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ABSTRACT
Deep Learning for Image Restoration and Robotic Vision
Yixin Du

Traditional model-based approach requires the formulation of mathematical model, and
the model often has limited performance. The quality of an image may degrade due to a
variety of reasons: It could be the context of scene is affected by weather conditions such
as haze, rain, and snow; It’s also possible that there is some noise generated during image
processing/transmission (e.g., artifacts generated during compression.). The goal of image
restoration is to restore the image back to desirable quality both subjectively and objectively. Agricultural robotics is gaining interest these days since most agricultural works
are lengthy and repetitive. Computer vision is crucial to robots especially the autonomous
ones. However, it is challenging to have a precise mathematical model to describe the aforementioned problems. Compared with traditional approach, learning-based approach has an
edge since it does not require any model to describe the problem. Moreover, learningbased approach now has the best-in-class performance on most of the vision problems such
as image dehazing, super-resolution, and image recognition.
In this dissertation, we address the problem of image restoration and robotic vision with
deep learning. These two problems are highly related with each other from a unique network architecture perspective: It is essential to select appropriate networks when dealing
with different problems. Specifically, we solve the problems of single image dehazing,
High Efficiency Video Coding (HEVC) loop filtering and super-resolution, and computer
vision for an autonomous robot. Our technical contributions are threefold: First, we propose to reformulate haze as a signal-dependent noise which allows us to uncover it by
learning a structural residual. Based on our novel reformulation, we solve dehazing with recursive deep residual network and generative adversarial network which emphasizes on objective and perceptual quality, respectively. Second, we replace traditional filters in HEVC
with a Convolutional Neural Network (CNN) filter. We show that our CNN filter could
achieve 7% BD-rate saving when compared with traditional filters such as bilateral and deblocking filter. We also propose to incorporate a multi-scale CNN super-resolution module
into HEVC. Such post-processing module could improve visual quality under extremely
low bandwidth. Third, a transfer learning technique is implemented to support vision and
autonomous decision making of a precision pollination robot. Good experimental results
are reported with real-world data.
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Chapter 1
Introduction
The surge of Artificial Intelligence (AI) in the last decade has brought revolutionary changes
in nearly every corner of industry and our daily life. Many AI milestones, which experts
expected as decades away, has been reached in the last five years. Thanks to the advance
in computing hardware such as powerful CPU and GPU, modern AI technology is capable
of dealing with large-scale data and problems. Computer vision, one of the most studied
area in computer science, benefits from the development in AI really well. Recently, AIbased approaches, specifically deep learning-based approaches, have dominated in most of
the computer vision problems. Regardless of whether it’s high level vision task such as
scene understanding, or object detection/recognition (middle level vision task), or image
processing (low level vision task), deep learning has proved to have superior performance
when compared with traditional approaches. Thus, this dissertation explores to implement
learning-based approaches in image restoration and robotic vision based on image classification.
Many techniques have been proposed in deep learning to achieve better performance.
We give an overview of deep learning from two perspective: the type and the size of
network. From the type perspective, direct non-linear mapping, residual learning, and
generative adversarial network are three millstones in the field. Direct non-linear map-
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ping achieved good performance in 2012-2014 such as SRCNN [18]. But it was replaced
by residual learning [33] due to the vanishing gradient problem [5]. Vanishing gradient
problem happens when more layers are used, the gradient of the loss function approaches
zero, making the network hard to train. Other than distortions, visual quality has draw researchers’ attention, thus, generative adversarial network has been proposed for perceptual
optimization such as SRGAN [52]. From the size perspective, learning-based approaches
in early stages only have a few layers such as FSRCNN [20] which has eight layers, the
model is only 51 kilobytes. Most recent neural network could have hundreds of layers such
as RCAN [112] which has 400 layers, and the model is 59 megabytes.
Picking an appropriate network, in terms of network type and size, is very important for
different problems. In Image Dehazing, we favor residual learning instead of direct nonlinear mapping to avoid the vanishing gradient issue. Meanwhile, the perception-distortion
trade off also deserves deliberation because sometimes the visual quality is more favorable compared with distortion performance measure such as pixel-to-noise-ratio (PSNR).
In Loop Filtering and Image Super-Resolution for Video Coding, we solve recourseconstrained problems with limited bandwidth, thus, the deeper the network does not mean
the better. In Agricultural Robotics, transfer learning from one task to another is a smart
choice if the network body has rich features. This could avoid the lengthy training-fromscratch alternative. This dissertation explores two different areas (image restoration and
robotic vision based on image classification), but with one unifying theme, i.e., picking the
right neural network for different problems.
Image Dehazing. An image taken from outdoor often suffers from low contrast and
degraded color due to haze, fog, mist, etc. How to restore the visual quality of hazy images
is called “image dehazing” or “haze removal”. Traditional approach aims at finding the
so-called transmission map in order to recover the haze-free image in a two-step manner.
In this paper, we propose to reformulate and solve dehazing bypassing transmission map
estimation, fulfill the dehazing task as an end-to-end optimization. We use recursive deep
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residual network to improve the objective quality of dehazed image, and we further improve
the perceptual visual quality via generative adversarial network. They are presented in
Chapter 2.
Loop Filtering and Image Super-Resolution for Video Coding. Loop filtering aims
at removing compression artifacts and improving visual quality of a video. It is an important component in High Efficiency Video Coding (HEVC). Traditional loop filters in
HEVC such as deblocking filter has limited performance with respect to filtering accuracy. Inspired by the success of deep learning, some Convolutional Neural Network based
loop filters have been proposed to address the issue of traditional filters. Follow this line
of thought, we propose a neural network filter for further coding efficiency improvement.
When compared with traditional filters, the proposed approach could fulfill multiple filtering tasks with only one single model. It is also better when compared with current
CNN-based loop filters with respect to BD-rate savings. Section 3.1 will review previous
loop filters including both traditional model-based and CNN-based approaches, propose
our new model, and report experimental results. We also present a content-weighted idea
which has been filed as a pattern in Section 3.2. Another topic we discover is building
a CNN-based super-resolution module to improve visual quality in HEVC. There exists
the following scenario: when bandwidth is really limited, the compression uses very large
Quantization Parameter (QP), as a result, the quality of reconstruction is very low. An
alternative approach to this problem is to use super-resolution in HEVC. One could downsample the video at the beginning, use a smaller QP to compress the video, and finally do
an up-sampling. The counter-part is the alternative approach will produce smaller compression loss and down sample loss, the original approach will have larger compression
loss. So eventually we are comparing which loss is smaller between the two. We argue
that incorporating a CNN super-resolution module (the alternative approach) is better than
compressing the video under original resolution. The methods and experimental results are
shown in Section 3.3.

3

Agricultural Robotics. Due to the rapidly increasing of human population and the rigorous demand of high quality food, it is essential to figure out new ways to aid agriculture.
Productivity has to be increased to meet the call, while human labors are becoming more
and more expensive. Most of agricultural tasks involve repetitive and lengthy which makes
robotics a great fit to address the aforementioned problem. Thus, agricultural robotics are
rapidly gaining interest in many existing fields. The decline of natural pollinators is one of
the critical issues faced by the agricultural sector today [72]. To resolve this issue, robotic
precision pollination technique has been proposed by a group of researchers at West Virginia University (WVU). A fully autonomous precision pollination robot is designed for
performing pollination toward bramble plants in a greenhouse. I was responsible for the
computer vision subsystem of the robot, and Chapter 4 will mainly discuss my contribution
in robotic vision of “BrambleBee”.
The contribution of this dissertation can be summarized as follows: First, we propose
to reformulate haze as a signal-dependent noise which allows us to uncover it by learning a structural residual. Based on our novel reformulation, we solve dehazing with the
state-of-the-art recursive deep residual network and generative adversarial network which
emphasizes on objective and perceptual quality, respectively. Second, we replace traditional filters in HEVC with a Convolutional Neural Network (CNN) filter. We show that
our CNN filter could achieve 7% BD-rate saving when compared with traditional filters
such as bilateral and deblocking filter. We also propose to incorporate a multi-scale CNN
super-resolution module into HEVC. Such post-processing module could improve visual
quality under extremely low bandwidth. Third, a transfer learning technique is implemented to support vision and autonomous decision making of a precision pollination robot.
Good experimental results are reported with real-world data.

4

Chapter 2
Single Image Dehazing with Deep
Learning
2.1

Introduction

The World Meteorological Organization (WMO) classifies environmental obscuration into
multiple categories as shown in Figure 2.1, such as fog, mist, haze, smoke, and dust. In
this work, we do not explicitly distinguish these environmental obscuration, we generally
describe them as haze since it is the most frequently used word in computer vision under
the domain of haze removal. Images taken under the aforementioned weather conditions
often has low contrast and degraded color. As a result, objects tend to occluded especially
at far distance from camera, and the image itself looks unpleasing. How to restore the
visual quality and make objects more easier to see is called “single image dehazing” in
literature.
Removing haze from image is an ill-posed problem for the following reasons: First, in
image denoising, the noise is often times consistent in the image and it can be described
with a single σ if the noise is Gaussian. Unlike noisy image, hazy image has non-uniform
haze appearance, i.e., the longer the distance from camera, the heavier the haze. This
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(a) Fog

(b) Mist

(d) Smoke

(e) Dust

(c) Haze

Figure 2.1: Environmental obscuration defined by the World Meteorological Organization
(WMO).
brings challenges as dehazing has to take scene depth into consideration. Second, previous
approaches utilize an image formation model which connects observed hazy image with
scene radiance (unknown target), transmission map, and atmospheric light. Based on this
formation model, the problem of single image dehazing boils down to estimating the transmission map and atmospheric light. However, to the best of our knowledge, this formation
model only provides an estimation of real hazy condition, how accurate this model is remains unknown. Last but not least, the variation in global atmospheric light (e.g., nighttime
vs. daytime) makes dehazing even more challenging.
Previous approach heavily relies on the haze formation model and the estimation of
transmission map and atmospheric light. In this work, we challenge the conventional
wisdom by proposing a novel reformulation. Our reformulation models haze as a signaldependent noise, thus, it allows us to uncover haze as structural residual. Based on the
reformulation, we propose a recursive deep residual network and a generative adversarial
network which aims at objective and subjective dehazed image quality, respectively. Ex-
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tensive experimental results show that our approach outperforms other competing methods
in terms of both subjective and objective visual quality of dehazed images.
The rest of this Chapter is arranged as follows: we present related work on single image
dehazing, Deep Residual Network (DRN), and Generative Adversarial Network (GAN)
respectively. Then, we show the haze formation model as well as our reformulation. We
also present the architecture of our DRN and GAN, along with the experimental results.
Finally, we conclude this Chapter.

2.2
2.2.1

Related Work
Related Work on Dehazing

Model-based approaches toward single image haze removal are often based on some hazerelevant priors. In [31], a Dark Channel Prior (DCP) was proposed based on the observations that in a haze-free image, any local patch would contain some pixels of low intensity
values in at least one color channel. The thickness of the haze is then directly estimated
using the DCP and a haze-free image is recovered. The advantage of this approach is it’s
effectiveness toward haze removal, but only limited to a certain type of images. Under the
condition when an image contains a lot of sky pixels, the model has limited performance.
Besides, it is computationally extensive which makes real-time dehazing almost impossible. In [70], a factorial Markov Random Field model was adopted to jointly estimate the
scene albedo and depth. A Bayesian probabilistic method is introduced to estimate scene
albedo and depth using their latent statistical structures. The natural image and depth statistics are treated as priors of hidden layers. A canonical expectation maximization algorithm
is proposed to estimate the depth of a scene. The authors reported accurate factorization on
challenging scenes of the proposed method. The main disadvantage is that it tends to produce over-saturated images. In [65], the inherent boundary constraint of the transmission
function was exploited during the estimation, which has been called contextual regulariza7

tion. The constraint is combined with a weighted contextual regularization, forming an
optimization problem to estimate the unknown scene transmission. The authors also presented an efficient algorithm to solve the problem based on splitting the variables. The
main advantage of this method is that it requires only a few general assumptions to restore
faithful and fine image details. But the shortcoming is that it is also computationally intensive. In order to improve the efficiency, many other filters have been proposed, such as
standard median filtering [26], median of median filter [94] , and guided image filter [30].
In non-local image dehazing [6], distance map and haze-free images are jointly estimated
from haze-lines characterizing the linear-spreading structure of pixels within a given cluster
in the RGB space. The work is based on the key idea that pixels in a given cluster are often
non-local, spread over the entire image plane and located at different scene depth. These
varying scene depth is translated into different scene depth. The author has characterized
the color cluster as a line in RGB space to recover the distance map and haze-free image.
One disadvantage is that it assumes a fixed distribution of 3D lines from the air light which
limits it’s power to describe an actual scene [7]. All those dehazing methods estimate the
scene depth or transmission map to facilitate model-based image restoration.
Inspired by the success of deep learning in various low-level vision tasks such as image super-resolution [18, 19] and image denoising [100, 111], learning-based approaches
have also been proposed for singe image dehazing in recent years [79, 11, 54]. The common foundation behind those works is the creation of training data - a large number of
synthetic hazy images based on ground truth depth information. In [79], a multi-scale Convolutional Neural Network (MSCNN) was proposed to estimate transmission map from an
input of hazy image. It consists of a coarse-scale net which aims at globally predicting
the holistic transmission map of a scene, and a fine-scaled network to further refine the
transmission map estimation locally. The authors have adopted a synthetic dataset of hazy
images and their corresponding transmission maps. They have reported favorable performance on both synthetic and real-world images with respect to quality and speed. While
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one of the limitations is that even though it has adopted the learning based approach, but
it is only confined to the transmission map estimation part. The air light estimation and
scene radiance recovery are still similar as traditional model based approach which basically makes it a two-step dehazing approach. In [11], authors developed an end-to-end
dehazing network called DehazeNet in which network layers are specially tailored to fit
assumptions/priors in the scenario of image dehazing. It takes a hazy image as input, and
outputs its medium transmission map that is then used to recover the haze-free image via
atmospheric scattering model. Haze-relevant features are extracted from the layers of maxout units. A nonlinear activation function called Bilateral Rectified Linear Unit is proposed
to improve the quality of dehazed image. Similar as MSCNN, DehazeNet is also an indirect learning based dehazing approach which aims at transmission map recovery. The
rest haze-free image recovery is still model-based. Most recently, the so-called All-in-One
Dehazing (AOD)[54] further develops this line of idea by unifying the estimation of transmission map and global atmospheric light into one module called K-estimation leading to
the current state-of-the-art performance in this area. AOD directly generates the clean image through a end-to-end CNN. This design makes it very easy to concatenate AOD with
other middle/high level computer vision tasks’ networks. The author not only showed the
visual qualify of dehazed image, they also experimentally pointed out the effectiveness of
dehazing on object detection and recognition. However, AOD requires large amount of
training data due to the complicated network design, whereas our DRL requires way less
training image to achieve good performance. Densely connected pyramid dehazing network (DCPDN) is proposed in [110] to learn the transmission map and atmospheric light
together. It has good performance in terms of distortion but limited visual quality. Gated
fusion network (GFN) [80] and conditional GAN (cGAN) [57] are also proposed to address
single image dehazing. Table 2.1 summarizes the contribution and limitation of some of
the state-of-the-art approaches.
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Table 2.1: Comparison of previous works on image dehazing.
Paper
He et al. [31]

Year
2011

Contribution
Dark Channel Prior

Nishino et al. [70]
Meng et al. [65]

2012
2013

Berman et al. [6]

2016

Bayesian model
Contextual regularization
Haze lines

Ren et al. [79]

2016

Multi-scale CNN

Cai et al. [11]

2016

Bilateral Rectified
Linear Unit

Li et al. [54]

2017

Zhang et al. [110]

2018

All-in-one architecture
Pyramid network

Ren et al. [80]

2018

Li et al. [57]

2018

Model
-based

Learning

-based

Gated fusion network
Conditional GAN
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Limitation
Limited performance
on sky pixels.
Overly saturate images.
Computationally intensive.
Fixed distribution of 3D
lines.
Only applicable to
transmission
map
estimation.
Only applicable to
transmission
map
estimation.
Large amount of training data needed.
Visual quality is limited.
Confidence map is
needed.
Large network size.

2.2.2

Related work on Deep Residual Learning

With the availability of large-scale dataset and advances in deep learning methods, the
Convolutional Neural Networks have shown remarkable success in dealing with various
computer vision tasks. Simonyan et al. [89] investigated the impact of network depths on
its accuracy in the domain of large-scale image recognition. The authors have argued that
significant improvement can be achieved via increasing the network depth to 16-19 weight
layers when using an architecture with very small convolution filters. Based on the findings, the authors achieved the first and second places in 2014 ImageNet Challenge in the
localization and classification tracks respectively. Chen and Pock [14] proposed a flexible learning framework based on nonlinear reaction diffusion models for image restoration. Specifically, the reaction diffusion model is dynamic with time-dependent parameters
which includes linear filters and influence functions. The advantage is that all the parameters are simultaneously learned from training data. The so called Trainable Nonlinear
Reaction Diffusion (TNRD) is capable of dealing with various image restorations tasks
by simply changing the reaction force. The authors have reported good performance on
Gaussian image denoising, single image super-resolution and JPEG deblocking. In [50],
a very deep Convolutional Neural Network is trained to classify ImageNet LSVRC-2010
into 1000 different classes. The training data includes 1.2 million high-resolution images.
The authors have reported to achieve 37.5% and 17.0% top-1 and top-5 error rates respectively which claimed to be better than the previous state-of-the-art. The network consists
60 million parameters and 650000 neurons of five convolutional layers along with a final
1000-way softmax. GPU implementation and dropout regularization techniques have been
incorporated to boost the speed and reduce over fitting.
In [39], batch normalization technique has been proposed to deal with internal covariate shift by normalizing layer inputs. Internal covariate shift stands for the fact that the
distribution of each layer’s inputs changes during training deep neural networks since the
parameters of the previous layers change. As a result, the training is slowed down and
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lower learning rates and good parameter initialization are required. By implementing the
proposed batch normalization technique which normalizes each training mini-batch, higher
learning rates can be achieved, and possible elimination of the need for dropout. The authors have reported 14 times fewer training steps than the original model. He et al. [33]
presented a residual network to allow training of deeper neural networks. The layers are
reformulated as learning residual functions with references to the layer inputs instead of
the unreferenced ones. The authors have argued that this type of network is easier to optimize and achieves better accuracy with increased network depth. The proposed network
has a depth of 152 layers which is 8 times deeper than traditional networks. They have reported to achieve 1st place on ILSVRC 2015 classification task with only 3.57% error rate.
They also won the 1st place in COCO 2015 competition with 28% relative improvement
on the COCO object detection dataset. Szegedy et al. [91] proposed the Inception deep
Convolutional Neural Network that achieves the new state-of-the-art for classification and
detection in 2014 ImageNet Large-Scale Visual Recognition Challenge. The main contribution of the architecture is that they increased network depth and width with improved
utilization of the computing resources inside the network based on the Hebbian principle
and multi-scale processing. The authors named the incarnation for ILSVRC14 GoogLeNet
with a 22 layers design for classification and detection. He et al. [32] studied the impact of
rectified activation units (rectifiers) on Convolutional Neural Networks in the context of image classification. They firstly proposed a Parametric Rectified Linear Unit (RPeLU) that
improves model fitting close to zero extra computational cost. They also derived a robust
initialization considering the rectifier nonlinearities. With the proposed technique, it allows to training deep rectified models from scratch and wider network architectures. They
have reported 4.94% top-t test error on the ImageNet 2012 classification dataset which is
higher than GoogLeNet. It is considered to be the first work to surpass the human-level
performance on the ImageNet dataset.
In [21], a family of sub-gradient methods are presented that dynamically incorporate
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the geometry of the data from earlier iterations in order to perform gradient-based learning.
The methods allow to find tiny features in a very predictive manner. It includes proximal
functions to control the steps of gradient with adaptive modification which makes setting
the learning rate more simple. The results are guaranteed to be optimal with regularization functions and domain constraints. Kiku et al. [46] proposed a residual interpolation to
replace the traditional color difference interpolation under the domain of color image demosaicking. The residual is defined as the difference between an observed and estimated pixel
value. The proposed residual interpolation is incorporated into the gradient based threshold
free algorithm. The authors have shown the proposed demosaicking scheme yields stateof-the-art performance on Kodak and IMAX dataset. Kingma and Ba [49] introduced an
algorithm called Adam for first-order gradient-based optimization of stochastic objective
function. The algorithm is reported to be computationally efficient and invariant to diagonal
re-scaling of the gradients in it’s based on adaptive estimates of lower-order moments. It is
also suitable for non-stationary objectives with very noisy and sparse gradients. The theoretical convergence properties of the algorithm is analyzed and a bound on the convergence
rate is provided.

2.2.3

Related work on Generative Adversarial Network

Goodfellow et al. [28] proposed a new framework which contains a generative model G
and a discriminative model D. The two models in the framework cooperate in an adversarial manner. The generative model G captures the data distribution, and the discriminative
model D computes the probability of whether the generated sample is from the training
data. The problem if formulated as a min-max problem for the purpose of generating fake
samples which could successfully fool the discriminative model D. Denton et al. [17] proposed a generative parametric model that uses a convolutional networks within a Laplacian
pyramid framework to generate high quality samples of natural images. A separate GAN is
trained at each level of the pyramid. The authors reported 40% of the time their generated
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CIFAR 10 samples were classified as real images.
In [52], a GAN is proposed for photo-realistic single image super-resolution. The network is composed of a generative module and a discriminative module. The network is
trained on DIV2K dataset. The author argued that even though the generated high resolution image does not outperform others in terms of PSNR, but the perceptual quality of
the image is often superior than others. Jolicoeur [44] challenges conventional GANs by
arguing that optimization in traditional GANs would decrease the probability of real data
being real. The author proposed a relativistic discriminator which estimates the probability
that a given sample is real, and reported better performance than traditional GANs.

2.3

Reformulating the Haze Formation Model

We start out discussion from simplified haze observation model:

I(x) = J(x)t(x) + A(1 − t(x)),

(2.1)

where I(x) stands for observed hazy image, J(x) is the scene radiance (i.e., unknown clean
image to be recovered), A is the atmospheric light which varies depending on weather
conditions, t(x) is the so-called transmission map. In literature, the first term J(x)t(x) is
called direct attenuation, and A(1 − t(x)) is called air light [66, 93, 31]. The transmission
map t(x) is computed by:
t(x) = e−βd(x) ,

(2.2)

where β is the atmospheric scattering coefficient, a typical range of this value is within
[0.5, 1.8]. d(x) is scene depth. The larger the scene depth, the heavier the haze. As shown
in the above equations, there are two unknowns (t(x) and A) to be estimated in order to
recover J(x). More importantly, the transmission map t(x) is termed along with the target
of restoration J(x) which makes dehazing non-linear and challenging to solve.
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We take the analogy from widely-studied problem single image denoising. In denoising, a noisy image can be represented as

I(x) = J(x) + w(x)

(2.3)

where I(x), J(x) denote noisy and clean images respectively, the additive noise term w(x) ∼
N (0, σw2 ) is often assumed to be white Gaussian in the denoising literature. Deep Residual
Network has been proposed to solve denoising problem and reported very good performance. By comparing Eq. (2.3) and Eq. (2.1), we propose to reformulate Eq. (2.1) in order
to implement DRN:
I(x) = J(x) + (A − J(x))(1 − t(x))
(2.4)
= J(x) + r(x)
where r(x) = (A − J(x))(1 − t(x)) can be interpreted as a structured error term characterizing the nonlinear signal-dependent degradation associated with the hazy effect.

2.4

Recursive Deep Residual Learning for Single Image
Dehazing

In previous approaches, estimating transmission map t(x) and atmospheric light A are necessary steps in order to recover scene radiance J(x). In this work, we propose to bypass estimating t(x) and A, and recover J(x) by formulating haze as a structural signal-dependent
noise r(x) as shown in Eq. (2.4). Such reformulation allows us to perform an end-to-end
optimization without any intermediate steps. Note that our approach does not rely on the
haze observation model in Eq. (2.1), in other words, if there exists a more accurate observation model, our approach still works well. Figure 2.2 compares our DRL result against
other state-of-the-art approach. Following subsections will introduce the architecture of
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(a) Input

(b) DCP [31]

(c) NLD [6]

(d) MSCNN [79]

(e) AOD [54]

(f) DRL

Figure 2.2: Visual quality comparison between our proposed DRL and other state-of-theart methods.
our DRL model and report experimental results.

2.4.1

Network Architecture

As shown in Figure 2.3, our network is composed of three components: the convolution
layer (Conv), batch normalization (BN), and rectified-linear unit (ReLU). The first Conv
layer consists of 32 feature maps generated by 32 filters sized by 3 × 3 × 3 (since an
input image has three color channels) and is followed by the Relu layer which performs
max(0, x) operation adding non-linearity to the model. Starting from the second Conv
layer (as highlighted by color brown), we use 32 filters of size 3×3×32 for each Conv layer,
followed by BN and ReLU layers. The Conv + BN + ReLU concatenation is repeated for
15 times. Those network parameters such as filter size and network depth were empirically
tuned to be nearly optimal. The last Conv layer (as highlighted by color green) includes 3
filters of size 3 × 3 × 32 to calculate the loss between the outputs and training labels.
Based on the analogy between dehazing and denoising, we propose to take a deep
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Conv

Conv + BN + ReLU

Conv + BN + ReLU

Conv + BN + ReLU

Conv + ReLU

Figure 2.3: The architecture of the proposed DRL network.
residue learning approach toward image dehazing here. More specifically, we aim at learning a nonlinear mapping Ω from I(x) to r(x) = I(x) − J(x). Then the dehazed image
can be recovered via J(x) = I(x) − r(x) where r(x) = Ω(I(x)). Similar to [111], we
have adopted the following loss function to learn the parameters Θ in the proposed DRL
network:
N
1 X
kΩ(Ik (x); Θ) − (Ik (x) − Jk (x))k2F
L(Θ) =
2N k=1

(2.5)

where {(Ik (x), Jk (x))}N
k=1 represents N hazy and original training image (patch) pairs.

2.4.2

Recursive Extention using Fixed-Point Theory

The analogy between dehazing and denoising also motivated us to explore iterative optimization toward the proposed DRL-based dehazing. In denoising, suppose the noisy image
is I(x), the denoised image is represented using a non-linear operator Φ−1 (I(x)), the residual (error term) between the two is e(x) = I(x) − Φ−1 (I(x)). When e(x) is already white
Gaussian (i.e., when there is no leftover/residual in Φ−1 (I(x))), we can end the denoising
process; Otherwise, a typical strategy is to feed the denoised image back to the input of
the algorithm, reducing the leftover in a recursive manner. This process can be applied
until e(x) is white Gaussian, i.e., the fixed point of denoising operator (Ω). This strategy is
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DRL

DRL

DRL

Figure 2.4: Recursive deep residue learning for haze removal: r1 , r2 and r3 are residuals
recovered in the first three iterations; J1 , J2 and J3 are recovered scene radiances.
called iterative regularization in literature.
Similarly, we can adopt the same strategy toward the proposed DRL-based dehazing.
We feed an input I into the network, producing a residual map r1 , and obtain an initial
estimate of scene radiance J1 . Afterwards, we feed the obtained J1 to the input of the
network again, obtain J2 and J3 . This process is shown in Figure 2.4. It can be observed
that as the number of iteration increases, there is few residual recovered (r1 , r2 and r3 ), and
scene radiance is getting more and more clear ( J1 , J2 and J3 ). Depending on the amount of
haze in the image, typically the scene radiance recovered after three to five iterations looks
the most visually appealing.

2.4.3

Experiments and Results

We have used the NYU-Depth V2 dataset [88] to create synthetic training images. NYUDepth V2 dataset consists of 1,449 densely labeled indoor color images with ground truth
depth information. The raw depth map has been projected and colorized [88] to fill in
missing depth labels. Both the color and depth data are of the size 640 × 480. We pick
1,200 out of 1,449 images to generate training patches, and take the remaining 249 images
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as ImageSet A; we pick another 21 images from the Middlebury Stereo Datasets [85] as
ImageSet B and 14 images from NTIRE 2018 dehazing challenge as ImageSet C. For
each image in the training set, we extract 40 × 40 patches with stride number being 30;
there are 360,064 training patches generated in total.
To simulate synthetic hazy images, the following parameters are used in our experiment. We randomly select β ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5} since any
value of β beyond this range could lead to unrealistic haze (too thin or too heavy) and noise
amplification [79]. For each of the RGB channel, atmospheric light A is chosen uniformly
within the range of [0.6, 1.0]. Training labels are generated using Eq. (2.4). During the
training process, the weights of each convolution layers are randomly initialized by Gaussian variables. The number of epocs is set to 100; the learning rates for the first 60 and the
remaining 40 epocs are set to 0.001 and 0.0001 respectively. We have selected Stochastic
Gradient Descent (SGD) as the solver with a momentum parameter of 0.9. The network is
trained on a PC with an Intel i7-4790k processor and a Nvidia GeForce Titan GPU leading
to the total training time of about 15 hours.

Experimental Results on Synthetic Data and Real-world Images
In order to show the effectiveness of the proposed DRL, we compare our network with
several state-of-the-art dehazing methods: Dark Channel Prior (DCP) [31], Boundary
Constrained Context Regularization (BCCR) [65], Visual Artifact Suppression via Gradient Residual Minimization (VASGRM) [13], Non-Local Image Dehazing (NLD) [6],
MSCNN [79], DehazeNet [11] and AOD [54]. The first four methods, including DCP,
BCCR, VASGRM and NLD, are traditional model-based approaches, and the remaining
ones are learning-based approaches. Two objective image quality metrics are used in our
comparison: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) [98].
Table 2.2 and 2.3 shows the average PSNR and SSIM comparison results on ImageSet A
and B respectively. Overall, we have observed that learning-based approaches, such as
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Table 2.2: Average PSNR and SSIM results on ImageSet A.
Metrics
PSNR
SSIM

DCP
17.94
0.86

BCCR
14.77
0.81

VASGRM
16.25
0.83

NLD
15.97
0.77

MSCNN
19.23
0.86

DehazeNet
15.35
0.76

AOD
18.36
0.85

DRL
21.7
0.92

AOD
17.51
0.85

DRL
21.41
0.86

Table 2.3: Average PSNR and SSIM results on ImageSet B.
Metrics
PSNR
SSIM

DCP
15.82
0.81

BCCR
14.49
0.77

VASGRM
15.57
0.81

NLD
16.33
0.79

MSCNN
18.16
0.84

DehazeNet
19.43
0.85

MSCNN, DehazeNet, and AOD, produce slightly better PSNR/SSIM results than modelbased approaches; while our DRL outperforms all others by a large margin. We believe
that dramatic performance improvement is jointly contributed by deep residue learning and
fixed-point iterations.
Figure 2.5 and 2.6 shows the performance of our method compared against AOD [54]
on ImageSet A and B. Since the NYU-Depth V2 dataset has been collected under indoor
environment, most of the images have busy background with furniture and objects. Our
method can handle such busy background very well - the scene radiance recovered maintains good sharpness with haze residual being close to zero. Our dehazed results are convincingly better than those produced by AOD on this data set. The main challenge of
dehazing on ImageSet B is to recover rich details around sharp edges and vivid colors
in those Middlebury images. Figure 2.5 and 2.6 shows our method can more faithfully
maintain important image structure such as corners and edges and better recover the color
fidelity than previous work of AOD. Figure 2.7 compares our approach against others on
NTRIE 2018 dehazing challenge dataset. Our approach often recovers scene radiance with
faithful colors than others.
We have also compared our method with seven competing dehazing approaches on
real-world hazy images as shown in Figure 2.22 (a). This set of images - containing a large
variation of scene content such as portrait, landscape and architecture - come from our
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Table 2.4: Comparison of average running time in seconds.
Method
DCP [31]
BCCR [65]
VASGRM [13]
NLD [6]
MSCNN [79]
DehazeNet [11]
AOD [54]
DRL

Time
8.3
1.6
18.1
2.4
0.98
1.4
0.53
0.87

Platform
Matlab
Matlab
Matlab
Matlab
Matlab
Pycaffe
Pycaffe
Matlab

own collection of real-world images that have been used in previous studies. These images
contain both heavy and thin haze, shallow and large depth field, coarse and fine details,
which reflect the diverse challenges in the real world. As we can see from Figure 2.22, our
proposed technique has achieved at least comparable (and often superior) visual quality to
other competing approaches.

Running Time Comparisons
Table 2.4 shows the comparison of running time (in seconds) among eight competing dehazing techniques. The results are obtained by running each method on ImageSet A which
includes 249 images and taking their average. We have found that our method is relatively
fast with 0.89 second per image (it is only marginally slower than AOD [54]). We believe
this difference is mainly because of the platform, since Pycaffe is better optimized than
Matlab in terms of implementing deep Convolutional Neural Networks.

2.4.4

Conclusion

We propose a novel reformulation of haze observation model toward single image dehazing.
Our reformulation allows us to model haze as a signal-dependent residual, which could be
recovered via Deep Residual Network. We also propose to remove haze recursively using
via iterative optimization using fixed-point theory. Compared with conventional wisdom,
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Figure 2.5: Dehazing results on ImageSet A. Left: AOD results [54]. Middle: original
images. Right: outputs of DRL.
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Figure 2.6: Dehazing results on ImageSet B. Left: AOD results [54]. Middle: original
images. Right: outputs of DRL.
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(g) Input
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Figure 2.7: Visual quality comparison on NITRE 2018 challenge images.
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Figure 2.8: Dehazing results on real-world images.
our approach does not relay on the haze observation model, and it bypasses the estimation
of transmission map and atmospheric light. The scene radiance is recovered in and end-toend fashion. Extensive experimental results show that our approach restores high objective
quality images, and the visual quality is often superior than others.
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2.5

Perceptually Optimized Generative Adversarial Network for Single Image Dehazing

We highlight a few limitations of the DRL-based dehazing approach: The result is debatable from a perceptual point of view; We found it is often burdensome to decide how many
iterations is needed toward the recursion; There is some halo effect around large scene
discontinuities. To overcome these limitations, we proposed to incorporate another two
modules into dehazing. First, we add a discriminative module with adaptive perceptual
loss to further improve visual quality of dehazed image. Second, a novel halo removing
module based guided filtering is implemented to suppress the halo effect. As a result, we
observed substantially improvement in visual quality of dehazed image, as the color is more
faithful and there is no noticeable halo effect.

2.5.1

Limitations of DRL-based Dehazing

We have advocated a DRL-based dehazing network based on reformulating the haze observation model, and the optimization is done in an end-to-end fashion. As shown in Figure
2.9, we noticed a few shortcomings of DRL-based approach when conducting the experiment:
• The perceptual quality needs further improvement: previous DRL-based approach
is optimized using L2 loss which simply computes pixel-wise differences between
dehazed and ground-truth patches. Even though the objective result looks good with
respect to PSNR, the perceptual quality needs to be improved. We will further describe in detail the subtle differences between objective and perceptual quality of
image later.
• As discussed in Subsection 2.4.2, we propose to remove haze recursively by feeding
the output of dehazing back to the input of the network. Such technique could poten26

tially produce better looking scene radiance. But the side effect is how to determine
the appropriate number of iterations. Even though we found typically it takes three
to five iterations, but it is still impossible to run the algorithm fully automatically
since every input hazy image is different. To overcome this limitation, we propose
to replace the manual external recursion with an internal recursion (i.e., the so-called
residual in residual), we will further discuss the network architecture in detail.
• Notorious halo effect: As discussed in Section 2.1, haze is an inconsistent behavior
since it depends on scene depth. This brings challenges toward learning-based approach: one needs to create large amount of training data covering both light and
heavy haze conditions. As a result, we noticed halo effect around large scene depth
discontinuities. These effect vastly impact the visual quality of dehazed image.

2.5.2

The Proposed Approach

We propose a GAN-based approach which aims at optimizing perceptual quality of images.
Our GAN is composed of two components: namely a generative module G to remove haze
from input and a discriminative module D to judge the output of generative module. We
emphasis that out G module adopts the residual in residual architecture that replaces the
external recursion proposed in Subsection 2.4.2 to alleviate the burden of choosing the
number of recursions. We also propose a novel halo removing module based on guided
filter. It smoothies the residual map produced by G and D using the original input as
guidance. Following parts will introduce each component of our GAN-based dehazing
approach.

Why GANs: The Magic of Distortion v.s. Perception
Conventional wisdom believed that the lower the distortion (e.g., PSNR, SSIM, IFC, VIF),
the better the visual quality. Thus, most of algorithms aim at maximizing some distor27

Figure 2.9: Limitation of DRL-based dehazing. The left column shows the input image,
the right column shows the dehazing results with DRL. Notice that the results are often not
perceptually pleasing, and there is some halo effect around large scene discontinuities.
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Figure 2.10: Figure in [10] shows the perception-distortion trade-off. The authors argued
that there is an unattainable region when one wants to optimize both distortion and perceptual quality. They also claimed that it’s applicable to only optimize one of the two.
tion measure. As shown in Figure 2.10, Blau and Michaeli [10] proved the odd of the
conventional wisdom by showing that there is an unattainable region when one wants to
optimize both distortion and perceptual quality. They claimed that it’s applicable to only
optimize one of the two. In image restoration, the goal is to estimate an image x from its
degraded version y. There is substantial difference within the motivation when performing optimization toward distortion or optimization: distortion stands for the dissimilarity
between the reconstructed image x̂ and the original image x, and perceptual quality refers
to the visual appearance of x̂, regardless of how similar x̂ looks like the to x [10]. They
also argued that generative adversarial networks provide a principled way to approach the
perception-distortion bound.
In single image dehazing, we argue that it is often more favorable to prioritize perceptual quality, rather than distortion measure. Thus, as an extension of our DRL-based dehazing, we propose to add a discriminative module with adaptive perceptual loss function.
We show in the experiment that the perceptual optimized dehazing results has much better
visual quality. An shown in Figure 2.11, our approach is composed of three components,
a generative module with residual learning structure based on our novel reformulation, a
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Figure 2.11: Perceptual optimization achieved by the proposed GAN including a generative
network G, a discriminative network D, and a post-processing module H.
discriminative module with VGG and adversarial loss, and a post processing module in
order to remove the halo effect.

Generative Module with Residual-in-Residual Architecture: External Recursion v.s.
Internal Recursion
As discussed in Subsection 2.4.2, we propose to remove haze recursively by feeding the
output of dehazing back to the input of the network. The advantage of this technique is the
recursively dehazed image often looks better that non-recursive version. However, deciding
the proper number of recursion iterations brings complexity to the algorithm. Thus, in the
generative module of GAN-based dehazing, we propose an internal recursion structure (the
so-called residual in residual) to replace the previous external one. This alleviate the trouble
of choosing recursion iterations, yet still gives faithful results since the features are more
rich.
Figure 2.12 shows the architecture of our recursive deep residual learning module with
corresponding filter size (f) and the number of feature channels (c). The module takes a
hazy patch (50×50×3) as input, followed by Convolution (Conv) and Rectified Linear Unit
(ReLU) layer with 64 feature channels and 3 × 3 filter size. The residual block includes
16 sub-blocks. Each sub-block is composed of Conv, Batch Normalization (BN), Relu,
Conv, and a Element-wise (Elti) Subtraction layer. The Elti layer takes the input from last
sub-block, subtracts the residual recovered in the current sub-block, and return a less-hazy

30

Input
(50*50*3)

Conv + ReLU
f3c64

Conv + BN + ReLU
f3c64

Conv + BN
f3c64

Elementwise Subtract

Residual
Block

Conv + BN
f3c64

Elementwise Subtract

Conv + Tanh
f3c3

Figure 2.12: Architecture of a deep residual network with corresponding filter size (f) and
the number of feature channels (c).
patch in a progressive manner. The last Elti layer performs a pixel-wise subtraction of
the input and output of residual block followed by another Conv layer with a hyperbolic
tangent activation function.
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Discriminative Module and Loss Funtions
As mentioned above, it is usually difficult to address the issue of visual quality assurance
in previous transmission-map-first approaches. Bypassing the estimation of transmission
map makes it possible to leverage the idea of generative adversarial networks (GAN) from
image synthesis [17] and super-resolution [52] to image dehazing. The basic idea behind
GAN is to introduce a discriminative network as a judge telling whether the output of
generative network is real or fake. Under the context of dehazing, G produces dehazed
image patches and D classifies them as dehazed (fake) and haze-free (real). The goal of
adversarial learning is for G to produce dehazed patches that can fool D (dehazed patches
are visually indistinguishable from haze-free ones). We have followed the discriminative
architecture guidelines proposed in [52, 78] which contains Conv layers with 64, 128, 256,
and 512 channels. The last Conv layer is followed by two dense layers and a sigmoid
activation function to classify the dehazed and haze-free patches.
We have adopted the perceptual loss function proposed in [52] which is a weighted sum
of MSE, VGG loss, and adversarial loss respectively:

l = w1 lM SE + w2 lV GG + w3 lAdv ,

(2.6)

where wi (i=1,2,3) controls the weight of each term. The pixel-wise MSE loss is given by:

lM SE

W
H
1 XX ∗
2
(J − JG
=
x,y ) ,
W H x=1 y=1 x,y

(2.7)

where J∗ denotes the ground truth (haze-free image) and JG denotes the dehazed one by
the G module. The VGG loss computes the Euclidean distance between the feature maps
of J∗ and JG :

lV GG

Wi,j Hi,j
X
X
1
=
(φi,j (J∗ )x,y − φi,j (JG )x,y )2 ,
Wi,j Hi,j x=1 y=1
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(2.8)

where Wi,j and Hi,j denotes the dimensions of extracted feature maps. Finally, the adversarial loss can be written as:

lAdv =

N
X

− log (JD ),

(2.9)

n=1

where JD is the probability that the reconstructed image is haze-free.
To the best of our knowledge, previous GANs mostly use loss functions with fixed
weights for each module such as [28, 17, 78, 37, 60]. Toward the objective of perceptual
optimization, we propose an adaptive perceptual loss function tailored to fit the severity of
haze in an image. The rationale is that the process of dehazing has to deal with various
uncertainty factors such as direct attenuation and airlight in the image degradation model.
Since the attenuation term J(x)t(x) dominates the thickness of haze during the degradation,
it is natural to adaptively choose the weights of loss function based on the attenuation term.
That is, we can adjust w1 , w2 , and w3 based on the amount of attenuation controlled by
β (large β corresponding to heavy haze). More specifically, we propose to use larger w1
under heavy haze situation (i.e., more emphasis on haze removal) and larger w3 under light
haze condition (i.e., more emphasis on quality assurance).

Removing the Halos
It has been widely recognized that dehazed images have the tendency of producing various
halo-like artifacts (e.g., ringing reduction [26], anti-halation enhancement [54], block halo
suppression [109]). We have also empirically observed that the proposed GAN-based dehazing sometimes suffer from noticeable halo-like artifacts especially around the areas of
large depth discontinuities (i.e., rapid change of attenuation) as shown in Figure 2.13. We
have also found that using larger filters (e.g., 5 × 5, 7 × 7, or a combination of filters with
different sizes) tend to make the artifacts more serious (the so-called block halo problem
[109]).
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Figure 2.13: The proposed post-processing module for halo suppression. The initial dehazed image J1 is the input. We first obtain r1 via elemental-wise subtraction Elti(I, J1 ).
Then refined residual r2 is obtained by applying guided filtering to r1 (I is the guidance).
Finally, J2 is recovered from Elti(I, r2 ).
To suppress the potential halo-like artifacts, we propose to include a guided-filtering
based post-processing module. Guided filtering was first proposed in [30] and its effectiveness on refining the estimated transmission map has been well documented in the literature
(e.g., [74]). Here we suggest a novel application of this powerful tool into refining the
residual map as a post-processing strategy. Guided filtering assumes the following linear
relationship between the guidance I and output q:

qi = αk Ii + bk , ∀i ∈ ωk ,

(2.10)

where (ak , bk ) are some constant linear coefficients. To compute these coefficient, one
needs to minimize a cost function characterizing the difference between q and the input p
in a window ωk [30]:

E(ak , bk ) =

X

((ak Ii + bk − pi )2 + αk2 )

(2.11)

i∈ωk

As shown in Figure 2.13, our novel application of guided filtering into halo removal
consists of three steps. First, We obtain raw residual r1 via elemental-wise subtraction
Elti(I, J1 ) where J1 is recovered by applying G and D module on the hazy image I.
Second, the refined residual r2 is obtained by applying a guided filter using I as the guidance and r1 as the input image. Finally, refined image estimation J2 is recovered from
Elti(I, r2 ). To better illustrate how the proposed post-processing module works, we have
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(a) From left to right: I, J1 , and J2

(b) 1-D illustration for halo removing.

Figure 2.14: Visual comparison of zoomed portions in Fig. 2.13 and the corresponding 1D
intensity profiles.
used a toy example as shown in Figure 2.14. Figure 2.14a shows the zoomed comparison
of I, J1 , and J2 around the head region (where large scene depth discontinuity occurs) respectively; and figure 2.14b shows the corresponding 1-D plot of intensity pixels. It can be
clearly observed how the overshooting estimate by our generative network gets corrected
by guided filtering.

2.5.3

Experimental Results

Datasets and Implementation Details
Preparation of training data plays an important role in deep learning-based approaches. Previous works such as MSCNN [79] and AOD [54] have used the NYU-Depth V2 [88] dataset
where color and depth images are captured by Microsoft Kinect. In view of the limited image quality of the NYU-Depth V2 dataset, we have taken 799 image from the DIV2K [2]
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Figure 2.15: Creation of training dataset. From top to bottom row: original image from
DIV2k [2] dataset, depth map computed using [59], and the hazy images generated by Eq.
(2.1).
dataset with high quality images (originally constructed for image super-resolution). To
obtain the corresponding depth images, we have borrowed a deep CNN-based approach
of learning depth images from single monocular images [59]. Figure 2.15 shows some
examples of the learned depth maps for the preparation of training dataset. To simulate
synthetic hazy images, the following parameters are used in our experiments: we have randomly selected attenuation parameter β ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5}
since any value beyond this range could lead to unrealistic haze (too thin or too heavy) and
unwanted noise amplification [79]. For each of the RGB channel, atmospheric light A is
chosen uniformly within the range of [0.7, 1.0].
The test dataset consists of both synthetic and real-world hazy images. Similar to the
previous work [54], the synthetic test data contains 100 images from the DIV2K dataset
as ImageSet A and 21 images from the Middlebury Stereo Datasets [85] as ImageSet B;
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additionally, we pick another 31 real-world images as ImageSet C. During the training
process, the weights of each convolution layers are randomly initialized by Gaussian variables. The patch size is 50 × 50; the number of epochs is set to 100; the learning rates for
the first 50 and the remaining 50 epochs are set to 0.001 and 0.0001 respectively. We have
selected Adam optimizer with Beta1 parameter being 0.9. The network is implemented using TensorFlow and trained on a PC with an Intel i7-4790k processor and a Nvidia GeForce
Titan GPU.

Effectiveness of Each Module
We have designed a series of comparative studies to facilitate the illustration of each module in the proposed approach. First, we want to demonstrate the effectiveness of introducing
a discriminative network on visual quality assurance. Figure 2.16 shows the dehazing results on a pair of real-world images without and with a discriminative network. It can be
observed that dehazing with a generative network only tends to remove haze over aggressively, especially in the background where there is heavy haze. The undesirable consequence is that some part of the foreground (e.g., trees and mountains) becomes unnaturally
dark. By contrast, the inclusion of a discriminative network makes the dehazed images
visually more pleasant as shown in the right column of Figure 2.16. This is due to the
perceptual loss function helps to ensure that the dehazed images are as close as possible to
real haze-free images.
Second, we need to justify the effectiveness of the proposed post-processing module.
Even though with a discriminative network, we have observed that noticeable halo artifacts
could occur around areas with large scene depth discontinuities (e.g., within 4-8 pixels
away from the boundary between foreground and background). Meantime, the larger the
filter size, the more serious the halo artifacts become which agrees with the observation
made in [109]. Figure 2.17 shows that the comparison of dehazed images before and after
the proposed post-processing module. It can be clearly seen that undesirable halo artifacts
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Figure 2.16: Discriminative network improves the visual quality of dehazed images. Left:
input; middle: dehazing with G module optimized using MSE only; right: dehazing with
both G and D module optimized for human perception.
in highlighted dashed areas have been successfully suppressed after post-processing.
Third, we aim at illustrating the benefit of adaptive perceptual loss function in GANbased dehazing. In our experiments, we increase w1 from 0.95 to 1 and w2 from 0.000001 to
0.000002 respectively; and decrease w3 from 0.002 to 0.001 as the attenuation parameter β
varies within its operational range (as shown in Figure 2.18). Such adaptive weight setting
is compared against a fixed setting (w1 = 1, w2 = 0.000001, w3 = 0.002). Figure 2.19
shows the comparison of dehazed images between fixed and adaptive weights under varying
haze conditions. It can be verified that the proposed strategy of adaptive weights are capable
of more effectively removing heavy haze while preserving the visual quality under light
haze conditions (i.e., to achieve the objective of perceptual optimization).

38

Figure 2.17: Post-processing module improves the visual quality of dehazed images. From
left to right: input, dehazing results without and with the post-processing module.
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Figure 2.18: The adjustment of weights in Eq. (2.6) based on the severity of attenuation
(w1 , w2 , w3 correspond to blue, red and yellow respectively).
Comparison against State-of-the-Art on Synthetic Images
We have compared our POGAN-based image dehazing with several state-of-the-art dehazing methods including: Dark Channel Prior (DCP) [31], Non-Local Image Dehazing
(NLD) [6], Boundary Constrained Context Regularization (BCCR) [65], Multi-Scale CNN
(MSCNN) [79], DehazeNet [11], and AOD [54]. The first three methods, including DCP,
BCCR and NLD, are state-of-the-art model-based methods, and the last three are leading learning-based methods. Two objective image quality metrics have been used in our
comparison: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM). We
have conducted experiments on both ImageSet A and B with β ∈ {0.75, 1, 1.25, 1.5} and
A ∈ {0.7, 0.8, 0.9, 1}. Table 2.5 shows the average PSNR and SSIM comparison results
on ImageSet A and B respectively. Overall, it can be observed that DCP and AOD respectively outperform others on ImageSet A and B respectively; however, only ours can
perform equally well on both datasets. In fact, our PSNR/SSIM performance only slightly
falls behind the best method on both data sets.
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Figure 2.19: Benefit of adaptive perceptual loss function in GAN-based dehazing. From
left to right: input, dehazing results of GAN with fixed weights, and dehazing results of
GAN with adaptive weights (top: heavy haze; bottom: light haze).
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More importantly, we note that objective measures such as PSNR and SSIM often do
not faithfully reflect the subjective quality of an image [68]. A convincing counterexample
was reported in [52] where the PSNR value of a perceptually much better image is dramatically (over 2dB) lower than the benchmark; we note that this is also the reason for
introducing adversarial loss in Eq. (2.6). As shown in Figure 2.20 and 2.21, it can be observed that our approach generates dehazing results with less color distortion and visually
look more favorably than DCP/AOD (closer to the ground-truth - the middle column). We
attribute the visual superiority with slightly lower PSNR/SSIM to the design of the perceptual loss function. As shown in Eq. (2.6), the perceptual loss function not only includes the
MSE loss, but also the VGG and adversarial loss which optimize the visual quality of an
image to human perception.

Comparison against State-of-the-Art on Real-World Images
We have also compared our method against six state-of-the-art dehazing approaches on
real-world hazy images (ImageSet C) as shown in Figure 2.22. These approaches include the most recent work on dehazing in 2018 such as DCPDN [110],GFN [80] and
cGAN [57]. This set of images contains large variations of scene depths and haze thickness as well as diverse scene structures such as portrait, landscape and architecture. Most
of the images in ImageSet C have been included for evaluation purpose in previous studies
of single image dehazing. We summarize the superiority of the proposed POGAN-based
dehazing as follows: 1) it is effective at removing heavy haze in the presence of large scene
depth variations such as the second row in Figure 2.22; 2) it significantly outperform other
competing methods in terms of restoring color fidelity and vividness such as the second to
the last row in Figure 2.22.
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Table 2.5: Comparison of PSNR and SSIM values. Bold denotes the best in it’s corresponding row.
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2.5.4

Conclusion

In this paper, we have presented a novel perceptually optimized GAN-based approach toward single image dehazing. Our approach directly learns a nonlinear mapping from the
space of hazy images to that of haze-free ones using a deep residue network without estimating transmission maps. By casting the haze-free image as the fixed-point, we can
recursively update the residue estimate until the convergence. To ensure visual quality, a
discriminative network is introduced for adversarial learning and an adaptive perceptual
loss function is developed to handle varying hazy conditions. Moreover, we proposed a
novel application of guided filtering into the suppression of halo-like artifacts in dehazed
images. Our extensive experimental results have shown that the subjective qualities of dehazed images by our perceptually optimized GAN (POGAN) are often more favorable than
those by existing state-of-the-art approaches. The PSNR/SSIM performances of POGAN
are also highly competitive especially when the hazy condition varies.
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Figure 2.20: Dehazing results on ImageSet A. Left: DCP results [31]. Middle: original
images. Right: outputs of POGAN.
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Figure 2.21: Dehazing results on ImageSet B. Left: AOD results [54]. Middle: original
images. Right: outputs of POGAN.
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Figure 2.22: Dehazing results on real-world images.
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Chapter 3
CNN-based Loop Filter and
Super-Resolution in HEVC
3.1

CNN-based Loop Filters

Loop filtering aims at removing compression artifacts and improving visual quality of a
video. It is an important component in High Efficiency Video Coding (HEVC). Traditional
loop filters in HEVC such as deblocking filter has limited performance with respect to
filtering accuracy. Inspired by the success of deep learning, some Convolutional Neural
Network based loop filters have been proposed to address the issue of traditional filters.
Follow this line of thought, we propose a deeper neural network filter for further coding
efficiency improvement. When compared with traditional filters, the proposed approach
could fulfill multiple filtering tasks with only one single model. It is also better when
compared with current CNN-based loop filters with respect to BD-rate savings. The rest
of this Section will review previous loop filters including both traditional model-based and
CNN-based approaches, propose our new model, and report experimental results.
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Figure 3.1: An example frame illustrating the compression artifact. The original frame is
on the left, and compressed frame is on the right. Notice the blocking and blurry effect on
the right, especially on the face and the texture of the suit.

3.1.1

HEVC Loop Filters

The current state-of-the-art video coding standard is called HEVC or H.265 which is the
successor of H.264. Compared with H.264, HEVC could reduce 50% bit-rate while remain
the same image quality. HEVC belongs to lossy compression, thus, the resulting image contains some noticeable artifacts especially under low bit-rate. For example, blocked-based
compression mechanism often yields blocking artifacts, and these artifacts are located on
the border of blocks. Image blurriness is another type of artifacts due to high frequency
information loss during the compression. Figure 3.1 is an example illustrating the compression artifact, notice that after compression (as shown on the right-hand side of Figure
3.1), there is significant quality degradation caused by blocking and blurry artifacts. In
summary, the quality of a video is affected by compression artifacts. How to remove these
artifacts is an important and widely studied problem.
There are two artifact removing filters (also called in-loop filters) in HEVC, including
deblocking filter (DF) and Sample Adaptive Offset (SAO) as shown in Figure 3.2. The
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Figure 3.2: Illustration of loop filter in HEVC as shown in highlighted area.
former one is designed to remove blocking artifacts along the boundary of blocks, the later
one reduces sample distortion [25]. Using DF and SAO together could potentially reduce
bit-rate and improve both subjective and objective quality. Subjective quality refers to
the visual quality, objective quality is measured by common performance metrics such as
Pixel-to-Noise-Ratio (PSNR).
The next generation video coding standard is called versatile video coding (H.266).
Researchers has proposed two more filters including bilateral filter (BF) and adaptive loop
filter (ALF). They have shown that using the four filters mentioned previously could produce better results.

3.1.2

Related Work

Deep learning is one of the most powerful tools in the field of computer vision. Computer
vision aims at using machine to solve vision-related problems, such as image denoising, image super-resolution, and object detection/recognition. Loop filtering belongs to computer
vision as well. Deep learning refers to building a network which is composed of large number of neurons, mimicking brain neural system of humans. Each neuron contains weight
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and bias which are used to convolve with input, produce feature maps, and generate output
at the end of the network. Most of the current state-of-the-art computer vision approaches
are deep learning based, thus, deep learning has been extended to be implemented in many
new areas, including loop filtering in video coding. First, loop filtering aims at removing
artifacts in an image/video, this problem can be described using the following equation:

y = x + a,

(3.1)

where x stands for the original image, y refers to compressed image, a is the additive
artifacts, a is also called residual. In machine learning, recovering the residual between
input and output is called Deep Residual Learning (DRL). DRL could compute the artifacts
between a given compressed image and restore a clean image. In the following, we review
previous residual learning based loop filtering. Park and Kim [75] proposed an entry-level
residual learning model to replace SAO in HEVC. The model has a very simple architecture
including two layers. They are of size 6433 and 3255 respectively (c×k×k), where c refers
to the number of feature maps in each layer, and k is the size of each convolutional kernel.
There is also a summation layer at the end of the network in order to compute the output.
Based on this architecture, they have trained two models using Quantization Parameter
(QP) ranges from [22,29] and [30,39], respectively. The model selection in testing phase
is based on the QP settings. The author reported 2% BD-rate saving over HEVC where
BD-rate is a trade-off between distortion and bit rate.
Dai, Liu and Wu [16] proposed a four layer fully convolutional model. When compared
with [75], the main difference is the concatenation of feature maps that are computed using
different size of convolutional kernels such as (55, 33, 11). This allows obtaining a more
diverse feature maps to better describe the related high frequency information. At the same
time, [16] used more parameters since their network is wider than [75]. The author has
trained four models under QP settings of 22, 27, 32, and 37, to replace both SAO and DF
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Figure 3.3: CNN architecture from Park and Kim [75].

Figure 3.4: CNN architecture from Dai, Liu, and Wu [16].
in HECV. They have claimed 4% BD-rate saving.
In Yang et al. [107], the authors proposed a CNN network by fusing Inter and Intra modes together. They have reported improved performance on both HEVC I and P/B
frames. Li et al. [56] presented a fully connected neural network for Intra prediction,
around 4.5% bitrate saving is reported but the overall network size is very large due to the
fully connected architecture. He et al. [34] incorporated the coding unit (CU) size information into the CNN which guide the quality enhancement process. They have reported
improved performance compared with the non-guidance ones.
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Table 3.1: Parameter settings in Dai, Liu, and Wu [16].

3.1.3

The Proposed Approach and Results

It can be seen that [75] and [16] have their own limitations. First of all, they can only
replace one or two traditional filters (DF and SAO), while there are two more filters in
the newly established video coding standard (BF and ALF). Second, they train multiple
CNN models toward different QP or different range of QP. Third, the best they can do as
compared to baseline approach is 4% gain, there should be enough room we can further
improve the performance. Based on these findings, we propose to train a new CNN model
with the following expectations:
• The new model should be able to replace all of the four filters, including BF, DF,
ALF and SAO.
• The new model should be versatile enough to deal with multiple QPs with one single
model.
• The new model should achieve more than 4% BD-rate savings, which surpasses current approach.
Based on those expectations, we propose a deep residual model, as shown in Table 3.2.
The new model is composed of 8 layers, the first layer is data layer, the second to 6th layer
is ConvR layer, which stands for convolution and rectified linear unit. The 7th layer is
summation layer which adds the residual to the input data. The last layer computes the loss
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Table 3.2: The architecture of the new model. ConvR stands for Convolution and Relu.

during the training process.
Following are some training details: first we turn off all traditional filters in JEM 7.1,
to generate the reconstruction. We then use the reconstruction to produce some Y/U/V
patches, and these patches are used as input for our network. The experiment is conducted
in Caffe, with Intel i7-6850k CPU, and NVIDIA 1080ti GPU. It took around 24 hours
for our model to converge. All other settings, such as solver, learning rate, are all set to
defaults.
We use common testing sequences for video coding, such as BQSquare, BQMall, BasketballDrill. For every testing sequence, we encode it using JEM 7.1, with four traditional
filters turned on, record the bit rate and Y/U/V PSNR, as the ground truth. Then, we use
our CNN model to replace four traditional filters and record the results. With before and
after bit rate and PSNR available, we compute BD-rate savings. Table 3.3 shows the performance, we observed around 6% BD-rate saving. Figure 3.5 shows the comparison of visual
quality: the left and right columns shows the before and after results. It can be noticed that
with our CNN model, the blocking and blurry artifacts can be suppressed after the filtering
process.

3.1.4

Conclusion and Future Research

This chapter introduces HEVC in-loop filter, reviews traditional loop filters and CNN-based
filters. On top of this, we proposed a new CNN model which has deep residual learning
structure. The new model is deeper, and it has more feature maps in each layer. Objectively, it achieved 6% BD-rate savings, and objectively, the new approach could improve
the visual quality. There are two directions regarding future research: First, as extending
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Figure 3.5: Visual quality comparison before and after using the proposed CNN filter.
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network depth/width does not improve the result, how to further implement novel network
architecture in order to have larger gain is our focus. Second, studies show that superresolution could improve coding performance under low bit rates, and the current state-ofthe-art super-resolution approaches are based on deep learning. It is desirable to merge the
tasks of super-resolution and loop filter in one single neural network, which is the direction
we want to discover.

3.2
3.2.1

Content Weighted CNN Loop Filter
Introduction

The content in an image/video differs significantly: such as edges vs textures, human faces
vs bodies, foregrounds vs backgrounds, etc. Different content may require different compression rate, which is controlled by QP settings. For example, people tend to pay more
attention to human face rather than the body and environmental background in a portrait
photo. Thus, it is reasonable to use lower QPs in face area, and higher QPs in the rest
of the photo. Doing so has two advantages: it ensures the visual quality of facial area, it
also reduces bit-rate as higher QPs are used in non-face area. We take the analogy from
compression to loop filtering, and we propose a content weighted loop filter whose filtering
strength is controlled by the content of the region. In more important areas such as face and
edges, our model increase filtering strength. In less important areas including textures and
backgrounds, the filter becomes gentler. Different brightness on the right-hand side stand
for different weights in the filtering process, and this information is then utilized by our
content weighted model to control the filtering strength. This content adaptive/weighted
filtering approach could potentially yield more gains compared with previous approaches.
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3.2.2

The Proposed Content-Weighted approach

Our network is composed of two networks: The Content Weight Network (CWN) and The
Deep Residual Network (DRN), as shown in Figure 3.6. An input image will go through
four steps to produce the final output:
Step 1. The CWN computes the weight of each region, more important regions tend
to have higher weight than less important regions.
Step 2. The DRN has similar structure as in [16] and [75]. It includes Convolutional
layers and ReLu layers. The Convolutional layer extracts feature from the input,
which serves as input of next layer. ReLu stands for rectified linear unit, it performs
max(0, x) operation. ReLu is one of the non-linear activation functions to speed up
the training and testing of neural networks.
Step 3. The resulting feature maps from DRN and CWN are element-wise multiplied
together, and feed into another Convolutional layer which simply outputs one feature
map (the residual component in Equation 1.).
Step 4. Finally, the residual is added to the input through element-wise sum, computing the output.

3.2.3

Variations of the Proposed Approach

Depending on the desired model complexity, there are some variations of the proposed approach. The variation is mainly related with network complexity in the Deep Residual Network. There are two factors deciding the network complexity: the network depth and the
number of feature maps in each layer. Regarding the depth, a simple model could have 2-6
layers as the ones in [16] and [75], a larger model could have around 12-14 Convolutional
layers. The number of feature maps in each layer could range from 16 to 512. These are
the two factors that will bring variations to the proposed approach. Content weight network
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Figure 3.6: Architecture of the proposed model. There are two major components: the
content weight network (top) and deep residual network (bottom).
can use encoding information, e.g., quantization parameters, motion vectors, coding unit
partition information, and so on, as one of the input information. In other word, the content
weight is not only derived by pixel information but also by the encoding information.

3.2.4

Implementation Details

Content Weight Training Data
In order to train a content weight network, we propose to use the adaptive QP mode in
X264 compression and obtain an adaptive QP map for the purpose of training the network.
The detailed steps are listed below:
Step 1: We use X264 to compress all training images with adaptive QP flag turned
on, producing all associated .264 files.
Step 2: We use JM 19.0 to decode all the .264 files generated in last step, at the same
time, turn on the QPMap flag, and obtain an adaptive QP map.
Step 3: We normalize the obtained QP map, with the QP range in [22, 41].
Figure 3.7 shows the content weight map obtained using the above steps.
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Figure 3.7: Content weight of an example image. Different brightness on the right-hand
side stand for different weights in the filtering process, and this information is then utilized
by our content weighted model to control the filtering strength.
Network Structure
Figure 3.8a shows the initial network structure of the CNN. It includes two components, a
content weight network on the left and a residual network on the right. There are two loss
functions. The first loss function computes errors between content weight image input and
output, the output is shifted by some constant afterwards. The residual network on the right
computes the residuals, and the output is elemental wise multiplied with content weight. In
the end, loss 2 computes the error from the enlarged residual and original label.

Results and Discussions
The output of the content weight network is shown in Figure 9. On the left is the original
image, the output of X264 is shown in the middle, and content weight output from CNN is
shown on the right. It can be seen that CNN output is very similar as X264 output, which
provides good foundation for us to move forward.
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(a)

(b)

Figure 3.8: Left: The initial network architecture of the proposed approach. Right: The
updated architecture with another loss function added to train each part of the network
independently.
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(a) Input

(b) X264

(c) CNN

Figure 3.9: The output of the content weight network. On the left is the original image, the
output of X264 is shown in the middle, and content weight output from CNN is shown on
the right.
Figure 3.9. The output of the content weight network. On the left is the original image,
the output of X264 is shown in the middle, and content weight output from CNN is shown
on the right. We have obtained 34.1 average PSNR when only using residual network.
The best performance of content-weighted residual network is just the same, 34.1, in terms
of PSNR. It means we still need to improve the network. The reason is that the original
network only has two loss layers, as a result, part 1 and 2 interacts with each other, which
does not comply with our initial intention. We want part 1 and part 2 to be isolated from
each other so that we can achieve the enlarged residual and see it helps improve the result.
So, the network is modified as shown in the Figure 3.8b: we add another loss function to the
network and train each part of the network independently. By doing so, we are expecting
to see gains over the residual only network.

3.3

Super-Resolution under Low Bandwidth in HEVC

There exists the following scenario: when bandwidth is really limited, the compression
must use very large QP, as a result, the quality of reconstruction is very low. For example, the following figure shows when bandwidth is 1793.2 kbps, QP 41, the original v.s.
reconstruction. The reconstruction is mostly blurred.
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Figure 3.10: Original v.s. reconstruction when bit rate is 1793.2 kbps, QP 41.

Figure 3.11: The usage of super-resolution as an alternative when bandwidth is very low.
There exists an alternative approach: the use of super-resolution in HEVC. One could
down-sample the video at the beginning, use a smaller QP to compress the video, and
finally do an up-sampling. The counter-part is the alternative approach will produce smaller
compression loss and down sample loss, the original approach will have larger compression
loss. So eventually we are comparing which loss is smaller between the two.
With respect to up sampling, one can use bicubic/bilinear, or CNN. The advantage of
using CNN as oppose to using bicubic/bilinear operator is that CNN could handle both
down sample loss and compression loss simultaneously. This could potentially yield more
gains. Figure 3.12 shows some preliminary results toward CNN-based super-resolution.
On the left is the bicubic result with QP 33, in the middle is full resolution result with QP
41, and on the right is CNN result using QP 33. Its obvious that CNN result is a little bit
better. In this Section, a multi-scale super-resolution module will be presented in order to
improve image quality in HEVC under low bandwidth.
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Figure 3.12: Comparing the visual quality of reconstructions obtained by bicubic upsampling, full resolution, and CNN-based super-resolution.

3.3.1

Related Work on Single Image Super-Resolution

Single image super-resolution (SR) [40] is a classical computer vision problem which aims
at increasing the resolution of an image given an input low resolution image [18]. Traditional example-based approaches exploit internal global and local similarities of an image [23, 27], or try to learn a pair of low-to-high resolution exemplar from an external
image [8, 12, 24]. Recent state-of-the-art super-resolution approaches achieves much better performance with Convolutional Neural Networks, such as SRCNN [18], VDSR [47],
ESPCN [87], RCAN [112]. We will review both example-based and CNN-based SR approaches in the following and compare their main contributions in detail.

Example-based SR Approach
[24] proposed an approach called VISTA-Vision by Image/Scene Training which is applied
to the SR problem. They generate synthetic world of scenes and corresponding rendered
images with a Markov Network. The network is then solved with Bayesian belief propagation in order to find the MAP (maximum a posterior probability of the scene). [12] is
inspired by locally linear embedding based on the assumption that low and high resolution
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image patches shares similar local geometry in their feature spaces, respectively. [106]
approaches the SR problem from the compressed sensing perspective that the sparse representation to an dictionary can be used to recover a high-resolution image. [27] proposed
a unified framework to combine both multi-image SR and example-based SR. The key insight is that most of the natural images has a lot of redundant patches in either the same
scale or different scales. Patches with similar scales is the input for multi-image SR approaches, and patches with different scales drives the SR with example-based approaches.
The author fused these two by considering both similar and different scale of redundant
patches in a natural image. [103] proposed a sparse signal recovery approach based on the
finding that an image could be represented as a sparse linear combination of patches from
an over-complete dictionary. The author computes the sparse representation of each input
low resolution patch, the coefficient of the representation is then used for generating SR
images. It is accomplished by training a low and high resolution image patches dictionary,
and find the correspondence between the two dictionaries. In [23], the author used localself patches as the main SR input instead of external database. The benefit is that searching
the similar patch locally is way more faster than searching in an external database. They reported their algorithm is simple, efficient, and can be implemented on a GPU. Meanwhile,
high-quality resolution enhancement to both image and video has been demonstrated.
An SR method based on non-negative neighbor embedding has been proposed in [8]
which belongs to the example-based SR family. It trains a dictionary with pairs of low
and high resolution patches. The dictionary is then used to search for the corresponding
high resolution patch of the input low resolution one. The input low resolution image is
represented as a weighted combination of K nearest neighbors in the dictionary with the
assumption that the output high resolution image preserves the same feature vector. [105]
presented a coupled dictionary training method for image SR. Their work is also based
on the idea that the sparse representation of both low and high resolution image patch
are similar, in other works, the high resolution image patch can be reconstructed based
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on the sparse representation of it’s corresponding low resolution patch. The optimization is
solved by L1 norm minimization. [108] improved the SR performance by introducing some
modifications to the local sparse land model proposed by [106]. The main modification is
done toward computational complexity reduction and algorithm architecture improvement.
[102] proposed to split the feature space into different subspaces during the process of
reconstructing high resolution image. Effective mapping functions are created by learning
priors for each subspace. [104] also exploited the local self-similarity of a given image
patch, the so-called in-place example. Then, a first-order approximation of nonlinear mapping function is learned to reconstruct high resolution image patches. [41] extended the
similar idea of dictionary learning based on image transformation. The transformation is
accomplished by local parametric regression of sparse feature representations. The training
image patches are transformed into retrievable local clusters which is used for fast indexing
of a testing image.

Learning-based SR Approach
SRCNN [18] is one of the learning-based SR approaches that fully adopt a deep convolutional neural network to take the low resolution input and output a high resolution one.
There are three components include: patch extraction and representation, non-linear mapping and reconstruction. Mean squared error (MSE) is used as the loss function which
computes the distances between the reconstructed image F (Y ; θ) and ground truth high
resolution image X. The network consists of two layers with 64 and 32 feature maps,
respectively, the author claimed state-of-the-art performance compared against traditional
example-based approach. Following the aforementioned work, FSRCNN [20] is proposed
to increase the processing speed of SRCNN by introducing deconvolutional layers and
adopting smaller filter sizes and more mapping layers. As a result, the author claimed 40
times speed with even better restoration quality. Kim et al.[48] proposed a deeply-recursive
convolutional network (DRCN) with 16 recursion layers. Skip connection is introduced to
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ease the problem of vanishing gradients. Kim et al.[47] introduced a very deep convolutional networks for SR (VDSR). The network takes interpolated high resolution image as
input, followed by 20 layers of Conv + Relu, and one skip connection for element-wise
summation of residual and initial interpolated image. Since this work, residual learning has
been more and more popular in single image SR.
Lim et al. [58] proposed an enhanced deep residual network for SR (EDSR). The main
contribution of this paper is the introduction of repeated residual blocks (ResBlock) without batch normalization, and the traditional deconvolution upsampling layer is replaced by
pixel shuffle layer which could achieve any arbitrary number of upsampling ratio. [51]
proposed a Laplacian Pyramid Super-Resolution Network (LapSRN) to progressively reconstruct high resolution image with multiple steps, each step with a factor of 2. For
example, an 8x SR image is produced by 2x, then 4x, then 8x, respectively.
[52] is another milestone in single image SR by introducing a photo-realistic Generative Adversarial Network (GAN). Beside the generative module which consist of recursive
residual learning network, there is a discriminative network which classifies the output of
generative module. The author claimed that even though they did not achieve state-of-theart in terms of PSNR, but the visually quality of the reconstructed high resolution image is
way more superior thanks to the perceptual loss.
Most recently, a multi-scale residual network (MSRB) [55] is proposed with concatenation of features from multi-scale filters, or the so-called multi-scale residual block. The output of each block is fused hierarchically for global features, followed by the reconstruction
module with 1 × 1 convolutions to output the high-resolution image. [35] proposed a very
similar idea by fusing the feature maps from each multi-scale residual block. The main difference is that the residual block is slightly different from [55]. Zhang et al. [112] proposed
a residual channel attention network (RCAN) to deal with abundant low-frequency information. RCAN features a global long skip connection and a local short skip connection.
The author also introduced adaptive rescaling channel-wise features by interdependencies.
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Residual dense network (RND) [113] and enhanced SRGAN (ESRGAN) [97] are proposed
in 2018 which emphasize on objective and subjective quality, respectively. Figure 3.13 and
Table 3.4 compare previous works on single image super-resolution.

3.3.2

The Proposed Multi-Scale Super-Resolution Approach

Quantization Parameter and Rate Control
In H.264, each block of a current frame is predicted with motion estimation and motion
compensation as shown in Figure 3.14. The prediction is obtained using either Inter (temporal) or Intra (spatial) mode. Then, the difference (residual) is computed, transformed
and quantized, followed by reordering and entropy coding before passing to a network abstraction layer (NAL) for transmission or storage [45]. Here we focus on the quantization
process and discuss it’s effect toward rate control.
Let E represent a 4×4 block of predicted and transformed residuals. The approximated
discrete cosine transform Y can be computed by [96]

Y=Z

where

Z = TETT

S,

(3.2)

denotes element-wise multiplication. T is the transform operation and S is the

post-scaling operation defined in [81].
The value of quantization coefficient Yj can be computed by [96]:


|Yj |
ˆ
+1−α ×q
Yj = Ij × q = sign(Yj )
q

(3.3)

where q is the quantization step, α is typically selected as 2/3 for Intra blocks and 5/6
for Inter blocks which controls the width of the dead zoon around zero. Ij stands for the
quantization index to be transmitted. The quantization step q can be computed using the
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(a) SRCNN

(b) FSRCNN

(c) VDSR

(d) LapSRN

Figure 3.13: Compare different architecture of SRCNN [18], FSRCNN [20], VDSR [47]
and LapSRN[51].
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Figure 3.14: Overview of H.264 encoder.
following equation:
q = qB (mod (QP, 6))2bQP/6c

(3.4)

where qB is defined in [81]. From the above equations we can see that large QP values
will result in large quantization step, which crudely estimate the spatial transform and resulting in few coefficient. In contrast, small QP value means refined and more accurate
approximation of the block’s spatial transform, at the cost of more bits.
In H.264, the QP value is predefined based on channel bandwidth as follows [15]:

QP =




40







30

bpp ≤ l1 ,
l1 < bpp ≤ l2 ,
(3.5)




20 l2 < bpp ≤ l3 ,







10 bpp ≥ l3
where

bpp =

R
f × Npixel

(3.6)

R is the target rate, f is the number of frames, and Npixel is the number of pixel in a picture.
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(a) QP v.s. PSNR

(b) QP v.s. Bitrate

Figure 3.15: (a) compares QP versus PSNR with original resolution, 1/2 resolution, 1/4
and 1/8 resolution respectively. (b) compares QP versus bitrate. All results are obtained by
encoding a 2016 × 1984 resolution video with one frame in JEM 7.0.
Figure 3.15a compares QP versus PSNR with original resolution, 1/2 resolution, 1/4
and 1/8 resolution respectively. Figure 3.15b compares QP versus bitrate. All results are
obtained by encoding a 2016 × 1984 resolution video with one frame in JEM 7.0. It can be
observed that the larger the QP, the smaller the PSNR. Meanwhile, under the same bitrate,
one can encode a lower resolution video sequence with smaller QP.
Figure 3.16 shows the visual comparison of reconstruction generated in encoding process using JEM 7.0 with different QP settings. The resolution of the frame from top to
bottom row are 2016 × 1984, 1008 × 992, 504 × 496, and 252 × 248, respectively. We can
observe from the figure that the visual quality of 1/4 resolution, 1/2 resolution, and original
resolution looks fine under some QP settings. However, the 1/8 resolution frame (last row)
appears to be blurry due to too much high frequency information loss in the initial bicubic
downsampling process.

The Deeper, the Better in Video Coding?
As we can see from Table 3.4, there are various learning-based SR approaches, the most
obvious pattern one can infer from the table is that the number of CNN layers is increasing
in chronological order: In 2014, SRCNN [18] has 3 layers, each of which has 64 feature
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(a) QP 20

(b) QP 30

(c) QP 40

(d) QP 50

Figure 3.16: Visual comparison of reconstruction generated in encoding process using JEM
7.0 with different QP settings. The resolution of the frame from top to bottom row are
2016 × 1984, 1008 × 992, 504 × 496, and 252 × 248, respectively.
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maps, while in 2018, RCAN [112] has 400 layers. The model size also increased from
32.4KB to 59.88MB as shown in Table 3.4.
In VDSR [47], the author argued that as the number of layers increase, SR performance
improves significantly. They have shown the PSNR performance of networks ranging from
5 to 20 layers, and the larger the depth, the better the result. This is true only under the
circumstance that the amount of resources is unlimited, such as memories and GPU. But in
our case when bandwidth is limited, it is essential to keep the size of network small. Because the CNN network weights will require extra bits to transmit and store, if the network
itself is very large, it is impossible to win the bitrate v.s. PSNR trade-off.

The Network Architecture
As shown in Figure 3.16, the visual quality of one half and one quarter resolution under
small QP value rivals the the original resolution under large QP value. Thus, we propose
a Convolutional Neural Network to fulfill the SR task in HEVC under low bandwidth.
Traditional SR networks takes a bicubic downsampled image as input, the downsampling
factor is typically within the range of [2, 16], followed by either bicubic pre-upsamling,
or deconvolution, or pixel shuffle to bring the input image back to the original size in a
direct or progressive manner. Direct approach enlarges the image to the desired size in one
step, while progressive approach use intermediate upsampling factors to achieve the desired
resolution. Then, some residual learning steps are fulfilled by convolutional layers and
rectified linear unit (ReLu) with skip connections. Finally, the output image is generated.
The limitation is that traditional approaches use fixed filter size, we argue that this could
be further improved by a multi-scale approach, as shown in Figure 3.17. The current Joint
Exploration Model (JEM) 7.1 software uses minimum coding unit (Min CU) of 2 × 2 or
4 × 4. The height and width of each frame must be divided by either 2 or 4. Thus, we use
even downsampling factors (2 and 4) instead of odd ones such as 3 or 5.
Our problem can be described by given a low resolution image I LR , reconstruct a high
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Figure 3.17: Overview of the proposed multi-scale network (MSN) architecture.

73

resolution one I SR . I LR is the reconstructions obtained by JEM 7.1 with bicubicl downsample of original frame as input. Our goal is to find a non-linear mapping which inputs
I LR and outputs I SR . Given a training dataset {IiLR , IiHR }, solve the following minimization problem [55]:
N
1 X SR
θ̂ = argmin
L (Fθ (IiLR ), IiHR ),
N i=1
θ

(3.7)

where θ denotes the weights and biases of each neural network layer, I HR is the ground
truth high resolution image, and L is the L2 loss function to minimize the difference between IiSR and IiHR , the L2 loss function can be described as follows:
L(Fθ (IiLR ), IiHR ) = Fθ (IiLR ) − IiHR

2

.

(3.8)

Figure 3.17 illustrates the proposed network architecture. Our network takes a 1/2
resolution reconstruction as input. The input is bicubicly interpolated and upsampled by
a factor of 2. We choose bicubic pre-upsampling for the following two reasons: First, it
speed up the training process without performing the deconvolution operation. Second,
we use Caffe platform due to it’s C++ implementation is much easier to be incorporated
into JEM software, and pixel shuffle is not available in current version of Caffe. Our
network takes the bicubicly interpolated patch of 1/2 resolution reconstruction, followed
by a sequence of stacked multi-scale residual blocks. These residual blocks with skip
connection could avoid the vanishing gradient problem which requires long term memory.
Then, each intermediate feature extracted by residual blocks is sent to the bottleneck layer
via concatenation, followed by a 1 × 1 convolution operation. It can be described by the
following equation:
FHR = ω ∗ [F1 , F2 , F3 , ..., FN ] + b,

(3.9)

where Fi represents the output of the ith residual block, and [F1 , F2 , F3 , ..., FN ] denotes the
concatenation operation.
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The Multi-Scale Residual Blocks
The initial learning-based approaches toward single image SR is based on direct learning
of a non-linear mapping without learning residuals such as [18]. Then researches find
that as the number of layers increases, the learning became not very effective, the socalled vanishing gradient problem. Thus, residual learning structure is proposed to learn
a structural residual such as the one used in [47] with one skip connection. Afterwards,
multiple local skip connection is proposed such that each local block features a residuallike structure, as shown in Figure 3.18c.
Different from previous ones, we design the residual block with two channels, each of
which has image feature detected at different scales. As shown in Figure 3.18d, for each
residual block, the input is followed by two separate convolutional layers: one has kernel
size of 5 × 5, and the other has 3 × 3. Each convolutional layer learns a residual, added
to the input feature map, followed by a convolutional layer at different scale. For example,
the first 5 × 5 is followed by 3 × 3, vice versa. Then, we concatenate the feature maps and
use a 1 × 1 along with element wise summation. We argue that the proposed residual block
is more effective than previous ones in terms of PSNR performance, and we will discuss
the implementation detail in the result section.

3.3.3

Experimental Results

The CNN Architecture
Figure 3.19 shows part of our final implementation of the network. data refers to the
patches from 1/2 reconstruction. Each data entry is followed by a 1 × 1 × 8 convolutional
layer (conv1 1, conv3 1). For each residual block, we firstly use 3 × 3 × 8 and 5 × 5 × 8
convolutional layer (conv1 3 1, conv1 5 2) followed by rectified linear unit (ReLu) which
adds non-linearity to the network. Then, we perform element wise summation between
the convolutional entry and residual (sum1 1, sum1 2), followed by convolutional layers
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(a) SRCNN [18]

(b) VDSR [47]

(c) SRGAN [52]

(d) The proposed multi-scale residual block.

Figure 3.18: Comparison of residual blocks among precious approaches and the proposed
one. Our residual block has feature maps learned from different scales, followed by concatenation and convolution.
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with different size of filters (conv1 5 1, conv1 3 2). The result from previous layer are
concatenated together (concat1), followed by a 1 × 1 × 8 convolutional layer. There are
eight residual blocks in total. Due to space limit, we only show two out of eight residual
blocks in Figure 3.19.

The Training and Testing dataset
As shown in Table 3.4, most of the previous approaches use the following dataset for training and testing such as Set5 [9], Set14 [108], Urban100 [36], B100 [95], and MANGA109 [64].
We propose to use the DIV2K [2] dataset with high quality images (originally constructed
for image super-resolution). It includes 800 2k resolution images for training, and another
100 images for testing and validation.

Implementation Details
The current JEM 7.0 software takes a YUV sequence along with it’s configuration file as
input. Thus,
• Step 1: We transform the PNG image file in DIV2k dataset into a YUV sequence
with one single frame. We generate the configuration file based on the image size.
For 1/2 resolution, we downsample the image with bicubic operation, and transform
it into a smaller YUV sequence.
• Step 2: We encode the YUV sequences using JEM 7.1 software, with deblocking
filter, bilateral filter, sample adaptive offset, and adaptive loop filter turned on.
• Step 3: Once we obtain the reconstruction as a YUV file, we transform it back to
PNG file, and use bicubic operator to pre-upsample it.
• Step 4: The original and recon (label and input) are divided into 40 × 40 patches,
with step size being 60.
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Figure 3.19: Implementation detail of the proposed multi-scale architecture. This figure
only shows two stacked multi-scale residual blocks due to space limit, we use eight residual
blocks in the experiment.
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• Step 5: The training patch is used to train the Caffe model which could be integrated
into JEM 7.0 software directly.
We choose Caffe [42] instead of TensorFlow [1] or Pytorch [76] because Caffe’s C++ open
source implementation is much easier to integrate with JEM software which is also written
in C++. We choose Adam solver with base learning rate being 0.0001. The learning rate
decays every 500000 steps with gamma ratio 0.1. We train the model with 1 million steps
in GPU mode, and it takes around 10 hours to finish on a work station with CPU Intel
i7-7920X and GPU NVIDIA Titan Xp.
After obtaining the Caffe model, we integrate it into JEM software. We design the CNN
SR operation to be right after the JEM loop filters. Thus, it serves as a post-processing
module in both encoder and decoder side. We record the PSNR and bitrate which will be
shown in next subsection.

Bitrate and PSNR Performance
Table 3.5 shows the bitrate performance in kilobytes per second for 100 testing sequences
encoded under original resolution with QP 51, 1/2 resolution with QP 44, 1/4 resolution
with QP 37, and 1/8 resolution with QP 28, respectively. Figure 3.20 shows the bitrate
value in bar plot for 30 testing sequences. From Table 3.5 and Figure 3.20, it is obvious
that we successfully control the rate by using different QP. Thus, for each sequence encoded
under different resolution, the bitrate is very close. Notice that the bitrate of downsampled
sequence also includes the bits consumed by the CNN model. In fact, our CNN model is
only 56.2 KB thanks to the light weight of the proposed CNN architecture.
We compare MSN against several baseline and other approaches. They are baseline approach, 2x bicubic upsampling, 2x MSN, 4x bicubic upsampling, 4x MSN, SRCNN* [18],
VDSR* [47], and SRGAN G* [52], respectively. Note that we did not use the original
SRCNN, VDSR, and SRGAN provided by the authors, as the model is too large to be
implemented in our low bandwidth scenario. We replace our residual block by the ones
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Figure 3.20: Bar plot of bitrate performance in kilobytes per second for 30 testing sequences encoded under original resolution, 1/2 resolution, 1/4 resolution, and 1/8 resolution, respectively. The bitrate of downsampled sequence includes the number of bits
consumed by our CNN model.
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proposed in SRCNN, VDSR and SRGAN (as shown in Figure 3.18), and control the model
depth to ensure each model has a size of around 60 KB. Then, we trained each model on
our dataset to make the comparison a fair game. Only the generative module of SRGAN is
used in the comparison since PSNR is the key performance measure in video coding.
Table 3.6 compares the PSNR performance of 50 testing sequences. Figure 3.21 shows
the average PSNR in bar plot. There are some observations and conclusions we can draw
from the results:
1. The proposed 2x MSN network achieves the best performance (26.60 dB) on the
testing dataset.
2. Our 2x MSN is better than SRCNN*, VDSR*, and SRGAN G*. This proves that
the proposed multi-scale residual block with concatenation of feature maps is more
superior than previous approaches as shown in Figure 3.18.
3. 2x Bicubic, 2x MSN, 4x MSN, SRCNN*, VDSR*, and SRGAN G* are better than
baseline approach.
4. 8x MSN and 8x Bicubic are worse than baseline approach. This confirms that 8x
downsampling has too much information loss.

Visual Quality Comparison
Figure 3.22 shows the visual quality comparison among original image, baseline results,
and ours. The images feature a variety of styles including portraits, fine-detailed images,
architecture, and scenery. It can be seen from Figure 3.22 that our results has less distortion,
less blurriness, and less blocking artifacts than baseline results thanks to the rate control
and the efficient network architecture.
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Figure 3.21: Average PSNR performance in dB for baseline approach, 2x bicubic upsampling, 2x MSN, 4x bicubic upsampling, 4x MSN, SRCNN [18], VDSR [47], and SRGAN [52], respectively.

3.3.4

Conclusion and Future Work

In this section, we propose a multi-scale super-resolution framework to improve the image
quality under low bandwidth in HEVC. The current HEVC software uses very large QP to
encode the sequence resulting in heavy artifacts in reconstruction such as blurriness and
blocking artifacts. We down-sample the original sequence by a factor of two, the downsampled sequences are then used as input for JEM software to encode with a smaller QP
(smaller compression loss), finally, the original resolution reconstruction is obtained by upsampling the 1/2 resolution recons with the proposed MSN network. We show numerically
that our framework wins the bitrate-distortion trade-off. Also from a visual quality point of
view, our results has less distortion and artifacts thanks to the efficient MSN network.
Regarding the future work, traditional SR networks takes one bicubic downsampled
image as input, followed by either bicubic pre-upsamling, or deconvolution, or pixel shuffle
to bring the input image back to the original size in a direct or progressive manner. Direct
approach enlarges the image to the desired size in one step, while progressive approach
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(a) Original

(b) Baseline

(c) Ours

Figure 3.22: Visual comparison among original frame, baseline result and our result.
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use intermediate upsampling factors to achieve the desired resolution. Then, some residual
learning steps is fulfilled by convolutional layers and rectified linear unit (ReLu) with skip
connections. Finally, the output image is generated. We argue that this one-to-one nonlinear mapping might be further improved by a multiple-to-one approach, as shown in
Figure 3.23. Instead of taking only one image/patch as input, the network could take two
input images/patches with different scales at a time. Rate control with two inputs is an
interesting topic to explore in the future.
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Figure 3.23: Overview of the potential super-resolution architecture which takes two input
at a time.
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Table 3.3: BD-rate gain computed using bit rate and PSNR.
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Year

2017

2018

2018

2018

SRGAN [52]

MSRB [55]

RCAN [112]

MSCN [35]

2017

LapSRN[51]

2017

2016

DRCN [48]

EDSR [58]

2016

VDSR [47]

SRCNN [18] 2014
SCN [99]
2015
FSRCNN [20] 2016

Approach

100

400

45

33

32

27

29

20

3
5
8

Layers

N/A

59.88MB

22.5MB

8.7MB

3.5MB

2.37MB

2.87MB

2.37MB

32.4KB
628KB
51.3KB

Model Size

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

Residual
Learning
No
No
No

Loss func- Training
tion
L2
91 Images
L2
91 Images
L2
91
images,
General-100
L2
91 images, 291
images [86]
L2
91 images

Testing

Set5, Set14
Set5, Set14, BSD100 [63]
Set5 [9], Set14 [108],
BSD200 [63], BSD500 [63]
Direct
Set5 [9], Set14 [108], Urban100 [36], B100 [95]
Direct
Set5 [9], Set14 [108], Urban100 [36], B100 [95]
Progressive Charbonnier 91 images, 200 Set5 [9], Set14 [108], Urimages [3]
ban100 [36], B100 [95],
MANGA109 [64]
Direct
L1
DIV2K [22]
DIV2k [22], Set5 [9],
Set14 [108], Urban100 [36],
B100 [95]
Direct
Adversarial DIV2k [22]
Set5 [9], Set14 [108],
B100 [95], BSD300 [63]
Direct
L1
DIV2k [22]
Set5 [9], Set14 [108], Urban100 [36], B100 [95],
MANGA109 [64]
Direct
L1
DIV2k [22]
Set5 [9], Set14 [108], Urban100 [36], B100 [95],
MANGA109 [64]
Direct
L2
91
images, Set5 [9], Set14 [108], UrBSD300 [63]
ban100 [36], B100 [95]

Reconstruction
Direct
Progressive
Direct

Table 3.4: Comparison of previous works on single image super-resolution.

Table 3.5: Bitrate performance in kilobytes per second for 100 testing sequences encoded
under original resolution, 1/2 resolution, 1/4 resolution, and 1/8 resolution, respectively.
Notice that the bitrate of downsampled sequence includes the number of bits consumed by
our CNN model.
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Table 3.6: PSNR performance in dB for 50 testing sequences, from left most to right most:
baseline approach, 2x bicubic upsampling, 2x MSN, 4x bicubic upsampling, 4x MSN,
SRCNN [18], VDSR [47], and SRGAN [52], respectively.
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Chapter 4
Learning-Based Image Classification for
Precision Pollination Robotic Vision
4.1

Introduction

Due to the rapidly increasing of human population and the rigorous demand of high quality
food, it is essential to figure out new ways to aid agriculture. Productivity has to be increased to meet the call, while human labors are becoming more and more expensive. Most
of agricultural tasks involve repetitive and lengthy which makes robotics a great fit to address the aforementioned problem. Thus, agricultural robotics are rapidly gaining interest
in many existing fields such as weed control [83, 90, 62, 61, 67], harvesting [53, 43, 73],
yield estimation [38, 71, 69, 77], and quality assessment [101, 82]. These agricultural
robotics requires precise vision and autonomy, but only few previous works has addressed
these aspects.
The decline of natural pollinators is one of the critical issues faced by the agricultural
sector today [72]. Specifically, the decrease of the amount of bees substantially threatens
the agricultural production. As a results, local bees is not sufficient for pollination purpose,
and farmers have to rent and ship bees from other locations in the United States. It is not
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Figure 4.1: The robot “BrambleBee” designed by a group of researchers at WVU for autonomous precision pollination toward bramble plants.
only costly but also unreliable. To resolve this issue, robotic precision pollination technique has been proposed by a group of researchers at West Virginia University (WVU).
A fully autonomous precision pollination robot is designed for performing pollination toward bramble plants (i.e.,blackberries and raspberries) in a greenhouse. The robot is named
“BrambleBee” as shown in Figure 4.1. I was responsible for the computer vision subsystem of the robot, and this chapter will mainly discuss my contribution in robotic vision of
“BrambleBee”.
In most of the agricultural robotics applications, correctly identifying the plant parts
is an important initial step to support autonomous decision making. Specifically in the
project of “BrambleBee”, the goal is to enable the end-effector installed on the robotic arm
to pollinate the blackberry or raspberry flower. Thus, identify the flower and estimating
it’s pose are two essential steps. Essentially, these two tasks can be effectively addressed
using image classification. Thus, we propose to use transfer learning technique to deal
with the problems. Transfer learning is a technique in deep learning which reuses the body
of a pre-trained network, and simply retrain the last layer using the new data. We collect
flower data from a farm and conduct extensive experiments to verify the effectiveness of the
proposed technique. The following sections will give an overview of the robotic system,
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introduce the transfer learning technique, describe the model selection process, and report
experiments and results such as data collection, training/testing details, hyper-parameter
tuning and the performance.

4.2

Overview of the Pollination Robot System

We will give a brief overview of the BrambleBee robotic system in this section to help
understand how the robot pollinate flower. As shown in Figure 4.1, BrambleBee is a parked
vehicle with four wheels built upon a ClearPath Robotics Husky platform. It is equipped
with a KONIVA JACO 2 robotic arm mounted in the front side of the vehicle. On the arm,
there are two equipment installed: a self designed end-effector for pollinating flowers and
an Intel RealSense D435 depth-camera which is used for mapping the local workspace.
The robot is powered by batteries.
The robot is designed to work in a greenhouse environment in which plants are arranged
in rows. BrambleBee will visit each row, and pollinate the flower on each side. Initially,
the robot will construct a map of the greenhouse by traveling across it. Then, it will visit
each plants and flowers and perform the pollination procedure. We will mainly discuss the
scenario that when the robot is parked in front of a plant and pollinate a flower, because
this scenario contains the image classification work I contributed to the project.
When BrambleBee is parked still and in front of a plant, it will start looking for flowers
and obstacles via mapping. Searching for flowers is to figure out the pollination sequence,
and looking for obstacles is accomplished by depth cameras for the purpose of avoiding
damage to the plant and robotic arm. The end-effector will maneuver through a couple of
poses, at each pose the end-effector will search for flowers and estimate the corresponding
flower pose. After the pose of end-effector is refined using a factor graph based framework,
it aligns itself to the center of the flower until contact is made. Then, the precision pollination is executed by releasing pollen to the anthers of the flower. This process is repeated
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Figure 4.2: An overview of the “BrambleBee” pollination robot software system with four
modules: image processing, mapping, planning/control, and manipulation.
until all flowers are correctly pollinated.
As shown in Figure 4.2, the pollination robot software system includes four modules:
the image processing module, mapping module, planning and control module, and manipulation module, respectively. The image processing module is responsible for segmenting
the flower, refining the segmentation, and estimating the pose of the flower. Mapping module is to map flowers and avoid obstacles. The planning and control module send commands
to operate the robotic arm. The manipulation module controls the end-effector to reach and
pollinate the flower.
In this project, I have contributed to the flower classification and pose classification part
marked in yellow in Figure 4.2, the rest of this Chapter will discuss these two parts in detail,
including their motivation, method, implementation details and experimental results.
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Figure 4.3: Example of the parts of the image extracted using the segmentation algorithm,
where A-E are flowers and F-I are non-flowers.

4.3

Image Classification based on Transfer Learning

As shown in Figure 4.2, the image processing module is responsible for segmenting the
flower, refining the segmentation, and estimating the pose of the flower. In order to accelerate the segmentation process to make it possible for real-time segmentation, a color
look-up table is pre-built under HSV color space. The look-up table consists of all the potential HSV values of a flower. The values are identified empirically from flower images
taken in a farm. The look-up table includes colors such as white, white pink, white red,
etc. During the segmentation, each image is loaded using OpenCV, and each pixel’s HSV
value is computed and compared against the look-up table. Once a pixel’s color matches
the color in the look-up table, we output the pixel resulting in a binary mask. Followed by
eroding and dilating, we obtain the initial masks of flowers. Figure 4.3 shows the initial
segmentation result. The initial segmentation not only outputs correctly segmented flower
patches (A-E), but also a couple of false positives such as patches F-I in Figure 4.3.
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Flower and Pose Classification
Segmenting flowers correctly is non-trial since the approach described above tends to produce some false positives when the color falls within the flower color range, such as the
cloud’s pixels. Moreover, there are some misshapen flowers and buds that do not need
pollination. Thus, we need to design a machine learning algorithm to eliminate all those
non-flower and incomplete flower pixels. Essentially, this can be fulfilled by a binary classification which tells whether a flower patch contains flower (real) or some non-flower
pixels (fake). Transfer learning with Convolutional Neural Networks (CNNs) comes into
our mind since it fully reuses the body of a pre-trained classification network, and simply
retrain the last layer using the new data. It could not only avoid the lengthy trainingfrom-scratch process, it could also gives good classification performance thanks to the rich
features such as edge and shape feature from a pre-trained classification network.
After the flower patches are coarsely segmented with look-up table and refined using
CNNs, the next step is to estimate the pose of the flower in order for the end-effector to
reach the center of each flower. This is an ill-posed problem due to the fact that the center
of the flower could point toward any arbitrary position. This makes the task of estimating
flower pose very challenging. We observed from the collected data that the orientation
of flowers can be roughly put into three classes: the center points towards the center of
the camera c1, towards the left of the camera c2, and towards the right of the camera
c3 as shown in Figure 4.4. Thus, our pose estimation task is simplified to a multi-class
classification problem, which can be solved using CNNs. Similar to the refinement method
described in the segmentation step, we propose to address the pose estimation by retraining
another network with three classes. The obtained flower pose information is then sent to
help with adjusting the position of the end-effector.
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(a) c1

(b) c2

(c) c3

Figure 4.4: Examples of orientation classes where the center of the flower is pointing at
the center of the camera c1 , towards the left of the camera c2 , and towards the right of the
camera c3 .
Transfer Learning
In our approach, a transfer learning technique was adopted by taking advantage of the
body of pre-trained classification network, which has rich features. The softmax layer
was modified by retraining the network to perform classification on new image dataset. In
general, the network computes the probability of each label k ∈ {1...K}:
exp (zk )
p(k|x) = PK
i=1 exp (zi )
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(4.1)

where x is a training example, zi is the logits or unnormalized log probability of each class
[92], and k is either flowers or non-flowers in this context. The loss function is defined as

`=−

K
X

log(p(k))q(k)

(4.2)

k=1

where q(k) is the ground-truth distribution. The above cross entropy loss function is differentiable with respect to the log probability zk which allows the use of gradient descent
for training the neural networks. The gradient is bounded between -1 and 1 and has the
following form:
∂`
= p(k) − q(k).
∂zk

(4.3)

Figure 4.5 shows some examples of classification applied to image patches extracted
from the initial segmentation algorithm. The patches in the top row are classified as nonflower with probabilities 99.8%, 61.2%, and 61.2%, respectively. The patches in the bottom
row are identified as flower with probabilities 91.1%, 97%, and 84.3%, respectively.

4.4

Model Selection

We picked four network architectures for transfer learning to experiment with, each of
which has good performance on image recognition. They are MobileNet V2 [84], Inception V3 [92], ResNet 152 [33], and NasNet [114]. They are described in the following.

4.4.1

ResNet

In order to address the problem of gradient descent in the training of deeper neural networks, ResNet [33] is proposed which has the residual learning structure. It is easier to
optimize, and gains accuracy as network depths increases. It won 1st place on the ILSVRC
2015 image classification task with 152 layers. It also achieved 28% relative improvement
on the COCO object detection dataset. There are some other titles ResNet has won such
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Figure 4.5: Examples of classification applied to image patches extracted from the segmentation algorithm. The patches in the top row are classified as non-flower with probabilities
99.8%, 61.2%, and 61.2%, respectively. The patches in the bottom row are identified as
flower with probabilities 91.1%, 97%, and 84.3%, respectively.
as 1st places on ImageNet detection, ImageNet localization, COCO detection, and COCO
segmentation.
The basic structure of a ResNet module is shown in Figure 4.6. It can be described
using the following equation:
y = f (x) + x,

(4.4)

where x refers to the input layer, f (x) stands for the output of each layer following the
input layer, y refers final output. In deep learning, recovering the residual between input
and output layer is called Deep Residual Learning (DRL). DRL has been widely used in
many computer vision tasks such as image restoration and recognition.

4.4.2

Inception V3

Google’s Inception V3 network has 42 layers with similar complexity as VGGNet. It
achieved 1st runner up for image classification in ILSVRC 2015. It is trained for the Im-
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Figure 4.6: Basic structure of a ResNet module.
ageNet Large Visual Recognition Challenge dataset with 1000 classes. The Inception-v3
has some good feature extraction capabilities such as edge and shape detection.
Figure 4.7 shows three basic building blocks of the Inception V3 network. It features
factorizing convolutions including both symmetrical one (Module A) and asymmetrical
ones (Module B and C). The aim of using factorizing convolutions is to reduce the number of connections and parameter without decreasing the network efficiency. Some other
techniques used in the network are auxiliary classifiers and efficient grid size reduction.

4.4.3

MobileNet V2

MobileNet [84] is a light-weight, low-latency, and small models to deal with constrained
resources. It can be used to perform classification, detection, segmentation, etc. It is a tradeoff between size and accuracy. Despite it’s small size, it achieves competitive performance
against other large networks such as Inception and ResNet on a ImageNet and COCO
dataset.
The basic architecture of MobileNet is shown in Figure 4.8. It features an inverted
residual block with depthwise convolution. Depthwise convolution is the key to make
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(a) Inception module A

(b) Inception module B

(c) Inception module C

Figure 4.7: Three types of modules used in Inception V3 network. Module A uses factorization, module B and C uses asymmetric factorization.
MobileNet light-weight. Traditional convolutional layers uses large number of channels
in previous layer as receptive fields, whereas depthwise convolution only use a certain
number of channels as shown in Figure 4.8. As a result, the bottleneck layer has smaller
size, compared with traditional residual learning blocks.

4.4.4

NasNet

NasNet [114] proposed a technique called NasNet search space which learns the model
architecture on the dataset of interest. It searches the best architecture on a small scale
dataset CIFAR-10 and then apply the architecture to ImageNet dataset with more copies
of the cell. It achieved state-of-the-art accuracy of 82.7% top-1 and 96.2% top-5 on Ima100

Figure 4.8: The inverted residual block architecture of MobileNet V2 [84].

Figure 4.9: Architecture of NasNet [114] is composed of a normal layer (left) and reduction
layer (right). Each cell includes 5 convolutional blocks.
geNet. It’s basic building blocks including normal layer and reduction layer are shown in
Figure 4.9.
Picking the right network for flower and pose classification requires significant empirical study. The main factor in picking the networks is the availability of training data. The
current available training data is shown in Table 4.1. We have large amount of data for
flower classification, whereas considerably less data for pose due to only a small number
of patches show the full profile of a flower. Based on the dataset, we tried the aforementioned four networks with transfer learning, and the result is shown in Table 4.2. We found
Inception and NasNet performs well toward flower classification, while we pick Inception
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Table 4.1: The number of training patches for flower and pose classification.
Class

Training

Flower

Pos
Neg

13,395
14,105

Pose

C1
C2
C3

260
408
324

Table 4.2: Classification performance of each model on our dataset.
Model

Flower

Pose

Time (second)

Year

Input Size

Model Size

ResNet [33]

89.9%

67.4%

1.35

2016

224 × 224

233.8 MB

Inception [92]

90.3%

61.3%

0.58

2016

299 × 299

87.5 MB

MobileNet [84]

88.5%

76.3%

0.26

2018

224 × 224

9.2 MB

NasNet [114]

90.8%

64.8%

2.03

2018

331 × 331

340.6 MB

because it’s less running time per image. With respect to pose, the result shows that small
network such as MobileNet gives better performance due to the limited amount of training
data. Thus, MobileNet is selected for pose classification.

4.5
4.5.1

Experiments and Results
Data Collection

In order to develop computer vision algorithms to help with robotics pollination, it is essential to collect sufficient amount of first-hand real flower data to test and validate the
algorithms. We went to Bob’s farm when the flowers are nearly and fully blooming. The
camera we used is a Canon 5DS DSLR camera with a wide-angle fish eye lens. We set
the time laps of the camera by taking one photo every 3 seconds, the camera is hold by the
operator, and the operator moves parallel with the plant. We select multiple distances between the plant and the camera, such as close (1 meter), median (2 meters), and far away (3
meters). With the above mentioned setting, we have taken around 2400 images in four days
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of May and June 2017 respectively. For each image in the database, we manually label all
the flowers as either single or a cluster depending on whether there is overlapping among
flowers. For a single flower, the pose and stage of a flower is specified by comparing with
ground truth. For a flower cluster, the number of flowers in the cluster is saved. All the
aforementioned tasks are assigned to each team member, and each person is responsible for
labeling a small portion of the data. Finally, the manually labeled ground truth are merged
and saved for future use.

4.5.2

Implementation Details

In order to train the network toward refining the segmentation, the positive and negative
patches were obtained by comparing initial segmentation results against manually labeled
images. There are 13,395 positive and 14,105 negative patches extracted in total from the
labeled images for training. For testing, 2,102 and 2,124 patches are selected. Regarding
pose estimation, we obtain the training patch of each class directly from the manually
labeled dataset. The number of training patches for each class is 260 (c1), 408 (c2), and
324 (c3). There are 35, 30, and 33 testing patches for c1, c2, and c3. In the training
phase, we use 80% of data for training, and 10% for validation and testing respectively.
The training is performed using an Intel i9-7920x CPU and an NVIDIA Titan Xp GPU in
TensorFlow.

4.5.3

Hyper-Parameters Tuning

After we select the Inception V3 for flower classification, and MobileNet V2 for pose
classification, the networks are fine-tuned by adjusting multiple hyper-parameters such
as iteration, data augmentation including random crop/scale/brightness, learning rate, and
batch size. Following part will discuss the fine-tuning process with respect to each hyperparameter.
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Iterations
Iteration refers to the number of times running the training process. It is essential to select
the appropriate iteration number to avoid both under fitting and over fitting. Figure 4.10
shows the accuracy and cross entropy versus training iterations for flower and pose classification. Depending on the amount of available training data, we run 20,000 iterations
toward training the flower classification network, and 4,000 iterations toward training the
pose classification network. We observe from the figure that the training accuracy keeps
increasing and training cross entropy keeps decreasing. But it is not suggested to use training accuracy and training cross entropy (orange lines in the Figure) as indications to pick a
good iteration number. The reason is that it may indicates over fitting. One should use validation accuracy and validation cross entropy instead (blue lines in the Figure). It is better
to select an iteration number such that the validation accuracy is high and the cross entropy
is low. We pick 16,500 and 1,600 as the final training iteration number to train Inception
and MobileNet respectively.

Data Augmentation
It is good practice to augment the training data, since doing so could potentially improve
the network performance. Some parameters one can adjust in TensorFlow are random
crop, random scale, and random brightness. However, with these parameter turned on, the
training took around 8 hours for MobileNet, and it could take several days to train Inception
due to large amount of training data. So we recorded the effect of using data augmentation
to MobileNet only, as shown in Table 4.3. We found that adding random scale gives the
best performance 80.6% when compared to other settings.

Learning Rate
Learning rate is a parameter used in back propagation which controls the rate of gradient
descent. Larger learning rate trains the network more faster, at the risk of dropping into a
104

Table 4.3: The effect of adding data augmentation to testing accuracy.
Data Augmentation

Percentage

Testing Accuracy

no augmentation

N/A

78.5%

random crop

5

79.6%

random scale

5

80.6%

random brightness

5

78.5%

random scale & crop

5

79.6%

Table 4.4: The effect of adjusting learning rate to testing accuracy.
Learning Rate

Flower

Pose

0.01
0.001
0.0001

78.5%
75.3%
69.9%

90.8%
89.7%
88.1%

zone that no longer modify network weights. Smaller learning rate may result in very long
training time. We have tried 0.01, 0.001, and 0.0001 for both Inception and MobileNet. As
shown in Table 4.4, 0.01 learning rate appears to give the best result for both flower and
pose classification network.

Batch Size
Batch size refers to how many number of images/patches are fed into the network for
training at each step. Ideally, one should use the whole dataset for each step, but that
makes the training very time consuming. Using only one image/patch per step is noisy
because the one sample may not be a good representation of the whole dataset. Thus, it is
important to pick an appropriate batch size to achieve efficiency and avoid noise. We tried
50, 100, 150, and 200, finally we pick 100 as batch size as shown in Table 4.5.
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Table 4.5: The effect of adjusting batch size to testing accuracy.
Batch Size

Flower

Pose

50
100
150
200

90.7%
90.8%
90.7%
90.7%

75.3%
78.5%
78.5%
77.4%

Table 4.6: Flower and pose classification results

4.5.4

Class

Training

Testing

Precision

Recall

Flower

Pos
Neg

13,395
14,105

2,102
2,124

78.6%
88.5%

90%
75.8%

Pose

C1
C2
C3

260
408
324

35
30
33

100%
80%
80%

94.3%
76.7%
90.9%

Results and Discussions

After the hyper-parameter tuning process, finally we pick 1600 and 16500 iterations for
pose and flower, 5% random scale for pose, 0.01 learning rate, and 100 batch size. Under
the aforementioned parameter setting, Table 4.6 shows the final flower and pose classification results with respect to precision and recall, as well as the number of patches used for
training/testing. Our results show that the classifiers could reach as high as 90% and 94.3%
recall for flower and pose classification respectively.
Figure 4.11 compares segmentation results using three examples. The first to the last
column shows original image, manual labeling, SegNet [4] result, our result without flower
classification, and with flower classification respectively. The numbers represent Jaccard
similarity coefficient for image segmentation. The higher the coefficient indicates better
performance. It is clear that flower segmentation is improved with the flower classification
module.
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4.6

Conclusion

We describe a transfer learning-based approach assisting in robotic vision of a precision
pollination robot named “BrambleBee”. The robot is designed to fulfill the task of pollinating bramble plants. Our approach helps with flower and pose classification. Specifically,
the flower classification module refines the initial flower segmentation by eliminating nonflower patches. The pose classification module estimates the pose of a flower from the
pre-defined three pose classes. The flower and pose classifier are based Google Inception
V3 and MobileNet V2, respectively. Large amount of flower data is collected from the farm
and manually labeled. Good experimental results are reported based on real flower data.
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(a) Flower classification accuracy v.s. iterations.

(b) Flower classification cross entropy v.s. iterations.

(c) Pose classification accuracy v.s. iterations.

(d) Pose classification cross entropy v.s. iterations.

Figure 4.10: The accuracy and cross entropy versus training iterations for flower and pose
classification. Yellow line refers to training, and blue line refers to validation.
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Figure 4.11: Comparing segmentation results using three examples. The first to the last column shows original image, manual labeling, SegNet result, our result without flower classification, and with flower classification respectively. The numbers represent Jaccard
similarity coefficient for image segmentation. The higher the coefficient indicates better performance.

Chapter 5
Conclusion
In this dissertation, we have studied deep learning for image restoration and robotic vision.
We summarize the main contributions of this dissertation in the following.
In Chapter 2, we introduce a novel reformulation of the haze formation model. The
reformulation allows us to solve the problem of single image dehazing using a deep residual network and a generative adversarial network. Specifically, our deep residual network
focuses on recovering haze-free images from a distortion-minimization point of view. The
generative adversarial network mainly emphasizes the perceptual visual quality of recovered images. We compare our result with several state-of-the-art approach in single image
dehazing. Our approach has strong edge with respect to both distortion and perception.
In Chapter 3, we study the problem of incorporating deep learning into High Efficiency
Video Coding (HEVC). Specifically, we built a loop filter module and a super-resolution
module with deep learning. The loop filter module can be used to replace traditional loop
filters in HEVC, and we show that our CNN-based loop filter module achieves around 7%
BD-rate saving compared with baseline approach. The super-resolution module is designed
to improve reconstructed image quality under low bandwidth. The proposed approach
uses the down scaled input sequence by a factor of 2, then compress the sequence with
a smaller quantization parameter (QP), and finally up scale the reconstruction back to the
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original resolution using a multi-scale super-resolution CNN. We show experimentally that
the super-resolution module is able to reduce distortion and improve visual quality when
compared with baseline approach produced under the same bandwidth.
Chapter 4 explores implementing CNNs to help with autonomous robotic vision. We
solve two image classification problems using the transfer-learning technique. This technique allows us to reuse the body of any pre-trained networks which contain rich edge and
shape features, and only retrain the last softmax layer using the new dataset. With the extensive empirical study, we propose to use Google’s Inception V3 network to address the
flower classification problem, and use MobileNet V2 to deal with the pose classification
problem. We have collected and manually labeled large amount of flower data from a local
farm. We have shown that the proposed technique has good performance on the real flower
data collected.
In the future, we plan to try some latest neural network architectures such as the Relativistic GAN [44] with respect to image dehazing. For image SR in HEVC, first we plan to
study the impact of using multiple inputs with different scales as shown in Figure 3.23. Second, it is interesting to try compression of neural networks such as Deep Compression [29].
This technique could potentially reduce the network overhead that needs to be transmitted
to the decoder. Regarding the robotic vision, the current image processing module has three
separate blocks as shown in Figure 4.2, it is desirable to train an end-to-end network which
takes a flower image as input, segment the flower patches and output the corresponding
pose information.
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