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Abstract
We present a notion of almost periodicity wich can be applied to
random dynamical systems as well as almost periodic stochastic differ-
ential equations in Hilbert spaces (abstract stochastic partial differen-
tial equations). This concept allows for improvements of known results
of almost periodicity in distribution, for general random processes and
for solutions to stochastic differential equations.
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1 Introduction
Since the introduction of almost periodicity by H. Bohr in the 1920s [10,
11, 12], many new definitions and variants of almost periodicity appeared
for functions of a real variable (almost periodicity in the sense of Stepanov,
or Weyl, or Besicovich, almost automorphy...), with applications in various
fields of mathematics, especially ordinary differential equations and dynam-
ical systems. See [1] for an overview.
In the case of random processes, each of these notions forks into several
possible notions, mainly: in distribution (in various senses), in probability
(or in p-mean), or in path distribution. Surveys on such notions in the case
of Bohr almost periodicity can be found in [6, 35].
The study of almost periodicity for SDEs seems to start with the Ro-
manian school, which studied Bohr almost periodicity in one-dimensional
distribution (APOD) of solutions to almost periodic SDEs: first Halanay
[23], then mostly Constantin Tudor and his collaborators in many papers,
among them [4, 30, 33, 34, 36]. It was Tudor [35] who proposed the notions
of almost periodicity in finite-dimensional distribution (APFD) and almost
periodicity in (path) distribution, that we call here APPD. With G. Da Prato
in [16], Tudor proved APPD for solutions to semilinear evolution equations
in Hilbert spaces. Many papers continue to appear on almost periodicity of
solutions to various almost periodic SDEs. In most of these papers, it is the
weaker APOD property which is proved, under the name “almost periodicity
in distribution”.
In a series of papers which started in 2007, some authors claimed the exis-
tence of nontrivial square-mean almost periodic solutions to general semilin-
ear SDEs in Hilbert spaces. Unfortunately, these claims proved to be wrong,
even in most elementary examples such as Ornstein-Uhlenbeck stationary
process [5, 29]. The error shared by all these papers was an impossible
change of variable in the Itô integral. This error is one of the motivations of
the present work. Indeed, this change of variable problem leads naturally to
the Wiener shift and metric dynamical systems.
Recently, W. Zhang and Z. H. Zheng [39] proposed a notion of Bohr
almost periodicity for orbits of random dynamical systems which is the same
as ours, in the line of the notion of periodicity proposed by Zhao and his
collaborators [18, 19, 20, 21, 40]. Our setting is however less restrictive, since
cocycles are only optional, and the random dynamical systems we consider
are nonautonomous and they are not necessarily perfect cocycles.
The paper is organized as follows: we present in Section 2 our general
setting of a probability space endowed with a group of measure preserving
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transformations (a metric dynamical system), and we present the notion of
nonautonomous random dynamical system that we use in some places: it is
simply a mixture of nonautonous dynamical system and very crude cocycle
over a metric dynamical system. In Section 3, we study a general notion
of almost periodicity, called θ-almost periodicity, for random processes with
values in a Polish space, in connection with the underlying shift θ on the
probability space. This notion encompasses almost periodicity in probability
and, under a uniform integrability condition, almost periodicity in p-mean.
In Section 4, we examine the relation between θ-almost periodicity and differ-
ent notions of almost periodicity in distribution. The strongest one is almost
periodicity in path distribution (APPD). This notion is not implied by θ-
almost periodicity (we exhibit a counterexample), but we provide a sufficient
condition, in the case of continuous processes, for both θ-almost periodicity
and APPD. We conclude in Section 5 with an application to stochastic differ-
ential equations in Hilbert spaces, where we improve and simplify a general
result on existence and uniqueness of almost periodic solutions, thanks to
the metric dynamical system point of view. Our method allows us to tackle
periodicity as a particular case. We show that the unique bounded mild so-
lution to some almost periodic semilinear stochastic differential equation in
Hilbert spaces is θ-almost periodic and almost periodic in path distribution.
2 General setting
In all the sequel, X is a Polish space, that is, a separable topological space,
whose topology is induced by a metric d such that (X, d) is complete.
Unless specifically stated, we identify random variables which are equal
P-almost everywhere, and we denote by L0(Ω;X) the space of equivalence
classes, for almost everywhere equality, of measurable mappings from Ω to
X. This space is endowed with the distance
d
L
0(X,Y ) = E(d(X,Y ) ∧ 1),
where E denotes the expectation with respect to P. The distance d
L
0 is
complete and compatible with the topology of convergence in P-probability.
The law of an element X of L0(Ω;X) is denoted by law(X). The set of Borel
probability measures on X is denoted by M+,1 (X). We endow it with the
topology of narrow (or weak) convergence, that is, the coarsest topology for
which the function { M+,1 (X) → R
µ 7→ µ(f) := ∫
X
f dµ
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is continuous for every bounded continuous function f : X→ R. The space
M+,1 (X) is Polish, see, e.g., [31]. A distance which is complete and com-
patible with the topology of M+,1 (X) is the Wasserstein distance Wass0
associated with the truncated metric d ∧ 1, defined by
Wass0(µ, ν) = inf
law(X)=µ, law(Y )=ν
d
L
0(X,Y ) .
Nonautonomous random dynamical systems In the sequel, we are
given a metric dynamical system (Ω,F ,P, θ), that is, (Ω,F ,P) is a proba-
bility space, and the shift transformation
θ :
{
R× Ω → Ω
(t, ω) 7→ θt ω
is B (R)⊗F-measurable, where B (R) is the Borel σ-algebra of R, such that
θ0 = IdΩ, θt+s = θt ◦ θs for all s, t ∈ R, and P is invariant under θt for all
t ∈ R (we shall express this by saying, for short, that P is θ-invariant). Let ϑ
denote the shift transformation on R defined by ϑt s = s+ t for all s, t ∈ R.
Then
Θ :
{
R× R×Ω → R× Ω
(t, s, ω) 7→ Θt(s, ω) = (ϑt s, θt ω)
is a flow on (R×Ω,B (R)⊗F) which preserves the measure λ⊗P, where λ
is the Lebesgue measure on (R,B (R)).
We shall sometimes assume the existence of a very crude cocycle ϕ over
(R ×Ω,B (R)⊗F , λ⊗ P,Θ), more precisely, a measurable mapping
ϕ :
{
R
+ × R× Ω× X → X
(t, τ, ω, x) 7→ ϕ(t, τ, ω, x) =: ϕ(t, τ, ω)x
such that ϕ(0, τ, ω) = IdX for every τ ∈ R and P-almost every ω ∈ Ω, and
satisfying the crude cocycle property
ϕ(r+s, τ, ω) = ϕ(r,Θs(τ, ω))◦ϕ(s, τ, ω) = ϕ(r, τ+s, θs ω)◦ϕ(s, τ, ω) (2.1)
(with a slight abuse of notations) for all (r, s, τ) ∈ R+ × R+ × R and for
P-a.e. ω ∈ Ω. Note that the almost sure set may depend on (t, s, τ).
Remark 2.1. 1. The cocycle ϕ is called a measurable random dynamical
system (measurable RDS) [2] if it is independent of the second variable,
that is, if ϕ has the form ϕ(t, τ, ω) = ϕ(t, ω) for all (t, τ, ω) ∈ R+ ×
R × Ω. On the other hand, if ϕ is deterministic (that is, independent
of ω), it is called a nonautonomous dynamical system (see [13, 26]).
Thus nonautonomous random dynamical systems are a combination of
these two notions. A similar definition is given in [38].
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2. When the almost sure set in (2.1) is independent of (t, s, τ), the cocycle
ϕ is said to be perfect. Perfection theorems allow to construct perfect
modifications of crude cocycles, see [3] or [2, Theorem 1.3.2]. Perfection
of the cocycle provides powerful tools such as the multiplicative ergodic
theorem (see [2]). However, we are interested here in applications to
stochastic differential equations, possibly in infinite dimensions, see
Section 5. For such systems, even with global Lipschitz and growth
conditions, a stochastic flow does not always exist, see [17, Section
9.1.2] or [22], in that case they are not perfectible.
In this paper, the cocycles we consider satisfy only a mild continuity
assumption:
Definition 2.2. We say that the cocycle ϕ : R+ × R × Ω × X → X is
continuous in probability, or L0(Ω;X)-continuous, if the mapping{
R× R× X → L0(Ω;X)
(t, τ, x) 7→ ϕ(t, τ, .)x.
is continuous.
In the sequel, ϕ always denotes a very crude L0(Ω;X)-continuous cocycle
over (R× Ω,B (R)⊗F , λ⊗ P,Θ).
Definition 2.3. A (complete) orbit of ϕ is a measurable mapping X : R×
Ω→ X such that, for all t, s ∈ R,
X(t+ s, .) = ϕ(t, s, θs .)X(s, .), (2.2)
where the equality (2.2) holds in L0(Ω;X), that is, P-almost everywhere, and
the almost sure set may depend on t and s.
Proposition 2.4. Every orbit of ϕ is continuous in probability.
Proof. Let X be an orbit of ϕ. Continuity in probability of X follows from
X(t, .) = ϕ(t− t0, t0, θt0 .)X(t0, .)
which shows that X(t, .) is continuous on [t0,+∞[ for any t0 ∈ R.
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3 θ-almost periodicity and θ-periodicity for random
processes
3.1 Almost periodicity in metric spaces
Definition 3.1. (a) A set A ⊂ R is said to be relatively dense if, for every
ε > 0, there exists l > 0 such that every interval of length l has a
nonempty intersection with A.
(b) Let x : R → X be a continuous function. Let τ > 0. We say that τ is
an ε-almost period of x if, for every t ∈ R, d(x(t), x(t + τ)) ≤ ε.
(c) A continuous function x : R→ X is said to be almost periodic (in Bohr’s
sense) if, for each ε > 0, the set of its ε-almost periods is relatively dense.
(d) Let Y be a topological space and K be the set of compact subsets of Y.
For each K ∈ K, let Cu(K;X) denote the space of continuous functions
from K to X endowed with the topology of uniform convergence. A
continuous function x : R×Y→ X is said to be almost periodic uniformly
with respect to compact subsets of Y if, for each K ∈ K, the mapping{
R → Cu(K;X)
t 7→ x(t, .)
is almost periodic.
The proof of the following fundamental theorem can be found in classical
textbooks, see, e.g., [27, 15].
Theorem 3.2 (Bochner’s criteria). Let x : R→ X be a continuous function.
The following statements are equivalent:
(i) x is almost periodic.
(ii) The family of translated mappings t 7→ x(t+ .), where t runs over R, is
relatively compact in the space Cu(R;X) of continuous functions from
R to X endowed with the topology of uniform convergence.
(iii) For every pair of sequences (α′n) and (β
′
n) in R, there are subsequences
(αn) of (α
′
n) and (βn) of (β
′
n) respectively, with same indices, such that,
for every t ∈ R, the limits
lim
m→∞
lim
n→∞
x(t+ αn + βm) and lim
n→∞
x(t+ αn + βn)
exist and are equal.
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Remark 3.3. Characterization (iii) shows that almost periodicity depends
only on the topology of X, not on its metric nor on any uniform structure
on X.
Using Characterization (iii), one gets immediately the following useful
result:
Corollary 3.4 (almost periodicity in product spaces). Let Y, Z be met-
ric spaces, and let x, y, z be continuous functions from R to X, Y and Z
respectively. The following statements are equivalent:
(i) The functions x, y and z are almost periodic.
(ii) The function t 7→ (x(t), y(t), z(t)) with values in X × Y × Z is almost
periodic.
The definition of almost periodicity can be extended without change
to semimetric spaces, and, by passing to a quotient space, one sees that
Theorem 3.2 remains true if d is only a semidistance. Furthermore, if the
topology of X is defined by a family (di)i∈I of semidistances, we can define
almost periodicity using these semidistances. The following result (see, e.g.,
[6, Lemma 4.4]) will also be useful in the sequel.
Proposition 3.5 (almost periodicity for a family of semidistances). Assume
that the topology of X is defined by a family (di)i∈I of semidistances. For each
i ∈ I, let us denote by (X, di) the space X endowed with the (non separated)
topology associated with di. Let x : R → X be a continuous function. The
following statements are equivalent:
(i) x is almost periodic.
(ii) For each i ∈ I, the function x : R→ (X, di) is almost periodic.
3.2 θ-almost periodicity and θ-periodicity
The following notion of almost periodicity appeared in [39], in the context
of continuous random dynamical systems. It is the natural generalization of
the notion of periodicity investigated by Zhao and his collaborators [18, 19,
20, 21, 40], see also Cherubini et al [14] for periodicity in the nonautonomous
case. Similarly, the notion of stationarity below (in the autonomous case)
can be found in [28].
Definition 3.6 (θ-almost periodicity and θ-periodicity). Let X : R 7→
L0(Ω;X) be a random process.
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(a) Let ε > 0. We say that a number τ ∈ R is a θ-ε-almost period of X in
probability (or simply a θ-ε-almost period of X) if
sup
t∈R
d
L
0(X(t+ τ, θ−τ .),X(t, .)) ≤ ε. (3.1)
(b) We say that X is θ-almost periodic in probability (or simply θ-almost
periodic) if Conditions (i) and (ii) below are satisfied:
(i) the mapping {
R× R → L0(Ω;X)
(t, s) 7→ X(t+ s, θ−s .)
is continuous in probability,
(ii) for any ε > 0, the set of θ-ε-almost periods of X is relatively dense.
In the case when θt = IdΩ for all t, we say that X is almost periodic in
probability.
(c) Let τ ∈ R. We say that X is θ-τ -periodic if, for every t ∈ R,
X(t+ τ, θ−τ .) = X(t, .).
(d) We say that X is θ-stationary if X is θ-τ -periodic for every τ ∈ R.
Remark 3.7.
1. The notions of θ-ε-period, θ-almost periodicity, θ-periodicity and θ-
stationarity do not depend on a cocycle ϕ, they depend only on the
underlying shift θ. However, the association of θ-almost periodicity
with Property (2.2) will prove useful, in particular in applications to
stochastic differential equations, see Section 5.
2. We can generalize Definition 3.6 by replacing θ−τ by θℓ(τ) in (3.1), for
some fixed linear mapping ℓ : R → R. The reader can check that all
results of this section and of Section 4 remain valid for any other choice
of ℓ than ℓ(τ) = −τ . Actually, each choice of ℓ amounts to a change of
the metric dynamical system (ω,F ,P, θ) by replacing θ with θ′ given
by θ′t = θ− ℓ(t). Another way to see this equivalence is to notice that
θ-almost periodicity of X amounts to almost periodicity in probability
of X˜ : t 7→ (X(t, θt .)) (or more generally t 7→ (X(t, θℓ(t) .))). This
shows also that θ-almost periodicity ofX can be interpreted as ordinary
almost periodicity in the sense of Definition 3.1 of some function X˜ with
values in the metric space L0(Ω;X) (see also Proposition 3.17).
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However, for orbits of a given cocycle ϕ, since ℓ is not taken into
account in (2.1), each choice of ℓ gives rise to a different class of almost
periodic, periodic or stationary orbits.
For applications to stochastic differential equations, the choice ℓ(τ) =
−τ appears to be more relevant, see Section 5. The choice of ℓ =
0 (almost periodicity in probability) led to wrongful claims in many
papers, see [5, 29] for details.
3. Is is obvious that every θ-stationary random process is strictly sta-
tionary. Conversely, for every every strictly stationary random pro-
cess, its canical process is a θ-stationary process. More precisely, let
X : R 7→ L0(Ω;X) be stricly stationary. Let Ω˜ = XR, endowed with
the σ-algebra F˜ generated by cylinder sets, and let P˜ be the law of X
on (Ω˜, F˜). Set X˜(t, ω˜) = ω˜(t) for ω˜ ∈ Ω˜ and t ∈ R. The mapping X˜ is
a version of a random process R 7→ L0(Ω˜;X) which is θ-stationary for
the shift transformation θ on Ω˜ defined by
θt(ω˜) = ω˜(t+ .), ω˜ ∈ Ω˜, t ∈ R,
see [32, Chapter IV] fore more details.
Proposition 3.8 (Closure property). Let (Xn) be a sequence of θ-almost
periodic random processes. Assume further that there exists a random process
X such that
lim
n→∞
sup
t∈R
d
L
0(Xn(t, .),X(t, .)) = 0.
Then X is θ-almost periodic.
Proof. Let ε > 0, and let N such that
sup
t∈R
d
L
0(XN (t, .),X(t, .)) ≤ ε
3
. (3.2)
Let τ be an ε/3-period of XN . We have, for every t ∈ R,
d
L
0(X(t+ τ, θ−τ .),X(t, .)) ≤ dL0(X(t+ τ, θ−τ .),XN (t+ τ, θ−τ .))
+ d
L
0(XN (t+ τ, θ−τ .),XN (t, .))
+ d
L
0(XN (t, .),X(t, .))
≤ε.
We deduce that the set of ε-almost periods of X is relatively dense.
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To prove continuity in probability of (t, s) 7→ X(t+s, θ−s .), let t0, s0 ∈ R,
and choose again N satisfying (3.2). Let η > 0 such that
max{|t− t0| , |s− s0|} < η ⇒ dL0(XN (t+ s, θ−s),XN (t0 + s0, θ−s0)) ≤
ε
3
.
We have, using the invariance of P by θ,
d
L
0(X(t+ s, θ−s),X(t0 + s0, θ−s0)) ≤ dL0(X(t+ s, θ−s),XN (t+ s, θ−s))
+ d
L
0(XN (t+ s, θ−s),XN (t0 + s0, θ−s0))
+ d
L
0(XN (t0 + s0, θ−s0),X(t0 + s0, θ−s0))
≤ε.
We focus now on continuity and compactness properties. If X is an orbit
of ϕ, Condition (b)-(i) of Definition 3.6 can be decomposed into simpler
conditions.
Proposition 3.9 (Joint continuity in probability for orbits of ϕ). Let X be
an orbit of a very crude L0(Ω;X)-continuous cocycle ϕ. Assume that
(i) for every ε > 0, the set of θ-ε-almost periods of X is relatively dense,
(ii) the mapping {
R → L0(Ω;X)
s 7→ X(s, θ−s .)
is continuous in probability.
Then X satisfies Property (b)-(i) of Definition 3.6.
Proof. Note that, by (2.2), Hypothesis (ii) implies that, for every t ≥ 0, the
mapping s 7→ X(t + s, θ−s .) is continuous in probability. For t < 0, we
arrive at the same conclusion with the help of (i): let ε > 0, and let τ be an
ε-almost period of X such that t+ τ > 0. We have, for s0, s ∈ R
d
L
0
(
X(t+ s, θ−s),X(t+ s0, θ−s0)
)
≤ d
L
0
(
X(t+ s, θ−s),X(t+ s+ τ, θ−s−τ )
)
+ d
L
0
(
X(t+ s+ τ, θ−s−τ ),X(t+ s0 + τ, θ−s0−τ )
)
+ d
L
0
(
X(t+ s0 + τ, θ−s0−τ ),X(t+ s0, θ−s0))
)
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≤ d
L
0
(
X(t+ s+ τ, θ−s−τ ),X(t+ s0 + τ, θ−s0−τ )
)
+ 2ε.
The claim follows from the continuity of s 7→ X(t+ τ + s, θ−s−τ .).
Let us now prove that the mapping t 7→ X(t + s, θ−s .) is continuous in
probability, uniformly with respect to s in compact intervals. Let t0 ∈ R, let
J be a compact interval, and let ε > 0. By continuity of s 7→ X(t0+s, θ−s .),
the family of random elements of the form X(t0 + s, θ−s .) with s ∈ J is
uniformly tight, thus there exists a compact subset K of X such that, for
each s ∈ J , P{X(t0 + s, θ−s .) 6∈ K} ≤ 1− ε/2.
On the other hand, by uniform continuity in probability of (r, s, x) 7→
ϕ(r, t0+ s, θt0 .)x on the compact set [0, 1]× (J + t0+[−1, 1])×K, and since
d
L
0
(
ϕ(0, t0 + s, θt0 .)x, x
)
= 0, we can find δ > 0 such that
0 ≤ r ≤ δ ⇒ d
L
0
(
ϕ(r, t + s, .)x, x
) ≤ ε/2 (t− t0 ∈ [−1, 1], s ∈ J, x ∈ K).
(3.3)
From (3.3) and the definition of d
L
0, we deduce that, for s ∈ J and 0 ≤
t− t0 ≤ δ, we have
d
L
0
(
X(t+ s, θ−s .),X(t0 + s, θ−s .)
)
= d
L
0
(
ϕ(t− t0, t0 + s, θt0 .)X(t0 + s, θ−s .),X(t0 + s, θ−s .)
) ≤ ε.
If t ≤ t0, using again (3.3) and the definition of dL0, we get, since θ is
measure preserving,
d
L
0
(
X(t+ s, θ−s .),X(t0 + s, θ−s .)
)
= d
L
0
(
X(t+ s, θ−(t+s) .),X(t0 + s, θ−(t+s) .)
)
= d
L
0
(
X(t+ s, θ−(t+s) .)
)
, ϕ(t0 − t, t+ s, θt .)X(t+ s, θ−(t+s) .)
) ≤ ε.
So, we have proved our second claim.
Now, let t0, s0 ∈ R, and let ε > 0. By our hypothesis, there exists δ1 > 0
such that |s− s0| ≤ δ1 implies
d
L
0
(
X(t0 + s, θ−s .),X(t0 + s0, θ−s0 .)
) ≤ ε/2. (3.4)
But we have proved that there exists δ2 > 0 such that, for |t− t0| ≤ δ2, and
for all s ∈ [s0 − δ1, s0 + δ1],
d
L
0
(
X(t+ s, θ−s .),X(t0 + s, θ−s .)
) ≤ ε/2. (3.5)
The result follows immediately from (3.4) and (3.5).
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Proposition 3.10 (Compactness). Let X : R → L0(Ω;X) be a θ-almost
periodic random process, and let J be a compact interval of R. Then
(i) The set LJ = {X(s + t, θ−t .); s ∈ J, t ∈ R} is relatively compact in
L0(Ω;X),
(ii) the set K = {law(X(t, .)); t ∈ R} is uniformly tight, that is, for each
ε > 0, there exists a compact subset K of X such that
sup
t∈R
P {ω ∈ Ω; X(t, ω) 6∈ K} ≤ ε.
Proof. Let ε > 0, and let l > 0 such that any interval of length l contains an
ε-almost period of X. Let I = [−l/2, l/2]. By continuity in probability of
(s, t) 7→ X(s+ t, θ−t .), the set of random variables J = {X(s+ t, θ−t .); s ∈
J, t ∈ I} is a compact subset of L0(Ω;X). Now, let s ∈ J , t ∈ R, and let
τ ∈ [−t− l/2,−t+ l/2] be an ε-almost period of X. We have t+ τ ∈ I and
d
L
0(X(s+ t, θ−t .),X(s + t+ τ, θ−t−τ .)) ≤ ε,
with X(s + t + τ, θ−t−τ .) ∈ J . Thus J is an ε-net of LJ for the distance
d
L
0, which proves (i).
Relative compactness of K follows from (i) with J = {0} by continuity
of the mapping Y 7→ law(Y ) from L0(Ω;X) to M+,1 (X), because, since θ−t
is measure preserving, we have
K = {law(X(0 + t, θ−t .)); t ∈ R} = {law(Y ); Y ∈ L0}.
Since X is Polish, K is uniformly tight, by Prokhorov’s well-known theorem
(see, e.g., [9]), which proves (ii).
Theorem 3.11 (Equicontinuity and uniform continuity in probability). Let
X : R→ L0(Ω;X) be a θ-almost periodic random process. Then,
(a) The mapping t 7→ X(t+ s, θ−s .) is continuous in probability, uniformly
with respect to s ∈ R.
(b) The mapping s 7→ X(t+ s, θ−s .) is uniformly continuous in probability,
uniformly with respect to t ∈ R.
Proof. (a) Joint continuity in probability of (t, s) 7→ X(t+s, θ−s .) is provided
by Condition (b)-(i) of Definition 3.6. For the uniformity with respect to
s ∈ R, let ε > 0, and let l > 0 such that any interval of length l contains
an ε/3-almost period of X. For each relative integer k, set Ik = [−l/2 +
12
kl, l/2 + kl], and let J = [−l, l]. Let t0 ∈ R. By uniform continuity of
(t, s) 7→ X(t+ s, θ−s .) on [t0− 1, t0+1]× J , there exists δ ∈]0, 1] such that,
for all s ∈ J and for |t− t0| ≤ δ, we have
d
L
0
(
X(t+ s, θ−s .),X(t0 + s, θ−s .)
)
≤ ε/3.
Let s ∈ R, let k such that s ∈ Ik, and let τ−k ∈ I−k be an ε/3-almost period
of X. We have s+ τk ∈ J , thus
d
L
0
(
X(t+ s, θ−s .),X(t0 + s, θ−s .)
)
≤ d
L
0
(
X(t+ s, θ−s .),X(t+ s+ τk, θ−s−τk .)
)
+ d
L
0
(
X(t+ s+ τk, θ−s−τk .),X(t0 + s+ τk, θ−s−τk .)
)
+ d
L
0
(
X(t0 + s+ τk, θ−s−τk .),X(t0 + s, θ−s .)
)
≤ε
3
+
ε
3
+
ε
3
= ε.
(b) Let t0 ∈ R. Let ε > 0, and let l > 0 such that any interval of
length l contains an ε/3-almost period of X. Let J = [−l, l]. The mapping
s 7→ X(t0 + s, θ−s .) is uniformly continuous in probability on J , thus we
can find δ > 0 such that d
L
0(X(t0 + s, θ−s .),X(t0 + r, θ−r .)) < ε/3 for all
r, s ∈ J such that |s− r| < δ. We can choose δ < l. Let r, s ∈ R with
|s− r| < δ, and let m = (r + s)/2, so that r, s ∈ [m − l/2,m + l/2]. Let
τ ∈ [−m− l/2,−m+ l/2] be an ε/3-almost period of X. We have
d
L
0(X(t0 + r, θ−r .),X(t0 + s, θ−s .))
≤ d
L
0(X(t0 + r, θ−r .),X(t0 + r + τ, θ−r−τ .))
+ d
L
0(X(t0 + r + τ, θ−r−τ .),X(t0 + s+ τ, θ−s−τ .))
+ d
L
0(X(t0 + s+ τ, θ−s−τ .),X(t0 + s, θ−s .))
≤ε
3
+
ε
3
+
ε
3
= ε.
Then, for any t ∈ R, and for r, s ∈ R such that |s− r| < δ, we get, since
θt−t0 is measure preserving,
d
L
0(X(t+ r, θ−r .),X(t + s, θ−s .))
= d
L
0(X(t0 + (r + t− t0), θ−r−t+t0 .),X(t0 + (s+ t− t0), θ−s−t+t0 .))
≤ε.
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Theorem 3.12 (Bochner’s criteria for θ-almost periodicity). Let X : R 7→
L0(Ω;X) be a random process satisfying Property (b)-(i) of Definition 3.6.
The following statements are equivalent:
(i) X is θ-almost periodic.
(ii) (Bochner’s criterion [7]) The family of mappings
TsX :
{
R → L0(Ω;X)
t 7→ X(t+ s, θ−s .),
where s runs over R, is relatively compact in the space Cu(R;L
0(Ω;X))
of continuous functions from R to L0(Ω;X) endowed with the topology of
uniform convergence, that is, for every sequence (γ′n) of real numbers,
there exists a subsequence (γn) of (γ
′
n) and a random process Y : R→
L0(Ω;X), continuous in probability, such that
lim
n→∞
sup
t∈R
d
L
0(TγnX(t, .), Y (t, .)) = 0.
(iii) (Bochner’s double sequence criterion [8]) For every pair of sequences
(α′n) and (β
′
n) in R, there are subsequences (αn) of (α
′
n) and (βn) of
(β′n) respectively, with same indices, such that, for every t ∈ R, the
limits in probability
lim
m→∞
lim
n→∞
X(t+αn+βm, θ−αn−βm .) and limn→∞
X(t+αn+βn, θ−αn−βn .)
(3.6)
exist and are equal.
Proof. (i)⇒(iii): Let (α′n) and (β′n) be two sequences in R, and let t ∈ R.
Let ε > 0, let l be such that each interval of length l contains an ε/2-almost
period of X, and let J = [−l/2, l/2]. For each s ∈ R, let τs ∈ [s− l/2, s+ l/2]
be an ε/2-almost period of X, and let sε = s− τs ∈ J . We can extract from
the sequences (α′n
ε) and (β′n
ε) two subsequences (αεn) and (β
ε
n) respectively,
with same indices, which converge in J to some limits αε and βε respectively.
Then, by the continuity property (b)-(i) of Definition 3.6, the following limits
in probability exist for any t ∈ R:
lim
m→∞
lim
n→∞
X(t+ αεn + β
ε
m, θ−αεn−βεm .) = X(t+ α
ε + βε, θ−αε−βε .)
= lim
n→∞
X(t+ αεn + β
ε
n, θ−αεn−βεn .),
(3.7)
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whith, for all integers n,m
d
L
0
(
X(t+ αn + βm, θ−αn−βm .),X(t + α
ε
n + β
ε
m, θ−αεn−βεm .)
)
≤ d
L
0
(
X(t+ αn + βm, θ−αn−βm .),X(t+ α
ε
n + βm, θ−αεn−βm .)
)
+ d
L
0
(
X(t+ αεn + βm, θ−αεn−βm .),X(t+ α
ε
n + β
ε
m, θ−αεn−βεm .)
)
≤ ε/2 + ε/2 = ε. (3.8)
Let us repeat this procedure for ε = 1/k, where k ≥ 1 is an integer, in such a
way that, for each k, the sequences (α
1/(k+1)
n ) and (β
1/(k+1)
n ) are subsequences
of (α
1/k
n ) and (β
1/k
n ) respectively. Let (αn) and (βn) be the subsequences of
(α′n) and (β
′
n) respectively corresponding to (α
1/n
n ) and (β
1/n
n ). By (3.7), for
any integer N ≥ 1, the following limits in probability exist:
lim
m→∞
lim
n→∞
X(t+ α1/Nn + β
1/N
m , θ−α1/Nn −β
1/N
m
.)
= lim
n→∞
X(t+ α1/Nn + β
1/N
n , θ−α1/Nn −β
1/N
n
.). (3.9)
On the other hand, we deduce from (3.8) that, for n,m ≥ N ,
d
L
0
(
X(t+ αn + βm, θ−αn−βm .),X(t + α
1/n
n + β
1/n
m , θ−α1/nn −β
1/n
m
.)
)
≤ 1
N
.
(3.10)
The result follows from (3.9) and (3.10), since N is arbitrary.
(iii)⇒(ii): Taking β′n = 0, we see that, for each sequence (α′n) in R, there
exists a subsequence (αn) and a random process X : R → L0(Ω;X) such
that, for every t ∈ R, X(t + αn, θ−αn .) converges in probability to Y (t, .).
So, we only need to prove that this convergence is uniform with respect to t.
Assuming this is not the case, we get the existence of ε > 0 and a sequence
(βn) in R such that, for every n,
d
L
0
(
X(βn + αn, θ−αn .), Y (βn, .)
)
≥ ε,
that is,
d
L
0
(
X(βn + αn, θ−αn−βn .), Y (βn, θ−βn .)
)
≥ ε, (3.11)
By (iii), extracting subsequences, we may assume that we have the following
limits in probability:
lim
m→∞
Y (βm, θ−βm .) = limm→∞
lim
n→∞
X(αn + βm, θ−αn−βm .)
= lim
n→∞
X(αn + βn, θ−αn−βn .)
= lim
n→∞
lim
m→∞
X(αn + βm, θ−αn−βm .),
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which contradicts (3.11).
(ii)⇒(i): Let ε > 0. By total boundedness of the family {TsX; s ∈ R},
we can find a finite sequence γ1, . . . , γn such that, for each s ∈ R, there exists
k ∈ {1, . . . , n} such that
sup
t∈R
d
L
0
(
TsX(t),TγkX(t)
)
≤ ε,
that is,
sup
t∈R
d
L
0
(
X(t, .),X(t + s− γk, θ−s+γk),X(t, .)
)
≤ ε,
which shows that s−γk is an ε-almost period of X. Let l = max{γ1, . . . , γn}.
Then s−γk ∈ [s−l, s+l], thus each interval of length 2l contains an ε-almost
period of X.
Remark 3.13. Bochner’s double sequence criterion and the proof of The-
orem 3.12 show that θ-almost periodicity is a property which remains un-
changed if we replace d by any other distance compatible with the topology
of X, or if we replace d
L
0 by any other distance compatible with the topology
of convergence in probability.
3.3 θ-almost periodicity in p-mean
We present here a stronger notion of almost periodicity, which depends on
the distance d on X.
Let p ≥ 1. Let us denote by Lp(Ω;X) the set of elements X of L0(Ω;X)
such that, for some (equivalently, for any) x0 ∈ X,
E (d(X,x0))
p <∞.
We endow Lp(Ω;X) with the distance
dLp(X,Y ) =
(
E (d(X,Y ))p
)1/p
.
Similarly to definition 3.6, replacing d
L
0 by dLp, we set:
Definition 3.14. Let X : R 7→ L0(Ω;X) be a random process such that
X(t, .) ∈ Lp(Ω;X) for each t ∈ R.
(a) We say that a number τ ∈ R is a θ-ε-almost period of X in p-mean if
sup
t∈R
dLp(X(t+ τ, θ−τ .),X(t, .)) ≤ ε.
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(b) We say that X is θ-almost periodic in p-mean if the mapping (t, s) 7→
X(t + s, θ−s .) is continuous for the distance dLp and if, for each ε > 0,
the set of θ-ε-almost periods in p-mean of X is relatively dense.
In the case when θt = IdΩ for all t, we say that X is almost periodic in
p-mean.
It is not difficult to check that all preceding results remain true if we
replace d
L
0 by dLp. Furthermore, using Vitali’s theorem and Bochner’s double
sequence criterion in Theorem 3.12-(iii), we have immediately:
Proposition 3.15. Let p ≥ 1, and let X : R 7→ L0(Ω;X) be a random
process such that X(t, .) ∈ Lp(Ω;X) for each t ∈ R. The following statements
are equivalent:
(i) X is θ-almost periodic in p-mean.
(ii) X is θ-almost periodic and, for some (equivalently, for any) x0 ∈ X,
the random variables (d(X(t, .), x0))
p, t ∈ R, are uniformly integrable.
3.4 Almost periodicity in Cu(R;L
0(Ω;X)) of the translation
map
Definition 3.16. Let X : R 7→ L0(Ω;X) be a random process. Assume that
X is continuous in probability.
(a) The translation operator of X is the map
T :
{
R → C(R;L0(Ω;X))
t 7→ TtX(., .) = X(t+ ., θ−t .).
(b) The process TtX is called the t-translate of X.
We denote by Cu(R;L
0(Ω;X)) the space Cu(R;L
0(Ω;X)) of continuous
functions from R to L0(Ω;X) endowed with the topology of uniform conver-
gence associated with d
L
0. We denote by d
L
0,∞the distance on Cu(R;L
0(Ω;X))
defined by
d
L
0,∞(X,Y ) = sup
t∈R
d
L
0(X(t), Y (t)).
The next result shows that we can see θ-almost periodicity of a random
process X as ordinary almost periodicity of a function Y with values in a
metric space.
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Proposition 3.17. Let X : R → L0(Ω;X) be a random process. Assume
that X is continuous in probability. Let Y be the translation mapping
Y :
{
R → Cu(R;L0(Ω;X))
t 7→ Y (t) = TtX
Then, for each ε > 0, X and Y have the same ε-almost periods. Furthermore,
X is θ-almost periodic in the sense of Definition 3.6 if, and only if, Y is
almost periodic in the sense of Definition 3.1.
Proof. Let τ ∈ R. We have, for any t ∈ R,
d
L
0,∞(Y (t+ τ), Y (t)) = sup
s∈R
d
L
0(X(s + t+ τ, θ−t−τ .),X(s + t, θ−t .))
= sup
s∈R
d
L
0(X(s + τ, θ−τ .),X(s, .)).
Since the last term is independent of t, this yields
sup
t∈R
d
L
0,∞(Y (t+ τ), Y (t)) = sup
s∈R
d
L
0(X(s + τ, θ−τ .),X(s, .)). (3.12)
Thus, for every ε > 0, τ is a θ-ε-almost period of X if, and only if, it is an
ε-almost period of Y .
If X is θ-almost periodic, then (3.12) and Part (b) of Theorem 3.11 show
that Y is continuous, thus Y is almost periodic in the sense of Definition 3.1.
Conversely, if Y is continuous, then (3.12) and the reasoning of the second
part of the proof of Proposition 3.9 show that X satisfies Condition (b)-(i)
of Definition 3.6, thus it is θ-almost periodic.
Remark 3.18 (Almost periodicity of the translate function does not depend
on any uniform structure). To define the state space of Y in Proposition 3.17,
we have used the topology of uniform convergence on C(R;L0(Ω;X)), which
is related to the distance d
L
0. So, it might seem that the property of almost
periodicity of Y depends on the distance d
L
0. But Remark 3.13 combined
with Proposition 3.17 show that this is not the case and that any other
distance than d
L
0 compatible with the topology of convergence in probability
lets the almost periodicity property of Y unchanged.
4 Almost periodicity in distribution
4.1 Different notions of almost periodicity in distribution
The following definitions are inspired by Tudor [35], see also [6].
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In the sequel, we denote by Ck(R;X) the space of continuous functions
from R to X endowed with the compact-open topology, that is, the topol-
ogy of uniform convergence on compact subsets (equivalently, on compact
intervals) of R. It is well known that Ck(R;X) is Polish.
Definition 4.1. (a) A random process X : R→ L0(Ω;X) is almost periodic
in one-dimensional distribution, or APOD (respectively, periodic in one-
dimensional distribution, or POD) if the mapping{
R → M+,1 (X)
t 7→ law(X(t, .))
is almost periodic (resp. periodic).
(b) The process X is almost periodic in finite-dimensional distribution, or
APFD (respectively, periodic in finite-dimensional distribution, or PFD),
if, for every finite sequence (t1, . . . , tn), the mapping{
R → M+,1 (Xn)
t 7→ law(TtX(t1, .), . . . ,TtX(tn, .))
is almost periodic (resp. τ -periodic, for some τ > 0 which does not
depend on (t1, . . . , tn)).
(c) If the processX has a version with continuous trajectories (for simplicity,
let us denote by X this version), we say that X is almost periodic in path
distribution, or APPD, if the mapping{
R → M+,1 (Ck(R;X))
t 7→ law(TtX)
is almost periodic.
Remark 4.2.
1. Clearly, APPD ⇒ APFD ⇒ APOD and PFD ⇒ POD. The notion
of periodicity in path distribution (PPD) is not relevant since it is
equivalent to PFD. Indeed, assume that X has a continuous version
and that all finite distributions of X are τ -periodic. Let J = [t0, t0+T ]
be a fixed interval. Let XJ be the random variable with values in
Cu(J,X) defined by
XJ(ω)(t) = X(t, ω) (t ∈ J).
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We define similarly the random variable XJ+τ . To prove that XJ and
XJ+τ have the same distribution, we embed isometrically X in some
separable Banach space B, see, e.g., [24] on such embeddings. For
all integers n ≥ 1 and k = 0, . . . , n, set tnk = t0 + kT/n. Let XnJ
be the random variable with piecewise linear values in Cu(J,B) which
coincides with XJ at t
n
0 , . . . , t
n
n. We have
lim
n→∞
law(XnJ ) = law(XJ ) and limn→∞
law(XnJ+τ ) = law(XJ+τ ),
since XnJ and X
n
J+τ converge respectively to XJ and XJ+τ a.e. in
Cu(J,B). Let f : Cu(J,B) → R be a bounded continuous function,
and let ε > 0. For n large enough, we have
|E (f(XnJ )− f(XJ))| ≤ ε and
∣∣E (f(XnJ+τ )− f(XJ+τ ))∣∣ ≤ ε.
But, by the periodicity assumption, we have E
(
f(XnJ+τ )− f(XnJ )
)
=
0, thus
|E (f(XJ+τ )− f(XJ))| ≤ 2ε.
The result follows since ε is arbitrary.
2. The topology of Ck(R;X) is defined in a natural way by a countable
family of semidistances, e.g., for x, y ∈ Ck(R;X),
dk(x, y) = sup
t∈[−k,k]
d(x(t), y(t)), (k ≥ 1).
It is also metrized by, e.g., the distance dCk defined by
dCk (x, y) =
∑
k≥1
2−k(dk(x, y) ∧ 1).
Since dCk is bounded, a distance on M+,1 (Ck(R;X)) associated with
dCk is
WassCk = inf
law(X)=µ, law(Y )=ν
E dCk(X,Y ),
and a random process X is APPD if, for each ε > 0, the set of ε-periods
of t 7→ law(TtX) for WassCk is relatively dense.
Another equivalent approach, thanks to Proposition 3.5, consists in
defining the APPD property using semidistances on M+,1 (Ck(R;X))
associated with dk, k ≥ 1: X is APPD if, and only if, for each integer
k ≥ 1, the map t 7→ law(TtX) is almost periodic for the semidistance
Wass[−k,k](µ, ν) = inf
law(X)=µ, law(Y )=ν
E (dk(X,Y ) ∧ 1) .
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3. Definition (c) can be easily generalized to other spaces of trajectories
as follows:
(c’) If X has a version (again denoted by X) whose trajectories lie
in a metrizable topological space of trajectories Y ⊂ XR which is
stable by translations, that is, such that x ∈ Y⇒ x(t+ .) ∈ Y for
all t ∈ R, we say that X is almost periodic in Y-path distribution
(let us say, Y-APPD) if the mapping{
R → M+,1 (Y)
t 7→ law(TtX)
is almost periodic.
4. Since θ is measure preserving, Definition (4.1) as well as Definition (c’)
above remain unchanged if we replace the operator Tt by the simpler
operator T0t defined by T
0
tX(s, .) = X(t+ s, .) for all s ∈ R.
The following criterion from [6, Theorem 2.3] is based on the Arzelà-
Ascoli theorem:
Proposition 4.3 ([6]). Let X : R 7→ L0(Ω;X) be a random process. Assume
that X is APFD, and that X has a continuous modification. Then X is
APPD if, and only if, it satisfies, for every compact interval J ,
lim
δ→0
sup
t∈R
E
(
sup
r,s∈J, |r−s|<δ
d
(
X(t+ r, .),X(t + s, .)
) ∧ 1) = 0. (4.1)
4.2 Comparison with θ-almost periodicity
For applications to stochastic differential equations, we will use the following
sufficient criterion for APPD property for θ-almost periodic processes. For
any J ⊂ I be denote by Cu(J ;X) the space of continuous functions from J
to X endowed with the topology of uniform convergence.
Theorem 4.4 (θ-almost periodicity vs almost periodicity in distribution).
If X is θ-almost periodic (respectively θ-periodic), it is APFD (respectively
PFD).
If furthermore X has a continuous modification (that we denote by X for
simplicity), a sufficient condition for X to be APPD is Condition (C) below:
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(C) For every compact interval J , the mapping ZJ : R → L0(Cu(J ;X))
defined by
ZJ(t)(ω)(s) = TtX(s, ω) = X(t+ s, θ−t ω) (t ∈ R, ω ∈ Ω, s ∈ J)
(4.2)
is almost periodic.
Remark 4.5. 1. By Proposition 3.17, with the the notation of (C), θ-
almost periodicity amounts to almost periodicity of Z{0}. Thus Con-
dition (C) implies at the same time θ-almost periodicity and APPD
property.
2. By Proposition 3.5 (see also Part 2 of Remark 4.2), (C) is equivalent
to:
(C)’ The mapping Z : R→ L0(Ck(R;X)) defined by
Z(t)(ω)(s) = TtX(s, ω) = X(t+s, θ−t ω) (t ∈ R, ω ∈ Ω, s ∈ R)
is almost periodic.
Proof of Theorem 4.4. Let X be θ-almost periodic. Let (t1, . . . , tn) be a
finite sequence in R. Let us endow Xn with the distance
dn
(
(x1, . . . , xn), (y1, . . . , yn)
)
) = max
1≤i≤n
d(xi, yi).
Let ε > 0, and let τ be an ε-period of X. For every t ∈ R, we have
Wass0
(
law(Tt1X(t, .), . . . ,TtnX(t, .)), law(Tt1+τX(t, .), . . . ,Ttn+τX(t, .))
)
≤ E
(
max
1≤i≤n
d
(
TtiX(t, .),Tti+τX(t, .)
)
∧ 1
)
≤ n max
1≤i≤n
E
(
d
(
TtiX(t, .),Tti+τX(t, .)
)
∧ 1
)
≤ nε,
which shows that X is APFD.
If X is θ-τ -periodic, the same reasoning with ε = 0 yields the PFD
property.
Assume now that X has a continuous modification, that we also denote
by X for simplicity. Assume (C), and let J ⊂ R be a compact interval. Let
ε > 0. Let l such that each interval of length l contains an ε/3-almost period
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of ZJ . We can choose l large enough that J ⊂ [−l/2, l/2]. Let I = [−l, l]. By
uniform continuity on I of the trajectories ofX, we can find an F-measurable
random variable η(.) > 0 such that, for every ω ∈ Ω,(
r, s ∈ I and |r − s| ≤ η(ω))⇒ d(X(r, ω),X(s, ω)) ≤ ε
6
.
By tightness of η(.), we can find a number δ > 0 such that
P (η(.) ≥ δ) ≥ 1− ε
6
.
Let A = {η(.) ≥ δ} and Ac = Ω \A. We have thus
E
(
sup
r,s∈I, |r−s|≤δ
d
(
X(r, .),X(s, .)
) ∧ 1)
≤E
(
sup
r,s∈I, |r−s|≤δ
d
(
X(r, .),X(s, .)
)
1lA ∧ 1
)
+ E
(
sup
r,s∈I, |r−s|≤δ
d
(
X(r, .),X(s, .)
)
1lAc ∧ 1
)
≤ε
6
+ P (Ac) ≤ ε
3
.
Let t ∈ R, and let τ ∈ [−t− l/2,−t+ l/2] be an ε/3-almost period of ZJ , so
that J + t ⊂ I. We have
E
(
sup
s∈J
d (Tt(X(s, .)),Tt+τ (X(s, .)))
)
≤ ε
3
.
On the other hand, we can find measurable random variables r(.) and s(.)
with values in J such that |r(ω)− s(ω)| ≤ δ for each ω ∈ Ω and
E
(
sup
r,s∈J, |r−s|<δ
d
(
X(t+ r, .),X(t + s, .)
) ∧ 1)
= E
(
d
(
X(t+ r(.), .),X(t + s(.), .)
) ∧ 1) .
Using that P is θ-invariant, we get thus
E
(
sup
r,s∈J, |r−s|≤δ
d
(
X(t+ r, .),X(t + s, .)
) ∧ 1)
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=E
(
d
(
X(t+ r(.), θ−t .),X(t+ s(.), θ−t .)
) ∧ 1)
≤E (d(X(t+ r(.), θ−t .),X(t+ τ + r(.), θ−t−τ .)) ∧ 1)
+ E
(
d
(
X(t+ τ + r(.), θ−t−τ .),X(t+ τ + s(.), θ−t−τ .)
) ∧ 1)
+ E
(
d
(
X(t+ τ + s(.), θ−t−τ .),X(t+ s(.), θ−t .)
) ∧ 1)
≤E (d(X(t+ r(.), θ−t .),X(t+ τ + r(.), θ−t−τ .)) ∧ 1)
+ E
(
sup
r,s∈I, |r−s|≤δ
d
(
X(r, .),X(s, .)
) ∧ 1)
+ E
(
d
(
X(t+ τ + s(.), θ−t−τ .),X(t+ s(.), θ−t .)
) ∧ 1)
≤ ε.
Since this estimation is independent of t, this proves Condition (4.1) of
Proposition 4.3.
The following counterexample is inspired from Ursell [37]. It shows that
θ-almost periodicity does not imply the APPD property, in particular this
property is strictly stronger than the APFD property.
Counterexample 4.6. Let Ω = [0, 1], endowed with Lebesgue measure.
let (εn)n≥1 be a sequence in ]0, 1] such that
∑
n εn < ∞. For each positive
integer n and each integer k (positive or nonpositive), let xn,k = (2k + 1)n,
and define
fn(t) =
∑
−∞<k<∞
(
1
εn
−
∣∣∣∣ tεn − xn,k
∣∣∣∣) 1l{|t−xn,k|≤εn},
f(t) =
∑
n≥1
fn(t).
Each fn is periodic and continuous, and f is continuous, but f is not uni-
formly continuous, nor bounded, thus it is not almost periodic in Bohr’s
sense. However, f is almost periodic in Stepanov’s sense, that is, f is locally
integrable and the mapping{
R 7→ L1([0, 1])
t 7→ f(t+ .)
is almost periodic.
Set X(t, ω) = f(t+ω) for t ∈ R and ω ∈ Ω. Then X is θ-almost periodic
for the shift transformation
θt(ω) = t+ ω mod 1.
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Let J = [0, 2]. Set, for n ≥ 1, ω ∈ Ω and δ ∈]0, 1],
tn = n(2n + 1)− 1, rn(ω) = 1− ω, sn(ω) = 1− δ − ω.
We have
sup
t∈R
E
(
sup
r,s∈J, |r−s|<δ
d
(
X(t+ r, .),X(t + s, .)
) ∧ 1)
=sup
t∈R
∫ 1
0
(
sup
r,s∈J, |r−s|<δ
|f(t+ r + ω)− f(t+ s+ ω)| ∧ 1
)
dω
≥ sup
n≥1
∫ 1
0
(|f(tn + rn(ω) + ω)− f(tn + sn(ω) + ω)| ∧ 1) dω
≥ sup
n≥1
1
εn
∧ 1 = 1,
which shows by Proposition 4.3 that X is not APPD.
5 Application to stochastic differential equations
We apply here the results of the previous sections. The novelty is that we
can reduce the proof of almost periodicity to a fixed point problem, unlike
in usual proofs of almost periodicity in distribution. Recall that the “naive“
almost periodicity in p-mean (that corresponds to θt = IdΩ, or to ℓ(t) = 0 in
Remark 3.7-(2)) does not apply to stochastic differential equations [5, 29].
In this section, U and H are separable Hilbert spaces, Ω = C(R;U) is
endowed with the compact-open topology (the topology of uniform conver-
gence on compact subsets of R), F is the Borel σ-algebra of Ω, and P is the
Wiener measure on Ω with trace class1covariance operator Q, that is, the
process W with values in U defined by
W (t, ω) = ω(t), ω ∈ Ω, t ∈ R,
is a Brownian motion with covariance operator Q. Our group θ of measure
preserving transformations on (Ω,F ,P) is the Wiener shift, defined by
θτ (ω)(t) = ω(t+ τ)− ω(τ) =W (t+ τ, ω)−W (τ, ω) (5.1)
1It is possible to consider a more general, nonnecessarily nuclear, nonegative symmetric
operator Q. If tr(Q) = +∞, W is only a cylindrical Brownian motion on U. However, it is
possible to embed U in a “larger” Hilbert space U1 such that W has trace class covariance
operator on U1. In that case, we have to take Ω = C(R;U1) and P is the distribution of
W on U1, see [17, Chapter 4].
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for all τ, t ∈ R and ω ∈ Ω. This yields
W (t+τ, θ−τ ω) = (θ−τ ω)(t+τ) = ω(t+τ−τ)−ω(−τ) =W (t, ω)−W (−τ, ω),
(5.2)
so that the translation operator of Definition 3.16 leaves invariant the incre-
ments of W : Indeed, we have, for all t, s, τ ∈ R,
Tτ (W (t+ s, ω)−W (t, ω))
=
(
W (t+ s, ω)−W (−τ, ω)
)
−
(
W (t, ω)−W (−τ, ω)
)
=W (t+ s, ω)−W (t, ω).
We refer to Da Prato and Zabcyk’s treatise [17] for stochastic integration and
stochastic differential equations in Hilbert spaces. For the needs of stochas-
tic integration with respect to W , we endow (Ω,F ,P) with the augmented
natural filtration (Ft) of W . We denote by U0 the Hilbert space Q1/2U with
norm ‖u‖
U0
=
∥∥Q−1/2∥∥
U
. Let L02 be the space of Hilbert-Schmidt operators
from U0 to H. We consider the semilinear stochastic differential equation,
for t ∈ R,
dX(t, .) =
(
AX(t, .) + F (t,X(t, .))
)
dt+G(t,X(t, .)) dW (t, .) (5.3)
where the unknown process X takes its values in H, A : dom(A) ⊂ H → H
is a linear operator which may be unbounded, and F : R × H → H, and
G : R×H→ L02 are continuous functions. We assume that
(H1) A is the infinitesimal generator of a C0-semigroup (S(t))t≥0 satisfying,
for some constant numbers d > 0, and M > 0, and for all t ≥ 0,
‖S(t)‖L(H) ≤Me−dt, (5.4)
where L(H) is the space of continuous linear mappings from H to itsef,
(H2) F and G satisfy the usual Lipschitz and growth conditions, that is, for
some constant numbers g, h > 0 and for all x, y ∈ H,
‖F (t, x)− F (t, y)‖+ ‖G(t, x)−G(t, y)‖ ≤ h ‖x− y‖ , (5.5)
‖F (t, x)‖+ ‖G(t, x)‖ ≤ g(1 + ‖x‖), (5.6)
(H3) F and G are almost periodic uniformly with respect to compact subsets
of H (see Definition 3.1).
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A mild solution to (5.3) is a random process X such that, for all t, s ∈ R
such that s ≤ t, we have E ∫ ts ‖X(u, .)‖2 du <∞, and
X(t, .) = S(t− s)X(s, .) +
∫ t
s
S(t− u)F (u,X(u, .)) du
+
∫ t
s
S(t− u)G(u,X(u, .)) dW (u, .). (5.7)
By [17, Theorem 7.2], for any t1 ∈ R and any ξ ∈ L2(Ω,Ft;H), there exists
a mild solution to Equation (5.3) which is defined on [t1,∞[ and starts
from ξ at t1, and each mild solution has a continuous version. Furthermore,
Equation (5.3) defines an “almost flow” (see the discussion in [17, Section
9.1.2]), that is, a mapping
Π :
{
R× R× Ω×H → H
(t2, t1, ω, x) 7→ Π(t2, t1, ω)x
defined for t2 ≥ t1, and satisfying Π(t1, t1, ω) = IdH and
Π(t3, t1, ω) = Π(t3, t2, ω) ◦ Π(t2, t1, ω) (5.8)
for t1 ≤ t2 ≤ t3 and P-almost all ω ∈ Ω. Denote τ = t1, s = t2 − t1,
r = t3 − t2, and
ϕ(s, τ, θt ω) = Π(τ + s, τ, ω),
where θ is defined as in (5.1), then Equation (5.8) becomes the crude cocycle
relation (2.1). Any mild solution which is defined on R is an orbit of ϕ.
We seek solutions that are defined on R and θ-almost periodic in quadratic
mean. A solution X of this type is uniformly bounded in L2(Ω;H). By (5.4),
it satisfies
X(t, .) =
∫ t
−∞
S(t−u)F (u,X(u, .)) du+
∫ t
−∞
S(t−u)G(u,X(u, .)) dW (u, .).
(5.9)
In the sequel, we denote
• CUB(Ω;H) the space of continuous uniformly bounded functions from
R to L2(Ω;H), endowed with the norm ‖X‖ = supt∈R ‖X(t)‖L2(Ω;H),
• AP ⊂ CUB(Ω;H) the space of θ-almost periodic in square mean (Ft)-
predictable random processes,
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• Per(τ) ⊂ AP the space of θ-τ -periodic and square integrable (Ft)-
predictable random processes.
Any constant (in t and ω) random process belongs to each of these spaces,
thus none of them is empty. We define an operator Γ : AP → CUB(Ω;H)
by
ΓX(t) =
∫ t
−∞
S(t− s)F (s,X(s))ds+ ∫ t
−∞
S(t− s)G(s,X(s))dW (s)
for all t ∈ R. By [17, Proposition 7.3], for any X ∈ AP, the random process
ΓX has a continuous modification. Furthermore, for any u ∈ R, the fam-
ily (X(u + s, θ−s .))s∈R is uniformly square integrable, since it is relatively
compact in L2(Ω,P;H). Since θ is measure preserving, this entails that the
family (X(s, .))s∈R is uniformly square integrable. Using Vitali’s theorem,
we deduce that ΓX is continuous in square mean.
Combining Γ with the translation operator of Definition 3.16, we get
Proposition 5.1. The operator Γ maps AP into itself.
Proof. Let X ∈ AP be a θ-almost periodic (Ft)-predictable random process.
Let ε0 > 0, and let us show that the set of θ-ε0-almost periods of ΓX is
relatively dense.
As we already noticed, the family (X(s, .))s∈R is uniformly square in-
tegrable. From the growth condition (5.6), we deduce that the families
(F (r,X(s, .)))r,s∈R and (G(r,X(s, .)))r,s∈R are also uniformly square inte-
grable. Let α > 0. There exists η > 0, with η < min(α, 1), such that, for
any A ∈ F , and for all u, s ∈ R,
P(A) < η ⇒

E
(
‖X(u+ s, θ−s .)‖2 1lA
)
< α,
E
(
‖F (r,X(u + s, θ−s .))‖2 1lA
)
< α,
E
(
‖G(r,X(u + s, θ−s .))‖2 1lA
)
< α.
(5.10)
Furthermore, by Proposition 3.10, the family (X(s, .))s∈R is uniformly tight.
We can find thus a compact subset Kα of H such that, for all u, s ∈ R,
P {X(u+ s, θ−s .) ∈ Kα} ≥ 1− η. (5.11)
On the other hand, we deduce from Corollary 3.4 and Proposition 3.17, that
the mapping {
R → H× L02 × L2(Ω;X)
t 7→
(
F (t, x), G(t, x),X(t, .)
)
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is θ-almost periodic uniformly with respect to x in compact subsets of H.
Let ε > 0, and let Tε be the relatively dense set of common ε-almost periods
of X, F (., x) and G(., x) for all x ∈ Kα. We are going to show that, for an
appropriate choice of ε and α, the set Tε is contained in the set of ε0-almost
periods in square mean of ΓX.
Let τ ∈ Tε. Assume first that τ > 0. We have, using (5.2),
Tτ ΓX(t, .) =
∫ t+τ
−∞
S(t− s)F (s,X(s, θ−τ .)) ds
+
∫ t+τ
−∞
S(t− s)G(s,X(s, θ−τ .)) dW (s, θ−τ .)
=
∫ t
−∞
S(t− u)F (u + τ,X(u + τ, θ−τ .)) du
+
∫ t
−∞
S(t− u)G(u + τ,X(u+ τ, θ−τ .)) dW (u+ τ, θ−τ .)
=
∫ t
−∞
S(t− u)F (u + τ,X(u + τ, θ−τ .)) du
+
∫ t
−∞
S(t− u)G(u + τ,X(u+ τ, θ−τ .)) dW (u, .).
(5.12)
We deduce
E‖Tτ ΓX(t, .)− ΓX(t, .)‖2
=E
∥∥∥∫ t
−∞
S(t− u)
(
F (u+ τ,X(u+ τ, θ−τ .))− F (u,X(u, .))
)
du
+
∫ t
−∞
S(t− u)
(
G(u+ τ,X(u+ τ, θ−τ .))−G(u,X(u, .))
)
dW (u, .)
∥∥∥2
≤4E
∥∥∥∫ t
−∞
S(t− u)
(
F (u+ τ,X(u + τ, θ−τ .))− F (u,X(u + τ, θ−τ .))
)
ds
∥∥∥2
+ 4E
∥∥∥∫ t
−∞
S(t− u)
(
F (u,X(u + τ, θ−τ .))− F (u,X(u, .))
)
du
∥∥∥2
+4E
∥∥∥∫ t
−∞
S(t− u)
(
G(u+ τ,X(u + τ, θ−τ .))
−G(u,X(u + τ, θ−τ .))
)
dW (u, .)
∥∥∥2
+ 4E
∥∥∥∫ t
−∞
S(t− u)
(
G(u,X(u + τ, θ−τ .))−G(u,X(u, .))
)
dW (u, .)
∥∥∥2
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=:4I1 + 4I2 + 4I3 + 4I4.
Let us denote, for u ∈ R,
F τ (u, .) = F (u+ τ,X(u + τ, θ−τ .))− F (u,X(u + τ, θ−τ .)),
Gτ (u, .) = G(u+ τ,X(u+ τ, θ−τ .))−G(u,X(u + τ, θ−τ .)),
Aα(u) = {ω ∈ Ω; X(u+ τ, θ−τ ω) ∈ Kα} .
Since τ is an ε-period of F (., x) and G(., x), uniformly with respect to x ∈
Kα, we have
‖F τ (u, .)‖ 1lAα(u) ≤ ε and ‖Gτ (u, .)‖ 1lAα(u) ≤ ε. (5.13)
On the other hand, from (5.11), we get
P {Aα(u)} ≥ 1− η.
We deduce, by (5.10),
E
(
‖F τ (u)‖2 1lΩ\Aα(u)
)
≤2E
(
‖F (u+ τ,X(u + τ, θ−τ .))‖2 1lΩ\Aα(u)
)
+ 2E
(
‖F (u,X(u + τ, θ−τ .))‖2 1lΩ\Aα(u)
)
≤4α,
and E
(
‖Gτ (u)‖2 1lΩ\Aα(u)
)
≤4α.
(5.14)
We deduce from (5.13) and (5.14), using Jensen’s inequality,
I1 =E
∥∥∥∫ t
−∞
S(t− u)F τ (u) du
∥∥∥2 (5.15)
=d2 E
∥∥∥∫ t
−∞
(
S(t− u)F τ (u)ed(t−u)
)1
d
e−d(t−u) du
∥∥∥2 (5.16)
≤d2 E
∫ t
−∞
∥∥∥S(t− u)F τ (u)ed(t−u)∥∥∥2 1
d
e−d(t−u) du (5.17)
≤d2M2
∫ t
−∞
(
e−2d(t−u)‖F τ (u)‖2e2d(t−u)
)1
d
e−d(t−u) du (5.18)
=dM2
∫ t
−∞
e−d(t−u)‖F τ (u)‖2 du (5.19)
≤M2 (ε2 + 4α) . (5.20)
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Furthermore, using Itô’s isometry, we get
I3 =E
∥∥∥∫ t
−∞
S(t− u)Gτ (u) dW (u, .)
∥∥∥2 ≤M2 E ∫ t
−∞
e−2d(t−u)‖Gτ (u)‖2du
≤M
2
2d
(
ε2 + 4α
)
.
To estimate I2 and I4, we use the Lipschitz condition (5.5):
I2 ≤dM2
∫ t
−∞
e−d(t−u) E
∥∥∥F (u,X(u + τ, θ−τ .))− F (u,X(u, .))∥∥∥2 du
≤dM2
(∫ t
−∞
e−d(t−u) du
)
sup
u∈R
E
∥∥∥F (u,X(u + τ, θ−τ .))− F (u,X(u, .))∥∥∥2
=M2 sup
u∈R
E
∥∥∥F (u,X(u + τ, θ−τ .))− F (u,X(u, .))∥∥∥2
≤M2h2ε2,
I4 ≤M2 E
∫ t
−∞
e−2d(t−u)
∥∥∥G(u,X(u + τ, θ−τ .))−G(u,X(u, .))∥∥∥2 du
≤M
2h2ε2
2d
.
Gathering the estimations for I1–I4, we get
E ‖Tτ ΓX(t, .)− ΓX(t, .)‖2 ≤ 4M2
(
1 +
1
2d
)(
ε2(1 + h2) + 4α
)
. (5.21)
If τ < 0, we make the change of variables τ ′ = −τ , t′ = t+ τ . Then
E ‖Tτ ΓX(t, .)− ΓX(t, .)‖2 =E ‖(ΓX)(t + τ, θ−τ .)− ΓX(t, .)‖2
=E
∥∥(ΓX)(t′, θτ ′ .)− ΓX(t′ + τ ′, θ−τ ′ θτ ′ .)∥∥2
=E
∥∥(ΓX)(t′, .)− ΓX(t′ + τ ′, θ−τ ′ .)∥∥2
=E
∥∥ΓX(t′, .)− Tτ ′ ΓX(t′, .)∥∥2,
so that the preceding calculation leads again to (5.21). Finally, choosing ε
and α such that
4M2
(
1 +
1
2d
)(
ε2(1 + h2) + 4α
) ≤ ε20,
we have that τ is an ε0-almost period in square mean of ΓX. Thus the set
of θ-ε0-almost periods in square mean of ΓX is contained in Tε, thus it is
relatively dense.
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Finally, there remains to prove the continuity condition (b)-(i) of defini-
tion 3.6. By Proposition 3.9, we only need to prove continuity at any s0 ∈ R
of s 7→ ΓX(s, θ−s .) = Ts ΓX(0, .). The calculation follows similar lines as
above. Let α > 0, and let η > 0 and Kα as in (5.10) and (5.11). Using the
calculation in and Set
Aα(u) = {ω ∈ Ω; X(u+ s0, θ−s0 ω) ∈ Kα} .
By the almost periodicity hypotheses (H3), F and G are uniformly continu-
ous on R×Kα (see, e.g., the proof of [15, Theorem 2.3]). We can thus choose
η such that
|s− s0| < η ⇒

supx∈Kα ‖F (s, x)− F (s0, x)‖2 < α
supx∈Kα ‖G(s, x)−G(s0, x)‖2 < α
supu∈R E ‖X(u+ s, θ−s .))−X(u+ s0, θ−s0 .)‖2 < α.
For s0 > 0, using (5.12) and similar calculations as in (5.15), we have that,
for any s > 0,
E ‖ΓX(s, θ−s .)− ΓX(s0, θ−s0 .)‖2
≤4M2
(
d
∫ 0
−∞
edu E
∥∥∥F (u+ s,X(u+ s, θ−s .))−F (u + s,X(u + s0, θ−s0 .))∥∥∥2 du
+ d
∫ 0
−∞
edu E
∥∥∥F (u+ s,X(u + s0, θ−s0 .))−F (u+ s0,X(u+ s0, θ−s0 .))∥∥∥2 du
+
∫ 0
−∞
e2du E
∥∥∥G(u+ s,X(u+ s, θ−s .))−G(u+ s,X(u+ s0, θ−s0 .))∥∥∥2 du
+
∫ 0
−∞
e2du E
∥∥∥G(u+ s,X(u+ s0, θ−s0 .))
−G(u+ s0,X(u + s0, θ−s0 .))
∥∥∥2 du)
≤4M2h2d
∫ 0
−∞
edu E
∥∥∥X(u+ s, θ−s .))−X(u+ s0, θ−s0 .))∥∥∥2 du
+ 4M2d
∫ 0
−∞
edu E
∥∥∥F (u+ s,X(u + s0, θ−s0 .))
−F (u+ s0,X(u+ s0, θ−s0 .))
∥∥∥2 1lAα(u) du
+ 4M2d
∫ 0
−∞
edu E
∥∥∥F (u+ s,X(u + s0, θ−s0 .))
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−F (u+ s0,X(u+ s0, θ−s0 .))
∥∥∥2 1lΩ\Aα(u) du
+ 4M2h2
∫ 0
−∞
e2du E
∥∥∥X(u+ s, θ−s .))−X(u+ s0, θ−s0 .))∥∥∥2 du
+ 4M2
∫ 0
−∞
e2du E
∥∥∥G(u+ s,X(u+ s0, θ−s0 .))
−G(u+ s0,X(u+ s0, θ−s0 .))
∥∥∥2 1lAα(u) du
+ 4M2
∫ 0
−∞
e2du E
∥∥∥G(u+ s,X(u+ s0, θ−s0 .))
−G(u+ s0,X(u+ s0, θ−s0 .))
∥∥∥2 1lΩ\Aα(u) du.
≤4M2α
(
1 +
1
2d
)
(h2 + 5).
The result follows since α is arbitrary.
For s0 ≤ 0 and ε > 0, let τ be an ε/3 almost period of X such that
s0 + τ > 0, and let η > 0 such that s0 + τ − η > 0 and
|s− s0| < η ⇒ E ‖ΓX(s + τ, θ−s−τ .)− ΓX(s0 + τ, θ−s0−τ .)‖2 <
ε
3
.
We have then, for |s− s0| < η,
E ‖ΓX(s, θ−s .)− ΓX(s0, θ−s0 .)‖2
≤E ‖ΓX(s, θ−s .)− ΓX(s + τ, θ−s−τ .)‖2
+ E ‖ΓX(s+ τ, θ−s−τ .)− ΓX(s0 + τ, θ−s0−τ .)‖2
+ E ‖ΓX(s0 + τ, θ−s0−τ .)− ΓX(s0, θ−s0 .)‖2
≤ε.
As a byproduct, we get:
Proposition 5.2. Assume that F (., x) and G(., x) are τ -periodic, for some
τ > 0. Then the operator Γ maps Per(τ) into itself.
Proof. It suffices to repeat the proof of Proposition 5.1 with ε = 0. The
result follows since α can be chosen arbitrarily small.
Proposition 5.3. For any X ∈ AP, the random process ΓX has a contin-
uous modification which is almost periodic in path distribution (APPD).
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Proof. By Theorem 4.4, X is APFD. Furthermore, by [17, Propoition 7.3],
X has a continuous modification. To prove that X is APPD, one can
use the method of Da Prato and Tudor [16], which is based on Bochner’s
double sequence criterion. Let us prove instead Condition (C) of Theo-
rem 4.4. In both methods, the key tool is the convolution inequality [17,
Theorem 6.10]: for every T > 0, there exists a constant cT such that, for
any predictable random process Y with values in L02 and t0 ∈ R such that
E
(∫ t0+T
t0
‖Y (u, .)‖2 du
)
>∞, we have
E
(
sup
t∈[t0,t0+T ]
∥∥∥∥∫ t
t0
S(t− u)Y (u, .) dW (u, .)
∥∥∥∥2
)
≤ cT E
(∫ t0+T
t0
‖Y (u, .)‖2 du
)
.
Let J = [t0, t0+T ] be a fixed compact interval. Let ε > 0 and let α > 0. As
in the proof of Proposition 5.1, we can find η > 0 and a compact subset K
of H such that, for all t ∈ R and all A ∈ F ,
P ({X(t, .) 6∈ K}) ≤ η ≤ ε
2
α2
,
P(A) ≤ η ⇒ E
((
1 + ‖X(t, .)‖2) 1lA) ≤ ε2
α2
.
Let τ be a common (ε/α)-almost period of t 7→ X(t, θt .), t 7→ F (t, ., x) and
t 7→ G(t, ., x) for all x ∈ K. We have for every t ≥ t0, using the calculation
of (5.12),
TτX(t, .) = S(t− t0)TτX(t0, .) +
∫ t
t0
S(t− u)F (u+ τ,X(u + τ, θ−τ .)) du
+
∫ t
−∞
S(t− u)G(u+ τ,X(u + τ, θ−τ .)) dW (u, .).
We deduce
E
(
sup
t∈J
‖TτX(t)−X(t)‖2
)
≤3E
(
sup
t∈J
∥∥S(t− t0)(TτX(t0, .)−X(t0, .))∥∥2)
+ 3E
(
sup
t∈J
∥∥∥∥∫ t
t0
S(t− u)(F (u+ τ,X(u+ τ, θ−τ .))− (F (u,X(u, .))) du∥∥∥∥2
)
+ 3E
(
sup
t∈J
∥∥∥∥∫ t
t0
S(t− u)(G(u+ τ,X(u + τ, θ−τ .))− (G(u,X(u, .))) dW (u, .)∥∥∥∥2
)
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=: 3A+ 3B + 3C.
We have
A ≤ E
(
‖TτX(t0, .)−X(t0, .)‖2
)
≤ ε
2
α2
.
Furthermore, let us denote, for u ∈ J ,
Ωu = {X(u+ τ, θ−τ .) ∈ K and X(u, .) ∈ K}.
We have
B ≤2M2T E
(∫ t0+T
t0
‖F (u+ τ,X(u + τ, θ−τ .))− (F (u+ τ,X(u, .))‖2 du
)
+ 2M2T E
(∫ t0+T
t0
‖F (u+ τ,X(u, .))− (F (u,X(u, .))‖2 du
)
≤2M2Th2
∫ t0+T
t0
E
(
‖X(u+ τ, θ−τ .)−X(u, .)‖2
)
du
+ 2M2T
∫ t0+T
t0
E
(
‖F (u+ τ,X(u, .))− (F (u,X(u, .))‖2 1lΩu
)
du
+ 2M2T
∫ t0+T
t0
E
(
‖F (u+ τ,X(u, .))− (F (u,X(u, .))‖2 1lΩ\Ωu
)
du
≤2M2T
(
h2T
ε2
α2
+ T
ε2
α2
+ 2g2
∫ t0+T
t0
E (1 + ‖X(u, .)‖)2 1lΩ\Ωudu
)
≤2M
2T 2ε2
α2
(h2 + 1 + 2g2T ).
Similarly, we get, using the convolution inequality,
C ≤cTM2 E
(∫ t0+T
t0
‖G(u+ τ,X(u+ τ, θ−τ .))− (G(u,X(u, .))‖2 du
)
≤cT 2M
2Tε2
α2
(h2 + 1 + 2g2T ).
We deduce that, for some constant κ > 0,
E
(
sup
t∈J
‖TτX(t)−X(t)‖2
)
≤ 3(A +B + C) ≤ κ ε
2
α2
,
thus, taking α =
√
κ, we obtain that τ is an ε-period of the map ZJ defined
in (4.2). We deduce that the set of ε-almost periods of ZJ is relatively dense.
By Theorem 4.4, this shows that X is APPD.
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The following result is given in a slightly different setting in [25, Theorem
3.1]:
Lemma 5.4. Assume that Hypotheses (H1) and (H2) are satisfied, with
M = 1, and that
2h2
(
1 +
1
2d
)
< 1. (5.22)
Then the operator SDE is a contraction in CUB(Ω;H).
Proof. Let X,Y ∈ CUB(Ω;H). We have, for any t ∈ R,
E‖ΓX(t, .)− ΓY (t, .)‖2
≤2E
(∫ t
−∞
S(t− s)‖F (s,X(s, .))− F (s, Y (s, .))‖ ds
)2
+ 2E
(
‖
∫ t
−∞
S(t− s)(G(s,X(s, .))−G(s, Y (s, .))) dW (s, .)‖)2
≤2d
∫ t
−∞
e−d(t−s) E‖F (s,X(s, .))− F (s, Y (s, .))‖2 ds
+ 2
∫ t
−∞
e−2d(t−s) E‖G(s,X(s, .))−G(s, Y (s, .))‖2 ds
=2h2
(
1 +
1
2d
)
sup
s∈R
E‖X(s, .)− Y (s, .)‖2.
The following result is similar to [17, Theorems 4.1 and 4.3], with different
hypotheses. It improves [25, Theorem 3.1] on almost periodic solutions,
notably since F and G are assumed to be almost periodic uniformly with
respect to compact sets, instead of bounded sets. The main novelty is the
addition of θ-almost periodicity, which allows for a different proof of almost
periodicity in path distribution. This method provides a result on periodic
solutions as a particular case.
Theorem 5.5 (Almost periodic or periodic solution). Assume that Hypothe-
ses (H1)-(H2)-(H3) are satisfied, with M = 1, and that (5.22) holds true.
Then (5.3) has a unique bounded mild solution X which satisfies (5.9) and
has a continuous modification, and X is θ-almost periodic and almost peri-
odic in path distribution (APPD).
Furthermore, if F (., x) and G(., x) are τ -periodic, for some τ > 0 and
all x ∈ H, then X is θ-τ -periodic, thus it is periodic in finite dimensional
distribution (PFD). In particular, if F and G do not depend on the first
variable, X is θ-stationary.
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Proof. By Proposition 5.1 or Proposition 5.2, and Proposition 3.8, to prove
the existence and uniqueness of a θ-almost periodic solution (or a θ-τ -periodic
solution if F (., x) and G(., x) are τ -periodic, for some τ > 0 and all x ∈ H),
it is sufficient to show that the operator Γ has an attracting fixed point in
CUB(Ω;H), but this is a consequence of Lemma 5.4. By Proposition 5.3, X
is APPD. If F and G are τ -periodic with respect to the first variable, X is
PFD by Theorem 4.4.
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