The uniqueness of solutions to discrete, vector, two-point boundary value problems  by Tisdell, C.C.
Available at 
www.ElsevierMathematics.com 
Applied 
DIRCCT. 
Applied Mathematics Letters 16 (2003) 1321-1328 
Mathematics 
Letters 
www.elsevier.com/locate/aml 
The Uniqueness of Solutions 
to Discrete, Vector, Two-Point 
Boundary Value Problems 
C. C. TISDELL 
Department of Mathematics 
The University of Queensland 
Brisbane, Queensland 4072, Australia 
cct&raths.uq.edu.au 
(Received February 2002; accepted March 2002) 
Communicated by R. P. Agarwal 
Abstract-Difference equations which may arise as discrete approximations to two-point bound- 
ary value problems for systems of second-order, ordinary differential equations are investigated and 
conditions are formulated under which solutions to the discrete problem are unique. Some existence, 
uniqueness implies existence, and convergence theorems for solutions to the discrete problem are also 
presented. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Uniqueness of solutions, Vector equations, Discrete boundary value problems, 
Second-order systems of ordinary differential equations. 
1. INTRODUCTION 
Consider the continuous two-point boundary value problem (BVP) 
Y” = B(t)y + WY’ + g(t), o<t<1, (1) 
~(0) = A, ~(1) = B, (2) 
and its discrete approximation 
AZ?&+1 
~ = Wk)yk + 
F(tk)AYk 
h2 
h + dtk), k=l,...,n-1, (3) 
YO = A, in =B, (4) 
where B(t) and F(t) are d x d matrices, g(t) maps [0, I] into Rd, the step size h = l/n, and 
grid points tk = kh for k = 0,. . . , n. The first and second (backward) differences are given, 
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respectively, by 
yk-y&l, for k=l,..,, n, 
for k = 0, 
Yk+l - &e/k + Yk-1, fork=l,...,n-1, 
for k = 0 or k = n. 
Recently, much research has been done regarding the existence of at least one solution to 
discrete, vector BVPs, for example, [l-3]. H owever, these works did not address the question 
regarding the uniqueness of solutions to discrete vector equations. Thompson [4] posed the 
question “What, if any, is the connection between uniqueness for the continuous problem and 
uniqueness for its associated finite difference approximation ?” The goal of this paper is to address 
this question and to further the existing knowledge. 
In the literature, uniqueness to second-order, discrete BVPs has been investigated by Agar- 
wal [5,6] (see also references therein), Cheng and Lin [7], Kelley and Peterson [8] (see also refer- 
ences therein), Lasota [9], and Usmani and Agarwal [lo]. 
In this note, conditions are given which guarantee solutions to the discrete BVP (3),(4) are 
unique. The motivation for formulating these results lies in the fact that uniqueness (even 
existence) does not necessarily carry over from the continuous problem to the discrete problem 
(see Ill]). Thus, it is worth studying the discrete problem in its own right and then comparing 
it with its continuous cousin. 
The main advantage of this paper is that the results apply to discrete vector equations which 
involve Ayk/h. The new theorems extend known uniqueness results from the one-dimensional 
case (for example, [9]) to th e vector case and extend the uniqueness workings on discrete vector 
equations which do not involve Ayk/h (f or example, [5]). It appears that the techniques and 
inequalities used in this paper may also be applied to systems of nonlinear discrete BVPs and 
this is discussed in a forthcoming paper. 
2. NOTATION AND PRELIMINARY RESULTS 
Let ]]y]] denote the usual norm on ll?? and set ]]g]] = max{]]yk]] : k = 0,. . . ,n}. For a bounded 
open set T, let 8T denote the boundary of T and let T denote its closure. Denote the dot product 
of two vectors y and z by yoz. If A is a matrix, then denote its transpose by AT. Denote the space 
of m times continuously differentiable functions mapping from A to B by C”(A; B) endowed with 
the usual maximum norm. If B = Iw, then simply omit the B. 
A solution to problem (1) is a twice continuously differentiable vector function y(z) satisfy- 
ing (1) for all 2 E [0, 11. 
A solution to problem (3) is a vector g = (~0, , . . , yn) E IW(“+‘jd satisfying (3) for all k = 
l,...,n-1. Thevalueofthekth component, y,+, of a solution g of (3) is expected to approxi- 
mate y(zk), for some solution y of (1). 
3. UNIQUENESS OF SOLUTIONS 
In this section, techniques from [12] are used to formulate uniqueness results to solutions of 
the discrete problem (3),(4). 
The following is a discrete analogue of [la, Theorem 3.3, p. 4201. 
THEOREM 1. Let B(t) and F(t) be d x d matrices satisfying 
(W) -  WPT (t)) Y l Y > ‘4 for t E [0, l] and all vectors y # 0. (5) 
Then the discrete problem (3) has, at most, one solution satisfying the discrete boundary condi- 
tions (4). 
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PROOF. The proof follows similar,lines to that in [12]. Since (3) is linear, the difference of two 
solutions to the discrete BVP (3),(4) is also a solution of 
A2 Yk+l 
~ = Wk)Yk + 
F(tk)hk 
h2 
h , Ic=l,...,n--1, (6) 
Yo = 0, Yn =o, (7) 
and it needs to be shown that the only solution to (6),(7) is jj = 0. 
Let jj be a solution to (6),(7) and put rk = ]]yl~]]~ for k = 0,. . . , n. Using the product rule for 
the difference operator, 
Using the identity Ab l c = b l ATc, it can be verified that 
II A?& II 
2 
= h + FT(tk)yk + @(tl,) - F(tk)FT(tk)) yk . yk, 
and therefore, 
A2rk+l II 
2 
h2 > F + FT(t&/k II + (2B(tk) - F(tk)FT(tk)) yk l yk. 
Hence, (5) implies A2rk+r/h2 > 0 for each k = 1,. . . , n - 1. Since the discrete boundary 
conditions (7) mean rc = r, = 0, it follows from a discrete maximum principle that rk = 0 for 
each k = 0,. . . , n. That is, the only solution to (6),(7) is g = 0 and this completes the proof. 
REMARK 1. The inequalities in Theorem 1 also guarantee uniqueness of solutions to the con- 
tinuous problem (l),(2) by [12, Theorem 3.3, p. 4201. Thus, Theorem 1 gives a connection 
between uniqueness for the continuous problem and uniqueness for its associated finite difference 
approximation. 
REMARK 2. Since the conditions in Theorem 1 do not involve any restrictions on the step-size h, 
the uniqueness property of Theorem 1 also applies to those discrete BVPs which do not arise as 
approximations to continuous BVPs, for example, the case h = 1. 
4. EXISTENCE OF A UNIQUE SOLUTION 
The following lemma will be needed in the proof of our main existence theorem. 
LEMMA 1. Let R > 0 be a constant. There exists an N > 0 such that for every solution ij 
to (3) which satisfies ]]g]] 5 R, then ]]Ayk]]/h 5 N for k = 1,. . . , n and N is independent of the 
step-size h. 
PROOF. To see this, choose @(]]s]]) = IIB(t)llR + IIF(t)llllsll + [Ig(t and see that 
IIW~Y + J’(t)s + g(t)lI 5 W4~ for t E [O, 11, llvll I R, s E Rd, 
with lim,,, u2/@(u) = 00. The result follows by applying Theorem 1 of [l]. 
REMARK 3. The fact that N in Lemma 1 is independent of the step-size h is an important 
property as it allows the formulation of convergence results between solutions to the discrete 
problem and solutions to the continuous problem. See [13] for more details. 
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THEOREM 2. Let R > 0 be a constant and Jet B(t), F(t), and g(t) be continuous on [0, 11. Let 
(2B(t) -  F(t)FT(t)) Y l Y + G(t) l Y > 0, t E [O, 11, llyll = R, (8) 
@B(t) -  F(t)FT@)) Y l Y > 0, t E 10, 11, llvll -=c R, Y # 0, (9)  
and Jet llA]l, IJBIl < R. Th en the discrete problem (3),(4) h as a unique solution jj satisfying 
llvll < R. 
PROOF. It may be checked by direct computation that problem (3),(4) has a solution g if and 
only if 
n-1 
Yk = h c G(zk, si)f 
i=l 
+ A(1 - xk) + hk, 
where 
G(x, t) = 
(z-l)t, forO<t<rc<l, 
(t - 1)x, forO<x<t<l, 
and, for brevity, f(Zk,Yk, &-/k/h) = B(tk)Yk + F(tk)*Yk/h + g(tk). 
Define 
n-1 
T(Y)k = h c G( 
i=l 
Xk,%)f (%,Yi,$) +A(1 -Zk)+BXkr 
k = 0,. , n, 
k = 0,. . . , n. (10) 
The problem is thus reduced to showing that T(y) = jj for some ?j E Rn+l. This is done by using 
degree theory. Let 
R = jj E W+’ : llgll < R, 
I/ II 
9 <N+l,k=l,..., n 
From the simple properties of the summation operator, and since f is continuous, see that T 
is a continuous operator. Now, consider 
(I - XT) (y) = 0, x E [O, 11. (11) 
This is equivalent to g satisfying 
*‘?&+I ~=if(Z,&&,-+), k=l,..., n-l, (12) 
YO = AA, yn = XB. (13) 
Now, show that if (I - XT)&) = 0 and 5 E fi, then jj E R (and consequently, g @ EQ). First, 
see that this is trivially satisfied for X = 0 so assume X E (0, 11. Notice that the conditions of 
Lemma 1 are satisfied if f is replaced with Xf for X E (0, 11. Therefore, Lemma 1 is applicable 
to any solution fl to (12) satisfying ]]rj]] 5 R, and hence, ]]Ayk/h]] 5 N for k = 1,. . . , n. 
Suppose that a solution g to (12),(13) exists and define rk = ]]&I]’ for k = 0,. . . , n. First 
show that rk < R2 for k = 0,. . . , n. Argue by contradiction and assume that rk has a maximum 
when ]]yk]] = R for some k = O,...,n. Since IlAll, llB/l < R, then rk cannot have a maximum 
for k = 0 or k = n. Therefore, Ark/h 1 0 and &+1/h < 0 for some k = 1,. . . ,n - 1; that is, 
A2rk+l/h2 < 0. Now, using the product rule for the difference operator, 
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As in the proof on Theorem 1, using the identity Ab l c = b l ATc, it can be verified that 
+dt*)) l Yk+ Ii+/i’ 
= II F + XFT(tk)Yk II 2 + A (2B(tk) - F(tk)FT(tk)Yk . Yk + 2g(tk). Yk) . 
Therefore, 
A2rk+l 
h2 2 x @(tk) - F(tk)FT(tk) + 2g(tk)) Yk l Yk > 0, 
by inequality (8), and thus, rk cannot have a maximum when ]]yk]] = R for all k = 0,. . ,n. 
Thus, rk < R2; that is, ]]yk]] < R for each k = 0,. . . ,n. 
Thus, every solution g to (11) which satisfies g E fi must satisfy g E 0. Therefore, (I-XT)@) #O, 
for all X E [0, l] and 5 E aR. The degree is defined on the bounded, open set R and by the 
invariance of the degree under homotopy (see [14]) 
since 0 E R. Therefore, T has a fixed point, and thus, there is a solution g to (3),(4). 
Inequality (9) implies that Theorem 1 is applicable to solutions g which satisfy ]]g]] < R, and 
thus, the uniqueness property follows. This concludes the proof. 
THEOREM 3. Let R > 0 be a constant and let inequality (9) hold. Let B(t), F(t), and g(t) be 
continuous on [0, 11. Let 
Y0 (B(QY + WY + g(t)) + llY’l12 > 0, 
ifyoy’=O, IIYII = 4 IIY’II 5 N + 1, 
(14) 
where N is the constant supplied by Lemma 1, and ~~A~~, ]]B]] < R. Then (3),(4) has a unique 
solution Q which satisfies ]]s]] < R, for suficiently small h. 
PROOF. The continuity requirements, inequalities (14) and l[Alj, ]]B]] < R, in conjunction with 
Lemma 1, are needed to apply Theorem 2 from [l] and it follows that there exists at least one 
solution g to (3),(4) satisfying ]]g]] < R, f or sufficiently small h. By Theorem 1, this solution is 
unique. 
REMARK 4. The primary advantage of Theorem 2 over Theorem 3 is that, in many cases, the 
inequalities in Theorem 2 are much easier to check than those of Theorem 3. Also, there are no 
restrictions on the step-size h in Theorem 2, which means the theory applies to purely discrete 
equations and not just those which approximate differential equations. 
REMARK 5. The conditions of both Theorems 2 and 3 guarantee the existence of a unique 
solution to the continuous problem, although when examining only the continuous problem, the 
inequalities of these theorems may be relaxed as in Part II, Chapter XII of [12]. It appears that 
the discrete analogue of this sharper theory has yet to be fully developed. For example, in [12], 
inequality (5) is replaced with 
(4W - W>FT(t)) Y0 Y > 0, for t E [0, l] and all vectors y # 0, 
and uniqueness of solutions to (l),(2) follows. It is unclear if this is sufficient to guarantee 
uniqueness of solutions to the associated discrete problem (although an additional assumption 
like B(t)y l y > 0 for all vectors y could be made). 
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5. UNIQUENESS IMPLIES EXISTENCE 
If g(t) s 0, then inequalities (8) and (9) may be simplified into one inequality, to form a 
Qniqueness implies existence” result for solutions to the discrete problem. 
LEMMA 2. Suppose g(t) G 0, let R > 0 be a constant, and let B(t), F(t), and g(t) be continuous 
on [0, 11. Let 
(‘W) - J’(WT@)) Y.Y > 0, t E IO, 11, 11~11 F R, Y # 0, 
and let llA[j, llBl/ < R. Th en the discrete problem (3),(4) h as a unique solution g satisfying 
Ml < R. 
The scalar case is now briefly discussed and some examples are solved. For the case d = 1, 
Theorems 1 and 2 reduce, respectively, to the following. 
LEMMA 3. Let B(t) and F(t) be real-valued functions satisfying 
(2B@) - F(Q2) > 0, t E [O, 11. (15) 
Then the discrete problem (3) h as, at most, one solution satisfying the discrete boundary condi- 
tions (4). 
LEMMA 4. Let R > 0 be a constant and let B(t), F(t), and g(t) be real-valued functions which 
are continuous on [0, 11. Let 
(=@) - F(tj2) + 2dt)y > 0, t E 10, I], llyll = R, (16) 
(m(t) - Jyt)2) > 0, t E [O, 11, (17) 
and let l/All, IlBll < R. Th en the discrete problem (3),(4) h as a unique solution ij satisfying 
llvll < R. 
For the scalar case, Lemma 2 simplifies to the following %niqueness implies existence” result. 
LEMMA 5. Suppose g(t) E 0, let R > 0 be a constant, and let B(t), F(t), and g(t) be real-valued 
and continuous on [0, 11. Let 
@3(t) - Jyt)2) > 0, t E [O, 11, 
and let l/All, llBl/ < R. Th en the discrete problem (3),(4) h as a unique solution g satisfying 
III-AI < R. 
In [9], Lasota gave a very interesting “uniqueness implies existence” result for discrete ap- 
proximations of nonlinear, two-point boundary value problems. The result relied on a Lipschitz 
condition and a sufficiently small step-size. Although Lemma 5 is restricted to linear equations, 
sometimes it is applicable where the theory of [9] is not, as the following example shows. 
EXAMPLE 1. Consider the scalar, linear problem 
y” = 1oy + y’, Y(O) = 0, y(1) = ;. (18) 
Choose R = 1 and see that the conditions of Lemma 5 are satisfied. Thus, the discrete approxi- 
mation to (18) has a unique solution g satisfying ll+Jl < 1. Notice that the differential equation 
in (18) is Lipschitz, but the Lipschitz constants are too large to satisfy the theory from [9]. 
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6. CONVERGENCE OF SOLUTIONS 
In this section, the previous results are applied to formulate a convergence theorem. The 
following is a generalization of [13, Theorem 2.51. 
THEOREM 4. Let the assumptions of Theorem 2 or 3 hold. The unique solution to (3),(4) 
converges to the unique solution to (l),(2) in the following sense: given E > 0, there exists a 
6 = b(s) > 0 such that if 0 < h < 6 and g is the solution of (3),(4), then the solution y(x) 
of (l),(2) satisfies 
max { I/y (t, &) - y(t) 11 : 0 5 t I 1) I E, and 
mm { 11’~ (4 Y) - y’(t)11 : 0 5 t I 1> 5 E, 
A%+1 
.where y (t, 3) = Yk + (t - tk) 7, foI- tk 5 t < tk+l, 
and 
for tk 5 t 5 tk+l, 
for 0 < t < tl. 
PROOF. The proof is similar to that of [13] and so is omitted. 
The results in this paper are now combined and applied to a problem which arises in the 
analysis of the stagnation-point shock layer. Pennline [15] and Baxley [16] considered the scalar 
continuous problem 
Y” = 4)~’ + P(x)Y’, x E [O, 11, 
where A(x) > 0 and p(x) are continuous on [O,l], subject to the boundary conditions 
Y(O) = 0, y(1) = 1. 
Thompson [4] investigated its discrete approximation, giving some general existence results in 
the process and stated that “it would be interesting to know if solutions to the finite difference 
scheme are unique for small step-size”. It is now shown that under the conditions of Lemma 5, 
uniqueness of solutions to the discrete approximation of this physical problem for the special case 
q = 1 is guaranteed. 
EXAMPLE 2. Consider 
Y" = A(x)Y + P(x)Y'> O<X<l, 
Y(O) = 0, Y(l) = 1, 
and its discrete approximation 
a2yk+l = A(Xk)yk +p(xk) ki$ h2 k=l,...,n-1, 
(19) 
(20) 
(21) 
yo =o, y* = 1. 
Suppose A(x) > 0 and p(x) are continuous on [0, l] and that 
(2‘4 
(244 - ~(4”) > 0, x E [O, 11. 
Choose any R > 1 and see that the conditions of Lemma 5 are satisfied. Thus, the discrete 
problem (21),(22) h as a unique solution g satisfying ]]g]] < R. 
In addition, by Theorem 4, the unique solution to the discrete problem (21),(22) converges to 
the unique solution to the continuous problem (19),(20) in th e sense of Theorem 4 for a sufficiently 
small step-size. 
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