ABSTRACT. A modified version of the Hardy-Littlewood tauberian theorem is used to prove under which conditions the moduli of the coefficients |a (n)|/n of schlicht functions tend uniformly to their Hayman-indexes as n → ∞. (
g (∆) with respect to has two-dimensional Lebesgue-measure zero, the corresponding class is denoted by Σ(for further details see for instance [1] , chapter 2). Suppose that f ∈ S is given by f (z ) = ∞ n =0 a n z n and let 0 ≤ α ≤ 1 denote its Hayman-index. The Hayman-index α of a schlicht function f ∈ S is defined by the formula α = lim r →1−
(1 − r ) 2 M ∞ (r, f ), where M ∞ (r, f ) = max{| f (z )| : |z | = r }. f ∈ S is said to be of slow growth if α = 0 and it is said to be of maximal growth if α > 0. Then Hayman's regularity theorem asserts that |a n |/n → α as n → ∞, however by a result of Shirokov([2] ) (|a n |/n) may converge arbitrarily slowly to α as n → ∞. So the question arises under which conditions the terms |a n |/n converge more regularly to α as n → ∞. In order to give an answer to this question families of schlicht functions with certain properties will be considered in the sequel and the tool mainly used will be an extension of the Hardy-Littlewood tauberian theorem, which is introduced in Lemma 1. It's proof will be given here since the author isn't aware of any reference. 1 if e −1 ≤ t ≤ 1 .
Lemma 1. (Simultaneous tauberian approximation). Let ( f m
Then by the Weierstrass-Approximation-Theorem(see [3] , chapter 7.53) there exist polynomials p ε , P ε such that p ε (t ) < λ(t ) < P ε (t ) and
Now let P ε (t ) − p ε (t ) = ν j =0 d j t j , d j ∈ , j = 0, .., ν. Then on one hand
and on the other hand
as t → 1-. Hence by (2) and (3) there exists a T 1 (ε) with 0 < T 1 (ε) < 1 such that
But by (1),(4) and (iii)
The last two inequalities imply that
where c
. The next step is to show that the terms on the left hand side and on the right hand side of (5) involving P ε and p ε are smaller than ε if t ∈ (0, 1) is chosen large enough. This will be shown for an arbitrarily chosen polynomial P , so that it will also hold for P ε and p ε . Let P be defined by t P (t ) = µ j =1 b j t j and show that there exist constants T (ε) > 0 and M ∈ (dependent on P and ε) such that (6) (
whenever T (ε) < t µ < 1 and m > M . In oder to prove (6) observe that by hypothesis the sequence (g m ) converges uniformly on [0, 1]. Hence there exists a M ∈ such that for 0 ≤ t ≤ 1
and (7) implies that
whenever T (ε) < t µ ≤ 1 and m > M . Now, let t ∈ (0, 1) be chosen arbitrarily, let y j be defined by y j = t j for j = 1, .., µ and observe that the series
j converge as n → ∞ for each m ∈ and j = 1, .., µ. Then, by the usual algebra of addition and multiplication of convergent series( [4] ,Theorem 3.47),
However (9), (10) and the triangle inequality imply that
µ ≤ 1 and m > M , which proves (6) . Hence, by (6) there exist constants 0 < T 2 (ε) < 1
and N 1 (ε) ∈ such that the inequality (6) will hold simultaneously for both p ε and P ε if t > T 2 (ε) and if m > N 1 (ε). And the inequality (5) together with the inequality (6)(applied to p ε and P ε ) yields
Finally, in order to complete the proof of Lemma 1 choose the sequence t n = 1 − (n + 1) −1 and observe that
and (11), (12) and the definition of t λ(t ) applied to the sequence (t n ) imply that
The next result will be used several times in the sequel and formulated as a lemma here. 
Proof. The inequality of Lemma 2 is a trivial consequence of properties of monotonic functions. Let ε > 0 be chosen arbitrarily. It is clear that the limit-function g :
is uniformly continuous there exist real numbers
Let t ∈ [0, 1] be chosen arbitrarily, say t k −1 < t < t k for some 1 ≤ k ≤ m. Then, since g and g n , n ∈ are non-inceasing, the two properties mentioned above yield
if n > N (ε). This proves the lemma.
In order to introduce the first theorem consider the sequence ( f m ), f m (z ) = r Proof. Let ε > 0 be chosen arbitrarily and consider the case α > 0, that is the limit function f ∈ S is of maximal growth, first. Then, without loss in generality, it may be supposed that for each m ∈ f m ∈ S has Hayman-index α m > 0 and radius of greatest growth in the direction of the positive real axis. For m ∈ and 0 < r 2 Reγ
where δ denotes Milin's constant. Therefore Lemma 1 can be applied and asserts that there
for each m ∈ (13) and (14) imply that
But the second Lebedev-Milin inequality applied to (15) yields
k , m ∈ , k ∈ 0 denote the coefficients of the functions r −1 f m (r ), m ∈ . This proves the theorem, if the limit function f ∈ S has Hayman-index α > 0. In order to complete the proof, consider the second case, that is suppose that the limit- 
However the subsequence can be chosen in such a way that
and such that (16) holds. But, because of the uniform convergence of the sequence ( f m ) in |z | ≤ r , there exists a
. Therefore (17), (18) and the fact, that f and f m (k ) , k ∈ take on their maxima if |z | ≤ r at z = w and z = z m (k ) , k ∈ respectively, yield
whenever k > max{N 1 (ε), N 2 (ε)}. Now (18) and (19 ) imply that 
if m ∈ . Integrating the last inequality from r 0 to r where 0 < r 0 < r < 1 yields
It follows that 
Then there exists also a 
This completes the proof of Theorem 1 if α = 0.
There are some interesting applications of Theorem 1 to asymptotic extremal problems concerning the class of schlicht functions.
Example 1.
(Asymptotic Bieberbach Conjecture) If for each n ∈ f n is assumed to be a schlicht function that maximizes the modulus of the n-th coefficient then Theorem 1 reveals that in order to prove the asymptotic Bieberbach conjecture(now superseded by de Branges theorem) it only has to be shown that for any subsequence ( f n (k ) ) of ( f n ) that converges locally uniformly in to some schlicht function f the Hayman-indexes α( f n (k ) ) of f n (k ) ∈ S converge to the Hayman-index α( f ) of f ∈ S as k → ∞(for more details about the asymptotic Bieberbach conjecture see [1] , chapter 2.12).
Here is another example how Theorem 1 can be applied to asymptotic extremal problems for schlicht functions.
Example 2. (Asymptotic Zalcman Conjecture) Define functionals
Suppose that f n , n ∈ maximizes F n within the class of schlicht functions and that there were a subsequence ( f n (k ) ) that converges to a schlicht function f of slow growth. Then the sequence ( f n (k ) ) satisifies hypothesis (ii) of Theorem 1(by Lemma 2) and consequently (n(k )−
1)
−2 F n (k ) ( f n (k ) ) → 0 as k → ∞ by Theorem 1, a contradiction since the Koebe-function k satisfies F n (k ) = (n − 1) 2 > 0 if n ≥ 2. This argument shows that the functionals (F n )(and certain other sequences of coefficient functionals), or rather their extremal functions, have no accumulation points of slow growth(with respect to the topology of uniform convergence on compact subsets of ).
The next lemma will be used in the proof of Theorem 2, however it is of interest in itself, since it provides an extension of an earlier result of Bazilevich([5] ) concerning the case of equality in his theorem.
Lemma 3. Let f ∈ S have Hayman-index α > 0 and suppose that g
Furthermore let γ n , n ∈ denote the logarithmic coefficients of f ∈ S and let exp (i θ ), θ ∈ [0, 2π) denote the direction of greatest growth of f ∈ S .
Proof. In order to prove the lemma it obviously suffices to consider the case that f ∈ S is not a rotation of the Koebe-function. Let A n (z ) =
the Grunsky coefficients of g ∈ Σ. For n ∈ and an arbitrarily chosen u = (u 1 , u 2 , ....) ∈ ℓ 2 define a sequence of continuous linear mappings T n :
Further, let . and (., .) denote the norm and inner product of the Hilbert space ℓ 2 . The mappings T n , n ∈ are well defined because the strong Grunsky inequality( [1] , chapter 4.3 formula (10)) yields 
for each u ∈ ℓ 2 . On the other hand, since g ∈ Σ, equality holds in the strong Grunsky inequalities and hence equality holds in (22), which means that
Therefore, if u j = z ( j ) −1 , j ∈ , by the definition of A n (z ) and by (23) and (24) (25)
if g ∈ Σ. Now let w (r ) = r exp (iθ ), 0 < r < 1, then |w (r )| = r . By (25) and since (see [1] , proof of Theorem 5.5). Now let r → 1− on both sides of equation (26) then by (27), (31) and by definition of the Hayman-index
This proves the lemma.
Theorem 1 already provides a uniform convergence result for the coefficients if the limit function is of slow growth. With the extended version of Bazilevich's theorem at hand this result can be extended to the case that the limit function is of maximal growth. Proof. Let 0 < ε < α be given arbitrarily and suppose that the limit function f ∈ S is given by f (z ) = z + ∞ n =2 a n z n , z ∈ . Since the limit function f ∈ S was supposed to be of maximal growth type, by (ii) there exists a constant N 1 (ε) ∈ such that (32) 0 < α − ε < α m < α + ε whenever m > N 1 (ε). Hence, without loss in generality, it may be supposed, that each f m , m ∈ has Hayman-index α m > 0 and radius of greatest growth in the direction of the positive real
n , n ∈ and γ n , n ∈ denote the logarithmic coefficients of f m ∈ S and f ∈ S respectively. The strategy of proof is to first apply Lemma 1 to the sequence (h m ). In order to do that observe that by (32) and by Bazilevich's theorem([1], Theorem 5.5) the family {h m } is uniformly bounded in and therefore there exists a subsequence (h m (k ) ) and an analytic function
consider an arbitrarily chosen coefficient β n , n ∈ . Then n|γ
It is well-known that the coefficients γ
n , m ∈ satisfy the equations a
n → a n as m → ∞for each n ∈ and inductively(by n) it follows that
Consequently also n|γ 
. By subtracting the two inequalities of (34) one obtains
whenever m, n > N 1 (ε) . So, for m ∈ , consider the functions g m , F m defined by g m (r ) +
n r n where λ
n −k for m ∈ , and inductively it follows that
The Cauchy-Schwarz inequality applied to (36) yields
But (32) and [1] , Theorem 5.10 imply that |s
k , (35) and (38) imply that (39) δ
whenever m, n > M (ε) where M (ε) = max{N 1 (ε), N 2 (ε)}. From now on the lines of proof essentially follow Tauber's well-known proof of his second theorem, however adapted to sequences of functions. Tauber ([8] , p.276 or [9] , chapter 7) obtains the two formulas
which hold if n ≥ 2 and r ∈ (0, 1). The first formula easily can be verified inductively and the second follows by a straightforward calculation. By subtracting the last two equations it follows that
which holds if m ∈ , n ≥ 2 and if r ∈ (0, 1). The Cesaro-means σ
n and therefore (40) can be written in the form
whenever n ≥ 2 and r ∈ (0, 1). In order to simplify notation let ǫ = 8ε(α − ε) −1 exp (2δ) and observe that by (39), there exists a constant L > 0 such that |δ
39) and (41) yield 
Similarly, if 1 − r = n −1 , there exists a N 5 (ε) ∈ such that
n +1 for m, n ∈ and that therefore
by (42), (43) 
Definition 1.
A schlicht function f ∈ S will be called not badly approximable if for any sequence ( f n ), f n ∈ S such that f n → f locally uniformly in and α( f n ) → α( f ) as n → ∞ and for any ε > 0 there exists a number N ∈ (dependent only on ε and the sequence ( f n )) so that
Here it is assumed that f n (z ) = 
