Acceptable programming systems have many nice properties like s-m-n-Theorem, Composition and Kleene Recursion Theorem. Those properties are sometimes called control structures, to emphasize that they yield tools to implement programs in programming systems. It has been studied, among others by Riccardi and Royer, how these control structures influence or even characterize the notion of acceptable programming system. The following is an investigation, how these control structures behave in the more general setting of complete numberings as defined by Mal'cev and Eršov.
Introduction
The notion of acceptable numbering (also called acceptable programming system) describes the usual programming languages like Pascal, C, Fortran and the like, and provides an elegant tool to prove results about this kind of languages in a universal and abstract setting.
Acceptable numberings have been characterized in various ways; see below for references. Mostly by saying that a numbering is acceptable if and only if it enumerates every partial recursive function and has an additional property, for example it satisfies the s-m-n-Theorem. The s-m-n-Theorem and other similar properties can be understood as effective means to build programs in a numbering or -equivalently -programming system. So they were termed control structures by Riccardi and Royer. Beside acceptable numberings, also numberings for subclasses of the partial recursive functions have been studied. In this paper we will investigate the notion of complete numbering as defined by Mal'cev and Eršov and the stronger notion of U -acceptable numbering. Intuitively, this kind of numberings should model programming systems that do not contain every partial recursive function, but come as close as possible to the "programming comfort" of acceptable numberings. For example, although a programming system does not contain every partial recursive function, one might want to have nice programming tools such as the s-m-n-Theorem, composition or the Kleene Recursion Theorem to ease work within the system.
The programming comfort of a programming system is usually measured by the user in terms of the control structures it provides: the more and powerful the structures, the better the system. In acceptable numberings, many control structures can be shown to be equivalent, i.e., one can be obtained from the other. Moreover, the acceptable numberings can be characterized using control structures. The following investigates how those control structures behave in the more general setting of complete and U -acceptable numberings. As it will turn out, most of the considered control structures will be independent, i.e., one can not be "simulated" by the other. This means, for programming systems not containing every partial recursive function, one has to be careful to design into the system whatever control structures are desired. Furthermore the results indicate, that it is not single control structures that characterize the notions of completeness and U -acceptability, in contrast to acceptable numberings; cf. Theorem 1. It would be interesting to know then, what properties could be employed to characterize complete and U -acceptable numberings.
Applications for numberings not containing every partial recursive functions can be found, for example, in machine learning. Learning success often depends on the choice of a suitable programming system which is then used as a hypothesis space. In many occasions those suitable hypothesis spaces, i.e., the underlying programming systems, are not acceptable programming systems; see [1, 3, 9, 10] among others. The work in [9, 10] on language learning often uses hypothesis spaces containing only total recursive predicates, which are interpreted as languages. Those results often depend on whether a hypothesis space may contain only the languages to be learned or if the space contains more languages: redundant spaces often give greater learning power. [3] also deals with language learning. The goal there was to find control structures that, if present in a numbering representing a hypothesis space, ensure learnability within this space. It contains a theorem stating that a numbering is "limiting acceptable" if and only if every languages class, that is learnable in the limit, is learnable using this numbering as (implicit) hypothesis space and if the numbering has a control structure called 'limiting projection' -we refer the interested reader to the mentioned publication for definitions and details.
Two of the purposes of the present article are, to provide tools to achieve the goals of [3] and to gain better understanding of the phenomena observed in [9, 10] .
Other results involving non-acceptable numberings are characterizations of learnable classes of total recursive functions. They usually have the form "a class of total recursive functions is learnable 'with respect to some criteria' if and only if there exists a numbering with certain properties"; cf. for example [5, 6, 8] . The techniques employed in this paper could now be used to investigate how comfortable or "user friendly" those numberings are. Or if it is possible to add additional control structures to the used numberings without the structures interfering with learnability. Since, for example, each recursively enumerable -see below for definition -class of total recursive is learnable in the limit, having "comfortable" hypothesis spaces might be valuable for potential users, in order to work with results obtained by learning algorithms within such a rather big hypothesis space.
The paper is organized in the following way. In section 2 we give definitions and a short survey over previous work by Mal'cev and Eršov. Section 3 is devoted to the proof that the notion of U -acceptable numbering is more restrictive than the notion of U -complete numbering. In section 4 we provide the independence results for control structures in complete numberings.
Definitions and previous work
The following text assumes familiarity with standard mathematical and recursion theoretic notions and notations as given for example in [15] . For A ⊆ N, let max(A) and min(A) stand for the maximum and minimum value in A. We define max(∅) = 0 and min(∅) = ∞.
·, · denotes a computable, one-to-one, and onto pairing function from pairs of natural numbers to natural numbers. By π 1 and π 2 we denote the corresponding projection functions. This pairing function can be naturally extended to encoding of triples etc. (for example, one can take x, y, z = x, y, z ).
In the following, f, g, h range over (possibly partial) functions; domain(f ) and range(f ) denote the domain and range of a function f , respectively. By f • g we denote the composition of f and g. For functions f, g, f ⊆ g means that f is a subfunction of g. We write f (x)↓ to denote that f is defined on x and f (x)↑ to denote that f is undefined on x. We often identify functions with their graphs. Thus, the everywhere undefined function may also be written ∅. F 0 , F 1 , F 2 , . . . , denotes a canonical recursive enumeration of all and only the finite functions, where one can effectively determine card(domain(F i )) and graph of F i from i; cf. [15] .
A set of functions U is said to have a least element if there exists an element ⊥ ∈ U such that for all f ∈ U , ⊥ ⊆ f . Note that if U has a least element, then this least element is unique.
For n ≥ 1, R n and P n denote the sets of all total and partial recursive functions of n arguments, respectively. We define R = R 1 and P = P 1 . Any function from P 2 is called a computable numbering (also called a programming system). Since we will only be concerned about computable numberings, in this paper we often drop "computable" from "computable numbering". From now on, ψ, η, ζ and the like range over numberings. For a numbering ψ, ψ i means λx.ψ(i, x), and i is said to be an index or program for the function ψ i . Furthermore, P ψ = {ψ i | i ∈ N} is the set of partial recursive functions enumerated by the numbering ψ. If U = P ψ , we say that ψ is a numbering for U . If P η ⊆ P ψ for numberings η and ψ, then η is called a subnumbering of ψ. U ⊆ P is called recursively enumerable, if there exists ψ such that U = P ψ . Suppose Ψ is a fixed Blum complexity measure [2] for numbering ψ. Then ψ i,s denotes the function
The index set for a function f in the numbering ψ, denoted by I ψ f , is I ψ f = {i | ψ i = f }. This notion of index sets can be extended to sets V of functions:
A numbering η is said to be reducible to a numbering ψ, abbreviated η ψ, if there is a recursive function r such that η i = ψ r(i) for all i. Note that is reflexive and transitive. If η is reducible to ψ via recursive function r, then we denote this fact by η r ψ. Two numberings ψ, η are called equivalent if ψ η and η ψ, and isomorphic if they are equivalent by a one-to-one and onto recursive function. A numbering ψ is said to be acceptable, if η ψ for all numberings η. By ϕ we denote a standard acceptable numbering. By Φ we denote a fixed Blum complexity measure for ϕ.
Intuitively, the most important numberings are the acceptable ones. One of the reasons is that most natural programming languages are in fact acceptable numberings. They have many nice properties, including
• universality, i.e., every partial recursive function appears within the numbering,
• composition, i.e., any two programs can be effectively combined into a third one,
• s-m-n-Theorem, i.e., input variables can be made constants within the program,
• recursion theorems, like the Kleene Recursion Theorem (KRT) and the Rogers Fixed Point Theorem (FPT), which make possible proofs using self-referential arguments.
The following is a more formal definition of what it means for a numbering to "have" composition or some other properties. If in the rest of the paper ψ is said "to have some property" or to "satisfy a theorem" not defined below, it should be interpreted analogously.
Definition 1 Let ψ be any numbering.
(a) ψ has composition if there exists comp ∈ R 2 such that ψ comp(i,j) (x) = ψ i (ψ j (x)) for all i, j, x.
(b) ψ satisfies (effective) s-m-n-Theorem if there exists s ∈ R 2 such that ψ s(x,y) (z) = ψ x ( y, z ) for all x, y, z. We will say that ψ satisfies non-effective s-m-n-Theorem to emphasize the fact that the function s exists, but it might not be computable. So effective s-m-n-Theorem immediately yields noneffective s-m-n-Theorem. If not otherwise stated, effective s-m-n-Theorem is assumed.
(c) ψ has infinite padding if there exists p ∈ R such that, for all i, ψ p(i) = ψ i , and p(i) > i.
(d) ψ satisfies (non-effective) KRT (Kleene Recursion Theorem) if for every i there exists an e such that ψ e (x) = ψ i ( e, x ), for all x. If nothing else is stated, non-effective KRT is assumed.
(e) ψ satisfies effective KRT if there exists r ∈ R such that ψ r(i) (x) = ψ i ( r(i), x ), for all i, x.
(f) ψ satisfies FPT (Fixed Point Theorem) if for every h ∈ R there exists n such that ψ n = ψ h(n) . If ψ h(n) = ψ n , then we call n the fixed point of ψ for h.
(g) ψ satisfies RT (Rice's Theorem) if for every U ⊆ P ψ , I ψ U is recursive if and only if U = ∅ or U = P ψ .
Acceptable numberings have been characterized in various ways, the following theorem only lists a few examples.
Theorem 1
Let ψ be any numbering. Then the following statements are equivalent.
(a) ψ is acceptable. (b) P ψ = P and ψ has composition. (c) P ψ = P and ψ satisfies s-m-n-Theorem. (d) P ψ = P and ψ satisfies Parametric Recursion Theorem (see below). (e) P ψ = P and ψ satisfies effective KRT and has infinite padding.
Proof. See [11, 15, 13] .
Properties like the ones just defined are called control structures in the work of Riccardi and Royer, cf. [13, 16] , though their representation is different. The intuition behind this denotation is, that composition and sm-n-Theorem give "programming tools" for numberings, i.e., means to build programs. For more motivation, the interested reader is referred to the above mentioned publications. Now we give the definition of U -complete numbering, as it can be found in Mal'cev's and Eršov's work. Originally, the following definition was stated in [12] and [4] for arbitrary collections of objects, rather than restricted to partial recursive functions.
Definition 2 ( [12, 4] ) Let U ⊆ P. A numbering ψ is called U -complete numbering (or complete numbering for U ) if P ψ = U and there is an element ⊥ ∈ U (called a "special element") with the following property: for every f ∈ P, there is a g ∈ R such that for all x,
The use of ⊥ for the special element suggests that ⊥ is a least element. As the following theorem shows, this is indeed the case. The theorem seems to be folklore; the following proof is due to John Case.
Theorem 2 Consider any U ⊆ P. If ψ is U -complete numbering then the special element ⊥ is the least element for U .
Proof. Suppose by way of contradiction that ψ is U -complete numbering and the special element ⊥ is not the least element of U . Then there is a ψ i ∈ U such that ⊥ ⊆ ψ i . Thus, there exist m, n such that ⊥(m)↓ = n and ψ i (m) = n. It may be the case that ψ i (m)↑. Let A be any recursively enumerable but not recursive set and, for all x, let
Clearly, f is partial recursive. Since ψ is U -complete, there exists a g ∈ R such that for all x,
That is,
Thus, for all x, x ∈ A if and only if ψ g(x) (m)↓ = n. This implies that A is recursively enumerable, a contradiction.
Mal'cev and Eršov prove the following facts about U -complete numberings.
Theorem 3 ([12, 4])
(a) (Fixed Point Theorem, FPT) If ψ is a U -complete numbering then, for every recursive function f , the equation ψ f (n) = ψ n has a solution ("fixed point") n. Moreover, there is an algorithm which given a program for f computes such a solution, i.e., there exists a recursive function g such that, for all n, if ϕ n is recursive, the following holds:
(b) Every numbering which is equivalent to a U -complete numbering is isomorphic to the latter, and hence it is also U -complete.
(c) Every U -complete numbering has infinite padding.
(d) Every U -complete numbering satisfies Rice's Theorem, i.e., the only recursive index sets are the trivial ones.
Note that (b) does not imply that, for some fixed U , all U -complete numberings are equivalent. In fact, there exists a set U of partial recursive functions that has U -complete numberings which are not all equivalent.
We now define the notion of U -acceptable numberings. As it will turn out, this notion is stronger than U -completeness. But using U -acceptability instead of U -completeness will simplify some of the proofs later on. Beside that, U -acceptable numberings have some interesting properties on their own. Definition 3 Let U ⊆ P such that U has a least element. A numbering ψ ∈ P 2 is called U -acceptable numbering (also called U -acceptable programming system, acceptable numbering for U ) if the following properties are satisfied:
Since is transitive and reflexive, all U -acceptable numberings are equivalent.
Note that the traditional notion of acceptable numbering is equivalent to P-acceptable numbering. Parts (a) and (b) in the above definition are natural counterparts of traditional definition of acceptable numberings when we restrict ourselves to U instead of P. Further note, that U -acceptable numberings are defined only for U having a least element. This is needed to get useful properties from U -acceptable numberings. A similar property was exploited by Mal'cev and Eršov in the definition of U -complete numberings; see the special element in Definition 2.
Proposition 1 If U ⊆ P is finite and has a least element, then there exists a U -acceptable numbering.
Proof. Assume U = {f 0 , f 1 , . . . , f n } and f 0 = ⊥. Let ψ be any acceptable numbering. For each i ≤ n, let ∆ i ⊆ f i be a finite function such that, for j ≤ n, ∆ i ⊆ f j , if and only if f i ⊆ f j . Note that such ∆ i can easily be constructed.
The functions η i in η are defined as follows. Let m 0 = 0. Go to stage 0.
Stage s 
It follows that η i ∈ U , and also U ⊆ P η is easy to see. Furthermore, if ψ i ∈ U then η i = ψ i . Let ζ be any subnumbering of U . Then ζ ψ, since ψ is acceptable. This, together with the previous remark yields ζ η, and hence η is U -acceptable. The proposition follows.
U -Completeness and U -Acceptability
We first show that every U -acceptable numbering is a U -complete numbering. Therefore, if we later on show the existence of a U -acceptable numbering with a certain property, we have also found a U -complete numbering with that property.
Proof. Suppose U ⊆ P and ψ is U -acceptable. Choose the least element of U to be the special element ⊥ in the definition of U -complete numbering. Let f be any partial recursive function. Define η as follows.
Note that first and second clauses of above definition are consistent, since ⊥ is the least element of P ψ . Clearly, η is a subnumbering of ψ. Let r ∈ R be such that η r ψ (such r exists since ψ is U -acceptable). Now, for all x, we have
It follows that ψ is a U -complete numbering.
The next two theorems show that U -acceptable numberings are a proper restriction of U -complete numberings.
The proof for the following theorem can be found in [4] for the general case, i.e., for enumerations of arbitrary objects. Here we give an easier version, specialized for partial recursive functions.
Theorem 5 Suppose U ⊆ P is recursively enumerable and there exists a least element ⊥ of U . Then there exists a complete numbering ψ for U .
Proof. Suppose η is a numbering of U . Define ψ as follows:
is defined as follows.
In parallel execute steps 1 and 2.
and go to next iteration of the loop. End Loop End Note that step 2.4 is essentially a simulation of ψ k . It immediately follows that
Thus for every partial recursive function ϕ i , g(x) = 2 i, x + 1, witnesses the requirement for complete numbering. Thus ψ is a U -complete numbering with ⊥ as the special element.
On the other hand there are infinite enumerable classes U with a least element that do not have U -acceptable numberings.
Theorem 6
There exists an infinite recursively enumerable class U with least element such that U has no U -acceptable numbering.
Proof. Let U = {f | f has finite domain}. Clearly U is recursively enumerable and has ∅ as the least element. Suppose by way of contradiction that some ψ is U -acceptable. Construct η as follows.
Clearly η is a numbering. Since every function in P ψ has finite domain, it follows that every η i has finite domain:
Corollary 1 There exists U ⊆ P such that U has U -complete numberings but no U -acceptable numberings.
Proof. Immediate by Theorems 5 and 6.
Results
Let us first prove some general properties for complete numberings.
Theorem 7 (Fixed Point Theorem with Parameters) Let U ⊆ P and ψ be U -complete. For all h ∈ R 2 there exists g ∈ R such that, for all y,
Proof. Define a function u by u( x, y ) = ϕ x ( x, y ). So there exists a recursive r such that
Now consider any h ∈ R 2 . Let n such that, for all x, y, ϕ n ( x, y ) = h(r( x, y ), y). Then ϕ n is clearly recursive and thus, for all y, ϕ n ( n, y )↓. Now, for all y,
Thus taking g(y) = r( n, y ) satisfies the theorem.
The next theorem shows that a stronger formulation of Fixed Point Theorem also holds.
Theorem 8 (Double FPT) Let U ⊆ P and ψ be a U -complete numbering. For all f, g ∈ R there exist a, b such that
Proof. Let h(x, y) = f ( x, y ). Then by parametric FPT (Theorem 7) there exists a recursive r such that, for all x, ψ r(x) = ψ h(r(x),x) = ψ f ( r(x),x ) . Let r (x) = g( r(x), x ). Now by FPT (Theorem 3(a)) there exists an e such that ψ e = ψ r (e) = ψ g( r(e),e ) .
Taking a = r(e) and b = e thus satisfies the theorem.
The proof of the following theorem can be found in [4] . (Actually, Eršov proves the theorem for the weaker notion of pre-complete numberings.) Theorem 9 Suppose U ⊆ P and ψ is a U -complete numbering.
(a) (Extended Rice's Theorem) Suppose V ⊆ U is such that, for some f, g ∈ U , f ⊂ g, f ∈ V , and g ∈ V . Then I ψ V is not recursively enumerable.
For universal numberings, s-m-n-Theorem and composition were necessary to obtain acceptability; cf. Theorem 1. This no longer holds for complete numberings, as the corollary to the next theorem shows; the theorem actually gives a stronger result.
Theorem 10
(a) There exists U ⊆ P such that there exist U -acceptable numberings, but no numbering of U satisfies (even non-effective) s-m-n-Theorem.
(b) There exists U ⊆ P such that there exist U -acceptable numberings, but no numbering of U has (even non-effective) composition.
Proof. (a) Choose U = {∅, id}, where id is the identity function. Clearly, U has U -acceptable numberings by Proposition 1. Let ψ be any numbering for U . Since ·, · is one-to-one and onto, there is a k satisfying k = k, k . Suppose by way of contradiction that ψ satisfies s-m-n-Theorem and let s be the s-m-n-function. (Note that we may even take s to be non-computable for the following). Let i be such that
A contradiction to the fact that ψ is a numbering for U . (b) Let f, g be defined as follows. f (x) = x + 1, and g(x) = x 2 . Let U = {∅, f, g}. Again, by Proposition 1, U has U -acceptable numberings. However, λx.f (g(x)) ∈ U , and thus no composition exists.
Corollary 2
(a) There exists U ⊆ P such that there exist U -complete numberings, but no numbering of U satisfies (even non-effective) s-m-n-Theorem.
(b) There exists U ⊆ P such that there exist U -complete numberings, but no numbering of U has (even non-effective) composition.
Proof. Immediate by Theorems 4 and 10.
On the other hand, it is easy to see that none of composition, s-m-nTheorem or KRT, nor any combination of the three, is sufficient for a numbering ψ to be complete, even if P ψ contains a least element. To see this, define ψ as follows.
Obviously, the set P ψ has a least element, ψ has composition, satisfies the s-m-n-Theorem and KRT, but is not P ψ -complete. To see this, note for example that f (x) = 0 has exactly one index in ψ and therefore Rice's Theorem can not be satisfied by ψ, in contrast to what Theorem 3(d) requires of complete numberings.
As the proofs of Theorem 10 and Corollary 2 show, the results hold for information-theoretic reasons: sometimes there is no function in U that could realize the input-output behavior required by the programs that the s-m-n-Theorem or composition would generate. However, it is possible to strengthen Corollary 2 in order to show that it holds for computational reasons as well, i.e., there are U -complete numberings that satisfy non-effective s-m-n-Theorem and have non-effective composition, but no effective counterparts.
Theorem 11
(a) There exists U ⊆ P and a U -complete numbering ψ, such that ψ satisfies non-effective s-m-n-Theorem, but no effective s-m-n-Theorem.
(b) There exists U ⊆ P and a U -complete numbering ψ, such that ψ has non-effective composition, but no effective composition.
Proof. Recall that ϕ is an acceptable numbering (for P). Without loss of generality, assume ϕ 0 = ∅ for ease of notation; so ϕ 0 cannot witness effective s-m-n-Theorem or composition. We will describe two numberings ψ below, one to prove part (a) and one to prove part (b). Let U = {ψ i | i ∈ N} in both cases. First we define ψ 0,j,x and will use this "first half" of ψ for both parts of the proof to follow. We will make sure that
Note that this will imply ψ being U -complete (since for any partial recursive function f = ϕ j , one can take g(x) = 0, j, x ). So define ψ 0,j,x as follows:
, then let j = j and x = x and go to next iteration of the loop.
End Loop End
Note that if the loop above is infinite, then ψ 0,j,x is the empty function.
Step 2.3 is essentially a simulation of ψ 0,j ,x . Thus it immediately follows that
Thus, whatever we do with ψ i,j,k , for i ≥ 1, we have already ensured that ψ is a U -complete numbering.
Also, note that for each j, k, either ψ 0,j,k is the empty set, or ψ 0,j,k = ψ i,j ,k for some i > 0 and j , k ∈ N.
(a) Let r be such that ϕ r (i)↓ if and only if ϕ i ( i, 0, 0 , 0)↓ = i, 0, 0 or ϕ i ( i, 0, 0 , 0)↓ = 0, j , k , and ψ 0,j ,k , eventually follows ψ i,0,0 in the definition of ψ 0,j ,k above. Note that there exists such a ϕ r .
We now go on to define ψ i,j,k for i ≥ 1. Here we will try to let ψ satisfy non-effective s-m-n-Theorem but not the effective s-m-n-Theorem.
Recall that F n , n ≥ 0, is a canonical enumeration of all and only the finite functions. For i > 0, and j + k > 0, let
Note that every finite function with range = {i} is represented in the construction above. We now define ψ i,0,0 for i > 0. Let
Note that for any constant c, if domain of ψ i is finite, then domain of λx.ψ i ( c, x ) is also finite. Using the above, it is easy to verify that ψ satisfies non-effective s-m-n-Theorem.
We now show that ψ does not satisfy effective s-m-n-Theorem. Suppose by way of contradiction, that ϕ i witnesses the effective s-m-n-Theorem for ψ. By assumption on ϕ we have i > 0. Now, consider the following cases: We now again define ψ i,j,k for i ≥ 1.
Let p i denote the i-th prime number. For i > 0, let
We consider two cases. It follows from the above cases that ψ does not have effective composition.
For the stronger notion of U -acceptability we get a nice contrast: for Ucomplete numberings, there is a difference between effective and non-effective s-m-n-Theorem, resp. composition. With U -acceptability, it is not possible to strengthen Theorem 10 to hold for computational reasons.
Theorem 12 Let U ⊆ P and ψ be U -acceptable. Proof. We prove part (a); the proof for (b) is similar. Assume U and ψ as in the hypotheses of the theorem. Let s be a non-effective s-m-n-function for ψ, i.e., for all x, y, z,
Note that this implies ψ s (x,y) ∈ U . Define a numbering η, for all x, y, z, as follows:
Obviously, η is a subnumbering of ψ and therefore η r ψ for some recursive r. Define a recursive function s by s(x, y) = r( x, y ) for all x, y. This yields
and thus s witnesses effective s-m-n-Theorem.
The following theorem points out that Theorem 10 illustrates a general fact. Namely that the property of satisfying the s-m-n-Theorem -or composition, respectively -does not depend on the choice of a particular Uacceptable numbering, but on the choice of U (and the choice of the used pairing function, as Theorem 15 will show).
Theorem 13 Let U ⊆ P. Proof. We only show part (a); part (b) is similar. Suppose ψ, η are Uacceptable numberings, where ψ satisfies s-m-n-Theorem. Let r and r be recursive functions such that ψ r η, and η r ψ. Such functions exist by definition of U -acceptable numbering. Let s be the s-m-n-function of ψ. Define s(x, y) = r(s (r (x), y)). Now η s(x,y) (z) = η r(s (r (x),y)) (z) = ψ s (r (x),y) (z) = ψ r (x) ( y, z ) = η x ( y, z ) and s is the desired s-m-n-function for η.
The situation is more complicated for complete numberings, as witnessed by the following theorem.
Theorem 14
There exists a U ⊆ P such that (a) there exists a U -complete numbering which satisfies effective s-m-nTheorem.
(b) there exists a U -complete numbering which does not satisfy effective s-m-n-Theorem.
Proof. For proofs of both parts let U = {f | f has finite domain}. Recall that F 0 , F 1 , . . . is a recursive enumeration of U such that for each i, one can effectively (in i) determine card(domain(F i )).
(a) We give a numbering η which is U -complete and satisfies effective s-m-n theorem.
Let η 3i = F i . η 3i+1 and η 3i+2 , for each i, will be defined below. We will make sure that (i) η 3i+1 , η 3i+2 have finite domain, (ii) η 3 i,j +1 = λx.η i ( j, x ), and (iii)
Thus, s(i, j) = 3 i, j + 1 would witness the satisfaction of effective s-mn-Theorem. Also η would be U -complete, since for any ϕ i , g(j) = 3 i, j + 2 witnesses the requirement for U -complete numbering.
We now continue with the definition of η 3i+1 and η 3i+2 , for each i.
(* We will be using numbers n i later on. Inductively, n i has been defined for 1 ≤ i ≤ *). Loop 2 If k = 1, then 2.1 let n +1 = j ; 2.2 let = + 1; 2.3 Suppose i = 3 i , j + k , for some i , j ∈ N and k ∈ {0, 1, 2}.
2.4
If k = 0, then let η 3 i,j +k (x) = η i ( n 1 , n 2 , . . . , n , x ).
2.5
Else let i = i , j = j and k = k , and go to the next iteration of the loop.
Suppose ϕ i (j ) = 3 i , j + k , for some i , j ∈ N and k ∈ {0, 1, 2}.
3.3
If k = 0 and = 0, then let η 3 i,j +k (x) = η w (x), where w = ϕ i (j ).
3.4
Else If k = 0 and > 0, then let η 3 i,j +k (x) = η w ( n 1 , n 2 , . . . , n , x ), where w = ϕ i (j ).
3.5
Else let i = i , j = j and k = k , and go to the next iteration of the loop. End Loop End Intuitively, one may consider step 2 of the loop as simulation of η i (with n , x replacing x for input) and step 3 as simulation of η ϕ i (j ) . That is,
Using above, it is easy to verify that the construction satisfies properties (ii) and (iii). Property (i) trivially follows, since η w is finite for each w divisible by 3 (see steps 2.4, 3.3 and 3.4).
(b) We give a numbering ψ which is U -complete, but does not satisfy effective s-m-n-Theorem. The idea is to use ψ 3 i,j , and ψ 3 i,j +1 to ensure that ψ is a U -complete numbering, and to use ψ 3 i,j +2 to spoil any potential candidate for effective s-m-n-Theorem. Let η 3i = F i . η 3 i,j +1 is defined using the following procedure.
1. Let i = i, j = j. Loop
Wait until ϕ i (j ) converges (if ever). 2.2
Suppose ϕ i (j ) = 3w + k, for some w ∈ N and k ∈ {0, 1, 2}.
2.3
If k = 0 or k = 2, then let η 3 i,j +1 (x) = η 3w+k (x).
2.4
Else suppose w = i , j . Go to the next iteration of the loop, with i = i and j = j . End Loop End Note that, above construction makes
Thus, assuming each ψ 3w+2 ∈ U , above construction ensures that ψ is U -complete numbering (since for any ϕ i , one could take g(j) = 3 i, j + 1, and thus satisfy the requirement for U -complete numbering).
We now give description of ψ 3w+2 , for w ∈ N. Without loss of generality assume that 0, 0 = 0 and 0, 1 ∈ {0, 1}. We will make sure that each R i is satisfied, where R i : either ϕ i ( 3i + 2, 0 )↑, or, ψ ϕ i ( 3i+2,0 ) (x) = ψ 3i+2 ( 0, x ), for some x ∈ {0, 1}.
Note that if each R i is satisfied, then we will have that ψ does not satisfy effective s-m-n-Theorem.
We define ψ 3i+2 as follows. For each i, ψ 3i+2 (0) = 0, and ψ 3i+2 (x)↑, for x ∈ {0, 0, 1 }. In particular, ψ 3i+2 (1)↑.
We define ψ 3i+2 ( 0, 1 ) as follows.
Definition of ψ 3i+2 ( 0, 1 ) for i ∈ N.
1. If ϕ i ( 3i + 2, 0 )↑, then ψ 3i+2 ( 0, 1 ) =↑. 2. Else, Suppose ϕ i ( 3i + 2, 0) = 3m + r, where r ∈ {0, 1, 2}. If r ∈ {0, 2}, then go to step 3 with w = m and k = r. Else If r = 1, and the procedure for ψ 3m+1 eventually follows some ψ 3w+k , where k ∈ {0, 2}, then go to step 3 with this w, k. Else ψ 3i+2 ( 0, 1 ) =↑. 3. If k = 0 and ψ 3w (1)↓, then let ψ 3i+2 ( 0, 1 ) = ψ 3w (1) + 1.
Else (in this case k = 2 or k = 0 and ψ 3w (1)↑), let ψ 3i+2 ( 0, 1 ) = 1. (* note that one can determine effectively whether ψ 3w (1) = F w (1)↑ *).
End
For each i, we claim that R i is satisfied. Suppose ϕ i (3i + 2, 0)↓ = 3m + r (otherwise we are done).
We consider the following cases. Case 1: r = 1 and ψ 3m+r does not eventually follow some ψ 3w+k , for k ∈ {0, 2}.
In this case ψ 3m+r = ∅. Thus, we have that ψ 3i+2 ( 0, 0 ) = 0 = ψ 3m+r (0)↑. Case 2: r ∈ {0, 2} or ψ 3m+r eventually follows some ψ 3w+k , where k ∈ {0, 2}.
In this case by step 3 of the construction, we have that ψ 3i+2 ( 0, 1 ) = ψ 3m+r (1).
From the above cases it follows that ϕ i cannot act as s-m-n function. Thus effective s-m-n-Theorem does not hold for ψ.
In Definition 1, the formulation of the s-m-n-Theorem used a pairing function ·, · . Unfortunately, the used pairing function might be the deciding factor whether U -complete numberings for a certain set U satisfy the s-m-nTheorem or not.
Theorem 15 There exists U ⊆ P and pairing functions ·, · , ·, · , such that U has U -acceptable numberings satisfying s-m-n-Theorem when ·, · is used, and U has no U -complete numberings satisfying s-m-n-Theorem when using ·, · .
Proof. Let f be such that f (x) = 0, if x is odd and f (x) = 1, if x is even. Let U = {∅, f }. Suppose ·, · has the property that x, y is odd if and only if y is odd. It is easy to define a pairing function with these constraints, just use a very simple "digit-merging" algorithm: it places the digits of the first argument on even digits in the result and the digits of the second arguments on the odd digits in the result, "sometimes" adding or removing zeros. (For example 0, 0 = 0, 0, 1 = 1, 1, 0 = 10, 400, 1 = 400001, 2, 100 = 10020 and so on.) Obviously, the algorithm has the desired properties. Then, clearly, any numbering for U satisfies s-m-n-Theorem: s(i, x) = i can be used. Suppose ·, · has the property that x, y is odd if and only if y is even. This can easily be obtained from the above pairing. Then no numbering for U satisfies s-m-n-Theorem. This is so, since λy.f ( x, y ) does not belong to U .
Thus for some U , we may have s-m-n theorem in all acceptable/complete numberings (for example for U = {∅, Zero}, where Zero is everywhere 0 function); for some U we may have s-m-n theorem in no acceptable numbering under all pairing functions (Theorem 10 (a)); and for some U we may or may not have s-m-n theorem in acceptable (complete) numberings based on the pairing function (Theorem 15).
The next result shows, that effective composition does not entail s-m-nTheorem for U -complete numberings. Since ψ is U -acceptable and clearly P η ⊆ P ψ , there is an r ∈ R such that η r ψ and therefore
So defining comp(x, y) = r( x, y ) yields effective composition. The fact, that the numbering ψ can not satisfy s-m-n-Theorem is proved in Theorem 10(a).
The proof actually shows, that every U -acceptable numbering of {∅, id} has effective composition. Note that it is not possible to drop "U -acceptable" here, since there exist numberings of {∅, id}, as can be proved using standard diagonalization techniques, that do not have effective composition.
On the other hand, s-m-n-Theorem does not imply composition in complete numberings and therefore the two concepts are independent in this context.
Theorem 17 There exists U ⊆ P such that (a) there exists a U -acceptable numbering satisfying the effective s-m-nTheorem, (b) there exists no numbering ψ, such that P ψ = U and ψ has (even noneffective) composition.
Corollary 3 There exists U ⊆ P such that U has a U -complete numbering satisfying s-m-n-Theorem but no U -complete numbering has (even noneffective) composition.
Proof. (of Theorem 17) Let f (x) = 0 if x is odd and f (x) = 1 if x is even and define a function g by g(x) = 2 if x is even and g(x) = 0 if x is odd. Let U = {∅, f, g}. Since f (g(x)) = 1 for all x, no numbering for U can have composition. Let ·, · be the pairing function defined in the proof of Theorem 15. By Proposition 1 there is a U -acceptable numbering ψ. Now it is easy to see, that taking s(x, y) = x for all x, y and using the properties of ·, · yields effective s-m-n-Theorem for ψ.
We now turn our attention to KRT. Riccardi proves in [13] that effective KRT and FPT are independent in what he calls "programmable numberings". A sequence of functions (ζ i ) i≥0 is a programmable numbering if {ζ i | i ∈ N} = P and there exists a recursive f such that ζ f (i) = ϕ i for all i. It is not required that the function λi, x.ζ i (x) is computable. Acceptable numberings of course satisfy both a KRT and a FPT. As Theorem 18 shows, this does not hold for U -acceptable numberings. Therefore, it does not hold for U -complete numberings as well.
Theorem 18 There exists U ⊆ P that has U -acceptable numberings but no numbering for U satisfies KRT.
Proof. Let U = {∅, id}. By Proposition 1, there exist U -acceptable numberings. Suppose by way of contradiction that ψ is a numbering for U which satisfies KRT. Suppose ψ i = id and, for all x, ψ e (x) = ψ i ( e, x ) = e, x . But then ψ e ∈ U .
As in Theorem 10, the argument above is information-theoretic. Although for the U exhibited in Theorem 18 no numbering satisfying KRT exists, an analogue to Theorem 13 does not hold for KRT in general in U -acceptable numberings, and therefore it also does not hold for U -complete numberings.
Theorem 19 There exists U ⊆ P, such that (a) there exists a U -acceptable numbering satisfying effective KRT.
(b) there exists a U -acceptable numbering not satisfying KRT (not even non-effective one).
Proof. We assume that pairing function is monotonically increasing in both its arguments (in particular 0, 0 = 0) and i, j > j, for i, j = 0, 0 . (This is more for ease of writing the proof, than a real necessity). Let code(x) = x. For n ≥ 2, let code(x 1 , x 2 , . . . , x n ) = x 1 , code(x 2 , x 3 , . . . , x n ) . Intuitively, code is a specific mechanism to extend the pairing function to multiple arguments. We will need the following property of code. Each z ∈ N can be uniquely expressed as z = code(e 1 , e 2 , . . . , e n , 0), where e n > 0 (here n may be 0, i.e. z = code(0)). Intuitively, if z = 0, then n = 0. If z = 0, then e 1 = π 1 (z), and e 2 , e 3 , . . ., are determined inductively from π 2 (z). Note that we have assumed that the pairing function is increasing in both its arguments. Define f (x) = x, g (e 1 ) (x) = f ( e 1 , x ) and further g (e 1 ,...,e n ,e n+1 ) (x) = g (e 1 ,...,e n ) ( e n+1 , x ).
Note that g (e 1 ,...,e n ) (x) = f (code(e 1 , . . . , e n , x)).
Define ψ as follows: Let
..,e n ) , if ϕ i (0) = code(e 1 , . . . , e n , 0) > 0, and e 1 , . . . , e n are all odd; ∅, otherwise.
, if ψ i (0) = code(0) = 0; g (e 1 ,...,e n ,2i+1) , if ψ i (0) = code(e 1 , . . . , e n , 0) > 0, and e 1 , . . . , e n are all odd; ∅, otherwise.
Clearly, ψ is U -acceptable numbering, and ψ 2i+1 (x) = ψ i ( 2i + 1, x ). Thus ψ satisfies effective KRT. Now define η as follows: η 2i = ψ i , and η 2i+1 = ∅. Clearly, η is U -acceptable too. However η does not satisfy KRT, since for odd e, η e = ∅, and for even e, λx.f ( e, x ) ∈ U .
Note that Theorem 12 does not hold if we use KRT instead of s-m-nTheorem or composition. Instead, we get an analogous result to Theorem 11 for both U -complete and U -acceptable numberings.
Theorem 20 There exists U ⊆ P and a U -acceptable numbering ψ that satisfies non-effective KRT but not effective KRT.
Proof. Let η 0 , η 1 , . . . denote a recursive enumeration of all numberings. We will describe a numbering ψ below. We will take U = {ψ i | i ∈ N} and ψ will satisfy the constraints of the theorem. The least element of U will be ∅. Note, that since ψ will be U -acceptable, there are infinitely many ψ-programs for ∅: just recall that every U -acceptable numbering is U -complete by Theorem 4 and every U -complete numbering has infinite padding by Theorem 3(c). Thus, in the proof we need not worry about (non-effective) KRT being satisfied for finite domain functions in U . To see this, consider any finite function f ∈ U . Let w be such that, for all e ≥ w, for all x, f ( e, x )↑. Let e ≥ w, be such that ψ e = ∅. Then clearly, for all x, ψ e (x) = f ( e, x ) = ↑.
U constructed will have following property: for all f, g ∈ U , f (0) = g(0) implies f = g (so in essence f (0) determines the element of U ). This will make it easy to make ψ acceptable, by defining ψ 0, i,j as follows: Wait until η i j (0)↓; then search for k, l, with k > 0 such that
It is easy to verify that, if η i is a subnumbering of ψ then h(j) = 0, i, j reduces η i to ψ. We let ψ i+1,0 (x) = i, x , for all i, x. The following construction will ensure that, for all i, for e i = ϕ i ( i + 1, 0 ), ψ e i (·) = ψ i+1,0 ( e i , · ). Thus ensuring that effective KRT for ψ is not satisfied. In addition it will allow non-effective KRT. We now go on to define ψ k,l , for k, l > 0. For the following we assume that pairing function is increasing in both the arguments (and thus also 0, 0 = 0).
Definition of ψ i+1,k for k > 0.
1. Dovetail steps 2 and 3 until wait in step 2 ends. If and when wait in step 2 ends, go to step 4. 2. Wait for ϕ i ( i + 1, 0 ) to converge (to say z), and then for ψ z (0) to converge. 3. For j, x = 0 to ∞ Let ψ i+1,j+1 (x) be same as ψ i+1,j ( i + 1, j + 1 , x ), whenever it gets defined. 4. If and when wait in step 2 ends, let w = ψ z (0). Let n be such that, n = w + j + 3, where j is the maximum j considered in the for-loop of step 3. For 0 < j < n, ψ i+1,j is no longer extended and therefore finite. For all x, let ψ i+1,n (x) = ψ i+1,0 ( i + 1, n , x ).
End definition of ψ i+1,· .
Note that for any i, ψ i+1,0 (0) is of form i, 0 and if ψ i+1,j+1 = ∅, then ψ i+1,j+1 (0) is of the form i, i + 1, 1 , i + 1, 2 , . . . , i + 1, j + 1 , 0 (in case step 2 does not succeed, or step 2 succeeds, but j + 1 < n as in step 4) or of the form i, i + 1, n , i + 1, n + 1 , . . . , i + 1, j + 1 , 0 (in case step 2 succeeds, and j + 1 ≥ n as in step 4).
If follows that, for any i, j and i , j , ψ i+1,j (0) = ψ i +1,j (0) =↑, then i = i and j = j .
We now consider two cases: Case 1:
In this case, clearly, ϕ i does not witness effectiveness of KRT. Also, i + 1, j + 1 acts as the e in ψ e (x) = ψ i+1,j ( e, x ).
Case 2: Not Case 1. In this case let n, w be as in step 4 of the above construction.
Again, as in Case 1, it is easily seen that ψ satisfies (non-effective) KRT. However, z = ϕ i ( i + 1, 0 ) does not act as e for ψ e (x) = ψ i+1,0 ( e, x ). To see this, consider the following subcases:
Case 2.1:
Case 2.2: ψ z = ψ i+1,j , for some j, 0 < j < n. In this case, ψ z is finite, and thus ψ z = λx.ψ i+1,0 ( z, x ); Case 2.3: ψ z = ψ i+1,0 . In this case clearly, ψ z = λx.ψ i+1,0 ( z, x ). On the other hand ψ z (0) = ψ i+1,j (0), for j ≥ n, since, for j ≥ n, ψ i+1,j (0) = i, i + 1, n , i + 1, n + 1 , . . . , i + 1, j , 0 ≥ n > ψ z (0). It follows from above subcases that ψ z = λx.ψ i+1,0 ( z, x ).
The set U and the pairing functions defined in the proof of Theorem 15 can be used to show the following.
Theorem 21 There exists U ⊆ P and pairing functions ·, · , ·, · , such that U has U -acceptable numberings satisfying KRT when ·, · is used, and U has no U -acceptable numberings satisfying KRT when using ·, · .
We now consider the relationship between s-m-n-Theorem and KRT in U -complete numberings. We prove part (a) of the following theorem for Uacceptable numberings to simplify the proof, but this immediately yields the result for U -complete numberings as well.
Theorem 22
(a) There exists a U , and U -acceptable numbering ψ such that ψ satisfies effective KRT, but ψ does not satisfy s-m-n-Theorem.
(b) For all U , for all U -complete numberings ψ, if ψ satisfies the s-m-nTheorem, then ψ satisfies effective KRT.
Proof. (a) We will use a similar approach as in the proof of Theorem 19.
For the readers convenience, we will restate the assumptions we made about pairing and coding. Again, we assume that pairing function is monotonically increasing in both its arguments (in particular 0, 0 = 0) and i, j > j, for i, j = 0, 0 .
Let code(x) = x. Further, for n ≥ 2, we define code(x 1 , x 2 , . . . , x n ) = x 1 , code(x 2 , x 3 , . . . , x n ) . We will need the following property of code. Each z ∈ N can be uniquely expressed as z = code(e 1 , e 2 , . . . , e n , 0), where e n > 0 (here n may be 0, i.e. z = code(0)).
Let
..,e n ) (x) = f i (code(e 1 , e 2 , . . . , e n , x)). Note that (A) g i (e 1 ) (x) = f i ( e 1 , x ), and g i (e 1 ,...,e n ,e n+1 ) (x) = g i (e 1 ,...,e n ) ( e n+1 , x ). We will be using g i (e 1 ,e 2 ,...,e n ) only for each e j being ≥ 1. We will define a computable numbering ψ below. We let U = P ψ . It will be the case that U = V , where
Note that, V above satisfies: (B) for all g, h ∈ V , g(0) = h(0) if and only if g = h. In particular, f i is the only function in V which maps 0 to i, 0 , and, for n > 0 and e 1 , e 2 , . . . , e n > 0, g i (e 1 ,e 2 ,...,e n ) is the only function in V mapping 0 to i, code(e 1 , e 2 , . . . , e n , 0) . We now define ψ. Case 3: ϕ i/2 (0)↓ = k, z , and z > 0 and z = code(e 1 , e 2 , . . . , e n , 0), where each e j > 0. In this case let ψ i,0 = g k (e 1 ,e 2 ,...,e n ) . Case 4: ϕ i/2 (0)↓ = k, z , and z > 0 and z = code(e 1 , e 2 , . . . , e n , 0), where e n > 0, and some e j = 0, j = n. In this case let ψ i,0 = ∅.
(III) For j ≥ 1, let ψ i,j be defined as follows. Case 1: ψ i,j−1 (0)↑. In this case ψ i,j is empty function. Case 2: ψ i,j−1 (0)↓ = k, z , and z = 0. In this case let ψ i,j = g k (e 1 ) , where e 1 = i, j .
Case 3: ψ i,j−1 (0)↓ = k, z , and z > 0 and z = code(e 1 , e 2 , . . . , e n , 0), where each e j > 0. In this case let ψ i,j = g k (e 1 ,e 2 ,...,e n ,e n+1 ) , where e n+1 = i, j . Note that (by induction on j) the case of ψ i,j−1 (0)↓ = k, z , and z > 0 and z = code(e 1 , e 2 , . . . , e n , 0), where e n > 0, and some e j = 0, j = n cannot happen.
It is easy to verify that P ψ ⊆ V . (II) above ensures that (using property (B) above), if ϕ i ∈ V , then ψ 2i,0 = ϕ i . (III) above ensures that effective KRT holds, since for all i, j, x, ψ i,j+1 (x) = ψ i,j ( i, j + 1 , x ) (see property (A) of g i (e 1 ,...,e n ) mentioned above). We now claim that s-m-n-Theorem does not hold for ψ. This is so, since λx.f i ( 0, x ) does not belong to V ; cf. the properties of code(·).
(b) Suppose U ⊆ P and ψ is U -complete numbering which satisfies s-mn-Theorem. Suppose s ∈ R is such that, for all i, j, x, ψ s(i,j) (x) = ψ i ( j, x ). Define a function u for all i, j as follows.
Let ⊥ be the least element of U . Since ψ is U -complete, there exists r ∈ R, such that, for all i, j,
Suppose r = ϕ j for some suitable j. Then, for all i, ϕ j ( i, j )↓. Thus, for
The next result will show that the assumption "ψ U -complete" cannot be dropped from Theorem 22(b).
Theorem 23 There exists U ⊆ P with least element and a numbering ψ for U that satisfies effective s-m-n-Theorem, but not KRT.
Proof. Let f (x) = x. Let d be a computable isomorphism from non-empty finite sequences over N to {2, 3, 4, . . .}, such that, for all e, d((e)) = e. Clearly, there exists such a mapping.
Define ψ as follows. ,e 2 ,...,e k )) (x) = f ( e 1 , e 2 , . . . , e k , x ). It is easy to verify that ψ d ((e 1 ,e 2 ,...,e k ,e k+1 )) (x) = ψ d ((e 1 ,e 2 ,...,e k )) ( e k+1 , x ) holds for k ≥ 1. Moreover, ψ d((e)) (x) = ψ 1 ( e, x ), and ψ 0 (x) = ψ 0 ( e, x ), for all e. Let
It is easy to verify that s(m, n) witnesses the s-m-n-Theorem for ψ. ψ does not satisfy KRT, since for all e, ψ e = λx.f ( e, x ) (note that d((n)) = n).
The following theorem proves that composition and KRT are independent in complete numberings.
Theorem 24 There exist U, V ⊆ P such that In [11] the following criterion for recursively enumerable index sets in acceptable numberings is proved; originally due to [14] .
Recall that F 0 , F 1 , . . . denotes the canonical indexing of finite functions. 
This nice property does not hold for U -acceptable numberings. Hence, it can not hold for complete numberings either.
Theorem 26 There exists U ⊆ P, a U -acceptable numbering ψ and a set V ⊆ U such that Proof. Let η 0 , η 1 , . . . denote an recursively enumerable sequence of all the numberings. We will define a numbering ψ below. Let U = {ψ k | k ∈ N}, and V = {ψ i+1,0 | i ∈ N}. Let,
If ϕ k (0)↑, then ψ 0,k is defined to be the empty function. In the following construction we will define, effectively in i, (I) ψ i+1,j , j ∈ N, (II) ψ 0,j , such that ϕ j (0) = i, and (III) I i . Note that the above covers the definition of all ψ k . The construction will satisfy the following properties for each i. 
Note that the above properties will prove the theorem: (B) along with the fact that, if ϕ k (0)↑ and ϕ k ∈ U , then ϕ k = ψ 0,k = ∅, shows that ψ is acceptable for U ; (A) shows that I ψ V is recursively enumerable; (C) and ( D) show that part (b) of the theorem holds. Property (D) is mainly used for ease of understanding and avoiding interference between the construction for different i.
We now proceed with the construction, for a given i, of (I) ψ i+1,j , j ∈ N, (II) ψ 0,j , such that ϕ j (0) = i, and (III) I i .
Let a Note that such a recursive sequence can easily be constructed (effectively from i). We further assume without loss of generality that a 
, and x ≤ m + r + 2, let ψ 0,j (x) = i. 3. For j, such that 0 < j ≤ r + 2, and x ≤ m, let ψ i+1,t s i +j (x) = i. For j, such that 0 < j ≤ r + 2, let ψ i+1,t s i +j (m + j) = i.
(* Note that ψ i+1,0 has all of X = {x | m < x ≤ m + r + 2} in its domain. However, for 0 < j ≤ r + 2, ψ i+1,t s i +j has m + j but not X \ {m + j} in its domain so far. *) 4. Dovetail steps 5, 6 and 7, until step 5 succeeds. If and when step 5 succeeds, go to step 8. 5. Search for s > s, such that a
(Note that ψ i+1,t s i +j is made equal to ψ i+1,0 in this case). End For (* The above step makes those ψ i+1,t s i +j to be equal to ψ i+1,0 , which seem to be equal to some ϕ k , k ∈ Q s i . This is needed to make sure that the reduction from ϕ k → ψ 0,k works. *)
then enumerate 0, k in I i , and for
then for x ≤ m + r + 2, such that ψ i+1,t s i +j (x) is defined up to now, let ψ 0,k (x) = i; additionally enumerate 0, k ∈ I i , if i + 1, t s i + j has been enumerated in I i . End For (* The above step is essentially doing the reduction ϕ k → ψ 0,k , for k such that ϕ k (0) = i, but k ∈ Q 
End Stage s
Any ψ i+1,w not defined by above procedure is empty. Note that (D) is trivially satisfied by construction. We now show that (A), (B) and (C) hold for each i. Fix an i. Let Q i = {j | ϕ j (0) = i}. Consider the following cases in the construction (for the fixed i).
Case 1: There exist infinitely many stages in the construction. In this case, for all j, ψ i+1,j is the constant i function. Also, for all j ∈ Q i , ψ 0,j is also the constant i function. Thus, (B) is satisfied. Note that I i = { 0, j | j ∈ Q i } ∪ { i + 1, j | j ∈ N} (step 8). Thus, (A) is satisfied. Also, lim s→∞ a s i diverges. Thus, for all j, either range(η , if domain(ϕ k ) ∩ {m + x | 0 < x ≤ r + 2} = {m + j}, then ψ i+1,t s i +j = ψ 0,k , moreover, ψ i+1,t s i +j is the only function (if any) in U which contains {(0, i)} and is defined on m + j but not on m + j , 0 < j ≤ r + 2, j = j;
(vii) For k ∈ Q i \ Q s i , if card(domain(ϕ k ) ∩ {m + x | 0 < x ≤ r + 2}) ≥ 2, then ψ i+1,0 = ψ 0,k , moreover, ψ i+1,0 is the only function (if any) in U which contains {(0, i)} and is defined on at least two inputs of the form, m + j , 0 < j ≤ r + 2.
From the above it immediately follows that (B) holds. (A) can also be seen to hold, since any time ψ k contains at least two of {m+j | 0 < j ≤ r+2}, in its domain, k is enumerated in I i (note that ψ i+1,0 is the only function in U which contains at least two of {m + j | 0 < j ≤ r + 2} in its domain). To see (C), first note that at least one of ψ i+1,t s i +j , 0 < j ≤ r + 2, is not equal to ψ i+1,0 (since cardinality of Q s i is r, and thus at most r of ψ i+1,t s i +j , 0 < j ≤ r + 2, can be made equal to ψ i+1,0 due to step 6). However, {(x, i) | x ≤ a s i } is contained in all ψ i+1,t s i +j , 0 < j ≤ r + 2. Thus (C) is satisfied. This proves the theorem.
The next two results could be interpreted as a warning: one has to be rather careful in carrying over properties from acceptable numberings to Ucomplete numberings.
Theorem 27
(a) For any acceptable numbering ψ and any f ∈ P, I ψ f is not recursively enumerable.
(b) There exists U ⊆ P, card(U ) > 1, such that U has a U -acceptable numbering, and there exists an f ∈ U such that, for any U -complete numbering ψ, I ψ f is recursively enumerable.
Proof. (a) See, for example, [7] . (b) Let g be the everywhere 0 function. Let U = {∅, g}. U has a Uacceptable numbering by Proposition 1. Moreover, {i | ψ i = g} is obviously recursively enumerable for every U -complete numbering ψ.
For any acceptable numbering ψ, the general halting problem -the set {(x, y) | ψ x (y)↓} -and the special halting problem -the set {x | ψ x (x)↓} -are essentially the same. This no longer holds for U -complete numberings.
Theorem 28
(a) If U ⊆ P, card(U ) > 1 and ψ is U -complete, then K ψ = {(x, y) | ψ x (y)↓} is not recursive.
(b) There exists U ⊆ P, card(U ) > 1, having a U -complete numbering ψ such that {x | ψ x (x)↓} is recursive.
Proof. (a) Choose U and ψ as in the hypotheses. Suppose by way of contradiction, that K ψ is recursive. Suppose ⊥ is the least element of U and let ψ j ∈ U be such that ⊥ = ψ j (note that card(U ) > 1). Let A be any recursively enumerable but not recursive set. For all i, define u(i) = j, if i ∈ A; ↑, otherwise.
Clearly, u is partial recursive. Since ψ is U -complete, there exists r ∈ R such that, for all i, ψ r(i) = ψ j , if i ∈ A; ⊥, otherwise.
Let n be such that ψ j (n)↓ but ⊥(n)↑ (note that there exists such an n since ⊥ ⊂ ψ j ). Now, define g(i) = 1, if ψ r(i) (n)↓; 0, otherwise.
So, g(i) = 1 if and only if ψ r(i) (n)↓ if and only if i ∈ A. Thus g is a characteristic function of A. Since K ψ is recursive by assumption, g is a recursive function. But then A is recursive, a contradiction.
(b) Let f be such that f (0) = 1, and f (x)↑ for x > 0. Let U = {∅, f }. Let η be a U -complete numbering (clearly, there exists such a U -complete numbering). Let ψ 0 = ∅, and ψ i+1 = η i . Thus, ψ is U -complete. However, for all x, ψ x (x)↑, and thus {x | ψ x (x)↓} = ∅ is recursive.
