Abstract: Optical phased array (OPA) imaging technique, which uses electro-optic modulation to achieve beam steering rather than mechanical scanning, is a raster scanning imaging method with great potential due to its noninertia and high speed. However, fabrication imperfection of an OPA causes pre-designed phase modulations not yielding desired steering angles, and a time-consuming calibration is usually required before practical use. Alternatively, it is possible to obtain images with a random phase modulation OPA. In this paper, we propose a fast calibration for the random phase modulation OPA LiDAR. Experimental results demonstrate that, to obtain images of the same quality, the proposed calibration is three times faster than the calibration used in raster scanning scheme. In the meantime, the proposed calibration simultaneously retrieves the point spread function of the imaging system during the process, which can be used to remove the image blurring caused by the sidelobes and further improve the image quality.
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Introduction
OPA is widely used in raster scanning imaging [1] , optical communication [2] and adaptive optics [3] due to its non-inertia and high speed [4] , since Meyer [5] completed the first verification of optical phased array (OPA) at 1972. OPA related researches include large-scale array [6] - [8] , high-power synthesis [9] , large steering angle [10] , sidelobes, grating lobes [11] - [12] , parameters estimation and calibration [13] - [16] . Raster scanning is one use of OPA LiDAR (Light Detection And Ranging). For raster scanning based OPA imaging scheme (RSI), the image can be reconstructed by accurate steering angle and the transmitted or reflected light intensities. An inherent problem of RSI is that the accuracy of steering angle is influenced by fabrication errors of the OPA component, such as electro-optical transmission error and interval error [15] . A time-consuming calibration is required before the OPA is put to practical use, otherwise, the quality of reconstructed image will be jeopardized. OPA parameters [13] - [14] and steering angle [15] - [16] calibration methods were proposed to obtain the accurate voltage-phase characteristic and precise relations between voltages and steering angles.
Rather than RSI, it is also possible to image a scene with random phase modulation based OPA imaging scheme (RPMI) [17] . The scheme developed from the concept of single-pixel ghost imaging [18] - [19] , which uses a series of known light distributions to illuminate a scene and reconstructs the scene by associating the transmitted or reflected total light intensities with the corresponding light distributions [20] . RPMI avoids the inherent problem of RSI because the steering angle is not required anymore.
In this work, we propose a fast OPA calibration technique for random phase modulation LiDAR. Theoretical analysis and numerical results indicate to obtain images of the same quality, the proposed calibration is much faster than the calibration used in RSI. Furthermore, by calculating the cross-correlation of the data measured, the proposed calibration is able to determine the point spread function (PSF) of the system. Consequently, the image blurring caused by the beam sidelobes can be removed by applying deconvolution algorithm with the calculated PSF. Experiments are performed using a one-dimensional (1D) 8-element OPA. Results demonstrate that, to obtain images of the same quality, the proposed calibration is 3 times faster than the calibration used in RSI, which is in coincidence with the simulation. The PSF calculated from the calibration data is used to perform the deconvolution on the experimental images, improving there SNRs and SSIMs significantly.
Theory and Model

Model of OPA
One-dimensional OPA can be analyzed using 1D grating model. As shown in Fig. 1 , by applying appropriate voltages to the electrodes of OPA, a linear phase slope can be obtained across the array, and the beam can be steered [5] . The far-field radiation of the beam can be regarded as product of diffraction factor and interference factor [11] - [12] .
For an N-element 1D OPA, the far-field radiation field E(θ, ϕ) can be described as the far field of an individual antenna S(θ), multiplied by array factor F a (θ, ϕ) [6] , [21] , refers to Eq. (1)-(3): where, θ is polar angle, ϕ i is modulation phase of channel i, d i is the center-to-center separation between the i-th pixel and the first pixel, λ is the wavelength, a is the pixel width. Therefore, the desired radiation pattern E(θ, ϕ) can be achieved by controlling the optical phase ϕ.
Image Reconstruction Principle
For RSI [22] , a scene can be reconstructed by beam steering angles and intensity signals collected from photoelectric detector directly. A RSI is shown in Fig. 2(a) . And a RPMI can be describe as Fig. 2(b) . The main differences between two schemes are phase modulation, light distribution and imaging principle. For RPMI, reconstructed image I r can be acquired using existing ghost imaging reconstruction algorithm [17] - [19] , as shown in Eq. (4):
where P i is emitted preset pattern (far-field light intensity distribution) by OPA and S i is the collected total light intensity (directly proportional to the overlap between the scene and the light distribution P i ) by using photoelectric detector, M is the total light illumination times and i refers to the i-th modulation. The pattern P i can be acquired in advance as priori information through the area array detector such as charge coupled device (CCD). Because our OPA device is 1D, the patterns can only be changed in 1D, therefore the simulations and experiments presented in this work were performed in 1D.
Calibration
Accurate steering angles of RSI require accurate phase modulations, as shown in Eq. (5). In theory, for desired steering angle θ st , the desired modulating phase of channel n is ϕ n [21] - [23] .
For ideal OPA, the corresponding modulating voltage U n of channel n is
where, U π is half-wave voltage, which is required for π phase modulation. d n is the center-to-center separation between the n-th pixel and the first pixel. λ is the wavelength. For OPA, the desired modulation phase is decided by electro-optical transmission (electric field, refractive index, the length of the lithium niobate crystal and wavelength) and structure (pixel pitch). Because of the fabrication imperfection of OPA [6] , [7] , [24] , pre-designed phase modulations will not yield desired steering angles in most cases. Therefore, scientists solve the problem by parameters calibration and steering angles calibration. However, RPMI does not require timeconsuming calibration. The only calibration is recording light distributions before imaging.
Modulation Voltage and Light Distribution:
OPA calibration scheme is shown in Fig. 3 (a), which is used for calibrating the error of far field light distributions between actuality and theoretical calculations under a series of modulation voltages.
For RSI, the purpose of calibration is to obtain the correct modulation voltages of each steering angle. Stochastic parallel gradient descent (SPGD) algorithm as an adaptive control algorithm is widely used to calibrate steering angle due to the advantage that it does not require direct knowledge of the individual phases of the array elements [3] , [25] . The only knowledge needed in SPGD is the value of light intensity, which can be acquired by a CCD. As shown in Fig. 4(a) , the optimizing modulation voltages of steering angle is θ m , where m = 1 to M. For each calibration angle θ m , the maximum iteration time is T. The modulation voltages U is the control variable and the value of corresponding pixel in CCD is used as evaluation criterion (EC) of the closed loop feedback system. For t-th iteration of angle θ m , the applied voltages are U t (U t = {u 1, u 2 . . . . . . u N }, N is the amount of OPA channel) and the corresponding evaluation criterion is E C t (E C t = CCD(θ m , U t )). In every iteration, the voltages U t = U max (m) + rand(N) are applied on OPA, where rand(N) means N channels random voltages. If the current evaluation value E C t > E C max (m), then the E C max (m) is set as E C t and the modulation voltages U max (m) is set as U t . After T times iterations, the modulation voltages of steering angle θ m is calibrated as U max (m). After all calibration, convergent beam in steering angle θ m illuminates a scene by applying the calibrated voltages U max (m) on the OPA and the intensity S m can be acquired by a detector at the same time. The reconstructed image I r can be calculated as I r (θ m ) = S m .
For RPMI, the purpose of calibration is to record the correct light distribution P t in the far field under the certain modulation voltages U t , as shown in Fig. 4(b) . The calibration process is only generating a series of modulation voltages U t and recording the corresponding light distribution P t . After calibration, a series of random light distributions P t illuminate a scene by applying the modulation voltages on the OPA one by one and the light intensity S t can be acquired by a detector. The reconstructed image I r can be calculated using Eq. (4).
After calibration, the imaging scheme can be performed. OPA imaging scheme is shown in Fig.  3(b) . In the following simulations, wavelength is 1550 nm, the number of phase shifters is 8, the pixel width is 10 μm and pixel pitch is 20 μm. A two-slits is placed behind the lens as the object to be imaged. A collecting lens is used for focusing the transmitting light onto a single pixel detector. SNR results of the reconstructed images are compared between RSI and RPMI. The SNR can be calculated using Eq. (7), where X is an L-pixels 1D scene (truth), I r is the reconstructed 1D image of the scene, i is the index of the pixel.
In simulation 1, the SNR results of constructed images are compared under different calibration iterations (one frame of CCD is one time calibration). Before calibration, all parameters of OPA are assumed to be unknown. For both imaging schemes, the SNR of reconstructed image is calculated after the OPA is calibrated in same iterations. For achieving reconstruction of 1 × 50 pixels images, the average SNR results of 1000 times simulations indicate that RPMI requires less calibration iterations than RSI using 1 × N OPA (N = 8 and 32), as shown in Fig. 5 . For achieving 6 dB SNR imaging using 1 × 8 OPA, RPMI requires 300 calibration iterations, however RSI requires 4000 calibration iterations. It is because that, for calibration of RSI, 50 positions are needed to be calibrated and each scanning position needs to be iteratively calibrated individually (about 80 times calibration are needed for one position calibration, about 4000 shots for all 50 positions). Only a small number of CCD pixels are used during the calibration. For RPMI, one random intensity distribution can be recorded by the CCD with one shot and all recorded pixels contribute to the calibration of all 50 positions. The simulation results demonstrate that to obtain images of this same quality, the proposed RPMI calibration is 13 times (4000/300) faster than the calibration of RSI using a 1 × 8 OPA.
Image Blur and PSF:
Theoretically, an image is the convolution between the object and the PSF of the imaging system, which leads to image blurring in most cases. However, if the exact form of the PSF could be obtained, the image can be mathematically deblurred by performing a deconvolution process. Usually the PSF can be obtained by averaging over the rows of the image of a steered slit experimentally [26] .
For RSI, intensity obeys square of sine cardinal function (sinc 2 ). The reconstructed images can be regarded as the convolution of the scene and stable sinc 2 function. In theory, the PSF is the distribution of the beam's main lobe. But considering other facts of imaging system the PSF usually is obtained by experiment.
For RPMI, intensity of light distributions are random. Although the image blur caused by sidelobes and other facts of imaging system is definitely subsistent, the proposed calibration is able to determine the PSF of the imaging system by calculating the cross-correlation of the light distributions P i , which are recorded by the CCD. According to the definition of PSF, the reconstructed image of a single point scene is the PSF of the imaging system. For M times recorded L-pixels light distributions P i , the PSF of a RPMI can be calculated using Eq. (8):
where k is the index pixel of PSF. P i (j) is the j index pixel of light distribution P i . In simulation 2, the reconstructed images of both imaging schemes are compared with a double slits scene. In this simulation, all parameters of OPA are assumed to be calibrated, both schemes have 500 times imaging sampling. As shown in Fig. 6(a) , simulation results indicate that both reconstructed images exist obvious blurring.
As shown in Fig. 6(b) , the PFS of the RSI (in blue line) is obtained by calculating the distribution of beam's main lobe. And the PFS of RPMI (in red line) is calculated using Eq. (8) . In this work, deconvolution algorithm is Richardson-Lucy algorithm ('deconvlucy' function in MATLAB) [27] - [29] , which is an iterative procedure for recovering an underlying image that has been blurred by a known PSF. Deconvoluted images are shown in the Fig. 6(c) . For both imaging schemes, qualities of reconstructed images are improved after deconvolution. The results will be evaluated using SNR and structural similarity (SSIM) index [30] , where SSIM can be calculated as Eq. (9),
where, μ x and μ y are the average of signal x and y, c 1 and c 2 are constants, δ x and δ y are the standard deviations. δ xy is covariance of signal x and y. The detail SNRs and SSIMs of the imaging are shown in Table 1 . For both imaging schemes, deconvolution using the PSF can improve the imaging quality observably by comparing SNRs and SSIMs. Figure 7 illustrates our OPA based 1D imaging experiment system set-up. In this experimental system, a 100 mw continuous wave fiber laser source is used, the light wavelength is 1550 nm. A 1 × 8 OPA (integrated LiNOb3 waveguide, 10 μm pixel width, 20 μm pixel pitch) transmit modulated beam using a customized 8-channel D/A, which is used to generate a series of voltages and apply on the electrodes of OPA to produce modulation phase and modulate the 1D light intensity on the scene. With a camera lens (Nikon AF-S Nikkor, f = 50 mm, F/1.4G), the light illuminates the scene, which is a 5 mm × 5 mm scene (a transparent double slits in a black background). Between the camera lens and the scene, a line aperture (0.2 mm × 5 mm) is used to select light field angle. In our experiment, the scene is abutted to the line aperture for ensuring the light illuminating angle (3.88°). A collecting lens is used to collect the transmitting light into a single-pixel detector (Thorlabs PDA20CS-EC, detection wavelength of 800 ∼ 1700 nm, bandwidth of 10MHz). A high-speed A/D (PicoScope 6404D, operating at 25 MS/s sampling and 500 MHz bandwidth), synchronized with the D/A signal, acquires and transfers the light intensity data to a computer for image reconstruction. Before imaging, an infrared camera (60fps, resolution 320 × 240, 30 μm pitch) is used to recorded light distributions for calibration at the 1D imaging area, which is behind the line aperture.
Results
For comparing the calibration time and imaging results of RSI and RPMI, we perform 1D imaging with a double slits using the 1 × 8 OPA in both imaging schemes. In RSI, we calibrate 34 positions individually using SPGD algorithm (according to the simulation results and experimental tests, we set iteration times T = 100 for each calibrating position) and the calibration requires 3400 shots recorded by a CCD. With the camera operating at 60 fps, the calibration of RSI takes about 57 seconds. In RPMI, 1000 groups of random voltages are generated and the corresponding 1000 random modulated light distributions are recorded by the CCD for the calibration, taking less than 17 seconds, which is 3 times shorter than that of the RSI calibration.
The experimental results yielded by RSI and RPMI are shown in Fig. 8(a) . For RSI, the SNR and the SSIM are 0.9549 dB and 0.2348, respectively. For RPMI, the SNR and the SSIM are −1.8872 dB and 0.0499, respectively. Furthermore, the image yielded by RPMI has an extra peak, which is a false signal caused by the convolution between the object and the grating lobe of first order diffraction.
In the meantime, the PSFs of both imaging schemes are obtained, as shown in Fig. 8(b) , using the methods we described above. By performing Richardson-Lucy deconvolution on the experimental results, image qualities are improved significantly as shown in Fig. 8(c) . Specifically, for RSI, the SNR and the SSIM increase to 4.5143 dB and 0.7261, respectively. For RPMI, the SNR and the SSIM increase to 5.0648 dB and 0.5637, respectively. The extra peak in RPMI result is also eliminated by the deconvolution, verifying the convolution process as its source.
It is worth mentioning that the SNR of RPMI obtained image is smaller than that of RSI obtained image because the PSF of RPMI is both wider and lower than that of RSI. The fact that the SNRs of RSI and RPMI obtained images are similar after the deconvolution demonstrates that the two schemes yields images with similar qualities in the experiment. Therefore, in order to obtain images with similar qualities, the calibration of RPMI is 3 times faster than that of RSI.
For verifying the performance of dynamic 1D imaging in RPMI using above experiment setup, we put the scene on a linear translation stage, which moves along y direction with a speed of 125 mm/s. Because the scene is of 5 mm × 5 mm, the time to scan it is 40 ms. During the scanning, OPA illuminates the scene continuously through the light aperture with 2 KHz imaging rate at 2 MHz modulation rate, therefore different parts of the scene are imaged at different times of the scanning as shown in Fig. 9(a) . And 1D imaging results of three typical positions are selected to show in Fig.  9(b)-(d) . For this fast moving scene, this OPA based 1D imaging scheme have the ability to achieve dynamic imaging and deconvolution algorithm is effective to improve the imaging quality.
Using dynamic 1D imaging results of RPMI and motion information, the 2D image can be reconstructed line by line. In our experiments, because the modulation rate is 2 MHz and every 1D imaging needs 1000 times modulation, the exposure time of 1D imaging is 0.5ms. The corresponding displacement is 0.0625 mm in the speed of 125 mm/s. Because of the width of line aperture is 0.2 mm, which is larger than the displacement of 0.0625 mm, it will lead to smoothing imaging in y direction. Fig. 10(a)-(c) show a part of experiment results of 2D reconstruction images and Fig. 10(d) shows SNR and SSIM results of all 12 scenes reconstructed images. The average SNR improved 96% (from 1.65 dB to 4.58 dB), the average SSIM improved 106% (from 0.33 to 0.68). Both SNR and SSIM results indicate that RPMI can achieve dynamic image reconstruction and deconvolution algorithm using the calculated PSF can significantly improve the imaging quality. imaging results at different positions. The OPA based 1D imaging scheme has the ability to achieve dynamic 1D imaging. And deconvolution algorithm is effective to improve the imaging quality. 
Conclusion and Discussion
In this work, a fast calibration for RPMI is proposed. Experimentally, the proposed calibration is 3 times faster than the calibration used in RSI, and in the meantime retrieves the PSF of the imaging system, which is used to remove the image blurring caused by the sidelobes. The average SNR and SSIM of the obtained images are improved by 96% and 106% respectively. However, compared to RSI, the RPMI requires more sampling patterns because these patterns are partially correlated and cannot form orthogonal basis, which are the optimal choice for ghost imaging technique [31] - [33] .
Due to the OPA we have is 1 × 8, we cannot perform imaging experiments with a higher resolution. However, the proposed calibration for RPMI is also effective in 2D imaging using a 2D OPA proposed in [6] . An easily calibrated, fast modulating OPA imaging system has the potential to bring tremendous progress to other research field. For example, the frame rate of computational ghost imaging technique is limited due to the fact of 22 kHz modulation rate of digital-micromirrordevice, a recent work of 1 MHz modulation LED-based array has successfully improved the frame rate by a factor of 50 [34] , and with the potentially GHz modulation of OPA, the frame rate of computational ghost imaging could be dramatically increased.
