In this paper we present a fully automatic hp adaptive finite element method code for nonstationary two dimensional problems. The code utilizes the α-scheme for time discretization and fully automatic hp adaptive finite element method discretization for numerical solution of each time step. The code is verified on the examplary non-stationary problem of heat transfer over the L-shape domain.
Motivation
The the self-adaptive hp finite element method code (hp-FEM) has been developed by the group of prof. Demkowicz for stationary elliptic and Maxwell problems in two and three dimensions [6, 7] . The code generates a sequence of computational grids delivering exponential convergence of the numerical error with respect to the mesh size, as predicted by theory [4, 5] . In this paper we present an extension of the code for parabolic problems. We test our code on the exemplary non-stationary heat transfer problem over the L-shape domain. This code is a prototype for transient problems.
Modelling a non-stationary parabolic problem
In this section we present a model parabolic problem solved by our non-stationary adaptive hp-FEM.
Strong form of the parabolic problem
The strong form of our model parabolic problem is given by
where u is the unknown scalar field,u = ∂u/∂t, Ω ∈ R 2 is an open, bounded domain with a Lipschitz continuous boundary Γ = ∂Ω = Γ D ∪ Γ N , I is a time domain, and ρ, c p , k, β, f , u D , u N , and u 0 are suitable problem data defined on space-time domain and H 1 is a standard Sobolev space.
Discretization in time and space
FE-discretization in space gives the following matrix system: Mu + Ku = f where M is the mass matrix, K is the stiffness matrix, and f is a load vector. Applying the trapezoidal rule for the time discretization we obtain the following algebraic problem (M + α δK)
where u k is a known solution from the previous time step (and u 0 is given), u k+1 is an unknown solution from the current time step, δ is a time step, and parameter α ∈ [0, 1] that gives different time integration schemes, e.g., for α = 0 we obtain explicit Euler scheme, and for α = 0.5 -Crank-Nicolson scheme, which we use hereafter.
Automatic hp-adaptive 2D code for parabolic problems
The non-stationary self-adaptive hp-FEM code presented utilizes identical automatic hp adaptive algorithm for every time step, like the stationary code presented in [6] . In particular, the code utilizes quadrilateral finite elements with hierarchic shape functions (integrated Legendre polynomials). It allows for variable order of interpolation over finite elements, preserving C 0 inter-element continuity. The hp-FEM code supports 1-irregularity rule with hanging nodes. In other words, an edge can be broken only once without breaking adjacent large elements.
Strategy for dealing with incompatible grids
The finite elements are stored in a tree-like structure, in order to allow for convenient mesh refinements. The following rules apply: (1) Actual mesh is represented as leaves of the refinement tree. (2) The tree describes unambiguously a sequence of refinements. '&%$ !"# 1
a a a a a (a) mesh + refinement tree, level X In the non-stationary version of self-adaptive hp-FEM, there is a need for storing the old solution u k , generation of the new mesh, and transferring the old solution onto a new mesh. This is not an easy task, since u k must be expressed in terms of degrees-of-freedom of a FE on the new mesh. In general case, the old and the new mesh may be incompatible (in a sense of refinement tree) due to the evolution of solution u in the time; compare two grids and the corresponding refinement trees in Figure 2 . There are two possible strategies for dealing with refinements in the consecutive time steps. The first strategy assumes that the new solution is obtained by the execution of the hprefinement strategy starting from the very coarse mesh, at every time step. The advantage of this approach is that the refinement tree can freely adapt to the new solution. On the other hand, full process of the hp-adaptation is needed for one time step, and the solution from the previous time step must be projected onto the new mesh in every iteration of the self-adaptive hp-FEM for a new time step. The second strategy assumes that the new solution is obtained by execution of the hp-refinement strategy starting from the previous time step mesh, unrefined in some way. In this case, only last few steps of the the hp-adaptation procedure are needed for one time step. On the other hand, a special strategy of mesh unrefinement is needed, which can also result in possible lost of accuracy of the old solution.
In this paper we select the first strategy, since it is easier to implement. The resulting self-adaptive hp-FEM algorithm for non-stationary problems is presented in Figure 3a In this simulation we select the initial temperature distribution u 0 at t = 0. The convective heating and cooling starts at t = 0 with k = 1, ρ = 1, c p = 1, β = 1, u N = 1 (top left edge), and u N = −1 (bottom edge). There are no internal heat sources f = 0 and flux through the boundary q = 0. The self-adaptive hp-FEM algorithm executed at every time step performs hp adaptations until the relative error is less than 5%. The temperature distributions are presented in Figure 4 . For the numerical solution of the computational problems over hprefined grids in particular time steps we utilize the multi-frontal direct solver [8, 9] with MUMPS package [1, 2, 3] . The self-adaptive hp-FEM delivers an exponential computational cost at every time step of the non-stationary problem, as presented in Figure 3b . The hp-FEM strategy is compared against the uniform h adaptation with uniform polynomial order of approximation p = 1 (•), p = 2 ( * ), and p = 3 ( ) in Figure 3b . 
Conclusion
The automatic hp-adaptive FEM code was extended to solve the non-stationary heat transfer problem.
The hp-refinement iterations were started from the initial coarse mesh for every new time step. For each new time step, the previous time step solution with its optimal mesh was stored. The previous step solution was projected into a sequence of meshes generated in current iteration and utilized to compute the next time step. In our simulation we have not encountered a deadlock problem as reported in [20] .
