Given a compact of R n , there is always a doubling measure having it as its support. We use this fact to construct an integral operator that extends differentiable functions defined on any compact of R n to the whole of R n . This allows us both to give a new proof of Whitney's extension theorem and to extend it to Besov spaces defined on arbritrary compact sets of R n . We also modify this operator to obtain, in certain cases, holomorphic extensions.
Introduction
Whitney's extension theorem has become a classical tool of analysis, and Whitney's proof of it has been widely reused. Our purpose here is to give a new proof of it, and a proof which we feel can be more easily adapted to other contexts.
Let us recall Whitney's theorem in its simplest form. Let E ⊂ R n be a compact set. Let α > 0, and {f j , j ∈ N n , |j| ≤ α} be a collection of continuous functions defined on E. For x ∈ E and y ∈ R n , define:
That is, T x f (y) is the Taylor polinomial of the jet {f j , |j| ≤ α} at the point x and evaluated at y. Assume that (T α x f )(y) approximates the jet {f j } |j|≤α in the same way in which the Taylor polynomial of a function approximates the function. What Whitney's extension theorem says is that, under this hypothesis, there is always a fuction F (f ), of class C α in the whole of R n , and of class C ∞ in R n \ E, such that, in a natural sense, the jet {f j } |j|≤α is the restriction to E of F (f ) and its derivatives.
Let us sketch Whitney's proof of this theorem. He begins by covering R n \ E by a collection of balls {B(y i , r i ), i ∈ N} having suitable properties (this part is what is known as Whitney's covering lemma). To each of these balls he associates a point x i ∈ E. Then if {ϕ i } i∈N is a C ∞ partition of unity associated to the covering, Whitney's extension operator is written as:
where y ∈ R n \ E. Many applications have been found to Whitney's extension operator. We will explain only two of them. The first one uses it in its original form, while the second one needs a slight modification of the operator.
Let B = {z ∈ C n , |z| < 1} be the unit ball of C n , and let S = ∂B be its boundary. Let E ⊂ S be a closed set. Let {f j } ω(j)≤α be a jet defined on E (we will not be precise about what it means, see [B-O,86] for the details). Let F (f ) be the extension to the whole of B n of {f j } ω(j)≤α defined by 1. Then if we can solve certain ∂ equation related to F (f ) we obtain a holomorphic function having a prescrived behaviour on E.
Now let E ⊂ R n be a compact set. Then, as seen by Volberg and Konyagin in [V-K,88] , there is always a doubling measure µ having E as its support. With this measure, we can define a Besov space B p α (µ) on E. In many cases (see [J-W,84] or [Jon, 94] for details) one can see that, with some loss of regularity, the restriction from the spaces B p β (R n ) to these spaces is well defined. Thus it is natural to ask for an extension operator from these spaces B that is, they subsituted the value at a point (which is not well defined) by a a mean of the values in a ball. In both of the previous examples, one can clearly see that it would be more desirable to have an extension operator of the form:
with some suitable kernel and measure. Having it would allow us to restrict our attention to the existence of a holomorphic kernel, thus avoiding the ∂ step, in the former case. In the latter, it seems even more natural to consider extension operators defined by integrals, as we are dealing with integrable, rather than continuous, functions.
As a matter of fact, such an operator had already been considered in some particular cases, specially for dealing with analytic functions (see [Nag, 76] , [Cas, 90] , and [B-O,91] ). But in all the previous works there where two important restrictions: the set E was always a variety, and they extended the function, but not (or with serious restrictions) the derivatives of it. We present here such an operator. For x, y ∈ R, let τ I (x, y) = |x − y|, and for z, w ∈ C, let τ N I (z, w) = (1 − zw). Let h I q and h N I q be given by:
for some doubling measure µ. Then the operator has the form:
where T α y is some Taylor polynomial. We use this operator to give a new proof of Whitney's extension theorem. We also use it to prove an extension theorem for Besov spaces defined on general compact sets of R n . We also show that, for subsets E of the unit sphere, in some cases it gives analytic extensions for Lipschitz and Besov spaces.
Definitions and statement of results
The upper dimension of a set Let (X, d) be a compact metric space, with diam(X) < +∞. For x ∈ X, R > 0 and k ≥ 1, let N (x, R, k) be the maximum number of points lying in B(x, kR) separated by a distance greater or equal than R. As in [V-K,88], we will say that (X, d) ∈ Υ γ if there exists C(γ) = C(X, d, γ) so that, for any x ∈ X and any 0 < R < kR ≤ 1,
Definition 1 Let the upper dimension Υ(X) be:
This dimension was first introduced by Larman, in [Lar, 67] , under the name of uniform metric dimension. We will say that a probability measure µ lies in U γ = U γ (X, d) if there exists C(γ) so that for any x ∈ X and any 0 < R < kR ≤ 1,
Note that, by taking k = 1/R, (U γ ) implies the weaker condition:
Notice that if for some γ, µ ∈ U γ , then suppµ = X. Moreover, in this case µ is a doubling measure, that is, there exists C > 0 for which:
It is easily seen (see [V-K,88] ) that U is precisely the set of all doubling measures with support on X.
The lower dimension of a set
Again as in [Lar, 67] , we will say that (X, d) ∈ Λ γ if there exists C(γ) = C(X, d, γ) so that, for any x ∈ X and any 0 < R < kR ≤ 1,
Notice that we always have (X, d) ∈ Λ 0 .
Definition 2 We define the lower dimension Λ(X) as:
This dimension was first defined by Larman ( [Lar, 67] ) under the name of minimal dimension.
We will say that a doubling measure µ belongs to L γ = L γ (X, d) if there exists C(γ) so that, for any x ∈ X and any 0 < R < kR ≤ 1,
As before, by taking k = 1/R, condition (Λ γ ) implies
Note that L 0 poses no restriction on µ ∈ U.
The following improvement of Volberg and Konyagin's theorem 1 in [V-K,88] can be found in [B-G,98] :
The extension operator for the spaces Lip α (E)
Let E ⊂ R n be a compact set. In R n we consider the metric given by d(x, y) = |x − y|. For a j ∈ N n , let ω(j) = |j| be its lenght. We can define on E the jets f = {f j } ω(j)≤α to be collections of continuous functions on E, and the Taylor polynomial of order α of a jet f = {f j } ω(j)≤α as
where w(x, y) = (x − y). Let ∆ j (y, x) be given by
We can define then the spaces Lip α (E) as the sets of jets for which the norm
is finite. Between some of this spaces there is a clearly defined derivation operator. For each multiindex j we can define:
hence it is natural to defineD j f = 0 if |j| > α. With these definitions, we clearly have that (Lip α (R n )) |E ⊂ Lip α (E), provided that the restriction is understood as the induced jet
Let E ⊂ R n be a compact set, and let υ ≥ U (E). Let µ ∈ U υ (E). For such a µ, q > υ, and τ (x, y) = |x − y|, we define h q (x) as in 2, and then E(f ) = E q,α (f ) as in 3.
Trivially
is not necessarily bounded, but this can be easily obtained by multiplying E(f ) by a suitable support function. Namely we will prove the following:
Theorem 4 Let f ∈ Lip α (E), and q > υ + α. Then for any R > 0 the function g defined by
Let E be any compact subset of R n . Some simple considerations that can be found in [Gud, 97] show that, for q > υ > n, a constant can be found depending only on R.
The extension operator for Besov spaces in R n Let E ⊂ R n be a compact set and let µ ∈ U υ (E) ∩ L λ (E) be a measure on E. A jet f = {f j } ω(j)≤α will be a collection of functions f j ∈ L p (dµ). For such a jet, and x ∈ R n , we can define µ-a.e. the Taylor polynomial as in 4, and with it we can define the norm
where µ[x, y] = µ(B(x, d(x, y))). Then the Besov space B p α (µ) will be the set of jets for which this norm is finite.
If E = R n , and m is the Lebesgue measure on R n , then m(B(t, |t − s|)) ≈ |t − s| n , so that in this case the norm is the usual for a Besov space, that is 
for |a| < α, and for µ almost every ξ ∈ E.
In [J-W,84] there are a restriction and an extension theorem for these spaces when there is an υ for which U υ ∩ L υ = ∅, though the restriction theorem works, in a certain sense, for any doubling measure. In [Jon, 94] there are also restriction and extension theorems, both valid when α < 1 (that is, not involving derivatives).
We are going to prove the following:
n be a compact set, with Υ(E) < n, and R so that
, with υ < n, and let E(f ) be defined by 3, for any q large enough. Assume that α / ∈ N, and let
, and for |a| < α, we have that, in the sense given by 8,
Remark: The Besov spaces we have just defined are not the standard if β ∈ N, in the sense that they are always defined by means of first differences, while in general these spaces are, for some values of the parameters, defined by means of second differences. Had we used the more usual definition, we would have found some restrictions in the indices, analogous to those one can find in extensions from Besov spaces defined on R n to Besov spaces defined on R n+k . See theorem 8 to see how these restrictions would look like.
Holomorphic Lipschitz spaces
Let B n be the unit ball in C n , and let S be the unit sphere. On S we consider the pseudo-metric d(z, w) = |1 − zw|. As d 1 2 is a metric, all the previous results concerning the dimensions apply to it also. In fact, we will consider d for z, w ∈ B n , where, even though it is not a metric, it satisfies the triangle inequality with a constant. We define the holomorphic Lipschitz spaces
It is a well known fact that these spaces are the same as those obtained considering, on B n , the metric d(x, y) = |x − y|.
, where a j ∈ C ∞ (B n ), be a vector field. We define its weight ω(X) as 1/2 if X is complex-tangential, i. e. a j z j = 0, and
Let ζ ∈ S be fixed. Let w n (z, ζ) be the normal coordinate, and let T C ζ (S) be coordinated by w 1 (z, ζ), . . . , w n−1 (z, ζ). For j ∈ N n , its weight will be ω(j) = j n + 1 2 (j 1 + . . . + j n−1 ). With this weight, and using the coordinates w, we can define the Taylor polinomial of a jet {f j } ω(j)≤α as in 4. Notice that this polynomial is twice as long in the complex-tangential directions (such non isotropic polynomials were first defined in [F-S,82] ). With this polynomial, and if D j denotes the jth derivative with respect to the local coordinates w 1 , . . . , w n , we can define the non-isotropic Lipschitz spaces on a closed set E ⊂ S as the sets of continuous jets {f j } ω(j)≤α for which the norm given by 5 is finite.
Let E be a closed subset of S, υ ≥ Υ(E), λ ≤ Λ(E) and µ ∈ U υ (E) ∩ L λ (E). Let h q (z) be defined by 2, where τ (z, w) = (1 − zw). For a non-isotropic jet f = {f j } ω(j)≤α whose components are integrable with respect to µ, let E(f ) = E q,α (f ) be defined by 3. This extension is well defined and holomorphic wherever h q (z) = 0. We will assume the following:
Assumption 6 Hereinafter we will assume that h q (z) also satisfies the bound:
Remarks: It can be checked easily that this is true if υ < q < 1. If E is a subset of a complex-tangential variety, then this is true at least for q < n + 1 4 . This is so because Nagel, in [Nag, 76] , gives the necessary lower bounds for the kernel against which we are integrating. If E is a complex tangential curve, this is true for all q, as can be deduced from the results in [Cas, 90] .
Under this assumption, we can prove the following:
, with 2α / ∈ N, and let X be a differential operator with weight ω(X) < α. Then, for q > α + υ, and whenever assumption 6 holds, for z ∈ B n \ E,
Furthermore, if ω(X) > α we have
and in particular E(f ) ∈ A α (B).
Non isotropic Besov spaces
For E and µ as in the previous subsection, we can define non isotropic Besov spaces B p α (µ) with respect to µ as the sets of non isotropic jets {f j } ω(j)≤α in L p (dµ) for which the norm defined by 7 is finite.
, and also the derivative R 1 = I + N . Let 0 < p < +∞, 0 < q < +∞, and β ≥ 0. Then the Triebel-Lizorkin space HF
For these spaces we prove the following:
Theorem 8 Let E ⊂ S be a closed set, with Υ(E) < n. Assume that between α and α+(Υ(E)−Λ(E))/p lies no integer multiple of 1 2 . Let υ, with Υ(E) ≤ υ < n, and λ ≤ Λ(E) be close enough so that between α and α + υ−λ p lies no integer multiple of
β , whenever h q satisfies assumption 6. Also, for ω(γ) < α, we have that, in the sense given by 8,
Technical lemmas
We begin by seeing that h q behaves in a somewhat nice way. Namely, it satisfies the following:
Proposition 9 Let x / ∈ E, and let
(c) Under assumption 6 for h N I q , for any R > 0 and any differential operator
Proof: We will only prove the bounds for h I q , as the bounds for h N I q are done in exactly the same way, using assumption 6 when necessary.
For the inequality in (a), the case a > 0 can be reduced to the case a = 0 applying the triangle inequality to d(y, t). In this case, we split h q (x) into the integrals
Then the first integral trivially satisfies the upper bound. As for the second integral, we decompose it into a sum of integrals over the sets
On each of these sets, we have that |y − x| ≥ C3 j d(x, E). using it, and bounding the measure of the set by means of U s , we obtain:
and, as q > υ, this last sum is convergent. To prove (b), we use that if y lies in a compact set E and x ∈ B(0, R) \ E, then for any a ∈ R,
so that, using (a) we get
To prove (c), we consider first the case ω(X) = 0. Then it is enough to restrict the integral to B x , and then use that in this case |x − y| ≤ 4|x − x 0 | = 4d(x, E). Assume now that (c) is true whenever ω(X) < k. Then the use of these bounds in the formula
gives us directly the bound for ω(j) = k.
Proposition 10 Let x, y ∈ R n , and t ∈ E. Then
Proof: We decompose (x − t) as (x − y) + (y − t). Thus, if we expand (x − t) j , we see that:
By rearranging the indices, we get that |ℓ| ≤ α, and by writing m = j − ℓ, we have that m ≥ 0 and |m| ≤ α − |ℓ|, so
and the inner sum is precisely T
Proposition 11 Let t, s ∈ E, and a, b, c > 0. Let (1 − t)
and if b > a the integral is bounded by a constant depending only on a and b.
Proof: The last statement is trivial, we will only prove the first one. Observe that the integral is always finite between 0 and 1/2. Thus it is enough to bound the integral between 1/2 and 1. For this integral, we use that |1 − tz| ≈ |1 − z| + 1 − t. Then the computation of the resulting integral using the change of variables 1 − t = s|1 − z| gives us the result.
Proof of theorem 4
To prove the theorem, we have to bound |T α y g(x) − g(y)|. To do so, he have to consider four cases: x ∈ E, and y ∈ E; x / ∈ E, and y ∈ E; x ∈ E, and y / ∈ E; and x, y / ∈ E. In the first case the bound comes from the definition, whereas the other possibilities are considered in the following lemma:
Lemma 13
1. Let x ∈ B(0, R), y ∈ E, q > α + υ and |a| ≤ α. Then,
2. Let x ∈ B(0, R) \ E, y ∈ E, q > α + υ and |a| ≤ α. Then:
3. Let x, y ∈ B(0, R) \ E, q > α + υ and |a| ≤ α. Then
To prove this lemma, we need the following:
Proposition 14 Let x ∈ R n \ E, a ∈ N, and q > υ + α. then for x ∈ B(0, R),
where, if |a| > α, thenD a f = 0.
Proof: We use that
In this sum, the term corresponding to k = a is E α−|a| (D a f )(x) when |a| ≤ α, whereas if |a| > α this term does not appear. Hence to prove the lemma it is enough to bound each of the terms with k < a. We use 6 and apply to each of these terms proposition 10 at a point x 0 ∈ E, with |x − x 0 | = d(x, E), and it decomposes into sums of terms like:
with |ℓ| ≤ α − |k|. For each of these terms we are going to use that, as k < a, 0 = D a−k (E(1)). Then we can substract to it (x − x 0 ) ℓ f k+ℓ (x 0 ) times this derivative, and 11 is the same as
On the other hand, because of proposition 9 and 9, if X is any differential operator,
Putting this inside the integral in 12 (with X = D a−k , so that ω(X) = |a| − |k|), and using thatD k+ℓ f ∈ Lip α−|k|−|ℓ| (E), we get that 12 is bounded by
and again proposition 9 allows us to bound this by Cd(x, E) α−|a| f α . ♣ Proof of part 1 of lemma 13: Because of 6, and using proposition 14,
But if y ∈ E, then d(x, E) ≤ d(x, y) so we only need to bound the second term of the inequality. Thus we have to bound
Using proposition 10, and asD a+ℓ f ∈ Lip α−|a|−|ℓ| (E), we get that
If we put this inside the integral in 14, we see that 14 is, because of proposition 9, less than
as we wanted to see.
♣
Proof of part 2 of lemma 13: We use 6 again, and developing the Taylor polynomial that we obtain gives us that |D a y T α x (E(f ))(y) −D a f (y)| is bounded by:
Now proposition 14 shows that the former term is bounded by:
To bound the latter term, we expand E(D a+ℓ f )(y), enter the sum inside the integral and apply proposition 10, and thus
(16) Therefore, 15 is bounded by
Now asD a f ∈ Lip α−|a| , and because of part (a) in proposition 9, this is bounded by C f α d(x, y) α−|a| , as we wanted to see.
Proof of part 3 of lemma 13: To prove 3, we will split B(0, R) 2 into the sets
and A 2 = B(0, R) 2 \ A 1 . Then on A 1 , for all ξ = ax + (1 − a)y with 0 ≤ a ≤ 1 we have d(ξ, E) ≥ 3d(x, y). Let j be any multiindex with |j| = [α] + 1. As E(f ) is C ∞ outside E, the mean value theorem shows that
Now proposition 14, when applied to D j E(f )(ξ), allows us to bound 18 by C(R) f α d(x, y) α−|a| .
We have to bound the same difference for (x, y) ∈ A 2 . To do so, we use 6, expand T α−|a| y D a E(f ) and approximate D a+j E(f ) byD a+j f . Then the difference we have to bound can be split into tree terms, namely:
For the term 21 we use proposition 14 and bound it by:
In the same way, 19 is bounded by:
To bound 20, we use proposition 10 in the same way as in 16 and then multiply by (|x − t| q h q (x)) −1 and integrate against dµ(t). Thus we obtain:
On the other hand, and also because of proposition 10, and proceeding as before,
If we add up these two facts, we get that 20 can be bounded by:
Now asD a+ℓ f ∈ Lip α−|a|−|ℓ| (E), this can be bounded by:
If we use now that |x − s| p ≤ C p (|x − t| p + |t − s| p ), and then that |t − s| p ≤ C p (|x − t| p + |x − y| p + |y − s| p ), and apply proposition 9 to each of the integrals that result from it, we can bound each of these integrals by sums of terms of the form
where a 1 , a 2 , a 3 ≥ 0 and a 1 + a 2 + a 3 = α − |a|. But as both d(x, E) and d(y, E) are less than a constant times d(x, y), we are done. ♣
Proof of theorem 5
Lemma 15 Under the assumptions of theorem 5, if a is any multiindex,
Proof: If |a| > α, thenD a f = 0, so we only have to consider |a| ≤ α. On the other hand, entering the modulus inside the integral, we see that what we have to bound is:
If we apply Hölder's inequality and bound the integral not containing |D a+k f (t)| using proposition 9 and U ′ υ , we can estimate this last integral by
as υ < n. ♣
Lemma 16 Under the assumptions of theorem 5, if a is a multiindex with
Proof: Let s ∈ E. Proceeding for this s as we procceded with x 0 in the the proof of proposition 14 we see that it is enough to bound terms like 12. But using 13 allows us to bound 12 by
with k ≤ a and |k| + |ℓ| ≤ α. We will write m = k + ℓ. We now integrate against |x − s| −q−|ℓ| dµ(s) and divide the result by h q+|ℓ| (x). If we apply the bounds in 9 to h q+|ℓ| (x), then the previous term is bounded by
Let 0 < A, B < q be such that (q − A)p ′ > υ and (q − B)p ′ > υ (we can always choose such an A and B, for q large enough). By Hölder's inequality, and using (a) in proposition 9 in the integral not containing ∆ m (t, s), we have that
If we now use that d(x, E) is bounded above and that |a| ≤ β = α + n−λ p , and apply Fubinni's theorem, we can bound
. (24) Fix (t, s) ∈ E × E. Let us split B(0, R) into the sets
It is enough to bound the integral over B 1 , as that over B 2 is bounded similarly, changing the roles of s and t. On B 1 , |t − s| ≤ 2|x − t|, so that by U υ and L λ ,
On the other hand, B(t, |t − x|)) ⊂ B(x 0 , 3|t − x|), so that
If we add up the two facts, we get that
Hence, the part of the inner integral in 24 corresponding to B 1 is bounded by
We apply proposition 11 to this integral, something we can do if we chose A and B properly, as |m| = |k| + |ℓ| < α. Then we get that it is bounded by µ[t, s]
times |t − s| to the power −p(α − |k| − |ℓ|) + λ < 0, as we wanted to see. ♣ The following lemma insures that E(f ) interpolates f :
Lemma 17 For |j| < α, and µ-a.e. ξ ∈ E,
Proof: In the proof of the previous lemma, we saw that |D j E(f ) − E(D j f )| could be bounded by terms like 23. Now if we use that in this case we have that |a| ≤ α instead of |a| ≤ β, and proceed as there, we get that 23 can be bounded by d(x, E) n−λ p times some integrable function. Thus this tends to zero if we calculate the mean value of this on the ball B(ξ, δ) and let δ → 0. Hence, what we have to see is that
Now if we apply proposition 10 to E(D j f )(x) − f j (ξ) we see that it decomposes into:
The latter term is nothing but a sum of terms like (
, with |k| > 0. Thus this is integrable w.r.t. ξ ∈ E, thus finite a.e. Then this part is bounded by δ |k| times some integrable function, thereby tending to 0 with δ. The former term is bounded by something like 22, where ℓ = 0, and k = a = j. We raise it to the power p, apply Hölder's inequality to what we obtain, and then use part (a) of proposition 9 to bound the integral not containing
To bound this integral, we split E into the sets E 1 = {y, d(y, x) ≥ 2d(x, ξ)} and E 2 its complementary.
To bound the part of 27 corresponding to E 1 , we first use the equivalent of 26. Next we use that on E 1 we have d(x, y) −λ ≤ d(x, ξ) −λ . Hence, and as d(x, ξ) ≤ δ, this part is bounded by δ (α−|j|)p times some integrable (and thereby finite µ-a.e.) function of ξ.
To bound the part of 27 corresponding to E 2 , we use again the equivalent of 26 (which is different that for E 1 ). This time we bound d(x, ξ) by δ first, and next we integrate over B(ξ, δ) and apply Fubini's theorem. But as y ∈ E 2 , we also have y ∈ B(ζ, 3δ) and thus the inner integral can be bounded by δ n−υ . Hence we finaly obtain the same bound as before, so we are done. ♣ To prove the theorem, we will split B(0, R) 2 = A 1 ∪ A 2 as in 17. Then we have:
Lemma 18 Let a be a multiindex with |a| ≤ β. Then
Proof: In the proof of lemma 16 we have seen that the difference |D a E(f )(x) − E(D a f )(x)| p is bounded by sums of terms like I(x) p , as defined in 23. On the other hand
and these integrals have already been bounded in lemma 16. Proof of the theorem: We have to see that the integral
is bounded. The L p norms have already been bounded by the previous lemmas. As we have already said, we will split B(0, R) 2 = A 1 ∪ A 2 as in 17. We will begin by bounding the integral over A 1 . In A 1 we can apply the mean value theorem as in 18. Thus we have to bound |D a E(f )(ξ)|, with |a| = [β] + 1 and d(ξ, E) ≥ 3|x − y|, and in particular ξ / ∈ E (recall that, as Υ(E) < n, the measure of E × E is zero). On the other hand, as we have seen in the proof of lemma 16, |D a E(f )(ξ)| is bounded by sums of terms like I(ξ), and I(ξ) p is bounded in 23.
As we have seen in 26, either
Recall that |x−y| ≤ 1 4 max{d(x, E), d(y, E)}. Hence |x−t| ≈ |ξ−t| ≈ |y−t|, and the same is true for s instead of t.
Thus the integral over A 1 is bounded by
where
|x − t| Ap−υ+λ |y − s| Bp−υ+λ dm(x)dm(y). |x − y| (|a|−β)p−n dm(x)dm(y).
As |a|−β > 0, the inner integral is bounded by d(y, E) (|a|−β)p . Then if we apply proposition 11 to the integral with respect to y, we get that J(s, t) is bounded by |t − s| −p(α−|k|−|ℓ|)−λ and this, when used in 28, says that 28 is bounded by f B p α (µ) , as we wanted to see. We have to bound now the integral over A 2 . But if we approximate each of the derivatives in T β x E(f ) by E(D j f )(x), then the integral over A 2 is bounded by:
and we only have to bound the latter term, as the former is already bounded by lemma 18. Applying proposition 10 twice, the first to reagrupate terms, and the seccond with some s ∈ E, leads to:
Then, if we integrate with respect so |y − s| −q dµ(s) and divide by h q (y), we get that this sum is equal to
Therefore the difference appearing inside the integral in 29 is bounded by sums of terms of the form
For |k| ≤ α. Let k be fixed, and let 0 < a < q and 0 < b < q − |k| be some numbers to be chosen later. Because of Hölder's inequality and part (a) in proposition 9,
Thus,
To finish the proof, we only have to see that this supremum is finite. To do so, we use that, on A 2 , d(y, E) ≤ 4|x − y|, so that our integral is bounded by
and this integral is symetric with respect to swapping x for y and s for t. Let B 1,1 = B(s, 1,2 . All of them are done in more or less the same way, using 26 suitably (the fact that we have to use 26 each time in a different way is what makes necessary to consider so many cases). We will bound the integral over B 1,2 1,2 , which is perhaps the more delicate, and the others are done similarly.
for the integral over B 1,2 1,2 , we have that x ∈ B 1 and y ∈ B 1 , so that
Thus what we have to bound is
|x − y| (β−|k|)p+n |x − t| ap−υ+λ |y − s| bp dm(x)dm(y).
We will use only that |x − y| ≥ 
Proof of theorem 7
The following proposition can be found in [B-O,86] , lemma 2.1, and will be useful to us:
, with 2α / ∈ N, and let X be a differential operator of weight ω, with ω < α. Then
Proof of theorem 7: The proof of theorem 7 is much like the proof of theorem 4, and we will only sketch it. As a matter of fact, it is even simpler, as we only have to prove part 2 in lemma 13 to see that E(f ) interpolates f , and the analogous of proposition 14 to see that the function lies in A α (B). Both things can be done at the same time.
We begin by using a formula for the derivative of the product analogous to 10. Proceeding as there, we see that the terms we have to bound are of the form:
Now we use 13, and proposition 19, and from here on we can proceed as in the proof of theorem 4. ♣
Proof of theorem 8
To prove the theorem we will need the following:
Proposition 20 For ζ ∈ E, and a > 0, R > 0,
whenever Υ(E) < n and a < n − Υ(E).
Proof: Let ε > 0, and E ε = {z ∈ S, d(z, E) < ε}. Just counting the balls of radii ε contained in B(ξ, R) implies that for any n > s > Υ(E) we have
Fix ξ and R. If d(ξ, E) ≥ 2 √ 2R, then for any y ∈ B(ξ, E) we have d(y, E) ≥ R, and the bound is trivial. If d(ξ, E) ≤ 2 √ 2R, then for any y ∈ B(ξ, R) we have that d(y, E) ≤ 6R. Let
We decompose the integral over B(ξ, R) into the integrals over B j , for j ≥ 1.
In each of these integrals we use that d(x, E) ≥ 6 −j R. In this way we see that our integral is bounded by:
If we apply 32 to this last sum, and use that n − s − a > 0 to see that the sum we obtain is convergent, we are done. ♣ Proof of the theorem:
and I k,j (z) = 
The integrals corresponding to j = 0 can be bounded proceeding in the same way as we proceeded in the proof of lemma 15. Thus we will only consider the case j > 0. We will write n j (z, ζ) = N j 1 h q (z) 1 (1 − ζz) q so that 0 = E n j (z, ζ) dµ(ζ). Hence, for almost any ξ ∈ E, we have:
Then integrating both sides with respect to (1 − ξz) −q dµ(ξ) and dividing by h q (z) we get:
We will write:
Hence, and applying 13 and part (c) in proposition 9, we have that |G k,j (z)| is bounded by sums of terms like I a k,j (z). On the other hand, T α ξ F (z) is a polynomial in z of degree less than 2α, so it has a development at ζ as
with ε small enough so that A remains less than n p . We write q = A + q − A, and apply Hölder's inequality to this last integral. Of the two integrals we get, we bound the one not containing f δ using part (a) of proposition 9, something we can do if p ′ (q − A) > υ, that is, q > A + υ/p ′ . Thus we obtain multiplied by 
Assume that q > a + δ + υ/p ′ and that q > A + υ/p ′ . Then we can apply part (a) of proposition 9 with the inner integral in 34. If we use lemma 12 to the integral with respect to t we obtain, we see that 34 is bounded by d(z, E) Thus to finish the proof we only have to show that J(ξ, ζ) can be bounded by d(ζ, ξ) −(α−ω(γ))+λ µ[ξ, ζ] −2 . To bound J(ξ, ζ) we split S into the sets S 1 (ζ, ξ) = {z ∈ S, d(z, ζ) ≤ d(z, ξ)}, and S 2 = S \ S 1 . We will consider only the integral over S 1 as that over S 2 is done likewise.
Let (tz) 0 be a point in E nearest to tz. Then for x ∈ B(ξ, d(ξ, tz)), we have d(x, (tz) 0 ) ≤ 6d(ξ, tz). On S 1 we also have that d(ζ, ξ) ≤ 4d(tz, ξ). Using these facts and proceeding as for 26, we get that 
