Neurons need to alter their response to a given stimulus over time in order for the animal to modify its behavior within a changing environment. Chen et al. now demonstrate that neuronal structure and function are altered coordinately by the history of the cell's activity through an unexpected molecular pathway.
Neurons need to alter their response to a given stimulus over time in order for the animal to modify its behavior within a changing environment. Chen et al. now demonstrate that neuronal structure and function are altered coordinately by the history of the cell's activity through an unexpected molecular pathway.
Neurons adjust their output in response to alterations in synaptic drive in order to maintain their full operating range. Such ''plastic'' changes in neuronal responses involve modification in synaptic strength. Inputs that are active when the postsynaptic cell is depolarized increase in synaptic strength (potentiation), whereas inputs that are inactive at that time undergo synaptic weakening (depression). Theoretical models have long been in place to explain experimental observations indicating that the crossover point at which potentiation or depression occurs for a given set of inputs is variable (Bienenstock et al., 1982) . It is now evident from in vitro and in vivo studies that the cell's previous activity can influence where this threshold is set, a phenomenon called ''metaplasticity'' (Abraham, 2008) . Simply put, metaplasticity is the process that regulates plasticity. The cellular and molecular mechanisms underlying metaplasticity, especially in the developing brain in vivo, are not well understood. In this issue, Chen et al. (2012) define an unusual molecular pathway that links structural and functional changes underlying metaplasticity evoked by sensory experience.
Investigations focusing on metaplasticity escalated in the early 1990s, primarily after key observations in hippocampus slices showed that the prior history of the neuron's activation influenced the threshold for eliciting long-term potentiation (LTP) or long-term depression (LTD) (Huang et al., 1992) . It is now clear that metaplasticity involves synapses that are directly and indirectly driven by the training stimulus. It is well established that changes in both sets of synapses involve several types of receptors, including NMDA receptors. However, the intracellular pathways that are responsible for such homosynaptic or heterosynaptic effects are only beginning to be unveiled (Abraham, 2008) . Evidence for metaplasticity in neuronal networks in vivo has come from studies of sensory systems in which changes in neuronal responses can be readily assayed upon the manipulation of sensory input. For example, metaplastic effects occur in the developing visual cortex upon dark rearing; these effects can be reverted upon experience in a normal visual environment (Kirkwood et al., 1996) .
The visual system of Xenopus laevis tadpoles has been a key model for identifying dynamic changes in structure and function underlying circuit plasticity in the awake animal (Schwartz et al., 2009) . Taking advantage of the ability to monitor the activity and dendritic structure of tectal neurons in live tadpoles, Chen et al. correlate LTP and LTD to the gain and loss of synapses, respectively, in a circuit driven by distinct patterns of visual stimulation. Their study focuses on two outstanding questions in the field: (1) what is the relationship between structural and functional changes in neurons undergoing metaplasticity in vivo and (2) what molecular pathway drives the metaplastic changes?
In the central nervous system (CNS), gain and loss of synapses can be identified optically in live cells by visualizing the appearance and disappearance of fluorescently tagged postsynaptic proteins, such as PSD95. Dynamic exploration of the extracellular space by fine dendritic protrusions or filopodia is the initial step that immature neurons take to contact their future synaptic partners. Upon contact, PSD95 is allocated and becomes clustered at contacts that often become established synaptic sites, whereas filopodia without PSD95 clusters retract (Niell et al., 2004) . The authors focus on the number of filopodia with PSD95 and the dynamic properties of filopodia (motility and lifetime) to gauge synaptic changes in response to metaplastic stimuli. They use patterned stimuli (training stimulus) to elicit LTP and nonvariant ambient light to cause LTD. They find that LTP and LTD influence filopodial dynamics in opposite directions, as might be expected. Potentiating stimuli are associated with decreased filopodia motility, increased lifetime, and greater PSD95 puncta allocation, whereas the reverse occurs during functional depression. Delivery of a metaplastic stimulus in the form of white noise preceding the training stimulus reverses the potentiation effect. The metaplastic stimulation causes the training stimulus to evoke LTD instead of LTP and increases filopodia dynamics. These observations provide the first in vivo view of the dynamic changes that dendrites and their associated synapses undergo as a consequence of metaplastic events evoked by prior sensory experience. Additionally, their observations uncover a close relationship between changes in structure and function associated with metaplasticity.
In previous work, the Haas laboratory has demonstrated that NMDA receptors are necessary for mediating metaplastic changes in tectal neurons induced by visual stimulation, but the downstream signaling events causing such changes remained elusive (Dunfield and Haas, 2009) . Because MEF2 transcription factors are involved in activity regulation of synaptic development (Flavell et al., 2008) , they appeared to be good candidates for mediating metaplastic processes. Indeed, observations of Chen et al. now implicate MEF2s in regulating metaplastic changes in CNS circuits. First, the authors show that the metaplastic white noise stimulus rapidly reduces MEF2A/2D protein levels in the tectum, which remain low for several hours thereafter. Second, knocking down expression of MEF2 recapitulates the structural and functional effects associated with metaplasticity. Surprisingly, reduction of MEF2 expression occurs by a nonconventional pathway that involves the activation of caspases-3/7 and -9, which do not trigger apoptosis. Together with emerging evidence that caspases modify synapses in hippocampal neurons (Li and Sheng, 2012) , the current in vivo observations underscore the importance of incorporating these proteases in formulating mechanisms that underlie synaptic plasticity and metaplasticity.
The approach and observations of Chen et al. (summarized in Figure 1 ) motivate further questions about metaplasticity in the developing as well as in the adult animal. (1) What is the role of metaplasticity in shaping the neuronal network in addition to evoking changes in individual neurons? (2) Why do some neurons within a population undergo metaplasticity and others not? (3) Do neurons that are susceptible to the same metaplastic stimulus perform similar functions? (4) How do metaplastic changes in sensory neurons and their circuits lead to modifications in the animal's behavior? Answers to these questions will greatly improve our understanding of the fundamental mechanisms that enable circuits to adapt to changing sensory environments throughout life. The rapid development of new optical imaging methods is likely to facilitate attaining these answers by enabling the connectivity and function of cell populations in complex circuits to be assessed in awake behaving animals.
Figure 1. Adjusting Structure and Function According to Prior Experience
Patterned visual stimuli evoke calcium responses that are correlated with dendritic dynamics in developing Xenopus tectal neurons. A full-field training stimulus induces long-term potentiation (LTP) in the neurons. This is accompanied by the stabilization of dendritic filopodia that are generated prior to experiencing the training stimulus (pre-training). A white noise, unpatterned stimulus, presented before the same training stimulus results in depression instead of potentiation, as well as destabilization of filopodia. This metaplasticity involves activation of NMDA receptors, followed by a cascade of intracellular events leading to altered transcription of genes related to synaptic plasticity.
Myc is an enigma wrapped in a mystery. Attempts to identify Myc target genes, particularly in cancer, have been fraught with dead ends and context-specific functions. Lin et al. and Nie et al. address this conundrum by showing that Myc acts to amplify the output of existing transcriptionally active genes.
Originally discovered as a stowaway in some defective avian retroviruses that acutely elicit myelocytic leukemia, Myc rose to notoriety both as the prototypical cooperating oncogene that, together with Ras, can oncogenically transform fibroblasts in vitro and as one of the immediate early growth response genes that are rapidly induced in various cell types upon mitogenic stimulation. Myc is a member of a class of dimeric transcription factorthe basic-helix-loop-helix-leucine zipper proteins and, as a heterodimer with its partner protein Max, binds DNA, with a predilection for a palindromic E-box element CACGTG. Myc is widely, almost universally, present in proliferating normal somatic cells and expression of Myc protein and mRNA, both of which are very short-lived, are continuously dependent upon mitogenic signaling. By contrast, Myc expression in cancer cells is typically deregulated and elevated. Finally, ectopic expression of Myc is, alone, able to induce proliferation of many adult somatic cell types, whereas cells denuded of Myc, whether normal or neoplastic, replicate very slowly, if at all. Distill this heady brew together, and we are left with a transcription factor that exerts its biological activity through the modulation of target genes involved in cell replication.
Since then, however, our understanding of Myc has been painfully slow. Efforts to identify Myc target genes suggest that Myc modulates up to a third of the transcriptome. Whatever the latest trend in cancer biology-cell cycle, cell growth, apoptosis, metabolism, cancer stem cells, micro RNAs, angiogenesis, inflammation-Myc is in there regulating most of the key genes. Attempts to identify a unitary Myc signature have likewise been frustrated by the cell-type-and cell-context-dependent nature of Myc activity. Myc seems to be all things to all people. Myc is like the Cheshire cat in Alice: the longer you study its ''function,'' the more elusive it becomes and, in the end, all that is left is a derisive smile and a hint of leucine zipper.
But now, two papers published in this issue of Cell (Lin et al., 2012 and Nie et al., 2012) may offer some relief, although their conclusions may not bring comfort because they conclude that Myc does not and never will have one transcriptional signature. Rather, they suggest that the activity of Myc is completely contextual and depends upon cell type and status. Both papers address the question of what elevated levels of Myc do (that physiological levels may not). The stark conclusions from both papers, which are reached through genome-wide CHIP-Seq analysis and sophisticated data extraction, are that, rather than engaging its dedicated own transcriptional program, Myc serves to amplify the output of existing transcriptionally active genes. Put simply, Myc is a general amplifier of any given transcriptional state a cell finds itself in at the time of Myc activation (Figure 1 ). Both groups demonstrate that as Myc protein levels rise, Myc is loaded quantitatively onto active promoters (as demonstrated by co-occupancy of RNA pol II and the presence of active chromatin marks), enhancing their transcription. By contrast, Myc does not localize to the promoters of silent genes, suggesting that Myc cannot itself not instruct de novo gene activation. Hence, Myc is a contingent transcriptional amplifier. Interestingly, Myc amplification is logarithmic, disproportionally enhancing transcription of highly active genes. Of note, the loading of Myc on active genes remains dependent upon specific CACGTG E-box elements within each target gene's promoter and proximity of such E boxes to the transcriptional start
