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Abstract—We consider joint caching, routing, and channel
assignment for video delivery over coordinated small-cell cellular
systems of the future Internet. We formulate the problem of
maximizing the throughput of the system as a linear program in
which the number of variables is very large. To address channel
interference, our formulation incorporates the conflict graph
that arises when wireless links interfere with each other due
to simultaneous transmission. We utilize the column generation
method to solve the problem by breaking it into a restricted
master subproblem that involves a select subset of variables and
a collection of pricing subproblems that select the new variable to
be introduced into the restricted master problem, if that leads to
a better objective function value. To control the complexity of the
column generation optimization further, due to the exponential
number of independent sets that arise from the conflict graph, we
introduce an approximation algorithm that computes a solution
that is within ǫ to optimality, at much lower complexity. Our
framework demonstrates considerable gains in average trans-
mission rate at which the video data can be delivered to the
users, over the state-of-the-art Femtocaching system, of up to
46%. These operational gains in system performance map to
analogous gains in video application quality, thereby enhancing
the user experience considerably.
Index Terms—Collaborative small-cell cellular networks, joint
caching, routing, and channel assignment, column generation,
wireless video caching.
I. INTRODUCTION
Cellular networks are increasingly serving as our primary
Internet-access facility. Simultaneously, our unceasing appetite
for online video and the omnipresence of social networking
applications have led to video data traffic consuming the bulk
of their bandwidth [1]. Therefore, new traffic engineering
approaches are needed that will stem the online video data
deluge and enable more efficient resource utilization. Caching
or video traffic offloading in small-cell wireless systems has
emerged as one such recent approach. In particular, instead of
forwarding the user requests for video content to the macro-
cell base station, over expensive and bandwidth-limited back-
haul links, they are served locally from the small-cell base
station that maintains a cache of the most-popular video
content. The main question to be answered in this context
is how to populate the caches of every small-cell, given their
capacities and the video file popularity distribution in every
small cell, knowing that some users may be served from
multiple caches, as they move around. A typical caching
scenario of this nature is illustrated in Figure 1.
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Fig. 1: Heterogeneous network caching: A collection of small-
cells embedded into a macro-cell are served by small base-
stations with caches installed. In case of a cache miss, the
user requests are relayed to the macro-cell base station over
back-haul links that forwards them to a remote Internet server.
Studies to date have examined the above setting from differ-
ent perspectives. For example, in [2], the authors formulated an
information-theoretic objective of minimizing the delivery cost
of the requested video content in small-cell wireless networks
with caching. In [3], the authors employed the multi-armed
bandit formulation to study the statistical risk of learning the
content popularity distribution at a small-cell cache. Three
major shortcomings of the current state-of-the-art motivate
our study. First, collaboration between small-cell caches is
not considered, i.e., the typical system architecture that is
proposed is hierarchical in nature, where in the event of a
local cache miss, the user is redirected to the Internet via
expensive and bandwidth-limited back-haul links1, illustrated
in Figure 1. As shown in our recent preliminary study [4],
cooperation between different small-cell caches in serving
their respective user populations can dramatically reduce the
back-haul cost of serving the requested content from a remote
Internet server. Second, the issue of interference is typically
considered orthogonal to the caching problem under consid-
eration, i.e., it is assumed that back-haul communication and
cache-to-user communication do not interfere with other links
transmitting at the same time. Third, cache misses at different
small-cells are handled uniformly, which does not account for
the unequal impact that misses at different small-cell caches
will have on the overall performance. Consider for instance
the setup illustrated in Figure 2. A cache miss will require
1Frequently, these links are wireless in nature, and their use to relay users to
the Internet via the macro-cell base station reduces the aggregate transmission
capacity available in the cell. Thus, they should be used sparingly.
2transmission from the macro-cell base station to the requesting
user. If the user is located in a nearby small-cell, then the
communication channel over which the content is delivered
can be reused at other small-cells located further away from
the macro-cell base station. However, if the user is located in
a remote small-cell, the transmission from the macro-cell base
station will effectively block this channel from being reused
across the whole macro-cell. Thus, cache misses should be
handled differentially, depending on their location relative to
the macro-cell base station.
We address the above challenges by formulating a frame-
work for joint caching, interference management, and routing
in coordinated small-cell wireless systems. Our framework
advances the state-of-the-art considerably, by dispensing with
unrealistic system assumptions, introducing novel small-cell
collaboration concepts, and augmenting the system’s serving
capacity. As observed from our experiments, such advances
can lead to considerable gains in achieved user throughput
that in turn will map to enhanced user experience in terms of
delivered video application quality. In the remainder of this
section, we review related work in greater detail.
Caching at the cellular level has been studied extensively.
The work in [5] develops a simple cost model that cellular
network operators can use to determine the benefits of caching
at a base station. The authors in [6] study video caching in base
stations to improve the users’ quality of experience (QoE),
among other factors. The work in [4] considers collaborative
caching between base stations in different cells to minimize
the aggregate cost of file delivery. However, all these studies
only consider caching at the macro-cell level, where back-haul
links can be used to carry the inter-base-station traffic, and no
small-cells are considered. It should be emphasized that back-
haul links are expensive to install and maintain, and their use
leads to reduction in aggregate transmission capacity across
a macro-cell, if they are wireless in nature. Thus, there is a
system-efficiency cost associated with their use, as well.
The work in [3] only considers the caching assignment
problem and aims to minimize the total delay of file retrieval
by estimating the file popularity distribution at a single small-
cell base station. The authors in [7] tackle the caching as-
signment problem in small-cell base stations by characterizing
the considered performance metrics (outage probability and
average data delivery rate) using system parameters (location
of the macro base station, file popularity, etc.). The work
in [8] investigates network coding and small-cell caching for
enhanced network performance. In [9], the authors formulate
an information-theoretic objective of minimizing the delivery
cost of the requested video file in small-cell wireless networks
with caching. These studies only focus on the caching assign-
ment problem and do not consider the routing and channel
assignment problems that arise in such environments.
The most related studies to ours are [2, 10, 11]. The work in
[11] considers routing and channel assignment between nodes
in a wireless network by using conflict graphs in order to
maximize the network throughput. However, this work does
not consider caching. The work in [2] was the first to propose
caching at small-cell base stations. The authors exploit caching
at small-cell base stations and perform link scheduling in
order to maximize the number of satisfied users. However,
caching and link scheduling are considered separately. The
work in [10] also considers caching at small-cell base stations
by taking into account the transmission bandwidth assigned
to every small-cell. However, this study does not account for
the interference issues that arise when the users are served
the requested content. As stated earlier, the present paper
is the first to consider jointly caching, routing, and channel
assignment in collaborative small-cell cellular networks.
The rest of the paper is organized as follows. Next, we
introduce our system architecture and models we use. The
problem formulation is presented in Section III. The (1 ± ǫ)
approximation algorithm, based on column generation, that
computes the optimal solution is presented in Section IV.
Various implementation aspects of our system are discussed
in Section V. We carry out a complexity analysis of the op-
timization in Section VI. Performance analysis of our system
is carried out in Section VII. Finally, concluding remarks are
provided in Section IX.
II. SYSTEM MODEL
A. Network Model
We consider a single macro-cell of a cellular network, com-
prising a macro base station (MBS), located at the center of the
cell, and N = {1, 2, . . . , n, . . . , N} small base stations (SBS),
scattered across the macro-cell, as illustrated in Figure 2. Let
N = N ∪ {MBS}. The n-th SBS is equipped with storage
capacity of size Capn and an antennae that can be used for
communication. We assume that the MBS has enough storage
capacity to store all files, so that a requested file can always
be served. There are J = {1, 2, . . . , j, . . . , J} files that can be
requested by K = {1, 2, . . . , k, . . . ,K} users, where the k-th
user has ak antennae that can be used for communication. Let
αkj denote the number of requests per time slot generated by
the k-th user requesting the j-th file. Let Sj denote the size of
the j-th file. The base stations and the users can communicate
using a set C = {1, 2, . . . , c, . . . C} of available secondary
channels with different bandwidths, where each SBS can use
a subset of the secondary channels. The macro BS can use
all of the secondary channels in addition to the basic channel
denoted by {0}. Thus, let C = C∪{0}. We assume a single hop
communication where the k-th user can retrieve a file from the
n-th SBS only if the k-th user is within the transmission range
of the n-th SBS. Since we only consider the downlink session,
we will use the terms SBS and transmitter interchangeably, as
well as the terms user and receiver.
B. Network Coding
Network coding improves throughput and lowers scheduling
complexity, by enabling efficient packet transmission and
polynomial-time optimization solutions [12]. We consider
intra-session network coding has been applied to the data
packets of each video file. In particular, if a file comprises
packets {q1, q2, . . . , qM}, we generate coded packets Q =∑M
m=1 κmqm, where κm, ∀m are random coefficients and the
arithmetic operations are performed over a finite field [13].
This will ensure that any M coded packets will be linearly
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Fig. 2: Heterogeneous macro-cell and small-cell cellular net-
work model.
independent with very high probability, and the user can
reconstruct the file by receiving M different coded packets.
C. Transmission/Interference Range and Link Capacity
We assume that the transmission and interference ranges
of each base station, when transmitting on a certain channel,
are fixed. This can be done by fixing the transmission power
P cn of the n-th SBS when communicating using the c-th
channel. We use the Protocol Interference Model [14], where
the transmission from the n-th SBS to the k-th user using
the c-th channel is successful if the received power is higher
than a threshold P cT , and the interfernece is significant if the
received power is higher than a threshold P cI . Therefore, the
transmission range TRcn and interference range IRcn of the
n-th SBS can be calculated as follows:
TRcn = (gP
c
n/P
c
T )
1/γ , IRcn = (gP
c
n/P
c
I )
1/γ
where γ is the path loss factor and g is a constant related
to the wavelength, the antenna profiles at the transmitter and
receiver, and other factors.
The capacity cˆcnk of the link between the n-th SBS and
the k-th user when communicating using the c-th channel
is calculated according to the Shannon-Hartley theorem as
follows
cˆcnk =Wc log2(1 +
GnkP
c
n
η
)
where Wc is the bandwidth of the c-th channel, η is the white
noise at the receiver, and Gnk = g · (dnk)−γ is the power
propagation gain between the n-th SBS and the k-th user when
the Euclidean distance is dnk. Note that due to the Protocol
Interference Model, an SBS cannot transmit to a user on a
channel if the user falls inside the interference range of another
SBS using the same channel. Thus the capacity of the link is
calculated using Signal-to-Noise ratio (SNR) instead of Signal
to Interference plus Noise ratio (SINR).
Fig. 3: Conflict graph construction example.
D. Conflict Graph and Independent Sets
In order to characterize the interference among the commu-
nication links in our system, we construct a conflict graph. A
conflict graph G(V,E) is a graph where every vertex in the
vertex set V represents a communication link tuple ((n, k), c),
where n ∈ N , k ∈ K, c ∈ C. An edge connecting two
vertices in the conflict graph means that the corresponding
communication links cannot be active at the same time. This
happens if the receiver in one tuple falls within the interference
range of the transmitter in the other tuple when communicating
on the same channel. A transmitter uses the same channel
to send to multiple receivers, or a receiver receives multiple
signals on the same channel.
An independent set I is a set containing communication
tuples that do not interfere with each other (i.e., there is no
edge connecting any two corresponding verices in the conflict
graph). Since all the communication links in an independent
set do not interfer with each other, these links can be active
and used for communication simultaneously. If adding another
link to the independent set I makes it non-independent, then
I is defined as a maximal independent set. We represent
the independent set I by a 0 − 1 vector of length equal to
the number of communication tuples, where a value of 1
in I indicates that the corresponding communication tuple is
included in I .
Figure 3 illustrates an example on how to construct the
conflict graph and the independent sets. In this example,
we have two SBSs and three users. SBS 1 and user 2 can
communicate using two channels 1 and 2, while all other
SBSs and users can communicate using channel 1 only. The
arrows indicate the available communication tuples. These
tuples are represented by the vertices in the conflict graph.
An edge connecting two vertices means that the corresponding
communication tuples cannot be active at the same time. For
example, since there is an edge connecting v1 and v4, then the
tuples ((1, 1), 1) and ((2, 2), 1) cannot be active at the same
time, because when SBS 1 transmits to user 1 on channel 1,
user 2 will suffer from interference when recieving on channel
1 from SBS 2. From this conflict graph, we can construct
the desired independent sets. For example, I1 = (1, 0, 0, 0, 1)
is an independent set and I2 = (1, 0, 1, 0, 1) is a maximal
independent set since adding any new vertex to I2 will make
it non-independent.
4III. PROBLEM FORMULATION
In this section, we formulate the problem of jointly caching,
routing, and scheduling for cellular small cell networks.
A. Formulation
Before we state our problem formulation, we introduce the
following variables:
• Xnj : The fraction of the j-th file stored at the n-th SBS.
• Y knj : The fraction of the j-th file requested by the k-th
user and served from the n-th SBS.
• Zcnk: Total data transfered from the n-th SBS to the k-th
user using the c-th channel.
• fi: The percentage of time the i-th independent set Ii is
active.
• I: The set of all independent sets
The problem formulation of jointly caching, routing, and
scheduling for cellular small-cell networks is formulated using
the following linear program (LP):
δ∗ = min
∑
1≤i≤|I|
fi
s.t.
∑
j
SjXnj ≤ Capn ∀n (1)
∑
n
Y knj ≥ 1{αkj>0} ∀k, j (2)
Y knj ≤ Xnj ∀n, k, j (3)∑
j
Y knjαkjSj ≤
∑
c
Zcnk ∀n, k (4)
Zcnk ≤
∑
1≤i≤|I|
ficˆ
c
nk(Ii) ∀n, k, c (5)
∑
1≤i≤|I|
fi ≤ 1 (6)
In this problem, the objective is to minimize the schedule
length required to satisfy all users2. Constraint (1) guarantees
the cache capacity constraints of the n-th SBS. Constraint (2)
states that the sum of the fractions of a file received by a user
is at least 1. Constraint (3) states that a user can retrieve a
file from an SBS only if that SBS has the file in its cache.
Constraints (4) and (5) together state that the total size of data
transmitted from the n-th SBS to the k-th user on the c-th
channel should be less or equal to the capacity cˆcnk of the
communication tuple ((n, k), c) times the fraction of time the
independent sets containing the tuple ((n, k), c) are active. The
last constraint states that a feasible schedule length should be
less or equal to 1.
The above formulation can be adjusted to include other
objectives. If the objective is to maximize the total throughput,
then the objective function is changed to
max
∑
n
∑
k
∑
c
Zcnk .
2That is, the amount of time required to serve all user requests.
IV. AN ǫ-BOUNDED APPROXIMATION ALGORITHM BASED
ON COLUMN GENERATION
The challenge posed by the problem formulation presented
in Section III is that we may have a large number of inde-
pendent sets, based on the conflict graph, and therefore, a
large number of variables to deal with. However, most of these
variables will not contribute to the objective function as their
value will be zero [15]. Column generation takes advantage
of this observation and only selects the variables that have the
potential to improve the objective function. Based on this, we
divide the original optimization problem into two subproblems
called the Restricted Master problem (RMP) and the Pricing
problem (PP). The RMP starts by working on an initial subset
of variables. The PP uses the optimal dual solution to the RMP
to identify a new variable with the most negative reduced cost,
relative to the objective function of the RMP. This variable
is then added back to the RMP, and the process is repeated
until an ǫ-bounded solution is obtained. The process of column
generation is shown in Figure 4.
RMP PP
Generate Dual Variables
Generate New Variable
Negative
Reduced Cost?
Yes
Add the New Variable
Terminate
No
Fig. 4: The column generation process.
A. The Restricted Master Problem
As stated above, the RMP starts by considering an initial
subset I ′ ⊂ I of independent sets, which can be obtained by
including a single communication tuple in each independent
set I ∈ I ′ (i.e. I ′ is similar to the identity matrix). Therefore,
the formulation of the RMP is adjusted as follows:
δ = min
∑
1≤i≤|I′|
fi
subject to (1), (2), (3), (4) and
Zcnk ≤
∑
1≤i≤|I′|
ficˆ
c
nk(Ii) ∀n, k, c (7)
∑
1≤i≤|I′|
fi ≤ 1 (8)
Since RMP is a small-scale linear program, it can be solved
to optimality in polynomial time [15], and we can obtain its
dual optimal solution. However, since RMP considers a subset
I ′ of all independent sets, the optimal solution to RMP is an
upper bound on the optimal solution of the original problem.
5This upper bound is decreased when more independent sets
are included in the RMP. Thus, we use the PP to determine
which independent set, which will introduce a new variable fi,
has the potential to reduce the objective function of the RMP
the most. This process continues until we get close enough to
the optimal solution of the original problem.
B. The Pricing Problem
The goal of the PP is to generate an independent set Ii ∈
I/I ′ that can reduce the cost of the objective function of the
RMP. The reduced cost of an independent set Ii ∈ I/I ′ is
calculated as [15]:
ωi = 1−
∑
n,k,c
λcnk cˆ
c
nkt
c
nk
where λcnk are the dual variables corresponding to (7), and
tcnk is a binary variable indicating whether the communication
tuple ((n, k), c) is included in the i-th independent set or
not. Since we need to find the independent set with the most
negative reduced cost, the objective function of PP is:
min
Ii∈I/I′
ωi (9)
or equivalently
max
Ii∈I/I′
βi =
∑
n,k,c
λcnk cˆ
c
nkt
c
nk (10)
Let u∗i and β∗i denote the optimal solution of (9) and (10)
respectively. Since we are seeking the most negative reduced
cost, the process of column generation terminates when u∗i ≥ 0
or β∗i ≤ 1.
The generated independent set using PP must be a feasible
set (i.e. there is no interference between any two communi-
cation tuples included in the independent set). To ensure this,
the following set of constraints are imposed on PP
∑
k
tcnk ≤ 1 ∀n, c (11)
∑
n
tcnk ≤ 1 ∀k, c (12)
∑
k,c
tcnk ≤ an ∀n (13)
∑
n,c
tcnk ≤ ak ∀k (14)
tcnk +
∑
n′ 6=n|k∈Fn′
k′ 6=k
tcn′k′ ≤ 1 ∀n, k, c (15)
tcnk ∈ {0, 1} ∀n, k, c (16)
where (11) states that a transmitter cannot send on more than
one link using the same channel, (12) states that a receiver
cannot receive on more than one link using the same channel,
(13) states that the number of links used by a transmitter
should be less or equal than the number of antennae it has, (14)
states that the number of links used by a receiver should be
less or equal to the number of antennae it has, (15) states that if
the tuple ((n, k), c) is active, then any other tuple ((n′, k′), c)
where k is in the interference range of the n′-th transmitter
(i.e. k ∈ Fn′ , where Fn′ is the set of receivers that fall in the
interference range of n′) cannot be active at the same time, as
this will introduce interference at the k-th receiver, and (16)
indicates the binary nature of the variable tcnk.
C. ǫ-Bounded Algorithm
As mentioned before, the number of independent sets can
be very large. In fact, the number of independent sets is
exponential in terms of the number of communication links
in the network. Therefore, the number of iterations needed to
find all independent sets that has a negative reduced cost may
be very large. However, it has been observed that a very close
solution to the optimal solution can be found quickly [16]. We
take advantage of this observation to introduce an ǫ-bounded
approximation algorithm to find an ǫ-bounded solution. A
solution δ to the original problem is said to be an ǫ-bounded
solution if it satisfies (1 − ǫ)δ∗ ≤ δ ≤ (1 + ǫ)δ∗, where
δ∗ is the optimal solution to the original problem stated in
(III-A) in Section III. The ǫ-bounded approximation algorithm
is introduced in Algorithm 1. Based on this definition, we
introduce the following theorem
Theorem 1. Let δu, δl computed in Algorithm 1 denote the
upper bound and the lower bound solutions on the optimal
solution δ∗ of the original problem. When the algorithm
terminates, an ǫ-bounded solution is obtained
Proof: The algorithm terminates either when βi ≤ 1, in
which case, there is no independent set that has a negative
reduced cost, and thus we have reached the optimal solution, or
when δ
l
δu ≥
1
1+ǫ , in which case we have δ ≤ δ
u ≤ (1+ ǫ)δl ≤
(1+ ǫ)δ∗ and δ ≥ δl ≥ (1− ǫ)δu ≥ (1− ǫ)δ∗. Therefore, δ is
an ǫ-bounded solution.
To obtain δu and δl, note that the solution to the RMP is an
upper bound to the solution of the original problem. Therefore,
δu can be set as the solution to RMP. On the other hand, the
lower bound δl can be computed as [15]
δl = max{δu +Φω∗i , 0}
where ω∗i is the optimal solution to the PP, and Φ ≥∑
1≤i≤|I′| fi holds for the optimal solution to the RMP [15].
Since a feasible solution must satisfy
∑
1≤i≤|I′| fi ≤ 1, we
set Φ = 1. Lastly, a feasible solution should be greater than
zero.
V. PRACTICAL ISSUES
In this section, we discuss various practical aspects related
to the real-life implementation of our algorithm.
A. The Caching Process
One of the outputs of our algorithm is where to store each
file. If the algorithm is executed frequently, then changes in
the file popularities in successive executions might change the
cache assignment. This will cause data to be moved around the
network, which is expensive due to the limited backhaul links.
One possible solution is to execute the algorithm on a daily
basis, where the cache assignment can be carried out during
6Algorithm 1 ǫ-Bounded Approximation Algorithm
Input: Approximation factor ǫ, Initial subset of independent
sets I ′, δu =∞, δl = 0
Output: δu, δl, f∗i , Xnj , Y knj
while δ
l
δu <
1
1+ǫ and β
∗
i > 1 do
Solve RMP to obtain its optimal solution δu and the dual
optimal solution λcnk
Using λcnk , solve PP to generate an independent set Ii
and obtain β∗i
Update I ′ = I ′ ∪ Ii
ω∗i = 1− β
∗
i
δl = max{δu +Φω∗i , 0}
if δu ≤ 1 then
Demand can be supported
Cache the files according to Xnj
Route the files according to Y knj
else if δu > 1 + ǫ or δl > 1 then
Demand cannot be supported
else
set ǫ = 0 to see if demand can be supported
off-peak hours (e.g., during the night). The routing and link
scheduling can then be performed when the actual requests
start appearing.
B. File Popularity Estimation
The algorithm assumes perfect knowledge of the video file
user requests and the video file popularity distribution at every
small-cell cache. Based on this, the algorithm outputs the
caching, routing, and link scheduling assignments. However,
this knowledge is not available beforehand and thus file
popularity estimation has to be performed. If the estimation
were correct, then we could schedule each independent set
on a round-robin basis, such that the fraction of time the i-th
independent set is scheduled is equal to fi. However, if the
estimation is wrong, we can rerun the algorithm based on a
fixed caching assignment to obtain routing and link scheduling
assignments. In this case, the X variables in the original
formulation will become constant, and the formulation to be
solved will be the following:
δ∗ = min
∑
1≤i≤|I|
fi
s.t.
∑
n
Y knj ≥ 1{αkj>0} ∀k, j (17)
Y knj ≤ Xnj ∀n, k, j (18)∑
j
Y knjαkjSj ≤
∑
c
Zcnk ∀n, k (19)
Zcnk ≤
∑
1≤i≤|I|
ficˆ
c
nk(Ii) ∀n, k, c (20)
∑
1≤i≤|I|
fi ≤ 1 (21)
Moreover, the observed user request patterns can be stored
along with the algorithm’s output to avoid rerunning the
algorithm when the same pattern is observed again.
C. Algorithm Implementation
The execution of Algorithm 1 is carried out by the Mobility
Management Entity (MME) of the cellular network, which
acts as a centralized controller [17]. Different architectures
for cellular networks proposed in the literature, e.g., Software
Defined Networks (SDN) [18], MobileFlow [19], MOCA [20],
and SoftCell [21], have taken advantage of this centralized
controller. Our algorithm is executed by the MME that has
access to all the necessary information such as the network
topology, the users’ locations, and the files cached at each
small base station. Based on this information, the MME runs
the algorithm and decides at which small base station to cache
a certain file, which base station is used to satisfy a user’s
demand, and which links are to be active at the same time
(i.e., which independent set should be active).
D. File Popularity Dynamics
The file popularity at each small base station can be dynamic
due to change in user interests over time or their mobility,
which affects the number of users served by a small base
station, as the users arrive to or depart from the small cell
served by the base station. If the file popularity is varying
slowly, our proposed solution can be executed whenever such a
change occurs to obtain a caching, routing, and link scheduling
assignment that maximizes the throughput. On the other hand,
if the file popularity is changing quickly, then our algorithm
can be executed based on a fixed caching assignment, as ex-
plained in Section V-B, in order to obtain a feasible routing and
link scheduling assignment whenever the content popularities
change.
VI. COMPLEXITY ANALYSIS
In this section, we analyze the complexity of Algorithm 1
compared to solving the original problem directly. Let Q
denote the total number of communication links in the system,
then at most Q = |N ||K||C|, and the total number of indepen-
dent sets is at most 2Q. Since there is a variable fi associated
with the i-th independent set, the total number of fi variables
is at most 2Q. Thus, the total number of variables in the
original problem is 2Q+ |N (|J |+ |J |||K|)+ |K||C|. Thus the
complexity of the original problem is O(2Q) = O(2|N ||K||C|).
To analyze the complexity of our algorithm, we consider
the complexities of the RMP and PP separately. Note that our
algorithm iterates between the RMP and PP, adding a new
variable to RMP with each iteration. Initially, the number of
variables in RMP is Q = Q + |N (|J | + |J |||K|) + |K||C|,
since we start with an initial subset of independent sets, where
each independent set containts a single communication link.
Therefore, in the l-th iteration, the total number of variables
in RMP is Q = Q + l + |N (|J | + |J |||K|) + |K||C|.
RMP is a linear program which can be solved using the
polynomial interior-point algorithm [22], which has a third
7degree polynomial complexity in terms of the number of
variables. If the total number of iterations is L, then the
complexity of the RMP is O(
∑L
l=1Q
3) = O(Q3 + L4).
To analyze the complexity of the PP, note that the total
number of variables in the PP is always Q, since the PP decides
whether to include a communication link in the generated
independent set or not. Solving the PP directly using a solver
(e.g., CPLEX, which uses a branch and bound algorithm
to solve a mixed-integer linear program [23]) will result in
O(2Q) complexity in the worst case. Other methods to solve
the PP is to use Sequential Fixing (SF). Sequential Fixing
solves a relaxed version of the PP (where the integer variables
are relaxed to fractional variables), and then fixes the value
of the variables one at a time, and thus the variables can
be determined in at most Q iterations of Sequential Fixing.
Therefore, the complexity of solving the PP is O(L(Q2)3).
VII. EXPERIMENTATION
A. Setting
We consider a circular cellular network with a radius of
400m. The macro base station is located at the center, while
the small-cell base stations and the users are independently
and uniformly distributed over the network area. There are
10 available secondary channels, each with a bandwidth of
400kHz, where each small base station can use 5 secondary
channels selected randomly and independently of the other
small base stations. Each user can also use 5 secondary chan-
nels selected randomly and independently of the other users.
There is one primary (basic) channel of 1MHz bandwidth that
is exclusively used by the macro-cell base station.
The files requested by the users have an average size of
400MB. The popularity of each file is distributed according
to a Zipf-distribution with parameter ζ = 0.8[24], where the
popularity of a file of rank m is given as 1/m
ζ
∑|J|
j=1
1/jζ
. Lastly, to
stop the algorithm, we set ǫ = 0.03. The simulation parameters
are summarized in Table I. We compare our system to the
Femtocaching system proposed in [2].
TABLE I: Simulation Parameters
Parameter Value
Cell Radius 400 m
Primary Channel Bandwidth 1 MHz
Number of Secondary Channels 10
Secondary Channel Bandwidth 400 kHz
Number of Secondary Channels
available at the SBS 5
Number of Secondary Channels
available at the users 5
Average File Size 400 MB
File Popularity Zipf distribution (parameter ζ = 0.8)
Average Cache Size 4 GB (unless stated otherwise)
Number of files 200 (unless stated otherwise)
Number of Users 200 (unless stated otherwise)
Number of SBS 14 (unless stated otherwise)
Transmission Range 100m (unless stated otherwise)
Interference Range Twice the transmission range
ǫ 0.03
B. Results
1) Throughput vs. Cache Size: Figure 5 shows the results
of our simulation experiments measuring the achieved average
user rate (Mbps), as the cache size at each SBS is varied.
In this simulation, the number of files considered is 200, the
total number of users in the cellular network is set to 200, the
number of small base stations is set to 14, the transmission
range of the small base stations is set to 100m, the interference
range is set to twice the transmission range, and all SBSs
have the same cache size, which is varied between 0.8GB to
8GB. As can be seen, as the cache size increases, the average
user throughput increases. This is because the SBS can store
more files in its cache and can serve more users without
the need to communicate with the macro base station. This
will create more opportunities for simultaneous transmissions
from different SBSs to satisfy more user requests. Moreover,
our system can achieve around 40% gain over Femtocaching
[2], as our system allows for different SBSs to use the same
channel simultaneously, given that they are not interfering with
each other.
Figure 6 is similar to Figure 5 except that the cache size of
each SBS is different, but the average cache size is the same
as in Figure 5. The same trend can be observed in the figure
with the possibility of achieving up to 33% more gain over
Femtocaching [2] depending on the heterogeneity of the cache
size of the SBSs.
2) Throughput vs. Number of Files: In this simulation,
the average cache size is set to 4 GB, the total number of
users in the cellular network is set to 200, the number of
small base stations is set to 14, the transmission range of
the small base stations is set to 100m, and the interference
range is set to twice the transmission range. Figure 7 shows
the same performance metric, versus the number of files the
users can select from. We can see that the achieved average
user throughput decreases, as the video file heterogeneity
increases. That is because the volume of data transmitted
over the same channel necessarily increases in this case, and
therefore, it takes increasingly longer to meet all the video
file user requests. We also note that our system outperforms
Femtocaching [2] by 39% when the number of files is small
and by 42% when the number of files is large. This is due to
the opportunities for simultaneous transmission created by our
system.
3) Throughput vs. Number of Users: In this simulation, the
number of files considered is 200, the average cache size
is set to 4 GB, the number of small base stations is set
to 14, the transmission range of the small base stations is
set to 100m, and the interference range is set to twice the
transmission range. Figure 8 shows the achieved average user
throughput, as the number of users is varied. As noted in
the figure, as the number of user increases, the average user
throughput decreases. This is because when there are more
users in the system, there is a higher chance of communication
links interfering with each other, which lowers the average
user throughput. We also note that our system improves the
throughput by 30% over Femtocaching [2] when the number
of users is low. That is because in our system, different SBSs
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Fig. 5: Throughput vs. cache size
(homogeneous case).
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Fig. 6: Throughput vs. cache size
(heterogeneous case).
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Fig. 7: Throughput vs. number of
files.
can use the same channel for communication, as long as they
do not interfere with each other.
4) Throughput vs. Number of Small Base Stations: In this
simulation, the number of files considered is 200, the average
cache size is set to 4 GB, the total number of users in the
cellular network is set to 200, the transmission range of the
small base stations is set to 100m, and the interference range is
set to twice the transmission range. Figure 9 shows the results
of the simulation when the number of small base stations
is varied. As can be seen from the figure, as the number
of small base stations increases, the average user throughput
increases. That is because each small-cell base station will
serve a lower number of users in this case, and this will create
more opportunities for simultaneous transmissions. Moreover,
as the number of small base stations increases, there is a higher
chance that a file is served by a small base station instead of
the macro base station, since serving a request from the macro
base station on a certain channel will forbid everyone else
from using that same channel. As noted from Figure 9, relative
to Femtocaching, our system improves the throughput by 40-
42%, as it is able to exploit the same channel for simultaneous
transmissions at multiple small-cells, serving different user
requests at the same time.
5) Throughput vs. Radius of Small Base Stations: In this
simulation, the number of files considered is 200, the average
cache size is set to 4 GB, the number of small base stations
is set to 14, and the total number of users in the cellular
network is set to 200. Figure 10 examines the impact of the
transmission range of the small base stations. The interference
range is set to twice the transmission range. We can see that the
average throughput of the users increases as the transmission
range increases. This is because an increasing number of users
fall within the transmission range of the small base stations
thereby and can be served by them instead of the macro base
station, as any channel used by the macro base station for
transmission will not be used by the small base station, at
the same time. Moreover, Figure 10 shows that our proposed
solution achieves a 34-46% additional throughput gain over
Femtocaching, since our solution can exploit simultaneous
transmissions using the same channel at multiple small base
stations.
VIII. VIDEO APPLICATION QUALITY IMPLICATIONS
The average user transmission rate gains enabled by our
system over the state-of-the-art will map to equivalent gains
in video application quality that in turn will enhance the
user experience considerably. Concretely, the 34-46% higher
data rate, demonstrated in our experiments, can support the
delivery of video content featuring 2-4 dB higher video quality
(Y-PSNR), for the typical online video spatial resolutions
delivered today [25]. Alternatively, the higher data rate can
support the delivery of higher resolution videos, featuring
the same Y-PSNR video quality, again enhancing the user
experience. Increasing the temporal resolution (frame rate)
of the delivered video content can be yet another benefit
supported by the higher network throughput enabled by our
optimization framework. Finally, the latter can also be utilized
to reduce the start-up (play-out) delay of the video application,
by delivering the video content faster to the user. As noted
in user studies, this factor is the most-critical performance
metrics affecting the quality of experience of the users [26].
We anticipate that further gains in performance can be
achieved if the content is represented in a scalable coding for-
mat, e.g., SVC [27, 28], as further trade-offs between caching
space and user video quality can be explored thereby. This
is, however, beyond the scope of the present paper and can
represent a prospectively fruitful follow-up investigation.
IX. CONCLUSION
We studied the problem of joint caching, routing, and
channel assignment for video delivery over coordinated multi-
cell systems of the future Internet. We formulated a novel op-
timization framework based on the column generation method
that is used to solve large-scale linear programming problems.
To control the complexity of the optimization, we have formu-
lated it such that it features a restricted master subproblem and
a pricing subproblem. The former uses only a subset of the
original variables, while the latter is used to determine whether
another original variable should be introduced into the master
problem formulation, if that leads to lower objective function
value. Our formulation integrates the effect of interference
by accounting for the conflict graph between the wireless
transmission links comprising the system. To further control
computational complexity, we have designed a (1±ǫ) approx-
imation algorithm that computes the optimal solution at lower
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complexity, and we have proved its approximation bounds.
Our simulation experiments demonstrate that our system can
deliver consistent 34-46% gains in network throughput over
the state-of-the-art Femtocaching system, over a wide range
of system parameters and network conditions. These advances
will result in equivalent gains in video application quality that
in turn will enhance the quality of experience of the user.
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