The inverse inertia problem for graphs: Cut vertices, trees, and a counterexample  by Barrett, Wayne et al.
Linear Algebra and its Applications 431 (2009) 1147–1191
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
The inverse inertia problem for graphs: Cut vertices, trees,
and a counterexample
Wayne Barrett a,∗, H. Tracy Hall a, Raphael Loewy b
a Department of Mathematics, Brigham Young University, Provo, UT 84602, United States
b Department of Mathematics, Technion – Israel Institute of Technology, Haifa 32000, Israel
A R T I C L E I N F O A B S T R A C T
Article history:
Received 4 January 2008
Accepted 7 April 2009
Available online 5 June 2009
Submitted by R.A. Brualdi
AMS classiﬁcation:
05C05
05C50
15A03
15A57
Keywords:
Combinatorial matrix theory
Graph
Hermitian
Inertia
Minimum rank
Symmetric
Tree
Let G be an undirected graph on n vertices and let S(G) be the set
of all real symmetric n × n matrices whose nonzero off-diagonal
entries occur in exactly the positions corresponding to the edges
of G. The inverse inertia problem for G asks which inertias can be
attained by a matrix in S(G). We give a complete answer to this
question for trees in terms of a new family of graph parameters, the
maximal disconnection numbers of a graph.We also give a formula
for the inertia set of a graph with a cut vertex in terms of inertia
sets of proper subgraphs. Finally, we give an example of a graph
that is not inertia-balanced, which settles an open problem from
the October 2006 AIMWorkshop on Spectra of Families of Matrices
describedbyGraphs,DigraphsandSignPatterns.Wealsodetermine
some restrictions on the inertia set of any graph.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Given a simple undirected graph G = (V , E) with vertex set V = {1, . . . , n}, let S(G) be the set of
all real symmetric n × nmatrices A = [aij] such that for i /= j, aij /= 0 if and only if ij ∈ E. There is no
condition on the diagonal entries of A.
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The set H(G) is deﬁned in the same way over Hermitian n × n matrices, and every problem we
consider comes in two ﬂavors: the real version, involving S(G), and the complex version, involving
H(G). There are known examples where a question of the sort we examine here has a different answer
when considered over Hermitian matrices rather than over real symmetric matrices [8,17], but for
each question that is completely resolved in the present paper, the answer overH(G) proves to be the
same as that obtained over S(G).
The inverse eigenvalue problem for graphs asks: Given a graph G on n vertices and prescribed real
numbers λ1, λ2, . . . , λn, is there some A ∈ S(G) (or A ∈ H(G), alternatively) such that the eigenvalues
ofA are exactly the numbers prescribed? In general, this is a very difﬁcult problem. Some contributions
to its solution appear in [14,21,25,22].
Amoremodest goal is to determine themaximummultiplicityM(G) of an eigenvalue of amatrix in
S(G). This is easily seen to be equivalent to determining the minimum rankmr(G) of a matrix in S(G)
sincemr(G) + M(G) = n. This problemhas been intensively studied. Some of themajor contributions
appear in the papers [15,26,20,19,24,18,4,8,9,5,6,3,7,23,17]. A variant of this problem is the study of
mr+(G), theminimum rank of all positive semideﬁnite A ∈ S(G). The Hermitianmaximummultiplic-
ity hM(G), Hermitian minimum rank hmr(G), and Hermitian positive semideﬁnite rank hmr+(G) are
deﬁned analagously.
A problemwhose level of difﬁculty lies between the inverse eigenvalue problem and theminimum
rank problem for graphs is the inverse inertia problem, which we now explain.
Deﬁnition 1.1. Given a Hermitian n × nmatrix A, the inertia of A is the triple
(π(A), ν(A), δ(A)) ,
whereπ(A) is the number of positive eigenvalues of A, ν(A) is the number of negative eigenvalues of A,
and δ(A) is themultiplicity of the eigenvalue0ofA. Thenπ(A) + ν(A) + δ(A) = n andπ(A) + ν(A) =
rank A.
If the order of A is also known then the third number of the triple is superﬂuous. The following
deﬁnition discards δ(A).
Deﬁnition 1.2. Given a Hermitian matrix A, the partial inertia of A is the ordered pair
(π(A), ν(A)).
We denote the partial inertia of A by pin(A).
We are interested in the following problem:
Question 1 (Inverse inertia problem). Given a graph G on n vertices, for which ordered pairs (r, s) of
nonnegative integers with r + s n is there a matrix A ∈ S(G) such that pin(A) = (r, s)?
A parallel question is the Hermitian Inverse Inertia Problem, with H(G) in the place of S(G). It is
well known [21, p. 8] that in the case of a tree T most questions overH(T) are equivalent to questions
over S(T), and in particular if F is a forest and A ∈ H(F), then there exists a diagonal matrix D with
diagonal entries from the unit circle such that DAD−1 = DAD∗ ∈ S(F). In those sections concerned
with the inverse inertia problem for trees and forests we thus assume without loss of generality that
every matrix in H(F) is in fact in S(F).
In this paper we give a complete solution to the inverse inertia problem for trees and forests. The
statement of our solution is a converse to an easier pair of lemmas that apply not just to forests but to
any graph.
Lemma 1.1 (Northeast Lemma). Let G be a graph and suppose that A ∈ H(G) with pin(A) = (π , ν).
Then for every pair of integers r π and s ν satisfying r + s n, there exists a matrix B ∈ H(G) with
pin(B) = (r, s). If in addition A is real, then B can be taken to be real.
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In other words, thinking of partial inertias or Hermitian partial inertias as points in the Cartesian
plane, the existence of a partial inertia (π , ν) implies the existence of every partial inertia (r, s) any-
where “northeast” of (π , ν), as long as r + s does not exceed n. We prove this lemma in Section 2 by
perturbing the diagonal entries of A.
To state the second lemma we need to introduce an indexed family of graph parameters.
Deﬁnition 1.3. Let G be a graphwith n vertices. For any k ∈ {0, . . . , n}we deﬁneMDk(G), themaximal
disconnection of G by k vertices, as the maximum, over all induced subgraphs F of G having n − k
vertices, of the number of components of F .
For example, MD0(G) is the number of components of G, and if T is a tree then MD1(T) is the
maximumvertex degree of T . Since an induced subgraph cannot havemore components than vertices,
we always have k + MDk(G) n.
Remark. As far aswe can determine,MDk(G) is not a known family of graph parameters. It is, however,
related to the toughness t of a graph, which can be deﬁned [11] as
t(G) = min
{
k
MDk(G)
: MDk(G) 2
}
.
For a recent survey of results related to toughness of graphs, see [2]. There is also some relation
between MDk(G) and vertex connectivity: a graph G on n vertices is k-connected, k < n, if and only if
MDj(G) = 1 whenever 0 j < k.
Lemma 1.2 (Stars and Stripes Lemma). Let G be a graph with n vertices, let k ∈ {0, . . . , n} be such that
MDk(G) k, and choose any pair of integers r and s such that r  k, s k, and r + s = n − MDk(G) + k.
Then there exists a matrix A ∈ S(G) such that pin(A) = (r, s).
This lemma is proved in Section 2; the idea of the proof is that each partial inertia in the diago-
nal “stripe” from (n − MDk(G), k) northwest to (k, n − MDk(G)) can be obtained by combining the
adjacency matrices of “stars” at each of the k disconnection vertices together with, for each of the
remaining components, a matrix of co-rank 1 and otherwise arbitrary inertia.
These two lemmas provide a partial solution to the inverse inertia problem for any graph. Our
main result for trees and forests is that for such graphs, and exactly such graphs, the partial solution
is complete.
Deﬁnition 1.4. LetG be a graph on n vertices. Then (r, s) is an elementary inertia ofG if for some integer
k in the range 0 k nwe have k r, k s, and n − MDk(G) + k r + s n.
The elementary inertias of a graph G are exactly those partial inertias that can be obtained from
G by ﬁrst applying the Stars and Stripes Lemma and then applying the Northeast Lemma. The partial
solution given by these lemmas is the following: if (r, s) is an elementary inertia of a graph G, then
there exists a matrix A ∈ S(G) with pin(A) = (r, s). This is proved as Observation 2.4 in Section 2.
Theorem 1.1. The Stars and Stripes Lemma and the Northeast Lemma characterize the partial inertias of
exactly forests, as follows:
1. Let F be a forest, and let A ∈ S(F) with pin(A) = (r, s). Then (r, s) is an elementary inertia of F.
2. Conversely, let G be a graph and suppose that for every A ∈ S(G), pin(A) is an elementary inertia of
G. Then G is a forest.
Of course Claim 1 also applies for A ∈ H(F), since for F a forest any matrix in H(F) is diagonally
congruent to a matrix in S(F) having the same partial inertia. Claim 2 of Theorem 1.1 is a corollary to
known results, here called Theorem 2.4. We prove Claim 1 of Theorem 1.1 at the end of Section 5.
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In Section 4, we show that determining the set of possible inertias of any graph with a cut vertex
can be reduced to the problem of determining the possible inertias of graphs on a smaller number
of vertices. The formula we obtain is a generalization of the known formula for the minimum rank
of a graph with a cut vertex. In Section 5, we describe elementary inertias in terms of certain edge-
colorings of subgraphs, and we show that the same cut-vertex formula proven in Section 4 for inertias
also holds when applied to the (usually smaller) set of elementary inertias. Applying these parallel
formulas inductively to trees and forests then gives us a proof of Claim 1 of Theorem 1.1. In Section 6,
we outline an effective procedure for calculating the set of partial inertias of any tree, using the results
of Section 3 to justify some simplications, and we calculate a few examples. In Section 7, we again
consider more general graphs, and demonstrate both an inﬁnite family of forbidden inertia patterns,
and the ﬁrst example of a graph that is not inertia-balanced. The concept of an inertia-balanced graph
was introduced in [3], and determining whether a graph is inertia-balanced is a special case of the
inverse inertia problem.
Deﬁnition 1.5. A Hermitian matrix A is inertia-balanced if
|π(A) − ν(A)| 1.
A graph G is inertia-balanced if there is an inertia-balanced A ∈ S(G)with rank A = mr(G). A graph G
is Hermitian inertia-balanced if there is an inertia-balanced A ∈ H(G) with rank A = hmr(G).
Remark. Our formulation, unlike the deﬁnition in [3], is symmetric in allowing ν(A) = π(A) + 1. This
doubles the set of inertia-balanced matrices of odd rank, but the two deﬁnitions are equivalent when
applied to graphs since A ∈ S(G) if and only if −A ∈ S(G).
Barioli and Fallat [3] proved that every tree is inertia-balanced. Theorem 1.1, once proved, will
imply that trees satisfy a slightly stronger condition, a condition we have observed to hold in all of
the previous (usually small) examples for which the entire set of partial inertias has been calculated.
In these examples, it becomes increasingly difﬁcult to achieve an eigenvalue of high multiplicity the
further one moves from the center of the spectrum. This behavior can be stated formally in terms of
the following deﬁnitions.
Deﬁnition 1.6. A set S of ordered pairs of integers is called symmetric if whenever (r, s) ∈ S, then
(s, r) ∈ S. A symmetric nonempty set S of ordered pairs of nonnegative integers is called a stripe if
there is some integerm such that r + s = m for every (r, s) ∈ S, andwe specify the particular constant
sum by saying that S is a stripe of rank m. A stripe S is convex if the projection {r : (r, s) ∈ S} is a set of
consecutive integers.
Example 1.1. The set {(2, 2), (2, 3), (3, 2)} is symmetric, the set {(6, 0), (3, 3), (0, 6)} is a stripe, and the
stripe {(4, 2), (3, 3), (2, 4)} is convex.
Observation 1.3. Given a graph G of order n and an integerm in the range mr(G)m n, the set
{pin(A) : A ∈ S(G) and rank A = m}
is a stripe of rankm. The same is true for A ∈ H(G) withm in the range hmr(G)m n.
Proof. Symmetry comes from the fact that−A ∈ S(G) if and only if A ∈ S(G), and similarly forH(G).
The sets are nonempty by the deﬁnitions of mr(G) and hmr(G) and the Northeast Lemma. 
Deﬁnition 1.7. A graph G is inertia-convex on stripes orHermitian inertia-convex on stripes if each of the
stripes deﬁned in Observation 1.3 (with A ∈ S(G) or A ∈ H(G), respectively) is convex.
In other words, a graph is inertia-convex on stripes if each stripe of possible partial inertias does
not contain a gap.
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Corollary 1.2 (Corollary to Theorem 1.1). Every forest is inertia-convex on stripes.
Proof. Let F bea forest. ByTheorem1.1 (andObservation2.4), eachof the stripesdeﬁned inObservation
1.3 is the set of elementary inertias of some ﬁxed rankm. For each ﬁxed k with MDk(F) k we obtain
a set of elementary inertias which is a union of convex stripes. It follows that for any ﬁxed m, the set
of elementary inertias of rank m is the union of convex stripes of rank m as k varies over all allowed
integers. Since a union of convex stripes of the same rank is a single convex stripe, each of the stripes
deﬁned in Observation 1.3 is convex. 
It has been an outstanding question if there is any graph that is not inertia-balanced. At the AIM
Workshop in Palo Alto in October 2006, the prevailing opinion was that such a graph does not exist
[10].
In Section 7, we give an example of a graph that is not inertia-balanced. First we show that every
graph satisﬁes a condition that is much weaker than inertia-balanced (except in the case of minimum
semideﬁnite rank 2). The counterexample graph and new condition together allow us to completely
determine which sets can occur as the complement of the set of possible partial inertias of a graph
G with mr+(G) 3. The possible excluded partial inertia sets giving minimum semideﬁnite rank 4 or
greater remain unclassiﬁed.
For the most part our notation for graphs follows Diestel [13]. We make use speciﬁcally of the
following notation throughout:
• All graphs are simple, and a graph is formally an ordered pair G = (V , E) where V is a ﬁnite set
and E consists of pairs from V . When referring to an individual edge, we abbreviate {u, v} to uv
or vu. The vertex set of a graph G is also referred to as V(G), and the edge set as E(G).
• For S ⊆ V ,G[S] is the subgraph ofG induced by S andG − S is the induced subgraph onV(G) \ S.
We write G − F rather than G − V(F) and G − v rather than G − {v}.
• The number of vertices of a graph G is denoted |G|.
• Kn is the complete graph on n vertices.• Sn = ({1, 2, 3, . . . , n}, {12, 13, . . . , 1n}) is called the star graph on n vertices. This is the same as
the complete bipartite graph K1,n−1.• Pn is the path on n vertices. Paths are described explicitly by concatenating the names of the
vertices in order; for example, uvwx denotes the graph ({u, v,w, x}, {uv, vw,wx}).
• If v is a vertex of G, d(v) is the degree of v.
• Δ(G) = max{d(v) : v ∈ V(G)}.
We conclude the introduction with a statement of several elementary facts about inertia, which
follow from the interlacing inequalities and Weyl’s inequalities [1].
Proposition 1.4. Let A, B, and C be Hermitian matrices with A + B = C, let A(i) be a principal submatrix
of A of size (n − 1) × (n − 1), and let cxx∗ be a Hermitian rank 1matrix of size n × n (so c is real-valued).
Then we have
Interlacing:
π(A) − 1π(A(i))π(A) and ν(A) − 1 ν(A(i)) ν(A),
Subadditivity:
π(C)π(A) + π(B) and ν(C) ν(A) + ν(B),
and
Rank-one perturbation:
π
(
A + cxx∗) {π(A) + 1 if c > 0,
π(A) if c < 0,
ν
(
A + cxx∗) {ν(A) + 1 if c < 0,
ν(A) if c > 0.
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2. The inertia set of a graph
Deﬁnition 2.1. LetNbe the set of nonnegative integers, and letN2 = N × N.Wedeﬁne the following
sets:
N2 k =
{
(r, s) ∈ N2 : r + s k
}
,
N2 k =
{
(r, s) ∈ N2 : r + s k
}
,
N2[i, j] = N2 i ∩ N2 j ,
N2i = N2[i,i] (the complete stripe of rank i).
We note that a stripe of rank i is a nonempty symmetric subset of N2i .
Deﬁnition 2.2. Given a graph G, we deﬁne
I(G) = {(r, s) : pin(A) = (r, s) for some A ∈ S(G)} ,
and
hI(G) = {(r, s) : pin(A) = (r, s) for some A ∈ H(G)} .
We call I(G) the inertia set of G and hI(G) the Hermitian inertia set of G.
Now suppose (r, s) ∈ I(G) and A ∈ S(G) with pin(A) = (r, s). Since r + s = rank A, we have
mr(G) r + s |G|. We record this as
Observation 2.1. Given a graph G on n vertices, I(G) ⊆ N2[mr(G),n] and hI(G) ⊆ N2[hmr(G),n].
The fact that every real symmetric matrix is also Hermitian immediately gives us:
Observation 2.2. For any graph G, I(G) ⊆ hI(G) and hmr(G)mr(G).
The Northeast Lemma, as stated in the Introduction, substantially shortens the calculation of the
inertia set of a graph.
Proof of Northeast Lemma. Let G be a graph and suppose that (π , ν) ∈ hI(G), and let (r, s) ∈ N2 n
be given with r π and s ν . We wish to show that (r, s) ∈ hI(G). If in addition (π , ν) ∈ I(G), we
must show that (r, s) ∈ I(G).
Let A ∈ H(G)with pin(A) = (π , ν). If π + ν = n there is nothing to prove, so assume π + ν < n.
It sufﬁces to prove that there exists a B ∈ H(G)with pin(B) = (π + 1, ν), because then an analogous
argument can be given to prove that there is a C ∈ H(G)with pin(C) = (π , ν + 1) and these two facts
may be applied successively to reach (r, s). We also need to ensure that when A is real symmetric B is
also real symmetric. Choose ε > 0 such thatA + εI is invertible andν(A + εI) = ν . Thenπ(A + εI) =
n − ν . Let A0 = A and then perturb the diagonal entries in order: for any i ∈ {1, . . . , n} let Ai = Ai−1 +
εeie
∗
i , so that An = A + εI. Then Ai ∈ H(G) for i = 0, . . . , n and by Proposition 1.4 (subadditivity and
rank-one perturbation)
π(Ai−1)π(Ai)π(Ai−1) + 1
for i = 1, . . . , n. It follows that every integer in {π ,π + 1, . . . , n − ν} is equal to π(Ai) for some i ∈{0, . . . , n}. Since each Ai is a rank-one perturbation of Ai−1,
ν = ν(A + εI) ν(An−1) · · · ν(A2) ν(A1) ν(A) = ν
and ν(Ai) = ν for i = 0, 1, . . . , n. Then for some i we have pin(Ai) = (π + 1, ν), and we can take
B = Ai. As desired, B is real symmetric if A is real symmetric, which completes the S(G) version of the
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Northeast Lemma as well as theH(G) version:Within either one of the two inertia sets I(G) or hI(G),
the existence of a partial inertia (π , ν) implies the existence of every partial inertia (r, s) within the
triangle
r π , s ν , r + s n,
or in other words every partial inertia to the “northeast” of (π , ν). 
Deﬁnition 2.3. If a graphG on n vertices satisﬁes I(G) = N2[mr(G),n] we say thatG is inertially arbitrary.
If a graph G on n vertices satisﬁes hI(G) = N2[hmr(G),n] we say that G is Hermitian inertially arbitrary.
Example 2.1. The complete graph Kn, n 2. Since ±Jn (the all ones matrix) ∈ S(Kn), (1, 0), (0, 1) ∈
I(Kn). By the Northeast Lemma N2[1,n] ⊆ I(Kn). Since I(Kn) ⊆ N2[mr(Kn),n] = N2[1,n] by Observation
2.1, Kn is inertially arbitrary.
Example 2.2. Thepath Pn,n 2. A consequence of awell-known result of Fiedler [15] is that for a graph
G on n vertices, mr(G) = n − 1 if and only if G = Pn. It follows from a Theorem in [16] that there is an
A ∈ S(Pn)with eigenvalues 1, 2, 3, . . . , n. Then for k = 1, . . . , n, pin(A − kI) = (n − k, k − 1). By the
Northeast Lemma, I(Pn) = N2[n−1,n] = N2[mr(Pn),n], so Pn is also inertially arbitrary.
The partial inertia set for a graph on n vertices always contains the partial inertia set for Pn.
Proposition 2.3. If G is any graph on n vertices, N2[n−1,n] ⊆ I(G).
Proof. Let r, s ∈ {0, 1, . . . , n} with r + s = n. Let
D = diag(r, r − 1, . . . , 2, 1,−1,−2, . . . ,−s)
and let AG be the adjacency matrix of G. By Gershgorin’s theorem, B = D + 12nAG ∈ S(G) has eigen-
values λ1 > λ2 > · · · > λr > 0 > λr+1 > · · · > λn, so pin(B) = (r, s). Furthermore for r < n, B −
λr+1In ∈ S(G) has partial inertia (r, s − 1). It follows that N2[n−1,n] ⊆ I(G). 
The fact that inertia sets are additive on disconnected unions of graphs (Observation 4.1) gives us
an immediate corollary.
Corollary 2.1. If G is any graph on n vertices and G has  components, N2[n−,n] ⊆ I(G).
The existence of a complete stripe of partial inertias of rank n −  plays a role in the proof of our
second lemma from Section 1.
Proof of the Stars and Stripes Lemma. Let G be a graphwith n vertices, and let S ⊆ V(G) be such that
|S| = k and G − S has MDk(G) components, with MDk(G) k. Also, let (r, s) be any pair of integers
such that k r, k s, and r + s = n − MDk(G) + k.
Without loss of generality label the vertices ofG so that S = {1, . . . , k}, and for each vertex 1 v k
let Av be the n × n adjacency matrix of the subgraph of G that retains all vertices of G, but only those
edges that include the vertex v. If v is isolated in G then pin(Av) = (0, 0); otherwise the subgraph is a
star plus isolated vertices and pin(Av) = (1, 1).
Now G − S is a graph with n − k vertices and MDk(G) components, so by Corollary 2.1 there exists
a matrix B ∈ S(G − S) with pin(B) = (r − k, s − k). Let C be the direct sum of the k × k zero matrix
withB, so that the rowsandcolumnsofC are indexedby the full setV(G), as is the casewith thematrices
A1, . . . , Ak . LetM = A1 + A2 + · · · + Ak + C. ThenM ∈ S(G), and by subadditivity of partial inertias
(Proposition 1.4) we also have π(M) r − k + k = r and ν(M) s − k + k = s. Since r + s n we
can apply the Northeast Lemma to conclude that (r, s) ∈ I(G). 
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As mentioned in the introduction, the partial inertias which can be deduced from Lemmas 1.1 and
1.2 are precisely the elementary inertias.
Deﬁnition 2.4. Let G be a graph on n vertices. Then the set of elementary inertias of G, E(G), is given by
E(G) = {(r, s) ∈ N2 : (r, s) is an elementary inertia of G}.
Wemay also think of E(G) as follows: For each integer k, 0 k n, let
Tk = {(x, y) ∈ R2 : k x, k y, n − MDk(G) + k x + y n},
and let T = ⋃nk=0 Tk . Each nonempty Tk is a possibly degenerate trapezoid, and
E(G) = N2 n ∩ T .
Observation 2.4. For any graph G, we have E(G) ⊆ I(G).
Proof. Let G be a graph on n vertices, and suppose (r, s) ∈ E(G). Then for some integer k we have
k r, k s and n − MDk(G) + k r + s n.
(Note that this implies MDk(G) k.) Recall that k + MDk(G) n, so
k + k n − MDk(G) + k r + s.
It follows that there is an ordered pair of integers (x, y) satisfying
k x r, k y s, and x + y = n − MDk(G) + k.
The Stars and Stripes Lemma gives us (x, y) ∈ I(G), after which the Northeast Lemma gives us (r, s) ∈
I(G) since r + s n. 
Remark. Given a graph F onm vertices there is a smallest integer a such thatN2a ⊆ I(F). If F is inertia-
convex on stripes then a is the same as mr+(F), and if F is inertially arbitrary then a is the same as
mr(F). Suppose that F is G − S as in the deﬁnition ofMDk(G), with |S| = k andm = n − k. Then some
trapezoid of elementary inertias of G comes from the easy estimate that the maximum co-rank of
arbitrary inertia for F , i.e.m − a, is at least the number of components  of F (Corollary 2.1). Suppose
we had an improved lower bound Ξ(F) for this co-rank, a graph parameter that always satisﬁes
Ξ(F)m − a. (The improvement Ξ(F) will be guaranteed, for example, if Ξ is additive on
the components of F and is at least 1 on each component.) We could then deﬁne a family of graph
parameters analogous to MDk(G) by deﬁning MΞk(G) to be the maximum, over all subsets S ⊆ V(G)
of size |S| = k, of Ξ(G − S). Replacing MDk(G) by MΞk(G) would then give a stronger version of the
Stars and Stripes Lemma, and an expanded set of not-as-elementary inertias.
For any graph G, the Stars and Stripes Lemma gives us a bound on the maximum eigenvalue
multiplicity M(G).
Corollary 2.2. Let G be a graph on n vertices. Then for any 0 k n, M(G)MDk(G) − k.
When this bound is attained, it is attained in particular on a set that includes the center of the stripe
N2mr(G).
Corollary 2.3. Let G be a graph. IfMDk(G) − k = M(G) for some k, then G is inertia-balanced.
Example 2.3. The n-sun Hn is deﬁned as the graph on 2n vertices obtained by attaching a pendant
vertex to each vertex of an n-cycle [4]. We have MD0(Hn) = 1 and MDk(Hn) = 2k for 1 k n2. It
follows that, in addition to (2n − 1, 0) and (0, 2n − 1), I(Hn) contains every integer point (r, s)within
the trapezoid
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r + s 2n, 2n r + 2s, 2n 2r + s, 3n 2r + 2s.
Since for n > 3 it is known that mr(Hn) = 2n −  n2 [4], this shows that the n-sun is inertia-balanced
for n > 3.
It is useful to note the following connection between the inverse inertia problem and theminimum
semideﬁnite rank problem.
Observation 2.5. The inertia set of a graph restricted to an axis gives
I(G) ∩ (N × {0}) = {(k, 0) : k ∈ N, mr+(G) k n} ,
I(G) ∩ ({0} × N) = {(0, k) : k ∈ N, mr+(G) k n} ,
and similarly for hI(G) and hmr+(G).
Inotherwords, solving the inverse inertiaproblemforagraphGon thex-axis (ory-axis) is equivalent
to solving the minimum semideﬁnite rank problem for G. One well-known result about minimum
semideﬁnite rank is:
Theorem 2.4 (hmr+ [18], mr+ [6]). Given a graph G on n vertices, hmr+(G) = n − 1 if and only if G is
a tree, andmr+(G) = n − 1 if and only if G is a tree.
As noted in Example 2.2, ifG is not Pn thenmr(G) /= n − 1, and thereforemr(G) < n − 1. It follows
that {Pn}∞n=1 are the only inertially arbitrary trees.
If G is not connected then any matrix in S(G) is a direct sum of smaller matrices, which shows that
mr+ is additive on the components of a graph.
Observation 2.6. Let G be a graph on n vertices and let  be the number of components of G. Then
mr+(G) = n −  if and only if G is a forest.
This gives us a statement that implies the second claim of Theorem 1.1.
Corollary 2.5. Let G be a graph. Then(mr+(G), 0) is an elementary inertia of G if and only if G is a forest.
Proof. Let G be a graph on n vertices and let  be the number of components of G. Since MD0(G) = ,
(i, 0) is an elementary inertia of G exactly for those integers i in the range n −  i n. In particular,
(mr+(G), 0) is an elementary inertia if and only if mr+(G) = n − . By Observation 2.6, this is true if
and only if G is a forest. 
Although the Stars and Stripes Lemma only gives the correct value of mr+(G) when G is a forest,
we have already seen that it can give the correct values ofmr(G) andM(G) for some graphs containing
a cycle.
Question 2. What is the class of graphs for which
M(G) = max
0 k n
{MDk(G) − k}?
Theorem 1.1 implies that this class includes all forests, and Example 2.3 shows that the class includes
the n-sun graphs Hn for n > 3.
Example 2.4. G = Sn, n 4. Let A be the adjacencymatrix of Sn. Then pin(A) = (1, 1). Sincemr(Sn) =
2 and mr+(Sn) = n − 1, by the Northeast Lemma we have
I(Sn) = {(n − 1, 0), (n, 0), (0, n − 1), (0, n)} ∪ {(r, s) : r  1, s 1, r + s n} .
It follows that Sn is not inertially arbitrary.
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As has already been noted, if A ∈ H(G)with pin(A) = (r, s), then−A ∈ H(G)with pin(A) = (s, r),
and if A is real then −A is real. A consequence of Observation 1.3 is
Observation 2.7 (Symmetry property). The sets I(G) and hI(G) are symmetric about the line y = x.
3. Basic parameters for the inertia set of a tree
The purpose of this section is to deﬁne some basic parameters associatedwith a tree, establish their
fundamental properties, and relate them to the maximal disconnection numbers MDk(G). In Section
6 we will use these results to simplify the application of Theorem 1.1.
In [20], Johnson and Duarte computed the minimum rank of all matrices in S(T), where T is an
arbitrary tree. One of the graph parameters used by them, the path cover number of T , is also needed
in our work. It is deﬁned as follows.
Deﬁnition 3.1. Let T be a tree.
(a) A path cover of T is a collection of vertex disjoint paths, occurring as induced subgraphs of T ,
that covers all the vertices of T .
(b) The path cover number of T , P(T), is the minimum number of paths occurring in a path cover of
T .
(c) A path treeP is a path cover of T that consists of exactly P(T) disjoint paths, sayQ1,Q2, . . . ,QP(T).
An extra edge is an edge of T that is incident to vertices on two distinct Q ’s. Clearly there are
exactly P(T) − 1 extra edges.
The Theorem of Duarte and Johnson is
Theorem 3.1. For any tree T on n vertices,
mr(T) + P(T) = n.
As indicated,P(T)will alsobeused inourwork. This is not surprising, because inertia is a reﬁnement
of rank. Our use of P(T) will be made precise now. First, we need another deﬁnition.
Deﬁnition 3.2. Let G = (V , E) be a graph, and let S ⊆ V . Let
EG(S) = {xy ∈ E : x ∈ S or y ∈ S} ,
that is, EG(S) consists of all edges of G that are incident to at least one vertex in S. Deﬁne an integer-
valued mapping f on the set of all subsets of V by:
fG(S) = |EG(S)| − 2|S| + 1.
We note that fG(∅) = 1.
Observation 3.1. Let T be a tree on n vertices, and choose an integer k in the range 0 k n. Then
• For every S ⊆ V(T) with |S| = k, fT (S)MDk(T) − k, and• For some S ⊆ V(T) with |S| = k, fT (S) = MDk(T) − k.
Proof. In any forest, the number of components plus the number of edges equals the number of
vertices. Let S ⊆ V with |S| = k. The forest T − S has n − 1 − ET (S) edges and n − k vertices, so it
has ET (S) − k + 1 components. By deﬁnition of MDk(T), ET (S) − k + 1MDk(T), or equivalently,
fT (S)MDk(T) − k. Since ET (S) − k + 1 = MDk(T) for some S with |S| = k, the second statement
follows. 
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Our ﬁrst theorem in this section is the following:
Theorem 3.2. Let T be a tree with |T| = n and let P(T) denote its path cover number. Then
P(T) = max
S⊆V {fT (S)} = max0 k n {MDk(T) − k} .
The second equality is a direct consequence of Observation 3.1. The ﬁrst equality will be proved by
induction on |T|, but ﬁrst we prove it directly for several special cases. These special cases will also be
used in the proof of Theorem 3.2.
Observation 3.2. Theorem 3.2 holds for the path Pn for all n.
Proof. Since the degree of any vertex in Pn is at most two, the maximum value of fPn is 1. 
Corollary 3.3. Theorem 3.2 holds for any tree T with |T| 3.
Observation 3.3. Theorem 3.2 holds for Sn, for any n 3.
Proof. Label the pendant vertices of Sn by 2, 3, . . . , n and the vertex of degree n − 1 by 1. It is known
that P(Sn) = n − 2. For S = {1}, we have fSn(S) = n − 1 − 2 + 1 = n − 2, while for any S ⊆ V(Sn)
it is straightforward to see that fSn(S) n − 2. 
Lemma 3.4. Let T be a tree, and let ∅ /= S ⊆ V(T). Then fT (S) P(T).
Proof. The proof is by induction on |T|. Corollary 3.3 covers the base of the induction, so we proceed
to the general induction step.
Let P be any path tree of T , consisting of paths Q1,Q2, . . . ,QP(T). There are P(T) − 1 extra edges.
We can assume without loss of generality that Q1 is a pendant path in P (so exactly one extra edge
emanates from it), and we denote by v the vertex of Q1 that is incident to an extra edge.
We can also assume without loss of generality that no vertex of S has degree 1 or 2, since deleting
such a vertex cannot increase the value of the function fT (S) that we are trying to bound from above.
Case 1. v is an end vertex of Q1. In this case S ⊆ ⋃P(T)i=2 V(Qi). Also, P(T − Q1) = P(T) − 1. Applying
the induction hypothesis, we get
fT (S) fT−Q1(S) + 1 P(T − Q1) + 1 = P(T).
Case 2. v is an internal vertex of Q1. Suppose ﬁrst that one of the two end vertices of Q1 (call it z) is
at distance (in Q1) of at least two from v. Then P(T − z) = P(T) and S ⊆ V(T − z). Moreover, by the
induction hypothesis,
fT (S) = fT−z(S) P(T − z) = P(T).
Hence we may assume that Q1 has the form yvz:
We have P(T − Q1) = P(T) − 1. If v /∈ S then, by induction,
fT (S) fT−Q1(S) + 1 P(T − Q1) + 1 = P(T).
If v ∈ S, then
fT (S) = fT−Q1 (S\{v}) + 3 − 2 P(T − Q1) + 1 = P(T). 
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Observation 3.5. Let T be a tree that is not a star and for whichΔ(T) 3. Then there exists v ∈ V that
has a unique non-pendant neighbor and at least one pendant neighbor.
Remark. A similar result appears as Lemma 13 in [27].
Proof of Theorem 3.2. As previouslymentioned, the second equality comes fromObservation 3.1. The
proof of the ﬁrst equality is by induction on |T|. The base of the induction is ensured by Corollary 3.3.
The theorem holds for any path and any star, by Observations 3.2 and 3.3. Hence we may assume that
T is not a star andΔ(T) 3. Let v be as in Observation 3.5, and let u1, u2, . . . , um (m 1) be its pendant
neighbors.
Case 1. m = 1.
In this case, P(T − u1) = P(T). By the induction hypothesis, there exists S ⊆ V(T − u1) such that
fT−u1(S) = P(T − u1) = P(T). Hence,
fT (S) fT−u1(S) = P(T),
so fT (S) = P(T) by Lemma 3.4.
Case 2. m = 2.
In this case it is straightforward to see that P(T − {u1, u2, v}) = P(T) − 1. By the induction hypoth-
esis, there exists S ⊆ V(T − {u1, u2, v}) such that fT−{u1,u2,v}(S) = P(T) − 1. Hence, for S1 = S ∪ {v}
we have
fT (S1) = fT−{u1,u2,v}(S) + 3 − 2 = P(T).
Case 3. m 3.
In this case it is straightforward to see that P(T − um) = P(T) − 1. By the induction hypothe-
sis, there exists S ⊆ V(T − um) such that fT−um(S) = P(T − um) = P(T) − 1. If v ∈ S then fT (S) =
fT−um(S) + 1 = P(T), so we may assume that v /∈ S. We claim that u1, u2, . . . , um−1 /∈ S. Suppose
otherwise that u1 ∈ S. Then
fT−um (S\{u1}) = fT−um(S) + 2 − 1 > P(T − um),
contradicting Lemma 3.4. Let S1 = S ∪ {v}. Then
fT (S1) fT (S) + m − 2 fT−um(S) + 1 = P(T),
so fT (S1) = P(T) by Lemma 3.4.
This completes the proof that
P(T) = max
S⊆V {fT (S)} = max0 k n {MDk(T) − k} . 
Wepause tonote a similar result to Theorem3.2. Given a tree T , JohnsonandDuarte [20] ascertained
that P(T) is themaximumof p − q such that there exist q verticeswhose deletion leaves p components
each of which is a path (possibly including singleton paths). It is obvious that this maximum is at most
max0 k n{MDk(T) − k} since any components are allowed in determiningMDk(T), and the converse
is also true: if any component of the remaining forest is not a path, then deleting a vertex of degree
greater than 2 increases the value of MDk(T) − k. The observation of Johnson and Duarte can thus be
seen as a corollary of Theorem 3.2. We will see the usefulness of allowing non-path components in
Section 6, where we show that the lower values of MDk(T) provide an exact description of part of the
boundary of I(T).
Deﬁnition 3.3. Let T be a tree.
(a) A set S ⊆ V(T) is said to be optimal if fT (S) = P(T).
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(b) Let c(T) = min{|S| : S is optimal}.
(c) We say S isminimal optimal if S is optimal and |S| = c(T).
Example 3.1. c(T) for paths and stars.
• T = Pn: Then fPn(∅) = 1 = P(Pn) so c(Pn) = 0.• T = Sn, n 4: Let v be the degree n − 1 vertex of Sn. Then fSn({v}) = n − 1 − 2 + 1 = P(Sn) >
1 = fSn(∅). So c(Sn) = 1.
Observation 3.6. For a tree T ,
c(T) = min
0 k n
{k : n − MDk(T) + k = mr(T)} .
Proof. Theorems 3.1, 3.2, Deﬁnition 3.3, and Observation 3.1. 
Observation 3.7. For a tree T ,
c(T)
⌊
mr(T)
2
⌋
.
Proof. Let h = c(T) so n − MDh(T) + h = mr(T). Recall that k + MDk(T) n for any integer k, 0
k n, so in particular h n − MDh(T) and therefore 2hmr(T). 
Observation 3.8. Let T be a tree and let S ⊆ V(T) be minimal optimal. Then d(v) 3 for every v ∈ S.
For our next result we make use of a result from [4]. Let G1 and G2 be disjoint graphs and let v1
and v2 be vertices of G1 and G2, respectively. The graph G1 +
e
G2 is the graph obtained from G1 ∪ G2
by inserting the edge e = v1v2. A vertex v in a graph G is called terminal if it is a pendant vertex in a
minimum path cover of G.
Lemma 3.9 (Barioli, Fallat, Hogben). Let G = G1 +
e
G2 with e = v1v2. Then
P(G) =
{
P(G1) + P(G2) − 1 if and only if vi is terminal in Gi for i = 1, 2,
P(G1) + P(G2) otherwise.
Proposition 3.10. Let T be a tree and let v ∈ V(T) be adjacent to m 2 pendant vertices u1, u2, . . . , um,
and at most one non-pendant vertex w. Let T1 = T − {u1, u2, . . . , um, v}. Then
P(T) = P(T1) + m − 1,
and
c(T) c(T1) + 1.
If m 3,
c(T) = c(T1) + 1.
Proof. The proposition clearly holds if T is a star, so we may assume that this is not the case. Let e be
the edge wv. Then T = T1 +
e
Sm+1. Since v is not terminal in Sm+1, by Lemma 3.9
P(T) = P(T1) + P(Sm+1) = P(T1) + m − 1.
Now let S be a minimal optimal set for T1, so |S| = c(T1). This implies that |ET1(S)| − 2|S| + 1 =
P(T1). Let Sv = S ∪ {v}. Since T is not a star v has a unique non-pendant neighbor w. The vertices
w, u1, u2, . . . , um are adjacent to v, so |ET (Sv)| = |ET1(S)| + m + 1. Then
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fT (Sv) = |ET (Sv)| − 2|Sv| + 1 = ∣∣ET1(S)∣∣+ m + 1 − 2|S| − 2 + 1
= P(T1) + m − 1 = P(T),
so Sv is an optimal set for T . It follows that
c(T) |Sv| = |S| + 1 = c(T1) + 1.
Now assume that m 3 and that S is a minimal optimal set for T . By Observation 3.8, none of the
vertices u1, u2, . . . , um is in S. If v /∈ S, Lemma 3.4 implies
P(T)  |ET (S ∪ {v})| − 2 |S ∪ {v}| + 1
 |ET (S)| + 3 − 2|S| − 2 + 1 = P(T) + 1,
a contradiction. Therefore v ∈ S.
Let S′ = S\{v}. Then |ET1(S′)| |ET (S)| − (m + 1), so
fT1(S
′)  |ET (S)| − (m + 1) − 2
∣∣∣S′∣∣∣+ 1
= |ET (S)| − (m + 1) − 2|S| + 2 + 1
= P(T) − (m − 1) = P(T1).
It follows from Lemma 3.4 that S′ is optimal for T1, implying
c(T1)
∣∣∣S′∣∣∣ = |S| − 1 = c(T) − 1.
Hence c(T) = c(T1) + 1. 
It is a simple matter to calculate P(T), and thus determine the minimum rank of a tree, by means
of Proposition 3.10. The calculation of c(T) is not quite as straightforward, although we can show one
special case in which it is additive on subgraphs. For this we need the following deﬁnition.
Deﬁnition 3.4. Let F and G be graphs on at least two vertices, each with a vertex labeled v. Then
F ⊕v G is the graph on |F| + |G| − 1 vertices obtained by identifying the vertex v in F with the vertex
v in G.
The vertex v in Deﬁnition 3.4 is commonly referred to as a cut vertex of the graph F ⊕v G. The next
result determines c(T) when d(v) = 2.
Theorem 3.4. Let T1 and T2 be trees each with a pendant vertex labeled v. Let T = T1 ⊕v T2. Then
c(T) = c(T1) + c(T2).
Proof. Let R1, R2 be minimal optimal sets for T1, T2, respectively. Then
fTi(Ri) =
∣∣ETi(Ri)∣∣− 2|Ri| + 1 = P(Ti), i = 1, 2.
Since P(T) P(T1) + P(T2) − 1, and v /∈ R1, R2 by Observation 3.8, by Lemma 3.4
P(T) fT (R1 ∪ R2) = |ET (R1 ∪ R2)| − 2 |R1 ∪ R2| + 1
=
2∑
i=1
(∣∣ETi(Ri)∣∣− 2|Ri| + 1)− 1
= P(T1) + P(T2) − 1 P(T).
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Therefore, R1 ∪ R2 is an optimal set for T by Lemma 3.4 and c(T) |R1 ∪ R2| = |R1| + |R2| = c(T1) +
c(T2). We also see that P(T) = P(T1) + P(T2) − 1 .
Suppose now S is a minimal optimal set for T . By Observation 3.8, v /∈ S. Let Si = S ∩ V(Ti),
i = 1, 2. Since v /∈ S, S1 ∩ S2 = ∅. Now
P(T) = fT (S) = |ET (S)| − 2|S| + 1,
P(T1) fT1(S1) =
∣∣ET1(S1)∣∣− 2|S1| + 1,
and
P(T2) fT2(S2) =
∣∣ET2(S2)∣∣− 2|S2| + 1.
Then
1= P(T1) + P(T2) − P(T)

2∑
i=1
(∣∣ETi(Si)∣∣− 2|Si| + 1)− (|ET (S)| − 2|S| + 1) = 1,
so we must have
P(Ti) = fTi(Si), i = 1, 2,
and
c(T1) + c(T2) |S1| + |S2| = |S| = c(T). 
Corollary 3.5. Let p be a pendant vertex in a tree T and suppose the neighbor of p has degree 2. Then
c(T) = c(T − p).
Corollary 3.6. If a tree T has exactly one vertex of degree d > 2, then c(T) = 1.
Proof. It is straightforward to see, by repeated application of Corollary 3.5, that c(T) =
c(Sd+1) = 1. 
Deﬁnition 3.5. Let T be a tree and let k be an integer such that 0 k c(T). Then
rk(T) = max {|ET (S)| : S ⊆ V(T), |S| = k} .
Observation 3.11. For a tree T , rk(T) = MDk(T) + k − 1.
The next theorem will play an important role in simplifying the computation of I(T).
Theorem 3.7. Let T be a tree with c(T) 1. Then
rk(T) − rk−1(T)
{
3 if k = 1 or k = c(T),
2 if 1 < k < c(T).
Proof. Since c(T) 1, T is not a path. Therefore Δ(T) 3, implying r1(T) − r0(T) = Δ(T) − 0 3. If
k = c(T),
rk(T) − 2k + 1 = P(T),
while
rk−1(T) − 2(k − 1) + 1 < P(T).
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Then
rk(T) − rk−1(T) − 2 1.
Thus, the stronger conclusion in the special cases k = 1and k = c(T)hasbeenestablished.Weproceed
by induction on |T|. Since T cannot be a path, the base of the induction is |T| = 4, and the only relevant
tree T with |T| = 4 is S4. Since c(S4) = 1 the theorem holds in this case.
Consider now the general induction step. Let T be a tree on n vertices, and let k ∈ {2, . . . , c(T) − 1}.
Note that if c(T) 2 we are done. In particular, we can assume T is not a star. We have to show that
rk(T) − rk−1(T) 2.
By Observation 3.5 there exists v ∈ V that is adjacent to a unique non-pendant vertex w, and to
pendant vertices u1, u2, . . . , um, wherem 1.
Case 1. m 2.
Let T1 = T − {u1, u2, . . . , um, v}. Then c(T1) c(T) − 1 by Proposition 3.10. This tells us both that
we are allowed to assume the induction hypothesis on the tree T1 (which requires c(T1) 1) and that
k c(T1).
Now choose Q ⊆ V(T)with |Q | k − 1 and |ET (Q)| rk−1(T). This choice is possible (with equal-
ity) by the deﬁnition of rk−1. We can assume without loss of generality that Q contains none of the
vertices {u1, . . . , um} as follows: If v ∈ Q we delete all ui’s that belong to Q , possibly decreasing |Q |
without changing |ET (Q)|. If at least one of u1, u2, . . . , um, say u1, belongs toQ but v /∈ Q , we replace u1
by v in Q and delete from Q all remaining ui, possibly decreasing |Q | and possibly increasing |ET (Q)|.
We give the name  to |Q |, so  k − 1.
Subcase 1.1. Suppose that v /∈ Q . Let R = Q ∪ {v}. Then |R| =  + 1 k, and ET (R) ⊇ ET (Q) ∪{vu1, vu2, . . . , vum}. Hence
rk(T) r+1(T) |ET (R)| |ET (Q)| + m rk−1(T) + m rk−1(T) + 2.
Subcase 1.2. Suppose that v ∈ Q . LetQ ′ = Q\{v}. Then |Q ′| =  − 1 k − 2, and r−1(T1) |ET1(Q ′)|.
By the induction hypothesis,
rk−1(T1) − r−1(T1) rk−1(T1) − rk−2(T1) 2.
Choose R ⊆ V(T1) with |R| = k − 1 such that rk−1(T1) = |ET1(R)|. Let Rv = R ∪ {v}. Then |Rv| = k,
and
ET (Rv) = ET1(R) ∪ {vu1, vu2, . . . , vum, vw} .
Also,
ET (Q) = ET1(Q ′) ∪ {vu1, vu2, . . . , vum, vw} ,
so
|ET (Rv)| = |ET1(R)| + m + 1, |ET (Q)| = |ET1(Q ′)| + m + 1.
Then
rk(T)  |ET (Rv)| = |ET1(R)| + m + 1 = rk−1(T1) + m + 1
 r−1(T1) + 2 + m + 1
 |ET1(Q ′)| + m + 1 + 2 = |ET (Q)| + 2 rk−1(T) + 2.
Case 2. m = 1.
Let T1 = T − u1. ByCorollary 3.5,wehave c(T) = c(T1), and clearly P(T) = P(T1). Since k c(T) −
1, k c(T1) − 1.
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As in Case 1, we chooseQ ⊆ V(T)with |Q | k − 1 and |ET (Q)| rk−1(T), and can assumewithout
loss of generality that u1 /∈ Q .
Subcase 2.1. Suppose that v /∈ Q . Then |ET1(Q)| = |ET (Q)|, and applying the induction hypothesis, we
have
rk(T) rk(T1) rk−1(T1) + 2 |ET1(Q)| + 2 = |ET (Q)| + 2 rk−1(T) + 2.
Subcase 2.2. Suppose that v ∈ Q . Let Q ′ = Q\{v}. Then |Q ′| k − 2 and ET1(Q ′) = ET (Q ′). Hence
|ET1(Q ′)| = |ET (Q ′)| |ET (Q)| − 2 rk−1(T) − 2.
Applying the induction hypothesis to T1,
rk−1(T1) rk−2(T1) + 2 |ET1(Q ′)| + 2 rk−1(T).
Applying the induction hypothesis again to T1,
rk(T) rk(T1) rk−1(T1) + 2 rk−1(T) + 2. 
Corollary 3.8. Let T be a tree. Then for 0 j k c(T),
MDk(T)MDj(T) + (k − j).
Proof. It sufﬁces to prove the case k − j = 1. Here we have 1 k c(T), and Theorem 3.7 gives us
rk(T) rk−1(T) + 2 . Making the substitution rk(T) = MDk(T) + k − 1 from Observation 3.11 gives
us the desired result. 
Proposition 3.12. Let T be a tree on n 3 vertices. Then c(T) n−1
3
.
Proof. We prove the proposition by induction on n. The cases n = 3, 4 are obvious, so we consider
the general induction step. The proposition holds if T = Sn, as c(Sn) = 1, so assume T is not a star. By
Observation 3.5, there exists a vertex v that is adjacent to exactly one non-pendant vertex w and to
pendant vertices u1, u2, . . . , um, wherem 1.
Case 1. m = 1.
It follows from Corollary 3.5 and the induction hypothesis that
c(T) = c(T − u1) n − 1 − 1
3
<
n − 1
3
.
Case 2. m 2.
Let T1 = T − {u1, u2, . . . , um, v}. Then |T1| n − 3, and by Proposition 3.10 c(T) c(T1) + 1. Then,
by induction hypothesis,
c(T) − 1 c(T1) |T1| − 1
3

n − 4
3
= n − 1
3
− 1. 
We conclude this section with a partial result toward the ﬁrst claim of Theorem 1.1.
Deﬁnition 3.6. For a tree T we deﬁne LT , theminimum-rank stripe of T , as the set
LT = {(r, s) ∈ N2mr(T) : r  c(T), s c(T)}.
For the moment the name “minimum-rank stripe” is not entirely justiﬁed, since it suggests that
LT = I(T) ∩ N2mr(T). In Section 6 we will show that this is the case, but we can already show one
direction of containment.
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Theorem 3.9. For any tree T , LT ⊆ I(T).
Proof. Let k = c(T). Given any (r, s) ∈ LT , we have r  k, s k, and r + s = mr(T) = n − MDk(T) + k
by Observation 3.6. Then by the Stars and Stripes Lemma we have (r, s) ∈ I(T). 
Corollary 3.10. Theorem 1.1 gives the correct value ofmr(T) for T a tree.
4. Inertia formulae for a graph with a cut vertex
In this section we interrupt our discussion of inertia sets of trees in order to derive basic formulae
about the inertia set of any graph with a cut vertex. We obtain formulae for inertia sets that are the
analogue of Theorem 16 in [19] and Theorem 2.3 in [4] for minimum rank.
Deﬁnition 4.1. If Q , R are subsets of N2, then
Q + R = {(a + c, b + d) : (a, b) ∈ Q and (c, d) ∈ R} .
Addition of 3 or more sets is deﬁned similarly.
Deﬁnition 4.2. If Q is a subset of N2 and n is a positive integer, we let
[Q ]n = Q ∩ N2 n.
We ﬁrst consider the case of disconnected graphs. Since the inertia of a direct sum of matrices is
the sum of the inertias of the summands, we have:
Observation 4.1. Let G = ⋃ki=1 Gi. Then
I(G) = I(G1) + I(G2) + · · · + I(Gk)
and similarly for hI(G).
We now determine the inertia set of a graph with a cut vertex – see Deﬁnition 3.4. We ﬁrst recall
the following useful result [19,4], which reduces the minimum rank problem for graphs to the case of
2-connected graphs.
Theorem 4.1 (Hsieh; Barioli, Fallat, Hogben).With F , G and F ⊕v G as in Deﬁnition 3.4, we have
mr(F ⊕
v
G) = min {mr(F) + mr(G), mr(F − v) + mr(G − v) + 2} .
Our next result generalizes this to inertia sets.
Theorem 4.2. Let F and G be graphs on at least two vertices with a common vertex v and let n = |F| +
|G| − 1. Then
I(F ⊕
v
G) = [I(F) + I(G)]n ∪ [I(F − v) + I(G − v) + {(1, 1)}]n
and similarly for hI(F ⊕v G).
Proof. We prove the complex Hermitian version of the theorem; the proof of the real symmetric
version is the same but with the assumption that all matrices and vectors are real.
Let v be the last vertex of F and the ﬁrst vertex of G.
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Reverse containment:
I. Let (r, s) ∈ [hI(F) + hI(G)]n. Then r + s n and there exist (i, j) ∈ hI(F) and (k, ) ∈ hI(G)
such that i + k = r, j +  = s. Let
M =
[
A b
b∗ c1
]
∈ H(F) and N =
[
c2 d
∗
d E
]
∈ H(G)
with pin(M) = (i, j) and pin(N) = (k, ), and let
M̂ =
⎡⎢⎣ A b 0b∗ c1 0
0 0 0
⎤⎥⎦ and N̂ =
⎡⎢⎣0 0 00 c2 d∗
0 d E
⎤⎥⎦
be matrices of order n. Then
pin(M̂) = pin(M) = (i, j), pin(N̂) = pin(N) = (k, )
and M̂ + N̂ ∈ H(F ⊕v G). By the subadditivity of partial inertias (Proposition 1.4),
π(M̂ + N̂)π(M̂) + π(N̂) = i + k = r
and
ν(M̂ + N̂) ν(M̂) + ν(N̂) = j +  = s.
Since (π(M̂ + N̂), ν(M̂ + N̂)) ∈ hI(F ⊕v G) by deﬁnition, and r + s n, (r, s) ∈ hI(F ⊕v G) by the
Northeast Lemma (Lemma 1.1). Thus, we have [hI(F) + hI(G)]n ⊆ hI(F ⊕v G).
II. Now let (r, s) ∈ [hI(F − v) + hI(G − v) + {(1, 1)}]n. Then r + s n and there exist (i, j) ∈
hI(F − v) and (k, ) ∈ hI(G − v)with (i, j) + (k, ) + (1, 1)=(r, s). LetA ∈ H(F − v)withpin(A) =
(i, j) and let E ∈ H(G − v) with pin(E) = (k, ). Choose b, c, d such that
M =
⎡⎣A b 0b∗ c d∗
0 d E
⎤⎦ ∈ H(F ⊕
v
G).
By Proposition 1.4 (interlacing),
π(M)π
([
A 0
0 E
])
+ 1 = π(A) + π(E) + 1 = i + k + 1 = r
and, similarly,
ν(M) j +  + 1 = s.
Since (π(M), ν(M)) ∈ hI(F ⊕v G), and r + s n, by the Northeast Lemma, (r, s) ∈ hI(F ⊕v G).
So we have
[hI(F − v) + hI(G − v) + {(1, 1)}]n ⊆ hI(F ⊕
v
G).
Forward containment:
Now let (i, j) ∈ hI(F ⊕v G). By Observation 2.1, i + j n. Let
M =
⎡⎣ A b 0b∗ c d∗
0 d E
⎤⎦ ∈ H(F ⊕
v
G),
with pin(M) = (i, j). Then
rank A + rank E  rank
[
A b 0
0 d E
]
 rankM  rank A + rank E + 2.
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If the ﬁrst and third inequalities are strict, then
rank A + rank E + 1 = rank
[
A b 0
0 d E
]
= rankM.
The ﬁrst equality implies that either b /∈ Col(A) or else d /∈ Col(E), while the second equality implies
that b ∈ Col(A) and d ∈ Col(E). So this case does not occur and either
rank A + rank E = rank
[
A b 0
0 d E
]
or else
rankM = rank A + rank E + 2.
I. rank A + rank E = rank
[
A b 0
0 d E
]
.
Then b ∈ Col(A) and d ∈ Col(E). So b = Au, d = Ev for some u ∈ C|F|−1, v ∈ C|G|−1.
Deﬁne
Â =
[
A Au
u∗A u∗Au
]
∈ H(F); Ê =
[
v∗Ev v∗E
Ev E
]
∈ H(G).
Then Â is congruent to A ⊕ [0]1×1; Ê is congruent to E ⊕ [0]1×1. Hence
π(̂A) = π(A); ν(̂A) = ν(A);
π(̂E) = π(E); ν(̂E) = ν(E).
Also,
rank Â = rank A |F| − 1, (1)
rank Ê = rank E  |G| − 1. (2)
By Proposition 1.4 (interlacing), ∃a, b ∈ {0, 1} such that
i = π(M) = π(A) + π(E) + a = π(̂A) + π(̂E) + a, (3)
j = ν(M) = ν(A) + ν(E) + b = ν(̂A) + ν(̂E) + b. (4)
It follows from (1) and (2) that
π(̂A) + a + ν(̂A) = rank Â + a |F| − 1 + a |F|,
π(̂E) + ν(̂E) + b = rank Ê + b |G| − 1 + b |G|.
Hence, by the Northeast Lemma,(
π(̂A) + a, ν(̂A)) = (π(A) + a, ν(A)) ∈ hI(F),(
π(̂E), ν(̂E) + b) = (π(E), ν(E) + b) ∈ hI(G)
and since these two vectors add up to (i, j), by (3) and (4), we conclude that (i, j) ∈ hI(F) + hI(G).
Since i + j nwe get (i, j) ∈ [hI(F) + hI(G)]n.
II. rankM = rank A + rank E + 2.
By Proposition 1.4 (interlacing), we have
i + j π
([
A 0
0 E
])
+ 1 + ν
([
A 0
0 E
])
+ 1
= π(A) + π(E) + 1 + ν(A) + ν(E) + 1
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= π(A) + ν(A) + π(E) + ν(E) + 2
= rank A + rank E + 2 = rankM = i + j.
It follows that i = π(A) + π(E) + 1 and j = ν(A) + ν(E) + 1 and (i, j) = (π(A), ν(A))
+ (π(E), ν(E)) + (1, 1). By deﬁnition, (i, j) ∈ hI(F − v) + hI(G − v) + {(1, 1)}, and since i + j n,
(i, j) ∈ [hI(F − v) + hI(G − v) + {(1, 1)}]n.
This completes the proof of the forward containment. 
It is straightforward to show that Theorem 4.1 is a corollary of Theorem 4.2.
Example 4.1. Let F = S4 and G = P3 with v a pendant vertex in S4 and the degree 2 vertex in P3. Then
T = F ⊕v G is the graph below:
From Examples 2.4 and 2.2 we have
It follows that
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and
Then I(T) = I(F ⊕v G) = [I(S4) + I(P3)]6 ∪ [I(P3) + I(2K1) + {(1, 1)}]6 is:
Since |T| = 6 and P(T) = 2,mr(T) = 4by Theorem3.1. Since |ET ({v})| = 3, |ET ({v})| − 2|{v}| + 1 =
2 = P(T), so {v} is a minimal optimal set for T . We observe that in this case LT = I(T) ∩ N2mr(T).
We pause to develop some additional fundamental properties of inertia sets before generalizing
Theorem 4.2. The next result generalizes the fact [26] that mr(G − v)mr(G) ≤ mr(G − v) + 2.
Proposition 4.2. Let G be any graph on n vertices and let v be any vertex of G. Then we have:
(a) [I(G)]n−1 ⊆ I(G − v).
(b) I(G) ⊇ [I(G − v)]n−2 + {(1, 1)}.
The same inclusions hold in the Hermitian case.
Proof. Let (r, s) ∈ [I(G)]n−1. Then r + s n − 1. Let A ∈ S(G) with pin(A) = (r, s), and let B be the
principal submatrix of A obtained by deleting the row and column v. Then B ∈ S(G − v) and by the
interlacing inequalities pin (B) is one of (r, s), (r − 1, s), (r, s − 1), or (r − 1, s − 1). Then one of these
is in I(G − v) so by the Northeast Lemma, (r, s) ∈ I(G − v). This proves (a).
Now let (r, s) ∈ [I(G − v)]n−2 so r + s n − 2. Choose A ∈ S(G) in such a way that the principal
submatrix B obtained by deleting row and column v satisﬁes pin (B) = (r, s). Then by the interlacing
inequalities, pin(A) is one of (r, s), (r + 1, s), (r, s + 1), or (r + 1, s + 1). Since r + 1 + s + 1 n,
(r + 1, s + 1) ∈ I(G) by the Northeast Lemma applied to G. This completes the proof of (b).
The proof of the Hermitian case is the same, but with Hermitian notation. 
Proposition 4.3. If v is a pendant vertex of the graph G and (i, j) ∈ I(G − v), then (i + 1, j) ∈ I(G) and
(i, j + 1) ∈ I(G), and similarly for hI(G − v) and hI(G).
Proof. As usual, the proofs of the real symmetric and Hermitian versions do not differ materially. Let
v be the ﬁrst vertex of G and let its neighbor u be the second. Let A ∈ S(G − v) with pin(A) = (i, j).
Then
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M =
[
J2 0
0 0
]
+
[
0 0
0 A
]
∈ S(G)
and rankM = 1 + rank A. By Proposition 1.4 (rank-one perturbation)
π(M)π(A) + 1 and ν(M) ν(A).
Then rankM = π(M) + ν(M)π(A) + 1 + ν(A) = rank A + 1 = rankM and (i + 1, j) = (π(A)
+1, ν(A)) = (π(M), ν(M)) ∈ I(G). Similarly, (i, j + 1) ∈ I(G). 
Proposition 4.4. If the degree of v is 2 in F ⊕v G, and n = |F| + |G| − 1, then
I(F ⊕
v
G) = [I(F) + I(G)]n ,
and similarly for hI(F ⊕v G).
Proof. By Theorem 4.2 it sufﬁces to show that
[I(F − v) + I(G − v) + {(1, 1)}]n ⊆ [I(F) + I(G)]n .
Let (r, s) ∈ [I(F − v) + I(G − v) + {(1, 1)}]n. Then r + s n and (r, s) = (i, j) + (k, ) + (1, 1)with
(i, j) ∈ I(F − v) and (k, ) ∈ I(G − v). Since v is pendant in both F and G, by Proposition 4.3, (i +
1, j) ∈ I(F) and (k,  + 1) ∈ I(G), so (r, s) = (i + 1 + k, j +  + 1) ∈ I(F) + I(G). Since r + s n,
(r, s) ∈ [I(F) + I(G)]n.
Replacing I by hI uniformly proves the Hermitian case. 
We close this section with a generalization of Theorem 4.2. We ﬁrst extend Deﬁnition 3.4.
Deﬁnition 4.3. LetG1, G2, . . . , Gk , k 2, be graphs on at least two verticeswith a common vertex v and
let G = ⊕ki=1 Gi be the graph on n = ∑ki=1 |Gi| − (k − 1) vertices obtained by identifying the vertex
v in each of the Gi. We call G the vertex sum of the graphs G1, G2, . . . , Gk at v .
Theorem 4.3. Let G be a graph on n 3 vertices and let v be a cut vertex of G.Write G = ⊕ki=1 Gi, k 2,
the vertex sum of G1, G2, . . . , Gk at v. Then
I(G) = [I(G1) + I(G2) + · · · + I(Gk)]n (5)
∪ [I(G1 − v) + I(G2 − v) + · · · + I(Gk − v) + {(1, 1)}]n
and similarly for hI(G).
Proof. The idea of the proof is the same as in the proof of Theorem 4.2, which is showing that each
side of Eq. (5) is contained in the other. Since each of the theorems cited applies equally well to hI as
to I, the same proof demonstrates both cases.
Forward containment:
We prove that
I(G) ⊆ [I(G1) + I(G2) + · · · + I(Gk)]n (6)
∪ [I(G1 − v) + I(G2 − v) + · · · + I(Gk − v) + {(1, 1)}]n
by induction on k. For k = 2 this follows from Theorem 4.2. Assume (6) holds for all integers j with
2 j < k. Let G′ = ⊕k−1i=1 Gi, the vertex sum of G1, . . . , Gk−1 at v and let n′ = |G′|. Then by Theorem
4.2,
I(G) = I(G′ ⊕
v
Gk) ⊆
[
I(G′) + I(Gk)
]
n
∪
[
I(G′ − v) + I(Gk − v) + {(1, 1)}
]
n
.
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But
I(G′ − v) = I
⎛⎝k−1⋃
i=1
(Gi − v)
⎞⎠ = I(G1 − v) + · · · + I(Gk−1 − v)
by Observation 4.1. Applying the induction hypothesis to I(G′) we have
I(G′) = [I(G1) + · · · + I(Gk−1)]n′ ∪ [I(G1 − v) + · · · + I(Gk−1 − v) + {(1, 1)}]n′ .
Then [
I(G′) + I(Gk)
]
n
= [[I(G1) + · · · + I(Gk−1)]n′ + I(Gk)]n
∪ [[I(G1 − v) + · · · + I(Gk−1 − v) + {(1, 1)}]n′ + I(Gk)]n
⊆ [I(G1) + · · · + I(Gk)]n
∪
[
[I(G1 − v) + · · · + I(Gk−1 − v)]n′−2 + {(1, 1)} + I(Gk)
]
n
.
Let
Q1 =
[
[I(G1 − v) + · · · + I(Gk−1 − v)]n′−2 + {(1, 1)} + I(Gk)
]
n
,
Q2 = [I(G1 − v) + · · · + I(Gk − v) + {(1, 1)}]n .
To complete the veriﬁcation of the containment (6), it sufﬁces to show that Q1 ⊆ Q2. Suppose that
(r, s) ∈ Q1. Then
(r, s) = (i1, j1) + (i2, j2) + · · · + (ik−1, jk−1) + (1, 1) + (i, j)
with (it , jt) ∈ I(Gt − v), t = 1, . . . , k − 1, (i, j) ∈ I(Gk), and
k−1∑
t=1
(it + jt) n′ − 2 and r + s n.
If i + j < |Gk|, by Proposition 4.2(a), (i, j) ∈ I(Gk − v) and then (r, s) ∈ Q2. So suppose that i + j =|Gk|. At least one of i, j is greater than 0. Without loss of generality, assume i > 0. By Proposition 2.3,
(i − 1, j) ∈ I(Gk), and by Proposition 4.2(a), (i − 1, j) ∈ I(Gk − v). Since n′ = |G′| = ∑k−1t=1 |Gt| −
(k − 2), we have
n′ − 2 =
k−1∑
t=1
(|Gt| − 1) − 1 =
⎛⎝k−1∑
t=1
|Gt − v|
⎞⎠− 1.
Therefore,
∑k−1
t=1 (it + jt) < ∑k−1t=1 |Gt − v|. Without loss of generality, assume i1 + j1 < |G1 − v|. By
the Northeast Lemma (i1 + 1, j1) ∈ I(G1 − v). Since r + s n, and (r, s) = (i1 + 1, j1) + (i2, j2) +· · · + (ik−1, jk−1) + (i − 1, j) + (1, 1), we again have (r, s) ∈ Q2. Thus Q1 ⊆ Q2 and the proof is com-
plete.
Reverse containment:
A proof by induction is not straightforward. However, one can show the two containments
[I(G1) + · · · + I(Gk)]n ⊆ I(G), and [I(G1 − v) + · · · + I(Gk − v) + {(1, 1)}]n ⊆ I(G), by simply
imitating each step in the proof of Theorem 4.2. As there are no new ideas in the proof, we omit it. 
5. The cut-vertex formula for elementary inertias
The results of the previous section give us a way to inductively calculate the inertia set of any graph
once we know the inertia sets of 2-connected graphs. In this section we prove that the same inductive
formula holds when calculating the set of elementary inertias. Claim 1 of Theorem 1.1 will then follow
because a forest is a graph with no 2-connected subgraph on 3 or more vertices.
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It is convenient to describe the elementary inertias of a graphG in terms of bicolored edge-colorings
of certain subgraphs of G.
Deﬁnition 5.1. Let G be a graph on n vertices, let S be a subset of V(G), and let X and Y be disjoint
subsets of E(G − S). The ordered triple (S, X , Y) is called a bicolored span of G if (V \ S, X ∪ Y) is a
spanning forest of G − S. (A spanning forest of a graph consists of a spanning tree for each connected
component.) If (S, X , Y) is a bicolored span of G, we say that the ordered pair (|S| + |X|, |S| + |Y |) is a
color vector of G. The set of color vectors of G is denoted C(G).
The color vector counts how many edges of the spanning forest have been marked with either the
ﬁrst color or the second color, but it also counts the set S of excluded vertices twice, as though each
such vertexweremarked simultaneouslywith both colors. Because every spanning forest has the same
number of edges, the quantity |X| + |Y | depends only on S, and for a given size |S| = k, |X| + |Y | is
minimized if G − S has MDk(G) components. If G is a graph on n vertices,  = MD0(G) is the number
of components of G, and (∅, X , Y) is a bicolored span of G, then |X| + |Y | +  = n.
Observation 5.1. If G is a graph on n vertices and  = MD0(G), then N2n− ⊆ C(G).
Deﬁnition 5.2. If Q is a subset of N2, we deﬁne the northeast expansion of Q as
Q↗ = Q + N2.
For example, the Northeast Lemma is equivalent to the statement that, for G a graph on n ver-
tices,
[
I(G)↗
]
n
⊆ I(G). The prevalence of northeast expansions in this section leads us to deﬁne the
following equivalence relation:
Deﬁnition 5.3. Given two sets P,Q ⊆ N2, we say that P is northeast equivalent to Q , written as P ∼ Q ,
if P↗ = Q↗.
Deﬁnition 5.4. Let G be a graph on n vertices, and let (x, y) be an ordered pair of integers. We say that
(x, y) is a northeast color vector of G if x + y n and if x x0 and y y0 for some color vector (x0, y0)
of G.
Note that the set of all northeast color vectors of G is
[
C(G)↗
]
n
. The term northeast color vector is
actually a synonym for elementary inertia, as we now demonstrate.
Proposition 5.2. Let G be a graph on n vertices. Then E(G) =
[
C(G)↗
]
n
.
Proof. We show both inclusions.
Forward inclusion. Let (r, s) be an elementary inertia of G. Then there exist a nonnegative integer k
and an ordered pair of integers (r0, s0) such that
k r0  r, k s0  s and r0 + s0 = n − MDk(G) + k.
Let S be chosen such that |S| = k and G − S has MDk(G) components, and let F be a spanning forest of
G − S, so that F has n − k vertices and r0 + s0 − 2k edges. We partition the edges of F into two sets X
and Y with r0 − k and s0 − k edges respectively. It follows that (k + |X|, k + |Y |) = (r0, s0) is a color
vector of G. Since r + s n, (r, s) belongs to the set
[
C(G)↗
]
n
of northeast color vectors of G.
Reverse inclusion. Let (x, y) be a northeast color vector of G, and let (S, X , Y) be a bicolored span of
G such that x0 = |S| + |X| x and y0 = |S| + |Y | y. Letting k = |S|, we can assume without loss of
generality that S is chosen among all sets of size k in such a way as to minimize |X| + |Y |, or in other
words that G − S has MDk(G) components. Under this assumption we have |X| + |Y | + MDk(G) =
1172 W. Barrett et al. / Linear Algebra and its Applications 431 (2009) 1147–1191
n − k, so n − MDk(G) + k = x0 + y0  x + y n. We further have k x0  x and k y0  y, so (x, y)
is an elementary inertia of G. 
Wenow state some set-theoretic results that allow us to simplify certain expressions involving Q↗
and [Q ]n.
Observation 5.3. For Q ⊆ N2 and nonnegative integersm n, we have
1. [[Q ]n]m = [[Q ]m]n = [Q ]m .
2.
[[
Q↗
]
n
↗]
m
=
[
Q↗
]
m
.
3.
[
Q↗
]
m
∼ [Q ]m .
4. If P is a stripe of rankm, then [Q + P]n = [Q ]n−m + P.
5. N2m ⊆ Q implies Q ∼ [Q ]m .
6. Q ∼ [Q ]m implies Q ∼ [Q ]n .
Proof. These are all straightforward consequences of the deﬁnitions. 
Proposition 5.4. Let , m, and n be nonnegative integers with 0  n and 0m n, suppose that
Q ⊆ N2 satisﬁes Q ∼ [Q ]n− , and let P =
[
Q↗
]
n
. Then
1. P ∼ [P]n−,
2.
[
P↗
]
m
= [P]m, and
3.
[
P↗
]
n
= P.
Proof. We have
P =
[
Q↗
]
n
∼ [Q ]n ∼ Q ∼ [Q ]n− ∼
[
Q↗
]
n− =
[[
Q↗
]
n
]
n− = [P]n− ,[
P↗
]
m
=
[[
Q↗
]
n
↗]
m
=
[
Q↗
]
m
=
[[
Q↗
]
n
]
m
= [P]m ,
and [
P↗
]
n
=
[[
Q↗
]
n
↗]
n
=
[
Q↗
]
n
= P. 
We can apply this immediately. First note that Observations 5.1 and 5.3 (5) give us
Observation 5.5. Let G be a graph on n vertices with  components. Then C(G) ∼ [C(G)]n− .
Observation 5.5 and Proposition 5.2 allow us to apply Proposition 5.4, by substituting C(G) for Q .
Observation 5.6 (Northeast equivalence I). Let G be a graph on n vertices with  components, and letm
be an integer in the range 0m n. Then
1. E(G) ∼ [E(G)]n− ,
2.
[
E(G)↗
]
m
= [E(G)]m , and
3.
[
E(G)↗
]
n
= E(G).
Observation 5.6 (3) can be viewed as a Northeast Lemma for elementary inertias.
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Lemma 5.7. LetQ1, . . . ,Qk be subsetsofN
2,andsuppose that for somecollectionn1, . . . , nk ofnonnegative
integers we have Qi ∼ [Qi]ni for i = 1, . . . , k. Let Q = Q1 + · · · + Qk and let n = n1 + · · · + nk. Then[
Q↗
]
n
=
[
Q1
↗ + · · · + Qk↗
]
n
=
[
Q1
↗]
n1
+ · · · +
[
Qk
↗]
nk
.
Proof. The ﬁrst equality comes from the observation that N2 + N2 = N2.
For the second equality, the reverse inclusion is easy to check. Suppose then that we are given
(x, y) ∈
[
Q1
↗ + Q2↗ + · · · + Qk↗
]
n
,
so there exist k ordered pairs of integers (xi, yi) ∈ Qi↗ with x = ∑ki=1 xi, y = ∑ki=1 yi, and x + y n.
For any such collection {(xi, yi)}, we can deﬁne two quantities, a surplus
s =
k∑
i=1
max(xi + yi − ni, 0)
and a deﬁcit
d =
k∑
i=1
max(ni − xi − yi, 0),
so that x + y − s + d = n and hence s d. If s = 0, then in every case we have (xi, yi) ∈
[
Qi
↗]
ni
, so
(x, y) ∈
[
Q1
↗]
n1
+
[
Q2
↗]
n2
+ · · · +
[
Qk
↗]
nk
and we are done. But we can assume s = 0 without loss of generality for the following reason: If
s > 0, then d > 0 also and for some integers i and j in the range 1 i, j k we have xi + yi > ni and
xj + yj < nj . Since Qi↗ = [Qi]ni↗, we can replace (xi, yi) by either (xi − 1, yi) or (xi, yi − 1), one of
which must belong to Qi
↗, and simultaneously replace (xj , yj) with respectively either (xj + 1, yj) ∈
Qj
↗ or (xj , yj + 1) ∈ Qj↗. This reduces both the value of s and the value of d, sowe can assumewithout
loss of generality that s = 0, giving the desired result. 
The following proposition is an immediate corollary.
Proposition 5.8. Given Q ⊆ N2 and nonnegative integers m n, suppose that Q ∼ [Q ]m . Then[
Q↗
]
n
=
[
Q↗
]
m
+
n−m∑
i=1
E(K1).
Proof. Apply Lemma 5.7 with k = n − m + 1, Q1 = Q , n1 = m, and for i > 1, Qi = {(0, 0)} and ni =
1. We have abbreviated
[
{(0, 0)}↗
]
1
by the equivalent expression E(K1). 
With the necessary set-theoretic tools in place, we can proceed to demonstrate some properties of
E(G), starting with the fact that it is additive on the connected components of G.
Proposition 5.9 (Additivity on components). Let G = ⋃ki=1 Gi. Then
E(G) = E(G1) + E(G2) + · · · + E(Gk).
Proof. We ﬁrst observe that for any bicolored span (S, X , Y) of G, each entry of the triple is a disjoint
union of corresponding entries from bicolored spans of the components Gi, so
C(G) = C(G1) + C(G2) + · · · + C(Gk).
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Now let n = |G| and for each integer i in the range 1 i k, let ni = |Gi|. From Observations 5.5 and
5.3 (6) we can conclude that C(Gi) ∼ [C(Gi)]ni . Since n=n1 + n2 + · · · + nk , we can apply Lemma 5.7
to obtain[
C(G)↗
]
n
=
[
C(G1)↗
]
n1
+
[
C(G2)↗
]
n2
+ · · · +
[
C(Gk)↗
]
nk
,
which by Proposition 5.2 is equivalent to the desired conclusion. 
Before stating and proving the cut vertex formula for elementary inertia sets, it will be useful to
split the set E(G) into two specialized sets depending on a choice of vertex v, and establish some of
the properties of these sets.
Deﬁnition 5.5. Let G be a graph and let v be a vertex of G.
• If (S, X , Y) is a bicolored span of G and v ∈ S, then we say that the ordered pair (|S| + |X|, |S| +
|Y |) is a v-deleting color vector of G. The set of v-deleting color vectors of G is denoted C−v (G).• If (S, X , Y) is a bicolored span of G and v ∈ S, then we say that the ordered pair (|S| + |X|, |S| +
|Y |) is a v-keeping color vector of G. The set of v-keeping color vectors of G is denoted C+v (G).
Deﬁnition 5.6. Let G be a graph on n vertices including v. We deﬁne the set of v-deleting elementary
inertias of G as
E−v (G) =
[
C−v (G)
↗]
n
and the set of v-keeping elementary inertias of G as
E+v (G) =
[
C+v (G)
↗]
n
.
The ﬁrst result we need is an immediate consequence of these deﬁnitions.
Proposition 5.10 (Splitting at v). Let G be a graph with v ∈ V(G). Then
E(G) = E−v (G) ∪ E+v (G).
There are equivalent, simpler expressions for the set of v-deleting color vectors and v-deleting
elementary inertias of G.
Proposition 5.11 (The v-deleting formula). Let G be a graph on n 2 vertices with v ∈ V(G). Then
C−v (G) = C(G − v) + {(1, 1)}
and
E−v (G) = [E(G − v)]n−2 + {(1, 1)} = [E(G − v) + {(1, 1)}]n .
Proof. The triple (S, X , Y) is a bicolored span of G with v ∈ S if and only if the triple (S − {v}, X , Y) is
a bicolored span of G − v. It follows that the v-deleting color vectors (r, s) in C−v (G) are exactly the
vectors (1 + x, 1 + y) where (x, y) is a color vector of G − v. This gives us our ﬁrst conclusion
C−v (G) = C(G − v) + {(1, 1)}.
With the ﬁrst conclusion as our starting point, we now have
E−v (G) =
[
C−v (G)
↗]
n
=
[
C(G − v)↗ + {(1, 1)}
]
n
.
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Since {(1, 1)} is a stripe of rank 2, by Observation 5.3 this simpliﬁes to
E−v (G) =
[
C(G − v)↗
]
n−2 + {(1, 1)}
=
[[
C(G − v)↗
]
n−1
]
n−2
+ {(1, 1)}
= [E(G − v)]n−2 + {(1, 1)}
= [E(G − v) + {(1, 1)}]n
which completes the proof. 
Observation 5.12. Let G be a graphwhose n vertices include v, and let  be the number of components
of G − v. Then C−v (G) ∼
[
C−v (G)
]
n+1− .
Proof. ByObservation5.5, C(G − v) ∼ [C(G − v)]n−1−. Proposition5.11 andObservation5.3 (4) then
give us C−v (G) ∼
[
C−v (G)
]
n+1−. 
Substituting Q = C−v (G) into Proposition 5.4 now gives us a result about v-deleting elementary
inertias.
Observation 5.13 (Northeast equivalence II). Let G be a graph whose n vertices include v, let  be the
number of components of G − v, and letm be an integer in the range 0m n. Then
1. E−v (G) ∼
[
E−v (G)
]
n+1− ,
2.
[
E−v (G)
↗]
m
= [E−v (G)]m , and
3.
[
E−v (G)
↗]
n
= E−v (G).
Similar results hold for the v-keeping color vectors and v-keeping elementary inertias:
Observation 5.14. Let G be a graph whose n vertices include v, and let  = MD0(G). Then C+v (G) ∼[
C+v (G)
]
n− .
Proof. It sufﬁces to consider bicolored spans of the form (∅, X , Y), which of course satisfy v ∈ ∅. The set
of v-keeping color vectors arising from such bicolored spans is exactly N2n−, from which the desired
result follows by Observation 5.3 (5). 
Proposition 5.4 now gives us:
Observation 5.15 (Northeast equivalence III). Let G be a graph whose n vertices include v, let  =
MD0(G), and letm be an integer in the range 0m n. Then
1. E+v (G) ∼
[
E+v (G)
]
n− ,
2.
[
E+v (G)
↗]
m
= [E+v (G)]m , and
3.
[
E+v (G)
↗]
n
= E+v (G).
It is possible to restrict the set of allowable bicolored spans that deﬁne C+v (G) and still obtain the
full set of v-keeping color vectors of G.
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Proposition 5.16. Let G be a graph with vertex v, and let E′ = E(G − v). Suppose that (x, y) belongs to
C+v (G). Then there exists a bicolored span (S, X , Y) of G with v /∈ S such that (x, y) = (|S| + |X|, |S| + |Y |)
and such that (S, X ∩ E′, Y ∩ E′) is a bicolored span of G − v.
Proof. By the deﬁnition of C+v (G), there exists a bicolored span (S, X , Y) of G with v ∈ S such that
(x, y) = (|S| + |X|, |S| + |Y |). The vertex v thus belongs to some component Gi of G − S, and those
edges in X and Y which are part of Gi give a spanning tree Ti of Gi. There is no loss of generality
if we assume that Ti is constructed as follows: First, a spanning tree is obtained for each compo-
nent of Gi − v. Each subtree is then connected to v by way of a single edge, so that the degree
of v in Ti is equal to MD0(Gi − v). With this assumption, (S, X ∩ E′, Y ∩ E′) is a bicolored span
of G − v. 
The next key ingredient is a consequence of Propositions 5.11 and 5.16.
Proposition 5.17 (Domination by G − v). Let G be a graph on n vertices, one of which is v. Then for

 ∈ {−,+} we have[
E
v (G)
]
n−1 ⊆ E(G − v).
Given Propositions 5.17 is equivalent, by Proposition 5.10, to an inclusion on elementary inertia sets
which has, by Proposition 5.10 already been proven for inertia sets as Proposition 4.2(a):
Proposition 5.18. For any graph G and any vertex v ∈ V(G),
[E(G)]n−1 ⊆ E(G − v).
Weneed onemore result before stating and proving the cut vertex formula for elementary inertias.
Proposition 5.19 (The v-keeping cut vertex formula). Let G = ⊕ki=1 Gi be a graph on n vertices which is
a vertex sum of graphs G1, G2, . . . , Gk at v, for k 2. Then
E+v (G) =
[
E+v (G1) + E+v (G2) + · · · + E+v (Gk)
]
n
.
Proof. Let G, v, n, and G1, . . . , Gk be as in the statement of the proposition. We ﬁrst establish a related
identity,
C+v (G) = C+v (G1) + C+v (G2) + · · · + C+v (Gk).
This holds because
1. The sets V(Gi) − {v} are disjoint, and their union is V(G) − {v}, so subsets S ⊆ V(G) with
v ∈ S are in bijective correspondence with collections of subsets Si ⊆ V(Gi) none of which
contain v.
2. For any such set S partitioned as a union of Si, G − S is a vertex sum at v of the graphs Gi − Si,
and so the set E(G − S) is a disjoint union of E(Gi − Si).
3. A subgraph F of the vertex sum G − S is a spanning forest of G − S if and only if F is a vertex
sum of graphs Fi each of which is a spanning forest of Gi − Si.
For each graph Gi, let ni = |Gi|, so that (n − 1) = ∑ki=1(ni − 1). Since each graph Gi contains the
vertex v, MD0(Gi) 1. Observations 5.14 and 5.3 (6) then give us C+v (Gi) ∼
[
C+v (Gi)
]
ni−1. Thus by
Lemma 5.7 we have[
C+v (G)
↗]
n−1 =
[
C+v (G1)
↗]
n1−1 + · · · +
[
C+v (Gk)
↗]
nk−1 .
We also have C+v (G) ∼
[
C+v (G)
]
n−1, so by Proposition 5.8 we can add k copies of E(K1) to both sides
to obtain
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[
C+v (G)
↗]
n−1+k =
[
C+v (G1)
↗]
n1
+ · · · +
[
C+v (Gk)
↗]
nk
which gives the desired formula by Observation 5.3 (1) and Deﬁnition 5.6. 
The proof of the cut vertex formula depends on the following properties of E(G), E+v (G), and E−v (G):
• Northeast equivalence I and III (Observations 5.6 and 5.15);
• Additivity on components (Proposition 5.9);
• Splitting at v (Proposition 5.10);
• The v-deleting formula (Proposition 5.11);
• Domination by G − v (Proposition 5.17); and
• The v-keeping cut vertex formula (Proposition 5.19).
Theorem 5.1 (The cut vertex formula for elementary inertias). Let G be a graph on n 3 vertices and let
v be a cut vertex of G. Write G = ⊕ki=1 Gi, k 2, the vertex sum of G1, G2, . . . , Gk at v. Then
E(G) = [E(G1) + E(G2) + · · · + E(Gk)]n
∪ [E(G1 − v) + E(G2 − v) + · · · + E(Gk − v) + {(1, 1)}]n .
Proof. Wemanipulate both sides to obtain the same set.
Deﬁne two sets
Q− = [E(G1 − v) + · · · + E(Gk − v) + {(1, 1)}]n
and
Q+ =
[
E+v (G1) + · · · + E+v (Gk)
]
n
.
By Propositions 5.11 and 5.9, E−v (G) = Q− and by Proposition 5.19, E+v (G) = Q+, so by Proposition
5.10, E(G) = Q− ∪ Q+.
The right hand side is
RHS = [E(G1) + · · · + E(Gk)]n ∪ Q−.
For each i = 1, . . . , k, let ni = |Gi|, so that E(Gi) ∼ [E(Gi)]ni−1 (Observations 5.6 (1) and 5.3 (6), since
in each case  1). Starting with Observation 5.6 (3) and then applying Lemma 5.7 both backwards
and forwards, we have
[E(G1) + · · · + E(Gk)]n =
[[
E(G1)↗
]
n1
+ · · · +
[
E(Gk)↗
]
nk
]
n
=
[[
E(G1)↗ + · · · + E(Gk)↗
]
n−1+k
]
n
=
[
{(0, 0)}↗ + E(G1)↗ + · · · + E(Gk)↗
]
n
= E(K1) +
[
E(G1)↗
]
n1−1 + · · · +
[
E(Gk)↗
]
nk−1
which by Observation 5.6 (2) gives us
RHS = Q− ∪
(
E(K1) + [E(G1)]n1−1 + · · · + [E(Gk)]nk−1
)
.
By applying Proposition 5.10 to each term [E(Gi)]ni−1 we obtain
RHS = Q− ∪
⎛⎝E(K1) + k∑
i=1
([
E−v (Gi)
]
ni−1 ∪
[
E+v (Gi)
]
ni−1
)⎞⎠ .
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For any α = (
1, . . . , 
m) ∈ {−,+}k we will deﬁne
Eαv =
k∑
i=1
[
E
iv (Gi)
]
ni−1 .
This gives us
RHS = ⋃
α∈{−,+}k
Q− ∪ (E(K1) + Eαv ) .
We divide the 2k choices for α into two cases: either 
j is “−” for some j ∈ {1, . . . , k}, or 
i is “+” for
all i. In the ﬁrst case, by Proposition 5.11 we have
E(K1) + Eαv = E(K1) +
[
E
1v (G1)
]
n1−1 + · · ·
+ [E(Gj − v) + {(1, 1)}]nj−1 + · · · + [E
kv (Gk)]nk−1 .
We wish to show that this is a subset of Q−. For every i besides j, we have
[
E
iv (Gi)
]
ni−1 ⊆ E(Gi − v)
by Proposition 5.17. The remaining terms we regroup as
E(K1) + [E(Gj − v) + {(1, 1)}]nj−1 = E(K1) + [E(Gj − v)]nj−3 + {(1, 1)}
⊆ E(K1) + [E(Gj − v)]nj−2 + {(1, 1)}.
Observation 5.6 and Proposition 5.8 give us
E(K1) + [E(Gj − v)]nj−2 = E(Gj − v).
We have thus shown that
E(K1) + Eαv ⊆ E(G1 − v) + · · · + E(Gk − v) + {(1, 1)}
and since
E(K1) + Eαv =
[
E(K1) + Eαv
]
n ,
this gives us Q− ∪ (E(K1) + Eαv ) = Q− in the case where α has at least one sign 
j = “−”.
This leaves the case where α has all signs 
j = “+”. By Observations 5.15 (1) and 5.3 (6), E+v (Gi) ∼[
E+v (Gi)
]
ni−1. Starting with Observation 5.15 (2), applying Lemma 5.7 both backwards and forwards,
and ﬁnally using Observation 5.15 (3), we have
E(K1) + Eαv = E(K1) +
[
E+v (G1)
↗]
n1−1 + · · · +
[
E+v (Gk)
↗]
nk−1
=
[
{(0, 0)}↗ + E+v (G1)↗ + · · · + E+v (Gk)↗
]
n
=
[[
E+v (G1)
↗ + · · · + E+v (Gk)↗
]
n−1+k
]
n
=
[[
E+v (G1)
↗]
n1
+ · · · +
[
E+v (Gk)
↗]
nk
]
n
= Q+.
The entire union thus collapses to RHS = Q− ∪ Q+, and the left and right hand expressions
are equal. 
We now state and prove the main result of the section.
Theorem 5.2. For any tree T , I(T) = E(T).
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Proof. Let n = |T|.
If n = 1, T = K1 and I(T) = N2[0,1]. Since (∅,∅,∅) is a bicolored span of K1, the origin (0, 0) is a
color vector of T and E(T) = N2[0,1] also. If n = 2, then T = K2, and I(K2) = N2[1,2] = E(K2).
Proceeding by induction, assume that I(T) = E(T) for all trees T on fewer than n vertices and let
T be a tree on n vertices, n 3. Let v be a cut vertex of T of degree k 2. Write T = ⊕ki=1 Ti, the vertex
sum of T1, . . . , Tk at v. By Theorem 4.3,
I(T) = [I(T1) + · · · + I(Tk)]n
∪ [I(T1 − v) + · · · + I(Tk − v) + {(1, 1)}]n
and by Theorem 5.1,
E(T) = [E(T1) + · · · + E(Tk)]n
∪ [E(T1 − v) + · · · + E(Tk − v) + {(1, 1)}]n .
Corresponding terms on the right hand side of these last two equations are equal by the induction
hypothesis, so I(T) = E(T) . 
Corollary 5.3. For any forest F , I(F) = E(F).
Proof. By Theorem 5.2, I(T) = E(T) for every component T of F , and by additivity on components for
both I(G) (Observation 4.1) and E(G) (Proposition 5.9), I(F) = E(F). 
Claim 1 of Theorem 1.1, which says I(F) ⊆ E(F) for any forest F , has now been veriﬁed.
We restate Theorem 1.1 compactly as
Theorem 5.4. Let G be a graph. Then I(G) = E(G) if and only if G is a forest.
6. Graphical determination of the inertia set of a tree
Tabulating the full inertia set of a tree T on n vertices bymeans of Theorem 1.1 appears, potentially,
to require a lot of calculation: Every integer k in the range 0 k nwith MDk(T) k gives a trapezoid
(possibly degenerate) of elementary inertias, and the full elementary inertia set is the union of those
trapezoids. (One could also construct every possible bicolored span of the tree, which is even more
cumbersome.) In fact the calculation is quite straightforward once we have the ﬁrst few values of
MDk(T). In this section we present the necessary simpliﬁcations and perform the calculation for a few
examples.
Deﬁnition 6.1. For any graph G on n vertices and k ∈ {0, . . . , n}, let
πk(G) = min {r : (r, k) ∈ I(G)} ,
νk(G) = min {s : (k, s) ∈ I(G)} .
Since πk(G) = νk(G) for each k, we will deal exclusively with πk(G).
The main simpliﬁcation toward calculating the inertia set of a tree is the following:
Theorem 6.1. Let T be a tree on n vertices and let k ∈ {0, 1, . . . , c(T)}. Then
πk(T) = n − MDk(T). (7)
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Proof. For k in the given range, we can apply Corollary 3.8 with j = 0 to obtain MDk(T)MD0(T) +
k and in particular MDk(T) k. We can thus apply the Stars and Stripes Lemma to obtain (n −
MDk(T), k) ∈ I(T) and hence πk(T) n − MDk(T). It remains to prove, for k c(T),
n − MDk(T)πk(T).
Suppose by way of contradiction that (r, s) ∈ I(T) with s = k and r < n − MDk(T). By Theorem 1.1,
every element of I(T) is an elementary inertia, and thus there is some integer j for which j r, j s,
and n − MDj(T) + j r + s. This implies, for 0 j k c(T), that
MDk(T) < MDj(T) + (k − j),
which contradicts Corollary 3.8. 
Corollary 6.2. {πk(T)}mr(T)−c(T)k=0 is a strictly decreasing sequence.
Proof. This follows from Theorem 6.1, Corollary 3.8 (with k − j = 1), and Theorem 3.9. 
Theorem 6.3. Let T be a tree. Then LT = I(T) ∩ N2mr(T).
In other words, every partial inertia of minimum rank is in the minimum-rank stripe already
deﬁned.
Proof. We already have LT ⊆I(T) by Theorem 3.9, and LT ⊆N2mr(T) by deﬁnition. To show equality, it
sufﬁces by symmetry (Observation 2.7) to show that for k < c(T), k + πk(T) > mr(T). Let c=c(T).
If c = 0, we are done. By Observation 3.6, n − MDc(T) + c = mr(T) but n − MDk(T) + k > mr(T)
for k<c. It follows by Theorem 6.1 that k + πk(T)>mr(T) for k < c, which completes the proof. 
Theorem 4.2 already gives a method for determining the inertia set I(T) for any tree T , but with
Theorem 1.1 and the simpliﬁcations above there is a much easier method, which we summarize in the
following steps:
1. Use an algorithm based on Proposition 3.10 to ﬁnd P(T).
2. SinceT is connected,MD0(T) = 1. IfT is apath then c(T) = 0;otherwise c(T) 1andMD1(T) =
Δ(T). Continue to calculate higher values of MDk(T) until MDk(T) − k = P(T), at which point
k = c(T).
3. The deﬁning southwest corners of I(T) are (n − MDk(T), k) and its reﬂection (k, n − MDk(T)),
for 0 k < c(T), together with the stripe LT of partial inertias from (n − P(T) − c(T), c(T)) to
(c(T), n − P(T) − c(T)).
4. Every other point of I(T) is a result of the Northeast Lemma applied to the deﬁning southwest
corners.
We give three examples.
Example 6.1. Let T be the tree in Example 4.1, whose inertia set we have already calculated.
Here P(T) = 2 and mr(T) = 4. We have
MD1(T) = 3, MD1(T) − 1 = 2,
W. Barrett et al. / Linear Algebra and its Applications 431 (2009) 1147–1191 1181
so c(T) = 1, and from π0(T) = 5 we go immediately to LT , starting at height 1, which is the convex
stripe of three partial inertias from (3, 1) to (1, 3).
Example 6.2. Let T be the tree
whose horizontal paths realize the path cover number P(T) = 3, so mr(T) = 6. Taking any vertex of
degree 3 we have
MD1(T) = 3, MD1(T) − 1 = 2
and taking the non-adjacent pair of degree-3 vertices we have
MD2(T) = 5, MD2(T) − 2 = 3,
so c(T) = 2. Starting as always from π0(T) = n − 1 = 8, we need only one more value π1(T) =
9 − 3 = 6 before reaching the minimum-rank stripe LT from (4, 2) to (2, 4). The complete set I(T) is:
The examples we have shown so far appear to exhibit some sort of convexity. For F a forest we do at
least have convexity of I(F) on stripes of ﬁxed rank, as stated in Corollary 1.2. Based on small examples
one may be led to believe that, in addition, πk(T) is a convex function in the range 0 k c(T), or in
other words that
πk(T) − πk+1(T)πk−1(T) − πk(T) for 0 < k < c(T).
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However, this is not always the case, as seen in the following example:
Example 6.3. Given S4 with v a pendant vertex, let T be the tree constructed as a vertex sum of four
copies of the marked S4:
Here P(T) = 5 and mr(T) = 8. To ﬁnd MD1(T) we always take a vertex of maximum degree; here
MD1(T) = 4, MD1(T) − 1 = 3.
For MD2(T) we can either add the center of a branch or leave out the degree-4 vertex and take two
centers of branches; either choice gives us
MD2(T) = 5, MD2(T) − 2 = 3.
At k = 3 something odd happens: to remove 3 vertices and maximize the number of remaining
components, we must not include the single vertex of maximum degree. Taking the centers of three
branches, we obtain
MD3(T) = 7, MD3(T) − 3 = 4
and ﬁnally taking all four vertices of degree 3 gives us
MD4(T) = 9, MD4(T) − 4 = 5 = P(T),
so c(T) = 4. The sequence πk(T) thus starts (12, 9, 8, 6, 4). As is the case with the stars Sn, we here
have a tree where the minimum-rank stripe LT is a singleton, in this case the point (4, 4). The full plot
of I(T) is:
Whileπk(T) is not a convex function over the range 0 k c(T) in the last example, the calculated
set I(T) does at least contain all of the lattice points in its own convex hull. To expect this convexity to
hold for every tree would be overly optimistic, however: if we carry out the same calculation for the
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larger tree
⊕5
i=1 S4 (on 16 vertices instead of 13) we ﬁnd that the points (11, 1) and (5, 5) both belong
to the inertia set, but their midpoint (8, 3) does not.
Question 3. What is the computational complexity of determining the partial inertia set of a tree? The
examples above pose no difﬁculty, but they do show that the greedy algorithm for MDk(T) fails even
for T a tree. Computing all n values of MDk(G) for a general graph G is NP-hard because it can be used
to calculate the independence number: k + MDk(G) = n if and only if there is an independent set of
size n − k.
In the next sectionwewill considermore general graphs, rather than restricting to trees and forests,
and we will see that even convexity of partial inertias within a single stripe can fail in the broader
setting.
7. Beyond the forest
In this sectionwe investigate, over thesetofall graphs,whatpartial inertia sets–ormorespeciﬁcally,
what complements of partial inertia sets – can occur. Once a graph G is allowed to have cycles, we
can no longer assume that hI(G) = I(G) by diagonal congruence. It happens, however, that each of
the results in this section is the same in the complex Hermitian case as in the real symmetric case.
For the two versions of each question we will therefore demonstrate whichever is the more difﬁcult
of the two, proving theorems over the complex numbers but providing counterexamples over the
reals.
It is convenient at this point to introduce a way of representing the complements of partial inertia
sets.
Deﬁnition 7.1. A partition is a ﬁnite (weakly) decreasing sequence of positive integers. The ﬁrst integer
in the sequence is called the width of the partition, and the number of terms in the sequence is called
the height of the partition.
It is traditional to depict partitionswith box diagrams. In order to agreewith our diagrams of partial
inertia sets, we choose the convention of putting the longest row of boxes on the bottom of the stack;
for example, the decreasing sequence (5, 4, 1) is shown as the partition . Given a box diagram
of height h and widthw, we index the rows by 0, 1, . . . , h − 1 from bottom to top and the columns by
0, 1, . . . ,w − 1 from left to right.
Deﬁnition 7.2. Given a partition π = (π0,π1, . . . ,πk−1), let  = π0, and for i ∈ {0, 1, . . . ,  − 1} let
π∗i = |{j : πj  i + 1}|, i.e. the number of boxes in column i of the box diagram of π . Then π∗ =
(π∗0 ,π∗1 , . . . ,π∗−1) is called the conjugate partition of π . A partition π is symmetric if π = π∗.
For example, we have (5, 4, 1)∗ = (3, 2, 2, 2, 1) and (3, 3, 2)∗ = (3, 3, 2), so the partition with box
diagram is symmetric. It is easy to recognize symmetric partitions visually, since a partition is
symmetric if and only if its box diagram has a diagonal axis of symmetry.
In this section we will describe I(G), for a graph G on n vertices, in terms of its complement
N2 n \ I(G). Deﬁnition 6.1 gives us a natural way to describe the shape of this complement as a
partition. We ﬁrst extend to the Hermitian case (distinguishing from the real symmetric case as usual
by prepending an ‘h’).
Deﬁnition 7.3. For any graph G on n vertices and k ∈ {0, . . . , n}, let
hπk(G) = min {i : (i, k) ∈ hI(G)} .
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The partition corresponding to a partial inertia set is a list of as many of the values of πi(G) as are
positive.
Deﬁnition 7.4. Given a graph G, let k = π0(G) and let h = hπ0(G). Then the inertial partition of G,
denoted π(G), is the partition
(π0(G),π1(G), . . . ,πk−1(G)).
The Hermitian inertial partition of G, denoted hπ(G), is the partition
(hπ0(G), hπ1(G), . . . , hπh−1(G)).
Itwouldperhapsbemoreaccurate tocall these thepartial inertia complementpartitionandHermitian
partial inertia complement partition, but we opt for the abbreviated names.
The Northeast Lemma ensures that the inertial partition and Hermitian inertial partition of a graph
are in fact partitions, and by Observation 2.7 the partitions π(G) and hπ(G) are always symmetric.
This symmetry is the reason why k = π0(G) is the correct point of truncation: πk−1(G) > 0, but
πk(G) = 0.
Remark. If one starts with the entire ﬁrst quadrant of the plane R2 and then removes everything
“northeast” of any point belonging to I(G), the remaining “southwest complement” has the same
shape as the box diagram of π(G). The same applies of course to hI(G) and hπ(G).
The partial inertia sets I(G) and hI(G) can be reconstructed from the partitions π(G) and hπ(G),
respectively, if the number of vertices of G is also known. The addition of an isolated vertex to a graph
G does not change π(G).
We begin to investigate the following problem:
Question 4 (Inertial partition classiﬁcation problem). For which symmetric partitionsπ does there exist
a graph G for which π(G) = π?
Rather than examining all possible partial inertias for a particular graph, we are now examining
what restrictions on partial inertias (or rather excluded partial inertias) may hold over the class of all
graphs.
Aparallel question is theHermitian Inertial PartitionClassiﬁcationProblem,withhπ(G) in theplace
of π(G). It is known that mr(G) > hmr(G) is possible; by Theorems 6 and 14 of [8], mr(K3,3,3) 3 >
2 = hmr(K3,3,3). This shows that I(G) can be a strict subset of hI(G). As G varies over all graphs,
however, it is not known whether there are partitions π that are inertial partitions but not Hermitian
inertial partitions, or vice versa.
At the moment we are only able to give a complete answer to the Inertial Partition Classiﬁcation
Problem for symmetric partitions of height nogreater than3.Weﬁrst list examples for a fewsymmetric
partitions that are easily obtained. Of course, adding an isolated vertex to any example gives another
example for the same partition. For simplicitywewill identify the partitionπ(G)with its box diagram.
• For height 0, π(G) is the empty partition if G has no edges.
• For height 1, π(Kn) = for any n > 1.
• For height 2, π(P3) = .
• For height 3, π(S4) = and π(P4) = .
The partitions already listed cover every possible case, up to height 3, of an inertia-balanced graph,
and leave three non-inertia-balanced partitions unaccounted for:
, and
W. Barrett et al. / Linear Algebra and its Applications 431 (2009) 1147–1191 1185
The following theorem eliminates cases and , as well as every larger square partition.
Theorem 7.1. Let G be a graph and let M ∈ H(G) be a Hermitian matrix with partial inertia (k, 0), k > 1.
Then there exists a matrix M′ ∈ H(G) with partial inertia (r, s) satisfying r < k and s < k. Furthermore,
if M is real then M′ can be taken to be real.
Corollary 7.2 (No square partitions). For any k > 1, the square partition π = (k, . . . , k) of height k and
width k is not the inertial partition of any graph G, and is not the Hermitian inertial partition of any graph
G.
Proof of Theorem7.1. Let G be a graph on n vertices and suppose thatM ∈ H(G) is a Hermitianmatrix
with partial inertia (k, 0). The matrix M = [mij] is thus positive semideﬁnite of rank k, and can be
factored as A∗A for some k × n complex matrix A = [aij]. If M is real symmetric, then A can be taken
to be real.
We wish to construct a matrix M′ ∈ H(G) with strictly fewer than k positive eigenvalues and also
strictly fewer than k negative eigenvalues. By subadditivity of partial inertias (Proposition 1.4), wewill
have accomplished our purpose if we can ﬁnd (k − 1) × n matrices B = [bij] and C = [cij] such that
B∗B − C∗C ∈ H(G), with the requirement that B and C be real ifM is real.
We need to impose somemild general-position requirements on the ﬁrst two rows of thematrix A,
whichwe accomplish by replacing A byUA, whereU is a unitarymatrix andwhereU is real (and hence
orthogonal) in the case that A is real. This is a permissible substitution because (UA)∗UA = A∗U∗UA =
A∗A = M.
The ﬁrst general-position requirement is that, for integers 1 ≤ j n, a1j /= 0 and a2j /= 0 unless
column j of A is the zero column. The second requirement, which wewill justify more carefully, is that
the set of ratios {a1j/a2j} be disjoint from the set of conjugate reciprocals {a2i/a1i}, or equivalently
a1ia1j /= a2ia2j
for any 1 i, j nwhere neither i nor j corresponds to a zero column.
Now we prove the existence of a unitary matrix U with the desired properties. To do so, we
temporarily reserve the symbol i ∈ C to represent a solution to i2 + 1 = 0. For the duration of this
argument, j will represent any integer 1 j n such that column j of A is not the zero column.
Let xj represent the vector
[
a1j
a2j
]
. IfC∗ represents the set of nonzero complex numbers, then our ﬁrst
general position assumption already guarantees xj ∈ (C∗)2. We now deﬁne three functions z, z,w :
(C∗)2 → C∗ by
z
([
p
q
])
= p/q, z
([
p
q
])
= p/q, and w
([
p
q
])
= q/p.
Our task is to ﬁnd a unitary matrix U1, orthogonal in the case that A is real, such that the sets {z(U1xj)}
and {w(U1xj)} are disjoint. In this case we can achieve the desired general position of A by replacing
it with UA, where U = U1 ⊕ Ik−2.
Now consider the unitary matrices
Rθ =
[
eiθ/2 0
0 e−iθ/2
]
and Q = 1√
2
[
1 i
i 1
]
.
These matrices transform complex ratios as follows:
z(Rθ x) = eiθ z(x), z(Qx) = z(x) + i
iz(x) + 1 .
We have Qxj ∈ (C∗)2 as long as z(xj) ∈ {i,−i} and in particular as long as z(xj) is not pure imaginary,
which is automatically true in the case A is real. In the case where A is not real, we can assume
without loss of generality that no z(xj) is pure imaginary after uniformly multiplying on the left by an
appropriate choice of Rθ .
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Given x and y in (C∗)2 such that neither z(x) nor z(y) is pure imaginary, z(x) = w(y) if and only
if z(Qx) = z(Qy). We have reduced the problem to that of ﬁnding a unitary matrix U1, orthogonal in
the case A is real, such that the sets {z(QU1xj)} and {z(QU1xj)} are disjoint. In fact wewill establish the
stronger condition that the two ﬁnite subsets of the unit circle{
z(QU1xj)
|z(QU1xj)|
}
and
{
z(QU1xj)
|z(QU1xj)|
}
are disjoint. Let
U1 = Q∗RθQ =
[
cos θ/2 − sin θ/2
sin θ/2 cos θ/2
]
.
Then U1 is orthogonal, and
z(QU1xj)
|z(QU1xj)| = e
iθ z(Qxj)
|z(Qxj)| .
Our general-position requirement for A thus reduces to the following fact: Given a ﬁnite subset P of the
unit circle, there is some θ such that eiθP is disjoint from its set of conjugates e−iθP and from the set
{i,−i}. To be concrete, if 
 is the minimum nonzero angle between any element of P and any element
of P or {i,−i}, θ = 
/3 will sufﬁce. This concludes the argument justifying our assumption of general
position for A.
We now construct the matrices B and C. Each column j of the matrices B and C for 1 j n is as
follows:
• b1j = a21j .• bij = a1ja(i+1)j for i ∈ {2, . . . , k − 1}.
• c1j = a22j .• cij = a2ja(i+1)j for i ∈ {2, . . . , k − 1}.
Now consider an arbitrary entrym′ij of the matrixM′ = B∗B − C∗C; this takes the form
m′ij = a21ia21j + a1ia1ja3ia3j + · · · + a1ia1jakiakj
−a22ia22j − a2ia2ja3ia3j − · · · − a2ia2jakiakj ,
which factors as
m′ij = (a1ia1j − a2ia2j)(a1ia1j + a2ia2j + a3ia3j + · · · + akiakj)
= (a1ia1j − a2ia2j)mij.
In case either column i or column j of A is the zero column, we have m′ij = 0 = mij , and in all other
cases we have, by the generic requirement
a1ia1j /= a2ia2j ,
that m′ij = 0 if and only if mij = 0. It follows that M′ is a matrix in H(G), and by construction M′ has
at most k − 1 positive eigenvalues and at most k − 1 negative eigenvalues. Furthermore, if M is real
symmetric then so isM′. 
We have determined which inertial partitions occur for all partitions up to height 3 except for
one: the partition . Perhaps surprisingly, there is indeed a graph, on 12 vertices, that achieves this
non-inertia-balanced partition in both the real symmetric and Hermitian cases.
Theorem 7.3. There exists a graph G12 on 12 vertices such that π(G12) = hπ(G12) = , the partition
(3, 3, 2).
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The counterexample graph G12 will be deﬁned directly in terms of a real symmetric matrix with
partial inertia (3, 0); we will then show that (2, 1) is not in hI(G12).
Consider a cube centered at the origin of R3, and choose a representative vector for each line that
passes through an opposite pair of faces, edges, or corners of the cube:
These 13 vectors give us the columns of a matrix
M13 =
x y z 1 2 3 4 5 6 7 8 9 10⎡⎢⎣1 0 0 0 1 1 0 −1 1 1 −1 −1 10 1 0 1 0 1 1 0 −1 −1 1 −1 1
0 0 1 1 1 0 −1 1 0 −1 −1 1 1
⎤⎥⎦ ,
which columnswe index by the set of symbols {x, y, z, 1, . . . , 10}. ThematrixMT13M13 is real symmetric
and positive semideﬁnite of rank 3, and thus has partial inertia (3, 0). We deﬁne G13 as the graph on
13 vertices (labeled by the same 13 symbols) for which MT13M13 ∈ S(G13); distinct vertices i and j of
G13 are adjacent if and only if columns i and j of M13 are not orthogonal. We note in passing that the
subgraph of G13 induced by vertices labeled 1–10 is the line graph of K5, or the complement of the
Petersen graph. We now deﬁne the graph G12 (as promised in Theorem 7.3) as the induced subgraph
of G13 obtained by deleting the vertex labeled 10.
Before proving Theorem 7.3, we prove a lemma about a smaller graph G10 that is obtained from G12
by deleting the vertices labeled 6 and 9 (while retaining the labels of the other vertices). The vertices
of G10 are thus labeled {x, y, z, 1, 2, 3, 4, 5, 7, 8} (notice that this set skips index 6).
Lemma 7.1. Let A = [aij] be a Hermitian matrix in H(G10) of rank no more than 3. Then the ﬁrst two
diagonal entries axx and ayy are both nonzero and have the same sign.
Proof. Let dx , dy, and dz be the ﬁrst three diagonal entries of A:
dx = axx , dy = ayy, dz = azz.
We show ﬁrst that all three of these entries are nonzero. For this purpose it sufﬁces to consider only
the ﬁrst six rows and columns of A, corresponding to the graph G6 =
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sometimes called the supertriangle graph. The automorphism group of G6 realizes any permutation
of the vertices {x, y, z} (as do the automorphism groups of G13 and of G12, but not that of G10).
The principal submatrix of A on rows and columns {x, y, z, 1, 2, 3}, like A itself, has rank at most
3. Suppose that we had dy = 0 while dz /= 0. Then the 4 × 4 submatrix on rows {x, y, z, 1} and
columns {y, z, 1, 2}would be combinatorially nonsingular (that is, permutation equivalent to an upper-
triangular matrix with nonzero entries on the diagonal), contradicting that rank(A) 3. By the sym-
metries of G6, we could have chosen any pair instead of dy = 0, dz /= 0, and thus if any one of the
three quantities dx , dy, or dz is equal to zero, then all three must be. But if all three of the ﬁrst
diagonal entries were zero, then the 4 × 4 principal submatrix on rows and columns {x, y, 1, 2}would
be combinatorially nonsingular. It follows that in the 10 × 10 rank-3 matrix A, the ﬁrst three diagonal
entries dx , dy, and dz are all nonzero.
Considering once more the full matrix A, let β = ax2/az2 and γ = ay1/az1, so the ﬁrst three rows
of A can be written:⎡⎣dx 0 0 0 βaz2 ax3 0 ax5 ax7 ax80 dy 0 γ az1 0 ay3 ay4 0 ay7 ay8
0 0 dz az1 az2 0 az4 az5 az7 az8
⎤⎦ .
Since dx , dy, and dz are nonzero and A has rank at most 3, every other row of A can be obtained from
these ﬁrst three rows by taking a linear combination, and the coefﬁcients of the linear combination are
determined by entries in the ﬁrst three columns. Every entry of A is thus determined by the variables
appearing in the 3 × 10 matrix above. For any i and j in the set {1, 2, 3, 4, 5, 7, 8}, we have
aij = axi
dx
axj + ayi
dy
ayj + azi
dz
azj.
In those caseswhere i /= j and ij is not an edge ofG10, the entry aij = 0 gives an equation on the entries
of the ﬁrst three rows. Using several such equations, we deduce that dxdy > 0, as follows:
1. The entries a27 = 0 and a18 = 0 give us the pair of equations
dxaz7 = −dzβax7 and dyaz8 = −dzγ ay8.
2. Combining the equations from a37 = 0 and a38 = 0, we have
ax7ay8 = ay7ax8.
3. Combining the equations from a52 = 0 and a58 = 0, we have
ax8 = βaz8.
4. Combining the equations from a41 = 0 and a47 = 0, we have
ay7 = γ az7.
Multiplying the ﬁrst pair of equations and then substituting in each of the remaining equations in
order, then canceling the nonzero term az7az8, we arrive ﬁnally at
dxdy = d2zββγ γ ,
a positive quantity. This proves that, in any Hermitian matrix A ∈ H(G10) of rank no more than 3, the
ﬁrst two diagonal entries are nonzero and have the same sign. 
Proofof Theorem7.3.Wereview thedeﬁnitionof the graphG12 thatwill provide the claimedexample:
starting from the diagram of the cube with a labeled vector for every pair of faces, edges, or corners,
we omit the vector 10 and connect pairs of vertices from the set {x, y, z, 1, 2, 3, 4, 5, 6, 7, 8, 9}whenever
their corresponding vectors are not orthogonal.
Letting M12 be the submatrix of M13 obtained by deleting the last column (labeled 10), we have
MT12M12 ∈ S(G12) and thus (3, 0) ∈ I(G12) and (3, 0) ∈ hI(G12). It follows from Theorem 7.1 that the
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point (2, 2) also belongs to I(G12) and hI(G12). To show that π(G12) = hπ(G12) = , it sufﬁces by
the Northeast Lemma and symmetry to show that (2, 1) ∈ hI(G12).
Let A be anymatrix of rank 3 inH(G12), and let dx , dy, and dz be the ﬁrst three diagonal entries of A.
Omitting rows and columns 6 and 9 gives us amatrix of rank nomore than 3 inH(G10), and so Lemma
7.1 tells us that dx and dy are nonzero and have the same sign. However, the automorphism group of
G12 inherits all the symmetries of a cubewith onemarked corner, and thus anything true of the pair of
vertices {x, y} is also true of the pair {y, z}, so dy and dz are also nonzero and have the same sign. More
explicitly, using the symmetry of a counterclockwise rotation of the cube around the corner marked
10, we delete rows and columns 4 and 7 (instead of 6 and 9) and reorder the remaining rows and
columns as (y, z, x, 2, 3, 1, 5, 6, 8, 9) to yield a different matrix belonging toH(G10), and invoke Lemma
7.1 again to obtain dydz > 0, showing that the three diagonal entries dx , dy, and dz all have the same
sign.
The principal submatrix of A on rows and columns {x, y, z} has either three positive eigenvalues or
three negative eigenvalues, and so by interlacing the partial inertia of Amust be either (3, 0) or (0, 3).
This completes the proof that the graph G12 achieves the inertial partition and Hermitian inertial
partition (3, 3, 2), and is not inertia-balanced. 
Of course the same argument also shows that π(G13) = hπ(G13) = , but we are interested in
the smallest possible graph that is not inertia-balanced. The following proposition justiﬁes our claim
that G12 is at least locally optimal.
Theorem 7.4. Every proper induced subgraph of G13 is either isomorphic to G12 or is inertia-balanced and
Hermitian inertia-balanced.
Proof. By Theorem 7.1 every graph G with mr(G) < 3 is inertia-balanced and every graph G with
hmr(G) < 3 is Hermitian inertia-balanced. It thus sufﬁces to show that for every proper induced
subgraph F of G13 other than G12, (2, 1) ∈ I(F) unless |F| < 3.
Recall that G13 is deﬁned by orthogonality relations between the columns of the matrix
M13 =
⎡⎣1 0 0 0 1 1 0 −1 1 1 −1 −1 10 1 0 1 0 1 1 0 −1 −1 1 −1 1
0 0 1 1 1 0 −1 1 0 −1 −1 1 1
⎤⎦ ,
corresponding to various axes of symmetry of a cube. In other words, MT13I3M13 ∈ S(G13) (where the
identity matrix I3 imposes the standard positive deﬁnite inner product on R
3) and so (3, 0) ∈ I(G13).
The automorphism group of G13 has three orbits, corresponding to the faces (x, y, and z), edges (1,
2, 3, 4, 5, and 6), and corners (7, 8, 9, and 10) of the cube. The deletion of any corner yields G12 (perhaps
with a different labeling) and there is, up to isomorphism, only one way to delete two corners. Every
proper induced subgraph of G13 other than G12 is thus isomorphic to an induced subgraph of G13 − x,
of G13 − 3, or of G13 − {7, 8}. Letting G be each of these three graphs in turn, we exhibit for each a
diagonal matrix Dwith pin(D) = (2, 1) and a real matrixM such thatMTDM ∈ S(G).
G = G13 − x, (2, 1) ∈ I(G):
D =
⎡⎣3 0 00 1 0
0 0 −2
⎤⎦ ,
M =
⎡⎣· 0 2 −1 1 1 −1 0 1 0 1 0 1· 1 0 1 0 −1 −1 0 1 −2 3 2 −3
· 0 3 1 0 1 1 1 1 1 0 1 0
⎤⎦ .
G = G13 − 3, (2, 1) ∈ I(G):
D =
⎡⎣1 0 00 1 0
0 0 −1
⎤⎦ , M =
⎡⎣1 0 0 0 2 · 0 1 −1 1 4 1 20 1 0 2 0 · 1 0 1 4 1 1 2
0 0 1 1 1 · 2 2 0 2 2 2 1
⎤⎦ .
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G = G13 − {7, 8}, (2, 1) ∈ I(G):
D =
⎡⎣1 0 00 1 0
0 0 −1
⎤⎦ , M =
⎡⎣1 0 0 0 2 1 0 1 −1 · · 1 20 1 0 2 0 1 1 0 1 · · 1 2
0 0 1 1 1 0 2 2 0 · · 2 1
⎤⎦ .
For each value of M and D, the matrix MTDM has partial inertia (2, 1) and belongs to S(G) for the
desired subgraph G. If F is a proper induced subgraph of G13 other than G12, then F is an induced
subgraph of one of these three graphs. Part (a) of Proposition 4.2 allows us to delete vertices from any
one of the three graphs and keep the partial inertia (2, 1) as long as at least 3 vertices remain, which
gives us (2, 1) ∈ I(F) unless |F| < 3. 
Question 5. Is G12 the unique graph on fewer than 13 vertices that is not inertia-balanced?
Theorems 7.1 and 7.3 only permit us to answer the Inertial Partition Classiﬁcation Problem and
Hermitian Inertial Partition Classiﬁcation Problem up to height 3. We have shown examples of con-
structing a graph whose minimum rank realization with a particular partial inertia is sufﬁciently
“rigid” to prevent intermediate partial inertias of the same rank between the matrix and its negative.
If the rank is allowed to increase, though, it is much less clear what restrictions can be made. The next
difﬁcult question appears to be whether (4, 4, 4, 3) = is an inertial partition.
Question 6. Let G be a graph and let M be a matrix in S(G) with pin(M) = (4, 0). Must there exist a
matrixM′ ∈ S(G) with pin(M′) = (3, 2)?
On the one hand, partial inertia (3, 2) is of higher rank than partial inertia (4, 0), which means
that any proof along the lines of Theorem 7.3 – a proof that a particular arrangement of orthogonality
relations of vectors in R4 could not be duplicated in R5 with an indeﬁnite inner product of signature
(3, 2) – would have an extra degree of freedom to contend with. On the other hand, there seems to
be little hope of constructing the matrixM′ directly fromM using any sort of continuous map such as
that employed in the proof of Theorem 7.1.
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