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In the industries today, less attention has been put on the development of a unified 
tuning approach for Proportional-Integral-Derivative (PID) controller of Single Input 
Single Output (SISO) system and Multiple Input Multiple Output (MIMO) system. The 
current tuning methods are limited and specific to particular systems. This paper 
focuses on the development of a unified controller tuning method based on Internal 
Model Control (IMC) method and system identification using software Matlab 
Simulink. The controller tuning performance of the proposed method tested on SISO 
and MIMO systems are being compared with the performance shown by the existing 
tuning methods; Ziegler-Nichols (ZN) and Simple Internal Model Control (SIMC). The 
evaluation of performance measurement is done based on Integral Absolute Error 
(IAE), Integral Square Error (ISE), Integral Time-weighted Absolute Error (ITAE) and 
Total Input Variation (TV). It is observed that the proposed unified tuning method is 
effective for tuning on SISO and MIMO systems and gives better performance than ZN 
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1.1 BACKGROUND OF STUDY 
 
Controller tuning is a procedure in which controller parameters are determined to yield 
the desired output. In other words, it is a process where a control engineer selects the 
controller parameters’ values for a Proportional-Integral-Derivative (PID) controller so 
that the response can behave as desired. The most well-known controller is PID 
controller which has become the top preferred controller in process industries for 
decades. It is widely accepted due to the capability to control a variety of processes, the 
well-understood control action, ease of execution and robustness shown in the 
performance. Besides, it is reported that PID controller still maintain its dominancy as 
the number one feedback controller as it is widely utilized by operators and the cost-
effective PID modules are easily accessible [1-4] . 
Controller tuning is a vital aspect in a specific control system as it is the backbone for a 
certain plant that runs and manages the processes within the plant. Thus, properly tuned 
system offers various benefits in increasing the effectiveness of a certain plant, 
maximizing the manufacturing rate as well as diminishing the variability of a process 
[5] . On the other hand, slow tuning will lead to sluggish response; otherwise the system 
will turn unstable and produce overshoot if harsh tuning is applied. Hence, it is crucial 
to select proper and correct tuning method with the best algorithm. There is a variety of 
tuning techniques available yet the most popular are Ziegler-Nichols (Z-N) and internal 
model control (IMC). According to [6], Z-N method utilized ultimate gain    and 
ultimate oscillation period    in order to obtain gain value   . IMC technique takes into 
consideration the unpredictability of a system and enables the balance between 
robustness and performance [6] . The IMC strategy resembles to the conventional 
feedback control system if the controller in the conventional system,    and the 
controller in IMC,      satisfy by (1). 
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System identification employs statistical method in constructing mathematical model of 
a dynamic system based on experimental data. There are two different kinds of models 
which are parametric and non-parametric models. The first type involves a structure of 
model and parameters will be determined from that structure. On the other hand, the 
latter style requires data to identify the transfer function of model [7] . The selection of 
model for identification requires in-depth understanding in order to get the parameters 
of the model. A good model will reconstruct the computed data as close as possible [8] . 
Another PID controller identification technique is proposed in which the technique was 
generated based on internal model control (IMC) structure and it is believed to be 
advantageous in time delay dominant systems [9] . Another approach was suggested for 
controller design by combining direct synthesis method and system identification [10] . 
Both approaches avoid the needs to estimate time delay for designing the controller. In 
addition, the latter technique does not require estimating the plant model.  
The approach of the aforementioned proposed method is generated by eliminating the 
filter from the conventional and internal model control equations. Thus the inverse 
controller equation becomes as presented by (3) [9] . 
                                              
 
   
    
                                                          Eq. (3) 
The time delay of    exists in the numerator and estimation of time delay is not 
required. The optimal parameters of controller    can be acquired by inverse 
identification method, utilizing the plant model from simulation data. Figure 1 shows 




Figure 1: Controller identification test 
 
According to Figure 1, transfer function    is the smoothening function. A simple first 
order filter with a unit gain can be a smoothening function and is necessary to avoid too 
aggressive response. In order to approximate the optimal model parameters, a 
continuous time identification approach in which y(t) as an input and u(t) as an output 
(inverse identification) is applied. Simulation will be done using (3) in order to acquire 
the identification data [9, 10] . 
Overall, there are various tuning approaches available, but the current tuning methods 
are limited and specific to particular systems. Therefore, this paper attempted to develop 
a unified tuning method for SISO and MIMO systems based on IMC method and 
system identification. An inverse identification approach is selected to be used to 
identify the controller. The control performance of the proposed method is compared 
with the performance shown by Ziegler-Nichols and Simple Internal Model Control in 
terms of Integral Absolute Error (IAE), Integral Square Error (ISE), Integral Time-








1.2 PROBLEM STATEMENT 
 
There are numerous controller tuning methods available which offer different level of 
performance and recommended for different types of systems. However, the current 
tuning methods are limited and specific to particular systems. There is no unified tuning 
method for SISO and MIMO systems available in the field today.  
 
1.3 OBJECTIVES 
The objectives of the research paper are: 
1. To develop a unified tuning approach based on Internal Model Control (IMC) 
method and system identification. 
2. To test the effectiveness of the proposed technique on  
a. First Order Single Input Single Output (SISO) system  
b. Second Order Single Input Single Output (SISO) system 
c. Complex system reduced to First Order SISO system 
d. Complex system reduced to Second Order SISO system 
e. Multiple Input Multiple Output (MIMO) system 
3. To compare the performance of the proposed method on aforementioned systems 
with Ziegler-Nichols (ZN) method and Simple Internal Model Control (SIMC). 
 
 
1.4 SCOPE OF STUDY 
The scopes of study for this paper are: 
1) To write Matlab codes for a unified tuning method based on IMC-method and 
system identification using software Matlab Simulink. 
2) To test the effectiveness of the proposed model on SISO system, complex system 
reduced to SISO system and MIMO system. 
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3) To compare the performance of the proposed method with Ziegler-Nichols method 
and Simple Internal Model Control (SIMC). The performance measurements 
selected to be compared are: 
a) Integral Absolute Error (IAE) 
b) Integral Square Error (ISE) 
c) Integral Time-weighted Absolute Error (ITAE) 
d) Total Input Variation (TV) 
 
 
1.5 RELEVANCY AND FEASIBILITY OF PROJECT 
 
This project is relevant to be executed as there is no development of a unified tuning 
method for SISO and MIMO systems available for the time being. Furthermore, the 
execution of this project requires application of knowledge in control which is one of 
the important aspects in chemical engineering and the industry. 
 
This project is feasible as the time allocated of 2 semesters for this project is sufficient 
for a complete and thorough study on the literatures available on this topic. Besides that, 
the time frame is ample for the development of a unified PID tuning method for SISO 













The interest in designing and tuning of PID controllers has increased among the 
scholars. They have suggested many PID controller settings that covered a variety of 
process models and diverse performance criteria. A cluster of academicians has 
suggested a new technique that does not require any estimation of the plant model in 
tuning closed-loop responses PID controllers for single input single output (SISO) 
systems. This approach was generated by implementing the impulse response as an 
alternative of step response in which it is handled as a statistical distribution. The mean 
as well as the variance of the distribution are computed and utilized in acquiring the 
tuning parameters of PID controller [2] . Another approach was done by approximating 
the feedback form of an internal model control (IMC) controller. Both approaches used 
the first three terms of the Maclaurin series expansion of the preferred closed-loop 
transfer function. In fact, it is found that the PID controllers designed by the first 
technique perform equally well with those of the latter and much better than the other 
approaches [11] . 
For SISO PID controller tuning, there is an approach generated based on the Magnitude 
Optimum criterion. The approach proposed entailing SISO with the conjugate complex 
poles. The establishment of this technique takes into consideration the two elemental 
restrictions, which are the bad process model and process’s output access, instead of the 
conditions. In Magnitude Optimum criterion lie “the preservation of the shape of the 
step and frequency response” of the system [12] . Besides, there is an approach for 
unstable process by innovating the old PID system where a set-point weighted PID 
controller tuning method is demonstrated to correct the error feedback systems by using 
the data of original error PID control system [13] . Direct synthesis method is 
recommended for unstable systems by synthesizing an uncomplicated closed-loop 
transfer function and estimations of process time delay. The modus operandi is 
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developed to create the filter for set-point of a two-degree of freedom model and 
utilized the first-order Taylor series estimation of process time delay [14] . 
PID controller with first order noise filter is proposed to be tuned according to a 
process’s       frequency-domain dynamics characterization. A unified tuning 
technique is suggested for stable, integrating and unstable processes, which 
incorporated the dead-time and oscillatory dynamics. The specification of the required 
sensitivity to the high frequency quantification noise as well as the required highest 
sensitivity is feasible within this approach. This is actualized by finding a solution for 
two nonlinear algebraic equations for the needed figure of damping ratio [15] . Another 
unified tuning approach proposed for the same types of processes by [16] which utilized 
filtered Smith predictor of PID estimation. The closed-loop robustness for stable and 
integrating systems is evaluated by the sensitivity peak while IAE is used for assessing 
the performance.  
Iterative SISO tuning methods used in industry nowadays are not only tedious yet they 
also do not attain optimum control accomplishment. Hence, a multi input multi output 
(MIMO) model-based approach was recommended wherein it successfully tune 
multiple PID loops. This modus operandi needs the determination of a complete 
dynamic replica of multivariable system and uses restricted nonlinear optimization 
techniques in getting the parameters. In addition, to verify the loop to stably prevail and 
well damped even for nonlinear operation, it needs huge gain and dead time robustness 
margin [17] . Besides, there is a strategy for integral plus time delay systems in 
attaining particular gain and phase margin methodical expressions for PID controller. 
The obtained PID formula is used in unifying the previous guides with diverse gain and 
phase margin designations. This approach is advantageous as it leaves remarkable 
benefit to refer to in tuning PID controllers and choosing the right gain and phase 
margin for a particular system [18] . 
Fuzzy PID controller has been suggested to be auto tuned using internal model control 
(IMC) technique. It is reported that the structure comprised of degraded linear PID 
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controller as well as nonlinear compensation component, wherein the latter part is 
treated as disturbance of the process. After obtaining the controller’s parameters, the 
stability of the system is assessed by Lyapunov stability theory. It is concluded that the 
suggested procedure is powerful than conventional PID in terms of performance in 
transient and steady phase [19] . Besides, a group of researchers had come out with a 
new tuning approach for process uncertainties where it is generated from two degree of 
freedom IMC (2DOF-IMC) to solve problems arise from normal IMC in which it 
produced slow responses for distraction refusal. The procedure involved the 
identification of model unpredictability, the selection of set-point parameter by 
maximum peak (Mp) as well as the distraction rejection parameter by gain margin 
(GM) aspect. This Mp-GM technique successfully acquired controller parameters under 
unpredictable condition [20] . 
Other innovative tuning method was proposed to make the best use of the closed-loop 
performance with respect to particular robustness constraints. A practice of Newton’s 
rule was utilized in determining the tuning rule parameter and time-delay robustness 
aspects. The utilization based on highest amplitude of an arbitrarily diverse time-delay 
makes this rule attractive in various applications. In fact, this rule performed better than 
the other tuning rules for first-order lag integrator plus delay process [21] . Other than 
that, an approach where the Smith predictor (SP) merged with PID controller was 
introduced by [22] for integrator plus dead-time systems and the method is called 
modified SPPID. Through this technique a person is capable in switching from SP way 
to PID style by including the tuning parameter in the rule, hence removing the offset. It 
is found out that when the value of tuning parameter is between 0 and 1, the system will 
turn to be modified SPPID. Plus, this approach is able to permit dead time, dynamics 
and process gain. 
Researchers also have worked on a strategy to diminish the load disturbance integral 
error on any linear system. This PID controller auto-tuning algorithm is done in 
accordance with relay feedback experiments. The procedure is done by setting the 
integral gain at maximum, in line with the required phase margin as well as desired gain 
9 
 
margin limitations at their least. The established method executed well with the actual 
mensuration noise and disruptions [23] . Others came out with the idea of auto-tuning 
based on particle swarm optimization (PSO). This approach demonstrated the utilization 
way of PSO in identifying the parameters of PID controller for a slider-crank 
mechanism model. Hence, researchers can get the PID parameters for both conditions; 
the normal state as well as fully-loaded state. Therefore, the suggested technique will 
tune its parameters automatically within these extents. It is concluded that this approach 
is more powerful in terms of competency and stability [24] . 
In contrast, other academician proposed a tuning method based on a genetic algorithm 
[25] . Genetic algorithm can be described as an innate selection and genetics-based 
optimization technique. There is a work using genetic algorithm in determining the 
parameters of PID controller for industrial polymerization batch reactor and it is 
appraised based on integral of absolute value of the error (IAE) [26] . Besides that, it is 
displayed that genetic algorithm implemented system is capable in preventing 
premature convergence and promote bigger convergence rate for optimization of PID 
controller parameters [27] . In addition, there is an approach in implementing the 
evolutionary multi-objective optimization in controller tuning utilizing the Pareto 
optimality concept [28] . The adjustment of the parameters for multivariable PID using 
genetic algorithm is demonstrated in figuring out the hitch revolving around multi-
objective control model. The idea of Pareto optimality is applied in this approach to 
enable the easy determination of achievable performance limits. Hence, the designations 
of controller can be easily satisfied and successfully affirmed for SISO and MIMO 
systems [29] . 
Heuristic tuning methods are powerful for PID controller auto-tuning as they can 
increasingly upgrade the responses using previous exposures. In conjunction with that, a 
heuristic optimization approach was suggested based on a fractional order reference 
model wherein Bode’s ideal control loop is used as the reference in the master–slave 
optimization method. This approach utilized the Stochastic Multi-Parameters 
Divergence Optimization (SMDO) method in which it repositions the optimization 
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parameter vector to a new vector according to a stated objective function [30] . A 
chaotic differential evolution (DE) was put forward by a group of intellectuals for PID 
multivariable controllers based on Zaslavskii map. Premature convergence to local 
optima is hindered for enhancement of DE performance. Wood and Berry distillation 
column used has indicated good responses by this presented method [31] . 
Other proposed heuristic technique is by ceaselessly alters the proportional, integral and 
derivative gains via easily analyzable heuristic rules. This approach used a single 
nonlinear gain adaptive parameter α defined on the instantaneous process states [32] . 
Another innovatory method was suggested for higher order a aperiodic process which is 
based on the determination of n-th order lag (PTn) model as well as application of 
damping optimum aspects. The PTn model’s parameters were determined via simple 
auto-tuning algorithm based on process model step response time integral. This method 
successfully found to boost vigorous closed-loop character with a relatively huge 
process model variation [33] .  
New approach was generated to give good control performance than the existing first 
order plus time delay (FOPTD) and second order pus time delay (SOPTD) models-
based. The model reduction method was suggested for fractional order plus time delay 
(fOPTD) model. This approach was based on resolving single quantity optimization 
problem and has successfully incorporated many processes with over damped or under-
damped dynamics, non-minimum phase dynamics and fractional order dynamics. 
Furthermore, researchers also developed an explicit PID tuning rule for fOPTD using 
optimal tuning parameters minimizing the Integral of the Time weighted Absolute Error 
(ITAE) [34] . 
From the literature review analyzed, it is found out that researchers tend to study on 
different types of tuning methods which are limited and specific to particular systems. 
However, it has been discovered that there is no research done on developing a unified 
tuning method based on system identification that can be used to tune SISO and MIMO 




METHODOLOGY / PROJECT WORK 
 
Matlab is the main software used in this project. Figure 2 shows the methodology that is 














Objective 1 - To develop a unified tuning approach based on Internal Model Control 
(IMC) method and system identification. 
To accomplish the first objective, a unified tuning method based on IMC-approach and 
system identification will be written and codded using software Matlab Simulink. The 
Matlab codes used in the project are attached in the Appendix section.  
 
 
Develop Matlab codes for the proposed method 
Develop Simulink models for unified tuning method 
Test the effectiveness of the proposed tuning method on         
SISO and MIMO Systems 
 
Compare the control performance with ZN and SIMC 






Objective 2 - To test the effectiveness of the proposed method on SISO and MIMO 
systems 
To accomplish this objective, controller parameters of each system need to be obtained 
before being tuned using the proposed unified tuning method to test its effectiveness 
and control performance. Figure 3 shows the model set up using software Matlab 
Simulink in order to identify the controller parameters of each system. 
 
 
Figure 3: Model set up to obtain controller parameters for each system 
 
 
The transfer functions of each system are inserted in the subsystem   
  and    as 
shown in Figure 4. 
 
 




The representation of transfer functions of each system used in this project are: 
 
a) First Order Single Input Single Output (SISO) system.  
      
           
         
                                                           Eq. (4) 
 
b)  Second Order Single Input Single Output (SISO) system 
 
     
      
            
                                                                  Eq. (5) 
 
c) Complex system reduced to first order SISO system. 
      
           
                                  
  
       
      
                   Eq. (6) 
 
d) Complex system reduced to second order SISO system. 
      
           
                                  
  
       
            
            Eq. (7) 
 
e) Multiple Input Multiple Output (MIMO) system.  
The model that is going to be used for this system is Wood and Berry Distillation 
Column (1973) [35] .  
[
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After obtaining the controller parameters of each system, the effectiveness of the 
proposed unified tuning method is tested and evaluated. Figure 5 shows the model set 
up for the unified tuning approach. The performance measurement of the proposed 
method is evaluated in terms of Integral Absolute Error (IAE), Integral Square Error 
(ISE), Integral Time-weighted Absolute Error (ITAE) and Total Input Variation (TV). 
For multiple-input multiple-output (MIMO) system, the model set up to conduct the 
step test is shown on Figure 6. 
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Figure 7: Subsystem of the MIMO model set up.
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Objective 3 – To compare the performance of the proposed tuning method with existing 
popular tuning methods 
The control performance of the proposed method is compared to Ziegler-Nichols (ZN) 
method and Simple Internal Model Control (SIMC) method on set point tracking and 
disturbance rejection. The performance measurements selected to be compared with ZN 
and SIMC are: 
i) Integral Absolute Error (IAE) 
ii) Integral Square Error (ISE) 
iii) Integral Time-weighted Absolute Error (ITAE) 

















RESULTS AND DISCUSSION 
 
RESULTS 
4.1 The Controller Parameters of Each System 
 
The controller parameters of each system are obtained after the transfer functions of 
each system are inserted in the model set up as shown in Figure 3 from Chapter 3 and 
by using Matlab code [PI PID]= fpid(y1,u1,t,td,tau1,tau2,speed). 





Table 1: Controller Parameters for each system 
Systems  
              Controller  
              parameters 
Transfer  
functions 





     
           





SISO system      
      
            
 0.9008 10.7501 2.0194 
Complex 
system reduced 




     
        
      
 
0.4486 12.6682 3.3962 
Complex 
system reduced 
to second order 
SISO system 
 
      
       
            
 













      
       
       
  0.2305  5.9041   2.4469 
 
      
         
       











4.2 The Control Performance of the Proposed Unified Tuning Method, Ziegler-
Nichols (ZN) and Simple Internal Model Control (SIMC) Method on Various 
Systems. 
 
The effectiveness of the proposed unified tuning method is tested on various systems. 
The PID parameters obtained in Table 3 are used in the model set up for unified tuning 
method as shown in Figure 5 accordingly to the respective system. The control 
performance of ZN and SIMC are also been tested and shown in this section. The 
comparisons of control performance between different tuning methods for all systems 




4.2.1 The Control Performance of First Order Single-Input Single-Output (SISO) 
System by Proposed Method, Ziegler-Nichols and SIMC Method. 
 
The control performance of first order SISO system using three different tuning 
methods has been obtained for set point tracking and disturbance rejection. The tuning 
methods tested are the proposed unified tuning method based on IMC-approach and 
system identification, Ziegler-Nichols (ZN) and Simple Internal Model Control (SIMC). 
The first order SISO system is represented by (4), in which it has been tested with the 
aforementioned tuning methods.  
 
      
           
         
                                                           Eq. (4) 
The results have been analyzed qualitatively as well as quantitatively, comparing the 
performance shown by proposed method with ZN and SIMC. The resulting control 
performance for first order SISO system is demonstrated graphically on figure 8.  
 
 
Figure 8: Control performance of first order SISO System using different tuning methods 
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Based on figure 8, for set point tracking it can be clearly observed that the control 
response shown by the proposed unified tuning method is smooth and able to reach the 
desired output in short time without obvious overshoot or sustain error. However, 
sluggish responses are shown by Ziegler-Nichols (ZN) and Simple Internal Model 
Control (SIMC) to reach the desired output compared to the proposed method. For 
disturbance rejection, there are obvious overshoots recorded by ZN and SIMC while the 
proposed method shows smooth response, indicating good response. Thus, it can be said 
that the proposed method provides much better control performance compared to ZN 
and SIMC PID controllers. 
 
These results can be validated quantitatively as tabulated in Table 2. The resulting 
performance measurement for set point tracking and disturbance rejection for different 
tuning methods are measured with regard to Integral Absolute Error (IAE), Integral 
Square Error (ISE), Integral Time-weighted Absolute Error (ITAE) and input variation 
(TV).  
 






   0.7133 0.342 0.66 
   0.7907 0.342/0.058 10.55 
   0.2010 0.5/0.342 0.02 
IAE Set point 
tracking 
1.7427 25.3422 23.3961 
Disturbance 
rejection 
0.4522 5.9655 5.3492 
ISE Set point 
tracking 
1.3836 11.1077 8.7569 
Disturbance 
rejection 
0.0216 0.5825 0.4408 
ITAE Set point 
tracking 
8.4532 725.7030 727.9312 




TV Set point 
tracking 
1.8756 2.0077 1.9299 
Disturbance 
rejection 
1.9395 1.8898 1.8198 
 
 
Based on table 2, it is clearly demonstrated that the control performance shown by the 
proposed unified tuning method on first order SISO system is excellent. The values of 
IAE, ISE, ITAE and TV recorded by the proposed method are the lowest compared to 
ZN and SIMC for both set point tracking and disturbance rejection. These results 
indicate that there are no overshoot, no sustain error and smooth response observed on 
the proposed method compared to the existing methods. Thus, the proposed method 
provides much better performance compared to ZN and SIMC with regard to IAE, ISE, 
















4.2.2 The Control Performance of Second Order Single-Input Single-Output 
(SISO) System by Proposed Method, Ziegler-Nichols and SIMC Method. 
 
The control performance of second order SISO system using three different tuning 
methods has been obtained for set point tracking and disturbance rejection. The tuning 
methods tested are the proposed unified tuning method, Ziegler-Nichols (ZN) and 
Simple Internal Model Control (SIMC). The second order SISO system is represented 
by (5), in which it has been tested with the aforementioned tuning methods.  
 
     
      
            
                                                           Eq. (5) 
The results have been analyzed qualitatively as well as quantitatively, comparing the 
performance shown by proposed method with ZN and SIMC. The resulting control 
performance for second order SISO system is demonstrated graphically on figure 9.  
 
 
Figure 9: Control performance of second order SISO System using different tuning methods 
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Based on figure 9, for set point tracking it can be observed that the proposed unified 
tuning method able to reach the desired output in shorter time compared to the response 
shown by ZN and SIMC. In addition, ZN shows an overshoot while SIMC gives 
sluggish response. For disturbance rejection, the overshoots recorded by ZN and SIMC 
are higher than the proposed method, indicating bad responses. Even though the 
proposed method shows an overshoot, but it is small and less than 0.25%. Thus, it is 
acceptable and offers better performance than ZN and SIMC.  
These responses can be validated quantitatively as tabulated in Table 3. The resulting 
control performance for set point tracking and disturbance rejection for different tuning 
methods are measured with regard to Integral Absolute Error (IAE), Integral Square 
Error (ISE), Integral Time-weighted Absolute Error (ITAE) and input variation (TV).  
 






   0.9008 0.342 0.66 
   10.7501 0.342/0.058 10.55 
   2.0194 0.5/0.342 0.02 
IAE Set point 
tracking 
12.0358 19.1694 16.0058 
Disturbance 
rejection 
2.9634 4.6543 3.9310 
ISE Set point 
tracking 
9.3565 13.6154 10.8975 
Disturbance 
rejection 
0.3887 0.7021 0.5622 
ITAE Set point 
tracking 
84.8273 253.0032 197.8989 
Disturbance 
rejection 
479.6987 772.4778 649.6724 
TV Set point 
tracking 
3387.9 455320 1.2056 
Disturbance 
rejection 




Based on table 3, it is clearly demonstrated that the control response shown by the 
proposed unified tuning method on second order SISO system is excellent. The values 
of performance measurement IAE, ISE, ITAE and TV recorded by the proposed method 
are the lowest compared to ZN and SIMC for both set point tracking and disturbance 
rejection. The ISE of the proposed method for disturbance rejection is far smaller than 
ZN and SIMC, explaining the acceptable overshoot by the proposed method observed in 
Figure 3, which is less than 0.25%. These results indicate that the proposed method 






















4.2.3 The Control Performance of Complex System reduced to first order SISO 
System by Proposed Method, Ziegler-Nichols and SIMC Method. 
 
The control performance of complex system reduced to first order SISO system has 
been tested using three different tuning methods for set point tracking and disturbance 
rejection. The reason of conducting this system on the proposed method is to assess the 
versatility of the proposed method on all types of systems. The tuning methods tested 
on the system are the proposed unified tuning method, ZN and SIMC. The complex 
system which has been reduced to first order SISO system is represented by (6).  
 
      
           
                                  
  
       
      
                              Eq. (6)            
The results have been analyzed qualitatively and quantitatively, evaluating the 
performance shown by the proposed method with ZN and SIMC. The resulting control 
performance for the system is demonstrated graphically on figure 10.   
 
 
Figure 10: Control performance of Complex System Reduced to first order SISO System                                                             
using different tuning methods 
28 
 
Based on figure 10, it can be observed that the proposed method gives smooth response 
for set point tracking while ZN and SIMC produce big overshoots and oscillatory 
responses. Tuning using the proposed method is able to reach the desired output in short 
time while ZN and SIMC show oscillatory responses indicating bad PID controllers. 
For disturbance rejection, the proposed method gives much better control performance 
compared to ZN and SIMC that show oscillatory responses. Thus, the proposed method 
provides much better controller tuning compared to ZN and SIMC.  
 
These responses can be validated quantitatively as tabulated in Table 4. The resulting 
performance measurements for set point tracking and disturbance rejection for different 
tuning methods are measured with regard to IAE, ISE, ITAE and TV.  
 
Table 4: Control performance of Complex System reduced to First Order SISO System                                                              






   0.4486 0.342 0.66 
   12.6682 0.342/0.058 10.55 
   3.3962 0.5/0.342 0.02 
IAE Set point 
tracking 
28.3925 47.8919 48.7512 
Disturbance 
rejection 
7.0653 10.3856 11.9914 
ISE Set point 
tracking 
23.8968 29.9919 29.5417 
Disturbance 
rejection 
1.2619 1.7206 2.0862 
ITAE Set point 
tracking 
440.3410 1963.2 2138.7 
Disturbance 
rejection 
1202.1 1900.0 2250.4 
TV Set point 
tracking 
1.1016 2.8777 4.2057 
Disturbance 
rejection 
1.2965 1.5802 2.1513 
29 
 
By referring to table 4, the control performance recorded by the proposed unified tuning 
method is the best compared to ZN and SIMC. The lowest values of IAE, ISE, ITAE 
and TV are recorded by the proposed method compared to ZN and SIMC for set point 
tracking and disturbance rejection. These results indicate that there are no overshoot, no 
sustain error and smooth response recorded by the proposed method compared to the 
existing tuning methods. In addition, these results validate the versatility of the 
proposed method to tune complex system which has been reduced to first order SISO 
system, thus the proposed unified tuning method provides much better controller tuning 
performance with regard to IAE, ISE, ITAE and TV on complex system compared to 

















4.2.4 The Control Performance of Complex System reduced to second order SISO 
System by Proposed Method, Ziegler-Nichols and SIMC Method. 
 
The control performance of complex system reduced to second order SISO system has 
been tested using three different tuning methods for set point tracking and disturbance 
rejection. The reason of conducting this system on the proposed method is to assess the 
versatility of the proposed method on all types of systems. The tuning methods tested 
on the system are the proposed unified tuning method, ZN and SIMC. The complex 
system which has been reduced to second order SISO system is represented by (7).  
 
       
           
                                  
  
       
            
                      Eq. (7)            
 
The results have been analyzed qualitatively and quantitatively, evaluating the 
performance shown by the proposed method with ZN and SIMC. The resulting control 
performance for the system is demonstrated graphically on figure 11.   
 
 
Figure 11: Control performance of Complex System Reduced to second order SISO System                                                             
using different tuning methods 
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Based on figure 11, it can be observed that the proposed method gives smoother 
response for set point tracking and disturbance rejection compared to ZN and SIMC. 
The existing tuning methods provide large overshoots and oscillatory responses. In 
addition, tuning using the proposed method is able to reach the desired output in short 
time while ZN and SIMC show oscillatory responses. This clearly indicates that ZN and 
SIMC provide bad response to the system.  
The control performance for this system is likely the same with the response shown by 
system represented by (6). Hence, it can be deduced that the proposed method gives 
much better performance compared to ZN and SIMC. These responses can be 
interpreted quantitatively as tabulated in Table 5. The resulting performance 
measurements for set point tracking and disturbance rejection for different tuning 
methods are measured with regard to IAE, ISE, ITAE and TV.  
 
Table 5: Control performance of Complex System reduced to Second Order SISO System                                                              
using different tuning methods 
 Proposed Method Z-N SIMC 
PID 
Setting 
   0.4976 0.342 0.66 
   13.4813 0.342/0.058 10.55 
   4.4820 0.5/0.342 0.02 
IAE Set point 
tracking 
27.4544 48.4244 49.1438 
Disturbance 
rejection 
6.7370 10.4874 11.8785 
ISE Set point 
tracking 
23.0603 29.9704 29.4699 
Disturbance 
rejection 
1.1557 1.7572 2.0114 
ITAE Set point 
tracking 
420.7104 2030.2 2185.3 
Disturbance 
rejection 
1145.5 1921.4 2243.3 
TV Set point 
tracking 
1.2529 2.9149 4.2159 
Disturbance 
rejection 




Based on to table 5, the control performance showed by the proposed unified tuning 
method is far better than ZN and SIMC. The values recorded for IAE, ISE, ITAE and 
TV by proposed method are the smallest compared to ZN and SIMC for set point 
tracking and disturbance rejection. These results indicate that there are no overshoot, no 
sustain error and smooth response observed on the proposed method. Thus, the 
proposed unified tuning method provides much better performance on complex system 





















4.2.5 The Control Performance of MIMO System by Proposed Method, Ziegler-
Nichols and SIMC Method. 
 
Wood and Berry distillation column represented by (8) has been used as the model for 
multiple input multiple output (MIMO) system. The control performance of MIMO 
system using three different tuning methods has been obtained for set point tracking and 
disturbance rejection.  
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]                                         Eq. (8) 
 
Step test is conducted to lead the acquisition of new controller parameters that will yield 
stable response for MIMO system. The new transfer functions as well as the respective 
controller parameters are tabulated in Table 6. 
 
Table 6: The new transfer functions and parameters for MIMO 
New transfer function New parameters 
              
                     
 
   0.2305 
     5.9041 
   2.4469 
              
         
 
   -0.0839 
   5.5915 
   0.8602 
 
 
The resulting control performance of the first transfer function of MIMO system is 






Figure 12: Control performance of first transfer function of MIMO System using different methods 
 
Based on figure 12, it can be seen that the response shown by the proposed unified 
tuning method is the most stable compared to the response shown by ZN and SIMC. 
The oscillatory response over time portrayed by SIMC indicates there is sustain error 
while the sharp overshoot recorded at the beginning of set point tracking signifies bad 
tuning approach provided by SIMC. These responses can be interpreted quantitatively 









Table 7: Control performance of first transfer function of MIMO System using different tuning methods 
 Proposed Method Z-N SIMC 
PID 
Setting 
   0.2305     0.342 0.66 
   5.9041   0.342/0.058 10.55 
   2.4469 0.5/0.342 0.02 
IAE Set point 
tracking 
5.8493 4.5311 5.8560 
Disturbance 
rejection 
0.9881 0.6793 1.5546 
ISE Set point 
tracking 
3.4674 2.6989 2.4579 
Disturbance 
rejection 
0.0696 0.0449 0.0631 
ITAE Set point 
tracking 
36.5169 25.0661 129.1298 
Disturbance 
rejection 
156.0017 107.6915 280.6736 
TV Set point 
tracking 
2.7315e+07 1.4930e+07 5.1272e+07 
Disturbance 
rejection 
5.4630e+07 2.9860e+07 1.0254e+08 
 
 
By referring to table 7, the values of IAE recorded by the proposed method are slightly 
higher than ZN but much lower than SIMC. Same goes to the values of ITAE recorded 
by the proposed unified approach are slightly greater than ZN but lesser than SIMC. 
However, there is no sustained error observed on the proposed unified tuning method 
over time as can be seen on figure 12.  
Even though the ISE recorded by the proposed method is the highest among other 
tuning methods, however the overshoot is less than 0.25%, thus it is within the 
acceptable range. On the other hand, the values of TV shown by SIMC are the highest 
compared to the proposed method and ZN, indicating a sharp overshoot provided by 
SIMC observed on Figure 12. Generally, it can be said that the proposed unified tuning 
method still provides good tuning performance on MIMO system, supported by the 
graphical result on figure 12. 
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For the second transfer function of MIMO system, the resulting control performance is 
shown in Figure 13. 
 
 
Figure 13: Control performance of second transfer function of MIMO System using different methods 
 
 
Based on the figure, it can be observed that the proposed unified tuning method shows 
smooth response for both set point tracking and disturbance rejection. The response can 







Table 8: Control performance of second transfer function of MIMO System                                                          
using different tuning methods 
 Proposed Method Z-N SIMC 
PID 
Setting 
   -0.0839 0.342 0.66 
   5.5915 0.342/0.058 10.55 
   0.8602 0.5/0.342 0.02 
IAE Set point 
tracking 
6.9890 3.0570e+19 7.8269e+22 
Disturbance 
rejection 
1.6871 1.9318e+32 1.1639e+38 
ISE Set point 
tracking 
5.5014 1.5046e+38 1.2644e+45 
Disturbance 
rejection 
0.2053 5.8863e+63 2.5488e+75 
ITAE Set point 
tracking 
28.6400 4.4926e+21 1.1561e+25 
Disturbance 
rejection 
265.8410 4.7709e+34 2.8810e+40 
TV Set point 
tracking 
0.1831 5.6956e+18 2.2674e+22 
Disturbance 
rejection 
0.1186 3.9582e+31 3.3946e+37 
 
 
Based on table 8, the values of IAE, ISE, ITAE and TV recorded by the proposed 
method are much lower than ZN and SIMC for set point tracking and disturbance 
rejection. These results indicate a good response provided by the proposed method 
supported by the quantitative results. Hence, the proposed unified tuning method 
provides much better performance with regard to IAE, ISE, ITAE and TV on MIMO 
system. 
 
Overall, it is observed from the qualitative and quantitative results obtained and 
demonstrated in this section that the proposed unified tuning method provides excellent 
controller tuning for both SISO and MIMO systems. This result demonstrated that using 
one unified tuning approach proposed based on IMC method and system identification 
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can tune both SISO as well as MIMO systems. Furthermore, the unified tuning 
approach provides much better control performance with regard to IAE, ISE, ITAE and 
TV compared to the existing tuning methods such as ZN and SIMC. Hence, the 
proposed unified tuning method is proven can be applied to first and second order SISO 
system, complex system reduced to first and second order as well as MIMO system. 
The results obtained have successfully met all of the objectives of the project and has 




















CONCLUSION AND RECOMMENDATION 
 
Controller tuning plays a very important role in the industries today. It is crucial to 
study a unified tuning approach that can tune various systems. In this project, a unified 
approach for tuning PID controller based on IMC-method and system identification is 
proposed. The effectiveness of the proposed method on various types of SISO & MIMO 
continuous systems has been tested. Furthermore, the performance of the proposed 
method has been compared with Ziegler-Nichols (ZN) and Simple Internal Model 
Control (SIMC).  
 
From the qualitative and quantitative results obtained, it is shown that the proposed 
method shows better performance than the existing tuning methods on various types of 
SISO and MIMO systems. The control performance evaluation is thoroughly done with 
regard to performance measurement IAE, ISE, ITAE and TV which show the best result 
compared to ZN and SIMC. It is shown by simulation study that the resulting controller 
tuning is more effective than the corresponding ZN and SIMC PID controllers. Hence, 
the objectives of the project have been successfully met.  
 
It is recommended that the learning of Matlab Simulink software is to be included in the 
course of studies for undergraduate students for the upcoming semester. Thus, this can 
assist the students to understand better the function of Matlab and know how to fully 
utilize the software in order to do their work. Hence, the progress of work can be done 
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7.1 The PID Parameters of Each System 
 
function [PI PID]= fpid(y1,u1,t,td,tau1,tau2,speed) 













    A=trapz(t(1:i),ys(1:i)); 
    ys0(i)=A;        
end; 
ys=ys0'; 








    A=trapz(t(1:i),us(1:i)); 
    us0(i)=A; 
    
end; 
 us=us0'; 








% weight of derivative time 
if speed==1 
  a=0.36; 
 elseif speed==2 























N2=[ D2(2) D2(3) D2(4) ]/D2(1); 
D2=[1 D2(1) 0 ]/D2(1); 
  
  
% Dv2 = (lsqlin(N,yt,[],[], [],[]))'; 
% N2=[ Dv2(2) Dv2(3) Dv2(4) ]/Dv2(1); 















D1=[1 0 ]/Dva(2); 
  
PI=[N1(1)/D1(1) N1(1)/N1(2)]; 









7.2 The Performance Shown by Various Systems on the Proposed Unified Tuning 
Method, Ziegler-Nichols and SIMC Method. 
 
function [ IAE ISE ITAE TV]=ISE_f(y,yst,uv,t,t0,tn) 
%yst-step response 
%y actual response 
%t- simulation time from clock 
%t0 starting of integral 
% tn- end of integral 





    if (t(i)>=t0) 
        k0=i; 
        break; 




    if (t(j)>=tn) 
        kn=j; 
        break; 













if OS<0  
    OS=0; 
end; 
  
  
%ISP=trapz(tx,abs(yst(k0:kn))); 
%IYT=trapz(tx,abs(y(k0:kn))); 
 
 
 
