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Abstract
Recent theoretical studies proved that deep neural network (DNN) esti-
mators obtained by minimizing empirical risk with a certain sparsity con-
straint can attain optimal convergence rates for regression and classifica-
tion problems. However, the sparsity constraint requires to know certain
properties of the true model, which are not available in practice. More-
over, computation is difficult due to the discrete nature of the sparsity con-
straint. In this paper, we propose a novel penalized estimation method for
sparse DNNs, which resolves the aforementioned problems existing in the
sparsity constraint. We establish an oracle inequality for the excess risk
of the proposed sparse-penalized DNN estimator and derive convergence
rates for several learning tasks. In particular, we prove that the sparse-
penalized estimator can adaptively attain minimax convergence rates for
various nonparametric regression problems. For computation, we develop
an efficient gradient-based optimization algorithm that guarantees the mono-
tonic reduction of the objective function.
Keywords: Deep neural network, Adaptiveness, Penalization, Minimax
optimality, Convex-concave procedure, Sparsity.
1 Introduction
Sparse learning of deep neural networks (DNN) has received much attention
in artificial intelligence and statistics. In artificial intelligence, there are a lot of
evidences [14, 9, 26] to support that sparse DNN can reduce the complexity of a
leaned DNN significantly (in terms of the number of parameters as well as the
numbers of hidden layers and hidden nodes) without hampering prediction
accuracy much. By doing so, we can reduce memory and energy consumption
at the prediction phase.
In statistics, recent studies about DNNs for nonparametric regression and
classification [33, 16, 35, 1, 17] have proved that a DNN estimator minimizing
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I. OHN AND Y. KIM 2
an empirical risk with a certain sparsity constraint achieves the minimax op-
timality for a wide class of functions including smooth functions, piecewise
smooth functions and smooth decision boundaries. However, there are still
two unanswered questions. The first question is how to choose a suitable level
of sparsity, which depends on the unknown smoothness and/or the unknown
intrinsic dimensionality of the true function. The second question is compu-
tation. Learning a deep architecture with a given sparsity constraint is com-
putationally intractable since we need to explore a large number of possible
configurations of sparsity pattern in the network parameter.
In this paper, we propose a novel learning method of sparse DNNs for non-
parametric regression and classification, which answers the aforementioned
two questions in the sparsity-constrained empirical risk minimization (ERM)
method. The proposed learning algorithm is to learn a DNN by minimizing
the penalized empirical risk, which is the sum of the empirical risk and the
clipped L1 penalty [42]. By choosing the position of the clipping in the clipped
L1 penalty carefully, we establish an oracle inequality for the excess risk of
the proposed sparse DNN estimator and derive convergence rates for several
learning tasks. In particular, it will be shown that the proposed DNN estima-
tor can adaptively attain minimax convergence rates for various nonparametric
regression problems.
Although nonconvex penalties such as the clipped L1 penalty are popu-
lar for high-dimensional linear regressions [8, 41], they are not popularly used
for DNN. Instead, L1 norm-based penalties such as Lasso and Group Lasso
are popular [24, 38]. This would be partly because of the convexity of the L1
penalty. For computation with the clipped L1 penalty, we develop an mini-
batch optimization algorithm by combining the proximal gradient descent al-
gorithm [29] and the concave-convex procedure (CCCP) [40]. The CCCP is a
procedure to replace the clipped L1 penalty by its tight convex upper bound
to make the optimization problem be L1 penalized, and the proximal gradi-
ent descent algorithm is a mini-batch optimization algorithm for L1 penalized
optimization problems.
1.1 Notation
We denote by 1(·) the indicator function. Let R be the set of real numbers and
N be the set of natural numbers. Let N0 := N ∪ {0}. Let [m] := {1, 2, . . . , m}
for m ∈ N. For two real numbers a and b, we write a ∨ b := max{a, b}
and a ∧ b := min{a, b}. For a real valued vector x ≡ (x1, . . . , xd) ∈ Rd,
we let ‖x‖0 := ∑dj=1 1(xj 6= 0), ‖x‖p :=
(
∑dj=1 |xj|p
)1/p
for p ∈ [1,∞) and
‖x‖∞ := max1≤j≤d |xj|. For a real-valued function f : X 7→ R, we let
∥∥ f∥∥∞,X :=
supx∈X | f (x)|. If the domain of the function f is clear in the context, we omit
the subscript X to write∥∥ f∥∥∞ := ∥∥ f∥∥∞,X . For p ∈ [1,∞) and a distribution Q
on X , let ‖ f ‖p,Q :=
(∫ | f (x)|pdQ(x))1/p.
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1.2 Deep neural networks
A DNN with L ∈ N layers, Nl ∈ Nmany nodes at the l-th hidden layer for l =
[L], input of dimension N0, output of dimension NL+1 and nonlinear activation
function ρ : R 7→ R is expressed as
f (x) = AL+1 ◦ ρL ◦ AL ◦ · · · ◦ ρ1 ◦ A1(x), (1.1)
where Al : RNl−1 7→ RNl is an affine linear map defined by Al(x) = Wlx + bl
for given Nl × Nl−1 dimensional weight matrix Wl and Nl dimensional bias
vector bl , and ρl : RNl 7→ RNl+1 is an element-wise nonlinear activation map
defined as ρl(z) := (ρ(z1), . . . , ρ(zNl ))
>. We let θ( f ) denote a parameter, which
is a concatenation of all the weight matrices and the bias vectors, of the DNN
f . That is,
θ( f ) := (vec(W1)>, b>1 , . . . , vec(WL+1)
>, b>L+1)
>
,
where vec(W) transforms the matrix W into the corresponding vector by con-
catenating the column vectors.
We let FDNNρ,d,o be the class of DNNs which take d-dimensional input (i.e.,
N0 = d) to produce o-dimensional output (i.e., NL+1 = o) and use the activa-
tion function ρ : R 7→ R. In this paper, we focus on real-valued DNNs, i.e.,
o = 1, but the results in this paper can be extended easily for the case of o ≥ 2.
For a given DNN f , we let depth( f ) denote the depth (i.e., the number of
hidden layers) and width( f ) denote the width (i.e., the maximum of the num-
bers of hidden nodes at each layer) of the DNN f . Throughout this paper, we
consider a class of DNNs with some constraints on the architecture, parameter
and output value of a DNN such that
FDNNρ (L, N, B, F) :=
{
f ∈ FDNNρ,d,1 :depth( f ) ≤ L,width( f ) ≤ N,
‖θ( f )‖∞ ≤ B, ‖ f ‖∞ ≤ F
}
.
(1.2)
for positive constants L, N, B and F. We consider C-Lipschitz ρ for some C > 0.
That is, there exists C > 0 such that |ρ(z1)− ρ(z2)| ≤ C|z1− z2| for any z1, z2 ∈
R. The ReLU activation function x 7→ max{0, x} and the sigmoid activation
function x 7→ 1/(1 + e−x), which are the two most popularly used activation
functions, are both C-Lipschitz. Various C-Lipschitz activation functions are
listed in Appendix B.1.
1.3 Empirical risk minimization algorithm with sparsity con-
straint and its nonadaptiveness
Most studies about DNNs for nonparametric regression [1, 33, 16, 35, 17] con-
sider the ERM method with a certain sparsity constraint which can be summa-
rized as follows. Let (X1, Y1), . . . , (Xn, Yn) be n many input-output pairs which
I. OHN AND Y. KIM 4
are assumed to be independent random vectors identically distributed accord-
ing to P on X × Y , where X is a compact subset of Rd and Y is a subset of R.
First, a class of sparsity constrained DNNs with sparsity level S > 0 is defined
as
FDNNρ (L, N, B, F, S) :=
{
f ∈ FDNNρ (L, N, B, F) : ‖θ( f )‖0 ≤ S
}
. (1.3)
Then for a given loss ` : Y ×R→ R+, the sparsity-constrained ERM estimator
is defined as
fˆ ERMn ∈ argmin
f∈FDNNρ (Ln ,Nn ,Bn ,Fn ,Sn)
1
n
n
∑
i=1
`(Yi, f (Xi)). (1.4)
with suitably chosen architecture parameters Ln, Nn, Bn, Fn and sparsity Sn.
Many studies [1, 33, 16, 35, 17] have proved that the estimator fˆ ERMn attains
minimax optimality in various supervised learning tasks, but most results are
nonadaptive. To be more specific, let f ?` := argmin f∈F E`(Y, f (X)), where F
is a set of all real-valued measurable function on X . Define the excess risk of a
function f as
EP( f ) := E`(Y, f (X))− E`(Y, f ?` (X)).
If ` is the square loss, the activation function is the ReLU and f ?` belongs to
the class of Ho¨lder functions of smootheness α > 0 with radius R (see (3.6)
in Section 3 for the definition of Ho¨lder functions), Schmidt-Hieber [33] proves
that the convergence rate of the excess risk EP( fˆ ERMn ) is O(n−
2α
2α+d log3 n), which
is is minimax optimal up to a logarithmic factor, provided that Ln . log n,
Nn . nc1 , Bn . nc2 and Sn  n d2α+d log n for some positive constants c1 and c2.
That is, the sparsity level Sn for attaining the minimax optimality depends on
the smoothness α of the true function f ?` which is unknown. This nonadaptive-
ness still exists for classification. For details, see [17].
1.4 Outline
This paper is organized as follows. In Section 2, we propose a sparse penalized
learning method for DNNs. In Section 3, we provide the oracle inequalities
for the proposed sparse DNN estimator. Based on these oracle inequalities, we
derive the convergence rates of our estimator for several supervised learning
problems. In Section 4, we develop a computational algorithm. In Section 5,
we conduct numerical study to assess the finite-sample performance of our
estimator. Concluding remarks follow in Section 6, and the proofs are gathered
in Appendix A. Approximation properties of DNNs with various activation
functions are provided in Appendix B.
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2 Learning sparse deep neural networks with the
clipped L1 penalty
In this paper, we consider the penalized empirical risk minimizer over DNNs,
which is defined as
fˆn ∈ argmin
f∈FDNNn
[
1
n
n
∑
i=1
`
(
Yi, f (Xi)
)
+ Jn( f )
]
, (2.1)
where FDNNn is a certain class of DNNs and Jn( f ) a sparse penalty function.
We call fˆn the sparse-penalized DNN estimator. For the sparse penalty Jn( f ), we
propose to use the clipped L1 penalty given by
Jn( f ) := Jλn ,τn( f ) := λn
∥∥θ( f )∥∥clip,τn , (2.2)
for tuning parameters λn > 0 and τn > 0, where ‖ · ‖clip,τ denotes the clipped
L1 norm with a clipping threshold τ > 0 [42] defined as
‖θ‖clip,τ :=
p
∑
j=1
(
|θj|
τ
∧ 1
)
(2.3)
for a p-dimensional vector θ ≡ (θj)j∈[p].
The clipped L1 norm can be viewed as a continuous relaxation of the L0
norm ‖θ‖0. Figure 1 compares the L0 and the clipped L1 norms. The continuity
of the clipped L1 norm makes the optimization (2.1) much easier than that with
the L0 norm, which will be discussed in Section 4.
The clipped L1 norm has been used for sparse high dimensional linear re-
gression by [42] which yields an estimator having the oracle property. The
main results of this paper is that with suitable choices for λn and τn, which do
depend on neither training data nor the true distribution, the sparse-penalized
DNN estimator (2.1) with the clipped L1 penalty can adaptively attain minimax
optimality.
3 Main results
In this section, we provide theoretical justifications of the sparse-penalized
DNN estimator (2.1) in both regression and binary classification tasks. We
prove that minimax optimal convergence rates of the excess risk can be ob-
tained adaptively for various nonparametric regression and classification tasks.
3.1 Nonparametric regresson
We first consider a nonparametric regression task, where the response Y ∈ R
and input X ∈ [0, 1]d are generated from the model
Y = f ?(X) + e, X ∼ PX, (3.1)
I. OHN AND Y. KIM 6
Figure 1: The clipped L1 and L0 penalties
where f ? : [0, 1]d 7→ R is the unknown true regression function, PX is a distri-
bution on [0, 1]d and e is an error variable independent to the input variable X.
For technical simplicity, we focus on the sub-Gaussian error such that
E(eae
2
) < ∞
for some a > 0. We denote by Pa,F? the set of distributions (X, Y) satisfying the
model (3.1):
Pa,F? :=
{
Model (3.1) : E(eae
2
) < ∞, ‖ f ?‖∞ ≤ F?
}
.
The problem is to estimate the unknown true regression function f ? based on
given training data {(X1, Yi)}i∈[n] ∼ Pn where P ∈ Pa,F? . We evaluate the
performance of an estimator fˆ by the expected L2(PX) error
E
[
‖ fˆ − f ?‖22,PX
]
,
where the expectation is taken over the training data and
‖ fˆ − f ?‖22,PX :=
∫
| fˆ (x)− f ?(x)|2dPX(x).
The following theorem provides an oracle inequality for the expected L2(PX)
error of the sparse-penalized DNN estimator.
Theorem 1. Assume that the true generative model P is in Pa,F? . Let {Ln}n∈N ⊂ N,
{Nn}n∈N ⊂ N and {Bn}n∈N ⊂ R be sequences such that Ln . log n, Nn . n,
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1 ≤ Bn . nb for some b > 0 and let F be a real number such that F ≥ F?. Then the
sparse-penalized DNN estimator defined by
fˆn ∈ argmin
f∈FDNNn
[
1
n
n
∑
i=1
(Yi − f (Xi))2 + λn
∥∥θ( f )∥∥clip,τn
]
, (3.2)
with λn  log5 n/n and τn . (log n)−1n−(b+1) log n−1, satisfies
E
[
‖ fˆn − f ?‖22,PX
]
≤ 2 inf
f∈FDNNn
{∥∥ f − f ?∥∥22,PX + λn∥∥θ( f )∥∥clip,τn}+ C log2 nn
(3.3)
for some universal constant C > 0, where FDNNn := FDNNρ (Ln, Nn, Bn, F) and the
expectation is taken over the training data.
The following theorem, which is a corollary of Theorem 1, provides a useful
tool to derive convergence rates of the sparse-penalized DNN estimator for
various classes of functions to which the true regression function f ? belongs.
Theorem 2. Let Ln, Nn, Bn, F be the constants defined in Theorem 1. Let F ? be a
set of some real-valued functions on [0, 1]d. Assume that there are universal constants
κ > 0, r > 0, e0 and C > 0 such that
sup
f ∈F ?
inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Sn,e)
‖ f − f ‖2,PX ≤ e (3.4)
with Sn,e := Ce−κ logr n for any e ∈ (0, e0) and n ∈ N. Then the sparse-penalized
DNN estimator defined by (3.3) satisfies
sup
P∈Pa,F? : f ?∈F ?
E
[
‖ fˆn − f ?‖22,PX
]
. n− 2κ+2 log5+r n. (3.5)
If there exists a constant b in Theorem 1 with which (3.4) holds for wide
classes of F ?, then the convergence rate of the sparse-penalized estimator can
be adaptive to the choice of F ?. In the followings, we list up several examples
where the sparse-penalized estimator is adaptively minimax optimal (up to a
logarithmic factor). We consider the two types of activations functions given
below because the constant b differs for these two types of activation functions.
Definition 3.1. A function ρ : R → R is continuous piecewise linear if it is con-
tinuous and there exist a finite number of break points a1 ≤ a2 ≤ · · · ≤ aK ∈ R
with K ∈ N such that ρ′(ak−) 6= ρ′(ak+) for every k = 1, . . . , K and ρ(x) is
linear on (−∞, a1], [a1, a2], . . . , [aK−1, aK], [aK,∞).
Definition 3.2. A function ρ : R → R is locally quadratic if there exits an open
interval (a, b) ⊂ R on which ρ is three times continuously differentiable with
bounded derivatives and there exists t ∈ (a, b) such that ρ′(t) 6= 0 and ρ′′(t) 6=
0.
Examples of continuous piecewise linear and locally quadratic activation
functions are ReLU and sigmoid functions, respectively. Other activation func-
tions are listed in Appendix B.1.
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Ho¨lder functions The Ho¨lder space of smoothness α > 0 with radius R > 0
is defined as
Hα,R(X ) :=
{
f : X 7→ R : ‖ f ‖Hα(X ) ≤ R
}
, (3.6)
where ‖ f ‖Hα(X ) denotes the Ho¨lder norm defined by
‖ f ‖Hα(X ) := ∑
m∈Nd0 :‖m‖1≤bαc
‖∂m f ‖∞
+ ∑
m∈Nd0 :‖m‖1=bαc
sup
x1,x2∈X ,x1 6=x2
|∂m f (x1)− ∂m f (x2)|
|x1 − x2|α−bαc
.
Here, ∂m f denotes the partial derivative of f of order m.
Yarotsky [39] and Schmidt-Hieber [33] proved that for Hα,R([0, 1]d), the
class of DNNs FDNNρ (Ln, Nn, Bn, F, S) with the ReLU activation ρ and
Ln  log n, Nn  n d2α+d , Bn = 1, F > F?
satisfies the condition (3.4) with κ = d/α and r = 1 for all α > 0. Hence, Theo-
rem 2 implies that the convergence rate of the sparse-penalized DNN estimator
defined by (3.2) is
n−
2α
2α+d log6 n, (3.7)
which is the minimax optimal (up to a logarithmic factor). That is, the sparse-
penalized DNN estimator is minimax-optimal adaptively to α.
Also Theorem 1 of Ohn and Kim [28] (which is presented in Theorem 10
in Appendix B for reader’s convenience) shows that similar approximation
results hold for piecewise linear activation function with b = 0 and locally
quadratic activation functions with b = 4.
Composition structured functions The curse of dimensionality can be avoided
by certain structural assumptions on the regression function. Schmidt-Hieber
[33] considered so-called composition structured regression functions which
include a single-index model [10], an additive model [34, 4] and a generalized
additive model with an unknown link function [15] as special cases. This class
is specified as follows. Let q ∈ N, d := (d1, . . . , dq+1) ∈ Nq+1 with d1 := d and
dq+1 = 1, t := (t1, . . . , tq+1) ∈ ∏q+1j=1 [dj] and α := (α1, . . . , αq) ∈ Rq. We denote
by GCOMP(q,α, d, t, R) a set of composition structured function given by
GCOMP(q,α, d, t, R)
:=
{
f = gq ◦ · · · ◦ g1 : gj = (gj,k)k∈[dj+1] : [aj, bj]dj 7→ [aj+1, bj+1]dj+1 ,
gj,k ∈ Hαj ,R([aj, bj]tj) for some |aj| ∨ |bj| ≤ R
}
.
(3.8)
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Letting α∗j := αj ∏
q
h=j+1(αh ∧ 1) for each j ∈ [q− 1] and α∗q := αq, Schmidt-
Hieber [33] showed that for the function class GCOMP(q,α, d, t, R) in (3.8), the
class of DNNs FDNNρ (Ln, Nn, Bn, F, S) with the ReLU activation ρ and
Ln  log n, Nn  max
j∈[q]
n
tj
2α∗j +tj , Bn = 1, F > F?
satisfies the condition (3.4) with
κ = max
j∈[q]
tj
α∗j
and r = 1. Thus for estimation of the composition structured regression func-
tion, the sparse-penalized DNN estimator with the ReLU activation function
attains the rate
max
j∈[q]
n
−
2α∗j
2α∗j +tj log6 n, (3.9)
which is minimax optimal up to a logarithmic factor. Theorem 13 in Appendix B
shows that a similar approximation result holds for the piecewise linear with
b = 0 and hence the corresponding sparse-penalized DNN estimator is mini-
max optimal adaptively to αj, j ∈ [q].
For locally quadratic activation functions, a situation is tricky. In Appendix B,
we succeeded in proving only that there exists b > 0 satisfies Theorem 2 only
when there exists ξ > 0 such that minj∈[q] αj > ξ. That is, the sparse-penalized
DNN estimator is adaptively minimax optimal only for sufficiently smooth
functions. However, we think that this minor incompleteness would be mainly
due to technical limitations.
Piecewise smooth functions Petersen and Voigtlaender [31] and Imaizumi
and Fukumizu [16] introduced a notion of piecewise smooth functions, which
have a support divided into several pieces with smooth boundaries and are
smooth only within each of the pieces. Let M ∈ N, K ∈ N, α > 0, β > 0 and
R > 0. Formally, the class of piecewise smooth functions is defined as
GPIECE(α, β, M, K, R) :=
{
f : f (x) =
M
∑
m=1
gm(x) ∏
k∈[K]
1
(
xjm,k ≥ hm,k(x−jm,k )
)
,
gm ∈ Hα,R([0, 1]d), hm,k ∈ Hβ,R([0, 1]d−1), jm,k ∈ [d]
}
.
(3.10)
Petersen and Voigtlaender [31] and Imaizumi and Fukumizu [16] showed
that for the function class GPIECE(α, β, M, K, R) in (3.10), the class of DNNs
FDNNρ (Ln, Nn, Bn, F, S) with the ReLU activation function and
Ln  log n, Nn  n d2α+d ∨ n
d−1
β+d−1 , Bn  n α2α+d ∨ n
β
2(β+d−1) , F > F?
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satisfies the condition (3.4) with
κ =
d
α
∨ 2(d− 1)
β
and r = 1, provided that the marginal distribution PX of the input variable ad-
mits a density dPXdµ with respect to the Lebesgue measure µ and supx∈[0,1]d
dPX
dµ (x) ≤
C for some C > 0. Hence for estimation of the piecewise smooth regression
function, the sparse-penalized DNN estimator defined by (3.2) with the ReLU
activation function attains the rate{
n−
2α
2α+d ∨ n−
β
β+d−1
}
log6 n, (3.11)
which is minimax optimal up to a logarithmic factor.
Theorem 15 in Appendix B shows that a similar DNN approximation result
holds for piecewise linear activation functions with b = 1 and locally quadratic
activation functions with b = 4. Hence the sparse-penalized DNN estimator
with the activation function being either piecewise linear or locally quadratic
is also minimax optimal adaptively to α and β.
Besov and mixed smooth Besov functions Suzuki [35] proved the minimax
optimality of the ERM estimator with a certain sparsity constraint for the esti-
mation of a regression function in the Besov space or the mixed smooth Besov
space. Similarly to the other function spaces, we can prove that the sparse-
penalized DNN estimator is minimax optimal adaptively for the Besov space
or the mixed smooth Besov space using Theorem 2 along with Proposition 1
and Theorem 1 of Suzuki [35], respectively. We omit the details due to the
limitation of spaces.
3.2 Classification with strictly convex losses
In this section, we consider a binary classification problem. The goal of classi-
fication is to find a real-valued function f (called a decision function) such that
f (x) is a good prediction of the label y ∈ {−1, 1} for a new sample (x, y).
In practice, the margin-based loss function, which evaluates the quality of
the prediction by f for a sample (x, y) based on its margin y f (x), is pop-
ularly used. Examples of the margin based loss functions are the 0-1 loss
1(y f (x) < 0), hinge loss (1 − y f (x)) ∨ 0, exponential loss exp(−y f (x)) and
logistic loss log(1 + exp(−y f (x))). Here we focus on strictly convex losses
which include the exponential and the logistic losses. Note that the logistic
loss is popularly used for learning a DNN classifier in practice under the name
of cross-entropy.
We assume that the label Y ∈ {−1, 1} and input X ∈ [0, 1]d are generated
from the model
Y|X = x ∼ 2Bernoulli(η(x))− 1, X ∼ PX, (3.12)
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where η(x) is called a conditional class probability and PX is a distribution on
[0, 1]d. The aim is to find a real-valued function f so that the excess risk of f
given by:
EP( f ) := E(`(Y f (X)))− E(`(Y f ?` (X)))
close to zero as possible, where ` is a given margin-based loss function, f ?` =
argmin f∈F E(`(Y f (X))) is the optimal decision function and F is a set of all
real-valued measurable functions on [0, 1]d. We assume that ‖ f ?` ‖∞ ≤ F? for
some F? > 0. This assumption is satisfied if the conditional class probabil-
ity η(x) satisfies infx∈[0,1]d η(x) ∧ (1 − η(x)) ≥ η0 for some η0 > 0, i.e., η is
bounded away from 0 and 1, for the exponential and logistic losses. This is be-
casue f ?` (x) = log(η(x)/(1− η(x))). We denote byQF? the set of distributions
satisfying the above assumption, that is,
QF? =
{
Model (3.12) : ‖ f ?` ‖∞ ≤ F?
}
.
The following theorem states the oracle inequality for the excess risk of the
sparse-penalized DNN estimator based on a strictly convex margin-based loss
function.
Theorem 3. Let ` be a strictly convex margin-based loss function with continuous
first and second derivatives. Assume that the true generative model P is in QF? . Let
{Ln}n∈N ⊂ N, {Nn}n∈N ⊂ N and {Bn}n∈N ⊂ R be sequences such that Ln .
log n, Nn . n, 1 ≤ Bn . nb for some b > 0 and let F be a real number such that
F ≥ F?. Then the sparse-penalized DNN estimator defined by
fˆn ∈ argmin
f∈FDNNn
[
1
n
n
∑
i=1
`(Yi f (Xi)) + λn
∥∥θ( f )∥∥clip,τn
]
(3.13)
with λn  log3 n/n and τn . (log n)−1n−(1+b) log n−1, satisfies
E
[
EP( fˆn)
]
≤ 2 inf
f∈FDNNn
{
EP( f ) + λn
∥∥θ( f )∥∥clip,τn}+ C log nn (3.14)
for some universal constant C > 0, where FDNNn := FDNNρ (Ln, Nn, Bn, F) and the
expectation is taken over the training data.
The following theorem, which is a corollary of Theorem 3, is an extension
of Theorem 2 for strictly convex margin-based loss functions.
Theorem 4. Let Ln, Nn, Bn and F be the constant specified in Theorem 3. Let F ? be a
set of some real-valued functions on [0, 1]d. Assume that there are universal constants
κ > 0, r > 0, e0 > 0 and C > 0 such that
sup
f ∈F ?
inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Sn,e)
‖ f − f ‖2,PX ≤ e, (3.15)
with Sn,e := Ce−κ logr n for any e ∈ (0, e0) and n ∈ N. Then the sparse-penalized
DNN estimator defined by (3.13) satisfies
sup
P∈QF? : f ?` ∈F ?
E
[
EP( fˆn)
]
. n− 2κ+2 log3+r n. (3.16)
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As is done in Section 3.1, we can obtain the convergence rate of the excess
risk using Theorem 4 when the optimal decision function f ?` belongs to one
of the function classes considered in Section 3.1. For example, if the optimal
decision function f ?` is in Ho¨lder space with smoothness α > 0, the the excess
risk of the sparse-penalized DNN estimator defined by (3.13) with a piecewise
linear activation function and b = 0 converges to zero at a rate n−
2α
2α+d log4 n.
4 Computation
In this section, we propose a scalable optimization algorithm to solve the prob-
lem (2.1). Due to the nonlinearity of DNNs, finding the global optimum of
(2.1) is almost impossible. There are various gradient based optimization algo-
rithms which effectly reduce the empirical riskLn(θ) := n−1 ∑ni=1 `(Yi, f (Xi|θ))
[7, 18, 27, 25], where f (·|θ) denotes the DNN with parameter θ. These algo-
rithms, however, would not work well since not only the empirical risk but
also the penalty are nonconvex. To make the problem simpler, we propose to
replace the clipped L1 penalty by its convex tight upper bound. The idea of
using the convex upper bound is proposed under the name of the CCCP [40],
the difference of convex functions (DC) programming [36] and the majorize-
minimization (MM) algorithm [21].
Note that the clipped L1 penalty is decomposed as the sum of the convex
and concave parts as
‖θ‖clip,τ :=
p
∑
j=1
(
|θj|
τ
∧ 1
)
=
1
τ
p
∑
j=1
|θj| − 1τ
p
∑
j=1
(|θj| − τ)1(|θj| ≥ τ). (4.1)
where p is the dimension of θ and the first term of the right-hand side is convex
while the second term is concave in θ. For given current solution θˆ(t), the tight
convex upper bound of the second term − 1τ ∑pj=1(|θj| − τ)1(|θj| ≥ τ) at the
current solution θˆ(t)j is given as
− 1
τ
p
∑
j=1
sign
(
θˆ
(t)
j
) (
θj + τ
)
1
(
|θˆ(t)j | > τ
)
. (4.2)
By replacing − 1τ ∑pj=1(|θj| − τ)I(|θj| ≥ τ) with the tight convex upper bound
(4.2), the objective function becomes
Q∗(θ|θ(t)) := Ln(θ)−
〈
λ
τ
h(t)τ ,θ+ τ1
〉
+
λ
τ
‖θ‖1, (4.3)
where
h(t)τ :=
(
sign(θˆ(t)j )1 (|θˆ(t)j | > τ)
)
j∈[p]
.
The following proposition justifies the use of (4.3).
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Figure 2: The objective function value versus iteration
Proposition 5. For any parameter θ˜ satisfying Q∗(θ˜|θ(t)) ≤ Q∗(θ|θ(t)), we have
Q(θ˜) ≤ Q(θ(t)), where
Q(θ) := Ln(θ) + λ‖θ‖clip,τ .
Proof. By definition of Q∗(·|θ(t)), Q∗(θ(t)|θ(t)) = Q(θ(t)) and Q(θ˜) ≤ Q∗(θ˜|θ(t)),
which lead to the desired result.
To minimize Q∗(θ|θ(t)), we apply the proximal gradient descent algorithm
[29]. That is, we iteratively update the solution as
θ(t,k+1) = argmin
θ
[
λ
τ
‖θ‖1 +
〈
∇Ln(θ(t,k))− λ
τ
h(t)τ ,θ
〉
+
1
2ηt
∥∥∥θ− θ(t,k)∥∥∥2
2
]
(4.4)
for k = 0, 1, . . . with θ(t,0) := θ(t), where ∇Ln(θ(t,k)) is the gradient of Ln(θ)
at θ = θ(t,k). Here ηt is a pre-specified learning rate. Then, we let θ(t+1) =
θ(t,k
∗
t +1), where
k∗t := inf
{
k ∈ N : Q∗(θ(t,k+1)|θ(t)) ≤ Q∗(θ(t)|θ(t))
}
∧ k¯,
and k¯ is the pre-specified maximum number of iterations. The proximal gradi-
ent algorithm is known to reduce Q∗(θ|θ(t)) well and thus the proposed algo-
rithm which combines the CCCP and proximal gradient descent algorithm is
expected to decrease the objective function Q(θ) monotonically by Proposition
5. As an empirical evidence, Figure 2 draws the curve of the objective function
value versus iteration number for a simulated data, which amply shows the
monotonicity of our algorithm.
Note that (4.4) has the closed form solution given as
θ
(t+1)
j =
(
u(t)τ,λ,j − sign(u(t)τ,λ,j)ηt
λ
τ
)
1
(∣∣∣u(t)τ,λ,j∣∣∣ ≥ ηt λτ
)
, (4.5)
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where
u(t)τ,λ,j := θˆ
(t)
j − ηt
(
∇Ln(θ(t))j − λτ h
(t)
τ,j
)
for j ∈ [p]. The solution (4.5) is a soft-thresholded version of u(t)τ,λ,j, which is
sparse. Thus we can obtain a sparse estimates of the DNN parameter during
the training procedure without any post-training pruning algorithm such as
[14, 22].
5 Numerical studies
5.1 Regression with simulated data
In this section, we carry out simulation studies to illustrate the finite-sample
performance of the sparse-penalized DNN estimator (SDNN). We compare the
sparse-penalized DNN estimator with other popularly used regression estima-
tors: kernel ridge regression (KRR), k-nearest neighbors (kNN), random forest
(RF), and non-sparse DNN (NSDNN).
For kernel ridge regression we used a radial basis function (RBF) kernel. For
both the non-sparse and sparse DNN estimators, we used a network architec-
ture of 5 hidden layers with the numbers of hidden nodes (100, 100, 100, 100, 100).
The non-sparse DNN is learned with popularly used optimizing algorithm
Adam [18] with learning rate 10−3.
We select tuning parameters associated with each estimator by optimizing
the performance on a held-out validation data set whose size is one fifth of the
size of the training data. The tuning parameters include the scale parameter
of the RBF kernel, a degree of regularization for kernel ridge regression, the
number of neighbors for k-nearest neighbors, the depth of the trees for the
random forest and the two tuning parameters λ and τ in the clipped L1 penalty.
We first generate 10-dimensional input x from the uniform distribution on
[0, 1]10, and generate the corresponding response Y from Y = f ?(x) + e for
some function f ?, where e is a standard normal error. The functions used for
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f ? are as listed below:
f ?1 (x) = c1
10
∑
j=1
(−1)j j−1xj
f ?2 (x) = c2 sin(‖x‖1)
f ?3 (x) = c3
[
x1x22 − x3 + log
(
x4 + 4x5 + exp(x6x7 − 5x5)
)
+ tan(x8 + 0.1)
]
f ?4 (x) = c4
[
exp
(
3x1 + x22 −
√
x3 + 5
)
+ 0.01 cot
(
1
0.01+ |x4 − 2x5 + x6|
)]
f ?5 (x) = c5
[
3 exp(‖x‖2)1
(
x2 ≥ x23
)
+ xx43 − x5x6x47
]
f ?6 (x) = c6
[
4x1x2x3x41 (x3 + x4 ≥ 1, x5 ≥ x6) + tan(‖x‖1)1
(
x21x7x8 ≥ x9x310
) ]
.
The functions f ?1 and f
?
2 are globally smooth functions, f
?
3 and f
?
4 are compo-
sition structured functions and f ?5 and f
?
6 are piecewise smooth functions. The
constants c1, . . . , c6 are chosen so that the error variance becomes 5% of the
variance of the response.
The performance of each estimator is measured by the empirical L2 error
computed based on newly generated 105 simulated data. Figure 3 draws the
boxplots of the empirical L2 errors of the 5 estimators over 50 simulation repli-
cates for the six true functions. We see that the sparse-penalized DNN estima-
tor outperforms the other competing estimators for the all 6 true functions,
even though it is less stable compared to the other stable estimators (KRR,
KNN and RF).
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(a) f ?1 (b) f
?
2
(c) f ?3 (d) f
?
4
(e) f ?5 (f) f
?
6
Figure 3: Simulation results for the true functions f ?1 , . . . , f
?
6 , respectively. We
darw the boxplots of the empirical L2 errors of the 5 estimators from 50 simu-
lation replicates.
5.2 Classification with real data sets
We compare the sparse-penalized DNN estimator with other competing esti-
mators by analyzing the following four datasets from the UCI repository:
• Haberman: Haberman’s survival data set contains 306 patients who had
undergone surgery for breast cancer at the University of Chicago’s Billings
Hospital. The task is to predict whether each patient survives after 5
years after the surgery or not.
• Retinopathy: This data set contains features extracted from 1,151 eye’s
images. The task is to predict whether an eye’s image contains signs of
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Table 1: The averaged classification accuracies and standard errors in the
paranthesis over 50 training-test splits of the four UCI data sets.
Data Haberman Retinopathy Tic-tac-toe Promoter
(n, d) (214, 3) (805, 19) (669, 27) (74, 171)
SVM 0.7298 (0.0367) 0.5737 (0.0282) 0.8467 (0.0243) 0.7887 (0.1041)
kNN 0.7587 (0.0366) 0.6436 (0.0263) 0.9714 (0.0102) 0.8012 (0.0649)
RF 0.7365 (0.0377) 0.665 (0.0263) 0.9777 (0.0103) 0.8725 (0.0582)
NSDNN 0.7328 (0.0464) 0.7158 (0.0293) 0.9735 (0.0107) 0.8594 (0.062)
SDNN 0.752 (0.0382) 0.6987 (0.0375) 0.98 (0.0085) 0.8769 (0.0474)
diabetic retinopathy or not based on the other features.
• Tic-tac-toe: This data set contains all the 957 possible board configura-
tions at the end of tic-tac-toe games which are encoded to 27 input vari-
ables. The task it to predict the winner of the game.
• Promoter: This data set consists of A, C, G, T nucleotides at 57 positions
for 106 gene sequnces, and each nucleotide is encoded to a 3-dimensional
one-hot vector. The task is to predict whether a gene is promoters or non-
promoter.
For competing estimators, we considered a support vector machine (SVN),
k-nearest neighbors (kNN), random forest (RF), and non-sparse DNN (NS-
DNN). For the support vector machine, we used the RBF kernel. The tuning
parameters in each methods are selected by evaluation on a validation data set
whose size is one fifth of the size of whole training data.
We splits the whole data into training and test data sets with the ratio 7:3,
then evaluate the classification accuracy of each learned estimator on the test
data set. We repeat this splits 50 times. Table 1 presents the averaged classifica-
tion accuracy over 50 training-test splits. The proposed sparse-penalized DNN
estimator is the best for Tic-tac-toe and Promoter data sets, and the second best
for the other two data sets. Moreover, the sparse-penaized DNN estimator is
similarly stable to the other competitors.
6 Conclusion
In this paper, we proposed a sparse-penalized DNN estimator leaned with the
clipped L1 penalty and proved the theoretical optimiality. An interesting con-
clusion is that the sparse-penalized DNN estimator is extremely flexible so that
it achieves the optimal minimax convergence rate (up to a logarithmic factor)
without using any information about the true function for various situations.
Moreover, we proposed an efficient and scalable optimization algorithm so that
the sparse-penalized DNN estimator can be used in practice without much dif-
ficulty.
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There are several possible future works. For the binary classification, we
only consider the strictly convex losses which are popular in learning DNNs.
We have not considered convex but not strictly convex losses such as the hinge
loss. We expect that the sparse-penalized DNN estimator learned with the
hinge loss and the clipped L1 penalty can attain the minimax optimal conver-
gence rates for estimation of a decision boundary.
In this paper, we only considered a fully connected DNN. We may use a
more structured architecture such as the convolutional neural network when
the information of the structure of the true function is available. It would be
interesting to investigating how much structured neural networks are helpful
compared to simple fully connected neural networks.
Theoretical properties of generative models such as generative adversarial
networks [12] and variational autoencoders [19] have not been fully studied
even though some results are available [23, 3, 37]. A difficulty in generative
models would be that we have to work with functions where the dimension of
the range is larger than the dimension of the domain.
A Appendix: Proofs
For notational simplicity, we only consider a 1-Lipschitz activation function
ρ with ρ(0) = 0. Extensions of the proofs for general C-Lipschitz activation
functions with arbitrary value of ρ(0) = 0 can be done easily.
A.1 Covering numbers of the DNN classes
We provide a covering number bound for a class of DNNs with a certain spar-
sity constraint. Let F be a given class of real-valued functions defined on X .
Let δ > 0. A collection { fi : i ∈ [N]} is called a δ-covering set of F with re-
spect to the norm ‖ · ‖ if, for all f ∈ F , there exists fi in the collection such
that ‖ f − fi‖ ≤ δ. The cardinality of the minimal δ-covering set is called
the δ-covering number of F with respect to the norm ‖ · ‖ , and is denoted by
N (δ,F , ‖ · ‖). The following proposition gives the covering number bound of
the class of DNNs with the L0 sparsity constraint.
Proposition 6 (Proposition 1 of [28]). Let L ∈ N, N ∈ N, B ≥ 1, F > 0 and
S > 0. Then we have that for any δ > 0,
logN
(
δ,FDNNρ (L, N, B, F, S), ‖ · ‖∞
)
≤ 2S(L + 1) log
(
(L + 1)(N + 1)B
δ
)
.
(A.1)
The following lemma is a technical one.
Lemma 7. Let L ∈ N, N ∈ N and B ≥ 1. For any two DNNs f1, f2 ∈ Fρ(L, N, B,∞),
we have
‖ f1 − f2‖∞,[0,1]d ≤ (L + 1)(B(N + 1))L+1
∥∥θ( f1)− θ( f2)∥∥∞
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Proof. For f ∈ Fρ(L, N, B,∞) expressed as
f (x) = AL+1 ◦ ρL ◦ AL ◦ · · · ◦ ρ1 ◦ A1(x),
we define [ f ]−l : [0, 1]
d 7→ RN−1 and [ f ]+l : RN−1 7→ R for l ∈ {2, . . . , L} by
[ f ]−l (·) := ρl−1 ◦ Al−1 ◦ · · · ◦ ρ1 ◦ A1(·),
[ f ]+l (·) := AL+1 ◦ ρL ◦ AL ◦ · · · ρl ◦ Al ◦ ρl−1(·).
Corresponding to the last and first layer, we define f−1 (x) = x and f
+
L+2(x) = x.
Note that f = [ f ]+l+1 ◦ Al ◦ [ f ]−l .
Let Wl and bl be the weight matrix and bias vector at the l-th hidden layer
of f . Note that both the numbers of rows and columns of Wl are less than
N − 1. Thus for any x ∈ [0, 1]d∥∥∥[ f ]−l (x)∥∥∥∞ ≤∥∥∥Wl−1[ f ]−l−1(x) + bl−1∥∥∥∞
≤ (N + 1)B ‖[ f ]−l−1(x)‖∞ + B
≤ (N + 1)B
(
‖[ f ]−l−1(x)‖∞ ∨ 1
)
≤ (N + 1)B
(
((N + 1)B ‖[ f ]−l−2(x)‖∞ ∨ 1) ∨ 1
)
≤ ((N + 1)B)2
(
‖[ f ]−l−2(x)‖∞ ∨ 1
)
≤ ((N + 1)B)l−1 (‖x‖∞ ∨ 1)
= ((N + 1)B)l−1,
where the fifth inequality follows from the assumption that (N + 1)B ≥ 1.
Similarly, we can show that for any z1, z2 ∈ RN ,∣∣∣[ f ]+l+1(z1)− [ f ]+l+1(z2)∣∣∣ ≤ ((N + 1)B)L+1−l‖z1 − z2‖∞.
For f1, f2 ∈ Fρ(L, N, B,∞), letting Aj,l be the affine transform at the l-th
hidden layer of f j for j = 1, 2, we have for any x ∈ [0, 1]d,
| f1(x)− f2(x)| ≤
∣∣∣∣∣L+1∑l=1
[
[ f1]+l+1 ◦ A1,l ◦ [ f2]−l (x)− [ f1]+l+1 ◦ A2,l ◦ [ f2]−l (x)
]∣∣∣∣∣
≤
L+1
∑
l=1
((N + 1)B)L+1−l
∥∥∥(A1,l − A2,l) ◦ [ f2]−l (x)∥∥∥∞
≤
L+1
∑
l=1
((N + 1)B)L+1−l‖θ( f1)− θ( f2)‖∞
{
N
∥∥∥[ f2]−l (x)∥∥∥∞ + 1
}
≤
L+1
∑
l=1
((N + 1)B)L+1−l‖θ( f1)− θ( f2)‖∞
{
N((N + 1)B)l−1 + 1
}
≤ (L + 1)((N + 1)B)L+1‖θ( f1)− θ( f2)‖∞,
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which completes the proof.
Using Proposition 6 and Lemma 7 we can compute an upper bound of the
δ-covering number of a class of DNNs with a restriction on the clipped L1 norm
when δ is not too small, which is stated in the following proposition.
Proposition 8. Let L ∈ N, N ∈ N, B ≥ 1, F > 0 and τ > 0. Let
FˇDNNρ,τ (L, N, B, F, S) :=
{
f ∈ FDNNρ (L, N, B, F) : ‖θ( f )‖clip,τ ≤ S
}
.
Then we have that for any δ > τ(L + 1)((N + 1)B)L+1,
N
(
δ, FˇDNNρ,τ (L, N, B, F, S), ‖ · ‖∞
)
≤ N
(
δ− τ(L + 1)((N + 1)B)L+1,FDNNρ (L, N, B, F, S), ‖ · ‖∞
)
≤ 2S(L + 1) log
(
(L + 1)(N + 1)B
δ− τ(L + 1)((N + 1)B)L+1
)
.
(A.2)
Proof. For a DNN f with parameter θ( f ), we let f (τ) be the DNN constructed
by the parameter which is the hard thresholding of θ( f ) with the threshold τ,
that is, θ( f (τ)) = θ( f )1(|θ( f )| > τ). Then by Lemma 7,
‖ f − f (τ)‖∞ ≤ (L + 1)((N + 1)B)L+1 ‖θ( f )− θ( f (τ))‖∞
≤ τ(L + 1)((N + 1)B)L+1.
Given δ > (L + 1)((N + 1)B)L+1, let δ∗ := δ − (L + 1)((N + 1)B)L+1 > 0
and let { f 0j : j ∈ [Nδ∗ ]} be the minimal δ∗-covering set of FDNNρ (L, N, B, F, S)
with respect to the norm ‖ · ‖∞, where Nδ∗ := N (δ∗,FDNNρ (L, N, B, F, S), ‖ ·
‖∞). Since ‖θ( f (τ))‖0 = ‖θ( f (τ))‖clip,τ ≤ ‖θ( f )‖clip,τ ≤ S, it follows that
f (τ) ∈ FDNNρ (L, N, B, F, S) for any f ∈ FˇDNNρ,τ (L, N, B, F, S). Hence for any
f ∈ FˇDNNρ,τ (L, N, B, F, S), there is j ∈ [Nδ∗ ] such that ‖ f (τ) − f 0j ‖∞ ≤ δ
∗ and
so
‖ f − f 0j ‖∞ ≤ ‖ f − f
(τ)‖∞ + ‖ f (τ) − f 0j ‖∞
≤ τ(L + 1)((N + 1)B)L+1 + δ∗ = δ,
which implies that { f 0j : j ∈ [Nδ∗ ]} is also a δ-covering set of FˇDNNρ,τ (L, N, B, F, S).
By Proposition 6, the proof is done.
A.2 Proofs of Theorem 1 and Theorem 3
Let Pn be the empirical distribution based on the data (X1, Y1), . . . , (Xn, Yn).
We use the abbreviation Q f :=
∫
f dQ for a measurable function f and mea-
sure Q. Throughout this section, FDNNn := FDNNρ (Ln, Nn, Bn, F) and Jλn ,τn(·) :=
λn‖θ(·)‖clip,τn .
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For the proofs of Theorem 1 and Theorem 3, we need the following large
deviation bound for empirical processes. This is a slight modification of Theo-
rem 19.3 of [13] that states the result with the covering number with respect to
the empirical L2 norm. Since the empirical L2 norm is always less than the L∞
norm, the following lemma is a direct consequence of Theorem 19.3 of [13].
Lemma 9 (Theorem 19.3 of [13]). Let K1 ≥ 1 and K2 ≥ 1. Let Z1, . . . , Zn be
independent and identically distributed random variables with values in Z and let G
be a class of functions g : Z 7→ R with the properties ‖g‖∞ ≤ K1 and Eg(Z)2 ≤
K2Eg(Z). Let ω ∈ (0, 1) and t∗ > 0. Assume that
√
nω
√
1−ω√t∗ ≥ 288 max{2K1,
√
2K2} (A.3)
and that any δ ≥ t∗/8,
√
nω(1−ω)δ
96
√
2 max{K1, 2K2}
≥
∫ √δ
ω(1−ω)δ
16 max{K1,2K2}
√
logN (u,G, ‖ · ‖∞)du. (A.4)
Then
P
sup
g∈G
∣∣(P− Pn)g∣∣
t∗ + Pg ≥ ω
 ≤ 60 exp(− nt∗ω2(1−ω)
128 · 2304 max{K21, K2}
)
.
Proof of Theorem 1. Let Kn := (
√
8/a log1/2 n)∨ F. Let Y† := sign(Y)(|Y| ∧Kn),
which is a truncated version of Y and f † be the regression function of Y†, that
is,
f †(x) := E(Y†|X = x).
We suppress the dependency on n in the notation Y† and f † for notational
convenience. We start with the decomposition
‖ fˆn − f ∗‖22,P = P(Y− fˆn(X))2 − P(Y− f ?(X))2 =
4
∑
i=1
Ai,n, (A.5)
where
A1,n :=
[
P(Y− fˆn(X))2 − P(Y− f ?(X))2
]
−
[
P(Y† − fˆn(X))2 − P(Y† − f †(X))2
]
A2,n :=
[
P(Y† − fˆn(X))2 − P(Y† − f †(X))2
]
− 2
[
Pn(Y† − fˆn(X))2 − Pn(Y† − f †(X))2
]
− 2Jλn ,τn( fˆn)
A3,n := 2
[
Pn(Y† − fˆ (X))2 − Pn(Y† − f †(X))2
]
− 2
[
Pn(Y− fˆ (X))2 − Pn(Y− f ?(X))2
]
A4,n := 2
[
Pn(Y− fˆ (X))2 − Pn(Y− f ?(X))2
]
+ 2Jλn ,τn( fˆn).
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For A1,n, we let
A1,1,n := P
(
(Y† −Y)(2 fˆn(X)−Y−Y†)
)
,
A1,2,n := P
{(
Y† − f †(X))−Y + f ?(X)
) (
Y† − f †(X) +Y− f ?(X)
)}
so that A1,n = A1,1,n + A1,2,n. We use the Cauchy-Schwarz inequality to get
|A1,1,n| ≤
√
P
(
Y† −Y)2√P(2 fˆn(X)−Y−Y†)2.
We will bound each term of the preceding display. For the first term, by the the
assumption that EeaY
2/2 ≤ ea(F?)2Eeae2 ≤ c11 < ∞ for some c11 > 0, we have
P (Y† −Y)2 = P[|Y|21(|Y| > Kn)]
≤ P[4a−1eaY2/4eaY2/4−aK2n/4]
≤ 4a−1c11e−aK2n/4 . n−2.
For the second term, we have
P
(
2 fˆn(X)−Y−Y†
)2 ≤ 2P(Y2) + 2P(2 fˆn(X)−Y†)2
≤ 2a−1P(eaY2) + 18K2n
≤ c12 log n
for some c12 > 0. So |A1,1,n| . log n/n. For A1,2,n, using the Cauchy-Schwarz
inequality we have
|A1,2,n| ≤
√
2P(Y† −Y)2 + 2P( f †(X)− f ?(X))2
×
√
2P(Y2) + 2P(Y† − f †(X)− f ?(X))2.
Using the similar arguments as before, we can bound the terms P(Y†−Y)2 and
P(Y2). Since ‖ f ?‖∞ ≤ F?, we have |A1,2,n| . log n/n.
The term E(A3,n) can be shown to be bounded above by log n/n up to a
constant similarly to the derivations used for bounding A1,n.
For A2,n, define ∆( f )(Z) := (Y† − f (X))2− (Y† − f †(X))2 with Z := (X, Y)
for f ∈ F . For t > 0, we can write
P(A2,n > t) ≤ P
 sup
f∈FDNNn
(P− Pn)∆( f )(Z)
t + 2Jλn ,τn( f ) + P∆( f )(Z)
≥ 1
2

≤
∞
∑
j=0
P
 sup
f∈Fn,j,t
(P− Pn)∆( f )(Z)
2jt + P∆( f )(Z)
≥ 1
2
 ,
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where we define
Fn,j,t :=
{
f ∈ FDNNn : 2j−11(j 6= 0)t ≤ Jλn ,τn( f ) ≤ 2jt
}
.
We now apply Lemma 9 to the class of functions
Gn,j,t :=
{
∆( f ) : [0, 1]d ×R 7→ R : f ∈ Fn,j,t
}
.
We will check the conditions of Lemma 9. First for sufficiently large n, we have
that for every g ∈ Gn,j,t with
∥∥g∥∥∞ ≤ 8K2n,
P(g(Z))2 = P(Y† − f (X)− (Y† − f †(X)))2(Y† − f (X) + (Y† − f †(X)))2
≤ 4(Kn + F)2P( f (X)− f †(X))2
≤ 16K2nPg(Z).
Thus, the condition (A.3) holds for any sufficiently large n if t & log2 n/n. For
the condition (A.4), we observe that∣∣∣(y† − f1(x))2 − (y† − f †(x))2 − {(y† − f2(x))2 − (y† − f †(x))2}∣∣∣
≤ | f1(x)− f2(x)|| f1(x) + f2(x)− 2y†|
≤ 4Kn| f1(x)− f2(x)|
for any f1, f2 ∈ Fn,j,t and (x, y) ∈ [0, 1]d ×R and so we have
N
(
u,Gn,j,t, ‖ · ‖∞
)
≤ N
(
u/(4Kn),Fn,j,t, ‖ · ‖∞
)
.
Let ζn := (Ln + 1)((Nn + 1)Bn)Ln+1. With ω = 1/2, by Proposition 8 and the
assumption τnζn . n−1, we have that for any δ ≥ n−1 log2 n & 213K3nτnζn,∫ √δ
δ/(211K2n)
log1/2N
(
u
4Kn
,Fn,j,t, ‖ · ‖∞
)
du
≤
√
δ log1/2N
(
δ
213K3n
,Fn,j,t, ‖ · ‖∞
)
≤
√
δ log1/2N
(
δ
213K3n
− τnζn,FDNNρ (Ln, Nn, Bn, F, 2jt/λn), ‖ · ‖∞
)
≤ 2
√
δ(2jt/λn)1/2(Ln + 1)1/2 log1/2
(
(Ln + 1)(Nn + 1)Bn
δ/(213K3n)− τnζn
)
≤ c21
√
δ
√
2jt
√
n
log3/2 n
(A.6)
for some constant c21 > 0 and all sufficiently large n. Note that the constant c21
does not depends on j. Then for any t ≥ tn := 8 log2 n/n and any δ ≥ 2jt/8 ≥
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log2 n/n, there exists a constant c22 > 0 such that
δ
log n
≥ c22
√
δ
√
2jt
log3/2 n
, (A.7)
for any j = 0, 1, . . . , and thus the condition (A.4) is met for any j = 0, 1, . . . and
all sufficiently large n. Therefore we have
P(A2,n > t) .
∞
∑
j=0
exp
(
−c232j ntlog n
)
. exp
(
−c23 ntlog n
)
for t ≥ tn, which implies
E(A2,n) ≤ 2tn +
∫ ∞
2tn
P(A2,n > t)dt
. log
2 n
n
+
log2 n
n
e−c24 log n . log
2 n
n
for some positive constants c23 and c24.
For A4,n, we choose a neural network function f ◦n ∈ FDNNn such that∥∥ f ◦n − f ?∥∥22,PX + Jλn ,τn( f ◦n ) ≤ inff∈FDNNn
[∥∥ f − f ?∥∥22,PX + Jλn ,τn( f )]+ n−1.
Then by the basic inequality Pn(Y− fˆn)2 + Jλn ,τn( fˆn) ≤ Pn(Y− f )2 + Jλn ,τn( f )
for any f ∈ FDNNn , we have
A4,n ≤ 2
[
Pn(Y− fˆn(X))2 − Pn(Y− f ◦n (X))2
]
+ 2Jλn ,τn( fˆn)
+ 2
[
Pn(Y− f ◦n (X))2 − Pn(Y− f ?(X))2
]
≤ 2Jλn ,τn( f ◦n ) + 2
[
Pn(Y− f ◦n (X))2 − Pn(Y− f ?(X))2
]
and so
E(A4,n) ≤ 2Jλn ,τn( f ◦n ) + 2
∥∥ f ◦n − f ?∥∥22,PX
≤ 2 inf
f∈FDNNn
[∥∥ f − f ?∥∥22,PX + Jλn ,τn( f )]+ 1n .
Combining all the bounds we have derived, we get the desired result.
Proof of Theorem 3. SinceFDNNn is uniformly bounded and ` is continuously dif-
ferentiable, ` is locally Lipschitz. That is, there is a constant c1 > 0 such that
|`(z1)− `(z2)| ≤ c1|z1 − z2| (A.8)
for any z1, z2 ∈ [−F, F]. On the other hand, since F ≥ F?, there is a constant
c2 > 0 such that
E
{
`(Y f (X))− `(Y f ?` (X))
}2 ≤ c2E {`(Y f (X))− `(Y f ?` (X))} (A.9)
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for any f ∈ { f ∈ F : ‖ f ‖∞ ≤ F}. This is a well known fact about the strictly
convex losses and the proof can be found in Lemma 61 of [30].
We decompose EP( fˆn) as
EP( fˆn) = P`(Y fˆn(X))− P`(Y f ?` (X)) = B1,n + B2,n,
where
B1,n :=
[
P`(Y fˆn(X))− P`(Y f ?(X))
]
− 2
[
Pn`(Y fˆn(X))− Pn`(Y f ?(X))
]
− 2Jλn ,τn( fˆn)
B2,n := 2
[
Pn`(Y fˆn(X))− Pn`(Y f ?(X))
]
+ 2Jλn ,τn( fˆn).
We bound B1,n by using a similar argument for bounding A2,n in the proof
of Theorem 1. Let ∆( f )(Z) := `(Y f (X))− `(Y f ?(X)) with Z := (X, Y) and let
Fn,j,t :=
{
f ∈ FDNNn : 2j−11(j 6= 0)t ≤ Jλn ,τn( f ) ≤ 2jt
}
.
Then for t > 0, we can write
P(B1,n > t) ≤ P
 sup
f∈FDNNn
(P− Pn)∆( f )(Z)
t + 2Jλn ,τn( f ) + P∆( f )(Z)
≥ 1
2

≤
∞
∑
j=0
P
 sup
f∈Fn,j,t
(P− Pn)∆( f )(Z)
2jt + P∆( f )(Z)
≥ 1
2
 .
We now apply Lemma 9 to the class of functions
Gn,j,t :=
{
∆( f ) : [0, 1]d × {−1, 1} 7→ R : f ∈ Fn,j,t
}
,
By (A.8) and (A.9), we can set K1 = 2c1F and K2 = c2 in Lemma 9. The con-
dition (A.3) holds for any sufficiently large n if t & log n/n. For the condition
(A.4), we let K′ := K1 ∨ 2K2 = (2c1F) ∨ 2c2 for notational simplicity. Further,
let ζn := (Ln + 1)((Nn + 1)Bn)Ln+1. Then since ` is locally Lipschitz, using a
similar argument to that used for (A.6) in the proof of Theorem 1, we can show
that, for any δ ≥ n−1 log n & 4c2K′τnζn,∫ √δ
δ/(4K′)
log1/2N
(
u,Gn,j,t, ‖ · ‖∞
)
du
≤
∫ √δ
δ/(4K′)
log1/2N
(
u/c2,Gn,j,t, ‖ · ‖∞
)
du
≤
√
δ(2jt/λn)1/2L1/2n log
1/2
(
(Ln + 1)(Nn + 1)Bn
δ/(4c2K′)− τnζn
)
≤ c11
√
δ
√
2jt
√
n
log1/2 n
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for some constant c11 > 0 and all sufficiently large n. For any t ≥ tn :=
8n−1 log n and any δ ≥ 2jt/8 ≥ n−1 log n, there exists a constant c12 > 0 such
that δ ≥ c12
√
δ
√
2jt/ log1/2 n for any j = 0, 1, . . . ,. Thus condition (A.4) is met
and then we have
E(B1,n) ≤ 2tn +
∫ ∞
2tn
P(B1,n > t)dt
≤ 2tn +
∫ ∞
2tn
exp(−c13nt)dt
. log n
n
+
1
n
e−c14 log n
. log n
n
for some positive constants c13 and c14.
For B2,n, we choose a neural network function f ◦n ∈ FDNNn such that
EP( f ◦n ) + Jλn ,τn( f ◦n ) ≤ inff∈FDNNn
[EP( f ) + Jλn ,τn( f )]+ n−1.
Then by the basic inequalityPn`(Y fˆn(X))+ Jλn ,τn( fˆn) ≤ Pn`(Y f (X))+ Jλn ,τn( f )
for any f ∈ FDNNn , we have
B2,n ≤ 2
[
Pn`(Y fˆn(X))− Pn`(Y f ◦n (X))
]
+ 2Jλn ,τn( fˆn)
+ 2
[
Pn`(Y f ◦n (X))− Pn`(Y f ?(X))
]
≤ 2Jλn ,τn( f ◦n ) + 2
[
Pn`(Y f ◦n (X))− Pn`(Y, f ?(X))
]
and so
E(B2,n) ≤ 2Jλn ,τn( f ◦n ) + 2EP( f ◦n ) ≤ 2 inff∈FDNNn
[EP( f ) + Jλn ,τn( f )]+ 1n .
Combining all the bounds we have derived, we get the desired result.
A.3 Proofs of Theorem 2 and Theorem 4
Proof of Theorem 2. Let en = n−
1
κ+2 . By Theorem 1, the assumption (3.4), and
the fact that ‖θ( f )‖clip,τ ≤ ‖θ( f )‖0 for any τ > 0, we have that for any f ? ∈
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F ?,
E
[
‖ fˆn − f ?‖22,PX
]
. inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Ce−κn logr n)
{∥∥ f − f ?∥∥22,PX + λn‖θ( f )‖clip,τn}+ log2 nn
. inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Ce−κn logr n)
∥∥ f − f ?∥∥22,PX + λne−κn logr n + log2 nn
. e2n + n−
2
κ+2
log5+r n
n
+
log2 n
n
. n κκ+2 log5+r n
which concludes the desired result.
Proof of Theorem 4. For x ∈ [0, 1]d, define the function ψx : R 7→ R+ by ψx(z) :=
η(x)`(z)− (1− η(x))`(−z). Note that z?x := f ?` (x) is the minimizer of ψx(z) and
satisfies ψ′x(z?x) = 0 PX-a.s.. Then by the Taylor expansion around z?x := f ?` (x),
we have
ψx(z)− ψx(z?x) =
ψ′′(z˜)
2
(z− z?x)2
PX-a.s., where z˜ lies between z and z?x . Since ` has a continuous second deriva-
tive, we have ‖ψ′′‖∞,[−F,F] ≤ c11 for some c11 > 0, which implies that
EP( f ) ≤ c11‖ f − f ?` ‖22,PX .
Let en = n−
1
κ+2 . By Theorem 3, the assumption (3.15), and the fact that
‖θ( f )‖clip,τ ≤ ‖θ( f )‖0 for any τ > 0, we have that for any f ?` ∈ F ?,
E
[
EP( fˆn)
]
. inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Ce−κn logr n)
{
EP( f ) + λn‖θ( f )‖clip,τn
}
+
log2 n
n
. inf
f∈FDNNρ (Ln ,Nn ,Bn ,F,Ce−κn logr n)
∥∥ f − f ?` ∥∥22,PX + λne−κn logr n + log2 nn
. n− 2κ+2 log3+r n
which concludes the desired result.
B Appendix: Function approximation by a DNN with
general activation functions
B.1 Examples of activation functions
Examples of piecewise linear activation functions are
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• ReLU z 7→ max{z, 0}
• Leaky ReLU z 7→ max{z, az} for a ∈ (0, 1),
and examples of locally quadratic activation functions are
• Sigmoid: z 7→ 1/(1+ e−z).
• Tangent hyperbolic: z 7→ e
z − e−z
ez + e−z .
• Inverse square root unit (ISRU) [5]: z 7→ z√
1+ az2
for a > 0.
• Soft clipping [20]: z 7→ 1
a
log
(
1+ eaz
1+ ea(z−1)
)
for a > 0.
• SoftPlus [11]: z 7→ log(1+ ez).
• Swish [32]: z 7→ z
1+ e−z .
• Exponential linear unit (ELU) [6]: z 7→ a(ez − 1)1(z ≤ 0) + z1(z > 0) for
a > 0.
• Inverse square root linear unit (ISRLU) [5]: z 7→ z√
1+ az2
1(z ≤ 0) +
z1(z > 0) for a > 0.
• Softsign [2]: z 7→ z
1+ |z| .
B.2 Approximation of Ho¨lder smooth functions
The next theorem present the result about the approximation of Ho¨lder smooth
function by a DNN with the activation function being either piecewise linear
or locally quadratic.
Theorem 10. Let f ? ∈ Hα,R([0, 1]d). Then there exist positive constants L0, N0,
S0, B0 and F0 depending only on d, α, R and ρ(·) such that, for any e > 0, there is a
neural network
f ∈ FDNNρ
(
L0 log(1/e), N0e−d/α, B0, F0, S0e−d/α log(1/e)
)
for a piecewsie linear ρ and
f ∈ FDNNρ
(
L0 log(1/e), N0e−d/α, B0e−4(d/α+1), F0, S0e−d/α log(1/e)
)
for a locally quadratic ρ satisfying
‖ f ? − f ‖∞ ≤ e.
Proof. See Theorem 1 of [28].
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B.3 Approximation of composition structured functions
Recall the class of composition structure functions GCOMP(q,α, d, t, R) given in
(3.8). For the proof of the approximation result of a composition structured
function by a DNN with the activation function being either piecewise linear
of locally quadratic, we need following lemma.
Lemma 11 (Lemma 3 of [33]). Let f ? := g?q ◦ · · · ◦ g?1 ∈ GCOMP(q,α, d, t, R). Then
for any gj ≡ (gjk)k∈[dj+1] with gjk being a real-valued function for j ∈ [q], we have∥∥∥g?q ◦ · · · ◦ g?1 − gq ◦ · · · ◦ g1∥∥∥∞ ≤ R(2R)∑q−1j=1 αj+1
q
∑
j=1
max
1≤k≤dj+1
∥∥∥g?jk − gjk∥∥∥∏qh=j+1 αh∧1∞ .
The following lemma is used to prove the approximation result with locally
quadratic activation function.
Lemma 12. Let the activation function ρ(·) be locally quadratic. Let δ ≥ 0. Then for
any e > 0, there exists a DNN fid,δ ∈ FDNNρ (1, 3, C1(1 + δ)2e−1, 1 + δ+ e) such
that
sup
x∈[−δ,1+δ]
| fid,δ(x)− x| ≤ e
for some constants C1 > 0 depending only on ρ(·)
Proof. Consider a DNN such that
fid,δ(x) :=
K
ρ′(t)
[
ρ
(
1
K
x + t
)
− ρ(t)
]
for some K > 0 that will be defined later. Then by Taylor expansion around t,
we have
fid,δ(x) =
K
ρ′(t)
[
ρ′(t)
K
x +
ρ′′(x˜)
2K2
x2
]
= x +
ρ′′(x˜)
ρ′(t)K x
2
where x˜ lies between t and x. Since the second derivative of ρ is bounded and
ρ′(t) > 0, we have
sup
x∈[−δ,1+δ]
| fid,δ(x)− x| ≤ C2(1+ δ)2/K.
for some constant C2 > 0 depending only on the activation function ρ(·). Tak-
ing K = C1(1+ δ)2/e, we have the desired result.
Theorem 13. Let e0 > 0. Let f ? := g?q ◦ · · · ◦ g?1 ∈ GCOMP(q,α, d, t, R). Let α∗j :=
αj ∏
q
h=j+1 αh ∧ 1 for j ∈ [q] and αmin := minj∈[q] αj > 0. Let κ := maxj∈[q] tj/α∗j .
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Then there exist positive constants L0, N0, S0, B0 and F0 depending only on α, d, t,
R, e0 and ρ(·) such that, for any e ∈ (0, e0), there is a DNN
f ∈ FDNNρ
(
L0 log(1/e), N0e−κ , B0, F0, S0e−κ log(1/e)
)
(B.1)
for a piecewise linear ρ and
f ∈ FDNNρ
(
L0 log(1/e), N0e−κ , B0e−4κ−4−α
−q+1
min , F0, S0e−κ log(1/e)
)
(B.2)
for a locally quadratic ρ satisfying∥∥ f ? − f∥∥∞ ≤ e. (B.3)
Proof. For a piecwise linear activation function, combining Lemma A1 of [28],
Theorem 5 and Lemma 3 of [33], we obtain the desired result.
For a locally quadratic activation function, without loss of generality, we
assume that aj = 0 and bj = 1 for all j ∈ [q]. By Theorem 10, for each j ∈ [q],
k ∈ [dj+1], and for any e > 0, there is a DNN
g˜jk ∈ FDNNρ
(
L0,j log(1/e), N0,je
−tj/α∗j , B0,je
−4(tj/α∗j +1), F0,j, S0,je
−tj/α∗j log(1/e)
)
such that
‖g?jk − g˜jk‖∞ ≤ eαj/α
∗
j
for some positive constants L0,j, N0,j, B0,j, F0,j and S0,j. On the other hand, for
every j ∈ [q], Lemma 12 implies that there is a DNN fid,j ∈ FDNNρ (1, 3, C1e−αj/α
∗
j , 2)
such that
‖ fid,j ◦ g˜jk − g˜jk‖∞ ≤ eαj/α
∗
j
for some constant C1 > 0 depending only on ρ(·), e0 and αmin, and thus ‖g?jk −
fid,j ◦ g˜jk‖∞ ≤ 2eαj/α
∗
j . For approximation of g?jk, we consider the DNN gjk :=
fid,j ◦ g˜jk instead of g˜jk in order to control the sparsity of the composited DNNs.
Note that
‖θ(gj ◦ gj−1)‖0 ≤
dj+1
∑
k=1
‖ fid,j‖0‖θ(g˜jk)‖0 +
dj
∑
k=1
‖ fid,j‖0‖θ(g˜(j−1)k)‖0
. (e−tj/α
∗
j ∨ e−tj−1/α∗j−1) log(1/e),
where gj := (gjk)k∈[dj+1] for j ∈ [q]. Let f := gq ◦ · · · ◦ g1. Then we have
‖θ( f )‖0 . maxj∈[q] e−tj/α
∗
j log(1/e),
‖θ( f )‖∞ ≤ max
j∈[q]
{
max
k∈[dj+1]
‖θ(gjk)‖0 ∨ ‖θ( fid,j)‖0
}
. max
j∈[q]
e
−4(tj/α∗j +1)e−αj/α
?
j
≤ max
j∈[q]
e
−4(tj/α∗j +1)−α
−q+1
min
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and
‖ f ? − f ‖∞ ≤ C2
q
∑
j=1
max
1≤k≤dj+1
‖g?jk − gjk‖
α∗j /αj
∞ ≤ qC2e
for some constant C2 > 0 by Lemma 11, which completes the proof.
B.4 Approximation of piecewise smooth functions
In this section, we consider the approximation of piecewise smooth functions
GPIECE(α, β, M, K, R) given in (3.10) by a DNN with the activation function be-
ing either peicewise linear and locally quadratic. We need following lemma for
the proof for locally quadratic activation functions.
Lemma 14. Let the activation function ρ(·) be locally quadratic. There is a DNN
find ∈ Fρ(
⌈
C1 log(1/e)
⌉
, 31, e−8 ∨ C2, 2) such that∫ 1
−1
| find(x)− 1(x ≥ 0)|2dx ≤ e
for some constants C1 > 0 and C2 > 0 depending only on the activation function
ρ(·).
Proof. For simplicity, let ‖ f ‖2 := (
∫ 1
−1 | f (x)|2dx)1/2 and ‖ f ‖∞ := supx∈[−1,1] | f (x)|
for a real-valued function f . Let h(x) := 1(x ≥ 0) and hK(x) := 12
{|Kx| − |Kx− 1|}+
1
2 . Then we have ‖hK − h‖2 ≤ 1/(3K).
We now approximate hK by a DNN. By Lemma A3 (e) of [28], there is a
DNN fabs ∈ F (
⌈
C3 log K
⌉
, 16, K8∨C4, 2) for some constants C3 > 0 and C4 > 0
such that ‖ fabs(x)−|x|‖∞ ≤ 1/K2. Then the DNN find ∈ F (
⌈
C3 log K
⌉
, 31, K8∨
C4, 2) defined by
find(x) :=
1
2
{
fabs(Kx)− fabs(Kx− 1)− 1
}
satisfies ‖ find(x)− hK(x)‖∞ ≤ 1/K. Hence the desired result follows from the
fact
‖ find − h‖2 ≤ ‖ find − hK‖2 + ‖hK − h‖2
≤ ‖ find − hK‖∞ + ‖hK − h‖2 ≤ 4K
with K = 4/e.
Theorem 15. Let e0 > 0. Let f ? ∈ GPIECE(α, β, M, K, R). Let κ := d/α ∧ 2(d−
1)/β. Then there exist positive constants L0, N0, S0, B0, b0 and F0 depending only on
α, β, M, K, R, e0 and ρ(·) such that, for any e ∈ (0, e0), there is a DNN
f ∈ FDNNρ
(
L0 log(1/e), N0e−κ , B0e−1, F0, S0e−κ log(1/e)
)
(B.4)
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for a piecewise linear ρ and
f ∈ FDNNρ
(
L0 log(1/e), N0e−κ , B0e−4(κ+2), F0, S0e−κ log(1/e)
)
(B.5)
for a locally quadratic ρ, which satisfies∥∥ f ?(x)− f (x)∥∥2 ≤ e. (B.6)
Proof. For a piecewise linear activation function, Lemma A1 of [28] and Theo-
rem 1 of [16] yield the desired result.
We now focus on locally quadratic activation functions. Let
f ?(x) =
M
∑
m=1
g?m(x) ∏
k∈[K]
1
(
xjm,k ≥ h?m,k(x−jm,k )
)
∈ GPIECE(α, β, M, K, R).
By Theorem 10, there are positive constants L0, N0, S0, B0 and F0 such that,
for any g?m > 0 and any e > 0 there is a neural network
gm ∈ FDNNρ
(
L0 log(1/e), N0e−d/α, B0e−4(d/α+1), F0, S0e−d/α log(1/e)
)
such that ‖gm − g?m‖∞ ≤ e.
For the approximation of 1 (xjm,k ≥ h?m,k(x−jm,k )) , we combine the results
of Theorem 10, Lemma 12 and Lemma 14. Let hm,k be a DNN with depth
L∗e = O(log(1/e)) and sparsity ‖θ(hm,k)‖0 = O(e−2(d−1)/β) such that ‖h?m,k −
hm,k‖∞ ≤ e2 for each m ∈ [M] and k ∈ [K]. For L ∈ N, define f (L)id :=
fid,(L−1)e0 ◦ fid,(L−2)e0 ◦ · · · ◦ fid,e0 ◦ fid,0, where fid,δ is a DNN with depth( fid,δ) =
L and ‖θ( fid,δ)‖∞ ≤ C1(1+ δ)2Le−2 for some C1 > 0 satisfying supx∈[−δ,1+δ] | fid,δ(x)−
x| ≤ e2/L. Then
sup
x∈[0,1]
∣∣∣ f (L)id (x)− x∣∣∣ ≤ sup
x∈[0,1]
∣∣∣ f (L)id (x)− f (L−1)id (x)∣∣∣+ sup
x∈[0,1]
∣∣∣ f (L−1)id (x)− x∣∣∣
≤ sup
x∈[−(L−1)e0,1+(L−1)e0]
∣∣∣ fid,(L−1)e0(x)− x∣∣∣+ sup
x∈[0,1]
| f (L−1)id (x)− x|
≤ Le2/L = e2.
Let A := (1 + R + 2e20). Define u
?
m,k and um,k by u
?
m,k(x) := A
−1(xjm,k −
h?m,k(x−jm,k )) and um,k(x) := A
−1( f (L
∗
e )
id (xjm,k ) − hm,k(x−jm,k )), respectively, so
that ‖u?m,k‖∞ ≤ 1, ‖um,k‖∞ ≤ 1 and 1 (xjm,k ≥ h?m,k(x−jm,k )) = 1(u?m,k(x) ≥ 0).
Note that um,k is the DNN with depth L∗e and find approximates the indicator
function 1(x ≥ 0) by error e with respect to the L2-norm with ‖θ( find)‖∞ =
O(e−8) by Lemma 14, Using these results, we construct the DNN approximat-
ing 1(u?m,k ≥ 0) by find ◦ um,k as follows. We start with∥∥∥ find ◦ um,k − 1(u?m,k ≥ 0)∥∥∥2
≤∥∥ find ◦ um,k − 1(um,k ≥ 0)∥∥2 +∥∥∥1(um,k ≥ 0)− 1(u?m,k ≥ 0)∥∥∥2 .
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The first term of the right-hand side of the preceding display is bounded by e.
For the second term, we have∣∣∣1(um,k(x) ≥ 0)− 1(u?m,k(x) ≥ 0)∣∣∣
= 1(xjm,k ≥ hm,k?(x−jm,k ), f
(L∗e )
id (xjm,k ) < hm,k(x−jm,k ))
+ 1(xjm,k < hm,k?(x−jm,k ), f
(L∗e )
id (xjm,k ) ≥ hm,k(x−jm,k ))
≤ 1(xjm,k ≥ hm,k?(x−jm,k ), xjm,k − e2 < hm,k(x−jm,k ))
+ 1(xjm,k < hm,k?(x−jm,k ), xjm,k + e
2 ≥ hm,k(x−jm,k )),
which implies ∫ 1
0
∣∣∣1(um,k(x) ≥ 0)− 1(u?m,k(x) ≥ 0)∣∣∣2 dxjm,k
≤ max
{
0, e2 + hm,k(x−jm,k )− hm,k?(x−jm,k )
}
+max
{
0, hm,k?(x−jm,k )− hm,k(x−jm,k ) + e2
}
≤ 4e2.
Therefore
∥∥∥ find ◦ um,k − 1(u?m,k ≥ 0)∥∥∥2 ≤ 3e.
The remaining part of the proof is to approximate the product mapping.
For the mapping z ≡ (z1, . . . , zK) 7→ ∏Kk=1 zk, where zk ∈ [0, 1], by Lemma
A3 (c) of [28], there is a DNN fprod ∈ FDNNρ (C2 log(1/e), C3, C4e−2, 1 + e0)
for some positive constants C2, C3 and C4 depending only on K and ρ(·) such
that supz∈[0,1]K | fprod(z) − ∏Kk=1 zk| ≤ e. Define I?m,k and Im,k by I?m,k(x) :=
1 (xjm,k ≥ h?m,k(x−jm,k )) and Im,k(x) := find ◦ um,k(x) and let
ψm,k := A−1(gm, Im,1, Im,2, . . . , Im,K).
Define the DNN fm := AK+1 fprod ◦ψm,k. Then we have∥∥∥∥∥∥ fm − g?m ∏k∈[K] I?m,k
∥∥∥∥∥∥
2
= AK+1
∥∥∥∥∥∥ fprod ◦ψm,k − A−(K+1)g?m ∏k∈[K] I?m,k
∥∥∥∥∥∥
2
≤ AK+1
∥∥∥∥∥∥ fprod ◦ψm,k − A−(K+1)gm ∏k∈[K] Im,k
∥∥∥∥∥∥
2
+ AK+1
∥∥∥∥∥∥(gm/A) ∏k∈[K](Im,k/A)− (g?m/A) ∏k∈[K](I?m,k/A)
∥∥∥∥∥∥
2
≤ AK+1(e+ (K + 1)A−1e).
Since K and A are fixed constants, we get the desired result.
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