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Abstract: Let G be a simply connected region with 0 E G and with a twice Lipschitz continuously differentiable 
boundary curve, r, and let zp, p = 1,. . , N, be an even number of N = 2n equidistant grid points on the unit circle 
{ ) z 1 = 1) with I, = 1. Then there exists for all sufficiently large N a polynomial pn of degree n + 1, normalized by the 
condition that the coefficient p0 = 0, and the coefficients p, L and pn+, are real, such that k,, satisfies the interpolation ^ 
condition P,( z,,) E r for all p = 1,. . , N. In a neighbourhood of the normalized conformal mapping function @ there 
is exactly one such interpolating polynomial. The sequence of these pn converges to the conformal mapping function & 
as n + co. If r is three times Lipschitz continuously differentiable, then the @n are also conformal mappings of the 
unit circle onto regions, which approximate G. 
An important tool for the theoretical investigation is a discrete analogon of the Riemann-Hilbert problem. We 
present two fast procedures for the numerical solution of the discrete Riemann-Hilbert problem: A conjugate gradient 
method with computational cost O(N log N) and a Toeplitz matrix method with cost O(N Iog’N). Using this, one 
can calculate the interpolating polynomials by a Newton method and in this way obtains very effective methods for 
the numerical approximation of the conformal mapping function. 
Keywords: Numerical conformal mapping, Riemann-Hilbert problem, interpolation 
1. Introduction 
Let G be a bounded simply connected region with a smooth boundary curve r = i3G and 
0 E G. Then there exists a unique analytic function 6, normalized by the usual conditions 
6(o) = 0, 6’(O) > 0, (1.1) 
which maps the unit disc D := { z : 1 z 1 -c l} one-to-one onto G. This function can be extended 
continuously onto the closed disc and then satisfies 
&(e”) E r for all t. 0.4 
Assume that the boundary curve r is parametrized by a differentiable complex 27-periodic 
function n(s), such that e(s) # 0 and the winding number of + on the interval [0, 21~1 is 1. This 
implies that T(S) surrounds G once in the counterclockwise direction as s passes from 0 to 2~. 
Then there exists a function s^ such that g(t) - t is continuous and 27-periodic, and satisfies 
&(ei’) =77($(t)) for all t. 0.3) 
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During the last years several Newton type iteration schemes for the numerical calculation of 
the conformal mapping have been developed. Wegmann [ll] investigated the Newton method for 
equation (1.3) as an iteration in suitable function spaces. He proved local convergence in Hoelder 
or Sobolev spaces [11,12]. By discretisation of this continuous Newton method a very efficient 
numerical method can be obtained. By estimating the numerical error it was shown in [12] that 
the numerical method comes close to the conformal mapping. Convergence of the numerical 
method was not proven. 
Fornberg applied the Newton method to a finite system of equations [2, p.3901. This set of 
equations determines a polynomial of degree n 
FJz) = i: p/z’ (1.4) 
l=l 
which satisfies 
in(eifp) E r 
at N = 2n grid points 
(1.5) 
t,:= (p--1)271/N, p= l)...) iv. (1.6) 
In view of the condition (1.5) which is a discrete analogon of (1.2) one can call F,, a polynomial 
which interpolates the curve r. Fornberg found that the system of linear equations which arises 
in the Newton method can be solved very efficiently by a conjugate gradient method. The 
convergence of the Fornberg method remained unproved. Obviously, the local convergence of 
this method depends crucially on the solvability of the underlying equations, i.e. on the existence 
of an interpolating polynomial as described before. In [13] it was shown that the Fornberg 
method is closely related to the method of Wegmann. The experimental findings and theoretical 
conclusions for both these methods are similar. 
For star-shaped regions G the boundary curve can be parametrised in the form 
q(s) = p(s) eis 
with a positive function p, and the conformal mapping function is characterised by Theodorsen’s 
integral equation [3, p. 651. It was shown by Opitz, that in case p satisfies a so called c-condition 
with E < 1, the discrete Theodorsen equation has a unique solution and this solution is close to 
the conformal mapping function [9; 3, p.871. Gutknecht [4] showed, that there exists a solution if 
the function p is merely continuous. His proof, based on a fixed point argument, is nonconstruc- 
tive and does not show whether in general this solution has anything to do with conformal 
mapping. Hiibner [7] proved that for analytic curves there is for sufficiently large N a unique 
solution of the discrete Theodorsen equation which is close to the boundary mapping function, 
and this solution can be constructed by a Newton method. 
The discrete Theodorsen equation is equivalent to an interpolation problem [9; 3, p.871: The 
discrete Theodorsen equation has a solution if and only if there exists a polynomial of form 
with real 
(1.7) 
I=0 
&, and 4, such that the function 
sn(z) := z exp(&(z)) (I .8) 
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satisfies the interpolation condition (1.5). Error estimates (see [3, p.921 and [7]) show that gn is in 
some sense close to &, and therefore recommend the functions pn as approximations for the 
conformal mapping function. When formulated as interpolation theorems, the hypothesis that G 
is starshaped seems to be superfluous in the aforementioned existence results. 
In the present paper we shall prove a result similar to that of Hiibner, namely that for each 
simply connected region G (not necessarily star-shaped), whose boundary r has Lipschitz 
continuous curvature, there exists for each sufficiently large N a polynomial of form 
with real 
n+1 
t,<z> = c PIZ’ 
/=I 
p1 and p,,+ 1, which satisfies 
kn(ei’p)Er, forally-l,..., N. 
(1.9) 
(1 .lO) 
In a suitable neighbourhood of the conformal mapping function there exists exactly one such 
polynomial and these polynomials converge to & as n --+ cc. Therefore these polynomials can 
also serve as approximations for the conformal mapping function. If n is three times Lipschitz 
continuously differentiable, these polynomials are also conformal mappings, i.e. they are one-to- 
one. 
Furthermore, we show that there are also interpolating polynomials k,, of degree n of form 
(1.4) with no additional restrictions on_ the coefficients. There are at least N such polynomials. A 
normalisation condition such as e.g. Z’,(l) = n(O) can be satisfied in general only approximately 
by these polynomials. 
Our method of proof is constructive. The interpolating polynomials can be calculated by a 
Newton method. The solution of the linear equations can be done very efficiently by a conjugate 
gradient method in combination with Fast Fourier Transform (FFT). One can apply the 
arguments of [13] to show that for smooth boundaries one needs only few iterations of the 
conjugate gradient method. So we get a method for the numerical approximation of the 
conformal mapping function, which needs about twice as much computing time as the Fornberg 
method [2], but for which local convergence is proved. 
The discrete Riemann-Hilbert problem plays a prominent role in our theoretical arguments as 
well as in the numerical method. We show that for a large class of discrete Riemann-Hilbert 
problems a complete discussion of the solvability is possible, and the solution can be even 
represented in closed form. This situation is quite analogous to the continuous case. For the 
numerical solution we use here either a conjugate gradient method in analogy to the Fornberg 
method [2], or a Toeplitz matrix method in analogy to Hiibner’s fast method [6]. 
2. Spaces, norms, inequalities 
By L2 we denote the space of 2~-periodic complex valued functions f(t) for which 
is finite. The Sobolev space IV”, m > 1, consists of all 27-periodic (m - l)-times differentiable 
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complex valued functions f(t) such that f’“- *) is absolutely continuous and f’“’ is in L*. This 
is a Hilbert space provided with the norm 
Ilf II W,m := ( II f 11; + II f’ II5 + . . . + II f cm) II y*. (2.2) 
One can consider L* as IV’. In the following we assume m > 1, unless stated otherwise, and 
write for the norm simply ]I . 11 w if m is understood. By W,m we denote the subset of IV” 
consisting of all real functions $ E IV”. A function f in L* or in IV” has Fourier series 
f(t) - f 6, e”‘. (2.3) 
I=-00 
The norm of f can be calculated in terms of these coefficients in the following way 
Ilf Ilk,,= f (1+i2+ ... +z2y lb,12 (2.4) 
I=-CC 
for m 2 0. A function f in L2 with Fourier series (2.3) is in IV” for some m 2 1 if and only if 
the series (2.4) converges for this m. 
The operator K of conjugation is defined for functions f E L2. If f has Fourier series (2.3) 
then 
-1 c/3 
Kf (t) - i c b, e”’ - i c b, e”‘. (2.5) 
I= --m I=1 
For each m >, 0, this operator maps W” into IV” and is continuous. 
For continuous 2+periodic functions f the maximum norm is defined by 
Ilf IL:=maxIf(t)l. (2.6) 
We need the following elementary facts: 
Lemma 1. (1) If f E W”, then f(j) E W”-’ for 0 <j < I < m and 
II f”’ II W,m-I G II f II W,rn’ 
(2) There exists a constant C, such that for all functions f in W” for 0 d j d m - 1 
II f’j’ II m G CI II f II W,rn’ 
(3) There exists a constant C, such that for all functions f and g in W”, m > 1, 
II fgll W,m G c2 II f II W,m IIg II W,rn’ 
(2.7) 
(2.8) 
(2.9) 
Proof. (1) Is a consequence of the definition of W”, and (2.7) follows from the definition (2.2) 
of the norm. 
(2) Follows from the well-known special case [12] 
II f II 00 G G II f II W,l 
be means of (1). 
(3) By the Leibniz formula one can represent the k-th derivative of the product fg as a sum of 
products f (‘)g(kp’), 0 < 1~ k < m. Since either I -C m or k - I < m one of the factors f(j) or 
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g(“-‘) is a continuous function and can be estimated by (2.8). The L2-norm of the other factor 
can be estimated using (2.7). This yields in any case an inequality 
II f%?~) II 2 G Cl II f II W.m IIg II W,m- 
From this the estimate (2.9) follows by adding all contributions. 0 
We denote vectors in C AJ and R AJ by boldface letters and write the n-tupels for convenience as 
row vectors x = (xi,. . . , xN). The Fourier coefficients a, assigned to a vector x 
(2.10) 
are N-periodic: 
a,+N(x) = al(x) for all 1. 
The interpolation polynomial T(x) defined by 
n-l 
T(x)(t) := c a,(x) ei” + a,(x) cos nt 
I= -n+1 
(2.11) 
(2.12) 
is a function in W” for all m > 0. If all components of x are real, then T(x) is a real function. 
Therefore, T maps lR N into Wrm. 
We assemble the grid points t, to a vector 
t:= (q,..., tJ. (2.13) 
To each function f E W” one can assign a vector f(t) E CN defined by 
f(t):= (fkLJ(tJ). (2.14) 
The restriction operator R defined for functions f E W” by 
Rf:=f(t) (2.15) 
is a left inverse of T, i.e. 
RT(x) = x forallxECN. (2.16) 
This shows that the mapping T: @ PJ -+ W” . IS injective, hence an embedding. It induces a norm 
on CN 
Ilx II W,m := II T(x) II W,rn’ (2.17) 
This norm can also be expressed in terms of the a, in analogy to (2.4) 
i 
n-1 
IIX II W,m := C (1 +I’+ f-a +IZm) la/(x) l2 
I= -n+l 
1 
i/2 
+:(l+n’+ ..a +n2m)Ia,(x)12 . 
In analogy to the maximum norm (2.6) for functions we define for vectors 
II~Il,:=m~Ix,/. 
(2.18) 
(2.19) 
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Lemma 2. There exists a constant C, independent of N and m such that for all n >, 2 and f E W”, 
m 2 1, 
II R(f) II W.m =z C3 II f II W,rn’ (2.20) 
Proof. Assume that f E W” is represented by the Fourier series (2.3), and put x := Rf. Then 
n-1 
xP= C a, e”“+ a, cos nt, 
I= --n+1 
with coefficients 
a/= 5 b/+m. (2.21) 
k=-x 
In view of (2.18) the norm can be estimated by 
IIX II $,,< i (1+Z2+ f-0 +12m)(a,12. 
I= -n+l 
(2.22) 
One can represent the norm of f in a similar way by rearranging the sum (2.4): 
II f II&n = k (1+12+ **- +12m)B,F 
I= -?I+1 
(2.23) 
where the B, are defined by the sums 
B;= 5 
l+(l+kN)‘+ ..a +(l+kN)2” 
1+z*+ ... +12” 
lb 12. l+kN 
k=-cc 
(2.24) 
It follows from (2.21) that 
Ia,1 <A,:= f Ib/+kN\. 
k=-m 
(2.25) 
By (2.25) A, is a linear function of the quantities & := I b,+kN 1. On the other hand the tk are 
restricted by the equation (2.24). One can determine the maximum of A, as a function of the tk, 
subject to the constraint (2.24). One obtains the result 
(2.26) 
with the constant 
1+1*-t *.. +I*” 
Cl = 
k=-m 1+(Z+kN)2+ ... +(l+kN)*“’ 
(2.27) 
In the numerator we use ( I [ 4 n and in the denominator I + kN >, kN - n = (2k - 1)n for k > 1. 
We apply the summation formula 
1+t2+ *.. +p= t 
2m+2 _ 1 
t2- 1 
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which is valid for t # 1 and get the following estimate for the terms in (2.27) for k 3 1 and n 2 2 
1+ l2 + * * * 12” 1+ n= + . . . +n2m 
l+(l+kN)=+ a** +(1+fkrV)‘“’ 
d 
1+&v-n)=+ ... +(kN-n)2m 
(n =crn+ij - 1)((2k - l)=n2 - 1) 
= (((2k - l)n)2(m+1) - lj(n’ - 1) 
(1 - .-@+*))((2k - l)= - n-=j 
= ((2k _ l)=Cm+i) _ n-2(m+l)j(l _ n-2) . (2.28) 
Omitting the powers of n from the last term in (2.28) increases the numerator. It increases also 
the denominator. But for n 2 2 each factor in the denominator is increased at most by a factor of 
$. We compensate this by a factor of 2 in the numerator and get 
We insert this into the sum (2.27) and obtain 
c&+2: 
1+ n= + . . . +n2m 
k=l 1 + (kN-n)‘+ .** +(kN-H)2m 
= 1+ +rr=, (2.29) 
independent of 1, n and m. We insert (2.26) into (2.22), use (2.29) and (2.23), and obtain 
Ilx II &, G (1 + :T’> II f II&,. 0 
In analogy to the multiplication for functions we define a product of vectors componentwise: 
x-y:= (xlyl,..., xNy,) for x, y E CN. (2.30) 
Similarly, if y is a vector with yP # 0, a quotient x/y is defined in an obvious way. 
Lemma 3. There exists a constant C, independent of N such that for all x, y E Q= N
IIX-Y II W,m G G IIX II W,m IIY II W,m* (2.31) 
Proof. We use (2.16), (2.20), (2.9), and (2.17) 
1Ix.y II w= II R(T(x)T(y)) II WG G IIT(x)T(y) II w 
~GC2IIwIIWIIT(Y)IIw=C&2IlxllwllYII,. 0 
In the following we investigate composite functions. We denote by f’ the derivative of a 
function f(s) with respect to the variable s, and by S’ the derivative of a function S(t) with 
respect to the variable t. 
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Lemma 4. Let f(s) be an m-times differentiable function, m 2 0, periodic with period 2~h, X 2 0, 
such that the derivatives f , (‘) 1 = 0 1 . m are Lipschitz continuous, i.e. there is a constant M1 so , , . . , , 
that 
If%) -f%) I 6 Ml I SI - s2 I (2.32) 
for 0 < I < m and all sl, s2. Let S,(t) and S*(t) b e real functions such that S,(t) - At E W,M and 
II S,(t) - At II W,m =G M*. (2.33) 
In the aperiodic case, A = 0, we assume in addition that for 1 = 1,. . . , m 
If( GM, for IsI dC,M,. (2.34) 
Then there exists a constant C; which depends only on M,, M2, A, and m such that 
II fG(9) -f@,(9) II W,m G c,l II 4 - s2 II W,m* (2.35) 
Proof. We use the abbreviation g(t) := f (S,( t)) - f (S,( t)). 
For m = 0 the estimate follows from I g(t) I < M1 I S,(t) - S,(t) I. 
If m > 1 we observe that for 1 d k < m the derivative (dk/dtk)g( t) is a sum of terms of the 
form 
f”‘(S,(t))S;“qt) *** S,c”/)(t) -f”‘(S,(t))S,‘“qt) *.. Sik/‘(t) 
with 1 G 1 G k, k, 2 1, and k, + . . . + k, = k. Each of these terms can be represented as a sum of 
products which contain either a factor f (I)( S,( t)) -f (I)( S,( t)) or a factor S,‘“J’( t) - S,‘“/)(t). The 
first can be estimated using the Lipschitz conditions (2.32) by 
IfYUt!) -f”‘(S&>) I G MI I w> - s,(t) I. 
The remaining factors are either of the form S,“‘(t), j >, 1, which can be estimated using 
(2.33) or of the form f (I)( S,( t)). The latter is a continuous function by hypothesis. If h > 0, then 
f is periodic, and the real part as well as the imaginary part of f (I) has a zero in each interval of 
length 27rrh in view of Rolle’s theorem. Therefore, I f(‘)(s) I 6 M,27rh for all s. If h = 0, then S, 
is a continuous 27-periodic function, which is bounded by 1 S,(t) I < C,M, because of (2.33) 
and (2.8). Therefore I f (I)( S,( t)) I < M1 by hypothesis (2.34). In any case f (I)( S,( t)) is bounded 
by some constant multiple of Ml. 
The L2-norm of each of these products can be estimated by the product of the L2-norm of one 
of the factors and the maximum norm of all others. 0 
Lemma 5. Let f(s) b e an (m + 1)-times differentiable function, m >, 1, periodic with period ~TX, 
X >, 0, such that all the derivatives are Lipschitz continuous, i.e. there is a constant M1 so that (2.32) 
is satisfied for 0 < 1~ m + 1 and all sl, s2. Let S,(t) and S2(t) be real functions such that 
S,(t) - At E W,“’ and (2.33) is satisfied. In the aperiodic case, X = 0, assume that (2.34) is fu,filled 
for I= l,..., m + 1. Then there exist constants C,l, C; which depend only on M,, M2, A, and m 
such that 
II f(S2(9 -f@,(9) -f(s2(Nsk) - s2m II W,m G G II SI - s2 II&,, (2.36) 
II f(S,(.)) -f@,(9) -f(s2c>ml(~> - s,(9) II iv,1 G G II s, - s2 II co II SI - s2 II W,l* 
(2.37) 
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Proof. We use the abbreviations U( t ) := S,( t ) - S,( t ) and 
g(t) :=fM>) -f@*(t)) -f(&(t>NQ). 
(1) For 0 G k G m the derivative (dk/d tk)g( t) is a sum of terms of the form 
(f”‘(s,(t)) -fys2(t)) -f”+“(s,(t))U(t))Sy~‘(t)~~~ s2’kf’(t) 
withO<I<k, k,>l, k,+ ... +k,=k,oroftheform 
(2.39) -g(/‘“(s,(t)) -f”‘(s,(t)))u’“~‘(t)s,‘“~‘(t)~~~ s2’kl’(t) 
withl<Z+r<k, k,>l, r+k,+ **- +k,=k. 
(2) Using (2.32) we can estimate the first factor in (2.38) by 
p(s,(t)) -fys,(t)) -f”+“(s,(t>)U(t) 1 d w, I u(t) I *. 
With the methods used in the proof of Lemma 4 one can show for the first factor in (2.39) 
(2.38) 
The estimate of the remaining factors is also as in the proof of Lemma 4. This shows (2.36). 
(3) It follows from (2.32) that 
I so> I G Ml I WI I 2. (2.40) 
From the representation 
s’(t) = (f&(t)) -fCMt)) -~~s2(t))u(t))&xt) + (f(M)) -S(s,(t)))u’(t) 
one obtains the estimate 
I s’(t) I =G MI I w> I 2 Ifut> I + MI I w> I I u’(t) I 
which implies 
II g’ II 2 =s %O + (1 + KM II u II cc IIu II W,l 
and finally with (2.40) the estimate (2.37). 0 
We need a finite analogon of the preceding Lemmas which we formulate in terms of the 
parameter function 17. 
Lemma 6. Assume that 17 is (m + l)-times differentiable, m 3 1, and all derivatives are Lipschitz 
continuous, i.e. there is a constant MI such that 
19(“(s,) - $)(s,) 1 d 4 IsI - ~2 I, (2.41) 
for I = 0, 1,. . . , m + 1 and all sI, s2. Let sl, s2 be vectors in RN such that 
II%--llW,m~M2~ (2.42) 
then there exist constants C,, C,, and C, which depend only on MI, M2 and m such that 
II 77h) - 4%) II W,m 6 c5 II% - s2 II W,m, (2.43) 
lIti - ti(s*) IIW,m G c5 II% - s2 II W,rnY (2.44) 
II&) -&) -ti(S*)(% - s2) ILm d G II% - s2 II&m (2.45) 
Ib?h> - V7(%) - hh - 4 IL,* d CT IIs1 - s2 II m II% - s2 II w.1. (2.46) 
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Proof. The inequalities of this Lemma can be deduced from the corresponding inequalities of the 
preceding lemmas in the following manner. We apply these lemmas with h = 1, and put 
S”(f) := t + T(SY - t) 
for abbreviation. Then S,(t) - t E Wrm and 
II x(t) - t II W,m = II Qs, - t) II W,m = II% - t II W,m G M2 
in view of (2.42). We obtain using (2.20) (2.35), and (2.17) 
II 77bd - ds2) II w= II ~b$w)) - 77wm II w 
G G II SI - s2 II w= w; II TbI - 4 II w= c3G II% - s2 II w* 
This proves (2.43). 
In view of the hypotheses the function f := fi also satisfies the hypotheses of Lemma 5 with the 
same constant Mi. This proves (2.44). 
The estimates (2.45) and (2.46) can be derived in a similar way from Lemma 6. 0 
We need also the following partial converse of Lemma 6: 
Lemma 7. If q satisfies the hypotheses of Lemma 6 and in addition in # 0 and 
IW I~~,‘0 (2.47) 
for all s, then there exist constants e0 > 0 and C, which depend only on M,,, Ml, M2, and rn, such 
that 
II% - s2 II W,m 6 G II 71h) - ds2) II W,m 
whenever IIs - s2 (1 W.m < e,,. 
(2.48) 
Proof. We get from Taylor’s formula the representation 
I-(dsd - ds*) + f) Sl--s2= fi(s2) (2.49) 
where the remainder can be estimated by Lemma 6 
Ilr II 6 G IIs1 - s2 II& (2.50) 
Furthermore, there is a constant M3, which depends only on M,, M,, M2, and m, such that 
Ill/?(%) IlwG M3. 
Now it follows from (2.49) and (2.50) that 
II% - s2 II WG w43( II 9h) - ds2) II w+ G II% - s2 II;>. (2.51) 
If co 6 1/2C,M& then (2.51) implies, that the inequality (2.47) holds true with the constant 
C, = 2C,M3. 0 
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3. The discrete Riemann-Hilbert problem 
We define several spaces of functions consisting of the boundary values of in a certain way 
normalized polynomials, namely: 
( 
?I+1 
IV,+ := p(t) = C pI e”‘, Im p1 = Im P”+~ = 0 , 
I=1 i 
W; := q(t) = i qr e”‘, 
i 
Re q-,,+] = Re q1 = 0 , 
I= -n+7 1 
v$:= +(t) = i ( 
i 
a, cos lt+p, sin It), (Y,, PI realand &=&=O _ 
i I=0 
Each p E WG is the boundary function p(t) =j(e”) of a polynomial 3(z). The spaces IV; 
and W; are subspaces of IV” for each m, and V, is a subspace of Wrm. All these spaces are real 
N-dimensional. There is the following partial converse of Lemma 2: 
Lemma 8. (a) For + in V, 
II + II W,m = II G(t) II W,m* 
(b) There exists a constant C, independent of N such that 
II PII W.m G C9 II PM II W,m 
for alp E W,+. 
Proof. (a) Functions + E V, can be recovered from their values at the grid points by interpola- 
tion + = T( G(t)), whence (3.4) follows in view of (2.17). 
(b) For N > 4 functions p E W$ can be recovered similarly by 
p = exp(2it)T(exp(-2it) *p(t)), 
whence the estimate (3.5) follows using (2.9), (2.17) and (2.31). 0 
We consider the following problem: 
Let x E C N be a vector with components xP Z 0 for all p = 1,. . . , N, and f E 6: N. Determine a 
polynomial p E WG and a vector u E [w N such that 
f + u .x =p(t). (3.6) 
This problem asks for the determination of two unknowns namely p and u, each from a real 
N-dimensional space, namely WG or Iw N, respectively. Once can eliminate the unknown u by 
multiplying the equation (3.6) with the vector X whose components are the complex conjugates 
XP and taking the imaginary part. Since u is real it follows for p the equation 
Im(% .p (t)) = r (3.7) 
with the real vector 
r := Im(fi.f). (3.8) 
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If p satisfies 93.7) with r defined by (3.8) then u can be determined from (3.6) by 
u= (p(t) -f)/x. (3.9) 
Equation (3.7) is a discrete analogon to the well-known Riemann-Hilbert problem for analytic 
functions. A complete discussion of the latter can be found in [8,12]. In the next lemma we will 
show that in special cases the discrete problem is equivalent to a continuous problem. Therefore 
the solution can be obtained by a closed formula which involves the identity the operator K of 
conjugation. Then we will show that neighboring problems also have a unique solution. 
Lemma 9. If x E @ N is of form x = iu(t) with a function v E W$ , which satisfies U( t ) f 0 for all t 
and has winding number 1, then there is for each r E [w N a unique p E WG which satisfies 
Im(Z;p(t,))=r, forallp=l,...,N. (3.10) 
The solution is given by 
p = -u(l+ iK)(T(r)/l u I’). (3.11) 
Proof. (1) First we consider the homogeneous problem, which takes for this special x the form 
Re[p(t,)u(t,)) =0 for all p= l,..., N. 
Since p and u are in WG they are trigonometric polynomials 
PI+1 n+1 
p(t) = C pI e”‘, u(t) = C u, eilt 
I=1 I=1 
with 
Im p1 = Im pn+I = Im u1 = Im untl = 0. 
The product is then a trigonometric polynomial 
h(t) :=p(t)m= 2 h, eikt. 
k= --n 
(3.12) 
(3.13) 
(3.14) 
with n th coefficients 
which are real numbers in view of (3.13). This implies that Re h is in VN as defined in (3.3). 
Hence it can be recovered from its values at the grid points by interpolation, i.e. Re h = 
T(Re h(t)). In view of (3.12) Re h(t) = 0, hence Re h = 0 for all t. With the definition (3.14) of h 
inserted and divided by u2 this implies 
Re(p(t)/u(t)) =0 for all t. (3.15) 
In view of the hypotheses the polynomial C(z) has only one zero in D, namely z = 0, and this 
zero is simple. This implies nonzero first coefficient u1 # 0. Since b(z) also has a zero at z = 0 
the quotient fi( z)/u^( z) is an analytic function in the unit disc D. Equation (3.15) implies, that 
this function is purely imaginary on the boundary of D, and therefore p(t) = iyv(t) with a real 
constant y. It follows that p1 = iyu,. Since u1 and p1 are real and U, # 0, this implies y = 0, 
hence p = 0. The homogeneous equation (3.10) has only the trivial solution p = 0. 
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(2) One can interpret (3.10) as a linear mapping of the real N-dimensional space WG into Iw N. 
We have shown in the first part of the proof, that the kernel of this mapping consists only of the 
function p = 0. Therefore, this mapping is one-to-one, and (3.10) has for each right-hand side a 
unique solution p. 
(3) In order to derive an explicit representation for this solution p we observe that equation 
(3.10) is equivalent to 
Re h(t) = -r (3.16) 
with the function h of (3.14). As shown in the first part of the proof Re h E V,. Therefore Re h 
can be recovered from (3.16) by interpolation 
Re h = - T(r). 
The real part of the analytic function j/O on the boundary of the disc is 
Re(p(t)/u(t)) = Re h(t)/1 u(t) I* = - T(r)/l ~(1) I 2. (3.17) 
Hence p/u can be completed by means of the operator K of conjugation up to an additive 
imaginary constant icu. But this constant is 0 since $(z)/.!?(z) is real for z = 0. This completes the 
proof of the representation (3.11). 17 
There are other methods of proof for Lemma 9: One can interpret equation (3.11) as the 
definition of a function p. It is easy to verify directly that this function solves the equation 
(3.10). But it remains to prove that this function is in W,. According to M. Gutknecht (private 
communication) one can start from the observation that T(r)/ 1 u(t) 1 2 is a rational trigonometric 
function of numerator and denominator degree both n. It follows from Theorem 2.2 in [5] that 
(I+ iK)(T(r)/l u(t) I *> is a rational function of degree n and denominator e-“u( t). Hence p 
defined by (3.11) is eir times a trigonometric polynomial of degree n. An argument based on 
comparison of coefficients shows finally that p is in WG. 
Lemma 10. Let V c WG be a subset of functions u such that u(t) # 0 for all t, the winding number 
of u is equal to 1 and there is a constant M3, such that 
II 0 II W,m =G M3, Ill/u II W,m 4 M3 (3.18) 
for all u E V. Then there exist numbers c1 > 0 and C,,, which depend only on M3 (not on N), such 
that the following statement holds true: Whenever 
IIX - W II w,m G 61 (3.19) 
with some v E V then there exist for each f E CN unique u E IIF!? N and p E WG which solue the 
equation 
f + u . x =p(t). (3.20) 
Furthermore 
llu II W,m =G CIO Ilf II W,rn’ (3.21) 
Proof. (1) It follows from Lemma 9, that for each x of the form x = iu(t) with u E V there are 
unique u and p with the properties mentioned in the lemma. The solution u can be represented 
explicitly using (3.11) and (3.9). This can be applied to estimate u, using the boundedness of the 
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operator K in the space IV” and formula 92.31). In view of the hypothesis (3.18) one obtains a 
uniform estimate 
llu II w< Gl llf II w (3.22) 
for all u E V. 
(2) For an arbitrary x and a u E V one can use the following iterative method: Start with 
u0 = 0. For k > 1 determine uk E RN and pk E Ws such that 
f + u~_~ . (x - iu(t)) + uk. io(t) =pk(t). (3.23) 
As shown above the uk is uniquely determined. By subtracting (3.23) for subsequent indices k 
one obtains 
(% - t&1)(x -iG)) + (%+1 - uJiU(f) =Pk+l(f) -P/C(f). 
One can interpret this as an equation of the form (3.20) for uktl - uk. Since the factor of this 
unkown is iu(t), one can apply the estimate (3.22) which yields 
llu !%+1- u/c II w G GGI Ilx - i4t> II w IlUk - Uk-1 II w. 
If the hypothesis (3.19) is satisfied with 6, := 1/(2C,C,6) then 
llu k+l - uk 11 WG 2-k \i”l 11 W (3.24) 
for k > 1. It follows from (3.23) that 
lb1 II w G Go llf II W’ (3.25) 
In view of (3.24) and (3.25) the series u := u0 + (ui - u,-,) + . . . converges and 
lln II w< 2 IIUI II w =G 2Go llf II w. 
Therefore (3.21) holds true with C,, = 2C&. The left hand side of (3.23) converges as k + co. 
Therefore the vectors pk(t) converge. This implies in view of Lemma 8 that the sequence of 
functions pk converges to a function p E W,+. The limit elements u and p solve (3.19). 0 
One can formulate also an “exterior discrete Riemann-Hilbert problem”, which implies 
functions which are boundary functions of polynomials in l/z. We show in the next lemma, that 
this can be reduced to a corresponding “interior problem”. 
Lemma 11. Let x E C N be a vector with components xlr. # 0 for p = 1,. . . , N, and r E IWN. Then 
there exists q E Wi which satisfies 
Re(E;q(t,)] =rp for all E-l= l,..., N (3.26) 
if and only if there exists p E WG satisfying 
Im(Z;p(t,))=r,cosnt, forallp=l,...,N. (3.27) 
The solutions q of (3.26) and p of (3.27) are connected by 
q(t) = -i e-‘“‘p(t). (3.28) 
Proof. Formula (3.28) establishes a one-to-one correspondence of W$ and W; . We insert (3.28) 
into (3.26) and observe that eln’ = cos nt is real for the grid points t = t, and (cos nt,)* = 1. This 
transforms (3.26) into (3.27). 0 
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In the definition of the discrete Riemann-Hilbert-problem there is some arbitriness in the 
normalisation of the polynomial p. We used a normalisation in accordance to the usual 
normalisation for conformal mapping functions, since we have applications in numerical confor- 
ma1 mapping in mind. We study now briefly a problem with a slightly different normalization, 
which plays a rale e.g. in Fornberg’s method for numerical conformal mapping [2]. To this aim 
we introduce the space of polynomials 
FG := p(t) = kp, eiit 
i 
(3.29) 
I=1 
We prove the following analogon to Lemma 9: 
Lemma 12. If x E C N is of the form x = h(t) with a polynomial v E FG which satisfies v( t ) # 0 for 
all t and has winding number 1, then there is for r E [w N a p E FG which satisfies 
Im(Z;p(t,))=r,, forallp=l,...,N (3.30) 
if and only if 
N 
C rP cos nt, = 0. 
p=l 
The general solution is given by 
p= -v (I+iK) ( &Yr)j - iY 
with real y. 
(3.31) 
(3.32) 
Proof. The proof is quite analogous to the proof of Lemma 9. Each solution of the homogeneous 
problem (3.30) has necessarily the form 
p = iyv 
with real y. On the other hand, each such p solves the homogeneous problem, since there are no 
restrictions on the coefficients of p. 
The function h defined by (3.14) has coefficients h _-n = h, = 0. This implies that Re h(t) E V, 
has no term with cos nt. Therefore, (3.16) can hold only if T(r) has also no term with cos nt. This 
is equivalent to (3.31). 
The explicit representation (3.32) of the solution then can be derived as in the proof of Lemma 
9. 0 
4. An interpolation problem 
We consider the following interpolation problem which is a discrete analogon to the conformal 
mapping problem described by the equations (1.1) and (1.2): 
Problem 1. Determine a function p E IV; such that 
p(t,)Er forallp=l,...,N. (4.1) 
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Using the parametrization n(s) of the boundary curve F one can formulate this problem in the 
following equivalent form: 
Determine a function p E WG and a vector s E RN such that 
71 (s) = P (t>. 
This equation can be treated by the following Newton iteration scheme: 
(1) Start with a vector s0 E RN. 
(4.2) 
(2) If sk is determined for some k >, 0, then calculate uk E RN and pk+, E W$ so that 
?(%) + 4(%) * “k =Pk+l (t>. (4.3) 
(3) Put 
sk+l := Sk + Uk. (4.4) 
Equation (4.3) is obtained by linearization of (4.2). It is a discrete Riemann-Hilbert problem 
as discussed in the last section. We shall show that this iteration scheme is feasible, if the start 
vector s0 is in a sense close to the conformal mapping. In order to make this statement precise 
we introduce some notation and recall some properties of the conformal mapping function. 
Let 6 be the conformal mapping of D onto G normalized by 6(O) = 0 and &‘(O) > 0. Define 
Q(t) := &(ei’)_ W e assume for the following, that TJ is (m + l)-times differentiable for some 
m > 1 with TJ (m+1) Lipschitz continuous. This implies that all derivatives $‘), I = 0, 1,. . . , m + 1, 
are Lipschitz continuous. Therefore, the hypotheses of Lemma 6 are satisfied. Warschawski’s 
theorem [lo] implies that the function @ is in W (m+1) Consider the finite sections . 
an(t) := i cI ei” (4.5) 
I=1 
of the Fourier series 
Q(t) = 5 c, e”‘. 
I=1 
(4.6) 
The second of the normalization conditions (1.1) implies Im cl = 0, hence 
(4.7) 
Since the function @ is in W(m+l) 
II @?? - @ II W,m + 0, (4.8) 
II @,’ - @’ II W,m -+ 0 (4.9) 
as n -+ cc. The boundary values &(e”) are on the curve F for all t. Therefore, there is a function 
s^ such that 
Q(t) =77(5(t)) for all t. (4.10) 
The functions g(t) - t and g’(t) are in IVrm, and s^’ > 0. It follows from (4.10) that 
Q’(t) =i@(t))S’(t). (4.11) 
We put 
2 := 3(t), ^s’ := i’(t). (4.12) 
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Lemma 13. There exist numbers c2 > 0, N2, and C,, such that for all N >, N2 the following 
statement holds true: If 
IIS - s II W,m G 62 (4.13) 
then there exist for each f E C N uniquely u E RN and p E WG such that 
f +?j(s)dl=p(t) (4.14) 
and 
Ilu II W,m G C,, Ilf II W,rn’ (4.15) 
Proof. (1) Since & is a conformal mapping, and the boundary curve is twice differentiable, 
&‘(z) # 0 in 0. Therefore, there exists S > 0 such that I G’(t) I >, 8 for all t. Furthermore, @’ 
has winding number 1. 
(2) It follows from (4.9) that there exists no such that for n z n, 
I@,‘(t) - Q’(t)1 < :s, II@;- @‘jIw< 1. (4.16) 
Then I @i(t) I 3 $8 and @,’ has winding number 1. Furthermore, there is a constant M3 such 
that 
II @,’ II wGM3, llwc II @/<My (4.17) 
Therefore, the set I’:= { @i} c WG satisfies the hypotheses of Lemma 10. Let 6, and C,, be the 
numbers with the properties described in Lemma 10. Since M3 in (4.17) is independent of N the 
same is true for e1 and C,,. 
(3) We estimate 
li+(s)*^s’-@,‘r))) WG ll(~(S)--(“S)).~‘llW+JJi(^S).^S’--~(t)IJW. (4.18) 
In view of (4.12) and (4.11) +(S) . ^ s’ = Q’(t). Therefore the last term in (4.18) can be estimated 
by 
II~(~).a’-~,I(t)II,=IIR(~‘-~,‘)II,~cC,II~’-~,’)I,. (4.19) 
The first term on the right-hand side of (4.18) is 
llW> -i7(W^s’ll w~~,ll~‘II~lli~~~-i7~~~IIwQ~4~3lI~’llW~SlI~-^SIlW. 
(4.20) 
It was shown in Lemma 10, that whenever the left-hand side in (4.18) is G E,, then for each 
f E CN there are unique u E IR N and p E WG such that 
f+(fi(s)-S’)-u/G’=p(t) and \lu/%‘)),~C,,J\f \lw. 
This implies (4.15) with C,, := C&C, IIS’ 11 w. By choosing n large enough the quantity in (4.19) 
can be made < &i, and by choosing e2 in (4.13) small enough one can achieve that (4.20) is 
< if,. This implies that (4.18) is G cl and finally the statement of the Lemma. q 
Theorem 1. There exist numbers Ed > 0 and N3 such that for all N 2 N3 the following statements 
hold true: if 
II so - g II W,m G c3 (4.21) 
then 
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(a) the iteration can be pursued indefinitely, i.e. in each step k there are unique uk E RN and 
pk+, E W,+ satisfying (4.3), 
(b) the iteration converges, i.e. there are s, E RN and p, E Ws such that 
11 sk - sm 11 W.m -+ O, it Pk -Pee 11 W,m + o (4.22) 
ask+oo. 
(c) These limit elements satisfy the equation 
77bm) =P,(+ (4.23) 
(d) Convergence is quadratic in the sense that there is a constant C such that for all k >, 1 
ii”k II W,m G c ii”k-, ihi’,w (4.24) 
Proof. (1) Let c2, N2, and C,, be the numbers with the properties described in Lemma 13. 
Assume that N z N2 and that for some k >, 0 the iterate sk is determined and satisfies 
/isk- %6 (2. (4.25) 
It follows from Lemma 13 that there exist unique uk and pk+l which solve (4.3). 
(2) We define p0 := Qn. By subtracting pk(t) from (4.3) we obtain 
+k) -Pk@) + tibk) ‘“k =Pk+l@) -Pkbh (4.26) 
Using (4.15) we get from the equation (4.26) the estimate 
il”k 11 WG c,l 11 dsk) -Pk@) 11 W* (4.27) 
(3) Let 6 be an arbitrary positive number. We use p0 = @, and estimate for k = 0 
II 77M -P& II ,~1177~~~~-rl~~~Ilw+1177~~~-~n~f~IIW~ (4.28) 
The first term on the right hand side in (4.28) is d C, lls0 - ^s 11 w in view of (2.43). This is 
< 6/2C,, if (4.21) is satisfied with e3 < 6/2C,C,,. 
We recall that TJ@) = Q(t). The last term in (4.28) can be estimated using (2.20) by 
C, II@ - @, II w. This can be made G 6/2C,, by choosing N >, N3( S) large enough. We insert this 
into (4.27) and obtain 
lI%Ilw~~ (4.29) 
whenever s,, satisfies (4.21) and N z N3( S). 
(4) For k 2 1 we use (4.4) and (4.3) to replace Sk and pk in (4.27): 
hk) -Pkb) = hk-, + uk-l) - dsk-1) - fi(sk-l) ’ uk-l- (4.30) 
The norm of the right-hand side if < C, Iluk_i I\$ in view of (2.45). By combining this with 
(4.27) we get 
ll”k 11 W’G c&6 II”k-l II& 
(4.31) 
(5) If (4.29) is satisfied with a number 6 such that 
C,,C$ < : (4.32) 
then we get from (4.31) by induction that 
JIUk I) w =G 2-ks. (4.33) 
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(6) This implies 
II~k-%6lls0-%+ lluoIlw+ ... +llUk-lIIW~~3+2~. 
If the inequality 
c3 + 26 < E2 
(4.34) 
holds, then (4.25) is satisfied for all k. 
(7) With the constants 
6 := min(l/2C,,C,, c/4), c3 = min(c,/2, 6/2C,C,,), N,:= max(N,, N,(S)) 
all hypotheses made in the first steps of the proof are satisfied. It follows that the iteration can 
be pursued indefinitely, and that the inequalities (4.31) and (4.33) hold true for all k. 
(8) (4.33) implies, that IIsI- skII w= I/u,+ .. . +u,_l II w< 2-k+7S for I> k, i.e. sk is a 
Cauchy-sequence in Q= N, hence convergent. The quadratic convergence (4.24) follows from the 
estimate (4.31). 
(9) In view of the continuity properties shown in Lemma 6, also the vectors q(sk) and jl(sk) 
converge in the W-norm. Therefore the left-hand sides in (4.3) converge. This implies that also 
the vectors pk(f) converge to some vector x in @ N. Since the mapping p(t) +p of @ N into IV,, is 
one-to-one and continuous (Lemma S), this limit vector is of the form p,(t) with poo E WG. This 
shows the second half of (4.22). Passing to the limit in (4.3) then yields (4.23). q 
In the next theorem we show that a solution to the interpolation problem exists and that this 
interpolating function is close to the conformal mapping function. 
Theorem 2. There exist numbers N3 and C,, such that for all N >, N3 there is a function P,, E W$ 
with the property that 
Pn(t,)EI’ forallp=l,...,N (4.35) 
and 
II pn - @ II W,m G CI, II @?I - @II W,rn’ (4.36) 
Proof. (1) Let N3 be the number determined in the proof of Theorem 1, and N z N3. Then with 
SO := S the Newton iteration converges to some limit elements s, E [w N and p, E W$, which 
fulfill (4.23). Hence P,, :=p, satisfies the interpolation condition (4.35). 
(2) It follows from (4.27) and (4.28) that 
lluo II w G C&3 II @n - @II w (4.37) 
and from (4.31) and (4.32), that 
II% - $11 w~2ll%IIw. (4.38) 
(3) We start from the estimate 
II pn - @ II w< II PrI - @n II w-t II @PI - @ II w. (4.39) 
In view of Lemma 8 there is a constant C, such that 11 p II w G C, II Rp II w for all p E WG . We 
use this to estimate the first term on the right hand side of (4.39): 
IIP,-~~lIw~~~II~~P,-~~,)II ~~~~ll~~~~-~P)II,+~,II~~~-~,~II,. 
(4.40) 
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The last term is G C&‘, I] @ - Qn 11 w. We use R( P, - @) = qjs,) - q(S) and get for the first term 
on the right-side in (4.40) the bound C,C, I]s, - 5 I] w in view of (2.43). By combining (4.39) 
(4.40) and (4.38) we obtain (4.36). •I 
Formula (4.36) is an error estimate. The constant C,, does not depend on n, but it depends on 
the curve r, and consequently on the function @. 
The truncated Fourier series @,, is the best approximation to the function @ in the Sobolev 
norm by polynomials of degree < n. In view of this, one can rephrase (4.36) in the following way: 
By interpolation of the boundary curve one obtains a polynomial approximation P,, to the 
boundary function of the conformal mapping @ which is (up to a constant factor) as accurate in 
the Sobolev norm as the best polynomial approximation. 
By Warschawski’s theorem [lo] one can conclude from smoothness properties of the curve I- 
corresponding smoothness properties of @. From this one gets estimates for the Fourier 
coefficients c, in (4.6) and consequently estimates for the right-hand side in (4.36), which are 
either powers O(n’), if 17 is several times Holder continuously differentiable, or exponential 
O(e-“‘), if 17 is analytic (see [12] for a similar investigation). 
In the next theorem we show that the interpolating function is locally unique. The uniqueness 
statement is the stronger, the weaker the norm in which it is formulated. We define here 
“locally” in terms of the maximum norm (2.19). 
Theorem 3. There exist numbers N4, c4 > 0 and e5 > 0 such that the following statement holds true 
for all N 3 N4: 
If there are s E RN and p E WG such that 
77(s) =p(t) (4.41) 
and either 
Isp - s^(t,) 1 G 64 for all I”= l,..., N (4.42) 
or 
Ip(tp)-@(tp)l <es forallp=l,...,N 
then s and p are uniquely determined. 
(4.43) 
Proof. (1) Assume that there are si, s2 E [w N and pl, p2 E Ws such that 
77(%) =Pl(t), 77(%) =Pz(t). (4.44) 
By subtracting the second of the equalities (4.44) from the first one, one obtains 
f+~(s,).(s,-s,)=P3(t) (4.45) 
with f := q(s,) - v(s2) - jl(sz). (sl - s2) and p3 :=pl -p2. Let Ed and N2 be the numbers 
described in Lemma 13. We assume e4 G 6 z and N4 3 N2. Then Lemma 13 is applicable to the 
Riemann-Hilbert problem (4.45) whence the estimate 
II% - f32 II W,l G CI, Ilf II W,l (4.46) 
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follows. Lemma 6 yields the estimate 11 f 11 w,l 6 C, II sl - s2 /I o. II s1 - s2 II w,l. We insert this into 
(4.46) and obtain 
II% - s2 II W,l G ClG II% - s2 II co II% - s2 II w-1 G CIGkl II% - s2 II w.1. 
If e4 < 1/2C,,C,, then (4.47) implies Ilsi - s2 11 w,I = 0. 
(2) In the case of inequality (4.43) we start from 
II 77(s) - 43 II m = II NP - @I II cc G 65. 
There exists a constant C such that 
II? - s2 II G c II IlbJ - 9b2) II cc 
(4.47) 
(4.48) 
after suitable redefinition of the components of the vectors s, modulo 2a. With this we obtain 
from (4.48) 
IIS - ^s IIm =s c II 44 - 43) II m =s cc,. 
If c5 G cd/C is chosen, the second part of the theorem now follows from the first one. 0 
We summarize the results briefly: If 77 is twice differentiable with +j Lipschitz continuous, then 
there exists for sufficiently large N a unique interpolating polynomial P,,, which is close to the 
conformal mapping in the maximum norm. The sequence P,, converges to Q, in the norm of IV”, 
where m depends on the smoothness of the boundary curve. 
The following theorem shows, that the p,, are also conformal mappings of D. 
Theorem 4. If IJ is three times differentiaile, with v(3) Lipschitz continuous, then there exists N, 
such that for all N > N, the polynomials P,, are conformal mappings of the unit disc D, i.e. they 
satisfy i,‘(z) # 0 for all z E D. 
Proof. Since 8 is a conformal mapping, &‘(z) # 0 in the unit disc. Therefore, there exists S > 0 
such that I Q’(t) I >, 6 for all t. In view of (2.8) and (4.36) 
II p,’ - @’ II cc G ClCl2 II @n - @ II W,m (4.49) 
for m > 2. If N is sufficiently large, N 3 N,, the right hand side in (4.49) becomes d $8. Then 
IPAt) - Q’(t) I < I @‘(t> I 
for all t, or equivalently I ?,‘(z) - &‘(z) I < I 6’(z) I f 
yields k;(z) # 0 for all z in the unit disc. 
or all z with I z I = 1. RouchC’s theorem 
q 
5. Interpolation by polynomials of degree n 
In Section 4 we have interpolated a closed curve by a polynomial in IV;, i.e. by a polynomial 
of degree n + 1 satisfying certain normalizing conditions on the coefficients of lowest and highest 
order. Now we consider the problem of interpolating the curve r by a polynomial of degree n 
vanishing at 0 but with no other restrictions on the coefficients. These are the polynomials in the 
space FG defined in (3.29). 
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Problem 2. Determine a function g E FN+ such that 
g(t,)Er forallp=l,...,N. (5.1) 
This problem is analogous to the problem of conformal mapping, where only the first of the 
conditions (1.1) is imposed. There exists for each (Y a unique function &‘,, which maps the disc D 
onto the region G, such that &JO) = 0 and arg &i(O) = CX. Let 6 be the conformal mapping 
normalized by (1.1). Then @, is obtained by 
&a(z) = &(e%). (5.2) 
This property reappears in the polynomial problem, but in a discretized way. 
Theorem 5. There is a number N6 such that for all N >, N6 there exist at least N solutions g E F$ of 
Problem 2. More precisely: For each k = 1,. . . , N, there exists a solution g, E FN+ such that 
(k - 1)271/N -C arg &(O) 6 k2T/N. (5.3) 
Proof. For 0 B (Y < HIT let r, be the curve r rotated by the angle (Y in the clockwise direction, i.e. 
r, has parametric representation e -‘*q(s). Let N6 be so large that for N > N6 there exists for 
each (Y a polynomial p, E WG which interpolates r,. The highest order coefficient b,+I( a) of p, 
depends continuously on (Y. 
We write the polynomial for (Y = 0 explicitly 
n-t1 
pa(t) = c b, e”‘. (5.4) 
I=1 
It is the boundary function of a polynomia! jJ,. The coefficients b, and b,,, = b,,+,(O) are real. 
The boundary function of the polynomial P,(z) := e-iaj?,(e’“z) has the form 
P,(t) = c (e”l-““b,) e”‘. (5.5) 
I=1 
For (Y = CY~ := k2n/N this function is in WG since the first and the (n + 1)th coefficients are real. 
Further, 
p&J = e -i”j?O (exp(i( a + tp))) 
=e-‘~j?,(exp(it,+,))E~, forallp=l,...,N. 
Therefore, P, =p, for these special values of (Y. We read from (5.5) that 
bn+l((Yk) = ei”akb,+l(0) = 
bn+l(OL for k even, 
-b,+,(O), for k odd. 
Therefore, b,+,(a) = 0 f or at least one value Gi, in the interval (Y~_~ -C Gi, < (Ye. For (Y = Zi, the 
function gk(t) := eiapp,(t) is in FG and satisfies (5.1) and (5.3). 0 
If g E FN+ satisfies (5.1), then the boundary functions g, of the polynomials 
&,(z) := g(exp(k2Ti/N)z) (5.6) 
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are also in FN+. They satisfy 
&($> = V(S,+/C ) for all p=l,...,N (5 -7) 
and after suitable renumbering also (5.3). By (5.6) which is analogous to (5.2) one can construct 
from a solution g of Problem 2 a family of N solutions. 
One can use interpolating functions in FN+ to approximate the conformal mapping function. 
We see from (5.3) and (5.7), that in this case the normalising conditions Im g’(O) = 0 or 
g(l) = 77(O) (5.8) 
can be satisfied only approximately. 
It is not easy to construct interpolating polynomials of degree n. If one tries to construct an 
interpolating function f~ FN+ by a Newton method, one has to solve a linear problem 
77 (s) + i(s) * u = g(t) (5 -9) 
with g E r;N’. Near to the conformal mapping and for large N 
Tj(s) .S’ - q(t) (5.10) 
(see the estimate (4.18)). Therefore, the problem (5.9) is close to a problem of the form treated in 
Lemma 12. If we assume that (5.10) holds true with equality, then the homogeneous problem 
(5.9) has a nontrivial solution u0 = 8’. This solution of the homogeneous problem (5.9) is 
connected with the shift (Y in the parameter t: 
Q,(t) = @(t + CX) = ?j(s^(t + QI)), 
which generates the family @, of (5.2). Since the components of u0 are all nonzero, one can 
specify the solution of (5.9) uniquely by prescribing the value of one component of u, e.g. one 
can achieve ui = 0. 
In the solvability condition (3.31) the scalar factors are cos nt, = f 1. Therefore the equations 
are dependent and each equation can be expressed as a linear combination of the others. 
Therefore, the problem (5.9) becomes solvable if one removes one of the equations, i.e. the 
condition for one p. 
We summarize: In the case of equality in (5.10) problem (5.9) becomes uniquely solvable if it 
is modified in such a way, that one component uI* is prescribed, and one of the equations is 
omitted. For instance, one can replace (5.9) by 
q(scL)+il(sIL)up=g(lcL) forp==,...,N, (5.11) 
and add the additional equation ui = 0. This property carries over to neighbouring problems, 
and therefore to the problems we encounter approaching the solution of problem 2 with 
sufficiently large N by a Newton method. In this way one avoids systems of equations with 
singular or nearly singular matrices. One enforces the normalisation condition (5.8) but at the 
expense, that the interpolation conditions (5.1) are no longer satisfied exactly. Therefore, one 
does not obtain an exact solution of Problem 2. But the discrepancy decreases with increasing N. 
6. Numerical solution of the discrete Riemann-Hilbert problem 
For numerical treatment the discrete Riemann-Hilbert problem must be transformed into a 
system of linear equations. This can be done in a straightforward way. The solution of the 
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ensuing equations in general needs 0( N3) operations. We show in this section, that one can 
exploit the special structure of the problem to obtain equations which can be solved much faster. 
We present two methods. The first arrives at equations with a symmetric positive (semi)-definite 
matrix, which can be solved fast by a conjugate gradient method in combination with FFT with 
cost of order 0( N log N). The second arrives at a system with an n X n Toeplitz matrix. For 
such systems fast solution methods are available, e.g. the algorithm of [l] needs O(N log2N) 
operations. The first method is inspired by Fomberg’s method [2], the second is related to a 
method of Hiibner [6]. 
6.1. Conjugate gradient method 
We recall equation (3.6) 
f+u.x=p(t). (6.1) 
One can assume that 1 x,, 1 = 1, since otherwise one can replace in (6.1) x,, by x,J 1 xp 1 and u,, by 
u&Ql. 
We define an operator A: RN + 08 N. For u E Iw N the vector Au is built up by the following 
four steps: 
(1) Fourier analyze x - u 
al:= $ f xpulr exp( -iZt,), I= I,..., N. 
1. 
p=l 
(2) Set all coefficients 
I 
i Im a,, 
b,:= 0, 
ai, 
(3) Fourier synthesize 
N 
this modified function 
qP= c b, exp(iZt,) for all p= l,... 
/=l 
(4) Put 
Au:=w 
where w is the vector with components 
w,, := Re( XPqP). 
to zero which appear in functions of W,+, i.e. form 
I=1 and I=n+l, 
1= 2,..., n, 
1= n + 2,. . . , N. 
(6-4 
(6.3) 
N. (6.4) 
(6.5) 
(6.6) 
7 
One can write this shorter in terms of certain N x N-matrices: Let F be the matrix of comnlex 
Fourier transform with elements fi, := (l/m) exp( - ilt,), and let X by the diagonal matrix 
X := diag( xi, _ . . , xN). By B* we denote the conjugate transpose of a complex matrix B. 
The N-dimensional complex space Q= N is isomorphic to a 2N-dimensional real space I&’ 2N. 
Complex matrix multiplication b = Ba can be written in real form 
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Therefore we associate to each complex N X N-matrix B a real 2N X 2N-matrix 
B .= 
i 
ReB -1mB 
r’ ImB 1 ReB . 
Then the associated real matrix of a conjugate transpose B * is the transpose B,’ of the matrix B,. 
The linear operation of Step 2 is effected by the projection matrix 
Q,:=diag(O ,..., 0, l,..., 1, 0 ,... 0 l,..., 1). 
M-d’) (6.7) 
n+l n n-1 n 
We denote the corresponding operation in CN by Q. Since it is real linear but not complex 
linear, it cannot be described by a complex matrix operation. If we forget for the moment that u 
and w are real vectors and omit the operator Re in (6.6) we obtain 
= X;F;Q,F,X, 
Now we remember, that u is real, and that A does only take the real part of w. Therefore, A is the 
upper left N x N-submatrix of XTFrTQ,F,.X,. The latter is the product of a matrix and its 
transpose. Hence it is a symmetric and positive semi-definite matrix. Therefore the principal 
submatrix A is also symmetric and positive semi-definite. 
Since 1 xp 1 = 1, the operators X and F are isometric in the euclidean CN, while the operation 
of step 2 and taking the real part are orthogonal projections. Hence A is represented as a product 
of operators with norm G 1 in the euclidean C N. We summarize these results in the following: 
Lemma 14. The matrix A is symmetric, positive semi-definite, and satisfies 
IlAull,~ llull~ (6.8) 
in the euclidean norm. 
Lemma 15. If there is no non-zero function p E Ws which satisfies Im(% *p(t)) = 0 then 
(a) equation (6.1) is equivalent to 
Au = r := - Re(%.F*QFf), (6.9) 
(b) the matrix A is positive definite. 
Proof. The hypothesis implies, that (6.1) has a unique solution p and u. 
(a) There are uniquely defined p, f W$ and q, E W; such that 
f =p1@) + 41(t), X’u=P,(t) +q&). (6.10) 
The equation (6.1) is equivalent to q1 + q2 = 0. In view of Lemma 11 and the hypothesis this is 
equivalent to Re(Z . (qi(t) + q2(t))) = 0. This is equation (6.9). 
(b) Assume Au = 0 for some u E Iw N. Then Re(Z . q2(t)) = 0 for the q2 in the decomposition 
(6.10). In view of Lemma 11 and the hypothesis this implies q2 = 0. Therefore x. u =p2(t). Since 
u is real Im(K . p2(t)) = 0, hence p2 = 0 in view of the hypothesis. Therefore Au = 0 only if u = 0. 
0 
Also in the case, when the hypothesis of Lemma 15 is not fulfilled, one can conclude, that if 
(6.1) has a solution u, then u satisfies equation (6.9). This remains true, if one normalises the 
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polynomials in a different way. If one considers (6.1) with the requirement p E FG (see 
definition (3.29)), then the derivation remains valid, if only (6.3) is replaced by 
b, := 0, I= l,...,n, 
a,, l=n+l,..., N. (6.11) 
This can be described by a complex projection matrix 
Qi := diag(_0,...,0, _1,...,1). 
n n 
Then each solution u of (6.1) with the normalization p E FN+ necessarily solves the equation 
A,u = r := -Re(% .F*Q,Ff), (6.12) 
with the matrix 
A,u = Re(X*F*Q,FXu). (6.13) 
The elements of this matrix can be expressed explicitly. The elements b,, of the matrix 
B := F * Qi F are the sums 
b,, = $- 5 S’ 
/=,,+I 
with { := exp(i( t, - tk)). Therefore 
(L l=k, 
I 0, but= 1 1 
Z-k even, l+k, 
-- 
n 5-l’ 
l-k odd. 
In view of the hypothesis 1 xp ] = 1 one can write x$ = exp(i/?J, and form the matrix R with 
elements 
/OY l-k even, 
i 
1 sin(& - h + cti - h)i2) , [ _ k odd 
n sin(( t, - t, >/4 
(6.14) 
It turns out that A, = +(I + R). Comparison of (6.14) with formula (3.10) in [13] shows that in 
the case where the p, are the values pJ = p( tJ) of a function /3, the matrix R is a discretisation of 
the operator R investigated in [13]. The matrix R therefore inherits several properties of this 
operator, especially the distribution of the eigenvalues [13, section 41: For sufficiently smooth 
function /?, there are only few eigenvalues which differ significantly from 0. This has the 
consequence, that one needs only a few iterations, to solve equation (6.9) by the conjugate 
gradient method to a given degree of accuracy. The number of iterations needed only depends on 
the eigenvalue distribution. It is therefore independent of N for sufficiently large N. Hence the 
computational cost of solving (6.9) by the conjugate gradient method is determined by FFT, i.e. 
of the order O(N log N). 
It becomes apparent from (6.14), that the matrix R has a checkerboard structure. Therefore, 
by a rearrangement of the vector components, which groups the components with odd and even 
indices together, one can bring R into a block form 
R= 
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Let u0 and u, by the n-vectors consisting of the components of u with odd or even indices, 
respectively, and r0 and r, the same for r. Then equation (6.12) takes the form 
One can eliminate u, and obtains 
(I - R,RT)u, = 2(r, - R,r,). (6.15) 
This reduces the system (6.9) of N equations to a system of I? equations. This has the effect that 
for each Fourier transform of length N there appear two Fourier transforms of length n. 
Therefore the computational cost of an iteration in the conjugate gradient method remains 
almost the same. The checkerboard structure of R implies that to each eigenvalue of the operator 
R there correspond two eigenvalues of R. On the other hand to each eigenvalue of the operator 
R2 there corresponds only one eigenvalue of the matrix R,RT in (6.15). Therefore calculation 
with the reduced system (6.15) needs only about half as many iterations in the conjugate gradient 
method as the calculation with the full system (6.13). 
The difference matrix A - A, has rank < 2. Therefore, the eigenvalues of A and A, are 
interlaced. Hence for the eigenvalues of A the same applies as for A,. For smooth functions fi, 
the conjugate gradient method applied to the system (6.9) needs only few iterations. 
6.2. Reduction to a Toeplitz system 
Hi.ibner in [6] reduces a linear system of equations to a system with a Toeplitz matrix, and in 
this way to a system for which fast solution methods are available (see e.g. [l]). We show now, 
that the same approach can be pursued also for the solution of the discrete Riemann-Hilbert 
problem. 
We recall that the discrete Riemann-Hilbert problem for given vectors x E CN and r E RN 
asks to determine a polynomial p E WG such that 
Im(x,,.p(t,,))=v,, forallp=l,...,N. 
One can transform this by putting 
yp := exp( -it,)x,, p(t) = e”q(t) 
(6.16) 
(6.17) 
into 
Im(JP.q(t,)) =rP for all p= l,..., N (6.18) 
where q is a function of form 
q(t) = k qr e”‘, Im q0 = Im q, = 0. 
I=0 
(6.19) 
Let v E RN be the vector with components 
uM = Re q(t,). (6.20) 
Then the vector q(t) of the values of q at the grid points can be reconstructed from v by 
q(t) = v + iWv (6.21) 
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with the Wittich matrix W (see [3, p. 761). This matrix can be represented conveniently as a 
multiplication operator in the Fourier space. It can be expressed in terms of the matrix F of 
Fourier transform, introduced above 
W = F*TF (6.22) 
with the diagonal matrix 
T := diag(,- i, . _. , -i, 0, u, 0). (6.23) 
n-l n-l 
To a vector d = (d,, . . . , dN) one can associate the diagonal matrix diag(d) := diag( d,, _ . . , dN). 
We insert (6.21) into (6.18), use (6.22) and obtain the following equation for v 
( - diag(Im y) + diag(Re y)F * TF)v = r. (6.24) 
We multiply this equation by i and subtract it from the identity 
(diag(Re y) - diag(Re y)F*IF)v = 0. 
We arrive at the equation 
(diag(y) - diag(Re y)F* (I + iT)F)v = - ir. (6.25) 
By hypothesis v, # 0 for all p. Multiplication of (6.25) by the matrix F diag(l/y) yields the 
equation 
(I - F diag(d)F* (I + iT))w = b (6.26) 
for the vector w of the Fourier coefficients 
w:=Fv (6.27) 
of v. The right hand side in (6.26) is 
b := - F(ir/y). (6.28) 
The matrix on the left-hand side of (6.26) is determined by the vector d with components 
d, := Re y,/yc~. (6.29) 
Let a, = a,(d) be the Fourier coefficients of d. Then the matrix B := F diag(d)F* is a circulant 
matrix with elements b,, = ak_[. In view of (6.23) 
I + iT := diag(.,...,2, 1, w, 1). (6.30) 
n-1 n-1 
Therefore, the system of equations (6.26) can be separated into a system of (n + 1) equations for 
the unknowns wt,..., w, and wN, and a system of (n - 1) equations which express 
W nflr..., wN_~ explicitly in terms of the other unknowns. In order to obtain an n X n Toeplitz 
principal submatrix, we introduce an additional unknown 5, and obtain the following system of 
equations 
1 - 2a, -2a_, . . . -2a-,,I -a-N+1 a-n+l 
-2a, l-2a, . . . - 2a-ns2 -a-N+2 a-nt2 
-2a,_l -2a,_2 . . . l -2a, -a_, a0 
-2a,_, -2aN_2 . . . -2a, 1 -a, a, 
0 0 . . . -1 0 1 
\ / 
) \ 
Wl \ 
W2 
. = 
Wn 
WN 
E ! 
b, 
b2 
0, 
brv 
0 
. (6.31) 
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The last equation in (6.31) expresses the fact, that 5 is simply an alias for w,. The nth diagonal 
element of I + iT is 1. Therefore we commit an error by writing 2 in the n th column of the 
matrix in (6.31). This error is corrected by the last column. The upper left n X n submatrix of the 
matrix of the system in (6.31) in a Toeplitz matrix 2 with first row (1 - 2a0, -2a_,, . . ., 
-2a_,+,) and first column (1 - 2a,, -2a,, . . . , -2u,_,). Solve the following system of equa- 
tions with this Toeplitz matrix Z and three right hand sides 
I1 -2u, -2u_, ,.. 
- 2u, 1-2u, . . 
\ -2a,,_, -2& . . 
Then the Ansatz 
Wl Zll 
I:) 1: = . wn Z nl _ 
-2Gl+1’ hl 212 213 
-2u-n+2 z21 ‘22 z23 
l-20, / \Znl zn2 zig 
213 
-5 ; 
/ I t n3 
\ 
1 
= 
/ \ 
bl a1 ant1 
, 
b2 a2 ail+2 
. . . . 
. . 
in a,, u, , 
(6.32) 
(6.33) 
solves the first n equations of (6.31). We insert the Ansatz (6.33) into the last two equations of 
(6.31) and obtain the following two equations for the remaining unknowns wN and E: 
i 
1 - a, - 2 2 a,&-,z,2 
I ( 
w,+ u,+2&+,zj, ~=b,+2&,~,zj, 
j=1 J=l 1 
(6.34) 
J=l 
-zn2wN+ (zn3 + l),$=z,,. (6.35) 
It follows from (6.21) and (6.22) that 
q(t) = F* (I + iT)Fv. (6.36) 
We use the definition (6.27) of w and the special form (6.30) of the matrix I + iT and obtain the 
following formula for the calculation of q in terms of w: 
q(t) = F* diag(u, 1, w, 1)~. (6.37) 
n-l n-1 
The solution of the discrete Riemann-Hilbert problem (6.16) can now be achieved in the 
following steps: 
Step 1. Calculate from the given vector x the vectors y and d by (6.17) and (6.29) and calculate 
the Fourier coefficients a, of d. 
Step 2. Calculate from the given vector r the vector b by (6.28). 
Step 3. Solve the system of equations (6.32) with the n x n Toeplitz matrix Z and three 
right-hand sides. 
Step 4. Determine the parameters wN and 5 from the two equations (6.34) and (6.35). 
Step 5. Using the results of Step 3 and 4 calculate wl, . . . w, from (6.33). 
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Step 6. Form the vector GJ with the components: 
Gj = 2w,, G’n+j = 0 for j = 1 >...> n - 1, 
G)n = w,, iC)N = WN. 
Step 7. Obtain q by 
q(t) = F*i+, 
and finally p(t) by multiplication with exp( it) in view of (6.17). 
(6.38) 
(6.39) 
(6.40) 
Note, that one does not need the components w,+~, . . . , w~_~. Since v is real, these compo- 
nents could easily be calculated from symmetry w,+~ = WI for j = 1,. . . , n - 1. The computa- 
tional cost is determined mainly by Step 3, which requires the solution of an IZ x n Toeplitz 
system with three right-hand sides, and by the Steps 1,2 and 7, each of which involves a complex 
Fourier transform of length N. All other steps need only O(N) multiplications. The components 
of the vector iir are essentially the coefficients of the polynomial p. Therefore, already after Step 
6 the functional form of this polynomial is known, namely 
PI+1 
p(t) = C I?_~ ei” (6.41) 
with G,, := ~5~. 
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