Abstract. In this paper, we present some relationships between convergence and uniform statistical convergence of a given sequence and its subsequences. The results concerning uniform statistical convergence presented here are also closely related to earlier results regarding statistical convergence and almost convergence of sequences, and are dealing with measure and in a minor case with category. Finally, we present a Cauchy type characterization of uniform statistical convergence and a result concerning uniform statistical convergence of subseries of a series.
Introduction
The convergence of sequences has undergone numerous generalizations in order to provide deeper insights into summability theory. Convergence of sequences has different generalizations. One of the most important generalizations is uniform statistical convergence.
This type of convergence has been introduced by Brown and Freedman [4] by using uniform density and has been studied by many authors in various directions ( [2] , [13] , [14] , [17] , [18] ). This type of convergence is stronger than ordinary convergence so it is quite effective, especially when the classical limit does not exist.
Buck [6] has initiated the study of the relationship between the convergence of a given sequence and the summability of its subsequences. Later Agnew [1] , Buck [7] , Buck and Pollard [8] , Miller and Orhan [16] , Zeager [19] have studied this relation changing the concept of convergence. Also Dawson [9] and Fridy [12] have studied analogous results by replacing subsequences with stretching and rearrangements, respectively.
In the present paper, we are concerned with the relationships between the convergence, uniform statistical convergence of a given sequence and its subsequences in the sense of different measures. We also obtain a minor corollary by using the concept of Baire category. Finally, we give a Cauchy type criterion that characterizes uniform statistical convergence and a result on uniform statistical convergence of subseries of a given series. Now let us recall some known notions. Let A ⊆ Nˆ. If n, m ∈ N, by A(n, m) we denote the cardinality of the set of numbers i in A such that n ≤ i ≤ m. Numbers
A(1, n) n are called the lower and the upper asymptotic density of the set A, respectively. If d(A) =d(A) then it is said that d(A) =d(A) =d(A) is the asymptotic density of A. The uniform density of A ⊆ N has been introduced in [4] , [5] as follows:
n are respectively called the lower and the upper uniform density of the set A (the existence of these bounds is also mentioned in [2] ). If ū(A) =ū(A), then u(A) =ū(A) is called the uniform density of A. It is clear that for each
The concept of statistical convergence has been introduced in [11] as follows: Let x = (x n ) be a sequence of complex numbers. The sequence x is said to be statistically convergent to a complex number L provided that for every ε > 0 we have d(A ε ) = 0, where A ε = {n ∈ N : |x n − L| ≥ ε} . If x = (x n ) converges statistically to L, then we write st − lim x = L.
Next we introduce the concept of uniform statistical convergence which is the primary topic of this paper. A sequence x is said to be uniformly statistically convergent to L or I u convergent to L provided that for every ε > 0 we have u(A ε ) = 0, where
Miller ([15] ) has shown that S = {s n } converges to L statistically if and only if "most" of the subsequences of S converge to L statistically, by establishing a one-to-one correspondence between the interval (0, 1] and the collection of all subsequences of the sequence. Namely, if x ∈ (0, 1] , then x has a unique binary expansion
with infinitely many ones. For each x ∈ (0, 1] , let S(x) denote the subsequence of S obtained by the following rule: s n is in the subsequence if and only if e n (x) = 1. Clearly the mapping x → S(x) is a one-to-one onto mapping between (0, 1] and the collection of all subsequences of S. In [15] it is shown that S = {s n } converges to L statistically if and only if the set of x ∈ (0, 1] , for which S(x) converges to L statistically has Lebesgue measure 1.
In a later paper [16] , Orhan and Miller, have studied the concept of almost convergence of sequences and have obtained some results regarding subsequences. Namely a bounded sequence S = {s n } is almost convergent to L if
uniformly in m (see [16] ). Orhan and Miller [16] have shown that if S almost converges to L, then the the set of x ∈ (0, 1] , for which S(x) almost converges to L must have measure 0 or 1 (both values may occur). Now it is known that any bounded uniformly statistically convergent sequence is also almost convergent to the same limit (see [2] ) and of course is also statistically convergent to the same limit. However even statistical and almost convergence combined do not necessarily yield uniform statistical convergence as can be seen in the following example: First we look at the simple case of sequences consisting of 0's and 1's. Lemma 1. Suppose S = {s n } is a sequence consisting of 0's and 1's. Then S = {s n } is uniformly statistically convergent to 0( 1) if and only if S = {s n } is almost convergent to 0(1), respectively.
Proof. As we have mentioned, from [2] , it is known that if a bounded sequence is uniformly statistically convergent then it is almost convergent to the same limit. Now suppose S = {s n } is almost convergent to 0. For given ε > 0, we show that u{n : |s n − 0| > ε} = 0. It is easy to see that
due to the almost convergence of S = {s n } to 0. Hence S is uniformly statistically convergent to 0. Note that if S = {s n } is almost convergent to 1 then the sequence 1 − S is almost convergent to 0 and we can apply the previous argument on 1 − S.
Now we give the following theorem for uniform statistical convergence. Proof. Since X is tail set, i.e. if x ∈ X and if x has the same digits as x except for finitely many, then x ∈ X, X is nonmeasurable or m(X) = 0 or 1. To show X is measurable:
But each set
is of the form G \ M where G is an open set and M has Lebesgue measure 0. Therefore X is measurable so m(X) = 0 or 1. Finally we add two examples to establish that both outcomes may occur. ; . . . with n 1 , n 2 , n 3 , . . . as in part b) of the proof of Theorem 2.3. in [16] . Then S is almost convergent and hence by Lemma 1 uniformly statistically convergent to 0 and from the same proof in [16] it satisfies m(X) = 0.
It is not hard to prove the following well known theorem (see [8] ). From the above theorem, we conclude that if S = {s n } converges uniformly statistically to L, but is divergent, then m(C L ) = 0 where C L := {x ∈ (0, 1] : S(x) converges to L}.
Due to this example, in order to get a theorem showing that most subsequences of a statistically convergent sequence are convergent, the following measure was introduced by Miller ( [15] ).
In the following, if A = {k n } is any subset of N, m A will denote the unique probability measure defined on the Borel subsets of (0, 1] having the following property:
2 n , if j = k n and {e n (x)} is a sequence of independent random variables with respect to m A . (See [15] ).
Using this measure, Miller (see [15] ) proved that a sequence S = {s n } converges statistically to L if and only if there exists a subset A of N having statistical density zero such that m A ({x ∈ (0, 1] : lim n→∞ (S(x)) n = L}) = 1.
Using the definition of uniform statistical convergence, it is easy to show that if S = {s n } is a sequence such that there exists a subset A of N having uniform density zero for which {s n k } converges to L (in the normal sense), where {n k } = N A, then S = {s n } converges uniformly statistically to L (see [2] ). The reverse implication does not hold [3] .
Therefore we are able prove a theorem analogous to one part of the before mentioned Theorem 2, [15] . Theorem 3. If S = {s n } is a sequence such that there exists a subset A of N having uniform density zero for which
for some L, then S converges uniformly statistically to L.
Proof. Suppose that S = {s n } is not uniformly statistically convergent and A is any subset of N having uniform density zero. Then by the earlier mentioned fact (from [2] ) {s n k } , where {n k } = N A, does not converge. By using an argument completely analogous to the one in the proof of Theorem 2, [15] , we can verify that
Buck ([6] , [7] ) has given a characterization of convergent sequences by proving that if S is a nonconvergent sequence, then no regular summability matrix can sum every subsequence of S. Analogues to this result have been given by Dawson [9] and Fridy [12] by replacing subsequence with streching and rearrangement, respectively. Zeager has given both statistical convergence and A-statistical convergence analogues to all of those results. Now we give these following simple but noteworthy results with the use of uniform statistical convergence. Proof. If S is convergent then every subsequence of S is convergent which implies it is also uniformly statistically convergent. Conversely, if every subsequence of S is uniformly statistically convergent then it is statistically convergent. The proof follows from Theorem 1 of [19] . Remark 1. Similarly, we also have that a complex number sequence S is convergent if and only if every rearrangement (streching) of S is uniformly statistically convergent. Proof. Since the set {x ∈ (0, 1] : S(x) is uniformly statistically convergent} is a subset of the set {x ∈ (0, 1] : S(x) is statistically convergent} and the latter set is of first category ( [16] ), the proof follows by the fact that any subset of a first category set is a first category set.
Next we introduce a natural Cauchy type condition equivalent to uniform statistical convergence of sequences. 
Soū({n : |s n − s N | > ε}) = 0, i.e., s = {s n } is I u − Cauchy . Conversely assume that s = {s n } is I u − Cauchy. Now for j = 1, 2, 3, . . . , n, . . . take N 1 j so thatū
It is easy to see that the subsequence {s . Now we show s = {s n } is I u convergent to L. Let ε > 0 be arbitrary, fix j ∈ N so that
Now for any i,
. Thus for any m, n,
we conclude that
Since ε is arbitrary, s = {s n } is I u convergent to L.
Dindoš,Šalát and Toma [10] have studied the statistical convergence of infinite series, i.e., an infinite series ∞ n=1 a n (with real or complex terms) is called statistically convergent to an s (s ∈ R or s ∈ C) if st − lim s n = s with s n = n k=1 a k (n = 1, 2, 3, ...). By considering the unique infinite binary expansion of x ∈ (0, 1] , they have associated with the number x the infinite series (x) := ∞ k=1 e k (x)a k which after omitting the zero terms can be identified with a (infinite) subseries of the series ∞ n=1 a n . Defining C( ∞ n=1 a n ) and C stat ( ∞ n=1 a n ) by the set of all numbers x ∈ (0, 1] such that the series (x) converges and statistically converges, respectively, they have studied the Lebesgue measure of these sets. Let C unif stat ∞ n=1 a n = {x ∈ (0, 1] : (x) is uniformly statistically convergent series} .
Since C( ∞ n=1 a n ) ⊂ C unif stat ( ∞ n=1 a n ) ⊂ C stat ( ∞ n=1 a n ), and considering Theorem 2.2 of [10] is useful to note the following Remark 2. Let ∞ n=1 a n be a convergent series. Then if ∞ n=1 |a n | 2 < ∞ then m C unif stat ∞ n=1 a n = 1.
