Laser-induced forward transfer (LIFT) is a 3D direct-write method suitable for precision printing of various materials, including pure metals. To understand the ejection mechanism and thereby improve deposition, here we present visualizations of ejection events at high-spatial (submicrometer) and hightemporal resolutions, for picosecond LIFT of copper and gold films with a thickness 50 nm ≤ d ≤ 400 nm. For increasing fluences, these visualizations reveals the fluence threshold below which no ejection is observed, followed by the release of a metal cap (i.e., a hemisphere-shaped droplet), the formation of an elongated jet, and the release of a metal spray. For each ejection regime, the driving mechanisms are analyzed, aided by a two-temperature model. Cap ejection is driven by relaxation of thermal stresses induced by laser-induced heating, whereas jet and spray ejections are vapor driven (as the metal film is partly vaporized). We introduce energy balances that provide the ejection velocity in qualitative agreement with our velocity measurements. The threshold fluences separating the ejection regimes are determined. In addition, the fluence threshold below which no ejection is observed is quantitatively described using a balance between the surface energy and the inertia of the (locally melted) film. In conclusion, the ejection type can now be controlled, which allows for improved deposition of pure metal droplets and sprays.
I. INTRODUCTION
Laser-induced forward transfer (LIFT) is a highresolution 3D direct-write method that was first demonstrated in 1986 [1] . For the LIFT process, a transparent substrate (carrier) is coated with a thin film (donor) and is placed in close proximity to a second substrate (receiver); see Fig. 1 . A pulsed laser beam is focused through the carrier onto the carrier-donor interface. The incident laser pulse is absorbed within a thin layer of the donor material. At sufficiently high laser fluences, the donor material is ejected and deposited onto a receiver substrate.
LIFT has a high potential for printing of various materials (including pure metals [2] [3] [4] [5] [6] [7] ) that cannot be deposited using conventional methods such as ink-jet printing, while retaining key advantages including high resolution (down to 300 nm [8] ), and maskless, contact-free deposition at room conditions. In particular, the deposition of pure-metal droplets in the liquid phase allows for deposition of conductive patterns [9, 10] , from which the semiconductor industry could benefit [11] . However, despite process improvements in various ways [12] [13] [14] [15] [16] , the high potential of LIFT for liquid-metal deposition has not been met because the deposited features are poorly controlled. This lack of control can result in deposition of one main droplet surrounded by smaller satellite droplets, the deposition of many particles [8] , or a significant uncertainty in the deposition location due to limited control of the ejection angle [17] .
Improving LIFT is far from straightforward. The ejection process has hardly been visualized because of the extremely short time of the process and, consequently, the process is poorly understood. The ejection time scale is estimated to be only τ ∼ V=L ∼ 100 ns, assuming a velocity V ≈ 100 m=s and a length scale L ≈ 10 μm [18] , resulting in challenging visualization conditions. So far, time-resolved visualization has been achieved for relatively thick liquid-film [19] [20] [21] [22] [23] and solid-phase [24] [25] [26] or pastetransfer [27, 28] processes. Observations of LIFT processing of Au [29] , Ni [30] , Al [31] , and Cr [32] do not provide sufficient spatial resolutions to track the process in detail. Therefore, theories describing the ejection mechanism have been proposed based on the craters left in the donor layer or deposited features on the receiver substrate [33] [34] [35] . In addition, numerical simulations have been performed [36] [37] [38] . Two driving mechanisms of the ejection process are commonly proposed (for these and more theories see Refs. [33, 34, 39] ). First, relaxation of thermally induced stresses [40] could drive the ejection. Second, partial evaporation [39] of the donor layer, resulting in the formation of an expanding vapor bubble, may accelerate and eject the donor material. However, as yet, it is unknown under which conditions these ejection mechanisms occur.
Here we visualize and describe different types of ejections occurring in LIFT of copper and gold films. The determination of different ejection regimes allows optimization of the process parameters for specific applications, such as metal micromanufacturing. To this aim, high-speed, high-resolution visualization of ejection events in picosecond LIFT is pursued, revealing three ejection regimes and corresponding ejection velocities. We interpret the experimental results using a two-temperature model, providing key evidence for the underlying ejection mechanism. Based on this evidence, the energy balances required to model the ejection regime and ejection velocity are proposed. This approach provides the key parameter settings for each regime, and provides a simple estimate of the ejection-fluence threshold.
The experimental and numerical methods are discussed in Sec. II. High-resolution images of the ejection dynamics and two-temperature model calculations are presented in Sec. III, as well as the physical interpretation of these results. The implications and limitations of these results are discussed in Sec. IV, followed by the conclusions in Sec. V.
II. METHODS

A. Experimental setup
The experiments are performed using the setup schematically shown in Fig. 1 . For LIFT, a Yb∶YAG laser source was used with a fixed pulse duration of 6.7 ps, a wavelength of 515 nm second-harmonic generation (SHG), and a Gaussian beam profile with a beam quality factor of M 2 ≤ 1.3. The beam was focused onto the carrier-donor interface using a F-Theta-Ronar scan lens with a focal length of 100 mm. The beam waist (1=e 2 ) was measured to be 8.3 AE 0.6 μm. The fluence values in this paper represent peak fluences. The maximum error in the fluence is 20 mJ=cm 2 , as determined using the D 2 method [41] . Copper and gold films with thicknesses of 50 nm < d < 400 nm (magnetron sputtered at 23 nm=m onto a 1-mm-thick glass carrier) are used as donor layer. To optimize the experimental imaging conditions, the receiving substrate was omitted.
Images were recorded using a dual-shot CCD camera (PCO Sensicam), mounted to a microscope with a 50× long-distance objective. Bright-field flash illumination was provided by a dual-cavity Nd∶YAG laser with a pulse duration of 6 ns. A high-efficiency diffuser was used to diffuse this laser pulse and thereby prevent fringes [42] . To determine the ejection velocity, the distance between the ejection crater in the donor layer and the tip of the ejection was measured and divided over the time between the ejection and the frame illumination. For triggering, a pulse-delay generator was used (Berkeley Nucleonics, BNC 575). The trigger sequence was started by the output of a photodiode exposed to the LIFT laser beam path. All components were selected to achieve high-temporal resolution, resulting in a temporal measurement error of 10 ns. The spatial resolution of the imaging system is limited by the diffraction limit or motion blur (for ejection velocities exceeding 100 m=s).
B. Two-temperature model
As the laser pulse duration is comparable to the time scale of the electron-phonon relaxation [43] , a two-temperature model (TTM) is used to describe the lattice temperature T l and the electron temperature T e of the donor layer. Hence, the temperature evolution of the electron and phonon subsystems is modeled by the following set of differential equations [44] :
and
where C e , C l ðT l Þ, and g represent the electron heat capacity, the phonon heat capacity, and the electron-phonon coupling factor, respectively (see the Supplemental Material [45] ). The electron heat capacity is modeled as C e ¼ A e T e , where A e is the electron specific-heat constant, and the electron thermal conductivity as K e ¼ K e0 T e =T l with K e0 being the electron heat conductivity. The enthalpies of melting and vaporization are incorporated by adding a Gaussian function to the heat capacity, centered at the equilibrium phasechange temperatures, with a standard deviation of 20 K. The integration of those functions yields the phase-change enthalpies. The source term S describes the electron heating by Lambert-Beer absorption for thin films,
where R denotes the reflection coefficient and α the linear absorption coefficient. Transmitted light is excluded by the denominator in Eq. (3) ½1 − expð−αdÞ, which is relevant here since thin films are used [44] . The temporal evolution of the laser pulse intensity I 0 is described by
Here, F and τ p are the laser fluence and pulse duration, respectively. The system is numerically solved using the following assumptions and boundary conditions. Superheating might occur, resulting in melting time scales of up to 100 ps [46] . Since these time scales are still significantly shorter than the ejection time scale of our LIFT experiments, temperature homogenization is expected to occur prior to ejection. Therefore, superheating is ignored in the temperature model. Heat conduction into the carrier and the air are ignored (i.e., at z ¼ 0 and z ¼ d, we use C e δT e δt ¼ 0). A one-dimensional model is used, because (1) the laser spot size exceeds the film thickness by 2 orders of magnitude and (2) the thermal penetration length in the lateral dimension of the film remains much smaller than the spot size until ∼10 ns after the laser pulse, during which time the material is ejected. The ballistic motion of electrons is ignored, as τ p > 1 ps [47] . The equations are solved numerically for a time period of 100 ps. [48] .
III. RESULTS
A. Ejection regime classification
Establishing the threshold fluences between these regimes proved challenging, as experiments with the same input parameter settings sometimes resulted in different regimes (in particular, close to the transition fluences). Therefore, the incidence rate of each regime is binned as a function of fluence. For the 200-nm copper film, 388 ejection events are categorized and binned (using a bin width of 10 mJ=cm
2 ). Figure 3 shows the probability of each ejection regime for each bin. The lower fluence thresholds for the cap, jet, and spray regimes are based on a regime incidence of 50%, yielding values of 320, 600, and 740 mJ=cm 2 , respectively. These thresholds are connected to the film temperature (discussed next), providing evidence for the ejection driving mechanism.
B. Temperature analysis
The temporal evolution and spatial distribution of the electron and lattice temperatures are computed with the model described in Sec. II. Example results are plotted in Fig. 4 , showing the interface lattice temperatures and the electron temperature as a function of time. First, the laser pulse is absorbed by the electron subsystem in the optical absorption depth, which has a thickness of 1=α ≈ 15 nm ≪ d, resulting in electron temperatures up to ∼10 4 K at the carrier-donor interface (red squares in Fig. 4 ). Subsequently, the lattice is heated by the electrons and reaches a peak temperature of ∼2600 K on the relaxation time of the electron-phonon system (τ ep ∼ 20 ps). A nearly homogeneous temperature is reached after t ≈ 100 ps, corresponding to the thermal diffusion time scale τ th ¼ d 2 =ð2α D Þ ≈ 180 ps, with α D ¼ 1.1 × 10 −4 m 2 =s the thermal diffusivity. Figure 5 shows the calculated maximum interface temperatures of the metal film as a function of the laser fluence. The temperature plateaus at T ≈ 1400 K and T ≈ 2800 K indicate the melting and evaporation phase changes, respectively. Here, increasing the fluence only results in the phase change of a larger material fraction. The onset of melting (i.e., partial melting of metal close to the carrier-metal interface) is predicted to occur at F ≈ 120 mJ=cm 2 , until at a fluence of F ≈ 350 mJ=cm 2 , the film is completely melted. The onset of evaporation (i.e., partial evaporation of metal close to the carrier-metal interface) occurs at F ≈ 400 mJ=cm 2 . For fluences ≥ 610 mJ=cm 2 , the full layer has reached the steady-state vaporization temperature and increasing the fluence only results in a larger vaporized fraction of the film. A further temperature increase is expected only for fluences resulting in complete film vaporization, which are beyond the current parameter space.
The transition fluences, separating the ejection regimes, are replotted in Fig. 5 . The ejection threshold for cap ejection F cap ¼ 320 mJ=cm 2 coincides with the full melting of the donor film. The transition to the jet-ejection regime occurs when the full layer reaches the evaporation temperature (in Sec. III C, we argue that the driving mechanisms of the jet and the spray are equal).
This quantitative correspondence between the phase changes and the threshold fluences for cap and jet ejection suggests two different ejection mechanisms, as will be discussed in the next section as follows:
( C. Ejection mechanisms
Cap ejection by thermally induced stress relaxation
As shown in Fig. 5 , vaporization is not predicted by our temperature model just above the cap-ejection-fluence threshold. Therefore, thermal compression of the metal film and subsequent release of elastic energy is proposed as the driving mechanism analogous to Refs. [34, 38] . The elastic energy is modeled as
using thermal expansion u ¼ α th ΔT with α th the thermal expansion coefficient and ΔT the lattice temperature increase by the laser pulse, a bulk modulus K ¼ E 3ð1−2νÞ with Young's modulus E and the Poisson ratio ν, and a surface area A. The temperature increase is modeled as
with H m the melting enthalpy, R the reflection coefficient, and C l the lattice heat capacity. By equating this elastic energy to the kinetic energy,
where ρ is the density, the velocity in the elastic regime is derived as 
Threshold ejection fluence governed by the capillary-inertial-energy balance
Surprisingly, only velocities exceeding ∼20 m=s are observed even just above the ejection threshold, as shown in Fig. 6 . Previous reports have shown that for subejection threshold fluences, the film is accelerated, but retracted by surface tension before it can escape the (liquid) donor layer [22] . This mechanism suggests that ejection only takes place if the kinetic energy of the ejected material exceeds its surface energy. Dividing the kinetic energy E kin by the surface energy E s provides
with v the maximum tip velocity, σ the surface tension of molten copper, and We the Weber number, i.e., the ratio of inertial energy and surface energy. Using a threshold Weber number We ¼ 1, the minimal ejection velocity is readily determined from Eq. (9). As shown in Fig. 6 , this velocity reasonably matches our measured minimum velocities. Using the condition We ¼ 1, the minimum cap-ejection fluence is readily determined. Combining Eqs. (6), (8) , and (9), and solving for the fluence provides
where again for gold C 0 ¼ 0.7 and for copper C 0 ¼ 0.35 are used. The threshold fluence is plotted as a function of the film thickness in Fig. 7 , showing good agreement with the measured data for copper and gold films of various thicknesses. This agreement suggests that the condition We ¼ 1 provides a simple and robust criterion for determination of the threshold fluence for LIFT of (locally) liquid-metal films.
Jet and spray ejection by partial film vaporization
For both jet and spray ejection, vaporization is predicted within the whole film (see Fig. 5 ). Therefore, vapor-driven ejection is assumed for these regimes [49] . The laser energy heating the vapor is estimated as the initial energy minus (2015) 024001-5 the energy required for melting the film and heating it to the boiling temperature:
where T 0 is the initial (room) temperature, T v is the boiling temperature, and C 1 is a prefactor. Equating the energy contained by the vapor [Eq. (12) ] to the kinetic energy [Eq. (7)], the ejection velocity is obtained, Figure 6 shows the predicted velocities (purple dashed lines) for copper [ Fig. 6(a) ], using C 1 ¼ 0.05 and gold [ Fig. 6(b) ], using C 1 ¼ 0.12. Although prefactors are required for quantitative agreement, the transition from the cap-to the jet-ejection regime (which is hardly influenced by the prefactor) is captured. The nonunity value of C 1 may be due to a subtlety of the vaporization enthalpy, which partly consists of the energy required for the atom-by-atom escape through the liquid surface, and partly of the work done by the expanding vapor [50] . At room conditions, the work done by the expanding vapor (which we consider as the driving mechanism) is only 8% of the total vaporization enthalpy for both copper and gold, i.e., of similar order as the prefactors used. Therefore, using only the work done by the expanding vapor (as, for example, provided in Ref. [50] ) may allow for a reasonable velocity estimate.
In the spray-ejection regime, the speed of sound in air is generally exceeded by the ejected material, and ejectioninduced shock waves must be present. These shock waves were observed only occasionally and were faint (not shown here). Since the shock waves do not seem to influence the ejection regime or velocity, and detailed visualization requires a different experimental setup, we refer to Refs. [51, 52] for a detailed discussion of shock waves.
IV. DISCUSSION
Liquid-phase cap ejection is a scarcely described ejection regime in LIFT [53] , which we therefore concisely discuss. Cap ejection strongly resembles a nanobump torn off around its base [54] [55] [56] (a nanobump is a smooth bump in the metal film, which is observed below the ejectionthreshold fluence), which is distinctly different from the commonly reported LIFT ejection by formation and breakup of a liquid filament [17, 40] . The dynamics of liquid-phase nanobump formation were recently investigated using molecular dynamics simulations, revealing extreme thinning of the donor film at the base of the bump [38] . Cap ejection was not reported there, since the simulations were limited to short time scales or subejection fluences. However, rupture of this thin part of the film is easily conceivable and would directly correspond to our cap ejections. Because liquid-film rupture is likely to result in the formation of multiple droplets, this mechanism may also explain the generally observed formation of satellite droplets [53] . Despite the multidroplet formation, the capejection regime has a high potential for 3D additive manufacturing, since the ejected cap contracts into a main droplet with a well-defined size and speed.
The cap-ejection threshold fluence is accurately captured by the capillary-inertial-energy balance resulting in Eq. (5). The generality of this energy balance is now assessed using the (rare) literature data on the liquid-film LIFT ejection. These references include velocity data below and above the ejection threshold. First, for numerical work on LIFT of Newtonian liquid films deposited on a dynamic release layer [22] , a threshold ejection Weber number We th ¼ 1.1 is obtained in agreement with the We ¼ 1 criterion proposed here. In a second case [19] , no detachment was observed even for experiments performed at We ≈ 80. However, in that case, rheological modifiers were added to the viscous film, potentially delaying film breakup as compared to Newtonian fluids. This difference suggests that We ¼ 1 sets the lower bound of the minimum ejection velocity: for We < 1, retraction is expected, whereas for We > 1, ejection occurs only if the film breaks up on a sufficiently short time scale.
Elastic stress release and partial vaporization of the film are well-established driving mechanisms for metal LIFT [33, 34, [36] [37] [38] 44] . However, the actual driving mechanisms are more complex. For example, numerical simulations revealed that the cap-ejection regime is the result of a heat-induced (but still elastic) pressure wave traveling perpendicular to the film [36] [37] [38] 44] . This wave is reflected at the donor-air surface and induces pull-off of the donor from the carrier [57] . Also, superheating and vapor formation, expansion, and condensation could occur [58] . In this view, it is remarkable that our simple energy balances seem to capture these phenomena, although a prefactor is required for quantitative agreement to the measurements.
Still, even for a single driving mechanism, actual observations may depend on the pulse duration and the film thickness. For example, for nanosecond pulse durations, film deformation and thermal diffusion are significant already during the pulse. Therefore, the energy deposition will be less confined and shock waves within the film could be diminished, resulting in lower ejection velocities [17, 59] . For femtosecond pulses, the energy absorption by the electrons is much faster than for our picosecond pulses. However, in both cases, the energy transfer into the lattice is limited by the time scale at which the hot electrons heat the lattice (i.e., the electron-phonon coupling time scale), which usually is on the order of ∼10 ps. Therefore, in this short-pulse regime, lattice heating is hardly affected [60] and our models are expected to be valid. Similarly, the thickness of the film may strongly affect the observed ejection regime. In particular, if the optical penetration length is smaller than the film thickness and ejection occurs prior to thermal diffusion over the film thickness, solid-state ejection is observed [25] . In these cases, the ejection threshold depends on the yield strength of the film or its adhesion to the carrier substrate [33, 34] , and Eq. (5) no longer applies.
V. CONCLUSIONS
High-resolution images of donor ejection during picosecond LIFT are presented. Varying the fluence F reveals different ejection regimes, which are illustrated for a 200 nm copper film. For 320 mJ=cm 2 < F < 600 mJ=cm 2 , ejection of a hemispherical piece of the film is observed. This is a scarcely addressed regime that we call cap ejection. For 600 mJ=cm 2 < F < 740 mJ=cm 2 , jet ejection occurs, since here a narrow jet leading the cap apex is observed. For F > 740 mJ=cm 2 , a cloud of particles is observed, called spray ejection. Using the two-temperature model, these regimes are connected to phase changes within the donor layer. In the cap-ejection regime, the relaxation of elastic stresses within the (melted) donor film is proposed as the driving mechanism. In the jet-and spray-ejection regimes, for which the driving mechanism is similar, the expansion of a vapor bubble drives the ejection. These mechanisms are captured by energy balances which provide velocity predictions. Good agreement with velocity measurements for copper and gold films is obtained, using a materialdependent fitting constant. A minimal ejection velocity of ≈20 m=s is observed, corresponding to a Weber number We ≈ 1. For lower ejection velocities (for which We < 1), surface tension retracts the liquid film. If the velocity prefactor (which is independent of the film thickness) is known, the We ¼ 1 criterion allows the quantitative determination of the ejection threshold fluence. Conversely, if the ejection threshold fluence is known, the velocity can be quantitatively determined.
The current characterization of different LIFT ejection regimes may allow for more controlled deposition of micron-sized pure-metal droplets. In particular, the novel cap-ejection regime may extend the range of achievable droplet sizes and velocities, which we expect to explore in future work.
