Abstract. This paper is devoted to the investigation of the dynamics of non-autonomous differential equations. The description of the asymptotic dynamics of non-autonomous equations lies on dynamical structures of some associated limiting non-autonomous -and autonomous -differential equations (one for each global solution in the attractor of the driving semigroup of the associated skew product semi-flow). In some cases, we have infinitely many limiting problems (in contrast with the autonomous -or asymptotically autonomous -case for which we have only one limiting problem; that is, the semigroup itself). We concentrate our attention in the study of the Morse decomposition of attractors for these non-autonomous limiting problems as a mean to understand some of the asymptotics of our non-autonomous differential equations. In particular, we derive a Morse decomposition for the global attractors of skew product semiflows (and thus for pullback attractors of non-autonomous differential equations) from a Morse decomposition of the attractor for the associated driving semigroup. Our theory is well suited to describe the asymptotic dynamics of non-autonomous differential equations defined on the whole line or just for positive times, or for differential equations driven by a general semigroup.
Introduction
Recently the analysis of qualitative properties of evolution processes and non-autonomous dynamical systems in general phase spaces -infinite-dimensional Banach spaces or general metric spaces -has received much attention (see, for instance, [4, 5, 6, 7, 10] ). In particular, the study of pullback attractors has started to develop into a wide and deep research area, providing qualitative information for the asymptotic dynamics of an increasing number of non-autonomous models of phenomena from different areas of science, such as physics, biology, economics, engineering and others.
The pullback attractors are a natural extension for the notion of global attractors of semigroups, in the sense that the global attractors and the pullback attractors are dynamical objects that contain all global bounded solutions. They help us to glance at the inner structure of the asymptotics of an evolution process {T (t, s) : t s}, and enjoy pullback attraction property (attraction at a fixed time t ∈ R when s → −∞). Other kinds of attraction, such as pullback backwards attraction (attraction at time s ∈ R when t → −∞, for the case when T (s, t) is invertible and defining T (t, s) = T (s, t) −1 , s > t), backwards attraction (attraction at −∞ when time t → −∞) and forwards attraction (attraction at +∞ when t → +∞) are harder to study and, in general, cannot be obtained from pullback attraction.
Also, as we will see in Theorem 2.7, the uniform attractor, that is, the projection on the first coordinate of the global attractor for the associated skew product semiflow, is given as a union of (possibly) infinite pullback attractors. So, in order to provide a non-autonomous structure for the uniform attractor, which by itself contains no significant information about the asymptotics of our original non-autonomous system, we need to understand the evolution processes enclosed in the non-autonomous dynamical system; more specifically, understand the pullback attractors of each one of these evolution processes.
One of the drawbacks of the theory of pullback attractors is that it requires the vector field to be defined for all times in R, and many models only consider the phenomenon after a given initial time. Of course one can artificially define the vector field for times preceding the given initial one and study the behavior of such system. But then, the pullback attractor would change for each extension and the object "pullback attractor" would lose its importance in the study of the dynamics.
The crucial point here is that, to understand the forwards dynamics of a non-autonomous evolution process (as a general rule), we must understand the dynamics of many (possibly infinite) non-autonomous evolution processes, one for each global solution in the attractor for the driving semigroup of the skew product semiflow. This is in contrast with the autonomous case for which we have only one limiting problem (the semigroup itself) or with the asymptotically autonomous case for which we also have only one limiting problem (the limiting semigroup).
To illustrate the many possible limiting evolution processes that will play a role in the understanding of the dynamics of a given non-autonomous differential equation, consider the initial value problem   ẋ = r(t, x), t ≥ 0
where r : [0, ∞) × R n → R n is given in Section 3.1. In this case, r(· + t n , ·) with t n → ∞ may converge to f : R n → R n , g : R n → R n (both independent of t) or to a map ξ : R × R n → R n (ψ : R × R n → R n ) which is backwards asymptotic to g (to f ) and forwards asymptotic to f (to g). We note that there are infinitely many ξ's and ψ's.
To a limiting vector field η (say η = f, g, ξ or ψ) we associate the limiting evolution process T η (·, ·) given by T η (t, s)x 0 = x(t, s, x 0 , η) where x(t, s, x 0 , η) is the solution of
at time t. The limiting evolution process T η (·, ·) will play an important role in the understanding of the limiting states for the solutions of (1.1) (as seen in Theorem 2.7).
Once one realizes this feature, it becomes clear how rich and difficult is the subject "dynamics of non-autonomous dynamical systems". We already have some insights of this difficulty when we look at a simple concept like hyperbolicity. Indeed, in the autonomous case we choose an equilibrium, linearize it and we can compute the spectrum of the linearized operator to decide whether we have hyperbolicity or not. In the non-autonomous context, we have no way to single out which solutions will be hyperbolic and, if we were able to single out these solutions, how to verify that they actually are hyperbolic is not a trivial task. If we consider a non-autonomous dynamical system
given as a non-autonomous perturbation of an autonomous dynamical system which possesses an hyperbolic equilibria, then the simple matter of obtaining that the perturbed non-autonomous dynamical system has a global hyperbolic solution, near the hyperbolic equilibria of the autonomous dynamical system, involves highly non-trivial results on the roughness of exponential dichotomies (see [3] , [4] ).
Before we proceed, let us recall the notion of global attractor for semigroups. Let Z be a metric space with metric d : Z × Z → R + , and C (Z) be the space of continuous maps from Z into Z.
• T (0) = I Z , with I Z being the identity map in Z,
, for all t, s ∈ R + , and
A subset A of Z is said to be invariant under the action of the semigroup {T (t) :
Now we will introduce the notions of attraction and absorption. Given A, B ⊂ Z, the Hausdorff semidistance from A to B is given by 
Thanks to these previous definitions, we can now define global attractors.
it is compact, invariant under the action of {T (t) : t ≥ 0}, and for every bounded subset B of Z we have that A attracts B under the action of {T (t) : t ≥ 0}.
Let us now consider a general non-autonomous differential equation to illustrate the approach we will carry out in this paper. Consider the initial value problem
where f : R + × R n → R n is a "nice" function which belongs to a metric space C . Assume that, for each f ∈ C, x 0 ∈ R n , the solution of (1.3) is defined for all t ≥ 0; that is, for each x 0 ∈ R n , there is a unique continuous function R + ∋ t → x(t, f, x 0 ) ∈ R n satisfying (1.3). Now, following [13] we define the skew product semiflow associated to (1.3) in the following way
where f t (s, x) = f (t + s, x) for all t, s ≥ 0 and x ∈ R n . Suppose that the map
It is easy to see that
From this we have that
it may seem that we have found a proper way to study the asymptotic dynamics of (1.3). In fact, the set A possesses dynamics associated to {Π(t) : t ≥ 0} but it does not have any dynamics immediately associated to (1.3). An element of A is an element of R n × C ; that is, an initial condition y 0 ∈ R n and a vector field g (which is not f in general) and Π(t)(y 0 , g) = (x(t, g, y 0 ), g t ) has no straightforward relation to (1.3). Let us try to unravel a little the connection of the points in A with the dynamics of (1.3).
The first step to study the dynamics of (1.3) is to understand the attraction property of {Π(t) :
t ≥ 0} as t → ∞ relatively to the solution operator of (1.3).
Given a bounded subset B of R n × C , A attracts B under the action of {Π(t) : t ≥ 0} if
If, for a given bounded subset B ⊂ R n , we only consider a bounded subset B of the form B × {f }, this attraction property can be written as
where A = {x ∈ R n : there exists g ∈ C such that (x, g) ∈ A}. This means that the compact set A ⊂ R n attracts bounded subsets of R n .
Although the set A does not have any dynamical property relatively to (1.3), we will see that some families in it are crucial to understand the dynamics of (1.3).
Given a non-autonomous differential equation such as (1.3), we can refer to three different but closely related dynamical systems:
• The driving system {Θ(t) : t 0} associated to the dynamics of the time-dependent terms appearing in the equation, and which is defined by Θ(t)f (·,
• the skew-product semiflow {Π(t) : t 0} defined on the product space Z = R n × C ,
• and the associated non-autonomous dynamical system (ϕ, Θ) (R n ,C ) with ϕ(t, Θ s f )x 0 = x(t+ s, f, x 0 ).
Next, we give the precise definition of the skew product semiflow associated to a non-autonomous dynamical system. Definition 1.5. Consider two metric spaces (X, d X ) and (P, d P ). A non-autonomous dynamical system (N DS), denoted by (ϕ, Θ) (X,P) , consists of two ingredients:
(ii) A cocycle ϕ : R + × P × X → X over Θ, that is, a continuous map such that the family of mappings ϕ(t, p) : X → X satisfies the cocycle property:
The associated skew product semiflow (SPSF) {Π(t) : t ≥ 0} ⊂ C(X × P) is given by
It is clear that {Π(t) : t 0} is a semigroup with phase space
The aim of this paper is to describe the internal structure and dynamics (in the sense of Morse decomposition and Lyapunov functions) of the global attractor for the skew product semiflow and its relation with the pullback attractors for the associated (limiting) non-autonomous dynamical systems.
In Section 2 we recall some results, define some basic concepts and establish the notation we will use throughout the paper. Our first result (Theorem 2.7) says that for each global solution η in the attractor of the driving system {Θ(t) : t 0} we have an associated non-autonomous evolution process {T η (t, s) : t s} with a pullback attractor {A η (t) : t ∈ R}. There are some results in this direction in the literature (see [5] and [2] ) which consider that the driving semigroup {Θ(t) : t 0} is in fact a group defined in a compact metric space.
In Section 4 we construct a Morse decomposition (see Definitions 2.18 and 2.19) for the global attractor of the skew product semiflow {Π(t) : t 0} from a Morse decomposition for the global attractor of the driving system {Θ(t) : t 0}, using the lift of this Morse decomposition (Theorem 4.3); that is, if we have a Morse decomposition {M 1 , · · · , M n } for the attractor of {Θ(t) : t 0}
1 We denote the metric in X × P simply by d.
then, the family of lifts 
are disjoint, then they constitute a Morse decomposition for the global attractor A of {Θ(t) : t 0}.
In Section 5 we construct a Morse decomposition for the pullback attractor of the non-autonomous dynamical system (ϕ, Θ) (X,P) and we obtain some dynamical properties of this Morse decomposition. In Theorem 5.6 we prove that, under some hypotheses, each solution of the non-autonomous dynamical system converges forwards to ∪ 
Finally, in Section 7 we present some applications of our theory that can help us understand a little more of its aspects. An asymptotically autonomous (backward and forwards) non-autonomous differential equation, i.e.
where
for suitable functions f 1 and f 2 , and also a master-slave example, i.e. a system of partially coupled
in which the second equation for u(t) acts as a driving system for the unknown v(t). Finally we present a more concrete example to illustrate the use of the abstract theory, studying the behavior of a planar system of ODE's given by
where F : R × R 2 → R 2 is forwards and backwards asymptotically autonomous to some special vector fields.
Preliminaries
In this section we state the definitions and some known results which will be used throughout the following sections. In particular, we pay special attention to the concept of pullback attractor.
2.1. Non-autonomous dynamical systems and pullback attractors. With Definition 1.5
in mind we can see that given an NDS (ϕ, Θ) (X,P) and a set R ⊂ P which is invariant for {Θ(t) : t 0}, we can consider the restriction Θ(t)| R : R → R and the restriction ϕ| R + ×R×X :
R + × R × X → X, so that we have a new NDS. In this case, the associated skew product semiflow is {Π(t)| X×R : t 0} in the phase space X × R. P such that Θ(t)η(s) = η(t + s) for all s ∈ R and all t ∈ R + . We say that η : R → P is a global solution through p ∈ P if it is a global solution with η(0) = p.
Definition 2.3. Given a global bounded solution η : R → P of the driving system {Θ(t) : t 0}, a non-autonomous set {D(t)} t∈R is said to be η-forwards invariant under the NDS (ϕ, Θ) (X,P) if
for all s ∈ R and t 0.
Definition 2.4. Given a global bounded solution η : R → P of the driving system {Θ(t) : t 0}
and two non-autonomous sets {D(t)} t∈R and {A(t)} t∈R , we say that {A(t)} t∈R η-pullback attracts
Definition 2.5. A universe D is a collection of nonempty non-autonomous sets which is closed
(ii) {A(t)} t∈R η-pullback attracts all families {D(t)} t∈R ∈ D.
Remark 2.6. The above definitions are a simple rewriting of the known definitions for the nonautonomous setting given in [4] for the case of a non-injective driving system {Θ(t) : t 0}, where
there may be more than one global solution through a given point p ∈ P.
Another important fact is the relationship between the global attractor of a skew product semiflow and the pullback attractors of the evolution processes it may contain. Such a relation is expressed in our next result.
Theorem 2.7. Assume that the skew product semiflow {Π(t) : t ≥ 0} possesses a global attractor
A, consequently, the driving system {Θ(t) : t ≥ 0} has a global attractor A . If η(·) : R → P is a global bounded solution for {Θ(t) : t ≥ 0} then, the evolution process {T η (t, s) : t ≥ s} given by
possesses a (D, η)-pullback attractor {A η (t) : t ∈ R} with the property that A η (t) = {x ∈ X : (x, η(t)) ∈ A}, where D is the collection of all non-autonomous sets
is bounded in X. Of course,
Proof: Define K = η(R) ⊂ A, which is a compact set in P and invariant under the action of {Θ(t) : t 0}. Thus the semigroup {Π K (t) : t 0} given by the restriction Π K (t) = Π(t)| X×K :
X × K → X × K is well defined and has a global attractor A K . By Theorem 3.3 in [2] , the nonautonomous set {A η (t)} t∈R , given by A η (t) = {x ∈ X : (x, η(t)) ∈ A}, is the pullback attractor for the evolution process {T η (t, s) : t s}. The last assertion is straightforward.
2.2.
Morse decomposition for gradient-like semigroups. We now recall the notions of gradientlike semigroup (see [3] ) and Morse decomposition (see, for instance, [13] ) for a global attractor. We first define isolated invariant sets.
A disjoint family of isolated invariant sets is a family
with the property that,
for some ǫ > 0.
Recalling Definition 2.2, we define a global solution for a semigroup {T (t) : t 0} in a metric space Z as follows:
Definition 2.10. Consider a semigroup {T (t) : t 0} with a disjoint family of isolated invariant
We say that Ξ ∈ Ξ is chain recurrent if there exist a fixed ǫ 0 > 0 and an ǫ−chain from
Remark 2.11. We can define an ǫ-chain between two different sets Ξ i , Ξ j ∈ Ξ analogously, but we will not use this concept here.
We are now ready to define (in the terminology of [3] ), gradient-like semigroups (or dynamically gradient semigroups in the terminology of [4] ).
Definition 2.12. Let {T (t) : t 0} be a semigroup with a disjoint family of isolated invariant sets Ξ = {Ξ 1 , · · · , Ξ n }, and assume that it possesses a global attractor A. We say that {T (t) : t 0} is a generalized gradient-like semigroup relative to Ξ if the following conditions are satisfied: Definition 2.14. Let {T (t) : t ≥ 0} be a semigroup which possesses a disjoint family of isolated
We now refer to the following result in [3] , which relates the properties (G1) and (G2) to the non-existence of homoclinic structures.
Lemma 2.15. Let {T (t) : t 0} be a semigroup with a disjoint family of isolated invariant sets
Ξ = {Ξ 1 , · · · , Ξ n } and a global attractor A. If {T (t) : t 0} satisfies (G1), then (G2)
is satisfied if and only if A has no homoclinic structures.
With this result we can redefine the concept of generalized gradient-like semigroups in the following equivalent way: Definition 2.16. Let {T (t) : t ≥ 0} be a semigroup with a global attractor A and a disjoint family of isolated invariant sets Ξ = {Ξ 1 , · · · , Ξ n }. We say that {T (t) : t ≥ 0} is a generalized gradient-like semigroup relative to Ξ if:
(G2 ′ ) There is no homoclinic structure associated to Ξ.
Next we introduce the notion of a Morse decomposition for the attractor A of a semigroup {T (t) : t ≥ 0} (see [8] , [12] or [13] ). We start with the notion of attractor-repeller pair.
Definition 2.17. Let {T (t) : t ≥ 0} be a semigroup with a global attractor A. We say that a non-empty subset A of A is a local attractor if there is an ǫ > 0 such that ω(O ǫ (A)) = A. The repeller A * associated to a local attractor A is the set defined by
The pair (A, A * ) is called attractor-repeller pair for {T (t) : t ≥ 0}.
Note that if A is a local attractor, then A * is closed and invariant.
Definition 2.18. Given an increasing family
An equivalent definition of Morse decomposition (see [12] ) for the attractor A of a semigroup {T (t) : t 0} is the following: 1. either ξ(t) ∈ Ξ i , for all t ∈ R and some i = 1, · · · , n; 
As it was proved in [1] , the local attraction in A is equivalent to the local attraction in Z. 
It has been also proved in [1] that a semigroup {T (t) : t ≥ 0} is a gradient semigroup with respect to Ξ if and only if it is a gradient-like semigroup with respect to Ξ. Essentially, this important result says that, given a disjoint family of isolated invariant sets Ξ = {Ξ 1 , · · · , Ξ n } for a semigroup T (t), the dynamical property of being gradient-like, the existence of an associated ordered family of local attractor-repellers, and the existence of a Lyapunov functional related to Ξ, are equivalent properties. Since, from the results in [3] , gradient-like nonlinear semigroups are stable under perturbation, we conclude that gradient semigroups are stable under perturbation as well; that is, the existence of a continuous Lyapunov function is robust under perturbation.
2.2.1. Homoclinic structures in ω-limit sets. At light of Example 3.1 below, we can state a more general result concerning ω-limit sets and homoclinic structures of a given gradient-like semigroup with a finite number of stationary points.
Proposition 2.22. Let {T (t) : t 0} be a semigroup with a global attractor A, and a finite set of stationary points E. Let z ∈ Z and assume that there exist x, y ∈ ω(z) such that x ∈ E and x = y.
Then x is a chain recurrent point.
Proof: It is straightforward from the definition of the ω-limit set.
Proposition 2.23. Let {T (t) : t 0} be a semigroup with a global attractor A, a finite set of stationary points E and assume that it satisfies (G1). Let z ∈ Z and assume that there exist x, y ∈ ω(z) ∩ E with x = y. Then, there is a finite collection {ξ 1 , · · · , ξ n } of global solutions and points {z 1 , · · · , z n+1 } ⊂ E, with z 1 = x and z n+1 = y such that
Proof: See [3, Lemma 2.2].
Time dependence and translations
We now describe the set of functions which lead to the phase space P for the driving system Θ(t). For a more detailed approach, we refer to [13] .
For any two Banach spaces V ,W we will let C(I, W ), C(V, W ) and C(I × V, W ) denote the spaces of continuous functions defined on, respectively, I, V and I × V , and taking values on W , where either I = R + or I = R. In addition to these spaces, we define
as the collection of all f ∈ C(V, W ) (or C(I × V, W )) such that for every bounded set B ⊂ V (or bounded set B ⊂ V and compact set J ⊂ I), there is a
These spaces of continuous functions are Frechét spaces with a metric topology which is described by the uniform convergence on bounded sets. The metric in this case is generated by a countable family of pseudonorms · k as follows: Let B k be the closed neighborhood of the origin in V of radius k, and set
A sequence f n is said to converge to f , i.e. f = lim n→∞ f n , whenever
It turns out that C b (I × V, W ) is a complete metric space with this metric.
For each f ∈ C b (I × V, W ), we define the translate f τ by f τ (t, u) . = f (t + τ, u), u ∈ V and t, τ ∈ I.
Note that f τ ∈ C b (I × V, W ) . = C for all τ ∈ I. Furthermore, the mapping (f, τ ) → f τ is a continuous map of C × I into C , where C has the topology defined by the uniform convergence on compact sets. Let {Θ(τ ) : τ ≥ 0} be the semigroup defined by Θ(τ )f = f τ , τ ≥ 0. The positive orbit of f is the set
and the ω-limit ω(f ) of f ∈ C is ω(f ) = {g ∈ C : there exists a sequence τ n n→∞
A global solution through f is a function ξ : R → C such that Θ(τ )ξ(t) = ξ(t + τ ) for all τ ≥ 0 and t ∈ R and, if there is a global solution ξ through f , the α−limit of f associated to ξ is
3.1. Example. In this subsection we develop an example for which we can describe part of the structure of the attractor for a driving semigroup of translations. The description of the asymptotic dynamics of the driving semigroup will play a fundamental role in the description of the dynamics of the NDS. To emphasize how rich can be the dynamics of the driving semigroup, we consider the following example:
Given two continuous functions f, g : R n → R n , we define r :
where h : R + → [0, 1] is defined as follows:
Let {a i n }, 1 ≤ i ≤ 5, be sequences of real numbers with Now, we define the function h in such a way that is uniformly continuous, 0 h 1, h(t) ≡ 1 in
n→∞ −→ h 1 (t) uniformly for t in compact subsets of R and
n→∞ −→ h 2 (t) uniformly for t in compact subsets of R.
Consider the semigroup of translations {Θ(t) : t 0} defined in P . = γ + (r) C by Θ(t)r 1 (·, x) = r 1 (t + ·, x) for each t 0, x ∈ X and r 1 ∈ γ + (r) C .
First, we choose the sequence
]. Hence Θ(t 1 n )r → f as n → ∞ in the uniform convergence on bounded sets, which shows that f ∈ ω(r), the omega-limit set of r. Choosing t 3 n = a 3 n + τ 3 n 2 we can see that Θ(t 3 n )r → g as n → ∞, which shows that g ∈ ω(r) in a similar way.
Choosing t 2 n = a 2 n + τ 2 n 2 we see that
We can also see that Θ(t 2 n )r → ξ 1 (t,
uniformly in compact subsets of R × R n . It is clear that ξ 1 and ξ 2 are global solutions for the driving system {Θ(t) : t 0}, ξ 1 is a connection between f and g and ξ 2 is a connection between g and f .
We note that Θ(τ )ξ 1 (Θ(τ )ξ 2 ) is also a connection between f and g (g and f ), for any τ ∈ R.
In this way we have found some of the possible limiting vector fields that may arise in the closure of the positive orbit (in the attractor of the driving semigroup). As one can see, these limiting vector fields may have completely different structure from that of r. In particular in what was described above, there are four different vector fields involved; that is, f , g, a non-autonomous map that is backwards asymptotic to f and forwards asymptotic to g and a map that is backwards asymptotic to g and forwards asymptotic to f .
After the analysis done in Section 2.2, it will become clear that f and g belong to the same Morse set for any given Morse Decomposition of the global attractor of the driving system {Θ(t) : t ≥ 0} in γ + (r).
Remark 3.1.
This example gives us a first understanding of how rich (and difficult) becomes the behaviour of non-autonomous dynamical systems; that is, if the non-autonomous dynamical system
associated to (1.1) has a uniform attractor and {t n } n∈N is a sequence with the property that t n n→∞ −→ ∞, there is a subsequence {t n k } k∈N and ψ : R × R n → R n such that 2. In Example 3.1, we could have that h 1 (t) = 1 for t ≤ −1 and h 1 (t) = 0 for t ≥ 1 and
for instance) that would give rise to a semigroup for which the connections reach the equilibria in finite time (a feature that does not occur when we are working with semigroups generated by ODE's).

Also in Example 3.1, if we construct the function h in a different way, different phenomena may arise, for instance, taking h continuous, h ≡ 1 in the intervals
n , a 4 n ] and linear in the intervals [a 2 n , a 3 n ] and [a 4 n , a 5 n ], n ∈ N, the points in ω(r) will include the continuum of equilibria for {Θ(τ ) : τ ≥ 0} given by the segment connecting f and g; that is, {αf + (1 − α)g : α ∈ [0, 1]} (see Figure 1(b) ). Indeed, with the function h constructed in this manner, we would have
for as long as t + t 2 n a 3 n . Therefore, for t in a compact set of R + we have that
which in turn implies that Θ(t 2 n )r(t, x) → αf (x) + (1 − α)g(x) as n → ∞. 4. In Example 3.1, the semigroup {Θ(τ ) : τ ≥ 0} in Z = γ + (r) has two invariant sets, namely Ξ 1 = {f } and Ξ 2 = {g}, and both of them are chain recurrent (see Figure 1(a) ). 
Morse decomposition for a skew product semiflow
In this section we will describe the relationship between the Morse decompositions of the skew product semiflow, the driving semiflow and the pullback attractors associated to evolution processes related to the global solutions of the driving semiflow. Indeed, our primary interest is to obtain a Morse decomposition for the global attractor A of the skew product semiflow {Π(t) : t 0} in terms of a Morse decomposition of the global attractor A of the driving system {Θ(t) : t 0}.
The lift of a Morse decomposition from
Remark 4.2. If ψ 2 : X × P → P is the projection on the second coordinate, that is,
We can now prove the main theorem of this section: 
Define, for each
Proof: First we prove the non-emptiness of each M i . Let p ∈ M i (since it is non-empty, such p exists) and take x ∈ X. Since A attracts points of X × P under the action of {Π(t) : t 0}, we have that
Since A is compact and non-empty, we know that there exist a sequence {t n } n∈N and a point
and thus ϕ(t n , p)x → x 0 and Θ(t n )p → p 0 . Since M i is closed and invariant, p 0 ∈ M i . Hence (x 0 , p 0 ) ∈ A and p 0 ∈ M i , which shows that (x 0 , p 0 ) ∈ M i . Now we prove the invariance of each M i under the action of {Π(t) :
and, since A is invariant by Π, (ϕ(t, p)x, Θ(t)p) ∈ A. From the invariance of M i , Θ(t)p ∈ M i and thus Π(t)(x, p) ∈ M i . Now, if (y, q) ∈ M i , from the invariance of M i under {Θ(t) : t ≥ 0}, there exists p ∈ M i such that Θ(t)p = q. Let η : R → A be a global solution of {Θ(t) : t ≥ 0} through p at t = 0. It follows that η(t) = q. Define the process {T η (t, s) : t ≥ s} in X as in Theorem 2.7 and let {A η (t) : t ∈ R} be its pullback attractor. Since (y, q) ∈ A we have that y ∈ A η (t). Choose x ∈ A η (0) such that
Since M i ⊂ A, to show that it is compact it remains to show that it is closed. Assume that
which is a contradiction since they are disjoint. Therefore M i and M j are disjoint if i = j. Now, given a global solution ξ : R → A for {Π(t) : t 0} we have that
where η : R → P is a global solution for {Θ(t) : t 0} and x : R → X satisfies ϕ(t, η(s))x(s) = x(t + s) for all t 0 and s ∈ R. Since {M 1 , · · · , M n } is a Morse decomposition for P, there exist 1 i < j n such that
We will show now that ξ(t) → M i . For this purpose, assume that this is not the case, that is, assume that there exist ǫ 0 > 0 and a sequence {t n } n∈N with t n → ∞ as n → ∞ and
But {ξ(t n )} n∈N ⊂ A and we can also assume that
and since M i is compact, this is a contradiction.
Analogously, ξ(t) → M j as t → −∞. In a similar way, we can prove that there are no homoclinic structures in {M 1 , · · · , M n }, as there are no homoclinic structures in {M 1 , · · · , M n }.
To prove the second statement, fix i = 1, · · · , n and let A i be the global attractor of {Π i (t) : t
0}. It is easy to see that
Conversely, if (x, p) ∈ M i , then (x, p) ∈ A, and thus there exists a global solution ξ : R → A. But, by the invariance of M i , we have that ξ(t) ∈ A i for all t ∈ R, and hence (x, p) ∈ A i .
4.2.
The projection of a Morse decomposition from X × P to P.
We are now interested in the opposite problem. Indeed, we investigate when a given Morse decomposition on the global attractor A of the skew product semiflow {Π(t) : t 0} generates a
Morse decomposition in the global attractor A of the driving system {Θ(t) : t 0}.
Definition 4.4. Given any D ⊂ X × P and R ⊂ P, we define the subset Q R D by
The set Q R D is called the P-projection of D over R. 
, for each i = 1, · · · , n and assume that the family
Proof: We know that M i is compact and non-empty for each i = 1, · · · , n.
To see that M i is invariant under the action of {Θ(t) : t 0} let p ∈ M i and x ∈ X such that
Now, let q ∈ M i and y ∈ X such that (y, q) ∈ M i and from the invariance of M i , there exists (x, p) ∈ M i such that Π(t)(x, p) = (y, q). Thus p ∈ M i and Θ(t)p = q and concludes the invariance of M i under the action of {Θ(t) : t 0}. Now, given a global solution η : R → A of {Θ(t) : t 0}, consider the associated evolution process {T η (t, s) : t s}, given by Theorem 2.7, and {A η (t) : t ∈ R} its pullback attractor. Let
x : R → X be a global solution for this evolution process; that is, x(t) ∈ A η (t) for all t ∈ R and T η (t, s)x(s) = x(t) for all t s. Define ξ : R → A by ξ(t) = (x(t), η(t)), for all t ∈ R.
In this way, ξ is a global solution for the skew product semiflow {Π(t) : t 0} and since
Morse decomposition for A, we have that, for some i < j,
which means that
Again, there are no homoclinic structures in {M 1 , · · · , M n } since there are no homoclinic struc-
Morse decomposition for pullback attractors
We begin this section stating some known results about the Morse decomposition for pullback attractors of NDS in [2] , where the approach used there requires that the set P be compact and that {Θ(t) : t 0} be in fact a group over P, i.e. Θ(t) : P → P is invertible, with its continuous inverse given by Θ(t) −1 = Θ(−t) (in particular P = A and there is a unique global solution through each point p ∈ P).
Given a set D ⊂ X × P, we define the p-section of D as the set D(p) ⊂ X as
In the same way, given a non-autonomous set {D(p)} p∈P , with D(p) ⊂ X for all p ∈ P, we define
Also, given D ⊂ X × P or a non-autonomous set {D(p)} p∈P and R ⊂ P we define the X-
In this setting, we can define the pullback attractor for the NDS (ϕ, Θ) (X,P) in the following way:
Definition 5.1. Let B be the collection of all bounded sets in X. A non-autonomous set {S(p)} p∈P is a pullback attractor of (ϕ, Θ) (X,P) if:
(ii) {S(p)} p∈P is invariant under the NDS (ϕ, Θ) (X,P) , i.e.
ϕ(t, p)S(p) = S(Θ(t)p), for all t 0 and p ∈ P;
(iii) {S(p)} p∈P pullback attracts all non-autonomous sets {D(p)} p∈P such that 
and 
is then a Morse decomposition
for the global attractor A of {Π(t) : t 0}. Then, the NDS (ϕ, Θ) (X,A ) has a pullback Morse
Then, the collection of pullback Morse sets determines the limiting behavior of NDS ϕ on {A(p)} p∈A . More precisely, we have:
(ii) If ϕ is invertible on {A(p)} p∈A then, for any singleton non-autonomous set {x(p)} p∈A in
(iii) Moreover, under the hypotheses of Theorems 5.2 and 5.5, the family {M i (p)} p∈M i is the pullback attractor of the NDS (ϕ, Θ) (X,M i ) . In particular, we have that
We can now state the main new result of this section, concerning the asymptotic behavior of the solutions for the NDS (ϕ, Θ) (X,P) as t → ∞ and for any p ∈ P.
Theorem 5.6. Let (ϕ, Θ) (X,P) be a non-autonomous dynamical system and {Π(t) : t 0} the associated skew product semiflow. Assume that {Π(t) : t 0} possesses a global attractor A (hence the driving system {Θ(t) : t 0} has a global attractor A ) and let
the corresponding Morse decomposition for the global
attractor A of {Π(t) : t 0}, given by Theorem 4.3. Then, given (x, p) ∈ X × P, there exists
Proof: Let (x, p) ∈ X × P, and consider the solution ξ : R + → X × P for the skew product semiflow {Π(t) : t 0} starting at (x, p). We know that
Since {M 1 , · · · , M n } is a Morse decomposition for the global attractor A of the driving system {Θ(t) : t 0}, there exists i = 1, · · · , n such that Θ(t)p → M i as t → ∞. We claim that ξ(t) → M i . Assume, by contradiction, that this is not the case, i.e. there exist ǫ 0 > 0 and a sequence {t n } n∈N such that t n → ∞ as n → ∞ and
n→∞ −→ 0 and we can assume that there exists (
But this implies that p 0 ∈ M i , which in turn implies that (x 0 , p 0 ) ∈ M i and gives a contradiction,
Our last result in this section provides the equivalence between the existence of Morse decomposition and Lyapunov function for the skew product semiflow {Π(t) : t ≥ 0} from the existence of a Lyapunov function (and thus a Morse decomposition) for the global attractor of the driving system {Θ(t) : t ≥ 0}. 
t ≥ s} and there are t 0 ∈ R and i ∈ {1, · · · , n} with sup
Then, for all p sufficiently close to p 0 , {ϕ(t − s, η p (s)) : t ≥ s} is a non-autonomous gradient-like evolution process with respect to the disjoint set of isolated invariant families Ξ p = {ξ 1,p , · · · , ξ n,p }. 
(c) For each compact set K ⊂ R + × X and the global solution η p :
Then, for all p sufficiently close to p 0 , {ϕ(t−s, η p (s)) : t ≥ s} is a generalized gradient-like evolution process with isolated invariant families
6.2. Asymptotically autonomous evolution processes. In this section we will consider asymptotically autonomous evolution processes. Loosely speaking, an evolution process is asymptotically autonomous if it is very close to an autonomous evolution process when the initial times are very large. This idea leads to the following definition (for a similar definition see [11] ).
Definition 6.3. Let {S(t, s) : t s} be an evolution process and {S 0 (t) : t 0} be a semigroup in a metric space Z. We say that
• {S(t, s) : t s} is asymptotically autonomous at −∞ if
• {S(t, s) : t s} is asymptotically autonomous at +∞ if
uniformly for t in bounded intervals of [0, ∞) and for u 0 in compact subsets of Z.
In order to obtain information about an asymptotically autonomous evolution process using the results of the previous sections it is convenient to introduce a new evolution process which is close, for all initial times, to an autonomous evolution process.
Let τ ∈ R, {S(t, s) : t s} be an evolution process and {T (t) : t 0} be a semigroup, and construct the following truncated evolution processes:
• forwards truncation at time τ
• Backward truncation at time τ
We have the following property for the truncations:
Theorem 6.4. Let {S(t, s) : t s} be an asymptotically autonomous evolution process at −∞ (at +∞) and {S 0 (t) : t 0} the associated semigroup. Assume that the semigroup satisfies a uniform continuity condition, i.e. given ǫ > 0, a bounded interval I ⊂ R + and a compact set K ⊂ Z there
uniformly for r ∈ R and for (t, u) in compact subsets of R + × Z.
Proof: We first deal with the case of the forwards truncation evolution process. We know that for each τ ∈ R, the forwards truncation at τ is given by
Now given ǫ > 0, a bounded interval I ⊂ R + and a compact set K ⊂ Z, from the uniform continuity of {S 0 (t) : t 0}, there exists 0 < δ < ǫ such that
where J = [0, 2M ] and M = sup I. Now, since the process {S(t, s) : t s} is asymptotically autonomous at −∞, for the δ > 0 above, there exists r 0 < 0 such that, if r r 0 , S(t + r, r)u − S 0 (t)u Z < δ, for all t ∈ I and u ∈ K.
Now we have for τ r 0 ,
which implies 2 that sup r∈R S τ (t + r, r)u − S 0 (t)u Z < ǫ, for all t ∈ I and u ∈ K.
The case for asymptotically autonomous evolution process at +∞ follows analogously, just reminding that for each bounded interval I ⊂ R + and each compact set K ⊂ Z, the set ∪ t∈I S(t)K is also compact, since we have the uniform continuity property.
We can state the following result:
Theorem 6.5. Let (ϕ, Θ) (X,P) be a NDS and {Π(t) : t 0} the associated skew product semiflow.
Assume that {Π(t) : t 0} has a global attractor A and let A be the global attractor for the driving semigroup {Θ(t) : t 0}. Let also p 0 ∈ P be a fixed point of Θ and assume that there exists a bounded global solution η : R → P such that η(s) → p 0 as s → −∞ and that
with isolated invariant sets {Γ 1,0 , · · · Γ n,0 }.
) for all t s, the evolution process {ϕ(t − s, η(s)) : t ≥ s} possesses n ∈ N isolated invariant families
which behave upper and lower semi-continuously as s → −∞, that is
Then, there exists τ 0 < 0 such that, for all τ τ 0 , the forwards truncated evolution process {S τ (t, s) :
t s} is a generalized gradient-like evolution process.
Proof: Since η(s) → p 0 as s → −∞, the evolution process {S(t, s) : t s} is asymptotically autonomous at −∞, and thus the truncated process satisfies also item (d) of Theorem 6.2, which gives us the result.
With this result, we can look more closely to the behavior of solutions ξ : R → X of the evolution process {S(t, s) : t s} at −∞. Proof: Let ξ : R → X be a bounded global solution for the evolution process {S(t, s) : t 0}.
Then, for each τ ∈ R, the function ξ τ : R → X defined by Theorem 6.7. Let (ϕ, Θ) (X,P) be a NDS and {Π(t) : t 0} the associated skew product semiflow.
Assume that {Π(t) : t 0} has a global attractor A and let A be the global attractor for the driving semigroup {Θ(t) : t 0}. Let also p 0 ∈ P be a fixed point of Θ and assume that there exists a bounded global solution η : R → P such that η(s) → p 0 as s → ∞ and that:
which behave upper e lower semi-continuously as s → ∞, that is
(c') There exist µ > 0 such that, if ξ : R → X is a bounded solution of {ϕ(t−s, η(s)) : t ≥ s} and there are t 0 ∈ R and i ∈ {1, · · · , n} with sup
Then, there exists τ 0 > 0 such that for all τ τ 0 the backward truncated evolution process {S τ (t, s) :
t s} is a generalized gradient-like evolution process. 
Applications
We now give useful examples for applications which help us to understand different aspects of our theory. Remember that in Subsection 3.1 we have already given an example of a non-autonomous differential equation, defined only for positive times, where our theory can be applied.
Let us start with an example of a driving system. If the skew product semiflow {Π(t) : t 0} given by Π(t)(x 0 , g) = (x(t, g, x 0 ), g t ) in the phase state Assume that F (t, (x, y)) → F 1 (x, y) as t → −∞ and that F (t, (x, y)) → F 2 (x, y) as t → ∞, where 
