On Brown's and Newton's methods with convexity hypotheses  by Milaszewicz, J.P.
Journal of Computational and Applied Mathematics 150 (2002) 1–24
www.elsevier.com/locate/cam
On Brown’s and Newton’s methods with
convexity hypotheses
J.P. Milaszewicz1
Instituto Argentino de Matematica, Saavedra 15, 1083 Buenos Aires, Argentina
Received 8 October 2001; received in revised form 3 March 2002
Abstract
In the context of the monotone Newton theorem (MNT) it has been conjectured that discretised Brown
iterations converge at least as fast as discretised Newton iterations, because such is the case for analytic
iterations. With easily veri4ed hypotheses, it is proved here that Brown analytic iterations converge strictly
faster than Newton ones. As a consequence, the same result holds for discretised iterations with conveniently
small incremental steps. However, in the general context of the MNT, it may happen that Newton’s discretised
method converges faster than Brown’s, but this situation can be remedied in many cases by conveniently
shifting the initial value, so that those hypotheses ensuring the reverse are satis4ed. Thus, a fairly e7ective
solution is given to the problem stated initially. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
For a twice continuously
di7erentiable function F :D ⊂ Rn → Rn consider the equation
F(x) = 0; (1.1)
where F(x):=(fi(x)); 16 i6 n. It is assumed that D is an open convex set in Euclidean space.
In order to 4nd an approximate solution of (1.1) many methods related to Newton’s method have
been analysed when n=1 (see for instance [19]). For n¿ 1, Brown proposed a recursion that com-
bines the one-dimensional Newton method with a Gauss–Seidel-like extension to the nonlinear case
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of the Gaussian elimination process; in fact, Brown’s method turns to be Newton’s method if n=1,
whereas it becomes Gaussian elimination if F is aIne linear. This also holds for the discretised
Brown method, where incremental quotients are the substitute for partial derivatives. Quadratic con-
vergence for Brown’s analytic method was established in [5], but its early implementations showed
a cost of O(n4) algebraic operations per iteration. Later on, Gay developed another algorithm to im-
plement the method, following a suggestion by Brent, which reduced that 4gure to O(n3) (see [9,4]).
At this point it is important to recall that for a function F , with full Jacobian matrix F ′, the a priori
operational count yields that the number of function evaluations required by discretised Newton and
Brown iterations are, respectively,
n2 + n and
n2 + 3n
2
:
This makes the latter a better option than the former, as far as computational work per iteration is
concerned. The number of nonlinear function evaluations turns out to be the same for both discretised
methods when F is almost linear, i.e., F = A+ , where A is linear and  is a diagonal mapping.
For instance, such situation arises in the discretisation of Lu = eu, whereas the nonsparse situation
arises in the discretisation of nonlinear integral equations, such as Chandrasekhar’s equation. It is
thus interesting to be able to compare the convergence properties of both methods. Frommer has
pioneered such analysis in the context of the monotone Newton theorem (MNT) and has proved a
monotone Brown theorem (see [6]), and that Brown’s analytic method converges componentwise at
least as fast as Newton’s analytic method (see [7]); he also obtained a partial result regarding the
discretised versions of both methods (see [7]) and conjectured that his “more general result for the
analytic methods also reNects the behaviour of the derivative-free methods”. The aim of the present
paper is to give an operative solution to this query.
The main result in the paper is that for a general F in the MNT context, certain assumptions
imply that convergence for the analytic Brown iterations is componentwise strictly faster than for the
analytic Newton iterations; as a consequence, similar conclusions do hold for the discretised iterations.
On the other hand, if those assumptions are not ful4lled, discretised Newton iterates may converge
faster than discretised Brown iterates, thus barring expectations of a general comparison theorem for
discretised iterations similar to the one valid for analytic iterations. However, such situations can
normally be dealt with by conveniently changing the initial point, so that our suIcient conditions
are satis4ed. This will be illustrated with an example. In proving the main result it is shown as
a byproduct, that the discretised iterates in the almost linear case are the same for both methods,
provided that their di7erential increments coincide at each iteration.
The results presented here complement, and in some cases improve, those obtained by Frommer
in [6,7]; they include the corresponding conclusions for the Brown–Fourier iterates, whose role with
respect to Brown iterations is analogous to the one played by the Newton–Fourier iterates with
respect to Newton iterations.
To achieve the stated aims, the focus has been shifted back to the original algorithm implementing
Brown’s method; it will become apparent that it is very useful for analysis. Also, irreducibility of
the Jacobian matrices plays a central role in the paper, because it is a natural hypothesis in the
applications and it allows to simplify several proofs.
As to the outline of the paper, the next section reviews the MNT as well as some of its implica-
tions, while in the third one some features of Brown’s method are examined; as a consequence, the
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results in [6] are improved and extended. The fourth section draws upon the previous two and con-
tains the main results. These are numerically illustrated in the following section with Chandrasekhar’s
equation.
2. The monotone Newton theorem
It is assumed throughout the section that x0 and y0 are given in D satisfying x06y0 (resp.
x0¡y0), i.e., x0i 6y
0
i (resp. x
0
i ¡y
0
i ), 16 i6 n, and
F(x0)6 06F(y0):
For convex F , any 4rst analytic Newton iterate produces such an y0 whereas in many situations it
is thereafter easy to obtain x0 as well [15], as for instance when F = A+ , with A a nonsingular
M -matrix and  a convex (diagonal) mapping. We denote
〈x0; y0〉:={y∈Rn: x06y6y0} ⊂ D:
F is supposed to be order convex, i.e., if x and y are in D and x6y, then F(x+(1−)y)6 F(x)+
(1− )F(y) for all 06 6 1. Recall that the Jacobian matrix function F ′ is isotone, if
x6y implies F ′(x)6F ′(y);
and that if F ′ is isotone, then F is order convex.
Suppose that mappings Pk; Qk : 〈x0; y0〉 → L(Rn) are given such that Pk(y) and Qk(y) are non-
negative subinverses of F ′(y) whenever y∈ 〈x0; y0〉, and de4ne
yk+1:=yk − Pk(yk)F(yk); k = 0; 1; : : : ; (2.1)
xk+1:=xk − Qk(yk)F(xk); k = 0; 1; : : : : (2.2)
Theorem 2.1. Sequence (2.1) is well de1ned and it satis1es
yk ↓ y∗ ∈ 〈x0; y0〉:
If F ′ is isotone in 〈x0; y0〉; then xk ↑ x∗6y∗; as k →∞. The iterates satisfy F(xk)6 06F(yk).
If moreover; there exist nonsingular matrices P and Q such that
06P6Pk(yk) and 06Q6Qk(xk)
then
x∗ = y∗ and F(y∗) = 0
Finally; if it is also assumed that F ′(y) is nonsingular and (F ′(y))−1 is nonnegative whenever
y∈ 〈x0; y0〉; and if it is set
Qk(yk):=Pk(yk):=F ′(yk)−1; (2.3)
then there exists a constant c such that
‖yk+1 − xk+1‖6 c‖yk − xk‖2; k = 0; 1; : : : :
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Proof. See 13.3 in [15].
Remark 2.2. For n= 1; the iterates (2.2) with choice (2.3) were proposed by Fourier; the theorem
above with the choice (2.3) seems to have been 4rst proved in [16]. In the present context the
Fourier iterates have apparently been analysed 4rst by Baluev [2]; and then; more thoroughly and
leading to the theorem above in [15] (see also [14]). Theorem 2.1 will be referred to as the MNT.
The hypotheses in this theorem are often satis4ed when (1.1) is the system resulting from the
discretisation of mildly nonlinear elliptic problems; nonlinear boundary value problems; and integral
equations of Hammerstein type as well as Chandrasekhar’s equation (see [15;1]).
It will be assumed throughout that F ′(y) is a nonsingular M -matrix, for each y∈D (see [3] or
[20] for standard properties of M -matrices).
Corollary 2.3. Suppose that F ′(y) is irreducible whenever y∈D. Then; with the choice (2.3)
it follows that:
(i) If F(yk) =0; then yk+1¡yk .
(ii) If F(xk) =0; then xk ¡xk+1.
Consider h0 ∈R; h0¿ 0, such that
y + h0e∈D whenever y∈ 〈x0; y0〉; e := (1; : : : ; 1)t :
De4ne, for 0¡h6 h0; F(y; h) in L(Rn) by
F(y; h)i; j := jfi(y; h) :=
1
h
[fi(y + hej)− fi(y)]; 16 i; j6 n;
where e j denotes the jth unit coordinate vector.
Lemma 2.4. The following hold:
(i) F ′(y)6 F(y; h)6F ′(y + he) for y∈ 〈x0; y0〉.
(ii) F(y; h) is a nonsingular M -matrix.
(iii) If F ′ is isotone; then F(x; h)6 F(y; h) for x; y∈ 〈x0; y0〉; x6y.
(iv) If 0¡h6 h′; then F(y; h)6 F(y; h′) for y∈ 〈x0; y0〉.
(v) If F ′(y0) is irreducible; then there exists h′0¿ 0 such that if 0¡h6 h′0 then F(y; h) is
irreducible for all y∈ 〈x0; y0〉.
Proof. (i) and (ii) are straightforward; by taking into account the order convexity of F and that
F ′(y) is a nonsingular M -matrix.
(iii) The conclusion is implied by the isotonocity of F ′, when applied in
jfi(y; h) =
∫ 1
0
@jfi(y + thej) dt: (2.4)
(iv) Apply the same argument as in (iii).
(v) Since 0¡ (F ′(y0))−16 (F ′(y))−1, whenever y∈ 〈x0; y0〉, the conclusion easily follows.
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Set now in (2.1) and (2.2) for 0¡hk6 h0,
Qk(yk) :=Pk(yk) := F(yk; hk) (2.5)
and
yk+1N :=y
k
N − F ′(ykN )−1F(ykN ); (2.6)
xk+1N := x
k
N − F ′(ykN )−1F(xkN ): (2.7)
Lemma 2.5. With the notation in (2.6); (2.7); the following hold; where c1 and C are convenient
constants:
(i) xk6 xkN6y
∗6ykN6yk; k = 0; 1; : : :
(ii) ‖yk+1 − xk+1‖6 c1[‖yk − xk‖hk + ‖yk − xk‖2]; k = 0; 1; : : :
(iii) If for some d; |hk |6d‖F(yk)‖; then ‖yk+1 − xk+1‖6C‖yk − xk‖2.
Proof. While (i) easily follows from Lemma 2.4; (ii) and (iii) are standard facts (see [10]).
Remark 2.6. Note that even with n = 1; it is essential for the results above; to deal with forward
di7erences.
3. Brown’s method
While both Newton’s analytic and discretised methods are one point stationary methods, Brown’s
method goes through the equations in (1.1) in a Gauss–Seidel-like manner in order to produce a
new approximation to their solution. In the terminology of [19] it is a multipoint iteration function.
If, as before, y0 denotes the starting point, the following algorithm produces the 4rst analytic Brown
iterate y1.
Step 1: Set Qy 0 :=y0; i := 1 and F1(y) := (f1; j(y)) := (fj(y)).
Step 2: Consider a 4rst order Taylor development of fi; i centred at Qy 0, equate it to 0 and solve
for yi, the resulting identity being yi = gi(yi+1; : : : ; yn).
Step 3: De4ne the (i + 1)th reduced system
Fi+1(yi+1; : : : ; yn) := (fi+1; j(yi+1; : : : ; yn)) = 0;
by
fi+1; j(yi+1; : : : ; yn) :=fi;j(gi(yi+1; : : : ; yn); yi+1; : : : ; yn); for i + 16 j6 n:
Step 4: If i + 1¡n, set i := i + 1; Qy 0 := (y0i+1; : : : ; y
0
n), and start over again with step 2.
Step 5: Consider a 4rst order Taylor development of Fn = fn;n centred at y0n, equate it to 0 and
call its solution y1n.
Step 6: For i = n− 1 to 1 de4ne y1i := gi(y1i+1; : : : ; y1n).
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Remark 3.1. It has been implicitly assumed that (1.1) is such that the coeIcients of yi in steps
2 and 5 do not vanish. If (1.1) has a solution y∗; F ′ is nonsingular at y∗ and y0 is suIciently
close to y∗; that assumption can be set aside with the introduction of pivoting at step 2 (see [5]).
However; in the context of the MNT; no pivoting is needed; as will become apparent later on.
The discretised version of Brown’s method is obtained by the substitution of di7erence quotients
for derivatives in the Taylor developments; these di7erence quotients, as de4ned in the previous
section, usually employ a 4xed hk =0 throughout the kth iteration; as with Newton’s method, it is
essential for the results presented here that hk ¿ 0, which will be assumed in the sequel. Notice
also that there is another implicit assumption in step 2, namely that the functions fi; i are de4ned in
a convenient neighbourhood of Qy 0. It will become evident that in the context of the MNT, these
successive assumptions are automatically satis4ed. Accordingly, it will be implicitly assumed that
the algorithm can always be carried out.
As mentioned in the introduction, the early implementations of the algorithm led to an operational
count of O(n4) operations per iteration. Later on, with a better implementation only O(n3) operations
per iteration were required [9,4]. This latter implementation follows the lines set in [17] to describe
both Brown’s and Brent’s methods (see also [18]), and is the one used in [6,7].
Recall that for a general F the analytic version also requires at each step the calculation and eval-
uation of n2 derivative functions, besides n scalar function evaluations, while the discretised version
requires a total of (n2 + 3n)=2 scalar function evaluations (see [17,18]). Also, discretised Brown
iterations attain the quadratic behavior of the analytic iterations [5] with the choice hk6C‖F(yk)‖
(see [17,18]), which also ensures quadratic convergence of discretised Newton iterations.
Lemma 3.2. In the analytic case Brown’s method produces y1 such that
f′i; i( Qy
0)( Qy 1 − Qy 0) =−fi; i( Qy 0); 16 i6 n; (3.1)
whereas in the discretised case; (3.1) holds with substitution of discretised gradients for the gradi-
ents.
Proof. It easily follows by mathematical induction.
Lemma 3.3. Suppose one step of Brown’s method has been carried out.
(i) In the discrete case F2 satis1es
@jf2; i(g1( Qy); Qy) = @jfi(g1( Qy); Qy)− jf1(y
0)
1f1(y0)
@1fi(g1( Qy); Qy);
for 26 i6 n; 26 j6 n;
while in the analytic case jf1(y0) and 1f1(y0) are replaced by @jf1(y0) and @1f1(y0), respec-
tively.
(ii) If F is almost linear, then F2 is almost linear as well and in the discrete case, it also satis1es
jf2; i( Qy; h) = jfi(g1( Qy); Qy)− jf1(y
0)
1f1(y0)
1fi(g1( Qy); Qy):
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(iii) If F is order convex, then F2 is order convex too.
(iv) If F ′ is isotone, then F ′2 is isotone as well.
In [6], Frommer introduces the class C, namely F ∈C if it is order convex and if, whenever
z1¿ z2¿ · · ·¿ zn are in D, then the matrix of gradients

f′1(z
1)
...
f′n(z
n)

 (3.2)
is a nonsingular M -matrix. We consider here the more, formally at least, general class C(y0) of
those functions F that are order convex and such that (3.2) is a nonsingular M -matrix whenever
y0¿ z1¿ z2¿ · · ·¿ zn; zi ∈D.
Theorem 3.4. Suppose that F ∈C(y0). Then the following hold:
(i) F2 is in the class C( Qy 0) on the convex domain D2 := {z=(g1(z); z)∈D}.
(ii) If F(y0)¿ 0; then F2( Qy 0)¿ 0 as well; y16y0 and F(y1)¿ 0.
(iii) If moreover F ′(y) is always irreducible and F(y0) =0; then y1¡y0.
Proof. Only the discretised version will be considered.
(i) Consider Qy 0¿ z2¿ · · ·¿ zn; zi ∈D2; clearly the matrix

f1(y0; h)
f′2(g1(z
2); z2)
...
f′n(g1(z
n); zn)

 ;
where f1(y0; h) := (1f1(y0; h); : : : ; nf1(y0; h)) is the discretised gradient of f1, is a nonsingular
M -matrix. Thus, by de4ning
M :=


1 0 0 : : : : : : 0
−m2;1 1 0 : : : : : : 0
−m3;1 0 1 . . .
...
...
...
. . . . . . . . .
...
...
...
. . . 1 0
−mn;1 0 : : : : : : 0 1


;
with
mi;1 :=
@1fi(g1(zi); zi)
1f1(y0; h)
; 26 i6 n;
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it follows that
M


f1(y0; h)
f′2(g1(z
2); z2)
...
f′n(g1(z
n); zn)

=


1f1(y0; h) : : : : : : nf1(y0; h)
0 @2f2;2(z2) : : : @nf2;2(z2)
...
...
...
...
0 @2f2; n(zn) : : : @nf2; n(zn)

 :
This last equality implies that F2 is in the class C( Qy 0) (see the proof in [13, Lemma 3.3]).
(ii) If F(y0)¿ 0, the order convexity implies for 26 i6 n, that
f2; i( Qy 0) = fi(g1( Qy 0); Qy 0) = fi(g1( Qy 0); Qy 0)− fi(y0) + fi(y0)
¿ @1fi(y0)(g1( Qy 0)− y01) + fi(y0)¿fi(y0)¿ 0:
Notice as above, that fi; i( Qy 0)¿ 0, and recall that
gi(yi+1; : : : ; yn) = y0i −
1
ifi; i( Qy 0; h)

fi; i( Qy 0) + n∑
j=2
jfi; j( Qy 0; h)(yj − y0j )

 :
Since
y1n = y
0
n −
fn;n(y0n)
fn;n(y0n; h)
6y0n;
it follows inductively for n− 1¿ i¿ 1 that
y1i = gi(y
1
i+1; : : : ; y
1
n)6 gi(y
0
i+1; : : : ; y
0
n)6y
0
i :
Now, from the discretised version of Lemma 3.2
f1(y1) = f1(y1)− f1(y0) + f1(y0)¿f′1(y0)(y1 − y0) + f1(y0)
¿ f1(y0)(y1 − y0) + f1(y0) = 0:
Analogously, isotonocity of fi; i and Lemma 3.2 imply that
fi(y1) = fi; i( Qy 1)¿ fi; i( Qy 0)( Qy 1 − Qy 0) + fi; i( Qy 0) = 0:
(iii) Note 4rst that, since F ′(y0) is irreducible, then g1 is strictly isotone, namely
g1(z)¡g1(w); if z¡w:
Also, from the proof of (i), it follows that F ′2( Qy
0) is irreducible.
Now, from
f2; i( Qy 0)¿ @1fi(y0)
(
− f1(y
0)
1f1(y0)
)
+ fi(y0)¿fi(y0)¿ 0; 26 i6 n;
it follows that F2( Qy 0) = 0 would imply F(y0) = 0, whence F2( Qy 0) =0.
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Inductively, it is thus obtained that gi is strictly isotone, that F ′i+1( Qy
0) is irreducible and that
Fi+1( Qy 0) =0, for 16 i6 n− 1. Thus fn;n(y0n)¿ 0, so that
y1n ¡y
0
n;
and
y1i = gi( Qy
1)¡gi( Qy 0)6y0i ; n− 1¿ i¿ 1:
Remark 3.5. Notice that if F ′ is isotone and F ′(y0) is irreducible; then F ′(y) is irreducible whenever
y6y0.
Corollary 3.6. Assume all the hypotheses in the preceding theorem and that F ′ is isotone. The
following conclusions hold:
(i) yk+16yk and F(yk)¿ 0 for k¿ 0.
(ii) If F ′(y) is always irreducible; then; for each k; either F(yk) = 0 or yk+1¡yk .
(iii) If there exists x0 such that F(x0)6 0; then x06yk .
(iv) Assume that y∗ = lim yk exists and that there exist bi; 16 i6 n; such that @ifi; i( Qy k)6 bi
or ifi; i( Qy k; hk)6 bi in the case of discrete iterations. Then lim F(yk) = 0; i.e.; F(y∗) = 0 if
y∗ ∈D.
Proof. (i) and (ii) are immediate consequences of the preceding theorem; while (iii) follows from
the results in [8]. As for (iv); the same arguments applied in [6] hold here as well; they can be
simpli4ed by taking into account the theorem.
Remark 3.7. The conclusions in the corollary above; excluding (ii); have been proved by Frommer
for F ∈C (see [6]). Some of the features in the new proofs; as well as (ii); will be used to prove
the main results in this paper.
From now on, all the hypotheses in the MNT will be assumed. In [6], a Fourier-like term is
introduced for Brown’s method, similar to the one in (2.2) for Newton’s method. To de4ne it in
the context of Brown’s original algorithm, the following complementary steps are required in the
algorithm above for the analytic (resp. discretised) version:
(1′). Set Qx 0 := x0 (i = 1) and F−1 (x) = (f
−
1; j(x)) := (fj(x)) = F(x).
(2′). Consider the aIne approximation lf−i; i of f
−
i; i centred at Qx
0 with the (resp. discretised) gradient
values of fi; i at Qy 0 and solve for xi, i.e.,
xi = g−i (xi+1; : : : ; xn):
(3′). De4ne the (i + 1)th reduced lower system
QF−i+1(xi+1; : : : ; xn) = 0; by
f−i+1; j(xi+1; : : : ; xn) :=f
−
i; j(g
−
i (xi+1; : : : ; xn); xi+1; : : : ; xn); i + 16 j6 n:
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(4′). If i + 1¡n, set i := i + 1; Qx0 := (x0i+1; : : : ; x0n), and go to step 2′.
(5′). Consider a 4rst order approximation of f−n;n at x0n, with the slope given by @nfn;n( Qy 0) (resp.
by nfn( Qy 0)), equate it to 0 and call its solution x1n.
(6′). For i = n− 1 to 1 de4ne x1i := g−i (x1i+1; : : : ; x1n).
Remark 3.8. In all that follows the terms de4ned above will be called (Brown–)Fourier iterates.
Lemma 3.9. The 1rst discretised Brown–Fourier iterate x1 satis1es
fi; i( Qy 0)( Qx1 − Qx0) =−f−i; i( Qx0); 16 i6 n: (3.3)
Corollary 3.10. The Brown–Fourier iterates satisfy:
(i) xk6 xk+16y∗; and F(xk)6 0.
(ii) If F ′(y) is always irreducible; then; for each k; either xk = y∗ or xk ¡xk+1.
Proof. (i) The proof is very similar to that of Theorem 3.4; so that it is only sketched. By noting
that
g−1 ( Qx) = x
0
1 −
1
1f1(y0)

f1(x0) + n∑
j=2
jf1(y0)(xj − x0j )

 ;
it follows that for 26 i6 n;
f−2; i( Qx
0) = fi(g−1 ( Qx
0); Qx0) = fi(g−1 ( Qx
0); Qx0)− fi(x0) + fi(x0)
6 @1fi(g−1 ( Qx
0); Qx0)(g−1 ( Qx
0)− x01) + fi(x0)6fi(x0)6 0:
A simple induction argument and Lemma 3.9 now imply that f−i; i( Qx0)6 0; for i6 n; in order to
prove that x06 x1; note that x1 − x0 is the solution of the upper triangular system (3.3); which
has the same coeIcients as (3.1); the proof of Theorem 3.4 yields that its matrix is a nonsingular
M -matrix; i.e.; its diagonal terms are positive and the o7-diagonal terms are nonpositive while now
the data are nonnegative.
(ii) It follows as in the proof of Theorem 3.4(iii), that f−n;n( Qx0) =0. Thus, since the irreducibility
hypothesis implies that the coeIcient matrix in (3.3) has in every row a nonvanishing term outside
the diagonal, the conclusion is straightforward.
Corollary 3.11. If F ′(y) is always irreducible; then the following hold:
(i) F(y0) = 0 if and only if F2( Qy 0) = 0.
(ii) F(x0) = 0 if and only if F−2 ( Qx
0) = 0.
Proof. (i) From Lemma 3.4(iii) and its proof it clearly follows that F(y0) =0 implies F2( Qy 0) =0.
Now; if F2( Qy 0) =0; from the same proof one obtains that y16y0 and y1 =y0; and since F(y1)¿ 0
yields y∗6y1; the conclusion is that F(y0) =0.
(ii) It follows as (i) in the proof of Corollary 3.10.
J.P. Milaszewicz / Journal of Computational and Applied Mathematics 150 (2002) 1–24 11
Remark 3.12. Note that the meaning of the previous corollary is interesting even when the function
F is aIne linear. Also; it plays a crucial role in the proof of Theorem 4.7.
The results described so far provide a proof to the following theorem whose 4rst part was proved
in [6].
Theorem 3.13. The (analytic and discretised) Brown and Brown–Fourier iterates (yk) and (xk)
satisfy
(i) xk6 xk+16y∗6yk+16yk and lim xk = y∗ = lim yk .
(ii) If F ′ is isotone and F ′(y0) is irreducible; yk =y∗ implies yk+1¡yk; while xk =y∗ implies
xk ¡xk+1.
In all that remains of the section we analyse some aspects of the Brown iterates with the following
provisos; in case F is almost linear, then both analytic and discretised iterations are considered. For
a general F satisfying the MNT hypotheses, only analytic iterations are considered. The notation
corresponds to the discrete case.
Consider the modi4ed system generated by step 2, i = 1, in Brown’s method
(LF1)(y) = 0; (3.4)
where it has been set
(LF1)1(y) := lf1(y) :=f1(y0) + f1(y0)(y − y0)
(LF1)i(y) :=fi(y); 26 i6 n:
Lemma 3.14. If F(x)6 0; then (LF1)(x)6 0.
Proof. Since necessarily x6y∗ (see [8]); the order convexity yields
lf1(x) = f1(y0) + f1(y0)(x − y0)6f1(y0) + f′1(y0)(x − y0)6f1(x)6 0:
Corollary 3.15. There exists a unique y∗;1 such that
y∗6y∗;16y0 and (LF1)(y∗;1) = 0:
Proof. It follows by applying the MNT to (3.4) with starting interval 〈y∗; y0〉; and by also taking
into account that for y6y0
F ′(y)6 (LF1)′(y);
which implies that (LF1)′(y) is a nonsingular M -matrix as well.
Corollary 3.16. If (LF1)(x)6 0; then x6y∗;1; and if (LF1)(y)¿ 0; then y¿y∗;1.
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Recall that
g1( Qy) = y01 −
1
1f1(y0)

f1(y0) + n∑
j=2
jf1(y0)(yj − y0j )

 ;
whence it clearly follows that
y∗;11 = g1( Qy
∗;1);
and also that (3.4) is equivalent to
y1 − g1( Qy) = 0;
together with the reduced system
F2( Qy) = 0: (3.5)
The solution of the reduced system (3.5) is Qy ∗;1.
Theorem 3.17. The reduced system (3.5) satis1es all the hypotheses of the MNT with respect to
the starting interval 〈 Qy ∗; Qy 0〉. If F ′(y0) is irreducible; then F2( Qy 0; h) is irreducible too for h
conveniently small; depending on 〈x0; y0〉.
Proof. Notice 4rst that; g1 being isotone; F ′2 and F2 are isotone as well. Note also that if F ′(y0)
is irreducible; then g1 is strictly isotone; i.e.;
if Qx¡ Qy; then g1( Qx)¡g1( Qy):
Now y01¿ g1( Qy
0) yields
fj(y0)− f2; j( Qy 0) = @1fj(y01 − g1( Qy 0))6 0;
which implies that f2; j( Qy 0)¿ 0; for 26 j6 n. Note now that by applying Lemma 3.14 in the
identity
y1 − g1( Qy) = 11f1(y0) lf1(y);
it follows that y∗16 g1( Qy
∗); as a consequence; for 26 j6 n;
f2; j( Qy ∗) = f1; j(g1( Qy ∗); Qy ∗) = f1; j(g1( Qy ∗); Qy ∗)− f1; j(y∗)
6 @1f1; j(g1( Qy ∗); Qy ∗)(g1( Qy ∗)− y∗1 )6 0:
In this way, Brown’s method can be considered as a dimension reduction method that preserves
the hypotheses in the MNT.
4. Brown and Newton iterations compared
Throughout the section, all the hypotheses in the MNT are assumed and the increments in the 4nite
di7erence quotients are the same within each discretised iteration of both Brown’s and Newton’s
methods.
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Lemma 4.1. The following propositions hold for 16p6 n− 1:
(i) g−p ( Qy)6 gp( Qy).
(ii) jf−p+1; i( Qy)6 jfp+1; i( Qy); p+ 16 i; j6 n.
(iii) fp+1; i( Qy)6f−p+1; i( Qy); p+ 16 i6 n.
Proof. The proof proceeds inductively; and only its 4rst step is shown.
(i) Notice that
f1(y0)− f1(x0)6f′1(y0)(y0 − x0)6 f1(y0)[(y − x0)− (y − y0)];
whence
−[f1(x0) + f1(y0)(y − x0)]6− [f1(y0) + f1(y0)(y − y0)]:
Consequently,
g−1 (y2; : : : ; yn)6 g1(y2; : : : ; yn):
(ii) Recalling (2.4), that f−2; i( Qy) = f1; i(g
−
1 ( Qy); Qy), f2; i( Qy) = f1; i(g1( Qy); Qy), and that @jg
−
1 =
@jg1¿ 0, the conclusion is implied by (i) and isotonicity.
(iii) Order convexity and (i) imply that for 26 i6 n,
f−2; i( Qy) = fi(g
−
1 ( Qy); Qy) = fi(g
−
1 ( Qy); Qy)− fi(g1( Qy); Qy) + fi(g1( Qy); Qy)
= (@1fi)(g−1 ( Qy)− g1( Qy)) + fi(g1( Qy); Qy)
¿fi(g1( Qy); Qy) = f2; i( Qy):
(iv) Let us 4nally notice that
f−2;2( Qy
0)− f−2;2( Qx0)6 f−2;2( Qy 0)( Qy 0 − Qx0)
6 f2;2( Qy 0)( Qy 0 − Qx0)
= f2;2( Qy 0)[( Qy − Qx0)− ( Qy − Qy 0)]:
Now, by applying (iii), and proceeding as in the proof of (i) above, it follows that
g−2 (y3; : : : ; yn)6 g2(y3; : : : ; yn):
Lemma 4.2. The Brown–Fourier data satisfy the following inequalities:
f−p+1; i( Qx
0)6f−p; i( Qx
0)− pfp; i( Qy
0)
pfp;p( Qy 0)
f−p;p( Qx
0); 26p+ 16 i6 n;
where it has been de1ned f−1; i :=fi; 16 i6 n.
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Proof. The previous lemma yields the conclusion in the following way:
f−p+1; i( Qx
0) = f−p; i(g
−
p ( Qx
0); Qx 0)
= f−p; i(g
−
p ( Qx
0); Qx 0)− f−p; i( Qx 0) + f−p; i( Qx 0)
6 @pf−p; i(g
−
p ( Qx
0); Qx 0)
(
− f
−
p;p( Qx
0)
pfp;p( Qy 0)
)
+ f−p; i( Qx
0)
6 @pfp; i(g−p ( Qx
0); Qx 0)
(
− f
−
p;p( Qx
0)
pfp;p( Qy 0)
)
+ f−p; i( Qx
0)
6 @pfp; i( Qy 0)
(
− f
−
p;p( Qx
0)
pfp;p( Qy 0)
)
+ f−p; i( Qx
0):
Starting with 〈x0; y0〉, y1B and y1N denote, respectively, the 4rst Brown and Newton (discretised)
iterates, while x1B and x
1
N are the corresponding Fourier iterates. The proof in the next theorem
employs an argument from Theorem 3.9 in [13].
Theorem 4.3. Suppose that for h¿ 0; F satis1es for 26 k6 n the equalities
jfk; i( Qy; h) = jfk−1; i(gk−1( Qy); Qy)− jfk−1; k−1( Qy
0)
k−1fk−1; k−1( Qy 0)
k−1fk−1; i(gk−1( Qy); Qy):
Then the following inequalities hold for the 1rst discretised iterates:
x1N6 x
1
B6y
∗6y1B6y
1
N : (4.1)
Proof. Mathematical induction on n will 4rst be applied to establish the comparison for the Brown
and Newton iterates. Notice that the hypotheses are an extension of the conclusion in Lemma 3.3(ii).
Clearly (4.1) is trivially true for n= 1. Recall now that Qy1B = (y
1
2 ; : : : ; y
1
n) is the 4rst Brown iterate
generated by Qy 0 = (y02 ; : : : ; y
0
n) for the reduced system (3.5). The inductive hypothesis yields
Qy ∗6 Qy ∗;16 Qy1B6 ( Qy
0)1N := Qy
0 − (F2( Qy 0))−1F2( Qy 0):
Notice 4rst that if M is de4ned as in Theorem 3.4 but with
mi;1 :=
1fi(g1( Qy 0); Qy 0)
1f1(y0)
;
then; taking into account the hypotheses; it follows that
M(LF1)(g1( Qy 0); Qy 0) =


1f1(y0) : : : : : : nf1(y0)
0
... F2( Qy 0)
0

 : (4.2)
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Thus matrix inversion in (4.2) yields for i¿ 2 that
(( Qy 0)1N )i = y
0
i −
n∑
j=2
(F2(y0))−1i; j fj(g1( Qy
0); Qy 0)
= y0i −
n∑
j=2
((LF1)(g1( Qy 0); Qy 0))−1i; j fj(g1( Qy
0); Qy 0)
= y0i −
n∑
j=1
((LF1)(g1( Qy 0); Qy 0))−1i; j (LF1)j(g1( Qy
0); Qy 0):
On the other hand; LF1 being order convex; it yields
(LF1)(y0)− (LF1)(g1( Qy 0); Qy 0))6 (LF1)′(y0)(y0 − (g1( Qy 0); Qy 0)): (4.3)
But since (LF1)′(y0)6 (LF1)(y0) = F(y0); it follows
(LF1)′(y0)(y0 − (g1( Qy 0); Qy 0))6 (LF1)(y0)(y0 − (g1( Qy 0); Qy 0)); (4.4)
whence
(g1( Qy 0); Qy 0)− ((LF1)(y0))−1(LF1)(g1( Qy 0); Qy 0)6y1N : (4.5)
Since from Lemma 2.4;
(LF1)(g1( Qy 0); Qy 0)6 (LF1)(y0); (4.6)
and from Theorem 3.17; (LF1)(g1( Qy 0); Qy 0)¿ 0; (4.6) applied in (4.5) implies
(g1( Qy 0); Qy 0)− ((LF1)(g1( Qy 0); Qy 0))−1(LF1)(g1( Qy 0); Qy 0)6y1N : (4.7)
From (4.7) it now follows that
( Qy 0)1N6 Qy
1
N : (4.8)
The inductive hypothesis and (4.8) yield
( Qy 0)1B = Qy
1
B6 Qy
1
N : (4.9)
Now recall that by applying the MNT to (3.4) it follows that lf1(y1N )¿ 0; which implies
g1( Qy1N )6 (y
1
N )1: (4.10)
It is apparent now that (4.9); (4.10) and (4.7) imply
(y1B)1 = g1( Qy
1
B)6 g1( Qy
1
N )6 (y
1
N )1;
which combined again with (4.9) 4nally gives
y1B6y
1
N :
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Consider now the Fourier iterates. Mathematical induction is also applied here; but in a somewhat
di7erent way; its 4rst step is shown; whence it is easy to formulate the general step. Denote
xN 1(1) := x
1
N = x
0 − F(y0)−1F(x0): (4.11)
Recall now that
(LF1)(g1( Qy 0); Qy 0)6 F(y0); (4.12)
and if M is as in (4.2) while
MN (1) :=


1 0 0 : : : : : : 0
−m12;1 1 0 : : : : : : 0
−m13;1 0 1
. . .
...
...
...
. . . . . . . . .
...
...
...
. . . 1 0
−m1n;1 0 : : : : : : 0 1


with
m1i;1 :=
1fi(y0)
1f1(y0)
; 26 i6 n;
then from (4.12) it follows that
M(LF1)(g1( Qy 0); Qy 0)6MN (1)F(y0); (4.13)
because; for 26 i; j6 n;
jfi(g1( Qy 0); Qy 0)− 1fi(g1( Qy
0); Qy 0)
1f1(y0)
jf1(y0)6 jfi(y0)− 1fi(y
0)
1f1(y0)
jf1(y0):
From inequality (4.13) it also easily follows that
F(y0)−16 (M(LF1)(g1( Qy 0); Qy 0))−1MN (1); (4.14)
which; when applied in (4.11); yields
x1N (1)6 x
0 − (M(LF1)(g1( Qy 0); Qy 0))−1MN (1)F(x0);
so that by applying (4.2) and Lemma 4.2; it results
Qx1N (1)6 x
1
N (2) := Qx
0 − F2(y0)−1F−2 ( Qx0): (4.15)
The proposition to be proved along the same lines is that for 16p6 n− 1;
Qx1N (p)6 x
1
N (p+1) := Qx
0 − Fp+1(y0)−1F−p+1( Qx0): (4.16)
The induction is carried on by taking the de4ning equality in (4.16) as the new starting point in
(4.11). Recall now that
x1N (n) = (x
1
B)n (4.17)
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and that for 16p6 n− 1;
(x1B)p = g
−
p ( Qx
1
B) = g
−
p ((x
1
B)p+1; : : : ; (x
1
B)n): (4.18)
Since from (4.16)
Qx1N (n−1)6 x
1
N (n); (4.19)
(4.17) and (4.18) imply that
(x1N (n−1))n−1 = g
−
n−1( Qx
1
N (n−1))6 g
−
n−1(x
1
N (n)) = (x
1
B)n−1: (4.20)
So that summing up (4.19) and (4.20)
x1N (n−1)6 Qx
1
B:
Thus; inductively backwards;
x1N (p)6 Qx
1
B; n− 1¿p¿ 1;
so that the 4nal result is
x1N6 x
1
B:
Corollary 4.4. The following propositions hold for an F satisfying the MNT hypotheses:
(i) Assume F to be almost linear and consider its discretised Brown and Newton iterates, with
the same incremental step h¿ 0. Then they satisfy
x1N = x
1
B and y
1
B = y
1
N :
(ii) For a general F its analytic Brown and Newton iterates satisfy (4.1).
Proof. (i) Clearly F satis4es the hypotheses in the previous theorem; so that it is only necessary to
notice that inequalities (4.3)–(4.6) are equalities in the almost linear case; which easily yields the
conclusion.
(ii) It is easy to see that the proof of the theorem is also valid if one substitutes analytic iterates
for discretised ones, because the corresponding analytic hypotheses are always true.
Remark 4.5. The corollary’s (ii) part has been proved in [7]; but the present proof enables one to
obtain the strict inequalities in the next theorem.
In the rest of the section it will be assumed that n¿ 1. The notation in (3.4) is extended now as
follows, for 26 i6 n− 1
(LFi)( Qy) = 0;
where
(LFi)i( Qy) := lfi; i( Qy) :=fi; i( Qy 0) + fi; i( Qy 0)( Qy − Qy 0)
(LFi)j( Qy) :=fi;j( Qy); i ¡ j6 n:
Also the following lemma is needed. The notion of regular splitting is employed as in [20].
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Lemma 4.6. Let A= B− D be a regular splitting of A; A =B; with A−1¿ 0 and B−1¿ 0. Then
A−1¿B−1:
Proof. Notice 4rst that
A= B− D = B(I − B−1D);
so that (I − B−1D) is invertible. Moreover; Theorem 3.13 in [20] can be applied so that B−1D has
its spectral radius smaller than 1. Thus
(I − B−1D)−1 =
∞∑
p=0
(B−1D)p¿ 0;
which applied in
A−1 = (I − B−1D)−1B−1 = (I + B−1D + (B−1D)2(I − B−1D)−1)B−1;
yields
A−1 = (I − B−1D)−1B−1¿B−1 + B−1DB−1: (4.21)
On the other hand; since D =0; one gets that B−1DB−1¿ 0; which applied in (4.21) implies the
conclusion.
In the following theorem, analytic iterations are considered and the functions gi are modi4ed
accordingly by taking derivatives instead of incremental quotients.
Theorem 4.7. Let F satisfy the hypotheses in the MNT and also that F ′(y) is always irreducible.
Then the following hold:
(i) If for some 16 i6 n − 1; fi; i( Qy 0) =0 (resp: fi; i( Qx0) =0) and for some i¡ j6 n; @ifi; j is
strictly increasing; then
y1B ¡y
1
N (resp: x
1
N ¡x
1
B):
(ii) The same conclusion holds if fi; i( Qy 0) =0 (resp: fi; i( Qx0) =0) and
(LFi)′(gi( Qy 0); Qy 0) =(LFi)′( Qy 0): (4.22)
Proof. (i) For simplicity; assume i=1 and notice that one gets that the 4rst columns in the Jacobian
matrices corresponding to (4.6) are di7erent. The conclusion follows now easily from the proof of
Theorem 4.3 and the preceding lemma.
(ii) The proof will be done for i= 1, because its extension to the general case is straightforward
by taking into account Corollary 3.11 and that the functions gi are strictly isotone.
Thus, the hypotheses (4.22), because of the previous lemma, imply that the inequality in (4.5) is
strict; this in turn implies that the inequality in (4.7) is strict too, which yields the strict inequality
for the Brown and Newton iterates.
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As for the Fourier iterates, note 4rst that both terms in inequality (4.13) are nonsingular M -matrices
whose inverses have the same block structure, i.e.,
(M (LF1)′(g1( Qy 0); Qy 0))−1 =

 1@1f1(y0) vB
0 (F ′2( Qy
0))−1


and if(
@1f1(y0) : : :
0 FN (2)
)
:=MN (1)F ′(y0);
then
(MN (1)F ′(y0))−1 =

 1@1f1(y0) vN
0 (FN (2))−1

 :
From (4.12) now it follows, as (4.13), that FN (2)( Qy 0) =F ′2( Qy 0); hence, irreducibility implies that
0¡ (FN (2))−1¡ (F ′2( Qy
0))−1: (4.23)
Since
vN =− 1@1f1(y0)(@2f1(y
0); : : : ; @nf1(y0))F−1N (2);
while
vB =− 1@1f1(y0)(@2f1(y
0); : : : ; @nf1(y0))(F ′2(y
0))−1:
and since for some j; @jf1(y0)¡ 0, it follows from (4.23) that
0¡vN ¡vB:
Thus, now
(F ′(y0))−1 = (MN (1)F ′(y0))−1MN (1)¡ (M (LF1)′(g1( Qy 0); Qy 0))−1MN (1);
because for some i; @1fi(y0)¡ 0. Hence the inequality in (4.15) is strict, as F(x0) =0, and now it
easily follows that
x1N ¡x
1
B:
Remark 4.8. Note that (4.22) implies that fi; i( Qy 0) =0.
Corollary 4.9. If the hypotheses in Theorem 4.7 hold; then; for h1 su;ciently small; the 1rst
discretised iterates satisfy the same strict inequalities.
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The following example shows that the hypothesis fi; i( Qy 0) =0 (resp. fi; i( Qx0) =0) can be essential
for Theorem 4.7 to hold. The example was provided by an unknown referee to show that it is not
always true that in the MNT context, discretised Brown iterations converge at least as fast as their
Newton counterparts.
Consider n= 2 and F de4ned by
f1(y1; y2) :=y1 − y2 − 5;
f2(y1; y2) :=y1y2 + 6:
Clearly F ′ is isotone and it is an irreducibly diagonally dominant M -matrix whenever y∈ 〈x0; y0〉,
where x0 := (3;−2) and y0 := (4;−1); notice that y∗=(3;−2). Here being f1(y0)=0, neither (4.22)
is satis4ed. If discretised Brown is applied, with the increment h in the di7erence quotients, it follows
that
y1B =
(
4− 2
3 + h
;−1− 2
3 + h
)
:
On the other hand, it is easy to check that
y1N = (4− 23 ;−1− 23):
In order to remedy this situation, y0 has to be changed so that (4.22) holds. If the 4rst coordinate
is changed and we consider
Ry 0 := (4 + ;−1); ¿ 0;
so that F( Ry 0)¿ 0, this is a bad choice, because the Newton iterates thus generated, as well as their
Fourier counterparts, will converge slower than those generated by the original y0 (see [11]). This
fact is also valid for the Brown iterates but this point will be dealt with elsewhere (see [11,12] for
an idea of the approach). Thus, if
Ry 0 := (4;−1− );
with  conveniently small and positive, then there will be an improvement in convergence. In order
to obtain such , one can apply, for instance, (discretised) Newton’s method to the equation
f2(y01 ; y2) = 0
with initial point y02. It is clear then that f2( Ry
0)¿ 0 while in this case f1( Ry 0) = ¿ 0, so that
F( Ry 0)¿ 0 and Theorem 4.7(ii) can applied. This remedy can be developed into a more general
procedure, but the discussion lays beyond the scope of this paper.
Notice also that in this particular example, one could replace f2 by
f˜ 2 :=y2 +
6
y1
;
keeping the original y0. Then, with this change, [7, Theorem 3.2, Remark (c)] could be applied. As
a matter of fact, this would make Brown discretised iterations coincide with Newton ones. Instead,
one can do better and improve also this situation by shifting y0 as above so that Theorem 4.7
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applies. However, the replacement proposed above cannot be turned into a general procedure, and
even in cases where this approach could be feasible, it would require symbolic manipulation of the
equations.
If a permutation is applied in the example to the coordinates, so that
f1(y1; y2) :=y1y2 + 6;
f2(y1; y2) :=y2 − y1 − 5
and now y0 := (−1; 4), then f1(y0)=2 but neither @1f2 is strictly increasing nor (4.22) is satis4ed.
It can be readily veri4ed that in the present case Brown and Newton iterates coincide, be it in the
analytic or the discretised case.
Corollary 4.10. Assume the hypotheses in Theorem 4.7(i) or (ii); and that F ′ is isotone and not
constant on any open subset. Then the analytic Brown and Newton iterates satisfy
y∗6ykB ¡y
k
N (resp: x
k
N ¡x
k
B6y
∗); 16 k:
As a consequence; the same inequalities hold for the respective discretised iterations; when the
increments hk are conveniently small.
Proof. It is only necessary to recall from [11] that yk+1N ¡y
k
N (resp. x
k
N ¡x
k+1
N ) for all k.
Remark 4.11. Note that the results above together with Remark 4.4 imply that discretised Brown
iterates will converge faster than their Newton counterparts provided that the increments for the
former belong to convenient open neighbourhoods of the latter; which must be conveniently small.
Recall again that this is usually a necessary condition to ensure quadratic convergence of both Brown
and Newton discretised iterations.
5. Numerical example
An example is now numerically examined to check consistency with the results in the previous
section. The suIcient conditions in Theorem 4.6 can be easily veri4ed, so that the example illustrates
Corollary 4.10. Moreover, it shows that those conditions, or variants of them, can be of practical use
as well. The computations have been carried out with the double precision of Fortran 77. Consider
4rst as stopping criterium the number of necessary analytic Newton iterations in order to satisfy
‖F(yk)‖∞¡ 0:5 · 10−13 (5.1)
In the example, the discretisation of Chandrasekhar’s equation has been implemented as in [7]. More
precisely, for
v(t) = 1− 1
4
∫ 1
0
(
t
s+ t
1
v(s)
)
ds;
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Table 1
h := 10−1 10−2 10−3 10−4 10−5 10−6 10−8 10−9
Newton 8 6 5 5 4 4 4 4
Brown 6 5 4 4 4 3 3 4
Table 2
h := 10−1 10−2 10−3 10−4 10−5 10−9
Newton 9 6 5 5 5 5
Brown 7 6 5 4 4 4
Table 3
k (xkN )64 (x
k
B)64 (y
k
B)64 (y
k
N )64
0 0:500000000000 0:500000000000 1:000000000000 1:000000000000
1 0:707150028325 0:793434228865 0:799636684959 0:803989531181
2 0:797361036475 0:799184364894 0:799194762877 0:799198386608
3 0:799194160116 0:799194702544 0:799194702574 0:799194702576
4 0:799194702574 0:799194702574 0:799194702574 0:799194702574
the trapezoidal integration rule is applied at the points ih; 06 i6 64, with h := 164 . By taking into
account that v(0) = 1, the resulting nonlinear system is
F(x) = 0;
where for 16 i6 64,
fi(x) = xi +
1
4

w0 + 64∑
j=1
wj
i
(i + j)
1
xj

− 1;
with
w0 :=w64 :=
h
2
; wj := h; 16 j6 63:
If y0 := (1; : : : ; 1) and x0 := 12y
0, it follows that the hypotheses in the MNT are satis4ed. With (5.1)
as stopping criterium, then 4 analytic Newton iterations are needed to satisfy it, while for Brown’s
analytic method 3 iterations suIce. In Table 1 the corresponding values for the discretised iterations
are shown. Only relevant values are included, i.e., values for which the number of iterations in one
of the methods change with respect to the previous or following value of h.
If instead of (5.1), the stopping criterium is based on
‖yk − xk‖∞¡ 0:5 · 10−13; (5.2)
then a slightly di7erent table (Table 2) is obtained, which is still consistent with the theoretical
prediction.
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Table 3 gives the values obtained as approximations to v(1) by both the discretised Newton
and Brown methods together with their Fourier counterparts with h := − 3 · 10−7 held constant.
Convergence is attained after 4 iterations with Newton’s method, with either (5.1) or (5.2) as
stopping criterium, while with Brown’s method, 4 and 3 iterations are, respectively, needed. Similar
values have been obtained in Table 2 in [7] although not quite the same.
6. Final remarks
The main conclusion to be retained from the paper is that in the context of the MNT, Brown’s
method should usually be a better option than the Newton method, be it in the analytic or in the
discretised version; in the latter case, it could be safer to check the suIcient conditions described
here, especially if one wants to diminish the computational cost.
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