In this paper, we address the problem of combining multiple overlapping image sections of biological specimens to obtain a single image containing the entire specimen. This is useful in the digitisation of a large number of biological specimens stored in museum collections and laboratories. In the case of many large specimens, it means that the specimen must be captured in overlapping sections instead of a single image. In this research, we have compared the performance of several known algorithms for this problem. In addition, we have developed several new algorithms based on matching the geometry (width, slope, and curvature) of the specimens at the boundaries. Finally, we compare the performance of a bagging approach that combines the results from multiple stitching algorithms. Our detailed evaluation shows that brightness-based and curvature-based approaches produce the best matches for the images in this domain.
Introduction
The recent widespread advances in image storage and acquisition technologies have led to a vast growth in digital image databases in real world applications. The advent of inexpensive digital cameras has resulted in an explosion of digital images being taken by the general populace. Most digital cameras in consumer market have relatively limited field of view and do not usually have panoramic photography capabilities. As a result, it is difficult to obtain images of large panoramic scenes at a high resolution that capture a lot of details. Image stitching provides an efficient way to combine multiple overlapping images of a scene.
Similar problems also arise in the digitisation of biological specimens typically mounted in slides. For some specimens (e.g., tapeworms and trematodes), if the whole specimen is kept in the field of view, the image may lose clarity and become blurred ( Figure 1 ). This problem can be overcome by capturing the specimen images at a high magnification. However, this results in the splitting of the specimen over multiple images. For example, using the microscope at the magnification of 12.5× restricts the field of view to 2.5 mm × 2.5 mm. Figure 2 shows a magnified version of the specimen in Figure 1 (a) that is split into separate images. It is evident that the magnified images show the specimen in greater detail and clarity. The images have some degree of overlap; so they cannot be spliced together directly. Figure 3 is obtained after correctly stitching together the part images in Figure 2 . This discussion shows that one must take multiple images of a specimen and combine those using stitching techniques to derive a single image. The focus of this study is to examine the suitability of the current image stitching techniques to overcome the limitations of image capture methods for specimen images. We have also developed several novel methods that use geometric features of specimen images to stitch them together. These features include slope, width, and curvature parameters obtained from boundary and shape information. The accuracy of the algorithms has been assessed using a ground-truth-based evaluation approach. While image stitching has many applications in diverse domains (e.g., medical imaging and remote sensing), our focus in this research is stitching images of biological specimens that are typically mounted on slides and examined using microscopes. This will greatly assist the process of digitising the collections in many museums and facilitate their universal access for education and research via the web.
Image stitching
Image stitching is the process of combining two or more overlapping images to produce a larger composite image. Stitching consists of two basic steps: a image registration or image matching b image fusion or image blending.
Registration brings the images into proper alignment with each other. Blending creates a composite that preserves all useful information from the source images, and does not introduce inconsistencies that could negatively affect human interpretation.
The general image registration problem can be formulated as follows (Szeliski and Coughlan, 1994) . Given a sequence of images I j (x, y), j = 1,..., n, which are formed by local displacement of a reference image I(x, y) such that the goal is to simultaneously recover the displacement fields u j and v j and reconstruct the reference image I(x, y).
Related work
Image stitching has a long history with a large body of research. There are a number of commercial and open source stitching systems including PTGui, Hugin, Autostitch™, Autopano Pro, Calico Panorama, PAXit, and PanoramaPlus3. We focus on the body of work in image stitching with emphasis on the registration problem in this section. Image stitching can be defined as the cut-and-paste of image regions from one image onto another image in a way that is inconspicuous to human visual perception. If two images have a common region that depicts the same part of a scene, both images need to be aligned so that the overlapping regions are accurately matched. Further, if the two images were taken under different lighting conditions, tone correction should be applied to either or both of the images to make the boundary of the images unnoticeable in the combined image. Thus, the process of image stitching can be broadly decomposed into two major steps: a image registration or image matching b image fusion or image blending.
Image registration is almost always the first step in the process of image stitching. The purpose of image registration is to align the images to the greatest extent possible. Image blending is applied to combine information from overlapping regions (determined from the registration step) in different images. The result of image blending is a single image. This paper focuses on image registration, that is, the general problem of aligning images together so that overlapping parts in the images are accurately matched.
Image registration is the process of overlaying two or more images of the same scene, possibly taken at different times, from different viewpoints, and/or by different sensors so that the overlapping regions are correctly aligned. Image registration techniques are generally classified into two categories: geometric feature-based and photometric property-based. The former exploits underlying geometry and correspondence between salient features in different images to retrieve the optimal transformation parameters. Photometric techniques focus on the relationship between the photometric transformation of the pixels and the camera parameters, and are referred to as direct methods. They have the advantage that they do not require an explicit correspondence between images. However, feature-based methods are faster and more robust to scene movement when compared to direct methods. 
Direct alignment
Direct alignment methods are based on a global criterion to determine the similarity between (parts of) two images of a scene. The similarity is measured using a cost function parameterised by the global transformation parameters. The images are shifted relative to each other and the parameters that best align the images are determined (Althof et al., 1997; Cain et al., 2001; Kaneko et al., 2002 ). An error metric is defined to establish the degree of match between the overlapping areas of the two images. The sum of the square of intensity differences of the common pixels is often used for this purpose. The images can be modelled using a bias and gain to accommodate for variation in illumination and exposure times (Baker and Matthews, 2004; Fuh and Maragos, 1991; Gennert, 1988; Lucas and Kanade, 1981) . The goal is to find the transformation parameters that minimise the error. An alternative to computing intensity differences is to maximise the normalised cross-correlation between two images (Zoghlami et al., 1997) .
A simple strategy to achieve image alignment is to perform an exhaustive search over all possible range of shifts. Bride and Meer (2001) discuss a statistical approach that uses a cost function based on motion gradient constraint. The cost of computation can be reduced by using hierarchical motion estimation (Anandan, 1989; Bergen et al., 1992) . Fourier methods can also be used to accelerate computation speed (Castro and Morandi 1987) . Fourier methods are primarily used to register images that differ by translational shifts. However, the algorithms have been extended to estimate rotational and scaling transformations with some added restrictions (Reddy and Chatterji, 1996; Wolberg and Zokai, 2000) .
Other methods proposed to address the image registration problem in the domain of medical imaging for registration of multi-modal images are based on mutual information (Maes et al., 2003; Studholme et al., 1999) . Other optimisation techniques such as maximum likelihood estimate of the homography (Capel and Zisserman, 1998) , the Levenberg-Marquardt optimisation algorithm (Hartley, 1994) , the Gauss-Newton numerical minimisation algorithm (Baker and Matthews, 2004 ) and the gradient descent optimisation method (Rav-Acha and Peleg, 2006) have also been proposed in literature.
Feature-based alignment
In contrast to direct methods, feature-based methods are based on the extraction of salient features in the images. Features can vary from simple square patches to complex polygons that are invariant to rotation and scaling. The types of features that are to be extracted from an image are dependent on the transformation needed to properly align the images. Feature-based registration consists of: a a feature space b a search space c a search strategy d a similarity metric (Brown, 1992) .
Feature extraction is the first step in image matching and has an extensive body of research. We can extract a variety of different features from images such as lines, edges, corners, points of high curvature, moments, and centroids or other high level structural descriptions. Schmid et al. (2000) provide a comprehensive survey of feature detectors available in the literature. Isgrò and Pilu (2004) have designed a corner extractor called Smallest Univalue Segment Assimilating Nucleus (SUSAN) to detect intensity corners as interest points. Brown and Lowe (2003) have designed an algorithm to extract scale invariant feature transform (SIFT) from all images. They used the extracted transform to match images in a collection and stitch panoramas. Brown et al. (2005) extracted multi-scale Harris corners in discrete state space from images and used those as feature descriptors. McLauchlan and Jaenicke (2002) extracted line features from images and used a variation of the bundle adjustment to create panoramic mosaics from images. Mikolajczyk and Schmid (2005) have surveyed a few recent papers in literature that discuss techniques to compute local descriptors for image features and compared their performance for different features and different matching approaches. They evaluate the descriptors in the context of matching the same scene, or objects in different images. The descriptors can be distribution-based (Lowe, 2004; Zabih and Woodfill, 1994) , spatial frequency-based, or moment-based (Flusser et al., 2003) .
Once the features are derived, the next task is to find a correspondence between them in the images that are to be aligned. This can be accomplished by either using their spatial relationships or by matching the local descriptors. The matched correspondence is then used to search for the parameters of the transformation that could bring the images into alignment. The size of the search space can vary greatly depending on the type of noise, distortions, and other variations present in the images.
In summary, the use of feature-based methods is recommended when the images have distinctive objects that can be easily detected. They have the advantage that they can handle complex between-image distortions. The drawback is that the detection of robust features and using those to determine unique and stable descriptors is a difficult task.
Design and approach
We define the image stitching problem as follows. Given two overlapping images of a specimen, I 1 and I 2 , determine the horizontal and vertical displacements (h disp and v disp ) that align I 1 and I 2 with least discontinuity. The images can then be combined by translating I 2 by [h disp ,v disp ] t and juxtaposing it with I 1 . Figure 5 illustrates this problem with two specimen image sections. The technique to align specimen images proposed in this paper compares images using methods based on brightness. Therefore, we will briefly describe those methods. We then present two new approaches for image stitching based on:
a spatial statistics b specimen shape.
We follow it with a bagging approach to combine the results from all the above algorithms to determine the best transformation parameters for image registration. We assume that each image contains exactly one specimen. All the stitching methods described below take two images as input and return a pair of values representing the magnitude of horizontal and vertical displacements needed to align the images. They can be directly extended to stitch more than two images.
Brightness-based approach
We use a correlation-based approach to compare the performance of our matching algorithms. This approach is based on computing the correlation between the pixel intensities of the overlapped region in the two candidate images that are to be stitched together. The basic idea behind correlation-based matching is to obtain the optimal translation parameters that will align an image I 2 with an overlapping image I 1 . The translation is optimal when the correlation between the overlapped regions of the two images is the highest. In Figure 6 , we provide a sketch of the algorithm. The algorithm searches for a global maximum in the search space which is constrained by h max and v max . The two translation quantities are empirically determined and are guided by the estimates of maximum possible displacements during image capture. In our implementations, we determined h max and v max to be 50% of the width and height of the image, respectively. The 'subimage' function extracts the subimage corresponding to the translation parameters. 
Image registration using spatial autocorrelation
Spatial autocorrelation is the correlation of a variable with itself through space. Spatial autocorrelation is positive when neighbouring, or nearby, areas are more alike; it is negative when those areas are different. If the distribution of the variable (brightness) is random, the spatial correlation is zero. Spatial autocorrelation can be viewed as a property of arrangement of points in a plane. The basic idea is that the intensity of a pixel changes with its location, however, the intensity values at nearby pixels are similar compared to pixels that are distant from the current pixel. We explore the use of two measures of spatial autocorrelation (a) Moran's I and Geary's c. Other spatial autocorrelation parameters, such as Getis' G (Getis and Ord, 1992) and local indicators of spatial autocorrelation (LISA) (Anselin, 1995) , have also been proposed.
Moran's I parameter
Moran's I statistic is used to compute auto-correlation in space by comparing the value of the brightness at a pixel with the brightness of the pixels in the pixel neighbourhood. Moran's statistic is defined by ( 
where x i is the observed value (intensity) at location i and x av is the average over n locations. W ij , called a contiguity matrix, is a measure of the spatial proximity of locations i and j. Often, a distance-based weighting scheme is used in which W ij ∝ 1/d ij . S 0 is defined as:
Moran's I parameter compares the sum of pair-wise cross-products of values at different locations. The range of values for Moran's I parameter is -1 to +1 similar to correlation coefficients. Like correlation, higher value of the statistic implies higher autocorrelation and vice versa. Positive value of I implies positive correlation and vice versa.
Geary's c index
Geary's c index is a statistic closely related to Moran's I parameter and is defined as:
The range of values of c is from 0 (maximum positive spatial autocorrelation) to 2 (maximum negative spatial autocorrelation). The difference in computation of c and I is that c is more sensitive to absolute difference between pairs of values whereas I is more sensitive to extreme values. In general, the same conclusions are drawn from c and I with regard to the nature of spatial autocorrelation present in the data. The basic idea behind spatial autocorrelation-based matching is similar to the one described for correlation-based approach where we seek the optimal translational parameters -the points at which the correlation is maximum in the overlap region. Figure 7 gives a sketch of the matching process algorithm using spatial autocorrelation. 
Image registration using shape parameters
In our dataset, we have only a single specimen in an image. Furthermore, the parasite specimens have unique and elongated shapes. This led us to develop a shape-based approach to match the two images. We first extract the specimen from the images, determine its boundary, and use it in the registration process. Extraction of the specimen from the images is a multistep process and is based on the approach described in Mallik (2005) and Mallik et al. (2007) . In Figure 8 , we show a sample image, the segmented specimen, and its boundary. We use the width and the slope of the specimen, as well as its curvature at the boundary points to match the images. This approach is motivated by the fact that the images contain specimens that can be easily and accurately segmented, and the shape parameters derived directly. These parameters are relatively robust and hence, can be used to find matching points in images. Since the process of matching the features is faster than matching whole images, the registration process is significantly faster.
Slope-based matching
In the first approach, we match the slopes of the specimen sections at the boundaries. The boundaries of a specimen are generally smooth and hence, the slopes should best match at the registration points. To handle the quantisation effects, we compute the slope using a local neighbourhood (20 pixels). We match the slope at the boundary points in the first specimen image to those in the second. The location that provides the closest match is chosen as the stitching point.
Width-based matching
In this approach, we compute the width of a specimen at each point on its boundary to match the specimen. The primary orientation of the specimen within the image determines how the width is computed. If the specimen is horizontally oriented, the widths are computed along the vertical axis from left to right. On the other hand, if the specimen is vertically oriented, then the widths are computed along the horizontal axis. We use two different approaches to find the matching point. In the first method, we overlay the boundaries of the two images and correlate widths at each point along the boundary. The point of maximum correlation is deemed as a matching point. In the second method, we again overlay the boundaries and compute the difference in widths along the boundaries. The matching point is defined as the point where the sum of the differences is the least.
Curvature-based matching
In this approach, we compute the curvature along the boundary and use that information to find an optimal stitching point. We then compute the curvature at each point on the boundary. We identify the points of high curvature on the boundaries of both the images. We then use correlation to compare pairs of high curvature points in both images to find corresponding points that belong to the same region of the specimen.
Image registration using a bagging approach
Bagging has been used in machine learning to improve the accuracy of the classifiers. Bagging is based on the idea to combine the results of multiple classifiers using a majority rule approach, that is, the class that gets the most votes is selected. Breiman (1996) has shown that bagging approach performs better than any single classifier. Bagging can be used to make the image stitching algorithm more robust; e.g., we can use the ten best stitching points from each method to select the registration points, and put them in discrete, non-overlapping bins. We hypothesise that the best stitching point will be located in the largest cluster.
We use two approaches to determine the best cluster: a rank-based approach b voting approach.
In rank-based method, we rank the top ten results from each stitching method. The average rank of the points in the bin is used as the rank of the bin. We then choose the bin with the lowest rank as our best bin. In the second approach, we follow a voting method where a point that is assigned to a bin is counted as a vote for the bin. We then select the bin with the maximum vote count as the best bin. Once the best bin is selected, we determine the best horizontal and vertical displacement values by using the mean and median of the largest cluster in the bin.
Implementation and results
We have implemented the algorithms described in Section 3 using MATLAB and thoroughly evaluated them with a set of biological specimen images. We obtained the specimen images from the Harold W. Manter Laboratory of Parasitology, one of the three US National Resource Centers for Parasitology (http://www.hwml.unl.edu). Figure 9 shows sample specimens from HWML specimen collection. We compiled a database of 60 samples of parasite specimens. The images are captured with a Jeneval microscope with an attached digital camera at a resolution of 1,016 × 768 pixels. Each specimen was scanned at the optimal magnification level and consisted of two overlapping image sections. We implemented the algorithms described in the paper using a GUI-based system to facilitate the process of stitching.
Evaluation
To facilitate the process of obtaining the ground truth, we placed a distinct marker on the slide with the specimen during the imaging process. We placed the marker towards the middle of the specimen and captured it in both the image sections of the specimen (Figure 10 ). We determined the marker locations manually and used those to derive the ground truth for image alignment. We removed the markers just before running the stitching algorithms. We computed the horizontal and vertical displacement error values for each of the 60 images in our collection using the methods discussed in Section 3.
Results
In Figure 11 , we show a pair of image sections of a specimen. In Figure 12 , we show the sample results from some of the approaches described in Section 3. In Table 1 , we summarise the results of our evaluation using the database of 60 test images. We report the mean and median error in horizontal and vertical displacement for the different approaches. 
As Table 1 shows, the brightness-based approach was the most accurate among all the methods we tried to align the images. It performed well in general and produced the least number of outliers. However, this method is slower compared to the other methods. Moreover, the stitching time increases significantly as the number and size of images increased. The slope-based method was the least reliable of all the methods. It produced moderate to poor results in almost 50% of the test images. Interestingly, the median values for the approach are 1 and 0, respectively. The width-based method performed better than slope-based method but still produced a significant number of outliers. This method provided the fastest performance of all the methods. The curvature-based method combines both the speed of width-based method and the accuracy of brightness-based method. Its performance was comparable to brightness-based approach, but was at least 15 times faster than the brightness-based method. The results of the spatial autocorrelation method are not shown since they consistently underperformed in comparison to the other methods. Table 1 also shows the results for the combined approach (as described in Section 3). The mean values for horizontal and vertical displacement errors using the rank-based combined approach in our dataset were computed as 5.6 and 5.9. The mean values for horizontal and vertical displacement errors using voting-based combined approach are 1.0 and 1.0. Thus, the voting-based method performed much better than the rank-based method in combining the results from our stitching methods. In summary, both brightness-based and curvature-based approaches work well in stitching biological specimen images. However, as the images grow in size with an increase in the resolution of the image capturing device, the curvature-based approach appears to be more efficient for this application. Our interface also allows a user to stitch more than two images at a time. In Figure  13 , we show three-sections of a specimen. In Figure 14 , we show the result of stitching them together. 
Summary and future works
In this research, we have examined the problem of stitching together images obtained by digitising biological specimens. We have explored several approaches to solving the problem of finding corresponding registration points in two images. We used a brightness-based approach that directly correlates pixel intensity values in two images. We also used a slope-based approach in which we extract the boundary of the specimen and compare slopes along the boundaries of the two images. We used a width-based approach and a curvature-based approach to find the optimal stitching points. Finally, we examined a bagging-like approach to combine the results from all the approaches to determine the best matching points. We have also developed a graphical user interface that lets a user select and arrange the images that are to be stitched. The system has been tested with a collection of images obtained from the Harold Manter Laboratory for Parasitology. The results show that brightness-based, curvature-based, and the combined approaches exhibit the least error in estimating the transformation parameters. The performance of slope-based and width-based methods is below par. However, the curvature-based approach is significantly faster than the brightness-based approach.
Future directions
This research can be extended in many different directions. At present, the system requires the user to specify the correct order in which the images have to be stitched together. This process can be automated by detecting adjacent pairs from a set of images and stitching them together. The stitching times for large images can be decreased by initially estimating the parameters at reduced scales and extrapolating it to original size images. The algorithms can be extended to deal with non-translational cases (e.g., rotation). The slope-based method has the potential to generate even better results and different ways can be investigated to improve the current algorithm.
