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Введение 
 
Современные  технологии,  основанные  на  математическом 
моделировании  с  одной  стороны,  и  успехи  фундаментальной  науки  с 
другой,  приводят  к  необходимости  постановки  и  исследования  новых 
краевых  задач  для  различных  классов  дифференциальных  уравнений. 
Немалый интерес  как  у  отечественных,  так  и  зарубежных  авторов [1-5] 
вызывают  задачи  для  обыкновенных  дифференциальных  уравнений  с 
отклоняющимся аргументом. 
Основополагающие  результаты  в  теории  этих  уравнений  были 
получены в середине прошлого столетия Р. Беллманом [6], В.И. Зубовым 
[7], С.Б. Норкиным [8], Л.Э. Эльсгольцем [9]. Но, несмотря на достигнутые 
успехи в данной теории, возникают новые потребности (продиктованные 
современными  производственными  технологиями [10-12])  в  проведении 
исследований  еще  в  большей  степени  приближенных  к  процессам, Научный журнал КубГАУ, №81(07), 2012 года 
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протекающим  на  практике,  т.е.  в  изучении  многомерных  случаев,  а, 
следовательно, уравнений с частными производными. Именно это делает 
актуальными исследования, представленные настоящей работой, основной 
целью  которой  является  исследование  вопроса  разрешимости  первой 
краевой  задачи  для  модельного  уравнения  в  частных  производных  с 
отклоняющимся аргументом. 
 
1.  Постановка задачи 
 
Пусть  ( ) { } 0 0 0 0   , , t t x x x t x < < < < - = W   −  односвязная  область 
евклидовой плоскости 
2 R  точек ( ) t x, . 
В области W рассмотрим уравнение  
( ) ( ) ( ) 0 , , , = - + + ” t x u t x u t x u Lu tt xx .                        (1) 
Пусть  ( ) 0 < W = W
- x I ,  ( ) 0 > W = W
+ x I . 
Для уравнения (1) исследована следующая задача: 
Задача  А.  Найти  регулярное  в  области 
+ - W W U   решение  ( ) t x u ,  
уравнения (1) из класса  ( ) ( ) 0 \
2 , 4
, = W x C t x , удовлетворяющее условиям 
( ) ( ) t t x u 1 0, j = - ,  ( ) ( ) t t x u 2 0,   j = ,  ( ) ( ) x x u 3 0 , j = ,  ( ) ( ) x t x u 4 0 ,   j = ,      (2) 
где  ( ) 4 , 1   = i i j  –  заданные,  достаточно  гладкие  функции,  причем 
( ) ( ) 0 3 1 0 x - =j j ,  ( ) ( ) 0 3 2 0 x j j = ,  ( ) ( ) 0 4 0 1 x t - =j j , ( ) ( ) 0 4 0 2 x t j j = . 
 
2. Доказательство существования и единственности задачи 
 
Разобьем задачу (1), (2) на две вспомогательные в области W: 
0 1 ” Lu ,                                                     (3) 
( ) 0 , 0 1 = - t x u ,  ( ) 0 , 0 1 = t x u ,                                      (4) 
( ) ( ) x x u 3 1 0 , j = ,  ( ) ( ) x t x u 4 0 1 , j = ,                                 (5) Научный журнал КубГАУ, №81(07), 2012 года 
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0 2 ” Lu ,                                                     (6) 
( ) 0 0 , 2 = x u ,  ( ) 0 , 0 2 = t x u ,                                      (7) 
( ) ( ) t t x u 1 0 2 , j = - ,  ( ) ( ) t t x u 2 0 2 , j = ,                               (8) 
где  u u u = + 2 1 . 
Для задачи (1), (2) справедлива следующая теорема: 
Теорема 1. Пусть  
1)  ( ) ( ) [ ] 0
4
2 1 , 0 , t C t t ˛ j j ,  ( ) ( ) [ ] 0 0
4
4 3 , , x x C x x - ˛ j j ,  где  ￿
ł
￿
￿
Ł
￿ ˛
2 2
, 0 0
p
x , 
( ) p , 0 0 t ; 
2)  ( )( ) ( )( ) 0 1 1 0 t
k k j j = ,  ( )( ) ( )( ) 0 2 2 0 t
k k j j = ,  ( )( ) ( )( ) 0 3 0 3 x x
k k j j = - ,  ( )( )= - 0 4 x
k j  
( )( ) 0 4 x
k j = ,  4 , 0 = k ; 
3)  () ￿ =
0
0
3 0  
x
dx x j ,  () ￿ =
0
0
4 0  
x
dx x j , 
тогда задача (1), (2) разрешима в требуемом классе функций. 
Для  доказательства  теоремы 1  применим  метод  Фурье [13],  т.  е. 
решение уравнения (3) удовлетворяющее условиям (4) и (5) будем искать в 
виде 
( ) ( ) t T x X u 1 1 1 ￿ = .                                              (9) 
Подставляя (9) в (3) и опуская нижние индексы, получим 
( ) ( )
()
( )
()
l - =
¢ ¢
- =
- + ¢ ¢
t T
t T
x X
x X x X
, 
где  const = l . 
Отсюда, с учетом (4) будем иметь 
( ) ( ) ( ) 0 = + - + ¢ ¢ x X x X x X l ,                                   (10) 
( ) 0 ) ( 0 0 = = - x X x X ,                                        (11) 
( ) ( ) 0 = - ¢ ¢ t T t T l ,                                           (12) 
( ) ( ) 0 0 0 = = t T T .                                           (13) Научный журнал КубГАУ, №81(07), 2012 года 
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Исследуем  задачу  Штурма-Лиувилля (10), (11).  Дважды 
дифференцируя (10), приходим к соотношению: 
( ) ( ) ( ) 0 = ¢ ¢ + - ¢ ¢ + x X x X x X
IV l .                          (14) 
С другой стороны из (10) имеем: 
( ) ( ) ( ) x X x X x X - - - = - ¢ ¢ l ,  ( ) ( ) ( ) x X x X x X l - ¢ ¢ - = - .              (15) 
На основании (14) и принимая во внимание (15), получим 
( ) ( ) ( ) ( ) 0 1 2
2 = - + ¢ ¢ + x X x X x X
IV l l ,                            (16) 
Характеристическое  уравнение  соответствующее (16),  будет  иметь 
вид: 
0 1   2
2 2 4 = - + + l l r r . 
Разрешая биквадратное уравнение, находим  l - = 1 1 r ,  l - - = 1 2 r , 
l - - = 1 3 r ,  l - - - = 1 4 r . 
Таким образом, общее решение уравнения (16) может быть записано 
в виде: 
( )
x x x x e C e C e C e C x X
l l l l - - - - - - - - + + + =
1
4
1
3
1
2
1
1 .            (17) 
Исследуем представление (17) для различных значений l  [14]. 
Случай 1:  1 - < l . В этом случае (17) принимает вид: 
( )
x x x x e C e C e C e C x X
l l l l - - - - - - - - + + + =
1
4
1
3
1
2
1
1 . 
Подставляя последнее равенство в (10), получим 
( )( ) ( )( ) 0 3 4
1 1
2 1
1 1 = - - + + +
- - - - - - - - C C e e C C e e
x x x x l l l l . 
Данное  соотношение  справедливо  тогда  и  только  тогда,  когда 
1 2 C C - = ,  3 4 C C = . В этом случае (17) примет вид: 
( ) 13 sh1ch1 XxCxCx ll =-+-- . 
Используя условия (11), получим 
￿ ￿
￿
￿
￿
= - - + -
= - - + - -
. 0 1 ch 1 sh
, 0 1 ch 1 sh
0 3 0 1
0 3 0 1
x C x C
x C x C
l l
l l
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Определитель этой системы 
0 0 1 ch 1 sh 2 x x l l - - - - = D  
обращается в ноль только при  1 = l , что противоречит рассматриваемому 
случаю  1 - < l . 
Следовательно,  0 3 1 = = C C . Откуда заключаем, что  ( ) 0 ” x X . 
Случай 2:  1 - = l   исследуется аналогично. При таком значении  l  
общее решение (10) имеет вид: 
( ) 3 1 2 sh C x C x X + = . 
Удовлетворяя (11), имеем 
￿ ￿
￿
￿
￿
= +
= + -
. 0 2 sh
, 0 2 sh
3 0 1
3 0 1
C x C
C x C
 
Т.к. определитель системы 
0 2 sh 2 0 „ - = D x , 
то  0 3 1 = = C C  и  ( ) 0 ” x X . 
Случай 3:  11 l -<< .  В  этом  случае  удовлетворяя  общее  решение 
(10)  
( ) x C x C x X l l + + - = 1 cos 1 sh 3 1 . 
условиям (11), находим 
￿ ￿
￿
￿
￿
= + + -
= + + - -
. 0 1 cos 1 sh
, 0 1 cos 1 sh
0 3 0 1
0 3 0 1
x C x C
x C x C
l l
l l
 
Определитель системы 
0 0 1 cos 1 sh 2 x x l l + - - = D  
равен  нулю  при  1 = l ,  либо  при  1
2
2
2
0
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
=
x
n p p
l .  Следовательно 
0 3 1 = = C C  и  ( ) 0 ” x X , т.к.  ( ) 1   , 1 - ˇ l . Научный журнал КубГАУ, №81(07), 2012 года 
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Случай 4:  1 = l . При указанном значении l для всех  ￿
ł
￿
￿
Ł
￿ ˛
2 2
, 0 0
p
x  
(17) принимает вид 
( ) x C x C x X 2 cos 3 2 + = .                                    (18) 
Удовлетворяя (18) граничным условиям (11) получим 
￿ ￿
￿
￿
￿
= +
= + -
. 0 2 cos
, 0 2 cos
0 3 0 2
0 3 0 2
x C x C
x C x C
 
В силу неравенства 
0 2 cos 2 0 0 „ - = D x x , 
имеем  0 3 2 = = C C  и  ( ) 0 ” x X . 
Случай 5. При  1 > l  (17) принимает вид: 
( ) x C x C x X 1 cos 1 sin 3 2 + + - = l l . 
Удовлетворяя полученное выражение для  ( ) x X  граничным условиям 
(11), будем иметь: 
￿ ￿
￿
￿
￿
= + + -
= + + - -
. 0 1 cos 1 sin
, 0 1 cos 1 sin
0 3 0 2
0 3 0 2
x C x C
x C x C
l l
l l
 
Равенство  
0 1 cos 1 sin 2 0 0 = + - - = D x x l l  
справедливо при  1
2
2
2
0
1 - ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
=
x
n
n
p p
l , либо при  1
2
0
2 + ￿ ￿
ł
￿
￿ ￿
Ł
￿
=
x
n
n
p
l .  
Таким  образом,  задача  Штурма-Лиувилля (10), (11)  имеет 
собственные  значения  1
2
2
2
0
1 - ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
=
x
n
n
p p
l ,  1
2
0
2 + ￿ ￿
ł
￿
￿ ￿
Ł
￿
=
x
n
n
p
l   и 
соответствующие  им  собственные  функции  () x
x
n
C x X n n
0
1 2
2
cos
p p +
= , Научный журнал КубГАУ, №81(07), 2012 года 
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() x
x
n
C x X n n
0
2 sin
p
= ,  ( ) N n˛ ,  где  n C  –  произвольные  постоянные, 
нуждающиеся в определении. 
Подставляя найденные собственные значения  1
2
2
2
0
1 - ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
=
x
n
n
p p
l  в 
(12) приходим к соотношению 
() () 0 1
2
2
2
0
=
œ
œ
ß
ø
Œ
Œ
º
Ø
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
- ¢ ¢ t T
x
n
t T
p p
. 
Общее решение последнего представимо в виде: 
()
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
+
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
= 1
2
2
sh   1
2
2
ch
2
0
1
2
0
1 1 x
n
t
x
n
t t T n n n
p p
b
p p
a , 
где  const n n = 1 1   , b a . 
Следовательно, решение задачи (3) – (5) имеет вид: 
,
2
2
cos
1
2
2
sh   1
2
2
ch
0
1
2
0
1
2
0
1 1
x
x
n
x
n
t B
x
n
t A u
n
n n
p p
p p p p
+
·
·
œ
œ
ß
ø
Œ
Œ
º
Ø
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
+
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
=￿
¥
=         (19) 
где 
() dx x
x
n
x
x
A
x
n  
2
2
cos
2
0
0 0
3
0
1 ￿
+
=
p p
j , 
() ()
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
+
œ
œ
ß
ø
Œ
Œ
º
Ø
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿ +
-
=
￿
1
2
2
sh
 
2
2
cos 1
2
2
ch 2
2
0
0 0
0 0
2
0
0 3 4
1
0
x
n
t x
dx x
x
n
x
n
t x x
B
x
n
p p
p p p p
j j
. Научный журнал КубГАУ, №81(07), 2012 года 
http://ej.kubagro.ru/2012/07/pdf/46.pdf 
8 
Для  1
2
0
2 + ￿ ￿
ł
￿
￿ ￿
Ł
￿
=
x
n
n
p
l  получим 
￿
¥
= œ
œ
ß
ø
Œ
Œ
º
Ø
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
+
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
=
1 0
2
0
2
2
0
2 1 sin 1 sh 1 ch
n
n n x
x
n
x
n
t B
x
n
t A u
p p p
,  (20) 
где 
() dx x
x
n
x
x
A
x
n   sin
2
0
0 0
3
0
2 ￿ =
p
j , 
() ()
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
œ
œ
ß
ø
Œ
Œ
º
Ø
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
-
=
￿
1 sh
  sin 1 ch 2
2
0
0 0
0 0
2
0
0 3 4
1
0
x
n
t x
dx x
x
n
x
n
t x x
B
x
n
p
p p
j j
. 
Аналогично  исследовав  задачу  Штурма-Лиувилля (12), (13)  получим 
решение задачи (6) – (8): 
￿
¥
= œ
œ
ß
ø
Œ
Œ
º
Ø
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿
+
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
=
1 0
2
0
3
2
0
3 2 sin 1 ch 1 sh
n
n n t
t
n
x
n
x B
t
n
x A u
p p p
,  (21) 
где 
() () [ ]
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
+ ￿ ￿
ł
￿
￿ ￿
Ł
￿
-
=
￿
1 sh
  sin
2
0
0 0
0 0
1 2
3
0
t
n
x x
dx x
x
n
t t
A
x
n
p
p
j j
, 
() () [ ]
￿ ￿
￿
ł
￿
￿ ￿
￿
Ł
￿
- ￿ ￿
ł
￿
￿ ￿
Ł
￿
+
=
￿
1 ch
  sin
2
0
0 0
0 0
1 2
3
0
t
n
x x
dx x
x
n
t t
B
x
n
p
p
j j
. Научный журнал КубГАУ, №81(07), 2012 года 
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На основании условий теоремы 1 заключаем, что ряды (19), (20), (21) 
сходится  равномерно.  Так  же  легко  показать  равномерную  сходимость 
рядов  x u ,  t u ,  xx u ,  xt u  и  tt u . 
Единственность решения задачи A легко может быть установлена в 
силу тривиальности решения однородной задачи. В самом деле, полагая  
( ) ( ) 0 2 1 = = t t j j ,  ( ) ( ) 0 4 3 = = x x j j , на основании равенств (19), (20), (21) и в 
силу полноты систем [15]: 
¥
= ￿
￿
￿
￿
￿
￿ +
1 0 2
2
cos
n
x
x
n p p
, 
¥
= ￿
￿
￿
￿
￿
￿
1 0
sin
n
x
x
n p
, 
¥
= ￿
￿
￿
￿
￿
￿
1 0
sin
n
t
t
n p
, 
будем иметь  ( ) 0 , ” t x u . Таким образом, убеждаемся в том, что однородные 
задачи  имеют  только  тривиальное  решение.  Откуда  и  следует 
единственность решений задач A. 
 
Заключение 
 
Приведенные  в  работе  исследования  выполнены  для  уравнения  с 
отклоняющимся аргументом нейтрального типа, что является характерным 
для биологических и диффузионных моделей, а полученные теоретические 
результаты  легко  могут  быть  реализованы  в  современных  прикладных 
пакетах.  Исследование  же  новых  задач  с  нелокальными  операторами  в 
краевых  условиях  могут  стать  следующим  этапом  в  развитии  теории 
уравнений с отклоняющимся аргументом. 
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