recently considered the problem of computing the normalized edit distance between two strings, and reported experimental results which demonstrated the use of the measure to recognize handwritten characters. Their paper formulated the theoretical properties of the measure and developed two algorithms to compute it. In this short communication we shall demonstrate how this measure is related to an auxiliary measure already defined in the literature --the inter-string constrained edit distance [10, 11, 15] . Since the normalized edit distance can be computed efficiently using the latter, the analytic and experimental results reported in [8] can be obtained just as accurately, but more efficiently, using the strategies presented here.
I. PROBLEM STATEMENT
In the comparison of text patterns, phonemes and biological macromolecules a question that has attracted much interest is that of quantifying the dissimilarity between strings. A review of such distance measures and their applications is in [1, 6, 12] , and in an excellent book edited by Sankoff et. al. [13] .
The most promising of all measures used to compare strings is the one that relates them using various edit operations [13, pp.37-39] ; the edit operations most frequently considered are the deletion, insertion and substitution of individual symbols. This inter-string distance, the Generalized Levenshtein Distance (GLD) is the minimum sum of the edit distances associated with the operations required to edit one string to another. The GLD is closely related to other measures involving the strings, such as their longest common subsequence [2, 3] .
Algorithms to compute the GLD have been proposed [1, 3, 4, 7, 9, 13, 14] , and its application to the pattern recognition of strings and substrings has been reported [1, 5, 6, 11, 12] . Unfortunately, the GLD is inadequate for recognizing noisy subsequences [11] and skeletal images [8] .
In [8] , Marzal and Vidal showed how an auxiliary related measure could be used in hand-written character recognition. This measure, the Normalized Edit Distance (NED) between strings X and Y is the minimum ratio of the sum of the edit distances associated with a sequence of operations editing X to Y to the number of operations involved in the particular sequence. Their paper [8] described the properties of the measure (omitted here for brevity) and presented two algorithms to compute it. Apart from deriving the space and time complexities of the algorithms, they also justified the use of the NED over the GLD in pattern recognition applications which processed skeletal silhouetted chain-coded boundaries [8] .
In this communication we show how this measure is closely related to an auxiliary measure that has been already defined in the literature -the inter-string Constrained Edit Distance (CED). Indeed, the NED can be perceived as a special case of the CED. We also propose algorithms superior to those given in [8] .
In terms of notation, A is the alphabet under consideration and A * the set of strings over A. λ A + The work of both the authors was supported by the Natural Sciences and Engineering Council of Canada. 1 
II. CONSTRAINED AND NORMALIZED EDIT DISTANCES

II.1 Insertion-Based Constrained Distances
Let τ be any edit constraint specified in terms of the number and type of operations required to edit a string X to Y. τ can be completely specified as a set of integers which represents the number of any one specific operation (insertions, deletions or substitutions) permitted, as shown in [10, 11] . The Constrained Edit Distance between X and Y subject to the constraint τ is written as CED τ (X,Y). Note that CED τ (X,Y) is infinite if τ is the null set, and X Y. To compute CED τ (X,Y) a dynamic programming technique involving an auxiliary array has been developed and used in recognizing noisy subsequences [10, 11] .
Let W(i,e,s) be the CED associated with editing X e+s =x 1 x 2 ...x e+s to Y i+s =y 1 y 2 ...y i+s subject to the constraint that exactly i insertions, e deletions and s substitutions are performed in the process of editing. Then, W(i,e,s) possesses the following properties [10, 11] .
Result I.
Let W(i,e,s) be defined as above for any two strings X and Y. Then, for all valid indices : The computation of CED τ (X,Y) from W involves combining the elements of W using τ as follows.
Result II.
If |X|=N and |Y|=M, the quantity CED τ (X,Y) is related to the array W(i,e,s) as below :
(1) →→→
The quantity we are currently interested in, NED(X,Y) can be computed as a by-product of computing the CED τ (X,Y) since :
To compute CED τ (X,Y) we compute the array W(.,.,.) in planes parallel to the i-axis. Rather than maintain the entire array, W, we can use four quadratic arrays: (i) Wie: the plane in which s=0, (ii) Wis: the plane in which e=0, (iii) Wes0: the e-s plane for the previous value of i, and, (iv) Wes1: the e-s plane for the current value of i. The algorithm traces the trellis plane by plane retaining only the current one parallel to i=0.
Prior to updating Wes0, its component required to yield the NED(X,Y) must be included in an expression of the form of (2). Rather than maintain four arrays, we now show that we can compute NED(X,Y) by maintaining only a single array perpendicular to the i-axis. 
II.2 Substitution-Based Constrained Distances
The CED(X,Y) can also be defined in a completely different way [15] . Let D(s, i, j) be the GLD between X i and Y j , where the optimal transformation contains exactly s substitutions, and let τ be the set of substitutions permitted in the constrained set. Note that 0 s, i N, and 0 j M. Now, the CED τ (X,Y) is related (in a formulation equivalent to (1)) to the array D(s, i, j) since :
Again, the NED can be computed as a by-product of computing D, since the former is merely :
The recursive property of D(.,.,.) is given below. Method :
Result
End Algorithm B1
The entire computation can be achieved by successively computing a two-dimensional plane for 0 i,s 
III. CONCLUSIONS
In [8] , the Normalized Edit Distance (NED), a variant of the Generalized Levenshtein Distance, was
shown to possess excellent properties in the pattern recognition of hand-written characters. We show that the NED can be computed efficiently using the properties of an auxiliary measure already defined in the literature, namely the constrained edit distance [10, 11, 15] . Consequently, we have here developed superior algorithms to compute the NED. Thus, the analytic results in [8] are special case of our results, and the experimental results reported in [8] can be computed more efficiently using our current strategies. We are currently investigating the use of "functional programming" 5 strategies [16] to compute the more general measure, the constrained edit distance. We also believe that the parametric search paradigm of [17] 
