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Abstract
This paper develops further the theory of the automorphic group
of non-constant entire functions. This theory has already a long his-
tory that essentially started with two remarkable papers of Tatsujiroˆ
Shimizu that were published in 1931. The elements φ(z) of the group
are defined by the automorphic equation f(φ(z)) = f(z), were f(z)
is entire. Tatsujiroˆ Shimizu also refers to the functions of this group
as those functions that are determined by f−1 ◦ f . He proved many
remarkable properties of those automorphic functions. He indicated
how they induce a beautiful geometric structure on the complex plane.
Those structures were termed by Tatsujiroˆ Shimizu, the system of nor-
mal polygonal domains, and the more refined system of the fundamen-
tal domains of f(z). The last system if exists tiles up the complex
plane with remarkable geometric tiles that are conformally mapped to
one another by the automorphic functions. In the Ph.D thesis of the
author, those tiles were also called the system of the maximal domains
of f(z). One can not avoid noticing the many similarities between this
automorphic group and its accompanying geometric structures and
analytic properties, and the more tame discrete groups that appear
in the theory of hyperbolic geometry and also the arithmetic groups
in number theory. This paper pursues further the theory initiated by
Tatsujiroˆ Shimizu, towards understanding global properties of the au-
tomorphic group, rather than just understanding the properties of the
individual automorphic functions. We hope to be able in sequel papers
to generalize arithmetic and analytic tools such as the Selberg trace
formula, to this new setting.
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1 Some background and the contribution of Tat-
sujiroˆ Shimizu
In 1931 Tatsujiroˆ Shimizu published two remarkable papers having the
titles: On the Fundamental Domains and the Groups for Meromorphic Func-
tions. I and II. [17, 18]. Here are quotations from Shimizu’s [17] that describe
few of the main notions of the theory:
”1. (p. 179) We call an open domain of the Riemann surface of the inverse
function z = f−1(w) of an integral or a meromorphic function w = f(z) ”a
leaf” if it satisfies the following three conditions:
1) It covers almost all the whole w-plane without leaving any complemen-
tary domain.
2) It does not cover the w-plane more than once in any part.
3) Each part of the boundaries is common to certain domains of the surface
which is exterior to the considered domain.
2. (p. 179) To each leaf so defined on the Riemann surface of the meromor-
phic function w = f(z) there corresponds an open domain on the z-plane
which we call a ”polygonal domain”. In the polygonal domain of a mero-
morphic function the function is mono-valued and it takes all values except
a set of values not forming a domain. We call such a leaf whose boundary
consists of only accessible points from the inside of it ”a leaf with accessible
boundary” and the corresponding polygonal domain ”a polygonal domain
with accessible boundary”. By mapping the sequence of leaves with acces-
sible boundaries on the z-plane, the z-plane of the meromorphic function
w = f(z) is divided into a system of polygonal domains for the function,
whose boundaries consist only of accessible points from the inside of each
domain respectively.
3. (p. 185) I will here call that the z-plane is divided into ”a system
of normal polygonal domains”, if the z-plane is divided into a system of
polygonal domains whose boundaries consist of only accessible points from
the inside of them so that an infinite number of the boundaries of different
polygonal domains may not accumulate in the finite part of the z-plane.
Further we call that the z-plane is divided into ”a system of fundamental
domains” if the plane is divided into a system of normal polygonal domains
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so that the boundary of each normal polygonal domain may be all trans-
formed into all the boundary of another normal polygonal domain by the
transformation of the group of the function which I shall consider in the
section VII, that is, the transformation defined by f(z′) = f(z), where z
runs over the boundary of some polygonal domain.
4. (p. 185) We show that:
Theorem 1. For any meromorphic function f(z) we can divide the z-plane
into a system of normal polygonal domains, that is, we can divide the Rie-
mann surface for the inverse function of f(z) into a system of leaves without
leaving any elements (belonging to the surface) except point sets containing
no domain such that each leaf covers almost all the w-plane except point sets
not forming domains and the boundary of each leaf consists of only acces-
sible points from the inside and further, when all the leaves thus obtained
are mapped conformally on the z-plane, there exists no point set in the finite
part of the z-plane which is a limiting set of an infinite number of boundaries
of the images of the leaves.”
In this basic theorem of the theory, Shimizu demonstrates that any meromor-
phic function carries with it the geometric structure of a system of normal
polygonal domains. However as he later on proves there are entire functions
that have no system of fundamental polygonal domains. Gross constructed
an entire function whose set of all asymptotic values is the whole of C.
Shimizu proves that Gross’ function has no system of fundamental polyg-
onal domains. Thus any meromorphic function induces those remarkable
tilings of the complex plane by systems of normal polygonal domains. But
there are entire functions for which the boundaries of the different tiles are
mapped to one another (infinity included) by the automorphic functions, in
a rather complicated manner.
A large portion of Tatsujiroˆ Shimizu’s papers was dedicated to understand
the analytic and the geometric properties of the individual elements of the
group that are defined by
f(z′) = f(z). (1.1)
In our paper we will call this defining equation, the automorphic equation
of f(z).
Remark 1.1. In our manuscript we will call this group of Shimizu, ”the
automorphic group of f(z)” and we will use the notation Aut(f) to designate
it. The binary operation is composition of mappings.
Remark 1.2. As mentioned in remark 1.1 we will use the term ”automorphic
function of f(z)” instead of Shimizu’s ”fundamental function with respect
to f(z)”.
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For example, very simple such groups are Aut(zn) = {e2πik/nz| k = 0, . . . , n−
1} and Aut(ez) = {z + 2πik| k ∈ Z}. Possible tilings of the complex plane
that correspond to these groups (and functions) are Ωj(z
n) = {z ∈ C| 2πij <
arg z < 2πi(j + 1)}, j = 0, . . . , n − 1 and Ωj(ez) = {z ∈ C| 2πj < ℑz <
2π(j + 1)}, j ∈ Z respectively. However, these two examples are excep-
tional, having all of the automorphic functions entire. A remarkable prop-
erty proved by Shimizu asserts that the only possible automorphic functions
which are entire, have the form eiθz+ b, where θ ∈ 2π ·Q. More complicated
entire functions do not qualify being automorphic. In general those auto-
morphic functions are multi-valued or ”leaves” thereof with a complicated
structure. Further research on this topic was carried on, for example in [13]
and [14]. There are papers that computed systems of fundamental domains
(and their automorphic groups) for specific important functions, in partic-
ular in number theory such as the Riemann Zeta function and the Gamma
function. It is clear that a lot of further research is needed in order to better
understand the automorphic functions. In particular we clearly have to un-
derstand more global properties of the groups Aut(f) and of their induced
normal (or fundamental if exist) polygonal domains {Ωj(f)}j . For exam-
ple it is clearly important to understand if tools parallel to Selberg Trace
Formula could be extended to the automorphic groups of entire functions.
Here is a brief summary of the results and the ideas in the paper. In
section 2 we use the Weierstrass representation as (generically) an infinite
product for f(w)− f(z). Here w ∈ C is the variable while the parameter z
lies in C− f−1(f(0)). We have:
f(w)− f(z) = exp (g(w, z))
∞∏
n=1
E
(
w
φ0n(z)
, λn
)
=
= exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)),
where if λn > 0, then:
Qλn
(
w
φ0n(z)
)
=
(
w
φ0n(z)
)
+
1
2
(
w
φ0n(z)
)2
+ . . .+
1
λn
(
w
φ0n(z)
)λn
,
and Q0(w/φ0n(z)) ≡ 0. Weierstrass representation parameters are the func-
tion g(w, z) which is entire in w and z-holomorphic off f−1(f(0)), and the
non-negative integers λn that depend on z. Clearly f(w)− f(z) is z-Aut(f)
invariant. But this happens due to a complicated interaction of the infinite
product and the exponential exp (g(w, z)). In the case that f has a finite
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order it follows that the infinite product as well as the exponential part are
separately z-Aut(f) invariant. Thus in this case the behavior of the Weier-
strass representation is tame, for the group invariance is not requiring any
interaction between the two parts of the Weierstrass representation. This is
proved in Proposition 2.5. We prove that the description of the Weierstrass
representation of f(w) − f(z) can be refined in that the exponential part
has the form exp(F (w, f(z))) were F (w, t) is holomorphic in each variable
separately. This depends among other things on Lemma 2.6. This lemma
also implies the cycle relation, Corollary 2.11 and the chain relation, Corol-
lary 2.12. However the proof of Lemma 2.6 follows by a result of Eremenko
and Rubel, [5], which makes a use of the monodromy principle.
In section 3 we indicate what conclusions can be reached when we have
no monodromy. In particular the proof of Corollary 3.4 defines the mapping
T : Aut(f) → Z, which will later on be used in section 6 (for example in
Corollary 6.5). Most of the results in this section deal with the arithmetic
of the compositions of automorphic functions. The mapping T provides
means to induce from any such a composition an appropriate factorization
of a natural number over Z+. Thus we can use the multiplicative theory
of numbers in order to deduce results on factorizations of an automorphic
function into a composition of other automorphic functions. Theorem 3.12
gives the general picture by describing the finiteness of the decomposition
of automorphic functions.
In section 4 the cycle relation and the chain relation are discussed in the
general case where no assumption on the finiteness of the order is assumed.
Corollary 4.1 deals with the cycle relation while Corollary 4.2 and Corollary
4.3 deal with the chain relation.
In section 5 we compute the example of the exponential function. We use
our method of computation to arrive at a general result, Theorem 5.1 which
indicates how to construct the entire function f(w) from its automorphic
group Aut(f). This construction depends on the assumption that has no
justification at the moment, that we have some summation method for the
infinite series: ∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
The right summation method for this infinite sum of polynomials in w which
are multi-valued functions of z is an open problem.
Section 6 gives, among other things other types of reconstruction formu-
las both to f(z) and to f ′(z) in terms of approximating automorphic func-
tions. These are the automorphic functions of the partial sums of the power
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series expansion of f(w). Proposition 6.1 gives the formulas: f(z) = f(w)−
limn→∞ an
∏n
j=1(w − φj(n)(z)), and f ′(z) = limn→∞ an
∏n−1
j=1 (z − φ(n)j (z)).
The remarkable thing here is that an → 0 as a sequence of numbers while
both products blow up but as sequences of functions, but just in the right
pace so that the limits converge and reconstruct the function and its deriva-
tive. As mentioned above this section gives also properties of ker(T ), where
the mapping T was defined in section 3 within the proof of Corollary 3.4.
For example Corollary 6.5 indicates relations between ker(T ) and the au-
tomorphic group. In fact when f has a finite order as an entire func-
tion then ker(T ) = Autz(g(w, z)), and all the automorphic functions in
Aut(f) − Autz(g(w, z)) have infinite order in the sense of group members.
We recall that Aut(f(z)) ⊆ Autz(exp(g(w, z)). So Aut(f(z)) is ”trapped”
between Autz(g(w, z)) and Autz(exp(g(w, z)) and the automorphic func-
tions of f outside the smaller group Autz(g(w, z)) all have infinite order as
group elements of the automorphic group of f , Aut(f).
In section 7 we show how the function g(w, z)− g(0, z), where g(w, z) is
the function that participates in the Weierstrass representation of f(w) −
f(z) is determined by negative moments of the automorphic functions.
Theorem 7.1 determines ∂
kg
∂wk
(0, z) in terms of
∑
(φ0n(z))
−k. In fact for
k = 1, 2, 3, . . . we have the identities:
1
k!
∂kg
∂wk
(0, z) = −1
k
∑


n
λn ≥ k
(
1
φ0n(z)
)k
.
The left hand side is the k + 1’st Maclaurin coefficient in the expansion
of g(w, z) − g(0, z). The right hand side is (−1/k) multiplying the (−k)-
moment of all the relevant automorphic functions of f . That explains the
title of this section. The whole argument is based on the assumption that
we have some summation method for the infinite series:
∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
This assumption was also needed for deducing an essential part of Theorem
5.1 in section 5. As mentioned in section 5 this summation problem is an
open problem.
In section 8 an infinite product representation of f ′(w) in terms of au-
tomorphic functions is given. Proposition 8.1 shows that Aut(f) ⊆ Aut(g)
implies that ∃G(w, z), entire in w and holomorphic in z ∈ C − g−1(g(0)) −
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f−1(f(0)) such that g(w) − g(z) = (f(w) − f(z)) · G(w, z). In particular
∃H(z), an entire function such that g′(z) = H(z) · f ′(z). Lemma 8.3 points
out to a relation between the fixed points of the non-identity automorphic
functions (φ0n(w) = w for φ0n 6≡ id.), and the zeros of f ′(z), i.e. Z(f ′).
Accordingly Z(f ′) might contain on the top of these fixed-points also ele-
ments from the fiber f−1(f(0)). Theorem 8.4 gives a formula for Z(f ′) in
terms of the fixed-point sets of the non-identity automorphic functions of
f(w). Theorem 8.5 uses the Laguerre Theorem on separation of zeros and
the formula of Theorem 8.4 to show the reality and the separation property
of Fix(Aut(f)) by Z(f).
Section 9 deals with entire functions of the form f(z) = P (z)eg(z) where
P (z) ∈ C[z] and where g ∈ E. Let d := deg p > 0 and Z(p) = {α1, . . . , αd} ⊆
C. Then ∀ j = 1, . . . , d, αj is a common zero of almost all the reciprocals of
the automorphic functions of f(z).
The main issue in section 10 are formulas for the derivatives of the
automorphic functions. Theorem 10.2 give a kind of integral formula for∑
|φ0n(z)|<R φ
(k)
0n (z). Proposition 10.3 gives a kind of a partial fractions
expansion in terms of 1/(w − φ0n(z)) to the w-logarithmic derivative of
f(w) − f(z). In Proposition 10.4 a parallel expansion is given for the z-
logarithmic derivative of f(w)−f(z) (recall that w is the function’s variable
while z 6∈ f−1(f(0)) is a parameter).
In section 11 we apply the Jensen Theorem to compute the absolute
value of products of automorphic functions in terms of an integral of:
log |f(|φ0n(z)|eiθ)− f(z)|dθ
These products are further discussed in section 13.
Section 14 deals with order and type estimates of f(w) in terms of the
convergence exponent of the automorphic group Aut(f). See Theorem 14.2.
Some of the results are related to low order (less than 1) (Theorem 14.4).
There are in this section also density estimates for Aut(f) for an entire f(w)
of a finite order. Theorem 14.8 and Theorem 14.9 deal with entire functions
of a finite and non-integral order and tie the convergence exponent of the
Aut(f)-orbits to this order.
Section 15 is preparing for a future research on extending scattering
theory, Selberg Trace formula etc... to the setting of the discrete groups
Aut(f). Theorem 15.2 suggests what should be some of the counterparts of
the classical theory in the setting of Aut(f). This is far from being final and
conclusive!
In the short section 16 we bring the basics of the notion of local groups.
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This notion is clearly relevant to the theory of the automorphic group of an
entire function. The material is mostly taken from Terrence Tao’s book [19].
In section 17 we prove the remarkable identities
lim
j→∞
∑
φ0n(w)|<Rj
φ
(k)
0n (w) ≡ 0, ∀w ∈ C,
for certain sequences 0 < R1 < R2 < . . . < Rn < . . . (Rn → ∞). Each of
these sequences fit simultaneously all the values of k ∈ Z+. This is done
for low order functions (0 < ρ < 12 ). The main tools used in the proof are
Wiman’s-cos πρ Theorem and our integral formulas for
∑
|φ0n(z)|<R φ
(k)
0n (z) in
Theorem 10.2. See Theorem 17.1. Few examples are elaborated to demon-
strate the sharpness of our results here.
In section 18 we give in Theorem 18.1 some density estimates on {|φ0n(z)|}n
for functions of a low order (0 < ρ < 12). Again Wiman’s-cos πρ Theorem is
a main tool in our proof.
Vieta type formulas for Aut(f), 0 ≤ ρ < 1, are given in section 19.
Theorem 19.1 gives a formula for the Maclaurin coefficients of f(w) in terms
of f(0)− f(z) and Aut(f).
A reasonable approach to try and extend the classical scattering theory
results and the Selberg Trace formula to Aut(f), is to naturally embed
the automorphic group in a larger group, the way SLn(Z) is embedded in
GLn(R). In section 20 and in section 21 we try such an approach. Our
initial embedding uses an ascending sequence of automorphic groups and
a major problem is to try and understand what is the direct limit that is
constructed. A typical example originates in the Tuen Wai NG construction
of entire functions which have factorizations of unlimited number of prime
factors, [20]. Theorem 21.2 gives the structure of the direct limit group
of the ascending automorphic groups. That is done in a certain important
case where a Tuen Wai NG function underlies the direct limit. Non-trivial
consequences follow in Theorem 21.3 and in Theorem 21.4.
Section 22 gives continuity relations between the group Aut(f) and the
sequence of groups Aut(fn), where fn → f uniformly on compact subsets
of C. The proof of that theorem (Theorem 22.1) is tricky. It uses the ele-
mentary Newton’s identities for moments and symmetric functions of finite
sets, and it uses one of the partial fractions expansions we found before for
the w-logarithmic derivative f ′(w)/(f(w)− f(z)), in section 10, Proposition
10.3.
Those results are used in section 23 to prove some results on the amenabil-
ity of Aut(f). In Theorem 23.5 the assumptions are analytical while in The-
orem 23.12 the assumptions are geometrical, i.e. they use the generations
10
counting functions for systems of fundamental domains of f(w). Some ap-
plications to cases where we have control on the growth of the generations
counting functions are given in Corollary 23.13.
2 The Weierstrass representation of the automor-
phic group of an entire function, and the extra
properties in the case of a finite order
We will use (and for no particular reasons) the following two books: [8],
Chapter IV, page 56, and [15], Chapter 15, page 87. This material is classi-
cal.
Let f(z) be a non-constant entire function, and let {Ωi} be a normal
system of maximal domains of f(z) (”fundamental domains” in Shimizu’s
terminology), and {φij} is the corresponding automorphic group. We view
the difference f(w) − f(z) as an entire function in w, and we view z as
a complex parameter. We have the power series expansion f(w) = a0 +
a1w + a2w
2 + . . .. Hence f(w) − f(z) = a1w + a2w2 + . . . − (a1z + a2z2 +
. . .). As a function of w, it has a zero at the origin, w = 0, if and only if
a1z+ a2z
2 + . . . = f(z)− f(0) = 0 for the particular value z of the complex
parameter. This is the case if z = 0 (the trivial case). In all other cases
(where f(z)− f(0) 6= 0), the function f(w)− f(z) (of w) does not vanish at
the origin, w = 0. Hence the Weierstrass factorization theorem implies the
following:
1) If f(z)− f(0) 6= 0, then there is a function g(w, z), entire in w and there
are non-negative integers λn(w, z) which we will sometimes denote by λn,
such that:
f(w)− f(z) = exp (g(w, z))
∞∏
n=1
E
(
w
φ0n(z)
, λn
)
=
= exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)),
where if λn > 0, then:
Qλn
(
w
φ0n(z)
)
=
(
w
φ0n(z)
)
+
1
2
(
w
φ0n(z)
)2
+ . . .+
1
λn
(
w
φ0n(z)
)λn
,
and Q0(w/φ0n(z)) ≡ 0.
2) If f(z) − f(0) = 0, then there is a natural number m, and there is an
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entire function in w, h(w, z) (depending on each zero of f(z) − f(0)) and
there are non-negative numbers λ′n(z),such that:
f(w)− f(z) = wm exp (h(w, z))
∞∏
n=1,φ0n(z)6=0
E
(
w
φ0n(z)
, λ′n
)
,
where z satisfies: (a) f(z)− f(0) = 0, (b) φ0n(z) 6= 0.
Next, we flip the roles of the variable w and the complex parameter z.
We obtain:
1) If f(w)− f(0) 6= 0, then there is a function g1(z, w), entire in z and there
are non-negative integers µn(z, w) which we will sometimes denote by µn,
such that:
f(z)− f(w) = exp (g1(z, w))
∞∏
n=1
E
(
z
φ0n(w)
, µn
)
=
= exp (g1(z, w))
∞∏
n=1
(
1− z
φ0n(w)
)
eQµn (z/φ0n(w)),
2) If f(w) − f(0) = 0, then with exactly the same values as in case 2 for
f(w)− f(z) above we have:
f(z)− f(w) = zm exp (h(z, w))
∞∏
n=1,φ0n(w)6=0
E
(
z
φ0n(w)
, λ′n
)
,
where w satisfies: (a) f(w)− f(0) = 0, (b) φ0n(w) 6= 0.
Cases 1 are the generic cases (because cases 2 apply either to a discrete
set of z, or to a discrete set of w). By f(w) − f(z) = −(f(z) − f(w)) we
obtain:
Proposition 2.1. If (f(w)− f(0))(f(z) − f(0)) 6= 0, then:
exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)) =
= − exp (g1(z, w))
∞∏
n=1
(
1− z
φ0n(w)
)
e
Qλ′n
(z/φ0n(w)),
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where g(w, z) is entire in w, and g1(z, w) is entire in z. Moreover by the
discussion in [17] that starts on page 229 we may assume that all the auto-
morphic functions φ0n are holomorphic in the (interior) maximal domains
Ωi of the system we fixed. Hence g(w, z) is z-holomorphic in the Ωi’s and
g1(z, w) is w-holomorphic there.
Proposition 2.2. If (f(w)− f(0))(f(z) − f(0)) 6= 0, then:
∂g(w, z)
∂w
+
∞∑
n=1
(w/φ0n(z))
λn
w − φ0n(z) =
∂g1(z, w)
∂w
+
∞∑
n=1
(
φ′0n(w)
φ0n(w)
)
z
(z/φ0n(w))
λ′n
φ0n(w)− z .
Proof.
Take the logarithm of the two sides in the identity of proposition 2.1, and
then ∂/∂w both sides and simplify. We note that both g(w, z) and g1(z, w)
are holomorphic (usually not entire) in both variables in the appropriate
domains of the C× {C − discrete set}.
Remark 2.3. If we ∂/∂w both sides of f(φ0n(w)) = f(w), then we obtain
f ′(φ0n(w))φ′0n(w) = f
′(w) in the appropriate domain Ω. By Shimizu this
domain, is such that C− Ω contains no continuum.
Remark 2.4. If we take ∂/∂z instead of ∂/∂w, we get the symmetric identity:
∂g(w, z)
∂z
+
∞∑
n=1
(
φ′0n(z)
φ0n(z)
)
w
(w/φ0n(z))
λn
φ0n(z)− w =
=
∂g1(z, w)
∂z
+
∞∑
n=1
(z/φ0n(w))
λ′n
z − φ0n(w) .
The entire w-functions g(w, z) in the generic Weierstrass factorization of
f(w) − f(z) are special regarding their relation to the action of the auto-
morphic group of f(z) (note that here we take z as the variable).
Proposition 2.5. If f(z)−f(0) 6= 0, then there is a function g(w, z), entire
in w and there are non-negative integers λn = λn(w,φ0n(z)) such that:
f(w)− f(z) = exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)).
If ∀n we have λn = λ, a constant value independent of n, then the function
exp (g(w, z)) is z-invariant with respect to the action of the automorphic
group of f(z). This means that exp (g(w,φij(z))) = exp (g(w, z)) for every
element φij in the automorphic group. Our assumption on the λn ≡ λ is
valid whenever the entire function f(w) has a finite order.
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Proof.
The first part is just Weierstrass factorization theorem applied to f(w)−f(z)
(as an entire function of w). Let φij be any automorphic function of f(z).
This means that f(φij(z)) = f(z). We note that:
∞∏
n=1
(
1− w
φ0n(φij(z))
)
e
Qλn(w,φ0n(φij (z)))(w/φ0n(φij(z))) =
=
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)),
because the left hand side product is a product of a permutation of the
factors of the right hand side. This follows by the assumption on the λn ≡
λ, independent of n. By the convergence uniformly on compacta the two
products are equal to one another. Hence the quotient function:
(f(w)− f(z))
/ ∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z))
is invariant with respect to the action of the elements {φij} of the automor-
phic group of f(z). But by the Weierstrass identity above, this quotient
function equals exp (g(w, z)).
We now indicate conclusions of this proposition which are of a different
character than the ones above. We will use the following:
Lemma 2.6. If u(z) and v(z) are non-constant entire functions and if
Aut(v) is a subgroup of Aut(u), then there exists a function h(w), holo-
morphic on the image of v (i.e. on v(C)) such that u(z) = h(v(z)).
Proof.
That follows using the methods in [13], however, we will prove it using a
result in [5]. Namely, we will make use of the result that appears on the
last paragraph on page 334 and continues on the first paragraph on the next
page, 335 in [5]. Thus we claim that v ≤ u, where the partial order is defined
in [5] (where we indicated). To prove that we need to show that v(z) = v(w)
implies that u(z) = u(w), ∀ z, w ∈ C. Thus assuming that v(z) = v(w), it
follows that ∃Φ ∈ Aut(v), such that w = Φ(z). By an assumption we have,
it follows that Φ ∈ Aut(u). Hence it indeed follows that u(z) = u(w), and
we proved that v ≤ u. The claim in our lemma now follows by [5].
Using the Shimizu’s [17] (or [13]) we can re-write Lemma 2.6 in a geometric
manner:
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Lemma 2.7. If u(z) and v(z) are non-constant entire functions and if
Aut(v) is a subgroup of Aut(u), then a normal system of maximal domains
{Ωj} of v(z), is composed of maximal domains Ωj each of which is tiled by
some elements of the same normal system of maximal domains of u(z).
Specializing Lemma 2.7 to the setting of Proposition 2.5 we obtain:
Corollary 2.8. Under the assumptions of Proposition 2.5: The normal
system of maximal domains {Ωj} of f(z) which induces the Weierstrass
factorization of f(w) − f(z), is composed of maximal domains Ωj, each
of which is tiled by some elements of the same normal system of maximal
domains of exp (g(w, z)) as a function of z and for a fixed w.
Specializing Lemma 2.6 to the setting of Proposition 2.5 we obtain:
Corollary 2.9. Under the assumptions of Proposition 2.5: There is a func-
tion F (w,w1), holomorphic in C×f(C) such that exp (g(w, z)) = exp (F (w, f(z))).
So the Weierstrass factorization of f(w) − f(z) that is described in Propo-
sition 2.5 is special, and we add the extra information in the following:
Theorem 2.10. Let f be a non-constant entire function of a finite order,
and assuming that f(z)− f(0) 6= 0 we have the following expansion:
f(w)− f(z) = exp (F (w, f(z)))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλ(w/φ0n(z)).
In particular, the canonical infinite product is in fact an holomorphic func-
tion of (w, f(z)), for all w ∈ C and z ∈ (C− Z(f − f(0))).
Corollary 2.11. Let f be a non-constant entire function of a finite order,
then we have the following cycle relation:
N∑
j=1
exp (F (zj , f(zj+1)))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλ(zj/φ0n(zj+1)) ≡ 0,
for any N independent variables: z1, . . . , zN , where we agree that zN+1 = z1.
Proof.
Method 1: Using the identity in Theorem 2.10 we have the following:
f(z1) = f(z2) + exp (F (z1, f(z2)))
∞∏
n=1
(
1− z1
φ0n(z2)
)
eQλ(z1/φ0n(z2)),
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f(z2) = f(z3) + exp (F (z2, f(z3)))
∞∏
n=1
(
1− z2
φ0n(z3)
)
eQλ(z2/φ0n(z3)),
...
f(zN−1) = f(zN )+exp (F (zN−1, f(zN )))
∞∏
n=1
(
1− zN−1
φ0n(zN )
)
eQλ(zN−1/φ0n(zN )),
f(zN ) = f(z1) + exp (F (zN , f(z1)))
∞∏
n=1
(
1− zN
φ0n(z1)
)
eQλ(zN/φ0n(z1)).
We plug these identities successively each in its predecessor and eventually
cancel out f(z1) from both sides of the equation.
Method 2: The cycle relation is merely the Weierstrass factorization of
each term in the following telescopic identity:
(f(z1)−f(z2))+(f(z2)−f(z3))+. . .+(f(zN−1)−f(zN ))+(f(zN )−f(z1)) ≡ 0.
Corollary 2.12. Let f be a non-constant entire function of a finite order,
then we have the following chain relation:
f(z1)−f(zN+1) =
N∑
j=1
exp (F (zj , f(zj+1)))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλ(zj/φ0n(zj+1))
for any N + 1 independent variables z1, z2, . . . , zN+1.
Proof.
It is clear how to adopt any of the two methods of the proof we gave to
Corollary 2.11.
Corollary 2.13.
N∑
j=1
exp (F (zj , f(zj+1)))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλ(zj/φ0n(zj+1)) ≡
≡ exp (F (z1, f(zN+1)))
∞∏
n=1
(
1− z1
φ0n(zN+1)
)
eQλ(z1/φ0n(zN+1))
for any N + 1 independent variables z1, z2, . . . , zN+1.
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Remark 2.14. The results that begin in our Corollary 2.8 and end in Corol-
lary 2.13 should be carefully interpreted, because exp (g(w, z)) is entire in w,
but is not known to be entire in z. This is because we are dealing only with
those values of the parameter z for which f(z)− f(0) 6= 0. Thus apriori it is
not clear what is the meaning of ”elements of a normal system of maximal
domains of exp (g(w, z) for a fixed w”. This notion was defined by Shimizu
only for meromorphic functions, but we do not know that exp (g(w, z)) is
meromorphic in z.
Remark 2.15. The cycle relation in Corollary 2.11 and the chain relation in
Corollary 2.12 and in Corollary 2.13 resemble the fact that the value of a
path integral is independent of the path that connects the two endpoints for
a conservative field. In our setting one may think of f(z) as the ”potential”
of the complicated Weierstrass products that appear within the sum. This
resemblance originates in the elementary fact that the sum of telescopic
series depends only on the initial and the terminal points.
3 Conclusions from Proposition 2.5 in case we have
no monodromy
The conclusions from Proposition 2.5 that were derived in the previous sec-
tion, originated in Lemma 2.6 and Lemma 2.7. These, in turn were based
on a result of Eremenko and Rubel in [5]. However, their result used the
monodromy principle that was available in their setting. What if we have
no monodromy? Of course the conclusion of Proposition 2.5 is still valid
but we have no composition relations between f and the Weierstrass factor
exp (g(w, z)). We will outline in this section what can we still conclude.
Corollary 3.1. For any element φij(z) of the automorphic group of f(z), a
non-constant entire function of a finite order, there exists an integer nij ∈ Z
so that g(w,φij(z)) = g(w, z) + 2πnij · i.
Remark 3.2. It would be nice to compute g(w, z) for different entire functions
and to check the various identities we obtained. Later on we will carry such
a computation for the exponential function.
Remark 3.3. The g(w, z) function translates the group of automorphic func-
tions (composition of mappings is its binary operation), into a subgroup of
(Z,+).
Proof.
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Let us take two automorphic functions φij and φα,β. Then: g(w,φij(z)) =
g(w, z) + 2πnij · i and g(w,φαβ(z)) = g(w, z) + 2πnαβ · i.
g(w,φij(φα,β(z))) = g(w,φα,β(z)) + 2πnij · i =
= (g(w, z) + 2πnαβ · i) + 2πnij · i = g(w, z) + 2π(nαβ + nij) · i.
Corollary 3.4. The automorphic group of a non-constant entire function of
a finite order, is homomorphic to a subgroup of (Z,+) (which is not always
the trivial homomorphism).
Proof.
Let f be a non-constant entire function. Let us denote by Aut(f) it’s group
of automorphic functions. Let us define the mapping T : Aut(f) → Z by
the formula suggested by Corollary 3.1, i.e.
T (Φ) =
1
2π · i (g(w,Φ(z)) − g(w, z)) .
Here the complex numbers w, z ∈ C are completely arbitrary within the
domain of the definition of g(w, z). Then by Remark 3.3 we have ∀Φ1,Φ2 ∈
Aut(f) we have the identity T (Φ1 ◦ Φ2) = T (Φ1) + T (Φ2).
Corollary 3.5. Let f be a non-constant entire function of a finite order. If
Φ ∈ Aut(f) is an element of a finite order, then Φ ∈ ker(T ).
Proof.
The only finite subgroup of the infinite cyclic group (Z,+) is the trivial sub-
group {0}.
We deduce a family of functional-arithmetical identities from Corollary
3.4. For that we will use the obvious short notation for repeated composition
of functions.
Definition 3.6. Let hj(z), j = 1, . . . , n be n complex valued functions for
which the repeated composition makes sense. We will denote:
(h1 ◦ . . . ◦ hn) =©nj=1hj .
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Corollary 3.7. Let f be a non-constant entire function of a finite order, and
let Φ1, . . . ,Φn ∈ Aut(f) (n ≥ 2). Then whenever the repeated composition
makes sense we have the identity:
g
(
w,
(©nj=1Φj) (z))− n∑
j=1
g (w,Φj(z)) + (n− 1)g(w, z) ≡ 0,
∀ (w, z) ∈ C× (C− a discrete set).
Proof.
The proof is inductive on n ∈ Z≥2. For n = 2 we have (using the map T in
the proof of Corollary 3.4: T (Φ1 ◦ Φ2) = T (Φ1) + T (Φ2), i.e.:
1
2π · i (g(w, (Φ1 ◦Φ2)(z))− g(w, z)) =
=
1
2π · i (g(w,Φ1(z))− g(w, z)) +
1
2π · i (g(w,Φ2(z)) − g(w, z)) .
Hence:
g(w, (Φ1 ◦ Φ2)(z)) − g(w,Φ1(z))− g(w,Φ2(z)) + g(w, z) ≡ 0.
This completes the case n = 2. Similarly the case n = 3 follows in a very
similar manner from: T (Φ1 ◦ Φ2 ◦ Φ3) = T (Φ1) + T (Φ2) + T (Φ3), i.e.:
1
2π · i (g(w, (Φ1 ◦ Φ2 ◦ Φ3)(z)) − g(w, z)) =
=
1
2π · i (g(w,Φ1(z)) − g(w, z))+
1
2π · i (g(w,Φ2(z)) − g(w, z))+
1
2π · i (g(w,Φ3(z)) − g(w, z)) .
Hence:
g(w, (Φ1◦Φ2◦Φ3)(z))−g(w,Φ1(z))−g(w,Φ2(z))−g(w,Φ3(z))+2·g(w, z) ≡ 0.
This completes the case n = 3, etc...
We have now a direct connection between composition arithmetic and lattice
(integral) arithmetic. Here is a straightforward example. We might think
of |T (Φ)| has the distance between g(w,Φ(z)) and g(w, z). Given two non
trivial elements Φ1,Φ2 ∈ Aut(f), i.e. elements for which the corresponding
distances are not 0 (|T (Φ1)T (Φ2)| > 0) can we find an non-trivial element
with a shorter distance. Here is a possible way to go about solving that:
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Corollary 3.8. Let f be a non-constant entire function of a finite order
and let Φ1,Φ2 ∈ Aut(f). Suppose that we have:
m =
1
2π · i (g(w,Φ1(z))− g(w, z)) , n =
1
2π · i (g(w,Φ2(z))− g(w, z)) ,
where m ·n 6= 0. Let d = a ·m+ b ·n = (m,n) the lcm of the integers m and
n. Here d can be the positive or the negative lcm. Then if we define:
Φ = Φ◦a1 ◦ Φ◦b2 ,
then we have:
d =
1
2π · i (g(w,Φ(z)) − g(w, z)) .
Proof.
We clearly define
Φ◦a1 =
{
Φ1 ◦ . . . ◦Φ1 if a > 0
(Φ1)
−1 ◦ . . . ◦ (Φ1)−1 if (−a) > 0 .
We note that we have: T (Φ◦a1 ) = a · T (Φ1). Hence T (Φ) = T (Φ◦a1 ◦ Φ◦b2 ) =
a · T (Φ1) + b · T (Φ2) = a ·m+ b · n = d.
Corollary 3.9. Let f be a non-constant entire function of a finite order
and let Φ1,Φ2 ∈ Aut(f). Then we have:
1
2π · i
(
g(w,Φ1(z)
◦T (Φ2))− g(w, z)
)
=
1
2π · i
(
g(w,Φ2(z)
◦T (Φ1))− g(w, z)
)
.
Proof.
This follows by the fact that:
T (Φ
◦T (Φ2)
1 ) = T (Φ2)T (Φ1) = T (Φ1)T (Φ2) = T (Φ
◦T (Φ1)
2 ).
Corollary 3.10. Let f be a non-constant entire function of a finite order
and let Φ ∈ Aut(f) satisfy the condition that the number
1
2π · i (g(w,Φ(z)) − g(w, z))
is a prime number p. If Φ = Ψ◦k for some Ψ ∈ Aut(f), then either T (Ψ)
equals 1 or equals p.
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Corollary 3.11. Let f be a non-constant entire function of a finite order
and let Φ ∈ Aut(f) satisfy the condition that the number
of
1
2π · i (g(w,Φ(z)) − g(w, z))
is a prime number p. If Φ = Φ1 ◦ . . . ◦ Φn, where n ∈ Z+, and where for
j = 1, . . . , n, Φj ∈ Aut(f), then there is a single index k, between 1 and n
such that T (Φk) = p while for j ∈ {1, . . . , n} − {k}, T (Φj) = 1.
Corollaries 3.8, 3.9, 3.10 and 3.11 are all particular cases of the principle that
the arithmetic of composition of automorphic functions of a non-constant
entire function have an analog in the arithmetic of the integers, Z. We can
describe the general principle in the following:
Theorem 3.12. The finiteness of the decomposition of automorphic
functions. Let f be a non-constant entire function of a finite order and let
Φ ∈ Aut(f) satisfy the condition:
1
2π · i (g(w,Φ(z)) − g(w, z)) = N ∈ Z− {0}.
Then any decomposition of Φ into a composition of automorphic functions
of f :
Φ = Φ1 ◦ . . . ◦ Φn, Φ1, . . . ,Φn ∈ Aut(f),
has the following properties:
1) n could be any natural number with no apriori upper bound.
2) We have the Diophantine identity:
1
2π · i (g(w,Φ(z)) − g(w, z)) =
n∏
j=1
(
1
2π · i (g(w,Φj(z))− g(w, z))
)
.
If we call an automorphic function Φj an arithmetical unit, if it satisfies:∣∣∣∣ 12π · i (g(w,Φj(z))− g(w, z))
∣∣∣∣ = 1,
then in any such decomposition of Φ, the set:{
1
2π · i (g(w,Φj(z))− g(w, z)) 6= ±1
}
,
is a set of non-unit divisors of N whose product is N , and all the other
factors belong to arithmetical units. In particular for any Φ ∈ Aut(f), the
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number of different decompositions that differ in their non-units is bounded
above by:∑
m! · |{{k1, . . . , km} | k1 · . . . · km = N, |k1|, . . . , |km| > 1}|.
The weights m! must be present because composition of functions, unlike
multiplication of integers in a non-commutative binary operation.
4 The cycle relation and the chain relation in the
general case
The results in section 2 dealt mostly with entire functions of a finite order.
The key result was Proposition 2.5 and we assumed that λn ≡ λ independent
of n. This essentially is the assumption that f has a finite order. In this
section we point out at the results if this assumption is dropped out.
Corollary 4.1. Let f be a non-constant entire function, then we have the
following cycle relation:
N∑
j=1
exp (g(zj , zj+1))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλn(zj/φ0n(zj+1)) ≡ 0,
for any N independent variables: z1, . . . , zN , where we agree that zN+1 = z1.
Proof.
Method 1: Using the first identity in Proposition 2.5 where no finite order
assumption is needed, we have the following:
f(z1) = f(z2) + exp (g(z1, z2))
∞∏
n=1
(
1− z1
φ0n(z2)
)
eQλn(z1/φ0n(z2)),
f(z2) = f(z3) + exp (g(z2, z3))
∞∏
n=1
(
1− z2
φ0n(z3)
)
eQλn(z2/φ0n(z3)),
...
f(zN−1) = f(zN )+exp (g(zN−1, zN ))
∞∏
n=1
(
1− zN−1
φ0n(zN )
)
eQλn(zN−1/φ0n(zN )),
f(zN ) = f(z1) + exp (g(zN , z1))
∞∏
n=1
(
1− zN
φ0n(z1)
)
eQλn(zN/φ0n(z1)).
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We plug these identities successively each in its predecessor and eventually
cancel out f(z1) from both sides of the equation.
Method 2: The cycle relation is merely the Weierstrass factorization of
each term in the following telescopic identity:
(f(z1)−f(z2))+(f(z2)−f(z3))+. . .+(f(zN−1)−f(zN ))+(f(zN )−f(z1)) ≡ 0.
Corollary 4.2. Let f be a non-constant entire function, then we have the
following chain relation:
f(z1)−f(zN+1) =
N∑
j=1
exp (g(zj , zj+1))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλn(zj/φ0n(zj+1))
for any N + 1 independent variables z1, z2, . . . , zN+1.
Proof.
It is clear how to adopt any of the two methods of the proof we gave to
Corollary 4.1.
Corollary 4.3.
N∑
j=1
exp (g(zj , zj+1))
∞∏
n=1
(
1− zj
φ0n(zj+1)
)
eQλn(zj/φ0n(zj+1)) ≡
≡ exp (g(z1, zN+1))
∞∏
n=1
(
1− z1
φ0n(zN+1)
)
eQλn(z1/φ0n(zN+1))
for any N + 1 independent variables z1, z2, . . . , zN+1.
5 Examples (mostly the exponential function) and
the role played by the assumption that we have
some summation method the infinite series:
∞∑
n=1
Qλn
(
w
φ0n(z)
)
,
for the reconstruction of f from Aut(f)
Let f(z) = ez. We consider the following natural system of maximal domains
of f(z):
{Ωn = {z ∈ C | 2π · i · n < ℑz < 2π · i · (n+ 1)} |n ∈ Z}.
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This induces the infinite cyclic automorphic group:
Aut(ez) = {z + 2π · i · n |n ∈ Z} =< z + 2π · i > .
The discrete exceptional set of z is the solution set of the equation ez−e0 = 0.
So this is the discrete set {2π · i · n |n ∈ Z}. Using the representation of
Proposition 2.5 we clearly can choose the sequence λn ≡ 1, ∀n ∈ Z. Thus
for z 6∈ {2π · i · n |n ∈ Z}, we have:
ew − ez = exp (g(w, z))
∏
n∈Z
(
1− w
z + 2π · i · n
)
e(w/(z+2π·i·n)).
We can group together symmetric pairs n and −n, where n ∈ Z+. We
compute the corresponding products:(
1− w
z + 2π · i · n
)
e(w/(z+2π·i·n)) ×
(
1− w
z − 2π · i · n
)
e(w/(z−2π·i·n))
and we can write the final result in two forms as follows:
ew−ez = exp (g(w, z))
(
1− w
z
)
ew/z
∞∏
n=1
(
(z − w)2 + 4π2n2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2) =
= exp (g(w, z))
(
1− w
z
)
ew/z
∞∏
n=1
(
1− z
2 − (z − w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2),
∀w ∈ C, ∀ z ∈ C − {2π · i · n |n ∈ Z}. Here g(w, z) is entire in w and
holomorphic in z 6∈ {2π · i · n |n ∈ Z}. Next, we note that if we replace z by
z + 2π · i · k for some k ∈ Z, then clearly:
∏
n∈Z
(
1− w
(z + 2π · i · k) + 2π · i · n
)
e(w/((z+2π·i·k)+2π·i·n)) =
=
∏
n∈Z
(
1− w
z + 2π · i · (n+ k)
)
e(w/(z+2π·i·(n+k))) =
=
∏
n∈Z
(
1− w
z + 2π · i · n
)
e(w/(z+2π·i·n)).
Also ew − ez+2π·i·k = ew − ez. Hence the basic Weierstrass factorization:
ew − ez = exp (g(w, z))
∏
n∈Z
(
1− w
z + 2π · i · n
)
e(w/(z+2π·i·n)),
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implies that indeed we have exp (g(w, z + 2π · i · k)) = exp (g(w, z)). Next,
let us consider ew−1. This entire function has simple zeros at {2π · i ·n |n ∈
Z} and only there. So using the standard Weierstrass factorization we obtain
an identity of the following form:
ew − 1 = exp (h(w)) · w ·
∞∏
n=1
(
1− w
2
4π2n2
)
.
This follows by taking the symmetric order of factors in:
ew − 1 = exp (h(w)) · w ·
∏
n∈Z−{0}
(
1− w
2π · i · n
)
ew/(2π·i·n).
Using this identity we obtain:
ew − ez = ez(ew−z − 1) = ez exp (h(w − z)) · (w − z)
∞∏
n=1
(
1 +
(w − z)2
4π2n2
)
=
= ez exp (h(w − z)) · (w − z)
∏
n∈Z−{0}
(
1− w − z
2π · i · n
)
e(w−z)/(2π·i·n).
Thus we obtained two different identities:
ew − ez = exp (g(w, z))
∏
n∈Z
(
1− w
z + 2π · i · n
)
ew/(z+2π·i·n) =
= ez exp (h(w − z)) · (w − z)
∏
n∈Z−{0}
(
1− w − z
2π · i · n
)
e(w−z)/(2π·i·n),
or by symmetric multiplication:
ew−ez = exp (g(w, z))
(
1− w
z
)
ew/z
∞∏
n=1
(
1− z
2 − (w − z)2
z2 + 4π2n2
)
e(2zw)/(z
2+4π2n2) =
= ez exp (h(w − z)) · (w − z)
∞∏
n=1
(
1 +
(w − z)2
4π2n2
)
.
This is different from the unique factorization of polynomials. We have no
uniqueness of product representation. A well known phenomenon. Before
proceeding to the computation of the Weierstrass factor g(w, z), which is
not trivial even for the exponential function, let us solve first the polynomial
case. We start with the following quadratic f(z) = z2 + z and we note that
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f(w) − f(z) = (w − z)(w + z + 1), so that Aut(f) = {z,−z − 1}, and the
product part is:
(
1− w
z
)(
1− w−z − 1
)
=
(
z − w
z
)(
w + z + 1
z + 1
)
=
f(z)− f(w)
f(z)
.
Thus we get the representation:
f(w)− f(z) = (−1) · f(z)
(
1− w
z
)(
1− w−z − 1
)
=
= (−1) · f(z)
(
1− w
φ0(z)
)(
1− w
φ1(z)
)
.
Now, let us consider a general polynomial: f(z) = pd(z) = adz
d+ad−1zd−1+
. . .+a1z+a0, ad 6= 0. Then Aut(pd) = {φ0(z), . . . , φd−1(z)}, where φ0(z) =
z. Clearly:
pd(w)−pd(z) = ad
d−1∏
n=0
(w−φn(z)) = (−1)dad
{
n−1∏
n=0
φn(z)
}
d−1∏
n=0
(
1− w
φn(z)
)
.
By pd(w)−pd(z) = ad
∏d−1
n=0(w−φn(z)) it follows that the free term of this w-
polynomial is given by pd(0)−pd(z) = ad
∏d−1
n=0(0−φn(z)) = (−1)dad
∏d−1
n=0 φn(z).
So we proved that the Weierstrass factorization representation of the auto-
morphic group of a general monic polynomial is:
pd(w) − pd(z) = (pd(0) − pd(z))
d−1∏
n=0
(
1− w
φn(z)
)
.
A full generalization of the quadratic case. Is that formula valid for any
entire function? Unfortunately it is not the case. One might have falsely
suspected at first that we can approximate an entire f(z) by the polynomials
pd(z) which are the partial sums of the power series expansion of f . Each
pd as the above simple Weierstrass factorization of pd(w)− pd(z), and then
when d → ∞ we clearly have pd(w) − pd(z) → f(w) − f(z). We might
have hoped that the automorphic functions φdn converge when d→∞ to the
automorphic functions φ0n of f , and if we are lucky also
lim
d→∞
d−1∏
n=0
(
1− w
φdn(z)
)
=
∞∏
n=0
(
1− w
φ0n(z)
)
,
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thus proving that:
f(w)− f(z) = (f(0)− f(z))
∞∏
n=0
(
1− w
φ0n(z)
)
.
However, this clearly is wrong for the last infinite product is usually diver-
gent unless we multiply each term by the corresponding normalizing Weier-
strass factor exp (Qλn(w/φ0n(z))). This simple formula has a chance of being
correct only if f is of order 0 and ∀n, λn = 0. For the sake of completeness
let us give a concrete example which proves that this simplistic formula is
wrong. If this formula were true for f(z) = ez, we would have something
like the following:
ew − ez = (1− ez)
∏
n∈Z
(
1− w
z + 2π · i · n
)
ew/(z+2π·i·n) =
= (1− ez)
(
1− w
z
)
ew/z
∞∏
n=1
(
1− z
2 − (z −w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2).
If this was true then:
ew − ez
w − z = (e
z − 1)e
w/z
z
∞∏
n=1
(
1− z
2 − (z − w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2).
Taking the limits of both sides, when w → z we get:
ez = (ez − 1)e
z
∞∏
n=1
(
1− z
2
z2 + 4π2n2
)
e2z
2/(z2+4π2n2).
We note that the convergent infinite product has no zero, as to be expected.
Thus it looks promising, till we specialize to z = iπ:
−1 = −2
iπ
e
∞∏
n=1
(
1 +
π2
4π2n2 − π2
)
e−2π
2/(4π2n2−π2).
That is nonsense, of course, because the left hand side is a real number while
the right hand side is a pure imaginary number! Can we fix this wrong? Let
us denote the partial sums of the power series expansions of f(z) = ez by:
pd(z) =
d∑
n=0
zn
n!
.
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Let us denote the automorphic functions of pd(z) by φ
d
n(z), n = 0, . . . , d−1.
Then we proved that:
pd(w)− pd(z) = (1− pd(z))
d−1∏
n=0
(
1− w
φdn(z)
)
.
The idea now, is to mimic at the polynomial level the form of the Weierstrass
factorization of the limiting function ew − ez. This means, that we multiply
the factors by the Weierstrass normalizing factors. The result is:
pd(w)−pd(z) = (1−pd(z)) exp
(
−w
d−1∑
n=0
(
1
φdn(z)
)) d−1∏
n=0
(
1− w
φdn(z)
)
ew/φ
d
n(z).
At this point we take the limit d→∞ and assume that all the automorphic
functions of the partial sums converge to those of ez and that the finite nor-
malized products of the pd’s converge to the Weierstrass canonical product
of ew − ez. Here is what we get:
ew − ez = (1− ez)
(
1− w
z
)
ew/z exp
(
−2zw
∞∑
n=1
(
1
z2 + 4π2n2
))
× (5.2)
×
∞∏
n=1
(
1− z
2 − (z − w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2).
In other words this formula suggests the following identity using the notation
of our Theorem 2.10:
exp (F (w, ez)) = (1− ez) exp
(
−2zw
∞∑
n=1
(
1
z2 + 4π2n2
))
. (5.3)
If true then it is interesting because it is not clear why the infinite sum of
equation (5.3) is a holomorphic function of ez. We can evaluate this infinite
sum. The following formula is well-known:
2z
∞∑
n=1
(
1
z2 − n2
)
= π cot πz − 1
z
.
We make use of it. We let z = iu below.
−2zw
∞∑
n=1
(
1
z2 + 4π2n2
)
= −
( z
2π
)( w
2π
) ∞∑
n=1
(
1
(z/2π)2 + n2
)
=
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= i
( w
2π
)
· 2
( u
2π
) ∞∑
n=1
(
1
(u/2π)2 − n2
)
= i
(w
2
){
cot
(u
2
)
−
(
2
u
)}
=
=
(w
z
)
−
(w
2
)(ez + 1
ez − 1
)
.
The element w/z seems to be an obstacle for in order to make it an holo-
morphic function of ez we might write it as w/ log ez, which, at least is not
singular because ez 6= 1. Plugging our result into equation (5.2) gives us
finally the following interesting identity:
ew − ez = ew/z(1− ez)
(
1− w
z
)
ew/z exp
(
−
(w
2
)(ez + 1
ez − 1
))
× (5.4)
×
∞∏
n=1
(
1− z
2 − (z − w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2).
We recall that the last identity was derived using the idea outlined before
equation (5.2), namely approximating the entire function f(z) by a sequence
of polynomials, the partial sums of its power series expansion, using the
identity we proved for polynomials:
pd(w) − pd(z) = (pd(0) − pd(z))
d−1∏
n=0
(
1− w
φn(z)
)
.
Then multiplying the last identity by the Weierstrass normalization factors
that correspond to the Weierstrass expansion of f and letting d→∞ assum-
ing we have convergence of the automorphic functions of the polynomials pd
to the automorphic functions of f , and also convergence of the finite prod-
ucts of the pd(w)−pd(z) to the (generically) infinite product of f(w)−f(z).
Remarkably all of that actually works! We now give an independent proof
of the identity (5.4) which does not rely on any of the above ”convergences
assumptions”. Let us write our skeleton identity using the variables iπw
and iπz instead of w and z:
eiπw − eiπz = exp (g(iπw, iπz))
(
1− w
z
)
ew/z×
×
∞∏
n=1
(
1 +
z2 − (z − w)2
4n2 − z2
)
exp
( −2zw
4n2 − z2
)
Now we use the cotangent fractional series expansion to compute:
∞∏
n=1
exp
( −2zw
4n2 − z2
)
= exp
((πw
2
)
cot
(πz
2
)
−
(w
z
))
.
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Next we use the well known expansion:
πz
sin(πz)
=
∞∏
n=1
(
n2
n2 − z2
)
,
to compute the infinite product:
∞∏
n=1
(
1 +
z2 − (z − w)2
4n2 − z2
)
=
∞∏
n=1
(
4n2 − (z −w)2
4n2
) ∞∏
n=1
(
4n2
4n2 − z2
)
=
=
(
z
z −w
)
sin(π(z − w)/2)
sin(πz/2)
.
Putting together the last three identities we proved gives:
eiπw−eiπz = exp (g(iπw, iπz))ew/z sin(π(z − w)/2)
sin(πz/2)
exp
((πw
2
)
cot
(πz
2
)
−
(w
z
))
.
We solve for exp (g(iπw, iπz)) and replace iπw, iπz by w and z respectively.
This gives:
exp (g(w, z)) = (ew − ez) sin(z/2i)
sin((z − w)/2i) exp
(
−w
2i
cot
( z
2i
))
.
This concludes the proof of identity (5.4).
Using Proposition 2.1 we deduce that if (ew − 1)(ez − 1) 6= 0, then:
ew/z(1− ez)
(
1− w
z
)
ew/z exp
(
−
(w
2
)(ez + 1
ez − 1
))
×
×
∞∏
n=1
(
1− z
2 − (z −w)2
z2 + 4π2n2
)
e2zw/(z
2+4π2n2) =
= −ez/w(1− ew)
(
1− z
w
)
ez/w exp
(
−
(z
2
)(ew + 1
ew − 1
))
×
×
∞∏
n=1
(
1− w
2 − (w − z)2
w2 + 4π2n2
)
e2wz/(w
2+4π2n2).
It is interesting to note that both sides are entire in w (left) and in z (right).
That agrees with the Gronwall-Hahn Theorem. The left side is clearly z-
holomorphic in z ∈ C − 2πiZ, and the right side is w-holomorphic in w ∈
C− 2πiZ. Thus both sides are entire in (w, z). The essential singularities of
exp
(
−
(w
2
)(ez + 1
ez − 1
))
,
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and of ew/z are somehow canceled out by the infinite product.
We end this section by pointing at two findings that seem to emerge from
our computations. The first is the extent to which an entire function f(z)
is determined by a partial knowledge of its fibers. The notion of the fiber is
very close to the notion of the automorphic group, namely ∀w ∈ C the fiber
f−1(w) = {zj | f(zj) = w} is the discrete subset of C (we assume that f is
non-constant) of all the f -pre-images of w. We note that if z0 ∈ f−1(w),
then f−1(w) is simply the Aut(f)-orbit of z0, i.e. we have the identity
f−1(w) = {φ(z0) |φ ∈ Aut(f)}. For a general function (not necessarily
holomorphic or even continuous) the knowledge of the pairs (w, f−1(w))
determines f (uniquely). The mere knowledge of all the fibers f−1(w),
without knowing the w itself clearly does not determine f . This is very
close to knowing the automorphic group of f (for that partitions C into the
f -fibers without the knowledge of the w). So far for general functions f .
Even if we know in advance that f is continuous, the automorphic group,
i.e. the fibers f−1(w) do not determine f . If G is a continuous injection then
f and G ◦ f have identical family of fibers. But our case is very different
from the continuous case. Our functions f are entire and hence are rigid.
The case that shows how this holomorphic rigidity makes the difference is
the case of polynomials. we already noted that if p(z) = adz
d + . . . + a0,
ad 6= 0, and if Aut(p) = {φ0(z), . . . , φd−1(z)}, then
p(z) = p(0) + (−1)d+1ad
d−1∏
j=0
φj(z).
Thus the product φ0 · . . . · φd−1, i.e. the product of the p-fiber determines
the function p(z) up to a multiplicative constant ad different from 0 and
an additive constant p(0). Thus we do not have to know the fiber, just
the product of its elements, a very partial information indeed, suffice to
essentially reconstruct the function.
The second finding is closely related to the first one, but here we want
to handle entire not necessarily polynomials. since in this case the group
Aut(f) is usually infinite, it does not make sense to multiply its elements.
Thus in this more complicated situation we ask the following: Given Aut(f)
where f is a non-constant entire function, can we reconstruct the function
f (up to minor parameters)? The way we outlined how to handle the case
f(z) = ez might give us the way to solve this problem.
Theorem 5.1. If f(z) − f(0) 6= 0, then there is a function g(w, z), entire
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in w and there are non-negative integers λn = λn(w,φ0n(z)) such that:
f(z) = f(w)− exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)).
Here as usual:
Qλ
(
w
φ(z)
)
=
(
w
φ(z)
)
+
1
2
(
w
φ(z)
)2
+ . . .+
1
λ
(
w
φ(z)
)λ
.
Here the non-negative integers λn are chosen so that the infinite product
converges on uniformly on compact subsets of C. For example we might
take the canonical product of the automorphic group {φ0n}. If we can sum
up by some summation method the infinite series:
∞∑
n=1
Qλn
(
w
φ0n(z)
)
,
to give an holomorphic sum, and that problem is at the moment an open
problem, then:
exp (g(w, z)) = (f(0) − f(z)) exp
(
−
∞∑
n=1
Qλn
(
w
φ0n(z)
))
.
In this case we can reconstruct f(z) from Aut(f) by the formula:
f(z) =
f(0) · L− f(w)
L− 1 ,
where
L = exp
(
−
∞∑
n=1
Qλn
(
w
φ0n(z)
))
·
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)),
and where w ∈ C can be any number for which L 6= 1.
6 Reconstruction formulas for f(z) and for f ′(z)
in terms of approximating automorphic func-
tions. Relations between the groups Aut(f) and
Autz(g(w, z))
The difference between the very simple reconstruction of a polynomial p(z) =
adz
d + . . . + a0, ad 6= 0 from its automorphic group Aut(p) = {φj(z) | j =
32
0, . . . , d − 1}, p(z) = p(0) + (−1)d+1ad
∏d−1
j=0 φj(z) on the one hand, and
the reconstruction of a general non-constant entire function f(z), in The-
orem 5.1, on the other hand gives the feeling of a possibility of a simpler
reconstruction (in the general entire case). Indeed we can point at such
a formula, seemingly simpler than the one in Theorem 5.1. However, the
hidden complication is in the approximating procedure within that formula.
The setting is that we have an entire non-constant function f(z) repre-
sented in terms of its Maclaurin’s series: f(z) =
∑∞
n=0 anz
n, lim supn→∞ |an|1/n =
0. We denote the sequence of the partial sums by fn(z) =
∑n
k=0 akz
k. Prac-
tically we consider those partial sums for which (in the notation above) an 6=
0. We denote the automorphic groups: Aut(fn) = {φ(n)0 (z), . . . , φ(n)n−1(z)}.
These are all the solutions of the automorphic equation: fn(φ
(n)
j (z)) = fn(z),
j = 0, . . . , n − 1. Thus fn(w) − fn(z) = an
∏n−1
j=0 (w − φ(n)j (z)). The auto-
morphic functions of fn(z) satisfy the Vieta identities:
(−1)kan
∑
0≤i1<i2<...<ik≤n−1
k∏
j=1
φ
(n)
ij
(z) =
{
an−k , k < n
a0 − fn(z) , k = n .
As usual we denote Aut(f) = {φ0(z), φ1(z), φ2(z), . . .}, and we note that:
f(w)− fn(w) =
∞∑
k=n+1
akw
k, f(z)− fn(z) =
∞∑
k=n+1
akz
k.
Hence:
f(w)− f(z) = (f(w)− fn(w)) + (fn(w)− fn(z))− (f(z)− fn(z)) =
=
∞∑
k=n+1
ak(w
k − zk) + an
n−1∏
j=0
(w − φ(n)j (z)).
If we fix R > 0, then limn→∞
∑∞
k=n+1 ak(w
k − zk) = 0 uniformly in w, z.
So that f(w)− f(z) = limn→∞ an
∏n−1
j=0 (w− φ(n)j (z)) uniformly on compact
subsets of C. Thus it is straightforward to prove that we can divide by
(w − z) and take w → z and obtain: f ′(z) = limn→∞ an
∏n−1
j=1 (z − φ(n)j (z)).
Finally let us fix N and replace the first N factors
∏N−1
j=1 (z− φ(n)j (z)) when
n→∞ by ∏N−1j=1 (z − φj(z)). We obtain:
f(w)− f(z)
aN
∏N−1
j=1 (z − φj(z))
= lim
n→∞
an
aN
n∏
j=N
(z − φ(n)j (z)).
This proves the following:
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Proposition 6.1. We have f(w) − f(z) = limn→∞ an
∏n−1
j=0 (w − φ(n)j (z))
uniformly on compact subsets of C. Also f ′(z) = limn→∞ an
∏n−1
j=1 (z −
φ
(n)
j (z)) uniformly on compact subsets of C and likewise for any fixed N :
f(w)− f(z)
aN
∏N−1
j=1 (z − φj(z))
= lim
n→∞
an
aN
n∏
j=N
(z − φ(n)j (z)).
Remark 6.2. The reconstruction formulas given in Proposition 6.1:
f(z) = f(w)− lim
n→∞ an
n−1∏
j=0
(w − φ(n)j (z)),
and
f ′(z) = lim
n→∞ an
n−1∏
j=1
(z − φ(n)j (z)),
seem to be simpler than that in Theorem 5.1, but the cost lies in the se-
quential limit limn→∞, which describes an auxiliary approximation of the
entire functions by polynomials (the partial sums fn).
We now bring few properties of the automorphic functions of a non-constant
entire function f of a finite order. These are related to the results in section
3. First it will be convenient to rephrase Proposition 2.5:
Corollary 6.3. If f is a non-constant entire function of a finite order,
then the automorphic group of f(z) is a subgroup of the automorphic group
of exp (g(w, z)) as a function of z (for any fixed w ∈ C). In symbols:
Aut(f(z)) ⊆ Autz(exp (g(w, z)), ∀w ∈ C.
We noticed in Corollary 3.5 that any finite order element of Aut(f) (f a
non-constant entire of a finite order) belongs to ker(T ). Our next result
gives a non-trivial characterization of the elements in ker(T ).
Corollary 6.4. Let f(z) be a non-constant entire function of a finite order.
Then: ker(T ) ≡ Autz(g(w, z)), for any fixed w ∈ C.
Proof.
The automorphic function Φ ∈ Aut(f(z)) belongs to ker(T ), where the ho-
momorphism T was defined in Corollary 3.4⇐⇒ T (Φ) = 12π·i (g(w,Φ(z)) − g(w, z)) =
0 ⇐⇒ g(w,Φ(z)) = g(w, z), ∀w ∈ C ⇐⇒ Φ ∈ Autz(g(w, z)), ∀w ∈ C.
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Corollary 6.5. Let f be a non-constant entire function of a finite order.
Then:
(a) Any Φ ∈ Aut(f(z)) −Autz(g(w, z)), is of an infinite order.
(b) Let Φi0j0 ∈ Aut(f(z)) be such that |T (Φi0j0)| = min{|T (Φ)| |Φ ∈ Aut(f(z))−
ker(T )}. Then T (Aut(f(z))) =< Φi0j0 >. We have ∀ k ∈ Z, T (Φ◦ki0j0) =
k · T (Φi0j0). If Aut(f(z)) − ker(T ) = ∅, we agree to define < Φi0j0 >= {0}.
(c) If T (Φij) = T (Φαβ) then Φij ◦ Φ−1αβ ∈ Autz(g(w, z)). This could be
written as g(w,Φij ◦ Φ−1αβ(z)) = g(w, z) or, equivalently as g(w,Φij(z)) =
g(w,Φαβ(z)).
Remark 6.6. The automorphic group of a non-constant entire function of
any order can contain elements of a finite order and elements of infinite
order. For example if Aut(f(z)) contains elements of infinite order, then
so does the group Aut(f(z2)) but this last group contains also the order 2
element Φ(z) = −z.
Remark 6.7. We point out that the construction of a Dirichlet fundamental
domain for Fuchsian groups could be used to construct a fundamental do-
main (maximal domain) for a non-constant entire function. Let f(z) be a
non-constant entire function, z0 ∈ C a regular point of f (i.e. f ′(z0) 6= 0)
and ρ(·, ·) a metric on C. Mostly we have in mind the f -path metric, ρf that
is induced by f . We recall what that is: let z, w ∈ C and let γ : [0, 1] → C
be a continuous path from z to w. Thus γ(0) = z and γ(1) = w. Then the
length of γ is given by the standard length of the f -image path f ◦ γ. We
will denote this length by lf (γ).
lf (γ) =
∫ 1
0
∣∣f ′ (γ(t))∣∣ ∣∣γ′(t)∣∣ dt.
The f -path metric is given by: ρf (z, w) = infγ lf (γ), where the infimum
is taken over all the piecewise differentiable paths γ from z to w. The
Dirichlet fundamental domain of f(z), centered at z0, with respect to the
f -path metric is:
{z ∈ C | ρf (z, z0) ≤ ρf (Φij(z), z0) ∀Φij ∈ Aut(f)}.
An alternative way to define that, which avoids using the notion of the
automorphic group of f is as follows:
{z ∈ C | ρf (z, z0) ≤ ρf (w, z0) ∀w ∈ f−1(f(z))}.
The interior of the set above is a domain (an open connected subset of C),
and the function f is one-to-one in this domain and the domain is maximal
with respect to this property (of f being injective).
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7 The function g(w, z)−g(0, z) is determined by the
negative moments of the elements in Aut(f(z))
Theorem 7.1. Let f be a non-constant entire function. Let us denote
Aut(f) = {φ0n(z) |n = 0, 1, 2, . . .} (φ00 ≡ id.) and let g(w, z) be the function
in the exponential of the Weierstrass (canonical) factorization of f(w)−f(z).
g(w, z) is entire in w and holomorphic in z 6∈ f−1(f(0)). Then for k =
1, 2, 3, . . . we have the identities:
1
k!
∂kg
∂wk
(0, z) = −1
k
∑


n
λn ≥ k
(
1
φ0n(z)
)k
.
The left hand side is the k + 1’st Maclaurin coefficient in the expansion of
g(w, z) − g(0, z). The right hand side is −1/k multiplying the −k-moment
of all the relevant automorphic functions of f . That explains the title of
this section. Like in Theorem 5.1 we assume that we have some summation
method the infinite series:
∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
Remark 7.2. Thus the proof below is based on a vague summability as-
sumption! It is mostly supported by formal computational steps, and not
justified. However, this already interesting sketch points to the fact that
a true proof if exists will not be an easy one, and probably it will have to
utilize summability theoretical arguments.
Proof.
By Theorem 5.1 we have the following identity:
exp (g(w, z)) = (f(0) − f(z)) exp
(
−
∞∑
n=1
Qλn
(
w
φ0n(z)
))
.
It is assuming that we have a summability method for the infinite series:
∞∑
n=1
Qλn
(
w
φ0n(z)
)
,
which results in a holomorphic function. Here, as usual:
Qλn
(
w
φ0n(z)
)
=
(
w
φ0n(z)
)
+
1
2
(
w
φ0n(z)
)2
+ . . .+
1
λn
(
w
φ0n(z)
)λn
.
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When we substitute w = 0 into the identity above, we obtain exp (g(0, z)) =
f(0)− f(z). So we can rewrite our identity as follows:
exp (g(w, z) − g(0, z)) = exp
(
−
∞∑
n=1
Qλn
(
w
φ0n(z)
))
.
We deduce that there is an integer N ∈ Z, such that:
g(w, z) − g(0, z) = 2π · i ·N −
∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
If we plug in w = 0, we obtain 0 = 2π · i ·N , so that N = 0 and we have:
g(w, z) − g(0, z) = −
∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
On the other hand g(w, z) is an entire function in w and so it has a power
series expansion that converges in the whole w-plane:
g(w, z) − g(0, z) =
∞∑
n=1
1
n!
∂ng
∂wn
(0, z) · wn.
Hence we conclude that we have the following identity:
∞∑
n=1
1
n!
∂ng
∂wn
(0, z) · wn = −
∞∑
n=1
Qλn
(
w
φ0n(z)
)
.
Let us write the series on the right hand side, as power series in w. We recall
that:
Qλn
(
w
φ0n(z)
)
=
(
w
φ0n(z)
)
+
1
2
(
w
φ0n(z)
)2
+ . . .+
1
λn
(
w
φ0n(z)
)λn
,
when λn ∈ Z+. Otherwise Q0(u) ≡ 0. We would like to compute the
coefficient of wk on the right hand side of our identity. It is the sum of all
the elements of the following form:
1
k
(
w
φ0n(z)
)k
,
provided, of course, that the condition λn ≥ k is fulfilled. Thus we obtain
the following identity:
−
∞∑
n=1
Qλn
(
w
φ0n(z)
)
= −
∞∑
k=1
1
k
∑


n
λn ≥ k
(
1
φ0n(z)
)k
· wk.
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By the uniqueness of the coefficients in a power series we conclude that for
k = 1, 2, 3, . . . we have:
1
k!
∂kg
∂wk
(0, z) = −1
k
∑


n
λn ≥ k
(
1
φ0n(z)
)k
.
Indeed we note that the sum on the right side of the last identity is the
(−k)-moment of φ0n(z), where, of course, λn ≥ k.
8 An infinite product representation of f ′(w)
In this section we will explore how the Weierstrass factorization of a non-
constant entire function induces an infinite product representation on its
derivative. This will reveal a connection between the zeros of the deriva-
tives and the fixed-points of the elements of the automorphic group of the
function. We begin with a peculiar division property of entire functions and
of their derivatives which follows by a composition relation between these
functions.
Proposition 8.1. Let f(z) and g(z) be two non-constant entire functions.
If Aut(f(z)) ⊆ Aut(g(z)), then f ′(z) divides g′(z) over the algebra of entire
functions, i.e. ∃H(z), an entire function such that g′(z) = H(z) · f ′(z). In
fact ∃G(w, z), entire in w and holomorphic in z ∈ C−g−1(g(0))−f−1(f(0))
such that g(w) − g(z) = (f(w)− f(z)) ·G(w, z).
Proof.
By Lemma 2.6 it follows that there exists a function h(w), holomorphic on
f(C) such that g(z) = h(f(z)). Hence g′(z) = h′(f(z)) · f ′(z) which proves
the first assertion with the entire function H(z) = h′(f(z)). Next we de-
note Aut(f(z)) = {φ0n(z)}, and Aut(g(z)) = {ψ0n(z)}. By the Weierstrass
factorization theorem we have:
g(w) − g(z) = eL(w,z)
∏
n
(
1− w
ψ0n(z)
)
eQδn(w/ψ0n(z)), g(0) − g(z) 6= 0,
f(w)− f(z) = el(w,z)
∏
n
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)), f(0)− f(z) 6= 0,
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where {φ0m(z)} ⊆ {ψ0m(z)}. Hence:
g(w)−g(z) = (f(w)−f(z))eL(w,z)−l(w,z)
∏
ψ0n 6∈{φ0m}
(
1− w
ψ0n(z)
)
eQδn (w/ψ0n(z))×
×
∏
n
(
1− w
φ0n(z)
)
e(Qδn−Qλn)(w/φ0n(z)).
We recall the reconstruction formula given in Proposition 6.1 for the deriva-
tive:
f ′(z) = lim
n→∞ an
n−1∏
j=1
(z − φ(n)j (z)),
This formula suggests a possible relation between the zeros of f ′(z) and the
fixed points of the automorphic functions of f(z). Indeed we will prove that
this is the case.
Let f(w) be a non-constant entire function. Let our z-parameter space
be C− f−1(f(0)). We consider the Weierstrass factorization of f(w)− f(z)
as an entire function of w. By our choice of the parameter z, we have
f(0)− f(z) 6= 0. Thus 0 6∈ Zw(f(w)− f(z)) and hence:
f(w)− f(z) = eg(w,z)
∏
n
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)).
Here g(w, z) is entire in w and holomorphic for any z ∈ C − f−1(f(0)).
Also Aut(f(w)) = {φ0n(w)}n, and we agree that φ00(w) ≡ w. The numbers
λn ∈ Z+ ∪ {0} and:
Qλ(u) =
{
u+ u2/2 + . . . + uλ/λ , λ ∈ Z+
0 , λ = 0
, λ0 = 0.
So:
f(w)− f(z) =
(
1− w
z
)
eg(w,z)
∏
n 6=0
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)) =
=
(
z − w
z
)
eg(w,z)
∏
n 6=0
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)).
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Hence, assuming that w 6= z, we obtain:
f(w)− f(z)
w − z = −
1
z
eg(w,z)
∏
n 6=0
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)).
Assuming that w ∈ C − f−1(f(0)), and that z and w are close enough so
that in the limit process z → w, the non-negative integers λn do not change,
we get:
f ′(w) = lim
z → w
z 6∈ f−1(f(0))
f(w)− f(z)
w − z = −
1
w
eg(w,w)
∏
n 6=0
(
1− w
φ0n(w)
)
eQλn(w/φ0n(w)).
This shows that the zero set of the derivative function, Z(f ′(w)) originates
in three possible locations:
a) The fiber f−1(f(0))might contain zeros of f ′(w).
b) Any fixed-point w of a (non-identity) automorphic function φ0n, must be
a zero of f ′(w). Thus:
{w ∈ C− f−1(f(0)) | ∃n 6= 0, φ0n(w) = w} ⊆ Z(f ′).
c) The zeros (if any) of the functions eQλn(w/φ0n(w) for n 6= 0 and off the
fiber f−1(f(0)). Thus:
⋃
n 6=0
Z
(
eQλn(w/φ0n(w)
)
∩ (C− f−1(f(0))) ⊆ Z(f ′).
Let us look at any automorphic equation in the domain of the definition of
the corresponding automorphic function: f(φ0n(w)) = f(w). By differenti-
ation (assuming that φ0n(w) has a derivative there): φ
′
0n(w) · f ′(φ0n(w)) =
f ′(w). This implies that if f ′(w) = 0, then either φ′0n(w) = 0 or f
′(φ0n(w)) =
0. If w is of type b, i.e. a fixed-point of the above automorphic function,
φ0n(w) = w, then clearly f
′(φ0n(w)) = f ′(w) = 0 and a consideration of the
order of this zero of f ′ implies that φ′0n(w) 6= 0. Thus w is a regular point
of the automorphic function.
Remark 8.2. If f ′(φ0n(w)) = f ′(w) = 0, then φ′0n(w) 6= 0 and also for its
inverse (φ−10n )
′(φ0n(w)) 6= 0.
If f ′(φ0n(w)) 6= 0, then necessarily φ′0n(w) = 0. In this case (assuming
it is not type b) we either have f(w) = f(φ0n(w)) = f(0) (type a) or
eQλn(w/φ0n(w)) = 0.
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What are the type c points? These are zeros of eQλn(w/φ0n(w)) outside the
fiber f−1(f(0)). This implies that λn > 0 and that locally the function:
Qλn
(
w
φ0n(w)
)
=
(
w
φ0n(w)
)
+
1
2
(
w
φ0n(w)
)2
+ . . .+
1
λn
(
w
φ0n(w)
)λn
,
is the logarithm of a function that vanishes at w. Hence:
Qλn
(
w
φ0n(w)
)
=
(
w
φ0n(w)
)
+
1
2
(
w
φ0n(w)
)2
+ . . . +
1
λn
(
w
φ0n(w)
)λn
=
= log((w − w0) · h(w)).
But this implies that:
lim
w→w0
∣∣∣∣∣Qλn
(
w
φ0n(w)
)
=
(
w
φ0n(w)
)
+
1
2
(
w
φ0n(w)
)2
+ . . . +
1
λn
(
w
φ0n(w)
)λn∣∣∣∣∣ = +∞.
So limw→w0 φ0n(w) = 0 and hence φ0n(w0) = 0, which implies that the point
w0 ∈ f−1(f(0)) in the forbidden fiber f−1(f(0)). So type c points do not
exist. We completed the proof of the following:
Lemma 8.3. If f(w) is a non-constant entire function, then:
Z(f ′) =
⋃
φ0n∈Aut(f)−{id}
{w ∈ C−f−1(f(0)) |φ0n(w) = w}∪
(
Z(f ′) ∩ f−1(f(0))) .
We can now prove the simple relation that exists between the zeros of the
derivative and the fixed-point of the automorphic function.
Theorem 8.4. Let f(w) be a non-constant entire function. Then:
Z(f ′) =
⋃
φ0n∈Aut(f)−{id}
{w ∈ C |φ0n(w) = w} := Fix(Aut(f)).
Proof.
Let t ∈ C be any complex number. It is clear that the number 0 that appears
in the formula of Lemma 8.3 in f−1(f(0)) has no special significance. Indeed
we could have expanded f(w)− f(z) in a Weierstrass product centered at t
instead of 0 and obtain in Lemma 8.3 the t’th version:
Z(f ′) =
⋃
φ0n∈Aut(f)−{id}
{w ∈ C−f−1(f(t)) |φ0n(w) = w}∪
(
Z(f ′) ∩ f−1(f(t))) .
The fibers f−1(f(t)) are discrete subsets of C for any such a t ∈ C. Even
more is true, namely: t1 6= t2 ⇔ f−1(f(t1)) ∩ f−1(f(t2)) = ∅. Thus the
claim of our theorem follows.
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Theorem 8.5. If f is a non-constant entire function with only real zeros,
has genus 0 or 1, and is real on the real axis, then the points of Fix(Aut(f))
are real and are separated by the zeros of f , and the zeros of f are separated
by the points of Fix(Aut(f)).
Proof.
This follow by Laguerre’s Theorem on Separation Zeros, [15] (p. 89) and by
Theorem 8.4.
9 Common zeros of the reciprocals of almost all
the automorphic functions
Definition 9.1. Let f(z) be a non-constant entire function, let P be a
property that an element in the automorphic group φ ∈ Aut(f) can have
or does not have. We say that the property P is common to almost all the
automorphic functions of f(z) if except for a finite number of them, all the
automorphic functions φ ∈ Aut(f) have the property P.
We give in the current section a non-trivial such a property. The property
will be: having a common zero for 1/φ, where φ ∈ Aut(f).
Theorem 9.2. Let g(z) be an entire function. Let p(z) be a polynomial,
d := deg p > 0 and Z(p) = {α1, . . . , αd} ⊆ C. Let f(z) = p(z)eg(z). Then
∀ j = 1, . . . , d, αj is a common zero of almost all the reciprocals of the
automorphic functions of f(z).
Proof.
Let us denote Aut(f) = {φn(z)}n and we consider a Weierstrass represen-
tation:
f(w)− f(z) = eg(w,z)
∏
n
(
1− w
φn(z)
)
eQλn(w/φn(z)).
Thus we have:
p(w)eg(w) − p(z)eg(z) = eg(w,z)
∏
n
(
1− w
φn(z)
)
eQλn(w/φn(z)).
For the sake of simplicity, let us assume that f(0) 6= 0. Consider any integer
j, 1 ≤ j ≤ d, and let us take the parameter value z = αj . This is a legitimate
value of the parameter z for which the above Weierstrass representation
holds true. The reason is that with this parameter we have f(0) − f(z) =
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f(0)− f(αj) = f(0)− 0 = f(0) 6= 0. This follows by: f(αj) = p(αj)eg(αj ) =
0 · eg(αj ) = 0. Hence at least one n exists for which φn(αj) = αk for some
1 ≤ k ≤ d. We note that Z(f(w)) = Z(p(w)) = {α1, . . . , αd}, because the
only solutions of f(w) = 0 , i.e. p(w)eg(w) = 0 are (exactly) the solutions of
p(w) = 0 and vice verse. So in the Weierstrass product of f(w) − f(αj) =
f(w) there are exactly d factors. All the other factors are ”phantom” factors,
i.e.
1− w
φn(αj)
≡ 1.
Thus except for d factors we have:∣∣∣∣ wφn(αj)
∣∣∣∣ = 0.
This means that |φn(αj)| =∞, for all n, except for d of them.
10 Sums of the derivatives of the automorphic func-
tions
Definition 10.1. Let f(z) be an holomorphic function in some domain
D ⊆ C. A differential monomial of f is a function of the form:
mn1,...,nk;m1,...,mk(z) = a ·
(
f (n1)(z)
)m1
. . .
(
f (nk)(z)
)mk
.
Here k, n1, . . . , nk,m1 . . . ,mk ∈ Z+ and a ∈ C×. The weight of the mono-
mial mn1,...,nk;m1,...,mk(z) is w(mn1,...,nk;m1,...,mk(z)) = n1 ·m1+ . . .+nk ·mk.
In this section we will discuss the following result:
Theorem 10.2. Let f(z) be a non-constant entire function, Aut(f) =
{φ0n(z)}n, k ∈ Z+ and R > 0. Then there is an identity (independent
of f) of the form:
2π · i ·
∑
|φ0n(z)|<R
φ
(k)
0n (z) =
k∑
j=1
mj(z) ·
∮
|w|=R
dw
(f(w)− f(z))j ,
where w(mj(z)) = k and in particular: m1(z) = f
(k)(z) and mk(z) =
(f ′(z))k.
We start by writing explicit formulas for the results already obtained in
section 2, Proposition 2.2 and Remark 2.4.
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Proposition 10.3. Let f(w) be a non-constant entire function, Aut(f(z)) =
{φ0n(z)}n and let us assume that f(z)− f(0) 6= 0. Then
f ′(w)
f(w)− f(z) =
∂g
∂w
(w, z) +
∑
n
(
w
φ0n(z)
)λn ( 1
w − φ0n(z)
)
.
Here g(w, z) and the λn are the data of the Weierstrass presentation of
f(w)− f(z) (Proposition 2.5).
Proof.
If f(z)− f(0) 6= 0, then there is a function g(w, z), entire in w and there are
non-negative integers λn(w, z) which we will sometimes denote by λn, such
that:
f(w)− f(z) = exp (g(w, z))
∞∏
n=1
E
(
w
φ0n(z)
, λn
)
=
= exp (g(w, z))
∞∏
n=1
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)),
where if λn > 0, then:
Qλn
(
w
φ0n(z)
)
=
(
w
φ0n(z)
)
+
1
2
(
w
φ0n(z)
)2
+ . . .+
1
λn
(
w
φ0n(z)
)λn
,
and Q0(w/φ0n(z)) ≡ 0. Taking the logarithm of both sides of the identity
we obtain:
log (f(w)− f(z)) = (10.5)
= g(w, z) +
∑
n
(
log
(
1− w
φ0n(z)
)
+Qλn
(
w
φ0n(z)
))
.
We ∂w both sides of the last identity, equation (10.5) and obtain our result:
f ′(w)
f(w)− f(z) =
∂g
∂w
(w, z) +
∑
n
(
w
φ0n(z)
)λn ( 1
w − φ0n(z)
)
.
Proposition 10.4. Let f(w) be a non-constant entire function, Aut(f(z)) =
{φ0n(z)}n and let us assume that f(z)− f(0) 6= 0. Then
f ′(z)
f(w)− f(z) = −
∂g
∂z
(w, z) +
∑
n
(
wφ
′
0n(z)
φ0n(z)
)(
w
φ0n(z)
)λn ( 1
w − φ0n(z)
)
.
Here g(w, z) and the λn are the data of the Weierstrass presentation of
f(w)− f(z) (Proposition 2.5).
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Proof.
We ∂z both sides of equation (10.5) and obtain our result:
f ′(z)
f(w)− f(z) = −
∂g
∂z
(w, z)+
∑
n
(
wφ
′
0n(z)
φ0n(z)
)(
w
φ0n(z)
)λn ( 1
w − φ0n(z)
)
.
Let us write the identity of Proposition 10.4 in the following form:
f ′(z)
f(w)− f(z) +
∂g
∂z
(w, z) =
∑
n
φ
′
0n(z)
(φ0n(z))λn+1
·
(
wλn+1
w − φ0n(z)
)
.
Let R > 0, z ∈ C be fixed so that the circle |w| = R does not contain
{φ0n(z)}n. In that event we have f(z) − f(w) 6= 0, ∀ |w| = R (because
f(z)−f(w) = 0⇔ w = φ0n(z) for some n ∈ Z). Thus we can path integrate
our identity on |w| = R and obtain:
f ′(z)
∮
|w|=R
dw
f(w)− f(z)+
∮
|w|=R
∂g
∂z
(w, z)dw =
∑
n
φ
′
0n(z)
(φ0n(z))λn+1
·
∮
|w|=R
wλn+1dw
w − φ0n(z) .
Since the function ∂g(w, z)/∂z is entire in w ∈ C, it follows by the Theorem
of Cauchy that: ∮
|w|=R
∂g
∂z
(w, z)dw = 0.
By the generalized argument principle we have:
∑
n
φ
′
0n(z)
(φ0n(z))λn+1
·
∮
|w|=R
wλn+1dw
w − φ0n(z) = 2π · i
∑
|φ0n(z)|<R
φ
′
0n(z).
Putting what we have so far together:
f ′(z)
∮
|w|=R
dw
f(w)− f(z) = 2π · i
∑
|φ0n(z)|<R
φ
′
0n(z). (10.6)
We just proved Theorem 10.2 for the case k = 1.
Remark 10.5. If we add the assumption on z, that f(z)− f(0) 6= 0 then we
have the Weierstrass presentation (Proposition 2.5):
f(w)− f(z) = exp (g(w, z))
∏
n
(
φ0n(z)− w
φ0n(z)
)
eQλn (w/φ0n(z)).
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In other words Zw(f(w) − f(z)) = {φ0n(z)}n. So 1/(f(w) − f(z)) is mero-
morphic in w, it has no zeros, and its total set of poles are {φ0n(z)}n. What
is the residue:
Res
(
1
f(w)− f(z) , φ0n(z)
)
?
Let us assume for simplicity that all the zeros of f(w) − f(z) are simple.
Then this residue is:
lim
w→φ0n(z)
(w − φ0n(z)) · 1
f(w)− f(z) =
1
f ′(φ0n(z))
.
We conclude that:∮
|w|=R
dw
f(w)− f(z) = 2π · i
∑
|φ0n(z)|<R
1
f ′(φ0n(z))
.
By equation (10.6):
f ′(z)

2π · i ∑
|φ0n(z)|<R
1
f ′(φ0n(z))

 = 2π · i ∑
|φ0n(z)|<R
φ
′
0n(z).
By the automorphic equation f(φ0n(z)) = f(z) and the chain rule, we get:
φ
′
0n(z)f
′(φ0n(z)) = f ′(z). Hence:
1
f ′(φ0n(z))
=
φ
′
0n(z)
f ′(z)
.
This agrees with our equation (10.6). However, we proved equation (10.6)
without the extra assumption on the simplicity of the zeros of f(w)− f(z).
Let us show how to compute the next case, k = 2, of Theorem 10.2 and in
fact any case follows just as simple using inductive argument. We do the
obvious and apply the operator ∂z:(
f ′(z)
f(w)− f(z)
)′
z
=
f ′′(z)
f(w)− f(z) +
(f ′(z))2
(f(w)− f(z))2 .
Hence using equation (10.6) we obtain:
f ′′(z)
∮
|w|=R
dw
f(w)− f(z) + (f
′(z))2
∮
|w|=R
dw
(f(w)− f(z))2 = (10.7)
= 2π · i
∑
|φ0n(z)|<R
φ
′′
0n(z).
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This proves the second case, k = 2 of Theorem 10.2. Let us do one more
explicit computation and prove (explicitly) the third case, k = 3 too. Once
more we do the obvious and apply the operator ∂z to the case k = 2:(
f ′′(z)
f(w)− f(z)
)′
z
+
(
(f ′(z))2
(f(w)− f(z))2
)′
z
=
=
f (3)(z)
f(w)− f(z) +
3f ′(z)f ′′(z)
(f(w) − f(z))2 +
(f ′(z))3
(f(w)− f(z))3 .
Using equation (10.7) we finally get:
f (3)(z)
∮
|w|=R
dw
f(w)− f(z) + 3f
′(z)f ′′(z)
∮
|w|=R
dw
(f(w)− f(z))2+
(10.8)
+(f ′(z))3
∮
|w|=R
dw
(f(w)− f(z))3 = 2π · i
∑
|φ0n(z)|<R
φ′′′0n(z).
This proves the third case, k = 3 of Theorem 10.2. It is clear how to
proceed inductively by repeatedly applying the operator ∂z and forming a
simple wight calculation on the resulting differential monomials.
11 An application of Jensen’s Theorem to the au-
tomorphic group of an entire function
Here is one of the most important theorems in analysis.
Theorem. (Jensen’s Theorem) Let f(z) be analytic for |z| < R. Sup-
pose that f(0) is not zero, and let r1, r2, . . . , rn, . . . be the moduli of the of
the zeros of f(z) in the disk |z| < R, arranged in a non-decreasing sequence.
Then if rn ≤ r ≤ rn+1,
log
rn|f(0)|
r1r2 . . . rn
=
1
2π
∫ 2π
0
log |f(reiθ)|dθ,
where every zero is counted the number of its multiplicity.
Let f(w) be a non-constant entire function, let z ∈ C− f−1(f(0)) and let us
apply the Theorem of Jensen to the entire function f(w)− f(z) of the vari-
able w. Then indeed f(0)−f(z) is not zero, and the parameter R in Jensen’s
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Theorem can be an arbitrary positive number. The zero set of f(w)− f(z)
is the Aut(f(w))-orbit of z. Thus: Z(f(w)− f(z)) = {φ0n(z)}n and we may
assume that the moduli of the zeros are arranged in a non-decreasing order.
Thus |φ00(z)| ≤ |φ01(z)| ≤ |φ02(z)| ≤ . . .. In other words, in terms of the
notation in Jensen’s Theorem we have rj = |φ0,j−1(z)|. We conclude that if
|φ0n(z)| ≤ r < |φ0,n+1(z)|, then we have the following identity:
log
rn+1|f(0)− f(z)|
|φ00(z)φ01(z) . . . φ0n(z)| =
1
2π
∫ 2π
0
log
∣∣∣f(reiθ)− f(z)∣∣∣ dθ.
Equivalently:∣∣∣∣∣∣
n∏
j=0
φ0j(z)
∣∣∣∣∣∣ = rn+1|f(0)− f(z)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣f(reiθ)− f(z)∣∣∣ dθ} .
If we take (as is possible) r = |φ0n(z)| then:∣∣∣∣∣∣
n−1∏
j=0
φ0j(z)
∣∣∣∣∣∣ = |φ0n(z)|n|f(0)−f(z)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣f(|φ0n(z)|eiθ)− f(z)∣∣∣ dθ
}
.
This gives a recursion between |φ0n(z)| on the one hand, and the product of
the previous terms |∏n−1j=0 φ0j(z)| on the other hand. Thus this determine
|φ0n(z)| uniquely? Let us consider the following function of r:
ψn(r) = r
n |h(0)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣h(reiθ)∣∣∣ dθ} .
Here h(z) is a non-constant entire function such that h(0) 6= 0. If this
function ψn(r) turns out to be a strictly monotone function of r (in our case,
necessarily increasing), then our recursion uniquely determines |φ0n(z)| (up
to multiplicity in r). We might go about as follows:
rn exp
{
− 1
2π
∫ 2π
0
log
∣∣∣h(reiθ)∣∣∣ dθ} = elog rn exp{− 1
2π
∫ 2π
0
log
∣∣∣h(reiθ)∣∣∣ dθ} =
= exp
{
log rn − 1
2π
∫ 2π
0
log
∣∣∣h(reiθ)∣∣∣ dθ} = exp{ 1
2π
∫ 2π
0
log
(
rn
|h(reiθ)|
)
dθ
}
=
= exp
{
1
2π
∫ 2π
0
log
∣∣∣∣ (reiθ)nh(reiθ)
∣∣∣∣ dθ
}
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The point is that zn/h(z) is not holomorphic for |z| < r + ǫ because of
the zeros of h(z) with moduli smaller than r + ǫ, but, as in the proof of
the Theorem of Jensen we divide out those zeros by dividing h(z) by the
corresponding finite Blaschke product Bn(z), without changing the modulus
of h(z) on |z| = r+ǫ. Thus we have for all the z ∈ C, |z| = r+ǫ < |φ0,n+1(z)|:∣∣∣∣ h(z)Bn(z)
∣∣∣∣ = |h(z)| .
So on that circle of integration we have:∣∣∣∣ znh(z)
∣∣∣∣ =
∣∣∣∣znBn(z)h(z)
∣∣∣∣ ,
and this function is analytic. The monotonicity now follows. A better
approach: We have (write the recursion a bit different),
∣∣∣∣∣∣
n−1∏
j=0
φ0j(z)
∣∣∣∣∣∣
1/n
= |φ0n(z)| |f(0)− f(z)|1/n×exp
{
− 1
2πn
∫ 2π
0
log
∣∣∣f(|φ0n(z)|eiθ)− f(z)∣∣∣ dθ
}
.
So the right hand side equals the geometric mean of the sequence |φ00(z)|, . . . , |φ0,n−1(z)|
and this is a part of a non-decreasing sequence so those means are also non-
decreasing.
12 A computation of the integral
1
2pi
∫ 2π
0
log
∣∣f(reiθ)− f(z)∣∣ dθ.
Assuming z ∈ C− f−1(f(0)), i.e. f(0)− f(z) 6= 0, we have:
f(w)− f(z) = eg(w,z)
∞∏
n=0
(
1− w
φ0n(z)
)
eQλn(w/φ0n(z)). (12.9)
So
|f(w)− f(z)| = eℜ g(w,z)
∞∏
n=0
∣∣∣∣1− wφ0n(z)
∣∣∣∣ eℜQλn(w/φ0n(z)).
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Hence
log |f(w)− f(z)| = ℜ g(w, z) +
∞∑
n=0
{
log
∣∣∣∣1− wφ0n(z)
∣∣∣∣+ ℜQλn
(
w
φ0n(z)
)}
.
The function ℜ g(w, z) is harmonic in all of the w-plane. Hence:
1
2π
∫ 2π
0
ℜ g(reiθ, z)dθ = ℜ g(0, z).
If we substitute w = 0 in equation (12.9) we get f(0) − f(z) = eg(0,z), so
|f(0) − f(z)| = eℜ g(0,z) and log |f(0)− f(z)| = ℜ g(0, z). Hence, we proved
the following:
1
2π
∫ 2π
0
ℜ g(reiθ, z)dθ = log |f(0)− f(z)|.
Similarly (and in fact much simpler):
1
2π
∫ 2π
0
ℜQλn
(
reiθ
φ0n(z)
)
dθ = 0.
We are left with the computation of:
1
2π
∫ 2π
0
log
∣∣∣∣1− reiθφ0n(z)
∣∣∣∣ dθ.
If r < |φ0n(z)|, then 1 − (reiθ)/φ0n(z) never vanishes on 0 ≤ θ < 2π, and
so the function log |1 − (reiθ)/φ0n(z)| is harmonic for |reiθ| < |φ0n(z)| and
again the mean value property implies that:
1
2π
∫ 2π
0
log
∣∣∣∣1− reiθφ0n(z)
∣∣∣∣ dθ = log |1− 0| = 0.
Thus we are left with computing the integral
1
2π
∫ 2π
0
log
∣∣∣∣1− reiθφ0n(z)
∣∣∣∣ dθ,
for the case |φ0n(z)| ≤ r. In this case the integrand log |1 − w/φ0n(z)| is
singular exactly in w = φ0n(z) which lies within |w| ≤ r. Here is formula 15
on page 531 of the book [7]:
50
∫ nπ
0
log
(
1− 2a cos θ + a2) dθ = { 0 , a2 ≤ 1
nπ log a2 , a2 ≥ 1 . (12.10)
We need to evaluate:
1
2π
∫ 2π
0
log
∣∣∣1−Reiθ∣∣∣ dθ =(1≤R) 1
2π
∫ 2π
0
log
∣∣∣∣ 1R − eiθ
∣∣∣∣ dθ + logR =
=
1
2π
∫ 2π
0
log
∣∣∣a− eiθ∣∣∣ dθ + logR =(0<a=1/R≤1)
=
1
2π
· 1
2
∫ 2π
0
log
(
1 + a2 − 2a cos θ) dθ + logR = logR,
where in the last step we used the formula (12.10). The conclusion is:
1
2π
∫ 2π
0
log
∣∣∣∣1− reiθφ0n(z)
∣∣∣∣ dθ =
{
0 , r < |φ0n(z)|
log(r/|φ0n(z)|) , r ≥ |φ0n(z)| .
Finally we get:
1
2π
∫ 2π
0
log
∣∣∣f(reiθ)− f(z)∣∣∣ dθ =
=
1
2π
∫ 2π
0
{
ℜ g(reiθ, z) +
∞∑
n=0
(
log
∣∣∣∣1− reiθφ0n(z)
∣∣∣∣+ ℜQλn
(
reiθ
φ0n(z)
))}
dθ =
= log |f(0)− f(z)|+
∑
|φ0n(z)|≤r
log
r
|φ0n(z)| + 0 =
= log

|f(0)− f(z)| × ∏
|φ0n(z)|≤r
r
|φ0n(z)|

 .
We note that in fact our computation proved the Theorem of Jensen.
13 The product of the automorphic functions
Let f(w) be a non-constant entire function, and let z ∈ C− f−1(f(0)). Let
Aut(f) = {φ0n(z′)}n and let us suppose that we arranged the automorphic
functions in a non-decreasing order of their orbit at z. Thus: |φ00(z)| ≤
|φ01(z)| ≤ . . .. Then we have the following identity:∣∣∣∣∣∣
n−1∏
j=0
φ0j(z)
∣∣∣∣∣∣ = |φ0n(z)|n |f(0)− f(z)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣f(|φ0n(z)| eiθ)− f(z)∣∣∣ dθ
}
.
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One is tempted to compare this formula with the Vieta formula that cor-
responds to the special case of a non-constant polynomial of degree d ≥ 1,
f(w) = pd(w). We recall that if pd(w) = adw
d + . . . + a1w + a0, where
ad ∈ C − {0}, then: pd(w) − pd(z) = ad(w − φ00(z)) . . . (w − φ0,d−1(z)).
Plugging into the last formula the value w = 0, we obtain:
φ00(z) . . . φ0,d−1(z) = (−1)da−1d (pd(0)− pd(z)) . (13.11)
Taking absolute values we get:
|φ00(z) . . . φ0,d−1(z)| = |ad|−1 |pd(0)− pd(z)| .
Let N be an integer such that 0 ≤ N ≤ d− 1. Then:∣∣∣∣∣∣
N−1∏
j=0
φ0j(z)
∣∣∣∣∣∣ =
∣∣∣∣∣
d−1∏
k=N
φ0k(z)
∣∣∣∣∣
−1
|ad|−1 |pd(0)− pd(z)| .
We note that ∀ j, φ0j(z) 6= 0 so that the expression on the right hand side
is defined. Comparing that to the more general expression:∣∣∣∣∣∣
N−1∏
j=0
φ0j(z)
∣∣∣∣∣∣ = |φ0N (z)|N |pd(0)− pd(z)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣pd(|φ0N (z)| eiθ)− pd(z)∣∣∣ dθ
}
,
we deduce the following identity:
exp
{
− 1
2π
∫ 2π
0
log
∣∣∣pd(|φ0N (z)| eiθ)− pd(z)∣∣∣ dθ
}
=
∣∣∣∣∣
d−1∏
k=N
φ0k(z)
∣∣∣∣∣ |φ0N (z)|N |ad| .
If z has the smallest modulus in its Aut(pd)-orbit and N = 0, we obtain the
following interesting identity:
exp
{
1
2π
∫ 2π
0
log
∣∣∣pd(zeiθ)− pd(z)∣∣∣ dθ
}
=
∣∣∣∣∣
d−1∏
k=0
φ0k(z)
∣∣∣∣∣ |ad| .
Using the identity in equation (13.11) this proves that:
exp
{
1
2π
∫ 2π
0
log
∣∣∣pd(zeiθ)− pd(z)∣∣∣ dθ
}
= |pd(0)− pd(z)| .
This last identity could be seen to be true because of the mean value property
of the harmonic function: log |pd(w) − pd(z)| in the disk |w| < |z|. This
reproduces the Vieta identity and shows that we generalized it even in the
special case of non-constant polynomials.
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14 Consequences to Aut(f) that follow from the
classical theory of entire functions
Let f be a non-constant entire function of a single complex variable. The
basic observation that the set of all the zeros of the entire function of w,
f(w)− f(z), where z ∈ C is a parameter, is the Aut(f)-orbit of z, plus the
fact that for a fixed z, the functions f(w) and f(w)−f(z) differ by a constant
suggest that the elements of Aut(f(z)) = {φ0n(z)}n share properties with
the zeros of f(w) + c for any (generic) constant. In this section we will
repeatedly refer to the classical book [10].
Remark 14.1. For a fixed value of the parameter z ∈ C the w-entire functions
f(w) and f(w)− f(z) have the same order ρ and the same type σ.
An immediate consequence that follows by the result on (page 16 of [10]) is:
Theorem 14.2. Let f(w) be a non-constant entire function, and let Aut(f) =
{φ0n(z)}n. Then the convergence exponent of the sequence {φ0n(z)}n for any
z ∈ C does not exceed the order of f(w).
Remark 14.3. This theorem is interesting only in the case of entire functions
of a finite order ρ <∞.
Using Theorem 7 on page 16 of [10] and the representation formula in the
first equation in the proof of the Theorem of Wiman (page 72, [10]) we
deduce some interesting consequences on the automorphic group of a non-
constant entire function of order less than one.
Theorem 14.4. Let f(w) be a non-constant entire function of order less
than one, and let Aut(f) = {φ0n(w)}n. Then ∀ z ∈ C, the convergence
exponent of the sequence {φ0n(z)}n equals the order of f . In addition, if the
order of f is not zero, then it is of maximal, minimal or of a normal type
according to whether the upper density of any Aut(f)-orbit of any z ∈ C:
△ ({φ0n(z)}n) = limr→∞
n{φ0n(z)}n(r)
rρ
,
equals infinity, zero or equals a number different from zero or infinity. Here
we use the notation:
n{φ0n(z)}n(r) = |{n | |φ0n(z)| < r}| ,
i.e. the counting function of the elements in the Aut(f)-orbit of z of modulus
less than r. In particular the upper density of any Aut(f)-orbit of any z ∈ C
is independent of z.
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Proof.
∀ z ∈ C, the order ρ and the type σ of the entire function of w, f(w)− f(z)
equal those of f(w). Hence (like in the first equation in the proof above of
the Theorem of Wiman) we have:
f(w)− f(z) = C · wm
∞∏
k=1
(
1− w
φ0n(z)
)
.
Here C = C(z) is a function of z only, and C(z) 6= 0 ∀ z ∈ C. So f(w)−f(z)
is a canonical product and Theorem 7 of [10] applies.
We will quote few results from [4]. We will use those to extract information
on the function C(z) that appears in the proof of Theorem 14.4. On page
207 of [4]:
Theorem A.2. (Clunie) Let f(z) and g(z) be entire with g(0) = 0.
Let ρ satisfy 0 < ρ < 1 and c(ρ) = (1 − ρ)2/48. Then for R ≥ 0,
M(R, f ◦ g) ≥M(cρM(ρ ·R, g), f).
On page 208 of [4]:
Corollary A.1. (Po¨lya) Let f(z), g(z) and h(z) be entire functions
with h(z) = f(g(z)). If g(0) = 0, then there exists an absolute constant
c, 0 < c < 1, such that for all r > 0 the following inequality holds:
M(r, h) ≥M
(
c ·M
(r
2
, g
)
, f
)
.
When g(0) 6= 0, the corresponding inequality should read:
M(r, f ◦ g) ≥M
(
c ·M
(r
2
, g
)
− |g(0)|, f
)
.
The constant c can be chosen to be 1/8.
On page 209 of [4]:
Theorem A.3. If f(z) and g(z) are two entire functions such that f ◦ g
is of a finite order (lower order), then either: (i) g(z) is a polynomial and
f(z) is of a finite order (lower order), or (ii) g(z) is not a polynomial but
a function of a finite order (lower order) and f(z) is of zero order (lower
order).
We conclude the following:
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Remark 14.5. If f(w) is an entire function of order less than one, and greater
than zero, then f(w) has infinitely many zeros.
A Proof of the claim in remark 14.5.
If f(w) has no zeros then f(w) = eg(w) for some entire function g. This
corresponds in Theorem A.3. in [4] to case (i) with ew ◦g(w). Here g(w) is a
non-constant polynomial of degree d ≥ 1. Hence the order of f(w) equals to
d ≥ 1 and this contradicts the assumption that f(w) has order less than one.
If f(a1) = 0 then f(w) · (w − a1)−1 is a non-constant entire function of the
same order as the order of f(w). So if f(w) had finitely many zeros, then we
could have found a polynomial p(w) such that f(w)/p(w) had non zeros and
was of the same order as that of f(w). This contradicts the first part of our
proof and thus the proof of the claim in Remark 14.5 is now completed.
Finally, the function C(z) in the proof of Theorem 14.4 is entire because
the infinite product is, and it never vanishes and since f(w) − f(z) is sym-
metric in w and z, C(z) must be a constant, i.e. independent of z (because
its order is less than one).
Theorem 14.6. Let f(w) be a non-constant entire function of a finite order
ρ and let Aut(f) = {φ0n(w)}n. Then ∀ z ∈ C, the upper density of the
Aut(f)-orbit of z satisfies:
1. If f(w) is of type not greater than σ with respect to the order ρ then,
△ ({φ0n(z)}n) = limr→∞
n{φ0n(z)}n(r)
rρ
≤ σ · e · ρ.
The lower density:
△ ({φ0n(z)}n) = limr→∞
n{φ0n(z)}n(r)
rρ
satisfies △ ({φ0n(z)}n) ≤ σρ.
2. We have the following two identities for these densities:
△ ({φ0n(z)}n) = limn→∞ n|{φ0n(z)}n|ρ , △ ({φ0n(z)}n) = limn→∞
n
|{φ0n(z)}n|ρ .
Proof.
Part 1 follows by Theorem 3 on page 19 of [9]. Part 2 follows by Problem 2
on page 17 of [9].
We can refine Part 1 of Theorem 14.6:
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Theorem 14.7. Let ρ > 0, A > 0 and let f(w) be a non-constant en-
tire function for which there exists a constant M > 0 such that |f(w)| ≤
M · eA|z|ρ, ∀w ∈ C. Let Aut(f) = {φ0n(w)}n. We assume that z ∈
C − f−1(f(0)) and that the automorphic functions are arranged so that,
|φ00(z)| ≤ |φ01(z)| ≤ |φ02(z)| ≤ . . .. Then:
(ρ·e·A)−1/ρ·M
(
1 + eA|z|ρ
f(0)− f(z)
)−1/n
n1/ρ ≤
(
n∏
k=1
|φ0k(z)|
)1/n
≤ |φ0n(z)|, ∀n ∈ Z+.
If
M
(
1 + eA|z|ρ
f(0)− f(z)
)
< 1,
then the left hand side in the double inequality is (ρ · e ·A)−1/ρ · n1/ρ.
Proof.
We define an auxiliary non-constant entire function of w:
F (w) =
f(w)− f(z)
f(0)− f(z) .
Then F (0) = 1, and
|F (w)| ≤ |f(w)| + |f(z)||f(0)− f(z)| ≤
MeA|w|
ρ
+MeA|z|
ρ
|f(0)− f(z)| =
(
M
(
1 + eA(|z|
ρ−|w|ρ)
|f(0)− f(z)|
))
eA|w|
ρ ≤
≤
(
M
(
1 + eA|z|
ρ
|f(0)− f(z)|
))
eA|w|
ρ ≤M1 · eA|w|ρ,
where:
M1 = max
{
1,M
(
1 + eA|z|
ρ
|f(0)− f(z)|
)}
.
The function F (w) satisfies the conditions of Proposition 1, in [16], with M
instead of M1. The result now follows.
We recall the following result:
Theorem 1., [9] The convergence exponent of the zero set of an entire
function f of non-integer order is equal to the order of growth of f .
This theorem implies:
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Theorem 14.8. Let f(w) be a non-constant entire function of non-integer
order ρ. Let the Aut(f)-orbit of a point z ∈ C be {φ0n(z)}n}, then the
convergence exponent of this orbit equals ρ.
Next we have:
Theorem 2. [9] If the order ρ of an entire function f(z) is not an in-
teger, then its type σf and the upper density of its zeros △f simultaneously
are equal either to zero, or to infinity, or to positive numbers.
This immediately implies:
Theorem 14.9. If the order ρ of an entire function f(w) is not an integer,
then its type σf and the upper density of any Aut(f)-orbit, {φ0n(z)}n (z ∈ C)
are equal either to zero, or to infinity, or to positive numbers.
15 The relations between scattering theory and
automorphic functions
The book [11] deals with a discrete subgroup Γ of the group of the fractional
linear transformations,
w → aw + b
cw + d
, ad− bc = 1, a, b, c, d ∈ R.
The Riemannian metric (dx2 + dy2) · y−2 is invariant under this group of
motions. The invariant Dirichlet integral for functions is,∫∫
(U2x + U
2
y )dxdy,
and the Laplace-Beltrami operator associated with this is:
L0 = y
2 · △ = y2 · (∂2x + ∂2y).
A function f defined on the Poincare´ plane
∏
, that is the upper half plane:
y > 0, −∞ < x <∞, w = x+ iy is called automorphic with respect to Γ (a
discrete subgroup as above) if f(γw) = f(w) ∀ γ ∈ Γ. The Laplace-Beltrami
operator L0 maps automorphic functions into automorphic functions. A
fundamental domain F of Γ is a sub-domain of the Poincare´ plane such
that every point of
∏
can be carried into a point of the closure F of F
by a transformation in Γ and no point of F is carried into another point
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of F by such a transformation. F can be regarded as a manifold where
those boundary points which can be mapped by a γ ∈ Γ to each other,
are identified. The restriction of f (automorphic with respect to Γ) to
the fundamental domain F has to satisfy the above mentioned boundary
relations imposed by f(γw) = f(w). These relations serve as boundary
conditions for the operator L0. In fact, they define L0 as a self-adjoint
operator acting on L2(F ), the space of functions on F square integrable
with respect to the invariant measure. Our setting is different but similar.
We have a non-constant entire function f(w), and its automorphic group
Aut(f) = {φ0n(w)}n which is a discrete group. Its elements are defined by
all the maximal leaves of f−1(f(w)). The function f is automorphic with
respect to the discrete group Aut(f). The normal maximal domains of f(w)
are the parallels of the fundamental domains F of Γ. What can be the
parallel of the Laplace-Beltrami operator L0? It should be an operator that
maps automorphic functions with respect to the discrete group Aut(f), into
automorphic functions. We already know that the set of all the automorphic
functions are the compositions h ◦ f where h is a non-constant function.
Thus it is reasonable to take as a parallel to L0 the right-shift operator
induced by f , Rf , [14]. It has as its domain of definition the algebra E of
all the non-constant entire functions and it maps them onto the sub-class
E ◦ f = {h ◦ f |h ∈ E}, i.e. onto all the automorphic functions with respect
to Aut(f). Thus:
Rf : E → E ◦ f, Rf (h) = h ◦ f.
The operator Rf is not only a linear operator. It is an algebra morphism.
For let h, g ∈ E and let c ∈ C. Then:
Rf (c · h) = (c · h) ◦ f = (c · h)(f(w)) = c · h(f(w)) = c · (h ◦ f) = c ·Rf (h),
and
Rf (g+h) = (g+h)◦f = (g+h)(f(w)) = g(f(w))+h(f(w)) = (g◦f)+(h◦f) = Rf (g)+Rf (h),
and similarly
Rf (g·h) = (g·h)◦f = (g·h)(f(w)) = g(f(w))·h(f(w)) = (g◦f)·(h◦f) = Rf (g)·Rf (h).
Another important property of the f right-shift operator is: Rf is an injec-
tive mapping on E, [14].
Also: the image of Rf , Rf (E) is a closed subset of the topological space
(E, τcc). The topology τcc is the topology of compact convergence on the
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space E. For each compact K ⊂ C and for each ǫ > 0 and each h ∈ E we
define the corresponding open ball centered at h by the standard formula:
BK(h, ǫ) = {g : C→ C ∈ E | |g(z) − h(z)| < ǫ, ∀ z ∈ K}.
The family {BK(h, ǫ) |K ⊂ C a compact, h ∈ E, ǫ > 0} forms a sub-basis for
the topology τcc. The sequence gn ∈ E converges to the limit g ∈ E if and
only if for restrictions to compacta we have gn|K → g|K uniformly on K, ∀
compact K ⊂ C.
Remark 15.1. The space (E, τcc) is a path connected space, [14]. We know
that the mapping Rf : E → E is a continuous and an injective mapping,
[14]. Its image Rf (E) is a closed subset of (E, τcc). Hence Rf (E) is also
open ⇔ Rf (E) = E. This is equivalent to f(w) = aw + b, for some a ∈ C×
and some b ∈ C.
Another interesting property of Rf is ∀ f ∈ E − {aw + b | a ∈ C×, b ∈ C}
we have the identity ∂Rf (E) = Rf (E). Thus the image Rf (E) is its own
boundary.
What can be the parallel of the hyperbolic metric? It should be a metric
df (·, ·) : C2 → R≥0 which is invariant under the action of the automorphic
group Aut(f). We give it with other facts that were mentioned above in the
following:
Theorem 15.2. Let f ∈ E. Then the parallel of the discrete group Γ of hy-
perbolic motions in the plane is Aut(f). The parallel of the Laplace-Beltrami
operator, L0, is the f right-shift operator. The parallel of the hyperbolic met-
ric (dx2 + dy2) · y−2 is the f path-metric, df (·, ·) : C2 → R≥0 given by the
following formula: ∀ a, b ∈ C,
df (a, b) = inf{lf (γ) | γ : [0, 1]→ C is a smooth path from γ(0) = a to γ(1) = b and
lf (γ) is the length of the path f◦γ : [0, 1]→ C from (f◦γ)(0) = f(a) to (f◦γ)(1) = f(b)}.
We further have the following:
1) Rf : E → E ◦ f is continuous, injective and surjective mapping in the
topological space (E, τcc).
2) Rf is a linear operator on E which also preserves multiplication of func-
tions.
3)Rf (E) is closed in (E, τcc), and Rf (E) = E if and only if f(w) = aw+ b,
for some a ∈ C× and b ∈ C.
4) ∀ f ∈ E − {aw + b | a ∈ C×, b ∈ C}, ∂Rf (E) = Rf (E).
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Proof.
The only assertions we need to prove are those related to the metric df .
Namely we need to prove two things:
(a) df is a metric on C, (b) ∀φ ∈ Aut(f) we have invariance of df , i.e.
∀ a, b ∈ C, df (a, b) = df (φ(a), φ(b)).
A proof of (a): Let a, b, c ∈ C, then clearly df (a, b) = df (b, a) because
each path γ(t) from a to b induces the reverse path γ(1− t) from b to a and
the f images of both are the same hence have equal length.
Also df (a, a) = 0 by using the constant path. Moreover, if df (a, b) = 0 then
for each ǫ > 0 there is a path γ from a to b such that the length of its f
image f ◦γ is smaller than ǫ > 0. Since the entire function f is non-constant
we can find a positive but small enough number r > 0 such that it has the
following two properties:
(i) Any path γ(t) from a to b must intersect the circle {w ∈ C | |w−a| = r}.
(ii) f
′
(w) has no zero on that circle.
Since the circle is compact we have min{|f ′(w)| | |w − a| = r} = δ > 0.
This implies that the length lf (γ) of the image path f ◦ γ is bounded from
below by some fixed number m(δ) > 0 and hence df (a, b) ≥ m(δ > 0 which
contradicts the assumption df (a, b) = 0 unless a = b.
Finally, df satisfies the triangle inequality: df (a, c) ≤ df (a, b) + df (b, c), be-
cause the set of paths from a to c through b is a subset of the set of paths
from a to c. This concludes the proof of (a).
A proof of (b): We now prove the invariance of the metric df (·, ·) with re-
spect to the discrete group Aut(f). This follows directly from the definitions
of df (·, ·) and of Aut(f), namely:
df (a, b) = inf{lf (γ) | γ : [0, 1]→ C is a smooth path from γ(0) = a to γ(1) = b and
lf (γ) is the length of the path f◦γ : [0, 1]→ C from (f◦γ)(0) = f(a) to (f◦γ)(1) = f(b)} =
= inf{lf (γ) | γ : [0, 1]→ C is a smooth path from γ(0) = φ(a) to γ(1) = φ(b) and
lf (γ) is the length of the path f ◦ γ : [0, 1] → C from f(φ(a)) = f(a) to
f(φ(b)) = f(b)} = df (φ(a), φ(b)).
The next obvious step is to look for the eigenvalues of the operator Rf .
If we think of the f right composition operator Rf as a possible parallel
of the Laplace-Beltrami operator, then it is natural to require about its
eigenvalues, eigenfunctions and maybe try to come up with a kind of a
Selberg-trace formula.
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We recall that in our setting the underlying linear space, E contains all
of the non-constant entire functions, and the right composition operators
Rf of interest are those for which f(w) is not an entire automorphism, i.e.
f(w) 6= a · w + b, ∀ a ∈ C× and ∀ b ∈ C. It turns out that the result of
this search is disappointing because the order of growth of entire functions
imposes (within the class of functions of our interest) too much rigidity.
Looking in the corresponding defining equation of the eigenvalues for Rf
leads us to ask for which values of λ ∈ C, the operator Rf − λ · I is not
an invertible operator.Thus if we look for entire functions h that satisfy
(Rf − λ · I)(h) = 0, that is h(f(w)) ≡ λh(w), then because f is not affine
and due to Theorem A.2. of Clunie, on page 207 of [4], and to Corollary A.1.
of Po¨lya, on page 208 of [4], we deduce that the last equation can have only
constant solutions 9w). If the value of the constant is not zero, then λ = 1,
and if h(w) ≡ 0, then λ can be any complex number. However, non-zero
constant function do not belong to E by its definition. This takes care of
those cases in which the order of the growth of h◦f is larger than that of h.
If we adopt a different definition of eigenvalues, and we are interested in
those λ for which Rf −λ ·I is not injective on E, then we are led to consider
the situation where g, h ∈ E and: (Rf − λ · I)(h) = (Rf − λ · I)(g), that is
h(f(w))−g(f(w)) ≡ λ·(h(w)−g(w)), and again we deduce that h(w)−g(w)
must be a constant. If the constant difference between h(w) and g(w) is not
zero, then λ = 1, and, of course if h(w) ≡ g(w) then λ can be any complex
number.
Remark 15.3. 1) An equation of the form h(f(w)) ≡ λh(w) resembles very
much the equation that determines the automorphic functions of h(w).
When λ = 1 it is exactly that equation. By Theorem 10 of Shimizu, on
page 237 of [18], the only possible automorphic functions which are also en-
tire functions, are affine functions of a very special kind: eθπ · w + b, where
θ ∈ Q, and where b ∈ C. This is consistent with our findings prior to this
remark, 15.3.
Remark 15.4. We know that the operator Rf is injective. Hence Rf − λ · I
is injective for λ = 0.
16 Local groups
A good source for the theory of topological groups is the relatively new book
[1]. It will be convenient to have the notion of local groups handy in our
setting of the automorphic group. This is because the automorphic functions
of an entire function are generically multivalued. Thus they naturally are
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defined and uniform on the corresponding Riemann surfaces. It can be
useful occasionally to restrict them to a leaf, i.e. to a sub-domain of the
complex plane whose complimentary set contains no continuum. In those
cases the different restricted automorphic functions might be defined on
different sub-domains of the plane, that differ by small sets. Thus we might
need the notion of a local group. We refer to [19] to definition 2.1.1 on
page 26. In that book the need in local groups arise because the connection
between Lie groups and Lie algebras are local. the only portion of the Lie
group which is of importance in that respect is the portion that is close to
the group identity 1. We will adopt here the notions and the notations from
[19].
Definition 16.1. A local topological group G = (G,Ω,Λ, 1, ·, ()−1), or a
local group for short, is a topological space G, equipped with an identity
element 1 ∈ G, a partially defined but continuous multiplication operation
· : Ω → G for some domain Ω ⊆ G × G, and a partially defined but
continuous inversion operation ()−1 : Λ → G, where Λ ⊆ G, obeying the
following axioms:
(1) Ω is an open neighborhood of G × {1} ∪ {1} × G, and Λ is an open
neighborhood of 1.
(2) If g, h, k ∈ G are such that (g · h) · k and g · (h · k) are both well-defined
in G, then they are equal.
(3) For all g ∈ G, g · 1 = 1 · g = g.
(4) If g ∈ G and g−1 are well-defined in G, then g · g−1 = g−1 · g = 1.
A local group is said to be symmetric if Λ = G, i.e., if every element of G
has an inverse g−1 that is also in G. Clearly, every topological group is a
local group. This the reason that sometimes the former are called global
topological groups. A model class of examples of a local group comes from
restricting a global group to an open neighborhood of the identity. Here is
the definition from [19]:
Definition 16.2. If G is a local group, and U is an open neighborhood of
the identity in G, then we define the restriction G|U of G to U to be the
topological space U with domains:
Ω|U := {(g, h) ∈ Ω | g, h, g · h ∈ U} and Λ|U := {g ∈ Λ | g, g−1 ∈ U}
and with the group operations ·, ()−1 being the restriction of the group
operations of G to Ω|U , Λ|U respectively. If U is symmetric (in the sense
that g−1 is well-defined and lies in U , ∀ g ∈ U , then this restriction G|U will
also be symmetric. Sometimes the notation is abused and one refers to the
local group G|U simply as U .
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Remark 16.3. The natural question as to whether every local group arises as
the restriction of a global group, is not simple. The answer can be vaguely
summarized as ”essentially yes in certain circumstances, but not in general”.
That is from [19].
Pushing forward a topological group via a homeomorphism near the identity:
Let G be a global or local group and let Phi : U → V be a homeomorphism
from a neighborhood U of the identity in G to a neighborhood V of the
origin 0 in Rd, such that Phi(1) = 0. Then we can define a local group
Phi∗G|U which is the set V (viewed as a submanifold of Rd) with the local
group identity 0, the local group multiplication law ∗ defined by the formula:
x∗y = Φ(Φ−1(x)·Φ−1(y)) which is defined whenever Φ−1(x),Φ−1(y),Φ−1(x)·
Φ−1(y) are well-defined and lie in U , and the local group inversion law ()∗−1
defined by the formula: x∗−1 = Φ(Φ−1(x)−1), defined whenever Φ−1(x),
Φ−1(x)−1 are well-defined and lie in U . One easily verifies that Φ∗G|U is a
local group. Sometimes this group is denoted by (V, ∗). It is different from
the additive local group (V,+) arising by the restriction of (Rd,+) to V .
Next we generalize the notion of homomorphism.
Definition 16.4. A continuous homomorphism Φ : G → H between two
local groups G,H is a continuous map from G to H with the following
properties:
(i) Φ(1G) = 1H , 1G is the neutral element of G.
(ii) If g ∈ G is such that g−1 is well-defined in G, then Φ(g)−1 is well-defined
in H, and Φ(g)−1 = Φ(g−1).
(iii) If g, h ∈ G are such that g · h is well-defined in G, then Φ(g) · Φ(h) is
well-defined in H and Φ(g) · Φ(h) = Φ(g · h).
17 The sums of the k’th derivatives of all the el-
ements of the automorphic group Aut(f), for
any f ∈ E of order 0 < ρ < 12, k = 1, 2, 3, . . .
Theorem 17.1. Let f ∈ E have a positive order ρ, which is smaller than
1
2 , i.e. 0 < ρ <
1
2 . Let Aut(f) = {φ0n}n. Then there exists a sequence of
positive numbers, tending to infinity: R1 < R2 < . . . < Rn < . . . (Rn →∞),
such that ∀ k ∈ Z+ we have the following identities:
lim
j→∞
∑
|φ0n(w)|<Rj
φ
(k)
0n (w) ≡ 0, ∀w ∈ C.
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Equivalently:
lim
j→∞
dk
dwk


∑
|φ0n(w)|<Rj
φ0n(w)

 ≡ 0, ∀w ∈ C.
Proof. We proved that ∀ f ∈ E, regardless of its order ρ, we have the
following infinitely many identities:
∀R > 0 such that {|w| = R} ∩ {φ0n(z)}n = ∅,
∑
|φ0n(z)|<R
φ
′
0n(z) =
(
f ′(z)
2πi
)∮
|w|=R
dw
f(w)− f(z) , (17.12)
∑
|φ0n(z)|<R
φ
′′
0n(z) =
(
f ′′(z)
2πi
)∮
|w|=R
dw
f(w)− f(z)+ (17.13)
+
(
f ′(z)2
2πi
)∮
|w|=R
dw
(f(w)− f(z))2 ,
∑
|φ0n(z)|<R
φ
′′′
0n(z) =
(
f ′′′(z)
2πi
)∮
|w|=R
dw
f(w)− f(z)+ (17.14)
+
(
3f ′(z)f ′′(z)
2πi
)∮
|w|=R
dw
(f(w)− f(z))2 +
(
f ′(z)3
2πi
)∮
|w|=R
dw
(f(w)− f(z))3 ,
etc... . In the identities above, the radius R of the circle of integration, is
such that for a fixed value of the parameter z, we have f(w) − f(z) 6= 0
∀ |w| = R. In other words the radius R is chosen so that the circle of
integration |w| = R does not contain any element of the Aut(f)-orbit of
z, {φ0n(z)}n. Also, since we used the one dimensional Weierstrass product
representation of f(w) − f(z), the fixed value of the parameter z belongs
to C − f−1(f(0)). We will prove that there exists a sequence of positive
numbers tending to infinity: R1 < R2 < R3 < . . . < Rn < . . . (Rn → ∞)
such that limj→∞
∑
|φ0n(z)|<Rj φ
′
0n(z) = 0 for any value of the parameter
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z 6∈ f−1(f(0)). It will follow by continuity arguments that the identity
is also true for the ”forbidden values” of z, i.e. on the fiber f−1(f(0)).
Also it will be clear that a similar proof will apply for the second identity
limj→∞
∑
|φ0n(z)|<Rj φ
′′
0n(z) = 0 ∀w ∈ C, and another similar proof will
apply for the third identity limj→∞
∑
|φ0n(z)|<Rj φ
′′′
0n(z) = 0 ∀w ∈ C, and
all with the same sequence of positive numbers 0 < R1 < R2 < R3 <
. . . < Rn < . . . (Rn → ∞). That procedure of giving a separate proof for
each identity will save us arguments about differentiations under the limit
operator and inquiring whether formulas like this:
lim
j→∞
∑
|φ0n(z)|<Rj
φ
′′
0n(z) =

 lim
j→∞
∑
|φ0n(z)|<Rj
φ
′
0n(z)


′
, etc...
are valid. Up to this point restricting the value of the order ρ seem not come
up. However, in order to prove that we have limj→∞
∑
|φ0n(z)|<Rj φ
′
0n(z) ≡ 0
∀ z ∈ C− f−1(f(0)) we will need the assumption 0 < ρ < 12 . That assump-
tion will enable us to make a use of the cos πρ-Theorem of Wiman, where
the power cos πρ in the inequality of this theorem satisfies 0 < cos πρ < 1,
by the assumption 0 < ρ < 12 . The value ρ = 0 is taken out due to
another argument we need (an elementary one). A classical reference to
the Wiman’s cos πρ-Theorem is in the book [10], Theorem 30 on page 72.
Using Wiman’s cos πρ-Theorem, we conclude that there exists a sequence
r1 < r2 < r3 < . . . < rn < . . . (rn → ∞) such that for arbitrary ǫ > 0 and
n > nǫ we have:
mf (rn) > (Mf (rn))
cos πρ−ǫ ,
Where
mf (r) = min
0≤θ<2π
|f(reiθ)| and Mf (r) = max
0≤θ<2π
|f(reiθ)|.
One can get many more (uncountably many on each radius) such sequences
r1 < r2 < r3 < . . . < rn < . . . by perturbations. We recall that our first
identity to be used is equation (17.12). We are going to prove that:
lim
j→∞
(
f ′(z)
2πi
)∮
|w|=Rj
dw
f(w)− f(z) = 0,
for an appropriate Wiman’s-type of a sequence R1 < R2 < R3 < . . . < Rn <
. . . (Rn →∞). This will imply that we have:
lim
j→∞
∑
|φ0n(z)|<Rj
φ
′
0n(z) ≡ 0 ∀ z ∈ C− f−1(f(0)).
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Using the flexibility in choosing Wiman’s-type sequences (invoking pertur-
bations), we are going to choose sequences of radii {Rj}j that satisfy the
requirements {|w| = Rj} ∩ {φ0n}n = ∅, as well as the conclusion of the
Wiman’s cos πρ-Theorem, namely that:
mf (Rj) > (Mf (Rj))
cos πρ−ǫ.
By the triangle inequality we have:∣∣∣∣∣
(
f ′(z)
2πi
)∮
|w|=Rj
dw
f(w)− f(z)
∣∣∣∣∣ ≤
( |f ′(z)|
2π
)∮
|w|=Rj
|dw|
|(Mf (Rj))cos πρ − |f(z)|| ,
for a large enough j. On the circle |w| = Rj we have w = Rjeiθ, dw =
iRje
iθdθ, |dw| = Rjdθ, 0 ≤ θ < 2π. We conclude that:∣∣∣∣∣
(
f ′(z)
2πi
)∮
|w|=Rj
dw
f(w)− f(z)
∣∣∣∣∣ ≤ |f
′(z)|Rj
|(Mf (Rj))cos πρ − |f(z)|| .
We recall that for a large j we have: Mf (Rj) ≈ eR
ρ
j , and since we have
both ρ > 0 and 0 < cos πρ, by our assumption on the order, 0 < ρ < 12 , we
conclude that:
lim
j→∞
|f ′(z)|Rj
|(Mf (Rj))cos πρ − |f(z)|| = 0.
Hence we proved our first identity on the restricted domain of the values of
the parameter z:
lim
j→∞
∑
|φ0n(z)|<Rj
φ
′
0n(z) ≡ 0 ∀ z ∈ C− f−1(f(0)).
Now the theorem follows as explained above.
Remark 17.2. Theorem 17.1 deals with the sums
∑
|φ0n(w)|<Rj φ
(k)
0n (w), ∀w ∈
C for values of k which are natural numbers. There is no claim for the value
k = 0, i.e.
∑
|φ0n(w)|<Rj φ0n(w), ∀w ∈ C. One might be expecting naively
that limj→∞
∑
|φ0n(w)|<Rj φ0n(w) ≡ Const., ∀w ∈ C, but this turns out to
be false also within the restricted domain of the order ρ.
Examples: The first two examples are of entire functions of order ρ, where
ρ is off the domain (0, 12).
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(1) We consider the exponential function f(w) = ew. Here ρ = 1 and
Aut(ew) = {w + 2πin}n∈Z. Thus φ′0n(w) = 1 and hence we have
∑
|φ0n(w)|<R
φ
′
0n(w) = |{n ∈ Z | |w + 2πin| < R}| ≥
[
R− |w|
2π
]
→R→∞ ∞.
Thus clearly for the conclusions of Theorem 17.1 to hold, some assumptions
on the order ρ are needed.
(2) Let us consider the case of a non-constant polynomial:
PN (w) = aNw
N + . . .+ a1w + a0, aN 6= 0, N ≥ 1.
Here ρ = 0 and Aut(PN (w)) = {w, . . . , φN−1(w)}. Hence:
PN (w)− PN (z) = aN (w − z) · . . . · (w − φN−1(z)) =
= aN (w
N − (z + . . .+ φN−1(z))wN−1 + . . .+ (−1)N · (z · . . . · φN−1(z))).
We conclude that:
z + . . .+ φN−1(z) =
{ −aN−1aN if N > 1
z if N = 1
.
Thus in the simplest case N = 1,
∑
|φ0n(z)|<R φ
′
0n(z)→R→∞ 1.
Next we give an example that shows that the domain 0 < ρ < 12 is sharp
for the conclusion of Theorem 17.1 to be valid. We already know that nec-
essarily 0 < ρ (Example (2), the case N = 1). We now show that ρ = 12 is
out of the admissible domain.
(3) Let f(w) = cos
√
w = 12(e
i
√
w + e−i
√
w). Since cosw is an even en-
tire function, it follows that f(w) is an entire function. We have |f(w)| ≤
1
2 (|ei
√
w| + |e−i
√
w|) ≤ 12(e
√
|w| + e
√
|w|) = e
√
|w|. If r > 0, then: f(−r) =
1
2 (e
−√r + e
√
r) ≥ 12e
√
r. The two inequalities above prove that ρ = 12 .
We next compute Aut(cos
√
w). For that purpose we first solve for θ the
following equation: eiθ + e−iθ = eiψ + e−iψ. This gives the quadratic
e2iθ − (eiψ + e−iψ)eiθ + 1 = 0. We obtain the following solution:
eiθ =
{
eiψ if +
e−iψ if − .
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Hence: {
iθ = iψ + 2πik
iθ = −iψ + 2πik, k ∈ Z
So: {
θ = ψ + 2πk
θ = −ψ + 2πk, k ∈ Z
In our case cos
√
w = cos
√
z, so θ =
√
w, ψ =
√
z. Thus:
√
w = ±√z+2πk,
k ∈ Z. Squaring: φk(z) = z + 4πk
√
z + aπ2k2, k ∈ Z. We proved that:
Aut(cos
√
w) =
{
w + 4πk
√
w + 4π2k2 | k ∈ Z} .
In particular we have f−1(f(0)) = {4π2k2 | k ∈ Z}. Also we have:
φ
′
k(z) = 1 +
2πk√
z
, φ
′′
k(z) = −
πk
z
√
z
, . . . .
So the identities:
∑
|φk(z)|<R φ
(j)
k (z)→R→∞ 0, j ≥ 2, are equivalent to:
lim
R→∞
∑
|z+4πk√z+4π2k2|<R
k = 0.
The identity:
∑
|φk(z)|<R φ
′
k(z)→R→∞ 0 is equivalent to:
lim
R→∞
∑
|z+4πk√z+4π2k2|<R
(
1 +
2πk√
z
)
= 0.
But this last identity is not consistent with the identities that correspond
to j ≥ 2. For the two identities together imply that:
limR→∞
∑
|z+4πk√z+4π2k2|<R
1 ≡ 0,
which is clearly false.
(4) Our last example is a straight forward application of Theorem 17.1.
Let f(w) = 12(cosw
1/4 + coshw1/4). Using the identities: cosw = 12(e
iw +
e−iw) and coshw = 12(e
w + e−w), we obtain the following power series rep-
resentation of f(w):
f(w) =
∞∑
k=0
wk
(4k)!
.
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This shows that f(w) is an entire function. Next, by the triangle inequality
we obtain:
|f(w)| ≤ 1
2
(
1
2
(
|eiw1/4 |+ |e−iw1/4 |
)
+
1
2
(
|ew1/4 |+ |e−w1/4 |
))
≤
≤ 1
4
(
e|w|
1/4
+ e|w|
1/4
+ e|w|
1/4
+ e|w|
1/4
)
= e|w|
1/4
.
Also, for r > 0 large enough we have:
|f(r)| = 1
2
∣∣∣∣∣cos r1/4 + e
r1/4 + e−r1/4
2
∣∣∣∣∣ ≥ 12
∣∣∣∣−1 + 12er1/4
∣∣∣∣ ≥ 18er1/4 .
The last two inequalities imply that ρ = 14 for our entire function f(w) and
so Theorem 17.1 applies. Thus if for a fixed z the solutions of the following
equation in the unknown w:
cosw1/4 + coshw1/4 = cos z1/4 + cosh z1/4,
are given by {w} = {φ0n(z)}n, then ∀ k ∈ Z+ we have:
lim
j→∞
∑
|φ0n(z)|<Rj
(k)∑
0n
(z) ≡ 0, ∀ z ∈ C,
for someWiman’s type sequence 0 < R1 < R2 < R3 < . . . < Rn < . . . (Rn →
∞). The task of actually computing the automorphic functions φ0n(z) for
this function f(w), is probably not an easy task.
18 The circular density of the orbits of the auto-
morphic group Aut(f), for any f ∈ E of order
0 < ρ < 12
Theorem 18.1. Let f ∈ E have a positive order ρ, which is smaller than
1
2 , i.e. 0 < ρ <
1
2 . Let Aut(f) = {φ0n}n. For any z ∈ C we arrange the
Aut(f)-orbit of z, Z(f(w) − f(z)) = {φ0n(z)}n in a non-decreasing order
of the moduli: |φ00(z)| ≤ |φ01(z)| ≤ |φ02(z)| ≤ . . . and for any r satisfying
|φ0n(z)| ≤ r ≤ |φ0,n+1(z)| we denote the corresponding index n = n(r, z). If
|φ0n(z)| = |φ0,n+1(z)| we may denote anything within reason, for example
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n(r, z) = n or n + 1. Then we have the following asymptotic circular (or
radial, if one prefers) density estimate:
lim
rj→∞
(
(n(rj , z) + 1) log rj − rρj cos πρ
)
=∞,
for some Wiman’s sequence {rj}j and ∀C.
Proof.
We have proved (see section 11) that if |φ0n(z)| ≤ r ≤ |φ0,n+1(z)|, then by
the Jensen’s Theorem applied to f(w)−f(z), where as usual f(0)−f(z) 6= 0,
we have:∣∣∣∣∣∣
n∏
j=0
φ0j(z)
∣∣∣∣∣∣ = rn+1|f(0)− f(z)| exp
{
− 1
2π
∫ 2π
0
log
∣∣∣f(reiθ)− f(z)∣∣∣ dθ} .
Using Wiman’s cos πρ-Theorem, as in the proof of Theorem 17.1, we con-
clude that there exists a sequence r1 < r2 < r3 < . . . < rn < . . . (rn → ∞)
such that for arbitrary ǫ > 0 and n > nǫ we have:
mf (rn) > (Mf (rn))
cos πρ−ǫ .
By the triangle inequality we have for any rj > 0 that satisfies (f(rje
iθ) −
f(z))(Mf (rj)
cos πρ − |f(z)|) 6= 0, the following estimate:
log |f(rjeiθ)− f(z)| ≥ log |mf (rj)− |f(z)|| ≥ log |Mf (rj)cos πρ − |f(z)||.
Hence:
exp
{
− 1
2π
∫ 2π
0
log
∣∣∣f(rjeiθ)− f(z)∣∣∣ dθ
}
≤ exp {− log |Mf (rj)cos πρ − |f(z)||} .
Since we have:
Mf (rj)
cos πρ − |f(z)| ≈ erρj cos πρ,
for a large enough rj , we conclude that for some c = c(z), depending only on
z, we have for |φ0,n(rj ,z)(z)| ≤ rj ≤ |φ0,n(rj ,z)+1(z)|, the following estimate:∣∣∣∣∣∣
n(rj ,z)∏
k=0
φ0k(z)
∣∣∣∣∣∣ ≤ r
n(rj ,z)+1
j e
−rρj cos πρ · c.
But 0 < ρ, so f(w) is transcendental and hence:
lim
rj→∞
∣∣∣∣∣∣
n(rj ,z)∏
k=0
φ0k(z)
∣∣∣∣∣∣ = +∞.
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Thus:
lim
rj→∞
r
n(rj ,z)+1
j e
−rρj cos πρ = +∞.
Since we have the elementary identity:
r
n(rj ,z)+1
j e
−rρj cos πρ = e(n(rj ,z)+1) log rj−r
ρ
j cos πρ,
it follows that:
lim
rj→∞
(
(n(rj, z) + 1) log rj − rρj cosπρ
)
= +∞
19 The Vieta formulas for Aut(f), f ∈ E of order
0 ≤ ρ < 1
For f ∈ E of low order ρ, i.e. 0 ≤ ρ < 1, the formulas for the symmetric
functions of the reciprocals of the automorphic functions of f can be derived
algebraically as easy as for polynomials. The reason is the fact that for those
orders the Weierstrass canonical representations are exactly the factorization
of f(w)− f(z), because the Weierstrass factors reduces to the simplest form
(1 − u). This follows by the fact that there is no need in the Weierstrass
auxiliary exponentials that cause the convergence of the infinite product. In
low order, the infinite product converges automatically already at the level
of (1− u).
Theorem 19.1. Let f(w) =
∑∞
n=0 anw
n ∈ E be of order ρ, where 0 ≤
ρ < 1. Let the automorphic group of f be Aut(f) = {φ0n}n. Then for any
z ∈ C− f−1(f(0)) and for any n ∈ Z+ we have:
an = (−1)n (f(0)− f(z))
∑
0≤i1<i2<...<in

 n∏
j=1
φ0ij (z)


−1
.
Proof.
The assumption of low order, 0 ≤ ρ < 1 implies that:
f(w)− f(z) = (f(0)− f(z))
∏
n
(
1− w
φ0n(z)
)
=
= (f(0)− f(z))
∞∑
n=0
(−1)n
∑
0≤i1<i2<...<in

 n∏
j=1
φ0ij (z)


−1
.
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Example: We computed previously, in example 3 after Theorem 17.1, that
for f(w) = cos
√
w ∈ E, we have ρ = 12 , Aut(cos
√
w) = {w + 4πk√w +
4π2k2 | k ∈ Z}, cos√w =∑∞n=0(−1)n wn(2n)! , an = (−1)n(2n)! . The simplest case of
Theorem 19.1 is the case n = 1:
−1
2!
= (−1)1
(
cos
√
0− cos√z
)(1
z
+
1
z + 4π
√
z + 4π2
+
1
z − 4π√z + 4π2+
+
1
z + 4π · 2√z + 4π222 +
1
z − 4π · 2√z + 4π222 + . . .
)
=
= − (1− cos√z)
(
1
z
+
∞∑
k=1
(
1
z + 4πk
√
z + 4π2k2
+
1
z − 4πk√z + 4π2k2
))
=
= − (1− cos√z)
(
1
z
+ 2
∞∑
k=1
z + 4π2k2
(z − 4π2k2)2
)
.
Thus we obtain the following identity:
1
2(1− cos√z) =
1
z
+ 2
∞∑
k=1
z + 4π2k2
(z − 4π2k2)2 .
For instance, by substituting z = π2 we obtain:
1
4
=
1
π2
+ 2
∞∑
k=1
π2 + 4π2k2
(π2 − 4π2k2)2 ,
π2
4
= 1 + 2
∞∑
k=1
1 + 4k2
(1− 4k2)2 .
20 Embedding the automorphic group within a
larger group
Let f ∈ E. If g ∈ E then Aut(f) ⊆ Aut(g ◦f). For φ ∈ Aut(f)⇒ f ◦φ = f ,
on the domain of definition of φ. Hence g ◦ (f ◦ φ) = g ◦ f , on the domain
of definition of φ. Thus (g ◦ f) ◦ φ = g ◦ f , on the domain of definition of φ.
This implies that φ ∈ Aut(g ◦ f). Using this observation we deduce that if
{gn}n is a sequence of elements in E, then it induces the following ascending
sequence of discrete groups:
Aut(f) ⊆ Aut(g1 ◦ f) ⊆ Aut(g2 ◦ g1 ◦ f) ⊆ . . . .
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Definition 20.1. Let (Xj , τj) be a sequence of topological spaces such that
for any two indices i, j we have Xi ∩ τj ⊆ τi. This means that for any
V ∈ τj we have Xi∩V ∈ τi. We will define the direct limit topological space
lim−→(Xj , τj) = (X, τ) in this particular setting by:{
X =
⋃
j Xj
τ = {U ⊆ X | ∀ j, U ∩Xj ∈ τj} . (20.15)
Remark 20.2. The definition above is the standard definition of the final
topology on the set X =
⋃
j Xj with respect to the family of the inclusion
mappings: fj : Xj → X, fj(x) = x. Explicitly, a subset U ⊆ X is open in
the final topology if and only if ∀ j, f−1j (U) is open in (Xj , τj). For in our
case we have ∀U ⊆ X and for any index j, f−1j (U) = U ∩Xj . Thus a set
U ⊆ X is open in the final topology on X if and only if ∀ j, U ∩ Xj ∈ τj.
This is exactly the definition of the topology τ in equation (20.15). We note
that (
⋃
jXj , τ) is a discrete topological space if and only if ∀ j, (Xj , τj) is
a discrete topological space. For ∀x ∈ X we have by the definition of τ :
{x} ∈ τ if and only if ∀ j, {x} ∩Xj ∈ τj. Clearly we have:
{x} ∩Xj =
{ ∅ if x 6∈ Xj
{x} if x ∈ Xj .
The topological groups Aut(gn ◦ . . . ◦ g1 ◦ f) are discrete ∀n ∈ Z+ ∪ {0}.
Hence if we use the topology of definition 20.1, the topological group
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f)
is a discrete topological group. It will be useful to know when is it true that:
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f) = Aut(F ),
for some F ∈ E? Let us assume that limn→∞ gn◦. . .◦g1◦f = F uniformly on
compact subsets of C. Will the answer to the question above be affirmative
under this assumption? Let φ ∈ ⋃∞n=0Aut(gn ◦ . . . ◦ g1 ◦ f). The for some
N ∈ Z+ ∪{0} we have φ ∈ Aut(gN ◦ . . . ◦ g1 ◦ f). By the ascending property
mentioned above (prior to definition 20.1) this implies that φ ∈ Aut(gk ◦. . .◦
g1 ◦f), ∀ k ≥ N . This is equivalent to (gk ◦ . . . ◦g1 ◦f)◦φ = (gk ◦ . . . ◦g1 ◦f)
on the domain of definition of φ, ∀ k ≥ N . Hence:
lim
k→∞
((gk ◦ . . . ◦ g1 ◦ f) ◦ φ) = lim
k→∞
(gk ◦ . . . ◦ g1 ◦ f) = F,
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uniformly on compact subsets of C. But:
lim
k→∞
((gk ◦ . . . ◦ g1 ◦ f) ◦ φ) =
(
lim
k→∞
(gk ◦ . . . ◦ g1 ◦ f)
)
◦ φ = F ◦ φ,
uniformly on compact subsets of C. Hence F ◦ φ = F on the domain of
definition of φ. Hence φ ∈ Aut(F ). We proved the following:
Proposition 20.3. If limn→∞(gn ◦ . . . ◦ g1 ◦ f) = F uniformly on compact
subsets of C, then
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f) ⊆ Aut(F ).
Remark 20.4. We note that by a variant of Hurwitz Theorem, the limit
function F in Proposition 20.3 is either in E or F ≡ Const. in which case it
makes sense to define Aut(F ) as the set of all functions φ. For in that case
F ◦ φ = (Const.) ◦ φ = Const. = F for any φ, on its domain of definition.
Thus in this case (when F ≡ Const.) Proposition 20.3 is clearly true.
When trying to find if equality sign can hold in Proposition 20.3, we clearly
must assume that F ∈ E, for there can be no equality if F ≡ Const.. So we
may assume that limn→∞(gn ◦ . . . ◦ g1 ◦ f) = F ∈ E uniformly on compact
subsets of C. Let ψ ∈ Aut(F ). Then F ◦ψ = F on the domain of definition
of ψ. Thus (limn→∞(gn ◦ . . . ◦ g1 ◦ f)) ◦ ψ = limn→∞(gn ◦ . . . ◦ g1 ◦ f). By
the continuity argument:
lim
n→∞((gn ◦ . . . ◦ g1 ◦ f) ◦ ψ) = limn→∞(gn ◦ . . . ◦ g1 ◦ f).
If ∀ k ∈ Z+, ψ 6∈ Aut(gk ◦ . . . ◦ g1 ◦ f), then (gk ◦ . . . ◦ g1 ◦ f) ◦ ψ can not
be extended to become an entire function. At least there seems to be no
reason for such an extension to exist, because ψ may not be entire. How-
ever, ψ is analytic on its domain of definition because it is a branch of
F−1(F (w)). So we have a sequence of functions {(gn ◦ . . . ◦ g1 ◦ f) ◦ ψ}n,
analytic on (at least) a fixed open subset of C (the domain of the definition
of ψ). The complement of the domain of definition of ψ is a closed subset
of C that contains no continuum (by a theorem of Julia). In that sense the
open set is large. This sequence of analytic functions converges to a func-
tion F which can be extended to an entire function. Thus the limit process
limn→∞((gn ◦ . . . ◦ g1 ◦ f) ◦ψ) desingularizes the full set of singularities that
originated in the automorphic function ψ ∈ Aut(F ). By results of Shimizu
those singularities are branch points and can not include poles or algebraic
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poles. Thus at each singular point the function ((gn ◦ . . .◦g1 ◦f)◦ψ) is many
valued. If there is a corresponding Hurwitz principle that holds true, then
the limit function is either multivalued at such a singular point, or a con-
stant. We recall that the convergence is uniform on compact subsets of the
domain of the definition of ψ. Hence ψ 6∈ Aut(gk ◦ . . . ◦ g1 ◦ f) ∀ k ∈ Z+, but
∃n0 such that for n > n0, the function (gn ◦ . . .◦g1 ◦f)◦ψ has no singularity
and is analytic at a fixed singular point (a branch point) of ψ. So if the
number of singular points of ψ is finite, then ∃n1 such that for n > n1, the
function (gn ◦ . . . ◦ g1 ◦ f) ◦ψ is an entire function. So we have a sequence of
entire functions {(gn ◦ . . .◦g1 ◦f)◦ψ}n>n1 that converges uniformly on com-
pact subsets of C to the entire function F . This gives a sequence of non-zero
entire functions {((gn ◦ . . .◦g1 ◦f)◦ψ)−(gn ◦ . . .◦g1 ◦f)}n>n1 that converges
uniformly on compact subsets of C to the zero function F ◦ψ−F ≡ 0.This,
of course, is a valid possibility by the Hurwitz Theorem. We recall the fol-
lowing:
Lemma.([5])∀ f, g ∈ E, Aut(f) ⊆ Aut(g)⇔ ∃h ∈ E such that g = h ◦ f .
We conclude that if
⋃∞
n=0Aut(gn ◦ . . . ◦ g1 ◦ f) ⊆ Aut(F ) for some F ∈ E,
then ∀n ∈ Z+ ∃Fn ∈ E such that F = fn ◦ (gn ◦ . . . ◦g1 ◦f). By Proposition
20.3, this will be the case when limn→∞(gn ◦ . . . ◦ g1 ◦ f) = F uniformly on
compact subsets of C. Hence in this case we have limn→∞ Fn = id. uniformly
on compact subsets of C.
Remark 20.5. If Fn ∈ E and limn→∞ Fn = z uniformly on compact subsets
of C, then Aut(Fn) = {z} ∪ {φ(n)0k }k where ∀ k, limn→∞ φ(n)0k = ∞. In that
sense Aut(Fn)→n→∞ {z}.
We recall the following:
Theorem. ([20]) There exists a sequence of positive real numbers {cn}∞n=1
such that the sequence of functions Fn(z) = (cne
z + z) ◦ . . . ◦ (c1ez + z)
converges uniformly on compact subsets of C to an entire function F (z).
Furthermore, for each n ∈ Z+, F (z) = Hn ◦ (cnez + z) ◦ . . . ◦ (c1ez + z) for
some entire function Hn. Hence, there is no uniform bound on the number
of prime factors cne
z + z in different decompositions of F through transcen-
dental entire functions.
Remark 20.6. A similar result holds for factorization that go in the opposite
direction, i.e. (c1e
z + z) ◦ . . . ◦ (cnez + z).
As for the Riemann surface of the inverse functions that are the limits of
factorizations of non-bounded number of factors, F−1 = (c1ez+z)−1◦(c2ez+
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z)−1 ◦ . . .. It contains the embedded copies of the Riemann surfaces of the
factors nested one on the top of the other. One can outline the geometric
construction of the Riemann surface of that is induced by gn ◦ . . . ◦ g1 ◦ f . if
Γ =
⋃∞
n=0Aut(gn ◦ . . . ◦ g1 ◦ f) = Aut(F ) for some F ∈ E, then the direct
limit of those Riemann surfaces will be equal to the Riemann surface of
F−1. If, however, the discrete group Gamma does not equal to an Aut(F )
for some F ∈ E, then this direct limit of Riemann surfaces will not be a
Riemann surface. This structure generalizes the Riemann surfaces.
21 Relations between the construction of the di-
rect system of the automorphic groups, and
Weierstrass products
We recall that for f ∈ E, the elements of the automorphic group Aut(f),
are the functions of f−1 ◦ f . Let g1 ∈ E then Aut(f) ⊆ Aut(g1 ◦ f). In
fact the elements of Aut(g1 ◦ f) are the functions of (g1 ◦ f)−1 ◦ (g1 ◦ f) =
f−1 ◦ (g−11 ◦ g1) ◦ f = f−1 ◦Aut(g1) ◦ f . We note that by taking the identity
element id in Aut(g1) we get f
−1 ◦ id ◦ f = Aut(f) which explains the
relation Aut(f) ⊆ Aut(g1 ◦f). Both f(w)−f(z) and (g1 ◦f)(w)−(g1 ◦f)(z)
of the variable w, with the parameter z ∈ C − f−1(f(0)) in the first and
z ∈ C − (g1 ◦ f)−1((g1 ◦ f)(0)) in the second, have Weierstrass products
representation that are based on the product:
∏
φ0n∈Aut(f)
(
1− w
φ0n(z)
)
,
for f(w)− f(z) and on the product:
∏
ψ0n∈Aut(g1◦f)
(
1− w
ψ0n(z)
)
,
for (g1 ◦ f)(w) − (g1 ◦ f)(z). Since Aut(f) ⊆ Aut(g1 ◦ f), any factor of the
first product is also a factor of the second product. In that sense the first
product divides the second one. We will denote that by standard notation:
∏
φ0n∈Aut(f)
(
1− w
φ0n(z)
) ∣∣∣∣∣∣
∏
ψ0n∈Aut(g1◦f)
(
1− w
ψ0n(z)
)
.
If we actually divide the full detailed second product by the full detailed
first product, we obtain a Weierstrass product type representation for the
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meromorphic function of w,
(g1 ◦ f)(w)− (g1 ◦ f)(z)
f(w)− f(z) .
We will denote that by:∏
φ0n∈Aut(f)
(
1− wφ0n(z)
)
∏
ψ0n∈Aut(g1◦f)
(
1− wψ0n(z)
) ∼ (g1 ◦ f)(w)− (g1 ◦ f)(z)
f(w)− f(z) .
We note that the meromorphic function of w, (g1◦f)(w)−(g1◦f)(z)f(w)−f(z) , is in fact
an entire function of w, because it has only removable singularities and not
poles in the finite plane. Symbolically we have the following assignment:
f(w)− f(z)→
∏
Aut(f)
, g1(f(w))− g1(f(z))→
∏
Aut(g1◦f)
,
{
g1(f(w))− g1(f(z))
f(w)− f(z)
}
→
∏
Aut(g1◦f)−Aut(f)
.
Similarly we can go on:
g2(g1(f(w)))− g2(g1(f(z)))→
∏
Aut(g2◦g1◦f)
,
{
g2(g1(f(w))) − g2(g1(f(z)))
g1(f(w)) − g1(f(z))
} ∏
Aut(g2◦g1◦f)−Aut(g1◦f)
,
{
g2(g1(f(w))) − g2(g1(f(z)))
f(w)− f(z)
} ∏
Aut(g2◦g1◦f)−Aut(f)
.
We note the consistency:{
g2(g1(f(w))) − g2(g1(f(z)))
f(w)− f(z)
}
=
{
g2(g1(f(w))) − g2(g1(f(z)))
g1(f(w)) − g1(f(z))
}
×
{
g1(f(w))− g1(f(z))
f(w)− f(z)
}
→
∏
Aut(g2◦g1◦f)−Aut(f)
=
∏
Aut(g2◦g1◦f)−Aut(g1◦f)
×
∏
Aut(g1◦f)−Aut(f)
.
If we denote union by plus: +, then it corresponds to multiplication. This
is in agreement with the fact that minus: − corresponded to division. In
this notation we have:
Aut(g2◦g1◦f)−Aut(f) = (Aut(g2◦g1◦f)−Aut(g1◦f))+(Aut(g1◦f)−Aut(f).
It is clear that in general we have:
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Proposition 21.1. If gn, f ∈ E, ∀n ∈ Z+, then:
(gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z)→ Aut(gn ◦ . . . ◦ g1 ◦ f),
and ∀n > m ≥ 1 in Z+:{
(gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z)
(gm ◦ . . . ◦ g1 ◦ f)(w)− (gm ◦ . . . ◦ g1 ◦ f)(z)
}
→ Aut(gn◦. . .◦g1◦f)−Aut(gm◦. . .◦g1◦f).
another suggestive assignment which is natural, is the exponential and the
logarithmic notations:{
log ((gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z))→ Aut(gn ◦ . . . ◦ g1 ◦ f)
exp (Aut(gn ◦ . . . ◦ g1 ◦ f))→ (gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z)
Next we note that the discrete group Γ =
⋃
Aut(gn ◦ . . . ◦ g1 ◦ f) can also
be denoted by Γ =
∑∞
n=0Aut(gn ◦ . . . ◦ g1 ◦ f) and formally it should be
assigned to the Weierstrass type product:
∏
θ0n∈Γ
(
1− w
θ0n(z)
)
.
On the other hand ∀n ∈ Z+ we have:
Aut(gn◦. . .◦g1◦f) =
n−1∑
k=1
(Aut(gk+1 ◦ . . . ◦ g1 ◦ f)−Aut(gk ◦ . . . ◦ g1 ◦ f))+
+(Aut(g1 ◦ f)−Aut(f)) + Aut(f).
That corresponds to:
(gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z) =
=
n−1∏
k=1
{
(gk+1 ◦ . . . ◦ g1 ◦ f)(w)− (gk+1 ◦ . . . ◦ g1 ◦ f)(z)
(gk ◦ . . . ◦ g1 ◦ f)(w)− (gk ◦ . . . ◦ g1 ◦ f)(z)
}
×
×
{
(g1 ◦ f)(w)− (g1 ◦ f)(z)
f(w)− f(z)
}
× (f(w)− f(z)).
If indeed Γ = Aut(F ) for some F ∈ E, then:
F (w)− F (z)→
∏
Aut(F )
=
∏
Γ
→
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→
n−1∏
k=1
{
(gk+1 ◦ . . . ◦ g1 ◦ f)(w)− (gk+1 ◦ . . . ◦ g1 ◦ f)(z)
(gk ◦ . . . ◦ g1 ◦ f)(w)− (gk ◦ . . . ◦ g1 ◦ f)(z)
}
×
×
{
(g1 ◦ f)(w) − (g1 ◦ f)(z)
f(w)− f(z)
}
× (f(w)− f(z)) =
= lim
n→∞((gn ◦ . . . ◦ g1 ◦ f)(w)− (gn ◦ . . . ◦ g1 ◦ f)(z)).
This implies:
Theorem 21.2. Let gn, f ∈ E ∀n ∈ Z+. Then there exists an F ∈ E such
that: ∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f) = Aut(F ),
if and only if G = limn→∞(gn ◦ . . . ◦ g1 ◦ f) exists uniformly on compact
subsets of C and is not a constant.In the case the limit G 6≡ Const. then
G ∈ E and we can take F (w) = a ·G(w) + b ∀ a ∈ C× and ∀ b ∈ C.
Example: If F (z) = limn→∞(cnez + z) ◦ . . . ◦ (c1ez + z) is a Tuen Wai NG
entire function then we have the identity:
Aut(F ) =
∞⋃
n=1
Aut((cne
z + z) ◦ . . . ◦ (c1ez + z)),
where the entire functions cke
z + z (ck > 0) are primes. We also have the
functional identity:
F (w) − F (z) =
=
∞∏
n=1
{
((cn+1e
w + w) ◦ . . . ◦ (c1ew + w))− ((cn+1ez + z) ◦ . . . ◦ (c1ez + z))
((cnew + w) ◦ . . . ◦ (c1ew + w))− ((cnez + z) ◦ . . . ◦ (c1ez + z))
}
×
×((c1ew + w)− (c1ez + z)).
Theorem 21.3. Let gn, f ∈ E ∀n ∈ Z+. If the limit G = limn→∞(gn ◦
. . . ◦ g1 ◦ f) exists uniformly on compact subsets of C and is not a constant,
then there exists a path metric ρ : C × C → R≥0 which is invariant for
Aut(gn ◦ . . . ◦ g1 ◦ f), ∀n = 0, 1, 2, . . .. In other words ∀n ≥ 0, ∀φ ∈
Aut(gn ◦ . . . ◦ g1 ◦ f), φ is a ρ-isometry on a domain of definition of a leaf
of φ, i.e. ∀ z, w we have: ρ(φ(z), φ(w)) = ρ(z, w).
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Proof.
We have by the assumption on limn→∞(gn ◦ . . . ◦ g1 ◦ f) the containment:
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f) ⊆ Aut(G).
By the way, we do not need Theorem 21.2 for this. Now take the path
metric on C induced by G, ρ = ρG : C × C → R≥0. We know that any
G-automorphic function φ ∈ Aut(G) is a ρG-isometry in the sense of the
theorem. See Theorem 15.2.
Theorem 21.4. Let hn, gn, f ∈ E ∀n ∈ Z+. If limn→∞(gn ◦ . . . ◦ g1 ◦ f) =
limn→∞(hn ◦ . . . ◦ h1 ◦ f) exist uniformly on compact subsets of C and the
limit function is not a constant, then:
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f) =
∞⋃
n=0
Aut(hn ◦ . . . ◦ h1 ◦ f).
Proof.
Let G be the limit function of the two sequences {gn ◦ . . . ◦ g1 ◦ f}n and
{hn ◦ . . . ◦h1 ◦ f}n of functions in E. Then G ∈ E and by Theorem 21.2 the
unions of the automorphic groups, both, are equal to Aut(G).
So far our construction gives under the appropriate conditions the identity:
Aut(F ) =
∞⋃
n=0
Aut(gn ◦ . . . ◦ g1 ◦ f),
where the functions F, gn, f ∈ E, ∀n ∈ Z≥0. Hence all the automorphic
groups that are involved are discrete groups and are countable. Trivially any
discrete group is a locally compact Hausdorff group. The compact subsets
in a discrete group are the finite subsets, and the Haar measure up to a
multiplication by a positive constant is the counting measure.
Definition 21.5. If H is a subgroup of the topological group G, then it
induces two relations on G:
(a) The H-right relation: γ1 ∼H−right γ2 ⇔ ∃ δ ∈ H such that γ1 = γ2 · δ.
(b) The H-left relation: γ1 ∼H−left γ2 ⇔ ∃ δ ∈ H such that γ1 = δ · γ2.
Proposition 21.6. Let H be a subgroup of the topological group G, then
both H-right and H-left are equivalence relations on G.
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Proof.
This is straight forward from Definition 21.5.
Definition 21.7. We will denote the equivalence classes of G with respect
to the equivalence relation H-right by (G/H)right. Similarly (G/H)left will
denote the family of equivalence classes with respect to H-left.
Theorem 21.8. Let h, f ∈ E. Then:
(a) ∀ γ1, γ2 ∈ Aut(h ◦ f) we have γ1 ∼Aut(f)−left γ2 ⇔ f(γ1) = f(γ2).
(b) ∀ γ1, γ2 ∈ Aut(h ◦ f) we have γ1 ∼Aut(f)−right γ2 ⇔ f(γ−11 ) = f(γ−12 ).
Proof.
(a) γ1 ∼Aut(f)−left γ2 ⇔ γ2 = ψ ◦ γ1 for some ψ ∈ Aut(f) ⇔ f(γ2) =
f(ψ ◦ γ1) = (f ◦ ψ) ◦ γ1 = f(γ1).
(b) γ1 ∼Aut(f)−right γ2 ⇔ γ2 = γ1 ◦ ψ for some ψ ∈ Aut(f) ⇔ γ−12 =
ψ−1 ◦γ−11 ⇔ γ−11 ∼Aut(f)−left γ−12 ⇔ f(γ−11 ) = f(γ−22 ) where in the last step
we made a use in (a).
Theorem 21.9. The cardinality of the equivalence classes in (Aut(h◦f)/Aut(f))left
and in (Aut(h ◦ f)/Aut(f))right is equal to the cardinality of Aut(f), and
hence are at most ℵ0.
Proof.
By Definition 21.5 it follows that for any [γ] ∈ (Aut(h ◦ f)/Aut(f))left we
have: [γ] = {ψ ◦ γ |ψ ∈ Aut(f)}. Since ψ ◦ γ = ψ1 ◦ γ ⇔ ψ = ψ1 it follows
that the mapping:
[γ]→ Aut(f), ψ ◦ γ → ψ,
is a bijection. Hence |[γ]| = |Aut(f)|. A similar argument works for the
Aut(f)-right equivalence relation.
Remark 21.10. If f(z) ∈ E is a transcendental entire function then the
equivalence classes in both left and right Aut(f) equivalence relations have
cardinality ℵ0.
Theorem 21.11. If h, f ∈ E then both topological spaces (Aut(h◦f)/Aut(f))left,
(Aut(h ◦ f)/Aut(f))right are discrete and Hausdorff.
Proof.
This follows by the following well known facts:
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If H is a subgroup of G then (G/H) is discrete if and only if H is open in
G.
(G/H) is Hausdorff if and only if H is closed in G.
In our case Aut(h ◦ f) is a discrete group and hence Aut(f) is both open
and closed in Aut(h ◦ f).
22 Continuity properties of the automorphic groups
In this section we study the following: Let f ∈ E and let fn ∈ E ∀n ∈ Z+.
Suppose that limn→∞ fn = f uniformly on compact subsets of C. Is it true
that the automorphic groups Aut(fn) become closer to the automorphic
group Aut(f)? If the answer is affirmative, in what sense?
Clearly an attractive situation is the one in which fn(z) ∈ C[z], i.e. the ap-
proximating sequence is a sequence of polynomials. For example the partial
sums of the power series expansion of f :
fn(z) =
n∑
k=0
f (k)(0)
k!
, n ∈ Z+.
Since the functions that constitute Aut(f) are f−1◦f , it makes sense to find
if in some sense the many valued functions f−1n approach f−1. We recall
once more the following well-known:
Theorem (The generalized argument principle). Let F be a mero-
morphic function in the simply connected domain D, aj the zeros of F , bk
the poles of F in D and γ a closed curve in D avoiding the aj , bk. Then
∀G ∈ Cω(D) we have:
∑
j
G(aj) · n(γ, aj)−
∑
k
G(bk) · n(γ, bk) = 1
2πi
∮
γ
G(z) · F
′(z)
F (z)
dz.
Here we have, for any a 6∈ γ:
n(γ, a) =
1
2πi
∮
γ
dz
z − a,
is the index or the winding number of the closed curve γ with respect to the
point a 6∈ γ.
Theorem 22.1. Let f ∈ E and let fn ∈ E ∀n ∈ Z+. Suppose that
limn→∞ fn = f uniformly on compact subsets of C. Let us denote the auto-
morphic groups elements by Aut(f) = {φ0k}k, Aut(fn) = {φ[n]0k }k. Then for
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any R > 0 and for any ǫ > 0, ∃N = N(R, ǫ) such that:
(1) ∀n > N(R, ǫ), the number of φ[n]0k (z) for a fixed z, such that |φ[n]0k (z)| < R
equals (counting with multiplicity) the number of those φ0k(z) for which
|φ0k(z)| < R.
(2) The indexing of the φ0k and of the φ
[n]
0k , can be arranged, so that ∀n >
N(R, ǫ) and ∀ z such that |φ0k(z)| < R, we have |φ0k(z) − φ[n]0k (z)| < ǫ.
Proof.
We recall some elementary facts from the algebra of polynomials in one vari-
able: Let {α1, α2, . . . , αm} be a finite sequence of complex numbers and let
{{α[n]1 , α[n]2 , . . . , α[n]m }}n be an infinite sequence of finite sequences over C of
the same lengthm as the first. We denote the moments bymk(α1, . . . , αm) =
αk1 + . . .+α
k
m, and similarly mk(α
[n]
1 , . . . , α
[n]
m ) = (α
[n]
1 )
k + . . .+ (α
[n]
m )k, k ∈
Z+. If ∀ k we have:
lim
n→∞mk(α
[n]
1 , . . . , α
[n]
m ) = mk(α1, . . . , αm),
then the indexing of the αi and of the α
[n]
i , 1 ≤ i ≤ m can be arranged, so
that:
lim
n→∞α
[n]
i = αi, 1 ≤ i ≤ m.
The reason for this is the following: Let us denote the symmetric functions
of the sequence {α1, . . . , αm} by
Sk(α1, . . . , αm) =
∑
1≤i1<...<ik≤m
αi1αi2 . . . αik , 1 ≤ k ≤ m.
Similarly Sk(α
[n]
1 , . . . , α
[n]
m ), 1 ≤ k ≤ m, denote the symmetric functions of
the other sequences. Then each moment mk can be written as a polynomial
over Q, with fixed coefficients for a given k, of the symmetric functions
and vice versa. These are known as Newton’s identities. They start as
follows: m1 = S1, m2 = S2 − S21 , . . . and S1 = m1, S2 = m21 −m2 . . .. By
the assumption limn→∞mk(α
[n]
1 , . . . , α
[n]
m ) = mk(α1, . . . , αm), it follows that
limn→∞ Sk(α
[n]
1 , . . . , α
[n]
m ) = Sk(α1, . . . , αm) for 1 ≤ k ≤ m. We note that
for the monic polynomials that have as their zero sets the negatives of these
sequences we have:
P (w) = (w+α1) . . . (w+αm) = w
m+S1(α)w
m−1+. . .+Sk(α)wm−k+. . .+Sm(α),
P [n](w) = (w+α
[n]
1 ) . . . (w+α
[n]
m ) = w
m+S1(α
[n])wm−1+. . .+Sk(α[n])wm−k+. . .+Sm(α[n]).
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Hence limn→∞ P [n](w) = P (w) uniformly on compact subsets of C. Hence
after an appropriate indexing the zeros of the P [n] (multiplicity included)
approach as their limits when n → ∞ the zeros of P and we proved the
claimed fact.
Coming back to our entire functions, we recall that by using the Weierstrass
representation as a canonical product of the function f(w) − f(z) which is
entire in w where z is a fixed parameter, and differentiating log(f(w)−f(z))
with respect to w, we obtain:
f ′(w)
f(w)− f(z) =
∂g
∂w
(w, z) +
∑
k
(
w
φ0k(z)
)λk ( 1
w − φ0k
)
.
Hence we have (using the generalized argument principle):
1
2πi
∮
|w|=R
f ′(w)dw
f(w)− f(z) =
(22.16)
=
1
2πi
∮
|w|=R
∂g
∂w
(w, z)dw +
∑
k
1
2πi
∮
|w|=R
(
w
φ0k(z)
)λk ( dw
w − φ0k
)
.
We have:
∂g
∂w
(w, z) ∈ Cω(C, w)⇒ 1
2πi
∮
|w|=R
∂g
∂w
(w, z)dw = 0,
∑
k
1
2πi
∮
|w|=R
(
w
φ0k(z)
)λk ( dw
w − φ0k
)
=
∑
|φ0k(z)|<R
1
(φ0k(z))λk
·(φ0k(z))λk =
= |{k| |φ0k(z)| < R}|.
Next we have:
1
2πi
∮
|w|=R
wl · f
′(w)dw
f(w)− f(z) =
(22.17)
=
1
2πi
∮
|w|=R
wl
∂g
∂w
(w, z)dw +
∑
k
1
2πi
∮
|w|=R
wl
(
w
φ0k(z)
)λk ( dw
w − φ0k
)
.
Once more, by the Cauchy Theorem:
1
2πi
∮
|w|=R
wl
∂g
∂w
(w, z)dw = 0,
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and by the generalized argument principle:
∑
k
1
2πi
∮
|w|=R
wl
(
w
φ0k(z)
)λk ( dw
w − φ0k
)
=
∑
|φ0k(z)|<R
φl0k(z).
Hence we proved the following integral identity for the moments of the au-
tomorphic functions:
ml(φ0k(z)||φ0k(z)| < R) = 1
2πi
∮
|w|=R
wl · f
′(w)dw
f(w)− f(z) .
Similarly we have for any n ∈ Z+:
ml(φ
[n]
0k (z)||φ[n]0k (z)| < R) =
1
2πi
∮
|w|=R
wl · f
′
n(w)dw
fn(w) − fn(z) .
By the assumption: limn→∞ fn = f uniformly on compact subsets of C and
by the Cauchy estimates: limn→∞ f ′n = f ′ uniformly on compact subsets of
C. This implies that:
lim
n→∞
1
2πi
∮
|w|=R
wl · f
′
n(w)dw
fn(w) − fn(z) =
1
2πi
∮
|w|=R
wl · f
′(w)dw
f(w)− f(z) .
We proved:
lim
n→∞ml(φ
[n]
0k (z)||φ[n]0k (z)| < R) = ml(φ0k(z)||φ0k(z)| < R).
Now the assertions of our theorem follow by the first part of our proof.
One way to interpret Theorem 22.1 is that the automorphic functions of the
approximating functions fn to the entire function f ∈ E, converge them-
selves to the automorphic functions of f . This convergence is very ordered
and not chaotic. By that we mean that from a certain index n0 and on
it is unambiguous for certain of the automorphic functions of f which of
the automorphic functions of fn (for n large enough) correspond to them.
This happens because when we fix the value z of the complex parameter in
f(w) − f(z) and in fn(w) − fn(z) and consider the disk B(0, R) and only
those automorphic functions φ0k of f , φ0k ∈ Aut(f) whose z-image lies in-
side that disk, i.e. |φ0k(z)| < R and take in Theorem 22.1 the positive ǫ,
small enough, then for values of the index n > n0 it is clear which which of
the automorphic functions of fn is the one that corresponds to a particular
φ0k. We changed the indices so that |φ0k(z) − φ[n]0k (z)| < ǫ. In other words
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the values φ
[n]
0k (z) for n > n0 (in Theorem 22.1 we denoted n0 = N(R, ǫ)),
are trapped inside a small circle of a radius ǫ centered at φ0k(z). The un-
ambiguity follows because for a small enough ǫ > 0, the disks B(φ0k(z), ǫ)
for |φ0k(z)| < R have disjoint closures. We can achieve this by choosing
ǫ < 12 min{|φ0,k1(z) − φ0,k2(z)|||φ0,k1(z)|, |φ0,k2(z)| < R,φ0,k1(z) 6= φ0,k2(z)}.
The minimum exists because the set {φ0,k(z)||φ0,(z)| < R} is a finite set.
The number ǫ should also be smaller than min{R− |φ0,k(z)|||φ0,k(z)| < R}.
Every value z of complex parameter determines such a configuration as the
one described above. Thus those configurations (that geometrically look
like an open disk of radius R punctured by finitely many small disks of ra-
dius ǫ that have disjoint closures and that stay away from ∂B(0, R)) are
determined by three quantities:
(z,R, ǫ) ∈
(
C− f−1(f(0)) ∪
⋃
n
f−1n (fn(0))
)
× R+ × (0, δ(z,R)),
where we have the formula:
δ(z,R) = min
{
1
2
min{R− |φ0,k(z)|||φ0,k(z)| < R},
1
2
min{|φ0,k1(z)− φ0,k2(z)|||φ0,k1(z)|, |φ0,k2(z)| < R,φ0,k1(z) 6= φ0,k2(z)}
}
.
In the sequel we will be interested in such configurations determined by
(z,R, ǫ) for which R→ +∞ and ǫ→ 0+.
23 Amenability of the automorphic group
Let us assume that the sequence {fn}n ⊆ E satisfies the following:
(a) fn → f ∈ E uniformly on compact subsets of C.
(b) The discrete groups Aut(fn) are amenable.
Example: For f(z) =
∑∞
j=0 ajz
j ∈ E we can take fn(z) =
∑n
j=0 ajz
j ∈ E.
Then fn(z) ∈ C[z], polynomials, and hence for each n Aut(fn) is a finite
group (of order deg fn). Hence Aut(fn) are amenable ∀n ∈ Z+, for which
fn ∈ E.
One might try to construct a Følner sequence in order to prove amenability
of Aut(f), f ∈ E. Let us recall few notions and results.
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Definition 23.1. A discrete group G satisfies the Følner condition if for
every finite subset A ⊆ G and every ǫ > 0 there exists a finite nonempty
subset F ⊆ G such that ∀ a ∈ A we have:
|aF △ F |
|F | ≤ ǫ.
If G is locally compact we use the same definition but A is a compact
subgroup, F is a Borel set with positive Haar measure and we use Haar
measure instead of cardinality.
Example: All finite (or compact in the locally compact case) groups satisfy
the Følner condition, by simply taking F = G (aF △ F = aG △ G = ∅).
Definition 23.2. For a discrete and countable (resp. locally compact)
group G, a Følner sequence is a sequence {Fn} of nonempty finite (resp.
compact) subsets of G such that:
|gFn △ Fn|
|Fn| →n→∞ 0
(
resp.
µ(gFn △ Fn)
µ(Fn)
→n→∞ 0
)
∀ g ∈ G.
The following lemma is well-known.
Lemma 23.3. ([12]) A group satisfies the Følner condition, if and only if
it has a Følner sequence.
Example: The group Z has a Følner sequence, namely Fn = {−n, . . . , n}.
The usefulness of Definition 23.1 comes from the following well-known the-
orem.
Theorem 23.4. ([12]) A group satisfies the Følner condition, if and only
if it is amenable.
Coming back to our setting where f ∈ E, fn ∈ E are polynomials, we fix
z ∈ C. We take a sequence 0 < R1 < R2 < . . . < Rn < . . . (Rn → ∞),
and for each pair (z,Rn) we take an ǫn so that 0 < ǫn < δ(z,Rn) and
ǫn → 0+. We take fm(n) such that, using the notations of Theorem 22.1,
m(n) > N(Rn, ǫn). We define a sequence of finite subsets of Aut(f) by:
Fn = {φ0k| |φ0k(z)| < Rn}, n ∈ Z+.
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We fix an automorphic function φ0l ∈ Aut(f) and we consider:
|φ0l ◦ Fn △ Fn|
|Fn| .
By the choice m(n) > N(Rn, ǫn) there is (as explained after Theorem 22.1)
a canonical bijection between Fn and Fn(fm(n)) = {φ[m(n)]0k | |φ[m(n)]0k (z)| <
Rn}. Moreover, if n is large enough, then φ0l ∈ Fn and so it is canonically
corresponding to φ
[m(n)]
0l . Hence:
|φ0l ◦ Fn △ Fn|
|Fn| =
|φ[m(n)]0l ◦ Fn(fm(n)) △ Fn(fm(n))|
|Fn(fm(n))|
.
By φ0l ∈ Fn we clearly have φ[m(n)]0l ∈ Fn(fm(n)) and in fact when n → ∞,
we have φ
[m(n)]
0l (z) → φ0l(z). Thus |φ[m(n)]0l (z)| is bounded for n → ∞ and
gets closer as we please to |φ0l(z)|.
Theorem 23.5. If
lim
n→∞
|Fn(fm(n))|
|Aut(fm(n))|
= 1,
then {Fn} is a Følner sequence and hence Aut(f) is amenable.
Proof.
Clearly ∀n ∈ Z+ we have |Fn(fm(n))| ≤ |Aut(fm(n))| simply because Fn(fm(n)) ⊆
Aut(fm(n)). Let us denote |Fn(fm(n))| = (1 − ǫn)|Aut(fm(n))|. Then 0 ≤
ǫn ≤ 1, and by our assumption:
1 = lim
n→∞
|Fn(fm(n))|
|Aut(fm(n))|
= lim
n→∞(1− ǫn).
Thus limn→∞ ǫn = 0. Clearly, we have the following straight forward esti-
mate:
0 ≤ φ
[m(n)]
0l ◦ Fn(fm(n)) △ Fn(fm(n))|
|Fn(fm(n))|
≤ 2ǫn
1− ǫn .
Hence:
0 ≤ |φ0l ◦ Fn △ Fn||Fn| ≤
2ǫn
1− ǫn .
This implies that:
lim
n→∞
|φ0l ◦ Fn △ Fn|
|Fn| = 0,
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and our theorem follows.
We can give another condition on f(w) that implies that Aut(f) is amenable.
This time it is a geometrical condition. We start with the following:
Definition 23.6. Let f ∈ E. Suppose that the z-plane is tiled up by a
system of fundamental domains {Ωj}j of the entire function w = f(z). We
say that two fundamental domains Ω1 and Ω2 are neighboring if Ω1∩Ω2 = ∅,
∂Ω1 ∩ ∂Ω2 6= ∅.
Definition 23.7. Let f ∈ E. Suppose that the z-plane is tiled up by a
system of fundamental domains {Ωj}j of the entire function w = f(z). Let
Ω0 be one of the fundamental domains in the system and let us denote by
G1(Ω0) the family of all the neighboring domains of Ω0. We will sometimes
denote the members of G1(Ω0) = {Ω1j}j and call G1(Ω0) the first generation
about Ω0.
Definition 23.8. Let f ∈ E. Suppose that the z-plane is tiled up by a
system of fundamental domains {Ωj}j of the entire function w = f(z). Let
Ω0 be one of the fundamental domains in the system. Let n ∈ Z≥2. The
n’th generation about Ω0 is denoted by Gn(Ω0) = {Ωnj}j and is defined
recursively by the following recursive equation:
Gn(Ω0) =
⋃
Ω∈Gn−1(Ω0)
G1(Ω)− {Ω0} ∪
n−1⋃
j=1
Gj(Ω0).
The counting function of the generations about Ω0 is defined by: g(Ω0, n) =
|Gn(Ω0)|.
Examples:
1) Let f(z) = zN for some N ∈ Z≥2. Then a natural system of fundamental
domains are:
Ωj =
{
z ∈ C| 2πj
N
< arg z <
2π(j + 1)
N
}
, j = 0, 1, . . . , N − 1.
Then ∀ j G1(Ωj) = {Ω0,Ω1, . . . ,ΩN−1} − {Ωj}, and Gn(Ωj) = ∅, ∀n > 1.
So:
g(Ωj , n) =
{
N − 1 if n = 1
0 if n > 1
.
2) Let f(z) = ez. A natural system of fundamental domains are:
Ωj = {z ∈ C| 2πj < ℑz < 2π(j + 1)} , j ∈ Z.
Here we have: Gn(Ω0) = {Ω−n,Ωn}, and hence g(Ω0, n) = 2.
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Theorem 23.9. Let f ∈ E have a system of fundamental domains. Let Ω0
be a fundamental domain in the system and let G1(Ω0) = {Ω1j}j . Let denote
by (as usual) by φ0j : Ω0 → Ω1j the corresponding automorphic function of
f . Then {φ0j}j is a generating set of the automorphic group, Aut(f).
Proof.
This is immediate from the definitions. The automorphic function φ12 :
Ω11 → Ω12 is given by the composition: φ02 ◦ φ−101 which maps as follows:
Ω11
φ−101→ Ω0 φ02→ Ω12.
If, for instance, the curve a y b is common to ∂Ω12 and to ∂Ω24 and the
automorphic function φ02 : Ω0 → Ω12 maps the curve a′ y b′ which is
common to ∂Ω0 and t ∂Ω13 to the curve a y b, then φ0(24) : Ω0 → Ω24 is
given by the composition: φ0(24) = φ03 ◦ φ02, etc...
In particular we have:
Corollary 23.10. Let f ∈ E, have a system of fundamental domains. If
Aut(f) is not a finitely generated group, then for any system {Ωj}j of fun-
damental domains and for any j, the first generation G1(Ωj) is an infinite
family.
Remark 23.11. We recall that according to Shimizu’s definition in [17], the
boundaries of a fundamental system of an entire function have no accumu-
lation point in the finite plane. Moreover, not every entire function has a
system of fundamental domains. Gross constructed an entire function which
has all the points of C as its asymptotic values. In [17] Shimizu proved that
the Gross function has no system of fundamental domains.
Theorem 23.12. Let f ∈ E have a system of fundamental domains {Ωj}j
having the property that ∀ j we have:
lim
n→∞
{
g(Ωj , n)∑n
m=1 g(Ωj ,m)
}
= 0.
In particular the g(Ωj ,m) are always finite! Then Aut(f) is amenable.
Proof.
One can check that the finite sets of automorphic functions φ : Ω0 → Ω
where Ω ∈ ⋃nk=1Gk(Ω0), which we denote by Fn form a Følner sequence for
Aut(f).
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Corollary 23.13. Let f ∈ E have a system of fundamental domains {Ωj}j
such that ∀ j there is a polynomial Pj(x) of degree dj for which g(Ωj , n) ∈
Ω(Pj(n)), i.e. there are two positive numbers 0 < cj < Cj such that ∀n ∈
Z+, cj · Pj(n) ≤ g(Ωj , n) ≤ Cj · Pj(n). Then Aut(f) is amenable.
Proof.
We will use the following well-known estimate of the moments of the natural
numbers:
1d + 2d + . . .+ nd =
nd+1
d+ 1
+
nd
2
+
dnd−1
12
+O(nd−3).
By this estimate we obtain:
lim
n→∞
nd
1d + 2d + 3d + . . .+ nd
= 0.
By the assumption on the counting function g(Ωj , n) and by Theorem 23.12
the result follows.
Remark 23.14. Theorem 23.12 does not imply anything in the case where
g(Ωj , n) = Ω(q
n), i.e. a geometric growth. For:
lim
n→∞
qn
1 + q + q2 + . . . + qn
= 1.
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