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Abstract. Let L(s, χ) be the Dirichlet L function attached to a Dirichlet character χ .
In this paper we study the values of |L(1/2 + it, χj )|2 −|L(1/2 + it, χk)|2, χj and χk are
primitive characters mod q . We obtain a lower bound
∫ T
0 |L(1/2 + it, χj )|2 − |L(1/2 +
it, χk)|2dt = Ω(T 1/4) when χj = χk (Theorem 1). To investigate those values here we
prove an explicit formula of Atkinson type for
∫ T
0 |L(1/2 + it, χ)|2dt (Theorem 3).
1. Introduction
Let L(s, χ) be the Dirichlet L function attached to a Dirichlet character χ mod q .
First we introduce the approximate functional equation for L(s, χ). Let c be a positive
constant, s = σ + it , 0 < σ < 1, x ≥ c, y ≥ c and 2πxy = qt . Then
L(s, χ) =
∑
n≤x
χ(n)
ns
+ ϕ(s, χ)
∑
n≤y
χ(n)
n1−s
+ O
(
q1/2x−σ log(q + y + 2) + (qt)1/2−σ yσ−1
)
,
(1)
where ϕ(s, χ) is defined by the functional equation L(s, χ) = ϕ(s, χ)L(1 − s, χ). Here
the estimation for the error term is by V. V. Rane [20].
Throughout this article χj and χk are primitive characters mod q . Using the approxi-
mate formula, we can show
∫ T
0
|L(1/2 + it, χj ) − L(1/2 + it, χk)|2dt
= 2φ(q)
q
T log T + Oq(T log3/4 T )
(2)
when χj = χk . Immediately it follows that |L(1/2 + it, χj ) − L(1/2 + it, χk)| =
Ω(
√
log t). Here we give a sketch of the proof of (2). The left-hand side of (2) is equal to
I (T , χj ) + I (T , χk) − Ij,k(T ) − Ij,k(T ), where
I (T , χ) =
∫ T
0
|L(1/2 + it, χ)|2dt
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and
Ij,k(T ) =
∫ T
0
L(1/2 + it, χj )L(1/2 + it, χk)dt .
Let ε be an arbitrarily small positive number. Using formula (1) with σ = 1/2, x =
q1−εt/(2π
√
log t) and y = qε√log t , we obtain
I (T , χ) = φ(q)
q
T log T + Oq(T log3/4 T )(3)
and
Ij,k(T ) = Oq(T log3/4 T ) ,(4)
when χj = χk . The asymptotic formulas (3) and (4) are analogues of Theorem 7.3 in
Titchmarsh’s book [21]. So we omit their detailed calculations. The results (3) and (4)
leads to (2).
On the other hands, in this article, we are interested in the value |L(1/2 + it, χj )|2 −
|L(1/2 + it, χk)|2, when χj = χk . Define
Λ(T , χj , χk) =
∫ T
0
|L(1/2 + it, χj )|2 − |L(1/2 + it, χk)|2dt .
To consider the value we investigate I (T , χ) more closely than (3). Let
M(T, q) = φ(q)
q
{
T log T + T
(
log
q
2π
+ 2γ − 1 + 2
∑
p|q
logp
p − 1
)}
where φ(q) is Euler’s function and γ is Euler’s constant. Here p runs over all prime divisors
of q . Denote I (T , χ)−M(T, q) by E(T , χ), which would be the error term. In [9] we can
see the result
E(T , χ) = O((qT )1/3(log qT )2 + q1/2(log qT )3 log T )
for q = p, a prime number. The result immediately leads to
Λ(T , χj , χk) = O
(
(qT )1/3(log qT )2 + q1/2(log qT )3 log T )
for q = p, because Λ(T , χj , χk) = E(T , χj ) − E(T , χk). Our main problem in this paper
is to give a lower bound of |Λ(T , χj , χk)| as T → ∞ with any fixed q .
THEOREM 1. Assume that χj and χk are primitive characters mod q and χj = χk.
Then we have an estimate
Λ(T , χj , χk) = Ω(T 1/4) .
When we apply this result to the special case, χ and its complex conjugate χ , then we
have directly
CORORALLY 1. When χ is a complex primitive character, then
∫ T
0
|L(1/2 + it, χ)|2dt −
∫ 0
−T
|L(1/2 + it, χ)|2dt = Ω(T 1/4)
holds.
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THEOREM 2. Suppose that χj and χk are primitive characters mod q . We define
two numbers a(n, χ) and Cχj ,χk by
a(n, χ) = 1
q
∑
k|n
q∑
a=1
χ(a)χ(a + k) exp
(
2πi
a
q
n
k
)
and
Cχj ,χk =
∞∑
n=1
|a(n, χj ) − a(n, χk)|2
n3/2
.
Then we have an asymptotic formula:
∫ T
0
Λ(t, χj , χk)
2dt = 2
3
q3/2√
2π
Cχj ,χkT
3/2 + R(T , χj , χk)
where the error term R(. . . ) is estimated by
 q5/2+εT 5/4(log qT )3 + q3+εT (log qT )6 .
Here, and throughout this paper, ε denotes an arbitrarily small positive number, not nec-
essarily the same on each occurrence.
Theorem 1 follows from Theorem 2, if we can show Cχj ,χk = 0 for primitive charac-
ters. This non-vanishing fact will be discussed in the final section.
The detailed study of E(T , χ) allows us to prove Theorem 2. Here we define some
notations as follows:
e(T , u) =
(
1 + πu
2T
)−1/4(√2T
πu
ar sinh
√
πu
2T
)−1
,
f (T , u) = 2T ar sinh
√
πu
2T
+
√
2πuT + π2u2 − π/4 ,
g(T , u) = T log T
2πu
− T + 2πu + π
4
,
l(T , u) = T
2π
+ u
2
−
√
u2
4
+ uT
2π
,
b(n, χ) = τ (χ)−1d(n)χ(n)e2πin/q ,
(5)
where τ (χ) is the Gauss sum and d(n) is the divisor function.
THEOREM 3. Suppose that T ≥ 10 and that X satisfies AqT < X < A′qT for any
fixed 0 < A < A′. If χ is a primitive character mod q , then we have
E(T , χ) = Σ1,χ
(
T ,X
) + Σ2,χ
(
T , l(T ,X/q)
) + R(T , χ) ,
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where
Σ1,χ (T , y) = q3/4
(
2T
π
)1/4 ∑
n≤y
|a(n, χ)|
n3/4
×e(T , n/q) cos(f (T , n/q) − πn/q + arg a(n, χ)) ,
Σ2,χ (T , y) = −2q1/2
∑
n≤qy
|b(n, χ)|
n1/2
(
log
T q
2πn
)−1
cos
(
g(T , n/q) + arg b(n, χ))
and R(T , χ) is a certain quantity which satisfies
R(T , χ)  q(logT )(log2 qT ) + q
3/2+ε
log1/6−ε T
.
The above theorem is an analogue of Atkinson’s explicit formula for the Riemann zeta
function. Some history concerning formulas of this type is described in the next section.
ACKNOWLEDGEMENTS. The author expresses his sincere gratitude to Professor S.
Akiyama and Professor K. Matsumoto for their valuable comments.
2. A review of Atkinson’s formula for the mean square of the Riemann
zeta function and sums of Dirichlet L functions
Let ζ(s) be the Riemann zeta function. To study the asymptotic behavior of the mean
value
Iσ (T ) =
∫ T
0
|ζ(σ + ti)|2dt
is a classical problem in number theory. Especially we denote I1/2(T ) by I (T ). Let
E(T ) = I (T ) − T log T − T (2γ − 1 − log 2π). In 1949 F. V. Atkinson [1] proved an
explicit formula for E(T ), which is called Atkinson’s formula:
E(T ) =
(
2T
π
)1/4 ∑
n≤X
(−1)n d(n)
n3/4
e(T , n) cos(f (T , n))
− 2
∑
n≤l(T ,X)
d(n)
n1/2
(
log
T
2πn
)−1
cos
(
g(T , n)
) + O(log2 T ) ,
(6)
under the condition T  X  T . Here the notations e(T , n), f (T , n) and g(T , n) are
defined in (5).
No one had noticed the potential power of (6) for a long time. In 1978 Heath-Brown
[3] first gave attention to Atkinson’s result. He proved
∫ T
2
E(t)2dt = 2
3
1√
2π
∞∑
n=1
d(n)2
n3/2
T 3/2 + F(T )(7)
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with F(T ) = O(T 5/4 log2 T ) as an application of (6). The result (7) immediately reprove
A. Good’s result E(T ) = Ω(T 1/4). M.Jutila [6] pointed out how to use Atkinson’s formula
to the estimation of E(T ). Following Jutila’s idea and combining Kolesnik’s technique for
an exponential sum, Ivic´ described the proof of E(T )  T 35/108+ε in Section 15.5 of [5].
In 1989, J.L.Hafner and A.Ivic´ [2] proved
∫ T
2
E(t)dt = πT + 1
2
(
2T
π
)3/4 ∞∑
n=1
(−1)n d(n)
n5/4
sin
(
2
√
2πnT − π
4
)
+O(T 2/3 log T ),(8)
E(T ) = Ω+
(
(T log T )1/4(log log T )(3+log 4)/4 exp
(−c√log log log T )) ,
E(T ) = Ω−
(
T 1/4 exp
(
c
(log log T )1/4
(log log log T )3/4
))
,
and E(T )  T 139/429(logT )1467/429, where c is some positive constant. All the results are
obtained as applications of (6) and Atkinson’s idea. Thus Atkinson’s formula (6) and his
method are very important in the research of E(T ).
Let Eσ (T ) be an error term in the asymptotic formula for Iσ (T ). In 1990 K. Matsu-
moto [11] proved an explicit formula of Atkinson’s type for Eσ (T ) in the range 1/2 <
σ < 3/4. He obtained an upper bound of Eσ (T ) and the analogue of (7) as an application
of Atkinson’s formula for Eσ (T ). Moreover he pointed out a strange phenomenon on
σ = 3/4. Then K. Matsumoto and T. Meurman [13] [14] succeeded in extending the
formula to the area 3/4 ≤ σ < 1.
Let
Iσ (T , q) =
∫ T
0
∑
χmodq
|L(σ + it, χ)|2dt
and denote I1/2(T , q) by I (T , q) especially. In 1986 T. Meurman [15] proved an Atkinson
type formula for I (T , q) with some corollaries. In 1993 A. Laurincˇikas [10] proved an
analogue of Meurman’s formula near the critical line. Recently H. Nakaya [18] [19] has
extended the formula to the area 1/2 < σ < 1, which are analogous to [11], [13] and [14].
We can find other topics on Iσ (T , q) in [12].
The study of I (T , χ), the mean square of individual L-function, is more difficult. In
their study of I (T , χ), Katsurada and Matsumoto [9] wrote that it is highly desirable to
find an explicit formula of Atkinson type for I (T , χ). Such a formula is supplied by our
Theorem 3.
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3. The sketch of the proof of Theorem 3
The starting point of our proof of Theorem 3 is the product L(u, χ)L(v, χ). When

u > 1 and 
v > 1, we see that
L(u, χ)L(v, χ) =
(∑
m=n
+
∑
m<n
+
∑
m>n
)
χ(m)
mu
χ(n)
nv
.(9)
On the right-hand side the part corresponding to m = n is clearly L(u + v, χ0), where χ0
is the principal character. The remaining parts are called the double L functions. We must
modify the double series into a suitable form and give an analytic continuation, in order to
investigate the case v = 1 − u with u = 1/2 + it .
In [17] Y.Motohashi studied the mean squre of L(1/2+it, χ), and briefly sketched the
proof of an upper bound estimate of the error term. The following two lemmas are included
in his paper.
(Motohashi’s Lemma 1 of [17]) If 0 < 
u < 1, then
L(u, χ)L(1 − u, χ)
= φ(q)
q
{
1
2
(
Γ ′(1 − u)
Γ (1 − u) +
Γ ′(u)
Γ (u)
)
+
(
2γ − log 2π
q
+ 2
∑
p|q
logp
p − 1
)}
+ g(u, χ) + g(1 − u, χ) ,
(10)
where g(u, χ) is the analytic continuation of
g(u, χ) =
∞∑
n=1
a(n, χ)h(u, n) +
∞∑
n=1
a(n, χ)h(u,−n) ,(11)
and
h(u, x) =
∫ ∞
0
e−2πixy/q
yu(1 + y)1−u dy .
The series (11) is convergent when Reu < 0.
This is proved by his own double contour method. He represents the double series
in (9) by a double contour integration. Counting the residues and letting v → 1 − u, the
lemma is proved.
Next he considered the analytic continuation of the function F(s, χ) defined by
F(s, χ) =
∞∑
n=1
a(n, χ)
ns
(12)
which is obviously convergent for 
s > 1.
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(Motohashi’s Lemma 2 of [17]) The function F(s, χ) is entire, and when 
s < 0
F(s, χ) = 2
qτ(χ)
(
2π
q
)2(s−1)
Γ (1 − s)2
×
∞∑
n=1
d(n)χ(n)
n1−s
(
χ(−1)e−2πin/q − cos(πs)e2πin/q) ,
(13)
where τ (χ) is the Gauss sum and d(n) is the dividsor function.
We will use these two lemmas in our argument.
REMARK 1. We can give an alternative proof of Motohashi’s Lemma 1. It is done
by a modified Euler-Maclaurin summation formula and the Poisson summation formula.
Our proof of Theorem 3, which is done in Sections 6–10, is basically a generalization
of Atkinson’s original argument. However, proceeding as Atkinson’s argument, we will
encounter integrals of the form
∫ ∞
0
exp±(i2πk ± it log 1+y
y
)
yα(1 + y)β logγ 1+y
y
dy(14)
with t = 0. This type of integral does not appear in the proof of Atkinson’s formula for
|ζ(s)|2 and ∑χmodq |L(s, χ)|2. It seems difficult to estimate some terms concerning the
integral (14). The main focus in this paper is the argument how to avoid this trouble. We
divide
∫ T
0 |L(1/2 + it, χ)|2dt into some parts like
(∫ T
T/2
+
∫ T/2
T/22
+ · · · +
∫ T/2L−1
T/2L
+
∫ T/2L
0
)
|L(1/2 + it, χ)|2dt ,(15)
with L = [(log T − log log T )/ log 2] + 1. Because the last integral is evaluated trivially
by the convexity bound L(1/2 + it, χ)  (qt)1/4+ε, our task is to consider the remaining
each integral (Section 7–9).
The saddle point lemma plays the vital role to evaluate each short interval integral.
Following this idea, we do not have to treat the integral (14) with t = 0. The above idea is
similar to that of Hafner and Ivic´ [2]. In the proof of (8), they divide ∫ T2 E(t)dt into
(∫ T
T/2
+
∫ T/2
T/22
+ · · · +
∫ T/2L−1
T/2L
+
∫ T/2L
2
)
E(t)dt ,
where the last integral is estimated trivially by E(t)  t1/3+ε. The remaining each integral
is evaluated by the saddle point lemma. Then it is important to show the cancellation of cer-
tain two Dirichlet polynomials. To prove the cancellation they use Jutila’s transformation
formula for Dirichlet polynomials (cf. [7]). Finally they sum up the results. Our situation
is similar. When calculating each integral in (15), we must show the cancellation of cer-
tain two sums of Dirichlet polynomials which we believe is of the same size. However
Jutila’s transformation formula is not easily applicable to our situation, unfortunately. We
will show the cancellation of those two functions by another idea (Section 10).
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REMARK 2. If one try to prove Atkinson’s type of formula for
∫ T
−T |L(1/2+it,χ)|2dt ,
the integral (14) does not appear. Hence it can be proved by just the same arguments as
those for I (T ) and I (T , q).
REMARK 3. T. Meurman also considered Atkinson’s type of formula for Dirichlet
L functions, however his work [16] is unpublished.
4. A certain divisor problem and its generating function
In this section we study some properties of F(s, χ) defined in (12) and A(x, χ) defined
by
A(x, χ) =
∑
n≤x
a(n, χ) .(16)
Clearly we see F(1 + ε + it, χ) = O(1), where ε is an arbitrarily small positive
number. By using the functional equation (13), we have F(−ε + it, χ) = O(q3/2t1+2ε).
Combining these estimations and the Phragmén-Lindelöf principle (for, e.g., [4], p. 95,
Theorem K), we have
F(σ + it, χ) = qA(σ)tB(σ )(17)
on the domain −ε < σ < 1 + ε, where A(σ) = − 32σ + 32 (1 + ε), B(σ) = −σ + 1 + ε.
The following two lemmas are important in the proof of Theorem 3.
LEMMA 1. Define Δχ(x) = A(x, χ) − F(0, χ). Let ε be an arbitrarily small posi-
tive number. Then we have
Δχ(x)  x1/3+εq1/3 + q3/2+εxε .
LEMMA 2. When x is not an integer, we have
Δχ(x) = x
1/4
πτ(χ)
√
q
2
∞∑
n=1
d(n)χ(n)e2πin/q
n3/4
{
cos
(
4π
√
n
x
q2
− π
4
)
− 3
32
q
π
√
nx
sin
(
4π
√
x
q2
− π
4
)}
+ O
(
q2
x3/4
)
,
(18)
where the series on the right-hand side is boundedly convergent for x in any fixed finite
interval.
Let Δ(x) be
∑′
n≤x d(n)−x(log x+2γ−1)−1/4, where the symbol
∑′ means that the
last term is to be halved if x is an integer. In Chapter 1 of Jutila’s book [8], we find both the
truncated type and the infinite type of Voronoi’s formula for Δ(x). To prove Lemmas 1–2 it
is sufficient to show Voronoi’s formula for an error term
∑′
n≤x a(n, χ)−F(0, χ). Both the
truncated type and the infinite type of Voronoi’s formula can be proved by arguments similar
to those of Δ(x). In the proofs we use the estimation (17) and the functional equation (13).
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5. The form of g(u, χ) in the domain 0 < 
u < 1
What we need is the analytic continuation of (11) valid when 
u = 1/2. By using
Stieltjes integral with fixed u on 
u < 0, the first series on the right-hand side of (11) is
=
∑
n≤X
a(n, χ)h(u, n) +
∫ ∞
X
h(u, x)dA(x, χ)
=
∑
n≤X
a(n, χ)h(u, n) − Δχ(X)h(u,X) −
∫ ∞
X
Δχ(x)
(
∂
∂x
h(u, x)
)
dx
= P1(u, χ) − P2(u, χ) − P3(u, χ) , say .
Here the second equation is justified by Lemma 1. Similarly the second series on the right-
hand side of (11) is
=
∑
n≤X
a(n, χ)h(u,−n) − Δχ(X)h(u,−X) −
∫ ∞
X
Δχ(x)
(
∂
∂x
h(u,−x)
)
dx
= Q1(u, χ) − Q2(u, χ) − Q3(u, χ) , say .
Because h(u, x) is holomorphic on 
u<1, the functions P1(u, χ), P2(u, χ), Q1(u, χ)
and Q2(u, χ) are holomorphic on 
u < 1. Next we consider P3(u, χ) and Q3(u, χ).
When 
u < 1 and x ≥ X, we see
∂
∂x
h(u,−x) = ∂
∂x
∫ i∞
0
e2πixy/q
yu(1 + y)1−u dy
=
∫ i∞
0
2πi
q
e2πixy/q
yu−1(1 + y)1−u dy .
The right-hand side is absolutely convergent and estimated as  q−1|x/q|
u−2 for 
u ≤
1. Regarding ∂
∂x
h(u,−x) as a function of one variable u with any fixed x on X ≤ x < ∞,
we see that it is holomorphic on 
u < 1. On the other hand, regarding it as a function of
x with any fixed u on 
u < 1, we see that it is continuous on X ≤ x < ∞. The function
∂
∂x
h(u, x) can be treated similarly, only replacing the integral
∫ i∞
0 by
∫ −i∞
0 . Gathering
these information and Lemma 1, we see that P3(u, χ) and Q3(u, χ) are holomorphic on

u < 2/3. Therefore, the identity
g(u, χ) = P1(u, χ) − P2(u, χ) − P3(u, χ) + Q1(u, χ) − Q2(u, χ) − Q3(u, χ)
is valid on 
u < 2/3.
Similar expression of g(1 − u, χ), with replacing u by 1 − u and χ by χ , is valid on
1/3 < 
u.
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6. Study on short intervals
Combining (10) and the representations of g(u, χ), g(1 − u, χ) in terms of P(. . . )
and Q(. . . ), we have
I (T , χ) = −i
∫ 1/2+iT
1/2+i0
L(u, χ)L(1 − u, χ)du
= −i φ(q)
q
[
1
2
log
Γ (u)
Γ (1 − u) + u
(
2γ − log 2π
q
+ 2
∑
p|q
logp
p − 1
)]1/2+iT
1/2+i0
−i
∫ 1/2+iT
1/2+i0
g(u, χ) + g(1 − u, χ)du
= M(T, q) + H1 − H2 − H3 + O(1)
where
Hν = −i
∫ 1/2+iT
1/2+i0
Pν(u, χ) + Qν(u, χ) + Pν(1 − u, χ) + Qν(1 − u, χ)du .
Letting Cj (y) = y1/2(1 + y)j log 1+yy , we see
H1 =
∑
n≤X
a(n, χ)
∫ ∞
0
e−2πiny/q
iC1/2(y)
[
e
it log 1+y
y
]T
0
dy
+
∑
n≤X
a(n, χ)
∫ ∞
0
e2πiny/q
iC1/2(y)
[
e
it log 1+yy
]T
0
dy
+
∑
n≤X
a(n, χ)
∫ ∞
0
e−2πiny/q
−iC1/2(y)
[
e
−it log 1+yy
]T
0
dy(19)
+
∑
n≤X
a(n, χ)
∫ ∞
0
e2πiny/q
−iC1/2(y)
[
e
−it log 1+y
y
]T
0
dy
by straightforward calculations. The terms corresponding to t = 0 include integrals of the
type of (14). It seems difficult to estimate the contribution of them.
REMARK 4. One note that I (T ) and I (T , q) are calculated as 12
∫ T
−T · · · dt instead
of
∫ T
0 · · · dt in [1] and [15]. Of course we can obtain the same results by calculating∫ T
0 · · · dt directly. Then some terms of the form (14) appear, but in this case they cancel
out each other; hence, there is no trouble. However, such terms of the form (14) in (19) do
not vanish in our I (T , χ).
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Hence we select another way. To prove Theorem 3, it suffices to prove
I (2T , χ) − I (T , χ) = M(2T , q) + Σ1(2T , 2X) + Σ2(2T , l(2T , q−12X))
− M(T, q) − Σ1(T ,X) − Σ2(T , l(T , q−1X))
+ O(q1/2 log2 qT ) + O
(
q3/2+ε
T 1/6−ε
)(20)
for AqT < X < A′qT , where Σ1(. . . ) = Σ1,χ (. . . ) and Σ2(. . . ) = Σ2,χ (. . . ). Namely,
if (20) is true, we have
I (T /2j , χ) − I (T /2j+1, χ)
= M(T/2j , q) + Σ1(T /2j ,X/2j ) + Σ2(T /2j , l(T /2j , q−1X/2j ))
− M(T/2j+1, q) − Σ1(T /2j+1,X/2j+1) − Σ2(T /2j+1, l(T /2j+1, q−1X/2j+1))
+ O
(
q1/2 log2 q
T
2j+1
)
+ O
(
q3/2+ε
(T /2j+1)1/6−ε
)
for AqT < X < A′qT . Summing them for j = 0, 1, 2, . . . L − 1, where
L = [(log T − log log T )/ log 2] + 1 ,
we obtain
I (T , χ) = M(T, q) + Σ1
(
T ,X
) + Σ2(T , l(T , q−1X))
−M(T/2L, q) − Σ1(T /2L,X/2L) − Σ2(T /2L, l(T /2L, q−1X/2L))
+O(q1/2(log T ) log2 qT ) + O
(
q3/2+ε
log1/6−ε T
)
+ I (T /2L, χ) .
The last function I (T /2L, χ) is estimated as = O(q1/2+ε log3/2+ε T ) with the aid of
the convexity bound L(1/2 + it, χ)  (qt)1/4+ε. The contributions of M(T/2L, q),
Σ1
(
T/2L,X/2L
)
, and Σ2
(
T/2L, l(T /2L, q−1X/2L)
)
are estimated as qε log T log log T ,
q(logT )1/2(log q + log log T ) and q1/2(log T )1/2(log q + log log T ), respectively. Hence,
we obtain Theorem 3. Therefore our remaining task is to show (20).
We have
I (2T , χ) − I (T , χ) = −i
∫ 1/2+i2T
1/2+iT
L(u, χ)L(1 − u, χ)du
= M(2T , q) − M(T, q) + I1 − I2 − I3 + O(1) ,
(21)
where
Iν = −i
∫ 1/2+i2T
1/2+iT
Pν(u, χ) + Qν(u, χ) + Pν(1 − u, χ) + Qν(1 − u, χ)du .
Following Atkinson with straightforward calculations, we have
I1 =
∑
n≤X
[
S1(t, n)
]2T
T
, I2 =
[
S2(t,X)
]2T
T
,
52 H. ISHIKAWA
S1(t, n) = 2|a(n, χ)|
∫ ∞
0
sin
(
−2πny/q + t log 1 + y
y
+ arg a(n, χ)
)
C1/2(y)
dy
+2|a(n, χ)|
∫ ∞
0
sin
(
2πny/q + t log 1 + y
y
+ arg a(n, χ)
)
C1/2(y)
dy ,
S2(t,X) = 2
{
Δχ(X)
∫ ∞
0
exp
(
−2πiXy/q + it log 1 + y
y
)
C1/2(y)
dy
}
+2
{
Δχ(X)
∫ ∞
0
exp
(
2πiXy/q + it log 1 + y
y
)
C1/2(y)
dy
}
,
I3 = 2

{∫ ∞
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
[
te
it log 1+y
y
]2T
T
dydx
}
−2
{∫ ∞
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
[
e
it log 1+yy
(
1
2
+ 1
log 1+y
y
)]2T
T
dydx
}
+2

{∫ ∞
X
Δχ(x)
x
∫ ∞
0
e−2πixy/q
C3/2(y)
[
te
it log 1+yy
]2T
T
dydx
}
−2
{∫ ∞
X
Δχ(x)
x
∫ ∞
0
e−2πixy/q
C3/2(y)
[
e
it log 1+y
y
(
1
2
+ 1
log 1+y
y
)]2T
T
dydx
}
= V − E1 + E2 − E3 , say .
Moreover we divide V into
= 2

{∫ ∞
2X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
2T ei2T log
1+y
y dydx
}
+2

{∫ 2X
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
2T ei2T log
1+y
y dydx
}
−2

{∫ ∞
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
T e
iT log 1+yy dydx
}
= J1 + J2 − J3 , say .
7. Atkinson’s saddle point lemma and its modified version
LEMMA 3 (Atkinson’s Lemma 1 of [1]). Let f (z), ϕ(z) be two functions of the com-
plex variable z and [a, b] a real interval such that:
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1. For a ≤ x ≤ b the function f (x) is real and f ′′(x) > 0.
2. For a certain positive differentiable function μ(x), defined on a ≤ x ≤ b, f (z)
and ϕ(z) are analytic for a ≤ x ≤ b, |z − x| ≤ μ(x).
3. There exist positive functions F(x), Φ(x) defined on [a, b] such that for a ≤ x ≤
b, |z − x| ≤ μ(x) we have
ϕ(z)  Φ(x) , f ′(z)  F(x)μ−1(x) , |f ′′(z)|−1  μ2(x)F−1(x) ,
and the  constants are the absolute.
Let k be any real number, and if f ′(x) + k has a zero in [a, b] denote it by x0. Let
the values of f (x), ϕ(x), and so on, at a, x0 ,and b characterized by the suffixes a, 0 and b
respectively. Then
∫ b
a
ϕ(x)e2πi(f (x)+kx)dx
= ϕ0√
f ′′0
e2πi(f0+kx0+1/8) + O
(∫ b
a
Φ(x) exp
[−A|k|μ(x) − AF(x)](dx + |dμ(x)|)
)
+O(Φ0μ0F−3/20 ) + O
(
Φa × 1|f ′a + k| +
√
f ′′a
)
+ O
(
Φb × 1
|f ′b + k| +
√
f ′′b
)
.
If f ′(x) + k has no zero for a ≤ x ≤ b, then the terms involving x0 are to be omitted.
LEMMA 4 (Atkinson’s Lemma 2 of [1]). Let α, β, γ , a, b k, T be real numbers
such that α, β, γ are positive and bounded, α = 1, 0 < a < 1/2, a < T/(8πk), b ≥ T ,
k ≥ 1, and T ≥ 1. Then
∫ b
a
y−α(1 + y)−β
(
log
1 + y
y
)−γ
exp ±i
(
T log
1 + y
y
+ 2πky
)
dy
= T
1/2
(2k
√
π)
exp±i(T V + 2πkU − πk + π/4)
V γU1/2(U − 1/2)α(U + 1/2)β + O(a
1−αT −1)
+ O(bγ−α−βk−1) + R(T , k)
(22)
uniformly for |α − 1| > ε, where
U := U(T , k) =
√
T
2πk
+ 1
4
, V := V (T , k) = 2 ar sinh
√
πk
2T
,
R(T , k) 
{
T (γ−α−β)/2−1/4k−(γ−α−β)/2−5/4 , for 1 ≤ k ≤ T ,
T −1/2−αkα−1 , for k ≥ T .
A similar result holds for the corresponding integral with −k in place of k, except that
here the explicit term on the right-hand side is to be omitted.
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Atkinson’s original lemmas are stated above. He proved Lemma 4, applying Lemma
3 with
ϕ(x) = x−α(1 + x)−β
(
log
1 + x
x
)−γ
, f (x) = T
2π
log
1 + x
x
Φ(x) = x−α(1 + x)γ−β , F (x) = T
1 + x , μ(x) =
x
2
.
(23)
In the proof the assumption k ≥ 1 is important.
On the other hands Atkinson’s Lemma 4 is not sufficient for our situation. We must
replace the assumption k ≥ 1 with k > 0 or k ≥ B where B is an absolute constant
satisfying 0 < B < 1, when dealing with I1, I2 and I3. Hence we prepare a modified
version as follows:
LEMMA 5 (Modified Atkinson’s Lemma)). Let α, β, γ , a, b k, T be real numbers
such that α, β, γ are positive and bounded, α = 1, 0 < a < 1/2, a < T/(8πk), k > 0,
T ≥ 1 and
b ≥ max
{
T ,
1
k
,−1
2
+
√
1
4
+ T
2πk
}
.(24)
Then
∫ b
a
y−α(1 + y)−β
(
log
1 + y
y
)−γ
exp ±i
(
T log
1 + y
y
+ 2πky
)
dy
= T
1/2
(2k
√
π)
exp±i(T V + 2πkU − πk + π/4)
V γU1/2(U − 1/2)α(U + 1/2)β +O
(
a1−α
T
)
+O
(
bγ−α−β
k
)
+R(T , k)
+O(e−CT )+O(e−C
√
kT (T γ−α−β+1 + T ))+O(k−1e−CkT (bγ−α−β + T γ−α−β))
uniformly for |α − 1| > ε, where C is an absolute costant,
U := U(T , k) =
√
T
2πk
+ 1
4
, V := V (T , k) = 2 ar sinh
√
πk
2T
,
R(T , k) 
{
T (γ−α−β)/2−1/4k−(γ−α−β)/2−5/4 , for 0 < k ≤ T ,
T −1/2−αkα−1 , for k ≥ T .
Here O(e−CT ) is to be omitted when 1 < α or 0 < α < 1 with k ≥ T .
If we replace k with −k in he left-hand side, then the explicit term and R(T , k) for
k ≤ T are to be omitted in the right-hand side.
We apply Lemma 3 with (23). The solution of f ′(x) + k = 0 are
−1
2
±
√
1
4
+ T
2πk
;
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hence, we choose x0 = U − 1/2. Using 0 < a < 1/2, a < T/(8πk), we can show a < x0.
Obviously x0 < b holds from assumption. Straightforward calculations show
O(Φ0μ0F
−3/2
0 ) 
{
T (γ−α−β)/2−1/4k−(γ−α−β)/2−5/4 , for 0 < k ≤ T ,
T −1/2−αkα−1 , for k ≥ T .(25)
Next we obtain
O
(
Φa × 1|f ′a + k| +
√
f ′′a
)
 a
1−α
T
(26)
using the assumption 0 < a < 1/2, a < T/(8πk). These estimations (25) and (26) are
found in the proof of Atkinson’s original Lemma 4; hence, we do not reproduce them here.
Next we treat the term O
(
Φb ×
(|f ′b + k| +
√
f ′′b
)−1)
. Easily we see
Φb × 1
|f ′b + k| +
√
f ′′b
≤ bγ−α−β 1|f ′b + k|
.(27)
Using the assumption b ≥ T and b ≥ 1
k
, we have
T
2πb(b + 1) <
1
2π(b + 1) <
1
2π
k ;
hence,
|f ′(b) + k| = | − T
2πb(b + 1) + k| ≥ k −
1
2π
k .(28)
Combining (27) and (28), we have
O
(
Φb × 1
|f ′b + k| +
√
f ′′b
)
 bγ−α−β 1
k
.
Finally we consider the error term
O
(∫ b
a
Φ(x)e−A|k|μ(x)−AF(x)(dx + dμ(x))
)
.(29)
It is bounded by

∫ 1
a
x−αe−Akx−AT dx +
∫ b
1
xγ−α−βe−Akx−AT/xdx .(30)
When 0 < α < 1 and T ≤ k, we estimate the first integral in (30) as
∫ 1
a
x−αe−Akx−AT dx ≤
(∫ T/k
a
+
∫ ∞
T/k
)
x−αe−Akx−AT dx
≤ e−AT 1
1 − α
(
T
k
)1−α
+ e−AT k
α−1
T α
 kα−1T −1/2−α .
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For the other case we calculate
∫ 1
a
x−αe−Akx−AT dx ≤ e−AT
∫ 1
a
x−αdx = e−AT 1
1 − α (1 − a
1−α) .
Hence the first integral in (30) is bounded by
∫ 1
a
x−αe−Akx−AT dx 
⎧
⎪⎨
⎪⎩
a1−αT −1 when 1 < α and any k ,
e−AT when 0 < α < 1 and k ≤ T ,
kα−1T −1/2−α when 0 < α < 1 and k ≥ T .
(31)
For the second integral in (30) we have
∫ b
1
xγ−α−βe−Akx−AT/xdx
=
(∫ T
1
+
∫ b
T
)
· · · dx
= O(e−C
√
kT (T γ−α−β+1 + T )) + O
(
e−CkT
k
(bγ−α−β + T γ−α−β)
)
.
(32)
Combining (30), (31) and (32), we have the desired estimation for the error term (29).
Gathering these estimations for the error terms we complete the proof.
REMARK 5. If we replace the assumption k > 0 with k ≥ 1 or k ≥ B where B is
an absolute constant satisfying 0 < B < 1, O(e−CT ), O
(
e−C
√
kT (T γ−α−β+1 + T )) and
O
(
k−1e−CkT (bγ−α−β + T γ−α−β)) are absorbed into other error terms. Especially on the
case k ≥ 1, we can remove the assumption b ≥ k−1 and b ≥ x0, which is just Atkinson’s
original Lemma 4.
8. On the estimations of I1 and I2
We consider I1:
I1 =
∑
n≤2X
S1(2T , n) −
∑
X<n≤2X
S1(2T , n) −
∑
n≤X
S1(T , n)
= I1,1 − I1,2 − I1,3 , say .
(33)
Our first aim is to show
I1,3 = Σ1(T ,X) + O(q5/4T −1/4)(34)
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for AqT < X < A′qT . Take 1/2 < α < 3/4, β = 1/2 and γ = 1 in Lemma 5. Next
letting a → 0, b → ∞ and α → 1/2, we obtain
∫ ∞
0
exp±i
(
2π n
q
y + T log 1+y
y
)
y1/2(1 + y)1/2 log 1+y
y
dy
= 1
2n/q
√
T
π
exp±i(T V + 2π n
q
U − π n
q
+ π/4)
VU1/2(U − 1/2)1/2(U + 1/2)1/2 + R(T , n/q) + O(e
−CT )
+ O
(
e−C
√
T n/qT
)
+ O
(
q
n
e−CTn/q
)
b ,
where U = U(T , n/q) and V = V (T , n/q). If n/q is replaced by −n/q on the left-hand
side, the first explicit term and R(T , n/q) for n/q ≤ T on the right-hand side is to be
omitted. All the error terms are O(q5/4n−5/4T −1/4); hence, (34) follows. By a similar
argument we have
I1,1 = Σ1(2T , 2X) + O(q5/4T −1/4)(35)
for AqT < X < A′qT . The remaining I1,2 is too large to be estimated as an error term,
which will be treated in Section 10.
Next we consider I2. Because 0 < A ≤ AT ≤ X/q , we use Lemma 5 with Remark
5. Then we have
S2(T ,X) , S2(2T ,X)
 |Δχ(X)|
((
q
X
)1/2
+ 1
T 1/4
(
q
X
)5/4)
+ |Δχ(X)| 1
T 1/4
(
q
X
)5/4
.
The right-hand side is
 (X1/3+εq1/3 + q3/2+εXε) 1
T 1/2
 q
2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
,
where the first inequality is justified by Lemma 1 and the second is by the condition qT 
X. Hence we obtain
I2  q
2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
.(36)
9. On the estimation of I3
Our aim in this section is to show
J1 = −Σ2
(
2T , l(2T , 2X/q)
) + O(q1/2 log2 qT )
+ O
(
q5/4
T 1/4
)
+ O
(
q2/3+ε
T 1/6−ε
)
+ O
(
q3/2+2ε
T 1/2−ε
)
,
(37)
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J3 = −Σ2
(
T , l(T ,X/q)
) + O(q1/2 log2 qT )
+O
(
q5/4
T 1/4
)
+ O
(
q2/3+ε
T 1/6−ε
)
+ O
(
q3/2+2ε
T 1/2−ε
)(38)
and
E1 , E2 , E3  q
2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
.(39)
The term J2 will be treated in the next section.
First we treat E1, E2 and E3. Because 0 < A ≤ AT ≤ X/q ≤ x/q , we apply Lemma
5 with Remark 5. Take k = x/q , α = 1/2, β = 3/2 and γ = 1, 2. Letting a → 0, b → ∞,
we have
∫ ∞
0
exp ±i
(
2πxy/q + t log 1+y
y
)
y1/2(1 + y)3/2 logγ 1+y
y
dy
= 1
2x/q
√
t
π
exp±i(tV + 2π x
q
U − π x
q
+ π/4)
V γU1/2(U − 1/2)1/2(U + 1/2)3/2 + O
(
1
t
(
q
x
)1/2)
,
where the explicit term on the right-hand is estimated by O((q/x)1/2). If t is replaced by
−t on the left-hand side, the explicit term on the right-hand is to be omitted. Hence we
have
E1 
∫ ∞
X
|Δχ(x)|
x
(
q
x
)1/2
dx , E2 
∫ ∞
X
|Δχ(x)|
x
(
q
x
)1/2
dx
and
E3 
∫ ∞
X
|Δχ(x)|
x
T −1
(
q
x
)1/2
dx .
Immediately we obtain (39), by using Lemma 1.
Next we treat J3. To estimate the inner integrals of J3 we use Lemma 5 with Remark
5. Take k = x/q , α = 1/2, β = 3/2 and γ = 1. Letting a → 0, b → ∞, we have
J3 = 2

{∫ ∞
X
Δχ(x)
x
T
1
2
√
2
g1
(
T ,
√
x/q
)
exp i
(
f (T , x/q) − πx/q + π
2
)
dx
}
+O
(∫ ∞
X
|Δχ(x)|
x
(
q
x
)1/2
dx
)
,
where
gα(T , x) =
{
xα
(
ar sinh x
√
π
2T
)(√
T
2πx2
+ 1
4
+ 1
2
)(
T
2πx2
+ 1
4
)1/4}−1
.
Here the last O− term is estimated by the right-hand side of (39). Substituting (18) and
replacing x by qx2 in the first term, we have
J3 = J3,1 − J3,2 + J3,3 + O
(
q2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
)
,(40)
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where
J3,1 = q3/4 T
π


{∫ ∞
√
X/q
∞∑
n=1
b(n, χ)
n3/4
g3/2(T , x)
× cos
(
4πx
√
n/q − π
4
)
exp i
(
f (T , x2) − πx2 + π
2
)
dx
}
,
J3,2 = q5/4 T
π2
3
32


{∫ ∞
√
X/q
∞∑
n=1
b(n, χ)
n5/4
g5/2(T , x)
× sin
(
4πx
√
n/q − π
4
)
exp i
(
f (T , x2) − πx2 + π
2
)
dx
}
,
and
J3,3 = O
(
T
∫ ∞
X
1
x
q2
x3/4
g1(T ,
√
x/q)dx
)
.
Easy calculations show
J3,3  q5/2 T
X5/4
 q5/4 1
T 1/4
.(41)
When we treat J3,1, we should be careful for the term-wise integration. The infinite series in
the Voronoi formula converges boundedly in any fixed finite intervals only, so we consider
∫ ∞
√
X/q
∞∑
n=1
b(n, χ)
n3/4g3/2(T , x) cos
(· · · ) exp i(· · · )dx
= lim
R→∞
∞∑
n=1
b(n, χ)
n3/4
∫ R
√
X/q
g3/2(T , x) cos
(· · · ) exp i(· · · )dx
(42)
where the last equality is justified by Lebesgue’s bounded convergence theorem.
LEMMA 6. For AT < a2 < A′T , 0 < A < A′, α > 0, and C > 0,
∫ R
a
gα(T , x) exp ±i
{
−f (T , x2) + πx2 − π
4
+ 4πx
√
n
q
}
dx
= 4π
T
(
n
q
)(α−1)/2(
log
T q
2πn
)−1( T
2π
− n
q
)3/2−α
exp ±i
{
−g
(
T ,
n
q
)
+ π/2
}
+O
(
1
T α/2
min
(
1,
1
|2√n/q − 2√l(T , a2)|
))
+O
((
n
q
)(α−1)/2(
T
2π
− n
q
)1−α 1
T 3/2
)
+O
(
1
Rα
1√
n/q + O(T/R)
)
+ O
(
e−CT
√
q
n
)
,
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provided that n ≥ 1, n < qT/2π , na2 < q(T/2π−n/q)2 < nR2. If the last two restriction
on n are not satisfied, or √n is replaced by −√n, then the main term and the second error
term on the right-hand side are to be omitted.
REMARK 6. When q = 1 and R → ∞, the third error term tends to 0 and the fourth
error term can be absorbed into the first one. It becomes Atkinson’s original lemma (cf. [1],
p. 372, Lemma 3 or [5], p. 452, Lemma 15.2). Our proof is almost the same as Atkinson’s
argument; hence, its proof is omitted.
Note that the conditions n < qT/2π and na2 < q(T/2π − n/q)2 is equivalent to
n < ql(T , a2). Hence, applying Lemma 6 to the right-hand side of (42), we have
J3,1 = 2q1/2

{ ∑
n≤ql(T ,q−1X)
b(n, χ)
n1/2
(
log
T q
2πn
)−1
exp i
(
g(T , n/q)
)}
+ O
(
q1/2
T 1/2
∑
n<ql(T ,q−1X)
|b(n, χ)|
n1/2
1
(T − 2πn/q)1/2
)
+ O
(
q3/4T 1/4
∞∑
n=1
|b(n, χ)|
n3/4
min
{
1,
1
|2√n/q − 2√l(T ,X/q)|
})
+ lim
R→∞ O
(
T q3/4
∞∑
n=1
|b(n, χ)|
n3/4
1
R3/2
1√
n/q + O(T/R)
)
+ O
(
q3/4T
∞∑
n=1
|b(n, χ)|
n3/4
e−CT
√
q
n
)
= W1 + W2 + W3 + lim
R→∞W(R) + W4 , say .
(43)
Because the series in W(R) converges absolutely and  R−3/2, W(R) tends to 0 as R →
∞. Similarly we have
J3,2 = O
(
q1/2
∑
n<ql(T ,X/q)
|b(n, χ)|
n1/2
1
(T − 2πn/q)
)
+ O
(
q1/2
T 1/2
∑
n<ql(T ,X/q)
|b(n, χ)|
n1/2
1
(T − 2πn/q)3/2
)
+ O
(
q5/4
T 1/4
∞∑
n=1
|b(n, χ)|
n5/4
)
+ O
(
T q5/4
∞∑
n=1
|b(n, χ)|
n5/4
e−CT
√
q
n
)
= W5 + W6 + W7 + W8 , say .
(44)
Immediately W4  q3/4e−CT , W8  q5/4e−CT . Following Atkinson with straightfor-
ward calculations, we have W7  q3/4T −1/4, W6  q1/2T −3/2 log qT , and W2, W5
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 q1/2T −1/2 log qT . Set l = l(T ,X/q) and split the series ∑∞n=1 in W3 into∑
n≤q(l/2)
+
∑
q(l/2)<n≤q(l−l1/2)
+
∑
q(l−l1/2)<n≤q(l+l1/2)
+
∑
q(l+l1/2)<n≤q(2l)
+
∑
q(2l)<n
.(45)
Using the formula
∑
n≤x d(n) = x log x + x(2γ − 1) + O(x1/3) and following Atkinson,
we estimate the sums in (45) as  (qT )−1/4 log2 qT ; hence, we have W3  q1/2 log2 qT .
Therefore (38) follows by combining (40), (41), (43), (44) and estimations of Wi . Similarly
(37) follows.
10. I1,2 and J2 cancel out each other (completion of the proof of Theorem 3)
To complete the proof of (20) it is enough to show
I1,2 = −J2 + O(q1/2 log2 qT ) + O
(
q3/2+2ε
T 1/6−ε
)
.(46)
Define functions K(t, n) and K˜(t, n) by
K(t, n) = |a(n, χ)| 1√
2
1√
n/q
cos
(
f (t, n/q) − π n
q
+ arg a(n, χ)
)
{(
t
2πn/q
+ 1
4
)1/4
ar sinh
√
πn
2tq
}−1
and
K˜(t, n) = 2q1/2 |b(n, χ)|
n1/2
(
log
tq
2πn
)−1
cos
(
g(t, n/q) + arg b(n, χ)
)
.
By an argument similar to that in previous sections, we have
I1,2 =
∑
X<n≤2X
K(2T , n) + O
(
q1+ε
T 1/2−ε
)
(47)
and
J2 =
∑
η2<n≤η1
K˜(2T , n) + O(q1/2 log2 qT )
+ O
(
q5/4
T 1/4
)
+ O
(
q2/3+ε
T 1/6−ε
)
+ O
(
q3/2+2ε
T 1/2−ε
)
,
(48)
where η2 = ql(2T , q−12X) and η1 = ql(2T , q−1X). If we can show∑
η2<n≤η1
K˜(2T , n) = −
∑
X<n≤2X
K(2T , n) + r(T ) ,(49)
where r(T ) is an error term whose order is lower than those given in (47) and (48), then (46)
follows. Such idea is an analogue of the proof of (8). If we would follow Hafner and Ivic´,
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we should modify the sum of Dirichlet polynomials K˜(2T , n) into the sum of polynomials
K(2T , n) by Jutila’s transformation formula in [7]. To carry out such modification we
should obtain Voronoi’s formula for
∑
n≤x b(n, χ) with complicated calculations. It would
be a tedious work.
Therefore we select another idea to show (46) in this section. From the definition of
S1(2T , n) it follows that
I1,2 =
∑
X<n≤2X
S1(2T , n)
=
∑
X<n≤2X
1
i
{
a(n, χ)
∫ ∞
0
exp i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
−a(n, χ)
∫ ∞
0
exp −i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
}
+
∑
X<n≤2X
1
i
{
−a(n, χ)
∫ ∞
0
exp i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
a(n, χ)
∫ ∞
0
exp−i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
}
.
Here the latter sum of integrals is an error term. It is estimated by

∑
X<n≤2X
d(n)
(2T )1/4
(
q
n
)5/4
 q
1+ε
T 1/2−ε
(50)
from Lemma 5 with Remark 5. Hence
I1,2 =
∑
X<n≤2X
1
i
{
a(n, χ)
∫ ∞
0
exp i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
−a(n, χ)
∫ ∞
0
exp−i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
}
+ O
(
q1+ε
T 1/2−ε
)
.
Moreover we can calculate
∑
X<n≤2X
1
i
{
a(n, χ)
∫ ∞
0
exp i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
−a(n, χ)
∫ ∞
0
exp −i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
}
 q
1+ε
T 1/2−ε
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by an argument similar o that of (50). Hence
I1,2 =
∑
X<n≤2X
1
i
{
a(n, χ)
∫ ∞
0
exp i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
− a(n, χ)
∫ ∞
0
exp−i
(
2πny/q + 2T log 1+y
y
)
C1/2(y)
dy
}
−
∑
X<n≤2X
1
i
{
a(n, χ)
∫ ∞
0
exp i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
− a(n, χ)
∫ ∞
0
exp−i
(
2πny/q − 2T log 1+y
y
)
C1/2(y)
dy
}
+ O
(
q1+ε
T 1/2−ε
)
=
∑
X<n≤2X
2

{
1
i
a(n, χ)
∫ ∞
0
exp i
(
2πny/q
)(
e
i2T log 1+yy − e−i2T log 1+yy
)
C1/2(y)
dy
}
+ O
(
q1+ε
T 1/2−ε
)
= 2

{
−i
∫ 1/2+i2T
1/2−i2T
∑
X<n≤2X
a(n, χ)h(u,−n)du
}
+ O
(
q1+ε
T 1/2−ε
)
.
The innner sum of the integral is modified as
∑
X<n≤2X
a(n, χ)h(u,−n) =
∫ 2X
X
h(u,−x)dA(x, χ)
=
[
Δχ(x)h(u,−x)
]2X
X
−
∫ 2X
X
Δχ(x)
∂
∂x
h(u,−x)dx .
Here we can estimate
∫ 1/2+i2T
1/2−i2T
[
Δχ(x)h(u,−x)
]2X
X
du  q
2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
,
by the same way as I2. Hence we obtain
I1,2 = 2

{
i
∫ 1/2+i2T
1/2−i2T
∫ 2X
X
Δχ(x)
∂
∂x
h(u,−x)dxdu
}
+O
(
q1+ε
T 1/2−ε
)
+ O
(
q2/3+ε
T 1/6−ε
)
+ O
(
q3/2+2ε
T 1/2−ε
)
.
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Moreover the double integral on the right-hand side is
= −2

{∫ 2X
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
[
e
it log 1+yy
i
(
it − 1
2
− 1
log 1+y
y
)]2T
−2T
dydx
}
= −2

{∫ 2X
X
Δχ(x)
x
∫ ∞
0
e2πixy/q
C3/2(y)
2T ei2T log
1+y
y dydx
}
+ Y , say .
(51)
Here Y means remaining integrals. Easily we obtain
Y  q
2/3+ε
T 1/6−ε
+ q
3/2+2ε
T 1/2−ε
,
by the same way as E1, E2 and E3. The first term on the right-hand side of (51) is equal to
−J2; hence, we have proved (46) without O(q1/2(log qT )2) . Combining (21), (33)–(39)
and (46), we have (20). Therefore we have completed the proof of Theorem 3.
11. Proof of Theorem 2
Theorem 2 is an analogue of Heath-Brown’s work (7). Our proof is carried out by an
argument similar to that of (7) which can be found in Ivic´’s book [5] pp. 465–470; hence,
we just sketch it.
To prove Theorem 2 it is sufficient to show
∫ 2T
T
Λ(t, χj , χk)
2dt = 2
3
q3/2√
2π
Cχj ,χk
(
(2T )3/2 − T 3/2)
+O(q5/2+εT 5/4(log qT )3) + O(q3+εT (log qT )6) .
Replacing T by T/2, T/22, . . . , T/2L with L = [(log T − log log T )/ log 2] + 1 and
summing up them, we have Theorem 2. Let α(n) = a(n, χj ) − a(n, χk), and β(n) =
b(n, χj ) − b(n, χk). Using Theorem 3 with T = t , X = qT , we have
Λ(t, χj , χk) = E(t, χj ) − E(t, χk) = Λ1(t) + Λ2(t) + R(t)
where
Λ1(t) := Σ1,χj (t, qT ) − Σ1,χk (t, qT )
= q
1/2
23/2
∑
n≤qT
1√
n
{
α(n)e
i
(
f (t,n/q)−πn/q
)
+ α(n)e−i
(
f (t,n/q)−πn/q
)}
×
{(
tq
2πn
+ 1
4
)1/4
ar sinh
√
πn
2tq
}−1
,
Λ2(t) := Σ2,χj
(
t, l(t, T )
) − Σ2,χk
(
t, l(t, T )
)
= −q1/2
∑
n≤ql(t,T )
1
n1/2
(
log
tq
2πn
)−1{
β(n)eig(t,n/q) + β(n)e−ig(t,n/q)
}
,
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and R(t) is a certain quantity satisfying  q(log qt)3 + q3/2+ε. We see
∫ 2T
T
Λ(t, χj , χk)
2dt =
∫ 2T
T
{
Λ1(t)
}2
dt + 2
∫ 2T
T
Λ1(t)
{
Λ2(t) + R(t)
}
dt
+
∫ 2T
T
{
Λ2(t) + R(t)
}2
dt .
(52)
The main term will come from the first integral. To demonstrate this we merely squre out
Λ1(t) and Λ2(t), and integrate term by term them. It follows that
∫ 2T
T
Λ1(t)
2dt = 2
3
q3/2√
2π
Cχj ,χk
(
(2T )3/2 − T 3/2) + O(q2+εT 1+ε)(53)
and
∫ 2T
T
Λ2(t)
2dt  qT log4 qT .(54)
Finally we complete the proof. By using (54) and R(t)2  q3+ε(log qt)6, we have
∫ 2T
T
(
Λ2(t) + R(t)
)2
dt ≤ 2
∫ 2T
T
(
Λ2(t)
2 + R(t)2)dt
 q3+εT (log qT )6 .
(55)
The Cauchy-Schwarz inequality gives
{∫ 2T
T
Λ1(t)(Λ2(t) + R(t))dt
}2

∫ 2T
T
Λ1(t)
2dt
∫ 2T
T
(
Λ2(t) + R(t)
)2
dt
 q5+εT 5/2(log qT )6 .
(56)
Hence we complete the proof, by combining (52), (53), (55) and (56).
12. Proof of Theorem 1
To prove Theorm 1 it is enough to show Cχj ,χk = 0 when χj = χk .
Assume that Cχj ,χk = 0; namely, a(n, χj ) = a(n, χk) for all n. This assumption
leads to F(s, χj )= F(s, χk) for all s ∈ C. Especially F(−m/2, χj )= F(−m/2, χk) for
any odd numbers m. Using the functional equation (13), we obtain
τ (χj )
−1
∞∑
n=1
d(n)χj (−n)
n1+m/2
e−2πin/q = τ (χk)−1
∞∑
n=1
d(n)χk(−n)
n1+m/2
e−2πin/q ,
for any odd numbers m. Hence
χj (n)τ (χk) = χk(n)τ (χj )(57)
holds for n ∈ N. But this is a contradiction. When τ (χj ) = τ (χk), there exists an n0 > 1
such that χj (n0)τ (χk) = χk(n0)τ (χj ). When τ (χj ) = τ (χk), obviously χj (n)τ (χk) =
χk(n)τ (χj ) for n = qr + 1 (r = 1, 2, 3, . . . .). Therefore the condition (57) does not hold
for any primitive χj and χk with χj = χk .
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Hence there exists a number n such that a(n, χj ) = a(n, χk); namely, Cχj ,χk = 0.
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