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1. INTRODUCTION 
1.1 General  Remarks 
One of t h e  major problems i n  speech r e c o g n i t i o n  i s  the 
e x c e s s i v e  complexi ty  of the s i g n a l  t h a t  i s  t o  be analyzed.  
Each s y l l a b l e  of a spoken word may invo lve  several motions 
of the a r t i c u l a t o r y  t r a c t  t o  g e n e r a t e  the desired sound. 
S ince  each of  these motions must produce a d i f f e r e n t  sound, 
a speech a n a l y z e r  must produce a corresponding d i f f e r e n t i a -  
t i o n  i n  i t s  o u t p u t  f o r  each of t h e s e  d i f f e r e n t  sounds. 
Hence much data  are produced for  even a s imple  sen tence .  A 
method fo r  handl ing  t h e s e  data conven ien t ly  and f o r  pre-  
s e n t i n g  them e f f i c i e n t l y  was necessary .  With t h e  c o l l e c t i o n  
of t h e s e  data made, a method o f  a n a l y s i s  t o  de te rmine  
uniquely  t h e  i n v a r i a n t  p a t t e r n s  for  each spoken word had t o  
be found, Such a method f o r  data c o l l e c t i o n  and a n a l y s i s  
of  speech w i l l  be described i n  t h e  fo l lowing  pages.  
1 . 2  Analys is  and Syn thes i s :  E a r l y  Developments 
Speech i s  u s u a l l y  accepted as t h e  m o s t  n a t u r a l  method 
fo r  t h e  t r ansmiss ion  of informat ion  f o r  man, and t h e  h i s t o r y  
of " t a l k i n g  automata" goes very  f a r  back, indeed. "Speaking 
machines" developed i n  t h e  e i g h t e e n t h  c e n t u r y  can s t i l l  be 
seen i n  museums. The m o s t  remarkable one w a s  b u i l t  b y  
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Wolfgang von Kernpelen.' 
e x c i t e  hand v a r i e d  r e sona to r s  t o  produce voiced sounds, 
whi le  b e l l o w s  provided a i r  t o  t h e  reeds .  R e s t r i c t e d  
passages c o n t r o l l e d  by  t h e  o p e r a t o r  produced t h e  consonants .  
Von Kempelen's machine u t i l i z e d  t h e  basic p r i n c i p l e  of 
modern vocoders,  i .e . ,  s e p a r a t i n g  t h e  "voicing sound gen- 
H i s  automaton u t i l i z e d  reeds t o  
e r a t o r "  with l i t t l e  information f r o m  a " c o n t r o l l e r "  wi th  
almost a l l  t h e  information.  
The f i rs t  sys temat ic  s tudy  of speech sounds, however, 
w a s  done by Helmholtz i n  t h e  n ine t een th  century.* 
able t o  s y n t h e s i z e  vowel sounds by v i b r a t i n g  a number of 
p i t c h f o r k s  a t  selected f requencies .  The f i rs t  recording 
of t h e  waveforms of speech sounds was made by a device  
called t h e  "phonautograph." U p  t o  t h e  e a r l y  twen t i e s ,  many 
i n v e s t i g a t o r s  of speech suspected t h a t  speech sounds a r e  
c h a r a c t e r i z e d  by m u l t i p l e  resonances.  A t  t h a t  t i m e ,  S i r  
Richard Paget13 determined t h a t  vowels and o t h e r  sounds 
w e r e  c h a r a c t e r i z e d  by two or three dominant resonances i n  
t h e  voca l  t r a c t .  
H e  w a s  
1.3 Analysis  and Syn thes i s$  Recent Developments 
A f t e r  t h e s e  promising beginnings,  speech i n  t he  las t  
f e w  decades h a s  been t h e  s u b j e c t  of i n t e n s i v e  r e sea rch  
e f f o r t  as a reshlt  of r e c e n t  developments i n  the theory  of 
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communication and artificial intelligence. The goal of 
this machine-oriented speech research is an effective man- 
machine verbal communications system. This system must 
convert speech into a code that permits machine recognition 
of speech, and ultimately must be able to synthesize speech. 
The first step toward this goal was Dudley's "vocoder. 11 5 
A vocoder is a bandwidth compression system which 
analyzes and later resynthesizes speech from transmitted 
control signals. Gazdag says, "The basic idea, from an 
articulatory point of view, is to transmit only signals to 
specify the movements of the vocal tract for the purpose of 
controlling an artificial vocal tract at the receiving 
end. I 1  7 
The first vocoder utilized a set of bandpass filters 
of a bandwidth of 150 H z .  The rectified and smoothed filter 
outputs were modulated to synthesize the sound. A summation 
of the modulated control signals formed the resynthesized 
speech which was fairly intelligible but lacked naturalness. 
It was found that the transmission of the control signals 
required only 10 per cent of the bandwidth covered by the 
filters which in theory meant that only 10 per cent of the 
channel capacity is required to transmit the speech signals. 
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Since t h e  f i rs t  vocoder, t h e r e  h a s  been, d e s p i t e  many 
efforts,  no major breakthrough i n  vocoding techniques.  
There have been, however, improvements i n  c i r c u i t r y  and 
components, b u t  t h e  b a s i c  p r i n c i p l e s  have n o t  apprec iab ly  
changed e 
1.4 Short- t ime Spectrum 
The a r e a  of speech r ecogn i t ion  i s  q u i t e  a l l i e d  t o  t h a t  
of t h e  vocoders a s  t h e  ou tpu t  of the f i l t e r s  of t h e  vocoder 
do y i e l d  enough information f o r  one t o  be a b l e  t o  understand 
what i s  being spoken i n t o  t h e  f i l t e r s ,  The c o l l e c t i o n  of 
a l l  t h e  in s t an taneous  f i l t e r  ou tpu t s  i s  r e f e r r e d  t o  a s  t h e  
"short- t ime spectrum. I' V i s u a l l y  d isp layed ,  t h e s e  s p e c t r a  
a r e  c l e a r l y  d i s t i n g u i s h a b l e  and can be read  with reasonable  
accuracy (see Figure 1 f o r  example).  
It has  been noted t h a t  t h e  "short- t ime spectrum" h a s  
peaks a t  va r ious  f requencies ,  known a s  "formant f r equenc ie s . "  
These peaks s e e m  t o  occur  more or less p e r i o d i c a l l y .  The 
set of  peaks a t  t h e  lowest f r equenc ie s  i s  known as t h e  f i r s t  
formant;  t h e  next  l o w e s t ,  t h e  second, etc. I n  1952, using 
t h e  f i r s t  t h r e e  formants,  David Biddulph and Balashek3 w e r e  
able t o  recognize t h e  spoken d i g i t s ,  "one, I' "two, ' I . .  . , 
' ' t en ,"  with n e a r l y  98 pe r  c e n t  accuracy f o r  a system ad- 
j u s t e d  t o  t h e  s p e a k e r ' s  vo ice .  
TYPE E SONAGRAM QO 
. 1 L 
f I- 
Figure 1. A Sonagram f o r  t h e  Word "SEVEN" 
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There have been many o t h e r  systems s i n c e  this, b u t  
a l l  w e r e  l i m i t e d  t o  the r e c o g n i t i o n  of vowels i n  the w e l l  
de f ined  c o n t e x t  of t h e  t e n  spoken d i g i t s  pronounced under 
e x a c t  l a b o r a t o r y  cond i t ions .  
The d i f f i c u l t i e s  i n  speech r ecogn i t ion  are q u i t e  
s i g n i r i c a n t .  Speech by i t s  v e r y  n a t u r e  i s  n o t  a "n ice"  
cont inuous s i g n a l  amenable t o  the basic too ls  of an engineer .  
Everyone speaks d i f f e r e n t l y :  moreover, each p e r s o n ' s  vo ice  
changes w i t h  v a r i o u s  s i t u a t i o n s ,  The code of speech is  n o t  
s imple t o  break. 
1 .5  Gazdag I s Decoder 
Gazdag7 has a t t a c k e d  t h i s  problem i n  a rather i n t e r e s t -  
i n g  manner. H e  cha l lenged  the u s e f u l n e s s  of phonet ic  con- 
c e p t s  as, e.g., "phonemes" i n  speech a n a l y s i s  based on 
mechanical processors, I n s t e a d  of us ing  phonemes as t h e  
basic speech u n i t s ,  he suggested l e t t i n g  t h e  des ign  of the 
ana lyz ing  system d e f i n e  these basic u n i t s  which h e  cal led 
"machine e v e n t s , "  Machine e v e n t s  are i n  h i s  specific case 
a func t ion  of t h e  set of o u t p u t  s i g n a l s  of t h e  f i l t e r s  of 
a w e l l  d e f i n e d  system h e  called "Processor." Some phonemes 
may be machine e v e n t s  b u t  o t h e r s  may be a series of machine 
even t s .  The d e f i n i t i o n  of a machine event  i s  c h a r a c t e r i z e d  
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by  t h e  s t r u c t u r e  and ope ra t ion  of t h e  machine used. Machine 
even t s  are f u n c t i o n a l l y  de f ined ,  They y i e l  in format ion  
about  the a r t i c u l a t i o n  of t h e  speaker  i n  order t o  d i f f e r e n -  
t i a t e  conven ien t ly  h i s  gpeech sounds. 
Gazdag g i v e s  t w o  requirements  for  such a Processor. 
The Processor must operate i n v a r i a n t l y  w i t h  respect t o  
v a r i o u s  i n t e n s i t i e s  of l i k e  u t t e r a n c e s :  secondly,  it must 
o p e r a t e  i n v a r i a n t l y  wi th  respect t o  temporal v a r i a t i o n s  of 
l i k e  u t t e r a n c e s .  The reasons  for these requirements  are 
f a i r l y  obvious.  I n t e n s i t y  i n v a r i a n c e  i s  needed because one 
u s u a l l y  does n o t  speak a t  t h e  same volume c o n s t a n t l y :  
s i m i l a r l y ,  i n v a r i a n c e  wi th  respect t o  t i m e  v a r i a t i o n  i s  
r e q u i r e d  s i n c e  one does n o t  always s p e a k ' a t  t h e  s a m e  rate. 
L e t  u s  c o n s i d e r  t h e  Processor  as a pa r t  of a l a r g e r  
system--the Decoder. When a w r i t t e n  message i s  read by  a 
speaker  i n t o  the i n p u t  of Decoder, a reproduct ion  of the 
w r i t t e n  message appears a t  the o u t p u t  of the Decoder. I n  
a f u n c t i o n a l  sense ,  the Decoder can be thought  of as a 
system that  performs s o m e  k ind  of a many-to-brae mapping 
f r o m  t h e  s i g n a l  space t o  the message space.  The sys t em ' s  
i n p u t  i s  a con t inuous ly  vary ing  speech s i g n a l ,  w h i l e  i t s  
o u t p u t  can assume o n l y  a f i n i t e  number of discrete states. 
The message i s  expressed  i n  t e r m s  of these o u t p u t  states. 
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Two major ope ra t ions  are performed by t h e  Decoder 
(F igure  2 ) .  The f i rs t  s t a g e  i s  c a l l e d  t h e  "Processor." It  
transforms t h e  speech s i g n a l  i n t o  machine even t s  as des- 
cribed above. The second s t a g e  i s  c a l l e d  t h e  "Translator,!" 
This s t a g e  o p e r a t e s  on the ou tpu t  of the "Processor," 
t r a n s l a t i n g  sequences of machine even t s  i n t o  ou tpu t  messages. 
F i r s t ,  l e t  u s  cons ider  the Processor ,  I t  h a s  only  one 
i n p u t  channel  b u t  h a s  n b i n a r y  o u p u k  channels ,  
u i ; i = l ,  -. ., , n  
where t h e  va lues  t h a t  the c h a n n e l ' s  s i g n a l  ui may assume a r e  
u i  = 0,  1 
A t  any i n s t a n t ,  the set of ougputs of t h e  Processor  w i l l  be 
i n t e r p r e t e d  as a r o w  v e c t o r .  
Un) u = (uy,  U 2 , . ' . ,  
which can assume 2n p o s s i b l e  s t a t e s ,  Each of t h e s e  states 
s i g n i f i e s  a machine event  w h i c h  i n  t u r n  may be thought  of 
a s  t h e  machine r e p r e s e n t a t i o n  of a set of a r t i c u l a t o r y  posi-  
t i o n s  of a s p e a k e r ' s  voca l  t rac t ,  A t  t h i s  p o i n t ,  i t  i s  
necessary  t o  p o s t u l a t e  t h a t  when a speaker  gene ra t e s  a 
word, h i s  a r t i c u l a t o r s  move s imultaneously and cont inuously 
t o  produce a sequence of a r t i c u l a t o r y  p o s i t i o n s ,  Therefore,  
when t h e  speaker  u t t e r s  a word ( o r  p a r t  of it) a t  s l o w e r  or 
faster rates, h e  executes  approximately the same sequence 
9 
. 
k 
a, a 
0 u 
a, a 
ul 
tn 
rd a 
N 
- 
cu 
a, 
10 
of a r t i c u l a t o r y  g e s t u r e s  a t  a s l o w e r  o r  faster rate. The 
n e c e s s i t y  of t h i s  p o s t u l a t e  i s  obvious f r o m  the viewpoint  
of parsimony as w e l l  as common sense.  Even i f  we spoke 
us ing  d i f f e r e n t  a r t i c u l a t o r y  p o s i t i o n s  a t  d i f f e r e n t  ra tes  
w h i l e  saying the same word, t h e  sequence of sounds we  h e a r  
must have c o n s i d e r a b l e  s i m i l a r i t y :  otherwise the d i f f e r e n t  
u t t e r a n c e s  would n o t  sound as though t h e y  r ep resen ted  t h e  
s a m e  word. Hence the  information about t h e  i d e n t i t y  of a 
spoken w o r d  i s  r ep resen ted  by t h e  o r d e r  of occurrence  of a 
sequence of N machine events .  
The d u r a t i o n  of each U .  p rovides  an i n d i c a t i o n  of t h e  
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ra te  of u t t e r a n c e  b u t  i t s  d u r a t i o n  is i r r e l e v a n t  as p r i n t e d  
e q u i v a l e n t  of t h e  u t t e r a n c e .  
Each ui of t h e  r o w  v e c t o r  r e p r e s e n t s  independent proper-  
t i e s  r e l a t i n g  t o  the u t t e r a n c e s :  therefore i f  independent i n  
va lue ,  the p r o b a b i l i t y  of m o r e  t h a n  one element of the r o w  
v e c t o r  changing a t  the s a m e  i n s t a n t  i s  i n f i n i t e s i m a l l y  
s m a l l  fo r  pract ical  purposes.  Therefore t h e  Hamming d i s -  
t ance  between t w o  a d j a c e n t  machine e v e n t s  must be un i ty .  
This means tha t  o n l y  one component, u , of t w o  a d j a c e n t  
r o w  v e c t o r s  changes i t s  value.  For example, c o n s i d e r  the 
i 
fol lowing r o w '  vec tor :  
0 .4'4 0000 110000 101000  100100 f. Oh0\ 100 10 1000 1 
I t  can change on ly  t o  t h e  row v e c t o r s  shown above. 
L e t  us cons ide r  w h a t  t h i s  impl ies  for t h e  decoding of 
speech. F i r s t ,  cons ide r  t h e  sequence of N machine events ,  
u u u  U 
0'  1" 2 ' - * - u  N 
where U i s  t h e  n - d i g i t  b i n a r y  number i 
Since  t h e  p o s s i b l e  r e p r e s e n t a t i o n  of each machine event  fs 
2n, the number of possible r e p r e s e n t a t i o n s  of a spoken word 
of a sequence of N machine even t s  i s  2nN i f  the c o n s t r a i n t  
of a Hamming d i s t a n c e  of one u n i t  for ad jacen t  machine 
I 
even t s  does n o t  hold, For example, the spoken d i g i t s ,  
"one, 'I " t w o ,  I' "three, 'I etc, , are rep resen ted  by between 8 
and 15 machine even t s ,  whi le  more p o l y s y l l a b i c  w o r d s  w i l l ,  
of course ,  r e q u i r e  many m o r e  machine even t s  t o  r e p r e s e n t  
them. This means that  i f  t h e  machine r e p r e s e n t a t i o n  of a 
spoken w o r d  w a s  a sequence, say  of 10 machine even t s  (N=10), 
I? 
each wi th  6 ou tpu t  channels  (n=6) ,  there cou ld  be 260 o r  
approximately l o x 8  p o s s i b l e  r e p r e s e n t a t i o n s  
t h e  c o n s t r a i n t  of a Hamming d i s t a n c e  of one u n i t  on ly  be- 
tween subsequent machine e v e n t s  i n t o  c o n s i d e r a t i o n ,  the 
number of possible r e p r e s e n t a t i o n s  decreases d r a s t i c a l l y .  
For the r e p r e s e n t a t i o n  of 10 machine e v e n t s  w i t h  6 ou tpu t  
channels  as beforeo there are o n l y  1 . 1 ~ 1 0 ~ ~ ,  o r  approxi-  
mately 234 p o s s i b l e  r e p r e s e n t a t i o n s .  
c o n s t r a i n t  on t w o  subsequent  machine even t s  provides  a 
code tha t  reduces the enthopy of uncons t ra ined  sequences of 
60 b i t s ,  as i n  the example above, t o  s l i g h t l y  m o r e  than 
3 4  b i t s ,  
However, t a k i n g  
I n  other words, the 
Because of t h e  ambiguity of t h e  encoding p rocess ,  a 
set of speech even t s  f o r  a p a r t i c u l a r  spoken w o r d  by  a 
p a r t i c u l a r  speaker  may v a r y  f r o m  t r i a l  t o  t r i a l .  However, 
due t o  t h e  fact  tha t  the voca l  t ract  goes through approxi- 
mate ly  the same process  fo r  each u t t e r a n c e  of a w d r d ,  t h e  
sequences should possess many of the s a m e  machine even t s .  
Gazdag ca l l s  t h e  sequence of common machine e v e n t s  a 
" S i g n i f i c a n t  Subsequence, I' ( S S S )  . T h i s  means t h a t  i n  
repeated u t t e r a n c e s  of the s a m e  w o r d ,  W 
13 
(where S.(W) represents the sequence of N machine events 
1 i 
of the i-th utterance of word and W represents in the 
'k, 1 
kth utterance of the same word W the lth machine event in 
the representation of that utterance), there exists the 
largest common sequence of speech events that is sufficient 
to signify this particular word. 
Let us consider the sequence S.(W). It is an ordered 
1 
set of Ni elements. The number of ordered subsets of m 
elements for S. (W) is 
1 
m 
(Nil m) = 
The total number of non-empty subsets is 
N 
( N ) = 2 i - 1  
For each utterance Si(W), all the subsets are established: 
(Ni) (i.e- I the set of all ordered subsets). We now Y 
form the intersection of all the 
14 
and se l ec t  the elements with la rges t  m of t h i s  n e w  set, 
If there i s  one and only ones th i s  i s  the SSS.. I f  there 
a re  more, we i t e r a t e ,  
L e t  u s  look a t  some of the charac te r i s t ics  of these 
SSS's. Consider the following SSS fo r  the word W of 
repeated utterances. 
* 
where U represents the j t h  machine event of the SSS for  
the word W. The most obvious charac te r i s t ic  i s  tha t  each 
j 
* 
i s  included i n  each S .  (W) : otherwise 1' 1 machine event, U 
it could not be a charac te r i s t ic  pa r t  of t ha t  word W. I f  
t h i s  were not the case, the sound of the vowel "u" could be 
said t o  be charac te r i s t ic  of the sound of the word "car." 
The second charac te r i s t ic  i s  the sequential nature of 
the subsequence i t se l f .  The par t icu lar  sound represented 
by LT i-1 m u s t  be followed by, b u t  does not necessarily have 
to  be, immediately adjacent to ,  U i n  a par t icu lar  or iginal  
sequence, For example, U may correspond t o  the tenth 
* 
* 
* 
machine event, Ui, lo ,  i n  a par t icu lar  sequence i, while 
U may correspond t o  the fourteenth machine event, U 
i, 14' 
These two charac te r i s t ics  a re  the two major p i l l a r s  of the 
* 
hypothesis which claims tha t  a spoken word can be ident i f ied 
by i t s  SSS. 
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L e t  us  now b r i e f l y  cons ide r  t h e  Processor used i n  t h i s  
experiment,  for t h e  s p e c i f i c  de t a i l s  are d i scussed  else- 
w h e r e . 7  (See F igure  3 . )  I n  g e n e r a l ,  t h i s  Processor con- 
s is ts  of twelve f i l t e rs  which cover  the frequency spectrum 
f r o m  150 Hz t o  3000 Hz, Each covers  a p a r t i c u l a r  band of 
t h i s  spectrum. The o u t p u t s  of the f i l t e rs ,  a are analog i' 
i n  n a t u r e ,  t he reby  y i e l d i n g  informat ion  n o t  o n l y  of the 
e x i s t e n c e  of a component a t  tha t  f i l t e r ' s  f requency b u t  
a l so  i t s  magnitude. 
The informat ion  c o n t e n t  of the set  of t h e s e  f i l t e r  
o u t p u t s  i s  redundant15, and the  f i r s t  problem is  t o  f i n d  a 
way t o  reduce t h i s  redundancy. I f  we cons ide r  t h e  set  of 
a l l  f i l t e r  o u t p u t s  t o  be rep resen ted  by  a twelve dimensional 
space, the  in s t an taneous  s t a t e  of a l l  f i l t e r s  may be repre-  
s e n t e d  by a v e c t o r  i n  t h i s  space. A f t e r  cons ide rab le  ex- 
pe r imen ta t ion ,  Gazdag w a s  able t o  s h o w  t h a t  the e s sen t i a l  
in format ion  about  speech sounds i s  preserved  b y  l o c a t i n g  
t h i s  v e c t o r  i n  w e l l  de f ined  r eg ions  of  t h i s  space t h a t  are 
separated b y  s i x  s t r a t e g i c a l l y  placed hyperplanes.  These 
hyperp lanes  p a r t i t i o n  the twelve dimensional  space i n t o  64 
r eg ions .  The v e c t o r  i n  t h i s  twelve dimensional  space which 
represents the p a r t i c u l a r  sound e n t e r i n g  t h e  f i l ters  a t  a 
g iven  i n s t a n t  i n  t i m e  moves through these 64 r eg ions ,  
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caus ing  t h e  machine event  g e n e r a t o r  (F igu re  3 )  t o  have a 
specific o u t p u t  s t a t e  corresponding t o  t h e  reg ion  i n  which 
t h e  v e c t o r  i s  a t  t h a t  given i n s t a n t .  These o u t p u t  states 
are cal led the "machine even t s "  which w e r e  d i scussed  
earlier.  Due t o  the t i m e  response of t h e  f i l t e r  o u t p u t s ,  
any machine even t  t o  be cons idered  meaningful must persist  
for  a t  l eas t  20 m s e c .  Using t h i s  c r i t e r i o n  p l u s  t h e  one 
u n i t  Hamming d i s t a n c e  c o n s t r a i n t ,  Gazdag w a s  a b l e  t o  deter- 
mine t h e  SSS f o r  a s p e c i f i c  w o r d ,  g iven  s e v e r a l  s t r i p  re- 
co rd ings  from t h e  machine even t  g e n e r a t o r  of repeated 
u t t e r a n c e s  of t h a t  w o r d .  (See F igure  4 for  examples.) This 
procedure i s  t e d i o u s  and time-consuming. The problem tha t  
w i l l  be dea l t  wi th  i n  t h e  fol lowing pages i s  how t o  d e f i n e  
o p e r a t i o n a l l y  this procedure o f  de te rmina t ion  of these SSS's 
and h o w  t o  assemble a system t o  do t h i s  de te rmina t ion  
au tomat i ca l ly .  
W 
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2. THE ALGORITHM 
Before any hardware can be made, it is necessary to 
find first an algorithm that computes significant sub- 
sequences, (SSS) . Let us consider Table 1. Each column 
represents the machine encoding of a particular spoken word 
"W"--in this case it is the digit "ONE"--in the form of a 
sequence of machine events. In developing the desired 
algorithm, one sequence may be chosen as the standard of 
comparison to which the other sequences are then compared. 
Let us pick the sequence S as the standard. The 1 
first member of the standard, U is compared with the 
members of the other sequences in the following manner. 
1,l' 
When the S2 sequence for the comparison is used, U is 
1,1 
If it is identical, the fact is noted 2 , l "  compared to U 
and the next sequence, say S 3 ,  is inspected, If U and 
is compared to U If they 
are identical, the fact is noted and the next sequence is 
1,1 
1,1 2 , 2 "  are not identical U u2, 1 
and U are identical, the process is 
181 282 
inspected. If U 
continued until a match is found or a quarter of the length 
of the S (the LOWER SEARCH LIMIT) has been searched. If 
no match has been found, the fact is noted and the next 
2 
sequence is searched in the same way as the S2 sequence was 
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i n spec ted .  The process con t inues  u n t i l  t h e  sequences o t h e r  
than the chosen sequence have been i n s p e c t e d  for  the 
Once a l l  1,l" e x i s t e n c e  of a machine even t  i d e n t i c a l  t o  U 
sequences have been searched,  a t a l ly - -o r  vote--of t h e  num- 
ber of sequences having a match f o r  U i s  taken .  I f  a l l  
t h e  sequences,  o r  a l l  b u t  one  sequence, have a match f o r  
1,1 
then U i s  cons idered  a COMMON MACHINE EVENT. This 
5,1' 1,1 
i s  called t h e  "ALL BUT ONE CONSTRAINT." I n  a l l  t h e  se- 
quences w h i c h  have a match f o r  U t h e  UPPER SEARCH LIMIT 
i s  set  equa l  t o  t h e  s e q u e n t i a l  l o c a t i o n  p l u s  one of t h e  
1,1 
match U . This means t h a t  i n  s ea rch ing  f o r  a match for 
1,1 
t h e  sea rch  w i l l  beg in  i n  a p a r t i c u l a r  sequence a t  %, 2' 
t h e  upper search l i m i t  and con t inue  u n t i l  a match i s  found 
o r  a q u a r t e r  of  t h e  l eng th  of t h e  sequence beyond t h e  upper 
sea rch  l i m i t  or t h e  end o f  t h e  sequence, whichever comes 
f i r s t ,  i s  in spec ted ,  I n  t h e  case of a sequence wi thout  a 
match f o r  U the upper search l i m i t  i s  the f i r s t  machine 
even t .  All common elements  taken i n  order of d i scove ry  
1,l' 
f o r m  the SSS. 
When t h e  m e m b e r  of t h e  chosen sequence i s  located to- 
w a r d  the end of the sequence, the l o w e r  search  l i m i t  of  the 
o t h e r  sequence ( i .e . ,  t h e  upper search  l i m i t  p l u s  a q u a r t e r  
of t h e  sequence l eng th )  may exceed t h e  l eng th  of t h a t  
22 
sequence. Therefore it is necessary to redefine the lower 
search limit as the last member of that sequence, (See 
Figure 5 for the cases,) 
There is also a problem if the last members of two 
sequences are chosen as common subevents, and there still 
are elements in the chosen sequence tQ be tested for match- 
ing, In this case, the algorithm is ended since the 
criterion for a common machine event cannot be satisfied. 
There is one weakness with the algorithm as it now 
stands, Consider the following sequence of numbers repre- 
s5 senting machine events in sequences S1, S2, ..., 
S1: 1 2 3 1 4 7 6 3  
: 1 2 3 4 1 7 6 3  s2 
S3: 1 2 3 5 1 4 1 7 6 3  
: 1 5 2 3 1 4 1 7 6 3  
: 1 2 3 1 2 4 1 8 7 6 3  
s4 
s5 . 
If sequence S were used as the chosen.standard, the SSS is 1 
SSSl: 1 2 3 1 4  7 6 3 
If sequence S were used as the chosen standard, the SSS is 2 
SSS2: 1 2 3 4 1 7 6 3 
If any of the remaining S ' s  were used as the chosen i 
standard, the SS-S is 
S S S :  1 2 3 1 4 1 7 6 3 ,  i = 3 , 4 , 5 ,  i 
23 
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To e l i m i n a t e  t h i s  ambiguity,  each sequence i s  used as t h e  
s t anda rd ,  t h e  set of SSS's gene ra t ed  i s  treated as a set 
of sequences and p u t  through t h e  a lgor i thm again!  The re- 
s u l t  of t h i s  i terated a p p l i c a t i o n  of  t h e  a lgor i thm produces 
* uniquely  the "True S i g n i f i c a n t  Subsequence," SSS . For ex- 
ample, us ing  t h e  a lgo r i thm on t h e  f ive,  sequences above, we  
f i n d  the fol lowing:  
Using S as  the s t anda rd ,  t h e  SSS i s  
1 
1 2 3 1 4 7 6 3  
U s i n g S :  1 2 3 4 1 7 6 3  
U s i n g S  - 1 2 3 1 4 1 7 6 3  
Using S : 1 2 3 1 4 1 7 6 3 
1 2 3 1 4 1 7 6 3  Using S 
2 
3' 
4 
5: 
Now when t h e  set of SSS's (denoted by  SSS " '1 i s  aga in  
p u t  through t h e  a lgor i thm,  us ing  t h e  "ALL BUT ONE CONSTRAINT," 
t h e  same SSS's are aga in  obta ined .  I n  o t h e r  words, 
But s i n c e  t h e s e  SSS's are n o t  i d e n t i c a l  t o  each other, 
it i s  necessa ry  t o  t i g h t e n  the "ALL BUT ONE CONSTRAINT" t o  
a c o n s t r a i n t  f o r  which a machine even t  i n  t h e  SSS must toccur  
i n  sequences b e i n g  performed upon by  t h e  a lgor i thm.  
Hence i n  o u r  example, us ing  t h i s  c o n s t r a i n t ,  one o b t a i n s  a 
25 
unique sequence 
* 
S S S :  1 2 3 4 7 6 3  
which r e p r e s e n t s  t h e  " t r u e "  SSS, o r  SSS f o r  t h i s  p a r t i c u l a r  
u t t e r a n c e ,  
* 
For a s e t  of sequences of s h o r t  l eng th  i n  t h e  example 
as above, it i s  s u f f i c i e n t  t o  o p e r a t e  t h e  a lgor i thm on 
t h e s e  sequences and a l so  t h e i r  SSS's t o  f i n d  t h e  t r u e  SSS, 
SSS*. For a set of more lengthy  sequences,  a m o r e  complex 
p rocess  i s  necessary .  The o r i g i n a l  sequences,  c a l l e d  t h e  
0 t h  o r d e r  SSS or  SSS"', are ope ra t ed  on by. t h e  a lgor i thm 
t o  f i n d  a set  of SSS('),  c d l e d  t h e  f irst  order SSS's. 
a l l  t h e  SSS's(') are i d e n t i c a l ,  then t h e  t r u e  SSS is  any of 
t h e s e  f i r s t  order SSS's, i .e . ,  SSS = SSS (. I f  such i s  
n o t  t h e  case, t h e  a lgor i thm i s  used on t h e  f i r s t  o r d e r  SSS 
t o  ge t  t h e  second o r d e r  S S S ' s ,  S S S ( 2 ) .  
i d e n t i c a l  t o  each o t h e r ,  b u t  i d e n t i c a l  t o  SSS"', then t h e  
"ALL BUT ONE CONST.RAINT" i s  s t i f f e n e d  as i n  t h e  example 
and the SSS are aga in  opera ted  upon by  the a lgor i thm t o  
f i n d  t h e  SSS*.  i s  
found, I f  n e i t h e r  of these cases h o l d s ,  t h e  a lgor i thm i s  
i s  used u n t i l  there i s  found a set of i d e n t i c a l  SSS's, t h e  
n t h  o r d e r  SSS's, w h i c h  i s  the t r u e  SSS, i , e , ,  SSS . It can 
be con jec tu red  tha t  s i n c e  a t  each s t a g e  s o m e  of t h e  non- 
I f  
* 
I f  t h e s e  are n o t  
* 
I f  the SSS '2 ) ,  are i d e n t i c a l ,  the SSS 
* 
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* common elements a re  eliminated from the SSS's, the SSS 
must  ex is t .  N o  formal proof of t h i s  conjecture w i l l  be 
offered here as  it i s  beyond the scope of t h i s  paper. 
To u t i l i z e  t h i s  algorithm t o  analyze the sequences 
fo r  the spoken d i g i t s ,  a computer program was developed, 
and examples of the zeroth order are  given, along w i t h  the 
computed f i rs t  and second order SSS's. They are  shown i n  
Tables 2, 3 and 4 for  convenience i n  base 10 form by 
u t i l i z i n g  the computer program instead of i n  t he i r  o r ig ina l  
binary representation. For a l l  cases t r i ed ,  the spoken 
d ig i t s ,  the SSS's converged a t  most by the second order SSS. 
The data input and output and the flow chart  of t h i s  pro- 
gram w i l l  be discussed Appendix A and B, respectively, 
along with a card l i s t i n g .  
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0 t h  O r d e r  SSS for  the w a r d  "ONE" 
00 32 36 44 1 2  04 20 2 8  1 2  44 40 42 34 32 00 
00 32 36 04 20 28  1 2  44 40 42 34 32 00 
00 32 40 44 1 2  04 20 28 30 14  1 2  44 40 32 34 32 00 
00 32 36 04 1 2  04 20 2 8  1 2  44 40 32 34 32 00 
00 32 36 44 1 2  04 20 2 8  1 2  44 40 42 34 32 00 
1st Order SSS f o r  the w o r d  ''ONE" 
00 32 36 1 2  04 20 2 8  1 2  44 40 34 32 00 
00 32 36 04 20 28 1 2  44 40 34 32 00 
00 32 36 1 2  04 20 2 8  1 2  44 40 34 3 2  00 
00 32 36 04 20 28  1 2  44 40 34 32 00 
00 32 36 1 2  04 20 2 8  1 2  44 40 34 32 00 
2nd Order SSS for t h e  w o r d  "ONE" 
00 32 36 04 20 28 1 2  44 40 34 32 00 
00 32 36 04 20 28 1 2  44 40 34 32 00 
00 32 36 04 20 28 1 2  44 40 34 32 00 
00 32 36 04 20 28  1 2  44 40 34 32 00 
00 32 36 04 20 28  1 2  44 40 34 32 00 
sss* = sss ( 2 )  
Table 2 ,  The S i g n i f i c a n t  Subsequences fo r  the Word "ONE" 
2 8  
0th O r d e r  SSS for  the word "TWO" 
00 0 1  00 3 2  40 44 3 6  3 8  3 6  3 2  00 
00 20 00 0 1  00 3 2  40 44 3 6  3 2  00 
00 0 1  00 3 2  40 44 3 6  3 2  00 
00 0 1  00 3 2  40 44 3 6  3 2  00 
00 0 2  00  0 1  00 0 1  00 3 2  40 44 3 6  3 2  00 
1st Order SSS fo r  the word ''TWO'' 
00 0 1  00 3 2  40 44 3 6  3 2  00 
00  0 1  00 3 2  40 44 3 6  3 2  00 
00 0 1  00  3 2  40 44 3 6  3 2  00 
00 0 1  00  3 2  40 44 3 6  3 2  00 
00 0 1  00  3 2  40 44 3 6  3 2  00 
sss* = sss (1) 
Table 3 .  The Significant Subsequences fo r  the Word ''TWO" 
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0th O r d e r  SSS for  the w o r d  "THREE" 
00 0 1  00 32 40 42  34  38 36  44 40 32  00 
00 32 3 4  42  46 44 40 32 00 
00 32 3 4  42  4 6  44 40 32 00 
00 32 3 4  42  4 6  44 40 32 00 
00 0 1  00 32 3 4  42  46 44 40 32 00 
1st O r d e r  SSS for  the w o r d  "THREE" 
00 32 3 4  46  44 40 32 00 
00 32 3 4  42  46 44 40 32 00 
00 32 34  42  46  44 40 32 00 
00 32 3 4  42  46 44 40 32 00 
00 32 34  42  46 44 40 32 00 
2 n d  O r d e r  SSS for  the w o r d  ''THREE" 
00 32 3 4  42  4 6  44 40 32 00 
00 32 3 4  42  4 44 40 32 00 
00 32 3 4  42  46 44 40 32 00 
00 32 3 4  42  46 4 4  40 32 00 
00 32 3 4  42  46 44 40 32 00 
sss* = sss ( 2 )  
T a b l e  4-  The S ign i f i can t  Subsequences f o r  the Word "THREE" 
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3 ,  THE SAMPLER 
To connect the Processor t o  the computer which contains 
the algorithm, the author found it necessary t o  provide a 
" f i l t e r "  as  an interface,  cal led the "Sampler" (second rack 
on the r igh t  of Gazdag's Processor; Figure 6 ) .  I t  e l imi i  
nates most of the noise generated by the Processor as,  for  
instance, the Processor's t ransient  s ta tes .  The sampler 
signals t o  the computer t ha t  the Processor has a val id  sig- 
nal. The computer functions as a storage device as well as 
the implementation of the algorithm. 
The sampler samples the output of the Processor and 
transmits i t s  s t a t e s  t o  the computer and operates i n  two 
modes: a synchronous and an asynchronous mode. I n  the 
synchronous mode the r a t e  a t  which the Processor's output 
i s  sampled i s  controlled by an external clock pulse ( C P ) .  
I n  the asynchronous mode the Processor is sampled oontinuous- 
l y .  I n  t h i s  mode, a change of the Processor's s t a t e  causes 
a change i n  the sampler's output. 
The input of the sampler can be of two forms: inputs 
compatible w i t h  integrated c i r c u i t  logic levels  and those 
which are  not. For the l a t t e r ,  the c i r c u i t  i n  Figure 7 
converts the  input level t o  levels  necessary fo r  operation 
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of t h e  i n t e g r a t e d  c i r c u i t s  (4-6 v o l t s  for h igh  l e v e l ,  z e r o  
v o l t s  for  l o w  level) . ,  The poten t iometer ,  R3, c o n t r o l s  t h e  
i n p u t  t r i g g e r i n g  l e v e l .  The o u t p u t s  of t h i s  c i r c u i t  g i v e  
i 
compatible i n p u t s  the integrated c i r c u i t  ( I C )  schematic i s  
- 
bo th  t h e  i n p u t  l o g i c  l e v e l  q and i t s  complement, q i l  For 
shown i n  F igu re  8. The o u t p u t s  of t h i s  c i r c u i t  are both 
the i n p u t  l o g i c  l e v e l  and i t s  complement. 
The i n p u t  l o g i c  c i r c u i t  feeds i n t o  comparing c i r c u i t r y  
(F igu re  9 ) -  These i n p u t s  feed a group of JK f l i p - f l o p s  
o p e r a t i n g  i n  a synchronous mode w h i c h  store the PRESENT 
STATE, qi, of the Processor. Another group of f l i p - f l o p s  
i n  t h e  asynchronous 
t h e  Processor .  !%e 
or compared through 
mode c o n t a i n s  the LAST STATE, q , of 
p r e s e n t  and l a s t  s ta tes  are EXCLUSIVE 
a series of "NAND" g a t e s .  If the t w o  
li 
, 
states  are d i f f e r e n t ,  ano the r  asynchronous f l i p - f l o p  i s  set 
i n t o  the  h igh  s ta te  (qi = l), caus ing  a one mi l l i s econd  
oneshot  t o  a c t i v a t e .  The o n e s h o t ' s  ou tpu t  i s  called the 
PASS GATE ( P G ) .  The PG a l l o w s  t h e  LAST STATE (q ) and 
o u t p u t  f l i p - f l o p s  t o  change t o  the PRESENT STATE, ( N o t  
li 
shown i n  F igu re  8.) The ou tpu t  f l i p - f l o p s  d r i v e  t h e  o u t p u t  
c i r c u i t r y .  
The o u t p u t  c i r c u i t r y  (F igu re  10)  c o n s i s t s  of a series 
of r e l a y  d r i v e r s  w i t h  their  r e l a y s .  The d r i v e r s  enable  t h e  
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I C  logic t o  d r i v e  t h e  r e l a y s ,  From t h e  r e l a y  c o n t a c t s ,  
almost any logic l e v e l  v o l t a g e s  can be accommodated. F o r  
the sampler t o  be compatible  w i t h  the I l l i a c  11, it i s  nec- 
e s s a r y  t o  have logic l e v e l s  of 0 (as  h igh  va lue)  and -5V 
(as  t h e  l o w  va lue )  w i t h  100 o h m s  minimum r e s i s t a n c e .  A 
500 nsec  oneshot  i s  a l so  inc luded  t o  p u l s e  t h e  I l l i a c  11 
every  t i m e  there i s  a new s t a t e  ( i n d i c a t e d  by -+ = 1 s i g n a l ) .  
It should be noted  t ha t  aside f r o m  the l e v e l  c o m p a t i b i l i t y ,  
t h e  r e l a y  response t i m e  (about  20 m s e c )  enab le s  t h e  sampler 
t o  o p e r a t e  i n  an asFnchronous mode wi thou t  t r o u b l e  from 
t r a n s i e n t  s ta tes ,  
F igu re  11 s h o w s  t he  e n t i r e  in format ion  f l o w  through 
t h e  speech r e c o g n i t i o n  system, The speech s i g n a l  e n t e r s  the 
microphone of  Gazdag's Processor which t r a n s l a t e s  u t t e r a n c e s  
i n t o  sequences of machine events .  These e n t e r  the Sampler 
a t  the LOGIC LEVEL CONVERTERS and are stored ( s e q u e n t i a l l y )  
i n  t h e  PRESENT STATE f l i p - f l o p s .  By means of the  l o g i c  
c i r c u i t r y  of the  Sampler, ' the v a l i d  machine even t s  are 
passed s e q u e n t i a l l y  t o  t h e  ou tpu t  ke l ays -  From the c o n t a c t s  
of t h e s e  r e l a y s ,  t h e  computer takes the machine even t s  and 
stores them as  the z e r o t h  order SSS t o  be operated upon by 
t h e  a lgor i thm program. F i n a l l y ,  t h e  o u t p u t  of the  a lgor i thm 
i s  i n  t h e  f o r m  of a computer p r i n t o u t .  The Sampler and 
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computer w i t h  the algorithm form the' Tr=anslator of the 
Decoder. The Translator portion of the Decoder is the 
subject matter of t h i s  paper, 
40 
4. CQNCLUS I O N  
In this paper, an automatic method for finding invar- 
iants (SSS's) in sequences of machine events was presented. 
Based on the work of Gazdag, a Sampler for his Pro- 
cessor was built by the author. It passes valid signals, 
the machine events, from the Processor to a computer. The 
validity of these machine events is determined by their 
persistence for more than 20 msec and by a Hamming distance 
of one unit between the adjacent events. Utilizing this 
Sampler, a speaker speaking into the Processor is directly 
connected to the computer which performs the computation of 
the true significant subsequences, SSS . This eliminates 
the need of manual manipulation of the recorded output of 
the Processor e 
* 
* 
An algorithm was developed to find Gazdag's SSS . This 
algorithm has been implemented on the IBM 7094 and the 
Illiac 11. Several examples of the spoken digits were 
tested, and indeed a true SSS was found in each case. (See 
Tables 2, 3 and 4 for some examples.) 
With the algorithm and the Sampler it is possible to 
find the true SSS for words other than the spoken digits. 
A library of such representations of spoken words can now 
41 
be built, making it possible to achieve real-time recognition 
of human speech. 
Although the system described here is still in a 
relatively simple stage, it may represent a step forward-- 
however small--in the direction of real-time speech recogni- 
tion and man-machine communication. 
42 
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APPENDIX A 
Input/Output fo r  the Algorithm Program 
The input t o  the program can be of two forms. The 
f i r s t  i s  a s e r i e s  of utterances of a specif ic  word with the 
s t a r t  of each utterance spec i f ica l ly  ident i f ied,  The 
second i s  a s e r i e s  of utterances w i t h  the s t a r t  of each 
utterance unspecified. I n  such a case, the program looks 
f i r s t  f o r  events which a re  represented by a row vector of 
a l l  zeros. These represent pauses between utterances. A s  
soon as the next non-zero machine event i s  found, it i s  
considered t h e  s t a r t  of a new utterance. 
The output of the program i s  of printed form although 
i s  can a l so  be i n  the form of punched cards. The input 
data a re  printed out as soon as they a re  read. Each time 
the program goes through the algorithm the sequences a re  
printed out along with the s ignif icant  subsequence found. 
There i s  a l so  a diagnostic output, There a re  two types of 
diagnostic output, The f irst  l i s t s  every comparison made 
with a l l  the relevant variables. The second l is ts  every- 
thing the f i r s t  l i s t s  plus, as indicated, the passage 
through c r i t i c a l  pa r t s  of the algorithm along with the 
associated variables.  
45 
, 2 
The specific i n p u t  cards are of the fo l lowing  form: 
3 ... 
1, 2 
I2 
-The number of separate w o r d s  ( n o t  u t t e r a n c e s )  
3 
t o  be analyzed. 
I2 
The name of the spoken 
w o r d  o r  some f o r m  of an 
i d e n t i f y i n g  tag. 
Diagnos t ic  p r i n t o u t  ( s a m e  as on 
card 2 of the s e p a r a t e d  u t t e r a n c e s ) ,  
L T h e  t o t a l  number of machine even t s  
i n  t h i s  series of u t t e r a n c e s ,  
C a r d  3 (Unseparated Ut t e rances )  
23(12, 1x1 
Inpu t  machine e v e n t s  (base 10) f o r  
t h e  series of Utterances-  (23 p e r  card) .  
3 
I 
1 
4-9 10,11 1 2  13,14 15 ... 
I! 
1 
23(12, 1x1 
t m e  to t a l  number of 
machine even t s  i n  each 
sequence ( u t t e r a n c e )  10,11 
c o n t a i n s  t h e  t o t a l  for 
sequence N o .  I, 13,14 
c o n t a i n s  t h e  t o t a l  fo r  
sequence N o .  2 ,  etc. Up 
t o  2 3  s e p a r a t e  sequences. 
The name of t h e  spoken word 
i n  t h e s e  sequences o r  an 
i d e n t i f y i n g  t a g  of some f o r m .  
Diagnos t ic  p r i n t o u t  
0 = N o  p r i n t o u t  
1 = Comparison p r i n t o u t  
2 = Complete p r i n t o u t  
Tota l  number sequences f o r  a 
p a r t i c u l a r  w o r d  (up t o  23) .  
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3 4, 5 6 ... 
2 3 ( 1 2 ,  1X) 
-Input machine events  ( B a s e  10) 
fo r  a sequence up t o  23. 
APPENDIX B 
1 
READ ERRBR 
DISCRIPTIBNS 
DO IZz[= l ,  
w U M B E : , l  ) 
 READ IMP€ 
=I 
READ NUM, IDIAG, 
TAG, IT0TAL( U , 
I=l, N, 1 
KH = 1 IT0TAL( K), 1 
i 
I JK= NUM 
6 
The Program Flow C h a r t  
t 
READ N, . I DIAG , TAG 
I 
I 
PRINT 
IT0TAL(J),J=i,l,l 
* 
READ 
IT(KH J),KH J= 1, N 
i 
N=l,  L=l, MK=N 
ITBTAL ( L) = 1, 
KK=l, IZER0=0, 
ICH=O 
c 
I + 
L 
I( L,KK)= IT(  N) 
J K = L  57 
L,KK):I0RD I0RDL: I(L,KK) 
ICH=O -1 
+ KK=l 1L= L+ 1 
ENTRY INTO C0MM0N 
DETER MINATIBN 
Q SUBSEQUENCE 
SWITCH, I W Z =  1 
SET PASS 
CBUNTER, I N T = l  
C0MM0N EVENT 
DETERMINE 94 OF 
SEQUENCE LENGTH 
IK(K) FOR K = l ,  J K , l  
1 
PICK STANDARD 
SEQUENCE, J 
SET AND EVENT 
C0UNTER JJ= l  
PICK CBMPARING 
SEQUENCE, K 
0 FOR ALL K # J 
I 
DO F0R ALL K # J 
49 
R0UTINE 
CBNTINUE -G=) 
ITBTAL(K1 
LIMITL(K)=UMITU(KI 
+IK(K) 
I 
e = t f D @  RBUTINE 
+ 
0 FOR ALL K f J  
I 
1-1 
JK 
K = l  K f J  
SUM = 1 JALPH (K) 
Q 
50 
Q 
MESSAGE SUM : JK-1 fe 
CBNTINUE 
SET CBMMBN EVENT 
SEQ ELEMENT IS(U 
=I(J, JJ), C0MM0N 
EVENT ARRAY 
IB(INT,L)=IS(L) 
L= L + l  . I JJ=JJ+l  
I 
6 
[ITBTAd = [JT0T] 
4-l IWZ=2 
9 IWZ: 2 
PRINT 
1) SEQUENCE ARRAY, I 
2) C0MM0N 
SUBSEQUENCE 
ARRAY. I B  
4 
INTERCHANGE 
SEQUENCE #l 
WITH SEQ #INT 
I 
PRINT FINAL 
CBMM0N SEQUENCE 
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APPENDIX C 
52 
$ FORTRAN 
$ GO 
C ITOTAL(L1 TOTAL NUMBER OF WORDS IN STRING L 
C I(LTKK) WORD NUMBER K K  OF STRING L 
C L  STRING COUNTER 
C KK STRING WORD COUNTER 
C IORDL LAST WORD PROCESSED 
C IT(N) INPUT STRING WORD N 
C N  INPUT STRING COUNTER 
C ITEMP TEMPORARY STORAGE 
CALL SPRl(1) 
C XCLORIATBTC) EXCLUSIVE OR O f  A AND 8 ~ C = l  IF TRUEvC=-l IF FALSE 
N4=25 
11 FORMAT(23(12rlX)rllX) 
12 FORMAT(1H ,14~40(1X,I2)) 
14 FORMAT(1H r14H STRING N U M B F R ~ ~ X T I ~ T ~ ~ ( I ~ T X L ) )  
13 fORMAT(lH1) 
69 FORMAT(lH1) 
99 FORMAT(19H EXCLUSIVE OR ERROR) 
804 FORMAT(1H t15H INPUT COMPLETE) 
DIMENSION ERROR(lOy8) 
DO 569 IJK=197~1 
IJL=IJK 
569 RIT ? , ~ ~ ~ ~ I J L ~ ( E R R O R ( I J L ~ I I I ) ~ I I I = ~ T ~ ~ ~ )  
568 FORMAT(I2,8A4) 
DIMENSION J A L P H ( 2 5 ) r J S A ~ E ( 2 5 ) * L I M I T U ( 2 5 ) , L I M I T L ( 2 5 )  
DIMENSION I K ( ~ ~ ) , I ~ ( ~ ~ T ~ ~ ) T J T O T ( Z ~ )  
DIMENSION I ( 2 5 r 2 5 ) ~ I T O T A L ( 2 5 ) , M ( 2 5 ) , I T ( 1 0 0 ) r I S ( 4 0 )  
COMMON I 
COMMON ITOTAL 
DIMENSION LOSER(25)rTAG(2) 
DIMENSION IZJ(25r6) 
C INPUT ROUTINE---(201-229) 
PRINT 69 
READ 3010 *NUMBER 
PRINT 3010pNUMBER 
PRINT 3333,NUMBER 
3333 FORMAT(1H , 2 0 ( 1 5 t l X ) )  
3010 FORMAT(26(12,1X1) 
DO 3000 ItZ~l,NUMBER,l 
READ 30109 ITYPE 
IFt ITYPE-1) 3 0 0 1 ~ 3 0 0 1 ~ 3 0 0 2  
C SEQUENCES ALREADY, SEPARATED 
3001 READ ~ ~ ~ ~ ~ N U M ~ I D I A G ~ T A G ~ ~ ~ , T A G ~ ~ ~ ~ ~ I T O T A L ~ L J K ~ ~ L J K ~ ~ ~ N U M T ~ ~  
PRINT ~ ~ ~ ~ ~ N U M ~ I D I A G ~ T A G ( ~ ) , T A G ( ~ ) , ( ~ T O T ~ L ( L J K ~ T L J K ~ ~ ~ N U M T ~ ~  
3011 F O R M A T ( I ~ ~ I ~ , ~ A ~ ~ ~ ~ ( I ~ T ~ X ) )  
DO 3003 IIK=l+NUMvl 
READ I ~ ~ ( I ( I I K , K H J ~ T K H J = ~ T K K K v ~ ~  
KKK=ITOTAL(IIK) 
3003 PRINT ~ ~ ~ ( I ( I I K T K H J ) T K H J = ~ T K K K T ~ ~  
JK=NUM 
GO TO 3004 
C SEQUENCES NEED TO BE SEPARATED 
3002 READ 3011rN,IDIAGrTAG(l)rTAG(2) 
MK=N 
READ I ~ ~ ~ I T ( K H J ) ~ K H J = ~ T N ~ ~ )  
PRINT I ~ T ( I T ( K H J ) T K H J = ~ T N T ~ )  
AOOOOlOl 
AOOOO 102 
A0000103 
A0000104 
A0000105 
AOOOO 106 
A0000107 
A0000108 
A0000109 
AOOOO 11 5 
A0000120 
A0000122 
AOOOO 130 
A0000135 
A0000150 
AOOOO 170 
A0000175 
AOOOO 180 
A0000185 
A0000190 
A0000191 
A0000200 
A0000201 
A2000202 
A2000204 
A2000202 
2 
A0000205 
A0000206 
A2000207 
A0000208 
 2 000 209 
A2000210 
A00002 12 
A00002 13 
A2000214 
A2800215 
A00002 16 
A0000217 
A20002 18 
A0000219 
A2000220 
A2000221 
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P R I N T  804 A 2 0 0 0 2 2 9  
C S E P A R A T I N G  I N P U T  S T R I N G S - - - ( 2 3 0 - 3 5 0 )  A 0 0 0 0 2 3 0  
1SW I T = 1  A2000230 
N= 1 A 0 0 0 0 2  3 1 
L= 1 A 0 0 0 0 2 3 2  
I T O T A L ( L ) = l  A00002 3 3 
K K - 1  A 0 0 0 0 2 3 4  
IZERO=O A 0 0 0 0 2  35 
I ( L T K K ) = I T ( N )  A0000240 
100 I O R D L = I I L T K K )  A 0 0 0 0 2 4 5  
101 K K = K K + l  A0000250 
102 N=N+l A 0 0 0 0 2  5 5 
I F ( N - M K 1  1 0 7 ~ 1 0 7 ~ 9 0  A 0 0 0 0 2 6 0  
107 I ( L , K K ) = I T ( N )  A 0 0 0 0 2 6 5  
C A L L  XCLOR(I(LTKK)~IORDLTIALPH) A 0 0 0 0 2 7 0  
1410 I F ( I D I A G 1  4 4 0 ~ 4 4 0 ~ 4 4 1  A 0 0 0 0 2 7 7  
441 I K L - 1 4 1 0  A 0 0 0 0 2 7 8  
440 I F ( I A L P H 1  1 0 5 ~ 1 0 4 ~ 1 0 3  A 0 0 0 0 2 8 0  
105 I O R D L = I ( L T K K )  A 0 0 0 0 2 8 5  
I T O T A L ( L ) = I T O T A L ( L ) + l  A 0 0 0 0 2 9 0  
P R I N T  ~ ~ T I K L T N T L T K K T I ( L T K K ) T I ~ R ~ L , I A L P H T I T ~ T A L ( L ) T I ~ ~ I T  
GO TO ( 1 0 l r 1 5 5 ) r I S W I T  
155 I S W I T = l  
GO TO 101 A 0 0 0 0 2 9 5  
LO3 C A L L  X C L O R ( I ( L T K K ) T I Z E R O T I A L P H )  A 0 0 0 0 3 0 0  
I K L = 1 0 5  
I F t I A L P H )  122rJ.04~106 A0000305 
106 I T E M P = I I L , K K )  A 0 0 0 0 3  10 
60 TO ( 1 2 0 ~ 1 0 2 ) r I S W I T  A00003 14 
120 I ( L T K K ) = O  A 0 0 0 0 3 1 5  
I S W I T  =2 A00003 19 
K K = 1  AOOOO 320 
L=L+1 A0000325 
I TOTAL ( L  )=L  A0000330 
I ( L T K K ) = I T E M P  A0000335 
GO TO 100 A 0 0 0 0 3 4 0  
122 I S W I T = l  A 0 0 0 0 3 4 1  
GO TO 105 
104 WOT 6999 A 0 0 0 0 3 4 5  
GO TO 90 A 0 0 0 0 3 5 0  
C SORTED S T R I N G S  OUTPUT (400- A 0 0 0 0 4 0 0  
90 CONTINUE A 0 0 0 0 4 0 5  
P R i N T  12.L A 2  000410 
P R I N T  12r(ITOTAL(II)tII=lrL*l) A 2 0 0 0 4 1 5  
DO 91 K = l ~ L v l  A0000420 
L L L = I T O T A L ( K )  A 0 0 0 0 4 2 5  
91 P R I N T  ~ ~ T K T ( I ( K T J ) T J = ~ ~ L ~ L , ~ )  C 2 0 0 0 4 3 0  
P R I N T  I ~ T ( I T ( K H J ) T K H J = ~ T N T ~ )  A 2 0 0 0 4 3 3  
C L I M I T U  THE UPPER L I M I T  OF C O M P A R I S I O N  R A N G E t T H E  LOWEST WORD N O . ) A 0 0 0 1 0 0 0  
C L I P I I T L  THE LOWER L I M I T  OF C O M P A R I S I O N  RANGE(THE H I G H E S T  WD.NO.1 A O O O l O O l  
C J  SELECTED S T R I N G  NUMBER A 0 0 0 1 0 0 2  
C JJ SELECTED S T R I N G  WORD COUNTER A 0 0 0 1 0 0 3  
C K  COMPARING S T R I N G  COUNTER A 0 0 0  1004 
C KK COMPARING S T R I N G  WORD COUNTER A 0 0 0  1005 
C M ( L )  THE COMMON WORD ARRAY A 0 0 0 1 0 0 6  
P R I N T  ~ ~ T I K L T N T L I K K I I ( L T K K ) T I O R D L T I A L P H ~ I T O T A L ( L ) T I S W I T  
c I W Z  SWITCH TO END AFTER A L L  THE R E A R R A N G E M E N T S = U T C O N T T = ~ T E X I T  
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C L  COMMON WORD COUNTER 
C J K  THE TOTAL NUMBER OF S T R I N G S  
C I N T E R N A L  COMPARE AND VOTE 
C J A L P H t K )  VOTE OF S T R I N G  K 
C J S A V E ( K 1  SAVED P O S I T I O N  L O C A T I O N  OF SELECTED WORD I N  S T R I N G  K 
C J S ( L )  SELECTED WORD L 
c I 1  VOTE TOTAL 
C I N T  PASS COUNTER 
J K = L  
3004 CONTINUE 
I W Z = l  
P R I N T  69 
I N T = O  
3300 C O N T I N U E  
I N T =  I N T + l  
L= 1 
DO 900 K = l r J K 9 1  
900 L I M I T U ( K ) = l  
C SET SEARCH L I M I T S  
DO 800 K = l r J K 9 1  
I K (  K )=1 
ICHECK-A 
803 I F ( I T O T A L ( K ) - I C H E C K )  801T8019802 
802 I K ( K ) = I K ( K ) + l  
ICHECK=ICHECK+A 
GO TO 803 
801 I K ( K ) = I K ( K ) + l  
800 CONTINUE 
KK= 1 
K = 2  
J= 1 
JJ=1 
990 I F ( J J - I T O T A L ( J 1 )  999999992999 
999 DO 901 K = Z , J K t l  
902 I F ( J J + I K ( K ) - I T O T A L ( K l )  9049904r903 
904 L I M I T L ( K ) = J J + I K ( K )  
903 L I M I T L ( K ) = I T O T A L ( K )  
901 CONTINUE 
GO TO 901 
ST=O 
DO 996 K = Z T J K I ~  
I F ( L I M I T U ( K ) - I T O T A L ( K ) )  90799089906 
906 I J K = 5  
GO TO 998 
907 I F ( I D I A G  1 4 0 0 ~ 4 0 0 ~ 4 0 1  
401 I K L = 9 0 7  
P R I N T  129 I K L ~ J , J J ~ I ( J ~ J J ) T K ~ K K ~ I ( K ~ K K ) ~ J K T L I M I T U ( K ) T L I M I T L ( K )  
400 I F ( J J - I K ( K ) )  90999129912 
909 I F ( L I M I T U ( K ) )  910,912r912 
GO TO 102 
910 I J K = 6  
908 S T = S T + l .  
996 CONTINUE 
905 K = J K  
GO TO 996 
912 I F I S T - 2 . )  91699159915 
I F  ( S T )  91619159915 
A 0 0 0 1 0 0 7  
A 0 0 0 1 0 0 8  
A 0 0 1 0 2 0 0  
A 0 0 1 0 2 0  1 
A 0 0 1 0 2 0 2  
A 0 0  10203 
A 0 0 1  0204 
A 0 0 1 0 4 9 9  
A 0 0 1 0 5 0 0  
A 0 0 1 0 5 0 1  
A 0 0 1  0498 
A 0 0 1 0 5 0  1 
A 0 0 1 0 5 2 0  
A 0 0  10530 
A 0 0 1 0 5 3 1  
A 0 0 1 0 5 3 2  
A 0 0  10 533 
A 0 0  10 534 
A 0 0 1 0  535 
A 0 0  10536 
A 0 0  10537 
A0010538 
A 0 0  10539 
A 0 0  10 540 
A 0 0 1 0 5 4 5  
A 0 0 1 0 5 5 0  
A0010 560 
A 0 0 1 0 5 7 0  
A 0 0 1 0 5 8 0  
A 0 0 1 0 5 9 0  
A 0 0  10600 
A 0 0  106 10 
A 0 0 1 0 6 2 0  
A 0 0 1 0 6 3 0  
A 0 0  10640 
A0010650 
A 0 0 1 0 6 6 0  
A 0 0 1 0 6 7 0  
A 0 0 1 0 6 8 0  
A 0 0 1 0 6 9 0  
A0010697 
A00 10698 
A2010699 
A 0 0 1 0 7 0 0  
A 0 0 0 0 3 4 2  
A 0 0 1 0 7 1 0  
A 0 0 1 0 7 2 0  
A 0 0 1 0 7 3 0  
A0010740 
A 0 0 1 0 7 5 0  
A 0 0 1 0 7 7 0  
A 0 0 1 0 7 6 0  
A00 10780 
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915 I J K = 7  
916 K=2 
GO TO 998 
C THIS DETERMIMES I F  L I M I T U I K )  I S  TOO LOW AND I N I T I A L I Z E S  L I M I T U ( 2 )  
GO TO 1089  
1000 CALL XCLOR(I(JTJJ)TI(KTKK)TIALPH) 
1400 I F ( 1 D I A G )  4 3 0 ~ 4 3 0 ~ 4 3 1  
4 3 1  IKL=1000 
PRINT ~ ~ ~ I K L T J ~ J J T I ( J ~ J J ) T K ~ K K ~ I ( K T K K ) ~ L I M I T U ( K ) T L I M I T L ( K ) ~ J K  
430  I F ( I A L P H 1  1 0 0 2 ~ 1 0 1 1 ~ 1 0 0 1  
1 0 1 1  I J K = 3  
GO TO 998 
1 0 0 1  J A L P H ( K ) = l  
JSAVE(K)=KK 
GO TO 1 0 0 5  
1002 KK=KK+l 
1003  I F (  IDIAG 1 4 1 0 ~ 4 1 0 ~ 4 1 1  
411 IKL=1003 
PRINT 1 2 t  I K L T J ~ J J T I ( J T J J ) ~ K T K K ~ I ( K ~ K K ) ~ J K I L I M I T U ( K ) ~ L I M I T L ( K )  
410  I F ( K K - L I M I T L ( K 1 )  1 0 0 0 ~ 1 0 0 0 ~ 1 0 0 4  
1004 JALPH(K)=O 
1006 I J K = 1  
GO TO 998 
1100 K K = L I M I T U ( K ) + l  
GO TO 1000 
1007  II=O 
1008 I I= I I+JALPH(MM)  
1005 I F t K - J K I  1 0 2 0 ~ 1 0 0 7 ~ 1 0 0 6  
DO 1008  MM=ZtJK t l  
1010 IF(IDIAG1 4 2 0 ~ 4 2 0 ~ 4 2 1  
4 2 1  IKL=1010  
PRINT 129 IKLqII 
420 IF(II-(JK-E)) 1090r1013r1009 
1009 IF(II-(JK-l)) 1079,1013q1079 
1079 IJK=2 
GO TO 998 
1013 I S ( L ) = I ( J v J J )  
I B ( I N T t L ) = I ( J t J J )  
I l = L  
I P I P = I ( J T J J )  
N10=1 
I 2 = 3 2  
1836 I F ( I P I P - 1 2 )  1 8 3 3 ~ 1 8 3 4 ~ 1 8 3 5  
1835 I Z J ( I l t N 1 0 ) = 1  
I P I P = I P I P - I 2  
NlO=N10+1 
1833  I 2 = 1 2 / 2  
IF (N10-6 )  1 8 3 6 ~ 1 8 3 6 ~ 1 8 3 1  
1834  I Z J I I l t N 1 0 ) = 1  
1 8 3 1  CONTINUE 
L=L+1 
DO 1012  N=Z,JKI l  
I F t J A L P H t N ) )  1 0 1 4 ~ 1 0 1 2 ~ 1 0 1 5  
1014 I J K = 4  
1015 L IMITU(N)=JSAVE(N)  
1012 CONTINUE 
GO TO 998  
AOU I O 7 9 0  
A00 10800  
A0010810 
A0010999 
A O O l l O O O  
A O O l l O l O  
A 0 0 1  1017  
A0011018 
A201 1019 
A 0 0  11 020 
A0011030 
A001 1040 
A0011050 
A 0 0  1 1060  
A0011070 
A0011080 
A0011087 
A0011088 
A2011089 
A0011090 
A0011 100 
A 0 0 1  11 10 
A 0 0 1  1120 
A001 11 30  
A001 1150  
A001 1160  
A001 1170  
A00 11 180  
A0011190 
A0011191 
A0011198 
A201 1199 
A 0 0 1  1200  
A0011201 
A001 1210  
AOOL 1220 
A0011230 
A0011240 
A0011250 
A001 1260  
A001 1270  
A0011280 
A 0 0 1  1290  
A 0 0 1  1300 
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1090 JJ= J J + l  
1020 K=K+1 
1101 KK=LIMITU(K) 
GO TO 990 
1089 IFIJJ-1) 1101~1101~1100 
GO TO 1000 
998 PRINT ~ ~ ~ T I J K T ( ~ R R O R ( I J K T I I ~ ) ~ I I I = ~ T B ~ ~ ) ~ J T J T J J T K T K K T I ( J T J J ~ T  
997 FORMAT(1H T I ~ T ~ X T ~ A ~ T ~ ~ ( ~ X T I ~ ) )  
1 L  
C REMEMBER TO READ IN ERROR MESSAGES 
2999 PRINT 3015tTAG(l)rTAG(2) 
3015 FORMAT(1H r14H FOR THE W O R D T ~ A ~ )  
L=L-1 
DO 3039 J = l v J K v l  
I I =  ITOTAL( J 1 
3039 PRINT ~ ~ T ( I ( J T K ) T K = ~ T I I T ~ )  
2002 FORMAT(1H 933H THE COMMON SEQUENCE OF EVENTS ISt2X~30(12,1X)/ 
PRINT ~ ~ ~ ~ , ( I ~ ( I N T T M J ) T M J = ~ T L T ~ )  
120(1291X)) 
PRINT 18377 ( ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ T ~ ~ ~ ~ T I B ~ I N T T J ~ ~ T J ~ ~ ~ T L T ~ ~  
1837 FORMAT(1H ~ 6 1 1 ~ 2 x 1 1 3 )  
JTOT(INT)=L 
DO 1838 J1=1,25rl 
DO 1838 J2zlr6tl 
1838 IZJ (J1, J2 It0 
C INTERCHANGE OF STRINGS TO IMPROVE PREDICTION 
PRINT ~ ~ ~ ( I R ( I N T T K ) T K = ~ ~ L T ~ ~  
IF(ID1AG) 4329432,433 
PRINT ~ ~ T I K L T I W Z T I N T  
433 IKL=880 
432 IF(IWZ-2) 851~3030~3030 
8 5 0  IFtINT-JK) 8 4 0 ~ 8 4 0 ~ 8 6 0  
840 N2=N2+1 
CALL CHANGE(NZrN3rN4) 
CALL CHANGE(lrN2*N4) 
N3=N2 
GO TO 3300 
851 IFiINT-1) 830,830,850 
C FIRST PASS INTERCHANGE 
830 Nl=l 
N2=2 
N3=N2 
GO TO 3300 
CALL C H A N G E ( ~ ~ N ~ T ~ ~ )  
C CHECK STRINGS 
860 PRINT 881 
881 FORMAT(1H r16H COMMON STRINGS FOUND) 
DO 882 J = l t J K t l  
PRINT ~ ~ ~ J T ( I B ( J T K ) T K = ~ T N ~ T ~ )  
DO 882 K = l t N 4 ~ 1  
ITOTAL(J)=JTOT(J) 
882 I ( J  vK)=IB( J T K )  
C S E T  SWITCH FOR EXIT ON NEXT PASS 
IWZ=2 
GO TO 3300 
3030 CONTINUE 
C INITIALIZE THE MATRICES 
A00 11 3 10 
A001 1320 
A00 11 330 
A0011340 
A001 1350 
A0011360 
A2012 100 
A2012 110 
A001 2 112 
A00 121 13 
A20121 14 
A00121 15 
A001 2 11 6 
A001 2 117 
A001 2 120 
A0012 12 1 
A0012130 
A00 122 10 
2 
2 
A001 221 1 
A00 12220 
A001 3 100 
A00 13 110 
A00131 20 
A001 31 30 
A001 3 139 
A00 13200 
A001 32 10 
A0013220 
A001 3230 
A0013240 
A0014000 
A201 40 10 
A0014020 
A0014030 
A2014040 
A00 140 50 
A0014060 
A0014070 
A00 140 80 
A0120010 
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DO 3040 J=1+25,1 
IK( J ) = O  
JTOT( J)=O 
IS (J )=O 
DO 3040 K=l*25*1 
1 4  J ,K 1 =O 
3040 IB(J,K)=O 
PRINT 69 
3000 CONTINUE 
2000 PRINT 2001 
2001 FORMAT(lH1,15H END O F  PROGRAM) 
END 
$ FORTRAN 
$ PUNCH OBJECT 
C SWITCH ROUTINE 
SUBROUTINE CHANGE(NlrNZrN3) 
DIMENSION I(25r25)tITOTAL(25) 
COMMON I 
COMMON ITOTAL 
811 DO 810 K=l,N3,1 
IEMP=I(NlrK) 
IINlrK)=I(N2rK) 
810 I(NZ,K)=IEMP 
IEMP=ITOTAL(Nl) 
ITOTAL(Nl)=ITOTAL(N2) 
ITOTAL(N2)=IEMP 
RETURN 
END 
$ FORTRAN 
SUBROUTINE XCLOR (IOROlrIOR029IALPH) 
IF (IORD1-IORDZ) 1,291 
2 IALPH=l 
GO TO 3 
1 IALPH=-l 
3 CONTINUE 
RETURN 
END 
A0120020 
A 0  12002 1 
A0120022 
A 0 1  20030 
A0120040 
A0123000 
A0123222 
A 2  12322 1 
A 0 1  2322 3 
C HANG000 
CHANGOO 1 
CHANGO 12 
CHANGO 13 
CHANGOl4 
CHANGO 15 
CHA NGO 1 6 
CHANG017 
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