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Abstract 
We study the problem of assigning given failure probabilities to the nodes of a network so 
as to optimize its reliability. The measure used is the residual node connectedness reliability of 
the network, which is defined as the probability that the operating nodes are connected. In this 
paper. we show how optimal assignments can be found in polynomial time for paths, cycles, 
threshold graphs, and complete graphs minus a matching. On the other hand, the problem is 
shown to be NP-hard even for complete bipartite graphs. 
1. Introduction 
There are numerous models for the reliability of a network, see [3] for a compre- 
hensive overview. Most of these models focus on the existence of operational paths 
between specified nodes in the network. For example, the K-terminal reliability RK(G) 
of a graph G is the probability that the nodes in K lie in a single component of G. 
Valiant [ 171 has shown that computing RK( G) for an arbitrary graph is NP-hard even in 
the case that /K 1 = 2, and Provan [ 1 l] demonstrated that planar graphs are similarly in- 
tractable. Classes of graphs that admit polynomial-time algorithms for the computation 
of RK(G) can be found, for example, in [3, 121. 
In this paper, we are concerned with the residual node connectedness reliability of 
a network, a model that has recently drawn attention. In this model, only nodes fail and 
an operating state is a non-empty and connected subgraph. The residual node connect- 
edness reliability R(G) of the graph is the probability that the graph is in an operating 
state. The study of residual node connectedness reliability, or RNC reliability for short, 
is motivated by networks in which the individual components can independently carry 
out certain tasks but need to communicate in order to function efficiently. A typical 
example is a multiprocessor computer system, where failure of a few processors may 
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lead only to a graceful degradation of system performance as long as the remaining 
processors can be reorganized to provide the necessary service, see [13]. 
Although both R(G) and &(G) are defined in terms of path existence, the latter 
is coherent (operating states are closed upward with respect to set inclusion) whereas 
the former is not: a supergraph of a connected graph need not be connected. As 
a consequence, the two measures differ considerably, both structurally and computa- 
tionally. For example, for a complete graph with IZ nodes, computing &(K,) is #P- 
complete, whereas R(K,,) = 1 - n (1 - pi), with pi being the operational probability of 
node i. 
Let G = (V, E) be an undirected graph on n nodes and p = ~1,. . . , pn a probabil- 
ity vector. Throughout this paper we will assume that p is ordered O<pi < pi+, < 1. 
A permutation rt of [n] is an assignment for G and p: think of G as having node 
set [n] and attach probability pn(“) to node u. Thus, we obtain a probabilistic graph 
(G;p, TT). For any subset C C: V the probability of C is 
The residual node connectedness reliability of graph G under assignment rc is then 
R(G;p, 71) = c WCp, n>. 
C connected 
Define TL to be an optimal assignment for G and p if R(G;p,n)>R(G;p, d) for all 
assignments I?. The residual node connectedness assignment problem, or RNC as- 
signment, for short, for a graph G and a probability vector p is to find an optimal 
assignment. More precisely, we will consider the following optimization problem. 
Problem: RNC Assignment Problem. 
Instance: An undirected graph G on n nodes and an ordered probability vector p = 
Pl,...,Pn. 
Solution: An optimal assignment rt for G and p. 
Note that the RNC assignment problem differs from standard optimization problems 
such as the traveling salesman problem in that the cost function is in general not com- 
putable in polynomial time (unless #P-complete functions turn out to be computable 
in polynomial time, a rather unlikely situation, see [lo]). This follows from the re- 
sults in [ 161. The reference shows that evaluation of the reliability polynomial is # P- 
complete even if all probabilities are equal and the underlying graph is required to 
be a split graph or planar and bipartite. A somewhat weaker hardness result can 
be found in [l]. A number of classes of graphs where evaluation of the reliability 
polynomial is in polynomial time are identified in [4]. These classes include acyclic 
graphs, co-graphs and permutation graphs. It is shown in a recent paper by Elmal- 
lah that reliability can be computed in polynomial time for t-polygon graphs, 
see [5]. 
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In Section 3, we will show that the RNC assignment problem for paths and cycles has 
a uniform solution, i.e., a solution which does not depend on the actual numerical values 
of the given probabilities and works for all ordered probability vectors. This property 
is referred to as invariance in [8], see also [9], in the context of the consecutive k-out- 
of-n problem. The reference determines the values of k for which invariant solutions 
exist. 
As is customary in computational complexity theory, we will also use a decision 
version of the assignment problem, in particular, in Section 4. In the decision version of 
the assignment problem, an additional bound B is given and one has to determine 
whether there is an assignment rc such that R(G;p, 7~) 3 B. Clearly, for classes of graphs, 
where computation of R(G;p, n) is in polynomial time, such as the ones quoted above, 
the recognition version of the assignment problem is in NP. 
On occasion, we will omit one or several of the arguments in R(G;p, 7~) when they 
are obvious from the context. Thus, we may write R(G) or R(G;p). 
2. Polynomially solvable cases of the assignment problem 
In order to demonstrate that the RNC assignment problem is solvable in polynomial 
time for certain restricted classes of graphs, the so-called pivoting formula is sometimes 
useful. The pivoting formula expresses the RNC reliability of a graph in terms of 
smaller graphs and was used in [ 151 to show that for a certain class of dense graphs 
RNC reliability can be computed in polynomial time. In the statement of the formula 
below, G - S is the graph induced by the vertices V - S, where SC_ V. Also, for 
any node v, we write G - v for G - {v}. Similarly, G/v is obtained by removing c 
from G and replacing the subgraph induced on its neighborhood N(v) in G by a clique. 
Here, as throughout the paper, N(v) denotes the open neighborhood of c; the closed 
neighborhood will be denoted by N+(v). 
Proposition 2.1 (Pivoting formula). 
R(G) = (1 - ~n(vjW(G - t.) + pn(tgNGlv) 
-pwR(G - N+(v)> n (1 - Pn(u)) + I)$J (1 - pxcu,). 
U&V(U) U#C 
As a simple application of the pivoting formula, consider a star graph G = KI,,_I on 
n nodes. We claim that a best assignment ?I assigns the highest probability p,, to the 
center node. Suppose assignment rr assigns probability pO to its center node v, and 
probability pu to a leaf node u. Applying the pivoting formula on v and u we can 
write R(G; n) in terms of pv and pu: 
R(G; nn) = (1 - pu)pu n (1 - pi) + (1 - pa)(l - p,)R(G - v - m) + pr. 
G-0-u 
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Obtain assignment rc’ from rc by swapping the probabilities pv and pu on nodes u 
and v. Then 
n (l-pi) 
IEG-0-u 
and it is clear that R(G; 7~) > R(G; rc’)+p, > pu. 
Another class of graphs whose optimal assignment can be established relatively eas- 
ily using the pivoting formula is the class of complete graphs minus a matching. 
A matching here is an independent set of edges. It is shown in [15] that graphs of this 
form are optimal in the sense that they maximize reliability for uniform probabilities 
pi = p among all graphs on n nodes and e edges. 
Given a probability vector p, an optimal assignment rc for K, - A4 is characterized 
as follows: n assigns to the, say, n - 2k full-degree nodes the highest reliabilities 
p2k+i ,pzk+2,. . ,p,,; and pi and &‘2k-_i+i to the endpoints of an edge in the matching, 
i= l,...,k. 
2.1. Threshold graphs 
Two important special classes of graphs known as split graphs and threshold graphs 
were introduced by Chvatal and Hammer, see [2, 71. The second reference gives several 
alternative characterizations. In a split graph, the node set can be partitioned as V = 
C U I, where C induces a clique and Z is an independent set. Denote the degree of 
node v by d,. Then a split graph is a threshold graph iff 
d, <d, implies N(u) CZV+(v) 
for all pairs of nodes U, v. The RNC reliability of a threshold graph can be computed 
in O(n3) steps using the pivoting formula. For split graphs, however, computing the 
reliability is #P-complete even if all probabilities are equal, see [ 161. 
We will now show that an optimal assignment for a threshold graph is determined 
in a straightforward fashion by its degree sequence. 
Proposition 2.2. Let x be an optimal assignment for a threshold graph G. 
du 2 d, @ px(u) 3 in. 
Then 
Proof. To lighten the notation, assume that n(x) = x for all nodes x, where n is the 
given optimal assignment. The argument proceeds by first showing that our claim is 
true if both u and v are clique nodes, and if both u and v are cone nodes. It then 
remains to show the following: 
Let u be a lowest-degree clique node and v a highest-degree cone node so that 
d,, > d,. Then pu > pO. 
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We will establish here only the last claim. To this end, let H be the independent 
set of cone nodes other than v. Then 
R(G) =R(G’) - pu n (1 - pi)Wf) 
iEN 
+(Pr+P,-P,P,)r]i(l-pi)-pr n (l-pi) 
IEG’ iEN(C)UH 
+p,(l-p,) n (l-pi) n(l-m)-R(H) 
iEG’-H iEH 
(1) 
where G’ = G - u - L‘. Obtain a new assignment n’ for G by swapping pc, pu on the 
nodes r,u. Then 
NG;n)-R(G;n’)= (pu - pc) n (1 -pi) 1 - n (1 -pi) , 
itN(u)lJH iEC’-u 
where C’ is the set of clique nodes not adjacent to any cone nodes. From the above 
expression, we conclude that R(G; n) > R(G; d) u pu 2 pc. 0 
3. Paths, cycles and zigzags 
In this section, we will determine the optimal assignments for paths and cycles. For 
a path, an optimal assignment is obtained by placing ~1,. . . , pn in alternating order to 
the left and right-hand ends of the graph. We refer to this assignment as the zigzag, see 
below for a detailed definition. Connecting the endpoints of a path produces an optimal 
assignment for a cycle. While the optimal assignments are very easy to describe, it 
turns out to be surprisingly difficult to prove the optimality. 
First, we introduce the following parameter space transformation. Recall that our 
probability vectors are always assumed to be sorted, 0 < pl < p2 < . < p,, < 1. To 
avoid the constraints given by these inequalities, we can rewrite the reliability poly- 
nomial in terms of the quotients pi = pi/(1 - pi). Now let Q := nrEY (1 - p,.). 
Then 
(2) 
C connected EC 
Note that the leading term Q is invariant with respect to changes in the assignment. 
Clearly, the sequence pi,. . . ,pn has the same order type as ~1,. , pn . In particular, 
this sequence is still non-decreasing. As a consequence, the corresponding forward 
differences are all non-negative: xi = pi - pi_ 1 3 0; here we assume pa = 0. By substi- 
tuting pI = cjGixj into the last equation and omitting the invariant term Q, we obtain 
a polynomial T(G; X, rr) in variables xi,. . . ,x,: 
T(G;x, n> = c n c x, 
C connected VEC u < n(v) 
(3) 
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The parameter space for the vector x is the positive orthant in n-dimensional space. The 
usefulness of the T-polynomials for the assignment problem comes from the following 
simple fact: Assignment ~1 is better than assignment rro for the probability vector p iff 
T(G;x, no) < T(G; x, 7~~). 
Note that there is a slight technical problem with this approach: pi is undefined for 
pi = 1. Using the obvious limit arguments, this problem is easily avoided and we will 
assume from now on that pi < 1. 
In this first part of the argument, we show that the existence of an optimal assignment 
for a path is equivalent to a combinatorial assertion: some permutation of n maximizes 
the number of subsequences of a certain type. To be more precise, for G = P, a path 
on n nodes and rt an assignment we have from Eq. (3): 
= C C III C xj, 
I<k<n l<n-k+l I<i<l+k-I j<n(i) 
(4) 
Our first step is to express the coefficients of the polynomial T(P,; x, 7~) in terms of a 
combinatorial function E to be defined below. First, some terminology. An s-sequence 
a is a sequence of numbers in [s] = { 1,2,. . . ,s}. A k-block of an s-sequence is a 
subsequence of k consecutive elements. As usual, we denote by )cr( the length of a 
sequence r~ and by I& the number of occurrences of a in cr. Suppose f is a permutation 
of [k] and rr a sequence of length k. The rearrangement of of CJ is defined to be the 
sequence e( f (1 ))a(f (2)). . . a( f (k)). For two s-sequences cri and 02 of length k we 
say that ~72 dominates al, in symbols 01 <a~, if ol(i)<oz(i) for all i = 1,. . . , k. 
We can associate a monomial X0 := x,(i) . . .x,,(k) to any sequence 0 of length k. 
Then, from (4) and some simple algebra we get that the coefficient of monomial X” 
in polynomial T(P,; x, 7~) is the number of k-blocks p of rt that dominate some permu- 
tation of r~. More precisely, given two sequences a and b of length k define E(a, j?) 
to be the number of rearrangements of a that are dominated by j3: 
E(a,P) := I{f : [k] -+ [k] (f bijective, q<8)1. 
Extend the definition to sequences rt of length n 2 k by setting 
E(a, n) := c E(a, z(i). . . n(i + k - 1)). 
iQn--k-t1 
Thus, E(a, 7~) is the number of possible rearrangements of a that are dominated by 
a k-block of n, summed over all blocks. The following proposition is obvious from 
the definitions. 
Proposition 3.1. Let a and /? be two s-sequences of length k. Then 
1. E(a, p) = E(a, /?) for all permutations j of p. 
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2. Suppose o is ordered. Then E(a,/?) = n,=,.,.,,,(N~&) E (k - i)), where x I y 
indicates proper subtraction and N,(p) is the number of elements lurger than or equal 
to a in 8. 
The relevance of E(~,rr) for the assignment problem comes from the fact that the 
terms Eo(~, 71) := E(o, n>/&,,l Ia. cr 1 are p recisely the coefficients of the T-polynomials 
for the path: 
T(p,,; x, n) = c Eo(o, 71)X’. (5) 
C 
This is easily seen from Eq. (4). We will show that there is a simple rearrangement 
[(rc) for any sequence rt that maximizes E(o, .), uniformly for all U. This rearrange- 
ment is based on a particular permutation 1 of 1x1, called the zigzag. Note that this 
solution is unifbrm in the sense that it is independent of the actual numerical values 
of the probability vector p: the same permutation is optimal for all ordered probability 
vectors. 
The zigzag permutation of length n is defined by i,, = 1 3 5 . n. ‘6 4 2. Thus, c,, 
is bimodal and we have, for example, [S = 1 3 5 7 8 6 4 2. Observe that deleting n from 
i,, produces &_ 1. We now define the rearrangement C(X) of an arbitrary sequence ic. 
Set I? = 1~1, and let pt <p2 < . < p,, be the elements of rt in non-decreasing order. 
Then i(n) := 191 P3p5.. . p6p4p2. 
The remainder of this section is devoted to a proof of the following theorem. 
Theorem 3.1. Let G = P,, be u path on n nodes und let p an ordered probubility 
cector of length n. Then the zigzug qf length n is the optimal assignment Jor G. 
It is not hard to see that i(n) maximizes E(o, .) with respect to sequences g of 
length 2. To tackle the general case, we perform induction on the length of cr. To this 
end, for any s-sequence rr that contains at least one occurrence of s, let rc’ denote the 
result of deleting the first occurrence of s in rr. We also write rc(‘) for the sequence 
obtained from 71 by removing the first i occurrences of s from rc. 
We claim that 
Eta, 71) dE(g, i(n)) (6) 
for all s-sequences CJ and rc. We may safely assume that s occurs in cs as well as in rr. 
To see this, note that if s occurs in neither sequence we are done by induction on s. 
If s occurs in 0 but not in n we have E(o, 7~) = E(o, i(x)) = 0. Lastly, if s occurs in 
rc but not in cr, we can replace all occurrences of numbers larger than max a in rc by 
maxa, and we are again done by induction on s. Now consider the differences 
D(a, TC) := E(a, n) - E(cr, 7~‘). 
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Note that &a, 7~) = ~~~\-‘“” Qo, #) since the sum is telescoping and 
E(o, &+-l&+l)) = 0. H ence, it suffices to establish the inequality 
We begin by showing that D is a monotonic in its second argument. 
Lemma 3.1. Let o, n1 and r2 be s-sequences such that x1<7t2. Then D(o, 7~1) <
D(a, ~2 ). 
Proof. Deleting element s in ~1 affects at most k consecutive /c-blocks in ~1. Thus, 
we may assume safely that the length of ~1 is at most 2k - 1. We will only discuss 
the case of In1 1 = 2k - 1, the other cases being entirely similar. Hence, we have 
7cl = x1x2. ' .Xk-lsyly2"'yk-1, 
where the underline indicates the occurrence of s to be deleted. Now deletion of s 
changes block xi . .Xk_lsyl . . . yi_1 into Xi. . 'Xk-1 yl . . . y;_lyi, which, by Proposi- 
tion 3.1, amounts to replacing s by yi. Furthermore, block syl y2 . . yk_1 is deleted al- 
together. It is safe to assume that 712 differs from ~1 only in one position, say, element 
X, = a in 7~1 is replaced by b 3a. This replacement affects only the first t blocks 
Xi " yi-1, i = l,... , t , and, again by Proposition 3.1, it suffices to show that 
E(o,albzz3 . ‘zk)-E(o,U,U2Z3.“zk)dE(o,b,b2z3.’.Zk)-E(a,bla2z3...Zk) 
whenever al < 61 and a2 < b2. But the last inequality is equivalent to n (pi + di) - 
n Pidn(qi + d;) - nqi, where pi = Ng(i)(ala2Z3 . ..zk). qi = No(i)(bla2z3 . ..zk) 
and di = 1 whenever al < a(i)< bl, di = 0 otherwise. Our claim now follows from 
elementary arithmetic. 0 
We can now complete the proof of Theorem 3.1. 
Proof. (Of Theorem 3.1). It remains to establish the inequality (6), or, equivalently, 
inequality (7). The proof proceeds by induction on k = ICI/. As in the last lemma, it 
is safe to discuss only the case 1~1 = 2k - 1, where the first element s in 7~ occurs 
in position k. Now, let t = In/,. If t = 1 we trivially have E(a, n’) = _!?(a,[‘) = 0. 
Furthermore, E(a, z) = E(o’, 71’). By our induction hypothesis, the latter expression is 
maximal for [(x’) = [‘, and we are done. 
Now assume t 32 so that 7~” = 712 is well defined. Note that we may assume safely 
that all the occurrences of s in rc are in one block: 
To see this, suppose 7~ is of the form ~0 a 7~1 s 712 bs 713, where 7t0 a ~1 contains no s, 
and JUX~S~Q/ = k. By Lemma 3.1, D(o,71)~D(8,~0~711s712sb713), and our claim 
follows. 
C. Stivaros. K. Sutnerl Discrete Applied Mathematics 75 (1997) 285-295 293 
Since we are only interested in D(o, rr), we can ignore all blocks ending before the 
last occurrence of s in rc. Thus, since all blocks in rt contain the subsequence sf, we 
have E(o, rc) = tE(o’, rc’) and E(o, 7~‘) = (t - 1 )E(o’, 7~“). Hence, 
D(o, TC) = E(o, 71) - E(o, n’) 
= t(E(a: 71’) - E(a’, n”)) + E(o’, 7~‘) 
= tD( a’, 71’) + E( a: n’ ). 
By our induction hypothesis the difference D(o’, n’) is maximal for [’ = [(rc’). Likewise, 
[’ maximizes the second term and we are done. 0 
It is easy to see that our proofs can be modified to cover the case where G is 
a cycle on n nodes rather than a path. Hence, we also have the following theorem. 
Theorem 3.2. Let G = C, be a cycle on n nodes and let p CI sorted probability vector. 
Then the zigzag on [n] is the optimal assignment for G. 
4. Hardness results 
It was shown in [16] that computing R(G;p, n) is #P-complete even if all proba- 
bilities pi = p are equal, and when G is required to belong to a restricted class of 
graphs. For equal probabilities, R(G) = C, Stp’( 1 - p)n-‘, where Si is the number of 
connected subsets of G of size i. Hence, one can use binary search in conjunction 
with an oracle for the assignment problem to compute R(G). By the results in the last 
reference, we have the following theorem. 
Theorem 4.1. The decision version of the residual node connectedness reliubility us- 
signment problem is NP-hard even if all probabilities are equal und the underlying 
graph G is required to be a split graph or planar and bipartite. 
The above theorem is unsatisfactory, since the computational difficulties lie really in 
determining the reliability of the probabilistic graph rather than choosing any particular 
assignment. By contrast, the next result shows that the assignment problem is NP-hard 
for complete bipartite graphs. Computing the reliability for any particular assignment 
in these graphs is clearly in polynomial time, see also [14]. Our proof is based on the 
hardness of the following auxiliary combinatorial problem. 
Problem: Minimum Product Sum (MPS). 
Instance: A list of rational numbers xi,. . ,x2,, , 0 <Xi < 1, and a bound B. 
Question: Is there a subset I C [2n] of cardinality n such that ni,, xi + niGlxi <B. 
Lemma 4.1. The Minimum Product Sum problem is NP-complete. 
294 C. Stivaros, K. SutnerlDiscrete Applied Mathematics 75 (1997) 285-295 
Proof. Membership in NP is obvious. For hardness, we will give a reduction from 
subset product to MPS, see [6], problem [SP14]. Let al,. . . ,a, and P be an instance 
of subset product. We have to determine whether there is a subset of the ai’s whose 
product is P. 
The corresponding instance of MPS is given as follows. Let A := n ai, set xi = ai, 
and x,+, = 1 for i = 1,. . . , r . Add two dummy elements x2,.+1 = AP and x2,.+2 = AZ/P. 
Lastly, the bound B is defined to be 2A2. 
Certainly, a yes-instance of subset product translates into a yes-instance of MPS. 
For the opposite direction, consider the real function f(x) = x + c/x, c > 0. Clearly, 
f has its only positive local minimum at x = &. It follows that ni,, Xi + niEr xi 3 B, 
and equality holds only for ni,, xi = n,,, xi = B/2 = A2. Hence, say, 2r + 1 E I and 
2r + 2 6 I, and it is easy to extract the yes-instance of subset product from 1. 0 
Theorem 4.2. The decision version of the assignment problem is NP-complete jbr 
complete bipartite graphs. 
Proof. Suppose the vertices in the partitions of I& are numbered 1,. . . , n and n+ 1,. . . , 
2n. Consider the probability vector ~1,. . . , p2,, . Again, to lighten notation, assume 
z(i) = i. Let qi := 1 - pi. A tedious calculation shows that 
R(Kn,n) = ( i<n ) (‘-For) +Cpi!Jyi 1 - nqi 
=-(~qi+~)+l+nqt+~Pi~Y 
All but the first term are invariant under changes in the assignment. Hence, the problem 
of finding an optimal assignment rc : [2n] + [2n] for Kn,n, comes down to minimizing 
niGn 4x(i) + n,,, qn(i). But we have just shown in Lemma 4.1 that the MPS problem 
is NP-complete. Thus, the assignment problem for K,,, is also NP-complete. 0 
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