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DIRICHLET FORMS AND POLYMER MODELS BASED ON
STABLE PROCESSES
LIPING LI AND XIAODAN LI
Abstract. In this paper, we are concerned with polymer models based on
α-stable processes, where α ∈ (d
2
, d∧ 2) and d stands for dimension. They are
attached with a delta potential at the origin and the associated Gibbs measures
are parametrized by a constant γ playing the role of inverse temperature.
Phase transition exhibits with critical value γcr = 0. Our first object is to
formulate the associated Dirichlet form of the canonical Markov process X(γ)
induced by the Gibbs measure for a globular state γ > 0 or the critical state γ =
0. Approach of Dirichlet forms also leads to deeper descriptions of probabilistic
counterparts of globular and critical states. Furthermore, we will characterize
the behaviour of polymer near the critical point from probabilistic viewpoint
by showing that X(γ) is convergent to X(0) as γ ↓ 0 in a certain meaning.
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1. Introduction
Polymers are chemical compounds consisting essentially of repeating units, called
monomers. Real polymers are complex objects on their own, typically fluctuating
in a solvent as well as with other portion of themselves. The study of polymer
models has been a very active area of research in mathematical physics for a long
time. It began to develop in 1930’s under the influence of chemical and biological
applications. Research into these models led to a great number of impressive ad-
vances, from the explanation of rubber elasticity to the creation of the theory of
helix-coil transitions in proteins and nucleic acids. Many physically relevant prob-
lems on polymer chains have been outlined in e.g. a review of Lifschitz, Grosberg
and Khokhlov [20].
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In simplified discrete models, the configuration of a polymer, i.e. the sequence
of locations of the monomers, follows the trajectory of a random walk on a lattice;
see e.g. [15]. As a continuous generalization, a continuum polymer model was
constructed by Cranston et al. (see e.g. [7–9]) in the context of Brownian motions.
Let us use a few lines to explain some details. It starts with a system of finite
size T , which means the length of the polymer. Let ΩT := C([0, T ],R
d), i.e. the
family of all continuous paths of size T in Rd, be the configuration space of the
system. Then the polymer model is described by a Gibbs ensemble at each inverse
temperature β (≥ 0), realized as a probability measure Pβ,T on ΩT , which is also
called a Gibbs measure. More precisely, the underlying probability measure P0,T is
identified with the Wiener measure on ΩT in this model, and we also denote it by
PT in abbreviation. For β > 0, Pβ,T is determined by the so-called Hamiltonian
HT , which is given by a certain potential function v on R
d in the following manner:
(1.1) HT (ω) = −
∫ T
0
v(ω(t))dt, ω ∈ ΩT .
In other words,
(1.2) Pβ,T (dω) =
exp{−βHT (ω)}
Zβ,T
PT (dω) =
exp{β
∫ T
0 v(ω(t))dt}
Zβ,T
PT (dω),
where Zβ,T := ET exp{−βHT } is the so-called partition function. From probabilis-
tic viewpoint, the phenomenon of phase transition is observed by letting T ↑ ∞
with certain tactic. It is shown in [7] that there is a critical value βcr such that
for β < βcr and β > βcr, the polymer manifests different behaviours and is called
in the diffusive state and in the globular state respectively. In the former state,
the canonical process induced by the limiting measure is nothing but Brownian
motion. However in the latter state, the limiting measure induces another diffusion
process enjoying a certain ergodic measure ψ2β(x)dx. From analytic viewpoint, the
(self-adjoint) operator
Hβ =
1
2
∆+ β · v : L2(Rd)→ L2(Rd),
where ∆ is the Laplacian operator and v is the potential function in (1.1), plays
an important role in characterizing the phase transition. In the case that v ∈
C∞c (R
d) is non-negative and not identically equal to 0, it is well known that the
spectrum of Hβ consists of the absolutely continuous part (−∞, 0] and at most a
finite number of non-negative eigenvalues λj(β), i.e. σ(Hβ) = (−∞, 0] ∪ {λj(β) :
0 ≤ j ≤ N}. We enumerate the eigenvalues in a decreasing order and particularly,
λ0(β) = max{λj(β) : 0 ≤ j ≤ N} if {λj(β)} 6= ∅. When β ≤ βcr, supσ(Hβ) = 0.
When β > βcr, it holds that λ0(β) > 0 and β 7→ λ0(β) is increasing and continuous
with limβ↓βcr λ0(β) = 0 and limβ↑∞ λ0(β) = ∞ (see [7, Lemma 4.1]). These facts
about σ(Hβ) are another reflection of phase transition. It is worth noting that in
a globular state, the density function ψβ appearing in the above ergodic measure
is exactly the ground state of Hβ , i.e. its eigenfunction with eigenvalue λ0(β).
In addition, λ0(β) coincides with the rate of growth of Zβ,T (also called the free
energy of the ensemble), i.e. λ0(β) = limT↑∞ (logZβ,T ) /T , and the asymptotics of
λ0(β) as β ↓ βcr demonstrate universality in that they depend only on dimension
(see [7, Theorem 6.1]).
More interestingly, another particular and significant case with v = δ0, i.e. the
delta function at the origin, is explored in e.g. [1, 8] and similar phase transition
appears only for d = 3. Note that Hβ are not self-adjoint any more and should be
replaced by self-adjoint extensions, parametrized by a constant γ ∈ {−∞} ∪ R as
shown in [8, Theorem 2.1], of 12∆ restricted to C
∞
c (R
3\{0}). Denote the family of all
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these self-adjoint extensions by {Lγ : γ ∈ R or −∞}. Meanwhile, the Hamiltonian
should be understood as a limit − limε↓0
∫ T
0 Aε · 1(−ε,ε)(ωt)dt in a certain manner,
where Aε (↑ ∞ as ε ↓ 0) is a constant depending on γ. This parameter γ plays the
role of inverse temperature in associated Gibbs measure, which exhibits a phase
transition with critical value γcr = 0, and γ = −∞ corresponds to the underlying
case. Indeed, in the diffusive state γ < 0, Pγ,T converges to the Wiener measure
under suitable scaling as T ↑ ∞ and σ(Lγ) = (−∞, 0]. Note that when γ = −∞, Lγ
is exactly the Laplacian operator. In the globular state γ > 0, σ(Lγ) = (−∞, 0] ∪
{λ0(γ) := γ2/2} and the limiting process has the ergodic measure ψ2γ(x)dx, where
ψγ is the eigenfunction of Lγ with the solo eigenvalue λ0(γ) = γ2/2. The behaviours
of polymer near γcr = 0 are also analysed in [8].
In this paper, we are concerned with a generalization based on α-stable process
Wα with α ∈ (0, 2) of this continuum polymer model with delta potential. For the
sake of brevity, we only consider the isotropic case, where the transition density of
Wα is given by (2.1). Particularly, ∆α/2 := −(−∆)α/2, not 12∆
α/2, is the generator
of Wα. This generalization was first raised in [10] mainly from analytic viewpoint.
At a heuristic level, the analogical operator, denoted byAγ , of Lγ may be informally
written as
(1.3) Aγ
.
= ∆α/2 + βγ · δ0,
where βγ is a certain constant depending on γ (such that β−∞ = 0; see [10, §3])
and γ plays the role of inverse temperature. Strictly speaking, Aγ is a self-adjoint
extension on L2(Rd) of ∆α/2 restricted to C∞c (R
d \ {0}). The rigorous statement
is phrased in [10, Theorem 3.3] for either of the following cases:
(i) d = 1 and α > 1;
(ii) d = 1 or 2 and α = d;
(iii) d/2 < α < d.
In the cases (i) and (iii), phase transition exists with critical value γcr = 0. In the
globular state γ > 0, Aγ possesses a solo eigenvalue λγ > 0. Meanwhile universality
is demonstrated in the concrete expression of λγ as presented in [10, §3.1 and §3.3];
but at this time, not only dimension d but also α is involved. However in the case
(ii), no phase transitions exhibit and every γ corresponds to a globular state. The
associated Gibbs measure (at γ) in a strict sense is also obtained in [10]. In abuse
of notation, we still denote the configuration space by ΩT = D([0, T ],R
d), i.e. the
family of all ca`dla`g paths in Rd. Fix a starting point x of the underlying process
Wα (we take x = 0 in (1.1) tacitly). Let pγ(t, x, y) be the fundamental solution of
∂u
∂t
= Aγu.
When γ = −∞, we write p for p−∞ (i.e. the transition density of Wα) in abbre-
viation. Then the partition function, denoted by Zγ,T (x), and the Gibbs measure,
denoted by Pxγ,T , are formulated as follows:
(1.4)
Zγ,T (x) =
∫
Rd
pγ(T, x, y)dy,
Pxγ,T ({ω ∈ ΩT : ω(t1) ∈ A1, · · · , ω(tn) ∈ An})
= Z−1γ,T (x)
∫
A1×···×An×Rd
∏
1≤i≤n+1
pγ(ti − ti−1, xi−1, xi)dxn+1 · · · dx1,
where A1, · · · , An are Borel subsets of Rd, x0 = x and 0 = t0 < t1 < · · · <
tn < tn+1 = T . The case γ = −∞ corresponds to the truncated α-stable process
and for γ in the globular state, Pxγ,T converges to a probability measure P
x
γ on
Ω := D([0,∞),Rd) inducing a canonical process with an ergodic measure ψ2γ(x)dx,
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(∆
α
2 , Pt)
(Aγ , P
(γ)
t )
hW
α,(γ)
(X(γ), Q
(γ)
t )
h-transform (5.1)
(3.4) or (4.4)
one-point
reflection
part(3.12)
or (4.8)
(1.3)
Figure 1. Globular or critical state under h-transform
where ψγ is the ground state of Aγ , as T ↑ ∞ (see [10, Theorem 4.1]). To our
knowledge, however, no analogical limits were obtained for a non-globular state.
Note incidentally that the analogical approach of (1.4) forHβ or Lγ is still available,
see e.g. [7].
Our paper aims to study this polymer model of non-local type from proba-
bilistic viewpoint by means of so-called Dirichlet forms. Although a conception
in functional analysis, Dirichlet forms are closely linked with Markov processes in
probability theory due to several seminal works by Fukushima in 1970’s. It is now
well known that a Dirichlet form satisfying so-called regular condition is always
associated with a nice Markov process. The notions related to them are referred
to [4, 14].
The first main result stated in Theorem 2.1 derives the associated Dirichlet form
of the Markov processX(γ) induced byPxγ for a globular state γ > 0, i.e. X
(γ)
t (ω) :=
ω(t) for all ω ∈ Ω and t ≥ 0. This Dirichlet form denoted by (E (γ),F (γ)) is regular
with a core C∞c (R
d). Formulation of it builds a new bridge between analytic and
probabilistic characterizations of globular states. On one hand, Aγ is linked with
the generator of (E (γ),F (γ)) in (2.6). On the other hand, more properties of X(γ)
can be obtained by virtue of the theory of Dirichlet forms. For example, X(γ) is
irreducible, recurrent and consequently ergodic as explained in (2.8).
As we see in (2.7), the Dirichlet space F (γ) is a weighted Sobolev space of
fractional order, the weight function ψγ in which is nothing but the resolvent density
of Wα with parameter λγ in (2.5). Recall that the limiting Gibbs measure is not
obtained for the critical case γ = 0 in [10]. However, the above Dirichlet form
can be extended to the one with parameter γ = 0 in a truly straightforward way:
Replace the weight function ψγ by ψ0 := u0, i.e. the Riesz potential kernel as
presented in (2.3) (note that limγ↓0 λγ = 0). This extension works for the third case
d/2 < α < d, since the existence of u0 relies on the transience of W
α. Analogically
we will show in Theorem 2.2 that this new Dirichlet form, denoted by (E (0),F (0)),
is also regular with a core C∞c (R
d). Again its associated Markov process X(0) is
irreducible and recurrent. But the symmetric measure of it is not finite, thus the
ergodicity manifests a different limiting behaviour. There are at least two evidences
for that X(0) should correspond to the right Gibbs measure at γ = 0. Firstly, the
generator of (E (0),F (0)) is linked with A0 in the same manner as (2.6). Secondly,
as will be explained later, X(γ) is convergent to X(0) as γ ↓ 0 in a certain meaning.
This continuity in γ is in agreement with the behaviour of polymer near the critical
point γcr = 0 exhibited by the continuity of γ 7→ λγ near γcr.
Approach of Dirichlet forms has far more advantages in characterizing the prob-
abilistic counterparts of globular and critical state. In §5, we shall figure out a
clear relation between X(γ) and Wα for every γ ≥ 0. The first crucial fact is that
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the origin 0 is of positive capacity relative to X(γ) as stated in Theorem 5.1. This
illustrates that X(γ) feels a strong attraction to the origin (see (2.9)), as usually
appears in one-dimensional models. At a heuristic level, it is a reflection of that
Aγ has infinite potential at 0 as we can see in (1.3). In addition, the part process
of X(γ) outside the origin, obtained by killing X(γ) once upon leaving Rd \ {0}, is
identified with the h-transformed process, denoted by hW
α,(γ), ofWα with h = ψγ .
On the contrary, X(γ) is the unique one-point reflection of hW
α,(γ) at 0 in the sense
of [5]. As a result, we can summarize these probabilistic counterparts in a road map
illustrated in Figure 1. Further interesting properties of X(γ) can be obtained from
this alternative characterization. For example, 0 is regular for itself with respect to
X(γ); and the paths of X(γ) are not only ca`dla`g but also continuous at the moments
t when X
(γ)
t = 0, although its associated Dirichlet form contains no diffusion part.
Another main result is that X(γ) converges to X(0) as γ ↓ 0 in the following
sense: Take γn ↓ 0 and a non-negative function φ on Rd such that
φ/ψγ1 ∈ L
2(Rd),
∫
Rd
φ(x)dx = 1,
then Pφγn(·) :=
∫
Rd
Pxγn(·)φ(x)dx converges to P
φ
0 (·) :=
∫
Rd
Px0(·)φ(x)dx weakly
on Ω endowed with the Skorohod topology as n → ∞. The theory of Dirichlet
forms plays an important role in the proof of it as well. Indeed, Mosco convergence
of (E (γn),F (γn)) demonstrated in Theorem 6.3 leads to the convergence of finite
dimensional distributions of X(γn), and to prove their tightness, an inequality con-
cerning capacity, analysis of quasi-continuous functions and so-called Fukushima’s
decomposition are all employed.
Throughout this paper we will concentrate in globular and critical states for the
case d2 < α < d. For another two cases mentioned earlier, the characterization
by means of Dirichlet forms is still available but only for globular states, since we
cannot find a suitable substitution of ψ0 when W
α is recurrent at present. The
state γ < 0 is not under consideration either, because the expected counterpart
is nothing but Wα. We wish to treat them in a future work. It is also worth
pointing out that the Brownian case, i.e. α = 2 and d = 3, has been explored by
the first named author and his co-author in [13]. Nevertheless, the current case of
non-local type is much more involved, as we see the proofs of main results are far
from routine.
The rest of this paper is organized as follows. In §2, we will present the expression
of associated Dirichlet form of X(γ) for every γ ≥ 0. The proof will be postponed
to §3 for globular states and to §4 for critical state. The road map illustrated in
Figure 1 will be completed with the help of a theorem in §5 providing an alternative
characterization of X(γ) via h-transform. Finally, the weak convergence of X(γ) as
γ ↓ 0 will be proved in §6.
Notations. Let us put some often used notations here for handy reference, though
we may restate them when they appear.
The notation “:=” is read as “to be defined as”. For x, ξ ∈ Rd, 〈x, ξ〉 means
the inner product between x and ξ and |x| stands for the Euclidean norm of x.
Given a domain D ⊂ Rd, the families Cc(D), C0(D) and C∞c (D) are those of
all continuous functions on D with compact support, all continuous functions on
D vanishing on the boundary of D or at ∞ and all smooth functions on D with
compact support respectively. Given a continuous function f with compact support,
supp[f ] stands for its support, i.e. the closure of {x : f(x) 6= 0}. For every r > 0,
B(r) := {x : |x| < r}. The notation ‖ ·‖∞ means the supremum norm of a bounded
function. Given a Hilbert space H , ‖ · ‖H stands for its norm and (·, ·)H stands for
its inner product. Given an operator L, D(L) stands for the domain of L tacitly.
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The symbol . (resp. &) means that the left (resp. right) term is bounded by the
right (resp. left) term multiplying a nonessential constant. In addition, † ≈ ‡means
that there is a nonessential constant C > 1 such that 1C † ≤ ‡ ≤ C†. There are
several fixed constants throughout this paper: c−α,d, cα,d and c(α, d) first appear
in (2.3), (2.4) and (2.5) respectively. Otherwise a constant attached with subscript
means it depends on the terms in subscript. Note that almost all constants are
relevant to d and α, and we ignore them in subscript if no confusions cause.
The semigroup and resolvent of isotropic α-stable process are denoted by Pt and
Uλ respectively. Accordingly, the transition density and resolvent density are pt
and uλ. The Rieze potential kernel u0 is given by (2.3). For every finite γ, P
(γ)
t
stands for the semigroup associated with Aγ . The semigroup and resolvent of X(γ)
for γ ≥ 0 are denoted by Q
(γ)
t and R
(γ)
λ respectively. Meanwhile, ψγ := uλγ where
λγ is given by (2.5).
The notions related to Dirichlet forms are referred to [4, 14]. Particularly, every
function in a Dirichlet space is taken to be a quasi-continuous version if without
other statements.
2. Probabilistic counterparts of globular and cricital states
Fix α ∈ (d2 , 2∧d) and let W
α = {Ω = D([0,∞),Rd), (Px)x∈Rd , (W
α
t )t≥0} denote
the isotropic α-stable process on Rd, i.e. Wα is a Le´vy process (see e.g. [21]) whose
transition density p(t, x, y) = p(t, 0, x−y) =: pt(x−y) with respect to the Lebesgue
measure is given by
(2.1) pˆt(ξ) :=
∫
Rd
ei〈x,ξ〉pt(x)dx = e
−t|ξ|α , ξ ∈ Rd.
Its resolvent kernel uλ(x) for λ > 0 is equal to
(2.2) uλ(x) =
∫ ∞
0
e−λtp(t, 0, x)dt =
1
(2π)d
∫
Rd
e−i〈ξ,x〉
λ+ |ξ|α
dξ.
Several properties of uλ are presented in Lemma A.3. Particularly, uλ ∈ L2(Rd)
due to α > d/2. In addition, α < d leads to
(2.3) u0(x) :=
∫ ∞
0
p(t, 0, x)dt =↑ lim
λ↓0
uλ(x) = c−α,d · |x|
α−d,
where c−α,d =
2−αΓ( d−α2 )
pid/2Γ(α2 )
and Γ is the so-called Gamma function. It is well known
that the generator of Wα is ∆α/2, which is symmetric with respect to the Lebesgue
measure, and its associated Dirichlet form (G ,D(G )) on L2(Rd) is
(2.4)
D(G ) = Hα/2(Rd) = {f ∈ L2(Rd) : G (f, f) <∞},
G (f, g) =
cα,d
2
∫
Rd×Rd\D
(f(x)− f(y)) (g(x) − g(y))
|x− y|d+α
dxdy, f, g ∈ D(G ),
where D is the diagonal of Rd × Rd and cα,d =
2αΓ(α+d2 )
pi
d
2 |Γ(−α2 )|
.
As mentioned in §1, the self-adjoint extensions on L2(Rd) of ∆α/2 restricted to
C∞c (R
d \ {0}) are parametrized by a constant γ ∈ {−∞} ∪ R. For γ > γcr = 0 in
a globular state, the corresponding self-adjoint extension Aγ has a solo eigenvalue
(2.5) λγ =
(
γ
c(α, d)
)α/(d−α)
,
where c(α, d) = 1
(2pi)d
∫
Rd
dξ
|ξ|α(1+|ξ|α) , with the eigenfunction
ψγ := uλγ ,
DIRICHLET FORMS AND POLYMER MODELS 7
where uλγ is given by (2.2) with λγ in place of λ (see [10, §3.3]). One of the main
purposes in this section is to present an alternative description of the probabilistic
counterpart of this globular state by means of Dirichlet forms. To phrase the result,
we prepare some notations. For γ > 0, set mγ(dx) := ψγ(x)
2dx, which is a finite
measure, and define another operator
(2.6)
D(Aγ) := {f ∈ L
2(Rd,mγ) : f · ψγ ∈ D(Aγ)},
Aγf :=
1
ψγ
· Aγ (f · ψγ)− λγf, f ∈ D(Aγ).
It is not hard to find that Aγ is self-adjoint on L
2(Rd,mλ) with Aγ1 = 0.
Theorem 2.1. Fix γ > 0. Set mγ(dx) = ψγ(x)
2dx and let X(γ) = {Ω,Pxγ , X
(γ)
t }
be the process corresponding to the globular state at γ, i.e. Ω = D([0,∞),Rd),
Pxγ is the probability measure on Ω mentioned below (1.4) and X
(γ)
t (ω) := ω(t) for
ω ∈ Ω. Then X(γ) is mγ-symmetric and associated with a regular Dirichlet form
on L2(Rd,mγ) as follows:
(2.7)
F
(γ) = {f ∈ L2(Rd,mγ) : E
(γ)(f, f) <∞},
E
(γ)(f, f) =
cα,d
2
∫
Rd×Rd\D
(f(x)− f(y))2
|x− y|d+α
ψγ(x)ψγ(y)dxdy, f ∈ F
(γ).
Furthermore, C∞c (R
d) is a core of (E (γ),F (γ)), whose generator is Aγ given by
(2.6).
For the critical case γ = γcr = 0, no probabilistic counterparts are obtained
in [10]. However, the analogues of (2.6) and (2.7) are still available. Indeed, set
ψ0 := u0 in (2.3) and m0(dx) := ψ0(x)
2dx. Note that m0 is positive Radon on
R
d since α > d/2. Then the operator A0 and the quadratic form (E
(0),F (0)) are
well defined by letting γ = λγ = 0 in (2.6) and (2.7) respectively. The analogical
result of Theorem 2.1 below states the regularity of (E (0),F (0)), which leads to
a probabilistic counterpart of the critical state γ = 0, i.e. its associated Markov
process denoted by X(0) := {Ω,Px0 , X
(0)
t }.
Theorem 2.2. The quadratic form (E (0),F (0)) is a regular Dirichlet form on
L2(Rd,m0) with the generator A0. Moreover, C
∞
c (R
d) is a core of (E (0),F (0)).
The proofs of these theorems are postponed to §3 and §4. Instead, we point out
two facts about X(γ) for γ ≥ 0. The first one concerns their global properties. It
will turn out in Propositions 3.3 and 4.1 that X(γ) is irreducible and recurrent. As
a result, we can conclude that for γ > 0 and any x ∈ Rd (see [14, Theorem 4.7.3]),
(2.8)
1
t
∫ t
0
Pxγ(X
(γ)
s ∈ ·)ds −→ πγ(·) :=
mγ(·)
mγ(Rd)
, weakly as t ↑ ∞.
When γ = 0, the probability measure on the left hand side is vaguely convergent
to 0 as t ↑ ∞. The second fact illustrates that X(γ) feels a strong attraction
to the origin. Indeed, the capacity of {0} relative to E (γ) is positive as shown in
Theorem 5.1. This property also leads to an alternative characterization of globular
or critical state in §5 by means of Doob’s well-known h-transform. Particularly it
holds for E (γ)-q.e. x ∈ Rd (see [14, Theorem 4.7.1]),
(2.9) Pxγ(σ0 <∞) = 1,
where σ0 := inf{t > 0 : X
(γ)
t = 0}. Note incidentally that other singleton is always
E (γ)-polar.
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3. Globular states
Fix γ > 0. This section is mainly devoted to proving Theorem 2.1 and presenting
some properties of X(γ).
3.1. Proof of Theorem 2.1. This proof will be completed in several steps.
3.1.1. Step 1. We prove (E (γ),F (γ)) is a Dirichlet form. To this end, set
jγ(x, dy) := |x− y|
−(d+α)ψγ(y)ψγ(x)
−1dy.
By [14, Example 1.2.4], it suffices to show
(j.1) For any ε > 0, x 7→ jγ(x,Rd \ Uε(x)) :=
∫
y∈Rd\Uε(x)
jγ(x, dy) is locally
integrable with respect to mγ , where Uε(x) is the ε-neighbourhood of x.
(j.2)
∫
Rd
f(x)(jγg)(x)mγ(dx) =
∫
Rd
(jγf)(x)g(x)mγ(dx) for all f, g ∈ B+(Rd),
where jγf(x) :=
∫
f(y)jγ(x, dy).
(j.3)
∫
K×K\D |x− y|
2jγ(x, dy)mγ(dx) <∞ for any compact K ⊂ Rd.
For (j.1), take ε > 0 and an arbitrary compact setK ⊂ Rd. Choose r > 1 sufficiently
large such that K ⊂ B(r) := {x ∈ Rd : |x| < r}. It follows from (2.3) that∫
K
jγ(x,R
d \ Uε(x))mγ(dx) =
∫
K
∫
|x−y|>ε
|x− y|−(d+α)ψγ(y)ψγ(x)dydx
.
∫
K
∫
|x−y|>ε
|x− y|−(d+α)|x|α−d|y|α−ddydx.
Denote G1 := {y : |x − y| > ε, |y| > r} and G2 := {y : |x − y| > ε, |y| ≤ r}. Then
we have
(3.1)
∫
K
∫
G1
|x− y|−(d+α)|x|α−d|y|α−ddydx
≤
∫
K
∫
G1
(
|y|
|x− y|
)α+d
|x|α−d|y|−2ddydx.
Take x ∈ K and y ∈ G1. Since |y| > r and |x| ≤ sup{|z| : z ∈ K} < r, it follows
that |y|/|x − y| ≤ r/(r − |x|) ≤ Cr,K for a finite constant Cr,K . Hence the right
hand side of (3.1) is not greater than
Cα+dr,K
∫
K
|x|α−ddx
∫
|y|>r
|y|−2ddy <∞.
In addition,∫
K
∫
G2
|x− y|−(d+α)|x|α−d|y|α−ddydx ≤ ε−(α+d)
∫
K
|x|α−ddx
∫
|y|≤r
|y|α−ddy <∞.
Consequently, one can conclude (j.1). The second item (j.2) is obvious. For (j.3),
we still take r such that K ⊂ B(r). When α+ d ≤ 2, we have∫
K×K\D
|x− y|2jγ(x, dy)mγ(dx) ≤
∫
K×K\D
|x− y|2−(α+d)|x|α−d|y|α−ddydx
≤ (2r)2−(α+d)
∫
K×K\D
|x|α−d|y|α−ddydx <∞.
When α + d > 2, take a constant ε > 0 and denote K1 := {y : y ∈ K, |y − x| > ε},
K2 := {y : y ∈ K, 0 < |y − x| ≤ ε}. Then∫
K×K\D
|x− y|2jγ(x, dy)mγ(dx)
=
∫
K
∫
K1
|x− y|2jγ(x, dy)mγ(dx) +
∫
K
∫
K2
|x− y|2jγ(x, dy)mγ(dx).
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The first term is not greater than∫
K
∫
K1
|x− y|−(α+d−2)|x|α−d|y|α−ddydx ≤ ε−(α+d−2)
(∫
K
|x|α−ddx
)2
<∞,
and the second is not greater than∫
K
∫
K2
|x− y|−(α+d−2)|x|α−d|y|α−ddydx
≤
(∫
K
∫
K2
|x|2(α−d)
|x− y|α+d−2
dydx
)1/2
·
(∫
K
∫
K2
|y|2(α−d)
|x− y|α+d−2
dydx
)1/2
≤
∫
K
|x|2(α−d)dx
∫
|y|≤ε
|y|−(α+d−2)dy <∞.
Hence (j.3) is verified.
3.1.2. Step 2. Note that (j.3) implies C∞c (R
d) ⊂ F (γ) as well. Denote the E
(γ)
1 -
closure of C∞c (R
d) in F (γ) by F¯ . Then (E (γ), F¯ ) is also a Dirichlet form on
L2(Rd,mγ). Further let A and A¯ be the generators of (E
(γ),F (γ)) and (E (γ), F¯ )
respectively. In this step, we show
(3.2)
C∞c (R
d \ {0}) ⊂ D(A ) ∩ D(A¯ ),
A f(x) = A¯ f(x) =
cα,d
ψγ(x)
(
p.v.
∫
Rd
f(y)− f(x)
|x− y|d+α
ψγ(y)dy
)
:=
cα,d
ψγ(x)
(
lim
r↓0
∫
y:|y−x|>r
f(y)− f(x)
|x− y|d+α
ψγ(y)dy
)
, f ∈ C∞c (R
d \ {0}),
where the limit is in the sense of L2(Rd). To this end, we first show
(3.3) Lf(x) := p.v.
∫
Rd
f(y)− f(x)
|x− y|d+α
ψγ(y)dy
is well defined in L2(Rd) for all f ∈ C∞c (R
d\{0}). Fix such f and take a compact set
K ⊂ Rd\{0} such that supp[f ] ⊂ K and δ := inf{|x−y| : x ∈ supp[f ], y ∈ Kc} > 0.
On one hand, it follows from Lemma A.3 (1) and Minkovski’s inequality that
(∫
Kc
Lf(x)2dx
)1/2
≤

∫
Kc
(∫
supp[f ]
f(y)ψγ(y)
|x− y|d+α
dy
)2
dx


1/2
≤
∫
supp[f ]
(∫
Kc
dx
|x− y|2(d+α)
)1/2
f(y)ψγ(y)dy
≤ ‖ψγ‖K
∫
Rd
f(y)dy
(∫
x:|x−y|≥δ
dx
|x− y|2(d+α)
)1/2
<∞,
where ‖ψγ‖K := sup{|ψγ(x)| : x ∈ K} <∞. On the other hand,∫
K
Lf(x)2dx
≤
∫
K
(∫
K
(f(y)− f(x))ψγ(y)
|x− y|d+α
dy +
∫
Kc
−f(x)ψγ(y)
|x− y|d+α
dy
)2
dx
.
∫
K
(∫
K
(f(y)− f(x))ψγ(y)
|x− y|d+α
dy
)2
dx+
∫
K
(∫
Kc
ψγ(y)dy
|x− y|d+α
)2
f(x)2dx
=: J1 + J2.
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To estimate J1, take h ∈ C∞c (R
d \ {0}) with h ≡ 1 on K and set ψ˜ := ψγ · h ∈
C∞c (R
d \ {0}) due to Lemma A.3 (1). Then we have
J1 =
∫
K
(∫
K
(f(y)− f(x))ψ˜(y)
|x− y|d+α
dy
)2
dx.
Note that∫
K
(∫
K
(f(y)− f(x))(ψ˜(y)− ψ˜(x))
|x− y|d+α
dy
)2
dx
≤ ‖∇f‖2∞‖∇ψ˜‖
2
∞
∫
K
(∫
K
dy
|x− y|d+α−2
)2
dx <∞
and since f ∈ D(∆α/2) (see Definition A.1),∫
K
(∫
K
(f(y)− f(x))ψ˜(x)
|x− y|d+α
dy
)2
dx ≤ ‖ψ˜‖2K
∫
K
(∫
K
f(y)− f(x)
|x− y|d+α
dy
)2
dx <∞.
Hence one can obtain J1 <∞. For the second term J2, it follows from ψγ ∈ L2(Rd)
that
J2 ≤ ‖ψγ‖
2
L2(Rd)
∫
supp[f ]
f(x)2dx
∫
y:|y−x|≥δ
dy
|x− y|2(d+α)
<∞.
Eventually we can conclude Lf ∈ L2(Rd). Secondly, fix f ∈ C∞c (R
d \{0}). For any
g ∈ F (γ) or g ∈ F¯ , one can easily deduce by (3.3) and g · ψγ ∈ L2(Rd) that
E
(γ)(f, g) = −cα,d
∫
Rd
Lf(x)g(x)ψγ(x)dx =
(
−
cα,d
ψγ
Lf, g
)
L2(Rd,mγ)
,
which leads to (3.2).
3.1.3. Step 3. Define a self-adjoint operator A on L2(Rd) as follows:
(3.4)
D(A) := {f ∈ L2(Rd) : f/ψγ ∈ D(A )},
Af := ψγ ·A
(
f
ψγ
)
+ λγf, f ∈ D(A).
Clearly, A is a self-adjoint operator on L2(Rd). In this step, we assert A is an
extension of ∆α/2 restricted to C∞c (R
d \ {0}), i.e.
(3.5) C∞c (R
d \ {0}) ⊂ D(A), Af = ∆α/2f, ∀f ∈ C∞c (R
d \ {0}),
and
(3.6) ψγ ∈ D(A), Aψγ = λγψγ .
Indeed, C∞c (R
d \ {0}) ⊂ D(A) is clear by (3.2) and Lemma A.3 (1). Fix f ∈
C∞c (R
d \ {0}) and take arbitrary g ∈ C∞c (R
d). A straightforward computation
yields
(3.7)
(
f(x)
ψγ(x)
−
f(y)
ψγ(y)
)
(g(x)− g(y))ψγ(x)ψγ(y)
= (f(x)− f(y)) · (g(x)ψγ(x)) − (f(x)− f(y)) · (g(y)ψγ(y))
+ (f(x)g(x) − f(y)g(y)) · ψγ(y)− (f(x)g(x) − f(y)g(y)) · ψγ(x).
Recall that LI and LS are two equivalent expressions of ∆
α/2 as shown in Defini-
tion A.1. Since f ∈ Hα(Rd) = D(∆α/2) and g · ψγ ∈ L2(Rd), we have
cα,d
∫
Rd
g(x)ψγ(x)dx
(
p.v.
∫
Rd
f(x)− f(y)
|x− y|d+α
dy
)
= −
∫
Rd
LIf(x)g(x)ψγ(x)dx
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and
cα,d
∫
Rd
g(y)ψγ(y)dy
(
p.v.
∫
Rd
f(x)− f(y)
|x− y|d+α
dx
)
=
∫
Rd
LIf(x)g(x)ψγ(x)dx.
Since f · g ∈ Hα(Rd) and ψγ ∈ L2(Rd), it holds
(3.8)
cα,d
∫
Rd
ψγ(y)dy
(
p.v.
∫
Rd
f(x)g(x) − f(y)g(y)
|x− y|d+α
dx
)
= (ψγ , LI(fg))L2(Rd) = (ψγ , LS(fg))L2(Rd)
= lim
t↓0
(
1
t
(pt ∗ ψγ − ψγ), fg
)
L2(Rd)
.
By virtue of f ∈ C∞c (R
d \ {0}) and Lemma A.3 (3), the last term is equal to
λγ
∫
Rd
f(x)g(x)ψγ(x)dx. Analogically,
cα,d
∫
Rd
ψγ(x)dx
(
p.v.
∫
Rd
f(x)g(x) − f(y)g(y)
|x− y|d+α
dy
)
= −λγ
∫
Rd
f(x)g(x)ψγ(x)dx.
Hence (3.7) tells us
(3.9) E (γ)(f/ψγ , g) = −
∫
Rd
LIf(x)g(x)ψγ(x)dx + λγ
∫
Rd
f(x)g(x)ψγ(x)dx.
Since f/ψγ ∈ D(A ), we can obtain
A (f/ψγ) = (LIf)/ψγ − λγ(f/ψγ).
From the definition of A, (3.5) can be eventually concluded. On the other hand,
one can easily find that 1 ∈ F (γ) and E (γ)(1, f) = 0 for all f ∈ F (γ). This implies
1 ∈ D(A ) and A 1 = 0. From the definition of A, we obtain (3.6). Therefore,
A = Aγ , i.e. the self-adjoint extension with parameter γ of ∆α/2 restricted to
C∞c (R
d \ {0}). Particularly, A is identified with Aγ in (2.6).
3.1.4. Step 4. We can define an analogical self-adjoint operator A¯ of A on L2(Rd)
by taking A¯ in place of A in (3.4). Mimicking the proof of (3.5), one can figure out
that A¯ is also an extension of ∆α/2 restricted to C∞c (R
d \ {0}). In addition, take
τ ∈ C∞c (R
d) such that 0 ≤ τ ≤ 1 and τ ≡ 1 on {x : |x| ≤ 1}. Set τn(x) := τ(x/n) ∈
C∞c (R
d). Then τn → 1 in L2(Rd,mγ) as n ↑ ∞ by the dominated convergence
theorem. It follows from (2.3) that
(3.10)
E
(γ)(τn − 1, τn − 1) ≤
cα,d · c2−α,d
2
∫∫
(τ(x/n)− τ(y/n))2
|x− y|d+α
|x|α−d|y|α−ddxdy
.
1
nd−α
∫∫
(τ(x) − τ(y))2
|x− y|d+α
|x|α−d|y|α−ddxdy.
It is straightforward to verify that this integration is finite by mimicking the proof
of (j.3) and thus E (γ)(τn − 1, τn − 1)→ 0 as n→∞. Particularly, we can conclude
1 ∈ F¯ and clearly, E (γ)(1, f) = 0 for all f ∈ F¯ . This indicates 1 ∈ D(A¯ ) and
A¯ 1 = 0. From the definition of A¯, we also have ψγ ∈ D(A¯) and A¯ψγ = λγψγ .
Therefore, A¯ = Aγ = A and hence A¯ = Aγ = A , which implies F¯ = F (γ). In
other words, (E (γ),F (γ)) is regular on L2(Rd,mγ) with a core C
∞
c (R
d).
3.1.5. Step 5. Finally, we show X(γ) is associated with (E (γ),F (γ)). Note that the
transition density of X(γ) with respect to the Lebesgue measure is (see [10, (30)])
qγ(t, x, y) =
e−λγtpγ(t, x, y)ψγ(y)
ψγ(x)
,
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where pγ is in (1.4). Clearly, its semigroup Q
(γ)
t f :=
∫
Rd
qγ(t, ·, y)f(y)dy is sym-
metric with respect to mγ , i.e.
∫
Q
(γ)
t f(x)g(x)mγ(dx) =
∫
f(x)Q
(γ)
t g(x)mγ(dx) for
all t ≥ 0 and suitable functions f, g. On the other hand, from (2.6) one can obtain
that the semigroup of (E (γ),F (γ)) is
Qtf = e
tAγf =
e−λγt
ψγ
etAγ (fψγ) =
e−λγ t
ψγ
∫
pγ(t, ·, y)f(y)ψγ(y)dy
for all f ∈ L2(Rd,mγ). Hence Qt is identified with Q
(γ)
t by a standard argument.
That completes the proof.
3.2. Resolvent. As shown in §3.1.5, the semigroup of (E (γ),F (γ)) is
(3.11) Q
(γ)
t f =
e−λγt
ψγ
P
(γ)
t (f · ψγ), f ∈ L
2(Rd,mγ), t ≥ 0,
where P
(γ)
t is the semigroup associated with Aγ . Then its resolvent R
(γ)
λ is
R
(γ)
λ f =
1
ψγ
U
(γ)
λγ+λ
(f · ψγ) f ∈ L
2(Rd,mγ), λ > 0,
where U (γ) is the resolvent of Aγ . From [10, (20)], we conclude the following.
Corollary 3.1. Let Uλ be the resolvent of isotropic α-stable process, i.e. for λ > 0,
Uλf = uλ ∗ f for f ∈ L2(Rd). Then the resolvent R(γ) associated with (E (γ),F (γ))
is expressed as follows: for λ > 0 and f ∈ L2(Rd,mγ),
(3.12) R
(γ)
λ f =
1
ψγ
Uλ+λγ (f · ψγ) +
(
c
(γ)
λ
∫
Rd
f(x)ψγ(x)uλ+λγ (x)dx
)
·
uλ+λγ
ψγ
,
where c
(γ)
λ =
1
c(α,d)(λ+λγ)
d
α
−1−γ
is a positive constant and c(α, d) is the constant in
(2.5).
Remark 3.2. For the critical case γ = 0, the analogical expression of the resolvent
is still available, see §4.1.5.
3.3. Global properties. In this short subsection, we illustrate that X(γ) is an
irreducible and recurrent (hence also conservative) Markov process by virtue of
Theorem 2.1. Meanwhile, it is ergodic as explained in (2.8).
Proposition 3.3. The Dirichlet form (E (γ),F (γ)) is irreducible and recurrent.
Proof. Note that 1 ∈ F (γ) and E (γ)(1, 1) = 0. Then the recurrence of (E (γ),F (γ))
follows from [4, Theorem 2.1.8]. To show the irreducibility, take f ∈ F (γ) with
E (γ)(f, f) = 0. Since ψγ(x) > 0 for all x ∈ Rd \ {0}, one can easily deduce that
f is a.e. constant. Eventually applying [4, Theorem 2.1.10], we conclude that
(E (γ),F (γ)) is irreducible. That completes the proof. 
4. Critical state
Now we turn to consider the case γ = 0. The first task is to prove Theorem 2.2.
4.1. Proof of Theorem 2.2. We will also complete this proof in several steps.
4.1.1. Step 1. Mimicking §3.1.1, one can also demonstrate that (E (0),F (0)) is a
Dirichlet form on L2(Rd,m0). In addition, C
∞
c (R
d) ⊂ F (0).
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4.1.2. Step 2. In this step, we aim to show the denseness of C∞c (R
d) in F (0) relative
to the E
(0)
1 -norm. Since its generator is expected to correspond to a self-adjoint
extension of ∆α/2 restricted to C∞c (R
d \{0}) with no eigenfunctions (ψ0 /∈ L2(Rd)),
the tactic of the proof in §3.1.4 is no longer available. Instead, we will prove it by
a polishing technique appeared in e.g. [11] as follows.
Firstly, we show the family of all bounded functions with compact support in
F (0) is E
(0)
1 -dense in F
(0). Clearly, so is the family of all bounded functions in
F (0). Fix a bounded f ∈ F (0). Take τ, τn as in §3.1.4 and set ηn := 1 − τn,
fn := f · τn. Then fn ∈ F (0) is bounded with compact support. It suffices to show
E
(0)
1 (f − fn, f − fn) → 0 as n → ∞. Indeed, ‖f − fn‖L2(Rd,m0) → 0 as n → ∞ by
the dominated convergence theorem. In addition,
E
(0)(f − fn, f − fn) =
cα,d
2
∫∫
(f(x)ηn(x)− f(y)ηn(y))
2 ψ0(x)ψ0(y)
|x− y|d+α
dxdy.
Note that
(f(x)ηn(x) − f(y)ηn(y))
2
. f(x)2 (τn(x)− τn(y))
2
+ ηn(y)
2 (f(x)− f(y))2 .
Since f is bounded, it follows that∫∫
f(x)2 (τn(x)− τn(y))
2 ψ0(x)ψ0(y)
|x− y|d+α
dxdy
≤ ‖f‖2∞
∫∫
(τn(x)− τn(y))
2 ψ0(x)ψ0(y)
|x− y|d+α
dxdy → 0
by mimicking (3.10). By the dominated convergence theorem, one can also obtain
lim
n→∞
∫∫
ηn(y)
2 (f(x)− f(y))2
ψ0(x)ψ0(y)
|x− y|d+α
dxdy = 0.
Hence we can conclude E (0)(f − fn, f − fn)→ 0 as n→∞.
Secondly, fix a bounded f ∈ F (0) with compact support and we will show that
there is a sequence {fn : n ≥ 1} ⊂ C∞c (R
d) such that E
(0)
1 (f − fn, f − fn) → 0
as n → ∞. To this end, take a radially symmetric, radially decreasing function
ρ ∈ C∞c (R
d) such that ρ ≥ 0, supp[ρ] ⊂ {x : |x| < 1} and
∫
Rd
ρ(x)dx = 1. In other
words, there exists a decreasing function ρˆ on [0,∞) such that ρ(x) = ρˆ(|x|). For
every δ > 0, define ρδ(x) := δ
−dρ(x/δ) and fδ(x) := ρδ∗f(x) =
∫
Rd
ρδ(x−y)f(y)dy.
Since f is bounded with compact support, it follows that fδ ∈ C∞c (R
d). Clearly,
fδ → f as δ ↓ 0 in L2(Rd,m0). So it remains to show E (0)(f − fδ, f − fδ) → 0 as
δ ↓ 0. Fix an arbitrary constant ε > 0. Note that
(4.1) Ff (x, y) :=
f(x)− f(y)
|x− y|
d+α
2
∈ L2
(
R
2d, ψ0(x)ψ0(y)dxdy
)
=: H.
Since ψ0(x)ψ0(y)dxdy is a Radon measure on R
2d, one can take a function g ∈
Cc(R
2d) such that ‖g − Ff‖H < ε. For every function h(x, y) ∈ H , define
h ⋆ ρδ(x, y) :=
∫
Rd
h(x− z, y − z)ρδ(z)dz.
This special convolution was frequently used in [11]. Particularly by [11, (6.5)],
(4.2) ‖g − g ⋆ ρδ‖H → 0, δ → 0.
In addition, let Ffδ be the function defined by (4.1) with fδ in place of f . Then
‖g ⋆ ρδ − Ffδ‖H = ‖g ⋆ ρδ − Ff ⋆ ρδ‖H = ‖(g − Ff ) ⋆ ρδ‖H . ‖g − Ff‖H .
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The last inequality is due to [11, Proposition 4.4]. As a result,
E
(0)(f − fδ, f − fδ)
1
2 = ‖Ff − Ffδ‖H
≤ ‖Ff − g‖H + ‖g − g ⋆ ρδ‖H + ‖g ⋆ ρδ − Ffδ‖H
. 2ε+ ‖g − g ⋆ ρδ‖H .
Therefore we can conclude E (0)(f − fδ, f − fδ)→ 0 as δ ↓ 0 by (4.2).
4.1.3. Step 3. Denote the generator of (E (0),F (0)) by A . We assert
(4.3)
C∞c (R
d \ {0}) ⊂ D(A ),
A f(x) =
cα,d
ψ0(x)
(
p.v.
∫
Rd
f(y)− f(x)
|x− y|d+α
ψ0(y)dy
)
, f ∈ C∞c (R
d \ {0}).
This claim can be verified by repeating §3.1.2 with γ = 0 except for the estimate of
J2. Instead, take a constant r > 0 such that r/2 > sup{|x| : x ∈ K} and note that
for y /∈ B(r) = {z : |z| < r} and x ∈ K, |x− y| ≥ |y| − |x| ≥ |y|/2. It follows that
∫
K
(∫
Kc∩B(r)c
ψ0(y)dy
|x− y|d+α
)2
f(x)2dx .
∫
K
f(x)2dx
(∫
B(r)c
ψ0(y)dy
|y|d+α
)2
<∞,
since ψ0(y) = c−α,d|y|α−d. In addition,
∫
K
(∫
Kc∩B(r)
ψ0(y)dy
|x− y|d+α
)2
f(x)2dx ≤
(∫
B(r) ψ0(y)dy
)2
δ2(d+α)
∫
K
f(x)2dx <∞,
due to the definition of δ in §3.1.2. Hence J2 <∞ and (4.3) holds.
4.1.4. Step 4. Next, define a self-adjoint operator A on L2(Rd):
(4.4)
D(A) := {f ∈ L2(Rd) : f/ψ0 ∈ D(A )},
Af := ψ0 ·A
(
f
ψ0
)
, f ∈ D(A).
We assert
(4.5) C∞c (R
d \ {0}) ⊂ D(A), Af = ∆α/2f, ∀f ∈ C∞c (R
d \ {0}).
To prove it, one can repeat the procedures from (3.7) to (3.9) with γ = 0. However,
the argument in (3.8) should be modified as follows (since ψ0 /∈ L2(Rd)). Note that
fg ∈ C∞c (R
d \ {0}). Take r > 0 such that supp[fg] ⊂ B(r). Then ψ0 · 1B(2r) ∈
L2(Rd) and it follows that
(4.6)(
ψ0 · 1B(2r), LI(fg)
)
L2(Rd)
= lim
t↓0
(
1
t
(
pt ∗ (ψ0 · 1B(2r))− ψ0 · 1B(2r)
)
, fg
)
L2(Rd)
.
On the other hand, fix y /∈ B(2r) and then |x − y| ≥ |y| − |x| ≥ |y|/2 for all
x ∈ supp[fg] ⊂ B(r). Hence
|LI(fg)(y)| =
∣∣∣∣p.v.
∫
Rd
f(x)g(x)
|x− y|d+α
dx
∣∣∣∣ . ‖fg‖L1(Rd)|y|−d−α.
Since ψ0(y)|y|−d−α1B(2r)c(y) is integrable, one can obtain by the dominated con-
vergence theorem that
(4.7)
∣∣∣∣∣
∫
B(2r)c
ψ0(y)LI(fg)(y)dy
∣∣∣∣∣ <∞.
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From [19, Lemma 3.4], we know LI(fg)(y) = LS(fg)(y) for all y /∈ B(2r)c and (see
e.g. [19, (S)]),
LS(fg)(y) = lim
t↓0
∫
Rd
(fg)(y + z)
pt(z)
t
dz, y /∈ B(2r).
Actually this limit exists. Indeed, since (fg)(y + z) 6= 0 leads to |y + z| < r, it
follows that |z| ≥ |y| − |y + z| > r. Hence by (A.1) and (A.2), it holds for t < rα,
pt(z)
t
= t−
d+α
α p1
( z
t1/α
)
. |z|−d−α,
which is integrable on B(r)c. Mimicking (4.7), it is straightforward to verify∫
B(2r)c
ψ0(y)
∫
Rd
|(fg)(y + z)‖z|−d−αdz <∞.
Then by the dominated convergence theorem and Fubini’s theorem, one can obtain∫
B(2r)c
ψ0(y)LI(fg)(y)dy =
∫
B(2r)c
ψ0(y)dy
(
lim
t↓0
∫
Rd
(fg)(y + z)
pt(z)
t
dz
)
= lim
t↓0
∫
B(2r)c
ψ0(y)dy
∫
Rd
(fg)(y + z)
pt(z)
t
dz
= lim
t↓0
1
t
∫
Rd
(
pt ∗ (ψ0 · 1B(2r)c)
)
(z)(fg)(z)dz.
From (4.6) and Lemma A.3 (3), we eventually conclude∫
Rd
ψ0(y)LI(fg)(y)dy = lim
t↓0
∫
Rd
1
t
(pt ∗ ψ0(y)− ψ0(y))f(y)g(y)dy = 0.
4.1.5. Step 5. Finally, it remains to prove A given by (4.4) is exactly A0, which
leads to A = A0. By the expression of the resolvent of A0 (see e.g. [10, (20)]), it
suffices to show the resolvent Rλ associated with (E
(0),F (0)) is identified with
(4.8) R
(0)
λ f =
1
ψ0
Uλ(f ·ψ0)+
(
c
(0)
λ
∫
Rd
f(x)ψ0(x)uλ(x)dx
)
·
uλ
ψ0
, f ∈ L2(Rd,m0),
where c
(0)
λ =
1
c(α,d)λ
d
α
−1
. To this end, we apply a later result stated in Theorem 6.3,
i.e. take a sequence γn ↓ 0 and then (E (γn),F (γn)) is convergent to (E (0),F (0))
in the sense of Mosco. The proof of it only relies on the expression of (E (0),F (0))
as we have proved in §4.1.1 and §4.1.2. Recall that R(γn) denotes the resolvent
of (E (γn),F (γn)) and is expressed in Corollary 3.1. Particularly, Mosco conver-
gence implies R
(γn)
λ strongly converges to Rλ in the sense of Definition B.3. By
Lemma B.4 (4), this leads to
ψγn ·
(
R
(γn)
λ f
)
→ ψ0 · (Rλf), in L
2(Rd) as n→∞
for all f ∈ C∞c (R
d). From (3.12), one can easily find that ψγn ·
(
R
(γn)
λ f
)
converges
in L2(Rd) to
Uλ(f · ψ0) +
(
c
(0)
λ
∫
Rd
f(x)ψ0(x)uλ(x)dx
)
· uλ = ψ0 · (R
(0)
λ f).
Therefore Rλf = R
(0)
λ f for all f ∈ C
∞
c (R
d). By a standard argument, we can
conclude Rλ and R
(0)
λ are identified. That completes the proof.
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4.2. Global properties. In this short subsection, we illustrate that X(0) is also
irreducible and recurrent.
Proposition 4.1. The Dirichlet form (E (0),F (0)) is irreducible and recurrent.
Proof. Take τ, τn as in §3.1.4. Note that τn ↑ 1 and E (0)(τn, τn)→ 0 by mimicking
(3.10). Then it follows from [4, Theorem 2.1.8] that (E (0),F (0)) is recurrent.
To show the irreducibility, suppose fn ∈ F (0) such that limn→∞ E (0)(fn, fn) = 0
and f(x) := limn→∞ fn(x) exists for a.e. x ∈ Rd. We use the same notations as
in (4.1). Then Ffn ∈ H and ‖Ffn‖H → 0. This leads to Ffnk → 0, dxdy-a.e. as
k → ∞ for a suitable subsequence {fnk : k ≥ 1} ⊂ {fn : n ≥ 1}. On the other
hand,
lim
k→∞
Ffnk (x, y) =
f(x)− f(y)
|x− y|(d+α)/2
for a.e. (x, y) ∈ R2d. Hence we can conclude f is a.e. constant. By applying [4,
Theorem 5.2.16], (E (0),F (0)) is irreducible. That completes the proof. 
5. Alternative characterization via h-transform
In this section we reconsider globular states or critical state by means of so-called
h-transform. Fix γ ≥ 0. Recall that Wα is the isotropic α-stable process on Rd
with d2 < α < d ∧ 2. We use the notation Pt to stand for the probability transition
semigroup ofWα as well as the L2-semigroup associated with (2.4) if no confusions
cause. Clearly, ψγ = uλγ is λγ-excessive relative to (Pt), i.e.
e−λγtPtψγ ≤ ψγ , lim
t↓0
e−λγ tPtψγ = ψγ .
Following e.g. [6, Chapter 11], one can derive a nice Markov process on Eh := {x :
0 < h(x) <∞} by virtue of well-known h-transform with h := ψγ . More precisely,
set
(5.1) hP
(γ)
t (x, dy) :=

 e
−λγt
ψγ(y)
ψγ(x)
Pt(x, dy), x ∈ Eh = R
d \ {0},
0, x = 0.
Then (hP
(γ)
t ) is a sub-Markov semigroup and generates a Markov process, denoted
by hW
α,(γ), on Rd \ {0} as shown in e.g. [6, Theorem 11.9].
To phrase the main result of this section, we prepare two notions. Let E be a
locally compact separable metric space and m be a positive Radon measure on it.
The first one is the so-called part process ; see [14, §4.4]. Let (E ,F ) be a Dirichlet
form on L2(E,m) associated with a Markov process X and F ⊂ E be a closed set of
positive capacity relative to (E ,F ). Then the part process XG of X on G := E \F
is obtained by killing X once upon leaving G. In other words,
XGt =
{
Xt, t < σF := {s > 0 : Xs = F},
∂, t ≥ σF ,
where ∂ is the trap of XG. Note that XG is associated with the part Dirichlet form
(EG,FG) of (E ,F ) on G:
(5.2)
F
G = {f ∈ F : f˜ = 0, E -q.e. on F},
E
G(f, g) = E (f, g), f, g ∈ FG,
where f˜ stands for the quasi-continuous version of f . The second is the one-point
reflection of a Markov process studied in [5]; see also [4, §7.5]. Let a ∈ E be a
non-isolated point with m({a}) = 0 and X0 be an m-symmetric Borel standard
process on E0 := E \ {a} with no killing inside. Then a right process X on E is
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called a one-point reflection of X0 (at a) if X is m-symmetric and of no killing on
{a}, and the part process of X on E0 is X0.
Theorem 5.1. Fix γ ≥ 0 and let X(γ) and (E (γ),F (γ)) be in Theorem 2.1 or
Theorem 2.2. Then {0} is of positive capacity relative to (E (γ),F (γ)). Furthermore,
the following hold:
(1) hW
α,(γ) is identified with the part process of X(γ) on Rd \ {0};
(2) X(γ) is the unique (in law) one-point reflection of hW
α,(γ) at 0.
Proof. Denote the 1-capacity relative to (E (γ),F (γ)) by Cap(γ) (see [14, §2.1]).
Since ψγ ≤ ψ0 for γ > 0, it follows from the definition of 1-capacities that
Cap(γ)(A) ≤ Cap(0)(A) for any Borel set A ⊂ Rd. Hence we only need to show
Cap(γ)({0}) > 0 for γ > 0. Argue with contradiction and suppose Cap(γ)({0}) = 0
for some γ > 0. Then the part process of X(γ) on Rd \ {0} coincides with X(γ) and
particularly, it follows from [14, Theorem 4.4.3] that C∞c (R
d \ {0}) is also a core of
(E (γ),F (γ)). By (3.9), one can easily obtain that for any f, g ∈ C∞c (R
d \ {0}),
(5.3) E (γ)
(
f
ψγ
,
g
ψγ
)
= Gλγ (f, g).
Note that C∞c (R
d \ {0}) is a core of (G ,D(G )) due to α < d. This implies that
f 7→
f
ψγ
is an isomorphism between D(G ) with the norm ‖ · ‖Gλγ+1 and F
(γ) with the norm
‖·‖
E
(γ)
1
. Particularly, the operator A defined by (3.4) must be identified with ∆α/2.
This leads to contradiction, because we have shown A = Aγ 6= ∆α/2 in §3.1.3.
To prove the first assertion, it is straightforward to verify that (hP
(γ)
t ) is sym-
metric with respect to mγ(dx) = ψγ(x)
2dx and then associated with the Dirichlet
form (see [14, (1.3.17)])
F = {f ∈ L2(Rd,mγ) : E (f, f) <∞},
E (f, g) = lim
t↓0
1
t
∫
Rd
(
f(x)− hP
(γ)
t f(x)
)
g(x)mγ(dx), f, g ∈ F .
One can easily deduce that for any f ∈ L2(Rd,mγ),
E (f, f) = lim
t↓0
1
t
∫
Rd
(
f(x)ψγ(x)− e
−λγtPt(fψγ)(x)
)
(fψγ)(x)dx = Gλγ (fψγ , fψγ).
This leads to
(5.4) F = {f : fψγ ∈ D(G )}, E (f, f) = Gλγ (fψγ , fψγ), f ∈ F .
Since C∞c (R
d \ {0}) is a core of (G ,D(G )) and ψγ ∈ C∞(Rd \ {0}) is positive,
we can conclude that C∞c (R
d \ {0}) is also a core of (E ,F ). On the other hand,
the part process X(γ),0 of X(γ) on Rd \ {0} is associated with the Dirichlet form
(E (γ),0,F (γ),0) given by (5.2) with (E ,F ) = (E (γ),F (γ)) and G = Rd \ {0}. Par-
ticularly, C∞c (R
d \ {0}) is also a core of (E (γ),0,F (γ),0) by [14, Theorem 4.4.3].
Mimicking (5.3) and applying (5.4), one can obtain that for any f ∈ C∞c (R
d \ {0}),
E
(γ),0(f, f) = E (γ)(f, f) = Gλγ (fψγ , fψγ) = E (f, f),
which implies (E (γ),0,F (γ),0) = (E ,F ). Therefore, hW
α,(γ) is equivalent to the
part process of X(γ) on Rd \ {0}.
Finally we prove the second assertion. Clearly, X(γ) is a one-point reflection of
hW
α,(γ) by the first assertion. Note that for E (γ)-q.e. x 6= 0,
(5.5) hP
x
γ(ζh <∞, hW
α,(γ)
ζh−
= 0) = hP
x
γ(ζh <∞) = P
x
γ(σ0 <∞) = 1,
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where hP
x
γ is the probability measure of hW
α,(γ) starting from x, ζh is its life time
and σ0 = inf{t > 0 : X
(γ)
t = 0}. The first equality is due to the conservativeness of
X(γ) and that hW
α,(γ) = X(γ),0 has no killing inside, and the last equality is already
mentioned in (2.9). Applying [4, Theorem 7.5.4], we can eventually conclude the
uniqueness of one-point reflections. That completes the proof. 
Remark 5.2. At a heuristic level, Cap(γ)({0}) > 0 is a reflection of the fact that
Aγ has infinite potential at 0 as we can see in (1.3). The analogical result for the
three-dimensional Brownian case, i.e. α = 2 and d = 3, has been obtained in [13].
It is also worth noting that for any x 6= 0, {x} is of zero capacity relative to G as
well as E (γ) due to α < d and (5.4).
With the help of Theorem 5.1, we summarize an alternative characterization of
the polymer model based on α-stable process in Figure 1. The h-transform from
∆α/2 to hW
α,(γ) is reversible. Indeed, one can operate a similar h-transform with
h = 1/ψγ on hW
α,(γ) to regain the α-stable process; see (5.4). The transformation
(3.4) or (4.4) enjoys a same form as h-transform. However, P
(γ)
t is not Markovian
(although P
(γ)
t ψγ = e
λγ tψγ by (3.11)) and 1/ψγ is not excessive relative to Q
(γ)
t
either. As mentioned before, (1.3) is a heuristic expression of the informal pertur-
bation of ∆α/2 induced by a singular potential function βγ · δ0. From Figure 1, we
figure out a rigorous probabilistic interpretation for this perturbation: it may be
understood as one-point reflection at 0 under certain h-transform.
We present a corollary to illustrate further properties of X(γ) as well as its
Dirichlet form (E (γ),F (γ)) by means of one-point reflection.
Corollary 5.3. Fix γ ≥ 0. The following hold:
(1) 0 is regular for itself with respect to X(γ), i.e. P0γ(σ0 = 0) = 1;
(2) For any λ > 0, wλ(x) := E
x
γ(e
−λσ0 ;σ0 <∞) is identified with
wλ,λγ (x) :=


uλ+λγ (x)
ψγ(x)
, x 6= 0;
1, x = 0.
More precisely, wλ(x) = wλ,λγ (x) for E
(γ)-q.e. x.
(3) X(γ) admits no jump to or from {0}: for E (γ)-q.e. x ∈ Rd,
(5.6) Pxγ(X
(γ)
t− ∈ R
d \ {0}, X
(γ)
t = 0, or X
(γ)
t− = 0, X
(γ)
t ∈ R
d \ {0}; ∃t > 0) = 0.
(4) Let (E (γ),0,F (γ),0) be the Dirichlet form associated with hW
α,(γ) and fix
λ > 0. Then it holds
F
(γ) = F (γ),0 ⊕ wλ := {c1f + c2wλ : f ∈ F
(γ),0, c1, c2 ∈ R}.
Particularly, C∞c (R
d \{0})⊕wλ = {c1f + c2wλ : f ∈ C∞c (R
d \{0}), c1, c2 ∈
R} is E
(γ)
1 -dense in F
(γ).
Proof. The first and fourth assertions are consequences of [4, Theorem 7.5.4]. By
comparing (3.12) or (4.8) with [4, (7.5.6)], a straightforward computation yields
wλ = wλ,λγ , mγ-a.e. Since wλ,λγ is continuous by Lemma A.3 (2) and wλ is E
(γ)-
quasi-continuous, it follows that wλ(x) = wλ,λγ (x) for E
(γ)-q.e. x.
To show the third assertion, we shall apply [4, Theorem 7.5.6] and so it suffices
to verify the conditions (A.2) (A.3) and (A.4) there. For any λ > 0, it follows
from the second assertion that∫
wλ(x)mγ(dx) =
∫
uλ+λγ (x)uλγ (x)dx <∞.
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Hence (A.2) holds. Note that ϕ(x) := Pxγ(σ0 < ∞) ≡ 1. Denote the resolvent
of hW
α,(γ) by R
(γ),0
λ . Then from ψγ = uλγ , (5.1) and the resolvent equation, we
obtain
R
(γ),0
1 ϕ =
∫ ∞
0
e−thP
(γ)
t ϕdt =
uλγ+1 ∗ ψγ
ψγ
=
uλγ − uλγ+1
uλγ
= 1− w1,λγ .
Then it is easy to conclude from (A.5) that for any compact set K ⊂ Rd \ {0},
inf
x∈K
R
(γ),0
1 ϕ(x) = 1− sup
x∈K
w1,λγ (x) > 0,
which leads to (A.3). Note that the jumping measure of hW
α,(γ) is
J0(dxdy) =
cα,d
2
ψγ(x)ψγ(y)
|x− y|d+α
dxdy.
Fix r > 0. For x ∈ B(r), y /∈ B(2r), it holds |x− y| ≥ |y| − |x| ≥ |y|/2. Thus
J0(B(r) ×B(2r)
c) .
∫
B(r)
|x|α−ddx
∫
B(2r)c
|y|α−d
|x− y|d+α
dy
.
∫
B(r)
|x|α−ddx
∫
B(2r)c
|y|−2ddy <∞.
Consequently, (A.4) holds. That completes the proof. 
Remark 5.4. (1) When d ≥ 2, (5.5), (5.6) and wλ(x) = wλ,λγ (x) hold for all
x ∈ Rd if we replace X(γ) by a suitable equivalent version of it. Indeed,
since ψγ is a radial function, one can easily find that X
(γ) is rotationally
invariant. Consequently, all terms in (5.5), (5.6) and the second assertion of
Corollary 5.3 depend on |x| only. For any r > 0, {x : |x| = r} is of positive
capacity relative toWα due to α > d/2 ≥ 1 (see e.g. [3, Remark 2.2]). Then
it follows from (5.4) that {x : |x| = r} is also of positive capacity relative to
E (γ). Recall that {0} is of positive capacity as shown in Theorem 5.1. As
a result, we can build an equivalent version X˜ of X(γ) by virtue of rotation
invariance, so that these equalities hold for all x relative to X˜ .
(2) (5.6) tells us the trajectories of X(γ) are not only ca`dla`g but also continuous
at the moments t when X
(γ)
t = 0, although its associated Dirichlet form
contains no diffusion part.
The first part of (5.6), i.e. X(γ) admits no jump to {0}, can be verified by means
of so-called Le´vy system (see e.g. [14, A.3]) directly. Note that the Le´vy system
(N,H) of X(γ) may be taken to be
N(x, dy) = cα,d
ψγ(y)
ψγ(x)
dy
|x− y|d+α
, Ht = t.
Then from [14, (A.3.23)], we obtain
Pxγ(X
(γ)
t− ∈ R
d \ {0}, X
(γ)
t = 0; ∃t > 0)
≤ Exγ
(∑
t>0
1(Rd\{0})×{0}(X
(γ)
t− , X
(γ)
t )
)
= Exγ
∫ ∞
0
dt
∫
Rd
1(Rd\{0})×{0}(X
(γ)
t , y)N(X
(γ)
t , dy) = 0.
However, the other part of (5.6) was led in [4, Theorem 7.5.6] by a classical prob-
abilistic construction of X(γ) initiated by Itoˆ. Roughly speaking, let {νt : t > 0}
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be the unique hW
α,(γ)-entrance law, i.e. νt is a σ-finite measure on R
d \ {0} and
νs · hP
(γ)
t = νt+s for every t, s > 0, such that∫ ∞
0
νtdt = mγ .
This entrance law determines a so-called excursion measure n on the space W of
ca`dla`g paths w in Rd \ {0} defined on a time interval (0, ζ(w)) with w(0+) = 0
and w(ζ−) ∈ {0, ∂} (the trap ∂ can be taken to be ∞ in the current case). Then
a Poission point process p = {pt : t ≥ 0} taking values in W with characteristic
n can be constructed on a suitable probability measure space. By piecing together
the excursions p until the first non-returning excursion (i.e. w(ζ−) = ∂), we create
a path ω0 starting at 0. Then X(γ) can be eventually constructed by joining the
path of hW
α,(γ) to ω0. The details of this construction are referred to e.g. [4,
Theorem 7.5.6]. Note that the path ω0 is continuous at the moments t when
ω0(t) = 0, as indicates that X(γ) admits no jump from {0} to Rd \ {0}.
6. Near the critical point
As mentioned in §1, the behaviour of polymer near the critical point is measured
by the parameter λ0(γ) := supσ(Aγ) = λγ given by (2.5) in [10]. Note that
limγ↓γcr λ0(γ) = 0 = λ0(γcr) and the rate of convergence is equal to
lim
γ↓γcr
logλ0(γ)
log γ
=
α
d− α
,
which only depends on d and α. This fact demonstrates so-called universality of
critical phenomenon as well. In this section, we will describe the critical behaviour
from probabilistic viewpoint by showing that the process X(γ) is convergent to X(0)
as γ ↓ 0 in a certain meaning.
Fix a sequence γn ↓ 0 and for convenience’s sake, denote
Xn := X(γn), Pxn := P
x
γn , X := X
(0), Px := Px0 .
Take a non-negative function φ on Rd such that
(6.1) φ/ψγ1 ∈ L
2(Rd),
∫
Rd
φ(x)dx = 1.
Then Pφn(·) :=
∫
Rd
Pxn(·)φ(x)dx and P
φ(·) :=
∫
Rd
Px(·)φ(x)dx define probability
measures on Ω = D([0,∞),Rd). The main result of this section is stated as follows.
Theorem 6.1. Let φ be a non-negative function satisfying (6.1). Then Xn is
weakly convergent to X under the initial distribution φ(x)dx as n → ∞. More
precisely, for any bounded continuous function f on Ω endowed with the Skorohod
topology,
(6.2) lim
n→∞
∫
Ω
f(ω)Pφn(dω) =
∫
Ω
f(ω)Pφ(dω).
Remark 6.2. The condition φ/ψγ1 ∈ L
2(Rd) implies that φ/ψγn , φ/ψ0 ∈ L
2(Rd) as
well. There are sufficient conditions, like φ is bounded and has compact support,
leading to it. Moreover, for every γ ≥ γ1,
φ(x) =
ψ2γ(x)∫
ψ2γ(x)dx
is also an example satisfying (6.1).
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To prove this theorem, assume without loss of generality that all Xn and X are
realized on a common family of probability measure spaces (Ξ,Qx)x∈Rd , where Ξ
is a certain measurable space and Qx is a probability measure on it (although they
are defined on Ω before Theorem 6.1). In other words, for ̟ ∈ Ξ, t 7→ Xnt (̟) or
t 7→ Xt(̟) forms a ca`dla`g path in Rd, and by letting
Xn : Ξ→ Ω, ̟ 7→ Xn· (̟),
X : Ξ→ Ω, ̟ 7→ X·(̟),
it holds Pxn = Q
x ◦ (Xn)−1 and Px = Qx ◦ X−1 for x ∈ Rd. Then Qφ(·) :=∫
Rd
Qx(·)φ(x)dx defines a new probability measure on Ξ and (6.2) is equivalent to
(6.3) lim
n→∞
Qφ(f(Xn)) = Qφ(f(X)).
In what follows, the proof of (6.3) will be divided into two parts. The first one is
to prove the Mosco convergence of the associated Dirichlet forms of Xn and the
second is to demonstrate the tightness of Xn.
6.1. Mosco convergence. The conception of Mosco convergence is reviewed in
Appendix B (see Definition B.6). Recall that the Dirichlet form of Xn (resp. X) is
(E (γn),F (γn)) on L2(Rd,mγn) (resp. (E
(0),F (0)) on L2(Rd,m0)). Denote analogi-
cally
(6.4) Hn := L
2(Rd,mγn), (E
n,Fn) := (E (γn),F (γn)),
and
(6.5) H := L2(Rd,m0), (E ,F ) := (E
(0),F (0)).
As explained in Remark B.2, Hn converges to H in the sense of Definition B.1. Set
H := {Hn, H : n ≥ 1}. Then it is sensible to explore Mosco convergence working
on them. Since this result is of independent interest as mentioned in §4.1.5, we
conclude it as a theorem.
Theorem 6.3. Let (E n,Fn) and (E ,F ) be the Dirichlet forms in (6.4) and (6.5).
Then E n converges to E in the sense of Mosco.
Proof. To show the condition (M1), let fn be a sequence converging to f weakly in
H in the sense of Definition B.3 and suppose limn E n(fn, fn) < ∞ without loss of
generality. It suffices to prove
(6.6) E (f, f) ≤ lim
n
E
n(fn, fn).
To this end, denote
Jn(x, y) =
ψγn(x)ψγn(y)
|x− y|(d+α)
, J(x, y) =
ψ0(x)ψ0(y)
|x− y|(d+α)
.
Put f¯n(x, y) =
(
fn(x) − fn(y)
)√
Jn(x, y) for (x, y) ∈ Rd × Rd \ D, which form a
bounded sequence in L2 := L2(Rd×Rd \D, dxdy), and thus there is a subsequence,
still denoted by {f¯n}, converging to some function f¯ weakly in L2. We claim that
f¯(x, y) =
(
f(x)− f(y)
)√
J(x, y) =: f˜(x, y), dxdy-a.e.,
which leads to (6.6) since
E (f, f) =
cα,d
2
‖f¯‖2L2 ≤
cα,d
2
lim inf
n
‖f¯n‖
2
L2 = limn
E
n(fn, fn).
Indeed, take an arbitrary non-negative function g ∈ Cc(Rd × Rd \D). Then there
is a constant R > 0 such that
(6.7) supp[g] ⊂ {(x, y) : |x| < R, |y| < R, |x− y| > 1/R}.
22 LIPING LI AND XIAODAN LI
For any n, we have∣∣∣∣
∫ (
f¯(x, y) − f˜(x, y)
)
g(x, y)dxdy
∣∣∣∣
≤
∣∣∣∣
∫ (
f¯(x, y)− f¯n(x, y)
)
g(x, y)dxdy
∣∣∣∣ +
∣∣∣∣
∫ (
f¯n(x, y)− f˜(x, y)
)
g(x, y)dxdy
∣∣∣∣ .
The first term on the right hand side converges to 0 as n→∞, since f¯n converges
to f¯ weakly in L2. Denote the second term by In. Note that
In ≤
∣∣∣∣
∫ (
fn(x)
√
Jn(x, y)− f(x)
√
J(x, y)
)
g(x, y)dxdy
∣∣∣∣
+
∣∣∣∣
∫ (
fn(y)
√
Jn(x, y)− f(y)
√
J(x, y)
)
g(x, y)dxdy
∣∣∣∣ =: I 1n + I 2n .
We only need to show I 1n → 0 and then I
2
n → 0 is analogical. Clearly, I
1
n is not
greater than∣∣∣∣
∫
fn(x)ψγn(x)
(√
ψγn(y)
ψγn(x)
−
√
ψ0(y)
ψ0(x)
)
g(x, y)
|x− y|
d+α
2
dxdy
∣∣∣∣
+
∣∣∣∣
∫
(fn(x)ψγn(x) − f(x)ψ0(x))
√
ψ0(y)
ψ0(x)
g(x, y)
|x− y|
d+α
2
dxdy
∣∣∣∣ =: I 1,1n + I 1,2n .
It follows from Cauchy-Schwartz inequality and (6.7) that
(6.8)
I
1,1
n ≤ ‖fn‖Hn ·

∫
(√
wγn,0(y)
wγn,0(x)
− 1
)2
ψ0(y)
ψ0(x)
g(x, y)2
|x− y|d+α
dxdy


1/2
≤ ‖fn‖Hn‖g‖∞R
d+α
2

∫
B(R)×B(R)
(√
wγn,0(y)
wγn,0(x)
− 1
)2
ψ0(y)
ψ0(x)
dxdy


1/2
,
where wγn,0 = ψγn/ψ0 is positive and continuous on R
d due to Lemma A.3. Note
that supn ‖fn‖Hn <∞ by Lemma B.4 (3) and ψ0(y)/ψ0(x) is clearly integrable on
B(R)×B(R). In addition, wγn,0(y)/wγn,0(x) is bounded on B(R)×B(R) and for
every x, y ∈ B(R), one can easily deduce from (A.5) that
lim
γn↓0
wγn,0(y)
wγn,0(x)
= 1.
Hence by applying the dominated convergence theorem to the last term in (6.8),
we obtain I 1,1n → 0. On the other hand, mimicking (6.8), one can figure out
x 7→
∫
Rd
√
ψ0(y)
ψ0(x)
g(x, y)
|x− y|
d+α
2
dy ∈ L2(Rd).
Since fnψγn → fψ0 weakly in L
2(Rd) by Lemma B.4 (4), we obtain I 1,2n → 0.
Eventually for all g ∈ Cc(Rd × Rd \D), it holds∣∣∣∣
∫ (
f¯(x, y)− f˜(x, y)
)
g(x, y)dxdy
∣∣∣∣ = 0,
which leads to f¯ = f˜ . Therefore, (M1) is verified.
Now we turn to verify (M2). When f ∈ H \ F , take fn := f . Since fn clearly
converges to f weakly in H, it follows from (M1) that
∞ = E (f) ≤ lim inf
n
E
n(fn) = lim
n
E
n(fn) =∞.
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Next fix f ∈ F . Consider the Hilbert spaces H ′ := F endowed with the norm
‖ ·‖E1 and H
′
n := F
n endowed with the norm ‖ ·‖En1 . It is straightforward to verify
that H ′n converges to H
′ in the sense of Definition B.1 by taking C = C∞c (R
d)
and Φn = id. Applying Lemma B.4 (1) to H′ := {H ′n, H
′ : n ≥ 1}, we can take a
sequence fn ∈ H ′n such that fn converges to f strongly in H
′. Particularly, fn also
converges to f strongly in H. Consequently, it follows from Lemma B.4 (2) that
‖fn‖Hn → ‖f‖H , ‖fn‖H′n → ‖f‖H′ .
As a result,
lim
n
E
n(fn, fn) = lim
n
E
n
1 (fn, fn)− limn
‖fn‖
2
Hn = E1(f, f)− ‖f‖
2
H = E (f, f),
which leads to (M2). That completes the proof. 
Following Theorem B.7, we can conclude the convergence of associated semi-
groups and resolvents. Recall that Qnt := Q
(γn)
t and R
n
λ := R
(γn)
λ are the semi-
group and resolvent of (E n,Fn) respectively. Both Qnt and R
n
λ (t ≥ 0, λ > 0) are
bounded linear operators on Hn. Set Qt := Q
(0)
t and Rλ := R
(0)
λ further. Note that
Rnλf ∈ F
n and Rλf ∈ F ⊂ Fn for all f ∈ H ⊂ Hn.
Corollary 6.4. For any t ≥ 0 and λ > 0, Qnt → Qt and R
n
λ → Rλ as n → ∞ in
the sense of Definition B.3 (3). Furthermore, for any λ > 0 and f ∈ H,
(6.9) lim
n→∞
E
n(Rnλf −Rλf,R
n
λf −Rλf) = 0.
Proof. It suffices to prove (6.9). Note that E n(Rnλf −Rλf,R
n
λf −Rλf) is equal to
E
n(Rλf,Rλf)− λ‖R
n
λf‖
2
Hn + (f,R
n
λf)Hn − 2(Rλf, f)Hn + 2λ(Rλf,R
n
λf)Hn .
Since Rnλf converges to Rλf in H, it follows from Lemma B.4 that ‖R
n
λf‖Hn →
‖Rλf‖H , (f,Rnλf)Hn → (f,Rλf)H and (Rλf,R
n
λf)Hn → (Rλf,Rλf)H . In ad-
dition, the dominated convergence theorem yields E n(Rλf,Rλf) → E (Rλf,Rλf)
and (Rλf, f)Hn → (Rλf, f)H . Finally we can conclude that
lim
n→∞
E
n(Rnλf −Rλf,R
n
λf −Rλf) = E (Rλf − Rλf,Rλf −Rλf) = 0.
That completes the proof. 
6.2. Proof of Theorem 6.1. Denote the 1-capacity of (E n,Fn) (resp. (E ,F ))
by Capn (resp. Cap). Note that Capn(A) ≤ Cap(A) for any Borel set A ⊂ Rd. Let
us prepare a simple lemma as below.
Lemma 6.5. For any nearly Borel measurable set G with Capn(G) < ∞, set
σnG := {t > 0 : X
n
t ∈ G}. Then it holds
Qφ(e−σ
n
G) ≤ CφCap
n(G)1/2,
where Cφ := ‖φ/ψγ1‖L2(Rd) is a finite constant independent of n.
Proof. Set w1(·) := Q·(e−σ
n
G). It follows from [14, Theorem 4.2.5] that w1 is a
quasi-continuous function in Fn. Clearly φ/ψ2γn ∈ Hn by (6.1) and Remark 6.2.
Applying [14, Theorem 2.1.5], we can deduce that
Qφ(e−σ
n
G) =
∫
Rd
w1(x)
φ(x)
ψγn(x)
2
mγn(dx) = E
n
1 (w1, R
n
1
(
φ/ψ2γn
)
)
≤ E n1 (R
n
1 (φ/ψ
2
γn), R
n
1 (φ/ψ
2
γn))
1/2 · E n1 (w1, w1)
1/2
=
(∫
Rd
φ(x)Rn1 (φ/ψ
2
γn)(x)dx
)1/2
Capn(G)1/2.
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It suffices to show Cφ,n :=
(∫
Rd
φ(x)Rn1 (φ/ψ
2
γn)(x)dx
)1/2
≤ Cφ. Indeed, it follows
from φ/ψ2γn ∈ Hn that
C2φ,n = (φ/ψ
2
γn , R
n
1 (φ/ψ
2
γn))Hn =
∫ ∞
0
e−t · (φ/ψ2γn , Q
n
t (φ/ψ
2
γn))Hndt
≤ (φ/ψ2γn , φ/ψ
2
γn)Hn =
∫
(φ/ψγn)
2
(x)dx ≤
∫
(φ/ψγ1)
2
(x)dx = C2φ.
The first inequality is led by
(φ/ψ2γn , Q
n
t (φ/ψ
2
γn))Hn = (Q
n
t/2(φ/ψ
2
γn), Q
n
t/2(φ/ψ
2
γn))Hn ≤ (φ/ψ
2
γn , φ/ψ
2
γn)Hn .
That completes the proof. 
We pursue the proof of Theorem 6.1. The idea of it is due to [16] and the crucial
fact is that ψγn is monotone in n.
Proof of Theorem 6.1. Step 1. We first show for any λ, T > 0 and any bounded
h ∈ H ,
(6.10) lim
n→∞
Qφ
[
sup
t∈[0,T ]
|Rnλh(X
n
t )−Rλh(X
n
t )|
]
= 0.
Since Rnλh,Rλh ∈ F
n, suppose they are taken to be E n-quasi-continuous versions
still denoted by Rnλh and Rλh. Moreover, R
n
λh−Rλh ∈ F
n leads to |Rnλh−Rλh| ∈
Fn and E n(|Rnλh − Rλh|, |R
n
λh − Rλh|) ≤ E
n(Rnλh − Rλh,R
n
λh − Rλh). Fix an
arbitrary small constant ε > 0. Set Gnε := {x : |R
n
λh(x) − Rλh(x)| > ε}. Then G
n
ε
is E n-q.e. finely open with
Capn(Gnε ) ≤
1
ε2
E
n(|Rnλh−Rλh|, |R
n
λh−Rλh|) ≤
1
ε2
E
n(Rnλh−Rλh,R
n
λh−Rλh).
Further set σGnε := {t > 0 : X
n
t ∈ G
n
ε }. Then
(6.11) Qφ
[
sup
t∈[0,T ]
|Rnλh(X
n
t )−Rλh(X
n
t )| ;T < σGnε
]
≤ ε ·Qφ(T < σGnε ) ≤ ε,
and it follows from ‖Rnλh‖∞ ≤
1
λ‖h‖∞ and ‖Rλh‖∞ ≤
1
λ‖h‖∞ that
Qφ
[
sup
t∈[0,T ]
|Rnλh(X
n
t )−Rλh(X
n
t )| ;T ≥ σGnε
]
≤
2‖h‖∞
λ
Qφ(T ≥ σGnε ) ≤
2‖h‖∞eT
λ
Qφ(e−σGnε ).
Applying Lemma 6.5 to Gnε , we obtain the above term is not greater than
(6.12)
2‖h‖∞eTCφ
λ
Capn(Gnε )
1/2 ≤
2‖h‖∞eTCφ
λ
E n(Rnλh−Rλh,R
n
λh−Rλh)
1/2
ε
.
By (6.9), there exists N ∈ N such that for all n > N ,
2‖h‖∞eTCφ
λ
· E n(Rnλh−Rλh,R
n
λh−Rλh)
1/2 ≤ ε2.
As a result, (6.11) and (6.12) yield
Qφ
[
sup
t∈[0,T ]
|Rnλh(X
n
t )−Rλh(X
n
t )|
]
≤ 2ε, ∀n > N.
This leads to (6.10).
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Step 2. Fix g ∈ Cc(Rd) and T, ε > 0. We claim that there exists h ∈ Cc(Rd), a
constant λ0 > 0 and an integer N such that
(6.13) sup
n≥N
Qφ
[
sup
t∈[0,T ]
∣∣λ0Rnλ0h(Xnt )− g(Xnt )∣∣
]
< ε.
To this end, take h ∈ F ∩ Cc(R
d) such that ‖h‖∞ ≤ 2‖g‖∞ and
(6.14) sup
x∈Rd
|h(x)− g(x)| < ε/3.
The existence of h is due to the regularity of (E ,F ). Note that λRλh ∈ F is
E -quasi-continuous and λRλh converges to h strongly in F endowed with the E1-
norm by [14, Lemma 1.3.3]. Thus applying [4, Theorem 1.3.3 and Exercise 1.3.16],
we can take a Cap-nest {Fm : m ≥ 1}, i.e. Fm is a sequence of increasing closed
sets such that limm→∞Cap(F
c
m) = 0, such that λRλh converges to h uniformly on
each Fm. Take m0 ∈ N such that
(6.15) Cap(F cm0) ≤
ε2
(24‖g‖∞eTCφ)
2 ,
where Cφ is the constant in Lemma 6.5 and further take λ0 such that
(6.16) sup
x∈Fm0
|λ0Rλ0h(x) − h(x)| <
ε
6
.
Finally by virtue of (6.10) for λ0, T and h, take N ∈ N such that
(6.17) sup
n≥N
Qφ
[
sup
t∈[0,T ]
∣∣Rnλ0h(Xnt )−Rλ0h(Xnt )∣∣
]
<
ε
3λ0
.
With h, λ0 and N in hand, we pursue to verify (6.13). Clearly,
(6.18) |λ0R
n
λ0h− g| ≤ λ0|R
n
λ0h−Rλ0h|+ |λ0Rλ0h− h|+ |h− g|.
From (6.14), we obtain
(6.19) Qφ
[
sup
t∈[0,T ]
|h(Xnt )− g(X
n
t )|
]
<
ε
3
for all n. For every n, set σnm0 := inf{t > 0 : X
n
t ∈ F
c
m0}. Then it follows from
(6.16) that
Qφ
[
sup
t∈[0,T ]
|λ0Rλ0h(X
n
t )− h(X
n
t )| ;T < σ
n
m0
]
<
ε
6
.
In addition, mimicking the first step, one can deduce from ‖h‖∞ ≤ 2‖g‖∞, Cap
n ≤
Cap and (6.15) that
Qφ
[
sup
t∈[0,T ]
|λ0Rλ0h(X
n
t )− h(X
n
t )| ;T ≥ σ
n
m0
]
≤ (‖λ0Rλ0h‖∞ + ‖h‖∞)Q
φ(T ≥ σnm0)
≤ 2‖h‖∞e
TCφCap
n(F cm0)
1/2
≤ 4‖g‖∞e
TCφCap(F
c
m0)
1/2 <
ε
6
.
Consequently, for all n,
(6.20) Qφ
[
sup
t∈[0,T ]
|λ0Rλ0h(X
n
t )− h(X
n
t )|
]
<
ε
3
.
Eventually, (6.17), (6.18), (6.19) and (6.20) yield (6.13).
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Step 3. In this step, we will demonstrate that for any m ≥ 1 and gi ∈ Cc(Rd)
for 1 ≤ i ≤ m,
(6.21) {ξn := (g1(X
n), · · · , gm(X
n)) : n ≥ 1}
under Qφ forms a tight family on D([0,∞),Rm), i.e. the Skorohod topology space
on Rm, by virtue of [12, Theorem 3.9.4 and Remark 3.9.5 (b)]. More precisely,
ξn : Ξ→ D([0,∞),R
m), ̟ 7→ ξn̟,
where ξn̟(t) := (g1(X
n
t (̟)), · · · , gm(X
n
t (̟))) ∈ R
m is clearly ca`dla`g in t, induces
a probability measureQφ ◦ξ−1n on D([0,∞),R
m). Our object is to show {Qφ◦ξ−1n :
n ≥ 1} is tight. It suffices to consider m = 1 and write g := g1 for the sake of
brevity. To this end, fix ε, T > 0. Apply Step 2 to these g, ε, T and take h, λ0, N
such that (6.13) holds. Set
Y nt := λ0R
n
λ0h(X
n
t ), Z
n
t := λ0
(
λ0R
n
λ0h− h
)
(Xnt ).
From the Fukushima’s decomposition of Xn with respect to λ0R
n
λ0
h (see [14, The-
orem 5.2.5]), one can find that
t 7→ Y nt −
∫ t
0
Zns ds
is a martingale relative to the filtration of Xn. In addition, (6.13) tells us
sup
n≥N
Qφ
[
sup
t∈[0,T ]
|Y nt − g(X
n
t )|
]
< ε.
Furthermore, since ‖h‖∞ ≤ 2‖g‖∞ <∞, it follows that
sup
n≥1
Qφ
[
sup
t∈[0,T ]
|Znt |
]
≤ 2λ0‖h‖∞ <∞.
Eventually, [12, Theorem 3.9.4 and Remark 3.9.5 (b)] yield the desirable tightness.
Step 4. Finally, we shall conclude that ξn in (6.21) is weakly convergent to
ξ := (g1(X), · · · , gm(X)) under Qφ. Since Cc(Rd) strongly separates points in Rd
(for the definition of strong separation, see [12, §3.4]; for the proof of this fact,
see [2]), this convergence leads to (6.3) due to [12, Corollary 3.9.2]. To show ξn
weakly converges to ξ, note that {ξn : n ≥ 1} is tight by the third step. Thus it
suffices to show the finite dimensional distributions of ξn are weakly convergent to
those of ξ by employing [12, Theorem 3.7.8]. To this end, take f1 ∈ Cb(R
m) and
set h1 := f1 ◦ (g1, · · · , gm) ∈ Cb(Rd). Note that C := f1(0) is not necessarily equal
to 0. For every x /∈ ∪1≤i≤msupp[gi], we have h1(x) = C. Then h˜1 := h1−C defines
a continuous function with compact support and thus h˜1 ∈ H . For any t1 > 0,
Qφ(h1(X
n
t1)) = Q
φ(h˜1(X
n
t1)) + C =
(
Qnt1 h˜1,
φ
ψ2γn
)
Hn
+ C.
Corollary 6.4 tells us Qnt1 h˜1 converges to Qt1 h˜1 strongly (as well as weakly due to
Remark B.5) in H. Clearly, φ/ψ2γn converges to φ/ψ
2
0 strongly in H by means of
Lemma B.4 (4) and φ/ψγ1 ∈ L
2(Rd). As a result,
Qφ(h1(X
n
t1))→
(
Qt1 h˜1,
φ
ψ20
)
H
+ C = Qφ(h1(Xt1)).
Mimicking the above argument, one can obtain by induction that for t1 < · · · < tk,
f1, · · · , fk ∈ Cb(Rm), it still holds (see [16, Theorem 3.7] for more details)
lim
n→0
Qφ
[
h1(X
n
t1) · · ·hk(X
n
tk
)
]
= Qφ
[
h1(Xt1) · · ·hk(Xtk)
]
,
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where hi := fi ◦ (g1, · · · , gm). In other words, the finite dimensional distribution of
ξn at (t1, · · · , tk) is weakly convergent to that of ξ. That completes the proof. 
Appendix A. Basics of isotropic α-stable process
Fix 0 < α < 2∧d. The generator of isotropic α-stale process is denoted by ∆α/2
(on L2(Rd)), whose definition is usually given by Fourier transform. We present two
alternative equivalent definitions of ∆α/2 as follows. Note that pt(x) := p(t, 0, x)
stands for its transition density, which enjoys the following properties:
(A.1) pt(x) = t
−d/αp1(x/t
1/α), t > 0, x 6= 0,
and
(A.2) p1 ∈ C
∞(Rd) ∩ B+(R
d), p1(x) ≈ 1 ∧ |x|
−d−α;
see e.g. [19, §2.6].
Definition A.1. Recall that the constant cα,d is given in §2. Define
LIf := lim
r↓0
cα,d
∫
y:|y|>r
f(·+ y)− f(·)
|y|d+α
dy
with the limit in L2(Rd), where the domain D(LI) consists of functions such that
this limit exists. In addition, define
LSf := lim
t↓0
1
t
(∫
Rd
pt(· − y)f(y)dy − f(·)
)
with the limit in L2(Rd), where the domain D(LS) consists of functions such that
this limit exists.
Remark A.2. Note that LI = LS = ∆
α/2 with D(LI) = D(LS) = D(∆α/2) =
Hα(Rd), where Hα(Rd) is the Sobolev space of order α.
Let uλ given by (2.2) be the resolvent density of isotropic α-stable process. The
following lemma summarizes some crucial properties of uλ. Though it is elementary,
we present a proof for readers’ convenience.
Lemma A.3. Fix λ ≥ 0 and let uλ be in (2.2) or (2.3). Then the following hold:
(1) uλ ∈ C∞(Rd \ {0}) and uλ(x) > 0 for all x ∈ Rd \ {0}.
(2) For any µ ≥ 0,
(A.3) lim
x→0
uλ+µ(x)
uλ(x)
= 1.
Particularly, wλ,µ(x) := uλ+µ(x)/uµ(x) for x 6= 0 and wλ,µ(0) := 1 form a
continuous function on Rd.
(3) The following limit holds uniformly on any compact subset of Rd \ {0}:
lim
t↓0
1
t
(pt ∗ uλ − uλ) = λuλ.
Proof. For the first assertion, it suffices to consider λ > 0. We first prove uλ(x) > 0
for x 6= 0. Argue by contradiction and suppose that uλ(x0) = 0 for some x0 6= 0.
It follows from (A.1) that
(A.4) uλ(x) =
∫ ∞
0
e−λtt−
d
α p1
( x
t1/α
)
dt, x 6= 0.
Then from (A.4) and the smoothness of p1, we obtain p1(x0/t
1/α) = 0 for all t > 0.
Note that p1 is a radius function by the isotropy of α-stable process, i.e. there is
a function r1 on [0,∞) such that p1(x) = r1(|x|). This implies p1(y) = 0 for all
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y 6= 0, which leads to a contradiction with
∫
Rd
p1(y)dy = 1. Now we turn to prove
uλ ∈ C∞(Rd \ {0}). Substituting t := |x|/t1/α in (A.4), we obtain
(A.5) uλ(x) =
α
|x|d−α
∫ ∞
0
exp
{
−λ
|x|α
tα
}
t
d−α−1p1
(
x
|x|
t
)
dt.
Since (A.2) and p1
(
x
|x| t
)
= r1(t) is independent of x, one can easily conclude that
|x|d−αuλ(x) is smooth at x 6= 0. Hence uλ ∈ C∞(Rd \ {0}).
To prove (A.3), note that
exp
{
−λ
|x|α
tα
}
t
d−α−1p1
(
x
|x|
t
)
≤ td−α−1r1 (t)
is integrable in t on (0,∞) due to (A.2) and α < d. Then (A.5) and the dominated
convergence theorem yield
lim
x→0
uλ+µ(x)
uλ(x)
=
limx→0
∫∞
0 exp
{
−(λ+ µ) |x|
α
tα
}
t
d−α−1r1 (t) dt
limx→0
∫∞
0
exp
{
−λ |x|
α
tα
}
td−α−1r1 (t) dt
= 1.
Finally, a straightforward computation yields
1
t
(pt ∗ uλ − uλ) =
eλt − 1
t
∫ ∞
t
e−λss−
d
α p1
( x
s1/α
)
ds−
1
t
∫ t
0
e−λss−
d
α p1
( x
s1/α
)
ds.
Then we can obtain the last assertion by virtue of (A.2) and the dominated con-
vergence theorem. 
Appendix B. Mosco convergence with changing speed measures
To make the paper more self-contained, we summarize in this appendix some
basic conceptions and results concerning Mosco convergence from [17]. It is working
on a sequence of Hilbert spaces {Hn : n ≥ 1} converging to another one H in the
following sense.
Definition B.1. A sequence of Hilbert spaces {Hn} is called to converge to another
Hilbert spaceH , if there exists a dense subspace C ⊂ H and a sequence of operators
Φn : C −→ Hn
with the following property:
(B.1) lim
n→∞
‖Φnf‖Hn = ‖f‖H
for every f ∈ C.
Remark B.2. In §6, we always take Hn = L2(Rd,mγn), H = L
2(Rd,m0) with γn ↓ 0
and C = H (or C∞c (R
d)), Φn := id, i.e. Φnf := f for all f ∈ H . Note that H ⊂ Hn
since ψγn ≤ ψ0, and (B.1) holds due to the monotone convergence theorem.
Set H := {Hn, H : n ≥ 1}. The following definition presents elementary conver-
gences in the context of these Hilbert spaces.
Definition B.3. (1) (Strong convergence in H) We say that fn converges to
f strongly in H (as n→∞), if fn ∈ Hn, f ∈ H and there exists a sequence
{f˜m} ⊂ C with the following properties:
‖f˜m − f‖H → 0, lim
m
lim sup
n
‖Φnf˜m − fn‖Hn = 0.
DIRICHLET FORMS AND POLYMER MODELS 29
(2) (Weak convergence in H) We say that fn converges to f weakly in H (as
n→∞), if fn ∈ Hn, f ∈ H and
(fn, gn)Hn → (f, g)H
for every sequence {gn} converging to g strongly in H.
(3) (Convergence of operators) Given a sequence of bounded linear operators
Bn on Hn, we say Bn strongly converges to a bounded linear operator B
on H (as n→ ∞), if for every sequence fn converging to f strongly in H,
Bnfn converges to Bf strongly in H.
The lemma below states some important results concerning these convergences.
Lemma B.4 (See [17]). Let Hn and H be in Definition B.1. Then the following
hold:
(1) For every f ∈ H, there exists a sequence {fn : n ≥ 1} such that fn → f
strongly in H.
(2) If fn → f strongly in H, then ‖fn‖Hn → ‖f‖H.
(3) If fn → f weakly in H, then
sup
n
‖fn‖Hn <∞, ‖f‖H ≤ lim inf
n
‖fn‖Hn .
(4) Let Hn := L
2(Rd, ϕn(x)
2dx) and H = L2(Rd, ϕ(x)2dx) such that ϕn, ϕ are
positive in L2loc(R
d) and Hn converges to H in the sense of Definition B.1.
Assume that
∫
K (ϕn(x) − ϕ(x))
2
dx → 0 for any compact set K ⊂ Rd.
Then fn converges to f strongly (resp. weakly) in H, if and only if fnϕn
converges to fϕ strongly (resp. weakly) in L2(Rd).
Remark B.5. When ϕn := ψγn and ϕ := ψ0 as in Remark B.2, it is straightforward
to verify that all conditions in the fourth assertion are satisfied. Meanwhile, this
claim indicates that strong convergence in H leads to weak convergence in H.
Now we turn to consider the so-called Mosco convergence of closed forms. Iden-
tify a quadratic form (E ,D(E )) on H (or Hn) with the function
E (·) : H → R¯ := R ∪ {∞}, f 7→
{
E (f, f), f ∈ D(E )
∞ f /∈ D(E ).
The following conception is our main concern.
Definition B.6. Let (E n,D(E n)) be a closed form on Hn and (E ,D(E )) be a
closed form on H . We say E n converges to E in the sense of Mosco, if the following
conditions hold:
(M1) If fn converges to f weakly in H, then
E (f) ≤ lim inf
n
E
n(fn).
(M2) For every f ∈ H , there exists a sequence {fn : n ≥ 1} converging to f
strongly in H such that
E (f) = lim
n
E
n(fn).
The significance of Mosco convergence is indicated in the following well-known
result.
Theorem B.7 (See [18] and also [17]). Let {E n : Hn → R¯} be a sequence of closed
forms and E be a closed form on H. Let (T nt )t≥0 and (G
n
λ)λ>0 (resp. (Tt)t≥0 and
(Gλ)λ>0) be the semigroup and resolvent of E
n (resp. E ) respectively. Then the
following are all equivalent:
(1) E n converges to E in the sense of Mosco;
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(2) Gnλ strongly converges to Gλ for every λ > 0;
(3) T nt strongly converges to Tt for every t > 0.
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