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Abstract
In this paper we consider two physically relevant numerical quantities (namely, the concurrence and
-fidelity) and an operation (called ♦-product) defined on the set of all quantum states or density operators.
Our main aim is to present the complete descriptions of all bijective transformations which preserve any of
these quantities or operation.
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1. Introduction and statements of the results
LetX be a set equipped with a certain operation, or relation, or some quantity defined among
the elements of X. The bijective maps of the so-obtained structure which preserve that given
operation, or relation, or quantity are commonly called automorphisms. There is no doubt, the
study of such transformations plays important role in most parts of mathematics.
A quantum structure is a set Q attached to a quantum system which is equipped with some
physically relevant operation, or relation, or quantity defined among the elements of Q. The
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corresponding automorphisms of Q represent different kinds of symmetries of the underlying
quantum system. Just as with automorphisms in mathematics in general, the study of symmetries
attracts considerable interest in mathematical physics (we only refer to the survey papers [14,1]
and the very recent book [2]).
In the present paper we continue our previous work concerning transformations of quantum
structures which, among others, has resulted in the papers [6,9] (on pure states), [8,10,11] (on
mixed states), [7,12] (on observables), [13] (on effects). Here we consider two numerical quantities
(namely, the concurrence and -fidelity) and an operation (called -product) defined on the set
of all states or density operators and we give the complete descriptions of the corresponding
automorphisms (or, in other words, symmetries). Our investigation has been motivated by the
paper [17] where we have learnt about the concepts of concurrence and-fidelity as well as their
role played in quantum mechanics.
We begin with the necessary notation and definitions. Let H be a complex Hilbert space.
Denote by B(H) and C1(H) the C∗-algebra of all bounded linear operators and the ideal of all
trace class operators on H , respectively. The set of all positive elements of B(H) is denoted by
B+(H) and C+1 (H) stands for the convex cone C1(H) ∩ B+(H).
We call the elements of C+1 (H) density operators while the normalized elements of C
+
1 (H),
i.e., the ones with trace 1 are called states and their set is denoted by S(H). The elements of S(H)
represent the possible states in which the underlying quantum system described by the Hilbert
space H may be. The reason to consider also the set C+1 (H) is that, from the mathematical point
of view, sometimes it is more convenient to disregard the normalizing condition mentioned above.
Going further, let P1(H) be the set of all rank-one projections on H which are exactly the extreme
points of the convex set S(H). The elements of P1(H) are also called pure states.
In what follows we shall use the following well-known and useful notation. For any x, y ∈ H ,
let x ⊗ y denote the operator defined by (x ⊗ y)z = 〈z, y〉x (z ∈ H). An element of B(H) is a
rank-one projection if and only if it can be written in the form x ⊗ x with some unit vector x ∈ H .
For A,B ∈ C+1 (H), let λ1  λ2  · · · be the eigenvalues of the positive trace class operator√√
AB
√
A counted according to multiplicity. The concurrence C(A,B) of A and B is defined
by
C(A,B) = max

0, λ1 −
∑
j>1
λj

 . (1)
The original concept of concurrence is due to Wooters [18] who used it when obtaining an
explicit formula for the entanglement of formation for qubits, a rather important result in quantum
information theory.
Our second concept is called -fidelity. First, we recall the definition of fidelity [16]. The
fidelity F(A,B) of the density operators A and B is the quantity
F(A,B) = tr
√√
AB
√
A.
This concept is a natural generalization of the notion of transition probability between pure states
to the case of arbitrary states (or even density operators). It is due to Jozsa and Uhlmann (see
[5,16,15]). Nowadays, this concept plays very important role in the theory of quantum computation
and quantum information. We now turn to the definition of -fidelity. Let  be an invertible
bounded either linear or conjugate-linear operator on H . The-fidelity F(A,B) of the density
operators A and B is defined by
F(A,B) = F(A,B∗).
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This concept appears in the paper [17] of Uhlmann, but we have to remark the following. First,
using our notation, in [17] he considered only the quantity F(A,A) and second, he treated only
the case when  is a so-called conjugation, i.e., a self-adjoint antiunitary operator. However, as
our method allows us to treat general ’s, we do not restrict our investigation only to the case
of conjugations. As it turns out in [17], the importance of -fidelity lies in a certain maximality
property of it which is dual to a minimality property of the concurrence (more precisely, that of
the so-called -concurrence).
As seen above, the operation (A,B) 
→
√√
AB
√
A appears in the definitions of all concepts
what we have considered above. Therefore, it seems natural to introduce the following notion.
For any pair A, B of density operators we define their -product by the formula
A  B =
√√
AB
√
A.
Even if this operation has no direct physical meaning, because of the role it plays in relation
with important physical quantities it certainly deserves attention from the mathematical point of
view.
Our results which follow give the complete descriptions of all bijective transformations which
preserve any of the above defined quantities or operation. The statements read as follows.
Concerning the automorphisms of S(H) with respect to the quantity of concurrence we have
the following theorem.
Theorem 1. Let H be a complex Hilbert space. Let  : S(H) → S(H) be a bijective transfor-
mation preserving the concurrence, i.e., suppose that
C(A,B) = C((A),(B)) (A,B ∈ S(H)).
Then there exists an either unitary or antiunitary operator U on H such that  is of the form
(A) = UAU∗ (A ∈ S(H)). (2)
The description of-fidelity preserving bijections of C+1 (H) is given in the following theorem.
We recall that in [8] we determined the fidelity preserving bijections of C+1 (H) and S(H) which
result was regarded as a natural analogue of Wigner’s celebrated theorem concerning symmetry
transformations on pure states for the case of the set of all states on H . Nevertheless, in the next
result we go much further.
Theorem 2. Let  be an invertible bounded linear or conjugate-linear operator on H and  :
C+1 (H) → C+1 (H) a bijective transformation preserving -fidelity, i.e., suppose that
F(A,B) = F((A),(B)) (A,B ∈ C+1 (H)).
Then there exists a bijective bounded either linear or conjugate-linear operator T on H and a
complex number c of modulus 1 satisfying T ∗T = c such that  is of the form
(A) = T AT ∗ (A ∈ C+1 (H)). (3)
The converse statement in the previous result is also true although it is not completely trivial
to see. We shall present the argument after the proof of Theorem 2.
If  is defined only on S(H) we have the following corollary. Observe that if P and Q are
pure states, i.e., if we have P = x ⊗ x and Q = y ⊗ y with some unit vectors x, y ∈ H , then
the -fidelity of P and Q is |〈x,y〉|. This shows that the following proposition can be viewed
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as a natural extension of our result Corollary 1 in [6] concerning symmetry transformations in
indefinite inner product spaces from the case of pure states to the case of all states.
Corollary 1. Let be as in the previous theorem. Suppose that  : S(H) → S(H) is a bijective
transformation preserving -fidelity. Then there exists an either unitary or antiunitary operator
U on H and a complex number c of modulus 1 satisfying U∗U = c such that  is of the form
(A) = UAU∗ (A ∈ S(H)). (4)
Finally, the -automorphisms, i.e., the bijective maps of C+1 (H) which preserve the -product
can be described as follows. We recall that the similar operation (E, F ) 
→ √EF√E defined
between effects (the elements of the operator interval [0, I ] in B(H)) is called sequential product
and it plays rather important role in quantum measurement theory. For the presently most general
result concerning the description of the so-called sequential automorphisms of effect algebras we
refer to our paper [13].
Theorem 3. Let H be a complex Hilbert space with dim H  2. Let  : C+1 (H) → C+1 (H) be
a bijective function that satisfies
(A  B) = (A)  (B) (A,B ∈ C+1 (H)). (5)
Then there exists a positive real number c and an either unitary or antiunitary operator U on H
such that  is of the form
(A) = cUAU∗ (A ∈ C+1 (H)).
We remark that, as we shall see in the proof, the theorem above remains true also when the
domain C+1 (H) of  is replaced by a more general domain, namely by any setA ⊂ B+(H) of
operators which contains all finite rank elements of B+(H) and is closed under the operation .
2. Proofs
In this section we present the proofs of our results.
The proof of Theorem 1 is based on the following characterization of rank-one projections in
terms of concurrence.
Lemma 1. For any A ∈ S(H) we have C(A,A) = 1 if and only if A is a rank-one projection.
Proof. Clearly, the λ’s appearing in the definition of C(A,A) (see (1)) are the eigenvalues of A.
Since 1 = tr A =∑k1 λk , we have C(A,A) = 1 if and only if λ1 = 1 and λj = 0 for j > 1.
But this is equivalent to the fact that A is a rank-one projection. 
To the proof of Theorem 1 we also need the following simple but useful observation: If P , Q
are rank-one projections, then√√
PQ
√
P = √PQP = (√tr PQ)P. (6)
In fact, this can be easily checked after writing P , Q in the form P = x ⊗ x, Q = y ⊗ y with
suitable unit vectors x, y ∈ H . It follows that we have
C(P,Q) = √tr PQ.
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This latter quantity is commonly called the transition probability between the pure states P
and Q.
Proof of Theorem 1. By Lemma 1 and the previous observation we deduce that the restriction
of  onto P1(H) is a bijective transformation of the pure states which preserves the transition
probability. By Wigner’s fundamental result on the form of such transformations (see, e.g., [1])
there is an either unitary or antiunitary operator U on H such that
(P ) = UPU∗ (P ∈ P1(H)).
We show that this equality holds also on S(H). Let A ∈ S(H). Pick an arbitrary unit vector x ∈ H
and let P = x ⊗ x ∈ P1(H). It is easy to see that√√
PA
√
P = √〈Ax, x〉P.
Since UPU∗ = Ux ⊗ Ux, we now compute
√〈Ax, x〉 = C(P,A) = C((P ),(A)) = C(UPU∗,(A))
= C(Ux ⊗ Ux,(A)) = √〈U∗(A)Ux, x〉.
Since this holds for every unit vector x ∈ H , we obtain A = U∗(A)U and this implies (2). 
We now turn to the proof of our first result on the form of bijective transformations preserving
-fidelity.
Proof of Theorem 2. We begin with showing that  preserves rank-one density operators in
both directions. This can be done very similarly to the first part of the proof of [8, Theorem
1]. In fact, first one can easily verify that for any A,B ∈ C+1 (H) we have A  B if and only
if F(C,A)  F(C, B) holds for every C ∈ C+1 (H). Using this characterization of order, we
obtain that  preserves the order on C+1 (H) in both directions. Next, it is simple to check that an
element A ∈ C+1 (H) is of rank one if and only if the set {C ∈ C+1 (H) : C  A} is infinite and
totally ordered with respect to . Using this, we obtain that  preserves the rank-one elements
of C+1 (H) in both directions.
If B ∈ C+1 (H) is of rank one, then it is a positive scalar multiple of a rank-one projection
and this gives us the equality tr
√
B = √tr B. Consequently, for any rank-one R ∈ C+1 (H) and
arbitrary A ∈ C+1 (H) we have
F(R,A) = tr
√√
RA∗
√
R =
√
tr
√
RA∗
√
R = √trA∗R.
Since  preserves -fidelity, we obtain
trA∗R = tr(A)∗(R). (7)
The left-hand side of this equality is an affine function of A, so the right-hand side must be also
affine in A. As(R) runs over the set of all rank-one elements of C+1 (H), we easily obtain that is
an affine bijection of C+1 (H). One can easily verify that(0) = 0. It now requires only elementary
arguments to show that can be extended to a linear bijection of C1(H) which preserves the order
of the rank-one positive elements. The form of such transformations is know. In fact, applying
[3, Theorem 3.1] we obtain that there is an invertible bounded linear or conjugate-linear operator
T on H such that
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(A) = T AT ∗ (A ∈ C+1 (H)).
Using this form of , consider the equation (7) again. For R = x ⊗ x, we obtain
〈A∗x, x〉 = 〈T AT ∗∗T x, T x〉.
This implies that
A∗ = T ∗T AT ∗∗T (8)
holds for every A ∈ C+1 (H). Picking A of the form A = x ⊗ x, we infer from this equality that
 and T ∗T are locally linearly dependent (i.e., for every x ∈ H there is a scalar cx such that
x = cxT ∗T x). It is well-known that this implies that  and T ∗T are globally linearly
dependent, i.e., there is a scalar c such that  = cT ∗T . Going back to (8) we see that c is of
modulus 1. This completes the proof. 
As we have noted after the formulation of Theorem 2, the converse statement there is also true.
The precise phrasing is the following. Let  be an invertible bounded linear or conjugate-linear
operator on H . If T is a bijective bounded either linear or conjugate-linear operator on H and c
is a complex number of modulus 1 satisfying T ∗T = c, then the map  defined by
(A) = T AT ∗ (A ∈ C+1 (H))
is a bijective transformation of C+1 (H) which preserves -fidelity.
In fact, to see this we have to prove that
tr
√√
AB∗
√
A = tr
√√
T AT ∗T BT ∗∗
√
T AT ∗ (9)
holds for all A,B ∈ C+1 (H). Without serious loss of generality suppose that , T are linear.
Referring to the continuity of the fidelity with respect to the trace norm, it is clear that it is enough
to verify (9) only for finite rank A ∈ C+1 (H). So, consider such an A and an arbitrary B ∈ C+1 (H).
Denote F the finite rank operator T
√
A. By polar decomposition and the equality of the ranks of
F and |F | we have F = U |F | for some unitary operator U . Compute
T AT ∗ = (T √A)(T √A)∗ = FF ∗ = U |F |2U∗ = (U |F |U∗)2.
By the uniqueness of the positive square root, we obtain that
√
T AT ∗ = U |F |U∗ = FU∗ = T √AU∗.
We can further compute
√
T AT ∗T BT ∗∗
√
T AT ∗ = (T √AU∗)∗T BT ∗∗T √AU∗
= U√AT ∗T BT ∗∗T √AU∗
= U√A(c)B(c)∗√AU∗
= U√AB∗√AU∗.
This implies that√√
AB∗
√
A = U∗
√√
T AT ∗T BT ∗∗
√
T AT ∗U
and we immediately have (9) which completes the proof.
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Proof of Corollary 1. We use the same approach as in Remark (1) in [8]. Define
(A) =
{
tr A · (A/tr A), if 0 /= A ∈ C+1 (H);
0, if A = 0.
One can easily verify that  is a bijective transformation of C+1 (H) which preserves -
fidelity. Therefore, by Theorem 2 there exists a bijective bounded either linear or conjugate-linear
operatorT onH and a constant c of modulus 1 such that T ∗T = c and we have(A) = T AT ∗
(A ∈ S(H)). Sincemaps trace 1 operators to trace 1 operators it is plain that T is either a unitary
or an antiunitary operator on H . 
Finally, we present the proof of our result on the form of the automorphisms of C+1 (H) with
respect to the -product.
Proof of Theorem 3. According to our remark after the formulation of Theorem 3, we carry out
the proof for the more general case when the domain of is a setA ⊂ B+(H) of operators which
contains all finite rank elements of B+(H) and is closed under the operation .
We first prove that (0) = 0. Denote Z = (0). Let C ∈A be such that (C) = 0. From (5)
we have that
Z = (0) = (C  0) = (C)  (0) = 0  (0) = 0.
We say that the positive operators A and B are orthogonal to each other if their usual operator-
product is zero, i.e., if AB = 0. It follows immediately from the properties of the square-root of
positive operators that AB = 0 if and only if A  B = 0. (In fact, observe that A  B = |√B√A|.)
Therefore,  preserves the orthogonality in both directions.
For any subsetM ⊂A let
M⊥ = {A ∈A : AB = 0 (B ∈M)}.
Now, we prove that for any operator A ∈A, the range of A is n-dimensional if and only if
the set {A}⊥⊥ contains n mutually orthogonal nonzero elements but it does not contain more. To
see it, let H0 be a closed subspace of H and let us say that a positive operator C act on H0 if
rng C = (ker C)⊥ ⊂ H0. It is easy to see that the set of all operators inA which act on rng A is
equal to {A}⊥⊥. Now, our assertion follows immediately and we also obtain that  preserves the
(finite) rank of operators.
Let Hn be an n-dimensional subspace of H and let A ∈A be a rank-n operator with range Hn.
By the already verified properties of  we can deduce that there is an n-dimensional subspace
H ′n(= rng(A)) of H such that  maps the set of elements of A acting on Hn onto the set of
elements of A which act on H ′n. In that way,  induces a -automorphism  of the set of all
positive operators on an n-dimensional Hilbert space.
By the result [4, Corollary 3] of Gudder and Nagy concerning the properties of the sequential
product of Hilbert space effects (see the discussion before the formulation of Theorem 3) we
easily obtain that for any A,B ∈A we have A  B = B  A if and only if AB = BA, i.e., A
and B commute with respect to the -product if and only if they commute in the usual operator
theoretic sense. This implies that  preserves commutativity in both directions. Going to the
transformation  induced by  above, using this preserver property we obtain that  maps the
identity operator to an operator which is a scalar times the identity. Concerning  this means
that  sends the projection onto Hn to a scalar multiple of the projection onto H ′n. We show that
this scalar multiplicator does not depend on the choice of the finite dimensional subspace Hn.
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First observe that if Hm is an m-dimensional subspace of H and Hn ⊂ Hm, then H ′n ⊂ H ′m. In
fact, choosing operators A,B ∈A such that rng A = Hn, rng B = Hm we see that {B}⊥ ⊂ {A}⊥.
But this implies that {(B)}⊥ ⊂ {(A)}⊥ which gives us the desired inclusion H ′n ⊂ H ′m. Let
Pn, Pm, P
′
n, P
′
m be the projections onto the subspaces Hn, Hm, H ′n, H ′m, respectively. We know
that (Pn) = λP ′n and (Pm) = µP ′m. Since Pn  Pm and P ′n  P ′m, it follows easily from the
equality
(Pn  Pm) = (Pn)  (Pm)
that λ = µ. So, this scalar multiplicator is stable when enlarging the underlying finite dimensional
subspace. Then stability in general will follow from putting two arbitrary finite dimensional
subspaces into a larger third one and applying the previous observation.
So we have a positive constant c with the property that for every finite rank projection P ,
the operator (P ) is c-times a projection. It is easy to see that every positive scalar multiple of
an -automorphism is again a -automorphism. Consequently, without loss a generality we can
assume that we have c = 1. This means that  maps rank-n projections to rank-n projections.
Observe that if P , Q are mutually orthogonal finite dimensional projections, then we have
(P + Q) = (P ) + (Q). Indeed, we know that(P ),(Q) are mutually orthogonal projec-
tions. Moreover, we have
(P ),(Q)  (P + Q).
Therefore, it follows that
(P ) + (Q)  (P + Q)
and by the rank preserving property of  we deduce that
(P ) + (Q) = (P + Q).
This gives us an orthoadditivity property of  on the set of finite rank projections.
Let P be a rank-one projection and λ  0. As (P ) is also a rank-one projection, from (5) we
infer
(λP ) = (P  (λ2P)) = (P )  (λ2P)
=
√
(P )(λ2P)(P ) = fP (λ)(P )
for some non-negative real number fP (λ). From the equality
((λP )  (µP )) = (λP )  (µP )
we easily obtain that the function fP satisfies
fP (
√
λµ) = √fP (λ)fP (µ).
Since fP (1) = 1 obviously holds true, it follows that fP (
√
λ) = √fP (λ) (λ  0) and then we
obtain that fP is a multiplicative bijection of the non-negative half-line.
We prove that in fact fP does not depend on the rank-one projection P . To see this, let P , Q
be rank-one projections which are not mutually orthogonal. Then we have
fQ(λ)(
√
PQP) = fQ(λ)
√
(P )(Q)(P ) =
√
(P )(λ2Q)(P )
= (√P(λ2Q)P ) = 
(√√
λ2PQ
√
λ2P
)
=
√√
(λ2P)(Q)
√
(λ2P) = fP (λ)
√
(P )(Q)(P )
= fP (λ)(
√
PQP).
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Since P , Q are not mutually orthogonal, we have (
√
PQP) /= 0 and hence we deduce that
fP = fQ. If P , Q are mutually orthogonal, then there is a rank-one projection R which is orthog-
onal neither to P nor to Q. Thus we have fP = fR = fQ. In what follows let f denote this joint
function which corresponds to any rank-one projection.
We next prove that f is additive. To this end, let x, y ∈ H be mutually orthogonal unit vectors
and pick real numbers λ, µ such that λ2 + µ2 > 0. Define v = λx + µy and z = v/‖v‖. Let Px ,
Py , Pz denote the rank-one projections onto the one-dimensional subspaces spanned by x, y, z,
respectively. We compute on the one hand that
((Pz  (Px + Py))2 =
(

(√
Pz(Px + Py)Pz
))2
= (Pz).
On the other hand, by the orthoadditivity property of  we have
((Pz)  (Px + Py))2 = (Pz)(Px + Py)(Pz)
= (Pz)((Px) + (Py))(Pz)
= (Pz)(Px)(Pz) + (Pz)(Py)(Pz)
= (√PzPxPz)2 + (√PzPyPz)2
= 
(√
λ2/(λ2 + µ2)Pz
)2
+ 
(√
µ2/(λ2 + µ2)Pz
)2
= (f (λ2/(λ2 + µ2)) + f (µ2/(λ2 + µ2)))(Pz).
Therefore, we have
1 = f (λ2/(λ2 + µ2)) + f (µ2/(λ2 + µ2))
and by the multiplicativity of f this yields
f (λ2 + µ2) = f (λ2) + f (µ2),
which shows the additivity of f . Since f is a bijection of the non-negative real line which is both
multiplicative and additive, it follows from elementary facts of the theory of functional equations
that f is necessarily the identity.
Let P , Q be rank-one projections. As remarked in (6), we have
P  Q = (√tr PQ)P.
Therefore, we obtain
(√
tr PQ
)
(P ) = ((√tr PQ) · P )
= (P  Q) = (P )  (Q) = (√tr(P )(Q))(P ).
This gives us that, when restricted to the set of all rank-one projections, is a bijective map which
preserves the transition probability. Applying Wigner’s theorem, there exists an either unitary or
antiunitary operator U on H such that
(P ) = UPU∗
holds for every rank-one projection P . It remains to prove that the above formula holds also for
every A ∈A. But it follows from the following computation. Let x be an arbitrary unit vector in
H and let P = Px . We have
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√〈Ax, x〉(P ) = (√〈Ax, x〉P ) = (√PAP ) = (P  A)
= (P )  (A) = UPU∗  (A) = √UPU∗(A)UPU∗
= √〈(A)Ux,Ux〉UPU∗ = √〈(A)Ux,Ux〉(P ).
Therefore, we have 〈Ax, x〉 = 〈U∗(A)Ux, x〉 for every unit vector x ∈ H and this gives us that
(A) = UAU∗ (A ∈A). The proof is complete. 
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