The paper is a review of recent works devoted to analysis of classical integrable structures in quantum integrable models solved by one or another version of the Bethe ansatz. Similarities between elements of the quantum and classical theories of integrable systems are discussed. Some key notions of the quantum theory, now standard in the quantum inverse scattering method, are identi ed with typical constructions known in the domain of classical soliton equations. Functional relations for quantum transfer matrices can be written in the form of classical Hirota's bilinear di erence equation and all the basic results for spectral properties of quantum systems can be obtained by solving this classical equation. Vice versa, solutions of the latter with certain boundary conditions arise as typical Bethe ansatz formulas. The famous Baxter T-Q relation and its generalizations appear as a kind of auxiliary linear problems for the Hirota equation.
Introduction
Modern developments of the theory of integrable systems are characterized by substantial interaction between methods speci c for classical and quantum cases which so far did not intersect. For a long time classical and quantum integrable models were studuied on their own grounds that was quite natural since the very questions used to be asked in the both cases usually did not have common points. An advantage of exploring interrelations between classical and quantum methods became clear already in the early days of the quantum inverse scattering method (QISM) 1]. As a result of its classical limit, the notion of r-matrix was introduced. The r-matrix plays a fundamental role in the advanced hamiltonian theory of classical integrable equations, providing a universal frame of quadratic Poisson bracket algebras.
In other respects, theories of classical and quantum integrable systems so far developed separately and looked like two di erent branches of mathematical physics with their own notions, methods and traditions. For instance, even such a universal approach as the inverse scattering method has a very di erent meaning in classical and quantum contexts, to say nothing about more speci c tools having no analogues like the nite-gap integration technique (from the classical side) or the Bethe ansatz (from the quantum side).
At present it is gradually realized that quantum and classical integrable systems have a deeper connection than the common assertion that the latter are obtained from the former by a procedure inverse to quantization, i.e. in the limit h ! 0. It turns out that classical integrable equations appear in quantum integrable problems as exact relations at h 6 = 0 as well. This phenomenon was "experimentally" observed in many di erent examples. The earliest ones are non-linear equations for correlation functions in the Ising model obtained in 3] . In particular, it has been shown 4], 5] that the pair spin correlation function in the Ising model on square lattice in the self-dual point obeys the di erence analogue of the well known Toda chain equation. The list of examples of a similar type was substantially enlarged about ten years ago 6, 7] , when it was discovered that correlation functions in many other integrable models of quantum eld theory obey integrable (in general di erential-di erence) classical equations. Examples of other types include thermodynamic Bethe ansatz equations in the model-independent form 8] and functional relations for transfer matrices in quantum integrable models 9, 10] . They can be represented in the form of the purely classical di erence Hirota equation 11] (a di erence analogue of the two-dimensional Toda chain). Other aspects of the classical-quantum connections can be found in 12]{ 16].
So there are some reasons to anticipate that such a deep and strong property as integrability may shed a new light to the correspondence principle. At present more and more evidence is accumulated supporting the idea of a common structure which underlies classical and quantum integrability. In other words, in the world of integrable systems classical and quantum cases may be the two sides of a coin. Let us stress that this non-trivial relation is most apparent for di erence classical equations which, without any additional quantization, are contained in the quantum theory.
However, these interesting problems in such a general setting is a matter of further study. A unifying formalism of this kind probably needs an adequate description of not only spectral properties of the system but also dynamical and correlation ones. Our purpose here is much more modest. Following the works 17]-21], we restrict ourselves by revealing classical integrable structures in the context of quantum spectral problems on nite lattices. We hope that this may serve as a good starting point for further study.
The logical structure of the review is illustrated by the diagram: In Sect. 2 we "climb to the height", i.e. try to follow the whole way from the simplest quantum R-matrix to discrete soliton equations. Most of the material presented here was discussed the literature for the last 15 years. We use the standard notions and conventions of QISM 22] without detailed comments. The arrow leading from the box "T-matrices and hamiltonians" to Bethe equations is not discussed here for it corresponds to the customary scheme of QISM.
We give a brief description of the "fusion procedure" 23] { a method to produce more complicated R-matrices from simpler ones. Consisetency of the fusion procedure relies on the Yang-Baxter equation for the R-matrix. As a result, one obtains a family of quantum transfer matrices (generating functions for commuting hamiltonians) acting in one and the same quantum space. They depend on some (spectral) parameters and commute for all values of these parameters. (In order to make the idea as clear as possible, we consider the technically easiest case of R-matrices with rational dependence on the spectral parameter.) The transfer matrices are functionally dependent. They satisfy a number of functional relations (sometimes called fusion relations or fusion rules) which are analogues of relations for characters of linear groups but have a more complicated structure. Being transformed to bilinear form, the fusion relations become universal, i.e. do not depend on a particular model.
Bilinear form of the fusion rules is the height of general constructions provided by QISM for quantum models. Remarkably, this is the very point where they join with key objects of the classical soliton equations. Bilinear fusion rules are written as the di erence Hirota equation 2 From Yang's R-matrix to the Hirota equation
The method of producing R-matrices
The R-matrix The fundamental rational R-matrix (Yang's R-matrix) acting in C k C k has the form R(u) = uI + 2P ; (2.1) where I is the unit matrix, P is the permutation operator, P(x y) = y x, and u is the spectral parameter. Representing the permutation operator through basis k k matrices E ij such that (E ij ) mn .3) and enjoys the GL(k) invariance. Both sides are operators in C k C k C k . We use the following standard notation: R 12 (u) acts as R(u) in the tensor product of the rst two spaces and as identity in the third one, similarly for R 13 , R 23 . Graphically, eq. (2.3) can be written as follows: The intersection point of any two lines represents the R-matrix depending on the di erence of spectral parameters associated to the lines. Open ends of the lines correspond to free indices in the matrix product (2.3) while the summation indices correspond to the edges of internal segments. In the graphical interpretation the Yang-Baxter equation means that any of the three lines can be moved over the intersection point of the other two lines without changing the matrix product.
Fusion procedure Using the R-matrix (2.1) as a building block, it is possible to produce more complicated solutions to the Yang-Baxter equation. This is achieved by multiplying the R-matrices and projecting onto an irreducible representation of GL(k). 
The idea of the proof is to represent the projector P as a product of fundamental R-matrices. This representation alows one to move the lines using the Yang-Baxter equation (2.3) for fundamental R-matrices. However, implementation of this idea in general case is quite involved from technical point of view. Below we outline main steps of the proof. At the same time this will help us to recover the structure of zeros of the fused R-matrix, which will be important later.
The following two elementary properties of the fundamental R-matrix (2.1) are crucial: a) There exists a value of u such that R(u) is proportional to the permutation operator:
R 12 (0) = 2P 12 : (2.8) Graphicaly this means that one can "eliminate the intersection point" as follows:
b) The R-matrix degenerates at u = 2: (2.10) where the structure of the ordered product corresponds to the pattern of complete intersection of n lines carrying spectral parameters s i . This lemma is su cient to prove the Yang-Baxter equation for R ( ) (u). The fusion procedure in the quantum space is made in a similar way. This procedure allows one to introduce the R-matrix R ( )( ) (u) acting in V ( ) V ( ) for two arbitrary Young diagrams , . The Yang-Baxter equation then reads "Trivial" zeros of R ( ) (u) By the construction, each matrix element of R ( ) (u) is a polynomial in u. It turns out that the R ( ) (u) contains a polynomial factor common for all the matrix elements. Its roots are called here "trivial" zeros of the R-matrix. They can be extracted. By the same argument as above, we have R ( ) (u ? s i ) = 0; i = 2; 3; : : : ; n ; (2.15) so after extracting the common factor elements of the R-matrix are rst order polynomials. If s i = s j for i 6 = j, zeros of higher degree should be taken into account. Extracting the common multiplier, we rede ne (For a = 1 the last product should be skiped, for s = 1 the double product should be skipped.)
Quantum monodromy matrices
T -matrix The simplest quantum monodromy matrix (T -matrix) is the following ordered product of R-matrices in the auxiliary space V 0 = C k of the vector representation of the group GL(k):
T (u) = R 0N (u ? y N ) : : : R 02 (u ? y 2 )R 01 (u ? y 1 ) : (2.18) This is a k k matrix with operator entries. They act in the quantum space N i=1 V i , V i = C k .
The parameters y i are arbitrary; sometimes they are called rapidities or inhomogeneities at the sites. The following intertwining relation is a direct corollary of eq. (2.3): (2.19) where the quantum space is the tensor product V 3 = N i=1 V i . Graphically the T -matrix looks as follows:
p p p -6 6 6 6 6 6 y 1 y 2 y N = T (u) We remind the reader that the auxiliary space is associated with the horizontal line while the quantum space is associated with the vertical lines. 
Quantum transfer matrices
The key notion of the theory is quantum transfer matrix 2 (T-matrix) obtained by taking trace of T ( ) (u) in the auxiliary space:
T ( ) (u) = tr aux T ( ) (u ? 1 + 0 1 ) ; (2.26) where 0 denotes the transposed diagram (i.e. re ected with respect to the main diagonal), so 0 1 is height of the rst column of the . The shift of the spectral parameter is introduced for simplifying some formulas below. For rectungular diagrams s a we introduce the special notation:
T a s (u) T (s a ) (u) : (2.27) The crucial property of quantum transfer matrices is their commutativity for all values of the continuous spectral parameter u and the discrete parameter :
T ( ) (u); T ( ) (v)] = 0 : (2.28) This fact follows from the Yang-Baxter equation. Therefore, we have a family of commuting operators in the quantum space. One should choose a hamiltonian belonging to this family. Simultaneous diagonalization of the operators T ( ) (u) allows one to get complete spectral characteristics of the quantum integrable model.
Note that the quantum determinant (2.25) can be written as follows:
There is a more general formula derived by the same argument: 
Functional relations and determinant formulas
The T-matrices obey numerous relations which eventually follow from the Yang-Baxter equation. We illustrate their origin on the simplest example. Consider the product (2.34) where it is implied that T (;) (u) = 1 (; denotes the empty diagram).
Here the initial normalization without extracting the "trivial" zeros is implied. We remind that 0 denotes the transposed diagram. These formulas were obtained by Bazhanov and Reshetikhin 35] . We have written them in the form borrowed from 36]. Sometimes they are called quantum Jacobi-Trudi formulas. They are "Yang-Baxterization" of the classical Jacobi-Trudi identities in the sense that for u-independent T-matrices the former are reduced to the latter.
For rectangular diagrams these formulas get simpli ed:
T a s (u) = det ( Since T a s (u) commute for di erent u; a; s, the same equation holds for all eigenvalues of the transfer matrix, so from now on we can (and from now on will) treat T a s (u) as a number-valued function. In this relation we recognize the Hirota equation (see eq. . They also suggested bilinear relations for models associated to other Dynkin graphs. These works have shown that bilinear form of the functional relations is more useful than determinant representations since it gives rise to practical methods of computations in the tetmodynamic limit. Besides, the paper 10] suggests an interpretation of the functional relations in terms of representation theory of quantum a ne algebras and Yangians.
Identi cation of the transfer matrix with -function, treating the bilinear fusion rules as Hirota's equation and exploring consequences of this (see below) was done in our papers 17], 20]. General bilinear relations for T-matrices for arbitrary (not only rectangular) Young diagrams were rst written in 21] (see also the earlier paper 18], were an example of such relations was given); in the same paper they were identi ed with higher members of the hierarchy of Hirota equations.
On elliptic and trigonometric cases
The results described in this section have direct analogues in the most general case when the algebraic machinery of QISM can be applied, i.e. for models with elliptic R-matrices. Instead of Yang's R-matrix (2.2) one should start from Belavin's elliptic R-matrix 38] with parameters and : Similarly to Yang's R-matrix, Belavin's R-matrix at u = 0 is proportional to the permutation operator. There are two degeneracy points u = 2: R(?2) = U ? P ? , R(+2) = P + U + , where U are some invertible matrices. A careful analysis shows 41] that the fusion procedure goes through the elliptic case, too. As a result, one again comes to the determinant formulas (2.33), (2.34) and the bilinear relations (2.37) of the same form. In the formula (2.29) for the quantum deteminant only explicit form of the function (u) has to be changed:
. We call functions of this form elliptic polynomials in u, the number N is degree of the elliptic polynomial. Elliptic polynomials of degree N are characterized by the monodromy properties (2.34) , for it allows one to get a complete solution of the spectral problem, and not just reduce it to determination of T 1 s (u) or T a 1 (u). At the same time this formula signi es a deep connection with classical soliton equations.
Therefore, in the sequel we change the viewpoint and "forget" the derivation of eq. (3.1) from rst principles of the quantum theory outlined above. More precisly, we are going to treat eq. (3.1) as a fundamental equation governing spectral properties of the system and, gradually moving down the height of the diagram from Sect. 1, to derive speci c quantum results from the Hirota equation. In other words, we are going to reproduce the main results of the Bethe ansatz from eq. (3.1), solving it by methods natural for classical integrable equations.
In general, the Hirota equation has many solutions of very di erent nature. Our current purpose is to characterize the class of solutions which contains eigenvalues of quantum transfer matrices. To do that, we should specify boundary conditions and analytic properties of the solutions.
Boundary conditions in a and s
The functions T 0 s (u) and T k s (u) for A k?1 -type models should be considered as boundary conditions. Recall that T 0 s (u) = 1 and T k s (u) is the quantum determinant (2.29):
Let us note that T k s (u) obeys the discrete d'Alembert equation: T a s (u) = 0 as a < 0 or a > k: (3.5) In the group-theoretical interpretation, the index a runs over vertices of the Dynkin graph.
Passing to the boundary condition in s, we see that from T a 0 (u) = 1 as 0 < a < k it follows that T a ?1 (u) = 0 as 0 < a < k. Writing down the chain of Hirota equations for ?k s 0, one can show that the full set of boundary conditons in s reads T a s (u) = 0 as ? k < s < 0; and 0 < a < k : (3.6) Note that other functions T a s (u) at 0 < a < k are in general not identically zero. The meaning of this condition will be discussed later.
Analytic conditions in u
For models on nite lattices with elliptic R-matrix, the function T a s (u) should be an elliptic polynomial in the spectral parameter u for any xed a; s. As it was already mentioned, the transformation properties (2.40), (2.41) of Belavin's R-matrix under shifts by the periods and the construction of the quantum monodromy matrix imply that all the matrix elements of these operators (traces of T -matrices over the rst space) are elliptic polynomials in u. At the same time they commute for all u and, therefore, can be simultaneously diagonalized by an u-independent similarity transformation. It then follows that their eigenvalues are, too, elliptic polynomials in u: Canonical normalization Since the functions T 0 s (u) and T k s (u) at the boundaries obey the discrete d'Alembert equation, they can be "gauged away", that is they can be made equal to unity: T 0 s (u) = T k s (u) = 1. This allows one to simplify the equations for the price of more complicated analytic properties of solutions.
Minimal normalization The "gauge" invariance allows one to remove all zeros from the characteristics a s u = const. These are just the "trivial" zeros brought by the fusion procedure. Excluding them, we make the degree of the polynomial T a s (u) smaller. Polynomials of minimal possible degree appear in the gauge (2.30). The boundary values at a = 0; k then become:
(recall that (u) is an elliptic polynmial of degree N (2.44)). Note that in this normalization T 0 is an "antiholomorphic" function (i.e. depends on u + s only) while T k is a "holomorphic" function (i.e. depends on u ? s only). Another advantage of the minimal normalization is that the elliptic polynomials T a s (u) have one and the same degree N for all values a; s (when T a s (u) is not identically zero). In the minimal normalization we have T a 0 (u) = (u + a) as 0 a k (3.9) that follows from (3.8).
In the sequel, we use the minimal normalization. Now we can pose the problem more precisely. The function (u) { elliptic, trigonometric or usual polynomial 3 { is considered as an input. The problem is to nd all polynomial solutions (of the same degree as (u)) to the Hirota equation with the boundary conditions given above.
Discussion
Let us discuss the imposed conditions and give a sort of intermediate summary.
With the boundary conitions (3.5), the equation (3.1) The boundary condition in s of the form (3.6) is known in the classical theory, too. This kind of conditions { when the -function idenitically vanishes at some value of a discrete variable { is a hall-mark of forced ("semi-in nite") hierarchies of non-linear integrable equations emerging naturally in matrix models of 2D gravity (see e.g. 50]).
At last, imposing the analytic condition on the -function of the form (3.7) is a familiar story in classical nonlinear integrable equations since the paper 51], where the elliptic solutions to the KdV equation were studied. A systematic approach to elliptic solutions of more general soliton equations based on the nite gap integration technique was developed by Krichever 52] . See 53] for elliptic solutions of di erence soliton equations.
So we see that each one of the above boundary and analyticity conditions has been known in the classical theory. However, they never met together in one and the same problem. The speci cs of solutions relevant to quantum problems is perhaps just in the combination of the above conditions which looks quite unusual for the soliton theory. Since T a (l; l) can be equal to zero, it is worthwhile to get rid of denominators by passing to the function F a (l; l) = a (l; l)T a (l; l) ; in terms of which we have T a (l + 1; l)F a+1 (l; l) + T a+1 (l + 1; l)F a (l; l) = T a+1 (l; l)F a (l + 1; l) ;
T a (l; l + 1)F a (l; l) + T a+1 (l; l + 1)F a?1 (l; l) = T a (l; l)F a (l; l + 1) : (4.6) An advantage of the "light cone" variables is their separation in the ALP. However, in contrast to the a; s; u, they do not have any immediate physical sense. When the zero curvature representation is written, there is no problem to rewrite it in the "laboratory" coordinates. The solution F admits several di erent boundary conditions. Among them there is one similar to (3.5), but the number of non-zero functions F is one less than the number of T's: 
Functions Q t (u)
To elaborate the chain of B acklund transformations, let us introduce a new variable t to mark successive steps of the " ow" A k?1 ! A k?2 ! : : : ! A 1 in the inverse direction. Namely, let T a s;k?t (u) be a solution to the linear problems at the t-th step. In this notation T a s;k (u) = T a s (u) and T a s;k?1 (u) = F a s (u). For each "level" t the function T a s;t (u) obeys the Hirota equation (4.10) with the boundary conditions T a s;t (u) = 0 as a < 0 or a > t : (4. 14)
The rst (a = 0) and the last (a = t) members of this sequense obey the discrete d'Alembert equation. They are "antiholomorphic" and "holomorphic" functions respectively. We introduce the special notation for them: T 0 s;t (u) Q t (u ? s) ; T t s;t (u) Q t (u + s) ; (4.15) which generalize (4.12). This notation can be extended to t = k by setting Q k (u) = (u) ; Q k (u) = (u + k) :
The speci c condition that Q k and Q k di er from each other only by a shift of the argument follows from formulation of the quantum problem on a nite lattice. This condition can be consistently extended to the whole chain of functions Q t for 1 t k: Q t (u) = Q t (u + t) : (4. In the nested Bethe ansatz, the functions T a s;t (u) for t < k are auxiliary objects { they represent eigenvalues of T-matrices for "intermediate" models arsing at the (k ? t)-th step (level) of the nested Bethe ansatz 5 . The functions Q t (u) (although they also do not have direct physical sense) play a very important role. They are to be identi ed with eigenvalues of generalized Baxter's Q-operators (see below). In the general solution to the Hirota equation they serve as arbitrary functional parameters. The ellipticity condition determines them through the system of Bethe equations for their zeros. In the next section we introduce another set of functional parameters which remain arbitrary even after imposing the ellipticity requirement. In the rest of this section we show that zeros of the functions Q t obey the nested Bethe ansatz equations.
Bethe equations as a dynamical system in discrete time
Recall that the function f u (t; a) = T a a?u;k?t (u) (4.19) obeys the Hirota equation in the form (4.20) . Disregarding the boundary conditon, it coincides with (4.1) if one substitutes a by u and identi es f u (t; a) = T u (t; a). Let us consider the problem of nding elliptic solutions to eq. (4.20) i.e. solutions such that f u (t; a) is an elliptic polynomial in u for any t, a. In particular, at a = 0 we have f u (t; 0) = Q k?t (2u), so, solving this problem, we nd how zeros of the function Q t depend on t. In the next section we explain how answer to this question allows us to solve the initial problem of nding elliptic solutions to eq. (3.1).
Using the approach of the paper 29], let us comment on the crucial di erence between elliptic in u solutions to eqs. (3.1) and (4.20) . In the former case the ow u is composite and we are interested in dynamics of zeros of (3.7) with respect to another composite ow. In the latter case, the u is an elementary ow, and we are going to study dynamics of zeros of the function (4.23) with respect to another elementary ow adjacent to the u. The method to nd elliptic solutions developed by Krichever 52] ( rst for the KP equation) consists in considering ALP with the reference variable u. Contrary to the non-linear equation, in each ALP of this type the variables are separated from the very beginning. This allows one to nd the dynamics of zeros of the -function with respect to any ow independently. Whence it is clear that the latter problem is simpler than the former one. Indeed, in the former case the reference ow is composite, so the simplest possible ALP with separated variables have matrix form. In the latter case one can apply simplest three-term linear equations with scalar coe cients.
The problem of elliptic solutions in this latter version (i.e. nding dynamics of zeros of the -function or that of poles of ratios of -functions) became standard since the papers 52, 57, 53]. Its solution shows up remarkable connections with the Calogero-Moser or Ruijsenaars system of particles 6 and, as we shall see soon, with the nested Bethe ansatz equations.
Since u (t; 0) = Q k?t (2u), nested Bethe ansatz equations can be understood as "equations of motions" for zeros of Q t (u) in discrete time t (level of the Bethe ansatz). The easiest way to derive them is to consider the auxiliary linear problems for eq. Deviding the rst relation by the second one and substituting the third one, we eliminate g and get the following system of equations for the roots of elliptic polynomials Q t (u): Q t?1 (u t j + 2)Q t (u t j ? 2)Q t+1 (u t j ) Q t?1 (u t j )Q t (u t j + 2)Q t+1 (u t j ? 2) = ?1 ; (4.24) or, in more details, . In what follows we explicitly identify the functions Q t with those involved in the standard Bethe ansatz solution. Therefore, the hierarchy of nested Bethe ansatz equations can be understood as "equations of motion" for zeros of the elliptic polynomial Q t (u) in the discrete time t (which has sense of "level" of the Bethe ansatz and runs over vertices of the Dynkin graph). Let us remark that the very origin of equations (4.24) suggests to treat them as a discrete time analogue of equations of motion for the elliptic Ruijsenaars model. Taking the continuum limit in t (provided M t = M = const), one can check that eqs. (4.24) do yield the equations of motion for the M-particle Ruijsenaars model with elliptic potential. The subsequent limiting procedure ! 0 with nite u j = x j yields the well known equations of motion for the elliptic Calogero-Moser system of particles.
Integrable systems of particles in discrete time have more complicated properties than their continuous counterparts. In particular, the total number of particles may depend on the discrete time. Such a phenomenon is possible in continuous time models only for singular solutions, when particles can move to in nity or merge to another within a nite period of time. Remarkably, this appears to be the case for the solutions to eq. (4.24) corresponding to eigenstates of quantum models since the number of excitations at t-th level of the nested Bethe ansatz solution in all known examples does depend on t. In other words, the number of "particles" in the associated discrete time Ruijsenaars system is not conserved. At the same time the numbers M t may not be arbitrary. It can be shown that for A k?1 -models with elliptic R-matrices in case of general position (i.e. when is not a point of nite order on the elliptic curve with periods 1 and ) M t = (N=k)t, where N is the number of sites of the lattice equal to degree of the elliptic polynomial (u). In trigonometric and rational cases the conditions on M t become less restrictive but still these numbers may not be equal to each other.
The fact that degree of the elliptic polynomial Q t (u) is M t = (N=k)t and N should be divisible by k follows directly from equations (4.24). Indeed, the elliptic polynomial form of Q t (u) implies that if u t j is a zero of Q t (u), i.e., Q t (u t j ) = 0, then u t j + n 1 + n 2 for all integers n 1 ; n 2 are its zeros too. Taking into account the well known monodromy properties of the -function, one concludes that this is possible if and only if M t+1 + M t?1 = 2M t ; (4.27) which has a unique solution M t = (N=k)t satisfying the required boundary condition. In particular, this means that the nested scheme for elliptic A k?1 -type models is consistent only if N is divisible by k.
So we see that the number of particles behaves similarly to the center mass coordinate of a closed system { depends linearly on time. The corresponding "momentum", i.e. the particle increment for the discrete time step is conserved. It would be interesting to nd other conservation laws for the dynamical system (4.25).
In trigonometric and rational cases the conditions on degrees of Q t 's become less restrictive since some of the roots can be located at in nity. The equality in the formula for M t becomes an inequality: M t (N=k)t. A more detailed analysis 58] shows that the following inequalities 
Di erence equations for the functions Q t
The functions Q t (u) obey certain linear di erence equations. In principle, they can be obtained from the system of linear problems (4.17), (4.18) at levels t = 1; 2; : : : k by excluding all functions T except those on the boundaries of the array (4.22). For k = 2 this is explicitly done in the next section.
In the general case the idea is the same { the rst order vector linear problem should be rewritten as a scalar problem of higher order, but the procedure becomes too involved from technical point of view. The detailed solution of this problem is given in 17]. Here we present these results and their derivation in a somewhat simpler form. Our method relies on the general solution to the bilinear relations, which depends on a number of free functional parameters. This general solution may be also interesting by itself.
General solution to the bilinear relations
Here we present general solution to the system of functional equations consisting of the Hirota equations (3.1) T a s;t (u) = 0 as a < 0 or a > t (5.7) with the additional requirement that T 0 s;t (u) and T t s;t (u) for any t 0 depend only on u?s and u + s respectively, that always can be achieved by a gauge transformation. For de niteness we set T a s;t (u) = 0 as t < 0 and T 0 s;0 (u) = 1. In other words, we want to nd a solution for the whole array (4.22) simutaneously. Note some changes in setting the problem. First, at the moment we do not impose the conditions (4.16) connecting the functions Q t and Q t at the edges of the array. Second, we do not x any level k and the functions Q k (u), Q k (u), but construct the solution moving in the "opposite direction", i.e. down the array. Third, we are going to pass from the functions Q t , Q t to another set of functional parameters. For elliptic solutions, their zeros will not be constrained by Bethe equations. At each step (i.e. when passing from t to t + 1) one has two such parameters.
Let us consider two groups of functions q i (u), q i (u), i = 1; 2; : : :. Assume for the moment that they are arbitrary and independent of each other. They will play the role of the functional parameters in the general solution. The only additional assumption is linear independence of functions from each group. In particular, q 1 (u) = Q 1 (u), q 1 (u) = Q 1 (u). These formulas allow us to express Q t , Q t through the independent functional parameters q i , q i .
In what follows it is important that the functions q i (u) remain independent for solutions of our prime interest, i.e. those in which the function T a s;t (u) is an elliptic polynomial in u. Speci cally, setting q i (u) = q i (u+1) and choosing q i (u) to be (arbitrary!) elliptic polynomials of one and the same degree for any i = 1; 2; : : :, we get a solution meeting all the requirements imposed on eigevalues of quantum T-matrices.
Generalized Baxter's relations
By the generalized Baxter relations we mean di erence equations obeyed by the functions Q t . Their form can be deduced from the general solution given above. This approach has an important technical advantage due to independent functional parameters. With that general solution in mind, the meaning of combursome formulas given below becomes transparent. At the same time a clear interpretation of the functional parameters q i , q i will be given.
Let us explain the idea how to derive generalized Baxter's relations on the example of Q 1 (u) = q 1 (u). Its determinant is not equal to zero due to linear independence of the q i 's. Therefore, the system has a unique solution. Since the coe cients do not depend on s, the same is true for U i . We come to the conclusion that the function Q 1 (u) = q 1 (u) is one of solutions to the following di erence equation: Equations for Q t with 2 t k ? 2 have a more complicated form. They can be obtained in a similar way from the determinant formula (5.8) using the Laplace expansion. In general Q t (u), Q t (u) obey di erence equations of order C a k + 1, where C a k is the binomial coe cient. Here we do not address this question.
With the conditions (3.6), (3.9), (4.16) speci c for the Bethe-ansatz-type solutions, coe cients of the above equations get simpli ed. Besides, equations for Q t and Q t become equivalent. The determinants in (5.13), (5.14) give the equation Let us stress that we have come to these relations using nothing more than the Hirota equation with particular boundary conditions.
Factorization formulas
In order to compare the above results with the standard solution by the nested Bethe ansatz method, we should identify our Q t 's with those involved in the standard solution. One of the ways to do this is to factorize the di erence operator in (5.17) and (5.18) and express the result through Q t (u). This will provide us with formulas for T a s (u) in terms of Q t (u). Proof. The coe cients in front of the highest shifts in both sides of the equality are the same, so it is enough to show that the operator in the right hand side annihilates all the functions q 1 (u + 2) ; q 2 (u + 2) ; : : : ; q k (u + 2). For q 1 (u + 2) this is obvious. Further, the T-functions at level k given by eq. (5.8) clearly remain unchanged under simultaneous renumeration of the functions q t , q t with 1 t k (up to a common sign). However, the Q t for 1 t k ? 1 in general do depend on the numeration.
Consider an elementary transposition t (t) = t+1, t (t+1) = t and t (i) = i if i 6 = t; t+1.
Let q i q t(i) be the permuted sequence of the functional parameters. (Here and below we imply that q t are permuted in the same way.) Let Q i be the corresponding sequence of the Q-functions determined from eq. (5.10). Clearly, Q i = Q i at 1 i t ? 1, Q i = ?Q i at t + 1 i k while Q t is given by the determinant (5.10) with the functions q t+1 instead of q t in the rst column. In the Appendix we show that the determinant identity (5.9) implies the following bilinear relation: 
A 1 -models
It is instructive to illustrate some formulas of the previous section on the example of A 1 -type models. We also discuss the speci c case of higher representations in the quantum space and suggest a new interpretation of Baxter's T-Q-relation as di erence equation for Baker-Akhiezer function. q 1 (u + s) q 2 (u + s) (6.12) (cf. eq. (5.8)). Similarly to the continuous case, this expression is invariant with respect to the choice of the pair of linearly independent solutions with given wronskians. Passing to another pair is described by a transformation from the group SL(2). Due to (6.6), (6.11), q 1 , q 2 are transformed in the same way as q 1 , q 2 , so (6.12) is obviously invariant.
General solution to discrete Liouville equation

Di erent forms of Baxter's relation
The constraints (4.16) (u) = (u+2), etc immediately lead to the speci c "initial condition"
T ?1 (u) = 0 ;
relevant for quantum T-matrices. Conversely, this condition together with the ellipticity requirement gives theconnection between Q t and Q t of the form (4.16). Plugging this into (6.7), (6.8), we get A(u) = A(u) = T 1 (u) : (6.13) Therefore, the whole set of equations is reduced to = 0 ; (6.17) e ?2@u ? (u ? 2)q 1 (u) (u)q 1 (u ? 2) ! e ?2@u ? q 1 (u ? 2) q 1 (u) ! Q(u) = 0 ; (6.18) which are a good illustration of general formulas of the previous section. The last equality is to be understood as a di erence equation for the Q(u) having two solutions, one of which coincides with q 1 (u). At last, eq. (6.12) turns into T s (u) = q 1 (u?s?1) q 2 (u?s?1) q 1 (u+s+1) q 2 (u+s+1) : (6.19) The Bethe equations follow, for instance, from eq. We recognize here the determinant formulas (6.9) and (6.19) . Let us emphasize that we have got them using only the very general properties of the Baker-Akhiezer function. So, the di erence equation (6.28) is formally identi ed with the Baxter T-Q-relation (in the factorized form it is eq. (6.27)). To make them really the same thing, one should ensure the necessary analyticity properties of the functions entering the play. Speci cally, as it is seen from comparison of eqs. (4.23) and (6.29), the Baker-Akhiezer function should be a double-Bloch function 7 (see 57]). Therefore, we are in the situation well-studied in the papers 52, 56, 57, 53] on elliptic solutions to the Kadomtsev-Petviashvili equation, to the Toda chain, etc. It then follows that all solutions of our interest belong to the class of " nite gap" (algebrogeometric) ones. They are constructed by means of complex curves of nite genus that are coverings of an elliptic curve. Such curves are realized as spectral curves of the Lax operator for the Ruijsenaars system. Below we call them the Ruijsenaars curves.
A few words on the meaning of the obtained formulas are in order. At the rst glance, they di er from the ones written in the beginning of this section by nothing else than the di erent notation. Nevertheless, the way to derive them that we follow here does not refer to the speci c boundary conditions (3.5) of the Liouville type. This derivation embeds the formulas into a di erent and promissing context. The nite gap integration theory can provide a powerful method to nd solutions to Baxter's relation with required analytic properties. Given a Ruijsenaars curve, one can simultaneously reconstruct all the three functions , Q and T 1 connected by the Baxter relation. Note that the formula for T 1 (6.34) , in contrast to the "tautological" formula (6.31), is explicitly pole-free, i.e. the Bethe equations are automatically resolved.
Unfortunately, this approach is still quite far from providing a working alternative to the Bethe ansatz. Indeed, in this way we get just one state of a quantum model. Parameters of this model can hardly be e ectively controlled. The standard formulation of the quantum problem is quite di erent { to nd all eigenstates of a given model.
Let us x the quantum model, i.e. x all zeros of the polynomial (2x) = 0;0 (x) 1;1 (x?1) of even degree. What is the reason for ambiguity in the 1;0 (x) and 0;1 (x), which just means the presence of a number of non-equivalent quantum states (for simplicity, we disregard possible degeneration)? First, zeros of (2x) can be assigned either to 0;0 (x) or to 1;1 (x ? 1) (in equal amounts). Second this partition does not determine the Ruijsenaars curve uniquely but only up to a nite number of possibilities 8 . It is likely that the sets of states obtained due to the discrete freedom of these two types completely overlap.
Conclusion
For the sake of clarity, we outline the results reviewed in this paper, organizing them as a "dictionary" for translating the quantum notions into the language of discrete soliton equations.
Eigenvalues of quantum transfer matrices { (classical) -functions The transfer matrices commute for all values of the spectral parameter and parameters of the auxiliary space. This property allows one to diagonalize them simultaneously. In the main body of this paper we work in this diagonal representation.
Fusion rules { Hirota's equation The fusion procedure in the auxiliary space gives rise to a family of commuting transfer matrices acting in the same quantum space. They obey a number of fusion relations which can be recast into the model-independent form. In this form the relations between T-matrices T a s (u) for rectangular Young diagrams coincide with the 3-term Hirota equation. In general case, i.e. for arbitrary Young diagrams, "higher" equations from the hierarchy of bilinear di erence equations arise, which follow from the Pl ucker relations (see 21] for details).
Specifying a particular quantum model { imposing particular boundary conditions in the Hirota equation The type of boundary conditions is the same as the one for the discrete two-dimensional Toda chain with open boundaries. Another important condition (which follows, eventually, from the Yang-Baxter equation) is that T a s (u) for models with elliptic R-matrices has to be an elliptic polynomial in the spectral parameter u. The set of roots of this polynomial at a = 0 determines the quantum model. It is considered as the "input". Elliptic solutions to the Hirota equation with the above boundary condition correspond to di erent eigenstates of the quantum hamiltonian.
"
Step" of nested Bethe ansatz { B acklund transformation Quantum integrable models with internal degrees of freedom can be solved by the nested (hierarchical) Bethe ansatz method. The method consists essentially in integration over a part of degrees of freedom by an ansatz of Bethe type, with the e ective hamiltonian being again integrable. Repeating this several times, one reduces the model to an integrable model without internal degrees of freedom which is solved by the usual Bethe ansatz.
The classical face of this scheme is a chain of B acklund transformations for the discrete Toda model with open boundaries. By the B acklund transformation we mean here passing from solution to the non-linear equation to (properly normalized) solution of the auxiliary linear problems. The latter satis es the same non-linear equation but with a simpler boundary condition. Repeating this, one can successively reduce the discrete Toda model of the A k?1 -type up to the A 1 -type model which is the discrete Liouville equation.
Baxter's T-Q-relation { An auxiliary linear problem for the Hirota equation Baxter's T-Q-relation is the main technical point of the standard approach. It is a di erence equation of second order for a function Q with a "potential" T. The both functions are unknown. Imposing certain analyticity properties, one is able to nd both of them simultaneously. In our scheme, eigenvalues of the Baxter Q-operator are properly normalized solutions to auxiliary linear problems for the Hirota equation. This remark makes it less mysterious why this technical trick invented by Baxter appears to be so famous in quantum interable models. Enough to say that solutions to auxiliary linear problems with special analyticity properties (Baker-Akhiezer functions) play a key role in the theory of classical soliton equations.
The system of nested Bethe ansatz equations { Equations of motion for systems of the Calogero-Moser type in discrete time The discrete time t runs over vertices of a Dynkin graph. Roots of the Bethe equations u t j (in the standard approach, rapidities of quasiparticles at level t) are identi ed with coordinates of j-th particle in the CalogeroMoser-like model at the discrete time t. So the Bethe equations are equations of motion for a discrete time dynamical system. Dependence on s of zeros of transfer matrices T s (u) in A 1 -models { The poles dynamics of elliptic solutions to the discrete Liouville equation in "laboratory" coordinates It is interesting to recall that one of the rst papers on the algebraic Bethe ansatz 64] and the paper 62] devoted to dynamics of singularities of solutions to the Liouville equation were published one after another in one and the same volume of "TMF" in 1979. In that time it was hardly possible to anticipate that such di erent matters might be actually linked together so closely.
We believe that this dictionary can be continued to include not only spectral properties of quantum system on nite lattices but dynamical properties and correlation functions as well. Perhaps this amounts to considering solutions to the same Hirota equation of a more complicated type. The Hirota equation is known to arise in the problem of correlation functions in the Ising model or in the XY -model already for quite a long time 4], 5]. .
Another intriguing problem is to extend this dictionary to o -diagonal elements of quantum monodromy matrices identifying them with some objects in hierarchies of classical integrable equations. A rst step in this direction is made in 67]. 
