Abstract-In this letter, we propose a systematic design of space-time block codes (STBC) which can achieve high rate and full diversity when the partial interference cancellation (PIC) group decoding is used at receivers. The proposed codes can be applied to any number of transmit antennas and admit a low decoding complexity while achieving full diversity. For transmit antennas, in each codeword real and imaginary parts of complex information symbols are parsed into diagonal layers and then encoded, respectively. With PIC group decoding, it is shown that the decoding complexity can be reduced to a joint decoding of /2 real symbols. In particular, for 4 transmit antennas, the code has real symbol pairwise (i.e., single complex symbol) decoding that achieves full diversity and the code rate is 4/3. Simulation results demonstrate that the full diversity is offered by the newly proposed STBC with the PIC group decoding.
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I. INTRODUCTION

F
ULL diversity space-time block codes (STBC) under linear receivers (i.e. minimum mean square error (MMSE) receiver and zero-forcing (ZF) receiver) were recently proposed to achieve low decoding complexity and superior reception performance [1] - [3] . However, the code rate of the STBC in [1] - [3] is low, not more than one symbol per channel use. To address the complexity and rate tradeoff, partial interference cancellation (PIC) group decoding and successive interference cancellation (SIC)-aided PIC group decoding were recently proposed in [4] . Moreover, the design criteria of full diversity STBC with PIC and PIC-SIC were derived in [4] . Later, a systematic design of STBC achieving full diversity under PIC and PIC-SIC group decoding was developed in [5] . In subsequent work, a new design of STBC having an Alamouti-Toeplitz structure was proposed in [6] which provides a lower PIC group decoding complexity than the STBC in [5] . Specifically, the decoding complexity of the STBC in [6] is equivalent to a joint decoding of /2 complex symbols for transmit antennas. In this letter, we propose a systematic design of STBC with PIC group decoding that can achieve both full diversity and low decoding complexity. The decoding complexity is equal to a joint decoding of /2 real symbols for transmit antennas, i.e., only half decoding complexity of the STBC in [6] . Moreover, the code rate of the proposed STBC is 2 /( +2). In particular, for 4 transmit antennas the code has real symbol pairwise (i.e. single complex symbol) decoding. Furthermore, the code rate is 4/3. It should be noted that the existing STBC with single complex symbol (or real symbol pairwise) decoding, such as quasi-orthogonal STBC (QOSTBC) [7] , [8] , and coordinate interleaved orthogonal design (CIOD) [9] have symbol rates not larger than one. Also the codes with linear receivers have single complex symbol decoding but their rates can not be above one either [2] . Simulation results show that the proposed code outperforms the CIOD in [9] and the QOSTBC with the optimal rotation in [8] for 4 transmit antennas at the same bandwidth efficiency. Moreover, our code guarantees full diversity without performance loss compared with other PIC group decoding based STBC in [4] , [5] and [6] , but the decoding complexity is greatly reduced.
It should be mentioned that the major difference between the code in [6] and the one proposed in this letter is that a complex-valued linear transform matrix is used for input complex signal vector to construct the code in [6] , whereas in this letter two real-valued linear transform matrices are used for real and imaginary parts of the signals, respectively. By doing so, half decoding complexity can be reduced.
The rest of this letter is organized as follows. The system model is outlined in Section II. A systematic design of STBC is proposed in Section III. The full diversity is proved under PIC group decoding in Section IV. In Section V, simulation results are presented. Finally, we conclude the letter in Section VI.
The following notations are used throughout this letter. Superscripts (⋅) * , (⋅) and (⋅) stand for conjugate, transpose, and conjugate transpose, respectively. ℂ denotes the field of complex numbers and ℝ denotes the real field. I denotes the × identity matrix, and 0 × denotes the × matrix whose elements are all 0. Additionally, {⋅} and {⋅} represent the real part and the imaginary part of variables, respectively. 
where H is the channel matrix of size × with the entries being independent and identically distributed (i.i.d) following complex Gaussian with zero mean and unit variance, denoted by (0, 1). The channels are assumed to undergo the quasi-static fading. W ∈ ℂ × is the noise matrix whose elements are also i.i.d distributed with (0, 1). denotes the average signal-to-noise ratio (SNR) per receive antenna, and the transmitted power is normalized by the factor such that the average energy of the coded symbols transmitting from all antennas during one symbol period is one. We assume that channel state information is available at receiver only.
To decode the transmitted sequence s, we need to extract s from X(s). Through some operations, we can get an equivalent signal model from (1) as [2] [4]
where y ∈ ℂ ×1 is a received signal vector, w ∈ ℂ
×1
is a noise vector, and ℋ ∈ ℂ × is an equivalent channel matrix. Denote y = y + y , s = s + s , and w = w + w . Then, (2) can be expressed as a real matrix as follows.
[
where ℋ ∈ ℝ 2 ×2 has 2 real column vectors {g } for = 1, 2, ⋅ ⋅ ⋅ , 2 . In [4] , a new decoding scheme was proposed, referred to as PIC group decoding which aims to address the rate and complexity tradeoff of the code while achieving full diversity. In the PIC group decoding, the equivalent channel
Then, for group G a group ZF is applied to cancel the interferences from all the other groups, i.e., {G 1 , ⋅ ⋅ ⋅ , G −1 , G +1 , ⋅ ⋅ ⋅ , G }, followed by a joint decoding of symbols corresponding to the group G .
Note that the interference cancellation (i.e., the group ZF) mainly involves with linear matrix computations, whose computational complexity is small compared to the joint decoding with an exhaustive search of all candidate symbols. To evaluate the decoding complexity of the PIC group decoding, we mainly focus on the computational complexity of the joint decoding of each group under the PIC group decoding algorithm. The joint decoding complexity can be characterized by the number of Frobenius norms calculated in the decoding process. In the PIC group decoding algorithm, the complexity is then = ∑ =1 | | . It can be seen that the PIC group decoding provides a flexible decoding complexity which can vary from the ZF decoding complexity | | to the ML decoding complexity | | .
III. PROPOSED STBC WITH PIC GROUP DECODING
In this section, a systematic design of STBC under PIC group decoding is presented. Then, two design examples are given for four and six transmit antennas, respectively.
A. A Systematic Design
For any given and . Let = + 2( − 1). Assume that is even. The proposed STBC Φ is designed as
where the real matrices A , , and B , , of size × are given by, respectively
C and C are real and imaginary parts of C ∈ ℂ 2 × 2 ( = 1, 2) that is given by
. . . . . .
. . .
. . . 0
2 and the th diagonal layer from left to right written as the 2 × 1 vector
Moreover, the real and imaginary parts of X = X , + X , are given by respectively
where Θ , Θ ∈ ℝ 2 × 2 are linear transform matrices [10] , and the vector s = s , + s , is given by
for ( = 1, 2; = 1, 2, . . . , ).
The symbol rate of the code Φ , , is
which is the same as that of STBC with PIC group decoding proposed in [5] and [6] . For a very large , the rate can be up to /2. For a very large , the rate can be up to . For the design of STBC for odd, we may suppose to design an STBC for + 1 transmit antennas with the last antenna to be shut down. In other words, when is odd the STBC is obtained by selection of first columns of the STBC designed for + 1 antennas.
B. Code Design Examples 1) For four transmit antennas = 4 Let = 2. According to the design in (4), we have
where 2) For six transmit antennas = 6 Let = 2. The code design is given as follows. The code rate for Φ 6,8,2 is 3/2.
IV. FULL DIVERSITY OF PROPOSED STBC
In this section, we first show that our proposed STBC can obtain full diversity under ML decoding and then show that it can also achieve full diversity under PIC group decoding.
A. Achieving Full Diversity with ML Decoding
Defineˇ= −ˆas the difference between symbols and . Three cases should be considered separately in terms ofš andš as follows.
1) Bothš ∕ = 0 andš ∕ = 0. Considerš ∕ = 0. After some row/column permutations, a different codeword matrix A , , = A , , −Â , , can be written as followš
where 0 is a 2 × 2 matrix anď
From (8) and (9), we deduce that there exists at least one vector X such that X −X ∕ = 0, = decoding. Likewise, it is obvious that B , , can also achieve full diversity sinceš ∕ = 0. Therefore, the code Φ , , can achieve full diversity under ML decoding. 2)š ∕ = 0 only. As we mentioned in case 1), A , , can achieve full diversity under ML decoding ifš ∕ = 0. Considering A , , forms the real part in (4), the code Φ , , can achieve full diversity under ML decoding. 3)š ∕ = 0 only. Similar to case 2), B , , being the imaginary part of our proposed code can achieve full diversity under ML decoding, which is sufficient to prove that Φ , , has a property of full diversity. Based on all three cases above, we conclude that the proposed code in (4) can achieve full diversity under ML decoding.
B. Achieving Full Diversity with PIC Group Decoding
In the following, we show the main result of the proposed STBC when a PIC group decoding with a particular grouping scheme is used at the receiver.
Theorem 1:
Consider a MIMO system with transmit antennas and receive antennas over block fading channels. The STBC as described in (4) with two diagonal layers in each submatrix is used at the transmitter. If the received signal is decoded using the PIC group decoding with the grouping scheme = { 1 , 2 , . . . , 8 }, where = {( − 1) /2 + 1, . . . , /2} for = 1, 2, . . . , 8, i.e., the size of each real group is equal to /2, then the code Φ , ,2 achieves the full diversity.
A proof of Theorem 1 is given in Appendix.
Corollary 1: When = 4, for the proposed code in (12) real symbol pairwise ML decoding complexity is achieved in each group, i.e., single complex symbol ML decoding complexity is achieved. Table I shows the comparison of PIC group decoding complexity between the new code in (12) and the codes in [5] and [6] . According to this table, it is obvious that the proposed code for = 4 transmit antennas further reduces the decoding complexity to real symbol pairwise (i.e., single complex symbol) decoding in each PIC group.
Next, we further show that Φ , , with any value can obtain full diversity under PIC-SIC group decoding.
Theorem 2: Consider a MIMO system with transmit antennas and receive antennas over block fading channels. The STBC as described in (4) with diagonal layers is used at the transmitter. If the received signal is decoded using the PIC-SIC group decoding with the grouping scheme ℐ = {ℐ 1 , ⋅ ⋅ ⋅ , ℐ 4 } and with the sequential order, where i.e., the size of each real group is equal to /2, then the code Φ , , achieves the full diversity.
The proof is similar to that of Theorem 1. The detailed proof is omitted.
V. SIMULATION RESULTS
In this section, some simulation results are presented for 4 × 4 MIMO.
In Fig. 1 Note that all the codes have the same code rate of 4/3. 64-QAM constellation is used to keep the bandwidth efficiency of 8 bps/Hz for every code. Fig. 1 shows the bit error rate (BER) performance of the codes based on PIC group decoding. Firstly, Guo-Xia's code [4] , C 4,6,2 [5] , B 4,6,2 [6] and our proposed code Φ 4,6,2 all can achieve full diversity at high SNR. Then, one can observe that Φ 4,6,2 has a very similar performance to B 4,6,2 and Guo-Xia's code. However, compared with B 4,6,2 and Guo-Xia's code, the code Φ 4,6,2 has a lower decoding complexity in that it further increases the number of PIC groups and allows two real symbols (i.e. single complex symbol) to be decoded in each PIC group without performance loss.
In Fig. 2 , CIOD of rate 1 in [9, Eq. (85)] and QOSTBC of rate 1 in [8, Eq. (39)] with ML decoding are compared with the code Φ 4,6,2 in Eq. (12) of this letter with PIC group decoding. In order to make performance comparison fair, 256-QAM is used for CIOD and QOSTBC and 64-QAM for the code Φ 4,6,2 . Thus, the code Φ 4,6,2 has the same bandwidth efficiency as CIOD and QOSTBC at 8 bps/Hz. Note that QOSTBC with optimal transformation has a very similar performance to CIOD. Moreover, one can observe that the code Φ 4,6,2 outperforms both CIOD and QOSTBC by 4 dB. As for this case, the decoding complexity of new code (real symbols pair-wise) is equivalent to that of QOSTBC (real symbols pairwise ML decoding ) and CIOD (single complex symbol ML decoding). Fig. 3 illustrates the performance comparison between the code B 4,6,3 in [6] and the proposed code Φ 4,6,3 with PIC and PIC-SIC group decoding, respectively. Here, 64-QAM is used to keep the bandwidth efficiency of 9 bps/Hz. It can be seen that B 4,6,3 achieves almost same performance as Φ 4, 6, 3 under both PIC and PIC-SIC group decodings. Note that the decoding complexity of the proposed code Φ 4,6,3 is only half of that of the code B 4, 6, 3 .
VI. CONCLUSION
In this letter, we proposed a systematic design of STBC that can achieve full diversity with reduced-complexity PIC group decoding for any number of transmit antennas. The decoding complexity is equivalent to a joint decoding of /2 real symbols for transmit antennas and the code rate is 2 /( + 2). For 4 transmit antennas, the proposed code admits real symbol pairwise decoding and the code rate is 4/3.
After we submitted our paper, we came across to [11] [12]. In [11] , it has a similar code design for 4 transmit antennas with a rate of 4/3.
APPENDIX -PROOF OF THEOREM 1
It was shown in [4, Corollary 1] that the full diversity conditions of STBC under PIC group decoding can be proved for one receive antenna case. Thus, we only consider the MISO system model (i.e. = 1). For the proposed STBC in (4), we can write the equivalent channel matrix ℋ ∈ ℝ 2 ×2 as (14) that is shown on the top of next page, where
×1 is evenly divided into two groups with
. ℎ is the channel gain from the th transmit antenna to the single receive antenna for = 1, 2, ⋅ ⋅ ⋅ , . According to [4, Definition 4] , we obtain that the groups G 1 , G 3 , G 5 , G 7 are orthogonal, and the groups G 2 , G 4 , G 6 , G 8 are orthogonal as well.
After some column/row permutations, (14) can be rewritten as
where both ℱ and ℱ are 2 × real matrices given by 
Next, we prove that any non-zero linear combination of the vectors in G 
for ∈ Δ , not all zero, ∈ ℂ, where g is a column vector.
For any nonzero h = h + h , we have following three cases.
A) if h ∕ = 0 and h ∕ = 0, then it must exist a minimum index (1 ≤ ≤ /2) such that ℱ is nonzero and a minimum index (1 ≤ ≤ /2) such that ℱ is nonzero. Therefore, ℱ 1 , ⋅ ⋅ ⋅ , ℱ −1 must be all zeros and ℱ 1 , ⋅ ⋅ ⋅ , ℱ −1 must be all zeros, too. B)
if h ∕ = 0 and h = 0, then it must exist a minimum index (1 ≤ ≤ /2) such that ℱ is nonzero. Therefore, ℱ 1 , ⋅ ⋅ ⋅ , ℱ −1 must be all zeros and ℱ 1 , ⋅ ⋅ ⋅ , ℱ /2 must be all zeros, too. C) if h ∕ = 0 and h = 0, then it must exist a minimum index (1 ≤ ≤ /2) such that ℱ is nonzero. Therefore, ℱ 1 , ⋅ ⋅ ⋅ , ℱ −1 must be all zeros and ℱ 1 , ⋅ ⋅ ⋅ , ℱ /2 must be all zeros, too. Next, we first focus on the case of A). The proof is presented in terms of and . A1) = : In this case, (15) can be expressed as a matrix with zero entries ℱ and ℱ , = 1, . . . , − 1 (or − 1). By observing the (4 − 3)th row to the (4 )th row in (15), the vector groups G
