We consider the exclusion process on a ring with time-dependent defective bonds at which the hoping rate periodically switches between zero and one. This system models main roads in city traffics, intersecting with perpendicular streets. We explore basic properties of the system, in particular dependence of the vehicular flow on the parameters of signalization as well as the system size and the car density. We investigate various types of the spatial distribution of the vehicular density, and show existence of a shock profile. We also measure waiting time behind traffic lights, and examine its relationship with the traffic flow.
Introduction
We often experience traffic jams during rush hours in cities. In urban networks, traffic flows are controlled by traffic lights. Ideally, the cycles of the traffic lights should be coordinated in a way that optimizes the travel times in the network or avoids deadlock situations. The motivation of this work is to explore systematically the optimization of traffic flow, by using a simple transport model. In traffic engineering excluded-volume effect and stochastic fluctuations are usually not taken into account. The totally asymmetric simple exclusion process (TASEP) [1, 2] is a minimal model of interacting particles, which includes these features. In order to focus on the impact of traffic lights, we use the continuous-time TASEP on a ring rather than a more sophisticated traffic model [3] . In the TASEP, each site of the lattice is either occupied by a particle or empty, and each particle stochastically hops to the right neighboring site, if this target site is empty (we set the transition rate to be p = 1 in this work). Undoubtedly the TASEP has played a prominent role as a paradigmatic model for describing many driven non-equilibrium systems, especially physics of transport phenomena [2, 4] . Since its introduction for theoretical description of the kinetics of protein synthesis [5] , the TASEP has been generalized in many ways, for e.g. describing biological transports, in particular the motion of molecular motors [6, 7, 8] . One of the intriguing disciplines which owe much to the TASEP is vehicular traffic flow [3] . Various features of traffic flow have been investigated in the framework of the TASEP such as overtaking [9] , intersection of streets [10] , flow at junctions [11] , queuing process [12] , anticipation effect [13] , time and spatial headway at intersections [14] , on-ramp simulation [15] , pedestrian-vehicles flow [16, 17] and roundabout [18] . Models of traffic flow at intersections have been also investigated by other approaches than the TASEP, mainly in a discrete-time framework [19, 20, 21, 22, 23, 24, 25, 26] .
In this work we focus on a main road in city traffics, and investigate optimization of unidirectional flow by signalization. There is a traffic light which controls the conflicting flow of vehicles at each point intersected by a perpendicular street, see Fig. 1 . The traffic lights are regarded as local defects. As a special case, our model includes one of well-known inhomogeneous TASEPs, which was introduced by Janowsky and Lebowitz [27] . We also remark that similar variants of the TASEP were introduced, e.g. [28] where the TASEP with time-dependent exit rate has been investigated and [29] where one site in the lattice can be blocked or unblocked stochastically for description of conformation changes in filamentous substrate.
This work is organized as follows. We first analyze the case where there is only one traffic light on the street. We explore its basic properties, in particular the fundamental diagrams (the relationship between the current and the density) in various parameterizations. We also consider various types of density profiles, according to averaging procedure. In particular the density profile by sample average converges to a periodic function in time.
(In appendix, we give a proof of the periodicity of physical quantities.) On the other hand, we observe a shock GREEN RED Figure 1 : Illustration of our model. In the one dimensional lattice, each car move to the next site if it is empty with rate 1. If a car is on a site just before a traffic light in red phase, the movement is not allowed.
in the density profile by time average. Next we investigate the case where there are more than one traffic light. For simplicity traffic lights are equidistantly located. We treat two strategies for defining the difference between the offsets of two adjacent traffic lights: fixed and random ones [4] . We examine the current, which depends on the strategies. We also measure the total waiting time of cars behind traffic lights, and we explore its average and distribution in the two strategies. It turns out that there is an interrelation between the total waiting time and the current. Finally we summarize this work and mention possible future studies.
TASEP with a single traffic light
Let us consider first the TASEP with only one traffic light on a ring with L sites. We denote the global density (i.e. the ratio between the number of cars and L) by ρ, and the occupation number of site j at time t by τ j (t). Without loss of generality, we put the light between sites L and 1. We assume that the light periodically changes its status from green to red and from red to green. We denote the cycle length (period) and the green phase ratio by T and 0 < g < 1, respectively, which are basic parameters in our model. The signal is green for gT unit of time and red for the rest of the cycle, i.e., (1 − g)T . More precisely, the jump rate from site L to 1 is given by the following time-dependent function σ(t):
where the integer k = [t/T ] is the cycle number. During the green phase, cars are allowed to cross the intersection, i.e. σ(t) = 1. If the signal is red, cars must wait behind the traffic light, i.e. σ(t) = 0, until the signal becomes green. Apparently the limiting case g → 1 corresponds to the usual (homogeneous) TASEP on a ring, and g → 0 to reflecting boundary conditions. In this work we consider only the case where g is not close to 0 or 1.
One can define several types of density profiles. The simplest one is the time average of the occupation number
which is independent of time in the limit t 2 → ∞. On the other hand, the average over independent samples (simulation runs) depends on time:
This converges to a periodically stationary density profile ρ
with κ ∈ Z ≥0 . This is alternatively obtained by averaging over a time sequence in a single simulation run as
with κ 1 , κ 2 ∈ Z ≥0 . As a general remark, any time-dependent quantity Q(t) as well as the density profile converges to a periodic function with the same period T , Q p (s), i.e. we have Q(κT + s) → Q p (s) as κ → ∞ (κ ∈ Z ≥0 ), see Appendix for a proof.
We are interested in the current as well as the density profiles. The fundamental diagram (the relationship between the current J and the density ρ) depends on the system length L and the period T of the traffic light, as illustrated in Fig. 2 . Simulation results are also summarized in Fig. 3 . In statistical physics, analyses in the "thermodynamic" limit L → ∞ are usually considered to be important. This would be a reference case in our model, but simulations with finite L are also relevant to real traffic. Our traffic light model is very similar to the TASEP with a "blockage", which was introduced by Janowsky and Lebowitz (JL) [27] . The JL model contains one "defective" bond between sites L and 1 where a reduced transition rate r < 1 is independent of time. Within the mean-field approximation, the fundamental diagram is found to be
with the critical density ρ * = r 1+r and the maximal current J * = r (1+r) 2 . In particular, for ρ * < ρ < 1 − ρ * , a shock is localized around the site S, which is determined by
It separates the density profile into low-and high-density regions (0 < j < S and S < j < L, respectively). The true current and density profile of the JL model seem qualitatively agree with the above predictions. Because the exact solution is lacking, it is still a challenging problem whether the phase transitions are mathematically true in the limit L → ∞ [30] . In the limit T → 0 our model is equivalent to the JL model 1 , see Fig. 2 . In Fig. 3 (a), we observe that the current J (for L = 100) already agrees with the JL model for T = 1. From Fig. 3 (b) , we expect that, for given g, the current takes a supremum in the JL limit (T → 0) [31] . We note that this case is not relevant to real traffic. In reality no car can start to move when the frequency of the light is too fast. Therefore slow-to-star effect is needed, when one wants to discuss optimization problem by adjusting the parameter T . Furthermore we should take into account a minimum period such that cars can go through the intersection. However the JL model provides qualitatively essential features of our model, e.g. similar fundamental diagrams in some cases and existence of a localized shock in the density profile ρ j , Eqn. (2).
In the opposite limit T → ∞ with L fixed, the current is easy to calculate. In the green phase the system can be regarded as the homogeneous TASEP on a ring (there is sufficient time for relaxation), hence the current
In the red phase all the cars make a queue behind the traffic light and no car can move, hence J R = 0. For the total current we have 
One can consider another limit, i.e. L → ∞ with T fixed, see Fig. 3 (c,d) . The fundamental diagram has conjecturally a similar structure to the JL model, i.e.
where the plateau value J * and critical density ρ * are different from the JL model. In particular we expect
where ρ * is the smaller solution to ρ
. Note that the order of the two limits here is different from (9) . The plateau current g 4 is explained as follows: in the red phase, a long queue . . . 111 is formed behind the light, and there is a large space without cars after the light. Therefore in the green phase, the car current through the traffic light becomes 4 . As analyzed in the semi-infinite lattice [32] , the density profile ρ p j (t) has a similar sawtooth structure. In the low-(resp. high-) density case, only one sawtooth profile appears after (resp. before) the light, see Fig. 4 (a) . On the other hand, in the intermediate density case, two sawtooth-like profiles appear after and before the light, see Fig. 4 (b) . Far from the light, they converge to ρ * and 1 − ρ * , respectively, and the shock position S is given by the same equation (7) as the JL model.
Let us consider the case where L and T are in the same order, say, 0.5 < L/T < 2. The relevant case to real traffic would be L ∼ 100, T ∼ 100. A remarkable fact is that the current does not always monotonically decrease as L or T increases, when the density is low, and L and T are in the same order, see Fig. 3 (b,d) . This fact indicates that, for given L, one can optimize the flow by changing T in this simple geometry. In Fig. 3 (e) , there is still a plateau: with some function f . In the limit L → ∞ with L/T fixed, we expect that the plateau density becomes again
The explicit form of the function f is unknown but it should satisfy gρ(1 − ρ) < f (ρ) < ρ(1 − ρ). Note that the limits (9), (11) and (13) are different. Let us turn to the density profiles. One observes that the time independent density profile ρ j , defined in Eqn. (2), exhibits a shock, when the global density lies in the interval ρ * < ρ < 1−ρ * , see Fig. 5 (a) . In this case only the shock position changes as ρ varies. On the other hand, when ρ is close to 0 or 1, no shock exists. Though the fully exact description of the time dependent ρ j (t) Eqn. (3) is difficult, within the mean-field approximation, the rate equations arė
for 2 ≤ j ≤ L − 1, where the dots stand for the time derivatives. We numerically probed the time evolution of these equations, by using Euler's method with discretizationρ j (t) → (ρ j (t + 10 −4 ) − ρ j (t))/10 −4 , and the result is compared with a simulation of the original stochastic problem in Fig. 5 (b) . The periodicity ρ j (t + T ) = ρ j (t) can be already observed from time t ≈ 2T as well as qualitative agreement between the simulation and the mean-field approximation. In Fig. 5 (c,d) , periodic density profiles ρ p (s) Eqn. −ρ) ) vs the global density ρ and the difference of offset parameters δ in the fixed offset strategy. The parameters were set as = 60, n = 20 and T = 100, corresponding to the surfaces. For comparison we plotted data of n = 1 by markers • in the face δ = 0. In order to emphasize the effect of δ in the low and high density cases, we divide the current by (ρ(1 − ρ)) in (b).
(c) Optimal δ vs ρ. The curves correspond to the green wave strategy.
Many traffic light problem
We now consider the general case, i.e. the TASEP on a ring with n traffic lights, where the distance of each pair of successive lights is constant for simplicity. The ith light is located at the bond between sites i and i + 1.
In particular the nth light is between sites L := n and 1. The switch of each light between green σ i (t) = 1 and red σ i (t) = 0 phases is defined in terms of the period T , the green phase ratio 0 < g < 1 and the offset parameter 0 ≤ ∆ i < 1: (17) with k = [t/T − ∆ i ] showing the cycle number. In other words, the ith light periodically becomes green at t = (k + ∆ i )T and red at t = (k + g + ∆ i )T . In this work we consider only the case where all the traffic lights have identical values of T and g.
Analogous to the argument for the n = 1 case, the limit T → 0 of the model corresponds to the TASEP with n static defective bonds where hopping rates are reduced to g. In the opposite limit T → ∞, the current becomes J ≈ Gρ (1 − ρ) , where G is the ratio between the period T and the duration when all the lights are green, i.e.
On the other hand, in the limit → ∞, the current is expected to be ρ(1 − ρ) for the low and high density cases (ρ < ρ * , ρ > 1 − ρ * ), and flat when ρ * < ρ < 1 − ρ * , with some critical density ρ * . But again we are interested in the case where and T are in a same order rather than these limits.
The current J depends on the offset parameters {∆ i } as well as T , g and . In this work we discuss two types of offsetting of traffic lights, i.e. fixed and random offset strategies. In the fixed offset strategy, the difference of the offsets are set as ∆ i+1 − ∆ i = δ (modulo 1) for i = 1, 2, . . . , n − 1, with some 0 ≤ δ < 1. The choice of δ is restricted as δ = m/n (m = 0, 1, . . . , n − 1), so that no inhomogeneity is caused to the nth light: ∆ 1 − ∆ n = δ (modulo 1). The car-hole symmetry J| ρ→1−ρ = J is no longer true except for δ = 0, 1/2, but we have an extended symmetry J| ρ→1−ρ,δ→1−δ = J. On the other hand, in the random offset strategy, ∆ i for each i is randomly chosen from the unit interval. Figure 6 (a) shows the fundamental diagram for n = 20, = 60 and T = 100 in the fixed offset strategy. As in the single-light (n = 1) case, there are regimes ρ < ρ * and 1 − ρ * < ρ, where the current depends on the global density ρ. When ρ * < ρ < 1 − ρ * , the current J = J * is independent of ρ. The dependence of this plateau current on δ is also weak, see Fig. 6 (a,b) . On the other hand, in the cases of low and high densities, the dependence on δ becomes significant. In Fig. 6 (c) , we plot the value of δ which gives maximum of J for given ρ. One may naively think that the so-called green wave strategy, i.e. δ = /(vT ) (modulo 1) with v = 1 − ρ, maximizes the current. However we observe that this guess fails.
Let us turn to investigation on the total waiting time (TWT) [20] . For each car, the waiting time behind a traffic light is defined by the duration from joining a queue to moving again. The TWT W k,i for the kth period of the ith light is then the summation of waiting times over all cars in the queue, see Fig. 7 (a) . This is also rephrased as the queue length integrated over time. We also denote by W the average of TWT over k and i. The TWT is one of quantities which we want to minimize in real city traffic. In Fig 7 (b) the surface corresponds to simulation results of the average TWT normalized by ρ , which is equivalent to average waiting time per car per cycle. When the global density is large (ρ > 0.75), a queue created behind the ith light in the kth red phase can reach the (i − 1)th light, and/or it can last still in the (k + 1)th red phase. In this case we cannot define a TWT per cycle. Therefore we show only meaningful data of ρ ≤ 0.75 in Fig 7 (b) . The dependence on δ is again strong in the low density case.
In kymographs, Fig 8, we observe the following facts. For the low density case (a,c), W k,i is fluctuating with respect to k, but we partially see that packets are propagated. On the other hand in the plateau current region (the intermediate density regime) (b,d), W k,i highly depends on i in a time window, say t 1 ≤ t ≤ t 1 + 1000. This property is true for the fixed offset strategy even though there is no inhomogeneity among the lights, i.e. when W k,i is large (as compared to other lights), W k+1,i is also large. (This dependence on i disappear when we consider the average over k in a much longer time window.)
In the low density regime, there is the following tendency (agreeing with our intuition) as δ varies: when the TWT is minimized (resp. maximized), the current is maximized (resp. minimized), see Fig. 9 (a) for example with ρ = 0.1. However the relation between J and W is not a perfect one-to-one correspondence. On the other hand, in Fig. 9 (b) , we provide plots for ρ = 0.4 as an example in the intermediate density regime. We cannot observe a clear tendency of the relationship between J and W , as their ranges are too small. For comparison, we plot (J, W ) of the random offset strategy in Fig. 9 (a,b) . We notice, in (a), that the curve made by the fixed offset strategy encloses the samples of random offset strategy with randomly chosen parameters {∆ i } as well as the average over {∆ i }. For intermediate densities ρ * < ρ < 1 − ρ * , there is no big difference in J as δ varies, see (b).
Let us investigate the probability distribution P (W ) of the TWT. One may naively expect that the distributions of the cases n = 1 and n = 20 with δ = 0 are similar to each other. However this guess fails, see the insets of Fig. 9 (c,d) , where we observe very different curves. For ρ = 0.1, we observe various types of distributions in Fig. 9 (c) . For δ = 0.2 except for the vicinity of W = 0, the distribution is almost flat, as compared to other values of δ. For δ = 0.55, we observe a strong oscillation, where peaks appear with a period slightly smaller than gT = 50. For δ = 0.7, the distribution is exponential-like (but with a peak at a positive W ). For δ = 0.9, a simple Gaussian fitting agrees with the simulation data. On the other hand, for ρ = 0.4 (with n = 20), P (W ) does not drastically change its form as we change the value of δ, see Fig. 9 (d).
Conclusions
In this work we analyzed the TASEP with dynamic defective bonds which correspond to the traffic lights at intersections. Our model can be considered as an approach to the regulation of traffic flow on arterial roads in urban areas. We explored possible optimizations of the flow and waiting time behind a traffic light. In the single-light problem, we saw fundamental diagrams quantitatively depending on the parameters of signalization as well as the system size. Although these fundamental diagrams are qualitatively similar to that of the JL model, the time-periodic rate at the intersection gives interesting phenomena in various types of density profiles. In particular the time-periodic profile reflects forming and relaxation of a queue behind the light, which lead to optimizability of the flow by tuning the period. Another interesting observation is that the average of the time-periodic profile over one cycle can exhibit a shock. For the n-light problem, we measured the total waiting time of cars behind traffic lights, and explored relations to the flow. We found that, for the low density regime, the distribution of the total waiting time takes various forms depending on the offset parameter δ of the fixed offset strategy. Moreover the flow and the waiting times are correlated. When the density becomes larger, the flow and the waiting time cannot be controlled by the offset parameters, and the correlation between the flow and the waiting time becomes weaker.
Although in this work we have kept the parameters unchanged during each simulation run, it would be also important to make an algorithm to optimize flows by using realtime data and accordingly changing signalization parameters. Another interesting study would be to investigate the characteristics of flows and waiting times at an intersection of two perpendicular TASEPs or in more complicated networks [33] .
Appendix: Proof of the periodic stationarity
Here we prove that (the ensemble average of) any quantity Q(t) converges to a periodic function with period T , as t → ∞. We consider only the single-light problem, but the proof can be generalized to the n-light problem. The probability distribution |P (t) at time t is evolved by the master equation in continuous time [4] |Ṗ (t) =M (t)|P (t) , M (t) = M p (t ≤ g), M r (t > g),
where t := t/T − [t/T ], and M p and M r are transition rate matrices of the TASEPs with the usual periodic and reflecting boundary conditions, respectively. The series {|P (κT ) } κ∈Z ≥0 obeys a discrete-time Markov process |P ((κ + 1)T ) = M|P (κT ) with the transition probability matrix M = e Mr(1−g)T e
MpgT . This process has a stationary state |P st , i.e. |P (κT ) = M κ |P (0) → |P st in the limit κ → ∞, which satisfies |P st = M|P st . Using the notation s = s/T − [s/T ], we find 
as κ → ∞ (κ ∈ Z ≥0 ). We denote Eqn. (21) by |P st (s) satisfying |P st (T + s) = |P st (s) . We find that any quantity Q(κT + s) = Q|P (κT + s) converges to Q|P st (s) , which is also periodic, Q|P st (T + s) = Q|P st (s) .
