In an ATM network, a virtual path connection (VPC) is a labeled path which can be used to transport a bundle of virtual channel connections (VCCs) and to manage the resources used by these connections. Using the virtual path concept, the network is organized as a collection of VPCs which form a VPC, or logical, overlay network. If the VPCs are permanent or semi-permanent and have reserved capacity, establishing new VCCs requires simple connection admission decisions at the VPC terminators of existing VPCs. This would enable faster connection establishment since transit nodes are not involved in the connection setup. The virtual path concept also allows the possibility of segregating traffic types according to quality of service requirements. However, the extent to which VPC provisioning is able to improve network efficiency is dependent on the resource management decisions that determine the VPC topology and capacity allocations. This is a survey article on resource management using virtual paths in an ATM network. Of interest are techniques which modify the VPC topology and capacity assignments in order to adapt to changing traffic conditions and possible network failures. The resource management activities employed to facilitate such adaptation can be categorized by the timescale on which they operate. On the shortest timescale are strategies for dynamically making minor changes to the VPC topology or capacity assignments. On a somewhat longer timescale are strategies for making more widespread modifications to the VPC overlay network. This would be appropriate for traffic changes based on time of day and for recovering from network failures. Finally, on an even longer timescale, strategies may be employed to design a general VPC overlay network, to be used at startup or after major network upgrades. Solutions to VPC resource management for each of these timescales are discussed.
n asynchronous transfer mode (ATM) networks, multiplexing and switching are performed on 53-byte cells which are transported across the network on virtual channel connections (VCCs) [1] . A virtual path connection (VPC) is a labeled path which can be used to transport, process, and manage a bundle of VCCs. Two levels of cell forwarding are defined: virtual path (VP) and virtual channel (VC), which use the virtual path identifier (VPI) and virtual channel identifier (VCI) fields in the cell header, respectively [2] .
A VPC can be characterized by its two VPC terminators, a physical route between these terminators, and a possible assigned capacity. A VCC, on the other hand, traverses a set of concatenated VPCs. An example of this relationship between the VPC and VCC is shown in Fig. 1 . At the originating VPC terminator (node A), a cell belonging to a given VCC is identified by a VCI (i.e., VCI 6) . This VCI, as well as the identifier of the VPC used to carry this VCC (i.e., VPI 4), are then written in the header of the cell. At the other end of the VPC (node D), VCI and VPI translation takes place for transmission onto the next VPC. At transit nodes, only the VPI label needs to be recognized, and the VCI field remains unchanged. Transit nodes are therefore freed from performing VCI translation when routing cells. 1 In general, a VCC is constructed from one or more VPCs (or VC links). The number of VPCs traversed by a VCC will be referred to as its VPC hop count. Likewise, a VPC is constructed from one or more physical links (or VP links). The number of physical links traversed by a VPC (or a VCC) will be referred to as its physical hop count. In Fig. 1 , the VCC has a VPC hop count of two and a physical hop count of five,, while VPC 1 and VPC 2 have physical hop counts of three and two, respectively.
Using the virtual path concept, the network is organized as a collection of VPCs which form a VPC, or logical, overlay network (Fig. 2) . In this logical network, links correspond to VPCs, while nodes correspond to VPC terminators. The logi-
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cal network can be modified (both the configuration of the logical links and their capacities) according to resource provisioning decisions, whereby the network can adapt to changing conditions. In general, the possible node types in the physical network are:
• VP transit nodes • VPC terminators • Composite nodes Composite nodes serve as VPC terminators for some VPCs and transit nodes for the other VPCs. These three types are also referred to as VP node, VC node, and VP-VC node, respectively [2] .
In the network of Fig. 2 , nodes A, E, and F are VPC terminators, node C is a transit node, and nodes B and D are composite nodes. Consider nodes A and F. They are connected by a number of VPC routes. One of the routes consists of VPC 2, which takes the path A-B-C-F. This route is called a direct route, since it has a VPC hop count of one. In relation to nodes A and F, this is referred to as a direct VPC. Another possible route between nodes A and F can be constructed by concatenating VPC 1 (A-B) with VPC 3 (B-C-F). This is an indirect route which has a VPC hop count of two. Note that both of these routes have a physical hop count of three. The VPC hop count is therefore not a clear indicator of the physical hop count.
We note that several VPCs may traverse a given link, and several VCCs may be routed over each of these VPCs, as illustrated in Fig. 3 . Given these relationships, the provisioning of resources in a VP-based network can be viewed on three separate timescales, corresponding to the physical network (long-term), the VPC overlay network (medium-term), and the individual VCCs (short-term) [3] . With respect to resource management activities, VCCs are provisioned on a call-by-call basis by the control plane, which makes both connection admission control (CAC) and route selection decisions [4] . On the timescale of VPC provisioning, resource management activities are more likely to be handled by the management plane and include VPC topology and VPC capacity allocation decisions.
VPCs, as defined in the standards [5] , play a role in both traffic control and network resource management. Some of the advantages which can be realized through the use of the virtual path concept are [5] [6] [7] :
• Simplified connection admission (involving only VPC terminators) • Simplified routing at transit nodes (i.e., based on VPI only) • Adaptability to varying traffic and network failures through dynamic resource management • The ability to implement priority control by segregating traffic with different quality of service (QoS). 2 While the benefit offered by these advantages, and therefore the roles appropriate for VPCs, depend on how control costs and transmission costs are defined (see, e.g., [11, 12] ), the most common view is that the primary role of VPCs is to enhance operating efficiency by the means stated above. This is a survey article on virtual path management in ATM networks. The key management tasks involve VPC topology and VPC capacity allocation. These are discussed in the following section. Our survey is organized around four VP management activities. In the third section, successive VPC capacity reallocation is discussed. Successive reallocation is concerned with changes in capacities allocated to specific VPCs. The next activity, discussed in the fourth section, is successive topology reconfiguration. This involves a slight modification to the VPC overlay network (e.g., the addition of a new VPC to facilitate resource management). The fifth section is concerned with scenarios where significant changes to the VPC topology, and corresponding capacity allocations, are performed. This may occur, for instance, in response to predicted changes in demand (e.g., time of day). In the sixth section, long-term VPC topology planning is discussed. Long-term planning is applicable to VPC topological design at startup or after a physical network upgrade. Finally, the last section provides some concluding remarks.
The VPC Topology and Capacity Allocation Problems T he extent to which VPC provisioning is able to improve network efficiency is highly dependent on its ability to provide VCCs with low setup and switching costs, while maintaining a low call blocking probability. This, in turn, is dependent on the VPC topology and capacity allocations resulting from resource management decisions.
In general, the switching cost of a VCC increases with the physical hop count and the number of VPCs tra- versed. As for the setup cost, a number of scenarios may arise when a VCC setup request is made. If a VPC route is available with sufficient capacity to accept the new VCC, setup cost is relatively low, since decisions are made exclusively within the control plane (i.e., by the CAC and routing algorithm). If a VPC route exists, but does not have adequate capacity to accommodate the new VCC, then the only way to avoid call blocking is to allocate additional capacity to some set of VPCs. Finally, if no VPC route is found from source to destination, then the only way to avoid call blocking is by setting up a new VPC or set of VPCs. The last two scenarios incur higher cost because the control plane algorithms cannot establish the connection on their own. It is also not guaranteed that the desired change to the VPC topology or capacity allocations can be made.
A well-designed VPC overlay network tries to maximize the probability of being able to accommodate new VCCs within the control plane, that is, without accompanying changes to the VPC topology or capacity assignments. Direct VPCs or routes with low VPC hop counts may be preferred.
The VPC Topology Problem
The choice of VPC topology, or layout, greatly impacts the connection setup and switching costs, as well as the network's resilience to unexpected traffic conditions and component failures. The latter implies the need for disjoint paths between source-destination pairs, and the ability to change topology when required. 3 The VPC topology problem is affected by the configuration of the physical network; some example configurations are shown in Fig. 4 . In Fig. 4a , transit nodes and VPC terminators are always collocated [15] . Figure 4b shows an alternate approach, where transit nodes make up a backbone network, while VPC terminators are found only at the access points [7] . A more generic form of this approach is to collocate VPC terminators at some of the transit nodes, while other transit nodes are geographically distant from any terminators, as shown in Fig. 4c [16] . The most general configuration is one in which any node in the network can serve as either a transit node or a VPC terminator [17] [18] [19] [20] . In this case, part of the VPC topology problem is determining where VPCs will terminate.
The VPC topology problem is also affected by various constraints. Some constraints, such as the maximum number of available VPIs, are rigidly defined. Other constraints, such as a lower bound on the number of paths connecting a sourcedestination pair [17] , reflect the objectives of the designer. If there is a segregation of traffic in which each VPC carries traffic of a specific class of service (CoS), one must essentially design an overlay network (called a ClassRoute network in [4] ) for each CoS. In general, segregation into CoSs can be based on a number of attributes, such as transfer capability (as defined in [5] ), QoS requirements, and/or ATM traffic parameters (e.g., peak cell rate). The QoS is a specification of the end-to-end quality, or performance, the network is expected to provide for a given VCC. The QoS metrics of interest to the connection may include cell loss rate, delay, and delay variation.
The VPC Capacity Allocation Problem
The terms capacity allocation and bandwidth allocation are often used interchangeably, and can be applied to two levels of resource allocation [21] : • At the individual VPC level, capacity allocation refers to the CAC algorithm's task of determining how much capacity a given VCC will require in order to meet its desired QoS while maintaining the QoS offered to other VCCs. Research into this problem has focused on calculating the effective bandwidth or equivalent capacity of a VCC [22] [23] [24] [25] . We refer to this level as VCC capacity allocation.
• At the network level, capacity allocation refers to the VPC management task of determining how network capacity is to be shared between VPCs. We refer to this level as VPC capacity allocation. Much research has been aimed at determining the capacity needed to support a specific mix of multiplexed VCCs [26] [27] [28] . This type of calculation is clearly needed by the CAC algorithm in order to determine whether or not a given VCC can be accepted. It is also useful when dimensioning VPCs, if the approximate traffic mix is known. Although this article is mainly concerned with VPC topology and capacity allocation, one must keep in mind that these two problems are closely related to effective bandwidth, CAC, and routing.
At the VP level, several factors have an influence on the way in which capacity is allocated, which in turn affects how much capacity is required by a given VCC or VPC. These factors are closely interrelated and include the following:
Deterministic vs. Statistical Multiplexing -When deterministic multiplexing is used, each VPC is assigned its peak rate, which it is never allowed to exceed, so that the sum of the assigned VPC capacities is never greater than the total link capacity. With statistical multiplexing, individual VPCs are allowed to occasionally exceed their peak rates, as long as they conform to some statistically defined parameters.
Traffic Segregation Strategy -A traffic segregation strategy determines which types of VCCs (or CoSs) are grouped together for service on the same VPC. In general, segregation affects the traffic mix on a given VPC, which affects the multiplexing gain [29] [30] [31] . Segregation also affects efficiency, since all VCCs sharing a common VPC must receive the same QoS, determined by the most demanding VCC [5] . 
Transit node VPC terminator 3 The idea of simplifying routing on a physical network by using predefined paths is not new to ATM. This has been studied in the context of building logical packet-switched networks on top of backbone networks [13, 14] . Resource Reservation Scheme -In some networks, resources (e.g., bandwidth and buffers) can be partitioned and dedicated to specific VPCs (i.e., reserved). For instance, in [30, [32] [33] [34] , each link has a dedicated buffer for each VPC, and a cyclic queue service discipline allows each VPC to be allocated its own service rate. If no partitioning mechanism is available, then no resources can be explicitly reserved, and complete buffer sharing and first-in first-out (FIFO) scheduling are employed. Which resource reservation scheme is available has an impact on the effectiveness of traffic segregation. Several options are available for implementing VPC multiplexing and resource reservation. One extreme is to use statistical multiplexing and complete sharing at each link in the network, mixing all traffic types. This method should provide the best multiplexing gain [27] . It also has the advantage that changes to VPC capacity assignments do not require modifications to buffer allocation and scheduling at the transit nodes [7, 35, 36] . However, QoS guarantees may be difficult to provide, and the CAC algorithm may be complex because heterogeneous traffic sources are multiplexed together at the cell level [37] . The other extreme is to implement deterministic multiplexing and resource reservation at each link in the network with each VPC carrying only one CoS. This would simplify CAC and the provision of QoS guarantees, but efficiency may suffer due to peak rate allocation and resource reservation.
Categorization of Resource Management Problems
In this section, we provide a categorization of the VPC topology and capacity allocation problems reported in the literature. On the shortest timescale are strategies for dynamically making incremental changes to the topology and capacity assignments. We refer to these as successive modifications (as is done in [38] ). Successive modifications are seen as adapting to small variations in network traffic and possibly also to minor failures. To ensure responsiveness it has been suggested that the algorithms used should obtain results quickly, even at the expense of optimality [39] , and that the changes should be minor in order to speed up the implementation phase. Furthermore, if modification decisions are made in a distributed manner, with local information and local objectives, changes can be made more quickly.
On a somewhat longer timescale are strategies for making network-wide changes to the topology and capacity assignments. These strategies, referred to as global modifications, are seen as reacting to large fluctuations in network traffic (e.g., changes in forecasting information and/or component failures). It is assumed that they occur much less frequently than successive modifications. Problems formulated in terms of global modifications typically attempt to optimize some network-wide control objective, thus involving a more complex, time-consuming algorithm. Changes to the VPC overlay network are also much more widespread, thus increasing the time required to implement the changes. Due to the longer timescale and amount of information required for a global modification, centralized control is considered a more attractive option than distributed control.
Finally, long-term planning strategies may be employed to design the VPC overlay network on a long-term basis. These strategies are likely based on knowledge of the physical network and possibly estimates of traffic patterns. The nature of long-term planning imposes few constraints on algorithm complexity, since solutions need not be found quickly.
Given this broad classification of strategies, we identify four distinct VPC management activities that are discussed in the literature:
• Successive capacity reallocation redistributes capacity on a fixed VPC topology.
• Successive topology reconfiguration establishes and/or tears down VPCs within an existing VPC topology.
• Global reconfiguration consists of both global capacity reallocation and global topology reconfiguration. This activity potentially affects all VPCs in the network.
• Long-term planning derives a static (or general) set of VPCs and initial or minimum capacity assignments for them.
In the next sections, we discuss each of these activities in turn. The discussion is organized around three aspects of VP resource management: triggering mechanism, design algorithm, and implementation. A triggering mechanism is concerned with conditions under which changes are to be made to the VPC topology and/or capacity allocations. The design algorithm addresses the question of what changes should be made. Finally, implementation is concerned with how the changes should be put into place.
Successive Capacity Reallocation Triggering Mechanism
Successive capacity reallocation can be triggered:
• On demand • When some threshold of spare capacity has been reached • When performance monitoring indicates a need for reallocation • When failures require transfer of capacity When thresholds or monitoring information are used, capacity reallocation may be done either on a periodic basis (where changes only take place at specific intervals) or in interrupt mode (where network conditions can trigger reallocation at any time).
The on-demand approach is used by Ohta and Sato [36] and by Shim et al. [40] to trigger capacity increase on a set of VPCs whenever a new connection cannot be accommodated. Reduction of capacity can also be initiated on demand by relinquishing the capacity that was added as soon as the connection using it has terminated. There may also be a provision for per-call or per-burst fast bandwidth reservation for extremely bursty traffic [3, 20] . In general, if capacities can be altered quickly enough, on-demand capacity reallocation can lead to high network efficiency, as network resources are only reserved as needed. However, due to the overhead associated with a capacity reallocation (i.e., processing, bandwidth table updates, possible scheduling changes), it may not be costeffective to perform reallocations as frequently as connection setups. In the interests of both cost and stability, it may be preferable that the time between successive capacity reallocations be much longer than the time between successive connection requests. One measure that has been used to compare the effectiveness of a reallocation policy, in fact, is the ratio of capacity reallocation frequency to connection setup frequency [36, 41] .
Additional capacity may be requested when the amount of unused capacity on a VPC falls below some threshold value. This method attempts to react to traffic fluctuations before blocking occurs [42, 43] , with the advantage that connection setup need not be delayed. The disadvantage is a decrease in network efficiency, since VPCs may be allocated more resources than they require. Reduction in capacity may also be triggered when a VPC's utilization falls below some threshold value [36] . The choice of threshold values for capacity increase and decrease affects response time as well as stability, and should possibly be changed dynamically on a per-VPC basis in order to adapt to usage patterns.
A third approach to trigger capacity reallocation is to use information from performance monitoring or forecasting activities. In [14] , average packet delay is monitored, and when performance degrades beyond some operating state, the capacity reallocation algorithm is invoked. In [44] , VPC control collects network performance data and then forecasts demand for an upcoming interval. The length of this interval is empirically chosen, based on the trade-off between the cost of obtaining and processing the information needed for an update, and the cost of inefficiently using resources if the updates are not frequent enough. In [45] , measurements or forecasts of offered traffic for each service class and each source-destination pair are used to optimize the VPC capacities.
In the method proposed by Burgin [11] , capacity reservation, capacity usage, and blocked traffic are monitored at each VPC terminator. Once per update interval, information is sent to a central controller, where it is determined how capacity should be reassigned in the next update interval. It is found that the length of the update interval has a significant impact on both stability and response time. Burgin argues that less than a second is required to transmit the monitoring information to the controller, perform the reallocation calculations, and redistribute the new allocations.
Shioda [38] proposes collecting information on call blocking rates. Candidates for capacity increase and decrease are calculated using performance measurements averaged over tens of minutes; then, once per control cycle, VPC bandwidth modifications can be made. Unlike Burgin, Shioda maintains that the lower limit of the control cycle should be on the order of the longest average VCC holding time, due to the amount of time required for the system to stabilize and for accurate call blocking estimates to be made after a reallocation.
A subproblem related to information monitoring is how the required information is gathered. A centralized approach has been discussed earlier [11] . Some authors, however, feel that a distributed approach is more desirable, especially for a large network, since the solution is more scalable and decisions can be made more quickly. In [46] , each intelligent network element maintains a database of local information, and participates in capacity reallocation decisions which are made in terms of locally connected links. In [38] , distributed path observers are used; each monitors a number of VPCs and interacts with the other observers to make capacity reallocation decisions.
Design Algorithm
The goal of a successive reallocation is generally either to reduce the call blocking probability or to ensure the efficient use of resources [11, 38, 40, 42, 43, [45] [46] [47] . Other factors include responsiveness, stability, and fairness.
Changes to the capacity of a VPC can be made in quanta (i.e., step sizes) or calculated on a continuum. When capacity is added and deleted in step sizes [36, 42, 46] , then the size of the step must be determined. It was found in [36] that a small step size leads to more frequent changes, which has an impact on processing load and stability, while a large step size may result in spare capacity being unused. In addition, the step size has an effect on the call blocking probabilities experienced by different VPCs. If one wishes to achieve fairness in the sense of equal blocking, one may need to use a large step size for heavily used VPCs and a small step size for lightly loaded VPCs. In [38] , capacity increases and decreases are not made in step sizes; instead, new capacity assignments are computed for each VPC based on call blocking probabilities.
We next consider the question of how to acquire the additional capacity for a capacity increase. If there is available spare capacity, the reassignment is straightforward. Otherwise, candidates must be chosen for capacity decrease, and this has implications for fair distribution of resources. A possible criterion for choosing candidates for capacity reduction is call blocking probability, as in [38] , where VPCs with the lowest call blocking probability will be chosen first. Shim et al. [40] suggest that candidates for capacity reduction should be chosen from those VPCs that have the most unused capacity, and that the variance of traffic on these VPCs should also be considered.
Some researchers pay particular attention to the fairness problem in formulating their solutions. Lazar et al. [48] , for instance, achieve fairness by increasing the cost of capacity as resources become more scarce. Their scheme ensures that a minimum amount of bandwidth can always be reserved (for finite cost). Other work that concentrates on fair capacity sharing and equalized blocking probabilities can be found in [45, 47, 49] .
Implementation
Implementing a capacity reallocation involves changing bandwidth tables used by the CAC algorithm, as well as the parameters of any policing or shaping algorithm that may be applied on a per-VPC basis. In the simple case where transit nodes are not involved in resource reservation, these changes need only affect VPC terminators and any network management centers in the network [7] . If, however, service scheduling and buffering strategies at the transit nodes are affected by the reallocation, the implementation will become more complex. Capacity increase to a VPC is straightforward if capacity is available from a spare pool. However, instantaneous transfer of capacity from one VPC to another may not be possible. If the required capacity is to be taken from some other VPCs, capacity reduction for these VPCs may not be possible until some of the ongoing VCCs have been terminated.
In [38] , capacity updates are implemented in two stages: logical bandwidth modification, which makes changes to resources that are perceived as available to the CAC algorithm; and physical bandwidth modification, which is concerned with changes to policing and shaping parameters, as well as buffer sizes assigned to the VPC. In order to maintain the celllevel performance of existing VCCs, logical bandwidth modification is done first so that the occupied capacity can be decreased as calls are terminated. When the occupied capacity reaches the target level, physical bandwidth modification can be done. When physical bandwidth modification is completed,
The distributed update algorithm of [46] involves passing a request for capacity alteration from one network element (NE) to another along the VPC. If the request can be accommodated at a given NE, the bandwidth table is updated at that NE, and the request is sent on. If, at any NE, the request cannot be accommodated, a cancellation is propagated in the reverse direction, and the bandwidth at each previous NE is released. (A decrease alteration is never rejected.) Once the capacity alteration has been accepted by all NEs, any policing parameters for the VPC are updated.
Successive Topology Reconfiguration
T here is very little in the literature addressing the problem of successive topology reconfiguration. In the solutions available, the triggering mechanism and design algorithms tend to be closely related.
Triggering Mechanism and Design Algorithm
In [15] , the design goal of successive topology reconfiguration is to decrease the amount of processing at transit nodes. This is accomplished by providing shorter paths (i.e., direct routes) for source-destination pairs with high traffic demand. A centralized network management facility responds to network congestion by identifying congested pairs of nodes and initiating a topology reconfiguration.
The reconfiguration algorithm of Gerstel and Segall [50] has a similar goal, and attempts to reduce the overall VPC hop count, which has a direct affect on VCC setup. Usage patterns are monitored in order to learn which end-to-end paths become more heavily used so that the number of VPC hops can be decreased for these paths. At given intervals, the VPC layout is reassessed to determine whether or not VPC additions and deletions would be beneficial.
The above two algorithms for successive reconfiguration are triggered by monitored network conditions. Other triggering mechanisms mentioned in the literature include:
• Failure of capacity reallocation to improve performance [4] • Specific requests from a user [51] 
Implementation
The first phase in implementing a topology change is to place the new VPCs in the affected routing tables. A VPC setup policy then decides when these VPCs should become usable; that is, when capacity is allocated to the new VPCs, and the CAC and route selection algorithms are made aware of them. The second phase of implementation is to either wait for the VCCs on the old VPCs to terminate or reroute VCCs from the old VPCs onto the new VPCs. A problem related to rerouting is how to maintain in-sequence delivery of cells over a given VCC. The third phase of implementation is to tear down the old VPCs.
Gerla et al. [15] , stressing the need for transparency, suggest a gradual movement from the old to the new VPCs. (We note that the authors speak of "express pipes" rather than VPCs.) First, a small amount of capacity can be reserved for the new VPCs in order to accommodate new VCCs. Old VPCs are torn down as connections terminate, allowing for more capacity to be transferred to the new VPCs. In [50] , the authors investigate VPC topology reconfiguration under the assumption that every VCC has its physical route predetermined by a routing entity. The problem is to configure an overlay network to accommodate these predetermined routes. Modification of the overlay network essentially involves either replacing two or more adjacent VPCs along a VCC route with a single VPC (thus reducing the hop count along this route), or replacing a single VPC with two or more adjacent VPCs (thus increasing the VPC hop count along this route). The rerouting is then relatively simple, since the physical paths do not change. Other solutions for rerouting onto VPCs that use different physical paths are more complex (e.g., [52, 53] ).
Redistribution of capacity after a VPC topology reconfiguration has not received much attention in the literature. If physical paths are not changed, as in [50] , capacity reassignment is more straightforward than when entirely new paths are configured. One could take the view that the topology reconfiguration algorithm need only provide a rough estimate of the capacity redistribution. The successive capacity reallocation activity could subsequently take over, refining this estimate to adapt to traffic conditions. Global Reconfiguration G iven a specification of the expected traffic, most solutions presented for global modifications calculate all of VPC topology, VPC capacity allocations, and VCC routing. The resulting problem is typically formulated as an optimization of some kind. The issue of how large a change can be made to the VPC overlay network during normal network operation without causing service disruptions is not well understood. However, global reconfiguration is useful when modifications are periodically made based on anticipated traffic conditions (e.g., hourly [16] or daily [38] ). It is also useful in facilitating recovery from component failure.
Triggering Mechanism
Although much work has been devoted to designing a VPC overlay network with optimal capacity assignments, little is said about what would actually trigger the reconfiguration process. A possible trigger is based on traffic prediction, which is used (e.g., in [4] ) as a guideline to altering the VPC overlay network. In [16] , the day is divided into several load periods, based on traffic predictions. VPC topology and capacity allocations are changed for each load period.
Observed degradation in performance caused by traffic variations can also trigger VPC reconfiguration. In [54] , each node monitors traffic loads, and sends its measurements to a network management center once per update interval. At the end of an update interval, a new VPC topology is designed by the management center, based on these measurements. Gopal et al. suggest that a global reconfiguration be performed when traffic variations or physical facility changes occur [13] . Facility changes can be both planned, such as when a physical reconfiguration is performed, or unplanned, as in the case of a component failure. 4 A centralized 
Although there is much support for the provision of backup VPCs for recovering from component failures, an alternative, or perhaps complementary solution is VPC topology reconfiguration.
Finally, Logothetis and Shioda [47] propose an activity where global capacity reallocations are made (without accompanying topology changes) when the observed call blocking probability exceeds some threshold.
Design Algorithm
Since global reconfiguration involves both topology and capacity, our approach is to first discuss the issues associated with VPC topology design and capacity allocation, and then discuss the solutions to the various optimization problems.
Topology Design -The issues associated with designing a VPC topology include connectivity, fault tolerance, VPI management, control/VCC setup cost trade-offs, and multiplexing gain. In general, the number of possible VPC topologies grows exponentially with network size. To reduce the complexity of the design problem, normally only a subset of the possible paths (i.e., a set of candidate paths) are considered for VPC setup. This can be done, for example, by imposing constraints on path length [16] . In fact, some studies only consider VPC topologies composed entirely of direct VPCs between source-destination pairs, or routes with VPC hop counts of at most two.
Connectivity constraints specify which source-destination pairs require paths between them. In a large network, connectivity may only be required for a subset of source-destination pairs. If segregation is done by CoS, then paths may be required for each CoS.
Fault tolerance concerns motivate the provision of multiple routes (possibly link-or node-disjoint) between source-destination pairs. In [53] , each heavily used VPC is assigned a backup VPC. The primary and backup VPCs have a minimum of common links and nodes, so the probability of a single failure destroying both is minimized. In [55] , it is suggested that several backup VPCs be assigned to high-priority VPCs to improve reliability in the event of multiple failures. Ahn et al. [17] also propose multiple paths between VPC terminators. 5 Connectivity and fault tolerance could be provided by establishing a large number of VPCs, with multiple paths between each source-destination pair in the network. However, this solution cannot be adopted in practice because of limited resources. For instance, the number of VPIs that can be supported by any one switch is limited by the size of the VPI field. 6 In a large network, these VPIs can be quickly exhausted, particularly if separate VPCs are set up for different CoSs. Moreover, during a topology change, old and new VPIs may simultaneously exist in the routing tables, so spare VPIs must be reserved for implementing reconfigurations.
A number of cost factors may impact VPC topology design. With respect to VCC setup cost, it is desirable to keep the number of VPCs traversed small. For resource reservation schemes that only affect VPC terminators, a smaller VPC hop count also leads to lower cost of performing a successive capacity reallocation. Krishnan and Cardwell [58] impose a VPC hop count limit of two for any VCC route, arguing that this provides the source and destination with complete knowledge of all routes between them, thus reducing control costs for VCC setup and simplifying the route selection process.
It is important to note that there is a trade-off between a low setup cost, which favors a low VPC hop count, and efficient resource usage, which favors a higher VPC hop count. Consider, for example, the use of a VPC overlay network consisting primarily of short VPCs (physically). This has the effect of producing:
• A larger number of VPCs in the network • VCC routes with higher VPC hop counts • A larger number of VPC terminators located internal to VCC routes. The results, as we have seen, are higher costs for VCC setup and VPC maintenance. 7 However, we can also achieve greater multiplexing gain [60] (therefore lower resource cost) and increased flexibility in establishing VCCs [17] . Ahn et al. [17] observe that shorter VPCs result in lower call blocking probabilities and shorter physical VCC routes.
When the traffic between a source-destination pair is so light that no multiplexing gain can be achieved on a direct VPC, Rampal et al. [34] suggest that a VPC from the source node should terminate at a chosen node downstream, and a new VPC, carrying a larger aggregate of traffic, should start at this node. Their approach thus provides heavily loaded source-destination pairs with direct VPCs, and lightly loaded source-destination pairs with longer VPC routes. Interestingly enough, the algorithms for successive topology reconfiguration in [15, 50] achieve the same result, but for a different reason: to reduce processing at transit nodes.
In [61] , a virtual tree is proposed. This is essentially a multidestination VPC, with the root located at a source node. Multiplexing gain is enhanced by allowing VCCs with a common source, but different destinations, to share the resources on the virtual tree.
In summary, some authors argue for the provision of multiple VPC paths, in order to either enhance connectivity [17] or improve fault tolerance [53, 55] . Others suggest reducing processing costs by limiting the number of VPC hops allowed on a route [16, 58] . Reducing costs by improving multiplexing gain is also addressed by a number of papers [34, 60, 61] .
Capacity Allocation -The capacity allocation problem generally focuses on performance, that is, minimizing the VCC blocking rate or maximizing the carried load. Another consideration when allocating capacity to VPCs is that of fairness. If traffic is segregated by CoS, this segregation can be used to enforce fairness for call-level blocking probabilities by controlling the amount of capacity allocated to each CoS [49] . Reliability and adaptability considerations add another dimension to the problem. For example, questions on where to get spare capacity in order to either recover from component failure or respond quickly to a request for capacity reallocation must be addressed.
Network adaptability is affected by capacity allocation decisions because traffic conditions can change in unexpected ways. A good allocation of capacity should allow successive reallocations to be made quickly, and therefore allow more effective adaptation to the traffic. For instance, if some capacity on each link is left unassigned (i.e., in a free pool), a capacity increase on one VPC can be performed without an accompanying capacity decrease on another VPC. This is particularly important for fast reservation schemes. Gopal et al. 5 Note that preassigning backup VPCs is not the only way of providing fault tolerance, and is, in fact, considered inefficient by some researchers (For instance, [56] ). 6 The VPI field is 8 bits long at the UNI and 12 bits at the NNI [57] . 7 Terminating VPCs internal to the network may also introduce difficulties in terms of being able to characterize and police individual VCCs [59] .
In general, the number of possible VPC topologies grows exponentially with the network size. [13] suggest that just enough capacity should be assigned to VPCs to meet call blocking requirements, and the rest should be left as spare capacity so that it can be more easily reassigned when necessary.
Determining where to place the spare capacity is a difficult problem. This is especially true when failure conditions are considered. In [62] , each pair of VPC terminators has two VPC routes connecting them. The authors investigate the effect, in terms of reliability, of assigning different percentages of the assigned capacity to the shortest route. In [53] , there are both primary and backup VPCs. When capacity is plentiful, only the primary VPC is used, and the backup is assigned the same capacity, thus allowing for quick recovery from failure. When capacity is not so plentiful, both VPCs can be used for carrying traffic, or the backup VPC is assigned no capacity. In this case, when a failure occurs additional bandwidth must be quickly allocated to the surviving VPC in order to accommodate traffic from the failed VPC. Kawamura et al. [55] keep a shared pool of spare resources so that when failures occur, the backup VPCs (which, during normal operation, have zero capacity) can be assigned capacity from this pool.
Solutions
Solutions to the global reconfiguration problem typically involve finding both a VPC topology and the capacity allocations for a given traffic scenario, as well as possibly assigning routes for the VCCs. The solutions reported in the open literature are generally not based on a common set of assumptions, constraints, or objectives. In this section, we first briefly discuss a number of different studies, focusing on the optimization problems formulated, and approaches taken to the respective solutions. We then provide some remarks on the various approaches and future work.
The optimization problem identified by Gerla et al. [15] finds the physical routes and capacities of VPCs (which they call "express pipes"), such that average delay is minimized. Since there are several local minima, they propose an iterative algorithm that operates on an initial feasible solution to find an improved solution. The algorithm limits the candidate VPCs so that direct VPCs are placed between heavily used pairs of nodes, while indirect VPC routes are used to connect less loaded pairs.
Gopal et al. [13] formulate an optimization problem that produces bandwidth requirements for logical paths in a logical network that minimizes average blocking probability. They consider three algorithms: one where the shortest path is always chosen, one where alternate longer paths may be chosen based on a utilization measure, and one where calls using alternate paths may be switched back to the direct path if capacity becomes available. The solution given is a greedy algorithm heuristic.
Lee and Yee [63] formulate an optimization problem to minimize the total cell loss rate, and find VPC routes (which they call logical link paths) along with capacity assignments. A simpler model, where all routes are assumed to be direct, is solved using a heuristic method. In their model, cell loss rates are improved when the number of hops traversed from source to destination is reduced and the bottlenecks on the physical links are reduced.
Hui et al. [20] define a layered switching architecture in which the goal of a given layer is to bound the amount of blocking occurring at the next lower layer. It is considered the responsibility of the VPC overlay network (at the path layer) to ensure low probability of blocking a connection on a direct route from the source to the destination. They formulate optimization problems for the path layer that minimize the usage of physical links, subject to satisfying grade of service (GoS) requirements. They compare the case where each VPC is allocated a fixed amount of unshared capacity, with the case where bandwidth is shared dynamically by the different VPCs on a link. Ahn et al. [17] formulate two optimization problems. The first finds the physical routes between each source-destination pair and allocates bandwidth to them in order to minimize blocking probability. The second optimization problem then finds a VPC overlay network to accommodate these routes that minimizes call setup, switching, and transmission costs by using shorter paths (i.e., with fewer VPC hops) between source-destination pairs with high traffic demands. Limits are placed on the maximum delay and the number of VPCs at a switch. It is also required that a specified number of paths between each source-destination pair be created. Heuristics are used to solve the above optimization problems.
The approach used by Chlamtac et al. [18] is to find the VPC terminators and their capacity requirements, and then find physical routes for each VPC. Solutions to the optimization problem involve NP-complete algorithms, so they propose polynomial approximations with low complexity that can guarantee performance. The algorithm follows three phases:
• VPC terminators are found so as to minimize a cost function.
• Capacity is then assigned to each VPC terminator pair subject to capacity constraints. • Physical routes are found for the VPCs in order to minimize maximum link load. The physical routes are found using shortest paths between VPC terminators [18, 64] .
Lin and Cheng [65] formulate an optimization problem where the objectives are to either minimize call blocking subject to some call setup time constraints, or minimize call setup delay subject to some blocking probability constraint. They solve two special cases -each VCC uses a direct VPC, and each VPC traverses only one physical link -and obtain results for the physical VPC routes and bandwidth requirements, as well as the routes for VCCs. In a subsequent study [66] , the authors provide a solution for the more general case.
Medhi [16] considers a network where VCCs carrying similar traffic are statistically multiplexed onto VPCs, while VPCs themselves are deterministically multiplexed. An optimization problem is formulated to minimize link capacity cost while guaranteeing the bandwidth requirements found for a given load period. Candidate paths are chosen based on a k-shortest path algorithm. (Only direct VPCs are considered.) Then the capacity requirements and physical routes for each VPC are determined. An approximate solution to this problem is also presented.
In Kim [67] , the author focuses on the cost trade-off associated with the use of VPCs. While using VPCs can result in decreased processing costs at transit nodes, it can also result in increased capacity costs due to loss of multiplexing gain when resources are reserved. An optimization problem is formulated to minimize a cost function that incorporates link capacity, buffer, and control costs, subject to constraints on QoS and GoS. Physical routes and capacity assignments are determined for the VPC overlay network, and VCC routes are also found. It is shown that this problem is NP-hard, so an approximation is used to find a suboptimal solution.
Finally, the work of Logothetis et al. [62] is focused on reliability. It is required that each pair of switches have at least two VPCs connecting them. The objective is to minimize the worst call blocking probability in the network. Results for the physical routes of direct VPCs, as well as the capacity assignments, are obtained.
In summary, the various problem formulations have considered different objective functions, which include minimizing some blocking measure [13, 62, 65] , optimizing cell-level performance [15, 63] , minimizing the maximum link load [18, 64] or minimizing cost (e.g., capacity, buffer, and/or control cost) [16, 67] . Most formulations include a constraint on the physical link capacities. Other constraints are based on QoS (e.g., cell delay [17] ), GoS requirements (e.g., call blocking [13] ), buffer capacity [67] , maximum number of VPCs at a switch [17] , or minimum number of VPC routes between node pairs [17, 62] . As to solutions, some determine the VCC routes first and then build a VPC topology to accommodate those routes [17] , while others determine the VPC topology first and then specify the routing assignment for each VCC [18, 64] . Most of the optimization problems are computationally difficult to solve. Hence, simplifying assumptions are made (e.g., only direct VPCs are allowed [63, 65] ), and/or suboptimal solutions are found [13, 15, 17, 18, 63] . Since the solutions are not based on a common set of assumptions, it is difficult to evaluate the relative merit of the different formulations. Nevertheless, an important future activity is to determine the complexity of some of these solutions as applied to operational networks, and then to develop suitable means for implementing global reconfiguration on a timescale consistent with this complexity.
Implementation
The implementation of a global modification to the VPC overlay network is not well-addressed in the literature. One possible solution may be to implement a global modification incrementally, that is, as a series of smaller changes which can be made one at a time. In this way, network operation could be maintained while changes are ongoing. This solution has some merit since there may be more time to implement global changes than successive changes due to the difference in timescales. Algorithms for successive modification would then be applicable. An additional problem, however, would be that of determining an optimal ordering for the incremental changes.
In [47] , where global modifications are made to capacity only (i.e., not topology), the reallocation takes place in "cycles." Each of these cycles consists of identifying the VPCs with blocking probabilities higher than the average, and attempting to reallocate bandwidth to these VPCs. Cycles are repeated until the worst call blocking probability has been minimized. Thus, changes to the capacity allocations are implemented gradually, and may be viewed as successive modifications which are performed in "batches" several times per day.
An alternate use of global modification algorithms is to simply provide information from the optimization to other management tasks. For instance, in a hierarchical control structure, such as that proposed in [33] , a high-level optimization can be used to obtain global capacity reference values, which, rather than being implemented exactly, give information to local successive reconfiguration schemes at a lower level.
Finally, it should be noted that although major changes to the overlay network may take place on a timescale of weeks or months, these changes should be transparent to users in order to meet the requirements of the service providers and their customers.
Long-Term Planning
A lthough very little work has been aimed at planning a general VPC overlay network, there are reasons why this activity has merit. First, in the lifetime of a network, situations may arise when accurate traffic patterns will be unavailable, and it may not be easy to find a good VPC topology. Second, it may be wise to establish a permanent set of VPCs that will ensure connectivity regardless of the successive and global modifications that take place. Third, a general VPC topology that meets certain criteria, such as connectivity and flexibility, may be better suited to a dynamic setting than an optimized topology based on a specific traffic scenario. While the goal of global and successive modification is often optimizing performance for a given traffic scenario, the design of a general or static overlay network may be more concerned with limiting worst-case performance for any traffic scenario, and/or offering flexibility so that subsequent global or successive modifications (adapting to traffic variations) are easily made.
In the work by Cidon et al. [19, 68] , the characteristics of a "good" general VPC topology are considered to be: • A low VPC hop count between each source-destination pair • A short physical route between each source-destination pair • A low load on the routing tables (i.e., a small number of VPCs sharing any given link) A static layout is created where the worst-case hop count is minimized. Solutions to the general topology problem for tree networks, rings, and meshes are given in [68] . In a subsequent paper [50] , dynamic adjustment to the VPC layout is performed in order to improve the average VPC hop count per VCC. The static VPC layout, however, remains intact, thus ensuring a bound on the VPC hop count.
Besides providing a static set of VPCs, the network could also assign a static minimum capacity to these VPCs (or, in fact, to any VPC in the network). In [46] , mention is made of maintaining a "base" bandwidth for each VPC. After each dynamic reallocation, the VPC would be required to return to its base allocation before another reallocation could be performed. In [42] , each VPC is assigned an initial reserved bandwidth, which also serves as its minimum bandwidth. • Long-term planning They serve to alter the topology and/or capacity of the VPC overlay network in order to adapt to changing traffic conditions or component failure.
Concluding
Although each of the above activities has received attention in the literature, it is not clear which combination of activities would be most effective. If one could design a "good" general VPC overlay network which adapts easily to changes in traffic, perhaps only long-term planning and successive schemes would be necessary. On the other hand, if reconfigurations are easily implemented, one might rather perform regular optimizations, in which case global modifications would be preferred. Further investigation on the effectiveness of VP management, especially in the areas of stability and implementation, is needed. It also remains to be determined exactly what timescale is suitable for each of the proposed activities.
While this article has placed emphasis on VPC topology design and capacity allocation, a number of related issues should be mentioned. First, routing is closely related to VPC configuration, since the routing algorithm determines the assignment of VCCs to VPCs. Various routing policies have been examined in the context of VPC overlay networks [32, [69] [70] [71] , and multipoint routing has also been considered [72] [73] [74] . Second, the virtual path concept provides a means for constructing "closed" networks, called virtual private networks (VPNs), which are controllable by end users [7, 37, 75, 76] . The discussion in this article on VP management is directly applicable to VPCs within a VPN. However, since a VPN is controlled by the user, the network may not have the freedom to apply all the control mechanisms. Finally, resource management mechanisms such as VPC topology reconfiguration, VPC capacity reallocation, routing, and CAC need to be coordinated. A hierarchical approach to VPC and routing management is proposed in [4] , where a mechanism is invoked only when a specific lower-level mechanism fails. This type of management hierarchy would avoid having more than one resource management mechanism reacting simultaneously to changing traffic conditions.
