While genetically modified mice have become a widely accepted tool for modeling the influence of gene function on the manifestation of neurological and psychiatric endophenotypes, only modest headway has been made in characterizing the functional circuit changes that underlie the disruption of complex behavioral processes in various models. This challenge partially arises from the fact that even simple behaviors require the coordination of many neural circuits vastly distributed across multiple brain areas. As such, many independent neurophysiological alterations are likely to yield overlapping circuit disruptions and ultimately lead to the manifestation of similar behavioral deficits. Here we describe the expansion of our neurophysiological recording approach in an effort to quantify neurophysiological activity across many large scale brain circuits simultaneously in freely behaving genetically modified mice. Using this expanded approach we were able to isolate up to 70 single neurons and record local field potential (LFP) activity simultaneously across 11 brain areas. Moreover, we found that these neurophysiological signals remained viable up to 16 months after implantation. Thus, our approach provides a powerful tool that will aid in dissecting the central brain network changes that underlie the complex behavioral deficits displayed by various genetically modified mice.
Introduction
Genetically modified (GM) mice have become a widely accepted tool for modeling the influence of gene function on behavior (Ekstrand et al., 2007; Giros et al., 1996; Mohn et al., 1999; Roybal et al., 2007; Welch et al., 2007) ; however, only modest headway has been made in characterizing the functional changes that underlie the disruption of complex behavioral processes observed across various models. The central challenge lies within the fact that many of the GM mouse lines used to model central nervous system (CNS) disorders display alterations in genes that are expressed across multiple brain areas. Furthermore, even in cases where genetic manipulations are restricted to single brain regions, these targeted manipulations have been shown to induce secondary changes across other brain areas (Kellendonk et al., 2006) . Finally, since even simple behaviors require the activation of neural networks which span multiple brain regions, many different isolated brain changes are likely to be sufficient to alter circuit function and ultimately facilitate similar gross behavioral deficits. Taken together, these challenges present a major obstacle in identifying the specific genetic manipulation-induced brain changes that directly underlie the manifestation of a particular set of circuit deficits and ultimately behavioral dysfunction.
In vivo neurophysiological recordings have become an emerging tool for probing the functional molecular components of brain oscillatory networks in various GM mouse models during freely moving behavior (Dzirasa, 2008) . For example, genetic disruption of the 5-HT1A receptor potentiates hippocampal theta (4-11 Hz) oscillatory activity during anxiety related task performance (Gordon et al., 2005) . Moreover, genetic disruption of the dopamine transporter (DAT) potentiates hippocampal gamma (30-50 Hz) oscillatory activity during exploration of a novel environment (Dzirasa et al., 2006) , and diminishes peak hippocampal theta oscillatory frequencies in the home cage and during REM sleep (Dzirasa et al., 2009b) . Knock-out (KO) mice for the gap junction protein Connexin-36 have also been shown to display impairments in hippocampal gamma oscillatory coordination (Buhl et al., 2003) , and in an elegant gene by drug interaction study, the targeted activation of genetically modified M3 cholinergic receptors has been shown to induce hippocampal gamma oscillatory 0165-0270/$ -see front matter © 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.jneumeth.2010.11.014 activity (Alexander et al., 2009) . Notably, in vivo recordings have also been utilized to investigate how selective gene manipulations alter neuronal firing rates and firing patterns in freely behaving mice (Adhikari et al., 2010; Alexander et al., 2009; Costa et al., 2006; McHugh et al., 2007; Zweifel et al., 2009) .
Since the induction of behavior requires the activation of neural circuits spanning multiple brain regions, an emerging number of studies have been geared towards probing circuit function in GM mice via in vivo neurophysiological recordings conducted simultaneously across multiple brain areas. For example, it has been shown that acute dopamine depletion in mice lacking the dopamine transporter induces the synchronization of cortical-striatal ensembles . Moreover, studies have shown that mice genetically engineered to display NMDA receptor hypofunction exhibit enhanced hippocampus-prefrontal cortex inter-area theta-gamma coupling, and diminished intra-area theta-gamma coupling (Dzirasa et al., 2009a) . More recently, an elegant behavioral study demonstrated that hippocampus and prefrontal cortex theta oscillations synchronize during anxiety related behaviors, and that genetic disruption of the 5-HT1A receptor alters network processing across the hippocampal-prefrontal cortex pathway (Adhikari et al., 2010) . Altogether, these studies demonstrate the utility of in vivo recordings in probing circuit deficits underling the behavioral manifestations seen in various lines of transgenic mice, and highlight the need for the development of tools which allow investigators to record more neurons per mouse and neural activity across entire brain circuits concurrently.
Materials and methods

Animal care and use
Mice were separated into individual cages maintained in a humidity and temperature-controlled room with water available ad libitum, and surgically implanted with recording electrodes at 2-5 months. Recordings were initiated following a 2-4 week recovery period. All neurophysiological recordings were conducted in an 11 × 11 open field test environment.
All studies were conducted with approved protocols from the Duke University Institutional Animal Care and Use Committee and were in accordance with the NIH Guidelines for the Care and Use of Laboratory Animals.
Surgery
Mice were anesthetized with ketamine (100 mg/kg) and xylazine (10 mg/kg), placed in a stereotaxic device, and ground screws were secured to the anterior cranium and above cerebellum. Microwires were arranged in array bundles (see Section 3 for description of bundles), and surgically implanted based on stereotaxic coordinates measured from bregma. The following coordinates were used for experiments presented in this manuscript (all coordinates are measured from bregma): Microarray bundles targeting brain areas that were closest to the ground screws were implanted first. These implants were anchored to three screws using dental acrylic, and successive microwire bundles were anchored to these implants. Exposed microwires were covered, and electrode bases were fixed to microwire bundle implants using Instacure-2000 cyanoacrylate (Hobbylinc.com, IC-2000) . For experiments with integrated electromyographic recordings, tungsten EMG wires built directly into the PC boards were also placed in trapezius, triceps, and/or whisker muscle, and skin was closed using surgical sutures.
Neuronal and LFP data acquisition
Neuronal activity was recorded using the Multi-Neuron Acquisition Processor system (Plexon Inc., TX), and activity was initially sorted using an online sorting algorithm (Plexon Inc., TX). Only cells that had a clearly identified waveform with a signal-to-noise ratio of at least 2:1 on the oscilloscope were used. To confirm the quality of the recorded cells, they were sorted offline using an algorithm based on PCA cluster analysis (Offline Sorter, Plexon Inc.). All cells were presented in neuron isolation counts; however, only clearly defined cell clusters with clear refractory periods on the interspike-interval histogram (larger than 1.3 ms in this study) were used for PCP analysis.
Local field potentials (LFPs) were preamplified (500×), filtered (0.5-400 Hz), and digitized at 500 Hz using a Digital Acquisition card (National Instruments, Austin, TX) and a Multi-Neuron Acquisition Processor (Plexon, Dallas, TX). DC coupled headstages were used for neurophysiological recordings, and all recordings were referenced to two of the implanted screws. It is important to note that LFP recordings were associated with a significant phase offset that varied across frequencies (Nelson et al., 2008) . These fixed phase offsets were corrected using the LFPAlign software (Plexon, Dallas, TX).
2.4. Determination LFP oscillatory power and cross-structure synchrony LFPs were filtered using Butterworth bandpass filters designed to isolate either [1] [2] [3] [4] [4] [5] [6] [7] [8] [8] [9] [10] [11] [12] [13] [14] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] Hz oscillations. The instantaneous amplitude and phase of the filtered LFPs were then determined using the Hilbert transform and oscillatory power within each frequency range was determined for each LFP by taking the mean of the amplitude envelope calculated for each of the filtered LFP traces. Cross-structure coherence was calculated on local field potential recording pairs using the Matlab mscohere function at a 2 s sliding window with a 0.5 s step. This process yielded an average coherence value, ranging from 0 to 1, for each brain-area pair of interest.
Electrophysiological recording in mice treated with PCP
Mice were treated with saline 4 weeks after surgical implantation, and subject to recordings in a novel environment. Following an initial 30 min baseline recording period, mice were treated with PCP (3 mg/kg, i.p.) and neurophysiological data was recorded for an additional 30 min. The data segments recorded during the ten minute interval beginning 10 min after administration of saline or PCP was used for all analysis presented in this manuscript. In order to determine the effects of PCP on within-area population firing rates, we generated a mean firing-rate distribution for each area across the 10 min recording segments (30 s bins) and calculated the 99% confidence interval based on a Poisson distribution. We considered that a population of neurons changed their firing rate if the mean population firing rate following PCP treatment was outside of the 99% confidence interval observed during the previous record- ing period (i.e., the PCP was compared to baseline saline recording period).
Results
In order to increase the number of neurons that we could acquire from each mouse, we set out double the number implanted microwires to 64. Our initial approach entailed implanting four multiwire electrode arrays (16-microwire arrays) in each mouse. While we have used this approach successfully in the past to increase the number of neurons isolated in rats and non-human primates (Nicolelis et al., 1997 (Nicolelis et al., , 2003 , we found that this approach did not work in mice. Each implanted electrode covered a cranial surface area of approximately 12 mm 2 , and electrodes required a minimal separation of approximately 3 mm for headstages to be attached during neurophysiological recordings. Since the total cranial window available for implantation in mice was ∼50 mm 2 (after accounting for anchoring screws), the number of electrodes (and thus brain areas) that we could implant per mouse was limited to three. To overcome this limitation, we designed novel electrodes where microwire bundles remained free floating from the electrode base ( Fig. 1A and B ). This simple design modification allowed us to implant microwire bundles with a minimal separation of <1 mm, and headstages and connectors could be fixed adjacent to the implanted microwire bundles on the side of the animal's head ( Fig. 1C and D) . Since only the implanted microwire bundles were located directly above the cranium, up to 64 microwires arranged in many array bundles could be implanted in a single mouse. Heretofore, we describe several electrode designs and experimental applications enabled by this approach. Importantly, with the exception of the simple floating design modification, the construction and implantation of these floating bundle electrodes differed in no way from our previously described fixed bundle designs (Dzirasa, 2008) .
We created several high-density microwire array designs where single-wire electrodes were arranged to sample neuronal activity throughout the thickness of brain tissue ( Fig. 2A-C) . Using this approach, we were able to implant up to 32 wires in a single brain area (recorded bilaterally) and isolate on average 22 neurons/area (Table 1) . Two high-density arrays were implanted per animal for a total of 64 microwire channels/mouse. The total weight of the implant was 2.2 g, and we found that mice could tolerate implants that weighed up to 10% of their free feeding body weight. Next, we designed high-density microwire arrays to sample brain activity across two brain areas simultaneously. Our initial implants targeted primary motor cortex (M1) and dorsolateral striatum (DLS) simultaneously using 32 microwire arrays with 16 microwires staggered in the dorsal ventral direction by approximately 1.5-1.3 mm ( Fig. 3A and B) . Using this approach, we found that we could isolate on average 58 neurons/mouse (see Fig. 3C , and Table 2 ). This represented approximately twice the number of neurons that we were able to isolate in our previous studies . After successfully increasing the number of neurons we could record from a freely behaving mouse, we set out to isolate activity across a set of areas constituting a large-scale brain circuit. Thus, we targeted the four brain areas (prelimbic cortex, ventral striatum, medial dorsal thalamus, and ventral tegmental area [VTA], see Fig. 4A and B) comprising the dopamine reward circuit by implant- ing a novel microwire array with a flexible satellite bundle design. Using this approach we were able to isolate the simultaneous activity of up to 73 neurons and LFPs across the dopamine reward circuit simultaneously ( Fig. 4C and Table 3 ). Next, we tested if our approach could be used to dissect the effect of psychoactive agents on neurophysiological brain networks in freely behaving mice. As a proof of principle, we quantified the effect of a well established drug of abuse, phencyclidine (PCP, 3 mg/kg i.p.), on neurophysiological activity recorded across the dopamine reward circuit and a motor circuit simultaneously. For these experiments, we used an additional group of mice implanted in prelimbic cortex, ventral striatum, VTA, M1, and DLS (Fig. 5A) . We found that treatment with PCP increased 1-4 Hz (delta) oscillatory power in V. Striatum, and 4-8 Hz (theta) oscillatory power across all of the brain areas observed (Table 4) . Treatment with PCP also decreased 14-30 Hz (beta) oscillatory power in DLS and VTA, and 30-55 Hz (gamma) oscillatory power in V. Striatum, DLS and M1 (Fig. 5B) . Notably, the strongest effects of PCP on delta, theta, and gamma power Table 4 Diverse LFP oscillatory power changes induced by treatment with PCP. Power ratio values observed in mice following PCP treatment versus those observed following treatment with saline; n = 6 mice, *p < 0.01 for all significant comparisons using paired t-test. were observed in V. Striatum (∼40% change in oscillatory power for each frequency, Tables 4 and 5 ). Since multiple studies have indicated that cross-structural neural synchrony reflects the activation of distributed neural networks (Adhikari et al., 2010; Dzirasa et al., 2010b; Fell et al., 2001; Jones and Wilson, 2005; Rodriguez et al., 1999; Seidenbecher et al., 2003) , we also quantified the effect of PCP on this measure. Our results indicated that the dopamine reward and motor circuits examined were characterized by three bands of high cross-structural coherence (1-6 Hz, 10-25 Hz, and 30-55 Hz, Fig. 5C , Table 5 ). Moreover, we found that treatment with PCP enhanced 1-6 Hz coherence across the dopamine reward circuit (but not the motor circuit), and decreased 30-50 Hz coherence across all of the circuits examined. Treatment with PCP also increased the single neuron population firing rates across DLS and VTA, and decreased the single neuron population firing rate across Table 5 Diverse dopamine reward and motor circuit changes induced by treatment with PCP. LFP spectral coherence ratio values observed in mice following PCP treatment versus those observed following treatment with saline; n = 6 mice, *p < 0.01 for all significant comparisons using paired t-test. (Fig. 5D ). Together, these findings suggested that in principle our approach could be used as a method to dissect the effect of psychoactive agents on neurophysiological brain networks in GM mice. In a further step, we engineered a light weight electrode design to target multiple brain circuits simultaneously. For the initial electrode design, we used a total of 32 microwires to target prelimbic cortex, orbital frontal cortex, ventral striatum, VTA, ventral thalamus, primary motor cortex, primary sensory cortex, and DLS (Fig. 6A) . We also modified our microwire bundle designs in order to target multiple brain areas simultaneously with a single bundle (Fig. 6B) . Our single-electrode design reduced the weight of the total implant to 1.6 g, allowing us to implant animals as light as 16 g. This approach may be especially suitable for younger mice, or genetic mutations that yield smaller mice lines. While this approach reduced the total number of neurons recorded per mouse compared to our previous designs, we were able to record neural activity across all of the implanted areas (see Fig. 6D , and Table 6 ). Notably, when we performed serial recordings in implanted mice, we found that the number of neurons isolated per mouse doubled between 2 and 8 weeks after implantation (Fig. 7) . Incidentally, we also tested several electrode designs that allowed us to simultaneously record electromyographic (EMG) activity (Fig. 8) .
Finally, we designed microwire electrodes to probe large-scale neural networks (see Fig. 9A ). Using this approach, we were able to record neural oscillatory activity across 11 brain areas simul- taneously (ventral striatum, amygdala, frontal association cortex, hippocampus, M1, orbital frontal cortex, prelimbic cortex, substantia nigra, DLS, thalamus, and VTA) in freely behaving mice (Fig. 9B  and C) . Notably, the number of brain areas implanted was only limited by the amount of cranial surface area available for implantation and could be increased further with modification to the design of individual microwire bundles. We were also able to isolate up to 40 single neurons/mouse across the 11 implanted brain areas (Fig. 9D) . Since the attributes of the data obtained by our method were especially well suited for cross-structural neural synchrony studies (i.e., large number of LFPs recorded simultaneously across Table 6 Single neurons isolated from thirty-two wire multi-circuit implant. , we used coherence analysis to examine the cross-structural synchrony profiles of the 11 implanted brain areas. Surprisingly, our results indicated that cross-structural neural synchrony patterns differed widely across the brain area pairs used for coherence analysis (Fig. 10) . For example, amygdala tended to synchronize with ventral striatum and VTA in the gamma frequency range, while hippocampus tended to synchronize with amygdala and thalamus in the theta frequency range. Additionally, some brain areas pairs displayed low overall synchrony (i.e., thalamus and frontal association cortex), while others displayed high synchrony across all frequencies (i.e., thalamus and substantia nigra).
Together these results demonstrated that our approach was capable of characterizing the dynamic neural interactions which define widely distributed brain circuits. When we examined the stability of our neural and neuronal signals across each of the 11 brain areas, we found that neural signals were still viable more than a year after electrode implantation (n = 2 mice, Fig. 11 ). Moreover, we were able to isolate neuronal signals more than a year after implantation as well (Table 7) . Importantly, these results suggest that neurophysiological signals recorded using our recording approach are likely to be viable for the entire lifespan of implanted mice. 
Discussion
GM mice have become a widely accepted tool for modeling the influence of gene function on behavior (Ekstrand et al., 2007; Giros et al., 1996; Mohn et al., 1999; Roybal et al., 2007; Welch et al., 2007) ; however, only modest headway has been made in characterizing the functional brain changes that underlie the disruption of complex behavioral processes observed across various models. Since these behavioral deficits ultimately result from changes in neural circuits which span multiple brain regions, we have created an approach that allows brain activity to be probed across multiple large-scale brain circuits simultaneously in freely behaving GM mouse models of neuropsychiatric illness. Our findings indicate Table 7 Single neurons isolated in freely behaving mice more than a year after surgical implantation. that our expanded neurophysiological recording approach is capable of isolating up to 70 single neurons in a single freely behaving mouse. This represents a 2-3 fold increase over the number of single neurons previously isolated in freely behaving mice using our classic neurophysiological recording techniques. We also demonstrate that our technique can be used to acquire local field potential and unit activity across 11 brain areas simultaneously in freely behaving mice, though this approach yields a diminished number of units that can be isolated from each implanted brain area. Local field potentials, on the other hand, can be isolated from each recording wire implanted in each brain area yielding a maximum total of 64 continuous signals/mouse. Moreover, we show that these signals remain viable for over 12 months after implantation. LFPs are classically considered inferior neurophysiological signals compared to single units since LFPs are subject to signal artifacts that may result from gross volume conduction, electrophysiological noise introduced from referencing sites (i.e., ground screws, 60 Hz artifact), or background noise generated during behaviors such as chewing, yawning, and grooming (not to mention others). However, our multi-circuit recording approach has the potential to overcome many of these limitations. First, electrophysiological and background noise would vary equivalently across time in all of the simultaneously recorded LFP signals. Thus, algorithms can be developed to isolate these aberrant signals and filter them appropriately across channels. Second, one can determine if recorded LFP signals result from pertinent neurophysiological interactions or simply volume conduction since our approach allows neurophysiological activity to be acquired simultaneously across brain areas located throughout the brain (various depths and rostral-caudal locations). Thus, LFP signals that result from volume conduction will generate spectral synchrony between LFP pairs that is also observed in LFP signals recorded intermediate to the two LFP pairs of interest. An example of this approach is demonstrated in our recent study where we showed that acute depletion of norepinephrine differentially affects orbital frontal cortex-striatal delta coherence and frontal association cortex-striatal delta coherence despite the fact that the cortical electrodes were located ∼1 mm apart (Dzirasa et al., 2010a) . Finally, our findings also provide evidence that our approach can overcome limitations in analysis that result from behavioral noise (i.e., movement artifacts).
For example, our findings demonstrated that treatment with PCP differentially affects motor and reward circuits (as measured via inter-area coherence), despite the increased behavioral profiles induced by treatment with the PCP. While movement artifacts are not necessarily equally present across all LFP channels, these signals vary equivalently across LFP channels across time and ultimately generate spectral coherence that varies equivalently and not differentially across LFP pairs. One of the most notable findings observed using our multicircuit (>10 simultaneously recorded brain areas) approach is that different brain areas tend to synchronize in different frequency ranges. For example, V. Striatum tends to synchronize with amygdala and V. Striatum in the gamma frequency range, while hippocampus tends to synchronize with amygdala and thalamus in the theta frequency range. Thus our approach provides a powerful tool that can be potentially used to dissect the neural oscillatory modes underling circuit level interactions across specific brain networks.
Multiple in vivo electrophysiological studies have been conducted in rodents in an effort to study the effect of drugs of abuse on brain function. For example, it has been shown that cocaine-seeking behavior is encoded in the core and shell of nucleus accumbens (Carelli et al., 2000; Owesson-White et al., 2009) . Moreover, repeated cocaine exposure has been shown to abolish the presence of membrane bi-stability normally present in neurons located in the limbic prefrontal cortex (Trantham et al., 2002) . Nevertheless, the approaches used in these studies were severely limited in their ability to identify and characterize the dynamic brain network changes that underlie the manifestation of addiction-related behaviors since they only acquired brain activity across a small number of brain areas at a time. Our findings observed in mice treated with PCP provide evidence that drugs of abuse induce a wide array of changes that vary across brain circuits. For example, our results showed that treatment with PCP increased the population firing rate of DLS and VTA neurons, and decreased the population firing rate of M1 and PrL Cx neurons. On the other hand, treatment with PCP had no effect on the population firing rate of V. Striatal neurons. Treatment with PCP also induced differential changes at the level of circuit synchrony. For example, PCP enhanced 1-6 Hz spectral coherence across the entire dopamine reward circuit, but not the motor circuit, and reduced gamma spectral coherence across both of the circuits examined. Together, this demonstrates that drugs of abuse induce a diverse array of cir- Fig. 6B . Each coherence plot represents data recorded simultaneously in a freely behaving mouse during a 5-min session in its home cage. High neural synchrony was observed between thalamus and substantia nigra, while low neural synchrony was observed between dorsal striatum and substantia nigra. cuit level changes across different brain networks. Notably, since neurophysiological signals can be acquired in freely behaving mice more than a year after their initial surgical implantation, our neurophysiological recording approach serves as a powerful tool that can be used to simultaneously examine multiple circuit level changes underlying the acquisition, expression, and extinction of addiction related behaviors. Several GM mouse line have been shown to display altered behavioral responses to drugs of abuse. For example, mice with an N-ethyl-N-nitrosurea induced point mutation in the circadian gene Clock (Clock-19 mice) have been shown to display increased sensitivity to rewarding stimuli including cocaine (Roybal et al., 2007) , while mice lacking a phosphoprotein downstream of D1 and D2 dopamine receptors (DARPP-32 KO mice) have been shown to display a diminished behavioral response to amphetamine, PCP, and LSD (Svenningsson et al., 2003) . Thus, our approach provides a powerful tool that can be used with these GM models to dissect how changes in gene and protein expression alter neurophysiological circuits responsible for the acquisition and expression of addition related behaviors.
Conclusion
Overall, our chronic neurophysiological recording approach provides a powerful tool for dissecting the circuit changes underlying behavioral changes seen various GM mouse models of neurological and psychiatric diseases and probing the effect of pharmacological agents on these circuits. Moreover, our recording approach can potentially be integrated with novel optogenetic and chemicogenetic tools capable of manipulating neuronal activity in order to quantify the role that specific cell types play in modulating neurophysiological activity across large scale circuits spanning multiple brain areas.
