On rational approximations of algebraic numbers of higher orders and




















О рациональных приближениях алгебраических
чисел высших порядков и некоторой
параметризации обобщенных уравнений Пелля.
Заторский Р.А.
Предложен новый алгебраический объект – рекуррентные дроби, являющийся n-мерным обоб-
щением непрерывных дробей, с помощью которого построен алгоритм рациональных приближе-
ний алгебраических иррациональностей. Для обобщенных уравнений Пелля построена некоторая
параметризация.
A new algebraic object is introduced - recurrent fractions, which is an n-dimensional generalization
of continued fractions. It is used to describe an algorithm for rational approximations of algebraic
irrational numbers. Some parametrization for generalized Pell’s equations is constructed.
1 Вступление
1. Рациональные приближения алгебраических иррациональностей. Существует два вида алго-
ритмов связанных с алгебраическими иррациональностями высших порядков. К первому виду от-
носятся алгоритмы построения по заданным алгебраическим иррациональностям n-мерных обоб-
щений непрерывных дробей, а ко второму – алгоритмы вычисления рациональных приближений к
заданным n-мерным обобщениям непрерывных дробей. Обоим алгоритмам посвящено множество
работ выдающихся аналитиков начиная с Эйлера.
В основном, все усилия аналитиков были сконцентрированы в направлении обобщения непре-
рывных дробей и обобщения теоремы Лагранжа о рациональных приближениях квадратических
иррациональностей укороченными периодическими цепными дробями. При этом самыми эффек-
тивными подходами оказались матричный, яркими представителями которого являются Эйлер[1],
Пуанкаре[2], Якоби[3], Перрон[4], Брун[5], Бернштейн[6], Пустыльников[7]. Матричные алгорит-
мы, в общем случае, могут быть описаны рекуррентным равенством
Pk+1 = Ak · Pk,
где Pk – n-мерный вектор, Ak – квадратная матрица с целыми элементами, некоторым образом,
зависящая от вектора Pk, причем detAk = ±1. Они просты, но не всегда обладают аналогом
свойства периодичности цепных дробей для квадратических иррациональностей.
Второй подход базируется на геометрии линейных однородных форм и целочисленных ре-
шеток, представителями которого являются Дирихле[8], Ермит[9], Клейн[10], Минковский[11],
Вороной[12], Скубенко[13], Арнольд[14], Брюно[15]. Эти алгоритмы дают хорошие приближения,
но плохо программируются и обобщаются на высшие порядки.
Рассмотрим отдельно два алгоритма имеющие непосредственное отношение к настоящей ра-
боте. Это алгоритмы Фюрстенау[19] и Пуанкаре[20].
Алгоритм Фюрстенау был предложен в 1876 году и либо был незамечен либо забыт. В нем,
по заданным действительным числам p и q, строится последовательность равенств
p = a0 +
q1
p1
, p1 = a1 +
q2
p2
, p2 = a2 +
q3
p3
, . . . ,
q = b0 +
c1
p1
, q1 = b1 +
c2
p2
, q2 = b2 +
c3
p3
, . . . .
Далее, при помощи последовательных подстановок, строятся выражения для p и q :








































которые Фюрстенау называет непрерывными дробями 2-го класса. В случае ci = 0, i = 1, 2, 3, . . . ,
они вырождаются в непрерывные дроби.
Суть алгоритма Пуанкаре, предложенного им в 1885 году, выражена следующей теоремой:
Пусть последовательность {fn}∞n=0 является решением разностного уравнения
fn+k + αn,1fn+k−1 + . . .+ αn,kfn = 0, n = 0, 1, 2, . . .
с предельно постоянными коэффициентами, корни характеристического многочлена которого





этот предел равен одному из корней характеристического многочлена.
В работе, для построения рациональных приближений алгебраических иррациональностей,
использованы идеи алгоритмов Фюрстенау и Пуанкаре. Так как изображения (1),(2), которыми
пользовался для своего обобщения Фюрстенау, не удобны в работе, то мы для их изображения
привлекаем аппарат параперманентов треугольных матриц [22]. При этом получаемые изображе-
ния не только близкие к изображениям непрерывных дробей, но и позволяют естественно ввести
понятия порядка дроби и периодической дроби, а также с помощью параперманентов треугольных
матриц, свойства которых хорошо изучены, показать, что периодические дроби высших порядков
являются изображениями алгебраических иррациональностей высших порядков.
Центральными теоремами в этой части работы являются теоремы 3.1 и 3.2. Эти теоремы уста-
навливают связь между максимальными по модулю действительными корнями алгебраических
уравнений n-го порядка и рекуррентными дробями n-го порядка. Теорема 5.1 о связи некоторых
алгебраических форм n-го порядка с алгебраическими уравнениями n-го порядка, взятая вме-
сте с предыдущими двумя теоремами, в значительной степени решает вопрос о рациональных
приближениях алгебраических иррациональностей.
2. Кольца целых алгебраических чисел полей Q( n
√
m).











и, в частности, единицы числовых полей Q( n
√
m). Отметим, что числовые поляQ( n
√
m) при n = 2, 3
исследовались еще в работах Вороного[16], Делоне и Фадеева[17].
Описание структуры множества фундаментальных единиц в кольце целых чисел дает теоре-
ма Дирихле из которой следует, что по значению коэффициентов минимального многочлена при
помощи конечного числа испытаний можно найти множество фундаментальных единиц. Воро-
ной построил алгоритм отыскания множества фундаментальных единиц кубических полей, но он
сложный по числу операций и плохо обобщается на высшие порядки [18].
Известно[6], что нахождение целых единиц поля Q( n
√
m) связано с решением Диофантова
уравнения вида ∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 msn−1 msn−2 · · · ms2 ms1
s1 s0 msn−1 · · · ms3 ms2
s2 s1 s0 · · · ms4 ms3
... · · · · · · · · · · · · ...
sn−2 sn−3 sn−4 · · · s0 msn−1
sn−1 sn−2 sn−3 · · · s1 s0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±1.
Основным результатом второй части работы является некоторая параметризация этих урав-
нений при
n = 3, 5, 7, 9, 11.
При этом возникает числовой треугольник (см. примечание 5.1.). Дальнейшее изучение этого
числового треугольника может пролить свет на общее решение приведенного выше диофантова
уравнения.
Автор благодарен Манину Ю.И за консультации при написании этой работы.
2 Предварительные сведения
Приведем некоторые сведения о парадетерминантах и параперманентах треуголь-
ных матриц, которые понадобятся нам в дальнейшем.
Пусть K — некоторое поле.














элементов поля K назовем треугольной матрицей.
Определение 2.2. Каждому элементу aij треугольной матрицы (3) поставим
в соответствие треугольную матрицу с этим элементом в левом нижнем уг-
лу, которую назовем углом заданной треугольной матрицы и обозначим через
Rij(A).
Очевидно, что угол Rij(A) является треугольной матрицей (i−j+1)–го порядка.
В угол Rij(A) входят только те элементы ars треугольной матрицы (3), индексы
которых удовлетворяют соотношению j 6 s 6 r 6 i.
Ниже мы будем считать, что
ddet (R01(A)) = ddet (Rn,n+1(A)) = pper(R01(A)) = pper(Rn,n+1(A)) = 1.







a41 a42 a43 a44
a51 a52 a53 a54 a55









Определение 2.3. [22]. Если A —треугольная матрица (3), то ее парадетерми-


















где суммирование производится по множеству натуральных решений уравнения
p1 + p2 + . . .+ pr = n.
Определение 2.4. Прямоугольную таблицу элементов треугольной матрицы (3)
назовем вписанной в эту матрицу, если одна ее вершина совпадает с элементом
an1, а противоположная к ней — с элементом aii, i ∈ {1, . . . , n}. Эту таблицу
обозначим через T (i).
Если в определении 2.4 i = 1, или i = n, то вписанная прямоугольная таблица
вырождается соответственно в первый столбец или в n-тую строчку этой треуголь-
ной матрицы.
При нахождении значения парадетерминанта и параперманента треугольных
матриц удобно пользоваться алгебраическими дополнениями.
Определение 2.5. Алгебраическими дополнениями Dij , Pij к факториально-
му произведению {aij} ключевого элемента aij матрицы (3) назовем соответ-
ственно числа
Dij = (−1)i+j · ddet (Rj−1,1) · ddet (Rn,i+1),
Pij = pper(Rj−1,1) · pper(Rn,i+1),
где Rj−1,1 и Rn,i+1 — углы треугольной матрицы (3).
Теорема 2.1. [22]. (Разложение парафункции по элементам вписанной прямоуголь-
ной таблице). Пусть A — треугольная матрица (3), а T (i) — некоторая вписанная













где Drs и Prs — соответственно алгебраические дополнения к факториальному
произведению ключевого элемента ars, который принадлежит таблице T (i).
Следствие 2.1.1. Если i = 1, то теорема 2.1 дает разложение парафункций по































Парадетерминанты и параперманенты треугольных матриц находят все больше
применений в теории чисел и комбинаторном анализе. Более основательно с ними
можно познакомится в [22].
3 Рекуррентные дроби
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назовем соответственно рекуррентной дробью n−го порядка и ее m−тым
рациональным укорочением.
Разлагая параперманенты числителя и знаменателя рационального укорочения
(7) рекуррентной дроби (6) по элементам последней строчки, получим линейные
рекуррентные уравнения n−го порядка
Pm = a1mPm−1 + a2mPm−2 + . . .+ anmPm−n, m = 1, 2, . . . ,




1, если i = 0,
0, если i < 0,
Qi =
{
1, если i = 1− n,
0, если 2− n 6 i 6 0, an1 = 1,
дающие эффективный алгоритм вычисления значений рациональных укорочений
рекуррентных дробей n−го порядка.
Значение конечной границы m−тых рациональных укорочений рекуррентной
дроби n−го порядка, приm→∞ назовем значением соответственной рекуррентной
дроби n−го порядка.
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0 0 0 0 pm
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Определение 3.2. Рекуррентную дробь n−го порядка (6) назовем k−периодичес-
кой если ее элементы удовлетворяют уравнениям
ai,rk+j = ai,j, i = 1, 2, . . . , n; j = 1, 2, . . . , k.
Определение 3.3. Две рекуррентные дроби n−го порядка назовем равными, если
m−тые (m = 1, 2, . . .) рациональные укорочения этих дробей равны.
Определение 3.4. Рекуррентную дробь n−го порядка (6) назовем обыкновенной
рекуррентной дробью, если выполнены равенства
ann = an,n+1 = an,n+2 = . . . = 1.
Лемма 3.1. i) Пусть x1, x2, . . . , xn — различные корни алгебраического уравнения
xn = a1x
n−1 + a2x
n−2 + . . .+ an, an 6= 0, (8)
причем модуль действительного корня x1 превышает модули всех других корней
этого уравнения, тогда справедливо равенство
lim
m→∞
pm(x1, x2, . . . , xn)
pm−1(x1, x2, . . . , xn)
= x1, (9)
где





2 · . . . · xαnn , m = 1, 2, . . .− (10)
полный однородный симметрический многочлен;
Справедливо и обратное утверждение. Если x1, x2, . . . , xn — различные корни
алгебраического уравнения (8) и справедливо равенство (9), то x1 – действитель-















. . . a1
0 an
an−1
. . . a2
a1
a1
. . . . . . . . . . . . . . .
. . .
0 . . . 0 an
an−1






, P0 = 1 (11)
и однородный симметрический многочлен
pm(x1, x2, . . . , xn), p0(x1, x2, . . . , xn) = 1
удовлетворяют одному и тому же линейному рекуррентному уравнению вида
um = a1um−1 + a2um−2 + . . .+ anum−n, (12)
т.е. их значения совпадают при любом натуральном m.
Доказательство. i)














(xi − x1)· . . . ·(xi − xi−1)(xi − xi+1)· . . . ·(xi − xn)(1− xiz) .
Найдем коэффициент pm(x1, x2, . . . , xn) при z
m в разложении последней функции в








pm(x1, x2, . . . , xn)
































Таким образом, справедливость п. i) леммы 3.1 следует из последних равенств.
ii) То, что параперманент (11) удовлетворяет линейному рекуррентному уравне-
нию (12) непосредственно видно из разложения этого параперманента по элементам
первого столбца или последней строчки.
Докажем, что полный однородный симметрический многочлен также удовле-
творяет этому рекуррентному уравнению. Производящей функцией элементарных









(1 + xiz), σ0 = 1,
а производящей функцией полных однородных многочленов, построенных с помо-













i=0(−1)iσipm−i равна нулю, т.е. справедливо рекуррент-
ное соотношение
pm = σ1pm−1 − σ2pm−2 + . . .+ (−1)m−1σm.
Учитывая теорему Виета для уравнения (8) получим соотношения σi = (−1)i−1ai
и, следовательно, линейное рекуррентное уравнение
pm = a1pm−1 + a2pm−2 + . . .+ anpm−n.
Теорема 3.1. Пусть задано алгебраическое уравнение (8) с попарно различными
корнями. Если для m−го рационального укорочения 1−периодической рекуррент-
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построенной при помощи коэффициентов этого уравнения, существует конечный





= x 6= 0,
то такая рекуррентная дробь n−того порядка является изображением действи-
тельного корня алгебраического уравнения (8), модуль которого больше всех мо-
дулей других корней этого уравнения.
Доказательство. 1. Докажем сначала, что значение рекуррентной дроби (13) явля-
ется корнем уравнения (8). Разложим числитель m−го рационального укорочения
(13) рекуррентной дроби n−го порядка по элементам первого столбца:
Pm = a1Pm−1 + a2Pm−2 + . . .+ anPm−n.







































· . . . · Pm−n+1
Pm−n
.





= x 6= 0,
то получим уравнение











2. Согласно второй части леммы 3.1 числитель m-того рационального укороче-
ния рекуррентной дроби совпадает с полным однородным симметрическим много-







pm(x1, x2, . . . , xn)
pm−1(x1, x2, . . . , xn)
= x,
где, согласно первой части леммы 3.1, x – корень наибольшего модуля.
Справедлива и обратная теорема:
Теорема 3.2. Если алгебраическое уравнение (8), все корни которого попарно раз-
личны, имеет действительный корень x1, модуль которого больше всех модулей
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является изображением этого корня.
Доказательство. Запишем алгебраическое уравнение (8) с ненулевым свободным
членом в виде










При помощи бесконечных вложений последнее уравнение можно записать в виде
равенств










































































правая сторона которых зависит только от коэффициентов уравнения
(3). Исследуем выражение правой части равенства (14).
Первым приближением к значению этого выражения является дробь, лежащая































a1u2 + a2u1 + a3u0
a1u1 + a2u0
и т. д.
По индукции можно показать, что m-тое приближение имеет вид
a1um−1 + a2um−2 + . . .+ amu0
a1um−2 + a2um−3 + . . .+ am−1u0
,
если m 6 n и вид
a1um−1 + a2um−2 + . . .+ amum−n
a1um−2 + a2um−3 + . . .+ amum−n−1
,
если m > n.
Таким образом, m-тое приближение к значению исследуемого выражения сов-
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pm(x1, x2, . . . , xn)
pm−1(x1, x2, . . . , xn)
= x1.
Пример 3.1. Алгебраическое уравнение
x7 = 448x6 + 672x5 + 560x4 + 280x3 + 84x2 + 14x+ 1
имеет действительный корень
x = 64 + 32 · 7
√
129 + 16 · 7
√
1292 + 8 · 7
√
1293 + 4 · 7
√













1/2 5/6 3/2 448
3/10 1/2 5/6 3/2 448
1/6 3/10 1/2 5/6 3/2 448
1/14 1/6 3/10 1/2 5/6 3/2 448
0 1/14 1/6 3/10 1/2 5/6 3/2 448
0 0 1/14 1/6 3/10 1/2 5/6 3/2 448





m = 1 : 448;
































Таким образом, уже девятое рациональное укорочение рекуррентной дроби дает 24
верных десятичных знаков после точки.
4 Алгебраические формы n−го порядка
Определение 4.1. Алгебраической (n,m)-формой (далее кратко (n,m)-формой)
назовем действительное число
x = F (n,m) = s0 + s1
n
√
m+ . . .+ sn−1
n
√
mn−1, n ∈ N, si, m ∈ Q, (15)
или n-мерный вектор
x = (s0, s1, . . . , sn−1). (16)
Очевидно, что множество (n,m)-форм с обычными операциями сложения и
умножения образует поле.
1. Изоморфизм (n,m)-форм с некоторыми классами матриц




































































s0 msn−1 msn−2 · · · ms2 ms1
s1 s0 msn−1 · · · ms3 ms2
s2 s1 s0 · · · ms4 ms3
... · · · · · · · · · · · · ...
sn−2 sn−3 sn−4 · · · s0 msn−1




Кождая из последних двух матриц однозначно задана своим первым столбцом.
Поскольку произведение (n,m)-форм



















x = s0 + s1
n
√















i−j, i = 0, 1, . . . , n− 1 (21)
и соответствует первому столбцу произведения матриц X ′ и X ′′, которые соответ-
ствуют (n,m)-формам (19), (20), то справедлива
Теорема 4.1. Множества (n,m)-форм (15), (16) изоморфны соответственно мно-
жествам матриц (17), (18).























































































0 · · · ms′4 ms′3






















































































где si задаются равенствами (21).
Для любой (n,m)-формы
x = s0 + s1
n
√




можно найти лишь одну (n,m)-форму
x = s0 + s1
n
√




такую, что их произведение xx является некоторым действительным числом. При
этом (n,m)-форму x называют сопраженной (n,m)-формой к (n,m)-форме x =
F (n,m), а их произведение — нормой последей и обозначают через |F (n,m)|.
Пусть X и X — матрицы соответственные (n,m)-форме
x = s0 + s1
n
√




и сопряженной (n,m)-форме x. Тогда
X ·X = |F (n,m) · |E,
где E — единичная матрица. причем, норма (n,m)-формы x равна детерминан-
ту матрицы X, а матрица соответственная сопряженной (n,m)-форме x является
обратной матрицей к матрице X, умноженной на детерминант матрицы X.
Таким образом, n-мерным обобщением уравнения Пелля∣∣∣∣ s0 ms1s1 s0
∣∣∣∣ = s20 −ms21 = ±1
является уравнение∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 msn−1 msn−2 · · · ms2 ms1
s1 s0 msn−1 · · · ms3 ms2
s2 s1 s0 · · · ms4 ms3
... · · · · · · · · · · · · ...
sn−2 sn−3 sn−4 · · · s0 msn−1
sn−1 sn−2 sn−3 · · · s1 s0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±1.
5 Связь (n,m)−форм с алгебраическими уравнени-
ями
Найдем целые коэффициенты уравнения
xn = an1x
n−1 + an2x
n−2 + . . .+ an,n−1x
1 + an,n (22)
корнем которого является (n,m)-форма
x = F (n,m) = s0 + s1
n
√
m+ . . .+ sn−1
n
√





a11 a12 . . . a1n
a21 a22 . . . a2n
... · · · · · · ...
an1 an2 · · · ann

 . (23)
Главный минор r-го порядка этой матрицы обозначим через (см. [?], стр. 13):
X
(
i1 i2 . . . ir




ai1,i1 ai1,i2 · · · ai1,ir
ai2,i1 ai2,i2 · · · ai2,ir
... · · · · · · ...




i1 < i2 < . . . < ir.
Характеристическое уравнение
det(X − xE) = 0,
матрицы (23), как известно, имеет развернутый вид
xn = αn,1x
n−1 + αn,2x








i1 i2 . . . ij
i1 i2 . . . ij
)
. (24)
Согласно теореме Гамильтона-Кели, каждая квадратная матрица удовлетворяет
своему характеристическому уравнению, поэтому справедливо тождество
Xn = αn,1X
n−1 + αn,2X
n−2 + . . .+ αn,n−1X
1 + αn,n, (25)
с коэффициентами (24), где X — матрица (23).
Пусть матрица X в уравнении (25) задана равенством (18), тогда коэффициен-
ты an,j уравнения (22), корнем которого является (n,m)-форма (16), можно найти
пользуясь равенствами (24). Таким образом, справедлива
Теорема 5.1. Если (n,m)-форма
x = s0 + s1
n
√







n−2 + . . .+ an,n−1x
1 + an,n,






i1 i2 . . . ij






i1 i2 . . . ij
i1 i2 . . . ij
)




s0 msn−1 msn−2 · · · ms2 ms1
s1 s0 msn−1 · · · ms3 ms2
s2 s1 s0 · · · ms4 ms3
... · · · · · · · · · · · · ...
sn−2 sn−3 sn−4 · · · s0 msn−1




Приведем формулы для нахождения коэффициентов алгебраических уравне-
ний, корнями которых являются (n,m)-формы при n = 2, 3, 4, 5.
a21 = 2s0, a22 = −
∣∣∣∣ s0 ms1s1 s0
∣∣∣∣ ;
a31 = 3s0, a32 = −3
∣∣∣∣ s0 ms2s1 s0






a41 = 4s0, a42 = −4
∣∣∣∣ s0 ms3s1 s0
∣∣∣∣− 2







∣∣∣∣∣∣ , a44 = −
∣∣∣∣∣∣∣∣
s0 ms3 ms2 ms1
s1 s0 ms3 ms2
s2 s1 s0 ms3
s3 s2 s1 s0
∣∣∣∣∣∣∣∣
.
a51 = 5s0, a52 = −5
∣∣∣∣ s0 ms4s1 s0
∣∣∣∣− 5















s0 ms4 ms3 ms2
s1 s0 ms4 ms3
s2 s1 s0 ms4




s0 ms4 ms3 ms2 ms1
s1 s0 ms4 ms3 ms2
s2 s1 s0 ms4 ms3
s3 s2 s1 s0 ms4
s4 s3 s2 s1 s0
∣∣∣∣∣∣∣∣∣∣
Справедлива
Теорема 5.2. (n,mn + 1)-форма вида
mn−1 +mn−2 n
√
mn + 1 + . . .+m n
√
(mn + 1)n−2 + n
√
(mn + 1)n−1





















Доказательство. Так как все главные миноры одинакового порядка матрицы

mn−1 mn + 1 m(mn + 1) . . . mn−3(mn + 1) mn−2(mn + 1)
mn−2 mn−1 mn + 1 . . . mn−4(mn + 1) mn−3(mn + 1)
mn−3 mn−2 mn−1 . . . mn−5(mn + 1) mn−4(mn + 1)
· · · · · · · · · · · · · · · · · ·
m m2 m3 . . . mn−1 mn + 1
1 m m2 . . . mn−2 mn−1


равны между собой, то достаточно найти один из них. Найдем главный минор s-
того порядка матрицы

mn−1 mn + 1 m(mn + 1) · · · ms−2(mn + 1)
mn−2 mn−1 mn + 1 · · · ms−3(mn + 1)
mn−3 mn−2 mn−1 · · · ms−4(mn + 1)
· · · · · · · · · · · · · · ·
mn−s mn−s+1 mn−s+2 · · · mn−1


Умножим первый столбец на−mr, r = 1, 2, . . . , s−1 и сложим с (r+1)-вым столбцом,
тогда получим детерминант матрицы

mn−1 1 m · · · ms−2
mn−2 0 1 · · · ms−3
mn−3 0 0 · · · ms−4
· · · · · · · · · · · · · · ·
mn−s 0 0 · · · 0

 .
Разложим последний детерминант по элементам первого столбца, получим
(−1)s+1mn−s.












Приведем теорему о рациональном приближении (n,mn + 1)-форм.












. . . an1
0 ann
an,n−1
. . . an2
an1
an1
















, i = 2, . . . , n.
Доказательство. Эта теорема непосредственно следует из теоремы 5.2, теоремы
3.2 и теоремы Островского [23] о том, что уравнение (22), все коэффициенты кото-
рого неотрицательны, причем наибольший общий делитель номеров положитель-
ных коэффициентов равен единице, имеет положительный корень, модуль которого
больше модулей всех остальных корней этого уравнения.
Теорема 5.4. (n,mn − 1)-форма вида
mn−1 +mn−2 n
√
mn − 1 + . . .+m n
√
(mn − 1)n−2 + n
√
(mn − 1)n−1






















Доказательство. Аналогично доказательству теоремы 5.2 с той лишь разницей,
что минор s-того порядка имеет вид∣∣∣∣∣∣∣∣∣∣
mn−1 mn − 1 m(mn − 1) · · · ms−2(mn − 1)
mn−2 mn−1 mn − 1 · · · ms−3(mn − 1)
mn−3 mn−2 mn−1 · · · ms−4(mn − 1)
· · · · · · · · · · · · · · ·










6 Параметризация некоторых диофантовых урав-
нений
Как уже отмечалось выше, при заданных натуральных числах n и m и обычных
операциях суммы и произведения (n,m)-формы вида s0 + s1 n
√




образуют числовое поле. Единицы этих числовых полей, как отмечалось выше,
являются решениями диофантова уравнения∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 msn−1 msn−2 · · · ms2 ms1
s1 s0 msn−1 · · · ms3 ms2
s2 s1 s0 · · · ms4 ms3
... · · · · · · · · · · · · ...
sn−2 sn−3 sn−4 · · · s0 msn−1
sn−1 sn−2 sn−3 · · · s1 s0
∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±1 (26)
для (n,m)-формы s0 + s1 n
√




Эти уравнения исключительно важны для изучения структуры групп единиц
полей, образующих (n,m)-формами.
Приведем примеры диофантовых уравнений, аналогичных уравнению Пелля:
При n = 3 диофантово уравнение (26) в развернутом виде запишется так:
|F (3, m)| = s30 + s31m+ s32m2 − 3s0s1s2m = 1, (27)








(p+ 3), s0 = (p+ 2)(p+ 1)− 1, s1 = kn(p+ 2), s2 = n(p + 1), (28)
где p = k2n. Сопряженные к приведенным выше решениям также являются реше-








(p+ 3), s0 = 1, s1 = nk, s2 = −n,
где p = k2n.





4 − 6p3 + 12p2 − 9p+ 3
(p− 1)3 ,






4 − 6p3 + 12p2 − 9p+ 3
(p− 1)3 , s0 = 1, s1 = −kn, s2 = n,
где p = k2n.
Для нахождения целых единиц последовательных натуральных чисел m можно
использовать формулы
2) m, s0 = (p− 2)(p− 1)− 1, s1 = kn(p− 2), s2 = n(p− 1),
где p = k2n, n = 3k
k3−m
,
2) m, s0 = (p− 2)(p− 1)− 1, s1 = kn(p− 2), s2 = n(p− 1),
и p = k2n, n = 3k
k3+m
.
У [24], [25] приведено таблицы целых единиц для всех натуральных значений
не больших 70 и 250 соответственно. Таблица Вада (H. Wada) была построена при
помощи алгоритма Вороного. Однако, этот алгоритм плохо программируется, осо-
бенно для простых значений m, и сложный.
Пример 6.1. При помощи параметризации (28) диофантова уравнения (27) можно,































































































где n = k = ⌊10300{1010pi}⌋ + 374, а символом {·} обозначено дробную часть числа,
т.е.






В этом примере m — простое 900-цифровое число, а s0, s1, s2 — числа, состоящие
соответственно из 1800, 1500, 1300 цифр.
При n = 5 уравнение (26) примет вид
|F (5, m)| = (s50 + s51m+ s52m2 + s53m3 + s54m4)−

















































3)− 5s0s1s2s3s4m2 = 1.
Его частичными решениями являются:
1) |F (5, m)| = 1 : m = k
r
· (rk4 − 5),
s0 = 1, s1 = −rk3, s2 = 2rk2, s3 = −2rk, s4 = r,
2) |F (5, m)| = 1 : m = k
r
· (rk4 − 5),
s0 = 1 + 30r
2k8 − 25rk4 + r4k16 − 10r3k12,
s1 = rk
3(r3k12 − 9r2k8 + 23rk4 − 14),
s2 = rk
2(r3k12 − 8r2k8 + 17rk4 − 7),
s3 = kr(r
3k12 − 7r2k8 + 12rk4 − 3),
s4 = r(r
3k12 − 6r2k8 + 8rk4 − 1)
3) |F (5, m)| = 1 : m = k
r
· (rk4 + 5),
s0 = 1, s1 = rk
3, s2 = −2rk2, s3 = 2rk, s4 = −r,
4) |F (5, m)| = 1 : m = k
r
· (rk4 + 5),
s0 = 1 + 30r
2k8 + 25rk4 + r4k16 + 10r3k12,
s1 = rk
3(r3k12 + 9r2k8 + 23rk4 + 14),
s2 = rk
2(r3k12 + 8r2k8 + 17rk4 + 7),
s3 = kr(r
3k12 + 7r2k8 + 12rk4 + 3),
s4 = r(r
3k12 + 6r2k8 + 8rk4 + 1)
Запишем несколько взаимно сопряженных пар решений диофантовых уравне-
ний (26) при n = 7, 9, 11:
1) |F (7, m)| = 1 : m = k
r
· (rk6 − 7),
s0 = 1, s1 = −rk5, s2 = 3rk4, s3 = −5rk3, s4 = 5rk2,
s5 = −3rk, s6 = r,
2) |F (7, m)| = 1 : m = k
r
· (rk6 − 7),
s0 = r
6k36 − 21r5k30 + 161r4k24 − 539r3k18 + 721r2k12 − 245rk6 + 1,
s1 = rk
5(r5k30 − 20r4k24 + 144r3k18 − 442r2k12 + 516rk6 − 132),
s2 = rk
4(r5k30 − 19r4k24 + 128r3k18 − 358r2k12 + 360rk6 − 66),
s3 = rk
3(r5k30 − 18r4k24 + 113r3k18 − 286r2k12 + 244rk6 − 30),
s4 = rk
2(r5k30 − 17r4k24 + 99r3k18 − 225r2k12 + 160rk6 − 12),
s5 = rk(r
5k30 − 16r4k24 + 86r3k18 − 174r2k12 + 101rk6 − 4),
s6 = r(r
5k30 − 15r4k24 + 74r3k18 − 132r2k12 + 61rk6 − 1)
3) |F (7, m)| = 1 : m = k
r
· (rk6 + 7),
s0 = 1, s1 = rk
5, s2 = −3rk4, s3 = 5rk3, s4 = −5rk2,
s5 = 3rk, s6 = −r,
4) |F (7, m)| = 1 : m = k
r
· (rk6 + 7),
s0 = r
6k36 + 21r5k30 + 161r4k24 + 539r3k18 + 721r2k12 + 245rk6 + 1,
s1 = rk
5(r5k30 + 20r4k24 + 144r3k18 + 442r2k12 + 516rk6 + 132),
s2 = rk
4(r5k30 + 19r4k24 + 128r3k18 + 358r2k12 + 360rk6 + 66),
s3 = rk
3(r5k30 + 18r4k24 + 113r3k18 + 286r2k12 + 244rk6 + 30),
s4 = rk
2(r5k30 + 17r4k24 + 99r3k18 + 225r2k12 + 160rk6 + 12),
s5 = rk(r
5k30 + 16r4k24 + 86r3k18 + 174r2k12 + 101rk6 + 4),
s6 = r(r
5k30 + 15r4k24 + 74r3k18 + 132r2k12 + 61rk6 + 1)
1) |F (9, m)| = 1 : m = k
r
· (rk8 − 3),
s0 = 1, s1 = −rk7, s2 = rk6, s3 = −rk5, s4 = 2rk4,
s5 = −2rk3, s6 = rk2, s7 = −rk, s8 = r,
2) |F (9, m)| = 1 : m = k
r
· (rk8 − 3),
s0 = 9m
4k32 − 54k24m3 + 97m2k16 − 48mk8 + 1,
s1 = mk
7(9k24m3 − 51m2k16 + 84mk8 − 35),
s2 = mk
6(9k24m3 − 48m2k16 + 72mk8 − 25),
s3 = k
5m(9k24m3 − 45m2k16 + 61mk8 − 17),
s4 = mk
4(9k24m3 − 42m2k16 + 51mk8 − 11),
s5 = k
3m(9k24m3 − 39m2k16 + 42mk8 − 7),
s6 = k
2m(9k24m3 − 36m2k16 + 34mk8 − 4),
s7 = mk(9k
24m3 − 33m2k16 + 27mk8 − 2),
s8 = m(9k
24m3 − 30m2k16 + 21mk8 − 1),
3) |F (9, m)| = 1 : m = k
r
· (rk8 + 3),
s0 = 1, s1 = rk
7, s2 = −rk6, s3 = rk5, s4 = −2rk4,
s5 = 2rk
3, s6 = −rk2, s7 = rk, s8 = −r,
4) |F (9, m)| = 1 : m = k
r
· (rk8 + 3),
s0 = 9m
4k32 + 54k24m3 + 97m2k16 + 48mk8 + 1,
s1 = mk
7(9k24m3 + 51m2k16 + 84mk8 + 35),
s2 = mk
6(9k24m3 + 48m2k16 + 72mk8 + 25),
s3 = k
5m(9k24m3 + 45m2k16 + 61mk8 + 17),
s4 = mk
4(9k24m3 + 42m2k16 + 51mk8 + 11),
s5 = k
3m(9k24m3 + 39m2k16 + 42mk8 + 7),
s6 = k
2m(9k24m3 + 36m2k16 + 34mk8 + 4),
s7 = mk(9k
24m3 + 33m2k16 + 27mk8 + 2),
s8 = m(9k
24m3 + 30m2k16 + 21mk8 + 1),
Решениями диофантова уравнения
|F (11, m)| =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s0 ms10 ms9 ms8 ms7 ms6 ms5 ms4 ms3 ms2 ms1
s1 s0 ms10 ms9 ms8 ms7 ms6 ms5 ms4 ms3 ms2
s2 s1 s0 ms10 ms9 ms8 ms7 ms6 ms5 ms4 ms3
s3 s2 s1 s0 ms10 ms9 ms8 ms7 ms6 ms5 ms4
s4 s3 s2 s1 s0 ms10 ms9 ms8 ms7 ms6 ms5
s5 s4 s3 s2 s1 s0 ms10 ms9 ms8 ms7 ms6
s6 s5 s4 s3 s2 s1 s0 ms10 ms9 ms8 ms7
s7 s6 s5 s4 s3 s2 s1 s0 ms10 ms9 ms8
s8 s7 s6 s5 s4 s3 s2 s1 s0 ms10 ms9
s9 s8 s7 s6 s5 s4 s3 s2 s1 s0 ms10







· (rk10 − 11),
s0 = 1, s1 = −rk9, s2 = 5rk8, s3 = −15rk7,
s4 = 30rk
6, s5 = −42rk5, s6 = 42rk4, s7 = −30rk3, s8 = 15rk2,




· (rk10 − 11),
s0 = r
10k100 − 55r9k90 + 1265r8k80 − 15730r7k70 + 114037r6k60−
−483637r5k50 + 1137015r4k40 − 1295910r3k30 + 527329r2k20−
−32065rk10 + 1,
s1 = rk
9(r9k90 − 54r8k80 + 1216r7k70 − 14749r6k60 + 103758r5k50−
423776r4k40 + 947934r3k30 − 1005966r2k20 + 363493rk10 − 16796),
s2 = rk
8(r9k90 − 53r8k80 + 1168r7k70 − 13811r6k60 + 94212r5k50−
−370171r4k40 + 786526r3k30 − 774787r2k20 + 246779rk10 − 8398),
s3 = rk
7(r9k90 − 52r8k80 + 1121r7k70 − 12915r6k60 + 85362r5k50−
−322301r4k40 + 649346r3k30 − 591812r2k20 + 164814rk10 − 3978),
s4 = rk
6(r9k90 − 51r8k80 + 1075r7k70 − 12060r6k60 + 77172r5k50−
−279676r4k40 + 533294r3k30 − 448110r2k20 + 108134rk10 − 1768),
s5 = rk
5(r9k90 − 50r8k80 + 1030r7k70 − 11245r6k60 + 69607r5k50−
−241836r4k40 + 435590r3k30 − 336175r2k20 + 69589rk10 − 728),
s6 = rk
4(r9k90 − 49r8k80 + 986r7k70 − 10469r6k60 + 62633r5k50−
−208350r4k40 + 353750r3k30 − 249740r2k20 + 43849rk10 − 273),
s7 = rk
3(r9k90 − 48r8k80 + 943r7k70 − 9731r6k60 + 56217r5k50−
−178815r4k40 + 285563r3k30 − 183609r2k20 + 26998rk10 − 91),
s8 = rk
2(r9k90 − 47r8k80 + 901r7k70 − 9030r6k60 + 50327r5k50−
−152855r4k40 + 229069r3k30 − 133506r2k20 + 16204rk10 − 26),
s9 = rk(r
9k90 − 46r8k80 + 860r7k70 − 8365r6k60 + 44932r5k50−
−130120r4k40 + 182538r3k30 − 95940r2k20 + 9454rk10 − 6),
s10 = r(r
9k90 − 45r8k80 + 820r7k70 − 7735r6k60 + 40002r5k50−




· (rk10 + 11),
s0 = 1, s1 = rk
9, s2 = −5rk8, s3 = 15rk7,
s4 = −30rk6, s5 = 42rk5, s6 = −42rk4, s7 = 30rk3, s8 = −15rk2,




· (rk10 + 11),
s0 = r
10r100 + 55r9k90 + 1265r8k80 + 15730r7k70 + 114037r6k60+
483637r5k50 + 1137015r4k40 + 1295910r3k30 + 527329r2k20+
+32065rk10 + 1,
s1 = rk
9(r9k90 + 54r8k80 + 1216r7k70 + 14749r6k60 + 103758r5k50+
423776r4k40 + 947934r3k30 + 1005966r2k20 + 363493rk10 + 16796),
s2 = rk
8(r9k90 + 53r8k80 + 1168r7k70 + 13811r6k60 + 94212r5k50+
+370171r4k40 + 786526r3k30 + 774787r2k20 + 246779rk10 + 8398),
s3 = rk
7(r9k90 + 52r8k80 + 1121r7k70 + 12915r6k60 + 85362r5k50+
+322301r4k40 + 649346r3k30 + 591812r2k20 + 164814rk10 + 3978),
s4 = rk
6(r9k90 + 51r8k80 + 1075r7k70 + 12060r6k60 + 77172r5k50+
+279676r4k40 + 533294r3k30 + 448110r2k20 + 108134rk10 + 1768),
s5 = rk
5(r9k90 + 50r8k80 + 1030r7k70 + 11245r6k60 + 69607r5k50+
+241836r4k40 + 435590r3k30 + 336175r2k20 + 69589rk10 + 728),
s6 = rk
4(r9k90 + 49r8k80 + 986r7k70 + 10469r6k60 + 62633r5k50+
+208350r4k40 + 353750r3k30 + 249740r2k20 + 43849rk10 + 273),
s7 = rk
3(r9k90 + 48r8k80 + 943r7k70 + 9731r6k60 + 56217r5k50+
+178815r4k40 + 285563r3k30 + 183609r2k20 + 26998rk10 + 91),
s8 = rk
2(r9k90 + 47r8k80 + 901r7k70 + 9030r6k60 + 50327r5k50+
+152855r4k40 + 229069r3k30 + 133506r2k20 + 16204rk10 + 26),
s9 = rk(r
9k90 + 46r8k80 + 860r7k70 + 8365r6k60 + 44932r5k50+
+130120r4k40 + 182538r3k30 + 95940r2k20 + 9454rk10 + 6),
s10 = r(r
9k90 + 45r8k80 + 820r7k70 + 7735r6k60 + 40002r5k50+
+110285r4k40 + 144450r3k30 + 68085r2k20 + 5344rk10 + 1)
и т. д.
Примечание 6.1. Модули коэффициентов многочленов, которые являются ре-
шениями диофантовых уравнений |F (2n−1, m)| = 1, очевидно связаны с числовым
треугольником
n = 2 : 1
n = 3 : 1 2
n = 4 : 1 3 5
n = 5 : 1 1 1 2
n = 6 : 1 5 15 30 42
,
а элементы этого числового треугольника с факторизацией числа 2n− 1.
Примечание 6.2. Свободные члены многочленов, которые являются решениями
2) и 4) также связаны с приведенным выше числовым треугольником.








10 многочленов s6, s7, s8, s9, s10
решений 2) и 4) диофантова уравнения |F (11, m)| = 1 справедливы соотношения:
s010 = 1,
s09 − s010 = 5,
s08 − 2s09 + s010 = 15,
s07 − 3s08 + 3s09 − s010 = 30,
s06 − 4s07 + 6s08 − 4s09 + s010 = 42.
Приведем примеры решений уравнения
|F (n,m)| = ±1,
которые вытекают из теорем 5.2, 5.4.
Теорема 6.1. Решениями диофантовых решений
|F (n,mn − 1)| = 1, n = 2, 3, . . . ,
|F (2n− 1, m2n−1 + 1)| = 1, n = 2, 3, . . . ,
|F (2n,m2n + 1)| = −1, n = 1, 2, . . .
являются соответственно:
s0 = m
n−1, s1 = m
n−2, . . . , sn−2 = m, sn−1 = 1,
s0 = m
2n−2, s1 = m
2n−3, . . . , s2n−3 = m, s2n−2 = 1,
s0 = m
2n−1, s1 = m
2n−2, . . . , s2n−2 = m, s2n−1 = 1.
Легко находятся и сопряженные решения к приведенным в этой теореме реше-
ниям.
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