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Abstract
Minimizing a convex, quadratic objective of the form fA,b(x) :=
1
2x
>Ax − 〈b, x〉 for A 
0 is a fundamental problem in machine learning and optimization. In this work, we prove
gradient-query complexity lower bounds for minimizing convex quadratic functions which apply
to both deterministic and randomized algorithms. Specifically, for any sufficiently large condition
number κ > 0, we exhibit a distribution over (A,b) with condition number cond(A) ≤ κ, such
that any randomized algorithm requires Ω(
√
κ) gradient queries to find a solution x̂ for which
‖x̂ − x?‖ ≤ 0‖x?‖, where x? = A−1b is the optimal soluton, and 0 is a small constant.
Setting κ = 1/, this lower bound implies the minimax rate of T = Ω(λ1(A)‖x?‖2/
√
) queries
required to minimize an arbitrary convex quadratic function up to error f(x̂) − f(x?) ≤ . To
our knowledge, this is the first lower bound for minimizing quadratic functions with noiseless
gradient queries which both applies to randomized algorithms, and matches known upper bounds
from Nesterov’s accelerated method. In contrast, the seminal lower bounds of Nemirovskii et al.
[1983] apply only to Krylov methods with a worst-case initialization, and a more recent lower
bounds due to Agarwal and Bottou [2014] rely on an adversarial ‘resisting oracle’ which only
applies to deterministic methods.
Our lower bound holds for a distribution derived from classical ensembles in random matrix
theory, and relies on a careful reduction from adaptively estimating a planted vector u in a
deformed Wigner model. A key step in deriving sharp lower bounds is demonstrating that the
optimization error x?− x̂ cannot align too closely with u. To this end, we prove an upper bound
on the cosine between x? − x̂ and u in terms of the minimum mean-squared error (MMSE) of
estimating the plant u in a deformed Wigner model. We then bound the MMSE by carefully
modifying a result due to Lelarge and Miolane [2016], which rigorously establishes a general
replica-symmetric formula for planted matrix models.
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1 Introduction
The problem of minimizing convex, quadratic functions of the form fA,b(x) :=
1
2x
>Ax− 〈b, x〉 for
A  0 is a fundamental algorithmic primitive in machine learning and optimization. Many popular
approaches for minimizing fA,b can be characterized as “first order” methods, or algorithms which
proceed by querying the gradients ∇fA,b(x(i)) at a sequence of iterates x(i), in order to arrive at
a final approximate minimum x̂. Standard gradient descent, the heavy-ball method, Nesterov’s
accelerated descent, and conjugate-gradient can be all be expressed in this form.
The seminal work of Nemirovskii et al. [1983] established that for a class of deterministic, first
order methods, the number of gradient queries required to achieve a solution x̂ which approximates
x? := arg minx
1
2x
>Ax− 〈b, x〉 = A−1b has the following scaling:
• Condition-Dependent Rate: To attain ‖x̂−x?‖2 ≤ , one needs Θ
(√
cond(A) log(1/)
)
,
where cond(A) = λmax(A)/λmin(A).
• Condition-Free Rate: For any  > 0, there exists an A,b such that to obtain fA,b(x̂) −
fA,b(x?) ≤  · λ1(A)‖x?‖2, one needs Θ
(√
1/
)
queries.1
It has long been wondered whether the above, worst-case lower bounds are reflective of the “av-
erage case” difficulty of minimizing quadratic functions, or if they are mere artificacts of uniquely
adversarial constructions. For example, one may hope that randomness may allow a first order algo-
rithm to avoid querying in worst-case, uninformative directions, at least for the initial few iterations.
Furthermore, quadratic objectives have uniform curvature, and thus local gradient exploration can
provide global information about the function.
In this work, we show that in fact randomness does not substantially improve the query com-
plexity of first order algorithms. Specifically, we show that even for randomized algorithms, (a) to
obtain a solution ‖x̂ − x?‖2 ≤ 0 for a small but universal constant 0, one needs Ω
(√
cond(A)
)
gradient queries, and, as a consequence, (b) for any  > 0, the condition-free lower bound of
Ω
(
−1/2
)
queries for an -approximate solution holds as well. These lower bounds are attained by
explicit constructions of distributions over parameters A and b, which are derived from classical
models in random matrix theory. Hence, not only do our lower bounds resolve the question of
the complexity of quadratic minimization with randomized first-order queries; they also provide
compelling evidence that the worst-case and “average-case” complexity of quadratic minimization
coincide up to constant factors.
1.1 Proof Ideas and Organization
Our argument draws heavily upon a lower bound due to Simchowitz et al. [2018] for approximating
the top eigenvector of a deformed Wigner model, M := W +λuu>, given a matrix-vector multipli-
cation queries of the form w(i) = Mv(i). Here, W is drawn from a Gaussian Orthogonal Ensemble
(see Section 3.1), u ∼ N (0, I/d) 2, and λ > 1 is a parameter controlling gap(M) := 1 − λ2(M)λ1(M) .
That work showed that eigenvector approximation implies estimation of the so-called “plant” u,
and showed that one required Ω(gap(M)−1/2 log d) queries to perform the estimation appropriately.
In this work, we show an analogous reduction: one can estimate u if one can minimize the
function fA,b(x), where A = γI −M for an appropriate γ, and b is a Gaussian vector that is
1Note that λ1(A) is precisely the Lipschitz constant of ∇fA,b, and ‖x?‖2 corresponds to the Euclidean radius of
the domain over which one is minimizing; see Remark 2.2.
2In Simchowitz et al. [2018], u was taken to be uniform on the sphere.
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slightly correlated with u. We also consider matrix vector multiply queries w(i) = Mv(i); these are
equivalent both to querying Av(i), and to querying ∇f(v(i)) (see Remark 2.1).
The intuition behind our reduction comes from the Shift-and-Invert meta-algorithm introduced
by Garber et al. [2016]. For epochs s ∈ [S − 1] and ŷ(0) uniform on the sphere, Shift-and-Invert
calls a black-box quadratic solver to produce iterates ŷ(s+1) ≈ A−1ŷ(s) = arg miny fA,ŷ(s) . If the
errors ‖ŷ(s+1) −A−1ŷ(s)‖ are sufficiently small and if γ is tuned appropriately one can show that
(a) cond(A) ≈ 1/gap(M) and (b) denoting the top eigenvector of M by v1(M), the iterate ŷ(S)
satisfies
〈ŷ(S), v1(M)〉2 ≥ 1− , where S = Θ (log(d/)) is independent of gap(M) .
In other words, Shift-and-Invert reduces approximating the eigenvector of M to minimizing a se-
quence of O˜(1) convex quadratic functions {fA,ŷ(s−1)}s∈[S] with condition number O
(
1
gap(M)
)
.
Applying the lower bound for estimating u from Simchowitz et al. [2018], one should expect
Ω˜( 1√gap(M)) = Ω˜(
√
cond(A)) queries on average to minimize these functions.
Unfortunately, applying the reduction in a black-box fashion requires high accuracy approxi-
mations of arg miny fA,ŷ(s) ; this mean that this reduction cannot be used to lower bound the query
complexity required for constant levels of error 0, and thus cannot be used to deduce the minimax
rate. Our analysis therefore departs from the black-box reduction in that (a) we warm start ŷ(0) ← b
near the plant u rather than from an isotropic distribution, (b) we effectively consider only the first
iteration of the Shift-and-Invert scheme, corresponding to finding x̂ ≈ A−1b, and (c) we directly
analyze the overlap between x̂ and the plant u, 〈x̂,u〉2; the reduction is sketched in Section 3.1.
Moreover, we modify information-theoretic lower bounds for the estimation of u from queries of M
to account for the additional information conveyed by the linear term b (see Section 5). Altogether,
our reduction affords us simpler proofs and an explicit construction of a “hard instance”. Most
importantly, the reduction tolerates constants error between the approximate minimizer x̂ and the
optimum x? = A
−1b, which enables us to establish a sharp lower bound.
In particular, to obtain a lower bound which matches known upper bounds up to constants, it
is necessary to establish that the error x̂− x? cannot align to closely with u. Otherwise, one could
obtain a good approximation of x?, namely x̂, which was not sufficiently aligned with u. Since
x̂− x? is independent of u given M and b, we can bound their cosine in terms of the quantity
ovlap := max
û=û(M,b)∈Sd−1
EM,b,u[〈û,u〉2] ,
which correponds to the largest alignment between u, and any (M,b)-measurable estimator û of
the direction of u. We can relate this quantity to the minimum mean-squared error of estimating
the plant u in a deformed Wigner model. This can in turn be controlled by recent a result due
to Lelarge and Miolane [2016], which rigorously establishes a general replica-symmetric formula
for planted matrix models. With this tool in hand, we prove Proposition 3.3, which gives an
order-optimal bound on ovlap in terms of relevant problem parameters, provided that the ambient
dimension d is sufficiently large. We remark that the result of Lelarge and Miolane [2016] had been
proven under additional restrictions by Barbier et al. [2016]; see Section 2.1 for related work and
additional discussion.
We cannot simply apply the bounds of Lelarge and Miolane [2016] out of the box, because
(a) the former result does not allow for side information b, and (b) the former work consider a
slighlty different observation model where only the off diagonals of M are observed. In Section 6.2,
we show that we can effectively remove the side information and reduce to a case where where
ui
i.i.d.∼ N (αµ/√d, 1) for an appropriate mean µ and a random scaling α. Then, in Appendix D.4,
3
we carry out a careful interpolation argument in the spirit of the Wasserstein continuity of mutual
information (see, e.g. Wu and Verdu´ [2012]) to transfer the results from Lelarge and Miolane [2016]
to our observation model. This interpolation argument also lets us establish a version of uniform
convergence, which is necessary to account for the random scaling α.
Organization: In Section 2, we formally introduce our formal query model and state our
results; Section 2.1 discusses related work. In Section 3, we sketch the main components of the proof.
Section 3.1 formally introduces the distribution over A,b which witnesses our lower bound; it also
presents Proposition 3.3, which bounds the term ovlap, and gives the redunction from estimating
the plant u to approximately minimizing fA,b. Section 4 gives a more in-depth proof roadmap for
the reduction from estimation to optimization, which relies on non-asymptotic computations of the
Stieltjes transition of W and its derivatives. Lastly, Section 5 fleshes out the proof of the lower
bound for estimating u, and Section 6 provides background information and a proof sketch for our
bounds on ovlap.
1.2 Notation
We shall use bold upper case letters (e.g. M,A,W) to denote (typically random) matrices related
to a given problem instance, bold lower cause letters (e.g. b,u, z) to denote (typically random)
vectors related to a problem instance, and serif-font (v(i),w(i),Alg, x̂) to denote quantities related
to a given algorithm. We use the standard notation ‖ · ‖2, ‖ · ‖op, ‖ · ‖F for the Euclidean 2-norm,
matrix `2 → `2 operator norm, and matrix Frobenius norm, respectively. We let e1, . . . , ed ∈ Rd
denote the cannonical basis vectors in Rd, let Sd−1 := {x ∈ Rd : ‖x‖2 = 1} denote the unit sphere,
Sd := {M ∈ Rd×d : M = M>} the set of symmetric matrices, and Sd++ := {M ∈ Sd : M  0} the set
of positive definite matrices. For a matrix A ∈ Sd, let λmax(A) := λ1(A) ≥ λ2(A) · · · ≥ λd(A) =
λmin(A) denote its eigevalues. For A ∈ Sd++ and b ∈ Rd, we let cond(A) := λ1(A)/λd(A), and
fA,b(x) :=
1
2x
>Ax−〈b, x〉. Given vectors v1, . . . , vk ∈ Rd, we let Projv1,...,vk denote the orthogonal
projection onto span({v1, . . . , vk}). Lastly, given x ∈ Rn, we let unit (x) = x/‖x‖ if x 6= 0, and
unit (0) = 0.
2 Main Results
We begin by presenting a formal definition of our query model.
Definition 2.1 (Randomized Query Algorithm). A randomized query algorithm (RQA) Alg with
query complexity T ∈ N is an algorithm which interacts with an instance (A,b) ∈ Sd++ × Rd via
the following query scheme:
1. The algorithm recieves an initial input b ∈ Rd from an oracle.
2. For rounds i ∈ [T], queries an oracle with a vector v(i), and receives a noiseless response
w(i) = Av(i).
3. At the end of T rounds, the algorithm returns an estimate x̂ ∈ Rd of x? := arg minx 12x>Ax−
〈b, x〉 = A−1b.
The queries v(i) and output x̂ are allowed to be randomized and adaptive, in that there is a random
seed ξ such that v(i) is a function of {(v(1),w(1)), . . . , (v(i−1),w(i−1)), ξ}, and x̂ is a function of
{b, (v(1),w(1)), . . . , (v(T),w(T)), ξ}.
Remark 2.1. We remark that the above query model is equivalent to a querying exact gradient
of the objective fA,b(x) :=
1
2x
>Ax − 〈b, x〉. Indeed, b = ∇fA,b(0), and Av(i) = ∇fA,b(v(i)) −
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∇fA,b(0). Thus, our query model encapsulates gradient descent, accelerated gradient descent,
heavy-ball, and conjugate graident methods. Crucially, our query model differs from existing lower
bounds by allowing for randomized queries as in Agarwal and Bottou [2014], and by not requiring
iterates to lie in the Krylov space spanned by past queries as in Nemirovskii et al. [1983].
We now state our main result, which shows that there exists a distribution over instances (A,b)
which matches the lower bounds of Nemirovskii et al. [1983]:
Theorem 2.1 (Main Theorem: Minimax Rate with Conjectured Polynomial Dimension). There
exists a functions d0 : R→ N and universal constants c1, c2, c3 > 0 such that the following holds. For
κ ≥ 52 and d ≥ max{d0(κ), d1(κ)}, there exists a joint distribution over instances (A˜, b˜) ∈ Sd++×Rd
such that (a) cond(A˜) ≤ κ and (b) for any d ≥ d1(κ) and any RQA Alg with query complexity
T < c1
√
κ and output x̂, we have that for x˜? := A˜
−1b˜,
P
A˜,b˜,Alg
[{‖x̂− x˜?‖22 ≤ c2‖x˜?‖22} ∨
{
f
A˜,b˜
(x̂)− f
A˜,b˜
(x˜?) ≤ c2 · λ1(A˜)‖x˜?‖
2
2
κ
}]
≤ e−dc3 ,
Moreover, d0 = O (poly(κ)), and under a plausible conjecture, Conjecture 6.1, d1(κ) = O (poly(κ))
as well. Here, P
A˜,b˜,Alg
refers to probability taken with respect to the random instance A˜, b˜, and the
random seed ξ.
Remark 2.2. Typically, convex optimization lower bounds are stated in terms of a strong convexity
α, a smoothness parameter β, and the radius of the domain, or distance between the first iterate
and a global minimizer, R = ‖x̂− x(0)‖2 (see e.g. Bubeck et al. [2015]). For quadratics, the strong
convexity parameter is α = λmin(A˜) and the smoothness parameter is β = λmax(A˜); one can show
that both these quantities are concentrate sharply in our particular distribution over (A˜, b˜), and
that λmax(A˜) is at most a universal constant. As we are considering unconstrained optimization,
the radius of the domain corresponds to R = ‖x˜?‖2. Indeed, the distribution of (A˜, b˜) is rotationally
symmetric, so a priori, the best estimate of x˜? (before observing b˜ or querying A˜) is x̂ = 0. Hence
the event
{
f
A˜,b˜
(x̂)− f
A˜,b˜
(x˜?) ≤ c2λ1(A)‖x˜?‖
2
2
κ
}
can be interpreted as
{
f
A˜,b˜
(x̂)− f
A˜,b˜
(x?) ≤ c2βR2κ
}
.
Since one needs to have T ≥ c1
√
κ, we have that, with high probability,
f
A˜,b˜
(x̂)− f
A˜,b˜
(x˜?) ≥ c2
c1
· βR
2
T2
. (1)
which is which is the standard presentation of lower bounds for convex optimization. Similarly, the
complement of the event
{‖x̂− x˜?‖22 ≤ c2‖x˜?‖22} can be rendered as
‖x̂− x˜?‖2 ≥ c2‖x˜?‖2
(
1−
√
1
κ
)T
for T = c1
√
κ ,
where κ = cond(A˜) ≥ β/α is an upper bound on condition number.
Remark 2.3 (Scalings of d0, d1). In Theorem 2.1, the dimension d0(κ) corresponds to how large
the ambient dimension d needs to be in order for A˜ to have the appropriate condition number, for
approximations of A˜−1b˜ to have sufficient overlap with u, assuming a bound on ovlap, and for the
lower bounds on estimating u to kick in. For the sake of brevity, we show that d0 is an unspecified
polynomial in κ; characterizing the explicit dependence is possible, but would require great care,
lengthier proofs, and would distract from the major ideas of the work.
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The dimension d1(κ) captures how large d must be in order to obtain the neccessary bound
on ovlap. Though d1(κ) is finite, we are only able to guarantee that the dependence on κ is
polynomial under a plausible conjecture, Conjecture 6.1, which requires that either (a) minimum-
mean squared error of the estimate of the planted solution in a deformed Wigner model, or (b)
the mutual information between the deformed Wigner matrix and the planted solution, converge
to their asymptotic values at a polynomial rate.
If non-conjectural bounds are desired which still guarantee that the dimension need only be
polynomial in the condition number, we instead have the following theorem:
Theorem 2.2 (Main Theorem: Weaker Rate with Guaranteed Polynomial Dimension). Let c1, c2, c3
be as in Theorem 2.1, and let d0(κ) = O (poly(κ)). Then for every κ ≥ 52, there exists a distri-
bution (A,b) such that (A,b) ∈ Sd++ × Rd such that P[cond(A) ≤ κ] ≥ 1 − e−d
c3 and for any
d ≥ d0(κ) and any RQA Alg with query complexity T < c1
√
κ, we have that
PA,b,Alg
[{
‖x̂− x?‖22 ≤
c2√
κ
}
∨
{
fA,b(x̂)− fA,b(x?) ≤ c2
κ3/2
}]
≤ e−dc3 ,
Note that Theorem 2.2 does not imply the minimax lower bound (1); however, it does show
that to get to a modest accuracy in either ‖x̂−x?‖22 or fA,b(x̂)−fA,b(x?), one needs Ω(
√
cond(A))
queries.
Remark 2.4 (The distributions (A,b) and (A˜, b˜)). The distributions over (A˜, b˜) from Theo-
rem 2.1 and (A,b) from Theorem 2.2 differ subtly. The form of the distribution over (A,b) is
given explicitly at the beginning of Section 3.1, and is specialized for Theorem 2.2 by appropriately
tuning parameters λ = 1 +
√
20
κ and τ0 = (λ − 1)2. The distribution over (A˜, b˜) is obtained by
conditioning (A,b) on a constant-probability, (A,b)-measurable event E (see remarks following
Proposition 3.2). If one prefers, one can express Theorem 2.1 as saying that, for the distribution
(A,b) as in Section 3.1 and Theorem 2.2, any algorithm with T ≤ c1
√
κ has a large error with
constant probability. However, by distinguishing between (A˜, b˜) and (A,b), we ensure that any
algorithm incurs error with overwhelming, rather than just constant, probability.
2.1 Related Work
It is hard to do justice to the vast body of work on quadratic minimization and first order methods
for optimization. We shall restrict the present survey to the lower bounds literature.
Lower Bounds for Convex Optimization: The seminal work of Nemirovskii et al. [1983]
established tight lower bounds on the number of gradient queries required to minimize quadratic
objectives, in a model where the algorithm was (a) required to be deterministic (and was analyzed
for a worst-case initialization), and (b) the gradient queries were restricted to lie in the linear
span of the previous queries, known as the Krylov space. Agarwal and Bottou [2014] showed that
deterministic algorithms can be assumed to query in the Krylov space without loss of generality,
but did not extend their analysis to randomized methods. Woodworth and Srebro [2016] proved
truly lower bounds against randomized first-order algorithms for finite-sum optimization of convex
functions, but their constructions require non-quadratic objectives. Subsequent works generalized
these constructions to query models which allow for high-order derivatives [Agarwal and Hazan,
2017, Arjevani et al., 2017]; these lower bounds are only relvant for non-quadratic functions, since
a second order method can, by definition, minimize a quadratic function in one iteration.
All aforementioned lower bounds, as well as those presented in this paper, require the ambient
problem dimension to be sufficiently large as a function of relevant problem parameters; another
6
line of work due to Arjevani and Shamir [2016] attains dimension-free lower bounds, but at the
expense of restricting the query model.
Lower Bounds for Stochastic Optimization: Lower bounds have also been established in
the stochastic convex optimization [Agarwal et al., 2009, Jamieson et al., 2012], where each gradient-
or function-value oracle query is corrupted with i.i.d. noise, and Allen-Zhu and Li [2016] prove
analogues of these bounds for streaming PCA. Other works have considered lower bounds which
hold when the optimization algorithm is subject to memory constraints [Steinhardt et al., 2015,
Steinhardt and Duchi, 2015, Shamir, 2014]. While these stochastic lower bounds are information-
theoretic, and thus unconditional, they are incomparable to the setting considered in this work,
where we are allowed to make exact, noiseless queries.
Query Complexity: Our proof casts eigenvector computation as a sequential estimation
problem. These have been studied at length in the context of sparse recovery and active adaptive
compressed sensing [Arias-Castro et al., 2013, Price and Woodruff, 2013, Castro and Ta´nczos,
2017, Castro et al., 2014]. Due to the noiseless oracle model, our setting is most similar to that
of Price and Woodruff [Price and Woodruff, 2013], whereas other works [Arias-Castro et al., 2013,
Castro and Ta´nczos, 2017, Castro et al., 2014] study measurements contaminated with noise. More
broadly, query complexity has received much recent attention in the context of communication-
complexity [Anshu et al., 2017, Nelson et al., 2017], in which lower bounds on query complexity
imply corresponding bounds against communication via lifting theorems.
Estimation in the Deformed Wigner Model: As mentioned in Section 1.1, we require a
result due to Lelarge and Miolane [2016] regarding the minimum mean squared error of estimation
in a deformed Wigner model; this is achieved by establishing that the replica-symmetric formula
for mutual information in the deformed Wigner model holds in broad generality. The replica-
symmetric formula had been conjectured by the statistical physics community (see Lesieur et al.
[2015]), and Barbier et al. [2016] and Krzakala et al. [2016] had rigorously proven this formula
under the restriction that the entries of the plant u have finite support. In our application, u has
Gaussian entries, which is why we need the slightly more general result of Lelarge and Miolane
[2016]. Later, Alaoui and Krzakala [2018] give a concise proof of the replica-symmetric formula,
again under the assumption that u has finite support.
3 Proof Roadmap
3.1 Reduction from Estimation in the Deformed Wigner Model
Our random instances will be parameterized by the quantities λ ∈ (1, 2], τ0 > 0, and d ∈ N;
typically, one should think of λ − 1 as being on the order of 1/√cond(A), and of τ0 = (λ − 1)2,
which is on the order of 1/cond(A). We say c is a universal constant if it does not depend on
the triple (λ, τ0, d), and write f(λ, τ0, d) . g(λ, τ0, d) as short hand for f(λ, τ0, d) ≤ c · g(λ, τ0, d),
for some unspecified universal constant c. We shall also let δλ(d) denote a term which is at most
c4e
−c1d−c2 (λ−1)c3 for universal constants c1, . . . , c4 > 0. Given an event E , we note that writing
P[E ] ≤ δλ(d) allows us to encode constraints of the form dc2 ≥ c1(λ− 1)c3 ≥ c1 (recall λ ≤ 2), since
otherwise δλ(d) ≥ 1 and the probability statement is vacuously true. In particular, we shall assume
d is sufficiently large that d−.9 ≤ (λ− 1)2.
For each λ ∈ (1, 2] and d ∈ N, consider the deformed Wigner model
M := λuu> + W , (2)
where u ∼ N (0, I/d) is called the plant, and W is a GOE matrix, with Wii ∼ N (0, 2) for i ∈ [d],
Wij ∼ N (0, 1) and Wji := Wij for for 1 ≤ i < j ≤ d. With u and M defined above, we define our
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random instance (A,b) as
A := (2(λ+ λ−1)− 2)I −M and b∣∣W,u ∼ N (√τ0u, I/d) , (3)
and let x? := A
−1b ∈ Rd denote the vector which exists almost surely, and when A ∈ Sd++, is the
unique minimizer of the quadratic objective fA,b(x) :=
1
2x
>Ax− 〈b, x〉. In this section, we give a
high level sketch of the major technical building blocks which underly our main results in Section 2.
The first step is to provide a reduction from estimation to optimization. Specifically, we must
show that if the the approximate minimizer x̂ returned by any RQA is close to the true optimal
x?, then x̂ has a large inner product with u. We must also ensure that we retain control over the
conditioning of A . To this end, the parameter λ ∈ (1, 2] gives us a knob to control the condition
number of A, and τ0 ≤ (λ−1)−2 gives us control over to what extent we “warm-start” the algorithm
near the true planted solution u. Specially, Proposition 4.1 implies that cond(A) will concentrate
below
cond(λ) :=
2(λ2 + 1)
(λ− 1)2 = Θ
(
(λ− 1)−2) as λ→ 1,
and standard arguments imply that 〈u,b〉2 concentrates around τ0. In Proposition 4.2, we show
that if τ0 is is in some desired range, then then x? satisfies
〈unit (x?) ,u〉2 & τ0
λ− 1 with high probability. (4)
In other words, the solution x? is about 1/(λ − 1)-times more correlated with the plant u than is
b. This allows us to show that if x̂ approximates x? up to sufficiently high accuracy, then we show
in Section 4 that one can achieve a solution which is & τ0/(λ− 1) correlated with u:
Proposition 3.1 (Reduction from Optimization to Estimation; First Attempt). For all λ ∈ (1, 2]
and τ0 ∈ [d−.9, (λ− 1)2], then A,b as defined above satisfy
PA,b,u,Alg
[〈unit (x̂) ,u〉2 & (λ− 1)] ≥ PA,b,Alg [‖x̂− x?‖22‖x?‖22 . τ0(λ− 1)
]
− δλ(d) ,
and P[cond(A) ≤ 2cond(λ)] ≤ δλ(d).
Proposition 3.1 allows the τ0, the parameter controlling the correlation between b and u, to
be vanishingly small in the dimension. In fact, the condition τ0 ≥ d.9 can be replaced by τ0 ≥
d1− for any  > 0, provided that the constants c1, . . . , c4 are ammended accordingly. Thus, our
Ω(
√
cond(A) lower bounds hold even when the linear term b and the plant u have little correlation,
provide the solution accuracy is sufficiently high. Unfortunately, Proposition 3.1 also requires that
‖x̂− x?‖ be small. In fact, we can only take τ0 to be at most (λ− 1)2, yielding the bound
PA,b,u,Alg
[
〈unit (x̂) ,u〉2 & τ0
λ− 1
]
≥ PA,b,Alg
[‖x̂− x?‖22
‖x?‖22
. (λ− 1)
]
− δλ(d) , (5)
which only applies if Alg can ensure
‖x̂−x?‖22
‖x?‖22
. (λ − 1) ≈ (cond(A))−1/2. The minimax lower
bounds, on the other hand, must apply as soon as
‖x̂−x?‖22
‖x?‖22
is some (possibly small) constant.
To sharpen Proposition 3.1, we make the following observation: whereas (4) controls the overlap
between x? and u, we are more precisely interested in the overlap between x̂ and u. If the error
x̂−x? could align arbitrarily well with u, then we would only be able to tolerate small errors x̂−x?
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to ensure large correlations 〈unit (x̂) ,u〉2. However, we observe that both x? and x̂ are conditionally
independent of u, given A,b. Since conditioning on (A,b) is equivalent to conditioning on (M,b),
we can bound the alignment between x̂−x? and u by viewing unit (x̂− x?) as an estimator û ∈ Sd−1,
and bounding the quantity
ovlapd,λ(τ0) := EA,b max
û∈Sd−1
Eu[〈û,u〉2
∣∣M,b] .
Here, ovlapd,λ(τ0) corresponds the largest possible expected alignment between u and any vector
possible estimator û depending on a total observation of M,b. In particular, if ovlapd,λ(τ0) is
small, then the overlap between unit (x̂− x?) and u is small in expectation. This idea leads to the
following refinement of (5):
Proposition 3.2 (Reduction from Optimization to Estimation; Sharpened Version). Let λ ∈ (1, 2]
and set τ0 = (λ − 1)2. Then, there exists a distribution D of instances (A˜, b˜) with P[A˜  0 ∩
cond(A˜) ≤ 2cond(λ)] = 1 such that, for x˜? = A˜−1b˜
PA,b,u,Alg
[〈unit (x̂) ,u〉2 & (λ− 1)] ≥ 1
4
P
A˜,b˜∼DPAlg
[
‖x̂− x˜?‖22
‖x˜?‖22
. (λ− 1)
ovlapd,λ(τ0)
]
− δλ(d).
The distribution D is obtained by conditioning the distribution over (A,b) on a constant-probability
event, described in Section 4.
The proofs of Proposition 3.2 and its coarser analouge 3.1 are given in Section 4. The main idea
is to relate quantities of interest to fundamental quantities in the study of deformed Wigner matrix,
namely the Stieltjes transform and its derivatives. Leveraging the non-asymptotic convergence of
the Stieltjes transform, we can establish non-asymptotic convegence of its derivatives via Lemma B.4
in the appendix, a quantitative analogue of a classical bound regarding the convergence of the
derivatives of limits of convex functions.
Compared to (5), Proposition 3.2 increases the error tolerance by a factor of 1
ovlapd,λ(τ0)
, up to
multiplicative constants. In particular, if we can show ovlapd,λ(τ0) . λ − 1, then the RQA need
only output a solution x̂ satisfying
‖x̂−x˜?‖22
‖x˜?‖22
. 1. For d sufficiently large, we can prove precisely this
bound.
Proposition 3.3. Suppose that τ0 = (λ− 1)2. Then, there exists a d1 = d1(λ) such for all d ≥ d1,
ovlapd,λ(τ0) ≤ 5(λ− 1). Moreover, under Conjecture 6.1, d1 ≤ O
(
poly( 1λ−1)
)
.
The above result leverages a recent result regarding the asymptotic error of plant estimation in
a deformed Wigner model [Lelarge and Miolane, 2016]. The proof involves engaging with rather
specialized material, and is deferred to Section 6. Specifically, the first statement is a consequence
of Corollary 6.2, and the second statement follows from Corollary 6.4.
Combining the bound on ovlapd,λ(τ0) from Propostion 3.3, and the reduction from estimation
in Proposition 3.2, we obtain
∀d ≥ d1(λ), PA,b,u,Alg
[〈unit (x̂) ,u〉2 & (λ− 1)] ≥ 1
4
P
A˜,b˜∼DPAlg
[‖x̂− x˜?‖22
‖x˜?‖22
. 1
]
− δλ(d). (6)
The last ingredient we need in our proof is to upper bound PA,b,u,Alg
[〈unit (x̂) ,u〉2 & (λ− 1)]
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Theorem 3.4. Let λ ∈ (1, 32 ] and τ0 = (λ − 1)2, and let u, M and b be as in Section 3.1. Then
for any RQA Alg interacting with the instances (A,b), and any T ≤ 15(λ−1) ,
Pu,A,b,Alg
[〈unit (x̂) ,u〉2 > 2e · τ0T] ≤ δλ(d)
where the probability is taken over the randomness of the algorithm, and over u,b,W.
We prove Theorem 3.4 by modifying the arguments from Simchowitz et al. [2018]; the proof is
outlined in Section 5. The key intuition is to slightly modify Alg’s queries so the innner product
〈unit (x̂) ,u〉2 by the norm of the projection of u onto T + 1-queries, and show that this projection
grows at a rate thats bounded by a geometric series on the order of
∑T
j=1 λ
O(t), which is . T for
T . 1/(λ− 1). With the above results in place, we are now ready to prove our main theorems:
Proof of Theorems 2.1 and 2.2. To prove Theorem 2.1, let c1 denote the hidden universal constant
on the left hand side of equation (6), and c2 the universal constant on the right hand side. Then,
for λ ∈ (1, 3/2), T < c12e · 1λ−1 , and d ≥ d1(λ), the distribution D from the sharpened reduction in
Propostion 3.2 satisfies
δλ(d)
Theorem 3.4≥ Pu,A,b,Alg
[〈unit (x̂) ,u〉2 ≥ c1(λ− 1)]
Eq. (6)
≥ 1
4
P
A˜,b˜∼DPAlg
[‖x̂− x˜?‖22
‖x˜?‖22
≤ c2
]
− δλ(d),
Rearranging, combining δλ(d) terms, and absorbing constants, we have that
P
A˜,b˜∼DPAlg
[‖x̂− x˜?‖22
‖x˜?‖22
≤ c2
]
≤ δλ(d) = c3e−c4d−c5 (λ−1)c6 for T < c1
2e
· 1
λ− 1 , d ≥ d1(λ).
Now recall that with probability one over D, cond(A˜) ≤ cond(λ) = 2(λ2 + 1)/(λ−1)2. We see that
λ 7→ 2cond(λ) is a decreasing bijection from (1, 32 ] to [cond(3/2),∞), we may reparameterize both
d1(·) and the above result in terms of κ := 2cond(λ). Recognizing that (λ− 1)−2 . κ . (λ− 1)−2,
we see that for possibly modified constants c1, . . . , c6, it holds that for all κ ≥ cond(3/2) = 52, we
have
P
A˜,b˜∼DPAlg
[‖x̂− x˜?‖22
‖x˜?‖22
≤ c2
]
≤ c3e−c4d−c5κ−c6 for T < c1
√
κ, d ≥ d1(κ),
where with probability 1, cond(A˜) ≤ κ. We remark if if d1(·) is polynomial in 1/(λ − 1), as in
Conjecture 6.1, then d1 = poly(κ) when parameterized in terms of κ. We also for some d0(κ) =
poly(κ), we can bound c3e
−c4d−c5κ−c6 ≤ e−d−c
′
3 for a new universal constant c′3. Lastly, we find
f
A˜,b˜
(x̂)− f
A˜,b˜
(x˜?) ≥ λmin(A˜)‖x̂−x?‖2 = λmax(A˜)
cond(A˜)
‖x̂−x?‖2 ≥ λmax(A˜)κ ‖x̂−x?‖2, and thus the event
{‖x̂−x˜?‖22‖x˜?‖22 ≤ c2} entails {‖x̂ − x˜?‖
2
2 ≤ c2 λ1(A)‖x˜?‖
2
2
κ }. This concludes the proof of Theorem 2.1. The
proof of Theorem 2.2 follows similarly by arguing from Equation (5) instead of from (6); in this
case, we no longer need the requirement d ≥ d1(λ), and we work with the original distribution over
(A,b) instead of the conditional distribution D.
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4 Reduction from Estimation to Minimization: Proof of Proposi-
tions 3.2 and 3.1
In this section, we shall focus on establishing Proposition 3.2; the proof of Proposition 3.1 uses
strictly a simplified version of the same argument, and we defer its proof to the end of the section.
In proving Proposition 3.2, our goal will be to define an event E∗ such that the desired distribution
of (A˜, b˜) is just the conditional distribution (A,b)|E∗. We shall construct E∗ as the intersection of
two events EA and Eovlp, which ensure respectively that
• A is well conditioned; specifically, cond(A) & cond(λ).
• Any approximate minimizer x̂ of fA,b(·) is well aligned with u with constant probability.
Let’s begin with EA, which ensures the conditioning of A. In what follows, we let ν > 1 denote
a parameter representing a multiplicative error in our deviation bounds; we shall choose ν =
√
2
without affecting the scaling of the results, but taking ν → 1 will recover known asymptotic scalings
in many (but not all) of our bounds.
Proposition 4.1. Let λ ∈ (1, 2]. Then, for any fixed ν > 1, the event
EA(ν) :=
{
ν−1 · (λ− 1)
2
λ
≤ λd(A) ≤ λ1(A) ≤ ν · 2(λ+ λ−1)
}
(7)
occurs with probability at least 1− δλ(d).
Proposition 4.1 is derived from a finite sample analogue of known asymptotic properties of the
spectrum of deformed Wigner matrices; it’s proof is explained further in Section 4. Note that on
EA(ν), we have cond(A) ≤ ν2cond(λ). We shall consider the event EA = EA(
√
2), so ν2 = 2.
We now turn to the second bullet. By conditioning on the random seeds ξ, we may assume with-
out loss of generality that Alg is deterministic. The main idea here is to express the overlap between
x̂ and u in terms of the overlap between x? and u, and the overlap between the error x?− x̂ and u.
Recall the notation unit (x) := x/‖x‖ if x 6= 0, and 0 otherwise. Let ∆̂ := unit (unit (x̂)− unit (x?))
denote the unit vector pointing in the direction of unit (x̂) − unit (x?). We can lower bound the
overlap between x̂ and u via
|〈unit (x̂) ,u〉| ≥ |〈unit (x?) ,u〉| − ‖unit (x̂)− unit (x?)‖2 |〈∆̂,u〉|
(i)
≥ |〈unit (x?) ,u〉| − 2‖x? − x̂‖2‖x?‖2 |〈∆̂,u〉| , (8)
where we verify (i) in Section 4.4. We remark that both inequalities holds even if ∆̂ = 0. As a
consequence, we have that for an L > 0 to be chosen at the end of the proof,
P
[
|〈unit (x̂) ,u〉| ≥ L
2
]
(8)
≥ P
[
2 · ‖x? − x̂‖2‖x?‖2 ·
∣∣∣〈∆̂,u〉∣∣∣ ≤ L
2
and |〈unit (x?) ,u〉| ≥ L
]
≥ P
[
2 · ‖x? − x̂‖2‖x?‖2 ·
∣∣∣〈∆̂,u〉∣∣∣ ≤ L
2
]
− P [|〈unit (x?) ,u〉| < L] .
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Next, note that ∆̂ is an M,b measurable unit vector (or the zero vector), we know that EM,bEu[〈∆̂,u〉2]] ≤
ovlapd,λ, where we suppress dependence on τ0 to streamline notation. Hence, it make sense to in-
troduce the low-overlap event {〈∆̂,u〉2 ≤ t · ovlapd,λ}, where t > 1 is a parameter that introduces
some slack. With some small rearrangements, we may therefore lower bound
P
[
|〈unit (x̂) ,u〉| ≥ L
2
]
≥
P
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
and 〈∆̂,u〉2 ≤ t · ovlapd,λ
]
− P [〈unit (x?) ,u〉2 < L2] . (9)
At this stage, we have to show to lower bound the probability that ‖x?−x̂‖2‖x?‖2 is small, when re-
stricted to the event that the overlap between ∆̂ and u is also small, and we have to upper bound
P
[〈unit (x?) ,u〉2 < L2]. Let’s start with the first term. The challenge here is that x̂ and ∆̂ are very
correlated, but we can decouple them with the following strategy. We introduce an event which
depends only on M and b, but not on the algorithm, under which the best possible overlap is at
most t · ovlapd,λ with constant probability. Specifically,
Eovlp(t) :=
{
sup
û=û(M,b)
Pu
[〈û,u〉2 > t · ovlapd,λ∣∣M,b] ≤ t−1/2
}
.
We shall choose t = 4 at the end of the proof, but for now it will be simpler to leave t as a numerical
parameter. We can use Eovlp to decouple our two events by conditioning on (M,b) and making
the following observation: Eovlp(t) is (M,b)-measurable, and recalling our assumption that Alg is
deterministic, and noting that A and M are in one-to-one correspondence, we see that the events
{‖x?−x̂‖2‖x?‖2 ≤ L4√t} is (M,b)-measurable as well. Hence,
P
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
and 〈∆̂,u〉2 ≤ t · ovlapd,λ
]
≥ P
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ 〈∆̂,u〉2 ≤ t · ovlapd,λ ∩ Eovlp(t)
]
≥ EM,b[Pu
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ 〈∆̂,u〉2 ≤ t · ovlapd,λ ∩ Eovlp(t)|M,b
]
]
≥ EM,b
[
I
(
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ Eovlp(t)]
)
· Pu
[
〈∆̂,u〉2 ≤ t · ovlapd,λ|M,b
]]
The key observation here is that by definition of Eovlp(t), we see that whenever the above indicator
function in nonzero, we must have Pu
[
〈∆̂,u〉2 ≤ t · ovlapd,λ|M,b
]
≥ 1− t−1/2. Hence, the above
display as at least
EM,b
[
I(
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ Eovlp(t)])(1− 1√
t
)
]
= (1− 1√
t
)PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ Eovlp(t)
]
.
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We now define the event E∗ (the one for which (A˜, b˜) d= A,b|E∗) to be EA ∩Eovlp(t); we shall check
that E∗ occurs with nonzero probability at the end of the proof. Since E∗ ⊆ Eovlp, we may lower
bound P
[|〈unit (x̂) ,u〉| ≥ L2 ] by
PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ Eovlp(t)
]
≥ PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
∩ E∗
]
≥ PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
|E∗
]
P[E∗]
≥ PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
|E∗
]
(P[Eovlp(t)]− P[EA])
≥ PM,b
[
‖x? − x̂‖2
‖x?‖2 ≤
L
4
√
t · ovlapd,λ
|E∗
]
· P[Eovlp(t)]− P[EA]
= P
A˜,b˜
[
‖x˜? − x̂‖2
‖x˜?‖2 ≤
L
4
√
t · ovlapd,λ
]
· P[Eovlp(t)]− P[EA],
where in the last line we note that M and A are in one-to-one correspondence, so the law induced
by (M,b) is the same as the one induced by (A,b), which conditioned on E∗, is precisely that of
(A˜, b˜). Collecting what we have thus far, P
[|〈unit (x̂) ,u〉| ≥ L2 ] is at most
(1− 1√
t
)P
A˜,b˜
[
‖x˜? − x̂‖2
‖x˜?‖2 ≤
L
4
√
t · ovlapd,λ
]
· P[Eovlp(t)]− P[EA]− P
[〈unit (x?) ,u〉2 < L2] .
To wrap up, it suffices to lower bound P[Eovlp(t)], upper bound P[EA], and choose L so as to upper
bound P
[〈unit (x?) ,u〉2 < L2]. We can lower bound P[Eovlp(t)] ≥ 1− t−1/2 can be lower bound by
two applications of Markov’s inequality,
PM,b
{
max
û=û(M,b)
Pu[〈û,u〉2 ≥ tovlapd,λ(τ)
∣∣M,b] ≥ t−1/2}
≤ PM,b
{
1
tovlapd,λ(τ)
max
û=û(M,b)
Eu[〈û,u〉2
∣∣M,b] ≥ t−1/2}
≤ 1
tovlapd,λ(τ) · t−1/2
EM,b max
û=û(M,b)
Eu[〈û,u〉2
∣∣M,b] = 1
t1/2
.
Next, P[EA] ≤ δλ(d), as given by Proposition 4.1 (recall δλ(d) is an exponentially small error term).
Lastly,the following proposition shows how to choose the term L
Proposition 4.2. For any λ ∈ (1, 2], any d−.9 ≤ τ0 ≤ (λ− 1)2,and any fixed ν > 1, the event
Ex?(ν) :=
{〈
x?
‖x?‖2 ,u
〉2
≥ 1
ν2
· τ0
3(λ− 1)
}
(10)
occurs with probability at least 1− δλ(d).
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Proposition 4.2 is quite technical, and we give a sketch of its proof in Section 4.2. However, we
have now collected all the proof ingredients we shall need. Specifically, choosing L2 = 12 · τ03(λ−1)
(i.e. ν =
√
2), we have that
P
[
|〈unit (x̂) ,u〉| ≥
√
τ0
12(λ− 1)
]
≥ (1− 1√
t
)2P
A˜,b˜
[
‖x˜? − x̂‖2
‖x˜?‖2 ≤
1
4
√
τ0
6(λ− 1) · t · ovlapd,λ
]
− 2δλ(d).
Noteing that 2δλ(d) ≡ δλ(d), absorbing universal constants, and letting t = 4, we find
P
[
〈unit (x̂) ,u〉2 ≥ c1 · τ0
(λ− 1)
]
≥ 1
4
P
A˜,b˜
[
‖x˜? − x̂‖22
‖x˜?‖22
≤ c2 · τ0
(λ− 1) · ovlapd,λ
]
− δλ(d).
Lastly, substituing in τ0 = (λ−1)2 and ovlapd,λ = K(λ−1) concludes the proof of the proposition.
We finally check that P[E∗] is bounded away from zero. Indeed, P[E∗] ≥ P[Eovlp(t)] − P[EA] ≥
(1− t−1/2)− δλ(d) ≥ 12 − δλ(d), which is bounded away from zero provived that δλ(d) is sufficiently
small.
4.1 Proof Sketch of Proposition 4.1
To understand the proof of Proposition 4.1, we remark that the spectrum of M is well studied
in random matrix theory Pe´che´ [2006], Fe´ral and Pe´che´ [2007], Anderson et al. [2010], Benaych-
Georges and Nadakuditi [2011]. In particular, as d→∞, we have
λ1(M)
prob.→ λ+ λ−1 and λd(M) prob.→ −2 .
Setting A = (2(λ+ λ−1)− 2)I −M we have that
λ1(A)
prob.→ 2(λ+ λ−1) and λd(A) prob.→ λ+ λ−1 − 2 = λ−1(λ− 1)2 .
To prove Propoposition 4.1, we invoke non-asymptotic analogoues of the above asymptotic conver-
gence results, derived in Simchowitz et al. [2018]. The details are carried out in Appendix B.1.
4.2 Proof Sketch Proposition 4.2: Bounding the overlap of x? and u
The proof of proposition 4.2 is quite technical, but we outline the main ideas here. Throughout,
it will be convenient for us to render b =
√
τ0u + z, where z ∼ N (0, I/d) is independent of
W,u. We shall introduce a more granular version of δλ(d), δν,λ(d), which is a term bounded by at
most c1 exp(−c2d−c3(λ−1)c4(ν−1)c5) for universal constants c1, . . . , c5. We will also introduce the
notation od(1) to denote a term which satisfies P[od(1) ≤ ν−1] ≤ δν,λ(d), and let γ := 2(λ+λ−1)−2
denote the factor such that A = γI −M. In the appendix, we show that〈
x?
‖x?‖2 ,u
〉2
=
τ0(u
>A−1u)2 − od(1)
τ0u>A−2u> + z>A−2z + od(1)
.
We then unpack A−1 and A−2 using the Sherman-Morrison-identity, and relate the above expression
to terms depending on z>(γI −W)−1z>, z>(γI −W)−2z>, and analogous terms with z replaced
by u. Since W is independent of z and u, Hanson-Wright implies
z>(γI −W)−1z = tr(γI −W)−1 + od(1) and
z>(γI −W)−2z = tr(γI −W)−2 + od(1) ,
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and similarly for terms involving u. Asymptotic expresions for tr(γI−W)−1 and tr(γI−W)−2 are
well-studied in the literature [Anderson et al., 2010, Pe´che´, 2006, Fe´ral and Pe´che´, 2007, Benaych-
Georges and Nadakuditi, 2011]. In Appendix B.2, we prove quantitative convergence result:
Proposition 4.3. The following bounds hold:
tr(γI −W)−1 = s(γ) + od(1), where s(γ) := γ −
√
γ2 − 4
2
,
tr(γI −W)−2 = q(γ) + od(1), where q(γ) := −d
dγ
s(γ).
The function s(γ) is known as the Stieljes transform of the Wigner Semicircle law [Anderson
et al., 2010], and is a central object in the study of random matrices. The estimate tr(γI−W)−1 =
s(γ) + od(1) is a direct consequence of a non-asymptotic convergence result from Simchowitz et al.
[2018]; the estimate for tr(γI−W)−2 follows from a quantitative version (Lemma B.4) of a classical
lemma regarding the convergence of derivatives of concave functions. Putting things together, we
show in Appendix A that〈
x?
‖x?‖2 ,u
〉2
= τ0 · 1 + od(1)
s(γ)−2 · q(γ)(τ0 + (1− λs(γ))2) + od(1) , (11)
Lastly, establish the deterministic bounds s(γ)−2q(γ) ≤ 3/2(λ − 1) and 1 − λs(γ) ≤ λ − 1
(Lemma A.5) which implies Proposition 4.2, after some elementary computations completed in
Appendix A.
4.3 Proof of Proposition 3.1
The argument is very similar to the proof of Proposition 3.2, except we need far less care in handing
the overlap term. Recalling our steps from the proof of Proposition 3.2, we may bound
P
[
|〈unit (x̂) ,u〉| ≥ L
2
]
≥ P
[
2 · ‖x? − x̂‖2‖x?‖2 ·
∣∣∣〈∆̂,u〉∣∣∣ ≤ L
2
]
− P [|〈unit (x?) ,u〉| < L] .
However, for a constant ν > 1, we now crudely bound
P
[
2 · ‖x? − x̂‖2‖x?‖2 ·
∣∣∣〈∆̂,u〉∣∣∣ ≥ L
2
]
≥ P
[
2 · ‖x? − x̂‖2‖x?‖2 · ‖u‖2 ≤
L
2
]
≥ P
[‖x? − x̂‖2
‖x?‖2 ≤
L
4ν
]
− P[‖u‖2 ≥ ν].
Now for any fixed constant ν > P[‖u‖22 ≥ ν] ≤ δλ(d) by standard χ2-concentration (see, e.g. Laurent
and Massart [2000, Lemma 1]). Hence, selecting L2 = 1ν · τ03(λ−1) , invoking Propostion 4.2, choosing
an arbitrary constant ν bounded away from 1, and absorbing constants, we conclude that
P
[
〈unit (x̂) ,u〉2 τ0
λ− 1 &
]
≥ P
[‖x? − x̂‖22
‖x?‖22
. τ0
λ− 1
]
− 2δλ(d).
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4.4 Proof of (8)
Note that with probability 1, x? 6= 0. Moreover, if x̂ = 0, then (8) follows immediately from the
triangle inequality. Otherwise,∥∥∥∥ x?‖x?‖2 − x̂‖x̂‖2
∥∥∥∥
2
≤ ‖x? − x̂‖2‖x?‖2 +
∣∣∣∣ ‖x̂‖2‖x?‖2 − ‖x̂‖2‖x̂‖2
∣∣∣∣
=
‖x? − x̂‖2
‖x?‖2 +
∣∣∣∣‖x̂‖‖x̂‖ − ‖x?‖‖x̂‖‖x?‖2‖x̂‖
∣∣∣∣ ≤ 2‖x? − x̂‖2‖x?‖2 .
5 Lower Bound for Plant Estimation
In this section, we prove Theorem 3.4, which provides a lower bound for the alignment between
unit (x̂) and u, given given a sequence of T queries, as well as the initial information b. The idea
here is to consider û := unit (x̂) as an adaptive estimator of u, and leverage the machinery developed
in Simchowitz et al. [2018] to lower bound this adaptive estimation problem. We shall need to make
modify the bounds in the previous work for our setting as follows: (1) we consider the case where
u ∼ N (0, 1dI), whereas the past work considers u drawn uniformly from Sd−1, (2) we consider
initial side information b, whereas Simchowitz et al. [2018] does not, and (3) we consider a regime
where we take relatively few iterations, in a sense described below.
To adress (1), we shall need to restrict to the event restrict to the event Ebound() := {‖u‖22 ≤
1 + }, where we will ultimately choose  = λ − 1 at the end of the proof. This ensures that the
plant is not too large, and therefore does not provide the learner too much information in any given
query. For any bound τ > 0, we have
P[〈u, û〉2 ≥ τ ] ≤ P [{〈u, û〉2 ≥ τ} ∩ Ebound()]+ P[Ebound()c]
≤ P [{〈u, û〉2 ≥ τ} ∩ Ebound()]+ δλ(d), (12)
where we note that, for  = λ−1, P[Ebound()c] = P[‖u‖22 ≥ λ] ≤ δλ(d) by standard χ2 concentration
(see, e.g. Laurent and Massart [2000, Lemma 1]).
Restricting to the event Ebound() for  = λ−1, our proof boils down to establishing the following
bound, which will require the majority of our technical effort:
P
〈u, û〉2 > 2τ0
T∑
j=1
λ5j
 ∩ Ebound()
 ≤ (T + 1)e−dλ2τ0(λ−1). (13)
The above inequality states that, with high probability angle between u and û, 〈u, û〉2, grows as
fast as a geometric sequence of length T, with base λO(1). For the large T  1λ−1 considered
in Simchowitz et al. [2018], this quantity behaves roughly as λO(T ).
To prove Theorem 3.4, we shall instead only consider T ≤ 15(λ−1) iterations. For such T,
2τ0
∑T
j=1 λ
5j ≤ 2τ0T(λ5T) ≤ 2τ0T(1 + (λ− 1))(λ−1) ≤ 2eτ0T, an thus (13) implies
P
[{〈u, û〉2 > 2τ0eT} ∩ Ebound()] ≤ (1 + 1
5(λ− 1))e
−dλ2τ0(λ−1) ≤ δλ(d),
where the last inequality follows from elementary algebra and dτ0 ≥ d.1, by assumption. Combining
with (12), we have P
[{〈u, û〉2 > 2τ0eT}] ≤ δλ(d) + δλ(d) = δλ(d), thereby proving Theorem 3.4.
Proving: (13): We will begin by retracing the steps from Simchowitz et al. [2018], clarifying
where modifications are necessary. We begin with a couple simplifications:
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• As in Simchowitz et al. [2018], we may assume that the queries v(1), . . . , v(T+1) form an
orthonormal basis. This is without loss of generality because we may always simulate a
query v(i) which is not orthonormal to prior queries v(1), . . . , v(i−1) by querying the projection
of v(i) onto the orthogonal complement of v(1), . . . , v(i−1), and normalizing. Note that if
v(i) ∈ span(v(1), . . . , v(i−1)), then this query can be ignored.
• Let Vk ∈ Rd×k denote the matrix whose columns are v(1), . . . , v(k). By the above bullet,
V>k Vk = Ik. Defining the potential function
Φ(Vk; u) := u
>VkV>k u = ‖Projv(1),...,v(k)u‖22 , (14)
we may assume without loss of generality that we make T + 1 queries, and that Φ(VT+1,u) ≥
〈û,u〉2. The reason is that, given a putative estimate û at time T, we can always chose our
T + 1-st query to ensure that û ∈ span(v(1), . . . , v(T+1)).
• Because we are querying from a known distribution, we may assume that Alg is deterministic.
With these simplifications in hand, our strategy is to the argue about the rate at which the potential
function Φ(Vk,u) can grow in k, with some high probability. We do this by considering a sequence
of thresholds {τk}, and considering the probabiltity that there exists a k for which Φ(Vk,u) exceeds
one τk. Letting τ0 = 0, we see that
P
[{〈u, û〉2 ≥ τT+1} ∩ Ebound()] (i)≤ P [{Φ(VT+1; u) > τT+1} ∩ Ebound()]
= P [{∃k ∈ [T + 1] : Φ(Vk; u) > τk} ∩ Ebound()]
≤
T∑
k=0
P [{Φ(Vk; u) ≤ τk} ∩ Ebound() ∩ {Φ(Vk+1; u) > τk+1}] ,
(15)
where (i) holds by the simplification we made above that 〈u, û〉2 ≤ Φ(VT+1; u). The bound on
P[{Φ(Vk+1; u) > τk+1} ∩ Ebound() ∩ {Φ(Vk; u) ≤ τk}] requires carefully modifying techniques from
the proof of Proposition 3.1 in Simchowitz et al. [2018] to account for the initial information b,
and the Gaussian, rather than spherical, distribution of u. In the appendix, we prove the following
proposition:
Proposition 5.1. Under the randomness of u, W, one has the bound
P[{Φ(Vk; u) ≤ τk} ∩ Ebound() ∩ {Φ(Vk+1; u) > τk+1]
≤ exp
{
λ− 1
2λ
(
d(1 + )λ3(τk + τ0)−
(√
dτk+1 −
√
2k + 2
)2)}
(16)
We are now ready to complete the proof of Theorem 3.4. Fix δ := e−λ2τ0(λ−1)/2, and set
 = λ− 1. We now consider the sequence
τk+1 :=
2λ2
d(λ− 1) log(1/δ) + λ
4(1 + )(τk + τ0) =
2λ2
d(λ− 1) log(1/δ) + λ
5(τk + τ0) .
In Appendix C.1, we verify that, for any choice of  ≥ 0,(√
dτk+1 −
√
2k + 2
)2 ≥ dτk+1/λ, (17)
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which, by Proposition 5.1, implies that
P[{Φ(Vk; u) ≤ τk} ∩ Ebound() ∩ {Φ(Vk+1; u) > τk+1] ≤ e
λ−1
2λ ((1+)dλ
3(τk+τ0)−dτk+1/λ) = δ.
Thus, by (15), which bounds on P[〈u, û〉2 ≥ τT+1] in terms of the probabilities, P[{Φ(Vk; u) ≤
τk} ∩ {Φ(Vk+1; u) > τk+1], we conclude
P[〈u, û〉2 ≥ τT+1] ≤ (T + 1)δ.
To conclude, we upper bound the recursion for τT+1:
τT+1 =
T∑
j=1
λ5(T−j)
(
λ5τ0 +
2λ2
d(λ− 1) log(1/δ)
)
≤
(
λ5τ0 +
2λ2 log(1/δ)
d(λ− 1)
) T∑
j=1
λ5(k−j) =
(
τ0 +
2 log(1/δ)
dλ2(λ− 1)
) T∑
j=1
λ5j .
Plugging in δ := e−dλ2τ0(λ−1), we have that
P
〈u, û〉2 > 2τ0 T∑
j=1
λ5j
 ≤ (T + 1)e−dλ2τ0(λ−1), as needed.
6 Upper Bound on ovlapd,λ
The goal of this section is to provide on an asymptotic upper bound on the expected overlap betwen
the planted signal u, and any estimator û ∈ Sd−1 which has access to M and b ∼ N (√τ0u, 1dI).
More precisely, we recall the definition
ovlapd,λ(τ0) := EM,b max
û∈Sd−1
Eu[〈û,u〉2
∣∣M,b].
In light of Proposition 3.3, we would like to show that for d sufficiently large, ovlapd,λ(τ0) ≤ K(λ−1)
for a universal constant K. This is accomplished by the following result, the main theorem of this
section:
Theorem 6.1 (Asymptotic Bound on ovlapd,λ(τ0)). For u,b,M and ovlapd,λ(τ0) defined in Sec-
tion 3.1, we have for λ ∈ (1, 2] that
lim sup
d→∞
ovlapd,λ(τ0) ≤ 1−
1
λ2
+ τ0 +
√
τ0
λ
In particular, if τ0 = (λ− 1)2, then the above reduces to
lim sup
d→∞
ovlapd,λ(τ0) ≤ (λ− 1)
{
λ+ 1
λ2
+ (λ− 1) + 1
λ
}
≤ 9
2
(λ− 1)
This implies the following corollary, which proves the first part of Proposition 3.3:
Corollary 6.2. There exists a d0 = d0(λ, τ0) such that for all d ≥ d0, ovlapd,λ(τ0) ≤ 5(λ− 1).
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Hence, for d sufficiently large, we can take K in Proposition 3.2 to be a universal constant. For
intuition about Theorem 6.1, consider the setting where we do not have access to side information
b, that is, τ0 = 0. Perhaps the most natural estimator of u ∼ N (0, I/d) is the top eigenvector of
v1(M), and it is known (see, e.g. Pe´che´ [2006]) that, for any λ > 1,
lim
d→∞
〈v1(M),u〉2 = 1− λ−2 ∝ 1− λ,
where the proportionality holds when λ is bounded above by a universal constant, as in this work.
Nevertheless, one may still wonder if there exists a more sophisticated (maybe computationally
infeasible!) estimator û has a larger expected overlap with u than does v1(M).
Beautiful recent results due to Barbier et al. [2016] and Lelarge and Miolane [2016] show in fact
that this is not the case. These works show an explicit and very general formula for the mutual
information between M and u. Barbier et al. [2016] applies when the entries of u have a finite
(discrete) support, and Lelarge and Miolane [2016] when u is drawn according to any distribution
with i.i.d. coordinates whose second moments are bounded. Due to a correspondence between
mutual information and MMSE in a Gaussian channel [Guo et al., 2005], these works use this
formula to derive the following asymptotic expression for the minimum mean square error (MMSE)
for estimating uu> given M := W + λuu>, defined as:
MMSEd,λ(uu
>|M) := Eu
[
‖uu> − E[uu>|M]‖2F
∣∣M] (18)
By relating the optimal overlap to the MMSEd,λ, Lelarge and Miolane [2016] conclude that, in the
special case that P0 = N (0, 1), v1(M) indeed attains the optimal asymptotic overlap of 1− λ−2.
Unlike the setting of Lelarge and Miolane [2016], we need to account for the additional side
information given in b. This is achieved by noticing that, conditioning on b amounts to changing
the conditional distribution of u; by conjugacy, u|b is still Gaussian, and its covariance is isotropic
(Lemma D.1). Lastly, by a symmetry argument, we show without loss of generality E[u|b] is aligned
with the all-ones vector. Thus, the coordinates of u given b can be assumed to be i.i.d, returning
us to the setting of Lelarge and Miolane [2016]. The proof of Theorem 6.1 is formally given in
Section 6.2 below.
6.1 Conjectures for Non-Asymptotic Bound on ovlapd,λ
We now introduce a conjecture under which we can bound d by being polynomially large in relevant
problem parameters.
Conjecture 6.1 (Non-Asymptotic Convergence). There exists universal constants c0, . . . , c3 such
that, for all λ ∈ (1, 2], all µ ∈ (0, 1), d ≥ d0, and u ∼ N (µ/
√
d, 1/d), either (a)
MMSEd,λ(uu
>|M) ≥ lim
d→∞
MMSEd,λ(uu
>|M)− c0d−c1 · (λ− 1)−c2 · (1 + µ−c3) ,
where MMSEd,λ(uu
>|M) is as defined in (18), or (b), the mutual information i(W + λuu>,uu>)
between W + λuu> and uu> satisfies
|i(W + λuu>; uu>)− lim
d→∞
i(W + λuu>; uu>)| ≤ c0d−c1 · (λ− 1)−c2 · µ−c3 .
The above conjecture simply says that the relevant information-theoretic quantities converge to
their asymptotic values at polynomial rates in relevant problem conjectures. The author believes
that the dependence on µ ∈ (0, 1) is not needed, but we accomodate this dependence in the
conjecture because it does not affect what follows. In Section D.7, we show that the above conjecture
implies the desired bound non-asymptotic on ovlapd,λ:
19
Proposition 6.3. Conjecture 6.1 part (b) implies Conjecture 6.1 part (a), and Conjecture 6.1 part
(a) implies that there exists constants c1, c2, c3, c0 > 0 for which
ovlapd,λ(τ0) ≤ 1−
1
λ2
+ τ0 +
√
τ0
λ
+ c0d
−c1(λ− 1)−c2τ−c30 . (19)
In particular, if τ0 = (λ− 1)2, we get the following analogue of Corollary 6.2, which proves the
second part of Proposition 3.3:
Corollary 6.4. If either Part (a) or (b) of Conjecture 6.1 hold, then there exists universal constants
c0, c1 > 0, d ≥ c0(λ− 1)−c1, ovlapd,λ(τ0) ≤ 5(λ− 1).
6.2 Proof of Theorem 6.1
Fix λ ∈ (1, 2] and τ0 ≤ (λ − 1)2. To prove Theorem 6.1, we relate ovlapd,λ(τ) to the Minimum
Mean Squared Error of estimating uu> given M and b. Define the conditional MMSE
MMSEd,λ(uu
> |M,b) := Eu
[
‖uu> − E[uu>|M,b]‖2F|M,b
]
, (20)
which is the minimum mean squared error attainable by any estimate of uu> given access to
M and b. As described above, the MMSEd,λ is intimately connected to the mutual information
between M,b and uu>, and we shall be able to use this fact below to control this term. Moreover,
ovlapd,λ(τ0) can be be bounded by MMSEd,λ(uu
>; M,b) via the following esimate (proved in
Section D.1)
Lemma 6.5. For λ, τ0 ≤ 2, exists universal constants c1, c2 such that for any estimator û =
û(M,b) ∈ Sd−1,
EM,bE[〈û, u˜〉2
∣∣M,b] ≤√E[‖u‖22]2 − EM,b[MMSEd,λ(uu> |M,b)] + c1d−c2 .
By Jensen’s inequality, we upper bound the above display by the minimum mean-squared error,
conditioned on b
E[‖u‖22]2 − EM,b[MMSEd,λ(uu>|M,b)] ≤ Eb[EM,u[‖u‖22 | b]2 − EM[MMSEd,λ(uu>b,M)]
Our next step is to reduce the computation of the above MMSE to a setting in which the results
of Lelarge and Miolane [2016] hold. It will be convenient to define the conditional cross term:
Cross(uu> | b) := Eu,M
[
‖E[uu>|M,b]‖2F
]
.
A standard computation reveals that, conditioned on b
EM,u[‖u‖22 | b]2 − EM[MMSEd,λ(uu> | b,M)] = Cross(uu> | b),
and thus
ovlapd,λ(τ0) = sup
û
EM,bE[〈û, u˜〉2
∣∣M,b] ≤√Eb[Cross(uu> | b) + c1d−c2 . (21)
Next, via Lemma D.1, we check the conditional distribution u|b ∼ N
(√
τ0b
1+τ0
, 11+τ0 · Id
)
. By
rotation invariance, we argue that we may assume that b is alinged with the all ones vector. This,
combined with some truncation, lets us bound ovlapd,λ(τ0) in terms of a cross term parameterized
by the conditioned mean of u, which we denote µ. For consistency with Lelarge and Miolane [2016],
we also reparameterize the deformation parameter with λ ← √ρ: Precisely, Appendix D.2 proves
the following estimate
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Proposition 6.6. Define the mean parametrized-minimum mean squared error:
ˇCrossd(ρ;µ) := ‖E[uˇuˇ>|Mˇ]‖2F
where Mˇ := W +
√
ρuˇuˇ>, uˇi
(i.i.d)∼ N (µ/
√
d, 1/d) . (22)
Then, letting α have the distribution of ‖x‖ for x ∼ N (0, I/d), and letting ρτ0 = (λ/(1 + τ0))2 and
µτ0 =
√
τ0, we have
ovlapd,λ(τ0) ≤
√
EαI(|α− 1| ≤ d− 14 ) ˇCrossd(ρτ0 ;αµτ0)
1 + τ0
+ c1d
−c2 .
for universal constants c1, c2.
The upshot of using the mean-paramterized term ˇCrossd(ρ;µ) is that it is defined in terms
of the random vector u˜i
i.i.d.∼ N (µ/√d, 1/d), which has independent and identically distributed
coordinates. This allows us to use Theorem 1 in Lelarge and Miolane [2016], which gives an exact
expression for the asymptotic value for this term. We also have to have to deal with the wrinkle that
we are considering an expectation of these terms, EαI(|α− 1| ≤ d− 14 ) ˇCrossd(ρτ0 ;αµτ0). Moreover,
our observation model is slightly different than the one considered in Lelarge and Miolane [2016].
Hence, we shall have to careful modify the guarantees from the past work to establish the following
theorem, whose proof we defer to Appendix D.4:
Theorem 6.7. Fix a ρ ≥ 1 and µ > 0. Then,
lim
d→∞
Eα
[
I(|α− 1| ≤ d−1/4) ˇCrossd(ρ;µα)
]
≤
(
1 + µ2 − 1
ρ
+
|µ|√
ρ
)
We may now conclude the proof of Theorem 6.1. Plugging in ρτ0 and µτ0 into Theorem 6.7,
lim
d→∞
ovlapd,λ(τ0) ≤
√
limd→∞ EαI(|α− 1| ≤ d− 14 ) ˇCrossd(ρτ0 ;αµτ0)
1 + τ0
≤
1 + µ2τ0 − 1ρτ0 +
|µτ0 |√
ρ
1 + τ0
=
1 + τ0 − (1+τ0)
2
λ2
+
√
τ0(1+τ0)
λ
1 + τ0
= 1− (1 + τ0)
λ2
−
√
τ0
λ
≤ 1− 1
λ2
+ τ0 −
√
τ0
λ
,
where in the last line we used λ ≥ 1.
21
References
Alekh Agarwal and Leon Bottou. A lower bound for the optimization of finite sums. arXiv preprint
arXiv:1410.0723, 2014.
Alekh Agarwal, Martin J Wainwright, Peter L Bartlett, and Pradeep K Ravikumar. Information-
theoretic lower bounds on the oracle complexity of convex optimization. In Advances in Neural
Information Processing Systems, pages 1–9, 2009.
Naman Agarwal and Elad Hazan. Lower bounds for higher-order convex optimization. arXiv
preprint arXiv:1710.10329, 2017.
Ahmed El Alaoui and Florent Krzakala. Estimation in the spiked wigner model: A short proof of
the replica formula. arXiv preprint arXiv:1801.01593, 2018.
Zeyuan Allen-Zhu and Yuanzhi Li. First efficient convergence for streaming k-pca: a global, gap-
free, and near-optimal rate. arXiv preprint arXiv:1607.07837, 2016.
Greg W Anderson, Alice Guionnet, and Ofer Zeitouni. An introduction to random matrices, volume
118. Cambridge university press, 2010.
Anurag Anshu, Naresh B Goud, Rahul Jain, Srijita Kundu, and Priyanka Mukhopadhyay. Lift-
ing randomized query complexity to randomized communication complexity. arXiv preprint
arXiv:1703.07521, 2017.
Ery Arias-Castro, Emmanuel J Candes, and Mark A Davenport. On the fundamental limits of
adaptive sensing. IEEE Transactions on Information Theory, 59(1):472–481, 2013.
Yossi Arjevani and Ohad Shamir. On the iteration complexity of oblivious first-order optimization
algorithms. In International Conference on Machine Learning, pages 908–916, 2016.
Yossi Arjevani, Ohad Shamir, and Ron Shiff. Oracle complexity of second-order methods for smooth
convex optimization. Mathematical Programming, pages 1–34, 2017.
Jean Barbier, Mohamad Dia, Nicolas Macris, Florent Krzakala, Thibault Lesieur, and Lenka Zde-
borova´. Mutual information for symmetric rank-one matrix estimation: A proof of the replica
formula. In Advances in Neural Information Processing Systems, pages 424–432, 2016.
Florent Benaych-Georges and Raj Rao Nadakuditi. The eigenvalues and eigenvectors of finite, low
rank perturbations of large random matrices. Advances in Mathematics, 227(1):494–521, 2011.
Se´bastien Bubeck et al. Convex optimization: Algorithms and complexity. Foundations and
Trends® in Machine Learning, 8(3-4):231–357, 2015.
Rui M Castro and Ervin Ta´nczos. Adaptive compressed sensing for support recovery of structured
sparse sets. IEEE Transactions on Information Theory, 63(3):1535–1554, 2017.
Rui M Castro et al. Adaptive sensing performance lower bounds for sparse signal detection and
support estimation. Bernoulli, 20(4):2217–2246, 2014.
Delphine Fe´ral and Sandrine Pe´che´. The largest eigenvalue of rank one deformation of large Wigner
matrices. Communications in Mathematical Physics, 272(1):185–228, 2007.
22
Dan Garber, Elad Hazan, Chi Jin, Sham M Kakade, Cameron Musco, Praneeth Netrapalli, and
Aaron Sidford. Faster eigenvector computation via shift-and-invert preconditioning. 2016.
Dongning Guo, Shlomo Shamai, and Sergio Verdu´. Mutual information and minimum mean-square
error in gaussian channels. IEEE Transactions on Information Theory, 51(4):1261–1282, 2005.
Kevin G Jamieson, Robert Nowak, and Ben Recht. Query complexity of derivative-free optimiza-
tion. In Advances in Neural Information Processing Systems, pages 2672–2680, 2012.
Florent Krzakala, Jiaming Xu, and Lenka Zdeborova´. Mutual information in rank-one matrix
estimation. arXiv preprint arXiv:1603.08447, 2016.
Beatrice Laurent and Pascal Massart. Adaptive estimation of a quadratic functional by model
selection. Annals of Statistics, pages 1302–1338, 2000.
Marc Lelarge and Le´o Miolane. Fundamental limits of symmetric low-rank matrix estimation. arXiv
preprint arXiv:1611.03888, 2016.
Thibault Lesieur, Florent Krzakala, and Lenka Zdeborova´. Mmse of probabilistic low-rank matrix
estimation: Universality with respect to the output channel. arXiv preprint arXiv:1507.03857,
2015.
Jelani Nelson, Jakub Pachocki, and Zhengyu Wang. Optimal lower bounds for universal relation,
samplers, and finding duplicates. arXiv preprint arXiv:1703.08139, 2017.
Arkadii Nemirovskii, David Borisovich Yudin, and Edgar Ronald Dawson. Problem complexity and
method efficiency in optimization. 1983.
Sandrine Pe´che´. The largest eigenvalue of small rank perturbations of Hermitian random matrices.
Probability Theory and Related Fields, 134(1):127–173, 2006.
Eric Price and David P Woodruff. Lower bounds for adaptive sparse recovery. In Proceedings of the
Twenty-Fourth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 652–663. Society
for Industrial and Applied Mathematics, 2013.
Mark Rudelson, Roman Vershynin, et al. Hanson-wright inequality and sub-gaussian concentration.
Electronic Communications in Probability, 18, 2013.
Ohad Shamir. Fundamental limits of online and distributed algorithms for statistical learning and
estimation. In Advances in Neural Information Processing Systems, pages 163–171, 2014.
Max Simchowitz, Ahmed El Alaoui, and Benjamin Recht. Tight query complexity lower bounds
for pca via finite sample deformed wigner law. arXiv preprint arXiv:1804.01221, 2018.
Jacob Steinhardt and John C Duchi. Minimax rates for memory-bounded sparse linear regression.
In COLT, pages 1564–1587, 2015.
Jacob Steinhardt, Gregory Valiant, and Stefan Wager. Memory, communication, and statistical
queries. In Electronic Colloquium on Computational Complexity (ECCC), volume 22, pages 1–2,
2015.
Blake E Woodworth and Nati Srebro. Tight complexity bounds for optimizing composite objectives.
In Advances in neural information processing systems, pages 3639–3647, 2016.
Yihong Wu and Sergio Verdu´. Functional properties of minimum mean-square error and mutual
information. IEEE Transactions on Information Theory, 58(3):1289–1301, 2012.
23
Contents
1 Introduction 2
1.1 Proof Ideas and Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Main Results 4
2.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3 Proof Roadmap 7
3.1 Reduction from Estimation in the Deformed Wigner Model . . . . . . . . . . . . . . 7
4 Reduction from Estimation to Minimization: Proof of Propositions 3.2 and 3.1 11
4.1 Proof Sketch of Proposition 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.2 Proof Sketch Proposition 4.2: Bounding the overlap of x? and u . . . . . . . . . . . 14
4.3 Proof of Proposition 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.4 Proof of (8) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5 Lower Bound for Plant Estimation 16
6 Upper Bound on ovlapd,λ 18
6.1 Conjectures for Non-Asymptotic Bound on ovlapd,λ . . . . . . . . . . . . . . . . . . 19
6.2 Proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
A Proof of Proposition 4.2 25
A.1 Supporting Concentration Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
A.1.1 Proof of Lemma A.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
A.1.2 Proof of Lemma A.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
A.2 Proof of Lemma A.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
A.3 Proof of Lemma A.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
B Random Matrix Theory: Proof of Propositions 4.1 and 4.3 29
B.1 Proof of Proposition 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
B.2 Proof of Proposition 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
B.2.1 Proof of Lemma B.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
B.2.2 Proof of Lemma B.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
C Estimation Lower Bound: Supplement for Theorem 3.4 33
C.1 Verifying (17) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
C.2 Proof of Proposition 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
C.3 Proof of Proposition C.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
C.3.1 Preliminary Results for Proposition C.3 . . . . . . . . . . . . . . . . . . . . . 35
C.3.2 Concluding the proof of Proposition C.3 . . . . . . . . . . . . . . . . . . . . . 36
D Appendix for Proof of Theorem 6.1 36
D.1 Proof of Lemma 6.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
D.2 Proof of Proposition 6.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
D.3 Proof of Lemma D.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
D.4 Proof of Theorem 6.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
24
D.5 Proof of Corollary D.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
D.6 Proof of Lemma D.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
D.7 Proof of Proposition 6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A Proof of Proposition 4.2
Notation: Throughout, we assume λ ∈ (1, 32 ]. Let γ := 2(λ+ λ−1)− 2. Recall the notation that
Z = od(1) if P[od(1) ≥ ν − 1] ≤ δν,λ(d), or equivalently, for any  > 0,
P[|Z| ≥ ] ≤ exp(−dc1c2(λ− 1)c3) (23)
for constants c0, c1, c2, c3 > 0. We will also use the notation δλ(d) to denote a term which is at most
exp(−c0dc1(λ− 1)c2). Finally, we say W = Od(1) if there is are constants c0, . . . , c4 > 0 such that
P[|W | ≥ c4(λ− 1)c3 ] ≤ exp(−c0dc1(λ− 1)c2). We shall use the following observation throughout:
Fact A.1. If W = Od(1) and Z = od(1), then WZ = od(1), and W + Z = Od(1). Moreover,
|Z|p = od(1) for any fixed constant p > 0, and if Z ′ = od(1), ZZ ′ = od(1).
Proof of Proposition 4.2. We begin by writing out
〈x?,u〉 = 〈A−1b,u〉 = √τ0u>A−1u + z>A−1u (24)
and
‖x‖22 = b>A−2b = τ0u>A−2u + z>A−2z + 2
√
τ0u
>A−2z (25)
The following lemma (proof in Section A.1.1) shows that z>A−1u and neglible z>A−2u:
Lemma A.2. z>A−1u = od(1) and u>A−2z = od(1). More precisely, there is a term Mcross =
Od(1) such that event Ecross(δ) := {z>A−1u ≤ Mcross · (d log(1/δ))−1/2} occurs with probability at
least 1− δ.
Throughout, we shall fix δ = e−d.05 . Next, we unpack our terms via the Sherman-Morrison
idenity, which states that any invertible A ∈ Rd×d, and x, y ∈ Rd, one has
(A+ xy>) = A−1 − A
−1xy>A−1
1 + y>A−1x
In particular, define the denominator term
denom := 1− λu>(γI −W)u,
we have
A−1 = (γI −W − λuu>) = (γI −W)−1 + λ(γI −W)
−1uu>(γI −W)−1
denom
(26)
and thus, with probability at least 1− δ = 1− exp(−d.05),
〈x?,u〉 Lem. A.2= √τ0u>A−1u +Mcross · (d log(1/δ))−1/2
=
√
τ0
{
u>(γI −W)−1u + λ(u
>(γI −W)−1u)2
denom
}
+Mcross · (d log(1/δ))−1/2
=
√
τ0u
>(γI −W)−1u ·
{
1 +
λu>(γI −W)−1u
denom
}
+Mcross · (d log(1/δ))−1/2
(i)
=
√
τ0
u>(γI −W)−1u
denom
+ Od(1) · (d log(1/δ))−1/2 , (27)
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where (i) uses λu>(γI −W)u = 1− denom, and that Mcross = Od(1). To bound (25), we need to
control u>A−2u and z>A−2z. This is achieved by the following lemma, proved in Section A.2.
Lemma A.3. The following estimates hold:
u>A−2u = u>(γI −W)−2u · 1
denom2
z>A−2z = z>(γI −W)−2z + od(1)
{ |denom|+ u>(γI −W)−2u
denom2
+
}
Inspecting Lemma A.3 and (A.2), we see that the terms we must control are u>(γI −W)−1u),
z>(γI −W)−1z), and z>(γI −W)−1z. Our first step is to invoke the Hanson-Wright inequality
(see Section A.1.2 for proof):
Lemma A.4. z>(γI−W)−1z = 1dtr(γI−W)−1+od(1), u>(γI−W)−1u = 1dtr(γI−W)−1+od(1),
and u>(γI −W)−2u = 1dtr(γI −W)−1 + od(1)
Using the bounds tr(γI −W)−1 = s(γ) + od(1) and tr(γI −W)−2 = q(γ) + od(1) from Propo-
sition 4.3, we have the following estimates:
〈x?,u〉 = √τ0 s(γ) + od(1)
denom
+ Od(1) · (d log(1/δ))−1/2 .
u>A−1u = (q(γ) + od(1)) · 1
denom2
.
z>A−1z = q(γ) + od(1) + od(1) · |denom|+ (q(γ) + od(1))
denom2
.
We can see that denom = 1−λs(γ) + od(1), and using the fact that s(γ), 1/s(γ) 1−λs(γ) and q(γ)
are all Od(1) (deterministically!). Hence, invoking Fact A.1 to simplify terms in the denominator,
we have
〈x?,u〉2
‖x?‖2 =
denom2〈x?,u〉2
denom2‖x?‖2
=
{√
τ0 · (s(γ) + od(1))±Mcross · (d log(1/δ))−1/2
}2
(q(γ) + od(1))(τ0 + denom2) + od(1) · {(1 + |s(γ)|) + q(γ) + od(1)})
=
{√
τ0 · (s(γ) + od(1))±Od(1) · (d log(1/δ))−1/2
}2
q(γ)(τ0 + (1− λs(γ))2) + od(1) .
= τ0 ·
{
(1 + od(1))±Od(1) · (τ0d log(1/δ))−1/2
}2
s(γ)−2 · q(γ)(τ0 + (1− λs(γ))2) + od(1) ,
where in the last line, we divided the numerator and denominator both by s(γ), unsing the fact
that 1/s(γ) = Od(1) (see (28)), and simplifying with Fact A.1. Let’s simplied the numerator a bit.
As long as τ0 ≥ d−.9, we can see that with probability 1− δ = 1− exp(d−.05),
1 + od(1)±Od(1) · (τ0d log(1/δ))−1/2 = 1 + od(1)±Od(1)
√
d−.9 · d · d−.05
= 1 + od(1)±Od(1)/d.025.
We now introduce a lemma which allows us to
Lemma A.5. q(γ)s(γ)−2 ≤ 32(λ−1) and 1− λs(γ) ≤ (λ− 1).
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Moreover, since τ0 ≤ (λ − 1), we conclude that s(γ)−2 · q(γ)(τ0 + (1 − λs(γ))2) ≤ 3(λ − 1), so
that
〈x?,u〉2
‖x?‖2 = τ0 ·
1 + od(1)
3(λ− 1) + od(1) ,
which implies the proposition.
A.1 Supporting Concentration Proofs
A.1.1 Proof of Lemma A.2
Consider the terms z>A−`u for ` ∈ {1, 2}. By standard Gaussian concentration, and the fact that
A`u and z are independent, we have that for any δ > 0,
〈A`u, z〉 ≤ ‖A`u‖ ·
√
2 log(1/δ)/d, with probability 1− δ.
It now suffices to show that Mcross := max`∈{1,2} ‖A−`u‖2 = Od(1). Indeed, this will directly prove
the second statement of the lemma, and the first statement will follows since the above display
implies that 〈A`u, z〉 ≤ ‖A`u‖od(1) ≤ Mcrossod(1), and if Mcross = Od(1), then Mcross · od(1) =
Od(1) · od(1) = od(1) by Fact A.1. To this end, we bound
P[‖A−`u‖2 ≥ 2(
√
2λ
(λ− 1)2 )
`] ≤ P[‖u‖2 ≥ 2] + P[‖A‖2 ≥ (
√
2λ
(λ− 1)2 )
−1] ≤ δλ(d) ,
wher the last inequality is standard gaussian concentration for ‖u‖2, and Proposition 4.1 for bound-
ing P[‖A‖2 ≥ (
√
2λ
(λ−1)2 )
−1].
A.1.2 Proof of Lemma A.4
By Theorem B.1 (which bounds ‖W‖ ≤ 2 + d−Ω(1) with high probability), we see that γI −W %
(λ − 1)2 with probability 1 − δλ(d). The bounds now follow from a routine application of the
Hanson-Wright inequality (see, e.g. Rudelson et al. [2013]) on the event {γI −W % (λ− 1)2}, and
noting that u and z are both independent of W.
A.2 Proof of Lemma A.3
In light of (26), we have that
A−1 =
(
(γI −W)−1 + (γI −W)
−1(λuu>)(γI −W)−1
denom
)2
= (γI −W)−2 + 2λSymm
(
(γI −W)−2(uu>)(γI −W)−1
denom
)
+ λ2u>(γI −W)−2u(γI −W)
−1uu>(γI −W)−1
denom2
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A. Computing u>B−2u. Using the above, we have that u>B−2u
u>A−2u
= u>(γI −W)−2u + 2λu
>(γI −W)−2(uu>)(γI −W)−1u
denom
+ λ2u>(γI −W)−2uu
>(γI −W)−1uu>(γI −W)−1u
denom2
= u>(γI −W)−2u ·
{
1 + 2λ
u>(γI −W)−1u
denom
+ λ2
(
u>(γI −W)−1u
denom
)2}
= u>(γI −W)−2u ·
{
1 +
λu>(γI −W)−1u
denom
}2
= u>(γI −W)−2u ·
(
1
denom
)2
(λu>(γI −W)u = 1− denom).
B. Computing z>B−2z. We now compute
z>(γI −W − λuu>)z
= z>(γI −W)−2z + 2λz
>(γI −W)−2(uu>)(γI −W)−1z
denom
+ λ2u>(γI −W)−2uz
>(γI −W)−1uu>(γI −W)−1z
denom2
.
By Lemma A.2, z>(γI −W)−2u = od(1) and u>(γI −W)−1z = od(1). Thus,
z>(γI −W − λuu>)z
= z>(γI −W)−2z + 2λod(1) · od(1)
denom
+ λ2u>(γI −W)−2uod(1) · od(1)
denom2
= z>(γI −W)−2z + od(1)
denom
+
od(1) · u>(γI −W)−2u
denom2
,
where the last step uses od(1) · od(1) = od(1) by Fact A.2, and the fact that λ ≤ 2. Factoring out
the od(1) term yields
z>(γI −W − λuu>)z = z>(γI −W)−2z + od(1) · { |denom|+ u
>(γI −W)−2u
denom2
} .
A.3 Proof of Lemma A.5
We shall begin with an explicit expression for q(a):
Lemma A.6. q(a) := − ddas(a) = s(a)√a−4 .
Proof. Recalling s(a) = a−
√
a2−4
2 , we have q(a) = − ddas(a) = −12
(
1− a√
a2−4
)
. Rearranging, we
find 1√
a2−4(
√
a2−4−1
2 ), and we recognize
√
a2−4−1
2 := s(a).
Upper bound on q(γ): By Lemma A.6, we have q(γ) = s(γ)√
γ2−4 . Hence,
q(γ)s(γ)−2 =
1
s(γ)
√
γ2 − 4
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Moreover, noting that γ = 2(λ+ λ−1)− 2 ∈ [2, 3] for λ ∈ (1, 2],
s(γ) =
γ −
√
γ2 − 4
2
=
γ2 − (γ2 − 4)
2(γ +
√
γ2 − 4)
=
4
2(γ +
√
γ2 − 4) ≥
1
γ
≥ 1
3
. (28)
Letting gap = λ+ λ−1 − 2, we have√
γ2 − 4 =
√
(λ+ λ−1 + gap)2 − 4
=
√
(λ+ λ−1)2 − 4 + 2gap(λ+ λ−1) + gap2
=
√
(λ+ λ−1 − 2)(λ+ λ−1 + 2) + 2gap(λ+ λ−1) + gap2
=
√
gap(λ+ λ−1 + 2) + 2gap(λ+ λ−1) + gap2
=
√
gap · (3(λ+ λ−1) + 2 + gap)
=
√
gap · 4(λ+ λ−1)
= 2(λ− 1)
√
1 + λ−2 (29)
Hence, we conclude
q(γ)s(γ)−2 =
1
s(γ)
√
γ2 − 4 ≤
3
2(λ− 1)
Upper Bound for 1− λs(γ). We begin by upper bound s(γ) via
1− λs(γ) = 1− λ · γ −
√
γ2 − 4)
2
= 1− λ(λ+ λ
−1 + gap)− λ
√
γ2 − 4)
2
= 1− λ
2 + 1 + λ(gap−
√
γ2 − 4)
2
= 1− λ
2 + 1 + λ(gap−
√
γ2 − 4)
2
=
λ
√
γ2 − 4− λgap− (λ2 − 1)
2
=
λ
√
γ2 − 4− (λ− 1)2 − (λ2 − 1)
2
=
λ
√
γ2 − 4− λ2 + 2λ− 1− λ2 + 1)
2
=
λ
√
γ2 − 4− 2λ(λ− 1)
2
(i)
=
2λ(λ− 1)√1 + λ−2 − 2λ(λ− 1)
2
= λ(λ− 1) · (
√
1 + λ−2 − 1)
= (λ− 1)(
√
λ2 + 1− λ) ≤ (λ− 1) .
where (i) uses (29).
B Random Matrix Theory: Proof of Propositions 4.1 and 4.3
B.1 Proof of Proposition 4.1
Recall the od(1)-notation from (23), that Z = od(1) if P[|Z| ≥ ] ≤ exp(−dc1c2(λ−1)c3). Moreover,
observe the equivalence that ifW is a random quantity, andW0 is deterministic, and if, W0 ≥ (λ−1)c
for some constant c, then W −W0 = od(1) implies P[ν−1W ≤ W0 ≤ νW ] = δν,λ(d) for any ν > 1.
Thus, to prove Proposition 4.1, it suffices to show
λ1(A) ≤ 2(λ+ λ−1) + od(1) and λd(A) ≥ (λ− 1)2/λ+ od(1)
29
Further, we observe that
λ1(A) = 2(λ+ λ
−1)− 2− λd(W + λuu>)
(i)
≤ 2(λ+ λ−1)− 2− λd(W) ≤ 2(λ+ λ−1) + (‖W‖op − 2) ,
where (i) is by eigenvalue interlacing. Moreover, we have that
λd(A) = (λ+ λ
−1 − 2) + λ+ λ−1 − λ1(M) .
Hence, to conclude, it suffices to verify that ‖W‖op−2 = od(1) and λ+λ−1−λ1(M) = od(1). This
is a direct consequence of the following finite sample convergence bound from Simchowitz et al.
[2018]:
Theorem B.1 (Rank-1 Specialization of Theorem 6.1 in Simchowitz et al. [2018]). There exists a
universal constant C ≥ 0 such that the following holds. Let M = W+λuu>, and let gap := (λ−1)2
λ2+1
.
Let κ ≤ 1/2,  ≤ gap ·min{12 , 1λ2−1}, and δ > 0. Then for
d ≥ C
(
(q + log(1/δ))
gap2
+ (κgap)−3 log(1/κgap)
)
, (30)
the event the event EM defined below holds with probability at least 1− 9δ:
EM :=
{‖W‖op ≤ 2 + κ(λ+ λ−1 − 2)}⋂{λ1(M) ∈ (λ+ λ−1)[1− , 1 + ]} .
B.2 Proof of Proposition 4.3
Before showing proving Proposition 4.3, we will reducing bounding |q(a)− tr(aI−W)−2| to bound
|q(a)− tr(aI −W)−1|. Throughout, we shall take λ ∈ (1, 2], γ = 2(λ+ λ−1)− 2, The reduction if
facilliated by the following proposition:
Proposition B.2. Let C ≥ 8 denote a universal constant, and fix  ≤ (λ − 1). Then then, there
exists a (deterministic) t = t(λ, ) such that (a) t ≤ γ−22 and (b) on the event
{‖W‖op ≥ γ − t} ∩
{
max
a∈{γ−t,γ,γ+t}
|tr(aI −W)−1 − s(a)| ≤ 
}
it holds that |tr(aI −W)−2 − q(a)| ≤ 2√2C(λ− 1)−3.
Proof of Proposition B.2. Let C ≥ 2 be a constant defined in Lemma B.3 below, let L := C(λ−1)−3,
and let t :=
√
2/L =
√
2(λ− 1)−3/C. Observe that, since  ≤ λ− 1 and C ≥ 2, we have that
t ≤ λ+ λ−1 − 2 = γ − 2
2
. (31)
We now assume that the following event holds:
{‖W‖op ≥ γ − t} ∩
{
max
a∈{γ−t,γ,γ+t}
|tr(aI −W)−1 − s(a)| ≤ 
}
If we define the maps
f(a) := −s(a) and g(a) := −tr(aI −W)−1 = −
d∑
i=1
1
a− λi(W) ,
we observe that on the event {‖W‖op < γ − t}, g(a) is concave and differentiable on [γ − t,∞),
with g′(a) = tr(aI −W)−2, and f(a) is differentiable on (2,∞), with f ′(a) = q(a). The following
lemma shows in addition that f ′(a) is L Lipschitz for a ∈ [γ − t, γ + t]:
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Lemma B.3. Let λ ≤ 2, γ = 2(λ+λ−1)−2, and t ≤ (γ−2)/2. Then there is a universal constant
C ≥ 8 for which
max
a∈[γ−t,γ+t]
|q′(a)| ≤ C(λ− 1)−3 .
To conclude, we invoke the following approximation bound for concave functions, proved in
Section B.2.2 below:
Lemma B.4. Let L > 0 and  > 0, and set t =
√
2/L. Then if g, f : [x− t, x+ t]→ R are such
that (a) g be a concave, differentiable function on [x− t, x+ t], (b) f ′(x) exists and is L-Lipschitz
[x− t, x+ t], and (c) for all a ∈ {x− t, x, x+ t}, |f(a)− g(a)| ≤ , then |f ′(x)− g′(x)| ≤ 2√2L.
Proof of Proposition 4.3. The estimate tr(γI −W)−1 = s(γ) + od(1) follows immediately from the
following finite sample bound:
Theorem B.5 (Specialization of Proposition 6.5 in Simchowitz et al. [2018]). Fix δ ∈ (0, 1), let
p = e−d1/3, and let z∗ := 23d−1/3 log2/3(d). Fix an a ∈ (2 + 131(z∗ − 2), d), and assume that
 := (d(a− z∗)2)−1/2 satisfies 2 < min{ 1
16
√
2
, a−232 }, and p1/3 < /8. Then with probability at least
1− δ − p, ∣∣tr(aI −W)−1 − s(a)∣∣ ≤ cδ2 + 8d3/2p1/6, where cδ := 4√2 + 2√log(2/δ).
For the estimate tr(γI −W)−2 = q(γ) + od(1), note that for λ ∈ (1, 2] and t ≤ γ−22 as in Proposi-
tion B.2, we have that
[γ − t, γ + t] ⊂ [2 + (λ− 1)
2
2
, 5] (32)
Hence, we have that for any a ∈ {γ− t, γ, γ+ t}, tr(γI −W)−1 = s(a) + od(1). By Proposition B.2
and some algebraic manipulations, we see that the equality (i) in
tr(γI −W)−2 (i)= q(γ) + 2
√
2|od(1)|C(λ− 1)−3 Fact A.1= q(γ) + od(1)
will follow as soon as we can bound P[‖W‖op ≥ γ − t] ≤ exp(−c0dc1(λ − 1)c2). Since γ − t ≥
2 + (λ− 1)22, it suffices only to show that, for universal constants c0, c1, c2 > 0,
P
[
|W‖op < 2 + (λ− 1)
2
λ
]
≥ 1− exp(−c0dc1(λ− 1)c2)
The above display is direct consequence of the following proposition:
Proposition B.6 (Specialization of Proposition 6.3 in Simchowitz et al. [2018]). Let d ≥ 250, and
fix a p ∈ (0, 1). Then, P[‖W‖op > z∗] ≤ e−d1/3, where z∗ = 23d−1/3 log2/3(d).
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B.2.1 Proof of Lemma B.3
We see that for all a ≥ 2
|q′(a)| =
∣∣∣∣ ddx s(x)√x2 − 4
∣∣∣∣
=
∣∣∣∣ −q(a)√a2 − 4 − as(a)(x2 − 4)3/2
∣∣∣∣ = ∣∣∣∣−s(a)a2 − 4 + 2xs(x)(x2 − 4)3/2
∣∣∣∣
≤ s(a) · {1 + a} · (min{a2 − 4, 1})−3/2
≤ s(a) · (a+ 2)2 · (min{a− 2, 1})−3/2
≤ (a+ 2)2 · (min{a− 2, 1})−3/2 ,
where the last line uses that s(a) is decreasing (as − ddaq(a) > 0) for a ∈ (0, 2], so s(a) ≤ s(2) = 1.
In particular, suppose λ ≤ 2, so that γ := 2(λ+ λ−1)− 2 ≤ 3, and choose t ≤ (γ − 2)/2 and γ ≤ 3.
Then,
max
a∈[γ−t,γ+t]
| d
da
q(a)| ≤ (γ + 2 + t)2(min{γ − t− 2, 1})−3/2 ≤ C min
{
1,
γ − 2
2
}−3/2
= C min{1, (λ− 1)2/λ}−3/2 ≤ C ′(λ− 1)−3 ,
where C,C ′ are universal constants
B.2.2 Proof of Lemma B.4
Let t =
√
2/L. Since g is concave and differentiable on [x− 2√2/L,∞), we have that
g(x)− g(x− t)
t
≥ g′(x) ≥ g(x+ t)− g(x)
t
Moreover, if f ′ is L-Lipschitz on [x− t, x+ t], then
f ′(x) + tL ≥ f(x)− f(x− t)
t
and f ′(x)− tL ≤ f(x+ t)− f(x)
t
Hence,
g′(x) ≤ f ′(x) + tL+ (f − g)(x)− (f − g)(x− t)
t
g′(x) ≥ f ′(x)− tL+ (f − g)(x+ t)− (f − g)(x)
t
.
Thus, as ‖g(u)− f(u)‖ ≤  for all u ∈ {x− t, x, x+ t}, then by the choice of t = √2/L, we have
f ′(x)− 2
√
2L = f ′(x)− tL− 2
t
≤ g′(x) ≤ f ′(x) + tL+ 2
t
= f ′(x) + 2
√
2L , (33)
whence |g′(x)− f ′(x)| ≤ 2√2L.
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C Estimation Lower Bound: Supplement for Theorem 3.4
C.1 Verifying (17)
It is easy to see that τk+1 can be lower bounded as τk+1 ≥ λ5kτ0.(√
dτk+1 −
√
2k + 2
)2 ≥ dτk+1/λ iff (1− 1/λ)dτk+1 −√2(k + 1)dτk+1 + 2k + 2 ≥ 0
⇐= (1− 1/λ)dτk+1 −
√
2(k + 1)dτk+1 ≥ 0
⇐=
√
dτk+1 ≥
√
2(k + 1)/(1− 1/λ) ≥ 0
⇐= dτk ≥ λ2(2k + 1)/(λ− 1)2 ≥ 0
⇐= dλ5kτ0 ≥ λ2(2k + 1)/(λ− 1)2 ≥ 0
⇐= dτ0 ≥ 2λ
2
(λ− 1)2 ·maxk≥0 λ
−5k(k + 1) ≥ 0 .
Now, we can compute that maxk≥0 λ−5k(k + 1) = maxk≥0 exp(−5k log λ + log(k + 1)). The
function x 7→ −5x log λ + log(1 + x) is concave, and maximized at x∗ when 1/(1 + x∗) = 5 log λ,
that is, x∗ = 15 log λ − 1, when 15 log λ − 1 ≥ 0, and at x∗ = 0 otherwise. If the maximum is at x∗ = 0,
it suffices to take dτ0 ≥ 2λ2(λ−1)2 . Otherwise, we still have x∗ ≥ 0, and hence
max
k≥0
λ−5k(k + 1) ≤ exp(−5x∗ log λ+ log(1 + x∗)) ≤ exp(log(1 + x∗)) = 1 + x∗ = 1
5 log λ
.
Thus, it suffices that
τ0 ≥ λ
2
2d(λ− 1)2 min{1, 5 log λ} .
Moreover, we have that bound that, for λ ∈ (1, 2], 5 log λ > log λ ≥ λ−12 as well as 1 ≥ λ−12 , so in
fact, its enough to take τ0 ≥ λ2d(λ−1)3 .
C.2 Proof of Proposition 5.1
To begin, we can assume without loss of generality that Alg is deterministic. We let Zk :=
{b, v(1),w(1), . . . , v(k),w(k)} denote the information collected by Alg up to round k. Moreover,
we let Pu denote the distribution of Zk given u = u.
We start by stating the following analogue of the data-processing inequality Simchowitz et al.
[2018, Proposition 3.2]:
Proposition C.1. Then for any τk ≤ τk+1,  > 0, and η > 0,
Eu∼N (0, 1
d
)Pu [{Φ(Vk; u) ≤ τk ∩ Ebound()} ∩ {Φ(Vk+1; u) > τk+1}] ≤(
Eu∼N (0, 1
d
)EZk∼P0
[(
dPu(Zk)
dP0(Zk)
)1+η
I({Φ(Vk; u) ≤ τk ∩ Ebound()})
]
· sup
V ∈O(d,k+1)
Pu∼N (0, 1
d
)[Φ(V ; u) > τk+1]
η
) 1
1+η
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The proof of the above proposition is essentially identical to that of Simchowitz et al. [2018,
Proposition 3.2], and is ommitted for the sake of brevity. The main difference is that we modify
the distribution of u (which does not alter the proof), and that that we replace I({Φ(Vk; u) ≤ τk})
with I({Φ(Vk; u) ≤ τk ∩ Ebound()}), thereby restricting to the event Ebound().
Proposition C.1 recursively controls the probability that the Φ(Vk+1,u) is above the threshold
τk+1, on the “good event” that Φ(Vk,u) ≤ τk, in terms of two quantities: (a) an information-
theoretic term that depends on the likelihood ratios and (b) a “best-guess” probability which
upper bounds the largest vallue of Φ(Vk+1,u) if Vk+1 were selected only according to the prior on
u, without any posterior knowledge of Zk.
The best-guess probability is bounded with the following lemma, which is the Gaussian analogue
to Simchowitz et al. [2018]:
Lemma C.2. For any V ∈ O(d, k + 1) and dτk+1 ≥
√
2(k + 1), we have
Pu∼N (0,I/d)[u>V >V u ≥ τk+1] ≤ exp
{
−1
2
(√
dτk+1 −
√
2(k + 1)
)2}
(34)
Proof. Let Z = u>V >V u. Then dZ is χ2 random variable of degree k + 1, Lemma 1 in Laurent
and Massart [2000] implies that
P[dZ ≥ (k + 1) + 2
√
u(k + 1) + 2u] ≤ exp(−u).
For u ≥ 0, this implies the cruder bound P[dX ≥ 2((k+1)+2√u(k + 1)+u)] = P[dZ ≥ (√2(k + 1)+
√
2u)2] ≤ exp(−u). Setting u = 12
(√
dτk+1 −
√
2(k + 1)
)2
, we can verify that
(
√
2(k + 1) +
√
2u)2 = (
√
2(k + 1) +
√
dτk+1 −
√
2(k + 1))2 = dτk+1.
Thus, P[u>V >V u ≥ τk+1] = P[dZ ≥ dτk+1] ≤ exp(−12
(√
dτk+1 −
√
2(k + 1)
)2
), as needed.
The likelihood term is a bit more effort to control. The following bound mirrors Proposition 3.4
in Simchowitz et al. [2018], but with the additional subtlety of taking the dependence on τ0 into
account; the proof is in Section C.3.
Proposition C.3. For any τk ≥ 0 and any u ∈ Rd with ‖u‖22 ≤ 1 + , we have
EP0
[(
dPu(Zk)
dP0(Zk)
I(Ebound() ∩ Φ(Vk;u)) ≤ τk
)1+η]
≤ exp
(
(1 + )η(1 + η)
2
λ2(τk + τ0)
)
(35)
Putting the pieces together, we have
Eu∼DPu [{Φ(Vk;u) ≤ τk} ∩ Ebound() ∩ {Φ(Vk+1;u) > τk+1 ∩ Ebound()}] ≤(
exp
(
η(1 + η)
2
λ2(τk + τ0)
)
· exp
{
−η
2
(√
dτk+1 −
√
2(k + 1)
)2}) 11+η
=
exp
(
η
2(1 + η)
((
(1 + )λ2(1 + η)(τk + τ0)
)− (√dτk+1 −√2(k + 1))2)) .
Choosing η = λ− 1 concludes the proof of Proposition 5.1
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C.3 Proof of Proposition C.3
The proof of Proposition C.3 mirrors the proof of Proposition 3.4 in Simchowitz et al. [2018], with
minor modifications to take into account the additional side information b. The next subsection
first collects necessarily preliminary results, and the second concludes the proof.
C.3.1 Preliminary Results for Proposition C.3
We need to start by describing the likelihood ratios associated with the algorithm history Zk:
Lemma C.4 (Conditional Likelihoods). Let Pi := I −ViV>i denote the orthogonal projection onto
the orthogonal complement of span(v(1), . . . , v(i)). Under Pu ( the joint law of M,b and ZT on
{u = u}), we have
(Pi−1)Mv(i)
∣∣Zi−1,u = u ∼ N (λ(u>v(i))Pi−1u, 1
d
Σi
)
where Σi := Pi−1
(
Id + v
(i)v(i)>
)
Pi−1. (36)
In particular, w(i) is conditionally independent of b,w(1), . . . ,w(i−1) given v(1), . . . , v(i−1) and u = u.
Proof. The lemma was proven in Lemma 2.4 Simchowitz et al. [2018] in the case where there
was no initial side-information b. When there is side information, we just need to argue that
Zi|Zi−1 is independent of b, conditioned on u. Since Alg is deterministic by assumption, v(i) is
a measurable funciton of Z, and thus Z|Zi−1 is a measurable function of w(i) = (λuu> + W)v(i).
Hence, conditioned on Zi−1 and u, w(i) is measurable function of W, which is independent of b.
The next proposition is copied verbatim from Proposition 3.5 in Simchowitz et al. [2018], with
the exceptions that the indices i are allowed to range from 0 to k (rather than 1 to k) to account
for an initial round of side information. It’s proof is identical:
Proposition C.5 (Generic Upper Bound on Likelihood Ratios). Fix an u, s ∈ Sd−1, and fix
ru, rs, r0 ≥ 0. For i ≥ 0 and V˜i ∈ O(d, i), define the likelihood.
gi(V˜i) := EP0
[
dPu(Zi|Zi−1)rudPs(Zi|Zi−1)rs
dP0(Zi|Zi−1)r0
∣∣Vi = V˜i] . (37)
Then for any Vk ⊂ O(d, k), we have
EP0
[
dPu(Zk)
rudPs(Zk)
rsI(Vk ∈ Vk)
dP0(Zk)r0
]
≤ sup
V˜k∈Vk
k∏
i=0
gi(V˜1:i) , (38)
where V˜1:i denotes the first i columns of V˜k.
Lastly, we recall the following elemntary computation, stated as Lemma 3.6 in Simchowitz et al.
[2018]:
Lemma C.6. Let P denote the distribution N (µ1,Σ) and Q denote N (µ2,Σ), where µ1, µ2 ∈
(ker Σ)⊥. Then
EQ
[(
dP
dQ
)1+η]
= exp
(
η(1 + η)
2
(µ1 − µ2)>Σ†(µ1 − µ2)
)
(39)
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C.3.2 Concluding the proof of Proposition C.3
Fix a u ∈ Sd−1, and we shall and apply Proposition C.5 with ru = r0 = 1 + η and rs = 0. In the
language of Proposition C.5 , we have
gi(Vi) = EP0
[(
dPu(Zi|Zi−1)
dP0(Zi|Zi−1)
)1+η ∣∣Vi]
= EP0
(dPu(w(i)|Zi−1)
dP0(w(i)|Zi−1)
)1+η ∣∣Vi

Now, observe that, dPu(w(i)|Zi−1) is the density of N (λ〈u, v(i)〉 · Pi−1u, 1dΣi) and dP0(w(i)|Zi−1) is
the density of N (0, 1dΣi). Since Σi = Pi−1
(
Id + v
(i)v(i)>
)
Pi−1, we have Pi−1Σ
†
iPi−1 = Pi−1  I.
Thus,
u>Pi−1(Σi/d)†Pi−1u ≤ d‖u‖2 ≤ (1 + )d ∀u : ‖u‖22 ≤ 1 + . (40)
Hence, by Lemma C.6, we have for all i ∈ [k] that
gi(Vi)
Lemma C.6
= exp
(
η(1 + η)λ2〈u, v(i)〉2
2
u>Pi−1(Σi/d)†Pi−1u
)
Eq. (40)
≤ exp
(
η(1 + η)λ2 · (1 + )d〈u, v(i)〉2
2
)
For i = 0, we have that w ∼ N (√τ0u, I/d). Thus,
g0({}) Lemma C.6= exp
(
η(1 + η)
2
(
√
τ0u)
>(I/d)−1(
√
τ0u)
)
= exp
(
dη(1 + η)τ0
2
)
(41)
Hence, if Vk := {V˜k ∈ O(d; k) : Φ(V˜k;u) ≤ τk}, then Proposition C.5 implies
EP0
[(
dPu(Zk
dP0(Zk)
)1+η
I(Vk ∈ Vk)
]
≤ exp
(
dη(1 + η)τ0
2
)
· sup
V˜k∈Vk
k∏
i=1
exp(
η(1 + η)λ2 · d(1 + )〈u, V˜k[i]〉2
2
)
= exp
(
dη(1 + η)τ0
2
)
sup
V˜k∈Vk
exp(
d(1 + )η(1 + η)λ2Φ(V˜k;u)
2
)
≤ exp
(
dη(1 + η)τ0
2
)
exp(
d(1 + )η(1 + η)λ2τk
2
)
≤ exp(d(1 + )η(1 + η)λ
2(τk + τ0)
2
) since λ ≥ 1 .
D Appendix for Proof of Theorem 6.1
D.1 Proof of Lemma 6.5
To turn an upper bound on MMSEd,λ into a lower bound into inner product upper bounds, observe
that for (M,b)-measurable x̂ of the form x̂ = ‖x̂‖û and û ∈ Sd−1, one has (conditioning on M and
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b)
MMSEd,λ(uu
>|M,b) ≤ Eu
[
‖uu> − x̂x̂>‖2F
∣∣M,b]
= Eu
[‖u‖42∣∣M,b]− 2Eu[〈x̂,u〉2∣∣M,b] + E[‖x̂‖42]
= Eu
[‖u‖42∣∣M,b]− 2‖x̂‖2Eu[〈û,u〉2∣∣M,b] + ‖x̂‖4
In particular, setting
‖x̂‖2 :=
√
E[‖u˜‖42
∣∣M,b]−MMSEd,λ(uu>|M,b) ,
we have
Eu˜[〈û, u˜〉2
∣∣M,b] ≤√E[‖u˜‖42∣∣M,b]−MMSEd,λ(uu>|M,b) . (42)
Hence, we can bound
EM,bE[〈û, u˜〉2
∣∣M,b] (42)≤ EM,b√E[‖u˜‖42∣∣M,b]−MMSEd,λ(uu>|M,b)
(i)
≤
√
EM,b
[
E[‖u˜‖42
∣∣M,b]−MMSEd,λ(uu>|M,b)]
(ii)
≤
√
E‖u‖42 − EM,b[MMSEd,λ(uu>|M,b)]
=
√
[E‖u‖22]2 + Var[‖u‖22]− EM,b[MMSEd,λ(uu>|M,b)]
(iii)
≤
√
E[‖u‖2]2 − EM,b[MMSEd,λ(uu>|M,b)] +
√
Var[‖u‖22]
(iv)
≤
√
E[‖u‖2]2 − EM,b[MMSEd,λ(uu>|M,b)] + c1d−c2 ,
where (i) and (ii) are Cauchy Schwartz, (iii) is the inequality
√
a+ b ≤ √a+√b for a, b ≥ 0, and
(iv) uses standard Guassian moment bounds to bound Var[‖u‖22].
D.2 Proof of Proposition 6.6
Recall that by Equation 21, we have that
ovlapd,λ(τ0) ≤
√
Eb[Cross(uu> | b) + c1d−c2
We now define
α :=
‖b‖√
1 + τ0
and Eα := {1− d−1/4 ≤ α ≤ 1 + d−1/4} , (43)
The following lemma characterizes the distribution of u˜
Lemma D.1. Conditioned on b, u has the distribution u˜ ∼ N
(√
τ0b
1+τ0
, 11+τ0 · Id
)
.
In particular, E[‖u‖22
∣∣b] = 1+ατ01+τ0 . Hence, by standard Gaussian concentration, we can truncate
ovlapd,λ(τ0) ≤
√
Eb[I(|α− 1| ≤ d−1/4)Cross(uu> | b) + c1d−c2 ,
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for possibly different constants c1, c2.
Next observe that conditioned on any b, the term Cross(uu> | b) and the noise W is invariant
to orthogonal change of basis; hence, we may assume without loss of generality that b is aligned
with the ones unit vector 1/
√
d. Moreover, precisely, we may assume without loss of generality
that b/
√
1 + τ0 = α1/
√
d, in which case
u
d
=
1√
1 + τ0
u(α), where uˇi(α) ∼ N
(
α
√
τ0/d, 1/d
)
.
Therefore, setting ρτ0 = (
λ
1+τ0
)2 and µτ0 =
√
τ0,
Cross(uu> | b) := Eu,M
[
‖E[uu>|M,b]‖2F
]
d
=
1
(1 + τ0)2
Euˇ(α),Mˇ
[
‖E[uˇ(α)uˇ(α)>|Mˇ]‖2F
]
, where Mˇ = W =
λ
1 + τ0
uˇ(α)uˇ(α)>
d
=
1
(1 + τ0)2
ˇCrossd(ρτ0 ; (α)µτ0).
Therefore, we arrive at the desired bound:
ovlapd,λ(τ0) ≤
√
Eb[I(|α− 1| ≤ d−1/4) ˇCrossd(ρτ0 ;αµτ0)
1 + τ0
+ c1d
−c2 ,
D.3 Proof of Lemma D.1
We observe that the posterior distribution of u|b is equivalent to the posterior distribution of
u|b/√τ0, which is
u|b ∼ N
((I/d)−1 + ( I
dτ0
)−1)−1( I
dτ0
)−1 b√
τ0
,
(
(I/d)−1 +
(
I
dτ0
)−1)−1
= N
(√
τ0b
1 + τ0
,
1
d(1 + τ0)
)
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D.4 Proof of Theorem 6.7
To ensure consistency with the results from Lelarge and Miolane [2016], we shall begin with a
reparametrization of Cross. We shall begin by parameterizing quantities in terms of arbitary scalar
distribution D; as above, we will use a real scalar µ ∈ R as the D-argument to denote the setting
where D = N (1, µ).I
Definition D.1 (Full-Observation Model). Given d ≥ 2, ρ > 0, and a distribution D on R with
finite fourth moment, let Aˇij = 1− 12I(i 6= j). We define Pˇ(d, ρ,D) as the law of (Xˇ, Yˇ, Zˇ), where
∀1 ≤ i, j ≤ d, Yˇij =
√
ρAˇij
d
XˇiXˇj + Zˇij , (44)
where Xˇi
i.i.d.∼ D, and where Zˇij i.i.d.∼ N (0, 1) for 1 ≤ i ≤ j ≤ d, with Zˇji = Zij for j ≥ i. We define
define the associated cross term.
ˇCrossd(ρ;D) := 1
d2
d∑
i,j=1
E
[
E[XˇiXˇj |Yˇ]2
]
,
where the expectation is taken with respect to Pˇd(ρ;D).
We verify that the definition of ˇCrossd(ρ;D) is consistent with the definition given in Proposi-
tion 6.6, when D is taken to be N (µ, 1):
Lemma D.2. For all ρ and µ ∈ R, ˇCrossd(ρ;N (µ, 1)) = ˇCrossd(√ρ;µ).
Proof. Let D = (µ,∞), and consider the marginal (Xˇ,Y) under Pˇd(ρ,D), and the marginal dis-
tribution of (M,u), where uˇi ∼ 1√dD and Mˇ = W +
√
ρuˇuˇ>, W ∼ GOE(d). Then, we can see
that (Yˇ, Xˇ)
d
= (
√
dAˇ−1/2M,
√
du). Hence,
√
du |M d= √du | √dAˇ−1/2M d= Xˇ|Y. Writing out the
definitions of ˇCrossd(ρ;D) and Crossd(ρ;µ) concludes.
Recall that our goal is to control a term of the form
Eα
[
I(|α− 1| ≤ d−1/4) ˇCrossd(ρτ0 ;µα)
]
,
where ρτ0 = (λ/(1 + τ0))
2 ≥ 1, and µ = √τ0 ∈ (0, 1).
In order to directly use the bound from Lelarge and Miolane [2016], we shall need to show that
the above expression can be approximate by a related quantity, depending on only off-diagonal
measurements:
Definition D.2 (The Off-Diagonal Model). Given d ≥ 2, ρ > 0, and a distribution D on R with
finite fourth moment, and define Poffd (ρ;D) as the law of (X,Y,Z), where
∀1 ≤ i < j ≤ d, Yij =
√
ρ
d
XiXj + Zij , (45)
where Xi
i.i.d.∼ D, and where Zij i.i.d.∼ N (0, 1) for 1 ≤ i < j ≤ d. We define
Crossoffd (ρ;D) :=
2
d2
∑
1≤i<j≤d
E
[
E[XiXj |(Yij)1≤i<j≤d]2
]
,
where the expectation is taken with respect to the law Poff . When D = N (µ, 1), we will overload
notation and write Crossoffd (ρ;µ) and P
off
d (ρ;µ).
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We see that the full observation model of Definition D.1 and the off-diagonal model of Defini-
tion D.2 differ in two respects: in the full obseration model, one is allowed to see all entries of Y, or
equivalently, due to the symetry of Zˇ, the entries Yij for which 1 ≤ i ≤ j ≤ d. Moreover, the cross
term ˇCrossd(ρ;µ) is defined as an average over all entries i, j. On the other hand, in the off-diagonal
model, the leaner only observes the above-diagonal entries Yij for i < j, and Cross
off
d (ρ;µ) depends
only on these entries.
To analyze compare terms ˇCrossd and Cross
off
d and analyze their asymtotics, we shall establish
that these quantities are proportional to the derivatives of convex functions, called the free energies,
defined below:
Definition D.3 (Hamiltonians and Free Energy). Given (Xˇ, Yˇ, Zˇ) ∼ Pˇd(ρ;D), define the full-
obervation Hamiltonian Hˇd : Rd → R as the random function
Hˇd,ρ(X) :=
∑
i≤j
√
ρAˇij
d
XiZˇij +
Aˇijρ
d
XˇiXˇjXiXj − Aˇijρ
2d
(XiXj)
2,
and similarly, for given (X,Y,Z) ∼ Poffd (ρ;D), define the off-diagonall Hamiltonian Hoffd : Rd → R
as the random function
Hoffd,ρ(X) :=
∑
i<j
√
ρ
d
XiZij +
ρ
d
XiXjXiXj − ρ
2d
(XiXj)
2.
We define the associated free energies
Fˇd(ρ;D) := 1
d
E
[
log
(
E
Xi
i.i.d.∼ De
Hˇd,ρ(X)
)]
and Fd(ρ;D) := 1
d
E
[
log
(
E
Xi
i.i.d.∼ De
Hoffd,ρ(X)
)]
,
where the expectations are taken with respect to Pˇd(ρ;D) and Poffd (ρ;D), respectively. When
D = N (µ, 1), we will abuse notation and write Fˇd(ρ;µ) and Fd(ρ;µ). Lastly, we let Fˇ ′d(ρ;D) :=
∂
∂ρ Fˇd(ρ;D), and similary for Fd and F ′d.
As show in Lelarge and Miolane [2016], the off-diagonal free energies is closely related the mutual
information between X and Y, via the equality
i(X,Y) =
ρ(d− 1)
4d2
EX0∼D[X20 ]2 − Fˇd(ρ;D).
More importantly, for our purposes, the derivatives of the free energies directly correspond to the
Cross-terms. We make this precise in the following lemma:
Lemma D.3 (Correspondence of Free Energy and ’Cross’). Recall the notation Fˇ ′d(ρ;D) := ∂∂ρ Fˇd(ρ;D)
and F ′d(ρ;D) := ∂∂ρFd(ρ;D). Then, the free energies and cross terms are related as follows:
Fˇ ′d(ρ;D) =
1
4
ˇCrossd(ρ;D) and F ′d(ρ;D) =
1
4
Crossoffd (ρ;D)
Moreover, Fˇd(ρ;D) and Fd(ρ;D) are convex in ρ.
Proof. The equality F ′d(ρ;D) = 14Crossoffd (ρ;D) and convexity is established in the proof of Lelarge
and Miolane [2016, Corollary 17]. By the same argument, one can verify that
Fˇ ′d(ρ;D) =
1
2d2
∑
1≤i≤j≤d
AˇijE[E[XˇiXˇj | Yˇ]2].
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Since Aˇij = 1− 12I(i 6= j), we see that
1
2d2
∑
1≤i≤j≤d
AˇijE[E[XˇiXˇj | Yˇ]2] = 1
4d2
∑
1≤i,j≤d
E[E[XˇiXˇj | Yˇ]2] := 1
4
Crossoffd (ρ;D).
To see that Fˇd(ρ;D) is convex in ρ, it suffices to check that ˇCrossd(ρ;D) is non-decreasing in ρ.
Observe that
ˇMMSE(ρ;D) = 1
d2
∑
1≤i,j≤d
E[E[(XˇiXˇj)2]− Crossoffd (ρ;D)
corresponds to the scaled MMSE of XˇXˇ> given Y, which is non-increasing in ρ due a standard fact
about Gaussian Channels (see, e.g. Guo et al. [2005]). Since the term 1
d2
∑
1≤i,j≤d E[E[(XˇiXˇj)2]
does not depend on ρ, Crossoffd (ρ;D) must be non-decreasing, as needed.
We now cite the main result of Lelarge and Miolane, which holds for the off-diagonal model:
Theorem D.4 (Restatement of Theorem 1 and Proposition 15 in Lelarge and Miolane [2016] ).
Let ρ > 0, and D be a distribution with finite fourth moment. Finally, define the function
F(q; ρ) := ρq
2
(
E[X20 ]−
q
2
)
− i(X0,√ρqX0 + Z0) ,
where where X0 ∼ D, Z0 ∼ N (0, 1), X0 ⊥ Z0 and i(·, ·) denotes the mutual information be-
tween the first and second argument. Then, limd→∞ Fd(ρ;D) = 14 supq≥0F(q; ρ2), and, whenever
arg maxq≥0F(q;λ) is unique,
lim
d→∞
Crossoffd (ρ;D) = lim
d→∞
4F ′d(ρ;D) =
(
arg max
q≥0
F(q; ρ)
)2
=
∂
∂ρ
(
arg max
q≥0
F(q; ρ)
)
.
In other words, the above theorem gives an explicit formula to compute limd→∞Crossoffd (ρ;D).
When D is of the form N (µ, 1), this limiting expression can be expressed as follows:
Lemma D.5. In the setting where D = N (1, µ), we have for all ρ > 1,
qµ(ρ) := arg max
q≥0
F(q;√ρ) =
1 + µ2 − 1ρ +
√
(1 + µ2 − 1ρ)2 + 4µ
2
ρ
2
.
Moreover, qµ(ρ) ≤ 1 + µ2 − 1ρ + |µ|√ρ , and moreover L(µ) := | supρ≥1 ∂∂ρ(qµ(ρ))2| . 1 + 1µ2 + µ2.
Combining the results we have established thus far, we can bound our quantity of interest in
terms of an asymptotic express, and the asymptotic difference Fˇd (ρ;αµ)− Fd(ρ;µ):
Corollary D.6. For any ρ ≥ 1 and µ > 0, we have
lim sup
d→∞
Eα
[
I(|α− 1| ≤ d−1/4)Crossd
(
ρ1/2;αµ
)]
≤
(
1 + µ2 − 1
ρ
+
|µ|√
ρ
)2
+ 4 lim sup
d→∞
sup
α:|α−1|≤d−1/4
∣∣Fˇd (ρ;αµ)− Fd(ρ;µ)∣∣ .
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Proof. We have that
Eα
[
I(|α− 1| ≤ d−1/4) ˇCrossd (ρ;αµ)
]
(Lemma D.2)
= 4Eα
[
I(|α− 1| ≤ d−1/4)Fˇ ′d(ρ;αµ)
]
(Lemma D.3)
= 4F ′d(ρ;µ) + 4
∣∣∣Eα [I(|α− 1| ≤ d−1/4)Fˇ ′d(ρ;αµ)]− F ′d(ρ;µ)∣∣∣
≤ 4F ′d(ρ;µ) + 4 sup
α:|α−1|≤d−1/4
∣∣Fˇ ′d(ρ;αµ)− F ′d(ρ;µ)∣∣ .
Taking the limit d → ∞, we have by Theorem D.4 and Lemma D.5 that limd→∞ 4F ′d(ρ;µ) =
(qµ(ρ))
2 ≤ (1 + µ2 − 1ρ + |µ|√ρ)2, as needed.
To conclude our demonstration, it remains to show that
lim sup
d→∞
sup
α:|α−1|≤d−1/4
∣∣Fˇ ′d (ρ;αµ)− F ′d(ρ;µ)∣∣ = 0. (46)
Because comparing the derivatives Fˇ ′ and F ′ directly is quite challenging, we will approach the
bound indirectly by first showing that
∣∣Fˇd (ρ;αµ)− F ′d(ρ;µ)∣∣ is small, and then using convexity to
conclude convergence of the derivatives. Specifically, we will adopt the following strategy:
1. We show that for every sufficiently small η > 0, there exists a d0(η, µ) sufficiently large such
that for all d ≥ d0(η, µ),
sup
ρ∈[1,2]
sup
α:|α−1|≤d−1/4
∣∣Fˇd (ρ;αµ)− Fd(ρ;µ)∣∣ ≤ η.
This is a direct consequence of the following estimate, which is in the spirit of the Wasserstein
continuity of the Mutual Information [Wu and Verdu´, 2012]:
Lemma D.7. Fix µ, µˇ,  such that |µˇ−µ| ≤  and  ≤ 1. Then, there is a universal constant
C such that ∣∣Fˇd (ρ; µˇ)− Fd(ρ;µ)∣∣ ≤ Cρ((1 + µ)4
d
+
(1 + µ)3

)
2. Next, set L(µ) := | supρ≥ρ0 ∂∂ρq2µ(ρ)| . 1 + 1µ2 , and let t(η, µ) :=
√
2η/L(µ). We then show
that if η is small enough that 1 ≤ ρ − t(η, µ) ≤ ρ + t(η, µ) ≤ 2, then there exists a d1(η, µ)
such that for all d ≥ d1(η, µ, ρ), it holds that
F ′d(ρ;µ) + t(η, µ) · 2L(µ) ≥
Fd(ρ)− Fd(ρ− t(η, µ))
t(η, µ)
F ′d(ρ)− t(ρ, µ) · (2L(µ)) ≤
Fd(ρ+ t(η, µ))− Fd(ρ)
t(η, µ)
, (47)
We can verify this equation as follows.
Proof. We shall show that F ′d(ρ;µ)+t(η, µ)·2L(µ)− Fd(ρ)−Fd(ρ−t(η,µ))t(η,µ) ≥ 0; the other inequality
follows similiarly. By Theorem D.4 and Lemma D.5, we know that there is a function F∞(ρ)
with F ′∞(ρ) =
1
4(qµ(ρ))
2 such that Fd(ρ;µ)
d→∞→ F∞(ρ) and F ′d(ρ;µ)
d→∞→ F∞(ρ).
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Hence, for all d ≥ d1(η, µ, ρ), we can ensure that
F ′d(ρ;µ) + t(η, µ) · 2L(µ)−
Fd(ρ)− Fd(ρ− t(η, µ))
t(η, µ)
≥ F ′∞(ρ;µ) + t(η, µ) · L(µ)−
F∞(ρ)− F∞(ρ− t(η, µ))
t(η, µ)
,
Since F ′∞(ρ) =
1
4qµ(ρ), supρ≥1
∂
∂ρ(qµ(ρ))
2 ≤ L(µ), F ′∞(ρ) is L(µ) Lipschitz for ρ ≥ 1. By the
intermediate value theorem, this implies that F ′∞(ρ;µ)+t(η, µ)·L(µ)− F∞(ρ)−F∞(ρ−t(η,µ))t(η,µ) ≥ 0,
as needed.
3. To conlude, we invoke a following lemma which gives quantitative bound on the difference
between the derivatives of two functions provided their maximal distance on a small interval
is small.
Lemma D.8. Let , L > 0, and let t =
√
2/L. Let f and g be differentiable functions on an
interval [x− t, x+ t]. Suppose further that g is convex, and that f satisifies
f ′(x) + tL ≥ f(x)− f(x− t)
t
and f ′(x)− tL ≤ f(x+ t)− f(x)
t
, (48)
and that supx′∈[x−t,x+t] |f(x′)− g(x′)| ≤ . Then, |f ′(x)− g′(x)| ≤ 2
√
2L.
Proof. The proof is identical to the convex approximation of Lemma B.4.
This concludes the proof of (46): indeed, for d ≥ d0(η, µ) ∨ d1(η, µ, ρ), let f(ρ) = Fd(ρ;µ)
and g(ρ) = Fˇd(ρ;αµ), where |α− 1| ≤ d−1/4. Then g(ρ) is convex by Lemma D.3. Since η is
small enough that [ρ− t(η, µ), ρ− t(η, µ)] ⊂ [1, 2], Part (1) implies
sup{|f(ρ′)− g(ρ′)| : ρ′ ∈ [ρ− t(η, µ), ρ− t(η, µ)]} ≤ sup{|f(ρ′)− g(ρ′)| : ρ′ ∈ [1, 2]} ≤ η,
while (48) holds when setting L← 2L(µ). Hence, Lemma 48 implies ∣∣Fˇ ′d (ρ;αµ)− F ′d(ρ;µ)∣∣ ≤
4
√
L(µ)η. Since this holds for any d ≥ d0(η, µ) ∨ d1(η, µ) and |α− 1| ≤ d−1/4, we have
sup
d≥d0(η,µ)∨d1(η,µ)
sup
α:|α−1|≤d−1/4
∣∣Fˇ ′d (ρ;αµ)− F ′d(ρ;µ)∣∣ ≤ 4√L(µ)η.
Taking η → 0 concludes the proof.
D.5 Proof of Corollary D.5
To compute arg maxq≥0F(q; ρ), observe that for any γ, we have
i(X0,
√
γX0 + Z0) = i(X0 − E[X0],√γ(X0 − E[X0]) + Z0)
= i(X ′0,
√
γX ′0 + Z0) where X
′
0 ∼ N (0, 1)
=
1
2
log(1 + qγ),
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where the last line is a standard identity (see e.g. Equation 11 in Guo et al. [2005]). We may then
compute
F (q; ρ) :=
ρq
2
(
E[X20 ]−
q
2
)
− 1
2
log (1 + qρ)
F ′(q;λ) =
λ2
2
(
E[X20 ]− q
)− ρ
2(1 + qρ)
=
ρ
2
((
E[X20 ]− q
)− 1
1 + qρ
)
.
Setting F ′(q; ρ) = 0, we see that
0 = (1 + qρ)
((
E[X20 ]− q
))− 1
=
(
1
ρ
+ q
)(
E[X20 ]− q
)− 1
ρ
= −
{
q2 − q
(
E[X20 ]−
1
ρ
)
+
1
ρ
(E[X20 ]− 1)
)
.
Since E[X20 ]− 1 = µ2 ≥ 0, we see that the discriminant of the above quadratic is nonnegative and
thus its roots are
E[X20 ]− 1ρ ±
√
(E[X20 ]− 1ρ)2 + 4ρ(E[X20 ]− 1)
2
.
Claim D.9. For ρ > 1, maximizer is obtained by the root corresponding to the +-sign.
Proof. Because E[X20 ]− 1ρ > 0 for ρ > 1, the root corresponding to the ’+’-sign is nonnegative. If
E[X20 ] − 1 = µ2 > 0, then the rooting corresponding to ’−’ is negative, and thus the ′+′ root is
the unique maximizer. In the edge-case where µ2 = 0, then the −-root is at q = 0, the + root is
E[X20 ]− 1ρ . In Lelarge and Miolane [2016], it is verified that the latter value of q corresponds to the
maximizer.
We therefore conclude:
arg maxF (q; ρ) =
E[X20 ]− 1ρ +
√
(E[X20 ]− 1ρ)2 + 4ρ(E[X20 ]− 1)
2
=
1 + µ2 − 1ρ +
√
(1 + µ2 − 1ρ)2 + 4µ
2
ρ
2
(49)
≤ 1 + µ2 − 1
ρ
+
|µ|
λ
.
Finally, the bound L(µ) := | supρ≥1 ∂∂ρ(qµ(ρ))2| . 1 + 1µ2 follows from standard calculus.
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D.6 Proof of Lemma D.7
We now wish to show that that Fd(ρ;µ) and Fˇd(ρ; µˇ) are close. Let (X,Y,Z, Xˇ, Yˇ, Zˇ) have the
joint distribution:
Xˇi = Xi + (µˇ− µ),
Yij = Zij +
√
ρ
d
XiXj , i < j
Yˇij = Zˇij +
√
Aˇij
ρ
d
XˇiXˇj , i ≤ j
Zˇij ,Zij
i.i.d.∼ N (0, 1), X i.i.d.∼ N (µ, 1).
Then, we see that the marginals satisify (Xˇ, Yˇ, Zˇ) ∼ Pˇd(ρ; µˇ) and (X,Y,Z) ∼ Poffd (ρ;µ). Recalling
the definition of the Hamiltonians
Hˇd,ρ(X) :=
∑
i≤j
√
ρAˇij
d
XiZˇij +
Aˇijρ
d
XˇiXˇjXiXj − Aˇijρ
2d
(XiXj)
2,
and similarly, for (X,Y,Z) ∼ Poffd (ρ;D),
Hoffd,ρ(X) :=
∑
i<j
√
ρ
d
XiZij +
ρ
d
XiXjXiXj − ρ
2d
(XiXj)
2,
We now introduce the notation Xˇi := Xi + (µˇ− µ), and define the interpolated Hamiltonian
Hρ,t(X) := H
off
d,ρt(X) + Hˇd,ρ(1−t)(Xˇ),
so that Hρ,0(X) = Hˇd,ρ(Xˇ) and Hρ,1(X) = H
off
d,ρ(X). Defining the interpolation function
φ(t) :=
1
d
E
[
log
(
EX∼N (µ,1)eHρ,t(X)
)]
,
we therefore see that φ(0) = Fˇd(ρ; µˇ) and φ(1) = F (ρ). We now compute that
φ′(t) =
1
d
E
EXii.i.d.∼ N (µ,1)eHρ,t(X) ∂∂tHρ,t(X)
E
Xi
i.i.d.∼ N (µ,1)e
Hρ,t(X)
 := 1
d
E[〈Hρ,t(X)〉t]
where we let 〈·〉t denote the (random) measure where
〈f(X)〉t :=
EX∼N (µ,1)f(X)eHρ,t(X)
E
Xi
i.i.d.∼ N (µ,1)e
Hρ,t(X)
.
Introduce the indicator Aij = I(i < j), and the notation X
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we can compute
∂
∂t
Hρ,t(X) =
∑
i≤j
1
2
√
ρAij
td
ZijXiXj +
ρAij
d
XiXjXiXj − ρAij
2d
(XiXj)
2
− 1
2
√
ρAˇij
(1− t)dZijXˇiXˇj −
ρAˇij
d
XˇiXˇjXˇiXˇj +
ρAˇij
2d
(XˇiXˇj)
2
=
∑
i≤j
1
2
√
ρ
d
(
√
Aij
t
ZijXiXj −
√
Aˇij
1− tZijXˇiXˇj)
+
ρ
d
(AijXiXjXiXj − AˇijXˇiXˇjXˇiXˇj)− ρ
2d
(
Aij(XiXj)
2 − Aˇij(XˇiXˇj)2
)
.
Next, define the shorthand random variable Wij :=
1
2
√
ρ
d ·
√
Aij
t XiXj and Wˇij :=
1
2
√
ρ
d ·
√
Aij
1−tXiXj .
Below, we verify the following computation, proved in Section D.5:
Lemma D.10.
E[〈ZijWij〉t] = ρAij
2d
E
[〈X2i +X2j −XiXjXiXj〉t] ,
and the analogue holds for E[〈ZˇijWˇij〉t].
It then follows that
φ′(t) =
1
d
E[〈Hρ,t(X)〉t] =
∑
i≤j
ρ
2d
E
[〈AijXiXjXiXj − AˇijXˇiXˇjXˇiXˇj〉t] .
Finally, since |Xˇi−Xi| = |Xˇi−Xi| = |µ− µˇ| ≤  for all i ∈ [d], repeated applications of the triangle
inequality yield:
|AijXiXjXiXj − AˇijXˇiXˇjXˇiXˇj | ≤ |Aij − Aˇij |XiXjXiXj + 
(|XjXiXj |+ |XˇiXˇjXj |+ |XˇiXˇjXˇj |)
. |Aij − Aˇij |XiXjXiXj + (+ |Xi|+ |Xj |+ |Xi|+ |Xj |)3
. |Aij − Aˇij |XiXjXiXj |+ (3 + |Xi|3 + |Xj |3 + |Xi|3 + |Xj |3)
. |Aij − Aˇij(|XiXj |2 + |XiXj |2) + (3 + |Xi|3 + |Xj |3 + |Xi|3 + |Xj |3).
Hence, we can bound
|φ′(t)| . ρ
d2
∑
i≤j
|Aij − Aˇij |
(
E[〈|XiXj |2〉t] + E[〈|XiXj |2〉t]
)
+ (3 + E[〈|Xi|3 + |Xj |3〉t] + E[〈|Xi|3 + |Xj |3〉t)
(i)
=
ρ
d2
∑
i≤j
|Aij − Aˇij |2E[|XiXj |2 + (3 + 2E[|Xi|3 + |Xj |3])
(ii)
=
ρ
d2
∑
i≤j
|Aij − Aˇij |(1 + µ)4 + (3 + (1 + µ)3)
(iii)
. 1
d
(1 + µ)4 + (1 + µ3)
where (i) uses the Nishimori Identity (See, e.g. Proposition 16 inLelarge and Miolane [2016]), (ii)
uses standard formulae for Gaussian moments, and (iii) uses  ≤ 1 and the bound∑i≤j |Aij−Aˇij | =∑
i |Aii − Aˇii| = d2 , since Aij = I(i < j)and Aˇij = 1− 12I(i = j).
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Integrating, it follows that
|F (ρ)− F (ρ)| = |
∫ 1
0
φ′(t)dt| . 1
d
(1 + µ)4 + (1 + µ3),
as nededed.
Proof of Lemma D.10. We compute E[〈ZijWij〉t]; the computation of E[〈ZˇijWˇij〉t] is analogous.
We use Gaussian integration by parts to compute
E[〈ZijWij〉t] = E[ ∂
∂Zij
〈Wij〉t]
(i)
= E
[
〈Wij ∂
∂Zij
Hρ,t(X)〉t − 〈Wij〉t〈t ∂
∂Zij
Hρ,t(X)〉t
]
,
where (i) follows from writing 〈Wij〉t = EX∼DWije
Hρ,t(X)
EX∼DeHρ,t(X)
, and differentiating. Next, we compute
∂
∂Zij
Hρ,t(X) =
√
ρtAij
d
XiXj
In particular, we can compute
E[〈Wij ∂
∂Zij
Hρ,t(X)〉t] = E[〈 ρ
2d
AijX
2
iX
2
j 〉t]
E[〈Wij〉t〈 ∂
∂Zij
Hρ,t(X)〉t] = ρAij
2d
E[〈XiXj〉t〈XiXj〉t]
=
ρAij
2d
E[〈XiXjXiXj〉t],
where the last line follows from the Nishimori Idenity (see e.g. Lelarge and Miolane [2016, Propo-
sition 16]). Hence, by linearity of 〈·〉t,
E[〈ZijWij〉t] = ρAij
2d
E
[〈X2i +X2j −XiXjXiXj〉t] ,
as needed.
D.7 Proof of Proposition 6.3
Recall that by Proposition 6.6, we have that
ovlapd,λ(τ0) ≤
√
EαI(|α− 1| ≤ d− 14 ) ˇCrossd(ρτ0 ;αµτ0)
1 + τ0
+ c1d
−c2 , (50)
where,
ˇCrossd(ρ;µ) := Euˇ,Mˇ
[
‖E[uˇuˇ>|Mˇ]‖2F
]
where Mˇ := W +
√
ρuˇuˇ>, uˇi
(i.i.d)∼ N (µ/
√
d, 1/d) . (51)
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With a little bit of algebra, we see that it suffices to show that under either Conjecture 6.1 Part
(a) or (b), that there are constants c1, . . . , c5 such that for µ ∈ (0, 1) abd ρ ∈ (1,
√
2),
| ˇCrossd(ρ;µ)− lim
d→∞
ˇCrossd(ρ;µ)| ≤ c0d−c1(ρc5 − 1)−c2τ−c30 (1 + µ−c4) . (52)
Because the proof is quite similar to the proof of Theorem 6.1, while keeping track of polynomial
error terms, we shall keep the remainder of proof to a sketch.
Proof from Conjecture 6.1 Part (a) We simply write Euˇ,Mˇ
[‖uˇuˇ> − E[uˇuˇ>|Mˇ]‖2F] =
Euˇ,Mˇ
[‖uˇuˇ>‖2F]−Euˇ,Mˇ [‖E[uˇuˇ>|Mˇ]‖2F], and note that Euˇ,Mˇ [‖uˇuˇ>‖2F] = (1+µ2)+O (1/d). Hence,
under our conjecture with λ = ρ2,
| ˇCrossd(ρ;µ)− lim
d→∞
ˇCrossd(ρ;µ)| ≤ c0d−c1(ρ2 − 1)−c2τ−c30 (1 + µ−c4) +O (1/d) ,
as needed.
Proof from Conjecture 6.1 Part (b) Let us rescale to the Pˇd(ρ;µ) distribution from the
previous section. Let Mˇ = W +
√
ρuˇuˇ>, uˇi
(i.i.d)∼ N (µ/√d, 1/d), and let (Xˇ, Yˇ, Zˇ) ∼ Pˇd(ρ;µ). By
the same argument as in Lemma D.2, we have that
i(W +
√
ρuˇuˇ>; uˇuˇ>) = i(Yˇ; Xˇ)
By an analogue of Lelarge and Miolane [2016, Corollary 14], we see that
i(Yˇ; Xˇ) =
1
d2
E1≤i≤j≤d[Xˇ2i ]− Fˇd(ρ;µ) = (1 + µ2)2 − Fˇd(ρ;µ) +O (1/d) ,
where we recall the free energy Fˇd(ρ;µ) from Definition D.3. Hence, Conjecture 6.1 Part (b) with
ρ2 = λ implies that
|Fˇd(ρ;µ)− lim
d→∞
Fˇd(ρ;µ)| ≤ c0d−c1(ρc5 − 1)−c2τ−c30 (1 + µ−c4 .
Let Fˇ∞(ρ;µ) = limd→∞ Fˇd(ρ;µ). As shown in the previous section, we have that
4Fˇ ′∞(ρ;µ) = (qµ(ρ))
2 ≤ 1 + µ2 − 1
ρ
+
|µ|√
ρ
.
Since ρ 7→ (qµ(ρ))2 is c1 + c2µ−c3-Lipschitz for ρ ≥ 1, we can use Lemma B.4 can be used to show
the derivatives
|Fˇ ′d(ρ;µ)− Fˇ ′∞(ρ;µ)|
converge at the requisite rate. Recognizing that 4Fˇd(ρ;µ) = ˇCrossd(ρ;µ) (see Lemma D.3) and, as
shown in the previous section, Fˇ ′∞(ρ;µ) = 4 limd→∞ Fˇ ′d(ρ;µ) = 4 limd→∞ ˇCrossd(ρ;µ), we see that
| ˇCrossd(ρ;µ)− lim
d→∞
ˇCrossd(ρ;µ)|
coverges at the desired rate.
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