Abstract. The aim of this study was to introduce an adaptive logic network computing method for detecting patients who were likely to show transient ischaemic episodes during ambulatory Holter monitoring, using parameters from a previously recorded standard twelve-lead resting electrocardiogram (ECG). In the present study, the adaptive logic network computing method is compared with other commonly used classification methods, such as backpropagation network and discriminant analysis techniques. Of 1367 study subjects aged 65 and above, 733 were women and 634 were men. Ambulatory Holter recordings were made to detect episodic ischaemia in study patients. Those subjects showing ischaemic episodes were classified as 'ischaemic' patients, and the remaining subjects were 'non-ischaemic'. Accuracy was 67% using the adaptive logic network computing method, 56% using the backpropagation network computing method, and 65% using statistical discriminant analysis. We concluded that the adaptive logic network technique offers a slightly higher accuracy and shows several potential advantages for automated detection of ischaemia in resting electrocardiograms.
Introduction
Myocardial ischaemia is a major end-point in cardiovascular epidemiological studies and clinical trials which evaluate interventions for cardiovascular disease. Although attempts have been made by researchers for decades, the ECG criteria for detecting (predicting the presence of future transient) myocardial ischaemia remain suboptimal. In the present study, an adaptive logic network (ALN) computing method is introduced to identify patients at risk of having transient ischaemic episodes, using the patient's standard twelve-lead resting ECG. This method is also compared with the commonly used backpropagation neural network method and statistical linear discriminant analysis techniques. Although only slightly higher classification accuracy is obtained, the ALN shows several potential advantages for automated detection of myocardial ischaemia over the other two methods.
Methods

ECG data
The ECG data used in this study were from the ECG data files of the EPICARE Center, Bowman Gray School of Medicine. Standard twelve-lead resting ECGs were processed and analysed by the Novacode program for clinical trials and cardiovascular epidemiological studies (Rautaharju et al 1990) . Of 1367 study subjects who had resting and Holter ambulatory ECG recordings, 733 were women and 634 were men at age of 65 and above. Ischaemic episodes were identified by 24 h Holter ambulatory ECG recordings taken after the standard ECG recordings. An ischaemic episode was defined to be present when the ST depression in bipolar CS5 or CS1 leads of seven consecutive, normally conducted complexes, were at least 100 µV below the PR reference baseline, and remained at least 100 µV below the 24 h median ST for 1 min or longer. Of 1367 study subjects, 150 were identified by Holter ambulatory ECG as having ischaemic episodes and 1217 did not have ischaemic episodes. The study population was then randomly divided into a separate training set containing 100 ischaemic and 600 non-ischaemic subjects, and a testing set containing 50 ischaemic and 617 non-ischaemic subjects.
Selection of ECG parameters
Resting ECG parameters which had intuitive pathophysiological explanations for and significant statistical associations with myocardial ischaemia were first chosen for analysis. Selected ECG parameters Q amplitude, R amplitude, R amplitude, ST depression (minimum J amplitude), ST elevation (maximum J amplitude), inverted T wave amplitude (negative T amplitude), QRS duration, PR duration, JT index (Zhou et al 1992) , ECG estimated left-ventricular mass index (LVMI) (Wolf et al 1991) , gender, and heart rate.
JT index (JTI) is the heart-rate-corrected JT interval indexed to the measured JT interval and is computed as follows:
where JT m is the measured JT interval. The LVMI parameter is presented as a continuous score as a measure of ECG estimated left-ventricular mass adjusted for gender and age:
The mean values and standard deviations of selected ECG parameters are listed according to the presence or absence of ischaemia separately in table 1. A Student t-test was performed to analyse the statistical significance of the differences. Class-conditional probability density function approximations, as shown in figure 1 , were used to test visually for the nonlinear classification significance of a variable. In this initial part of the analysis, the maximum measured waveform amplitudes and time duration in all twelve leads were used; however, ST depression (minimum J amplitude) and maximum R amplitude in microvolts and LVMI and JT index in a normalized score, were found to be the ECG parameters with the highest significance for classification of myocardial ischaemia and nonischaemia. These parameters were further analysed.
Having reduced the number of input parameters to four, it became possible to use Atree 3.0 and the backpropagation learning algorithm to test all the subsets of the input Figure 1 . The distribution of the Parzen-window method estimated class-conditional probability density function of R amplitude in lead V 5 . The ischaemic group is represented by the broken line, and the non-ischaemic group is represented by the solid line. The horizontal axis indicates the R amplitude, and the vertical axis is the probability density.
vector. It was found that the R amplitude and ST depression (minimum J amplitude) gave the best combination of parameters in terms of classification accuracy. Further study on the remaining two parameters showed that improved results were obtained using the R amplitude in lead V 5 instead of the maximum R amplitudes from all the leads. Although the ECG LVMI appeared very promising from the Student t-test in table 1, it was not included as an input parameter because it did not improve ischaemia classification. It is most likely that LVMI did not add any useful information to the model because of its high correlation to R amplitude in V 5 , which is used as a parameter in LVMI estimation.
Atree 3.0
Atree 3.0 is an adaptive logic network (ALN) development system made by Dendronic Decisions Limited, who provided their software for this project Gescsei 1979, Armstrong and Thomas 1995) . The ALN is a multilayer perceptron that accepts vectors of real values as inputs and produces a logic 0 or 1 as output. Atree 3.0 is different from the classical ALN in that the logic trees containing AND and OR operators have inputs in the form of linear threshold units. The ALN has a number of linear threshold units acting on the network inputs, and their (Boolean) outputs feed into a tree of logic gates of types AND and OR. The ALN represents a real-valued function of real variables by giving a logic 1 response to points on and under the graph of the function, and a logic 0 otherwise. Real valued functions cannot be evaluated directly but are computed by a decision-treebased routine. The decision-tree-based routine uses the output of the ALN to zero in on the real-valued output to a specified accuracy. The basic unit of approximation in Atree 3.0 is the linear threshold unit of the form
which requires additions, multiplications, and a comparison to zero. The inputs to the linear threshold units are the inputs and output of the problem. The linear threshold unit has a logical output of one if the above inequality is satisfied, and a logical value of zero otherwise. All of the input points (x 1 x 2 . . . x n ) that satisfy the inequality and produce an output of one are on one side of the hyperplane, forming a half-space (w 0 +w 1 x 1 +w 2 x 2 +· · ·+w N x N 0) as shown in figure 2. The second unit used in Atree 3.0 is an OR or AND logic gate with an arbitrary number of logic input. An ALN with a large logic tree is capable of approximating complex non-linear relationships. The half-spaces formed by the linear threshold units are joined by the AND (intersection) and OR (union) logic gates, and allow a piecewise linear representation of sets and of the functions whose graphs are the boundaries between the 0 and 1 sets. Another way to view function synthesis is as a group of linear functions that are combined by a tree expression of MAXIMUM and MINIMUM operations. In this way, ALNs can approximate any continuous function defined on a compact set to any degree of precision.
The ALN structure can control qualitative properties of learned functions such as convexity, monotonicities, and partial derivatives. Convexity can be controlled by selecting the gate structure of the ALN. An OR gate with a number of linear threshold units (LTUs) will force the learned function to have a convex-down shape, as shown in figure 3 , while an AND gate with a number of LTUs will force the learned function to have a convex-up shape, as shown in figure 4. Monotonicities and partial derivatives of a function can be controlled by putting restraints on the weight values of the LTUs. A typical ALN structure of logic gates and linear threshold units can be seen in figure 5 , and an example of the function that this gate structure can create is shown in figure 6 . During training, the function graph or surface is modified to fit the points in the training set. This is done by an algorithm that modifies the weights of the appropriate linear piece. The piece moves and tilts to get closer to training points near it. Pieces are responsible only for fitting points on them or directly above or below them, so that only a single linear threshold unit is made responsible for each data point. The fact that only one linear unit is made responsible for each data point is another difference between ALNs and backpropagation neural networks, where the use of sigmoids results in distribution or responsibility for error over all inputs. If there were only one linear piece in the graph, the training procedure would be just a special case of linear regression using the input variable and a constant as the basis function.
The backpropagation network
The most popular neural network used for classification is the multilayer perceptron with a backpropagation learning law. A simple backpropagation program was written by the present author for this study for the purpose of comparison with the ALN. The ECG data were grouped for training and testing, and the ECG parameter selection in the backpropagation method was the same as in the method of the ALN. 
Discriminant analysis
The traditionally used statistical classification method of linear discriminant analysis was also performed for the same study population. The discriminant procedure in Statistical Analysis System (SAS) software used the training set to develop a classification criterion, which was later applied to the test set. Selection of ECG parameters used in this method was the same as the previous two methods.
Results
Various combinations of Atree 3.0 tree structures were tested. The highest accuracy was obtained by an AND gate with two linear threshold pieces as inputs. The prior knowledge that greater ST depression results in higher probability of ischaemia was applied to the Atree 3.0 structure by constraining the weights in the linear threshold pieces associated with ST depression to have only positive values.
A multilayer perceptron with the backpropagation learning law was used to discriminate between the two populations. The best performance was obtained with small networks (2-3-1) with an accuracy level of 56%. An accuracy of 65% was obtained using linear discriminant analysis, and 67% using Atree 3.0, as shown in table 2. Table 2 . The sensitivity and specificity obtained using final selection of two ECG parameters, maximum ST depression (minimum J amplitude in all twelve leads) and R amplitude in lead V 5 , as input parameters in the adaptive logic network (ALN), backpropagation network (Backpropagation) and statistical discriminant (Discriminant) methods. ALN offers a higher accuracy than the other two.
Method
Sensitivity (%) Specificity (%) Accuracy (%) 
Discussion
Our results indicate that the ALN shows a slightly higher classification accuracy, but overall classification accuracy, ranging between 56 and 67%, did not differ significantly; thus, approximately two-thirds of subjects with ischaemic episodes in their 24 h Holter ambulatory ECG were detected as having myocardial ischaemia from their standard twelve-lead resting ECG. Myocardial ischaemic episodes as defined for the ambulatory ECG are relatively infrequent: in most instances one or two short episodes during a 24 h period. It was observed that the peak period for the occurrence of silent ischaemia has been identified to be the morning hours between 7:00 and 8:00am and in the afternoon between 3:00 and 4:00pm (Rautaharju et al 1995) . These ischaemic episodes are frequently associated with increased heart rate. It should be noted that the heart rate during the recording of the standard resting ECG is usually relatively low and unlikely to promote the occurrence of myocardial ischaemia during these brief recording periods. The standard resting ECG was obtained from a 10 s period preceding the beginning of the 24 h Holter ambulatory ECG recording. It is thus not surprising that identification of subjects with ischaemia in Holter ECG from the standard resting ECG was not successful in one-third of the patients. The main potential advantage in using the standard resting ECG for identification of a subgroup at increased likelihood of having ischaemic episodes is that the other ECG methods used for this purpose, exercise stress testing and Holter ambulatory ECG recording, are costly and elaborate procedures; thus, if two-thirds of these subjects can be properly identified as candidates for Holter ambulatory ECG or exercise stress testing, the potential utility of the standard resting ECG classification will be enhanced. When attempts were made to assess the odds ratio to myocardial ischaemia using logistic regression models, seven variables listed in table 1 came out with a statistically significant independent association with myocardial ischaemia and showed greater risk of myocardial ischaemia. The ECG parameters with greater odds ratios were the maximum R amplitude in V 5 (which was greater in the ischaemic group), the ECG estimate of the LVMI (which was larger in the ischaemic group), and the ST depression, as shown in table 3. Although LVMI has in fact been identified as a risk indicator for silent ischaemia in the ambulatory ECG study, the reason that it was not selected for the adaptive logic network was because of its high correlation with R amplitude in V 5 . Another concern is that the development of all computer-based statistical ECG classification models is limited by the amount of information provided by the input variables in the training set. The number of input variables (dimensionality) is one of the key considerations because an optimal learning function in the system may require a large number of input variables for good classification; however, the required sample size grows exponentially with the number of input variables, and must be limited to obtain a reasonably realistic idea of the classification accuracy for each method compared. The limited sample size of ischaemic subjects in the training set can be considered as the main limitation of the present evaluation study. It is evident that this analysis must be repeated with larger independent data sets to fully evaluate and compare the ALN with other classification methods.
Our experience also confirms that there are several potential advantages in using the ALN method for ECG classification, including the following: (i) Atree 3.0 allows constraints to be enforced on the relations and makes possible the use of a priori knowledge of the input variables and enforcement of constraints on their functional relationships; (ii) its performance can be evaluated rapidly, unlike the backpropagation network, which requires long training and testing time; (iii) it is relatively insensitive to slight variations or noise in the ECG signal.
