In this work we study the spectral statistics for Anderson model on ℓ 2 (N) with decaying randomness whose single site distribution has unbounded support. Here we consider the operator H ω given by (H ω u) n = u n+1 + u n−1 + a n ω n u n , a n ∼ n −α and {ω n } are real i.i.d random variables following symmetric distribution µ with fat tail, i.e µ((−R, R) c ) < C R δ for R ≫ 1, for some constant C. In case of α − 1 δ > 1 2 , we are able to show that the eigenvalue process in (−2, 2) is the clock process.
Introduction
We are interested in the eigenvalue statistics for the operator (H ω u) n = u n+1 + u n−1 + a n ω n u n n > 1 u 2 + a 1 ω 1 u 1 n = 1 (1.1) on the Hilbert space ℓ 2 (N), where a n ∼ n −α and {ω n } n∈N are independent identically distributed random variables following real symmetric distribution µ (that is
xdµ(x) = 0 for any K > 0) satisfying
for some δ > 0. Note that we are allowing the probability measure to be a singular distribution. To study the eigenvalue statistics we will study the random measures {ξ ω E 0 ,L } L , defined later at (1.3), as L → ∞. In this work we will be For Anderson tight binding model, eigenvalue statistics was first studied by Molchanov [14] for one-dimension and Minami [13] for higher dimensions. Other similar works includes Germinet-Klopp [7] , Geisinger [6] , Dolai-Krishna [5] . In above mentioned works Poisson statistics was shown in pure point regime of the spectrum. The class of models described by (1.1) are not ergodic, but recently many results are obtained in non-ergodic cases. Killip-Stoiciu [8] studied eigenvalue statistics for CMV matrices (which are unitary operators) and showed that i) for α > 1 2 , when decay of randomness is fast, the eigenvalue process is clock, i.e the gaps between consecutive eigenvalues are fixed, ii) for α = 1 2 the process is β-ensemble, this process normally appears in random matrix theory, and iii) for α < 1 2 it is Poisson. In their work, they assumed that the variance of the randomness is finite. It is also possible to study the eigenvalue statistics in the case when randomness is increasing. Dolai-Mallick [3] showed that the statistics is Poisson for Anderson model over Z d when single site potential is of the form {|n| α ω n } n∈Z d for α > 2. Dolai-Krishna [4] showed level repulsion for higher dimensional model with decaying randomness.
CMV matrices are representation of unitary operators and so it is expected that this trend would also hold even for one-dimensional Anderson like models. One such work is of Avila-Last-Simon [1] where they showed quasi-clock behavior for ergodic Jacobi operator in region of absolutely continuous spectrum. In [12] Krichevski-Valkó-Virág showed the Sine-β process for α = 1 2 when second moment exists. Similar work in continuous analogue are done by Kotani [9] where gap between eigenvalue was studied and limit laws is obtained for α > 1 2 . Kotani-Nakano [10] and Nakano [15] showed that the statistics for α > it is circular β-ensemble. In these works, the randomness is via Brownian motion on a compact manifold and the decay is implemented as multiplication to the randomness. In [11] Kotani-Quoc studied the distribution of individual eigenvalue in continuous case when the potential is compound Poisson process.
In this work we look at the eigenvalue statistics inside the essential spectrum of
. When the measure µ is absolutely continuous, DelyonSimon-Souillard [2] showed that for αδ > 1, the essential spectrum of H ω is [−2, 2], they also showed that in the case of α > 1 2 and δ > 2 the spectrum is continuous in that region. Using a similar arguments as in [2] (see remark 2.3) we can show that the essential spectrum for H ω is [−2, 2] for any µ symmetric and following (1.2). Here we study the eigenvalue statistics in the region (−2, 2). For E 0 ∈ R the sequence of measures {ξ
. As a side note we can also look at the following operator
and work with the point process ξ
4) where {ω n } n∈N are i.i.d random variable following the distribution µ. The results and the technique of proof are very similar and so we will place the differences in remarks. The main result in this work is the following:
and E 0 ∈ (−2, 2). Then given any increasing sequence {L n } n∈N in N, there exists a subsequence To study eigenvalue statistics, we work with Prüfer phase. For coherence, we provide the derivation to obtain the phase function in this setup.
For any E ∈ R, there exists a real sequence u
E by looking at the transfer matrix (with
In case E ∈ (−2, 2), there exists θ ∈ (0, π) such that E = 2 cos θ. Using the transformation u n u n−1 = cos nθ sin nθ cos(n − 1)θ sin(n − 1)θ v n w n , and setting w n + iv n = r n e iθn , we get
Here we take the principal branch of logarithm with the branch cut (−∞, 0), so range(ℑ ln) = (−π, π). As a result of above transformations, we have
So defining y ω n (θ) = θ n + nθ, and using the fact that u 0 = 0 we have the recursion formula
and also defineỹ 
, so one only needs to consider the eigenvalues satisfying
Since E 0 ∈ (−2, 2), we can assume that all the eigenvalues under consideration are of the form E
− θ) (which are arranged in increasing order). Most of the work done here to show that x ω,L k converges to kπ + g ω θ in probability.
Here we consider µ with unbounded support (one can also take δ to be less than 1), we are only able to show convergence in probability. To do this, since α−
, there exists a sequence of measurable sets {B N } N (described in (2.7)) where after a point all the potential is decaying fast enough and
is important as seen in lemma 2.4 and cannot be proven for any other exponent). The construction of sequence {B N } N is done after lemma 2.2 and in lemma 2.4 the convergence rates in L 2 are computed. Lemma 2.1 and 2.2 are necessary to get one-to-one correspondence between x ω,L i and n i (see (2.4) for correspondence) and they are completely general (does not depend upon randomness). In lemma 2.8 and 2.6 we get the limit. Finally we combine the results for the proof of the main theorem. If the measure µ is compactly supported or δ > 2, the convergence in lemma 2.4 can be shown to be L 2 on Ω itself and the theorem can be proved for α > 
Result
Following lemma gives the continuity of {y ω n (·)} n . This is done by using the fact that even though ℑ ln is discontinuous, the singularity of the ln is never reached. Final expression (2.1) is basically Lipschitz continuity statement. It can be noted that the neighbourhood where continuity is obtained depends only on θ.
(η)+η+ℑ ln 1 − a n ω n a n ω n − 2i sin η e −2iy ω n (η) +ℑ ln 1 + i a n ω n 2 sin η , Proof. We have the recurrence relation (setting u ω,E 0 = 0 and u
. Using (1.5), we get
, and using definition of Green's function 1 w
where a
, this is an increasing continuous function (using the properties of last expression in (2.2) and the fact that cos is decreasing in the concerned region) with lim
L+1 (x 1 ) using cos x 1 ≥ cos x 2 and sin is positive on (0, π). Finally using continuity of y ω L+1 and the fact that cot is decreasing we get that y 
As a consequence of equation (2.3) and simplicity of spectrum, there exists an enumeration of {x
< 0 (both of them have different sign and none of them are zero). From now on we will use this enumeration whenever it is required. 
Remark 2.3. By the definition of the set B N , it should be clear that for any
ω ∈ B N , only limit point of the sequence {a n ω n } n is zero. So using the fact
limit point set of the sequence {a n ω n } n is {0}] = 1, so the operator V ω = n∈N a n ω n |δ n δ n | is almost surely compact, which in turn implies σ ess (H ω ) = σ ess (∆) = [−2, 2] almost surely.
Our analysis will be restricted on the sets {B N } N . We will follow the notation
where S ⊂ Ω measurable and X · : Ω → C is a measurable function.
, we have
Since y ω n is independent of ω n and the fact that
n , y ω m )] = 0 for n > m combining (2.9) and (2.10) we obtain (2.8).
Remark 2.5. It should if noted that above proof still works if we assume that
So B N is defined as {ω : |ω n | < 2 −1 |a n || sin θ|∀n > N} along with β = α.
Now we can prove the convergence of {ỹ
)} n . This is divided in two parts. In the following lemma, convergence of {ỹ ω n (θ)} n is shown. Then in the next lemma, convergence of {ỹ
Lemma 2.6. For given θ, there exists g
Proof. Let 1 ≪ N < M, and observe that
Using Chebyshev's inequality in (2.8) we get
ǫ 2 , which give us
So using the fact that Cauchy convergence in probability implies existence of limit we get the measurable function g ω θ such that (2.11) hold.
. Following the steps of the lemma 2.4 for {ỹ
for all 1 ≤ n ≤ L + 1. So lemma 2.6 modifies to
Lemma 2.8. Given θ and K > 0, for ǫ > 0 we have
η ⌉ for some 0 < η < 1, and we have
(2.14)
Second part converges to zero by definition of B N (given at (2.7)). For the first part, observe that
Using lemma 2.4 and Chebyshev's inequality for first set on RHS, we have
Next we focus on second set in RHS of (2.15). Let A L n = {ω : 2|a n ω n | < (ln L)| sin θ|} and observe that
Combining (2.14),(2.16) and (2.17) we have the result. Before going into proof of main theorem, we choose the subsequence of {L n } n say {L n k } k such that { (Ln k +1)θ π } → a for some a which is a limit point of {L n } n . For ω ∈ Ω L , using (1.7) and above
