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The cortex contains multiple cell types, but
studies of attention have not distinguished be-
tween them, limiting understanding of the local
circuits that transform attentional feedback into
improved visual processing. Parvalbumin-ex-
pressing inhibitory interneurons can be distin-
guished from pyramidal neurons based on their
briefer action potential durations. We recorded
neurons in area V4 as monkeys performed an
attention-demanding task. We find that the dis-
tribution of action potential durations is strongly
bimodal. Neurons with narrow action potentials
have higher firing rates and larger attention-de-
pendent increases in absolute firing rate than
neurons with broad action potentials. The per-
centage increase in response is similar across
the two classes. We also find evidence that at-
tention increases the reliability of the neuronal
response. This modulation is more than two-
fold stronger among putative interneurons.
These findings lead to the surprising conclusion
that the strongest attentional modulation oc-
curs among local interneurons that do not
transmit signals between areas.
INTRODUCTION
Cortical neurons differ from one another in important
ways, including their neurochemical properties, patterns
of connectivity, laminar distribution, gene expression pat-
terns, and developmental origin (Markram et al., 2004;
Wonders and Anderson, 2006). It is unknown whether dif-
ferent classes of neurons play distinct roles during perfor-
mance of an attention-demanding task. This question
must be answered if we are to understand the biological
underpinnings of attention, but it has remained unresolved
because many of the properties that distinguish neurons
from one another are invisible to the extracellular record-
ing electrodes that are used to record neuronal responses
in behaving animals.To determine whether attention modulates neuronal re-
sponses generically across visual cortical neurons or dif-
fers by class, we exploited observations made in anesthe-
tized animals and cortical slices, where different types of
neurons can be distinguished on the basis of morphology
and protein expression. These intracellular recording
studies have found that parvalbumin-expressing GABAer-
gic interneurons with the morphology of basket cells and
chandelier cells have short-duration action potentials,
whereas excitatory pyramidal neurons have longer-dura-
tion action potentials (McCormick et al., 1985; Connors
and Gutnick, 1990; Kawaguchi, 1993; Nowak et al.,
2003). This difference is due, in part, to the expression of
different classes of K+ and Na+ channels that differ from
one another in their kinetics (Martina and Jonas, 1997;
Martina et al., 1998; Erisir et al., 1999). The duration of
the extracellular spike waveform is directly related to the
duration of the intracellular waveform (Henze et al.,
2000; Gold et al., 2006). This has made it possible to dis-
tinguish fast-spiking inhibitory interneurons from pyrami-
dal neurons in extracellular recordings in the hippocam-
pus (Fox and Ranck, 1981; Buzsaki and Eidelberg, 1982;
Csicsvari et al., 1999; Frank et al., 2001). Narrow and
broad action potentials have also been distinguished
from one another in several neocortical areas, including
prefrontal cortex (Wilson et al., 1994; Rao et al., 1999;
Constantinidis and Goldman-Rakic, 2002; Gonzalez-Bur-
gos et al., 2005; Hasenstaub et al., 2005), primary visual
cortex (Gur et al., 1999), somatosensory cortex (Mount-
castle et al., 1969; Simons, 1978; McCormick et al.,
1985), and rat barrel cortex (Bruno and Simons, 2002;
Swadlow, 2003). A recent study validated the utility of
the classification in cortex by showing that known pyrami-
dal neurons inmacaque frontal eye fields (those which can
be antidromically activated by stimulation of the superior
colliculus) have broad spike waveforms (S.Y. Shin and
M.A. Sommer, 2006, Soc. Neurosci., abstract). Two other
studies, in prefrontal and somatosensory cortex of the rat
(Bartho et al., 2004) and the inferior temporal cortex of the
macaque (Tamura et al., 2004), have further confirmed
that narrow-spiking neurons are inhibitory, as indicated
by short-latency dips in the cross-correlation of action
potential times recorded simultaneously from pairs of
neurons. We therefore examined whether action potential
widths in area V4 are distributed bimodally, and if so,Neuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc. 131
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between narrow- and broad-spiking neurons.
RESULTS
Separating Narrow-Spiking from Broad-Spiking
Neurons
Neurons were recorded from area V4 in two rhesus ma-
caques performing an attention-demanding task, which
is described in detail below. Including anymultiunit activity
in our analysis could have resulted in averaging wave-
forms, thus obscuring differences in the population.
Therefore, our V4 sample included only units that had
been clearly isolated from one another and from multiunit
activity, based on clear clustering in the principle compo-
nents of the waveforms on each electrode (Offline Sorter,
Plexon, Inc.). In addition, we required that units exhibit
a clear spike refractory period. In total, 218 single units
were isolated (142 from Monkey A, 76 from Monkey B),
of which 160 were significantly driven by the stimuli in
the task (108 from Monkey A, 52 from Monkey B). We ex-
amined the distribution of spike waveforms in order to
determine whether it was bimodal and could therefore
be divided into narrow- and broad-spiking subpopula-
tions. For each neuron, all recorded action potentials
were aligned by their troughs and averaged. Figure 1A
shows the mean waveforms (±1 standard deviation) for
two neurons recorded simultaneously on the same elec-
trode. Across our sample, waveforms had similar biphasic
shapes but varied in duration, defined here as the time in
ms between the waveform trough and peak (Bartho
et al., 2004). Figure 1B shows the mean waveforms of all
neurons. The height of the waveforms has been normal-
ized to aid in comparing action potential widths. All but
nine neurons, which appear separately in the inset, had
waveforms with a downward voltage deflection followed
by an upward voltage deflection with a clear peak. Except
where noted, these nine neurons were excluded from fur-
ther analysis. The distribution of waveform durations,
shown in Figure 1C, was significantly bimodal according
to Hartigan’s dip test (p = 0.0030) (Hartigan and Hartigan,
1985; Mechler and Ringach, 2002). The distribution was
still significantly bimodal when limited to recordings in
which only one neuron was isolated per electrode (see
the Supplemental Results in the Supplemental Data avail-
able with this article online and Figure S2).
Narrow- and broad-spiking neurons were separated on
the basis of the two modes of the bimodal distribution,
with narrow-spiking neurons defined as those ranging in
duration from 100 to 200 ms and broad-spiking neurons
defined as those ranging in duration from 201 to 500 ms.
In Figures 1 and 2, those neurons that exhibited significant
visually driven responses are indicated in red and blue, for
narrow and broad waveforms respectively. Visually nonre-
sponsive neurons are indicated in gray.
We validated this classification by confirming that other
physiological properties of the cells differed systematically132 Neuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc.between groups. Intracellular studies have found that
narrow-spiking inhibitory interneurons have higher firing
rates than broad-spiking excitatory neurons when stimu-
latedby current injection (McCormick et al., 1985;Connors
andGutnick, 1990; Foehring et al., 1991; Povysheva, et al.,
2006) and visual stimuli (Contreras and Palmer, 2003).
Consistent with these findings, our narrow-spiking neu-
rons exhibited much stronger stimulus-evoked responses
than did our broad-spiking neurons (median 28.6 Hz
compared to 12.2 Hz, Mann-Whitney U test, p < 0.001).
Narrow-spiking neurons also exhibited a higher level of
spontaneous activity when no stimulus was present in
the receptive field (RF) (median 9.4 Hz compared to 4.6
Hz, Mann-Whitney U test, p < 0.001). Intracellular studies
also find that the repolarization of the membrane potential
following a spike is slower amongbroad-spiking pyramidal
neurons (McCormick et al., 1985; Nowak et al., 2003;
Hasenstaub et al., 2005). In the extracellular signal, which
resembles the negative derivative of the intracellular mem-
brane potential, this gives both a broader and shallower
peak following the initial trough (Henze et al., 2000).
Consistent with this we find that broad-spiking neurons
exhibit a shallower waveform peak relative to the trough
(mean ratio 0.89 for broad-spiking neurons compared to
1.11 for narrow-spiking neurons, Mann-Whitney U test,
Figure 1. Classification of Broad- and Narrow-Spiking
Neurons by Waveform Shape
(A) The mean waveforms (±1 standard deviation) of two neurons re-
corded from the same electrode. Waveform duration was defined as
the time, in ms, from waveform trough to peak.
(B) Average waveforms of each of the 218 neurons in the total sample.
Narrow and broad waveforms of visually responsive neurons are indi-
cated in red and blue. Waveforms of non-visually responsive neurons
are in gray. Nine waveforms that did not have a biphasic shape with
a trough followedbya clearly definedpeakwere excluded fromanalysis.
(C) The distribution of waveform durations was significantly bimodal
(Hartigan’s dip test, p = 0.0030).
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Attention Modulation Differs with V4 Cell ClassFigure 2. Comparison of Attention-Dependent Modulation of Rate and Fano Factor in Broad- and Narrow-Spiking Neurons
(A) Behavioral task. Each trial began with fixation of a central point. While fixation was maintained, two of four Gabor stimuli were cued with a brief
luminance increase. All four stimuli then moved along independent randomized trajectories that brought one stimulus into the RF. All stimuli then
paused for 1000 ms. Stimulus locations were then shuffled a second time and motion terminated. The fixation point then disappeared. Reward
was delivered if a saccade was made to each target and no distracters.
(B and C) Average firing rate of broad-spiking (blue) and narrow-spiking (red) neurons for attended (dark red, dark blue) and unattended (light red, light
blue) conditions (±1 SEM indicated by dashed lines).
(D) Distribution of firing rate attention indices for both classes. Individual units showing significant modulation are indicated in black.
(E and F) Average Fano factors of broad-spiking (blue) and narrow-spiking (red) neurons for attended (dark red, dark blue) and unattended (light red,
light blue) stimuli (±1 SEM indicated by dashed lines).
(G) Distributions of Fano factor attention indices, for both classes.p < 0.001). Finally, intracellular studies have estimated that
roughly 70%–80% of cortical neurons are broad-spiking
pyramidals (Connors and Gutnick, 1990; Markram et al.,
2004). We found that 152 of 209 neurons (72.7%) had
broad spike waveforms in our V4 sample.
Attention-Dependent Firing Rate Modulation
for Narrow- and Broad-Spiking Neurons
The monkeys performed an attention-demanding multi-
ple-object tracking task adapted from a paradigm used
in humans (Pylyshyn and Storm, 1988; Sears and Pyly-
shyn, 2000; Cavanagh and Alvarez, 2005). The behavioral
paradigm is depicted in Figure 2A. Monkeys maintained
fixation on a central point while mentally tracking two of
four identical Gabor stimuli, as all the stimuli moved along
independent randomized trajectories. After an initial pe-
riod of 950 ms of motion, all stimuli paused for 1000 msbefore continuing along their trajectories. During this
pause, one of the stimuli was positioned within the RF
of the neuron under study. Sensory conditions were
matched to ensure that the set of paths followed by the
stimulus that entered the RF were identical across atten-
tion conditions (see Experimental Procedures). Therefore,
any difference in response across cueing conditions can
be attributed to the attentional cue.
The most well-established form of attention-dependent
response modulation is an increase in firing rate when at-
tention is directed to a stimulus within a neuron’s RF (for
reviews, see Treue, 2003; Reynolds and Chelazzi, 2004).
Consistent with these earlier findings, the average firing
rate during the 1000 ms pause period was increased by
22.9% for attended stimuli compared to identical unat-
tended stimuli, averaged across the population of all 160
visually responsive neurons, including eight visuallyNeuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc. 133
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forms (see Supplemental Results and Figure S1). The
magnitude of this attention-dependent increase in firing
rate is consistent with earlier studies that have usedGabor
stimuli (McAdams and Maunsell, 1999a).
We examined whether this attention-dependent re-
sponse increase differed between classes. Figure 2B
shows the average response of the 109 visually responsive
broad-spiking neurons for attended (dark blue) and unat-
tended (light blue) stimuli. The response begins when the
stimulus enters theRF, about 400msprior to the pausepe-
riod, and also continues about 400 ms after the pause as
the stimulus leaves the RF. There was amodest but signif-
icant increase in the firing rate with attention (mean at-
tended = 13.9 Hz, unattended = 12.2 Hz, Wilcoxon signed
rank test, p < 0.001). Figure 2C shows the average firing
rate of the 43 visually responsive narrow-spiking neurons
for attended (dark red line) and unattended (light red line)
stimuli. The most noticeable difference between the two
classes is themuch higher firing rate of the narrow-spiking
neurons. The lower response of the broad-spiking neu-
rons, in blue, is included for comparison. The increase in
absolute firing rate, in spikes/s, among narrow-spiking
neurons (mean attended 34.6Hz, unattended 28.6Hz,Wil-
coxon signed rank test, p < 0.001) was significantly larger
than that of the broad-spiking neurons (Mann-Whitney U
test, p < 0.001). However, the percentage increase did
not differ significantly across the two populations, with
amedian increaseof 21.1%amongbroad-spiking neurons
compared to 28.0% among narrow-spiking neurons
(Mann-Whitney U test, p = 0.578).
To visualize the distribution of effects in the two pop-
ulations, we computed a rate normalized attention index
for each unit, defined as (A  U)/(A + U), where A and U
are, respectively, the firing rate above baseline for an
attended and unattended stimulus averaged over the
1000 ms pause period. The distribution of AI indices is
summarized in Figure 2D for broad (blue)- and narrow
(red)-spiking neurons. Scatter plots of the AI indices
versus waveform duration are provided in Figure S3. In
Figure 2D, those neurons with individually significant
modulations are indicated in black. Both distributions
were significantly shifted to the right of zero, indicating
that attention tended to increase firing rate in both popu-
lations (Wilcoxon signed rank test, p < 0.001 for broad-
spiking, p < 0.001 for narrow-spiking). However, the effect
of attention on broad-spiking neurons was variable, with
some neurons showing significant attention-dependent
increases in firing rate and others showing significant
decreases. Attention had a more consistent effect on the
firing rates of narrow-spiking neurons. All 27 narrow-
spiking neurons whose firing rate was significantly
modulated showed an attention-dependent increase in re-
sponse. Thirty-eight of the 47 significantly modulated
broad-spiking neurons showed increases. This difference
in the proportion of significant positive and negative atten-
tional modulation was significant according to a bootstrap
test (p = 0.021).134 Neuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc.Attention-Dependent Changes
in Response Variability
Response variability affects how reliably information is
encoded by neuronal signals. An attention-dependent re-
duction in response variability could, therefore, enhance
sensory processing of behaviorally relevant stimuli. To
quantify response variability, we computed the Fano
factor, the ratio of spike count variance to mean spike
count. Figure 2E shows the average Fano factors of
broad-spiking neurons for attended (dark blue) and unat-
tended (light blue) stimuli. The Fano factor showed amod-
est, but significant, reduction with attention (mean at-
tended = 1.31, unattended = 1.43, Wilcoxon signed rank
test, p < 0.001). Figure 2F shows the average Fano factors
of narrow-spiking neurons for attended (dark red) and
unattended (light red) stimuli. The reduction among nar-
row-spiking neurons (mean attended = 1.31, unattended
= 1.60, Wilcoxon signed rank test, p < 0.001) was signifi-
cantly stronger than that of broad-spiking neurons
(Mann-Whitney U test, p < 0.001). The percentage de-
crease was also significantly stronger among narrow-
spiking neurons, with a median decrease of 18.9% as
compared to 7.9% among broad-spiking neurons (Mann-
Whitney U test, p < 0.001). The distribution of AIs for Fano
factor is shown in Figure 2G for broad (blue)- and narrow
(red)-spiking neurons. Each population separately
showed a significant reduction in AI indices (Wilcoxon
signed rank tests, p < 0.001).
We considered whether the stronger reduction in Fano
factor for narrow-spiking cells might be a consequence
of the fact that they exhibit much stronger stimulus-
evoked responses than broad-spiking neurons. This ex-
planation is plausible, as previous studies in early visual
areas have shown that the Fano factor is smaller among
neurons with higher firing rates (Kara et al., 2000). At
higher firing rates, intervals between spikes become short,
ultimately approaching the lower limit imposed by the
spike refractory period, resulting in less variable spike tim-
ing. This relationship between spiking variance and rate
for a model neuron is illustrated in Figure 3A. For a purely
Poisson process, the variance in spiking would increase in
exact proportion with the mean rate, resulting in a mean-
variance relationship that falls along the line of unity
(dashed line), but when we incorporate a relative refrac-
tory period, the variance in spiking begins to saturate at
high firing rates (solid line). A substantial reduction in
Fano factor occurs at high rates for a given percentage in-
crease (dark red versus light red point) compared to an
identical increase at lower rates (dark blue versus light
blue point). Thus, an increase in firing rate with attention
could plausibly produce a large reduction in Fano factor
if it occurred in the saturating region of this curve.
To test this, we examined the relationship between
spiking variability and rate for broad- and narrow-spiking
neurons (Figures 3B and 3C). For each neuron we com-
puted ten paired samples of the mean spike count and
spike count variance (one sample for each of the 100 ms
periods during the pause) for both the attended and the
Neuron
Attention Modulation Differs with V4 Cell Classunattended conditions. We divided these data into the
eight firing rate intervals indicated by vertical gray lines
in Figure 3B and 3C. We then computed the mean spike
count variance within each interval. For broad-spiking
neurons there was amodest saturation in variance with in-
creasing rate (Figure 3B), consistent with the model neu-
ron (Figure 3A). Variance decreased only slightly with at-
tention (dark blue attended, light blue unattended)
suggesting that themodest reduction in Fano factor found
in this class of neurons could, as suggested by the model,
be a consequence of the saturation in variance with in-
creasing rate. In contrast, narrow-spiking neurons did
not exhibit saturation in spike count variance with increas-
ing rate (Figure 3C). The lack of saturation among these
neurons is consistent with observations from intracellular
studies showing that fast-spiking cells have shorter refrac-
Figure 3. Comparison of Attention-Dependent Modulation of
Spiking Variability at Different Firing Rates for Broad- and
Narrow-Spiking Neurons
(A) Spike count variance versus spike count mean for a pure Poisson
process (dashed line) and for a model neuron that includes a relative
refractory period and saturates in variance at higher rates. An identical
percentage increase in rate results in a larger reduction in Fano factor
at higher firing rates (2% reduction at low rates, light and dark blue
points; 14% reduction at high rates, light and dark red points).
(B) Measured mean spike count variance (±2 SEM) for broad-spiking
neurons, sorted according to mean spike count (rate intervals marked
by gray vertical lines). Measures of spike count mean and variance are
derived from the ten 100 ms bins during the pause period and aver-
aged across all 109 broad-spiking neurons for attended (black) and
unattended (blue) trials.
(C) Same conventions as in (B), but averaged across 43 narrow-spiking
neurons for attended (black) and unattended (red) trials. Asterisks indi-
cate a significant reduction in variability within a bin (Mann-Whitney
U test, p < 0.05).tory periods (Nowak et al., 2003). Further, narrow-spiking
neurons showed significant reductions in spike count
variance with attention at matched firing rates (dark red,
attended; light red, unattended; asterisks indicate a sig-
nificant reduction in variance within a given firing rate
range, Mann-Whitney U test, p < 0.05). Since firing rates
were matched, this attention-dependent difference in
response variance cannot be attributed to differences in
firing rate. As described in the Supplemental Results, we
also tested whether reductions in Fano factor were signif-
icant when firing rate was equated within individual
neurons. Consistent with the above analyses, attention-
dependent reductions in Fano factor remained significant
among narrow-spiking neurons and were significantly
stronger for narrow- than broad-spiking neurons (see
Figure S4). Thus, the difference between classes in atten-
tion-dependent reduction in Fano factor cannot be attrib-
uted to differences in firing rate.
Eye Position and Eye Movement Analysis
To determine whether differences in eye position contrib-
uted to the differences in the neuronal responses evoked
by attended and unattended stimuli, we examined
whether eye position varied depending on whether or
not the monkey was cued to attend to the stimulus in
the RF. On average, both monkeys exhibited a small but
significant deviation in eye position (0.03 in Monkey A
and 0.08 in Monkey B) away from the RF location when
attending to the stimulus in the RF. This deviation in
the eye position is very small relative to the size of RFs,
all of which were at least 3 in diameter at half height.
Small deviations in eye position are thus unlikely to have
caused appreciable changes in response. To examine
this directly, we analyzed the correlation between firing
rate and eye position. Shifts in eye position caused a
negligible change in rate. Two tenths of one percent of
the cue-dependent increase in firing rate was attributable
to shifts in eye position for Monkey A, and 0.51% of the
cue-dependent increase in firing rate could be attributed
to shifts in eye position in Monkey B (see Supplemental
Results and Figure S5). Analysis of the drift of the eyes,
during the pause period, as indicated by the eye velocity,
likewise revealed that it was a negligible factor that
could not account for the observed attention-dependent
changes in response (see Supplemental Results and
Figure S6).
It is also possible that fixational eye movements may
have contributed to the observed reduction in Fano factor
when attention was directed toward the RF location. Stud-
ies have shown that a substantial portion of response
variability in primary visual cortex is due to fixational eye
movements (Gur et al., 1997; Gur and Snodderly, 2006),
and although RFs are much larger in extrastriate areas,
small eye movements can modulate the responses in
extrastriate areas such as MT and V4 (Leopold and Logo-
thetis, 1998; Bair and O’Keefe, 1998). It is unlikely that
fixational eye movements would vary across trials in ourNeuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc. 135
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of the four stimuli on every trial. However, to test this pos-
sibility directly, we analyzed fixational movements during
the 1000 ms pause period to determine whether they dif-
fered when the stimulus in the RFwas attended and if they
influenced the neuronal response. The precision of our in-
frared eye tracking system was sufficient to reliably detect
fixational movements in one of the two monkeys studied
(see Supplemental Results; Figure S7). Analysis in this
monkey confirmed that fixational movements do produce
a small transient dip (median 11.7% reduction) in the firing
rate 50–150 ms interval after movement onset, which is
followed by a small peak (median 9.7% increase) 150–
300 ms after movement onset (see Supplemental Results;
Figure S7). However, therewere no systematic differences
in the number, amplitude, or direction of the fixational eye
movements between attention conditions. Furthermore,
when all intervals following within 400 ms of a fixational
eye movement were excluded from analysis, there was
no significant reduction in the overall firing variability
across the population. The median unattended Fano
factor after removal was 1.53 compared to 1.52 before
removal (Wilcoxon signed rank test, p = 0.98). Moreover,
the attention-dependent reductions in variability ob-
served between narrow- and broad-spiking categories
were not significantly altered by the removal of these
intervals, and remained significantly different across the
two classes. Thus the reduction in Fano factor reflects a
genuine attention-dependent modulation of firing reli-
ability, which is significantly stronger among narrow-
spiking neurons.
DISCUSSION
The present results show that neurons inmacaque area V4
fall into two classes as defined by their extracellular action
potential widths, and that these classes differ from one
another in their firing rates (both baseline and stimulus-
evoked) and in two different measures of attention-depen-
dent response modulation. Narrow-spiking neurons ex-
hibited firing rates that were two-fold higher than those
of broad-spiking neurons, both in response to a stimulus
and during spontaneous firing when no stimulus was
within the RF. We find direct evidence that attention mod-
ulates the reliability of neuronal responses.When attention
was directed toward the stimulus in the RF, this resulted in
a statistically significant reduction in response variability,
as measured by the Fano factor. The reduction in Fano
factor was much more pronounced for narrow-spiking
neurons (median 18.9%) than for broad-spiking neurons
(median 7.9%). Narrow-spiking neurons also showed
a significantly larger attention-dependent increase in ab-
solute firing rate (5.9 Hz median increase compared to
1.7 Hz). However, the percentage increase in firing rate
with attention was not significantly different between the
two classes (a 28.0% increase for narrow-spiking com-
pared to 21.1% for broad-spiking).136 Neuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc.Relationship between Action Potential Duration
and Cell Type
The differences in responsiveness and attentional modu-
lation that were observed across the two classes of
neurons support the conclusion that they correspond to
functionally distinct cell types. However, neurons can be
divided into many subcategories on the basis of the bind-
ing proteins, neuropeptides, and ionic channels that they
express; their neurotransmitters; morphology; patterns
of connectivity; laminar distribution; and developmental
origin. Given the diversity of cell types that have been
identified in the cortex, it is likely that these two classes
are composed of multiple subclasses of neurons.
Although many factors that distinguish among neuronal
classes are invisible to extracellular electrodes, some rea-
sonable inferences can be made about the likely identities
of narrow- and broad-spiking cells. Neuronal recording
studies in anesthetized animals and in the slice, where
morphology and protein expression patterns can be
used to distinguish among types, have measured action
potential shapes for different neuronal types. These ex-
periments have been performed in a wide range of spe-
cies, including rat, cat, monkey, guinea pig, and human,
and across multiple brain areas, including hippocampus,
prefrontal cortex, visual cortex, and sensorimotor cortex
(McCormick et al., 1985; Foehring et al., 1991; Tasker
et al., 1996; Henze et al., 2000; Nowak et al., 2003; Gonza-
lez-Burgos et al., 2004; Povysheva et al., 2006). They have
found that most pyramidal neurons, which make up 70%–
80% of cortical neurons, have broad action potentials, as
do another 10%–15% of neurons, which are interneurons
(Connors and Gutnick, 1990; Cauli et al., 1997; Kawagu-
chi, 1995; Kawaguchi and Kubota, 1997). The remaining
10%–15% of the neuronal population are fast-spiking
interneurons with the morphology of basket cells and
chandelier cells. This class of GABAergic interneuron is
unique in expressing the calcium-binding protein parval-
bumin. Its narrow action potentials are due, in part, to
high levels of expression of two classes of potassium
channels (the Kv3.1 and Kv3.2 channels), which have
very fast kinetics (Martina and Jonas, 1997).
Related experiments, which have combined intra- and
extracellular recordings, have established that the narrow
and broad action potentials observed in intracellular re-
cordings can also be distinguished on the basis of extra-
cellular recordings. This has been established in several
species and cortical areas, including the hippocampus
of the rat (Henze et al., 2000; Gold et al., 2006), the neocor-
tex of the ferret (Hasenstaub et al., 2005), and the neocor-
tex of the monkey (Gonzalez-Burgos et al., 2005). Many
studies have found differences in the extracellular wave-
form duration and used it as a means of distinguishing
neurons in several species, including monkey, rabbit, fer-
ret, and rat, and in several brain areas, including hippo-
campus, prefrontal cortex, visual cortex, somatosensory
cortex, and motor cortex (Mountcastle et al., 1969; Si-
mons, 1978; Fox and Ranck, 1981; Buzsaki and Eidelberg,
1982; Wilson et al., 1994; Rao et al., 1999; Csicsvari et al.,
Neuron
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and Goldman-Rakic, 2002; Bruno and Simons, 2002;
Swadlow, 2003; Hasenstaub et al., 2005). Other studies
have independently verified that neurons with narrow
action potentials correspond to fast-spiking interneurons
on the basis of morphology (Nowak et al., 2003; Gonza-
lez-Burgos et al., 2005) and cross-correlation analysis (Ta-
mura et al., 2004; Bartho et al., 2004). Further, antidromic
stimulation in the superior colliculus has been used to ver-
ify that pyramidal neurons in the frontal eye fields are
broad spiking (S.Y. Shin and M.A. Sommer, 2006, Soc.
Neurosci., abstract). In each of these cases, the two
modes of action potential width were effective in distin-
guishing fast-spiking interneurons from pyramidal neu-
rons.
A second line of evidence that supports our classifica-
tion is that narrow-spiking neurons exhibit higher levels
of spontaneous and stimulus-driven activity. This is con-
sistent with the high firing rates that are typically observed
among fast-spiking interneurons (Connors and Gutnick,
1990). The narrow-spiking neurons in our sample also
showed a significantly higher waveform peak-to-trough
ratio than did broad-spiking neurons. This is consistent
with previous work showing a slower repolarization of
themembrane potential of broad-spiking neurons (Hasen-
staub et al., 2005).
Thus, we conclude that the majority of the broad-spik-
ing neurons in our sample are pyramidal neurons, possibly
intermixed with a small number of broad-spiking interneu-
rons, and that our sample of narrow-spiking action poten-
tials largely corresponds to fast-spiking inhibitory inter-
neurons with the morphology of basket cells and
chandelier cells. It is important to note that a second class
of fast-spiking neurons has been observed in layers 2/3 of
the ferret and cat cortex, though these neurons have not
been reported in the primate (Brumberg et al., 2000;
Nowak et al., 2003). These neurons are a pyramidal class
called chattering cells and can be distinguished from the
fast-spiking interneurons based on their spiking statistics.
Unlike the fast-spiking neurons, they tend to fire action po-
tentials in rapid bursts. In our sample of 43 narrow-spiking
neurons, we find eight that showed strong indications of
burst firing (see Supplemental Results and Figure S8).
This small subset had lower firing rates that were more
compatible with that of broad-spiking neurons (mean
4.5 Hz spontaneous rate and 10.6 Hz stimulus-evoked
rate). Further, they exhibited weak attention-dependent
changes in firing rate (median increase, 2.9%) and weak
reductions in Fano factor (median decrease, 8.9%), unlike
the other neurons in our narrow-spiking population. Ex-
cluding them from analysis did not substantially alter our
findings. They may constitute a separate category corre-
sponding to chattering cells. However, because we ob-
served only a small number of these neurons, we have
not analyzed them separately here.
Although some studies find bimodal distributions of
waveform duration as found in our sample (McCormick
et al., 1985; Constantinidis and Goldman-Rakic, 2002;Bartho et al., 2004; Frank et al., 2001; Tamura et al.,
2004), other studies find waveform duration to be insuffi-
cient to segregate neuronal types (i.e., Krimer et al.,
2005; Swadlow, 2003; Gonzalez-Burgos et al., 2005).
There are a number of possible reasons for this discrep-
ancy, including the type of filtering used and the exact
measure of waveform duration. At least one study re-
ported a bimodal distribution for waveform duration
when width was defined to be the difference in time be-
tween the trough to the peak (the measure we used in
the current study), but this bimodality disappeared when
the more common measure of duration, width at the half
height of the action potential, was used (Frank et al.,
2001). It is also worth noting that, for extracellular record-
ings, a bimodal distribution may not be observed if the
distribution includes units that were not well isolated. Av-
eraging together waveforms from narrow- and broad-
spiking neurons will result in intermediate waveforms
that fill the gap between the two modes of the distribution.
Relationship to Earlier Studies of Attention
and Fano Factor
The current findings demonstrate that attention can
enhance the quality of neuronal responses not only by
increasing response strength, but also by reducing re-
sponse variability. This finding, which held in both classes
of neurons, was unexpected because a previous study of
attention in area V4 found only a modest (less than 5%)
decrease in Fano factor that was not statistically signifi-
cant (McAdams and Maunsell, 1999b). When we combine
all neurons into a single population for comparison with
that study, we find a significant but relatively modest de-
crease in Fano factor (median decrease, 10.1%, Wilcoxon
signed rank test, p < 0.001). There are a number of differ-
ences in experimental design that could account for the
different findings. The tasks differed, with attentive track-
ing of targets in the current study and a match-to-sample
task in the previous study. The stimuli also differed, with
a fixed Gabor in the RF for 1000 ms in the current study,
and a counterphase grating in the RF for 500ms in the ear-
lier study. In particular, the difference in stimulus duration
may account for the differences in our results, as the
reduction in Fano factor that we observed was larger
late in the neuronal response period.
Implications for Models of Selective Attention
The observation that attention-dependent modulation is
stronger among narrow-spiking neurons is surprising be-
cause these neurons do not project to other cortical areas.
It is often assumed that attention-dependent increases in
firing rate serve to boost the strength of signals transmit-
ted from one cortical area to another. Pyramidal neurons,
which carry these signals, might therefore have been
expected to show the most pronounced and consistent
changes in rate and Fano factor. Furthermore, because
inhibitory interneurons suppress their local pyramidal
targets, one might even have expected their firing rate toNeuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc. 137
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targets from inhibition.
Several models of spatial attention have been advanced
that point to a class of local circuit interactions that would
be expected to rely on attention-dependent modulation of
inhibitory interneurons (Koch andUllman, 1985; Desimone
and Duncan, 1995; Reynolds et al., 1999; Itti and Koch,
2000). These models incorporate competitive interactions
between local populations of neurons that respond to at-
tended and unattended stimuli. Consistent with these
models, several single-unit studies have found that atten-
tional modulation of firing rate is often larger in the pres-
ence of competing stimuli than when a single stimulus ap-
pears alone within the RF (Moran and Desimone, 1985;
Motter, 1993; Treue and Maunsell, 1996; Luck et al.,
1997). However, these studies did not distinguish inhibi-
tory from excitatory neurons, so they only provided indi-
rect evidence for attentional modulation of inhibition. The
present study provides direct evidence that attention
modulates inhibitory interneurons.
These models offer a possible explanation for the sur-
prising finding that attentional modulation was larger
among inhibitory neurons. If inhibitory interneurons do
serve to suppress neuronal responses evoked by dis-
tracter stimuli, the increase in activity among inhibitory
neurons may cause a more pronouncedmodulation of py-
ramidal neuron responses under more naturalistic condi-
tions, where task-irrelevant distracters surround targets.
Alternatively, the observation that fast-spiking neurons
are strongly modulated by attention raises the possibility
that they may play a role in modulating response synchro-
nization. This proposal would be consistent with evidence
that attention modulates high-frequency synchronization
in macaque area V4 (Fries et al., 2001) and with recent ex-
periments showing that fast-spiking interneurons mediate
high-frequency response synchronization in the frontal
cortex of the ferret (Hasenstaub et al., 2005). It is now
feasible to test these and related hypotheses about the
different functions served by narrow- and broad-spiking
neurons in the attentive primate.
EXPERIMENTAL PROCEDURES
Electrophysiology
Neurons were recorded in area V4 in two rhesus macaques. Experi-
mental and surgical procedures have been described previously (Rey-
nolds et al., 1999). All procedures were approved by the Institutional
Animal Care and Use Committee and conformed to NIH guidelines.
A recording chamber was placed over the prelunate gyrus, on the
basis of preoperative MRI imaging. At the beginning of the study, sev-
eral recordings were made at different positions in each recording
chamber to ensure that the electrode was in area V4, on the basis of
RF sizes, topographic organization, and feature preferences. To inhibit
granulation tissue growth in the chamber, the antimitotic 5 Fluorouracil
(5FU) was applied three times each week (Spinks et al., 2003).
In each recording session, two to four tungsten electrodes (FHC)
were advanced into cortex using a multielectrode drive (NAN 4-tower
drive, Plexon Inc., or 3NRM-3A microdrive, Crist Instruments). Neuro-
nal signals were recorded extracellularly, filtered, and stored using the138 Neuron 55, 131–141, July 5, 2007 ª2007 Elsevier Inc.Multichannel Acquisition Processor system (Plexon, Inc). The raw field
potential was filtered from400Hz to 8.8 kHz. To isolate spikes a thresh-
old was set manually based on the amplitude of the noise. The time-
stamp and waveform of each threshold-crossing event were saved.
We set the threshold low enough to ensure some fraction of noise
events were saved sowe could later distinguish to what extent isolated
units were separated from the noise distribution. Waveforms were
sampled at 40 kHz (25 ms/sample), and an 800 ms trace of each wave-
form was stored that extended from 200 ms before to 600 ms after the
crossing of a negative threshold. For each neuron, all recorded action
potentials were aligned by their troughs and averaged. We used the
trough to align waveforms because it was generally the sharpest fea-
ture of the waveform and was thus less sensitive to low-amplitude
noise than the peak of the waveform. The average waveform then
was interpolated by a spline to give a precision of 2.5 ms.
The action potentials of pyramidal neurons differ from fast-spiking
interneurons in their slower membrane repolarization after the initial
rising and falling phase (McCormick et al., 1985; Nowak et al., 2003;
Hasenstaub et al., 2005). This is reflected in the extracellular waveform
by a longer and shallower peak following the initial trough (Henze et al.,
2000). Earlier extracellular recording studies have taken advantage of
this to separate classes according to waveform duration. Several
different metrics of waveform duration have been used, including the
timing of the peak (Wilson et al., 1994; Frank et al., 2001; Gonzalez-
Burgos et al., 2004; Bartho et al., 2004), the return to baseline after
the peak (Rao et al., 1999; Gonzalez-Burgos et al., 2004), and the dif-
ference in time between the initial trough and the trough after the peak
(Constantinidis and Goldman-Rakic, 2002). We defined waveform
duration to be the time from the trough to the peak of the average
waveform. We selected this metric on the basis of studies showing
that this measure best distinguishes pyramidal neurons from fast-spik-
ing interneurons. One study reported that the width of the trough also
distinguishes classes (Bruno and Simons, 2002), but two other studies
found it less reliable than other measures using the peak (Frank et al.,
2001; Bartho et al., 2004). Bartho and colleagues (2004) examined sev-
eral different extracellular waveform features (peak-trough duration,
trough width, spike asymmetry, and the amplitude ratio of positive
and negative peaks) and determined how well each of these distin-
guished between cells that were determined to be excitatory and inhib-
itory using cross-correlation analysis. They concluded that the peak-
to-trough measure provided the most reliable separation of the two
classes. This measure is also suitable when waveform traces are
stored in short windows that may not capture the full decay after the
peak, as was the case in our recordings (800 ms windows).
Single units were isolated in the Plexon Offline Sorter based on
waveform shape and were included only if they formed an identifiable
cluster, separate from noise and other units, when projected into the
principal components of waveforms recorded on that electrode. To
further ensure that no multiunit recordings were included, we esti-
mated the interspike interval distribution of each neuron and fit
a Gaussian recovery function (Berry and Meister, 1998) to confirm
that each had a well-defined refractory period. The median refractory
period was 2.2 ms, with a spread from the 5th to 95th percentile of 1.5
to 10.1 ms.
Stimulus Presentation and Eye Movement Monitoring
Stimuli were presented on a computer monitor (Sony Trinitron Multi-
scan, TC, 640 3 480 pixel resolution, 120 Hz) placed 57 cm from the
eye. Eye position was continuously monitored with an infrared eye
tracking system (240 Hz, ETL-400; ISCAN, Inc.). Experimental control
was handled by NIMH Cortex software (http://www.cortex.salk.edu/).
RF Mapping
At the beginning of each recording session, neuronal RFs were map-
ped to determine a single stimulus that would elicit a visual response
among the neurons recorded. Monkeys fixated a central point while
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Attention Modulation Differs with V4 Cell Classtracking one target moving among three distracters in the hemifield
opposite to the RFs of the V4 neurons under study. During this task
each neuron’s RF was mapped using subspace reverse correlation
in which Gabor stimuli appeared at 60 Hz. Each stimulus appeared
at a random location selected from an 8 3 10 grid with 3 spacing.
The color and orientation of each stimulus were randomly selected
(one of eight orientations, one of six colors, at 80% luminance contrast,
spatial frequency 1.2 cpd, Gabor Gaussian half-width 2). This resulted
in an estimate of the spatial RF, orientation, and color preference of
each neuron. Recordings were often made from multiple electrodes,
and the preferences of units on separate channels did not always
match. A color, orientation, and RF location were selected that would
excite the best isolated units. The stimulus during the tracking taskwas
identical to those used in mapping but was normally presented at 40%
luminance contrast instead of the 80% contrast used during mapping,
except in a few preliminary recording sessions, which contributed 21
of the total population of 218 neurons. We used high-contrast stimuli
in our reverse correlation mapping because they evoke stronger re-
sponses, providing a better estimate of neuronal feature preferences.
We used intermediate contrast stimuli in the main experiment to max-
imize the magnitude of attentional modulation. Attention-dependent
modulation in firing rate has been found to be larger for intermediate
contrasts than for saturating contrasts (Reynolds et al., 2000; see,
however, Williford and Maunsell, 2006).
Task and Stimuli
After stimulus parameters were set on the basis of the RF mapping
procedure, neuronal responses were recorded as the monkey per-
formed an attention-demanding multiple-object tracking task adapted
from a paradigm used in humans (Pylyshyn and Storm, 1988; Sears
and Pylyshyn, 2000; Cavanagh and Alvarez, 2005). The monkey began
each trial by fixating a central point for 200 ms and then maintained
fixation through the trial. Four identical Gabor stimuli appeared at
equally eccentric positions separated by 90, as illustrated in the upper
left panel of Figure 2A. The four stimuli were placed so that they fell out-
side each neuron’s RF. Two stimuli were then briefly elevated in lumi-
nance, identifying them as targets. All stimuli then moved along inde-
pendent trajectories at approximately 10/s for 950 ms, placing them
at a new set of equally spaced locations, one of which was within
the RF. The stimuli paused for 1000 ms before moving to another set
of locations and stopping. The fixation point then disappeared, and
the monkey made a saccade to each target. Reward was delivered if
the monkey identified both targets, in either order, without first foveat-
ing either nontarget. Despite the difficulty of the task, both monkeys
performed it accurately, responding correctly on 82.3% (monkey A)
and 70.9% (monkey B) of trials.
Analyses were performed only on correctly completed trials to en-
sure that the monkey was attending to the cued items. When unequal
numbers of correct trials were completed between cueing conditions
for a particular tracking movie, excess trials were excluded at random
to equate the number of times a particular movie appeared in each
cueing condition. This ensured that the particular paths taken by stim-
uli to enter and to leave the RFwere identically balanced across cueing
conditions, thereby equating sensory conditions (median 40 repeats
per attention condition).
Stimulus Trajectories Used in the Main Experiment
Eight novel sets of stimulus trajectories were generated for each ses-
sion. Across these sets, trajectories were balanced to ensure that,
from each starting location, it was equally likely that the target would
travel to any of the pause locations, and subsequently to any of the final
locations. Within each set, the individual trajectories were constrained
to ensure that only one item entered the RF during the trial, no colli-
sions occurred between items, no items approached within 3 of fixa-
tion, and trajectories were smooth. Each set was identically repeated
for all possible cueing permutations.Inclusion Criteria and Data Analysis
All well-isolated neurons were included in the waveform analysis so as
to provide the least biased sample of the underlying population (n =
218). Attention-dependent changes in firing rate and Fano factor
were examined for the subset of neurons with significant visually
evoked responses (n = 160). The visual response was considered sig-
nificant if themean firing rate in the last 500ms of the pause period was
significantly greater than the baseline firing rate (Mann-Whitney U test,
p < 0.05). Baseline firing rate was computed from the 500 ms following
the cueing period, when no stimulus was present in the RF.
The Fano factor was computed in nonoverlapping 100 ms bins. The
spike count was computed in each bin for each trial. Then, for each bin,
the Fano factor was computed as the ratio of variance in spike counts
across trials to spike count mean. All attention-dependent changes in
firing rate and Fano factor were analyzed in the interval corresponding
to the 1000 ms pause period, as this was the period when the stimulus
was stationary within the RF. The significance of rate modulation in in-
dividual units was assessed by a Mann-Whitney U test (p < 0.05) for
a difference inmedian rate for attended compared to unattended trials.
To assess the significance of Fano factor modulation in individual
units, we computed the null distribution of its AI index by Monte-Carlo
sampling, randomly shuffling attended and unattended trial identities,
and computing the AI index 1000 times. If the actual index occurred in
the tails of the null distribution (p < 0.05, two-sided), the neuron was
considered to have exhibited significant modulation of Fano factor.
Figures 2B and 2C, which depict the mean rate over the trial, were
smoothed with a Gaussian kernel (s = 12.5 ms).
Supplemental Data
The Supplemental Data for this article can be found online at http://
www.neuron.org/cgi/content/full/55/1/131/DC1/.
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