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ASYMPTOTIC FORMULAE FOR EULERIAN SERIES
NIAN HONG ZHOU
Abstract. Let (a; q)∞ be the q-Pochhammer symbol and Li2(x) be the dilogarithm func-
tion. Let
∏
α,β,γ be a finite product with every triple (α, β, γ) ∈ (R>0)3 and Sαβγ ∈ R. Also
let the triple (A,B, v) ∈ (R>0 × R2) ∪ ({0}2 × R>0) ∪ ({0} × R<0 × R). In this work, we
let z = ev, denote by H−1(u) = vu − Au2 +
∑
α Li2(e
−αu)
∑
β,γ β
−1Sαβγ and consider the
Eulerien series
H(z; q) =
∞∑
m=0
qAm
2
+Bmzm∏
α,β,γ
(qαm+γ ; qβ)
Sαβγ
∞
.
We prove that if there exist an ε > 0 such that H−1(u) is an increasing function on [0, ε),
then as q → 1−,
H(z; q) = (1 + o (| log q|p))
∞∫
0
qAx
2
+Bxzx∏
α,β,γ
(qαx+γ ; qβ)
Sαβγ
∞
dx
holds for each p ≥ 0. We also obtain full asymptotic expansions for H(z; q) which sat-
isfy above condition as q → 1−. The complete asymptotic expansions for related basic
hypergeometric series could be derived as special cases.
1. Introduction and statement of results
We begin with the definition of Eulerian series, which could be found in [1].
Definition 1. Eulerian series are combinatorial formal power series which are constructed
from basic hypergeometric series.
In his last letter to Hardy, Ramanujan listed 17 examples of functions in Eulerian series
that he called mock theta functions. The first three pages in which Ramanujan explained
what he meant by a ”mock theta function” are very obscure. Hardy comments that a mock
theta function is a function defined by a q-series convergent when |q| < 1, for which we can
calculate asymptotic formulae, when q tends to a ”rational point” e2πis/r of the unit circle,
of the same degree of precision as those furnished for the ordinary theta functions by the
theory of linear transformation (see [2]).
In the same latter, Ramanujan also noted that for other Eulerian series, approximations
analogous to mock theta function may not exist. He claimed that
∞∑
m=0
q
m(m+1)
2
(q; q)2m
=
√
t
2π
√
5
exp
(
π2
5t
+ c1t + · · ·+ cptp +O(tp+1)
)
holds for each integer p ≥ 1, q = e−t, t → 0+ with infinitely many cj 6= 0. Here we use the
the q-Pochhammer symbol (a; q)m =
∏m−1
k=0 (1− aqk) for a, q ∈ C, |q| < 1 and m ∈ N ∪ {∞}.
2010 Mathematics Subject Classification. Primary: 11P82; Secondary: 11F27, 33D15, 41A58.
Key words and phrases. Eulerian series, basic hypergeometric series, asymptotics, mock theta functions.
1
Although this example have been discussed by Watson [2] and McIntosh [3], we can’t prove
this claim until today. In same paper [3], McIntosh also provided the complete asymptotics:
Let a, b ∈ R>0, c, t ∈ R, q = e−t with t→ 0+, then
∞∑
m=0
qbm
2+cn
(q; q)n
am ∼ exp
(
C−1
t
+
∞∑
k=0
Ckt
k
)
, (1.1)
where Ck are constants depends only on a, b and c. He note that his method could applicable
to wide variety unimodal series with some limit conditions which required, see Theorem 2 of
[4].
Moreover, let A be a positive definite symmetric r × r matrix, B a vector of length r,
and C a scalar, all three with rational coefficients. Zagier [5, Section 3, Chapter II] define a
function fA,B,C(z) by the r-fold q-hypergeometric series
fA,B,C(z) =
∑
x=(x1,...,xr)∈Nr
q
1
2
x
TAx+xTB+C
(q; q)x1 . . . (q; q)xr
, (1.2)
with z ∈ C(ℑz > 0) and ask when fA,B,C(z) is a modular function. Zagier give a method
involving the asymptotic expansion of (1.2), with q = e−t for t → 0+. In [5], Zagier also
outline some methods to computing the asymptotics and solve the question for r = 1. In [6],
Vlasenko and Zwegers use the ideal comes from Zagier to give the asymptotics for r ≥ 2.
Finally, the q-hypergeometric series are q-analogue generalizations of generalized hyper-
geometric series. In 1940, Wright [7, 8] has been established six theorems on the asymp-
totic expansion of the generalized hypergeometric function. Zhang [9, 10] has investigated
Plancherel-Rotach type asymptotics for certain q-hypergeometric series. However, nothing
of the asymptotics as (1.1) is known for more general q-hypergeometric series.
The purposes of this paper is establish a complete asymptotic expansion for more general
Eulerian series or q-hypergeometric series. We first fixed the following q-notation:
(a; q)z =
(a; q)∞
(aqz; q)∞
, (a1, a2, . . . , an; q)z =
n∏
j=1
(aj ; q)z
for a, a1, . . . an, q ∈ C, |q| < 1 and z ∈ C. We will focus on the formal Eulerian series
H (z; q) =
∞∑
m=0
qAm
2+Bmzm∏
a,b,c,d (q
a; qb)
S(a,b,c,d)
cm+d
, (1.3)
where q ∈ (0, 1), z = ev; the triple (A, v, B) ∈ (R>0 × R2)∪ ({0}2 × R>0)∪ ({0} × R<0 × R);
the product
∏
a,b,c,d is a finite product, every quadruple (a, b, c, d) ∈ R4 with b, c, a + bd > 0
and S(a, b, c, d) ∈ R is a function in a, b, c, d. Clearly,
H (z; q) = H(z; q)
∏
a,b,c,d
(
qa; qb
)−S(a,b,c,d)
∞
, (1.4)
where
H(z; q) =
∞∑
m=0
( ∏
a,b,c,d
(
qbcm+a+bd; qb
)S(a,b,c,d)
∞
)
qAm
2+Bmzm. (1.5)
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The asymptotics of the general term of the product in (1.4) has been understood well by
McIntosh [11]. Thus we just need consider H(z; q), which could be rewritten as the following
simple form
H(z; q) =
∞∑
m=0
qAm
2+Bmzm∏
α,β,γ(q
αm+γ ; qβ)
Sαβγ
∞
. (1.6)
In order to formulate the main result of this paper, we first denote by
H−1(u) = u log z −Au2 +
∑
α
Li2(e
−αu)
∑
β,γ
β−1Sαβγ
:= u log z −Au2 −
∑
1≤j≤H
Li2(e
−αju)f(αj) (1.7)
with Li2(·) is the dilogarithm function be defined by (4.6), f(αj) 6= 0 for 1 ≤ j ≤ H and
α1 < α2 < · · · < αH . Comparing (1.5) and (1.6) we also have
H−1(u) = vu− Au2 −
∑
b,c
Li2(e
−bcu)
∑
a,d
S(a, b, c, d)
b
. (1.8)
Then, our main results as follows.
Theorem 1. Let H(z; q), H (z; q) and H−1(u) be defined as above. If there exist an ε > 0
such that H−1(u) is an increasing function on [0, ε), then as q → 1−,
H(z; q) = (1 + o (| log q|p))
∞∫
0
qAx
2+Bxzx∏
α,β,γ(q
αx+γ ; qβ)
Sαβγ
∞
dx
holds for each p ≥ 0. Furthermore, we have
H (z; q) = (1 + o (| log q|p))
∞∫
0
qAx
2+Bxzx∏
a,b,c,d (q
a; qb)
S(a,b,c,d)
cx+d
dx
holds for each p ≥ 0 as q → 1−.
We shall first prove the following more general results and then Theorem 1 could be derived
as special cases.
Lemma 1.1. Let F (x, t) and Eℓ(u)(ℓ ∈ Z≥−1) be some real analytic functions in (0,∞).
For each x≫ 1/t and m ∈ N, suppose that F (x, t) satisfies the complete asymptotics
∂mF (x, t)
∂xm
∼ tm
∞∑
ℓ=−1
E
〈m〉
ℓ (xt)t
ℓ
for t→ 0+. Also suppose that the set of all local maximum points of E−1(u) on (0,∞) is a
nonempty finite set SE. Then, for each p ≥ 0, as t→ 0+
∑
um/t<m≤uM/t
exp (F (m, t)) = (1 + o (tp))
uM/t∫
um/t
exp (F (x, t)) dx,
where um = min
u∈SE
u− 1/| log t| and uM = max
u∈SE
u+ 1/| log t|.
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We have the complete asymptotic expansion for above Lemma 1.1
Lemma 1.2. Let F (x, t), Eℓ(u)(ℓ ∈ Z≥−1), um and uM be defined as Lemma 1.1. Let
κ2ℓ(u, t) be defined by (3.16). Then we roughly have for each ℓ ∈ N1,
κ2ℓ(u, t)≪ t
ℓ
ku(2ku+1) .
Further more, we have the asymptotic expansion in κ2ℓ(u, t) of the form∑
um/t<m≤uM/t
eF (m,t) ∼
∑
u∈SE
exp(F (u/t, t))
V (u, t)
∞∑
ℓ=0
Γ
(
2ℓ+ 1
2ku
)
κ2ℓ(u, t)
ku
,
where ku is the minimum positive integer such that E
〈2ku〉
−1 (u) 6= 0, κ0(u, t) = 1 and V (u, t)
be defined by (3.14). In particular, we have the leading asymptotics
∑
um/t<m≤uM/t
eF (m,t) ∼
∑
u∈SE
eE0(u)
ku
Γ
(
1
2ku
)( −(2ku)!
E
〈2ku〉
−1 (u)
) 1
2ku
t−1+
1
2ku eE−1(u)/t.
Remark 1.3. From the assumption of Lemma 1.1, (3.14) and (3.16) it is not difficult to see
that V (u, t) and κ2ℓ(u, t) have asymptotic expansions in powers of t
1/ku , this implies that
the asymptotic expansion of Lemma 1.2 could be rewritten as an asymptotic expansion in
powers of t1/ku of the form
∑
um/t<m≤uM/t
eF (m,t) ∼
∑
u∈SE
CF (u)t
−1+ 1
2ku eE−1(u)/t
(
1 +
∞∑
ℓ=1
CFj(u)t
ℓ/ku
)
with
CF (u) =
eE0(u)
ku
Γ
(
1
2ku
)( −(2ku)!
E
〈2ku〉
−1 (u)
) 1
2ku
and for each j ∈ N1, CFj(u) ∈ R depends only on F (·) and u.
Finally, we obtain the full asymptotic behavior of Eulerian series (1.3) and (1.6).
Theorem 2. Let H−1(u) be defined by (1.7) and Hℓ(u)(ℓ ∈ Z≥0) be defined by Lemma 4.3.
Also let SH be the set of all local maximum points of H−1(u) on (0,∞). Then, under the
assumption of Theorem 1 we have
H (z; q) = NH(t) + IH(t),
where NH(t) = 0 for SH is an empty set and if SH nonempty then
NH(t) ∼
∑
u∈SH
Cut
−1+ 1
2mu eH−1(u)/t
(
1 +
∑
j≥1
Cj(u)t
j/mu
)
with the coefficients Cj(u) ∈ R are constant depends only on H(z; ·) and u be determined by
(5.15), mu is the minimum positive integer such that H
〈2mu〉
−1 (u) 6= 0 and
Cu =
eH0(u)Γ
(
1
2mu
)
mu
(
−(2mu)!
H
〈2mu〉
−1 (u)
) 1
2mu
;
4
IH(t) = 0 for A > 0 or log z < 0 or f(α1) < 0 and if f(α1) > 0 then
IH(t) ∼ Γ (B/α1)
α1[f(α1)]B/α1
tB/α1−1
(
1 +
∑
λ∈Λ(H)
Cλ(H)tλ
)
,
where the set Λ(H) ⊂ Q>0 satisfy infλ6=µ,λ,µ∈Λ(H) |λ − µ| > 0 be defined by (5.17), and
Cλ(H) ∈ R for λ ∈ Λ(H) be determined by (5.19) depends only on H(1; ·).
Remark 1.4. We can obtain the complete asymptotic expansion for H (z; q). For each ℓ ∈ N,
let the Bernoulli polynomials Bℓ(x) and the Bernoulli number Bℓ be defined by (4.1) and
(4.2), respectively. Then, we have
H (z; q) ∼ H(z; q)CHtBH exp
(
AH
t
+
∞∑
ℓ=1
Aℓt
ℓ
)
with
AH =
∑
a,b,c,d
π2S(a, b, c, d)
6b
, Aℓ =
∑
a,b,c,d
BℓS(a, b, c, d)bℓ
ℓ(ℓ+ 1)!
Bℓ+1
(a
b
)
ℓ ∈ N1,
BH =
∑
a,b,c,d
(
a
b
− 1
2
)
S(a, b, c, d) and CH =
∏
a,b,c,d
(
Γ(a/b)/
√
2π
)S(a,b,c,d)
.
Remark 1.5. It is clear that the asymptotic results of [3] and [4] of McIntosh could be derived
as special cases of the Eulerian series (1.3) with the conditions which satisfied. Moreover, our
theorem is more general, the asymptotic expansion is similar with the definition of the mock
theta function of Gordon and McIntosh [12]. Furthermore, some special H (1; q) are gener-
ating functions in many partition problems, for example, our results can give the complete
asymptotic expansion for all partition generating functions in Bringmann and Mahlburg [13].
Using the Tauberian theorem of Ingham (see [13, Theorem 3.1] and [14]), which allows us
to describe the asymptotic behavior of the coefficients of a power series using the analytic
nature of the partition generating functions H (1; q).
This paper is organized as follows. In Section 2, we first determine the stationary point
of F (x, t) and consider it’s Taylor expansion at the stationary point. In Section 3, we prove
Lemma 1.1 and Lemma 1.2. In Section 4, we first collect properties on Bernoulli numbers,
Bernoulli polynomials and the polylogarithm function. Then, we give the asymptotic facts
for the general term of the product in (1.4) and prove that the logarithm of general term of
H(z; q) satisfies the assumption of F (m, t) in Lemma 1.1. In Section 5 we prove Theorem 1
and Theorem 2. We will prove Theorem 1 in Subsection 5.1–5.3 and prove Theorem 2 in last
subsection of this section. In Section 6, we apply our main theorem to the some confluent
basic hypergeometric series, some simple Eulerien series and some mock theta functions.
2. The stationary point of F (x, t)
Lemma 2.1. Let t > 0 sufficiently small be fixed, let F (x, t), Eℓ(u) and SE be defined as
Lemma 1.1. Also let SF be the set of all maximum point of F (x, t) for all x ≍ 1/t. Then
for each X ∈ SF there exist an u ∈ SE such that
X = (u+ ru(t)) /t,
with ru(t)≪ t1/(2ku−1) and where ku is the minimum positive integer such that E〈2ku〉−1 (u) 6= 0.
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Proof. Letting X ∈ SF then
0 =
∂F
∂x
(X, t) ∼ E ′−1(Xt) +
∞∑
ℓ=1
E ′ℓ−1(Xt)t
ℓ. (2.1)
Thus we have limt→0+(Xt) ∈ SE , namely, X ∼ u/t for some u ∈ SE . On the other hand, it
is clear that for each u ∈ SE there exist an ru(t) ∈ R with ru(t) = o(t) for t→ 0+ such that
X = (u+ ru(t))/t satisfies (2.1). Further more, the using of Taylor theorem yields
∞∑
k=1
E
〈k+1〉
−1 (u)
k!
ru(t)
k +
∞∑
ℓ=1
tℓ
∞∑
k=0
E
〈k+1〉
ℓ−1 (u)
k!
ru(t)
k ∼ 0.
Since u is the maximum point of E−1(x) in x ∈ (0,∞), so the minimum positive integer k
such that E
〈k+1〉
−1 (u) 6= 0 must be an odd integer 2ku − 1. Moreover, we have E〈2ku〉−1 (u) < 0
and
∞∑
k=2ku−1
E
〈k+1〉
−1 (u)
k!
ru(t)
k +
∞∑
ℓ=1
tℓ
∞∑
k=0
E
〈k+1〉
ℓ−1 (u)
k!
ru(t)
k ∼ 0.
This implies that ru(t)≪ t1/(2ku−1). Which completes the proof of the lemma. 
Next, we obtain the Taylor series for F (m, t) at u/t with u ∈ SE .
Lemma 2.2. Let F (x, t), Eℓ(u) and SE be defined as Lemma 1.1. Also let t > 0 sufficiently
small. Then there exist a constant θE > 0 depends only on E−1(·) such that for m ∈
[(u− θE)/t, (u+ θE)/t] we have the Taylor expansion
F (m, t) =
∞∑
ℓ=0
1
ℓ!
∂ℓF
∂xℓ
(u/t, t)(m− u/t)ℓ.
Proof. First, we have for each N ∈ N,
∂NF (x, t)/∂xN = O
(
tN−1
∣∣∣E〈N〉−1 (xt)∣∣∣)
holds for each x≫ 1/t. Thus for m ∈ [(u− θ)/t, (u+ θ)/t] with θ ∈ (0, u/2), we find that
m∫
u/t
∂N+1F (x, t)
∂xN+1
(m− x)N
N !
dx≪ t
N |m− u/t|N+1
(N + 1)!
max
|x−u/t|≤θ/t
∣∣∣E〈N+1〉−1 (xt)∣∣∣ .
We note that E−1(u) is real analytic function, then there exist a Cu > 0 depends only on u
and E−1(·) such that
sup
0<θ<u/2
(
1
(N + 1)!
max
|x−u/t|≤θ/t
∣∣∣E〈N+1〉−1 (xt)∣∣∣
)
≤ CN+1u .
Thus
m∫
u/t
∂N+1F (x, t)
∂xN+1
(m− x)N
N !
dx≪ C
N+1
u
t
θN+1.
Then, by setting
θE = min
u∈SE
(
u
3 + 2uCu
)
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and recalling the Taylor theorem
F (m, t) =
N∑
ℓ=0
∂ℓF
∂xℓ
(u/t, t)
(m− u/t)ℓ
ℓ!
+
m∫
u/t
∂N+1F (x, t)
∂xN+1
(m− x)N
N !
dx,
we immediately obtain the proof of this lemma. 
3. The proof of the Lemma 1.1 and Lemma 1.2
3.1. The proof of the Lemma 1.1. Let t > 0 sufficiently small be fixed. We have first∑
um/t<m≤uM/t
eF (m,t) =
∑
m∈MF
exp [F (m, t)] +
∑
um/t<m≤uM/t
m6∈MF
exp [F (m, t)]
:= MF +RF , (3.1)
where the number set
MF =
⋃
u∈SE
Mu withMu = {m ∈ N : |m− u/t| ≤ tθu−1}
and θu ∈ (1/(2ku + 1), 1/(2ku)) for each u ∈ SE , where ku be defined as Lemma 2.1. It is
easily seen that the above is a disjoint union as t→ 0+.
3.1.1. The estimate of RF . For u ∈ SE and m ∈Mu we note that
∂ℓF
∂xℓ
(u/t, t) ∼ tℓ−1
(
E
〈ℓ〉
−1(u) + tE
〈ℓ〉
0 (u)
)
≪
{
tℓ ℓ ∈ [1, 2ku − 1]
tℓ−1 ℓ ≥ 2ku
(3.2)
holds for each ℓ ∈ N1, thus the using of Lemma 2.2 yields
F (m, t) =
∑
ℓ≥0
1
ℓ!
∂ℓF
∂xℓ
(u/t, t)(m− u/t)ℓ
= F (u/t, t) +
1
(2ku)!
∂2kuF
∂x2ku
(u/t, t)(m− u/t)ℓ + o(1)
= F (u/t, t) +
1
(2ku)!
E
〈2ku〉
−1 (u)(m− u/t)2kut2ku−1 + o(1) (3.3)
holds for t → 0+. Therefore from the facts that E〈2ku〉−1 (u) < 0 for each u ∈ SE , the
monotonicity of F (m, t) and (3.3) we obtain that
RF ≪ 1
t
∑
u∈SE
eF (u/t,t) exp
(
E
〈2ku〉
−1 (u)
(2ku)!
t−1+2θuku + o(1)
)
≪
∑
u∈SE
exp
(
F (u/t, t)− δut−1+2θuku
)
(3.4)
for some δu > 0 depends only on E−1(·) and u.
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3.1.2. The estimate of MF . We write
TF (u, t) =
∑
|m−u/t|≤tθu−1
exp [F (m, t)− F (u/t, t)]
=
∑
|m−u/t|≤tθu−1
exp
[∑
ℓ≥1
1
ℓ!
∂ℓF
∂xℓ
(u/t, t)(m− u/t)ℓ
]
.
We denote by
f(m, t) =
∑
ℓ≥1
1
ℓ!
∂ℓF
∂xℓ
(u/t, t)(m− u/t)ℓ,
then for x ∈Mu and each N ∈ N1, it is not hard to prove that
∂Nf(x, t)/∂xN ≪N
{
tN−1+θu N ≤ 2ku − 1
tN−1 N ≥ 2ku
≪ tθuN (3.5)
by Lemma 2.2. The Euler–Maclaurin formula (see for example [15, Theorem D.2.1]) gives
that for each N ∈ N,
TF (u, t) =
⌊(tθu+u)/t⌋∫
⌈(u−tθu )/t⌉
(
ef(x,t) − (−1)
N
N !
BN(x− ⌊x⌋)∂
Nef(x,t)
∂xN
)
dx
+
N∑
ℓ=0
(−1)ℓ+1Bℓ+1
ℓ+ 1
∂ℓef(x,t)
∂xℓ
∣∣∣∣
⌊(tθu+u)/t⌋
⌈(u−tθu )/t⌉
(3.6)
where ⌊·⌋ and ⌈·⌉ are the greatest integer function and the least integer function, respectively.
Using (3.3) it is not hard to see that
ef(x,t)
∣∣∣∣
⌊(tθu+u)/t⌋
⌈(u−tθu )/t⌉
≪ exp
(
E
〈2ku〉
−1 (u)
(2ku)!
t−1+2θuku + o(1)
)
≪ e−δut−1+2θuku , (3.7)
where δu be defined as (3.4). From Faa` di Bruno’s formula
∂Nef(x,t)
∂xN
= ef(x,t)
∑
m1,m2,...mN∈N
m1+2m2+···+NmN=N
N !∏N
j=1mj !j!
mj
N∏
j=1
(
∂jf(x, t)
∂xj
)mj
and the estimate (3.5), we obtain that
∂Nef(x,t)
∂xN
∣∣∣∣
⌊(tθu+u)/t⌋
⌈(u−tθu )/t⌉
≪ e−δut2θuku−1
∑
m1,m2,...mN∈N
m1+2m2+···+NmN=N
N∏
j=1
(
tjθu
)mj ≪ e−δut2θuku−1 (3.8)
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for each N ∈ N1, where δu also be defined as (3.4). Further more,
⌊(tθu+u)/t⌋∫
⌈(u−tθu )/t⌉
∣∣∣∣∂Nef(x,t)∂xN
∣∣∣∣ dx≪
∫
|x−u/t|≤tθu−1
dxef(x,t)
∑
m1,m2,...mN∈N
m1+2m2+···+NmN=N
N∏
j=1
(
tjθu
)mj
≪ tθuN
∫
|x−u/t|≤tθu−1
ef(x,t) dx (3.9)
holds for each N ∈ N1. On the other hand, by (3.3) we see∫
|x−u/t|≤tθu−1
ef(x,t) dx≫
∫
|y|≤tθu−1
exp
(
y2kut2ku−1
(2ku)!
E
〈2ku〉
−1 (u)
)
dy ≫ 1/t. (3.10)
Thus from (3.6)–(3.10), it is clear that
TF (u, t) = (1 + o(t
p))
∫
|x−u/t|≤tθu−1
exp (F (x, t)− F (u/t, t)) dx, (3.11)
holds for each p ≥ 0 as t→ 0+.
3.1.3. The final estimate. From (3.4), (3.10) and (3.11), it is obvious that for each p ≥ 0,
∑
um/t<m≤uM/t
eF (m,t) =
∑
u∈SE

(1 + o(tp)) ∫
|x−u/t|≤tθu−1
eF (x,t) dx+O
(
eF (u/t,t)−δut
−1+2θuku
)
= (1 + o(tp))
∑
u∈SE
∫
|x−u/t|≤tθu−1
eF (x,t) dx (3.12)
holds for t→ 0+. Further more, if we denote by
m = (um/t, uM/t] \
(∪u∈SE{x ∈ R : |x− u/t| ≤ tθu−1}) .
Then by the monotonicity of F (m, t), we obtain∫
m
eF (x,t) dx≪ uM − um
t
∑
u∈SE
eF (u/t,t)−δut
−1+2θuku
. (3.13)
Combining (3.12), (3.13) and similar with (3.12), we obtain that for each p ≥ 0, as t→ 0+
∑
um/t<m≤uM/t
eF (m,t) = (1 + o(tp))
uM/t∫
um/t
eF (x,t) dx.
Which completes the proof of the Lemma 1.1.
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3.2. The proof of the Lemma 1.2. It is not difficult to compute that the integral in (3.11)
equals to∫
|x|≤tθu−1
exp
(∑
ℓ≥1
1
ℓ!
∂ℓF
∂xℓ
(u/t, t)xℓ
)
dx
=
1
V (u, t)
∫
|y|≤tθu−1V (u,t)
exp
(
−y2ku +
∑∗
k≥1
λk(u, t)y
k
)
dy
=
1
V (u, t)
∫
|y|≤tθu−1/(2ku)
e−y
2ku
exp
(∑∗
k≥1
λk(u, t)y
k
)
dy +O
(
e−δut
−1+2θuku
)
,
where ∗ means that k 6= 2ku and
V (u, t) =
( −1
(2ku)!
∂2kuF
∂x2ku
(u/t, t)
) 1
2ku
(3.14)
and
λℓ(u, t) =
1
ℓ!V (u, t)ℓ
∂ℓF
∂xℓ
(u/t, t), ℓ ∈ (N \ {2ku}).
Further more, we have the estimates
1
V (u, t)
=
(
− (2ku)!
E
〈2ku〉
−1 (u)
) 1
2ku
t1/(2ku)−1
(
1− 1
2ku
E
〈2ku〉
0 (u)
E
〈2ku〉
−1 (u)
t+O(t2)
)
and
λℓ(u, t) ∼
(
− (2ku)!
E
〈2ku〉
−1 (u)
) ℓ
2ku
tℓ/(2ku) ×
{
E
〈ℓ〉
0 (u) ℓ ∈ [1, 2ku)
t−1E
〈ℓ〉
−1(u) ℓ ∈ (2ku,∞).
(3.15)
by Newton’s generalized binomial theorem. If we write
exp
[∑∗
k≥1
λk(u, t)x
k
]
=
∞∑
ℓ=0
κℓ(u, t)x
ℓ,
then
κℓ(u, t) =
∑
ℓr∈N∑∗
r≥1 rℓr=ℓ
∏
r≥1
r 6=2ku
[λr(u, t)]
ℓr
ℓr!
=
∑
ℓr∈N∑∗
r≥1 rℓr=ℓ
∏
r≥1
r 6=2ku
1
ℓr!

 [(2ku)!]r/(2ku)
r!
∂rF
∂xr
(u/t, t)∣∣∣∂2kuF∂x2ku (u/t, t)∣∣∣r/(2ku)


ℓr
. (3.16)
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Hence the using of (3.15) and (3.16) implies that
κℓ(u, t)≪
∑
ℓr∈N∑∗
r≥1 rℓr=ℓ
2ku−1∏
r=1
t
rℓr
2ku
ℓ∏
r=2ku+1
t
rℓr
2ku
−ℓr
≪ t ℓ2ku
∑
ℓr∈N∑∗
r≥1 rℓr=ℓ
ℓ∏
r=2ku+1
t−
rℓr
2ku+1 ≪ t ℓ2ku(2ku+1)
for each ℓ ∈ N. Thus it is not hard to show that
TF (u, t) =
1 + o(tN)
V (u, t)

2ku(2ku+1)N∑
ℓ=0
κℓ(u, t)
∫
R
e−y
2ku
yℓ dy + o
(
tN
)
=
1
V (u, t)

ku(2ku+1)N∑
ℓ=0
Γ
(
2ℓ+ 1
2ku
)
κ2ℓ(u, t)
ku
+ o
(
tN
)
holds for each N ∈ N. Then combining (3.12) we finish the proof of Lemma 1.2.
4. Preliminary results of H (z; q)
To prove Theorem 1, we first need the following concepts and lemmas.
4.1. some special functions. Recall that the Bernoulli polynomials Bℓ(x) are involved in
the generating function is
zezx
ez − 1 =
∞∑
ℓ=0
zℓ
ℓ!
Bℓ(x), (4.1)
where |z| < 2π. The Bernoulli numbers are given by
Bℓ = Bℓ(0) for ℓ ∈ N. (4.2)
It is a well known fact that
B0 = 1, B1 = −1
2
, B2ℓ+1 = 0 and B2ℓ ∼ (−1)ℓ+1 2(2ℓ)!
(2π)2ℓ
as ℓ→∞ for ℓ ∈ N1. (4.3)
The polylogarithm function Lis(z) is
Lis(z) =
∞∑
k=1
zk
ks
. (4.4)
If s = 2, then it is called that dilogarithm function, say
Li2(z) =
∞∑
k=1
zk
k2
(4.5)
and converges for |z| ≤ 1. If s = 1, then
Li1(z) =
∞∑
k=1
zk
k
= − log(1− z),
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which converges for |z| < 1. If s is a non-positive integer, say s = −r, then the polylogarithm
function is defined recursively by
Li−r(z) = z
d
dz
Li1−r(z) for r ∈ N (4.6)
and |z| < 1. Thus we have the following lemma.
Lemma 4.1. (See [11, Lemma 2])Let integer n ≤ 2, a and x be real number. Then, we have
Lin(ae
x) =
∞∑
k=0
Lin−k(a)
k!
xk
holds for |a| < 1 and |x| < min(− log |a|, π).
We need the following asymptotic of q-shifted factorials which proof follows immediately
from Theorem 2 of [11] or Theorem 2 of [16] with change of variables.
Lemma 4.2. Let b > 0 and real a/b 6∈ Z≤0. Then, we have
(e−at; e−bt)∞ ∼
√
2πt
1
2
− a
b
Γ(a/b)
exp
(
− π
2
6bt
−
∞∑
ℓ=1
bℓBℓBℓ+1(a/b)
ℓ(ℓ+ 1)!
tℓ
)
.
4.2. Some asymptotic properties of H (z; q).
4.2.1. The asymptotics for the product term of H (z; q). From Lemma 4.2, we have∏
a,b,c,d
(qa; qb)−S(a,b,c,d)∞
∼
∏
a,b,c,d
(
Γ(a/b)t
a
b
− 1
2√
2π
exp
(
π2
6bt
+
∞∑
ℓ=1
bℓBℓBℓ+1(a/b)
ℓ(ℓ+ 1)!
tℓ
))S(a,b,c,d)
= t
∑
a,b,c,d( ab−
1
2)S(a,b,c,d)
∏
a,b,c,d
(
Γ(a/b)/
√
2π
)S(a,b,c,d)
× exp
(
1
t
∑
a,b,c,d
π2S(a, b, c, d)
6b
+
∞∑
ℓ=1
tℓ
∑
a,b,c,d
BℓS(a, b, c, d)bℓ
ℓ(ℓ+ 1)!
Bℓ+1
(a
b
))
.
Namely, we have
∏
a,b,c,d
(qa; qb)−S(a,b,c,d)∞ ∼ CHtBH exp
(
AH
t
+
∞∑
ℓ=1
Aℓt
ℓ
)
with
AH =
∑
a,b,c,d
π2S(a, b, c, d)
6b
, Aℓ =
∑
a,b,c,d
BℓS(a, b, c, d)bℓ
ℓ(ℓ+ 1)!
Bℓ+1
(a
b
)
ℓ ∈ N1,
BH =
∑
a,b,c,d
(
a
b
− 1
2
)
S(a, b, c, d) and CH =
∏
a,b,c,d
(
Γ(a/b)/
√
2π
)S(a,b,c,d)
.
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4.2.2. Some asymptotic properties of H(z; q). We first denote by
F(m, t) = log
(( ∏
a,b,c,d
(
qbcm+a+bd; qb
)S(a,b,c,d)
∞
)
qAm
2+Bmzm
)
,
then
H(z; q) =
∑
m∈N
exp (F(m, t)) . (4.7)
It is not hard to compute that
F(m, t) =
∑
a,b,c,d
S(a, b, c, d)
∞∑
ℓ=0
log
(
1− qbcm+a+bd+bℓ)− Am2t− Bmt+mv
= mv −Am2t− Bmt−
∑
a,b,c,d
S(a, b, c, d)
∞∑
ℓ=0
∞∑
k=1
qk(bcm+a+bd)+kbℓ
k
= mv −Am2t− Bmt−
∑
a,b,c,d
S(a, b, c, d)
∞∑
k=1
e−k(bcm+a+bd)t
k(1− e−kbt) (4.8)
or, we have
F(m, t) = mv − Am2t− Bmt +
∑
α,β,γ
Sαβγ
∞∑
k=1
e−k(αm+γ)t
k(1− e−kβt) (4.9)
by (1.6). The series F(m, t) converges uniformly on compact subsets of t > 0 and m ≥ 0.
Moreover, it is easily seen that the function F(x, t) with (x, t) ∈ (R>0)2 is a real analytic
function. Under the following lemma, we can apply Lemma 1.1 to prove Theorem 1.
Lemma 4.3. Let F(x, t) be defined as (4.8) and let the real number δ > 0. Then, for all
X ≥ t−δ, we have
∂NF(X, t)
∂XN
= tN
(
M∑
ℓ=−1
H
〈N〉
ℓ (Xt)t
ℓ + o(tδM/2)
)
as t→ 0+ for each N,M ∈ N, where H−1(u) be defined by (1.7) and
Hm(u) =


∑
a,b,c,d
Li1(e
−bcu)
(
d+ a
b
− 1
2
)S(a, b, c, d)−Bu m = 0
(−1)m ∑
a,b,c,d
bmS(a,b,c,d)
(m+1)!
Bm+1
(
a+bd
b
)
Li1−m(e
−bcu) m ∈ N1,
or
Hm(u) =


− ∑
α,β,γ
Li1(e
−αu)
(
γ
β
− 1
2
)
Sαβγ −Bu m = 0
(−1)m−1 ∑
α,β,γ
βmSαβγ
(m+1)!
Bm+1 (γ/β) Li1−m(e
−αu) m ∈ N1
by comparing (4.8) and (4.9). In particular, we have for each X ≫ 1/t
∂NF(X, t)
∂XN
= tN
(
M∑
ℓ=−1
H
〈N〉
ℓ (Xt)t
ℓ +O(tM+1)
)
(4.10)
as t→ 0+ for each N ∈ N.
13
Proof. We shall prove the case N = 0, the proof of the cases N ≥ 1 is similar. It is not hard
to see that
F(X, t) = Xv −AX2t− BXt
−
∑
a,b,c,d
S(a, b, c, d)
bt
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
−kbt
e−kbt − 1 +R1(X, t),
where
R1(X, t)≪
∑
a,b,c,d
∑
k>t2δ/3−1
e−kbcXt
kt
≪ e−t−δ/4
by using the condition X ≥ t−δ. By (4.2) we have
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
−kbt
e−kbt − 1 =
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
∞∑
ℓ=0
Bℓ
ℓ!
(−kbt)ℓ
Then use the asymptotic formula of Bℓ (see (4.3)), for each M ∈ N
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
−kbt
e−kbt − 1 =
M∑
ℓ=0
Bℓ(−bt)ℓ
ℓ!
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2−ℓ
+R2(X, t),
where as t→ 0+,
R2(X, t)≪
∑
k≤t2δ/3−1
e−kbcXt
k2
∑
ℓ>M
(kbt)ℓ ≪ |bt2δ/3|M+1 ≪ t δ2 (M+1).
Using (4.4), it is not difficult seen that
∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
−kbt
e−kbt − 1 =
M∑
ℓ=0
Bℓ(−bt)ℓ
ℓ!
Li2−ℓ
(
e−(bcX+a+bd)t
)
+O
(
t
δ
2
(M+1)
)
.
By Lemma 4.1
dMLi2−ℓ(e
−bcXtex)
dxM
= Li2−ℓ−M
(
e−bcXtex
)
.
Note the fact that
Li1−m
(
e−bcXt
)≪

 ∑
k≤t2δ/3−1
+
∑
k>t2δ/3−1

 km−1e−kbcXt ≪ t(2δ/3−1)m
holds for m ≤ | log t|, then Taylor Theorem implies that
Li2−ℓ
(
e−(bcX+a+bd)t
)
=
M∑
k=0
Li2−ℓ−k
(
e−bcXt
)
k!
(−(a + bd)t)k +R3(X, t),
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where
R3(X, t) =
−(a+bd)t∫
0
Li2−ℓ−M−1
(
e−bcXtex
) (−(a + bd)t− x)M
M !
dx
≪ ((a+ bd)t)
M+1
(M + 1)!
Li1−ℓ−M
(
e−bcXt
)≪ t2Mδ/3t(2δ/3−1)ℓ.
for ℓ ≤M as t→ 0+. Therefore, we obtain that∑
k≤t2δ/3−1
e−k(bcX+a+bd)t
k2
−kbt
e−kbt − 1
=
∑∑
0≤k,ℓ≤M
Bℓ(−bt)ℓ
ℓ!
Li2−ℓ−k
(
e−bcXt
)
k!
(−(a + bd)t)k +O
(
t
δ
2
(M+1)
)
.
Thus we obtain that as t→ 0+,
F(X, t) =Xv − AX2t− BXt+O
(
t
δ
2
(M+1) +
∑
M<k≤2M
tk−1+(2δ/3−1)(k−1)
)
−
M∑
m=0
(−t)m
∑
a,b,c,d
Li2−m(e
−bcXt)
t
∑
0≤ℓ≤m
Bℓb
ℓ(a+ bd)m−ℓS(a, b, c, d)
bℓ!(m− ℓ)! .
Namely,
F(X, t) =1
t
(
v(Xt)−A(Xt)2 −
∑
a,b,c,d
Li2(e
−bcXt)b−1S(a, b, c, d)
)
+
∑
a,b,c,d
Li1(e
−bcXt) (B0(a+ bd) +B1b)
S(a, b, c, d)
b
− B(Xt)
+
M∑
m=1
tm(−1)m
∑
a,b,c,d
Li1−m(e
−bcXt)
bmS(a, b, c, d)
(m+ 1)!
Bm+1
(
a + bd
b
)
+ o
(
tδM/2
)
for each M ∈ N. Finally, note that if X ≫ 1/t then Li1−m(e−bcXt)≪ 1, thus we immediately
get the proof of (4.10). Which completes the proof of the lemma. 
5. The proof of the main theorem
Let us denote by SH the set of all local maximum points of H−1(x) with x ∈ R>0 and
let t > 0 sufficiently small. We first have SH is a finite point set or an empty set by the
definition of H−1(u) in Lemma 4.3. We rewritten (4.7) as
H(z; q) =

 ∑
m≤fm/t
+
∑
fm/t<m≤fM/t
+
∑
m>fM/t

 eF(m,t) := Σ1 + Σ2 + Σ3,
where fm and fM be defined as follows:
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(I). If SH is nonempty, then set
fm = ( min
u∈SH
u)− 1/| log t| and fM = (max
u∈SH
u) + 1/| log t|.
(II). If SH is an empty set, then set fm = fM = 1.
We also write by
IH(z; q) =
∞∫
0
eF(x,t) dx =


fm/t∫
0
+
fM/t∫
fm/t
+
∞∫
fM/t

 eF(x,t) dx := I1 + I2 + I3.
Note that if SH is nonempty, then by Lemma 4.3 and Lemma 1.1, as t→ 0+
Σ2 = (1 + o(t
p))I2 (5.1)
holds for each p ≥ 0. Thus we just need consider the estimates of Σ1, I1,Σ3 and I3.
5.1. The treat of Σ1 and I1.
Lemma 5.1. Let F(m, t) be defined as (4.9) and fm be defined as above. Then, we have as
t→ 0+
Σ1 ≪ exp
(F(fm/t, t) + | log t|3) and I1 ≪ exp (F(fm/t, t) + | log t|3) .
Proof. First of all, let t→ 0+ and x ≥ 0. It is not difficult to compute that
∂F(x, t)
∂x
= v − 2Axt− Bt− t
∑
α,β,γ
αSαβγ
∞∑
k=1
e−k(αx+γ−β)t
ekβt − 1
= v − 2Axt− t
∑
α,β,γ
αSαβγ
⌊ 12βt⌋∑
k=1
e−k(αx+γ)t
1− e−kβt +O
(
exp
(
− α
2β
x
))
= v − 2Axt− t
∑
α,β,γ
αSαβγ
⌊ 12βt⌋∑
k=1
e−k(αx+γ)t
kβt
+O
(
1
1 + x
+ t
)
= v − 2Axt−
∑
α,β,γ
α
β
Sαβγ
∞∑
k=1
e−kα(x+γ/α)t
k
+O
(
1
1 + x
+ t
)
.
Therefore it is not hard seen that
∂F(x, t)
∂x
=
{
H ′−1(xt) +O(1/x+ t) x ≥ 1
O(| log t|) x ∈ [0, 2]. (5.2)
Thus for each X ∈ [1, fm/t] and Y ≫ 1/t, we have
F(X, t) = F(Y, t)−
Y∫
X
(
H ′−1(xt) +O(1/x+ t)
)
dx
= F(Y, t)−H−1(Y t)/t +H−1(Xt)/t+O (| log t|) .
Using Lemma 4.3 we obtain that
F(X, t) = H−1(Xt)/t+O(| log t|).
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Therefore as t→ 0+, we have
exp (F(x, t))≪ exp (H−1(xt)/t+ | log t|2)
Moreover, from the assumption of Theorem 1 and Lemma 4.3 we find that
H−1(xt) ≤ H−1(fm) = F(fm/t, t) +O(1)
for each x ∈ [0, fm/t]. By (5.4) we have F(X, t)≪ F(1, t) + | log t| for X ∈ [0, 1]. Hence
Σ1 ≪
∑
m≤fm/t
exp (H−1(mt)/t+O(| log t|))≪ exp
(F(fm/t, t) + | log t|3)
and
I1 ≪
fm/t∫
0
exp (H−1(xt)/t +O(| log t|)) dx≪ exp
(F(fm/t, t) + | log t|3) .
Which completes the proof of the lemma. 
5.2. The estimate of Σ3 and I3. If A = v = 0 then
H(z; q) = H(1; q) =
∑
m∈N
qBm∏
α,β,γ(q
αm+γ ; qβ)
Sαβγ
∞
and for x≫ 1/t,
F(x, t) = 1
t
∑
α
Li2(e
−αxt)
∑
α,β,γ
β−1Sαβγ − Bxt +O
(∑
α
e−αxt
)
+O(t) (5.3)
and
∂F(x, t)
∂x
= −
∑
α
αLi1(e
−αxt)
∑
α,β,γ
β−1Sαβγ −Bt +O
(∑
α
te−αxt
)
+O(t2) (5.4)
by Lemma 4.3. The assumption of Theorem 1 implies that
H−1(u) =
∑
α
Li2(e
−αu)
∑
β,γ
β−1Sαβγ 6≡ 0.
and hence
∑
β,γ β
−1Sαβγ 6= 0 for some α. Therefore we can rewritten (5.4) as
∂F(x, t)
∂x
= −
H∑
k=1
αk log(1− e−αkxt)f(αk)− Bt+O
(
te−α1xt + t2
)
.
Furthermore,
∂F(x, t)
∂x
= e−α1xtα1f(α1)
(
1 +O
(
e−α1xt + e−(α2−α1)xt
))−Bt(1 +O(t)). (5.5)
This yields if f(α1) > 0 then ∂F(x, t)/∂x = 0 has only one solution XH for x > C/t with
C > 0 be sufficiently large depends only on H(1; ·). Moreover, it is clear to compute that
XH =
1
α1t
(
log
(
1
t
)
+O(1)
)
.
In this case, we have the following lemma.
17
Lemma 5.2. If f(α1) > 0 then as t→ 0+
Σ3 = (1 + o(t
p)) I3 +O (exp (F(fM/t, t) + 2| log t|))
holds for each p ≥ 0.
Proof. The proof of this lemma is similar with the proof of (3.11). We first give the estimates
of the derivatives of F(x, t) for x > Ah| log t|/t with Ah = 1/(2 + 2α1). From (5.3) we have
F(x, t) = −f(α1)
t
e−α1xt
(
1 +O
(
e−α1xt + e−(α2−α1)xt
))− Bxt +O(e−α1xt)
= −f(α1)
t
e−α1xt (1 + o(1))−Bxt.
From (5.5) we have
∂F(x, t)
∂x
≪ e−α1xt + t≪ tAh.
From Lemma 4.3 we have for each N ≥ 2,
∂NF(x, t)
∂xN
≪ tN−1 ≪ tAhN .
Thus similar with (3.7) and (3.8), for each N ∈ N we have
∂NeF(x,t)
∂xN
∣∣∣∣
∞
⌈Ah| log t|/t⌉
≪ eF(⌈Ah | log t|/t⌉,t) ≪ exp
(
−f(α1)
t
e−α1⌈Ah| log t|/t⌉t (1 + o(1))
)
≪ exp (−f(α1)t−1+α1Ah (1 + o(1)))≪ exp (−1/√t) . (5.6)
Similar with (3.9), we have for each N ∈ N1,
∂NeF(x,t)
∂xN
≪ eF(x,t)
∑
m1,m2,...mN∈N
m1+2m2+···+NmN=N
N∏
j=1
(
tjAh
)mj ≪ tAhNeF(x,t).
Further more, it is not not difficult compute that
∞∫
⌈Ah| log t|/t⌉
eF(x,t) dx =
∞∫
⌈Ah| log t|/t⌉
exp
(
−Bxt − f(α1)
t
e−α1xt (1 + o(1))
)
dx
=
1
Bt
tAhB(1+o(1))∫
0
exp
(
−f(α1)
t
yα1/B(1 + o(1))
)
dy ≍ tα1/B−1. (5.7)
Thus similar with (3.11) and the using of Euler–Maclaurin formula yields that
∑
m>⌈Ah| log t|/t⌉
eF(m,t) = (1 + o(tp))
∞∫
⌈Ah| log t|/t⌉
eF(x,t) dx (5.8)
holds for each p ≥ 0. On the other hand, it is not difficult seen that F(x, t) has an unique
minimal point on x ∈ [fM/t, Ah| log t|/t] if SH is nonempty or F(x, t) is an increasing
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function if SH is empty. Thus∑
fM/t<m≤⌈Ah | log t|/t⌉
eF(m,t) ≪ t−2 exp (F(fM/t, t)) + t−2 exp (F(⌈Ah| log t|/t⌉, t))
≪ exp (F(fM/t, t) + 2| log t|) + exp
(
−1/√t
)
(5.9)
and
I3 −
∞∫
⌈Ah| log t|/t⌉
eF(x,t) dx≪ t−2 (exp (F(fM/t, t)) + exp (F(⌈Ah| log t|/t⌉, t)))
≪ exp (F(fM/t, t) + 2| log t|) + exp
(
−1/
√
t
)
(5.10)
by (5.6). Combining (5.8), (5.7), (5.9) and (5.10) we immediately obtain the proof of the
lemma. 
We have the following estimate for Σ3 and I3.
Lemma 5.3. Let F(m, t) be defined as (4.8) and fM be defined as above. If A > 0 or v < 0
or f(α1) < 0, then as t→ 0+,
Σ3 ≪ exp (F(fM/t, t) + 4| log t|) and I3 ≪ exp (F(fM/t, t) + 4| log t|) .
Proof. If x ≥ 1/t4 then as t→ 0+,
F(x, t) = xv − Ax2t− Bxt−
∑
α,β,γ
Sαβγ
∞∑
k=1
e−k(αx+γ)t
k(ekβt − 1)
< xv − Ax2t− Bxt +
∑
α,β,γ
|Sαβγ|
∞∑
k=1
e−kαxt
k2βt
= xv − Ax2t− Bxt +O(e−1/t2). (5.11)
If f(α1) < 0, then from (5.5) we have ∂F(x, t)/∂x < 0 for x > C1/t with C1 > 0 be
sufficiently large depends only on H(1; ·). On the other hand, by (5.4) if x≫ 1/t then
∂F(x, t)
∂x
= v − 2Axt +
∑
α
α log(1− e−αxt)
∑
β,γ
β−1Sαβγ +O (1/x+ t) .
Thus A > 0 or v < 0 implies that ∂F(x, t)/∂x < 0 holds for x > C2/t for some C2 > 0
sufficiently large depends only on H(z; ·). Therefore under the condition of the lemma, the
definition of fM and the estimate of ru(t) in Lemma 2.1 for F(x, t) implies that ∂F(x, t)/∂x <
0 for all x > fM/t. Hence
Σ3 =
∑
fM/t<m≤1/t4
eF(m,t) +
∑
m>1/t4
eF(m,t)
≪ exp (F(fM/t, t) + 4| log t|) +
∑
m≥1/t4
emv−Am
2t−Bmt
≪ exp (F(fM/t, t) + 4| log t|) + e−1/t2 .
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Moreover, Lemma 4.3 implies that F(x, t)≪ 1/t for all x ≥ 1/t, hence
Σ3 ≪ exp (F(fM/t, t) + 4| log t|) .
Now, the estimate for I3 is easy to establish. Thus we complete the proof of the lemma. 
5.3. The final estimate for H(z; q). From Lemma 2.2, we have for each u ∈ SH , as
t→ 0+,
F(u/t± 1/(t| log t|), t) = F(u/t, t) + 1
(2ku)!
∂2kuF
∂x2ku
(u/t, t)
1
t| log t|2ku (1 + o(1))
< F(u/t, t)− 2/
√
t.
Therefore if SH is nonempty then
I2 ≫
∑
u∈SH
eF(u/t,t)/t
by Lemma 1.2. Therefore from Lemma 5.1 we have for each p ≥ 0, as t→ 0+,
Σ1 ≪ tpI2, I1 ≪ tpI2.
From Lemma 5.2 and Lemma 5.3 we have: Let f(α1) be defined as (??). If A = v = 0 and
f(α1) > 0 then
Σ3 = (1 + o(t
p)) I3 + o(tpI2).
If A > 0 or v < 0 or f(α1) < 0, then
Σ3 ≪ tpI2 and I3 ≪ tpI2.
Thus together with (5.1), we obtain that for each p ≥ 0, as t→ 0+,
H(z; q) = (1 + o(tp))IH(z; q).
If SH is empty then f(α1) > 0, thus from Lemma 5.2 we have as t→ 0+,
H(z; q) = Σ1 + Σ3 + I1 − I1
= O
(
exp
(F(1/t, t) + | log t|3))+ (1 + o(tp)) I3 + I1
= (1 + o(tp))IH(z; q) + o(tpI3) = (1 + o(tp)) IH(z; q)
holds for each p ≥ 0.
Which completes the proof of the Theorem 1.
5.4. The proof of Theorem 2. From above discussion, it is not difficult seen that for each
p ≥ 0, as t→ 0+
H(z; q) = (1 + o(tp))

Σ2 +
∞∫
log | log t|/t
eF(x,t) dx

 , (5.12)
where if SH is empty then Σ2 = 0. If SH is nonempty then we can obtain the full asymptotics
by Lemma 1.2. Thus we just need to consider the integration part of above. On the other
hand, combining Subsection 4.2.1, the full asymptotic expansion for H (z; q) immediately
follows the full asymptotic expansion of H(z; q). We first give the results of Σ2.
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5.4.1. Asymptotic expansion for Σ2. Let denote by mu the minimum positive integer such
that H
〈2mu〉
−1 (u) 6= 0.
VH(u, t) =
( −1
(2mu)!
∂2muF
∂x2mu
(u/t, t)
) 1
2mu
, (5.13)
µℓ(u, t) =
∑
ℓr∈N∑∗
r≥1 rℓr=ℓ
∏∗
r≥1
1
ℓr!
(
[(2mu)!]
r/(2mu)
r!
∂rF
∂xr
(u/t, t)∣∣∂2muF
∂x2mu
(u/t, t)
∣∣r/(2mu)
)ℓr
. (5.14)
where ∗ means that r 6= 2mu and from Subsection 3.2 the estimate
µℓ(u, t)≪ t
ℓ
2mu(2mu+1)
holds for each ℓ ∈ N. From Lemma 1.2 we have the full asymptotic expansion in µ2ℓ(u, t) of
the form
Σ2 ∼
∑
u∈SH
exp(F(u/t, t))
VH(u, t)
∞∑
ℓ=0
Γ
(
2ℓ+ 1
2mu
)
µ2ℓ(u, t)
mu
, (5.15)
5.4.2. Asymptotic expansion for the integration part. Now we consider the integral of (5.12).
In fact, we shall consider the case is when A = v = 0 with f(α1) > 0. We have first
IH(t) : =
∞∫
log | log t|/t
eF(x,t) dx
=
∞∫
log | log t|/t
exp
(
−Bxt +
∞∑
k=1
H∑
ℓ=1
e−kαℓxt
∑
β,γ
Sαℓβγe
−kγt
k(1− e−βkt)
)
dx
by (4.9). We denote by
hk,αℓ(t) := −
∑
β,γ
Sαℓβγe
−kγt
k(1− e−βkt) .
Then for each k ∈ N1 and αℓ, it is obvious that
hk,αℓ(t) =
1
k2t
(
f(αℓ)−
∑
r≥1
(−kt)r
r!
r∑
s=0
(
r
s
)
Bs
β
∑
β,γ
βsγr−sSαℓβγ
)
.
Further more, we obtain that
IH(t) =
1
Bt
1/| log t|B∫
0
exp
(
−
∞∑
k=1
H∑
ℓ=1
ykαℓ/Bhk,αℓ(t)
)
dy
=
1 + o(tp)
Bt[h1,α1(t)]
B
α1
1/(t| log t|)∫
0
u
B
α1
−1
e−u exp

− ∑∑
(ℓ,k)∈N21\{(1,1)}
ℓ≤H
u
kαℓ
α1 hk,αℓ(t)
[h1,α1(t)]
kαℓ
α1

 dy
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for each p ≥ 0. Moreover, for each k ∈ N, we have
hk,αℓ(t)
[h1,α1(t)]
kαℓ
α1
=
f(αℓ)
k2[f(α1)]
kαℓ
α1
t
kαℓ
α1
−1
(
1 +
∑
r≥1
br(α1, αℓ, k)t
r
)
(5.16)
holds for some br(α1, αℓ, k) ∈ R(r ≥ 1) as t→ 0+. In odder to give the asymptotic expansion,
we shall define the countable set
Λ(H) :=
{
λ1 +
H∑
ℓ=2
∞∑
k=1
λℓk(kαℓ/α1 − 1) : λ1, λℓk ∈ N, 2 ≤ ℓ ≤ H, k ≥ 1
}
. (5.17)
Then, we formally have
exp

− ∑∑
(ℓ,k)∈N21\{(1,1)}
ℓ≤H
ukαℓ/α1hk,αℓ(t)
[h1,α1(t)]
kαℓ/α1

 = ∑
λ∈Λ(H)
κλ(t)u
λ (5.18)
with some κλ(t) ∈ R. Moreover, for each λ ∈ Λ(H), by (5.16) and (5.18)
κλ(t)≪
∑
ℓ1+···+ℓH=λ
ℓj∈Λ(H),j=1,...,H

 ∑
ℓ1r≥2
2ℓ12+3ℓ13+···=ℓ1
t
∑
r≥2(r−1)ℓ1r

 H∏
j=2

 ∑
ℓjr≥1
ℓj1+2ℓj2+···=ℓj
t
∑
r≥1
(
αj
α1
r−1
)
ℓjr


≪
∑
ℓ1+···+ℓH=λ
ℓj∈Λ(H),j=1,...,H
tℓ1/2
H∏
j=2
t
(
αj
α1
−1
)
ℓj =
∑
ℓ1+···+ℓH=λ
ℓj∈Λ(H),j=1,...,H
tλ/2+
∑H
j=2(αj/α1−3/2)ℓj .
Thus it is not hard to see that
κλ(t)≪ tλ/2 + t(α2/α1−1)λ.
We choose
α(h) =
1
4 + 2/(α2/α1 − 1) ,
then it not difficult seen that
IH(t) =
1 + o(tp)
α1t[h1,α1(t)]
B
α1
t−α(h)∫
0
u
B
α1
−1
e−u exp

− ∑∑
(ℓ,k)∈N21\{(1,1)}
ℓ≤H
u
kαℓ
α1 hk,αℓ(t)
[h1,α1(t)]
kαℓ
α1

 du
and furthermore,
IH(t) =
1 + o(tp)
V (t)
t−α(h)∫
0
y
B
α1
−1
e−y
∑
λ∈Λ(H)
κλ(t)y
λ dy ∼
∑
λ∈Λ(H)
κλ(t)
V (t)
Γ
(
B
α1
+ λ
)
. (5.19)
where
V (t) = α1t[h1,α1(t)]
B
α1 .
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6. Some applications of the main results
6.1. Asymtotics of the basic hypergeometric series. We write a = (a1, a2, ..., ar) ∈
Rr>0, b = (b1, b2, ..., bs) ∈ Rs>0 with ℓ := s − r > 0. Assuming v ∈ R and t > 0 and
considering the following basic hypergeometric series:
rφs(a,b; t, v) :=
∞∑
k=0
(e−ta1 , . . . , e−tar ; e−t)k
(e−tb1 , . . . , e−tbs; e−t)k
e−ℓt(
k
2)evk.
Applying Theorem (1), we define
Φm(u) =


vu− ℓ (u2/2 + Li2(e−u)) m = −1(
s∑
ν=1
(
bν − 12
)− r∑
µ=1
(
aµ − 12
))
Li1(e
−u) + s−r
2
u m = 0.
Then
Φ′−1(u) = v − ℓ log(eu − 1),
then limu→0+ Φ
′
−1(u) = +∞ and hence rφs satisfy the assumption of Theorem 1. Therefore
we obtain that for each p ≥ 0, as t→ 0+,
rφs(a,b; t, v) = (1 + o(t
p))
∞∫
0
(e−ta1 , . . . , e−tar ; e−t)x
(e−tb1 , . . . , e−tbs ; e−t)x
e−ℓt(
x
2)evx dx.
Furthermore, u = log(1 + ev/ℓ) is only one solution of Φ′−1(u) = 0 and
Φ′′−1(log(1 + e
v/ℓ)) = −ℓ(1 + e−v/ℓ) < 0.
Thus, by Theorem 2 we have
rφs(a,b; t, v) ∼ CφtBφ exp
(
Aφ
t
)(
1 +
∞∑
j=1
Cjt
j
)
with
Aφ =
ℓ
2
(
2v
ℓ
log(1 + ev/ℓ)− log2(1 + ev/ℓ) + π
2
3
− 2Li2
(
1
1 + ev/ℓ
))
,
Bφ =
s∑
ν=1
bν −
r∑
µ=1
aµ − ℓ+ 1
2
,
Cφ =
(2π)
1−ℓ
2
(
1+ev/ℓ
1+e−v/ℓ
)ℓ/2
√
ℓ
∏s
ν=1 Γ(bν)∏r
µ=1 Γ(aµ)
(
1 + e−v/ℓ
)∑s
ν=1 bν−
∑r
µ=1 aµ−
1
2 .
and for j ∈ N1, the coefficients Cj ∈ R are constant depends only on rφs(a,b; ·, v). In
particular,
rφs(a,b; t, 0) ∼ 1
πℓ/2
√
2π
ℓ
∏s
ν=1 Γ(bν)∏r
µ=1 Γ(aµ)
(2t)
∑s
ν=1 bν−
∑r
µ=1 aµ−
ℓ+1
2 exp
(
ℓπ2
12t
)
.
6.2. Asymtotics of some simple Eulerian Series.
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6.2.1. A simple Eulerian Series. Let A,C,D,E > 0, F ≥ 0, G ∈ N1 and B ∈ R. We
consider the following Eulerian series.
R(q) =
∑
m∈N
qAm
2+Bm
(qC; qD)GEm+F
=
1
(qC ; qD)G∞
∑
m∈N
qAm
2+Bm(qDEm+C+DF ; qD)G∞.
By (1.8), Lemma 4.3, Theorem 1 and Theorem 2, we define
R−1(u) = −Au2 − G
D
Li2(e
−DEu)
and
R0(u) = −Bu−GLi1(e−DEu)
(
1
2
− F − C
D
)
to replace H−1(u) and H0(u), respectively. Then we have
R′−1(u) = −2Au−GE log(1− e−DEu)
and
R′′−1(u) = −2A−
DGE2
eDEu − 1 .
Thus limu→0+ R
′
−1(u) = +∞, Therefore for each p ≥ 0, as q → 1−,
R(q) = 1 + o(| log q|
p)
(qC; qD)G∞
∞∫
0
qAx
2+Bx(qDEx+C+DF ; qD)G∞ dx.
Furthermore, R′−1(u) = 0 with u > 0 equivalent to
(e−u)A/(EG) + (e−u)DE − 1 = 0.
This equation just have one solution ζR on (0,∞) and R′′−1(ζR) < 0. Thus by Theorem 2 it
is easy to prove that the leading asymptotics
R(e−t) ∼ CRtBR exp
(
AR
t
)
,
where
AR = −Aζ2R +
G
D
(
π2
6
− Li2(e−DEζR)
)
, BR =
CG
D
− G+ 1
2
and
CR =
(
1
2π
)G−1
2
Γ
(
C
D
)G exp ((A(F+C/D−1)
E
− B
)
ζR
)
√
2A+DGE2e(DE−2A/(EG))ζR
.
[5]
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6.2.2. Some examples on mock theta functions. We now apply our main result to some mock
theta functions. It is easy check that there are about a half mock theta functions of the
website [17] can directly use Theorem 1 and Theorem 2 to obtain the complete asymptotic
expansion. Here just gives the illustration of the following two examples.
Example 1. The following example is a mock theta function of Ramanujan, which were
proved in Andrews [18] and Hickerson[19].
F0(q) =
∑
m∈N
qm
2
(qm+1; q)m
=
∑
m∈N
(q2m+1; q)∞
(qm+1; q)∞
qm
2
.
By (1.7), Lemma 4.3, Theorem 1 and Theorem 2, we define
F (u) = −u2 − Li2(e−2u) + Li2(e−u)
and
F00(u) = −1
2
log(1 + e−u)
to replace H−1(u) and H0(u), respectively. Then we have
F ′(u) = −2u− log(1− e−u)− 2 log(1 + e−u)
and
F ′′(u) = 1− 1
1− e−u −
2
1 + e−u
.
Then limu→0+ F
′
−1(u) = +∞, thus as q → 1−
F0(q) = (1 + o(| log q|p))
∞∫
0
(q2x+1; q)∞
(qx+1; q)∞
qx
2
dx
holds for each p ≥ 0. Moreover, F ′−1(u) = 0 with u > 0 equivalent to
(e−u)3 + 2(e−u)2 − e−u − 1 = 0.
We have
ζF := − log
(
2
3
√
7 cos
(
1
3
cos−1
(
− 1
2
√
7
))
− 2
3
)
= 0.2206 . . .
is the solution and F ′′(ζF ) < 0. Thus we have the leading asymptotics
F0(e
−t) ∼ eF00(ζF )
√
−2
F ′′(ζF )
Γ
(
1
2
)√
1
t
eF (ζF )/t
=
(
1− e−ζF
2− e−ζF + e−2ζE
) 1
2
√
2π
t
exp
(
1
t
(
Li2(e
−ζF )− ζ2F − Li2(e−2ζF )
))
.
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Example 2. The following mock theta function were proved in Berndt and Chan [20].
φ−(q) =
∑
m∈N1
qm(−q; q)2m−1
(q; q2)m
=
(−q; q)∞
(q; q2)∞
∑
m∈N1
(q2m+1; q2)∞
(−q2m; q)∞ q
m.
Clearly, ∑
m∈N1
(q2m+1; q2)∞
(−q2m; q)∞ q
m = q
∑
m∈N
(q2m+3; q2)∞(q
2m+2; q)∞
(q4m+4; q2)∞
qm
By (1.7) and Theorem 2, we define
P (u) = (Li2(e
−4u)− 3Li2(e−2u))/2
to replace H−1(u). Then
lim
u→0+
P ′−1(u) = lim
u→0+
(− log(1− e−2u) + 2 log(1 + e2u)) = +∞,
thus Theorem 1 implies that for each p ≥ 0, as q → 1−
φ−(q) = (1 + o(| log q|p)) q (−q; q)∞
(q; q2)∞
∞∫
0
(q2x+3; q2)∞(q
2x+2; q)∞
(q4x+4; q2)∞
qx dx.
Furthermore, it is not difficult to prove that the above
φ−(q) = (1 + o(| log q|p)) (−q; q)∞
(q; q2)∞
1∫
0
(qy; q2)∞
(−y; q)∞
dy
2
√
y
holds for each p ≥ 0 as q → 1−. Moreover, from Theorem 2 it is easy to obtain the leading
asymptotics :
φ−(e
−t)(t) ∼ exp (π
2/(6t))
2
√
3πt
.
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