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Capitulo 1 
Introducci6n 
Infinidad de sistemas fisicos y bio16gicos tienen en comun el estar formados por la 
agrupaci6n organizada de 'entes' mas pequenos. Tal es el caso de los metales (Momos 
formando una red cristalina), los tejidos nerviosos y musculares (formados por agru­
paci6n de celulas), las superredes semiconductoras (formadas de capas de semicon­
ductores) . . .  Tradicionalmente, se ha tendido a modelizar tales sistemas ignorando la 
estructura espacial discreta y pasando al limite del continuo. Tal enfoque conduce 
tfpicamente a modelos en ecuaciones en derivadas parciales. La ventaja de este en­
foque estriba en que resulta mas sencillo obtener resultados analiticos (soluciones ex­
plicitas, predicciones asint6ticas, informaci6n cualitativa) sobre las soluciones de estos 
modelos, funciones que dependen con un cierto grade de continuidad y diferencia­
bilidad de variables continuas. Este hecho permite utilizar herramientas matematicas 
tan basicas y potentes como el calculo diferencial e integral 0 la variable compleja. A 
10 largo de los anos se han desarrollado numerosas tecnicas de analisis adecuadas al 
estudio de distintos modelos de ecuaciones en derivadas parciales. No obstante, a la 
hora de simular numericamente estos modelos, hay que volver a trabajar con variables 
discretas. 
El estudio de modelos continuos ha proporcionado resultados muy iltiles. Sin 
embargo, hay evidencia experimental de una amplia gama de fen6menos que no se 
pueden describir con modelos continuos. Tales fen6menos son debidos a la estructura 
discreta subyacente y se pierden en el lfmite del continuo. En estos cas os, es preciso 
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considerar modelos espacialmente discretos, en los que las soluciones dependen de 
una variable temporal continua y de variables espaciales discretas. Obtener informa­
cion analitica sobre las soluciones de estos modelos resulta complicado al no ser posible 
asumir ni siquiera continuidad en espacio. En esta tesis hemos pretendido avanzar en 
el estudio de un tipo de soluciones concretas: los frentes de onda discretos. 
El estudio de las ondas discretas genera problemas en diversos frentes: 
• A nivel de analisis, se plantean principalmente dos cuestiones: 
- Las ondas viajeras discretas corresponden a perfiles y velocidades que son 
solucion de problemas de autovalores no lineales para ecuaciones diferen­
ciales en diferencias. El caracter no local de este tipo de ecuaciones (inter­
vienen las derivadas y los valores del perfil buscado en distintos puntos 
[6]) dificulta notablemente la obtencion de condiciones para la existencia de 
soluciones. 
- Los argumentos perturbativos usuales en ecuaciones en derivadas parciales 
o diferenciales ordinarias no se pueden aplicar en problemas espacialmente 
discretos. Es preciso idear estrategias para ser capaz de construir soluciones 
asintoticas y analizar la estabilidad de soluciones particulares sorteando las 
dificultades derivadas de la presencia de una variable espacial discreta . 
• A nivel numerico, se plantea la cuestion fundamental de relacionar el compor­
tamiento cualitativo de las soluciones de los esquemas numericos con el compor­
tamiento cualitativo de las soluciones de los modelos originales, que se desearia 
reproducir correctamente. 
Las ondas solucion de modelos espacialmente continuos se sue len aproximar 
numericamente resolviendo problemas discretizados. Tales discretizaciones han 
de ser disenadas para evitar patologias: las ondas discretas pueden anclarse 0 
moverse en una direccion erronea, sus perfiles pueden presentar rugosidades 
anomalas y sus velocidades pueden diferir dnisticamente de las velocidades es­
peradas para las ondas continuas [80, 74, 73] .  La simulacion de modelos espa­
cialmente discretos conlleva igualmente la discretizacion del tiempo. El compor-
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tamiento cualitativo de las aproximaciones numericas puede no corresponder al 
esperado: ejemplos de caos numerico, oscilaciones y efectos dispersivos espureos 
son relativamente frecuentes [1, 2] . 
En esta tesis estudiamos la dimimica de ondas en sistemas espacialmente discretos. 
He organizado los resultados obtenidos en cuatro capitulos: 
• En el capitulo 2 investigamos los frentes de onda en sistemas de reacci6n-difusi6n 
(eventualemente con terminos de convecci6n) unidimensionales espacialmente 
discretos y el efecto del desorden espacial en su propagaci6n. 
• En el capitulo 3 estudiamos las soluciones de tipo frente viajero en modelos que 
induyen terminos' de inercia (derivadas segundas respecto al tiempo) y de fric­
ci6n (derivadas primeras respecto al tiempo). 
• En el capitulo 4 investigamos la existencia de frentes viajeros en modelos conser­
vativos. 
• En el capitulo 5 iniciamos el estudio de un modelo discreto vectorial. Deriva­
mos este modele para la dinamica de superredes semiconductoras fotoexcitadas 
usando datos experimentales para determinar los coeficientes y estudiamos los 
estados estacionarios del modelo. 
Describo a continuaci6n las aportaciones al estudio de modelos discretos realizadas en 
cada capitulo de la tesis. 
1.1 Capitulo 2: Frentes de onda en sistemas discretos so­
breamortiguados. Efectos del desorden. 
Los avances en la comprensi6n de los fen6menos de propagaci6n en sistemas dis­
cretos comenzaron en 1987, con un trabajo de Keener [42] . Keener demostr6 que, 
genericamente, los frentes de onda de una ecuaci6n de reacci6n-difusi6n unidimen­
sional espacialmente discreta estan anclados para valores de un parametro de control 
(la 'fuerza externa') en un cierto intervalo y se mueven en caso contrario. Un frente 
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de onda 0 'kink' es una soluci6n cuyo perfil es mon6tonamente creciente 0 decreciente 
conforme aumenta la variable espacia1 y une dos estados uniformes estab1es. En ecua­
ciones espacialmente continuas, el intervalo de valores de la fuerza en que hay anclaje 
de los frentes se reduce a un punto, por 10 que e1 anclaje es un fen6meno puramente 
discreto que no tiene analogia en el caso continuo. Zinner demostr6 en 1992 [82] que 
existen soluciones de tipo £rente que se mueven con velocidad constante c y que son 
derivables en la variable (n-ct), donde n es la variable discreta espacial y t el tiempo. 
Resultados de este tipo permiten estudiar sistemas discretos con tecnicas asint6ticas. 
En ecuaciones sobreamortiguadas no pueden coexistir frentes de onda anclados y 
viajeros para el mismo valor de la fuerza externa aplicada [22]. Recientemente se ha 
logrado describir la transici6n entre frentes anclados y en movimiento para estas ecua­
ciones. Path [24] ha estudiado de manera analitica ecuaciones con terminos fuente 
lineales a trozos. En [15, 18] se introdujo una estrategia para describir las transiciones 
anclaje-propagaci6n en problemas con fuentes no lineales. Estos metodos permiten re­
dudr el movimiento del frente cerca de la transici6n de anclaje al de unos pocos puntos 
activos (que pueden reducirse a un punto en el limite fuertemente discreto), ca1cular 
la fuerza critica y la velocidad y perfil del £rente de manera analftica. En el lfmite del 
continuo, se puede describir la transici6n mediante 'asymptotics beyond all orders', es 
decir, tecnicas asint6ticas que controlan terminos exponencialmente pequenos [44] . 
En este capitulo, consideramos el efecto del desorden espacial en la transici6n anclaje­
propagaci6n de sistemas espacialmente discretos unidimensionales. Las aplicaciones 
incluyen sistemas de reacci6n-difusi6n sujetos a un campo aleatorio externo, el desliza­
miento de ondas de densidad de carga y la dimimica de paredes de dominic en su­
perredes semiconductoras debilmente acopladas. 
Los modelos se formulan en terminos de cadenas de osciladores sobreamortigua­
dos acoplados difusivamente en un potencial V, sujetos a un campo de fuerzas F +'Y�n: 
dUn ( ) dt = Un+l - 2un + Un-l + F - A g Un + 'Y�n' 
o bien, en el caso de las superredes semiconductoras, 
9 = V' 
d!n + v (En) En -
v
En-1 _ D(En) 
En+l + E�-l - 2En 
= 'YD(En)�n+l - 'Ylv (En) + D(En)]�n + J - v (En) 
(1 .1) 
(1 .2) 
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siendo En el campo eIectrico en el pozo n, J la corriente, 1) el dopaje y v (E), D(E) las 
curvas de velocidad y difusividad. 
En estos ejemplos, el mayor efecto del desorden consiste en 'suavizar' la transici6n, 
modificando el exponente critico en la dependencia de la velocidad del campo aplicado 
de 1/2 a 3/2. EI exponente 3/2 fue obtenido por D. Fisher en un modelo de campo 
medio para el deslizamiento de ondas de densidad de carga usando argumentos de 
cambio de escala [28, 29] .  
El resultado se obtiene aplicando el Teorema central del limite a los promedios 
de las velocidades (usando las f6rmulas establecidas en [15] y [18] para los modelos 
sin desorden), tras descomponerlos en grupos de variables aleatorias independientes. 
Las predicciones de la velocidad promedio obtenidas de esta forma ajustan razonable­
mente las velocidades promedio medidas numericamente. 
1.2 Capitulo 3: Estabilidad de frentes de onda en sistemas 
discretos amortiguados 
EI objetivo de este capitulo es estudiar fen6menos de anclaje y propagaci6n de frentes 
en modelos espacialmente discretos unidimensionales que incluyen terminos de £ric­
ci6n (derivadas primeras respecto al tiempo) y de inercia (derivadas segundas respecto 
al tiempo). En particular, estudiamos la existencia y estabilidad de soluciones de tipo 
£rente en cadenas de osciladores amortiguados acoplados difusivamente sujetos a un 
potencial V y una fuerza externa F: 
g = V' (1 .3) 
La comprensi6n del efecto de los terminos de inercia y fricci6n es fundamental para 
desarrollar una teoria que describa la dina mica de defectos (dislocaciones [16] 0 mi­
crofisuras [72]) en materiales cristalinos. Simulaciones numericas de modelos at6micos 
para microfisuras reflejan fen6menos de inestabilidad en la propagaci6n de fisuras en 
ausencia de terminos de fricci6n [68]. EI control de la dinamica de defectos es impor­
tante en el disefio de nanodispositivos [76]. 
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Desde el punto de vista de la estructura matematica, la inclusi6n de derivadas 
segundas en estas ecuaciones tiene una consecuencia inmediata: los principios del 
maximo validos para ecuaciones discretas de reacci6n-difusi6n dejan de ser aplica­
bles. Los principios del maximo son importantes para controlar las soluciones de tipo 
frente, que unen dos estados constantes. En problemas con dos derivadas temporales, 
se suele recurrir a argumentos de energia para controlar las soluciones. La energia po­
tencial de las soluciones con estructura de frente de onda suele ser infinita (salvo en 
casos excepcionales) por 10 que la aplicabilidad de tecnicas de energia en nuestro caso 
es limitada y en general requiere el uso de funcionales de energia convenientemente 
modificados. 
Este capitulo combina resultados numericos con predicciones asint6ticas y resul­
tados de estabilidad rigurosos. Los resultados de nuestras simulaciones numericas 
conducen a a algunas conclusiones relevantes: 
• Para valores de E pequenos los perfiles y velocidades de las soluciones de tipo 
frente viajero son pequenas perturbaciones de "los perfiles y velocidades para el 
modelo sobreamortiguado con E = o. Se observan tres regimenes de propagaci6n 
diferentes segu.n el valor de F (si la velocidad inicial es suficientemente pequena). 
Datos iniciales de tipo escal6n evolucionan conforme el tiempo crece hacia frentes 
anclados, frentes viajeros con velocidad positiva 0 negativa, en los mismos ran­
gos de F que en el caso E = o. 
• A medida que E crece se observa la formaci6n de oscilaciones en los perfiles de 
los frentes viajeros: se pierde la monotonia de los frentes del modelo sobreamor­
tiguado. SegUn el tipo de no linealidad sea periodico 0 confinante, se observa 
que los frentes viajeros se vuelven inestables para valores de E moderados (caso 
periodico) 0 persisten para valores de E grande (caso confinante) .  En este ca­
so, describimos la transici6n propagaci6n-anclaje mediante tecnicas asint6ticas y 
obtenemos predicciones analiticas de la velocidad que reflejan su dependencia 
del parametro E, para E grande. 
• A medida que E crece se observan fen6menos de coexistencia de frentes esta­
cionarios y viajeros para el mismo valor de F. Los frentes estacionarios dejan de 
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existir para IFI > Fce mientras que los frentes viajeros persisten hasta un valor de 
FCd < Fce· 
Las contribuciones principales al estudio matematieo de los frentes de onda en estas 
eeuaeiones son las siguientes: 
• En el limite E pequeno obtenemos resultados rigurosos de estabilidad para las 
soluciones de tipo frente, estacionario 0 viajero, mediante una teeniea de eeua­
ciones integrales. 
• Para E > 0 arbitrario, obtenemos resultados de estabilidad para las soluciones 
estacionarias euando los datos iniciales estan suficientemente pr6ximos a ellas 
usando funcionales de energia modifieados. 
• Obtenemos predicciones asint6ticas para la velocidad de los frentes en los limites 
E pequeno y, si el potencial es eonfinante, para E grande. 
• Introducimos una teoria que permite expliear la eoexistencia de frentes estacionar­
ios y viajeros. Esta teoria nos conduce a un nuevo tipo de bifurcaci6n global en 
el sistema. En el estudio de la dinamica de d�fectos en cristales, el valor minima 
de F para el eual se observan frentes viajeros se eorresponde con la llamada 'ten­
si6n de Peierls dinamica' (tensi6n minima para la eual un defecto inicialmente en 
movimiento sigue moviendose) .  El valor maximo de F a partir del eual no existen 
frentes estacionarios de eorresponde con la Hamada 'tensi6n de Peierls estatiea' 
(tensi6n neeesaria para que un defecto estatieo eomienee a moverse) .  Nuestra 
deseripci6n matematiea del fen6meno de eoexistencia de frentes viajeros y esta­
eionarios proporeiona una base matematiea a la observaci6n experimental de la 
existencia de tensiones de Peierls estatieas y dinamicas. 
1.3 Capitulo 4: Frentes de onda en sistemas discretos con­
servativos 
El panorama general de la propagaei6n y anclaje de frentes de onda esta menos claro 
si en lugar de una eeuaci6n de reacci6n-difusi6n disereta eonsideramos eeuaciones es-
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pacialmente discretas con inercia y sin fricci6n [12] . En estos casos pueden existir pul­
sos viajeros (perfiles que tienden a la misma constante cuando Inl tiende a infinito) 
[1, 2, 30] 0 trenes de onda [41] .  Estas ondas tambien presentan el fen6meno del ancla­
je y de coexistencia entre frentes andados y en movimiento para el mismo valor del 
panimetro de contro1. Esto ultimo se conduye de los resultados que proporciona un 
metodo inverso idea do por Flach, Zolotaryuk y Kladko [30] : dado un perfil de onda 
viajera (frente 0 pulso), se generan potenciales para los cuales el modele discrete con 
interaccion elastica de vecinos proximos sujetos a ese potencial admite como solucion 
una onda viajera con el perfil dado. Sin embargo, no esta claro si una eleccion tan 
c1asica como un potencial periodico de tipo coseno conduce a modelos que admiten 
soluciones viajeras tipo frente. Se tiende a creer que tales ondas radiarian energia y ter­
minarian andandose [12, 67] . Dicho de otra forma, efectos dispersivos no lineales en 
las colas del frente terminarian parandolo 0 inestabilizandolo. Desde el punto de vista 
de la simulaci6n numerica de estos sistemas, en ausencia de fricci6n ha de ponerse es­
pecial cuidado en elegir discretizaciones que reflejen correctamente el comportamiento 
cualitativo del sistema hamiltoniano en estudio. 
En este capitulo consideramos dos cuestiones principales: 
• La estabilidad debilmente no lineal de las colas constantes de los frentes . 
• La existencia de soluciones explicitas de tipo frente, con perfiles monotonos u 
oscilatorios, 0 bien con estructura de tren de ondas peri6dico. 
En la Secci6n 4.2 estudiamos la estabilidad debilmente no lineal de las soluciones 
constantes linealmente estables. Para no linealidades como el sen�, sin terminos cua­
draticos en su desarrollo de Taylor en torno a los ceros estables, deducimos que las 
perturbaciones con numero de onda k pequeno son estables pero pueden hacerse in­
estables para numeros de onda grandes. Estos argumentos no parecen aplicables a no 
linealidades con terminos cuadraticos como la estudiada en [30]. 
En las Secciones 4.3, 4.4 Y 4.5 consideramos desde diversos puntos de vista el prob­
lema de la existencia de soluciones de tipo frente viajero. El estudio 'abstracto' de 
la existencia de ondas viajeras en sistemas discretos con terminos fuente fijados ha 
sido abordado con estrategias distintas: metodos de punto fijo [82, 35], metodos de 
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perturbaci6n para ecuaciones diferenciales en diferencias [22, 49, 48], metodos varia­
cionales [33, 27, 41] .  En problemas conservativos s6lo se dispone de resultados gen­
erales de existencia relativos a ondas viajeras con estructura de pulso 0 de tren de on­
das peri6dico en torno a un cero estable. Por 10 que respecta a soluciones de tipo frente 
viajero s6lo se conoce un ejemplo explfcito, construido en [30] mediante un 'metodo 
inverso' .  Los perfiles de frente viajero obtenidos en [30] son crecientes. Sin embargo, 
los resultados numericos descritos en el Capitulo 3 indican que los modelos amor­
tiguados (1 .3) poseen soluciones de tipo frente viajero con perfiles oscilatorios. Los 
resultados numericos que hemos descrito en el Capitulo 3, sugieren que los frentes 
mon6tonos son cas os excepcionales en los problemas con terminos de inercia: en gen­
eral los frentes viajeros presentarian oscilaciones en torno a las colas constantes. Esos 
resultados indican ademas la existencia de dos valores criticos de F: Fed :::; Fee. Para 
F E (Fed, Fee), coexisten soluciones de tipo frente viajero y estacionario. Por enci­
rna de Feel los frentes estacionarios desaparecen y por debajo de Fed desaparecen los 
frentes viajeros. El analisis realizado por Atkinson y Cabrera en [5] para modelos con­
servativos con fuentes lineales a trozos parece sugerir un panorama similar y apunta 
la posibilidad de la coexistencia de familias de ondas viajeras con velocidades difer­
entes. En este capitulo ahondamos en las cuestiones de existencia de frentes viajeros 
para problemas conservativos, la coexistencia de frentes estacionarios y viajeros con 
distintas velocidades y su estabilidad para la dinamica del sistema. 
Los resultados principales descritos en las secciones 4.3-4.5 son los siguientes: 
• Obtenci6n de condiciones necesarias para la existencia de frentes viajeros. 
• Construcci6n de soluciones explicitas de tipo frente estacionario, frente viajero 
y tren de ondas peri6dico viajero mediante metodos de Fourier 0 bien metodos 
inversos. 
• Construcci6n de fuentes no lineales definidas a trozos para algunos perfiles mo­
n6tonos y oscilatorios simples. 
El trabajo llevado a cabo en este capitulo sugiere que en general no cabe esperar la 
existencia de frentes viajeros en problemas conservativos con fuentes impares: datos 
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iniciales con estructura de frente evolucionan hacia estructuras oscilantes viajeras 0 an­
cladas, que asemejan trenes de onda en algunas circunstacias 0, mas frecuentemente, 
estructuras oscilantes de apariencia ca6tica. Cuando el grado de asimetria de la fuente 
es suficientemente grande, cabe esperar la existencia de soluciones viajeras (frentes 
no mon6tonos) con velocidades suficientemente grandes. Se presenta ademas una 
compleja panonimica de coexistencia de distintos tipos de soluciones especiales que 
pueden actuar como atractores y complican la descripci6n de la dinamica del proble­
ma de valores iniciales. 
1.4 Capitulo 5: Un modelo discreto vectorial: fotoexcitaci6n 
en superredes semiconductoras 
En este capitulo derivo un modele para la dinamica de superredes semiconductoras 
no dopadas, debilmente acopladas y fotoexcitadas, estudiadas experimentalmente por 
Ohtani y colaboradores [37, 38] . El transporte de carga tiene lugar mediante efecto 
tunel resonante entre subbandas electr6nicas situadas tanto en los pozos como en las 
barreras de potencial, mientras que los huecos son pesados y no dan lugar a corriente 
por efecto tUnel. Las ecuaciones del modele se adimensionalizan con los parametros de 
los experimentos de Ohtani y colaboradores [37, 38] Y se simplifican adecuadamente. 
El modelo resultante es: 
(1 .4) 
(1 .5) 
(1.6) 
(1.7) 
donde ni, Pi y ei son las densidades de electrones y huecos y el campo electrico en el 
i-esimo periodo espacial de la superred, que tiene N periodos. La densidad de elec­
trones en el estado X de la barrera i-esima es, aproximadamente, Xi = ei - ei-l + ni + Pi, 
v(ei) es una funci6n no lineal del campo electrico que corresponde a la velocidad local 
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de los electrones y j(t) es la densidad total de corriente en la superred. Los panimetros 
V y 9 denotan el voltaje entre los extremos de la superred y la intensidad de la fo­
toexcitaci6n respectivamente. Los parametros adimensionales, a � 0. 1 Y € � 10-3 son 
pequenos. Una vez derivado este modelo, se calculan sus soluciones estacionarias, 
tanto uniformes como no uniformes. Estas ultimas se buscan en la clase de soluciones 
cuyo perfil del campo eIectrico es una funci6n creciente de i, por corresponder a solu­
ciones con dos dominios del campo electrico como las observadas experimentalmente. 
Queda abierto el problema de estudiar la dimimica del modele y encontrar soluciones 
estables que describan su comportamiento para tiempos grandes. 

Capitulo 2 
Frentes de onda en sistemas discretos 
sobreamortiguados. Efectos del 
desorden 
2.1 Introducci6n 
Una gran diversidad de fen6menos en campos distintos se pueden describir en terminos 
de modelos espacialmente discretos: el movimiento de dislocaciones en cristales [55], 
la adsorci6n de atomos en substratos peri6dicos [23], la dinamica de cadenas de diodos 
resonantes acoplados [47], la dinamica de paredes de dominic en superredes semicon­
ductoras debilmente acopladas (SL) [8, 9, 78, 18], el deslizamiento de ondas de den­
sidad de carga (CDW) [34, 52], las uniones de superconductores de tipo Josephson 
[81], la propagaci6n de impulsos nerviosos a 10 largo de fibras recubiertas de mielina 
[42, 43], la propagaci6n de impulsos a traves de celulas cardiacas [43J, las ondas de 
descarga de calcio en celulas vivas [13J, etc. 
En muchos de estos sistemas el desorden debido a diferencias en los parametros de 
los componentes individuales es importante porque tiene un fuerte impacto sobre el 
comportamiento colectivo. Un ejemplo distintivo del comportamiento colectivo en sis­
temas discretos (ausente en modelos continuos en espacio) es el fen6meno de anclaje 
de frentes de onda: para valores de un parametro de control dentro de un cierto inter-
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valo, los frentes de onda que unen dos estados constantes estables que dan atrapados y 
no se propagan [43] . Cuando el parametro de control supera un cierto umbral, el frente 
de onda comienza a deslizarse a una cierta velocidad [42]. La existencia de estos um­
brales es un fen6meno intrinsicamente discreto, que se pierde en el limite del continuo. 
Recientemente, se ha propuesto una teoria matematica para describir las transiciones 
anclaje-propagaci6n y el movimiento de los frentes cerca de los umbrales en modelos 
discretos unidimensionales (lD) de reacci6n difusi6n (RD) [15]. En esta teoria, el an­
claje y el la propagaci6n de los frentes se describe estudiando el comportamiento de 
unos pocos elementos, siempre y cuando los efectos de la discretizaci6n espacial sean 
suficientemente fuertes [18, 15] .  
En este capitulo, consideramos el efecto del desorden espacial en la  transici6n anclaje­
propagaci6n de sistemas espacialmente discretos unidimensionales. Las aplicaciones 
incluyen sistemas de reacci6n difusi6n sujetos a un campo aleatorio externo, el desliza­
miento de ondas de densidad de carga y la dinamica de paredes de dominio en su­
perredes semiconductoras debilmente acopladas. En estos ejemplos, el mayor efecto 
del desorden consiste en 'suavizar ' la transici6n, modificando el exponente critico en 
la dependencia de la velocidad del campo aplicado de 1/2 a 3/2. EI exponente 3/2 fue 
obtenido por D. Fisher en un modelo de campo medio para el deslizamiento de ondas 
de densidad de carga usando argumentos de cambio de escala [28, 29] . 
Vamos a considerar en primer lugar cadenas de osciladores sobreamortiguados 
acoplados difusivamente en un potencial V, sujetos a un campo de fuerzas F + r�n: 
dUn ( ) 
dt 
= Un+1 - 2un + Un-l + F - A 9 Un + r�n· (2.1 )  
Aqul, el termino no lineal 9 ( u)  = VI ( u)  presenta una no linealidad de tipo 'cubico', 
tal que A g(u) - F tiene tres ceros, U1 (F/A) < U2 (F/A) < U3 (F/A) en un intervalo de 
valores de F, de modo que l(Ui (F/A)) > 0 para i = 1,3 y l(U2 (F/A) ) < o. La parte 
fluctuante del campo de fuerzas es r�n. EI parametro r ;:::: 0 caracteriza la magnitud del 
desorden y �n es una variable aleatoria de media cero que toma valores en el intervalo 
( -1, 1 )  con igual probabilidad. Un ejemplo de modelo con la estructura descrita por eq. 
(2.1) 10 proporciona (dejando al margen la aproximaci6n de campo medio que nosotros 
no hacemos) la modificaci6n del modelo de Fukuyama-Lee para ondas de densidad de 
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carga propuesta por D. Fisher [28, 29]. En ella, Un = On - Xn, g(u) = sin u, I�n 
Xn+1 - 2Xn + Xn-1, donde On es la fase de la onda de densidad de carga en la posici6n 
n Y Xn es una variable aleatoria que toma valores equiprobables en (0, 27f) . 
Posteriormente, extendemos nuestro estudio a modelos para superredes semicon­
ductoras que incluyen terminos de convecci6n y difusi6n no lineal. 
2.2 Transiciones anclaje-propagaci6n en modelos de Reac­
ci6n-Difusi6n sin desorden 
En esta secci6n recordamos la descripci6n de las transiciones anclaje-propagaci6n obteni­
da en [15] para modelos de reacci6n-difusi6n unidimensionales con no linealidades 
cubicas. Su estructura viene dada por (2.1) con 1 =  0: 
dUn ( ) "d1 = Un+l - 2un + Un-l + F - Ag Un (2.2) 
Si g(u) es impar respecto a U2(0), existe un intervalo simetrico IF I :::; Fe en el cual 
los frentes de onda que unen los dos ceros estables U1 (F / A) Y U3 (F / A) estan anclados. 
Para IF I > FCt se observanfrentes de anda viajeras can perfiles regulares, un(t) = u(n - ct) , 
con u( -(0) = U1(F/A) y u(oo) = U3(F/A). La velocidad c(A, F) depende de A y F Y 
satisface cF < 0 y I c l ex: ( IF I - Fe) � cuando IF I -+ Fe [15] . Como ejemplos podemos 
citar el modelo de Frenkel-Kontorova (FK) sobreamortiguado (g = sin u) [31, 12] y el 
potencial cuartico de doble pozo (V = (u2 - 1 ) 2/4) . No linealidades menos simetricas 
dan lugar a intervalos de anclaje menos simetricos y nuestro analisis se aplica a ellas 
con pequenas modificaciones [18]. 
Recordemos las principales caracteristicas de la teoria de puntos activos para la de­
scripci6n de la transici6n anclaje-propagaci6n en ausencia de des orden [15, 18]. Excep­
tuando el caso en que A es demasiado pequeno (limite del continuo en el cual Fe -+ 0), 
los frentes de onda estables difieren apreciablemente de U1 0 U3 en un numero finito 
de puntos, Un, n = -L, ... , -1,0,1, ... , M, llamados los puntas activas. Para n < -L, 
Un � U1(F/A) Y para n > M, Un � U3(F/A) . Reconstruimos el perfil del frente u(n - ct) 
analizando el comportamiento de los puntos activos un(t), n = -L, ... , - 1 , 0, 1 , . .. , M, 
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a medida que el £rente se mueve para F > Fe > 0 (el caso F < 0 se obtiene por 
simetria) .  La fase arbitaria (invariante por traslaciones) del £rente de onda se fija im­
poniendo que la soluci6n del sistema de puntos activos en el tiempo t = 0 (cuando F 
es ligeramente mayor que Fe) sea igual a la soluci6n estacionaria en F = FCI Un (A, Fe), 
n = -L, . . . , M salvo terminos de orden (F - Fe). 
El campo cTitico Fe se obtiene a partir de la condici6n siguiente: la matriz de coe­
ficientes del sistema de puntos activos linealizado en torno a la soluci6n estacionaria 
tiene un autovalor cero. Si Vn (V�L + . . .  + V� = 1) es el autovector normalizado aso­
cia do al autovalor cero, una aproximaci6n exterior a la soluci6n un(t) viene dada por 
un(t) t"V un(A, Fe) + SO(t)Vn, donde la amplitud SO obedece la ecuaci6n 
(2.3) 
en la cual 
M 
a = I: Vi + A-I [V-L/g'(UI(Fe/A)) + VM/g'(U3 (Fe/A))] > 0 (2.4) i=-L 
M 
!3 = -(A/2) I: g"(ui (A, Fe))�3 > 0 (2.5) 
i=-L 
La soluci6n de esta ecuaci6n tal que SO(O) = 0 [equivalente a un (O) = un(A, Fe) para 
n = -L, . . . , M] es SO = [a (F - Fe)/!3] � tan (Va!3(F - Fe)t). La amplitud SO explota en 
el tiempo t = ±tb, 
(2.6) 
EI redproco de la anchura de este intervale de tiempo proporciona una aproximaci6n 
a la velocidad del frente de onda, 
(2.7) 
En el tiempo de explosi6n, la aproximaci6n exterior a un(t) calculada anteriormente ha 
de ser acoplada a una aproximaci6n interior apropiada. En el tiempo de explosi6n tb, 
la soluci6n interior apropiada es la soluci6n del sistema de puntos activos en F = Fe 
con condiciones frontera elegidas de forma que Un = un(A, Fe) cuando t -+ - 00 y 
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Figura 2.1: Perfiles de los frentes de onda para el modelo de Frenkel-Kontorova sobreamortigua­
do cuando A = 1 tomando F proximo a Fc. 
Un = un+l (A, Fc) cuando t -+ 00. En el tiempo de explosi6n -tb, la soluci6n interior 
obedece el mismo sistema de ecuaciones que en F = Fc, pero las condiciones frontera 
son ahora Un = Un-l (A, Fc) cuando t -+ -00 Y Un = un(A, Fc) cuando t -+ 00 [17J. 
Las Figuras 2.1, 2.3, 2.4, 2.5 muestran la forma de los frentes estacionarios y viajeros, 
asf como el resultado de comparar las predicciones obtenidas mediante la teorfa de 
puntos activos y los resultados de simulaciones numericas. 
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Figura 2.2: Frentes estacionarios estables para el modelo de Frenkel-Kontorova cuando A = 
1 , 2 , 10 , 100 Y F = o. 
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Figura 2.3: Frentes estacionarios estables para el modelo de Frenkel-Kontorova cuando A = 10 
Y F = 4, 6 . 102. 
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Figura 2.4: Comparaci6n de veloeidades te6rieas y numerieas para los frentes viajeros cerea de 
FCt en el easo del modelo de Frenkel-Kontorova usando N puntos aetivos y los siguientes valores 
del panimetro A: (a) A = 100, (b) A = 10, (e)A = 2, (d) A = 1. 
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Figura 2.5: Camparaci6n de frentes calculadas canfarme a prediccianes te6ricas y resaluci6n 
numericas cerca de Fc para A = 2 usanda N = 8 puntas activas: (a) Trayectaria de un punta. 
(b) perfil del frente, u(z) = uo(zllc l ) . 
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2.3 Efectos del desorden espacial en la transici6n anclaj e­
propagaci6n en modelos de reacci6n-difusi6n 
En esta secci6n estudiamos c6mo altera el desorden la transici6n anclaje-propagaci6n 
descrita en el apartado anterior. La idea principal consiste en encontrar un balance 
dominante de los efectos de desorden con las no linealidades y con (F - Fe) cerca de 
la transici6n. 
En vista de la construcci6n usando puntos activos descrita en el apartado anterior, 
el balance dominante se encuentra cuando (F - Fe) = O('"}') si ,"}, --7 O. La ecuaci6n de 
amplitud pasa a ser 
(2.8) 
y la condici6n de acoplamiento (matching) es la misma que antes. La soluci6n de (2.8) 
explota en los extremos de intervalos de longitud I/ I eR I, donde 
M 
a/3(F - Fe) + '"}'/3 I: VR+n�R+n ,  (2.9) 
n=-L 
siempre y cuando el argumento de la raiz cuadrada sea positivo. En otro caso, el 
movimiento del frente se detiene y el frente queda anclado. N6tese que hemos elegi­
do UR(t) como el punto activo central que era distinguido con el indice 0 en f6rmulas 
anteriores. Despues de la explosi6n, UR salta aproximadamente a UR+l (A, Fe), y per­
manece alli hasta que ha transcurrido un tiempo I/ l cR+l l .  Entones salta a UR+2 (A, Fe), 
aproximadamente, y asi sucesivamente. 
La magnitud de interes en estos sistemas suele ser la velocidad media sobre un con­
junto suficientemente grande de puntos. Por ejemplo, esta magnitud es proporcional a 
la corriente debida a una onda de densidad de carga deslizante y es importante conocer 
tanto su comportamiento cerca del campo umbral para la transici6n como su magni­
tud. Mostraremos a continuaci6n que la velocidad promedio viene dada aproximada-
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mente por: 
(2.10) 
(2.11) 
1 
Aqui, N » (L + M + 1) es suficientemente grande, cy = 1, Y {x}! es Vx si x > 0 y cero 
en otro caso. 
La idea de la demostraci6n es la siguiente. Supongamos en primer lugar que A es 
10 suficientemente grande para que L = M = 0 y por tanto haya s6lo un unico punto 
activo. El Teorema Central del Limite aplicado a la ecuaci6n con VR = 1 nos da las 
ecuaciones (2.10) - (2.11) .  Ver apendice 2.7. 
Asumamos ahora que hay dos puntos activos. Entonces el argumento anterior falla 
porque ahora la suma la ecuaci6n (2.9) posee dos terminos en lugar de uno. Entonces 
los terminos en la media aritmetica no son independientes: cuando UR = Ul por ejem­
plo, la ecuaci6n (2.9) contiene 6 y 6. Despues del tiempo de explosi6n, UR = U2 Y 
la ecuaci6n (2.9) contiene 6 y 6, etc. Sin embargo, podemos agrupar las sumas que 
aparecen en la media aritmetica de (2.10) en dos grupos que contienen s6lo variables 
aleatorias independientes: R = 2r - 1  y R = 2r, con r = 1 , 2 ,  . . . .  La variable V16 + V26 
tiene media cero y correlaci6n 2cy2/3, donde cy2 = v;.2 + Vl = 1 .  Esta correlaci6n es ex­
actamente la misma que la variable 6 .  Entonces el teorema central del limite aplicado 
a cada grupo (de sumas de 'dimer' variables aleatorias) da la mitad de la integral en 
(2. 11), y la suma de las dos mitades nos permite recuperar la ecuaci6n (2.10). Si ten­
emos mas puntos activos, s6lo hay que subdividir la media aritmetica en tantos grupos 
como puntos activos y repetir el argumento anterior para probar (2.10). 
La integral elemental que aparece en (2.11 )  implica que e = 0 si F < Fe - "W/a 
(n6tese que cy = 1), 
_ � { I�(F - Fe) + il � ' if IF - Fe l :::; -: , l e i = 3Ki I � (F - Fe) + il � - I � (F - Fe) - il �  (2.12) 
si (F - Fe) > icy/a. Clara mente tenemos un nuevo campo critico F; = Fe - icy/a, 
y un nuevo exponente critico 3/2 (en lugar de 1/2 para el caso sin desorden), le i ex: 
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(F - F;)3/2 . Hemos comparado nuestra teoria a la soluci6n numeric a directa de (2.1 )  
en la Figura 2.6, obteniendo un buen ajuste entre predicciones te6ricas y simulaciones 
numericas. 
2.4 Transiciones anclaj e propagaci6n en modelos para su­
perredes semiconductoras debilmente acopladas 
La dinamica de las superredes debilmente acopladas a corriente constante puede ser 
descrita mediante las ecuaciones adimensionales: 
dEi dt + V (Ei) ni - D(Ei) (ni+l - ni)  = J, 
Ei - Ei-1 = lJ (ni - I) , 
0, equivalentemente, 
d!i + V (Ei) Ei -lJEi-1 _ D(Ei) Ei+l 
+ E�-l - 2Ei 
= J - V (Ei) . 
(2.13) 
(2.14) 
(2.15) 
donde Ei denota el campo eIectrico en el pozo i, J la corriente Y lJ el dopaje. El coe­
ficiente D(Ei) es positivo y acotado. El coeficiente V (Ei) se anula en cer�, es positiv� 
para campos positiv�s y muestra un maximo v M = 1 positiv� seguido de un minimo 
vm. Tras el minimo se puede suponer que crece indefinidamente. 
Tenemos tres soluciones estacionarias espacialmente homogeneas, 
E(l) (J) < E(2) (J) < E(3) (J) 
soluciones de V (E(k) ) = J. Dos de ellas son estables, E(l) (J) Y E(3) (J) .  El sistema posee 
ademas soluciones no uniformes de tipo frente que unen los dos estados estacionarios 
constantes estables: Ei --7 E(1) (J) cuando i --7 - 00  Y Ei --7 E(3) (J) cuando i --7 00. 
Estas soluciones pueden ser estacionarias 0 dependientes del tiempo. En el segundo 
casi, son frentes de onda viajeros con un perfil regular que se mueven a velocidad 
constante c = c(J, lJ) (medida en pozos atravesados por unidad de tiempo), tal que 
Transiciones anclaje propagaci6n en modelos para superredes semiconductoras debilmente 
acopladas 25 
Ei (t) = E(i - ct), i = 0, ±1 ,  . . . Y E(r) es una soluci6n de un problema de autovalores 
no lineal para c y E(r) : 
c d
E = v (E) _ J + v (E) 
E - E (r - 1 )  
dr v 
-D(E) 
E(r + 1 )  + E(r - 1 )  - 2E , (2.16) 
v 
E(-oo) = E(I) (J), E(oo) = E(3) (J) . (2.17) 
Sabemos por [22] que hay dos valores crfticos del dopaje v, VI < V2, tales que: 
• Si 0 < v < VI y J E (vm , 1 )  se observan unicamente frentes viajeros que se mueven 
a la derecha. 
• Si VI < V < V2, los frentes se mueven a la derecha cuando J E (vm , J1 (v) ), donde 
J1 (v) E (vm , 1 )  es un valor critico de la corriente. Si J E (J1 (v), 1 ) ,  las soluciones 
no uniformes estables son frentes anclados. 
• Para V > V2 se observan nuevas soluciones. Como antes, hay frentes viajeros 
que se propagan a la derecha si J E (vm, J1 (v) ) y que estan anclados si J E 
(J1 (v) , J2 (v) ) .  J2 (v) < 1 es una nueva corriente crftica. Para J2 (v) < J < 1, las 
soluciones no uniformes estables son frentes viajeros que se mueven a la izquier­
da (en contra del flujo de portadores de carga). 
Las transiciones anclaje-propagaci6n que tienen lugar en las corrientes crfticas J1 (v) 
y J2 (v) se pueden describir de forma anciloga a la expuesta en la Secci6n 2.2 para 
ecuaciones de reacci6n difusi6n [18]. Para v grande y J pr6ximo a un valor crftico, 
el movimiento de los frentes esta controlado por el comportamiento de un s6lo pozo: 
el pozo activo. Denotamos por Eo el campo eIectrico en el pozo activo. Se puede recon­
truir el perfil del frente E( i - ct) conociendo la evoluci6n en el tiempo de un s6lo pozo: 
Eo (t) = E( -ct) . La evoluci6n de Eo (t) se puede obtener partiendo del hecho de que 
antes de que el pozo activo salte de las proximidades un estado constante al otro se 
tiene Ei � E(l) (J) para i < 0 Y Ei � E(3) (J) para i > O. De (2.15) obtenemos 
dEo Eo - E(I) dt � J - v(Eo) - v (Eo) v 
E(1) + E(3) - 2Eo +D(Eo) . (2.18) v 
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Si J1 < J < J2 el segundo;rniembro tiene tres ceros, dos estables y uno inestable. En J1 
y J2, dos ceros colapsan y tenemos un cero doble mas otro cero estable. Mas alIa de las 
corrientes criticas el segundo rniembro posee un Unico cero. Las corrientes criticas se 
obtienen imponiendo que el segundo rniembro en (2.18) tenga un cero doble Eo: 
Eo - E(l) 
J - v(Eo) - v (Eo) ---v 
+D(Eo) 
E(l) + E(3) - 2Eo = 0 , D�(E(l) + E(3) - 2Eo)  - 2Do v 
-v� (Eo - E(l) ) - Vo - v v� = O. (2.19) 
Usamos la convenci6n D� = D'(Eo), etc. La dinamica reducida (2.18) muestra una 
bifurcaci6n de tipo nodo silla en las corrientes criticas J1 y Jz cuya forma normal puede 
usarse para estimar la velocidad de los frentes, como veremos. 
Al decrecer v es preciso incluir mas pozos activos. Se estudia entonces un sistema 
reducido de pozos activos: 
d!i + V (Ei) Ei -VEi-1 _ D (Ei) Ei+1 + E:-1 - 2Ei = J - V(Ei) 
i = -L, . . . , M 
E-L-1 = E(l) , EM+1 = E(3) 
(2.20) 
(2.21) 
Para J1 :S J :S J2, el sistema (2.20), (2.21) posee soluciones estacionarias. Como en el 
caso anterior, este sistema muestra una bifurcaci6n de tipo nodo-silla en dos valores de 
la corriente J1 y J2 • La forma normal de la bifurcaci6n viene dada por: 
(2.22) 
Los coeficientes se determinan linealizando (2.20),(2.21) en torno a las soluciones esta­
cionarias Ei (J, v) hasta llegar a las corrientes criticas, en que los problemas linealiza­
dos tienen todos sus autovalores negativos, excepto un autovalor cero. Llamamos 
ul y Ui a los autovectores a izquierda y derecha correspondientes al autovalor cero 
de la matriz de coeficientes del problema linealizado, normalizados de modo que 
2:f:!-L U/Ui = 1 .  Cerca de la corriente critica JCI el campo electrico toma la forma 
Ei (t) rv Ei (Jc, v) + Uicp(t) mas terminos que decrecen exponencialmente con el tiempo. 
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La amplitud <{J satisface la ecuaci6n (2.22) con los coeficientes: 
_ � Ut Vo + Do r Tt DMUlt a - � i + , Vo + , , i=-L V V-L-1 v VM+1 
M 
(3 = � L [D�'Ui2 (Ei+1 + Ei-1 - 2Ei) 2v i=-L 
+2D�Ui (Ui+l + Ui-I - 2Ui)  - 2V�Ui (Ui - Ui-I )  
+V�(Ei-l - Ei - 2v)Un Ur 
(2.23) 
(2.24) 
En estas f6rmulas U-L-I = UM+I = 0, E-L-I = E(l), EM+1 = E(3) , Vi v (Ei), 
v� = v' (Ei) Di = D (Ei), etc. Todas las cantidades se evaluan en J = Jc. Nuestras 
simulaciones numericas muestran que los coeficientes as! obtenidos para las curvas 
D (E) y v (E) de una superred 9/4 son tales que a(3 tiene el mismo signo que J - Jc. En 
general, s610 es posible probar este hecho para v grande, de modo que M = L = 0 y 
estamos en la aproximaci6n con un pozo activo. 
La ecuaci6n (2.22) posee soluciones que explotan en tiempo finito y, como en la 
Secci6n 2.2, el tiempo de explosi6n proporciona la aproximaci6n a la velocidad 
1 I c(v, J) I rv - J a(3( J - Jc) 
'IT 
(2.25) 
El numero de pozos activos que es preciso utilizar para que estas f6rmulas prop or­
cionen una buena aproximaci6n a la velocidad depende del valor de v, que controla el 
decaimiento de los autovectores asociados al autovector cero segun L y M crecen. Con­
forme v decrece el decaimiento se ralentiza y hacen falta mas pozos para aproximar 
correctamente el sistema. Observese que la f6rmula (2.25) se basa en dos aproxima­
ciones: J rv Jc y truncamiento a un sistema finito. Absteniendose de truncar el sistema 
a un numero finito de pozos se obtiene una f6rmula valida para J rv Je. El truncar a 
un numero finito de pozos constituye una manera practica de calcular numericamente 
los coeficientes y los perfiles. 
La evoluci6n del frente una vez comienza a moverse se puede describir mediante 
las soluciones de (2.20) para i = -L, . . . , M, con J = Jet Ei (t) = Ei (Je , v) + Ui<{J(t), 
y condiciones de matching amilogas a las de la Secci6n 2.2. Se obtienen as! perfiles 
escalonados, con escalones situados en los valores Ei (Je, v) de longitud rv I�I ' A me did a 
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que J -+ JCI l e i  -+ O. En J = JCl los perfiles de los frentes viajeros se hacen discontinuos 
y los frentes quedan anclados. 
Si bien no se dispone todavia de una demostraci6n rigurosa se conjetura que la tran­
sici6n anclaje-propagaci6n en el sistema infinito es del mismo tipo que la observada en 
los sistemas reducidos de pozos activos. 
2.5 Efectos del des orden en superredes semiconductoras 
De forma similar a la descrita en la Secci6n 2.3 podemos analizar efectos debiles del 
desorden en el dopaje de los pozos sobre el movimiento de frentes de onda (paredes 
de dominic para el campo electrico) en superredes semiconductoras con un bias de 
sobre la corriente. 
Si la densidad de corriente total esta pr6xima a un valor de anc1aje, la corriente 
de desplazamiento es casi nula excepto en ciertos tiempos del moviemiento del frente 
durante los cuales el frente salta de un pozo al siguiente. La velocidad promedio dada 
por (2.10) es proporcional a la media aritmetica de los promedios temporales de la 
corriente de desplazamiento sobre los intervalos de tiempo entre los maximos. La 
velocidad promedio es basicamente la velocidad media a la cual el frente atraviesa 
N pozos. Para ca1cularla, usamos la teoria de propagaci6n de frentes en superredes 
establecida en [18] y descrita en la Secci6n 2.4. 
Usamos las mismas ecuaciones que en [18] con la excepci6n de que la ecuaci6n de 
Poisson adimensionalizada toma ahora la forma: Ei - Ei-1 = v(ni - 1 - I'�i) donde I' 
y � estan definidos como en (2.1) y representan el desorden en el dopaje de los pozos. 
En las ecuaciones para superredes, los papeles de la fuerza F y el parametro A los 
desempenan la densidad de corriente total J y el dopaje adimensional v. El panorama 
descrito en la Secci6n 2.4 muestra que si I' = 0 Y v sobrepasa un valor critico minimo, 
hay dos valores criticos de la corriente, J1 and J2, tales que un frente esta anclado si 
J1 � J � J2 Y se mueve a velocidad constante e( J, v) en OtrO caso. La velocidad e 
es positiva si J < J1 y negativa si J > J2 . Ademas, cerca de las corrientes critic as, 
l e i  ex: I J  - Jc 1 1/2 (Jc representa J1 0 bien J2) [18]. 
Veamos c6mo altera el desorden este panorama. El efecto del desorden es anadir un 
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h�rmino ')'D(Ej)�j+ l  - ')'[v (Ej) + D(Ej )l�j a la densidad de corriente J en la ecuaciones 
de Ampere discretas adimensionales. La ecuaciones del modelo toman la forma: 
d!i + V (Ei) Ei -VEi-1 _ D(Ei) Ei+l + E�-l - 2Ei 
= ')'D(Ej)�j+l - ,),[v (Ej) + D(Ej) l�j + J - V (Ei) .  (2.26) 
De la Secci6n 2.4 deducimos que se puede obtener una ecuaci6n similar a (2.9) para la 
velocidad del frente: 
M 
a(3(J - Jc) - ')'(3 L u1+nWR+n ) (2.27) 
n=-L 
(2.28) 
En esta f6rmula: 
(i) uk+n representa el autovector a izquierda asociado al autovalor cero del proble­
ma linealizado en torno a la soluci6n estacionaria en J = Jc (elegido de forma 
que L:�-L uk+nUR+n = 1; siendo UR+n el autovector a derecha), 
(ii) Definimos VR+n = v (ER+n), etc., 
(iii) a and (3 estan dados por las ecuaciones (2.23) y (2.24) de la Secci6n 2.4. 
Los valores E R+n corresponden al perfil del campo electrico estacionario en J = Jc. EI 
termino de ruido en la ecuaci6n (2.28) se puede reescribir como L: [U1+n ( V R+n + D R+n) -
Uk+n_lDR+n-ll�R+n' si tomamos uk+n = 0 para n < -L Y n > M + 1 .  EI termino de 
ruido tiene media cero y correlaci6n 20-2/3, con 
(2.29) 
Retomando el argumento introducido en la Secci6n 2.3 sobre splitting de la media ar­
itmetica en grupos de variables aleatorias independientes se muestra que la velocidad 
promedio viene dada por 
(2.30) 
(2 .31) 
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con el parametro (/ de la ecuaci6n (2.31) dado por (2.29). 
Hemos comparado las predicciones te6ricas de la velocidad media de los frentes 
c con las velocidades obtenidas resolviendo numericamente las ecuaciones para las 
superredes. Las Figuras 2.7 y 2.8 comparan los resultados obtenidos para corrientes 
pr6ximas a J1 y J2, respectivamente. 
2.6 Conclusiones 
En conclusi6n, en este capitulo hemos mostrado que los efectos debiles de desorden 
cambian cualitativamente la transici6n anclaje-propagaci6n en modelos unidimension­
ales sobreamortiguados. El desorden reduce el intervalo de anclaje y modifica el ex­
ponente critico en la velocidad de 1/2 a 3/2. Queda por ver si estas caracteristicas son 
robustas y se mantienen bajo efectos fuertes de desorden. Una indicaci6n interesante 
,. 
la proporciona el hecho de que el exponente crftico 3 /2� se obtiene independientemente 
de la fuerza del ruido en modelos de campo medio de ondas de densidad de carga 
[28, 29] .  
2.7 Apendice: Teorema Central del Limite 
En este apendice vamos a recordar breve mente el Teorema Central del Limite. 
Nuestras variables aleatorias �n tienen una distribuci6n uniforme en el intervalo 
(-1 , 1 ) .  Tenemos pues que su media es, f.t = 0, su desviaci6n tipica es, (/ = Js Y su 
funci6n de densidad f (�) = � en ( -1 ,  1)  Y 0 en el resto. 
Recordamos que el Teorema Central del Limite (ver [26], [14], [32]), nos da la dis­
tribuci6n de probabilidad de la media estandarizada de n variables aleatorias cuando 
n tiende a infinito (en la practica vale con n 2: 30, nosotros hemos utilizado en los 
calculos n 2: 80). 
Teorema Central del Limite Si 6, 6 , ' "  , �n constituyen una muestra aleatoria de 
una poblaci6n infinita con la media f.t y la varianza (/2, entonces la distribuci6n limite 
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de la media estandariza 
Z = -k 'L-:=1 �n - J.t 
(J/Fn 
es la distribuci6n normal estandar, esto es, una normal de media 0 y varianza l .  
En nuestro caso tenemos las variables aleatorias I Cl l , I C2 1 , · · ·  , len I que nos dan una 
muestra aleatoria de I CR I (2.9). EI parametro que nos interesa es la media de estas 
velocidades, I CR I , esto es: lei = � 'L-�=l I CR I . Como conocemos la distribuci6n de las 
I CR I ya que vienen de las variables aleatorias �n tenemos entonces que la esperanza de 
la media es: 
1 N /1 
E[ lel ] = E[ N � I CR I ] = E[ lcR I ] = - 1  I CR l f (�)d� 
Esto es, la velocidad media vendra dada por la expresi6n (2.11) .  
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Capitulo 3 
Estabilidad de frentes de onda en 
sistemas discretos amortiguados 
3.1 Introducci6n 
En el capitulo anterior se ha descrito la fenomenologia asociada a la propagaci6n de 
frentes en modelos sobreamortiguados y hemos estudiado el efecto del desorden es­
pacial en las transiciones propagaci6n-anclaje. El objetivo de este capitulo es estudi­
ar fen6menos de anclaje y propagaci6n de frentes en modelos espacialmente discre­
tos unidimensionales incluyendo terminos de fricci6n (derivadas primeras respecto al 
tiempo) y de inercia (derivadas segundas respecto al tiempo). 
En particular, estudiamos la existencia y estabilidad de soluciones de tipo frente en 
cadenas de osciladores amortiguados acoplados difusivamente sujetos a un potencial 
V y una fuerza externa F: 
(3.1) 
El panimetro A > 0 mide la fuerza del acoplamiento entre los osciladores y E > 0 mide 
la magnitud relativa de los h�rminos de inercia y fricci6n. El termino no lineal es la 
derivada del potencial 9 ( u) = V' ( u) . Suponemos que 9 es una funci6n de clase C1 
y que el termino fuente Ag(u) - F tiene tres ceros, U1 (F/A) < U2 (F/A) < U3 (F/A) 
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para un cierto intervalo de valores de F. Ademas, g' (Ui (F / A)) > 0 para i = 1 ,  3 Y 
g' (U2 (F/A)) < 0, con 10 que el primer y el tercer cero del termino fuente son solu­
ciones constantes estables de (3.1). Supondremos ademas que 9 es impar respecto al 
cero inestable U2 (0) . Como ejemplos podemos citar el modelo de Frenkel-Kontorova 
amortiguado (g = sin u) 0 el potencial cuartico (V = (u2 - 1)2/4) para pozos dobles. 
Las soluciones de tipo frente Un unen los dos ceros estables, creciendo des de U1 (F/A) 
hasta U3 (F/A) seg6n n crece de - 00 hasta 00 . 
La comprensi6n del efecto de los terminos de inercia es fundamental para desarrol­
lar una teorfa que describa la dinamica de defectos (dislocaciones [16] 0 microfisuras 
[72]) en materiales cristalinos. Simulaciones numericas de modelos at6micos para mi­
crofisuras reflejan fen6menos de inestabilidad en la propagaci6n de fisuras en ausencia 
de terminos de fricci6n [68]. EI control de la dinamica de defectos es importante en el 
diseno de nanodispositivos [76]. 
En el caso concreto del modelo (3.1), se espera ql}e los terminos de fricci6n garan­
ticen la no coexistencia de frentes viajeros y anclados gara el mismo valor de F. Esto 
asegura que a cada valor de F corresponde un regimen de propagaci6n bien definido: 
frentes que se propagan a la izquierda, frentes que se propagan a la derecha y frentes 
anclados. No obstante, la velocidad inicial u� (O) interfiere con el campo aplicado F y 
aparece una etapa inicial transitoria en la que se pueden desestabilizar los frentes 0 en 
la que se puede observar propagaci6n en una direcci6n distinta a la esperada. El estu­
dio de estas cuestiones se complica por el hecho de que la energia de las soluciones de 
tipo frente es infinita cuando F =1= o. Por otra parte, la presencia de derivadas segundas 
respecto al tiempo excluye el uso de principios del maximo, que son una herramienta 
fundamental en el caso sobreamortiguado. En este capitulo desarrollamos herramien­
tas para sortear estas dificultades en el estudio de la estabilidad de las soluciones de 
tipo frente. Los argumentos de energia tienen reducida aplicabilidad y en su lugar 
recurrimos a estimaciones usando expresiones integrales. 
El capitulo esta organizado como sigue. En la secci6n 2 describimos los resulta­
dos numericos obtenidos en funci6n del tamano de E. Cuando E es suficientemente 
pequeno la dinamica del sistema es similar a la observada en el caso sobreamortigua­
do. Para E grande se observan nuevos fen6menos: coexistencia de frentes viajeros y 
Resultados numericos 
estacionarios, transiciones anclaje-propagaci6n que corresponden a una nueva clase 
de universalidad. La dimimica de los frentes para E grande esta influenciada por el 
tipo de potential. Potenciales confinantes como el de doble pozo y potenciales periodi­
cos dan lugar a una fenomenologfa diversa. En la secci6n 3 establecemos estimaciones 
asint6ticas para la velocidad. La secci6n 4 esta dedicada a la obtenci6n de estimaciones 
auxiliares sobre los problemas de valores iniciales. En las secciones 5 y 6 establecemos 
condiciones de estabilidad para frentes de onda estaticos y viajeros. 
3.2 Resultados numericos 
En esta secci6n describo los resultados numericos obtenidos para (3 .1) . Bemos elegido 
dos potenciales distintos: un potencial confinante de doble pozo V(u) = (u2 - 1) 2/4 Y 
el potencial peri6dico de Frenkel y Kontorova V(u) = 1 - cos(u) . 
3.2.1 EI potencial de doble pozo 
Bemos resuelto numericamente 
(3 .2) 
para cadenas finitas -N :::; n :::; N, con N grande, eligiendo como dato inicial un (O) = 
U1 (F/A) para -N :::; n :::; 0 y un (O) = U3(F/A) para 0 < n :::; N, u� (O) = 0 para 
-N :::; n :::; N. Como dato frontera hemos fijado U-N-l = U1 (F/A), UN+l = U3 (F/A) . 
Nos restringimos a valores de F dentro del rango en el que el termino fuente tiene tiene 
tres ceros. 
El problema estacionario es exactamente el mismo que en el caso sobreamortigua­
do. Sabemos por el capitulo anterior que si IF I :s: Fe(A) existen frentes de onda 
estaticos. Si IF I > Fe (A) , sabemos que el modelo sobreamortiguado (E = 0) tiene 
soluciones de tipo onda viajera v (n - ct) . Para E suficientemente pequeno (dependiente 
de A y F), la soluci6n numerica un (t) de (3 .2) muestra el siguiente comportamiento 
• Si IF I :s: Fe (A), un (t) tiende a un frente estacionario cuando t crece. 
37 
38 Estabilidad de frentes de onda en sistemas discretos amortiguados 
c: 
> 
"c: 
6 
4 
-5 2 
i 
i: 
!� 
:: 
w-
.
-
w-
�. 
: 
= 
-
-
- £=0.001 -
-
.-
--
. -
- -
- -
-
-
-
. tIJ -- " "  d�n --: :; - - vn 
-. �� ----
-- --
.
-
-
-
--
--
' -
. - ; �  .
-
- -
"c: ::J 
: : ; : 
a �4 •• • • • • •  _ • • • • • • •  s·. � • • • • • • • • • • • • • • •  ! � • • • • • • • • • • • • •  , •• !tti..- • • • • • • • • • • • • • • •  : .. ...... ..... . 
_2L-------�-------L------��------�------�------�
c: 
> 
o 
6 
; 
4 :: 
i= 
.-
:Jc 2 I� '0 �: 
5 1 0  
. 
£=0_01 
'. 
1 5  
t 
20 25 30 
&-----------�--------�: �---------�--------�.�---
o 
. 
. 
.-
.- . 
• " •••• - • •  - •• - ••• • ,� � • • • • • •  - •• - •••••• : ..  • • • • • • • • • • • • •  &. • • • • • • • • • • • • • • • • •  
_2L-------�------�------��------�------�--------
o 5 1 0  1 5  20 25 30 
t 
Figura 3.1: Trayectorias correspondientes a (3.2) para A = 10, F = 2 .53 Y diferentes valores 
de E. Las curvas dibujadas can trazo solido representan un(t) y las curvas discontinuas u� (t) 
para n = -5, - 10, -15  . . . .  Las curvas punteadas representan las trayectorias vn(t) del modelo 
sobreamortiguado can E = 0 
• Si IF I > Fc(A), un (t) evoluciona fllpidamente a una soluci6n de tipo onda viajera 
u(n - st) . El perfil y la velocidad de la onda viajera son pequenas correcciones de 
los perfiles y las velocidades del caso sobreamortiguado. A medida que E crece se 
generan oscilaciones de magnitud creciente cerca de la regi6n de transici6n entre 
las constantes. 
Se observa una evoluci6n similar para pequenas perturbaciones de los datos iniciales 
y frontera. 
Al incrementar el valor de E observamos la siguiente evoluci6n: 
• Si IF I < Fc(A) es suficientemente grande y E supera un valor critico Ec (F), de­
jamos de observar frentes estacionarios. En su lugar se forman ondas viajeras. 
Resultados numericos 
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Figura 3 .2: Analogo a la figura 3.1 con valores crecientes de E. 
La figura 3.13 muestra la curva Ee (F) que delimita la regi6n de coexistencia de 
soluciones estacionarias y viajeras cuando A = 10 . 
• Si I F I > Fe (A),  se siguen formando ondas viajeras pero la velocidad se ve fuerte­
mente alterada por el valor de E y se observan fuertes oscilaciones. Para valores 
grandes de E es diffcil distinguir si las estructuras oscilatorias observadas consti­
tuyen una onda viajera. La figura 3.4 muestra la velocidad de la onda en funci6n 
de E cuando A = 10 Y F = 2 .53. Se observa que la velocidad tiende a cero a me­
dida que E crece. Las figuras 3 .1, 3.2, 3 .3 representan las trayectorias un(t) ,u� (t) 
para n = -5,  - 10 , - 15 . . .  Y valores crecientes de E. 
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Figura 3.3: Antilogo a la figura 3.1 con valores crecientes de E. 
3.2.2 Un potencial peri6dico 
Resolvemos numericamente 
w� + u� = Un+l - 2un + Un-l - A sin(un) + F 
200 
(3.3) 
en cadenas finitas -N � n � N, con N grande, eligiendo como dato inicial un (O) = 
U1 (FjA) si -N � n � 0 Y un (O) = U3 (FjA) si 0 < n � N, u� (O) = 0 para -N � n � N. 
Como condici6n frontera elegimos U-N-l = U1 (FjA), UN+l = U3 (FjA), si IF I < A. 
Otras elecciones de datos iniciales (kinks continuous, u� (O) pequeno . . .  ) proporcionan 
resultados parecidos. 
Para E suficientemente pequeno (dependiente de A y F), la soluci6n numerica un (t) 
de (3.2) muestra el siguiente comportamiento 
• Si IF I � Fc(A), un (t) tiende a un £rente estacionario cuando t crece . 
• Si I F I > Fc(A), un(t) evoluciona rapidamente a una soluci6n de tipo onda viajera 
Resultados numericos 
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Figura 3.4: Velocidad de los frentes viajeros en funci6n de E para (3.2) cuando A = 10 Y 
F = 2 .53: (a) Zoom en la regi6n E pequeno (b) Grafica completa comparando la predicci6n 
asint6tica (3. 12) y los valores numericos para E grande. 
u(n - st) . El perfil y la velocidad de la onda viajera son pequefias correcciones de 
los perfiles y las velocidades del caso sobreamortiguado. A medida que E crece se 
generan oscilaciones de magnitud creciente cerca de la regi6n de transici6n entre 
las constantes. 
En las Figuras 3.5, 3.6, 3.7, 3.8, 3.9, 3.10, 3.11 dibujamos las trayectorias un (t) cuando 
A = 10, para F = 8, F = 6.2 ;:::j Fc (A) y valores crecientes de E. 
Como en el caso anterior, a medida que E crece se gene ran fuertes oscilaciones en 
los perfiles de las ondas. Sin embargo, en este caso la no linealidad es peri6dica y tan 
pronto como las oscilaciones en tomo a las constantes son suficientemente amplias, 
las particulas saltan a otros pozos y se van al infinito, veanse las Figuras 3.7,3.11 .  Si 
E sobrepasa un valor critico, los frentes de onda desparacen. La Figura 3.12 muestra 
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la dependencia de la velocidad del frente respecto a E y F. La Figura 3.13 muestra la 
regi6n de coexistencia de frentes estacionarios y viajeros. 
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Figura 3.5: Trajectorias correspondientes a (3.3) para A = 10, F = 8 Y diferentes valores 
de E. Las curvas dibujadas can trazo s6lido representan Un (t) y las curvas discontinuas u� (t) 
para n = -5, - 10, -15 . . . . Las curvas punteadas representan las trayectorias vn (t) del modelo 
sobreamortiguado can E = 0. 
3.3 Resultados asint6ticos 
3.3.1 Estimaci6n de la velocidad 
Obtenemos predicciones analfticas para las velocidades de los frentes estudiando las 
transiciones anc1aje-propagaci6n cerca de 1 Fe (A) I .  Esto puede hacerse en principio para 
los frentes viajeros que aparecen una vez los frentes estacionarios se extinguen, es dedr, 
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Figura 3_6: Analogo a 3.5 para E grande. 
para IF I > Fe (A) . Estudiamos las velocidades en dos limites: E grande 0 pequeno_ Los 
resultados de esta secci6n no se aplican en principio a valores intermedios de E ill a los 
frentes viajeros que coexisten con los estacionarios para IF I :s; Fe (A) . 
Las transiciones anclaje-propagaci6n son particularmente sencillas en el limite fuerte­
mente discreto: A � 1 [15]. Describimos a continuaci6n el procedimiento cuando 
F > 0, si F < 0 se obtienen f6rmulas analogas por simetria. La soluci6n estacionaria es­
table para F = 0 esta formada por dos 'colas' aproximadamente constantes (pr6ximas 
a U1 (0) Y U3 (0) respectivamente) unidas por una regi6n de transici6n entre las con­
stantes formada por dos puntos simetricos, Uo Y Ul ' A medida que F > 0 crece, el perfil 
cambia ligeramente. Las dos colas permanecen pr6ximas a U1 (F/A) Y U3 (F/A) . Por 10 
que respecta a los puntos intermedios, Ul se aproxima mas y mas a U3 (F/A) mientras 
que Uo se aleja de U1 (F/A) . Esta estructura es preservada por los frentes de onda via­
jeros por encima del campo critico Fe (A) : se observa unicamente un punto cruzando 
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Figura 3.7: Trayectorias para (3.3) cuando A = 10, F = 8: si E es suficientemente grande se 
pierden los frentes de onda. 
el hueco entre las dos constantes, que tomamos como uo. Llamamos a este punto el 
'punto activo' .  
Insertando las aproximaciones U-l r-...J U1 (FjA), Ul r-...J U3 (FjA) en (3.1), obtenemos 
EU� + u� � U1 (�) + U3 (�) - 2uo - A g(uo) + F. (3.4) 
Esta ecuaci6n tiene tres soluciones estacionarias para F < FCt dos estables y una in­
estable. Cuando F > Fe posee s610 una soluci6n estacionaria, que es estable. En F = Fe 
dos soluciones estacionarias, una estable y otra inestable, colapsan, dando lugar a un 
cero doble. El campo critico Fe es tal que el segundo miembro en (3.4) tiene un cero 
doble, 2 + Ag' (uo) = 0, Y . (�) (�) 2uo + A g(uo) r-...J U1 if + U3 A + Fe· (3.5) 
La velocidad y el perfil de las ondas para F ligeramente por encima de Fe se pueden 
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Figura 3.8: Trayectorias correspondientes a (3.3) para A = 10, F = 6.2 Y diferentes valores 
de E. Las curvas dibujadas con trazo s6lido representan Un (t) y las curvas discontinuas u� (t) 
para n = -5 ,  -10 , -15  . . . . Las curvas punteadas representan las trayectorias vn (t) del modelo 
sobreamortiguado con E = o. 
aproximar a partir de un anaIisis de estabilidad. Linealizando en torno a uo (A, Fc) y Fc 
vemos que uo (t) = uo (A, Fc) + vo (t) satisface la ecuaci6n: 
1/ , EVo + Vo 
(3 = 
(3.6) 
(3.7) 
(3.8) 
Hemos usado 2 + Ag' (uo ) = 0, (3.5) e ignorado terminos de orden mayor que (F - Fc) . 
La ecuaci6n (3.6) tiene soluciones que explotan en tiempo finito. El redproco del 
inverso del tiempo para blow up proporciona una aproximaci6n a la velocidad del 
frente de onda. Cuando E es pequeno, el tiempo de explosi6n es esencialmente el mis-
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Figura 3.9: Analogo a 3.8 para E grande. 
mo que para la ecuaci6n con E = O. Este caso se estudi6 en [15] . En el lfmite E pequeno 
obtenemos para la velocidad la aproximaci6n 
c(A, F) rv _ vi 0:(3 (F - Fe) , 
'if 
(3.9) 
El signo menos nos recuerda que el frente se mueve hacia la izquierda si F > Fe y a la 
derecha si F < -Fe. Las Figuras 3.4,3.12 muestran que esta f6rmula proporciona una 
buena aproximaci6n si E < 0 . 1 .  
Cuando E es grande, el tiempo de explosi6n se obtiene integrando la ecuaci6n: 
(3.10) 
Obtenemos la f6rmula: 
(3.11) 
Resultados asint6ticos 
1 0  
8 
6 
-2 - - -
.
' 
� � � £=1 .. : -4 ��----�------�------�--------�------�------� 
1 0  
8 
6 
o 1 0  20 30 
t 
40 50 
- U  n 
60 
-Hr±��.pa-'l .... �r+-��""'W���.���� " "  dUn 
- - vn 
.' I '. .... : �  ,�.-- : -. t. :-. : t  o -........ -.� •• ;.-.,I ·_·";-'&.i.·,.· .... .J.':.·.,. • .,:-"'-'i,. ••• ·, ....  :..·t-•• j .. '!ol.i ... ' ... ·, .... ,:.. ,.." ••• ,= '-
-2 
�. : \! \; .. ' \ ! \i '.: '.. ': i \f '.: '.' � f \i '.: '.' 1 j 
. .: £=2
!: .: .. 
_4L-------J--------L------�--------�-------L------�
o 1 0  20 30 
t 
40 
Figura 3.10: Analogo a 3.8 para £ grande_ 
10 que proporciona la siguiente aproximacion para la velocidad: 
21/2 ( ) � 
c = 1 1 aj3(F - Fe) 3 _7083 4 £ 2  
50 60 
(3. 12) 
La Figura 3.4 muestra que esta formula proporciona una buena aproximaci6n a las ve­
locidades medidas numericamente para el potencial de doble pozo si £ > 4. En el caso 
periodico los frentes viajeros se hacen inestables antes de que £ sea 10 suficientemente 
grande para que (3.12) pueda usarse como aproximacion. 
Para valores intermedios de £, no hemos encontrado una formula explicita simple 
para la velocidad. En las Figuras 3.4,3.12 se observa la evolucion de la velocidad en 
funci6n de £, calculada numericamente_ 
Los perfiles de las ondas viajeras se pueden reconstruir mediante tecnicas de de­
sarrollos asintoticos encajados ('matched asymptotics expansions') como en [15}. La 
aproximacion que hemos descrito deja de ser valida para A pequeno. A medida que 
A decrece, hemos de modificar la aproximaci6n considerando perfiles formados por 
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Figura 3.11 :  Analogo a 3.8 para E grande. 
unos pocos puntos que unen dos estados constantes y la ecuaci6n (3.6) debiera ser 
reemplazada por un sistema peque:no, que puede ser tratado de una forma similar, 
vease [15, 18] .  Este sistema presenta una bifurcaci6n tipo nodo-silla en � Fc(A) . El 
numero de puntos que necesitamos tener para una buena aproximaci6n crece como A 
decrece y esta determinado por el decaimiento de la autofunci6n asociada al autovalor 
cero del problema linealizado. 
Esbozamos c6mo se trata el caso general. El valor crftico Fc(A) anterior para el 
cual el £rente deja de existir esta caracterizado por el hecho de que la linealizaci6n del 
problema en la soluci6n estacionaria estable un (A, Fc(A) ) : 
Vn -+ 0 n -+ ±oo 
tiene el autovalor mas pequeno )q (A, Fc(A)) = O. Linealizando el problema de evolu-
Resultados asint6ticos 
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Figura 3.12: (a) Velocidad de los frentes viajeros en fu-nci6n de E para (3.3) cuando A = 10 Y 
F = 6.2. (b) Velocidad de los frentes de onda en funci6n de F para (3.3) cuando A = 10 Y 
E = 0 . 1 . 
ci6n (3.1) entorno a un (A, Fe (A) ) y Fe (A), obtenemos la ecuaci6n de la amplitud: 
E¢(t)" + phi(t) ' = a (F - Fe) + j3 ¢(t) 2  
con a = 2:n Vn > 0 y j3 = -� 2:n g'(un (A, Fe(A)) )v� donde Vn es una autofunci6n posi­
tiva asociada al autovalor .AI = 0 tal que 2:n v� = 1 . Tipicamente j3 > 0 y el tiempo de 
blow up se sigue mantiendo para las f6rmulas (3.9), (3.12) con los nuevos coeficientes 
ex y j3 en el limite de E grande y E pequeno. Las aproximaciones descritas en la secci6n 
anterior dependen del hecho de que las autofunciones Vn decaen exponencialmente a 
infinito. En el limite fuertemente discreto A grande, esta autofunci6n esta concentrada 
en un punto y una buena aproximaci6n a la velocidad y al frente se obtiene utilizando 
un 'punto activo' como describimos. Cuando A decrece,el numero de puntos activos 
donde Vn es grande crece y sson necesarios mas 'puntos activos' en la aproximaci6n de 
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Figura 3.13: Coexistencia de frentes de onda viajeros y estacionarios: (a) potencial de doble 
pozo, (b) potencial peri6dico. A la izquierda de la linea discontinua vertical existen frentes 
estacionarios para cualquier valor de E. A la derecha, se observan frentes de onda viajeros. 
Para algunos valores de E, los frentes viajeros no se extinguen al traspasar la linea vertical 
F = Fc(A), persisten hasta una nueva curva crftica E(F) . 
la velocidad y los perfiles del frente. 
3.3.2 Construcci6n asint6tica de las soluciones del problema de val­
ores iniciales 
Argumentos asint6tieos muestran que el termino EU� en (3.1) es relevante Unicamente 
durante un breve intervalo de tiempo de orden E (initial boundary layer) en el eual 
se 'amortigua' el valor de u� (O) . Fuera de esa eapa iniciat el termino u� se puede 
despreciar y la dinamiea del sistema viene dada por la eeuaei6n sobreamortiguada. 
Denotando f( {un}) = Un+1 - 2un + Un-l - Ag(un) + F, se reeseribe (3.1) en forma 
Resultados asint6ticos 
de sistema: 
Un,t = Vn 
(3. 13) 
con condiciones iniciales un (O) = O:n, vn (O) = f3n. 
Para determinar la capa inicial, calculamos primero las soluciones del problema 
interior (inner) y el problema exterior (outer) . En el problema exterior desarrollamos 
Un y Vn en potencias de E: 
un (t) = u� + cu; + 0(t2) 
vn (t) = v� + EV� + 0(t2) 
Insertando estas expresiones en (3.13) obtenemos para el primer orden: 
U�,t = v� , v� = f(  {u�} )  (3. 14) 
Para estudiar el problema interior, introducimos una nueva variable temporal T = � 
y desarrollamos Un , Vn como sigue: 
Un (T) = U� (T) + tU� (T) + 0(E2) 
Vn (T) = V� CT) + EV; (T) + 0(E2) 
Al primer order, obtenemos las ecuaciones: 
con condiciones iniciales U� (O) = O:n, V� (O) = f3n. La soluci6n viene dada por: 
(3.15) 
Acoplando las soluciones interior y exterior en la regi6n E < < t < < 1 Y 1 < < T < < �, 
resultan las condiciones u� -0: < < 1 Y v� - f( {O:n} )  (1 - e � )  - f3ne -;,1 . Por tanto, u�(O) = 0: 
y v� (O) = f({O:n}) . 
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La soluci6n de (3.13) viene dada aproximadamente por: 
Un t"V u�(t) 
Vn t"V f({u� (t) }) + ((3n - f({an})e -.t 
donde U� (t) es soluci6n de la ecuaci6n 
(3.16) 
(3.17) 
De las expresiones asint6ticas (3.16) se conduye que para tiempos t > > E, las solu­
ciones de (3.1) se comportan como las soluciones del problema sobreamortiguado. 
Estos argumentos asint6ticos se pueden hacer rigurosos bajo ciertas condiciones. 
Probamos a continuaci6n dos resultados de estabilidad, uno para las soluciones esta­
cionarias estables y otro para las ondas viajeras sobreamortiguadas. La demostraci6n 
rigurosa de estos resultados requiere condiciones mas fuertes sobre los datos iniciales 
de las que se observan en la practica. Nos ocupamos de estas cuestiones en las sigu­
ientes secciones. 
3.4 Estimaciones auxiliares 
En esta secci6n obtenemos estimaciones para las soluciones del problema de valores 
iniciales: 
EU� + u� = Un+l - 2un + Un-l - Ag( un) + F 
un(O) = U� , u� (O) = u; 
Seguiremos dos estrategias distintas: tecnicas de energia y ecuaciones integrales. 
3.4.1 Estimaciones de energia 
La energia de la cadena viene dada por: 
E(un (t) , u� (t)) = �:L  l u� (t) 1 2 + �:L  IUn+l (t) - Un (t) 1 2 + 
n n 
:L(AV(un (t) ) - Fun(t)) 
n 
(3.18) 
(3.19) 
Estimaciones auxiliares 
donde V(u) = Iou g (s)ds es un potencial asociado a g, que es linico salvo constantes 
aditivas. La energia de las configuraciones con estructura de frente que une los dos 
ceros estables U1 (F / A) Y U3 (F / A) es infinita excepto en casos particulares. Cuando 
F = 0 Y 9 es impar en torno a U2 (0) se puede elegir la constante del potencial de forma 
que el termino n-esimo en la serie tiende a cero y la suma es finita. Por ejemplo, si 
g(u) = sin (u) se suele elegir como potencial V(u) = (1 - cos(u) ) . Este potencial es 
una funci6n positiva y el funcional de energia resultante toma valores positivos. Los 
frentes que unen 0 y 27r tienen energia finita con esta elecci6n. 
Teorema: Caso F = 0 Sea 9 ( u) una funci6n 'cubica', con tres ceros U1 (0) < U2 (0) < 
U3 (0) , impar respecto a U2 (0) . Suponemos que 9 es de clase C2 y que el primer y tercer cero son 
estables. Sea un (A, 0) la soluci6n estacionaria estable de (3. 1) para F = O. Suponemos que los 
datos iniciales u�, u� satisfacen: 
53 
Entonces, existe una (mica soluci6n un (t) con energfa finita de (3.18) y su energia E( un (t) , u� (t) ) 2: 
o decrece cuando t -+ 00. 
Demostraci6n. En 10 sucesivo denotamos por l2 el espacio de Banach forma do por 
las sucesiones Vn tales que LV; = I I vn l 1 2 < 00. La existencia de una soluci6n unica 
se obtiene reescribiendo (3.18) como un sistema de primer orden w = ( (vn) , (v�) ) t, 
Vn = Un - un (A, 0) : 
w' = F(w) 
con w (O) E l2 X l2 Y F(w) = ((v�) , (vn+l - 2vn + Vn-l - A(g(vn + un(A, 0)) - g(un(A, 0)) ­
v�) ) t. Si 9 E C1 la no linealidad F es localmente Lipschitz en l2 x l2 . Esto implica la 
existencia de una linica soluci6n con energia finita de (un (t) , u� (t)) para (3.18). Multi­
plicando (3.18) por u�(t) , sumando e integrando en t, obtenemos: 
O :S E(un (t) , U� (t) ) = E(un (O) , U� (O) ) - ltL u; (s)dS 
E(un, u�) = � L lu� 12 + � L IUn+l - un l 2 + A L V(un (t) ) 
n n n 
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Elegimos el potencial V(u) = Iou g(s)ds + k � 0 con k = - Ioul 9 = - Iou3 g. Esta 
identidad de energia implica que un(t) , u�(t) esta.n uniformemente acotadas en t y, por 
tanto, esta.n definidas globalmente para todo t > O. 
Observaci6n. Cuando F =I- 0 no podemos garantizar que la energia es positiva 0 
esta acotada inferiormente. Sin embargo, se puede trabajar con las energias de difer­
encias de frentes de onda. 
Teorema: Existencia. Sea A > 0 y IF I ::; Fc(A). Denotamos por un (A, F) una soluci6n 
con estructura de frente estacionario de (3. 1)  tal que Al (A, F) > O. Dadas dos sucesiones u�, 
u; tales que Ln Iu� - un (A, F) 1 2 + l u; 1 2 < 00, existe una soluci6n local un (t) de (3.18) tal 
que Ln Iun (t) - un (A, F) 1 2 + l u� (t) 1 2 < 00 para todos t ::; T. Si 9 es globalmente Lipschitz, 
la soluci6n Un (t) es global en tiempo y T = 00. 
Demostraci6n. La diferencia vn (t) = un (t) - un (A, F) es soluci6n de: 
EV� + v� = Vn+1 - 2vn + Vn-l - A(g(vn + un (A, F)) - g(un(A, F) )) 
vn (O) = u� - b\n (A, F) , v� (O) = u� (3.20) 
Reescribiendo esta ecuaci6n como un sistema de primer orden con una no linealidad 
localmente Lipschitz en [2 x [2 concluimos la existencia de una soluci6n local (global si 
9 es globalemente Lipschitz) que satisface la cota buscada. 
Teorema: Estimaciones La soluci6n Un (t) construida en el teorema anterior es global y 
satisface E(un (t) - un (A, F) , u� (t) ) < C para todo t > 0 y algun C > 0 siempre y cuando 
E ( Un (0) - Un (A, F) , u� (0) ) sea suficientemente pequeno. 
Demostraci6n. Multiplicando (3 .20) por v� y sumando obtenemos: 
d ( E  � 12 1 � ( 2 � 
dt 2" � Vn + 2" � Vn+l - Vn) + A �(V(Vn + un (A, F) ) - V(un (A, F)) ) n n n 
Desarrollando por Taylor obtenemos: 
-A Lg(un (A, F) )vn) = -LV� (3.21) 
V(vn + un (A, F)) - V(un (A, F) ) - g(un (A, F))vn = �gl (Un (A, F) )v� + �g"(�n)V� 
Usando la caracterizaci6n variacional para Al (A, F) deducimos que: 
n 
Estimaciones auxiliares 
Insertando esta desigualdad en (3 .21) deducimos: 
i L v� + Al (�' F) L v� - �Max I g" (Un(A, F) ) I L v� s C(O) (3.22) 
n n n 
con C(O) = � I:n V� (0)2+ I:n (Vn+l -vn) (O)2+A I:n (V(vn (O) +un(A, F)) -V(un (A, F) ) ) ­
g(un (A, F))vn (O) . 
Denotemos M = Max I g" (Un (A, F) ) I y Vo = Max n lvn (O) I . Sea K = Al (�,F) _ A�Vo > 
o y supongamos que C(O) S V02 K. De (3.22) se deduce 
I v 12 < 
C(O) < v;2 n - K - 0
Por tanto, cuando Vo = Max n lvn (O) 1 < 3>"��F) and C(O) S Vo2 K, con K = >"I (1,F) -
A�Vo > 0, se tiene I vn (t) 1 S Vo para todo t,n. Por (3.22) 
(3.23) 
Esta desigualdad proporciona una cota global para I: Vn (t) 2, I: v� (t) 2 e implica que 
I: v� (t)2 -+ 0 cuando t -+ 00 .  
3.4.2 Ecuaciones integrales 
Las soluciones de (3.1 ) se pueden expresar mediante una ecuaci6n integral usando la 
funci6n de Green del problema lineal: 
fU" + u' + 2u = J (t) 
u(O) = uo , u' (O) = Ul 
La soluci6n general del problema homogeneo asociado viene dada por 
1" eT+t T_ t eT+t _ eT-t u(t) = u(O) + - 1" _
e 
+ u' (O)---
1"+ - 1"_ 1"+ - 1"_ 
- 1 ± VI - 8E 1"± = 2E < 0 
si E < k .  Cuando E > k, hemos de anadir efectos oscilatorios: 
( ) _ (0) 
e ;: ( ( )  s
in(1"t) ) '( )  
e � sin(r-t) U t - U ( 
) cos 1"t + + U 0 ( )  cos 1" 2E1" cos 1" 1" 
V8E - 1 
1" =  
2E 
(3 .24) 
(3.25) 
(3.26) 
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En este caso, el decaimiento exponencial s6lo es relevante para t > > 2c Trabajare­
mos en la regi6n e: < � para evitar comportamientos oscilatorios. En este regimen, la 
soluci6n del problema no homogeno con datos iniciales nulos viene dada por: 
it eT+ (t-S) - eT- (t-s) 
u(t) = J(s) ds 
° r+ - r_ 
Por tanto, para e: < � la soluci6n de (3.24) es 
u(t) = u(O)K' (t) + u' (O)K(t) + lt f(s)K(t - s)ds 
(3.27) 
(3.28) 
con K(t) = er:�=:�_t . Usando la propiedad K(t) > 0 se deducen algunos principios de 
comparaci6n: 
Lema: Principios de comparacion.Para e: < � se tiene 
• Si u(O) = 0, u'(O) :2:: 0, J(t) :2:: 0 for all t > 0, entonces u(t) :2:: 0 para todo t > o. 
• Si Ul (t) Y U2 (t) son soluciones de (3.24) can datos Ul (0) = U2 (0) = 0, u� (0) > u� (O) y 
fI (t) > h(t) para todo t > 0, entonces Ul (t) > U2 (t) para todo t > O. 
• Si u(O) > 0, r +u(O) > u' (O) > r _u(O) y J(t) > 0 para todo t > 0, entonces u(t) > 0 
para todo t > O. 
Usando el decaimiento de K(t) obtenemos las siguientes cotas: 
Lema: Estimaciones lineales. Si e: < � la soluci6n u(t) de (3.24) satisface: 
lu (t) I < l
u(O) I eT+t + e: lu' (O) I eT+t + e:Max[o,t] I f I
- 2v1 - 8e: vI - 8e: 2v1 - 8e: 
I l u' l l < 
lu (O) I eT+t + lu' (O) I eT+t + e:Max[o,t] I f I
00 - 4e:v1 - 8e: 2vl - 8e: VI - 8e: 
I l u" l l < l
u(O) 1 eT+t + l u' (O) 1 eT+t + Max I f l (1 + 1 ) (3.29) 
00 - 8e:2Vl - 8e: 4e:V1 - 8e: 
[O,t] 2V1 - 8E 
Demostraci6n: Se deriva la expresi6n integral (3.28) y usamos las expresiones ex­
plicitas para r ± .  
La soluci6n un (t) de (3.1) resuelve la ecuaci6n integral: 
un (t) = un (O)K' (t) + u� (O)K(t) + 
lt K(t - S) (Un+l (S) + Un-l (S) - Ag(un) + F)ds (3.30) 
Estimaciones a uxiliares 
Esta ecuaci6n integral se puede usar para probar existencia y obtener estimaciones del 
tamano de la soluci6n. N6tese que hemos incluido en el segundo miembro el termino 
no lineal 9 ( un) y los terminos no locales un+ 1/ Un-I . El hecho de que I K (t) I ::; v'12�8€ eT +t 
permite aplicar tecnicas de punto fijo para E pequeno. 
Teorema: Existencia Para E suficientemente pequeno y un(O) , u�(O) E loo, existe una 
(mica soluci6n global de (3.18), que satisface (3.30) y esta acotada en terminos de los datos 
iniciales. 
Demostraci6n. Consideramos el esquema iterativo siguiente: 
U�+l (t) = un(O)K'(t) + u� (O)K(t) + 
it K(t - S) (U�+I (S) + U�_l (S) - Ag(u�) + F)ds (3.31) 
eligiendo como u� la soluci6n de EU� + u� + Un = 0 con datos inicial un (O), u� (O) . 
Restando obtenemos: 
W�+l (t) = it K(t - S) (W�+l (S) + W�_ l (S) - Ag' (';� (s) )w� (s) )ds (3.32) 
donde W�+l = u�+l - u� para k � o. Por tanto, 
Max[o,t] ,n lw�+
I I (s) ::; 2V1 
E
_ SE 
(2 + AMax Ig' I )Max[O,tl ,n lw� l (s) 
:::; C (EYMax[O ,tl ,n lw� l (s) (3.33) 
con C ( E) < � si E es suficientemente pequeno. Esto implica que u� tiende a una soluci6n 
Un que satisface (3.30). Usando (3.30) obtenemos: 
1
M I I ( )  Maxn lun (O) I EMaxn lu� (O) 1 - ax[O tl u S < + ----:;::=�::--2 " n n - 2Vl - SE VI - SE 
EF 
+ =-2 v---;;:;=1 =-=;S;;=E (3.34) 
para E pequeno. Este argumento funciona si 19' I esta globalmente acotado. Cuando 
esta acotado localmente, fijamos R > 0 suficientemente grande y reemplazamos g(u) 
por gR(U) = g(u) cuando l u i :::; R y gR (U) = 0 cuando lu i > R. Aplicamos el argumento 
anterior y obtenemos una soluci6n gR que satisface (3.34) . Eligiendo 
R Maxn lun (O) I EMaxn lu� (O) 1 EF = + + -=----;==;;;= 2v1 - SE vI - SE 2Vl - SE 
recuperamos la soluci6n del problema original. 
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3.5 Estabilidad de los frentes de onda para E pequeno 
Las simulaciones numericas realizadas para E pequeno descritas en la secci6n 2 mues­
tran que datos iniciales correspondientes a un perfil un (O) de tipo frente con u�(O) 
pequeno evolucionan a perfiles de tipo frente estacionario si IF I � Fe(A) 0 viajero 
si IF I > Fe(A) . Estudiamos en esta secci6n la existencia y estabilidad de los frentes 
viajeros. 
Cuando IF I > Fe(A), el problema sobreamortiguado (3.1) con E = 0 
(3.35) 
tiene soluciones de tipo frente de onda viajero vn (t) = v (n - ct) con un perfil regular 
que es soluci6n de la ecuaci6n diferencial en diferencias: 
C2EVZZ (Z) - cvz (z) = v (z + 1) - 2v(z) + v (z - 1) - Ag(v(z) ) + F 
v (-oo) = U1 (FjA) , v (oo) = U3 (FjA) (3.36) 
Los frentes de onda se propagan a la derecha si F > Fe(A) 0 a la izquierda si F < 
-Fe (A) . Para I F I � Fe (A), los frentes de onda no llegan a propagarse, quedan anclados 
por el reticulo discreto y su movimiento queda bloqueado por los frentes estacionarios. 
Vamos a establecer en primer lugar condiciones sobre E y sobre los datos iniciales 
que garanticen una dinamica similar para las soluciones de (3.1) y (4.2). 
Teorema: Estabilidad. Para E suficientemente pequeno las soluciones de (3. 1) y (4.2) que 
parten del mismo dato inicial u� evolucionan ambas hacia frentes anclados 0 frentes viajeros si 
u� es suficientemente pequeno. 
Demostraci6n. Sea vn (t) una soluci6n de (4.2) con dato inicial u�. Sea un (t) una 
soluci6n de (3.1)  con datos iniciales un (O) = u� y u�(O) = u� . La diferencia wn (t) = 
un (t) - vn (t) satisface: 
EW� + w� = Wn+1 - 2wn + Wn-l - A(g(wn(t) + vn(t)) - g(vn (t) ) ) - EV� 
wn(O) = 0, w�(O) = u� - (U�+l - 2u� + U�_l ) + Ag(u�) + F (3.37) 
Si E < �, este problema se puede escribir como una ecuaci6n integral para Wn (vease 
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la secci6n 4.2) 
Wn(t) = w�(O)K(t) + lt K(t - S) (Wn+I (S) + wn-l (s) ) ds 
- It K(t - s) (A(g(wn + vn) - g(vn) ) (s) + Ev� (s) ) ds (3.38) 
K( ) e
T+t _eT- t -1±vl-8� El d· ·  d · 1 . , 4 2  con t = T+-T_ Y r ± = 2� . proce Imlento escnto en a seCClOn . 
proporciona las estimaciones siguientes: 
�Max Iw (t) 1 < 
EMaxn lw� (O) 1 + 
E2Max[O,Tl ,n lv� (t) 1 
2 [O,T] ,n n - )1 - 8E 2)1 - 8E 
Iw�(t) 1 
< Iw� (O) 1 eT+t + 
E2Max[o,T],n lv� (t) 1 
- 2)1 - 8E )1 - 8E 
E(2 + AMax lg' l ) M I ( )  I + ) ax[O T] n Wn t 1 - 8E ' ,
Iw" (t) 1 
< Iw� (O) 1 eT+t + EMax Iv"(t) I ( I + 1 ) n - 4E)1 _ 8E [O,T] ,
n n 2)1 - 8E 
1 
+Max[o,T] ,n lwn (t) I ( 1 + 
2)1 - 8) 
para E pequeno. Concluimos que si t > 0 la diferencia un (t) - vn (t) es de orden E: 
(3.39) 
(3.40) 
Vemos que EW� es pequeno para to » E . Escribimos la ecuaci6n (3.1) para un(t) como 
(3.41) 
Si t ;::: to, I EU� 1 � I EW� I + I EV� I  � 17, 17 pequeno. Esto permite usar argumentos de com­
paraci6n en terminos de sub y supersoluciones [42] . Sean Wn y Ln sup y subsoluciones 
que satisfacen: 
W� = Wn+l - 2Wn + Wn-l - Ag(Wn) + F + 17 
L� = Ln+l - 2Ln + Ln-1 - Ag(Ln) + F - 17 
y Wn(tO) ;::: un (to) ;::: Ln (to ) . 
(3.42) 
(3.43) 
Si IF I > Fc(A) y 17 es suficientemente pequeno, (3.42) y (3.43) tienen soluciones de 
tipo onda viajera W(n - C2t), L(n- CI t) . Cuando un (to ) esta 10 suficientemente pr6ximo 
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a un perfil de tipo frente que une Ul (FjA) and U3 (FjA) como para permitir una cota 
de la forma W(n - C2tO + 72) � Un(tO) � L(n - CltO + 71 ) ' (trasladando las subsoluciones 
y supersoluciones si es necesario) obtenemos 
(3.44) 
en [to , 00) . Esto es posible cuando w�(O) en (3.37) es suficientemente pequeno depen­
diendo de E. La desigualdad (3.44) permite acotar un (t) por soluciones de tipo onda 
viajera de problemas vecinos: las velocidades Cl y C2, Y los perfiles W y L son pertur­
baciones de la velocidad C y los perfiles v de las ondas viajeras v (n - ct) de (4.2), con 
un error de orden !3. 
Cuando IF I < Fc(A), el problema sobreamortiguado carece de soluciones de tipo 
frente pero se pueden construir super y subsoluciones estacionarias Wn y Ln que blo­
quean la propagaci6n de un(t) para t � o. No obstante, el frente se podrfa propagar 
inicialmente debido a la energia cinetica inicial, hasta que esta se haya disipado el 
frente quede atrapado. 
Las soluciones de tipo onda viajera para (3.1) se pue2l.en construir mediante desar­
rollos en serie para E < < 1 .  Ponemos 
00 
u(z) = 2..: EkVk ' (3.45) 
k=O 
y buscamos soluciones de (3.1) con la estructura un (t) = u(n - ct), Z = n - ct: 
c2WzZ (Z) - cuz (z) = u(z + 1) - 2u(z) + u(z - 1) - Ag(u(z) ) + F 
u(-oo) = U1 (FjA) , u(oo) = U3 (FjA) (3.46) 
Desarrollando en serie 9 podemos calcular recursivamente todos los terminos del de­
sarrollo. Los primeros terminos estan dados por 
-covo,Az) = vo (z + 1) - 2vo (z) + vo (z - 1) - Ag(vo (z)) + F 
vo (-oo) = U1 (F/A) , vo (oo) = U3 (F/A) (3.47) 
-COVl ,z (Z) = Vl (Z + 1 )  - 2Vl (Z) + Vl (Z - 1) - Ag' (vO (Z) )Vl (Z) 
-c�vo,zAz) + clvo,Az) 
VI ( - (0) = VI (00) = 0, Cl = 0 (3.48) 
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-cov2,Az) = V2 (Z + 1 )  - 2V2 (Z) + V2 (Z - 1) - Ag' (vO (Z) ) V2 (Z) 
-C�Vl,zz (Z) + C2VO,z (Z) - A/2g"(vo (z) )vi (z) 
V2 ( -CXJ) = V2 ( CXJ) = 0 
C2 = c� J Vl ,zzVO,z + A/2 J g"(vo )vivo,z J V5,z (3.49) 
En (3.48) Y (3.49), VI and V2 decaen exponencialmente en el infinito. Observese que 
vO,z > 0 es una autofunci6n del problema linealizado en torno a Vo y E = 0 asocia­
da a un autovalor cero, que decae exponencialmente en el infinito. La condici6n de 
ortogonalidad se satisface automaticamente para Cl = O. En (3.49) la condici6n de 
ortogonalidad proporciona un valor para C2 . 
3.6 Estabilidad de frentes estacionarios para E > 0 
Sabemos que (3.1) tiene soluciones estacionarias un (A, F) para IF I � Fc (A) . Cuando 
IF I < Fc (A), existen al menos dos soluciones estacionarias, una de las cuales satisface 
Al (A, F) > 0 [15]. Denotamos por Al (A, F) el menor autovalor del operador discreto 
en espacio linealizado en torno a Un (A, F): 
(3.50) 
donde el minimo se toma sobre un espacio de funciones que decaen en el infinito. 
Obviamente, los modelos amortiguados y sobreamortiguados poseen las mismas 
soluciones estacionarias. Estudiamos en esta secci6n la estabilidad para la dinamica 
(3.1) de los frentes estacionarios con Al (A , F) > 0 para IF I :::; Fc(A) . En la secci6n 5 
obtuvimos resultados de estabilidad para E < � . En esta secci6n obtenemos resultados 
de estabilidad para todo E > 0 suponiendo que partimos de datos suficientemente 
pr6ximos a un(A, F) y con energia cinetica pequefia. La positividad del autovalor se 
realiza en forma de desigualdad 
V Sn que decrece a una cierta velocidad exponencial. 
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Sea un (t) una soluci6n de 
para datos iniciales tales que I:n Iu� - un (A, F) 12 < 00 Y I:n lu� 1 2  < 00. La existencia 
ha sido establecida en la secci6n 4.1 .  Cuando 9 es globalmente Lipschitz las soluciones 
son globales. Cuando 9 es localmente Lipschitz Y Ln Iu� - un(A, F) 12, Ln lu� 1 2  son 
pequenos, las soluciones estan definidas para todo t > 0 Y I:n Iun (t) - un (A, F) 1 2, 
Ln lu� (t) 1 2  estan uniformemente acotados para t > O. 
Teorema: Estabilidad de frentes estacionarios. Si I:n lu� - un (A, F) 1 2, I:n lu� 1 2  son 
suficientemente pequefios, la soluci6n un (t) de (3.51) tiende a un(A, F) para tiempos grandes. 
Observaci6n: Este resultado es va lido para cualquier E > O. Sin embargo, a medida 
que E crece, la restricci6n sobre los datos iniciales se hace mas fuerte. 
Demostraci6n. El resultado es obvio cuando F = 0 y 9 es impar en torno a U2 (0) . 
La energia es un funcional de Liapunov acotado inferiormente y esto implica la con­
vergencia a un estado estacionario, vease la Secci6n 4.1. 
Cuando F =I- 0, escribimos las ecuaciones para vn (t) = un (t) - un (A, F) y multipli­
camos por v�. Sumando en n vemos que el funcional C(t) = i Ln V� (t)2 + Ln (Vn+l (t) ­
vn (t) )2 + A I:n(V(vn (t) + un (A, F)) - V(un (A, F) ) - g(un(A, F) )vn (t) ) es no creciente y 
esta acotado inferiormente para datos iniciales tales que C (0) y Va = Max 1 Vn (0) 1 son 
pequenos. Para t --+ 00, C(t) --+ C(oo) y 
C(oo) - C(O) = - 100 I v� (s) 1 2ds 
Esto implica I:n Iv� (t) 1 2  --+ 0 cuando t --+ 00 Y V� (t) tiende a cero, al menos en el sentido 
de las distribuciones, para todo n, cuando t --+ 00 .  Por otra parte, 
cuando t --+ 00, para todo h > 0 fijo. La familia vn (t) es equicontinua y uniformemente 
acotada. Por un procedimiento de extracci6n diagonal obtenemos una sucesi6n tj --+ 00 
tal que vn (tj )  --+ Sn . El limite Sn es una soluci6n estacionaria. Usando la cota uniforme 
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sobre '2:n vn(t)2 , concluimos que '2:n Ivn(tj ) - sn l 2 ---1- O. La unicidad de Sn implicarfa la 
convergencia a Vn (t) . 
Veamos que Sn esta caracterizada de forma (mica. Para ello utilizamos la positivi­
dad del autovalor Al (A, F) > O. El lfmite Sn satisface las siguientes propiedades: 
n 
Sn+1 - 2sn + Sn-l = A(g(sn - un (A, F) ) - g(un(A, F) ) 
L S� < 00, I Sn l :::; Va 
n 
n 
n 
Obviamente Sn = 0 es una soluci6n con C(oo) = O. Multiplicando por Sn y sumando: 
n n 
Esta desigualdad implica que Sn = 0 bajo la condici6n Vo :::; 2>"��F) , M = Max lg" l .  
Regresando a las variables de partida, vemos que un (t) tiende a un(A, F) cuando 
t ---1- 00 siempre y cuando los datos iniciales satisfagan: 
o 2Al (A, F) Va = Max I Un - un(A, F) I :::; MA 
o L lu; 12 + L IU�+1 - un (A, F) 1 2 + A L(V(u; + un (A, F) ) - V(un (A, F)) 
n n n 
3.7 Coexistencia de frentes viaj eros y estacionarios 
En la secci6n 3.2 hemos obtenido evidencia numerica de la existencia de soluciones 
de tipo frente viajero que coexisten con soluciones estacionarias estables para F E 
(FCd (A) , Fce (A)) , con E suficientemente grande. 
Denotamos por Un (FjA) las soluciones estables estacionarias de (4.1)  y fijamos F E  
(FCd (A) , Fce (A) ) en la regi6n de coexistencia. Nos situamos en el lfmite discreto, A 
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grande, de forma que la dinamica del sistema se puede entender a partir de las ecua­
ciones reducidas del 'punto activo' uo, el Unico punto en la zona de transici6n de un 
estado constante a otro. Las simulaciones numericas de la dinamica de (4.1)  partiendo 
de datos iniciales u�(o) = 0, Vn y un (O) con la estructura un(O) = U1 (F/A) para n < 0, 
un (O) = U3(F/A) para n > 0, uo (O) = Uo E (U1 (F/A) , uo (Fc(A)jA) indican que estas 
configuraciones evolucionan a la soluci6n estacionaria un(F j A) si uo (O) esta por enci­
rna de un cierto valor critico UO (E, F) Y a una onda viajera con perfil no m06tono (oscila 
durante un tiempo en torno a U3 (FjA)) si uo (O) esta por debajo de ese valor critico. 
Observamos que un (t) encuentra pr6ximo a U1 (FjA) (resp. U3 (FjA)) para n < ° 
(resp. n > 0) durante un intervalo de tiempo y esto permite reducir el estudio del 
sistema infinito en ese intervalo al estudio de una sola ecuaci6n: 
EU� + u� = -2uo - Ag(uo) + F + U1 (FjA) + U3 (FjA)uo (0) = Uo , u� (O) = Ul (3.51) 
En la figura 3.14 dibujamos el plano de fases asociado a la ecuaci6n (3.51) para g(u) = 
sin( u) . 
El segundo miembro tiene tres ceros (dos estables y uno inestable) para F < FCl I 
un cero estable para F > Fq . Uno de los ceros estables coincide con el inestable para 
F = Fq . En una dina mica con E = 0, las trayectorias pr6ximas al primer cero es­
table Zl (FjA) del segundo miembro tienden a el para F < FCl ' Para E > 0, se tiene 
un nuevo valor critico FC2f tal que datos pr6ximos a (zl (FjA) ,  0) pueden evolucionar 
al otro cero estable (Z3 (FjA) , 0) para F E (FC2 ' Fq ) .  Observamos que para Ul rv ° y 
Uo E (U1 (FjA) , uo (Fc (A)/A), existe un rango de uo tal que las trayectorias que parten 
de (uo , Ul )  terminan en el primer cero estable y otro rango de Uo tal que las trayec­
torias terminan en el segundo cero estable. La figura 3.15 muestra la forma de estas 
trayectorias. La que entra en Z3 (F j A) define practicamente el perfil de la onda viajera. 
Este fen6meno se puede explicar como sigue. La figura 3.16 representa el potencial 
asociado a h(u) = 2uo + Ag(uo) - F - U1 (FjA) - U3 (FjA) . Si partimos de un estado 
pr6ximo al primer minima y su energia es pequefia, el sistema (3.51) evoluciona hacia 
el minima gracias al termino de fricci6n. Si la energfa del estado inicial esta por encima 
de un valor critico, la fricci6n no es suficiente para disipar la energfa cinetica antes 
de llegar al maximo del potencial y la trayectoria alcanza el maximo con velocidad 
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Figura 3 .14: Plano de fases asociado a (3.51) para A = 10, E = 0.5, g(u) = sin(u): (a) F = 4, 
(b) F = 4 zoom cerca del primer cera, (c) F=5.6, (d) F=5.6 zoom cerca del primer cera. 
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Figura 3.15: Trayectorias que entran en los dos ceros estables para A = 10, F = 5 .6. 
suficiente para caer en el dominio de atracci6n del segundo minimo, oscilando hasta 
llegar a el. 
El mecanismo que hemos descrito se repite suceslvamente en el sistema infinito, 
pues cuando Uo ha llegado a Us(FjA), U-l toma el lugar de Uo y as! sucesivamente, 
vease la figura 3.17 La velocidad del frente es esencialmente el recfproco del tiempo 
que tarda uo (t) en saltar de zl (FjA) a zs (FjA).  
3.8 Conclusiones 
Hemos estudiado el fen6meno de anclaje propagaci6n y la existencia y estabilidad de 
soluciones de tipo frente en cadenas de osciladores amortiguados difusivamente suje­
tos a un potencial y a una fuerza extema F. Los resultados numericos muestran que 
a medida que crece el panimetro de difusi6n nos vamos alejando del caso sobramor­
tiguado y van creciendo la magnitud de las oscilaciones en la regi6n de transici6n 
entre las constantes hasta llegar a valores donde es diffcil distinguir si las eStructuras 
observadas son ondas viajeras. Tambien se han observado, a diferencia del caso so­
bramortiguado, la coexistencia de frentes estacionarios y ondas viajeras para el mismo 
valor de panimetro. Este fen6meno de coexistencia tiene una interpretaci6n ffsica en 
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Figura 3.16: Potencial asociado a h(u) = 2uo + Ag(uo)  - F - U1 (F / A) - U3 (F/A), F = 5.6 . 
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Figura 3. 17: Perfiles de las trayectorias un (t) para A = 10 Y F = 5.9. 
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h�rminos de tensiones de Peierls estaticas y dimlmicas. El analisis asint6tico nos pro­
porciona aproximaciones para la velocidad de los frentes en los limites E pequeno y E 
grande. Para E pequeno obtenemos resultados de estabilidad para las ondas viajeras y 
estacionarias mediante ecuaciones integrales. Para E arbitrario obtenemos resultados 
de estabilidad para frentes estacionarios usando metodos de energia. 
Capitulo 4 
Frentes de onda en sistemas discretos 
conservativos 
4.1 Introducci6n 
En el capitulo anterior hemos visto que la dinamica del modelo amortiguado (4.1) :  
EU� + au� = Un+l - 2un + Un-l  - Ag( un) + F (4.1)  
se reduce esencialmente a la del modelo sobreamortiguado (4.2): 
(4.2) 
cuando los efectos inerciales son suficientemente pequenos. Caso contrario, estaremos 
pr6ximos a la dinamica sin fricci6n, descrita por: 
(4.3) 
El estudio la dinamica de frentes en (4.3) resulta complejo debido a una serie de 
diferencias fundamentales con los modelos amortiguados: 
• En el caso sobreamortiguado se dispone de numerosos resultados de existencia 
de soluciones de tipo frente viajero un(t) = u(n - ct) para no linealidades biesta­
bles 9 (s) bastante generales. Para el problema conservativo (4.3) se ha probado la 
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existencia de ondas viajeras (solitones, trenes de onda peri6dicos . . .  ) para distin­
tos h�rminos fuente correspondientes tipicamente a potenciales supercuadrMicos 
o convexos [33], [41], [27] . Sin embargo, el unico resultado de existencia de un 
frente viajero para una no linealidad biestable parece ser un ejemplo explfcito 
construido por [30]. Estos frentes toman la forma un(t) = tanh (J..L (n - st) ) y son 
solucion de: 
con 
( )  ( 2 2 ) 2 2 3 2cu g u = 2 s J..L - c u - 28 J..L U + h( )2 2 ·  h( ) 2  COS J..L - u s m  J..L 
(4.4) 
(4.5) 
No se conocen demostraciones de existencia para fuentes biestables generales. 
Es mas, simulaciones numericas como las llevadas a cabo por Kruskal y Peyrad 
[67] parecen sugerir la no existencia de frentes viajeros para no linealidades de 
tipo seno debido a la generacion de trenes de onda periodicos en las colas que 
proporcionarian un mecanismo para llevar energia al infinito y frenar el avance 
del frente. Sin embargo, el analisis de modelos con potenciales cuadnlticos a tro­
zos llevado a cabo por Atkinson y Cabrera en [5] sugiere la existencia de varias 
ramas de ondas viajeras por encima de una velocidad y una fuerza criticas. En el 
capitulo anterior hemos visto que los modelos amortiguados poseen soluciones 
de tipo frente viajero con regiones oscilatorias si el parametro F supera un valor 
critico. Estas oscilaciones decaen exponencialmente a medida que nos alejamos 
de la region de transicion entre constantes, si bien aumentan de magnitud al in­
crementar el coeficiente del termino de inercia. Se trata de dilucidar si en el lfmite 
E --t 0 estas familias de frentes viajeros se mantienen . 
• Una segunda diferencia notable proviene de fenomenos de coexistencia y propa­
gacion. Tanto en el caso sobreamortiguado como en el caso amortiguado consid­
erado en el Capitulo anterior, la coexistencia de frentes propagandose en direc­
ciones opuestas esta excluida. Sin embargo, de existir frentes viajeros u(n - ct) 
con velocidad c solucion de (4.3), esta claro que u(n + ct) son soluciones de la 
Introd ucci6n 
misma ecuaci6n propagandose con velocidad - c. En el ejemplo explfcito con­
struido por Flach et al en [30] (por ejemplo para parametros jJ, = I, c = 1 ,s = 0.5), 
coexisten frentes propagandose en sentidos opuestos para el mismo valor de F. 
Es mas, en este ejemplo particular se tiene F = 0 Y los frentes viajeros coexis­
ten con soluciones estacionarias discretas. La coexistencia de frentes viajeros y 
anclados para el modelo sobreamortiguado es imposible debido al principio del 
maximo [22]. El estudio que hemos realizado en el capitulo anterior muestra que 
pueden consistir frentes viajeros y estacionarios para ciertos valores de F a me­
dida que E crece. Tanto en este caso como en el caso conservativo (4.3) se tiene 
otro panimetro de control ademas del campo externo F: la energia cinetica. Esto 
da pie a la presencia de distintos comportamientos para el mismo F. Segun los 
datos iniciales esten pr6ximos a una configuraci6n estacionaria estable 0 a una 
configuraci6n viajera estable, observaremos un comportamiento u otro . 
• Una tercera diferencia se manifiesta a nivel de la simulaci6n numerica de frentes. 
Tanto en (4.1) como en el sistema sobreamortiguado (4.2) se generan con facilidad 
soluciones de tipo frente, estacionarias 0 viajeras a partir de datos escalonados. 
La resoluci6n numerica se lleva a cabo mediante metodos Runge-Kutta estlindar 
de paso variable, sin problemas de estabilidad 0 patologias numericas. El sis­
tema (4.3) tiene estructura hamiltoniana, conserva la energia y sus soluciones sue­
len presentar fen6menos oscilatorios mas 0 menos complejos. La discretizaci6n 
numerica en tiempo puede llevar aparejadas patologias como caos numerico 0 
efectos dispersivos totalmente espureos [2, 3] . Por otra parte, las simulaciones 
numericas precisan la introducci6n de fronteras artificiales para reducir el prob­
lema a dimensi6n finita. Una elecci6n inadecuada del truncamiento puede pro­
ducir reflexiones espureas. 
El capitulo esta organizado como sigue. Las dos primeras secciones se ocupan 
fundamentalmente de la posible coexistencia de frentes estacionarios y viajeros para 
F = O. En la secci6n 4.2 estudiamos las modulaciones de las colas constantes en el 
caso de la no linealidad de tipo seno. El objetivo de esta secci6n es intentar identificar 
que rasgos de la no linealidad senD influyen en el diferente comportamiento observa-
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do en las simulaciones numericas de la dinamica de frentes en el modelo de Frenkel­
Kontorova conservativo y en el ejemplo (4.5) construido en [30]. Las conclusiones de 
esta secci6n apuntan hacia la ausencia de terminos cuadraticos en la linealizaci6n del 
seno en tomo a 0 y 21f. En la secci6n 4.3 obtenemos algunas condiciones necesarias para 
la existencia de frentes viajeros en problemas conservativos. Estas conclusiones indi­
can que la existencia de frentes viajeros para no linealidades 9 impares y con F = 0 no 
es un fen6meno generico sino mas bien accidental. En las secciones siguientes nos ocu­
pamos principalmente de la construcci6n de frentes viajeros por encima de umbrales 
criticos para F. En las secciones 4.3 a 4.5 construimos soluciones explicitas de tipo 
frente y tren de ondas para diversas no linealidades en un intento de aclarar cuando 
y por que aparecen y desaparecen las familias de frentes estacionarios y viajeros. Uti­
lizamos dos tecnicas complementarias: analisis de Fourier y metodos inversos. 
4.2 Analisis de las modulaciones e·n el modelo de Frenkel-
Kontorova conservativo 
Es bien sabido que la ecuaci6n de Sine Gordon Utt - Uxx = - sin(u) posee soluciones 
tipo frente viajero de la forma u(x-ct), donde u es una soluci6n de (c2- 1)uzz = - sin(u) 
que crece de 0 a 21f, para cualquier lei < 1. La resoluci6n numerica de 
un (O) = u(n) , u� (O) = -cu' (n) (4.6) 
eligiendo como datos iniciales kinks continuos de diferentes velocidades muestra la 
disminuci6n de la velocidad de los perfiles viajeros y la generaci6n de un tren de on­
das peri6dico en la cola del kink, de efectos presumiblemente dispersivos. Al resolver 
numericamente el modelo (4.5) propuesto en [30] usando como datos iniciales sus solu­
ciones de tipo frente explicitas, se observa un £rente viajero, vease la Figura 4.1. Se 
aprecian oscilaciones de muy pequena magnitud en las colas pero el frente no parece 
frenarse. Las simulaciones numericas en ambos cas os las hemos llevado a cabo con 
distintos esquemas numericos: metodos Runge Kutta Fehlberg 45 de paso variable, 
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el algoritmo Verlet con paso constante (un metodo Runge Kutta Nystrom simplectico 
de orden dos) e incluso metodos simplecticos de paso eonstante y orden 4. Todos el­
los han proporeionado los mismos resultados, con 10 eual no pareee posible atribuir el 
diferente comportamiento observado a la discretizaci6n numerica empleada. 
Vamos a estudiar la generaci6n de oscilaciones en torno a los ceros estables. Lineal­
izamos en torno a C tal que g(c) = sin(c) = 0, g'(c) = cos(c) > 0: 
V� = Vn+l - 2vn + Vn-l - Ag' (c)vn 
Buscando soluciones en forma de ondas planas Vn 
relaci6n de dispersi6n: 
aei(wt-kn) y obtenemos la 
(4.7) 
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Figura 4.2: Ley de dispersi6n (4.7) cuando c = 0 y 9(s) = sin(s) .  
Observamos que la discretizaci6n en espacio conduce a una ley de dispersi6n peri6dica, 
de periodo 211". w'(k) se anula en k = mr y w"(k) en 11"/2 + n11" . Se alternan intervalos 
de convexidad y concavidad de forma peri6dica. Para k E [-% ,  %l, wI! > 0 y se tienen 
ondas estables [79], mientras que si k E [% ,  3;] son inestables. 
Vamos a incluir efectos debilmente no lineales en este analisis de estabilidad. Intro­
ducimos nuevas variables: 
de modo que 
Un (t) = U(O, X, T) 
8 (X, T) 
X = En , T = tt, 0 = --'---'­
E 
8(X ± E, T) E 
Un±1 = U( , X  ± E, T) rv U(O ± k + - kx , X ± E, T) E 2 
kx 
rv U(O ± k, X, T) + E (  TUe (O ± k, X, T) ± Ux (O ± k, X, T) 
(4.8) 
Desarrollando U en potencias de E resulta U = UO + EU1 + O(E2) Y la aproximaci6n 
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anterior se transforma en: 
Un±l = UO (B ± k, X, T) + £ (U1 (B ± k, X, T) + 
k
; U2 (B ± k, X, T) ± U� (B ± k, X, T)) + 0(£2) 
Las derivadas de Un se reescriben como: 
U� = 8TU(J + £UT = -wU(J + £UT 
u� = w2U(J,(J + £(8T,TU(J + 28TU(JT) + 0(£2 ) 
= w2U(J ,(J + £(wTU(J + 2WU(JT) + 0(£2 ) 
Insertando estos desarrollos en la ecuaci6n (4.6) obtenemos: 
w2u2,(J - UO (B + k, X, T) - UO (B - k, X, T) + 2UO (B, X, T) + Ag(UO ) = 0 (4.9) 
w2UJ (J - U1 (B + k, X, T) - U1 (B - k, X, T) + 2U1 (B, X, T) + Ag'(UO )U1 = , 
wTu2 + 2wu2,T + 
k
; (U2 (B + k, X, T) + U2 (B - k, X, T)) + 
U1 (B + k, X, T) - U1 (B + k, X, T) (4.10) 
La ecuaci6n (4.9) proporciona una correci6n no lineal a la relaci6n de dispersi6n. 
Una vez calculado UO, la alternativa de Fredholm para U1 implica que: 
a 
( j7r UJ ) k X j7r U3 ( ° ° ( )) aT w _7r 27f + 2 _7r 27f Ux (B + k, X, T) - Ux B - k, X, T  = 0 
Y de esta relaci6n obtendremos la amplitud. 
(4.11) 
Para determinar la relaci6n de dispersi6n buscamos soluciones aproximadas de 
(4.9) como superposici6n de ondas. Para una no linealidad g (u) = sin(u) su desar-
rolla de Taylor cerca de cero es g(u) = Au + pu3, asi que podemos aproximar (4.9) 
por: 
w2U(J,(J - u(B + k) + 2u(B) - u(B - k) + Au + pu3 = 0 (4.12) 
Buscamos una soluci6n aproximada de la forma u = I:%:l aj cos(jB) . Insertando 
este desarrollo en (4.12), obtenemos para los primeros terminos a2 = 0 y 
( 2 . (
k
)2) 3p ( 3 2 2) A - w + 4 sm 2" al + 4 a1 + a1 a3 + 2al a3 = 0 
(A - 9w2 + 4 sin ( 32
k ) 2) al + � (ar + 6ai a3 + 3a�) = 0 
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Cuando a3 < < al < < 1, se obtiene la relaci6n de dispersi6n: 
(4.13) 
y la relaci6n entre al,a3 : 
a3 = 
2,\ + 9 sin(� ) 2 - sine;)2 
(4.14) 
En ei llmite k -+ 0, recuperamos las relaciones obtenidas por Whitham [79]. Hemos 
obtenido para UO la expresi6n aproximada: 
(4.15) 
La amplitud a se calcula a partir de (4.10). Despreciando los terminos de orden a2, 
obtenemos 
a wa2 a a2 
- (- ) + -(- sin(k) ) = 0 aT 2 ax 2 (4.16) 
Utilizando la relaci6n de dispersi6n (4.13) y la condici6n de consistencia (garantiza 
la existencia de una fase) kt + w x = 0 nos quedan las ecuaciones: 
a a2 a a2 
aT (2) + ax (w
b (k)2) = 0 
wb (k) = sin(k) J.\ + 4 sin ( � ) 2 
(4.17) 
Siguiendo a Whitham [79], las soluciones aproximadas UO construidas con las rela­
ciones (4.15),(4.13), (4.17) son estables si wg(k) > 0 e inestables si wo (k)" < O. En nuestro 
caso, son estables para k pequeno. La derivada �% nos propordona la veloddad de 
grupo, es dedr nos dice a que velocidad se mueven las ondas de numero de onda k. A 
partir de aquf se puede estudiar la dispersi6n de la energfa. 
Condiciones necesarias para la existencia de frentes de onda 
El analisis que acabamos de realizar, nos conduce a una diferencia elemental entre 
la no linealidad g(u) = sin(u) y la no linealidad g(u) (4.5) utilizada por Flach et al [30] 
para construir frentes viajeros explfcitos: Los ceros estables de la no linealidad (4.5) 
estan muy pr6ximos a dos singularidades y los terminos cuadraticos en el desarrollo 
de Taylor cerca de los ceros, no son nulos como en el caso del sen�. La aproximaci6n 
utilizada al calcular UO no puede ser g (u) = AU + fJ,U3 como en (4.12) si no que ha 
de ser de la forma g(u) = AU + fJ,U2 • Ahora bien, al buscar soluciones de la forma 
U = 2: ajcos(jO) para 
w2U(),() - u(() + k) + 2u(O) - u(O - k) + AU + fJ,U2 = 0 
forzosamente ha de aparecer un termino constante ao y esto no tiene sentido pues quer­
emos que U oscile en torno a cero y no a una constante dada. 
En conclusi6n, las no linealidades con terminos cuadraticos no permiten el tipo de 
analisis debilmente no lineal que hemos aplicado a los trenes de onda periodicos en 
el caso del seno. En el caso particular de (4.5), se da ademas la circunstancia de que 
s610 se puede linealizar muy cerca de los ceros pues las derivadas segundas son muy 
grandes debido a la cercania de la singularidad. Por tanto, la estabilidad lineal de las 
ondas s610 se aplica a ondas de amplitud muy muy pequena. La combinaci6n de estas 
dos circunstancias explica las diferencias observadas al simular numericamente frentes 
viajeros en ambos casos. 
4.3 Condiciones necesarias para la existencia de frentes 
de onda 
Las soluciones de tipo frente viajero un (t) = v (n - ct) de (4.1) corresponden a veloci­
dades c y perfiles regulares v que son soluci6n de: 
c2wzz (z) - co:vz (z) = v (z + 1 )  - 2v (z) + v(z - 1 ) - Ag(v (z) ) + F (4.18) 
Suponiendo que v (z) --+ U1 (F/A), vz (z) --+ 0 si z --+ -00 y v (z) --+ U3 (F/A), vz (z) --+ 0 
si z --+ 00 obtenemos algunas identidades integrales que proporcionan condiciones 
necesarias para la existencia de c y v . 
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En primer lugar, multiplicamos (4.18) por Vz e integramos entre -00 y 00 .  Tras 
integrar por partes y usar las condiciones en el infinito, obtenemos: 
-ca I: v;dz = G(U3 (FjA)) - G(U1 (FjA)) (4.19) 
siendo G un potencial para -Ag + F: G' = -Ag + F. En el caso en que G(U3 (FjA) ) = 
G(U1 (FjA)) se tiene necesariamente a = 0 6 c = O .  Deducimos que: 
• Para E #- 0, s6lo pueden existir frentes viajeros C1 si a = O. Es decir, en presencia 
de amortiguaci6n no existen frentes viajeros para 9 y F tales que G (U3 (F j A)) = 
G(U1 (FjA) ) . Tal es el caso si F = 0 Y 9 es impar en torno a U2 (0) . 
• 5610 pueden existir frentes estacionarios regulares (continuos) cuando G (U3 (F j A) ) = 
G(U1 (FjA) ) . Si 9 es impar, no hay frentes estacionarios regulares para F #- 0: re­
sulta necesario que F = O .  
Si integramos (4.18) sobre (- 00 , 00) obtenemos: 
-ca(U3 (FjA) ) - U1 (FjA)) = I: (-A9�V �Z) )  + F)dz (4.20) 
Esta identidad implica que en ausencia de disipaci6n, es decir, si a = 0, s6lo pueden 
existir frentes viajeros con perfiles v tales la integral del segundo miembro se anule. 
Cuando F = 0 Y 9 es impar, esto ocurre para perfiles impares respecto a U2 (0) . En 
general, parece poco probable que se puedan encontrar perfiles que anulen la integral 
en otras condiciones. 
Reinterpretando las observaciones que acabamos de hacer en el contexte de este 
capitulo, conjeturamos que para problemas conservativos con no linealidades tipo 
sin(u) 0 u(u2 - 1) no van a existir soluciones de tipo frente que tiendan a dos ceros esta­
bles en ±oo cuando F #- 0, ni siquiera permitiendo oscilar a los perfiles. No obtenemos 
ninguna indicaci6n sobre que puede ocurrir para F = 0 aparte de las conclusiones que 
se deducen del analisis de las modulaciones llevado acabo en la secci6n anterior. Sf 
observamos que un hipotetico frente para F = 0 no puede obtenerse como limite de 
frentes para sistemas amortiguados con a -+ 0, pues no existen tales frentes. La exis­
tencia de frentes en problemas conservativos parece un fen6meno aislado, que no se 
continuaria para F #- 0 ni a #- O. En la figura Fig. 4.3 mostramos la desaparici6n de los 
frentes viajeros para F > Fc(A) Y g (u) = u(u2 - 1) a medida que a -+ 0, con E = 1 fijo. 
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Figura 4.3: (a) a = 0. 1 (b) a = 0.01 .  La escala temporal que hemos usado no es suficientemente 
fina para apreciar la forma precisa de las oscilaciones de la parte superior, la hemos elegido para 
estudiar si la velocidad se mantiene constante 0 disminuye con el tiempo. A medida que a 
decrece la amplitud y frecuencia de las oscilaciones de la cola superior aumenta hasta el punto 
de que es dificil dilucidar si los perfiles se repiten u oscilan de forma variable. Sin embargo, 
parecen avanzar todos ellos a la misma velocidad. 
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4.4 Construcci6n de soluciones explicitas 
Consideramos en esta secci6n el problema de construir soluciones explfcitas de los 
modelos (4.1), (4.2) Y (4.3) . 
4.4.1 Soluciones estacionarias 
Las soluciones estacionarias de los tres modelos son comunes. En principio, las solu­
ciones estacionarias son sucesiones Un pero puede ocurrir que correspondan a un perfil 
regular u(x) que sea soluci6n del problema estacionario: 
U(x + 1 )  - 2u(x) + u(x - 1 )  = Ag(un) - F 
u(-oo) = ul (FjA) , u(oo) = U3 (FjA) (4.21) 
Mantemenos la notaci6n del capitulo 2 de modo que U1 (F/A), U3 (FjA) son los dos 
ceros estables del termino no lineal. No es sencillo dar una caracterizaci6n de cuando 
(4.21) posee soluciones diferenciables, 0 al menos continuas pues la ecuaci6n no in­
volucra derivadas de la inc6gnita. En [22] se estableci6 una condici6n necesaria para la 
existencia de soluciones continuas: la integral del termino fuente entre los dos ceros 
estables ha de ser nula. Si 9 es impar respecto a U2 (O), esta condici6n se cumple 
unicamente cuando F = 0 y, por tanto, s6lo pueden existir soluciones estacionarias 
regulares si F = o.  
Hobart [36] propuso un criterio para determinar si dada una no linealidad cubica 
impar 9 existen soluciones estacionarias regula res de (4.21) con F = O. En este caso, 
U2 (0) = 0 y U1 (O) = -U3 (O) . Para cualquier x E (U1 (O) , U3 (O)), podemos calcular 
numericamente un unico valor y (x) tal que la sucesi6n Un definida por Uo = x, Ul = 
y(x) y Un = 2Un- l - Un-2 + g (Un-l ) , n > 1 tiende a U3 (O) cuando n -+ 00. Hobart 
conjetur6 que si la funci6n y (x) satisface: 
y-l (X) = -y( -x) , y(x) - y( -x) = 2x + g(x) , (4.22) 
para x E (U1 (O ) , U3 (O) ) , entonces existen soluciones regulares de (4.21) para 9 con F = 
o. Hobart conjetur6 que para tales no linealidades 9 el intervalo de anclaje se reducia 
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a un punto F = 0 y que para todo F =J 0 existian soluciones de tipo frente viajero. En 
[17] se prueba esta afirmaci6n para la dinamica sobreamortiguada (4.2). 
Es sencillo construir ejemplos de no linealidades g (x) que verifican (4.22). Basta 
elegir un perfil impar y creciente u(x) tal que u(x) ----+ ±a cuando x ----+ ±oo para algUn 
a > O. Definimos g (u(x)) = u(x + 1) - 2u(x) + u(x - 1) de modo que g(z) = u(u-1 (z) + 
1) - 2z + u(u-1 (z) - 1) Y y(z) = u(u-1 (z) + 1) . Eligiendo u(x) = tanh (x) , obtenemos 
una f6rmula explicita para g: g(z) = -2,z(1 - z2)/ (1 _ ,Z2 ) con , = tanh2 (1 ) . N6tese 
que esta estrategia funciona tmicamente con perfiles mon6tonos crecientes. 
Acabamos de ver que existen ejemplos de no linealidades para las que (4.21) posee 
soluciones regulares. Si embargo, el caso generico es que las soluciones de (4.21) sean 
constantes a trozos. Esto se corresponde con el hecho de que las soluciones estacionar­
ias de tipo frente de (4.1), (4.2) Y (4.3) son genericamente discretas y con la existencia 
generica de intervalos de anclaje del panimetro de control F. 
4.4.2 Soluciones de tipo onda viaj era 
Una estrategia parecida a la descrita en la secci6n anterior permite construir frentes 
expIfcitos en diversos sistemas disipativos y conservativos, como el ejemplo 4.5 men­
cionado en la introducci6n. Los perfiles de onda viajera obtenidos de esta forma son 
crecientes. 
Consideremos un perfil regular, impar y creciente u(x) tal que u(x) ----+ ±a cuando 
x ----+ ±oo para algun a > O. Sabemos que 
u(x + 1) - 2u(x) + u(x - 1) = gl (U(X) ) , 
gl (Z) = u(u-1 (z) + 1) - 2z + u(u-1 (z) - 1 ) 
donde gl (Z) es una funci6n impar con ceros ±a, 0, gl (Z) > 0 en (-a, O), gl (Z) < 0 en 
(0, a) . Al calcular Uxx se obtiene una funci6n de estructura similar: 
Por tanto, 
uxx = J(x) = g2 (U(X) ) , g2 (Z) = J (u
- 1 (z) ) 
EC2UXX - (u(x + 1 ) - 2u(x) + u(x - 1)) = EC2g2 (U(X) ) - gl (U(X) ) = -g(u(x) ) 
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Figura 4.4: Termino fuente g (u) dado por (4.24): (a) a = O,E = 1, c = 0 .1 (b) a = l,E = 0, 
C = 0 . 1 . N otese que al incl uir un al -::f. 0 se pierde la forma cubica por tanto este resultado solo 
vale para el problema estacionario 0 el de evolucion conservativo. 
Si c es suficientemente pequeno 9 es una no linealidad 'cubica'. Par ejemplo, en el caso 
u(x) = tanh(x) 
Anadiendo fricci6n tenemos 
EC2Uxx - acux - (u(x + 1 ) - 2u(x) + u(x - 1) ) = -g(u) 
= EC2U(1 - u2) - ac(l - u2) - 2,u(1 - u2)j (1 - ,u2) 
(4.23) 
(4.24) 
En la figura 4.4 dibujamos la fuente 9 asf obtenida para diversos valores de a,E Y c. 
N6tese que para a -::f. 0 se pierde la simetrfa de g, e incluso el caracter cubico, en con­
cordancia con las observaciones de la secci6n 4.3 (4.18). 
Con la tecnica descrita en esta secci6n, podemos generar multitud de terminos 
fuente 9 impares para los cuales u� = Un+l - 2un + Un-l - g(un) admite soluciones 
de tipo frente viajero. Si elegimos como perfil de partida el que define los kinks del 
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Figura 4.5: Term ina fuente g(u) dado par (4.25): (a) A = l,t = 1/c = 0 . 1 (b) C\! = l,t = O,C = 
0 .1 
!Uodelo de sine Gordon continuo en espacio u(x) = 4 arctan(eVAx), obtenemos mode­
los discretos para los cuales nos proporcionan soluciones de tipo frente viajero exactas: 
tC2UXX - (u(x + 1) - 2u(x) + u(x - 1 ) ) = -g(u) 
= tc2A sin(u) + 2u - 4 arctan(eVA tan(u/4)) - 4 arctan(e-VA tan(u/4) ) (4.25) 
En la figura 4.5 dibujamos la fuente g as! obtenida para diversos valores de A,t Y c. 
4.4.3 Trenes de onda peri6dicos viaj eros 
Buscamos soluciones de (4.3) de la forma un (t) = u(n - ct) con un perfil u(z) peri6dico 
de periodo 1 : u(z + 1 ) = u(z) . Obtenemos para el perfil la ecuaci6n: 
(4.26) 
Estudiemos en que condiciones admite (4.26) soluciones de periodo 1 .  Consideramos 
dos funciones 9 modele: gl (U) = sin(u) y g2 (U) = u(u2 - 1) . La existencia de solu­
ciones periodicas para (4.26) se deduce de la grMica de los potenciales correspond i-
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entes, Vi (u) = 1 - cos (u) y V2 (u) = u4 / 4 - u2/2, usando la identidad de conservaci6n 
de la energia: 
1 2 2 ( ) '2c Uz + AV u - Fu = Eo (4.27) 
Las trayectorias ocupan la regi6n AV(u) - Fu � O. Consideremos en primer lugar el 
caso F = O. La figura 4.6 muestra las gnificas de V1 (u) y V2 (u) . La figura 4.7 muestra 
los pIanos de fases correspondientes a (4.26) para 91 y 92 . 
Para 91 tenemos soluciones periodicas que oscilan en tomo a 0 0 27f con amplitudes 
que llegan como maximo a (-7f, 7f) 0 (37f/2 , 57f/2), respectivamente. El periodo de la 
oscilaci6n se puede ajustar con el parametro c: a cada soluci6n peri6dica de Vzz = 
-A91 ( v) Ie corresponde un parametro c de modo que u (z) = v (cz) es una soIuci6n con 
periodo 1 de c2uzz = -A91 ( u) . 
Para 92 tenemos soluciones periodicas que oscilan en tomo a - 1  con amplitud que 
varia de 0 a 1 ,  soluciones que oscilan en torno a 1 con amplitud que varia de 0 a 1 
y soluciones periodicas que oscilan en torno a 0 con amplitud que varia en (2, 00) . 
Como en eI caso anterior, a cada soIuci6n peri6dica de Vzz = -A92 (v) Ie corresponde 
un panimetro c de modo que u(z) --.:... v (cz) es una soluci6n con periodo 1 de c2uzz = 
-Ag2 (u) . 
Consideremos ahora F > 0 (el caso F < 0 se deduce de este par simetria). Para 
F suficientemente pequeno todavia tenemos soluciones peri6dicas en el caso 91 . En el 
caso 92 siempre hay soluciones peri6dicas. Las figuras 4.8 y 4.9 muestran las graficas 
de los potenciales y los pIanos de fases correspondientes para F pequeno. Como antes, 
el parametro c permite asociar un tren de ondas viajero de periodo 1 y velocidad c a 
cada perfil peri6dico soluci6n de Vzz = -Ag(u) - Fu. 
Observamos una diferencia importante entre los dos casos estudiados. En el caso 
de una no linealidad peri6dica como el seno, s6lo hemos encontrado trenes viajeros 
peri6dicos que oscilan con una cierta amplitud en torno a uno de los dos ceros estables. 
Se plantea asi la posibilidad de que una configuraci6n inicial de tipo frente evolucione 
hacia una configuraci6n que pasa de oscilar en tornoa un cero estable para oscilar en 
tomo al otro. En el caso de una no linealidad 'confinante' como u(u2 - I), existen 
ademas trenes de onda viajeros peri6dicos cuyas oscilaciones abarcan los dos ceros 
estables. En este caso puede ocurrir que un dato inicial con estructura de frente y con 
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Figura 4.6: Potenciales: (a) Vl (u) = 1 - cos( u), (b) Vz (u) = u4 /4 - u2/2 
Figura 4.7: Planas defases para (4.26) can F = 0: (a) 9l (U) = sin(u), (b) 92 (U) = u(u2 - 1 ) 
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Figura 4.9: Planas defases para (4.26) can F = 0.2: (a) gl (U) = sin(u), (b) g2 (U) = u(u2 - 1 ) 
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suficiente energia cinetica evolucione a un tren de ondas viajero. 
4.5 Fuentes no lineales definidas a trozos 
En la secci6n 4.4 hemos construido algunos £rentes crecientes y trenes de onda peri6dicos. 
Los resultados numeric os descritos en el Capitulo 3 indican que los modelos amor­
tiguados (4.1) poseen soluciones de tipo £rente viajero con perfiles oscilatorios. Kruskal 
y Peyrad [67] intentaron obtener numericamente frentes viajeros para el modelo de 
Frenkel-Kontorova conservativo y observaron la generaci6n de oscilaciones en las 'co­
las' en torno a las constantes 0 y 27r. Kruskal y Peyrad conjeturaron que las oscilaciones 
proporcionaban un mecanismo dispersivo que frenaba los frentes. En vista de los re­
sultados numericos que hemos descrito en el Capitulo 3, no se puede concluir que 
las oscilaciones en las colas sean incompatibles con la propagaci6n. Para ac1arar esta 
cuesti6n es importante explorar la existencia de frentes con perfiles oscilatorios. En 
esta secci6n intentaremos obtener fuentes no lineales definidas a trozos para las que 
(4.3) y (4.1)  admitan soluciones explicitas de tipo frente, mon6tono u oscilatorio. 
Consideremos los modelos (4.1M4.2) y (4.3). Supongamos para fijar ideas que 9 es 
impar, con ceros - 1 , 0, 1 . Si existe una soluci6n de tipo onda viajera un (t) = v (n - ct) 
con un perfil v (z) que crece de -1  en - 00 a 1 en 00. Su transformada de Fourier esta 
dada por: 
u(k, t) = e-ikctfJ (k) (4.28) 
y se puede recuperar u(x, t) como 
u (x, t) = I: iJ(k)eiC-kct+kX)dk (4.29) 
La identidad (4.29) nos dice que una soluci6n de tipo onda viajera es una superposici6n 
de ondas planas con una relaci6n de dispersi6n lineal w(k) = kc y velocidad de grupo 
: = c. El perfil v (z) es soluci6n de la ecuaci6n diferencial en diferencias 
c2Wzz - cavz = v (z + 1) - 2v (z) + v (z - 1)  - Ag(v (z) ) + F 
v ( -1 ) = U1 (F/ A) ) , v(l ) = U3 (F/ A) 
(4.30) 
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Tomando transformadas de Fourier obtenemos la ecuaci6n: 
(C2Ek2 + ico: - 4 sin(k/2)2)v (k) = F( -Ag(v) + F) (4.31) 
donde F(Ag(v) - F) denota la transformada de Fourier del h�rmino fuente. 
Para comprender el significado de la relaci6n (4.31) conviene considerar el caso 
particular en que 9 es lineal a trozos. Suponemos a partir de ahora que 9 esta definida 
como sigue: 
{u + 1 , U < 0 
g (u) = 
u - 1 , u � 0 
y que F = O. N6tese que hemos elegido 9 discontinua. Consideramos el modelo: 
(4.32) 
(4.33) 
Buscamos soluciones de la forma u(x, t) = v (x - ct) . El perfil es invariante por trasla­
ciones. Lo fijamos imponiendo que v (O) = o. Imponemos ademas que v (z) > 0 para 
z > 0 y v (z) < 0 para z < o. La transformada de Fourier del perfil satisface: 
v (k) = 2A 
ik(4 sin2 (k/2) + A - C2EP - ico:k) 
Esta construcci6n del perfil de la onda viajera es consistente si al invertir 
v (z) = I: v (k)e-ikZdk 
(4.34) 
(4.35) 
resulta que v (z) -7 ±1 cuando z -7 ±oo, v (z) > 0 para z > 0 y v (z) < 0 para z < o. 
La regularidad del perfil depende de la integrabilidad de knv (k) . Las propiedades del 
perfil que resulta al invertir la transformada de Fourier estan controladas por los ceros 
del denominador en (4.34). La presencia del termino sinusoidal complica este estudio. 
Comenzamos por utilizar esta estrategia para estudiar los frentes en el limite continuo 
de (4.33), de modo que el termino sinusoidal en (4.34) es reemplazado por k2• 
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4.5.1 El limite continuo para un termino fuente lineal a trozos 
En esta secci6n investigamos la existencia de soluciones de tipo onda viajera de los 
limites continuos: 
EUtt + aUt = Uxx - Ag(u) 
g(u) = {u + 1 u < 0 
u - l u > O  
(4.36) 
(4.37) 
con E > 0 y a > O. Observese que la no linealidad es impar. Cuando E = 0, es bien 
conocido que existen frentes estacionarios u(x), Ux > 0, que unen los ceros - 1  y 1 .  
Cuando a = 0, es bien conocido que existen frentes viajeros u(x - ct), Ux > 0, para I c l < 
1 .  Estos dos resultados se extienden a no linealidades 'clibicas' g (u) mas generales, 
tambien impares. En el caso sobreamortiguado, se sigue de los trabajos de Aronson y 
Weinberger [4] . En el caso conservativo, basta estudiar el plano de fases de (c2 - l)uzz + 
Ag(u) = O. 
Al elegir una no linealidad lineal a trozos, se puede llevar a cabo un estudio com­
pleto de la existencia de frentes viajeros en funci6n de los parametros E, a y c. A ello 
vamos a dedicar esta secci6n. 
Una soluci6n de la forma u(x - ct) corresponde a un perfil v (z) tal que: 
(EC - l)vzz - acvz = -Av - A 
v :S; O  2 { I 
-1 v >  0 
(4.38) 
Se pueden estudiar las soluciones de esta ecuaci6n de dos formas: usando las solu­
ciones de la parte homogenea de la ecuaci6n diferencial ordinaria 0 bien tornado trans­
formadas de Fourier. Los dos enfoques proporcionan informaci6n complementaria. 
Suponiendo que v (z) > 0 para z > 0 y v (z) < 0 para z < 0, la transformada de Fourier 
v (k) del perfil satisface la ecuaci6n: 
y viene dada por 
2 2 · ft 2A (- (EC - l)k - ",ack + A)v = if 
v (k) = 2A 
ik( -(EC2 - 1)k2 - iack + A) 
(4.39) 
(4.40) 
89 
90 Frentes de onda en sistemas discretos conservativos 
El perfil v (z) se puede determinar calculando la transformada de Fourier inversa me­
diante un desarrollo en fracciones simples. Hecho esto, hemos de asegurarnos de que 
satisface la condici6n v (z) > 0 para z > 0 y v (z) < 0 para z < 0 que hemos impuesto al 
transformar la ecuaci6n. Las fracciones simples que hemos de invertir difieren segun 
el tipo de ceros del denominador y los ceros varian segUn los parametros 0:, E Y c: 
pueden ser reales, imaginarios puros 0 complejos con parte real e imaginaria no nulas. 
Obtenemos asi una casuistica variada que describimos a continuaci6n. 
Caso conservativo: 0: = 0 
En este caso, al variar EC2 pasamos de tener polos imaginarios puros conjugados a polos 
reales opuestos en signo. 
Si EC2 < I, se tiene la descomposici6n: 
A (k) _ 2A 1 _ 
� -2(1 - Ec2 )k v - ik A + k2 (1 - EC2) - ik + i (A_ + k2 ( 1 - EC2 ) ) 
Al invertir obtenemos: 
{ I - e-rz 
v (z) = 
- 1  + eTZ 
z > O  
z < O  
(4.41) 
(4.42) 
con r = JA/(I - EC2) . Observamos que el perfil satisface v (z) > o para z > O y v (z) < 0 
para z < 0 y que es diferenciable. No existe uzz (O) en el sentido clasico, pero si como 
distribuci6n y se satisface la ecuaci6n (4.38) en el sentido de las distribuciones. La 
derivada segunda Vzz es una funci6n con una discontinuidad de saIto en z = O. No 
cabia esperar rna regularidad debido al hecho de que g (v)  es discontinua en v = 0 en 
este caso. 
Si EC2 > 1, se tiene la descomposici6n: 
2A 1 2 -1 -1 v(k) = if A + k2 ( 1 - EC2) = ik + i(z + J A/(EC2 - 1) ) + i(z - J A/(EC2 _ 1 ) ) (4.43) 
Al invertir obtenemos: 
{ I - cos(rz) 
v (z) = 
-1 + cos (rz) 
z > O  
(4.44) 
z < O  
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Figura 4.10: Perfiles para 0:' = 0, A = 10, E = 1 :  (a) Perfil mon6tono (4.42) con c = 0.5, (b) 
Perfil oscilatorio (4.45) con c = 1 . 5, (c) Perfil escalonado para c = 1: la funci6n signo 
con r = JA/(EC2 - 1 ) .  Observamos que el perfil satisface v (z) > o para z > O y v(z) < 0 
para z < 0 y que es diferendable. No existe vzz (O) en el sentido clasico, pero sf como 
distribudon y se satisface la ecuadon (4.38) en el sentido de las distribudones. La 
derivada segunda Vzz es una fundon con una discontinuidad de salta en z = o. 
Cuando EC2 = 1, se obtiene un perfil de tipo escalon: la fundon signo. En la figura 
4.10 dibujamos los tres tipos de perfiles que se obtienen. Notese que existen para todo 
valor de c. 
Caso sobreamortiguado: E = 0 
En el apartado anterior hemos aprendido que los perfiles se pueden calcular sin necesi­
dad de recurrir a transformadas de Fourier, sin mas que acoplar convenientemente 
91 
92 Frentes de onda en sistemas discretos conservativos 
soluciones particulares en x = O. La ecuaci6n diferencial 
-vzz - acvz + Au = 0 
tiene soluci6n general 
Se trata de buscar soluciones de (4.38) con la estructura: 
v (z) = { I - Ber-
z z > 0 
- 1  + Der+z z < 0 
(4.45) 
(4.46) 
(4.47) 
con B,  D > O. La condici6n v (z) > 0 para z > 0 y v (z) < 0 para z < 0 implica que 
B, D :S 1 .  El perfil es continuo en z = 0 si B + D = 2, luego B = D = 1 Y v (O) = O. La 
derivada primera Vz es continua en z = 0 si r + = -r _ y esto s6lo ocurre cuando c = O. 
Por otra parte, 
con 10 que se satisface la ecuaci6n globalmente. Concluimos que s610 se pueden con­
struir perfiles diferenciables cuando c = O. Al analizar la expresi6n de la transformada 
de Fourier de los perfiles, v(k) = ik(k2_��Ck+A) ' vemos que si c = 0 hay dos polos imag­
inarios puros conjugados. Si c =1= 0, tenemos dos polos imaginarios puros, que ya no 
son conjugados el uno del otro. 
Caso general 
La soluci6n general de 
viene dada por 
Beaz cos (bz) + Deaz sin(bz) EC2 - 1 < 0 0'2 < 4E c2 > � , , 4E-a2 
(4.48) 
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En los casos en que a > 0 6 r + y r _ tienen el mismo signo no se puede lograr que las 
colas de los perfiles esten acotadas en ±oo y por tanto esos rangos quedan excluidos. 
Para EC2 - 1 > 0 y (ac)2 > 4(EC2 - l)A no se pueden construir frentes. Lo mismo ocurre 
si EC2 - 1 > 0, (ac)2 < 4(EC2 - l)A. 
Consideremos el rango en que las dos soluciones fundamentales son exponenciales 
con r + y r _ de distinto signo: EC2 - 1 < 0 y (ac)2 > 4 (EC2 - 1)A. S610 se pueden construir 
perfiles 
{ 1 - BeT-Z > 0 
v (z) 
-1 + DeT+Z < 0 
z > O  
(4.49) 
z < O 
diferenciables con esta estructura cuando r + = -r _ y esto fuerza a = 0 6  c = 0, casos 
estudiados anteriormente. 
Si estudiamos los polos de (4.40), excluido el 0, observamos que s610 podemos con­
struir frentes cuando son imaginarios puros y conjugados 0 cuando son reales y op­
uestos en signo. 
Inclusion de un campo extemo 
Consideramos ahora el modele (4.36) con un campo externo constante F: 
EUtt + aUt = Uxx - Ag(u) 
{u + 1 + F U < 0 
g (u) = 
u - 1 + F u > o  
(4.50) 
(4.51 ) 
con E > 0 y a > O.  La no linealidad pierde su simetria y los ceros estables pasan a ser 
-1 - F Y 1 - F. Una soluci6n de la forma u(x - ct) corresponde a un perfil v (z) tal que: 
{ l + F  
(EC2 - l )vzz - acvz = -Av - A 
-1 + F  
v � O  
(4.52) 
v > O  
Consideremos el rango en que las dos soluciones fundamentales son exponenciales 
con r + y r _ de distinto signo: EC2 - 1 < 0 y (ac)2 > 4(EC2 - l )A. S6lo se pueden construir 
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Figura 4.11 :  Curvas c(A, E ,  Q', F) para A = 10, (a) E = 0, Q' = 1, (b) E = 1, Q' = 1 .  Para el 
caso E = 1, Q' = 0 el unico valor posible es F = 0 
perfiles 
z > o  
(4.53) 
z < o  
diferenciables con esta estructura cuando ( 1  + F)r + = -(1  - F)r _ y B = D = l .  
Las rakes r + y r _ dependen de los parametros A, E, Q' Y c. La ecuaci6n ( 1  + F)r + = 
- (1 - F)r _ determina curvas c(A, E ,  Q', F) para las cuales se pueden construir perfiles 
de frente viajero. De esa forma se pueden generar varias familias de frentes. En la 
figura 4.11 se pueden observar algunas de estas curvas: 
El otro rango de interes corresponde a Q' = 0, cuando las soluciones fundamentales 
Fuentes no lineales definidas a trozos 
son senos y cosenos. En este caso, tendremos perfiles 
{ (I - F)(l  - cos (rz) ) > 0 
v (z) = 
(-1  - F)(l  - cos(rz)) < 0 
z > O 
(4.54) 
z < O 
diferenciables si 1 - F = - 1 - F, 10 cual es imposible. Los frentes oscilatorios se hacen 
inestables en cuanto se afiade un campo externo, en ausencia de fricci6n. 
4.5.2 El problema discreto: terminos fuente lineales a trozos y metodos 
de variable complej a 
Consideramos el modelo: 
(4.55) 
Buscamos soluciones de la forma un (t) = u(n - ct) . El perfil es invariante por trasla­
ciones. Lo fijamos imponiendo que u(O) = o. Imponemos ademas que u(z) > 0 para 
z > 0 Y u(z) < 0 para z < o. Para calcular la soluci6n es mas c6modo trasladarla. Sea 
Wn = Un + 1 :  
(4.56) 
Si wn(t) = w(n - ct), z = n - ct, tenemos que w(z) ha de satisfacer la ecuaci6n: 
c2w"(z) - (w (z + 1 ) - 2w(z) + w(z - 1 ) )  + Aw(z) = 2AS( -z) + F 
{ o, z < 0 
S(z) = 
1 ,  z >  0 
(4.57) 
y la condici6n w(O) = 1. Si existe una soluci6n viajera para F con velocidad c, existe 
otra con velocidad - c. Suponemos que c > 0 y de ahi la aparici6n de S( -z) . El perfil 
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w (z) se calcula por superposicion de soluciones particulares. A un segundo miembro 
F corresponde una solucion particular F / A. La solucion correspodiente a 2AS ( -z) se 
calcula utilizando la expresion como integral de contorno de la funcion escalon: 
1 1 eikz 
S(-z) = -. -dk 
2X2 c k (4.58) 
La curva C pasa por encima del polo k = 0 en el plano complejo, como la que se 
dibuja en la figura 4.12. Si z > 0 el contorno se cierra por el semiplano superior con un 
semidculo que se hace tender a infinito. Si z < 0 el contorno se cierra por el semiplano 
inferior. Buscamos una solucion particular como superposicion de ondas eikz : 
u(z) = i h(k)eikzdk 
Insertando la expresion (4.59) en la ecuacion, obtenemos 
h(k) = 2A 1 2xi k (A + 4 sin(k/2)2 -"- k2c2) 
La solucion w (z) buscada viene dada por: 
w z = - + - � 
F A 1 eikz ( )  A xi c k(A + 4 sin(k/2)2 - k2c2) 
(4.59) 
(4.60) 
(4.61) 
Denotamos d(k) = A + 4 sin(k/2)2 - k2c2 • Distintas elecciones del contomo de inte­
gracion dan lugar a distintas soluciones. En nuestro caso particular hemos de modi­
ficar C por motivos fisicos, con el fin de seleccionar una solucion que satisfaga condi­
ciones de radiacion adecuada en los polos reales. Ha de estar proximo al eje real, de 
modo que la integral no diverja para x grande. La funci6n d( k) tiene dos tipos de ceros. 
En primer lugar un numero finito de ceros reales, que representan los numeros de onda 
de la radiaci6n acustica, emitida por el defecto. En segundo lugar, un numero infini­
to de ceros complejos, que se corresponden con modos localizados exponencialmente 
amortiguados y describen la estructura de la cadena en torno al defecto. El contorno 
de integraci6n [5] se elige de modo que todos los modos que radian con velocidad de 
grupo Vg mayor que c aparecen Unicamente por delante del defecto y todos aquellos 
con velocidad Vg < c aparecen Unicamente detras. Los modos k que radian son las 
soluciones de w(k) = ck, es decir, los ceros de d(k) = W(k)2 - c2k2 . La velocidad de 
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Figura 4.12: (a) Contorno sen cillo para la expresi6n integral de la funci6n escal6n 4.58 (b) 
Contorno de integraci6n final usado en la representaci6n integral de los perfiles. 
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grupo correspondiente viene dada por Vg (k) = �% = c + 2�e dd�) . Por tanto, el contorno 
de integraci6n ha de pasar por debajo (encima) de un cero de d( k) si k d' (k) es positiv� 
(resp. negativo). Dibujamos de forma esquematica los contomos de integraci6n en la 
figura 4.12 (b). Fijado el contomo, se calcula la integral por el metodo de los residuos. 
Para ciertos valores critic os de la velocidad c, se observan modos radiativos con k tal 
que vg (k) = c. En este caso, la amplitud de estos modos diverge y la soluci6n explota, 
dejando de ser valida. 
Al imponer en la f6rmula (4.61) la condici6n w(O) = I, obtenemos una relaci6n entre 
la velocidad c y el campo externo F. La elecci6n del contorno de integraci6n garantiza 
que c > 0, como habiamos supuesto. Para que el perfil resultante sea aceptable, es 
preciso ademas que w (z) > w para z > 0 y w(z) < 1 para z < O. El valor de w (O) 
se puede calcular por el metodo de los residuos. Basta observar que J�oo k:tk) = o.  
De aqui deducimos que la suma de los residuos en los polos complejos de kd(k) con 
Im(k) > 0 vale -1/2 de la suma de los residuos en los polos reales. Podemos calcular 
w(O) usando los contornos para z > 0 6  z < O.  Usando por ejemplo el considerado para 
z > 0 se obtiene que w (O) es igual a la suma de los residuos en los polos complejos con 
Im(k) > 0 mas los residuos en los polos reales no nulos con kd' (k) > 0, cambiados de 
signo pues el contorno se recorre en el sentido de las agujas del reloj y multiplicados 
por 2A. Por tanto, 
F 2A 2A 1 2A 1 1 = w (O) = A + 2Res(0) + 2 L kd' (k) - 2 L kd' (k) kd' (k)<O kd' (k» O 
(4.62) 
El residuo en cero vale 1/ A. Por otra parte, si k I- es un polo, -k tambien y kd' (k),-kd' ( -k) 
tienen ambos el mismo signo. Por tanto, se obtiene: 
F 1 
A = 2A L k l d' (k) 1 d(k)=O,k>O 
(4.63) 
Al dibujar F (c) se observa un valor minimo Fed correspondiente a una velocidad minima 
Ced > 0 por debajo de la cual no pueden propagarse las ondas viajeras. Para F sufi-
cientemente grande, diversa familias de ondas viajeras con distinta velocidad pueden 
coexistir para el mismo valor de F. De entre ellas, es preciso seleccionar las que tienen 
sentido fisico imponiendo la condici6n v (z) > 0 si z > 0 y v (z) < 0 si z < 0, 10 que 
excluye velocidades demasiado elevadas. 
Fuentes no lineales definidas a trozos 
3,----,-----,-----,----,-----,-----,----,-----. 
2.5 
2 
1 .5 
1 
0.5 
o 
-0·_�0'------1 5'-----1----'0'--------.J5'-------.J0-----.J5-----.J1 0----'1 5----'20 
z=n-ct,c=-0.5,F=0. 1 323,A=1 
Figura 4.13: Perfil de la onda viajera calculado con un numero pequeno de polos imaginarios. 
Las dos colas estrin ya definidas. Para determinar la configuraci6n de la zona de transici6n serf a 
preciso sumar la serie de residuos. 
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En la figura 4.13 dibujamos uno de los perfiles obtenidos. 
4.5.3 EI problema discreto: el metodo inverso aplicado a perfiles definidos 
a trozos 
Debido a la presencia del operador en diferencias en (4.30), no podemos construir per­
files a base de pegar con regularidad dos funciones en un punto. Seria preciso asegurar 
su coincidencia en un intervalo. Vamos a optar por aplicar un metodo inverso para de­
terminar las no linealidades a partir de perfiles dados. Investigaremos los dos tipos de 
perfiles sugeridos por el estudio de los lfmites continuos, uno mon6tono y otro oscila­
torio. 
Perfiles monotonos 
Consideremos perfiles de la forma: 
z > 0, Tl > 0" > ° 
z < 0, T2 > 0 ,  /3 > ° 
Este perfil es continuo y diferenciable si ,Tl = /3T2' 
(4.64) 
Vamos a expresar el operador en diferencias v(z+ 1) - 2v(z) + v (z - l) como funci6n 
de v (z) . Se distinguen cuatro regiones de valores de z: 
v (z + 1) - 2v (z) + v (z - 1) = 9o (V) = 
2 (1 - v) (l - COSh Tl) z > l 
, - /3 - 2v - ,(I - vl,)e-r1 + /3(1 - vl,)-r2/r1 e-r2 a < z < 1 
, - /3 - 2v + /3(1  + vi /3)e-r2 - ,(I + vi /3)-rl/r2e-r1 -1 < z < a 
2 (/3 + v) ( - 1  + cosh T2) z < - 1  
(4.65) 
Fuentes no lineales definidas a trozos 
El termino fuente go ( v )  queda definido como: 
go (v )  = 
2 (')' - v ) ( l  - cosh rd 1'(1 - e-r1 ) � v < 1 
=.2:2. I' - (3 - 2v - 1'(1 - 3!. )e-T! + (3(1  - 3!.) rl e-r2 0 � v � 1'( 1  - e-r1 ) 'Y 'Y 
� I' - (3 - 2v + (3( 1 + �)e-r2 - 1'( 1  + �) r2 e-r1 (3(-1  + e-r2 )  � v � 0 
2 ((3 + v) ( - 1  + cosh r2 ) -1  � v � (3(-1 + e-r2 ) 
(4.66) 
La ecuaci6n v (z + 1) - 2v (z) + v (z - 1) = go (v) posee soluciones de tipo frente 
diferenciables si I'rl = (3r2 . Por otra parte, dado c =1= 0 y definiendo ge( v) como: 
v 2: 0  
(4.67) 
v � O  
vemos que el perfil v (z) es una soluci6n diferenciable de 
-cavz (z) = v (z + 1 ) - 2v(z) + v (z - 1) - ge(v (z) ) (4.68) 
que crece mon6tonamente de -(3 a 'Y si 'Yrl = (3r2' para todo c. 
Si definimos Ie ( v) como: 
(4.69) 
v � O  
vemos que el perfil v (z) es una soluci6n diferenciable (con derivada segunda disc on­
tinua) de 
C2 EVzz (Z) - cavz (z) = v (z + 1 )  - 2v (z) + v (z - 1 )  - Ic (v (z) ) (4.70) 
que crece mon6tonamente de -(3 a 'Y si 'Yrl = (3r2' para todo c. 
La figura 4.14 muestra los teminos fuente asociados al perfil v (z) para distintos 
valores de c, E y a. 
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Figura 4.14: Terminosfuente para r = f3 = 1 y Tl = T2 = 1 (a) go (v) (4.66), (b) gc(v) (4.67) 
con c = 0.01, Q' = 1, (c) gc(v) (4.67) con c = -0.01, Q' = 1, (d) fc (v) (4.69) con c = 0 . 1, ' 
Q' = 1, E = 1, (e) fc(v) (4.69) con c = -0.1, Q' = 1, E = 1 .  
Conclusiones 
Perfiles oscilatorios 
Concluimos con un comentario sobre los perfiles oscilatorios con estructura: 
{ I - e-az cos (bz) 
v(z) = 
- 1  + eaz cos(bz) 
z > 0, a > 0, b > 0 
z < 0, 
(4.71) 
Elegimos b = 2�7r ' n E IN. Estos perfiles son continuos y diferenciables, con derivada 
primera continua. Cuando a = b su derivada segunda es continua. 
S6lo es posible expresar el operador en diferencias v (z + 1 )  - 2v (z) + v (z - 1 ) como 
fund6n de v(z) cuando a = 0 pues e-az cos (bz) = v (z) no se puede invertir en 0 < z < 1 
si a =I- O. Esta elecci6n nos conduce a go (v) = O.  
4.6 Cone! usiones 
En este capitulo hemos estudiado cadenas de osciladores sujetos a un potencial y a 
una fuerza externa F donde los efectos inerciales son significativos. El estudio de es­
ta dina mica sin fricci6n en mas complejo que las anteriores ya que no nos sirven los 
mismos metodos ya utilizados. Construimos soluciones explicitas tanto de tipo frente 
estacionario como viajero mediante dos tecnicas: un metodo inverso y transformada 
de Fourier en el caso de frentes lineales a trozos. Se observa la posible coexistencia 
de f6rmulas de ondas viajeras moviendose a diferentes velocidades por encima de un 
valor crftico del parametro F. Este valor critico puede hacerse cero por alguna no lin­
ealidad y en general es menor que el valor de F para el cual dejan de existir soluciones 
estacionarias. 
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Capitulo 5 
Un modelo discreto vectorial: 
fotoexcitaci6n en superredes 
semiconductoras 
5.1 Introducci6n 
En este capitulo derivo un modelo para la dimlmica de superredes semiconductoras 
no dopadas, debilmente acopladas y fotoexcitadas, estudiadas experimentalmente por 
Ohtani y colaboradores [37, 38] . El transporte de carga tiene lugar mediante efecto 
tunel resonante entre subbandas electr6nicas situadas tanto en los pozos como en las 
barreras de potencial, mientras que los hue cos son pesados y no dan lugar a corriente 
por efecto runel. Las ecuaciones del modelo se adimensionalizan con los panimetros 
de los experimentos de Ohtani y colaboradores [37, 38] (ver Figura 5.1) y se simplifi­
can adecuadamente, llegando a un modelo final simplificado. Una vez derivado este 
modelo, se calculan sus soluciones estacionarias, tanto uniformes como no uniformes. 
Estas ultimas se buscan en la clase de soluciones cuyo perfil del campo electrico es 
una funci6n creciente de i, por corresponder a soluciones con dos dominios del campo 
electrico como las observadas experimentalmente. Queda abierto el problema de estu­
diar la dina mica del modelo y encontrar soluciones estables que describan su compor­
tamiento para tiempos grandes. 
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Figura 5.1 : Intensidad de la fotolumniscencia de las muestras A (a) y B (b) como funci6n del 
voltage. En las imagenes el brillo representa la intensidad de la intensidad de la fotoluminis­
cencia 
Ecuaciones 
Variable densidad electr6nica 2D en el estado 
Nli (i) fl en el pozo i 
N2i (i) f2 en el pozo i 
Xli (i) X I en la barrera i 
X2i (i) X 2 en la barrera i 
peE) banda de valencia debajo del periodo i 
I I Variable I II 
Campo electrico en el periodo i 
J(i) Densidad de corriente 
Tabla 5.1 :  Variables can dimensiones 
5.2 Ecuaciones 
Consideraremos los pozos cuanticos (QW) y las barreras como entidades caracteri­
zadas por sus valores medios de densidad electr6nica en dos dimensiones en sus esta­
dos de energia 1 y 2. Tambien tendremos en cuenta la densidad de huecos en la banda 
de valencia debajo del pozo, el campo electrico del periodo y la densidad de corri­
ente. Resumimos estas variables en la siguiente Tabla 5 .1 .  Tambien vamos a utilizar 
dos panimetros: l' la intensidad del laser y if la diferencia de voltaje aplicado a la su­
perred. Utilizando estas variables, panimetros y constantes calculadas anteriormente, 
y de forma similar al modelo propuesto por Luis L. Bonilla en [7] y [8] proponemos 
las siguientes ecuaciones de transporte para describir la estatica y la dinamica de la su­
perred. Para explicar dichas ecuaciones vamos a representar en las Figuras de 5 .2  a 5 . 5  
las resonancias que ocurren al aplicar distintos voltajes, en las que hemos senalado con 
un numero cada una de las transiciones. No consideramos resonancias de los huecos, 
ni las de los estados negativos, ni los estados f3 ni X3 en adelante, y solo hemos tenido 
en cuenta las relaciones a primeros vecinos. 
dX 1 . 1 - - - - - - - - - -
__  z = -::. [C2 (Ei-dNli-1 - C6 (Ei )Xli] + KX2i - i\XliPi (5.1) dt d 
Esta ecuaci6n representa la variaci6n de la densidad electr6nica en el nivel Xl en la 
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rl -- 1 � rl -- 2 � rl 
� 3 V � . 4 � 
i-l i+l 
Figura 5.2 :  Resonancias a 1 .5 V 
5 
Xl 
['1 
i-I 
1 
i+ l 
Figura 5.3: Resonancias a 17  V 
1 
Figura 5.4: Resonancias a 25 V 
Ecuaciones 109 
Xl ['2 
X l  ['2 
Figura 5.5: Resonancias a 38 V 
(0) 
Figura 5.6: Recombinaciones 
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barrera i-esima, es una ecuacion de balance en la que calculamos la diferencia entre 
el nUmero de electrones que llegan al nivel y cuantos 10 abandonan. Los que llegan 
vienen de la resonancia fl - Xl del pozo i - I  Figura 5.3 (5) Y del nivel X2 por rela­
jacion Figura 5.4 (9) Y se van por la resonancia Xl - f2 al pozo i Figura 5 .5 (14) Y por 
recombinacion con el hh1 Figura 5 .6 (16). 
De forma similar proponemos las siguientes ecuaciones de balance para el resto de 
las densidades: 
(5.2) 
La variacion de la densidad electronica en el estado X 2 viene de la diferencia de los 
que llegan por la resonancia fl - X2 Figura 5.4 (8) Y los que 10 dejan por la resonancia 
X2 - f2 Figura 5.4 (10) Y Por relajaci6n a Xl Figura 5 .4 (9). 
La varia cion de la densidad electr6nica en el estado f 1 viene de la diferencia de los que 
llegan Por el tunneling f I - f I Figura 5.2 (1) Y back tunneling f I - f I 5 .2 (4), los que se 
crean por fotoexcitacion del laser :y y los que vienen del estado r 2 por relajacion Figura 
5 .4 (11), y los que se van, por tunneling fl - fl Figura 5.2 (2) Y back tunneling fl - fl 
Figura 5.2 (3) as! como de las resonancias fl - Xl Figura 5.3 (5), fl - f2 Figura 5.4 (7), 
f I - X2 Figura 5.4 (8) Y la recombinacion con el hh1 Figura 5.6 (18). 
La varia cion de densidad electronica en el estado f 2 viene de la diferencia de los que 
vienen por las resonancias X2 - f2 Figura 5.4 (10), fl - f2 Figura 5 .4 (7) Y Xl - f2 
Figura 5 .5  (14) Y los que se van por relajacion al nivel fl Figura 5.4 (11) Y los que se 
recombinan con el hh1 Figura 5.6 (17) 
Ecuaciones 
Para estudiar la densidad de huecos no distinguiremos niveles en la banda de va­
lencia y consideraremos que los huecos no saltan entre barreras y pozos. De esta man­
era tenemos que la ecuaci6n de balance para los huecos en la banda de valencia vendra 
dada por la expresi6n 
(5.5) 
donde el numero de huecos aumentara mediante la fotoexcitaci6n del laser y dis­
minuira a medida que se vayan recombinando con los electrones de los estados Xl, 
r2 y rl respectivamente Figura 5.6 (16, 17 Y 18). 
Tambien consideraremos la ecuaci6n discreta de Poisson relacionando el campo de 
pozos adyacentes y la carga electrica 
Ei - Ei-1 = 2: (N1i + N2i + X li + X2i - Pi) 
E 
Esta ecuaci6n la vamos a derivar con respecto al tiempo y nos queda la ecuaci6n 
d�i _ dEi:: 1 = 2: ( dN_1i + dN_2i + dX_1i + dX_2i _ d�i ) dt dt E dt dt dt dt dt 
(5.6) 
Si ahora en esta ecuaci6n sustituimos cada una de las derivadas de las densidades elec­
tr6nicas por cada uno de sus valores segUn las ecuaciones anteriores, reordenando las 
variables podemos poner todo 10 que depende del pozo i en un lado y 10 que depende 
del pozo i - I  a otro, de manera que encontramos una expresi6n para densidad de 
corriente j independiente del pozo en el que estemos. 
(5.7) 
donde 
I V(Ei) = C\ (Ei) - Cf(Ei) + C2 (Ei)  + C4 (Ei)  + C5 (Ei) I 
con i = 1 · · ·  N siendo N = 100 el numero de pozos. Aftadiremos la ecuaci6n de voltaje 
constante 11 
(5.8) 
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De manera que tenemos 6N+4 inc6gnitas J, Eo , Nlo , NllQo , Ei , Nli, N2i , Xli , X2i, Pi, 
con i = 1 , , "  , N, con 6N+l ecuaciones 5 . 1  a 5.8. Como condiciones iniciales impon­
dremos Eo = EI de manera similar a [8] . El resto veremos mas adelante. 
5.2.1 Adimensionalizaci6n 
Para seguir estudiando el sistema realizaremos una adimensionalizaci6n en la misma 
linea que [7], [8] y [54]. Donde las variables y las constantes son las definidas anteri­
ormente. Las variables con dimensiones seran las que llevan tilde y las variables sin 
dimensiones las que no la lleven. Esto es: 
Xl . = 
Xli 
X 
X2i 
Nl . = 
N1i 
N2 . = 
N2i D. _ Pi 
t _ ,  2i = -_- , t _ , t _ ,  rt - _ � � � � � 
c . _ Cj J - - , VM 
dfiio 
a =  -_- , 
VM 
Jd 
J =  , 
v 
v = -_ - , VM 
qnoVM 
K =  
K 
-- , rno 
v 
V = -=_-=_--
dEMN 
Donde f = fl ' De manera que rl = I,  r2 = 103, r3 = 102, K = 106, a = 0.01325 Y 
1 = 75.4882 .  a 
Sustituyendo en las ecuaciones anteriores estas variables sin dimensiones encon­
tramos el sistema adimensional siguiente: 
(5.9) 
(5.10) 
Ecuaciones 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
1 N 
N L Ei = V (5.16) i=l 
La fund6n veloddad v adimensional es la funci6n definida en la Figura 5.7 que toma 
en E = 1 el valor v(l )  = I,  Y tiene un segundo maximo en 1 .444. 
5.2.2 Valores numericos tipicos de variables y parametros 
Para calcular el campo critico en el que se producen estas resonandas a partir de los 
resultados experimentales considero: 
1 X1 ("2)  = 180 meV, 
1 X2("2)  = 220 meV 
y la relad6n sabiendo que 
tenemos 
A 17 V  
- d  6energiar_x = qE"2 
( )  ( 1 ) - _ 2 (180 - 90) _ 180 meV r 1 1 - Xl - =? EC2 - d - -2 q qd 
113 
1 14 Un modelo discreto vectorial: fotoexcitaci6n en superredes semiconductoras 
1.8 
1 . 6  
1 .4 
1 .2 
W 
>0.8 
0.6 
0.4 
0.2 
0 
0.8 0.9 1.1  1.2 
0.9 
0.8 
0.7 
0.6 
o L---�----�--�--� 0.9999 1 1 .0001 
E 
1.3 
E 
W 1 '> 
1 .4 1 .5 1 .6 1 .7 1 .8 
0.2 ':-:-:----:-:':-:-:----:-:':-:-:---:-:'-:-:::--:-:'-:-:::-� 1 .4444 1 .4444 1 .4444 1 .4445 1 .4445 1 .4445 
E 
Figura 5.7: Funci6n velocidad adimensionat zoom entorno de los dos maxim os 
Ecuaciones 
A 17 V  
A 25 V  
A 38 V  
1/ Variable I Resonancia I Campo II 
EC1 f1 - f1 1363.6364 V / cm 
EC2 f1 - Xl 163636.3636 V /cm 
EC3 f2 - X2 181818.1818 V / cm 
EC4 f1 - f2 209090.9091 V / cm 
EC5 f1 - X2 236363.6364 V / cm 
EC6 Xl - f2 254545.4545 V / cm 
Tabla 5.2: Campos criticos 
f ( 1 )  _ X (� )  E = 2 (180 - 90) = 180 meV 1 1 2 => C2 qd qd 
r ( ) _ X ( � )  E- = 2 (320 - 220) = 200 meV 2 0 2 2 =? C3 - -qd qd 
Donde dejamos el valor de EC) = 1 . 5  meV para el campo existente en la superred 
antes de aplicar ningun voltaje. 
Teniendo en cuenta que q = 1 . 6021 . 10-19 C es la carga del electr6n y d = 1 1  . 10-7 
cm la longitud del periodo de la superreded tenemos los siguientes valores de campos 
crfticos 
Los campos criticos anteriores junto con los tiempos de tunneling nos van a servir 
para modelizar estas resonancias. Para ello utilizaremos funciones lorenztianas. En 
nuestro caso, siguiendo las referencias [75] y [54] tendnin la siguiente forma: 
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" Variable I Resonancia I Tiempo estimado " 
Tl 
T2 
T3 
T4 
T5 
T6 
rl - rl 10-9 s 
rl - Xl 10-11 s 
r2 - X2 2 . 10-11 S 
rl - r2 4. 1 . 10-10 S 
rl - X2 10-11 s 
Xl - r2 2 . 10-11 
Tabla 5.3: Tiempos de Resonancia 
- - 2n'o'; aj 
C· (E) = -----;;;"---;:;--J q a; + (E - E�) (5.17) 
Siendo aj = 2f:dq' 7j los tiempos de las resonancias, ECj el valor de campo electrico 
donde se alcanzan el maximo de la resonancia j y nj el hamiltoniano para la resonancia 
J .  
En concreto 7\ hemos puesto el que es conocido habitualmente, 72 y is los hemos 
sacado a partir de [25], 74 fue calculado por el profesor N. Ohtani para su experimento 
a partir del articulo de [77], 73 es un parametro actualmente desconocido que determi­
namos, al igual que 76, a sugerencia del profesor N.Ohtani. Los tiempos de resonancia 
aparecen en la Tabla 5.3 
Con estos valores ya podemos calcular el valor de los hamiltonianos quedando los 
valores n2 = 0. 1373755862 . 1010 l/s y n5 = 0. 1760797686 . 1010 l/s. Como nos vamos a 
centrar en el segundo maximo elegiremos VM = VM2 = 83.03702742 cm/s 
Los tiempos de relajaci6n nos definiran la tasa de relajaci6n que vendra dada por 
k = t. Estos tiempos son los que aparecen en la Tabla 5.4 
Por calculos y sugerencias del profesor N. Ohtani tenemos ir de acuerdo con el articulo 
[70], ix es actualmente desconocido y ha sido estimado de acuerdo con [56] . De igual 
forma, tomamos estos tiempos de recombinaci6n que nos dan la tasa de recombinaci6n 
mediante la f6rmula fj = � .  Estos aparecen en la Tabla 5.5 n0 7Tj 
Soluciones estacionarias del sistema 
II Variable I Estados I Tiempo 1\ 
tr r2 - r1 10-12 s 
tx X2 - Xl 10-12 S 
Tabla 5.4: Tiempos de Relajaci6n 
II Variable I Estados I Tiempo II 
TTl Xl - hhl 10-6 s 
TT2 r1 - hhl 10-9 s 
TT3 r2 - hhl 10-8 s 
Tabla 5 .5: Tiempos de Recombinaci6n 
5.3 Soluciones estacionarias del sistema 
Empezaremos reduciendo el sistema, estudiandolo en un intervalo de campo [Eo , Ell, 
correspondiente al segundo y tercer maximos de la curva velocidad, para reducir las 
ecuaciones. Los valores de Eo = 140000 V / cm y E I = 240000 V / cm que corresponde 
al intervalo adimensional [0.8 , 1 .65] aproximadamente. En dicho intervalo parece ra­
zonable despredar los valores de las funciones C1 , cr , c3 , C4 y C6 quedando las ecua­
dones de la siguiente forma: 
dNli 1 
-- = --v(E-)Nl · + "Y + KN2 · - T2N1 ·P. dt a t t l t t t 
dN2i -- = -KN2 · - T3N2 ·P. dt t t t 
(5 .18) 
(5.19) 
(5.20) 
(5.21) 
(5.22) 
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(5.23) 
(5.24) 
(5.25) 
quedando ahora la v reducida a 
de manera que se sigue cumpliendo que v ( l )  = 1 Y que alcanza un segundo maximo 
en E = 1 .4445. Recordando que los valores de las constantes son: rl = 1, r2 = 103, 
r3 = 102, K = 106, Do = 0.01325 Y � = 75 .4882. Podemos deducir de (5 .21) que para 
t --+ 00, N2i --+ O. As! que la eliminamos de nuestro sistema. De igual forma para 
t --+ 00 tenemos de (5 . 19) que 
De (5.23) despejamos 
De manera que tendremos como inc6gnitas N1i, Pi, Ei Y J Y como ecuaciones la (5 .25) 
y: 
dNli 1 
-- = - -v(E- )N1 · + 'V - r2N1 ·P dt Do Z Z I Z Z 
y tomaremos como condici6n inicial Eo = El 
Soluciones estacionarias del sistema 
5.3.1 Modelo final 
Si ademas reescalamos las variables n = r2N1 = 103 N1 Y j = 103 J, Y consider amos 
la nueva constante a = 10:3 = 0.0755, aproximamos 1000 = r2 � r2 - 1 = 999 Y 
renombramos las variables Xl = x, P = P E = e Y l' = 9 tendremos el finalmente el 
sistema: 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
Recordamos que en este sistema todas las variables y parametros son adimensionales, 
'fii es la densidad de electrones, Pi la densidad de huecos, ei el campo electrico en el 
pozo i, V el voltaje, 9 el laser, J la densidad de corriente, v la velocidad dada en la 
Figura 5 .7. Y donde la ecuaci6n (5.30) me da la condici6n inicial, las ecuaciones (5.26) y 
(5.27) son las ecuaciones de balance para las densidades de electrones y huecos, (5. 28) 
la ecuaci6n de Ampere para la densidad de corriente y (5.29) la ecuaci6n de voltaje 
constante. 
Iniciamos el analisis del modelo estudiando las soluciones estacionarias. 
(5.31) 
(5.32) 
(5.33) 
Ademas de (5.29) y (5.30). 
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5.3.2 Soluciones estacionarias uniformes 
Empezamos estudiando las soluciones estacionarias que no dependan del pozo en el 
que estemos, esto es: ei - e, ni - n, Pi p, de manera que de la (5 .29) tenemos e = V, 
de (5.33) j = v (e)n, de la ecuaci6n (5.32) Obtenemos P en funci6n de n 
Jn2 + 4g - n P = ---'-- --"--2 
quedando s6lo tener que resolver la ecuaci6n 
Esto es, 
.jn2 + 4g - n av (e)n + n 2 
= g 
n2 - nJn2 + 4g - 2av(e)n + 2g = a 
-. 
(5.34) 
Resolvemos esta ecuaci6n (5.34) numericamente y representamos en la Figura 5 .8 la 
corriente con respecto al voltaje V E [0 .8 , 1 .65] segun distintos valores de laser aplicado 
dado por el valor de g. Observamos que a medida que va aumentando el valor de g 
aumenta la corriente pasando de una soluciones mas suaves a soluciones con derivadas 
mas grandes. 
5.3.3 Soluciones estacionarias no uniformes 
Volvemos ahora con la ecuaciones (5.29) a (5.33) y observamos que las soluciones esta­
cionarias han de cumplir que: 
De manera que: 
(g - aj)v (ei )  Pi = . J 
j (g - aj)v (ei) gj ei- l = ei + v (ei )  + j 
- (g - aj)v(ei )  
Consideramos la funci6n 
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X 1 0-3 1 .3245 0.0 1 32 0.1 325 
1 - 9=1 e-4 1 1 - 9= 1 e-3 1 
(V\ 0.1 324 1 .3245 0.01 32 (V\ 0.1 324 1 .3245 0.01 32 0 . 1 324 
1 .3245 0 . 0 1 32 0 . 1 324 0.5 1 .5 2 0.5 1 .5 2 0.5 1 .5 2 
1 .3246 1 3.25 1 325 
1 .3244 1 3.245 1 320 
1 3.24 1 3 1 5  
1 .3242 1 3.235 1 3 1 0  
1 .324 1 3.23 1 305 0.5 1 .5 2 0.5 1 .5 2 0.5 1 .5 2 
x 1 05 X 1 07 X 1 08 1 .35 1 .4 1 5  
1 .3 1 .2 1 0  
1 .25 
1 .2 0.8 5 
1 .1 5  0.6 0 0.5 1 .5 2 0.5 1 .5 2 0.5 1 .5 2 
Figura 5.8: J-V Soluciones Estacionarias Uniformes para diferentes valores de g 
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. j (g - aj)v(e) gj f (e; g , ) ) = e + -( ) + . - ( . ) ( ) v e J 9 - aJ v e 
(5.35) 
entonces los puntos fijos de esta funci6n senin soluciones estacionarias del sistema que 
cumplen (5.30) . Por los experimentos y por el comportamiento de materiales similares 
a este estamos interesados en estudiar las soluciones estacionarias que tengan dos 0 
mas dominios. Vamos a estudiar segUn los distintos va10res de 9 y j cuantas puntos 
fijos tendra 1a funci6n f en el intervalo que estudiamos. 
f(e; g , j) = e; =? 
g) 
j (g - aj)v(e) gj 
v (e) + j = (g - aj)v(e) 
P + (g - aj)v2 (e) 
jv (e) (g - aj)v(e) 
ylaj3/2 v (e) = . 9 - aJ 
Los valores de e en los que se verifique esta ecuaci6n seran los puntos fijos de f. Co­
mo conocemos v (ver 1a Figura 5 .7), sabemos que en e1 intervalo [0 .8, 1 .65] alcanza dos 
maximos en eM1 = 1 donde v(eMJ = 1 y eM2 = 1 .4444 donde v(eMJ = 1 .6424 Y un 
minima en em = 1 . 2038 donde Vm = v (em) = 4. 4e-8 . Como v (0.8552299) = Vm = 
Va. '3/2 v (1 .625904) tenemos que en el intervalo (0.8552299, 1 .625904) si Vm � g:"aj � 1 0 10 
'3/2 0 27 ' que es 10 mismo, 1 .62e-7 < J : . J < 3 .64 tendremos 4 puntos fijos y podremos con-
struir soluciones con dos dominios. Para e1 resto de valores 0 no tendremos soluci6n, 
o tendremos solamente un punto fijo en cuyo caso s6lo seran posibles las soluciones 
estacionarias uniformes. En la Figura 5 .9 hemos construido un perfil para 9 = 500 Y 
j = 0.01 
Hemos estudiado la estabilidad lineal de las soluciones uniformes de forma numerica 
y no hemos llegado a ninguna conclusi6n ya que obtenfamos autovalores positiv�s y 
negativos para todas las soluciones. 
Tambien hemos integra do el sistema con condici6n inicial un esca16n con la primera 
y la tercera de las soluciones uniformes (y con la segunda y 1a cuarta) y no se nos ha 
movido. Es posible que para este par de valores de los parametros estemos en una zona 
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1 .6 
1 .5 
1 .4 
:::;
1 .3 
OJ 
':!:!-1 .2 
-
1 . 1  
0.9 " 
" 
" 
" O.8 �'--...I.--'-- ------'-- --'----L------
EL Ek+1 Ek+2 EH 
E 
Figura 5.9: Perfil para una soluci6n can dos dominios can g = 500 Y j = 0.01 
de anclaje (al ser dos dimensiones de panimetro posiblemente no hablemos de intervalo 
de anclaje si no de algun area de anclaje). Pero esto sera un estudio que hagamos mas 
adelante. 
5.4 Conclusiones 
En este capitulo hemos propuesto un modele discrete vectorial para el transporte de 
electrones en superredes semiconductoras. Hemos dado su versi6n adimensional y 
reducida. Hemos calculado las soluciones estacionarias uniformes y no uniformes. Por 
otra parte, Necesitamos otras herramientas para estudiar la dinamica de este sistema, 
en particular las que estamos desarrollando en el grupo para abordar la dinamica de 
los sistema discretos en espacio. Mas adelante buscaremos soluciones de tipo frente 0 
pulso para este sistema. 
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Capitulo 6 
Conclusiones 
En esta memoria hemos estudiado soluciones de tipo frente viajero en modelos uni­
dimensionales espacialmente discretos con fuentes no lineales de tipo biestable. En el 
Capitulo 2 hemos estudiado el efecto del desorden en la transicion andaje-propagacion 
en modelos sobreamortiguados. Dicho efecto consiste en que se suaviza el exponente 
�ritico de la velocidad pasando de 1/2 a 3/2, adem as de reducir el intervalo de andaje. 
En el Capitulo 3 estudiamos modelos de osciladores amortiguados sujetos a una fuerza 
externa F. Los resultados numericos muestran que a medida que decrece la intensidad 
de la friccion nos vamos alejando del caso sobramortiguado y se generan frentes con 
perfiles oscilatorios. La magnitud de las oscilaciones en la region de transicion entre 
las constantes hasta llegar a valores donde es diffcil distinguir si las estructuras obser­
vadas son ondas viajeras. Tambien se ha observa, a diferencia del caso sobreamortigua­
do, la coexistencia de frentes estacionarios y viajeros para el mismo valor de la fuerza 
externa. Este fenomeno de coexistencia tiene una interpretacion ffsica en terminos de 
tensiones de Peierls estaticas y dinamicas. En el Capitulo 4 hemos estudiado modelos 
conservativos. EI estudio de la dinamica sin fricci6n es mas complejo que los anteri­
ores y es preciso recurrir a nuevas estrategias. Hemos construido soluciones utilizando 
un metodo inverso y metodos de variable compleja. Se observa la posible coexistencia 
de familias de ondas viajeras moviendose a diferentes velocidades por encima de un 
valor critico del parametro F. Este valor crftico puede hacerse cero por alguna no lin­
ealidad y en general es menor que el valor de F para el cual dejan de existir soluciones 
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estacionarias. Por ultimo, en el Capitulo 5 proponemos un modelo discreto vectorial 
para el transporte de electrones en superredes semiconductoras, damos su versi6n adi­
mensional y una reducida. Hemos ca1culado soluciones estacionarias uniformes y no 
uniformes. 
Son fruto de este trabajo los artfculos: 
"Effects of disorder on the wave front depinning in spatially discrete systems", A. Car­
pio, L.L. Bonilla, and A. Luz6n, , Physical Review E, 65, 035207, 1-4, 2002. 
"Stability of wavefronts in discrete damped chains", A. Carpio, A. Luz6n, enviado a 
Math. Meth. Mod. Appl. Sci. 
Actualmente estamos trabajando en la extensi6n de los resultados del Capitulo 4 
sobre existencia de familias de ondas viajeras con perfiles de tipo frente no mon6tono 
a fuentes biestables mas generales que las lineales a trozos. Tambien estamos traba­
jando en la construcci6n de soluciones con estructuta de pulso viajero para el modelo 
propuesto en el capitulo 5. 
Posibles trabajos futuros pueden consistir en ver si las caracteristicas estudiadas en 
el Capitulo 2 son robustas y se mantienen bajo efectos fuertes de desorden. Una indi­
caci6n interesante la proporciona el hecho de que el exponente critico 3/2 se obtiene 
independientemente de la fuerza del ruido en modelos de campo medio de ondas de 
densidad de carga [28, 29] . 
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