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Introduction
Dans l'industrie de fabrication mécanique, notamment dans les centres
d'usinage haute vitesse (UHV), la connaissance des propriétés dynamiques du
système broche-outil-pièce en opération est d'une grande importance. L'amé-
lioration des performances des machines-outils et des outils de coupe a ÷uvré
au développement de ce procédé compétitif. De nombreux travaux ont été
menés pour accroitre les performances et de remarquables avancées dans les
matériaux, les revêtements des outils coupants et les lubriﬁants ont permis
de faire évoluer considérablement les vitesses de coupe, tout en améliorant
la qualité de la surface usinée. Cependant, l'utilisation rationnelle de cette
technologie est encore fortement pénalisée par les lacunes dans la connais-
sance de la coupe, que ce soit au niveau microscopique des interactions ﬁnes
entre l'outil et la matière coupée, qu'au niveau macroscopique intégrant le
comportement de la cellule élémentaire d'usinage. Cela explique pourquoi le
comportement dynamique en coupe garde encore une grande part de ques-
tionnement et exige de l'utilisateur un bon niveau de savoir-faire et parfois
d'empirisme pour exploiter au mieux les capacités des moyens de production.
Le fonctionnement des machines d'usinage engendre des vibrations. Elles
sont souvent la cause des dysfonctionnements (chocs, instabilité. . . ) et accé-
lèrent l'usure des composantes mécaniques (roulements) et des outils. Ces vi-
brations sont une image des eﬀorts internes des systèmes, d'où l'intérêt d'ana-
lyser les grandeurs mécaniques vibratoires telles que la vitesse et l'accélération
vibratoire ou les grandeurs électriques. Ces outils sont indispensables pour une
maintenance moderne en vue de réduire les coûts liés aux pannes.
L'objectif de ce travail de recherche porte plus particulièrement sur le déve-
loppement de techniques de surveillance robustes adaptées à des centres d'usi-
nage. Ce travail de cotutelle de thèse est réalisé entre deux laboratoires ayant
des compétences complémentaires, le laboratoire Dynamo de l'ETS Montréal
reconnu dans le domaine de la mécanique et le LASPI plus spécialisé dans
le domaine de l'instrumentation et du Traitement du signal. Notre premier
objectif dans cette thèse est d'étudier les apports de la cyclostationnarité
au diagnostic vibratoire des centres d'usinage à grande vitesse. En analysant
les signaux issus des capteurs accélérométriques, nous cherchons à détecter
le phénomène du broutage et l'usure des outils. La surveillance et le diag-
nostic des centres d'usinage peuvent utiliser l'information provenant de plu-
sieurs capteurs. Ce procédé facilite la détection d'instabilités dans le processus
d'usinage. Pour éviter une complexité supplémentaire au système d'usinage,
l'utilisation de capteurs internes est considérée. En eﬀet, l'utilisation de cap-
teurs externes n'est pas toujours pratique car elle accroît la complexité du
dispositif d'usinage. Divers types de capteurs doivent être montés à proximité
immédiate du processus d'usinage. Ces capteurs se retrouvent alors en contact
avec la chaleur, les copeaux et le liquide de refroidissement. Ceci peut aﬀecter
leur durée de vie ainsi que la qualité des mesures. Les capteurs externes ont
également besoin de maintenance et d'étalonnage, en vue d'assurer un bon
fonctionnement. C'est pourquoi le deuxième objectif de cette thèse est d'ex-
plorer la possibilité de détection du broutage en se basant sur l'analyse des
signaux de vitesse angulaire instantanée. Ce type de signal est calculé à partir
du signal délivré par le codeur interne monté sur la broche. Développer une
nouvelle procédure de détection du broutage dans les machines à grande vi-
tesse représente le troisième objectif de cette thèse. Cette procédure combine
les techniques de traitement du signal et les techniques d'intelligence artiﬁ-
cielle. Considérant les non-linéarités du processus d'usinage et le caractère
non-stationnaire des signaux de fraisage, les réseaux de neurones semblent
l'approche de classiﬁcation adéquate pour les signaux vibratoires. Ils oﬀrent
la possibilité de séparer les cas stable et instable.
Le chapitre 1 est consacré à l'étude du contexte d'usinage. Il est consti-
tué de trois parties. La première partie est consacrée à l'étude du phénomène
d'usure des outils. Nous présentons d'abord les diﬀérentes formes d'usure,
exposons ensuite un bref état de l'art sur les moyens de surveillance et de
détection de l'usure. Enﬁn, nous concluons sur l'étude réalisée. La deuxième
partie est un rappel sur les phénomènes vibratoires en usinage, en mettant
l'accent sur les vibrations auto-entretenues générant le phénomène du brou-
tage. Nous nous focalisons dans un second temps sur l'étude du broutage
(chatter) et décrivons ses diﬀérents types, en particulier le broutage régéné-
ratif. Nous nous intéressons particulièrement aux diﬀérentes voies existantes,
en vue d'assurer une opération d'usinage stable. Finalement, nous concluons
cette partie avec une présentation succincte des méthodes de prédiction et un
tableau résumant les diﬀérentes techniques de détection du broutage. Trois
sous-sections composent la troisième partie. La première section explique la
méthode utilisée pour caractériser les paramètres modaux de la machine. De
façon détaillée, nous présentons dans la deuxième section la méthode de mo-
délisation analytique pour simuler le diagramme de lobes de stabilité. Les
paramètres d'usinage (la vitesse de la broche et la profondeur de passe) sont
choisis à partir de ce diagramme, dans l'objectif de réaliser des tests d'usinage
à diﬀérentes conditions. La troisième et dernière section valide par un exemple
le diagramme de lobes de stabilité. En guise de conclusion, nous synthétisons
et exposons les voies de recherche de notre thèse.
Les signaux issus des machines tournantes et alternatives possèdent des
propriétés statistiques cyclostationnaires. Leurs descripteurs statistiques sont
périodiques par rapport au cycle de fonctionnement de la machine. Le cha-
pitre 2 présente quelques rappels théoriques sur la cyclostationnarité. Il nous
montre comment exploiter au mieux ces propriétés, en acquérant les signaux
vibratoires sous échantillonnage angulaire. La cyclostationnarité des signaux
permet d'estimer quelques descripteurs angulaires, qui vont être utilisés pour
la détection du broutage et l'usure des outils. L'estimation de la corrélation
spectrale et son interprétation peuvent être parfois complexe. Cependant, nous
présentons son lien avec l'analyse d'enveloppe. Ce lien est exploité dans le cha-
pitre 5 pour le développement d'une méthodologie de détection du broutage.
L'objectif du chapitre 3 est d'étendre le champ d'application de la cyclo-
stationnarité à des signaux d'accélération issus du centre d'usinage à grande
vitesse, dans diﬀérentes conditions de coupe, pour la détection du phénomène
du broutage et de l'usure des outils. Le chapitre se décompose en deux par-
ties. La première partie reviens sur la méthodologie suivie pour réaliser les
tests d'usinage et acquérir les signaux vibratoires. Dans cette partie, nous
exposons le dispositif expérimental nous permettant d'atteindre nos objec-
tifs. Nous montrons ensuite de quelle manière sont acquises les données et
concluons sur les diﬀérentes conﬁgurations de tests. Après la présentation de
la méthodologie expérimentale, la deuxième partie expose les diﬀérents résul-
tats issus de l'analyse des signaux d'accélération par les outils stationnaires
et cyclostationnaires.
Des équipes de recherche sur les machines tournantes ont développé des
techniques de surveillance basées sur la vitesse instantanée, pour détecter des
défauts sur les dents des outils dans l'opération d'usinage. La vitesse angu-
laire instantanée de la broche s'est avérée être un bon outil pour surveiller
l'usinage. Le chapitre 4 s'intéresse à la détection du broutage par analyse des
signaux de vitesse angulaire instantanée. Dans un premier temps, la mesure
de la vitesse angulaire instantanée via le signal de codeur de la broche est
présentée. Ensuite, nous proposons des indicateurs de détection du broutage
basés sur les parties résiduelle et périodique du signal de vitesse. Pour valider
les diﬀérents résultats trouvés en analysant le signal de vitesse, à savoir la
détection des modes propres de la broche et la surveillance de broutage, une
comparaison avec les résultats donnés par l'analyse des signaux de force de
coupe est eﬀectuée.
Le chapitre 5 est consacré à l'objet même de cette étude : la détection
du broutage dans les centres d'usinage. Les signaux d'accélération issus de
capteurs montés sur la machine proche de l'opération de coupe se composent
des réponses vibratoires dues aux excitations exercées par les dents de l'outil.
Du fait de l'excitation des premiers modes propres, chacune de ces contribu-
tions aﬃche une signature distincte qui dépend de la stabilité de l'opération
d'usinage. Les déformations du signal dépendent de la stabilité ou l'instabilité
de l'opération d'usinage. Constat supplémentaire, la non-linéarité de l'opéra-
tion de coupe et la non-stationnarité des signaux nous mènent à proposer une
méthode de diagnostic du broutage basée sur les réseaux de neurones. Deux
types de réseaux sont appliqués : les réseaux de neurones à fonction de base
radiale et les réseaux de neurones de type perceptron multicouche. Nous pré-
sentons la méthodologie et la taxonomie, puis allons détailler les diﬀérentes
étapes de conception de systèmes de détection du broutage, de l'étape de
traitement composée de deux phases (ﬁltrage multi-bande et analyse d'enve-
loppe), à l'étape de décision ﬁnale. Ensuite, l'application de ce système pour
la détection du broutage est montrée avec les diﬀérents résultats.
Nous terminons par une conclusion sur l'ensemble des résultats obtenus
pour chaque voie d'étude, avant de présenter les perspectives de recherche
associées à ce travail.
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1.1 Introduction
Dans l'industrie manufacturière, l'amélioration de la productivité et de la
rentabilité nécessite un suivi de l'usinage. Cette opération a pour but d'étu-
dier l'usure des roulements de la broche, des outils de coupe et des vibrations
auto-excitées pouvant aboutir au phénomène de broutage. Toutefois, les temps
d'arrêt ont un impact considérable dans l'industrie. Les temps d'arrêt non pla-
niﬁés sont coûteux, non seulement en termes de temps perdu, mais aussi en
considérant les dommages sur les outils, les machines ou les pièces. Certaines
estimations indiquent que le temps d'arrêt dû à la rupture des outils de coupe
sur une machine-outil est de l'ordre de 7%, tandis que d'autres pensent qu'il
avoisine les 20% [1, 2]. Même si l'outil ne se casse pas lors de l'usinage, l'uti-
lisation des lames endommagées peut éprouver le système machine-outil et
entraîner une perte de la qualité de la pièce ﬁnie.
Dans les environnements d'usinage, entièrement automatisés ou légèrement
personnalisés, la détection rapide de l'usure ou de l'état de la stabilité de la
coupe, ainsi que la reconnaissance de leur endommagement sont considérés
comme essentiels pour l'amélioration de la productivité et de la rentabilité.
Il a été prédit qu'un système de surveillance d'état de l'outil, précis et ﬁable,
pourrait se traduire par une augmentation de la vitesse de coupe de 10 à 15%,
une réduction des temps d'arrêt et une augmentation globale des économies
de 10% à 40% [2].
La détection du broutage et l'usure des outils sont cruciales dans le proces-
sus d'usinage. Leur suivi est un enjeu majeur pour : (1) assurer une meilleure
qualité de surface, (2) augmenter la productivité et (3) protéger à la fois les
machines et les pièces en toute sécurité.
Le broutage est généralement classé en deux types : le broutage primaire
(non-régénératif) et le broutage secondaire (régénératif). Le premier type du
broutage peut être provoqué par le processus de coupe lui même, par les
frottements entre l'outil et la pièce à usiner ou par les eﬀets thermomécaniques
dans la formation de copeaux. Une autre cause de broutage primaire qu'est le
couplage de mode.
Le broutage secondaire est provoqué par la régénération des ondulations
de la surface de la pièce. En eﬀet, en usinage l'outil de coupe repasse sur
ses traces imprimées sur la pièce une période T avant. En fraisage, ce délai
correspond à la période de passage des dents. L'épaisseur du copeau varie
périodiquement due au terme du retard dans le système. Cette variation du
copeau induira une variation dans la force de coupe. Le déphasage entre le
premier passage et le suivant détermine les variations de l'épaisseur du copeau
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et l'amplitude de variation de la force de coupe, par conséquent la stabilité ou
non de l'opération de l'usinage.
La plupart des auteurs semble s'accorder sur le fait que le type régénératif
est le facteur important pour l'apparition du broutage. Par conséquent, la
majorité des recherche s' intéresse à le comprendre, à le modéliser et à le
limiter.
L'usure de l'outil peut se produire progressivement sur sa face, à cause du
contact avec le copeau ou sur sa face en dépouille à cause de la friction entre
l'outil et le matériau de la pièce.
Par conséquent, la détection en ligne de ces phénomènes (usure d'outils et
broutage) permet de déterminer les conditions appropriées pour maintenir une
bonne qualité de production. Mais elle nécessite des méthodes de surveillance
des centres d'usinage. En usinage à grande vitesse, un système de surveillance
eﬃcace peut maintenir les machines-outils dans un état stable, sans broutage,
et détecter l'apparition d'usure (outil ou roulements de broche). Plusieurs
capteurs tels que des dynamomètres, des accéléromètres, capteur d'émissions
acoustique et/ou des capteurs électriques ont été utilisés pour la détection des
anomalies du centre d'usinage. Nous avons constitué cette première partie en
chapitres. Nous y exposons aussi clairement que possible la problématique qui
motive notre travail, tout en essayant d'en faciliter la lecture.
Le premier chapitre est consacré à l'étude du phénomène d'usure des outils.
Nous présentons d'abord les diﬀérentes formes d'usure, exposons ensuite un
bref état de l'art sur les moyens de surveillance et de détection de l'usure.
Enﬁn, nous faisons une conclusion sur l'étude réalisée.
Le deuxième chapitre est un rappel sur les phénomènes vibratoires en usi-
nage, en mettant l'accent sur les vibrations auto-entretenues générant le phé-
nomène de broutage. Nous nous focalisons dans un second temps sur l'étude
du broutage (chatter) et décrivons ses diﬀérents types, en particulier le brou-
tage régénératif. Puis, nous nous intéressons notamment aux diﬀérentes voies
existantes, en vue d'assurer une opération d'usinage stable. Nous avons les
stratégies hors processus pour l'identiﬁcation du diagramme de lobes de sta-
bilité, les stratégies en cours de processus pour la reconnaissance du broutage,
l'évitement passif et l'évitement actif du broutage. Enﬁn, nous concluons ce
chapitre avec une présentation succincte des méthodes de prédiction et un
tableau résumant les diﬀérentes techniques de détection du broutage.
Le troisième chapitre est constitué de trois sous-sections. La première sec-
tion explique la méthode utilisée pour caractériser les modes propres de la
machine. La deuxième section présente en détail la méthode de modélisa-
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tion analytique utilisée pour simuler le diagramme de lobes de stabilité. Ce
diagramme est très utile dans la suite du travail. En réalité, les paramètres
d'usinage (la vitesse de la broche et la profondeur de passe) sont choisis à
partir de ce diagramme, dans l'objectif de réaliser des tests d'usinage à dif-
férentes conditions. La troisième section présente un exemple de validation
du diagramme de lobes de stabilité. En guise de conclusion, nous faisons une
synthèse et exposons les voies de recherche de notre thèse.
1.2 Surveillance de l'usure de l'outil
1.2.1 Introduction
Il est largement admis que le taux de rendement (OEE : Overall Equipment
Eﬀectiveness) de nombreux systèmes de production informatisés et intégrés
est plus faible que prévu. L'OEE peut être déﬁni et calculé à l'aide de trois
facteurs :
OEE = Taux de disponibilité du système × Taux de
performance × Taux de qualité.
Le taux de disponibilité du système mesure la disponibilité du système, y
compris les pertes dans la mise en place. Le taux de performance est évalué à
partir des pertes découlant de la réduction de l'eﬃcacité des performances. Le
taux de qualité, quant à lui, est obtenu par l'évaluation de la qualité des pertes
connexes. La réduction des OEE dépend donc des problèmes liés à l'outil : son
usure ou sa rupture.
Parmi les critères d'exploitation importants qui inﬂuent sur l'OEE, nous
nous concentrons sur l'état de l'outil de coupe et le processus de coupe. L'uti-
lisation des outils de coupe usés aboutit directement à la réduction de la
capacité des processus, entraînant elle-même la baisse du taux de rendement.
Cela inﬂuencera par la suite la qualité de la production. La rupture des outils
est d'autant plus un problème car elle nécessite un remplacement se reﬂétant
dans le temps perdu.
L'usure de l'outil est un phénomène complexe qui se manifeste de façons
diverses et variées.
1.2.2 Les formes d'usure de l'outil de coupe
L'usure des outils de coupe peut être classée en plusieurs types, résumés
comme suit :
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• usure adhésive liée à la déformation du plan de cisaillement ;
• usure par abrasion résultant de l'action de coupe sur des particules
dures ;
• usure en diﬀusion se produisant à des températures élevées ;
• fracture, telle que l'écaillage dû à la fatigue de l'outil de coupe.
Le processus d'usure de l'outil de coupe apparaît généralement en combi-
naison avec le mode d'usure prédominant, en fonction des conditions de coupe,
de la pièce d'outillage, du matériel et de la géométrie de l'outil d'insertion.
Pour une combinaison de l'outil de coupe et de la matière de la pièce à usi-
ner, l'usure de l'outil de coupe peut dépendre exclusivement des conditions
de coupe, c'est-à-dire principalement de la vitesse de coupe, de l'épaisseur des
copeaux non déformés et d'une combinaison des mécanismes d'usure préci-
tés. Parfois, la vie de l'outil peut être considérablement réduite si la zone de
coupe, précisément la surface balayée par l'outil de coupe, est signiﬁcative-
ment augmentée : essentiellement, en augmentant la profondeur de coupe. A
des vitesses de coupe faibles, l'outil s'use surtout au niveau de l'arrondi du
point de coupe et perd ensuite de la netteté. Comme la vitesse de coupe aug-
mente, le modèle d'usure change pour s'adapter et conduit à un écoulement
plastique à la pointe de l'outil. En outre, la formation de cratères dépend lar-
gement de la température de la vitesse de coupe. Les formes d'usure de l'outil
de coupe, qui reviennent très souvent, sont l'usure au niveau du nez (nose),
l'usure en dépouille (ﬂank), l'usure en entaille (notch) et l'usure en cratère
(crater).
1.2.3 Moyens de surveillance
Pour assurer une performance optimale des systèmes, une surveillance des
machines, de la dynamique des processus, des outils de coupe et de la pièce est
nécessaire [3, 4]. Le développement des méthodes de détection et des systèmes
de surveillance des outils de coupe est primordial pour atteindre ces objectifs :
• des systèmes avancés de détection de défauts pour la machine et les
outils de coupe ;
• une stabilité des processus de coupe assurée ;
• un moyen pour lequel la tolérance d'usinage est maintenue sur la pièce
à usiner dans des limites acceptables ;
16 Surveillance de l'usinage
La grande quantité de littérature, dans le domaine de la surveillance des
outils de coupe, suggère qu'une variété des paramètres des processus d'en-
vironnement de coupe peut être exploitée et utilisée pour prédire l'état de
l'outil de coupe. Cette partie présente une revue de quelques scénarios d'ap-
plication typiques, ainsi que leur corrélation avec l'usure de l'outil au cours
des conditions expérimentales. Elle couvre :
• l'émission acoustique ;
• la température des outils ;
• la force de coupe ;
• les signatures vibratoires (signaux d'accélération) ;
• les méthodes diverses telles que des mesures ultrasonores et optiques, la
qualité de ﬁnition de surface de la pièce, les dimensions de la pièce et
l'analyse du courant du moteur de la broche.
L'utilisation des capteurs dans les centres d'usinage remonte au début des
années 70, où les premiers travaux sur la surveillance des outils de coupe en
métal, sont oubliés par Micheletti et al. [5]. Puis, en 1983, Tlusty [6] réalise un
état des lieux des capteurs disponibles pour l'instrumentation des machines.
Une étude avancée est faite en 1995 par Byrne et al. [3], en tenant compte des
nombreuses évolutions techniques. Teti et al. ont fait une mise à jour récente
de la littérature sur l'instrumentation et les outils avancés pour la surveillance
des centre d'usinage et notamment la surveillance des outils de coupe[7].
A. Émission acoustique EA
L'émission acoustique (EA) est une oscillation à très haute fréquence gé-
nérée lorsqu'une déformation se produit lors de la coupure ou de la fracture
des métaux. Il est généralement admis que l'émission acoustique est liée au
processus de déformation plastique apparaissant au cours de la formation des
copeaux. Ce phénomène est lié à l'interaction entre la pièce et l'outil de coupe.
L'EA a eu beaucoup de succès dans son application à la surveillance des ou-
tils, pendant les opérations de tournage [8]. La diﬃculté, dans l'application de
l'analyse du signal EA au processus d'usinage, est que le chargement d'onde
de choc apparaît lors de l'entrée et de la sortie de chaque dent à la pièce.
Il est possible que l'amplitude de ces impulsions de choc soit équivalente à
celle générée lors de la fracture d'une dent. L'EA est généralement mesurée à
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l'aide d'un transducteur piézoélectrique conventionnelle EA [9], alors qu'il a
été démontré la possibilité d'utiliser un interféromètre optique [10].
Choi et al. [11] ont fusionné l'EA et les eﬀorts de coupe dans le but de
développer un système de surveillance des outils de coupe dans les opérations
de tournage. Un travail similaire a été eﬀectué par Jemielniak et Otman[12].
Ils ont utilisé un algorithme de traitement du signal pour identiﬁer la moyenne
quadratique (RMS), l'inclinaison (skewness) et l'aplatissement (kurtosis) du
signal EA pour la détection de défaillance catastrophique de l'outil.
Xiaoli [13] a réalisé un bref état de l'art sur l'utilisation de l'EA pour la
surveillance des outils de coupe en tournage. Il a conclu que le signal d'EA
est important pour améliorer et développer des méthodologies de surveillance
des outils de coupe.
Jemielniak et al. [14] ont présenté une application des paquets d'ondelettes
pour l'extraction des paramètres à partir des signaux de force de coupe et
d'EA.
Les capteurs d'EA sont peu coûteux et faciles à installer, mais ils doivent
être soigneusement calibrés, et la gamme d'opérations de coupe doit être tes-
tée pour régler le gain dans l'ampliﬁcateur de manière à éviter la surcharge
du capteur, ce qui fausse considérablement le signal. Le spectre fréquentiel
de signal d'EA s'étend généralement de 10 Khz à 10 Mhz, les capteurs d'EA
fonctionnent dans cette bande. L'avantage principal d'EA est que la plage fré-
quentielle de ces signaux est bien supérieure à celle des signaux de vibrations
de la machine et de bruit de l'environnement. En plus, ce type de capteur n'est
pas intrusif dans l'opération de coupe. Cependant, les signaux issus sont diﬃ-
ciles à interpréter et la sensibilité aux positions du capteur et aux paramètres
de coupes limitent leurs applications dans la surveillance des centres d'usinage.
B. La température en bout d'outil
L'enlèvement de la matière génère une production de chaleur. Les tempé-
ratures élevées, qui en résultent sur les arêtes des outils de coupe, ont une
inﬂuence directe sur le taux de contrôle, le mode d'usure de l'outil de coupe,
le frottement entre le copeau et l'outil de coupe ainsi que le frottement entre
l'outil de coupe et la nouvelle surface formée. La déformation plastique de la
matière, pour former le copeau, et le frottement de la matière, sur la surface,
génèrent la chaleur. Cette chaleur est évacuée par l'outil et la formation de
copeaux. Le comportement de frottement sur les faces de l'outil semble inﬂuer
sur la géométrie de la coupe, par un mécanisme non assimilé précisément. Pour
les applications pratiques telles que la surveillance en ligne, la télédétection
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par thermocouple est utilisée pour mesurer la température de la pièce-outil.
Une technique avancée basée sur la thermographie infrarouge est utilisée pour
la surveillance des machines tournantes, nous pouvons citer par exemple les
système électrique (détection les connexions électriques défectueuses et les cir-
cuits surchargés), équipements mécaniques (défaillances des roulements) [15]
et les centres d'usinage [16].
C. Les eﬀorts de coupe
Il a été établi que la variation de la force de coupe peut être corrélée à
l'usure de l'outil [17]. En pratique, l'application et l'interprétation de ce pa-
ramètre ont été diversiﬁées avec plus d'eﬀorts sur l'étude de la caractéristique
dynamique du signal de force de coupe et l'interprétation de sa relation avec
le niveau de l'usure de l'outil. Ceci peut être largement attribué au fait que
la force devient importante dans des conditions où les outils sont usés, en
raison des variations créées à la friction entre le ﬂanc de l'outil de coupe et
la pièce [17]. Dimla a réalisé une étude expérimentale approfondie et com-
plexe. Il souhaitait développer un système de surveillance en ligne d'usure
des outils, pour les opérations de tournage, en utilisant les mesures de force
de coupe fusionnées avec les signatures vibratoires [18]. Lister [19] a analysé
le spectre de puissance des forces dynamiques de coupe et a rapporté une
augmentation du niveau de puissance des bandes de fréquences de l'outil qui
s'use. Les résultats portaient une forte indication de la dépendance de la force
dynamique et l'usure des outils de coupe. Comme pour de nombreux systèmes
non-linéaires, la modélisation du processus est très souvent utilisée dans le but
de comprendre le comportement des processus.
Le degré de variabilité apparente, dans les eﬀorts de coupe des procédés de
coupe de métal, nécessite de faire une estimation des forces de coupe statiques
et dynamiques. La mesure des forces de coupe statiques ou de la ﬂuctuation
de ses composants devrait fournir des informations précieuses sur le compor-
tement statique du processus de coupe. La nature de l'opération de coupe ne
peut pas être considérée, sans déformation et instabilité. Les articulations et
les couplages de la machine-outil ainsi que les changements dans les condi-
tions de coupe conduisent à des ﬂuctuations à l'échelle des composantes de la
force statique. Les variations cycliques des forces statiques, si elles ne sont pas
limitées, génèrent de l'imprécision dimensionnelle de l'opération de coupe. Du
broutage peut alors se produire. De l'avis de Dimla [20], les forces de coupe
statiques et dynamiques sont essentielles pour le développement d'un système
de surveillance.
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Albrecht et al. ont développé une méthode pour la mesure indirecte du
signal de force de coupe. Cette méthode est basée sur le signal de déplacement
de l'arbre de la broche. Les auteurs ont appliquée le ﬁltre de Kalman pour
augmenter la bande passante de capteur de déplacement utilisé de 350 Hz à
1000 Hz [21].
Le signal de force est un signal très utile pour détecter le broutage, mais
le besoin d'introduire un capteur dans la machine, ce qui réduit la rigidité du
système et la bande passante limitées à 2-3kHz rendent son utilisation limité,
surtout en production.
D. Les signatures vibratoires
Les vibrations sont créées par des variations cycliques des composantes
dynamiques des forces de coupe. Ces vibrations sont divisées en vibrations
libres, vibrations forcées et vibrations aléatoires. La surveillance de ces vibra-
tions porte un grand intérêt :
• les variations de l'état de l'outil se reﬂètent par les variations de l'am-
plitude de ces vibrations ; ce qui peut être exploité pour la surveillance
des outils de coupe ;
• l'excitation du système usinant sur un de ses modes peut ampliﬁer l'am-
plitude de ces vibrations ; ce qui peut détériorer l'outil de coupe de la
machine. Donc, la surveillance de ces vibrations peut protéger la machine
et ses composants.
El-Wardany et al. [22] ont étudié l'utilisation des caractéristiques des signa-
tures vibratoires, dans la surveillance en ligne d'usure et de rupture, pendant
l'opération de perçage. Les signatures vibratoires sensibles à l'usure de l'outil
sont identiﬁées, dans le domaine temporel (rapport entre la valeur moyenne et
le kurtosis) et dans le domaine fréquentiel (densité spectrale de puissance et
le cepstre). En combinant les deux techniques, il a conçu un système eﬃcace
de surveillance des outils de coupe pendant l'opération de perçage.
L'interrelation entre les signaux de vibrations et les forces de coupe déter-
mine la nature dynamique du processus de coupe. Ceci rend l'utilisation de
ces paramètres du procédé attractif, en vue du développement d'un système
de surveillance [20]. Le comportement statique est régi uniquement par les
forces de coupe et de mouvement (torsion du porte-outil). Le comportement
dynamique, d'autre part, englobe les vibrations et certains aspects de la force
dynamique de coupe. La combinaison des forces de coupe et des signaux de
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vibrations dans le développement d'une base de capteurs multiples d'un sys-
tème de surveillance, s'avéreraient indispensable dans l'atelier.
E. La puissance et le courant
L'amélioration des solutions de mesure de la puissance est une clé écono-
mique pour la surveillance de nombreuses opérations d'usinage. Cependant,
les derniers systèmes modernes de contrôle ouvert permettent l'accès à des si-
gnaux internes dans la commande numérique tels que la puissance du moteur
et le courant [23].
La puissance et le courant issus d'un centre d'usinage varient de la même
façon que les eﬀorts de coupe [24]. La bande passante pour les mesures de
courant est d'un ordre de grandeur faible, par rapport à celle fournie par une
table dynamométrique (2-3 kHz). Cela limite l'utilisation de la puissance, le
courant et aussi la force pour la surveillance. Cette limite de la bande passante
dépend du système considéré, avec des bandes passantes expérimentées à 18
Hz et 60 Hz, pour les axes d'avance et le broche respectivement [25]. Prickett
et John [26] ont noté que la bande passante de l'unité d'avance utilisée en
usinage est généralement inférieure à 100 Hz. Des travaux ont été menés pour
étudier la sensibilité de ces signaux internes et ses applications en production,
pour le développement des systèmes de surveillance [27].
D'un point de vue industriel, les techniques de mesure de courant sont
limitées par la bande passante. Elles ne pourront être mises en ÷uvre que
dans des cas où celles-ci ne sont pas très importantes, comme dans le cas du
tournage. Dans le cas du fraisage, les fréquences existantes sont souvent plus
élevées. Elles sont dues aux variations naturelles de l'eﬀort, avec les passages
des dents de l'outil et des fréquences de rotation importantes [24].
F. La mesure de la ﬂexion de l'outil
La mesure de la ﬂexion de l'outil s'applique dans la mesure de déplacement,
servant généralement à reconstruire les eﬀorts de coupe. Moreau [28] utilise
cette approche dans le cas du tournage et du fraisage. Albrecht et al. [21]
mesurent la déﬂexion de la broche d'un centre d'usinage, par l'analyse des
déplacements au niveau du nez de la broche. Selon Albrecht [21], la bande
passante semble être admissible jusqu'à 350 Hz.
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G. Les variations de la vitesse instantanée
Les variations de la vitesse instantanée sont peu exploitées pour la sur-
veillance des outils de coupe, introduite la première fois par Takata en 1987
[29]. Il a utilisé le signal de vitesse instantanée délivré par une génératrice ta-
chymétrique ou un générateur d'impulsion, dans le but de surveiller l'usinage
en fraisage. Il décrit une application avec un outil à quatre dents tournant à
7 Hz, soit une fréquence de passage de dents de 28 Hz. Il en conclut que cette
approche est plus eﬃcace et représentative des variations de couple que ce qui
peut être obtenu en mesurant le courant consommé par la broche [29]. Prickett
a utilisé le signal tachymétrique de moteur de l'axe d'avance, pour détecter les
ruptures d'outils dans l'opération de fraisage [26]. En tournage, Kaye [30] a
exploité les variations de la vitesse de la broche pour la surveillance de l'usure
en dépouille. Il s'est servi d'un codeur optique et d'un système de comptage.
Ali Ibrahim [31], a exploité les signaux de vitesse pour détecter un défaut
de bague externe du roulement. Pour estimer la vitesse instantanée, il a ﬁltré
autour de la fréquence fondamentale du codeur optique, a calculé le signal
analytique et ensuite a calculé la fréquence instantanée à partir de phase
du signal analytique. Girardin et al. [32] développent une approche originale
basée sur la vitesse angulaire instantanée mesurée à partir d'un codeur pour
la détection de rupture de dents et le contrôle de l'usure au cours du fraisage.
La vitesse instantanée est utilisée depuis les années 1990 pour observer par
exemple les erreurs de transmission dans les engrenages ou détecter des défauts
sur les dentures [33]. Desbazeille et al. [34] utilisent la variation de la vitesse
angulaire du vilebrequin pour le diagnostic des moteurs diesel. Stander [35]
utilise les ﬂuctuations de la vitesse angulaire instantanée pour la surveillance
d'un arbre de transmission et la détection de la détérioration des conditions
de défauts d'engrenages.
Bien que la vitesse angulaire instantanée soit peu étudiée dans le cas de
l'usinage, elle semble jouir d'un grand potentiel pour la surveillance des sys-
tèmes en rotation.
1.2.4 Conclusion
De toute évidence, les vibrations (accélération) représentent les paramètres
les plus largement utilisés, dans la surveillance des outils de coupe. La force
de coupe reste un paramètre intéressant, mais non utilisé en production. Les
avances et la sophistication des technologies de l'instrumentation utilisées dans
la mesure de ces paramètres les rendent viables, pratiques, rentables, robustes
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et faciles à mettre en place dans la surveillance eﬃcace de l'usure des outils,
soit en laboratoire de recherche (accélération et force) ou en production (ac-
célération). Les variations de vitesse instantanée semblent prometteuses mais
restent très peu étudiées dans l'usinage.
1.3 Surveillance du phénomène du broutage
1.3.1 Phénomènes vibratoires en usinage
Le processus de coupe peut entrainer trois types diﬀérents de vibrations
mécaniques. Ces vibrations surviennent en raison de l'absence de rigidité dyna-
mique d'un ou de plusieurs éléments du système composé de la machine-outil,
du porte-outil, de l'outil de coupe et de la pièce à usiner. Trois types de vibra-
tions sont connus : les vibrations libres, les vibrations forcées et les vibrations
auto-excitées [36].
Les vibrations libres sont générées lorsqu'un système mécanique est déplacé
de son point d'équilibre et laissé vibrer librement. Dans l'opération d'enlève-
ment du métal, les vibrations libres apparaissent, par exemple, à la suite d'une
trajectoire incorrecte de l'outil. Ceci mène à la collision entre l'outil de coupe
et la pièce à usiner. Dans le cas de l'usinage, les vibrations sont fréquemment
utilisées dans la caractérisation du système, au cours d'un test d'impact. Les
vibrations forcées sont la réponse vibratoire d'un système mécanique à une ex-
citation. Les vibrations forcées naissent de la variation périodique des eﬀorts
de coupe, liée par exemple au passage des dents en fraisage. En eﬀet, l'outil
est sollicité de manière périodique par les eﬀorts de coupe appliqués sur les
dents. Les dents passent alternativement dans la matière et par conséquent
les eﬀorts de coupe varient et génèrent des vibrations forcées. Toutefois, les
vibrations forcées sont associées à d'autres sources, telles qu'une excentration
de l'outil et le déséquilibre des roulements ou de l'outil de coupe. Elles peuvent
aussi être transmises par d'autres machines-outils, à travers le sol de l'atelier.
Il est possible d'éviter, de réduire ou d'éliminer les vibrations libres et for-
cées, lorsque la cause est identiﬁée. Les ingénieurs ont mis au point plusieurs
méthodes pour atténuer et réduire leur occurrence.
Les vibrations auto-excitées extraient l'énergie à démarrer et à croître à
partir de l'interaction entre l'outil de coupe et la pièce, durant le processus
d'usinage. Ces vibrations amènent le système à l'instabilité. Elles sont les plus
indésirables et les moins contrôlables. Elles sont très néfastes pour l'usinage ;
elles entraînent un très mauvais état de surface, une baisse de la durée de vie
de l'outil (en accélérant l'usure), la casse de l'outil dans des cas extrêmes et
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une usure prématurée de la broche de la machine.
Les arguments précédents expliquent pourquoi le broutage a été un sujet
populaire pour les chercheurs académiques et industriels.
Les premières investigations des vibrations des machines-outils et le phé-
nomène d'instabilité sont apparus au début du 20me siècle, à la suite de l'amé-
lioration des processus d'enlèvement de matière. Au 20me siècle, les machines-
outils ont connu une évolution considérable et sont devenues plus puissantes,
précises, rigides et automatiques. Cette évolution a été stimulée par le dé-
veloppement de l'industrie en général, en particulier les industries de l'aé-
rospatiale, de la fabrication des moules et de l'automobile [37]. Cependant,
avec toutes ces améliorations dans le secteur de la manufacture, des limites
et des nouveaux déﬁs poignirent à l'horizon. Les machines et les structures ne
sont pas des corps parfaitement rigides, mais plutôt des systèmes comprenant
des composants élastiques répondant à des forces internes et externes avec
des déformations ﬁnies. En outre, il existe des mouvements relatifs entre les
composants. Ceci donne lieu à des forces internes d'interaction entre les com-
posants. Du fait de ces forces (internes et externes), la machine ou la structure
peut se déplacer. Ces déplacements, dues aux forces internes et externes, sont
le sujet de la dynamique et des vibrations[38].
Les concepteurs des machines-outils, dans la phase précoce du dévelop-
pement, sont inquiets au sujet des caractéristiques des vibrations. Les ingé-
nieurs savent que les vibrations diminuent la durée de vie de l'outil, génèrent
une mauvaise ﬁnition de surface et réduisent la productivité. De nos jours,
les auteurs se réfèrent toujours aux vibrations comme un facteur restrictif et
l'un des déﬁs les plus importants en usinage : un aspect à améliorer, surtout
à haute vitesse.
1.3.2 Broutage en usinage
Le broutage a été et reste un sujet incontournable dans la recherche ma-
nufacturière. Au ﬁl des années, cet intérêt peut s'expliquer par deux facteurs
principaux. Tout d'abord, la complexité du phénomène rend son étude et sa
compréhension non triviales. Ensuite, les eﬀets négatifs du broutage stimulent
l'intérêt pour la résolution du problème. En ce qui concerne le premier facteur,
le broutage est un phénomène très complexe engendré par la diversité des élé-
ments qui composent le système dynamique et son comportement : l'outil de
coupe, le porte-outil, la pièce, la structure de la machine-outil et les paramètres
de coupe. Prédire sa présence est encore l'objet de beaucoup de recherches,
même si l'eﬀet régénératif, la principale cause du broutage a été identiﬁée et
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étudiée très tôt par [39]. Par ailleurs, le broutage peut se produire dans diﬀé-
rents processus d'enlèvement de matière : en fraisage [40, 41, 42, 43, 44, 45, 46],
en tournage [47, 48, 49, 50, 51, 52], en perçage [53, 54, 55, 56], en alésage
[57, 58, 59, 60], en brochage [61, 62] et en rectiﬁcation (grinding) [63, 64].
En ce qui concerne le deuxième point, l'apparition du broutage a plusieurs
eﬀets négatifs :
• mauvaise qualité de surface ;
• imprécision inacceptable ;
• bruit excessif ;
• usure des outils ;
• dommage des machines-outils ;
• réduction du taux d'enlèvement de matière ;
• augmentation des coûts en termes de temps de production ;
• gaspillage d'énergie ;
• impact sur l'environnement en termes de matériaux et d'énergie.
Pour ces raisons, le broutage est un sujet de grand intérêt. Dans les ateliers
d'usinage, les opérateurs de machines-outils choisissent souvent les paramètres
de coupe pour éviter le broutage. Dans certains cas, des opérations manuelles
supplémentaires sont requises pour nettoyer les marques du broutage impri-
mées sur la pièce. Cette opération conduit généralement à une diminution de
la production. A titre d'exemple, dans l'industrie automobile, Renault S.A.S
a estimé le coût de la conséquence du broutage sur un bloc cylindre d'un 2.0 l
DCi Renault à environ 0.35 euro par pièce. Étant donné que la société produit
environ 3 millions de moteur par an, supprimer le phénomène du broutage est
donc stratégique [65, 66]. Cet intérêt a suscité un grand nombre de recherche
ces dernières années.
1.3.3 Mécanisme des vibrations auto-excitées
Le broutage est généralement classé en deux catégories : primaire et se-
condaire. Le broutage primaire peut être provoqué par le processus de coupe
lui-même (par friction entre l'outil et la pièce à usiner, par les eﬀets thermomé-
caniques sur la formation des copeaux ou par couplage de mode). Le broutage
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secondaire peut être causé par la régénération des ondulations de la surface
de la pièce. Cet eﬀet régénératif est la cause la plus importante du broutage.
Un grand nombre de publications a ainsi fait correspondre le mot broutage au
broutage régénératif. Toutefois, il convient de mentionner qu'il est possible de
faire la distinction entre le broutage de friction, le broutage thermomécanique,
le broutage de couplage de mode et le broutage régénératif, en fonction du
mécanisme d'auto-excitation qui génère les vibrations [67, 68, 69].
• Le broutage de friction se produit lorsque les frottements sur la face en
dépouille excitent des vibrations dans la direction de la force de coupe
Fc et les limitent dans la direction de la force de poussée Ft [70]. Il peut
être aussi engendré par le frottement, non linéaire, entre la face de coupe
de l'outil et la pièce [71] ;
• Le broutage thermomécanique est du à la température et au taux de
contraintes dans la zone de déformation plastique [72] ;
• Le broutage de couplage de mode apparait lorsque les vibrations dans
la direction de la force de poussée génèrent des vibrations dans la di-
rection de la force de coupe et vice-versa [73, 36]. Il en résulte des vi-
brations simultanées dans le sens de la force de coupe et la force de
poussée. Physiquement, il est causé par un certain nombre de sources
telles que le frottement sur la surface de coupe ; l'enlèvement, la varia-
tion de l'épaisseur du copeau, les oscillations d'angle de cisaillement et
l'eﬀet régénératif [72] ;
• Le broutage régénératif est la forme la plus courante des vibrations auto-
excitées. Souvent, il peut naître de la plupart des opérations de coupe
impliquant des chevauchements de coupes et pouvant être la source
d'ampliﬁcation de vibrations. Merritt [74] a montré que le broutage ré-
génératif est causé par l'interaction entre la dynamique structurelle de la
machine-outil et la dynamique du processus de coupe. luo et al. [75] ont
résumé toutes les sortes d'instabilité en usinage et leurs caractéristiques
dans le tableau ci-dessous 1.1.
Pour conclure, nous dirons que l'apparition du phénomène de broutage
peut être due aux quatre mécanismes diﬀérents, classés par ordre d'impor-
tance :
• la régénération de la surface ;
• la friction entre l'outil et la pièce ;
••
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méthodes passives et actives. Les premières sont composées des stratégies
fondées sur la modiﬁcation de certains éléments de la machine. Cela a pour but
de changer passivement le comportement du système composé de la machine-
outil, de l'outil de coupe et du porte-outil. Les méthodes actives sont basées
sur certains éléments susceptibles de moduler la quantité de travail fournie,
absorber ou fournir l'énergie dans l'objectif de monter activement et changer
les limites de stabilité.
Dans les sections suivantes, une recherche sur le broutage est présentée plus
en détail. Toutefois, les chercheurs combinent diﬀérentes stratégies pour avoir
une approche ou une contribution unique. Par conséquent, la classiﬁcation
des méthodes dans l'un des groupes décrits ci-dessus n'est pas une tâche facile
parce que certaines méthodes ne sont pas strictement respectées mais plutôt
combinées pour développer de nouvelles approches. Compte tenu de cela, les
quatre catégories considérées sont expliquées dans les sections suivantes.
1.3.4.1 Stratégies hors processus
Cette ligne de recherche porte sur l'évitement du broutage sans modiﬁer
les caractéristiques du système constitué par la structure de la machine-outil,
du porte-outil et l'outil de coupe. L'objectif est de sélectionner les paramètres
de coupe optimales, en utilisant le diagramme de lobes de stabilité. A de
faibles vitesses de rotation, l'eﬀet stabilisateur de l'amortissement de processus
est dominant et le broutage ne se manifeste pas. A des vitesses de rotations
élevées, l'eﬀet d'amortissement diminue et il est nécessaire d'analyser l'eﬀet de
lobe, avec comme objectif d'optimiser le processus d'enlèvement de matière.
Le diagramme des lobes de stabilité doit être réalisé dans la plage de vi-
tesses de fonctionnement. Au cours des nombreuses années de recherche, les
chercheurs ont proposé diﬀérents modèles de prédiction dans diﬀérents pro-
cédés de fabrication. Dans [77], Altintas et Weck examinent les modélisations
fondamentales du broutage dans les processus de tournage, perçage, fraisage
et rectiﬁcation. Les premières approches ont été présentées par Tobia et Fi-
shwick [39] ainsi que Tlusty et Polacek [72]. Ils ont identiﬁé le mécanisme de
régénération et élaboré des modèles mathématiques sous forme d'équations
diﬀérentielles à retard (Delay Diﬀerential Equations DDE).
Merrit [74] présente un modèle de rétroaction du système, en l'expliquant
comme une interaction en boucle fermée entre la dynamique structurelle et
le processus de coupe. L'approximation à l'ordre zero (ZOA), la méthode de
Altintas et Budack [78, 76], est une référence incontournable. Présenté en 1995
dans la revue CIPR, ce travail est devenu l'article le plus référencé (plus de
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300 citations). Les auteurs ont suggéré de faire la prédiction de la stabilité en
utilisant les termes d'ordre zéro de la transformée de Fourier pour avoir une
approximation des variations de la force de coupe et atteindre une prédiction
plus précise du diagramme de lobes de stabilité. Cette méthode analytique a
été rehaussée par Altintas [79], pour un modèle en trois dimensions.
D'autres chercheurs ont tenté de prédire le DLS en utilisant des méthodes
analytiques. Insperger et Stépàn [80] ont appliqué la semi-discrétisation (SD)
en vue de convertir la DDE en une série d'équations diﬀérentielles ordinaires
autonomes (ODEs), avec des solutions connues. Henninger et Eberhard [81]
présentent des méthodes pour accroître l'eﬃcacité de calcul des méthodes de
semi-discrétisation, dans le cas des processus interrompus et non interrompus.
Gradisek et al. [63] comparent les limites de stabilité prévues par ZOA et les
SD méthodes. Ils arrivent à la conclusion selon laquelle les deux méthodes
sont similaires pour des valeurs d'immersion radiale élevées.
Toutefois, pour de faibles immersions radiales, les prévisions présentent
des diﬀérences considérables. Des investigations analytiques conduisent à la
mise en ÷uvre des méthodes de bifurcation (Hopf et Flip bifurcations), pour
la prédiction de stabilité [82].
Pour identiﬁer le diagramme de lobes de stabilité, le comportement du
système doit être prédit ou modélisé par la caractérisation ou la simulation de
la réponse du système machine-outil, porte-outil et outil de coupe. La fonc-
tion de transfert d'un système à plusieurs degrés de liberté peut être identiﬁée
par des tests dynamiques. La structure est excitée par un marteau d'impact
instrumenté avec un capteur de force piézoélectrique. Les vibrations qui en
résultent sont mesurées avec un capteur de déplacement, de vitesse ou d'ac-
célération [76]. Habituellement, la force d'impact fournie par le marteau a
une courte durée et peut être analysée comme une impulsion étroite avec un
spectre large bande. Ainsi, une large gamme de fréquences qui contient les
modes propres du système sera excitée. Cependant, un pot vibrant électroma-
gnétique ou éléctrohydraulique est plus eﬃcace qu'un marteau d'impact [76].
Une fois que la fonction de transfert est identiﬁée, il est nécessaire d'évaluer les
coeﬃcients de coupe pour des conditions de coupe spéciﬁques. Les coeﬃcients
de coupe peuvent être obtenus à partir des mesures de force dans les directions
d'avance et normale de coupe. Comme l'épaisseur instantanée du copeau et les
vibrations dépendent de la force de coupe et des paramètres modaux du sys-
tème, cela conduit à une représentation en boucle fermée. L'identiﬁcation des
valeurs propres de l'équation du système dynamique permet d'obtenir le DLS
déﬁni en tant que profondeur maximale de coupe axiale stable, en fonction de
la vitesse de la broche. Une fois que la fonction de transfert de la structure
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au point de coupe et la constante de coupe sont identiﬁées ou mesurées, le
DLS peut être calculé selon plusieurs étapes : (1) sélectionner une fréquence
du broutage autour d'un mode dominant, (2) calculer l'angle de phase de la
structure à la fréquence sélectionnée dans l'étape précédente, (3) calculer la
profondeur critique de coupe, (4) calculer la vitesse de rotation pour chaque
lobe de stabilité, et (5) répéter la procédure en balayant les fréquences du
broutage autour des fréquences naturelles du système [76].
La technique de couplage des sous-structures permet l'étude de la dyna-
mique de la broche et de l'outil séparément, puis de combiner les deux pour
obtenir une réponse globale du système. Une fois que la dynamique de la
broche est étudiée théoriquement ou expérimentalement, il est possible d'es-
timer la réponse à la pointe de l'outil pour des outils diﬀérents [83]. Compte
tenu de l'importance à la fois du diamètre de l'outil et du comportement dy-
namique, cette technique est très utile pour les utilisateurs de machines-outils.
Si les fabricants intègrent la dynamique de chacun de leurs produits dans un
logiciel utilitaire, l'utilisateur ﬁnal peut introduire la géométrie spéciﬁque des
outils pour obtenir la réponse fréquentielle. Cette fonction de transfert (FRF)
est utilisée comme une entrée pour le calcul du diagramme de lobes de stabi-
lité. À 0 rpm, la mesure de l'excitation et la réponse sont la méthode souvent
utilisée pour obtenir la FRF et peuvent être facilement réalisées par un test
d'impact avec un marteau d'impact et un accéléromètre. Cependant, en dyna-
mique, quand la machine fonctionne, la mesure de la FRF est impossible via
cette méthode. Par conséquent, les procédures alternatives ont été proposées
pour l'excitation sans contact et la mesure de la réponse. Abele et al. [84]
utilisent un palier magnétique actif (AMB), en vue d'identiﬁer la fonction de
transfert du système en dynamique, quand la broche tourne. Vu Viet Hung et
al. utilise la méthode ARMA à partir des réponses seulement [85].
Certains aspects en fraisage sont encore diﬃciles à modéliser tels que la
variation du comportement dynamique de la broche à des vitesses de rota-
tion élevées, la force centrifuge sur les roulements, l'eﬀet gyroscopique ou les
eﬀets thermiques modiﬁant les performances de la broche. Au ﬁl des ans,
les chercheurs ont ajouté d'autres facteurs aux modèles. Ils augmentent leur
complexité, mais aussi les phénomènes et les spéciﬁcités qui permettraient
d'améliorer leur exactitude. Movahhedy et Mosaddegh [86] incluent les eﬀets
gyroscopiques de la broche en rotation pour obtenir la FRF. À grandes vi-
tesses de rotation, l'eﬀet gyroscopique de la dynamique de la broche est plus
pertinent, aﬀectant les bords de stabilité du système [56]. Badri et al. [87]
ont étudié l'interaction entre le comportement vibratoire dû aux défauts de
roulements et celui de l'eﬀet gyroscopique dans les machines d'usinage à haute
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vitesse. Zatarain et al. [88] analysent l'inﬂuence de l'angle d'hélice sur la sta-
bilité. Insperger et al. [89] ont pris en considération le rôle de l'excentricité de
l'outil sur la stabilité du processus. Tang et Liu [90] étudient l'eﬀet de l'angle
d'hélice et l'angle de coupe à la normale sur la stabilité en fraisage en bout. Ils
tracent les lobes de stabilité en trois dimensions, aﬁn de montrer que la stabi-
lité de fraisage augmente avec l'augmentation de l'angle d'hélice et de l'angle
de coupe à la normale. Zatarain et al. [91] analysent le concept des facteurs
directionnels pour la stabilité en fraisage, mettant l'accent sur l'importance
des calculs multi-fréquentielles et notamment l'eﬀet de l'angle d'hélice dans la
sélection des meilleures conditions de coupe. Ahmadi et Ismail [40] présentent
un modèle dynamique pour étudier le broutage dans le fraisage des surfaces
courbes, sur une machine à cinq axes. Les auteurs ont calculé le taux d'avance
en post-traitant la trajectoire de l'outil et eﬀectuent la simulation du broutage
dans le domaine temporel.
A côté des modèles analytiques, d'autres techniques ont été utilisées pour
identiﬁer le DLS du système. Habituellement, les approches de modélisation
sont très sophistiquées. Les opérateurs ne sont pas assez bien formés pour les
appliquer, les interpréter et prendre des décisions. La modélisation comporte
elle-même des simpliﬁcations qui entraînent des erreurs ou des imprécisions.
Cette opération rend les prédictions diﬀérentes de la réalité. Les lobes de sta-
bilité sont très sensibles aux paramètres d'entrée du modèle, c'est-à-dire les
paramètres modaux et les coeﬃcients de coupe qui permettent de quantiﬁer
la résistance du matériau à la coupe. Une erreur dans l'estimation de la rigi-
dité ou le coeﬃcient d'amortissement augmente la profondeur de coupe. Une
erreur dans les coeﬃcients de coupe diminue les profondeurs de coupe. Par
conséquent, le DLS obtenu n'est valable que pour une combinaison de ces
éléments : la machine-outil, la broche porte-outil et un outil. Un changement
dans la forme ou les propriétés mécaniques de l'outil ou le porte-outil a besoin
de simuler un nouveau diagramme de lobes de stabilité. De la même manière,
les mêmes outil et porte-outil n'ont pas les mêmes performances sur diﬀérentes
broches.
Comme une alternative aux approches de modélisation, d'autres méthodes
basées sur des approches expérimentales, probabilistes ou artiﬁcielles ont été
proposées pour calculer des diagrammes de lobes de stabilité réels. Quintana
et al. [92] proposent une méthode expérimentale pour identiﬁer les DLS dans
les opérations de fraisage, sur la base de tests empiriques. Dans ce cas, la
pièce permet une augmentation progressive de la profondeur de coupe axiale
dans la direction d'avance, grâce à sa forme plan incliné. Ceci représente la
coordonnée y du DLS, tandis que la vitesse de la broche (la coordonnée x du
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DLS) est augmentée entre les passes. Le processus de coupe est interrompu
dès que le broutage est détecté et la frontière entre la coupe stable et instable,
c'est-à-dire le schéma lobe de stabilité est physiquement usiné sur la pièce.
Dans une autre approche expérimentale, Quintana et al. [93] recommandent
la technique de cartographie sonore pour l'identiﬁcation du DLS dans les pro-
cessus de fraisage. Plus tard, Quintana et al. [94] suggèrent une méthode de
prédiction expérimentale pour identiﬁer de véritables diagrammes des lobes
de stabilité en utilisant la procédure de plan incliné expérimental et en simpli-
ﬁant le nombre d'expériences pour la prédiction complète du DLS. Totis [95]
propose un algorithme probabiliste, méthode de prévision robuste du broutage
(RCPM), pour la prédiction de broutage en fraisage.
Certains chercheurs ont utilisé la méthode des éléments ﬁnis (FEM) pour
la simulation et la prédiction de la stabilité. Mahnama et Movahhed [96] pré-
sentent une approche pour la prédiction du broutage, basée sur la simulation
FEM de la formation des copeaux dans des conditions dynamiques. Plus ré-
cemment, le micro-usinage a émergé tel un nouveau sujet d'intérêt. Dans ce
processus, de miniatures outils de coupe à hautes vitesses de rotation modi-
ﬁent les phénomènes de coupe, la dynamique et les coeﬃcients de coupe de
l'opération, aﬀectant les lobes de stabilité [97].
1.3.4.2 Stratégies en cours du processus
L'estimation des lobes expliquée ci-dessus est l'approche hors-ligne pour
empêcher l'usinage instable, grâce à l'identiﬁcation de la frontière de stabi-
lité. Si les lobes sont soigneusement calculés, l'opérateur peut optimiser les
conditions de coupe pour l'usinage stable en cherchant les régions entre les
lobes. Ceci permet une grande profondeur de coupe axiale à usiner et aug-
mente le taux d'enlèvement de matière. Cependant, cette approche implique
une analyse complète de la dynamique de la machine. C'est une opération dif-
ﬁcile à réaliser pour les utilisateurs industriels. Elle nécessite une connaissance
approfondie du processus d'usinage et du matériau [98].
En outre, dans certains cas (par exemple, où il y a plus de trois axes ou
pour des pièces à parois minces), le DLS du système de l'outil de coupe, de
la machine-outil et de la pièce est en constante évolution. Il est complexe de
faire des prédictions à l'avance et planiﬁer le bon paramètre, qui va assurer
un fonctionnement stable [99]. Les méthodes basées sur la reconnaissance du
broutage n'ont pas besoin d'identiﬁcation du DLS. Pour de tels cas, les cher-
cheurs ont développé des méthodes de détection en ligne consistant au suivi
de certains paramètres du signal tels que les vibrations, le bruit, la puissance,
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etc.., avec diﬀérents types de capteurs ou d'instruments apportant des rensei-
gnements sur le processus. Hajikolaei et al. [100] ont développé deux stratégies
de contrôle aﬃn de supprimer les vibrations du broutage dans le processus du
tournage, la première stratégie consiste à moduler sinusoïdalement les varia-
tions de la vitesse de la broche pour perturber l'eﬀet régénératif. La deuxième
stratégie est basée sur la régulation adaptative de la force.
Le signal de coupe dynamique est recueilli par la force d'un dynamomètre.
La transformée de Fourier rapide est déterminée et une nouvelle vitesse de
broche est calculée dans le but de perturber le mécanisme de régénération.
Il a été démontré que le microphone est un excellent capteur pouvant être
utilisé dans cet objectif, en comparaison avec d'autres capteurs, tels que les
dynamomètres, les sondes de déplacement et d'accéléromètres. Ces derniers
ont donné de bons résultats en matière d'identiﬁcation du fraisage instable
[101]. Schmitz et al. [102] conseillent une méthode pour la reconnaissance du
broutage grâce à des évaluations statistiques de la variance du son de broyage,
avec un échantillonnage synchrone (un échantillon par tour de broche) du
signal.
Tsai et al. [103] présentent une prévention du broutage en temps réel eﬀec-
tuée par les rétroactions d'un signal acoustique de coupe. Ils recommandent
une stratégie de compensation de la vitesse de broche. Récemment, Okuma
[104] a présenté une solution commerciale pour la détection et l'évitement du
broutage, appelée usinage Navi. Cette application peut être mise en ÷uvre
dans les machines-outils, grâce à l'utilisation d'un microphone relié à un port
USB ou un accéléromètre piézoélectrique intégré dans la broche de la machine.
L'utilisation de microphones, pour capturer et analyser le son de coupe, a été
démontrée en tant que solution eﬃcace et pas chère. L'inconvénient majeur
est que le son provenant d'autres machines de l'usine peut introduire du bruit
au signal.
Cependant, il existe plusieurs techniques de traitement du signal pour
ﬁltrer le bruit et extraire les informations correctes. D'autre part, les accéléro-
mètres, pris en exemple, sont plus chers que les micros. Ils peuvent également
être aﬀectés par des vibrations provenant d'autres machines-outils à travers
le sol de l'atelier. Van et al. [105] proposent la détection en ligne du broutage
à son apparition, avant qu'il ne soit complètement développé. La détection
précoce du broutage permet aux opérateurs d'intervenir dans le processus et
d'éviter l'apparition du broutage. Faassen et al. [68] prétendent que la méthode
présentée peut être appliquée à l'aide de divers capteurs, mais pour des rai-
sons pratiques, ils préfèrent les accéléromètres. Tangjitsitcharoen et Moriwaki
[106] exposent une méthode de suivi, en cours de formation du copeau et du
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broutage pour les processus tournant, en utilisant la densité spectrale de puis-
sance (PSD). Kuljanic et al. [107] ont développé un système multi-capteurs
de détection du broutage pour l'application dans des conditions industrielles.
Tout d'abord, ils ont comparé plusieurs capteurs, tels que les dynamomètres
rotatifs, des accéléromètres, des capteurs d'émission acoustique et électrique.
Ils désiraient déterminer quels signaux sont les plus sensibles à l'apparition du
broutage.
Plus tard, Vela et al. [108] ont considéré les signaux des accéléromètres pour
détecter les instabilités sous diﬀérentes vitesses de rotation et de conditions de
coupe, en utilisant l'analyse de ﬂuctuation redressée (DFAE), adaptée pour
le domaine temps-fréquence. Ceci avait pour objectif de suivre l'évolution de
la dynamique de l'outil de coupe. Yao et al. [109] proposent une détection du
broutage en ligne et une méthode d'identiﬁcation basée sur les ondelettes ainsi
que les méthodes d'intelligence artiﬁcielle. La méthode permet l'identiﬁcation
du broutage avant qu'il ne soit complètement développé, en évitant les eﬀets
néfastes de la vibration auto-excitée avec une précision de 95%. Zhang et al.
[110] conseillent une approche hybride pour la surveillance du broutage basé
sur le modèle de Markov caché (HMM) et les réseaux de neurones artiﬁciels
(RNA). Le modèle caché de Markov permet la modélisation temporelle des
caractéristiques extraites à partir des signaux variants dans le temps.
Le principal inconvénient des techniques en ligne provient du fait qu'elles
attendent que le problème apparaisse, puis prennent des mesures alors que
la détérioration de la pièce et des composants des machines-outils sont déjà
faits. Les opérations d'ébauche ne sont pas un problème, mais ce n'est pas
une bonne solution pour le fraisage de ﬁnition. En outre, du matériel sup-
plémentaire est très souvent nécessaire pour détecter et prendre des mesures.
Il peut être coûteux. Ces facteurs rendent les solutions analytiques prédic-
tives plus intéressantes par comparaison, bien qu'ils aient aussi à faire face à
des problèmes particuliers. L'un des objectifs principaux de cette recherche
en ligne est l'identiﬁcation du broutage dès que possible, dès que le brou-
tage commence à se manifester et n'est pas complètement développé, dans le
but de réduire l'ensemble de ses eﬀets négatifs. Il est important tout d'abord
d'obtenir des signaux pertinents et utiles, avant de trouver des algorithmes
eﬃcaces de traitement du signal. L'aide du capteur est indispensable à cette
technique. Néanmoins, les capteurs externes (dynamomètres, accéléromètres,
capteurs de courant, etc) utilisés pour la surveillance de processus et d'iden-
tiﬁcation du broutage doivent être placés dans la structure de la machine,
à un endroit ﬁxe à proximité du processus. Ils permettent de recueillir des
signaux ﬁables, tout en diminuant les dissipations des informations. De plus,
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les algorithmes de traitement des signaux et de reconnaissance du broutage
travaillent en parallèle dans un autre ordinateur, pas sur l'écran CN.
1.3.4.3 Evitement passif du broutage
Ces méthodes sont basées sur l'amélioration de la conception de la machine-
outil, pour changer sa performance par rapport à des vibrations ou à l'utili-
sation de dispositifs supplémentaires. Ces derniers peuvent absorber l'énergie
supplémentaire ou perturber l'eﬀet régénératif. Comme exemple de dispositifs
passifs d'amortissement des éléments installés dans la machine-outil avec une
rigidité plus faible, nous pouvons citer les amortisseurs de friction, les amor-
tisseurs de masse et les amortisseurs accordés. Cette ligne de recherche vise à
assurer un fonctionnement sans broutage à l'aide de stratégies passives avec
pour objectif principal d'amortir, de réduire et de maîtriser les phénomènes.
Wang et Lee [111] suggèrent des changements dans le comportement dy-
namique de la machine-outil, en redéﬁnissant le composant le plus faible de la
structure. Ils ont eﬀectué plusieurs essais de coupe. L'analyse de la vibration
du processus a révélé que la broche a été le composant le plus faible. Marui
et al. [112] ont augmenté la capacité d'amortissement d'un système d'outil de
coupe avec des plaques de friction intérieure.
L'utilisation de techniques ou de méthodes passives pour éviter le broutage,
la réduction ou la suppression est en grande partie liée à la conception des
machines-outils. C'est la raison pour laquelle les fabricants de machines-outils
ne produisent pas beaucoup de publications au sujet de leurs activités de base.
1.3.4.4 Evitement actif du broutage
Les systèmes actifs, pour l'élimination du broutage, se distinguent des mé-
thodes passives principalement par leur capacité à surveiller l'état dynamique
du système machine-outil, de diagnostiquer un événement certain et d'exé-
cuter activement les décisions qui changent, si nécessaire, le système à une
situation plus satisfaisante. Les systèmes actifs de réduction de vibration sont
couramment composées d'éléments de surveillance, de diagnostic et d'exécu-
tion. Cette stratégie est de plus en plus prépondérante grâce aux progrès de
ces dernières années, dans des domaines tels que les ordinateurs, les capteurs
et les actionneurs. Avec ces stratégies, le DLS est activement développé, ou au
moins modiﬁé. Leur mise en ÷uvre nécessite l'utilisation de certains éléments
capables de moduler la quantité de travail fourni, en absorbant ou fournissant
de l'énergie.
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Dohner et al. [113] ont adopté une approche de contrôle actif pour atté-
nuer le broutage activement, en élargissant le diagramme de lobes de stabilité.
Chiou et al. [114] exposent un algorithme pour contrôler le broutage, en chan-
geant la fonction de réponse de la structure et ses propriétés modales et en
utilisant un palier de roulement de la broche électrostatique actif. Pour la
suppression du broutage active, une autre méthode est de faire varier la vi-
tesse de rotation pour perturber les eﬀets régénérateurs [100, 115]. Le concept
est similaire à l'utilisation des fraises à pas variable [45], mais la variation
de vitesse de broche (SSV) est plus ﬂexible. Il s'agit d'une technique bien
connue pour supprimer les vibrations régénératives des machines-outils, mais
nous la considérons d'ordinaire comme plus eﬃcace que pour de faibles vi-
tesses de rotation. Ganguli et al. [116] conseillent l'utilisation d'un système
d'amortissement actif, basé sur un accéléromètre avec pour but de mesurer les
vibrations des machines-outils et un dispositif électromagnétique d'amortis-
sement aussi appelé amortisseur de masse active (AMD), pour améliorer les
limites de stabilité du système.
1.3.5 Conclusions
Les vibrations en usinage proviennent du manque de rigidité dynamique
de certains composants de la machine-outil, du porte-outil, de l'outil de coupe
et de la pièce du système. Elles peuvent être divisées en vibrations libres,
forcées et auto-excitées. Si le système est bien équilibré, le deuxième type de
vibrations est dû à l'épaisseur variable des copeaux et la nature du processus
interrompu. Cela signiﬁe qu'ils sont toujours présents. Par conséquent, pour
éviter les dommages, le niveau de vibration doit être contrôlé. La vibration
auto-excitée la plus commune est le broutage régénératif.
Un grand nombre de recherches a été menée sur le problème du broutage,
depuis les années 1950, lorsque Tobias et Fishwick [36], Tlusty et Polacek [73]
ont présenté les premiers résultats de recherche qui portent sur ce phénomène.
Beaucoup de progrès signiﬁcatifs ont été réalisés au cours de ces dernières an-
nées. Les progrès de l'informatique, les capteurs et les actionneurs ont amélioré
la compréhension des phénomènes. Des stratégies furent développées et opti-
misées pour résoudre le problème. Cette partie passe en revue un état de l'art
sur le problème du broutage et classe les méthodes visant à assurer une coupe
stable.
• les stratégies hors processus sont axées sur la prévision, l'estimation ou
l'identiﬁcation du DLS à travers la modélisation des processus d'usinage
et d'analyse des méthodes expérimentales ;
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• en cours de fabrication, les stratégies sont axées sur l'identiﬁcation ou la
reconnaissance du broutage par l'utilisation de plusieurs méthodologies
de détection et de surveillance des processus basées sur le traitement du
signal ;
• les stratégies passives sont axées sur l'utilisation d'éléments passifs, des
dispositifs, des méthodes ou des techniques qui changent ou modiﬁent
le comportement du système et améliorent sa performance contre le
broutage ;
• les stratégies actives sont axées sur l'utilisation des éléments, des stra-
tégies, des dispositifs ou des actionneurs qui modiﬁent activement le
comportement du système pour supprimer le broutage dès qu'il se pro-
duit.
De nombreuses études ont été menées pour simuler l'apparition des vibra-
tions auto-excitées. Quatre grandes familles de méthodes existent :
Les méthodes analytiques
Le principe de ces méthodes consiste à linéariser le système et à rechercher
les conditions de stabilité. Plusieurs simpliﬁcations sont introduites impliquant
une diminution de la complexité des équations et par conséquent une diminu-
tion du temps de calcul nécessaire à la résolution du problème. Le principe de
la modélisation analytique, développée par Tlusty en tournage, a été étendu
au cas du fraisage par lui-même [69]. Dans [76], Altintas et Budak utilisent
une autre technique pour transformer l'équation dynamique d'usinage à un
système invariant dans le temps qui dépend de l'immersion radiale.
L'étude des équations diﬀérentielles
La méthode de semi-discrétisation est introduite par Davies au début des
années 2000 [117] et détaillée par Insperger [80]. La résolution consiste à dis-
crétiser les termes de l'équation dynamique décrivant le système. L'analyse de
la stabilité des équations diﬀérentielles à terme de retard (théorie de Floquet)
est un domaine de recherche très actif, mais un peu décalé de la fabrication
mécanique.
L'analyse temporelle
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Le principe de cette méthode est de calculer pour chaque pas temporel le
comportement réel de l'outil et donc la résolution des équations modélisant
le système mécanique. Les auteurs Tlusty et Ismail en ont fait la résolution
dans le domaine temporel [118]. La stabilité du système est caractérisée par
la réponse en fonction du temps, quand il est écarté de son régime station-
naire. L'analyse de la convergence ou de la divergence des vibrations permet
de déterminer la stabilité du système. Smith [46] s'est intéressé aux vibra-
tions maximales de l'outil (crête à crête), en balayant plusieurs conditions de
coupe et en calculant dans le domaine temporel ces vibrations. Le diagramme
de lobes de stabilité ainsi obtenu contient, en plus, des limites d'instabilité.
les méthodes d'éléments ﬁnis
La méthode de simulation par éléments ﬁnis (FEM) consiste à modéliser
par éléments ﬁnis la pièce, la machine ou les deux, dans le but de calculer
le comportement de l'ensemble à chaque pas temporel. L'application de cette
méthode en tournage est développée par Mahdavinejad [119]. Mehdi l'a utilisée
dans le cadre du tournage d'une pièce mince cylindrique [120]. De nombreux
phénomènes diﬃciles à modéliser viennent renforcer la complexité du problème
(couplage thermomécanique, friction entre le copeau et l'outil). Le couplage
de ces phénomènes avec les vibrations de l'outil va encore alourdir le modèle.
Dans l'environnement de la production, le broutage peut être souvent dé-
tecté par un opérateur expérimenté des machines-outils, à cause du bruit gé-
néré lors de l'opération de coupe et de l'état de ﬁnition de surface. Toutefois,
un certain nombre de facteurs ont motivé la recherche des techniques avancées
de détection du broutage, parmi lesquels :
a) la nécessité de l'automatisation de la procédure de détection,
b) l'évidence de l'erreur humaine.
C'est pourquoi un large éventail d'approches ont été développées. Sims
[121] fait une tentative pour les classer (voir ﬁgure 1.7). Nous rappelons ici
les principales méthodes présentées dans la littérature.
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1.4 Simulation analytique du diagramme des lobes
de stabilité
1.4.1 Caractérisation des paramètres modaux de la ma-
chine
Cette étude repose sur l'estimation de la fonction de transfert entre l'outil
et le capteur de vibration.
La détermination de la réponse impulsionnelle (R.I) est un paramètre im-
portant pour identiﬁer les lobes de stabilité [76]. Cette R.I représente le com-
portement dynamique du système outil-broche-machine. Le test d'impact, une
méthode largement utilisée pour réaliser une analyse modale [76], consiste à
émettre une impulsion couvrant une large gamme de fréquence sur une struc-
ture au repos. Cette force est appliquée au bord de l'outil (à l'arrêt) et mesurée
en même temps à l'aide d'un capteur de force intégré au marteau d'impact.
Une mesure de la réponse vibratoire se fait en parallèle avec la mesure de la
force. La fonction de transfert entre la réponse et la force permet d'identiﬁer
la réponse impulsionnelle.
Cette méthode présente l'inconvénient que la mesure se fait sur la structure
de manière statique. Ceci ne représente pas la dynamique réelle de la réponse
impulsionnelle lorsque la machine est en fonctionnement à très haute vitesse et
ne tient pas compte des non-linéarités (ﬁgure 1.8). Les résultats de l'analyse
modale sur la machine Huron seront présentés dans la section d'analyse des
résultats.
1.4.2 Simulation du diagramme des lobes de stabilité
Pour simuler le diagramme des lobes de stabilité, nous nous sommes basés
sur les travaux de Altintas et Budak [76]. Ils y utilisent une technique pour
transformer l'équation dynamique d'usinage à un système invariant dans le
temps, qui résulte de l'immersion radiale. Similaire à Tlusty, ils approximent
la force de coupe dépendant du temps à une valeur moyenne, mais ils emploient
une autre approche pour identiﬁer cette moyenne.
L'analyse cinématique conduit à l'obtention d'une relation matricielle entre
les eﬀort et les déplacements :(
Fx(t)
Fy(t)
)
=
1
2
Ktb
[
axx(t) ayx(t)
axy(t) ayy(t)
]
.
(
∆x(t)
∆y(t)
)
(1.2)
b représente la profondeur de passe, Kt la pression spéciﬁque de coupe. Les
axx
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r=−∞∑
r=∞
[Ar]e
irwt
w = 2piftooth (
rad
s
)
[Ar] =
1
Ntτ
∮ 0
Ntτ
[A(t)]e−irwtdt
[A0]
(
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=
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régénératives. À l'opposé, les conditions de coupe correspondant à une zone
instable vont générer un usinage avec vibrations régénératives.
1.4.4 Conclusion
De nombreuses méthodes analytiques ont été développées pour prédire les
zones favorable à un usinage stable. Une procédure de simulation analytique
du diagramme de lobes de stabilité est présentée avec un exemple de valida-
tion. Nous avons appliqué cette méthode sur les données issues de la machine
Huron pour simuler le diagramme. Les résultats obtenus seront présentés dans
la section des résultats.
1.5 Synthèse
La surveillance du procédé d'usinage (détection du broutage et d'usure des
outils) est cruciale dans le processus de fabrication. Leur suivi est un enjeu
majeur pour : (1) assurer une meilleure qualité de surface, (2) augmenter la
productivité et (3) protéger à la fois les machines et les pièces en toute sécurité.
Le broutage est engendré à partir des vibrations de type auto-entretenues, qui
peuvent survenir en cours d'usinage, pour des combinaisons spéciﬁques de
paramètres de coupe, la profondeur de coupe et la vitesse de broche. L'usure
de l'outil peut se produire progressivement sur la face de l'outil due au contact
avec le copeau ou sur la face en dépouille, à cause de la friction entre l'outil
et le matériau de la pièce.
Certains facteurs, à l'exemple de la nécessité de l'automatisation de la
détection des dommages et l'évitement des erreurs humaines, ont motivé la
recherche des méthodes de détection plus avancées. Ces méthodes peuvent
être appliquées à une variété de signaux de mesure tels que les signaux d'ac-
célération, de vitesse, de déplacement, de force... etc.
Cependant, ces méthodes souﬀrent de la largeur de la bande disponible
des capteurs et de la nature stationnaire du processus supposé, surtout dans
le domaine du traitement du signal. Étant donné la nature variée des phé-
nomènes physiques, l'invariance temporelle et la notion de stationnarité sont
souvent violées dans la pratique. Ainsi, l'étude des systèmes variant dans le
temps et la non-stationnarité des processus sont bien motivées. La prise en
charge des processus cyclostationnaires, qui sont caractérisés par la périodi-
cité qu'ils présentent dans leurs propriétés statistiques, est plus appropriée. La
reconnaissance de la cyclostationnarité des signaux des machines tournantes
permet de tenir compte du comportement non stationnaire, conduisant à la
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fois au développement d'algorithmes adaptatifs à plusieurs outils, y compris la
transformée de Fourier à Court Terme (TFCT), et aux représentations temps-
fréquence comme Wigner Ville ainsi que d'autres outils sophistiqués qui sont
plus eﬃcaces et plus précis que ceux utilisés traditionnellement.
1.6 Objectifs de l'étude
L'objectif de la première voie de recherche est d'étendre le champ d'ap-
plication de la cyclostationnarité à des signaux obtenus à partir du centre
d'usinage à grande vitesse, dans diﬀérentes conditions de coupe (conditions
stables, broutage, usure de l'outil). A la connaissance des auteurs, ce genre
d'analyse n'a pas été appliqué à ce type de signaux [122, 123].
Les approches angulaires permettent de caractériser les excitations pério-
diques des machines tournantes, même pour des systèmes fonctionnant à des
vitesses variables. Le développement de nouveaux formalismes basés sur la
description angulaire constitue également une réelle opportunité pour les ou-
tils de modélisation, dans l'intention de décrire et contrôler le comportement
vibratoire des machines tournantes. La surveillance d'usinage, en utilisant les
signaux de vitesse angulaire instantanée de la broche, est peu exploitée en
usinage. Cette piste qui semble être prometteuse, constitue la deuxième voie
de notre recherche. Au cours de cette partie, nous allons présenter une in-
vestigation des signaux de vitesse angulaire instantanée pour la détection du
broutage. Nous montrerons la corrélation de ces signaux avec les signaux de
force de coupe et comment nous exploitons ces deux types de signaux pour
développer des indicateurs, en tirant parti de leurs propriétés de cyclostation-
narité.
Vu les non-linéarités et la non-stationnarité du processus d'usinage (com-
plexité de processus, les eﬀet gyroscopiques...), les réseaux de neurone semblent
l'approche de classiﬁcation la plus adéquate à appliquer, en ce qui concerne
les signaux de vibration, avec pour objectif de séparer la stabilité lors des cas
instables. Dans la troisième voie de notre recherche, nous nous focalisons sur
le développement d'une nouvelle méthodologie pour la détection du broutage,
dans les centres d'usinage à grande vitesse. Cette méthodologie combine les
techniques issues du traitement de signal et celles provenant de l'intelligence
artiﬁcielle.
Nous résumons les voies de ce projet de recherche en trois points :
• l'application de la cyclostationnarité sur les signaux d'accélération, pour
développer des outils servant à détecter le broutage et l'usure d'outil ;
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• l'exploitation de la vitesse angulaire instantanée et la comparaison avec
les signaux de force de coupe, pour la détection du broutage ;
• le développement d'une méthodologie qui fusionne les outils du traite-
ment de signal et les techniques issues de l'intelligence artiﬁcielle pour
la détection du broutage.
Le chapitre suivant introduit les notions de base de la cyclostationnarité et
explique la méthode d'échantillonnage angulaire utilisée pour échantillonner
les signaux d'accélération.
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2.1 Introduction
Les outils de maintenance d'aujourd'hui résultent de la convergence entre le
traitement de signal et la mécanique, en devenant de plus en plus inévitables.
Deux types d'outils sont proposés : ceux qui fonctionnent en temps réel et
fournissent des résultats instantanés et ceux qui ne fonctionnent pas en temps
réel. Nous nous sommes intéressés ici à l'étude des outils de cette seconde
catégorie pour les centres d'usinage à grande vitesse. Ces centres sont classés
parmi les machines tournantes, dans le cadre de la surveillance par analyse
vibratoire.
Les méthodes classiques de traitement de signal abordent le signal d'un
point de vue stationnaire. Les outils traditionnels tels que les indicateurs glo-
baux de type scalaires ou vectoriels sont alors inadaptés ou insuﬃsants pour
traiter les processus cyclostationnaires issus des machines tournantes. En eﬀet,
la plupart des machines tournantes et alternatives produisent des signaux cy-
clostationnaires. L'extension des outils issus du cas stationnaire vers ceux du
cas cyclostationnaire permet d'appréhender les caractéristiques de ces signaux
en intégrant une dimension supplémentaire.
Il apparait en réalité que la majorité des signaux mécaniques sont in-
trinsèquement non-stationnaires, à cause des phénomènes évolutifs qui les
génèrent. Il s'avère qu'une partie de l'information qu'ils véhiculent se situe
justement dans cette non-stationnarité. Même si elle simpliﬁe quelque peu les
traitements, l'hypothèse de la stationnarité est incapable de révéler certaines
informations. La cyclostationnarité permet quant à elle de montrer ces in-
formations pour les phénomènes aléatoires ou déterministes, cas particuliers
de non stationnarité. Il sera alors possible dans ce cadre, d'adjoindre aux in-
dicateurs classiques, une dimension supplémentaire traduisant son évolution
cyclique. L'existence de cette évolution cyclique conduit naturellement à ex-
ploiter la cyclostationnarité de ces signaux, c'est à dire la périodicité de leurs
paramètres statistiques.
2.2 Historique de la cyclostationnarité
Les signaux cyclostationnaires se trouvent dans plusieurs phénomènes phy-
siques de nature périodique. La cyclostationnarité est une propriété qui ca-
ractérise les processus stochastiques dont les propriétés statistiques varient
périodiquement par rapport à certaines variables génériques.
La cyclostationnarité a permis d'améliorer la précision et la ﬁabilité d'al-
gorithmes existant en milieu bruité. Elle a également permis d'obtenir des
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résultats intéressants en séparation aveugle de sources [124, 125] et en iden-
tiﬁcation en analyse modale expérimentale [126]. Des études ont déjà mis en
évidence la cyclostationnarité des signaux des moteurs thermiques [127], des
roulements [128], des engrenages [129] et récemment des machines d'usinage
[123, 130].
Dans des travaux récents, la classe des processus presque cyclostationnaires
est étendue à des processus généralisés presque cyclostationnaires (GACS). Le
processus GACS expose des fonctions statistiques multi-variées qui sont des
fonctions presque-périodiques dans le temps, dont l'estimation des séries de
Fourier des processus GACS ont des coeﬃcients et des fréquences qui peuvent
dépendre du retard τ [131, 132].
La reconnaissance de la cyclostationnarité des signaux de machines tour-
nantes permet de prendre en compte leur non-stationnarité naturelle et par
là-même occasion de concevoir de nouveaux outils de traitement plus eﬃcaces
et plus précis (mieux adaptés) que ceux traditionnellement basés sur l'hypo-
thèse de stationnarité. L'idée (L'innovation) réside en l'ajout d'une dimension
supplémentaire liée à la variable angulaire qui décrit l'évolution de la machine.
De cette manière, on déﬁnit des indicateurs énergétiques et spectraux instan-
tanés ou cycliques. Nous allons discuter brièvement d'un processus physiques
dont on peut s'attendre à ce qu'ils soient cyclostationnaires, car il résulte de
systèmes soumis à des phénomènes autant aléatoires que périodique.
Les signaux acoustiques et vibrations :
Les signaux acoustiques et vibratoires générés par les machines tournantes
tel que les moteurs, les pompes, les hélicoptères présentent un caractère pério-
dique. Le caractère aléatoire peut provenir du caractère aléatoire de la charge
sur la machine ou de la vitesse.
2.3 Déﬁnitions, Propriétés, Représentations
2.3.1 Processus aléatoires
L'approche stochastique est commode pour modéliser les signaux issus de
processus physiques. Un processus stochastique réel X(t) est un ensemble de
signaux aléatoiresXk(t) ∈ RR , k ∈ Z qui sont appelés "réalisations" deX(t).
Les processus stationnaires sont les premiers processus stochastiques étu-
diés. Ils sont les plus faciles à mesurer et à caractériser puisque leur propriétés
statistiques sont constantes. Ces processus ont souvent été abusivement exploi-
tés pour traiter des processus non stationnaires jusqu'à l'introduction d'une
nouvelle catégorie de processus : les processus cyclostationnaires[133, 134]. ces
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derniers incluent les processus stationnaires comme des cas particuliers.
Les processus stochastiques sont caractérisés par leurs densités de proba-
bilité. Cette information est inconnue d'où l'intérêt d'estimer les descripteurs
statistiques. Les statistiques d'ordre supérieur, autrement dit les moments et
cumulants d'ordre supérieur, sont utilisées essentiellement en complément des
statistiques d'ordre deux. Elles donnent une description plus complète des
données et de leurs propriétés [135].
Considérons un signal échantillonné, avec Ts le pas d'échantillonnage, n
l'indice temporel : Xk(nT s) = Xk[n] ; k, n ∈ Z et Xk[n] est la discrétisation
réelle du processus stochastique.
Déﬁnition 1 Un processus aléatoire est dit cyclostationnaire d'ordre p
fortement (resp. faiblement) si ses statistiques jusqu'à l'ordre p sont pério-
diques (resp. presque périodiques)[135].
Si un signal est cyclostationnaire à tout ordre, il sera cyclostationnaire
au sens strict. Mais bien entendu, il pourra l'être faiblement ou fortement.
La périodicité (ou presque-périodicité) s'entend ici sur le temps. Nous voyons
donc apparaître la notion fondamentale de temps de référence, qui est absente
de toutes les théories stationnaires. En eﬀet, pour un signal stationnaire, les
corrélations entre p instants du signal ne dépendent que des écarts entre les
instants. Par contre, cette propriété disparaît en non-stationnaire où le rôle
de l'instant de référence devient primordial.
2.3.2 Les ordres de cyclostationnarité
A. Cyclostationnarité du premier ordre
Déﬁnition 2 Le moment du premier ordre du processus Xk[n] correspond
à la moyenne, µx[n] de ses réalisations µx[n] = E{Xk[n]}. Un processus est dit
cyclostationnaire du premier ordre si son moment d'ordre (1) est périodique
avec une période N [136] :
µX [n] = µX [n+N ] ∀n ∈ Z (2.1)
Le moment d'ordre (1) est périodique et accepte donc une décomposition
en séries de Fourier :
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µX [n] =
∑
k∈Z
µkXe
j2pifkn (2.2)
µkX sont les coeﬃcients de Fourier de µX [n] aux fréquences discrètes fk =
k
N
B. Cyclostationnarité du deuxième ordre
Le moment d'ordre deux de processus aléatoire Xk[n] est :
RX [n, τ ] = E
{
X[n+ βτ ]X[n− β¯τ ]} , β + β¯ = 1 (2.3)
Le paramètre β permet d'avoir une formulation générale des diﬀérentes
déﬁnitions équivalentes dans la littérature. β = 1
2
correspond à la version sy-
métrique de la fonction d'autocorrélation. β = 1 ou , β = 0, correspond à la
version asymétrique de la fonction d'autocorrélation. τ est un nombre entier
appartient à Z.
Généralement, le processus aléatoireXk[n] est centré pour pouvoir analyser
uniquement les contributions d'ordres supérieurs à (1). On obtient alors le
moment centré d'ordre deux :
CX [n, τ ] =E
{
(X[n+ βτ ]− µX [n+ βτ ])(X[n− β¯τ ]− µX [n− β¯τ ])
}
β + β¯ = 1
(2.4)
Remarquons que si τ = 0, nous retrouvons la déﬁnition de la variance.
Par la suite, nous considérons systématiquement les déﬁnitions centrées
des moments d'ordre deux.
Déﬁnition 3 Le processus aléatoire Xk[n] est cyclostationnaire de pé-
riode N à l'ordre (2) si son moment d'ordre (2) (fonction autocorrélation) est
périodique de période N :
CX [n, τ ] = CX [n+N, τ ] ∀n ∈ Z (2.5)
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La fonction d'autocorrélation instantanée est périodique, par conséquent
elle admet un développement en séries de Fourier :
CX [n, τ ] =
∑
αk∈A
CX [αk, τ ]e
j2piαkn (2.6)
La somme est eﬀectuée sur les multiples entiers de la fréquence fondamen-
tale réduite α = 1
N
. Dans cette décomposition, α est appelé la fréquence cy-
clique, A : {αk = kN , k ∈ Z} est l'ensemble des fréquences cycliques. CX [αk, τ ]
est appelé la fonction d'autocorrélation cyclique (FAC) donnée par :
CX [αk, τ ] = lim
N−→∞
1
N
N−1∑
n=0
CX [n, τ ]e
−j2piαkn (2.7)
Il s'agit d'une fonction continue de la variable τ et discrète de la variable
α. La limite est supposée exister dans le sens des moindres carrés. Elle est non
nulle pour quelques α 6= 0 et elle présente par rapport à α et τ les propriétés
de symétries suivantes :
CX [αk,−τ ] = CX [αk, τ ]
CX [−αk, τ ] = C∗X [αk, τ ]
(2.8)
Dans le cas strictement stationnaire, la fonction d'autocorrélation cyclique
est nulle pour toutes les fréquences α 6= 0. En eﬀet, pour α = 0, la fonction
d'autocorrélation cyclique devient exactement la fonction d'autocorrélation
classique. Cette propriètès du modèle cyclostationnaire fait de lui un modèle
attractif dans beaucoup d'application notamment en télécommunications.
Un processus qui vériﬁe (2.1) et (2.5) est dit cyclostationnaire au sens
large (CSSL). Dans cette étude, nous nous intéressons aux processus cyclo-
stationnaire au sens large qui représente le cas le plus probable en mécanique
vibratoire.
2.3.3 Descripteurs fréquentiels de deuxième ordre
Dans le cas stationnaire, le théorème deWiener-Khintchine permet de dé-
ﬁnir la densité spectrale de puissance (DSP) d'un processus comme étant
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la transformée de Fourier de sa fonction d'autocorrélation. Ce théorème est
vrai [137] dans le cas cyclostationnaire et permet d'écrire :
WX [n, f ] = Fτ{CX [n, τ ]} =
+∞∑
−∞
CX [n, τ ]e
−j2pifτ (2.9)
Fτ{} désigne la transformée de Fourier par rapport à la variable τ et
WX [n, f ] présente le spectre de Wigner-Ville (version stochastique de la distri-
bution de Wigner-Ville DWV). Cette quantité est aussi périodique par rapport
à la variable n. Par la suite, elle admet selon la variable n, le développement
en séries de Fourier :
WX [n, f ] =
∑
αk∈A
SX [αk, f ]e
j2piαkn (2.10)
Comme dans le cas de développement en Séries de Fourier de la fonction
d'autocorrélation cyclique, donnée par l'équation (2.6), la somme ici est eﬀec-
tuée sur l'ensemble des fréquences cycliques. Le coeﬃcient de Fourier SX [αk, f ]
est appelé la fonction de corrélation spectrale ou la densité spectrale de puis-
sance cyclique et elle est donnée par :
SX [αk, f ] = lim
N−→∞
1
N
N−1∑
n=0
WX [n, f ]e
−j2piαkn (2.11)
En remplaçant la fonction d'autoccorrélationWX [n, f ] dans l'équation (2.9)
par son développement en séries de Fourier donnée par l'équation (2.6) et en
identiﬁant le résultat obtenu au développement de l'équation (2.10), on ob-
tient une relation semblable à celle de Wiener-Khintchine dans le domaine
des fréquences cycliques :
SX [αk, f ] = Fτ{CX [αk, τ ]} (2.12)
La fonction de corrélation spectrale est bien la transformée de Fourier de
la fonction d'autocorrélation cyclique. Elle présente les mêmes propriétés que
cette dernière.
Lorsque α = 0, on retrouve la déﬁnition de la densité spectrale de puissance
classique. Idéalement, dans le cas cyclostationnaire, la corrélation spectrale est
discrète suivant les fréquences α.
SX [αk, f ]
{ = 0 si αk = kN , ∀k ∈ Z
0 sinon.
n τ α ⇔
α = 0
SX [0, f ]
CX [0, τ ]
α = 0
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espace d'analyse dépend de l'application étudiée. Par exemple, pour les ma-
chines tournantes, l'espace (fréquence cyclique, fréquence) est plus adapté à
la recherche des fréquences cycliques cachées représentatives des défauts.
L'autocorrélation cyclique peut être interprétée comme une mesure de la
corrélation temporelle entre les composantes spectrales du signal distantes de
la fréquence cyclique α, ou en d'autre terme l'intercorrélation des signaux u(t)
et v(t), versions décalées du signal en fréquentielle respectivement de +α/2 et
−α/2.
2.3.4 Exemple de processus cyclostationnaire
La plupart des signaux issus des systèmes de télécommunications sont cy-
clostationnaires. Cette propriété est induite par le codage du message et (ou)
par la fréquence de la porteuse. Pour illustrer la notion de la cyclostationnarité,
deux exemples pratiques liés aux modulations numériques sont étudiés [139].
A. Modulation d'amplitude d'un train d'impulsions
La modulation d'amplitude d'un train d'impulsions caractérise les proprié-
tés cyclostationnaires d'un signal M-aire (i.e le message peut prendre M états
distincts). Ce genre de signal est à la base de toute modulation numérique.
Soit bk une suite aléatoire blanche, stationnaire et indépendante de sym-
boles numériques de durée Tsym. Le message est mis en forme par un ﬁltre
d'émission. Le signal temporel x[n] s'écrit :
x[n] =
+∞∑
−∞
bkh[n− kTsym] (2.14)
avec h[n] la réponse impulsionnelle du ﬁltre d'émission et Tsym la durée de
l'impulsion.
x[n] est cyclostationnaire de période cyclique Td = Tsym, c'est à dire que
la période cyclique est égale à la durée d'un symbole. En eﬀet, en reprenant
les formules (2.7) et (2.12), la fonction d'autocorrélation cyclique et le spectre
cyclique de x[n] sont [139] :
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Cx[α, τ ] =
α2a
Tsym
+∞∑
−∞
Ch[α, τ ]δ[α− k
Tsym
] (2.15)
avec α2a la variance de an et Ch[α, τ ] la fonction d'autocorrélation cyclique
de h[n].
Sx[α, f ] =
α2a
Tsym
+∞∑
−∞
H[f +
k
2Tsym
]H[f − k
2Tsym
]∗δ[α− k
Tsym
] (2.16)
avec H[f] la transformée de Fourier de h[n].
Dans le cas particulier d'un ﬁltre dont la mis en forme rectangulaire déﬁnie
par :
h[n] =
{
1 si |n| ≤ Tsym
0 si ailleurs
(2.17)
La ﬁgure 2.2 et la ﬁgure 2.3 montrent les deux fonctions d'autocorrélation
instantanée en échelle linéaire et logarithmique. On peut remarquer aisément
que la fonction d'autocorrélation cyclique est périodique de période cyclique
Tsym.
La ﬁgure 2.4 représente la fonction de corrélation spectrale du signal et
met en évidence sa cyclostationnarité.
B. Modulation d'amplitude
Le simple fait de moduler un signal aléatoire stationnaire par une fré-
quence porteuse rend le signal ﬁnal cyclostationnaire. Sa période cyclique est
directement liée à la fréquence de l'onde porteuse [139].
Soit a(t) un signal réel stationnaire (un bruit blanc), et f0 la fréquence de
porteuse, le signal modulé x(t) s'écrit :
x(t) = a(t) · cos(2pif0t+ φ0) (2.18)
avec φ0 le déphasage initiale.
La fonction d'autocorrélation cyclique et le spectre cyclique de x(t) sont :
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Figure 2.2  Fonction d'autocorrélation cyclique en échelle linéaire d'un train
d'impulsions modulé en amplitude. Cx[α, τ ] est non nulle pour certaines va-
leurs de α. Celles-ci sont les multiple de 1
Tsym
.
Cx[αk, τ ] =
1
2
Ca[τ ] cos[2pif0τ ]δ[α] +
1
4
Ca[τ ]
ej2φ0δ[α− 2f0] + e−j2φ0δ[α + 2f0]
(2.19)
Sx[αk, f ] =
1
4
Sa[f + f0]δ[α] +
1
4
Sa[f − f0]δ[α]
+
1
4
Sa[f ]e
j2φ0δ[α− 2f0] + e−j2φ0δ[α + 2f0]
(2.20)
Ca[τ ] et Sa[f ] sont respectivement la fonction d'autocorrélation et le spectre
de puisssance de a(t). Cx[αk, τ ] et Sx[αk, f ] sont non nuls pour {α = ±2f0 et α =
0}. x(t) est cyclostationnaire de période cyclique 1
2f0
(voir ﬁgure 2.5 et 2.6).
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Figure 2.3  Fonction d'autocorrélation cyclique en échelle logarithmique
d'un train d'impulsions modulé en amplitude.
2.3.5 Ergodicité et Cycloergodicité
A. Ergodisme
L'estimation des moyennes d'ensembles est réalisée, en général, en utilisant
des moyennes empiriques. Dans l'étude d'un système déterminé, les moyennes
empiriques sont obtenues en utilisant un grand nombre de systèmes identiques
ou réalisations (d'où la dénomination de moyenne d'ensembles).
La disposition d'un nombre suﬃsant de réalisations (système identiques),
pour permettre l'estimation avec précision de la moyenne d'ensembles, n'est
pas toujours facile. Par contre, il est possible d'observer le système pendant un
temps suﬃsamment long. Les moyennes d'ensembles peuvent être remplacées
par les moyennes temporelles. L'ergodisme régit les relations existant entre les
moyennes d'ensembles et les moyennes temporelles. Pour un système station-
naire et ergodique, les moyennes d'ensembles sont égales aux moyennes tem-
porelles correspondantes. Donc, il existe un moyen de mesure des moyennes
à partir de l'observation d'un seul système, pendant un temps suﬃsamment
long.
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Figure 2.4  Fonction de corrélation spectrale d'un train d'impulsions.
Sx[α, f ] est nulle pour les fréquences cycliques α = kTsym .
La ﬁgure 2.7 représente trois réalisations d'un processus stationnaire (un
bruit blanc centré). Le processus est ergodique (d'ordre (1)) si toutes les
moyennes d'ensembles aux diﬀérents instants sont égales aux moyennes tem-
porelles. Le processus est ergodique (d'ordre (2)) si les autocorrélations tem-
porelles de ses réalisations sont égales à l'autocorrélation statistique du pro-
cessus. Un processus qui vériﬁe les deux propriétés s'appelle un processus
stationnaire et ergodique au sens large.
B. Cycloergodisme
Nous avons vu que l'estimation des propriétés statistiques d'un processus
aléatoire, par exemple à l'ordre (1) (la moyenne) ou à l'ordre (2) (l'autocor-
rélation), suppose qu'on ait accès à l'ensemble des réalisations possibles de ce
processus. En pratique, on ne dispose que de quelques observations ou une
seule, dans le temps, de ce processus. Dans le cas stationnaire, si le processus
est ergodique alors on peut admettre que son évolution au cours du temps
apporte la même information qu'un ensemble de réalisations [140].
64 Cyclostationnarité
Figure 2.5  Fonction d'autocorrélation cyclique en échelle linéaire d'un si-
gnal modulé en amplitude. Cette fonction n'est pas nulle pour les fréquences
cycliques α = 0 et α = ±2f0.
Ce concept d'ergodicité peut s'étendre au cas des processus cyclostation-
naires donnant lieu au concept de cycloergodicité [140]. Il implique qu'asymp-
totiquement, les moyennes temporelles du processus multiplié par une sinu-
soïde complexe sont égales aux moyennes temporelles des paramètres statis-
tiques du même processus multipliés par une sinusoïde complexe, soit :
〈
E{x[n]ej2piαn}〉
n
=
〈
x[n]ej2piαn
〉
n
(2.21)
〈.〉n est l'opérateur de moyenne.
L'application de cette relation dans le cas d'un processus x(t) cycloer-
godique et cyclostationnaire permet d'établir une nouvelle expression de la
fonction d'autocorrélation cyclique déﬁnie en (2.7), soit :
α = 0
α = ±2f0
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Cx[αk, τ ] =
〈
x[n− τ
2
]x∗[n+
τ
2
]ej2piαn
〉
n
(2.22)
Cette expression est très pratique dans l'estimation des propriétés statis-
tiques à l'ordre 2 des processus cyclostationnaires. L'hypothèse d'ergodicité
permet l'estimation des descripteurs statistiques d'un processus stationnaire
à partir de moyennes temporelles d'une réalisation. L'hypothèse de cycloer-
godicité permet l'estimation des descripteurs statistiques d'un processus cy-
clostationnaire à partir de moyennes temporelles synchrones (ou moyennages
synchrones) d'une réalisation.
2.4 Principe d'acquisition des signaux
2.4.1 Motivations
Les signaux issus de machines tournantes et alternatives sont généralement
cyclostationnaires par rapport à la variable angulaire θ [141]. Le moteur de
centres d'usinage qui entraîne la broche, le porte outil et l'outil en rotation
fait partie de ces machines tournantes. L'analyse des signaux issus de cette
machine dans le domaine angulaire paraît justiﬁée et naturelle.
En réalité, les signaux vibratoires issus des centres d'usinage sont acquis
dans le domaine temporel. Comme le moteur entraînant la broche à tourner
fonctionne dans un régime constant Ω=constant, cela implique que les signaux
échantillonnés temporellement respectent la relation 2.23, donc le pas temporel
constant correspond à un pas angulaire constant (ﬁgure 2.8).
θ(t) = Ωt (2.23)
Ω est la vitesse de rotation de la broche.
En réalité, La vitesse n'est pas tout à fait constante mais elle ﬂuctue autour
d'une vitesse moyenne et la relation entre le domaine temporel et le domaine
angulaire est donnée par θ(t) = Ωt + ε(t). Par conséquent, les signaux sont
échantillonnés à pas angulaire irrégulier (voir ﬁgure 2.8). De plus, le nombre
d'échantillons par cycle peut varier d'un cycle à l'autre, si la fréquence d'échan-
tillonnage n'est pas à un multiple entier de la fréquence de rotation alors ce
nombre d'échantillons n'est pas un entier.
Pour pallier ces diﬃcultés, il est souhaitable d'aboutir à une discrétisation
angulaire plutôt que temporelle pour avoir un nombre constant d'échantillons
N2pi/N
fc
fe
θ˙(t)
f∆θe (t) =
θ˙
2pi
N
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Figure 2.9  Chaîne d'acquisition angulaire " échantillonnage direct".
La fréquence de coupure fc doit respecter la condition 2.25, pour satisfaire
le théorème de Nyquist :
fc(t) ≺ f
∆θ
e (t)
2
=
θ˙
4pi
N (2.25)
Une telle chaîne d'acquisition permet l'acquisition angulaire du signal.
Néanmoins, elle est moins intéressante commercialement car elle est beaucoup
plus coûteuse en terme d'instrumentation. De plus, la majorité des chaines
d'acquisition utilisent une horloge interne et ne disposent pas toujours d'en-
trée jouant le rôle d'une horloge externe.
2.4.3 Échantillonnage angulaire a posteriori
La méthode d'échantillonnage a posteriori présente une alternative de la
méthode d'échantillonnage directe. Elle n'est pas coûteuse et peut fournir
l'information à la fois dans le domaine temporel et angulaire. La méthode
nécessite un codeur optique et un système d'acquisition classique. Dans le cas
de réducteurs à trains d'engrenage, Bonnardot et al. [142] montre la possibilité
de substituer le codeur optique à un accéléromètre. Dans cette situation, la
position angulaire de l'arbre est estimée par les chocs dus à l'engrènement des
roues dentées.
Le signal x(t) est acquis sous échantillonnage temporel conjointement avec
le signal du codeur optique c(t). Le signal x(t) est re-échantillonné angulaire-
ment en post-traitement à l'aide du signal de vitesse.
La ﬁgure 2.10 illustre une schématisation de cette méthode. La méthode
2.4. Principe d'acquisition des signaux 69
appelée aussi "computed order tracking" est détaillée dans [143]. Cette mé-
thode comporte trois étapes principales : 1) l'estimation de la position angu-
laire de l'arbre, 2) Filtrage anti-repliement et 3) l'interpolation.
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Figure 2.10  Re-échantillonnage a posteriori.
Estimation de la position angulaire de l'arbre
Le signal du codeur optique est ﬁltré avec un ﬁltre passe bande autour de
la fondamentale ou d'une harmonique. Le signal analytique résultant porte
l'information de position dans sa phase φs(n). La dérivée temporelle de la
phase du signal analytique donne une estimation de la fréquence instantanée
de rotation de l'arbre par la relation :
fi(n) =
1
2pi
· dφs(t)
dt
(2.26)
Les calculs sont évalués en t = nTs, où Ts le pas d'échantillonnage.
Le choix délicat de la largeur du ﬁltre passe-bande est le principal incon-
vénient. Le choix dépend des taux de dispersions de la vitesse.
Filtrage anti-repliement
Le signal x(t) doit passer par un ﬁltre anti-repliement pour respecter les
conditions de Nyquist, avant d'être re-échantillonné en angulaire. Le ﬁltre anti-
repliement est donc conﬁguré selon la vitesse de rotation minimale min(θ˙(t))
φs(n) x(nθ)
φa(n)
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statistiques sur les cycles des signaux vibratoires, en considérant une seule
réalisation x[θ] [144].
Nous supposons ici que le signal vibratoire x[θ] a été échantillonné sur NΦ
points par cycle de base angulaire Φ. θ correspondant à l'angle de rotation,
est la variable générique considérée.
Nous allons présenter dans cette section, l'estimation des descripteurs ou
les outils utilisés par la suite pour le diagnostic des centres d'usinage.
On découpe le signal en K blocs consécutifs de longueur Φ, l'estimation
des moments de diﬀérents ordres correspond à ces équations :
mx[θ] ≈ µˆX [θ] = 1
K
K−1∑
k=0
x[θ + kΦ] (2.27)
Vx[θ] ≈ VˆX [θ] = 1
K
K−1∑
k=0
(x[θ + kΦ]−mx[θ])2 (2.28)
Kurx[θ] ≈ KˆurX [θ] = 1
K
K−1∑
k=0
(x[θ + kΦ]−mx[θ])4/(Vx[θ]2) (2.29)
Cx[θ, τ ] ≈ CˆX [θ, τ ] = 1
K
K−1∑
k=0
(x[θ + kΦ]−mx[θ])(x[θ + kΦ− τ ]−mx[θ − τ ])
(2.30)
Le moment d'ordre (1) ( 2.27), le moment d'ordre (2) ( 2.28) et le mo-
ment d'ordre (4) ( 2.29), à un retard nul sont nommés respectivement par la
moyenne angulaire synchrone, la variance angulaire synchrone et le kurtosis
angulaire synchrone.
Le spectre de Wigner-Ville de x[θ] est estimé par la transformation de
Fourier selon la variable τ de la fonction d'autocorrélation (2.30). Pour estimer
la corrélation spectrale, le périodogramme moyenné est utilisé. En eﬀet, le
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signal est divisé enK blocs chevauchés, chacun d'eux est apodisé par la fenêtre
de Hanning avec un chevauchement de 3/4 de la taille de la fenêtre.
Pour une fréquence cyclique α, on eﬀectue deux décalages fréquentiels du
signal (premier bloc) apodisé en le multipliant par ejpi
α
2
θ et e−jpi
α
2
θ. On obtient
alors deux signaux (blocs). Ensuite, on calcule l'interspectre de ces deux blocs.
L'interspectre obtenu correspond à une coupe de la corrélation spectrale à
la fréquence cyclique α. De la même manière, on calcule les interspectres de
tous les blocs. La corrélation spectrale est obtenue par moyennage de tous les
interspectres (2.31). La ﬁgure (2.12) illustre cette technique.
Le calcul de la corrélation spectrale par le périodogramme moyenné est
avantageux à partir de 4 moyennes et nécessite moins de mémoire [145].
Sˆx[α, f ] =
1
K
K∑
k=1
FFTx,k[f +
α
2
]FFT ∗x,k[f −
α
2
] (2.31)
FFT est la transformation de Fourier.
2.6 Analyse d'enveloppe et Corrélation spectrale
La recherche des fréquences cycliques αk peut être intéressant pour l'iden-
tiﬁcation des défauts dans les machines tournantes [128]. En pratique, la carte
de corrélation spectrale en deux dimensions peut nous informer sur ces fré-
quences, mais l'inconvénient réside dans le temps de calcul et la diﬃculté de
l'interprétation. Pour cette raison, l'idée est d'intégrer la corrélation spectrale
suivant l'axe des fréquences f pour fournir un spectre discret sur les fréquences
cycliques α.
Pour démonter ce qui précède, nous déﬁnissons Mx[α] comme le spectre
obtenu après l'intégration de la corrélation spectrale selon l'axe f (2.32) :
Mx[α] =
∑
f∈R
Sx[α, f ] (2.32)
Nous substituons l'équation 2.11 et 2.10 dans 2.32 :
Mx[α] =
+∞∑
f=−∞
lim
N→∞
1
N
N−1∑
n=0
WX [n, f ]e
−j2piαn
=
+∞∑
f=−∞
lim
N→∞
1
N
+∞∑
τ=−∞
N−1∑
n=0
Cx[n, τ ]e
−j2pifτe−j2piαn
= lim
N→∞
1
N
+∞∑
τ=−∞
N−1∑
n=0
Cx[n, τ ]e
−j2piαn
+∞∑
f=−∞
e−j2pifτ
= lim
N→∞
1
N
+∞∑
τ=−∞
N−1∑
n=0
Cx[n, τ ]e
−j2piαnδ(τ)
= lim
N→∞
1
N
N−1∑
n=0
Cx[n, 0]e
−j2piαn
Cx[n, 0] = E{|x[n]|2}
Mx[α] Mx[α]
α
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2.7 Conclusion
Nous avons présenté dans cette partie les déﬁnitions et les propriétés liées
au concept de la cyclostationnarité. Nous souhaitons exploiter ce concept dans
le cadre de l'analyse vibratoires des centre d'usinage à grande vitesse.
Nous avons présenté le principe d'acquisition des signaux. L'échantillon-
nage angulaire des signaux vibratoires oﬀre un certain nombre d'avantages et
permet une bonne estimation des outils cyclostationnaires.
Le calcul de la corrélation spectrale peut être prohibitif et son interpréta-
tion parfois complexe. Cependant, nous avons présenté son lien avec l'analyse
d'enveloppe. Ce lien sera exploité dans le chapitre 5 pour le développement
d'un système de diagnostic.
Le chapitre 3 présente l'analyse des signaux d'accélération par approche
cyclostationnaire, avec un objectif de détecter le phénomène du broutage et
de l'usure.
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3.1 Introduction
Dans le cadre de l'étude des centres d'usinage, le dispositif utilisé sera
décrit dans ce chapitre. Ce dispositif est employé pour étudier plusieurs aspects
du procédé de fraisage, qui seront détaillés dans par la suite.
Comme mentionné précédemment, La cyclostationnarité des signaux des
machines tournantes permet de prendre en compte leur comportement non sta-
tionnaire. Ce comportement conduit à la fois au développement de diﬀérents
algorithmes, y compris la transformation de Fourier à court terme (STFT), les
représentations temps fréquence comme Wigner-Ville et d'autres outils plus
sophistiqués. Ces outils sont précis que ceux utilisés traditionnellement.
L'objectif de ce chapitre est d'étendre le champ d'application de la cyclo-
stationnarité à des signaux d'accélération issus du centre d'usinage à grande
vitesse, dans diﬀérentes conditions de coupe, pour la détection du phénomène
du broutage et de l'usure des outils.
Ce chapitre se décompose en deux parties :
La première partie présente la méthodologie suivie pour réaliser les tests
d'usinage et acquérir les signaux vibratoires. Dans cette partie, nous exposons
le dispositif expérimental nous permettant d'atteindre nos objectifs. Ensuite,
nous présentons l'acquisition de données et concluons par la présentation des
diﬀérentes conﬁgurations de tests.
Après avoir présenté la méthodologie expérimentale, la deuxième partie
expose les diﬀérents résultats issus de l'analyse des signaux d'accélération par
les outils stationnaires et cyclostationnaires.
Les signaux d'accélération sont acquis en parallèle avec les signaux du
codeur interne intégré dans la broche de la machine. Ces derniers permettent
le ré-échantillonnage des signaux d'accélération en angulaire, dans le but de
pouvoir réaliser l'analyse cyclostationnaire.
3.2 Méthodologie
3.2.1 Dispositif expérimental
Nous nous servons de la machine de fraisage Huron K2X10, capable de
fonctionner à grande vitesse (28000 rpm), pour eﬀectuer des tests expérimen-
taux. Les caractéristiques de la machine sont illustrées en annexe A dans le
tableau A.1.
La ﬁgure 3.1 présente un schéma du dispositif expérimental sur lequel se
réalise les tests d'usinage. Ce dispositif comprend deux ensembles de tests.
Ap(mm)
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nante de la broche (support de la broche) et orientés suivant les directions X et
Y, en parallèle aux axes de la machine. Le troisième accéléromètre est ﬁxé sur
la pièce à usiner et orienté selon la direction de coupe et parallèle à l'axe Y du
centre de la machine. Les signaux d'accélération sont acquis avec le système
d'acquisition. Ce système contient des cartes d'acquisition (DT9837) ainsi
qu'un ordinateur portable fourni avec un logiciel développé par la compagnie
québécoise BETAVIB. La carte DT9837 utilise des convertisseurs Delta-Sigma
AN (analog to digital) qui fournissent un ﬁltre anti-repliement basé sur la fré-
quence d'horloge. Le système permet aussi le conditionnement, l'ampliﬁcation
des signaux provenant du capteur d'accélération. La fréquence d'échantillon-
nage est 48 kHz et l'analyse peut être menée entre 0.5 Hz et 20 Khz (limite
de l'accéléromètre).
Le moteur triphasé, entraînant la broche, est équipé d'un codeur intégré
du type gel 244 074 KM Y (fabriqué par Lenord et Bauer). Les signaux is-
sus du codeur sont captés directement depuis la machine par l'intermédiaire
d'un convertisseur TTL (plus d'informations seront fournies dans le chapitre
quatre).
Une table dynamométrique multi-composante (Kistler 9255-B), couplée
avec des ampliﬁcateurs de charge, mesure les forces de coupe selon trois di-
rections orthogonales (Fx, Fy, Fz).
Tous les signaux sont acquis simultanément grâce à un tachymètre laser de
poche PLT200. Les signaux de codeur ré-échantillonnent les signaux temporels
d'accélération.
Ce chapitre s'intéresse à l'analyse des signaux d'accélération. L'analyse des
signaux de vitesse et de force de coupe sera présentée dans le chapitre 4.
3.2.2 Acquisition de données
Les diﬀérentes étapes d'acquisition de données sont détaillées dans cette
partie.
A. Sonnage de la broche
La caractérisation fréquentielle de la broche (sonnage) a été réalisée selon
la technique d'analyse modale par marteau d'impact. La situation de test
est visible sur la ﬁgure 3.2. L'outil implanté dans la broche (2 dents / 3
dents) est celui ayant servi aux diﬀérents essais d'usinage. Le marteau impacte
directement la tête de l'outil. Les caractéristiques du système étudié sont
détaillées dans le tableau 3.2.


Kt = 796.07N/mm2
Kr = 168.83N/mm2
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avons réalisé deux ensembles de tests. Le premier est destiné à étudier le brou-
tage et le second pour réaliser l'analyse de l'usure.
A. Les tests du broutage
Aﬁn de générer le broutage, la profondeur de coupe est augmentée par un
incrément de 1 mm ou 2 mm, à diﬀérentes vitesses de rotation de la broche.
Le nombre total de tests expérimentaux est égal à 12, dont 9 eﬀectués à des
conditions de coupe stables (à l'intérieur de région stable du diagramme des
lobes de stabilité). Trois tests sont eﬀectués à des conditions de coupe instables
(soit à la limite ou à l'intérieur de la région instable). Les paramètres utilisés
pour l'usinage sont résumés dans le tableau 3.6.
Cas Test ad rd S fd R N nominal théorique
I 1 2 25.4 239.4 0.03 3000 2 pas de broutage
2 3 25.4 239.4 0.03 3000 2 pas de broutage
3 5 25.4 239.4 0.03 3000 2 broutage
II 4 3 25.4 398.9 0.03 5000 2 pas de broutage
5 5 25.4 398.9 0.03 5000 2 broutage
III 6 2 25.4 638.3 0.03 8000 2 pas de broutage
7 3 25.4 638.3 0.03 8000 2 pas de broutage
8 6 25.4 638.3 0.03 8000 2 broutage
IV 9 2 25.4 957.5 0.03 12000 2 pas de broutage
10 3 25.4 957.5 0.03 12000 2 pas de broutage
11 5 25.4 957.5 0.03 12000 2 pas de broutage
12 6 25.4 957.5 0.03 12000 2 pas de broutage
ad : La profondeur axiale (mm) ;
rd : La profondeur radiale (mm) ;
S : La vitesse de coupe (m/min) ;
fd : L'avance (mm/dent) ;
R : La vitesse de rotation (Rpm) ;
N : Le nombre de dents.
Table 3.6  Les conditions de coupe choisies pour réaliser les tests du brou-
tage.
La ﬁgure 3.5 montre le diagramme des lobes de stabilité et les conditions
de coupe choisies. Les formes de copeaux indiquent la nature de l'usinage et la
stabilité de coupe. Les copeaux courts et tubulaires sont produits dans un état
stable. Ceci est acceptable dans l'opération d'usinage (voir les photographies
microscopiques de la ﬁgure 3.6).
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l'analyse stationnaire classique dans les domaines temporel et fréquentiel est
appliquée sur les signaux. En seconde étape, les outils cyclostationnaires sont
employés pour traiter les signaux.
Pour l'analyse cyclostationnaire, les signaux d'accélération sont re-échantillonnés
à l'aide des signaux du codeur, à travers l'algorithme de ré-échantillonnage
angulaire a postériori. Cette algorithme est présenté dans la section 2.4.3 de
chapitre 2.
3.3.1 Première application : analyse du broutage
3.3.1.1 Analyse stationnaire
La représentation temporelle et la densité spectrale de puissance (PSD)
des signaux d'accélération, issues de trois accéléromètres attachés à la pièce
et à la partie non rotative de la broche (Ax, Ay et Ayw), sont montrées
dans les ﬁgures 3.8, 3.9 et 3.10. Les signaux sont acquis dans des condi-
tions stables (3000rpm et 2mm de profondeur, 8000rpm et 2mm, 12000rpm
et 2mm, 12000rpm et 6mm) et instables (3000rpm et 5mm de profondeur,
8000rpm et 6mm).
Ax : l'accéléromètre est ﬁxé à l'extrémité libre de la partie non tournante de la
broche et orienté suivant la direction X (désigné par le numéro 1 sur la ﬁgure
3.1),
Ay : l'accéléromètre est ﬁxé à l'extrémité libre de la partie non tournante de la
broche et orienté suivant la direction Y (désigné par le numéro 6 sur la ﬁgure
3.1),
Ayw : l'accéléromètre est ﬁxé sur la pièce à usiner et orienté suivant la direc-
tion Y (désigné par le numéro 7 sur la ﬁgure 3.1),
L'analyse dans le domaine temporel est utile dans le but d'observer le com-
portement du signal d'accélération, au cours de chaque rotation de la broche.
L'analyse des signaux temporels, dans diﬀérentes directions et diﬀérentes posi-
tions, fournie des informations avantageuses pour la stabilité du système (voir
a et c dans les ﬁgures 3.8, 3.9 et 3.10).
Le comportement des signaux d'accélération est similaire à celui des si-
gnaux de force (voir chapitre 4). Le signal a un comportement stable et
périodique dans les conditions de coupe stables.
Des anomalies apparaissent dans les conditions instables.
Nous notons une augmentation brutale de l'amplitude des signaux d'accé-
lérations dans les directions Ax et Ay, quand l'outil usine dans des conditions
instables (c dans la ﬁgure 3.8).
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sont caractérisées par une forte dissipation d'énergie.
Les représentations temps-fréquence réalisées, pendant les conditions d'usi-
nage stables, présentent une énergie homogène, sauf aux zones présentant des
fréquences de résonance.
Dans les conditions instables, les cartes temps-fréquence peuvent être dis-
tinguées du cas stable, et particulièrement dans la direction d'avance de coupe
(Ay). Cela est dû aux composantes fréquentielles supplémentaires autour des
fréquences de résonance et à la forte dissipation d'énergie.
L'énergie est répartie de façon diﬀérente le long de l'axe des fréquences, à
cause de l'excitation des fréquences de résonance.
L'application des méthodes temps-fréquence aux signaux d'accélération,
dans l'opération d'usinage, révèle qu'elle est utile pour détecter le compor-
tement non stationnaire et repérer les composantes supplémentaires générées
par le processus dynamique. Cependant, on peut diﬃcilement dire si c'est du
broutage ou autre chose. De plus, cette présentation aﬃche une résolution
temporelle et fréquentielle limitée, liée au principe de Heisenberg.
3.3.1.2 Analyse cyclostationnaire
Cette section illustre l'intérêt de l'analyse cyclostationnaire des signaux
d'accélération acquis à diﬀérentes conditions de coupe (conditions stables et
instables). Les signaux accélérométriques sont acquis temporellement et ré-
échantillonnés dans le domaine angulaire.
En eﬀet, au cours d'un cycle d'usinage, diﬀérents évènements peuvent avoir
lieu. Ces événements sont parfaitement liés à la position angulaire de la broche.
Cela justiﬁe l'utilisation du ré-échantillonnage angulaire et de la modélisation
cyclostationnaire.
La loi de phase peut être estimée à partir du signal d'accélération, pour
lequel la position angulaire se trouve dans les chocs dus aux passages des
dents, ou à partir du signal de codeur optique. Dans cette thèse, nous avons
re-échantillonné les signaux à l'aide de signaux de codeur. La procédure de re-
échantillonnage est justiﬁée du fait qu'on soit dans le cas des centres d'usinage
(système à régime contrôlé) où les variations de vitesse sont très petites.
Les signaux d'accélération générés à partir de l'opération de fraisage peuvent
être décomposés en une partie périodique de période égale à Θ = 2pi (une ro-
tation de la broche) et en une partie résiduelle de même période. Parce que la
période cyclique est parfaitement déﬁnie dans les signaux de fraisage par les
chocs dus aux passages des dents, le traitement des signaux est simpliﬁé.
La ﬁgure 3.12 illustre l'estimation de la moyenne en utilisant le moyennage
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mentation au niveau énergétique des composantes fréquentielles est détectée
lorsque l'usure apparaît. Une telle augmentation provient de l'énergie supplé-
mentaire due au frottement de l'outil usé pendant la coupe.
L'analyse de la densité spectrale de puissance met en évidence l'existence
de défaut de l'outil, en se référant au scénario sans défaut. Néanmoins, l'incon-
vénient de cette procédure vient de son incapacité à fournir des informations
sur la dent usée et de faire une distinction entre les diﬀérents scénarios.
En fonctionnement sain, on peut noter que la signature de l'outil est princi-
palement marquée par l'aspect périodique à la fréquence de passage des dents
(f, 3f, 6f,...). Lorsqu'il y a un défaut (ou des défauts), la fréquence du défaut
(1f, 2f, 3f,...) eﬀace la périodicité de passage des dents. On peut donc détec-
ter les diﬀérents cas (défaut, sans défaut), par contre nous ne pouvons pas
détecter s'il y a 1 défaut, 2 défauts ou 3 défauts.
3.3.2.2 Analyse cyclostationnaire
L'analyse angulaire montre la diﬀérence entre les divers scénarios. La ﬁgure
3.21 présente la moyenne et la puissance angulaires estimées pour 5 rotations
à travers 300 cycles. La puissance et la moyenne angulaires révèlent des chocs
correspondant aux passages de trois dents. Ces chocs commencent à dispa-
raitre une fois que l'usure des dents débute.
L'identiﬁcation des impacts des dents, par la moyenne angulaire, n'est pas
une tâche facile, à cause des eﬀets de masque qui noient ces chocs. Ces chocs
sont davantage discernables par l'analyse de la puissance angulaire. Dans celle-
ci, le passage de dents est noté par les lettres a, b et c pour une rotation limitée
par deux lignes pointillées.
Dans le test II, la lettre a correspond à une dent usée en dépouille. Cela
justiﬁe la forme plate du choc (voir ﬁgure 3.21). Les lettres b et c présentent
les autres dents. Dans le test III, la lettre b correspond à une dent cassée et son
impact dans la matière est négligeable. Dans le test IV, un motif correspondant
au passage de toutes les dents est observé. L'apparence impulsionnelle des
chocs est cependant perdue.
Nous étudions également la partie résiduelle calculée par extraction de la
moyenne synchrone, en utilisant le spectre de Wigner-Ville. La ﬁgure 3.22
représente le spectre de Wigner-Ville de quatre scénarios.
Pour le test II, il est à noter qu'un des chocs est dû au passage d'une dent
usée. Cela produit une énergie faible en comparaison à celle des deux autres
dents. Cette observation est conﬁrmée par le signal de Wigner-Ville intégré
(ﬁgure 3.23 test II). L'analyse de la transformation de Wigner-Ville de test
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des défauts d'usinage à haute vitesse (broutage, usure d'outil, roulement),
en comparaison avec les méthodes stationnaires traditionnelles. Cette étude
montre qu'il est possible de discriminer la sévérité des dommages liés au brou-
tage et à l'usure des outils. En outre, l'analyse fréquentielle permet d'identiﬁer
les fréquences naturelles excitées. Elle permet également de diagnostiquer les
défauts de roulement de la broche.
La présence d'un défaut ou de l'usinage dans des conditions instables fait
augmenter la cyclostationnarité d'ordre deux.
L'utilisation de la cyclostationnarité oﬀre alors un avantage indispensable
dans les opérations industrielles des machines tournantes. Cette étude ouvre
des perspectives vers l'utilisation du caractère cyclostationnaire des para-
mètres angulaires pour la surveillance d'usinage.
Dans le chapitre suivant (chapitre 4), nous exploiterons le caractère cyclo-
stationnaire appliqué aux signaux de vitesse instantanée angulaire.
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Chapitre 4
Analyse des signaux de vitesse
angulaire instantanée
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4.1 Introduction
La surveillance des centres d'usinage peut utiliser l'information provenant
de plusieurs capteurs, aﬁn de faciliter la détection d'instabilités dans le pro-
cessus d'usinage. Pour éviter une complexité supplémentaire dans les centres
d'usinage, l'utilisation de capteurs internes est étudiée. L'objectif de ce cha-
pitre est d'étudier si les informations relatives à la stabilité du processus d'usi-
nage peuvent être extraites directement de codeurs internes de la machine. Des
travaux de recherche majeurs ont été eﬀectués à ce sujet, concernant l'exploi-
tation des signaux de vitesse pour la surveillance [148, 149, 150], ainsi que la
cyclostationnarité des signaux de vitesse [130].
L'utilisation de capteurs externes n'est pas toujours pratique car elle ac-
croît la complexité de l'ensemble du dispositif d'usinage. Un nombre impor-
tant de capteurs de diﬀérents types doit être monté à proximité de l'opération
d'usinage. Ces capteurs sont soumis à la chaleur, aux copeaux et au liquide
de refroidissement. Cela peut aﬀecter leur durée de vie autant que la qualité
des mesures. Les capteurs externes nécessitent également une maintenance et
de l'étalonnage en vue de garantir un bon état de fonctionnement.
Signaux de codeur
Les fabricants de machines-outils ont plusieurs options pour déterminer
avec précision les informations sur la position des éléments en rotation. Le
moyen le plus répondu consiste à utiliser des codeurs de position de par leur
grande ﬁabilité et sensibilité. Les codeurs de position linéaires et angulaires
font partie intégrante de la machine-outil et mesurent la position le long de
l'axe d'avancement et de rotation respectivement (la broche et la table). Les
codeurs ont été utilisés par des chercheurs dans le passé. Kaye et al. [30] ont
utilisé les variations de vitesse de rotation de la broche (mesurée avec un co-
deur optique) dans le but de détecter l'usure des outils en cas de tournage.
Jang et al. [151] se sont attelés à étudier le cas du signal d'impulsion d'un
codeur rotatif pour eﬀectuer l'échantillonnage d'un point par tour du signal
vibratoire. Quant à Plapper et Wech [152], ils ont montré que le jeu dans la
chaine d'entraînement se traduit par une diﬀérence accrûe entre la position
d'un codeur placé sur un moteur et celle d'un codeur placé directement sur
un axe dont le mouvement est inversé. Verl et al. [153] se sont servis des si-
gnaux issus du codeur de position pour quantiﬁer l'usure de la vis à billes.
Ils ont conclu que la précision du positionnement est un facteur clé pour une
maintenance initiale. Les travaux de Takata [29] et de Prickett [26], et plus
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récemment ceux de Girardin et al. [32], recensent les cas d'usage de la vitesse
angulaire (estimée à partir du signal de codeur) en surveillance d'usinage.
Position des codeurs dans la machine-outil CNC
Diﬀérents types de capteurs de position sont disponibles, tels que les co-
deurs linéaire ou rotatif. Il en existe deux familles : le codeur incrémental et
le codeur absolu. Les codeurs sont aussi basés sur des principes physiques dis-
tincts, comme la lumière, le magnétisme ou l'induction. Les codeurs rotatifs
sont montés directement sur l'arbre du moteur avec pour objectif de mesurer
la position angulaire. Le codeur linéaire, quant à lui, est monté le long de l'axe
d'avancement, donnant directement la position. La position linéaire peut être
mesurée indirectement, à l'aide du codeur rotatif monté sur l'arbre du moteur.
La machine-outil à 3 axes K2X10, dont l'emploi a été fait dans la partie ex-
périmentale, est équipée d'une part d'un codeur rotatif qui mesure la position
angulaire de la broche et d'autre part de codeurs de déplacement mesurant
la position selon les diﬀérents axes. Dans cette thèse, nous nous intéressons
au codeur rotatif. Le positionnement de ce codeur dans la broche est illustré
dans la ﬁgure 4.1.
La précision de la position est fortement dépendante du type de codeurs
de position mis en place. Les machines-outils modernes sont équipées de ce
qu'on appelle Sin/Cos codeur, ce qui donne des sorties sinusoïdales continues.
L'estimation de la position, en se basant sur ce type de signaux, est fondée
sur l'interpolation. En raison de la continuité des signaux de sortie, ces si-
gnaux peuvent être interpolés à n'importe quelle résolution pour atteindre la
précision souhaitée.
4.2 Méthodologie
4.2.1 Principe de récupération des signaux du codeur
4.2.1.1 Modules du variateur
Les capteurs de position sont initialement connectés aux modules du va-
riateur de la machine-outil. Les modules du variateur ont spécialement des
circuits d'interpolation permettant de calculer la position le long de l'axe de
la machine, via les signaux de sortie du codeur. Pour la connexion des signaux
de sortie du codeur à un système de mesure externe, la mesure directe du si-
&
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Tcut + Tfric = Tm − Jndw/dt (4.7)
où Tcut [N.m] est le couple de coupe ; Tfric [N.m] est le couple de frottement
qui est maintenu pendant l'opération d'usinage liée au fait que la machine-outil
tourne à une vitesse constante ; Tm [N.m] est le couple moteur ; Jn [Kg/m2]
est l'inertie de la broche et w [rad/s] est la vitesse angulaire.
Il est donc suggéré que les variations du couple de coupe produites par le
broutage peuvent être détectées à travers la surveillance de la vitesse angu-
laire instantanée. La méthode basée sur la vitesse angulaire instantanée (IAS)
est très pratique dans la production industrielle. Elle n'a pas besoin de cap-
teurs additionnels et peut être obtenue sans augmenter le coût du système de
fabrication. L'IAS est obtenue par le biais du codeur rotatif intégré dans la
broche.
Le système d'acquisition angulaire compte le nombre d'impulsions Ni entre
deux fronts montants du signal TTL, par l'intermédiaire d'une horloge à haute
fréquence. Le laps de temps ∆ti nécessaire pour couvrir l'intervalle ∆θi entre
deux fronts est déﬁni par l'équation 4.8 :
∆ti =
Ni
Fcl
(s) (4.8)
La vitesse angulaire est estimée par :
wi,j =
∆θi,j
∆ti,j
=
2pi
P
.
Fcl
Ni,j
(rad/s) (4.9)
où Fcl est la fréquence de l'horloge de la carte de comptage ; Ni,j est le
nombre d'impulsions pour chaque intervalle i et chaque rotation de la broche
j ; P=512 est la résolution du codeur (256 points/tour avec une interpolation
de 2).
La ﬁgure 4.4 résume la procédure d'estimation de la vitesse angulaire.
Le signal de vitesse instantanée doit être ﬁltré avec un ﬁltre passe bas pour
éliminer les bruits de mesure et les caractéristiques du codeur [32]. Les ca-
ractéristiques du codeur peuvent être estimées par une opération d'usinage à
vide, puis ôtées du signal original. Cette opération n'est pas impérative si le
signal est suﬃsamment ﬁltré [32].
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Chaque signal issu de l'opération d'usinage est composé de trois éléments :
Sp(θ) est la partie périodique comprenant les harmoniques de la rotation de la
broche ; Sc(θ) est la partie cyclostationnaire d'ordre deux produite et inhérente
à l'opération de broutage ; Sb(θ) est une partie résiduelle due au bruit de
mesure et à l'environnement (équation 4.10).
Ce modèle est similaire au modèle cyclostationnaire rencontré dans [129],
dans le cadre des machines tournantes :
S(θ) = Sp(θ) + Sc(θ) + Sb(θ) (4.10)
Sp(θ) et Sc(θ) + Sb(θ) sont supposés non corrélés. L'énergie du signal ES
dépend des conditions d'usinage et de la stabilité des vibrations du système.
L'énergie ESc est négligeable quand le système est stable et augmente avec le
degré d'instabilité de la machine. Une résolution plus élevée et des données
longues peuvent réduire les bruits de mesure dans les signaux de vitesse instan-
tanée. Cela permettrait une meilleure discrimination des petits changements
[157].
Le signal peut être décomposé en deux parties : la partie déterministe Sp(θ)
et la partie résiduelle Sr(θ) = Sc(θ)+Sb(θ). La partie résiduelle est calculée en
soustrayant la partie périodique du signal, obtenue par moyennage synchrone
angulaire (ASA) du signal brut. La partie déterministe est la moyenne du
signal durant un cycle que l'on déﬁnit comme suit :
Sp(θ) = E[S(θ + kΦ)], k ∈ Z (4.11)
où Θ représente la taille d'un cycle.
Cette moyenne est estimée par 1
NB
∑
k∈Z S(θ + kΦ), NB étant le nombre
de blocs.
Nous avons déterminé ci-dessous deux indicateurs pour la détection du
broutage. Ces indicateurs sont calculés à partir de la partie résiduelle et pério-
dique du signal de vitesse. Ils sont nommés indicateurs de premier et deuxième
ordres de cyclostationnarité. Ils sont introduits et utilisés pour la surveillance
des défauts d'engrenage par Raad et al [158]. Le choix de ces indicateurs
semble tout à fait approprié. L'indicateur de broutage du premier ordre ICS1
mesure la contribution de la partie périodique dans le signal. Cette partie est
prédominante dans le signal, lorsque les conditions de coupe sont stables. Elle
diminue quand la machine fonctionne dans des conditions instables.
Le deuxième indicateur du broutage ICS2 est lié à la contribution de la
partie résiduelle ou aléatoire provenant du broutage et d'autres sources de
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bruit.
Il a été démontré que l'analyse de l'enveloppe du signal est liée à la den-
sité spectrale cyclique. Cette analyse est considérée comme un outil précieux
pour l'analyse des signaux cyclostationnaires [128]. L'ICS2 peut être consi-
déré comme la somme normalisée des spectres d'énergie cyclique de la partie
résiduelle.
Les deux indicateurs sont sans dimension et sont normalisés par rapport à
l'énergie du signal centré (ν et ν2). Ils sont calculés à partir du signal discret
S[k] de taille N et une période d'échantillonnage ∆θ. Les deux indicateurs
sont déﬁnis par 4.12 et 4.13.
ICS1 =
∑
f=kα,f 6=0
([
1
N
N−1∑
k=0
Sp[k]e
−j2pikf∆θ]2)/ν (4.12)
ICS2 =
∑
f=kα,f 6=0
([
1
N
N−1∑
k=0
Sr[k]
2e−j2pikf∆θ]2)/ν2 (4.13)
où, ν = 1
N
∑N−1
k=0 (S[θk]−m)2 et m = 1N
∑N−1
k=0 S[θk]. La fréquence cyclique
correspond à la fréquence de rotation de la broche et k ∈ Z
4.3 Résultats et discussion
L'analyse de données a été réalisée en deux étapes. Tout d'abord, nous
analysons la force de coupe et la vitesse instantanée dans le domaine angu-
laire, fréquentiel et dans le domaine angle-fréquence (Short Angular Fourier
Transform).Ensuite, nous étudions la cyclostationnarité des signaux de force
et des signaux de vitesse.En ﬁn, nous présentons l'application des indicateurs
du broutage aux diﬀérentes conﬁgurations d'usinage.
4.3.1 Analyse des données
Les signaux de force de coupe et de vitesse sont acquis dans le domaine
angulaire. Tous les spectres sont calculés en considérant une fréquence d'échan-
tillonnage moyenne. Cette fréquence est estimée à partir de la vitesse moyenne
de rotation, parce que les tests ont été réalisés dans un régime stable.
Ff
FNf
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d'une dent, tandis que la seconde à sa sortie. La zone d'entrée est décrite par
deux lignes en pointillés sur la ﬁgure 4.8 (a) et couvre un intervalle angulaire
de θ = 1.24rad. L'énergie est répartie diﬀéremment le long de l'axe des fré-
quences, à cause de l'excitation par les chocs de toutes les fréquences propres.
Ces chocs sont produits par le passage des dents dans la pièce à usiner. Les
fréquences correspondant à l'entrée et à la sortie de dents dans la pièce à
usiner peuvent être observées dans deux régions principales :
1- une région spectrale rouge qui se manifeste dans les basses fréquences
[0 :250] Hz. Elle correspond à la courbe moyenne de la force de coupe.
2- une région spectrale jaune qui est centrée autour de 1600 Hz. Elle cor-
respond à une fréquence propre du système.
Dans les conditions d'instabilité (b,c dans la ﬁgure 4.8), les composantes
fréquentielles sont diﬀérentes de celles du cas stable. Des pics supplémentaires
apparaissent en raison du phénomène de broutage. Ces composantes sont si-
tuées près des résonances du système, caractérisées par une zone rouge sombre
et vert-jaune.
La grosse diﬀérence entre les représentations, c'est l'excitation des hautes
fréquences,ce qui nous permet à conﬁrmer le comportement du broutage comme
un bruit blanc qui excite le système dynamique.
La représentation angle-fréquence sur les signaux de force semble être né-
cessaire à l'étude des signaux non stationnaires, générés par un processus dans
diﬀérentes conditions de coupe. Cela permet d'analyser l'évolution du spectre
en fonction de l'angle de la machine. Toutes les anomalies apparaissent dans
les changements de motifs qui coïncident avec les diﬀérentes composantes fré-
quentielles. Cependant, l'analyse temps-fréquence de l'usinage n'est pas simple
en industrie.
Dans la section suivante, nous présentons l'analyse des signaux de vitesse
angulaire instantanée.
4.3.1.2 Vitesse angulaire instantanée
La vitesse angulaire instantanée (IAS) est mesurée à partir d'un codeur
rotatif intégré. elle est calculée à partir de l'équation 4.9. La ﬁgure 4.9 est un
exemple de la vitesse instantanée, cette représentation fournie une image de
la force de coupe.
Lorsque la dent s'engage pour couper la matière, la force de coupe résul-
tante augmente proportionnellement avec l'épaisseur du copeau et la vitesse
instantanée diminue et vice-versa. Cette observation est en accord avec Girar-
din et al. [32].
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clostationnaire. Ce caractère est le résultat d'un couplage entre un phénomène
aléatoire stationnaire et un second périodique. Le moyennage synchrone angu-
laire est utilisé pour estimer la contribution périodique et estimer par suite la
partie résiduelle. La partie résiduelle est prédominante dans le cas instable en
raison du mouvement chaotique de l'outil et de la forte ﬂuctuation de la force
de coupe. La partie résiduelle augmente avec l'augmentation de l'instabilité.
L'intérêt de la décomposition du signal en partie périodique et résiduelle est
de réduire la contribution de la partie périodique, tout en mettant en évidence
les composantes liées au broutage. Le spectre de la corrélation spectrale est un
outil adéquat pour les signaux cyclostationnaires ; l'analyse des signaux de vi-
tesse instantanée par cet outil fait apparaitre des lignes spectrales. Ces lignes
générées sont liées à la cyclostationnarité d'ordre deux (2) et sont décrites par
la fonction d'autocorrélation. Le signal de vitesse contient une faible contri-
bution du second ordre, dans les conditions stables. Cette faible contribution
dépend du fonctionnement cyclique de la machine. Elle devient forte dans les
conditions instables à cause de l'eﬀet aléatoire produit par le broutage.
Nous avons utilisé les indicateurs cyclostationnaires pour quantiﬁer ces
contributions. Ces indicateurs sont basés sur la répartition de l'énergie entre
la partie périodique et la partie résiduelle du signal. Il est à noter deux choses :
une diminution signiﬁcative de la valeur de l'indicateur ICS1 qui représente
la contribution de la partie périodique et une augmentation signiﬁcative de la
valeur de l'indicateur ICS2 qui représente la contribution de la partie aléatoire,
observations faites quand la machine fonctionne dans des conditions instables.
Ces indicateurs sont appliqués avec succès sur les signaux de force de coupe
et sur les signaux de vitesse instantanée.
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5.1 Introduction
Il est généralement connu que la surveillance ﬁable d'un processus d'usi-
nage n'est pas fondée sur une seule caractéristique du signal. Par conséquent,
le calcul d'un nombre suﬃsant de caractéristiques liées à l'état de l'outil ou
les conditions d'usinage (stabilité ou instabilité) [161, 162] est un élément clé
dans les systèmes de surveillance d'usinage. Ceci est obtenu grâce à diﬀérentes
méthodes, comme les méthode statistiques, la modélisation auto-régressive,
reconnaissance de forme, système expert et d'autres.
La détection d'un défaut est eﬀectuée typiquement suivant ces phases :
acquisition des données, traitement du signal, extraction de paramètres, sé-
lection et classiﬁcation [1].
Dans la phase d'extraction des paramètres, un nouvel ensemble de para-
mètres est extrait à partir des données d'origine. A un stade trop avancé, le
signal vibratoire dans le domaine temporel peut être utile pour fournir des
indicateurs scalaires simples. Sinon, le domaine temporel est insuﬃsant pour
un diagnostic précoce de l'état de fonctionnement des machines [163]. Dans ce
cas, le domaine spectral obtenu par l'analyse de Fourier peut être utilisé pour
extraire des paramètres fréquentiels à partir des signaux vibratoires mesurés
[164]. Certaines approches proposent de combiner les paramètres extraits du
domaine temporel et ceux extraits du domaine fréquentiel [165], aﬁn d'avoir
des signatures sensibles aux défauts.
En général, un grand nombre de paramètres est préféré pour une meilleure
surveillance [166]. Toutefois, cela aurait une incidence sur le coût en termes
de temps de calcul ainsi que sur la précision de la classiﬁcation, en raison de
la présence de paramètres non pertinents ou redondants [167]. En outre, la
sensibilité des paramètres peut varier considérablement selon les diﬀérentes
conditions de fonctionnement [167]. Aussi, dans le but d'améliorer la préci-
sion de la classiﬁcation et de réduire le temps de calcul, quelques paramètres
pertinents doivent être choisis parmi l'ensemble des paramètres d'origine. Ac-
tuellement, il existe quelques méthodes de sélection de paramètres telles que,
l'entropie conditionnelle [168], les algorithmes génétiques [168], la technique
d'évaluation de la distance [169], l'analyse en composantes principales [170],
etc.
A la phase de classiﬁcation, les paramètres sélectionnés sont classés à l'aide
des outils adéquats de classiﬁcation.
Les réseaux de neurones (RNs) présentent de nombreux avantages [171]
pour être considérés comme un outil de classiﬁcation : (a) les RNs ont la ca-
pacité d'apprendre à partir des données historiques, (b) ils utilisent le calcul en
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parallèle qui diminue le temps de calcul ; ils peuvent donc servir pour une sur-
veillance en temps réel, (c) les RNs peuvent extraire et détecter les tendances
complexes ; ils peuvent surmonter la diﬃculté de non linéarité et ont pour
avantage de réduire les eﬀets du bruit tout en augmentant la reconnaissance
de paramètres.
Dans la dernière décennie, les RNs ont été appliqués pour contrôler les
processus d'usinage, y compris le tournage, le fraisage et le moulage. Ils ont
été testés pour identiﬁer la défaillance de l'outil et le broutage [109]. Abellan-
Nebot et Subiron [1] ont présenté un état de l'art sur la surveillance des
processus d'usinage en se basant sur les techniques d'intelligence artiﬁcielle.
En ce qui concerne les non-linéarités et le caractère non stationnaire des
signaux de fraisage, les réseaux de neurones semblent l'approche de classiﬁca-
tion adéquate pour les signaux vibratoires aﬁn de séparer les cas stables des cas
instables. Dans ce chapitre, nous proposons une procédure basée sur l'analyse
des signaux d'accélération, dans le but de détecter le broutage. L'approche est
mise ÷uvre pour classer les signaux d'accélération issus de diﬀérentes condi-
tions d'usinage. La phase de traitement du signal est primordiale après la
phase d'acquisition des données et avant celle de génération de paramètres, à
cause des bruits d'impacts mécaniques et électriques qui viennent polluer les
signaux. En fait, le phénomène du broutage est lié au comportement dyna-
mique du système machine/ outil/ pièce. Les composantes liées au broutage se
produisent autour des fréquences de résonances du système, par conséquent,
un ﬁltrage multibande est proposé à l'étape de traitement. Le processus est
suivi d'une analyse d'enveloppe. Ceci permet d'augmenter le rapport signal/
bruit et d'augmenter la sensibilité des paramètres générés.
Puis, les paramètres temporels sont extraits de l'enveloppe du signal. Ils
sont classés en fonction de leur entropie où seuls les meilleurs sont retenus
et présentés au système de classiﬁcation. A l'étape de classiﬁcation, deux ap-
proches de réseaux de neurones sont testées : la fonction à base radiale (RBF)
et le perceptron multicouches (MLP). Les deux réseaux de neurones classent
les paramètres retenus dans la phase antérieure en classe stable et instable.
L'approche développée est appliquée pour la détection du broutage dans
le centre d'usinage Huron. L'originalité de cette application est d'étudier et de
détecter le phénomène du broutage quel que soit l'état de fonctionnement de la
machine (profondeur de coupe, vitesse de la broche...). Dans cette situation, le
problème de classiﬁcation devient plus compliqué, mais d'autre part, il facilite
l'automatisation tout en réduisant le coût et le temps de calcul.
Cette partie est organisée comme suit. Dans la section 5.2, présentation des
données utilisées et la taxonomie sont présentées. Elle couvre les principales

5.2. Méthodologie et taxonomie 137
Le processus développé débute par l'acquisition de données. Les accéléro-
mètres sont placés à des endroits distincts et dans diﬀérentes directions pour
collecter le maximum d'information (voir chapitre 3). A la phase de traitement
de données, les signaux résiduels sont ﬁltrés grâce à un ﬁltre multibande au-
tour des résonances du système. Diﬀérents paramètres statistiques sont ensuite
extraits à partir de l'enveloppe du signal ﬁltré. Ces paramètres sont classés
selon leur facteur d'entropie et une partie de ces paramètres est utilisée pour
la classiﬁcation.
A l'étape de classiﬁcation, les paramètres sélectionnés sont classiﬁés en
deux catégories, stable et instable, en utilisant les réseaux de neurones. Enﬁn,
une décision est prise pour chaque échantillon testé.
5.2.1 Acquisition des données
Le dispositif expérimental et l'acquisition de données sont détaillés dans
la partie 3.2 du chapitre 3. Les conditions de coupe, utilisées pour le déve-
loppement du système, sont illustrées dans le tableau 5.1. L'outil utilisé a 2
dents.
Test ad S R États
1 2 239.4 3000 pas de broutage
2 3 239.4 3000 pas de broutage
3 5 239.4 3000 broutage
4 3 398.9 5000 pas de broutage
5 5 398.9 5000 broutage
6 2 638.3 8000 pas de broutage
7 3 638.3 8000 pas de broutage
8 6 638.3 8000 broutage
9 3 797.9 10000 pas de broutage
10 6 797.9 10000 broutage
11 2 957.5 12000 pas de broutage
12 3 957.5 12000 pas de broutage
13 5 957.5 12000 pas de broutage
14 6 957.5 12000 pas de broutage
Table 5.1  Conditions de coupe utilisées pour le système de détection.
ad : La profondeur axiale (mm) ;
S : La vitesse de coupe (m/min) ;
R : La vitesse de rotation (Rpm) ;
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5.2.2 Étapes de traitement
5.2.2.1 Filtrage multibande
L'étape de ﬁltrage, qui précède l'extraction et la sélection de paramètres,
est obligatoire pour deux raisons : (1) diminuer le niveau de bruit de mesure
et de l'environnement, (2) maintenir les informations corrélées avec le phéno-
mène du broutage. Ci-après, les diﬀérentes étapes de mise en ÷uvre du ﬁltre
multibande :
• les fréquences naturelles sont calculées à partir des parties réelle et ima-
ginaire de la fonction de réponse en fréquence ;
• les premières fréquences naturelles (quatre modes) sont sélectionnées.
Leurs valeurs sont approximativement : 860 Hz, 1600 Hz, 2400 Hz et
3400 Hz ;
• le ﬁltre numérique à réponse impulsionnelle ﬁnie (FIR) est implémenté
sous Matlab. La fonction FIR2 de Matlab est utilisée en raison de cer-
tains avantages : (a) le ﬁltre peut avoir une phase linéaire, (b) il est
toujours stable et peut être réalisé dans le matériel. Toutefois, l'incon-
vénient majeur est l'ordre élevé du ﬁltre. La fonction FIR2 synthétise
un ﬁltre RIF par échantillonnage de la réponse en fréquence du ﬁltre
analogique idéal et fenêtrage de la réponse impulsionnelle du ﬁltre ainsi
construit.
Les caractéristiques du ﬁltre multibande sont illustrées sur la ﬁgure 5.2. Le
ﬁltre inclut quatre bandes et son ordre est élevé vaut 5000 (bonne précision).
5.2.2.2 Analyse d'enveloppe
Après l'étape de ﬁltrage, l'enveloppe des signaux est calculée à l'aide de
la transformation de Hilbert. La transformation de Hilbert compose un signal
analytique. C'est un signal complexe dont la partie réelle est le signal d'origine,
et la partie imaginaire est sa transformée de Hilbert. Le signal analytique est
déﬁni tel que :
ax(t) = x(t) + j.xˆ(t) (5.1)
où xˆ(t) = 1
pit
∗ x(t)
Ax(t)
Ax(t) =
√
x(t)2 + xˆ(t)2
• /
•
•
As(t)
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utilisés ([7]). Ils sont générés dans le domaine temporel et présentés dans le
tableau 5.2.
Descripteurs Formule Descripteurs Formule
Variance 1
N
∑N
n=1(x[n]− x¯)2 Skewness
1
N
∑N
n=1(x[n]−x¯)3
V ar3/2
(Var)
Kurtosis
1
N
∑N
n=1(x[n]−x¯)4
V ar2
Peak value max(|x[n]|)
(Pv)
RMS
√
1
N
∑N
n=1(x[n])
2 Clearance factor Pv
( 1
N
∑N
n=1|x[n]|)2
(CLf )
Crest factor Pv
RMS
Shape factor RMS1
N
∑N
n=1|x[n]|
(Cf )
Impulse factor Pv1
N
∑N
n=1|x[n]|
(If )
Table 5.2  Les paramètres générés.
N est la longueur du signal discret x[n] et n est le point échantillonné. Les
paramètres présentés dans ce tableau sont extraits de l'enveloppe du signal et
utilisés pour représenter les signaux.
5.2.4 Sélection des paramètres
Après la phase de génération de paramètres, de nombreux paramètres sont
obtenus. En outre, la phase de sélection des paramètres est cruciale car elle
permet de trouver les paramètres les plus pertinents et ﬁables pour la détection
du broutage.
En fait, si les paramètres sont sélectionnés avec un faible taux de discri-
mination, cela inﬂuence négativement les performances du classiﬁeur. D'autre
part, si les bons paramètres sont sélectionnés, la précision du classiﬁeur aug-
mente et le temps du calcul se réduit. C'est pourquoi un algorithme de sélec-
tion, basé sur le classement des paramètres, est utilisé. Cet algorithme est une
approche de classement parmi les techniques de sélection, car il emploie une
métrique pour classer les paramètres et exclut tous ceux qui n'atteignent pas
la précision appropriée. Dans notre travail, la mesure d'entropie relative est
proposée pour classer les paramètres du meilleur aux mauvais paramètres.
Puis, un ensemble des meilleurs paramètres est présenté pour la classiﬁca-
tion. L'entropie relative mesure la distance entre deux fonctions de probabilité
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P (x/w1)et P (x/w2). w1 et w2 sont deux classes et x un vecteur de paramètres.
Cette distance est aussi connue sous le nom de Kullback-Leibler symétrisé (d)
et déﬁnie par [172] :
d = D12 +D21
D12 =
∑
p(x/w1)log2(
p(x/w1)
p(x/w2)
)
D21 =
∑
p(x/w2)log2(
p(x/w2)
p(x/w1)
)
(5.3)
Supposons que les densités de probabilité soient gaussiennes respective-
ment N(ν1, σ21), N(ν2, σ
2
2). La distance d devient [172] :
d =
1
2
(
σ22
σ21
+
σ21
σ22
− 2) + 1
2
(ν1 − ν2)2( 1
σ21
+
1
σ22
) (5.4)
Dans le cas où les deux classes se recouvrent complètement, d = 0. La va-
leur de d augmente dès que les deux distributions s'éloignent, l'une de l'autre.
En d'autres termes, les meilleurs paramètres correspondent à une valeur élevée
de d.
5.2.5 Classiﬁcation par réseaux de neurones
A la phase de classiﬁcation, les techniques analytiques classiques sont sou-
vent incapables de fournir des solutions acceptables pour les tâches de diag-
nostic diﬃcile. Cela explique pourquoi les techniques comme les réseaux de
neurones deviennent de plus en plus populaires dans les applications indus-
trielles. Dans notre travail, deux approches diﬀérentes de réseaux de neurones
sont testées : la fonction à base radiale (RBF) et le perceptron multicouche
(MLP). Nous avons choisi de travailler avec des réseaux de neurones (MLP et
RBF) pour de nombreuses raisons. Premièrement, les paramètres des réseaux
comme les biais et les poids peuvent être mis à jour, ce qui oﬀre une ﬂexi-
bilité pour les réseaux d'apprendre, de se déplacer et généraliser à partir des
données d'apprentissage. Deuxièmement, les RBFs ne sont pas linéaires, ils
incluent une fonction noyau (kernel fonction) et ils ont la capacité de traiter
les données en parallèle (calculs rapides et précis). Troisièmement, les réseaux
MLP et RBF n'ont pas besoin d'une connaissance physique, géométrique ou
une connaissance approfondie sur le système industriel à étudier. Par consé-
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en parallèle. Chaque neurone eﬀectue une sommation pondérée des entrées,
qui passe ensuite par une fonction d'activation non linéaire T , appelée aussi
fonction de transfert. La fonction de transfert modiﬁe les entrées pour avoir
les sorties désirées. Le nombre de n÷uds dans les couches d'entrée et de sortie
dépend du problème à résoudre et du nombre de variables d'entrées et de
sortie nécessaires à la déﬁnition du problème. Le choix du nombre de couches
cachées, le nombre de n÷uds cachés et la fonction d'activation jouent une rôle
très important dans la construction du modèle [174].
Soient xi, i = 1, ..., Q, les paramètres d'entrée, wij le poids des réseaux
de neurones où j = 1, ..., Nˆ et Nˆ est le nombre de n÷uds. Le vecteur de
sortie du MLP est noté par fPMLP où P est le nombre de classes. La somme
des entrées pondérées xi et les biais de chaque neurone bˆi sont passés par la
fonction d'activation T , dans le but de produire la sortie à la ﬁn .
Chaque n÷ud de chacune des couches (à l'exception de ceux de la couche
d'entrée) fournit une seule valeur en sommant ses valeurs d'entrée xi pondérées
par leurs poids wij. La valeur de la sortie est obtenue en additionnant les
sommes dans les valeurs pondérées précédentes avec le biais bi. Le biais est
ajouté pour décaler la somme relative à l'origine. Le résultat passe par la
fonction transfert T et abouti à la sortie du neurone oj.
oj = T
(
Q∑
i
wijxi + bj
)
(5.5)
La fonction de transfert T est généralement non linéaire. La fonction sig-
moïde ou fonction logistique est souvent préférée pour sa propriété de dériva-
bilité. Elle restreint la sortie des n÷uds entre 0 et 1 [174].
Sigmoide(x) =
1
1 + e−x
(5.6)
La règle d'apprentissage sert à entraîner le réseau à eﬀectuer une tâche
particulière. L'apprentissage supervisé est utilisé et stipule que pour chaque
entrée xi, il existe une cible (sortie désirée) tk. La règle d'apprentissage est
munie d'un ensemble d'exemple (ensemble d'apprentissage) :
{
f 1MLP , t1
}
,
{
f 2MLP , t2
}
, ...,
{
fPMLP , tP
}
.[174] (5.7)
Comme les paramètres d'entrée sont appliqués au réseau de neurones, les
sorties sont comparées aux cibles. La règle d'apprentissage est alors utilisée
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pour ajuster les poids et les biais en vue de déplacer les sorties du réseau
au plus près des cibles. Les règles d'apprentissage du MLP entrent dans la
catégorie d'apprentissage supervisée. L'objectif est de minimiser la fonction
d'erreur e, qui est la diﬀérence quadratique moyenne entre les sorties du réseau
et les cibles désirées.
e =
1
P
P∑
k=1
(
tk − fkMLP
)2
(5.8)
Les poids et les biais ajustés de la ime couche à l'itération u sont minimisés
par la méthode de descente du gradient. Cette méthode de minimisation est
la plus simple et la plus répandue. Elle consiste à ajuster itérativement les
paramètres du réseau dans la direction opposée de la forte pente de la fonction
coût :
wmj,i(u+ 1) = w
m
j,i(u)− α
∂e
∂wj,i
bˆmj (u+ 1) = bˆ
m
j (u)− α
∂e
∂bˆj
(5.9)
α est le pas de la descente, wji le poids et bj le biais. Le pas de la descente
doit être suﬃsamment faible pour éviter l'instabilité de la descente.
La méthode de descente de gradient adaptative (pas variable), méthode
d'optimisation de Newton, la méthode de la propagation résiliente (resilient
propagation) et l'algorithme de Levenberg-Marquardt (LMA) peuvent être
également utilisés pour mettre à jour les biais et les poids des n÷uds de ré-
seau. LMA est un algorithme très populaire implémenté par [175]. Cependant,
La méthode de LMA trouve un minimum local et non un minimum global.
En outre, le paramètre d'amortissement doit être initié et l'algorithme ne
converge que si l'estimation initiale est déjà assez proche de la solution ﬁnale.
Cependant, nous avons choisi la méthode de descente de gradient, parce que
chaque n÷ud du réseau doit être mis à jour rapidement. En fait, lorsque les
classes sont bien séparées, il n'y aura pas besoin de compliquer les calculs et
aller à des ordres plus élevés comme dans la méthode de Newton.
5.2.5.2 Fonction à base radiale
Les réseaux de neurones à fonctions de base radiales (RBF) sont des mo-
dèles connexionnistes. Ils font partie des réseaux de neurones supervisés. L'ar-
••
•
Nˆ
jime
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Φj(X) = exp
{
−‖X − µj‖
2
2σ2j
}
(5.10)
où µj et σj sont respectivement le vecteur des moyennes et le vecteur des
écarts types, de la jime unité avec la norme euclidienne.
Le réseau RBF est une application linéaire des sorties des neurones de la
couche interne. Pour un vecteur d'entrée X, la sortie de réseau est un vecteur
FRBF = f
k
RBF de dimension P . La k
ime composante est donnée par :
fk(X) =
Nˆ∑
j=1
wkjΦj(X) (5.11)
où les poids sont donnés par wkj.
Le calcul des poids wkj se fait par l'apprentissage du réseau. Dans le mode
supervisé, le réseau est en apprentissage par coupe (entré, sortie). Les pa-
ramètres sont donc optimisés pour déplacer les sorties de la couche cachée
aux sorties désirées. Les P doublons à optimiser (fkRBF , tk) représentent l'as-
sociation des sorties de la couche cachée avec leurs cibles correspondantes. Le
réseau minimise l'erreur quadratique totale E calculée entre les sorties fkRBF
obtenues et celles désirées tk.
A cause de la diﬀérentiabilité de la fonction gaussienne, la méthode de
descente du gradient est utilisée pour optimiser les paramètres du réseau que
sont : les centres, les largeurs des gaussiennes de la couche cachée et les poids.
∆µj = −ρµ∇µjE
∆σj = −ρσ∇σjE
∆wkj = −ρw∇wkjE
(5.12)
ρµ, ρσ et ρw sont des petites constantes positives.
Ces paramètres sont ﬁxés dans la méthode de descente de gradient et sont
égaux à 0.1. Ces paramètres ajustent la vitesse de convergence de l'algorithme
et il sont déterminés empiriquement. S'il sont trop grands, l'algorithme n'est
pas stable et oscille autour d'une solution. S'il sont trop petits, un très grand
nombre d'itération sera nécessaire pour converger vers la solution, et la pro-
babilité de convergence vers une solution locale est plus grande. Plusieurs
critères peuvent être déﬁnis pour arrêter l'algorithme : on peut limiter à un
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certain nombre d'itérations, ou arrêter lorsque l'erreur quadratique (MSE :
mean squared error) atteint un certain seuil. Nous avons choisi d'arrêter l'al-
gorithme pour un seuil ﬁxé à 0.02.
5.3 Application pour la détection du broutage
L'approche proposée est appliquée sur les signaux issus de la machine à
grande vitesse Huron. Nous cherchons à atteindre plusieurs objectifs de la pré-
sente application. Le principal objectif est de détecter le broutage quelques
soient la vitesse de rotation et la profondeur de coupe. Le problème est généra-
lisé et sa solution devient alors plus diﬃcile à obtenir. Le deuxième objectif est
de déterminer la meilleure position du capteur piézoélectrique. Après cela, les
paramètres, qui peuvent séparer les situations stable et instable (broutage),
seront étudiés. Pour ﬁnir, la discussion et les comparaisons entre les diﬀérentes
approches seront menées pour conﬁrmer l'eﬃcacité de la méthode proposée.
Au cours des manipulations, un nombre total de 23590 échantillons (un
échantillon correspond à une rotation de la broche) est enregistré à partir de
trois capteurs d'accélération à des diverses vitesses de rotation et diﬀérentes
profondeurs de coupe (voir tableau 5.1). 17219 échantillons correspondent au
cas stable et 6371 échantillons au cas instable.
5.3.1 Les approches de classiﬁcation
La ﬁgure 5.5 présente le processus de classiﬁcation. Les signaux acquis sont
ﬁltrés à l'aide d'un ﬁltre multibande. Les paramètres statistiques sont ensuite
générés à partir de l'enveloppe des signaux ﬁltrés. Les paramètres générés sont
alors sélectionnés en fonction de l'entropie relative. Les paramètres choisis sont
classés à l'aide des réseaux de neurones MLP et RBF, en deux classes stable
et instable.
L'apprentissage des données est nécessaire, étant donné que les réseaux de
neurones supervisés sont utilisés à l'étape de classiﬁcation. 40% des données
entraînent les réseaux et les 60% restants servent à la classiﬁcation. Pendant
la phase d'apprentissage, tous les paramètres extraits Q = 9 sont classés
du meilleur au pire, en fonction de leur capacité à séparer les deux classes
(stable et instable). Puis, les meilleurs paramètres classés sont retenus pour
la suite. Ce vecteur de paramètres retenus présente le vecteur de réseaux de
neurones. Les vecteurs de paramètres retenus pour la phase d'apprentissage
sont étiquetés selon la classe désirée (stable ou instable).
wij
X Y Y ∗
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léromètre et de sa direction.
Ordre X Entropie Y Entropie Y* Entropie
1 Variance 17.18 Clearance 10.44 Clearance 12.53
2 Peak 9.87 Peak 7.42 RMS 9.7
3 Clearance 7.78 RMS 6.7 Variance 9.64
4 RMS 7.12 Variance 5.05 Peak 9.19
5 Shape f. 0.52 Shape f. 1.04 Kurtosis 0.96
6 Impulse f. 0.46 Kurtosis 0.19 Skewness 0.23
7 Crest f. 0.42 Clearance 0.16 Impulse f. 0.15
8 Skewness 0.29 Crest f. 0.10 Shape f. 0.13
9 Kurtosis 0.05 Skewness 0.06 Crest f. 0.11
Table 5.3  Paramètres sélectionnés.
Les taux d'erreur de classiﬁcation dans la phase de test, à diﬀérentes po-
sitions (X, Y et Y ∗ ) en utilisant le RBF et le MLP, sont présentés ci-après.
Ax : l'accéléromètre est ﬁxé à l'extrémité libre de la partie non tournante de la
broche et orienté suivant la direction X (désigné par le numéro 1 sur la ﬁgure
3.1),
Ay : l'accéléromètre est ﬁxé à l'extrémité libre de la partie non tournante de la
broche et orienté suivant la direction Y (désigné par le numéro 6 sur la ﬁgure
3.1),
Y* : l'accéléromètre est ﬁxé sur la pièce à usiner et orienté suivant la direction
Y (désigné par le numéro 7 sur la ﬁgure 3.1),
Nous désignons respectivement l'erreur dans le cas stable, l'erreur dans
le cas instable et l'erreur des cas (stables ou instables) diﬃcile à classiﬁer,
respectivement par SE, UE et UN.
• SE : pourcentage de cas instables classés comme des cas stables avec une
probabilité supérieur à 55% ;
• UE : pourcentage de cas stables classés comme des cas instables avec
une probabilité supérieur à 55% ;
• UN : pourcentage de cas stables et instables qui sont diﬃcile à classiﬁer
avec une probabilité entre 45% et 55%.
La ﬁgure 5.6 montre que le pourcentage d'erreur des échantillons stables et
instables ne dépasse pas les 10% pour les deux classiﬁcateurs (RBF et MLP).
Y ∗
•
• /
•
/
//
Y ∗
/
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Détection du broutage par réseaux de neurone et sélection de
paramètres
L'approche de détection est mise en ÷uvre au cours de l'opération de
fraisage en rainurage des pièces d'aluminium, dans diﬀérentes conditions de
coupe.
Dans ce travail, nous avons constaté que le broutage est lié au comporte-
ment dynamique du système machine/ outil/ pièce. Ce phénomène se produit
autour des fréquences de résonances. Par conséquent, une opération de ﬁltrage
est proposée dans l'étape de traitement. Ensuite, le processus de détection est
suivi de l'extraction des paramètres statistiques à partir de l'enveloppe de
signal. Cela permet d'augmenter le rapport signal sur bruit et améliorer la
sensibilité de ses paramètres. Le lien entre l'analyse d'enveloppe et la cyclo-
stationnarité est introduit dans le chapitre 3, justiﬁant ainsi l'utilisation de
l'enveloppe du signal.
Dans la phase suivante, les paramètres sont classés en fonction de leur ca-
pacité à séparer les échantillons stables et instables. Les meilleurs paramètres
sont retenus et classés par deux classiﬁcateurs que sont les réseaux de neurones
à perceptron multicouche (MLP) et à fonction à base radiale (RBF).
Les données sont acquises dans diverses conditions de coupe et à partir
de diﬀérentes positions des capteurs. La classiﬁcation est eﬀectuée indépen-
damment de la profondeur de passe et de la vitesse de rotation. Plusieurs
techniques sont étudiées et les résultats montrent que la technique proposée
oﬀre une meilleure détection. Bien que les signaux générés soient non linéaires
et non stationnaires, les résultats conﬁrment la précision de la méthodologie
suivie pour la détection.
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Conclusion générale
La surveillance des centres d'usinage à grande vitesse, est un facteur clé
pour accroître la disponibilité des machines. Cette mesure permet d'atteindre
un niveau de robustesse des processus d'usinage plus élevé. Les défaillances
dans le processus d'usinage et les composants des machines-outils peuvent
générer des eﬀets négatifs sur la ﬁnition du produit et l'instabilité du processus
d'usinage réduit la durée de vie des outils de coupe et des machines-outils.
C'est le contexte dans lequel s'inscrit ce travail de recherche.
A l'issue de cette thèse de doctorat, trois contributions majeures ont été
apportées :
1- L'exploitation des propriétés de cyclostationnarité dans le but de détec-
ter le broutage et l'usure des outils de coupe.
Au cours d'un cycle d'usinage, diﬀérents évènements peuvent avoir lieu.
Ces évènements sont parfaitement liés à la position angulaire de la broche. Les
irrégularités de l'outil de coupe, au niveau des dents, dues aux erreurs de fa-
brication produisent une certaine ﬂuctuation (jitter). Le frottement du copeau
sur la face de coupe et celui de la pièce sur la face en dépouille provoquent
une élévation importante de la température. Cette élévation peut entrainer
une fusion locale du copeau et peut conduire à l'adhérence du copeau sur la
face de coupe. Cette combinaison des processus représente l'aspect aléatoire
observé et lorsqu'elle est combinée à la rotation cyclique de la broche, elle
justiﬁe la présence de cyclostationnarité des signaux d'accélération.
Dans le cadre de la propriété de cyclostationnarité, les signaux d'accéléra-
tion générés à partir de l'opération de fraisage peuvent être décomposés en une
partie périodique et en une partie résiduelle aléatoire de même période. Parce
que la période cyclique est parfaitement déﬁnie dans les signaux de fraisage par
les chocs dus aux passages des dents, le traitement des signaux est simpliﬁé.
La moyenne angulaire donne la contribution périodique du signal vibratoire.
Dans ce cas, nous pouvons dire que le signal est cyclostationnaire d'ordre
un. Ce type de cyclostationnarité résulte d'un phénomène répétitif de nature
déterministe (passage des dents sur la pièce, excentricité de la broche.). La
variance angulaire, quant à elle, indique les ﬂuctuations aléatoires périodiques
de l'énergie, si le signal est cyclostationnaire d'ordre deux. Il est démontré que
les méthodes statistiques angulaires synchrones (moyenne, variance, Kurtosis,
etc. . . ) sont l'expression de la cyclostationnarité à des statistiques d'ordre
diﬀérents. Ces moments sont eﬃcaces pour un diagnostic précoce des défauts
d'usinage à haute vitesse (broutage, usure d'outil, roulement), en comparaison
avec les méthodes stationnaires traditionnelles.
Aﬁn de pouvoir exploiter les signaux d'accélération enregistrés dans le
domaine temporel, les signaux ont été re-échantillonnés dans le domaine an-
gulaire a posteriori. La méthode de re-échantillonnage exploite l'information
fournie par le codeur rotatif interne qui est monté sur la broche. La loi de
phase peut être estimée à partir du signal car la position angulaire se retrouve
dans les chocs dus aux passages des dents, ou à partir du signal du codeur
optique. Dans cette thèse, les signaux ont été re-échantillonnés à l'aide des si-
gnaux du codeur. La procédure de re-échantillonnage est justiﬁée du fait que
les variations de vitesse sont très petites dans les centres d'usinage à régime
contrôlé.
L'analyse des signaux d'accélération, dans le domaine fréquentiel, lorsque
les conditions de coupe sont stables, conﬁrme que les pics du spectre sont
localisés à la fréquence de rotation de la broche et à ses harmoniques (chocs
périodiques). Cependant, la densité spectrale de puissance est similaire à la
fonction de transfert quand l'usinage se fait dans des conditions instables. Le
broutage se comporte alors comme un bruit blanc qui excite les fréquences
de résonance. L'inconvénient majeur avec la plupart des techniques fréquen-
tielles vient du fait qu'elles ne fournissent aucune information temporelle. Par
exemple, si le broutage se produit irrégulièrement, pendant l'acquisition du
signal, le domaine fréquentiel n'indique alors pas l'instant au cours duquel
a eu lieu le broutage. L'amplitude des vibrations de broutage peut être né-
gligée dans la région stable. Une autre approche consiste à utiliser la STFT
(Short Time Fourier Transform). La méthode de STFT permet d'analyser
des changements fréquentiels ou temporels corrélés avec le comportement du
système (stabilité et instabilité). L'application des méthodes temps-fréquence
aux signaux d'accélération, dans l'opération d'usinage, révèle qu'elle est utile
pour détecter le comportement non stationnaire et repérer les composantes
supplémentaires générées par le processus dynamique. Cependant, on peut
diﬃcilement dire si c'est du broutage ou autre chose. De plus, cette présenta-
tion aﬃche une résolution temporelle et fréquentielle limitée, liée au principe
de Heisenberg.
La corrélation spectrale a une structure continue conforme à l'axe des
fréquences f. Une valeur non nulle de la corrélation spectrale cyclique conﬁrme
l'existence d'un ensemble d'ondes portées par la fréquence f, dont l'énergie
varie périodiquement au rythme de α = 50Hz. Cette énergie provient d'un
phénomène lié au processus d'usinage de nature aléatoire. Lors de l'opération
d'usinage, les phénomènes aléatoires présents peuvent être liés principalement
aux mécanismes de coupe et la formation du copeau.
L'analyse de la densité spectrale de puissance met en évidence l'existence
de défaut de l'outil de coupe, pour les diﬀérents types de scénarios. Néan-
moins, l'inconvénient de cette procédure vient de son incapacité à fournir des
informations sur la dent usée et de faire une distinction entre les diﬀérents
scénarios. L'analyse cyclostationnaire nous permet de distinguer entre les dif-
férents scénarios.
L'utilisation de la cyclostationnarité oﬀre donc un avantage indispensable
dans les opérations industrielles des machines tournantes. Cette étude ouvre
des perspectives vers l'utilisation du caractère cyclostationnaire des para-
mètres angulaires pour la surveillance d'usinage en temps réel.
2- L'exploitation de l'information du codeur interne monté sur la broche et
l'utilisation de la vitesse angulaire instantanée pour la détection du broutage
constituent la deuxième contribution.
Un dispositif expérimental a conduit à l'acquisition des signaux du codeur
dans diﬀérentes conditions de coupe. L'analyse des données conﬁrme l'impor-
tance des signaux de force de coupe pour la surveillance du broutage. La table
dynamométrique et la mesure de la force de coupe sont uniquement adaptées
aux tests en laboratoire. Ainsi, le dynamomètre est eﬃcace pour l'identiﬁca-
tion du broutage en laboratoire, mais pas applicable dans les cas pratiques
en production. Cela est dû à la limitation de la taille de pièce, à la grande
sensibilité à la surcharge et au coût élevé. L'analyse des signaux angulaires,
plus précisément leurs représentations fréquentielle et angulaire ont montré
la bonne corrélation entre les signaux de force et de vitesse instantanée. La
méthode basée sur la vitesse angulaire est très pratique car elle ne nécessite
pas de capteurs additionnels et peut être réalisée sans augmenter le coût de
la manufacture.
Les signaux de force de coupe et de vitesse instantanée sont cyclostation-
naires. Le moyennage synchrone angulaire est utilisé pour estimer la contri-
bution périodique et estimer par suite la partie résiduelle. Le signal de vitesse
contient une faible contribution du second ordre, dans les conditions stables.
Cette faible contribution dépend du fonctionnement cyclique de la machine.
Elle devient forte dans les conditions instables à cause de l'eﬀet aléatoire pro-
duit par le broutage. Les indicateurs cyclostationnaires sont appliqués avec
succès sur les signaux de force de coupe et sur les signaux de vitesse instan-
tanée.
3- La proposition d'une nouvelle méthodologie de détection du broutage
dans les centres d'usinage. Cette méthodologie est basée sur l'analyse du signal
vibratoire et les réseaux de neurones.
Les signaux d'accélération issus de diﬀérentes conditions d'usinage doivent
être classiﬁés. La phase de traitement du signal, qui suit la phase d'acquisition
des données et précède celle de la génération de paramètres, est primordiale.
Elle permet de nettoyer les signaux des pollutions dues aux bruits d'impacts
mécaniques et électriques. Dans la phase suivante, les paramètres sont classés
en fonction de leur capacité à séparer les échantillons stables et instables.
Les meilleurs paramètres sont retenus et classés par deux classiﬁcateurs qui
sont : les réseaux de neurones à perceptron multicouche (MLP) et la fonction
à base radiale (RBF). La contribution est assez innovante car cette approche
étudie et détecte le broutage indépendamment de l'état de fonctionnement
de la machine (profondeur de passe, vitesse de rotation de la broche). Bien
que les signaux générés soient non-linéaires et non-stationnaires, les résultats
conﬁrment la précision de la méthodologie suivie pour la détection. Cette
approche peut être utilisée en industrie pour la détection du broutage ; elle
peut être aussi utilisée pour ajuster le diagramme des lobes de stabilité.
En conclusion, nous proposons la méthodologie suivante aﬁn d'assurer un
point de bon fonctionnement. Premièrement, le diagramme des lobes de stabi-
lité devrait être déterminé avec précision. Ensuite, lorsqu'un point de fonction-
nement initial est choisi, le processus d'usinage doit être surveillé en ligne pour
l'apparition du broutage. Notamment, en raison par exemple de changements
dans la température de la broche, les limites des lobes de stabilité peuvent
changer pendant la coupe. Dans le cas où le broutage est sur le point de se
produire, l'ingérence dans la procédé d'usinage est nécessaire pour assurer une
coupe sans broutage.
Les méthodes proposées vont permettre de faire la surveillance du broutage
et de l'usure des outils. Elles peuvent être utilisées pour faire la surveillance en
ligne, sauf que la première et la deuxième approches demandent un temps de
calcul non négligeable et les résultats dépendent de la position de l'accéléro-
mètre. Cependant, la méthode basée sur la vitesse instantanée est plus simple
à mettre en ÷uvre.
Recommandations et travaux futurs
Ce travail constitue une contribution qui s'intègre dans l'objectif global qui
est de concevoir un système de surveillance des centres d'usinage à grande vi-
tesse. Pour mieux valider la méthode proposée dans des conditions générales, il
est recommandé de compléter les essais expérimentaux complémentaires dans
diﬀérentes conditions de coupe, avec diverses géométries d'outil de coupe et
pour des trajectoires complexes, aﬁn de conﬁrmer et d'approfondir les résul-
tats obtenus.
Nous envisageons pour la suite de poursuivre quatre actions déjà entre-
prises au cours de la thèse, car elles semblent ouvrir la porte à des perspectives
prometteuses :
• La première repose sur l' estimation en dynamique de la réponse impul-
sionnelle de la structure, pour pouvoir ajuster les lobes de stabilité et
ainsi choisir de façon optimale des paramètres d'usinage en évitant le
broutement ;
• La seconde consiste à exploiter les courants et tensions d'alimentation
de la machine pour détecter un défaut. Nous bénéﬁcions pour cela d'une
base de données riche et adaptée, enregistrée sur un centre d'usinage,
aux laboratoires Dynamo et LIPPS pendant la thèse ;
• La troisième concerne l'intérêt de généraliser la cyclostationnarité (Na-
politano) aux signaux non stationnaires présentant un aspect cyclique.
En fait, pendant la phase d'enlèvement de la matière, le déplacement
de l'outil par rapport à la pièce à usiner engendre en réalité un signal
aléatoire non stationnaire. Ce signal aléatoire est couplé à la rotation
de la broche et des dents, on pourrait probablement parler de signaux 
cyclo-non-stationnaires . Nous pensons qu'il y a là, une classe nouvelle
de signaux à formaliser mathématiquement aﬁn de proposer de nouvelles
méthodologies. Il y aura certainement des liens à établir avec les travaux
de Napolitano [131, 132] ;
• La quatrième consiste à remplacer les signaux d'accélération par les si-
gnaux de vitesse instantanée. Les résultats ont montré que les signaux
de vitesse instantanée pouvaient être utilisés à la place des signaux d'ac-
célération ; les résultats sont prometteurs et nous encourage à penser à
les utiliser pour développer un système de surveillance moins dispen-
dieux. Les résultats ne sont pas publiés dans cette thèse. La fonction
de transfert peut être estimée à partir du signal de vitesse. Un simple
ﬁltre médian sur le signal acquis dans des conditions instable permet de
ressortir les modes propres du système (broche, porte outil, outil, pièce).
Si l'usinage se fait dans des conditions stables à la présence d'un défaut
du roulement, on pourrait le détecter à partir du signal de vitesse, mais
cela reste une observation à vériﬁer.
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h(φj) = (fz sin(φj) + nj−1 − nj)g(φj) (B.2)
tel que :
g(φj) =
{
1 si φs ≤ φj ≤ φe
0 si φj ≤ φs, φj ≥ φe
Si nous nous intéressons uniquement aux variations causées par les vibrations,
le terme fz sin(φj) dans l'expression de l'épaisseur du copeau peut être sup-
primé. fz représente l'avance par dent, g(φj) est une fonction valant 1 si la
dent usine et 0 sinon, la phase d'usinage est déﬁnie par une angle d'entrée
φe et de sortie φs, tous les deux sont constants. nj est la projection du dé-
placement suivant la direction radial à la dent et n(j−1) est la projection du
déplacement au précédent passage de dent.
La substitution de l'équation B.1 dans l'équation B.2 en négligeant la
partie statique et on posons ∆x = xj−1−xj et ∆y = yj−1−yj, nous donne B.3 :
h(φj) =[(xj−1 sin(φj)yj−1 cos(φj))− xj sin(φj)− yj cos(φj)]g(φj)
h(φj) =[(xj−1 − xj) sin(φj) + (yj−1 − yj) cos(φj)]g(φj)
h(φj) =[∆x sin(φj) + ∆y cos(φj)]g(φj)
(B.3)
La force tangentielle et la force radiale (normale) s'écrivent en fonction de
l'épaisseur du copeau B.4 :
Ft,j = Ktbh(φj) et Fn,j = KnFt,j = KnKtbh(φj) (B.4)
Kt , Kn sont les coeﬃcients spéciﬁques de coupe tangentielle et radiale, b
est la profondeur de passe axiale, la relation entre (Kt, Kn) et Ks le coeﬃcient
de coupe est la suivante : Fj = Ksbh(φj)
Fj =
√
F 2t,j + F
2
n,j =
√
K2t +K
2
tK
2
nbh(φj) = Kt
√
1 +K2nbh(φj) (B.5)
Donc Ks = Kt
√
1 +K2n et l'angle de force est donnée par :
tan(β) =
Ktbh(φj)
KnKtbh(φj)
=
1
Kn
(B.6)
La projection des composantes tangentielle et radiale de la force Fj dans
le repère ﬁxe (x, y) est donnée par les équations suivantes :{
Fx,j = −Ft,j cos(φj)− Fn,j sin(φj)
Fy,j = +Ft,j sin(φj)− Fn,j cos(φj) (B.7)
La substitution dans Fx,j donne :
Fx,j =−Ktbg(φj)[∆x(sin(φj) cos(φj) +Kn sin(φj)2)+
∆y(cos(φj)
2 +Kn cos(φj) sin(φj))]
(B.8)
La substitution dans Fy,j donne :
Fy,j =−Ktbg(φj)[∆x(sin(φj)2 −Kn cos(φj) sin(φj))+
∆y(cos(φj) sin(φj) +Kn cos(φj)
2)]
(B.9)
Utilisant les identités trigonométriques remarquables, nous trouvons :
Fx,j =− 1
2
Ktbg(φj)[∆x(sin(2φj) +Kn(1− cos(2φj)))+
∆y(1 + cos(2φj) +Kn sin(2φj))]
(B.10)
Fy,j =− 1
2
Ktbg(φj)[∆x(1− cos(2φj)−Kn sin(2φj))+
∆y(sin(2φj)−Kn(1 + cos(2φj)))]
(B.11)
L'expression de la force est complète en incluant la contribution de toutes
les dents. Cela conduit aux forces totales Fx et Fy données par :
Fx =
Nt∑
j=1
Fx,j (B.12)
Fy =
Nt∑
j=1
Fy,j (B.13)
Les forces Fx , Fy sont arrangées sous forme matricielle pour aboutir à :(
Fx
Fy
)
=
1
2
Ktb[A(t)]∆ (B.14)
∆ =
(
∆x
∆y
)
A est appelée la matrice des coeﬃcients dynamiques de fraisage. Cette ma-
trice représente l'orientation et la valeur des eﬀorts de coupe sur chaque dent,
en fonction de la position angulaire de la dent et des coeﬃcients spéciﬁque de
coupe. Cette matrice, dont les coeﬃcients sont périodiques de période τ , est
la principale diﬃculté du fraisage par rapport au tournage.
Les coeﬃcients de A sont donnés par :
ax,x =
Nt∑
j=1
−g(φj)(sin(2φj) +Kn(1− cos(2φj))) (B.15)
ax,y =
Nt∑
j=1
−g(φj)(1 + cos(2φj) +Kn sin(2φj)) (B.16)
ay,x =
Nt∑
j=1
−g(φj)(1− cos(2φj)−Kn sin(2φj)) (B.17)
ay,y =
Nt∑
j=1
−g(φj)(sin(2φj)−Kn(1 + cos(2φj))) (B.18)
Ces coeﬃcients sont périodiques de pas angulaire φp = 2piNt . Ils sont aussi
périodiques en temps, avec une période τ = 60
ΩNt
, où Ω est exprimé en rpm.
Cette matrice est classiquement décomposée en séries de Fourier, aﬁn de
pouvoir l'analyser :
[A(t)] =
r=−∞∑
r=∞
[Ar]e
irwt (B.19)
w = 2piftooth (
rad
s
) et les coeﬃcients de Fourier sont :
[Ar] =
1
Ntτ
∮ Ntτ
0
[A(t)]e−irwtdt (B.20)
Aﬁn de limiter les calculs, les auteurs considèrent uniquement le terme
[A0], c'est-à-dire l'ordre zéro de la décomposition en séries de Fourier. Cette
hypothèse forte permet de modéliser un eﬀort de coupe constant, comme en
tournage.
A0 =
Nt
2pi
[
axx ayx
axy ayy
]
(B.21)
[A0] =
1
0
∮ 2pi
2pi
[A(φ)]dφ =
1
2pi
∫ φe
φs
[A(φ)]dφ = A0 =
Nt
2pi
(
αxx αxy
αyx αyy
)
(B.22)
αxx = |1
2
(cos(2φ)− 2knφ+Kn cos(2φ)|φsφe (B.23)
αxy = |1
2
(− sin(2φ)− 2φ+Kn cos(2φ)|φsφe (B.24)
αyx = |1
2
(− sin(2φ) + 2φ+Kn cos(2φ)|φsφe (B.25)
αyy = |1
2
(− cos(2φ)− 2Knφ−Kn sin(2φ)|φsφe (B.26)
L'équation dynamique de la force est réduite à la suivante :(
Fx
Fy
)
=
1
2
Ktb[A0]∆ (B.27)
L'analyse de stabilité commence par l'écriture des réponses du système
dans le domaine fréquentiel :
(
Xj
Yj
)
=
[
FRFx,x FRFx,y
FRFy,x FRFyy
](
Fx
Fy
)
eiwct =
[
FRFx,x 0
0 FRFyy
] (
Fx
Fy
)
eiwct
(B.28)
Les FRF croisés sont égaux à 0, parce que les deux directions sont perpen-
diculaires. wc représente la fréquence de broutage. De la même manière, nous
écrivons les réponses au précédent passage :
(
Xj−1
Yj−1
)
= e−iwcτ
(
Xj
Yj
)
= e−iwcτ
[
FRFx,x 0
0 FRFyy
](
Fx
Fy
)
eiwct
(B.29)
où e−iwcτ représente le retard d'une période de passage de dent.
Prenons la diﬀérence des deux équations précédentes :
(
Xj−1
Yj−1
)
−
(
Xj
Yj
)
= (1−e−iwcτ )eiwct
[
FRFx,x 0
0 FRFyy
](
Fx
Fy
)
=
(
∆X
∆Y
)
(B.30)
Prenons la représentation des forces dynamiques dans le domaine fréquen-
tiel, en substituant :
e−iwcτ
(
Fx
Fy
)
=
1
2
Ktb[A0](1− e−iwcτ )eiwct
[
FRFx,x 0
0 FRFyy
](
Fx
Fy
)
(B.31)
Réarrangeant l'équation :
eiwct
(
Fx
Fy
)
{[I]− 1
2
Ktb(1− e−iwcτ )[A0]
[
FRFx,x 0
0 FRFyy
]
} = 0 (B.32)
Elle a une solution non-triviale si le déterminant est égal à zéro :
det
{
[I]− 1
2
Ktb(1− e−iwcτ )[A0]
[
FRFx,x 0
0 FRFyy
]}
= 0 (B.33)
Elle représente l'équation caractéristique de système dynamique, où I =[
1 0
0 1
]
et [A0]
[
FRFx,x 0
0 FRFyy
]
est l'analogie de la FRF orientée dans
l'approche Average Tooth Angle.
[A0]
[
FRFx,x 0
0 FRFyy
]
=
Nt
2pi
[
αxx αxy
αyx αyy
] [
FRFx,x 0
0 FRFyy
]
=
Nt
2pi
[
αxxFRFx,x αxyFRFy,y
αyxFRFx,x αyyFRFy,y
]
=
Nt
2pi
[FRFor]
(B.34)
Soit la variable Γ, déﬁnit comme suit :
Γ =
Nt
2pi
(−1
2
Ktb(1− e−iwcτ )) = −Nt
4pi
Ktb(1− e−iwcτ ) (B.35)
L'équation caractéristique s'écrit :
det([I] + Γ[FRFor]) = 0 (B.36)
Calculons le déterminant, det
[
1 + ΓαxxFRFxx ΓαxyFRFyy
ΓαyxFRFxx 1 + ΓαyyFRFyy
]
= 0,
qui donne une expression quadratique en Γ :
(1+ΓαxxFRFxx)(1+ΓαyyFRFyy)−Γ2(ΓαyxFRFxx)(ΓαxyFRFyy) = 0 (B.37)
ce qui donne :
a0Γ
2 + a1Γ + 1 = 0 (B.38)
où :
a0 = αxxαyyFRFxxFRFyy − αxyαyxFRFxxFRFyy (B.39)
a1 = αxxFRFxx + αyyFRFyy (B.40)
Les deux solutions de l'équation qui sont les valeurs propres du système, sont
données par :
Γ1,2 =
−a1 ±
√
a21 − 4a0
2a0
=
1
2a0
(a1 ±
√
a21 − 4a0) (B.41)
Les deux valeurs propres dépendent de la fréquence de broutage wc, due
à la dépendance des FRF dans les deux direction x et y. Pour chaque wc, la
valeur minimale blim est choisie pour établir la profondeur critique.
Γ = Γreal + iΓimag = −Nt
4pi
Ktb(1− cos(wcτ)− i sin(wcτ)) (B.42)
blim est donné par :
blim = −(Γreal + iΓimag) 4pi
NtKt
1
(1− cos(wcτ)− i sin(wcτ)) (B.43)
blim =− 2pi
NtKt
(
Γreal(1− cos(wcτ)) + Γimag sin(wcτ)
1− cos(wcτ)
+ i
Γimag(1− cos(wcτ))− Γreal sin(wcτ)
1− cos(wcτ) )
(B.44)
blim est réel ce qui implique la nullité de la partie imaginaire. En consé-
quence Γimag(1− cos(wcτ))− Γreal sin(wcτ) = 0.
D'après cette équation une nouvelle variable κ est déﬁnie par :
κ =
Γimag
Γreal
=
sin(wcτ)
1− cos(wcτ) (B.45)
La profondeur critique blim est donnée par :
blim = − 2pi
NtKt
Γreal(1 + κ
2) (B.46)
La vitesse de rotation correspondante est calculée à partir de la phase ε
de la valeur propre Γ. De l'équation précédente, nous avons :
wcτ = cos
−1 κ
2 − 1
κ2 + 1
= − cos−1 2(Ψ) (B.47)
La vitesse angulaire Ω est calculée en trouvant la période de passage de
dents :
τ =
1
wc
(ε+ 2kpi)⇒ Ω = 60
Ntτ
, ε = pi − 2Ψ (B.48)
En résumant, la fonction de transfert du système machine-outil est iden-
tiﬁée. Les coeﬃcients dynamiques des forces sont évalués, puis les lobes de
stabilité sont calculés de la manière ci-après :
• choisir une fréquence de vibration wc au voisinage d'un mode propre
dominant ;
• résoudre l'équation caractéristique ;
• calculer la profondeur de passe de la limite correspondante ;
• calculer les diﬀérentes vitesses de rotation Ω associées en faisant varier
k=1,2,3. . . ,n ;
• réitérer l'opération avec une autre fréquence wc
k représente ici le nombre d'ondulations complètes entre un passage de dents
successives.
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Annexe C
Extraction des paramètres
modaux
Les algorithmes d'extraction des paramètres modaux sont utilisés pour
identiﬁer les paramètres modaux à partir des données de la fonction de trans-
fert. Ces algorithmes sont la méthode d'ampliﬁcation maximale, LSCE (least
square complex exponential) et FDPI (Frequency domain polynomial ﬁt).
Chacun des ces algorithmes a la même fonction d'identiﬁcation de paramètre,
mais chacun est optimisée pour un scénario de test spéciﬁque.
C.1 Méthode d'ampliﬁcation maximale
La méthode d'ampliﬁcation maximale, est peut être la méthode SDoF
(single degree of freedom) en fréquentiel la plus simple pour l'analyse modale.
Elle est aussi appelée la méthode à mi-puissance. Elle repose sur le strict res-
pect de l'hypothèse de SDoF. La méthode traite les données de la fonction
de transfert au voisinage d'une résonance comme données issus d'un système
SDoF. La procédure de calcul est résumée comme suit :
(a) Estimation de la fréquence naturelle :
La fréquence naturelle de ième mode sélectionné pour l'analyse est identiﬁée
à partir de la valeur de la FRF |αr(w)|max tel que wr ≈ wpeak.
(b) Estimation de l'amortissement :
Pour l'estimation de l'amortissement, les points wa et wb à mi-puissance sont
localisés de chaque coté de pic identiﬁé avec une amplitude de αmax√
(2)
. Le facteur
d'amortissement ensuite est estimé à partir de la formule suivante :
ζr =
wb − wa
2wr
(C.1)
(c) Estimation de la constante modale :
Du modèle SDoF, la FRF au pic est égale αmax = Arηrw2r . La constante modale
Ar = 2αmaxζrw
2
r
High speed milling machine monitoring by
cyclostationary approach and instantaneous angular
speed
Abstract :
In manufacturing, the current evolution towards productivity improvement and cost
eﬀectiveness require monitoring in machining to survey spindle bearing wear, tool
wear and self-excited vibrations that produce chatter. Unfortunately, the issue of
downtime continues to plague the industry. Unscheduled downtime is costly, not only
in terms of time lost, but also in terms of damages to tools, machines or workpieces.
Estimates state that the amount of downtime due to cutter breakage on an average
machine toll is on the order of 7%, while others estimate it closer to 20% [122, 2].
Even if the tool does not break during machining, the use of damaged cutters can
stress the machine-tool system and cause a loss of quality in the ﬁnished workpiece.
In fully automated or lightly staﬀed machining environments, the timely detection
of the wear (bearing or tool) or chatter state and the recognition of their damage
is seen as essential to the improvement of productivity and cost eﬀectiveness. It
has been predicted that an accurate and reliable tool condition monitoring system
could result in cutting speed increase of 10%-15%, reduction in downtime by allowing
maintenance to be scheduled in advance, and an overall increase in savings of 10%-
40% [2].
Chatter is a self-excited vibration that can arise in machining process at speciﬁc
combination of cutting parameters, depth of cut and spindle speed. This phenome-
non aﬀects the surface ﬁnish resultant from strong vibrations of the cutter. Further-
more, the machine, tool and bearings spindle wear out rapidly and a lot of noise is
generated when chatter occurs.
In machining ﬁeld, chatter phenomenon takes a lot of interest because manu-
facturing enterprises are turning to the automation system and the development of
reliable and robust monitoring system to provide increased productivity, improved
part quality and reduced costs. Chatter occurrence has several negatives eﬀects :
a) Poor surface quality, b) Unacceptable inaccuracy, c) Excessive noise, d) Machine
tool damage, e) Reduced material removal rate, f) Increase costs in terms of pro-
duction time, g) Waste of material, h) Environmental impact in terms of materials
and energy. Moreover, chatter monitoring is not an easy task for various reasons.
Firstly, the non linearity of machining processes and the time-varying of systems
complicate this task. Secondly, the sensitivity and the dependency of acquired si-
gnals from sensors on diﬀerent factors, such as machining condition (depth of cut,
spindle speed, feed), cutting tool geometry and workpiece material. Thirdly, at high
rotating speeds, the gyroscopic eﬀects on the spindle dynamics in addition to the
centrifugal force on the bearings and thermal eﬀects become more relevant thus
aﬀecting the stability of the system. For these reasons, demands for an advanced
automatic chatter detection and monitoring system for optimizing and controlling
machining processes becomes a topic of enormous interest. Several researches in
this ﬁeld are performed. Advanced monitoring and detection methods are developed
mostly relying on time, frequency and time-frequency analysis etc.
In order to detect chatter in milling centers. Three new methods are studied and
developed using advanced techniques of signal processing and exploiting cyclosta-
tionarity property of signals acquired.
Cyclostationarity of accelerometer signal
The recognition of cyclostationarity in rotating machines signals allows taking
into account their natural non-stationary behaviour by leading both the develop-
ment of adaptive algorithms to several tools, including Short Time Fourier Trans-
forms (STFT), time-frequency representations such as Wigner-Ville and other so-
phisticated tools that are more eﬀective and more precise than those traditionally.
The innovation lies on an additional dimension related to generic variables which
describe the evolution in time of the machine behaviour. The objective of the ﬁrst
part of my work is to extend the ﬁeld of application of cyclostationarity to signals
obtained from high speed machining center in diﬀerent cutting conditions (stable
conditions, chatter, tool wear, bearing defects).
Results obtained highlights the cyclostationarity character of accelerometer si-
gnals coming from high speed milling and shown that the synchronous angular sta-
tistic (average and variance, Kurtosis, integrated Wigner-Ville spectrum) methods
are the expression of cyclostationary at ﬁrst and second order, and that these para-
meters ( Kurtosis, Power, spectral correlation function and Wigner-Ville spectrum
issued from second-order cyclostationary) are eﬃcient parameters for an early diag-
nosis of faults in high speed machining (chatter, tool wear, bearings) compared with
the traditional stationary method. This study shows that it is possible to discrimi-
nate the severity of damage for chatter and tool wear. Furthermore, the frequency
analysis allows identifying the excited natural frequencies and for diagnosing spindle
bearing defects. The use of cyclostationarity oﬀers then an indisputable advantage
in industrial rotating machining operations, and this study opened ways for using
the cyclostationary characteristics of angular parameters (Kurtosis, instantaneous
angular speed, ..) for monitoring machining.
Instantaneous angular speed and cyclostationary indicators
In the second part of my work, an investigation of chatter monitoring in machi-
ning process on the basis of the analysis of cutting forces and instantaneous angular
speeds in the angular domain is presented in this paper. Cyclostationarity analysis
and angular sampling are very suitable for rotating system monitoring. Data analy-
sis conﬁrms the importance to analyse the cutting forces in the angular-frequency
domain for chatter monitoring. Dynamometers and cutting force measurement are
suitable in laboratory. Unfortunately, if the dynamometer can be eﬃciently used
in slot milling for chatter identiﬁcation in laboratory testing, it is not practical
on production machines, due to the limitation of workpiece size, high sensitivity
to overload, and high costs, and other descriptors must be found. The analysis of
the angular signals, their PSD and angular-frequency representation has shown the
good correlation between cutting forces and instantaneous angular speeds (IAS) of
the spindle.
The method based on instantaneous angular speed is very practical because it
does not require additional sensors and can be realized without increasing the cost
of the manufacturing system. It is thus proposed to use the IAS coming from the
spindle encoder instead of a dynamometer to detect chatter in industrial machining
operations, without adding any expensive sensor. The eﬃciency of two indicators
for diagnosis chatter are investigated. These indicators are based on the repartition
of the energy between the periodic part and the residual part of a signal. It is shown
a signiﬁcant decrease of the amplitude of the ﬁrst indicator CI1 representing the
periodic part of signals and inversely a signiﬁcant increase of the amplitude of the
second indicator CI2 representing the random part of the signal when approaching
the unstable region of machining. Since they were successfully applied to cutting
forces and instantaneous angular speed in a slot milling case, it is proposed to use
these indicators combined with IAS to monitor the chatter. These results are thus
very promising in order to develop a low cost monitoring system for chatter detection
in industrial machining operations. The work has now to be expanded to complex
tool trajectory and other tool overload problems.
Neural Networks classiﬁcation and feature selection
This third part presents a new technique for chatter detection in high speed
CNC milling machines. This technique merges between signal processing analysis
and artiﬁcial intelligence. Chatter phenomenon is linked to the dynamic behavior of
the machine-tool-workpiece system. Chatter components occur around resonances
frequencies of CNC machine, therefore multiband ﬁltering resonance is proposed in
the processing step. The process is followed up by envelope analysis. This allows
increasing the signal to noise ratio and increasing the sensitivity of generated fea-
tures. Features are then ranked according to their capability to separate between
normal and chatter phenomenon. Only best features are selected and classiﬁed by
mean of two non linear classiﬁers that are the Radial Basis Function (RBF) and
the Multi-Layer Perceptron (MLP). Manipulations are done at diﬀerent depths of
cut and various rotational speeds ; moreover data is collected from three diﬀerent
positions. Classiﬁcations are done independent of depth of cut and regardless of rota-
tional speed. Several techniques are investigated and results show that the proposed
technique oﬀers best chatter detection wherever data is collected from. Although si-
gnals generated by CNC milling machine are non-linear and non-stationary, results
conﬁrm how accurate the proposed methodology is.
Keywords : Chatter, High speed machining, Cyclostationarity, Angular
speed, Neural networks, Classiﬁcation, RBF, MLP
