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Sparse Regularization: Convergence Of Iterative
Jumping Thresholding Algorithm
Jinshan Zeng, Shaobo Lin∗, and Zongben Xu
Abstract—In recent studies on sparse modeling, non-convex
penalties have received considerable attentions due to their
superiorities on sparsity-inducing over the convex counterparts.
Compared with the convex optimization approaches, however,
the non-convex approaches have more challenging convergence
analysis. In this paper, we study the convergence of a non-convex
iterative thresholding algorithm for solving sparse recovery
problems with a certain class of non-convex penalties, whose
corresponding thresholding functions are discontinuous with
jump discontinuities. Therefore, we call the algorithm the
iterative jumping thresholding (IJT) algorithm. The finite
support and sign convergence of IJT algorithm is firstly verified
via taking advantage of such jump discontinuity. Together
with the assumption of the introduced restricted Kurdyka-
Łojasiewicz (rKL) property, then the strong convergence of
IJT algorithm can be proved. Furthermore, we can show
that IJT algorithm converges to a local minimizer at an
asymptotically linear rate under some additional conditions.
Moreover, we derive a posteriori computable error estimate,
which can be used to design practical terminal rules for the
algorithm. It should be pointed out that the lq quasi-norm
(0 < q < 1) is an important subclass of the class of non-convex
penalties studied in this paper. In particular, when applied to
the lq regularization, IJT algorithm can converge to a local
minimizer with an asymptotically linear rate under certain
concentration conditions. We provide also a set of simulations
to support the correctness of theoretical assertions and compare
the time efficiency of IJT algorithm for the lq regularization
(q = 1/2, 2/3) with other known typical algorithms like the
iterative reweighted least squares (IRLS) algorithm and the
iterative reweighted l1 minimization (IRL1) algorithm.
Index Terms—Sparse regularization, non-convex optimization,
iterative thresholding algorithm, lq regularization (0 < q < 1),
Kurdyka-Łojasiewicz inequality
I. INTRODUCTION
The sparse vector recovery problems emerging in many
areas of scientific research and engineering practice have at-
tracted considerable attention in recent years ([1]-[4]). Typical
applications include regression [5], visual coding [6], signal
processing [7], compressed sensing [1], [2], machine learning
[8], and microwave imaging [9]. These problems can be
modeled as the following l0-norm regularized optimization
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problem
min
x∈RN
{F (x) + λ‖x‖0} , (1)
where F : RN → [0,∞) is a proper lower-semicontinuous
function, ‖x‖0, commonly called the l0-norm, denotes the
number of nonzero components of x and λ > 0 is a regulariza-
tion parameter. The l0 regularized least squares problem is a
special case of (1) where F (x) = 12‖Ax−y‖22. Blumensath and
Davies [10] proposed the iterative hard thresholding algorithm
to solve this problem, and showed that the algorithm converges
to a local minimizer. Recently, Lu and Zhang [11] proposed a
penalty decomposition method for solving a more general class
of l0 regularized problems. In addition, Lu [12] proposed an
iterative hard thresholding method and its variant for solving
l0 regularization over a conic constraint, and established its
convergence as well as the iteration complexity.
Besides the l0 regularized optimization problem, a more
general class of problems are considered a lot in both practice
and theory, that is,
min
x∈RN
{F (x) + λΦ(x)}, (2)
where Φ(x) is a certain separable, continuous penalty with
Φ(x) =
∑N
i=1 φ(|xi|), and x = (x1, · · · , xN )T . One of the
most important cases is the l1-norm with Φ(x) = ‖x‖1 =∑N
i=1 |xi|. The l1-norm is convex and thus, the corresponding
l1-norm regularized optimization problem can be efficiently
solved. Because of this, the l1-norm becomes popular and has
been accepted as a very useful tool for the modeling of the
sparsity problems. Nevertheless, the l1-norm may not induce
adequate sparsity when applied to certain applications [13],
[14], [15], [16]. Alternatively, many non-convex penalties were
proposed as relaxations of the l0-norm. Some typical non-
convex examples are the lq-norm (0 < q < 1) [14], [15], [16],
Smoothly Clipped Absolute Deviation (SCAD) [17], Minimax
Concave Penalty (MCP) [18] and Log-Sum Penalty (LSP)
[13]. Compared with the l1-norm, the non-convex penalties
can usually induce better sparsity while the corresponding non-
convex regularized optimization problems are generally more
difficult to solve.
There are mainly four classes of algorithms to solve the
non-convex regularized optimization problem (2). The first
one is the half-quadratic (HQ) algorithm [19], [20]. HQ
algorithms can be efficient when both subproblems are easy
to solve (particularly, when both subproblems have closed-
form solutions). The second class is the iterative reweighted
algorithm including iterative reweighted least squares (IRLS)
2minimization [21], [22], [23] and iterative reweighted l1-
minimization (IRL1) [13] algorithms. Recently, Lu [24] ex-
tended some existing iterative reweighted methods and then
proposed new variants for the general lq (0 < q < 1) regular-
ized unconstrained minimization problems. Nevertheless, the
iterative reweighted algorithms can be only efficient when the
corresponding non-convex penalty can be well approximated
via the quadratic function or the weighted l1-norm function.
The third class is the difference of convex functions algorithm
(DC programming) [25], which is also called Multi-Stage
(MS) convex relaxation [26]. The DC programming considers
a proper decomposition of the objective function. Hence, it
can be only applied to those non-convex penalties that can
be decomposed as a difference of convex functions. The last
class is the iterative thresholding algorithm, which fits the
framework of the forward-backward splitting algorithm [27]
and the generalized gradient projection algorithm [28] when
applied to a separable non-convex penalty. Intuitively, the
iterative thresholding algorithm can be viewed as a procedure
of Landweber iteration projected by a certain thresholding
operator. Thus, the thresholding operator plays a key role in
the iterative thresholding algorithm. For some special non-
convex penalties such as SCAD, MCP, LSP and lq-norms
with q = 1/2, 2/3, the associated thresholding operators
can be expressed analytically [16], [29], [30]. Compared to
the other types of non-convex algorithms such as the HQ,
IRLS, IRL1 and DC programming algorithms, the iterative
thresholding algorithm is easy to implement and has almost
the least computational complexity for large scale problems
[9], [31]. Consequently, the iterative thresholding algorithm
becomes popular.
One of the significant differences between the convex and
non-convex algorithms is that the convergence analysis of a
non-convex algorithm is in general tricky. Although the effec-
tiveness of the iterative thresholding algorithms for the non-
convex regularized optimization problems has been verified
in many applications, except for the iterative hard [12] and
half [32] thresholding algorithms, the convergence of most of
these algorithms has not been thoroughly investigated. More
specifically, there are still three mainly open questions.
1) When does the algorithm converge? Under what con-
ditions, the iterative thresholding algorithm converges
strongly in the sense that the whole sequence generated,
regardless of the initial point, is convergent.
2) Where does the algorithm converge? Does the algorithm
converge to a global minimizer or more practically, a
local minimizer due to the non-convexity of the opti-
mization problem?
3) What is the convergence rate of the algorithm?
A. Main Contribution
In this paper, we give the convergence analysis for the
iterative jumping thresholding algorithm (called IJT algorithm
henceforth) for solving a certain class of non-convex regu-
larized optimization problems. One of the most significant
features of such non-convex problems is that the corresponding
thresholding functions are discontinuous with jump disconti-
nuities (see Fig. 1). Moreover, the corresponding thresholding
functions are not nonexpansive in general. Among these non-
convex penalties, the well-known lq-norm with 0 < q < 1 is
one of the most typical cases. The main contribution can be
summarized as follows.
(a) We prove that the supports and signs of any sequence
generated by IJT algorithm can converge within finite
iterations. Such property brings a possible way to con-
struct a new sequence in a special subspace such that
the new sequence has the same convergence behavior of
the original sequence generated by IJT algorithm.
(b) Under a further assumption that the objective function
satisfies the so-called restricted Kurdyka-Łojasiewicz
(rKL) property (see Definition 2) at some limit point,
the strong convergence of IJT algorithm can be assuredly
guaranteed (see Theorem 1). The introduced rKL prop-
erty is generally weaker than the well-known Kurdyka-
Łojasiewicz property that is widely used to study the
convergence of nonconvex algorithms.
(c) Under certain second-order conditions, we demonstrate
that IJT algorithm converges to a local minimizer at
an asymptotically linear rate (see Theorems 2-4). Such
asymptotically linear convergence speed means that
when the iterative vector is sufficiently close to the con-
vergent point, the rate of convergence of IJT algorithm
is linear. This implies that given a good initial guess,
IJT algorithm can converge very fast.
(d) As a typical case, we apply the developed convergence
results to the lq regularization (0 < q < 1). When ap-
plied to the lq regularization, IJT algorithm can converge
to a local minimizer at an asymptotically linear rate
as long as the matrix satisfies a certain concentration
property (see Theorem 5).
(e) We also provide simulations to support the correctness
of theoretical assertions and compare the convergence
speed of IJT algorithm for the lq regularization problems
(q = 1/2, 2/3) with other known typical algorithms like
the iterative reweighted least squares (IRLS) algorithm
and the iterative reweighted l1 minimization (IRL1)
algorithm.
B. Notations and Organization
We denote R and N as the real number and natural
number sets, respectively. For any vector x ∈ RN , xi is
its i-th component, and for a given index set I ⊂ IN ,
{1, 2, · · · , N}, xI represents its subvector containing all the
components restricted to I . Ic represents the complementary
set of I , i.e., Ic = IN \ I. ‖x‖2 represents the Euclidean
norm of a vector x. Supp(x) is the support set of x, i.e.,
Supp(x) = {i : |xi| > 0, i = 1, · · · , N}. For any matrix
A ∈ RN×N , σi(A) and σmin(A) (λi(A) and λmin(A)) denote
as the i-th and minimal singular values (eigenvalues) of A,
respectively. Similar to the vector case, for a given index
set I , AI represents the submatrix of A containing all the
columns restricted to I . For any z ∈ R, sign(z) denotes its
3sign function, i.e.,
sign(z) =


1, for z > 0
0, for z = 0
−1, for z < 0
.
The remainder of this paper is organized as follows. In
section II, we give the problem settings and then introduce IJT
algorithm with some basic properties. In section III, we give
the convergence analysis of IJT algorithm. In section IV, we
apply the established theoretical analysis to the lq (0 < q < 1)
regularization. In section V, we discuss some related work.
In section VI, we conduct the simulations to substantiate the
theoretical results. We conclude this paper in section VII.
II. ITERATIVE JUMPING THRESHOLDING ALGORITHM
In this section, we first present the basic settings of the con-
sidered non-convex regularized optimization problems, then
introduce IJT algorithm for these problems. In the end of
this section, we briefly review some basic properties of IJT
algorithm obtained in [28].
A. Problem Settings
We consider the following composite optimization problem
min
x∈RN
{Tλ(x) = F (x) + λΦ(x)}, (3)
where Φ(x) is assumed to be separable with Φ(x) =∑N
i=1 φ(|xi|). Moreover, we make several assumptions on the
problem (3).
Assumption 1. F : RN → [0,∞) is weakly lower-
semicontinuous and differentiable with Lipschitz continuous
gradient, i.e., it holds that
‖∇F (u)−∇F (v)‖2 ≤ L‖u− v‖2, ∀u, v ∈ RN ,
where L > 0 is the Lipschitz constant.
It should be noted that Assumption 1 is a general assump-
tion for F . Many formulations in machine learning satisfy
Assumption 1. For example, the following least squares and
logistic loss functions are two commonly used functions which
satisfy Assumption 1:
F (x) =
1
2M
‖Ux− y‖22 or
1
M
M∑
i=1
log(1 + exp(−yiuTi x)),
where ui ∈ RN for i = 1, 2, · · · ,M , U = [u1, · · · , uM ]T ∈
R
M×N is a data matrix and y = (y1, · · · , yM )T ∈ RM is a
target vector. Moreover, in both signal and image processing,
F is commonly taken as the least squares of the observation
model, that is,
F (x) = ‖Ax− y‖22,
where y ∈ RM is an observation vector and A ∈ RM×N is
an observation matrix. It can be easily verified that such F
also satisfies Assumption 1.
In the following, we give some basic assumptions on φ,
most of which were considered in [28].
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Fig. 1: Typical penalty functions φ satisfying Assumption 2
and the corresponding thresholding functions. More specifi-
cally, we plot the figures of the penalty functions φ(|z|) =
|z|1/2, |z|2/3, log(1 + |z|1/3), and their corresponding thresh-
olding functions. For comparison, we also plot the figures of
two well-known cases, i.e., l0-norm with φ(|z|) = 1|z|>0 as the
indicator function of |z| > 0, l1-norm with φ(|z|) = |z|, and
their corresponding thresholding functions. (a) Typical penalty
functions. (b) Thresholding functions.
Assumption 2. φ : [0,∞) → [0,∞) is continuous and
satisfies the following assumptions:
(a) φ is non-decreasing with φ(0) = 0 and φ(z)→∞ when
z →∞.
(b) For each b > 0, there exists an a > 0 such that φ(z) ≥
az2 for z ∈ [0, b].
(c) φ is differentiable on (0,∞) and the derivative φ′ is
strictly convex with φ′(z) → ∞ for z → 0 and
φ′(z)/z → 0 for z →∞.
(d) φ has a continuous second derivative φ′′ on (0,∞).
In Assumption 2, (a) and (b) are taken from Assumption
3.1 in [28], while (c) and (d) are adapted from Assumption
3.2 in [28]. It can be observed that Assumption 2(a) ensures
the coercivity of φ, and thus the existence of the minimizer
of the optimization problem (3). Assumption 2(b) guarantees
the weakly sequential lower semi-continuity of φ in l2, and
Assumption 2(c) induces the sparsity of the penalty Φ. In
practice, there are many non-convex functions satisfying As-
sumption 2. Two of the most typical subclasses are φ(z) = zq
and φ(z) = log(1 + zq) with q ∈ (0, 1) as shown in Fig. 1.
B. IJT Algorithm
In order to describe IJT algorithm, we need to generalize
the proximity operator from the convex case to a non-convex
penalty Φ, that is,
Proxµ,λΦ(x) = arg min
u∈RN
{‖x− u‖22
2µ
+ λΦ(u)
}
, (4)
where µ > 0 is a parameter. Since Φ is separable, computing
Proxµ,λΦ is reduced to solve a one-dimensional minimization
problem, that is,
proxµ,λφ(z) = argmin
v∈R
{ |z − v|2
2µ
+ λφ(|v|)
}
. (5)
Therefore,
Proxµ,λΦ(x) = (proxµ,λφ(x1), · · · , proxµ,λφ(xN ))T . (6)
4As shown by (5), the proximity operator is defined through
an optimization problem, which is commonly hard for com-
puting and analysis. In order to present a simpler form of the
proximity operator for analysis, we show a preparatory lemma
in the following.
Lemma 1. (Lemma 3.10 in [28]) Assume that φ satisfies
Assumption 2, then
(a) for each µ > 0, the function ρµ : z 7→ z + λµφ′(z) is
well defined on R+ and, moreover, it is strictly convex
and attains a minimum at zµ > 0;
(b) the function ψ : z 7→ 2(φ(z) − zφ′(z))/z2 is strictly
decreasing and one-to-one on (0,∞)→ (0,∞);
(c) for any z > 0, it holds that φ′′(z) < −ψ(z) < 0;
(d) for any z > 0, φ′′(z) is negative and monotonically
increasing.
With Lemma 1, proxµ,λφ can be expressed as follows.
Lemma 2. (Lemma 3.12 in [28]) Assume that φ satisfies
Assumption 2, then proxµ,λφ is well defined and can be
specified as
proxµ,λφ(z) =
{
sign(z)ρ−1µ (|z|), for |z| ≥ τµ
0, for |z| ≤ τµ , (7)
for any z ∈ R with
τµ = ρµ(ηµ) (8)
and
ηµ = ψ
−1((λµ)−1). (9)
Moreover, the range of proxµ,λφ is {0} ∪ [ηµ,∞).
It can be observed that the proximity operator is discon-
tinuous with a jump discontinuity, which is one of the most
significant features of such a class of non-convex penalties
studied in this paper. Moreover, it can be easily checked that
the proximity operator is not nonexpansive in general. Due
to these, the convergence analysis of the corresponding non-
convex algorithm gets challenging. (Some specific proximity
operators are shown in Fig. 1(b).)
With the definition of the proximity operator, IJT algorithm
can be proposed to solve the non-convex regularized optimiza-
tion problem (3). Formally, the iterative form of IJT algorithm
can be expressed as follows
xn+1 ∈ Proxµ,λΦ(xn − µ∇F (xn)), (10)
where µ > 0 is a step size parameter. For simplicity, we define
Gµ,λΦ(x) = Proxµ,λΦ(x − µ∇F (x))
for any x ∈ RN . Henceforth, we call proxµ,λφ the jumping
thresholding function.
Remark 1. For some specific lq-norm (say, q = 1/2, 2/3), the
proximity operator can be expressed analytically [16], [29] (as
shown in Fig. 1(b)).
Remark 2. Although the l0-norm does not satisfy Assumption
2, the hard thresholding function is also discontinuous with
jump discontinuities. Due to such discontinuity of the hard
thresholding function, we will discuss that the convergence of
the hard algorithm can be easily developed according to a
similar analysis of IJT algorithm in Section III.
C. Some Basic Properties of IJT Algorithm
In this subsection, we briefly review some basic properties
of IJT algorithm, which serve as the basis of the further
analysis in the next sections. Some of these properties can
be found in [28].
Property 1. (Proposition 2.1 and Corollary 2.2 in [28])
Let {xn} be a sequence generated by IJT algorithm with a
bounded initialization. Assume that 0 < µ < 1L , then it holds
(a) Tλ(xn+1) ≤ Tλ(xn)− 12 ( 1µ−L)‖xn+1−xn‖22, and there
exists a positive constant T ∗λ such that Tλ(xn)→ T ∗λ as
n→∞;
(b) ‖xn+1 − xn‖2 → 0 as n→∞.
Property 1(a) is commonly called the sufficient decrease
property, which is a basic property desired for a descent
method. With Property 1, the subsequential convergence of
IJT algorithm can be easily claimed as the following property.
Property 2. (Proposition 2.3 in [28]). Let {xn} be a
sequence generated by IJT algorithm with a bounded initial-
ization. Suppose that 0 < µ < 1L , then
(a) each minimizer of Tλ is a fixed point of Gλµ,Φ;
(b) there exists a convergent subsequence of {xn} and the
limit point is a fixed point of Gλµ,Φ.
Besides Properties 1 and 2, we can derive the following
property directly from the definition of the proximity operator.
Property 3. Let x∗ be a fixed point of Gλµ,Φ and {xn} be a
sequence generated by IJT algorithm, then it holds
(a) |x∗i | ≥ τµ/µ and [∇F (x∗)]i + λsign(x∗i )φ′(|x∗i |) = 0
for any i ∈ Supp(x∗), and |[∇F (x∗)]i| ≤ τµ/µ for any
i ∈ Supp(x∗)c;
(b) xn+1i + λµsign(xn+1i )φ′(|xn+1i |) = xni − µ[∇F (xn)]i
for any i ∈ Supp(xn+1) and |xni − µ[∇F (xn)]i| ≤ τµ
for any i ∈ Supp(xn+1)c, n ∈ N,
where [∇F (x∗)]i and [∇F (xn+1)]i represent the i-th compo-
nent of ∇F (x∗) and ∇F (xn+1) respectively.
Actually, Property 3(a) is a certain type of optimality
conditions of the non-convex regularized optimization problem
(3). Moreover, we call x∗ a stationary point of (3) if x∗
satisfies Property 3(a), and we denote Ωµ the stationary point
for a given µ.
III. CONVERGENCE ANALYSIS
In the last section, it can be only claimed that any sequence
{xn} generated by IJT algorithm subsequentially converges
to a stationary point. In this section, we will answer the
open questions concerning IJT algorithm presented in the
introduction, i.e., when, where and how fast does the algorithm
converge? More specifically, we first prove that IJT algorithm
converges to a stationary point under the so-called restricted
Kurdyka-Łojasiewicz (rKL) property (see Definition 2), and
then show that the stationary point is also a local minimizer
of the optimization problem with some additional assumptions,
and further demonstrate that the convergence rate of IJT
algorithm is asymptotically linear.
5A. Restricted Kurdyka-Łojasiewicz Property
Kurdyka-Łojasiewicz (KL) property has been widely used to
prove the convergence of the nonconvex algorithms (see, [27]
for an instance). Specifically, the KL property is the following.
Definition 1. ([27]) The function f : RN → R ∪ {+∞} is
said to have the Kurdyka-Łojasiewicz property at x∗ ∈ dom
∂f if there exist η ∈ (0,+∞], a neighborhood U of x∗ and a
continuous concave function ϕ : [0, η)→ R+ such that:
(i) ϕ(0) = 0;
(ii) ϕ is C1 on (0, η);
(iii) for all s ∈ (0, η), ϕ′(s) > 0;
(iv) for all x in U ∩ {x : f(x∗) < f(x) < f(x∗) + η}, the
Kurdyka-Łojasiewicz inequality holds
ϕ′(f(x)− f(x∗))dist(0, ∂f(x)) ≥ 1. (11)
Proper lower semi-continuous functions which satisfy the
Kurdyka-Łojasiewicz inequality at each point of dom ∂f are
called KL functions.
Roughly speaking, KL inequality means that the function
considered is sharp up to a reparametrization at a neighbor-
hood of some point. From Definition 1, we can observe that
KL inequality is actually certain type of first-order condition,
which implies that the gradient (subgradient or subdifferential)
of the transformed function via a concave function ϕ is sharp
and far away from zero. Functions satisfying the KL inequality
include real analytic functions, semialgebraic functions and
locally strongly convex functions (more information can be
referred to Sec. 2.2 in [38] and references therein).
If further the objective function Tλ in (3) is a KL func-
tion and the so-called relative error condition holds for the
sequence {xn} generated by IJT algorithm, then according to
Theorem 5.1 in [27], the strong convergence of IJT algorithm
can naturally hold. However, on one hand, the relative error
condition may be violated for {xn}. Actually, as justified in
the consequent Lemma 5, such relative error condition only
holds for the support sequence of {xn}. On the other hand,
as listed in Appendix A, we can construct a one-dimensional
function that satisfies Assumptions 1 and 2, but is not a KL
function. This motivates us to introduce the following so-called
restricted Kurdyka-Łojasiewicz (rKL) property to derive the
convergence of IJT algorithm. To describe the definition of
rKL property conveniently, we define a projection mapping
associated with an index set I ⊂ {1, 2, · · · , N}, that is,
PI : R
N → RK , PIx = xI , ∀x ∈ RN .
We also denote PTI as the transpose of PI , i.e.,
PTI : R
|I| → RN , (PTI z)I = z and (PTI z)Ic = 0, ∀z ∈ R|I|,
where |I| is the cardinality of I and Ic = {1, 2, · · · , N} \ I .
Definition 2. A function f : RN → R ∪ {+∞} is said to
have the I-restricted Kurdyka-Łojasiewicz property at x∗ ∈
dom ∂f with I being a given subset of {1, 2, · · · , N}, if the
function g : R|I| → R ∪ {+∞}, g(z) = f(PTI z) satisfies the
KL inequality at z∗ = x∗I .
Obviously, the introduced rKL property is weaker than the
KL property. If I = {1, 2, · · · , N}, then rKL property is
exactly equivalent to the KL property. From Definition 2,
rKL property only requires the subdifferential of the function
with respect to a part of variables can get sharp after certain
a concave transform, while KL property requires such well
property for all the variables around some point. It can be
observed that rKL property is a natural extension of KL
property. Assume that f1 : Rn1 → R is a KL function, and
f2 : R
n2 → R is an arbitrary function. Let f : Rn1+n2 →
R, f(u) = f1(uIn1 )+f2(uIcn1
), where In1 = {1, · · · , n1} and
Icn1 = {n1+1, · · · , n1+n2}. Then obviously, f is a In1 -rKL
function, but not a KL function. In the following, we will give
a sufficient condition of the rKL property.
Lemma 3. Given an index set I ⊂ {1, 2, · · · , N}, consider
the function g(z) = f(PTI z). Assume that z∗ is a stationary
point of g, and g is twice continuously differentiable at a
neighborhood of z∗, i.e., B(z∗, ǫ0). Moreover, if ∇2g(z∗) is
nonsingular, then f satisfies I-rKL property at the point PTI z∗.
Actually, it holds
|g(z)− g(z∗)| ≤ C∗‖∇g(z)‖22, ∀z ∈ B(z∗, ǫ),
for some 0 < ǫ < ǫ0 and a positive constant C∗ > 0.
The proof of this lemma is shown in Appendix B. From
Lemma 3, g actually satisfies the KL inequality at z∗ with a
desingularizing function of the form ϕ(s) = c
√
s, where c > 0
is a constant. Distinguished with the well-known KL inequality
condition, the sufficient condition listed in the above lemma is
some type of second-order condition, i.e., the Hessian of g is
nonsingular at some stationary point z∗. The similar condition
is also used to guarantee the convergence of the steepest
descent method in [39] (Theorem 2, pp. 266). Obviously, if a
stationary point z∗ is a strictly local minimizer (or maximizer),
or a strict saddle point of g, then the nonsingularity of ∇2g(z∗)
holds naturally.
B. Convergence To A Stationary Point
As analyzed in the section II, we have known that the
sequence {xn} converges weakly. Let X be the limit point
set of {xn}, In = Supp(xn). In the following, we first show
that both the support and sign of the sequence will converge
within finite iterations, and also any limit point x∗ ∈ X has
the same support and sign. These results are stated as the
following lemma.
Lemma 4. Let {xn} be a sequence generated by IJT algo-
rithm. Assume that 0 < µ < 1L , then there exist a sufficiently
large positive integer n∗, an index set I and a sign vector S∗
such that when n > n∗, it holds
(a) In = I;
(b) Supp(x∗) = I, ∀x∗ ∈ X ;
(c) sign(xn) = S∗;
(d) sign(x∗) = S∗, ∀x∗ ∈ X .
The proof of this lemma is presented in Appendix C. This
lemma gives a possible way to construct a new sequence on
a special subspace that has the same convergence behavior
of {xn}. Thus, if we can prove the convergence of the new
sequence, then the strong convergence of {xn} can naturally
6be claimed. Specifically, such new sequence can be constructed
as follows. By Lemma 4, there exists a sufficiently large
integer n∗ > 0 such that when n > n∗,
In = I and sign(xn) = sign(x∗).
Therefore, we can claim that {xn} converges to x∗ if the
new sequence {xi+n∗}i∈N converges to x∗, which is also
equivalent to the convergence of the sequence {zi+n∗}i∈N,
i.e.,
zi+n
∗ → z∗ as i→∞ (12)
with zi+n∗ = PIxi+n
∗
and z∗ = PIx∗. Let zˆn = zn+n
∗
, then
{zˆn} has the same convergence behavior of {xn}.
For any ǫ > 0, we define a one-dimensional real space
Rǫ = R \ (−ǫ, ǫ).
Particularly, let R0 = R \ {0}. Denote Z∗ = PIX = {PIx∗ :
x∗ ∈ X}. We define two new functions T : RKηµ/2 → R and
f : RKηµ/2 → R with
T (z) = Tλ(P
T
I z) and f(z) = F (PTI z), (13)
for any z ∈ RKη/2, respectively. For any z∗ ∈ Z∗, it can be
observed that z∗ ∈ RKηµ by Lemma 2, and z∗ is indeed a
critical point of T from Property 3(a). Moreover, we define
a series of mappings φ1,m : Rm0 → Rm and φ2,m : Rm0 →
R
m×m as follows
φ1,m(z) = (sign(z1)φ
′(|z1|), · · · , sign(zm)φ′(|zm|))T ,
(14)
φ2,m(z) = diag(φ
′′(|z1|), · · · , φ′′(|zm|)), (15)
m = 1, · · · , N , where diag(z) represents the diagonal matrix
generated by z. For brevity, we will denote φ1,m and φ2,m
as φ1 and φ2 respectively when m is fixed and there is no
confusion.
By Properties 1-3, we can easily justify that {zˆn} satisfies
the following so-called sufficient decrease, relative error and
continuity conditions.
Lemma 5. {zˆn} satisfies the following conditions:
(a) (Sufficient decrease condition). For each n ∈ N,
T (zˆn+1) ≤ T (zˆn)− 1
2
(
1
µ
− L)‖zˆn+1 − zˆn‖22.
(b) (Relative error condition). For each n ∈ N,
‖∇T (zˆn+1)‖2 ≤ ( 1
µ
+ L)‖zˆn+1 − zˆn‖2.
(c) (Continuity condition). There exists a subsequence
{zˆnj}j∈N and z∗ such that
zˆnj → z∗ and T (zˆnj)→ T (z∗), as j →∞.
From this lemma, if T further has the KL property at the
limit point z∗, then according to Theorem 2.9 in [27], {zˆn}
definitely converges to z∗. Lemma 5(a) and (c) are obvious by
Properties 1-2, the specific form of T and the construction of
{zˆn}. Lemma 5(b) holds mainly due to Property 3(b) and
Assumptions 1-2. Specifically, by Property 3(b), it can be
easily checked that
zˆn+1 + λµφ1(zˆ
n+1) = zˆn − µ∇f(zˆn),
which implies
µ(∇f(zˆn+1) + λφ1(zˆn+1)) =
(zˆn − zˆn+1) + µ(∇f(zˆn+1)−∇f(zˆn)).
Thus,
‖∇T (zˆn+1)‖2 = 1
µ
‖(zˆn − zˆn+1) + µ(∇f(zˆn+1)−∇f(zˆn))‖2.
By Assumption 1, ∇F is Lipschitz continuous with the
Lipschitz constant L, then
‖∇f(zˆn+1)−∇f(zˆn)‖2
= ‖[∇F (PTI zˆn+1)]I − [∇F (PTI zˆn)]I‖2
≤ ‖∇F (PTI zˆn+1)−∇F (PTI zˆn)‖2
≤ L‖PTI zˆn+1 − PTI zˆn‖2 = L‖zˆn+1 − zˆn‖2.
Therefore,
‖∇T (zˆn+1)‖2 ≤ ( 1
µ
+ L)‖zˆn+1 − zˆn‖2.
By Lemma 5 and the construction form of {zˆn}, we can
obtain the following convergence result of IJT algorithm.
Theorem 1. Assume that F and φ satisfy Assumptions 1 and
2, respectively. Consider any sequence {xn} generated by IJT
algorithm with a bounded initialization. Suppose that 0 < µ <
1
L , then {xn} converges subsequentially to a set X . If further
Tλ satisfies the I-rKL property at some limit point x∗ ∈ X
with I = Supp(x∗), then the whole sequence {xn} indeed
converges to x∗.
The first part of this theorem states that the sequence {xn}
converges subsequentially to a limit point set X as long as
the step size parameter µ is sufficiently small. The second
part shows that the objective function further satisfies the
introduced rKL property at some limit point x∗, then the
sequence {xn} converges to x∗.
Furthermore, combining Lemma 3 and Theorem 1, we can
obtain the following corollary.
Corollary 1. Assume that F and φ satisfy Assumptions 1 and
2, respectively. Consider any sequence {xn} generated by IJT
algorithm with a bounded initialization. Suppose that 0 < µ <
1
L , and if further there exists a limit point x∗ such that F
is twice continuously differentiable at x∗ and ∇2T (PIx∗) is
nonsingular, then the whole sequence {xn} indeed converges
to x∗.
C. Convergence To A Local Minimizer
As shown in Corollary 1, if ∇2T (PIx∗) is nonsingular
at some limit point x∗, then the sequence generated by IJT
algorithm converges to x∗, which is also a stationary point. In
this subsection, we will justify that x∗ is also a local minimizer
of the optimization problem if ∇2T (PIx∗) is positive definite.
7Theorem 2. Suppose that F and φ satisfy Assumptions 1 and
2, respectively. Assume that 0 < µ < 1L , and the sequence{xn} generated by IJT algorithm converges to x∗. Then x∗ is
a local minimizer of Tλ provided that F is twice continuously
differentiable at x∗ and ∇2T (PIx∗) is positive definite.
The proof of this theorem is rather intuitive. In the follow-
ing, we will present some simple derivations. By Property 3(a)
we have
[∇F (x∗)]I + λφ1(x∗I) = 0. (16)
This together with the condition of the theorem
∇2T (PIx∗) = ∇2IIF (x∗) + λφ2(x∗I) ≻ 0
imply that the second-order optimality conditions hold at x∗ =
(x∗I , 0), where ∇2IIF (x∗) = ∂
2F (x)
∂x2
I
∣∣
x=x∗
. For sufficiently
small vector h, we denote x∗h = (x∗I + hI , 0). It then follows
F (x∗h) + λ
∑
i∈I
φ(|x∗i + hi|) ≥ F (x∗) + λ
∑
i∈I
φ(|x∗i |). (17)
Furthermore, by Assumption 2(c), it obviously holds that
φ(t) > (‖[∇F (x∗)]Ic‖∞ + 2)t/λ,
for sufficiently small t > 0. By this fact and the differentiabil-
ity of F , one can observe that for sufficiently small h, there
hold
F (x∗ + h)− F (x∗h) + λ
∑
i∈Ic
φ(|hi|)
= hTIc [∇F (x∗)]Ic + λ
∑
i∈Ic
φ(|hi|) + o(hIc)
≥
∑
i∈Ic
(‖[∇F (x∗)]Ic‖∞ − [∇F (x∗)]i + 1)|hi| ≥ 0. (18)
Summing up the above two inequalities (17)-(18), one has that
for all sufficiently small h,
Tλ(x
∗ + h)− Tλ(x∗) ≥ 0, (19)
and hence x∗ is a local minimizer.
Actually, we can observe that when h 6= 0, then at least
one of these two inequalities (17) and (18) will hold strictly,
which implies that x∗ is a strictly local minimizer.
D. Asymptotically Linear Convergence Rate
In order to derive the rate of convergence of IJT algorithm,
we first show some observations on ∇F and φ′ in the
neighborhood of x∗. For any 0 < ε < ηµ, we define a
neighborhood of x∗ as follows
N (x∗, ε) = {x ∈ RN : ‖xI − x∗I‖2 < ε, xIc = 0}.
If F is twice continuously differentiable at x∗ and also
λmin(∇2IIF (x∗)) > 0, then for any x ∈ N (x∗, ε), there exist
two sufficiently small positive constants cF and cφ (both cF
and cφ depending on ε with cF → 0 and cφ → 0 as ε → 0)
such that
〈[∇F (x)]I − [∇F (x∗)]I , xI − x∗I〉 (20)
≥ (λmin(∇2IIF (x∗))− cF )‖xI − x∗I‖22,
and
〈φ1(xI)− φ1(x∗I), xI − x∗I〉 (21)
≥ (φ′′(e)− cφ)‖xI − x∗I‖22,
where (21) holds for φ′ being strictly convex on (0,∞),
and thus φ′′ being nondecreasing on (0,∞), consequently,
mini∈I φ
′′(|x∗i |) = φ′′(mini∈I |x∗i |). With the observations
(20) and (21), we obtain the following theorem.
Theorem 3. Suppose that F and φ satisfy Assumptions 1 and
2, respectively. Assume that the sequence {xn} generated by
IJT algorithm converges to x∗. Let e = mini∈I |x∗i |. Moreover,
if F is twice continuously differentiable at x∗ and the following
conditions hold
(a) λmin(∇2IIF (x∗)) > 0;
(b) 0 < λ < −λmin(∇2IIF (x∗))φ′′(e) ,
(c) 0 < µ < min{ 2(λmin(∇2IIF (x∗))+λφ′′(e))L2−(λφ′′(e))2 , 1L},
then there exists a sufficiently large positive integer n0 and a
constant ρ∗ ∈ (0, 1) such that when n > n0,
‖xn+1 − x∗‖2 ≤ ρ∗‖xn − x∗‖2,
and
‖xn+1 − x∗‖2 ≤ ρ
∗
1− ρ∗ ‖x
n+1 − xn‖2.
The proof of Theorem 3 is presented in Appendix D.
This theorem states that IJT algorithm has asymptotically
linear convergence rate under certain conditions. Let z∗ =
PIx
∗
. Conditions (a) and (b) in this theorem imply that
the Hessian of T at z∗, ∇2T (z∗) is strongly positive defi-
nite, since λmin(∇2T (z∗)) = λmin(∇2f(z∗) + λφ2(z∗)) ≥
λmin(∇2f(z∗)) + λ · λmin(φ2(z∗)) = λmin(∇2f(z∗)) +
λφ′′(e) > 0. Thus, T is locally strongly convex at z∗. Theorem
3 actually implies that the auxiliary sequence {zˆn} converges
linearly if T is strongly convex at z∗ and the step size
parameter µ is sufficiently small. As shown by this theorem,
if we can fortunately obtain a sufficiently good initialization,
then IJT algorithm may converge fast with a linear rate. On the
other hand, Theorem 3 also provides a posteriori computable
error estimation of the algorithm, which can be used to design
an efficient terminal rule of IJT algorithm.
It can be observed that the conditions of Theorem 3 are
slightly stricter than those of Corollary 1, and thus, x∗ is also
a local minimizer under the conditions of Theorem 3. In the
following, we will show that the condition on µ in Theorem
3 can be extended to 0 < µ < 1/L if we add some additional
assumptions on the higher order differentiability of φ in the
neighborhood of the local minimizer x∗. We state this as the
following theorem.
Theorem 4. Assume that 0 < µ < 1L . Let {xn} be a
sequence generated by IJT algorithm and converge to x∗.
Let e = mini∈I |x∗i |. Moreover, if F is twice continuously
differentiable at x∗ and the following conditions hold
(a) λmin(∇2IIF (x∗)) > 0,
(b) 0 < λ < −λmin(∇2IIF (x∗))φ′′(e) ,
(c) for any sufficiently small 0 < ε < ηµ, the derivative of
φ′′, φ′′′ is well-defined, bounded and nonzero on the set
∪i∈IB(x∗i , ε), where B(x∗i , ε) := (x∗i − ε, x∗i + ε),
8then there exists a sufficiently large positive integer n0 > 0
and a constant ρ ∈ (0, 1) such that when n > n0,
‖xn+1 − x∗‖2 ≤ ρ‖xn − x∗‖2,
and
‖xn+1 − x∗‖2 ≤ ρ
1− ρ‖x
n+1 − xn‖2.
The proof of this theorem is given in Appendix E. Note that
the condition (c) can be easily satisfied if the penalty φ has
the continuous third-order derivative on (0,∞). In the next
section, we will show that the lq-norm (0 < q < 1) is one of
the most typical subclass of these non-convex penalties that
satisfy the condition (c) in Theorem 4.
IV. APPLICATION TO lq REGULARIZATION (0 < q < 1)
In this section, we apply the established theoretical results
to a typical case, lq regularization with 0 < q < 1.
Mathematically, lq (0 < q < 1) regularization can be
formulated as follows
min
x∈RN
{
Tλ(x) =
1
2
‖Ax− y‖22 + λ‖x‖qq
}
,
where A ∈ RM×N (commonly, M < N ) is usually called the
sensing matrix, y ∈ RM is called the measurement vector, x is
commonly assumed to be sparse, i.e., ‖x‖0 ≪ N , and ‖x‖qq =∑N
i=1 |xi|q . Thus, in such special case, F (x) = 12‖Ax − y‖22
and Φ(x) = ‖x‖qq with φ(x) = xq defined on (0,∞). In [28],
Bredies and Lorenz demonstrated that the one-dimensional
proximity operator proxµ,λ|·|q of lq-norm can be expressed
as
proxµ,λ|·|q (z) =
{
(·+ λµqsign(·)| · |q−1)−1(z), |z| ≥ τµ,q
0, |z| ≤ τµ,q
(22)
for any z ∈ R with
τµ,q =
2− q
2− 2q (2λµ(1− q))
1
2−q , (23)
ηµ,q = (2λµ(1− q)) 12−q , (24)
and the range of proxµ,λ|·|q is {0} ∪ [ηµ,q ,∞). Furthermore,
for some special q (say, q = 1/2, 2/3), the corresponding
proximity operators can be expressed analytically [16], [29].
According to [27] (See Example 5.4, page 122), the function
Tλ(x) =
1
2‖Ax−y‖22+λ‖x‖qq is a KL function and obviously
satisfies the rKL propety at any limit point. By applying
Theorem 1 to the lq regularization, we can obtain the following
corollary directly.
Corollary 2. Let {xn} be a sequence generated by IJT
algorithm for lq regularization with q ∈ (0, 1). Assume that
0 < µ < 1
‖A‖2
2
, then {xn} converges to a stationary point of
lq regularization.
In [27], Attouch et al. showed the convergence of the inexact
forward-backward splitting algorithm for lq regularization (See
Theorem 5.1, page 118) under exactly the same condition of
Corollary 2 . Furthermore, it is easy to check that F (x) =
1
2‖Ax − y‖22 and φ(z) = zq satisfy Assumptions 1 and 2,
respectively. In addition, φ(z) = zq also satisfies the condition
(c) in Theorem 4 naturally. Therefore, as a direct corollary of
Theorem 4, we show the asymptotically linear convergence
rate of IJT algorithm for lq regularization as follows.
Corollary 3. Assume that 0 < µ < ‖A‖−22 . Let {xn} be
a sequence generated by IJT algorithm for lq (0 < q < 1)
regularization and converge to x∗. Let I = Supp(x∗) and
e = mini∈I |x∗i |. Moreover, if the following conditions hold:
(a) λmin(ATI AI) > 0,
(b) 0 < λ < λmin(ATI AI)e2−qq(1−q) ,
then there exists a sufficiently large positive integer n0 and a
constant ρ ∈ (0, 1) such that when n > n0,
‖xn+1 − x∗‖2 ≤ ρ‖xn − x∗‖2,
and
‖xn+1 − x∗‖2 ≤ ρ
1− ρ‖x
n+1 − xn‖2.
In addition, x∗ is also a local minimizer of lq regularization.
The condition (b) in Corollary 3 means that the regular-
ization parameter should be sufficiently small to guarantee
that the limit point is a local minimizer. Instead of adding
the assumption on the regularization parameter λ, we give
another sufficient condition characterized by the matrix A.
Such condition is mainly derived via taking advantage of the
specific form of the threshold value (24). More specifically,
by (24), it holds
e ≥ ηµ,q = (2λµ(1 − q)) 12−q . (25)
Then if λmin(A
T
I AI)
‖A‖2
2
> q2 and
q
2λmin(ATI AI)
< µ <
1
‖A‖22
, (26)
the conditions in Corollary 3 hold naturally. Therefore, we
can obtain the following theorem on the asymptotically linear
convergence rate of IJT algorithm applied to lq regularization.
Theorem 5. Assume that 0 < µ < ‖A‖−22 . Let {xn} be a
sequence generated by IJT algorithm for lq (0 < q < 1) regu-
larization and converge to x∗. Let I = Supp(x∗). Moreover,
if the following conditions hold:
(a) λmin(ATI AI )
‖A‖2
2
> q2 ,
(b) q
2λmin(ATI AI)
< µ < 1
‖A‖2
2
,
then there exists a sufficiently large positive integer n0 and a
constant ρ ∈ (0, 1) such that when n > n0,
‖xn+1 − x∗‖2 ≤ ρ‖xn − x∗‖2,
and
‖xn+1 − x∗‖2 ≤ ρ
1− ρ‖x
n+1 − xn‖2.
In addition, x∗ is also a local minimizer of lq regularization.
From Theorem 5, it means that if the matrix A satisfies a
certain concentration property and the step size µ is chosen
appropriately, then IJT algorithm can converge to a local
minimizer at an asymptotically linear rate. Note that the
condition (a) in Theorem 5 implies q
2λmin(ATI AI)
< 1
‖A‖2
2
naturally. Thus, the condition (b) of Theorem 5 is a natural and
9reachable condition and, furthermore, whenever this condition
is satisfied, the sequence {xn} is indeed convergent by Corol-
lary 2. This shows that only the condition (a) is essential in
Theorem 5. We notice that the condition (a) is a concentration
condition on eigenvalues of the submatrix ATI AI , and, in
particular, it implies
λmin(A
T
I AI) > qλmax(A
T
I AI)/2,
or equivalently
Cond(ATI AI) :=
λmax(A
T
I AI)
λmin(ATI AI)
<
2
q
, (27)
where Cond(ATI AI) is the condition number of ATI AI . (27)
thus shows that the submatrix ATI AI is well-conditioned with
the condition number lower than 2/q.
In recent years, a property called the restricted isometry
property (RIP) of a matrix A was introduced to characterize
the concentration degree of the eigenvalues of its submatrix
with k columns [45]. A matrix A is said to be of the k-order
RIP (denoted then by δk-RIP) if there exists a δk ∈ (0, 1) such
that
(1− δk)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δk)‖x‖22, ∀‖x‖0 ≤ k. (28)
In other words, the RIP ensures that all submatrices of A with
k columns are close to an isometry, and therefore distance-
preserving. Let K = ‖x∗‖0. It can be seen from (28) that if
A possesses δK-RIP with δK < 2−q2+q , then
Cond(ATI AI) ≤
1 + δK
1− δK <
2
q
.
Thus, we can claim that when A satisfies a certain RIP, the
condition (a) in Theorem 5 can be satisfied. In particular, we
have the following proposition.
Proposition 1. Assume that K < N/2 and A satisfies δK-RIP
with δK < 2−q2+2qN/K or δ2K-RIP with δ2K <
2−q
2+qN/K , then
the condition (a) in Theorem 5 holds.
This can be directly checked by the facts that
λmin(A
T
I AI) ≥ 1 − δK , λmin(ATI AI) ≥ 1 − δ2K ,
λmax(A
TA) ≤ 1 + δN , δN ≤ 2NK δK and δN ≤ NK δ2K
(c.f. Proposition 1 in [46]).
From Proposition 1, we can see, for instance, when q =
1/2,K/N = 1/3 and A satisfies δK-RIP with δK < 3/10
or δ2K-RIP with δ2K < 3/7, the condition (a) in Theorem
5 is satisfied, and therefore, by Theorem 5, IJT algorithm
converges to a local minimizer of the lq regularization at an
asymptotically linear rate. It is noted that in the condition of
Proposition 1, we always have δk < 2−q2+4q and δ2k <
2−q
2+2q .
Remark 3. In a recent paper [32], Zeng et al. have justified
the convergence of a specific iterative thresholding algorithm
called the iterative half thresholding algorithm for l1/2 regu-
larization. It can be observed that the convergence results of
the iterative half thresholding algorithm obtained in [32] is
just a special case of the results presented in this section.
Remark 4. Recently, Lu [12] proposed an iterative hard
thresholding method and its variant for solving l0 regulariza-
tion over a conic constraint, and established its convergence
as well as the iteration complexity. Although the l0-norm does
not satisfies Assumption 2, it can be observed that the finite
support and sign convergence property (i.e., Lemma 4) holds
naturally for hard algorithm due to the hard thresholding
function possesses the similar discontinuity of the jumping
thresholding function. Furthermore, once the support of the
sequence converges, the iterative form of hard algorithm
is equal to the simple Landweber iteration, and thus the
convergence and asymptotically linear convergence rate of
hard algorithm can be directly claimed.
V. RELATED WORK
Recently, Attouch et al. [27] have justified the convergence
of a family of descent methods by assuming the objective
function has the KL property [36], [37], and also the generated
sequence satisfies the sufficient decrease property, relative
error condition and continuity condition (Sec. 2.3 in [27]).
Instead of the well-known KL inequality condition, we intro-
duce a weaker condition called the rKL property to check the
convergence of IJT algorithm. Besides the strong convergence,
we also justify the asymptotically linear convergence rate of
IJT algorithm under certain second-order conditions. Com-
pared with the other algorithms including HQ [35], FOCUSS
[21], IRL1 [42] and DC programming [25] algorithms, we
derive a sufficient condition instead of the direct assumption
that the accumulation points are isolated, for the convergence
of IJT algorithm. Furthermore, the convergence speed of IJT
algorihtm is also demonstrated in this paper.
Besides the aforementioned non-convex algorithms, there
are some other related algorithms. In the following, we will
compare the obtained theoretical results of IJT algorithm with
those of these algorithms. The first class of closely related
algorithms are the iterative shrinkage and thresholding (IST)
algorithms, which mainly refer to two generic algorithms
and some specific algorithms. The first generic algorithm
related to IJT algorithm is the generalized gradient projection
(called GGP for short) algorithm [33], [28]. In [33], the GGP
algorithm was proposed for the l1 regularization problem.
In such a convex setting, the finite support convergence and
eventually linear convergence rate was given in [33]. In [28],
Bredies and Lorenz extended the GGP algorithm to solve
the following general non-convex optimization model in the
infinite-dimensional Hilbert space
min
x∈X
{F (x) + λΦ(x)} , (29)
where X is an infinite-dimensional Hilbert space, F : X →
[0,∞) is assumed to be a proper lower-semicontinuous func-
tion with Lipschitz continuous gradient ∇F (x), and Φ : X→
[0,∞) is weakly lower-semicontinuous (possibly non-smooth
and non-convex). Furthermore, the iterative form of the GGP
algorithm is specified as
xn+1 ∈ Proxµ,λΦ(xn − µ∇F (xn)),
where Proxµ,λΦ represents the proximity operator of Φ as
defined in (4). It can be observed that IJT algorithm is a
special case of GGP algorithm when applied to a separable Φ
in the finite-dimensional real space. Nevertheless, it was only
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justified that GGP algorithm can converge subsequentially to
a stationary point [28] (that is, there is a subsequence that
converges to a stationary point). However, as a specific case
of GGP algorithm, we have justified that IJT algorithm can
assuredly converge to a local minimizer at an asymptotically
linear convergence rate under certain conditions.
Another closely related generic algorithm is the general iter-
ative shrinkage and thresholding (GIST) algorithm suggested
in [30]. The GIST algorithm is proposed for the following
general non-convex regularized optimization problem
min
x∈RN
{F (x) + λR(x)}, (30)
where F is assumed to be continuously differentiable with
Lipschitz continuous derivative, and R(x) is a continuous
function and can be rewritten as the difference of two different
convex functions. As compared with Assumption 2, we can
find that the optimization model considered in this paper is
distinguished from the model (30) studied in [30]. Moreover,
only the subsequential convergence of the GIST algorithm
can be justified in [30], while the convergence of the whole
sequence and further the asymptotically linear convergence
rate of IJT algorithm are demonstrated in this paper.
Besides these two generic algorithms, there are some other
specific iterative thresholding algorithms related to IJT algo-
rithm. Among them, the hard algorithm and the soft algorithm
are two representatives, which respectively solves the l0 regu-
larization and l1 regularization [10], [40]. It was demonstrated
in [10], [40] that when µ = 1 both hard and soft algorithms
can converge to a stationary point whenever ‖A‖2 < 1. These
classical convergence results can be generalized when a step
size parameter µ is incorporated with the IST procedures, and
in this case, the convergence condition becomes
0 < µ < ‖A‖−22 . (31)
It can be seen from Corollary 2 that (31) is the exact condition
of the convergence of IJT algorithm when applied to the lq
regularization with 0 < q < 1, which then supports that the
classical convergence results of IST has been extended to the
non-convex lq (0 < q < 1) regularization case. Furthermore,
it was shown in [41] that when the measurement matrix
A satisfies the so-called finite basis injective (FBI) property
and the stationary point possesses a strict sparsity pattern,
the soft algorithm can converge to a global minimizer of l1
regularization with a linear convergence rate. Such result is not
surprising because of the convexity of l1 regularization. As for
convergence speed of the hard algorithm, it was demonstrated
in [10] that under the condition µ = 1 and ‖A‖2 < 1, hard
algorithm will converge to a local minimizer with an asymp-
totically linear convergence rate. However, as algorithms for
solving non-convex models, Corollary 3 and Theorem 5 reveal
that IJT algorithm shares the same asymptotic convergence
speed with hard algorithm.
VI. NUMERICAL EXPERIMENTS
We conduct a set of numerical experiments in this section
to substantiate the validity of the theoretical analysis on
the convergence of IJT algorithm. While the effectiveness
of IJT algorithm applied to large-scale applications such
as the synthetic aperture radar (SAR) imaging and image
processing can be referred to [9] and [29]. (The corre-
sponding matlab code of IJT algorithm can be referred to
https://github.com/JinshanZeng/IJT Alg.)
A. Convergence Rate Justification
We start with an experiment to confirm the linear rate
of asymptotic convergence. For this purpose, given a sparse
signal x with dimension N = 500 and sparsity k = 15, shown
as in Fig. 2(b), we considered the signal recovery problem
through observation y = Ax, where the measurement matrix
A is of dimension M × N = 250 × 500 with Gaussian
N (0, 1/250) i.i.d. entries. Such measurement matrix is known
to satisfy (with high probability) the RIP with optimal bounds
[43], [44]. We then applied IJT algorithm to the problem
with two different non-convex penalties, that is, φ(|z|) =
|z|1/2, |z|2/3. In both cases, the jumping thresholding operators
can be analytically expressed as shown in [16] and [29],
respectively, and thus the corresponding IJT algorithms can be
efficiently implemented. In both cases, we took λ = 0.001 and
µ = 0.99‖A‖−22 . Moreover, we considered two different initial
guesses including 0 and the solution of the l1-minimization
problem to justify the effect on the convergence speed. The
experiment results are reported in Fig. 2.
It can be seen from Fig. 2(a) how the iteration error
(‖x(n) − x∗‖2) varies. More specifically, when 0 was taken
as the initial guess, after approximately 1300 and 1700 it-
erations, IJT algorithm converges to a stationary point with
a linear decay rate for both penalties φ(|z|) = |z|1/2 and
φ(|z|) = |z|2/3, as shown by the blue and black lines in Fig.
2(a), respectively. While from the red and green lines in Fig.
2(a), if we took the solution of the l1-minimization problem as
the initialization, the IJT algorithm converges to a stationary
point with a linear convergence rate starting from almost the
first iteration for both penalties. This indicates that the solution
of the l1-minimization problem is a good initialization, which
is sufficiently close to the stationary point. Moreover, Fig.
2(b) shows that the original sparse signal has been recovered
by IJT algorithm with very high accuracy. This experiment
clearly justifies the convergence properties of IJT algorithm we
have verified, particularly the expected asymptotically linear
convergence rate of IJT algorithm is substantiated.
B. On effect of µ
As shown by the iterative form (10) of IJT algorithm, the
step size parameter µ is a crucial parameter of IJT algorithm.
In this subsection, we conducted a series of experiments to
verify the effect of µ on both the recovery precision and
convergence speed. The measurement matrix and the true
sparse signal were set the same as in Subsection 6.1. We
applied IJT algorithm for both φ(|z|) = |z|1/2 and φ(|z|) =
|z|2/3 with different µ to recover the sparse signal from the
given measurements. We varied µ uniformly in the interval
(0, ‖A‖−22 ) for 100 times. The experimental results are shown
in Fig. 3.
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Fig. 2: Experiment for asymptotically linear convergence rate.
(a) The trend of iteration error, i.e., ‖x(n)−x∗‖2. (b) Recovery
signal. The labels “l1/2 (Init: l1-min)” and “l2/3 (Init: l1-min)”
represent the cases of φ(|z|) = |z|1/2 and φ(|z|) = |z|2/3
with the solution of the l1-minimization problem as the initial
guess, respectively. The labels “l1/2 (Init: 0)” and “l2/3 (Init:
0)” represent the cases of φ(|z|) = |z|1/2 and φ(|z|) = |z|2/3
with 0 as the initial guess, respectively. The Recovery MSEs
of the four cases, that is, l1/2 (Init: l1-min), l2/3 (Init: l1-min),
l1/2 (Init: 0) and l2/3 (Init: 0) are 3.06× 10−6, 3.36× 10−6,
3.24× 10−6 and 3.67× 10−6, respectively.
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Fig. 3: Experiment for the effect of µ. (a) The trend of the
recovery error. (b) The trend of the required iteration numbers
to achieve the setting accuracy. (c) The detail trend of the
required iteration numbers. The regularization parameter λ was
taken as 0.001, the initialization was taken as the solution
of the l1-minimization problem and the terminal rule of IJT
algorithm was set as ‖x(n+1) − x(n)‖2/‖x(n+1)‖2 < 10−10
for both penalties.
From Fig. 3(a), we can observe that µ has almost no effect
on the recovery quality of IJT algorithm for both penalties.
While the number of iterations required to attain the same
terminal rule decreases monotonically as µ increasing as
demonstrated by Fig. 3(b) and (c). This phenomenon coincides
with the common sense. It demonstrates that when µ is larger,
the algorithm converges faster, and thus fewer iterations are
required to attain a given precision. More specifically, as
shown by Fig. 3(b), the number of iterations decreases much
sharper when µ < 0.02. Accordingly, we recommend that in
practical application of IJT algorithm, a larger step size µ
should be taken. In addition, we found that the performance of
IJT algorithm for l1/2 regularization is slightly better than the
performance for l2/3 regularization in the perspectives of both
recovery quality and iteration number, as shown in Fig. 3. The
additional advantage of IJT algorithm for l1/2 regularization
in the perspective of cpu time was also demonstrated in the
next subsection over IJT algorithm for l2/3 regularization.
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Fig. 4: Experiment for comparison of CPU times of different
algorithms including IJT, IRLS and IRL1 algorithms. (a) The
trends of CPU times of different algorithms. (b) The trends
of the ratios of CPU times (divided by the cpu time of IJT
algorithm with φ(|z|) = |z|1/2).
C. Comparisons with Reweighted Techniques
This set of experiments were conducted to compare the time
costs of IJT algorithm, IRLS algorithm [23] and IRL1 algo-
rithm [13] for solving the same signal recovery problem with
different settings {k,M,N}, where, as in Subsection 8.2 in
[23], we took k = 5, N = {250, 500, 750, 1000, 1250, 1500}
and M = N/5. We applied IJT algorithm for two different
penalties, i.e., φ(|z|) = |z|1/2 and φ(|z|) = |z|2/3. We
implemented all algorithms using Matlab without any specific
optimization. In particular, we used the CVX Matlab package
by Michael Grant and Stephen Boyd (http://www.stanford.edu/
∼boyd/cvx/) to perform the weighted l1-minimization at each
iteration step of IRL1 algorithm. Again, the measurement
matrix A was taken to be the M × N dimensional matrices
with i.i.d. Gaussian N (0, 1M ) entries. The experiment results
are shown in Fig. 4. As shown in Fig. 4(a), when N is lower
than 500, IRLS algorithm is slightly faster than IJT algorithm
with φ(|z|) = |z|1/2. This is due to that in the low-dimensional
cases, the computational burden of solving a low-dimensional
least squares problem in IRLS is relatively low. Nevertheless,
when N > 500, it can be observed that IJT algorithm with
φ(|z|) = |z|1/2 outperforms both IRLS and IRL1 algorithms
in the perspective of CPU time. Furthermore, we can observe
from Fig. 4(b) that as N increases, the CPU times cost by IRL1
and IRLS algorithms increase much faster than IJT algorithm,
that is to say, the outperformance of IJT algorithm in time cost
can get more significant as dimension increases.
VII. CONCLUSION
We have conducted a study of the convergence of IJT
algorithm for a class of non-convex regularized optimization
problems. One of the most significant features of such class
of iterative thresholding algorithms is that the associated
thresholding functions are discontinuous with jump discon-
tinuities. Moreover, the corresponding thresholding functions
are in general not nonexpansive due to the nonconvexity of
the penalties. Among such class of non-convex optimization
problems, the lq (0 < q < 1) regularization problem is one of
the most typical subclass.
The main contribution of this paper is the establishment
of the convergence and rate-of-convergence results of IJT
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algorithm for a certain class of non-convex optimization prob-
lems. We first prove the finite support and sign convergence
of IJT algorithm as long as 0 < µ < 1/L, where L is
the Lipschitz constant of ∇F. Then we show the strong
convergence of IJT algorithm under certain a rKL property.
Furthermore, we demonstrate that IJT algorithm converges to
a local minimizer at an asymptotically linear rate under certain
second-order conditions. When applied to the lq regularization,
IJT algorithm can converge to a local minimizer at an asymp-
totically linear rate as long as the matrix satisfies a certain
concentration property. The obtained convergence results to a
local minimizer generalize those known for the soft and hard
algorithms. We have also provided a set of simulations to sup-
port the correctness of the established theoretical assertions.
The efficiency of IJT algorithm is further compared through
simulations with the known reweighted techniques, another
type of typical non-convex regularization algorithms.
APPENDIX
A. A non-KL function
In the following, we give a specific one-dimensional func-
tion that satisfies Assumptions 1 and 2, but not a KL function.
Given any function φ satisfying Assumption 2, let g = f + φ
with f being defined as follows
f(z) =


a1(z − b1)2 + c1, for z ≤ 1/2
exp
(
− 1(z−1)2
)
− φ(z) + C, for 1/2 < z < 1
C − φ(1), for z = 1
exp
(
− 1(z−1)2
)
− φ(z) + C, for 1 < z < 3/2
a2(z − b2)2 + c1, for z ≥ 3/2
,
(32)
where e = exp(1), a1 = 80e−4 −
1
2φ
′′(12 ), b1 =
1
2 +
16e−4+φ′( 1
2
)
160e−4−φ′′( 1
2
)
, a2 =
80e−4 − 12φ′′(3/2), b2 = 32 −
16e−4−φ′( 3
2
)
160e−4−φ′′( 3
2
)
,
C = φ(32 )+max
{
φ(12 ) + a1(
1
2 − b1)2, φ(32 ) + a2(32 − b2)2
}
,
c1 = C + e
−4 − φ(12 ) − a1(12 − b1)2, and
c2 = C + e
−4 − φ(32 )− a2(32 − b2)2. Thus,
g(z) =


a1(z − b1)2 + c1 + φ(|z|), for z ≤ 1/2
exp
(
− 1(z−1)2
)
+ C, for 1/2 < z < 1
C, for z = 1
exp
(
− 1(z−1)2
)
+ C, for 1 < z < 3/2
a2(z − b2)2 + c1 + φ(z), for z ≥ 3/2
.
(33)
When 1/2 < z < 3/2, we define a function h(z) as
h(z) =


exp
(
− 1(z−1)2
)
, for 1/2 < z < 1
0, for z = 1
exp
(
− 1(z−1)2
)
, for 1 < z < 3/2
.
It can be easily checked that f satisfies Assumption 1 due to
the function h is C∞ and φ is C2 in the interval (1/2, 3/2).
However, according to [36] (Sec. 1, page 1), it shows that h
fails to satisfy the KL inequality (11) at z = 1. Therefore, g
must be not a KL function. The figures of f and g are shown
in Fig. 5 with φ(|z|) = |z|1/2.
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Fig. 5: A specific function g that is not KL function but
satisfies Assumptions 1 and 2. In this case, φ(|z|) = |z|1/2, f
is specified as in (32) and g = f + φ.
B. Proof of Lemma 3
Proof: Note that z∗ is a stationary point of g, i.e.,
∇g(z∗) = 0, then
|g(z)− g(z∗)| = |g(z)− g(z∗)−∇g(z∗)T (z − z∗)|
≤
∫ 1
0
‖∇g(z∗ + t(z − z∗))−∇g(z∗)‖2‖z − z∗‖2dt. (34)
Since g is twice continuously differentiable at B(z∗, ǫ0), then
it obviously exists constants Lg > 0 such that
‖∇g(z∗ + t(z − z∗))−∇g(z∗)‖2 ≤ Lgt‖z − z∗‖2,
for any z ∈ B(z∗, ǫ0) and t ∈ (0, 1). Thus, it follows
|g(z)− g(z∗)| ≤ Lg
2
‖z − z∗‖22, ∀z ∈ B(z∗, ǫ0). (35)
On the other hand, for any z ∈ B(z∗, ǫ0), there exists a
t0 ∈ (0, 1) such that
‖∇g(z)‖2 = ‖∇g(z)−∇g(z∗)‖2 (36)
= ‖∇2g(z∗ + t0(z − z∗))(z − z∗)‖2.
Since ∇2g(z∗) is nonsingular and by the continuity of ∇2g(z)
at B(z∗, ǫ0), then there exists 0 < ǫ < ǫ0 such that for any
z ∈ B(z∗, ǫ),
σmin(∇2g(z∗ + t0(z − z∗))) ≥ min
z∈B(z∗,ǫ)
σmin(∇2g(z)) > 0.
Denote σǫ,z∗ = minz∈B(z∗,ǫ) σmin(∇2g(z)), then (36) be-
comes
‖∇g(z)‖2 ≥ σǫ,z∗‖z − z∗‖2. (37)
Let C∗ = Lg
2σ2
ǫ,z∗
. Combining (35) and (37), it implies
|g(z)− g(z∗)| ≤ C∗‖∇g(z)‖22.
Thus, we complete the proof of the lemma.
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C. Proof of Lemma 4
Proof: (i) By Property 1(b), there exists a sufficiently
large positive integer n0 such that ‖xn − xn+1‖2 < ηµ when
n > n0. We first show that
In+1 = In, ∀n > n0 (38)
by contradiction. Assume this is not the case, that is, In1+1 6=
In1 for some n1 > n0. Then it is easy to derive a contradiction
through distinguishing the following two possible cases:
Case 1: In1+1 6= In1 and (In1+1 ∩ In1) ⊂ In1+1. In this
case, there exists an in1 such that in1 ∈ In1+1 \ In1 . By
Lemma 2, it then implies
‖xn1+1 − xn1‖2 ≥ |xn1+1in1 | ≥ mini∈In1+1 |x
n1+1
i | ≥ ηµ,
which contradicts to ‖xn1+1 − xn1‖2 < ηµ.
Case 2: In1+1 6= In1 and (In1+1 ∩ In1) = In1+1. Under
this circumstance, it is obvious that In1+1 ⊂ In1 . Thus, there
exists an kn1 such that kn1 ∈ In1 \In1+1. It then follows from
Lemma 2 that
‖xn1+1 − xn1‖2 ≥ |xn1kn1 | ≥ mini∈In1 |x
n1
i | ≥ ηµ,
and it contradicts to ‖xn1+1 − xn1‖2 < ηµ. Thus, (38)
holds true. It also means that the support set sequence {In}
converges. We denote I the limit of In. Then for any n > n0,
In = I .
(ii) For any limit point x∗ ∈ X , there exits a subsequence
{xnj} converging to x∗, i.e.,
xnj → x∗ as j →∞. (39)
Thus, there exists a sufficiently large positive integer j0 such
that nj0 > n0 and ‖xnj − x∗‖2 < ηµ when j ≥ j0. Similar
to the proof procedure (i), it can be also claimed that Inj =
Supp(x∗) for any j ≥ j0. On the other hand, by (38), Inj = I .
Thus, for any limit point x∗, Supp(x∗) = I .
Taking n∗ = nj0 , then by the above analysis, it is obvious
that the claims (a) and (b) in Lemma 4 hold true.
(iii) As In = I = Supp(x∗) for any n > n∗ and
x∗ ∈ X , it suffices to show that sign(xn+1i ) = sign(xni )
and sign(xnji ) = sign(x∗i ) for any i ∈ I , j ≥ j0, n > n∗.
Similar to the first two parts of the proof, we will first
check that sign(xn+1i ) = sign(xni ), and then sign(x
nj
i ) =
sign(x∗i ) for any i ∈ I by contradiction. We now prove
sign(xn+1i ) = sign(x
n
i ) for any i ∈ I and n > n∗. Assume
this is not the case. Then there exists an i∗ ∈ I such that
sign(xn+1i∗ ) 6= sign(xni∗), and hence,
sign(xn+1i∗ )sign(x
n
i∗) = −1.
From Lemma 2, it is easy to check
‖xn+1 − xn‖2 ≥ |xn+1i∗ − xni∗ | = |xn+1i∗ |+ |xni∗ |
≥ min
i∈I
{|xn+1i |+ |xni |} ≥ 2ηµ,
which contradicts again to ‖xn+1 − xn‖2 < ηµ. This con-
tradiction shows sign(xn+1) = sign(xn) when n > n∗. It
follows that the sign sequence {sign(xn)} is convergent. Let
S∗ be the limit of the sign sequence {sign(xn)}. Similarly, we
can also show that sign(xnj ) = sign(x∗) whenever j ≥ j0.
Therefore, sign(xn) = S∗ = sign(x∗) when n > n∗ and for
any x∗ ∈ X . This finishes the proof of Lemma 4.
D. Proof of Theorem 3
Proof: Let C1 = 1 + λµφ′′(e) and C2 =√
1− 2µλmin(∇2IIF (x∗)) + µ2L2. By the assumptions of
Theorem 3, it is easy to check that
C1 > C2 > 0.
Since both cF and cφ approach to zero as ε approaches zero,
then we can take a sufficiently small 0 < ε < ηµ such that
0 < cF < min
{
(C1 − C2)(C1 + 3C2)
8µ
, λmin(∇2IIF (x∗))
}
,
and
0 < cφ <
C1 − C2
2λµ
.
Furthermore, let
αF,ε = λmin(∇2IIF (x∗))− cF and αφ,ε = −φ′′(e) + cφ,
then under assumptions of Theorem 3, there hold 0 < αF,ε <
L and αφ,ε > 0, and further
1− λµαφ,ε = 1 + λµφ′′(e)− λµcφ > C1 + C2
2
> 0, (40)
1− 2µαF,ε + µ2L2 ≥ 1− 2µαF,ε + µ2α2F,ε ≥ 0, (41)
1− 2µαF,ε + µ2L2 = C22 + 2µcF (42)
< C22 +
(C1 − C2)(C1 + 3C2)
4
=
(
C1 + C2
2
)2
.
Since {xn} converges to x∗, then for any 0 < ε < ηµ,
there exists a sufficiently large integer n0 > n∗ (where n∗ is
specified as in Lemma 4) such that
‖xn − x∗‖2 < ε
when n > n0. Let In = Supp(xn). By Lemma 4, it holds
In = I and sign(xn) = sign(x∗) when n > n0. Furthermore,
by Property 3, for any i ∈ I ,
x∗i + λµsign(|x∗i |)φ′(|x∗i |) = x∗i − µ[∇F (x∗)]i,
and
xn+1i + λµsign(|xn+1i |)φ′(|xn+1i |) = xni − µ[∇F (xn)]i,
when n > n0. Consequently,
(xn+1I − x∗I) + λµ(φ1(xn+1I )− φ1(x∗I))
= (xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I),
and then
‖xn+1I − x∗I‖22 + λµ〈φ1(xn+1I )− φ1(x∗I), xn+1I − x∗I〉 =
〈xn+1I − x∗I , (xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I)〉.
(43)
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By (21), the left side of (43) satisfies
‖xn+1I − x∗I‖22 + λµ〈φ1(xn+1I )− φ1(x∗I), xn+1I − x∗I〉
≥ (1− λµαφ,ε)‖xn+1I − x∗I‖22,
and the right side of (43) satisfies
〈xn+1I − x∗I , (xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I)〉 ≤
‖xn+1I − x∗I‖2‖(xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I)‖2.
Without loss of generality, we assume that ‖xn+1I −x∗I‖2 > 0,
otherwise, it demonstrates that IJT algorithm converges to x∗
in finite iterations. Thus, it becomes
(1− λµαφ,ε)‖xn+1I − x∗I‖2 (44)
≤ ‖(xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I)‖2.
Furthermore, by (20), it follows
‖(xnI − x∗I)− µ([∇F (xn)]I − [∇F (x∗)]I)‖22
= ‖xnI − x∗I‖22 + µ2‖[∇F (xn)]I − [∇F (x∗)]I‖22
− 2µ〈xnI − x∗I , [∇F (xn)]I − [∇F (x∗)]I〉
≤ (1− 2µαF,ε + µ2L2)‖xnI − x∗I‖22. (45)
Combing (44) and (45), it implies
‖xn+1I − x∗I‖2 ≤
√
1− 2µαF,ε + µ2L2
1− λµαφ,ε ‖x
n
I − x∗I‖2.
Let
ρ∗ =
√
1− 2µαF,ε + µ2L2
1− λµαφ,ε .
By (40)-(42), it is easy to check that
0 < ρ∗ < 1.
Thus, when n > n0
‖xn+1 − x∗‖2 = ‖xn+1I − x∗I‖2 (46)
≤ ρ∗‖xnI − x∗I‖2 = ρ∗‖xn − x∗‖2.
Consequently, the asymptotic convergence rate of IJT algo-
rithm is linear.
Moreover, the posteriori error bound can be easily derived
by the triangle inequality
‖xn − x∗‖2 ≤ ‖xn+1 − x∗‖2 + ‖xn+1 − xn‖2
and (46). Therefore, we have completed the proof of Theorem
3.
E. Proof of Theorem 4
Proof: Let
c1 =
1− µλmin(∇2IIF (x∗))
1 + λµφ′′(e)
. (47)
By the assumptions of Theorem 4, it holds 0 < c1 < 1. For
any 0 < c < 1, let
g(c) = max
i∈I
max
{xi:|xi−x∗i |<cηµ}
{
λµ|φ′′′(|xi|)|
2|1 + λµφ′′(|x∗i |)|
}
, (48)
and
cǫ(c) =
1− c1 − ǫ
g(c)ηµ
, (49)
for some 0 < ǫ < 1 − c1. Since g(c) is non-decreasing with
respective to c, and thus cǫ(c) is non-increasing with respect
to c. Therefore, there exists a positive constant c∗ such that
0 < c∗ < 1 and c∗ < cǫ(c∗). (50)
Since {xn} converges to x∗, then there exists an n∗∗ > n∗
(where n∗ is specified as in Lemma 4), when n > n∗∗, it
holds
‖xn − x∗‖2 < c∗ηµ.
By Lemma 4, when n > n∗∗, it holds In = I and sign(xn) =
sign(x∗) , and thus ‖xn − x∗‖2 = ‖xnI − x∗I‖2. By Property
3, for any i ∈ I ,
(xni − x∗i )− µ([∇F (xn)]i − [∇F (x∗)]i)
= (xn+1i − x∗i ) + sign(x∗i )λµ(φ′(|xn+1i |)− φ′(|x∗i |)).
By Taylor expansion, for any i ∈ I , there exists an ξi ∈ (0, 1),
such that
φ′(|xn+1i |)− φ′(|x∗i |) =
sign(x∗i )φ
′′(|x∗i |)(xn+1i − x∗i ) +
1
2
φ′′′(|xξi |)(xn+1i − x∗i )2,
where xξi = x∗i + ξi(x
n+1
i − x∗i ). Let hn = xn − x∗, then by
the above two inequalities, it follows
Λ1h
n+1
I +Λ2(h
n+1
I ⊙hn+1I ) = hnI−µ([∇F (xn)]I−[∇F (x∗)]I),
(51)
where ⊙ denotes the Hadamard product or elementwise prod-
uct, Λ1 and Λ2 are two different diagonal matrices with
Λ1(i, i) = 1 + λµφ
′′(|x∗i |), (52)
Λ2(i, i) =
1
2
sign(x∗i )λµφ
′′′(xξi ).
Moreover, by the twice differentiability of F at x∗, we have
[∇F (xn)]I − [∇F (x∗)]I = ∇2IIF (x∗)hnI + o(‖hnI ‖2). (53)
Plugging (53) into (51), it becomes
Λ1h
n+1
I +Λ2(h
n+1
I ⊙hn+1I ) = (I−µ∇2IIF (x∗))hnI+o(‖hnI ‖2),
where I denotes as the identity matrix with the size |I| × |I|
with |I| being the cardinality of the set I . By the assumptions
of Theorem 4, for any i ∈ I ,
Λ1(i, i) = 1 + λµφ
′′(|x∗i |)
≥ 1 + λµφ′′(e) > 1− µλmin(∇2IIF (x∗)) ≥ 0,
thus, Λ1 is invertible. Then it follows
hn+1I = Λ
−1
1 (I− µ∇2IIF (x∗))hnI (54)
− Λ−11 Λ2(hn+1I ⊙ hn+1I ) + o(‖hnI ‖2).
By the definition of o(‖hnI ‖2), there exists a constant c∗ǫ
(depending on ǫ) such that
|o(‖hnI ‖2)| ≤ ǫ‖hnI ‖2
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when ‖hnI ‖2 < c∗ǫηµ. Thus, we can take c0 = min{c∗, c∗ǫ} < 1
and n0 > n∗∗ such that when n > n0,
‖xn − x∗‖2 < c0ηµ.
Then (54) implies that
‖hn+1I ‖2 ≤ ‖Λ−11 (I − µ∇2IIF (x∗))hnI ‖2
+ ǫ‖hnI ‖2 + ‖Λ−11 Λ2(hn+1I ⊙ hn+1I )‖2
≤ ‖Λ−11 (I − µ∇2IIF (x∗))‖2‖hnI ‖2
+ ǫ‖hnI ‖2 + g(c∗)‖hn+1I ‖22
≤
(
1− µλmin(∇2IIF (x∗))
1 + λµφ′′(e)
+ ǫ
)
‖hnI ‖2
+ g(c∗)‖hn+1I ‖22
≤ (c1 + ǫ)‖hnI ‖2 + g(c∗)c∗ηµ‖hn+1I ‖2,
where the second inequality holds for the definition of g(c∗)
as specified in (48) and c∗ ≥ c0, the third inequality holds
for λmax(I − µ∇2IIF (x∗)) ≤ 1 − µλmin(∇2IIF (x∗)) and
mini∈I |Λ1(i, i)| ≥ 1+λµφ′′(e) > 0, the last inequality holds
for ‖hn+1I ‖2 < c∗ηµ and the definition of c1 as specified in
(47). Furthermore, by (49) and (50), it holds
1− c∗g(c∗)ηµ > c1 + ε > 0.
Therefore, it implies that
‖hn+1I ‖2 ≤
c1 + ǫ
1− c∗g(c∗)ηµ ‖h
n
I ‖2,
and then
‖xn+1 − x∗‖2 ≤ c1 + ǫ
1− c∗g(c∗)ηµ ‖x
n − x∗‖2.
Let ρ = c1+ǫ1−c∗g(c∗)ηµ , then 0 < ρ < 1. Thus, the asymptotic
convergence rate of IJT algorithm is linear.
Moreover, the error bound can be easily derived by the
asymptotic convergence rate and the triangle inequality.
REFERENCES
[1] D. L. DONOHO, Compressed sensing. IEEE Transactions on Information
Theory, 52(4): 1289-1306, 2006.
[2] E. J. CANDe`S, J. ROMBERG, AND T. TAO, Robust uncertainty prin-
ciples: exact signal reconstruction from highly incomplete frequency
information, IEEE Transactions on Information Theory, 52(2): 489-509,
2006.
[3] M. LUSTIG, D. L. DONOHO, J. M. SANTOS, AND J. M. PAULY,
Compressed sensing MRI, IEEE Signal Processing Magazine, 25: 72-
82, 2008.
[4] M. F. DUARTE AND Y. C. ELDAR, Structured compressed sensing: From
theory to applications, IEEE Transactions on Signal Processing, 59:
4053-4085, 2011.
[5] R. TIBSHIRANI, Regression shrinkage and selection via the lasso, J.
Royal Stat. Soc. Ser. B, 58: 267-288, 1996.
[6] B. A. OLSHAUSEN AND D. J. FIELD, Emergence of simple-cell re-
ceptive field properties by learning a sparse code for natural images,
Nature, 381: 607-609, 1996.
[7] P. COMBETTES AND V. WAJS, Signal recovery by proximal forward-
backward splitting, Multiscale Model. Simul., 4: 1168-1200, 2005.
[8] J. ZHU, S. ROSSET, T. HASTIE, AND R. TIBSHIRANI, 1-norm support
vector machines, Neural Information Processing Systems (NIPS), 2003.
[9] J. S. ZENG, J. FANG, AND Z. B. XU, Sparse SAR imaging based on
L1/2 regularization, Science China Series F-Information Science, 55:
1755-1775, 2012.
[10] T. BLUMENSATH AND M. E. DAVIES, Iterative thresholding for sparse
approximation, Journal of Fourier Analysis and Application, 14(5): 629-
654, 2008.
[11] Z. LU, AND Y. ZHANG, Sparse approximation via penalty decomposi-
tion methods, SIAM Journal on Optimization, 23(4): 2448-2478, 2013.
[12] Z. LU, Iterative Hard thresholding methods for l0 regularized convex
cone programming, Mathematical Programming, 147: 125-154, 2014.
[13] E. J. CANDe`S, M. B. WAKIN, AND S. P. BOYD, Enhancing sparsity by
reweighted l1 minimization, Journal of Fourier Analysis and Applica-
tions, 14 (5): 877-905, 2008.
[14] R. CHARTRAND, Exact reconstruction of sparse signals via nonconvex
minimization, IEEE Signal Processing Letters, 14 (10): 707-710, 2007.
[15] R. CHARTRAND AND V. STANEVA, Restricted isometry properties and
nonconvex compressive sensing, Inverse Problems, 24: 1-14, 2008.
[16] Z. B. XU, X. Y. CHANG, F. M. XU, AND H. ZHANG, L1/2 regular-
ization: a thresholding representation theory and a fast solver, IEEE
Transactions on Neural Networks and Learning Systems, 23: 1013-1027,
2012.
[17] J. Q. FAN AND R. Z. LI, Variable selection via nonconcave penalized
likelihood and its oracle properties, Journal of the American Statistical
Association, 96: 1348-1360, 2001.
[18] C. H. ZHANG, Nearly unbiased variable selection under minimax
concave penalty, The Annals of Statistics, 38 (2): 894-942, 2010.
[19] D. GEMAN AND G. REYNOLDS, Constrained restoration and the re-
covery of discontinuities, IEEE Transactions on Pattern Analysis and
Machine Intelligence, 14 (3): 367-383, 1992.
[20] D. GEMAN AND C. YANG, Nonlinear image recovery with Half-
Quadratic regularization, IEEE Transactions on Image Processing, 4
(7): 932 - 946, 1995.
[21] I. F. GORODNITSKY AND B. D. RAO, Sparse signal reconstruction from
limited data using FOCUSS: a re-weighted minimum norm algorithm,
IEEE Transactions on Signal Processing, 45 (3): 600-616, 1997.
[22] R. CHARTRAND AND W.T. YIN, Iterative reweighted algorithms for
compressed sensing, IEEE international conference on Acoustics, speech
and signal processing (ICASSP), 3869-3872, 2008.
[23] I. DAUBECHIES, R. DEVORE, M. FORNASIER, AND C. S. GUNTURK,
Iteratively reweighted least squares minimization for sparse recovery,
Communications on Pure and Applied Mathematics, 63: 1-38, 2010.
[24] Z. LU, Iterative reweighted minimization methods for lp regularized
unconstrained nonlinear programming, To appear in Mathematical Pro-
gramming, 2014.
[25] G. GASSO, A. RAKOTOMAMONJY, AND S. CANU, Recovering sparse
signals with a certain family of nonconvex penalties and dc program-
ming, IEEE Transactions on Signal Processing, 57(12): 4686 - 4698,
2009.
[26] T. ZHANG, Analysis of multi-stage convex relaxation for sparse regular-
ization, Journal of Machine Learning Research, 11: 1081-1107, 2010.
[27] H. ATTOUCH, J. BOLTE, AND B. F. SVAITER, Convergence of descent
methods for semi-algebraic and tame problems: proximal algorithms,
forward-backward splitting, and regularized Gauss-Seidel methods,
Math. Program., Ser. A, 137: 91-129, 2013.
[28] K. BREDIES AND D. A. LORENZ, Minimization of non-
smooth, non-convex functionals by iterative thresholding,
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.156.9058,
2009.
[29] W. F. CAO, J. SUN, AND Z. B. XU, Fast image deconvolution using
closed-form thresholding formulas of Lq (q = 1/2, 2/3) regularization,
Journal of Visual Communication and Image Representation, 24(1):
1529-1542, 2013.
[30] P. H. GONG, C. S. ZHANG, Z. S. LU, J. H. HUANG, AND J. P. YE, A
general iteartive shrinkage and thresholding algorithm for non-convex
regularized optimization problems, In Proceedings of the 30th Interna-
tional Conference on Machine Learning (ICML), Atlanta, Georgia, USA,
2013.
[31] Y. T. QIAN, S. JIA, J. ZHOU, AND A. ROBLES-KELLY, Hyperspectral
unmixing via L1/2 sparsity-constrained nonnegative matrix factoriza-
tion, IEEE Transactions on Geoscience and Remote Sensing, 49 (11):
4282-4297, 2011.
[32] J. S. ZENG, S. B. LIN, Y. WANG, AND Z. B. XU, L1/2 Regularization:
convergence of iterative half thresholding algorithm, IEEE Transactions
on Signal Processing, 62(9): 2317-2329, 2014.
[33] ET. HALE, W.T. YIN, AND Y. ZHANG, A fixed-point continuation
method for l1-regularized minimization with applications to compressed
sensing, http://www.caam.rice.edu/∼yzhang/ reports/tr0707.pdf, 2007.
[34] K. BREDIES, D. A. LORENZ, AND S. REITERER, Minimization of non-
smooth, non-convex functionals by iterative thresholding, Journal of
Optimization Theory and Applications, 165: 78-122, 2015.
16
[35] M. ALLAIN, J. IDIER, AND Y. GOUSSARD, On global and local
convergence of Half-Quadratic algorithms, IEEE Transactions on Image
Processing, 15(5): 1130-1142, 2006.
[36] J. BOLTE, A. DANIILIDIS, AND A. LEWIS, The Łojasiewicz inequality
for nonsmooth subanalytic functions with applications to subgradient
dynamical systems, SIAM Journal on Optimization, 17(4): 1205-1223,
2006.
[37] J. BOLTE, A. DANIILIDIS, A. LEWIS, AND M. SHIOTA, Clarke subgra-
dients of stratifiable functions, SIAM Journal on Optimization, 18(2),
556-572, 2007.
[38] Y.Y. XU, AND W.T. YIN, A block coordinate descent method for
regularized multiconvex optimization with applications to nonnegative
tensor factorization and completion, SIAM Journal on Imaging Sciences,
6(3): 1758-1789, 2013.
[39] A.M. OSTROWSKI, Constributions to the theory of the method of
steepest descent, Arch. Rational Mech. Anal., 26: 257-280, 1967.
[40] I. DUABECHIES, M. DEFRISE, AND C. MOL, An iterative thresholding
algorithm for linear inverse problems with a sparse constraint, Com-
munications on Pure and Applied Mathematics, 57: 1413-1457, 2004.
[41] K. BREDIES AND D. A. LORENZ, Linear convergence of iterative soft-
thresholding, Journal of Fourier Analysis and Applications, 14: 813-837,
2008.
[42] X. CHEN AND W. ZHOU, Convergence of the reweighted l1 minimiza-
tion algorithm for l2-lp minimization, Comput. Optim. Appl., 59: 47-61,
2014.
[43] M. RUDELSON AND R. VERSHYNIN, On sparse reconstruction from
Fourier and Gaussian measurements, Comm. Pure Appl. Math., 61:
1025-1045, 2008.
[44] R. BARANIUK, M. DAVENPORT, R. DEVORE, AND M. B. WAKIN, A
simple proof of the restricted isometry property for random matrices,
Constr. Approx., 28: 253-263, 2008.
[45] E. J. CANDe`S AND T. TAO, Decoding by linear programming, IEEE
Transactions on Information Theory, 51(12): 4203-4215, 2005.
[46] S. FOUCART, Sparse recovery algorithms: sufficient conditions in terms
of restricted isometry constants. Approximation Theory XIII: San An-
tonio, Springer Proceedings in Mathematics, 13: 65-77, 2010.
