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VABSTRACT
This work presents some aspects o£ the Theory o£ 
G-spaces. They guarantee the existence o£ a tube around each 
orbit in a G-space, when G is a compact Lie group, and some 
categorical aspects o£ G-maps, allowing a comparison criterion 
o£ G-orb it types.
VI
RESUMO
Este trabalho apresenta alguns aspectos da Teoria de 
G-espaços. Elés garantem a existência de um tubo ao redor de 
cada órbita em um G-espaço, quando G ê um grupo de Lie compacto, 
e alguns aspectos categoricos de G-aplicações, possibilitando 
um critério de comparação de G-tipos de orbita.
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INTRODUÇÃO
0 objetivo deste trabalho ê apresentar alguns aspec­
tos da teoria geral de G - espaços topologicos , quando G e  um 
grupo topologico compacto. Serão a,bordados, em especial, os se­
guintes topicos:
1. -A classificação de G - aplicações restritas a 5rb_i 
tas, que constituem a base do estudo das G - apli­
cações em geral. Serão apresentados critérios cate 
gõricos de comparação, que dão lugar à noção de 
G - tipo orbital.
2. 0 estudo dá estrutura local-orbital dos G - espa - 
ços, isto é, o Teorema da Existência de Tubos, 
quando G é um grupo de Lie compacto. Esse resulta­
do é de fundamental importância no estudo das G - 
variedades diferenciáveis ( [l] ) , jâ que a noção 
do tubo é o laço entre o estudo de G - espaços to 
polõgicos e a noção de G - vizinhança tubular de 
uma õrbita, numa G - variedade diferenciável. Inde 
pendentemente desta aplicação, o Teorema da Exis - 
tência de Tubos garante a validade do Teorema do 
Levantamento, a G - espaços ligados por uma G - 
aplicação F, de uma homotopia de espaços orbitais, 
que preserva os tipos de õrbita e a G - aplicação 
F ( [l] ) . Com isto, a existência de tubos também 
intervêm na classificação de G - espaços de Palais 
( [123 ) e no Teorema da imersão de G - espaços em 
espaços de representação de G.
Por suas características de detalhe e exemplificação, 
o presente trabalho tem o intuito de contribuir para o desenvol. 
vimento de uma pesquisa capaz de propiciar a formação de uma 
equipe, na ârea de Topologia, na Universidade Federal de Santa 
Catarina.
CAPITULO I
G-ESPAÇOS . G-APLICAÇOES. TIPOS DE ORBITA
1. Operação de um grupo em um conjunto
Definição 1.1
Seja X um conjunto e G um grupo. Por uma operação de 
G sobre X (ã esquerda) entendemos uma aplicação 0 : G x X X, 
tal que:
Ci) 0(g,0(h,x))= 0(gh,x), para cada g,heG e cada xeX 
(ii) 0(e,x) = X, para todo xeX.
Neste caso, dizemos que G opera sobre X (ã esquerda) 
e que X é um G-conjunto.
Notaçao
- Representaremos por g(x), ou gx, a imagem do par 
(g,x) pela aplicação 0 , ou seja:
6 (g.x) = g(x) = gx, para geG e xeX.
- Também definimos C(A) = { g(x) | geC e xeA }.
Nas condiçoes acima, temos que cada geG induz uma 
aplicação : X -*■ X, definida por ©p(x) = g (x) , para todo xeX
6  o
Esta aplicação satisfaz às seguintes propriedades :
(i) 0gj^  = ©g.Gj^, para quaisquer g,heG.
(ii) 0 é inversível para cada geG, e (0 )"^ = 0 .
ë o s
Portanto, cada 0_ é uma permutação em X. Desta forma,
O
a aplicação g '— >■ 0 ê um homomorfismo de G no grupo das permuta
&
ções de X e , dizemos que G ê representado como um grupo de per­
mutações.
Definição 1.2
Definimos o núcleo de 0, como sendo o núcleo do homo­
morfismo g^ -^ - 0g, ou seja, Ker (0) = {geG | g(x) = x, -V xeX}, e 
ê um subgrupo normal de G.
Definição 1.3
Sejam X e Y dois G - conjuntos, e seja f : X Y uma 
aplicação. Dizemos que f ê uma aplicação equivariante de G - con 
juntos, ou uma G - aplicação, se f(gx) = g f(x), para todo geG 
e todo xeX.
Definição 1.4
Seja G um grupo, X um G - conjunto e xeX. Definimos o
sub-grupo isotropico de x . em G , e denotamos por G , o conjunto
X
= { geG I g(x) = X }
Proposição 1.1
Seja G um grupo e X um G - conjunto. Sejam x, x'eX e 
geG, tais que g(x) = x'. Então, G^, = g G^g~^, ou seja, os gru-
X  X
pos isotropicos de x e x' são conjugados.
Prova :
g ’£G ,<=^g'(x') = x'<=::^g'(g(x))-= g(x)
(g'g)(x) = g(x)<=>(g'^g'g3 (x) = X
< = > g ’^g'g e G^<=>g ' e gG^g’  ^ . Logo, G^ ,
gGxg-'
Definição 1. 5
Seja G um grupo, X um G - conjunto e xeX. Definimos 
a orbita de x sob G como sendo o conjunto G(x) = íg(x) | geG }•
Proposição 1.2
Seja X um G - conjunto, xeX e G = H. Então, . existe
X
uma aplicação bijetora entre G(x) e G/H.
Consideremos a aplicação f : G/H G(x), defini^ 
da por f CgH) = gCx) .
A aplicação £ éstâ bem definida, pois se g^ e g2 e£ 
tão na mesma classe gH, então g^ = g 2^, com heH. Por­
tanto:
= Cg2^) U) = g 2 (h(x)) = g2 (x).
"• l
Além disso, f é injetora, pois se f(gH) = fCg'H), 
temos que g(x) = g'Cx), ou seja, x = g"^g'(x). Logo, 
g ^g'eH e, neste caso, g'egH, ou gH = g'H.
Se y é um elemento qualquer de G(x), então y = 
gCx) para algum geG. Portanto, f(gH) = g(x) = y, o 
que mostra que f ê sobrejetora.
Prova:
2. Ações de Grupos Topologicos
Sabemos que um grupo topologico G ê um conjunto que 
possui estrutura de grupo e estrutura de espaço topologico de 
Hausdorff.de tal forma que as operações do grupo G são contí­
nuas no espaço topologico G ([10]). Na Secção 1 , foram apresenta­
dos alguns conceitos concernentes a grupos. Nesta, e nas demais 
secções deste Capítulo, vamos apresentar estes e outros concei­
tos, vistos, não s5 do ponto de vista puramente algébrico, mas 
também do ponto de vista topologico, uma vez que estaremos tra­
balhando com grupos topolégicos.
Definição 2.1
Seja G um grupo topológico e X um espaço de Hausdorff. 
Seja 0 uma operação de G sobre X, que é contínua. Neste caso, 
dizemos que 0 ë uma ação de G sobre X , ou uma G-ação sobre X . 
e, a terna (G,X,0) ë chamada um grupo topologico de transforma - 
ções. 0 espaço X ë chamado um G-espaço.
Jâ vimos que. a aplicação 0 : X X, definida por
 ^ O
0g(x) = g(x), é uma bijeção de X. Além disso, 0 é contínua,
o &
para cada geG, uma vez que ê uma restrição da aplicação contí - 
nua 0, ao conjunto {g} x X. Portanto, 0 ê um homeomorfismo de
o
X e, consequentemente, a aplicação g»-»- 0 é um homomorfismo de G
O
no grupo dos homeomorfismos de X.
Notação
Se X é um G-espaço, S C  X e K C  G, usaremos as seguin­
tes notações:
KS = íg(s) I g.e K e s e S}
gS = {g(s) s e S} , g e G
Definição 2.2
Se X é um G-espaço, dizemos que A C X é invariante
sob G, se G(A) = A.
Definição 2.5
Uma ação 0 ë dita efetiva, se Ker(0) ë trivial, ou se 
ja, Ker(0) =
Definição 2.4
Uma ação de G em X ë dita livre, se G_ ë trivial para” X
cada X e X.
Proposição 2.1 1
Seja (G,X,0) um grupo topolôgico de transformações, é 
com N = Ker(0). Então, 0 induz uma ação efetiva 0/N : G/N x X ^  X, 
definida por: %
(gN) (x) = g(x) , para todo x e X
Prova :
Consideremos o diagrama comutativo
G/N X X
onde TT é a aplicação canônica (V. Apêndice-Def. II-3) .
Como TT e uma aplicação aberta (V. Apêndice -Prop. 
II-1) e a ação 0 ê continua, segue que 0/N é contínua. 
Alem disso, 0/N é uma ação efetiva, pois:
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que G X A ê fechado em G x X, logo G(A) = 0(G x A) ê 
fechado em X, por (i).
(iii) Sendo G compacto e A compacto em X, temos 
que G X A é compacto em G x X, logo G(A) = 0(G x A) ê 
compacto em X, pois 0 ê contínua.
Definição 2.5
Uma aplicação G - equivariante (ou G - aplicação) en­
tre G - espaços X e Y, ê uma aplicação equivariante entre os 
G - conjuntos X e Y, que ê contínua.
De agora em diante, usaremos o termo aplicação, signi^ 
ficando aplicação contínua.
Definição 2.6
Dizemos que dois G - espaços X e Y são equivalentes, 
quando existe uma aplicação equivariante f : X -> Y, que é tam­
bém um homeomorfismo. Neste caso, f é dita uma equivalência entre 
G - espaços.
Proposição 2.3
Se f é uma equivalência entre G - espaços X e Y, en­
tão f  ^ também ê equivariante.
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Prova :
Seja y e Y e X e X tais que y = f(x). Entao 
£~^(g(y)) = f"^[g(£(x))] = £ ^[£(g(x))] = g(x) = 
= g(£~^(y)).
Portanto, £  ^ é equivariante.
Definição 2.7
Dizemos que dois G - espaços X e Y sâo fracamente equi 
valentes se existe um automorfismo a : G G , contínuo, e um 
homeomorfismo f : X Y , tais que f(g(x)) = a(g)(£(x)), para to 
do g e G e todo x e X.
Exemplos
1) Seja G um grupo topologico e H C  G um subgrupo fe­
chado de G. Consideremos a função L:G x G/H G/H, 
definida por
L(g,g'H) = gg^H.
Mostraremos que L ê uma ação de G sobre G/H e de­
terminaremos o nücleo desta ação.
Realmente, temos que
L(g,L(g^,g2H)) = LCg.g^g^H) = g(gj^g2)H
= (ggl)g2 ‘^^ " L(gg^,g2H) , para cada g,g^,g2 e G, e 
também.
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L(e,gH) = egH = gH , para todo g e G .
A continuidade de L pode ser mostrada considerando 
o diagrama i
T:
G X G ------ » G
“ g "
G X G/H-----> G/H
onde 1T ê a aplicação canônica e T é a multiplica­
ção do grupo. Temos que tt é uma aplicação contínua 
e aberta (V. Apêndice - Prop. II-1) e T ê contínua, 
pela definição de grupo topologico. Alem disso, o 
diagrama acima ê comutativo, já que (iT.T)(g,g')
TT(gg') = gg'H = L'[g,g’H) = L(id X 7T)(g,g’).
b
Logo, L ê contínua ([3], p. 122).
Vamos, agora, mostrar que Ker(L) = H  gHg
g e
Se g ’e g Q  Q gHg temos que g' e gHg"^, para to­
do g e G .
Neste caso, para cada g e G ,  existe h e H ,  tal que 
g' = ghg~^, ou seja, g'(gH) = (ghg"^)gH = gH. Por­
tanto, g ’ e Ker(L). Logo, Q  gHg-1 C  Ker(L) .
O
Agora, se g' e Ker(L), temos que g'(gH) = gH, para 
todo g e G .  Portanto, para qualquer g e C, temos
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g~^g'(gH) = H, ou seja, g~^(g'g) e H, ou ainda, 
g ’ e gHg~^. Logo, g ’e g Q  g S^g’  ^• Assim,
Ker(L)C g Q  q g^g Temos então que
2) Seja G um grupO topologico, H C  G fechado e N(H) o 
normalizador de H em G. Consideremos a função R: 
N(H) X G/H G/H, definida por:
R(n,gH) = gHn  ^ = gn ^ H
Mostraremos que R ê uma ação de N(H) em G/H, ou se 
ja, que N(H) age sobre G/H por translação ã direi­
ta. Determinaremos também o núcleo desta ação. 
Temos, em primeiro lugar, que
R(n,R(m,gH)) = R(n,gm ^H) = (gm ^)n ^H =
- 1= g(nm) H = R(nm, gH) ,
- 1RCe,gH) = ge "H = geH = gH .
Consideremos, agora, o diagrama
N(H) X G
a
i d  X  TT TT
"NCH) X G/H G/H
R
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onde TT ë a aplicação canônica e a ë definida por 
ct(n,g) = gn” ^ . Sabemos que tt ë continua e aberta, e 
que a ë continua. Alëm disso, o diagrama ë comutati­
vo, pois:
(iT.a)(n,g) = ïï(gn"^) = gn = R(n,gH) =
= [R. (id X tt)] (n,g) .
Portanto, R ê contínua ([3], p. 122). Além disso, 
temos que Ker(R) = H, pois se h e H, então hH = H=Hh, 
ou seja h e N(H). Portanto, R(h,gH) = gh = gH, pois, 
h  ^e H, Logo, h e Ker(R), ou seja, H C, Ker(R). Agora, 
se n e Ker(R), temos que n e N(H) e R(n,gH) = gH, pa 
ra todo g e G .  Daí, gn = gH, portanto, n = H, ou 
seja n ^e H. Logo, n e H e, assim, Ker(R)C H. Então, 
Ker(R) = H. Neste caso, pela Proposição 2.1, R induz 
uma ação efetiva de N(H)/H em G/H, dada por
(nH)(gH) = nCgH) = gn ^H.
3) Se G é um grupo topologico, entao G sempre age em si 
próprio por conjugação, como segue:
G : G X  G ^ G, definida por g(h) = ghg
Realmente, C é uma açao, pois:
ÜCgT^(h '/s) )"='“CTg ,hsh gXhs'h'“^ Tg (gh)sTghj ' ^
= G(gh ,s) , e
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Alem disso, C é contínua, pois ê a composição das £un 
ções contínuas
G x G  G x G x G  ->■ G
0 nücleo desta ação é o centro de G, isto ê Ker(C)
- Z(G). De fato,
h e Ker (C) *==> h (s) = s, para todo s e G 
<=*■ hsh s, para todo s e G
hs = sh, para todo s e G 
h £ Z(G). Logo, Ker(C) = Z(G)
3. Subgrupos isotropicos e orbitas
Se X ê um G - espaço e x e X, temos, conforme as def^ 
nições 1.4 e 1.5, que o subgrupo isotropico de x ê G ={g e G 
g(x) = x} e que a orbita de x sob G ê o conjunto G(x) = {g(x) 
g e G} .
Proposição 3.1
Seja (G,X,0) um grupo topologico de transformações e
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X e X. Entao, G ë fechado em G.
Pro va :
Seja a : G X íx} X, a restrição de 0, e 
TT^ : G X {x} G, a projeção na primeira coordenada
Consideremos o diagrama
onde 3 : G -»■ X é definida por B (g) = g(x). Este dia - 
grama é comutativo. Temos que B ë contínua, pois a ê 
contínua e ïï^ ë aberta. Como íx} ë fechado em X, se­
gue que G = B ^({x}) ë fechado em G .
Proposição 5.2
Seja (G,X,0) um grupo de transformações. Então,
Ker(0 ) = n  Gx- 
X e X
Prova
g e Ker(0 ) g(x) = x, V 'x e X
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Se (G,X,0) ê um grupo topologico de transformações, en 
tão Ker(0) ê fechado em G.
Proposição 5.5
paços
Prova
É uma consequência direta de 5.1 e 5.2, jã que a
I
intersecção arbitraria de fechados é fechada.
Proposição 5.4
Seja ij : X Y uma aplicação equivariante entre G- e^ 
Então, G ^C para todo x e X.
Prova
Se h e G , temos que h(x) = x. Mas hfií^ Cx)) = ij^ (h(x)),
X
pois ^ é equivariante. Logo, h(ijj(x)) = 'I^ Ch(x))= 'l^ (x). 
Portanto, h e i^p(x) *
Proposição 5.5
Se X é um G-espaço, então duas orbitas em X ou são 
iguais, ou são disjuntas.
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Sejam x,y e X, quaisquer. Vamos supor que 
G(x)n G(y) (}) ou seja, que existem g,h e G tais 
que g(x) = h(y). Se z e G(x) , então z = g'(x) para a_l 
gum g' £ G. Isto implica que z = g'(g ^g)(x)
” Cg'g ^)h(y). Portanto, z e G(y). Analogamente, se 
z £ G(y), existe h' e G, tal que z = h '(y). Logo
z = h'(h“lh)(y) = (h’h"l)g(x).
Portanto, z £ G(x). Então, G(x) = G(y).
Prova
Definição 3.1
Seja X um G-espaço e seja X/G = {x* = G(x) | x £ X} , 
isto ë, o conjunto de todas as orbitas de X. Seja tt : X ^ X/G , 
definida por tt(x ) = G(x). Atribuimos a X/G a topologia quocien­
te, isto ë, S ë aberto em X/G, se, e somente se, tt ^(S) ë aber­
to em X . (V. Apêndice, Def. II-4). Nestas condições, chamamos 
X/G de espaço orbital de X , em relação a G, e tt ë chamada apli­
cação orbital.
Definição 5.2
Seja X um G-espaÇo e S C  X. Chamamos GS de saturação
de S.
Proposição 5.6
Se X ë um G-espaço e S C  X, então tt ^ { tt( S ) }  = GS.
ta.
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xEïï  ^ {7t(S)} <==> TT (x) ETT (S) <=i> t t ( x ) = t t ( s ) ,  pa­
ra algum seS G(x) = G(s), para algum seS 
<t=> existe geG, tal que x = g(s), para algum seS 
xeG(S).
Prova
Proposição 5.7
Se X ë um G-espaço, então tt : X -> X/G ë continua e aber
Prova
0 fato de que tt ê contínua ê imediato (Ver defini­
ção 3.1.). Mostraremos que tt ê aberta. Seja U C  X,
aberto. G(U) = IJ g(U) ê aberto, pois , para cada geG, 
 ^ geG
g(U) = 0 (U) ê aberto em X, uma vez que 0 é um homeo-
O o
fismo. Assim, it~^  {tt(U)} = G(U) ê aberto em X. Logo, 
tt(U) ê aberto em X/G, (pela definição da topologia de 
X/G). Portanto, tt ê aberta.
4. Ações de grupos compactos
As proposições que apresentaremos nesta secção, nos 
dão algumas propriedades importantes, para o caso em que temos 
ações de grupos compactos.
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Se X ê um G-espaço, com G compacto, então para todo 
xeX, G(x) é compacto em X.
Proposição 4.1
Prova
G(x) é a imagem contínua do compacto G x{x} pela 
restrição da ação, como segue:
G X {x} -► G(x), dada por 
(g,x) I--  ^ g(x).
Portanto, G(x) ê compacto em X.
Proposição 4.2
Se X ê um G-espaço, com G compacto, então tt : X -> X/G ê 
uma aplicação fechada.
Prova
Seja A C  X, fechado. Pela Proposição 2.2, temos 
que G(A) ê fechado em X. Mas G(A) = tt~^ {tt(A)}, confor 
me a Proposição 3.6. Portanto, tt(A) é fechado, pela 
definição da topologia de X/G. Logo, tt ê uma aplicação 
fechada.
Proposição 4.5
Se X ê um G-espaço, com G compacto, então X/G é um es­
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paço de Hausdorff.
Prova
Consideremos dois elementos de X/G : x* = G(x) e 
y* = G(y), com x* y*. De acordo com a Proposição 4.1, 
G(x) e G(y) são subconjuntos compactos de X.
Como X é um espaço de Hausdorff, existe uma vizi­
nhança aberta U, de X, tal que U H  G(y) = 0. Logo, 
iT(y) i 'n'(U), pois se iT(y) = G(y) eiT(U), existiria ueÜ, 
tal que G(u) = G(y), e, consequentemente, existiriam 
g,g'eG, com g(u) = g'(y), ou seja, u = g~^g’y, ou ain­
da, ueG(y), o que ê um absurdo, pois U í jG(y) = 0. Tam 
bém temos que 71(11) ê aberto, pois tt é aberta e 
G(x) £ TT (U) . Alem disso, 17(0) ê fechado, pois tt é fecha 
da. Logo, V = X/G - tt(U) ê aberto, e G(y) eX/G - tt(U). 
Alem disto, TT(U)n V = 0. Portanto, existem abertos 
disjuntos, separando x* e y*, ou seja, X/G é de Haus - 
dorff.
Lema 4.4
Seja TT : X ->■ Y uma aplicação fechada, com X e Y espaços 
de Hausdorff, satisfazendo ã seguinte propriedade: para qualquer 
y £ Y ,  TT~^(y) é compacto. Então, tt é uma aplicação própria, isto 
e, a imagein inversa de um compacto, por tt , é compacto.
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Prova
Seja C CIY, compacto e, seja {U^ | aeA} uma cober 
tura aberta de tt ^(C). Para cada yeC, temos que tt ^(y)
ê compacto, logo existe um subconjunto finito 
tal que {U^ | aeA^} cobre tt ^(y). Sejam:
Então :
Uy = U  {U^ 1 aeAy}, e
Vy = Y - n(X - U^).
- Vy, ë aberto, pois U^ . ê aberto e tt ë fe 
chada;
- TT"^CVy)CUy, pois se xeTT~^(Vy), te­
mos Tr (x) e , ou seja tt( x ) ?ÍTr(X - U ^ )  , 
ou ainda, xeU^;
- yeVy, pois, caso contrario, yeTT(X-Uy.) 
o que implicaria em existir xeX - , 
tal que y = tt(x ), ou seja, xen ^(y),ou
seja, xeUy, o que ê absurdo.
Logo, {V^ I yeC} ê uma cobertura aberta de C. Como C ê 
compacto, existe uma subcobertura finita de C. Seja
2 '
esta cobertura. Então,
c C V  U V U . . . .  U V , ou sej.a, 
^1 ^2 ^ n
tt”^(C) C  tt‘^(V, ) U ) U . .. U ) Cyn
C - Uy U  U ^ . U  ••• U U,  = U Í U J  aeA^ , i = l,2y yn a
,n}
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Logo, {U I ae A , i = l,2,..,,n} ê uma cobertura £ini-
a
ta de tt”^(C). Portanto, tt ^(C) ë compacto.
Proposição 4.5
Se X ê um G-espaço, com G compacto, então a aplicação 
orbital tt : X -> X/G é uma aplicação própria.
Prova
Segue diretamente do Lema 4.4 e das Proposições 
4.1, 4.2 e 4.3, j ã  que tt ^ ( x ) = G(x), para todo xeX.
Proposição 4.6
Se X ê um G-espaço, com G compacto, então:
(i) X é compacto se, e somente se, X/G ê compacto.
(ii) X ê localmente compacto se, e somente se, X/G' e 
localmente compacto.
Prova
(i) Segue diretamente do fato de que a aplicação 
orbital ê uma aplicação contínua e própria, 
pois tt“^(X/G) = X.
(ii) Seja X localmente compacto, e seja G(x) eX/G,
Como xeX, existe um aberto UCX, tal que___xeU_
e U ë compacto. Então, G(x) = tt(x ) £T t (U).
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Mas, it(U) it(U) = tt(U), que ê compacto, pois it ê 
contínua. Logo, nCU) é compacto e, portanto X/G 
é localmente compacto.
Vamos supor, agora, que X/G ë localmente compacto. 
Seja xeX e C uma vizinhança compacta de tt(x ). Co­
mo tt é propria, temos que tt ^(C) ë compacto. Além 
disto, X  e TT ^(C) , pois Tr(x)e C . Logo, X ë local - 
mente compacto.
Se X é um G-espaço, e xeX, consideremos a aplicação na
tural:
a : G/G G(x), dada por
X  X
«x^^g^x^ = g(x)
De acordo com a Proposição 1.2, a estâ bem definida e é
X
bijetora. Para mostrar a continuidade de a , consideremos o dia- 
grama
onde TT ê a aplicação canônica, e B é definida por 3 (g) = g(x). 0 
diagrama é comutativo, pois para todo geG, temos (a .ff) (g)
= a (gG ) =.g(x) = 3(g). Como tt é aberta e 3 é contínua (V. pro-
X  X
va da Proposição 3.1), segue que a é contínua. Entretantjo,, -
X X
pode não ser um homeomorfismo.
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Contra-exemplo 
Seja S^ = ízeC = 1}, = S^ X S^ e G = R = gru
po aditivo dos reais. Consideremos a açao:
0 : R X ->■ , definida por
,^g2TTÍx^g27TÍy^  ^ j-^ 2Tri(x + r)^g2TTÍ(y + kr)^
onde k ê um irracional (fluxo irracional).
Seja BeT^. 0 subgrupo isotropico de B ê:
Gg = íreR 1 r(B) = B>=
= íreR 1 (e^
i(x+r)^g2^ix g2ui(y + kr)^g27Tiy^^
Í -
= ÍreR e^^i
= ÍreR e-^i
= ÍreR 2iTÍr
= {reR r =
= e
k ê irracional. Então G^ = íO) para todo BeT . A orbita de B sob 
G é
G(6) = {r(65 s I rsR) =
= {jg27ri(xH-r) ^ ^2niCy»kr)j |
G(B) ê, portanto, uma reta enrolada no toro. Entretanto G/Gg 
= R/{0} = R. A função a^: G/Gg ^ G(B), definida por
ag(r) = r(B)
não ê um homeomorfismo, jâ que não ê aberta, pois G(B) é den-
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2 -  2 so em T , seu complementar tambem e denso em T, mas G (3)  ^ T .
5. Secções. Extensões Equivariantes
Definição 5.1
Seja X um G-espaço e fr : X X/G a aplicação orbital. 
Uma secção para tt é uma aplicação o : X/G X, tal que rr.o é a 
identidade sobre X/G.
Dêfinição 5.2
Seja X um G-espaço, tt : X X/G a aplicação orbital e 
a e x / G .  Dizemos que existe uma secção local em a, se existe vizi­
nhança U de a e uma aplicação o : U X , tal que ír.a = id^ j. Neste 
caso, dizemos que a ê uma secção local em a.
Exemplo
Seja G = C  0(2) , agindo sobre R como se­
gue:
r
(x,y) , se g = I
g(x,y) = (
V
(-x,-y), se g = -I
27
Se a = (x,y) f 0, então sua orbita é G(a) = {g(a)|geG}= 
{a,-a} e G(0) = {0} =
Neste caso, não hã secção local ao redor de 7t(0 ).
(-p. o)
R
(p,o)
U
R^/g
(p,o)/
Suponhamos que exista uma secção local em tt(0). Então,
2existe uma vizinhança U de Tr(0), e existe uma aplicaçao a: U ^ R  
tal que tt.o = idy. Sendo tt ^(U) uma vizinhança de 0, ela contêm 
uma bola aberta com centro em 0 e raio 2p. Consideremos, agora, 
a curva contínua, r : [O.ir] tt ^(U), definida por r(t).=
= (p cost ,p sent) .
- ■ 2 Entao, s = tt . r e uma curva em R /G, tal que
s ( 0 ) = s(tt) = { ( p , 0 ) , ( - p , 0 )}
Além disto, s ê injetora em (0,tt). Seja a a aplicação
a : [0,Tr] ( [ 0 , tt] / 0 e tt) - S
que ê contínua, e seja p a aplicação
definida de modo que o diagrama abaixo seja comutativo ([3], p, 
123, Teor. 3.2).
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;o .u] U
a
( [0 , tt] I 0 = TT )
Portanto, p ê contínua. Logo, a composta
o ^
a.p : C[0,tt] I 0 s tt) R também é contínua. Mas lim (a.p)(t) 
nao existe, pois se t tende a tt por valores crescentes, (a.p)(t) 
tende a (-p,o), mas se t tende a tt por valores decrescentes, en­
tão (a-p) (t) tende a (p,o).
Logo, a.p não é contínua em tt , o que é um absurdo. Por 
tanto, não existe secção local em tt(0).
Proposição 5.1
I
Seja X um G-espaço, com G compacto. Seja CCX, fechado, 
tocando cada orbita em, exatamente, um ponto. Então, a aplicação
a : X/G ^ X, definida por
{a(G(x))> = G(x) n C
é uma secção. Reciprocamente, a imagem de uma secção é fechada em 
X.
Prova
Seja X* = G(x) eX/G. Então,
(TT.a)(x*) = TT(a(x*)) = X’
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Logo, TT. 0 = Vamos mostrar que a ê contínua.
Seja A C  C, fechado. Então 0  ^(A) = tt (A) , que é 
fechado, pois tt ê fechada (Ver Prop. 4.2).
Se A ' C  X ê fechado, e A = A'0 C C  C, então 
a ^(A') = o ^(A), que ê fechado. Logo, o é contínua. 
Portanto, a ê uma secção.
Agora, seja 0 : X/G X uma secção e seja 
C = 0 (X/G). Consideremos uma rede em C, que con­
verge para xeX. Então
lim ■'’^(x^) = tt (x) , pois TT é contínua.
Assim, lim 0tt(x^ ) = 0tt(x) = 0 (tt(x)) e C. Mas, 
lim ott(x^) = lim x^ = x. Portanto, xeC, o que mostra 
que C é fechado em X.
Observaçao
Tendo em vista este teorema, muitas vezes chamamos de 
secção o conjunto fechado que ê a imagem da secção.
Proposição 5.2
Dados os G-espaços X e Y, com G compacto, seja C C  X, 
fechado e seja ¥ : C Y uma aplicação tal que, se ceC e g(c)eC 
para algum geG, então 'i'(g(c)) = g'F (c) . Então, 'F pode ser extendi. 
da, de maneira única, a uma aplicação equivariante
ij : G(C) ^ Y
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Para, geG e ceC, definimos
: G(C) ^ Y, por i];(g(c)) = gC'FCc))
que ê a única possibilidade para uma extensão equiva - 
riante, pois, se existisse outra i|; ' , equivariante, te­
ríamos
<P’(g(c)) = g(i^’(c)) e ip' = 'l' em C.
Neste caso, ij^ '(g(c)) = g(»jj'(c)) = g('F(c)), o que implj. 
ca em ij; ' = ip em G(C) .
Alem disto, ip esta bem definida, pois se g(c) = 
= g'(c'), então c = g"^g'(C), donde T (c) = ' (g"^ g''(c')) = 
= g~ ' 'i' (c ' ) , ou se j a , g f (c) = g ' (c ' ) , ou ainda , 
^(g(c)) = 'P(g'(c')).
Vamos mostrar que \p ë contínua. Seja {x^ }^ uma re­
de em G(C), que converge para xeG(C). Façamos x^ = 
g (c ). Tomando uma subrede, podemos supor que íg^í(X OL a
converge para geG, porque G ë compacto ([3], p. 223, 
Teor. 1.3). Então :
lim c^ = lim g~^(x^) = g~^(x) = ceC, jã 
que C ë fechado. Logo:
lim = lim 'í^ (gct(Cgj)) = lim "
= g'F(c) = il^ (g(c)) = ij;(x)
ou seja, ij ë contínua.
Prova
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Corolário 5.1
Dados os G-espaços X e Y, com G compacto, e seja C C X  
uma secção de tt : X -► X/G. Se Y : C ->■ Y é uma aplicação tal que 
Gc C  para todo ceC, então, existe uma ünica extensão de 'F
a uma aplicação equivariante 4^: X Y.
Prova
Se c e g(c) são elementos de C, temos que g(c)=c, 
já que iT(g(c)) = tt(c ). Logo, geG^ C  e, portanto
¥ (g(c) 3 = 'F (c) = g¥ (c)
Aplica-se, então, a Proposição 5.2, e temos que 
'F pode ser extendida, de modo único, a uma aplicação 
equivariante ip: G(C) -»■ Y. Mas G(C) = X, pois C ê uma 
secção e toca cada orbita de X (C = a(X/G)). 
Logo, existe ij;: X ^ Y, como pedida no enunciado.
Proposição 5.3 - Teorema de Tietze - Gleason
Seja G um grupo compacto agindo sobre um espaço normal 
X e A um subespaço fechado, invariante, de X. Seja p:G Gl(n,R) 
uma representação de G e 'F : A -> uma aplicação equivariante, 
isto ê, 'F(ga) = p(g) 'l'(a), para todo geG e aeA. Então, existe 
uma extensão de 'F a uma aplicação equivariante : X R^.
Prova
Sendo X um espaço normal, e A fechado, pelo Teorje
32
ma da extensão de Tietze ([3], p. 149) existe uma ex­
tensão contínua de ’1', ¥ ' : X ^
Para obtermos uma extensão equivariante, defini -
mos
P ' ( g x )  dg
onde a integral é a integral normalizada de Haar (V. 
Apênd. Def. 11.10). Então, para todo heG, temos:
ij (hx) = P ( g ' ^ ) ' i ^ ' ( g ( h x ) )  dg =
P (g~^)' l '  ' ( ( g h ) x )  dg =
P (hCgh)"^)»!^ ' ( ( g h ) x )  dg = 
p ( h ) p ( C g h ) " ^ ) T ’ ( ( g h ) x )  dg = 
p ( h ) P (g)~^ 'l' ' (gx) dg =
p (]0 ijj [ x )  .
Portanto, ip é equivariante. Alem disso, \p é uma 
extensão de f, pois se aeA, temos
ip (a) = P (ga) dg =
P (g~ )^'l'(ga) dg,
pois '}'=¥' sobre A. Mas, p(g )^'i'(ga) = »I^Cg ^(ga))
= H'Ca). Logo,
ip ( a )  = 'F(a) dg = 'l'(a) dg = ¥(a)
0 fato de que ip ê contínua, segue d a 'Proposição II. 2 
do Apêndice,
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Observação
0 Teorema de Tietze - Gleason pode ser estendido para 
o caso em que X é um espaço completamente regular e A ë compacto 
e invariante. Isto ocorre, porque ë possível compactificar X pe­
la Compactificação de Stone - Cech. Seja 3(X) uma tal compactifi. 
cação de X. Então 6(X) ë um espaço normal ([3], p. 223) e A, sen 
do compacto em X, ë, com certeza, fechado em 6 (X). Logo, posso 
aplicar o Teorema da extensão de Tietze e obter uma extensão con 
tínua T de 'F, para B(X) . A restrição' de 'F a X será uma extensão 
contínua de a X.
6 • Tipos de Orbitas
Definição 6.1
Uma ação de G em X ë dita transitiva, se, para todo 
x,yeX, existe geG, tal que y = g(x). Neste caso, existe apenas 
uma órbita, que ë o próprio X.
Como exemplo de ação transitiva, consideremos a seguin
te açao;
0 : G X G/H ->- G/H, com H C  G, fechado, definida 
por
0gCg'H) = gg'H (translação à esquerda).
O
Definição 6.2
Se G age sobre X transitivamente, dizemos que X e  um
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espaço transitivo.
Proposição 6.1
Se G ê compacto, a : G/G -+ G(x), definida por
X  X
a (gG^) = g(x) ê uma equivalência de G-espaços transitivos.
X  X
Prova
a é um homeomorfismo, pois é uma aplicação bije-
X
tora de um espaço compacto sobre um espaço de Hausdorff
([3], p. 226, Teor. 2.1). Além disto, a ê equivarian-
te em relação a translação de G sobre G/G e a restri-
X
ção da ação de G sobre G(x)C X, pois
«x^^Sg'Gx) = gg’(x) = g(g'(x)) =
Logo, a é uma equivalência dos G-espaços transitivos
X
G/G^ e G(x).
Consideremos a classe de todos os G-èspaços, com G com 
pacto. Esta classe forma uma categoria, cujos morfismos são as 
aplicações equivariantes. A subcategoria completa, formada pelos 
G-espaços transitivos é chamada de categoria das G-5rbitas. (V. 
Apêndice - Def. 1.3). Cada objeto nesta categoria é isomorfo a 
um espaço G/H onde, o significado de "isomorfo" na categoria das 
G-5rbitas é de G-equivalente. Neste caso, precisamos caracteri - 
zar os morfismos entre estes espaços. A proposição que segue, 
nos diz sob que condições existe uma aplicação equivariante
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G/H G/K, e qual a forma desta aplicação.
tao
Proposição 6 .2
Seja G compacto, e H e K subgrupos fechados de G. En-
(i) Existe uma aplicação equivariante ij : G/H ->■ G/K 
se, e somente se, H ê conjugado a um subgrupo de
K;.
(ii) Se àeG e aHa"^C K, seja : G/H -> G/K, dada3.
por R^ ’^  (gH) = ga ^K. Então, R^ ’^  ê equivarian-
3. 3.
te;
(iii) Se ij : G/H G/K é uma aplicação equivariante, ip
K H ”1tem a forma R ’ para algum aeG, com aHa C  K;
3
(iv) R^ ’^  = RÍ ’^  se, e somente se, ab  ^e K.
Prova
(i) Consideremos uma aplicação qualquer
f : G/H ^ G/K, e seja f(H) = a"^K, para al­
gum aeG. Se f é equivariante, temos
f(gH) = gf(H) = ga ^K, para todo geG.
Para que f seja definida por esta fórmula, 
devemos ter:
f(ghH) = f(gH), para todo heH, pois 
hH = H.
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Portanto, (gh)a = ga ^K, para todo heH, 
ou seja, ha = a ^K, para todo heH. Isto 
implica em que, para cada heH, temos 
aha = K, ou seja, aha  ^£ K, ou ainda, 
aHa K. Logo, H ê conjugado a um subgru­
po de K.
A recíproca ê verdadeira, pois se H é conju 
gado a um subgrupo de K, existe aeG, tal 
que aHa K. Neste caso, a aplicação
£ : G/H -> G/K, definida por
£(gH) = ga"^K
ê bem definida e ê equivariante, jâ que 
f(gH) = ga“^K = gf(H)
(ii) Seja aeG, aHa"^C K e : G/H ^ G/K, ^de-a.
finida por R^ ’^ (gH) = ga ^K. Pela prova da a
 ^ K H —recíproca do item (i),temos que R ’ estaa
bem definida e ê equivariante.
(iii) Segue imediatamente dos itens (i) e (ii) .
(IV, rK.H , ^K.H _  ^
todo geG
<=> ga ^K = gb ^K, para todo geG
a“^K = b“^K c==> ab‘^K = K
ab"^ eK.
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Observações
■* 1 “ K H -1, Se K = aHa , entao R ’ ê a translação ã direita 
gH t— )- gHa"^, pois:
= ga"^K = ga"^aHa'^) = gHa"l
2. R^ ’^  = j^K,aHa  ^ ^aHa ,H^ g ^ composição da
ci ^  3.
translação a direita gHi—  ^ gHa~^ = (ga ^)aHa~^, com 
a aplicação natural £ : G/aHa~^i— ► G/K, definida 
por f(gK’) = gK, induzida pela inclusão aHa"^=K’C  K.
De fato:
(pK,aHa  ^ j^ aHa
 ^ Q.
 ^ j^K.aHa (-j^ aHa
0. 3
= RK,aHa-\ga-l^aHa-^))
= (ga"^) e“^K = ga“^K
~ , para todo geG.
3
Se K ’ = aHa"^, então R^;^’(gK') = ge"^K = gK,
uma3. Toda aplicação equivariante f : G/H -> G/H ê
translação ã direita por um elemento de N(H) e ê, 
portanto, uma equivalência de G-espaços. De fato, 
se K = H, temos que aHa H, portanto, aHa  ^ = H 
([1], p. 4, Prop. 1.9). Neste caso, pela observação
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1, £ ê a translação à direita gHa com aeN(H),
pois aHa  ^ = H. Assim, £ é uma equivalência de G-e^ 
paços.
- H H4. A aplicação a<— ► R ’ induz um isomorfismo de N(H)/H3.
sobre o grupo Homeo (G/H) (sob composiçao) de auto 
equivalências do G-espaço G/H com a topologia com­
pacto aberta. ([3], p. 257). A ação translação à d^ 
reita N(H) x G/H G/H, definida por a(gH) = gHa 
ê contínua. Neste caso, a aplicação
N(H) Homeo^(G/H), dada por
a ^  R»’»
também é contínua ([3], p. 261, Teor. 3.1). Além 
disto, ela é sobrejetora, pela Observação 3, e ê um 
homomorfismo, pois . Logo, a apli­
cação induzida
N(H)/H -V Homeo^(G/H)
é contínua e bijetora ( [Ij, p. 3, Prop. 1.7). Como 
N(H) é fechado ( [l], p. 4), temos que é compacto 
pois G é compacto. Portanto, é um isomorfismo de 
grupos topologicos, e assim, é um homeomorfismo, jã 
que N(H)/H é compacto e X ê de Hausdorff ([3], p. 
226, Teor. 2.1).
“5 . Se ”ex i st em ãp~l i cã'ç õ ês e"quivariantes f : G/H -»■ G/K e 
g : G/K -> G/H, então, cada uma delas ê uma equiva -
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lência, e H ê conjugado a K.
De fato, temos, pela Proposição 6.2 (iii), que exi£ 
tem a,beG, tais que f = e g = com
aHa"^C K e bKb" t  H.
Consideremos a composição:
Sendo h uma aplicação equivariante de G/H em G/H, 
então, pela Observação 3, temos que h ê uma equiva­
lência de G-espaços, e, portanto, f e g são equiva- 
lências.
Além disso, aHa K e bKb H, portanto,
baHa"H"^C bKb"^C H
Logo,
(A) (ba)H(ba)"^C bKb~^C H
Sendo G compacto e H C  G, fechado, temos que
(B) (ba)H(ba)'^ = H ([l], p, 4, Prop.1.9)
De (A) e (B) segue que bKb"^ = H e, portanto, H e K 
são conjugados.
Consideremos a categoria das G-orbitas cujos morfismos 
são as aplicações equivariantes e, vamos estabelecer uma relação 
de equivalência , como segue: -- —
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G/H % G/H existem aplicações equiva-
riantes f : G/H G/K e g ; G/K G/H.
Obtemos, desta forma, a categoria dos tipos de G-orbi- 
tas, que ë a categoria das classes de equivalência das G-5rbitas,
cujos morfismos são definidos da seguinte forma; Sejam [A 
classes de equivalência de G-5rbitas. Então, [f] : [Aj -v [B
B
um morfismo, se [f] ë a classe de equivalência das aplicações 
equivariantes entre elementos de [A] e [Bj.com a relação dada co
mo segue. Se A^, A 2 e [Aj ,B^,B2 e[B],f^: A^ B ^ e  Í2 : B2 são 
equivariantes, então fj^ f 2 • se existem isomorfismos (categõri-
cos) equivariantes g^: A^ ^2 ^ ®b‘ ®1 ^ ^ 2 ’ ° " 
grama
f.
A. B-
Sb
comuta. A composição de morfismos ê feita através da composição 
de representantes das classes, convenientemente escolhidos, de 
modo que
B. C,
seja comutativo.
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Definição 6.3
Se X ë um G-espaço transitivo, definimos tipo (X) como 
sendo a classe de equivalência de X, sob homeomorfismos equiva - 
riantes.
Propriedades
1. tipo (X) contêm um espaço G/H 
Prova
Jã vimos que X ë homeomorfo a algum espaço G/H. 
(Ver p. 34).
2. tipo (G/H) = tipo (G/K) H e K são conjugados 
em G .
Prova
tipo (G/H) = tipo (G/K) <==> existem aplica­
ções G/H ^ G/K e G/K G/H <=> H e K são 
conjugados (pela Obs. 5).
3. Um morfismo tipo (G/H) tipo (G/K) existe__________
<=» existe uma aplicação equivariante G/H ^ 
->- G/K <==> H ë conjugado a um subgrupo de K .
Prova
Segue imediatamente da definição de morfismo e
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da Proposição 6.2 (i).
Notação
Se existe um morfismo tipo (X) -»■ tipo (Y) , escrevemos
tipo (X) > tipo (Y)
e, com isto, estabelecemos uma ordenação parcial na classe dos 
tipos de órbita, com tipo (*) = tipo (G/G) sendo um mínimo, e t^ 
po (G) um máximo.
Exemplo
Sejam G = S0(3) , X o espaço das matrizes reais simetri,
cas, 3x3, de traço nulo, e, Y o subespaço topológico do que
consiste das ternas (A^, ^3 ). com ^ ^2  ^ ^ 3 ® ^1 ^2 *
Consideremos a ação 0 : G x x -»■ X, definida por
0g(x) = gxg"^.
Observemos que x e y estão na mesma órbita desta ação 
se, e somente se, os autovalores de x e y são os mesmos, contan­
do multiplicidades.
A aplicação tt ' ; X Y, que leva uma matriz x em seus 
autovalores, na ordem decrescente, é tal que
tt'(x ) = TT'(x’) ^  G(x) = G(x’) (A)
Alem disso, ela tem uma inversa ã direita o : Y X, de
finida por
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0 0
0 ^2 0
0 0 X,
Temos quê Y é ihomeomorfo a X/G, com tt ’ correspondendo 
ã aplicação orbital ir, e a ã secção. De fato, consideramos o dia 
grama ,
a
Y
TT
Seja f : X/G Y, definida por f(G(x)) = tt ' (x) .
Então, £ está bem definida (por (A) ) e ê um homeomor­
fismo, pois e contínua, f . (ira) = idy e (t t o) . f = ^^x/G ’
A representação geométrica de Y é
Consideremos o ponto x =a(À^,À 2 ,A2) =
1
0
‘2
0
0
0
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com > X 2 > Aj. Então:
1 0 0 1 0 0 -1 0
1
0 1 0 0 -1 0 9 0 -1
0 0 1 0 0 -1 0 0
V
-1 0 0
0 1 0
0 0 -1
L
H é isomorfo a  ^ 2^ = {(1,1) , (1 ,-1) , ( - 1 1 )  , (-1,1)} .
Logo, as órbitas destes pontos são G(x) = S0(3)/ 22® 2^' 
Pára pontos x = a ( X ,X 2 ,X^) , com “ ^2  ^ ^3 ° grupo 
isotrópico ë formado pelas matrizes do tipo
A =
0
*
0
0 0 ±1
onde * eO(2), com det* = ±1, de tal forma que A e S0(3) .
Neste caso, as órbitas de tais elementos serão planos
proj etivos, pois se H =^ "x« entao S0(3)/H Ri :
2
P . De fato, fixemos
g e S0C3) ,
^ 1 ^1 2 ^13
g = ^ 2 1 ^22 ^23 — ( a ^ , a 2 , ^3^’
^31 ^32 ^33
45
onde a^, a^, a^ são vetores coluna do R , e consideremos a clas-
um elemento
^ 1 1 '^12 ”13
' ’ 22 ” 23 = (bj, b^, b^) ,
*’31 '’32 ”33
tal que = 0, h -^ 2 > 0 e > 0. Portanto, b^ fica no piano 
horizontal do R^ e Ihe associamos o elemento t de , correspon­
dente à circunferência unitária deste plano. 0 vetor fica no 
casquete superior da esfera unitária do R^. Chamaremos de a o 
ângulo formado por b 2 e o vetor do plano horizontal que está a 
90° de b^ (conforme figura), com 0  ^ a < it/2.
A cada codasse gH, corresponde pelo menos um par
(t,a) como descrito acima. Observemos que para cada teS^, (t,0) 
e (-t,0) estão determinados por uma mesma codasse gH e que os
pontos (t, ^) estão determinados pela mesma codasse, para todo 
teS^é Portanto, considerando no espaço produto x [ 0 , tt/ 2 ]  de 
pares (t,a), as identificações (t,0) (-t,0 ), para cada teS^ e
(t,ir/2) (t',ir/2) para quaisquer t,t'eS , nos dão o plano proje
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tivo. Portanto, SOCS)/^ ^^  se identifica com o plano projetivo p .
Para pontos x = 0 (X^,X2.A3) , com Xj^>X2 = X^, o grupo 
isotropico é formado pelas matrizes do tipo
B =
±1 ; 0
í----(-----
0 
0
onde * eOC2), com det * = ±1, de tal forma que BeS0(3) e, as or­
bitas destes elementos também serão planos projetivos.
Finalmente, para pontos x = o (X^ .X^ .X^) , com ^2 ~
= Xj = 0, o grupo isotropico é o próprio S0(3) e, portanto, a ór 
bita é um ponto.
Temos, assim, para esta ação, três tipos de órbitas, 
que são representadas ge-omêtricamente no seguinte desenho
Definição 6.4
Seja X um G-espãço e xeX. Dizemos que x é um ponto fi- 
xo de G sobre X , quando g(x3 = x, para todo geG. Neste caso.
G = G e G(x) = {x}.A
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Notação
Representaremos o subespaço dos pontos fixos de G so­
bre X por;
X^ = {xeX / g(x) = X, geG}
ou também,
F(G,X) * X^
48
C A P i T U L O  II
TEOREMA DA EXISTENCIA DE TUBOS
1. PRODUTO TORCIDO
Definição 1.1
Seja G um grupo topologico, X um G-espaço à direita e
Y um G-espaço à esquerda. Neste caso, G age sobre X x Y, por
g(x,y) = (xg~^,gy)
0 espaço orbital desta ação ê chamado de produto torci 
^  de X e Y, e ê representado por X x^ Y .
Segue imediatamente da definição, que o produto torc_i 
do X Xg Y ê o espaço quociente de X x Y, pela relação de equiva­
lência
(xg,y) 'V (x,gy)
A orbita de um ponto (x,y) ê a classe de equivalência 
representada por: [x,y] = GCx,y).
Proposição 1.1
'x,y] = [x',y'], se, e somente se, existe geG, tal que
X' = xg“  ^ e y' = gy,
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Prova
>,y] = [x',y\ (x,y) e [x* ,y']
- 1existe geG, tal que x' = xg e y' = gy
Segue daí, que [xg,y] = [x,gy].
Dados dois G-espaços à esquerda Y e Y', e uma 
aplicação equivariante £ : Y ^ Y', então £ induz a
aplicação
X Xç, f : X Xq Y -> X Xg Y ’
de£inida por [x,y] ^ x,£(y)l .
Analogamente, se £ : X X' ê uma aplicação equivarian 
te de G-espaços ã direita, temos a aplicação induzida
£ Xq Y : X X(, Y ^ X ’ Y
de£inida por [x,y]i--- * [£(x),y].
Portanto, a construção do produto torcido ê £un 
torial.
Proposição 1.2
Seja X um G-espaço à direita, Y, Y' G-espaços ã esquer 
da e £ : Y Y' uma aplicação aberta. Então, a aplicação induzi­
da X x^ £ também é aberta.
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Prova
0 diagrama
X X £
X X Y -------- > X X Y ’
TT
X Xg Y
X Xg £
é comutativo, pois
X X f TT 
(x,y) .------ > (x,£(y)) I----->[x,f(y)
(x,y) TT
X x^ £Li
Como TT e tt' sao aplicações abertas e contínuas 
CVer Prop. 3.7 - Cap. I), temos que dado um aberto 
A C X  Xg Y, ê aberto, (X x £)(tt"^(A) ) ê aber­
to, pois £ ê aberta, e tt'((X x £)(tt~^(A))) é aberta. 
Logo, (X Xg £)(A) ê aberto em X Xg Y'.
Exemplo
Seja X um G-espaço a direita, Y um G-espaço à esquerda 
e Y ’ = {*}.
Consideremos £ : Y Y', de£inida por £(y) = *, para 
todo yeY. Então, Y' ê um G-espaço à esquerda, pela ação g(*) = *, 
para todo geG, e £ ë equivariante, pois:
£(g(y)) = * = g(*) = g(f(y))
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Além disto, f é aberta, pois leva qualquer aberto de
Y em {*} = Y' que é aberto, pois é o espaço todo.
A aplicação induzida X Y -> X Xq {*} é, portanto, a- 
berta. Isto pode ser descrito como uma aplicação entre espaços 
orbitais induzidos pela projeção equivariante X x Y X, jâ que 
X Xq {*} ííi X/G.
Analogamente, temos a aplicação aberta X x^ Y -► Y/G.
Podemos definir uma ação sobre um produto torcido, co­
mo segue: Seja X um K-espaço à direita com K CZG, e G-espaço ã 
esquerda, com
(gx)k = g(xk), para qualquer geG, xeX e keK,
e seja Y um K-espaço ã esquerda. Definimos uma ação de G em
X Xj^  Y por
g [x.y] = [gx,y'
Analogamente, se Y é um H-espaço ã direita, com HCIG, 
então X Xj^  Y também é por [x,y]h = [x,yh].
Proposição 1.5
Se X é um G-espaço ã direita, então X é equivalente ao 
G-espaço ã direita X x^  ^ G.
Prova
Vamos mostrar que a aplicação X x^ G X, dada 
por 'F : [x,g] h—y x g , é um homeomorfismo equivarian-
52
te, com inversa dada por 'F ^(x) = [x,ej.
As aplicações H* e 'F  ^ estão bem definidas, pois 
se [x,g] = [x' ,g'] , então existe heG, tal que x' = xh  ^
e g' = hg, logo x'g' = (xh“^)(hg) = xg, e se x = x',
temos [x,c] = [x',e]
,-lAlem disto, ) (x) = ¥ ( [x, e.] ) = xe = x,
[x,g] = H^’^Cxg) = [xg,e] = [x,ge] = [x.g]. 
,-lAs aplicações ¥ e H* são continuas, pois o diagra
ma
X X G
(aberta e continua)
açao
(continua 
e aberta)
é comutativo nos dois sentidos, já que
(¥.tt) (x,g) = '1' [x,g] = xg , e 
'i'”^(xg) = [xg,e] = [x,g] = TT(x,g).
Temos tambëm que ¥ ë equivariante, pois 
' i ' C[ x , y ] g )  = ' F [ x , y g ]  = x ( y g )  = ( x y ) g  = ( ' l ' [ x , y ] ) g  
Logo, Y é um homeomorfismo equivariante.
Consideremos a seguinte situação:
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X um H-espaço à direita;
Y um H-espaço à esquerda e um K-espaço a direita;
Z um K-espaço a esquerda.
Neste caso, podemos estabelecer um homeomorfismo natu-
ral
: (X Y) Z X (Y Xj. Z) ,
dado por:
Ÿ está bem definida, já que, se [x , [y , z] ] = [x ' , |yz ' ]] , então
existe heH, tal que x' = xh  ^ e [y'z'] = hl.y»^] = [hy.z], ou se­
ja, existe keK, com y' = hyk  ^ e z' = kz.
Logo, [[x',y'], z'] = [[xh~^,hyk ]^ , kzj =
= [[xh“^,hy] k"^, kz] = [[x,y], z].
Como as aplicações orbitais são abertas e contínuas, e
o diagrama
homeo
CX X Y) X Z — ---- -> X X (Y X Z)
a
(X Xj_^ Y) Xj. Z ^
,-l
X Xj^  (Y x^ Z)K
ê comutativo nos dois sentidos, sendo a : ((x,y),z)t— — ^[[x,y],z],
6 : (x,(y,z))i----- 1- [x,[y,z]] e o homeomorfismo dado por
((x,y),z) I-------y (x,(y,z)), segue que é um homeomorfismo.
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2. FIBRADOS
Consideremos dois espaços topologicos de Hausdorff, X 
e B, e um grupo topológico K agindo efetivamente à direita sobre 
um espaço F. .
Definição 2.1
Um fibrado ê uma aplicação p : X B junto com uma co­
leção $ de homeomorfismos 'F : F x U p~^(U), para U Cl B , aberto, 
que satisfazem às seguintes condições:
Cl). Para qualquer H'eí>, temos que p.'l'(x,y) = y, para to 
do xeF e yeU.
C2) Todo ponto beB possui uma vizinhança V, tal que 
existe '1' : F x V p  ^(V) , com .
(3). Se H': F X U -í- p~^(U) está em $, e V CZ U ê aberto, 
então a restrição de a F x V também estã em $.
(4) SeH*, ií^:FxU->-p ^(U) estão em existe uma 
aplicação 0 : U -> K, tal que
\J;(f,u) = Y(f 0(u) ,u) , para todo feF e todo
uell.
C5)_ A coleção f ê maximal entre todas as famílias que
satisfazem as condições acima.
Nas condições da Definição 2.1, chamaremos X de espaço
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total, B de espaço base, F de fibra, K de grupo estrutural do fi 
brado, cada : F x U p ^(U), , de carta sobre U e 0 de fun­
ção transição.
que
Definição 2.2
Uma secção de um fibrado é uma aplicação f : B ^ X, tal
- 1
pf(u) = u , para todo ueB.
Podemos observar, imediatamente, que:
- A função transição ê determinada, univocamente, por
= (f 6(u),u)
Se houvesse outra função 0' : U K, satisfazendo a 
condição de (4), ou seja, lii(f.u) = »F (f0' (u) ,u) , en­
tão Cf 0(u),u) = (f 0'(u), u), para todo feF e todo 
U£U. Logo, f 0(u) = f 0'(u), para todo feF, ueU. Co­
mo a ação de K sobre F é efetiva, segue que 0(u) = 
= 0'(u), para todo ueU, ou seja, 0 = 0 ' .
- Se xeB e F = p"^(x), então cada F ê homeomorfo a F
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Exemplos C [ 5] , [ 13] )
1. Fibrado Produto
Sejam B e F espaços de Hausdorff, X = B x F e p : X -> B, 
dada por p(x,y) = x. Tomando m = idp temos que
pY(f,u) = p(f,u) = f . p é chamado de fibrado produto, 
e as, secções são as aplicações de B X. 0 grupo estru 
tural K pode ser reduzido apenas à identidade.
2. Faixa de Möbius
Seja B uma circunferência obtida de um segmento de re­
ta L, por identificação de seus extremôs, o espaço ba­
se.
a
Seja a fibra F um segmento de reta e o espaço total X 
obtido do produto L x F, identificando os extremos com 
uma torção, conforme figura:
a X
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A projeção L x F L induz a projeção p : X -> B. Qual­
quer curva (biunívoca), cujos pontos extremos se iden­
tificam, ê umã secção. Existem dois homeomorfismos na­
turais de F e F, que diferem por uma aplicação f : F -> 
-> F, obtida pela reflexão em relação a seu ponto mêdio. 
0 grupo estrutural K pode ser reduzido ao grupo cícli­
co de ordem 2, gerado por f.
3. Garrafa de Klein
Na construção anterior, substituimos a fibra F por uma 
circunferência.
c b
Ve1
b c
a L a
r e
Os extremos do cilindro L x F são identificados, como
♦
indicado na figura acima, refletindo no diâmetro de. 0 
grupo estruturai pode ser reduzido ao grupo cíclico de 
ordem 2, gerado por esta reflexão.
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Proposição 2.1
Seja p : X B um fibrado com fibra F e grupo estrutu­
ral K, e seja G um grupo topologico agindo à esquerda sobre F, 
de modo que as ações sobre F comutam. Então, existe uma unica 
G-ação sobre X, que cobre a ação trivial sobre B, e tal que cada 
carta : F x U p  ^(U) ê equivariante, com a ação de G sobre 
F X U dada por g(f,u) = (gf,u).
Prova
Em primeiro lugar, temos que se T e tj; são cartas 
sobre U, então : F x U - > - F x U é  eciuivariante,
pois para todo geG, temos que
g('i''^ tP(f,u)) = g(f 0(u),u) = (g(f 0(u)),u) = 
= ((gf) 0(u),u) = Ij (gf ,u) =
Definiremos, agora, uma ação sobre p ^(U), partin 
do da ação de G sobre F x U , por g(x) = ' | gH^ ~ ^ (x) ] , pa
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ra xep"^(U). Então, Y é equivariante, pois
pela definição da G-ação sobre p“^(U). Mas H' ^(x) 
= (f,p(x)), por 2.1(1) , logo
gCx) = 'F'i'"^ (g(x)) = ¥ (gT"^(x)) =
= H'(g(f,p(x))).
Como X = 'i'(f,p(x)), segue que
g('l'(f ,p(x))) = 'F[g(f ,p(x) )] , o que mos
tra que 'i' é equivariante. A G-ação sobre p ^(U) ê inde 
pendente da escolha da carta sobre U, pois, se esco­
lhêssemos outra carta jp sobre U, para a definição, te 
ríamos
g(x) = ijj[gi|^ "^ (x)] - H'[g¥"^(x)] ,
pois
('F"^ lJ;)g4;"^ (x) = (H'’ l^j;)g(f ,p(x))
= g('i'“^lj;)(f,p(x)) =
Portanto, lij (g\|j" ^ (x) ) = W (g'F” ^ (x) ) . Como X é a 
união disjunta de fibras F^, que são homeomorfás a
p ^(u), temos uma ação definida sobre X.
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Vamos mostrar que esta G-ação em X, cobre a ação 
trivial sobre B, g(b) = b. Para isto, devemos mostrar 
que o diagrama
açao
G X X ------  ^X
idgX p
B
açao
trivial
ë comutativo, ou seja, que p('l'[g'l'  ^(x)J ) = p(x)
Com efeito, temos qué
p(>{/[gvi/“l(x)] ) '= pC'l'CgCf ,p(x)))] =
= p['l'(gf,p(x))] = (p'F)(gf,p(x)) = p(x)
por 2.1(1).
Definição 2.3 '
Um fibrado p : X B , com grupo estrutural G e fibra F, 
ê chamado um G-fibrado principal, se F = G, e G opera em si pro­
prio por translação à direita.
Todo fibrado tem associado a ele um fibrado principal, 
no qual so muda a fibra F, que passa a ser o grupo G. Uma vanta­
gem de passar ao fibrado principal ê que, em geral, sua estrutu-
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ra ë mais simples do que a do fibrado original.
Exemplos ( [5] )
1. A Faixa de Möbius e a Garrafa de Klein são fibrados 
sobre um círculo, e tem o mesmo fibrado principal, 
sendo X um círculo e p : X ->■ B o cobrimento duplo. 
Este fibrado não admite secção.
2. Seja Q = {Xj^  + ix2 + jx^ + kx^} o espaço dos quater 
nios e S^ = {qeQ | |q| = 1}. Se qeS^, a transforma­
ção Q Q, dada por q'i--- >■ qq' preserva a norma. A^
sim, a cada qeS^, associamos uma transformação orto 
gonal f(q) em 0(4).
Definimos p : 0(4) S^ por p(A) = A(l) , onde 1 é o 
quaternio unidade. Temos, então, um fibrado com fi­
bra 0(3) e grupo estrutural também 0(3), portanto, 
um fibrado principal. Como
pf (q) = f (q) (.1) = qi = q 
temos que f ê uma secção.
Corolário 2.1
Seja p : X -*■ B um G-fibrado principal. Então, existe 
uma G-ação livre (canônica) sobre X, que cobre a identidade so­
bre B, cujo espaço orbital é homeomorfo a B, através de p.
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Consideremos a ação de G em si próprio por trans­
lação à direita, ou seja, g(g') = g'g. Esta ação comu­
ta com a translação à esquerda, portanto, aplicando* a 
Proposição 2.1, temos que existe uma G-ação sobre X, 
que cobre a ação trivial em B , e tal que cada carta 
: G X U ->■ p ^(U) ê equivariante, com a ação de G em 
G X ,U dada por g(g',u) = (gg',u). Esta ação ê livre, 
pois qualquer que seja xeX, temos
Prova
= {geG I g(x) = X}
= {geG »f I gH'“^(x) I = x}
= {geG g'F’ ^Cx) = ¥'\x)}
{geG I g(g’ ,u) = (g* ,u) } 
{geG I (gg',u) =(g',u)} 
ígeG gg' = g'} = {£} .
Além disto, ela cobre a 'identidade sobre B, jâ que 
cobre a ação trivial sobre B.
A aplicação p : X B induz um homeomorfismo X/G B, 
dado por h(G(x)) = p(x), conforme o diagrama
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h está bem definida, pois se x'eG(x) , x' = g(x), para 
algum geG, logo temos que
h(G(x’)) = p(x’) = p(g(x)) = p(x) = h(G(x))
h ê injetora, pois se hCG(x)) = h(G(x')), temos que 
pCx) = p(x') e, portanto, x e x' estão na mesma fibra, 
logo existe geG tal que x' = g(x), e consequentemente 
G(x). = G(x’) .
Para verificar que h ê sobrejetora, consideremos 
ueB. Então, u = p(x), para algum xeX e, neste caso,
h(G(x)) = p(x) = u.
A continuidade de h segue do diagrama, uma vez 
que p ê contínua e a projeção tt ê aberta.
Finalmente, temos que h ê aberta, pois tt ê contí­
nua, e p satisfaz a condição (1) da Definição 2.1. Por 
tanto h ê um homeomorfismo.
Proposição 2.2
Se p : X -í- B ê um K-fibrado principal, e F ê um K-espa 
ço a direita, então a aplicação definida por q ; F X -»■ B, 
q : [f,xj •—  ^ P(x), é um fibrado, com fibra F, e grupo estrutu 
ral K. Se 'F : K X U -»■ p~^(U) ê uma carta do fibrado principal, 
sobre U, então
-  ^  ^
; F x U (F x^ K) X U -> F x^ CK x U) ^K g K Y
^ F Xj^  p"^CU) j q"^.(U)
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ê uma carta do fibrado q, onde:
a : (f,u) I— > ([f,g,J,u)
B : ([f,kl,u) f ,fk,u
Y = F x j ^ ' í ' e ô é a  aplicação induzida pela in
-1clusão f : p (U) X.
Prova
Mostraremos que estas aplicações sao homeomorfis-
iiios.
(a) 0 fato de que a ê um homeomorfismo, segue direta - 
mente de que a aplicação F -> F G, definida por 
a(f) = [f,e] ê um homeomorf ismo, pela Proposi­
ção 1.3.
(b) 3 ê a aplicação definida na p. 53, que e um homeo­
morf ismo.
(c) Pela Proposição 1.2, temos que F x^  ^ é aberta, 
jâ que 4' é aberta. Alem disto, F x^, t possui uma 
inversa, que é F 'í' pois
(F x„ H'"^ ) \f,x] = [f,'l'“^(x)] =
= [f,(k,u)J , para feF e
X£p”^(U). Também,
6 5
(F »F) [£,(k,u)] =
= [ f , x] .
Sendo aberta, temos que F x^ , também 
aberta, logo y é um homeomorfismo.
(d) Temos que [f,x] e q ^(U)
- 1
q[f,x] = ueU
p(x) = ueU xep (U)
f^ ,x] e F x^ p  ^(U) .
-1 -1Portanto, F Xj^  p (U) = q (U) .
-1Dada a inclusão i : p (U) -v X, temos que 6 e a 
aplicação induzida F x^ , i : F x^ p ^(U) F x^ X, que
-1é um homeomorfismo sobre sua imagem q (U).
Sendo 4' a composta de homeomorfismos , ê também um 
homeomorfismo, de F x U q ^(U).
0 diagrama
F X U
e comutativo, pois:
(q.V)(f,u) = q[f,'F(e,u)] =
= p('i'(e.,u)) = u ,
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pois p ê um fibrado,.
As condições (2) e (3), da definição de fibrado, 
são obviamente satis feitas. Se e são cartas sobre 
U, do fibrado principal, e s e O  : U - ^ K e a  função tran 
sição para e ip, então
i|;(f,u) = [f,í^(e,u)] = [f,'F(2 0 (u) ,u)] =
= [f,H'(0(u)e.,u); .
Mas, pela Proposição 2.1, K age sobre X por k(x) = 
[kH'” ^ (x) ] . Como 'F (£ ,u) ep~ ^ (U) CIX, e 0(u)eK, temos:
0(u) 'F(a.u) = 'F[eCu)'f'"^('F(£,u)); =
= 4'[0(u) (e,u)J = ^
= '}'(0(u) e,u)
Então,
ijj(f,u) = [f ,H'(0(u) e,u)] = [f,0(u) H'Ce,u)
= [f0(u) ,'F(e,u)J = 'F(f0(u) ,u) .
Portanto, 0 ê a funçao transição de 'l' para ip
Definição 2.4
Sejam X, Y e Z G-espaços e sejam f : X - ^ Z , h : Y - » -  Z 
aplicações equivariantes. 0 produto fibrado (ou pull-back) X Y, 
ê o subespaço de X x Y definido por
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{(x,y) f(x) = h(y)} .
Neste caso, temos que X Y ê um G-espaço, com a G- 
açãó diagonal definida por g(x,y) = (gx,gy), e as projeções 
f  : X x^ Y -> Y, h' : X x^ Y -í- X são aplicações equivariantes , 
pois
£'(g(x,y)) = f'(gx,gy) = gy = g(f'(x,y)) 
h ’Cg(x,y)) = h'(gx,gy) = gx = g(h’(x,y)).
0 produto fibrado X Y satisfaz a propriedade univer 
sal de pull-backs (Ver Apêndice), com a função 0 : W ^ X x^ Y da 
da por 0(w) = (a(w) , 3(w)),e, portanto, o diagrama
X X2 Y
f '
Y
h ’
h
X
ê um diagrama pull-back.
Propriedades do diagrama pull-back
1. Se f ê sobrejetora, temos que f  também é. 0 mesmo 
ê valido para h e h'.
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Se £ é sobrejetora, temos que para qualquer yeY, 
h(y) = z eZ, e existe xeX, tal que f(x) = z. Logo,
f'(x,y) = y , ou seja, £' é sobrejetora. Analogamènte , 
se prova que, se h é sobrejetora, então h' também' é,
Prova
2. Se £ é aberta, £' também é aberta. Se h é aberta, 
h' também é. '
Prova
Seja (x,y) e X Y, isto é, £(x) = h(y), e seja U 
uma vizinhança aberta de x. Então, £(U) é aberto em 
Z e y e h  ^(£(U)). Seja V C. h ^(£(U)) uma vizinhança 
aberta de y. Então, (X x^ Y) P) (U x V) se projeta, 
através de £' , sobre V, o que mostra que £' é aberta. 
Analogamente se prova para h e h'.
Proposição 2.3
Seja p : X •> B um K-£ibrado principal, F um K-espaço a 
direita e q  : Fxj,X->-Bo F-£ibrado associado a p. Então o dia­
grama
Proj .
F X X ----------> X
F Xk X -- ------> B
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é um diagrama pull-back.
Prova
Consideremos a aplicação 0, de F x X no produto 
fibrado de (X,p) e (F X,q) , induzida pelas aplicações 
dadas, conforme o diagrama
F X X
proj
r B
onde P = X Xg (F Xj, X) = {(x,[f,x']) | p(x) =
= q [f,x']} = {(x,[f,x']) I p(x) = p(x')} 
e 0 : (f ,x) I— ► (x, [f,x]) .
Esta aplicação ê injetora, sobrejetora e aberta,
pois :
- Se 0(f,x) = 0(f',x'), temos que (x,[f,x]) =
- (x',[f',x']), ou seja,X = x' e existe geK, tal 
que x' = xg~^ , f  = gf. Como a ação e livre, segue 
que g  ^ = e, portanto f  = f. Então, (f,x) = (f ,x') . 
Assim 0 é injetora.
- Seja (x,[f,y]) e P. Então, p(x) = p(y), ou seja, exi^
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te geK, tal que x = gy. Como [£,y] = [£g”^,gy] =
= [fg~^,x], temos que 0(fg~^,x) = Cx,[£,y]), ou seja 
0 é sobrejetora.
Para mostrar que 0 e aberta, vamos considerar o dia­
grama localmente em B. Então, se U d  B , aberto, e pe 
queno, temos
proj .
F X K X U — -------- > K X U
a pro3
F (K X U)^ F X U U
proj
uma vez que p~^(U) ^ K x U, e
p"^(U) K X U
é comutativo, pela definição de fibrado. Alem disto, 
temos, pela Proposição 2.2, que
F Xj^  (K X U) F X U
e a aplicação a e definida por
homeo
a : (f,k,u)t— — ^>[f,(k,u)] >-------> (£k,u)
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Neste caso, o produto fibrado X Xg (F x^ , X) e, local - 
mente, (K x U) x^ (F x U) , que ê homeomorfo a F x K x U ,
através de ((k,u) ,(f,u)) '----- > (f,k,u).
A aplicação ê, portanto, 0 : (f,k,u)'----- > (fk,k,u), a
menos de homeomorfismos. A inversa de 0 e dada por
0  ^ : (f,k,u)'----- »• Cfk ^,k,u) que é contínua, logo 0
e aberta.
Temos, assim, que 0 é um homeomorfismo entre F x X e 
X Xg (F Xj, X). Portanto', o diagrama dado e um diagrama 
pull-back.
Proposição 2.4
Seja p : X ^ B um K-fibrado principal, Y um K-espaço à 
esquerda e K-espaço ã direita pela ação yk = k ^y. Seja 
q : Y Xjr X ->• B o Y-fibrado associado ao K-fibrado principal. En­
tão, as aplicações equivariantes f, de X em Y, estão em corres - 
pondência biunívoca com as secções f de q, através da relação
f (p(x)) = [f(x) ,x]
Prova
Dada uma aplicação equivariante f : X ->- Y , consi­
deremos a aplicação h ; X Y Xj, X, dada por
h(x) = [f(x) ,x] .
Então, h induz uma aplicação f : B = X/K -»• Y X, 
definida por f (p(x)) = h(x), que esta bem definida.
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uma vez que, dados dois elementos da mesma orbita, te­
mos que
h(kx) = [£(kx) ,kx] = [k£(x) ,kx^  =
= f£(x)k~^,kx] = l£(x),x] = h(x)
A aplicação £ é uma secção para o £ibrado asso - 
ciado, jâ que (q.f)(p(x)) = q [£(x) ,x] = p(x) . 0 dia­
grama
X
£.q
é um diagrama pull-back, pela Proposição 2.3, logo, 
existe uma única aplicação 0 : X -> Y x X, tal que o 
diagrama seja comutativo. Então, proj(0(x)) = x, e, 
a(9(x)) = (£.p)(x) = £(p(x)) = [£(x),x], sendo a a 
aplicação orbital. Logo, 0(x) = (£(x),x), onde f é tal 
que £(p(x)) = [£(x) ,x].
Até o £inal desta secção, consideraremos o caso em que 
G é um grupo compacto, H um subgrupo £echado de G e A um H-espa- 
ços ã esquerda. '
Vamos considerar o produto torcido G A , com G agin-
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do sobre G A pela ação g([g',a]) = [gg'>a]. Definimos a apli 
cação
i : A -> G x^ A, por ig (a) = [e,,a^
te.
Proposição 2.5
A aplicação i : A G x„ A é um mergulho H-equivarian
Prova
Consideremos o diagrama
a
G X A
H
onde a : ài---- * (e,a) e uma aplicação continua e fecha
da, e TT é a aplicação orbital, que também é contínua
e fechada. Assim, i é contínua e fechada. Além disto,
e.
i^ é injetora pois, se [e.,a] = [e.,a'], existe heH, tal 
que í = e a' = ha, ou seja, h = e e, portanto,
a = a'. Logo, i^ é um homeomorfismo sobre sua imagem, 
ou seja, é um mergulho. 0 fato de que i^ é equivarian- 
te , segue de que
i,^ (ha) = [a,ha] = [h ,aj =
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h [e,a] = h(d ^ (a)) .
Proposição 2.6
Sejam K Q H  CI G e B um K-espaço ã esquerda. Então,exi^ 
te um homeomorfismo G-equivariante entre G B e G (H B) , 
dado por
f [g.b] = [g,[e,b]].
Prova
De acordo com a Proposição 1.3, G é equivalente a 
G x^ H , através do homeomorfismo equivariante g[g,^.]. 
Portanto, a aplicação f^ : G Xj^  B (G Xj_j H) B , de­
finida por f]^ [g ,b] = [[g,2-], b] , é um homeomorfismo 
equivariante. Além disso, jâ vimos que (G x^j H) Xj, B é 
homeomorfo a G x^  ^ (H Xj^  B) , através de
f? : [[gib],bji---» [g, [h,b (p. 53)
Sendo f a composta de  ^ f^ , é um homeomorfismo. 
Além disso, f é G-equivariante, pois
£(g [g' ,b]) = f [gg’ ,b] =
= [gg'. [a.bj; =
= g [g' . [ê ’b 
= g(f [g' ,b])
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A aplicação a : G x.^ A G/H, definida por ot[g,a] = gH 
é G-equivariante e a~^(eH) = i^(A) .
Proposição 2.7
Prova
Temos que:
a(g[g'.a]) = a[gg',a] = gg'H =
= g(g'H) = g(a [g’ ,a])
Portanto, a é G-equivariante. Além disto, se 
g,aj ea~^(eH), então
Logo, gH = H e, portanto, geH.
Mas, [g,a] = Te,ga] , logo [g,a]ei^(A). 
Por outro lado, i (A) Cl ot ^(eH) , pois
a [a,a] = C-H, para todo aeA,
Então, a"^(eH) = i^(A).
Proposição 2.8
Seja X um G-espaço. Dada uma aplicação G-equivariante
f ; X G/H ,
então, A - é invariante sob H e X é equivalente a G A
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Para qualquer heH, e qualquer aeA, temos que
£(ha) = h(£(a)) = h(eH) = eH.
Logo, haeA e, assim, A é invariante sob H. Considere­
mos a aplicação f : G A X, de£inida por
= ga. A aplicação esta bem de£inida, pois se 
~ Cg' existe heH, tal que g' = gh  ^ e
a' = ha. Logo, g'a' = (gh~^)(ha) = ga. A continuidade 
da 'i' segue do £ato de que o diagrama
Prova
res trição
da ação 
G X A ---------------> X
e comutativo, com tt aberta e a açao continua. Para mo^ 
trar que 'i' é injetora, seja
’í' [g.a] = ¥[g’ ,a']
ou seja, ga = g'a'. Temos que gH = g(£(a)), pois, sen­
do A = £~^(eH), £(a) = eH, para todo aeA. Então,
gH = g(£(a)) = £(ga) = £(g'a') =
= g ’(£(a’)) = g ’H
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Logo, h = g‘^g' £H, ou seja, g' = gh. Assim, ga = g'a’ 
= gha', donde a = ha'. Portanto,
!g'a'] = [g'h"^,ha'] = [g,a].
Também temos que W é sobrejetora, pois, se xeX, 
com f(x) = gH, então £(g~^x) = g ^(£(x)) = g ^(gH)=£H 
e, assim g~^x e A. Então, H'[g,g ^x] = g(g ^x) = x.
Vamos mostrar que 'i'. é fechada. Sendo G compacto, 
G/H é de Hausdorff C[l], p. 2, Prop. 1.4), logo todo 
ponto de G/H é fechado, ou seja, A = f ^(eH) é fechado. 
Assim, a aplicação G x A ->• X do diagrama é uma aplica­
ção fechada (Prop. 2.2 - Gap. 1). Sendo a aplicação 
orbital ir continua, temos que  ^ é fechada. Portanto, 
é um homeomorfismo. Além disto, 'i' é equivariante , 
pois 'l'(g[g',a]) ='í'[gg',a] = gg'(a) = g(g’a) =
= g'i'[g' ,a] .
Proposição 2.9
Existe um homeomorfismo entre A/H e (G Xj^  A)/G, induzido
pela inclusão i .^ e
Prova
Sabemos que toda aplicação equivariante entre 
H-espaços, induz uma aplicação que leva toda H-orbita 
em uma H-orbita. Assim, sendo uma aplicação H-equi- 
variante, ela induz uma aplicação a : A/H ^ (G x^ j A) /G
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tal que toda H-õrbita em A é levada em uma H-orbita 
de G A, ou, como H d  G, em uma G-orbita de G A. 
A aplicação induzida a é definida, portanto, por
a(H(a)) = G(i^(a)) = G[e,a]. Esta aplicação é contf-
nua, pois o diagrama
aplic. 
orbital
A/H
a
aplic. 
orb ital
-> (G A)/G
é comutativo, i ê contínua e a aplicação orbital é 
aberta e continua. Por outro lado, a projeção 
p : G X A ->- A é H-equivariante, já que h(p(g,a)) =
= ha = p(gh"^,ha) = p(h(g,a)); logo, ela induz uma
aplicação contínua (G Xj^ A)/G A/H, definida por
g.a]^ ’ e se fatora como
G Xj^ A
7T
CG x^ A)/G
6
A/H
onde a aplicação horizontal, definida por B : G[g,a 
->• Ha, é contínua, já que o diagrama é comutativo, e tt 
é aberta. Além disso, 3 é a inversa de a, pois
(a.6) (G[g,a]) = a(H(a)) = G[e,a] = G[g,a]
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pois Lg^aJ = g Le,a
(B.a) (H(a3) = B (G[e.a]) = H(a)
Portanto, a ë um homeomorfismo,
3. Tubos e Fatias
I
Consideremos um G-espaço X, com G compacto, e HClG,fe^ 
chado. Seja P C X  uma orbita do tipo G/H, ou seja, para qualquer 
xeP, G ê conjugado a H.
Definição 3»1
Seja : G A X um mergulho G-equivariante sobre 
uma vizinhança aberta de P em X, sendo A um H-espaço. Nestas con 
dições , dizemos que e um tubo ao redor de P.
Sabemos que g  ^ [g,a-l [2,,a], para todo geG, portanto 
toda G-õrbita em G x^  ^A passa em um ponto da forma [g.,a] . Então , 
se aeA, com x = 'F[e,a] e P, temos que P = G(x) . Sendo 'F um homeo­
morfismo equivariante sobre sua imagem, temos que G = Gr -i .
^ L » ' J
Mas, Gr 1 = H = H e G ë conjugado a H, por hipótese. Logo,
, 3. 3 X
por ([1], p. 4, Prop. 1.9) vem que G = H = H. Portanto, a ë um
^ d
ponto fixo sob H.
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Se : G A X é um tubo ao redor de P, então a com 
posta 'i'.ig^ : A X é um mergulho H-equiyariante .
Proposição 5.1
Prova
0 fato de que é um mergulho H-equi variante é
imediato, jã que é a composta de mergulhos H-equivari­
antes .
Tendo em vista a Proposição 3.1, podemos supor 
que A Q  X.
Definição 3.2
Seja X um G-espaço, com G compacto, e seja xeS d  X , com 
G (S) = S. Dizemos que S é uma fatia em x, se a aplicação
G x^ S -> X 
^x
definida por [g,s]i---- > gs é um tubo ao redor de G(x)
Proposição 3.2
Seja X um G-espaço, com G compacto e xeS d X .  Nestas 
condições, as seguintes afirmações são equivalentes:
(a) Existe um tubo ¥ : G x^  ^A -> X , ao redor de G(x) , 
tal que 'i'[e,A] = S, sendo G = H.
(b) S e uma fatia em x.
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(c) G(S) é uma vizinhança aberta de G(x) e existe uma 
retração equivariante f : G(S) G(x) , tal que
£"^(x) = S.
Prova
Vamos supor que existe um tubo satisfazendo as 
condições de (a). Neste caso, podemos substituir A por
- 5
S, já que existe um homeomorfismo G-equivariante A -»■ 
•> [e ,A] , dado por (a) ^ fe,a]. Além disso, G (S) =S,o jÇ
já que S é G-equivariante. Logo (a) implica (b). ParaJv
mostrar que (b) implica em (c), seja S uma fatia em x 
e, f : G(S) -V G(x) definida de modo que o diagrama
G S
G/H
a
X
G(S)
G(x)
seja comutativo, sendo 6[g,s] = Hg. A aplicação B está 
bem definida, já que H é normal em G, logo Hgh = Hg. 
a„ ê um homeomorfismo já que Q é compacto (Ver Prop. 6.1Jv
Gap. I). Assim, temos que f(gs) = gx. Neste caso,
f"^(x) = S, pois se seS, f(s) = f(es) = e,x = x, ou se­
ja sef ^(x), e se aef~^(x), f(a) = x, ou seja, a = gs , 
com f(gs) = X. Logo, gx = x, portanto geH, ou seja, 
a = gs e S.
Temos também que f ê uma retração H-equivariante,
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já que £(gx) = gx, e g(£(s)) = g(ex) = gx = £(gs).
Finalmente,se £ satisfaz as condições de (c), então 
¥ : G S -> X definida por 'F[g,s] = gs é um tubo ao 
redor de G(x), pois
(a‘^  £ )“^(eH) = (f"^a^)(eH) = 
= f"^(x) = S,
a~^ . f e equivariante, por ser a composta de aplica- 
ções equivariantes. Logo, a Proposição 2.8 nos diz que 
'F é um homeomorfismo equivariante sobre sua imagem
G(S) . Portanto, 'F é um mergulho equivariante, G (S)
= G(S) = S e 'F[e,S] = S.
Corolário 3.5
Se S e uma fatia em x , então g(S) é uma fatia em gx.
Prova
Se S é uma fatia em!x, temos, pela Proposição 3.2, 
que G(S) é uma vizinhança aberta de G(x) e existe uma 
retração equivariante f : G(S) -> G(x) , tal que f~^(x) = 
= S. Mas, G(g(S)) = {g’(g(S)) 1 g ’ eC} =
= {g'gs 1 g'eG e seS} = G(S) e, analogamente, G(g(x)) = 
= GCx). Logo, G(gCS)) é uma vizinhança aberta de
CCgCx)). A aplicação f é  uma retração equivariante de 
G(g(S)) em GCgCx)), e f"^(gx) = gCS), pois f(gs) = gx. 
Portanto, por 3.2Cc), g(S) é uma fatia em gx.
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Se um grupo compacto G age sobre um espaço X, que con­
tém um ponto X, então um conjunto SG. X , com xeS, é uma fatia em 
X se, e somente se, satisfaz ãs seguintes condições:
(a) S é  fechado em G(S) .
(b) G(S) é uma vizinhança aberta de G(x).
(c) G^CS) = S.
(d) Se S n  g(S) 0, então geG^.
Proposição 3.4
Prova
Inicialmente, mostraremos que se S satisfaz ãs 
condições acima, então S é uma fatia em x. Vamos apli­
car a Proposição 5.2, Capítulo I, para Y = G(x), C = S 
e '}' : S -í» Y, definida por n'es) = x (cte.). Para isto, 
precisamos verificar que Y satisfaz ãs condições exig^ 
das. Realmente, se s e g(s) estão em S, para algum geG, 
então geG^, por (d). Neste caso, 'i'(gs) = x = gx =
= g'F(s) . Portanto, 'F pode ser estendida, de modo único, 
a xama aplicação equivariante ip : G(S) -> G(x) , com
tjj/G(x) sendo a identidade em G(x) , jã que ip (gx)
= g'i'(x) = gx. Logo, f é uma retração equivariante. Além 
disto, ií)"^ (x) = S, pois se X = ip(gs) , temos que
X = g('l'(s)) = gx, logo geG^ e, assim, gseS, por (c) . 
Portanto, S é uma fatia em x , pela Proposição 3.2,
Gap.II.
Vamos, agora, supor que S é uma fatia em x e pro­
var que, neste caso, S satisfaz ãs condições (a) , (b) ,
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(c) e (d). Sendo S uma fatia em x, temos, pela Propos^ 
çâo 3.2, que G(S) é uma vizinhança aberta de G(x) e 
existe uma retração equivariante
f : G(S) -> G(x),
tal que £~^(x) =,S. Então, gseS se, e somente se, x = 
= f(gs) = gf(s) = gx, ou seja, geG^. Além disto, sendo 
a : G Xpi A G/H, dada por, a[g,a] = gH, contínua e 
eH fechado, pois G/H é de Hausdorff, vem que [e ,A]
= a^^CeH) é fechado em G A. Mas, S = H'[e,A] , e T é 
um homeomorfismo sobre sua imagem, logo S é fechado em 
G ^ •
Proposição 5.5
Seja G um grupo compacto agindo em um espaço X, e
¥ : G x^ A -> X
um tubo ao redor de G(x) . Seja aeA e y = [e,a] . Se ij; : H Xj^  B 
A é um tubo ao redor de H(a) , em A, então a composta 0 : G Xj- B- 
X, 0 = 'F. CG Xpj ;p).fj^ , sendo f^ : G x^ , B -»■ CG x^  ^ CH x^ B) defi­
nida por f^[g,b] = [g.[e,b]J, é um tubo ao redor de G(y) , em X
Prova
Pela Proposição 2.6 (II), temos que f^ é um homeo 
morfismo G-equivariante e G Xp^  ij; é um mergulho H-equi- 
variante, pois li; é um tubo. Portanto, a composta 0 de
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mergulhos H-equivariantes, também é um H-mergulho.
Além disto, se geG^ [c,a , temos que g('i'[2.,a]) = Ÿ [e,a] ,
ou seja, 4'[g,a] = a]. Sendo 'V uma equivalência.
Lg>a] = [e,a] , ou geCr e., a
Por outro lado, se g e C r  , então [g,a] = |_e,aa, a
Logo, geG^r Assim, G - = G'V e,a e,a 'l'Le,aJ Como
e,a y
por definição de tubo ao redor de H(a). Logo, G^ é con 
jugado a K, ou seja, G(y) é do tipo G/K. Portanto, 0 é 
um tubo ao redor de G(y).
Corolário 3.6
Se X é um G-espaço, S é uma fatia em xeX, S' é uma fa­
tia em seS, para o G-espaço S, então S' é uma fatia em s, para
o G-espaço X.
Prova
Temos que seS' Q  X. Seja K = G e H = G . Como S
S X
é uma fatia em x, para o G-espaço X, então, existe um 
tubo ao redor de G(x) , ¥ : G S X , tal que 'F[e,s ] = 
= s. Se S' é uma fatia em s, para o H-espaço S, então, 
existe um tubo ao redor de H(s) , \p : H Xj^  B -> S , tal 
que ij^ [e,B] = S'. Logo, pela Proposição 3.5 temos que
0 : G Xj^ B ->■ X é um tubo ao redor de G(s) , em X. Por­
tanto ^ S' é uma fatia em s, para o G-espaço X, pela 
Propos ição 3 . 2(i) .
8 6
Se S é uma fatia em x, no G-espaço X, então a aplica - 
ção natural S/G ^ X/G é um homeomorfismo sobre sua imagem
G(S)/G.
Proposição 3.7
Prova
,Consideremos a aplicação composta
a
onde H = G , a é o homeomorfismo da Proposição 2.9, de 
finido por H(s)'---- * G[e,s] , 3 é o homeomorfismo indu­
zido por sendo '¥ um tubo ao redor de G(x) , cuja 
existência é garantida pela Proposição 3.2. Logo, 
f : H(s) CC^Te.s]) = G(s) é um homeomorfismo.
4. Existência de Tubos {[9], [ll])
Nesta secção vamos apresentar o teorema fundamental de^ 
te trabalho, que nos diz sob que condições podemos garantir a 
existência de uma fatia em x, ou de um tubo ao redor de G(x) . 
Durante esta secção, vamos considerar que G é um grupo de Lie 
Compacto (V. Apendice - Def. III.9) .
Inicialmente, apresentaremos alguns resultados cuja 
utilização é necessária para a prova do Teorema.
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Seja um G-espaço, sob a ação ortogonal e veR^. Se­
jam H = G^, V d  R’^ o espaço normal de G(v) , em v. Então, existe 
uma vizinhança U de eH, U d  G/H, uma secção a : U G , e
um numero e>0, tais que a restrição da ação,
a(U) X V ^ R^
£ ^
é um homeomorfismo sobre uma vizinhança aberta de v, em r ’^.
Proposição 4.1
Prova
Sendo G um grupo de Lie, então existe, em cada 
ponto de G/H, uma secção local, diferenciãvel
(V. Apêndice - Prop. III.8). Seja o uma secção cruzada 
diferenciâvel em eH, com o(eH) = e, e, seja Lí uma viz^ 
nhança de eH em G/H. Sendo G x R^ -»• R^ uma ação ortogo 
nal, ela é diferenciâvel.
Então, a aplicação 0 : G/H -> G(v^) , definida por
0 : gH I---- ^g(v^) é um difeomorfismo, pois é diferen -
ciãvel, injetora e com diferencial injetora (V. Apênd^ 
ce - Prop. III.5). Consideremos a composta
Restrição
a : a(U) x {v^} — > G(v^);^ G/H, dada por
a : (a(u) ,v^) I— ;-- > a(u)v^ ^ a(u)H e a aplicação indu­
zida por ela, B : o(U) G/H, B(a(u)) = a(u)H. Então, 
B é a inversa de o, pois é a restrição de tt a a(U) . Co 
mo a é um difeomorfismo (V. Apêndice - Prop. III.8) so
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bre sua imagem, então 3 e um difeomorfismo sobre U. Lo
go, a ê um di feomorfismo sobre U e a diferencial de a
em (e,v^) é um isomorfismo sobre o espaço tangente de
G(Vq) d  sm v^. Além disso, a diferencial de
Y : {e} xV ->■ V, definida por y(2.,v) = v, é um isomor -
fismo sobre V. Então, F : a(U) x V R^, dada por
F(a(u) ,v) = a(u)(v) é a aplicação a x y > logo dF =
= da X dY e T. V(a(U)x V) = T (o(U))x T (V) (V.
o^ o
Apêndice - Prop. III.3). Logo, a diferencial de F é 
um isomorfismo sobre o espaço tangente de em . Pç 
lo Teorema da função inversa (V. Apêndice), F é um di- 
feomorfismo de alguma vizinhança de (e,v^) sobre algu­
ma vizinhança de v^.
Lema 4.2
Seja a e-bola, em R^, com centro em v^ e seja 
U CiG/H a vizinhança de eH determinada pela Proposição 4.1. En­
tão:
(a) K = G - a(U)H é compacto
(b) K(V^)H = 0
Prova
Sendo a(U)H aberto, segue, imediatamente, que K 
é compacto. Agora, se veK(v^), temos que v = k(v^), 
para algum keG e k a(U)H. Logo, veR^ e v v^, pois 
se V = v^, teríamos v^ = kv^, ou seja, keH e, portanto.
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k = a (eH)k ea(U)H, o que é absurdo. Logo,
K(Vq) G  também que K(v^) = 0  K(C) , on
de C varia sobre as vizinhanças compactas de v ^ , em 
R^, pois:
- v^ = n  C, jâ que os C sâo compactos no
r ’^ e todos contém v^ ;
- n  K(C) C  K(v^) , jâ que, se V e n  K(C) ,
então veK(C), para todo C. Consideremos, então, uma 
rêde {x^ -} em R^ e uma rêde ík^} em K, com k^x^ = v, pa 
ra todo C e, com x^ ->■ v^. Logo, k^v^ v e, existe 
uma subrêde de {k^} , que converge para um certo keK, 
jâ que K é compacto. Portanto, k^ k, ou seja, kv^=v. 
Assim, veK(v^) ;
- ^CVq ) CinK(C), pois se veK(v^) , temos
que V = kVçj, para algum keK. Logo, como v^eC, para to­
do C, temos que veK(C) , para todo C, ou, v e D ^ C C ) .
Sendo os K(C) todos compactos, qualquer vizinhan­
ça de K(Vq) deve conter um deles , pois K(v^)p| {v^} = 0. 
Isto implica que, para C suficientemente pequeno, te­
mos K(C)0 C = 0. Em particular, K(V ) P] ^ = 0. para
C. O
e pequeno.
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Nas condições da Proposição 4.1, para e>0, suficiente­
mente pequeno, existe um homeomorfismo de G sobre uma viz^ 
nhança aberta G(V^) de G(v^) , em R^.
Proposição 4.3
Prova
Consideremos a aplicação G Xj^  V -»■ r ’^ , dada por 
[g.v]*-»- gv e seja Ÿ a aplicação G x^  ^Vg ->• G(Vg.) indu­
zida por ela. Vamos mostrar que 'i' é um homeomorfismo e
que GCVg) é aberto em R^. Seja gv = g'v' , para v,v'eVg..
-  1 “ 1 Então, g g'(v') = V, ou seja, g g'?ÍK, pois se perten
cesse, teriamos veK(v'), o que é absurdo, pois
K(V ) P i V =0, pelo Lema 4.2. Logo, g~^g' ea(U)H, is-
C- C-
to é, g' = ga(u)h, para algum ueU e heH. Então, 
ga(u)h(v') = gv, ou seja a(u)(hv') = v. Mas, H(V^)
= , logo h(v')eVç.. Aplicando a Proposição 4.1, temos 
que a(u) = e e hv' = v, pois a aplicação é injetora. 
Assim, [g,v] = [ga(u) ,hv'] = [ga(u)h,v’J = [g’,v'] e, 
portanto, ¥ é injetora, para e pequeno. Além disto, 
H' é continua e fechada, pois o diagrama
G X V
açao
G(V)
1T
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é comutativo, sendo tt contínua e aberta e a ação contí 
nua e fechada. Por outro lado, G(V^) é a saturação do 
conjunto aberto cí(U)(Vg.), pela Proposição 4.1, logo 
ele é aberto no R^.
Corolário 4.4
Nas condições da Proposição 4.3, a aplicação
f : GCV^) G(v^) ,
definida por gv i— ► ^ retração equivariante, para e
pequeno.
Prova
Temos que G(v^) Cl G(Vç) , pois v^eV^,, e que 
f/G(v^) = y  pois £(gv^) = gv^, para todo geG.
Além disto, temos que f(v) = f(ev) = 2.v^  = v^, logo, 
g(£(v)) = gv^ = f(gv) . Portanto, f é uma retração equi^ 
variante.
Teorema 4.5 - Teorema da existência de tubos
Seja G um grupo de Lie compacto e X um G-espaço çomple 
tamente regular. Então, existe um tubo ao redor de qualquer orbi^ 
ta de X.
92
Seja X eX e H = G . Então, existe uma represen-
tação ortogonal p de G, sobre , e um ponto v^eR^,
com G = H ([1], p. 24, Teor. 5.2). Consideremos a 
^o
Prova
aplicação
T : G(x^) - G(v ^)CR''
definida por H'(gx^) = gv^ . Sendo G(x^) uma órbita, é 
compacto e invariante. Além disto, ¥ é equivariante, 
pois
'^'(g(g'xQ)) = 'i'(gg'x^ ) = gg'v^ =
= g(g'Vq) = g(4^(g’x^)) .
Pelo Teorema de Tietze Gleason, segue que existe 
ij : X ->■ R^, que é uma extensão equivariante de ¥. Para 
s como no Corolário 4.4, seja
Então, G(W) = W é aberto em X. Vamos provar esta afir­
mação. Se g'x£G(W), então ijj(x) = gv, com veV , pois
C-
xeW. Neste caso, i|^ (g'x) = g'ip (x) = g ’(gv) =
= (g' g)veG(V^) . Logo, g'xeip ^(G(V^)). Além disto,
G(V^) é aberto, pois é aberto, logo, sendo ij; conti­
nua, temos que W é aberto em X.
Consideremos a composta
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onde f ë a aplicação do Corolário 4.4. Então a é equi­
variante, pois é a composta de aplicações equivarian ■ 
tes. Além dis to,
a(gx^) = 'l'“^(f(ip(gx^))) =
= ^“^(fC'FCgx^))) ,
pois ip é uma extensão de W. Mas, 'F(gx^) = gv^ que é um 
elemento de G(Vq ) e £ é uma retração, logo £('l'(gx^)) = 
= £(gVçj) = gv^. Logo,
a(gx^) = 'F"^(gv^) = gx^.
Portanto, a é uma retraçao equivariante. Façamos S = 
= Então, W = G(S) , pois
G(S) = G(,^ ’^ v p )  = i^'^G(V^)) = W.
Então, G(S) é uma vizinhança aberta de G(x^), pois
x^eS e W é aberto. Alem disto, existe uma retração e- 
quivariante a : G(S) G(x^) , com a~^(x^) = S, já que
a‘ (^x^ )^ = [ C'F"b“^(x^)];
= = S.
Logo, pela Proposição 3.2, existe um tubo
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Ç : G Xpj A ^ X , 
ao redor de G(x^), tal que ç[e,A] = S
Exemplo
Seja H o anel de divisão dos quatérnios e, considere - 
mos a aplicação p : S(H^ x D(R x H) , da esfera unitária do
espaço vetorial quaterniônico x no disco unitário de R xH, 
definida por
v| l  \  2 <u,v> )f 1 2 1= ( 1u - 1V
para u.veH^, com 1 2 1 1u + 1V = 1, sendo <u,v> = Z
de soma, produto e conjugação são entendidos no sentido quater -
nionico e u = <u,u> .
Esta aplicação está bem definida, já que
|p (u,v) II = ( Iu V 2, 2) + 4  <u,u>
u 4 . |v
4 2 u 2 V 2 /  2 + 4 <u,v > «;
u v|
4 2 u 2 1 V
2 /I 1 2 12+4 u] V 1 =
U 1 ^ ^ V 4 . 2 Hu|
2 V 1'^  -
C l|u|l  ^ + ||v|l = 1.
= ||u
Além disso, ||pCu,v)||= 1 se, e somente se, |<u,v>
, ou seja u = Xv, XeH.
Consideremos também, a ação diagonal do grupo simpléti
co Sp(n) C[15], p. 20] sobre x Esta ação é definida çomo
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segue: se (u,v) e x e g£Sp(n) , g(u,v) = (gu.gv), onde u e v 
são vetores coluna e gu e gv são produtos de matrizes. Podemos 
também representar g(u,v) como o produto da matriz g, n x n, pe­
la matriz n x 2, cujas colunas são ás componentes de u e v, res­
pectivamente.
Mas S(H^ X H^) é invariante por esta ação, jâ que
Sp(n) preserva a norma, ou seja, g(u,v) também é unitário. Por - 
tanto, S(H^ x H^) é um G-subespaço de x sob a dada ação de 
G.
Vamos agora mostrar que a aplicação p é sobrejetora. 
Seja Cr,Ç)eD(R x H) . Se (r, Ç) / (-1,0) (respectivamente (1,0)), 
determinaremos elementos de S(H^ x h ’^) ,
a b ij a' b'
0 c c' 0
( U . v )  = 0 0 
* •
(respectivamente (u',v') = 0 0 
• • • •
• •
0 0 0 0
de modo que p (u,v) = (r, í )  (respec. p(u',v’) = (r, Ç )  ) .
Assim., deveremos ter
P(u,v) = (  u 1  ^ - V   ^ , 2 <u,v> )  = (r, ç )
Como 2u |a|^, lvl^= b  ^ + c  ^ e <u,v> = a
temos
l l a l l   ^ - 1 bj|  ^ - |c 1  ^ = r e a h = K/ 2  '►
2
Mas a + b | c
21 = 1 , então
2 U l l 2 = 1 + r
ou seja,
1 + r
\
9 6
Tomemos a = \
1 + r
implica em b = 1 + r
1 + r
\ / 2(l+r)
0 valor de c fica determinado por
= ( ) -
(1 - - lUH Seja c =
1 - - ||ç|
2(1 + r)
por
Observemos que c = 0 se, e somente se. UH = !■
Definimos, entao, s : D CR x H) - { (-1,0)}->-S(h’^ x H^),
s _ C r ,  =
\
0
0
0
5
\ 2(1 + r)
1 - r2 . |ç| 2
2(1 + r)
0
0
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Analogamente, pode-se ver que, para (r, Ç) f (1,0), 
basta tomar _
-  Ç
\
, b'  =
2(1 - r)
(1 - r)
\
1 - r2 - llCli
2(1 - r)
Notemos que c' = 0 se, e somente
Definimos s^: D(R x H) - {(1,0)} ^ S(H^ x H^) , por
\  2(1 - r)
2(1 - r) 
0
t
0
1 - r
0
0
Observações
1. p (u,v) = p (gu,gv), pois
2 2P (gu,gv) = ( llgull - llgvll , 2<:gu,gv>) = .
2 2= ( u  - V  ,2<u,v>)=p (u,v).
jâ que geSpCn).
Isto implica que a imagem inversa, através de p , de
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um ponto em DCR x H), contêm orbitas inteiras, ou 
seja, se (u,v) ep“^(r,Ç). então g(u,v) ep“^(r,Ç). De 
fato, p(gCu,v)) =p(gu,gv) =p(u,v) = (r,^.
2. Em cada orbita existe um ponto do tipo s^(r, Ç) ou 
s_(r, Ç), como descritos anteriormente. Vamos pro­
var esta afirmação.
Seja GCu,v) uma orbita em S(H^ x H^), com u e v com 
componentes u^ e v^, respectivamente. Então, deve­
mos determinar geSp(n) de modo que g. s^(r,Ç) = (u,v), 
com (r,Ç) = p (u,v) , para (r,ç)  ^ (±1,0). Em primei^ 
ro lugar, vamos encontrar geSp(n) , g = (g^ , g2-• • >gn). 
tal que g.s^Cr,Ç) = Cu,v), com (r,Ç)  ^ (1,0).
Neste caso, temos
^11 ^12 ^13 • • • • • ^In a b ui v^
^21 ^22 ^23 ■•••■ ^2n c 0 ^2 ^2
•
•
0 0 ^3 ^3
•
• • • • • •• • • • • •
^nl ^n2 ^n3 ..... ^nn 0 0
U Vn n
ou seja
a2ia + a22C = U 2
a ib = v nl n
Como b ^ 0, segue imediatamente que a^^ = v^b-1
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Consideremos as seguintes situações:
(1) (r,Ç) e S(R X H) , isto e, c = 0.
Para a = 0, temos que (r,Ç) = (-1.0) e, neste 
caso g2 , g3 , gj^  podem ser quaisquer veto­
res para os quais' geSp(n).
Para a / 0, temos a^ ^^  = u^a” ,^ para i = 1,2,...,n, 
ou seja, u = ab~^v, e g 2 > gj, ••• g^  ^são quais­
quer vetores, para os quais geSp(n).
(2) (r,^) e int {D(R x H)}, isto é c / 0.
Para a = 0, temos a^2 ~ u^c~^, para i = 1,2,...,n, 
e g3 » g4 * gj^  tais que geSp(n) .
Para a 0, temos a- ^  = (u. - v-ab~^)c” ,^ para
1 X 1
i = 1,2, ..., n e gj, g^, . . . , gj^  tais que
geSp(n).
Logo, era qualquer orbita G(u,v), em S(H^ x , 
com p(u,v) f (1,0), existe um único elemento da 
forma s_^  (r, ^ ) .
Analogamente, determinamos g = (gj^,g2 ,***>
Sp(n), tal que g.s_(r,C) = (u,v), com (r,Ç) f 
f (-1,0). Neste caso, como a f 0, segue que 
^il ~ Uj^a"^, para i = 1,2,...,n.
Agora, para as demais colunas de g, ocorrem as 
seguintes situações:
(1) Ci", Ç) e S (R X H) , is to ê , c = 0 .
Neste caso, g2 , g^, ••• g^ quais­
quer vetores tais que geSp(n).
(2) (r,Ç) £ int {D(R X H)} , isto é c 0.
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Para b = 0, temos a. ^  = v.c"^, para i = 1,2,J- ^ X
e g3 >g4 , sâo tais que geSpCn).
Para b 0, temos a.^ = (v. - u.ba~^)c~^, para
i = 1,2, ..., n, e g^, g4 , , g^  ^ tais 
geSp Cn) .
que
Logo, em qualquer órbita GCu,v), em S(H^ x H^), com 
p(u,v)  ^ (-1,0), existe um unico elemento da forma 
Cr,Ç).
3. D(R X H) é homeomorfo a S(H^ x H^) / Sp(n).
Consideremos as seguintes aplicações:
; D(R x H) - {(±1,0)} S(H^ x H^) / Sp(n),
definidas de modo que os diagramas abaixo sejam co­
mutativos
D(R X H) - {(±1,0)} S(H^ X H^) / Sp(n)
TT
S(H ^ X H^)
aplicação
orbital
Então, 4'^(r,Ç) = tt (s^ (r, Ç) ) , para (r,Ç)  ^ (1,0) e 
H'_(r,Ç) = t t ( s _ ( t , ^ ) ) ,  para (r,0 f  (-1,0). Pelas ob 
servações 1 e 2, temos que H'^(r,Ç) = 'l'_(r,Ç), para 
(r,Ç) f (1,0) e (r,Ç) f (-1,0). Além disto, 'i'_(l,0)5«! 
f ¥^(-1,0). Definimos
¥ : D(R X H) ^ S(H^ X H^) / Sp(n) por
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'í'(r,Ç) = = 4'_(r,Ç), para (r,Ç)  ^ (1,0) e
(r,Ç)  ^ (-1,0), ¥(1,0) = 'F_(1,0) e 'F(-1,0) = 'F^ (-1,0). 
Sendo tt , e s_ contínuas, temos que e H'_ são 
contínuas e, portanto Y ê contínua ([3], p. 83, Teor. 
9.4). Também temos que T é sobrejetora, jã que dado 
um elemento 3 e S(h’^ x H^) / Sp(n), existe
(r,Ç) e D(R x H) , com 'l'(r,Ç) = B, pela observação 2. 
Além disto, m é injetora, pois se 'l'(r, Ç) = 'i'(r', Ç') , 
com (r,Ç) e (r’, Ç') diferente de (1,0) e (-1,0), 
então TT(s^(r,Ç)) = tt (s^ (r ’ , Ç ')) , logo s^(r,Ç) e
s + (r',Ç') estão em uma mesma orbita, portanto, pela 
observação 2, (r,Ç) = (r',Ç'). Assim, 'i' é um homeo­
morfismo ([3], p. 226', Teor. 2.1).
Temos, então, que D(.R x H) se identifica, através 
de ¥, com S(H^ x H^) / Sp(n) e p se identifica com
TT .
4. As aplicações s^ e s_ são secções para p.
Vamos determinar os grupos isotrõpicos dos elementos de 
S(H^ X H^)..Seja x = s_(r,Ç)
X = s_^ (r ,Ç) =
0
Para c 0, o grupo isotrõpico de x é o conjunto 
constituído dos elementos de Sp(n), da forma
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1 0
n
0 1
u
0 •k
onde * Sp(n - 2)
Para c = 0, o grupo isotropico de x ê o conjunto B dos 
elementos de Sp(n), da forma
0
onde * e Sp(n - 1)
Analogamente, os grupos isotrópicos de y = s^(r,Ç),
a b
c 0
y = 0 0
• •
• ’ •
• •
I 0
são os conjuntos A e B, para c ^ 0 e c = 0, respectivamente. As­
sim temos que as orbitas destes elementos são, respectivamente, 
do tipo Sp(n) / A  e Sp(n) J B. Afirmamos a existência de dois 
tubos ao redor das orbitas dos pontos x = s^(r,Ç) e x = s_(r,Ç), 
respectivamente, com (r,Ç) eS(R x H). Com efeito, consideremos
: Sp(n) Xg B [s^ ( D(R x H) - {(±1,0)} )]
S(H^^  X H^) - p"^ { (±1,0) } , definidas por 
[g,hs^(r,Ç)] = g hs^(r,^) (produto de matrizes).
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Mostraremos que é um homeomorfismo. Analogamente, 
se poderia mostrar que 4;_ também é um homeomorfismo. De fato, 
temos que esta bem definida, pois
f"^hs^(r,U] = (g£) Cf^hs^(r,0) =
= ghs^(r,^) =
= hs^(r,Ç)]. Agora, se
’l^+[g,hs^(r,Ç)] = ií^+[g',h's^Cr’,Ç')] .
então ghs_^(r,Ç} = g' h's^(r',Ç'), ou seja,
s^Cr,^) = (gh)“H g ' h ’) s^(r',Ç’)
Portanto, s^(r,^) e s^(r',Ç') estão em uma mesma orbi­
ta em SCH^ X H^) , logo, (r,C) = Cr’,Ç'). Então, s_^  [r, Ç) = s^(r',Ç') 
e, consequentemente, k = Cgh}"^(g'h'} pertence ao grupo isotropi. 
co de s_^(r,C) •
Neste caso.
[g’,h’s^Cr’,Ç’l] = [g’h',s^(r',Ç’)]
= [Cgh)k,s^(r,Ç)]
= [gh,k s^(r,Ç);
= [gh,s^(r,Ç)]= [g,hs_^(r,Ç);
e, portanto é injetora. Por outro lado, se (u,v) eS(H^ x H^)-
- p~^{(l,0)}, então existe geSp(n), definido na Observação 2,
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tal que
'í'+[g.(id) s^(r,Ç)] = g.s^(r,Ç) = (u,v), onde
(r,Ç) = p(u,v)
Portanto, ê sobrejetora. Consideremos, agora, o dia­
grama
aplicação
SpCn) X B[s^( D(R x H) - {(1,0)})]  ^ -{(1,0)})]
a
S(H^ X h’^) - p"^ {(l,0)}
onde a, definida por a (g ,hs^ (,r, Ç) ) = gh s^(r,Ç) ê contínua, pois 
as operações envolvidas em sua definição são contínuas. Como a 
aplicação orbital ê aberta, segue que e continua. Tendo em 
vista que a aplicação a é a restrição de uma- ação de Sp(n) no e^ 
paço das matrizes quaterniônicas n x 2, segue que a é fechada 
(Prop. 2.2 - Cap. 1) e, portanto, é um homeomorfismo.
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APÊNDICES
I. Noções elementares de Categorias e Funtores 
Referências : [l] , [6] , |14
Definição 1 .1
Uma categoria a, consiste de:
(i) uma coleção de objetos, Ob ( a ) ;
(ii) para dois objetos A,BeOb(a), um conjunto 
Mor^(A,B), chamado conjunto dos morfismos de A 
em B ;
Ciii) Para três objetos A,B,CeOb(a), uma lei de com­
posição
Mor^ CB,C) X Mor^ (A,B) ^ Mor^ (A,C)
satisfazendo aos seguintes axiomas:
1. Dois conjuntos Mor^ (A,B) e Mor^ (A',B') ou são di£ 
juntos, ou são iguais e, neste caso A = A' e B = B'.
2. Para cada objeto A, existe um morfismo id.eMor (A,A)/V w.
que atua como identidade ã esquerda e ã direita pa­
ra os elementos de Mor^ (A,B) e Mor^ (B ,A) , respec­
tivamente , para todo B e Ob ( a ) .
3. A lei de composição é associativa.
Observação
Quando não houver necessidade de especificação, usare-
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mos Mor (A,B) em lugar de Mor^(A,B).
Definição I .2
Sejam a e B categorias. Um funtor covariante F, de a 
em B, é uma lei que a cada objeto A em c l , associa um objeto F(A), 
em 8, e a cada morfismo f ; A B, associa um morfismo F(f) : F(A)->
-»■ F(B) , tal que :
i
1. Para todo AeObC a ), temos
F(idA) -
2 . S e f : A - » - B e g : B - » - C  sâo morf ismos de a, então
F(g.f) = F(g) .F(f)
No caso em que F satisfaz a condição 1. acima, mas na 
condição 2, vale F(g.f) = F(f).F(g) , dizemos que F e um funtor 
contravariante.
Definição 1.5
Dada uma categoria a, uma subcategoria B de a diz-se 
completa se, dados dois objetos B,B' eOb(B), então Mor^(B ,B')
= Morg(B,B') .
Definição 1.4
Dizemos que A é um pull-back do diagrama
10 7
a
W -> X
quando A C X  x Y, A - {(x,y) j f(x) = h(y)}, £a = hg, e existe 
uma única aplicação 0 : W A, tal que o diagrama é comutativo . 
Neste caso, dizemos que
pro3
proj .
é um diagrama pull-back.
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11. Noções elementares de Topologia e Grupos Topol5gi-
CO S
Referências: 1 , 3 , 10
Definição II.1
Dados dois espaços topolõgicos X e Y, dizemos que uma
" 1
aplicação f : X -> Y ê um mergulho, quando f ê um homeomorfismo 
sobre sua imagem.
Definição II.2
Seja A Cl B e f : B A. Dizenios que f é uma retração, 
quando f/A = id^. :
Definição II.3
Seja G um grupo topolõgico e H um subgrupo de G . Por 
aplicação canônica, ou aplicação quociente, de G em G/H, entende 
mos a aplicação tt : G G/H, definida por u (g) = gH, para todo 
geG.
Proposição II.1
A aplicação canônica ê contínua e aberta.
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Seja G um grupo topologico e H um subgrupo fechado de 
G. A topologia quociente é a topologia, atribuida a G/H,que tor­
na a aplicação canônica contínua, isto é, A ê um aberto em G/H, 
quando tt  ^(A) for aberto em G.
Definição II.4
Definição II.5
Um espaço de Hausdorff X ê dito regular, se cada xeX 
e cada conjunto fechado A d  X , x ^ A, possuem vizinhanças disjun 
tas em X.
Definição II.6
Um espaço de Hausdorff X ê dito normal, se cada par de 
subconjuntos fechados de X, disjuntos, possuem vizinhanças dis - 
juntas em X.
Definição 11. 7
Um espaço de Hausdorff X ê dito completamente regular, 
se para cada ponto xeX e cada conjunto fechado ACZX, x q' A,
existe uma função contínua f : X I, tal que f(x) = 1 e f(a) =0, 
para todo aeA.
Definição II.8
Se G ê um grupo topologico, então uma representação
real (complexa) de G, ê um homomorfismo contínuo p: G ^ Gl(n,R), 
(Gl(n,C)). .
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Dizemos que G age ortogonalmente sobre R^, se existe 
um homomorfismo p : G ^ 0(n), e G age sobre R^ por g(x) = p(g)x, 
através do produto de matrizes. Neste caso, dizemos que p é uma 
representação ortogonal de G .
Definição II.9
Definição 11.10
Seja G um grupo compacto e F = {f : G R}. Para heG, 
sejam Rj^ f e Lj^ f definidas por Rj^f(g) = £(gh) e Lj^f(g) = f(h"’^ g). 
Definimos a integral de Haar como sendo a função I : R que
satisfaz às seguintes condições:
(a) I(f^ + = I(fp + K f p
(b) I(cf) = c I(f) , ceR
(c) Se f(g) >' 0, para todo geG, então I(f) ^ 0
(d) 1(1) = 1
(e) I(R,f) = I(kf) = para todo heG.
Notação: Usamos a notaçao f dg = I(f).
Proposição II.2
Seja f : G x A R contínua, onde A ê um espaço topolo 
gico e G é um grupo compacto. Então, a função F : A R, defini-
da por F (a) = f(g,a) dg é contínua.
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III. Noções elementares de Grupos de Lie 
Referências: [l] , [2], [4], [7], [8
Definição III.1
Seja U CIR” , aberto, e £ uma aplicação de U em r”*. Dize 
mos que f ê diferenciâvel, se tem derivadas parciais contínuas,
I
de todas as ordens.
Definição III.2
Seja X um sobconjunto qualquer do R^, e f uma aplicação 
de X em R^. Dizemos que f ë diferenciâvel, se pode ser localmente 
estendida a uma aplicação diferenciâvel sobre conjuntos abertos, 
ou seja, se para todo xeX, existe aberto U d X ,  com xeU, e uma 
aplicação F : U ^ R’”', tal que F = f sobre U O  X.
Definição IÍI.5
Seja X d  e Y d  Dizemos que uma aplicação f : X -v 
-»■ Y ê um difeomorfismo, quando £ é uma bijeção diferenciâvel, cu­
ja inversa também é diferenciâvel.
Definição III.4
Seja X d  R^ ® Y d  R^* Dizemos que f : X Y é um difeo­
morfismo local, se cada xeX possui uma vizinhança aplicada difeo- 
morficamente, por f, em uma vizinhança de f(x).
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Se £ : U -> V é um difeomorfismo, então df : é
um isomorfismo, para todo xeLI.
Proposição III.l
Proposição III.2
Úm difeomorfismo local ê um difeomorfismo global sobre 
sua imagem, se, e somente se, for injetor.
Definição III.5
Seja XCIR^* Dizemos que X ê uma variedade diferenciâ-
vel, k-dimensional, quando X ê localmente difeomorfo a um aberto 
kdo R , ou seja, cada xeX possui uma vizinhança V, em X, que e di-
Icfeomorfa a um aberto U do R .
Definição III.6
Nas condições da Definição 111.5, um difeomorfismo
0 : U V ê chamado uma parametrização de V e o difeomorfismo in­
verso 0"^ : V U é dito um sistema de coordenadas sobre V.
Definição III.7
Seja X d  R^ e 0 : U X uma parametrização local em x, 
sendo U d  R . aberto, com 0^ = 0(0) = x. Definimos o espaço tan­
gente de X, em X, como sendo a imagem da aplicação d0^ : R^ R^, 
e representamos por T (X).X
0 espaço normal de X, em x, representado por N (X), ê 
O complemento ortogonal de T (X) em
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Definição III.8
Proposição III . 3
Para quaisquer variedades X e Y, temos
Proposição III.4
Sejam f : X ^ X', g : Y ^ Y' aplicações diferenciáveis
e seja f x g :  X x Y - > X '  xY' definida por (x,y)i--- ^(f (x) , g (y)) .
Então,
Proposição III.5 - Teorema da função inversa
Seja f : X ->■ Y uma aplicação diferenciável, cuja deriva 
da df , em um ponto xeX, é um isomorfismo. Então, f é um difeomor 
fismo local em x.
Definição III.9
Um grupo de Lie ê uma variedade diferenciável G, com 
uma estrutura de grupo, de modo que as aplicações
(x,y)i---- * xy e xi---- ^x~^
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são diferenciáveis.
Propos ição III.6
A imagem de um homomorfismo contínuo : H -► G, entre 
grupos de Lie, é um grupo de Lie.
Proposição 111.7
Todo subgrupo fechado de um grupo de Lie ê um grupo de
Lie.
Proposição III.8
Seja H uín subgrupo fechado de um grupo de Lie G, e
TT : G G/H a aplicação cãnônina. Então;
Ci) “n" é diferenciâvel
(ii) Para todo gHeG/H, existe uma vizinhança UCgH) e 
uma aplicação diferenciáVel o : U ^ G, tál que
I
TT. a = i djj.
Dizemos que ct é uitia secção, local de tt .
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