Abstract
Introduction
With the arrival of ubiquitous era, the prediction that most electronic devices are equipped with computing and wireless communication ability and can connect to the network any time and any where is being realized fast. Many people already use services in wireless environment by installing wireless LAN on laptop computer. They also use the internet by connecting to public wireless network in a hotel or public places. Recently, WiBro network service is being offered to the limited area for one to use the internet while on the move. It is expected that the demand on mobile services will increase.
There has been many works focusing on wireless overlay networks [1] [2], mobility management [3] [4] , and handoff decision algorithm [5] [6] [7] . But these works proposed vertical handover mechanisms between wireless LAN and cellular network, and Wibro was not addressed. In [8] , they proposed a tight coupling convergence network and a vertical handoff algorithm using MN velocity between wireless LAN and Wibro, but a seamless mobility management and a vertical handoff signaling procedure were not discussed.
The paper is outlined as follows. In section 2, the proposed mobile IP model is described. In section 3, the mobility architecture is proposed. In section 4, the MBB mechanism is proposed to enable a seamless mobile service for both the IPv6 network and the IPv4 network. The experimental performance results of our proposed algorithm are described in section 5. Concluding remarks are given in section 6.
Proposal of Mobile IP Model
The proposed method in the paper is that a server manages the location of each node. Figure 1 shows the simplified procedure. As shown in Figure 1 [9] . In this paper, we focus on the case of IPv6 application on IPv4 transport network.
The proposed model puts a heavy load on a server since the server has to manage the location of all nodes and tunnel, and forward data exchanged between nodes when necessary. The heavy load problem can be solved by multiple servers. We believe that the problem that the server has to forward message can be solved by either allowing direct communication between nodes or utilizing hardware implementation.
Mobile nodes in the proposed model need to have two functions, management of tunnel to the server and process of LR/LA. Fundamentally IPv4/v6 dual stack is required. The server is required to perform the following functions: tunnel control, management of the location of nodes, and forwarding received data via tunnel to destination. The proposed model requires the server and nodes to manage the mobility. However, a modification of network equipment is unnecessary, and no addition function is needed. 
Proposal of Mobility Architecture
The proposed mobility management system consists of the client module installed on each MN (mobile node) and the server module installed on the server. The client module manages different interfaces and executes handover by L2 trigger. The server module manages the location address of each MN, IPv6 address or IPv4 address, and terminal identifier. Network itself can be configured regardless of IPv4 or IPv6 network.
Client Module
The client module resides on a networked device such as a laptop computer, desktop computer, server, PDA, smart phone etc. The client may also be a networked appliance like a storage server, a WiFi enabled digital camera or Cable/DSL modem. The client module is identified via a unique IPv6 address that is used to connect to other clients via IPv6-overIPv4 tunnels. In addition to creating secure IPv6 tunnels between clients (MNs), the client supports an application programming interface and a native IPv6 interface for IPv6 applications. Figure 2 illustrates the architecture of the client module and the data format which is exchanged between applications. As shown in figure 2 , the client module is composed of the Tunnel Management block located in user and kernel area, the Mobility Management block for registration of location, and the P2P Management block for direct communication between clients.
The applications which is located in each client module accomplish data exchange using HoA(Home of Address : MH2, MH1), and then Tunnel Management block creates the outer header for passing through transport network. The created packet is delivered to public network through the IP stack and the various interface (ethernet, WiFi, Wibro, HSDPA, etc).
The address information which is used in figure 2 is the address information from figure 3. 
Server Module
It is the server that maintains the database of authorized clients (MNs), including the assignment of their initial IPv6 address, and the detection and recording of the MNs' current IPv4 address. Whenever a MN recognizes an active IP link, it automatically connects to the server and sends a LR of its current IPv4 address. Then the server records and maintains a record of the MN's IPv4 care of address in H.S Yoon, S.B Hong, S Moon, N Kim, H.Y Youm addition to the dedicated IPv6 address. This allows other MNs to search and locate the MN to set up an IPv6 tunnel for peer to peer services.
As shown in figure 3 , once a tunnel between the server and each client is established, two clients can exchange data via the server. 
Mobility Operation of Proposed Method
The network model proposed in this paper is shown in Figure 4 . It is a client/server based IPv6 mobile structure. A MN can have more than two interfaces such as Ethernet, WiFi, Wibro, 3GPP, and so on. Each interface is classified as an active or standby interface, and is assigned to the tunnel. Depending on the link status, active and standby interface is switched.
Once client boots up, the client module lists up the supported network interface and PoA(Point of Attachment) lists are extracted. After L2 association to the most proper PoA is executed, active/standby interface is decided based on the signal strength of each interface. IP Configuration Request is sent to decide CoA (Care-of-Address) for each interface. We can use DHCPv4/DHCPv6/IPv6 Stateless IP configuration method as a request method for IP information since the access network can be either the IPv4 or IPv6 network. Even during a transmission of data through the active interface, the client can switch to a standby interface if the standby interface can provide better connectivity. The standby interface periodically delivers surveillance message to the server or execute L2 scanning to find the best POA. It disconnects existing L2 association and executes L2 association with a new POA if a change of POA is necessary. After the new association, it executes IP configuration and requests the new tunnel generation of standby interface.
After finishing the IP configuration for the standby interface, it may send the switch-over request message through the current active interface to notify the server that the standby interface will become the new active interface. After receiving a response from the server, when the MN receives the reply comes back, the MN establishes a binding information to the new active interface. This is the L3 handover procedure which is described in more details on next section. The proposed model puts heavy a load on a server since the server has to forward the exchanged data between clients. To solve this heavy load problem, we can use a direct tunnel for communication between two clients. Figure 5 illustrates the procedure to create a direct tunnel between two clients.
MBB Handover Mechanism
There have been proposals for reducing MIPv6 latencies, but these proposals have been based on the assumption that the MN is connected to only one AP at a given time. In this case, the MN is forced to break the connection to its current network before reattaching itself to a new network. With this type of handoff, which is known as a BBM(Break Before Make) handoff, packet loss is hard to eliminate completely. However, if it is possible to simultaneously listen to multiple APs, the MN could establish a connection to the new network before breaking its current connection, thus mitigating or reducing the impact of handoff latency. This could be done by equipping the MN with multiple interfaces. We propose the use of two interfaces to enable MBB handoffs for reducing the packet loss due to handoff latency. In the proposed scheme, one interface is used for data communication, while the other interface is used for scanning networks which can provide better connectivity. Once a network with better connectivity is found, the scanning interface takes over the data transmission, and the other interface reverts to a scanning role. This, as well as being access technology independent, allows lossless handoffs with uninterrupted connectivity for data communications since the MN maintains its connection to the old network using one interface, while performing a handoff to a new network using the other interface.
MBB Handover Algorithm
The proposed MBB handoff scheme uses the algorithm in Figure 6 . The handoff decision can be made using techniques such as signal-to-noise ratio comparisons combined with movement prediction algorithms. The proposed mechanism compares the signal strength of the candidate AP with the current one. If the difference is greater than a threshold value, MN performs a handoff to the new network. An ideal threshold value would be high enough to prevent pingpong movement, but still trigger handoffs early enough to prevent packet loss. A dynamically adaptive algorithm for choosing and adjusting the threshold value would allow a MN to make more optimal handoff decisions and avoid fluctuations between APs. Using the proposed algorithm, it is possible to perform completely lossless handoffs, provided that the coverage of the current access network and the new access network overlap sufficiently, and the handoff decision is done at the correct time. 
Consideration for MBB handover
Previous studies report that transceiver consumes 15~30% of total power of mobile node in general. Scanning activity to find a connectable AP for handover consumes large amount of power. In addition, careless scanning algorithm can reduce resources that should be reserved for data traffic. Handover algorithm proposed in the paper allows scanning activity only when necessary to minimize power consumption. As shown in Figure 5 , once active and standby interface are initialized, scanning activity is only allowed in the standby interface. By limiting scanning activity only under the standby interface, scanning activity does not affect data traffic since the date traffic is processed in the active interface. Also, by allowing scanning activity only when the signal quality of the active interface is below a certain threshold, power consumption can be reduced.
Simulation
The testbed for simulation is setup, as depicted in Figure 7 .
Figure 7. Testbed for simulation
We measured the packet loss of UDP and TCP traffic during handover when MN moves. Measurement was done under the test bed simulating real network. Packets where the size is 200 byte were sent every 10ms from a CN(Correspondent Node) and MN was configured to receive them. In addition, all data sent to MN via server. Ethereal tool was installed on MN.
Received time of control signal and data were checked by reviewing the log of received data. In our scheme, packet loss is not found during handover switching. This shows that data being received at active interface moves to standby interface without a loss since standby interface becomes active at handover.
Various moments of handover were captured and shown in Figure 8 , 9. In figure 8 and 9, "Send Ctrl Msg" means that MN sends LR to CN, and "Recv Ctrl Msg" means that MN receives LA from CN. CN that received LR message sends LA message to MN, and then forwards user data traffic using established tunnel. Also, After MN receives LA message, the procedure of handover is done.
We use the commercial Wibro service, but there is a difference in quality according to service regions. Our simulation is performed in Daejeon Korea. 
Conclusions
In this paper, we propose the mobile IP model that can provide mobility function regardless of the types of the transport network. To provide a seamless handover among many different wired and wireless networks, we propose a MBB handover method with more than two network interfaces. Also, our scheme has advantage of no need for additional function or a modification to network equipment.
In [4] , C. Guo et al. proposed a seamless and proactive end-to-end mobility management system. This work provided a small handoff delay and mobility regardless of transport network. But, this work has several disadvantages: 1) if the number of a client increases, this scheme degrades performance; 2) NAT traversal function is not supported in all cases. The proposed method can resolve the above mentioned problems: 1) If it is necessary, a client performs NAT traversal function because there is the path via server; 2) since traffics are concentrated to the server, accounting and key recovery function is easy to be applied.
