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Abstract
In this paper we establish new asymptotic relations of the form
lim
m→∞E
(
f,Sh,m,Lp(R)
)= E(f,Bπ/h,Lp(R)),
where E(f,Sh,m,Lp(R)) and E(f,Bπ/h,Lp(R)) are the errors of best approximation of a function
f in Lp(R), 1  p ∞, by splines of order m with breakpoints {kh}∞k=−∞, h > 0, and by entire
functions of exponential type π/h, respectively. Approximation and interpolation of entire functions
of exponential type by splines of high order is discussed as well.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Relations between the errors of best approximation by different subspaces play a signif-
icant role in approximation theory. For example, Jackson proved his celebrated approxima-
tion theorems for nonperiodic functions by using a simple connection between the errors of
best approximation by algebraic and trigonometric polynomials. More sophisticated rela-
tions have been discussed by a number of authors. In particular, Bernstein [3], Raitsin [23],
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proximations; Popov [21], Pekarskii [19], and Petrushev [20] analyzed relations between
rational and free knot spline approximations; Quade and Collatz [22], Schoenberg [25–
28], Golitschek [9], Riemenschneider [24], Marsden and Riemenschneider [18], Velikin
[32–34], Madich [16,17], Lyubarskii and Madich [15], and others found limit connections
between spline and harmonic approximations. In general, relations between the errors of
best approximation by different subspaces often reduce many approximation problems,
such as polynomial inequalities, Jackson’s theorems, asymptotics for approximation errors,
and others, to easier problems of different type. Further references and discussions con-
cerning limit relations of approximation theory and their applications can be found in [7].
In this paper, we discuss new limit relations between the errors of best spline and har-
monic approximations in the Lp(R) metric, 1  p ∞. The main results are stated and
proved in Section 4. In particular, the following limit theorem holds: for any f ∈ Lp(R),
1 p < ∞,
lim
m→∞E
(
f,Sh,m,Lp(R)
)= E(f,Bπ/h,Lp(R)), (1.1)
where E(f,Sh,m,Lp(R)) and E(f,Bπ/h,Lp(R)) are the errors of best approximation of f
in Lp(R) by splines of order m with breakpoints {kh}∞k=−∞, h > 0, and by entire functions
of exponential type π/h, respectively. A periodic version of (1.1) was established in [32,
33]. Analogues of (1.1) for some functions of polynomial growth on R in the uniform
metric are established in this section as well.
The proofs are based on properties of splines discussed in Sections 2 and 3. In Sec-
tion 2, we discuss compactness properties of splines and prove a Bernstein–Nikolskii type
inequality.
Section 3 contains results on spline approximation of entire functions of exponential
type. The first limit relations between entire functions of exponential type and their inter-
polation splines were obtained in [22,25], but the most attention this topic has received
since the 1970s [9,15–18,24–28]. In this section, we prove that for any entire function
g ∈ Lp(R) of exponential type σ ∈ (0,π/h), the following relation is valid:
lim
m→∞E
(
g,Sh,m,Lp(R)
)= 0, (1.2)
where 1  p ∞. The similar limit relations for p = ∞ and p = 1 also hold for the
interpolation errors. These results are used in the proofs of the limit theorems like (1.1),
but they are interesting in themselves as well.
Finally in Section 5, we apply limit theorems to a new representation of the Bernstein
constant [2].
Notation. Throughout the paper C,C1, . . . denote positive constants independent of es-
sential parameters and C(a, b, . . .), C1(a, b, . . .), . . . denote positive constants depending
on a, b, . . . . The same symbol does not necessarily denote the same constant in differ-
ent occurrences. We assume that all functions, polynomials, and splines mentioned in the
paper are real-valued with the domains in the real axis R.
Let Pr be the set of all algebraic polynomials of degree at most r ; Tn the class of
all trigonometric polynomials of degree at most n; Bσ the class of all entire functions of
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derivative on Ω ; Ck[a, b] := Ck([a, b]).
Next let C(Ω) be the space of all continuous functions f on Ω ⊆ R with the finite norm
‖f ‖C(Ω) := supΩ |f |; Lp(Ω), 1 p ∞, the space of measurable real-valued functions
f on Ω ⊆ R with the finite norm
‖f ‖Lp(Ω) :=
{
(
∫
Ω
|f |p dx)1/p, 1 p < ∞,
ess supΩ |f |, p = ∞,
and let Lp[a, b] := Lp([a, b]), 1 p ∞; C[a, b] := C([a, b]).
Finally, let us define for Ω ⊆ R and 1 p ∞,
E
(
f,B,Lp(Ω)
) := inf
g∈B ‖f − g‖Lp(Ω),
where f is a measurable function on Ω and B is a linear set of measurable functions on Ω .
Preliminaries. In the proofs of our results, we shall frequently use the following well-
known Bernstein and Nikolskii type inequalities for polynomials and entire functions of
exponential type:
Proposition 1.1. If Q ∈ Pr , then for 1 p < ∞,
‖Q‖L∞[a,b] 
(
2(p + 1)
b − a
)1/p
r2/p‖Q‖Lp[a,b]. (1.3)
Proposition 1.2. If g ∈ Bσ ∩ Lp(R), 1 p ∞, then∥∥g(k)∥∥
Lp(R)  σ
k‖g‖Lp(R). (1.4)
Proposition 1.3. If g ∈ Bσ ∩ Lp(R), 1 p < ∞, then
‖g‖L∞(R)  2σ 1/p‖g‖Lp(R). (1.5)
These results can be found in [30, pp. 217, 233, 236], respectively.
2. Polynomial splines and their properties
We first define some classes of splines. Let S˜2n,m be the set of all 2π -periodic splines of
order m (or degree m − 1) and defect 1 with equidistant breakpoints (knots) {kπ/n}2n−1k=0 .
Let SN,m[−a, a], a > 0, be the set of all splines on [−a, a] of order m and defect 1 with
equally spaced breakpoints {(2k/N − 1)a}Nk=0.
It is known [5, p. 28] that for f ∈ Cm−2[−a, a], m 2, and for the inner interpolation
knots
tj,N,m :=
{
((2j − 1)/N − 1)a, m is odd,
(2j/N − 1)a, m is even, (2.1)
where j = 1, . . . ,N − (1 + (−1)m)/2, there exists the unique interpolation spline
IN,m,a(f, ·) ∈ SN,m[−a, a] such that
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(
1 + (−1)m)/2, (2.2)
I
(2s−1)
N,m,a (f,±a) = f (2s−1)(±a), 1 s  (m − 1)/2, m is odd, (2.3)
I
(2s)
N,m,a(f,±a) = f (2s)(±a), 0 s  (m − 2)/2, m is even. (2.4)
Finally, let Sh,m, m  1 be the set of all splines on R of order m and defect 1 with
equally spaced breakpoints {kh}∞k=−∞, h > 0. Subbotin [29, Theorem 1] showed that for
f ∈ C(R) there exists the unique interpolation spline Ih,m ∈ Sh,m ∩ Cm−2(R) such that
I
(m−1)
h,m ∈ L∞(R) and
Ih,m(f, th,k) = f (th,k), k ∈ Z, (2.5)
where
th,k :=
{
(k − 1/2)h, m is odd,
kh, m is even,
(2.6)
are the interpolation knots on R, k ∈ Z. Actually, Ih,m is the unique bounded interpolation
spline from Sh,m. Indeed, Subbotin [29, Eq. (1.5)] showed that Ih,m ∈ C(R). In addition,
any other bounded interpolation spline I ∈ Sh,m satisfies the property I (m−1) ∈ L∞(R), by
inequality (2.8) given below.
Moreover, for a continuous function f of polynomial growth on R there exists the
unique interpolation spline Ih,2m ∈ Sh,2m of even degree and polynomial growth on R,
satisfying (2.5) and (2.6) (see [4]).
In the following propositions, we discuss some properties of splines from Sh,m. We first
establish a Bernstein–Nikolskii type inequality for splines.
Proposition 2.1. If S ∈ Sh,m ∩ Lp(R), p ∈ [1,∞], then for k = 1, . . . ,m − 1,∥∥S(k)∥∥
L∞(R) C(π/h)
k+1/p‖S‖Lp(R), (2.7)
where C < 32.
Proof. For p = ∞, (2.7) follows from the Bernstein inequality [29, Eq. 1.13]∥∥S(k)∥∥
L∞(R)  (Km−k−1/Km−1)(π/h)
k‖S‖L∞(R), 0 k m − 1, (2.8)
where
Kr := 4
π
∞∑
d=0
(−1)d(r+1)
(2d + 1)r+1 , r = 0,1, . . . , (2.9)
is the Favard number. Note that 1Kr  π/2.
Let p ∈ [1,∞) and let S ∈ Sh,m ∩ Lp(R). Then S ∈ L∞(R) since by (1.3),
‖S‖L∞(R) = sup−∞<k<∞‖S‖L∞[kh,(k+1)h]  C(m,p,h)‖S‖Lp(R).
Next, let x0 ∈ R satisfy the inequality
‖S‖L∞(R)  2
∣∣S(x0)∣∣. (2.10)
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Further integrating both sides of this inequality, we arrive at
∣∣S(x0)∣∣p A−1
∫
R
∣∣S(x)∣∣p dx, (2.11)
where
A =
x0+a∫
x0
∣∣1 − |x − x0|/a∣∣p dx = a/(p + 1). (2.12)
Finally combining (2.8) and (2.10)–(2.12), we have∥∥S(k)∥∥
L∞(R)  4
(
4(p + 1))1/p(π/h)k+1/p‖S‖Lp(R) < 32(π/h)k+1/p‖S‖Lp(R).
Thus the proposition is established. 
Note that a version of (2.7) holds for p ∈ (0,1) as well. Next we consider some com-
pactness properties of splines.
Proposition 2.2.
(a) Let f ∈ L∞(R) ∩ Cm−2(R), m 2, 1 p ∞. If
sup
n
∥∥I2n,m,nh(f, ·)∥∥L∞[−nh,nh] < ∞, (2.13)
then there exists an increasing sequence of natural numbers {nk}∞k=1 such that for any
M > 0,
lim
s→∞
∥∥Ih,m(f, ·) − I2nk,m,nkh(f, ·)∥∥Lp[−M,M] = 0. (2.14)
(b) Let f ∈ Cm−2(R), m  2 be a function of polynomial growth on R. If for some con-
stant B > 0,
sup
n
max
x∈[−nh,nh]
(
1 + |x|)−B ∣∣I2n,2m,nh(f, x)∣∣= A < ∞, (2.15)
then there exists an increasing sequence {nk}∞k=1 such that for p ∈ [1,∞] and any
M > 0,
lim
s→∞
∥∥Ih,2m(f, ·) − I2nk,2m,nkh(f, ·)∥∥Lp[−M,M] = 0. (2.16)
Proof. (a) Note first that the interpolation spline I2n,m,nh(f, ·), satisfying (2.2), (2.3), and
(2.4) for N = 2n, a = nh, is defined on [−nh,nh] with the breakpoints {kh}nk=−n and the
interpolation knots {th,k}nk=−n+(1+(−1)m+1)/2, n = 1, . . . .
Next using induction, we shall show that there exist increasing sequences of natural
numbers {n(k)s }∞s=1, k = 0,1, . . . , satisfying the conditions n(k)1 > k, k = 1, . . . , and
N = {n(0)s }∞ ⊇ {n(1)s }∞ ⊇ · · · ⊇ {n(k)s }∞ ⊇ · · · , (2.17)s=1 s=1 s=1
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lim
s→∞
∥∥S(k,m, ·) − I2n(k)s ,m,n(k)s h(f, ·)
∥∥
L∞[−kh,kh] = 0. (2.18)
To prove this statement, we assume that there exist increasing sequences {n(k)s }∞s=1,
0  k  N , such that {n(0)s }∞s=1 := N, n(k)1 > k, and {n(k−1)s }∞s=1 ⊇ {n(k)s }∞s=1, 1  k  N ,
and there exist splines S(k,m, ·) ∈ S2k,m[−kh, kh], 1  k  N , satisfying (2.18). Then
the restriction of every interpolation spline I2n(N)s ,m,n(N)s h(f, ·), s = 1, . . . , to the interval[−(N +1)h, (N +1)h] belongs to S2(N+1),m[−(N +1)h, (N +1)h], and it coincides with
some polynomial P
n
(N)
s ,l
∈ Pm−1 on [(l − 1)h, lh], −N  l N + 1.
Further by (2.13),
sup
s
∥∥I2n(N)s ,m,n(N)s h(f, ·)
∥∥
L∞[−(N+1)h,(N+1)h] < ∞. (2.19)
Hence there exists an increasing subsequence {n(N+1)s }∞s=1 of {n(N)s }∞s=1 with n(N+1)1 >
n
(N)
1 N + 1, and there exist polynomials Pl ∈ Pm−1 such that
lim
s→∞P
(d)
n
(N+1)
s ,l
(x) = P (d)l (x), 0 d m − 1, −N  l N + 1,
uniformly in [−(N + 1)h, (N + 1)h]. Therefore, the function S(N + 1,m,x) := Pl(x),
x ∈ [−(N + 1)h, (N + 1)h], −N  l  N + 1, is a spline from S2(N+1),m[−(N + 1)h,
(N + 1)h], satisfying (2.18) for k = N + 1. This proves the statement.
Note that by (2.17) and (2.18), the sequence of splines S(k,m, ·), k = 1, . . ., satisfies
the following properties:
(i) S(k,m,x) = S(l,m,x), 1 l < k, x ∈ [−lh, lh].
(ii) S(k,m, th,r ) = f (th,r ), −k + (1 + (−1)m+1)/2  r  k, k = 1, . . . , where interpola-
tion points th,r are defined in (2.6).
Then by (2.13) and property (i), there exists the bounded spline S ∈ Sh,m whose restriction
to [−lh, lh], l = 1, . . ., coincides with S(l,m, ·). In addition, by property (ii), S interpo-
lates f at th,r , r = 0,±1, . . . . Next taking into account the uniqueness of the bounded
interpolation spline Ih,m for f ∈ C(R), we conclude that S = Ih,m.
Finally, we complete the proof of statement (a) by using the diagonal process. Let us set
nk := n(k)k , k = 1, . . . . Then for any k ∈ N, the following inclusion holds: {I2ns ,m,nsh}∞s=k ⊆{I2n(k)s ,m,n(k)s h}
∞
s=1. Hence limit relation (2.13) follows from (2.18), if we choose k :=
[M] + 1.
(b) The proof follows that of statement (a) if we firstly replace (2.19) with
sup
s
∥∥I2n(N)s ,m,n(N)s h(f, ·)
∥∥
L∞[−(N+1)h,(N+1)h] < A
(
1 + (N + 1)h)B,
which is a consequence of (2.15); secondly, we take account of the uniqueness of the even-
degree interpolation spline of polynomial growth for a function f , satisfying the conditions
of statement (b). 
A characterization of compact sequences of splines on R is given below.
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of splines S(mk, ·) ∈ Sh,mk , k = 1, . . . , satisfies the condition supk ‖S(mk, ·)‖Lp(R) < ∞,
1  p ∞, then there exist a subsequence {ks}∞s=1 and a function g0 ∈ Bπ/h such that
lims→∞ S(mks , x) = g0(x) uniformly in any compact set of R.
This proposition follows immediately from Proposition 2.1 and the following general
result:
Proposition 2.4. Let {mk}∞k=1 be an increasing sequence of natural numbers and let hk ∈
Cmk−2(R), k = 1, . . . , be a sequence of functions on R, satisfying the following conditions:
(i) supk ‖hk‖Lp(R) < ∞, 1 p ∞.
(ii) hk satisfies the Bernstein–Nikolskii type inequality∥∥h(r)k ∥∥L∞(R) Cσr‖hk‖Lp(R), 0 r mk − 2, k = 1, . . . , (2.20)
where σ and C are positive constants independent of r and k.
Then there exist a subsequence {ks}∞s=1 and a function g0 ∈ Bσ such that lims→∞ hks (x) =
g0(x) uniformly in any compact set of R.
Proof. Let k(r) := min{k: mk  r + 2}. Then conditions (i) and (ii) imply that for each
nonnegative integer r the functions h(r)k , k  k(r), are uniformly bounded and equicontin-
uous on R. Then by Arzela’s theorem [11], for a nonnegative integer r and any interval
[−n,n] there exist a subsequence {kl,r,n}∞l=1 and a function gr,n ∈ C[−n,n] such that
gr,n = liml→∞ h(r)kl,r,n uniformly in [−n,n], n = 1, . . . . Now using the diagonal process
(similarly to the proof of Proposition 2.2), it is possible to find subsequences {ks,r}∞s=1,
r = 0,1, . . . , satisfying the condition
N ⊇ {ks,0}∞s=1 ⊇ {ks,1}∞s=1 ⊇ · · · ⊇ {ks,r}∞s=1 ⊇ · · · ,
and a function gr ∈ C(R) such that gr = lims→∞ h(r)ks,r uniformly in any compact subset
of R. Therefore by the classic theorem of analysis, gr = g(r)0 . Hence g0 ∈ C∞(R), and by
properties (i) and (ii),
∥∥g(r)0 ∥∥L∞(R)  C1σ r, r = 0,1, . . . ,
where C1 is independent of r . These inequalities imply that g0 ∈ Bσ (see [30, p. 209]). 
3. Spline approximation and interpolation of entire functions of exponential type
Proposition 2.3 establishes a surprising connection between objects of seemingly dif-
ferent nature such as splines of high order and entire functions of exponential type. Ap-
proximation of functions from Bσ by splines of high order is discussed in this section.
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[22], Golitschek [9], Schoenberg [26,28], and Velikin [32–34]. In particular, it was an-
nounced in [34] (cf. [9,14, p. 200]) that for Tn−1 ∈ Tn−1 the following estimate holds:
E
(
Tn−1, S˜2n,m,L∞[0,2π]
)
 C
(
(2n − 1)/(2n + 1))m, (3.1)
where C is independent of m. However, the complete proof has never been published.
Schoenberg [25] studied splines from Sh,m of even order and showed that if g ∈ Bπ/h ∩
L2(R), then
lim
l→∞ Ih,2l (g, x) = g(x) (3.2)
uniformly in R. Extensions of this result to more general classes of functions and splines
of even order and to the multivariate case were established in [15–18,24,27,28].
In particular, Schoenberg [27,28] extended (3.2) to the class B∗ ⊂ Bπ/h ∩L∞(R) of all
functions of the form
g(x) =
π/h∫
−π/h
eixt dμ(t), (3.3)
where μ is a bounded measure with the support in [−π/h,π/h). Note that B∗ = Bπ/h ∩
L∞(R) (see an example in [8]). Approximation of functions (3.3) by Hermite interpolation
splines in the Lp(R)-metric, 1 < p ∞, was discussed by Marsden and Riemenschneider
[18]. Riemenschneider [24] showed that if 0 < σ < π/h, then for any g ∈ Bσ of polyno-
mial growth on R, (3.2) holds uniformly in any compact subset of R.
Here, we show that for any g ∈ Bσ ∩ Lp(R), where 0 < σ < π/h, a more general rela-
tion limm→∞ Ih,m(g, x) = g(x) holds in Lp(R) for p = ∞ and p = 1 with the geometric
rate of convergence. As corollaries, we prove (1.2) and extend (3.2) to some classes of
entire functions of exponential type, having polynomial growth on R.
We first prove the following result:
Proposition 3.1. Let p = ∞ or p = 1 and let g ∈ Bσ ∩ Lp(R), where 0 < σ < π/h. Then∥∥g − Ih,m(g, ·)∥∥Lp(R)  2(σh/π)m‖g‖Lp(R). (3.4)
Proof. To prove (3.4) for p = ∞ and p = 1, we shall use the following results:
sup
f∈Cm[−1/2,1/2], ‖f (m)‖L∞[−1/2,1/2]1
∥∥f − IN,m,1/2(f, ·)∥∥L∞[−1/2,1/2] = Km(πN)−m,
(3.5)
sup
f∈Cm[−1/2,1/2], ‖f (m)‖L1[−1/2,1/2]1
∥∥f − IN,m,1/2(f, ·)∥∥L1[−1/2,1/2] = Km(πN)−m,
(3.6)
where Km is defined in (2.9). Relations (3.5) and (3.6) were proved by Golitschek [10] and
Korneichuk and Ligun [13], respectively (see also [14, p. 196] and [12, Propositions 5.1.11
and 5.1.15]).
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inequality (1.5), g ∈ L∞(R). Let us set fn(y) := g(2nhy), n = 1, . . . . Then
I2n,m,1/2(fn, y) = I2n,m,nh(g, x), x = 2nhy, y ∈ [−1/2,1/2].
If g ∈ L∞(R), then using (3.5) and Bernstein inequality (1.4) for p = ∞, we have∥∥g − I2n,m,nh(g, ·)∥∥L∞[−nh,nh]
= ∥∥g − I2n,m,1/2(fn, ·)∥∥L∞[−1/2,1/2]
Km(2πn)−m
∥∥f (m)n ∥∥L∞[−1/2,1/2] Km(h/π)m
∥∥g(m)∥∥
L∞(R)
Km(σh/π)m‖g‖L∞(R). (3.7)
Next if g ∈ L1(R), then using (3.6) and Bernstein inequality (1.4) for p = 1, we obtain∥∥g − I2n,m,nh(g, ·)∥∥L1[−nh,nh]
= (2nh)∥∥g − I2n,m,1/2(fn, ·)∥∥L1[−1/2,1/2]
Km(2nh)(2πn)−m
∥∥f (m)n ∥∥L1[−1/2,1/2] Km(h/π)m
∥∥g(m)∥∥
L1(R)
Km(σh/π)m‖g‖L1(R). (3.8)
Since Km < 2, it follows from (3.7) and (3.8) that∥∥g − I2n,m,nh(g, ·)∥∥L∞[−nh,nh]  2(σh/π)m‖g‖L∞(R), g ∈ Bσ ∩ L∞(R), (3.9)∥∥g − I2n,m,nh(g, ·)∥∥L1[−nh,nh]  2(σh/π)m‖g‖L1(R), g ∈ Bσ ∩ L1(R). (3.10)
If g ∈ L∞(R), then (3.9) implies the estimate
sup
n
∥∥I2n,m,nh(g, ·)∥∥L∞[−nh,nh] < ∞. (3.11)
If g ∈ L1(R), then using (3.10) and (1.3), we have
sup
n
∥∥I2n,m,nh(g, ·)∥∥L∞[−nh,nh] = supn sup−n+1kn
∥∥I2n,m,nh(g, ·)∥∥L∞[(k−1)h,kh]
 C sup
n
∥∥I2n,m,nh(g, ·)∥∥L1[−nh,nh] < ∞, (3.12)
where C is independent of n.
It follows from (3.11) and (3.12) that the splines I2n,m,nh(g, ·), n = 1, . . . , satisfy
condition (2.13). In addition, g is a bounded and infinitely differentiable function on R.
Therefore by Proposition 2.2, there exists a sequence {nk}∞k=1 such that for f = g and any
M > 0, (2.14) holds. Next for p = ∞ or p = 1 we obtain from (3.9) and (3.10)
∥∥g − Ih,m(g, ·)∥∥Lp[−M,M]
 2(σh/π)m‖g‖Lp(R) +
∥∥Ih,m(g, ·) − I2nk,m,nkh(g, ·)∥∥Lp[−M,M]. (3.13)
Finally letting k → ∞, using (2.14), and then letting M → ∞ in (3.13), we arrive at
(3.4). 
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lim
m→∞ Ih,m(g, x) = g(x) (3.14)
uniformly in R. Examples of the functions g1(x) := sin((π/h)x) and g2(x) := cos((π/h)x)
show that (3.14) is not valid for σ = π/h, since Ih,2l (g1, ·) = Ih,2l−1(g2, ·) = 0.
Remark 3.2. Applying Proposition 3.1 for p = ∞ and h = π/n to a trigonometric poly-
nomial Tn−1 ∈ Bn−1, we have the following estimate:
E
(
Tn−1, S˜2n,m,L∞[0,2π]
)

∥∥Tn−1 − Iπ/n,m(Tn−1, ·)∥∥L∞(R)  2
(
(n − 1)/n)m‖Tn−1‖L∞(R),
which is slightly better than (3.1).
Proposition 3.1 can be extended to a more general class of functions.
Proposition 3.2. Let g ∈ Bσ and g(k) ∈ L∞(R), where 0 < σ < π/h. Then for 2m k,∥∥g − Ih,2m(g, ·)∥∥L∞(R)  2(h/π)k(σh/π)2m−k
∥∥g(k)∥∥
L∞(R). (3.15)
Proof. The proof follows that of Proposition 3.1. We first note that by the Taylor formula∣∣g(x)∣∣C(g, k)(1 + |x|)k. (3.16)
Next setting fn(y) := g(2nhy), we have from (3.5) and (1.4)∥∥g − I2n,2m,nh(g, ·)∥∥L∞[−nh,nh]  2(h/π)k(σh/π)2m−k
∥∥g(k)∥∥
L∞(R). (3.17)
Further, it follows from (3.16) and (3.17) that for x ∈ [−nh,nh], |I2n,2m,nh(g, x)| 
C(1 + |x|)k, where C is independent of x, n, and m. Therefore the splines I2n,2m,nh(g, ·),
n = 1, . . . , satisfy condition (2.15) for B = k. Then by Proposition 2.2(b), there exists a
sequence {nk}∞k=1 such that for f = g and any M > 0, relation (2.16) holds. Finally, (3.15)
follows from (3.17) and (2.16) similarly to the proof of Proposition 3.1. 
Next we discuss spline approximation of entire functions of exponential type in Lp(R),
1 p ∞.
Proposition 3.3. If g ∈ Bσ ∩ Lp(R), where 0 < σ < π/h and 1 p ∞, then
lim
m→∞E
(
g,Sh,m,Lp(R)
)= 0. (3.18)
Proof. If p = ∞ or p = 1, then (3.18) follows from Proposition 3.1. Assume that
p ∈ (1,∞), σ ∈ (0,π/h) and g ∈ Bσ ∩ Lp(R). Let us consider the function gε(x) :=
g(x)(sin2 εx)/(εx)2, where σ < σ + 2ε < π/h. Then gε ∈ Bσ+2ε ∩ L1(R) with
‖gε‖L1(R) C(p)ε−(p−1)/p‖g‖Lp(R). (3.19)
In addition, by Nikolskii inequality (1.5), gε ∈ L∞(R) with
‖gε‖L∞(R)  ‖g‖L∞(R)  C1(p)σ 1/p‖g‖Lp(R). (3.20)
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E
(
gε, Sh,m,Lp(R)
)

∥∥gε − Ih,m(gε, ·)∥∥Lp(R)

∥∥gε − Ih,m(gε, ·)∥∥1/pL1(R)
∥∥gε − Ih,m(gε, ·)∥∥1−1/pL∞(R)
 C2(p,σ )ε−(p−1)/p
2(
(σ + 2ε)h/π)m‖g‖Lp(R). (3.21)
Further for any A > 0,
‖g − gε‖pLp(R) =
∫
|x|A
|g − gε|p dx +
∫
|x|>A
|g − gε|p dx = J1 + J2. (3.22)
Taking account of the elementary inequalities
1 − ( sin2 y)/y2  2(1 − siny/y) y2/3, y > 0,
we have
J1  max|x|A
(
1 − (sin2 εx)/(εx)2)p‖g‖p
Lp(R) 
(
C3A
2ε2
)p‖g‖p
Lp(R), (3.23)
where C3  1/3.
Furthermore,
J2 
∫
|x|>A
∣∣g(x)∣∣p dx. (3.24)
Choosing now A := ε−1/2, we get from (3.22), (3.23), and (3.24)
‖g − gε‖Lp(R)  C4
(
εp‖g‖p
Lp(R) +
∫
|x|>ε−1/2
∣∣g(x)∣∣p dx
)1/p
, (3.25)
where C4 is an absolute constant.
Finally setting ε := m−1 for large enough m, we obtain from (3.21) and (3.25)
E
(
g,Sh,m,Lp(R)
)
 ‖g − gε‖Lp(R) + E
(
gε, Sh,m,Lp(R)
)
 C(m,σ,p,g),
where limm→∞ C(m,σ,p,g) = 0. This proves the proposition. 
4. Limit theorems of spline approximation
Limit theorems in univariate and multivariate approximation theory serve as special
bridges between different approximation methods, basically between the errors of approx-
imation by entire functions of exponential type and by algebraic or trigonometric polyno-
mials. These results have proved to be useful in solving various problems of approximation
theory, such as Bernstein–Nikolskii inequalities, Jackson-type theorems, sharp constants,
approximation of individual functions, properties of the approximation errors, and oth-
ers [7]. Limit theorems were initiated by Bernstein in the 1940s and have been developed
by the author since the 1980s, see survey [7] for references and discussions.
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example, he showed that if f is a 2π -periodic function from Lp([0,2π], 1 p ∞, then
lim
m→∞E
(
f, S˜2n,m,Lp[0,2π]
)= E(f,Tn−1,Lp[0,2π]). (4.1)
Note that for f ∈ Tn−1, (4.1) is reduced to the relation limm→∞ E(f, S˜2n,m,Lp[0,2π]) = 0,
which follows from (3.1). The author [6] developed a general approach to limit theorems,
which spreads all over known limit theorems, including (4.1). Applications of (4.1) to best
constants of periodic approximation were discussed in [32,33,35].
However, non-periodic analogues of (4.1) are unknown. Here we prove limit theorems
like (4.1) for non-periodic functions defined on the whole real axis. Note that the proof of
upper estimates uses the approximation results from Section 3, while the proof of lower
estimates is based on the properties of splines discussed in Section 2. Let us denote
E
(
f,Bσ−,Lp(R)
) := inf
0<τ<σ
E
(
f,Bτ ,Lp(R)
)
, σ > 0, 1 p ∞.
Theorem 4.1.
(a) If f ∈ L∞(R), then for h > 0,
E
(
f,Bπ/h,L∞(R)
)
 lim inf
m→∞ E
(
f,Sh,m,L∞(R)
)
 lim sup
m→∞
E
(
f,Sh,m,L∞(R)
)
E
(
f,B(π/h)−,L∞(R)
)
. (4.2)
(b) If f ∈ Lp(R), 1 p < ∞, then for h > 0,
lim
m→∞E
(
f,Sh,m,Lp(R)
)= E(f,Bπ/h,Lp(R)). (4.3)
Proof. Let f ∈ Lp(R), 1  p ∞. Then for any ε ∈ (0,π/h) there exists a function
g ∈ Bπ/h−ε ∩ Lp(R) such that E(f,Bπ/h−ε,Lp(R)) = ‖f − g‖Lp(R) (see [30, pp. 46,
51]). Further,
lim sup
m→∞
E
(
f,Sh,m,Lp(R)
)
 lim sup
m→∞
E
(
f − g,Sh,m,Lp(R)
)+ lim sup
m→∞
E
(
g,Sh,m,Lp(R)
)
E
(
f,Bπ/h−ε,Lp(R)
)+ lim sup
m→∞
E
(
g,Sh,m,Lp(R)
)
. (4.4)
By Proposition 3.3,
lim
m→∞E
(
g,Sh,m,Lp(R)
)= 0. (4.5)
Then letting ε → 0+, we obtain from (4.4) and (4.5),
lim supE
(
f,Sh,m,Lp(R)
)
E
(
f,B(π/h)−,Lp(R)
)
.m→∞
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p. 232], [7], we arrive at the following upper estimate:
lim sup
m→∞
E
(
f,Sh,m,Lp(R)
)

{
E(f,B(π/h)−,L∞(R)), p = ∞,
E(f,Bπ/h,Lp(R)), 1 p < ∞. (4.6)
Next we prove the lower estimate:
lim inf
m→∞ E
(
f,Sh,m,Lp(R)
)
E
(
f,Bπ/h,Lp(R)
)
, 1 p ∞. (4.7)
Let ε ∈ (0,1/2) and let S(m, ·) ∈ Sh,m be a spline of ε-best approximation to f , i.e.,
E
(
f,Sh,m,Lp(R)
)
 (1 − ε)∥∥f − S(m, ·)∥∥
Lp(R), m = 1, . . . . (4.8)
This implies the estimate∥∥S(m, ·)∥∥
Lp(R)  3‖f ‖Lp(R), m = 1, . . . . (4.9)
Next we choose a sequence {mk}∞k=1 that satisfies the condition
lim inf
m→∞
∥∥f − S(m, ·)∥∥
Lp(R) = limk→∞
∥∥f − S(mk, ·)∥∥Lp(R). (4.10)
It follows from (4.9) that the sequence of splines {S(mk, ·)}∞k=1 is bounded in Lp(R).
Therefore by Proposition 2.3, there exist a sequence {ks}∞s=1 and a function g ∈ Bπ/h such
that lims→∞ S(mks , x) = g(x) uniformly in any compact set of R. Hence for any M > 0,
lim
k→∞
∥∥f − S(mk, ·)∥∥Lp(R) = lims→∞
∥∥f − S(mks , ·)∥∥Lp(R)
 ‖f − g‖Lp[−M,M] − lims→∞
∥∥g − S(mks , ·)∥∥Lp[−M,M]
= ‖f − g‖Lp[−M,M]. (4.11)
Further combining (4.8), (4.10), and (4.11), we have
lim inf
m→∞ E
(
f,Sh,m,Lp(R)
)
 (1 − ε)‖f − g‖Lp[−M,M]. (4.12)
Finally letting M → ∞ and then ε → 0+ in (4.12), we get
lim inf
m→∞ E
(
f,Sh,m,Lp(R)
)
 ‖f − g‖Lp(R) E
(
f,Bπ/h,Lp(R)
)
.
This establishes (4.7). Then (4.2) and (4.3) follow from (4.6) and (4.7). 
The next theorem extends relations (4.2) for even m to a more general situation.
Theorem 4.2. Let f ∈ Ck−1(R) and f (k) ∈ L∞(R), k  0. Then E(f,Bσ ,L∞(R)) < ∞
for any σ > 0 and the following relations hold:
E
(
f,Bπ/h,L∞(R)
)
 lim inf
m→∞ E
(
f,Sh,2m,L∞(R)
)
 lim sup
m→∞
E
(
f,Sh,2m,L∞(R)
)
E
(
f,B(π/h)−,L∞(R)
)
.
Proof. We first prove that for any σ > 0 there exists g ∈ Bσ satisfying the following
Jackson-type properties:
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(b) g(k) ∈ L∞(R).
Note that by the Taylor formula,∣∣f (x)∣∣ C(f, k)(1 + |x|)k. (4.13)
Let N > k/2 + 1 be a natural number and Qσ,N(t) := C[t−1 sin(σ t/2N)]2N a positive
kernel satisfying
∫
R Qσ,N(t) dt = 1. We consider a Korovkin-type operator
g(x) = g(f,σ, x) :=
∫
R
Qσ,N(t)
k∑
ν=1
(−1)ν−1
(
k
ν
)
f (x + νt) dt
=
∫
R
Gσ (x − t)f (t) dt =
∫
R
Gσ (t)f (x − t) dt, (4.14)
where Gσ (u) := ∑kν=1(−1)ν−1 1ν (kν)Qσ,N(uν ). A similar operator was introduced in [30,
p. 258]. It follows from (4.13) and (4.14) that g ∈ Bσ (see [30, p. 258]). In addition,
g(k)(x) = ∫R G(t)f (k)(x − t) dt whence it follows that g(k) ∈ L∞(R).
Next for any fixed t ∈ R, the function Δkt f (x) :=
∑k
ν=0(−1)ν
(
k
ν
)
f (x + νt) belongs to
L∞(R) since
Δkt f (x) =
t∫
0
· · ·
t∫
0
f (k)(x + t1 + · · · + tk) dt1 . . . dtk. (4.15)
Further by the standard argument (see [30, pp. 258, 259]), we have
‖f − g‖L∞(R) 
∫
R
Qσ,N(t)
∥∥Δkt f (·)∥∥L∞(R) dt

∫
R
Qσ,N(t)ωk(f, t) dt  C(k)ωk
(
f,σ−1
)
,
where ωk(f, t) := sup|u|t ‖Δkuf (·)‖L∞(R) is the modulus of smoothness of f . Since
(4.15) implies that ωk(f, t)  tk‖f (k)‖L∞(R), we get ‖f − g‖L∞(R) < ∞. Thus g satis-
fies properties (a) and (b).
In particular, property (a) implies that E(f,Bσ ,Lp(R)) < ∞. Further we choose σ ∈
(0,π/h) and apply Proposition 3.2. Since by property (b), g(k) ∈ L∞(R), we obtain from
(3.15)
lim
m→∞E
(
g,Sh,2m,L∞(R)
)= 0. (4.16)
Furthermore, we apply Theorem 4.1(a) to the function f − g ∈ L∞(R). It follows from
(4.2) and (4.16) that
E
(
f,Bπ/h,L∞(R)
)= E(f − g,Bπ/h,L∞(R)) lim infE(f − g,Sh,2m,L∞(R))
m→∞
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m→∞ E
(
f,Sh,2m,L∞(R)
)+ lim
m→∞E
(
g,Sh,2m,L∞(R)
)
= lim inf
m→∞ E
(
f,Sh,2m,L∞(R)
)
 lim sup
m→∞
E
(
f,Sh,2m,L∞(R)
)
 lim sup
m→∞
E
(
f − g,Sh,2m,L∞(R)
)
+ lim sup
m→∞
E
(
g,Sh,2m,L∞(R)
)
E
(
f − g,B(π/h)−,L∞(R)
)= E(f,B(π/h)−,L∞(R)).
Thus Theorem 4.2 is established. 
Remark 4.1. If
E
(
f,Bπ/h,L∞(R)
)= E(f,B(π/h)−,L∞(R)) (4.17)
and f satisfies the conditions of Theorems 4.1 and 4.2, then (4.2) implies that (4.3) holds
for p = ∞ as well. It is known [30, p. 49] that for f (x) := cosx and h = π ,
0 = E(f,Bπ/h,L∞(R))< E(f,B(π/h)−,L∞(R))= 1.
This example shows that (4.17) does not hold for some h and some functions f . However,
if E(f,Bτ ,L∞(R)) < ∞, τ > 0 and limt→1 supx∈R |f (tx) − f (x)| = 0, then for all h ∈
(0,π/τ), (4.17) is valid (see [1, p. 232]).
5. An example
Here, we apply Theorem 4.2 to approximation of the function fk(x) := |x|k , where k is
a positive odd integer.
The celebrated result of Bernstein [2] in particular states that there exists the constant
Bk such that
lim
n→∞n
kE
(
fk,Pn,L∞[−1,1]
)= (π/h)kE(fk,Bπ/h,L∞(R))= Bk. (5.1)
The problem of finding Bk is still open. Varga and Carpenter [31] computed B1 =
0.2801 . . . A new representation for Bk through the errors of spline approximation of fk is
given below.
Corollary 5.1. The following relations hold:
lim
m→∞E
(
fk, Sh,2m,L∞(R)
)= E(fk,Bπ/h,L∞(R))= (h/π)kBk. (5.2)
Proof. Since f (k)k ∈ L∞(R), we can apply Theorem 4.2 for f = fk . Therefore for any
σ > 0, E(fk,Bσ ,L∞(R)) < ∞. Incidentally, this fact follows from (5.1) as well. Next,
lim
τ→1−E
(
fk,Bτσ ,L∞(R)
)= lim
τ→1− τ
−kE
(
fk,Bσ ,L∞(R)
)= E(fk,Bσ ,L∞(R)).
Therefore for any σ > 0, E(fk,Bσ ,L∞(R)) = E(fk,Bσ−,L∞(R)). Thus (5.2) follows
immediately from Theorem 4.2. 
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