Abstract. In this paper, by using some analytic techniques, several sufficient conditions are given to ensure the passivity of continuous-time recurrent neural networks with delays. The passivity conditions are presented in terms of some negative semi-definite matrices. They are easily verifiable and easier to check computing with some conditions in terms of complicated linear matrix inequality.
1. Introduction. The notion of "passivity" of input-output systems, motivated by the dissipation of energy across resistors in an electric circuits, has been widely used to analyze stability of a general class of interconnected nonlinear systems. Beginning in the early 1970's, passivity was also studied for state-space representations of nonlinear systems, allowing for a more geometric interpretation of notions such as available, stored, and dissipated energy in terms of Lyapunov functions.
Passivity and dissipativity have long being important tools in nonlinear systems analysis and control design. In [11] , connections between dissipativity and the dynamic operability of nonlinear processes are explored. In [2] , a physical interpretation as a scaling of the motor inertia is given, which allows to incorporate the torque feedback into a passivity-based analysis. In [9] , the problems of passivity and passification of a class of linear time-delay systems are investigated. A new state-transformation is developed to exhibit the delay-dependence. As in many dynamical systems, it is well known that delays may result in instability. So, to study delayed dynamical systems, one must address the problem of how to remove this destabilizing effect [3] , [5] , [16] .
Passive systems, like linear circuits containing only positive resistors, are stable. However, there are many engineering systems (e.g., high-performance aircraft or even some more exotic circuits) which are even designed to be unstable for some 284 ZHIGANG ZENG AND TINGWEN HUANG range of initial conditions in order to take advantages of improved performance for other ranges of initial data. Such systems provide examples of the desirability of using feedback to stabilize unstable systems. It is well-known that passive systems are very easy to control. The lack of passivity of a nonpassive process can be quantified by using an input feedforward passivity (IFP) or an output feedback passivity (OFP) index, which measures how much feedforward/feedback is required to render the process passive [13] .
The passivity approach may deal with poorly defined nonlinear systems, usually by means of sector bounds, and offers elegant solutions for the proof of absolute stability. It can lead to the general conclusions about stability using only inputoutput characteristics. The passivity properties of static multilayer neural networks are examined in [1] . By means of analyzing the interconnection of error models, the study derived the relationship between passivity and closed-loop stability. The buds of some recurrent neural network models may be traced back to the nonlinear difference-differential equations in learning theory or prediction theory. The continuous-time Hopfield neural network was proposed and applied for optimization, associative memories, pattern classification, image processing, etc [14] , [15] . The passivity technique can also be applied to dynamic neural networks. Passivity properties of dynamic neural networks may be found in [17] . This technique is also extended to the neuro identifier in the single-layer case [18] . In [19] , dynamic multilayer neural networks are used for nonlinear system on-line identification. The passivity approach is applied to access several stability properties of the neuro identifier. In [12] , the identification problem for time-delay nonlinear system is discussed. A delayed dynamic neural network was used to do on-line identification.
The passivity conditions for delayed neural networks (DNNs) are considered in [4] , where the passivity conditions for DNNs without uncertainties were derived, and then extend the results to the case with time-varying parametric uncertainties. The passivity conditions for DNNs with uncertainties are considered in [10] . The passivity for integro-differential neural networks with time-varying delays is discussed in [7] . However, these passivity conditions for DNNs are a bit complicated, though they can be solved by using various convex optimization algorithms. In [6] , the global dissipativity of a general class of continuous-time recurrent neural networks are addressed. In this paper, by using some analytic techniques, several sufficient conditions are given to ensure the passivity of continuous-time recurrent neural networks with delays. The easily verified passivity conditions are presented in terms of a negative semi-definite matrix. We do not need to solve some complicated linear matrix inequality when we verify the conditions. The remaining part of this paper consists of three sections. Section 2 describes some preliminaries. By using some negative semi-definite matrices, we get some sufficient conditions on passivity of continuous-time recurrent neural networks with delays in Section 3. Finally, we make the conclusions in Section 4.
Preliminaries. Consider continuous-time recurrent neural networks with delays
is the state of the ith neuron,
n×n are the connection weight matrices that are not assumed to be symmetric, and
T is the activation function. In this paper, we always assume that the function f (·) belong to the following set:
where i (i ∈ {1, 2, · · · , n}) is a constant. Denote I as an n-dimensional identity matrix. Let
There are some different definitions of passivity. A less restrictive definition of passivity is given by [8] .
for all t p ≥ 0 and all solutions of (1) with initial conditions ϕ(s),
3. Sufficient conditions on passivity. In this section, three functionals are constructed to derive novel delay-independent passivity criterion for neural network (1). By using some novel techniques, new delay-independent passivity conditions are developed the following theorem.
where m ∈ {1, 2, · · · , n}. If there exist constants α i > 0, β i > 0, i = 1, 2, · · · , n, and γ ≥ 0, such that the matrix Q 1 is negative semidefinite, then neural network (1) is passive, where
4β n a nn δ n 2 n ;
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Proof. We employ the functional as follows:
Computing the derivative of V (x(t), t) along the trajectory of neural network (1), we have
i.e.,
By integrating (5) with respect to t over the time period [0,
For x 0 = 0, we have V (x(t 0 ), t 0 ) = 0. Hence, according to Definition 2.1, (1) is passive.
Theorem 3.2. If there exist constants α i > 0, β i > 0 (i = 1, 2, · · · , n), and γ ≥ 0, such that the matrix Q 2 is negative semi-definite, then neural network (1) is passive, where
n×n;
Proof. We construct the functional:
Computing the derivative of V (x(t), t) along the trajectory of neural network (1), we have dV (x(t), t) dt
By integrating (9) with respect to t over the time period [0, t p ],
Theorem 3.3. If there exist constants α i > 0 (i = 1, 2, · · · , n), and γ ≥ 0, such that the matrix Q 3 is negative semi-definite, then neural network (1) is passive, where
Proof. We employ the following functional:
dV (x(t), t) dt | (1) −2y T (t)u(t) − γu T (t)u(t) ≤ 0.
By integrating (11) with respect to t over the time period [0, t p ], 
4. Concluding remarks. This paper presents three sufficient conditions on passivity for continuous-time recurrent neural networks with multiple discrete delays. The passivity conditions are presented in terms of some negative semi-definite matrices. These conditions are very easy to be verified, and useful to analyze and characterize the passivity of the neural networks. Further investigations are aiming at the passivity analysis of continuous-time recurrent neural networks with timevarying delays.
