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ВІДНОСНА ЧЕБИШОВСЬКА ТОЧКА СИСТЕМИ 
ОБМЕЖЕНИХ ЗАМКНЕНИХ МНОЖИН,  
ЯКІ НЕПЕРЕРВНО ЗМІНЮЮТЬСЯ  
For the problem of finding a relative Chebyshev point of a system of continuously varying (in the sense of the 
Hausdorff metric) bounded closed sets of a normed space linear over the field of complex numbers, we estab-
lish some existence and uniqueness theorems, necessary and sufficient conditions, and criteria for a relative 
Chebyshev point and describe properties of the extremal functional and the extremal operator. 
Для задачи отыскания относительной чебишевской точки системы ограниченных замкнутых множеств 
линейного над полем комплексных чисел нормированного пространства, которые непрерывно меняются 
в понимании метрики Хаусдорфа, установлены некоторые теоремы существования, единственности, 
необходимые, достаточные условия и критерии относительной чебышевской точки, свойства экстре-
мального функционала и экстремального оператора. 
1.  Постановка задачі.  Нехай  X  — лінійний над полем комплексних чисел нор-
мований простір.  Для множини  F   та елемента  g   цього простору покладемо  
EF (g) = infy!F g " y .  Величину  EF (g)   називають найкращим наближенням 
елемента  g   множиною  F   або відстанню від цього елемента до множини  F   
(див., наприклад, [1, с. 11]).  Будемо позначати через  B(X) O(X)( )   сукупність до-
вільних (опуклих) обмежених замкнених множин простору  X ,  через  H (A, B)  = 
= max supx!A EB (x), supy!B EA (y){ }   хаусдорфову відстань між множинами  A ,  
B   із  B(X) .  Нехай, крім того,  S  — компакт,  C S, B(X)( )   C S,O(X)( )( )  — 
множина багатозначних відображень компакта  S   у  X   таких, що для кожного  
s !S   a(s) = Bs !B(X)   a(s) = Os !O(X)( )   і вони є неперервними на  S   віднос-
но метрики Хаусдорфа на  B(X) ,  a !C S, B(X)( ) .  Поставимо задачу відшукання 
величини 
 !a* (V ) = inf
g"V
sup
s"S
Ea(s) (g) = inf
g"V
sup
s"S
inf
y"a(s)
g # y , (1.1) 
де  V  — фіксована множина простору  X .   
Якщо існує елемент  g* !V   такий, що  !a* (V ) = sups"S Ea(s) (g*) ,  то будемо 
називати його чебишовською точкою відносно множини  V   (у множині  V )   
системи  a(s), s !S{ }   обмежених замкнених множин простору  X ,  які 
неперервно змінюються щодо хаусдорфової відстані на  B(X) ,  або екстремальним 
елементом для величини (1.1). 
Якщо у задачі відшукання величини (1.1)  V = X   і для  g* !X  
 sup
s!S
Ea(s) (g
*) = sup
s!S
inf
y!a(s)
g
*
" y = inf
g!X
sup
s!S
inf
y!a(s)
g " y , 
то  g*   називають чебишовською точкою системи  a(s), s !S{ } .   
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Якщо  S   є компактом простору  X ,  а  a(s) = s   для всіх  s !S ,  то зада-
ча (1.1) стає задачею про чебишовський центр компакта  S   простору  X   відносно 
множини  V   (у множині  V )  цього простору, тобто задачею відшукання вели-
чини  
 inf
g!V
max
s!S
g " s .   (1.2) 
У випадку задачі відшукання величини (1.2) елемент  g* !V   називають чеби-
шовським центром компакта  S   у множині  V ,  якщо 
 max
s!S
g
*
" s = inf
g!V
max
s!S
g " s . 
Якщо в задачі відшукання величини (1.2)  V = X ,  то елемент  g* !X ,  для 
якого виконується рівність  maxs!S g* " s = infs!S maxs!S g " s ,  називають че-
бишовським центром компакта  S .   
Якщо питанням дослідження задачі про чебишовський центр присвячено низку 
праць (див., наприклад, [2 – 5]), то лише в небагатьох працях розглядаються питан-
ня дослідження задачі відшукання чебишовської точки.  Так, у праці [6] побудова-
но алгоритм відшукання чебишовської точки скінченної кількості гіперплощин 
простору  Rn ,  у праці [7] розглянуто питання існування і відшукання чебишов-
ської точки системи гіперплощин лінійного нормованого простору, у [8] отримано 
деякі результати щодо існування і єдиності чебишовської точки системи множин. 
Твердження 1.1.  Для будь-яких  a !C S, B(X)( ) ,  g !X   функція  Ea(s) (g)  = 
= infy!a(s) g " y ,  s !S ,  є неперервною по  s   на  S .   
З твердження 1.1 випливає, що задачу відшукання величини (1.1) можна запи-
сати у еквівалентній формі 
 !a* (V ) = inf
g"V
max
s"S
Ea(s) (g) = inf
g"V
max
s"S
inf
y"a(s)
g # y . (1.3) 
2.  Теореми існування відносної чебишовської точки системи множин.  Для 
кожного  a !C S, B(X)( ) ,  g !X   позначимо  !a (g)  = maxs!S Ea(s) (g)  = 
= maxs!S infy!a(s) g " y .   
Твердження 2.1.  Нехай  a !C S, B(X)( ) .  Тоді функція  !a (g) ,  g !X ,  є 
неперервною по  g   на  X .  Якщо  a !C S,O(X)( ) ,  то ця функція є, крім того, 
опуклою на  X .   
Твердження 2.2.  Нехай  a !C S, B(X)( ) ,  g !X .  Тоді функція  !ga (s)   = 
= supy!a(s) g " y ,  s !S ,  є неперервною по  s   на  S .   
Теорема 2.1.  Якщо  a !C S, B(X)( ) ,  а  V  — замкнена локально компактна 
множина простору  X ,  то чебишовська точка системи  a(s), s !S{ }   у  V   
існує. 
Наслідок 2.1.  Якщо  a !C S, B(X)( ) ,  а  V  — скінченновимірний підпростір 
простору  X ,  то чебишовська точка системи  a(s), s !S{ }   у  V   існує. 
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Нехай  C(S, X)  — лінійний над полем дійсних чисел нормований простір одно-
значних відображень компакта  S   в  X ,  неперервних на  S ,  з нормою  g  = 
= maxs!S g(s) .   
Теорема 2.2.  Якщо  X  — банахів простір, в якому для довільних  x ,  y   має 
місце ,,нерівність паралелограма” вигляду 
 2 x 2 + 2 y 2 ! x + y 2 " c x ! y 2 , (2.1) 
де  c > 0 ,  a !C(S, X)   і  V  — замкнена опукла множина простору  X ,  то чеби-
шовська точка системи  a(s), s !S{ }   у множині  V   існує і єдина. 
Доведення.  За умов теореми задача відшукання величини (1.3) набере вигляду 
 !a* (V ) = inf
g"V
max
s"S
g # a(s) . 
Для будь-якого натурального  n   існує елемент  gn !V   такий, що  
 !a* (V ) " max
s#S
gn $ a(s) < !a
* (V ) +
1
n
. (2.2) 
Оскільки  gm ,  gn !V   для всіх натуральних  m   і  n ,  а  V  — опукла мно-
жина, то  gm + gn
2
  належить  V .  Нехай 
 max
s!S
gm + gn
2
" a(s) =
gm + gn
2
" a s(m,n)( ) ,    s(m,n) !S . 
Використаємо далі ,,нерівність паралелограма” (2.1), поклавши в ній  x  = gm  – 
– a s(m,n)( ) ,  y = gn ! a s(m,n)( ) .  Згідно з цією нерівністю 
 2 gm ! a s(m,n)( )
2  + 2 gn ! a s(m,n)( )
2  – 
 – gm + gn ! 2a s(m,n)( )
2   ≥  c gm ! gn 2 .   (2.3) 
Оскільки  gm + gn
2
!V ,  то 
 gm + gn ! 2a s(m,n)( )
2   =  4 gm + gn
2
! a s(m,n)( )
2
  = 
 =  4 max
s!S
gm + gn
2
" a(s)#
$%
&
'(
2
  ≥  4 !a* (V )( )
2 .   
Звідси та з нерівностей (2.2), (2.3) випливає, що 
c gm ! gn
2
" 2 max
s#S
gm ! a s( )( )
2
+ 2 max
s#S
gn ! a s( )( )
2
! 4 $a
*
V( )( )
2   < 
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 <  2 !a* (V ) +
1
m
"
#$
%
&'
2
+ 2 !a
*
(V ) +
1
n
"
#$
%
&'
2
( 4 !a
*
(V )( )
2   = 
 =  4!a* (V )
1
m
+
1
n
"
#$
%
&'
+
2
m
2
+
2
n
2
.   
Тому  gm ! gn "
1
c
4#a
*
V( )
1
m
+
1
n
$
%&
'
()
+
2
m
2
+
2
n
2
$
%&
'
()
$
%&
'
()
1/2
.   
Врахувавши, що права частина останньої нерівності прямує до нуля при  
m! " ,  n! " , робимо висновок, що  limm!"
n!"
gm # gn = 0 .  Це означає, що 
послідовність  gn{ }n=1
!   є фундаментальною послідовністю простору  X .  Внас-
лідок повноти цього простору існує  limn!" gn = g* .  Оскільки  V  — замкнена 
множина і  gn !V ,  n = 1, 2, ...,  то  g* !V .   
З урахуванням неперервності по  g   функції  g !X" maxs!S g # a(s)   (див. 
твердження 2.1) звідси з урахуванням нерівності (2.2) одержимо 
 lim
n!"
max
s#S
gn $ a(s) = max
s#S
g* $ a(s) = %a
* (V ) . 
Це й означає, що  g*   є чебишовською точкою системи  a(s), s !S{ }   у множи-
ні  V .   
Переконаємось у єдиності цієї точки.  Нехай  g   також є чебишовською точ-
кою у множині  V   системи  a(s), s !S{ }   і 
 max
s!S
g* + g
2
" a(s) =
g* + g
2
" a s
(g*,g )( ) ,    s(g*,g ) !S . (2.4) 
Поклавши в нерівності (2.1)  x = g* ! a s
(g*,g )( ) ,  y = g ! a s(g*,g )( ) ,  отримаємо 
 2 g* ! a s
(g*,g )( )
2
+ 2 g ! a s
(g*,g )( )
2
  – 
 –  g* + g ! 2a s
(g*,g )( )
2
" c g* ! g
2 .   (2.5) 
Використавши (2.4), (2.5), одержимо 
 0 ! g* " g   ≤ 
 ≤  1
c
2 g* ! a s
(g*,g )( )
2
+ 2 g ! a s
(g*,g )( )
2
! 4 "a* V( )( )
2#
$%
&
'(
#
$%
&
'(
1/2
  ≤ 
 ≤  1
c
2 max
s!S
g* " a(s)( )
2
+ 2 max
s!S
g " a(s)( )
2
" 4 #a* (V )( )
2$
%&
'
()
$
%&
'
()
1/2
  = 
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 =  1
c
4 !a* (V )( )
2
" 4 !a* (V )( )
2#
$
%
&
#
$'
%
&(
1/2
= 0 .   
Отже,  g* ! g = 0 .  Тому  g = g* .   
Теорему доведено. 
Теорема 2.3.  Якщо  a !C S,O(X)( ) ,  а  V  — слабко компактна множина 
простору  X ,  то чебишовська точка системи  a(s), s !S{ }   у множині  V   
існує. 
Доведення.  Нехай  gm{ }m=1
!  — екстремальна послідовність для величи-
ни (1.3).  Оскільки  V   є слабко компактною множиною простору  X ,  то існує 
підпослідовність  gmk{ }k=1
!   послідовності  gm{ }m=1
! ,  яка слабко збігається до  
g* !V   (див., наприклад, [10, с. 9]).  Переконаємося, що  
 !a (g*) = max
s"S
inf
y"a(s)
g* # y = $a
* (V ) .   (2.6) 
Припустимо, що  !a (g*) > "a* (V ) .  Тоді існує  ! > 0   таке, що  
 !a (g*) > "a* (V ) + # .   (2.7) 
Розглянемо множину 
 M = g : g !X, "a (g) # $a* (V ) + %{ } .  
Згідно з твердженням 2.1 функція  !a (g) ,  g !X ,  є опуклою та неперервною 
на  X .  Тому  M   є опуклою та замкненою множиною простору  X .  Згідно з (2.7)  
g* !M .   
За теоремою про відокремлення замкненої опуклої множини і точки (див., на-
приклад, [5, с. 31]) існують ненульовий функціонал  f !X*   та число  c   такі, що 
 Re f (g*) > c > Re f (g) ,    g !M . (2.8) 
Маємо  limk!" #a (gmk )  = limk!" maxs#S infy#a(s) gmk $ y  = !a* (V ) .   
Звідси випливає, що існує номер  k0   такий, що  gmk !M   для всіх  k ! k0 .  
Тоді з (2.8) отримуємо 
 Re f (g*) > c > Re f (g mk ) ,    k ! k0 . (2.9) 
Оскільки  gmk
sl.
k!"
# !### g* ,  то  limk!" Re f (g mk ) = Re f (g*) .  Тому з (2.9) 
маємо  Re f (g*) > c ! Re f (g*) .  Одержана суперечність доводить, що має місце 
рівність (2.6).  Це означає, що  g*   є чебишовською точкою у  V   для системи  
a(s), s !S{ } .   
Теорему доведено.   
сл. 
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3.  Метричний простір  C S, B(X)( ) .   
Твердження 3.1.  Нехай  a1 , a2 !C S, B(X)( ) .  Тоді функція 
 H a1(s), a2 (s)( ) = max sup
x!a1(s)
Ea2 (s) (x), sup
y!a2 (s)
Ea1(s) (y)
"
#
$
%
&
'
,    s !S , 
є неперервною по  s   на  S .   
З огляду на це твердження для будь-яких  a1 , a2 !C S, B(X)( )   покладемо 
 !(a1, a2 ) = max
s"S
H a1(s), a2 (s)( ) .   
Можна переконатися, що величина  !(a1, a2 ) ,  a1 , a2 !C S, B(X)( ) ,  задає 
метрику на  C S, B(X)( ) .  Відповідний метричний простір позначимо через  
C S, B(X)( ) , !( ) .   
4.  Властивості екстремального функціонала та екстремального оператора.  
При фіксованій множині  V   величина (1.3) задає на  C S, B(X)( )   функціонал, 
який кожному  a !C S, B(X)( )   ставить у відповідність число  !a* (V ) .  Назвемо 
його екстремальним функціоналом. 
Теорема 4.1.  Для будь-якої множини  V   екстремальний функціонал  !a* (V ) ,  
a !C S, B(X)( ) ,  є неперервним по  a   на метричному просторі  C S, B(X)( ), !( ) .   
Якщо  V  — підпростір, то функціонал  !a* (V ) ,  a !C S, B(X)( ) ,  є напівади-
тивним і додатно однорідним, тобто  
 !a1+a2* (V ) " !a1* (V ) + !a2* (V ) ,    a1 , a2 !C S, B(X)( ) ,   
 !"a* (V ) = " !a* (V ) ,      a !C S, B(X)( ) ,    ! "R .   
Нехай тепер  V   є множиною існування і єдиності екстремального елемента 
для величини (1.3).  Розглянемо деякі властивості оператора  P ,  який кожному  
a !C S, B(X)( )   ставить у відповідність екстремальний елемент  Pa   для величи-
ни (1.3), тобто 
 !a* (V ) = max
s"S
inf
y"a(s)
Pa # y . 
Оператор  P   будемо називати екстремальним оператором для задачі відшукан-
ня відносної чебишовської точки системи  a(s), s !S{ } .   
Твердження 4.1.  Нехай  g1 , g2 !X ,  a1 , a2 !C S, B(X)( ) .  Має місце спів-
відношення  
 max
s!S
inf
y!a1(s)
g1 " y " max
s!S
inf
y!a2 (s)
g2 " y # g1 " g2 + $(a1, a2 ) . (4.1) 
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Теорема 4.2.  Якщо  V  — підпростір простору  X ,  який є множиною 
існування і єдності екстремального елемента для величини (1.3), то екстремаль-
ний оператор  P   для задачі відшукання відносної чебишовської точки є однорід-
ним.  Якщо, крім того, підпростір  V   скінченновимірний, то оператор  P   є не-
перервним. 
Доведення.  Нехай  a !C S, B(X)( ) ,  ! "R .  Використавши теорему 4.1, 
одержимо  
 max
s!S
inf
y!"a(s)
"Pa # y   =  max
s!S
inf
y1!a(s)
"Pa # "y1   =  ! max
s"S
inf
y1"a(s)
Pa # y1   = 
 =  ! "a* (V ) = "!a* (V ) = max
s#S
inf
y#!a(s)
P!a $ y .   
Звідси з урахуванням єдиності екстремального елемента для величини (1.3) 
робимо висновок, що  P!a = !Pa .  Однорідність оператора  P   встановлено.  Дове-
демо його неперервність у припущенні, що  V   є скінченновимірним підпростором.  
Нехай  limm!" am = a0 ,  де  am , a0 !C S, B(X)( ) .  Покладемо  Pam = gm ,  
Pa0 = g0 .  Для  m = 1, 2,… ,   s !S ,  y !am (s)   з урахуванням твердження 2.2 
маємо 
 gm ! gm " y + y ! gm " y + max
s#S
sup
y#am (s)
y , 
 gm ! inf
y"am (s)
gm # y + max
s"S
sup
y"am (s)
y , 
 gm ! max
s"S
inf
y"am (s)
gm # y + max
s"S
sup
y"am (s)
y   =  !am* (V ) + "(am , 0) . 
Звідси випливає, що 
 gm ! "am* (V ) + #(0, a0 ) + #(am , a0 ) ,    m = 1, 2, ... . (4.2) 
Оскільки згідно з теоремою 4.1  limm!" #am* (V ) = #a0* (V ) ,  а за припущенням  
limm!" #(am , a0 ) = 0 ,  то з (4.2) випливає, що  gm{ }m=1
!   є обмеженою послі-
довністю скінченновимірного підпростору  V   простору  X .  Тоді існують збіжні 
підпослідовності послідовності  gm{ }m=1
! .  Нехай  gmk{ }k=1
!  — будь-яка збіжна 
підпослідовність і  limk!" gmk = #g .  Оскільки  V  — замкнена множина, то  
!g "V .  З урахуванням того, що  gmk = Pamk ,  маємо 
 max
s!S
inf
y!amk (s)
gmk " y # maxs!S
inf
y!amk (s)
g0 " y . (4.3) 
Згідно з (4.1) 
896 Ю. В. ГНАТЮК 
ISSN 1027-3190. Укр. мат. журн., 2011, т. 63, № 7 
 max
s!S
inf
y!amk (s)
gmk " y " maxs!S
inf
y!a0 (s)
#g " y   ≤ 
 ≤  gmk ! "g + #(amk , a0 ) ,    k = 1, 2, ... , (4.4) 
 max
s!S
inf
y!amk (s)
g0 " y " max
s!S
inf
y!a0 (s)
g0 " y # $(amk , a0 ) ,    k = 1, 2, ... . (4.5) 
Враховуючи, що   
 lim
k!"
gmk = #g limk!"
gmk $ #g = 0( ) , 
 lim
k!"
amk
= a0 lim
k!"
#(amk , a0 ) = 0( ) , 
із співвідношень (4.3) – (4.5) отримуємо 
 max
s!S
inf
y!a0 (s)
"g # y $ max
s!S
inf
y!a0 (s)
g0 # y . 
Оскільки  g0 = Pa0   є екстремальним елементом для величини (1.3) при  
a = a0 ,  то звідси випливає, що  !g   також є екстремальним елементом для цієї ве-
личини при  a = a0 .  На підставі єдиності екстремального елемента для величи-
ни (1.3) при всіх  a !C S,O(X)( )   робимо висновок, що  !g = g0 .  Звідси випливає, 
що  limm!" gm = g0 .  Отже,  limm!" Pam = Pa0   limm!" Pam( # Pa0 = 0 ) ,  як-
що  limm!" am  = a0   limm!" #(am, a0 ) = 0( ) .   
Теорему доведено. 
5.  Субдиференціал функціонала найкращого наближення.  Нехай, як і ви-
ще,  X  — лінійний над полем комплексних чисел нормований простір,  X*  — 
простір, спряжений з  X ,  XR  — дійсний лінійний нормований простір, асоційова-
ний з простором  X ,  тобто простір  X   лише над полем дійсних чисел,  XR*  — 
простір, спряжений з простором  XR ,  p  — функція, задана на  X   і, отже, на  
XR .  Як відомо (див., наприклад, [11, с. 319]), функцією, спряженою з  p ,  нази-
вається функція  p*(!)   =  supg!XR "(g) # p(g)( ) ,  ! "XR* . 
Елемент  ! "XR*   називається субградієнтом функції  p   в точці  g0 !XR ,  
якщо  
 p(g) ! p(g0 ) " #(g ! g0 ) ,    g !XR . 
Множину субградієнтів функції  p   в точці  g !X   називають субдиференціалом 
цієї функції в точці  g   і позначають  !p(g) .   
Відомо, що функція найкращого наближення  EF (g) ,  g !X ,  є неперервною 
на  XR   для будь-якої множини  F   (див., наприклад, [1, с. 17]) та, крім того, 
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опуклою на  XR   за умови, що  F   є опуклою множиною (див., наприклад, [9]).  
Тому у випадку опуклої множини  F   для кожної точки  g !X   !EF (g)   є непо-
рожньою опуклою слабко  * -компактною множиною простору  XR*   (див., напри-
клад, [11, с. 327]). 
Твердження 5.1.  Нехай  F  — опукла замкнена множина простору  X ,  g  — 
довільна точка цього простору.  Тоді має місце співвідношення двоїстості 
 EF (g) = inf
y!F
g " y = max
f!B*
Re f (g) " sup
y!F
Re f (y)
#
$%
&
'(
, 
де  B* = f : f !X*, f " 1{ }  — одинична куля простору  X* .   
Твердження 5.2.  Нехай для опуклої замкненої множини  F   простору  X   та 
елемента  g   цього простору 
 B!(g, F)   = 
 =  f : f !B*, EF (g) = inf
y!F
g " y =
#
$
%
max
f!B*
Re f (g) " sup
y!F
Re f (y)
&
'(
)
*+
  = 
 =  Re f (g) ! sup
y"F
Re f (y)
#
$
%
,    Re B! g, F( )( ) = Re f : f "B!(g, F){ } . 
Тоді має місце рівність 
 !EF (g) = Re B*(g, F)( ) . (5.1) 
Доведення.  Згідно з твердженням 5.1 множина  B!(g, F)   не є порожньою.  
Тоді для всіх  ! "XR*   маємо 
 EF* (!) = sup
g"XR
!(g) # EF (g)( ) = sup
g"XR
!(g) # inf
y"F
g # y$%&
'
()   = 
=  sup
g!XR
sup
y!F
"(g) # g # y( ) = sup
y!F
sup
g!XR
"(g # y) # g # y + "(y)( )   =  
 =  
sup
y!F
"(y), "
XR
* # 1,
+$, "
XR
* > 1.
%
&
'
(
'
   (5.2) 
Нехай  ! "Re B*(g, F)( ) .  Тоді існує  f !B*(g, F)   такий, що  ! = Re f .  То-
му  !
XR
* " 1   і  !(g) " supy#F !(y) = EF (g) .  Звідси  EF (g)   +  supy!F "(y)   = 
= EF (g)  + EF* (!)  = !(g) .   
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Згідно з теоремою 6.4.2 [11, с. 325]  !   належить  !EF (g) .  Отже,  
 Re B*(g, F)( ) ! "EF (g) .   (5.3) 
Навпаки, якщо  ! "#EF (g) ,  то має місце рівність  EF (g)  + EF* (!)  = !(g)   
(див., наприклад, теорему 6.4.2 [11, с. 325]).  Звідси та з (5.2) випливає, що  
!
XR
* " 1   і  
 EF (g) = !(g) " sup
y#F
!(y) .   (5.4) 
Позначимо через  f   функціонал, заданий на  X   таким чином:  f (x)  = 
= !(x) " i!(ix) ,  x !X .  Відомо (див., наприклад, [13, с.159]), що  f   належить  
B
* .  З (5.4) одержуємо  EF (g)  = Re f (g) ! supy"F Re f (y) .  Тому  f !B*(g, F)   і  
Re f = ! .  Звідси робимо висновок, що  !   належить  Re B*(g, F)( ) .  Оскільки  !   
вибрано з  !EF (g)   довільним чином, то це означає, що  
 !EF (g) " Re B*(g, F)( ) . (5.5) 
З (5.3) та (5.5) випливає справедливість рівності (5.1). 
Твердження доведено. 
6.  Необхідні, достатні умови та критерії відносної чебишовської точки.  У 
подальшому будемо вважати, що  a !C S,O(X)( )   та обмеження  g !V   в задачі 
відшукання величини (1.3) є істотним, тобто  !a* < !a* (V ) ,  де  !a*  = 
= infg!X maxs!S Ea(s) (g) .  Для  a !C S,O(X)( )   та  g* !V   покладемо 
 !ag* = max
s"S
Ea(s) (g*) ,    Cag* = g : g !X, max
s!S
Ea(s) (g) < "a
g*{ } , 
 Sag* = s : s !S, Ea(s) (g*) = "ag*{ } ,   
 B* g*, a(s)( ) = f : f !B*, Ea(s) (g*) = max
f!B*
Re f (g*) " sup
y!a(s)
Re f (y)
#
$%
&
'(
)
*
+,
  = 
 =  Re f (g*) ! sup
y"a(s)
Re f (y)
#
$
%
,  s !Sag
* , 
 Re B* g*, a(s)( )( ) = Re f : f !B* g*, a(s)( ){ } ,  s !Sag* . 
Згідно з твердженням 5.2  Re B* g*, a(s)( )( ) = !Ea(s) (g*) ,  s !Sag* .  Зрозуміло, що 
множини  Cag* ;  Sag* ;  B* g*, a(s)( ) ,  s !Sag* ,  не є порожніми. 
Згідно з [11, с. 12, 13] через  !(M , g) ,  !*(M , g)   позначатимемо відповідно 
конуси внутрішніх та граничних напрямків для множини  M ! X   із  g !X .   
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Теорема 6.1.  Нехай  a !C S,O(X)( )   і  g* !V .  Тоді має місце рівність 
 
 
! Ca
g*
, g*( ) = g : g "X, Re f g( ) < 0{ }
g*,a(s)( )
!
f"B
*
! . 
Доведення.  Для  s !S   позначимо  Cag* (s)  = g : g !X{ ,  Ea(s) (g) < !ag* } .  
Тоді  
 
 
Ca
g*
= g : g !X, Ea(s) (g) < "a
g*{ }
s!S
! = Ca
g*
(s)
s!S
! .   
Тому згідно з твердженням 1.2.2 [11, с. 14] 
 
 
! Ca
g*
, g*( ) " ! Cag* (s), g*( )
s#S
! " ! Ca
g*
(s), g*( )
s#Sa
g*
! .   (6.1) 
Для  s0 !S \ Sag*   ! Cag* (s), g*( ) = X .  Звідси з урахуванням (6.1) отримаємо 
 
 
! Ca
g*
, g*( ) " ! Cag* (s), g*( )
s#S
! = ! Ca
g*
(s), g*( )
s#Sa
g*
! .   (6.2) 
Виберемо довільне  
 
g ! " Ca
g*
s( ) , g*( )
s!Sa
g*
! .  Із співвідношення (6.2) випливає, 
що  
 
g ! " Ca
g*
(s), g*( )
s!S
! .  Тому згідно з означенням конуса внутрішніх напрямків 
для будь-якого  s !S   існує  ! s > 0   таке, що  g* + ! sg "Cag* (s) .  Внаслідок 
цього 
 Ea(s) g* + ! sg( ) < !ag* .   (6.3) 
Зафіксуємо  ! s   і розглянемо  Ea( !s ) g* + " sg( )   як функцію  !s   на  S .  
Згідно з твердженням 1.1 вона є неперервною функцією в кожній точці  s !S .  
Оскільки має місце нерівність (6.3), то існує окіл  !(s)   точки  s   у компакті  S   
такий, що для всіх  !s "#(s)   справджується нерівність 
 Ea( !s ) g* + " sg( ) < "ag* . (6.4) 
Внаслідок опуклості функції  Ea( !s ) (g) ,  g !X   (див., наприклад, [9]), не–
рівності (6.4) та співвідношення  Ea( !s ) (g*) " maxs#S Ea(s) (g*) = $ag
*   для всіх  
! " 0,1( ]    
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 Ea( !s ) 1" #( ) g* + # g* + # sg( )( ) = Ea( !s ) g* + ## sg( )   ≤ 
 ≤  1! "( )Ea( #s ) g*( ) + "Ea( #s ) g* + " sg( ) < 1! "( )"ag* + ""ag* = "ag
* .   
Звідси випливає, що 
 Ea( !s ) (g* + tg) < "ag
*    (6.5) 
для всіх  t ! 0," s( ] ,  !s "#(s) .  Оскільки  S   є компактом і  
 
!(s) = S
s"S
! ,  то з 
покриття  !(s)   компакта  S   можна виділити скінченне підпокриття  !(si ) ,  i  = 
= 1, k , тобто  
 
!(si ) = S
i=1
k
! . Покладемо ! = min1"i"k ! si . Тоді з (6.5) випливає, що 
 Ea(s) (g* + tg) < !ag*    (6.6) 
для всіх  s !S   та всіх  t ! 0,"( #$ .  Тому внаслідок неперервності по  s   на  S   
функції  Ea(s) (g* + !g) ,  s !S   (див.  твердження 1.1), та (6.6) отримаємо  
maxs!S E"(s)(g* + "g) < "a
g* . 
Звідси маємо  g* + !g "Cag* .  З твердження 2.1 випливає, що  Cag
*   є відкри-
тою опуклою множиною і  g* !Cag* .  Тоді згідно з теоремою 1.3.4 [11, с. 19] 
робимо висновок, що  g !"(Cag* , g*) .  Тому  
 
!(Ca
g*
(s), g*)
s"Sa
g*
!  !  !(Cag* , g*) .  
Звідси та з (6.2) випливає, що  
 
 
!(Ca
g*
, g*) = !(Ca
g*
(s), g*)
s"Sa
g*
! . (6.7) 
Тепер перейдемо до опису конуса  !(Cag* (s), g*) ,  s !Sag* .  Для  s !Sag*   маємо 
 Cag* (s) = g : g !X, Ea(s) (g) < "ag* = Ea(s) (g*){ } .   
Тому згідно з твердженням 6.9.1 [11, с. 352] та твердженням 5.2 для всіх  s !Sag*    
 !(Cag* (s), g*) = g : g "X, #(g) < 0, # "$Ea(s) (g*){ }   = 
 =  g : g !X, Re f (g) < 0, f !B*(g*, a(s)){ }   = 
 =  
 
g : g !X, Re f (g) < 0{ }
f!B* g*,a(s)( )
! .   
Звідси з урахуванням рівності (6.7) робимо висновок про справедливість теореми. 
Теорему доведено. 
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Теорема 6.2.  Нехай  a !C S,O(X)( )   і  V  — довільна множина простору  X .  
Якщо  g*   є чебишовською точкою системи  a(s), s !S{ }   у множині  V ,  то 
для будь-якого елемента  z !"*(V , g*)   існують елементи  sz !S ,  fz !B*  
такі, що 
 max
s!S
Ea(s) (g*) = Ea(s
z
) (g*) = Re fz (g*) " sup
y!a(s
z
)
Re fz (y) ,   (6.8)  
 Re fz (z) ! 0 .   (6.9) 
Доведення.  Нехай  g*   є чебишовською точкою системи  a(s), s !S{ }   у мно-
жині  V .  Тоді згідно з теоремою 1.4.1 [11, с. 27]  ! Cag* , g*( )   !  !*(V , g*)  = ! .  
Звідси та з теореми 6.1 випливає, що для будь-якого елемента  z !"*(V , g*)   
існують елементи  sz !Sag* ,  fz !B* g*, a(sz )( )   такі, що має місце співвід-
ношення (6.9).  Оскільки  sz !Sag* ,  а  fz !B* g*, a(sz )( ) ,  то  sz !S ,  fz !B*   і 
справджується рівність (6.8). 
Теорему доведено. 
Теорема 6.3.  Нехай  a !C S,O(X)( )   і  
 
V = Vi
i!I
! ,  де  (Vi )i!I  — сім’я опуклих 
множин простору  X ,  g* !V   і  
 
V
g*
= Vi
i!I
g*!Vi
! .  Якщо  g*   є чебишовською 
точкою системи  a(s), s !S{ }   у множині  V ,  то для будь-якого елемента  
g !V
g*
  існують елементи  sg !S ,  fg !B*   такі, що 
 max
s!S
Ea(s) (g*) = Ea(sg ) (g
*) = Re fg (g*) " sup
y!a(sg )
Re fg (y) ,   (6.10) 
 Re fg (g ! g*) " 0 .   (6.11) 
Доведення.  Нехай  g*   є чебишовською точкою системи  a(s), s !S{ }   у мно-
жині  V .  Згідно з твердженням 1.2.3 [11, с.15] 
 
 
!
*
(V , g*) " !
*
(Vi , g*)
i#I
! = !
*
(Vi , g*)
i#I ,
g*#Vi
! . (6.12) 
Нехай  g !V
g*
.  Тоді існує  ig ! I   таке, що  g* !V ig   та  g !Vig .  Оскільки  
Vig   є опуклою множиною, то за теоремою 1.3.4 [11, с. 19]  g ! g* "#*(Vig , g*) .  
Звідси та з співвідношення (6.12) випливає, що  g ! g* "#*(V , g*) .  Згідно з тео-
ремою 6.2 існують такі елементи  sg !S ,  fg !B* ,  для яких виконуються спів-
відношення (6.10), (6.11). 
Теорему доведено. 
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Теорема 6.4.  Нехай  a !C S,O(X)( ) ,  V  — довільна множина простору  X ,  
g* !V .  Якщо для кожного елемента  g !V   існують елементи  sg !S ,  
fg !B
*   такі, що мають місце співвідношення (6.10), (6.11), то  g* !V   є чеби-
шовською точкою системи  a(s), s !S{ }   у множині  V .   
Доведення.  Нехай  g   є довільним елементом множини  V .  Згідно з умовою 
теореми існують елементи  sg !S ,  fg !B* ,  для яких мають місце співвідношен-
ня (6.10), (6.11). 
З урахуванням цих співвідношень одержимо 
 0 ! Re fg (g " g*) = Re fg (g) " Re fg (g*)   = 
 =  Re fg (g) ! sup
y"a(sg )
Re fg (y)  – max
s!S
Ea(s) (g
*)   ≤ 
 ≤  max
f!B*
Re f (g) " sup
y!a(sg )
Re f (y)
#
$
%
&
'
( – max
s!S
Ea(s) (g
*)   = 
 =  Ea(sg ) (g) ! maxs"S Ea(s) (g
*) .  
Отже,  maxs!S Ea(s) (g*)   ≤  Ea(sg ) (g)   ≤  maxs!S Ea(s) (g) .  Тому   
 maxs!S Ea(s) (g*)   =  infg!V maxs!S Ea(s) (g) . 
Звідси випливає, що  g*   є чебишовською точкою системи  a(s), s !S{ }   у 
множині  V .   
Теорему доведено. 
Згідно з [12] множину  M   лінійного нормованого простору  Y   будемо нази-
вати  !* -множиною відносно точки  y0 !M ,  якщо  y ! y0 "#*(M , y0 )   для всіх  
y !M .  Прикладами  !* -множин є, зокрема, зіркові відносно  g* ,  в тому числі 
опуклі множини. 
Теорема 6.5.  Нехай  a !C S,O(X)( ) ,  g* !V   і  V   є  !* -множиною відносно 
точки  g* .  Для того щоб елемент  g*   був чебишовською точкою системи  
a(s), s !S{ }   у множині  V ,  необхідно і достатньо, щоб для кожного елемента  
g !V   існували елементи  sg !S ,  fg !B* ,  для яких виконуються 
співвідношення (6.10), (6.11). 
Доведення.  Необхідність.  Нехай  g*   є чебишовською точкою системи  
a(s), s !S{ }   у множині  V   і  V   є  !* -множиною відносно  g* .  Тоді для будь-
якого  g !V   g ! g* "#*(V , g*) .  Згідно з теоремою 6.2 для  g ! g*  ! 
! !*(V , g*)   існують елементи  sg !S ,  fg !B* ,  для яких виконуються співвід-
ношення (6.10), (6.11).  Необхідність доведено.   
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Достатність випливає з теореми 6.4. 
Теорему доведено. 
Наслідок 6.1.  Нехай  a !C S,O(X)( ) ,  g* !V   і  V  — підпростір простору  
X .  Для того щоб елемент  g* !V   був чебишовською точкою системи  
a(s), s !S{ }   у  V ,  необхідно і достатньо, щоб для кожного елемента  g !V   
існували елементи  sg !S ,  fg !B*   такі, що 
 max
s!S
Ea(s) (g*) = Ea(sg ) (g
*) = Re fg (g*) " sup
y!a(sg )
Re fg (y) ,    Re fg (g) ! 0 . 
Зі встановлених вище тверджень можна отримати необхідні, достатні умови та 
критерії чебишовського центра компакта  S ! X   відносно множини  V ! X .   
Наслідок 6.2.  Нехай  V ! X   є  !* -множиною відносно точки  g* !V .  Для 
того щоб елемент  g*   був чебишовським центром компакта  S ! X   відносно 
множини  V ,  необхідно і достатньо, щоб для кожного елемента  g !V   
існували елементи  sg !S ,  fg !B* ,  для яких виконуються співвідношення 
 Re fg (g* ! sg ) = max
s"S
g* ! s ,    Re fg (g ! g*) " 0 . 
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