Introduction
THE THEOREM of Caratheodory & Fejer (1911) (or, briefly, CF theorem) (Note that one may assume c 0 =A 0; otherwise the problem can be reduced to one with smaller K.) As is well known (Takagi, 1924/25) is obtained by solving the singular-value problem Cu = cru, where c r c x _! ... c o \
sw -ELLACOTT AND M. H. GUTKNECHT
This singular-value problem is of course equivalent to a characteristic equation plus a linear system. However, in this paper we show that in the case c } = c* (c # 0 fixed), it can be reduced to a particularly simple polynomial equation in an auxiliary variable; the singular value a and the corresponding singular vector u are simple functions of the solution of this equation.
This result allows us to analyse a particular case of the Caratheodory-Fejer approximation method (briefly called CF method), which was proposed by Trefethen (1981a) and has since been generalized in various directions, (For more details and references see Ellacott & Gutknecht, 1983; Gutknecht, 1983; Trefethen, 1981b.) The smaller singular values of C yield examples for Takagi's generalization of the CF theorem (Takagi, 1924/25; Gutknecht, 1983) . There one tries to determine a function g satisfying (0.1) that is meromorphic in D, has at most a fixed number v (< K) of poles in D, is bounded near the unit circle, and has minimal norm on D. In general, there exist irregular cases where the singular-value problem leads to a function g that does not match all the given derivatives at zero, but this can be excluded in our example.
The CF Extension of a Finite Geometric Series
The basic result of this paper is: Note that the general case of a finite geometric series with complex ratio c ¥= 0 can be reduced to the case c> 0 treated here by replacing wbywe*"".
The proof of Theorem 1 is deferred to Section 3. It will be seen there that the algebraically smaller roots Xj< x 0 of U K+l (x) = cUg(x) belong to singular values <jj = Ug(xj) < a 0 of C (in the same order), that all these singular values are simple (for every K > 0), and that the singular vectors too are obtained by formally replacing x 0 by x r Hence, it is clear that Takagi's irregular case, which requires multiple singular values of the matrix obtained by deleting the first row and the last column of C, cannot occur here (cf. Takagi, 1924/25; Gutknecht, 1983) . Therefore, Takagi's "regular" generalization of the CF theorem holds here and yields an extension of part (i) of Theorem 1.1: 
. > x K denote the K + l distinct zeros of U t+1 (x) -cUg{x), and
Likewise the function g* is the solution of the maximum problem related to a theorem of Landau cited by Takagi (1924/25, p. 90) and Gutknecht (1983, Th. 1.1 (v) ).
Notable formulae following from our proof in Section 3 are
cf. Equation (3.2bX and the inequalities
where ij'i' > & > ... > $° denote the zeros of U,. By solving (1.4) for a* and using (1.5) one obtains simple lower and (except for v = 0) upper bounds for a r A useful observation for testing programs is that if c is chosen to be c = {K + 2)/{K +1), then x 0 = 1 and the coefficients U£l) in (1.1) equal /+1.
Application to the CF Method
Let 9 m denote the space of complex polynomials p of degree m. 9 m is a subspace of the space & m of functions p that are analytic infl:={weC; 1 < |w| <oo}, are bounded in every bounded subset of fl, and have a pole of order at most mat oo. Let/be a given function that is analytic in the unit disc D, and let Our results of Section 1 allow us to analyse the model problem with a t = a 1 , Le.
The best approximation p* e 9 m to/is known explicitiy (Al'per, 1959; Rivlin, 1967) , As mentioned, a 0 is a simple singular value of a real symmetric matrix and
T is a corresponding singular vector. Hence a Q and u are stable under perturbations of the matrix, and even for non-hennitian perturbations, cf. Stewart (1973) . In particular, <r 0 and u are the limits of the corresponding quantities in the singular value problem belonging to any more general / whose coefficients a } satisfy lim 2*±± = a (26)
;~» aj with 0 < a < 1, an assumption under which the CF method is known to work well in practice. 
4)
The rational function U K /U Zi . l has exactly K + l simple poles and K interlacing zeros in (-1,1) and is strictly decreasing on the whole real line except at these K + l poles. For x>l(x< -1) it is positive (negative). Hence it is easy to see from the graph of this function that (3.4) (with a > 0) has exactly K + l solutions x 0 > x t > ... > x K > -1, which satisfy (1.5). Obviously, at most x 0 > 1; in fact 
