Optimizing nonlinear systems involving expensive (computer) experiments with regard to conflicting objectives is a common challenge. When the number of experiments is severely restricted and/or when the number of objectives increases, uncovering the whole set of optimal solutions (the Pareto front) is out of reach, even for surrogate-based approaches. As noncompromising Pareto optimal solutions have usually little point in applications, this work restricts the search to relevant solutions that are close to the Pareto front center. The article starts by characterizing this center. Next, a Bayesian multi-objective optimization method for directing the search towards it is proposed. A criterion for detecting convergence to the center is described. If the criterion is triggered, a widened central part of the Pareto front is targeted such that sufficiently accurate convergence to it is forecasted within the remaining budget. Numerical experiments show how the resulting algorithm, C-EHI, better locates the central part of the Pareto front when compared to state-of-the-art Bayesian algorithms.
Introduction
Over the last decades, computer codes have been widely employed for optimal design. Practitioners measure the worth of a design with several criteria, which corresponds to a multi-objective optimization problem, min x∈X (f 1 (x), . . . , f m (x)) (1) Figure 1 : Sketch of the proposed C-EHI algorithm for targeting equilibrated solutions. The Pareto front center properties (a) are discussed in Section 3; How to guide the optimization with the center (b) is the topic of Section 4; Section 5 details how convergence to the true Pareto front center is tested (c); How to widen the search within the remaining budget (d), is presented in Section 6.
distribution, usually a GP, is placed over f and is enhanced by observations to derive the posterior distribution. Denoting Z(·) the GP and A n = {(x 1 , y 1 ), . . . , (x n , y n )} = {X, Y} the observational event, the posterior GP conditioned on A n has a known Gaussian distribution: is the conditional mean function (a.k.a., the kriging mean predictor) [51, 49, 56, 52, 17] and
is the conditional variance, obtained from the conditional covariance function
is the covariance matrix with k(·, ·) the covariance function (or kernel). µ, σ 2 are the estimated mean and variance of the GP. k(·, ·) is typically chosen from a parametric family and its parameters are estimated, along with µ and σ 2 by likelihood maximization. Further discussion about these parameters and their estimation can be found e.g. in [49, 50] .
Given a set of inputs x n+1 , . . . , x n+s ∈ X, the posterior distribution of Z(·) at these points is a Gaussian vector 
with Γ a,b = c(x a , x b ). It is possible to simulate plausible values of f (·) by sampling n sim GPs Y (k) (·), k = 1, . . . , n sim at x n+1 , . . . , x n+s ∈ X. GP simulations require the Cholesky decomposition of the s × s matrix Γ and are therefore only tractable for moderate sample sizes.
For optimization purposes, new data points (x n+1 , f (x n+1 )) are sequentially sampled through the maximization of an acquisition function (or infill criterion) until a limiting number of function evaluations, the budget, is attained. Acquisition functions use the posterior distribution Y (·). A commonly used infill criterion is the Expected Improvement (EI) [43, 33] , which balances minimization of the GP mean ("exploitation" of past information) and maximization of the GP variance ("exploration" of new regions of the design space) in order to both search for the minimum of f (·) and improve the GP accuracy. The Expected Improvement below a threshold T is defined as
which is computable in closed-form:
ϕ and φ correspond to the probability density function and to the cumulative distribution function of a standard normal random variable, respectively. T is generally set as the best value observed so far, f min := min(y 1 , . . . , y n ). EGO iteratively evaluates the function to optimize at the EI maximizer ( Figure 2 ) before updating the GP. During the update step, the covariance parameters are re-estimated and the additional evaluation taken into account, which modifies the conditional mean and covariance. At the end of the procedure, the best observed design and its performance, x * := arg min i=1,...,budget f (x i ) , y * := f (x * ), are returned.
Extension to the multi-objective case
In the multi-objective case, there does not exist one single solution to the optimization problem. Instead, the solution of (1) is a (possibly infinite) set of optimal solutions, called the Pareto set P X . Designs in P X correspond to an optimal compromise in the sense that it is not possible to find a competitor being better in all objectives simultaneously. Mathematically, P X = {x ∈ X :
x ∈ X, f (x ) f (x)} where stands for Pareto domination in R m as f (x) := (f 1 (x), . . . , f m (x)) is no longer a scalar, but an m-dimensional objective vector. The Pareto front P Y is the image of the Pareto set and contains only non-dominated solutions: P Y = f (P X ) = {y ∈ Y : y ∈ Y, y y}, with Y = f (X) ⊂ R m the image of the design space through the objectives. Multi-objective optimizers aim at finding an approximation front built upon past observations P Y = {y ∈ Y : y ∈ Y, y y} to P Y , with some properties such as convergence or diversity. Evolutionary Multi-Objective Optimization Algorithms (EMOA) have proven their benefits for solving Multi-Objective Problems [18] . They are however not adapted to expensive objectives.
Figure 2: Outline of a Bayesian optimization algorithm
Multi-objective extensions to EGO do exist. These Bayesian approaches generally model the objective functions f j (·) as independent GP's Y j (·). Svensson [57] has considered the GP's to be (negatively) correlated in a bi-objective case, without noticing significant benefits. The GP framework enables prediction of the objective functions, y j (x) and the uncertainty related to it, s 2 j (x), ∀x ∈ X. As for the single-objective case, an acquisition function is used for determining x t+1 ∈ X, the most promising next iterate to be evaluated. In some approaches, the m surrogates are aggregated or use an aggregated form of EI [38, 32, 41, 69] . Other methods use a multiobjective infill criterion, for taking the simultaneous knowledge of all metamodels into account [60] . EHI [23, 22, 24] , EMI [57, 58] , and Keane's Euclidean-based Improvement [37] are three multiobjective infill criteria that reduce to EI when facing a single objective. SMS [48] is based on a lower confidence bound strategy, and SUR [47] considers the stepwise uncertainty reduction on the Pareto front. These infill criteria aim at providing new non-dominated points and eventually approximating the Pareto front in its entirety. The outline of these methods is the same as in Figure  2 , excepted that m surrogates Y 1 (·), . . . , Y m (·) and m objective functions are now considered, and that an empirical Pareto set P X and Pareto front P Y are returned.
EHI: a multi-objective optimization infill criterion EHI [23, 22, 24] is one of the most competitive [65] multi-objective infill criterion. It rewards the expected growth of the Hypervolume Indicator [70] , corresponding to the hypervolume dominated by the approximation front up to a reference point R (see Fig. 3 ), when adding a new observation x. More precisely, the Hypervolume Indicator of a set A is The Hypervolume Indicator being a refinement of the Pareto dominance [23, 60] (A B ⇒ H(A; R) > H(B; R) for two non-dominated sets A and B, and any reference point R), and as the Hypervolume Improvement induced by a dominated solution equals zero, EHI maximization intrinsically leads to Pareto optimality. It also favors well-spread solutions, as the hypervolume increase is small when adding a new value close to an already observed one in the objective space [3, 4] .
Several drawbacks should be mentioned. First, the expensive computation of an m-dimensional hypervolume, relying on Monte-Carlo methods for m > 2 is required. Even if new efficient approaches [64] have been proposed, it is costly with regard to other infill criteria used in multiobjective optimization and increases with m. Second, the Hypervolume Indicator is less relevant for many-objective optimization, as the amount of non-dominated solutions rises with m, and more and more solutions contribute to the growth of the non-dominated hypervolume. Last, the choice of the reference point R is unclear and influences the optimization results, as will be discussed in Section 4. 6 
Past work on targeted multi-objective optimization
Targeting special parts of the objective space has been largely discussed within multi-objective optimization, see for example [5] or [40] for a review. Preference-based optimization makes use of user-supplied information concerning, among others, desired objective values (i.e., reference or aspiration points, cf. [62, 61] ), ranking of solutions or of objectives via an aggregation function [42, 10] , in order to guide the search towards corresponding parts of the Pareto front.
Bayesian multi-objective optimization (see Section 2.2) most often relies on the EHI infill criterion where the Hypervolume is computed up to a reference point R. R has been originally thought as being a second order hyperparameter with default values chosen so that all Pareto optimal points are valued in the EHI. For example, several studies (e.g. [48] ) suggest taking N + 1 (N being the Nadir point of the empirical Pareto front).
Later, the effect of R has received some attention. Auger et al. [3, 4] have theoretically and experimentally investigated the µ-optimal distribution on the Pareto front induced by the choice of R. Ishibuchi et al. [31] have noticed a variability in the solutions given by an EMO algorithm when R changes. Feliot [25] has also observed that R impacts the approximation front and recommends R to be neither too far away nor too close to P Y . By calculating EHI restricted to areas dominated by "goal points", Parr [46] implicitly acted on R and noticed fast convergence when the goal points were taken on P Y .
Previous works in Bayesian Multi-Objective Optimization have also targeted particular areas of the objective space thanks to ad-hoc infill criteria. The Weighted expected Hypervolume Improvement (WHI) [71, 1, 2, 13] is a variant of EHI that emphasizes given parts of the objective space through a user-defined weighting function. In [66, 63] , the Truncated EHI criterion is studied where the Gaussian distribution is restricted to a user-supplied hyperbox in which new solutions are sought.
The algorithm proposed here targets a specific part of the Pareto front, its center, through a choice of R that is no longer arbitrarily chosen.
Center of the Pareto front: definition and estimation
There has been attempts to characterize parts of the Pareto front where objectives are "visually" equilibrated. In [62] , the neutral solution is defined as the closest point in the objective space to the Ideal point in a (possibly weighted) L p norm and is located "somewhere in the middle" of the Pareto front. The point of the Pareto front which minimizes the distance to the Ideal point is indeed a commonly preferred solution [67] . In [15] , not only the closest to the Ideal point, but also the farthest solution to the Nadir point (see definitions hereafter) are brought out, in terms of a weighted Tchebycheff norm. Note that the weights depend on user-supplied aspiration points. Other appealing points of the Pareto front are knee points as defined in [12] . They correspond to parts of the Pareto front where a small improvement in one objective goes with a large deterioration in at least one other objective, which makes such points stand out as kinks in the Pareto front. When the user's preferences are not known, the authors claim that knee points should be emphasized and propose methods for guiding the search towards them.
Continuing the same effort, we propose a definition of the Pareto front center that depends only on the geometry of the Pareto front.
Definitions
Before defining the center of a Pareto front, other concepts of multi-objective optimization have to be outlined.
The Ideal point also corresponds to the vector composed of each objective function minimum. Obviously, there exists no y better in all objectives than the minimizer of objective j. As a consequence, the latter belongs to P Y and min y∈P Y y j = min y∈Y y j , j = 1, . . . , m. I can therefore be alternatively defined as (min x∈X f 1 (x), . . . , min x∈X f m (x)). The decomposition on each objective does not hold for the Nadir point, which depends on the Pareto front structure:
I and N are virtual points, that is to say that there generally does not exist an x ∈ X such that f (x) = I or N. They are bounding points for the Pareto front, as every y ∈ P Y will be contained in the hyperbox defined by these points.
3. An extreme point for the j-th objective, ν ν ν j , is an m-dimensional vector that belongs to the Pareto front, ν ν ν j ∈ P Y , and such that ν j j = N j . The Nadir point can thus be rewritten as N = (ν 1 1 , . . . , ν m m ). A j-th extreme design point is ξ ξ ξ j ∈ X such that f (ξ ξ ξ j ) = ν ν ν j . In the following, extreme points of the approximation front P Y are denoted by ν ν ν j , hence the Nadir of that empirical front is ν ν ν = ( ν 1 1 , . . . , ν m m ). Note that we will also introduce in Section 3.3 the notation N to denote an estimator of the Nadir point.
We can now define the center of a Pareto front:
Definition 3.4. The center of a Pareto front C is the closest point in Euclidean distance to P Y on the Ideal-Nadir line L.
In the field of Game Theory, our definition of the center of a Pareto front corresponds to a particular case of the Kalai-Smorodinsky equilibrium [36] , taking the Nadir as disagreement point d ≡ N. This equilibrium aims at equalizing the ratios of maximal gains of the players, which is the appealing property for the center of a Pareto front. In general, C is different from the neutral solution [62] and from knee points [12] . They coincide in particular cases, e.g. a symmetric and convex front with scaled objectives and non-weighted norm.
In the case where the Pareto front is an m-dimensional continuous hypersurface, C corresponds to the intersection between P Y and L. In a more general case, e.g. if the Pareto front is not continuous, or contains some lower dimensional hypersurfaces, C is the projection of the closest point belonging to P Y on L. The computation of this point remains cheap even for a large m in comparison with alternative definitions involving e.g. the computation of a barycenter in highdimensional spaces. Some examples for two-dimensional fronts are shown in Figure 4 . The center of the Pareto front has also some nice properties that are detailed in following section. Figure 4 : Examples of two-dimensional Pareto fronts and their center. Notice that on the bottom, the left and the right fronts are the same, except that the left is substantially extended in the x direction. However, the center has been only slightly modified.
Properties
Invariance to a linear scaling of the objectives The Kalai-Smordinsky solution has been proved to verify a couple of properties, such as invariance to linear scaling 1 [36] , which hold in our case. We extend here the linear invariance to the case where there is no intersection between P Y and L.
Proposition 1 (Center invariance to linear scaling, intersection case). When P Y intersects L, the intersection is unique and is the center of the Pareto front. Furthermore, in that case, the center is invariant after a linear scaling S : R m → R m of the objectives: S(C(P Y )) = C(S(P Y )).
Proof. First, it is clear that if P Y intersects L, the intersection is unique. Indeed, as in non degenerated cases I ≺ N, tI + (1 − t)N ≺ t I + (1 − t )N ⇔ t > t . Two points on L are different as long as t = t . P Y being only composed of non-dominated points it is impossible to find two different points tI + (1 − t)N and t I + (1 − t )N that belong simultaneously to P Y . Obviously, as it lies on L, y ∈ P Y that is closer to it.
Let C be this intersection. S being a linear scaling, it can be expressed in the form S(y) = Ay+b with A an m × m diagonal matrix with entries a i > 0, and b ∈ R m . Applying this scaling to the objective space modifies C to C = AC + b, I to I = AI + b and N to N = AN + b. Because the scaling preserves orderings of the objectives, C remains non-dominated, and I and N remain the Ideal point and the Nadir point of P Y in the scaled objective space. As C belongs to L it writes tI + (1 − t)N for one t ∈ [0, 1], and therefore
C is thus the unique point belonging to both the Pareto front and to the Ideal-Nadir line in the transformed objective space: it is the center in the scaled objective space.
In the bi-objective case (m = 2), we also show that a linear scaling applied to the objective space does not change the order of Euclidean distances to L. When P Y ∩ L = ∅, the closest y ∈ P Y to L, whose projection on L produces C, remains the closest after any linear scaling of the objective space.
Proposition 2 (Center invariance to linear scaling, 2D case). Let y, y ∈ Y ⊂ R 2 , and L be a line in R 2 passing through the two points I and N . Let Π L be the projection on L. If y − Π L (y) ≤ y − Π L (y ) , then y remains closer to L than y after having applied a linear scaling S :
Proof. Let A be the area of the IyN triangle and A be the area of Iy N. Applying a linear scaling S(y) = Ay + b with A = α 0 0 β , α, β > 0 to Y will modify the areas A and A by the same factor αβ. Thus, S(y) − Π S(L) (S(y)) ≤ S(y ) − Π S(L) (S(y )) still holds: in the transformed subspace, y remains closer to L than y , as illustrated in Figure 5 This property is of interest as the solutions in the approximation front P Y will generally not belong to L. Applying a linear scaling to Y in a bi-objective case does not change the solution in P Y that generates C. However, exceptions may occur for m ≥ 3 as the closest y ∈ P Y to L may not remain the same after a particular affine transformation of the objectives, as seen in the following example:
Let us consider the case of an approximation front composed of the five following non-dominated points (in rows), in a three-dimensional space: P = 
Low sensitivity to Ideal and Nadir variations
Another positive property is the low sensitivity of C with regard to extreme points. This property is appealing because the Ideal and the Nadir will be estimated with errors at the beginning of the search (cf. Section 3.3) and having a stable target C prevents dispersing search efforts.
Under mild assumptions, the following Proposition expresses the low sensitivity in terms of the norm of the gradient of C with respect to N. Before, Lemma 1 gives a condition on the normal vector to the Pareto front that will be needed to prove the Proposition. 
dominates y * and belongs to the local first order approximation to P Y since d (f − C) = 0, which is a contradiction as y * is Pareto optimal.
Proposition 3 (Stability of the Center to perturbations in Ideal and Nadir). Let P Y be locally continuous and m − 1 dimensional around its center C. Then, | ∂Ci ∂Nj | < 1, i, j = 1, . . . , m where N is the Nadir point, and the variation ∆C of C induced by a small variation ∆N in N verifies ∆C 2 < ∆N 2 . A similar relation stands for small Ideal points variations, ∆C 2 < ∆I 2 .
Proof. If P Y is locally continuous and m − 1 dimensional, C is the intersection between L and P Y . For simplicity, the Pareto front is scaled between 0 and 1, that is, I = 0 m and N = 1 m . Proposition 1 ensures that the center is not modified by such a scaling. The tangent hyperplane to P Y at C writes d f + e = 0 where d ∈ R m , the normal vector to the tangent hyperplane, and e ∈ R depend on P Y and are supposed to be known. Lemma 1 ensures that d i , i = 1, . . . , m have the same sign, that we choose positive. C satisfies both d C = −e and C = (
Consider now that N is modified into N + ∆N, which changes the center to C + ∆C. One has ∆C = ∇C · ∆N where ∇C is the m × m matrix with entries ∂Ci ∂Nj . Rearranging the terms of the derivatives into matrix form yields
where I m stands for the identity matrix here. D is a rank 1 matrix with positive entries whose rows sum to 1, and has eigenvalues 0 and 1 with respective multiplicity m − 1 and 1. Consequently,
By symmetry, the Proposition extends to the sensitivity of the center to the Ideal point, | ∂Ci ∂Ij | < 1, i, j = 1, . . . , m and ∆C 2 < ∆I 2 . Remark 1. ∆C ∞ considers the maximal C variation in any direction. However, we have only found that ∆C ∞ ≤ 2 ∆N ∞ .
This less satisfactory result may be due to a too large upper bound. A few calculations lead to
Even if a sharper upper bound would be desirable, it is interesting that whatever the front and the variation of N, C's component-wise maximum variation is bounded by the component-wise N maximum variation. Notice that the component which achieves the largest variation may not be the same for N and for C. Proposition 3 is a local stability result. Without formal proof, it is observed that the center will be little affected by larger errors in Ideal and Nadir positions when compared to alternative definitions of the center. A typical illustration is as follows: the Nadir point is moved by a large amount in one objective (see Figure 6 ). The center is shifted by a relatively small amount and will continue to correspond to an area of equilibrium between all objectives. Other definitions of the center, typically those based on the barycenter of P Y would lead to a major displacement of C. In Figure 6 , the barycenter on P Y signaled by B and B has B 2 ≈ I 2 , which does not correspond to an equilibrated solution as the second objective would almost be at its minimum. Figure 6 : Illustration of the global stability of the center in 2D: adding the black part to the colored Pareto fronts will highly modify them and N becomes the new Nadir point. The new center C is relatively close to C despite this major N modification. B, a barycenter-based center would be much more affected, and would no longer correspond to an equilibrium. Example 1. Let us consider a continuous two-dimensional Pareto front P Y defined by y P F (x) = 1 − x α for x ∈ [0, 1], and α > 0. I = (0, 0) , N = (1, 1) and C = (x C , y C ) is the point verifying
For some particular values of α, an analytic solution C can be obtained. Figure 7 shows a few fronts for different α's. The intersection with the line spanning I and N is the center. C is a function of P Y and in particular of L and R, its extremes points determining I and N: C = f (L, R). In the following, we analyze the behavior of C when applying a slight modification to R = (x R , y R ), which impacts I and N as x N = x R and y I = y R . R is transformed into (x R , −ε) for some small ε > 0 and a new x R > 1, as in Figure 6 . After this modification, I = (0, −ε) , 
We assume that ε is small enough so that the intersection still takes place on the 1 − x α part of the front. Being interested in variations of C induced by the change of x R , we compute ∂x C ∂x R and
Combining these equations
We also notice a 1 x R term, meaning that the displacement is reduced by the distance to R.
Going back to the first equality in (6) and using again the remark,
The previous calculation led us
Therefore, ∂y C ∂x R < 0 and this term is also damped by a 1
x R factor. The multiplied quantities lying in [0, 1], finally −1 < ∂y C ∂x R < 0.
Estimation of the Pareto front center using Gaussian processes
Now that we have given a definition of C relying on P Y through I and N, let us discuss the estimation of C. The real front P Y is obviously unknown and at any stage of the algorithm, we solely have access to an approximation front P Y . The empirical Ideal and Nadir points (computed using P Y ) could be weak estimates in the case of a biased approximation front. Thus, we propose an approach using the GPs Y j (·) to better estimate I and N through conditional simulations.
Estimating I and N with GP simulations
Estimating the Ideal and the Nadir point accurately is a difficult task. Indeed, obtaining I is equivalent to finding the minimum of each f j (·), j = 1, . . . , m, which corresponds to m classical mono-objective optimization problems. Prior to computing N, the whole Pareto front has to be unveiled but this is precisely our primary concern! Estimating N before running the multi-objective optimization has been proposed in [19, 6] using modified EMOAs to emphasize extreme points. We aim at obtaining sufficiently accurate estimators I and N of I and N rather than solving these problems exactly. The low sensitivity of C with regard to I and N discussed previously suggests that the estimation error should not be a too serious issue for computing C. As seen in Section 2.1, given s simulation points x n+1 , . . . , x n+s , possible responses at those locations can be obtained through the conditional GPs Y j (·), j = 1, . . . , m. The simulated responses can be filtered by Pareto dominance to get n sim simulated fronts P Y
(k)
. The Ideal and Nadir points are then estimated by
Notice that the definition of I is not based on the Pareto front. Hence the estimation of I j does not require m-dimensional simulated fronts, but only single independently simulated responses
. By contrast, as the Nadir point needs the front to be defined, simulated fronts P Y (k) are mandatory for estimating N.
GP simulations are attractive for estimating extrema because they not only provide possible responses of the objective functions but also take into account the surrogate's uncertainty. It would not be the case by applying a (multi-objective) optimizer to a deterministic surrogate such as the conditional mean functions. Even so, they rely on the choice of simulation points x n+i , i = 1, . . . , s (in a d-dimensional space). For technical reasons (Cholesky or spectral decomposition of Γ j required for sampling from the posterior), the number of points is restricted to s 5000. x n+i have thus to be chosen in a smart way to make the estimation as accurate as possible. In order to estimate I or N, GP simulations are performed at x's that have a great probability of contributing to one component of those points: first, the kriging mean and variance of a very large sample S ⊂ X is computed. The calculation of y j (S) and s j (S) is indeed tractable for large samples contrarily to GP simulations. Next, s designs are picked up from S using these computations. In order to avoid losing diversity, the selection is performed using an importance sampling procedure [7] , based on the probability of contributing to the components I j or N j .
new evaluations of f j , a typical value for a j is the minimum observed value in the j-th objective, min i=1,...,n f j (x i ). According to the surrogate, such points have the greatest probability of improving over the currently best value if they were evaluated.
Selecting candidates for estimating N is more demanding. Indeed, as seen in Definition 3.2, N j is not the maximum value over the whole objective space Y but over the unknown P Y , i.e., each N j arises from a ND point. Thus the knowledge of an m-dimensional front is mandatory for estimating N. The best candidates for N's estimation are, by Definition 3.3, extreme design points. Quantifying which points are the most likely to contribute to the Nadir components, in other terms produce extreme points, is a more difficult task than its pendant for the Ideal. Good candidates are x's such that the sum of probabilities
For reasons of brevity, the procedure is detailed in Appendix A.
Ideal-Nadir line and estimated center
To estimate I and N, we first select s = 5000 candidates from a large space-filling Design of Experiments (DoE) [29, 54] , S ⊂ X, with a density proportional to their probability of generating either a I j or a N j as discussed before. s/2m points are selected for the estimation of each component of I and N. n sim conditional GP simulations are then performed at those x n+i , i = 1, . . . , s in order to generate simulated fronts, whose Ideal and Nadir points are aggregated through the medians to produce the estimated I and N. The resulting simulated fronts are biased towards particular parts of the Pareto front (extreme points, individual minima).
Experiments have shown significant benefits over methodologies that choose x n+i 's according to their probability of being not dominated by the whole approximation front, or that use s points from a space-filling DoE [45] in X. Figure 8 compares the component estimation of I and N for different techniques during one optimization run with m = 3 objectives. X.IN (blue curve) corresponds to our methodology. The other curves stand for competing methodologies: X.LHS (green) selects the x n+i from a space-filling design, and X.ND (red) chooses them according to their probability of being non-dominated with respect to the entire front. NSGA-II (gold) does not select design points x n+i to perform GP simulations but rather uses the Ideal and Nadir point found by one run of the NSGA-II [20] multi-objective optimizer applied to the kriging predictors y i (·), i = 1, . . . , m. The black dashed line corresponds to the component of the current empirical front, a computationally much cheaper estimator. The bold dashed line shows I and N's true components.
Our methodology outperforms the two other simulation techniques, because they do not perform the simulations specifically at locations that are likely to correspond to an extreme design point or to a single-objective minimizer. Benefits are also observed compared with the empirical Ideal and Nadir points, that are sometimes poor estimators (for example for I 1 , I 2 and N 2 ). Using the output of a multi-objective optimizer (here NSGA-II) applied to the kriging mean functions is also a promising approach but has the drawback of not considering any uncertainty in the surrogates (that may be large at the extreme parts of the Pareto front). It also suffers from classical EMOA's disadvantages, e.g. several runs would be required for more reliable results and convergence can not be guaranteed. Note that as these methods rely on the surrogates they are biased by the earlier observations: the change of the empirical Ideal or Nadir point has an impact on the estimation. However, the X.IN, X.LHS and X.ND estimators compensate by considering the GPs uncertainty to reduce this bias. As we are in fine not interested in the Ideal and the Nadir point but in the Pareto front center, we want to know if these estimations lead to a good C. Proposition 3 suggests that the small Ideal and Nadir estimation error should not be a too serious concern. This is confirmed by Figure 9 , where the center estimation error is low with respect to the range of the Pareto front. Figure 10 shows an example of one GP simulation targeting the extremes of the Pareto front. Notice the difference between the current empirical Pareto front (in blue) and the simulated front for N and I (in black): the extreme points which are simulated go well beyond those already observed.
Linearly extending the Pareto front approximation [30] and taking the intersection with L was originally considered for defining C. But as an m-dimensional interpolated Pareto front is not necessarily composed of only m − 1 dimensional hyperplanes (but is a collection of polytopes of dimension at most m − 1), the intersection with an m-dimensional line does not necessarily exist. 4 An infill criterion to target the center of the Pareto front
Targeting the Pareto front center with the reference point
Our approach starts from the observation that any region of the objective space can be aimed targeted with EHI solely by controlling the reference point R. Indeed, as y R ⇒ I H (y; R) = 0, the choice of R is instrumental in deciding the combination of objectives for which improvement occurs, the improvement region:
As shown in Fig. 11 , the choice of R defines the region in objective space where I H > 0 and where the maximum values of EHI are expected to be found. The choice of R is crucial as it defines the region in objective space that is highlighted. To our knowledge, R has always been chosen to be dominated by the whole approximation Front (that is, R is at least the empirical Nadir point, which corresponds to the case of R1 in Fig. 11 ). The targeting ability of R can and should however be taken into account: for example, solutions belonging to the left part of the Pareto front in Fig. 11 can be aimed at using EHI(·; R2) instead of the more general EHI(·; R1). Because of the extremely limited number of possible calls to the objective functions, we would like to prioritize the search by first looking for the Pareto front center: we implicitly prefer the center of the Pareto front over other solutions. This is implemented simply by setting the reference point as the estimated center, R ≡ C. Then, the algorithm maximizes EHI(x; C) on x. In contrast to other works that set R at levels dominated by all Pareto optimal points, R at C will typically be non-dominated 2 since it is close to the empirical Pareto front.
C corresponds to the center of the current approximation front, at a given moment t. Since the goal is to find optimal, better, solutions, it makes sense to look for points dominating it: at each iteration of the algorithm, after having estimated C, improvements over it are sought by maximizing EHI(·, C).
mEI, a computationally efficient proxy to EHI
Choosing the Pareto front center, a non-dominated point, as reference point in EHI has an additional advantage: it allows to define a criterion that can replace EHI for targeted optimization at a much lower computational cost. We name this criterion mEI for multiplicative Expected Improvement.
Definition 4.1 (mEI criterion). The multiplicative Expected Improvement is the product of Expected Improvements in each objective defined in Equation (2) mEI(·; R) := m j=1 EI j (·; R j ) .
mEI is a natural extension of the mono-objective Expected Improvement, as (f min − y(x)) + is replaced by (R − Y(x)) + . mEI is an attractive infill criterion in several ways. First, it is able to target a part of the objective space via R as the Improvement function it is built on differs from zero only in I R . Conversely of course, as it does not take the shape of the current approximation front into account, mEI cannot help in finding well-spread Pareto optimal solutions. Second, when P Y R, mEI is equivalent to EHI but it is much easier to compute. Contrarily to EHI, mEI does not imply the computation of an m-dimensional hypervolume which potentially requires Monte-Carlo simulations (cf. Section 2.2). Its formula is analytical (substitute Equation (3) into (7)) and can easily be parallelized.
Proposition 4 (EHI-mEI equivalence). Let Y 1 (·), . . . , Y m (·) be independent GPs fitted to the observations (X, Y), with the associated empirical Pareto front P Y . If P Y R, EHI(·; R) = mEI(·; R).
Proof. Let P Y R. For such a reference point, the Hypervolume Improvement is
With the (.) + notation,
as the Y j (·) are independent. This is the product of m Expected Improvements with objectives at the thresholds R j .
Third, being a product of Expected Improvements, ∇mEI(x; R) is computable as
where ∇EI(x; R) has closed form, see [50] for instance. This offers the additional possibility of combining global optimization with gradient based methods when maximizing mEI(·; R). In comparison, EHI's gradient has no closed-form.
As we shall soon observe with the numerical experiments in Section 7, mEI is an efficient infill criterion for attaining the Pareto front provided that R is taken in the non-dominated neighborhood of the Pareto front. It is important that R is not dominated, not only for the equivalence with EHI to hold. Indeed, mEI with a dominated R may lead to clustering: let y i0 = f (x i0 ) ∈ P Y such that y i0 R. Then, because improvement over R is certain at x i0 , mEI(x i0 ; R) will be large and often maximal in the vicinity of x i0 . Clustering in both the objective and the design space will be a consequence, leading to ill-conditioned covariance matrices. Taking a non-dominated reference point instead will diminish this risk as m j=1 (R j − y j ) + = 0 ∀y ∈ P Y , and no already observed solution will attract the search. If the reference point is too optimistic, the mEI criterion makes the search exploratory as the only points x where progress is achieved during GP sampling are those with a large associated uncertainty s 2 (x). A clear example of a too optimistic reference point comes from the straightforward generalization of the default single objective EI(·; f min ) to multiple objectives: it is the criterion m j=1 EI(·; f j,min ) ≡ mEI(·; I), that is, the mEI criterion with the empirical Ideal as the reference point ( Figure 13 ). In non-degenerated problems where the Ideal is unattainable, sequentially maximizing mEI(·; I) will be close to sequentially maximizing s 2 (x).
Thus, R has to be set up adequately. This is achieved in the proposed C-EHI algorithm by selecting the estimated Pareto front center as reference point and maximizing mEI(x; C).
Detecting local convergence to the Pareto front
The Pareto front center may be reached before depletion of the computational resources. If the algorithm continues targeting the same region, it can no longer improve the center, and the infill criterion will favor the most uncertain parts of the design space. It is necessary to detect convergence to the center so that a broader part of the Pareto front can be searched in the remaining iterations, as will be explained in Section 6. In this section, we propose a novel method for checking convergence to the center. It does not utilize the mEI value which was found too unstable to yield a reliable stopping criterion: mEI is not normalized and heavily depends on the chosen reference point, which changes at each iteration. It may lead to premature stopping as shown in Figure 14 . Figure 13 : The product of Expected Improvements w.r.t. each minimum is equivalent to EHI(·; I).
Only y's located in the bottom left corner would contribute to the Hypervolume Improvement. As such y's are both unattainable and located far away from the current front, maximizing EHI(·; I) will lead to exploration (i.e., lead to designs with largest uncertainty), hence an unsatisfactory optimization technique. Figure 14 : Pareto front approximation at local convergence detection. Our stopping criterion (left), based on the uncertainty along L triggers after 36 iterations. The center of P Y has clearly been attained. Even with a very small threshold (ε = 5 × 10 −4 here), considering the value of mEI as a stopping criterion (right), has led to premature convergence (6 iterations, mEI(x (n+6) ; R) = 2.4 × 10 −4 but convergence to C has not occurred).
Instead, the devised test relies on a measure of local uncertainty. To test the convergence to a local part of the Pareto front, we define the probability of domination in the Y space 3 , p(y), as the probability that there exists y ∈ Y : y y. y's for which p(y) is close to 0 or to 1 have a small or large probability, respectively, that there exist objective vectors dominating them. On the contrary, p(y) close to 0.5 indicates no clear knowledge about the chances to find better vectors than y. p(y) measures how certain domination or non-domination of y is. Formally, the domination d(y) is a binary variable that equals 1 if ∃x ∈ X : f (x) y and 0 otherwise. The Pareto front being a boundary for domination, d can also be expressed in the following way
can be seen as a binary classifier between dominated and non-dominated vectors whose frontier is the Pareto front and which is only known for previous observations y ∈ Y. We now consider an estimator D(y) of d(y) that has value 1 when the random Pareto front of the GPs, P Y(·) , dominates y, and has value 0 otherwise,
The reader interested in theoretical background about the random set P Y(·) is referred to [44, 9] . D(y) is a Bernoulli variable closely related to the domination probability through p(y) = P(D(y) = 1) = E[D(y)]. If p(y) goes quickly from 0 to 1 as y crosses the Pareto front, the front is precisely known around this y.
Making use of the probabilistic nature of the surrogate, and the independence between the m GPs, the probability that the image of a given input x (through the surrogate) dominates y is computable in closed-form ∀x ∈ X:
Remark 2. P(Y(x) y) can be regarded as an infill criterion in the decision space: given a target vector y (e.g. the center of the Pareto front), this infill criterion will select the point in X space having the greatest probability of dominating y. This infill criterion can be viewed as a multiobjective extension to the mono-objective Probability of Improvement [33] . It however did not show as large benefits as mEI as it does not reward the magnitude of domination, and encourages small but non-risky improvements over y.
As the Y j (·) are independent, it is easy to calculate the probability of domination for a specific x,
. In contrast, the probability of dominating y at any x by Y(x), P(∃x ∈ X : Y(x) y), has no closed-form as many overlapping cases occur. Even for a discrete set S = {x n+1 , . . . , x n+s }, P(∃x ∈ S : Y(x) y) has to be estimated by numerical simulation because of the correlations in the Gaussian vector Y(S), as the latter rewrites 1 − P(Y(x n+1 ) y, . . . , Y(x n+s ) y) which has also no closed form because of both the correlations in the Gaussian vector Y(S) (P(Y(x n+1 ) y, . . . , Y(x n+s ) y) = s i=1 P(Y(x n+i ) y)) and the overlapping of non-dominated subspaces.
Alternatively, replacing p(y) by its lower bound P(∃x ∈ X :
could be a substitute with a high computational complexity since it involves solving an optimization problem in d variables each time p(y) is needed.
To estimate the probability p(y) that an objective vector y can be dominated, we exploit the probabilistic nature of the GPs conditioned by previous observations: we simulate n sim GPs, from which we extract the corresponding Pareto fronts P Y
(k)
, k = 1, . . . , n sim . D (k) is a realization of the estimator and random variable D(y),
: z y 0 otherwise Therefore, p(y) which is the mean of D(y) can be estimated by averaging the realizations,
where p(y) = 1 n sim nsim k=1 D (k) (y) .
One can easily check that p(y) is monotonic with domination: if y y, then every P Y (k) dominating y will also dominate y and p(y ) ≤ p(y).
As discussed in Section 3.3, the choice of points x n+i ∈ X, i = 1, . . . , s where the GP simulations are performed is crucial. Here, as the simulated Pareto fronts aim at being possible versions of the true front, the x's are chosen according to their probability of being non-dominated with regard to the current approximation P Y in a roulette wheel selection procedure [18] to maintain both diversity and a selection pressure. Using a space-filling DoE [54, 29, 45] for the simulations would lead to less dominating simulated fronts, and to an under-estimated probability of dominating y. Another advantage of this technique is that the computational burden resides in the x selection procedure and the simulation of the GPs. Once the simulated fronts have been generated, p(·) can be estimated for many y's ∈ Y without significant additional effort.
The variance of the Bernoulli variable D(y) is p(y)(1−p(y)) and can be interpreted as a measure of uncertainty about dominating y. When p(y) = 1 or 0, no doubt subsists regarding the fact that y is dominated or non-dominated, respectively. When half of the simulated fronts dominate y, p(y) = 0.5 and p(y)(1 − p(y)) is maximal: uncertainty about the domination of y is at its highest.
Here, we want to check convergence to the Pareto front center which, by definition, is located on the estimated Ideal-Nadir line L. We therefore consider the uncertainty measure (p(y)(1 − p(y))) for y varying along L, convergence at the center being equivalent to a sufficiently small uncertainty of D(y) along L. This leads to saying that convergence to the center has occurred if the line uncertainty is below a threshold, U ( L) < ε, where the line uncertainty is defined as
| L| is the (Euclidean) distance between the estimated Ideal and Nadir points and ε is a small positive threshold. Figure 15 illustrates a case of detection of convergence to the Pareto front center. On the left plot, when moving along L from I to N, p(·) goes quickly from 0 to 1 when crossing the estimated and real Pareto fronts. The variability between the simulated Pareto fronts is low in the central part, as seen on the right plot: p(y)(1 − p(y)) equals 0 (up to estimation precision) all along L and in particular near the center of the approximation front where sufficiently many points f (x) have been observed and no further improvement can be achieved. If p(y) equals either 0 or 1 along L, all n sim simulated fronts are intersected at the same location by L, thus convergence is assumed in this area. To set the threshold ε, we consider that convergence has occurred in the following limit scenarios: as there are 100 integration points on L for the computation of the criterion (8), p(y) jumps successively from 0 to 0.01 and 1 (or from 0 to 0.99 and 1); or p(y) jumps successively from 0 to 0.005, 0.995 and 1. This rule leads to a threshold ε = 10 −4 . This threshold is implicitly depending on the number of simulated fronts n sim we use. Indeed, p(y) ≤ 0.005 means less than 0.5% of the simulated fronts dominate y.
Expansion of the approximation front within the remaining budget
If convergence to the center of the Pareto front is detected and the objective functions budget is not exhausted, the goal is no longer to search at the center where no direct progress is possible, but to investigate a wider central part of the Pareto front. A second phase of the algorithm is started during which a new, fixed, reference point R is set for the EHI infill criterion. To continue targeting the central part of the Pareto front, the new R has to be located on L. The more distant R is from P Y , the broader the targeted area in the objective space will be, as I R ⊂ I R if R R . As shown in Figure 16 , R is instrumental in deciding in which area solutions are sought. After having spent the b remaining calls to the objective functions, we would like to have (i) an approximation front P Y as broad as possible, (ii) which has converged to P Y in the entire targeted area I R . These goals are conflicting: at a fixed budget b, the larger the targeted area, the least P Y will be well described. The reference point leading to the best trade-off between convergence to the Pareto front and width of the final approximation front is sought.
Anticipating the final approximation front via virtual infills
To choose the best reference point for the remaining b iterations, we anticipate the behavior of the algorithm and the final approximation front obtained with a given R. Candidate reference points Figure 16 : Two possible reference points R 1 and R 2 located on L, and the part of the Pareto front they allow to target when used within EHI R c , c = 1, . . . , C, are uniformly distributed along L with R 0 = C and R C = N. Each R c is related to an area in the objective space it targets, I R c . Starting from the current GPs Y(·), C virtual optimization scenarios are anticipated by sequentially maximizing EHI b times for each candidate reference point R c . We use a Kriging Believer [28] strategy in which the metamodel is augmented at each virtual iteration using the kriging mean y(x * i ), x * i being the maximizer of EHI(·; R c ) at one of the virtual step i ∈ {1, . . . , b}. Such a procedure does not modify the posterior mean y(·), but it changes the posterior variance s 2 (·). The conditional GPs Y(·) augmented by these b Kriging Believer steps are denoted as Y KB (·). The accuracy of the GPs is variable in the different parts of the Pareto front (typically high in the central part of P Y , whereas it may be poor in regions of P Y that have been less explored). Thus, taking the uncertainty of the metamodel into account, e.g. using draws from the posterior instead of the kriging mean for the virtual infills has also been considered, the drawback being an additional cost: several draws would be required, augmenting the amount of virtual fronts to analyze. The optimizations for the R c 's are independent and parallel computing can be exploited (in our implementation, it has been done through the foreach R package). At the end, C different final Kriging Believer GPs Y KB (·) are obtained that characterize the associated R c . R's close to the center produce narrow and densely sampled final fronts whereas distant R's lead to more extended and sparsely populated fronts, as can be seen in Figure 17 .
Virtual front uncertainty for determining the targeted area
To measure how much is known about the Pareto front, we generalize the line uncertainty of Equation (8) to the volume I R and define the volume uncertainty, U (R; Y) of the GPs Y(·). The volume uncertainty is the average domination uncertainty p(y)(1 − p(y)) in the volume that 
In practice, the estimated Ideal I is substituted for the Ideal. U (R; Y) quantifies the convergence to the estimated Pareto front in the progress region delimited by R. It is a more rigorous uncertainty measure than others based on the density of points in the Y space as it accounts for the possibility of having many inverse images x to y.
The optimal reference point is the one that creates the largest and sufficiently well populated Pareto front. The concepts of augmented GPs and volume uncertainty to measure convergence allow to define the optimal reference point,
Note that the uncertainty is calculated with the augmented GPs Y KB (·), i.e., the domination probabilities p(y) in Equation (9) are obtained with Y KB (·). Associated to R * is the optimal improvement region, I R * , that will be the focus of the search in the second phase. For R * to be able to depart from the center, a threshold ε 10 times larger as the one of Equation (8) is applied. The procedure for selecting R after local convergence is illustrated in Figures 18 and 19 . The initial DoE is made of 20 points and ε = 10 −3 . Convergence to the center is detected after 26 added points, leaving b = 54 points in the second phase of the algorithm for a total budget of 100 f (·) evaluations. Figure 18 shows the final virtual Pareto fronts obtained for two different reference points, as well as simulated fronts sampled from the final virtual posterior (those fronts are used for measuring the uncertainty). On the left, the area targeted by R is small, and so is the remaining uncertainty (U (R; Y KB ) = 3×10 −6 < 10 −3 ). On the right, a farther R leads to a broader approximation front, but to higher uncertainty (U (R; Y KB ) = 0.0015 > 10 −3 ). Figure 19 represents the approximation front obtained when using the optimal R * (U (R * ; Y KB ) = 9.4×10 −4 ) of Equation (10) . A complete covering of P Y in the targeted area is observed. As the remaining budget after local convergence was important in this example (54 iterations), the Pareto front has been almost entirely unveiled.
In the case of smaller remaining budgets, larger Pareto fronts or greater number of objectives, the chosen reference point would target a smaller part of P Y . Figure 18 : Uncertainty quantification through final virtual fronts. The anticipated remaining uncertainty can be visualized as the grey area within I R roamed by the sampled fronts. It is small enough for the R used on the left and too important for the R on the right. The blue reference point on L is R * , the farthest point that leads to a virtual front with low enough uncertainty. Figure 19 : Final approximation of the Pareto front with, as a red square, the reference point of the second phase chosen as a solution to Problem (10), R = R * . The objectives values added during the second phase of the algorithm are circled in red. Compared to the initial front obtained when searching for the center, the last approximation front is expanded as highlighted by the blue hypervolume.
7 Algorithm implementation and testing
Implementation of the C-EHI algorithm
The concepts and methods defined in Sections 3 to 6 are put together to make the C-EHI algorithm which stands for Centered Expected Hypervolume Improvement. The R package DiceKriging has been used for building the Gaussian processes and additional implementations were written in the R language. The C-EHI algorithm was sketched in Figure 1 and is further detailed in Algorithm 1.
The integral for U ( L) is estimated numerically using N = 100 points regularly distributed along L. U (R) is computed by means of Monte-Carlo techniques with N = 10 5 samples. 
Meta NACA: a practical performance test bed
Comparing the efficiency of multi-objective optimizers is a difficult task because the performance of the algorithms depends on the test functions and a proper metric needs to be chosen to compare the Pareto fronts. The COCO platform [14] allows the comparison of bi-objective optimizers on a general set of functions with the hypervolume improvement (calculated with respect to the Nadir point) as a performance measure. In the spirit of MOPTA [34] , the choice was made here to test the optimizers on a set of functions that were designed to represent the real-world problems of interest.
The test set is called Meta NACA. It has been built by combining surrogate modeling techniques and aerodynamic data coming from 2D simulations of the flow around a NACA airfoil. More precisely, for each aerodynamic objective, a GP with a Mátern 5/2 kernel is first fit to an initial large space-filling DoE of 1000 designs. The evaluation of the aerodynamic performance of one design has a cost of approximately 15 minutes (wall clock time, on a standard personal computer). Exploiting parallel computation, the evaluation of such a large DoE remains affordable. Next, a sequential Bayesian multi-objective optimization infill criterion (as described in Section 2) is employed to enrich the DoE. The goal of this step is to enhance the GPs in promising areas that are likely to be visited by a multi-objective optimizer. Last, 100 additional designs, drawn randomly in the design space are evaluated. While these last points will help in improving the accuracy, they are mainly useful in removing any artificial periodicity in the design space due to space-filling properties which might hinder the estimation of correlation parameters. The evaluation, that is to say the computation of the kriging mean of the final GPs is very rapid (less than 0.1s on a personal computer), and has turned out to be an accurate substitute to the aerodynamic simulations after validation (Q2 between 0.96 and 0.99). The whole process of approximation building by a GP was repeated for the variable dimensions (CAD parameters) d = 3, 8, 22 and m = 2 to 4 objectives (lift and drag at 2 different angles of attack). We also computed the "true" Pareto front by applying the NSGA-II MOO algorithm [20] to the kriging mean functions. In the following, experiments are only reported for d = 8 variables, which compromises the dimension of the problem and the time of one optimization run, but the same conclusions have been obtained for the cases d 20 calls to f (·) were allowed and 10 of them were devoted to the initial DoE. C-EHI improves the Pareto front at its center, EHI tries to uncover the whole front at the cost of a lower accuracy. Figure 21 : Comparison between C-EHI (left) and EHI (right) for one run of the Meta NACA problem in d = 22 dimensions. 150 calls to f (·) were allowed and 50 of them were devoted to the initial DoE. Again, C-EHI improves the Pareto front at its center, EHI tries to uncover the whole front at the cost of a lower accuracy.
Performance metrics
To assess the behavior of the C-EHI algorithm, multi-objective performance metrics (see [39, 72] for some definitions and discussions) have to be employed. For comparing approximation fronts produced by an algorithm, considering several indicators is recommended [39] . In the following, we use three common metrics: the non-dominated Hypervolume [70] that we normalize with respect to the Hypervolume of the true Pareto front, and the Inverse Generational Distance (IGD) [16] , which corresponds to the mean distance between points of a reference set (in our case the true Pareto front) and the approximation front. A modified version of the ε-Indicator [72] is also used for measuring the minimal distance to the Pareto front of an approximation front: ε( P Y ; P Y ) := min y∈ P Y min {ε : z ∈ P Y , z y−ε·1 m }. It corresponds to the smallest value that has to be subtracted to P Y such that one of its solutions becomes non-dominated with regard to P Y . To simplify, we will refer to the ε-Indicator when considering this indicator. These metrics deal with approximations of the whole Pareto front, and empirical Pareto fronts having a similar shape to the one shown in blue in Fig. 16 will exhibit very bad performance, as they do not cover the entire front.
In order to focus on the central part of the Pareto front, the indicators are restricted to the regions of interest
To focus on the central part, w = 0.1, 0.2 or 0.3. Figure 22 shows corresponding areas in Y space in the two-dimensional case. Notice that these truncated indicators will also show if our method was able to recover the real center of the Pareto front: if it was directed towards a wrong (in the sense not central) location of P Y during the first phase, the indicators will exhibit bad results. The ε-Indicator will also be considered with regard to the entire Pareto front, to show how close a solution from P Y can be from P Y considered in its entirety. If C-EHI has detected convergence, the algorithm determines an "optimal improvement" region I R * (defined in Section 6) where new values are sought during the last iterations. Indicator values in this part of the Pareto front are also of interest as this area is targeted within the last iterations. Figure 23 shows a typical run of our algorithm when facing a too restricted budget to uncover the Pareto front in its entirety. During the first iterations, the center of the Pareto front is targeted. Once local convergence has been detected, the part of the Pareto front in which convergence can be accurately obtained within the remaining budget is forecasted, and then targeted. The approximation of P Y has clearly been enhanced in its central part. The same results are observed with three or four objectives and a typical run with m = 3 is given in Figure 24 . The targeting methodology gains in importance as the number of objectives increases because the relative number of Pareto optimal solutions grows and it becomes harder to approximate all of them. Figure 23 : Comparison of C-EHI (left) with the standard EHI (right). Top: approximation front after 20 iterations: C-EHI better converges to the center of the Pareto front to the detriment of the front ends. Bottom: approximation front after 40 iterations: after local convergence (at the 22nd iteration here), a wider optimal improvement region (under the red square) is targeted for the 18 remaining iterations, is targeted by the algorithm. Compared to the standard EHI, the Pareto front is sought in a smaller balanced part of the objective space, at the advantage of a better convergence. Figure 24 : Typical C-EHI (blue points) and EHI (green points) runs on the Meta NACA problem with m = 3 objectives. The true Pareto front (red) is attained at its center by C-EHI while it is approximated globally yet less accurately by EHI.
Test results
The Tables below contain the Hypervolume Indicator, IGD, and modified ε-Indicator for 2, 3 and 4 objective test cases. They are computed in I 0.1 , I 0.2 and I 0.3 , and averaged over 10 runs. Standard deviations are indicated in parentheses. The last column averages the indicator values restricted to I R * over the runs that reached the second phase. A -indicates that no run has reached the second phase for the considered budget. Inf indicates that for at least one run, no solution was found in I w . The indicator values of the C-EHI algorithm are compared to those obtained with the standard EHI [24] implementation of the R package GPareto [8] (right column). In GPareto, the default reference point is taken at N + 1. Dealing with extremely parsimonious uses of the computer code, 4 tight optimization budgets are considered: 40, 60, 80 and 100 calls to f . The 20 first calls are devoted to the initialization of the GPs using an LHS space-filling design [55] , and the experiments are repeated 10 times starting from different initial designs. Figure 25 shows how the Hypervolume Indicator evolves with optimization iterations. The indicators are of course increasing with the iterations, and the C-EHI consistently outperforms the general EHI in finding points in the central part of the Pareto front for 2 and 3 objectives. For 4 objectives an important number of points obtained by both algorithms belongs to I 0.2 and I 0.3 . While significantly more values (and Pareto-optimal values) are obtained by C-EHI in I 0.2 and I 0.3 , the Hypervolume Indicator sometimes favours EHI.
A few words of caution are needed to read the Tables 1 to 3. As the width of the Pareto front that is targeted in the second phase depends on the remaining budget, runs of the C-EHI algorithm with different total budgets are not directly comparable. For instance, if convergence is detected after 35 iterations, the reference point that defines the targeted area for the last calculations R * will be different if 5 or 45 iterations remain. The first case will concentrate on a very central part of the Pareto front, whereas the second will target a broader area. As a consequence, some numbers may express better performance in thinner portions of the Pareto front in spite of a smaller total budget, which is only due to the fact that they have explicitly targeted a smaller part of the solutions. The average performance measures reported in Tables 1 to 3 confirm the behavior of the C-EHI algorithm already illustrated in Figure 23 for a typical run: mEI set to improve on the estimated center efficiently drives the algorithm towards the (unknown) central part of the real Pareto front. (Table 2) shows similar results. Notice that for at least one run, the classical EHI does not reach the I 0.1 area in the two and three objective cases, even if 100 evaluations are allowed. In the 4 dimensional case, at least 80 iterations are needed. Again, the results show smaller distances between points in P Y ∩ I w and P Y with C-EHI for 2 objectives, and when the restriction area is small. For 4 objectives and w = 0.3, EHI outperforms C-EHI, but in this case I 0.3 is a quite large part of Y . Many solutions in P Y ∩ I 0.3 are thus far away from the area where C-EHI converges.
Test results expressed in terms of the ε-Indicator, which is a distance to the Pareto front, are provided in Table 3 . In narrow central areas, C-EHI performs very well, meaning that the best point of P Y ∩ I w is close to P Y ∩ I w . When considering the whole Pareto front, closeness to optimal solutions is improved using C-EHI with 2 and 3 objectives. The ε-Indicator with the whole front is similar to that with the restrictions to I w , meaning that the closest points to P Y have occured in the central part. It is not necessarily the case for EHI. Many 0's occur in the last row of Table 3 where m = 4. The reason is that, with many objectives, the true Pareto front does not only contain points coming from NSGA-II but also from EHI or C-EHI optimizations.
Other indicators such as attainment times (average/median/worse number of iterations over the 10 experiments to reach some central objective values) confirmed the results reported above, but are not given here for reasons of brevity.
Conclusions
In this work, we have developed new concepts and have adapted existing Bayesian multi-objective optimization methods to enhance convergence to equilibrated solutions of a multi-objective optimization problem at severely restricted number of calls to the objective functions. The C-EHI algorithm proposed here is made of estimations of the Pareto center, maximizations of the mEI criterion and the optimal choice of a targeted central part of the Pareto front in accordance with Figure 25 : Mean Hypervolume Indicator for 2, 3 or 4 objectives (as columns) and total budgets of 40, 60, 80, 100 (as rows). The blue, red and green colors correspond to the improvement regions I 0.1 , I 0.2 and I 0.3 , respectively. Dashed lines correspond to the standard EHI, continuous lines to the C-EHI algorithm. the remaining budget. The C-EHI algorithm has shown better convergence to the center of the Pareto front than other state-of-the-art approaches. Continuations to this work should consider the effect of further increasing the number of objectives as the topology of Pareto fronts in high dimensional spaces remains largely unknown. It will also be important to describe and theoretically analyze other particular points of the Pareto front that might be then targeted with an appropriate 37 choice of the reference point and the mEI or EHI infill criterion.
A Appendix: Nadir point estimation using Gaussian Processes
In the field of EMOA's, estimation procedures for extreme points, thus components of N, have been proposed [19, 6] . In the Gaussian Processes framework, we look for x's that are likely to be extreme design points (Definition 3.3). Estimating the Nadir point through surrogates is a difficult task. When m > 2, the Nadir components come from extreme points that are not necessarily optimal in a single objective (cf. Definition 3.2). A straightforward estimation of the Nadir involves the knowledge of the whole Pareto front, as each component j of the Nadir point is dependent on the j-th objective function, but also on all other functions through the component-wise non-domination property of N. However, the C-EHI algorithm only targets central solutions. With this algorithm, the GPs may not be accurate at non central locations of P Y . Using simulated values of the GPs instead of the kriging prediction should nonetheless reduce the impact of a potential inaccuracy as the latter is implicitly considered. Applying a step of mono-objective f j (·) minimization (e.g. using EGO) might diminish this difficulty (at least for the I estimation), at the expense of m costly evaluations of the computer code.
We now explain the proposed estimation approach. Extreme points have the property of being both large in the j-th objective and not dominated (ND). We are thus interested in x s with a high probability P(Y j (x) > a j , Y(x) ND), for j = 1, . . . , m. A typical choice for a j is the j-th component of the Nadir of the current Pareto front approximation, ν j j . Non-Domination refers to the current Pareto front approximation P Y . These events are not independent since Y(x) contains Y j (x). However, by conditioning on Y j (x) > ν j j , P(Y j (x) > ν j j , Y(x) ND) = P(Y(x) ND|Y j (x) > ν j j ) × P(Y j (x) > ν j j ). The first part can be further simplified: to be nondominated by P Y , a vector z ∈ R m with z j > max y∈ P Y y j has to be non-dominated by P Y with regard to objectives 1, . . . , j − 1, j + 1, . . . , m. Hence, P(Y(x) ND|Y j (x) > ν j j ) = P(Y(x) ND \{j} ) where ND \{j} stands for non-domination omitting the objective j. Finally, the most promising candidates for generating extreme points of the Pareto front are those with great probability P(Y(x) ND \{j} ) × P(Y j (x) > ν j j ). Besides these candidates, a second scenario will lead to new extreme points. If z ∈ R m ν ν ν j is obtained through simulations, ν ν ν j will no longer belong to the simulated Pareto front. Consequently, the j-th component of the Nadir point of the simulated front will also be modified in that case. When m = 2, the new ν j j will be z j , but this does not necessarily hold in higher dimensions. In short, two events will lead to new extreme points: dominating the j-th current extreme point, {Y(x) ν ν ν j }, or being both larger than it in j-th objective and ND with respect to the approximation front in the remaining objectives, {Y j (x) > ν j j , Y(x) ND \{j} }. The areas corresponding to these events are sketched with a 2D example in Figure 26 . Being disjoint, the probability of the union of these events equals the sum. In the end, for estimating the j extreme points and by extension N, the most promising candidates are those maximizing
for j = 1, . . . , m. P(Y(x) ND \{j} ) is the probability of being non-dominated with respect to a m − 1 dimensional front (which is smaller than the restriction of P Y to {1, . . . , m}\{j}) and is the more computationally demanding term for a given x. The other terms are univariate and product of univariate Gaussian CDF's, respectively. In the particular case of two objectives, the union of these events reduces to dominating ν ν ν j in all objectives but j, that is to say, in the other objectivej. This is equivalent to looking for candidates with lower fj(·), which has already been investigated when looking for candidates for estimating Ij. Unfortunately, in a general m-dimensional case no simplification occurs. The set of candidates that are likely to dominate ν ν ν j in all objectives but j is included but not equal to the set of candidates likely to maximize (11), whose probabilities are respectively P(Y(x) \{j} ν ν ν j ) and P(Y(x) ND \{j} ) × P(Y j (x) > ν j j ) + P(Y(x) ν ν ν j ), as the latter encompasses more cases for producing new extreme points when m > 2. It is indeed possible to construct z ∈ R m such that z j > ν j j , z ND \{j} and z \{j} ν ν ν j . Such a z will become the j-th extreme point without dominating the previous j-th extreme point in objectives {1, . . . , m}\{j}.
