Abstract. Let S be the coordinate ring of the space of n × n complex skew-symmetric matrices. This ring has an action of the group GLn(C) induced by the action on the space of matrices. For every invariant ideal I ⊆ S, we provide an explicit description of the modules Ext • S (S/I, S) in terms of irreducible representations. This allows us to give formulas for the regularity of basic invariant ideals and (symbolic) powers of ideals of Pfaffians, as well as to characterize when these ideals have a linear free resolution. In addition, given an inclusion of invariant ideals I ⊇ J, we compute the (co)kernel of the induced map Ext Finally, using our Ext computations and local duality, we verify an instance of Kodaira vanishing in the sense described in the recent work of Bhatt-Blickle-Lyubeznik-Singh-Zhang.
Introduction
Let W be a vector space of dimension n over the complex numbers, and consider the polynomial ring S = Sym(∧ 2 W ) as a representation of GL = GL(W ). The ideals I ⊆ S invariant under this GL-action have been classified [ADF80] . Identifying S with the ring C[x i,j ] 1≤i<j≤n , the ideal I 2k of 2k × 2k Pfaffians of (x i,j ) defines the Pfaffian variety of matrices of rank < 2k, while all other GL-invariant ideals of S define non-reduced scheme structures (or thickenings) of the Pfaffian variety. In this paper we study the Castelnuovo-Mumford regularity of equivariant Pfaffian thickenings I ⊆ S by determining the GL-structure of Ext j S (S/I, S) for all j ≥ 0. This project was inspired by the work of Raicu, who solved the similar problem in the case of generic m × n matrices with a GL m (C) × GL n (C) action [Rai16] . In addition to analogues of Raicu's theorems, we characterize when basic thickenings have linear free resolution.
Our theorem on regularity of powers is stated below and can be found in Section 6. We write I sat for the saturation of I with respect to the irrelevant ideal, and I (d) for the d-th symbolic power of I.
Regularity of Powers of Pfaffians. Let 2 < 2k ≤ n − 2. If one of the following holds: (1) n is even and d ≥ n − 2, (2) n is odd and d ≥ n − 3, then reg I 2k ) > dk. When I = I 2k is a Pfaffian ideal, the syzygies (and thus the regularity) are known by the work of Józefiak-Pragacz-Weyman [JPW81] . When I = I d n−1 is any power of the ideal of sub-maximal Pfaffians, the syzygies were known by Boffi-Sánchez [BS92] and independently by Kustin-Ulrich [KU92] . In all cases, we recover the previous results on regularity using our Ext computations. The above theorem yields:
Linear Resolutions of Powers of Pfaffians. Consider an integer d ≥ 1 and let 2 ≤ 2k ≤ n. Then I d 2k has linear minimal free resolution if and only if one of the following holds:
(1) 2k = 2 or 2k = n, and d ≥ 1, (2) 2k = n − 1, and d is even or d ≥ n − 3, (3) n is even, 2k = 4, and d ≥ n − 2, (4) n is odd, 2k = 4, and d ≥ n − 3.
When 2k = 2, I
d 2k is a power of the irrelevant ideal, and when 2k = n, I
d 2k is the ideal of a hypersurface. Thus, case (1) is classical, and case (2) follows from the previous work described above. Our contribution is showing that I d 2k
has linear minimal free resolution in cases (3) and (4), as well as showing that this list is exhaustive.
Every GL-invariant ideal in S is a sum of basic invariant ideals I x , where x is a partition with at most ⌊n/2⌋ parts. In Section 2 we recall the definition of these ideals and their properties. We compute the regularity of basic invariant ideals. In the statement of the theorems we write x ′ for the conjugate partition of the partition x.
Regularity of Basic Thickenings. Let x be a partition with at most ⌊n/2⌋ parts. If n is even then reg(I x ) = max 0≤c≤x1−1
(n − 2x (1.1)
These computations are the content of Section 4. The above formula allows us to characterize when the basic invariant ideals have linear minimal free resolution.
Linear Resolutions of Basic Thickenings. If n is even, then I x has linear minimal free resolution if and only if
, where k ≥ 0 and l ∈ {0, 1}. If n is odd, then I x has linear minimal free resolution if and only if one of the following holds:
In ([EMS00], Example 6.3), the authors show that in order for the induced maps Ext In another direction, we obtain the following vanishing theorem analogous to the recent results of Raicu [Rai16] .
Kodaira Vanishing for Pfaffian Thickenings. Let I ⊆ S be a GL-invariant ideal and Y ⊂ P (
In particular, if we let Y red denote the underlying Pfaffian variety, and if we make the convention that codim(Sing(Y red )) = dim(Y red ) when Y red is non-singular, then
The above results are all a consequence of the following theorem, recalling that for any graded S-module M :
and reg(I) = reg(S/I) + 1 for any graded ideal I ⊆ S.
Main Theorem. To any GL-invariant ideal I ⊆ S we can associate a finite set M(I) of GL-equivariant S-modules with the property that for each j ≥ 0
where the above isomorphism is GL-equivariant and degree preserving, but is not necessarily an isomorphism of S-modules. It follows that reg(S/I) = max
The sets M(I) and the modules Ext j S (M, S) for M ∈ M(I) can be computed explicitly. Furthermore, the association I → M(I) has the property that whenever I ⊇ J are GL-invariant ideals, the (co)kernels and images of the induced maps Ext j S (S/I, S) → Ext j S (S/J, S) are computed as follows.
We make a couple remarks about the statment of the Main Theorem. There is a GL-equivarant filtration of S/I by S-modules, and the M appearing in M(I) are the factors of this filtration. These M are among the quotients J z,l of GL-invariant ideals defined in (2.7) below and were first studied in [RW16] . The sets of pairs (z, l) for which M = J z,l belongs to M(I) for a given GL-invariant ideal is described in Definition 3.4.
Organization. In Section 3 we compute Ext modules of the subquotients J z,l , as well as describe the differences between the proof of the Main Theorem and the proof of ( [Rai16] , Theorem 3.3). In Section 4 we study the basic thickenings, and in Section 5 we solve an optimization problem in order to compute the regularity of (symbolic) powers of Pfaffian ideals in Section 6. In Section 7 we prove Kodaira vanishing for Pfaffian thickenings.
Preliminaries
Let W be an n-dimensional complex vector space. The irreducible representations of GL = GL(W ) are classified by Z n dom , the set of dominant weights λ = (λ 1 ≥ · · · ≥ λ n ) ∈ Z n . We write S λ W for the irreducible representation corresponding to λ, and write det(W ) = n W for the irreducible S λ W corresponding to λ = (1, . . . , 1) = (1 n ). The size of a weight λ is |λ| = λ 1 + · · · + λ n . A partition is a dominant weight whose entries are non-negative integers, and we will use underlined roman letters for partitions to distinguish them from the arbitrary dominant weights. We will identify a partition x with the associated Young diagram:
x = (4, 3, 1, 0) ←→ When we refer to a row or column of x, we mean a row or column of the associated Young diagram. Given a partition x, we construct the conjugate partition x ′ by transposing the associated Young diagram. In other words, x ′ i is the number of boxes in the i-th column of x. Given a positive integer c, we write x(c) for the partition defined by x(c) i = min(x i , c). We let P(k) denote the set of partitions z = (z 1 ≥ · · · ≥ z k ≥ 0), and write P e (k) for the partitions with even column lengths in their Young diagrams. Given z ∈ P(k) we write
Whenever convenient, we will identify these sets as subsets of each other, i.e. P(k) ⊂ P(k + 1).
For ease of notation, we will write m = ⌊n/2⌋ throughout. Let S = Sym(∧ 2 W ) be the ring of polynomial functions on the space on n × n skew-symmetric matrices. By ([Wey03] , Prop 2.3.8), we have the following formula:
Thinking of S as C[x i,j ] 1≤i<j≤n , we define for each even integer 0 ≤ q ≤ n the polynomial Pfaff q = Pfaff(x i,j ) 1≤i<j≤q . For z ∈ P(m) we define
Concretely, we realize S z (2) W as the linear span of the GL-orbit of Pfaff z , the highest weight vector. For any partition z ∈ P(m) we define
By (2.2) we see that I z is generated in degree |z|. This will be used when characterizing the partitions z for which I z has linear minimal free resolution.
Since any GL-invariant ideal I ⊂ S is the direct sum of irreducibles in (2.1), it follows that
We next recall the descriptions of powers and symbolic powers of Pfaffian ideals from [ADF80] . When z = (1 k ), the ideal I z is generated by the 2k × 2k Pfaffians of the generic skew-symmetric matrix (x i,j ) 1≤i<j≤n . When no confusion may arise, we will denote I z by I 2k . Let
, Theorem 4.1) the d-th power of I 2k is given by
Then by ([ADF80], Theorem 5.1) the d-th symbolic power of I 2k is given by I
. We now recall the definition of the subquotients J z,l from ([RW16], Lemma 2.5). Given 0 ≤ l ≤ m and z ∈ P(m) with z 1 = · · · = z l+1 , we consider the collection of partitions obtained from z by adding a single box to its Young diagram in row l + 1 or higher:
(2.6)
We write
7) and note that our notation for these modules is different from [RW16] (we write J z,l for their J z (2) ,l ).
Ext Modules for the GL-invariant Ideals
Let S be the ring of polynomial functions on the space of n × n skew-symmetric matrices, and continue to write m = ⌊n/2⌋. In this section we describe the proof of the Main Theorem. We begin by computing Ext
3.1. Ext Modules of the Subquotients J z,l and Regularity. We first prove a statement which will allow us to compute the Ext modules in question using Bott's Theorem for Grassmannians ([Wey03] , Corollary 4.1.9).
Lemma 3.1. Let Q, R denote the tautological quotient and sub-bundles on the Grassmannian
n + n − 1) and
Proof. Define bundles
where
For ease of notation set z 1 = d. We make a few observations:
Then from (1),(2),(3), and (3.2) we have that
, Prop 2.3.8), the result follows.
For 0 ≤ l ≤ m and z ∈ P(m), we define
where S λ W * appears in degree −|λ|/2.
Proof. In the notation of Lemma 3.1, we have that
We writeγ = sort(γ + ρ) for the sequence obtained by arranging the entries of γ + ρ in non-increasing order. If we write q for the number of pairs (x, y) with 1 ≤ x < y ≤ n and γ x − x < γ y − y, then Bott's Theorem ([Wey03] Cor. 4.1.9) yields
We start by showing that λ =γ − ρ ∈ W (z, l, t) for some t ∈ T l (z). Let σ denote the permutation of {1, · · · , n} that sorts γ + ρ. This permutation is unique if γ + ρ has distinct entries. Notice that since α 1 ≥ · · · ≥ α 2l and β 1 ≥ · · · ≥ β n−2l it follows that σ(1) < · · · < σ(2l) and σ(2l + 1) < · · · < σ(n). Thus, λ is determined uniquely by the partition u ∈ P(n − 2l) defined by
We may view the sorting process as moving β 1 + ρ 2l+1 left by u 1 spaces, then moving β 2 + ρ 2l+2 left by u 2 spaces, and so on. Note that the condition γ x − x < γ y − y is equivalent toγ σ(x) <γ σ(y) . If γ + ρ has distinct entries, we get that q = #{(x, y) | x < y, σ(x) > σ(y)} = |u|. Our proof is based on two claims which we explain at the end:
Claim 1: The integer u 1 is maximal, i.e. σ(2l + 1) = 1 and u 1 = 2l. Claim 2: u i is even for all i = 1, · · · , n − 2l, and setting t i = u i /2 for all i gives t ∈ T l (z). We now explain the proof of λ ∈ W (z, l, t) based on Claims 1 and 2. For ease of notation, set w = z (2) . Notice that
8) as needed to confirm that λ satisfies condition one of (3.4). To see that λ satifies the second and third condition of (3.4), assume first that n is even. In this case, we need to show that λ 2i = λ 2i−1 for i = 1, · · · , n/2. If 2i = 2l+j −u j for some 1 ≤ j ≤ n − 2l, then j is even by Claim 2. Since w 2l+j = w 2l+j−1 , it follows from Claim 2 that u j = u j−1 . Thus, λ 2i = λ 2l+j−uj = w 2l+j + n − 1 − u j = w 2l+j−1 + n − 1 − u j−1 = λ 2l+j−1−uj−1 = λ 2i−1 , as needed. Fix 1 ≤ i ≤ n/2 and suppose that there does not exist j = 1, · · · , n − 2l with 2i = 2l + j − u j . Then there exists 1 ≤ j ≤ l such that λ 2i (resp. λ 2i−1 ) is obtained by moving α 2j + n − 2j (resp. α 2j−1 + n − 2j + 1) 2i − 2j spaces to the right when sorting γ + ρ. Thus,
Setting t i = u i /2 for i = 1, · · · , n − 2l we see that λ ∈ W (z, l, t), where t ∈ T l (z), as required. If n is odd, the proof is similar except it may not be true that λ n−2t n−2l = λ n−2t n−2l +1 .
For the reverse containment, assume that λ ∈ W (z, l, t), where t ∈ T l (z). Its clear that a suitable weight α can be constructed from λ such that λ =γ − ρ.
We now prove the claims. Proof of Claim 1: Let α ∈ A l . If l = 0 the claim is clear, so suppose l ≥ 1. Since γ + ρ has distinct entries, it suffices to show α 2 + ρ 2 ≤ β 1 + ρ 2l+1 . By (3.1) we have
Proof of Claim 2:
Given z ∈ P(m) and t ∈ T l (z), we define
(3.9)
Theorem 3.3. For 0 ≤ l ≤ m − 1 and z ∈ P(m) satisfying z 1 = · · · = z l+1 , we have that
Proof. By Theorem 3.2, reg(J z,l ) is given by
Given t ∈ T l (z), let λ be the largest weight in W (z, l, t) with respect to |λ|. Notice that
Therefore, the proof is completed by verifying the following equality, which we leave to the interested reader.
3.2. The Main Theorem. Let I ⊆ S be a GL-invariant ideal. We begin by defining the pairs (z, l) for which J z,l appears as a subquotient of S/I. We continue to write m = ⌊n/2⌋.
Definition 3.4. For a finite subset X ⊂ P(m), we define Z(X ) to be the set consisting of pairs (z, l) where z ∈ P(m) and 0 ≤ l ≤ m − 1 are such that if we write c = z 1 then the following hold:
(1) There exists a partition x ∈ X such that x(c) ≤ z and x ′ c+1 ≤ l + 1. (2) For every partition x ∈ X satisfying (1) we have x ′ c+1 = l + 1. Remark 3.5. If X = {x} is a singleton, then
= c and x(c) ≤ z .
(3.11)
This will be used when computing the regularity of the ideals I x .
We may now give a precise description of the sets M(I) in the statement of the Main Theorem. Given X ⊂ P(m), we have M(I X ) is the set of J z,l , where (z, l) ∈ Z(X ). The proof of the Main Theorem is identical to the proof of ( [Rai16] , Theorem 3.3), with the two exceptions being Raicu's Lemma 3.8 and (part of) Lemma 3.11. Proving the analogues of these requires the computations from our Theorem 3.2. We prove our version of these lemmas below. We first recall notation from [Rai16] : to every (z, l) with z ∈ P(m) and z 1 = · · · = z l+1 , we associate the collection of rectangular partitions Now assume that S λ W * is a subrepresentation of both Ext j S (J z,l , S) and Ext j+1 S (J y,k , S). Then by (3.5) it follows that λ 1 = c + n − 1 − 2l = d + n − 1 − 2k. Since k ≥ l and d ≤ c, we se that k = l and c = d. Also by (3.5), λ is parametrized by partitions t ∈ T l (z) and s ∈ T l (y) such that
This cannot happen because the left hand sides of both expressions in (3.13) have the same parity. Conclude that no such λ exists and thus, there are no equivariant maps between Ext j S (J z,l , S) and Ext j+1 S (J y,k , S)
Lemma 3.7. Let 0 ≤ l ≤ m be and let z ∈ P(m). If
then the S-modules Ext j S (J z,l , S) and Ext j S (S/I X , S) share no irreducible GL-representations for all j ≥ 0. Proof. Every nonzero column of x ∈ X has size bigger than l + 1, so it follows from part (2) of Definition 3.4 that if (y, u) ∈ Z(X ) then u + 1 > l + 1, i.e. u > l. Every x ∈ X satisfies x 1 ≤ c + 1, so if (y, u) ∈ Z(X ) then y 1 ≤ c. 
and since u > l and y 1 ≤ c = z 1 , this is a contradiction.
Regularity of Basic Thickenings
As before, S will denote the ring of polynomial functions on the space of n × n complex skew-symmetric matrices, and we write m = ⌊n/2⌋. In this section we use the Ext computations in the previous section to compute the regularity of the basic GL-invariant ideals in S (for reminder of definition see (2.3)). As a consequence, we determine the partitions x ∈ P(m) for which I x has linear minimal free resolution. We start by treating the case where n is even, followed by the case when n is odd.
Lemma 4.1. If n is even and 0 ≤ l ≤ m, then for an integer c ≥ 0 we have
Proof. By Theorem 3.3, if z ∈ P(m) and z 1 = · · · = z l+1 = c, we have reg J z,l = max
Note that |t| is maximized for t = (l n−2l ) and m i=l+1 z i is maximized for z = (c m ). Since t i = t i+1 for all i = 1, · · · , n − 2l − 1 and z l+i = z l+i+1 for all i = 1, · · · , m − l − 1, we see that t ∈ T l (z) and f l (z, t) = 0 for this choice of z and t. Therefore, the result follows. (n − 2x
The result follows after recalling that reg(I x ) = reg(S/I x ) + 1.
For the following statement, recall that by (2.2) the ideal I x is generated in degree |x|.
Corollary 4.3. If n is even, then I x has linear free resolution if and only if x ′ = (m k , 1 l ), where k ≥ 0 and l ∈ {0, 1}.
Proof. ⇐= : Using Theorem 4.2 it is easy to check that reg(I x ) = |x| if x is of the form stated.
=⇒ : Now suppose x ∈ P(m) and I x has linear free resolution. Note that if m = 1, there is nothing to show, so assume m ≥ 2. We start by showing that x has at most one column of length one. Let s = x 1 and suppose for contradiction that x 
Since 2 ≤ d ≤ m − 1 and n ≥ 6, its easy to check that this inequality holds, completing the proof.
We now compute the regularity of I x when n is odd. Recall the definition of the b : Z 3 → Z from (1.1).
Lemma 4.4. If n is odd and 0 ≤ l ≤ m − 1, then for an integer c ≥ 0 we have 
Since t ∈ T l (c m ) it follows that t 1 = · · · = t n−2l−1 = l, so that reg J (c m ),l = max
Thus, we need to maximize t n−2l − t n−2l (c − 2l + 2t n−2l ) (4.6) with respect to t n−2l . If c > 2l then (4.6) is maximized when t n−2l = 0 since t n−2l ≥ 0. If c ≤ 2l then we find that (4.6) is maximized when t n−2l = (2l − c)/2 if c is even, and t n−2l = (2l − c + 1)/2 if c is odd. Using (4.5) we see that reg J (c m ),l = b(l, n, c), as claimed. We now show that if w ∈ P(m) and w 1 = · · · = w l+1 = c, then reg J w,l ≤ reg J (c m ),l , completing the proof. Let w be lexicographically maximal such that: w 1 = · · · = w l+1 = c and
and let t ∈ T l (w) be such that
Note that such a t exists by Theorem 3.3. First assume that w Since |w| is maximized when w = (c m ) and |t| is maximized when t = (l n−2l−1 , (2l − c)/2), the result follows.
Now assume that there exists 1 ≤ j ≤ n − 2l − 1 such that w
2l+j+1 > 2t j − 2t j+1 , and notice that it must be true that j is even. Let j be the minimal index so that this inequality holds. If j < n − 2l − 1 then define x ∈ P(m) via x
otherwise. Notice that t ∈ T l (x). Then x 1 = · · · = x l+1 = c and by Theorem 3.3 we know that
Since t j+1 ≥ t j+3 , this contradicts the fact that w is lexicographically maximal such that (4.7) holds. Now suppose that j = n − 2l − 1. Case 1: t n−2l = 0. If t n−2l = 0 then w
n−1 > 2t n−2l−1 by (3.3) and w
2l+1 > 2t 1 = 2l. Then by Theorem 3.3 we have that
which is equal to b(l, n, c) since c > 2l, as needed.
Case 2: t n−2l ≥ 1. If w
n−1 = 2t n−2l−1 − 2t n−2l + 1 then by Theorem 3.3 we have
If c > 2l, or c ≤ 2l and c is odd, the right side of this inequality is equal to b(l, n, c). If c ≤ 2l and c is even, then l(c − 1) ≤ c(l − 1/2), so the right hand side of the above inequality is less than or equal to b(l, n, c). Now assume that w
n−1 > 2t n−2l−1 − 2t n−2l + 1 and let s ∈ P(n − 2l) be defined by s n−2l = t n−2l − 1 and s i = t i otherwise. Its easy to see that s ∈ T l (w) and by Theorem 3.3 we have that
which is greater than reg J w,l since t n−2l ≥ 1 and w (2) n−1 > 2t n−2l−1 − 2t n−2l + 1. This is a contradiction. Theorem 4.5. If n is odd and x ∈ P(m), then
Proof. The proof is analogous to that of Theorem 4.2 and uses the Main Theorem and Lemma 4.4.
Corollary 4.6. If n is odd, then I x has linear free resolution if and only if one of the following holds:
Proof. ⇐= : Using Theorem 4.5 it is easy to check that reg(I x ) = |x| if x is of the form stated. =⇒ : Suppose now that x ∈ P(m) and I x has a linear free resolution. Case 1: x ′ i = 1 for some 1 ≤ i ≤ x 1 . In this case, we claim that x has a unique column of length 1, i.e. x ′ x1 = 1 and x ′ x1−1 > 1. The proof of this fact follows by similar reasoning as in the proof of Corollary 4.3 and is left to the interested reader. Now suppose for contradiction that x has a column of length not equal to 1 or m, and let c be largest such that 1 < x ′ c+1 < m. In this case we must have n ≥ 7. For ease of notation, set d = x ′ c+1 . Then the largest x can be is x ′ = (m c , d, 1), in which case |x| = cm+ d+ 1. We know that reg(I x ) ≥ b(d− 1, n, c)+ 1. Since I x has linear minimal free resolution, it follows that reg(I x ) = |x|. Thus, it would be a contradiction if
Since n ≥ 7, the formula (1.1) gives the desired contradiction. Therefore x ′ = (m k , 1) for some k ≥ 0. We only need to verify that if k is odd and k ≤ n − 6 then reg(I x ) > km + 1. It suffices to show that if k is odd and k ≤ n − 6 then b(m − 1, n, k − 1) > km. In this case, b(m − 1, n, k − 1) = k(m − 1/2) + m − 3/2 > km.
Case 2: x has no column of length 1. In this case we have that x has no columns of legnth d < m. Indeed, the proof of this fact is identical to the proof in the previous case. Conclude that x ′ = (m k ) for some k ≥ 1. We need to show that if k is odd and k ≤ n − 4 that reg(I x ) > km. It suffices to show that if k is odd and k ≤ n − 4 then b(m − 2, n, k − 1) + 1 > km. In this case, b(m − 1, n, k − 1) + 1 = k(m − 1/2) + m − 1/2 > km.
An Optimization Problem
In this section we solve an optimization problem that will allow us to compute the regularity of large powers and symbolic powers of ideals of Pfaffians. The main result of the section is Proposition 5.1 below. For q even and positive integers k, n with 0 ≤ q < 2k ≤ n we consider YU(q, k, n, d) = (y, u) ∈ P e (n − q) × P(n − q) | |y|≤d(2k−q)−2, |y|−2y1≥d(2k−q−2) ui even, u1=q, yi−yi+1≥ui−ui+1 for i = 1, · · · , n − q − 1 (5.1)
and let
with the convention that R q,k,n,d = −∞ when YU(q, k, n, d) is empty.
Proposition 5.1. If one of the following holds:
(1) n is even, q is even, 0 ≤ q < 2k ≤ n − 2, and d ≥ n − 2 (2) n is odd, q is even, 0 ≤ q < 2k ≤ n − 2, and d ≥ n − 3 (3) n is even, 2k = n, q = 2k − 2, and d ≥ 1 (4) n is odd, 2k = n − 1, q = 2k − 2, and
The proof of this statement is the content of the remainder of the section. Consider q even and positive integers k, n with 0 ≤ q < 2k ≤ n. If (y, u) ∈ YU (q, k, n, d) then its easy to check that
(5.4)
Lemma 5.2. If n is even we have that R n−2, n 2 ,n,d = nd 2 − 1 for all d ≥ 1, and R q, n 2 ,n,d = −∞ for q ≤ n − 4. Proof. Let q = n − 2 and k = n/2. The partitions y, u satisfying the conditions in (5.1) have two equal parts, y = (y 1 , y 1 ), u = (u 1 , u 1 ), and they satisfy the conditions y 1 ≤ d − 1 and u 1 = q = n − 2. Then
which is maximized when y 1 = d − 1. It follows that R n−2, n 2 ,n,d = nd 2 − 1, as claimed. Assume now that k = n/2 and q ≤ n − 4. Then (n − q − 2)y 3 ≥ |y| − 2y 1 ≥ d(2k − q − 2) = d(n − q − 2), so y 3 ≥ d, contradicting (5.4). Therefore, YU(q, n 2 , n, d) is empty for q ≤ n − 4. Lemma 5.3. If n is odd we have that
We first show the second assertion. Assume that k = (n − 1)/2 and q ≤ n − 5. Then since y n−q = 0 we have Lemma 5.4. If q is even, 0 ≤ q < 2k ≤ n − 2, and d ≥ n − 3, then
, and y i = 0 for i > 2k − q + 2, and let u 1 = · · · = u 2k−q = l, u i = 0 for i > 2k − q. Its easy to show that (y, u) ∈ YU(q, k, n, d). Observe that
Since R q,k,n,d ≥ g q,k,n,d (y, u), the result follows.
Proof of Proposition 5.1. By Lemma 5.2 and Lemma 5.3 we only need to check two cases:
(1) n is even, q is even, 0 ≤ q < 2k ≤ n − 2, and d ≥ n − 2 (2) n is odd, q is even, 0 ≤ q < 2k ≤ n − 2, and d ≥ n − 3 By Lemma 5.4, it suffices to show that
in these two cases. Among the elements (y, u) ∈ YU (q, k, n, d) for which g q,k,n,d (y, u) = R q,k,n,d , we consider one for which y is lexicographically maximal. Its easy to show that
To prove the Proposition we proceed by induction on n. We divide our analysis into four cases: Case 1: u n−q = y n−q = 0. We can think of y as an element of P e (n − q − 1) and u as an element of P(n − q − 1). It follows from (5.1) that (y, u) ∈ YU (q, k, n − 1, d). We get
If 2k = n − 2 = (n − 1) − 1 then since YU (q, k, n − 1, d) is nonempty, we must have that q = (n − 1) − 3 = n − 4 by Lemma 5.3. In this case n is even, and since d ≥ n − 2 = (n − 1) − 1, we have
Regularity of Powers of Ideals of Pfaffians
In this section we assume as before that 2 ≤ 2k ≤ n, that S = C[x i,j ] 1≤i<j≤n , and I 2k is the ideal of 2k × 2k Pfaffians of the generic skew-symmetric matrix (x i,j ). For ease of notation we again write m = ⌊n/2⌋. The main result of the section is the following: Theorem 6.1. Let 2 < 2k ≤ n − 2. If one of the following holds: (1) n is even and d ≥ n − 2, (2) n is odd and
= dk, and reg
Further, if neither of these conditions hold, then
Using the notation of (2.4), let 
Lemma 6.2. For each l with 0 ≤ l ≤ k − 1 we have using the notation of (5.3) the equality
Proof. The proof is similar to the proof of ([Rai16], Lemma 5.4) and proceeds by showing the equivalence
(2) and u i = 2t i for all i. Under this equivalence we have that Proof. The proof uses the Main Theorem and Lemma 6.2, and is identical to the proof of ([Rai16], Corollary 5.5).
Lemma 6.4. If 2 < 2k ≤ n − 2 and 1 ≤ d ≤ n − 4 then R 2k−2,k,n,d ≥ dk.
Proof. We break the proof into 2 cases, when d is even and when d is odd. Case 1: d is even. Define (y, u) ∈ P e (n − 2k + 2) × P(n − 2k + 2) via y 1 = y 2 = d − 1, y i = 0 for i > 2, and u 1 = u 2 = 2k − 2, u i = max(2, 2k − d) for i > 2. Then |y| = 2d − 2 = d(2k − (2k − 2)) − 2, and |y| − 2y 1 = 0 = d(2k − (2k − 2) − 2). Also, y 2 − y 3 = d − 1 ≥ min(2k − 4, d − 2) = u 2 − u 3 and y i − y i+1 = u i − u i+1 = 0 for all i = 2. Thus, (y, u) ∈ YU (2k − 2, k, n, d). Conclude that R 2k−2,k,n,d ≥ g 2k−2,k,n,d (y, u). We will show that g 2k−2,k,n,d (y, u) ≥ dk.
Suppose first that 2k − d ≥ 4, in which case u i = 2k − d for i > 2. Then g 2k−2,k,n,d (y, u) = dk + 1 + (n − 2k)(2k
Thus, we need (n − 2k − 1)(2k − d) − 4 ≥ −2. Since n − 2k − 1 ≥ 0 and d ≤ 2k − 4 we have that this holds. Now suppose that 2k − d ≤ 2, so that u i = 2 for i > 2. Then g 2k−2,k,n,d (y, u) = dk + 1 + 2(n − 2k) − 4 2 − (d − 2k + 3).
Thus, we need 2(n − 2k) − 4 − 2(d − 2k + 3) ≥ −2. Since d ≤ n − 4 this is easy to check. Case 2: d is odd. Define (y, u) ∈ P e (n − 2k + 2) × P(n − 2k + 2) via y 1 = y 2 = d − 1, y i = 0 for i > 2, and u 1 = u 2 = 2k − 2, u i = max(2, 2k − d − 1) for i > 2. The proof then goes as in the previous case.
Lemma 6.5. If n is even, 2 < 2k ≤ n − 2, and d = n − 3, then R 2k−4,k,n,d ≥ dk.
Proof. Define (y, u) ∈ P e (n − 2k + 4) × P(n − 2k + 4) via y 1 = · · · = y 4 = d − 1 = n − 4, y 5 = y 6 = 1, y i = 0 for i > 6, and u 1 = · · · = u 4 = 2k − 4, u i = 0 for i > 4. Then (y, u) ∈ YU (2k − 4, k, n, d) and R 2k−4,k,n,d ≥ g 2k−4,k,n,d (y, u) = 1 2 (4(n − 3) − 2 + (2k − 4)(d + 2)) ≥ (n − 3)k = dk.
Proof of Theorem 6.1. The equalities (6.1), (6.2), and (6.3) all follow from Corollary 6.3. The equality (6.1) then follows from the optimization result Proposition 5.1. The equality (6.2) follows from Lemma 6.4 and Lemma 6.5. The equality (6.3) follows from Lemma 6.4
Using Corollary 6.3, Lemma 5.2, and Lemma 5.3, we recover the following well-known formulas:
Theorem 6.6. If 2k = 2 or 2k = n then reg(I = dk + 1 such that λ ∈ W (z, l, t). If t n−2l = 0 or l = 0, then λ n = z (2) n + n − 1, so that |λ| ≥ n(n − 1) + nz (2) n ≥ n(n − 1), a contradiction. Thus, we may assume that l ≥ 1 and t i ≥ 1 for all i = 1, · · · , n − 2l. We know that by Theorem 3.2,
Notice that
t i ≤ − 2l 2 − 2(n − 2l) = −2n − 2l 2 + 5l ≤ −2n + 3.
Thus, −1 − q ≤ −2n + 3, i.e. q ≥ 2n − 4, which proves (7.1).
For the second assertion we note that Y red is non-singular if and only if its defining ideal is I 4 , in which case it is isomorphic to the Grassmannian G(2, n). Since dim(G(2, n)) = 2n − 4, we see that the result holds in this case. If the defining ideal of Y red is I 2k with 2k ≥ 6, then codim(Sing(Y red )) = 2n − 4k + 5 < 2n − 4.
