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a b s t r a c t
A random walk can be used as a centrality measure of a directed graph. However, if the
graph is reducible the randomwalkwill be absorbed in some subset of nodes andwill never
visit the rest of the graph. In Google PageRank the problemwas solved by the introduction
of uniform random jumpswith some probability. Up to the present, there is no final answer
to the question about the choice of this probability. We propose to use a parameter-
free centrality measure which is based on the notion of a quasi-stationary distribution.
Specifically, we suggest four quasi-stationary based centrality measures, analyze them and
conclude that they produce approximately the same ranking.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A random walk can be used as a centrality measure of a directed graph. An example of random walk based centrality
measures is PageRank [1], used by the search engine Google. PageRank is one of the principal criteria used by Google to sort
the relevant answers to a user’s query. We shall follow the formal definition of PageRank from [2]. Denote by n the total
number of pages on the Web and define the n× n hyperlink matrix P such that
pij =
{1/di, if page i links to j,
1/n, if page i is dangling,
0, otherwise,
(1)
for i, j = 1, . . . , n, where di is the number of outgoing links from page i. In the above, a page is called dangling if it has no
outgoing links. We note that according to (1) there exist artificial links to all pages from a dangling node. In order to make
the hyperlink graph connected, it is assumed that, at each step, with some probability 1 − c , a random surfer goes to an
arbitrary Web page sampled from the uniform distribution. Thus, the PageRank is defined as a stationary distribution of a
Markov chain whose state space is the set of all Web pages, and the transition matrix is
G = cP + (1− c)(1/n)E,
where E is a matrix whose all entries are equal to one, and c ∈ (0, 1) is the probability of following a hyperlink. The constant
c is often referred to as a damping factor. TheGooglematrixG is stochastic, aperiodic, and irreducible, so the PageRank vector
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pi is the unique solution of the system
piG = pi, pi1 = 1,
where 1 is a column vector of ones.
Even though in a number of recent works, see, e.g., [3–5], the choice of the damping factor c has been discussed, there
is still no clear criterion for the choice of its value. The goal of the present work is to explore parameter-free centrality
measures. The authors of several papers [6–9] have suggested methods to overcome the problem of a particular choice of
the damping factor. However, they need instead to choose some distribution function like in [6,7,9] or to choose some shape
of the damping function [8]. Here we suggest centrality measures which take as an input only the adjacency list of a graph.
In [3,10,11], the authors have studied the graph structure of theWeb. In particular, in [10,11], it was shown that theWeb
Graph can be divided into three principal components: the Giant Strongly Connected Component, to which we simply refer
as the SCC component, the IN component and the OUT component. The SCC component is the largest strongly connected
component in the Web Graph. In fact, it is larger than the second largest strongly connected component by several orders
of magnitude. Following hyperlinks one can come from the IN component to the SCC component, but it is not possible to
return back. Then, from the SCC component one can come to the OUT component, and it is not possible to return to SCC
from the OUT component. In [10,11], the analysis of the structure of theWeb was made assuming that dangling nodes have
no outgoing links. However, according to (1), there is a nonzero probability to jump from a dangling node to an arbitrary
node. This can be viewed as a link between the nodes, and we call such a link an artificial link. As was shown in [3], these
artificial links significantly change the graph structure of the Web. In particular, the artificial links of dangling nodes in the
OUT component connect some parts of the OUT componentwith IN and SCC components. Thus, the size of the Giant Strongly
Connected Component increases further. If the artificial links from dangling nodes are taken into account, it is shown in [3]
that the Web Graph can be divided into two components: the Extended Strongly Connected Component (ESCC) and the
Pure OUT component (POUT). POUT is small in size, but if the damping factor c is chosen equal to one, the random walk
is absorbed with probability one into POUT. As we show in the numerical experiments section, a large majority of pages
and nearly all the important pages are in the ESCC. We also note that even if the damping factor is chosen close to one, the
random walk can spend a significant amount of time in the ESCC before the absorption. Therefore, for ranking Web pages
from the ESCCwe suggest the use of quasi-stationary distributions [12,13] since they represent the dynamics of the random
walk before it leaves the ESCC. We would like to note that our analysis based on quasi-stationarity can also be applied to
rank nodes in the Giant Strongly Connected Component of the original graph if we assume that the artificial links from the
dangling nodes point only back to the dangling nodes.
It turns out that there are several versions of quasi-stationary distribution. Here we study four versions of the quasi-
stationary distribution. Our main conclusion is that the rankings provided by them are very similar. Therefore, one can
choose a version of stationary distribution which is easier for computation.
The paper is organized as follows. In Section 2 we discuss different notions of quasi-stationarity, the relation among
them, and the relation between the quasi-stationary distribution and PageRank. Then, in Section 3 we present the results
of numerical experiments on Web Graph which confirm our theoretical findings. Some technical results are given in the
Appendix.
2. Quasi-stationary distributions as centrality measures
As noted in [3], by renumbering the nodes, the transition matrix P can be transformed to the following form:
P =
[
Q 0
R T
]
,
where the block T corresponds to the ESCC, block Q corresponds to the part of the OUT component without dangling nodes
and their predecessors, and block R corresponds to the transitions from the ESCC to the nodes in block Q . We refer to the
set of nodes in block Q as POUT.
POUT is small in size, but if the damping factor c is chosen equal to one, the random walk is absorbed with probability
one into POUT. We are mostly interested in the nodes in the ESCC. We recall that the ESCC can be regarded as the Giant
Strongly Connected Component of a graph modified by the addition of artificial links from dangling nodes. Denote by piQ
the part of the PageRank vector corresponding to POUT and denote by piT the part of the PageRank vector corresponding to
the ESCC. Using the following formula [14]
pi(c) = 1− c
n
1T [I − cP]−1,
we conclude that
piT (c) = 1− cn 1
T [I − cT ]−1,
where 1 is a vector of ones of appropriate dimension.
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Let us define the renormalized part of the PageRank vector corresponding to the ESCC:
pˆiT (c) = piT (c)‖piT (c)‖1 . (2)
We note that this renormalization does not alter the rank among the nodes inside the ESCC.
We define four quasi-stationary distributions and provide intuitive explanations clarifying their meaning.
Definition 1. The pseudo-stationary distribution pˆiT is given by
pˆiT = 1
T [I − T ]−1
1T [I − T ]−11 .
We recall that the i, j-th element of the matrix [I − T ]−1 gives the expected number of visits to state j starting from
state i [15]. Hence, the i-th component of pˆiT can be interpreted as the fraction of time the random walk (with c = 1)
spends in node i prior to absorption. We recall that the random walk as defined in the Introduction starts from the uniform
distribution. If the randomwalk were initiated from another distribution, the pseudo-stationary distribution would change.
More detailed discussion of the properties of this notion of quasi-stationarity can be found in [12,16]. Proposition 1 shows
a relation between the pseudo-stationary distribution and renormalized PageRank.
Proposition 1. The following limit exists:
pˆiT = lim
c→1 pˆiT (c),
and the ranking of pages in the ESCC provided by the PageRank vector converges to the ranking provided by pˆiT as the damping
factor goes to one. Moreover, these two rankings coincide for all values of c above some value c∗.
Proof. Let us prove first of all that pˆiT = limc→1 pˆiT (c).
pˆiT (c) = piT (c)‖piT (c)‖1 =
piT (c)
piT (c)1
=
1−c
n 1
T [I − cT ]−1
1−c
n 1
T [I − cT ]−11 =
1T [I − cT ]−1
1T [I − cT ]−11 .
Since I − T is invertible, the limit is justified. This ends this part of the proof.
Let us now prove that two rankings pˆiT (c) and pˆiT coincide for all values of c above some value c∗. Assuming that
pˆiT (c) =
(
pˆi
(1)
T (c), pˆi
(2)
T (c), . . . , pˆi
(n)
T (c)
)
, pˆiT =
(
pˆi
(1)
T , pˆi
(2)
T , . . . , pˆi
(n)
T
)
,
this is equivalent to proving that ∃c∗ : 0 < c∗ < 1 so that ∀c : 0 < c∗ < c 6 1, ∀i, j = 1, n1, i 6= j: pˆi (i)T (c)− pˆi (j)T (c) keeps
its sign.
Let us denote adj(I − cT ) by A(c) and det(I − cT ) by D(c). Hence, we have
(I − cT )−1 = D−1(c)A(c).
If we denote (I − cT )−1 byM = {mij}, where i, j = 1, n, we can write that
mij = Aij(c)D(c) .
According to (2), we can express pˆi (k)T (c) as follows:
pˆi
(k)
T (c) =
nT∑
i=1
mik
nT∑
i=1
nT∑
j=1
mij
=
nT∑
i=1
Aik(c)
D(c)
nT∑
i=1
nT∑
j=1
Aij(c)
D(c)
=
nT∑
i=1
Aik(c)
nT∑
i=1
nT∑
j=1
Aij(c)
.
Because the inverse (I − cT )−1 exists for all c ∈ [0, 1],∑nTi=1∑nTj=1 Aij(c) 6= 0 for all c ∈ [0, 1]. Let us denote by Zk1k2(c) the
following:
Zk1k2(c) =
(
pˆi
(k1)
T (c)− pˆi (k2)T (c)
) nT∑
i=1
nT∑
j=1
Aij(c).
1 We write i = 1, n implying i ∈ {1, . . . , n}.
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If the ranking provided by pˆiT changes at some value c , then Zk1k2(c) becomes equal to zero. If Zk1k2(c) = 0 for all 0 6 c 6 1,
then pˆi (k1)T (c) = pˆi (k2)T (c) for all 0 6 c 6 1, and we can put them in any order. If there is such 0 6 c 6 1 that Zk1k2(c) 6= 0
then, since Zk1k2(c) is a polynomial of degree nT − 1, Zk1k2(c) can have no more than nT − 1 isolated roots. Let us denote by
zk1k2 the biggest root of Zk1k2(c)when c ∈ [0, 1], i.e.,
zk1k2 = max{c|c ∈ [0, 1], Zk1k2(c) = 0}.
Let us denote by z ′k1k2 the biggest root of Zk1k2(c)when c ∈ [0, 1), i.e.,
z ′k1k2 = max{c|c ∈ [0, 1), Zk1k2(c) = 0}.
If zk1k2 6= 1, then pˆi (k1)T (c) 6= pˆi (k2)T (c) for all c ∈ [zk1k2 , 1] and the ranking does not change for all c ∈ [zk1k2 , 1]. If zk1k2 = 1,
then pˆi (k1)T (c) 6= pˆi (k2)T (c) for all c ∈ [z ′k1k2 , 1), and the ranking does not change for all c ∈ [z ′k1k2 , 1). In the last case, since the
limiting entries pˆi (k1)T and pˆi
(k2)
T are equal to each other, we can put them in the same order as pˆi
(k1)
T (c) and pˆi
(k2)
T (c) for some
c ∈ [z ′k1k2 , 1). Choosing c∗ = maxk1,k2{z ′k1k2} completes the proof. 
Definition 2. The quasi-stationary distribution p˜iT is defined by the equation
p˜iTT = λ1p˜iT , (3)
and the normalization condition
p˜iT1 = 1, (4)
where λ1 is the Perron–Frobenius eigenvalue of matrix T .
The irreducibility of matrix T guarantees the uniqueness of its Perron–Frobenius eigenvalue and eigenvector [15]. The
quasi-stationary distribution p˜iT can be interpreted as a proper initial distribution on the non-absorbing states (states in the
ESCC)which is such that the distribution of the randomwalk, conditioned on the non-absorption prior time t , is independent
of t [17]. An interested reader can find more detailed discussion of the properties of the quasi-stationary distribution p˜iT in
[12,13].
Denote by T¯ the normalized hyperlink matrix associated with the ESCC when the links leading outside the ESCC are
neglected. Clearly, we have
T¯ij = Tij[T1]i ,
where [T1]i denotes the i-th component of the vector T1. In other words, [T1]i is the sum of the elements in row i of matrix
T . Now we can define the third quasi-stationary distribution.
Definition 3. The quasi-stationary distribution p¯iT is defined by the equation
p¯iT T¯ = p¯iT , (5)
and the normalization condition
p¯iT1 = 1. (6)
The T¯ij entry of the matrix T¯ can be viewed as a conditional probability to jump from node i to node j under the condition
that the random walk does not leave the ESCC at the jump. Then, p¯iT can be interpreted as a stationary distribution of the
random walk under the above condition.
We can generalize the notion of p¯iT . Namely, we consider the situation when the randomwalk stays inside the ESCC after
some finite number of jumps. The probability of such an event can be formally expressed as follows:
P
(
X1 = j|X0 = i ∧
N∧
m=1
Xm ∈ S
)
,
where Xk is the state which visits the randomwalk at time step k, N is the number of jumps during which the randomwalk
stays in the ESCC, and the ESCC is denoted by S for the sake of shortening the notation.
Let us denote by T (N)ij the i, j-th element of T
N (the N-th power of T ) and by T (N)i the i-th row of the matrix T
N . Then
T (N)i = (TN)i = (TTN−1)i = TiTN−1.
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Proposition 2. The following expression holds:
P
(
X1 = j|X0 = i ∧
N∧
m=1
Xm ∈ S
)
= TijT
(N−1)
j 1
T (N)i 1
. (7)
Proof. See the Appendix. 
Then, if we denote
Tˇ (N)ij = P
(
X1 = j|X0 = i ∧
N∧
m=1
Xm ∈ S
)
,
wewill be able to find the stationary distribution of Tˇ (N)ij , which can be viewed as a generalization of p¯iT . Let us now consider
the limiting case, when N goes to infinity.
We shall refer to the following limit as the twisted kernel:
Tˇij = lim
N→∞
TijT
(N−1)
j 1
T (N)i 1
. (8)
The existence of the limit and its explicit expression are given in the following theorem.
Theorem 1. The limit in (8) exists if |λ1| > |λ2|, where λ1 is the Perron–Frobenius eigenvalue of T , and λ2 is the second by
magnitude eigenvalue of T . The twisted kernel can be expressed as follows:
Tˇij = Tijuj
λ1ui
, (9)
where u is the right Perron–Frobenius eigenvector of T , namely, Tu = λ1u.
Proof. Let us introduce here auxiliary normalization of the right Perron–Frobenius eigenvector of T :
T u˜ = λ1u˜, p˜iT u˜ = 1.
Let us note that [18, Theorem 11.18]
u˜i = lim
N→∞
TiTN−11
λN1
. (10)
We can perform the following transformations:
TijT
(N−1)
j 1
T (N)i 1
= Tij TjT
N−21
TiTN−11
= Tij
λ1
TjTN−21
λN−11
TiTN−11
λN1
.
lim
N→∞
TijT
(N−1)
j 1
T (N)i 1
= Tij
λ1
lim
N→∞
TjTN−21
λN−11
TiTN−11
λN1
= Tij
λ1
lim
N→∞
TjTN−21
λN−11
lim
N→∞
TiTN−11
λN1
.
Using (10), we can write
lim
N→∞
TijT
(N−1)
j 1
T (N)i 1
= Tiju˜j
λ1u˜i
.
After renormalization, we obtain
lim
N→∞
TijT
(N−1)
j 1
T (N)i 1
= Tijuj
λ1ui
. 
As one can see, the twisted kernel does not depend on the normalization of u. Hence, we can take any normalization.
The twisted kernel plays an important role in multiplicative ergodic theory and large deviations for Markov chains; see,
e.g., [19]. The matrix Tˇ is clearly a transition probability kernel; i.e., Tˇij ≥ 0 ∀i, j, and∑j Tˇij = 1 ∀i. Also, it is irreducible if
there exists a path i → j under T for all i, j, which we assume to be the case. In particular, it will have a unique stationary
distribution pˇiT , which gives the fourth notion of the quasi-stationary distribution.
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Definition 4. The quasi-stationary distribution pˇiT is defined as the stationary distribution of the twisted kernel. Namely, it
is the solution of the following eigenvector equation and normalization condition:
pˇiT = pˇiT Tˇ , (11)
pˇiT1 = 1. (12)
If we assume aperiodicity in addition, Tˇij can be given the interpretation of the probability of transition from i to j in the
ESCC for the chain, conditioned on the fact that it never leaves the ESCC.
Proposition 3. The following expression for pˇiT holds:
pˇiTi = p˜iTiu˜i, (13)
where u˜ is the right Perron–Frobenius eigenvector of T , which is normalized as follows:
u˜ = u
p˜iTu
. (14)
Proof. The normalization condition (12) is satisfied due to (14). Let us show that (11) holds as well; i.e.,
pˇiTj =
nT∑
i=1
pˇiTiTˇij,
where nT is the dimension of pˇiT . Using the expression (9), we can write
nT∑
i=1
p˜iTiu˜iTˇij =
nT∑
i=1
p˜iTiu˜i
Tiju˜j
λ1u˜i
= u˜j
λ1
λ1p˜iTj = p˜iTju˜j,
which proves the proposition. 
After the introduction of the four quasi-stationary distributions, let us now establish relationships among them.
Let us nowconsider the substochasticmatrix T as a perturbation of the stochasticmatrix T¯ .We introduce the perturbation
term
εD = T¯ − T ,
where the parameter ε is the perturbation parameter, which is typically small. The following result holds.
Proposition 4. The vector pˆiT can be expanded as follows:
pˆiT = p¯iT − p¯iT 1nT (p¯iTεD1)1
TX01+ 1TX0 1nT (p¯iTεD1)+ o(ε), (15)
where nT is the number of nodes in the ESCC and X0 is given in Lemma 1 in the Appendix.
Proof. We substitute T = T¯ − εD into [I − T ]−1 and use Lemma 1, to get
[I − T ]−1 = 1
p¯iTεD1
1p¯iT + X0 + O(ε).
Using the above expression, we can write
pˆiT = 1
T [I − T ]−1
1T [I − T ]−11 =
1
p¯iT εD1
nT p¯iT + 1TX0 + O(ε)
1
p¯iT εD1
nT + 1TX01+ O(ε)
= p¯iT +
1
nT
(p¯iTεD1)1TX0 + o(ε)
1+ 1nT (p¯iTεD1)1TX01+ o(ε)
=
(
p¯iT + 1nT (p¯iTεD1)1
TX0 + o(ε)
)(
1− 1
nT
(p¯iTεD1)1TX01+ o(ε)
)
= p¯iT − p¯iT 1nT (p¯iTεD1)1
TX01+ 1TX0 1nT (p¯iTεD1)+ o(ε). 
Remark 1. Since R1 + T1 = 1 and T¯1 = 1, in lieu of p¯iTεD1, we can write p¯iTR1. The latter expression has a clear
probabilistic interpretation. It is the probability of exiting the ESCC in one step starting from the distribution p¯iT . Later we
shall demonstrate that this probability is indeed small. We note that not only p¯iTR1 is small but also the factor 1/nT is small,
as the number of states in the ESCC is large. Thus, we expect that pˆiT is very close to p¯iT .
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In the next Proposition 5 we provide an alternative expression for the first-order terms of pˆiT .
Proposition 5. The vector pˆiT can be expanded as follows:
pˆiT = p¯iT − εp¯iTDH + ε1T 1nT (p¯iTD1)H + o(ε).
Proof. Let us consider pˆiT as a power series,
pˆiT = pˆi (0)T + εpˆi (1)T + ε2pˆi (2)T + · · · .
From (15), we obtain
pˆiT = p¯iT − p¯iT 1nT (p¯iTεD1)1
TX01+ 1TX0 1nT (p¯iTεD1)+ o(ε)
= p¯iT + ε
(
1TX0
1
nT
(p¯iTD1)− p¯iT 1nT (p¯iTD1)1
TX01
)
+ o(ε),
and hence
pˆi
(1)
T = 1TX0
1
nT
(p¯iTD1)− p¯iT 1nT (p¯iTD1)1
TX01, (16)
where X0 is given by (35). Before substituting (35) into (16), we make the transformations
X0 = (I − X−1D)H(I − DX−1)
= H − HDX−1 − X−1DH + X−1DHDX−1,
where X−1 is defined by (34). Pre-multiplying X0 by 1T and then post-multiplying by 1, we obtain
1TX0 = 1TH − p¯iT (1THD1)(p¯iTD1)−1 − nT p¯iT (p¯iTD1)−1DH + nT p¯iTDHD1p¯iT (p¯iTD1)−2 (17)
and
1TX01 = nT p¯iTDHD1(p¯iTD1)−2 − 1THD1(p¯iTD1)−1. (18)
Substituting (17) and (18) into (16), we get
pˆi
(1)
T = 1TX0
1
nT
(p¯iTD1)− p¯iT 1nT (p¯iTD1)1
TX01
= 1TH 1
nT
(p¯iTD1)− 1nT p¯iT1THD1− p¯iTDH + p¯iT (p¯iTDHD1)(p¯iTD1)
−1 − p¯iT (p¯iTDHD1)(p¯iTD1)−1 + 1nT p¯iT1THD1
= 1TH 1
nT
(p¯iTD1)− p¯iTDH.
Thus, we have
pˆi
(1)
T = 1TH
1
nT
(p¯iTD1)− p˜iT . 
As in the analysis of the pseudo-stationary distribution, we take the matrix T in the form of the perturbation T = T¯ − εD.
Proposition 6. The vector p˜iT can be expanded as follows:
p˜iT = p¯iT − εp¯iTDH + o(ε).
Proof. We look for the quasi-stationary distribution and the Perron–Frobenius eigenvalue in the form of a power series,
p˜iT = p˜i (0)T + εp˜i (1)T + ε2p˜i (2)T + · · · , (19)
λ1 = 1+ ελ(1)1 + ε2λ(2)1 + · · · .
Substituting T = T¯ − εD and the above series into (3), and equating terms with the same powers of ε, we obtain
p˜i
(0)
T T¯ = p˜i (0)T , (20)
p˜i
(1)
T T¯ − p˜i (0)T D = 1p˜i (1)T + λ(1)1 p˜i (0)T , (21)
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Substituting (19) into the normalization condition (6), we get
p˜i
(0)
T 1 = 1, (22)
p˜i
(1)
T 1 = 0. (23)
From (20) and (22), we conclude that p˜i (0)T = p¯iT . Thus, Eq. (21) takes the form
p˜i
(1)
T T¯ − p¯iTD = 1p˜i (1)T + λ(1)1 p¯iT .
Post-multiplying this equation by 1, we get
p˜i
(1)
T T¯1− p¯iTD1 = 1p˜i (1)T 1+ λ(1)1 p¯iT1.
Now, using T¯1 = 1, (22) and (23), we conclude that
λ
(1)
1 = −p¯iTD1,
and, consequently,
λ1 = 1− εp¯iTD1+ o(ε). (24)
Now, Eq. (21) can be rewritten as follows:
p˜i
(1)
T [I − T¯ ] = p¯iT [(p¯iTD1)I − D].
Its general solution is given by
p˜i
(1)
T = νp¯iT + p¯iT [(p¯iTD1)I − D]H,
where ν is some constant. To find the constant ν, we substitute the above general solution into condition (23):
p˜i
(1)
T 1 = νp¯iT1+ p¯iT [(p¯iTD1)I − D]H1 = 0.
Since p¯iT1 = 1 and H1 = 0, we get ν = 0. Consequently, we have
p˜i
(1)
T = p¯iT [(p¯iTD1)I − D]H = (p¯iTD1)p¯iTH − p¯iTDH = −p¯iTDH.
In the above, we have used the fact that p¯iTH = 0. This completes the proof. 
If λ1 is very close to one (which is indeed the case in practice; see Section 3), we conclude from (24) and the equality
εp¯iTD1 = p¯iTR1 that indeed p¯iTR1 is typically very small, as we have conjectured in Remark 1.
Furthermore, there is also a simple relation between λ1 and p˜iT .
Proposition 7. The Perron–Frobenius eigenvalue λ1 of matrix T is given by
λ1 = 1− p˜iTR1. (25)
Proof. Post-multiplying Eq. (3) by 1, we obtain
λ1 = p˜iTT1.
Then, using the fact that T1 = 1− R1, we derive the formula (25). 
Proposition 7 indicates that if λ1 is close to one then p˜iTR1 is small.
Let us analyze the Perron–Frobenius right eigenvector u of the matrix T :
Tu = λ1u, (26)
where λ1 is the Perron–Frobenius eigenvalue, as in the previous section.
The vector u can be normalized in different ways. Let us define the main normalization for u as
1Tu = nT .
Let us also define u¯ as
u¯ = u
p¯iTu
, so that p¯iT u¯ = 1. (27)
Proposition 8. The vector u¯ can be expanded as follows:
u¯ = 1− εHD1+ o(ε).
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Proof. We look for the right eigenvector and the Perron–Frobenius eigenvalue in the form of a power series,
u¯ = u¯(0) + εu¯(1) + ε2u¯(2) + · · · . (28)
λ1 = 1+ ελ(1)1 + ε2λ(2)1 + · · · .
Substituting T = T¯ − εD and the above series into (26), and equating terms with the same powers of ε, we obtain
T¯ u¯(0) = u¯(0), (29)
T¯ u¯(1) − Du¯(0) = u¯(1) + λ(1)1 u¯(0). (30)
Substituting (28) into the normalization condition (27), we obtain
p¯iT u¯(0) = 1, (31)
p¯iT u¯(1) = 0. (32)
From (29) and (31), we conclude that u¯(0) = 1. Thus, Eq. (30) takes the form
T¯ u¯(1) − D1 = u¯(1) + λ(1)1 1.
Pre-multiplying this equation by p¯iT , we get
p¯iT u¯(1) − p¯iTD1 = p¯iT u¯(1) + p¯iTλ(1)1 1.
Now, using T¯1 = 1, (31) and (32), we conclude that
λ
(1)
1 = −p¯iTD1,
and, consequently,
λ1 = 1− εp¯iTD1+ o(ε).
Now, Eq. (30) can be rewritten as follows:[
I − T¯] u¯(1) = [(p¯iTD1) I − D] 1.
Its general solution is given by
u¯(1) = ν1+ H [(p¯iTD1) I − D] 1,
where ν is some constant. To find the constant ν, we substitute the above general solution into condition (32):
p¯iT u¯(1) = νp¯iT1+ p¯iTH [(p¯iTD1) I − D] 1.
Since p¯iT1 = 1 and p¯iTH = 0, we get ν = 0. Consequently, we have
u¯(1) = −HD1.
In the above, we have used the fact that H1 = 0. This completes the proof. 
Since the substochastic matrix T is close to being stochastic, the vector u will be very close to 1 (see Proposition 8).
Consequently, the vector pˇiT will be close to p˜iT and to p¯i as well. This shows that in the case when the matrix T is close to
the stochastic matrix all the alternative definitions of quasi-stationary distribution are quite close to each other. Moreover,
fromProposition 1,we conclude that the PageRank ranking converges to the quasi-stationarity based ranking as the damping
factor goes to one.
3. Numerical experiments and applications
For our numerical experiments we have used the Web site of INRIA (http://www.inria.fr ; the dataset is available from
the authors upon request). It is a typical Web site with about 300000 Web pages and 2200000 hyperlinks. Accordingly,
datasets of similar or even smaller sizes have been extensively used in experimental studies of novel algorithms for PageRank
computation [20–22]. To collect the Web graph data, we construct our own Web crawler which works with the Oracle
database. The crawler consists of two parts: the first part is realized in Java and is responsible for downloading pages from
the Internet, parsing the pages, and inserting their hyperlinks into the database; the second part is written in PL/SQL and is
responsible for the data management. For a detailed description of the crawler reader is referred to [23].
As was shown in [10,11], a Web graph has three major distinct components: IN, OUT and SCC. However, if one takes into
account the artificial links from the dangling nodes, a Web graph has two major distinct components: POUT and ESCC [3].
We provide the statistics for the INRIA Web site in Table 1. In our experiments we consider the artificial links from the
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Table 1
Component sizes in the INRIA dataset.
INRIA
Total size 318585
Number of nodes in SCC 154142
Number of nodes in IN 0
Number of nodes in OUT 164443
Number of nodes in ESCC 300455
Number of nodes in POUT 18130
Table 2
Kendall’s τ comparison.
pˆiT (0.85) p¯iT p˜iT pˆiT pˇiT
pˆiT (0.85) 1.0 0.87272 0.87275 0.87449 0.86462
p¯iT 1.0 0.99390 0.99498 0.98228
p˜iT 1.0 0.99770 0.98786
pˆiT 1.0 0.98597
pˇiT 1.0
damping factor
ke
nd
al
l t
au
0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95 1.05
0.5
0.6
0.7
0.8
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1
Fig. 1. Kendall’s τ metric between p˜iT and PageRank of the ESCC pˆiT (c) as a function of the damping factor.
dangling nodes and compute p¯iT , p˜iT , pˆiT , and pˇiT with 5-digit precision. Also we compute pˆiT (0.85), which is PageRank vector
of the ESCC with damping factor equal to 0.85. For each pair of these vectors we calculated Kendall’s τ metric (see Table 2).
Kendall’s τ metric shows how two rankings are different in terms of the number of swaps which are needed to transform
one ranking to the other. Kendall’s τ metric has the value of one if two rankings are identical and minus one if one ranking
is the inverse of the other. In our case, Kendall’s τ metric for all the pairs of quasi-stationary based centrality measures is
very close to one. Thus, we can conclude that all four quasi-stationarity based centrality measures produce very similar
rankings.
We have also analyzed Kendall’s τ metric between p˜iT and PageRank of the ESCC as a function of the damping factor (see
Fig. 1). As c goes to one, Kendall’s τ approaches one. This is in agreement with Proposition 1. We have also compared the
ranking produced by the quasi-stationary distributions and PageRank of the ESCC using the θ rank correlation measure. The
measure is defined as follows:
θi = arctan(r1i /r2i ),
where r1i is the ranking of node i in a vector and r
2
i is the ranking of the same node i in another vector. By the node ranking,we
mean here the place of node i in a vector if we sort the entries of the vector in decreasing order. If the ranking of node i is the
same in both vectors, θi is equal to pi/4. Since there is a ratio of ranking in the expression, the θ rank correlation measure is
more sensitive to changing of the ranking of highly ranked nodes. The interested reader is referred to [24] for further details
on the θ rank correlation measure. We calculated the cumulative distribution function over θi to see what fraction of nodes
changed their ranking. As one can see from Fig. 2, the cumulative distribution over θi corresponding to the PageRank vector
of the ESCC and any quasi-stationary distribution is close to a vertical line at pi/4, which means that rankings produced by
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Fig. 2. Cumulative distribution of the θ rank correlation measure: (a) pˆiT (0.85) and p¯iT , (b) pˆiT (0.85) and p˜iT , (c) pˆiT (0.85) and pˆiT , (d) pˆiT (0.85) and pˇiT .
the vectors are close to each other. The similarity in ranking between any two quasi-stationary distributions is even more
pronounced; see Fig. 3.
4. Conclusion and future research
In this paper we have proposed centrality measures which can be applied to the Giant Strongly Connected Component
of a reducible graph to avoid the absorption problem. In Google PageRank the problem was solved by the introduction of
uniform random jumps with some probability. Up to the present, there is no clear criterion for the choice of this parameter.
In this paper we have suggested four quasi-stationarity based parameter-free centrality measures, analyzed them and
concluded that they produce approximately the same ranking. Therefore, in practice it is sufficient to compute only one
quasi-stationarity based centrality measure. All our theoretical results are confirmed by numerical experiments. Since the
new centrality measures highlight the ‘‘link farm’’ type structure, a perspective future research direction is the application
of the quasi-stationary distributions to link spam detection. Another important future research direction is to study the
relative ranking between pages in the ESCC and POUT.
Appendix
Here we present a couple of important auxiliary results.
Lemma 1. Let T¯ be an irreducible stochasticmatrix. And let T (ε) = T¯−εDbe a perturbation of T¯ such that T (ε) is a substochastic
matrix. Then, for sufficiently small ε, the following Laurent series expansion holds:
[I − T (ε)]−1 = 1
ε
X−1 + X0 + εX1 + · · · , (33)
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Fig. 3. Cumulative distribution of the θ rank correlation measure: (a) p¯iT and p˜iT , (b) p¯iT and pˆiT , (c) p¯iT and pˇiT , (d) p˜iT and pˆiT , (e) p˜iT and pˇiT , (f) pˆiT and pˇiT .
with
X−1 = 1
p¯iD1
1p¯i , (34)
X0 = (I − X−1D)H(I − DX−1), (35)
where p¯i is the stationary distribution of T¯ and H = (I − T¯ + 1p¯i)−1 − 1p¯i is the deviation matrix.
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Proof. The proof of this result is based on the approach developed in [25,26]. The existence of the Laurent series (33) is a
particular case of more general results of [26]. To calculate the terms of the Laurent series, let us equate the terms with the
same powers of ε in the following identity:
(I − T¯ + εD)
(
1
ε
X−1 + X0 + εX1 + · · ·
)
= I,
which results in
(I − T¯ )X−1 = 0, (36)
(I − T¯ )X0 + DX−1 = I, (37)
(I − T¯ )X1 + DX0 = 0. (38)
From Eq. (36), we conclude that
X−1 = 1µ−1, (39)
where µ−1 is some vector. We find this vector from the condition that the Eq. (37) has a solution. In particular, Eq. (37) has
a solution if and only if
p¯i(I − DX−1) = 0.
By substituting the expression (39) into the above equation, we obtain
p¯i − p¯iD1µ−1 = 0,
and, consequently,
µ−1 = 1
p¯iD1
p¯i ,
which, together with (39), gives (34).
Since the deviationmatrixH is aMoore–Penrose generalized inverse of I− T¯ , the general solution of Eq. (37) with respect
to X0 is given by
X0 = H(I − DX−1)+ 1µ0, (40)
where µ0 is some vector. The vector µ0 can be found from the condition that Eq. (38) has a solution. In particular, Eq. (38)
has a solution if and only if
p¯iDX0 = 0.
By substituting the expression for the general solution (40) into the above equation, we obtain
p¯iDH(I − DX−1)+ p¯iD1µ0 = 0.
Consequently, we have
µ0 = − 1
p¯iD1
p¯iDH(I − DX−1),
and we obtain (35). 
Proposition 2. The following expression holds:
P
(
X1 = j|X0 = i ∧
N∧
m=1
Xm ∈ S
)
= TijT
(N−1)
j 1
T (N)i 1
.
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Proof. The proof is quite technical, exploiting a conditional probability formula and independence assumption.
P
(
X1 = j|X0 = i ∧
N∧
m=1
Xm ∈ S
)
=
P
(
X0 = i ∧ X1 = j ∧
N∧
m=2
Xm ∈ S
)
P
(
X0 = i ∧
N∧
m=1
Xm ∈ S
) .
First let us develop the denominator:
P
(
X0 = i ∧
N∧
m=1
Xm ∈ S
)
= P
(
X0 = i ∧
N∧
m=1
∨
km∈S
Xm = km
)
= P
(
X0 = i ∧
∨
k1∈S
X1 = k1 ∧
N∧
m=2
∨
km∈S
Xm = km
)
= P (X0 = i)
∑
k1∈S
P
(
X1 = k1 ∧
N∧
m=2
∨
km∈S
Xm = km|X0 = i
)
= P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i) P
(
N∧
m=2
∨
km∈S
Xm = km|X1 = k1
)
= P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i) P
(∨
k2∈S
X2 = k2 ∧
N∧
m=3
∨
km∈S
Xm = km|X1 = k1
)
= P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i)
∑
k2∈S
P
(
X2 = k2 ∧
N∧
m=3
∨
km∈S
Xm = km|X1 = k1
)
= P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i)
∑
k2∈S
P
(
N∧
m=3
∨
km∈S
Xm = km|X2 = k2 ∧ X1 = k1
)
P (X2 = k2|X1 = k1) = P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i)×
∑
k2∈S
P
(
N∧
m=3
∨
km∈S
Xm = km|X2 = k2
)
P (X2 = k2|X1 = k1) = P (X0 = i)
∑
k1∈S
P (X1 = k1|X0 = i)×
∑
k2∈S
P
(
N∧
m=3
∨
km∈S
Xm = km|X2 = k2
)
P (X2 = k2|X1 = k1) = P (X0 = i)
∑
k2∈S
P
(
N∧
m=3
∨
km∈S
Xm = km|X2 = k2
)
×
∑
k1∈S
P (X2 = k2|X1 = k1) P (X1 = k1|X0 = i) = P (X0 = i)
∑
k2∈S
P
(
N∧
m=3
∨
km∈S
Xm = km|X2 = k2
)
P (X2 = k2|X0 = i)
= P (X0 = i)
∑
k2∈S
P
(∨
k3∈S
X3 = k3 ∧
N∧
m=4
∨
km∈S
Xm = km|X2 = k2
)
P (X2 = k2|X0 = i)
= P (X0 = i)
∑
k2∈S
∑
k3∈S
P
(
X3 = k3 ∧
N∧
m=4
∨
km∈S
Xm = km|X2 = k2
)
P (X2 = k2|X0 = i)
= P (X0 = i)
∑
k3∈S
∑
k2∈S
P
(
N∧
m=4
∨
km∈S
Xm = km|X3 = k3 ∧ X2 = k2
)
×
P (X3 = k3|X2 = k2) P (X2 = k2|X0 = i) = P (X0 = i)
∑
k3∈S
∑
k2∈S
P
(
N∧
m=4
∨
km∈S
Xm = km|X3 = k3
)
×
P (X3 = k3|X2 = k2) P (X2 = k2|X0 = i) = P (X0 = i)
∑
k3∈S
P
(
N∧
m=4
∨
km∈S
Xm = km|X3 = k3
)
×∑
k2∈S
P (X3 = k3|X2 = k2) P (X2 = k2|X0 = i)
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= P (X0 = i)
∑
k3∈S
P
(
N∧
m=4
∨
km∈S
Xm = km|X3 = k3
)
P (X3 = k3|X0 = i) = · · ·
· · · = P (X0 = i)
∑
kN−2∈S
P
(
N∧
m=N−1
∨
km∈S
Xm = km|XN−2 = kN−2
)
P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−2∈S
P
( ∨
kN−1∈S
XN−1 = kN−1 ∧
∨
kN∈S
XN = kN |XN−2 = kN−2
)
×
P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−2∈S
∑
kN−1∈S
P
(
XN−1 = kN−1 ∧
∨
kN∈S
XN = kN |XN−2 = kN−2
)
×
P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−2∈S
∑
kN−1∈S
P
(∨
kN∈S
XN = kN |XN−1 = kN−1 ∧ XN−2 = kN−2
)
×
P (XN−1 = kN−1|XN−2 = kN−2) P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−2∈S
∑
kN−1∈S
P
(∨
kN∈S
XN = kN |XN−1 = kN−1
)
×
P (XN−1 = kN−1|XN−2 = kN−2) P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−1∈S
P
(∨
kN∈S
XN = kN |XN−1 = kN−1
)
×∑
kN−2∈S
P (XN−1 = kN−1|XN−2 = kN−2) P (XN−2 = kN−2|X0 = i)
= P (X0 = i)
∑
kN−1∈S
P
(∨
kN∈S
XN = kN |XN−1 = kN−1
)
P (XN−1 = kN−1|X0 = i)
= P (X0 = i)
∑
kN−1∈S
∑
kN∈S
P (XN = kN |XN−1 = kN−1) P (XN−1 = kN−1|X0 = i)
= P (X0 = i)
∑
kN∈S
∑
kN−1∈S
P (XN = kN |XN−1 = kN−1) P (XN−1 = kN−1|X0 = i)
= P (X0 = i)
∑
kN∈S
P (XN = kN |X0 = i)
=
nT∑
kN=1
T (N)ikN P (X0 = i)
= T (N)i 1P (X0 = i) .
P
(
X0 = i ∧
N∧
m=1
Xm ∈ S
)
= T (N)i 1P (X0 = i) .
Now let us develop the numerator:
P
(
X0 = i ∧ X1 = j ∧
N∧
m=2
Xm ∈ S
)
= P
(
N∧
m=2
∨
km∈S
Xm = km
)
P (X1 = j|X0 = i) P (X0 = i)
= TijT (N−1)j 1P (X0 = i) .
P
(
X0 = i ∧ X1 = j ∧
N∧
m=2
Xm ∈ S
)
= TijT (N−1)j 1P (X0 = i) . 
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