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Abstract-we develop the basic theory for the construction of explicit Scaled Runge-Kutta meth- 
ods (SRK) for the integration of first order differential equations having an oscillatory solution. Based 
on this theory and on the theory of Runge-Kutta methods with minimal phase-lag, we construct an 
embedded RungeKutta lO(12) method and an explicit scaled RungeKutta method. Numerical re- 
sults indicate the efficiency of the new algorithms. 
Keywords-scaled RungeKutta methods, Phase-lag, Amplification factor. 
1. INTRODUCTION 
In this paper, we shall discuss the basic theory for the construction of continuous extensions of 
explicit Runge-Kutta (RK) methods for integration of differential systems of the form 
2 = f(GY), (1.1) 
describing free and weakly forced oscillations. Such special methods have been proposed by 
Houwen and Sommeijer [l], Sideridis and Simos [2,3]. 
Horn [4] has proposed the idea of scaling for RK methods. With this technique, a dense output 
formula can be constructed which is designed to integrate (1.1) from zr, to 2, + zh,, t E (0, l), 
yielding non-mesh approximations to the solution y(zc, + z&), using the function evaluations of 
the RK method as the core of the new system. 
In this paper, we have developed the basic theory for the construction of scaled extensions for 
RK methods obtained to integrate problems with oscillating solutions, keeping the phase-error 
minimal. We use, as an example, the RK methods proposed by Houwen and Sommeijer [l] which 
have been modified to an embedded pair, i.e., we have produced a second approximation to the 
solution with the same function evaluations but with phase-lag order higher than the phase-lag 
obtained by Houwen and Sommeijer [l]. Thus, we can estimate the local phase-lag order, which 
can be used in a step control procedure for changing automatically the step 
modification can be used to increase the order of the scaled phase error. 
2. SCALED RUNGE-KUTTA METHODS 
To develop the basic theory for the construction of the scaled RK method 
equation, 
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Due to the reasons fully described in van der Houwen and Sommeijer [l] and Sideridis and 
Simos [2], we shall confine our considerations to homogeneous phase-lag and based on its definition 
given by van der Houwen and Sommeijer [l], we shall use a test equation with an exact solution 
of the form eivr . However, as it is shown in [l-3], inhomogeneous problems can be successfully 
dealt with by increasing the order of homogeneous phase-lag. By comparing the exact and the 
numerical solution for this equation, and by requiring that these solutions are in phase with 
maximal order in the step-size h, we derive the so-called dispersion relations. 
For first-order equations, we write the m-stage explicit Runge-Kutta method in the matrix 
form: 
0 0 
al blo 
a2 b2o b21 
(2.2) 
am b ?7%0 b ml . . . b mm-1 
co Cl Cm-1 
We are going to develop the theory of the phase-lag analysis in the h, = h case, where h is the 
step size. 
Application of (2.2) to (2.1) yields the numerical solution [2]: 
yn = a:ye and a, = A, (Hz) + iH13,(H2), H = vh, (2.3) 
where A, = 1-dpH2+d4H4-dsH6+... and B, = l-daH2+d5H4-d7H6+... 
are polynomials in H2, completely defined by Runge-Kutta parameters ai, bij and ci, i = 1, . . . , 
j = l,..., i - 1. The amplification factor is a, = a,(H), and yn denotes the approximation 
to I/(&J. 
A comparison of (2.3) with the solution of (2.1) leads to the following definition of the dispersion 
or phase error or phase-lag and the amplification error. 
DEFINITION 1. In the Runge-Kutta method (2.2) the quantities 
t(H) = H - arg[a,(H)], a(H) = 1 - la*(H)\ (2.4) 
are respectively called the dispersion or phase error or phase-lag and the amplification error. If 
t(H) = cHT+l + U(HT+3) and a(H) = O(H’+l), th en the method is said to have phase-lag 
order r and dissipative order s. The constant c is defined as the phase-lag constant. 
REMARK 2. From Definition (2.4) it follows that 
U(H) = 1 - J[A&(H~) + IPB&(H~)]. (2.5) 
Also we have the next theorem. 
THEOREM 1. For the Runge-Kutta method given by (2.2) and (2.3), we have the following 
formula for the direct calculation of the phase-lag order r and the phase-lag constant c 
&W2> tan(H) - H Am(H2) 
[ 1 = cH’+l + O(HTf3). (2.6) 
PROOF. From the definition, we have that 
t(H) = H - arctan H 
[ z;iE:i]~ (2.7) 
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So, it follows that 
H %(H2) 
[ 1 -4nW2)
and hence (2.6) follows. 
zz cHT+l + 0 (HT+3) =+ 
= H - cH'+l + 0 (HT+3) j 
zz tan [H - cHTfl + 0 (H’+“)] + 
= tan(H) - cH’+l+ 0 (HT+3), 
(2.8) 
I 
It is well-known that the explicit Runge-Kutta algorithm along with the Adams and extrapola- 
tion methods are the most popular for approximating the solution of an initial-value problem for 
a system of differential equations of the type (1.1). Each method steps through the given interval, 
producing successive approximations yn to ~(5,) on the mesh points 50 < 21 < 22 < . . . Some 
of the existing methods are based on polynomial interpolation using known solution values. So, 
if the solution is required within a specific interpolation step, it is natural for them, except for 
Runge-Kutta methods, to evaluate the interpolant to obtain approximations to the solution for 
interior points of the step being considered. 
One of the main disadvantages of the Runge-Kutta methods is that there is no natural inter- 
polant associated with these methods of comparable accuracy, as in the case with Adams methods 
for example. 
Horn [4] has proposed the idea of scaling for RK methods. With this technique, a dense 
output formula can be constructed which is designed to integrate (1.1) from 2, to z* = zn + 
zh,, z E (0, l), yielding non-mesh approximations to the solution y(zn + zh,), using the function 
evaluations of the RK method as the core of the new system. Thus for a given Runge-Kutta 
algorithm, a family of scaled formulas may be constructed. When a scaled formula is used in 
conjunction with the defining algorithm, the solution at any point within the interval can be 
generated. So here we develop the basic theory of construction scaled Runge-Kutta algorithms 
with minimal phase-lag. 
The &stage scaled RK method can be defined, in general, by the matrix form (see [4]): 
In our case, bij = bzj, ai = a:, k = m, and the dense output approximation is given by 
m-1 
Y* n+.Z = Yn + h, c C,r(,)fj, 
(2.9) 
(2.10) 
j=O 
where c;(z) are polynomials of t of a suitable degree, z E (0,l). Using this method, one can be 
determine the solution at any point within the interval (z,, x,+1). 
Applying now the scaled method to the test equation (2.1), the scaled solution takes the form 
where 
yn+= = e, a: ys and e, = Ah(H2) + iHBk(H2), H = vh, (2.11) 
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and 
A;=l-d;H2+d;H4-d;H6+... 
B;=r-d;H2+d;H4-dd;H6+... 
Now we have the following definition. 
DEFINITION 2. In the scaled Runge-Kutta method (2.9) the quantity 
t*(H) = zH - arg [e*(H)] = tH - arctan k z[:zi] (2.13) 
(2.12) 
is called the scaled dispersion or scaled phase error or scaled phase-lag. If t*(H) = c*HT+l 
+ O(H7+3), th en the method is said to be scaled phase-lag order r. The constant c* is defined as 
the scaled phase-lag constant. 
Also we have the next theorem. 
THEOREM 2. For the Runge-Kutta method given by (2.9)~(2.101, we have the following formula 
for the direct calculation of the scaled phase-lag order r and the scaled phase-lag constant c*, 
tan(zH) - HzfiE:j = c*HTfl + 0 (HTf3). (2.14) 
m 
PROOF. From the definition, we have that 
t*(H) = zH - arctan H [ z;::;] . 
So, it follows that 
(2.15) 
.zH - arctan H B?z (H2) 1 1 A:, (H2) 
H % (H2) 
[ 1 ~4% (H2) 
and hence (2.14) follows. 
= c*HT+l + 0 (HT+3) j 
= zH - c*HT+’ + 0 (HT+3) =+ 
= tan [zH - c*HT+’ + 0 (H’+“)] + 
= tan(zH) - c*HTfl + 0 (HT+3), 
(2.16) 
I 
Using the Taylor expansion for tan(zH), we get the relations for df that must hold for several 
phase-lag orders, which are given in Table 1. It is obvious that for z = 1, we have the relations 
given in Table 2.la of [l]. 
Table 1. Dispersion relations in terms of parameters d,‘. 
Phase- 
lag 
order 
4 
6 
8 
10 
12 
14 
d;z -d; = %s/3 
Z3d; - 3zd; + 3dj = 2%5/5 
2Z5d; - 5%3d; $ lrj%d,j - 15d7 = I727121 
17z7d; - 42z5d4 + 105z3ds - 315.zds $ 315dg = 62zg/9 
62zgd;: - 153%7d4 + 378z5ds - 945.z3ds + 2835(zdlo - dll) = -1382z”/55 
17966z’1d~-44330zgd~+109395%7ds-270270%5ds+675675%sd~~-2027025(%d~~-d~3)=21844%‘3/3 
We observe that, in fact, the theory could equally well have been formulated incrementally, so 
it can be applied to the variable step size case. 
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2.1. Construction of Some Runge-Kutta Methods 
First of all, we construct an embedded Runge-Kutta method based on the method of Houwen 
and Sommeijer (see [l, method (3.5)]) with algebraic order p = 2 and phase-lag order q = 10. To 
obtain this, we use the first stage of the next step as the last stage of the previous one. 
So we have the next table of the embedded method. 
0 
l/12 
4/25 
5121 
l/3 
l/2 
1 
0 
l/12 
0 4125 
0 0 5121 
0 0 0 l/3 
0 0 0 0 l/2 
0 0 0 0 0 0 1 
0 0 0 0 0 1 0 
b h ES t3 24 &i 26 
(2.17) 
Here we have two methods. The first with ci’s given from method (3.5) of [l] is phase-lag 
order q = 10. The second method, which we use to estimate the local phase-lag error, must have 
phase-lag order greater than q = 10. 
Applying this method to scalar test equation (2.1), we have (2.3) with 
m = 7 and c Zi = 1 
d2 = 175& + 2(l68& + 25(10& + 7(2E4 + 3(& + 2Es)))) 
dd = 2& + 8& + 252s + 105& 
d6 = t5 + 122s 
ds = 42& + 5(24& + 5(10E4 + 21(Es + 32s))) 
dg = 224 + 1225 + 75& 
d7 = &j. 
From the Theorem 1 to have phase-lag of order 12, it is easy to see that 
(2.18) 
to = -g/770, 21 = -4/55, cp = -15/154, 2s = l/11, & = 6/l& es = 5/11, cs = l/11. 
The estimate of the local phase-lag error is given by 
Est = h,{-9fe/770 - 4fi/55 - 15&/154 + f3/11+ 6f4/11- 6f5/11+ fS/ll}, 
where 
i-l 
_fi= f{x,+aih,,y,+h, C bijfj}, i=O,2,...,6. 
j=l 
(2.19) 
This local phase-lag error estimate can be of use in a step-size control procedure for the 
automatic selection of the step-length. The step control procedure used is given by: 
h new = 0.9ho,d{TOL/]I Est IJ}r”‘, (2.20) 
where TOL is the maximum allowable local error given by the user. 
In order to construct the corresponding continuous extension of the above method, two sets of 
equations for the coefficients must be satisfied. The first set corresponds to the algebraic order 
of the scaled method, and it contains the equations 
C 
*T 
e = z, 
c*Ta = z2/2, (2.21) 
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where c* is the vector of CT, a is the vector of ai, e = (l,l, . . . , l)T E R” and m is the number 
of stages. 
The second set consists the equations of the scaled phase-lag order given in Table 1. 
Now the scaled approximation of the RK method being considered is 
m-1 
Y* 7Z+z =Z/n+L c cj(z)fj, (2.22) 
j=o 
where 
c;(z) = ~(222~ - 612~~ + 3136z4 - 7560~~ + 8855~~ - 46202 + 770)/770, 
c;(z) = -2z2(108z5 - 1088~~ + 3969z3 - 6440~~ + 46202 - 1155)/385, 
c;(z) = 5z3(64z4 - 459z3 + 1127~~ - 1120~ + 385)/154, 
c;(z) = -z4(81z3 - 391z2 + 588~ - 280)/22, 
c;(z) = z5(23z2 - 682 + 49)/22, 
C;(z) = -z6(12z - 17)/H, 
c;(z) = zr/11. 
(2.23) 
For the above Scaled Runge-Kutta method the interval of imaginary stability, is defined as the 
set of H for which 
1 - J[A:(H2) + H2Bg(H2)] < 1. 
It is obvious that for every value of z E (0, l), we can have a different non-vanishing interval 
of imaginary stability. The smallest is found for z = 1 (i.e., for the classical method which is 
derived above in Section 2.1) and it is (0,4.55). 
Also, we can find the algebraic interpolant which is based on the known values yn, yk, yn+i, 
yL+i. Using the form (2.22), this interpolant is 
Y;+, = yn + &{z(z - 1)2f0 - z2(2z - 3)f5 + z2(z - i)f6}, (2.24) 
which is Cl, and superior to a cubic spline based on more neighboring points. 
3. NUMERICAL RESULTS 
We applied the new methods proposed in this paper to the problem 
y’ = O lo 
[ 1 -10 0 
Y, Y(O) = IA IIT. (3.1) 
Exact solution: y(x) = [sin 10x, cos lox]. 
For various tolerances, we estimate the max-norm e(zn,i) for the global error at 20 equally 
spaced intermediate points x,,i = xn + i&/21, i = 1, 2,. , 20 was calculated. The maximum 
error at point 3cn,i, e(x,,i) was also computed. Then we define the ratio 
E = ~>y 
max [e(x,,i), i = 1,. . . ,201 
max [e(z,), e(z,+l)l ’ 
We calculated this ratio for the interpolant with minimal phase-lag produced here (Ephase_lag) 
and for the classical interpolant produced in (2.24) (Eclassical). The new method is successful 
in getting comparable phase-lag errors in both the interpolant and grid point values while the 
classical interpolant is not. 
Table 2 
TOL No Function Ephase-lag Ec~ass~ca~ 
Evaluations 
Global error 
10-4 1334 1.017 2.057 1.41 10-Z 
10-S 2366 1.003 1.906 3.02 1O-3 
10-s 4205 1.000 1.875 5.31 10-4 
10-7 7467 1 .ooo 1.861 9.75 10-s 
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4. CONCLUSIONS 
We introduced the definition of the scaled phase-lag error for Runge-Kutta methods. Based on 
this definition, we derived the equations to be satisfied for a given accuracy. Also we derived an 
embedded Runge-Kutta method with phase-lag orders 10 and 12, respectively. We then derived 
continuous extensions of this Runge-Kutta method based on the theory derived here. Finally, we 
provide a numerical example, indicating that when these methods are applied in problems with 
periodic solutions, they give more efficient results compared with other types of interpolants. 
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