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A New Algorithm for Automatic History Matching 
ABSTRACT 
W. H. CHEN 
G. R. GAVALAS 
J. H. SEINFELD 
M. L. WASSERMAN 
History-matching problems, in which reservoir 
parameters arc to be estimated from well pressure 
data, are formulated as optimal control problems. 
The necessary conditions for optimality lead 
naturally to gradient optimization methods for 
determining the optimal parameter estimates. The 
key feature of the approach is that reservoir 
properties are considered as continuous functions 
of position rather than as uniform in a certain 
number of zones. The optimal control approach is 
illustrated on a hypothetical reservoir and on an 
actual Saudi Arabian reservoir, both characterized 
by single - phase flow. A significant saving in 
computing time over conventional constant-zone 
gradient optimization methods is demonstrated. 
INTRODUCTION 
The process of determining in a mathematical 
reservoir model unknown parameter values-such as 
permeability and porosity-that give the closest fit 
of measured and calculated pressures is commonly 
called "history matching." In principle, one would 
like an automatic routine for history matching, 
applicable to simulators of varying complexity, one 
that does not require inordinate amounts of 
computing time to achieve a set of parameter 
estimates. 
In recent years a number of authors have 
investigated the subject of history matching.1· 8 All 
the reported approaches involve dividing the 
reservoir into a number of zones, in each of which 
the properties to be estimated are assumed to be 
uniform. (These zones may, in fact, correspond to 
the spatial grid employed for the finite-difference 
solution of the simulator.) Then the history-matching 
problem becomes that of determining the parameter 
values in each of, say, 'N zones, k1, k2 , •.. , kN, in 
such a way that some measure (usually a sum of 
squares) of t:1e deviation between calculated and 
Original manuscript received in Society of Petroleum Engineers 
office July 3, 1973. Revised manuscript received May 30, 1974, 
Paper (SPE 4545) was first presented at the SPE-AIME 48th 
Annual Fall Meeting, held in Las Vegas, Nev., Sept. 3(}--0ct. 3, 
197 3. (<:)Copyright 1974 American Institute of Mining, Metallur-
gical, and Petroleum Engineers, Inc. 
1 References listed at end of paper. 
This paper will be printed in Transactions volume 257, which 
will cover 1974. 
DECEMBER. 197·1 
CALIFORNIA INSTITUTE OF TECHNOLOGY 
PASADENA, CALIF. 
CHEVRON OIL FIELD RESEARCH CO. 
LA HABRA, CALIF. 
observed pressures is minimized. A typical measure 
of deviation is 
M 
J = .l 
J=l 
n. J 
.l 
, =l 
obs( [P r.,t.) 
_J 1 
Pcal(r.,t;)l2 ... , ........ (1) 
-J 
where p0 b 5 <!_;, t) and peal(!;, t;) are the observed 
and calculated pressures at the jth well, which is 
at location!.;= (xj, Yj), j = 1, 2, ... , M, and where 
we have n 1 measurements at Well 1 at n 1 different 
times, n2 measurements at Well 2 at n 2 different 
times, ... , and nM measurements at Well M at n:\I 
different times. 
To carry out the minimization of Eq. 1 with 
respect to the vector k, most methods rely on some 
type of gradient optimization procedure that requires 
computation of the gradient of J with respect to 
each k;, i = 1, 2, ... , N. The calculation of a]/ak; 
usually requires, in tum, that one obtain the 
sensitivity coefficients, ape al I aki, i = 1, 2, ... ' N; 
i.e., the first partial derivative of pressure with 
respect to each parameter. The sensitivity 
coefficients can be compute,d, in principle, in 
several ways. 
1. Make a simulator base run with all N parameters 
at their initial values. Then, perturbing each 
parameter a small amount, make an additional 
simulator run for each parameter in the system. 
Sensitivity coefficients may then be determined 
using the finite-difference formula, 
2. Derive a set of "sensitivity eqw:i.tions" from 
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the original partial differential equations describing 
the reservoir system. In this new set of equations 
in partial differential form, the dependent variables 
will be the sensitivity coefficients. The finite-
difference equivalent of the sensitivity equations 
will then be solved simultaneously with the original 
pressure equation. A closely related alternative 
would be to derive sensitivity equations from the 
finite-difference form of the simulator equations. 
3. Assume that the difference between the 
observed and calculated pressures 1s a linear 
function of the parameters.4 That is, 
obs ( ) cal p r., t. - p ( r., t.) = aJ.O 
_J J -J J 
+ a .. k. 
Jl l 
j=l, ... ,I ' .. (3) 
where is the total number of measurements. 
Therefore, the sensitivity coefficients become 
independent of the parameter values. Experience 
with real problems, however, has indicated that the 
sensitivity coefficients are not constant over a 
wide range of parameter values, and consequently, 
this approach is not a generally valid one for 
history matching. 
4. Compute the sensitivity coefficients by a 
convolution integral method.1• 8 This method requires 
a number of simulations per iteration equal to one 
plus the number of observation locations. 
With N parameters, Method 1 requires N + 1 
simulator runs for each step in the iteration of 
improving the guesses. Method 2 also requires the 
solution of N + 1 partial differential equations per 
iteration (one simulator run plus N sens1t1vity 
equations). Method 4 requires that a number of 
partial differential equations equal to 1 plus the 
number of pressure observations be solved per 
iteration. Herein lies the basic computational 
inefficiency in the multizonal approach to history 
matching when N (or M) is large; namely, the large 
number of repetitive solutions of partial differential 
equations that are required in each iteration. 
In this paper we propose a new approach to the 
history- matching problem that is designed to 
circumvent the excessive computational requirements 
of standard methods. In essence, we treat the 
reservoir property being estimated, say permeability, 
as a continuous function of location rather than as 
one assuming discrete values in a number of zones. 
To solve the problem we seek that function - for 
example, k (x, y) - that minimizes the objective 
function J. Such an approach is, of course, in 
keeping with the probable physical nature of an 
actual reservoir. The key feature of the new approach 
is that it requires the solution of only two partial 
differential equations per iteration (one simulator 
run plus one adjoint equation) regardless of the 
number of parameters being estimated, the number 
of wells at which observations are available, and 
the fineness of the spatial resolution. 
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The method we present is based on consideration 
of the history-matching problem as an optimal 
control problem. The unknown parameter k (x, y), 
assuming two spatial variables, assumes the role of 
a control variable that is to be determined so that J 
is minimized, subject to the constraint that the 
calculated pressures obey the prescribed reservoir 
model. From the formulation as an optimal control 
problem, necessary conditions for optimality in the 
form of a two-point boundary value problem can be 
derived. The two-point boundary value problem, the 
solution of which y ie Ids the optimal estimate 
k *(x, y), cannot be solved analytically in general. 
Therefore, iterative methods must be used-methods 
that often assume the form of gradient optimization 
methods in which an initial guess kO(x, y) is 
improved iteratively. The important point is that 
these iterative methods require the solution of only 
two partial differential equations per iteration (the 
original pressure equation and the adjoint equation 
arising from the necessary conditions for optimality). 
We will confine our attention in this paper largely 
to history matching for single-phase reservoirs. The 
optimal control approach is equally applicable, in 
principle, to multiphase flow. In fact, in Appendix 
B we present the formulation of the optimal control 
approach for one class of two-phase flow simulators. 
However, our prime purpose in this paper is to 
present the derivation of the algorithm and 
thoroughly test its practical use for single-phase 
reservoHs. 
In the next section the method is summarized. 
Then we present two computational examples 
illustrating the use of the method. The first example 
is a hypothetical reservoir for which the true 
permeability distribution is assumed known. A 
detailed comparison of the convergence properties 
and computational requirements of the new algorithm 
to two conventional constant zone approaches 
steepest descent and the Gauss-Newton method -
is presented for this example. Then, results of 
application of the new algorithm to an actual 
reservoir in which both horizontal transmissibilities, 
kxh and kyh, and storage coefficient, ¢h, are 
determined. The full derivation of the algorithm for 
a single-phase reservoir is presented in Appendix 
A. In the derivation we assume that the permeability 
is the unknown parameter. The extension to include 
estimation of both permeability and porosity is 
straightforward, and the results are presented in 
Example 2. As mentioned, Appendix B illustrates 
the application of the method to one class of 
two-phase flow simulators. 
SUMMARY OF THE ALGORITHM FOR 
A SINGLE-PHASE RESERVOIR 
Let us consider a reservoir of uniform thickness 
h but arbitrary cross-section and containing L 
producing (or injecting) wells and M-L observing 
wells (with zero production rates). The radius and 
production flow rate of the jth well will be denoted 
by 'wj and qj, respectively. The simulator equation 
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for the pressure in a reservoir containing a single-
phase fluid can be written (we drop the superscript 
"cal" for convenience) 
2E. = V· (a(r)vp) at _ r e: S , · · .(4) 
where a~) = k(J:)/ ¢µc is the hydraulic diffusivity (¢ 
is assumed constant), V is the two-dimensional 
gradient operator with respect to the position vector 
!_, and S denotes the region of the plane occupied 
by the reservoir. k(z) denotes the unknown property, 
presumed to be the permeability, which is a function 
of position!· Boundary conditions are given on the 
boundaries Bwj of each well and on the external 
boundary of the reservoir Be as follows: 
~= 0 
ai 
k(r) 
µ 
q. ' J 
0 
lE.. = 0 
an 
re:B ,j=l,2, ... ,M 
- wj 
.(5) 
j = 1,2, ... L 
. .(6) 
j=L+l, ... ,M 
r e: B , . . . . . . . .(7) 
- e 
where ap I an and ap/ ae are the normal and tangential 
derivatives to the indicated boundary, either Bwj 
or Be. Eq. 5 specifies that the pressure on the 
periphery .of each well is uniform, and Eq. 6 
specifies the production rate in terms of an integral 
of the flux. Eq. 7 states that the outer _boundary of 
the reservoir is impermeable. The initial condition 
to Eq. 4 can be taken as some specified 
distribution, 
. .(8) 
We have assumed that the reservoir contains M 
wells at coordinate locations ,I1 , . . . , IM. The 
observed pressures at each of the M wells are 
denoted by pobs(!j, ti), i = 1, 2, ... , n .. The 
history-matching problem is to determine kcr) to 
minimize an objective function related to the 
discrepancy of model and data. A common form of 
such a function and the one that we shall employ is 
given by Eq. 1. For the purpose of presenting the 
algorithm in a general form we shall assume that 
the objective function is given by 
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J 
Eq. 
J 
J 
T M [pobs(r.,t) - p(r.,t)J 2dt 
= l j=l _J _J 
0 
.(9) 
1 can be placed in the form of Eq. 9 as follows: 
= r M 
nj 
[pobs(r.,t) l l j=l i=l _J 
0 
- p(r.,t)J2 o(t - t;)dt · · · · OO) 
_J 
where o(.) is the Dirac delta function. 
Concisely stated, we wish to minimize J, given 
by Eq. 1, by choice of k(z), subject to Eqs. 4 through 
8. This is simply an optimal control problem in a 
system governed by partial differential equations. 
The derivation of the necessary conditions for 
optimality for this problem is presented in Appendix 
A. If the optimal value of k(I.) is denoted k *(I.), the 
necessary conditions for optimality are given by 
h 
2E. = v-{a*(r)vp) 
at 
2E. = 0 r e: B 
ai w. J 
J 
k*(r) 
lP.. di = 
µ an 
Bw. 
J 
q.' j = 1,2, ... , J 
r e: S , · · · 01) 
j = 1,2, ... ' M 
. (12) 
L 
, (13) 
0, j = L + 1 ' ... ' M 
p(r,0) 
r e: B , . . . . . . (14) 
e 
V• (a*(r)Viji) 
r e: Bw., 
J 
r E: S , · · · 0 5) 
r E: S , .(16) 
j = 1,2, ... , M 
. . . . . . (17) 
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k*(r) 
].l 
p{r,t)] 
~ = 0 
an 
r E Bw . , j = l , 2 ••. , M 
J 
(18) 
r E B , · · · · · · · 09) 
e 
ij;(r,T) = 0 , . . . . . . . . . . . . (20) 
T 
f (Vij;)•{Vp) dt = 0 . . . . . . (21) 
0 
Since the optimal value of k (r) cannot be 
determined analytically, an iterative solution of the 
optimal control problem is necessary. Some of the 
most effective types of iterative methods for the 
solution of optimal control problems are those in 
which an initial guess of the control variable, k0 (J:J, 
1s iteratively improved by 
. . . (22) 
The left-hand side of Eq. 21 1s the functional 
derivative of J with respect to k (J), 0 JI ok (]-_). Only 
at the optimal solution does Eq. 21 hold. However, 
o]/ok(!) given by the left-hand side of Eq. 21 can 
serve as the means of computing ok(i) in an iterative 
gradient method. Two of such methods are now 
presented. 
METHOD OF STEEPEST DESCENT 
In Appendix A it is shown that 
·oa(r) dS 
To decrease ] by choice of oa(!) we want of < 0. 
This can be accomplished simply by setting 
oa(~) = W(~) J\(vip)·(vp)Jdt,. (23) 
0 
or, rn terms of k (r), 
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T ok(~) = ~µcW(~) J [{vip)·{vp)Jdt 
0 
. . . . . . . . (24) 
where W(r) is an arbitrary positive function of r. 
From the definition of the function derivative and 
from Eq. A-19 we can see that we define the 
perturbations in order to seek the minimum of the 
objective function by moving the parameter along 
the gradient of the objective function with respect 
to the parameter from one iteration to the next. The 
size of the step-i.e., how far one must proceed 
along the gradient in each iteration - is controlled 
by the choice of the weighting factor W(r) in Eq. 
24. One method of choosing the weighting factor is 
to mm1m1ze the objective function along the 
direction of the gradient with respect to the 
weighting factor, generally necessitating a one-
dimensional search. The step size can also be 
determined from the second variation of the objective 
function. In the former method, we are required to 
solve the state equation several times. In the latter 
method, the calculation of the second variation of J 
is needed. As pointed out previously, a considerable 
portion of computational time in each iteration in 
the parameter estimation is devoted to determining 
the solutions of the state and the adjoint equations. 
Although determining the weighting factor by the 
optimization procedures usually reduces the number 
of total iterations, the computational efforts can be 
. considerable. Thus, in this study, the weighting 
factor is chosen for the first iteration so that the 
perturbation will be some percentage of the initial 
guess value of the parameter (say 30 percent). If 
the new estimate increases rather than decreases 
the objective function, the minimum has been 
overstepped. We then go back to the value from the 
previous iteration and decrease the weighting factor 
by a factor of two before forming the new estimate. 
If the new estimate decreases the objective 
function, the value of the weighting factor is tripled 
for the next iteration. 
To increase the rate of convergence, a more 
effective gradient method such as the conjugate 
gradient method may be employed instead of the 
method of steepest descent. This method will be 
discussed in the next section. 
The use of Eq. 24 to compute ok(I) in conjunction 
with Eq. 22 constitutes the method of steapest 
descent. The algorithm is employed as follows: 
1. Make an initial guess k0(!) and solve Eqs. 4 
through 8. Evaluate J by Eq. 1. Select W(J:). 
2. Compute tjJ(I, t) by solving Eqs. 16 through 20 
from t = T to t = O using k 0(!) and pO(!, t) from Step 1. 
3. Compute ok(r) by Eq. 24 and update kj(]-_) by 
Eq. 22. 
4. If a convergence criterion 
is met, stop; if not, return to Step 1 with k/+l in 
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place of ko. 
CONJUGATE GRADIENT METHOD 
The conjugate gradient method is similar to the 
method of steepest descent except for the manner 
in which okj 0:_) in Eq. 22 is determined. In this 
method okj(r) is computed by 
okj(r) = s.s. , · · · ....... (25) 
J J 
where 
s. = 
J 
j = l 
oJj) 
"81( s 
iSJj-1) j-1 
' ok 
j > 1 
and where the inner product (a, b) is defined as 
(a,b) = f T f aTb dxdydt · 
0 s 
The scalar (3j is deter~ined by a one-dimensional 
search to minimize· J(kl + f3j Sj). 
APPLICATION OF THE METHOD 
EXAMPLE 1 
We consider first the estimation of the permea-
bility distribution k(x,y) in the single-phase reservoir 
shown in Fig. 1, the pressure in which is governed 
by 
tr= c!µ [~x ( k(x,y) *) 
+ ~ ( k ( x y ) .££.) J , . . . . ( 26) 
ay ' ay 
p(x,y,O) = Pa 0 < x < Ll' 
0 2. y < L2 . . (27) 
~ = 0 x = 0,L1 , . (28) ax 
~ = 0 y = 0 ,L2 , . (29) ay 
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h I ~~ dt = q (injection well), µ an 
B 
. (30) 
h I ~~ dt µ an = 0 (observing wells) 
B. j = 1,2, ... , 8 J 
. (31) 
The locations of the injection and observation 
wells are shown in Fig. 1. The true but presumed 
unknown permeability was chosen as 
k(x,y) = 0.02 + ~· 7 
1 
/x2 + y2 (32) 
Observed pressures were generated by solving Eqs. 
26 through 31 numerically with Eq. 32 and the 
following parameter values: ¢ = 0.2, h = 1 ft, L 1 
= 60,000 ft, L2 = 30,000 ft, c = 1.72 x 10-s psi-1, 
fl. = 0.352 cp, p0 = 0, and q = 500 cu ft day-1 
(injection). The alternating-direction implicit method 
was used to solve the state (p) and adjoint (!fl) 
equations. 11 
The problem is to estimate k(x, y) from the 
observed pressures. The objective function used is 
K 
J = I 
i=l 
- p(x.,y.,t,.)1 2 , · · · .... (33) 
J J 
where K discrete time measurements (K "' 20) are 
assumed to be available at each of the eight (M 
= 8) observation wells. Note that no pressure data 
are taken at the injection well. 
We shall approach the estimation of k(x, y) in two 
basic ways -a constant-zone approach and the new 
algorithm developed in this paper. For the first 
method it is necessary to divide the reservoir into 
zones in each of which the permeability is taken to 
Q ln1ect1on Well 
o Observation Wells 
T,------,,-----~------,-------, 
= 
0 
5 
I 
I 
I 
I 
I 
I i ~ I 0 8 
: : : 
§ -----------~----------4-----------~-----------~ 1 \ 
0 
1 
0 
2 
I 
I 
I 
I 
I 
I 
I 
0 
3 
0 
4 
---------60,000 ft------------< 
FIG. 1 - HYPOTHETICAL RESERVOIR WITH SINGLE 
INJECTION WELL AND EIGHT OBSERVATION WELLS 
DIVIDED INTO EIGHT ZONES. 
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be constant. We shall consider two cases, four 
zones and eight zones, assuming that k is constant 
in each zone. Thus, we have four unknown 
parameters in the four-zone case and eight unknown 
parameters in the eight-zone case. The configuration 
of the eight zones is shown in Fig. 1, and Fig. 2 
shows the location of the four zones. With the 
constant - zone approach we shall employ two 
standard parameter estimation methods: (1) the 
method of steepest descent, and (2) the Gauss-
Newton method. These two methods are now 
summarized. 
In the. steepest-descent method, the (j+ l)st iterate 
of k;, kf+ 1 , is determined from 
kj+ 1 = kj + y ~ ' . . . . . . . (34) 
i i ak; 
where y < 0 and a JI ak; can be determined from Eq. 
9 by 
aJ 
al(.= - 2 
, f 
T M l [Pobs(r.,t) j=l _J 
0 
a P ca 1 ( r . , t) 
_ Pcal(r.,t)J -J dt. (35) 
_J ak; 
In the Gauss-Newton method, on the other hand, we 
assume that each k; differs from the initial guess 
by an amount i\k; and that the calculated pressure 
can be expanded in a Taylor series about the initial 
guess, 
N 
+ I 
!l=l 
cal( ap ~j't;k 1 , ... , 
0 
5 
0 
6 
0 I 
0 
7 
4 
. . . . (36) 
Q ln1ect1on Well 
o Observation Wells 
0 
8 
g -- -- - -- --- -- ------ - - -!:1------- ---- -- - --- - - - - -
~ \ 
I I 
0 
I 
0 
2 
I 
I 
I 
I 
I 
I 
I 
0 
3 
2 
0 
4 
L/:==============&60~.0~00~11:::::=============: 
FIG. 2 - HYPOTHETICAL RESERVOIR WITH SINGLE 
INJECTION WELL AND EIGHT OBSERVATION WELLS 
DIVIDED INTO FOUR ZONES. 
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We can substitute Eq. 36 into Eq. 9, making J a 
function of the ti.k;· Then setting a JI ati.k; = 0 yields 
N simultaneous linear equations for the /}..k;, the 
solution of which yields the recursion formula 
( ~J~ )T a_ ' • (37) 
where cg- 1 ); is the ith row of the NxN matrix B-1, 
where the i, e element of B is defined by 
M 
I j=l ak. , 
apcal(r.,t) ) 
ak -J dt , 
!l 
. . . . (38) 
and af /a'5: = [(af/ak1), (af/ak2),. ·., (Jf/JkN)], an 
N-dimensional row vector. 
We note that !3 represents an approximation to ff, 
where ff is the Hessian matrix. This can be seen 
from the definition of Hessian matrix: 
= (2 Jr .I 
J=l 0 
- 2 ( 
0 
M I [pobs(r.,t) 
j=l _J 
apcal (r., t) 
-J 
ak dt 
x, 
(39) 
If the second term is neglected, in the hope that 
the residue is small, then B is a good approximation 
to H. When R = H, we have the so-called Newton 
method. 9 Th; high cost of computing second-order 
derivatives leads one to make use of simplifications 
of the Newton method, such as the Gauss-Newton 
method. Reported computational results indicate 
that the Gauss-Newton method is one of the most 
efficient gradient methods.10 Sensitivity coefficients 
for the steepest-descent and Gauss-Newton methods 
were computed numerically by Eq. 2 by changing 
each of the k; one at a time by 5 percent of its 
value and then calculating the corresponding change 
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in p. 
The new algorithm developed here will be applied 
using both the steepest-descent method of Eqs. 22 
and 24 and the conjugate-gradient method of Eqs. 
22 and 25. Therefore, the estimation of k (x, y) was 
carried out using four different methods, two based 
on the constant-zone formulation and two based on 
the new optimal control algorithm. 
Some typical results are summarized in Table 1. 
Of particular interest in the comparison among the 
four methods are two points: 
I. The performance of the method; Le., how 
rapidly J was decreased. 
2. The computing time requirements of the 
method-i.e., how many seconds of computing 
time were required per iteration and for 
comparable reductions m the objective 
function J. 
We see that each of the four methods reduced J 
by a factor of about 100 in 10 or fewer iterations. 
However, from the standpoint of computing time, 
the steepest-descent version of the optimal control 
algorithm was superior to each of the constant-zone 
methods in the cases of both four and eight zones. 
Since the final value of J is different from each 
method, for the purpose of comparison we can 
choose a value of J, say 13, at which to compare 
the methods. Since the number of iterations needed 
to reach a given value of J is different for different 
initial guesses, the time reported will be the 
average time for kO = 0.2 and kO = 0.7. Under these 
conditions the steepest-descent version of the 
optimal control algorithm takes 55 seconds (five 
iterations· for ko = 0.2 and three iterations for k0 
= 0.7); the Gauss-Newton method takes 77 seconds 
(three iterations for ko = 0.2 and five iterations for 
ko = O. 7) for the four-zone case and 100 seconds 
(two iterations for ko = 0.2 and five iterations for 
kO = 0.7) for the eight-zone case; and the steepest-
descent method takes 137 seconds (ten iterations 
for ko = 0.2 and five iterations for k 0 = 0.7) for the 
four-zone case and 144 seconds (five iterations for 
both ko = 0.2 and ko = 0.7) for the eight-zone case. 
Figs. 3 and 4 compare for the Observation Wells 
2 and 8 the observed and calculated pressures for 
the initial guess, the 10th iteration for the 
steepest-descent version of the optimal control 
algorithm, and the 10th iteration for the method of 
steepest descent for the four-zone case. The final 
pressures for the eight-zone case by the methods 
of steepest descent and Gauss-Newton are approxi-
mately the same as the final pressures calculated 
by the variational method. The final pressures for 
the four-zone case by the methods of steepest 
descent and Gauss-Newton are approximately the 
same. As we expected, the eight-zone case is 
superior to the four - zone case in terms of 
pressure-matching. This can be seen from Figs. 3 
and 4. 
Fig·s. 5 and 6 present the distribution of 
permeability at y = 9,000 ft and 21,000 ft for the 
initial guess, the 10th iteration for the steepest-
descent version of the optimal control algorithm, 
the 10th iteration for the eight-zone and four-zone 
cases by the method of steepest descent, and the 
average value of the true permeability in each zone. 
The average value in each zone is defined by 
k; = 
!Jk(x,y)dxdy 
A; 
JJdxdy 
A; 
i=l, ... ,8 
Fig. 7 presents the distribution of permeability of 
y = 9,000 ft for the initial guess, the 10th iteration 
for the steepest-descent version of the optimal 
control method, and the sixth iteration for the 
TABLE l _COMPARISON OF HISTORY-MATCHING RESULTS USING TWO CONSTANT-ZONE METHODS AND TWO METHODS 
BASED ON THE OPTIMAL CONTROL ALGORITHM 
Constant-Zone Methods Optimal Control Methods 
Steepest Descent Gauss-Newton Conjugate 
Eight· Zane Four-Zone Eight-Zone Four· Zone Steepest Descent Gradient 
Initial guess kp 
i = l, ... , 8 for eight-zone 0.2 0.7 0.2 0.7 0.2 0.7 0.2 0.7 k (x,y) k(x,y) k(x,y) = 
i = l, .... , 4 for four-zone = 0.2 = 0.7 0.2 
Initial value of J* 335.4 187.5 335.4 187.5 335.4 187.5 335.4 187.5 335.4 187.5 335.4 
Number of iterations 10 7 10 6 5 10 4 5 10 6 6 
Total computing time** 
(sec.) 284 185 178 96 150 281 76 97 127 76 232 
Computing time for each 
iteration (sec.) 28.4 26.4 17.8 16.0 30.0 28. l 19.0 19.4 12.7 12.6 38.7 
Final value of J 3.2 2.8 13. l 12.6 3.9 3.8 12.5 12.6 6.6 4.4 2.8 
Final value of k1 0.124 0.169 0.338 0.346 0.491 0.501 0.339 0.351 
"2 0.466 0.363 0.430 0.411 0.219 0.225 0.400 0.404 
k3 0.503 0.410 0.333 0.332 0.291 0.291 0.329 0.346 
k4 0.504 0.634 0.522 0.553 4.038 4.128 0.585 0.585 
"s 0.217 0.367 1.942 2.043 
k6 0.443 0.36 0.241 0.248 
k7 0.528 0.532 0.374 0.368 
ks 0.495 0.655 12.367 93.554 
•J is given by Eq. 33. 
**IBM 370/155. 
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conjugate gradient version of the optimal control 
approach. Although in a one-dimensional reservoir 
case (the results are not shown here) the permeability 
distributor estimated by using the conjugate gradient 
method is closer to the assumed distribution than 
that obtained by the steepest-descent version of the 
optimal control method, there is no significant 
difference in the permeability distribution obtained 
by the steepest-descent method and by the conjugate 
gradient version in this example. From Table 1 we 
can see that the conjugate gradient method requires 
more computing time than the steepest-descent 
method to reach a comparable reduction in the value 
of ]. This is because in the use of the conjugate 
gradient method one must calculate the objective 
function several times in each iteration in the use 
of a one-dimensional search technique to determine 
the optimal step length in each iteration. From this 
particular example we can conclude only that the 
conjugate gradient method appears to require 
somewhat more computing time than the steepest-
descent version of the optimal control algorithm to 
reach a comparable reduction in J, but almost 
certainly offers better performance as the minimum 
is approached. 
We can draw some interesting conclusions from 
the results in Table 1 and Figs. 3 through 7. We 
note that in each case the least-squares criterion J 
has been reduced significantly in a few iterations; 
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likewise, the pressure histories after a few 
iterations are very close to the observed pressures. 
Nevertheless, there is little correspondence between 
the final values of k in the eight zones in the two 
constant-zone cases, as can be seen in Table 1. 
Therefore, in spite of the fact that the four methods 
perform well in decreasing J, the parameter values 
determined by the separate methods bear no real 
relation to each other. The key problem is that the 
pressure histories at the observation wells are 
relatively insensitive to variations in k(x, y).12 
This becomes particularly apparent when the 
reservoir is divided arbitrarily into zones - zones 
that may bear no relation to the true k (x, y) form in 
the reservoir; and the final k values in these zones 
differ, depending on the experiment. More precisely, 
the reservoir system is relatively underdetermined 
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with respect to k (x, y). 
EXAMPLE 2 
The second example that we consider is the 
actual reservoir depicted in Fig. 8. Each grid block 
represents a distance of 1 km, and each solid dot 
represents a producing well at which pressure data 
are available over a period of roughly 10 years. The 
indicated boundary of the reservoir represents an 
oil/water interface, which did not move appreciably 
over the period for which data are available. Thus, 
the enclosed region in Fig. 8 can be considered as 
a single phase of oil, and the outer region can be 
taken as a single phase of water. The pressure 
behavior in each region is governed by a single-phase 
equation, where only the fluid viscosities and 
compressibilities are different in the two regions. 
The simulator equations were solved on the 23- x 
26-km grid shown in Fig. 8. 
The parameters to be estimated were the two 
transmissibilities in the horizontal directions, kxh 
and kyh, and the storage coefficient, cph. These 
three parameters had been estimated previously by 
other history-matching methods. The parameters 
determined previously served as initial guesses for 
the steepest-descent version of the optimal control 
algorithm. Data were available at each of the 11 
wells, a total of 118 pressure data points. Fig. 9 
shows those grid cells in which changes of kxh, 
k h, or cph greater than 10 percent occurred after 60 
iferations. For example, in Grid Block (12, 12) the 
initial guesses of kxh, kyh, and ¢h were multiplied 
by 0.88, 0.80, and 0.89, respectively. Fig. 10 shows 
a comparison of observed and calculated pressures 
at Well A corresponding to the initial guesses of 
the parameters. Fig. 11 shows the observed and 
calculated pressures at Well A after 60 iterations. 
Figs. 12 and 13 show the corresponding results for 
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Well B. The initial root-mean-square values of the 
errors between observed and predicted pressures at 
Wells A and B were 84.9 and 188.9, respectively. 
After 60 iterations, these values were reduced to 
23.8 and 39.2, respectively. 
Some statistical properties of the history match 
are given in Table 2. The discrepancy between the 
observed and predicted pressures is represented by 
fi, i = 1, 2, ... , 118. Check runs using Chevron 
Oil Field Research Co.' s multiphase reservoir 
simulator (CRS3D) were made after Iterations 0, 35, 
and 60. In each case there was good pressure value 
agreement between the optimal control program and 
Chevron's program. One iteration of the steepest-
descent optimal control method required 4. 5 cpu 
minutes. One run of Chevron's CRS3D program 
required 19 cpu minutes - this would be the cost of 
one hand history-match run. 
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CONCLUSIONS 
A new history- matching method designed to 
overcome the excessive computational requirements 
of standard methods is presented. The key features 
of the method are (1) that the reservoir property 
being estimated is treated as a continuous function 
of location rather than as one assuming discrete 
values in a number of zones and (2) that the 
history-matching problem is formulated as an optimal 
control problem. In a hypothetical exercise and for 
an actual reservoir the performance of the new 
method compared well with that of standard 
constant-zone gradient methods in reducing the 
least-squares performance index, but the new method 
required less computing time. Whereas the computing 
time for standard constant-zone methods usually 
increases directly either with the number of zones 
(or parameters) or with the number of pressure data 
points because of the required sensitivity coeffi-
cients, the computing time for the optimal control 
approach presented here does not change since 
constant zones are not employed. Thus, this new 
approach has promise of becoming the preferred 
standard method of performing all history-matching 
studies. 
NOMENCLATURE 
A defined by Eq. B-5 
A1 aA/()pc 
A 2 aA/apw 
a NES:V - NSwE' 
b 
c 
D 
E 
G 
g 
H 
sensitivity coefficient defined by Eq. 3 
external boundary 
boundary of jth well 
formation volume factors for wetting 
and nonwetting phases 
MSwE ' - NES:V 
compressibility 
subsea depth 
defined by Eq. B-6 
defined by Eq. B-7 
acceleration due to gravity 
Hessian matrix 
element of H defined by Eq. 39 
thickness of reservoir 
total number of measurements 
J objective function defined by Eq. I 
Ji = obj~ctive function at jth iteration 
TABLE 2 - PROPERTIES OF THE HISTORY MATCH 
Initial guess 
60 iterations 
[
118 LJY, 
L 0 
I 
164 
44.4* 
1 118 
1i8 L €; 
I 
102 
-0.4 
*After 35 iterations the root-mean-square error was 46.5. 
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k(j),k(x,y) 
k; 
ki 
n 
n; 
p (!j t) 
Pc 
0 cal(r. t .) 
• J' 1 
p obs(rj, t;) 
Pw• Pn 
pO(!, t) 
Po(!) 
~j 
qw, qn 
R;e 
Rs 
!. 
!.j 
'wj 
s 
S; 
Sw, Sn 
T 
t 
W(z:) 
x, y 
a 
f3; 
y 
8(.) 
f 
µ 
permeabilities 
permeability at zone 
permeability at jth iteration 
relative permeabilities for wetting 
phase and nonwetting phase 
permeability in x-direction 
permeability in y-direction 
initial guess of permeability 
optimal estimate of permeability 
number of production wells 
length of a rectangular reservoir 
width of a rectangular reservoir 
coordinate along periphery of we II 
number of observation locations 
(in Appendix B) A 1-SwAI -AS~+ GS~ 
number of zones 
(in Appendix B) ArSwA2 + SwG' 
coordinate along outward normal 
number of observation data at jth well 
pressure 
capillary pressure 
calculated pressure at jth well at time 
t; 
observed pressure at jth well at time l; 
pressures of wetting phase and non-
wetting phase 
initial guess of pressure 
initial pressure distribution 
flow rate of jth well 
flow rate of wetting phase and nonwet-
ting phase 
element of Matrix R defined by Eq. 38 
gas solubility 
spatial coordinates 
(x;, y ;) = location of jth well 
radius of jth well 
spatial domain 
conjugate gradient at jth iteration 
saturations of wetting phase and 
nonwetting phase 
time period over which the observations 
are available 
time 
weighting function 
spatial coordinates 
hydraulic diffusivity 
scalar constant at jth iteration 
constant 
Dirac delta function 
convergence criterion 
difference between the observed pres-
sure and the calculated pressure of 
jth observation 
viscosity 
603 
Pw' Pn 
viscosities of wetting phase and 
nonwetting phase 
densities of wetting phase and non-
wetting phase 
porosity 
adjoint variable 
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APPENDIX A 
NECESSARY CONDITIONS FOR OPTIMALITY 
In this appendix we derive the necessary 
conditions for optimality for the estimation of 
permeability in a single -phase reservoir model 
described by Eqs. 4 through 8. Although we shall 
consider here the estimation of k (r), the method is 
general enough that other unknown properties - say 
porosity ¢ - could be treated similarly. The 
history-matching problem is to determine k (_!:) to 
minimize Eq. 9. Since we assume that the pressure 
on the periphery of each well is constant, we can 
rewrite Eq. 9 as 
M 
J = l j=l 
1 
2rrr w. 
J 
- p(r,t)]2 didt ...... (A-1) 
Concisely stated, we wish to minimize J, given 
by Eq. A-1, subject to Eqs. 4 through 8. Using a 
variational approach we shall now derive the 
necessary conditions for optimality for this problem. 
Basically, we desire to relate a perturbation in 
k(!), ok(I_), to a perturbation in], of. 
The change in p (!, t), op, resulting from a change 
in k (!), and hence a(,?), is given by the solution of 
~~p = 'V·(oa(~)'Vp) + 'V·(a(~)'Vop) · 
. . . . . . . . . . . . . . (A-2) 
We introduce a so-called adjoint variable if!(z, t) and 
multiply Eq. A-2 by if! to give 
2-- (•"op) =~op+ 1/J'V•(oa(r)'Vp) 
at "' at 
+ 1/J'V• (a(r)'Vop) . . .(A-3) 
Integrating both sides of Eq. A-3 over the spatial 
domain Sand over t and using op{I_,O) = 0, we obtain 
J J 1/Jop \ dS = 
S T 
(JI 
0 s 
~op dSdt 
at 
IT J J + 1/i'V•(oa(r)'Vp)dSdt 
0 s 
IT J J + 1/i'V·(a(r)'Vop)dSdt 
.. (A-4) 
0 s 
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By using the identity 
V· (UA) = (VU) ·A + UV·A , .... (A-5) 
Eq. A-4 becomes 
+ V·(iµoa(r)vp) - (V1jJ)•(oa(r)vp) 
+ V • ( 1jJa ( r) Vo p) 
+ opV·(a{r)V1jJ) 
- V•{opa{r)v1jJ) ! dSdt . - . .(A-6) 
Employing the divergence theorem, we obtain 
J J 1/iop/ dS = JT J J %!- opdSdt 
S T o S 
+ JT J ~oa(~) ~ didt 
o Be 
_ .I JTJ 1jJoa(~) ~ didt 
J=l B 
w. 
J 
- f T f f {V1jJ•Vp)oa(~)dSdt 
0 s 
+ JTJ 1jJa(r) lQE. d£dt 
_ an 
o Be 
M 
- l j=l ITJ 1jJa{r) ~ didt _ an 
o Bw. 
J 
+ IT I f opv·(a{r)viµ)dSdt 
0 s 
- JTJ opa(~) ~ didt 
o Be 
+ -~l f Tf Opa(~) ~ dtdt 
J o B 
wj 
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. . (A-7) 
From Eq. 7 we know that 
aop_ 0 an r E: B . . . . (A-8) 
- e 
Using Eqs. 7 and A-8, Eq. A-7 can be writtP'J as 
J J 1jJop/ ds = JT J J I[*+ V·(a(~)v~)-J 
S T o S 
·op - (viµ·vp)oa(~) ! dSdt 
- JTJ a(r) ~1/J opdidt - .I 
- n J=l 
o Be 
M TI 
+ l J a(r) ~ opdidt · 
._1 _oil J- o B 
w. 
J 
. (A-9) 
The change in }, oj, resulting from a change in 
p (!, t) is given by 
M 
oJ = - l 
j=l 
1 
Tir w. 
J 
- p(r,t)Jopdidt. . .. (A-IO) 
Combining Eqs. A-9 and A-10 gives 
I I ~Op 1 dS + OJ = r 1 1 1 * 
S T o S 
+ V·(a(~)v~)op - (V1jJ·Vp)oa(~) !dSdt 
JTJ a(~) ~ opdidt 
o Be 
-
J.--
M,
1 
JTJ l 1jJ[a(r) ~op + oa(r) ~ ]d£dt 
- on - an 
o B 
w 
M T j 
+ l J J ! a{r) ~ - _l [pobs(r,t) j=l _ an 1Tr _ 
o B wj w. 
J 
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- p(~,t)J ~ opdtdt · · · · · · · (A-11) 
The object of adding f to Eq. A-9 is to obtain a 
relation between of and oa(r). To determine the 
relation between of and oa~),-let us have if;~. t) be 
governed by 
~ = - V•(a(r)VijJ) ' ....... (A-12) at _ 
with the final condition 
ijJ(r,T) = 0, · · · · · · · · · · · (A-13) 
and choose the boundary conditions for Eq. A-12 so 
that the second, third, and fourth terms on the 
right-hand side of Eq. A-11 vanish. This can be 
done as follows. Because of the arbitrariness of op 
on the boundaries and the uniformity of op on the 
inner boundary, Bwj' j = 1, ... , M 
and 
imply 
and 
I 
B w. 
J 
opdtdt = o , 
ITJ ia(r) ~--1 [pobs(r,t) l _ an nrw. _ 
o Bw. J 
J 
p(~,t)J}opdtdt = o , 
~ = 0 
an 
r e: Be , .... (A-14) 
r e: Bw . , j = 1 , ••• , M 
J 
. . . . (A-15) 
respectively. To find the third boundary condition, 
we need only note that from Eq. 6 
r E: Bw. ' j = 1 ' ••• ' M ' . (A-16) 
J 
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and that in order for the relation 
M 
l j=l (I o B w. 
J 
= 0 
ijl[a(r) ~ + oa(r) ~ Jdtdt 
_ an _ n 
to hold, a sufficient condition is that 
~= 0 at r e: Bw . , j = 1 , ••• , M 
J 
. . . . . (A-17) 
This is the third boundary condition. 
Substituting Eqs. A-12 through A-15 and Eq. A-17 
into Eq. A-11 we obtain 
oJ = - JT J J [{VijJ)·{vp)Joa(~) dSdt . 
0 s 
. . . . . (A-18) 
We can interchange the order of integration as 
follows: 
OJ = - Inf r<v.;)-{vp)Jdt ! Oa(~)dS. 
s 0 
. . . . . . . . . . . . . . . . . (A-19) 
Finally, the condition that of = 0 is obtained if 
T I [(VijJ)·(Vp)J dt = 0 ..... (A-20) 
0 
Summarizing, the necessary conditions for optimality 
are given by Eqs. 4 through 8, A-12 through A-15, 
A-17, and A-20. 
APPENDIX B 
HISTORY MATCHING FOR 
TWO-PHASE RESERVOIRS 
The flow of two partially miscible fluids in a 
porous medium is governed by the following partial 
differential equations 13 : 
- qW , , . . . . . . .. (B-1) 
and 
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[ 
kk R kk 
'il· __II!_ (vp -p gvD) + s rw (vp µnB n n µ 8 w n w w 
-pwg•D)J = ;t [•( :: + R~>J -qn · 
. . . . . . . . . . . . . . . .(B-2) 
The phase pressures are related through the 
capillary pressure, which is a function of saturation 
p - p = p = f(S ) · 
n w c w 
.(B-3) 
The saturati(ms are subject to the condition 
S +S =l· n w 
.(B-4) 
Eqs. B-1 through B-4, together with appropriate 
initial and boundary conditions, form a common 
description of the behavior of two partially miscible 
fluids in a reservoir. 
The history-matching problem of interest is to 
estimate k and ¢. In this appendix we show how the 
system of Eqs. B-1 through B-4 can be rearranged 
so that the optimal control approach can be used 
directly to produce algorithms for the estimation of 
k and ¢. For the purpose of deriving the desired 
form of Eqs. B-1 through 8-4, Wf' shall consider the 
dependent variables as Pw and Pc· Let us define 
Sw = fi(p), Sn= l-Sw, Pc= Pn -Pw' k,w = h(Sw), 
krn = f3(Sn), Bw ~ f4(p,), P.w= fs(Pw), Pw = f6(pw), 
R5 = f](pw), Bn = f g(Pn ), µn = fg(Pn ), and Pn = fio(Pn). 
Tbus, we can express k,w and km as functions of 
Pc and Bn, µn, and Pn as functions of Pc and Pw· 
Let us write 
. . . . . . . . . ( 8-5) 
<P - E(p )' · · · · · · · ..... (8-6) Bw - w 
. .(8-7) 
Furthermore, we assume that capillary pressure 
data under imbibition conditions will uniquely 
describe the relationship between Pc and Sw. Since 
Pc and SW are uniquely related, asw/at can be 
expressed as 
Using Eqs. 8-5 through 8-7, Eqs. 8-1 and 8-2 
become 
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apw 
+SE' q · · · .(8-9) w ar- w' 
(8-10) 
where A 1 and A2 denote a A/ ap c and a A/ ap w, 
respectively. 
We rewrite Eqs. 8-9 and B-10 as 
ap apw _ 
ES' __ c + S E1 
w at w at -
- p gvO) + 
n 
+ qW , . (8-11) 
(8-12) 
where M = A1 - Sw A1 - AS~ + GS~ and N = A2 -
SwA 2 + SwG'. 
Multiplying Eq. 8-11 by N, Eq. B-12 by - SwE ', 
and adding the resulting equations gives 
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+ !i q 
a w 
.... (B-13) 
where a = NES~ - MSwE '. Multiplying Eq. B-11 by 
M, Eq. B-12 by - ES~, and adding the resulting 
equations gives 
apw M [ kkrw J 
- = - 'ii• -- (vp -p gvD) 
at b µWBW W W 
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ES I [kk w rn 
- - I/. -- (I/ { p +p } b µnBn c w 
M A ES~ A 
+ b qw - -b- qn ' · · CB-l 4) 
where b denotes MSwE' - NES:V. 
Once the system has been placed in the form of 
Eqs. B-13 and B-14 the procedure that was used in 
the development of optimal control algorithms for a 
single-phase reservoir in Appendix A can be applied 
to derive optimal control algorithms for estimating 
parameters in the multiphase reservoir model. 
*** 
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