Abstract-Empirical evidence shows that error growth in visual odometry is biased. A projective bias model is developed and its parameters are estimated offline from trajectories encompassing loops. The model is used online to compensate for bias and thereby significantly reduces error growth. We validate our approach with more than 25 km of stereo data collected in two very different urban environments from a moving vehicle. Our results demonstrate significant reduction in error, typically on the order of 50%, suggesting that our technique has significant applicability to deployed robot systems in GPS denied environments.
I. INTRODUCTION
Estimating the pose of a moving camera solely from its recorded images, i.e. visual odometry (VO), is important to many robotic tasks [1] - [8] . Here we focus on applications where the full 6 degrees of freedom (dof.) robot pose needs to be tracked accurately over several kilometers. Empirical results show that the error distribution in the tracked absolute pose has small variance with a significant non-zero mean, i.e. the errors are biased (note that this differs from the statistical definition of estimator bias).
It is due to recent advances in robotics, computer vision and related fields of modern science that bias is left as the main source of error growth. In earlier work the effects of bias were unobservable as VO drift was dominated by suboptimal optimization [9] - [11] , i.e. minimizing residuals in the 3D domain instead of the image domain, and due to outlier image point correspondences. Significant increases in computational power currently allow for using methods which minimize reprojection errors [12] and which are unaffected by outliers in realistic circumstances [3] , [13] - [18] . These methods exhibit significant less error growth but their errors are still biased for trajectories that are several kilometers long.
Bundle adjustment (BA) [19] - [23] is used as the final optimization step of many state-of-the-art visual odometers. BA minimizes a non-linear model which captures the physical and statistical relationship between scene points and their projections onto the camera plane. Such models often account for lens aberrations like radial distortion and decentering distortion. It is straightforward to verify (e.g. by using Monte-Carlo simulations) that when such models truly form the image data, then state-of-the-art VO methods exhibit zero-mean error distributions. We show that results obtained from real image data are biased. This indicates that the true physical and statistical phenomena underlying real camera observations are not fully captured by current models.
Two main lines of research can be followed to reduce bias. First, one can research and develop more accurate physical and statistical models for camera observations. Second, one can use current models, accept their imperfections and compensate for their bias. Our contribution follows this second line of research. The motivations for this choice are given in Sec. II which also provides the used camera model and used calibration technique. Our projective model for bias is described in Sec. III along with the method to estimate its parameters. It involves projectivities, defined by motion dependent polynomials, being applied to the relative pose estimates. In Sec. IV it is shown on over 25 km of binocular data that our model can be used online to compensate for bias and significantly reduce VO drift. Our conclusions are provided in Sec. V.
II. CAMERA MODELS AND CALIBRATION
Improving camera models has a long history in modern science [24] - [29] . Here we use the current de facto standard for projective fixed-focal-length stereo cameras which accounts for radial distortion and decentering distortion.
The stereo camera consists of a left camera, chosen to be the origin, and a right camera. The known 3D world point w is transformed into the left camera's coordinate frame with A −1 w = (x, y, z, 1) ⊤ where A ∈ SE(3) is the stereo camera's absolute pose. For the right camera the transformation from world coordinates to camera coordinates includes the baseline offset B ∈ SE(3), i.e. (AB) −1 w. To allow for efficient notation we define M = [R, t] to be the 4×4 homogenous matrix M ∈ SE(3) expressing the rotation R and translation t.
The 3D point is projected onto the normalized camera plane with (x/z, y/z) ⊤ = (u x , u y ) ⊤ = u n . Radial distortion and decentering distortion in the left camera plane are modeled with
is the left camera's projection matrix. ⊤ . We use a Levenberg-Marquardt optimizer with converging outlier suppression to estimate the intrinsic camera parameters θ l and θ r , the stereo baseline B, the extrinsic camera parameters A 1 , .., A n for each calibration image and the 3D position of the calibration points w 1 , ..., w m . These 3D points are the corners of a checker-board calibration target and extraction of the projections of these corners from the calibration images is fully automated. This allows us to calibrate on several thousand calibration images which in turn allows for estimating the 3D positions of the calibration points [30] . This accounts for imperfections in the manufacturing (up to sub-millimeter accuracy) of the calibration target.
To the best of our knowledge it is currently not known which possible deviation from the used camera model, e.g. depth-dependent distortion [31] , non-central projection [32] , imperfections in the camera plane and lenses [33] , instability of optical and baseline components, is most significant for a VO system using a projective fixed-focallength stereo camera. Our calibration results suggest that such possible deviations are in the range of less than 1/10 of a pixel (i.e. less than 1µm). For such small deviations it is challenging to distinguish a genuinely better model from an overparametrized model which is being overfitted to the image data [24] . Calibrating more sophisticated camera models will therefore likely require more advanced (and significantly more costly) optical measurement devices than the calibration targets used in robotics and in computer vision. While such devices do exist and are used in optical design and verification, it is not realistic to assume that such devices will become widely available to robotic and computer vision researchers in the near future. Although improving camera models is relevant, it is not the line of research we choose here.
In this research we accept that the used camera model is an approximation and pursue a general model to describe the bias this approximation causes in the tracked camera pose. The goal is to estimate the parameters defining this model from calibration trajectories and to apply them to trajectories not used during calibration. We stress that this is conceptually different from auto-calibration or online calibration-refinement [12] , [34] , [35] .
The camera models used for auto-calibration are typically less complex than the model used here and are often linear. The utility of auto-calibration is also not to provide highly accurate camera parameters. It is used when one has no or very inaccurate knowledge of the camera parameters and allows for lifting a projective reconstruction to an Euclidean reconstruction (up to scale). Only full-BA (i.e. BA wrt. motion, structure and camera intrinsics) can potentially improve upon offline camera calibration. However, it is well known that full BA requires a strong network structure (e.g. many overlapping fields of view) and a good distribution of camera positions, camera orientations and landmarks. These requirements are typically not sufficiently met for VO applications. The utility of full BA is also mainly as a final refinement step for multiple-camera varying-focal-length photogrammetric reconstruction [36] . While using BA can improve the accuracy of single-camera fixed-focal-length VO, especially when loop-closing is possible, it has never been proven or shown that also optimizing with respect to camera intrinsics will lead to truly more accurate camera parameters than those obtained from extensive offline calibration (at least not for a properly manufactured stereo camera which retains its calibration under realistic circumstances).
III. A PROJECTIVE MODEL FOR MOTION BIAS
The goal is to specify a function that takes each biased relative pose estimate M ′ ∈ SE(3) to an unbiased relative pose estimate M ∈ SE(3). It can potentially be any high-order function which takes points on SE(3) to points on SE(3). However, to come to an applicable and stable approach, it is best to use more constrained functional models. In this contribution we explore projective models (but other models might potentially be just as useable).
In theory, a monocular camera with projection matrix K moving from its initial pose I to M ∈ SE(3) while observing the landmarks w 1,...,n will result in the observations u 1,..,n before the motion and the observations v 1,..,n after the motion. If K is known, then M can be estimated unbiased up to scale. Now assume that only an erroneous estimate for K is available and that this erroneous estimate K ′ differs from the true K by a projectivity H, i.e. K ′ = KH. If we would not restrict the estimate for M to be an element of SE(3), then the optimizer would converge to M ′ = H −1 MH. This is because the projections of the landmark estimates H −1 w 1,...,n given M ′ and K ′ are exactly equal to u 1,..,n and v 1,..,n [12] . In this projective setting, the function that takes an erroneous projective estimate M ′ back to its correct Euclidean estimate M would involve nothing more than M = HM ′ H −1 . Typically, the optimizers used in VO constrain the estimate M ′ to be in SE(3). This can be seen as a map SE : P 3 → SE(3) that takes the projectivity
. When assuming that the difference between the used camera model and the true unknown camera model can be captured (up to first order) by a projectivity H ≈ I (i.e. a projectivity close to the identity matrix), then the process that takes the true M to a biased estimate M ′ can in theory be modeled with M ′ = SE(H −1 MH) up to some random perturbation. We are interested in the inverse of this process.
Inspired by projective geometry, our model first maps M ′ = [R, t] to a projectivity M ′ P and then takes this projectivity back to SE(3) to produce the desired unbiased estimate M, i.e.
The first part, i.e. SE(3) → P 3 , is modeled as being rotation dependent with
where the projectivity H(M, Θ) is restricted to have the form
(i.e. non-uniform scaling and shear mapping) and where its values are specified by first order polynomials 
where UΣV ⊤ = A, i.e. the singular value decomposition (SVD) of A.
Our functional model that allows for mapping biased relative pose estimates M ′ ∈ SE(3) back to unbiased relative pose estimates M ∈ SE(3) is then provided by
The challenge is to find appropriate values for the coefficients in Θ, i.e. finding a specific applicable function from within our model. We point out that our model in Eq. 9 is just one out of many potentially applicable models. While our model allows for efficient and significant bias compensation, we do not dismiss the possibility that better models can be developed.
A. Estimating the projective coefficients
The main objective is to estimate appropriate values for the projective coefficients Θ in Eq. 9 such that bias is minimized. Bias is too small to be measured accurately and reliably from single relative pose estimates. When sequentially integrating many relative pose estimates, bias will accumulate and cause a significant and measurable drift in the estimated absolute pose. For trajectories comprising a loop this drift can be quantized through the error at loop-closure, see Fig.1 for an illustration.
In the error-free case the sequential pose estimate, i.e. A n = A 1 M 1:2 M 2:3 ...M n−1:n , together with the loopclosing pose, i.e. M n:1 which goes from the last frame directly back to the first frame, brings the camera back in its original starting position A 1 . In a realistic setting A n M n:1 will not be equal to A 1 due to accumulated errors. Fig. 1 . Illustration of the error at loop-closure performance metric. When sequentially estimating the camera pose from the first frame located at A 1 all the way to the last frame located at An and from this last frame back to the first frame, i.e. estimating the loop-closing pose, then in the ideal errorfree case we arrive exactly back at A 1 . This is illustrated in (a). Estimating the loop-closing pose is important as the true pose of the last frame An itself will never be exactly the same as the true pose of the first frame A 1 . Our performance metric takes this into account. In the error-prone case we do not arrive exactly back at A 1 but end up at A ′ 1 . This is illustrated in (b). Note that A 1 and A ′ 1 both describe the pose of exactly the same frame, i.e. the first frame. In the error-free case A 1 and A ′ 1 would be exactly the same. In reality due to accumulated errors they are not. The 6 dof. pose displacement between A 1 and A ′ 1 , depicted by the red line in (b), is therefore representative for the accumulated error in the trajectory. Conceptually, the shorter this red line is (in R 3 and in SO(3)), the more accurate the trajectory is.
The 6 dof. pose difference between A 1 and A n M n:1 is E = A −1 1 A n M n:1 and is representative for the accumulated error of sequentially estimated trajectories.
As in [37] a geometrically meaningful metric is expressed on the error at loop-closure E = [R, t] with
where Log is the logarithmic map of SO(3) as provided in Appendix A. The purpose of the scalar α is to provide a trade-off between positional and orientational errors, we come back to this in Sec. III-B. The metric in Eq. 10 is the basis for the cost function of our optimizer. Let us denote the ordered set of all relative pose estimates, including the loop-closing pose, of a trajectory with M = (M 1:2 , M 2:3 , ..., M n−1:n , M n:1 ) and let M j i denote the ith relative pose of the jth trajectory. The error at loop-closure E for the jth trajectory given the projective coefficients Θ can then be computed with
where − → denotes a matrix product that expands to the right.
The function E(M j , Θ) together with the metric in Eq. 10 allow for the following non-linear minimization task
or in words: we seek those projective coefficients Θ which reduce bias, as measured by our metric on errors at loopclosure, over k calibration trajectories. The per-trajectory scalars α j and β j are used to precondition the errors as discussed in Sec. III-B.
This non-linear objective function is minimized wrt. Θ using Levenberg-Marqaurdt. This can be done relatively efficiently as computing its Jacobian with a finite difference scheme only involves 4×4 matrix multiplications and SVD's of 3×3 matrices. Furthermore, this objective function is only minimized wrt. Θ and not wrt. to all poses, all landmarks and all intrinsics as is done in full BA. It is therefore significantly more efficient than full BA, e.g. in Matlab it only takes around 20 seconds to calibrate Θ on 10 trajectories of 1000 poses each.
B. Preventing over fitting
Preventing over fitting is the key factor towards successfully applying our approach in practice. In this setting over fitting refers to obtaining projective coefficients which reduce bias for the calibration trajectories but do not reduce bias (or even increase bias) for other trajectories. We discuss how some general well known strategies can be used to prevent over fitting in our setting.
As always one should calibrate using sufficient data, i.e. sufficient trajectories which are representative for the robot's environment. The optimizer must also be encouraged to find projective coefficients which reduce bias for all calibration trajectories (and not only for certain calibration trajectories at the expense of other calibration trajectories). A well known technique to do so is pre-conditioning the errors before optimization. In our setting this refers to setting the scalar α j in Eq. 12 for each trajectory such that its orientational errors are weighted equally as its positional errors. We also re-weight the total error of each trajectory by setting appropriate (normalizing) values for each β j in Eq. 12 such that each trajectory contributes equally to the summed squared error. Finally, and most importantly, one should not use too many and irrelevant coefficients for the polynomials. Again we can use a well known technique which starts with the constant coefficients of Θ, estimates their values and sees if they are significant wrt. their uncertainties. It then ignores that coefficient which is most insignificant and repeats this process until all remaining constant coefficients are either significant or ignored. The process then repeats itself for the linear coefficients and so on.
This process, while effective, can probably be improved upon by e.g. using train-and cross-validation trajectories while estimating the projective coefficients.
IV. EVALUATION
The goal of this section is firstly to validate our working hypothesis, i.e. VO errors are biased, and secondly to show that our bias compensation method reduces VO drift. We will do so on the basis of more than 25 km of binocular data.
Our first data set, Doha-A, comprises of 12 loops (6 clockwise and 6 counter clockwise) each around 1 km long. A single loop from this data set is depicted in Fig. 4 .a. The second data set, Doha-B, comprises a single loop of 2.5 km long and is depicted in Fig. 5 . The third data set, Pittsburgh-A, consists of 6 loops (3 clockwise-to-counterclockwise and 3 counter-clockwise-to-clockwise) each 1 km long. Two such loops are shown in Fig. 4 .b,c. The fourth data set, Pittsburgh-B, consist of two loops (1 clockwise and 1 counter clockwise) each 3 km long, these are depicted in Fig. 6 . See Fig. 2 for example images from our data sets.
The Doha data sets are recorded with a Point Grey Bumblebee2 (640x480 colored pixels, 3.8 mm focal length, 65
• horizontal field of view, 10 fps) stereo camera. The Pittsburgh data sets are recorded with another Point Grey Bumblebee2 having the same specifications (but slightly different optical properties) running at 20 fps. Our visualodometry technique is similar to that of [3] , [11] except that we use a ML optimizer (which minimizes reprojection residuals and therefore is theoretically unbiased) instead of the HEIV algorithm (which minimizes errors in 3D and therefore is inherently biased [11] ). More information on this VO approach can be found in [38] . Furthermore, slidingwindow BA is performed in batches of 10 automatically selected key-frames. We enforce that the last key-frame is always exactly the same stereo pair as the first key-frame so that we can use our error at loop-closure performance metric. The stereo camera used for the Doha data sets is calibrated using approximately 2000 images and the stereo camera used for the Pittsburgh data sets is calibrated using approximately 3000 images. The used camera model and calibration methods were described in Sec. II.
When testing our bias compensation technique we exclusively divide data sets into train-loops and test-loops (i.e. a trajectory cannot be used as a train-loop and as a test-loop). We estimate the coefficients Θ on train-loops and then verify if the obtained coefficients also reduce bias on test-loops. Only train-loops explicitly need to encompass a loop. The reason that all test-loops also encompass a loop is only because this allows us to use the error at loop-closure to accurately measure error reductions of our bias compensation method. In the error-free case the last estimated absolute pose A We stress that orientational errors are more important than positional errors because orientational errors dominate longterm error growth. The orientational error nor the out-ofground-plane positional error can be conveyed accurately by the often used 2D GPS based comparisons nor by the often used aerial-overlay plots. We only use GPS to determine the starting position and heading when creating our aerialoverlay plots. These plots are provided for esthetic reasons and the true evaluation of our research is reported strictly in quantitative terms.
Note that the goal of our method is explicitly not to close the loop as in [39] . Its goal is to reduce error growth for general trajectories which are not necessarily loop-like. We only exploit loops to train the coefficients Θ and to accurately measure error reductions.
A. Bias in visual odometry
In our first experiment we confirm that errors in visual odometry are biased. Fig.3 depicts the loop closure errors, i.e. E, in motion space for the 12 loops in the Doha-A data sets and for the 6 loops in the Pittsburgh-A data set.
The first thing to notice is that these errors form clusters whose mean does not coincide with the ground truth (which is the center of the depicted coordinate system). Also the deviation of each cluster wrt. its mean is smaller, or comparable to, the distance of its mean to the ground truth. It is clear that the errors of the VO system are biased. It can also be observed that clockwise and counter clock wise loops of the Doha-A data set have different orientational bias. For the Pittsburgh-A data sets, for which each data set has clockwise and counter clockwise parts, the orientational bias is similar.
This plot also indicates that significant increases in accuracy can be expected when fully preventing, or compensating for, bias. This would only leave the random error, i.e. the deviation wrt. the mean of each cluster, as source of VO drift.
B. Compensating bias in visual odometry
We now evaluate our bias compensation technique. We start with training the bias coefficients on 4 randomly selected loops (2 clockwise and 2 counter clockwise) of the Doha-A data set and testing them on the other 8 loops. The results averaged over all test-loops are summarized in Table  1 from which it can observed that our bias compensation approach was able to reduce error growth by 50%.
The Doha-B data set encompasses a single loop. Due to the automatic key framing method used within our VO system, a single run of the VO system does not use all images of the data set. We can therefore bootstrap the data set, i.e. starting the VO system with a different initial stepsize of the automatic key framing method, to obtain more statistics from this single recording. We bootstrapped 5 times and the images shared per bootstrap is around 30%. In Table   ( 2 we show the error reduction when training on 2 randomly selected bootstrapped runs of the Doha-B data set and testing on the other 3 bootstrapped runs. An error reduction of 25% is obtained.
Most interestingly is to see if the bias coefficients can be trained on the 12 loops of the Doha-A data set and can be applied to the Doha-B data set. These data sets do not share any images and are recorded in different environments with the same camera. These results of this experiment are summarized in Table 3 . It can be observed that errors are reduced by at least 50%. The trajectories with and without bias compensation are also visualized in Fig. 5 . This experiment shows that it is possible to apply the bias coefficients to more complex loops than those from which they were estimated. It also illustrates that the bias coefficients are not over-fitted when trained on the Doha-A data set.
For the two loops in the Pittsburgh-B data set a similar bootstrap approach was used resulting in three tracks for each of the two loops. Due to using a higher recording frame-rate these bootstrapped runs only share 10% of their images. Again we start by training the bias coefficients on two bootstrapped runs of the Pittsburgh-B data set and testing them on the other 4 bootstrapped runs. The results in Table  4 show that an error reduction of 50% is accomplished.
Finally, Table 5 reports the results when training on the 6 loops of the Pittsburgh-A data set and testing on the 6 bootstrapped runs of the Pittsburgh-B data sets. In this case the train set and test set do not share any images and the test set is significantly more complex than the train set. Despite this challenging task our approach accomplishes 59% error reduction for orientation and 70% error reduction for position. The trajectories with and without bias compensation are also visualized in Fig. 6 .
V. CONCLUSIONS
We presented a novel methodology to model and compensate for bias in visual odometry. Our model involves motion dependent polynomials which define a projectivity.
The projectivity is applied to the estimated motion and the result is taken from projective space back to the space of Euclidean motions. An offline calibration procedure is provided to estimate the coefficients of the motion dependent polynomials. Results obtained on 25 km of binocular data show that our model can be used online to compensate for bias and that it reduces drift significantly.
