Introduction
Modern methods in agriculture have evolved tremendously over the last few decades with the advent of automation to increase crop yields in shorter time while utilizing less labour costs and resources. Motivated by the compelling growth of the agricultural robots in modern farms, unmanned aerial vehicles (UAVs) such as quadcopters are becoming increasingly popular to assist farmers for a possible increase in crop yields while decreasing the crop damage [1] . There are already successful applications to perform essential functions such as conducting air quality check, monitoring the health of crops and soil through visual imaging, or spraying fertilizers in a timely and controlled manner [2] . Today, the greater role of quadcopters in agriculture presents itself as a ments. Therefore, quadcopters need a robust and reliable controller which is capable of handling noise as well as uncertain working conditions while achieving a high accuracy in trajectory tracking [8] [9] [10] .
As one of the model-free approaches, fuzzy logic has caught a respectable attention since it was proposed by Lotfi A. Zadeh in 1965 [11] . It makes use of linguistic variables to mimic an expert/skilled human operator's way of thinking. As opposed to Boolean logic which operates on the discrete values of either absolute 0 (false) or 1 (true), fuzzy logic is based on the intermediate degrees of the truth in a continuous range [0, 1]. Over the years, fuzzy logic has been combined together with artificial neural networks, and this combination is called as fuzzy neural networks (FNNs) . FNNs have been proven to be a superior method for system identification [12] [13] [14] and nonlinear control [15] [16] [17] [18] [19] . In all these works, FNNs serve as a preferred choice over the conventional, model-based methods as they are competent on dealing with uncertainties such as instrumentation inaccuracies or changing environmental conditions.
In the nature of FNNs, a suitable parameter update algorithm is a necessity for learning from input-output data and adapting for changing working conditions. On one hand, the optimization techniques such as genetic algorithm [20] , artificial bee colony (ABC) [21, 22] , ant colony optimization (ACO) [23] [24] [25] , and particle swarm optimization (PSO) [26] [27] [28] are widely recognized, biologically-inspired, metaheuristic parameter update methods. On the other hand, sliding mode control (SMC) [29, 30] , gradient descent (GD), and extended Kalman filter (EKF) are the parameter update methods which are based upon a well-established mathematical background for training FNNs [31] . While the former group assists on simplifying the optimization process via metaheuristic search, the latter provides a mathematical basis and stability analysis for the training. In this work, we propose to exploit the beneficial features of both groups. Among the first group, we focus on PSO as it is the simplest in the context of our application considering the number of parameters to be set for its opeartion and the information sharing mechanism between the particles. In addition, since PSO has shown a substantial promise as a robust method for solving continuous nonlinear optimization problems with a more stable convergence as compared to the other stochastic techniques [31] , it is a perfect fit for our application. Likewise, among the second group, we capitalize on SMC since it has a robust and relatively simpler structure as compared to the GD-based methods. Moreover, since it has shown a respectable success together with fuzzy logic for a number of control applications with the presence of bounded disturbances or uncertainties [32, 33] , it is a qualified candidate for our application.
Overall, in this work, we propose to train FNNs effectively using a novel PSO-SMC hybrid learning algorithm. We optimize their performance to achieve a desirable translational and rotational control of the quadcopter for agricultural purposes. Instead of using the conventional type-1 fuzzy neural network (T1-FNN) [34] , we employ its type-2 counterpart; as the latter is claimed to give superior responses especially when the level of uncertainty is high [12, [15] [16] [17] [18] . In the proposed method, the premise part of the T2-FNN is identified by PSO, whereas, the consequent part is tuned by SMC theory-based parameter update rules. In the end, an extensive comparison on the overall performance of the proposed algorithm and the other available methods is presented in order to demonstrate the pros and cons of our novel algorithm. For the identification part, two other swarm-based methods, namely, ABC and ACO, are chosen as competitors; while for the control part, conventional proportional-derivative (PD) controllers and T1-FNNs are selected as opponents.
To the best of the our knowledge, this is the first time T2-FNNs:
• are trained by the novel PSO-SMC hybrid algorithm while PSO for system identification and SMC for control. • are applied on the control of both translational and rotational dynamics of quadcopter.
The organization of this work is as follows: The specific problem is formulated in Section 2. The details of the quadcopter model are presented in Section 3. The design procedure of the T2-FNNs and the parameter update rules are introduced in Sections 4 and 5, respectively. The simulation results and discussions on the performance of the proposed method are presented in Section 6. Lastly, the concluding remarks and future works are given in Section 7.
Problem statement
According to our scenario, a quadcopter is employed for the quality inspection over the rice terrace farms in Longsheng, China. Quadcopters are fairly helpful for this purpose as they may provide autonomous, fast flights in a large area which may possibly be challenging for farm labourers with all the hills, narrow passages, and muddy parts included; thus, it saves both labour resources and time. However, the quality check over rice farms with a quadcopter requires a highly accurate trajectory tracking in order to collect useful samples from different parts of the area. Moreover, as the usual trajectories over rice farms may include agile maneuvers, steep turning, or sudden altitude changes due to the geometrical and topological features of these farms, it becomes an intriguing control problem for the quadcopter.
Quadcopter model
Quadcopter is an aerial vehicle which has 6 degrees of freedom (6-DoF) comprising of kinematics and dynamics in 3 axes. The former denotes the translational movement in 3 axes, X E , Y E , Z E ; while the latter stands for the rotational motion along 3 axes, X B , Y B , Z B . The mathematical model represents these two categories of motions while abiding by the assumption that the quadcopter has a rigid and symmetrical structure.
Kinematics
Two individual coordinate systems, namely body-fixed and earthinertial frames, are set to represent the kinematics of the quadcopter in 3D space. The body-fixed frame is the coordinate frame whose origin is located at the centre of gravity of the quadcopter. The x axis (X B ) is pointing towards the rotor 1, while the z axis (Z B ) is pointing in the direction of the thrust force created by propellers as in Fig. 1 . Consequently, the y axis (Y B ) follows the orientation defined by the righthand rule. As regards to the earth-inertial frame, its origin is located on the ground while the z axis (Z E ) pointing towards the opposite direction of the center of Earth. Using the aforementioned two coordinate frames, the location of the quadcopter can be represented as x, y, and z pertaining to the earth-inertial frame. The relationship between the two coordinate frames is given by the transformation matrix as follows (c:cos, s:sin):
where Euler angles, roll ( ), pitch ( ), and yaw ( ) are defined as the tilting angles of the body-fixed frame with regard to the earth-inertial frame in x, y, and z directions.
Dynamics
Newton-Euler equation is exploited for representing the dynamics of the quadcopter since the deformation of the quadcopter is neglected. The forces and moments generated by the four actuators can be approx- imated as follows:
where F i and i stand for the state-status thrust force and the reaction torque for each rotor. The parameter Ω i denotes the speed of each rotor. The symbols k t and k m are the constants to illustrate the thrust and drag factors. The overall actuation forces and torques in three directions can be acquired by using F i and i . They are mapped into the input matrix accordingly with l indicating the quadcopter's arm length. The control of the system can therefore be achieved by altering the actuators' speed computed by the inverse input mapping matrix which is given as follows:
where x , y , and z are the moments around axes X B , Y B , Z B . The total thrust force in Z B direction is denoted as:
After relating the forces and moments with the rotor speeds, the equations of motion are presented as the simplified version of the equations in Ref. [35] : 
where the terms I xx , I yy , and I zz stand for the moments of inertia in 3 axes. The term m indicates the total mass of the quadcopter while the term g represents the gravitational acceleration, which is fixed as 9.81 m∕s 2 in this work.
In the equations of both translational and rotational accelerations, the terms related to the aerodynamic and gyroscopic effects are ignored because they require a substantial effort to be identified precisely by a number of experiments and simulations. Moreover, they are negligible at the operating conditions of interest. The other parameters of the quadcopter are determined as in Table 1 [36] .
Design of type-2 fuzzy neural network structure
The control structure of the T2-FNN typically consists of the fuzzifier, inference, rule base, type reducer, and defuzzifier as its key components [31] . The rth rule in the rule base can be described as follows:
where two inputs (x 1 , x 2 ) correspond to e (error) anḋe (derivative of error),Ã r 1 andÃ r 2 are type-2 fuzzy sets. The parameters in the consequent part of the rules are the rule weight, a ri , and the rule bias, b r . For each input, we have two membership functions resulting in 4 rules in total. The firing strength of the rth rule due to the lower and upper membership functions are given by:
where * represents the t-norm (prod) operator.
Finally, the output of the controller can be calculated using the normalized values of the firing strength,w r andw r , weighted by the sharing parameter, q. The output of the network, y, is approximated as follows [36] :
where the normalized values of the lower and upper output signals from the second hidden layer of the network as follows:
The rule-base plays a key role in the decision-making process of the T2-FNNs which would guide the quadcopter to its desired translational and rotational configuration. In total, six T2-FNNs are required to achieve control in the translational (X, Y, Z) and rotational (Roll, Pitch, Yaw) control blocks respectively, as shown in Fig. 2 . For each channel, e anḋe are fed into the T2-FNNs as the two input variables, x 1 and x 2 respectively. Using Gaussian membership functions, two type-2 fuzzy sets with an uncertain standard deviation are defined for each input. The consequent parts of the fuzzy sets are initialized with random numbers as they are learned online afterwards. 
Hybrid training algorithm
The parameter tuning of FNNs can be accomplished by a variety of the aforementioned training methods in Section 1. Nevertheless, the selection of the most suitable method has a significant impact on the control performance. In this work, the parameter tuning is achieved by two different methods, namely PSO-SMC, in a hybrid manner. The rationale behind this selection can be explained in two ends. On one hand, since the relation between the FNN output and the antecedent parameters is highly nonlinear, the calculation of the gradient of the cost function during optimization is fairly difficult. Therefore, the use of a gradient-free training method, namely PSO, is more promising for the first end. On the other hand, the computation-based methods can be well adopted for the training of consequent parameters because the relation between the FNN output and them is rather linear. Hence, it is possible to benefit from a computation-based method with a wellestablished mathematical stability analysis, namely SMC, for tuning the consequent parameters.
The hybrid training procedure can be divided into two key phases: system identification and control. During the identification phase, the antecedent parameters of the T2-FNNs are identified by using only PD controllers. The inputs of the identifier are e anḋe, while the target values of the identifier are the PD controller outputs. Once the system identification is completed, the control phase is initialized with the identified parameters of the T2-FNNs. During this phase, the SMC parameter update rules are in effect to provide continuous online training during trajectory tracking.
PSO algorithm for system identification
System identification is a fundamental step for controller development in order to get a good grasp on quadcopter dynamics before directly flying the vehicle. It provides stable initial conditions for the quadcopter while avoiding unexpected, extreme responses for certain inputs that may arise during flight. As the quadcopter has fairly complex dynamics, we select various types of intelligently-chosen inputs in order to identify each parameter precisely. The inputs are designed based on the system identification inputs for flight vehicles in Ref. [37] .
From the PSO point of view, we utilize single swarm optimization without higher order terms in dynamics of particles. This type of PSO might be one of the simplest versions of the original PSO available in literature. Current state-of-art presents a great amount of research in order to improve the performance of the original PSO. Utilizing higherorder PSO (HPSO) via higher-order terms in update equations to search for a wider area and wider range of movements of particles [31] , alleviating the premature convergence by perturbing the swarm movement [38] or using multiple swarms simultaneously [39] , and hybridization of PSO with the other optimizers [40] are famous examples of promising research directions. Nevertheless, in order to account for the simplicity in the context of our application, we avoid the complex variants of PSO which might be demanding in the regard of computation effort. Specifically, we choose the continuous version of PSO (CPSO) [31] .
The system identification procedure of the quadcopter essentially consists of two stages. In the first stage, the three T2-FNNs in the inner control loop for rotational dynamics are identified. In the second stage, the three T2-FNNs in the outer control loop for translational dynamics are subsequently identified in a similar manner. For the T2-FNNs in the inner loop, up to 45 degrees of sinusoidal and doublet-type inputs are used with the frequency range of 0 Hz-0.7 Hz. As for the T2-FNNs in the outer loop, up to 1 m of the same input types are utilized with the frequency range of 0 Hz-0.3 Hz. Figs. 3 and 4 show the respective system output for the T2-FNN controllers in Roll and X channels during the system identification phase. The identification process is replicated ten times in order to ensure convergence and obtain generalized results.
During identification, a 72-dimensional search-space, which corresponds to 12 parameters (8 standard deviation and 4 center values) for each of the six T2-FNNs, is initially populated with a swarm of 8 random, potential solutions or particles. An iterative search is then conducted whereby each particle travels through the search-space with a dynamically adjusted velocity based on the experience of its own motion as well as the experience of other particles within the swarm as illustrated in Fig. 5 . In this study, the search-space for the antecedent parameters are specified within the ranges [−1, 1] and [0, 1] for the centres and standard deviations, respectively. The dynamics of the lth dimension of the sth particle is formulated according to the following expression [31] : (10) where s = 1, 2, … , N and l = 1, 2, … , n.
Throughout the optimization process, the best position of each particle or local best, lbest, and the best position of the swarm, global best, gbest, are iteratively calculated and updated based on minimizing the pre-defined objective function which is the integral squared error (ISE) in this case and given as follows:
The constants 1 and 2 represent the exploitation weights which accelerate each particle toward its local best and global best positions. As regards to rd(), it represents random numbers (0-1) which stochastically weights the swarm's exploration capabilities. Intuitively, low values allow particles to roam far from the target regions before being pulled back, while high values result in abrupt movements toward, or past, target regions. Furthermore, the suitable selection of the exploration weight ( ) provides a balance between the global and local explorations, thus requiring less iteration on average to find sufficiently optimal solutions. In this study, a slightly greater importance is given to exploration such that PSO is performed using = 0.4 and 1 = 2 = 0.3.
In addition to the PSO algorithm, we conduct the identification with two other swarm-based methods, namely, ABC and ACO. In order to make a reliable comparison among the algorithms, we utilize the same settings in these methods as our PSO, wherever applicable, i.e., swarm size, search-space. We conduct the simulations in MATLAB on a Dell Precision Tower 5810 desktop computer with a 3.2 GHz Intel ® XEON 8 (E5-1680) processor and 64 GB 2400 MHz DDR4 RAM on Linux operating system.
The ISE variation throughout the iterations for the rotational and translational controllers are given in Figs. 6 and 7, respectively. As can be seen, the two advance competitors, ABC and ACO, yield less ISE as compared to PSO. Nevertheless, this superiority comes at the cost of computational complexity. Table 2 presents the total computation time required for each method. As can be seen, the computation time required for PSO is approximately half of the time required for the other two. This is mainly because ABC and ACO have a larger number of fitness evaluations (NFEs) at each iteration. In this regard, we also compare the performance of each algorithm with a fixed NFE of 200, as can be seen in Figs. 8 and 9 . In this batch of simulations, PSO yields better ISE results with its ability to visit a number of different solution candidates in a comparably faster manner. In overall, considering the complexity-performance trade-off, the performance of PSO is fairly comparable with the other two while the computation time is dominantly less. Besides, since the identification phase in this work will be followed by the online learning in control phase, the over-identification seems redundant. Adding on the stability analysis made by the authors, available in Ref. [31] , PSO presents itself as a desirable method among the swarm-based optimization methods. Tables 3 and 4 summarize the antecedent parameters identified for each of the six T2-FNNs using the system identification procedure as . 10 . Type-2 membership functions in Roll.
described before. Figs. 10 and 11 illustrate the nature of the membership functions which correspond to the antecedent parameters in Roll and X channels, respectively.
SMC training algorithm for control
SMC serves as a discontinuous control signal methodology which can stir a system with nonlinear dynamics to its equilibrium and sustain its stability. The entire control process involves two phases: reaching phase which refers to the state when the signal is moving towards the sliding manifold, and sliding phase which represents the state when the control response maintains on the sliding manifold [31] . Although, this strategy is proven to be effective in numerous case studies for con- Fig. 11 . Type-2 membership functions in X. trol, SMC method is restricted by the capability of handling discrepancy from external disturbances and chattering due to the high frequency switching signal. To overcome this problem, SMC can be used along with a T2-FNN whereby the degree of estimation from the T2-FNN is extensively recognized to compromise the limitation of SMC specially in noisy conditions. Therefore, in this work, sliding mode fuzzy controllers are implemented as an integration of T2-FNNs for the overall control structure, and SMC for the consequent parameters update. A pair of direction-altered signal is applied onto the control system whereby e anḋe converge to the sliding surface in a finite period of time. This approach effectively combines the advantages of both methods: fuzzy system guarantees the general approximation property while SMC contributes to the stability and favorable robustness. The two critical parameters a and b, as the consequent part of the T2-FNNs, are updated based on the detailed update rules below [31] :
where the learning rate is updated based on the following equation [31] :
where u c corresponds to the control input generated by PD controller while I is the number of inputs; it is 2 for e anḋe. For all of the update rules, the stability proof by using a suitable Lyapunov function is available in Ref. [31] .
Simulation studies
In this study, a realistic trajectory for rice farm quality inspection, as shown in Fig. 12 , is selected to demonstrate the capabilities of the proposed controller. The autonomous navigation of the quadcopter begins at the shed for a crop inspection with a climb to a height of 10 m. After this phase, the vehicle hovers across the farm to a second (higher) area of interest and performs the crop inspection on a descent from the height of 60 m. Finally, the quadcopter returns to its initial position which is the shed. This trajectory is defined based on the geometrical and topological features of the terrace farm. The simulation studies for this reference trajectory are conducted with the quadcopter dynamic model in MATLAB for three different cases. In the first case, the trajectory tracking performance of the proposed T2-FNN is investigated in ideal conditions, without the effect of noise in the system. In the second case, a realistic uncertainty, measurement error in GPS is introduced. As regards to the third case, the performance is evaluated for the conditions in which GPS error is introduced together with IMU noise. During the operation, the control system ensures that the control inputs do not exceed the dynamic constraints of the quadcopter. 
Trajectory tracking in ideal conditions
In this case, trajectory tracking is performed under ideal conditions whereby the influence of noise is neglected. The respective performance of the PD controller and the proposed T2-FNN are presented in Fig. 13 . Evidently, both controllers show relatively satisfactory performance. However, with a deeper analysis, the PD controller yields a larger steady-state error along the trajectory. On the other hand, the proposed T2-FNN is able to decrease the steady-state error of the system with the help of its online learning capability as a part of its adaptive controller structure. Fig. 14 shows the evolution of the Euclidean error for both controllers. As can be seen from Fig. 14, during the adaptation period, the error of the proposed controller is higher when compared to the PD controller. However, once it adapts itself and tunes its parameters accordingly, it yields a superior performance than that of the conventional PD controller. The evolution of the adaptive learning rate ( ) over time is shown in Fig. 16 . Furthermore, it can be seen that the output of the PD controller always tends to go to zero, and the T2-FNN is likely to take over the control responsibility of the system. This trend is represented in Figs. 17 and 18 which show the respective controller output contributions over time for the X and Y controllers.
Trajectory tracking in noisy conditions
In this part, in order to investigate the effect of GPS and IMU measurement uncertainties, two cases with different levels of noise are considered. Firstly, low noise levels in GPS are examined by introducing ±1 m error margin in x, y, and z axes using white Gaussian noise. Subsequently, higher levels of noise are introduced by considering the additional contribution of IMU measurement error with a magnitude of ±10 • in roll, pitch, and yaw angles. In both cases, it is evident that the PD controllers are unable to handle the noise in the system. On the contrary, the T2-FNNs deal well with noise and are observed to be capable of tracking the trajectory fairly well. The respective trajectory tracking responses in the x and y axes can be seen in Fig. 15 . The superior performance of the T2-FNN can be attributed to its adaptive structure which is also capable of handling uncertainties in the system. Furthermore, when compared to its type-1 counterpart, the T2-FNNs exhibit greater capability in dealing with noise as can be seen from the ISE results in Table 5 .
Conclusion and future work

Conclusion
The proposed control algorithm, a conventional PD controller in parallel with a T2-FNN, yields better performance in handling noise and measurement uncertainties in the system when compared to its type-1 counterpart or the conventional PD controller working alone. This result is a proof that the use of the T2-FNNs is a preferable choice for the real-time applications whereby the influence of noise is inevitable.
Future work
The long-term objective of this study is to develop a T2-FNN based control structure which is capable of achieving an effective quadcopter control in natural landscapes which may constitute demanding environments and require more agile and swift maneuvers.
