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Recursive technique for evaluation of Feynman diagrams
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Abstract
A method is presented in which matrix elements for some processes are calculated
recursively. This recursive calculational technique is based on the method of basis spinors.
1 Introduction
The possibility of investigation higher and higher energies at present and future colliders, entails
the necessity of predicting and calculating with high precision more and more complicated
processes. When the number of final particles is high it becomes hard, even to calculate the
corresponding tree level Feynman diagrams and the final expression of cross section is often an
intricated function of several variables, inadequate for practical use. This has lead to that it is
necessary abandon the standard methods for perturbative calculations and to use instead the
new effective ones.
The standard method to obtain a cross section with the fermions in perturbative quantum
field theories is to reduce the squared amplitude to a trace from products of γ-matrices. An
alternative approach is to calculate the Feynman amplitudes directly. The idea of calculating
amplitudes has a long enough history. In 1949 it was suggested in Ref.[1] to calculate a matrix
element by means of explicit form of γ-matrices and Dirac spinors (more detailed bibliography
on the problem can be found in Refs. [2, 3]).
Various methods of calculating the reaction amplitudes with fermions have been proposed
and successfully applied in recent years. In general the methods of matrix element calculation
can be classified into two basic types. The first type includes methods of direct numerical cal-
culation of the Feynman diagrams. The second type includes methods of analytical calculations
of amplitudes with the subsequent numerical calculations of cross sections. Notice that there
are methods of calculating cross sections without the Feynman diagrams [4, 5].
Analytical methods of calculating the Feynman amplitudes can be divided into two basic
groups. The first group involves the analytical methods that reduce the calculation of S-matrix
element to a trace calculation. The reduction of a matrix element to trace calculation from
products of γ-matrices underlies a large number of methods (see, Refs.[2, 3] and Refs. [6]-[13]
etc.). In this method the matrix element is expressed as the algebraic function in terms of
scalar products of four-vectors and their contractions with the Levi-Civita tensor.
The second group involves the analytical methods that practically do not use the operations
with traces from products of γ-matrices. The method of the CALCUL group which was used
for the calculations of the reactions with massless fermions is the most famous among [14]-[18].
The basic idea behind the CALCUL method is to replace S-matrix element by spinor products
of bispinors and to use the fact that expressions u¯λ (p) u−λ (k) are simple scalar functions of
the momenta p, k and the helicity λ. However, the operation of matrix element reduction is
not so simple as the calculation of traces. It requires the use of Chisholm spinor identities
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(see [16]). Also it takes the representation of contraction 6 p = pµγµ with four-momenta pµ
and polarization vectors of external photons through bispinors. For gauge massive bosons the
additional mathematical constructions are needed [16].
There are generalizations of the CALCUL method for massive Dirac particles both for special
choices of the fermion polarization ([16],[19]-[22]) and for an arbitrary fermion polarization
[23, 24]. We call the polarization states of fermions in Ref.[19, 16] as Berends-Daverveldt-
Kleiss-Stirling or BDKS-states.
Notice that for massless fermions we can obtain amplitude in terms of the scalar products
of four-momentum vectors and current-like constructions of the type Jµ ∼ u¯λ (p) γµuλ (k). The
components of Jµ are calculated by means of momentum components p, k (so called E-vector
formalism; see Ref. [25]).
For BDKS-states Ref.[26] presents the iterative scheme of calculation that reduces expres-
sion for the fermion chain u¯λ (p)Q uλ (k) to the combination of spinor products u¯λ (p) uλ (k) and
(or) u¯λ (p) γ
µ (gV + gAγ5) uλ (k) by means of inserting the complete set of non-physical states
of bispinors (with p2 < 0) into the fermion chain.
In all above-mentioned methods the spinor products and current constructions were calcu-
lated by means of traces and then used as scalar functions of the momenta and of the helicities
(similar to scalar product of four-vectors).
Due to their easy implementation methods of matrix element calculation have become a
basis for modern programs dealing with evaluation cross-sections for various processes. Ex-
amples for such programs are generators HELAS [27], GRACE [28], MadGraph [29], O’MEGA [30],
FeynArts/FormCalc4 [31, 32] and CompHEP [33] (planned the calculation of the matrix element
[34]). There is large number of more specialized programs as AMEGIC++ [35], ALPGEN [36], WPHACT
[37], LUSIFER [38] and et al. The detailed list of such programs can be found in Ref.[39].
In the paper we describe an approach to Feynman diagrams which is based on the using
of an isotropic tetrad in Minkowski space and basis spinors connected with it (see [40],[41]).
Here we don’t use an explicit form of Dirac spinors and γ–matrices and the operation of trace
calculations. The method is based on the active using of the massless basis spinors connected
with isotropic tetrad vectors and we will call it as Method of Basis Spinors (MBS).
In this method as well as in the trace methods the matrix element of Feynman amplitudes
is reduced to the combination of scalar products of momenta and polarization vectors. Unlike
spinor technique in different variants [14]-[20], this method doesn’t use either Chisholm identi-
ties, or the presentation of the contraction 6p with four vector p and of the polarization vector
of bosons through the bispinors. Unlike WvD spinor technique [18],[21] MBS doesn’t use special
Feynman rules for calculating of the matrix elements.
We propose to use recursion relations as a technique to evaluate the Feynman amplitudes
of processes. The advantage of recursive technique is that for calculation of a n + 1 matrix
element of some process we can use the calculation of n process. Both for analytic and numerical
evaluation this is asset.
2
2 Method of Basis Spinors
When evaluating a Feynman amplitude involving the fermions, the amplitude is expressed as
the sum of terms that have the form
Mλp,λk (p, sp , k, sk ;Q) =
=Mλp,λk ([p] , [k] ;Q) = u¯λp (p, sp)Q uλk (k, sk) , (1)
where λp and λk are the polarizations of the external particles with four-momentum p, k and
arbitrary polarization vectors sp, sk. The operator Q is the sum of products of Dirac γ-matrices.
The matrix element (1) with Dirac spinors is a scalar function. Thus, it should be expressible
in terms of scalar functions formed from the spin and momentum four-vectors of the fermions,
including p, sp, k, sk and the operator Q.
We will now consider that in the our approach this matrix element (1) can be represented
as linear combinations of the products of the lower-order matrix elements.
2.1 Isotropic tetrad
We use the metric and matrix convention as in the book by Bjorken and Drell [42], i.e. the
Levi-Civita tensor is determined as ǫ0123 = 1 and the matrix γ5 = iγ
0γ1γ2γ3. Let us introduce
the orthonormal four-vector basis in Minkowski space which satisfies the relations:
lµ0 · lν0 − lµ1 · lν1 − lµ2 · lν2 − lµ3 · lν3 = gµν , (lA · lB) = gAB, (2)
where g is the Lorentz metric tensor.
With the help of the basis vectors lA (A = 0, 1, 2, 3) we can define lightlike vectors, which
form the isotropic tetrad in Minkowski space (see, [43])
bρ =
l0 + ρl3
2
, nλ =
λ l1 + il2
2
, (ρ, λ = ±1) . (3)
From Eqs. (2), (3) it follows that
(bρ · b−λ) = δλ, ρ
2
, (nλ · n−ρ) = δλ, ρ
2
, (bρ · nλ) = 0 , (4)
gµν = 2
1∑
λ=−1
[
bµλ · bν−λ + nµλ · nν−λ
]
. (5)
It is always possible to construct the basis of an isotropic tetrad (3) as numerical four-vectors
(b±1)µ = (1/2) {1, 0, 0,±1} , (n±1)µ = (1/2) {0,±1, i, 0} (6)
or by means of the physical vectors for reaction.
For practical applications it is convenient to introduce additional four-vectors
b˜ρ = 2 bρ, n˜λ = 2 nλ (7)
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By means of the isotropic tetrad vectors we can determine the polarization vectors of mass-
less (also and massive) vector bosons. For photons with momentum kµ and helicity λ = ±1 we
use the following definition of polarizations in the axial gauge
ελ (k) =
(k · n˜−λ) b˜−1√
2
(
k · b˜−1
) − n˜−λ√
2
(8)
provided that, the four-vectors k, b1, b−1 are linearly independent.
2.2 Massless basis spinors
By means of the isotropic tetrad vectors (3) we define massless basis spinors uλ (b−1) and uλ (b1)
6b−1uλ (b−1) = 0 , uλ (b1) ≡6b1u−λ (b−1) , (9)
ωλuλ (b±1) = uλ (b±1) (10)
with the matrix ωλ = 1/2 (1 + λγ5) and the normalization condition
uλ (b±1) u¯λ (b±1) = ωλ 6b±1. (11)
The relative phase between basis spinors with different helicity is given by
6nλu−ν (b−1) = δλ,νuλ (b−1) . (12)
The important property of basis spinors (9) is the completeness relation
1∑
λ,A=−1
uλ (bA) u¯−λ (b−A) = I , (13)
which follows from Eqs.(9), (12). Thus, the arbitrary Dirac spinor can be decomposed in terms
of basis spinors uλ (bA).
2.3 Dirac spinors and basis spinors
Arbitrary Dirac spinor can be determined through the basis spinor (9) with the help of projec-
tion operators uλp (p, sp) u¯λp (p, sp).
The Dirac spinors wAλ (p, sp) for massive fermion and antifermion with four-momentum
p (p2 = m2p) , arbitrary polarization vector sp and spin number λ = ±1 can be obtained
with the help of basis spinors by means of equation:
wAλ (p, sp) =
( 6p+ Amp) (1 + λγ5 6sp)
2
√
(b−1 · (p+mpsp))
u−A×λ (b−1)
=
[ 6ξp1 + A 6ξp−1 6ξp1/mp]u−A×λp (b−1)√(
b˜−1 · ξp1
)
= Tλ (p, sp)u−A×λ (b−1) . (14)
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The notation wAλp (p, sp) stands for either uλp (p, sp) (bispinor of fermion; A = +1) or υλp (p, sp)
(bispinor of antifermion; A = −1). Here we have introduced the abbreviations
ξp±1 =
p±mpsp
2
. (15)
The bispinors uλ (p, sp) and υλ (p, sp) satisfy Dirac equations and spin conditions for massive
fermion and antifermion
6p uλ (p, sp) = mp uλ (p, sp) , 6p υλ (p, sp) = −mp υλ (p, sp) ,
γ5 6sp uλ (p, sp) = λ uλ (p, sp) , γ5 6sp υλ (p, sp) = λ υλ (p, sp) . (16)
We also found, that the Dirac spinors of fermions and antifermions are related by
υλ (p, sp) = −λγ5 u−λ (p, sp) , υ¯λ (p, sp) = u¯−λ (p, sp) λ γ5 . (17)
Let us consider the particular case of Eq.(14)–the BDKS polarization states of fermions, as
they are the most-used in calculations of matrix elements. The polarization vector of BDKS-
states is defined as follows [16, 19, 24, 26]:
sKS ≡ sp = p
mp
− mp b−1
(p · b−1) . (18)
Performing a calculation for Eqs.(9),(14) and Eq.(18), we find the simple result for massive
Dirac spinor [16, 26, 24]:
wAλ (p, sKS) =
( 6p + A mp) u−A×λ (b−1)√(
p · b˜−1
) (19)
Notice that, in Ref.[26] relation between the Dirac spinor of fermion and the Dirac spinor of
antifermion differs from the Eq.(17).
The Dirac spinor uλ (p) of massless fermion with momentum p (p
2 = 0, (p · b−1) 6= 0) and
helicity λ is defined by (for example, see Ref.[16])
uλ (p) =
6p u−λ (b−1)√(
p · b˜−1
) . (20)
2.4 Main equations of MBS
The spinor products of massless basis spinors (9) are determined by
u¯λ (bC) uρ (bA) = δλ,−ρ δC,−A, C, A = ±1, λ, ρ = ±1 . (21)
With the help of Eq.(5) Dirac matrix γµ can be rewritten as
γµ =
1∑
λ=−1
[
6b−λb˜µλ+ 6n−λn˜µλ
]
. (22)
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Using the Eqs.(9),(10) and (12) we can obtain that
γµuλ (bA) = b˜
µ
A u−λ (b−A)− A n˜µ−A×λ u−λ (bA) (23)
and
γ5 uρ (bA) = ρ uρ (bA) . (24)
Eqs.(23)-(24) and Eq.(21) underlie the method of basis spinors (MBS) [40, 41].
By means of the Eq.(23) we can determine that product of two γ-matrices can be represented
as
γµγνuλ (bA) = Y
µ, ν
A, λ uλ (bA)− A Xµ,νA, λ uλ (b−A) , (25)
where Xµ,ν , Y µ,ν are the Lorentz tensors:
Xµ, νA, λ = b˜
µ
A · n˜ν−A×λ − n˜µ−A×λ · b˜νA , (26)
Y µ, νA, λ = b˜
µ
−A · b˜νA + n˜µA×λ · n˜ν−A×λ . (27)
The product Sn = γµ1γµ2 . . . γµn can be written as
Sn uλ (bA)
= B{µ1,...µn}A, λ uλ′n
(
bA′n
)−A N {µ1,...µn}A, λ uλ′n (b−A′n) , (28)
where
λ′n = (−1)n λ , A′n = (−1)nA (29)
and B{µ1,...µn}A, λ , N {µ1,...µn}A, λ are some Lorentz tensors, which are related with isotropic tetrad
vectors (7).
As follows from Eqs.(23),(25) we have that in particular cases:
B{µ1}A, λ = b˜µ1A , N {µ1}A, λ = n˜µ1−A×λ , (30)
B{µ1, µ2}A, λ = Y µ1, µ2A, λ , N {µ1, µ2}A, λ = Xµ1, µ2A, λ . (31)
3 Recursion relations for the matrix elements
The basic idea of Method of Basis Spinors is to replace Dirac spinors in Eq.(1) by massless
basis spinors (9), and to use the Eq.(21)and Eqs.(23)-(24) for calculation of matrix element
(1) in terms of scalar functions B,N . With the help of the Eq.(14) the matrix element (1)
transforms to fermion “string” with massless basis spinors uλ (bA) i.e.
Mλp,λk (p, sp , k, sk ;Q) =
= u¯−λp (b−1)Tλp (p, sp)Q Tλk (k, sk)u−λk (b−1) =
=M−λp,−λk
(
b−1, b−1 ;Tλp (p, sp)Q Tλk (k, sk)
)
, (32)
where operator Tλ is determined by Eq.(14). Let us consider a special variants of a matrix
element.
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3.1 Basic matrix element
Let us consider an important type of a matrix element (1), when p = b−C and k = bA, i.e.
M−σ,ρ (b−C , bA ;Q) ≡ ΓC, Aσ,ρ [Q]
= u¯−σ (b−C)Q uρ (bA) . (33)
We call this type of matrix element as basic matrix element.
Note that, the matrix element (1) is a particular case of basic matrix element i.e.
Mλp,λk (p, sp, k, sk ;Q) = Γ1,−1λp,−λk
[
Tλp (p, sp)Q Tλk (k, sk)
]
. (34)
With the help of the completeness relation (13) we can obtain the recursion formula for
ΓC,Aσ,ρ [Q1Q2]
ΓC, Aσ,ρ [Q1Q2] =
1∑
D,λ=−1
ΓC, Dσ,λ [Q1] Γ
D, A
λ,ρ [Q2] . (35)
By means of the relations (23),(25),(28) and Eq.(21) it is easy to calculate ΓC,Aσ,ρ in terms of
the isotropic tetrad vectors. For instance,
ΓC, Aσ, ρ [γ
µ] = δσ, −ρ
(
δC, −A b˜
µ
A −A δC,A n˜µ−A×ρ
)
, (36)
ΓC, Aσ, ρ [γ
µ γν ] = δσ,ρ
(
δC,AY
µ, ν
A, ρ −A δC,−AXµ, νA, ρ
)
(37)
and
ΓC, Aσ, ρ [γ
µ1γµ2 . . . γµn ] = ΓC, Aσ, ρ [Sn]
= δσ, ρ′n
(
δC, A′n B{µ1,...µn}A, ρ −A δC,−A′n N {µ1,...µn}A, ρ
)
. (38)
With the help of the Eqs. (35) and (38) we obtain recursion relations for B{µ1,...µn}A,λ and
N {µ1,...µn}A,λ
B{µ1,...µn}A, λ = B{µ1,...µk}A′
n−k
, λ′
n−k
B{µk+1,...µn}A, λ + (−1)n−k+1N {µ1,...µk}−A′
n−k
, λ′
n−k
N {µk+1,...µn}A, λ , (39)
N {µ1,...µn}A, λ = B{µ1,...µk}−A′
n−k
, λ′
n−k
N {µk+1,...µn}A, λ + (−1)n−kN {µ1,...µk}A′
n−k
, λ′
n−k
B{µk+1,...µn}A, λ . (40)
The recursion Eqs.(39)-(40) allow to convert scalar functions B,N into Lorentz tensors
in terms of isotropic tetrad vector with the help of Eq.(30) or Eq.(31). For example, the
constructions qµ11 q
µ2
2 q
µ3
3 B{µ1, µ2, µ3}A, λ = B{q1, q2, q3}A, λ and qµ11 qµ22 qµ33 N {µ1, µ2, µ3}A,λ = N {q1, q2, q3}A, λ can be
represented as a combination of the scalar functions X, Y and scalar products of the isotropic
tetrad vectors:
qµ11 q
µ2
2 q
µ3
3 B{µ1, µ2, µ3}A, λ = B{q1, q2, q3}A, λ
=
(
q3 · b˜A
)
Y q1, q2−A, −λ + (q3 · n˜−A×λ)Xq1, q2A, −λ , (41)
qµ11 q
µ2
2 q
µ3
3 N {µ1, µ2, µ3}A, λ = N {q1, q2, q3}A, λ
= (q3 · n˜−A×λ) Y q1, q2A, −λ −
(
q3 · b˜A
)
Xq1, q2−A, −λ . (42)
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3.2 Decomposition coefficients
The next type of lower-order matrix element (1) is
Mρ, λp (bA , [p] ; I) ≡Mρ, λp (bA , [p]) =
= u¯ρ (bA)uλp (p, sp) . (43)
The matrix element (43) is determined by the decomposition coefficients of an arbitrary Dirac
spinor uλp (p, sp) on basis spinors (9).
With the help of the Eqs.(14),(20) the matrix element (43) transforms to
Mρ, λp (bA, [p]) =
=
u¯ρ (bA)
[ 6ξp1+ 6ξp−1 6ξp1/mp] u¯−λp (b−1)√(
b˜−1 · ξp1
) (44)
for the massive fermions with arbitrary vector of polarization and transforms to
Mρ, λp (bA, p) =
u¯ρ (bA) 6p u−λp (b−1)√(
b˜−1 · p
) (45)
for massless fermions.
Using the Eqs.(23)-(24) and (25) the matrix element (43) is reduced to an algebraic expres-
sion in terms of scalar products of isotropic tetrad vectors and physical vectors or in terms of
components of four-vectors.
Let us consider massless fermions. Using Eqs.(21),(23) we obtain, that
Mρ, λ (bA, p) = δλ,−ρ

δA,−1
√(
p · b˜−1
)
+ δA,1
(p · n˜−λ)√(
p · b˜−1
)

 . (46)
For numerical calculations, as well as in the case of spinor techniques, it is convenient to
determine the (46) through the momentum components p = (p0 , px = p0 sin θp sinϕp, p
y =
p0 sin θp cosϕp, p
z = p0 cos θp)
Mρ, λ (bA, p) = δλ,−ρ
[
δA,−1
√
p− − δA,1 λ exp (−iλϕp)
√
p+
]
=
= δλ,−ρ
√
2p0
[
δA,−1 sin
θp
2
− δA,1 λ cos θp
2
exp (−iλϕp)
]
, (47)
where
p± = p0 ± pz, px + iλpy =
√
(px)2 + (py)2 exp (iλϕp) .
Let us consider massive Dirac particles with arbitrary polarization vector sp. After evalua-
tions we obtain, that the decomposition coefficients for a massive fermion with momentum p,
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an arbitrary polarization vector sp and mass mp can be written as scalar products of tetrad
and physical vectors
Mρ, λp (bA, p, sp) =
1√(
b˜−1 · ξp1
)
[
δλ, −ρ
{
δA,−1
(
b˜−1 · ξp1
)
+ δA,1
(
n˜−λp · ξp1
)}
+
+δλ, ρ
{
δA,1Y
ξ
p
−1
, ξ
p
1
−1, −λp
+
δA,−1
mp
X
ξ
p
−1
, ξ
p
1
−1,−λp
}]
, (48)
where the scalar functions Y p,q, Xp,q are determined by Eqs.(26)-(27).
For BDKS polarization states with the polarization vector (18) the matrix element (48)
has a compact form
Mρ, λ (bA, p, sKS) = δλ, −ρ

δA,−1
√(
p · b˜−1
)
+ δA,1
(p · n˜−λ)√(
p · b˜−1
)

+
+δλ,ρ δA,1
mp√(
p · b˜−1
) . (49)
The matrix element (43) with the antifermion can be easily obtained with the help of
Eq.(17):
M˜ρ, λp (bA , [p]) = u¯ρ (bA) υλp (p, sp) =
= ρλp Mρ, −λp (bA , [p]) . (50)
3.3 Recursion relation
With the help of completeness relation (13) the amplitude (1) with Q = Q2Q1 is expressed as
combinations of the lower-order matrix element
Mλp, λk ([p] , [k] ;Q2Q1) =
=
1∑
σ,A=−1
Mλp, σ ([p] , bA;Q2)M−σ, λk (b−A, [k] ;Q1) . (51)
This insertion allows us to “cut” fermion chain into pieces of fermion chains with basis spinors
uλ (bA). Hence our formalism enables to calculate the blocks of the Feynman diagrams and
then to use them in the calculation as scalar functions. All possible Feynman amplitudes can
be built up from a set of “building” blocks.
Let us consider the matrix element (1) with an operator
Z(n) = QnQn−1 · · ·Q1Q0 (52)
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with Q0 = I. In the Eq.(52) all operators Qj have an identical mathematical expressions. Using
Eq.(51) we find that
Mλp, λk
(
[p] , [k] ;Z(n)
) ≡M(n)λp, λk ([p] , [k]) =
=
1∑
σ,A=−1
Mλp, σ ([p] , bA)M(n)−σ, λk (b−A, [k]) , (53)
where matrix element M(n)−σ, λk (b−A, [k]) can be calculated with the help of recursion relation
M(n)−σ, λk (b−A, [k]) =
=
1∑
ρ,C=−1
ΓA, Cσ, ρ [Qn]M(n−1)−ρ, λk (b−C , [k]) . (54)
Once scalar functions Mρ, λk (bA, [k]) and ΓA,Cσ,ρ [Qj] are known (see Eqs.(46), (48)-(49) and
Eqs.(36)-(37)), it is possible to evaluate the higher order of M(n)−σ,λk (b−A, [k]) with the help of
recursion relation (54).
4 Examples
Consider the “toy” example
M(n)λp, λk (p, sp, k, sk) =
= u¯λp (p, sp) 6qn 6qn−1 . . . 6q1uλk (k, sk) , (55)
where qj are some arbitrary four-vectors.
Therefore, we have that
Z(n) = 6qn 6qn−1 . . . 6q1 . (56)
Using the Eqs.(36)-(37), (54) we find that
M(j)−ρ, λk (b−C , [k]) =
(
qj · b˜−C
)
M(j−1)ρ, λk (bC , [k])−
−C (qj · n˜Cρ)M(j−1)ρ, λk (b−C , [k]) (57)
and
M(j)−ρ, λk (b−C , [k]) = BC′j−k ,ρ′j−k [qj , . . . qj−k]M
(j−k)
−ρ′
j−k
, λk
(
b−C′
j−k
, [k]
)
+
+C ′j−kN−C′j−k , ρ′j−k [qj , . . . qj−k]M
(j−k)
−ρ′
j−k
, λk
(
bC′
j−k
, [k]
)
, (58)
where C ′j−k = (−1)j−k C, ρ′j−k = (−1)j−k ρ, k < j.
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With the help of Eq.(53) we can obtain the recursion formulas for calculation matrix element
(55):
M(j)λp, λk ([p] , [k]) =
=
1∑
ρ,C=−1
Mλp, ρ ([p] , bC)
[(
qj · b˜−C
)
M(j−1)ρ, λk (bC , [k]) −
−C (qj · n˜Cρ)M(j−1)ρ, λk (b−C , [k])
]
, (59)
and
M(j)λp, λk ([p] , [k]) =
=
1∑
ρ,C=−1
Mλp, ρ ([p] , bC) [ BC′j−k ,ρ′j−k [qj, . . . qj−k]M
(j−k)
−ρ′
j−k
, λk
(
b−C′
j−k
, [k]
)
+
+C ′j−kN−C′j−k, ρ′j−k [qj , . . . qj−k]M
(j−k)
−ρ′
j−k
, λk
(
bC′
j−k
, [k]
)
] . (60)
We have obtained that the matrix element (55) can be represented as a combination of the scalar
functions B,N , decomposition coefficients Mλp,ρ ([p] , bC) and lower order matrix elements.
4.1 Photon emission
Let us consider the matrix element where photon with momentum k and helicity σ = ±1
emission occurs from the incoming electron
Mλ2, λ1 ([p2] , [p1] ;Q Zk) = u¯λ2 (p2, sp2)Q Zk uλ1 (p1, sp1) with (61)
Zk = e
(6p1− 6k +m) 6εσ (k)
(p1 − k)2 −m2
. (62)
Using the algebra of γ-matrix and Dirac equation the operator Zk can be rewritten as
Zk = −e
{
(p1 εσ (k))
(p1 k)
− 6k 6εσ (k)
2 (p1 k)
}
. (63)
Now we get
Mλ2, λ1 ([p2] , [p1] ;Q Zk) = −e
(p1 εσ (k))
(p1 k)
Mλ2, λ1 ([p2] , [p1] ;Q) +
+
e
2 (p1 k)
Mλ2, λ1 ([p2] , [p1] ;Q 6k 6εσ (k)) . (64)
The recursion technique (see Eq.(51)) imply
Mλ2, λ1 ([p2] , [p1] ;Q 6k 6εσ (k)) =
=
1∑
σ,C=−1
Mλ2, σ ([p2] , bC ;Q)M−σ,λ1 (b−C , [p1] ; 6k 6εσ (k)) =
=
1∑
σ,C=−1
Mλ2, σ ([p2] , bC ;Q) ΓC,−1σ,−λ1 [6k, 6εσ (k) , Tλ1 (p1, sp1)] , (65)
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where
Tλ (p, sp) =
6ξp1+ 6ξp−1 6ξp1/mp√(
b˜−1 · ξp1
) (66)
for fermion with arbitrary polarization vector (see Eq.(14)),
Tλ (p, sp) =
6p+mp√(
p · b˜−1
) (67)
for fermion with BDKS polarization vector (19),
Tλ (p, sp) =
6p√(
p · b˜−1
) (68)
for massless fermion (see Eq.(20)).
Let us consider initial massive fermion with BDKS polarization vector in expression (65).
After calculations, for the matrix element (61) with the BDKS polarization state of initial
fermion and helicity σ of photon we have the exact formula in terms of lower-order matrix
elements with operator Q and scalar functions B,N :
Mλ2, λ1 ([p2] , [p1] ;Q Zk) = −e
(p1 εσ (k))
(p1 k)
Mλ2, λ1 ([p2] , [p1] ;Q) +
+
e
2 (p1 k)
√(
p1 b˜−1
)[Mλ2, λ1 ([p2] , b−1;Q)N k, εσ(k), p1−1,−λ1 +
+Mλ2, λ1 ([p2] , b1;Q)B k, εσ(k), p1−1,−λ1 +mp1 { Mλ2, −λ1 ([p2] , b−1;Q)Y
k, εσ(k)
−1,−λ1
+Mλ2, −λ1 ([p2] , b1;Q)X k, εσ(k)−1,−λ1 }
]
. (69)
Scalar functions B k, εσ(k),p1A, λ , N k, εσ(k),p1A, λ are determined in terms of scalar product with the help
of the Eqs.(41)-(42) and scalar functions X
k, εσ(k)
−1,−λ1
, Y
k, εσ(k)
−1,−λ1
are determined by Eqs.(26)-(27).
Scalar functions can be easily calculated in terms of physical vector components. Using a
vector of polarization of a photon as Eq.(8) we obtain simple result:
B k, εσ(k), p−1, −λ1 =
√
2 σ
(
p−kT, λ1 [δλ1, σ − 1] + k−pT, −σ
)
,
N k, εσ(k), p−1, −λ1 =
√
2
k−
[
p−kT,−λ1kT,−σ + k
−
(
δλ1, −σk
+p− − δλ1, σpT, −σkT, −σ
)]
,
Y
k, εσ(k)
−1, −λ1
= −
√
2 λ1 δλ1, −σkT, −σ , X
k, εσ(k)
−1, −λ1
= −
√
2 δλ1, −σ k
− , (70)
where
p± = p0 ± pz , pT, λ = px + i λpy . (71)
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4.2 The process e+e− → nγ
Consider the process
e+ (p2, σ2) + e
− (p1, σ1)→ γ (k1, λ1) + γ (k2, λ2) + · · ·+ γ (kn, λn) , (72)
where the momenta of the particles and spin numbers are given between parentheses.
The Feynman diagrams of the processes (72) contain the matrix element
M (λ1, λ2,...λn)σ2, σ1 (p2, sp2, p1, sp1; k1, k2, . . . kn) =
=M (n)σ2, σ1 ([p2] , [p1]) = υ¯σ2 (p2, sp2) 6ελn (kn) · · ·
· · · 6ελ3 (k3)
6Q2 +m
Q22 −m2
6ελ2 (k2)
6Q1 +m
Q21 −m2
6ελ1 (k1) uσ1 (p1, sp1) +
+ (n!− 1) other permutations of (1, 2, . . . , n) , (73)
where
Qj = p1 −
j∑
i=1
ki . (74)
Hence, we have that
Z(n) =
6Qn +m
Q2n −m2
6ελn (kn) · · ·
6Q1 +m
Q21 −m2
6ελ1 (k1) (75)
and
M (n)σ2,σ1 ([p2] , [p1])
=
1∑
ρ,C=−1
M˜σ2,ρ ([p2] , bC ; 6ελn (kn))M−ρ,σ1
(
b−C , [p1] ;Z
(n−1)
)
. (76)
Here
M˜σ2,ρ ([p2] , bC ; 6ελn (kn)) = υ¯σ2 (p2, sp2) 6ελn (kn)uρ (bC) (77)
and
M(n−1)−ρ,σ1 (b−C , [p1]) =M−ρ,σ1
(
b−C , [p1] ;Z
(n−1)
)
. (78)
Using the expressions (37) and (8) we obtain, that (77) for BDKS massive Dirac spinor
(19) is determined by
M˜σ2,ρ ([p2] , bC ; 6ελn (kn)) =
= 1/
√(
p2 · b˜−1
) [
δσ2, ρ
(
δC,−1X
p2, εn
−1, σ2
+ δC,1Y
p2, εn
1, σ2
)
−m δσ2, −ρ
(
δC,−1
(
b˜−1 · εn
)
− δC,1 (n˜σ2 · εn)
)]
(79)
with εn = ελn (kn).
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The final recursion relation of the process (72) with arbitrary helicities of the photons and
BDKS polarization states of positron is written as
M (n)σ2,σ1 ([p2] , [p1]) = 1/
√(
p2 · b˜−1
)
[
Xp2, εn−1, σ2M(n−1)−σ2,σ1 (b1, [p1]) + Y p2, εn1, σ2 M(n−1)−σ2,σ1 (b−1, [p1])
+m
(
(n˜σ2 · εn)M(n−1)σ2,σ1 (b−1, [p1]) +
(
b˜−1 · εn
)
M(n−1)σ2,σ1 (b1, [p1])
)]
, (80)
where (see Eq.(59) and Eq.(60)) the matrix element M(j)−ρ,σ1 (b−C , [p1]) with arbitrary polariza-
tion vector of electron is calculated by means of the recursion formula
M(j)−ρ,σ1 (b−C , [p1]) =
1
Q2j −m2
{
m [ (εj · b−C)M(j−1)−ρ,σ1 (b−C , [p1])− C (εj · nCρ)M(j−1)−ρ,σ1 (bC , [k]) ] +
+Y
Qj ,εj
C,ρ M(j−1)ρ,σ1 (bC , [p1]) + C X
Qj , εj
−C,ρ M(j−1)ρ,σ1 (b−C , [p1]) } . (81)
5 Summary and Acknowledgements
In present paper we have formulated a new effective method to calculate the Feynman am-
plitudes for various processes with fermions of arbitrary polarizations. In our method it is
much easier to keep track of partial results and to set up recursive schemes of evaluation which
compute and store for later use subdiagrams of increasing size and complexity.
In our approach of the matrix element calculation:
1 we don’t use an explicit form of Dirac spinors and γ–matrices
2 we don’t use the calculation of traces
3 as well as in the trace methods the matrix element of Feynman amplitudes is reduced to the
combination of scalar products of momenta and polarization vectors.
4 Unlike spinor technique in different variants [14]-[17] in this method we don’t use either
Chisholm identities, or the presentation of the contraction 6 p with four vector p and of
the polarization vector of bosons through the Dirac spinors.
5 Unlike WvD technique [18],[21] in this method we don’t use special Feynman rules for calcu-
lating of the matrix elements.
6 Expression for matrix element calculates Mλp,λk (p, sp, k, sk ;Q) (1) for all values λp, λk si-
multaneously.
The recursive algorithms can be easily realized in the various systems of symbolic calculation
(Mathematica, Maple, Reduce, Form) and in such packages as FeynArts [31], FeynCalc [44],
HIP [45] and so on.
I would like to thank organizers for warm an kind hospitality throughout the Conference.
Also I want to thank A.L. Bondarev for his useful remarks and discussion.
14
References
[1] J.L. Powell, Phys. Rev. 75, 32 (1949).
[2] M.V. Galynskii, S.M. Sikach, Phys.Part.Nucl.29,469 (1998); Fiz.Elem.Chast.Atom.Yadra
29, 1133 (1998) [arXiv:hep-ph/9910284].
[3] A.L. Bondarev , arXiv:hep-ph/9710398.
[4] F. Caravaglios, M. Moretti, Phys. Lett. B358, 332 (1995).
[5] A. Kanaki and C.G. Papadopoulos, Comput. Phys. Commun. 132, 306 (2000).
[6] E. Bellomo, I1 Nuovo Cimento. Ser.X 21, 730 (1961).
[7] A.A. Bogush, F.I. Fedorov, Vesti AN BSSR, ser.fiz.-m.n. N 2, 26 (1962) (in Russian).
[8] A.A. Bogush, Vesti AN BSSR, ser.fiz.-m.n., N 2, 29 (1964) (in Russian).
[9] J.D. Bjorken and M.C. Chen, Phys.Rev. 154, 1335 (1966).
[10] H.W. Fearing, R.R. Sillbar, Phys.Rev. D6, 471 (1972).
[11] F.I. Fedorov, Izvestiya Vyzov. Fizika, N 2, 32 (1980) (in Russian).
[12] M. Caffo, E. Remiddi, Helvetica Phys. Acta. 55, 339 (1982).
[13] R. Vega and J. Wudka, Phys. Rev. D53, 5286 (1996); erratum Phys. Rev. D56,
6037 (1997).
[14] F.A. Berends, P.de Gausmaeceker, R. Gastmans, R. Kleiss, W.Troost and Tai Tsun Wu,
Phys.Lett. B103 124 (1981).
[15] G.R. Farrar and F. Neri, Phys. Lett. 130B, 109 (1983).
[16] R. Kleiss, W.J. Stirling, Nucl. Phys. B262, 235 (1985).
[17] Zhan Xu, Da-Hua Zhang, and Lee Chang, Nucl.Phys. B291, 392 (1987).
[18] F.A. Berends and W.T. Giele, Nucl. Phys. B294, 700 (1987).
[19] F.A. Berends, P.H. Daverveldt, and R. Kleiss, Nucl. Phys. B253, 441 (1985).
[20] R. Kleiss, Z.Phys.C. 33, 433 (1987).
[21] S. Dittmaier, Phys. Rev. D59, 016007 (1999).
[22] K. Hagiwara, D. Zeppenfeld, Nucl. Phys. B274, 1 (1986).
[23] T. A.-Gongora, R.G. Stuart, Z.Phys. C42, 617 (1989).
[24] V.V. Andreev, Phys.Rev. D62, 014029 (2000).
15
[25] E.N. Argyres, C.G. Papadopoulos, Phys. Lett. B263, 298 (1991).
[26] A. Ballestrero and E. Maina, Phys. Lett. B350, 225 (1995).
[27] H. Murayama, I. Watanabe and K. Hagiwara, KEK-91-11.
[28] H. Tanaka, Comput.Phys.Commun. 58, 153 (1990).
[29] T. Stelzer and W.F. Long, Comput. Phys. Commun. 81, 357 (1994).
[30] M. Moretti, T.Ohl and J.Reuter, arXiv: hep-ph/0102195.
[31] J. Ku¨blbeck, M. Bo¨hm, and A. Denner, Comp. Phys. Commun. 60, 165 (1990).
[32] T.Hanh, arXiv: hep-ph/0406028
[33] A.E. Pukhov et al., Preprint INP MSU 98-41/542 (1998); hep-ph/9908288.
[34] P.S. Cherzor, V.A. Ilyin, A.E. Pukhov, hep-ph/0101265.
[35] F. Krauss, R. Kuhn and G. Soff, JHEP 0202, 044 (2002); [arXiv:hep-ph/0109036].
[36] M. L. Mangano, M. Moretti, F. Piccinini, R. Pittau and A. D. Polosa, JHEP 0307,
001 (2003); [arXiv:hep-ph/0206293].
[37] E. Accomando, A. Ballestrero and E. Maina, Comput.Phys.Commun. 150, 166
(2003); [arXiv: hep-ph/0204052].
[38] Dittmaier S. and Roth M. Lusifer: a Lucid approach to SIx-FERmion production// [e-
Print Archive: hep-ph/0206070].
[39] R. Harlander and M. Steinhauser, Preprint TTP98-41, BUTP-98/28 1998; [arXiv:
hep-ph/9812357].
[40] V.V. Andreev, Physics of At.Nuclei V.66, N 2. 2003 P.383-393.
[41] V.V. Andreev, Nucl.Instr.&Methods in Phys.Research A502 N.2-3, 607 (2003).
[42] J.D. Bjorken and S.D. Drell, Relativistic Quantum Mechanics. McGraw-Hill, New York,
(1964).
[43] V.I. Borodulin, R.N. Rogalyov, and S.R. Slabospitsky, Preprint IHEP 95-90, (1995);
[arXiv:hep-ph/9507456].
[44] R. Mertig, M.Bo¨hm, and A. Denner, Comp. Phys. Commun. 64, 345 (1991).
[45] E.Yehudai, Preprint Fermi-Lab-Pub-92/22-T (1992).
16
