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CONFORMAL SYMMETRY BREAKING OPERATORS FOR
DIFFERENTIAL FORMS ON SPHERES
TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
Abstract. We give a complete classification of conformally covariant differential
operators between the spaces of i-forms on the sphere Sn and j-forms on the to-
tally geodesic hypersphere Sn−1. Moreover, we find explicit formulæ for these new
matrix-valued operators in the flat coordinates in terms of basic operators in dif-
ferential geometry and classical orthogonal polynomials. We also establish matrix-
valued factorization identities among all possible combinations of conformally co-
variant differential operators. The main machinery of the proof is the “F-method”
based on the “algebraic Fourier transform of Verma modules” (Kobayashi–Pevzner
[Selecta Math. 2016]) and its extension to matrix-valued case developed here. A
short summary of the main results was announced in [C. R. Acad. Sci. Paris, 2016].
Key words and phrases: Symmetry breaking operators, branching law, F-method,
conformal geometry, Verma module, Lorentz group.
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1. Introduction
Let (X, g) be a pseudo-Riemannian manifold. Suppose that a Lie group G acts
conformally on X . This means that there exists a positive-valued function Ω ∈
C∞(G×X) (conformal factor) such that
L∗hgh·x = Ω(h, x)
2gx for allh ∈ G, x ∈ X,
where we write Lh : X → X, x 7→ h · x for the action of G on X . When X is
orientable, we define a locally constant function or : G×X −→ {±1} by or (h)(x) = 1
if (Lh)∗x : TxX −→ TLhxX is orientation-preserving, and = −1 if it is orientation-
reversing.
Since Ω satisfies a cocycle condition, we can form a family of representations ̟
(i)
u,δ
of G with parameters u ∈ C and δ ∈ Z/2Z on the space E i(X) of i-forms on X
(0 ≤ i ≤ dimX) defined by
(1.1) ̟
(i)
u,δ(h)α := or (h)
δΩ(h−1, ·)uL∗h−1α, (h ∈ G).
The representation ̟
(i)
u,δ of the conformal group G on E i(X) will be simply denoted
by E i(X)u,δ, and referred to as conformal representations on i-forms.
Suppose that Y is an orientable submanifold such that g is nondegenerate on the
tangent space TyY for all y ∈ Y (this holds automatically if g is positive definite).
Then Y is endowed with a pseudo-Riemannian structure g|Y , and we can define in
a similar way a family of representations ̟
(j)
v,ε on E j(Y ) (v ∈ C, ε ∈ Z/2Z, 0 ≤ j ≤
dimY ) of the group
G′ := {h ∈ G : h · Y = Y }
which acts conformally on (Y, g|Y ).
The object of our study is differential operators Di→j : E i(X) −→ E j(Y ) that
intertwine the two representations ̟
(i)
u,δ|G′ and ̟(j)v,ε of G′. Here ̟(i)u,δ|G′ stands for the
restriction of the G-representation ̟
(i)
u,δ to the subgroup G
′. We say that such Di→j
is a differential symmetry breaking operator and denote by DiffG′(E i(X)u,δ, E j(Y )v,ε)
the space of differential symmetry breaking operators.
We address the following problems:
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Problem A. Find a necessary and sufficient condition on 6-tuple (i, j, u, v, δ, ε) such
that there exist nontrivial differential symmetry breaking operators. More precisely,
determine the dimension of DiffG′ (E i(X)u,δ, E j(Y )v,ε).
Problem B. Construct explicitly a basis of DiffG′ (E i(X)u,δ, E j(Y )v,ε).
In the case where X = Y , G = G′, and i = j = 0, a classical prototype of such
operators is a second order differential operator called the Yamabe operator
∆ +
n− 2
4(n− 1)κ ∈ DiffG(E
0(X)n
2
−1,δ, E0(X)n
2
+1,δ),
where n is the dimension of the manifold X , ∆ is the Laplace–Beltrami operator, and
κ is the scalar curvature, see [18], for instance. Conformally equivariant differential
operators of higher order are also known: the Paneitz operator (fourth order) [24],
which appears in four dimensional supergravity [9], or more generally, the so-called
GJMS operators ([10]) are such operators. Analogous differential operators on forms
(i = j case) were studied by Branson [4]. The exterior derivative d and the codif-
ferential d∗ also give examples of conformally covariant operators on forms, namely,
j = i+1 and i−1, respectively, with appropriate choice of (u, v, δ, ε). Maxwell’s equa-
tions in four dimension can be expressed in terms of conformally covariant operators
on forms.
Let us consider the more general case where Y 6= X and G′ 6= G. An obvious
example of symmetry breaking operators is the restriction operator RestY which
belongs to DiffG′ (E i(X)u,δ, E i(Y )v,ε) if u = v and δ ≡ ε ≡ 0 mod 2. Another
elementary example is RestY ◦ ιNY (X) ∈ DiffG′ (E i(X)u,δ, E i−1(Y )v,ε) with v = u + 1
and δ ≡ ε ≡ 1 mod 2 where ιNY (X) denotes the interior multiplication by the normal
vector field to Y in X when Y is of codimension one in X (see Proposition 8.12).
In the model space (X, Y ) = (Sn, Sn−1), the pair (G,G′) of conformal groups
amounts to (O(n+ 1, 1), O(n, 1)) modulo center (see Lemma 11.1), and Problems A
and B have been recently solved for i = j = 0 by Juhl [11]. See also [15] and [19]
for different approaches, i.e., by the residue calculus and the F-method, respectively.
The classification of nonlocal symmetry breaking operators for i = j = 0 has been
also accomplished recently in [22]. On the other hand, the case n = 2 with (i, j) =
(1, 0) was studied in [16] with emphasis on the relation to the Rankin–Cohen brackets
[5, 7, 25].
This work gives a complete solution to Problems A and B for all i and j in the
model space (X, Y ) = (Sn, Sn−1): we classify all differential symmetry breaking
operators from i-forms on Sn to j-forms on Sn−1 for all i and j. We also find closed
formulæ for these new operators in all the cases.
The key machinery of the proof is the F-method which has been recently introduced
in [14] by the first author. See also [15, 19, 20] for detailed account and some
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applications. The idea of the F-method is based on the “algebraic Fourier transform
of Verma modules”. We shall develop an extension of the method to the matrix-
valued case in Chapter 3.
Let us state our main results. Here is a complete solution to Problem A for the
model space (X, Y ) = (Sn, Sn−1) (n ≥ 3).
Theorem 1.1. Let n ≥ 3. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1, u, v ∈ C, δ, ε ∈ Z/2Z.
Then the following three conditions on 6-tuple (i, j, u, v, δ, ε) are equivalent:
(i) DiffO(n,1)(E i(Sn)u,δ, E j(Sn−1)v,ε) 6= {0},
(ii) dimCDiffO(n,1)(E i(Sn)u,δ, E j(Sn−1)v,ε) = 1,
(iii) One of the following twelve conditions holds.
Case (I). j = i − 2, 2 ≤ i ≤ n − 1, (u, v) = (n − 2i, n − 2i + 3),
δ ≡ ε ≡ 1 mod 2.
Case (I′). (i, j) = (n, n − 2), u ∈ −n − N, v = 3 − n, δ ≡ ε ≡ u + n +
1 mod 2.
Case (II). j = i− 1, 1 ≤ i ≤ n, v − u ∈ N+, δ ≡ ε ≡ v − u mod 2.
Case (III). j = i, 0 ≤ i ≤ n− 1, v − u ∈ N, δ ≡ ε ≡ v − u mod 2.
Case (IV). j = i+ 1, 1 ≤ i ≤ n− 2, (u, v) = (0, 0), δ ≡ ε ≡ 0 mod 2.
Case (IV′). (i, j) = (0, 1), u ∈ −N, v = 0, δ ≡ ε ≡ u mod 2.
Case (∗I). j = n − i + 1, 2 ≤ i ≤ n − 1, u = n − 2i, v = 0, δ ≡ 1,
ε ≡ 0 mod 2.
Case (∗I′). (i, j) = (n, 1), u ∈ −n−N, v = 0, δ ≡ ε+1 ≡ u+n+1 mod 2.
Case (∗II). j = n − i, 1 ≤ i ≤ n, v − u + n − 2i ∈ N, δ ≡ ε + 1 ≡
v − u+ n + 1 mod 2.
Case (∗III). j = n − i − 1, 0 ≤ i ≤ n − 1, v − u + n − 2i − 1 ∈ N,
δ ≡ ε+ 1 ≡ v − u+ n+ 1 mod 2.
Case (∗IV). j = n− i− 2, 1 ≤ i ≤ n− 2, (u, v) = (0, 2i− n+ 3), δ ≡ 0,
ε ≡ 1 mod 2.
Case (∗IV′). (i, j) = (0, n−2), u ∈ −N, v = 3−n, δ ≡ ε+1 ≡ u mod 2.
We shall give a proof of Theorem 1.1 in Section 11.3.
There are dualities in the twelve cases in Theorem 1.1. To be precise, we set
i˜ := n−i, j˜ := n−j−1, u˜ := u+2i−n, v˜ := v+2j−n+1, δ˜ ≡ δ+1, ε˜ ≡ ε+1 mod 2.
Then it follows from the Hodge duality for symmetry breaking operators (Theorem
8.8, see also Section 11.1) that (i, j, u, v, δ, ε) 7→ (˜i, j˜, u˜, v˜, δ˜, ε˜) gives rise to the duality
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of parameters
(I) ⇐⇒ (IV), (I′) ⇐⇒ (IV′), (II) ⇐⇒ (III),
and (i, j, u, v, δ, ε) 7→ (i, j˜, u, v˜, δ, ε˜) gives rise to another duality of parameters
(P) ⇐⇒ (∗P) for P = I, I′, II, III, IV, IV′.
Differential symmetry breaking operators for the latter half, i.e., Cases (∗I)–(∗IV′),
are given as the composition of the Hodge star operator ∗Rn−1 and the corresponding
symmetry breaking operators for the first half, i.e., Cases (I)–(IV′).
The equivalence (i)⇔ (ii) in Theorem 1.1 asserts that differential symmetry break-
ing operators, if exist, are unique up to scalar multiplication for all the parameters
(i, j, u, v, δ, ε) if n ≥ 3. This should be in contrast to the n = 2 case, where the
multiplicity jumps at countably many places to two (cf. [21, Sect. 9]).
The standard sphere Sn is a conformal compactification of the flat Riemannian
manifold Rn. Using the stereographic projection p : Sn −→ Rn∪{∞}, we give closed
formulæ of differential symmetry breaking operators in flat coordinates in Cases (I),
(I′), (II), (III), (IV), and (IV′), see Theorems 1.8, 1.5, 1.6 and 1.7, respectively.
Change of coordinates in symmetry breaking operators from Rn to the conformal
compactification Sn is given by the “twisted pull-back” of the stereographic pro-
jection in Section 11.5. In order to explain the explicit formulæ of the symmetry
breaking operators, in the flat coordinates, we fix some notations for basic operators.
Suppose that a manifold X is endowed with a pseudo-Riemannian structure g of
signature (p, q) and an orientation. Then, the metric tensor g induces a volume form
volX , and a pseudo-Riemannian structure on the cotangent bundle T
∨X , or more
generally on the exterior power bundles
∧
i(T∨X). The codifferential d∗ : E i(X) −→
E i−1(X) is the formal adjoint of the differential (exterior derivative) d in the sense
that ∫
X
gx(α, dβ)volX(x) =
∫
X
gx(d
∗α, β)volX(x)
for all α ∈ E i(X) and β ∈ E i−1c (X). Interior multiplication ιZ of an i-form ω by a
vector field Z is defined by
(ιZω) (Z1, · · · , Zi−1) := ω(Z,Z1, · · · , Zi−1).
For ℓ ∈ N and µ ∈ C, we denote by C˜µℓ (t) the Gegenbauer polynomial which is
renormalized in a way that C˜µℓ 6≡ 0 for any µ ∈ C (see (14.3) in Appendix). Then
(IℓC˜
µ
ℓ )(x, y) := x
ℓ
2 C˜µℓ
(
y√
x
)
is a polynomial of two variables x and y. We replace formally x by −∆Rn−1 =
−∑n−1j=1 ∂2∂x2
j
and y by ∂
∂xn
, and define a family of scalar-valued differential operators
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on Rn of order ℓ
(1.2) Dµℓ := (IℓC˜µℓ )
(
−∆Rn−1 , ∂
∂xn
)
.
For instance, Dµ0 = 1,Dµ1 = 2 ∂∂xn ,D
µ
2 = ∆Rn−1 + 2(µ + 1)
∂2
∂x2n
, Dµ3 = 2∆Rn−1 ∂∂xn +
4
3
(µ+ 2) ∂
3
∂x3n
, etc. We regard Dµℓ ≡ 0 for negative integer ℓ.
For µ ∈ C and a ∈ N, we set
(1.3) γ(µ, a) :=
Γ
(
µ+ 1 +
[
a
2
])
Γ
(
µ+
[
a+1
2
]) = {1 if a is odd,
µ+ a
2
if a is even.
For 1 ≤ i ≤ n, we introduce a family of linear maps Di→i−1u,a : E i(Rn)→ E i−1(Rn−1)
with parameters u ∈ C and a ∈ N by
Di→i−1u,a :=Restxn=0 ◦
(
−Dµ+1a−2dRnd∗Rnι ∂
∂xn
− γ(µ, a)Dµ+1a−1d∗Rn +
1
2
(u+ 2i− n)Dµa ι ∂
∂xn
)(1.4)
= Restxn=0 ◦
(
−Dµ+1a−2d∗Rnι ∂
∂xn
dRn +
1
2
(u+ 2i− n + a)Dµa ι ∂
∂xn
)
(1.5)
− γ(µ− 1
2
, a)d∗Rn−1 ◦ Restxn=0 ◦ Dµa−1,
where µ := u+i− 1
2
(n−1) and ι ∂
∂xn
stands for the interior multiplication by the vector
field ∂
∂xn
. Then, Di→i−1u,a is a matrix-valued homogeneous differential operator of order
a. See Definition 3.2 for the precise meaning of “differential operators between two
manifolds”. The proof of the second equality (1.5) will be given in Proposition 9.9.
Example 1.2. Here are some few examples of the operators Di→i−1u,a for i = 1, n or
a = 0, 1, and 2:
D1→0u,a = Restxn=0 ◦
(
−γ(u− n− 3
2
, a)Du−
n−5
2
a−1 d
∗
Rn +
1
2
(u+ 2− n)Du−
n−3
2
a ι ∂
∂xn
)
,
Dn→n−1u,a =
1
2
(u+ n + a)Restxn=0 ◦ Du+
n+1
2
a ι ∂
∂xn
,
Di→i−1u,0 =
1
2
(u+ 2i− n)Restxn=0 ◦ ι ∂
∂xn
,
Di→i−1u,1 = Restxn=0 ◦
(
−d∗Rn + (u+ 2i− n)
∂
∂xn
ι ∂
∂xn
)
,
Di→i−1u,2 = Restxn=0 ◦D,
where D =
(
−dRnd∗Rn + 12(u+ 2i− n)
(
∆Rn−1 + (n + 2i+ 5)
∂2
∂x2n
))
ι ∂
∂xn
− 2γ ∂
∂xn
d∗Rn.
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For 0 ≤ i ≤ n − 1, we introduce another family of linear maps Di→iu,a : E i(Rn) −→
E i(Rn−1) with parameters u ∈ C and a ∈ N by
Di→iu,a :=Restxn=0 ◦
(
Dµ+1a−2dRnd∗Rn − γ(µ−
1
2
, a)Dµa−1dRnι ∂
∂xn
+
1
2
(u+ a)Dµa
)(1.6)
= − d∗Rn−1dRn−1 ◦ Restxn=0 ◦ Dµ+1a−2 + Restxn=0 ◦
(
γ(µ, a)Dµ+1a−1 ι ∂
∂xn
dRn +
u
2
Dµa
)
,
(1.7)
where µ = u+ i− n−1
2
as before. Then Di→iu,a is a matrix-valued homogeneous differ-
ential operator of order a. The second equality (1.7) and an alternative definition of
Di→iu,a by means of the Hodge star operators
(1.8) Di→iu,a := (−1)n−1 ∗ Rn−1 ◦ Dn−i→n−i−1u−n+2i,a ◦ (∗Rn)−1
will be proved in Proposition 10.3.
Example 1.3. Here are some few examples of the operators Di→iu,a for i = 0, n− 1 or
a = 0, 1, and 2.
D0→0u,a =
u+ a
2
Restxn=0 ◦ Du−
n−1
2
a .
Dn−1→n−1u,a = −d∗Rn−1dRn−1Restxn=0 ◦ Dµ+1a−2 +
u
2
Restxn=0 ◦ Dµa .
Di→iu,0 =
u
2
Restxn=0.
Di→iu,1 = Restxn=0 ◦
(
−dRnι ∂
∂xn
+ (u+ 1)
∂
∂xn
)
.
Di→iu,2 = Restxn=0 ◦
(
dRnd
∗
Rn +
(n
2
+ 1
)
∆Rn +
(
u+ i− n
2
+ 1
)(
(n + 2)
∂2
∂x2n
+ 2
∂
∂xn
dRnι ∂
∂xn
))
.
These differential operators are generically nonzero, however, they may vanish in
specific cases. To be precise, we prove in Section 9.3:
Proposition 1.4. Suppose u ∈ C and a ∈ N.
(1) Let 1 ≤ i ≤ n. Then Di→i−1u,a vanishes if and only if (u, a) = (n − 2i, 0) or
(u, i) = (−n− a, n).
(2) Let 0 ≤ i ≤ n − 1. Then Di→iu,a vanishes if and only if (u, a) = (0, 0) or
(u, i) = (−a, 0).
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In order to obtain nonzero operators for all the parameters (i, a, u), we renormalize
Di→i−1u,a and Di→iu,a , respectively, by
D˜i→i−1u,a :=

Restxn=0 ◦ ι ∂
∂xn
if a = 0,
Restxn=0 ◦ Du+
n+1
2
a ◦ ι ∂
∂xn
if i = n,
Di→i−1u,a otherwise.
(1.9)
D˜i→iu,a :=

Restxn=0 if a = 0,
Restxn=0 ◦ Du−
n−1
2
a if i = 0,
Di→iu,a otherwise.
(1.10)
Clearly, these operators are well-defined because the formulæ on the right-hand sides
coincide in the overlapping cases such as a = 0 and i = n.
We are now ready to give a solution to Problem B when j = i− 1 and i.
Theorem 1.5 (j = i− 1). Let 1 ≤ i ≤ n. Suppose (u, v) ∈ C2 and (δ, ε) ∈ (Z/2Z)2
satisfy v − u ∈ N+ and δ ≡ ε ≡ v − u mod 2. We set
a := v − u− 1 ∈ N.
(1) The differential operator D˜i→i−1u,a extends to the conformal compactification
Sn of Rn, and induces a nontrivial O(n, 1)-homomorphism E i(Sn)u,δ −→
E i−1(Sn−1)v,ε, to be denoted by the same letter D˜i→i−1u,a .
(2) Any O(n, 1)-equivariant differential operator from E i(Sn)u,δ to E i−1(Sn−1)v,ε
is proportional to D˜i→i−1u,a .
Theorem 1.6 (j = i). Let 0 ≤ i ≤ n− 1. Suppose (u, v) ∈ C2 and (δ, ε) ∈ (Z/2Z)2
satisfy v − u ∈ N and δ ≡ ε ≡ v − u mod 2. We set
a := v − u ∈ N.
(1) The differential operator D˜i→iu,a extends to Sn, and induces a nontrivial O(n, 1)-
homomorphism E i(Sn)u,δ −→ E i(Sn−1)v,ε, to be denoted by the same letter
D˜i→iu,a .
(2) Any O(n, 1)-equivariant differential operator from E i(Sn)u,δ to E i(Sn−1)v,ε is
proportional to D˜i→iu,a .
In contrast to the above cases where j = i − 1 or i, we prove that differential
symmetry breaking operators of higher order are rare for j /∈ {i−1, i}. Let us describe
all of them. For j = i + 1, a family of differential operators D˜i→i+1u,a : E i(Rn) −→
E i+1(Rn−1) are defined by
(1.11) D˜i→i+1u,a := Restxn=0 ◦ Du−
n−1
2−u ◦ dRn
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but only when a = 1 − u with additional constraints u = 0 (1 ≤ i ≤ n− 2) in Case
(IV) in Theorem 1.1; u ∈ −N (i = 0) in Case (IV′). We note D˜i→i+10,1 = Restxn=0◦dRn
and D˜0→11−a,a = d ◦ D˜0→01−a,a−1 (Theorem 13.18 (6)).
For j = i−2, a family of differential operators D˜i→i−2u,a : E i(Rn) −→ E i−2(Rn−1) are
defined by
(1.12) D˜i→i−2u,a := Restxn=0 ◦ Du+
n+1
2
−u+n−2i ◦ ι ∂
∂xn
◦ d∗Rn,
but only when a = 1 + n − 2i − u with additional constraints u = n − 2i (2 ≤ i ≤
n − 1) in Case (I), u ∈ {−n,−n − 1,−n − 2, · · · } (i = n) in Case (I′). We note
D˜i→i−2n−2i,1 = Restxn=0 ◦ ι ∂
∂xn
◦ d∗Rn and D˜n→n−21−n−a,a = −d∗ ◦ D˜n→n−11−n−a,a−1 (see Theorem 13.18
(8)).
Then the solution to Problem B in the remaining cases, i.e., j ∈ {i + 1, i− 2} is
stated as follows:
Theorem 1.7 (j = i+ 1). Let 0 ≤ i ≤ n− 2. Suppose (i, i+ 1, u, v, δ, ε) belongs to
Case (IV) or (IV′) in Theorem 1.1. In particular, δ ≡ ε mod 2, u ∈ −N and v = 0.
We set
a := v − u+ 1 = 1− u ∈ N+.
(1) The differential operator D˜i→i+1u,a extends to the conformal compactification Sn,
and induces a nontrivial O(n, 1)-homomorphism E i(Sn)u,δ −→ E i+1(Sn−1)0,δ,
to be denoted by the same letter D˜i→i+1u,a .
(2) Case (IV): Suppose 1 ≤ i ≤ n− 2. Then any O(n, 1)-equivariant differential
operator E i(Sn)0,0 −→ E i+1(Sn−1)0,0 is proportional to D˜i→i+10,1 = RestSn−1 ◦
dSn.
(3) Case (IV′): Suppose i = 0. Then any O(n, 1)-equivariant differential operator
E0(Sn)u,δ −→ E1(Sn−1)0,δ (u ∈ −N, δ ≡ u mod 2) is proportional to D˜0→1u,1−u.
Theorem 1.8 (j = i−2). Let 2 ≤ i ≤ n. Suppose (i, i−2, u, v, δ, ε) belongs to Case
(I) or (I′) in Theorem 1.1. In particular, δ ≡ ε mod 2, u ∈ −n−N and v = n−2i+3.
We set
a := v − u− 2 = n− 2i+ 1− u ∈ N+.
(1) The differential operator D˜i→i−2u,a extends to Sn, and induces a nontrivial
O(n, 1)-homomorphism E i(Sn)u,δ −→ E i−2(Sn−1)n−2i+3,δ, to be denoted by
the same letter D˜i→i−2u,a .
(2) Case (I): Suppose 2 ≤ i ≤ n − 1. Then any O(n, 1)-equivariant differen-
tial operator E i(Sn)n−2i,1 −→ E i−2(Sn−1)n−2i+3,1 is proportional to D˜i→i−2n−2i,1 =
RestSn−1 ◦ ιNSn−1 (Sn) ◦ d∗Sn.
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(3) Case (I′): Suppose i = n. Then any O(n, 1)-equivariant differential opera-
tor En(Sn)u,δ −→ En−2(Sn−1)3−n,δ (u ∈ −n − N, δ ≡ u + n + 1 mod 2) is
proportional to D˜n→n−2u,1−u−n.
Thus Problems A and B have been settled for the pair (X, Y ) = (Sn, Sn−1).
Finally, we discuss matrix-valued functional identities (factorization theorems)
arising from compositions of conformally equivariant operators. They are formu-
lated as follows. Suppose that TX : E i′(X) → E i(X) or TY : E j(Y ) → E j′(Y ) is a
conformally equivariant operator for forms. Then the composition TY ◦D or D ◦ TX
of a symmetry breaking operator D = DX→Y : E i(X) → E j(Y ) with TX or TY is
again a symmetry breaking operator:
E i(X)u,δ DX→Y //
&&▼
▼
▼
▼
▼
E j(Y )v,ε
TY

E i′(X)u′,δ′
TX
OO 88q
q
q
q
q
E j′(Y )v′,ε′
In the setting where X = Sn (or Y = Sn−1, respectively), conformally covariant
differential operators TX : E i′(X)→ E i(X) (or TY : E j(Y )→ E j′(Y ), respectively) are
classified in Theorem 12.1. This case (i.e. X = X or Y = Y ) is much easier than the
case Y & X treated in Theorem 1.1 for symmetry breaking operators. For the proof,
we again use the F-method in a self-contained manner, although classical results of
algebraic representation theory (e.g. [2]) could be used to simplify the proof. Thus
we see that TX (or TY , respectively) is proportional to d, d
∗, Branson’s operators T (i)2ℓ
(or T ′(j)2ℓ , respectively) of order 2ℓ (see (12.1)), or the composition of these operators
with the Hodge star operator. On the other hand, the general multiplicity-freeness
theorem (see Theorem 1.1) guarantees that such compositions must be proportional
to the operators that we classified in Theorems 1.5, 1.6, 1.7 and 1.8.
In Chapter 13, we give a complete list of factorization identities with explicit
proportionality constants for all possible cases. We illustrate the new factorization
identities by taking TX or TY to be Branson’s operators T (i)2ℓ or T ′(j)2ℓ as follows. For
ℓ ∈ N+ and a ∈ N, we define a positive number Kℓ,a by
(1.13) Kℓ,a :=
ℓ∏
k=1
([a
2
]
+ k
)
.
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Theorem 1.9 (See Theorem 13.1). Suppose 0 ≤ i ≤ n, a ∈ N and ℓ ∈ N+. Then
(1) Di→i−1n
2
−i+ℓ,a ◦ T (i)2ℓ = −
(n
2
− i− ℓ
)
Kℓ,aDi→i−1n
2
−i−ℓ,a+2ℓ if i 6= 0.
(2) Di→in
2
−i+ℓ,a ◦ T (i)2ℓ = −
(n
2
− i+ ℓ
)
Kℓ,aDi→in
2
−i−ℓ,a+2ℓ if i 6= n.
Theorem 1.10 (See Theorem 13.2). Suppose 0 ≤ i ≤ n, a ∈ N and ℓ ∈ N+. We set
u := n−1
2
− i− ℓ− a. Then
(1) T ′(i−1)2ℓ ◦ Di→i−1u,a = −
(
n + 1
2
− i+ ℓ
)
Kℓ,aDi→i−1u,a+2ℓ if i 6= 0.
(2) T ′(i)2ℓ ◦ Di→iu,a = −
(
n− 1
2
− i− ℓ
)
Kℓ,aDi→iu,a+2ℓ if i 6= n.
The scalar case (i = 0) in Theorem 1.9 (2) and 1.10 (2) was studied in [11, 19],
and was extended to all the symmetry breaking operators (including nonlocal ones)
in [22]. The other matrix-valued factorization identities are given in Theorems 13.3
and 13.4, see also Theorems 13.15, 13.16, and 13.18 for the factorization identities of
renormalized symmetry breaking operators. We also analyze when the proportion-
ality constant vanishes.
Finally, let us mention analogous results for the connected groups, other real
forms in pseudo-Riemannian geometry, and branching problems for Verma mod-
ules. Throughout the paper, we study Problems A and B in full detail for the whole
group of conformal diffeomorphisms of Sn that preserves Sn−1, which is a discon-
nected group. Then results for the connected group SO0(n, 1), or equivalently, for
conformal vector fields on Sn along the submanifold Sn−1, can be extracted from our
main results for the disconnected group O(n, 1), see Theorem 2.10.
Branching problems for (generalized) Verma modules for (g, g′) = (o(n+2,C), o(n+
1,C)) are the algebraic counterpart of Problems A and B for (X, Y ) = (Sn, Sn−1) by
a general duality theorem [19, 20] that gives a one-to-one correspondence between
differential symmetry breaking operators and g′-homomorphisms for the restriction
of Verma modules of g. Branching laws for Verma modules are discussed in Section
2.6.
Our results can be also extended to the non-Riemannian setting Sp,q ⊃ Sp−1,q for
the pair (G,G′) = (O(p + 1, q), O(p, q)) of conformal groups, for which the (i, j) =
(0, 0) case was studied in [19].
The main results were announced in [17].
Notation: N := {0, 1, 2, . . .}, N+ := {1, 2, . . .}.
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The relation between chapters is illustrated by the following figures. Here, “⇒”
means a strong relation (e.g. logical dependency), and “→” means a weak relation
(e.g. setup or definition).
• Classification of differential symmetry breaking operators
1 (main results in conformal geometry)
↓
2 (representation theory)
↓
3 ⇒ 4 ⇒ 5 (F-method for matrix valued operators)
⇓
8 6,7 ⇐ 14 Appendix
differential geometry solving F-system special functions
=⇒ ⇓ ⇓
10 ⇐ 9
proof of main theorems
in Chapter 2
relations among
scalar-valued operators
⇓
11
proof of main theorems
in Chapter 1
• A baby case (G = G′) in Chapter 12 could be read independently:
3 ⇒ 4 ⇒ 5 14 Appendix
⇓ ⇐=
12
classification (G = G′ case)
• Factorization identities
2 12
classification G 6= G′ classification G = G′
ց ւ
8 ⇒ 13 ⇐ 9
factorization identities
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2. Symmetry breaking operators and principal series representations
of G = O(n+ 1, 1)
The conformal compactification Sn of Rn may be thought of as the real flag variety
of the indefinite orthogonal group G = O(n + 1, 1), and the twisted action ̟
(i)
u,δ of
G on E i(Sn) is a special case of the principal series representations of G. In this
chapter, we reformulate the solutions to Problems A and B for (X, Y ) = (Sn, Sn−1)
given in Theorem 1.1 and Theorems 1.5-1.8, respectively, in Introduction in terms
of symmetry breaking operators for principal series representations when (G,G′) =
(O(n+ 1, 1), O(n, 1)) in Theorems 2.7 and 2.8, respectively.
Some important properties (duality theorem of symmetry breaking operators, re-
ducible places) of the principal series representations of G = O(n + 1, 1) are also
discussed in this chapter.
2.1. Principal series representations of G = O(n + 1, 1). We set up notations
for the group O(n + 1, 1) and its parabolically induced representations. Let Qn+1,1
be the standard quadratic form of signature (n+ 1, 1) on Rn+2 defined by
Qn+1,1(x) := x
2
0 + x
2
1 + · · ·+ x2n − x2n+1 forx = (x0, x1, · · · , xn+1) ∈ Rn+2,
and we realize the Lorentz group O(n+ 1, 1) as
G := O(n+ 1, 1) = {g ∈ GL(n+ 2,R) : Qn+1,1(gx) = Qn+1,1(x) for allx ∈ Rn+2}.
Let Epq (0 ≤ p, q ≤ n+1) be the matrix unit inM(n+2,R). We define the following
elements of the Lie algebra g = o(n+ 1, 1):
Xpq := −Epq + Eqp (1 ≤ p < q ≤ n),(2.1)
H0 := E0,n+1 + En+1,0,
C+ℓ := Eℓ,0 −Eℓ,n+1 − E0,ℓ − En+1,ℓ (1 ≤ ℓ ≤ n),
C−ℓ := Eℓ,0 + Eℓ,n+1 −E0,ℓ + En+1,ℓ (1 ≤ ℓ ≤ n),
N+ℓ :=
1
2
C+ℓ and N
−
ℓ := C
−
ℓ (1 ≤ ℓ ≤ n).(2.2)
Then {N+ℓ }nℓ=1, {N−ℓ }nℓ=1, and {Xpq}1≤p<q≤n ∪ {H0} form bases of the Lie algebras
n+(R) := Ker(ad(H0)− id), n−(R) := Ker(ad(H0) + id), and m(R) + a(R) = o(n) +
o(1, 1) = Ker(ad(H0)), respectively. We note that the normalization of N
+
ℓ and N
−
ℓ
in (2.2) is not symmetric. A simple computation shows
(2.3) [N+k , N
−
ℓ ] = Xkℓ − δkℓH0.
We define the isotropic cone (light cone) by
Ξ := {x ∈ Rn+2 \ {0} : Qn+1,1(x) = 0},
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which is clearly invariant under the dilation of the multiplicative group R× = R\{0}.
Then the projection
Ξ −→ Sn, x 7→ 1
xn+1
t(x0, . . . , xn)
induces a bijection Ξ/R× ∼→ Sn. The group G acts linearly on the isotropic cone
Ξ, and conformally on Ξ/R× ≃ Sn, endowed with the standard Riemannian metric.
We set
ξ± := t(±1, 0, · · · , 0, 1) ∈ Ξ.
Let P be the isotropy subgroup of [ξ+] ∈ Ξ/R×. Then P is a parabolic subgroup
with Levi decomposition P = MAN+ of the disconnected group G = O(n + 1, 1),
where A := exp(RH0), N+ := exp(n+(R)) and
M :=

b B
b
 : B ∈ O(n), b ∈ O(1)
 ≃ O(n)× O(1).
For x = (x1, . . . , xn) ∈ Rn, we set
Qn(x) ≡ Qn,0(x) :=
n∑
ℓ=1
x2ℓ .
Let N− := exp(n−(R)). We define a diffeomorphism n− : Rn
∼→ N− by
n−(x) := exp
(
n∑
ℓ=1
xℓN
−
ℓ
)
= In+2 +
−12Qn(x) −tx −12Qn(x)x 0 x
1
2
Qn(x)
tx 1
2
Qn(x)
 ,
which gives the coordinates on the open Bruhat cell N− · o ⊂ G/P ≃ Ξ/R× ≃ Sn:
(2.4) ι : Rn −→ Sn, x = t(x1, . . . , xn) 7→ 1
1 +Qn(x)
t(1−Qn(x), 2x1, . . . , 2xn),
because n−(x)ξ+ =
10
1
 +
−Qn(x)2x
Qn(x)
. We note that the immersion ι is nothing
but the inverse of the stereographic projection:
(2.5) p : Sn \ {[ξ−]} −→ Rn, ω = t(ω0, . . . , ωn) 7→ 1
1 + ω0
t(ω1, . . . , ωn),
where we recall [ξ−] = t(−1, 0, . . . , 0) ∈ Ξ/R× ≃ Sn. For λ ∈ C, we define a one-
dimensional representation Cλ of A normalized by
(2.6) A −→ C×, a = etH0 7→ aλ := eλt.
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Given an irreducible finite-dimensional representation (σ, V ) of M ≃ O(n) × O(1)
and λ ∈ C, we extend the outer tensor product representation σλ := σ ⊠ Cλ of
the direct product group MA to the parabolic subgroup P = MAN+ by letting
N+ act trivially. Then we form an (unnormalized) principal series representation
IndGP (σλ) ≡ IndGP (σ ⊠ Cλ) of G on the space (C∞(G)⊗ V )P ≃ C∞(G, V )P given by
{f ∈ C∞(G, V ) : f(gman) = σ(m)−1a−λf(g) for all m ∈M , a ∈ A, g ∈ G}.
Its flat picture (N -picture) is defined on C∞(Rn)⊗ V via the restriction to the open
Bruhat cell:
(2.7)
C∞(G/P,V) ≃ (C∞(G)⊗ V )P → C∞(Rn)⊗ V, f 7→ (x 7→ F (x) := f(n−(x))).
We denote by
∧
i(Cn) the representation of O(n) on the i-th exterior power of
the standard representation. Then,
∧
i(Cn) (0 ≤ i ≤ n) are pairwise inequivalent,
irreducible representations of O(n), and
∧
n(Cn) is isomorphic to the one-dimensional
representation det : O(n)→ C×, B 7→ detB.
For α ∈ Z/2Z and λ ∈ C, we denote by σ(i)λ,α the outer tensor product representa-
tion
∧
i(Cn)⊠ (−1)α ⊠ Cλ of the Levi subgroup L = MA ≃ O(n)× O(1)× R given
by
(B, b, a) 7→ bαaλ∧iB ∈ GLC (∧i(Cn)) for B ∈ O(n), b ∈ {±1} ≃ O(1), a ∈ A.
We extend σ
(i)
λ,α to P by letting N+ act trivially. We denote by I(i, λ)α the principal
series representation IndGP
(
σ
(i)
λ,α
)
of G. By a little abuse of notation, we shall also
write I(i, λ)k for k ∈ Z instead of I(i, λ)k mod 2.
As the composition of (2.7) with the natural identification
η : C∞(Rn)⊗∧i(Cn) ∼→ E i(Rn) for 0 ≤ i ≤ n,
the flat picture of the principal series representation I(i, λ)α is realized in E i(Rn):
(2.8) ι
(i)
λ : I(i, λ)α −֒→ E i(Rn), f 7→ F,
where F (x) = η (f(n−(x))).
Remark 2.1. The central element −In+2 of G acts on I(i, λ)α as scalar multiplication
by (−1)i+α. We shall see in Remark 2.4 that I(i, λ)α appears as a representation of
the conformal group Conf(Sn) only when i+ α ≡ 0 mod 2.
We note that G = O(n+ 1, 1) has four connected components. Let G0 denote the
identity component of G. Then we have G/G0 ≃ Z/2Z× Z/2Z. Accordingly, there
are four one-dimensional representations of G,
(2.9) χab : G −→ {±1}
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for a, b ∈ {±} ≡ {±1} such that
χab (diag(−1, 1, · · · , 1)) = a, χab (diag(1, · · · , 1,−1)) = b.
We note that χ−− = det. Then the restriction of χ−− to M ≃ O(n)×O(1) is given
by the outer tensor product:
(2.10) χ−−|M ≃ det⊠1 .
In view of the isomorphism of O(n)-modules:
(2.11)
∧i(Cn)⊗ det ≃ ∧n−i(Cn),
we get a P -isomorphism (with trivial N+-action):
σ
(i)
λ,α ⊗ χ−−|P ≃ σ(n−i)λ,α .
Therefore, we have a natural isomorphism as G-modules:
I(i, λ)α ⊗ χ−− ≃ IndGP
(
σ
(i)
λ,α ⊗ χ−−|P
)
≃ IndGP
(
σ
(n−i)
λ,α
)
≃ I(n− i, λ)α.
Thus we have proved:
Lemma 2.2. Let 0 ≤ i ≤ n, λ ∈ C and α ∈ Z/2Z. Then there is a natural
G-isomorphism:
I(i, λ)α ⊗ χ−− ≃ I(n− i, λ)α.
2.2. Conformal view on principal series representations of O(n+1, 1). Since
the group G = O(n + 1, 1) is a double cover of the conformal group of Sn (n ≥ 2),
and since Sn ≃ G/P , we may compare the two families of representations of G =
O(n + 1, 1): the family of conformal representations ̟
(i)
u,δ and the principal series
representations I(i, λ)α. The correspondence is classically known for the connected
component G0 of G (see [18]) for instance). For disconnected groups G, we have the
following:
Proposition 2.3. Let G = O(n + 1, 1) with n ≥ 2 and 0 ≤ i ≤ n, u ∈ C. For
δ ∈ Z/2Z, we have the following isomorphism of G-modules:
̟
(i)
u,δ ≃
{
I(i, u+ i)i if δ = 0;
I(n− i, u+ i)n−i if δ = 1.
Equivalently, for λ ∈ C, we have the following G-isomorphisms:
(2.12) I(i, λ)i ≃ ̟(i)λ−i,0 ≃ ̟(n−i)λ−n+i,1.
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Remark 2.4. Proposition 2.3 implies that principal series representations I(ℓ, λ)α
with α ≡ ℓ mod 2 are sufficient for the description of conformal representations ̟(i)u,δ
on differential forms on Sn.
Proof of Proposition 2.3. We shall show a G-isomorphism:
(2.13) (̟
(i)
u,δ, E i(Sn)) ≃ IndGP
((∧i(Cn)⊗ det δ)⊠ (−1)i+nδ ⊠ Cu+i) .
Since the cotangent bundle of X = G/P can be seen as a G-homogeneous bundle
G×P n+(R), we have an isomorphism of G-modules
E i(Sn) ≃ C∞(X,G×P
∧
in+).
In our setting, ad(H0) acts on n+ as the scalar multiplication by one, and there-
fore, the P -action on the exterior power
∧
in+ is given by the outer tensor product∧
i(Cn) ⊠ (−1)i ⊠ Ci of MA ≃ O(n) × O(1)× R with trivial N+-action. Thus we
get the isomorphism (2.13) in the case where u = 0 and δ = 0. On the other hand,
the orientation bundle or (X) is associated to the one-dimensional representation of
P = LN+ ≡MAN+ given by
P → P/N+ ≃ MA −→ {±1}, (B, b, etH0) 7→ bn detB,
we also get (2.13) in the u = 0 and δ = 1 case. Finally, observe that the parameter
u in the definition of the conformal representation ̟
(i)
u,δ in (1.1) is normalized in a
way that the action on volume densities corresponds to the case u = dimX (with
i = 0 and δ = 0). In our setting where X = G/P ≃ Sn, this coincides with
n = Trace(ad(H0) : n+(R) −→ n+(R)) = 2ρ via the normalization (2.6) that we have
adopted for the principal series representations. Hence, (2.13) is verified for all u ∈ C
by interpolation. By (2.11), Proposition 2.3 follows. 
2.3. Representation theoretic properties of (̟
(i)
u,δ, E i(Sn)). Via the isomorphism
in Proposition 2.3, we can apply the general theory of representations of real reductive
groups to our representations (̟
(i)
u,δ, E i(Sn)) of the conformal group. Although the
large majority of the literature in the representation theory of real reductive groups G
is limited to reductive groups of the Harish-Chandra class, our group G = O(n+1, 1)
is disconnected and the adjoint group Ad(G) is not contained in the group Int(g) of
inner automorphisms of the complexified Lie algebra g = o(n + 2,C) if n is even.
This does not cause any serious difficulties in the argument below, but we shall be
careful in preparing notation for the disconnected group G.
Let ZG(g) be the ring of Ad(G)-invariant elements in the enveloping algebra U(g)
of the complexified Lie algebra g ≃ o(n+ 2,C). We note that ZG(g) is a subalgebra
of the center Z(g) of U(g); it coincides with Z(g) if n is odd, and is of index two in
Z(g) if n is even.
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By taking the standard basis of a Cartan subalgebra j of g = o(n + 2,C), we
identify j with C[
n
2 ]+1. The finite reflection group W = S[n2 ]+1
⋉ (Z/2Z)[
n
2 ]+1 acts
naturally on j and j∨ ≃ C[n2 ]+1. We note that W coincides with the Weyl group of
the root system of type B[n2 ]+1
if n is odd, and contains that of type D[n2 ]+1
as a
subgroup of index two if n is even. Then the Harish-Chandra isomorphism for the
disconnected group G = O(n+1, 1) asserts a C-algebra isomorphism between ZG(g)
and the ring S
(
C[
n
2 ]+1
)W
of W -invariants of the symmetric algebra S(j). In turn,
we have a bijection (Harish-Chandra’s parametrization of infinitesimal characters)
(2.14) HomC-algebra (ZG(g),C) ≃ C[n2 ]+1/W.
We normalize the Harish-Chandra isomorphism in a way that the ZG(g)-infinitesimal
character of the trivial one-dimensional representation 1 of G is given by
(2.15) ρG :=
(n
2
,
n
2
− 1, · · · , n
2
−
[n
2
])
∈ C[n2 ]+1/W.
Proposition 2.5. The ZG(g)-infinitesimal character of the representation ̟
(i)
u,δ of G
on the space E i(Sn) of i-forms is given by(
u+ i− n
2
,
n
2
,
n
2
− 1, · · · , n
2
− i+ 1︸ ︷︷ ︸
i
,
n̂
2
− i, n
2
− i− 1, · · · , n
2
−
[n
2
]
︸ ︷︷ ︸
[n2 ]−i
)
if 0 ≤ i ≤
[n
2
]
,
(
u+ i− n
2
,
n
2
,
n
2
− 1, · · · ,−n
2
+ i+ 1︸ ︷︷ ︸
n−i
,
̂−n
2
+ i,−n
2
+ i− 1, · · · , n
2
−
[n
2
]
︸ ︷︷ ︸
i−[n+12 ]
)
if
[
n+ 1
2
]
≤ i ≤ n,
in the Harish-Chandra parametrization.
In particular, ̟
(i)
u,δ has the same infinitesimal character ρG with the trivial repre-
sentation if u = 0 for all 0 ≤ i ≤ n and δ ∈ Z/2Z.
By the Frobenius reciprocity, every principal series representation I(i, λ)α contains
(2.16) µ♭ ≡ µ♭(i) := ∧i(Cn+1)⊠(−1)α and µ# ≡ µ#(i) := ∧i+1(Cn+1)⊠(−1)α+1
as K-types. We are particularly interested in the λ = i case, for which I(i, λ)α is
reducible (except for n = 2i) and has ZG(g)-infinitesimal character ρG.
We denote by I(i)♭α and I(i)
#
α the (unique) irreducible subquotients of I(i, i)α
containing the K-types µ♭ and µ#, respectively. Then we have G-isomorphisms
(2.17) I(i)#α ≃ I(i+ 1)♭α+1 for 0 ≤ i ≤ n and α ∈ Z/2Z.
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For n even, the unitary axis of I
(
n
2
, λ
)
α
is given by λ = n
2
+
√−1R, and I (n
2
, n
2
)
α
is
irreducible for both α ≡ 0 and 1 in Z/2Z. In particular, we have
(2.18) I
(
n
2
)♭
α
= I
(
n
2
)#
α
for α ∈ Z/2Z.
For 0 ≤ ℓ ≤ n + 1 and δ ∈ Z/2Z, we set
Πℓ,δ :=
{
I (ℓ)♭ℓ+δ (0 ≤ ℓ ≤ n),
I (ℓ− 1)#ℓ+δ+1 (1 ≤ ℓ ≤ n+ 1).
In view of (2.17) and (2.18), Πℓ,δ is well-defined and
(2.19) Πn
2
,δ ≃ Πn
2
+1,δ,
when n is even.
Theorem 2.6. Let G = O(n+ 1, 1) (n ≥ 1).
1) Irreducible representations of G with ZG(g)-infinitesimal character ρG are
classified as
{Πℓ,δ : 0 ≤ ℓ ≤ n+ 1, δ ∈ Z/2Z}
with the equivalence relation (2.19) when n is even.
2) There are four one-dimensional representations of G, and they are given by
{Π0,δ,Πn+1,δ : δ ∈ Z/2Z} (= {χab : a, b ∈ Z/2Z}).
3) For n odd, Πn+1
2
,δ (δ ∈ Z/2Z) are discrete series representations of G. For n
even, Πn
2
,δ
(≃ Πn
2
+1,δ
)
(δ ∈ Z/2Z) are tempered representations of G.
4) Every Πℓ,δ (0 ≤ ℓ ≤ n + 1, δ ∈ Z/2Z) is unitarizable.
5) Irreducible and unitarizable (g, K)-modules with nonzero (g, K)-cohomologies
are exactly given as the set of the underlying (g, K)-modules of Πℓ,δ (0 ≤ ℓ ≤
n+ 1, δ ∈ Z/2Z) up to the equivalence (2.19) when n is even.
6) For 0 ≤ i ≤ n with n 6= 2i, we have a nonsplitting exact sequence of G-
modules
0 −→ Πi,0 −→ ̟(i)0,0 −→ Πi+1,0 −→ 0.
For n = 2i, we have a G-isomorphism:
̟
(i)
0,0 ≃ Πn2 ,0.
Furthermore, the de Rham complex
E0(Sn) d−→ E1(Sn) d−→ E2(Sn) d−→ · · · d−→ En(Sn) d−→ {0}
yields a family of intertwining operators for (̟
(i)
0,0, E i(Sn)), and
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Ker(d : E i(Sn) −→ E i+1(Sn)) =
{
Πi,0 (0 ≤ i ≤ n− 1),
E i(Sn) (i = n),
Image(d : E i−1(Sn) −→ E i(Sn)) =
{{0} (i = 0),
Πi,0 (1 ≤ i ≤ n),
giving rise to
H ideRham(S
n;C) ≃
Π0,0 (i = 0),{0} (1 ≤ i ≤ n− 1),
Πn,0 (i = n).
as G-modules.
2.4. Differential symmetry breaking operators for principal series.
This section gives a group theoretic reformulation of the main results stated in
Introduction (see Theorem 1.1 and Theorems 1.5-1.8) via the isomorphism in Propo-
sition 2.3.
Let us realize G′ = O(n, 1) inG as the stabilizer of the point t(0, . . . , 0, 1, 0) ∈ Rn+2.
Then G′ leaves Ξ ∩ {xn = 0} invariant, and acts conformally on the totally geodesic
hypersphere Sn−1 = {(y0, . . . , yn) ∈ Sn : yn = 0} ≃ (Ξ∩{xn = 0})/R×. The isotropy
subgroup of [ξ+] ∈ Sn−1 is a parabolic subgroup P ′ = P ∩G′, which has a Langlands
decomposition P ′ = M ′AN ′+ with M
′ =M ∩G′ ≃ O(n− 1)×O(1) and A being the
same split abelian subgroup as in P . The Lie algebra n′+(R) of N ′+ is given by
n′+(R) =
n−1∑
k=1
RN+k .
Given a representation (σ, V ) of M ≃ O(n) × O(1) and λ ∈ C, we defined in
Section 2.1 the principal series representation IndGP (σλ) ≡ IndGP (σ ⊠ Cλ) of G =
O(n + 1, 1). Similarly, for a given representation (τ,W ) of M ′ ≃ O(n − 1) × O(1)
and ν ∈ C, we define the principal series representation IndG′P ′(τν) ≡ IndG
′
P ′(τ ⊠ Cν)
of G′ = O(n, 1), and consider its N -picture on C∞(Rn−1) ⊗W . Then differential
symmetry breaking operators from IndGP (σλ) to Ind
G′
P ′(τν) are given as differential
operators C∞(Rn)⊗ V → C∞(Rn−1)⊗W , namely, HomC(V,W )-valued differential
operators from Rn to Rn−1 in the N -picture.
As in the case of G = O(n + 1, 1), τ
(j)
ν,β (0 ≤ j ≤ n − 1, ν ∈ C, β ∈ Z/2Z)
denotes the representation of P ′ = M ′AN ′+ such that M
′A ≃ O(n− 1)× O(1)× A
acts as the outer tensor product representation on
∧
j(Cn−1) ⊠ (−1)β ⊠ Cν and N ′+
acts trivially. Then we define the principal series representation of G′ = O(n, 1) by
J(j, ν)β := Ind
G′
P ′
(
τ
(j)
ν,β
)
. First we prove a duality theorem for symmetry breaking
operators:
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Theorem 2.7 (duality theorem). Let 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1, λ, ν ∈ C and
α, β ∈ Z/2Z. Then
(2.20) DiffG′(I(i, λ)α, J(j, ν)β) ≃ DiffG′(I(n− i, λ)α, J(n− 1− j, ν)β).
Proof. Applying Lemma 2.2 to G and G′, we have natural G-and G′-isomorphisms:
I(i, λ)α ⊗ χ−− ≃ I(n− i, λ)α,
J(j, ν)β ⊗ χ−−|G′ ≃ J(n− 1− j, ν)β .
Therefore we have the following natural bijections:
HomG′(I(i, λ)α, J(j, ν)β) ≃ HomG′(I(i, λ)α ⊗ χ−−, J(j, ν)β ⊗ χ−−|G′)
≃ HomG′(I(n− i, λ)α, J(n− 1− j, ν)β).
The above isomorphisms preserve differential operators for the geometric realiza-
tions of principal series on the Fre´chet spaces of smooth sections of equivariant vector
bundles over real flag varieties. Thus we have shown the isomorphism (2.20). 
In order to avoid possible confusion with the parameter for the conformal repre-
sentation (̟
(i)
u,δ, E i(Sn)), it is convenient to introduce another notation for the dif-
ferential symmetry breaking operators between principal series representations in
the N -picture. The notation below follows from [22] which treats both local (i.e.,
differential) and nonlocal symmetry breaking operators.
For λ, ν ∈ C with ν − λ ∈ N, we define (scalar-valued) differential operators
C˜λ,ν : C∞(Rn) −→ C∞(Rn−1) by
C˜λ,ν := Restxn=0 ◦
(
Iν−λC˜
λ−n−1
2
ν−λ
)(
−∆Rn−1 , ∂
∂xn
)
(2.21)
= Restxn=0 ◦ Dλ−
n−1
2
ν−λ ,
where (IℓC˜
µ
ℓ )(x, y) = x
ℓ
2 C˜µℓ
(
y√
x
)
is a polynomial of two variables associated with the
renormalized Gegenbauer polynomial (see (14.3)) and the corresponding differential
operator Dµℓ is given by (1.2).
For example, we have
C˜λ+1,ν−1 = Restxn=0 ◦ Dλ−
n−3
2
ν−λ−2 ,
C˜λ+1,ν = Restxn=0 ◦ Dλ−
n−3
2
ν−λ−1 ,
C˜λ,ν−1 = Restxn=0 ◦ Dλ−
n−1
2
ν−λ−1 .
Next, for λ, ν ∈ C with ν−λ ∈ N, we define (matrix-valued) differential operators
Ci,jλ,ν : E i(Rn) −→ E j(Rn−1)
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as follows: they are essentially the same with the operators Di→ju,a or D˜i→ju,a , respec-
tively, introduced in Chapter 1. To be precise, in all the cases below, the parameters
for Ci,jλ,ν or C˜
i,j
λ,ν are taken as
(2.22) Ci,jλ,ν = Di→ju,a , C˜i,jλ,ν = D˜i→ju,a
with a = ν−λ and u = λ− i. The parameters of the operators Ci,jλ,ν or C˜i,jλ,ν indicate
that these operators induce symmetry breaking operators from I(i, λ)α to I(i, λ)β
when ν − λ ≡ β − α mod 2, whereas the parameters of Di→ju,a or D˜i→ju,a indicate that
a ∈ N is the order of the differential operators and u ∈ C is normalized in a way that
u = 0 gives the untwisted case.
For j = i with 0 ≤ i ≤ n− 1, we recall from (1.6) and (1.7) the formulæ of Di→iu,a ,
and set
Ci,iλ,ν := Di→iλ−i,ν−λ
= C˜λ+1,ν−1dRnd∗Rn − γ(λ−
n
2
, ν − λ)C˜λ,ν−1dRnι ∂
∂xn
+
1
2
(ν − i)C˜λ,ν ,(2.23)
= −d∗Rn−1dRn−1C˜λ+1,ν−1 + γ(λ−
n− 1
2
, ν − λ)C˜λ+1,νι ∂
∂xn
dRn +
λ− i
2
C˜λ,ν ,(2.24)
in the flat coordinates. The equalities
(2.23) = (2.24) = (−1)n−1 ∗Rn−1 ◦Cn−i,n−i−1λ,ν ◦ (∗Rn)−1
will be proved in Proposition 10.3.
For j = i−1 with 1 ≤ i ≤ n, we recall from (1.4) and (1.5) the formulæ of Di→i−1u,a ,
and set
Ci,i−1λ,ν := Di→i−1λ−i,ν−λ
= −C˜λ+1,ν−1dRnd∗Rnι ∂
∂xn
− γ(λ− n− 1
2
, ν − λ)C˜λ+1,νd∗Rn +
1
2
(λ+ i− n)C˜λ,νι ∂
∂xn
(2.25)
= −C˜λ+1,ν−1d∗Rnι ∂
∂xn
dRn +
1
2
(ν − n + i)C˜λ,νι ∂
∂xn
− γ(λ− n
2
, ν − λ)d∗Rn−1C˜λ,ν−1.
(2.26)
Then Proposition 1.4 means that
Ci,iλ,ν = 0 if and only if λ = ν = i or ν = i = 0,(2.27)
Ci,i−1λ,ν = 0 if and only if λ = ν = n− i or ν = n− i = 0.(2.28)
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We note that C0,0λ,ν =
1
2
νC˜λ,ν . As in (1.9) and (1.10), we renormalize these operators
by
(2.29)
C˜i,iλ,ν :=

Restxn=0 if λ = ν,
C˜λ,ν if i = 0,
Ci,iλ,ν otherwise,
and C˜i,i−1λ,ν :=

Restxn=0 ◦ ι ∂
∂xn
if λ = ν,
C˜λ,ν ◦ ι ∂
∂xn
if i = n,
Ci,i−1λ,ν otherwise.
Then C˜i,iλ,ν (0 ≤ i ≤ n − 1) and C˜i,i−1λ,ν (1 ≤ i ≤ n) are nonzero differential operators
of order ν − λ for any λ, ν ∈ C with ν − λ ∈ N.
The differential symmetry breaking operator C˜i,i+1λ,ν is defined by
(2.30) C˜i,i+1λ,ν := D˜i→i+1λ−i,ν−λ = Restxn=0 ◦
(
Ii−λC˜
λ−i−n−1
2
i−λ
)(
−∆Rn−1 , ∂
∂xn
)
dRn,
but only when (λ, ν) = (i, i + 1) for 1 ≤ i ≤ n − 2 or λ ∈ −N, ν = 1 for i = 0.
Explicitly, these operators take the following form:
C˜i,i+1i,i+1 = Restxn=0 ◦ dRn for 1 ≤ i ≤ n− 2,
C˜0,1λ,1 = Restxn=0 ◦
(
I−λC˜
λ−n−1
2
−λ
)(
−∆Rn−1 , ∂
∂xn
)
dRn
= dRn−1 ◦ C˜λ,0 for λ ∈ −N.
Similarly, we define
(2.31)
C˜i,i−2λ,ν := D˜i→i−2λ−i,ν−λ = Restxn=0 ◦
(
In−i−λC˜
λ−i+n+1
2
n−i−λ
)(
−∆Rn−1 , ∂
∂xn
)
◦ ι ∂
∂xn
◦ dRn,
but only when (λ, ν) = (n− i, n− i+ 1) (2 ≤ i ≤ n− 1) or λ ∈ −N, ν = 1 (i = n).
Explicitly, these operators take the following form:
C˜i,i−2n−i,n−i+1 = Restxn=0 ◦ ι ∂
∂xn
d∗Rn for 2 ≤ i ≤ n− 1,
C˜n,n−2λ,1 = Restxn=0 ◦
(
I−λC˜
λ−n−1
2
−λ
)(
−∆Rn−1 , ∂
∂xn
)
ι ∂
∂xn
d∗Rn
= −d∗Rn−1 ◦ C˜n,n−1λ,0 for λ ∈ −N.
To see the second equality, we use some elementary commutation relations which
will be given in Lemma 8.14 (2) and Lemma 8.15 (2) among others.
We are ready to give a classification of symmetry breaking operators from the
principal series representation I(i, λ)α of G = O(n + 1, 1) to the principal series
representation J(j, ν)β of the subgroup G
′ = O(n, 1).
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Theorem 2.8. Let n ≥ 3. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1, λ, ν ∈ C, and
α, β ∈ Z/2Z. The following three conditions on 6-tuple (i, j, λ, ν, α, β) are equivalent:
(i) DiffO(n,1)(I(i, λ)α, J(j, ν)β) 6= {0}.
(ii) dimDiffO(n,1)(I(i, λ)α, J(j, ν)β) = 1.
(iii) The 6-tuple belongs to one of the following six cases:
Case 1. j = i−2, 2 ≤ i ≤ n−1, (λ, ν) = (n−i, n−i+1), β ≡ α+1 mod 2.
Case 1′. (i, j) = (n, n− 2), −λ ∈ N, ν = 1, β ≡ α+ λ+ 1 mod 2.
Case 2. j = i− 1, 1 ≤ i ≤ n, ν − λ ∈ N, β − α ≡ ν − λ mod 2.
Case 3. j = i, 0 ≤ i ≤ n− 1, ν − λ ∈ N, β − α ≡ ν − λ mod 2.
Case 4. j = i+ 1, 1 ≤ i ≤ n− 2, (λ, ν) = (i, i+ 1), β ≡ α + 1 mod 2.
Case 4′. (i, j) = (0, 1), −λ ∈ N, ν = 1, β ≡ α + λ+ 1 mod 2.
Theorem 2.9. Retain the setting and notations as in Theorem 2.8. Then the fol-
lowing differential operators from E i(Rn) to E j(Rn−1) in the flat picture extend to a
nonzero O(n, 1)-homomorphism from I(i, λ)α to J(j, ν)β:
Cases 1 and 1′. C˜i,i−2n−i,n−i+1 (2 ≤ i ≤ n− 1), C˜n,n−2λ,1 ;
Case 2. C˜i,i−1λ,ν (1 ≤ i ≤ n);
Case 3. C˜i,iλ,ν (0 ≤ i ≤ n− 1);
Cases 4 and 4′. C˜i,i+1i,i+1 (1 ≤ i ≤ n− 2), C˜0,1λ,1.
Conversely, any differential symmetry breaking operator from I(i, λ)α to J(j, ν)β in
Theorem 2.8 is proportional to one of these operators.
The proof of Theorem 2.8 is reduced to solving the F-system, which we carry
out in Chapter 6 for Case 2, Chapter 7 (Theorem 7.1) for Cases 4 and 4′. The
remaining cases (i.e. Cases 3, 1 and 1′) in Theorem 2.8 follows from Cases 2, 4, and
4′, respectively, by the duality theorem (Theorem 2.7). In summary, Cases 1 and 1′,
Case 2, Case 3, and Cases 4 and 4′ in Theorem 2.8 are stated and proved in Theorem
7.2, 6.3, 6.4, and 7.1, respectively. The proof of Theorem 2.9 will be completed in
Chapter 10.
In Chapter 11, we shall see that Theorem 1.1 is derived from Theorem 2.8 via the
isomorphism in Proposition 2.3. Theorems 1.1, 1.5, 1.6, and 1.8 are obtained from
Theorem 2.9 (see Section 11.4).
2.5. Symmetry breaking operators for connected group SO0(n, 1). So far we
have dealt with the disconnected group G′ = O(n, 1) in studying symmetry breaking
operators. Results for the connected group G′0 = SO0(n, 1) (or equivalently, for
conformal vector fields on Sn along the submanifold Sn−1) can be deduced from
those in the disconnected case.
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In this section we explain a trick for the reduction to the connected case. Let
G0 = SO0(n+1, 1) be the identity component of G = O(n+1, 1), and G
′
0 = SO0(n, 1)
be that of G′ = O(n, 1).
The connected group G0 acts transitively on G/P , and we have a natural isomor-
phism
G0/P0
∼−→ G/P (≃ Sn),
where P0 := P ∩ G0 = M0AN+ is a parabolic subgroup of G0. Then both P0 and
M0 ≃ SO(n) are connected. For 0 ≤ i ≤ n and λ ∈ C, we write I(i, λ) for the
(unnormalized) induced representation IndG0P0 (
∧
i(Cn)⊠ Cλ) of G0. (We note that∧
i(Cn) is reducible as an M0-module if and only if n = 2i, but we do not enter
this point here.) We recall from Section 2.1 that I(i, λ)α (α ∈ Z/2Z) is a principal
series representation of G, which we may realize in the space E i(Sn) of i-forms on
Sn. The restriction to G0 is independent of α ∈ Z/2Z, and we have isomorphisms
as G0-modules:
(2.32) I(i, λ)α|G0 ≃ I(i, λ) ≃ I(n− i, λ).
Analogous notation will be applied to the subgroup G′0 = SO0(n, 1). In particular,
J(j, ν) (0 ≤ j ≤ n − 1, ν ∈ C) denotes the (unnormalized) induced representation
Ind
G′0
P ′0
(
∧
j(Cn−1)⊠ Cν), and we have isomorphisms as G′0-modules:
(2.33) J(j, ν)β |G′0 ≃ J(j, ν) ≃ J(n− 1, ν),
defined on E j(Sn−1).
In what follows, we set
i˜ := n− i, j˜ := n− 1− j.
We are ready to state the results on differential symmetry breaking operators for
the connected subgroup G′0 = SO0(n, 1):
Theorem 2.10. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1, and λ, ν ∈ C.
(1) There are natural bijections:
DiffSO0(n,1) (I(i, λ), J(j, ν)) ≃ DiffSO0(n,1)
(
I (˜i, λ), J(j, ν)
)
≃ DiffSO0(n,1)
(
I(i, λ), J(j˜, ν)
)
≃ DiffSO0(n,1)
(
I (˜i, λ), J(j˜, ν)
)
.
(2) The above space is nonzero only when ν − λ ∈ N. Assume now ν − λ ∈ N.
We fix α ∈ Z/2Z and set β := α + ν − λ mod 2. Then we have
DiffSO0(n,1)(I(i, λ), J(j, ν)) ≃ DiffO(n,1)(I(i, λ)α, J(j, ν)β)⊕ DiffO(n,1)(I (˜i, λ)α, J(j, ν)β)
≃ DiffO(n,1)(I(i, λ)α, J(j, ν)β)⊕ DiffO(n,1)(I(i, λ)α, J(j˜, ν)β).
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 27
The second statement shows that the classification and construction of differential
symmetry breaking operators for the connected group G′0 = SO0(n, 1) are deduced
from the one for the disconnected case that we have given in Theorems 2.8 and 2.9.
Proof. The first statement follows directly from (2.32) and (2.33). To see the second
statement, we set
S := {0, 1, . . . , n} × C× Z/2Z, I(s) := I(i, λ)α for s = (i, λ, α) ∈ Z/2Z,
T := {0, 1, . . . , n− 1} × C× Z/2Z, J(t) := J(j, ν)β for t = (j, ν, β) ∈ Z/2Z.
We recall from (2.9) that the quotient groups are given by
G′/G′0 ≃ G/G0 ≃ Z/2Z× Z/2Z,
and the set of their one-dimensional representations is given by
(G′/G′0)̂ ≃ (G/G0)̂ = {χab : a, b ∈ {±}}.
By abuse of notation, we shall use the same letters χ±± to denote one-dimensional
representations of G,G′, G/G0, and G′/G′0.
Let s ∈ S and t ∈ T . Since G′ normalizes G′0, the quotient group G′/G′0 acts
naturally on
V (s, t) := DiffG′0(I(s), J(t)),
by D 7→ J(t)(g) ◦D ◦ I(s)(g−1), and we have an irreducible decomposition:
V (s, t) ≃
⊕
χ∈(G′/G′0)̂
V (s, t)χ
where V (s, t)χ denotes the χ-component of V (s, t). We note that
V (s, t)χ ≃ HomG′(I(s), J(t))
(
= HomO(n,1)(I(i, λ)α, J(j, ν)β)
)
if χ = χ++ (trivial representation).
We let the character group (G/G0)̂ act on S by the following formula:
χ++ · (i, λ, α) := (i, λ, α), χ+− · (i, λ, α) := (i, λ, α + 1),
χ−+ · (i, λ, α) := (˜i, λ, α+ 1), χ−− · (i, λ, α) := (˜i, λ, α).
Then as in Lemma 2.2, we have a G-isomorphism
I(s)⊗ χ ≃ I(χ · s) for any χ ∈ (G/G0)̂ and s ∈ S.
Therefore, we have natural isomorphisms as G′/G′0-modules:
χ−1 ⊗ DiffG′0(I(s), J(t)) ≃ DiffG′0(I(s)⊗ χ, J(t)) ≃ DiffG′0(I(χ · s), J(t)).
Taking the χ++-component of the both sides, we get an isomorphism
V (s, t)χ ≃ DiffG′(I(χ · s), J(t)).
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Thus we have proved a (G′/G′0)-isomorphism:
V (s, t) ≃
⊕
χ∈(G′/G′0)̂
DiffG′(I(χ · s), J(t)).
There are four summands in the right-hand side, however, two of them vanish
by the parity condition. In fact, if we take β as in the statement of the theorem,
then the two summands for χ−+ and χ+− vanish, as we shall see in Proposition 5.19
(1). Since V (s, t) = HomG′0(I(i, λ), J(j, ν)), the first equality in (2) has been proved.
Likewise, we let the character group (G′/G′0)̂ act on the set T in a similar manner,
as we did for S. Then we get a G′-isomorphism:
J(t)⊗ χ ≃ J(χ · t) for any χ ∈ (G′/G′0)̂ and t ∈ T .
This leads us to the second equality. 
2.6. Branching problems for Verma modules. In this section, we discuss briefly
branching problems for generalized Verma modules for the pair
(g, g′) = (o(n+ 2,C), o(n+ 1,C)),
see [13] for the general problem. In [20, Thm. A] and [19], we established a dual-
ity theorem that gives a one-to-one correspondence between differential symmetry
breaking operators and g′-homomorphisms for the restriction of Verma modules of
g in the general setting, see Fact 3.3. Thus Theorem 2.8 for differential symme-
try breaking operators leads us to the classification of g′-homomorphisms in certain
branching problems of generalized Verma modules of g, and Theorem 2.9 constructs
the corresponding “singular vectors”.
For a p-module F with trivial action of the nilpotent radical n+, we define a
g-module (generalized Verma module) by
indgp(F ) := U(g)⊗U(p) F.
If F is a P -module, then the g-module indgp(F ) carries a P -module structure, and
we may regard indgp(F ) as a (g, P )-module.
We recall that σ
(i)
λ,α is a P -module whose restriction to MA ≃ O(n)×O(1)× R is
given by
∧
i(Cn)⊠ (−1)α ⊠ Cλ for 0 ≤ i ≤ n, λ ∈ C, α ∈ Z/2Z. We set
M(i, λ)α := ind
g
p
(
σ
(i)
λ,α
)
= indgp
(∧
i(Cn)⊠ (−1)α ⊠ Cλ
)
,
M(i, λ) := indgp
(∧
i(Cn)⊠ Cλ
)
.
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Then M(i, λ)α is a (g, P )-module, and M(i, λ) is a g-module. The underlying g-
module structure of M(i, λ)α does not depend on α ∈ Z/2Z, and we have the fol-
lowing isomorphisms as g-modules:
M(i, λ)α|g ≃ M(i, λ) ≃M(n− i, λ).
Similarly, for 0 ≤ j ≤ n− 1, ν ∈ C, β ∈ Z/2Z, we set
M ′(j, ν)β := ind
g′
p′
(
τ
(j)
ν,β
)
= indg
′
p′
(∧j(Cn−1)⊠ (−1)β ⊠ Cν) ,
M ′(j, ν) := indg
′
p′
(∧
j(Cn−1)⊠ Cν
)
.
ThenM ′(j, ν)β is a (g′, P ′)-module andM ′(j, ν) is a g′-module. We have the following
isomorphisms as g′-modules.
M ′(j, ν)β |g′ ≃M ′(j, ν) ≃M ′(n− 1− j, ν).
As a part of branching problems, we wish to understand how the g-moduleM(i, λ)
behaves when restricted to the subalgebra g′, or how the (g, P )-module M(i, P )α
behaves as a (g′, P ′)-module. As a dual to Theorem 2.10 (see Fact 3.3), we obtain:
Theorem 2.11. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1, and λ, ν ∈ C.
(1) Homg′
(
M ′(j˜,−ν),M (˜i,−λ)|g′
) 6= {0} only if ν − λ ∈ N.
(2) Assume ν − λ ∈ N. We fix α ∈ Z/2Z and set β := α + ν − λ mod 2. Then
we have
Homg′
(
M ′(j˜,−ν),M (˜i,−λ))
≃ Homg′,P ′
(
M ′(j˜,−ν)β ,M (˜i,−λ)α
)⊕
Homg′,P ′
(
M ′(j˜,−ν)β ,M(i,−λ)α
)
≃ Homg′,P ′
(
M ′(j˜,−ν)β ,M (˜i,−λ)α
)⊕
Homg′,P ′
(
M ′(j,−ν)β ,M (˜i,−λ)α
)
.
The summands in the right-hand sides in (2) of Theorem 2.11 are classified as
follows.
Proposition 2.12. Let n ≥ 3. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1, λ, ν ∈ C,
and α, β ∈ Z/2Z. Then the following three conditions on 6-tuple (i, j, λ, ν, α, β) are
equivalent:
(i) Homg′,P ′
(
M ′(j˜,−ν)β ,M (˜i,−λ)α
) 6= {0}.
(ii) dimHomg′,P ′
(
M ′(j˜,−ν)β,M (˜i,−λ)α
)
= 1.
(iii) The 6-tuple (i, j, λ, ν, α, β) belongs to one of the six cases in Theorem 2.8 (iii).
The left-hand side of the isomorphisms in Theorem 2.11 is isomorphic to
Homp′
(∧
n−1−j(Cn−1)⊗ C−ν , indgp
(∧
n−i(Cn)⊗ C−λ
))
30 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
and vectors in the image of p′-homomorphisms are sometimes referred to as singular
vectors. Fact 3.3 in the next chapter asserts that one could get one from another
among the following:
• (explicit construction of) singular vectors;
• (explicit construction of ) symmetry breaking operators (Theorem 2.9);
• (explicit construction of) polynomial solutions to the F-system (Theorems
6.1 and 7.3).
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3. F-method for matrix-valued differential operators
In this chapter we recall from [13, 14, 19, 20] a method based on the Fourier
transform (F-method) to find explicit formulæ of differential symmetry breaking
operators. For our purpose we need to develop the F-method for matrix-valued
operators. A new ingredient is a canonical decomposition of the algebraic Fourier
transform of the vector-valued principal series representations into a “scalar part”
involving differential operators of higher order and into a “vector part” of first order.
This is formulated and proved in Section 3.4.
3.1. Algebraic Fourier transform. Let E be a vector space over C. The Weyl
algebra D(E) is the ring of holomorphic differential operators on E with polynomial
coefficients.
Definition 3.1. We define the algebraic Fourier transform as an algebra isomor-
phism of two Weyl algebras on E and its dual space E∨:
D(E)→ D(E∨), T 7→ T̂ ,
induced by
(3.1)
∂̂
∂zℓ
:= −ζℓ, ẑℓ := ∂
∂ζℓ
, 1 ≤ ℓ ≤ n,
where n = dimCE, (z1, . . . , zn) are coordinates on E and (ζ1, . . . , ζn) are the dual
coordinates on E∨.
Any linear transformation A ∈ GL(E) gives rise to bijections
A# : Pol(E) −→ Pol(E), F 7→ F (A−1·),
A∗ : D(E) −→ D(E), T 7→ A# ◦ T ◦ A−1# .
We write tA ∈ GL(E∨) for the dual map. Then the following identity holds [20, Lem.
3.3]:
(3.2) Â∗T =
(
tA−1
)
∗ T̂ for all T ∈ D(E).
3.2. Differential operators between two manifolds.
We need a generalized notion of differential operators, not only for functions on the
same manifolds but also for functions on two different manifolds with a morphism.
Let V → X be a vector bundle over a smooth manifold X . We write C∞(X,V)
for the space of smooth sections, endowed with the Fre´chet topology of uniform
convergence of sections and their derivatives of finite order on compact sets. Let
W → Y be another vector bundle. Suppose a smooth map p : Y → X is given.
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Definition 3.2. ([20, Def. 2.1]) We say a continuous operator T : C∞(X,V) →
C∞(Y,W) is a differential operator if T satisfies
p(SuppTf) ⊂ Suppf for all f ∈ C∞(X,V).
We write Diff(VX ,WY ) for the space of differential operators from C∞(X,V) to
C∞(Y,W).
If i : Y → X is an immersion, then every T ∈ Diff(VX ,WY ) is locally of the form
T =
∑
α∈Nk
∑
β∈Nm
gα,β(y)
∂|α|+|β|
∂yα∂zβ
(finite sum),
where (y1, . . . , yk, z1, . . . , zm) are local coordinates on X such that Y is given by
z1 = · · · = zm = 0 and gα,β(y) are Hom(V,W )-valued smooth functions on Y .
3.3. F-method for principal series representations.
Let G be a real reductive Lie group, and P =MAN+ a Langlands decomposition
of a parabolic subgroup P of G. Their Lie algebras will be denoted by g(R), p(R) =
m(R) + a(R) + n+(R), and the complexified Lie algebras by g, p = m + a + n+,
respectively.
Given λ ∈ a∗ ≃ HomR(a(R),C), we define one-dimensional representation Cλ
of A by a 7→ aλ := e〈λ,log a〉. By letting MN+ act trivially, we also regard Cλ as
a representation of P . Given a representation (σ, V ) of M and λ ∈ a∗, we write
σλ ≡ σ ⊠ Cλ for the representation of MA on V defined by ma 7→ aλσ(m). The
same letter will be used for the representation of P which is obtained by letting N+
act trivially. We define V ≡ VX = G ×P V as a G-equivariant vector bundle over
the real flag variety X = G/P associated to σλ. The (unnormalized) principal series
representation π(σ,λ) = Ind
G
P (σλ) is defined on the Fre´chet space C
∞(X,V) of smooth
sections of the vector bundle V → X .
Let g(R) = n−(R)+m(R)+a(R)+n+(R) be the Gelfand–Naimark decomposition.
The vector bundle V → X is trivialized when restricted to the open Bruhat cell
n−(R) ≃ N− →֒ G/P = X,
and we may regard C∞(X,V) as a subspace of C∞(n−(R)) ⊗ V via the restriction.
This model is called the N-picture or flat picture of the principal series representation
and the case of the Lorentz group G = O(n+1, 1) was discussed in detail in Chapter
2. The infinitesimal representation of the Lie algebra on C∞(n−(R)) ⊗ V will be
denoted by dπ(σ,λ).
Let 2ρ ∈ a∗ be the homomorphism on a(R) defined by Z 7→ Trace(ad(Z) : n+(R)→
n+(R)). As a representation of P , C2ρ is given by p 7→ χ2ρ(p) := |det(Ad(p) : n+(R)→
n+(R))|. We also define a one-dimensional representation sgn of P by p 7→ sgn ◦
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det(Ad(p) : n+(R) → n+(R)). Observe that the density bundle ΩX and the ori-
entation bundle of X = G/P are then given as the homogeneous line bundles
G ×P C2ρ and G ×P sgn, respectively. Since MN+ acts trivially on C2ρ, we shall
sometimes regard C2ρ as a representation of A ≃ P/MN+. Write V ∨ = HomC(V,C)
and let (σ∨, V ∨) denote the contragredient representation of the finite-dimensional
representation (σ, V ) of M . For λ ∈ a∗, we define two representations of P by
(σλ)
∨ := (σ∨)−λ = σ∨ ⊠ C−λ and σ∗λ := σ
∨
⊠ C2ρ−λ with trivial action of N+ as
before, and form a representation
π(σ,λ)∗ = Ind
G
P (σ
∗
λ)
of G on C∞(X,V∗) where V∗ = G ×P V ∨ is the dualizing bundle associated to the
representation σ∗λ of P . The integration over X gives rise to a natural G-invariant
nondegenerate bilinear form
IndGP (σλ)× IndGP (σ∗λ) −→ C.
The infinitesimal representation of π(σ,λ)∗ in the N -picture is given by a Lie algebra
homomorphism
dπ(σ,λ)∗ : g −→ D(n−)⊗ End(V ∨).
Applying the algebraic Fourier transform of the Weyl algebra (see Definition 3.1),
we get a Lie algebra homomorphism
d̂π(σ,λ)∗ : g −→ D(n+)⊗ End(V ∨),
where we have identified n∨− with n+ by an Ad(G)-invariant, nondegenerate symmet-
ric bilinear form on g.
We define a g-module (generalized Verma module) by
indgp(V
∨) := U(g)⊗U(p) V ∨,
where V ∨ is regarded as a p-module through dσ∨⊗ (−λ) with trivial n+-action. We
let P act on V ∨ by (σλ)∨. Then the g-module ind
g
p(V
∨) carries a P -module structure,
so that we may regard indgp(V
∨) as a (g, P )-module. This observation will be useful
when G is a real reductive Lie group because the parabolic subgroup P may be
disconnected. We recall from [20, (3.23)] that the algebraic Fourier transform of the
generalized Verma module is a (g, P )-isomorphism
Fc : ind
g
p(V
∨) ∼−→ Pol(n+)⊗ V ∨,
where Pol(n+)⊗ V ∨ is regarded as a (g, P )-module via d̂π(σ,λ)∗ .
Let G′ be a real reductive subgroup of G, and P ′ a parabolic subgroup of G′.
Given a finite-dimensional representationW of P ′, we define two homogeneous vector
34 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
bundles:
WY := G′ ×P ′ W −→ Y := G′/P ′,
WZ := G×P ′ W −→ Z := G/P ′.
Similarly to the representation (σλ, V ) of P = MAN+, we shall consider a repre-
sentation (τν ,W ) of P
′ =M ′A′N ′+ which extends the outer tensor product represen-
tation τ ⊠ Cν for ν ∈ (a′)∗ by letting N ′+ act trivially.
We note that the base space Z is not compact in general, whereas Y is a real flag
variety and thus compact. If P ′ ⊂ P , then there are natural maps:
Y −→ Z −։ X.
We denote by DiffG′(VX ,WY ) the space of G′-equivariant operators from C∞(X,VX)
to C∞(Y,WY ) which are differential operators with respect to the aboveG′-equivariant
map Y → X in the sense of Definition 3.2. The space DiffG(VX ,WZ) is defined in a
similar way.
The map taking symbols of differential operators on Rn, to be denoted by Symb,
induces an isomorphism below when restricted to differential operators with constant
coefficients,
(3.3)
Symb : Diffconst (C∞(Rn)⊗ V, C∞(Rn)⊗W ) ∼−→ Pol[ζ1, . . . , ζn]⊗ HomC (V,W )
such that
e−〈z,ζ〉D
(
e〈z,ζ〉 ⊗ v) = Symb(D)(v) ∈ Pol[ζ1, · · · , ζn]⊗W
for all v ∈ V . We summarize the F-method in this setting from [20, Thm. 2.9, Rem.
2.18, Thm. 4.1, Cor. 4.3]:
Fact 3.3. Let G ⊃ G′ be a pair of real reductive Lie groups, and P ⊃ P ′ a pair
of parabolic subgroups with compatible Levi decompositions P = LN+ ⊃ P ′ = L′N ′+
such that L ⊃ L′ and N+ ⊃ N ′+. Let (σλ, V ) and (τν ,W ) be finite-dimensional
representations of P and P ′ with trivial actions of N+ and N ′+, respectively.
(1) (duality) There is a natural isomorphism:
DX→Y : Homg′,P ′(ind
g′
p′(W
∨), indgp(V
∨)) ∼→ DiffG′(VX ,WY ).
(2) (extension) The restriction WZ |Y ≃ WY induces the bijection
RestY : DiffG(VX ,WZ) ∼−→ DiffG′(VX ,WY ).
(3) (F-method) For ψ ∈ (Pol(n+)⊗ V ∨) ⊗ W ≃ HomC(V,W ⊗ Pol(n+)), we
consider a system of partial differential equations (F-system)
(3.4) (d̂π(σ,λ)∗(C)⊗ idW )ψ = 0 for allC ∈ n′+,
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and set
(3.5) Sol(n+; σλ, τν) := {ψ ∈ HomL′(V,W ⊗ Pol(n+)) : ψ solves (3.4)} .
Then there is a natural isomorphism
Homg′,P ′(ind
g′
p′(W
∨), indgp(V
∨)) ∼−→ Sol(n+; σλ, τν).(3.6)
(4) Assume that the nilradical n+ is abelian. Then, the system (3.4) is of second
order, and the following diagram of six isomorphisms commutes:
Sol(n+; σλ, τν)
RestY ◦ Symb−1
$$■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■■
■■
DiffG(VX ,WZ)
RestY ++❱
❱❱❱❱
❱❱❱❱
❱❱
OO
Homg′,P ′(ind
g′
p′(W
∨), indgp(V
∨))
DX→Z
22❢❢❢❢❢❢❢❢❢❢❢❢❢
DX→Y
//
Fc⊗id
77♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
DiffG′(VX ,WY )
Fact 3.3 (3) implies that, once we find such a polynomial solution ψ to the F-
system, we obtain a P ′-submodule W∨ in indgp(V
∨) (sometimes referred to as sin-
gular vectors) by (Fc ⊗ id)−1(ψ), where we have used the canonical isomorphism
HomP ′(W
∨, indgp(V
∨)) ≃ Homg′,P ′(indg′p′(W∨), indgp(V ∨)) when we apply the algebraic
Fourier transform Fc of a generalized Verma module. Simultaneously, we obtain a
differential symmetry breaking operator by RestY ◦ Symb−1(ψ) in the flat picture
(N -picture), when n+ is abelian.
The following useful lemma guarantees that the F-system (3.4) can be verified by
a single nonzero element C ∈ n′+ when L′ acts irreducibly on n′+, equivalently, when
n′+ is abelian.
Lemma 3.4. Suppose n′+ is abelian. Then the following two conditions on ψ ∈
HomL′(V,Pol(n+)⊗W ) are equivalent.
(i) For every C ∈ n′+,
(
d̂π(σ,λ)∗(C)⊗ idW
)
ψ = 0.
(ii) For some nonzero C0 ∈ n′+,
(
d̂π(σ,λ)∗(C0)⊗ idW
)
ψ = 0.
Proof. The implication (i)⇒(ii) is obvious. We shall prove (ii)⇒(i). We set
µ := σ∗λ.
Suppose ψ ∈ HomL′(V,Pol(n+)⊗W ) ≃ (V ∨ ⊗ Pol(n+)⊗W )L
′
. This means that
χ2ρ(ℓ)µ(ℓ
−1)⊗ Ad#(ℓ−1)⊗ τν(ℓ−1)ψ = ψ for all ℓ ∈ L′.
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If ψ satisfies (ii), then we have
(3.7)
(
d̂πµ(C0)⊗ idW
) (
µ(ℓ−1)Ad#(ℓ−1)
)
ψ = 0.
We let the group L act on V ∨ ⊗ Pol(n−) by πµ(ℓ) = µ(ℓ)Ad#(ℓ). Then we have
dπµ(Ad(ℓ)C0) = πµ(ℓ)dπµ(C0)πµ(ℓ
−1) for all ℓ ∈ L′(⊂ L).
Applying (3.2) to the case where E = n−, A = Ad(ℓ), and T = d̂πµ(C0), we have
d̂πµ(Ad(ℓ)C0) = µ(ℓ)Ad(ℓ)#d̂πµ(C0)Ad(ℓ
−1)#µ(ℓ
−1),
where we identify the action tAd(ℓ)−1 on n∨− with the one of Ad(ℓ) on n+ . Then(
d̂πµ(Ad(ℓ)C0)⊗ idW
)
ψ = 0,
by (3.7). Since n′+ is abelian, the Levi subgroup L
′ acts irreducibly on the nilradical
n′+ of the parabolic subalgebra p
′
+ = l
′ + n′+, and therefore Ad(ℓ)C0 (ℓ ∈ L′) spans
n′+. Hence (ii)⇒(i) is proved. 
3.4. Matrix-valued differential operators in the F-method. This section pro-
vides a structural result on the key operator d̂π(σ,λ)∗ in the F-method for the principal
series representation IndGP (σλ) when P is a parabolic subgroup with abelian unipo-
tent radical. We shall prove that d̂π(σ,λ)∗ has a canonical decomposition into a sum
of the “scalar part” (differential operator of second order) depending only on the
continuous parameter λ ∈ a∗ and the “vector part” (differential operator of first
order) depending only on σ ∈ M̂ .
We retain the notation in Section 3.3, and simply write
d̂πλ∗ : g −→ D(n+),
for d̂π(σ,λ)∗ when (σ, V ) is the trivial one-dimensional representation. We define the
“vector part” of d̂π(σ,λ)∗ as a linear map Aσ : g −→ D(n+)⊗ End(V ∨) characterized
by the formula
(3.8) d̂π(σ,λ)∗(Y ) = d̂πλ∗(Y )⊗ idV ∨ + Aσ(Y ) for Y ∈ g.
Let {N−ℓ } be a basis of n−(R), and (ζ1, · · · , ζn) be the corresponding coordinates on
n∨−(R) ≃ n+(R).
Proposition 3.5. Assume n+ is abelian. Then, for any Y ∈ n+, Aσ(Y ) is a holo-
morphic vector field on n+ with constant coefficients in End(V
∨). An explicit formula
is given as follows.
(3.9) Aσ(Y )F = −
n∑
ℓ=1
∂
∂ζℓ
F ◦ dσ
(
[Y,N−ℓ ]
∣∣∣
m
)
for F ∈ Pol(n+)⊗ V ∨.
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In particular, the “vector part” Aσ is independent of the continuous parameter λ.
Moreover, Aσ is zero if dσ = 0.
Proof. Let GC be a connected complex Lie group with Lie algebra g = g(R) ⊗R C,
and PC = LC exp n+ the parabolic subgroup with Lie algebra p = l + n+. According
to the Gelfand–Naimark decomposition g = n−+ l+n+ of the Lie algebra g, we have
a diffeomorphism
n− × LC × n+ → GC, (Z, ℓ, Y ) 7→ (expZ)ℓ(expY ),
into an open dense subset GregC of GC. Let
p± : G
reg
C −→ n±, po : GregC → LC,
be the projections characterized by the identity
exp(p−(g))po(g) exp(p+(g)) = g.
Then the following maps α and β are determined by the Gelfand–Naimark decom-
position g = n− + l + n+ and independent of the choice of the complex Lie group
GC:
(α, β) : g× n− → l⊕ n−, (Y, Z) 7→ d
dt
∣∣∣∣
t=0
(po
(
etY eZ
)
, p−
(
etY eZ
)
).(3.10)
According to the direct sum decomposition l = m+ a, we write
α(Y, Z) = α(Y, Z)|m + α(Y, Z)|a.
For a fixed element Y ∈ g, β(Y, ·) induces a complex linear map n− → n−, and thus
we may regard β(Y, ·) as a holomorphic vector field on n− via the identification of
n− with the holomorphic tangent space at each point:
n− ∋ Z 7→ β(Y, Z) ∈ n− ≃ TZn−.
Suppose f ∈ C∞(n−(R), V ∨), Y ∈ g(R) and Z ∈ n−(R). Since N+ acts trivially
on V , the infinitesimal representation dπ(σ,λ)∗ is given by
dπ(σ,λ)∗(Y )f(Z) = dσ
∨(α(Y, Z)|m)f(Z) + (dλ∗(α(Y, Z)|a)f(Z)− β(Y, ·)f(Z)).
In view of the decomposition, we define dπvect(σ,λ)∗ , dπ
scalar
(σ,λ)∗ ∈ HomC(g,D(n−) ⊗
End(V ∨)) by
dπvect(σ,λ)∗(Y ) := dσ
∨ (α(Y, Z)|m) ,
dπscalar(σ,λ)∗(Y ) := dλ
∗ (α(Y, Z)|a)− β(Y, ·).
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Clearly, dπ(σ,λ)∗ = dπ
scalar
(σ,λ)∗+dπ
vect
(σ,λ)∗ . We say dπ
scalar
(σ,λ)∗ is the scalar part of dπ(σ,λ)∗ , and
dπvect(σ,λ)∗ is the vector part. Then the scalar part dπ
scalar
(σ,λ)∗ does not depend on (σ, V ),
and takes the form
dπscalar(σ,λ)∗(Y ) = dπλ∗(Y )⊗ idV ∨ for all Y ∈ g.
Let us compute their algebraic Fourier transforms. Obviously, the algebraic Fourier
transform of dπscalar(σ,λ)∗(Y ) is d̂πλ∗(Y )⊗ idV ∨ .
If n+ is abelian, we have
α(Y, Z) = [Y, Z], β(Y, Z) =
1
2
[Z, [Z, Y ]] forY ∈ n+ andZ ∈ n−,
see [20, Lem. 3.8].
We write Z =
∑
ℓ zℓN
−
ℓ . Then for Y ∈ n+, we have(
dπvect(σ,λ)∗(Y )f
)
(Z) = −f(Z) ◦ dσ([Y, Z]|m)
= −
∑
ℓ
zℓf ◦ dσ([Y,N−ℓ ]|m).
By (3.1) its algebraic Fourier transform is given by (3.9). The remaining assertions
of Proposition 3.5 are clear. 
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 39
4. Matrix-valued F-method for O(n+ 1, 1)
This chapter summarizes a strategy and technical details in applying the F-mehod
to find matrix-valued symmetry breaking operators in the setting where (G,G′) =
(O(n+ 1, 1), O(n, 1)).
4.1. Strategy of matrix-valued F-method for (G,G′) = (O(n + 1, 1), O(n, 1)).
We retain the notation of Chapter 2. In particular, P = L exp(n+(R)) and P ′ =
L′ exp(n′+(R)) are the minimal parabolic subgroups of G = O(n + 1, 1) and G
′ =
O(n, 1), respectively, such that L ⊃ L′ and n+(R) ⊃ n′+(R). We recall L = MA ≃
O(n) × O(1) × R and n±(R) is identified with Rn via the basis {N±1 , . . . , N±n }, see
(2.2). Let (ζ1, . . . , ζn) be the coordinates of n+(≃ n∨−). Then the L-module Pol(n+) is
identified with the polynomial ring Pol[ζ1, . . . , ζn] on which the action of L = MA ∋(
(B, b), etH0
)
is given by
(4.1) f(ζ) 7→ f(b−1e−tB−1ζ) for ζ = t(ζ1, . . . , ζn).
The subgroup L′ = M ′A ≃ O(n − 1) × O(1) × R stabilizes the last variable ζn,
and acts irreducibly on n′+ ≃ Cn−1. Then we may apply Lemma 3.4 by choosing
C0 = N
+
1 . With this notation, the F -method (Fact 3.3) implies the following:
Proposition 4.1. Let (G,G′) = (O(n + 1, 1), O(n, 1)), σλ = σ ⊠ Cλ be a finite-
dimensional representation of P on V that factors the quotient group P/N+ ≃ L =
MA, and τν = τ ⊠Cν be that of P ′ that factors P ′/N ′+ ≃ L′ = M ′A on W . The flat
pictures of the principal series representations IndGP (σλ) of G and Ind
G′
P ′(τν) of G
′ are
defined in C∞(Rn)⊗ V and C∞(Rn−1)⊗W , respectively, as in (2.7). Then we have
the following.
(1) Sol(n+; σλ, τν) (see (3.5)) is given by
Sol(n+; σλ, τν)
=
{
ψ ∈ HomL′(V,W ⊗ Pol[ζ1, . . . , ζn]) :
(
d̂π(σ,λ)∗(N
+
1 )⊗ idW
)
ψ = 0
}
.(4.2)
(2) Suppose ψ ∈ Sol(n+; σλ, τν). Let D be the HomC(V,W )-valued differential
operator on Rn with constant coefficients such that Symb(D) = ψ. Then the
differential operator
Restxn=0 ◦D : C∞(Rn)⊗ V → C∞(Rn−1)⊗W
extends to a symmetry breaking operator from IndGP (σλ) to Ind
G′
P ′(τν).
(3) Conversely, any G′-equivariant differential operator from IndGP (σλ) to Ind
G′
P ′(τν)
is obtained in this manner.
The rest of this chapter is devoted to an explicit characterization of the main
ingredients of Proposition 4.1. Namely, the space HomL′(V,W ⊗ Pol[ζ1, . . . , ζn]) is
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described in Section 4.3, the scalar and vector parts of the operator d̂π(σ,λ)∗(N
+
1 ) are
given in Section 4.4 and the matrix components of (4.2) are studied in Section 4.5.
Harmonic polynomials play a key role in the first two steps of this characterization.
4.2. Harmonic polynomials.
We review a classical fact on harmonic polynomials. Let N ∈ N+ (later, we take N
to be n−1 or n). For k ∈ N, we denote by Polk[ζ1, · · · , ζN ] the space of homogeneous
polynomials of degree k. The space Hk(CN) of harmonic polynomials of degree k is
defined by
Hk(CN) := {h ∈ Polk[ζ1, · · · , ζN ] : ∆CNh = 0} ,
where ∆CN :=
∂2
∂ζ21
+ · · · + ∂2
∂ζ2
N
denotes the holomorphic Laplacian on CN . Then
Hk(CN) 6= {0} for all k ∈ N if N ≥ 2 and Hk(C1) 6= {0} for k ∈ {0, 1}.
The orthogonal group O(N) acts irreducibly on Hk(CN) for all k ∈ N unless it is
zero. We set
H(CN) :=
∞⊕
k=0
Hk(CN).
Then we have a natural decomposition of the space of polynomials into spherical
harmonics and O(N)-invariant polynomials for any N ∈ N+:
(4.3) Pol[ζ21 + · · ·+ ζ2N ]⊗H(CN ) ∼→ Pol[ζ1, · · · , ζN ].
4.3. Description of HomL′(V,W ⊗Pol(n+)). As the first step of the matrix-valued
F-method for the Lorentz group G = O(n+ 1, 1), we give a description of the space
HomL′(V,W ⊗ Pol(n+)) by using harmonic polynomials.
We retain the notation of Section 4.1, in particular, (ζ1, · · · , ζn) are the coordinates
of n+ such that n
′
+ is characterized by ζn = 0. For b ∈ Z and a polynomial g(t) of
one variable t, we define a multi-valued meromorphic function of n variables ζ =
(ζ1, · · · , ζn) by
(4.4) (Tbg)(ζ) := Qn−1(ζ ′)
b
2g
(
ζn√
Qn−1(ζ ′)
)
,
where ζ ′ = (ζ1, . . . , ζn−1) and Qn−1(ζ ′) = ζ21 + · · · + ζ2n−1. Clearly, (Tbg)(ζ) ≡ 0
if and only if g(t) ≡ 0. We observe that (Tbg)(ζ) is a homogeneous polynomial of
(ζ1, . . . , ζn) of degree b if b ∈ N and g ∈ Polb[t]even, where we set
Polb[t]even := C -span
〈
tb−2j : 0 ≤ j ≤
[
b
2
]〉
.(4.5)
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Then we have the following bijection
(4.6) Tb : Polb[t]even
∼→
⊕
2ℓ+c=b
Polℓ[ζ21 + · · ·+ ζ2n−1]⊗ Polc[ζn].
Lemma 4.2. Suppose n ≥ 2. Then for every a ∈ N, there is a natural bijection:
a⊕
k=0
Pola−k[t]even ⊗HomO(n−1)(V,W ⊗Hk(Cn−1)) ∼→ HomO(n−1)(V,W ⊗ Pola(n+))
induced by
a∑
k=0
gk ⊗H(k) 7→
a∑
k=0
(Ta−kgk)H(k).
Proof. Combining the following two O(n− 1)-isomorphisms
Pola(n+) ≃
⊕
b+c=a
Polb[ζ1, . . . , ζn−1]⊗ Polc[ζn],
and (4.3) with N = n− 1, namely,
Pol[ζ1, . . . , ζn−1] ≃
⊕
k+2ℓ=b
Hk(Cn−1)⊗ Polℓ[ζ21 + · · ·+ ζ2n−1],
we have
HomO(n−1)(V,W ⊗ Pola(n+))
≃
⊕
k+2ℓ+c=a
HomO(n−1)
(
V,W ⊗Hk(Cn−1))⊗ Polℓ[ζ21 + · · ·+ ζ2n−1]⊗ Polc[ζn].
Then the statement follows from the bijection (4.6). 
By the F-method (Proposition 4.1) combined with results on finite-dimensional
representations, we obtain a necessary condition for the existence of nonzero differ-
ential symmetry breaking operators in the general setting:
Corollary 4.3. Suppose (σ, V ) ∈ M̂, (τ,W ) ∈ M̂ ′ and λ, ν ∈ C. Suppose σ|O(1) is
a multiple of α ∈ Z/2Z ≃ Ô(1), and τ |O(1) is a multiple of β ∈ Z/2Z, where O(1)
denotes the second factor of M ≃ O(n)× O(1) (or M ′ ≃ O(n− 1)× O(1)). Then
DiffG′
(
IndGP (σλ), Ind
G′
P ′(τν)
)
6= {0}
only if the following three conditions hold:
ν − λ ∈ N,
β − α ≡ ν − λ mod 2,
HomO(n−1)
(
V,W ⊗Hk(Cn−1)) 6= {0} for some 0 ≤ k ≤ ν − λ.
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In particular, if (σ, τ) ∈ M̂ × M̂ ′ satisfies
HomO(n−1)
(
V,W ⊗H(Cn−1)) = {0},
then DiffG′
(
IndGP (σλ), Ind
G′
P ′(τν)
)
= {0} for all λ, ν ∈ C.
Proof. It follows from Proposition 4.1 that DiffG′(Ind
G
P (σλ), Ind
G′
P ′(τν)) 6= {0} only if
HomL′(V,W ⊗ Pol[ζ1, . . . , ζn]) 6= {0}.
First, we consider the action of the first factor O(n−1) of L′ ≃ O(n−1)×O(1)×R.
Then we find a ∈ N such that HomO(n−1)(V,W⊗Pola[ζ1, . . . , ζn]) 6= {0}, and therefore
HomO(n−1)(V,W ⊗Hk(Cn−1)) 6= {0} for some k (0 ≤ k ≤ a).
Second, we consider the actions of the second and third factors of L′. Since etH0 ∈
A and −1 ∈ O(1) act on n+ ≃ Cn as the scalars et and −1, respectively,
HomO(1)×A(V,W ⊗ Pola[ζ1, . . . , ζn]) 6= {0}
if and only if
ν = λ+ a and β ≡ α + a mod 2.
Thus the corollary is proved. 
In Chapter 5, we shall prove a necessary and sufficient condition that the space
HomO(n−1)(V,W⊗Hk(Cn−1)) does not vanish when V =
∧
i(Cn) andW =
∧
j(Cn−1),
and find their explicit generators, see Proposition 5.14.
4.4. Decomposition of the equation (d̂π(σ,λ)∗(N
+
1 )⊗ idW )ψ = 0.
In Lemma 4.2, we have given a description of HomL′(V,W ⊗ Pola(n+)) by using
spherical harmonics. The next step of the matrix-valued F-method in our setting is
to write down explicitly the F-system (4.2) according to the canonical decomposition
(3.8)
d̂π(σ,λ)∗ ⊗ idW = d̂πλ∗ ⊗ idHom(V,W ) + Aσ ⊗ idW .
The main result (Proposition 4.4) of this section asserts that the differential operator
whose symbol is in (4.2) is given by
Gegenbauer-type operators + matrix-valued vector fields.
To be precise, we introduce the following differential operator of second order
(4.7) Rλℓ := −
1
2
(
(1 + t2)
d2
dt2
+ (1 + 2λ)t
d
dt
− ℓ(ℓ+ 2λ)
)
with parameters λ ∈ C and ℓ ∈ N. Note that Rλℓ g(t) = 0 is the “imaginary”
Gegenbauer differential equation (see Lemma 14.3).
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Proposition 4.4. Let G = O(n+1, 1), (σ, V ) ∈ M̂ , λ ∈ C, and W be a vector space
over C. Suppose 0 ≤ k ≤ a and ψ = (Ta−kgk)H(k) with gk(t) ∈ Pola−k[t]even and
H(k) ∈ HomC(V,W ⊗Hk(Cn−1)). Then,
(1) (d̂πλ∗(N
+
1 )⊗idW )ψ =
ζ1
Qn−1(ζ ′)
Ta−k
(
R
λ−n−1
2
a−k gk
)
H(k) + (λ+ a− 1)(Ta−kgk)∂H
(k)
∂ζ1
,
(2) (Aσ(N
+
1 )⊗ idW )ψ =
n∑
ℓ=1
∂
∂ζℓ
(Ta−kgk)H(k) ◦ dσ(Xℓ1).
The rest of this section is devoted to the proof of Proposition 4.4. We note that
the L′-intertwining property of the linear maps H(k) is not used in Proposition 4.4.
We begin with an explicit formula of the canonical decomposition (3.8) of d̂π(σ,λ)∗ .
We define the Euler homogeneity operator on Cn by
Eζ :=
n∑
ℓ=1
ζℓ
∂
∂ζℓ
.
Then we have:
Lemma 4.5. Let G = O(n + 1, 1) and {N+1 , . . . , N+n } be the basis of n+(R), see
(2.2). Suppose (σ, V ) ∈ M̂ and λ ∈ C. Then the decomposition (3.8) amounts to
d̂π(σ,λ)∗
(
N+m
)
= d̂πλ∗
(
N+m
)⊗ idV ∨ + Aσ(N+m) (1 ≤ m ≤ n),
where
d̂πλ∗(N
+
m) = λ
∂
∂ζm
+ Eζ
∂
∂ζm
− 1
2
ζm∆Cn ,(4.8)
Aσ(N
+
m)F =
n∑
ℓ=1
∂
∂ζℓ
F ◦ dσ(Xℓm) for F ∈ Pol(n+)⊗ V ∨.(4.9)
Proof. The “scalar part” is given in [21, Lem. 6.5].
According to Proposition 3.5 and (2.3), the vector part Aσ(N
+
m) is given by
Aσ(N
+
m)F = −
n∑
ℓ=1
∂
∂ζℓ
F ◦ dσ ([N+m, N−ℓ ]|m)
= −
n∑
ℓ=1
∂
∂ζℓ
F ◦ dσ(Xmℓ)
=
n∑
ℓ=1
∂
∂ζℓ
F ◦ dσ(Xℓm).

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Thus, the second assertion on the vector part of Proposition 4.4 is proved. In order
to show the first assertion on the scalar part, we give a useful formula for the action
of the second-order differential operator d̂πλ∗ (N
+
m) on Pol[ζ1, . . . , ζn].
Lemma 4.6. If f ∈ Pola−k(Cn)O(n−1,C) and h ∈ Hk(Cn−1), then
d̂πλ∗(N
+
m)(fh) = d̂πλ∗(N
+
m)(f)h+ (λ+ a− 1)f
∂h
∂ζm
for 1 ≤ m ≤ n− 1.
Proof. By (4.8), we have
d̂πλ∗(N
+
m)(fh) = λ
∂
∂ζm
(fh) + Eζ
∂
∂ζm
(fh)− 1
2
ζm∆Cn(fh).(4.10)
Observe that f ∂h
∂ζm
is homogeneous of degree a − 1, and therefore Eζ
(
f ∂h
∂ζm
)
=
(a − 1)f ∂h
∂ζm
. We also observe that ∆Cn(fh) = (∆Cnf) h + 2
∑n
ℓ=1
∂f
∂ζℓ
∂h
∂ζℓ
because
∆Cnh = 0. It then follows from a direct computation that (4.10) may be simplified
to
d̂πλ∗(N
+
m)(fh) = d̂πλ∗(N
+
m)(f)h+ (λ+ a− 1)f
∂h
∂ζm
+
∂f
∂ζm
Eζ(h)−
n∑
r=1
ζm
∂f
∂ζr
∂h
∂ζr
.
(4.11)
Since the polynomial f is O(n− 1,C)-invariant, it is annihilated by the generators
Xmr of the Lie algebra o(n− 1) (see (2.1)), that is, ζm ∂f∂ζr = ζr ∂f∂ζm for all 1 ≤ r,m ≤
n− 1. Therefore,
(4.12)
n∑
r=1
ζm
∂f
∂ζr
∂h
∂ζr
=
n∑
r=1
ζr
∂f
∂ζm
∂h
∂ζr
=
∂f
∂ζm
Eζ(h).
Now the proposed equality follows from (4.11) and (4.12). 
Finally, we recall the following formula from [21, Lem. 6.11]:
Lemma 4.7. Suppose ℓ ∈ N and λ ∈ C. For any g ∈ Polℓ[t]even,
d̂πλ∗(N
+
m)(Tℓg) =
ζm
Qn−1(ζ ′)
Tℓ
(
R
λ−n−1
2
ℓ g
)
for 1 ≤ m ≤ n− 1.
We are ready to complete the proof of Proposition 4.4.
Proof of Proposition 4.4. The first statement of Proposition 4.4 follows from (4.8)
and Lemmas 4.6 and 4.7. The second statement has been proved in Lemma 4.5.
Hence the proof of Proposition 4.4 is completed. 
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 45
4.5. Matrix components in the F-method. For actual computations in later
chapters, it is convenient to rewrite Proposition 4.4 by means of matrix coefficients.
Let V be a vector space with a basis {eI}I∈I , W with a basis {wJ}J∈J , and
{w∨J}J∈J denote the dual basis in W∨. Given a linear map T : V −→ W we define
its matrix coefficient by
TIJ := 〈T (eI), w∨J 〉 ,
where 〈 , 〉 denotes the canonical pairing between W and W∨. Clearly, we have for
S ∈ W∨
(4.13) (S ◦ T )(eI) =
∑
J∈J
S(wJ)TIJ .
Suppose that (σ, V ) is a finite-dimensional representation ofM (≃ O(n)×O(1)). We
introduce a holomorphic vector field on n+ by
(4.14) AII′ ≡ AσII′ :=
n∑
ℓ=1
(dσ(Xℓ1)II′)
∂
∂ζℓ
,
with respect to the basis {eI}I∈I of V and the dual basis {e∨I′}I′∈I of V ∨. Then
{AII′} is the matrix expression of the vector part Aσ(N+1 ) of d̂π(σ,λ)∗(N+1 ) in the
following sense.
Lemma 4.8. Recall that Aσ : g −→ D(n+)⊗ End(V ∨) is defined by (3.8). Suppose
F (ζ) =
∑
I FI(ζ)e
∨
I ∈ Pol(n+)⊗ V ∨. Then Aσ(N+1 )F is given by
Aσ(N
+
1 )F =
∑
I∈I
(∑
I′∈I
AII′FI′
)
e∨I .
Proof. By (4.13), (e∨I′ ◦ dσ(Xℓm))(eI) = dσ(Xℓm)II′. By (3.9) and (2.3), we have
(Aσ(N
+
1 )F )(eI) = −
∑
I′∈I
∑
ℓ
∂
∂ζℓ
FI′(ζ)dσ(X1ℓ)II′ =
∑
I′∈I
AII′FI′.

Given ψ ∈ HomC(V,W ⊗ Pol(n+)), we write
ψ =
∑
I,J
ψIJe
∨
I ⊗ wJ ,
d̂π(σ,λ)∗(N
+
1 )ψ =
∑
I,J
MIJe
∨
I ⊗ wJ ,
for some polynomials ψIJ(ζ), MIJ(ζ) ∈ Pol(n+). Then the (I, J)-components MIJ
of d̂π(σ,λ)∗(N
+
1 )ψ can be computed from {ψIJ} by the following formula.
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Proposition 4.9. Let ψIJ andMIJ be the matrix coefficients of ψ and of d̂π(σ,λ∗)(N
+
1 )ψ
with respect to the basis {eI} of V and {wJ} of W . Then we have MIJ = M scalarIJ +
MvectIJ if we set
M scalarIJ =
(
λ
∂
∂ζ1
+ Eζ
∂
∂ζ1
− 1
2
ζ1∆Cn
)
ψIJ ,
MvectIJ =
∑
I′
AII′ψI′J ,
where AII′ is a vector field defined in (4.14). In particular, if ψ is of the form
ψ = (Ta−kgk)H(k)
with gk(t) ∈ Pola−k[t]even and H(k) =
∑
I,J H
(k)
IJ e
∨
I ⊗wj ∈ Hom(V,W ⊗Hk(Cn−1)) for
some 0 ≤ k ≤ a, then
M scalarIJ =
ζ1
Qn−1(ζ ′)
Ta−k
(
R
λ−n−1
2
a−k gk
)
H
(k)
IJ + (λ+ a− 1)(Ta−kgk)
∂H
(k)
IJ
∂ζ1
,
MvectIJ =
∑
I′
AII′(Ta−kgk)H
(k)
I′J
=
∑
I′
n∑
ℓ=1
dσ(Xℓ1)II′
∂
∂ζℓ
(
(Ta−kgk)H
(k)
I′J
)
.
Proof. Immediate from Lemmas 4.5 and 4.8. 
In Chapters 6 and 7, we shall address the matrix-valued differential equation (4.2)
in Proposition 4.1 for V =
∧
i(Cn) and W =
∧
j(Cn−1) by solving the system of
ordinary differential equations for {ψIJ}
M scalarIJ +M
vect
IJ = 0
for all the indices I and J of the bases of V and W , respectively.
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5. Application of finite-dimensional representation theory
In this chapter we prepare some results on finite-dimensional representations that
will be used in applying the general theory developed in Chapters 3 and 4 to sym-
metry breaking operators for differential forms.
For this, we construct an explicit basis of HomO(n−1)(V,W ⊗ Pol[ζ1, . . . , ζn]) for
V =
∧
i(Cn) and W =
∧
j(Cn−1) (see Proposition 5.17). The key ingredient of the
proof is to determine O(N)-invariant elements in the triple tensor product
∧
i(CN)⊗∧
j(CN)⊗Hk(CN), which is carried out in Section 5.4, see Lemma 5.6 and Proposition
5.7.
At the end of this chapter, we give a proof of the (easy) implication (i)⇒(iii) in
Theorem 2.8.
5.1. Signatures in index sets.
We fix some set theoretic notation. Given a set S, let |S| denote the cardinality
of elements in S. We denote by S \ T the relative complement of T in S for given
two sets S and T , that is, S \ T := {x ∈ S : x /∈ T}.
For k ∈ {1, . . . , N}, we set
(5.1) IN,k := {R ⊂ {1, . . . , N} : |R| = k}.
It is convenient to define IN,0 as IN,0 := {∅}.
Definition 5.1. For I ⊂ {1, · · · , N} and p, q ∈ N, we set
sgn(I; p) := (−1)|{r∈I: r<p}|,
sgn(I; p, q) := (−1)|{r∈I:min(p,q)<r<max(p,q)}|.
Here are some basic formulæ for sgn(I; p) and sgn(I; p, q).
Lemma 5.2. For I ⊂ {1, · · · , N} and p, q ∈ N, we have
(1) sgn(I; p) = sgn(I ∪ {p}; p);
(2) sgn(I; p, q) = sgn(I ∪ {p}; p, q) = sgn{I ∪ {q}; p, q);
(3) sgn(I; p)sgn(I; q)sgn(I; p, q) =
{
+1 if min(p, q) 6∈ I,
−1 if min(p, q) ∈ I;
(4) sgn(I ∪ {p}; q)sgn(I; p) + sgn(I ∪ {q}; p)sgn(I; q) = 0 for p, q /∈ I.
Proof. The proof is a straightforward computation. 
Note that, by Lemma 5.2 (2) and (3), for I ∈ IN,i with N ∈ I, the following
identity holds:
(5.2) sgn(I \ {N}; p) =
{
(−1)i−1sgn(I; p,N) if p /∈ I,
(−1)isgn(I; p,N) if p ∈ I.
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5.2. Action of O(N) on the exterior algebra
∧∗(CN). Let {e1, · · · , eN} be the
standard basis of CN . Given I = {i1, · · · , ik} ⊂ {1, · · · , N} with i1 < · · · < ik, we
form the standard basis {eI} of
∧
k(CN) by setting
eI := ei1 ∧ · · · ∧ eik .
The natural action σ of O(N) on CN induces the exterior representation on
∧
i(CN),
to be denoted by the same letter σ. Let Xpq = −Epq +Eqp ∈ o(N) (1 ≤ p 6= q ≤ N)
as in (2.1). The matrix coefficient dσ(Xpq)II′ = 〈dσ(Xpq)(eI), e∨I′〉 of the infinitesimal
representation dσ is given by
(5.3) dσ(Xpq)II′ =
 sgn(I; p, q) if I = J ∪ {p}, I
′ = J ∪ {q},
−sgn(I; p, q) if I = J ∪ {q}, I ′ = J ∪ {p},
0 otherwise,
where J := I ∩ I ′ in the first two cases.
Recall from Section 3.3 that, given a representation (σ, V ) of M ≃ O(n) × O(1)
and λ ∈ a∗, we denote by d̂π(σ,λ)∗ the algebraic Fourier transform of the Lie algebra
homomorphism dπ(σ,λ)∗ : g −→ D(n−) ⊗ End(V ∨). When σ =
∧
i(Cn) and σ|O(n) is
the exterior representation, we write simply d̂π(i,λ)∗ for d̂π(σ,λ)∗ , as it is independent
of the restriction of σ to the second factor O(1). Then the matrix components AII′
of the vector part of d̂π(i,λ)∗(N
+
1 ) (see Lemma 4.8) takes the following form:
Lemma 5.3. Let I, I ′ ∈ In,i. Then the (I, I ′)-component AII′ of the vector part of
d̂π(i,λ)∗(N
+
1 ) is given by the following vector field
AII′ =
{
sgn(I; ℓ) ∂
∂ζℓ
if (I \ I ′)∐(I ′ \ I) = {1, ℓ} (ℓ 6= 1),
0 otherwise.
Proof. We recall from (4.14) that AII′ =
∑n
ℓ=1 dσ(Xℓ1)II′
∂
∂xℓ
. Hence the lemma is
clear from (5.3). 
Example 5.4. With respect to the basis {dx2 ∧ dx3, dx1 ∧ dx3, dx1 ∧ dx2} of E2(R3)
as a C∞(R3)-module, the vector part of d̂π(i,λ)∗(N+1 ) with i = 2 acts on F =∑
1≤k<ℓ≤3 Fkℓdxk ∧ dxℓ ∈ E2(R3) ≃ C∞(R3)⊗ C3 byF23F13
F12
 7→
 0 ∂∂ζ2 − ∂∂ζ3− ∂
∂ζ2
0 0
∂
∂ζ3
0 0
F23F13
F12
 .
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5.3. Construction of intertwining operators. For V =
∧
i(CN) andW =
∧
j(CN),
we shall construct building blocks of O(N)-equivariant bilinear maps
B(k) :
∧
i(CN)×∧j(CN) −→ Pol[ζ1, · · · , ζN ],
as follows. Suppose j = i. For I, I ′ ∈ IN,i, we define C-bilinear maps B(0) and B(2)
by giving the images of the basis elements:
B(0)(eI , eI′) :=
{
1 if I = I ′,
0 otherwise.
(5.4)
B(2)(eI , eI′) :=

∑
ℓ∈I
ζ2ℓ if I = I
′,
sgn(J ; p, q) ζpζq if I = J ∪ {p}, I ′ = J ∪ {q}, p 6= q,
0 if |(I \ I ′)| > 1.
(5.5)
Suppose j = i− 1. For I ∈ IN,i and J ∈ IN,i−1, we set
(5.6) B(1)(eI , eJ) :=
{
sgn(J ; ℓ) ζℓ if I = J ∪ {ℓ},
0 if J 6⊂ I.
Lemma 5.5. The bilinear maps B(k) (k = 0, 1, 2) are O(N)-equivariant, namely,
B(k)(gv, gw)(gζ) = B(k)(v, w)(ζ)
for all g ∈ O(N), v ∈ V , w ∈ W , and ζ = (ζ1, . . . , ζN).
We could prove Lemma 5.5 directly by the formula (5.3), but we shall give an
alternative and simpler proof in Section 8.6 by using the symbol map for O(N)-
equivariant differential operators.
Since
∧
i(CN) is self-dual as an O(N)-module (cf. (8.4)), the bilinear forms B(k)
induce the following O(N)-equivariant linear maps
H
(k)
i→j :
∧
i(CN )→ ∧j(CN)⊗ Polk[ζ1, · · · , ζN ]
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given by
H
(0)
i→i(eI) :=
∑
I′∈IN,i
B(0)(eI , eI′)eI′ = eI ,(5.7)
H
(1)
i→i−1(eI) :=
∑
J∈IN,i−1
B(1)(eI , eJ)eJ =
∑
ℓ∈I
sgn(I; ℓ)eI\{ℓ}ζℓ,(5.8)
H
(1)
i−1→i(eJ) :=
∑
I∈IN,i
B(1)(eI , eJ)eI =
∑
ℓ 6∈J
sgn(J ; ℓ)eJ∪{ℓ}ζℓ,(5.9)
H
(2)
i→i(eI) :=
∑
I′∈IN,i
B(2)(eI , eI′)eI′(5.10)
= (
∑
ℓ∈I
ζ2ℓ )eI +
∑
q 6∈I
∑
p∈I
sgn(I; p, q)eI\{p}∪{q}ζpζq.
Then all the matrix coefficients of H
(k)
i→j are harmonic polynomials for the first
three cases, but not forH
(2)
i→i. In order to make the matrix coefficients to be harmonic
polynomials, we set
H˜
(k)
i→j := H
(k)
i→j if j − i = k = 0 or |j − i| = k = 1,
H˜
(2)
i→i := H
(2)
i→i −
i
N
QN(ζ)H
(0)
i→i.(5.11)
Then the matrix coefficients
(
H˜
(2)
i→i
)
II′
:=
〈
H˜
(2)
i→i(eI), e
∨
I′
〉
(I, I ′ ∈ IN,i) are given by
(
H˜
(2)
i→i
)
II′
=
 Q˜I(ζ) if I = I
′,
sgn(J ; p, q)ζpζq if I = J ∪ {p}, I ′ = J ∪ {q}with p 6= q,
0 otherwise,
where we set
(5.12) Q˜I(ζ) :=
∑
ℓ∈I
ζ2ℓ −
i
N
QN (ζ) for I ∈ IN,i.
Thus
(
H˜
(2)
i→i
)
II′
are harmonic polynomials for all I, I ′ ∈ IN,i. Hence we have defined
the linear maps
(5.13) H˜
(k)
i→j :
∧
i(CN) −→ ∧j(CN)⊗Hk(CN),
which are obviously O(N)-equivariant in all the cases. In the next section, we shall
prove that H˜
(k)
i→j exhaust all such O(N)-linear maps up to scalars, see Proposition
5.7 below.
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We need to be careful at the extremal places where the modified maps H˜
(k)
i→j may
vanish:
(5.14) H˜
(2)
0→0 = H˜
(2)
N→N = 0.
5.4. Application of finite-dimensional representation theory. In this section
we prove that the linear maps H˜
(k)
i→j introduced in (5.13) exhaust all nonzero O(N)-
homomorphisms
∧
i(CN) −→ ∧j(CN ) ⊗ Hk(CN) up to scalar multiplication. The
results will be used for actual calculations in solving the F-system, which yield all
differential symmetry breaking operators E i(Sn)u,δ −→ E j(Sn−1)v,ε, see Theorems
1.5-1.8. To be more precise, we prove the following.
Lemma 5.6. Let N ≥ 1. Then the following three conditions on (i, j, k) with 0 ≤
i, j ≤ N and k ∈ N are equivalent.
(i) HomO(N)
(∧i(CN),∧j(CN)⊗Hk(CN)) 6= {0},
(ii) dimC
(
HomO(N)
(∧
i(CN),
∧
j(CN)⊗Hk(CN))) = 1,
(iii) The triple (i, j, k) belongs to one of the following three cases :
(a) i = j and k = 0.
(b) i = j ∈ {1, 2, . . . , N − 1} and k = 2.
(c) |i− j| = k = 1.
We observe that nonzero O(N)-homomorphisms H˜
(k)
i→j were constructed in Section
5.3 for all the triples (i, j, k) appearing in (iii) of Lemma 5.6. Then the multiplicity-
free property ((ii) of Lemma 5.6) implies the following proposition.
Proposition 5.7. Suppose (i, j, k) satisfies one of (therefore all of) the equivalent
conditions in Lemma 5.6. Then, we have
HomO(N)
(∧
i(CN),
∧
j(CN)⊗Hk(CN)) = CH˜(k)i→j.
Remark 5.8. Since Pol(CN) ≃ C[QN ]⊗H(CN) as an O(N)-module (see (4.3)), any
O(N)-homomorphism from
∧
i(CN) to
∧
j(CN)⊗Pol(CN) can be written as a linear
combination of QℓNH˜
(k)
i→j (ℓ ∈ N, k ∈ {0, 1, 2}).
The rest of this section is devoted to the proof of Lemma 5.6. For this, we observe
that
∧
i(CN ) may be thought of as a U(N)-module, whereasHk(CN) is just an O(N)-
module. Then our strategy is to use the branching laws with respect to a chain of
subgroups
U(N) × U(N) ⊃ U(N) ⊃ O(N),
and the proof is divided into the following two steps.
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Step 1. Decompose
∧
i(CN) ⊗ ∧j(CN) into irreducible U(N)-modules, see Lemma
5.9.
Step 2. Consider the branching law U(N) ↓ O(N), and find the multiplicities of the
O(N)-module Hk(CN ) occurring in the irreducible U(N)-summands of the tensor
product representation in Step 1, see Lemma 5.10.
We fix some notations. We set
Λ+(N) := {λ = (λ1, . . . , λN) ∈ ZN : λ1 ≥ λ2 ≥ · · · ≥ λN ≥ 0}.
We write F (U(N), λ) for the irreducible finite-dimensional representation of U(N)
(or equivalently, the irreducible polynomial representation of GL(N,C)) with highest
weight λ. If λ is of the form (c1, · · · , c1︸ ︷︷ ︸
m1
, c2, · · · , c2︸ ︷︷ ︸
m2
, · · · , cℓ, · · · , cℓ︸ ︷︷ ︸
mℓ
, 0 · · · , 0), then we
also write λ = (cm11 , c
m2
2 , · · · , cmℓℓ ) as usual. For instance F (U(N), 1i) ≃
∧
i(CN). As
Step 1, we use the following lemma:
Lemma 5.9. We have the following isomorphisms of U(N)-modules.
∧
i(CN)⊗∧i(CN) ≃ i⊕
k=max(0,2i−N)
F (U(N), (2k, 12i−2k)),
∧i(CN)⊗∧i−1(CN) ≃ i−1⊕
k=max(0,2i−N−1)
F (U(N), (2k, 12i−2k−1)).
Proof. Both decompositions are given by the skew Pieri rule for the tensor product
of the exterior representations
∧
i(CN). 
As Step 2, we consider how each U(N)-irreducible summand in Lemma 5.9 de-
composes as an O(N)-module. This decomposition is not always multiplicity-free,
however, it turns out that the O(N)-irreducible module Hs(CN) (s ∈ N) occurs at
most once. To be precise, we have the following.
Lemma 5.10. Let N ≥ 2. Suppose s, k, ℓ ∈ N satisfy k+ ℓ ≤ N . Then the following
three conditions on (s, k, ℓ) are equivalent:
(i) HomO(N)
(
Hs(CN), F (U(N), (2k, 1ℓ))
∣∣∣
O(N)
)
6= {0},
(ii) dimHomO(N)
(
Hs(CN ), F (U(N), (2k, 1ℓ))
∣∣∣
O(N)
)
= 1,
(iii) (s, ℓ) = (0, 0) with 0 ≤ k ≤ N , (s, ℓ) = (1, 1) with 0 ≤ k ≤ N − 1, or
(s, ℓ) = (2, 0) with 1 ≤ k ≤ N .
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For the proof of Lemma 5.10, we need some combinatorics related to representa-
tions of U(N) and O(N).
We shall identify λ ∈ Λ+(N) with the corresponding Young diagram. For λ, ν, µ ∈
Λ+(N), we denote by cλνµ ∈ N the Littlewood–Richardson coefficient, namely, the
structure constant for the product in the C-algebra of symmetric functions with
respect to the basis of Schur functions
sνsµ =
∑
λ
cλνµsλ.
We note that cλνµ 6= 0 only if ν ⊂ λ and µ ⊂ λ, namely, νj ≤ λj and µj ≤ λj for
all j (1 ≤ j ≤ N). The Littlewood–Richardson coefficient cλνµ has a combinatorial
description in several ways such as
cλνµ = |{tableau T on skew diagram λ \ ν: weight(T ) = µ, word(T ) is a lattice permutation}| ,
where we recall:
• λ \ ν is the skew diagram obtained by removing all the boxes of ν from the
diagram λ with the same top-left corner;
• a tableau T is a filling of the boxes of a skew diagram with positive integers,
weakly increasing in rows and strictly decreasing in columns;
• weight(T ) is a vector such that i-th component equals the times of occurrences
of the positive integer i in the tableau T ;
• word(T ) is a sequence of positive integers in T when we read from right to
left in successive rows, starting with the top row;
• A sequence a1, . . . , aN of positive integers is said to be a lattice permutation
if |{1 ≤ k ≤ r : ak = i}| is a weakly decreasing function of i ∈ N for every r
(1 ≤ r ≤ N).
We introduce the following map
(5.15) Λ+(N)× Λ+(N) −→ Z[Λ+(N)], (λ, ν) 7→ λ/ν :=
⊕
µ∈Λ+(N)
cλνµµ,
where Z[S] denotes the free Z-module generated by elements of a set S.
If the skew diagram λ \ ν is a Young diagram, namely, if νj = λj (1 ≤ j ≤ k)
and νj = 0 (k + 1 ≤ j ≤ N) for some k, then it is readily seen from the above
combinatorial description that
(5.16) cλνµ =
{
1 if µ = λ \ ν,
0 if µ 6= λ \ ν.
Thus, λ/ν = λ \ ν if λ \ ν is a Young diagram.
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We define two subsets of Λ+(N) by
Λ+(N)even := {λ ∈ Λ+(N) : λj ∈ 2Z for 1 ≤ j ≤ N},
Λ+(N)BD := {λ ∈ Λ+(N) : λ′1 + λ′2 ≤ N},
where λ′1 := max{i : λi ≥ 1} and λ′2 := max{i : λ2 ≥ 2} for λ = (λ1, . . . , λN) ∈
Λ+(N). Then λ′1 is nothing but the maximal column length, denoted also by ℓ(λ).
It is readily seen that Λ+(N)BD consists of elements of the following two types:
Type I: (a1, · · · , ak, 0, · · · , 0︸ ︷︷ ︸
N−k
),
Type II: (a1, · · · , ak, 1, · · · , 1︸ ︷︷ ︸
N−2k
, 0, · · · , 0︸ ︷︷ ︸
k
),
with a1 ≥ a2 ≥ · · · ≥ ak > 0 and 0 ≤ k ≤
[
N
2
]
.
FollowingWeyl ([27, Chap. V, Sect. 7]), we parametrize the set Ô(N) of equivalence
classes of irreducible representations of O(N) as
(5.17) Λ+(N)BD
∼−→ Ô(N), λ 7→ [λ],
where [λ] is the O(N)-irreducible summand of F (U(N), λ) which contains the highest
weight vector.
Example 5.11. Hs(CN) = [s] (s ∈ N), and ∧ℓ(CN) = [1ℓ] (0 ≤ ℓ ≤ N).
Moreover, Types I and II are related by the following O(N)-isomorphism:
(5.18) [(a1, · · · , ak, 1, · · · , 1, 0, · · · , 0)] = det⊗[(a1, · · · , ak, 0, · · · , 0)].
The restriction of the O(N)-module [(a1, . . . , ak, 0, . . . , 0)] to the subgroup SO(N) is
reducible if and only if N = 2k. In this case we have:
[(a1, · · · , ak, 0, · · · , 0)]|SO(N) = F (SO(N), (a1, · · · , ak))⊕F (SO(N), (a1, · · · , ak−1,−ak)).
For λ /∈ Λ+(N)BD, we apply the O(N)-modification rule which is a map
(5.19) Λ+(N) \ Λ+(N)BD −→ Z[Ô(N)], λ 7→ [λ]
constructed as follows (see [12, Sect. 3], [23]). If ℓ(λ) ≥ [N
2
]
then we define λ˜ to be
the removal of a continuous boundary hook of length h := 2ℓ(λ)−N and row length
x, starting in the first column of the Young diagram associated to λ. We set [λ] := 0
if λ˜ is not a Young diagram; [λ] := (−1)x det⊗[λ˜] if λ˜ ∈ Λ+(N)BD. Otherwise, we
repeat this procedure to λ˜ ∈ Λ+(N) \ Λ+(N)BD.
We note that Λ+(N)BD contains elements λ with ℓ(λ) ≥
[
N
2
]
, namely, elements
of Type II. The O(N)-modification rule also applies to these elements, and yields
the isomorphism (5.18). In fact, suppose λ ∈ Λ+(N)BD is of Type II, say λ =
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(a1, . . . , ak, 1, . . . , 1, 0, . . . , 0). In this case, ℓ(λ) = n− k (≥
[
n
2
]
), h = 2(n− k)− n =
n − 2k and x = 0, and thus λ˜ = (a1, . . . , ak, 0, . . . , 0). Thus the O(N)-modification
rule in this special case gives rise to the isomorphism (5.18).
Combining (5.17) and (5.19), we get a Z-linear map
(5.20) Z[Λ+(N)] −→ Z[Ô(N)], λ 7→ [λ].
For λ ∈ Λ+(N), the representation F (U(N), λ) decomposes as an O(N)-module
in accordance with the O(N)-modification rule applied to the universal character
formula [12], [23]:
(5.21) F (U(N), λ)|O(N) ≃
⊕
ν∈∧+(N)even
[λ/ν],
where λ/ν is defined in (5.15) as an element of Z[Λ+(N)]. For the proof of Lemma
5.10, we use the following two claims.
Claim 5.12. Suppose λ = (2k, 1ℓ) ∈ Λ+(N) and ν ∈ Λ+(N)even with ν ⊂ λ. Then ν
is of the form ν = (2k−r) for some 0 ≤ r ≤ k and λ/ν = (2r, 1k).
Proof of Claim 5.12. The first assertion is clear because ν ⊂ (2k, 1ℓ) and ν ∈ Λ+(N)even.
Then, the skew diagram λ \ ν is actually a Young diagram (2r, 1k), and therefore,
the claim follows from (5.16). 
We write prH : Z[Ô(N)] −→ Z[{Hs(CN) : s ∈ N}] for the canonical projection.
Claim 5.13. Suppose λ = (2r, 1ℓ) ∈ Λ+(N). Then we have
prH([λ]) =
{
H2r+ℓ(CN ) if (r, ℓ) = (0, 0), (0, 1), or (1, 0),
0 otherwise.
Proof of Claim 5.13. The assertion is obvious from the bijection (5.17) if λ ∈ Λ+(N)BD.
What remains to prove is prH([λ]) = 0 for λ /∈ Λ+(N)BD. First of all, we see from
the O(N)-modification rule (5.19) that the Hs(CN)-component of [λ] is nonzero
only if s ∈ {0, 1, 2} corresponding to ∅, or . Further, s = |λ| − h and
h = 2(r + ℓ)−N (> 0). Hence ℓ = N − s.
For s = 0, we have ℓ = N , and therefore, the only possible form of λ is λ = (1N).
Hence the corresponding O(N)-representation is [λ] = det 6≃ 1 .
For s = 1, we have ℓ = N−1, and therefore, the only possible forms of λ are either
(1N−1) with N ≥ 3 or (21, 1N−1). Then [λ] ≃ det⊗H1(CN) or {0}, respectively, by
the O(N)-modification rule (5.19). Thus prH([λ]) = 0 in either case.
For s = 2, we have ℓ = N − 2, and therefore, the only possible forms of λ
are either λ = (21, 1N−2) with N ≥ 3 or (22, 1N−2). Then [λ] = det⊗H2(CN) or
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− det⊗H2(CN), respectively, again by the O(N)-modification rule (5.19). Hence,
we have prH([λ]) = 0 in either case. Thus the claim is shown. 
We are ready to complete the proof of Lemma 5.10.
Proof of Lemma 5.10. By the branching law (5.21) for the restriction U(N) ↓ O(N),
we have from Claim 5.12
F (U(N), (2k, 1ℓ))|O(N) ≃
k⊕
r=0
[(2r, 1ℓ)].
Therefore
prH(F (U(N), (2
k, 1ℓ))|O(N)) =

H0(CN) (k, ℓ) = (0, 0),
H1(CN) ℓ = 1, k ≥ 0,
H0(CN)⊕H2(CN ) ℓ = 0, k ≥ 1,
0 otherwise.
Thus the lemma is proved. 
5.5. Classification of HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗Hk(Cn−1)). We recall that
the group O(n− 1) acts on n+ ≃ Cn stabilizing the last coordinate ζn, and thus acts
also on n′+ = n+ ∩ {ζn = 0} ≃ Cn−1, and thus we have an isomorphism Pol(n+) ≃
Pol[ζ1, . . . , ζn−1] ⊗ Pol[ζn] as an O(n − 1)-module. In this section we determine ex-
plicitly HomO(n−1)
(
V |O(n−1),W ⊗H(Cn−1)
)
for the O(n)-module V =
∧
i(Cn) and
the O(n− 1)-module W = ∧j(Cn−1). The results will play a basic role in the classi-
fication of all differential symmetry breaking operators E i(Sn)u,δ −→ E j(Sn−1)v,ε.
The main result of this section is the following:
Proposition 5.14. Let n ≥ 2. Suppose that 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1, and k ∈ N.
Then the following three conditions on (i, j, k) are equivalent.
(i) HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗Hk(Cn−1)) 6= {0}.
(ii) dimHomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗Hk(Cn−1)) = 1.
(iii) The triple (i, j, k) belongs to one of the following cases:
Case 1: j = i− 2 (2 ≤ i ≤ n), k = 1,
Case 2: j = i− 1
2-a: i = 1, k = 0, 1,
2-b: 2 ≤ i ≤ n− 1, k = 0, 1, 2,
2-c: i = n, k = 0,
Case 3: j = i:
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3-a: i = 0, k = 0,
3-b: 1 ≤ i ≤ n− 2, k = 0, 1, 2,
3-c: i = n− 1, k = 0, 1,
Case 4: j = i+ 1 (0 ≤ i ≤ n− 2), k = 1.
Explicit generator h
(k)
i→j in HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗Hk(Cn−1)) will be given
in (5.24)–(5.27) below. We begin with the following elementary lemma:
Lemma 5.15. As an O(n− 1,C)-module, V = ∧i(Cn) decomposes as∧
i(Cn) =
∧
i(Cn−1)⊕∧i−1(Cn−1).
The spaces
∧
i(Cn−1) and
∧
i−1(Cn−1) have bases {eI : I ∈ In−1,i} and {eI : I ∈
In−1,i−1}, respectively. We normalize the first and the second projections by
pri→i(eI) :=
{
eI if n /∈ I,
0 if n ∈ I,(5.22)
pri→i−1(eI) :=
{
0 if n /∈ I,
(−1)i−1eI\{n} if n ∈ I.
(5.23)
The signature of pri→i−1 is taken in a way that it fits with the interior multiplication
ι ∂
∂xn
for differential forms (see (8.18)).
Proof of Proposition 5.14. By Lemma 5.15, the proof reduces to Lemma 5.6 with
N = n− 1. In fact, explicit generator h(k)i→j is given as follows:
Case j = i− 2: h(1)i→i−2 := H˜(1)i−1→i−2 ◦ pri→i−1.
(5.24)
Case j = i− 1: h(k)i→i−1 := H˜(k)i−1→i−1 ◦ pri→i−1 (k = 0, 2), h(1)i→i−1 := H˜(1)i→i−1 ◦ pri→i.
(5.25)
Case j = i: h
(k)
i→i := H˜
(k)
i→i ◦ pri→i (k = 0, 2), h(1)i→i := H˜(1)i−1→i ◦ pri→i−1.
(5.26)
Case j = i+ 1: h
(1)
i→i+1 := H˜
(1)
i→i+1 ◦ pri→i.
(5.27)
Here we have applied (5.13) to N = n− 1 for H˜(k)i→j in the above formula.
We see from (5.14) that some of these operators vanish, namely,
(5.28) h
(2)
1→0 = 0, h
(1)
n→n−1 = h
(2)
n→n−1 = 0, h
(1)
0→0 = h
(2)
0→0 = 0, h
(2)
n−1→n−1 = 0,
and that h
(k)
i→j 6= 0 as far as (i, j, k) satisfies the condition (iii) in Proposition 5.14.
Hence we have shown Proposition 5.14. 
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We shall use the basis h
(k)
i→i−1 in Chapter 6, and h
(1)
i→i+1 in Chapter 7, respectively.
For later purpose, we give explicit formulæ of h
(k)
i→j (eI) for I ∈ In,i in Table 5.1.
The proof is immediate from (5.7)-(5.11) and the definitions (5.22)–(5.27). Here we
recall from (5.12) that Q˜J(ζ
′) =
∑
ℓ∈J ζ
2
ℓ − in−1Qn−1(ζ ′) for ζ ′ = (ζ1, . . . , ζn−1) and
J ∈ In−1,i.
Table 5.1. Formulæ of h
(k)
i→j (eI) for I ∈ In,i
n /∈ I n ∈ I
h
(0)
i→i−1 (eI) 0 (−1)i−1eI\{n}
h
(0)
i→i (eI) eI 0
h
(1)
i→i−2 (eI) 0 −
∑
ℓ∈I\{n}
sgn(I; ℓ, n)eI\{ℓ,n}ζℓ
h
(1)
i→i−1 (eI)
∑
ℓ∈I
sgn(I; ℓ)eI\{ℓ}ζℓ 0
h
(1)
i→i (eI) 0
∑
ℓ/∈I
sgn(I; ℓ, n)eI\{n}∪{ℓ}ζℓ
h
(1)
i→i+1 (eI)
∑
ℓ/∈I
ℓ 6=n
sgn(I; ℓ)eI∪{ℓ}ζℓ 0
h
(2)
i→i−1 (eI) =

0 if n /∈ I,
(−1)i−1
Q˜I\{n}(ζ ′)eI\{n} + ∑
p∈I\{n}
∑
q /∈I
sgn (I; p, q) ζpζqeI\{p,n}∪{q}
 if n ∈ I.
h
(2)
i→i (eI) =

Q˜I (ζ
′) eI +
∑
p∈I
∑
q /∈I
q 6=n
sgn(I; p, q)ζpζqeI\{p}∪{q} if n /∈ I,
0 if n ∈ I.
5.6. Descriptions of HomO(n−1)(
∧
i(Cn),
∧
j(Cn−1)⊗ Pol[ζ1, . . . , ζn]).
It follows from Lemma 4.2 and Proposition 5.14 that the spaces HomO(n−1)(V,W⊗
Pol(n+)) are determined explicitly for (V,W ) = (
∧
i(Cn),
∧
j(Cn−1)) as follows:
Proposition 5.16. Let n ≥ 2, 0 ≤ i ≤ n, and 0 ≤ j ≤ n − 1. Then the following
two conditions on (i, j) are equivalent:
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(i) HomO(n−1) (
∧
i(Cn),
∧
j(Cn−1)⊗ Pol[ζ1, . . . , ζn]) 6= {0}.
(ii) j ∈ {i− 2, i− 1, i, i+ 1}.
Proposition 5.17. Let n ≥ 2. Suppose that 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1, and a ∈ N.
Then HomO(n−1) (
∧
i(Cn),
∧
j(Cn−1)⊗ Pola[ζ1, . . . , ζn]) is equal to
{(Ta−1g)h(1)i→i−2 : g ∈ Pola−1[t]even} if j = i− 2,
C -span
{
(Ta−kgk)h
(k)
i→i−1 : gk ∈ Pola−k[t]even
}
if j = i− 1,
C -span
{
(Ta−kgk)h
(k)
i→i : gk ∈ Pola−k[t]even
}
if j = i,{
(Ta−1g)h
(1)
i→i+1 : g ∈ Pola−1[t]even
}
if j = i+ 1,
{0} otherwise.
Here we regard Pol−1[t]even = {0}. We also regard
h
(k)
i→i−1 = 0 when (i, k) = (1, 2), (n, 1), or (n, 2),(5.29)
h
(k)
i→i = 0 when (i, k) = (0, 1), (0, 2), or (n− 1, 2).(5.30)
We note that when j = i, i− 1, we have k ≤ min{2, a}.
5.7. Proof of the implication (i)⇒(iii) in Theorem 2.8. In this section, we
give a proof of the implication (i) ⇒ (iii) in Theorem 2.8.
We recall that characters of A are parametrized by C via the normalization (2.6).
For 0 ≤ i ≤ n, α ∈ Z/2Z, and λ ∈ C, we denote by σ(i)λ,α the outer tensor product
representation
∧
i(Cn)⊠(−1)α⊠Cλ of the Levi subgroup L = MA ≃ O(n)×O(1)×R
on the i-th exterior tensor space
∧
i(Cn). Similarly, τ (j)ν,β (0 ≤ j ≤ n − 1, ν ∈ C,
β ∈ Z/2Z) stands for the outer tensor product representation ∧j(Cn−1)⊠(−1)β⊠Cν
of the Levi subgroup L′ = M ′A ≃ O(n− 1)×O(1)× R.
Lemma 5.18. Suppose that n ≥ 2. Let 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1, λ, ν ∈ C,
α, β ∈ Z/2Z and a ∈ N. Then the following two conditions on (i, j, λ, ν, α, β, a) are
equivalent:
(i) HomL′
(
σ
(i)
λ,α|L′, τ (j)ν,β ⊗ Pola(n+)
)
6= {0}.
(ii) j ∈ {i− 2, i− 1, i, i+ 1}, ν − λ = a, and β − α ≡ amod2.
Moreover, a ≥ 1 when j = i− 2 or i+ 1.
Proof. First of all, we consider the actions of the second and third factors of L′ ≃
O(n− 1)× O(1)× R. Since etH0 ∈ A and −1 ∈ O(1) act on n+ ≃ Cn as the scalars
et and −1, respectively,
HomO(1)×A
(
σ
(i)
λ,α, τ
(j)
ν,β ⊗ Pola(n+)
)
6= {0}
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if and only if
ν = λ+ a and β ≡ α + amod2.
Then the proof of the lemma reduces to Proposition 5.17 for the action of the first
factor O(n− 1) of L′. 
We recall from Section 2.1 that I(i, λ)α and J(j, ν)β are (unnormalized) principal
series representations of G and G′, respectively. By the F-method summarized in
Fact 3.3, we have a natural bijection
(5.31) DiffG′(I(i, λ)α, J(j, ν)β) ≃ Sol(n+; σ(i)λ,α, τ (j)ν,β),
where we recall from (3.5)
Sol(n+; σ
(i)
λ,α, τ
(j)
ν,β) = {ψ ∈ HomL′(σ(i)λ,α|L′ , τ (j)ν,β⊗Pol(n+)) : d̂π(i,λ)∗(C)ψ = 0 for all C ∈ n′+}.
Proposition 5.19. Suppose 0 ≤ i ≤ n, 0 ≤ j ≤ n− 1, λ, ν ∈ C, and α, β ∈ Z/2Z.
Then,
(1) DiffG′(I(i, λ)α, J(j, ν)β) 6= {0} only if
(5.32) j ∈ {i− 2, i− 1, i, i+ 1}, ν − λ ∈ N, and β − α ≡ ν − λmod2.
(2) Suppose (5.32) is satisfied. Then,
Sol(n+; σ
(i)
λ,α, τ
(j)
ν,β) =
{
ψ ∈ HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗ Polν−λ(n+)
)
: d̂π(i,λ)∗(N
+
1 )ψ = 0
}
.
Proof. (1) The first assertion is a direct consequence of (5.31) and Lemma 5.18.
(2) Suppose (5.32) is fulfilled. Then, it follows from the proof of Lemma 5.18 that
HomL′
(
σ
(i)
λ,α|L′, τ (j)ν,β ⊗ Pol(n+)
)
≃ HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗ Polν−λ(n+)
)
.
Hence the second statement follows. 
Owing to Proposition 5.17 and Proposition 5.19 (2), the F-system for Sol(n+; σ
(i)
λ,α, τ
(j)
ν,β)
boils down to a system of ordinary differential equations of gj(t) (j = 0, 1, 2). We shall
find explicitly the polynomials gj(t), and determine Sol
(
n+; σ
(i)
λ,α, τ
(j)
ν,β
)
for j = i− 1
in Chapter 6, and for j = i+ 1 in Chapter 7.
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6. F-system for symmetry breaking operators (j = i− 1, i case)
As we discussed in the previous chapter, the F-method (see Fact 3.3) establishes
a natural bijection (5.31) between the space DiffG′ (I(i, λ)α, J(j, ν)β) of differential
symmetry breaking operators and the space Sol
(
n+; σ
(i)
λ,α, τ
(j)
ν,β
)
of HomC (
∧
i(Cn),
∧
j(Cn−1))-
valued polynomial solutions to the F-system.
In this chapter, we study the F-system in detail for j = i− 1. The case j = i+ 1
will be investigated in the next chapter. Via the duality theorem (see Theorem
2.7), the cases j = i, i − 2 are understood as the dual to the cases j = i − 1, i + 1,
respectively. The results of this chapter (j = i− 1 case) are summarized as follows.
We recall from (5.25) that h
(k)
i→i−1 :
∧
i(Cn) −→ ∧i−1(Cn−1)⊗Hk(Cn−1) are O(n−1)-
homomorphisms for k = 0, 1, and 2. Let C˜µℓ (t) be the renormalized Gegenbauer
polynomial (see (14.3)).
Theorem 6.1. Let n ≥ 3. Suppose 1 ≤ i ≤ n, λ, ν ∈ C and α, β ∈ Z/2Z. Let σ(i)λ,α,
τ
(i−1)
ν,β be the outer tensor product representations of L = MA ≃ O(n) × O(1) × R,
L′ = M ′A ≃ O(n−1)×O(1)×R on ∧i(Cn)⊠(−1)α⊠Cλ, ∧i−1(Cn−1)⊠(−1)β⊠Cν ,
respectively. Then
(6.1)
Sol
(
n+; σ
(i)
λ,α, τ
(i−1)
ν,β
)
=
C
2∑
k=0
(Tν−λ−kgk) h
(k)
i→i−1 if ν − λ ∈ N and β − α ≡ ν − λ mod 2,
{0} otherwise.
From now, we assume a := ν − λ ∈ N and β − α ≡ a mod 2. We consider the
following polynomials:
e−
π
√−1
2 B t C˜
λ−n−3
2
a−1
(
e
π
√−1
2 t
)
+ C C˜
λ−n−3
2
a−2
(
e
π
√−1
2 t
)
,(6.2)
e−
π
√−1
2 AC˜
λ−n−3
2
a−1
(
e
π
√−1
2 t
)
,(6.3)
C˜
λ−n−3
2
a−2
(
e
π
√−1
2 t
)
,(6.4)
where
A = γ(λ− n− 1
2
, a), B = A
(
1 +
λ− n + i
a
)
, C =
λ− n+ i
a
+
i− 1
n− 1
with γ (µ, a) = 1 (a : odd); = µ + a
2
(a : even) (see (1.3)). Then the polynomials
gk(t) (k = 0, 1, 2) are given as follows.
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(1) i = 1, a ≥ 1 : (g0(t), g1(t), g2(t)) = ((6.2), (6.3), 0);
(2) 2 ≤ i ≤ n− 1, a ≥ 1 : (g0(t), g1(t), g2(t)) = ((6.2), (6.3), (6.4));
(3) i = n, a ≥ 1 : (g0(t), g1(t), g2(t)) =
(
C˜
λ−n−3
2
a
(
e
π
√−1
2 t
)
, 0, 0
)
;
(4) 1 ≤ i ≤ n, a = 0 : (g0(t), g1(t), g2(t)) = (1, 0, 0).
Remark 6.2. The exceptional cases (3) and (4) in Theorem 6.1 are closely related to
the vanishing conditions of the family of the symmetry breaking operators Di→i−1u,a
given in Proposition 1.4. As we introduced the renormalized operator D˜i→i−1u,a in
(1.9), we separated (3) and (4) from the others. The relationship will be clarified
in Section 10.1 where we explain how the triple (g0, g1, g2) of polynomials gives rise
to the differential symmetry breaking operator D˜i→i−1u,a (= C˜i,i−1λ,ν ) from E i(Rn) to
E i−1(Rn−1) as stated in Theorem 2.9.
The proof of Theorem 6.1 is divided into two parts:
• to reduce a system of partial differential equations (F-system) to a system of
ordinary differential equations on gk(t) (k = 0, 1, 2) (see Theorem 6.5).
• to find explicit polynomial solutions {gk(t)} to the latter system (see Theorem
6.7).
In the next section we first complete the proof of Theorem 2.8 for j = i− 1, i by
admitting Theorem 6.1.
6.1. Proof of Theorem 2.8 for j = i−1, i. In this section, we prove that Theorem
6.1 determines the dimension of the space of differential symmetry breaking operators
from principal series representations I(i, λ)α of G = O(n + 1, 1) to J(j, ν)β of G
′ =
O(n, 1) when j = i− 1, i. The following two theorems correspond to Theorem 2.8 in
the cases j = i− 1 and i, respectively.
Theorem 6.3 (j = i − 1 case). Let n ≥ 3. Suppose 1 ≤ i ≤ n, λ, ν ∈ C, and
α, β ∈ Z/2Z. Then the following three conditions on (i, λ, ν, α, β) are equivalent:
(i) DiffG′ (I(i, λ)α, J(i− 1, ν)β) 6= {0}.
(ii) dimDiffG′ (I(i, λ)α, J(i− 1, ν)β) = 1.
(iii) ν − λ ∈ N, α− β ≡ ν − λ mod 2.
Theorem 6.4 (j = i case). Let n ≥ 3. Suppose 0 ≤ i ≤ n − 1, λ, ν ∈ C and
α, β ∈ Z/2Z. Then the following three conditions on (i, λ, ν, α, β) are equivalent:
(i) DiffG′ (I(i, λ)α, J(i, ν)β) 6= {0}.
(ii) dimDiffG′ (I(i, λ)α, J(i, ν)β) = 1.
(iii) ν − λ ∈ N, α− β ≡ ν − λ mod 2.
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Proof of Theorem 6.3. By the general theory of the F-method (see (5.31)), we have
the vector space isomorphism (5.31). Thus the equivalence will follow if we show
that the solutions in Theorem 6.1 are nonzero when the condition (iii) is satisfied.
For this, we observe that we renormalized the Gegenbauer polynomial in a way
that C˜αℓ (t) is nonzero for all α ∈ C and ℓ ∈ N (see Section 14.1). We also know
that h
(k)
i→i−1 6= 0 except for the cases (i, k) = (1, 2), (n, 1), or (n, 2) (see (5.29)).
Moreover, for each i (1 ≤ i ≤ n), these nonzero maps h(k)i→i−1 (k = 0, 1, 2) are linearly
independent by Proposition 5.14. Hence the solutions constructed in Theorem 6.1
are nonzero by the decomposition (4.3). Now the desired statement is proved. 
For the proof of Theorem 6.4, we use the duality theorem for symmetry breaking
operators (Theorem 2.7) instead of solving the F-system.
Proof of Theorem 6.4. It follows from Theorem 2.7 that we have a natural bijection
DiffG′ (I(i, λ)α, J(i, ν)β) ≃ DiffG′
(
I
(˜
i, λ
)
α
, J
(˜
i− 1, ν)
β
)
,
where i˜ := n − i. Then it is easy to see that (˜i, λ, ν, α, β) satisfies the condition
(iii) in Theorem 6.3 if and only if (i, λ, ν, α, β) satisfies (iii) in Theorem 6.4. Hence
Theorem 6.4 is deduced from Theorem 6.3. 
6.2. Reduction theorem. We begin by stating the main theorem of the rest of this
chapter. Recall from Section 4.4 that, for µ ∈ C and ℓ ∈ N, Rµℓ denotes the following
differential operator
Rµℓ = −
1
2
(
(1 + t2)
d2
dt2
+ (1 + 2µ)t
d
dt
− ℓ(ℓ+ 2µ)
)
,
equivalently,
(6.5) Rµℓ = −
1
2t2
(
(1 + t2)ϑ2t − (1− 2µt2)ϑt − ℓ(ℓ+ 2µ)t2
)
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with ϑt := t
d
dt
. For polynomials gj(t) (j = 0, 1, 2) of one variable t, we then define
other polynomials Lr(g0, g1, g2)(t) of the same variable t (r = 1, 2, . . . , 7) as follows:
L1(g0, g1, g2) := R
λ−n−3
2
a−2 g2,(6.6)
L2(g0, g1, g2) := R
λ−n−3
2
a−1 g1,(6.7)
L3(g0, g1, g2) := (a− 1− ϑt)g1 − dg2
dt
,(6.8)
L4(g0, g1, g2) := (ϑt + 2λ+ a− n+ 1)g2 − dg1
dt
,(6.9)
L5(g0, g1, g2) :=
dg0
dt
+
n− i
n− 1
dg2
dt
− (a+ λ− n+ i)g1,(6.10)
L6(g0, g1, g2) := (λ− n+ i+ a− n− i
n− 1(a− ϑt))g2 − (a− ϑt)g0,(6.11)
L7(g0, g1, g2) := R
λ−n−1
2
a g0 +
n− i
n− 1
dg1
dt
.(6.12)
For later convenience we also set L8(g0, g1, g2) := L6(g0, g1, g2) − tL5(g0, g1, g2),
L9(g0, g1, g2) :=
n−i
n−1L3(g0, g1, g2) + L5(g0, g1, g2), namely,
L8(g0, g1, g2) =
(
λ− n+ i+ a(i− 1)
n− 1
)
g2(t) + (a+ λ− n+ i)tg1(t)− ag0(t),
(6.13)
L9(g0, g1, g2) =
dg0
dt
+
(
i− 1
n− 1(ϑt − n− a + 2)− (ϑt + λ− n + 2)
)
g1.
Note that L1(g0, g1, g2), . . . , L4(g0, g1, g2) are independent of g0. Likewise, L2(g0, g1, g2),
L7(g0, g1, g2), and L9(g0, g1, g2) are independent of g2.
By Proposition 5.17 , any element ψ ∈ HomO(n−1) (
∧
i(Cn),
∧
i−1(Cn−1)⊗ Pola[ζ1, . . . , ζn])
is of the form
ψ =

∑1
k=0(Ta−kgk)h
(k)
1→0 (i = 1),∑2
k=0(Ta−kgk)h
(k)
i→i−1 (2 ≤ i ≤ n− 1),
(Tag0)h
(0)
n→n−1 (i = n),
for some polynomials gk(t) ∈ Pola−k[t]even (k = 0, 1, 2), where Ta−kgk ∈ Pola−k[ζ1, . . . , ζn]
are given as in (4.4). For i = 1 or n, we may also write as ψ =
∑2
k=0(Ta−kgk)h
(k)
i→i−1
with g2 = 0 for i = 1 and g1 = g2 = 0 for i = n. In what follows, we understand
(6.14)
g1 = g2 = 0 for a = 0; g2 = 0 for a = 1; g2 = 0 for i = 1; g1 = g2 = 0 for i = n.
Theorem 6.1 can be separated into Theorem 6.5 (finding equations) and Theorem
6.7 (finding solutions) below.
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Theorem 6.5. Let n ≥ 3 and 1 ≤ i ≤ n. Then, for ψ = ∑2k=0(Ta−kgk)h(k)i→i−1, the
following hold.
(1) Suppose i = 1. The following two conditions on g0, g1 are equivalent:
(i) ψ satisfies d̂π(1,λ)∗(C)ψ = 0 for all C ∈ n′+.
(ii) Lr(g0, g1, 0) = 0 for r = 2, 7, 9.
(2) Suppose 2 ≤ i ≤ n− 1. The following two conditions on g0, g1, g2 are equiva-
lent:
(i) ψ satisfies d̂π(i,λ)∗(C)ψ = 0 for all C ∈ n′+.
(ii) Lr(g0, g1, g2) = 0 for all r = 1, . . . , 7.
(3) Suppose i = n. The following two conditions on g0 are equivalent:
(i) ψ satisfies d̂π(n,λ)∗(C)ψ = 0 for all C ∈ n′+.
(ii) L7(g0, 0, 0) = 0.
Remark 6.6. For i = n, the equation L7(g0, 0, 0) = 0 amounts to the imaginary
Gegenbauer differential equation R
λ−n−1
2
a g0 = 0.
Theorem 6.7. Let n ≥ 3 and 1 ≤ i ≤ n. Suppose gk(t) ∈ Pola−k[t]even (k = 0, 1, 2)
with the convention (6.14). Then, up to scalar multiple, the solution (g0, g1, g2) of
the F-system Lr(g0, g1, 0) = 0 for r = 2, 7, 9 when i = 1; Lr(g0, g1, g2) = 0 for
r = 1, . . . , 7 when 2 ≤ i ≤ n − 1; Lr(g0, 0, 0) = 0 for r = 7 when i = n, is given as
follows:
(1) i = 1, a ≥ 1 : (g0, g1, g2) = ((6.2), (6.3), 0);
(2) 2 ≤ i ≤ n− 1, a ≥ 1 : (g0, g1, g2) = ((6.2), (6.3), (6.4));
(3) i = n, a ≥ 1 : (g0, g1, g2) =
(
C˜
λ−n−1
2
a
(
e
π
√−1
2 t
)
, 0, 0
)
;
(4) 1 ≤ i ≤ n, a = 0 : (g0, g1, g2) = (1, 0, 0).
Remark 6.8. The formula (3) for a = 0 coincides with the formula (4) for i = n
because C˜µ0 (t) = 1.
The proof of Theorem 6.7 will be given in Section 14.5 by using some basic proper-
ties of the Gegenbauer polynomials that are summarized in Appendix. Alternatively,
the theorem could also be shown by solving directly the F-system Lr(g0, g1, g2) = 0
(r = 1 . . . , 7) with the following remark.
Remark 6.9. Let a ≥ 3 and assume that (g0, g1, g2) satisfies Lr(g0, g1, g2) = 0 for
r = 1, 2, 3. Then the following two conditions on the triple (g0, g1, g2) are equivalent:
(i) Lr(g0, g1, g2) = 0 for r = 4, 5, 6, 7.
(ii) L8(g0, g1, g2) = 0.
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The rest of this chapter is devoted to proving Theorem 6.5. Since the argument
requires a number of lemmas and propositions, we separate it into a few steps as
follows. Let N+1 be the element of the nilpotent Lie algebra n
′
+ defined in (2.2).
Step 1. Reduce the condition d̂π(i,λ)∗(C)ψ = 0 for all C ∈ n′+ to d̂π(i,λ)∗(N+1 )ψ = 0.
Step 2. Consider the equation d̂π(i,λ)∗(N
+
1 )ψ = 0 in terms of matrix coefficients MIJ .
Step 3. Reduce the number of cases for the matrix coefficients MIJ to consider.
Step 4. Express the matrix coefficients MIJ in terms of Lr(g0, g1, g2) for r = 1, . . . , 7.
Step 5. Deduce Lr(g0, g1, g2) = 0 for r = 1, . . . , 7 (resp. for r = 7) from MIJ = 0 for
2 ≤ i ≤ n− 1 (resp. for i = n)
Observe that Step 1 was done in Lemma 3.4 in a more general setting (see also
Proposition 5.19 (2)). In the next sections we shall discuss Steps 2–5.
6.3. Step 2: Matrix coefficients MIJ for d̂π(i,λ)∗(N
+
1 )ψ. In this section, along
the strategy discussed in Section 4.5, we consider the differential equation (F-system)
d̂π(i,λ)∗(N
+
1 )ψ = 0 in terms of matrix coefficients MIJ = M
scalar
IJ +M
vect
IJ . The scalar
part M scalarIJ of MIJ is also computed. Since the arguments work for any n and i, we
assume that n ≥ 1 and 1 ≤ i ≤ n in this section.
We begin with a quick review of Section 4.5. First, for ℓ ∈ {1, . . . , n} and m ∈
{0, 1, . . . , n}, we write
Iℓ,m = {R ⊂ {1, . . . , ℓ} : |R| = m}
as in (5.1). Here Iℓ,0 is understood as Iℓ,0 = {∅}. Note that {eI : I ∈ In,i} and
{wJ : J ∈ In−1,i−1} are the standard bases of
∧
i(Cn) and
∧
i−1(Cn−1), respectively.
For {eI : I ∈ In,i} and {wJ : J ∈ In−1,i−1}, we then set
MIJ ≡MIJ(g0, g1, g2) :=
〈
d̂π(i,λ)∗(N
+
1 )ψ(ζ)eI , w
∨
J
〉
.
Lemma 6.10. The following two conditions on (g0, g1, g2) are equivalent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) MIJ = 0 for all I ∈ In,i and J ∈ In−1,i−1.
Proof. Clear. 
According to the decomposition (3.8) into the “scalar part” and “vector part”
d̂π(i,λ)∗(N
+
1 ) = d̂πλ∗(N
+
1 )⊗ idV ∨ + Aσ(N+1 )
with V =
∧
i(Cn), we decompose MIJ as
MIJ = M
scalar
IJ +M
vect
IJ
(see Proposition 4.9).
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For I ∈ In,i and J ∈ In−1,i−1, we write h(k)IJ for the matrix coefficient
(
h
(k)
i→i−1
)
IJ
=
〈h(k)i→i−1(eI), e∨J 〉 of h(k)i→i−1. It follows from Table 5.1 that we have
(−1)i−1h(0)IJ =
{
1 if J ⊂ I ∋ n,
0 otherwise.
(6.15)
h
(1)
IJ =
{
sgn(I; ℓ)ζℓ if J ⊂ I 6∋ n,
0 otherwise.
(6.16)
(−1)i−1h(2)IJ =

∑
ℓ∈I\{n}
ζ2ℓ − i−1n−1Qn−1(ζ ′) if J ⊂ I ∋ n,
sgn(I; p, q)ζpζq if |J \ I| = 1 and I ∋ n,
0 otherwise.
(6.17)
Here Qn−1(ζ ′) =
∑n−1
m=1 ζ
2
m, and we write I = J ∪ {ℓ} (1 ≤ ℓ ≤ n − 1) if J ⊂ I 6∋ n,
and I = K ∪ {p, n}, J = K ∪ {q} if |J \ I| = 1 and I ∋ n. By (6.15)-(6.17), we
observe:
h
(k)
IJ = 0 for n /∈ I (i.e. I ∈ In−1,i) for k = 0, 2,(6.18)
h
(1)
IJ = 0 for n ∈ I (i.e. I ∈ In,i \ In−1,i).(6.19)
By using h
(k)
IJ , we then have the following.
Lemma 6.11. With Gk := Ta−k
(
R
λ−n−1
2
a−k gk
)
for k = 0, 1, 2, the scalar part M scalarIJ
is given as follows.
M scalarIJ =

ζ1
Qn−1(ζ ′)
G0h
(0)
IJ +
ζ1
Qn−1(ζ ′)
G2h
(2)
IJ + (λ+ a− 1)Ta−2g2
∂h
(2)
IJ
∂ζ1
(n ∈ I),
ζ1
Qn−1(ζ ′)
G1h
(1)
IJ + (λ+ a− 1)Ta−1g1
∂h
(1)
IJ
∂ζ1
(n 6∈ I).
Proof. As ψ =
∑2
k=0(Ta−kgk)h
(k)
i→i−1, it follows from Proposition 4.4 (1) that
M scalarIJ =
2∑
k=0
(
ζ1
Qn−1(ζ ′)
Gkh
(k)
IJ + (λ+ a− 1)(Ta−kgk)
∂h
(k)
IJ
∂ζ1
)
.
Since
∂h
(0)
IJ
∂ζ1
= 0 by (6.15), the proposed identity holds from (6.18) and (6.19). 
In Section 6.6, by using (6.15)-(6.17) and Lemma 6.11, we shall give explicit for-
mulæ for MIJ =M
scalar
IJ +M
vect
IJ .
We conclude this section by showing the following lemma.
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Lemma 6.12. The following hold.
(1) If |J \ I| ≥ 1 and n 6∈ I, then M scalarIJ = 0.
(2) If |J \ I| ≥ 2 and n ∈ I, then M scalarIJ = 0.
Consequently, if |J \ I| ≥ 2, then M scalarIJ = 0.
Proof. To show the first claim, as n /∈ I, it suffices to show that h(1)IJ = 0. Since
J 6⊂ I, it follows that h(1)IJ = 0. The second claim may be shown similarly. Indeed, if
|J \ I| ≥ 2, then h(k)IJ = 0 for k = 0, 1, 2. Therefore the second claim also holds. 
The vector part M scalarIJ will be treated in the next section.
6.4. Step 3: Case-reduction for MvectIJ . In view of Lemma 6.10, we wish to solve
MIJ = 0 for all I ∈ In,i and J ∈ In−1,i−1. The aim of this section is to reduce the
number of cases forMIJ to consider. We would like to emphasize that, consequently,
no matter how large n is, it is sufficient to consider at most eleven cases. This is
achieved in Proposition 6.19. As in Section 6.3, throughout this section, we assume
that n ≥ 1 and 1 ≤ i ≤ n.
As Lemma 6.12 treats M scalarIJ for MIJ = M
scalar
IJ + M
vect
IJ , it suffices to consider
MvectIJ .
It follows from Proposition 4.9 that, for ψ =
∑2
k=0(Ta−kgk)h
(k)
i→i−1, we have
MvectIJ =
∑
I′∈In,i
AII′ψI′J =
2∑
k=0
∑
I′∈In,i
AII′
(
Ta−kgkh
(k)
I′J
)
,
where AII′ is the vector field given in Lemma 5.3, namely,
(6.20) AII′ =
{
sgn(I; ℓ) ∂
∂ζℓ
if (I \ I ′)∐(I ′ \ I) = {1, ℓ} (ℓ 6= 1),
0 otherwise.
Then, in order to evaluateMvectIJ , one needs to compute
∑
I′∈In,i AII′ψI′J . However, in
fact, almost all the terms AII′ψI′J are zero. We formulate it precisely by introducing
the definition of Supp(I, J ; k) as follows.
Definition 6.13. For I ∈ In,i, J ∈ In−1,i−1, and k ∈ {0, 1, 2}, define a subset
Supp(I, J ; k) of In,i by
Supp(I, J ; k) := {I ′ ∈ In,i : AII′ 6= 0, and h(k)I′J 6= 0}.
It follow from (6.15), (6.16), and (6.17) that we have
Supp(I, J ; k) ⊂
{
In,i \ In−1,i for k = 0, 2,
In−1,i for k = 1.
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By using Supp(I, J ; k), MvectIJ may be given as follows:
(6.21) MvectIJ =
2∑
k=0
 ∑
I′∈Supp(I,J ;k)
AII′
(
Ta−kgkh
(k)
I′J
) .
We now show that if |J \ I| is large, then Supp(I, J ; k) = ∅ and thus MvectIJ = 0.
Together with the results in Lemma 6.12, this allows us to focus on the cases when
|J \ I| is small. In fact, it turns out that it suffices to consider only the cases when
|J \ I| ∈ {0, 1}, see Lemma 6.15 below.
We first show that if |J \ I| ≥ 2, then MvectIJ = 0. We prove it in two steps, namely,
Lemmas 6.14 and 6.15. The following “triangle inequality” for arbitrary three sets
I, I ′, and J is used in the proof for Lemma 6.14:
(6.22) |J \ I| ≤ |J \ I ′|+ |I ′ \ I|.
Lemma 6.14. We have the following:
(1) If |J \ I| ≥ 2, then Supp(I, J ; k) = ∅ for k = 0, 1.
(2) If |J \ I| ≥ 3, then Supp(I, J ; 2) = ∅.
Consequently, if |J \ I| ≥ 3, then MvectIJ = 0.
Proof. Observe that, for k = 0, 1, 2, if Supp(I, J ; k) 6= ∅, then there exists I ′ so that
AII′ 6= 0; in particular, |I ′\I| = 1 by (6.20). On the other hand, if I ′ ∈ Supp(I, J ; k),
then h
(k)
I′J 6= 0, and therefore |J \ I ′| = 0 for k = 0, 1 and |J \ I ′| ≤ 1 for k = 2 by
(6.15)-(6.17). We then get |J \ I| ≤ 2 for k = 0, 1 and |J \ I| ≤ 1 for k = 2 by
(6.22). 
Lemma 6.15. If |J \ I| = 2, then MvectIJ = 0.
Proof. Under the condition |J \ I| = 2, we first observe Supp(I, J ; k) = ∅ for k = 0, 1
by Lemma 6.14 (1). Further, for any I ′ ∈ Supp(I, J ; 2), I ′ ∋ n and |J \ I ′| ≤ 1 by
(6.17). On the other hand, |J \ I ′| ≥ |J \ I| − |I \ I ′| = 2− 1 = 1 by (6.20). Hence
|J \ I ′| = 1.
Assume n /∈ I. Then (I, I ′) must be of the form I = K ∪ {1} and I ′ = K ∪ {n}
by (6.20), which is impossible because 2 = |J \ I| ≤ |J \K| = |J \ I ′| = 1. Hence
Supp(I, J ; 2) = ∅ if n /∈ I and |J \ I| = 2.
Assume now n ∈ I. Then there are two cases, namely, 1 ∈ I and 1 /∈ I, and in
each case Supp(I, J ; 2) consists of two elements. Indeed, for K := I ∩ J ⊂ In−1,i−3,
we have the following.
(1) I = K ∪ {1, r, n}, J = K ∪ {p, q} for some r:
Supp(I, J ; 2) = {K ∪ {p, r, n}, K ∪ {q, r, n}}.
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(2) I = K ∪ {p, q, n}, J = K ∪ {1, r} for some r:
Supp(I, J ; 2) = {K ∪ {1, p, n}, K ∪ {1, q, n}}.
In either case, we haveMvectIJ = 0 if and only if ζr
(
ζp
∂
∂ζq
− ζq ∂∂ζp
)
(Ta−2g2) = 0, which
clearly holds, as Ta−2g2 is O(n− 1,C)-invariant. Now the assertion holds. 
Remark 6.16. The case that |J \ I| = 2 happens only when n ≥ 5 and 3 ≤ i ≤ n− 2.
Now we obtain the following lemma.
Lemma 6.17. If |J \ I| ≥ 2 then MvectIJ = 0.
Proof. This follows from Lemmas 6.14 and 6.15. 
By Lemmas 6.12 and 6.17, it suffices to focus on MIJ with |J \ I| ≤ 1. Observe
that among the indices 1, 2, . . . , n for {1, 2, . . . , n}, “1” and “n” play special roles
for I and J , as “1” comes from our choice of N+1 for d̂π(i,λ)∗(N
+
1 ) and as “n” makes
the difference between M = O(n)× O(1) and M ′ = O(n− 1)× O(1). On the other
hand, all the pairs (I, J) ∈ In,i×In−1,i−1 with |J \ I| ≤ 1 are classified into 24(= 16)
cases according to whether each of the following conditions on (I, J) holds or not:
1 ∈ J , 1 ∈ I, n ∈ I, and J ⊂ I. For simplicity we represent them by quadruples
[±,±,±,±] as follows.
Definition 6.18. Wemean by quadruples [±,±,±,±] the cases according to whether
each condition 1 ∈ J , 1 ∈ I, n ∈ I, and J ⊂ I holds.
For instance, by [−,+,−,+], we mean that (I, J) satisfies 1 6∈ J, 1 ∈ I, n 6∈ I and
J ⊂ I.
Among 24(= 16) cases for (I, J) with |J \ I| ≤ 1, we show that at most eleven
cases need to be taken into account, and thus Lemma 6.10 can be refined as follows.
Proposition 6.19. Let ψ =
∑2
k=0(Ta−kgk)h
(k)
i→i−1. The the following two conditions
on (g0, g1, g2) are equivalent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) MIJ = 0 for any (I, J) ∈ In,i × In−1,i−1, subject to the eleven cases in Table
6.1:
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Table 6.1. (I, J) for 1 ≤ i ≤ n
I J [±,±,±,±]
(1) J ∪ {n} J ++++
(2) K ∪ {1, n} K ∪ {p} −++−
(3) K ∪ {p, n} K ∪ {1} +−+−
(4) J ∪ {n} J −−++
(5) K ∪ {p, n} K ∪ {q} − −+−
(6) K ∪ {p, q} K ∪ {1} +−−−
(7) J ∪ {p} J −−−+
(8) J ∪ {p} J ++−+
(9) K ∪ {1, p} K ∪ {q} −+−−
(10) J ∪ {1} J −+−+
(11) K ∪ {1, p, n} K ∪ {1, q} +++−
For later convenience, we have described in Table 6.1 the general form of (I, J) for
types (1)-(11), where each union is disjoint and 1, p, q, n are all distinct numbers. By
this description, we observe that some of these types do not occur when i or n− i is
very small. To be precise, we have:
Remark 6.20. For i = 1, n− 1, or n, only the following cases occur:
(a) i = n: (1);
(b) n = 2 and i = 1: (4), (10);
(c) n ≥ 3:
(c1) i = 1: (4), (7), (10);
(c2) i = n− 1: (1), (2), (3), (4), (8), (10).
Hence Proposition 6.19 includes the following degenerate cases.
Proposition 6.21 (i = 1). The following two conditions on (g0, g1) are equivalent:
(i) d̂π(1,λ)∗(N
+
1 )ψ = 0.
(ii) MIJ = 0 for any pair (I, J) ∈ In,1 × In−1,0 that belongs to (4), (7), (10) in
Table 6.1, namely, for (I, J) = ({n}, ∅), ({p}, ∅) (1 ≤ p ≤ n− 1), ({1}, ∅).
Proposition 6.22 (i = n). The following two conditions on g0 are equivalent:
(i) d̂π(n,λ)∗(N
+
1 )ψ = 0.
(ii) MIJ = 0 for any (I, J) ∈ In,n × In−1,n−1 that belongs to (1) in Table 6.1,
namely, (I, J) = ({1, . . . , n}, {1, . . . , n− 1}).
The proof of Proposition 6.19 consists of several lemmas; nonetheless, it is basically
done in two steps. First we observe that the three cases [+,−,+,+], [+,−,−,+],
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and [−,+,+,+] do not exist set-theoretically. We then show that, for the other two
cases [+,+,−,−] and [−,−,−,−], we have MIJ = 0.
Lemma 6.23. Set-theoretically, the three cases [+,−,+,+], [+,−,−,+], and [−,+,+,+]
do not exist.
Proof. If 1 ∈ J ⊂ I, then 1 ∈ I. Therefore [+,−,±,+] do not exist. If J ⊂ I and
n ∈ I, then J = I \ {n}; in particular, in the case, if 1 ∈ I, then 1 ∈ J . Hence,
[−,+,+,+] does not exist. 
Next we aim to show that MIJ = 0 for (I, J) of type [+,+,−,−] and [−,−,−,−].
More generally, we observe that the set Supp(I, J ; k) (see Definition 6.13) is deter-
mined by the types of [±,±,±,±], and actually, this is the reason that we introduced
the notation [±,±,±,±] here. The simplest case is k = 0, where we have
Supp(I, J ; 0) =
{
J ∪ {n} for [−,+,−,+] or [+,−,+,−],
∅ otherwise.
By using this idea we consider Lemmas 6.24 and 6.25 below.
Lemma 6.24. The following hold.
(1) If (I, J) is of type [+,+,±,±], then Supp(I, J ; 1) = ∅.
(2) If (I, J) is of type [+,+,−,−], then Supp(I, J ; k) = ∅ for k = 0, 1, 2.
Proof. For the first statement suppose that 1 ∈ I ∩ J . If I ′ ∈ In,i satisfies AII′ 6= 0,
then 1 /∈ I ′ as 1 ∈ I. Hence J 6⊂ I ′ since 1 ∈ J . Therefore h(1)I′J = 0.
To show the second statement, it suffices to show that J ⊂ I if 1 ∈ J , 1 ∈ I 6∋ n,
and Supp(I, J ; k) 6= ∅ for k = 0 or 2. For k = 0, 2, let I ′ ∈ Supp(I, J ; k). By (6.20),
I ′ = I \ {1} ∪ {n} because 1 ∈ I 6∋ n and n ∈ I ′. Then |J \ (I ′ \ {n})| = 1 + |J \ I|
because
J \ (I ′ \ {n}) = J \ (I \ {1}) = {1} ∪ (J \ I).
Since h
(k)
I′J 6= 0 implies that |J \ (I ′ \ {n})| ≤ 1, this shows that J ⊂ I. 
Lemma 6.25. The following hold.
(1) If (I, J) is of type [−,−,−,±], then Supp(I, J ; 0) = Supp(I, J ; 2) = ∅.
(2) If (I, J) is of type [−,−,−,−], then Supp(I, J ; k) = ∅ for k = 0, 1, 2.
Proof. For the first statement observe that if AII′ 6= 0, then I ′ ⊂ I ∪ {1} because
1 /∈ I. Since n /∈ I, we have n /∈ I ′, which shows that Supp(I, J ; k) = ∅ for k = 0, 2
by (6.18). To show the second statement, it suffices to show that J ⊂ I if 1 /∈ J ,
1 /∈ I 6∋ n, and Supp(I, J ; 1) 6= ∅. Let I ′ ∈ Supp(I, J ; 1). Since AII′ 6= 0, we have
I ′ ⊂ I ∪{1} by (6.20) because 1 /∈ I. Since h(1)I′I 6= 0, we have J ⊂ I ′ by (6.16). Thus
J ⊂ I ∪ {1}. Therefore J ⊂ I as 1 /∈ J . 
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Lemma 6.26. For the cases [+,+,−,−] and [−,−,−,−], we have MIJ = 0.
Proof. By Lemma 6.12, we have M scalarIJ = 0. Moreover, it follows from Lemmas 6.24
and 6.25 that MvectIJ = 0. As MIJ =M
scalar
IJ +M
vect
IJ , this proves the lemma. 
Proof for Proposition 6.19. The assertion follows from Lemmas 6.23 and 6.26. 
6.5. Step 4 - Part I: Formulæ for saturated differential equations. The goal
of Step 4 is to express the matrix coefficients MIJ for (I, J) in Table 6.1 in terms of
Lr(g0, g1, g2) for r = 1, . . . , 7. In this short section we collect several useful formulæ.
The actual expressions for MIJ are obtained in the next section.
Recall from (4.4) that we have defined a multi-valued meromorphic function Tag(ζ)
of n variables ζ = (ζ1, . . . , ζn) by
(Tag)(ζ) = Qn−1(ζ ′)
a
2 g
(
ζn√
Qn−1(ζ ′)
)
for a ∈ N and g(t) ∈ C[t], where Qn−1(ζ ′) = ζ21 + · · ·+ ζ2n−1. As in [21, Sect. 3.2], we
say that a differential operator D on Cn is T -saturated if there exists an operator E
on C[t] such that the following diagram commutes:
C[t]
E

Ta // C(ζ1, . . . , ζn)
D

C[t]
Ta // C(ζ1, . . . , ζn).
Such an operator E is unique as far as it exists. We denote the operator E by T ♯aD.
We allow D to have meromorphic coefficients. We note that
T ♯a(D1 ·D2) = T ♯a(D1) · T ♯a(D2)
whenever it makes sense. For more general definition of T -saturated differential
operators see [21, Sect. 3.2].
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Lemma 6.27. Let Rµℓ be the differential operator defined in (4.7) and ϑt = t
d
dt
be
the Euler operator. For a ∈ N and g(t) ∈ Pola[t]even (see (4.5)), the following hold:
(1) (Tag)(ζ) = Qn−1(ζ ′)(Ta−2g)(ζ),
(2) Ta(tg(t))(ζ) = ζn(Ta−1g)(ζ),
(3)
∂
∂ζm
(Tag)(ζ) =
ζm
Qn−1(ζ ′)
Ta ((a− ϑt)g) (ζ) (1 ≤ m ≤ n− 1),
(4)
∂
∂ζn
(Tag)(ζ) = Ta−1
(
dg
dt
)
(ζ),
(5) T ♯ℓ
(
Qn−1(ζ ′)
ζm
∂
∂ζm
)
= ℓ− ϑt (1 ≤ m ≤ n− 1),
(6) T ♯ℓ
(
Qn−1(ζ ′)
ζm
d̂πλ∗(N
+
m)
)
= R
λ−n−1
2
ℓ (1 ≤ m ≤ n− 1).
Proof. Formula (6) is a restatement of Lemma 4.7. Formula (5) is shown in [21, Lem.
6.10]. Also (1), . . . , (4) can be verified in the same spirit. 
Lemma 6.28. For µ ∈ C and ℓ ∈ N, we have
(6.23) Rµ+1ℓ = R
µ
ℓ + (ℓ− ϑt).
Proof. This immediately follows from the definition of Rµℓ . 
6.6. Step 4 - Part II: Explicit formulæ for MIJ . In this section, by using the
formulæ in Lemma 6.27, we express MIJ for (I, J) in Table 6.1 in terms of Lr ≡
Lr(g0, g1, g2) for r = 1, . . . , 7. For J ∈ In,i−1, we write QJ(ζ ′) =
∑
m∈J ζ
2
m.
Lemma 6.29. Let n ≥ 3 and 1 ≤ i ≤ n. For each case of (1), . . . , (11) in Table 6.1,
MIJ is given as follows:
(1) MIJ = (−1)i−1ζ1
(
QJ(ζ
′)Ta−4(L1) + Ta−2
(
L7 − i−1n−1L1 + n−in−1L4
) )
,
(2) MIJ = (−1)i−1sgn(K; p)ζp
(
ζ21Ta−4(L1) + Ta−2 (L6)
)
,
(3) MIJ = (−1)i−1sgn(K; p)ζp
(
ζ21Ta−4(L1) + Ta−2(L4 − L6)
)
,
(4) MIJ = (−1)i−1ζ1
(
QJ(ζ
′)Ta−4(L1) + Ta−2
(
L7 − i−1n−1L1 − i−1n−1L4
) )
,
(5) MIJ = (−1)i−1sgn(K; p, q)ζ1ζpζqTa−4(L1),
(6) MIJ = 0,
(7) MIJ = sgn(J ; p)ζ1ζpTa−3(L2),
(8) MIJ = sgn(J ; p)ζ1ζpTa−3(L2 − L3),
(9) MIJ = sgn(K; p, q)ζpζqTa−3(L3),
(10) MIJ = ζ
2
1Ta−3(L2) +QJ(ζ
′)Ta−3(L3)− Ta−1(L3 + L5),
(11) MIJ = (−1)i−1sgn(K; p, q)ζ1ζpζqTa−4(L1).
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 75
Remark 6.30. Suppose i = 1. Then, only (4), (7), and (10) occur (see Remark 6.20)
on one hand, g2 = 0 by (6.14) on the other hand. Therefore MIJ in Lemma 6.29
amounts to
(4) MIJ = ζ1(Ta−2L7),
(5) MIJ = ζ1ζp(Ta−3L2),
(8) MIJ = ζ
2
1(Ta−3L2)− Ta−1(L3 + L5).
Remark 6.31. Suppose i = n. Then only (1) occurs (see Remark 6.20) on one hand,
g1 = g2 = 0 by (6.14) on the other hand. Therefore, MIJ in Lemma 6.29 is given by
MIJ = (−1)n−1ζ1Ta−2(L7).
Proof. We only demonstrate two cases explicitly, namely, Cases (3) and (6); the other
nine cases can be shown similarly. We choose Case (6) as an easy example and Case
(3) as the most complicated example.
Case (6): I = K ∪ {p, q}, J = K ∪ {1}.
We wish to show that MIJ = 0. Since n /∈ I, by Lemma 6.11, M scalarIJ is given by
M scalarIJ =
ζ1
Qn−1(ζ ′)
Ta−1
(
R
λ−n−1
2
a−1 g1
)
h
(1)
IJ + (λ+ a− 1)Ta−1g1
∂h
(1)
IJ
∂ζ1
.
As I 6⊃ J , we have h(1)IJ (ζ) = 0 by (6.16). Therefore, M scalarIJ = 0. To evaluate MvectIJ ,
observe that we have
Supp(I, J ; 0) = ∅,
Supp(I, J ; 1) = {K ∪ {1, p}, K ∪ {1, q}},
Supp(I, J ; 2) = ∅.
It then follows from (6.21) and Lemma 6.27 (1) and (3) that
MvectIJ =
∑
k=0,2
∑
I′∈Supp(I,J ;k)
AII′
(
Tag0h
(k)
I′J
)
+
∑
I′∈Supp(I,J ;1)
AII′
(
Ta−1g1h
(1)
I′J
)
= AK∪{p,q},K∪{1,p}
(
h
(1)
K∪{1,p},K∪{1}(ζ)Ta−1g1
)
+ AK∪{p,q},K∪{1,q}
(
h
(1)
K∪{1,q},K∪{1}(ζ)Ta−1g1
)
= −(sgn(K ∪ {p}; q)sgn(K; p) + sgn(K ∪ {q}; p)sgn(K; q))ζpζqTa−3((a− 1− ϑt)g1),
which vanishes by Lemma 5.2 (4). Hence we obtain MIJ = M
scalar
IJ +M
vect
IJ = 0.
Case (3): I = K ∪ {p, n}, J = K ∪ {1}.
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We wish to show that
MIJ = (−1)i−1sgn(K; p)ζp
(
ζ21Ta−4
(
R
λ−n−3
2
a−2 g2
)
(6.24)
+ Ta−2
(
(a− ϑt)g0 − dg1
dt
+
(
λ+ a− i+ 1− i− 1
n− 1(a− ϑt)
)
g2
))
.
As in Case (6), we evaluate M scalarIJ and M
vect
IJ , separately. To begin with, we claim
that
(6.25) M scalarIJ = (−1)i−1sgn(K; p)ζp
(
ζ21Ta−4
(
R
λ−n−1
2
a−2 g2
)
+ Ta−2((λ+ a− 1)g2)
)
.
First observe that, as I 6= J , we have h(0)IJ (ζ) = 0. Then, by Lemma 6.11, M scalarIJ is
given by
M scalarIJ =
ζ1
Qn−1(ζ ′)
Ta−2
(
R
λ−n−1
2
a−2 g2
)
h
(2)
IJ + (λ+ a− 1)Ta−2g2
∂h
(2)
IJ
∂ζ1
=: (S1) + (S2),
as n ∈ I. By (1) of Lemma 6.27, we have
ζ1
Qn−1(ζ ′)
Ta−2
(
R
λ−n−1
2
a−2 g2
)
= ζ1Ta−4
(
R
λ−n−1
2
a−2 g2
)
.
Moreover, h
(2)
IJ (ζ) is given by
h
(2)
IJ (ζ) = h
(2)
K∪{p,n},K∪{1}(ζ) = (−1)i−1sgn(K ∪ {p, n}; p)ζ1ζp = (−1)i−1sgn(K; p)ζ1ζp.
Therefore,
(S1) = (−1)i−1sgn(K; p)ζpζ21Ta−4
(
R
λ−n−1
2
a−2 g2
)
and (S2) = (−1)i−1sgn(K; p)ζpTa−2((λ+ a− 1)g2).
Now (6.25) follows from (S1) and (S2).
To evaluate MvectIJ , observe that we have
Supp(I, J ; 0) = {K ∪ {1, n}},
Supp(I, J ; 1) = {K ∪ {1, p}},
Supp(I, J ; 2) = {K ∪ {1, n}} ∪
⋃
r∈K
{
(K \ {r}) ∪ {1, p, n}}.(6.26)
Accordingly, we decompose MvectIJ as M
vect
IJ = (M0) + (M1) + (M2), where we set
(Mk) :=
∑
I′∈Supp(I,J ;k)
AII′
(
Ta−kgkh
(k)
I′J
)
,
(M ′k) := (−1)i−1sgn(K; p)ζ−1p (Mk)
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 77
for k = 0, 1, 2. We claim that
(M ′0) = Ta−2((a− ϑt)g0),(6.27)
(M ′1) = −Ta−2
(
dg1
dt
)
,(6.28)
(M ′2) = Ta−4((a− 2− ϑt)g2)− Ta−2
(
(i− 2) + i− 1
n− 1(a− ϑt)g2
)
.(6.29)
Indeed, for (M0), we have
(M0) =
∑
I′∈Supp(I,J ;0)
AII′
(
Tag0h
(0)
I′J
)
= AK∪{p,n},K∪{1,n}
(
h
(0)
K∪{1,n},K∪{1}(ζ)Tag0
)
= (−1)i−1sgn(K; p) ∂
∂ζp
(Tag0).
Now (6.27) follows from (1) and (3) of Lemma 6.27. (6.28) can be shown similarly.
Then, we have from (6.26)
(M2) =
∑
I′∈Supp(I,J ;2)
AII′
(
Ta−2g2h
(2)
I′J
)
= AK∪{p,n},K∪{1,n}
(
h
(2)
K∪{1,n},K∪{1}Ta−2g2
)
+
∑
r∈K
AK∪{p,n},(K\{r})∪{1,p,n}
(
h
(2)
(K\{r})∪{1,p,n},K∪{1}(ζ)Ta−2g2
)
.
By the formula of h
(2)
I′J in Table 5.1 and a computation of signature
(6.30) sgn(K ∪ {p}; r)sgn(K ∪ {p}; p, r) = −sgn(K ∪ {p}; p) = −sgn(K; p)
from Lemma 5.2 (1) and (3), we have
(M ′2) = ζ−1p
∂
∂ζp
(
Q˜K∪{1}(ζ
′)Ta−2g2
)
−
∑
r∈K
∂
∂ζr
(ζrTa−2g2) ,(6.31)
where Q˜K∪{1}(ζ ′) = QK∪{1}(ζ ′) − i−1n−1Qn−1(ζ ′). By applying the formulæ in Lemma
6.27 accordingly, (6.31) is evaluated to
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(6.31) = ζ−1p
∂
∂ζp
(
Q˜K∪{1}(ζ ′)Ta−2g2
)
−
∑
r∈K
∂
∂ζr
(ζrTa−2g2)
= ζ−1p
∂
∂ζp
(
QK∪{1}(ζ
′)Ta−2g2 − i− 1
n− 1Tag2
)
−
∑
r∈K
(
Ta−2g2 + ζ2rTa−4((a− 2− ϑt)g2)
)
= QK∪{1}(ζ
′)Ta−4((a− 2− ϑt)g2 − i− 1
n− 1Ta−2((a− ϑt)g2)
− ((i− 2)Ta−2g2 + (QK(ζ ′)Ta−4((a− 2− ϑt)g2))
= ζ21Ta−4((a− 2− ϑt)g2)− Ta−2
(
(i− 2) + i− 1
n− 1(a− ϑt)g2
)
.
Thus, (6.29) holds.
Now, by using Lemma 6.28, one obtains (6.24) from (6.25), (6.27), (6.28), and
(6.29) as MIJ = M
scalar
IJ + (M0) + (M1) + (M2). This completes the proof for Case
(3). 
6.7. Step 5: Deduction from MIJ = 0 to Lr(g0, g1, g2) = 0. In this final step we
deduce Lr(g0, g1, g2) = 0 from MIJ = 0. The following observation is useful.
Lemma 6.32. Let p1, p2 be O(n− 1,C)-invariant polynomials in Pol(Cn) and R (
{1, . . . , n− 1}. If (∑r∈R ζ2r )p1 + p2 = 0, then p1 = p2 = 0.
Proof. If p1 6= 0, then it follows from the hypothesis that
∑
r∈R ζ
2
r =
−p2
p1
is O(n −
1,C)-invariant. However, since R ( {1, . . . , n−1}, we have∑r∈R ζ2r /∈ Pol(Cn)O(n−1,C).
Hence, p1 = 0 and, consequently, p2 = 0. 
Proposition 6.33. Let n ≥ 3 and 1 ≤ i ≤ n. Let gk ∈ Pola−k[t]even (k = 0, 1, 2).
(1) Suppose i = 1. The following two conditions on (g0, g1) are equivalent:
(i) MIJ = 0 for all I ∈ In,i and J ∈ In−1,i−1.
(ii) Lr(g0, g1, 0) = 0 (r = 2, 7, 9).
(2) Suppose 2 ≤ i ≤ n − 1. The following two conditions on (g0, g1, g2) are
equivalent:
(i) MIJ = 0 for all I ∈ In,i and J ∈ In−1,i−1.
(ii) Lr(g0, g1, g2) = 0 for all r = 1, . . . , 7.
(3) Suppose i = n. The following two conditions on (g0, g1, g2) are equivalent:
(i) MIJ = 0 for all I ∈ In,i and J ∈ In−1,i−1.
(ii) L7(g0, g1, g2) = 0.
Proof. (1) Suppose i = 1. Then the equivalence follows from Proposition 6.21 and
Remark 6.30.
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(2) Suppose 2 ≤ i ≤ n− 2. By Proposition 6.19, we can replace condition (i) with
the condition thatMIJ = 0 for all (I, J) in (1), . . . , (11) in Table 6.1. By Lemma 6.29,
the implication from (ii) to (i) is then clear. The other implication also easily follows
from Lemmas 6.29 and 6.32, as Tb(g(t)) is O(n− 1,C)-invariant for any b ∈ N (see
(4.6)). For i = n − 1, we can replace condition (i) with the condition that MIJ = 0
for the six cases (1), . . . , (4), (8), (10) in Table 6.1, as we saw in (c2) of Remark 6.20.
If MIJ = 0 for the six cases, we still get Lr(g0, g1, g2) = 0 for r = 1, 2, . . . , 7 by
Lemmas 6.29 and 6.32. Thus the implication (i)⇒(ii) is verified also for i = n − 1.
The converse implication is clear.
(3) Suppose i = n. The equivalence follows from Proposition 6.22 and Remark
6.31 with the same argument as above. 
Now we give a proof for Theorem 6.5, as a summary of this section.
Proof for Theorem 6.5. The equivalence of the statements follow from Lemma 3.4,
Lemma 6.10, and Propositions 6.19 and 6.33. 
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7. F-system for symmetry breaking operators (j = i− 2, i+ 1 case)
In this chapter we solve the F-system for j = i+1, and give a complete classification
of differential symmetry breaking operators which raise the degree of differential
forms by one or decrease the degree by two,
I(i, λ)α −→ J(i+ 1, ν)β,
I(i, λ)α −→ J(i− 2, ν)β ,
for λ, ν ∈ C and α, β ∈ Z/2Z.
In contrast to the case with j = i − 1, i that was treated in Chapter 6, we see
that there are not many differential symmetry breaking operators for j = i − 2 or
i + 1. Here are the main results of this chapter, which are a part of Theorem 1.1
(j = i− 2, i+ 1 case):
Theorem 7.1. Suppose 0 ≤ i ≤ n − 2, λ, ν ∈ C, and α, β ∈ Z/2Z. Then the
following three conditions on (i, λ, ν, α, β) are equivalent:
(i) DiffG′(I(i, λ)α, J(i+ 1, ν)β) 6= {0}.
(ii) dimCDiffG′(I(i, λ)α, J(i+ 1, ν)β) = 1.
(iii) λ ∈ {0,−1,−2, · · · }, ν = 1, β ≡ α+ λ+ 1 mod 2 when i = 0;
λ = i, ν = i+ 1, β ≡ α + 1 mod 2 when i ≥ 1.
Theorem 7.2. Suppose 2 ≤ i ≤ n, λ, ν ∈ C, and α, β ∈ Z/2Z. Then the following
three conditions on (i, λ, ν, α, β) are equivalent:
(i) DiffG′(I(i, λ)α, J(i− 2, ν)β) 6= {0}.
(ii) dimCDiffG′(I(i, λ)α, J(i− 2, ν)β) = 1.
(iii) λ ∈ {0,−1,−2, · · · }, ν = 1, β ≡ α + λ+ 1 mod 2 when i = n;
(λ, ν) = (n− i, n− i+ 1), β ≡ α + 1 mod 2 when 2 ≤ i ≤ n− 1.
For the proof of Theorems 7.1 and 7.2, we first observe that the latter is derived
from the former. In fact, the duality theorem for symmetry breaking operators (see
Theorem 2.7) implies that there is a natural bijection:
DiffG′ (I(i, λ)α, J(i− 2, ν)β) ≃ DiffG′
(
I
(˜
i, λ
)
α
, J
(˜
i+ 1, ν
)
β
)
where i˜ := n− i. Then it is easy to see that (˜i, λ, ν, α, β) satisfies the condition (iii)
in Theorem 7.1 if and only if (i, λ, ν, α, β) satisfies the condition (iii) in Theorem
7.2, whence we conclude that Theorem 7.2 follows from Theorem 7.1 applied to the
right-hand side. The rest of this chapter is devoted to the proof of Theorem 7.1.
7.1. Proof of Theorem 7.1. We have seen in (5.31) that the F-method gives a
natural isomorphism
DiffG′(I(i, λ)α, J(i+ 1, ν)β) ≃ Sol
(
n+; σ
(i)
λ,α, τ
(i+1)
ν,β
)
,
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where Sol(n+; σ
(i)
λ,α, τ
(i+1)
ν,β ) is the space of HomC (
∧
i(Cn),
∧
i+1(Cn−1))-valued polyno-
mial solutions on n+ ≃ Cn to the F-system associated to the outer tensor product
representations σ
(i)
λ,α =
∧
i(Cn)⊠ (−1)α ⊠Cλ and τ (i+1)ν,β =
∧
i+1(Cn−1)⊠ (−1)β ⊠Cν ,
of L and L′, respectively. Then Theorem 7.1 is deduced from the following explicit
results.
Theorem 7.3. Suppose 0 ≤ i ≤ n−2. We recall from (5.27) that h(1)i→i+1 :
∧
i(Cn) −→∧
i+1(Cn−1) ⊗ H1(Cn−1) is a nonzero O(n − 1)-homomorphism. Let λ, ν ∈ C, and
α, β ∈ Z/2Z. Then
Sol
(
n+; σ
(i)
λ,α, τ
(i+1)
ν,β
)
=

C
(
T−λC˜
λ−n−1
2
−λ
(
e
π
√−1
2 t
))
h
(1)
i→i+1 if ν = 1,−λ ∈ N, β − α ≡ 1− λmod 2, i = 0,
C · h(1)i→i+1 if (λ, ν) = (i, i+ 1), β ≡ α + 1mod 2, 1 ≤ i ≤ n− 2,
{0} otherwise.
In order to determine Sol(n+; σ
(i)
λ,α, τ
(i+1)
ν,β ), we begin with a description of HomL′(σ
(i)
λ,α, τ
(i+1)
ν,β ⊗
Pol[ζ1, . . . , ζn]).
Lemma 7.4. Suppose that 0 ≤ i ≤ n− 2. Then,
HomL′
(
σ
(i)
λ,α, τ
(i+1)
ν,β ⊗ Pol[ζ1, · · · , ζn]
)
≃
{{
(Tν−λ−1g)h
(1)
i→i+1 : g ∈ Polν−λ−1[t]even
}
if ν − λ ∈ N+ and β − α ≡ ν − λ mod 2,
{0} otherwise.
Proof. The statement follows from Proposition 5.17 and Lemma 5.18. 
From now, assume ν − λ ∈ N+ and β − α ≡ ν − λ mod 2. We set
a := ν − λ.
Then it follows from Proposition 4.1 and Lemma 7.4 that we have a bijection:{
g ∈ Pola−1[t]even : d̂π(i,λ)∗(N+1 )(Ta−1g)h(1)i→i+1 = 0
} ∼→ Sol (n+; σ(i)λ,α, τ (i+1)ν,β ) ,
by g 7→ ψ := (Ta−1g)h(1)i→i+1.
Given g ∈ Pola−1[t]even, we define ψ as above, and polynomials MII˜ of n variables
ζ1, . . . , ζn for I ∈ In,i and I˜ ∈ In−1,i+1 by
MII˜ ≡MII˜(g) := 〈d̂π(i,λ)∗(N+1 )ψ(eI), e∨I˜ 〉.
As in Section 4.5, clearly d̂π(i,λ)∗(N
+
1 )ψ = 0 if and only if MII˜ = 0 for all I ∈ In,i
and I˜ ∈ In−1,i+1.
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Now the proof of Theorem 7.3 is reduced to the following lemma:
Lemma 7.5. Suppose a := ν − λ ∈ N+, β ≡ α + 1 mod 2, and g(t) ∈ Pola−1[t]even
is a nonzero polynomial such that MII˜(g) = 0 for all I ∈ In,i and I˜ ∈ In−1,i+1.
(1) If i = 0, then λ = 1− a, ν = 1, and g is proportional to C˜λ−
n−1
2
a−1
(
e
π
√−1
2 t
)
.
(2) If i ≥ 1, then λ = i, ν = i+ 1, a = 1 and g(t) is a constant.
In order to prove Lemma 7.5, we examine the matrix components MII˜ by decom-
posing
MII˜ =M
scalar
II˜
+Mvect
II˜
as in Proposition 4.9, corresponding to the decomposition of d̂π(i,λ)∗(N
+
1 ) into the
scalar and vector parts. We use the following lemma.
Lemma 7.6. For I ∈ In,i and I˜ ∈ In−1,i+1, we set
ψII˜ := 〈ψ(eI), e∨I˜ 〉 = (Ta−1g)〈h
(1)
i→i+1(eI), e
∨
I˜
〉.
(1) We have
ψII˜ =
{
sgn(I; p)(Ta−1g)ζp if I˜ = I ∪ {p},
0 if I˜ 6⊃ I.
(2) M scalar
II˜
= 0 if I˜ 6⊃ I. If I˜ = I ∪ {p}, then
M scalar
II˜
= sgn(I; p)
(
ζ1ζp
Qn−1(ζ ′)
Ta−1(R
λ−n−1
2
a−1 g) + (λ+ a− 1)δp1Ta−1g
)
,
where δp1 is the Kronecker delta.
(3) The vector part Mvect
II˜
is given by
Mvect
II˜
=
{∑
q∈I sgn(I; q)
∂
∂ζq
ψI\{q}∪{1},I˜ if 1 6∈ I,∑
q 6∈I sgn(I; q)
∂
∂ζq
ψI\{1}∪{q},I˜ if 1 ∈ I.
Proof. The first statement is immediate from Table 5.1 on the matrix coefficients of
h
(k)
i→j. The second statement follows from Proposition 4.4 (1), and the third one from
Lemma 5.3 and Proposition 4.9. 
We are ready to prove Lemma 7.5.
Proof of Lemma 7.5. (1) Suppose i = 0. Then Mvect
II˜
= 0 by Proposition 3.5. We
note that I = ∅. Let I˜ = {p} (1 ≤ p ≤ n− 1). By Lemma 7.6 (3),
MII˜ = M
scalar
II˜
=
ζ1ζp
Qn−1(ζ ′)
Ta−1(R
λ−n−1
2
a−1 g) + δp1(λ+ a− 1)(Ta−1g).
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Hence MII˜ = 0 for all I˜ = {p} if and only if
R
λ−n−1
2
a−1 g = 0 and λ+ a− 1 = 0.
Thus the first assertion is obtained by Lemma 14.3 about the polynomial solutions
to imaginary Gegenbauer differential equation R
λ−n−1
2
a−1 g = 0.
(2) Let i ≥ 1. Obviously MII˜ = 0 for all I and I˜ if g is a constant function. In
order to prove the converse statement, we choose the following four cases.
Case 1. I ⊂ I˜ and 1 /∈ I˜.
Case 2. I ⊂ I˜ and 1 ∈ I.
Case 3. I ⊂ I˜ and 1 /∈ I, 1 ∈ I˜.
Case 4. |I \ I˜| = 1, 1 /∈ I, and 1 ∈ I˜.
First we treat Case 1. We may write I˜ = I ∪ {p}. By Lemma 7.6, we have
M scalar
II˜
= sgn(I; p)
ζ1ζp
Qn−1(ζ ′)
Ta−1(R
λ−n−1
2
a g),
Mvect
II˜
= 0.
Hence the condition MII˜ = 0 implies
(7.1) R
λ−n−1
2
a−1 g = 0.
Second, we treat Case 2. We may write I˜ = I ∪ {p} with p 6= 1 and 1 ∈ I. By using
(7.1), we have M scalar
II˜
= 0, whereas Lemma 7.6 (3) shows
Mvect
II˜
= sgn(I; p)ζ1
∂
∂ζp
(Ta−1g).
Hence the condition MII˜ = 0 implies
(7.2)
∂
∂ζp
(Ta−1g) = 0.
By Lemma 6.27 (3), (7.2) yields an ordinary differential equation on g(t):
(7.3) (a− 1− ϑt)g(t) = 0,
where ϑt = t
d
dt
. Third, we treat Case 4 before Case 3. We may write I = K ∪ {n}
and I˜ = K ∪ {1, p} with K ∈ In−1,i−1 and p ∈ {2, · · · , n − 1} \K. Then, again by
Lemma 7.6, M scalar
II˜
= 0 and
Mvect
II˜
= sgn(I;n)
∂
∂ζn
ψI\{n}∪{1},I˜
= −sgn(K; p, n)ζp ∂
∂ζn
(Ta−1g).
84 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
Hence the condition MII˜ = 0 implies
∂
∂ζn
(Ta−1g) = 0, and therefore we get
Ta−2
(
dg
dt
)
= 0
by Lemma 6.27 (4). Hence g(t) is a constant. In turn, a = 1 by (7.3).
Finally, we consider Case 3, namely, I˜ = I ∪ {1}. Then
M scalar
II˜
= (λ+ a− 1)Ta−1g,
Mvect
II˜
= −
∑
q∈I
∂
∂ζq
(Ta−1g)ζq = −i(Ta−1g),
where we have used (7.2) for p ∈ {2, · · · , n− 1}. Hence we get
MII˜ = (λ+ a− 1− i)Ta−1g,
and conclude λ = i. Hence the proof of Lemma 7.5 is completed. 
Thus we have proved Theorem 7.3, whence Theorem 7.1.
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8. Basic operators in differential geometry and conformal
covariance
In this chapter we collect some elementary properties of basic operators such as
the Hodge star operators, the codifferential d∗, and the interior multiplication ιNY (X)
by the normal vector field for hypersurfaces Y in pseudo-Riemannian manifolds X .
These operators are obviously invariant under isometries, but also satisfy certain
conformal covariance which we formulate in terms of the representations ̟
(i)
u,δ (u ∈
C, δ ∈ Z/2Z), see (1.1), of the conformal group on the space E i(X) of i-forms.
The conformal covariance of the Hodge star plays an important role in the clas-
sification of differential symmetry breaking operators as we have seen in Theorem
1.1 and shall see in Section 10.3, whereas that of the other operators such as d, d∗
or ιNY (X) is only a small part of the global conformal covariance of our symmetry
breaking operators Di→ju,a .
8.1. Twisted pull-back of differential forms by conformal transformations.
Suppose (X, gX) and (X
′, gX′) are pseudo-Riemannian manifolds of the same dimen-
sion n. A local diffeomorphism Φ: X → X ′ is said to be conformal if there exists a
positive-valued function Ω ≡ ΩΦ (conformal factor) on X such that
Φ∗(gX′,Φ(x)) = Ω(x)
2gX,x for all x ∈ X.
We define a locally constant function or (Φ) on X by
(8.1)
or (Φ)(x) ≡ orX(Φ)(x) =
{
1 if Φ∗x : TxX −→ TΦ(x)X is orientation-preserving,
−1 if Φ∗x : TxX −→ TΦ(x)X is orientation-reversing.
The twisted pull-back Φ∗u,δ ≡
(
Φ
(i)
u,δ
)∗
with parameters u ∈ C and δ ∈ Z/2Z on
i-forms is defined by
(8.2) Φ∗u,δ : E i(X ′) −→ E i(X), α 7→ or (Φ)δΩuΦ∗α.
If X = X ′ and G is the conformal group of X acting by x 7→ Lhx (h ∈ G), then the
representation ̟
(i)
u,δ of G on E i(X) introduced in (1.1) is written as
(8.3) ̟
(i)
u,δ(h) =
(
(Lh−1)
(i)
u,δ
)∗
.
8.2. Hodge star operators under conformal transformations.
We recall the standard notion of the Hodge star operator, and fix some notations.
Given an oriented real vector space V of dimension n = p + q equipped with a
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nondegenerate symmetric bilinear form 〈 , 〉 of signature (p, q), we have canonical
isomorphisms V ≃ V ∨ and ∧nV ≃ R. Then the natural perfect pairing∧
iV ×∧n−iV −→ ∧nV ≃ R (0 ≤ i ≤ n)
gives rise to the i-th Hodge star operator
(8.4) ∗ : ∧iV → (∧n−iV )∨ ≃ ∧n−iV ∨.
Equivalently, for any ω, η ∈ ∧iV ,
ω ∧ ∗η = 〈ω, η〉ivol,
where 〈 , 〉i denotes the nondegenerate symmetric bilinear form on
∧
iV induced by
〈u1 ∧ · · · ∧ ui, v1 ∧ · · · ∧ vi〉i = det (〈uk, vℓ〉)
and vol ∈ ∧nV is the oriented unit.
Suppose {e1, · · · , en} is a basis of V such that 〈ek, ek〉 = ±1 (1 ≤ k ≤ n) and
〈ek, eℓ〉 = 0 (k 6= ℓ). If e1 ∧ · · · ∧ en defines the orientation of V , then
(8.5) ∗ eI = (−1)neg(I)εn(I)eIc for I ∈ In,i,
where we set Ic := {1, 2, · · · , n} \ I and
neg(I) := |{i ∈ I : 〈ek, ek〉 = −1}|,(8.6)
ε(I) ≡ εn(I) := (−1)|{(a,b)∈I×Ic:a>b}| =
∏
a∈I
sgn(Ic; a).(8.7)
The last equality of (8.7) follows readily from the definition of sgn(I; a) (see Definition
5.1). A special case of (8.5) shows ∗1 = vol. The signature εn : In,i −→ {±1} satisfies
the following formulæ.
εn(I)εn(I
c) = (−1)i(n−i),(8.8)
εn(I)εn(I \ {ℓ}) = (−1)i+ℓ if ℓ ∈ I,(8.9)
εn(J)εn−1(J) = 1 if J ∈ In−1,i (⊂ In,i).(8.10)
From (8.5) and (8.8), we have
(8.11) ∗ ∗ = (−1)(n−i)i(−1)q id on ∧iV .
For an oriented pseudo-Riemannian manifold (X, g) of dimension n, the Hodge star
operator is a linear map
∗X ≡ ∗ : E i(X) −→ En−i(X)
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induced from the bijection ∗X,x :
∧
iT∨x X −→
∧
n−iT∨x X for the cotangent space
T∨x X at every x ∈ X . If ω, η ∈ E i(X) and if at least one of the supports of ω or η is
compact, we set
(8.12) (ω, η) :=
∫
X
ω ∧ ∗η.
We continue a review on basic notion and results. The codifferential d∗ : E i(X) −→
E i−1(X) is given by
(8.13) d∗ = (−1)i ∗−1 d∗ = (−1)ni+n+1(−1)q ∗ d∗ = (−1)n+i+1 ∗ d∗−1
if the signature of the pseudo-Riemannian metric is (n− q, q). The second and third
identities follow from (8.11). Then the codifferential d∗ is the formal adjoint of the
exterior derivative d in the sense that
(ω, d∗η) = (dω, η) for all ω ∈ E ic(X) and η ∈ E i+1(X),
because
∫
X
d(ω ∧ ∗η) = 0.
Lemma 8.1. The following identities hold:
∗dd∗∗−1 = d∗d, ∗d∗d∗−1 = dd∗.
Proof. Use (8.11) and (8.13). 
The Hodge Laplacian ∆, also known as the Laplace–de Rham operator, is a dif-
ferential operator acting on differential forms is given by
(8.14) ∆ = −(dd∗ + d∗d).
Obviously, the Hodge star operator commutes with isometries. More generally,
the Hodge star operator has a conformal covariance, which is formulated in terms of
the twisted pull-back (8.2) as follows.
Lemma 8.2. Suppose that (X, gX) and (X
′, gX′) are oriented pseudo-Riemannian
manifolds of the same dimension n and that Φ: X −→ X ′ is a conformal map with
conformal factor Ω ∈ C∞(X). Then, for any u ∈ C, ε ∈ Z/2Z and 0 ≤ i ≤ n, we
have
∗X ◦
(
Φ(i)u,ε
)∗
=
(
Φ
(n−i)
u−n+2i,ε+1
)∗
◦ ∗X′ on E i(X ′).
Proof. By Φ∗gX′,Φ(x) = Ω(x)2gX,x, we have the following equality:
(8.15) ∗X,x ◦Φ∗ = or (Φ)Ω(x)−n+2iΦ∗ ◦ ∗X′,Φ(x) on E i(X ′).
Suppose ω ∈ E i(X ′). By the definition (8.2) of (Φ(i)u,ε)∗, we have
∗X ◦
(
Φ(i)u,ε
)∗
ω = ∗X (or (Φ)εΩuΦ∗ω) .
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By (8.15), the right-hand side is equal to
or (Φ)εΩuor (Φ)Ω−u+2iΦ∗(∗X′ω) =
(
Φ
(u−i)
u−n+2i,ε+1
)∗
(∗X′ω).
Hence the lemma is proved. 
By Lemma 8.2 and (8.3), the Hodge star operator can be considered as an in-
tertwining operator of the representations (̟
(i)
u,ε, E i(X)) of the conformal group of
X :
Proposition 8.3. Suppose that G acts conformally on an oriented pseudo-Riemannian
manifold X of dimension n. Let u ∈ C and ε ∈ Z/2Z. Then the Hodge star operator
∗ : E i(X) −→ En−i(X)
intertwines the two representations ̟
(i)
u,ε and ̟
(n−i)
u−n+2i,ε+1 of G, i.e.
∗ ◦̟(i)u,ε(h) = ̟(n−i)u−n+2i,ε+1(h) ◦ ∗ for all h ∈ G.
Example 8.4. For n ≥ 2 the conformal group of the standard Riemannian sphere
X = Sn is given by Conf(X) ≃ O(n + 1, 1)/{±In+2}. The Hodge star operator
induces an isomorphism
E i(Sn)λ−i,0 ∼−→ En−i(Sn)λ−n+i,1
as Conf(X)-modules by Proposition 8.3, which gives a geometric realization of the
G-isomorphism between principal series representations
(8.16) I(i, λ)i
∼−→ I(n− i, λ)i ⊗ χ−−
(see Lemma 2.2) via (2.12).
The exterior derivative d commutes with any diffeomorphism. By the conformal
covariance for the Hodge star operator (Proposition 8.3), we have one for the codif-
ferential d∗:
Lemma 8.5. Suppose that X and X ′ are oriented pseudo-Riemennian manifolds of
the same dimension n, and that Φ: X −→ X ′ is a conformal map with conformal
factor Ω ∈ C∞(X).
(1) dX ◦
(
Φ
(i)
0,ε
)∗
=
(
Φ
(i+1)
0,ε
)∗
◦ dX′ on E i(X ′).
(2) d∗X ◦
(
Φ
(i)
n−2i,ε
)∗
=
(
Φ
(i−1)
n−2i+2,ε
)∗
◦ d∗X′ on E i(X ′).
Proof. The first statement is obvious because the exterior derivative d commutes
with any diffeomorphism. To see the second statement, we recall from (8.13) that
d∗ = c ∗ d∗ with c := (−1)ni+n+1(−1)q if the signature of the pseudo-Riemannian
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metric is (n − q, q). By Proposition 8.3 and the first statement of this lemma, we
have
d∗X ◦
(
Φ
(i)
n−2i,ε
)∗
= c ∗X ◦dX ◦ ∗X ◦
(
Φ
(i)
n−2i,ε
)∗
= c ∗X ◦dX ◦
(
Φ
(n−i)
0,ε+1
)∗
◦ ∗X′
= c ∗X ◦
(
Φ
(n−i+1)
0,ε+1
)∗
◦ dX′ ◦ ∗X′
= c
(
Φ
(i−1)
n−2i+2,ε
)∗
◦ ∗X′ ◦ dX′ ◦ ∗X′
=
(
Φ
(i−1)
n−2i+2,ε
)∗
◦ d∗X′.
Thus the lemma is proved. 
The following proposition is immediate from Lemma 8.5.
Proposition 8.6. Suppose X is an oriented pseudo-Riemannian manifold of dimen-
sion n, and G acts conformally on X.
(1) The exterior derivative d : E i(X) −→ E i+1(X) intertwines the two represen-
tations ̟
(i)
0,ε and ̟
(i+1)
0,ε of G for ε ∈ Z/2Z.
(2) The codifferential d∗ : E i+1(X) −→ E i(X) intertwines the two representations
̟
(i+1)
n−2i−2,ε and ̟
(i)
n−2i,ε of G for ε ∈ Z/2Z.
Remark 8.7. We shall prove in Section 12 that there does not exist any nonzero con-
formally equivariant differential operator E i(X)u,δ −→ E i+1(X)v,ε or E i+1(X)u,δ −→
E i(X)v,ε other than the differential d or the codifferential d∗ (up to scalar), respec-
tively, when X is the standard Riemannian sphere Sn.
Applying the conformal covariance of the Hodge star operator, we obtain a duality
theorem for symmetry breaking operators in conformal geometry:
Theorem 8.8 (duality theorem). Suppose (X, g) is an n-dimensional oriented pseudo-
Riemannian manifold, Y is an m-dimensional submanifold such that g|Y is nonde-
generate, and G′ is a group acting conformally on X and leaving Y invariant. Then
for any u, v ∈ C, δ, ε ∈ Z/2Z, and 0 ≤ i ≤ n, 0 ≤ j ≤ m there is a natural bijection
DiffG′(E i(X)u,δ, E j(Y )v,ε) ∼−→ DiffG′(En−i(X)u−n+2i,δ+1, Em−j(Y )v−m+2j,ε+1).
Proof. Let ∗X and ∗Y be the Hodge star operators on (X, g) and (Y, g|Y ), respectively.
Then the assertion of the theorem is deduced from Proposition 8.3, summarized in
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the following diagram of G′-homomorphisms:
E i(X)u,δ ∼∗X //

En−i(X)u−n+2i,δ+1

E j(Y )v,ε ∼∗Y // Em−j(Y )v−m+2j,ε+1.

8.3. Normal derivatives under conformal transformations. Suppose that (X, g)
is an oriented pseudo-Riemannian manifold of dimension n, and Y an oriented sub-
manifold of X such that g|Y is nondegenerate. Let G = Conf(X) ≡ Conf(X, g) be
the group of conformal diffeomorphisms of (X, g), and
G′ = Conf(X ; Y ) := {h ∈ G : hY = Y }.
As in (8.1), we have group homomorphisms
orX : G −→ {±1}, orY : G′ −→ {±1},
depending on whether or not the transformation preserves the orientation of X , Y ,
respectively.
We begin with the conformal invariance of the restriction map RestY .
Lemma 8.9. Let X and Y be oriented pseudo-Riemannian manifolds as above. Then
the restriction map
RestY : E i(X) −→ E i(Y )
is a symmetry breaking operator from the representation ̟
(i)
u,δ|G′ of G restricted to G′
to the representation ̟
(i)
u,ε of G′ for all u ∈ C if δ ≡ ε ≡ 0 mod 2.
Proof. We consider the condition on (u, v; δ, ε) ∈ C2 × (Z/2Z)2 such that RestY
intertwines ̟
(i)
u,δ|G′ and ̟(i)v,ε. For h ∈ G′ and η ∈ E i(X),
̟(i)v,ε(h) ◦ RestY η = orY (h)εΩ(h−1,RestY ·)v(Lh−1)∗RestY η,
RestY ◦̟(i)u,δ(h)η = orX(h)δΩ(h−1,RestY ·)u(Lh−1)∗RestY η,
by the definition (1.1). Hence the right-hand sides of the two equalities coincide for
any h ∈ G′ if u = v and δ ≡ ε ≡ 0 mod 2. 
Suppose now that Y is of codimension one in X . Then we can define the normal
vector field NY (X) on Y such that
ιNY (X)volX = (−1)n−1volY on Y ,
where volX and volY are the oriented volume forms of X and Y , respectively.
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Example 8.10. Let (X, Y ) = (Rn,Rn−1 × {0}). With the standard orientation for
Y ⊂ X, the normal vector field NY (X) is given by
NY (X) =
∂
∂xn
on Y,
because ι ∂
∂xn
(dx1 ∧ · · · ∧ dxn) = (−1)n−1dx1 ∧ · · · ∧ dxn−1.
Similarly to the pair X ⊃ Y , suppose Y ′ is an oriented hypersurface of a pseudo-
Riemannian manifold (X ′, g′). Let Φ: X → X ′ be a conformal map such that Φ(Y ) ⊂
Y ′. We write Ω ≡ ΩΦ ∈ C∞(X) for the conformal factor, namely, Φ∗(gX′) = Ω2gX .
By a little abuse of notation, we define orX/Y (Φ) ∈ {±1} by the identity
(8.17) orX(Φ) = orY (Φ)orX/Y (Φ),
where we recall orX(Φ) ∈ {±1} from (8.1), and orY (Φ) ∈ {±1} is defined similarly
for Φ|Y : Y −→ Y ′. Then, we have the following:
Lemma 8.11. (1) For all ω ∈ E i(X ′), we have
ιNY (X)(Φ
∗ω) = orX/Y (Φ)ΩΦ∗
(
ιNY ′(X′)ω
)
on Y.
(2) For any u ∈ C, we have(
RestY ◦ ιNY (X)
) ◦ (Φ(i)u,1)∗ = (Φ(i−1)u+1,1)∗ ◦ (RestY ′ ◦ ιNY ′ (X′)) on E i(X ′).
Proof. (1) Take p ∈ Y and local coordinates (x′1, · · · , x′n) on X ′ near p′ := Φ(p)
such that Y ′ is given locally by x′n = 0 and that
{
∂
∂x′1
, · · · , ∂
∂x′n
}
forms an oriented
orthonormal basis of Tp′(X
′). We set xj := x′j ◦ Φ. Then (x1, · · · , xn) are local
coordinates near p and the submanifold Y is given locally by xn = 0. Then,{
Ω(p)
∂
∂x1
, · · · ,Ω(p) ∂
∂xn−2
, orY (Φ)Ω(p)
∂
∂xn−1
, orX/Y (Φ)Ω(p)
∂
∂xn
}
is an oriented orthonormal basis of TpX . We note that
∂
∂x′n
|p′ and orX/Y (Φ)Ω(p) ∂∂xn |p
are the normal vectors to Y ′ in X ′ at p′, and to Y in X at p, respectively.
Let ω = fdxI be an i-form near p
′, where I ∈ In,i. Then,
ιNY (X)(Φ
∗ω)|p = orX/Y (Φ)f(p′)ιΩ(p) ∂
∂xn
|pdxI
= orX/Y (Φ)f(p
′)Ω(p)ι ∂
∂xn
|pdxI ,
ΩΦ∗
(
ιNY ′ (X′)ω
) |p = Ω(p)Φ∗ (ι ∂
∂x′n
|p]f(p
′)dx′I
)
= f(p′)Ω(p)Φ∗
(
ι ∂
∂x′n
dx′I
)
.
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Hence we have proved
ιNY (X)(Φ
∗ω) = orX/Y (Φ)ΩΦ
∗ (ιNY ′ (X′)ω)
for all p′ ∈ Y ′ and ω ∈ E i(X ′).
(2) We consider the condition on (u, v; δ, ε) ∈ C2 × (Z/2Z)2 such that(
RestY ◦ ιNY (X)
) ◦ (Φ(i)u,δ)∗ = (Φ(i−1)v,ε )∗ ◦ (RestY ′ ◦ ιNY ′(X′)) on E i(X ′).
Let η ∈ E i(X ′). Then(
RestY ◦ ιNY (X)
) ◦ (Φ(i)u,δ)∗ η = orX(Φ)δ(RestY ◦ Ω)uRestY ◦ ιNY (X)(Φ∗η)
= orX(Φ)
δ(RestY ◦ Ω)u+1orX/Y (Φ)RestY ◦ Φ∗(ιNY ′ (X′)η)
by the first statement. On the other hand,(
Φ(i−1)v,ε
)∗ ◦ (RestY ′ ◦ ιNY ′ (X′))η = orY (Φ)ε(RestY ◦ Ω)vRestY ◦ Φ∗(ιNY ′(X′)η)
because the conformal factor of the map Φ|Y : Y −→ Y ′ is given by RestY ◦ Ω. The
right-hand sides are equal if
u+ 1 = v, orX(h)
δ
orX/Y (h) = or Y (h)
ε.
Hence the second statement follows from the definition (8.17) of orX/Y . 
As an immediate consequence of Lemma 8.11 (2), we obtain:
Proposition 8.12. Let G = Conf(X) and G′ = Conf(X ; Y ) := {h ∈ G : hY = Y }.
Then the interior multiplication by a normal vector field
RestY ◦ ιNY (X) : E i(X) −→ E i−1(Y )
yields a symmetry breaking operator from the representation ̟
(i)
u,δ of G to the repre-
sentation ̟
(i−1)
u+1,ε of the subgroup G
′, for all u ∈ C if δ ≡ ε ≡ 1 mod 2.
Remark 8.13. Alternatively, we can reduce the proof of Proposition 8.12 to Lemma
8.9 by Theorem 8.8 and by the following identity:
∗Y ◦ RestY ◦ ιNY (X) ◦ (∗X)−1 = κRestY
with κ = ±1 depending on the signature of g(NY (X), NY (X)). See Lemma 8.19
below for the case (X, Y ) = (Rn,Rn−1).
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8.4. Basic operators on E i(Rn). In this section, we assume that Y = Rn−1 is the
hyperplane given by xn = 0 in the Euclidean space X = Rn equipped with the
standard flat Riemannian structure, and collect some basic formulæ for operators
d, d∗, ∗, ιN(Y ) and RestY on differential forms E i(Rn) (0 ≤ i ≤ n).
By definition, the interior multiplication ι ∂
∂xn
is given by
(8.18) ι ∂
∂xn
(fdxI) =
{
0 if n 6∈ I,
(−1)i−1fdxI\{n} if n ∈ I,
for f ∈ C∞(Rn) and I ∈ In,i.
By using the notation sgn(I; ℓ) (see Definition 5.1), the differential d and its formal
adjoint d∗ (codifferential) are given by
dRn(fdxI) =
∑
ℓ 6∈I
sgn(I; ℓ)
∂f
∂xℓ
dxI∪{ℓ},(8.19)
d∗Rn(fdxI) = −
∑
ℓ∈I
sgn(I; ℓ)
∂f
∂xℓ
dxI\{ℓ}.(8.20)
Combining (8.19) and (8.20) with Lemma 5.2 (3), we have
dRnd
∗
Rn(fdxI) = −
∑
p∈I
∂2f
∂x2p
dxI −
∑
p∈I
q 6∈I
sgn(I; p, q)
∂2f
∂xp∂xq
dxI\{p}∪{q},(8.21)
d∗RndRn(fdxI) = −
∑
q 6∈I
∂2f
∂x2q
dxI +
∑
p∈I
q 6∈I
sgn(I; p, q)
∂2f
∂xp∂xq
dxI\{p}∪{q}.(8.22)
The Laplacian ∆Rn = − (dRnd∗Rn + d∗RndRn) on E i(Rn) ((8.14)) takes the form
∆Rn (fdxI) =
(
n∑
j=1
∂2f
∂x2j
)
dxI .
We note that the “scalar-valued” operators ∂
∂xn
and ∆Rn ∈ End(E i(Rn)) commute
with any of “vector-valued” operators ∗Rn, dRn, d∗Rn, and ι ∂
∂xn
. Here are commutation
relations among vector-valued operators E i(Rn) −→ E j(Rn):
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Lemma 8.14. We have the following identities on E i(Rn) (0 ≤ i ≤ n).
(1) dRnι ∂
∂xn
+ ι ∂
∂xn
dRn =
∂
∂xn
.
(2) d∗Rnι ∂
∂xn
+ ι ∂
∂xn
d∗Rn = 0.
(3) ι ∂
∂xn
dRnd
∗
Rn = dRnd
∗
Rnι ∂
∂xn
+ d∗Rn
∂
∂xn
.
(4) ι ∂
∂xn
d∗RndRn = d
∗
RndRnι ∂
∂xn
− d∗Rn
∂
∂xn
.
Proof. The first and second statements follow from (8.18), (8.19), and (8.20). The
third and fourth statements are immediate from (1) and (2). 
Next we deal with differential operators from i-forms on Rn to j-forms on the
hyperplane Rn−1. We collect commutation relations among dRn, d∗Rn and ι ∂
∂xn
together
with the restriction map Restxn=0.
Lemma 8.15. We have the following identities of operators from E i(Rn) to E j(Rn−1).
(1) dRn−1 ◦ Restxn=0 = Restxn=0 ◦ dRn.
(2) d∗Rn−1 ◦ Restxn=0 = Restxn=0 ◦ (d∗Rn +
∂
∂xn
ι ∂
∂xn
).
(3) dRn−1d
∗
Rn−1 ◦ Restxn=0 = Restxn=0 ◦
(
dRnd
∗
Rn +
∂
∂xn
dRnι ∂
∂xn
)
.
(4) d∗Rn−1dRn−1 ◦ Restxn=0 = Restxn=0 ◦
(
∂2
∂x2n
+ d∗RndRn −
∂
∂xn
dRnι ∂
∂xn
)
.
Proof. (1) Clear. (2) Verified by (8.18) and (8.20). (3) Immediate from (1) and (2).
(4) Applying d∗Rn−1 to the identity (1), and using Lemma 8.14 (1), we get the fourth
statement. 
8.5. Transformation rules involving the Hodge star operator and Restxn=0.
This section collects some useful formulæ involving the Hodge star operator, in par-
ticular, those for Rn and its hyperplane Rn−1, see Lemma 8.20.
We begin with basic formulæ for the conjugation by the Hodge star operator in
Rn.
Definition 8.16. Given an operator T : En−i(Rn) −→ En−j(Rn), we define a linear
operator T ♯ : E i(Rn) −→ E j(Rn) by
T ♯ := (−1)n−i ∗Rn ◦T ◦ (∗Rn)−1.
Lemma 8.17. The correspondence T 7→ T ♯ is given as in Table 8.1.
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Table 8.1. Correspondence for T 7→ T ♯
T dRn d
∗
Rn ι ∂
∂xn
∂
∂xn
ι ∂
∂xn
+ d∗Rn −d∗Rnι ∂
∂xn
dRn dRnd
∗
Rnι ∂
∂xn
T ♯ −d∗Rn dRn −dxn∧ dRn − ∂∂xndxn∧ −(dxn∧) ◦ dRnd∗Rn −d∗RndRn ◦ (dxn∧)
Proof. The first two formulæ follow from the definition of the Hodge star operator,
the codifferential and (8.11), and the last three follow from the first three. We thus
only demonstrate the third one, namely,
(8.23) (−1)n−i ∗Rn ι ∂
∂xn
(∗Rn)−1(fdxI) = −dxn ∧ fdxI
for f ∈ C∞(Rn) and I ∈ In,i. Obviously, both sides vanish if n ∈ I. Suppose n /∈ I.
Then,
(−1)n−i ∗Rn ι ∂
∂xn
(∗Rn)−1(fdxI) = −ε(Ic)ε(Ic \ {n})fdxI∪{n}
by (8.5) and (8.18), which amounts to (−1)i+1fdxI∪{n} by (8.9). Hence (8.23) is
proved. 
We introduce a linear operator Πn−1 : E i(Rn)→ E i(Rn) by
(8.24) Πn−1 := ι ∂
∂xn
◦ (dxn∧) .
In the coordinates, for f ∈ C∞(Rn) and I ∈ In,i, we have
(8.25) Πn−1(fdxI) =
{
fdxI if n 6∈ I,
0 if n ∈ I.
Then we have
Lemma 8.18. The following identities hold on E i(Rn):
Restxn=0 ◦ Πn−1 = Restxn=0,(8.26)
(dxn∧) ◦ ι ∂
∂xn
+ ι ∂
∂xn
◦ (dxn∧) = id,(8.27)
∗Rn ◦ Πn−1 ◦ (∗Rn)−1 = id−Πn−1.(8.28)
Proof. The first identity follows immediately from (8.25). A simple computation
using (8.18) and (8.19) shows the second identity. To see the third identity (8.28),
we apply Lemma 8.17. Then
−(∗Rn) ◦ Πn−1 ◦ (∗Rn)−1 =
(
(−1)n−(i−1) ∗Rn ◦ι ∂
∂xn
◦ (∗Rn)−1
)
◦ ((−1)n−i ∗Rn ◦(dxn∧) ◦ (∗Rn)−1)
= (−dxn∧) ◦ ι ∂
∂xn
.
Hence we get (8.28) by (8.24) and (8.27). 
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By the definition of the interior multiplication, we have the following direct sum
decomposition
E i(Rn) = Image(dxn∧)⊕Ker
(
ι ∂
∂xn
)
.
Then the formulæ (8.25) and (8.27) show that the operators id−Πn−1 = (dxn∧)◦ι ∂
∂xn
and Πn−1 = ι ∂
∂xn
◦ (dxn∧) are the first and second projections, respectively.
Next, we consider the conjugation by the two Hodge star operators ∗Rn and ∗Rn−1
on Rn and Rn−1, simultaneously. For this, we observe the following basic formula.
Lemma 8.19. We have
∗Rn−1 ◦ Restxn=0 ◦ (∗Rn)−1 = (−1)k+1Restxn=0 ◦ ι ∂
∂xn
on Ek(Rn).
Proof. Fix I ∈ In,k and take f(x) ≡ f(x′, xn) ∈ C∞(Rn). We set ω := f(x)dxI . By
(8.5), we have
(∗Rn)−1ω = εn(Ic)f(x)dxIc ,
and thus
Restxn=0 ◦ (∗Rn)−1ω =
{
εn(I
c)f(x′, 0)dxIc if n ∈ I,
0 otherwise.
In turn, we obtain from (8.10)
∗Rn−1 ◦ Restxn=0 ◦ (∗Rn)−1ω =
{
f(x′, 0)dxI\{n} if n ∈ I,
0 otherwise.
Now the proposed equality follows from the identity (8.18). 
We collect some useful formulæ involving ∗Rn and ∗Rn−1 . All of the operators T in
the next lemma decrease the degree of forms by one.
Lemma 8.20. Let (T, T ♭) be a pair of linear operators T : En−i(Rn) −→ En−i−1(Rn)
and T ♭ : E i(Rn) −→ E i(Rn) such that
(1) (T, T ♭) = (T,−ι ∂
∂xn
T ♯) with T ♯ the linear operator defined in Definition 8.16,
or
(2) T and T ♭ are given in Table 8.2.
Then they satisfy the following identity:
(8.29) (−1)n−1 ∗Rn−1 ◦Restxn=0 ◦ T ◦ (∗Rn)−1 = Restxn=0 ◦ T ♭.
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Table 8.2. Pairs of operators (T, T ♭) satisfying (8.29)
T d∗Rn ι ∂
∂xn
−d∗Rnι ∂
∂xn
dRn
∂
∂xn
ι ∂
∂xn
+ d∗Rn
T ♭ −ι ∂
∂xn
dRn id dRnd
∗
Rn dRnι ∂
∂xn
Remark 8.21. We note that T ♭ is not uniquely determined by T . For instance,
(T, T ♭) = (ι ∂
∂xn
,Πn−1) also satisfies (8.29), as −ι ∂
∂xn
(ι ∂
∂xn
)♯ = Πn−1. The choices of
T ♭ in Table 8.2 are intended for simple description of differential symmetry breaking
operators Di→ju,δ , see (1.4)-(1.12).
Proof of Lemma 8.20. (1) We compose the formula
∗Rn−1 ◦ Restxn=0 ◦ (∗Rn)−1 = (−1)iRestxn=0 ◦ ι ∂
∂xn
on E i+1(Rn)
(see Lemma 8.19 (1)) with the defining relation of T ♯:
∗Rn ◦ T ◦ (∗Rn)−1 = (−1)n−iT ♯.
Then we see that (8.29) is equivalent to the relation
(8.30) Restxn=0 ◦ T ♭ = −Restxn=0 ◦ ι ∂
∂xn
T ♯.
Hence the first statement is proved.
(2) For T = d∗Rn, we have T
♯ = dRn by the second formula of Lemma 8.17, and
therefore T ♭ = −ι ∂
∂xn
dRn satisfies (8.29).
For T = ι ∂
∂xn
, we have T ♯ = −dxn∧ by the third formula of Lemma 8.17, and
therefore −ι ∂
∂xn
T ♯ = Πn−1 by (8.24). Hence (8.29) holds by (8.26).
For T = −d∗Rnι ∂
∂xn
dRn, we have T
♯ = −(dxn∧) ◦ dRnd∗Rn by the fifth formula of
Lemma 8.17, and therefore −ι ∂
∂xn
T ♯ = Πn−1dRnd∗Rn. Hence (8.29) holds again by
(8.26).
For T = ∂
∂xn
ι ∂
∂xn
+ d∗Rn, we have T
♯ = dRn − ∂∂xndxn∧ by the fourth formula of
Lemma 8.17, and therefore
−ι ∂
∂xn
T ♯ = −ι ∂
∂xn
dRn +Πn−1
∂
∂xn
= dRnι ∂
∂xn
+ (Πn−1 − id) ∂
∂xn
by Lemma 8.14 (1). Hence (8.29) holds by (8.26). 
For the operator T = dRnd
∗
Rnι ∂
∂xn
, we also need another expression:
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Lemma 8.22. For T = dRnd
∗
Rnι ∂
∂xn
, the following equality holds as elements in
HomC(E i(Rn), E i(Rn−1))
(8.31) (−1)n−1 ∗Rn−1 ◦Restxn=0 ◦ T ◦ (∗Rn)−1 = d∗Rn−1dRn−1 ◦ Restxn=0.
Proof. By the sixth formula of Lemma 8.17, T ♯ = −d∗RndRn ◦ (dxn∧). By (8.29) and
(8.30), it suffices to show
(8.32) Restxn=0 ◦ ι ∂
∂xn
d∗RndRn ◦ (dxn∧) = d∗Rn−1dRn−1 ◦ Restxn=0.
By Lemma 8.14 (2), the left-hand side of (8.32) amounts to
−Restxn=0 ◦ d∗Rnι ∂
∂xn
dRn ◦ (dxn∧).
By Lemma 8.15 (2) and by (ι ∂
∂xn
)2 = 0, this is equal to
−d∗Rn−1Restxn=0 ◦ ι ∂
∂xn
dRn ◦ (dxn∧).
Using Lemma 8.14 (1), and by the obvious identity Restxn=0 ◦ (dxn∧) = 0, this is
equal to
d∗Rn−1dRn−1Restxn=0 ◦ ι ∂
∂xn
◦ (dxn∧).
Now the desired equation (8.32) follows from (8.24) and (8.26). 
8.6. Symbol maps for differential operators acting on forms. In this section,
we relate matrix-valued invariant polynomials
H
(k)
i→j ∈ HomO(N)
(∧i(CN),∧j(CN)⊗ Polk[ζ1, . . . , ζN ]) ,
H˜
(k)
i→j ∈ HomO(N)
(∧i(CN),∧j(CN)⊗Hk(CN))
(see Section 5.3) with basic operators in differential geometry via the symbol map
Symb: Diffconst(E i(RN ), E j(RN)) −→ HomC
(∧i(CN),∧j(CN)⊗ Pol[ζ1, · · · , ζN ]) .
The dimension N will be taken to be n−1 in the next section and to be n in Chapter
12.
Lemma 8.23.
(1) Symb(dRN ) = H
(1)
i→i+1.
(2) Symb(d∗RN ) = −H(1)i→i−1.
(3) Symb(dRNd
∗
RN ) = −H(2)i→i = −H˜(2)i→i − iNQNH(0)i→i.
(4) Symb(d∗RNdRN ) = −QNH(0)i→i +H(2)i→i = H˜(2)i→i +
(
i
N
− 1)QNH(0)i→i.
(5) Symb(dRNd
∗
RN + d
∗
RNdRN ) = −QNH(0)i→i.
(6) Symb
((
i
N
− 1) dRNd∗RN + iN d∗RNdRN) = H˜(2)i→i.
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Proof. We compare (8.19) with (5.9), which yields the first identity. Likewise, com-
paring (8.20) with (5.8), we get the second identity.
The third and fourth statements follow from (8.21) and (8.22). The last two
identities are now clear. 
As a consequence of Lemma 8.23, we give a short proof of Lemma 5.5 which has
been postponed.
Proof of Lemma 5.5. Since the symbol map is O(N)-equivariant, and since both dRn
and d∗Rn commute with O(N)-actions, we conclude that all the terms in the right-
hand sides in Lemma 8.23 are O(N)-equivariant maps.
Therefore the bilinear mapsB(k) (k = 0, 1, 2) areO(N)-equivariant because
∧
j(CN)
is self-dual as an O(N)-module. 
In Proposition 5.14 we have determined the triple (i, j, k) of nonnegative inte-
gers for which the space HomO(n−1)
(∧
i(Cn),
∧
j(Cn−1)⊗Hk (Cn−1)) is nonzero, and
found an explicit basis h
(k)
i→j in (5.24) – (5.27). The next proposition describes differ-
ential operators T
(k)
i→j : E i(Rn) −→ E j(Rn) such that Symb
(
T
(k)
i→j
)
= h
(k)
i→j in all the
cases.
Proposition 8.24. We have
Case j = i− 2.
(1) h
(1)
i→i−2 = Symb
(
−d∗Rn ◦ ι ∂
∂xn
)
.
Case j = i− 1.
(2) h
(0)
i→i−1 = Symb
(
ι ∂
∂xn
)
.
(3) h
(1)
i→i−1 = Symb
(
−Πn−1 ◦ d∗Rn −
∂
∂xn
ι ∂
∂xn
)
.
(4) h
(2)
i→i−1 = Symb
((
−dRnd∗Rn −
i− 1
n− 1∆Rn−1
)
◦ ι ∂
∂xn
)
.
Case j = i.
(5) h
(0)
i→i = Symb (Πn−1).
(6) h
(1)
i→i = Symb
(
dRn ◦ ι ∂
∂xn
)
.
(7) h
(2)
i→i = Symb
(
Πn−1 ◦
(
−dRnd∗Rn − dRn
∂
∂xn
ι ∂
∂xn
− i
n− 1∆Rn−1
))
.
Case j = i+ 1.
(8) h
(1)
i→i+1 = Symb (Πn−1 ◦ dRn).
Proof. We shall prove the formula for h
(k)
i→j according as k = 0, 1, 2.
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Case k = 0, namely, (2) and (5). We compare (8.18) with the formula for h
(0)
i→i−1 in
Table 5.1, and get the second identity. Likewise, comparing (8.25) with the formula
for h
(0)
i→i in Table 5.1, we get the fifth identity.
Case k = 1, namely, (1), (3), (6), and (8).
(1) By (8.18) and (8.20), we have
d∗Rn ◦ ι ∂
∂xn
(fdxI) = (−1)i
∑
ℓ∈I\{n}
sgn(I \ {n}; ℓ) ∂f
∂xℓ
dxI\{ℓ,n} for n ∈ I.
Since (−1)i−1sgn(I \{n}; ℓ) = −sgn(I; ℓ, n), we get Symb
(
dRn ◦ ι ∂
∂xn
)
= −h(1)i→i−2 by
the formula of h
(1)
i→i−2 in Table 5.1.
(3) We apply Πn−1 to (8.20), and get
(8.33) Πn−1d∗Rn(fdxI) =

−∑
ℓ∈I
sgn(I; ℓ) ∂f
∂xℓ
dxI\{ℓ} (n 6∈ I),
−sgn(I;n) ∂f
∂xn
dxI\{n} (n ∈ I).
In turn, by using (8.20), (8.18) and (8.33), we have(
−Πn−1 ◦ d∗Rn −
∂
∂xn
ι ∂
∂xn
)
(fdxI) =
{∑
ℓ∈I sgn(I; ℓ)
∂f
∂xℓ
dxI\{ℓ} (n 6∈ I),
0 (n ∈ I).
Comparing this with the formula for h
(1)
i→i−1 in Table 5.1 again, we get the third
identity. The proofs for (6) and (8) are similar, and we omit them.
Case k = 2, namely, (4) and (7). Let us prove (4). It follows from Lemma 8.23
(3) and Proposition 8.24 (2) that
Symb
(
−dRnd∗Rn ◦ ι ∂
∂xn
− i− 1
n− 1∆Rn−1ι ∂∂xn
)
= H
(2)
i−1→i−1 ◦ h(0)i→i−1 −
i− 1
n− 1Qn−1 (ζ
′)h(0)i→i−1.
By the definitions (5.11) and (5.25), this amounts to
H˜
(2)
i−1→i−1 ◦ pri→i−1 = h(2)i→i−1.
The case (7) is similar. 
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9. Identities of scalar-valued differential operators Dµℓ
In this chapter, we derive identities for the (scalar-valued) differential operators
Dµℓ (see (1.2) for the definition) systematically from those for the Gegenbauer poly-
nomials given in Appendix. We note that some of the formulæ here were previously
known up to the restriction map Restxn=0, see [11, 15, 19, 22].
Using these identities together with the results of Chapter 8, we study matrix-
valued symmetry breaking operators Di→ju,a in details. In particular, the condition for
the vanishing of the operators Di→i−1u,a and Di→iu,a (Proposition 1.4) is proved in Section
9.3, and the identity (1.4) = (1.5) about the two expressions of Di→i−1u,a is proved in
Section 9.4. Various functional identities among Di→ju,a are proved in Chapter 13.
9.1. Homogeneous polynomial inflation Ia. Suppose a ∈ N. For g(t) ∈ Pola[t]even
(see (4.5)), we define a polynomial of two variables x and y (a-inflated polynomial
of g) by
(9.1) Iag(x, y) = x
a
2 g
(
y√
x
)
.
Notice that (Iag)(x
2, y) is a homogeneous polynomial of x and y of degree a.
By definition, we have
Ia+1(tg(t))(x, y) = y(Iag)(x, y),(9.2)
(Ia+2g)(x, y) = x(Iag)(x, y).(9.3)
We recall Qn−1(ζ ′) = ζ21 + · · · + ζ2n−1 for ζ ′ = (ζ1, . . . , ζn−1), and from (4.4) that
(Tag)(ζ) = Qn−1(ζ ′)
a
2 g
(
ζn√
Qn−1(ζ′)
)
is a homogeneous polynomial of n-variables ζ =
(ζ1, . . . , ζn−1, ζn) of degree a. By definition, we have the following identity:
(9.4) (Tag)(ζ) = Iag(Qn−1(ζ ′), ζn).
If we substitute the differential operators ∆Rn−1 and
∂
∂xn
into Iag(x, y), we get a
homogeneous differential operator Iag
(
∆Rn−1 ,
∂
∂xn
)
of order a. It then follows from
(9.4) that its symbol (see (3.3)) is given by
(9.5) Symb
(
Iag(∆Rn−1 ,
∂
∂xn
)
)
= Tag.
We recall from (1.2) thatDµa = (IaC˜µa )
(
−∆Rn−1 , ∂∂xn
)
is a homogeneous differential
operator on Rn of order a, where C˜µa (t) is the renormalized Gegenbauer polynomial
(see (14.3)). Then its symbol is given as follows:
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Lemma 9.1. Symb(Dµa ) = e−
π
√−1a
2 Ta
(
C˜µa
(
e
π
√−1
2 ·
))
.
Proof. Suppose g(t) ∈ Pola[t]even is of the form g(t) = e−π
√−1a
2 ϕ(e
π
√−1
2 t) with ϕ(s) ∈
Pola[s]even. By definition we have
Iag(x, y) = Iaϕ(−x, y),
and thus Iag(∆Rn−1 ,
∂
∂xn
) = Iaϕ(−∆Rn−1 , ∂∂xn ). In turn, Symb
(
Iaϕ(−∆Rn−1 , ∂∂xn )
)
=
Tag by (9.5). Hence Lemma follows. 
9.2. Identities among Juhl’s conformally covariant differential operators.
The composition Restxn=0 ◦ Dµa : C∞(Rn) −→ C∞(Rn−1) is a conformally covariant
differential operator, which we refer to as Juhl’s operator. In this section we collect
identities for the scalar-valued differential operators Dµa that hold before taking the
restriction operator Restxn=0:
• three-term relations for general parameter µ (Proposition 9.2)
• factorization identities for integral parameter µ (Proposition 9.3, Lemma 9.4).
Proposition 9.2. Let a ∈ N, µ ∈ C, and γ(µ, a) be defined as in (1.3). Then we
have
Dµ+1a−2∆Rn−1 + γ(µ, a)Dµ+1a−1
∂
∂xn
=
a
2
Dµa .(9.6)
Dµ+1a−2
∂
∂xn
− γ(µ, a)Dµ+1a−1 + γ(µ−
1
2
, a)Dµa−1 = 0.(9.7)
Dµ+1a−2∆Rn +
(
µ− 1
2
)
Dµa =
(
µ+
[a
2
]
− 1
2
)
Dµ−1a .(9.8)
γ(µ, a)Dµ+1a−1∆Rn +
(
µ− 1
2
)
Dµa
∂
∂xn
=
1
2
(a+ 1)γ(µ− 1
2
, a)Dµ−1a+1 .(9.9)
(µ+ a)Dµa −Dµ+1a−2∆Rn−1 =
(
µ+
[
a+ 1
2
])
Dµ+1a .(9.10)
Proof. By using (9.2) and (9.3), we see that these three-term relations for Dµa =(
IaC˜
µ
a
)(
−∆Rn−1 , ∂∂xn
)
are derived from those for Gegenbauer polynomials C˜µa (z)
that will be proved in Chapter 14 (Appendix). The correspondence is given in the
following table:
The (scalar-valued) differential operator Dµℓ for specific parameter µ and ℓ may be
written as the product of another operator Dµ′ℓ′ and the Laplacian ∆Rn (or ∆Rn−1).
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Identities for Dµa (9.6) (9.7) (9.8) (9.9) (9.10)
Identities for C˜µa (14.19) (14.21) (14.17) (14.16) (14.15)

For example,
Dµ3 = ∆Rn−1Dµ1 if µ = −2; Dµ3 = ∆RnD1−µ1 if µ = −
1
2
.
We collect such factorization identities as follows.
For a ∈ N and ℓ ∈ N+, we recall from (1.13) that Kℓ,a :=
∏ℓ
k=1
([
a
2
]
+ k
)
is a
positive integer. For ℓ = 0, we set Kℓ,a = 1.
Proposition 9.3. Let a, ℓ ∈ N. Then
Kℓ,aD
1
2
−ℓ
a+2ℓ = D
1
2
+ℓ
a ∆
ℓ
Rn .(1)
Kℓ,aD−a−ℓa+2ℓ = D−a−ℓa ∆ℓRn−1 .(2)
Proof. According to definition (9.1) for every ℓ ∈ N we have
(9.11) Ia+2ℓ
(
(z2 − 1)ℓg) (x, y) = (y2 − x)ℓ(Iag)(x, y).
Thus, applying Ia+2ℓ to the identity (14.23) in Proposition 14.11 we get (1).
Similarly, applying Ia+2ℓ to (14.22) and using (9.3) we get (2) and conclude the
proof. 
Analogous formulæ are derived from Proposition 9.3, and will be used in the proof
of Theorems 13.1 and 13.2.
Lemma 9.4. Let a ∈ N and ℓ ∈ N+.
(1) Kℓ,aD−ℓ+
3
2
a+2ℓ−2 =
(
ℓ+
[a
2
])
Dℓ−
1
2
a ∆
ℓ−1
Rn .
(2) 4Kℓ,aγ
(
ℓ +
1
2
, a− 1
)
γ
(
−ℓ+ 1
2
, a+ 2ℓ
)
D
3
2
−ℓ
a+2ℓ−1 = (a + 1)(a+ 2ℓ)D
ℓ− 1
2
a+1∆
ℓ
Rn .
(3) Kℓ,aD−a−ℓ+1a+2ℓ−2 =
(
ℓ+
[a
2
])
D−a−ℓ+1a ∆ℓ−1Rn−1 .
(4) γ(−a, a)Kℓ,aD−a−ℓ+1a+2ℓ−1 = γ(−a− ℓ, a)D−a−ℓ+1a−1 ∆ℓRn−1 .
Proof. (1) Apply Proposition 9.3 (1) with ℓ replaced by ℓ− 1.
(2) We again apply Proposition 9.3 (2) with a replaced by a + 1 and ℓ replaced
by ℓ− 1 this time. Then the assertion follows from the identity below
(9.12)
Kℓ,a
Kℓ−1,a+1
=
(a + 1)(a+ 2ℓ)
4γ
(
ℓ+ 1
2
, a− 1) γ (−ℓ + 1
2
, a+ 2ℓ
) .
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The proof of (9.12) is elementary, and we omit it.
Identities (3) and (4) follow from Proposition 9.3 (2) by similar argument as we
used for cases (1) and (2) above. We also use an elementary formula
Kℓ,a−1
Kℓ,a
=
γ(−a, a)
γ(−a− ℓ, a) .

In the rest of this chapter, we apply the three-term relations given in Proposition
9.2.
9.3. Proof of Proposition 1.4. Given a linear operator T : E i(Rn) → E j(Rn−1),
we define the “matrix component” TIJ for I ∈ In,i and J ∈ In−1,j by the identity:
T (fdxI) =
∑
J∈In−1,j
(TIJf)dxJ .
If T is a differential operator, so is TIJ : C
∞(Rn)→ C∞(Rn−1).
We find the (I, J)-component of the symmetry breaking operatorDi→i−1u,a : E i(Rn) −→
E i−1(Rn−1) introduced in (1.4) as follows:
Lemma 9.5. For I ∈ In,i and J ∈ In−1,i−1, we consider
Case 1. n ∈ I, J = I \ {n},
Case 2. n ∈ I, |J \ I| = 1, say I = K ∪ {p, n}, J = K ∪ {q},
Case 3. n 6∈ I, J ⊂ I, say I = J ∪ {p}.
Let µ := u+ i− 1
2
(n− 1). Then the matrix component (Di→i−1u,a )IJ is given as
Case 1. −Dµ+1a−2
∑
p∈Ic
∂2
∂x2p
+ 1
2
(a+ u+ 2i− n)Dµa ,
Case 2. (−1)i−1sgn(I; p, q)Dµ+1a−2 ,
Case 3. sgn(I; p)γ(µ, a)Dµ+1a−1 ,
followed by the restriction map Restxn=0. Here I
c = {1, 2, · · · , n} \ I in Case 1.
Otherwise, the (I, J) component
(
Di→i−1u,a
)
IJ
vanishes.
Proof. We recall from (1.4) that
Di→i−1u,a = Restxn=0 ◦
(
−Dµ+1a−2dRnd∗Rnι ∂
∂xn
− γ(µ, a)Dµ+1a−1d∗Rn +
1
2
(u+ 2i− n)Dµa ι ∂
∂xn
)
We begin by computing the (I, J)-components of the basis elements Restxn=0 ◦
dRnd
∗
Rnι ∂
∂xn
,Restxn=0 ◦ d∗Rn , and Restxn=0ι ∂
∂xn
.
It follows from (8.18), (8.20), and (8.21) that (I, J)-components of these operators
are given as the entries in the table below, followed by the restriction map Restxn=0:
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(Restxn=0 ◦ dRnd∗Rnι ∂
∂xn
)IJ (Restxn=0d
∗
Rn)IJ (Restxn=0 ◦ ι ∂
∂xn
)IJ
Case 1 (−1)i ∑
p∈I\{n}
∂2
∂x2p
(−1)i ∂
∂xn
(−1)i−1
Case 2 (−1)isgn(I; p, q) ∂2
∂xp∂xq
0 0
Case 3 0 −sgn(I; p) ∂
∂xp
0.
Then Cases 2 and 3 of the lemma follow from (1.4). In Case 1, the (I, J)-component
of Di→i−1u,a is given by
(−1)i−1Restxn=0 ◦
Dµ+1a−2 ∑
p∈I\{n}
∂2
∂x2p
+ γ(µ, a)Dµ+1a−1
∂
∂xn
+
1
2
(u+ 2i− n)Dµa
 ,
which amounts to
(−1)i−1Restxn=0 ◦
1
2
(a+ u+ 2i− n)Dµa +Dµ+1a−2
 ∑
p∈I\{n}
∂2
∂x2p
−∆Rn−1

by the three-term relation (9.6) for Dµa . Thus the lemma is proved. 
Lemma 9.5 will be used for the proof of Proposition 1.4 (1). We may deduce
Proposition 1.4 (2) from Proposition 1.4 (1) by the duality (10.6), however, we give
explicit formulæ for the matrix components of Di→iu,a for later purpose.
Lemma 9.6. For I ∈ In,i and J ∈ In−1,i, we consider
Case 1. n 6∈ I, J = I.
Case 2. n 6∈ I, |J \ I| = 1, say I = K ∪ {p}, J = K ∪ {q}.
Case 3. n ∈ I, |J \ I| = 1, say I = K ∪ {n}, J = K ∪ {q}.
Let µ := u+ i− n−1
2
. Then the matrix component
(Di→iu,a )IJ is given as
Case 1. −Dµ+1a−2
∑
p∈I
∂2
∂x2p
+ 1
2
(u+ a)Dµa ,
Case 2. −sgn(I; p, q)Dµ+1a−2 ∂
2
∂xp∂xq
,
Case 3. −sgn(I; q, n)γ(µ, a)Dµ+1a−1 ∂∂xq ,
followed by the restriction map Restxn=0. Otherwise, the (I, J)-component (Di→iu,a )IJ
is equal to zero.
Proof. From the expressions (8.21), (8.18) and (8.19), we have:
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(Restxn=0 ◦ dRnd∗Rn)IJ (Restxn=0 ◦ dRnι ∂
∂xn
)IJ
Case 1 −Restxn=0 ◦
∑
p∈I
∂2
∂x2p
0
Case 2 −sgn(I; p, q)Restxn=0 ◦ ∂2∂xp∂xq 0
Case 3 −sgn(I; q, n)Restxn=0 ◦ ∂2∂xq∂xn (−1)i−1sgn(I; q)Restxn=0 ◦ ∂∂xq .
Then Cases 1 and 2 of the lemma follow from (1.6). In Case 3, we also use the
identity sgn(I; q, n) = (−1)i−1sgn(I; q) and the three-term relation (9.7). 
We are ready to complete the proof of Proposition 1.4.
Proof of Proposition 1.4. (1). Suppose i = n. Then, only Case 1 in Lemma 9.5
occurs. In this case Ic = ∅. Thus Dn→n−1u,a = 0 if and only if a + u + 2i − n = 0,
equivalently, u = −n− a.
Suppose 1 ≤ i ≤ n − 1. Then Cases 1 and 3 in Lemma 9.5 occur, and Case 2
occurs if 2 ≤ i ≤ n− 1.
First, we see from Lemma 9.5 that
(Di→i−1u,a )IJ = 0 in Case 1 if and only if Dµ+1a−2 = 0
and a+ u+ 2i− n = 0, equivalently, n− u− 2i = a ∈ {0, 1}.
Second,
(Di→i−1u,a )IJ = 0 in Case 3 if and only if γ(µ, a)Dµ+1a−1 = 0. This happens
if and only if a = 0 because a ∈ {0, 1}. Hence Di→i−1u,a = 0 implies that (u, a) =
(n− 2i, 0). The converse statement also holds because (Di→i−1u,a )IJ vanishes in Case
2 if a = 0. Thus Proposition 1.4 (1) is proved.
(2). The proof of Proposition 1.4 (2) is similar to the one of (1) by using Lemma
9.6, and we omit it. 
9.4. Two expressions of Di→i−1u,a . In this section, we prove in Proposition 9.9 the
identity (1.4) = (1.5) for the two expressions of the differential operatorDi→i−1u,a : E i(Rn) −→
E i−1(Rn−1) by using the three-term relations that we established in Section 9.2.
In order to prove the identity (1.4) = (1.5), we begin with the relationship between
the following two triples of matrix-valued differential operators
{dRnd∗Rnι ∂
∂xn
, d∗Rn, ι ∂
∂xn
} and {−d∗Rnι ∂
∂xn
dRn ,
∂
∂xn
ι ∂
∂xn
+ d∗Rn , ι ∂
∂xn
}
that map E i(Rn) to E i−1(Rn).
Lemma 9.7. Suppose A,B,C, P,Q and R are scalar-valued differential operators on
Rn satisfying
(9.13) P = −A, Q = B − A ∂
∂xn
, R = −A∆Rn−1 −B ∂
∂xn
+ C.
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Then
(9.14) AdRnd
∗
Rnι ∂
∂xn
+Bd∗Rn+Cι ∂
∂xn
= P (−d∗Rnι ∂
∂xn
dRn)+Q(
∂
∂xn
ι ∂
∂xn
+d∗Rn)+Rι ∂
∂xn
.
Proof. It follows from Lemma 8.14 (1) and (8.14) that
−d∗Rnι ∂
∂xn
dRn = d
∗
RndRnι ∂
∂xn
− ∂
∂xn
d∗Rn = −dRnd∗Rnι ∂
∂xn
− ∂
∂xn
d∗Rn −∆Rnι ∂
∂xn
.
Hence the right-hand side of (9.14) is equal to
−PdRnd∗Rnι ∂
∂xn
+ (−P ∂
∂xn
+Q)d∗Rn + (−P∆Rn +Q
∂
∂xn
+R)ι ∂
∂xn
.
Thus the equality (9.14) holds if
A = −P, B = −P ∂
∂xn
+Q, C = −P∆Rn +Q ∂
∂xn
+R,
or equivalently if (9.13) is satisfied. 
Lemma 9.8. Suppose µ ∈ C and a ∈ N. Then we have the following identity as
linear operators from E i(Rn) to E i−1(Rn):
−Dµ+1a−2dRnd∗Rnι ∂
∂xn
− γ(µ, a)Dµ+1a−1d∗Rn +
1
2
(µ+ i− n+ 1
2
)Dµa ι ∂
∂xn
= −Dµ+1a−2d∗Rnι ∂
∂xn
dRn − γ(µ− 1
2
, a)Dµa−1(
∂
∂xn
ι ∂
∂xn
+ d∗Rn) +
1
2
(µ+ i− n+ 1
2
+ a)Dµa ι ∂
∂xn
.
Proof. By Lemma 9.7 with
A = −Dµ+1a−2 , B = −γ(µ, a)Dµ+1a−1 , C =
1
2
(µ+ i− n + 1
2
)Dµa ,
the proof of Lemma 9.8 reduces to the following identities
Dµ+1a−2
∂
∂xn
− γ(µ, a)Dµ+1a−1 = −γ(µ−
1
2
, a)Dµa−1,
Dµ+1a−2∆Rn−1 + γ(µ, a)Dµ+1a−1
∂
∂xn
+
1
2
(µ+ i− n+ 1
2
)Dµa =
1
2
(µ+ i− n+ 1
2
+ a)Dµa .
These are nothing but the three-term relations among the operators Dλℓ that we
proved in (9.7) and (9.6), respectively. 
We are ready to prove the second expression (1.5) of Di→i−1u,a .
Proposition 9.9. As operators E i(Rn) −→ E i−1(Rn−1), we have (1.4) = (1.5).
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Proof. It follows from Lemma 8.15 (2) that
Restxn=0 ◦ Dµa−1
(
∂
∂xn
ι ∂
∂xn
+ d∗Rn
)
= d∗Rn−1 ◦ Restxn=0 ◦ Dµa−1.
Hence the proposition follows from Lemma 9.8 composed by Restxn=0. 
By the expression (1.4), the symmetry breaking operator Di→i−1u,a takes a simpler
form when i = 1:
D1→0u,a = Restxn=0
(
−γ(u− n− 3
2
, a)Du−
n−5
2
a−1 d
∗
Rn +
1
2
(u+ 2− n)Du−
n−3
2
a ι ∂
∂xn
)
because
dRnd
∗
Rnι ∂
∂xn
= 0 on E1(Rn),
and so the first term of (1.4) vanishes. On the other hand, by the expression (1.5),
we see that the symmetry breaking operator Di→i−1u,a takes a simpler form when i = n:
(9.15) Dn→n−1u,a =
1
2
(u+ n+ a)Restxn=0 ◦ Du+
n+1
2
a ι ∂
∂xn
,
since both the operators
−d∗Rnι ∂
∂xn
dRn and Restxn=0 ◦
(
∂
∂xn
ι ∂
∂xn
+ d∗Rn
)
(= d∗Rn−1 ◦ Restxn=0)
in the first and third terms of (1.5) vanish on En(Rn). This operator is dual (via the
Hodge star operator) to the symmetry breaking operator D0→0u+2i−n,a (Juhl’s operator)
for functions (see Section 10.4).
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10. Construction of differential symmetry breaking operators
We proved in Proposition 5.19 that there exist nonzero differential symmetry
breaking operators from theG-representation I(i, λ)α to theG
′-representation J(j, ν)β
only if
j ∈ {i− 2, i− 1, i, i+ 1}.
In this chapter, we complete the proof of Theorem 2.9 which provides explicit formulæ
of these symmetry breaking operators. The formulæ are given in the flat picture (2.7),
namely, as differential operators E i(Rn) −→ E j(Rn−1).
By the F-method (see Fact 3.3), we have a natural bijection (see (5.31))
(10.1) DiffG′(I(i, λ)α, J(j, ν)β) ≃ Sol(n+; σ(i)λ,α, τ (j)ν,β),
where the right-hand side consists of (vector-valued) polynomial solutions to the F-
sytem. In the previous chapters, we determined explicitly these polynomial when
j = i − 1 and i + 1 (see Theorems 6.1 and 7.3, respectively). Then the proof for
Theorem 2.9 is divided into the following two parts:
• For j = i−1 and i+1, we translate these polynomial solutions into geometric
operators acting on differential forms via the symbol map according to the
F-method. We show that the resulting symmetry breaking operators coincide
with C˜i,i−1λ,ν and C˜
i,i+1
λ,ν , respectively.
• For j = i−2 and i, we use the duality theorem of symmetry breaking operators
(Theorem 2.7).
This completes the proof of Theorem 2.9. In the next chapter, we shall derive
Theorems 1.5-1.8 from Theorem 2.9.
10.1. Proof of Theorem 2.9 in the case j = i−1. In this section, we give a proof
of Theorem 2.9 in the case j = i− 1. Suppose that we are in Case 2 of Theorem 2.8,
namely,
1 ≤ i ≤ n, a := ν − λ (∈ N) and β − α ≡ a mod 2.
Let (g0, g1, g2) be the triple of the nonzero polynomials given in Theorem 6.1 so
that
Sol(n+; σ
(i)
λ,α, τ
(i−1)
ν,β ) = C
2∑
k=0
(Ta−kgk)h
(k)
i→i−1.
We recall that g1 = g2 = 0 if i = n or λ = ν. By the isomorphism (10.1), the gener-
ator
∑2
k=0(Ta−kgk)h
(k)
i→i−1 gives rise to a differential symmetry breaking operator, to
be denoted by D. What remains to prove is that D is a nonzero scalar multiple of
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C˜i,i−1λ,ν = D˜i→i−1λ−i,ν−λ defined in (2.29) in the flat coordinates. We set
(10.2)
P :=

Dλ−
n−1
2
a ι ∂
∂xn
if i = n,
ι ∂
∂xn
if λ = ν,
−Dλ−
n−3
2
a−2 dRnd
∗
Rnι ∂
∂xn
− γ (λ− n−1
2
, a
)
Πn−1Dλ−
n−3
2
a−1 d
∗
Rn +
λ−n+i
2
Dλ−
n−1
2
a ι ∂
∂xn
otherwise.
We shall verify
• Symb(P ) =
{
(Tag0)h
(0)
i→i−1 i = n or λ = ν,
e−
π
√−1(a−2)
2
∑2
k=0 (Ta−kgk) h
(k)
i→i−1 otherwise.
• C˜i,i−1λ,ν = Restxn=0 ◦ P.
By the general theory of the F-method (Fact 3.3), Theorem 2.9 in the case j = i−1
follows from these two statements. The second statement is clear from the identity
Restxn=0 ◦Πn−1 = Restxn=0 (see (8.26)) and the definition (2.29) of the renormalized
operator C˜i,i−1λ,ν . The first statement in the case i = n or λ = ν follows directly from
the formula for the symbol map given in Lemma 9.1 and Proposition 8.24 (2). Thus
the rest of this section will be devoted to a proof of the first statement in the case
i 6= n and λ 6= ν (see Lemma 10.2), which requires some few computations.
Let A,B,C ∈ C, and we set
g2(t) = C˜
µ
a−2
(
e
π
√−1
2 t
)
,
g1(t) = e
−π
√−1
2 AC˜µa−1
(
e
π
√−1
2 t
)
,
g0(t) = e
−π
√−1
2 BtC˜µa−1
(
e
π
√−1
2 t
)
+ CC˜µa−2
(
e
π
√−1
2 t
)
.
Lemma 10.1. Let a ∈ N and µ ∈ C. We set
D1 :=
(
−dRnd∗Rn +
(
C − i− 1
n− 1
)
∆Rn−1
)
ι ∂
∂xn
,
D2 := −AΠn−1 ◦ d∗Rn + (−A +B)
∂
∂xn
ι ∂
∂xn
.
Then the symbol of the differential operator
Dµa−2D1 +Dµa−1D2 : E i(Rn) −→ E i−1(Rn)
is given by
Symb(Dµa−2D1 +Dµa−1D2) = e−
π
√−1
2
(a−2)
2∑
k=0
(Ta−kgk)h
(k)
i→i−1.
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Proof. We first claim the following equalities:
Symb(Dµa−2) = e−
π
√−1(a−2)
2 Ta−2g2.
Symb(ADµa−1) = e−
π
√−1(a−2)
2 Ta−1g1.
Symb
(
BDµa−1
∂
∂xn
+ CDµa−2∆Rn−1
)
= e−
π
√−1(a−2)
2 Tag0.
The first two follow from Lemma 9.1. For the third equality we note that
Tag0 = e
−π
√−1
2 BζnTa−1
(
C˜µa−1
(
e
π
√−1
2 ·
))
+ CQn−1(ζ ′)Ta−2
(
C˜µa−2
(
e
π
√−1
2 ·
))
by Lemma 6.27 (1) and (2).
Combining the above formulæ with Proposition 8.24 (4), (3), and (2), respectively,
we get
Symb(−Dµa−2
(
dRnd
∗
Rn +
i− 1
n− 1∆Rn−1
)
ι ∂
∂xn
+ ADµa−1(−Πn−1d∗Rn −
∂
∂xn
ι ∂
∂xn
)
+ (BDµa−1
∂
∂xn
+ CDµa−2∆Rn−1)ι ∂
∂xn
)
= e−
π
√−1(a−2)
2
(
(Ta−2g2)h
(2)
i→i−1 + (Ta−1g1)h
(1)
i→i−1 + (Tag0)h
(0)
i→i−1
)
.
A simple computation shows that the left-hand side is equal to
Symb(Dµa−2D1 +Dµa−1D2).
Hence Lemma 10.1 is proved. 
We put
A := γ(λ− n− 1
2
, a), B :=
(
1 +
λ− n+ i
a
)
A, C :=
λ− n+ i
a
+
i− 1
n− 1 .
Lemma 10.2. Let a := ν − λ ∈ N+ and i 6= n. Suppose g0(t), g1(t), and g2(t) are
given by the above A,B,C with µ = λ − n−3
2
. Then the matrix-valued differential
operator P given in (10.2) satisfies
Symb(P ) = e−
π
√−1(a−2)
2
2∑
k=0
(Ta−kgk)h
(k)
i→i−1.
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Proof. With the above constants A, B, and C, the differential operators D1 and D2
in Lemma 10.1 amount to
D1 =
(
−dRnd∗Rn +
λ− n+ i
a
∆Rn−1
)
ι ∂
∂xn
,
D2 = γ
(
−Πn−1 ◦ d∗Rn +
λ− n + i
a
∂
∂xn
ι ∂
∂xn
)
.
Therefore
Dλ−
n−3
2
a−2 D1 +Dλ−
n−3
2
a−1 D2 = −Dλ−
n−3
2
a−2 dRnd
∗
Rnι ∂
∂xn
− γ(λ− n− 1
2
, a)Dλ−
n−3
2
a−1 Πn−1d
∗
Rn
+
λ− n + i
a
(
Dλ−
n−3
2
a−1 ∆Rn−1 + γ(λ−
n− 1
2
, a)Dλ−
n−3
2
a−1
∂
∂xn
)
ι ∂
∂xn
.
Applying the three-term relation (9.6) of the scalar-valued differential operators Dµℓ ,
it amounts to
−Dλ−
n−3
2
a−2 dRnd
∗
Rnι ∂
∂xn
− γ(λ− n− 1
2
, a)Πn−1Dλ−
n−3
2
a−1 d
∗
Rn +
λ− n+ i
2
Dλ−
n−1
2
a ι ∂
∂xn
.
Hence, Lemma 10.1 implies the statement of Lemma 10.2. 
Thus we have completed the proof of Theorem 2.9 in the case j = i− 1.
10.2. Proof of Theorem 2.9 in the case j = i+1. In this section, we give a proof
of Theorem 2.9 in the case j = i + 1. Suppose we are in Cases 4 or 4′ in Theorem
2.9, namely,
Case 4. 1 ≤ i ≤ n− 2, (λ, ν) = (i, i+ 1) and β ≡ α + 1 mod 2,
Case 4′. i = 0, λ ∈ −N, ν = 1 and β ≡ α + λ+ 1 mod 2.
Then we have from Theorem 7.3
Sol(n+; σ
(i)
λ,α, τ
(i+1)
ν,β ) =
{
C
(
T−λC˜
λ−n−1
2
−λ
(
e
π
√−1
2 ·
))
h
(1)
i→i+1 in Case 4
′,
Ch(1)i→i+1 in Case 4.
We define a differential operator Q : E i(Rn) −→ E i+1(Rn) by the formula
Q :=
{
e−
π
√−1λ
2 Πn−1 ◦ Dλ−i−
n−1
2
−λ dRn if i = 0,
Πn−1 ◦ dRn, if 1 ≤ i ≤ n− 2.
We shall verify the following claims in both Case 4 and Case 4′:
• Symb(Q) is a generator of Sol
(
n+; σ
(i)
λ,α, τ
(i+1)
ν,β
)
.
• Restxn=0 ◦Q : E i(Rn) −→ E i+1(Rn−1) coincides with C˜i,i+1λ,ν .
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By the general theory of the F-method (Fact 3.3), Theorem 2.9 in the case j = i+1
follows from these two claims. The first claim follows from the computation of
the symbol in Lemma 9.1 and Proposition 8.24 (8). Now, by use of the identity
Restxn=0◦Πn−1 = Restxn=0 (see (8.26)) and the definition (2.30) of C˜i,i+1λ,ν (= D˜i→i+1λ−i,ν−λ),
we obtain C˜i,i+1λ,ν = Restxn=0 ◦Q. Thus we have completed the proof of Theorem 2.9
in the case j = i+ 1.
10.3. Application of the duality theorem for symmetry breaking operators.
In the following two Sections 10.4 and 10.5, we shall give a proof of Theorem 2.9 in
the cases j = i and i − 2 by applying the duality theorem for symmetry breaking
operators (Theorem 2.7), instead of solving the F-system. We shall see that the cases
j = i and i − 2 are derived from the cases j˜ = i˜ − 1 and i˜ + 1, for which the proof
was completed in Sections 10.1 and 10.2, respectively.
In this section we give a set-up for the duality theorem. We put
i˜ := n− i, j˜ := n− 1− j.
First we examine a geometric meaning of the proof of Lemma 2.2 and Theorem
2.7. Let χ−− be the one-dimensional representation of G as defined in (2.9). Then
the proof of Lemma 2.2 shows that the Hodge star operator on E i(Rn) induces the
G-isomorphism I(i, λ)α ≃ I (˜i, λ)α ⊗ χ−− in the flat picture (see (2.8)) as below:
E i(Rn) ∗Rn−−−−−→ E i˜(Rn) ≃ E i˜(Rn)⊗ C(10.3)
ι
(i)
λ −֒→ −֒→ ι
(˜i)
λ
I(i, λ)α−−−−−−−−−−−−→I (˜i, λ)α ⊗ χ−−.
We recall the proof of Theorem 2.7 is based on the G- and G′-isomorphisms
I(i, λ)α ≃ I (˜i, λ)α ⊗ χ−−,
J(j, ν)β ≃ J(j˜, ν)β ⊗ χ−−|G′,
which induce the duality of symmetry breaking operators
DiffG′ (I(i, λ)α, J(j, ν)β) ≃ DiffG′
(
I (˜i, λ)α ⊗ χ−−, J(j˜, ν)β ⊗ χ−−|G′
)
, T 7→ T˜ ⊗ id.
In the flat picture, this isomorphism is realized by (10.3) in the following key diagram:
E i(Rn) I(i, λ)α? _oo T // J(j, ν)β   // E j(Rn−1)
E i˜(Rn)
∗Rn
OO
I (˜i, λ)α ⊗ χ−,−? _oo T˜⊗id // J(j˜, ν)β ⊗ χ−,−   // E j˜(Rn−1)
∗
Rn−1
OO
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We note that the 6-tuple (i, j, λ, ν, α, β) for j = i belongs to Case 3 in Theorem 2.8
(which we shall consider in this section) if and only if (˜i, i˜− 1, λ, ν, α, β) belongs to
Case 2 in Theorem 2.8 (which was treated in Section 10.1). Likewise (i, j, λ, ν, α, β)
for j = i−2 belongs to Cases 1 and 1′ in Theorem 2.8 if and only if (˜i, i˜+1, λ, ν, α, β)
belongs to Cases 4 and 4′ in Theorem 2.8 (which were treated in Section 10.2).
In view of the above geometric interpretation of the duality theorem (Theorem
2.7), Theorem 2.9 in the case j = i and i− 2 is deduced from the following identities
C˜i,iλ,ν = (−1)n−1 ∗Rn−1 ◦C˜i˜,˜i−1λ,ν ◦ (∗Rn)−1 ,(10.4)
C˜i,i−2λ,ν = (−1)n−1 ∗Rn−1 ◦C˜i˜,˜i+1λ,ν ◦ (∗Rn)−1 ,(10.5)
in the flat picture, which will be treated in Propositions 10.3 and 10.4, respectively,
in the next two sections.
10.4. Proof of Theorem 2.9 in the case j = i. In this section, we prove the
duality (10.2) as well as the equality (2.23) = (2.24) for the two expressions of Ci,iλ,ν
(or equivalently, (1.6) = (1.7) for Di→iu,a ), and complete the proof of Theorem 2.9 in
the case j = i.
Proposition 10.3. Let 0 ≤ i ≤ n− 1, and (λ, ν) ∈ C2 with ν−λ ∈ N. We consider
a matrix-valued differential operator
(10.6) (−1)n−1 ∗Rn−1 ◦Ci˜,˜i−1λ,ν ◦ (∗Rn)−1 : E i(Rn) −→ E i(Rn−1),
where i˜ := n − i. Then (10.6) and the two expressions (2.23), (2.24) of Ci,iλ,ν are
equal to each other. Moreover, we have the following identity for the renormalized
symmetry breaking operators (see (2.29) for the definition)
(10.7) C˜i,iλ,ν = (−1)n−1 ∗Rn−1 ◦C˜i˜,˜i−1λ,ν ◦ (∗Rn)−1.
Proof. We recall the notation from (2.21) that C˜λ,ν = Restxn=0 ◦ Dλ−
n−1
2
ν−λ . By (2.25)
or by (1.4), we have
Ci˜,˜i−1λ,ν = Di˜→i˜−1λ−i˜,ν−λ
= Restxn=0 ◦
(
−Dλ−
n−3
2
ν−λ−2dRnd
∗
Rnι ∂
∂xn
− γ(λ− n− 1
2
, ν − λ)Dλ−
n−3
2
ν−λ−1d
∗
Rn +
1
2
(λ− i)Dλ−
n−1
2
ν−λ ι ∂
∂xn
)
.
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Applying the formulæ for ∗Rn−1 ◦Restxn=0◦T ◦(∗Rn)−1 given in Lemma 8.20 (T = d∗Rn
and ι ∂
∂xn
) and in Lemma 8.22 (T = dRnd
∗
Rnι ∂
∂xn
), we obtain
(−1)n−1 ∗Rn−1 ◦C˜i˜,˜i−1λ,ν ◦ (∗Rn)−1
= −d∗Rn−1dRn−1Restxn=0 ◦ Dλ−
n−3
2
ν−λ−2
+ Restxn=0 ◦
(
γ(λ− n− 1
2
, ν − λ)Dλ−
n−3
2
ν−λ−1 ι ∂
∂xn
dRn +
1
2
(λ− i)Dλ−
n−1
2
ν−λ
)
= −d∗Rn−1dRn−1C˜λ+1,ν−1 + γ(λ−
n− 1
2
, ν − λ)C˜λ+1,νι ∂
∂xn
dRn +
λ− i
2
C˜λ,ν .
Hence we have proved the equality (10.6) = (2.24).
On the other hand, we have proved in Proposition 9.9 that Ci˜,˜i−1λ,ν is equal to
Restxn=0 ◦(
−Dλ−
n−3
2
ν−λ−2d
∗
Rnι ∂
∂xn
dRn +
1
2
(ν − i)Dλ−
n−1
2
ν−λ ι ∂
∂xn
− γ(λ− n
2
, ν − λ)Dλ−
n−1
2
ν−λ−1
(
d∗Rn +
∂
∂xn
ι ∂
∂xn
))
.
Applying Lemma 8.20 to T = −d∗Rnι ∂
∂xn
dRn , ι ∂
∂xn
, and d∗Rn +
∂
∂xn
ι ∂
∂xn
, we have
(−1)n−1 ∗Rn−1 ◦Ci˜,˜i−1λ,ν ◦ (∗Rn)−1
= Restxn=0 ◦
(
Dλ−
n−3
2
ν−λ−2dRnd
∗
Rn +
1
2
(ν − i)Dλ−
n−1
2
ν−λ − γ(λ−
n
2
, ν − λ)Dλ−
n−1
2
ν−λ−1dRnι ∂
∂xn
)
= C˜λ+1,ν−1dRnd∗Rn +
1
2
(ν − i)C˜λ,ν − γ(λ− n
2
, ν − λ)C˜λ,ν−1,
which is equal to the formula (2.23). Thus we have shown the equalities: (2.23) =
(2.24) = (10.4).
Finally, let us prove the identity (10.7). We have already shown (10.7) when
λ 6= ν and i 6= 0 (i.e. i˜ 6= n) because C˜i,iλ,ν = Ci,iλ,ν and C˜i˜,˜i−1λ,ν = Ci˜,˜i−1λ,ν in this case. For
λ = ν or i = 0 (i.e. i˜ = n), the identity (10.7) is an immediate consequence of the
definition (2.29) and Lemma 8.20 with T = ι ∂
∂xn
. Thus the proof of the proposition
is completed. 
10.5. Proof of Theorem 2.9 in the case j = i − 2. In this section, we prove
Theorem 2.9 in the remaining case, namely, j = i− 2. We keep the notation (˜i, j˜) =
(n− i, n− 1− j), and assume j = i− 2 in this section. Then Cases 1 (resp. 1′) and
4 (resp. 4′) in Theorem 2.8 are dual to each other, namely,
Case 4: j˜ = i˜+ 1, 1 ≤ i˜ ≤ n− 2, (λ, ν) = (˜i, i˜+ 1), β ≡ α + 1 mod 2,
Case 4′: (˜i, j˜) = (0, 1), λ ∈ −N, ν = 1, β ≡ α+ λ+ 1 mod 2,
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are equivalent to
Case 1: j = i− 2, 2 ≤ i ≤ n− 1, (λ, ν) = (n− i, n− i+1), β ≡ α+1 mod 2,
Case 1′: (i, j) = (n, n− 2), λ ∈ −N, ν = 1, β ≡ α + λ+ 1 mod 2,
respectively.
By the duality (Theorem 2.7) and the proof of Theorem 2.9 in the case j˜ = i˜+ 1,
Theorem 2.9 in the case j = i− 2 is deduced from the following proposition.
Proposition 10.4. We have the identity (10.5), namely,
C˜i,i−2n−i,n−i+1 = (−1)n−1 ∗Rn−1 ◦C˜i˜,˜i+1i˜,˜i+1 ◦ (∗Rn)−1 in Case 1,
C˜n,n−2λ,1 = (−1)n−1 ∗Rn−1 ◦C˜0,1λ,1 ◦ (∗Rn)−1 in Case 1′.
Proof. We recall from (2.30) that C˜i˜,˜i+1λ,ν = Restxn=0 ◦ D
λ−i˜−n−1
2
i˜−λ dRn. It follows from
Lemma 8.20 (1) and from Lemma 8.17 with T = dRn that
(−1)n−1 ∗Rn−1 ◦Restxn=0 ◦ dRn ◦ (∗Rn)−1 = Restxn=0 ◦ ι ∂
∂xn
d∗Rn.
Hence we have
(−1)n−1 ∗Rn−1 ◦C˜i˜,˜i+1λ,ν ◦ (∗Rn)−1 = Restxn=0 ◦ D
λ−i˜−n−1
2
i˜−λ ι ∂∂xn
d∗Rn .(10.8)
In Case 1, λ = i˜ and therefore (10.8) amounts to Restxn=0ι ∂
∂xn
d∗Rn = C˜
i,i−2
n−i,n−i+1.
In Case 1′, i = n, i˜ = 0, and therefore (10.8) amounts to Restxn=0 ◦Dλ−
n−1
2
−λ ι ∂
∂xn
d∗Rn
which is equal to C˜n,n−2λ,1 . 
Hence the proof of Theorem 2.9 is completed.
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11. Solutions to Problems A and B for (Sn, Sn−1)
In this chapter, we complete the proof of Theorem 1.1 and Theorems 1.5–1.8,
which solve Problems A and B of conformal geometry for the model space (X, Y ) =
(Sn, Sn−1), respectively.
11.1. Problems A and B for conformal transformation group Conf(X ; Y ).
We begin with the general setting where (X, gX) is a pseudo-Riemannian manifold
of dimension n, and Y is a submanifold of dimension m such that the metric tensor
gX is nondegenerate when restricted to Y . We define Conf(X ; Y ) as a subgroup of
the full conformal group Conf(X) := {ϕ : X −→ X is a conformal diffeomorphism}
by
(11.1) Conf(X ; Y ) := {ϕ ∈ Conf(X) : ϕ(Y ) = Y }.
Then E i(X)u,δ is a Conf(X)-module for 0 ≤ i ≤ n, u ∈ C, δ ∈ Z/2Z, and E j(Y )v,ε
is a Conf(X ; Y )-module for 0 ≤ j ≤ m, v ∈ C, ε ∈ Z/2Z. The group Conf(X ; Y ) is
the largest effective group for Problems A and B on differential symmetry breaking
operators from E i(X)u,δ to E j(Y )v,ε.
The first reduction is the duality theorem for symmetry breaking operators. We
recall from Proposition 8.3 that the Hodge star operator ∗X carrying i-forms to
(n − i)-forms is a conformally equivariant operator for X , and ∗Y carrying j-forms
to (m− j)-forms is a conformally equivariant for Y . Then, a solution to Problem A
(or Problem B) for i-forms on X and j-forms on the submanifold Y , to be denoted
by the (i, j) case, leads us to solutions for (i,m − j), (n − i, j), and (n − i,m − j)
cases via the following natural bijections:
(11.2)
DiffConf(X;Y ) (E i(X)u,0, E j(Y )v,0) DiffConf(X;Y ) (E i(X)u,0, Em−j(Y )v−m+2j,1)
DiffConf(X;Y ) (En−i(X)u−n+2i,1, E j(Y )v,0) DiffConf(X;Y ) (En−i(X)u−n+2i,1, Em−j(Y )v−m+2j,1) ,
given by
(11.3) D ✤ //❴

∗Y ◦D❴

D ◦ ∗X ✤ // ∗Y ◦D ◦ ∗X .
In other words, a solution to Problem A (or Problem B) for a fixed (δ, ε) ∈ (Z/2Z)2
yields solutions to Problem A (or Problem B, respectively) for the other three cases
of (δ, ε) ∈ (Z/2Z)2.
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11.2. Model space (X, Y ) = (Sn, Sn−1). From now we consider the model space
(X, Y ) = (Sn, Sn−1). We shall see that Problems A and B are deduced from the
problems on symmetry breaking operators between principal series representations
of G = O(n + 1, 1) and G′ = O(n, 1) which were proved in Theorems 2.8 and
2.9, respectively. For this, we first clarify small differences such as disconnected
components and coverings between the groups G and Conf(X), and also between G′
and Conf(X ; Y ).
We recall from Section 2.1 that the natural action of G = O(n+ 1, 1) on the light
cone Ξ ⊂ Rn+1,1 induces a conformal action on the standard Riemann sphere Sn
via the isomorphism Sn ≃ Ξ/R×. Conversely, it is well-known that any conformal
transformation of the standard sphere X = Sn is obtained in this manner if n ≥ 2,
and thus we have a natural isomorphism:
(11.4) Conf(X) ≃ O(n+ 1, 1)/{±In+2}.
Let us compute Conf(X ; Y ) for (X, Y ) = (Sn, Sn−1). We realize Y = Sn−1 as a
submanifold {(x0, . . . , xn−1, xn) ∈ Sn : xn = 0} of X = Sn as before.
Lemma 11.1. Via the isomorphism (11.4), we have
Conf(X ; Y ) ≃ (O(n, 1)× O(1)) /{±In+2}.
Proof. Suppose g = (gij)0≤i,j≤n+1 ∈ O(n + 1, 1) leaves Y = Sn−1 invariant. This
means that
∑n+1
j=0 gnjξj = 0 for all ξ = (ξ0, . . . , ξn+1) ∈ Ξ with ξn = 0, which implies
gnj = 0 for all j 6= n. In turn, gin = 0 for all i 6= n and gnn = ±1 because
g ∈ O(n+ 1, 1). Hence we have shown g ∈ O(n, 1)×O(1). Conversely, any element
of O(n, 1)× O(1) clearly leaves Sn−1 invariant. Thus the lemma is proved. 
The above lemma says that the group Conf(X ; Y ) is the quotient of the direct
product group of G′ = O(n, 1) and O(1), however, we do not have to consider the
second factor O(1) in solving Problems A and B. In order to state this claim precisely,
we write
δ · i :=
{
i if δ ≡ 0
n− i if δ ≡ 1, ε · j :=
{
j if ε ≡ 0
n− 1− j if ε ≡ 1,
for δ, ε ∈ Z/2Z and 0 ≤ i ≤ n, 0 ≤ j ≤ n − 1. We recall that I(i, λ)α is a principal
series representation with parameter λ ∈ C and α ∈ Z/2Z of G = O(n + 1, 1), and
J(j, ν)β is that of G
′ = O(n, 1). Then we have
Lemma 11.2. For (X, Y ) = (Sn, Sn−1), we have a natural isomorphism:
(11.5)
HomConf(X;Y )
(E i(X)u,δ, E j(Y )v,ε) ≃ HomO(n,1) (I(δ · i, u+ i)δ·i, J(ε · j, v + j)ε·j) .
Here the subscripts δ · i and ε · j are regarded as elements in Z/2Z.
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Proof. For α ∈ Z/2Z, we write (−1)α for the one-dimensional representation of O(1)
as before, namely,
(−1)α =
{
1 (trivial representation) if α ≡ 0,
sgn (signature representation) if α ≡ 1.
Since the central element −In+2 of G acts on the principal series representation
I(i, λ)α as the scalar (−1)i+α, and since −In+1 acts on J(j, ν)β as the scalar (−1)j+β,
we have
HomO(n,1)×O(1) (I(i, λ)α, J(j, ν)β ⊠ (−1)γ)
≃
{
HomO(n,1) (I(i, λ)α, J(j, ν)β) if γ ≡ i+ j + α + β mod 2,
{0} otherwise.
On the other hand, since the second factor O(1) acts trivially on the submanifold
Y = Sn−1, Proposition 2.3 implies that the representation ̟(j)v,ε of Conf(X ; Y ) on
E j(Sn−1) is given by the outer tensor product representation of O(n, 1) × O(1) as
below:
̟(j)v,ε ≃ J(ε · j, v + j)ε·j ⊠ 1 .
Again by Proposition 2.3, we have an isomorphism ̟
(i)
u,δ ≃ I(δ · i, u + i)δ·i as repre-
sentations of G = O(n+ 1, 1). Thus we conclude
HomConf(X;Y )(̟
(i)
u,δ, ̟
(j)
v,ε) ≃ HomO(n,1)×O(1) (I(δ · i, u+ i)δ·i, J(ε · j, v + j)ε·j ⊠ 1 )
≃ HomO(n,1) (I(δ · i, u+ i)δ·i, J(ε · j, v + j)ε·j) .
Hence the lemma is proved. 
11.3. Proof of Theorem 1.1. In this section we complete the proof of Theorem
1.1. We shall see that Theorem 1.1 (conformal geometry) is derived from Theo-
rem 2.8 (representation theory). Actually, we only need principal series represen-
tations I(i′, λ)α and J(j′, ν)β with α ≡ i′ and β ≡ j′ mod 2 in order to classify
DiffG′ (E i(Sn)u,δ, E j(Sn−1)v,ε), see Remark 2.4.
Suppose that a symmetry breaking operator D : I(i′, λ)α −→ J(j′, ν)β with α ≡ i′
and β ≡ j′ mod 2 is given. We set
i˜′ := n− i′, j˜′ := n− 1− j′, b := j′ − i′, b˜ := −b− 1.
We note b˜ = j˜′−i˜′ and that b 7→ b˜ defines a permutation of the finite set {−2,−1, 0, 1}.
Then the diagram (11.3) of the double dualities induces four symmetry breaking op-
erators T : E i(Sn)u,δ −→ E j(Sn−1)v,ε with (T, i, j, u, v, δ, ε) listed in Table 11.1 below:
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Table 11.1. Conditions for (T, i, j, u, v, δ, ε) in the double dualities
T i j u v δ ε
D i′ j′ = i′ + b λ− i′ ν − j′ = ν − i′ − b 0 0
∗ ◦D ◦ ∗ i˜′ j˜′ = i˜′ + b˜ λ− i˜′ ν − j˜′ = ν − i˜′ − b˜ 1 1
∗ ◦D i′ j˜′ = n− i′ + b˜ λ− i′ ν − j˜′ = ν + i′ − n− b˜ 0 1
D ◦ ∗ i˜′ j′ = n− i˜′ + b λ− i˜′ ν − j′ = ν + i˜′ − n− b 1 0
In the columns in Table 11.1, we give formulæ for v in two ways for later purpose.
We note that b or b˜ gives a relationship between i and j.
Let us translate Theorem 2.8 on symmetry breaking operators for principal series
representations into those for conformal geometry via the isomorphism (11.5) by
using the dictionary in Table 11.1. The resulting list is given in Table 11.2. We note
that among the six cases in Theorem 2.8 (iii), Case 1 does not contribute to Problem
A for (X, Y ) = (Sn, Sn−1) because Proposition 5.19 (1) requires ν−λ ≡ β−α mod 2
for DiffG′(I(i
′, λ)α, J(j′, ν)β) not to be zero, whereas ν−λ = (n− i′+1)−(n− i′) = 1
in Case 1 does not have the same parity with β − α if we take α ≡ i′ and β ≡ j′(=
i′ − 2) mod 2. Then the remaining five cases in Theorem 2.8 (iii) yield 5 × 4 = 20
cases according to the choice of (α, β) ∈ (Z/2Z)2, which are listed in Table 11.2.
Let us explain Table 11.2 in more details. We fix a case among the five cases
1′, 2, 3, 4, or 4′ in Theorem 2.8 (iii), choose (α, β) ∈ (Z/2Z)2, and take a nonzero
D ∈ HomG′(I(i′, λ)α, J(j′, ν)β) which is unique up to scalar multiplication. Here we
assume α ≡ i′ and β ≡ j′ mod 2, which was not necessary in Theorem 2.8 (iii). The
operators T = D, ∗ ◦ D, D ◦ ∗, or ∗ ◦ D ◦ ∗ (see (11.3)) are listed in Table 11.2
according to the choice of (δ, ε) ∈ (Z/2Z)2, and the operator T gives a symmetry
breaking operator E i(Sn)u,δ −→ E j(Sn−1)v,ε where (i, j, u, v) is determined by the
formulæ (i′, j′, λ, ν) 7→ (i, j, u, v) given by Table 11.1 for each fixed δ, ε ∈ Z/2Z.
This procedure transforms the classification data given in Theorem 2.8 (iii) with the
additional parity condition α ≡ i′ and β ≡ j′ into Table 11.2.
For instance, ∗◦(4)◦∗ in Table 11.2 means the following: we begin with parameter
(i′, j′, λ, ν, α, β) belonging to Case 4 in Theorem 2.8 (iii), namely, j′ = i′ + 1, 1 ≤
i′ ≤ n−2, (λ, ν) = (i′, i′+1), take D ∈ DiffO(n,1) (I(i′, λ)α, J(j′, ν)β) with α ≡ i′ and
β ≡ j′ mod 2, and then obtain ∗ ◦ D ◦ ∗ ∈ DiffO(n,1) (E i(Sn)u,δ, E j(Sn−1)v,ε) where
(i, u, δ, j, v, ε) is determined by
δ = ε ≡ 1 mod 2, i = i˜′(= n−i′), j = j˜′(= n−1−j′), u = λ−i˜′, and v = ν−j˜′.
A short computation shows that
j = i− 2, 2 ≤ i ≤ n− 1, and (u, v) = (n− 2i, n− 2i+ 3),
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giving the first row of Table 11.2.
The order of differential symmetry breaking operators of D is given by a := ν−λ.
Since the Hodge star operator is of order zero as a differential operator, the operators
∗◦D◦∗, ∗◦D, and D◦∗ have the same order a. We listed also the data for a in Table
11.2. Collecting these data according to the values of j and i, we get the classification
of the 6-tuples (i, j, u, v, δ, ε) for the nonvanishing of DiffO(n,1) (E i(Sn)u,δ, E j(Sn−1)v,ε)
as listed in Table 11.2, or exactly the condition in Theorem 1.1 (iii). Thus Theorem
1.1 is proved.
11.4. Proof of Theorems 1.5–1.8. Theorems 1.5, 1.6, 1.7, and 1.8 are derived from
Theorem 2.9 by using Table 11.2 and by the formula C˜i,jλ,ν = D˜i→ju,a with a = ν − λ
and u = λ− i (see (2.22)) and the duality results (Propositions 10.3 and 10.4).
We give a proof of Theorem 1.5 below. The other three theorems are similarly
shown.
Proof of Theorem 1.5. There are two rows in Table 11.2 that deal with the case
j = i− 1. The symmetry breaking operator T in this case is given as
T =
{
(2) for (δ, ε) = (0, 0),
∗ ◦ (3) ◦ ∗ for (δ, ε) = (1, 1),
where T = (2) means that T is proportional to C˜i,i−1λ,ν in the flat picture corresponding
to Case 2 of Theorem 2.9, and T = ∗◦ (3)◦∗ means that T is proportional to ∗Rn−1 ◦
C˜n−i,n−iλ,ν ◦ ∗Rn corresponding to Case 3 of Theorem 2.9. It follows from Proposition
10.3 that the latter equals ±C˜i,i−1λ,ν . In both cases, T is proportional to C˜i,i−1λ,ν =
D˜i→i−1λ−i,ν−λ (see (2.21)). Thus Theorem 1.5 is proved. 
11.5. Change of coordinates in symmetry breaking operators. So far we have
discussed explicit formulæ of symmetry breaking operators in the flat coordinates.
This section explains how to compute explicit symmetry breaking operators in the
coordinates of (X, Y ) = (Sn, Sn−1) from the formulæ that we found in the flat
coordinates of (Rn,Rn−1).
We recall from (2.5) and (2.4) that the stereographic projection and its inverse are
given, respectively by
p : Sn \ {[ξ−]} −→ Rn, ω = t(ω0, . . . , ωn) 7→ 1
1 + ω0
t(ω1, . . . , ωn),
ι : Rn −→ Sn, x = t(x1, . . . , xn) 7→ 1
1 +Qn(x)
t(1−Qn(x), 2x1, . . . , 2xn),
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Table 11.2. Relation between Theorem 1.1 for
DiffO(n,1)
(E i(Sn)u,δ, E j(Sn−1)v,ε) and operators in Theorem 2.9
in cases (1)-(4)′
j i u v δ ε Operators a
2 ≤ i ≤ n− 1 n− 2i n− 2i+ 3 1 1 ∗ ◦ (4) ◦ ∗ 1
i− 2 u ∈ −n− 1− 2N 0 0 (1)′
i = n
u ∈ −n− 2N
3− n
1 1 ∗ ◦ (4)′ ◦ ∗
1− u− n
v − u ∈ 2N+ 2 0 0 (2)
i− 1 1 ≤ i ≤ n
v − u ∈ 2N+ 1 1 1 ∗ ◦ (3) ◦ ∗
v − u− 1
v − u ∈ 2N 0 0 (3)
i 0 ≤ i ≤ n− 1
v − u ∈ 2N+ 1 1 1 ∗ ◦ (2) ◦ ∗
v − u
1 ≤ i ≤ n− 2 0 0 0 (4) 1
i+ 1 u ∈ −2N 0 0 0 (4)′
i = 0
u ∈ −1− 2N 1 1 ∗ ◦ (1)′ ◦ ∗
1− u
1 ≤ i ≤ n− 2 0 2i− n+ 3 0 1 ∗ ◦ (4)
n− i− 2 u ∈ −2N 0 1 ∗ ◦ (4)′
i = 0
u ∈ −1− 2N
3− n
1 0 (1)′ ◦ ∗
1− u
v − u ∈ (2i− n+ 1) + 2N 0 1 ∗ ◦ (3)
n− i− 1 0 ≤ i ≤ n− 1
v − u ∈ (2i− n+ 2) + 2N 1 0 (2) ◦ ∗
v − u+ n− 2i− 1
v − u ∈ (2i− n+ 1) + 2N 0 1 ∗ ◦ (2)
n− i 1 ≤ i ≤ n
v − u ∈ (2i− n) + 2N 1 0 (3) ◦ ∗
v − u+ n− 2i
2 ≤ i ≤ n− 1 n− 2i 1 0 (4) ◦ ∗ 1
n− i+ 1 u ∈ −n− 1− 2N 0 0 1 ∗ ◦ (1)′
i = n
u ∈ −n− 2N 1 0 (4)′ ◦ ∗
1− u− n
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where ξ− = t(−1, 0, . . . , 0). As is well-known, p and ι are conformal maps with the
following conformal factors (see [18, Lem. 3.3] for example):
ι∗gSn,ι(x) =
(
2
1 + Qn(x)
)2
gRn,x for x ∈ Rn,
p∗gRn,p(ω) =
(
1
1 + ω0
)2
gSn,ω for ω ∈ Sn \ {[ξ−]}.
In turn, the twisted pull-back of differential forms defined in (8.2) amounts to(
p
(i)
u,δ
)∗
: E i(Rn) −→ E i(Sn \ {[ξ−]}), α 7→ (1 + ω0)−up∗α,(
ι
(i)
u,δ
)∗
: E i(Sn) −→ E i(Rn), β 7→
(
1 +Qn(x)
2
)−u
ι∗β,
for u ∈ C, δ ∈ Z/2Z, and 0 ≤ i ≤ n.
Then the following proposition gives a change of coordinates in differential sym-
metry breaking operators.
Proposition 11.3. Suppose a 6-tuple (i, j, u, v, δ, ε) belongs to Cases (I)-(IV′) or
Cases (∗I)-(∗IV′) in Theorem 1.1, and D = D˜i→ju,v+j−u−i (or ∗Rn−1 ◦ D˜i→n−1−ju,v+j−u−i, re-
spectively) is a differential operator E i(Rn) −→ E j(Rn−1) defined as in (1.9)-(1.12).
Then the compositions (
p(j)v,ε
)∗ ◦D ◦ (ι(i)u,δ)∗ : E i(Sn) −→ E j(Sn−1),
∗Sn−1 ◦
(
p
(n−j−1)
v−n+2j+1,ε+1
)∗
◦D ◦
(
ι
(i)
u,δ
)∗
: E i(Sn) −→ E j(Sn−1),
respectively, are differential symmetry breaking operators from
(
̟
(i)
u,δ, E i(Sn)
)
to(
̟
(j)
v,ε, E j(Sn−1)
)
in the coordinates of (Sn, Sn−1).
In Proposition 11.3, ι : Rn −→ Sn denotes the conformal compactification in the
n-dimensional setting as before, but p : Sn−1 \ {[ξ−]} −→ Rn−1 is the stereographic
projection in the (n− 1)-dimensional setting.
The proof of Proposition 11.3 in Cases (I)-(IV′) is clear. For Cases (∗I)-(∗IV′), we
use Lemma 8.2:
(11.6) ∗Sn−1 ◦
(
p
(n−j−1)
v−n+2j+1,ε+1
)∗
=
(
p(j)v,ε
)∗ ◦ ∗Rn−1 on En−j−1(Rn−1).
We end this section by giving some few examples of
(
p
(j)
v,ε
)∗
◦ D ◦
(
ι
(i)
u,δ
)∗
from
Lemmas 8.5, 8.9, and 8.11. The last one is related to the factorization identity,
which we see in Theorem 13.18 (4).
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j u δ v ε D
(
p
(j)
v,ε
)∗
◦D ◦
(
ι
(i)
u,δ
)∗
i− 1 u 1 u+ 1 1 D˜i→i−1u,0 = Restxn=0 ◦ ι ∂
∂xn
RestSn−1 ◦ ιN
Sn−1 (S
n)
i u 0 u 0 D˜i→iu,0 = Restxn=0 RestSn−1
i+ 1 0 0 0 0 D˜i→i+10,0 = Restxn=0 ◦ dRn RestSn−1 ◦ dSn
i− 1 n− 2i 0 n− 2i+ 2 0 D˜i→i−1n−2i,1 = −Restxn=0 ◦ d∗Rn −RestSn−1 ◦ d∗Sn
i− 2 n− 2i 1 n− 2i+ 3 1 D˜i→i−2n−2i,1 = Restxn=0 ◦ ι ∂
∂xn
◦ d∗Rn RestSn−1 ◦ ιNSn−1 (Sn) ◦ d∗Sn
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12. Intertwining operators
In this chapter we determine all conformally covariant differential operators be-
tween the spaces of differential forms on the standard Riemannian sphere Sn, and
thus solve Problems A and B in the case where X = Y = Sn. We note that the case
X = Y (and G = G′) is much easier than the case X % Y which we have discussed
in Chapters 6-11.
We have seen in Proposition 8.6 that the differential d : E i(X) −→ E i+1(X) (the
codifferential d∗ : E i+1(X) −→ E i(X), respectively) intertwines two representations
̟
(i)
u,δ and̟
(i+1)
v,ε (see (1.1)) of the conformal group of any oriented pseudo-Riemannian
manifold X for appropriate twisting parameters (u, δ) and (v, ε), respectively. Con-
versely, our classification (Theorem 12.1) shows that d is the unique differential
operator from E i(Sn) to E i+1(Sn) (up to scalar multiplication) that commutes with
conformal diffeomorphisms of Sn. Similarly, we shall prove that the codifferential
d∗ is characterized as the unique differential operator (up to scalar multiplication)
E i+1(Sn) −→ E i(Sn) that intertwines twisted representations of the conformal group
of Sn. On the other hand, we find countably many bases of conformally covariant
differential operators of higher order that map E i(Sn) into E j(Sn) when j = i (see
Theorem 12.1).
One could give a proof of those results by combining the algebraic results on
the classification of homomorphisms between generalized Verma modules by Boe–
Collingwood [2] with the geometric construction of differential operators by Branson
[4], although the existing literature treats only connected groups and one needs
some extra work to discuss disconnected groups. Alternatively, we shall give a self-
contained proof of these results from scratch by the matrix-valued F-method. We
know we could shorten a significant part of the proof (e.g. the relationship between
λ and µ) if we used some elementary results on Verma modules. Instead we provide
an alternative approach, as this baby example might be illustrative about the use of
the F-method in a more general matrix-valued setting.
12.1. Classification of differential intertwining operators between forms on
Sn. Let 0 ≤ i ≤ n. For ℓ ∈ N+, define a differential operator (Branson’s operator)
T (i)2ℓ : E i(Rn) −→ E i(Rn)
by
T (i)2ℓ :=
((n
2
− i− ℓ
)
dRnd
∗
Rn +
(n
2
− i+ ℓ
)
d∗RndRn
)
)∆ℓ−1Rn(12.1)
=
(
−2ℓ dRnd∗Rn −
(
1
2
n + ℓ− i
)
∆Rn
)
∆ℓ−1Rn .
Then the following theorem is the main result of this chapter.
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Theorem 12.1. Let n ≥ 2.
(1) Let 0 ≤ i ≤ n and ℓ ∈ N+. We set
u :=
n
2
− i− ℓ, v := n
2
− i+ ℓ.
Then the differential operator T (i)2ℓ extends to the conformal compactification
Sn of Rn, and induces a nonzero O(n + 1, 1)-homomorphism E i(Sn)u,δ −→
E i(Sn)v,δ for δ ∈ Z/2Z, to be denoted simply by the same letter T (i)2ℓ .
(2) Let 0 ≤ i, j ≤ n, (u, v) ∈ C2 and (δ, ε) ∈ (Z/2Z)2. Then the space of con-
formally covariant differential operators, DiffO(n+1,1)(E i(Sn)u,δ, E j(Sn)v,ε), is
at most one-dimensional. More precisely, this space is nonzero in the eight
cases listed below. The corresponding generators are given as follows:
Case a. 0 ≤ i ≤ n, u ∈ C, δ ∈ Z/2Z.
id : E i(Sn)u,δ −→ E i(Sn)u,δ.
Case b. 0 ≤ i ≤ n− 1, δ ∈ Z/2Z.
d : E i(Sn)0,δ −→ E i+1(Sn)0,δ.
Case c. 1 ≤ i ≤ n, δ ∈ Z/2Z.
d∗ : E i(Sn)n−2i,δ −→ E i−1(Sn)n−2i+2,δ.
Case d. 0 ≤ i ≤ n, ℓ ∈ N+, δ ∈ Z/2Z.
T (i)2ℓ : E i(Sn)n2−ℓ−i,δ −→ E i(Sn)n2+ℓ−i,δ.
Case ∗a. 0 ≤ i ≤ n, u ∈ C and δ ∈ Z/2Z.
∗ : E i(Sn)u,δ −→ En−i(Sn)u−n+2i,δ+1.
Case ∗b. 0 ≤ i ≤ n− 1, δ ∈ Z/2Z.
∗ ◦ d : E i(Sn)0,δ −→ En−i−1(Sn)2i+2−n,δ+1.
Case ∗c. 1 ≤ i ≤ n, δ ∈ Z/2Z.
d ◦ ∗ : E i(Sn)n−2i,δ −→ En−i+1(Sn)0,δ+1.
Case ∗d. 0 ≤ i ≤ n, ℓ ∈ N+, δ ∈ Z/2Z.
∗ ◦ T (i)2ℓ : E i(Sn)n2−ℓ−i,δ −→ En−i(Sn)−n2+ℓ+i,δ+1.
We shall give a proof of Theorem 12.1 in Section 12.7.
CONFORMAL SYMMETRY BREAKING FOR DIFFERENTIAL FORMS 127
12.2. Differential symmetry breaking operators between principal series
representations. We reformulate the problem in terms of representation theory.
Let I(i, λ)α be the principal series representation of the Lorentz group G = O(n +
1, 1). We determine differential symmetry breaking operators between I(i, λ)αs as
follows:
Theorem 12.2. Let n ≥ 2, 0 ≤ i, j ≤ n, (λ, ν) ∈ C2 and (α, β) ∈ (Z/2Z)2.
(1) The following three conditions on the 6-tuple (i, j, λ, ν, α, β) are equivalent:
(i) DiffO(n+1,1)(I(i, λ)α, I(j, ν)β) 6= {0}.
(ii) dimCDiffO(n+1,1)(I(i, λ)α, I(j, ν)β) = 1.
(iii) The 6-tuple belongs to one of the following:
Case 1. j = i+ 1, (λ, ν) = (i, i+ 1), and α ≡ β + 1 mod 2;
Case 2. j = i− 1, (λ, ν) = (n− i, n− i+1), and α ≡ β +1 mod 2;
Case 3. j = i, λ+ ν = n, ν − λ ∈ 2N+, and α ≡ β mod 2;
Case 4. j = i, λ = ν, and α ≡ β mod 2.
(2) Any differential G-intertwining operators from I(i, λ)α to I(j, ν)β are propor-
tional to the following differential operators E i(Rn) −→ E j(Rn) in the flat
picture:
Case 1. d;
Case 2. d∗;
Case 3. T (i)ν−λ =
(
1
2
(n− 2i− ν + λ)dRnd∗Rn + 12(n− 2i+ ν − λ)d∗RndRn
)
∆
1
2
(ν−λ)−1
Rn ;
Case 4. id.
For the proof we apply the F-method in the special case where G = G′ = O(n +
1, 1). For 0 ≤ i ≤ n, α ∈ Z/2Z, and λ ∈ C, we denote by σ(i)λ,α the outer tensor
product representation
∧
i(Cn) ⊠ (−1)α ⊠ Cλ of the Levi subgroup L = MA ≃
O(n)×O(1)×R on the i-th exterior tensor space ∧i(Cn). We recall that the principal
series representation I(i, λ)α of G = O(n+ 1, 1) is the unnormalized induction from
the representation σ
(i)
λ,α of P with trivial action by N+.
By Fact 3.3 we have a bijection:
(12.2) DiffO(n+1,1)(I(i, λ)α, I(j, ν)β)
∼→ Sol
(
n+; σ
(i)
λ,α, σ
(j)
ν,β
)
,
where the right-hand side is given by Lemma 3.4 as{
ψ ∈ HomL
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pol[ζ1, . . . , ζn]
)
: d̂π(i,λ)∗(N
+
1 )ψ = 0
}
.
We recall from (5.7)–(5.9) and (5.11) thatH
(k)
i→j and H˜
(2)
i→i are HomG(
∧
i(Cn),
∧
j(Cn))-
valued harmonic polynomials. Then the following proposition holds:
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Proposition 12.3. Suppose n ≥ 2. Let the 6-tuple (i, j, λ, ν, α, β) be as in Cases
1-4 of Theorem 12.2. Then,
Sol
(
n+; σ
(i)
λ,α, σ
(j)
ν,β
)
=

CH(1)i→i+1 Case 1,
CH(1)i→i−1 Case 2,
C
(
−1
2
(n+ ν − λ) (1− 2i
n
)
Q
ν−λ
2
n H
(0)
i→i + (ν − λ)Q
ν−λ
2
−1
n H˜
(2)
i→i
)
Case 3,
CH(0)i→i Case 4,
0 otherwise.
We note that H˜
(2)
i→i = 0 for i = 0, n.
We shall give a proof of Proposition 12.3 in Sections 12.3 to 12.6. Admitting
Proposition 12.3, we first complete the proof of Theorem 12.2.
Proof of Theorem 12.2. The first statement is a direct consequence of Proposition
12.3 and the bijection (12.2). To see the second statement, we recall from Fact 3.3
that the bijection (12.2) is given by the symbol map if we use the flat coordinates.
Since Symb (dRn) = H
(1)
i→i+1, Symb (d
∗
Rn) = H
(1)
i→i−1, and Symb (id) = H
(0)
i→i by Lemma
8.23, the second statement in Cases 1, 2, and 4 is verified.
In Case 3, we need a supplementary computation. Indeed, we apply Lemma 8.23
(3) and (4) to get the formula
Symb
((
−A+
(
i
n
− 1
)
B
)
dRnd
∗
Rn +
(
−A+ i
n
B
)
d∗RndRn
)
= AQnH
(0)
i→i+BH˜
(2)
i→i.
By putting A = −1
2
(n+ ν − λ) (1− 2i
n
)
and B = ν − λ, we have
Symb (udRnd
∗
Rn + vd
∗
RndRn) = −
1
2
(n + ν − λ)
(
1− 2i
n
)
QnH
(0)
i→i + (ν − λ)H˜(2)i→i,
where u = 1
2
(n− 2i− ν + λ) and v = 1
2
(n− 2i+ ν − λ). Thus the second statement
in Case 3 is also verified. 
12.3. Description of HomL(V,W ⊗ Pol(n+)). In order to prove Proposition 12.3,
we begin with an elementary algebraic lemma.
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Lemma 12.4.
HomL
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pol[ζ1, . . . , ζn]
)
=

CQ
ν−λ−1
2
n H
(1)
i→i+1 if j = i+ 1, ν − λ ∈ 2N+ 1, β ≡ α + 1mod 2,
CQ
ν−λ−1
2
n H
(1)
i→i−1 if j = i− 1, ν − λ ∈ 2N+ 1, β ≡ α + 1mod 2,
CQ
ν−λ
2
n H
(0)
i→i + CQ
ν−λ
2
−1
n H˜
(2)
i→i if j = i ∈ {1, . . . , n− 1}, ν − λ ∈ 2N+, β ≡ αmod 2,
CQ
ν−λ
2
n H
(0)
0→0 if j = i ∈ {0, n}, ν − λ ∈ 2N+, β ≡ αmod 2,
CH(0)i→i if j = i, ν = λ, β ≡ αmod 2,
0 otherwise.
Proof. We may restrict ourselves to homogeneous polynomials because L preserves
the degree of homogeneity in Pol(n+). We consider the action of the second and
third factors of L ≃ O(n)×O(1)×R. Since etH0 ∈ A and −1 ∈ O(1) act on n+ ≃ Cn
as the scalars et and −1, respectively, we conclude
HomO(1)×A
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pola(n+)
)
6= {0}
if and only if
ν = λ+ a and β ≡ α + a mod 2.
In this case, we have
HomL
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pola[ζ1, . . . , ζn]
)
≃ HomO(n)
(∧
i(Cn),
∧
j(Cn)⊗ Pola[ζ1, . . . , ζn]
)
≃
⊕
0≤k≤a
k≡a mod 2
HomO(n)
(∧i(Cn),∧j(Cn)⊗Hk(Cn))
because we have an O(n)-isomorphism:
Pol[ζ1, · · · , ζn] ≃ Pol[Qn(ζ)]⊗
( ∞⊕
k=0
Hk(Cn)
)
.
Now Lemma follows from Lemma 5.6 and Proposition 5.7. 
In order to prove Proposition 12.3, it is sufficient to find ψ ( 6= 0) that belongs to
the right-hand side of the identity in Lemma 12.4 satisfying d̂π(i,λ)∗(N
+
1 )ψ = 0. We
shall carry out this computation in the next sections.
12.4. Solving the F-system when j = i+1. This section treats the case j = i+1.
We shall use I, I ′ to denote elements in In,i and I˜ for those in In,i+1. This is slightly
different from the convention for index sets adopted in the previous chapters.
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According to Lemma 12.4, we may assume ν − λ = 2ℓ + 1 for some ℓ ∈ N and
β ≡ α + 1 mod 2. We set ψ = QℓnH(1)i→i+1. With respect to the standard basis
{eI : I ∈ In,i} of
∧
i(Cn) and {eI˜ : I˜ ∈ In,i+1} of
∧
i+1(Cn), we set, as in Section 4.5,
ψII˜(ζ) := Qn(ζ)
ℓ
(
H
(1)
i→i+1
)
II˜
(ζ),
MII˜ :=
〈
d̂π(i,λ)∗(N
+
1 )ψ(eI), e
∨
I˜
〉
.
Then the proof of Proposition 12.3 for j = i+ 1 reduces to the following lemma:
Lemma 12.5. Suppose 0 ≤ i ≤ n − 1. Then the following three conditions are
equivalent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) MII˜ = 0 for all I ∈ In,i and I˜ ∈ In,i+1.
(iii) (λ, ν) = (i, i+ 1) and ℓ = 0.
Let us verify this lemma. According to the decomposition of d̂π(i,λ)∗(N
+
1 ) into the
scalar and vector parts, we decompose MII˜ its matrix components MII˜ = M
scalar
II˜
+
Mvect
II˜
as in Proposition 4.9, where
M scalar
II˜
= d̂πλ∗(N
+
1 )ψII˜ =
(
λ
∂
∂ζ1
+ Eζ
∂
∂ζ1
− 1
2
ζ1∆Cn
)
ψII˜ ,
Mvect
II˜
=
∑
I′∈In,i
AII′ψI′ I˜ .
Lemma 12.6. For I ∈ In,i and I˜ ∈ In,i+1, we have
ψII˜ =
{
Qℓn(ζ)sgn(I; p)ζp if I˜ = I ∪ {p},
0 if I 6⊂ I˜ .
Proof. Clear from the definition of H
(1)
i→i+1 given in (5.9). 
Lemma 12.7. For I ∈ In,i and I˜ ∈ In,i+1, we have
M scalar
II˜
=

0 if I 6⊂ I˜ ,
ℓ(2λ+ 2ℓ− n)ζ21Qℓ−1n (ζ) + (λ+ 2ℓ)Qℓn(ζ) if I˜ \ I = {1},
ℓ(2λ+ 2ℓ− n)sgn(I; p)ζ1ζpQℓ−1n (ζ) if I˜ \ I = {p}, p 6= 1.
Proof. Since ∆CnQ
ℓ
n(ζ) = 2ℓ(2ℓ− 2 + n)Qℓ−1n (ζ), we have the identity:
(12.3) d̂πλ∗(N
+
1 )Q
ℓ
n(ζ) = ℓ (2λ+ 2ℓ− n)ζ1Qℓ−1n (ζ).
Then the lemma follows from Lemma 4.6. 
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By the formula of AII′ (see Lemma 5.3), we have
(12.4) Mvect
II˜
=

∑
q∈I
sgn(I; q) ∂
∂ζq
ψI\{q}∪{1},I˜ if 1 6∈ I,∑
q 6∈I
sgn(I; q) ∂
∂ζq
ψI\{1}∪{q},I˜ if 1 ∈ I.
Combining Lemma 12.7 with an easy computation of Mvect
II˜
, we get the following.
Lemma 12.8. Let n ≥ 2, 0 ≤ i ≤ n− 1, I ∈ In,i and I˜ ∈ In,i+1.
(1) Assume 1 ∈ I and I˜ = I ∪ {p} for some p 6∈ I. Then
MII˜ = ℓ(2λ+ 2ℓ− n+ 2)sgn(I; p)ζ1ζpQℓ−1n (ζ).
(2) Assume 1 6∈ I and I˜ = I ∪ {1}. Then
MII˜ = (λ− i+ 2ℓ)Qℓn(ζ) + (2λ+ 2ℓ− n)ℓζ21Qℓ−1n (ζ)− 2ℓQI(ζ)Qℓ−1n (ζ).
(3) Assume I˜ = K ∪ {1, q}, I = K ∪ {p} with 1 6= p 6= q 6= 1. Then,
MII˜ = −2ℓ sgn(K; p, q)ζpζqQℓ−1n (ζ).
(4) Assume 1 6∈ I˜ and I˜ = I ∪ {p}. Then
MII˜ = ℓ(2λ+ 2ℓ− 2)sgn(I; p)ζ1ζpQℓ−1n (ζ).
(5) Otherwise, MII˜ = 0.
We are ready to give a proof of Lemma 12.5, and consequently Proposition 12.3
for j = i+ 1.
Proof of Lemma 12.5. Suppose MII˜ = 0 for all I ∈ In,i and I˜ ∈ In,i+1. Then ℓ must
be zero, as is seen from Lemma 12.8 (3) which works for i 6= 0 or from Lemma 12.8
(4) which works for i = 0 and n ≥ 2. In turn, Lemma 12.8 (2) implies λ = i, and
thus ν = i+ 1.
Conversely, if ℓ = 0 and (λ, ν) = (i, i+ 1), then clearly MII˜ = 0 for all I and I˜ by
Lemma 12.8. Thus Lemma 12.5 is proved. 
12.5. Solving the F-system when j = i. In this section we treat the case j = i
and β − α ≡ 0 mod 2. According to Lemma 12.4, we need to consider the case
ν − λ ∈ 2N. Since the case ν = λ is easy, let us assume ν − λ ∈ 2N+. We set
ℓ :=
1
2
(ν − λ)− 1 ∈ N.
First consider that j = i = 0. Then any element in HomL
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pol[ζ1, . . . , ζn]
)
is proportional to Qℓ+1n H
(0)
0→0 by Lemma 12.4. We set ψ := Q
ℓ+1
n H
(0)
0→0. Then we have
the following.
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Lemma 12.9. Suppose i = 0 or n and ν−λ = 2ℓ+2 with ℓ ∈ N. Then the following
two conditions are equivalent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) (λ, ν) =
(
n
2
− ℓ− 1, n
2
+ ℓ+ 1
)
.
Proof. Since i = 0 or n, there is no “vector part” of d̂π(i,λ)∗(N
+
1 ) = d̂πλ∗(N
+
1 ), and
thus
d̂π(i,λ)∗(N
+
1 )ψ(ζ) = (ℓ+ 1)(2λ+ 2ℓ− n + 2)ζ1Qℓn(ζ)H(0)0→0
by (12.3). Now the lemma is clear. 
From now, we assume i 6= 0 and n ≥ 2. For A,B ∈ C we set
ψ := AQℓ+1n H
(0)
i→i +BQ
ℓ
nH˜
(2)
i→i ∈ HomL
(
σ
(i)
λ,α, σ
(j)
ν,β ⊗ Pol[ζ1, . . . , ζn]
)
,(12.5)
MII′ := 〈d̂π(i,λ)∗(N1)+ψ(eI), e∨I′〉 for I, I ′ ∈ In,i.
Lemma 12.10. Let 1 ≤ i ≤ n − 1, and ν − λ = 2ℓ + 2 with ℓ ∈ N. Suppose
(A,B) 6= (0, 0). Then the following three conditions are equivalent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) MII′ = 0 for all I, I
′ ∈ In,i.
(iii) (λ, ν) =
(
n
2
− ℓ− 1, n
2
+ ℓ+ 1
)
and (A,B) is proportional to
(−1
2
(n+ ν − λ)(1− 2i
n
), ν − λ).
The equivalence (i) ⇔ (ii) is obvious, and we shall prove the equivalence (ii) ⇔
(iii) after Lemma 12.13 where we compute MII′ explicitly. For this we use a couple
of lemmas as follows.
Lemma 12.11. Let ψ be given as in (12.5). Then, for I, I ′ ∈ In,i, we have
ψII′(ζ) =

AQℓ+1n (ζ) +BQ˜I(ζ)Q
ℓ
n(ζ) if I = I
′,
Bsgn(K; p, q)Qℓn(ζ)ζpζq if I = K ∪ {p} and I ′ = K ∪ {q},
0 otherwise,
where we recall Q˜I(ζ) =
∑
ℓ∈I ζ
2
ℓ − inQn(ζ) from (5.12).
Proof. Clear from the definitions of H
(0)
i→i and H˜
(2)
i→i given in (5.7) and (5.11). 
Lemma 12.12. For I, I ′ ∈ In,i, the scalar part M scalarII′ is given as follows.
(1) I = K ∪ {p}, I ′ = K ∪ {q} :
M scalarII′ =
{
Bsgn(K; p)
(
ℓ(2λ+ 2ℓ− n)ζ21ζpQℓ−1n (ζ) + (λ+ 2ℓ+ 1)ζpQℓn(ζ)
)
if q = 1,
Bsgn(K; p, q)(ℓ(2λ+ 2ℓ− n)ζ1ζpζqQℓ−1n (ζ) if q 6= 1.
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(2) I = I ′ : Suppose that I = K ∪ {p}. Then,
M scalarII′ ={
ζ1Q
ℓ−1
n (ζ)
(
Bℓ(a− 2)QI(ζ) +
{
aA(ℓ+ 1)− B
n
((n+ a)(n− i) + ℓ(2n− ia))}Qn(ζ)) if p = 1,
ζ1Q
ℓ−1
n (ζ)
(
Bℓ(a− 2)QI(ζ) +
{
aA(ℓ+ 1)− iB
n
(a(ℓ+ 1) + n)
}
Qn(ζ)
)
if p 6= 1.
Proof. Direct computation by using Lemma 12.11, (12.3) and Lemma 4.6. 
We set
a := 2λ+ 2ℓ− n+ 2,
b := 2A(ℓ+ 1) +B
(n
2
+ ℓ+ 1
)(
1− 2i
n
)
.
Lemma 12.13. Let ψ be as in (12.5) and I, I ′ ∈ In,i.
(1) Assume 1 6∈ I = I ′. Then
MII′ = aζ1Q
ℓ−1
n (ζ)
(
(ℓ+ 1)
(
A− iB
n
)
Qn(ζ) +BℓQI(ζ)
)
.
(2) Assume 1 ∈ I = I ′. Then
MII′ = aζ1Q
ℓ−1
n
((
A(ℓ+ 1) +B
(
1− i(ℓ+ 1)
n
))
Qn +BℓQI
)
.
(3) Assume I = K ∪ {1}, I ′ = K ∪ {p} with p 6= 1. Then
MII′ = sgn(K; p)ζpQ
ℓ−1
n
(
aℓBζ21 +
(
1
2
aB − b
)
Qn
)
.
(4) Assume I = K ∪ {p}, I ′ = K ∪ {1} with p 6= 1. Then
MII′ = sgn(K; p)ζpQ
ℓ−1
n
(
aℓBζ21 +
(
1
2
aB + b
)
Qn
)
.
(5) Assume I = K ∪ {p}, I ′ = K ∪ {q} with p 6= q, 1 6∈ I, and 1 6∈ I ′. Then
MII′ = aBℓ sgn(K; p, q)ζ1ζpζqQ
ℓ−1
n .
(6) Otherwise, MII′ = 0.
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Proof. We give a proof for (1). Suppose 1 /∈ I = I ′. It follows from Lemmas 5.3 and
12.11 that
MvectII′ =
∑
k∈I
(
sgn(I; k)
∂
∂ζk
)(
Bsgn(I; 1, k)Qℓn(ζ)ζ1ζk
)
= Bζ1
∑
k∈I
∂
∂ζk
(
Qℓn(ζ)ζk
)
= Bζ1
(
2ℓQℓ−1n (ζ)QI(ζ) + iQ
ℓ
n(ζ)
)
.
Together with the formula of M scalarII′ given in Lemma 12.12, we have
MII′ =M
scalar
II′ +M
vector
II′
= aζ1Q
ℓ−1
n (ζ)
(
(ℓ+ 1)
(
A− iB
n
)
Qn(ζ) +BℓQI(ζ)
)
.
Thus the first assertion is proved. The other cases are similar and omitted. 
We are ready to give a proof of Lemma 12.10, and consequently Proposition 12.3
for j = i.
Proof of Lemma 12.10. Since 1 ≤ i ≤ n − 1, the cases (3) and (4) occur in Lemma
12.13. Hence MII′ = 0 implies that
aℓB =
1
2
aB ± b = 0,
or equivalently a = b = 0 or b = B = 0. Since (A,B) 6= (0, 0), the case b = B = 0
does not occur. The condition a = 0 implies λ + ν = n, and the condition b = 0
gives the ratio of (A,B) as stated in (iii). Therefore the implication (ii) ⇒ (iii) is
proved. The converse statement (iii) ⇒ (ii) is clear from Lemma 12.13. 
12.6. Solving the F-system when j = i− 1. The case j = i− 1 is similar to the
case j = i+ 1.
According to Lemma 12.4, we may assume ν − λ = 2ℓ + 1 for some ℓ ∈ N and
β ≡ α + 1 mod 2. We set ψ := QℓnH(1)i→i−1. Then we have:
Lemma 12.14. Suppose 1 ≤ i ≤ n. Then the following two conditions are equiva-
lent:
(i) d̂π(i,λ)∗(N
+
1 )ψ = 0.
(ii) (λ, ν) = (n− i, n− i+ 1) and ℓ = 0.
The proof of Lemma 12.14 goes similarly to that of Lemma 12.5 in the case j = i+1,
and so we omit it. Alternatively, Lemma 12.14 follows from Lemma 12.5. In fact,
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the following duality as in Theorem 2.7
DiffG(I(i, λ)α, I(j, ν)β) ≃ DiffG(I(n− i, λ)α, I(n− j, ν)β)
implies a bijection between the space of solutions for the F-systems
Sol(n+; σ
(i)
λ,α, σ
(j)
ν,β) ≃ Sol(n+; σ(n−i)λ,α , σ(n−j)ν,β ).
Thus we have completed the proof of Proposition 12.3, whence Theorem 12.2.
12.7. Proof of Theorem 12.1. In this section, we deduce Theorem 12.1 (conformal
representations) from Theorem 12.2 (principal series representations), as we did in
Chapter 11 for symmetry breaking operators. Needless to say, the case (G = G′) in
this section is much simpler than the case (G 6= G′) in the previous chapter. We
recall from Proposition 2.3 that there are the natural isomorphisms as G-modules:
(12.6) I(i, λ)i ≃ ̟(i)λ−i,0 ≃ ̟(n−i)λ−n+i,1.
We note that there are two geometric models of the same principal series repre-
sentations I(i, λ)i. We translate the four cases in Theorem 12.2 in terms of (12.6).
Case 1. j = i+ 1, (λ, ν) = (i, i+ 1), α ≡ β + 1.
We take α ≡ i, and β ≡ i+ 1 mod 2. Then we have
I(i, i)i ≃ ̟(i)0,0 ≃ ̟(n−i)2i−n,1,
I(i+ 1, i+ 1)i+1 ≃ ̟(i+1)0,0 ≃ ̟(n−i−1)2i+2−n,1.
Case 2. j = i− 1, (λ, ν) = (n− i, n− i+ 1).
We take α ≡ i and β ≡ i− 1 mod 2. Then we have
I(i, n− i)i ≃ ̟(i)n−2i,0 ≃ ̟(n−i)0,1 ,
I(i− 1, n− i+ 1)i−1 ≃ ̟(i−1)n−2i+2,0 ≃ ̟(n−i+1)0,1 .
Then the intertwining operators assured in Theorem 12.2 in Cases 1 and 2 are given
in the following four arrows (after switching i and n− i in Case 2):
E i(Sn)0,δ ∗ //❴❴❴❴❴
 ))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
En−i(Sn)2i−n,δ+1
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
E i+1(Sn)0,δ ∗ //❴❴❴ En−i−1(Sn)2i+2−n,δ+1
The vertical arrows are scalar multiples of d and d∗ (see Proposition 12.3, and the
horizontal dotted arrows are given by Hodge star operators. This explains the four
Cases b, ∗b, c, and ∗c in Theorem 12.1.
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Case 3. j = i, λ+ ν = n, ν − λ ∈ 2N+.
We set ℓ := 1
2
(ν−λ) so that λ = n
2
− ℓ and ν = n
2
+ ℓ. Then we have isomorphisms
as G-modules:
I
(
i,
n
2
− ℓ
)
i
≃ ̟(i)n
2
−ℓ−i,0 ≃ ̟(n−i)−n
2
−ℓ+i,1,
I
(
i,
n
2
+ ℓ
)
i
≃ ̟(i)n
2
+ℓ−i,0 ≃ ̟(n−i)−n
2
+ℓ+i,1.
This yields Cases d and ∗d in Theorem 12.1. Case 4 yields Cases a and ∗a. Thus we
have listed all possible cases, and the proof of Theorem 12.1 is completed.
12.8. Hodge star operator and Branson’s operator T (i)2ℓ . By the multiplicity-
freeness result,
dimDiffO(n+1,1)
(E i(Sn)u,δ, E j(Sn)v,ε) ≤ 1
in Theorem 12.1, we know a priori that the composition ∗ ◦T (i)2ℓ ◦ ∗−1 of conformally
covariant operators is proportional to T (n−i)2ℓ . To be explicit, we have the following
proposition.
Proposition 12.15. Let 0 ≤ i ≤ n and ℓ ∈ N+. We put u := n2−i−ℓ, v := n2−i+ℓ.
Then the following diagram commutes for any δ ∈ Z/2Z.
E i(Sn)u,δ
T (i)2ℓ //
∗

E i(Sn)v,δ
∗

En−i(Sn)−v,δ+1
−T (n−i)2ℓ // En−i(Sn)−v+2ℓ,δ+1.
Proof. The vertical isomorphisms are given by Proposition 8.3 because u− n+ 2i =
−v. It then follows from Lemma 8.1 and (12.1) that
T (n−i)2ℓ = − ∗Rn ◦T (i)2ℓ ◦ (∗Rn)−1
in the flat coordinates. Hence the proposition follows from Lemma 8.2 (see also
(11.6)). 
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13. Matrix-valued factorization identities
Differential symmetry breaking operators may be expressed as a composition of
two equivariant differential operators for some special values of the parameters. Such
formulæ in the scalar case are called “factorization identities” in [11] or “functional
identities for symmetry breaking operators” in [22].
In this chapter we establish “factorization identities” for conformally covariant
differential operators on differential forms. A number of results have been known
in the scalar case [11, 15, 19, 22], however, what we treat here is matrix-valued
factorization identities. The setting we consider is (X, Y ) = (Sn, Sn−1) and (G,G′) =
(O(n+ 1, 1), O(n, 1)) as before, and TX (respectively, TY ) is a G- (respectively, G
′-)
intertwining operator in the following diagrams:
E i(X)u,δ
TX

Di→ju,a
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
E i′(X)u′,δ′
Di
′→j
u′,b
// E j(Y )v,ε,
E i(X)u,δ
Di→ju,a //
Di→j
′
u,c
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
E j(Y )v,ε
TY

E j′(Y )v′,ε′
In Theorem 1.1, we have classified all the parameters for which there exist nonzero
differential symmetry breaking operators, and have proved a multiplicity-one theo-
rem. This guarantees the following “factorization identities” for some p, q ∈ C:
Di
′→j
u′,b ◦ TX = pDi→ju,a ,
TY ◦Di→ju,a = qDi→j
′
u,c .
Explicit generators for symmetry breaking operators Di→ju,a are given in Theorems
1.5-1.8, whereas nontrivial G- or G′-intertwining operators TX or TY are classified in
Theorem 12.1. In this chapter, we shall consider all possible combinations of these
operators under the parity condition
δ ≡ δ′ ≡ ε mod 2 or δ ≡ ε ≡ ε′ mod 2,
and determine factorization identities. The explicit formulæ are given in Theorem
13.1 for TX = T (i)2ℓ (Branson’s operator), in Theorem 13.2 for TY = T ′(j)2ℓ , in Theorem
13.3 for TX = d or d
∗, and in Theorem 13.4 for TY = d or d∗. Factorization identities
for the other parity case are derived easily from the same parity case by using the
Hodge star operators.
In Section 13.1, we summarize these factorization identities in terms of the unnor-
malized symmetry breaking operators Di→ju,a rather than the renormalized ones D˜i→ju,a ,
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because the formulæ take a simpler form. Factorization identities for the renormal-
ized operators will be discussed in Section 13.8 with focus on the exact condition
when the composition of two nonzero operators vanishes.
13.1. Matrix-valued factorization identities. This section summarizes the fac-
torization identities for unnormalized operators for (X, Y ) = (Sn, Sn−1) with the
same parity of δ, δ′, ε, and ε′.
We begin with the case TX = T (i)2ℓ or TY = T ′(j)2ℓ , where we recall from Theorem
12.1 that for ℓ ∈ N+ the G- and G′-intertwining operators (Branson’s operators)
T (i)2ℓ : E i(Sn)n2−i−ℓ −→ E i(Sn)n2−i+ℓ,
T ′(j)2ℓ : E j(Sn−1)n−12 −j−ℓ −→ E
j(Sn−1)n−1
2
−j+ℓ.
Let δ ≡ a + i+ j mod 2. Here are basic diagrams:
E i(Sn)n
2
−i−ℓ,δ
T (i)2ℓ

Di→jn
2−i−ℓ,a+2ℓ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
E i(Sn)n
2
−i+ℓ,δ Di→jn
2−i+ℓ,a
// E j(Sn−1)n
2
−j+a+ℓ,δ,
E i(Sn)n−1
2
−i−a−ℓ,δ
Di→jn−1
2 −i−a−ℓ,a//
Di→jn−1
2 −i−a−ℓ,a+2ℓ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
E j(Sn−1)n−1
2
−j−ℓ,δ
T ′(j)2ℓ

E j(Sn−1)n−1
2
−j+ℓ,δ.
As in (1.13), we define a positive integer Kℓ,a by Kℓ,a =
∏ℓ
k=1
([
a
2
]
+ k
)
for ℓ ∈ N+
and a ∈ N. Then we have:
Theorem 13.1. Suppose 0 ≤ i ≤ n, a ∈ N and ℓ ∈ N+. We set u := n2 − i− ℓ. Then
(1) Di→i−1u+2ℓ,a ◦ T (i)2ℓ = −
(n
2
− i− ℓ
)
Kℓ,aDi→i−1u,a+2ℓ if i 6= 0.
(2) Di→iu+2ℓ,a ◦ T (i)2ℓ = −
(n
2
− i+ ℓ
)
Kℓ,aDi→iu,a+2ℓ if i 6= n.
Theorem 13.2. Suppose 0 ≤ i ≤ n, a ∈ N and ℓ ∈ N+. We set u := n−12 − i− ℓ−a.
Then
(1) T ′(i−1)2ℓ ◦ Di→i−1u,a = −
(
n + 1
2
− i+ ℓ
)
Kℓ,aDi→i−1u,a+2ℓ if i 6= 0.
(2) T ′(i)2ℓ ◦ Di→iu,a = −
(
n− 1
2
− i− ℓ
)
Kℓ,aDi→iu,a+2ℓ if i 6= n.
We shall prove Theorems 13.1 and 13.2 in Sections 13.4 and 13.5, respectively.
Next, we consider the case where TX = d or d
∗. Here are basic diagrams:
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E i(Sn)0,δ
d

Di→j0,a+1
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
E i+1(Sn)0,δ Di+1→j0,a
// E j(Sn−1)a+1+i−j,δ
E i(Sn)n−2i,δ
d∗

Di→jn−2i,a+1
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
E i−1(Sn)n−2i+2,δ Di−1→jn−2i+2,a
// E j(Sn−1)n−i−j+a+1,δ.
(j = i, i+ 1) (j = i− 1, i− 2)
In this setting, the condition on δ ∈ Z/2Z from Theorem 1.1 is listed in the theorem
below.
Theorem 13.3. For any a ∈ N, we have
(1) Di+1→i0,a ◦ d = γ(i+ 1−
n
2
, a)Di→i0,a+1, 0 ≤ i ≤ n− 1, δ ≡ a + 1 mod 2.
(2) Di+1→i+10,a ◦ d = 0, 0 ≤ i ≤ n− 1, δ ≡ 0 mod 2.
(3) Di−1→i−1n−2i+2,a ◦ d∗ = −γ(−i+ 1 +
n
2
, a)Di→i−1n−2i,a+1, 1 ≤ i ≤ n, δ ≡ a mod 2.
(4) Di−1→i−2n−2i+2,a ◦ d∗ = 0, 2 ≤ i ≤ n, δ ≡ 1 mod 2.
Here we recall from (1.3) that γ(µ, a) = 1 if a is odd; = µ+ a
2
if a is even.
The proof of Theorem 13.3 will be given in Section 13.6.
Finally, we consider the case where TY = d or d
∗. Here are basic diagrams:
E i(Sn)−a−i+j,δ
Di→j−a−i+j,a //
Di→j+1−a−i+j,a+1 **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
E j(Sn−1)0,δ
d

E j+1(Sn−1)0,δ,
E i(Sn)n−i−j−a−1,δ
Di→jn−i−j−a−1,a //
Di→j−1n−i−j−a−1,a+1 **❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
E j(Sn−1)n−2j−1,δ
d∗

E j−1(Sn−1)n−2j+1,δ.
(j = i− 1, i) (j = i− 1, i)
In these two diagrams, δ ≡ a + i+ j mod 2.
Theorem 13.4. For any a ∈ N, we have
(1) d ◦ Di→i−1−a−1,a = −γ
(
−a+ i− n + 1
2
, a
)
Di→i−a−1,a+1 for 1 ≤ i ≤ n− 1.
(2) d ◦ Di→i−a,a = 0 for 0 ≤ i ≤ n− 2.
(3) d∗ ◦ Di→in−2i−a−1,a = −γ
(
−a− i+ n− 1
2
, a
)
Di→i−1n−2i−a−1,a+1 for 1 ≤ i ≤ n.
(4) d∗ ◦ Di→i−1n−2i−a,a = 0 for 2 ≤ i ≤ n.
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Here we consider only the case where a = 0 if 1 ≤ i ≤ n−1 in (2), or if 2 ≤ i ≤ n−1
in (4). The proof of Theorem 13.4 will be given in Section 13.7.
Remark 13.5. Theorem 13.3 (2) for a 6= 0 reflects Theorem 1.1 which asserts that
there is no nonzero conformally equivariant symmetry breaking operators E i(Sn) −→
E i+1(Sn−1) other than the obvious one RestSn ◦ d (i.e. a = 0 case) up to scalar if
i 6= 0. On the other hand, we recall from Proposition 1.4 that the differential
symmetry breaking operators Di→ju,a may vanish for specific parameters, for instance,
Di→i−a,a = 0 if i = 0 or a = 0.
In such cases, the fomulæ like Theorem 13.3 (2) for a = 0 or Theorem 13.4 (2)
for i = 0 or a = 0 are trivial, however, by using the renormalized operators D˜i→iu,a
and D˜i→i+1u,a given in (1.10) and (1.11), we have the following nontrivial factorization
identities:
D˜i+1,i+10,0 ◦ d = D˜i→i+10,0 ,
d ◦ D˜0→0−a,a = D˜0→1−a,a+1 for all a ∈ N,
d ◦ D˜i→i0,0 = D˜i→i0,1 .
We shall discuss in Section 13.8 the factorization identities for renormalized sym-
metry breaking operators of this kind corresponding to Theorem 13.3 (2) and (4), and
Theorem 13.4 (2) and (4) among others. We also determine the vanishing condition
of the composition of two nonzero operators in detail.
As an immediate corollary of Theorem 13.4, we can tell exactly when the image of
the symmetry breaking operator Di→i−1−a−1,a consists of closed forms on the submanifold
Sn−1:
Corollary 13.6.
(1) Assume that n is odd and a is even with 0 ≤ a ≤ n− 1. We set
(13.1) i :=
1
2
(a + n+ 1).
Then n+1
2
≤ i ≤ n and Di→i−1−a−1,aω is a closed i-form on Sn−1 for any i-form ω
on Sn.
(2) Conversely, suppose 1 ≤ i ≤ n − 1. If n is even or if a 6= 2i − n − 1, then
there exists ω ∈ E i(Sn) such that Di→i−1−a−1,aω is not a closed form on Sn−1.
Proof. For i = n, the (n − 1)-form Dn→n−1u,a ω is automatically closed for any ω ∈
En(Sn). Suppose 1 ≤ i ≤ n− 1 and a ∈ N. By Theorem 13.4 (1), d ◦ Di→i−1−a−1,a = 0 if
and only if γ
(−a− i+ n+1
2
, a
)
= 0. By the definition (1.3) of γ(µ, a), this happens
exactly when a is even and i = 1
2
(a+ n+ 1). This forces n to be even. We also note
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that 0 ≤ a is equivalent to 1
2
(n+1) ≤ i, and a ≤ n− 1 is equivalent to i ≤ n. Hence
the corollary follows. 
13.2. Proof of Theorem 13.1 (1). We shall work with the flat coordinates. The-
orem 13.1 (1) will be shown by the following proposition.
Proposition 13.7. There exist scalar-valued differential operators P,Q,R, P ′, Q′
and R′ on Rn satisfying the following three conditions:
Di→i−1n
2
−i−ℓ,a+2ℓ = Restxn=0 ◦
(
PdRnd
∗
Rnι ∂
∂xn
+Qd∗Rn +Rι ∂
∂xn
)
,
Di→i−1n
2
−i+ℓ,a ◦ T (i)2ℓ = Restxn=0 ◦
(
P ′dRnd
∗
Rnι ∂
∂xn
+Q′d∗Rn +R
′ι ∂
∂xn
)
,(13.2)
P = ci(ℓ)P
′, Q = ci(ℓ)Q′, R = ci(ℓ)R′,
where ci(ℓ) is defined by
ci(ℓ) := −
(n
2
− i− ℓ
)
Kℓ,a
(
= −
(n
2
− i− ℓ
) ℓ∏
k=1
([a
2
]
+ k
))
.
The rest of this section is devoted to the proof of Proposition 13.7.
We take
P = −D−ℓ+
3
2
a+2ℓ−2,
Q = −γ(−ℓ + 1
2
, a+ 2ℓ)D−ℓ+
3
2
a+2ℓ−1,
R = −1
2
(n
2
− i+ ℓ
)
D−ℓ+
1
2
a+2ℓ ,
according to the formula (1.4) of Di→i−1u,a . In order to find P ′, Q′, and R′, we use:
Lemma 13.8. Suppose A,B,C, p and q are (scalar-valued) differential operators on
Rn with constant coefficients. We set
P ′ := −Ap∆Rn + Cp+ Aq, Q′ := −Bp∆Rn + Cp ∂
∂xn
+Bq, R′ := Cq.
Then,(
A dRnd
∗
Rnι ∂
∂xn
+Bd∗Rn + Cι ∂
∂xn
)
◦ (pdRnd∗Rn + q) = P ′dRnd∗Rnι ∂
∂xn
+Q′d∗Rn +R
′ι ∂
∂xn
.
Proof. This is an easy consequence of the commutation relations among the operators
dRn, d
∗
Rn, and ι ∂
∂xn
given in Lemma 8.14 together with (d∗Rn)
2 = 0 and dRnd
∗
Rn +
d∗RndRn = −∆Rn . 
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Lemma 13.9. The equation (13.2) holds if we take
P ′ =
(n
2
− i− ℓ
)(
ℓ+
[a
2
])
Dℓ−
1
2
a ∆
ℓ−1
Rn ,
Q′ =
(
n
2
− i− ℓ) (a+ 1)(a+ 2ℓ)
4γ
(
ℓ+ 1
2
, a− 1) Dℓ− 12a+1∆ℓ−1Rn ,
R′ =
1
2
(n
2
− i− ℓ
)(n
2
− i+ ℓ
)
Dℓ+
1
2
a ∆
ℓ
Rn .
Proof. By Theorems 1.5 and 12.1,
Di→i−1n
2
−i+ℓ,a = Restxn=0 ◦
(
AdRnd
∗
Rn +Bd
∗
Rn + Cι ∂
∂xn
)
,
T (i)2ℓ = pdRnd∗Rn + q,
if we set
A = −Dℓ+
3
2
a−2 , B = −γ(ℓ+
1
2
, a)Dℓ+
3
2
a−1 , C = −
1
2
(n
2
− i− ℓ
)
Dℓ+
1
2
a , p = −2ℓ, q = −
(n
2
− i+ ℓ
)
.
Applying Lemma 13.8, we get (13.2) if we set
P ′ =
(n
2
− i− ℓ
)(
Dℓ+
3
2
a−2∆Rn + ℓDℓ+
1
2
a
)
∆ℓ−1Rn ,
Q′ =
(n
2
− i− ℓ
)(
γ(ℓ+
1
2
, a)Dℓ+
3
2
a−1∆Rn + ℓDℓ+
1
2
a
∂
∂xn
)
∆ℓ−1Rn ,
R′ =
1
2
(n
2
− i− ℓ
)(n
2
− i+ ℓ
)
Dℓ+
1
2
a ∆
ℓ
Rn .
Then the lemma follows from the three-term relations (9.8) for P ′, (9.9) for Q′ with
ν = ℓ+ 1
2
. 
We are ready to give a proof of Proposition 13.7.
Proof of Proposition 13.7. The assertions P = ci(ℓ)P
′, Q = ci(ℓ)Q′, and R = ci(ℓ)R′
are now reduced to the factorization identities for scalar-valued differential operators
(Juhl’s operators) which were proved in Lemma 9.4 (1), (2), and Proposition 9.3 (1),
respectively. 
Thus the proof of Theorem 13.1 (1) is completed.
13.3. Proof of Theorem 13.1 (2). We deduce the second statement of Theorem
13.1 from the first one by using the Hodge star operator. By Theorem 13.1 (1) with
i˜ := n− i, we have
(13.3) Di˜→i˜−1n
2
−i˜+ℓ,a ◦ T
(˜i)
2ℓ = −
(n
2
− i˜− ℓ
)
Kℓ,aDi˜→i˜−1n
2
−i˜−ℓ,a+2ℓ.
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We recall from Proposition 12.15
∗Rn ◦ T (˜i)2ℓ ◦ (∗Rn)−1 = −T (˜i)2ℓ ,
and from (1.8) with i˜ := n− i
Di→in
2
−i+ℓ,a = (−1)n−1 ∗Rn−1 ◦Di˜→i˜−1n
2
−i˜+ℓ,a ◦ (∗Rn)−1,
Di→in
2
−i+ℓ,a+2ℓ = (−1)n−1 ∗Rn−1 ◦Di˜→i˜−1n
2
−i˜+ℓ,a+2ℓ ◦ (∗Rn)−1.
Then Theorem 13.1 (2) follows from (13.3) by applying ∗Rn−1 from the left and
(∗Rn)−1 from the right.
13.4. Proof of Theorem 13.2 (1). This section gives a proof of Theorem 13.2
(1). As in the proof of Theorem 13.1 (2), we shall reduce the proof to an analogous
identity for the scalar-valued case (Proposition 9.3 (2)). For this, we need some
computation for matrix-valued differential operators that are stated in the lemmas
below.
Lemma 13.10. Suppose that p, q, r, A,B and C are (scalar-valued) differential op-
erators with constant coefficients on Rn. We set
R := −pA∆Rn−1 − pA ∂
2
∂x2n
+ pC + rA− qB + qA ∂
∂xn
.
Then the following identity holds:
(pdRnd
∗
Rn+qdRnι ∂
∂xn
+r)◦(AdRnd∗Rnι ∂
∂xn
+Bd∗Rn+Cι ∂
∂xn
) = RdRnd
∗
Rnι ∂
∂xn
+rBd∗Rn+rCι ∂
∂xn
.
Proof. Direct computation by Lemma 8.14, as in the proof of Lemma 13.8. 
Lemma 13.11. Let p, q, and r be (scalar-valued) differential operators of 0th, first,
and second order, respectively, given by
p = −2ℓ, q = −2ℓ ∂
∂xn
, r = −
(
n+ 1
2
+ ℓ− i
)
∆Rn−1 .
Then,
T ′(i−1)2ℓ ◦ Restxn=0 = Restxn=0 ◦ (pdRnd∗Rn + qdRnι ∂
∂xn
+ r).
Proof. The identity follows from the commutation relations among Restxn=0, dRnd
∗
Rn,
and d∗RndRn given in Lemma 8.15 (3) and (4). 
Let u := n−1
2
− i− a− ℓ. Then by the formula (1.4) of Di→i−1u,a , we have
Di→i−1u,a = Restxn=0 ◦ (AdRnd∗Rnι ∂
∂xn
+Bd∗Rn + Cι ∂
∂xn
),
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where
(13.4)
A := −D−a−ℓ+1a−2 , B := −γ(−a−ℓ, a)D−a−ℓ+1a−1 , C := −
1
2
(
n+ 1
2
− i+ a+ ℓ
)
D−a−ℓa .
Then the composition
T ′(i−1)2ℓ ◦ Di→i−1u,a =
(
T ′(i−1)2ℓ ◦ Restxn=0
)
◦ (AdRnd∗Rnι ∂
∂xn
+Bd∗Rn + Cι ∂
∂xn
)
can be computed explicitly as follows.
Lemma 13.12.
T ′(i−1)2ℓ ◦ Di→i−1u,a =
(
n + 1
2
+ ℓ− i
)
Restxn=0 ◦ (
(
ℓ+
[a
2
])
D−a−ℓ+1a ∆ℓ−1Rn−1dRnd∗Rnι ∂∂xn
+ γ(−a− ℓ, a)D−a−ℓ+1a ∆ℓRn−1d∗Rn +
1
2
(
n + 1
2
− i+ a + ℓ
)
D−a−ℓa ∆ℓRn−1ι ∂
∂xn
).
Proof. The first two terms are derived directly from Lemmas 13.10 and 13.11. For
the third term, we use three-term relations among Dλℓ s that were studied in Chapter
9. What we actually need is the claim below. 
Claim 13.13. Suppose p, q and r are given as in Lemma 13.11 and A,B and C by
(13.4). Then the differential operator R in Lemma 13.10 amounts to(
n+ 1
2
+ ℓ− i
)(
ℓ+
[a
2
])
D−a−ℓ+1a .
Proof of Claim 13.13. A direct computation shows
R =
(
n+ 1
2
− ℓ− i
)
D−a−ℓ+1a−2 ∆Rn−1 +
(
n + 1
2
+ a+ ℓ− i
)
ℓD−a−ℓa
− 2ℓ γ(−a− ℓ, a)D−a−ℓ+1a−1
∂
∂xn
.
Applying the three-term relation (9.6) to D−a−ℓ+1a−1 ∂∂xn in the last term, we see
R =
(
n+ 1
2
+ ℓ− i
)(D−a−ℓ+1a−2 ∆Rn−1 + ℓD−a−ℓa ) .
Finally, by the three-term relation (9.10) with µ = −a− ℓ, we get the claim. 
We are ready to complete the proof of Theorem 13.2 (1). By the definition (1.4)
of Di→i−1u,b again,
Di→i−1u,a+2ℓ
= Restxn=0 ◦
(
−D−a−ℓ+1a+2ℓ−2 dRnd∗Rnι ∂
∂xn
− γ(−a, a)D−a−ℓ+1a+2ℓ−1 −
1
2
(
n+ 1
2
− i+ a + ℓ
)
D−a−ℓa+2ℓ ι ∂
∂xn
)
.
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Substituting the formulæ for the (scalar) differential operators Dλℓ from Lemma 9.4,
we have
Di→i−1u,a+2ℓ = −K−1ℓ,aRestxn=0 ◦
((
ℓ+
[a
2
])
D−a−ℓ+1a ∆ℓ−1Rn−1dRnd∗Rnι ∂∂xn
+γ(−a− ℓ, a)D−a−ℓ+1a−1 ∆ℓRn−1d∗Rn +
1
2
(
n + 1
2
− i+ a+ ℓ
)
D−a−ℓa ∆ℓRn−1ι ∂
∂xn
)
.
Comparing this with Lemma 13.12, we have completed the proof of Theorem 13.2
(1).
13.5. Proof of Theorem 13.2 (2). We deduce the second statement of Theorem
13.2 from the first one by using the Hodge operator ∗. By Theorem 13.2 (1) with
i˜ := n− i and u˜ := n−1
2
− i˜− a− ℓ, we have
(13.5) T ′ (˜i−1)2ℓ ◦ Di˜→i˜−1u˜,a = −
(
n+ 1
2
− i˜+ ℓ
)
Kℓ,aDi˜→i˜−1u˜,a+2ℓ.
We recall from Proposition 12.15
∗Rn−1 ◦ T ′(˜i−1)2ℓ ◦ (∗Rn−1)−1 = −T ′ (˜i)2ℓ ,
and from(1.6)
(−1)n−1 ∗Rn−1 ◦Di˜→i˜−1u˜,a ◦ (∗Rn)−1 = Di→iu,a ,
(−1)n−1 ∗Rn−1 ◦Di˜→i˜−1u˜,a+2ℓ ◦ (∗Rn)−1 = Di→iu,a+2ℓ.
Then Theorem 13.2 (2) follows by applying ∗Rn−1 from the left and (∗Rn)−1 from the
right to (13.5).
13.6. Proof of Theorem 13.3. In this section, we complete the proof of Theorem
13.3.
(1) We first show the following lemma:
Lemma 13.14. Let 0 ≤ i ≤ n − 1 and a ∈ N. We set µ := i − n−3
2
and define the
following scalar-valued differential operators:
P ′ := −Dµ+1a−2
∂
∂xn
+ γ(µ, a)Dµ+1a−1 ,
Q′ := −Dµ+1a−2∆Rn −
(
i+ 1− n
2
)
Dµa ,
R′ := γ(µ, a)Dµ+1a−1∆Rn +
(
i+ 1− n
2
)
Dµa
∂
∂xn
.
Then
Di+1→i0,a ◦ dRn = Restxn=0 ◦
(
P ′dRnd∗Rn +Q
′dRnι ∂
∂xn
+R′
)
.
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Proof. The lemma follows from the formula (1.4) for Di+1→i0,a by (8.14) and Lemma
8.14 (1). 
We observe that i+ 1− n
2
= µ− 1
2
. Then applying the three-term relations (9.7),
(9.8), and (9.9) for Dµa s, we see that the scalar-valued operators P ′, Q′, and R′ in
Lemma 13.14 amounts to
P ′ = γ(µ− 1
2
, a)Dµa−1,
Q′ = −
(
µ+
[a
2
]
− 1
2
)
Dµ−1a ,
R′ =
1
2
(a+ 1)γ(µ− 1
2
, a)Dµ−1a+1 ,
respectively. In view of the formula (1.6) of Di→i0,a+1 and of the following elementary
identity of γ(µ, a) (see (1.3))
γ(µ− 3
2
, a+ 1)γ(µ− 1
2
, a) = µ+
[a
2
]
− 1
2
,
we obtain the first statement of Theorem 13.3.
(2) By the formula (1.7) for Di→i0,a , we get Di→i0,a ◦dRn = 0 from Lemma 8.15 (1) and
d2Rn = 0.
(3) By Theorem 13.3 (1) with i replaced by n− i, we have
Dn−i+1→n−i0,a ◦ dRn = γ(−i+ 1 +
n
2
, a)Dn−i→n−i0,a+1 .
Then we apply ∗Rn−1 from the left and (∗Rn)−1 from the right to the above identity,
and use the following identities
∗Rn−1 ◦ Dn−i+1→n−i0,a ◦ (∗Rn)−1 = (−1)n−1Di−1→i−1n−2i,a ,
∗Rn ◦ dRn ◦ (∗Rn)−1 = (−1)n−i+1d∗Rn on E i(Rn),
∗Rn−1 ◦ Dn−i→n−i0,a+1 ◦ (∗Rn)−1 = (−1)i+1Di→i−1n−2i,a on E i(Rn),
as in the proof of Theorem 13.2 (2). Now the third statement of Theorem 13.3
follows.
(4) By the formula (1.4) for Di−1→i−2n−2i+2,0, we get Di−1→i−2n−2i+2,0 ◦ d∗Rn = 0 from Lemma
8.14 (2) and (d∗Rn)
2 = 0.
Thus Theorem 13.3 has been proved.
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13.7. Proof of Theorem 13.4. In this section we complete the proof of Theorem
13.4.
Proof of Theorem 13.4 (1). We set
u := −a− 1, µ := u+ i− n− 1
2
.
By the first expression of (1.4), we have
dRn−1 ◦ Di→i−1−a−1,a = Restxn=0 ◦
(
−γ(µ, a)Dµ+1a−1dRnd∗Rn +
1
2
(u+ 2i− n)DµadRn ι ∂
∂xn
)
.
On the other hand, by the formula (1.6) of Di→iu,a , we have
Di→i−a−1,a+1 = Restxn=0 ◦
(
Dµ+1a−1dRnd∗Rn − γ(µ−
1
2
, a+ 1)DµadRn ι ∂
∂xn
)
.
It follows from these formulæ that we get
dRn−1 ◦ Di→i−1−a−1,a + γ(µ, a)Di→i−a−1,a+1 =(13.6)
Restxn=0 ◦
(
1
2
(u+ 2i− n)− γ(µ, a)γ(µ− 1
2
, a+ 1)
)
DµadRnι ∂
∂xn
.
By using the following elementary identity
γ(µ, a)γ(µ− 1
2
, a+ 1) = µ+
a
2
,
we see that the right-hand side of (13.6) vanishes. 
Proof of Theorem 13.4 (2). It follows from the formula (1.6) of Di→iu,a and Lemma
8.15 (1) that we have
dRn−1 ◦ Di→iu,a =
1
2
(u+ a)Restxn=0 ◦ Dµa ◦ dRn .
Hence dRn−1 ◦ Di→i−a,a = 0. 
Proof of Theorem 13.4 (3). By Theorem 13.4 (1) with i replaced by n− i, we have
(13.7) dRn−1 ◦ Dn−i→n−i−1−a−1,a = −γ(−a− i+
n− 1
2
, a)Dn−i→n−i−a−1,a+1.
We recall from (8.13)
∗Rn−1 ◦ dRn−1 ◦ (∗Rn−1)−1 = (−1)n−id∗Rn−1 on E i(Rn−1),
and from (1.8)
∗Rn−1 ◦ Dn−i→n−i−1−a−1,a ◦ (∗Rn)−1 = (−1)n−1Di→in−2i−a−1,a,
(∗Rn−1)−1 ◦ Dn−i→n−i−a−1,a+1 ◦ ∗Rn = (−1)n−1Di→i−1n−2i−a−1,a+1.
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Since (∗Rn)2 = (−1)i(n−i)id on E i(Rn) and (∗Rn−1)2 = (−1)(n−i)(i−1)id on En−i(Rn−1),
the last formula yields
∗Rn−1 ◦ Dn−i→n−i−a−1,a+1 ◦ (∗Rn)−1 = (−1)i+1Di→i−1n−2i−a−1,a+1.
Applying ∗Rn−1 from the left and (∗Rn)−1 from the right to the identity (13.7), we
get
(−1)i+1d∗Rn−1Di→in−2i−a−1,a = −(−1)i+1γ(−a− i+
n− 1
2
, a)Di→i−1n−2i−a−1,a+1.
Thus Theorem 13.4 (3) is proved. 
Proof of Theorem 13.4 (4). By the formula (1.5) of Di→i−1u,a , we have
d∗Rn−1 ◦ Di→i−1n−2i−a,a = −d∗Rn−1 ◦ Restxn=0 ◦ Dµ+1a−2d∗Rnι ∂
∂xn
dRn
because (d∗Rn−1)
2 = 0. By Lemma 8.14 (2) and Lemma 8.15 (2), the right-hand side
vanishes because (d∗Rn)
2 = 0 and (ι ∂
∂xn
)2 = 0. 
Alternatively, Theorem 13.4 (3) and (4) can be deduced from Theorem 13.4 (1)
and (2), respectively, by using the Hodge star operators.
13.8. Renormalized factorization identities. In Section 13.1, we have shown
various factorization identities for (unnormalized) symmetry breaking operators.
Now observe from Proposition 1.4 that Di→i−1u,a and Di→iu,a may vanish for specific
parameters (u, a, i). In this section, we discuss factorization identities for renor-
malized symmetry breaking operators D˜i→i−1u,a and D˜i→iu,a defined in (1.9) and (1.10),
respectively. We do not pursue finding all the constants explicitly for factorization
identities in this section, as they are directly computed from the theorems for the
unnormalized case in Section 13.1 and from (13.8) and (13.9) below. Instead we
shall formulate results for renormalized operators in a way that we can benefit the
following two advantages:
• to find some further nontrivial factorization identities that were stated as
TY ◦0 = 0 or 0◦TX = 0 for unnormalized operators with specific parameters;
• to determine exactly when the composition of two nonzero intertwining op-
erators vanish.
The latter view point plays an important role in the branching problem for sub-
quotients of principal series representations, see [22]. For this purpose, we use the
notations I(i, λ)α and J(j, ν)β for principal series representations of G = O(n+1, 1)
and G′ = O(n, 1), respectively, instead of E i(Sn)u,δ and E j(Sn−1)v,ε for the notation
in conformal geometry.
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By definitions (1.9) and (1.6) on one hand, and (1.10) and (1.4) on the other hand,
we have
Di→iu,a =
{
1
2
(a+ u)D˜i→iu,a if i = 0 or a = 0,
D˜i→iu,a if i 6= 0 and a 6= 0,
(13.8)
Di→i−1u,a =
{
1
2
(a+ u+ 2i− n)D˜i→i−1u,a if i = n or a = 0,
D˜i→i−1u,a if i 6= n and a 6= 0.
(13.9)
Consider the following diagrams for j = i and j = i− 1:
I
(
i, n
2
− ℓ)
α
T (i)2ℓ

D˜i→jn
2−i−ℓ,a+2ℓ
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
I
(
i, n
2
+ ℓ
)
α D˜i→jn
2 −i+ℓ,a
// J
(
j, n
2
+ a+ ℓ
)
β
,
I
(
i, n−1
2
− a− ℓ)
α
D˜i→jn−1
2 −i−ℓ−a,a //
D˜i→jn−1
2 −i−ℓ−a,a+2ℓ
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
J
(
j, n−1
2
− ℓ)
β
T ′(j)2ℓ

J
(
j, n−1
2
+ ℓ
)
β
,
where parameters δ and ε are chosen according to Theorem 2.8 (iii). In what follows,
we put
p± ≡ p±(i, ℓ, a) :=
{
i± ℓ− n
2
if a 6= 0,
±2 if a = 0,
q ≡ q(i, ℓ, a) :=

i+ ℓ− n−1
2
if i 6= 0, a 6= 0,
−2 if i 6= 0, a = 0,
− (ℓ+ n−1
2
)
if i = 0,
r ≡ r(i, ℓ, a) :=

i− ℓ− n+1
2
if i 6= n, a 6= 0,
2 if i 6= n, a = 0,
− (ℓ+ n+1
2
)
if i = n,
and recall Kℓ,a =
∏ℓ
k=1
([
a
2
]
+ k
)
. Then the factorization identities for renormal-
ized differential symmetry breaking operators D˜i→ju,a for j ∈ {i− 1, i} and Branson’s
conformally covariant operators T (i)2ℓ or T ′(j)2ℓ are given as follows.
Theorem 13.15. Suppose 0 ≤ i ≤ n− 1, a ∈ N and ℓ ∈ N+. Then
(1) D˜i→in
2
−i+ℓ,a ◦ T (i)2ℓ = p−Kℓ,aD˜i→in2−i−ℓ,a+2ℓ.
(2) T ′(i)2ℓ ◦ D˜i→in−1
2
−i−ℓ−a,a = qKℓ,aD˜i→in−1
2
−i−ℓ−a,a+2ℓ.
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Theorem 13.16. Suppose 1 ≤ i ≤ n, a ∈ N and ℓ ∈ N+. Then
(1) D˜i→i−1n
2
−i+ℓ,a ◦ T (i)2ℓ = p+Kℓ,aD˜i→i−1n
2
−i−ℓ,a+2ℓ.
(2) T ′(i−1)2ℓ ◦ D˜i→i−1n−1
2
−i−ℓ−a,a = rKℓ,aD˜i→i−1n−1
2
−i−ℓ−a,a+2ℓ.
SinceKℓ,a > 0, by examining the condition on (i, ℓ, a) for the constants p±, q, r van-
ish, we see that Theorems 13.15 and 13.16 determine exactly when the composition
of the two nonzero operators vanish:
Corollary 13.17. Suppose we are in the setting of Theorems 13.15 or 13.16.
(1) D˜i→in
2
−i+ℓ,a ◦ T (i)2ℓ 6= 0 except for the following case:
D˜i→i0,a ◦ T (i)2i−n = 0 for n even,
n+ 2
2
≤ i ≤ n− 1, and a ∈ N+.
(2) D˜i→i−1n
2
−i+ℓ,a ◦ T (i)2ℓ 6= 0 except for the following case:
D˜i→i−1n−2i,a ◦ T (i)n−2i = 0 for n even, 1 ≤ i ≤
n− 2
2
, and a ∈ N+.
(3) T ′(i−1)2ℓ ◦ D˜i→i−1n−1
2
−i−ℓ−a,a 6= 0 except for the following case:
T ′(i−1)2i−n−1 ◦ D˜i→i−1n−2i−a,a = 0 for n odd,
n+ 3
2
≤ i ≤ n− 1, and a ∈ N+.
(4) T ′(i)2ℓ ◦ D˜i→in−1
2
−i−ℓ−a,a 6= 0 except for the following case:
T ′(i)n−2i−1 ◦ D˜i→i−a,a = 0 for n odd, 1 ≤ i ≤
n− 3
2
, and a ∈ N+.
Next we consider the factorization identities corresponding to Theorems 13.3 and
13.4. By focusing on the “two advantages” as we mentioned at the beginning of this
section, we omit giving the explicit constants and formulate the results as follows:
Theorem 13.18. Let n ≥ 2.
(1) Let a ∈ N and 0 ≤ i ≤ n− 1. For
I(i, i)i
d−→ I(i+ 1, i+ 1)i+1
D˜i+1→i0,a−−−−→ J(i, i+ a + 1)i,
the following two conditions on (i, a, n) are equivalent:
(i) D˜i+1→i0,a ◦ d = 0;
(ii) n is even, 0 ≤ i < n−2
2
, and a = n− 2i− 2.
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We note that, for n even,
D˜
n
2
→n−2
2
0,0 ◦ d = D˜
n−2
2
→n−2
2
0,1 .
(2) Let a ∈ N and 0 ≤ i ≤ n− 2. For
I(i, i)i
d−→ I(i+ 1, i+ 1)i+1
D˜i+1→i+10,a−−−−−→ J(i+ 1, i+ a + 1)i+1,
the following two conditions on (i, a, n) are equivalent:
(i) D˜i+1→i+10,a ◦ d = 0;
(ii) a ∈ N+.
We note that
D˜i+1→i+10,0 ◦ d = D˜i→i+10,1 for 0 ≤ i ≤ n− 2.
(3) Let a ∈ N and 1 ≤ i ≤ n. For
I(i, n− i)i d
∗−→ I(i− 1, n− i+ 1)i−1
D˜i−1→i−1n−2i+2,a−−−−−→ J(i− 1, n+ i+ a+ 1)i−1,
the following two conditions on (i, a, n) are equivalent:
(i) D˜i−1→i−1n−2i+2,a ◦ d∗ = 0;
(ii) n is even, n+2
2
< i ≤ n, and a = 2i− n− 2.
We note that, for n even,
D˜
n
2
→n
2
0,0 ◦ d∗ = −D˜
n+2
2
→n
2
−2,1 .
(4) Let a ∈ N and 2 ≤ i ≤ n. For
I(i, n− i)i d
∗−→ I(i− 1, n− i+ 1)i−1
D˜i−1→i−2n−2i+2,a−−−−−→ J(i− 2, n− i+ a+ 1)i−2,
the following two conditions on (i, a, n) are equivalent:
(i) D˜i−1→i−2n−2i+2,a ◦ d∗ = 0;
(ii) a ∈ N+.
We note that
D˜i−1→i−2n−2i+2,0 ◦ d∗ = D˜i→i−2n−2i,1 for 2 ≤ i ≤ n.
(5) Let a ∈ N and 1 ≤ i ≤ n− 1. For
I(i, i− a− 1)i
D˜i→i−1−a−1,a−−−−−→ J(i− 1, i− 1)i−1 d−→ J(i, i)i,
the following two conditions on (i, a, n) are equivalent:
(i) d ◦ D˜i→i−1−a−1,a = 0;
(ii) n is odd, n+1
2
< i ≤ n− 1, a = 2i− n− 1.
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We note that, for n odd,
d ◦ D˜
n+1
2
→n−1
2
−1,0 = −D˜
n+1
2
→n+1
2
−1,1 .
(6) Let a ∈ N and 0 ≤ i ≤ n− 2. For
I(i, i− a)i
D˜i→i−a,a−−−−→ J(i, i)i d−→ J(i+ 1, i+ 1)i+1,
the following two conditions on (i, a, n) are equivalent:
(a) d ◦ D˜i→i−a,a = 0;
(b) a ∈ N+ and 1 ≤ i ≤ n− 2.
We note that
d ◦ D˜i→i−a,a = D˜i→i+1−a,a+1 if a = 0 or i = 0.
(7) Let a ∈ N and 0 ≤ i ≤ n− 1. For
I(i, n− i− a− 1)i
D˜i→in−2i−a−1,a−−−−−−→ I(i, n− i− 1)i d
∗−→ J(i− 1, n− i)i−1,
the following two conditions on (i, a, n) are equivalent:
(i) d∗ ◦ D˜i→in−2i−a−1,a = 0
(ii) n is odd, 0 ≤ i < n−1
2
, and a = n− 2i− 1.
We note that, for n odd,
d∗ ◦ D˜
n−1
2
→n−1
2
0,0 = −D˜
n−1
2
→n−3
2
0,1 .
(8) Let a ∈ N and 2 ≤ i ≤ n. For
I(i, n− i− a)i
D˜i→i−1n−2i−a,a−−−−−→ J(i− 1, n− i)i−1 d
∗−→ J(i− 2, n− i+ 1)i−2,
the following two conditions on (i, a, n) are equivalent:
(a) d∗ ◦ D˜i→i−1n−2i−a,a = 0;
(b) a ∈ N+ and 2 ≤ i ≤ n− 1.
We note that
d∗ ◦ D˜i→i−1n−2i−a,a = −D˜i→i−2n−2i−a,a+1 if a = 0 or i = n.
Proof. Each equivalence in (1)-(8) is shown by the corresponding factorization iden-
tities for unnormalized operators given in Theorems 13.3 or 13.4, and by (13.8) and
(13.9).
The factorization identities for specific parameters can be verified directly from the
definition (1.9)-(1.12) of the renormalized operators D˜i→ju,a . In fact, these operators for
the specific values in Theorem 13.18 are “degenerate” and of much simple forms. 
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14. Appendix: Gegenbauer polynomials
This chapter collects some properties of the Gegenbauer polynomials that we use
throughout the paper, in particular, in the proof of the explicit formulæ for symmetry
breaking differential operators (Theorems 1.5, 1.6, 1.7, and 1.8) and the factorization
identities for special parameters (Theorems 13.1, 13.2, and 13.3). In Section 14.5, we
give a proof of Theorem 6.7 that determines solutions to the F-system for symmetry
breaking operators from I(i, λ)α to J(i− 1, ν)β (2 ≤ i ≤ n).
14.1. Normalized Gegenbauer polynomials. For λ ∈ C and ℓ ∈ N, the Gegen-
bauer (or ultraspherical) polynomial Cλℓ (z) is given by the following formula ([1, 6.4],
[8, 3.15 (2)]):
Cλℓ (z) :=
[ ℓ2 ]∑
k=0
(−1)k Γ(ℓ− k + λ)
Γ(λ)k!(ℓ− 2k)!(2z)
ℓ−2k
=
Γ(ℓ+ 2λ)
Γ(2λ)Γ(ℓ+ 1)
2F1
(
−ℓ, ℓ + 2λ;λ+ 1
2
;
1− z
2
)
.
The generating function for Cλℓ (z) is
(14.1) (1− 2zr + r2)−λ =
∞∑
k=0
(λ)k
k!
(2zr)k
(1 + r2)k+λ
=
∞∑
ℓ=0
Cλℓ (z)r
ℓ,
and Cλℓ (z) solves the Gegenbauer differential equation
Gλℓ f(z) = 0,
where Gλℓ is the Gegenbauer differential operator given by
(14.2) Gλℓ := (1− z2)
d2
dz2
− (2λ+ 1)z d
dz
+ ℓ(ℓ+ 2λ).
We note that Cλℓ (z) ≡ 0 if ℓ ≥ 1 and λ = 0,−1,−2, · · · ,−
[
ℓ−1
2
]
. As in [21], we
renormalize the Gegenbauer polynomial by
(14.3)
C˜λℓ (z) :=
Γ(λ)
Γ
(
λ+
[
ℓ+1
2
])Cλℓ (z) = 1
Γ
(
λ+
[
ℓ+1
2
]) [ ℓ2 ]∑
k=0
(−1)kΓ(ℓ− k + λ)
k!(ℓ− 2k)! (2z)
ℓ−2k.
Then C˜λℓ (z) is a nonzero polynomial of degree ℓ for all λ ∈ C and ℓ ∈ N. Here are
the first five renormalized Gegenbauer polynomials.
• C˜λ0 (z) = 1.
• C˜λ1 (z) = 2z.
• C˜λ2 (z) = 2(λ+ 1)z2 −
154 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
• C˜λ3 (z) = 43(λ+ 2)z3 − 2z.
• C˜λ4 (z) = 23(λ+ 2)(λ+ 3)z4 − 2(λ+ 2)z2 + 12 .
Then the ℓ-inflated polynomial (see (9.1)) of C˜λℓ (z) is given by
(IℓC˜
λ
ℓ )(x, y) = x
ℓ
2 C˜λℓ
(
y√
x
)
=
[ ℓ2 ]∑
k=0
(−1)k Γ(ℓ− k + λ)
Γ
(
λ+
[
ℓ+1
2
])
Γ(k + 1)Γ(ℓ− 2k + 1)(2y)
ℓ−2kxk.(14.4)
For instance, (I0C˜
λ
0 )(x, y) = 1, (I1C˜
λ
1 )(x, y) = 2y, (I2C˜
λ
2 )(x, y) = 2(λ+1)y
2− x, etc.
From (14.3), the coefficient of zℓ in C˜λℓ (z) is found to be
(14.5)
Γ(λ+ ℓ)2ℓ
Γ
(
λ+
[
ℓ+1
2
])
ℓ!
.
The dimension of the space of polynomial solutions to the Gegenbauer differential
equation Gλℓ f(z) = 0 is generically one, however, it jumps to two when λ − 12 ∈ Z
and 1 − 2ℓ ≤ 2λ ≤ −ℓ, for which we have found an interpretation in the represen-
tation theory of SL(2,R) [21]. The renormalized Gegenbauer polynomial C˜λℓ (z) is
characterized among polynomial solutions by the following ([21, Thm. 11.4]):
Fact 14.1. For all λ ∈ C and ℓ ∈ N,{
f(z) ∈ Polℓ[z]even : Gλℓ f(z) = 0
}
= CC˜λℓ (z).
See (4.5) for the definition of Polℓ[z]even.
In (4.7), we introduced the imaginary Gegenbauer differential operator
Rλℓ = −
1
2
(
(1 + t2)
d2
dt2
+ (1 + 2λ)t
d
dt
− ℓ(ℓ+ 2λ)
)
,
which is related with the Gegenbauer differential operator Gνℓ defined in (14.2) as
follows:
Lemma 14.2. Let f(z) be a polynomial in z, and g(t) = f(z) with z := e
π
√−1
2 t.
Then
(14.6) 2
(
Rλℓ g
)
(t) =
(
Gλℓ f
)
(z).
Proof. Direct from d
dt
= e
π
√−1
2
d
dz
. 
Therefore, Fact 14.1 implies the following:
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Lemma 14.3. For any λ ∈ C and ℓ ∈ N, the Polℓ[t]even-solution space of the ordinary
differential equation Rλℓ g(t) = 0 is one-dimensional. Moreover, it is spanned by
C˜λℓ
(
e
π
√−1
2 t
)
.
14.2. Derivatives of Gegenbauer polynomials. For µ ∈ C and ℓ ∈ N , we recall
from (1.3)
γ(µ, ℓ) =
Γ
(
µ+ 1 +
[
ℓ
2
])
Γ
(
µ+
[
ℓ+1
2
]) = {1 if ℓ is odd,
µ+ ℓ
2
if ℓ is even.
We collect two formulæ about the first derivative of the renormalized Gegenbauer
polynomial C˜µℓ (z).
Lemma 14.4. Let µ ∈ C and ℓ ∈ N.
d
dz
C˜µℓ (z) = 2γ(µ, ℓ)C˜
µ+1
ℓ−1 (z),(14.7) (
z
d
dz
− ℓ
)
C˜µℓ (z) = 2C˜
µ+1
ℓ−2 (z).(14.8)
Proof. The first identity (14.7) follows from d
dz
Cµℓ (z) = 2µC
µ+1
ℓ−1 (z) (see [1, (6.4.15)],
[8, 3.15.2 (30)] for example). To see the second identity, let ϑz := z
∂
∂z
and ϑr = r
∂
∂r
.
Applying ϑz − ϑr to (14.1), we get
2λr2
∞∑
ℓ=0
Cλ+1ℓ (z)r
ℓ =
∞∑
ℓ=0
(ϑz − ℓ)Cλℓ (z)rℓ,
whence (ϑz−ℓ)Cλℓ (z) = 2λCλ+1ℓ−2 (z). By (14.3), we get (ϑz−ℓ)C˜λℓ (z) = 2C˜λ+1ℓ−2 (z). 
14.3. Three-term relations among renormalized Gegenbauer polynomials.
In this section we collect three-term relations for renormalized Gegenbauer polyno-
mials C˜µℓ for µ ∈ C. Further identities for special values µ will be treated in the next
section.
We begin with useful identities for Gegenbauer differential operators Gµℓ (see
(14.2)):
156 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
Lemma 14.5. Let µ ∈ C and ℓ ∈ N.
Gµ+1ℓ −Gµℓ = −2
(
z
d
dz
− ℓ
)
.(14.9)
Gµ+1ℓ −Gµ+1ℓ−2 = 4(µ+ ℓ).(14.10)
Gµℓ z − zGµ+1ℓ−1 = 2
d
dz
.(14.11)
Gµ−1ℓ −Gµℓ−2 = 2(ϑz + ℓ+ 2µ− 2).(14.12)
Gµ−1ℓ (z
2 − 1)− (z2 − 1)Gµ+1ℓ−2 = −2(2µ− 1).(14.13)
(z2 − 1)ℓG
1
2
+ℓ
ℓ (z
2 − 1)−ℓ = G
1
2
−ℓ
ℓ+2ℓ.(14.14)
Proof. The first four formulæ are easily obtained by the definition (14.2). For in-
stance, the third one is obtained by the following commutation relations
d
dz
z − z d
dz
= 1,
d2
dz2
z − z d
2
dz2
= 2
d
dz
in the Weyl algebra D(C) = C [z, d
dz
]
. To see the sixth one, we apply the following
identities:
(z2 − 1)ℓ+1 d
dz
(z2 − 1)−ℓ = (z2 − 1) d
dz
− 2ℓz,
(z2 − 1)ℓ+2 d
2
dz2
(z2 − 1)−ℓ = (z2 − 1)2 d
2
dz2
− 4ℓz(z2 − 1) d
dz
+ 2ℓ((2ℓ+ 1)z2 + 1).
Now (14.14) follows from the definition (14.2) of the operator Gλℓ . 
Lemma 14.6. Let ℓ ∈ N and µ ∈ C. Then
(14.15) (µ+ ℓ)C˜µℓ (z) + C˜
µ+1
ℓ−2 (z) =
(
µ+
[
ℓ+ 1
2
])
C˜µ+1ℓ (z).
Proof. By the relations (14.9) and (14.10) for Gegenbauer differential operators, we
have
Gµ+1ℓ ((µ+ ℓ)C˜
µ
ℓ (z) + C˜
µ+1
ℓ−2 (z)) = −2(µ+ ℓ)
((
z
d
dz
− ℓ
)
C˜µℓ (z)− 2C˜µ+1ℓ−2 (z)
)
= 0.
The second equality follows from (14.8). Since (µ+ ℓ)C˜µℓ (z) + C˜
µ+1
ℓ−2 (z) ∈ Polℓ[z]even,
according to Fact 14.1 there exists A ∈ C such that
(µ+ ℓ)C˜µℓ (z) + C˜
µ+1
ℓ−2 (z) = AC˜
µ+1
ℓ (z).
Comparing the coefficients of the leading term za in the both sides by using (14.5),
we get A = µ+
[
a+1
2
]
. 
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Lemma 14.7. Let ℓ ∈ N and µ ∈ C. Then we have
(14.16) γ(µ, ℓ)(z2 − 1)C˜µ+1ℓ−1 (z) + (µ−
1
2
)zC˜µℓ (z) =
1
2
(ℓ+ 1)γ(µ− 1
2
, ℓ)C˜µ−1ℓ+1 (z).
Proof. We apply (14.7) to the left-hand side of the following formula (see [8, 3.15
(10)]):
d
dz
(
(1− z2)µ− 12Cµℓ (z)
)
=
(ℓ+ 1)(ℓ+ 2µ− 1)
2(1− µ) (1− z
2)µ−
3
2Cµ−1ℓ+1 (z).
By using the identity 2γ(µ, ℓ− 1)γ(µ− 1
2
, ℓ) = ℓ+ 2µ− 1, we see that the renormal-
ization (14.3) gives the formula (14.16). 
Lemma 14.8. Let ℓ ∈ N and µ ∈ C. Then
(14.17) (z2 − 1)C˜µ+1ℓ−2 (z) + (µ−
1
2
)C˜µℓ (z) = (µ+
[
ℓ
2
]
− 1
2
)C˜µ−1ℓ (z).
Proof. It follows from the identities (14.13) and (14.9) in the Weyl algebra that
Gµ−1ℓ
(
(z2 − 1)C˜µ+1ℓ−2 (z) + (µ−
1
2
)C˜µℓ (z)
)
= (2µ− 1)
((
z
d
dz
− ℓ
)
C˜µℓ (z)− 2C˜µ+1ℓ−2 (z)
)
,
which vanishes by (14.8). By the uniqueness of the solutions to Gµ−1ℓ f(z) = 0 for
f ∈ Polℓ[z]even (see Fact 14.1), there exists c ∈ C, such that
(z2 − 1)C˜µ+1ℓ−2 (z) + (µ−
1
2
)C˜µℓ (z) = cC˜
µ−1
ℓ (z).
Comparing the coefficients of the leading term zℓ by (14.5), and using the identity
(14.18) 4(µ+
[
ℓ
2
]
− 1
2
)(µ+
[
ℓ− 1
2
]
) = ℓ2 − ℓ+ 2(2µ− 1)(µ+ ℓ− 1),
we conclude that c = µ+
[
ℓ
2
]− 1
2
. 
Lemma 14.9. Let ℓ ∈ N and µ ∈ C. Then we have
(14.19) C˜µ+1ℓ−2 (z) = γ(µ, ℓ)zC˜
µ+1
ℓ−1 (z)−
ℓ
2
C˜µℓ (z).
Proof. The formula is a direct consequence of (14.7) and (14.8). Alternatively, the
lemma is derived from the following three-term relation (see [8, 3.15 (27)]:
(14.20) ℓCµℓ (z) = −2µ
(
zCµ+1ℓ−1 (z)− Cµ+1ℓ−2 (z)
)
.

158 TOSHIYUKI KOBAYASHI, TOSHIHISA KUBO, AND MICHAEL PEVZNER
Lemma 14.10. For ℓ ∈ N and µ ∈ C,
(14.21) zC˜µ+1ℓ−1 (z)− γ(µ, ℓ+ 1)C˜µ+1ℓ (z) + γ(µ−
1
2
, ℓ+ 1)C˜µℓ (z) = 0.
Proof. By (14.10) and (14.11), we get
Gµℓ
(
zC˜µ+1ℓ−1 (z)− γ(µ, ℓ+ 1)C˜µ+1ℓ (z)
)
= 2
d
dz
C˜µ+1ℓ−1 (z)−2γ(µ, ℓ+1)
(
z
d
dz
− ℓ
)
C˜µ+1ℓ (z).
By (14.7) and (14.8), this amounts to
4γ(µ+ 1, ℓ− 1)C˜µ+2ℓ−2 (z)− 4γ(µ, ℓ+ 1)C˜µ+2ℓ−2 (z) = 0,
because γ(µ+ 1, ℓ− 1) = γ(µ, ℓ+ 1).
Since zC˜µ+1ℓ−1 (z)− γ(µ, ℓ+ 1)C˜µ+1ℓ (z) ∈ Polℓ[z]even, there exists A ∈ C by Fact 14.1
such that
zC˜µ+1ℓ−1 (z)− γ(µ, ℓ+ 1)C˜µ+1ℓ (z) = AC˜µℓ (z).
Comparing the coefficients of the leading terms zℓ on both sides, we have
A = −γ(µ, ℓ+ 1)(ℓ+ 2µ)
2
(
µ+
[
ℓ+1
2
]) = −γ(µ− 1
2
, ℓ+ 1).
Alternatively, the lemma follows directly from the three-term relation [8, 3.15 (28)]
for the corresponding (unnormalized) Gegenbauer polynomials. 
14.4. Duality of Gegenbauer polynomials for special values. We recall from
(1.13) that Kℓ,a =
∏ℓ
j=1
([
a
2
]
+ j
)
is a positive integer for any ℓ, a ∈ N.
Proposition 14.11. Let a, ℓ ∈ N. Then
C˜−a−ℓa (z) = (−1)ℓKℓ,aC˜−a−ℓa+2ℓ (z),(14.22)
(z2 − 1)ℓC˜
1
2
+ℓ
a (z) = Kℓ,aC˜
1
2
−ℓ
a+2ℓ(z).(14.23)
Proof. The first equality (14.22) was proved in [19, Lem. 4.12]. We thus give a proof
of the second equality (14.23). Since G
1
2
+ℓ
a C˜
1
2
+ℓ
a (z) = 0, we get from (14.14)
G
1
2
−ℓ
a+2ℓ
(
(z2 − 1)ℓC˜
1
2
+ℓ
a (z)
)
= 0.
Since (z2 − 1)ℓC˜
1
2
+ℓ
a (z) ∈ Pola+2ℓ[z]even, there exists A ∈ C such that
(z2 − 1)ℓC˜
1
2
+ℓ
a (z) = AC˜
1
2
−ℓ
a+2ℓ(z)
by Fact 14.1. Comparing the coefficients of the leading term za+2ℓ by (14.5), we have
A =
Γ
(
1
2
+
[
a+1
2
])
(a + 2ℓ)!
22ℓΓ
(
1
2
+ ℓ +
[
a+1
2
])
a!
=
ℓ∏
j=1
([a
2
]
+ j
)
= Kℓ,a.
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Hence (14.23) is proved. 
14.5. Proof of Theorem 6.7. As an application of the three-term relations of
(renormalized) Gegenbauer polynomials developed in Section 14.3, we give a proof
of Theorem 6.7 (solving the F-system) in this section.
Let a, i ∈ N and µ ∈ C. We define a linear isomorphism Ψ ≡ Ψ(a, i, µ, n) by
(14.24) Ψ:
2⊕
k=0
Pola−k[t]even
∼−→
2⊕
k=0
Pola−k[z]even, (g0, g1, g2) 7→ (f0, f1, f2)
with the following relations: z = e
π
√−1
2 t and
g2(t) = f2(z),
g1(t) = e
−π
√−1
2 f1(z),
g0(t) =
{
f0 if a = 0,
f0(z)− 1a
(
a+ µ− n+3
2
+ i
)
zf1(z) if a ∈ N+.
Via the isomorphism (14.24), the convention (6.14) for (g0(t), g1(t), g2(t)) is trans-
lated into the following one for (f0(z), f1(z), f2(z)):
(14.25)
f1 = f2 = 0 for a = 0; f2 = 0 for a = 1; f2 = 0 for i = 1; f1 = f2 = 0 for i = n.
In connection to the F-system for symmetry breaking operator from I(i, λ)α to J(i−
1, ν)β, the parameter λ ∈ C in the principal series representation I(i, λ)α will be
related as
µ = λ− n− 3
2
.
If (g0(t), g1(t), g2(t)) = ((6.2), (6.3), (6.4)) in Theorem 6.1, then
(14.26) Ψ(g0, g1, g2) =
(
CC˜µa−2(z), AC˜
µ
a−1(z), C˜
µ
a−2(z)
)
with
(14.27) A := γ(µ− 1, a), C := λ− n+ i
a
+
i− 1
n− 1 =
1
a
(µ− n + 3
2
+ i) +
i− 1
n− 1 .
In what follows, we denote by (Lj) the differential equation Lj(g0, g1, g2) = 0 (see
(6.6)-(6.13)) for simplicity. Then, via the transformation Ψ, we observe that the
differential equations (Lj) for (g0, g1, g2) in Section 6.2 are transferred to differential
equations for (f0, f1, f2) as follows:
Lemma 14.12. Via the isomorphism (14.24), the triple (g0(t), g1(t), g2(t)) satisfies
(Lj) if and only if (f0(z), f1(z), f2(z)) satisfies the corresponding differential equation
(Gj) for each j = 1, 2, · · · , 9, where we set:
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(G1) Gµa−2f2(z) = 0,
(G2) Gµa−1f1(z) = 0,
(G3) (ϑz − a+ 1)f1(z)− df2
dz
(z) = 0,
(G4) (ϑz + 2µ+ a− 2)f2(z)− df1
dz
(z) = 0,
(G5)
df0
dz
(z)− 1
a
(
a+ µ− n+ 3
2
+ i
)
(ϑz − a + 1)f1(z) + n− i
n− 1
df2
dz
(z) = 0,
(G6) af0(z) =
(
µ− n+ 3
2
+ i+
a(i− 1)
n− 1
)
f2(z)
+e−
π
√−1
2 z
(
df0
dz
(z)− 1
a
(
a+ µ− n+ 3
2
+ i
)
(ϑz − a+ 1)f1(z) + n− i
n− 1
df2
dz
(z)
)
,
(G7)
1
2
Gµ−1a
(
f0(z)− 1
a
(
a+ µ− n+ 3
2
+ i
)
zf1(z)
)
+
n− i
n− 1
df1
dz
(z) = 0,
(G8) af0(z) =
(
µ− n+ 3
2
+ i+
a(i− 1)
n− 1
)
f2(z),
(G9)
df0
dz
(z)−
(
i− 1
n− 1 +
1
a
(
µ− n+ 3
2
+ i
))
(ϑz − a + 1)f1(z) = 0.
With the constants A, C as in (14.27), we define polynomials Fk(z) (k = 0, 1, 2)
by
(1) i = 1, a ≥ 1 : (F0(z), F1(z), F2(z)) :=
(
CC˜µa−2(z), AC˜
µ
a−1(z), 0
)
;
(2) 2 ≤ i ≤ n− 1, a ≥ 1 : (F0(z), F1(z), F2(z)) :=
(
CC˜µa−2(z), AC˜
µ
a−1(z), C˜
µ
a−2(z)
)
;
(3) i = n, a ≥ 1 : (F0(z), F1(z), F2(z)) :=
(
C˜µa−2(z), 0, 0
)
;
(4) 1 ≤ i ≤ n, a = 0 : (F0(z), F1(z), F2(z)) := (1, 0, 0).
Note that F0 = CC˜
µ
a−2(z) ∈ Pola−2[z]even ⊂ Pola[z]even. Then, Theorem 6.7 is
equivalent to the following assertion via the transformation Ψ.
Proposition 14.13. Let n ≥ 3 and 1 ≤ i ≤ n. Suppose fk(z) ∈ Pola−k[z]even
(k = 0, 1, 2) with the convention (14.25). Then, up to scalar multiple, the solution
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(f0, f1, f2) to
(G2), (G7), (G9) i = 1,
(Gr) (r = 1, 2, . . . , 7) 2 ≤ i ≤ n− 1,
(G1) i = n,
is given by (F0, F1, F2).
Proposition 14.13 in the case a = 0 is trivial. Since f1 = f2 = 0 for i = n,
Proposition 14.13 in the case i = n is clear from Fact 14.1 because (G7) is reduced
to the Gegenbauer differential equation Gµ−1a f0 = 0.
For 2 ≤ i ≤ n − 1, the proof of Proposition 14.13 is divided into Lemmas 14.14
and 14.15 bellow.
Lemma 14.14. Suppose that a ≥ 1 and µ ∈ C. Then we have
dimC
{
(f0, f1, f2) ∈
2⊕
k=0
Pola−k[z]even : (f0, f1, f2) solves (Gj), j = 1, 2, 3, 4, 8
}
≤ 1.
The following lemma shows that the left-hand side is equal to one.
Lemma 14.15. Suppose 2 ≤ i ≤ n− 1. Then, for any a ∈ N+ and µ ∈ C, the triple
(F0, F1, F2) solves (Gj) for all j = 1, . . . , 9.
Proof of Lemma 14.14. We shall prove that (f0, f1, f2) ∈
2⊕
k=0
Pola−k[z]even satisfies
(Gj) for j = 1, 2, 3, 4, 8 only if (f0, f1, f2) = p(F0, F1, F2) for some p ∈ C. We
consider the cases a = 1 and a ≥ 2, separately.
1) a = 1: If a = 1, then f2 = 0 by (14.25). In turn, f0 = 0 by (G8). Since
Pola−k[t]even = C · 1 for a = k = 1, f1 is a constant function. Thus (f0, f1, f2) ∈
C(0, 1, 0) = C(F0, F1, F2).
2) a ≥ 2: First we apply Fact 14.1 to see that the polynomial solutions to (G1)
(G2) are of the form f2(z) = pC˜
µ
a−2(z)(= pF2(z)), f1(z) = qC˜
µ
a−1(z) for some p, q ∈ C.
It then follows from (14.7) and (14.8) that (G3) is equivalent to
(G3)′ 2(q − pγ(µ, a− 2))C˜µ+1a−3 (z) = 0,
whence we get for a ≥ 3
(14.28) q = pγ(µ, a− 2) = pγ(µ− 1, a).
Similarly it follows from (14.7) and (14.8), and Lemma 14.6 that (G4) is equivalent
to
(G4)′ 2γ(µ, a− 1) (pγ(µ, a− 2)− q) C˜µ+1a−2 (z) = 0,
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where we have used the identity
(14.29) γ(µ, a− 1)γ(µ, a− 2) = µ+
[
a− 1
2
]
.
Hence (14.28) holds if γ(µ, a − 1) 6= 0, in particular, if a = 2. Thus f1 = qC˜µa−1 =
pγ(µ− 1, a)C˜µa−1 = pF1 for any a ≥ 2.
Finally, (G8) is equivalent to f0 = Cf2 with C in (14.27). Since f2 = pF2 and
F0 = CF2, this implies f0(z) = CpF2(z) = pF0(z). Hence (f0, f1, f2) = p(F0, F1, F2),
and the proof is completed. 
Proof of Lemma 14.15. We consider the cases that a = 1 and a ≥ 2, separately.
1) a = 1: Obviously, (F0, F1, F2) = (0, 1, 0) satisfies the equations (G1)-(G9).
2) a ≥ 2: (F0, F1, F2) satisfies (Gr) (r = 1, 2, 8) by the definition of (F0, F1, F2)
and Fact 14.1, and (Gr) (r = 3, 4) as is in the proof of Lemma 14.14. Thus it remains
to prove that (F0, F1, F2) solves (G5) and (G7). (We recall that (G6) and (G9) are
linear combinations of the others.)
For (f0, f1, f2) = (F0, F1, F2), the equation (G5) amounts to
2
(
C +
n− i
n− 1
)
γ(µ, a− 2)C˜µ+1a−3 (z)−
2
a
(a+ µ− n+ 3
2
+ i)AC˜µ+1a−3 (z) = 0
by (14.7) and (14.8). This identity obviously holds by the definition (14.27) of the
constants A and C.
Finally, let us verify that the triple (F0, F1, F2) satisfies the equation (G7). For
this we use (14.11) and (14.12). Since Gµa−2F0 = G
µ
a−1F1 = 0, the left-hand side of
(G7) applied to (f0, f1, f2) = (F0, F1, F2) amounts to
(ϑz + a + 2µ− 2)F0(z)− 1
a
(a+ µ− n + 3
2
+ i)
dF1
dz
(z) +
n− i
n− 1
dF1
dz
(z)
= (ϑz − a+ 2)F0(z) + 2(a+ µ− 2)F0(z)− CdF1
dz
(z)
= C
(
(ϑz − a+ 2)C˜µa−2(z) + 2(a+ µ− 2)C˜µa−2(z)− γ(µ− 1, a)
d
dz
C˜µa−1(z)
)
.
By (14.7), (14.8) and (14.29) again, this equals
2C
(
C˜µ+1a−4 (z) + (a+ µ− 2)C˜µa−2(z)− (µ+
[
a− 1
2
]
)C˜µ+1a−2 (z)
)
,
which vanishes by the three-term relation given in (14.15). Hence the proof of Lemma
14.15 is complete. 
Thus Proposition 14.13 for 2 ≤ i ≤ n− 1 is proved.
Finally, let us consider Proposition 14.13 in the case i = 1. It is sufficient to show:
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Lemma 14.16. For any a ∈ N+ and µ ∈ C, we have{
(f0, f1) ∈
1⊕
k=0
Pola−k[z]even : (f0, f1, 0) solves (G2), (G7), (G9)
}
= C(F0, F1).
Proof of Lemma 14.16. Since (F0, F1, F2) solves (Gr) for all r = 1, . . . , 9, and since
(Gr) (r = 2, 7, 9) does not involve g2, we conclude that (F0, F1, 0) also solves (Gr)
(r = 2, 7, 9).
Conversely, let us show (f0, f1) ∈ C(F0, F1) if (f0, f1, 0) satisfies (G2), (G7), and
(G9). We observe that for i = 1, (G7) and (G9) amount to
(G7)
1
2
Gµ−1a
(
f0(z)− 1
a
(
a+ µ− n+ 1
2
)
zf1(z)
)
+
df1
dz
(z) = 0,
(G9)
df0
dz
(z)− 1
a
(
µ− n + 1
2
)
(ϑz − a + 1)f1(z) = 0,
respectively. By (G2), we have f1(z) = pC˜
µ
a−1(z) for some constant p. It follows from
(14.8) that (ϑz − a+ 1)f1(z) = 2pC˜µ+1a−3 (z). Thus (G9) amounts to
(14.30)
df0
dt
(z) =
2
a
p
(
µ− n+ 1
2
)
C˜µ+1a−3 (z).
By (14.7), f0(z) is then of the form f0(z) = q1C˜
µ
a−2(z)+ q2, where q1 and q2 are some
constants satisfying
(14.31) q1γ(µ− 1, a) = 1
a
p
(
µ− n+ 1
2
)
.
Thus, for f1(z) = pC˜
µ
a−1(z) and f0(z) = q1C˜
µ
a−2(z) + q2 with (14.31), by using the
identities (14.11) and (14.12) of the Gegenbauer differential operator Gµℓ s and the
three-term relation (14.15), we see that (G7) implies
0 =
1
2
Gµ−1a
(
f0(z)− 1
a
(
a+ µ− n+ 1
2
)
zf1(z)
)
+
df1
dz
=
1
2
Gµ−1a q2.
Therefore q2 = 0 and so f0(z) = q1C˜
µ
a−2(z). It is then clear from (14.31) that (f0, f1)
is proportional to (F0, F1) when γ(µ− 1, a) 6= 0.
Now suppose that γ(µ−1, a) = 0. Since in this case we have (F0, F1) ∈ C(C˜µa−2, 0),
it suffices to show p = 0 for f1(z) = pC˜
µ
a−1(z). It follows from (1.3) that if γ(µ−1, a) =
0, then µ−1+ a
2
= 0. If µ− n+1
2
= 0, then, as n is assumed to be n ≥ 3, we would have
a ≤ −2. Thus µ− n+1
2
6= 0 and so, by (14.31), p = 0. This proves the lemma. 
Hence Proposition 14.13 is proved, and therefore the proof of Theorem 6.7 is
completed.
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