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Abstract
Texture analysis of synthetic aperture radar (SAR) images is a complex problem. One 
of the reasons for this is the absence of a standard measure for describing image tex­
ture. Existing texture measures are often based on the statistical properties of images 
in the spatial and spectral domains. As SAR is a coherent imaging system, its images 
are characterised by multiplicative noise known as speckle which adversely affects 
textural measures. Multi-scale analysis has been demonstrated to be an effective ap­
proach to the classification and segmentation of images and this thesis focuses on the 
application of multi-scale textural segmentation techniques to SAR images.
Traditional linear segmentation methods using Gabor and wavelet filterbanks are stud­
ied and a new wavelet packet segmentation approach is presented and evaluated on 
both synthetic and SAR images. In addition, the adverse effects of using the non- 
redundant wavelet representation are shown to be negligible. Non-linear segmentation 
operators based on Mathematical Morphology are also investigated. The greyscale 
local area granulometry technique is proposed as a new approach to morphological 
segmentation that does not suffer from any bias introduced by fixed structuring ele­
ments. Experimental results show the performance of this new approach to exceed 
that of existing local granulometry methods.
A further feature of this work has been to demonstrate the benefits of incorporating 
speckle reduction techniques within the segmentation methods. Wavelet shrinkage is 
an established technique for speckle reduction. Here, a new morphological speckle 
reduction method termed granulometric shrinkage is presented, that is shown to offer 
a flexible approach to speckle reduction with texture preservation.
Acknowledgements
The author would like to thank Dr. A.N. Evans of the University of Bath whose super­
vision and suggestions have guided the research. I should also mention the members 
of the Signal and Image Processing Group whose numerous discussions, about every­
thing from Linux to MlgX, have proved invaluable.
Thanks must also go to QinetiQ for their additional funding of this project and for 
supplying radar data. With special thanks to Dr. M.A. Evans of the Radar Image 
Systems Group at QinetiQ for initial guidance to the subject of texture segmentation.
Finally I would like to thank my parents and Carrie, without whose support, this re­
search would not have been possible.
Contents
List of Figures vii
List of Tables xiii
Statement of Originality xvii
1 Introduction 1
1.1 Synthetic Aperture R a d a r .........................................................................  2
1.2 SAR Image Properties ............................................................................  4
1.2.1 Product M o d e l .............................................................................  7
1.2.2 Speckle M o d e l .............................................................................  8
1.2.3 RCS M o d e l...................................................................................  10
1.3 Texture Analysis ...................................................................................... 11
1.3.1 Feature Based Texture Classification..........................................  14
1.3.2 Supervised Texture A nalysis.......................................................  17
1.3.3 Unsupervised Texture Analysis ................................................  18
i
CONTENTS
1.3.3.1 K-Means C lustering................................................... 19
1.3.3.2 Fuzzy C-Means C lu s te rin g ......................................  20
1.4 S u m m a ry ..................................................................................................  21
2 Multi-Scale Image Analysis 22
2.1 The Human Visual System (H V S ) ......................................................... 23
2.1.1 Model for Texture Perception ....................................................  23
2.2 Gabor F i l t e r s ............................................................................................  26
2.2.1 Gabor T heory ................................................................................. 26
2.3 Gabor F ilterbanks.....................................................................................  30
2.4 Wavelet T ran sfo rm ..................................................................................  31
2.4.1 Discrete Wavelet Transform (D W T )........................................... 33
2.4.2 DWT F ilte rb a n k ..........................................................................  34
2.4.3 Two Dimensional DWT .............................................................. 35
2.4.4 Wavelet Packet T ransform ..........................................................  36
2.4.5 Redundant D W T ..........................................................................  38
2.5 Mathematical M orphology.....................................................................  38
2.5.1 Granulom etries.............................................................................  41
2.5.2 Area M orphology..........................................................................  43
2.5.3 Morphological Segmentation.......................................................  46
CONTENTS
2.6 Discussion...................................................................................................  52
3 Speckle Reduction 53
3.1 Multi Looking.............................................................................................  54
3.2 Filtering Techniques ................................................................................. 55
3.2.1 Adaptive Speckle F il te r s ..............................................................  56
3.2.2 Bayesian Reconstruction..............................................................  57
3.3 Discrete Wavelet Transform Speckle R eduction ....................................  59
3.3.1 Wavelet S h rin k in g ........................................................................ 59
3.3.2 Wavelet Coefficient Range R eduction ........................................ 63
3.4 Morphological Speckle R eduction ..........................................................  65
3.4.1 Structuring Element-Based M orphology..................................... 65
3.4.2 Soft M orphology........................................................................... 66
3.4.3 Area Morphology........................................................................... 68
3.4.4 Multi-Scale Morphological Speckle R ed u c tio n ........................ 69
3.4.5 Granulometric Shrinkage..............................................................  70
3.5 Evaluation of Speckle Reduction.............................................................  71
3.5.1 Standard Deviation R eduction ....................................................  74
3.5.2 Edge Sharpening........................................................................... 75
3.5.3 Texture P reservation ....................................................................  77
CONTENTS
3.6 Discussion.................................................................................................... 88
4 Gabor Texture Analysis 90
4.1 Gabor Texture Classification.......................................   90
4.1.1 Gabor Textural Feature Extraction..............................................  91
4.2 Gabor Texture Segm entation....................................................................  94
4.3 Results..........................................................................................................  97
4.4 Discussion.................................................................................................... 104
5 Wavelet Texture Analysis 105
5.1 Wavelet Texture C lassification................................................................. 106
5.1.1 Tree-Structured Wavelet T ran sfo rm ........................................... 108
5.2 Wavelet Texture Segm entation................................................................. 110
5.2.1 Wavelet Based SAR Texture Segm entation..............................  I l l
5.3 Wavelet Packet Segmentation A lgorithm ................................................. 112
5.3.1 Incorporating Speckle Reduction.................................................  114
5.4 Results..........................................................................................................  116
5.5 Discussion.................................................................................................... 121
6 Morphological Texture Analysis 122
6.1 Pattern S p ec tru m ....................................................................................... 123
CONTENTS
6.1.1 Binary Image Pattern S p e c tru m ................................................  125
6.1.2 Grey-Scale Image Pattern S pectrum ..........................................  127
6.2 Morphological Image C lassification......................................................  128
6.2.1 Morphological Texture C lassification ....................................... 130
6.3 Morphological Texture Segmentation ................................................... 133
6.3.1 Binary Image Segm entation......................................................  133
6.3.2 Grey-Scale Image Segmentation................................................  135
6.4 Area Morphology Local Granulometries...............................................  137
6.4.1 Incorporating Speckle Reduction................................................  138
6.5 Experimental R e su lts ...............................................................................  139
6.6 Discussion................................................................................................... 147
7 Conclusions 148
7.1 Future w o rk ...............................................................................................  151
APPENDICES
A Wavelet Filters 152
A.l Z  Transform ............................................................................................  153
A.2 Wavelet F ilte rb a n k ................................................................................... 154
A.2.1 Perfect Reconstruction 155
CONTENTS
A.2.2 Regularity......................................................................................  156
B Wavelet Extensions 157
B.l Periodic Extension Transform ...............................................................  157
B.2 Symmetric Extension Transform .............................................................  158
C Set Theory 160
C.l Venn D iag ram s......................................................................................... 161
C.2 In tersection ...............................................................................................  162
C.3 U n io n ......................................................................................................... 162
C.4 S u b s e ts .....................................................................................................  163
C.5 Complement...............................................................................................  164
C.6 Set A lg e b ra ...............................................................................................  164
C.7 Sets and Functions ..................................................................................  164
D Basic Morphological Operators and Properties 166
D.l Binary M orphology..................................................................................  166
D.2 Grey-Scale Morphology ........................................................................  171
E Chi-Square Test 173





1.1 SAR Geometry.............................................................................................. 3
1.2 Plan view of SAR.........................................................................................  4
1.3 SAR image properties..................................................................................  6
1.4 Random walk in the complex plane............................................................ 6
1.5 Theoretical and simulated speckle models................................................  9
1.6 Multi look images of a homogeneous region............................................  10
1.7 Brodatz textures and probability density functions.................................  12
1.8 Nearest neighbour pixels.............................................................................  13
1.9 GLCM of Brodatz textures, d=\0, 6 = 45°...............................................  13
1.10 Classes in multi-spectral feature space....................................................... 16
2.1 Summation of three Gaussians.................................................................... 25
2.2 Infinite sine wave (dashed line) and impulse (solid line) in time/frequency
domain..........................................................................................................  28
2.3 Frequency responses of a finite sine wave.................................................  28
2.4 Time/frequency response of physical instruments to a finite sine wave. 29
LIST OF FIGURES
2.5 Gabor filters of different spatial frequencies......................................  30
2.6 Gabor filterbank in the frequency domain..........................................  31
2.7 Daubechies 12 tap basis function........................................................  32
2.8 Resolution in time-frequency domain................................................. 34
2.9 Two-channel wavelet filterbank........................................................... 35
2.10 Discrete wavelet transform two-dimensional analysis filterbank. . . .  35
2.11 Subbands of the wavelet pyramid and wavelet packet transforms. . . .  37
2.12 An example of the tree-structured wavelet transform, highlighting dom­
inant frequency channels within an image..........................................  37
2.13 Daubechies 9/7 low pass analysis filter taps....................................... 39
2.14 Granulometric sieve.............................................................................. 42
2.15 Connected components within 8 nearest neighbours with an area = 2. . 44
2.16 An example of area morphology.........................................................  45
2.17 An example of granulometric decomposition using area morphology. . 46
2.18 Watersheds of a topographic surface................................................... 47
2.19 An example of watershed segmentation.............................................  48
2.20 Local minima on two similar signals......................................................... 49
2.21 Dynamics of a path...............................................................................  50
2.22 Dynamics of a minimum......................................................................  51
2.23 An example of multi-scale watershed segmentation using markers. . . 51
LIST OF FIGURES
3.1 Approximate Gaussian of log intensity values........................................  60
3.2 Wavelet shrinkage process.........................................................................  61
3.3 Thresholding functions................................................................................  61
3.4 Soft threshold wavelet shrinkage speckle reduction results.....................  62
3.5 Wavelet coefficient histograms..................................................................  63
3.6 Neighbourhoods for judgement of edge information...............................  64
3.7 An example of (D,B) structuring elements................................................ 67
3.8 Reactions of an appropriate filter to signal fluctuations. The signal
fluctuations are shown on the left, whilst the ideal filter output is shown
on the right...................................................................................................  73
3.9 SAR image for speckle reduction.............................................................  73
3.10 SAR speckle reduction..............................................................................  74
3.11 SAR edge area speckle reduction.............................................................  76
3.12 Frequency component differences between original and filtered homo­
geneous area................................................................................................  78
3.13 Frequency component differences between original and filtered edge
area................................................................................................................ 78
3.14 Test images corrupted with synthetic speckle, shown with speckle re­
duction results for H S L ............................................................................  80
3.15 Synthetic speckle reduction histograms.................................................... 82
3.16 Synthetic speckle reduction GLCM, with separation d = 1 pixel and 
orientation 9 = 0°........................................................................................  83
3.17 Synthetic speckle reduction edge histograms..........................................  84
x
LIST OF FIGURES
3.18 Images used for the evaluation of speckle reduction...............................  87
3.19 Results of speckle reduction techniques...................................................  87
4.1 Gabor filterbank image segmentation process [62].................................  96
4.2 Simplified Gabor image segmentation process [141]..............................  96
4.3 Brodatz textures and composite test image for segmentation................. 98
4.4 Supervised segmentation of compound Brodatz texture image utilising
features extracted via a Gabor filterbank..................................................  99
4.5 Unsupervised segmentation of compound Brodatz texture image util­
ising features extracted via a Gabor filterbank.........................................  100
4.6 Unsupervised segmentation of compound Brodatz texture image util­
ising features extracted via a Gabor filterbank with spatial coordinates. 101
4.7 X-band SAR image for texture segmentation, consisting of 605 x 605
pixels............................................................................................................  102
4.8 Gabor unsupervised texture segmentation results...................................  103
5.1 Tree-structured wavelet transform............................................................  109
5.2 Supervised minimum distance wavelet based segmentation scheme. . 112
5.3 Weighting in wavelet subbands.................................................................  113
5.4 Relationship of wavelet coefficient area with scale.....................................114
5.5 Wavelet shrinkage speckle reduction results...........................................  115
5.6 Unsupervised segmentation of compound Brodatz texture image util­
ising features extracted via a redundant DWT filterbank with spatial 
coordinates...................................................................................................  117
LIST OF FIGURES
5.7 Unsupervised segmentation of compound Brodatz texture image utilis­
ing features extracted via a non-redundant DWT filterbank with spatial 
coordinates...................................................................................................  118
5.8 Redundant DWT filterbank with Gaussian postfilter unsupervised seg­
mentation results...................   119
5.9 Redundant DWT filterbank with post watershed feature adjustment un­
supervised segmentation results................................................................. 119
5.10 Non-redundant DWT filterbank with Gaussian postfilter unsupervised 
segmentation results....................................................................................  120
5.11 Non-redundant DWT filterbank with post watershed feature adjust­
ment unsupervised segmentation results...................................................  120
6.1 Analogies between Fourier and pattern spectra [80]...............................  125
6.2 Grey-scale image area pattern spectra......................................................  128
6.3 Granulometric shrinkage speckle reduction results..................................... 139
6.4 Test image and histogram..........................................................................  140
6.5 Supervised segmentation of compound Brodatz texture image utilising
binary pattern spectrum features................................................................  141
6.6 Supervised segmentation of compound Brodatz texture image utilising
grey-scale pattern spectrum features.......................................................... 142
6.7 Supervised segmentation of compound Brodatz texture image utilising
area pattern spectrum features.................................................................... 143
6.8 Unsupervised segmentation of compound Brodatz texture image util­
ising area pattern spectrum features with spatial coordinates..................... 144
6.9 Samples from Outex database of texture segmentation images..................145
6.10 Granulometric unsupervised results.......................................................... 146
LIST OF FIGURES
6.11 Post segmentation granulometric unsupervised results...............................146
A.l Two-channel wavelet filter bank...............................................................  153
A.2 Sampling operations...................................................................................  153
B.l Examples of symmetric extensions........................................................... 159
C. 1 An example Venn diagram......................................................................... 161
C.2 Venn diagram illustrating subsets.............................................................  163
C.3 A relationship between two sets................................................................ 165
D. 1 Decomposition of a structuring element..................................................  167
D.2 An example of binary morphological operations..........................................170
D.3 Grey-scale morphology.............................................................................. 171
List of Tables
1.1 Texture features from grey level co-occurrence matrices........................  15
1.2 Distance functions for classification, where x = { z ( l ) , x(J)}  is the 
input feature vector, jj,k = {fik( 1 ) , i^k(«/)} is the code vector and Ck
is the covariance matrix of the feature set for texture k ........................... 18
2.1 Information in wavelet subbands................................................................ 36
2.2 Connected components within 4 nearest neighbours...............................  44
3.1 Basic probability definitions.......................................................................  57
3.2 Thresholding functions................................................................................ 61
3.3 SAR speckle reduction evaluation.............................................................  75
3.4 Synthetic speckle reduction evaluation...................................................... 79
3.5 Synthetic speckle reduction RMSE............................................................ 81
3.6 7-look SAR speckle reduction evaluation.................................................  86
3.7 7-look Synthetic speckle reduction RMSE...............................................  86
3.8 Comparison of speckle reduction technique’s robustness to different
speckle patterns...........................................................................................  88
xiv
LIST OF TABLES
4.1 Confusion matrix for supervised segmentation of compound Brodatz
texture image utilising features extracted via a Gabor filterbank. . . .  99
4.2 Confusion matrix for unsupervised segmentation of compound Bro­
datz texture image utilising features extracted via a Gabor filterbank. . 100
4.3 Confusion matrix for unsupervised segmentation of compound Bro­
datz texture image utilising features extracted via a Gabor filterbank 
with spatial coordinates..............................................................................  101
5.1 Number of wavelet packets at various decomposition levels......................107
5.2 Confusion matrix for unsupervised segmentation of compound Bro­
datz texture image utilising features extracted via a redundant DWT 
filterbank with spatial coordinates.............................................................  117
5.3 Confusion matrix for unsupervised segmentation of compound Bro­
datz texture image utilising features extracted via a non-redundant 
DWT filterbank with spatial coordinates..................................................  118
6.1 Maximum size of structuring elements..................................................... 140
6.2 Confusion matrix for the supervised segmentation of compound Bro­
datz texture image utilising binary pattern spectrum features.....................141
6.3 Confusion matrix for supervised segmentation of compound Brodatz
texture image utilising grey-scale pattern spectrum features..................  142
6.4 Confusion matrix for supervised segmentation of compound Brodatz
texture image utilising area pattern spectrum features............................  143
6.5 Confusion matrix for unsupervised segmentation of compound Bro­
datz texture image utilising area pattern spectrum features with spatial 
coordinates................................................................................................... 144




C.l Standard s e t s ...........................................................................................  161
C.2 Laws of set a lg e b ra .................................................................................. 164
C.3 Laws derived from Table C .2 ..................................................................  165
xvi
Statement of Originality
The author considers the following elements of this work form an original contribution 
to texture analysis and speckle reduction of synthetic aperture radar imagery literature.
Chapter 3: Through researching existing techniques for the suppression of speckle 
noise in SAR imagery the novel granulometric shrinkage algorithm has been 
developed [40]. Speckle reduction via granulometric shrinkage is achieved by 
applying a thresholding function to the grain images of a morphological data 
sieve. Granulometric shrinkage has the property of being able to reduce the 
noise components of a SAR image whilst preserving small scale image features.
By identifying which regions within an image contain features/textural informa­
tion, it is possible to obtain a balance between speckle suppression and detail 
preservation. This is achieved by apply an adaptive threshold value to the image 
grain responses leading to global optimum speckle reduction results. This is an 
area of current research.
Chapter 5: Existing wavelet based texture segmentation methods have focused on the 
wavelet pyramid transform i.e. the recursive decomposition of the low frequency 
subband of an image. However, it is well established that textural information re­
sides in mid-frequency regions of an image, therefore it is information extracted 
from these regions that are most applicable to texture segmentation. In this chap­
ter a new wavelet-based technique for segmenting SAR images has been devel­
oped that forms its feature vectors from a wavelet packet transform [39].
By defining a feature space that allows for the separation of image feature com­
ponents and speckle noise components, it has been possible reduce the effect
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of speckle noise on the texture features.The incorporation of speckle reduction 
into a texture feature extraction framework leads to a more robust segmentation 
algorithm with less classification errors.
Chapter 6: Through the investigation of existing morphological texture segmentation 
techniques, an algorithm that utilises area morphology local granulometries has 
been developed [41]. Texture features derived from area morphology operators 
have the property of not introducing artificial artefacts to the feature space, thus, 
reducing the number of mis-classifications. By defining a feature space that 
comprises of connected image components at various scales the need for a de­
composition consisting of multiple structuring elements is eliminated, removing 
the stage of calculating pattern spectrum moments.
Area morphology derived texture features provide a means for reducing the 
speckle noise component with the granulometric shrinkage algorithm. The in­




IN recent years there has been increased interest in the use of radar for imaging of the Earth’s surface. This is partly because microwave propagation is almost inde­
pendent of meteorological effects, providing an all-time all-weather surveying tool. In 
addition, microwaves are sensitive to the geometric and dielectric properties of vege­
tation making radar an ideal candidate for the monitoring of land cover types.
Information in the form of an image is carried at single-pixel level. However this is 
not the only type of information contained in an image. Image segmentation is one 
of the most important steps leading to the analysis of processed image data-its main 
goal is to divide an image into parts that have a strong correlation with objects or 
areas of the real world contained in the image. The primary objective of radar image 
segmentation is separation of the image into regions with homogeneous properties. 
Different regions or areas are often characterised by different textures and, for these 
cases, segmentation can be achieved by separating the image into regions with different 
textures. Applications of texture segmentation of radar images include
• Mapping the Earth’s surface
•  Crop identification and monitoring [127] [132] [145]
•  Sea ice detection and tracking [123] [113]
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•  Measuring deforestation [94] [116] [37]
• Detecting oil slicks [15] [17]
This chapter introduces the topic texture segmentation in synthetic aperture radar (SAR) 
images. Section 1.1 describes how an image is formed by a SAR, while Section 1.2 
is concerned with properties of coherent imaging systems. These properties highlight 
considerations that need to be taken into consideration when processing images of this 
nature. Section 1.2.2 defines data models that can be used in the simulation SAR im­
ages. The subject of image texture analysis is covered in Section 1.3, which details 
how textural features can be extracted from images. In Section 1.3.1 a method for 
using textural features to classify regions or objects of an image is described. If prior 
knowledge of the textures present in an image is available the classification can be 
achieved by supervised texture analysis, Section 1.3.2. The use of clustering algo­
rithms to achieve unsupervised classification is explained in Section 1.3.3.
1.1 Synthetic Aperture Radar
Synthetic aperture radar (SAR) is a development of the sideways-looking airborne 
radar (SLAR) which is used to survey large strips, or swathes, of terrain. The radar is 
carried on an air or spacebome platform moving at uniform speed and altitude. The 
forward motion provides scanning in the along track (azimuth) direction. The radar 
beam is directed to one side, perpendicular to the flight track and down towards the 
surface. The beam is wide in the range direction and so intersects the surface in an 
oval with the long axis extended in the cross track (range) direction, illustrated in 
Figure 1.1.
The major limitation of a radio frequency based single fixed-antenna SLAR system is 
the spatial resolution, as this is determined by the wavelength and size of the aperture. 
The antenna length partially specifies the area through which it collects radar signals, 
so the length of the antenna can be regarded as its aperture. With a larger antenna more 
information can be obtained about a particular viewed object, leading to a better image 
(improved resolution) of the object being formed. As the resolution increases to an
2
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Figure 1.1: SAR Geometry.
appropriate value for imaging, the antenna quickly becomes too large to be carried by 
an aircraft or satellite. A way of obtaining higher resolution is to use the radar in SAR 
mode to overcome the limitations of technical or physical constraints on the aperture 
or antenna size.
With SAR it is possible to simulate a much larger antenna length by exploiting the 
forward motion of the radar platform by digital signal processing, giving the effect of 
a larger, synthetic aperture. If the radar is attached to a moving platform it is possible to 
combine reflected signals from along the flight path to synthesise a very long antenna. 
The synthetic aperture is the distance travelled by the platform whilst the target is 
illuminated by the beam. The width of the beam in azimuth is given by 2 #  tan (P/2) 
where R  is the range and P is the angle of divergence of the beam. For a SAR system, 
this corresponds to the maximum length of the synthetic aperture PR, as shown in 
Figure 1.2, with the three positions indicating:
1. Scatterer entering beam.
2. Scatterer broadside.
3. Scatterer leaving beam.
The forward motion of the platform causes a Doppler shift to the frequency of the 
returned echos. Consequentially the wavelength of echos from ahead of the centre line
3




Figure 1.2: Plan view of SAR.
of view will be shortened and those from the rear will be lengthened. Therefore, if 
the receiver can discriminate frequency as well as time, and the speed of the platform 
is accurately known, it is possible to gather information about a particular target from 
many viewpoints as the platform moves forward, hence improving the resolution.
1.2 SAR Image Properties
Radar imaging systems are classed as coherent, defined by the systems ability to mea­
sure spatial and temporal variations in both the intensity of the scattered field and its 
phase. The quantity measured by a single frequency single polarisation SAR at each 
resolution cell is a pair of voltages in the in-phase and quadrature channels. These 
measured values represent the effects of the scene on the transmitted wave, and cor­
respond to the geophysical quantity known as the radar cross section or RCS r. The 
observed in-phase and quadrature components, Z{ = A  cos <f> and zq — A  sin (f), can be 
represented by the complex number A exp (jqi>); in this form, the SAR data is known 
as the complex image.
The coherent nature of SAR images produces a noise-like characteristic known as 
speckle. Speckle is a universal property of coherent imagery and arises because the 
surface of the target is rough on the scale of the illuminating beam wavelength. A
4
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rough target can be modelled as a collection of many randomly distributed point scat­
tered. As the wave interacts with the target, each scatterer contributes a backscatter 
wave with a phase and amplitude change. The observed intensity in a resolution cell 
can be regarded as resulting from the sum of contributions from each scatterer, and can 
be represented by,
N
Aexp(j^) =  ^ 2 A kexp{j(f)k). (1.1)
k=1
This summation is over the number of scatterers, N , illuminated by the beam. The 
amplitudes A k and phases 4>k are unobservable because the individual scatterers are on 
much smaller scale than the resolution of the SAR and there are many scatterers per 
resolution cell. Providing the number of discrete scatterers N  is large, from the central 
limit theorem, it is expected that both the in-phase and quadrature components will be 
independent identically distributed Gaussian random variables with zero mean [93]. 
Using these models it is possible to simulate a homogeneous region in a SAR image. 
Figure 1.3 shows a simulated SAR image with an amplitude of 100 and compares its 
theoretical and simulated distributions.
As the slant range resolution of the SAR is typically many wavelengths across, scat­
terers at different parts of the resolution cell will contribute very different phases to 
the return signal, even if their scattering behaviour is identical. As a result the phases 
<f)k are uniformly distributed over the interval — 7t < (f)k < it and independent of the 
amplitude A k, as shown in Figure 1.3(b). The summation (1.1) is now equivalent to 
a random walk in the complex plane, where each step of length A k is in a completely 
random direction [52]. Figure 1.4 shows a random walk in the complex plane, illustrat­
ing how the phase and magnitudes of the independent scatterers make up the observed 
intensity in a resolution cell.
A conclusion from the random walk phenomenon is that the observed signal will be 
affected by interference as a consequence of the phase differences between scatterers. 
In fact, speckle can be understood as an interference phenomenon in which the princi­
pal source of the noise like quality of the observed data is the distribution of the phase 
terms <t>k.
At this point it must be stressed that speckle is noise-like, but is not noise; it is an
5
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(c) In-phase component. (d) Quadrature component.
Figure 1.3: SAR image properties.
Quadrature Component
In-Phase Component
Figure 1.4: Random walk in the complex plane.
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electromagnetic measurement. For SAR images the speckle noise is multiplicative and 
therefore dependent on the underlying radar reflectivity i.e. the noise level increases 
with the average intensity of a local region [73].
1.2.1 Product Model
It is important to distinguish the difference between the measured value at a pixel and 
the geophysical quantity measured by the SAR, the RCS r.
Figure 1.4 and (1.1) both indicate that the observed value at each pixel is the result 
of interfering backscatter waves from each discrete scatterer. Given that the value 
of r  is specific to each pixel, the measured value is just a sample from the distribution 
parameterised by r. Assuming the amplitude and phase of each scatterer is independent 
of each other, and that the phases of different scatterers are independent and uniformly 
distributed, the mean intensity at a pixel is the incoherent sum of the mean intensity of 
all the scatterers, given by
N
7 = a > = Y , a I  d-2)
k=1
Hence, the mean intensity I  is independent of the geometrical configuration of the 
scatterers. However, changes in the positions of the scatterers will change all the 
phase relationships and result in altering the observed intensity, but without altering 
the parameter r.
The product model has been widely used in the modelling, processing and analysis
of SAR images. It assumes that the observations within this kind of image are the
outcome of a random variable that can be decomposed in the product of two other 
independent random variables: one modelling the speckle noise n, and the other mod­
elling the underlying terrain backscatter r. Therefore, the observed intensity, I ,  in a 
SAR image can be expressed as the product
I  = rn. (1.3)
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1.2.2 Speckle Model
Two assumptions are generally made about the contributions from the discrete scatter­
ers within a resolution cell:
1. The amplitude Ak and phase 4>k of the kth scatterer are statistically independent 
of each other and of the phases and amplitudes of all other scatterers.
2. The phases 4>k of each independent scatterer is uniformly distributed between 
the interval —7r <  0* <  7r.
If these two assumptions are obeyed and the number of discrete scatterers k is large, 
the observed intensity obeys negative exponential statistics [52], i.e. the PDF is:
P ,( /)  =  i e x p f - Q  I >  0, (1.4)
with mean value and standard deviation both equal to r.
The observed amplitude A  =  \ f l  will have a Rayleigh distribution:
=  ^ e x p  ( —^ 5)  4 i > 0 .  (1-5)
with mean value T y f  \  and standard deviation r y j [67]. Figure 1.5 compares the 
theoretical and simulated PDF’s for 256 x 256 pixel amplitude and intensity images. 
The distributions (1.4) and (1.5) are completely characterised by a single parameter r, 
which carries all the information about the target.
One way to reduce the effects of speckle is to average together a number of images 
of the same scene, called looks [96]. This technique is know as multi looking and 
is covered in Section 3.1. Given L independent measurements of a scene, improved 
estimates of r  at a given pixel can be gained by averaging the intensity. This is often 
called incoherent averaging because all phase information is discarded. The L  look
8
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Figure 1.5: Theoretical and simulated speckle models.
average intensity is given by
' - i t ' *k= 1
( 1.6 )
where each of the I k independent variables is exponentially distributed according 
to (1.4). The resulting distribution exhibits a gamma distribution [99], given by
P ( I )  =
L ( L I






where L  is the number of looks and T is the gamma function. Simulated images taken 
from the Gamma distribution are shown in Figure 1.6.
The other important aspect of speckle, which is sometimes neglected, is the second- 
order statistical characterisation. This is related, from a visual point o f view, to the 
coarseness of its spatial structure or to the granularity of the image. Goodman [52] 
proposed this phenomenon, stating that a speckle pattern consists of peaks and nulls at 
many different scales. This granularity is attributed to an artefact o f the imaging system 
that produces correlation between pixels [104] [115]. For a SAR “pixel” is not the 
same concept of quantity as “resolution”. Resolution is fundamental and determined 
by the SAR bandwidth and processing strategy, whereas pixels are chosen to satisfy 
scale and sampling requirements. Normally there are two pixels per resolution cell in 
both the range and azimuth image co-ordinates. Also, the weighting functions used
9
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(a) 1 look. (b) 3 look. (c) 11 look.
(d) 1 look pdf. (e) 3 look pdf. (f) 11 look pdf.
Figure 1.6: Multi look images of a homogeneous region.
in generating the data and in forming the looks generally introduce spatial correlation 
between pixels. For these reasons, realistic SAR image speckle simulation should 
include spatial correlation between pixels in two dimensions [104].
1.2.3 RCS Model
The product model described in Section 1.2.1 states that the measured intensity at a 
pixel in a SAR image is made up of two components, the geophysical property o f the 
terrain (or radar cross section, RCS) and speckle noise. Once a model for the speckle 
noise component has been established, it is advantageous to have a knowledge o f the 
underlying RCS distribution
Through studies of the statistical properties of sea clutter it was found that in regions of 
negligible swell the detected amplitude is Rayleigh-distributed, corresponding to pure 
speckle [140]. This implies that in homogeneous regions the distribution of a constant
10
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is suitable to model the underlying RCS [44]. In regions of sea clutter where the 
swell component variations are on a much larger scale than the speckle component, 
the presence of speckle can be reduced by spatial averaging without degrading the 
swell component. Oliver and Queqan [96] have observed that the underlying swell 
RCS is usually consistent with a gamma distribution, given by
where a  and 0  are the shape and scale parameters of the Gamma distribution. It should 
be noted that (1.7) and (1.8) are equivalent with a  =  L and (3 =  r/L . Frery et 
al. also state that a gamma distribution is suitable to model the terrain backscatter in 
heterogeneous (textured) regions [44]. The assumption of a gamma distribution (1.8) 
for modelling the terrain backscatter is mainly based on empirical evidence [43].
Correlated K distributions have been used to simulate clutter recorded by a SAR imag­
ing process [18]. To simulate correlated K-distributions it is sufficient to apply negative 
exponential speckle to a correlated gamma distribution. A two-dimensional correlated 
gamma distribution can be approximated by the filtering of a gamma distributed white 
noise model with an appropriate filter to obtain the desired autocorrelation function.
Assigning a label to a textured region or object of an image is known as texture clas­
sification. This can only be achieved if knowledge of the spatial positioning of the 
regions or objects is known a priori. Assuming that pixels with similar textural fea­
tures are located near each other in an image, texture segmentation can be achieved by 
performing texture classification on a pixel-wise basis. Textured regions of an image 
have constant texture if a set of local statistics, or other local properties, are constant, 
slowly varying or approximately periodic [121]. Texture analysis results in a sum­
mary or model of a textured region. The simplest form of summary is merely a list 
of texture features in a vector format. A texture feature vector can consist of values 
obtained by a statistical approach which has three categories: a) the use of power spec­
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and co-occurrence matrices [56]; c) the use of local feature statistics, e.g. the statistical 
distribution of comers.
Histograms of a population define the statistical behaviour of the intensity at one posi­
tion, and hence, are single point statistics. However textures that are visually different 
can exhibit similar first order statistics. Figure 1.7 gives an example of three such 
textures, taken from Brodatz’s album [22] and quantised to 16 greylevels.
(a) Texture D 16. (b) Texture D l l . (c) Texture D79.
Jd_b= flnrin-
(d) Texture D 16 pdf. (e) Texture D l l  pdf. (f) Texture D79 pdf.
Figure 1.7: Brodatz textures and probability density functions
Texture information in an image is contained in the overall spatial relationship that 
the intensity values have to one another. That is, in a textured image the irradiances 
at different positions are statistically related. Statistical relations between a number 
of pixels in an image are defined by higher order statistics. The statistical behaviour 
of two pixels in an image can be described by the joint probability density function, 
which fully defines the second order statistics. Often the second order statistics are ad­
equate to characterise a texture, therefore description of a textured region involves the 
estimation of the joint probability density function [135]. Nearest-neighbour grey-tone 
spatial-dependence matrices or grey level co-occurrence matrices (GLCM) provide a
12
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measure from which all texture features are derived and were first proposed by Haral- 
ick et al. [56]. The intensity at each pixel of the textured image for analysis can be 
represented by a grey level. The grey level appearing in each pixel is quantised into 
N g levels, with G =  {0,..., N g — 1} as the set of N g quantised grey levels. A pixel 
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Figure 1.8: Nearest neighbour pixels.
A GLCM is a matrix of relative frequencies, P ( i , j ) ,  with which two neighbouring 
pixels, separated by a distance d and angle 9, occur on an image, one with grey 
level i , the other with grey level j .  The resulting matrix is an N g\ N g matrix with 
an entry at (i , j ) for every neighbouring pixel pair. Note that GLCM are symmet­
ric: P { i , j ; d, 9)=P(j ,  z; d, 9). After the number of neighbouring pixel pairs R,  used in 
computing a particular GLCM is obtained, the matrix is normalised by dividing each 
entry in the matrix by R.
(a) Texture D 16. (b) Texture D l l . (c) Texture D79.
Figure 1.9: GLCM of Brodatz textures, d= \0 ,9  = 45°.
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Figure 1.9 shows the GLCM for the Brodatz textures of Figure 1.7. Compared to the 
probability density functions, it can be seen that the GLCM provide better discrimi­
nation between the different textures. This reiterates the observatoin that the second 
order statistics are generally sufficient for characterising textures. A number of fea­
tures can be derived from the GLCM to describe textures [76] [123], some of which 
are presented in Table 1.1, where the mean and standard deviations for the rows and 
columns of the matrix are:
N g  N g  N g  N g
i=l j =1 i=l j= 1
N g  N g  N g  N g
= 5 1^0® ” ^ )2p(*’7') - V y ) 2 p { h j )
i=l j —1 i=1 j=l
Features derived from GLCM are common for the analysis of texture in SAR im­
ages [132] [123] [113] [111] [14].
1.3.1 Feature Based Texture Classification
The first stage of texture classification involves the development of a feature space that 
is used to describe the textures in an image. This process consists of calculating a 
number of features for each pixel (or group of pixels) in the image. Each individual 
feature should contain information about the appearance of the local neighbourhood 
surrounding the pixel. The set of individual features makes up a feature vector for 
each pixel, and allows each pixel to be represented as a point in a multidimensional 
feature space [100]. If the features used are good descriptors of the pixels surround­
ings, visually similar regions in the image will contain pixels whose feature vectors 
occupy similar positions in the feature space. These regions of similar feature vectors 
are known as clusters and identify a given texture class in the image. Image segmenta­
tion can be achieved by identifying these regions and assigning each feature vector to 
one of the texture classes.
An example of how a feature space can be defined when working with multi-spectral 
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n=0 I i=l j =1 J u_ ■ |=n
Correlation
N g  N g
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N g  N g
i=1 j =1
Autocorrelation
N g  N g
i=l j =1
Dissimilarity
N g  N g
i=l j=1
Cluster Shade
N g  N g
+ j  -  f i x ~1=1 j=1
Cluster Prominence S  i  “  A4* -  Vy)4 p (h l)
*=i j=i
Maximum Probability ma x { P ( i , j ) }
1,3
Table 1.1: Texture features from grey level co-occurrence matrices.
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many dimensions as there are spectral components [105]. In this space, each pixel in an 
image plots as a point with the co-ordinates given by the brightness value of the pixel 
in each spectral band. Provided there is good discrimination between spectral bands, 
it is expected the pixels will form clusters in the multi-spectral space corresponding to 
different ground cover types. Figure 1.10 illustrates an example of a two-dimensional 
feature space, showing how the responses from image pixels will plot in the feature 
space. The clusters of pixel points are referred to as information classes, since they 
are ground cover types used in the classification scheme. In practice the information 










Figure 1.10: Classes in multi-spectral feature space.
Having defined the feature vector for each pixel, x, it is now important to define the 
codevector fik for texture k. The positions of pixel points in the multi-spectral space 
can be described by vectors whose components are the individual spectral responses 
in each frequency band. The mean vector is useful to define the average or expected 
position for texture k in the multi-spectral vector space. For an image of sample texture 
k, the codevector is calculated by
1 N
Hk = £ {x }  = — 'YjXn,  (1.9)
71 =  1
where x n are the individual pixel vectors of total number N.
Although the mean vector (Lk defines the expected position of texture k in a multi- 
spectral space, it is of value to have available a measure of the features variance in
16
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each frequency band, which can be observed from the covariance matrix
( 1.10)
n = 1
The covariance matrix also provides a measure of correlation between a pair of spectral 
bands, whereby a large value in the corresponding off-diagonal element of the covari­
ance matrix indicates high correlation. Alternatively, a value close to zero implies little 
correlation between the spectral bands.
1.3.2 Supervised Texture Analysis
A set of local statistics can be represented as an N  dimensional vector in feature space, 
providing a method for classification of image textures based on vector quantisation 
(VQ) techniques. VQ is a process for approximating a set of input vectors into a 
finite set Q =  1 < k < K} .  Q is called a codebook and each element /j,k e
Q is called a codevector. With more features in each codevector the codebook can 
contain a greater number of discrete textures [102]. The classification of the feature 
vectors can be performed by various algorithms i.e. maximum likelihood classification, 
minimum distance classification or table look up classification [105]. In a minimum 
distance classification scheme the distance from the input vector to each codevector, 
fik, is calculated. The codevector with the minimum distance is assigned to the pixel 
represented by the input feature vector. Examples of distance functions used for the 
discrimination of feature vectors are given in Table 1.2. For a covariance matrix Ck, 
the variance of feature j  for texture k is ck(j), represented by the diagonal of Ck.
For supervised classification the distance between each pixel feature vector and each 
texture in the codebook Q is calculated by
d(x ,nk) =  d istance^,//*), ( 1.11)





d i (x ,pk) = -  pk( j)}2 
j =i
Bayes Distance d2{x, pk) = {x -  p k f  ' C ^ i x  -  /ik) +  In |Ck\
Mahalanobis Distance dz{x, p k) = { x -  pk)r Ck l {x -  pk)
Simplified Mahalanobis 
Distance
, ( , y -  {x(j) ~  iik(j)}2 
* ( * , * )  =  ^  Ck{j)
Table 1.2: Distance functions for classification, where 5; =  (x (l) , is the input
feature vector, pk = {pk( l ) , ..., p k{J)} is the code vector and Ck is the covariance 
matrix of the feature set for texture k.
1.3.3 Unsupervised Texture Analysis
For texture segmentation it is necessary to assign every pixel of an image to a texture 
class [144]. This requires the calculation of a feature vector for every image pixel. 
Provided that the texture features are capable of discriminating the textures in the im­
age, the feature vectors belonging to each texture class will form clusters in the feature 
space. If each cluster is compact and isolated from other texture classes, clustering 
algorithms can be used to recover the clusters in the feature space [61].
It was reported by Kohonen that the Self-Organizing Map has been successful at pat­
tern recognition tasks involving a signal corrupted by noise, for example the radar 
classification of sea ice [66]. The Self-Organizing Map is an artificial neural network 
with cells specifically tuned to patterns in the input signal, and has the property of cre­
ating spatially organised representations of signal features and their abstractions. Each 
cell, or local cell cluster, acts as a separate decoder for each feature vector input. It is 
therefore the presence or absence, as opposed to the actual magnitude of the feature 
responses, that provides an interpretation of the input vector.
Provided the number of clusters, K ,  is know a priori the objective of cluster analysis 
is to divide a given input data set onto subsets, or clusters. The clustering process then 
has to verify the two constraints: 1) There are no empty clusters; 2) Every entry in the 




Vector quantisation, VQ, produces an approximation to a continuous probability den­
sity function of the vector input x  using a finite number of codevectors ft = {pk ,1 < 
k < K} .  Once the codebook, ft, has been defined, the approximation of x  involves 
finding the codevector pc closest to x. One method of positioning ft in the feature 
space minimises e, the expected rth power error by
e =  / | | x - H I W ,  (1-12)
where dx is the volume differential in the x  feature space, and the index c =  c(x) of 
the best matching codevector (or winner) is a function of the input feature vector x 
such that
H z - H I  =  m in { ||z -  H I}- (1.13)k
Generally no single solution for the optimal placement of Q in the feature space is 
possible and an iterative scheme needs to be used. The optimal placement of ft in the 
feature space by (1.12) results in the point density function being approximation to
p(x) (n+r>, where n  is the dimensionality of x  and pk  [49]. In most applications n^$> r,
and the optimal VQ will approximate p{x).
K-means algorithm [66]:
If pc = pc(t) is the Euclidean closest codevector to x = x(t) (see Table 1.2) at a given
time t, the steepest descent gradient-step optimisation of e in the p c space produces the
sequence
Pc(t +  1) =  Pc{t) +  a(t)[x{t) -  p c(t)\ 
pk(t + 1) = pk(t) for f c / c ,
where a(t) is a monotonically decreasing sequence of gain coefficients, 0 <  a(t) < 
1. If the dissimilarity between x  and pk is expressed in terms of a general distance 
function (1.11), the winner, p c is identified by
d(x ,pc) = m m {d(x ,pk)}. (1-15)k
19
1.3. TEXTURE ANALYSIS
After the classification, an updating rule should be used such that the distance reduces 
monotonically. The correction 5/ik of Mfc ls such that
[gradtlkd{x,iik)]T • tf/z* < 0. (1.16)
For the updating operation the new codebook Q(t +  1) is identified by calculating the 
average of those x  that are identified as belonging to class k.
1.3.3.2 Fuzzy C-Means Clustering
K-Means clustering is known as hard classification where an input feature vector can 
belong to only one cluster. Alternatively fuzzy-c clustering is based on the similarity 
(or membership) between feature vectors and clusters. The membership value, U, 
calculated with the fuzzy c-means algorithm, where U = {U £ M and 0 < U <  1}, 
is associated with the probability of an input set belonging to a given class. The fuzzy 
c-means clustering algorithm has been used in the clustering of wavelet features for 
texture segmentation in [23] [77].
Fuzzy c-means algorithm [23]:
Initially the number of clusters, K  = {2 < K  < N }  and the fuzzy weighting expo­
nent, m  = {I < m  < oo} (which controls the fuzziness of the clusters [15]), are set. 
Initialise the fuzzy membership function, U^°\ with random values and perform for 
iteration t = {t G N+ }.
1. Calculate fuzzy class centres, Vk, with:
-  _  Hn=l(Uk,n)mXr
E l l  W
Vk = ^ T  k = l , 2 , . . . , K ,  (1.17)
where xn, n — 1 , . . . ,  N  are the input feature vectors.
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2. Update Ul with:
^ k.Tl =  2 1 ( 1 * 1 8 )
f  d k,n \  m ~ 1
1 V *.n )
where (dk,n)2 =  I I ~  ^fc||2 and ||.|| is the inner product norm.
3. Compare witht7(*_1).
If ||U® — ^ || <  e stop; otherv.'ise, return to step 1.
The outcome of the fuzzy c-means algorithm is the fuzzy membership function U ^ \  
which is a vector of dimension K.  For a particular pixel in an image, U® describes the 
membership value with respect to each cluster, and the sum of the elements is equal to
1. Once the final fuzzy membership function is obtained, a clustering map is produced 
by assigning each pixel to the class which it most probably belongs to.
1.4 Summary
This chapter introduced the basic properties of coherent imaging systems and how 
models can be used to simulate SAR images. These models are important for the topic 
of speckle noise removal covered in Chapter 3. Also introduced was the subject of 
image texture analysis. Texture feature extraction and a standard technique to achieve 
this, the grey level co-occurrence matrix (GLCM), was introduced. Once textural fea­
tures have been formed the process of classification can be achieved, via supervised or 
unsupervised classification. Suitable clustering algorithms for unsupervised classifica­




HROUGH research into human and mammalian vision it was discovered that
multiscale analysis provides the simultaneous localisation of energy in both the 
spatial and spatial-frequency domains [114]. This discovery has focused the research 
into texture analysis on the fields of multi-channel and multi-resolutional image anal­
ysis. This chapter discusses research of multiscale texture analysis, starting in Sec­
tion 2.1 with an early texture perception model of the human visual system. The 
concept of Gabor filters is introduced in Section 2.2, with Section 2.2.1 describing 
the theory behind joint representation in the spatial and spatial-frequency domains. 
Section 2.3 describes how a bank of Gabor filters, with varying spatial bandwidth and 
orientation selectivity, can be constructed. The various filters are visualised in both 
the spatial and spatial-frequency domains to provide a description of the spectral con­
tent extracted by each filter in the filterbank. A modem tool for the multi-resolutional 
analysis of images, the wavelet transform, is introduced in Section 2.4. To enable the 
wavelet transform to be used for digital image analysis its discrete form must be em­
ployed. The discrete wavelet transform is described in Section 2.4.1 with its implemen­
tation via a two-channel filter bank is detailed in Section 2.4.2. The discrete wavelet 
transform can be utilised for texture analysis by detecting subbands of an image which 
contain textural information, this is achieved via the wavelet packet transform in Sec­
tion 2.4.4. The concept of mathematical morphology is introduced in Section 2.5. 
Mathematical morphology can be used for the multi-scale analysis of images by the 
use of granulometries, as described in Section 2.5.1. Although mathematical morphol­
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ogy is the analysis of images based on shape, Section 2.5.2 describes area morphology 
which is adaptive to local shapes of an image. Image segmentation can be achieved 
with the morphology based watershed transform detailed in Section 2.5.3.
2.1 The Human Visual System (HVS)
Texture analysis is believed to play an important role in the human visual system for 
recognition and interpretation. This insight lead to research in the area of human tex­
ture perception, with the the conclusion the human visual system is performing simul­
taneous analysis in both the spatial and spatial-frequency domains.
Silverman [114] presented research on the striate cortex1 in primates. The aim of the 
work was to measure the spatial-frequency tuning of cells at regular intervals through 
the monkey striate cortex, to see if there is a periodic arrangement of cells tuned to 
different spatial-frequency ranges. Within an area that processes the visual input from 
a retinal region, cells were found to be tuned to all the different orientations in a sys­
tematic order. Along with orientation selectivity, it was found there was a periodic 
arrangement of cells tuned to different spatial-frequency ranges. The tuning of the 
cells changed systematically, varying from a low frequency range, through the mid­
bands, to high frequencies and back again. Most cells in the striate cortex have both 
orientation and spatial-frequency tuning, and respond to a limited spatial-frequency 
range, thus in effect acting as a band pass two-dimensional filter within a localised 
region of the visual field.
2.1.1 Model for Texture Perception
The simulation of striate cortex cells with a bank of bandpass filters is extended in [78] 
to describe a model for human texture perception. The model presented consists of 
three stages:
’The region o f the cerebral cortex of the brain where sensory information from the eyes is inter­
preted.
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1. Convolution of the image with a bank of even-symmetric linear filters followed 
by half wave rectification, modelling the outputs of the striate cortex cells.
2. Localised inhibition among the cell response profiles, resulting in the suppres­
sion of weak responses when there are strong responses in the local neighbour­
hood.
3. Texture boundary detection using odd-symmetric mechanisms, resulting in edge 
detection of the texture map.
The point-spread function used in the model to simulate the responses of cells was 
the difference of Gaussians DOG.  These filters were chosen because of their good fit 
with psychological measurements and their computational simplicity. The filters are 
designed by summing 2-dimensional Gaussian functions with a zero mean, defined as
Vi &y)
27T (7x@y
exp ) 2 /  \  2
+  -  
\ V y
(2 .1)
The radially symmetric filters are the obtained by the summation of three Gaussians [78] 
given by
DOG(a) = F ( x , y) = a.g{x, y , <ra, a a) +  b.g{x, y , ab, ab) +  c.g{x, y , ac, ac), (2.2)
with the variance a 2 : crI  : a2 in a ratio of 0.62 : 1 : 1.6 and a : b : c in a ratio 
of 1 : —2 : 1. The summation (2.2) is illustrated in Figure 2.1, for simplicity the 
Gaussians are in 1-dimension, with a = 2. For a full set of filters at a given spatial- 
frequency an additional orientation argument is required, DOG(a, 9). Filters at the 
same spatial-frequency, paramaterised by ox and <jy, but orientation tuned are obtained 
by rotation about the centre of DOG(a , 0).
The filtering process, which involves convolutions of the image with DOG  filters, is 
linear. A model based purely on linear processes cannot reproduce the performance 
of the human visual system for texture segmentation [78]. If we consider two tex­
tures with identical mean intensity values, convolving them with a linear filter re­
sults in responses with identical spatial averages. Therefore a nonlinearity needs to 
be introduced into the process for texture perception. The input image I ( x , y) is 
convolved with a bank of linear filters Fk followed by half-wave rectification. The
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Figure 2.1: Summation of three Gaussians.
positive part is indicated by R +(x,y)  =  max(R(x,  y), 0) and the negative part by 
R~(x , y)  = ma x ( —R(x,y) ,  0), which results in a set of neural responses Ri(x,y),  
where i identifies the orientation-frequency channel. Therefore the convolution with 
each filter in the filterbank results in two response images,
R2k = {I  * Ffc)+ (;c,2/), and R 2k+ i  =  ( /  * Fk)~{x,y).  (2.3)
There are two reasons for choosing half-wave rectification. Firstly linear filtering fol­
lowed by half-wave rectification is a good first-order approximation for modelling re­
sponses of striate cortex cells [78]. Secondly with full-wave rectification,
R k = \ ( I * F k)(x,y)\,  (2.4)
the sign of the filter response is lost, leading to reduced texture discrimination in the 
response images. After the linear filtering and half-wave rectification stage, the final 
stage of the model is inhibition, localised in space, with the aim of suppression or re­
duction of spurious responses in non-optimally tuned channels. This stage is followed 
by edge detection of the texture map to predict the texture boundaries. The model 
presented was shown to discriminate between different texture pairs that matched well 
with experimental results with human observers. The inputs to the model were grey­




An alternative point spread function to model cells in the striate cortex are Gabor func­
tions [78]. Gabor functions were developed in the context of communication systems 
with the goal of providing local frequency analysis on signals. It has been shown 
that two dimensional realisations of Gabor functions approximate the receptive field 
of cells in the cat striate cortex [28].
Classically, images can either be viewed as a collection of pixels (in the spatial do­
main), or alternatively, as the sum of sinusoids over an infinite interval (spatial-frequency 
domain). Gabor proposed that spatial representation and spatial-frequency representa­
tion are opposite extremes of a continuum providing joint spatial and spatial frequency 
representations. Gabor’s theory is applicable to texture analysis as perceptually dif­
ferent textures correspond to differences in local spatial-frequency content. Thus, tex­
ture segmentation can be achieved by decomposing an image in joint spatial/spatial- 
frequency representation and using the information to locate regions of similar spatial- 
frequency content.
Gabor proposed a new method of signal analysis [46], which provided both time and 
frequency analysis. Up until the time of the paper there were only two types of signal 
analysis:
1. Time analysis: based upon sharply defined instants of time.
2. Fourier analysis: based upon infinite wave-trains of precisely defined frequen­





Once the spectrum of a signal has been obtained via Fourier analysis, detail is given 
about the range of frequencies in the signal at a given resolution. However, there is 
no information about the epoch. This is because the range of the Fourier integral is an 
infinite interval and is far from the everyday perception of signals. Fourier’s theorem 
makes a description in time and description by the spectrum, two mutually exclusive 
methods. If the term frequency is used in the strictest of terms, which applies to infinite 
wave-trains, a changing frequency becomes a contradiction in terms; it is a statement 
involving both time and frequency. Humans respond strongly to changes when in­
terpreting signals. These changes, or impulses, generate an infinite harmonic series 
in the frequency domain. However these features are transient — localised in time. 
Therefore when trying to simulate the performance of human signal analysis it is im­
portant to analyse time domain and frequency domain signal features simultaneously. 
For example a piece of music can have a definite time pattern as well as a frequency 
pattern. It is possible to leave the time pattern unchanged, and double the frequencies 
by playing the piece of music on a piano an octave higher. Conversely the same piece 
of music can be played in the same key, but at a different time. This shows both time 
and frequency analysis are complementary as opposed to mutually exclusive.
Gabor’s alternative method of analysis represents signals in two dimensions, with time 
and frequency as co-ordinates. The two-dimensional representations of signals were 
called information diagrams, as areas in the diagrams are proportional to the number 
of independent data which they can convey. This is due to the fact that the frequency 
of a signal which is of a finite duration can only be defined with a certain accuracy, 
which is inversely proportional to the duration, and vice versa. An example of a signal 
represented in both the time and frequency domain is illustrated in Figure 2.2 by taking 
each feature as orthogonal co-ordinates. Figure 2.2 shows how an infinite sinusoid 
is represented by a vertical line, its frequency is exactly defined while its epoch is 
entirely undefined. Alternatively an impulse function has a sharply defined epoch, 
but its energy is uniformly distributed over the entire frequency spectrum, shown as a 
horizontal line. Next, Gabor illustrated how signals other than an infinite sinusoid or 
delta function can be represented in a time/frequency diagram. The example chosen 
was a sinusoid over a finite time period. To analyse the properties of a signal it is 
useful to examine physical effects of the signal on measurement instruments. The 
Fourier spectrum of a sinusoid over a finite time period is shown in Figure 2.3(a). 




Figure 2.2: Infinite sine wave (dashed line) and impulse (solid line) in time/frequency 
domain.
S(f)
(a) Fourier spectrum. (b) Energy spectrum.
Figure 2.3: Frequency responses of a finite sine wave.
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other resonators, each tuned to a defined band of frequencies. Such an instrument only 
provides analysis of the energy spectrum, see Figure 2.3(b), but is adequate for this 
example of information diagrams.
f  f
(a) Oscilloscope. (b) Bank of reeds.
Figure 2.4: Time/frequency response of physical instruments to a finite sine wave.
The signal to the left of Figure 2.4(a) is the response of an ideal oscilloscope with 
uniform response over an infinite frequency range. Figure 2.4 compares the responses 
of an oscilloscope to a bank of reeds. For any instrument, resonator or oscilloscope, a 
damping time can be defined after which the oscillations have decayed by a given value 
e.g. lOdB. Similarly a tuning width can be defined which is the frequency of resonance 
at which the response falls by 10 dB. The relationship between the 2 parameters for 
a resonator is given by Equation (2.6). For every resonator a characteristic rectangle 
of constant area can be defined in a time/frequency diagram, which corresponds to a 
single independent reading from the instrument.
Decay tim e x Tuning w idth =  C onstant (2.6)
The division of the time/frequency area in constant rectangles is illustrated in Fig­
ure 2.4. For the oscilloscope the rectangles are broad horizontally and narrow vertically 
and vice versa for the bank of reeds. The number of rectangles in any time/frequency 
area is the number of independent data sample which an instrument can obtain from 
a signal, i.e. proportional to the amount of information, thus giving justification for 
calling such representations information digrams.
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2.3 Gabor Filterbanks
A two dimensional Gabor filter is composed of a sinusoidal plane wave, modulated by 
a two dimensional Gaussian envelope (2.7). An important property of a Gabor filter is 
the optimal joint resolution in both the spatial and spatial-frequency domains. A two 
dimensional Gabor filter is given by
h( x’1/)= 2 ^ exp 4 cos(27r/o +  0), (2.7)
where / 0 and </> are the frequency and phase of the sinusoidal plane wave, and a x and 
Gy are the space constants of the Gaussian envelope, which determine the Gabor filter 
bandwidth. The relationship between the radial frequency of the plane wave and space 
constants of the Gaussian envelope are
N‘ ,1 SX
° x = W
where N c and N r are the number of rows and columns of the input image respectively. 
The Gabor filter radial frequencies were chosen to be one octave apart, as the cells in 
the human visual system have experimentally been shown to have the same frequency 
bandwidth [61]. For an image of width N c the values of radial frequency / 0 used are
/o =  l \ /2 ,  2 \ / 2 ,4 \ / 2 , . . . ,  (Nc/4)y/2  cycles/image width
The realisation of three Gabor filters is given in Figure 2.5, which shows the variation
(a) f 0 = 2V2. (b) f 0 = 4y/2. (c) f 0 = S\/2.
Figure 2.5: Gabor filters of different spatial frequencies.
of the filter bandwidths with change in radial frequency. However, cells in the striate
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cortex are also orientation tuned. A Gabor filter of arbitrary orientation, Q0, can be 
obtained by rotation of the x-y coordinate system by 6° [61]. The Gabor filters in 
Figure 2.5 are all at an orientation of 0°, along the x-axis. The frequency response of a 
Gabor filterbank at all radial frequencies and 4 orientations is shown in Figure 2.6. The 
four values of orientation 0°, 45°, 90° and 135° are shown to provide non-overlapping 
responses in the frequency domain.
Figure 2.6: Gabor filterbank in the frequency domain.
2.4 Wavelet Transform
The continuous wavelet transform is a fairly modem signal analysis tool that has the 
advantage of representing time domain and frequency domain features simultaneously. 
This was originally proposed by Gabor [46] and is described in Section 2.2. Wavelets 
are not single frequency, but are localised waves, which means instead of infinite os­
cillations they drop to zero in a finite time.
The wavelet transform provides a method of multiresolition analysis, which is achieved 
by examining a signal over a range of scales. Wavelets are basis functions in the time 
domain. Each basis function, tyjk(t), is derived from the mother wavelet, through
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a series of translations k,  and changes in scale j  [129]. An example of the Daubechies 
12-tap basis function is shown in Figure 2.7.
Once ty(t) has been defined the a family of other wavelets can be obtained by
By convention the scale o f 'J'(tf) is 1 and is centred around 0, therefore ’I’jk{t) has 
a change in scale equal to j  and is centred around k.  A signal of finite energy x(t)  
can be represented as a linear combination of the family of wavelets with the
coefficients of the combination given by
The coefficients in (2.10) measure the fluctuations of the signal x(f) at the scale j  
around the point k [86].
A measure of the wavelet transform ’s time analysis is given by the parameter A t -  
the minimum time interval that can be resolved. Similarly, the frequency resolution is 
given by the parameter A / .  An increase in scale improves the frequency resolution 
whilst decreasing the time resolution. This implies the product of the time interval 
At ,  and the frequency interval A / ,  is a constant. In fact the Heisenberg uncertainty
-0.5,0 2 4 6 8 10 12
Figure 2.7: Daubechies 12 tap basis function.
where j  > 0 and k €  R. (2.9)
/ oo






A t A /  >  i ,  (2.11)
gives a lower limit for the product. This equation represents the trade-off between 
accurate knowledge of a signal in the time domain and accurate knowledge in the 
frequency domain.
2.4.1 Discrete Wavelet Transform (DWT)
In the area of image processing the continuous wavelet transform is replaced by the 
discrete wavelet transform (DWT). For the case of the DWT the mother wavelet is 
translated and dilated by discrete values. At different scales the frequency interval, 
A / ,  goes up by 2J and the time interval, A t, goes down by 2K The translated and 
dilated basis functions derived from the mother wavelet for the DWT are given by:
yjtjk(n) =  ~j n -  k) (2.12)
The DWT of a one dimensional signal is comprised by decomposing the input signal 
into translated and dilated forms of the mother wavelet. The wavelet decomposition of 
a signal x(n)  is given in (2.13).
*(») =  £ £  cjk^jk(n)  (2.13)
j  fc
where Cjk are called wavelet coefficients given by (2.14).
Cjk =  2^ x in) ^ j k  (n ) (2 -14 )
t
The resolution properties of the discrete wavelet transform are examined in Figure 2.8, 
which shows how both the time and frequency resolutions should be interpreted. The 
regions in Figure 2.8 correspond to a wavelet coefficient (2.14) in the time-frequency 
plane. Therefore all the points in the time-frequency plane that fall into a given region 
are represented by a single coefficient of the wavelet transform. The regions are of
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a finite area which implies the exact position of a point in the time-frequency plane 
cannot be defined. Although the dimensions of the regions change, one thing to be 
noted from Figure 2.8 is that the area remains uniform. The dimensions of the lower 
frequency regions are short height, which implies good frequency resolution and long 
width, which implies poor time resolution since there is more ambiguity regarding the 
exact positioning of the time. Alternatively at higher frequencies the width of the boxes 
decrease, giving an improvement in time resolution, and the hight increases giving a 
poorer frequency resolution. The area of all the regions is determined by Heisenberg’s 
inequality (2.11).
f
Figure 2.8: Resolution in time-frequency domain.
2.4.2 DWT Filterbank
Mallat [79] developed an algorithm for implementing the wavelet decomposition with 
a two-channel filterbank using quadrature mirror filters, see Figure 2.9. The filterbank 
is a set of filters linked by sampling operators [129]. The wavelet coefficients are 
acquired via a two-channel filter bank, one channel is low-pass and the other is high- 
pass. After the down-sampling operators the input signal, x(f), has been decomposed 
into two half-resolution subbands. The inverse wavelet transform is implemented by 
the synthesis filterbank. A reconstruction of the input signal, x(t ) ,  is achieved by the 














Figure 2.9: Two-channel wavelet filterbank.
2.4.3 Two Dimensional DWT
The DWT is a separable transform, thus an n  dimension can be calculated by succes­
sively applying a one dimensional transform in each direction. For image analysis a 
two dimensional DWT can be implemented by applying a one-dimensional high and 
low pass filtering step to both the rows and columns to the input image. Each filtering 
step is followed by subsampling which results in a change in scale. If the same anal­
ysis filter is applied to the resultant signal, this is equivalent to changing the scale in 
the continuous wavelet transform. The filterbank to implement the wavelet transform 
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Figure 2.10: Discrete wavelet transform two-dimensional analysis filterbank.
At each decomposition level there are four different output images, an approximation 
of the input image and three detail images [50]. A description of the information 




LL An approximation of the input image.
HL Information on scale variations in the horizontal direction. A high 
value indicates the presence of a vertical edge.
LH Information on scale variations in the vertical direction. A high 
value indicates the presence of a horizontal edge.
HH Information on scale variations in the diagonal direction. A high 
value indicates the presence of a comer point.
Table 2.1: Information in wavelet subbands.
2.4.4 Wavelet Packet Transform
The conventional method of implementing the DWT in image processing applications 
is to recursively decompose the LL subband, known as the pyramid transform, see Fig­
ure 2.11(a). As the range frequency components are halved at each scale this transform 
is also known as the octave band decomposition [112]. Therefore the pyramid trans­
form results in a logarithmic decomposition of the frequency axis, which provides 
good frequency selectivity and low frequencies, and good time selectivity at higher 
frequencies, see Figure 2.8. This property is well suited to signals which contain long- 
duration low-frequency components and short-duration high-frequency components. 
This makes the pyramid transform an ideal tool in applications geared towards image 
compression, where the majority of the information in an image is in the low-frequency 
region [3]. This matches the sensitivity of the human visual system, which decreases 
at high frequencies.
The pyramid transform is therefore inadequate for signals which contain mid-frequency 
stationary components. It has been stated that textural information is common in the 
mid-frequency bands of a signal [24]. To aid with textural feature extraction the 
wavelet transform has been adapted to the wavelet packet transform, where decom­
position is performed all the output subbands listed in Table 2.1. As an alternative to a 
full wavelet packet decomposition, the tree-structured wavelet transform [24] (see Sec­
tion 5.1.1), can be implemented to identify frequency channels which contain textural 
information. An example of a wavelet tree decomposition is shown in Figure 2.12, 
illustrating the dominant frequency channels of an input image.
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(a) Wavelet pyramid transform. (b) Wavelet packet transform.
Figure 2.11: Subbands of the wavelet pyramid and wavelet packet transforms.
(a) Sample SAR image consisting of an (b) Wavelet tree decomposition,
area of trees.
Figure 2.12: An example of the tree-structured wavelet transform, highlighting domi­
nant frequency channels within an image.
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The wavelet packet transform provides a mechanism for identifying a specific fre­
quency range of a signal for analysis, and has been used for the texture analysis of 
digital images in [24] [23] [77] [69] [112].
2.4.5 Redundant DWT
The lack of shift invariance has been acknowledged as on of the major drawbacks 
of orthonormal wavelet representations, with the result that a small shift in the space 
domain can result in a dramatic change in the wavelet domain [75]. The shift sensitivity 
is caused by the subsampling operators in each subband. Downsampling each subband 
by a factor of 2 means keeping the even numbered indexes and discarding the odd ones. 
If we consider the case where the input signal is shifted by one sample, the output 
signal is also shifted by one sample. Subsampling with the same operator results in 
keeping the odd numbered indexes and discarding the even ones. Thus, a completely 
different set of data points is produced [70]. By relaxing the requirement for critical 
sampling in the subbands, shift invariance can be established. A change in dilation 
in the basis function, jk{t), is then achieved by inserting an appropriate number of 
zeros between filter taps at each scale, see Figure 2.13.
2.5 Mathematical Morphology
Mathematical morphology is a signal analysis tool based on spatial structures. Math­
ematical morphology was developed in the 1970’s [83] by G. Matheron [82] and J. 
Serra [110]. It is called morphology because analysis is aimed on the shape and form 
of objects, and mathematical because the analysis is based on set theory and Boolean 
algebra. An introduction to set theory is given in Appendix C. Morphology has several 
advantages over convolutional filtering techniques, a few of which are:
• The analysis is based on objects
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(c) Scale = 3.
Figure 2.13: Daubechies 9/7 low pass analysis filter taps.
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•  Non-linear operators
•  Can produce idempotent filters
Mathematical morphology operators were originally defined to process binary im­
ages [82] [110] and subsequently extended to greyscale images, see Section D.2. The 
basic operators of mathematical morphology are erosion and dilation, defined by
X Q B  = f i t *  - b \ b e B } ,  (2.15)
x e x
and
X ® B  =  l >  +  &I&C13}, (2.16)
x e x
respectively. The operations work with two functions [74]: the image to be analysed X  
and a structuring element B. An analogy of the structuring element is the kernel of a 
convolution operation. Dilation is the morphological operator that combines two sets 
using vector addition of each set element [57]. When applied to signal and images, 
dilation is an expansion operator of features. Erosion is the morphological dual of 
dilation, and is the operator that combines two sets using vector subtraction of set 
elements. Erosion has the effect of reducing features in signals and images.
A linear low pass filter smooths an image by removing high frequency components. An 
ideal lowpass filter will completely remove high frequencies whilst preserving all low 
frequency information. Therefore, if an ideal filter is applied to an already filtered sig­
nal, the signal will remain unchanged. A filter which possesses this property is known 
as idempotent. Idempotent operators are not possible with any practical realisation of 
a linear filter [13]. The prospect of designing an ideal filter which completely and irre­
versibly removes signal components is attractive. Morphological erosion and dilation 
operators discard signal information and can be combined to create idempotent filters.
Although erosion is an anti-extensive operator when applied to a signal, a subsequent 
dilation with the same structuring element will reverse some of the components re­
moved from the signal. If the same operations are then applied for a second time, the 
resultant signal will be unchanged, hence the filter is idempotent. This sequence of
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operations is known as a morphological opening
X  o B  = {X  © B) © B, (2.17)
which has the effect of eliminating sharp features in a signal smaller than the size of 
the structuring element used. The morphological dual of an opening is a closing
which is achieved by a dilation followed by an erosion. A morphological closing of an 
signal has the effect of fusing gaps smaller than the structuring element and eliminating 
small holes.
The result of iteratively applying morphological erosions and dilations to images elim­
inates image detail smaller than the structuring element, whilst preserving larger scale 
image features [57]. This means that by analysing an image with morphological fil­
ters it is possible to isolate features of interest, without adding new features at the 
corresponding scale.
2.5.1 Granulometries
The concept of granulometries is comparable to the sieving of materials of various 
sizes and can be implemented by morphological open-close operators. At each scale 
only the image structures too large to pass through the sieve remain. This method of 
decomposition, known as a datasieve [13], has the advantage of preserving the position 
and scale of sharp edged image structures and can be represented by a collection of 
image transforms,
A  •  B  =  (X  © B) © B, (2.18)
$  =  <f)\, where A =  { 1 ,2 , . . . ,  A}. (2.19)
Datasieves using the morphological open-close operator
X  © B \  where A > 1, (2.20)
have been constructed in [13] [12] and have the following properties:
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Increasing: X  C Y  4>\(X) C
When sieving a subset, the structures remaining after the sieve are a subset of 
the structures remaining after sieving the superset.
Anti-extensive: S \  C So
The structures remaining after a sieve operation are a subset of the initial struc­
tures.
Absorbtion: — 0 / i0a — 0max(A,/z)
If an image is sieved with B \  and B^, the order in which the sieves are applied 







Figure 2.14: Granulometric sieve.
The structure of the datasieve in Figure 2.14, is a set of increasing scale open-close 
filters producing lowpass, S \, and bandpass, G \, outputs [13]. The datasieve yields an 
invertible image transform that express an image I  as the summation
A—1
/  =  5A +  ^ G i .  (2.21)
i = l
The residual between S \+i and S \  is a granule function, G \, which is composed of 
extrema of scale A. The decomposition of an image into increasing scale granule 




The datasieve has been used for pattern recognition in [11 ], where at each stage the data 
is median filtered with window sizes {3 x 3,5 x 5 , . . . ,  (2A + 1) x (2A + 1)}. Textural 
features derived from the granulometric decomposition of an image can be used for 
image segmentation, this is achieved by single pixel classification [35] [34] [33].
2.5.2 Area Morphology
The basic morphological operators detailed in Appendix D can only describe image 
structures that have a shape-bias due to the SE. This shows a limitation of conventional 
morphological operators, since natural images can contain far more structures that can 
be described by a family of SE’s, B \. In attribute morphology a family of SE’s is 
defined with various properties. An attribute based approach to morphology provides 
a method of implementing many translation invariant operations, to remove connected 
components from an image based on a predefined criterion [20].
An operator that removes all structures from an image with an area smaller than a 
parameter a  is called an area opening. When used with its dual area closing, this pro­
vides a method of removing the structures of an images whose area size is <  a. This 
form of attribute morphology is called area morphology. By defining a family of SE’s 
to contain all shapes formed by a  connected pixels, this describes a morphological op­
erator without shape bias. When the family of SE’s is used in a morphological opening 
this removes maximum extrema that are smaller than a, whilst preserving structures 
whose size is larger than a. Similarly, a morphological closing will remove minimum 
extrema from a signal. Area openings and closings have been applied to grey-scale 
images in [137] [138].
If B a describes the family of SE’s to contain all shapes formed by a  connected pixels, 
a problem with this approach is the fast increase in the number of elements in B a as a  
increases, see Table 2.2.
The rate of increase in B a is sharper if the 8 nearest neighbours are included in the 
connected pixels. Figure 2.15 shows the family of connected components for an area 
size of 2 when considering the 8 nearest neighbours.
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Table 2.2: Connected components within 4 nearest neighbours.
□  m  c l  □  j d  m
Figure 2.15: Connected components within 8 nearest neighbours with an area = 2.
Morphological area openings and closings [136, 107] remove connected components 
less than a given area and can be used to generate a scale space in which area provides 
a scale parameter equivalent to structuring element size in standard morphology. Area 
openings and closings can be defined by operations on a threshold decomposition or, 
alternatively, by
7 a (-0 =  V  (I o B )< <2-22>
BeAx
and
v x ( i ) =  <2-23)
BeAx
respectively where A \  is the set of connected subsets with area greater or equal to 
A [26]. This alternative definition illustrates the fact that area operators select the 
most appropriately shaped structuring at each pixel, the only constraint being its area. 
Therefore, the operations adapt to the underlying image structure and eliminate any 
shape bias and artificial patterns associated with fixed structuring elements.
Generating the set of SE’s for large a, B a, that contains all connected pixels of area
size a  is virtually an impossible task, which means there is no practical method to
compute area morphology in this manner. This problem can be overcome by the use 
of area morphology, which is based on the observation that only local maxima (resp. 
minima) are affected by area openings (resp. closings). With the development of fast 
algorithms [85] it is now practical to implement area morphological operators in the 
field of digital image processing. An example of grey-scale area morphology is shown
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in Figure 2.16, which shows how local extrema of a given area size are removed from 
an image.
Area morphology can be used to describe a set of SE’s to be used in granulometric 
analysis of images, see Section 2.5.1. Based on the HVS, large structures contain more 
information than smaller structures. Therefore, area morphology can be used for the 
multi-scale decomposition of images [26]. The granulometric datasieve in Figure 2.14, 
can be constructed using area morphology to describe the set of SE’s.
An example of a datasieve based on area morphology is shown in Figure 2.17. The 
original image, Figure 2.17(a), is a 64 x 64 pixel region of trees taken from a SAR 
image, and has been processed by area open-close operations with area sizes a  = 16 
and a  =  64. The grain images in Figures 2 .17(d)-(e) contain both positive and negative 
values, therefore the mid grey-level of the images should be considered to be zero. At 
an area size a  =  16 only small scale features are present in the grain image. However 
the grains at area size a  = 64 show the peaks and troughs between individual trees, 
showing how the granulometric decomposition of an image can be used to extract 
textural features.
(a) Original signal. (b) Area open-close.
Figure 2.16: An example of area morphology.
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(a) Original image. (b) Sieve a  =  16. (c) Sieve a  =  64.
(d) Grains a  =  16. (e) Grains a  =  64.
Figure 2.17: An example of granulometric decomposition using area morphology. 
2.5.3 Morphological Segmentation
The previous sections have described how mathematical morphology can be employed 
to analyse features within an image dependent on their size or scale. However, math­
ematical morphology can be utilised to identify varying scale regions within an im­
age [16], providing a multi-scale image analysis tool.
When an image is interpreted as a topographic map, mathematical morphology pro­
vides a method for segmentation [48]. In the topographic representation of an image, 
the numerical value of each pixel represents the elevation of the surface at the given 
point. Using the topographic surface, if a theoretical drop of water was to fall on the 
surface, it would flow down the steepest slope until a local minimum was reached [47]. 
The set of points on the topographic surface whose steepest descent reaches a given 
minimum establish the catchment basin associated with the corresponding minimum, 
Figure 2.18. The watersheds are the regions which separate two adjacent catchment 
basins.
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Figure 2.18: Watersheds of a topographic surface.
The watershed transform [16] is a mathematical morphology tool used for the purpose 
of image segmentation. A suitable algorithm, based on immersion simulations [139], 
can be used for the calculation of watersheds in grey scale images. The algorithm 
is based on an immersion process analogy, where the image is flooded with water, 
simulated using a queue of pixels. The algorithm is split into two stages. Firstly 
the pixels are sorted in the increasing order of grey values, providing a method for 
direct access to pixels at a given water level. Once the pixels have been sorted, the 
catchment basins of the image are immersed, simulating the process of flooding. If the 
flooding has been done to a given level h, every catchment basin whose corresponding 
minimum has an altitude lower than or equal to h will have a unique label. Due to 
the initial sorting stage all pixels of altitude h +  1 and higher can be directly accessed. 
The pixels higher than h + 1 which have a labelled pixel in the local neighbourhood 
are placed in a queue. This queue structure enables the labelled catchment basins to 
extend, leaving only minima at level h  +  1.
If the image objects are considered as regions of homogeneous grey values, the detec­
tion of high grey level variations can be used to locate the object boundaries or edges. 
Gradient operators are used to enhance the edges of an image. The basic morphologi­
cal gradient, also called Beucher gradient [16], is defined as the arithmetic difference 
between the dilation and erosion
Pb ( X )  =  6b ( X )  -  eB ( X) .  (2.24)
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Therefore, when the main criterion for segmentation is the grey value homogeneity 
of the objects in the image, the watershed transform is applied to the gradient im­
age. However, when an image is corrupted by noise, applying a gradient operator can 
enhance the noise component [124]. The watershed transform of the gradient image 
results in apparently homogeneous regions fragmented into small segments [16].
For texture segmentation the regions of interest do not consists of homogeneous grey 
values. Also in the presence of multiplicative speckle noise, Section 1.2.2, gradient 
operators detect more false edges [131 ]. The coefficient of variation (CV) is computed 
as a texture measure
C V  =  W b  =  (2-25> S N R  n
where n  and a  are the mean and standard deviation respectively of a local neigh­
bourhood. A large CV value indicates the presence of an edge, or texture boundary. 
Hence for texture segmentation the watershed algorithm can be applied to the CV 
image [146]. Results of the watershed transform when applied to the morphological 
gradient image and CV image are presented in Figure 2.19.
m m .
(a) Original image. (b) Grad segmentation. (c) CV segmentation.
Figure 2.19: An example of watershed segmentation.
Analysis of Figure 2.19 shows one problem of the watershed transform is over-segmentation, 
which is exaggerated in the presence of noise. This is because the presence of noise 
can increase the number of local minima of a signal, see Figure 2.20. An increase in 
the number of local minima in an image increases the number of catchment basins in 
the immersion process and leads to an over segmentation of the image.







(a) Clean signal. (b) Noisy signal.
Figure 2.20: Local minima on two similar signals.
regions. This is because the boundaries identified from the segmentation have different 
weights. Boundaries which are within a homogeneous region are weaker [16]. In 
order to compare the boundaries a relationship between the neighbourhoods needs to 
be introduced. This can be achieved by the mosaic image [16]. After the segmentation 
of an image I, every catchment basin is labelled with the grey value corresponding 
to the minima of Pb {I)- The result is a simplified image, made up of a mosaic of 
pieces (catchment basins), of constant grey values. In a mosaic image no information 
regarding the contours has been lost. The calculation of the mosaic image has been 
used to process X-ray images prior to the watershed segmentation [16].
Another method to reduce over fragmentation in the segmented image is to evaluate 
the minima on a criterion based on contrast: the dynamics [53]. To define how dynam­
ics can be used to reduce the number of catchment basis in an image, the following 
definitions need to be introduced.
Path on an image: A path P (x , y) on an image is defined as a set of adjacent pixels 
Pi»P2,P3, • • -Vn that links pixel x  to pixel y. P(x,  y) = {p\,P2 ,Pz, • • •Pn} such 
that:
•  pi = pixel x and pn = pixel y.
•  For any i E [1, n], Pi and pi+1 are neighbouring image pixels.
A path is defined as direct if it does not pass through through any pixel twice.
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Dynamics of a path: The dynamics o f a path, P(x ,  y)  that links pixel x  and pixel y  on 
an image / ,  is the difference between the points of highest and lowest of altitude 
on the path.
D y n (P (x , 2/)) =  { s u p f l /fe )  -  I ( x j ) \ ) ,Xi  G P ( x , y ) , X j  G P ( x , y ) }  (2.26)
The dynamics o f a path P(x ,  y)  on a 1 -D signal is illustrated in Figure 2.21.
Grey value
V
Figure 2.21: Dynamics of a path.
Dynamics of a minimum: The dynamics of a minimum M  is equal to the dynamics 
of the path with the lowest dynamics that links the minimum M  to a pixel y  that 
belongs to the catchment basin, C,  whose minimum is lower in altitude than M .
D yn(M ) =  {inf(Dyn(:r, y ) ) , x  G M, y  G C  : a lt(M ) >  a lt(m in(C ))}  (2.27) 
This definition is illustrated in Figure 2.22.
Once the dynamics for all the minima have been calculated for an image, they can be 
used to assign a weighting to each minima. For a noisy signal the dynamics of most 
of the minima is low, indicating these minima correspond to non-significant struc­
tures [53]. The minima of an image can be identified by a marker which is the dy­
namic value associated with each minima. By setting a threshold to the markers, this 
will merge fragmented regions due to noise. An example of the hierarchical segmen­
tation [16] is shown in Figure 2.23. By setting a threshold to the markers minima due 
to noise components are removed, providing a multi-scale segmentation.
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Dyi»(/Y)
Figure 2.22: Dynamics of a minimum.




Investigations into the function of cortical cells imply that image representation in both 
the spatial and spatial frequency domains can model biological vision systems [114]. 
Analysis of the cortical cells tuning characteristics indicate that the receptive field of 
cells are confined to both spatial location and spatial frequency bandwidth.
In this chapter three multi-scale image analysis techniques have been introduced. Firstly 
Gabor functions have been studied, which are both bandlimited and localised in space, 
and provide a suitable representation for the human vision system [98]. A bank of Ga­
bor filters can be utilised to extract image features at different scales and orientations, 
which are suitable for texture analysis.
The second multi-scale image analysis technique studied is the wavelet transform. 
Wavelet analysis is applied to digital images with the discrete wavelt transform, DWT, 
implemented with a two-channel filterbank. Traditionally the DWT is applied recur­
sively to the low frequency approximation of the input image. However, it has been 
proven that textural information resides in mid-frequency regions of an image, giving 
rise the the wavelet packet transform. By implementing a full wavelet packet decom­
position suitable texture features can be extracted from an image and used for texture 
classification.
Finally a non-linear set of operators, namely mathematical morphology, are intro­
duced. Morphological operators extract image information based on shape, thus yield­
ing features that are directly related to objects within an image. By applying increas­
ing scale morphological operators iteratively to an image a data sieve is constructed. 
The outputs of the data sieve are analogous with linear band-pass and low-pass filters, 
providing an alternative to linear filterbanks for texture feature extraction. The final 
sections of this chapter study multi-scale segmentation via the morphological water­
shed transform. The watershed transform can be utilised to identify local regions of an 




THE product model for SAR clutter introduced in Section 1.2.1 introduced the principal that the observed intensity in a radar image comprises of an underly­
ing RCS on which speckle is imposed. Speckle has the effect of reducing the image 
contrast and making fine detail indistinct, making image interpretation a more difficult 
task. Texture in SAR images can be separated into two components [133]:
1. Texture due to scene variations.
2. Texture due to speckle (multiplicative correlated noise).
Therefore, when interpreting a SAR image on the basis of texture, it is important that 
the presence of speckle does not effect the texture measure. This leads us to the prob­
lem of deriving the RCS, given the observed intensity of the image. Speckle sup­
pression techniques fall two into categories. In the first category, speckle is smoothed 
by averaging a number of images of the same scene, with independent speckle pat­
terns. Speckle removal by these methods are accomplished in the pre-image formation 
stage [73]. Techniques in the second category suppress speckle by applying filtering 
techniques in the post-image formation stage. The aim of filtering techniques is to 
smooth homogeneous regions while retaining edge information [89].
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This chapter investigates existing techniques for the removal of speckle from SAR 
images. Section 3.1 describes how speckle can be reduced by using data from the 
same scene recorded at different times. However, this technique has the disadvan­
tage of reducing the spatial resolution of the image. Section 3.2 uses the theoretical 
models of SAR data to recover the underlying RCS from the speckle noise. As the 
emphasis of this research is on a multi-resolutional approach to textural feature extrac­
tion, it is multi-resolutional speckle reduction techniques that will be investigated in 
most depth. The properties of the discrete wavelet transform that make it suitable for 
noise reduction is described in Section 3.3. Existing algorithms that utilise the wavelet 
transform for speckle noise reduction in SAR images are studied in Section 3.3.1 and 
Section 3.3.2. Non-linear mathematical morphology operations for the use of noise 
reduction are studied in Section 3.4. Operations based on the use of a single structur­
ing element are described in Section 3.4.1. These techniques have the effect of adding 
artefacts to the processed image, which can be reduced by the use of soft morphol­
ogy, Section 3.4.2, and area morphology, Section 3.4.3. Multi-scale morphological 
speckle reduction techniques are studied in Section 3.4.4, which leads to the novel 
texture preserving granulometric shrinkage algorithm described in Section 3.4.5. This 
chapter is concluded by a comprehensive evaluation of speckle reduction techniques in 
Section 3.5. The evaluation techniques include quantitative measures including the re­
duction in standard deviation in Section 3.5.1, and preservation of textural information, 
Section 3.5.3.
3.1 Multi Looking
Independent images of the same scene can be acquired by splitting the original system 
bandwidth into several bands in the pre-image formation stage. When the subimages 
(looks) are given the same weight and are uncorrelated they exhibit the properties of 
non-overlapping spectra [4] [99].
The signal-to-noise ratio SNR is defined as the mean intensity over the standard devi­
ation. From (1.4) for single look images this value is unity. However, the averaging 
of L independent looks will preserve the mean value r while reducing the the variance
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by a factor L to become Therefore the SNR will be improved by a factor of y/L
S- ^  = J ^  = VL.  (3.1)
S N R i  ^  K J
If there is overlap between the subbands, correlation exists and the number of looks 
used to generate the image is reduced. The effective number of looks, Le// ,  is the 
number of independent intensity values averaged per pixel [142], and is defined by
mean2
Leff = — .------ . (3.2)variance
Another approach to improving estimates of the RCS is to assume r is constant over 
a neighbourhood surrounding a given pixel. Given a window of L independent pixel 
values, this is the same situation as described above, where independent looks of the 
same point can be averaged. This method of multi-look despeckling fails where the 
assumption of constant RCS within the window breaks down [96]. Only if features of 
interest within the scene occur on a large enough scale can multi look despeckling be 
effective. The speckle suppression achieved by multi-look techniques is at the expense 
of spatial resolution and limits the number of looks used to form the image.
3.2 Filtering Techniques
The aim of filters for speckle reduction is to derive the underlying RCS r given an im­
age of intensity values. Filters seek to replace the central pixel of a local region with 
an estimate of r, obtained from those pixels within the neighbourhood. Image filter­
ing techniques are applied to pre-formed images with the aim of suppressing speckle 
whilst retaining image detail.
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3.2.1 Adaptive Speckle Filters
Speckle reduction techniques involving averaging pixels within a window centred on 
the pixel being processed reduce spatial resolution, having the effect of blurring edges 
and smearing fine detail. Lee proposed the sigma filter [73, 72] which is implemented 
to reduce local noise. This is achieved by selecting a sub-region within the window 
with the greatest uniformity. The sigma filter is a local statistics method and excludes 
pixels in the neighbourhood where the grey level is significantly different from the 
pixel being processed. In image smoothing any pixel outside the range of two standard 
deviations from the pixel being processed most likely comes from a different popu­
lation and therefore should be excluded from the average process. The probability 
of a sample falling within two standard deviations of a Gaussian distribution is 0.955, 
meaning 95.5% of random samples are within the specified range. In a (2n+ l) (2m + l) 
window centred on pixel (i , j )  let
£ _  f 1 if Ii,j ~  ^  Ik,i 5-i h,j +  2<jn
y 0 otherwise,
where crn is the standard deviation of the neighbourhood. An estimate of the RCS at 
pixel (i , j )  can be expressed as
/  i + n  j + m  \  /  i + n  j + m  \  -1
^  =  A * ) ( ) (3,4)
\ k = i —n  l = j —m  /  \ k = i —n  l —j —m  J
An advantage of the sigma filter is that the range of intensity values included in the 
average are not fixed thresholds and vary according to the intensity of the centred 
pixel, having the advantage of edge preservation.
A filter based upon reconstructing a SAR image from the underlying Gamma distribu­
tion is presented in [38]. The filter operates by estimating the best fit Gamma distribu­
tion to each image pixel. The distribution is determined by calculating estimate scale 
and shape parameters, a  and /?, from intensity values within a local neighbourhood 
using a maximum likelihood method. The filter’s output is then the value with the
56
3.2. FILTERING TECHNIQUES
highest probability of the found Gamma distribution
r ml =  P ( a -  !)• (3.5)
A better representation of the underlying pdf can be achieved if the effective number 
of looks is estimated. A maximum likelihood estimate for a  is given by
loga  -  * (a )  =  log ^  lo g /„ j ■ (3.6)
where (a) is the digamma function. A solution for a  can be found using numerical 
techniques such as a Newton-Raphson iteration method. As I  — a/3, once a  has been 




Before the discussion of probability theory it is important to clarify the notation that 
will be used. Table 3.1 shows basic probability definitions.
P(A) Probability of event A.
P(AB) Probability of events A and B.
P(A\B) Probability of event A given event B.
Table 3.1: Basic probability definitions.
Speckle reduction of a SAR image can be achieved in terms of Bayes theory relating 
the observed intensity I,  to the RCS r. The basic foundation of probability theory 
follows the definition of conditional probability.
P{Ir)  = P(I \r)P(r) (3.8)
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In (3.8) the events I  and r are simultaneous and have no temporal order, therefore
P(Ir )  = P( r l )  = P(r\ I )P(I ) .  (3.9)
By equating (3.8) and (3.9) this leads to the common form of Bayes theory
P(r\I)  = P ( / |r )  , (3.10)
where P(I\r)  is the likelihood function, which describes the effect of speckle on the 
image, for multi-look images this is given by (1.7). P(r ) and P(I )  are known as priors 
that encapsulate prior knowledge about the RCS and intensity values. Estimating the 
RCS value r that is derived from the observed value I, is equivalent to maximising the 
likelihood function.
An estimate the RCS value r  can be derived from the observed value I  if the form of the 
PDF P(r)  is known, this is referred to as the maximum a posteriori MAP estimate [68]. 
It has been shown in Section 1.2.3 that the RCS of natural clutter can be represented 
by the Gamma distribution (1.8).
When both likelihood (1.7) and priori (1.8) PDFs are known, the PDF of r given an 
intensity I  is available [93],
PAP(r\I) «  P ( / |r ) P ( r )  =  ^  ( ^ )  exp exp ( - l ) .
(3.11)
where L  is the number of looks and T is the gamma function. Hence, the log likelihood 
is given by
A =  In P(I\r)  -I- In P(r)
= L ln(L) -  ln(rT(L)) +  (L -  1) ln(ZJ) — (L — 1) ln(r) -  ^  (3.12)
+  (a  — 1) ln(r) -  ln(/?ar (a ) )  -
The corresponding MAP solution for r can be found by finding the maximum of the log
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likelihood function. Differentiating (3.12) with respect to r [96] gives the quadratic, 
-pr M A P  +  ( L  +  1 -  a ) r M A P  -  L I  = 0, (3.13)
where a  and f3 are estimated from the local neighbourhood.
3.3 Discrete Wavelet Transform Speckle Reduction
The principal of removing additive Gaussian noise from signals, via the discrete wavelet 
transform, was introduced by Donoho [31]. It was stated that a clean signal is repre­
sented by only a few large wavelet coefficients. Gaussian noise is evenly distributed 
throughout the wavelet coefficients with a relatively small magnitude. This leads to 
the theory of applying a threshold to the wavelet coefficients, thus removing the con­
tribution from the Gaussian noise while preserving image detail [71].
Although the speckle noise for SAR images is a multiplicative negative exponential 
distribution, Arsenault [8 ] shows that for logarithmically transformed intensity im­
age the speckle noise is approximately Gaussian Additive noise. Figure 3.1 shows 
the histogram of a logarithmically transformed simulated SAR image and the best-fit 
Gaussian distribution. A measure of the similarity between two distributions can be ob­
tained via the chi-square test, see Section E. As the comparison is between two binned 
data sets the chi-squared value was calculated with (E.2) resulting in X2  =  0.0683. 
The value of the chi-square probability function (E.3) is close to zero, indicating the 
probability that the distributions are not from the same population is very small.
3.3.1 Wavelet Shrinking
Guo et al. [54] proposed a speckle reduction method based on thresholding the wavelet 
coefficients of a logarithmically transformed image. The method provides signifi­
cant speckle reduction while not altering the resolution of the original SAR imagery. 
The preservation of resolution has the effect of protecting edge information and not
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Figure 3.1: Approximate Gaussian of log intensity values.
smoothing fine image detail. Therefore it can be used as a pre-processing stage to 
improve image interpretation based on texture.
For an image of the form given by (1.3), Figure 3.1 shows that for a logarithmically 
transformed SAR image, the speckle is approximately Gaussian additive noise, i.e.
I  = r +  n  (3.14)
where I  =  In \I\. If I  represents the original input image and W  is the multi-level 
DWT, then a multi-level representation is given by y = W ( I )  (or y = W{I ) ) .  The 
noise level in the multi-resolution representation is not known a priori and therefore 
has to be estimated. A suitable estimate of o  is taken to be the standard deviation of 
the HH subband of the first level of the DWT [130]. Once the original input image has 
been transformed into its multi-resolution representation, a formula can be applied to 
the subband images to accomplish speckle reduction and enhancement of SAR images. 
Let /  be a non-linear function designed to reduce speckle in the wavelet subbands. 
Then an enhanced subband image y is given by
y = f {y)  (3.15)
The speckle reduced image is then obtained from the inverse DWT of the enhanced 
subband image y. The complete wavelet shrinkage process is given in Figure 3.2.
There is a choice of two thresholding functions that can be used, namely hard and
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In | . | DWT Threshold DWT ' exp
I I y V / I
Figure 3.2: Wavelet shrinkage process.
soft thresholding as defined in Table 3.2. The visualisation of the thresholding func­
tions, Figure 3.3, shows that the soft thresholding function is more appropriate at sup­
pressing additive Gaussian noise which is evenly distributed throughout the wavelet 



















(a) Hard thresholding. (b) Soft thresholding.
Figure 3.3: Thresholding functions.
Hard Thresholding Soft Thresholding.
/ « )  =  / y  i f ^ > f
|  0  otherwise
( y - t  i f y > t
f(y) = s ° if \y\ < t
[ y + t if y < t
Table 3.2: Thresholding functions.
The thresholding scheme for SAR images proposed in [54] differs from that proposed 
by Donoho [31 ] by not thresholding the LL subband of the final level of decomposition. 
This guarantees the mean intensity of the processed image is the same as the original 
input image.
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Results from a wavelet shrinkage technique are presented in Figure 3.4. An original 
image taken from Brodatz texture album [22], is corrupted with 3-look Gamma dis­
tributed single point speckle (1.7). Although the speckle reduced image, Figure 3.4(c), 
looks similar to the original image, a full evaluation of the effectiveness at removing 
the speckle noise can only be obtained by quantitative evaluation, which is considered 
in Section 3.5.
(a) Original textured image. (b) Image corrupted with 3 look SAR 
speckle.
(c) Level 1 speckle reduction.
Figure 3.4: Soft threshold wavelet shrinkage speckle reduction results.
The original image is restored by applying a soft thresholding technique to the wavelet 
coefficients at the first level of the wavelet pyramid decomposition. It is only necessary 
to apply the wavelet shrinkage at the first decomposition level, as the speckle was
62
3.3. DISCRETE W AVELET TRAN SFO RM  SPECKLE RED U CTIO N
introduced on a single pixel level. The correlation properties of speckle have an effect 
up to a scale that corresponds to the granular size [115], which for single point speckle 
corresponds to the first decomposition level. Histograms of the wavelet coefficients are 
shown in Figure 3.5. This reinforces the fact that single point speckle is only present 
in the first level wavelet coefficients. A value of 7  =  2 was chosen for the threshold. 
The method of wavelet shrinking to remove the speckle noise component from SAR
WaveW cootficwnt
(a) HL level 1. (b) LH level 1. (c) HH level
(d) HL level 2. (e) LH level 2.
Figure 3.5: Wavelet coefficient histograms.
(f) HH level 2.
imagery has been widely applied [90] [130] [54].
3.3.2 Wavelet Coefficient Range Reduction
Fukuda and Hirosawa [45] proposed a method of speckle reduction in the wavelet do­
main by reducing the range of the pixel power in each wavelet subband. As shown in 
Table 2.1, there are three detail images produced by the wavelet transform each con­
taining different information about the input image. If the power range of the entire 
detail image is reduced this will not only smooth speckle but also edges, introducing
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aliasing. It was proposed that for a high value in each of the detail images the local 
neighbourhood should be examined to determine whether the pixel is an edge or cor­
rupted by speckle. The local neighbourhood in the different subbands are shown in 
Figure 3.6.
LH detail image HL detail image HH detail image
High level pixel Edge area
Figure 3.6: Neighbourhoods for judgement of edge information.
The proposed algorithm to suppress speckle while preserving edge information is as 
follows.
1. Classify each pixel of the detail images as either high or low level using the 
threshold T.
2. Reduce the power of low level pixels to a%.
3. Consider a 3 x 3 window around any high level pixels and define the edge area 
for the given high level pixel, as shown in Figure 3.6. If the edge area in the 
window contains at least one high level pixel, the centre pixel is assumed to 
contain edge information and keep its original value.
4. If no pixels in the edge area are high level pixels, the centre pixel is regarded as 
speckle component, and its power is reduced by 0%.
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3.4 Morphological Speckle Reduction
Linear techniques for noise reduction replace each pixel with a function of the pixel’s 
neighbourhood. As the 1-D features of an image have common frequency components 
to noise, they are not separable in the frequency domain [97]. Therefore, when linear 
filters are applied to an image for the removal of noise, they have the effect of blurring 
edges and image features. Median filters [5] are rank order filters that behave in a 
similar manner to low-pass filters. Median filters can be employed to remove impulse 
noise whilst preserving edges. However, such filters perform poorly in regions of high 
density spatial noise [125].
Mathematical morphology provides operators suitable for the task of noise removal 
in images and has been used in the field of image processing for the enhancement of 
images [42], the removal of noise from binary images [108]. The removal of dirt and 
scratches from archived film has been achieved by utilising mathematical morphology 
operators [58]. As the corruption is only present in the luminance fields of a video 
sequence, only the luminance frame is filtered. This demonstrates that morphology 
based noise removal filters are suitable for the processing of grey-scale images. These 
techniques have been extended to images from coherent systems with the removal of 
speckle noise in ultrasound images [125] [9] and SAR images [109] [65] [87] [106].
3.4.1 Structuring Element-Based Morphology
During a study of textural analysis of sea-ice in SAR imagery [60], a filtering algorithm 
was developed that reduced the effect of speckle whilst preserving edge definition. Ho­
mogeneous regions of multi-year ice fields appear to have uniform intensity on optical 
images. However, the same regions monitored by SAR appear speckled. The pres­
ence of speckle presents major difficulties to pixel-by-pixel classification algorithms. 
An algorithm was developed to reduce the effects of speckle without degrading edges 
between the different types of ice.
The algorithm processes the image in the terms of the underlying image algebra. This 
provides a means of probing an image in terms of other images, or structuring el­
65
3.4. MORPHOLOGICAL SPECKLE REDUCTION
ements. The technique developed is a nonlinear isotropic1 filtering algorithm based 
on a pixel’s neighbourhood. Isotropic filtering consists of alternately calculating the 
maximum value over a disk of radius r, followed by calculating the minimum value 
over a disk of radius r  +  1. This is done for every point in the image and terminates 
when the radius of the disk produces unbiased results. The choice of structuring el­
ements were disk-shaped because they treat all directions equally. It was discovered 
that disks of small radii were effective at removing noise, whilst disks of larger radii 
remove deviations from the local average, giving an approximation to the mean value 
of individual ice types. One of the problems with morphological filters based on SE’s 
is the introduction of geometrical and topological distortion introduced by the choice 
of SE [108]. The open-close operator (D.12) has been used to remove speckle noise in 
SAR images as a pre-processing stage to watershed segmentation [146].
3.4.2 Soft Morphology
Soft morphological operations are non-linear processes related to the class of basic 
morphological operations, see Appendix D. The aim of soft morphology is to re­
lax the definitions of standard morphological operations to improve robustness, whilst 
maintaining the desirable properties of basic morphological operations. The concept 
of soft morphology is the SE is split into 2 parts:
1. A hard centre which behaves as a standard SE.
2. A soft boundary where the minimum and maximum operations of standard mor­
phology are replaced by alternative order statistics.
The result of soft morphology is the operations behave less harshly in noisy image 
regions, and are more tolerant to finer details of image features. Soft morphology 
has been used for the removal of dirt and scratches from archived film [58] and the 
suppression of speckle noise in SAR imagery [87].
1 having physical properties that do not vary with direction.
66
3.4. MORPHOLOGICAL SPECKLE REDUCTION
Morphological operators based on a structuring element and boundary can be used for 
the removal of speckle from SAR images [65]. The new operators are boundary ero­
sion region dilation (B E R D ) (3.16) and boundary dilation region erosion (B D R E ) (3.17).
B E R D  = 7b (D , B) = ( I e B ) ® D  (3.16)
B D R E  = Im (D, B) = (I  (B B) Q D (3.17)
An example of (D , B)  used in [65] is shown in Figure 3.7. The examples in Figure 3.7 





Figure 3.7: An example of (D,B) structuring elements.
The morphological operators used to construct the filter in [65] are based on the BERD 
and BDRE operators. The two new operators are the bounded closing (3.18) and 
bounded opening(3.19) of I  with (D , B).
Id {D ,  B) = m ax{/,/B (D , B)}  (3.18)
I®(D, B) = min{/, Jffl(D, B)}  (3.19)
The bounded opening and closing operations act as filters to remove small noisy re­
gions from an image. To remove speckle a sequence of several operations, called
alternating sequential filters or ASF [106], are applied to the image. The k th order
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ASF for an image I  with SE B  is given by:
ASF{7 •  B  o B } k = I  •  B  o B  • B 2 o B 2 . . .  •  B k o B k. (3.20)
The SE B k is obtained by:
B k = B @ B @ B @ B ® B . . . k  times. (3.21)
The ASF used for the removal of speckle in [65] is:
A SF{/0(£), B)m{D, B )}k = /□(£>, B ) a ( D , B)m (D 2, B 2)®(D2, B 2) . . . k  times,
(3.22)
where B m is the boundary of SE Dm. The basic element D  used in (3.22) is a square 
of 3 unit lengths [65].
The concept of image analysis with two structuring elements is also utilised in the 
morphological hit-or-miss transform [51] [126]. By defining a pair of disjoint sets, 
B = {J3i, B 2}, or composite SE, the hit-or-miss transform for an image I  is given by,
where I c is the complement of I. As I c is an infinite set then the local background of 
I  must be bounded by a window W ,  defined as the set difference (W  — I c), resulting 
in the transform,
3.4.3 Area Morphology
The morphological operators NOP and NCP [26] based on the area of connected com­
ponents can be used for noise reduction. Area morphology has the advantage over 
standard morphological operators as it will preserve structures of any given shape, and 
will not create any artificial artefacts due to the choice of a single SE [26].
Area morphology has been used in the study of a microscopy images of a metal al­
im B  = ( i e B 1) n { i c e B 2), (3.23)
im B  =  ( /  © B{) n  ((w  -  r )  © b 2). (3.24)
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loys [137]. The microscopy images contained intra-grain texture that had been cor­
rupted by noise. When the image was processed using standard morphological oper­
ators and a square SE of 9 pixels, most of the inter-grain lines were disrupted whilst 
still preserving some of the noise components. Area morphological operations, Sec­
tion 2.5.2, were used to process the images and resulted in noise removal whilst pre­
serving inter-grain separations.
3.4.4 Multi-Scale M orphological Speckle Reduction
The noise removal properties of morphological openings and closings are limited by 
their tendency to remove thin features along with image noise [97]. The morphological 
image cleaning algorithm (MIC) [97] is a noise removal algorithm that preserves thin 
features. The MIC algorithm operates by processing residual images -  the difference 
between the original image and morphologically smoothed images. Residuals at a 
number of different scales are calculated via a morphological size distribution. Regions 
in the residual images which are judged to be noise are removed. A de-noised image 
is generated by reconstructing the residual images with the morphologically smoothed 
version. The MIC algorithm morphologically smooths an image with a pixel-wise 
average of the open-close and close-open of 7,
OCCO(I; B) = i(J o B)  •  B  +  h i  •  B) o B,  (3.25)
where I  is the image to be processed and B  is an SE.
The choice of SE B  in [97] are disk-shaped with increasing radii. The image is filtered 
with a range of SE sizes, so the various residuals can be processed separately. The 
image is filtered with successively OCCO  filters until one of the smoothed images, 
at diameter d, appears to contain no noise component. The previous images (with 
smaller SE diameters) therefore contain noise components and should be processed. 
Smoothing the image with several OCCO  filters at different diameters results in a 
morphological pattern spectrum [80], If S a is the result of smoothing an image I  with 
an OCCO  filter of diameter da. Let So = I  since Bd0 = 1, i.e.
OCCO{I ; Bd0) = I ,  (3.26)
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then each Da is a residual image that constitutes a size band,
Da = S a - 1  -  Sa. (3.27)
The residual images contain both noise and image features. In cases where the standard 
deviation of the noise is smaller than the amplitudes of the image features, at a given 
size a, the noise in D a can be removed by thresholding.
A method of removing speckle noise from ultrasound images whilst preserving image 
features is presented in [125]. The input image is decomposed by generating residual 
images, using a series of morphological closing operations employing different SE 
sizes. Each residual image contains both speckle noise and feature components. In the 
residual images the amplitudes associated to the speckle noise are lower than the image 
features [125]. This property is analogous with the wavelet transform decomposition 
of images [31] and means that it is possible to separate the noise components from 
image features using a histogram of each residual image. Once a suitable threshold 
value has been selected, the noise can be removed whilst preserving the image features.
3.4.5 G ranulom etric Shrinkage
The granulometric shrinkage speckle reduction technique [40], is developed as part 
of this thesis. If an image is decomposed using a datasieve, Section 2.5.1, the grain 
(or residual) images will contain both image features and noise components. An area 
morphological scale-space described by (2 .2 1 ) can be thought of as being analogous 
with a multiscale wavelet transforms. Here, the sieved image S \  is the lowpass image 
and the granule images G{ at scales i = 1 , 2 , . . . ,  A — 1  are the bandpass detail im­
ages. The grain images are signed images as each Gi is the difference between two 
area morphology filters. The zero regions of G{ identify regions where Si - 1  and Si 
coincide. Positive regions mark where S*_i is brighter than Si and in negative regions 
the greyscales of Si - 1  are lower than those in Si.
It is known that the logarithmic transform of SAR data results in the speckle noise com­
ponent approximating additive Gaussian noise, see Section 3.3. Therefore it can be as­
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sumed that the positive and negative values in the grain images can be processed in the 
same manner as the wavelet shrinkage algorithm, see Section 3.3.1, to achieve noise 
removal. Noise reduction via granulometric shrinkage can be achieved by replacing 
the forward and inverse wavelet transform in Figure 3.2 by an area morphology gran­
ulometric sieve, and employing an appropriate thresholding function. The underlying 
assumption behind this approach is that the positive and negative values in the grain 
images can be processed in the same manner as wavelet coefficients to achieve noise 
removal. However, as the datasieve has edge preserving properties, this approach has 
the potential of reducing speckle noise with less texture modification than the wavelet 
approach.
To remove noise, the soft thresholding function shown in Table 3.2 can be used, pro­
viding that a suitable estimate of the noise level can be found. The grain image G i 
contains single pixel features which, being too small to be image structures, can be as­
sumed to be noise components. Therefore, the standard deviation of G\, when scaled 
by a constant, provides a suitable threshold value.
3.5 Evaluation of Speckle Reduction
A description of a good speckle noise filter is one which filters homogeneous regions, 
whilst respecting edges and textural information [36]. A visual assessment of the 
speckle reduced images can help in the evaluation of the filtering algorithm. How­
ever, visual quality assessment is a psycho-physical process and therefore a subjective 
measure. A quantitative measure can be obtained by measuring the mean value, x, the 
standard deviation ax, and the signal-to-noise ratio (SNR) x / a x. The standard devi­
ation is used to assess the effectiveness of smoothing noise in [72], and is calculated 
over a homogeneous area. A standard measure of speckle suppression is the standard 
deviation of the noise remaining after filtering [64]. This parameter is known as the 
Coefficient of Variation, CV,  and can be estimated over a homogeneous or structure 
free region, x, in an image by,
C V  =  L U  =  (3.28)
S N R  x
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Another traditional measure of noise smoothing is the Root Mean Squared Error, 
R M S E .  This can be calculated when processing synthetically corrupted data, and 
the original image is known.
R M S E  =
\
X  Y
J y  E  vUs -  I(x, y)wY (3.29)
x = l  y = l
An evaluation of speckle filters from the viewpoint of texture preservation is presented 
in [30] [29]. The assessment of speckle filters is carried out using the first and second- 
order histograms (GLCM in Section 1.3). The criteria used for a quantitative measure 
of speckle suppression in [29] are:
1. Preservation of the mean;
2. Reduction of the standard deviation due to noise;
3. Preservation of edges;
4. Preservation of intrinsic texture;
As stated earlier, a good speckle filter is one which reduces the speckle of an image 
while preserving edges. This is a difficult task because the former requires the sup­
pression of high frequency components, while the latter requires the preservation of 
high frequency components. This can be described by a 1-dimensional example. Fluc­
tuations of a signal can be due to either noise oscillations or edges, and an appropriate 
filter should react differently to each fluctuation. Figure 3.8 shows the ideal filter out­
puts for these two types of fluctuations, and implies in uniform regions the average 
should be calculated regardless of local oscillations, while the average should only be 
calculated in the peak or trough region if an edge is encountered. In general, local os­
cillations are higher in frequency and smaller in amplitudes when compared to signal 
edges.
A representative SAR image used for the evaluation of the speckle suppression al­
gorithms is shown in Figure 3.9. Such images were selected as they possessed both
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(a) Noise oscillation. (b) Signal edge.
Figure 3.8: Reactions of an appropriate filter to signal fluctuations. The signal fluctu­
ations are shown on the left, whilst the ideal filter output is shown on the right.
uniform and edge areas. These ares are shown in Figure 3.9 and consist of 64 x 64 
pixel blocks.
Figure 3.9: SAR image for speckle reduction.
The four algorithms:
1. Non-redundant wavelet shrinkage;
2. Redundant wavelet shrinkage;
3. Area open-close;
4. Granulometric shrinkage;
previously described, have been selected for the evaluation of speckle reduction. The 
wavelet transform was implemented with wavelet shrinking, Section 3.3.1, in both the 
redundant and non-redundant wavelet domains. Speckle reduction via mathematical 
morphology is achieved with area opening and closing, and granulometric shrinking.
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The speckle reduced images produced by all four filtering algorithms are presented in 
Figure 3.10 and are evaluated using the 4 criteria of [29] in the following subsections.
(a) DWT shrinkage. (b) Redundant DWT shrinkage.
(c) Area open-close. (d) Granulometric shrinkage.
Figure 3.10: SAR speckle reduction.
3.5.1 Standard Deviation Reduction
A reduction of speckle noise is at the cost of losing local detail, e.g. a larger moving 
average window will lead to a higher reduction in standard deviation,in comparison 
to a smaller window, but will also blur more local detail. This implies a simple com­
parison of the reduction of standard deviation is an incomplete measure of speckle
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reduction. The comparison needs to be connected with the preservation of edge infor­
mation. An alternative method to assess the performance of speckle filters is to observe 
the preservation of edges and local detail when the reduction of standard deviation in 
homogeneous regions is similar for all the filters. For the results in Figure 3.10 quan­
titative measures for the two areas of interest are presented in Table 3.3, which shows 
an approximately constant reduction in standard deviation for the homogeneous area 
by all 4 techniques.
Image Homogeneous Area Edge Area
z <?z cvz z °z cvz
Original 118.8 16.787 0.1413 98.00 40.75 0.416
DWT shrinkage 117.9 7.679 0.0651 96.16 34.21 0.356
Redundant DWT shrinkage 117.9 7.678 0.0652 96.16 34.21 0.356
Area open-close 118.7 9.614 0.0810 97.08 34.38 0.354
Granulometric shrinkage 118.4 10.18 0.0859 96.49 35.12 0.364
Table 3.3: SAR speckle reduction evaluation.
3.5.2 Edge Sharpening
For homogeneous regions a reduction in standard deviation is a good measure for the 
efficiency of a speckle reduction filter. However for areas containing edge informa­
tion an increase or decrease in standard deviation does not imply good or bad speckle 
reduction. This is because standard deviation is a first-order statistic and does not 
account for the spatial positioning of pixels, which is relevant information for image 
edges. Table 3.3 shows a similar value of standard deviation for all four filters at edges, 
however a visual inspection of Figure 3.11 shows a difference in the sharpness of the 
edges between the wavelet and morphology based algorithms. Analysis of Figure 3.11 
indicates the speckle reduction techniques using mathematical morphology operators 
perform better at preserving edges. This is because morphological operators have the 
property of preserving shape characteristics [57], whilst the wavelet transform is im­
plemented using linear convolutional filters.
Another way to evaluate the efficiency of speckle reduction filters is to analyse the 
data in the frequency domain. Each 64 x 64 pixel region of interest was treated as
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(a) DWT shrinkage. (b) Redundant DWT shrinkage.
(c) Area open-close. (d) Granulometric shrinkage.
Figure 3.11: SAR edge area speckle reduction.
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1-dimensional data consisting of 4094 samples, taken as consecutive rows of pixels in 
the block. The DFT is computed for each region and the difference between frequency 
components of the original data and filtered data is calculated. Figures 3.12 and 3.13 
show the frequency analysis for the homogeneous and edge regions respectively. This 
difference of frequency component can then be analysed as follows:
Homogeneous region According to the principal of MMSE, in homogeneous regions 
filters should act as a mean filter. A positive difference in frequency component 
indicate a reduction in the given frequency component. If the majority of the 
frequency components are reduced this leads to the data being smoothed in the 
spatial domain.
Edge region A significant amount of positive differences indicates edges will be smoothed. 
A small difference in frequency components means the original data has been 
maintained. Maintaining the original data has the advantage of preserving the 
edge, but has the disadvantage that little or no speckle noise is removed. Any 
negative differences indicate frequency components have been added resulting 
in edges being sharpened.
For the homogeneous region Figure 3.12 shows the majority of the differences to be 
positive and hence a smoothing of the image in the spatial domain for the homogeneous 
region. This has the result of reducing the speckle noise. Analysis of Figure 3.13 shows 
that in the edge region, again the majority of the frequency component differences 
to be positive meaning speckle has been removed, however the presence of negative 
differences implies frequency components have been added to sharpen the edges.
3.5.3 Texture Preservation
Spatial variation in a SAR image can be due to two components, fluctuations due to 
scene texture, and fluctuation due to speckle noise. Assuming the product model, 
Section 1.2.1, the intensity of a SAR image at a given pixel is given by
I[x,  y) = 7(z, y)T(x, y)S{x, y), (3.30)
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(a) DWT shrinkage. (b) Redundant DWT shrinkage.
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(c) Area open-close. (d) Granulometric shrinkage.
Figure 3.12: Frequency component differences between original and filtered homoge­
neous area.
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(c) Area open-close. (d) Granulometric shrinkage.
Figure 3.13: Frequency component differences between original and filtered edge area.
78
3.5. EVALUATION OF SPECKLE REDUCTION
where I (x, y)  is the mean value at pixel (x,y), T(x, y)  is the scene texture function 
and S(x, y)  is the speckle function and is independent of T(x, y) .  For textureless 
regions, where T ( x , y) is constant, any spatial variation is due to speckle noise corrup­
tion. Although it is difficult to separate speckle texture from scene texture, it can be 
suppressed by speckle filters. An efficient speckle filter with respect to texture preser­
vation should reduce speckle texture while not distorting scene texture. To evaluate 
the distortion of scene texture by speckle suppression two versions of an image are 
required. One version needs to be corrupted by a high speckle level (HSL) while the 
other is corrupted by low speckle level (LSL) [29]. After the HSL image is filtered, 
the distortion of the scene texture can be measured by comparing the filtered image 
with the LSL image. Here, a simulated image is used, with two distinct classes: circles 
(grey level = 50) and background (grey level = 100). The synthetic SAR images, Fig­
ures 3.14(a) and 3.14(b), are generated by corrupting the original image with 10 and 
50 look Gamma noise (1.8 ) to produce the LSL and HSL images respectively.
The HSL image was filtered using the four speckle reduction algorithms described 
in Section 3.5 and results are given in Figure 3.14. The speckle reduction levels are 
recorded in Table 3.4, and show the speckle level in the filtered images are an improve­
ment in comparison to the speckle level present in the LSL image. However, visual 
inspection of Figure 3.14 shows grain artefacts in the filtered images indicating the 
images have been distorted in the filtering process.
Image Background Circles
z CVZ z Oz cvM
Original (HSL) 99.64 31.5 0.317 49.42 15.8 0.320
Original (LSL) 99.55 14.2 0.143 49.55 7.04 0.142
DWT shrinkage 93.95 7.25 0.0771 48.06 4.70 0.0979
Redundant DWT shrinkage 93.96 7.26 0.0772 48.05 4.71 0.0979
Area open-close 94.88 8.63 0.0909 49.18 5.76 0.117
Granulometric shrinkage 94.64 10.9 0.115 49.00 6.75 0.138
Table 3.4: Synthetic speckle reduction evaluation.
An advantage of processing images corrupted by synthetic speckle is the original data 
is known. Therefore as well as the speckle reduction measures in Table 3.4, the 
R M S E  (3.29) can be calculated. Table 3.5 shows the R M S E  between both the cor-
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(a) Original with HSL. (b) Original with LSL.
(c) DWT shrinkage. (d) Redundant DWT shrinkage.
(e) Area open-close. (f) Granulometric shrinkage.
Figure 3.14: Test images corrupted with synthetic speckle, shown with speckle reduc­
tion results for HSL
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rupted and filter images, and the original image. Analysis of Table 3.5 shows the grain 
shrinkage filter performing slightly worse than the other filters.
Image R M  S 'E 'background R M  S  EC[TC\es
Original (HSL) 31.551 15.846
Original (LSL) 14.230 7.056
DWT shrinkage 9.438 5.087
Redundant DWT shrinkage 9.443 5.090
Area open-close 10.031 5.813
Granulometric shrinkage 12.124 6.820
Table 3.5: Synthetic speckle reduction RMSE.
Texture preservation analysis can be achieved by viewing the histograms (Figure 3.15) 
and GLCM (Figure 3.16) of the filtered images. In Figure 3.15(a) the two classes 
for the HSL image are indistinguishable, and for the LSL case the classes are sepa­
rable. The histograms from the wavelet based filters indicate the mean value of the 
two classes has been preserved. This is expected as the soft thresholding function, 
Figure 3.3(b), has been used to process the wavelet coefficients. This function mod­
ifies both positive and negative coefficients and thus preserves the mean value. In 
comparison the morphological based filters produce a shift in the mean value of the 
two classes in the low value direction. This is because the images are corrupted with 
Gamma noise which has an asymmetrical distribution, see Figure 1.6. The density of 
pixel values less than the mean is greater than the density of pixels greater than the 
mean. During the morphological processing the majority of the pixels modified by the 
area operators will be located at the higher end of the distribution. Consequently a bias 
toward the low value pixels is introduced.
The degradation of scene texture is not shown in the first-order histograms, Figure 3.15. 
An effective method of extracting textural features from an image is with the second- 
order histogram, or GLCM [56] [14]. The GLCM are calculated for the noisy and 
filtered images, with an orientation of 0° and distance of 1 pixel, and are plotted in Fig­
ure 3.16. From GLCM theory, Section 1.3, it is understood the the original speckle-free 
image containing the two grey values G{ and Gj, should plot on the four coordinates 
(Gj ,  G{), (G{, Gj),  (Gj , Gi) and (Gj, Gj).  The convergence to these four points can 
be seen when comparing the plots of the HSL image and LSL image. For the speckle 
reduction techniques based on the linear wavelet transform, the GLCM show a bias to-
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150 200
(a) Original. (b) DWT shrinkage. (c) Redundant DWT 
shrinkage.
f 50
(d) Area open-close. (e) Granulometric 
shrinkage.
Figure 3.15: Synthetic speckle reduction histograms.
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wards the diagonal of the matrices, indicating correlation between adjacent pixel pairs. 
For the morphological area open-close filter the corresponding GLCM, Figure 3.16(e), 
shows strong convergence the the four points, indicating improved performance in the 
edge regions of the image.
150 200 250
(a) Original with HSL. (b) Original with LSL. (c) DWT shrinkage.
0 50 100 ISO 200 250
Ir
(d) Redundant DWT 
shrinkage.
(e) Area open-close. (0  Granulometric 
shrinkage.
Figure 3.16: Synthetic speckle reduction GLCM, with separation d =  1 pixel and 
orientation 0 = 0°.
To assess each speckle reduction techniques ability to preserve edges the data within 
close proximity to the edge regions of the image was examined. Since the exact po­
sitions of the edges can be calculated from the original image, a pixel is defined as 
being within an edge area if its distance to an edge is less than two pixels. Histograms 
from the data in the edge areas are plotted in Figure 3.17. Table 3.4 shows the speckle 
reduction for all the filters in homogeneous regions are comparable. The histograms 
in Figure 3.17 indicate the efficiency of the filters in edge areas. In Figure 3.15(a), 
the histogram for the image corrupted with HSL, the two classes are indistinct. All 
the filters show a separation to the classes in the edge areas, with the wavelet based 
algorithms providing less separation than the LSL image. For the morphology based
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filters the peak for the circle class is sharper, indicating that edges have been enhanced.
0 0?
oc 50 100 150
(a) Original with HSL. (b) Original with LSL. (c) DWT shrinkage.
f 0  05









(d) Redundant DWT 
shrinkage.
(e) Area open-close. (f) Granulometric 
shrinkage.
Figure 3.17: Synthetic speckle reduction edge histograms.
The test imagery in Figure 3.14, used to provide a measure of texture preservation, does 
not posses features reminiscent of SAR imagery. For a true evaluation of SAR speckle 
reduction and texture preservation a remotely-sensed speckle-free image is required. 
After the application of speckle reduction techniques to a synthetically corrupted ver­
sion of the speckle-free image, a more accurate comparison of the texture preserving 
properties of the different techniques can be obtained. Figure 3.18(a) presents a SPOT 
image taken over Los Angeles, chosen as it contains homogeneous, edge and textured 
areas. A 64 x 64 pixel block of each of these regions is marked in black on the image. 
To synthesise a speckle corrupted image, the image in Figure 3.18(a) was corrupted by 
a 7-look correlated speckle noise model. This was achieved by using a gamma noise 
model to a generate single point noise image and then introducing spatial correlation 
by convolving with a linear filter [18]. The linear filter used was a 2-D Gaussian with 
o  =  2 /3 , resulting in correlation over an area of approximately 16 pixels. Following
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the product model (1.3), the noise was then multiplied by the original image to produce 
the simulated image shown in figure 3.18(b).
The speckled image was processed using the wavelet and granulometric shrinkage 
techniques. As the presence of speckle only affects wavelet coefficients up to a scale 
corresponding to speckle grain size, thresholding wavelet coefficients above this level 
does not remove speckle but instead suppress image features [115]. Therefore the 
shrinkage technique was only applied to 2 levels of the wavelet decomposition, as 
this corresponds to the correlation size of the synthetic speckle in the test image. The 
threshold used was t = =  0.11422, where the constant 7  =  2, and the resulting
speckle reduced image is shown in figure 3.19(a).
Similarly, granulometric shrinkage was applied to the residual images G i, G2 , . • ., G 1 6 , 
using the threshold value t =  7 aG1 = 0.0603, see Figure 3.19(b). For comparison, an 
area open-close algorithm was applied up to an area equal to the speckle grain size, 
effectively removing all structures up to the size A =  16. An area open-close up to 
an area size, A, equates to the granulometric shrinkage process on the set of images 
G  =  {Gi, G 2 , . • •, G*} with the threshold t being set to the maximum value of G.
The mean, standard deviation and CV for the homogeneous, edge and textured regions 
are presented in Table 3.6. All of the speckle reduction techniques preserve the mean 
of the homogeneous region, although it is noted that the morphological methods reduce 
the mean by a small percentage. However, they also show a greater reduction in the 
standard deviation than wavelet shrinkage, indicating an improved speckle suppression 
capability. A similar pattern is shown for the edge and textured regions. However, 
here a reduction in standard deviation does not necessarily imply improved speckle 
reduction as, even if the CV of the speckle-reduced images is identical to that of the 
original, significant edge and texture modification could have occurred.
To better assess the difference between the original and speckle suppressed noisy im­
ages for edge and textured regions the R M S E  (3.29) is used, see Table 3.7. For com­
pletion, results for the whole image and homogeneous region are also shown. It can 
be seen that for all cases the morphological-based speckle reduction algorithms out 
perform the wavelet shrinkage method. For the whole image and the homogeneous 
region the area open-close has the lowest R M S E ,  although the granulometric shrink-
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age results are only slightly higher. For the edge and textured regions the situation is 
reversed, with granulometric shrinkage producing the lowest R M S E ,  indicating that 
this technique has the best speckle reduction with feature preservation.
Image Homogeneous Region Edge Region Textured Region
z °z c v z z Oz c v z z °z c v z
Original Image 62.9 0.93 0.02 89.4 22.49 0.25 119.4 21.97 0.18
Noisy Image 63.2 9.48 0.15 89.0 27.24 0.31 119.6 28.89 0.24
DWT shrinkage 62.9 7.02 0.11 88.3 24.29 0.28 118.7 24.67 0.21
Area open-close 62.0 5.60 0.09 86.4 21.05 0.24 116.3 18.97 0.16
Grain shrinkage 62.1 5.98 0.10 86.7 21.93 0.25 116.7 20.63 0.18
Table 3.6: 7-look SAR speckle reduction evaluation.
Image RMSEimage R M  S  Ehom ogeneous R M S E edge R M  S  E^ gxtupgd
Noisy Image 16.57 9.42 14.11 18.59
DWT shrinkage 13.55 6.98 11.84 15.59
Area open-close 12.51 5.64 11.62 15.25
Grain shrinkage 12.62 6.00 11.34 15.02
Table 3.7: 7-look Synthetic speckle reduction RMSE.
An important feature of a speckle reduction algorithm is the technique’s robustness to 
different speckle patterns. This feature shows that a speckle reduction algorithm is not 
data dependent and will successfully suppress speckle in a variety of input images. To 
test this the speckle free SPOT image, Figure 3.18(a), was corrupted with 5 different 
speckle patterns, all with the same speckle statistics. Each speckle corrupted image 
was processed by the following speckle reduction algorithms:
1. Non-redundant wavelet shrinkage;
2. Area open-close;
3. Granulometric shrinkage;
with the RMSE error calculated, for each speckle reduced image, with respect to the 
speckle free image. Table 3.8 shows the mean RMSE value, RMSE, calculated for 
each of the speckle reduction techniques. To show how robust a speckle suppression 
technique is to different noise patterns, Table 3.8 also presents the standard deviation 
of the calculated RMSE error values for each technique, o r m s e - The value of c t r m se
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(a) SPOT image taken over Los Angeles. (b) SPOT image corrupted with 7-look
Gamma correlated noise.
Figure 3.18: Images used for the evaluation of speckle reduction.
(a) DWT shrinkage. (b) Granulometric shrinkage.
Figure 3.19: Results of speckle reduction techniques.
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represents how the RMSE varies with different speckle patterns. It is a low value of 
0 r m s e  that implies how robust a speckle suppression technique to different speckle 
patterns.
Technique RMSE ^RM SE
DWT shrinkage 13.546 0.1026
Area open-close 12.407 0.0745
Granulometric shrinkage 12.501 0.0772
Table 3.8: Comparison of speckle reduction technique’s robustness to different speckle 
patterns.
3.6 Discussion
This chapter has introduced the concept of retrieving the underlying RCS in a SAR 
image in the presence of speckle noise. The research has concentrated on techniques 
using multi-scale image analysis discussed in Chapter 2. Previous research has used 
speckle reduction techniques as a pre-processing stage to texture analysis [60]. Re­
searching techniques based on multi-scale image analysis shows how speckle reduc­
tion can be incorporated in a feature extraction framework based on texture. The noise 
removal properties of morphological openings and closings are limited by their ten­
dency to remove thin features along with image noise [97]. To overcome this disad­
vantage the novel algorithm granulometric shrinkage has been developed. Granulo­
metric shrinkage has been shown to remove speckle noise whilst preserving textural 
information.
An evaluation of results in Tables 3.3, 3.4 and 3.6 demonstrated that all the imple­
mented techniques exhibited good mean preservation, and provide a significant reduc­
tion in standard deviation for the homogeneous regions. Inspection of Figure 3.11, 
detailing on a SAR image edge region, show that the linear filterbank of the wavelet- 
based techniques introduce the blurring of edge features while the morphological 
methods, due to their property of strong causality, are able to preserve the signifi­
cant edges in the region. This fact is reiterated by evaluation of the histograms in 
Figure 3.17, which show the morphological based techniques providing better sepa­
88
3.6. DISCUSSION
ration between the two images classes of Figure 3.14 in edge regions. Assessment of 
the preservation of texture is achieved by evaluating the R M S E  between a known ref­
erence image and speckle-reduced corrupted images. Table 3.5 shows speckle reduc­
tion techniques using wavelet analysis out performing morphologically based methods. 
However, the simple test image in Figure 3.14 does not exhibit features reminiscent of 
SAR imagery. A more accurate measurement of a speckle reduction technique’s ability 
to preserve texture in SAR imagery can be seen in Table 3.7, which shows granulo­
metric shrinkage performing best in the edge and textured regions.
The results presented in Table 3.8 show that for the speckle reduction algorithms 
tested the morphology based speckle reduction techniques are more robust to different 
speckle noise patterns in comparison to wavelet shrinkage. A robust speckle reduction 
technique is not data dependent, and is therefore attractive when speckle reduction is 
to be used as a pre-processing stage to, or integrated into, a texture analysis algorithm.
Xiao etal. [143] highlight the importance of a flexible filter where the ability to achieve 
a range of balances between the speckle reduction and detail preservation properties is 
desirable for different applications. Analysis of Table 3.7 shows that improved speckle 
reduction in the homogeneous region could be achieved for granulometric shrinkage 
by setting a higher value of the threshold t. This is because as t increases the gran­
ulometric shrinkage process approaches the area open-close algorithm. Therefore by 
using local image features to define an adaptive threshold, an optimum speckle re­
duction algorithm for an entire image can be achieved. Although area morphology 
is better at reducing speckle, granulometric shrinkage is an attractive algorithm as it 
keeps the smaller scale texture features. This makes granulometric shrinkage a suit­





IN this chapter the use of Gabor theory for texture analysis is investigated. The construction of a Gabor filterbank has been addressed in Section 2.3, this chapter 
extends the theory of Gabor filters to the applicaltion of textural feature extraction in 
digital images. The classification of stationary textured images is addressed in Sec­
tion 4.1. This provides a description on how information is presented once an image 
has been processed by a Gabor filterbank. Section 4.1.1 describes how features can be 
extracted from the various filtered images to be utilised as texture descriptors. A num­
ber of algorithms have been developed for the segmentation of textured images based 
on Gabor features and these are described in Section 4.2. Results of implemented seg­
mentation schemes are presented in Section 4.3. This section includes results for the 
segmentation of a composite textured image made up of Brodatz textures [22]. The 
schemes are then extended to the texture segmentation of SAR imagery.
4.1 Gabor Texture Classification
Fully-textured images can be decomposed into a finite set of Gabor elementary func­
tions [98]. Discrimination of fully textured images can be achieved using local features 
obtained via a Gabor filterbank. According to Gabor image analysis, an image I (x ,y )
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can be represented as the linear combination of Gabor functions by
I {x ,y )  = £  Q"mxnxmyny fmxnxTnyny (* ^ 5 V)i (4-1)
TTt% Tlj TThy Thy
where fmxnxmynv is a Gabor function of the order (mxnxm yny) and
fmxnxmyny{x, y) = g{x -  m x D x , y -  r r i y D y )  • exp j ( n xWxx  +  nyWyy), (4.2)
where g(x , y) is a normalised two-dimensional window. The function fmxnxmyny is 
located at the point (x = m x D x , y = m y D y ) and has spatial frequency components 
(ux — n x W x , u y  = r i y W y ) .  The constants D x , D y and W x , W y are the sampling inter­
vals along the spatial and spatial-frequency axes respectively. In [98], equal sampling 
intervals are defined along the x  and y axes in both the spatial and spatial-frequency 
domains, i . e .  D x  =  D y =  D  and W x =  W y = W .  The coefficient a m xn x my n y is of 
the order ( m x n x m y n y ) , and represents the relative weight of the corresponding Gabor 
function in the image I(x,  y). In theory an infinite number of Gabor coefficients are 
required to represent an image. However, Porat [98] demonstrates how a relatively 
small number of coefficients produces a good reconstruction.
4.1.1 Gabor Textural Feature Extraction
With the assumption that the fundamental primitives of natural textures are localised 
frequency components in the form of Gabor functions, textures can be analysed by the 
correlation of such primitives with natural textures. Along with positional information 
defined along the Gabor lattice, features describing image texture can be calculated re­
lating to the Gabor parameters. The feature extraction is based on three basic features:
1. spatial-frequency along the preferred orientation
2. orientation of spatial-frequency
3. image intensity
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For each of the three basic features, the first and second moments can be calculated 
resulting a 6-dimension feature space.
Prior to feature extraction, an image is represented by the set of Gabor coefficients 
{amxnxmyny}, where a coefficient with indexes m x and m y represents the spectral com­
ponents within a local neighbourhood centred on the pixel x  = m xDx, y = m yDy. 
The relative spatial-frequencies are defined by the harmonic numbers n x and ny, such 
that u x = nxWx and u y = nyWy. When an image is expressed in this manner the 
absolute value of the coefficient specified by indexes n x and ny is proportional to the 
power of the spatial-frequency components {ux, u y) over the area defined by (mxi m y) 
and D. The frequency components (ux, u y) can conveniently be expressed as polar 
coordinates, detailing spatial-frequency, u  = y/uj‘x +  u 2 and orientation, 0, where 
tan(0) — ujyf u x. As orientation is the most noticeable parameter characterising the 
receptive field of cortical cells, it can be assumed that orientation is fundamental to the 
description of texture. The first feature of the feature space is the dominant localised 
frequency, F , over the area defined by m x, m y and calculated by
N - l  N - 1
E E  \ ^ m x n x m v n y  I \Jnl + nl
F  = n*=lnv=1__________________________  (4 2 )
T T l x T T l y  N  —  1 p f — l  ’ \  • /
E E  \ Q " m x n x m v n y  \
T t y  =  1
where N  is the number of spectral components determined by the sampling rate of the 
image. The term y /n 2x +  n2y denotes the harmonic number u  with respect to nx and 
ny. As the spatial frequencies are included regardless of orientation, the feature F  is 
rotation invariant. The variance of the dominant localised frequency, VF,  is a scale 
invariant feature calculated by
N - l  N - l
y ! y  I \ J U x + n y  ~  F m x m y \
V F n m  =    (4 4)mxmy jy2 ' ^
This feature provides information regarding the bandwidth of the localised frequency 
and defines the regularity of a texture. Two more features are defined that are depen­
dent on orientation of the spatial frequencies. The orientation of a Gabor function 
in terms of nx and ny is tan[0(nx, n y)\ = (ny/ n x) for nx /  0. The dominant local
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orientation, T, is calculated in a similar manner as (4.3) by
N - l  N - lE E  I Q'TnxTlxTnyTly 19(nx:ny)
Tm m =  "*=lw»=1---------------------------  (4 5)mxmy N — l  N —  1  ^ '
E E  I tinix nx myny \
—X Tly —1
The feature based on local orientation is, as expected, sensitive to rotation and are use­
ful in detecting edges caused by the rotation of the same texture. The second moment 
of the local orientation, V T,  is given by
N - l  N - lE E , Tly) T mxmy |
VTmxmy =    . (4.6)
The local mean intensity, L m xm y, is calculated to characterise smooth regions of tex­
ture where the first four features do not provide sufficient discrimination. This is be­
cause smooth regions of an image contain little spatial frequency information, and 
require local intensity information to provide separation in the feature space. A local 
measure of the mean intensity is achieved by multiplying the intensity image I ( x , y) 
with the window function g(x, y). The local mean intensity, L m xm y, is the average 
pixel value over the resulting area such that
Lmxmy — ^   ^ !{%•> ]))•> (4-7)
x,yeA(mxmv)
where A (m xm y) is the set of pixels belonging to the area defined by the window func­
tion g(x , y) centred at m x, m y. The variance of the local intensity, VL,  is calculated 
by
V  Lfjixmy ^   ^ \^i^i V) ^mxrnyli (4.8)
x,yeA(mxmy)
and provides discrimination that are similar according to the first five features, and is 
useful in the classification of irregular textures.
The features (4.7) and (4.8) are in no way related to the spatial frequency. This can be 
demonstrated by the fact that the pixels defined by the area A (m xm y) can be positioned 
at different spatial locations, without affecting the mean or variance of the local inten­
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sity. The six features produce the feature vector{F, VF,T ,  VT,  L, V L } mxrriy which 
is position-dependent and is parameterised by m x, m y. Therefore, for every localised 
area defined by m x, m y a six-dimensional feature space is define which can be applied 
to a classification scheme.
Porat and Zeevi show that the full six-dimension feature space is not necessary for 
classification and a specified sub-set of the feature space can still provide accurate 
classification [98]. When classifying a set consisting of eight reference textures, taken 
from [22], the single feature V F  (4.4) provided 62.5% classification accuracy. The 
most informative textures are V F  (4.4) and V L  (4.8) even in the presence of Gaussian 
noise. The eight natural textures from [22] are shown to form clusters when plot­
ted in the feature space V F  verses VL.  Using this two-dimensional feature space 
the textures were classified using a supervised minimum distance classifier, which was 
demonstrated to be invariant of translation and rotation, whilst providing accurate clas­
sification results in the presence of Gaussian noise.
4.2 Gabor Texture Segmentation
Gabor functions (2.7) are suitable for the local image texture analysis, as they have the 
fundamental property of being localised. Jain and Farrokhnia present a texture seg­
mentation algorithm based on multi-channel filtering [62]. The channels were charac­
terised by a bank of Gabor filters that provided almost uniform coverage in the spatial- 
frequency domain, see Figure 2.6. The Gabor filterbank is constructed using the radial 
frequencies and 4 orientation values described in Section 2.3. The filters with the 2 
lowest values of radial frequencies are excluded from the filterbank as they capture 
spatial variations that are too large to describe textural information.
Using only a subset of filtered images can reduce the computational burden as this 
results in a reduction of texture features. Let s(x, y) be the reconstruction of the orig­
inal image by adding all the pixel responses of the filtered images, and s(x, y) be the 
partial reconstruction of the image by adding a subset of filtered images. The sum of
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squared error, S S E , introduced by using s(x, y) instead of s(a;, y) can be measured by 
S S E  =  EE [s(z,J/) -  s{x , y )]2 . (4.9)
X  y
The fraction of intensity variations in s(x, y) that is contained within s(x, y) can be 
measured by
“■ " - s f S r
where R 2 is the coefficient of determination, and
S S T O T = EE s (x ,y )2. (4.11)
X  y
The best subset of features/subbands can be determined by the following sequential 
forward selection procedure:
1. Select the subband that best represents s(x, y), i.e. gives the highest value of R 2.
2. With the previously selected subband(s), select the next subband which best rep­
resents s(x, y).
3. Repeat Step 2 until R 2 > K,  where A" is a constant less than 1.
A suitable value for K  is 0.95, which means that the subset of subbands used accounts
for at least 95% of the intensity variations in s(x, y).
An important goal of texture analysis is to obtain a set of texture features that can be 
used to discriminate between arbitrary textures. Firstly, to compute texture features 
each filtered image is subjected to a nonlinear transform. The non-linear transform 
used in [62] is
=  tanh(orf) =  1 6XPj  2at^ (4.12)
1 +  exp {—2 at}
where a  is a constant. A value of a = 0.25 was chosen as this results in a rapidly 
saturating, threshold-like transformation.
Instead of identifying individual regions of texture, it is desirable to calculate texture 
energy, which is the absolute average deviation from the mean in small overlapping
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windows. Each feature image ek(x , y ) is given by
ek(x ' y ) = J p  ^ 2  W M M ) )  |, (4.13)
(a,b)eWXy
where rkix.y) is the corresponding filtered image, -0(*) is the non-linear function 
of (4.12) and Wxy is an M x M  window centred on pixel (x , y). An important parame­
ter in (4.13) is the size of the averaging window M. More reliable texture features are 
obtained with larger windows, while more accurate localisation of texture boundaries 
require smaller windows. It was found that Gaussian weighted windows resulted in 
more accurate localisation of texture boundaries, which is consistent with [141]. Wel­
don also states the presence of a Gaussian postfilter can reduce misclassifications due 
to the presence of noise in the image. In [141], the non-linearity of (4.12) is replaced 
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Figure 4.2: Simplified Gabor image segmentation process [141].
Once the feature images have been calculated the features corresponding to different 
filters need to be integrated to produce a segmentation. If the features are capable of
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discriminating against different textures in the input image then clusters should form 
in the feature space. For segmentation each cluster should be compact and isolated 
from clusters corresponding to different textures.
To evaluate the effectiveness of the texture segmentation algorithms a set of results are 
generated using a test image made up of composite textures taken from Brodatz’s al­
bum [22]. The composite test image, Figure 4.3(f), is chosen to avoid straight horizon­
tal and vertical texture edges, and is used to evaluate texture segmentation algorithms 
in [103]. Using a multi-scale image transform with sub-sampling for feature extrac­
tion, such as the DWT (see Section 2.4.1), this can lead to blocking artefacts in the fi­
nal segmentation. If the boundaries of the blocks coincide with the texture boundaries, 
which is unlikely to occur in SAR images of the real world, the segmentation with 
the sub-sampling will have an advantage over techniques based on non-sub-sampled 
image transforms. Therefore the test image has been constructed with no horizontal 
and vertical texture boundaries.
The Gabor segmentation scheme implemented used the filterbank described in [62], 
giving the spatial frequencies / 0 =  {4\/2 ,8 \/2 , • • •, (Nc/4)y/2} cycles/image width. 
For each Gabor function (2.7) the value, 0 =  0 was chosen, as this gave a symmetrical 
filtering function, thus preventing a spatial shift in the feature space. The correspond­
ing dimensions of the Gaussian envelope for each spatial frequency are given by (2.8). 
As opposed to the sub-set of features described in Section 4.2, the full Gabor decom­
position was utilised as computational burden was not seen to be a critical factor for 
textural feature extraction. After the Gabor filtering process the magnitude non-linear 
operator was applied to the filtered images [141]. A Gaussian weighted postfilter was 
applied to the feature images after the non-linear operator. Following [19], the spatial 
dimension of the Gaussian postfilter crpost was set proportional to the spatial dimension 
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(a) Texture D77. (b) Texture D84.
(c) Texture D55 (d) Texture D 17.
(e) Texture D24. (f) Test image.
Figure 4.3: Brodatz textures and composite test image for segmentation.
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Figure 4.4: Supervised segmentation of compound Brodatz texture image utilising 
features extracted via a Gabor filterbank.
where apostx and crposty are the spatial dimension of the Gaussian postfilter and the x  
and y directions, and ax and a y are the spatial dimension of the Gabor pre-filter. By 
including the information of features within a local neighbourhood, the centre feature 
is adjusted so that all features within the neighbourhood will have similar membership 
values to a cluster centre [118]. Once a Gabor textural feature extraction process had 
been defined, a segmentation of the test image Figure 4.3(f) was achieved with a min­
imum distance classifier. In supervised texture classification schemes a feature vector, 
consisting of a number of textural features, is evaluated against a selected library of 
feature vectors for particular textures, see Section 1.3.2. The library of reference tex­
ture features was obtained by calculating the mean vector (1.9) and covariance 
matrix Ck (110), using the training images presented in Figures 4.3(a)-(e). The Ma- 
halanobis distance, see Table 1.2, is calculated between the feature vector at every 




D77 D84 D55 D17 D24
D77 98.09% 0.58% 0.47% 0 .0 1 % 0.85%
D84 0.23% 97.76% 0.16% 0.06% 1.79%
D55 3.02% 0 . 1 2 % 93.17% 0.76% 2.93%
D17 0.08% 3.05% 1 .0 0 % 92.88% 2.99%
D24 1 . 1 1 % 2.44% 0.31% 0.45% 95.69%
Table 4.1: Confusion matrix for supervised segmentation o f compound Brodatz texture
image utilising features extracted via a Gabor filterbank.
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Figure 4.5: Unsupervised segmentation of compound Brodatz texture image utilising 
features extracted via a Gabor filterbank.
the minimum distance is then assigned to the pixel position. The segmentation result 
of the minimum distance classifier is presented in Figure 4.4.
A supervised segmentation algorithm, see Section 1.3.2, is dependent on the avail­
ability of suitable training data. Provided the extracted texture features allow good 
separation of the texture classes in the feature space, a suitable clustering algorithm 
can be used to achieve an unsupervised segmentation, see Section 1.3.3. The resulting 
segmentation obtained via the A;-means clustering, see Section 1.3.3.1, of the Gabor 
texture features is shown in Figure 4.5.
In texture segmentation, adjacent pixels are highly probable to belong to the same tex­
ture class and the incorporation of spatial information in the feature space has been 




D77 D84 D55 D17 D24
D77 95.54% 0.05% 1.54% 0 .0 0 % 2.87%
D84 0 .0 0 % 94.58% 2.08% 0 .0 0 % 3.33%
D55 1.59% 0 .0 0 % 95.73% 0.19% 2.49%
D17 0 .0 0 % 2.25% 3.01% 70.73% 24.01%
D24 0.47% 1.05% 0.09% 0 .0 0 % 98.38%
Table 4.2: Confusion matrix for unsupervised segmentation o f compound Brodatz tex­
ture image utilising features extracted via a Gabor filterbank.
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Figure 4.6: Unsupervised segmentation of compound Brodatz texture image utilising 
features extracted via a Gabor filterbank with spatial coordinates.
boundaries [62]. The inclusion of the spatial co-ordinates in the feature vector will 
reduce the distance between neighbouring feature vectors encouraging neighbouring 
pixels to cluster together, thus avoiding over-fragmentation of an otherwise homoge­
neous texture region. In practice, this can be achieved by including the spatial co­
ordinates of each pixel as two extra features. As no a priori information about the 
co-ordinates of each texture class is available this approach is incompatible with a su­
pervised segmentation scheme. The result achieved by this approach is presented in 
Figure 4.6.
Results presented in Figures 4 .4 -4 . 6  show the Gabor filterbank approach to the seg­
mentation of the Brodatz compound textured image to be a success. The majority of 
misclassifications occur at the texture boundaries, due to the linear property of the fil­




D l l D84 D55 D17 D24
D77 97.90% 0.67% 0.56% 0 .0 0 % 0 .8 6 %
D84 0.31% 97.91% 0 .0 0 % 0.16% 1.62%
D55 1.70% 0 .0 0 % 96.89% 0.32% 1.09%
D17 0 .0 0 % 3.06% 2.25% 85.56% 9.14%
D24 0.97% 1.41% 0.40% 0.18% 97.03%
Table 4.3: Confusion matrix for unsupervised segmentation o f compound Brodatz tex­
ture image utilising features extracted via a Gabor filterbank with spatial coordinates.
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in the feature space, resulting in artificial regions of texture. The inclusion of spatial 
coordinates achieves a reduction of misclassified pixels. Inspection of the confusion 
matrix in Tigure 4.3 shows that intra-region classification errors are virtually elimi­
nated with the only misclassifications occurring at region boundaries. This provides 
an improvement in overall correct classification from 90.99% in Table 4.2 to 95.06%. 
Once the Gabor texture segmentation algorithm had been verified on the composite 
texture image, Figure 4.3(f), the technique could be applied to SAR data. The test 
image shown in Figure 4.7 is an X-band SAR image taken from an airborne platform 
with spatial resolution in the x  and y directions being 0.75m and 0.60m respectively.
Figure 4.7: X-band SAR image for texture segmentation, consisting of 605 x 605 
pixels.
The image in Figure 4.7 has previously been segmented using the Merge Using M o­
ments, MUM algorithm [95]. Initially the image is massively over segmented, then a 
comparison of neighbouring regions is made, which leads to a list of potential merges. 
The list is sorted to identify the most eligible regions to be merged. The merge process 
is iterated until no merges become eligible, resulting in the final segmentation. The 
regions in the final segmented image can be described in terms of a number of features 
derived from 1) size; 2) shape; 3) mean intensity and 4) textural property. A suitable 
textural property is the coefficient of variation (2.25), which can be calculated for each 
region in the segmentation [93]. The classification of the regions resulted in six texture 
classes being present in the image [7] and this was the number of class centres used for 
the unsupervised segmentation of Figure 4.7, obtained via the /c-means clustering of 
the Gabor texture features. The resulting segmented image is shown in Figure 4.8(a).
102
4.3. RESU LTS
To obtain a more robust segmentation of SAR imagery, the image can be segmented 
as a pre-processing stage [6 ]. The classification of regions resulting from the segmen­
tation stage has the effect of making the classification less sensitive to the presence of 
a speckle noise component. As an alternative to using Gaussian weighted windows to 
adjust a feature value to suit its neighbourhood, watershed segmentations can be used 
to define the local neighbourhood, thus reducing the degradation of edge information 
in the feature space. To make the segmentation consistent with the increasing size of 
the Gaussian postfilter dependent on the scale, the watershed transform using markers 
was implemented, see Section 2.5.3. Once a region has been defined, all features be­
longing to the region are replace by the mean value of the member features. Selecting 
a suitable threshold tws for the watershed markers, identifying regions of increasing 
area, whilst preventing the suppression of smaller regions of homogeneous texture. A 
threshold value t ws can be calculated using
where / 0  is the frequency of the sinusoid in the Gabor prefilter and produces regions 
with areas that were comparable to the appropriate Gaussian postfilter dimensions. The 
segmentation obtained by replacing the Gaussian postfilter with segmentation regions 
is shown in Figure 4.8(b)
(4.15)
(a) Gaussian postfilter. (b) Post watershed feature adjustment.




In this chapter a texture segmentation scheme based on Gabor filters has been dis­
cussed, developed and tested. The feature extraction is achieved by multi-scale image 
analysis by varying the bandwidth of the Gabor function (2.7). The described seg­
mentation algorithm is analogous with the model of the HVS [78]. After multi-scale 
analysis the filtered images are processed with a non-linear operator, producing fea­
ture images with improved discrimination of textures with similar single point statis­
tics. Prior to supervised classification, or unsupervised clustering, the feature images 
are modified with a Gaussian postfilter, resulting in the suppression of weak features, 
which can lead to misclassified pixels.
Although no ground truth information is available for the image in Figure 4.7, a visual 
inspection of the segmentation results, Figure 4.8, shows the segmented regions to have 
a strong bias toward the orientation parameter 9. Limited success in the segmentation 
results of Figure 4.8 may be because Gabor functions capture textural features that are 




The wavelet transform described in Section 2.4.1 provides a multi-resolution decom­
position of an image and results in a non-redundant image representation. This charac­
terisation of the wavelet transform allows the study of an image from the coarse reso­
lution to the fine resolution and the extraction of information in any of the levels of de­
composition. The traditional pyramid-type wavelet transform proposed by Mallat [79] 
recursively decomposes subsignals in the low frequency channels. This transform is 
suitable for signals consisting primarily of smooth components so the majority of the 
information is concentrated in the low frequency regions. Since the most significant 
information of a texture often appears in the middle frequency channels [24], further 
decomposition of the low frequency region, as implemented by the wavelet pyramid 
transform, may not provide useful information for classification based on texture.
In this chapter the classification of stationary textured images is described in Sec­
tion 5.1. Particular attention is drawn to the tree-structured wavelet transform, in Sec­
tion 5.1.1, which extracts textural features from the mid-frequency regions of an image. 
The methodology for the classification of whole textured images is extended to look 
at the problem of wavelet based texture segmentation in Section 5.2. By calculating 
texture features locally within the wavelet coefficients (which by their nature are lo­
calised) a texture feature vector can be calculated on a pixelwise basis, providing a 
method for single pixel classification and hence image segmentation. The wavelet- 
based texture segmentation of SAR imagery [27], is discussed in Section 5.2.1. From
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investigations into wavelet texture analysis, a segmentation algorithm utilising the 
wavelet packet transform has been developed [39], detailed in Section 5.3. From re­
search into SAR speckle noise reduction in Chapter 3, a method for incorporating 
speckle reduction into the texture feature extraction framework is described in Sec­
tion 5.3.1. Segmentation results for both the redundant wavelet transform and non- 
redundant wavelet transform are presented in Section 5.4.
Laine [69] introduced a new multiscale approach to characterise textures. A full 
wavelet packet decomposition was calculated for a textured image, where each packet 
(channel) reflects a specific scale and orientation sensitivity. It was reported that the 
energy associated with each packet can provide unique information about a texture 
and make available a representation or signature for classification. This signature is a 
texture feature vector consisting of a set of energy values. An alternative information 
measure is entropy, defined by
where x k is the energy value in wavelet packet k and was proposed as a texture measure
Once a texture has been represented in feature vector form, it can be assigned to a 
texture class using a minimum distance classifier. A minimum distance classifier is 
based on the assumption that each texture class, k , can be represented by the prototype 
pattern fik, known as the class centre. A minimum distance classifier assigns an input 
texture pattern x,  of unknown classification to the texture class k if the distance D k 
between x  and fik was minimum across all possible texture classes. The Euclidean 
distance, see Table 1.2, was used as the distance function in [69]. Each class centre 
was estimated by using the mean of a training sample for each texture class
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Using the estimates of the true class centres makes this algorithm a supervised mini­
mum distance classifier.
For each textured input a complete set of wavelet packets were computed. A complete 
five level decomposition (level 0 - 4 )  consisted of 341 wavelet packets, see Table 5.1. 
The energy and entropy of each wavelet packet were calculated giving the maximum






Table 5.1: Number of wavelet packets at various decomposition levels.
signature of feature vector length of 341 elements. Instead of using a complete wavelet 
decomposition the classification performance using a subset of wavelet packets was 
investigated. The six subsets of features chosen for investigation in [69] are:
1. Complete set of wavelet packets. Each texture is represented by a 341 element 
feature vector.
2. Wavelet pyramid subbands. Nodes of the wavelet decomposition [79], the four 
low frequency nodes at each level, see Figure 2.11(a). Each texture is repre­
sented by a 17 element feature vector.
3. Levels 1, 2 and 3. Each texture is represented by an 84 element feature vector.
4. Levels 2 and 3. Each texture is represented by an 80 element feature vector.
5. Level 3. Each texture is represented by a 64 element feature vector.
6. Level 4. The 256 energy feature taken from the coarsest scale.
Table 5.1 shows that with an increase in decomposition level of the wavelet transform, 
the number of frequency subbands increases exponentially, whereas the size of the 
sub-image decreases. This is important to remember when implementing the wavelet
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transform to achieve texture segmentation, see Section 5.2, as the decrease in image 
resolution makes the assignment of a pixel to a texture class a more difficult task [63].
5.1.1 Tree-Structured Wavelet Transform
Chang and Kuo [24] stated that low frequency regions of textured images may not 
contain significant information. An appropriate way to implement the wavelet trans­
form for textures is to detect the significant frequency bands and then decompose them 
further. The method described is called the tree-structured wavelet transform. Fig­
ure 5.1 shows how the output from the 2 channel analysis filter bank, Figure 2.10, can 
be used to construct the tree-structured wavelet transform. As textural information is 
only present in specific frequency regions there must be some criterion to select which 
subbands to decompose. This is described in the tree-structured wavelet transform 
algorithm.
1. Decompose a given image with the two dimensional discrete wavelet transform, 
Figure 2.10, into four sub-images.
2. Calculate the energy of each sub-image. For a sub-image x (m , n), with 1 < 
m  < M  and 1 <  n < N  the energy is
M  N
3. If the energy of a sub-image is significantly smaller then the others, it contains 
less information and the decomposition of the sub-image is stopped. This is 
achieved by comparing the sub-image energy with the maximum energy level at 
the same scale. That is, if e < K e max, stop decomposing the sub-image where 
K  is a constant less than 1.
4. If the sub-image contains significant energy, if e > K e max, the sub-image is 
decomposed.
771=1 71 =  1
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- Channel ABBB
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Figure 5.1: Tree-structured wavelet transform.
With respect to each tree-structured wavelet transform, the energy values at each node 
was calculated to obtain an energy map in the spatial frequency domain. This energy 
map could then be used for texture classification. The robustness of the tree-structured 
wavelet transform was tested by applying the transform to 100 samples of the same 
texture. It was discovered that for the same texture 16 different tree structures were 
observed. This is because the number of tree structures depends highly on the constant 
K . This suggests that the structure of the tree might not be the ideal candidate to 
use for texture representation. Instead the focus was put on identifying the dominant 
frequency channels with large energy values. For 100 samples of the same texture the 
first 5 dominant frequency channels were detected and were shown to be a more robust 
texture descriptor. This was the texture feature vector used in a minimum distance 
classifier. The codevector was generated by taking m  samples of the same texture, 
and decomposing each with the tree-structured wavelet transform. This defines the 
energy map in the spatial frequency domain. The codevector fik is then calculated by 
averaging all energy maps over m  samples.
Classification of an unknown texture is achieved by decomposing the texture with 
the tree-structured wavelet transform to construct the energy map. The energy from 
the first J  dominant channels are chosen as the texture feature vector x. For every 
texture in the database the energy values in the same channels are used to form the 
codevector. The distance of the feature vector is calculated for every texture in the 
database D k =  distance (x,fj,k). The unknown texture is assigned to texture k  if 
D k < Di for all k ±  I.
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5.2 Wavelet Texture Segmentation
Textural features derived from a wavelet decomposition of a test image 7(x, y) that 
are utilised to achieve segmentation are presented by Unser in [134]. Here Unser uses 
the over-complete wavelet decomposition, or discrete wavelet frames (DWF), where 
the output of the wavelet filter banks are not sub-sampled. This makes the feature 
extraction process of the algorithm invariant to translations of the input signal. Texture 
characterisation is achieved by calculating the average power, E { w 2}, for each wavelet 
subband, which equates to the variance if the subband has zero mean. The filterbank is 
implemented using a pyramid decomposition, see Figure 2.11(a). Therefore, a wavelet 
decomposition to a depth L results in an N  dimension feature vector
w  (x,y) = {wi(x,y)}i=l...N
=  \sL(x,y),dL(x, y) , - - . d^x. y) ] ,
where N  = 1 +  3L, s l {x , y) is the coarse scale approximation of the input image and 
di(x, y) is a detail image determined by I, see Table 2.1. Note that as E{w \]  = E{x}  
and E{wi} = 0 for I = 2 , . . . ,  N,  it is necessary to adjust the feature values in the low 
pass channel by subtracting E { I } 2 which results in an more accurate estimate of the 
channel variance [134].
The feature extraction technique, based on DWF, is incorporated into a texture seg­
mentation algorithm by [134]. Segmentation is achieved by calculating local estimates 
of the wavelet coefficient variances, which are used as texture features. The size of the 
neighbourhood used to calculate the local energy, an estimate of the variance, is de­
pendent on the scale at which the features are extracted. Texture features at a scale m,  
are computed by convolving the squared (or full wave rectified) output of the wavelet 
filterbank with a window of dimensions related to the scale m  given by
fi,m(x,y) = * \wi{x,y)\2, (5.5)
where is a cubic B-spline kernel enlarged by the integer factor m, which results a 
window with a close approximation to a Gaussian [134]. There is a need to subtract 
the mean value from the low frequency subband (I — 1) to obtain a more accurate 
estimate of the true variance.
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The wavelet based tree-structured classification method, described in Section 5.1.1, 
has been extended to achieve texture segmentation [23]. The tree-structured transform 
is used to calculate dominant frequency channels containing significant textural in­
formation, which identifies nodes in the tree decomposition. At every node the local 
energy is calculated for every pixel using
where Wij  is a rectangular window of dimensions L  x L  centred on the pixel position 
Xij. A suitable value defining the size of the window Wij  is L = 3. The energy 
values are used as local texture features and provide a method for segmentation using 
the fuzzy c-means algorithm.
5.2.1 Wavelet Based SAR Texture Segmentation
A supervised SAR image segmentation algorithm based in the redundant wavelet trans­
form (see Section 2.4.5) is described in [27]. After the input image is decomposed, 
each pixel is represented by a 4 element vector whose components are taken from the 
wavelet subbands. The texture class centres were estimated by taking the mean value in 
each subband for a given input texture to calculate each texture codevector (1.9). Each 
pixel feature vector was assigned to a texture class by a minimum distance classifier. 
The Mahalanobis distance function (see Table 1.2) was used to calculate the distance 
between every pixel feature vector and codevector in the database of reference tex­
tures. Results from decomposition level 2 were presented, where the 4 element feature 
vector was formed by decomposing the LL image from level 1, which resulted in im­
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Figure 5.2: Supervised minimum distance wavelet based segmentation scheme.
5.3 Wavelet Packet Segmentation Algorithm
The previous sections of this chapter have shown how image texture features can be 
derived utilising a wavelet packet decomposition. After processing an input image 
with a DWT filterbank, a full wavelet decomposition is achieved yielding information 
on the spectral content in different frequency bands, which provide a mechanism for 
forming textural feature vectors [39]. As textural information resides within within 
mid-frequency bands [24], segmentation is achieved by classifying the local texture 
feature vectors on a per-pixel basis.
It is desirable to use a symmetric wavelet in the texture feature extraction stage of 
the algorithm as an asymmetric wavelet will introduce a spatial shift in the feature 
space. Daubechies 9/7 symmetric wavelet has shown to provide good texture feature 
extraction whilst preserving phase information. The rows and columns of the image 
that are processed by the DWT filterbank, see Section 2.4.2, can be regarded as input 
vectors of finite length. When processing vectors of finite length with a multi channel 
filterbank it is important to handle the boundary conditions in a way to to prevent 
their effects propagating to the highpass filter wavelet coefficients [21]. Symmetric 
extensions, see Appendix B, have been implemented in the wavelet texture feature 
extraction algorithm to prevent distortion of the wavelet coefficients. As Daubechies 
9/7 wavelet was used to extract the texture features for the test image, which has odd 
length filter taps, whole-sample symmetric extensions, see Appendix B, were used to 
handle the boundaries of the image.
Due to the properties of the wavelet filterbank, see Appendix A, the subbands will 
have a weighting due to the regularity condition. These weightings are illustrated in 
Figure 5.3, and show how the wavelet coefficients in the subbands need to be adjusted
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Figure 5.3: Weighting in wavelet subbands.
For the developed wavelet based texture segmentation algorithm to be consistent with 
the model of the HVS [78] and the Gabor segmentation algorithm described in Sec­
tion 4.3, the coefficients output by the wavelet filterbank need to be processed with 
a non-linear operator and have spatial information included with a postfiltering stage. 
The magnitude operator was selected as the non-linear process, as this proved to be 
successful in generating the results in Section 4.3. Other texture segmentation algo­
rithms have used Gaussian weighted windows when applied as a postfilter resulted in 
preservation of texture boundaries [62]. For wavelet based segmentation a cubic B- 
spline filter which provides a close approximation of a Gaussian weighted window has 
been used [134]. Using this information a Gaussian weighted window was selected as 
the postfilter, with the spatial dimensions,
3 .2 5Ca/e—i .x /2
(5.7)
where scale is the decomposition level.
A linear post-processing operator will have the undesirable effect of smoothing sharply 
defined objects in the feature space, thus degrading the definition of texture region 
boundaries. An alternative method of introducing localised inhibition is to used the 
watershed transform to identify regions of homogeneous texture and adjust wavelet 
coefficients that are members of the same region. This should respect texture bound­
aries in the feature space and lead to a more accurate segmentation. A threshold value
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Figure 5.4: Relationship of wavelet coefficient area with scale, 
calculated using,
t ws =  16scaie, (5.8) 
produced regions with areas that were in the same range as described in Section 4.3.
An alternative multi-scale texture segmentation algorithm can be achieved by substi­
tuting the redundant wavelet filterbank for a non-redundant wavelet filterbank, which is 
implemented by sub-sampling the wavelet coefficients after each linear filtering stage 
(see Figure 2.10).
Prior to the post-processing stage of feature extraction, either a Gaussian postfilter 
or post watershed feature adjustment, the outputs from the non-redundant DWT fil- 
terbanks are resized using nearest neighbour interpolation to the original image size. 
Figure 5.4 provides a visualisation of the relationship between the area over which 
a wavelet coefficient conveys information and scale of decomposition. The filtered 
images are then post-processed with the same parameters for the redundant wavelet 
transform algorithm (5.7) and (5.8) which are dependent on scale of analysis.
5.3.1 Incorporating Speckle Reduction
Once an image has been represented in the wavelet domain for feature extraction, the 
features will include components due to scene texture and speckle noise [117]. For a
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(a) Test image. (b) Wavelet shrinkage speckle reduction
7  =  2 .
Figure 5.5: Wavelet shrinkage speckle reduction results.
robust feature extraction scheme it is desirable to remove speckle noise components 
from the feature space, whilst preserving textural information. This will reduce the 
number of mis-classifications due to the presence o f speckle noise.
By studying the properties of SAR images it has been shown in Section 3.3 how textu­
ral information and speckle noise are separable in the wavelet domain. When an image 
has been logarithmically transformed, it is possible to remove the speckle noise com­
ponent from a subband by a thresholding function in Table 3.2. Once a subband has 
been thresholded with a function in Table 3.2, it is assumed the speckle noise compo­
nent has been removed from the subband. Therefore all subsequent daughter subbands 
in the wavelet packet decomposition are assumed to be noise-free, and do not need to 
be processed. The subbands to be thresholded to remove the speckle noise are the sub­
bands of the wavelet pyramid transform, Figure 2 .11(a), excluding the coarsest scale 
L L  subband [54].
The response of the HH subband at 1 decomposition level can be to contain no textual 
information and can be wholly attributable to noise. Therefore the noise level a  can 
estimated by calculating the standard deviation of the wavelet coefficients in the HH 
subband at level 1. At every increase in decomposition level the threshold value t = j a  
has to be halved to be consistent with the wavelet coefficients that have been adjusted 
for the regularity condition.
5.4. RESULTS
The presence of speckle only effects wavelet coefficients up to a scale correspond­
ing to speckle grain size [115]. The thresholding of wavelet coefficients above this 
level would not remove any speckle noise component, whilst having the effect of sup­
presses textural information. Wavelet thresholding has only been applied to wavelet 
coefficients up to and including two levels of decomposition. The SAR image used to 
generate the results, presented in Section 5.4, is shown in Figure 5.5. The test image 
is shown along with a wavelet shrinkage speckle reduced image, Figure 5.5(b). From 
analysis of Figure 5.5(b) it is possible to gain an appreciation of the speckle component 
removed from the feature space.
5.4 Results
Textural information was extracted from wavelet decomposition levels 1—3, as fea­
tures extracted from decomposition levels higher than level 3 are considered to be of 
a scale too coarse to contain textural features. Texture analysis using features from 
the first 3 decomposition levels, results in an 84 element feature vector, see Table 5.1, 
which is a manageable size to be clustered with the k-means clustering algorithm, 
described in Section 1.3.3.1.
To test the effectiveness of the multi-scale texture segmentation based on the wavelet 
transform, algorithms utilising both the redundant and non-redundant forms of the 
wavelet transform are applied to the Brodatz textured image of Figure 4.3(f). This 
would provide a direct comparison to the segmentation algorithm utilising a Gabor 
filterbank described in Section 4.3. Analysis of Figure 5.6 shows the redundant DWT 
texture segmentation scheme produces better performance at the texture boundaries 
in comparison to a similar result obtained via a Gabor filterbank, see Figure 4.6. Ta­
ble 5.2 shows an average of 97.1840% classification accuracy is obtained with redun­
dant wavelet transform features. Results of the segmentation obtained with features 
extracted via the non-redundant wavelet transform are presented in Figure 5.7, with 
Table 5.3 showing an average correct classification of 96.2280%, which is comparable 
to the result obtained via redundant wavelet transform feature extraction.
Results from Figures 5.6 and 5.7 provide verification that the wavelet transform can
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Figure 5.6: Unsupervised segmentation of compound Brodatz texture image utilising 
features extracted via a redundant DWT filterbank with spatial coordinates.
be utilised for texture feature extraction and implemented as a suitable segmentation 
algorithm. Therefore wavelet-based techniques were applied to the SAR image in 
Figure 4.7, using the same number of texture classes for the results generated in Sec­
tion 4.3. To incorporate speckle noise suppression into textural feature extraction the 
wavelet coefficients present at the output of the filterbank are modified with the soft 
thresholding function, see Table 3.2, prior to the non-linear magnitude operator.
A segmentation result utilising redundant DWT texture features with a Gaussian post­
filter are presented in Figure 5.8(a). Once a SAR image is represented in the wavelet 
domain it is possible to suppress the speckle noise components, by the shrinkage of 
coefficients with a suitable thresholding function, see Section 3.3.1. The resulting 




D77 D84 D55 D17 D24
D77 99.60% 0 .2 2 % 0 .0 2 % 0 .0 0 % 0.16%
D84 0.84% 96.71% 0 .0 0 % 1 .8 6 % 0.58%
D55 1.76% 0 .0 0 % 97.56% 0.42% 0.26%
D17 0 .0 0 % 0.26% 0.65% 98.80% 0.28%
D24 1.55% 2 .0 2 % 1.35% 1.84% 93.25%
Table 5.2: Confusion matrix for unsupervised segmentation of compound Brodatz tex­




Figure 5.7: Unsupervised segmentation of compound Brodatz texture image utilising 
features extracted via a non-redundant DWT filterbank with spatial coordinates.
Segmentation results obtained by post-segmentation feature adjustment, as opposed 
to Gaussian post-filtering, are presented in Figure 5.9. Again speckle suppression is 
incorporated into the texture feature extraction framework by thresholding the wavelet 
coefficients prior th the non-linear magnitude operator, the resulting segmentation is 
shown in Figure 5.9(b).
Results showing the segmentation of Figure 4.7 with a non-redundant wavelet trans­
form are presented in Figure 5.10. As for the redundant wavelet transform, regions 
identified with the multi-scale watershed segmentation were used to adjust the wavelet 
coefficients dependent on their local neighbourhood. This has the effect of preserving 





D77 D84 D55 D17 D24
D77 98.72% 0 .8 6 % 0.08% 0 .0 0 % 0.34%
D84 0.17% 92.88% 0 .0 0 % 6 . 1 0 % 0.85%
D55 1.23% 0 .0 0 % 98.38% 0.19% 0.19%
D17 0 .0 0 % 0 .0 0 % 1 .8 6 % 98.07% 0.07%
D24 0 .8 6 % 1.49% 2.04% 2.52% 93.09%
Table 5.3: Confusion matrix for unsupervised segmentation of compound Brodatz tex­




(a) Without speckle reduction. (b) With speckle reduction.
Figure 5.8: Redundant DWT filterbank with Gaussian postfilter unsupervised segmen­
tation results.
(a) Without speckle reduction. (b) With speckle reduction.




(a) Without speckle reduction. (b) With speckle reduction.
Figure 5.10: Non-redundant DWT filterbank with Gaussian postfilter unsupervised 
segmentation results.
(a) Without speckle reduction. (b) With speckle reduction.





The wavelet based multi-scale texture segmentation algorithm [134] is analogous to 
the Gabor texture segmentation scheme [62], After feature extraction is achieved by 
processing an image with a multi-scale filter bank, a non-linearity operator is applied to 
the filtered images followed by a postfilter. However the technique presented in [134] 
utilises the wavelet pyramid decomposition, thus extracting information from the low 
frequency regions of textured images. Previous wavelet based techniques for the seg­
mentation of SAR imagery [27] also use a pyramid based decomposition of the input 
image. It has been acknowledged that salient textural information is located in some 
mid-frequency range of an image [24], thus the pyramid based decomposition is not 
optimal for texture feature extraction. This chapter has seen the development of a seg­
mentation algorithm utilising the wavelet packet transform, described in Section 2.4.4, 
for both the redundant and non-redundant wavelet transforms.
A comparison between the performances of the redundant and non-redundant wavelet 
transforms can be obtained by analysis of the confusion matrices in Tables5.2 and 5.3. 
This analysis shows the non-redundant DWT produces a segmentation that is nearly 
as accurate as a segmentaion obtained via the redundant DWT, with a much reduced 
computational cost. A segmentation algorithm based on the non-redundant DWT is 
attractive as it fits in with image compression schemes.
The application of wavelet based multi-scale texture segmentation to SAR imagery 
showed improved results in comparison to results obtained with a Gabor filterbank 
described in the previous chapter. An advantage of wavelet based feature extraction 
over Gabor filterbank method is the ability to incorporate into the feature extraction 
stage. When speckle noise suppression was integrated into the feature extraction 
framework, for the segmentation of the SAR imagery, this resulted in less intra re­





HE previous chapters have described how the extraction of textural features are
achieved by decomposing a signal into elements of different scales with a linear 
filterbank. Textural analysis is then accomplished by extracting the structural infor­
mation in each subband. An alternative method of decomposition [11], can be imple­
mented by the datasieve, see Section 2.5.1. This alternative decomposition gives an 
improved representation of scale and position of sharp edged objects. The datasieve 
in [11] is implemented with a pyramid of median filters. At each stage the result of 
subtracting the output of the datasieve from the input gives a differential pyramid. This 
difference is expressed as a set of granules, which are used as a texture descriptor. The 
scheme is compared with a decomposition based on Gaussian filters, providing a com­
parison between linear and nonlinear decompositions. The linear filterbank has the 
characteristic of spreading the frequency components of sharp objects. This implies 
that, for a linear system, features that are accurately localised in space are poorly lo­
calised in frequency. In contrast to a linear filterbank, a morphological decomposition 
does not spread sharp edged features in the scale space [11].
This chapter starts by describing the morphological image analysis domain known as 
the pattern spectrum. Section 6.1 describes how the idea of the pattern spectrum was 
conceived as an alternative to linear filterbanks [80] and provides an analogy with 
frequency spectrum analysis, thus verifying its suitability to texture analysis. The cal­
culation of the pattern spectrum for binary images is detailed in Section 6.1.1, with
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the concept being extended to grey-scale images in Section 6.1.2. The application of 
morphologically defined scale spaces to the field of image classification is investigated 
in Section 6.2. More specifically, section 6.2.1 researches how mathematical morphol­
ogy lends itself to the field of texture classification. This section also highlights how 
texture analysis can be used to classify an image to an instance of time depending on 
morphologically define texture features. Section 6.3 describes how texture features 
can be calculated on a local basis and utilised for the segmentation of textured im­
ages. Firstly, the segmentation of binary images is addressed in Section 6.3.1, which 
is then extended to the problem of segmenting grey-scale images in Section 6.3.2. Us­
ing concepts from previous research the novel texture features area morphology local 
granulometries are described in Section 6.4. As area morphology local granulometries 
provide a means of separating intrinsic scene texture from speckle noise components, 
Section 6.4.1 describes how noise can be suppressed when an image is represented 
in the feature domain. Segmentation results, presented in Section 6.5, show the pro­
gression of algorithms from supervised binary schemes, to grey-scale unsupervised 
schemes. The developed segmentation algorithm is then applied to SAR imagery, 
including results incorporating speckle reduction into the textural feature extraction 
framework.
6.1 Pattern Spectrum
The field of shape-scale image analysis is addressed in [80], which develops a de­
scriptor called the the pattern spectrum. The pattern spectrum detects critical scales 
of object features within an image, and is achieved via the repeated use of multi­
scale non-linear filters, and is referred to as a shape-scale descriptor of an image. In 
a shape-scale descriptor, the term shape refers to an image object conveying pictorial 
information. Scale is defined as the size of the shape pattern used to analyse the image.
Traditionally multi-scale image analysis has been achieved by the linear convolution of 
an image with Gaussian weighted windows. Each Gaussian window is parameterised 
by the standard deviation cr, which defines the scale at which the image is analysed. 





2. Relationship with Fourier analysis;
3. Plausibility for modelling HVS, see Section 2.1.
However, linear image analysis suffers from the following weaknesses [80]:
1. Linear filters shift and blur image features;
2. Scale parameter (width of impulse response) is not related to size-based defini­
tion of scale;
3. The resultant filtered images do not correspond to the shape of image features.
An alternative to linear filters is the decomposition of an image with a class of non­
linear filters. Suitable filters are morphological operators, see Section 2.5. Morpho­
logical operators are attractive because they are directly related to image shape, and 
can be used to define a shape-size descriptor, the pattern spectrum.
The analogy between spectral and morphological analysis describes how the pattern 
spectrum can be used as a signal texture descriptor. The spectral component with a 
frequency u , in a signal x(t), can be calculated by multiplying x(t) with the complex 
sinusoid exp {—ju t} .  The spectral content can then be measured by calculating the 
area under the modulated signal x (t) exp { —j u t }  [80]. The frequency spectrum of 
the signal is obtained by varying the frequency u,  which describes the Fourier trans­
form (2.5). The Fourier transform can be described by an abstract view, where the si­
nusoid exp{—j u t ]  is a probing pattern that interacts with the signal x(t). Information 
can then be extracted by a transform, via modulation, and measuring the transformed 
signal. Although the Fourier spectrum has many uses in the field of signal and image 
processing, its usefulness with respect to shape-scale image analysis is limited. How­
ever, concepts derived from the aforementioned abstract view can be used to develop 
a pattern spectrum for the analysis of images and signals. Let the signal x(t) be re­
placed by the 2D set I ( x , y) representing an image; the complex sinusoid exp{—j u t }  
be replaced by the compact 2D set £?* which depends on the scale parameter k; and 
the signal modulation be replaced by a morphology based shape-size transform of
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I( x ,  y). The area o f the transformed image can be used to produce a pattern spectrum 
of I ( x , y ), which measures the size distribution in the image, relative to the shape of 
the structuring element B n.
Analogies between the Fourier and pattern spectrum are represented pictorially in Fig­
ure 6 .1. The pattern spectra in Figures 6 .1 (d)-(f) are generated with a disk structuring 
element with increasing radius r. For an input images of a disk, a circle, and a disk 
with a hole, these are comparable to the Fourier transforms o f eJWo<, e ~ ^ ot and cos(o;ot) 
respectively. For a detailed description of how pattern spectra can be calculated, the 
reader is refereed to Section 6 .1.2.
(c) F  {cos(ca0£)}-
(d) Disk. (e) Circle. (f) Disk with hole.
Figure 6 .1: Analogies between Fourier and pattern spectra [80].
6.1.1 Binary Image Pattern Spectrum
The opening of a binary image image I  with a binary structuring element B  (D.7) is 
defined as the union of all translations o f B  which are subsets of I ,  see Appendix D. As 
the opening operator is an increasing operator when B \  is a subimage of B 2, then X  o 
Bi  is a subimage of X  o B 2. Therefore, if B i , B 2, B 3, . . .  B k is an increasing sequence
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of structuring elements, the filtered images will form the decreasing sequence:
X o B l c X o B 2 G X o B 3 C . . . C X o B k (6.1)
The total number of pixels remaining in each successive opening results in the de­
creasing function, \I/(k ), where for a given value of K,  ty(k) =  0 for k > K.  Various 
textural information can be extracted from k ) depending on the shape of the struc­
turing element. The sequence of images
I k = { X  o B k : 1 <  k < K} ,  (6.2)
defines the granulometry, and the resulting function $(k)  is known as the size distri­
bution [35].
Since ty(k) is a decreasing function, the normalisation (6.3) yields the probability 
distribution function,
m = 1 -  f « -  (6-3)
The discrete derivative (6.4) of the probability distribution function 4>(/c) produces the 
discrete density function
5${k) = {$(*) -  $(*; -  1) : 1 <  k < K} .  (6.4)
A local granulometric size distribution can be generated by placing a window W x, at 
each image pixel position x. After each opening operation, a count of the number 
of remaining pixels within Wx is calculated. This results in a local size distribution, 
V x [34]. Each local size distribution can be normalised in the same manner as the 
global granulometry giving the local distribution
=  f } -  (6-5>
The density yields the local pattern spectrum at pixel x, and provides a description 




6.1.2 Grey-Scale Image Pattern Spectrum
The extraction of the pattern spectrum from grey-scale images is addressed in [80]. 
The pattern spectrum for grey-scale images can be described by the decreasing se­
quence
P S f (B+k) = A [ f o B k - f o  Bfc+J, (6.6)
where A[f] =  Y lxy f ( x -> v )‘ The s*ze parameter is defined by k, while the structuring
element B  defines the shape parameter. By keeping B  fixed (6.6) produces a size
histogram of /  relative to B.
This alternative method of calculating the pattern spectrum yields a result similar to 
the pattern spectrum for binary images (6.3). The sequence of morphological open­
ings produces a decreasing sequence reminiscent to (6.1). The discrete differentiation 
is replaced with the pointwise difference of functions, producing residual grain im­
ages. The pattern spectrum can be extended to contain negative values by replacing 
the opening operator in (6.6) with a morphological closing, given by
P S f {B-k) = A [ f  •  B k — f  •  B k^ ] .  (6.7)
By varying both the structuring element B , and the size parameter, k, the full shape- 
size spectrum of f ( x , y) can be achieved. A disadvantage of generating pattern spectra 
with structuring element-based morphology is the vast amount of structuring elements 
required to capture the shapes of all image features. A full shape-scale spectrum can 
be achieved by utilising area morphology, see Section 2.5.2, as for a given size param­
eter all shapes contained within the size can be obtained, see Table 2.2. Examples of 
area pattern spectra calculated using (6.6) and (6.7), for the textured images in Fig­
ures 4.3(a)-(e), are shown in Figure 6.2. Analysis of the pattern spectra trends show 
how they could be implemented to provide texture discrimination.
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(a) Texture D77. (b) Texture D84. (c) Texture D55.
(d) Texture D 17. (e) Texture D24.
Figure 6.2: Grey-scale image area pattern spectra.
6.2 Morphological Image Classification
When classifying pixels within an image not only is the intensity of an object an im­
portant measure, so is the scale at which the object occurs. Morphologically derived 
scale-spaces provide a means for extracting information from an images at a number of 
scales, which may result in more accurate classification results in comparison to fixed 
scale classification algorithms. Also, the distribution of image features at multiple 
scales can also be implemented as descriptors of image texture.
Area morphology has been used to define a scale space which is applied to image 
classification [2], A scale space is created by the successive application of an area 
open-close (AOC) or an area close-open (ACO) morphological operation. The pixel 
positions in the scale space correspond to the same spatial location in the image under 
analysis, thus creating a local scale space vector for every pixel. The scale space 
feature vector contains a series of intensity values for a given set of scales, caused by 
image granulometry.
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Image classification techniques utilising the original input image at a fixed scale can 
result in classification errors. Typical errors are intra-object classification errors, when 
pixels belonging to the same object class are assigned more than one object class. 
Single scale classification techniques can be sensitive to localise image noise, which 
can introduce changes in intensity, but are of a limited area. Acton and Mukherjee [2] 
propose an image classification technique, based on morphological image scale space. 
The scale space is defined as a set of image representations to detect image objects 
at different scales. A scale space vector is obtained for every pixel in the image that 
describes the pixel intensity through a range of scales. The area open-close (AO C ) and 
area close-open (A C O ) scales spaces are used to obtain the scale space representation 
of an image. Scale spaces obtained via AOC  and ACO  operators do not introduce 
new features at increasing scales, hence, the introduction of new regions are avoided 
due to processing artefacts. For an input image / ,  the scale space is defined as the set 
{1} of scale representations I s. The AO C  scale space is calculated by
I s ( a )  —  - ^ s ( q — 1 )  °  - ® q  *  ( 6 - 8 )
where B a describes the family of SE’s to contain all shapes formed by a  connected 
pixels. Similarly the ACO  scale space is obtained by
-fs(a) — -fs(a—1) •  -®a °  (6 .9 )
Area morphology-based scale spaces are attractive in the field of image classification 
as the input image is simplified and intra-region homogeneity is increased with in­
creased scale [2]. For a given scale space, {I}, the intensity at pixel x , y, at scale 
s, is defined as I s(x,y).  For a fixed pixel position (x, y), I {x,y) denotes the one­
dimensional scale space vector that represents the scale space evolution of I(x, y). 
The scale space vector can be used to classify image objects as pixels with similar 
scale space vectors will form clusters in the scale space. For the scale space classi­
fier [2] it is assumed that pixels should be classified by intensity at a range of scales, 
and that each pixel is a member of a particular object at every scale. Therefore I s(x, y) 
is the intensity of an object at scale s at pixel position (x, y).
Area morphology scale space classifiers have been shown to give more accurate results 
in comparison to fixed scale classifiers. This can proved by the example when two pixel
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positions are members of the same object class, but have different initial intensities, 
i.e. Io{xi,yi) ^  Io(x2 , 1/2 ), an area morphology based classifier with cluster the two 
pixels more closely than a fixed scale classifier [2].
6.2.1 M orphological Texture Classification
Morphological granulometric size distributions provide a way of describing image 
granularity or texture. Chen et al. investigated the classification of local granulometric 
size distributions for stationary textured images [25]. The pattern spectrum described 
in Section 6.1 is calculated over a window for grey-scale images of homogeneous tex­
ture. A textural feature vector results from the moments of the local granulometric size 
distributions. If an image is regarded as a random process, the local size distributions 
are random functions, with their moments as random variables that can be used for 
classification.
A family of structuring elements is generated by taking a primary function B  and 
iteratively applying a morphological dilation,
Bk+i = Bk ® B.  (6.10)
Using a set of increasing size structuring elements, for an image I,  generates a set of 
morphologically opened images { I  o B k] that is a decreasing sequence. Once a series 
of morphologically filtered images has been obtained, local granulometries can be 
generated by calculating the volumes within a window about each pixel, which results 
in the decreasing function 'St(k). Normalisation of k ) (6.3) produces a probability 
distribution function. As for the binary pattern spectrum, discrete differentiation of 
$(fc), using (6.4), yields a probability density function 5$(k),  whose moments can be 
used as texture descriptors.
The research presented in [25] also provides an investigation into the use of both open­
ing and closing granulometries as texture descriptors. Closing granulometries can be 
defined as the dual of opening generated granulometries. Using the closing opera­
tor (2.18), structuring element sequences are constructed such that, I  •  Bk+i > I  •  Bk. 
Opening granulometries contain information obtained from probing beneath the im­
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age surface, whilst closing granulometries contain information obtained from probing 
above the image surface. Two classifiers are implemented in [25], one containing tex­
ture features from opening granulometries, whilst the other utilised texture features 
obtained via opening-closing granulometries. This enables the investigation into the 
improvement in classification performance if a combination of opening and closing 
morphological operations are implemented.
Texture classification is achieved by comparing the set of granulometric moments that 
represent an unknown texture with a codebook of reference textures. The input images 
are decomposed using seven different structuring elements: cone-shaped, ball-shaped, 
flat-top, horizontal linear, vertical linear, positive diagonal linear and negative diagonal 
linear. For each structuring element both an opening and closing granulometry was 
calculated, with the first three central moments being uses as texture features. This 
results in a 42 element feature vector for each texture. Each classifier was trained 
with the feature vectors of 300 randomly positioned pixels for each textured image. 
A Gaussian maximum likelihood classifier was implemented by calculating the mean 
feature vector (1.9) and covariance matrix (1.10) for the training data in each texture 
class. Once the training data had been obtained, the classification algorithm was tested 
on 500 random pixel positions for each texture.
Analysis of results obtained with opening granulometries and opening-closing granu­
lometries showed improved texture discrimination can be achieved by including in­
formation from both above, and below the image surface in the feature space. It 
has been shown for a reduced feature set, relatively high classification results can be 
achieved [25].
Textured images have been classified with the use of texture features derived from the 
morphological size density of an image [119]. A granulometry is obtained is obtained 
by the recursive application of morphological openings to an image with increasing 
size structuring elements. The morphological dual of a granulometry, known as an 
anti-granulometry, is obtained by the application of closings with increasing size struc­
turing elements to an image [120]. A granulometry and associated anti-granulometry 
are used to provide a multi-resolutional decomposition of an image I ( x , y). However, 
the decomposition is not in terms of frequency, which is a custom of linear multi­
resolution techniques, but in terms of size of components in I(x,  y). A multi-resolution
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decomposition of an image can be obtained by the size distribution (6.11). For an input 
image I  with grey-levels {0 ,1 ,2 , . . . ,  G — 1} the size distribution is calculated by,
where E [X ] is the expected value of X , \X\ denotes cardinality of a set X ,  ||AT||w =  
'52wew \X(w ) ! and W  is a bounded observation window.
For texture classification it is desirable to represent an image by means of a decompo­
sition of detail images (I o Bk) — (I o Bk+i) and (I  •  Bk) — {I •  B k - 1 ) [120]. This 
decomposition of the detail images gives rise to the size density of an image (6.12).
Texture classification based on features derived by morphological size distributions, 
produces highly accurate results, even when texture classes are visually similar [119].
Traditional texture classifiers compare a calculated feature vector against a predefined 
codebook of known textures, and assign the closest class to the texture under analy­
sis. An alternative implementation for texture classification is to classify an observed 
image to an instance of time.
Using mathematical morphological, texture analysis is applied to an image of a cor­
roded component, to quantify weakening of the component [84], A grey-scale granu­
lometry is calculated by applying a series of morphological openings (D.7) to an input 
image with an increasingly large SE. The energy removed after each opening with a 
given SE is normalised to calculate the pattern spectrum [34]. Moments of the pattern 
spectrum are then calculated and used as texture features in the classifier. Using sim­
ulated images, which the corrosion parameters are known, a relationship between the 
pattern spectrum moments and parameters defining the level of corrosion can be es­
tablished. Once the classifier has been trained using simulated images, granulometric 
moments derived from input images can be used to estimate the level of corrosion of 
the components in the images.
for k > 0 
for k <  —1,
(6.11)
for k > 0 
for k <  —1.
(6.12)
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6.3 Morphological Texture Segmentation
Local granulometric size distributions are generated by performing a granulometry on 
an image and measuring pixel values, within the local neighbourhood of each pixel, 
at each successive morphological scales. Normalisation of the calculated size dis­
tribution (6.5) provides a probability density for every pixel, which contains textural 
information local to each pixel position. The calculation of a probability distribution 
for every pixel position provides a means of classification according to the moments of 
the densities. Local granulometric size distributions have been used as texture features 
in a pixel classification scheme [35].
6.3.1 B inary Im age Segm entation
Segmentation of binary images using local granulometric size densities has been ap­
plied in [32,33,34,35]. Morphological granulometries are generated by the successive 
opening of an image with an increasing sequence of structuring elements. The result­
ing set of images is a decreasing sequence where each image is a subimage of the 
previous. A local size distribution is calculated by taking a pixel count within a local 
window at each stage of the granulometry. Normalisation of the local size distribu­
tion, using (6.3), gives the distribution function, whose discrete derivative 5$(k)  (6.5) 
produces the pattern spectrum.
For a binary input image the granulometry in [32] was generated based on a structuring 
elements sequence of disks with increasing radii. The procedure of [32] is to find 
the mean value of the pattern spectrum at each pixel position. This produces a grey­
scale image known at the pattern spectrum mean (PSM). Segmentation is achieved by 
thresholding the PSM image with an suitable value.
A supervised classification scheme can be implemented by comparing the observed 
moments at each pixel position, in a binary image, to a database of texture moments [35] 
Texture feature extraction can be provided by employing several structuring element 
sequences to generate a number of granulometries. Each granulometry then provides 
different texture qualities resulting in a more robust segmentation. The moments of
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6<&(k) (6.5) can be used to extract textural information.
Local granulometric size distributions have been used to segment simulated SAR im­
ages based on texture [33]. In this research an image was analysed with 4 linear struc­
turing elements (vertical, horizontal, positive diagonal and negative diagonal), along 
with a circular structuring element. The 5 structuring elements used to create the local 
size distributions are By, B h , Bp, B n , B c . For each local size distribution generated 
the first order moment, fix, was calculated (6.15).
The 5 element vector, y,x for each structuring element, yielded different values for 
the regions of texture in the image under analysis. Segmentation was then attempted 
by combining the the textural information from the 5 structuring elements to ease the 
differentiation of local textures. Regions of maximum linear dimension, regardless of 
direction were calculated by the MaxLin  feature
MaxLin  = Mx = max(/iVx, iiHx, Vpx, Pnx, )- (6.13)
The M axLin  feature alone still does not differentiate between regions of large linear 
components and circular components with similar diameters. To differentiate between 
these regions the Linearity  feature
r • ■ r MrLinearity — Lx — -----, (6.14)
PCx
was used (6.14). The Linearity  ratio is unity for circular features, regardless of di­
ameter. The ratio increases for textural features whose ratio of linear length to width 
increases [33].
For the supervised texture segmentation algorithm [34] the same 5 structuring ele­
ments, By, B h , Bp, B n , B q, were used to create the granulometries. For each gran­
ulometry the first 3 central moments of the local pattern spectrum are used as textural 
features. As the local pattern spectrum 6<&x(k) is a discrete probability density func­
tion the first 3 moments of the set can calculated [55]. The features are the pattern 
spectrum mean,
K
P S M x = /j,x = Y , & M k ) k ,  (6.15)
k=l
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the pattern spectrum standard deviation,
K
P S S D X = ax (6.16)
and the pattern spectrum skewness,
PSSx = ^ 2 ^ x(k)(k (6.17)
Skewness is a measure of symmetry, or more precisely, the lack of symmetry of a data 
set. The skewness for a Gaussian distribution is zero, and any symmetric data should 
have a skewness near zero. A negative value of skewness indicates data that is skewed 
left and positive value of skewness indicates data that are skewed right.
In addition to the 3 features derived from the pattern spectrum for each structuring 
element, the M a xL in  and Linearity  features were included. This resulted in a 17 
element feature vector for each pixel position. The database of codevectors used 
for the supervised classifier were generated by calculating the 17 feature images for 
a region of homogeneous texture, then calculating the mean of each feature image, 
U p s m , P p s s d -, P p s s , f°r each structuring element sequence and (j lm l , Hu n - Segmen­
tation is then achieved with a minimum distance classifier. The Bayesian distance, see 
Table 1.2, is calculated between the feature vector at every pixel position and every 
entry in the database of codevectors. The texture class with the minimum distance is 
then assigned to the pixel position.
6.3.2 Grey-Scale Im age Segm entation
The reason for applying the texture analysis to binary images in [33, 34, 35] is com­
putational time. The analysis of grey-scale images is preferable as more information 
is available in the classification algorithm.
Segmentation using granulometric texture features has been applied to mammogram
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images [10]. A morphological granulometry is generated by applying a sequence of 
morphological openings with structuring elements of increasing size to the original 
image. A morphological opening has the effect of reducing the volume beneath the 
opened image. The rate at which the volume is removed is dependent in the mor­
phological image texture with respect to the structuring element probing the image. 
Conversely, an anti-granulometry can be generated by applying a sequence of mor­
phological closings to an image. Morphological closings increase the volume below 
the closed image. Hence, the rate at which volume is increased serves as a texture de­
scriptor. The variation of the image volume against a set of increasing size structuring 
elements is known as a size distribution. Normalisation of this size distribution (6.3) 
results in a probability distribution function <£(&). Discrete differentiation of the prob­
ability distribution function (6.4) results in a probability density function or pattern 
spectrum. For the purpose of image segmentation, image texture must be regarded 
as a local property, therefore any changes to image volume must be computed locally 
within a window W .
For the texture features used in [10], morphological granulometries are generated using 
ten different structuring elements. For each structuring element openings and closings 
are calculated, resulting in two pattern spectra per structuring element. For each pat­
tern spectra the first three moments, mean (6.15), standard deviation (6.16) and skew­
ness (6.17) are calculated and used as texture features. For ten structuring elements 
this results in a 60 element feature vector, which can be utilised as a local texture de­
scriptor. The window W  defining the local region of texture was chosen to be a circle 
of diameter 15 pixels. In addition to the 60 granulometric texture features, the mean 
grey level in the window W  is used as an extra feature. Segmentation is then achieved 
by clustering the texture feature vectors with the K-means clustering algorithm, see 
Section 1.3.3.1.
Greyscale SAR images have been segmented into regions of homogeneous texture with 
the use of morphological features [74],using morphological openings and closings, to 
analyse the texture in an airborne SAR image for crop classification. The texture fea­
ture set is described by granulometric distributions with the SAR image, which are 
characterised by residues of morphological filtering operations. Directional structur­
ing elements, as opposed to square ones, resulted in higher classification accuracy. 
This increase is because directional structuring elements extract information related to
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image texture. Linear structuring elements, in both horizontal and vertical directions, 
were used for texture feature extraction [74].
Once each pixel in the image is characterised by a set of texture features, the classifica­
tion of the pixels will produce a texture classmap. Prior to classification, each feature 
image is normalised by,
(6 . 18)
m a x  I f
where and I/( i,  j )  are the grey levels of a pixel in the feature image I f  be­
fore and after normalisation respectively. The normalisation process ensures the same 
brightness degree for all feature images [74].
The classifier implemented is a supervised classification scheme. In the training stage, 
20 % of the total pixels for each texture class are used to generate a texture codevector. 
In the test stage of the classifier each pixel feature vector is given a 3x3 pixel bias, 
achieved by averaging pixel feature vectors within a local 3x3 neighbourhood. This 
pixel bias has the result of reducing mis-classifications due to the presence of speckle 
noise. A post-processing operation, a majority filter calculated over a 3x3 pixel win­
dow, was applied to the classmap to reduce mis-classifications. The post-processing 
operation was applied iteratively to the classmap until idempotence.
6.4 Area Morphology Local Granulometries
In terms of texture classification, area morphology scale spaces are attractive as they 
can capture all the structures contained in an image. This is advantageous as tex­
tured images generally contain far more structures that can be described by a family of 
fixed structuring elements. In addition, area scale spaces have the property of strong 
causality which ensures that edge positions are preserved through scale [2]. Successful 
feature classification was demonstrated by Acton and Mukherjee using a scale space 
vector containing the intensity of each pixel at a selected set of scales [2].
To extend the use of area morphology operators to texture segmentation, local area 
morphology granulometries have been implemented for texture feature extraction [41].
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The area operators, described in Section 2.5.2, are applied to a local window to produce 
a single pattern spectrum containing information of all shapes at each scale, given by
A property of area morphology local granulometric texture features is that there is no 
orientation selectivity in the feature space, thus providing a rotation invariant feature 
extraction. This is not compliant with texture features derived from Gabor and Wavelet 
linear filterbanks. However, real-world textures are often not uniform and can occur at 
arbitrary rotations, making the property of rotation invariance attractive [92].
The area pattern spectrum (6.19) has similar properties the model of the human vision 
system [78], described in Section 2.1.1. Analysis of an image at a given scale results in 
two responses, one containing information about local maxima, the other containing 
information about local minima. This is analogous with the half wave rectification 
process of the vision system model [78].
In practice a maximum area size can be chosen, above which features are considered 
too large to contain textural information. This approach is computationally simpler 
than the scale space sampling of [2]. In addition, as the single pattern spectrum pro­
duced by this approach contains a limited number of elements it can be used directly 
to provide a feature vector for classification purposes, instead of indirectly through 
pattern spectra moments [34, 35].
6.4.1 Incorporating  Speckle Reduction
Development of the granulometric shrinkage speckle noise suppression algorithm in 
Section 3.4.5 highlighted the fact that after an image has been processed by a mor­
phological datasieve, the individual grain images will possess both image features and 
noise components. Analysis of results in Section 3.5 show that by applying a thresh­
old function to the grain images, a proportion of the speckle noise component can be 
removed.
A l I } \ A { v t x( I ) - v > t , +1 (/)],
for A > 1 
for A <  —1.
(6.19)
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From the results presented in Section 5.4, speckle was only removed in the subbands 
belonging to the first 2  levels of the wavelet decomposition, which correspond to an 
area size of upto 16 pixels in the original image, see Figure 5.4. Therefore the only 
the grain images below the size of 16 pixels, {G i, G 2, . . . ,  G i6} are process with the 
soft thresholding function. A visualisation of the original and speckle suppressed im­
ages are shown in Figures 6.3(a) and 6.3(b) respectively, providing the reader with an 
interpretation of the different feature space representations.
(a) Test image. (b) Granulometric shrinkage speckle re­
duction 7 =  2.
Figure 6.3: Granulometric shrinkage speckle reduction results.
6.5 Experimental Results
To provide a set of comparative results, the test image in Figure 4.3(f), was first seg­
mented using binary and grey-scale versions of the local granulometry segmentation 
scheme described in [34]. The binary test image, Figure 6.4(a), was created by thresh­
olding Figure 4.3(f) so that equal numbers of pixels were assigned to each value. The 
probability density function, Figure 6.4(b), indicates a suitable threshold value to gen­
erate a binary representation of the image. A threshold value of 91 was chosen which 
resulted in 50.2426% of the pixels in the binary image being set to the value 1.
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(a) Binary test image. (b) Histogram.
Figure 6.4: Test image and histogram.
For both the binary and grey-scale methods five structuring elements, four linear (ver­
tical, horizontal, positive diagonal and negative diagonal) and one circular, were used 
to create local size distributions using a 33 x 33 window. The maximum size of each 
structuring element which removed all pixels from the binary image are shown in ta­
ble 6 .1. The first 3 central moments of the local pattern spectra were used as textural 
features, augmented by two additional features, M a x L in  (6.13) and L in ea rity  (6.14), 
giving a 17 element feature vector.
Structuring element Maximum size
B y 56 pixels
B h 41 pixels
B P 41 pixels
B n 43 pixels
B c 5 pixels
Table 6 .1: Maximum size of structuring elements.
The database of codevectors used for the supervised classifier were obtained by gen­
erating the 17 feature images for homogeneous texture and then calculating the mean 
feature vector (1.9 and covariance matrix (1.10) for each feature image. The supervised 
segmentation results achieved by the binary and grey-scale schemes using a minimum 
distance classifier are shown in Figure 6.5 and Figure 6 . 6  respectively.
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Figure 6.5: Supervised segmentation of compound Brodatz texture image utilising 
binary pattern spectrum features.
By replacing the binary pattern spectrum in the segmentation algorithm [34] with the 
greyscale pattern spectrum [80] local size distributions can be calculated for grey­
scale images. The pattern spectrum is extended to include negative values with the 
anti-granulometry using morphological closings. A local granulometric size distribu­
tion was generated for each pixel, using the same structuring elements for the binary 
technique (see Table 6.1) and their moments extracted, along with the M a x L in  and 
L in e a r ity  features. Segmentation results for a grey-scale image is presented in Fig­
ure 6 .6 .
The segmentation result for the supervised area morphology local granulometry scheme 
is given in figure 6.7. Here, the maximum area size was set to 78 pixels, a value equal 
to the area of the largest structuring element in the previous results, see Table 6 .1. The 




D77 D84 D55 D17 D24
D77 61.91% 24.73% 0.13% 5.34% 7.90%
D84 0 .0 0 % 97.44% 1 .2 0 % 0 .0 0 % 1.36%
D55 0 .0 0 % 18.86% 80.74% 0 .0 0 % 0.40%
D17 0 .0 0 % 26.18% 1.40% 59.30% 13.12%
D24 0 .0 0 % 2.67% 10.83% 0 .0 0 % 86.50%
Table 6.2: Confusion matrix for the supervised segmentation o f compound Brodatz
texture image utilising binary pattern spectrum features.
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Figure 6 .6 : Supervised segmentation of compound Brodatz texture image utilising 
grey-scale pattern spectrum features.
previous results. The granulometry and anti-granulometry were found using (6.19) 
resulting in a 154 element local size density.
Analysis of Figures 6 . 6  and 6.7 shows that texture features derived from area pattern 
spectra improves the segmentation process by an average of 6 .8 %, in comparison to 
a scheme based on multiple pattern spectra obtained via a number of structuring el­
ements. This is due to a reduction in inter-region classification errors, and improved 
results at texture boundaries. To compare the effectiveness of area morphology local 
granulometries for feature extraction with the Gabor (see Section 4.3) and Wavelet (see 
Section 5.4) schemes, an unsupervised segmentation scheme using k -means clustering 
was implemented. Prior to clustering each feature vector is normalised to have a zero 
mean and constant variance [62], with the inclusion of each pixel’s spatial co-ordinates 




D77 D84 D55 D17 D24
D77 82.98% 3.94% 1.25% 11.26% 0.56%
D84 0 .0 0 % 92.06% 0.04% 6.25% 1.64%
D55 0.24% 37.66% 60.27% 1.32% 0.51%
D17 0 .0 0 % 1 2 . 1 2 % 0 .0 1 % 87.27% 0.61%
D24 0 .0 0 % 5.07% 1.59% 0.17% 93.17%
Table 6.3: Confusion matrix for supervised segmentation o f compound Brodatz texture
image utilising grey-scale pattern spectrum features.
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Figure 6.7: Supervised segmentation of compound Brodatz texture image utilising area 
pattern spectrum features.
shown in Figure 6 .8 , showing good intra region classification results with an average 
of 93.2620% of pixels being correctly classified.
The results presented in Table 6.5 show the potential benefits of the new area morphol­
ogy local granulometry texture segmentation technique. To confirm that the novel fea­
ture extraction process of area morphology local granulometries serves as valid texture 
descriptors, a more rigorous segmentation test was applied using the Oulu database of 
textures [91].
Each 512 x 512 pixel test image in the database comprises of 5 compound textures, an 
example of which is shown in Figure 6.9(a). The reference image indicating the correct 
location of the texture classes is presented in Figure 6.9(b), and illustrates irregular 




D l l D84 D55 D17 D24
D l l 96.56% 0.65% 0 .0 0 % 0.79% 2 .0 0 %
D84 0.32% 92.37% 3.37% 0.99% 2.95%
D55 0.69% 9.03% 79.05% 6.77% 4.46%
D17 6.84% 3.62% 2.18% 86.15% 1 .2 0 %
D24 1 . 1 0 % 0.50% 2.79% 0 .0 0 % 95.62%
Table 6.4: Confusion matrix for supervised segmentation o f compound Brodatz texture
image utilising area pattern spectrum features.
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Figure 6 .8 : Unsupervised segmentation of compound Brodatz texture image utilising 
area pattern spectrum features with spatial coordinates.
an averaged confusion matrix from 3 segmentations of Outex images, which has an 
average classification accuracy of 93.78%.
The results presented in Tables 6.5 and 6 . 6  confirm area morphology local granulome­
tries are a valid vehicle for texture feature extraction, therefore, they are suitable for 
the application of SAR image segmentation. For the segmentation of SAR imagery 
logarithmically spaced grainsizes were selected enabled the reduction of feature space 
by compounding larger scale features, which convey less textural information, whilst 
ensuring smaller scale features were captured independently. For a comparison of the 
effectiveness of area morphology based SAR segmentation with Gabor and wavelet 
based schemes, an unsupervised segmentation algorithm was developed with similar­
ities to algorithms developed in Sections 4.3 and 5.4. After the multi-scale feature 




D l l D84 D55 D17 D24
D l l 99.94% 0.06% 0 .0 0 % 0 .0 0 % 0 .0 0 %
D84 5.45% 88.34% 0 .0 0 % 2.49% 3.73%
D55 5.81% 0 .0 0 % 89.35% 3.20% 1.64%
D17 0 .0 0 % 0.03% 2.03% 97.94% 0 .0 0 %
D24 4.97% 0.71% 1.38% 2 .2 0 % 90.74%
Table 6.5: Confusion matrix for unsupervised segmentation o f compound Brodatz tex­
ture image utilising area pattern spectrum features with spatial coordinates.
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(a) Outex sample segmentation problem. (b) Reference image.
Figure 6.9: Samples from Outex database of texture segmentation images.
herently non-linear. However, for consistency with the Gabor and wavelet based seg­
mentation results a Gaussian postfiler is applied to the multi-scale feature images, with 
results presented in Figure 6 .10.
The application of a linear Gaussian postfilter to the grain images has the affect o f re­
moving the strong causality property in the feature extraction stage. This disadvantage 
can be overcome by utilising watershed segmentations to identify regions of homoge­
neous texture and adjusting an image features accordingly, effectively of preserving 
texture boundaries in the feature space. Segmentation results utilising watershed seg­




1 2 3 4 5
1 98.57% 0.65% 0.72% 0 .0 0 % 0.05%
2 1.58% 98.09% 0 .0 0 % 0.23% 0 . 1 0 %
3 2.83% 0 .0 0 % 95.21% 1.50% 0.45%
4 0 .0 0 % 3.10% 3.55% 93.01% 0.35%
5 4.91% 3.73% 4.15% 3.19% 84.02%
Table 6 .6 : Average confusion matrix for unsupervised segmentation of Outex textures.
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(a) Without speckle reduction. (b) With speckle reduction.
Figure 6.10: Granulometric unsupervised results.
(a) Without speckle reduction. (b) With speckle reduction.




Comparison of the results in Tables 6.2 and 6.3 show an improved segmentation can 
be achieved by utilising greyscale pattern spectra. The overall correct classification, 
given by the mean value of the diagonal for each confusion matrix, rises from 77.18% 
(binary) to 83.15% (greyscale). However, many intra-region classification errors are 
still present resulting, in part, from the introduction of new features with increasing 
scale [2]. The results for the area morphology local granulometry segmentation, see 
Figure 6.7, are an improvement on the greyscale structuring element approach with an 
average correct classification of 89.95%. Finally area morphology local granulome­
tries, when applied to the unsupervised segmentation of Figure 4.3(f), with spatial 
coordinates of each feature vector as additional features, gave an average correct clas­
sification result of 93.2620%.
When local area morphology granulometries are applied to extracting textural features 
from SAR imagery, the resulting segmentation did manage to distinguish between dif­
ferent regions within the image. However, when granulometric shrinkage was em­
ployed to remove speckle noise components from the small scale grains, this had the 
effect of vastly reducing the number of intra region classification errors. The most 
salient response to removing speckle noise components from the texture feature ex­
traction framework is the region of shadow, localed near the centre of the image, is 
indistinguishable in the presence of speckle noise.
A disadvantage of using granulometries for textural feature extraction is a full decom­
position results in a vast feature space e.g. for an image of size N  x N  pixels, it is 
possible to define a feature space with 2  ( N2 — 1 ) dimensionality. One method of re­
ducing the feature space to a more manageable size is to compound the grain images, a 
process similar to the binning of histogram data. However, this will introduce a quanti­
sation error in the feature space and hence introduce uncertainty into the classification 
stage. An alternative to compounding the grain images is to reduce to feature space 
by identifying the salient scales which contain textural information, and only include 
these features. This makes the area morphology local granulometric texture segmen­





HIS research has focused on the application of multi-scale image analysis tech­
niques for the texture analysis of SAR imagery. Texture segmentation of re­
motely sensed data is important as textured regions of SAR images correspond to dif­
ferent ground cover types, providing a method for monitoring changes in the Earth’s
An understanding of texture analysis in SAR imagery is addressed in Chapter 1, which 
discusses two fundamental components, namely SAR image properties and image tex­
ture analysis. An insight into the properties of SAR imagery is obtained by examining 
the image formation process, which highlights the phenomenon of a noise like image 
component, namely speckle. A theoretical analysis of SAR image properties shows 
how it is possible to develop models to synthesise radar speckle, which have proved 
to be a very useful tool in later chapters. The second part of Chapter 1 provides a 
background to the area of texture analysis. The statistical properties of textures are 
studied including single point statistics, which can be found by analysis of the prob­
ability distribution function (pdf), and two point statistics contained in the grey-level 
co-occurrence matrices (GLCM). Chapter 1 is also describes how features can be de­
rived from a textures statistical properties to proved texture discrimination, capable of 
representing an image in a feature domain. If textural information is available about an 
image prior to processing then supervised minimum distance classification algorithms 
are suitable for obtaining a segmentation. However, if no prior information is avail­
surface.
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able about the texture present in an image, texture segmentation can be achieved via 
unsupervised clustering algorithms.
Chapter 2 is concerned with multi-scale image analysis techniques and details how 
principals are derived from models of the human visual system (HVS). Gabor’s the­
ory behind a joint spatial/spatial-frequency representation of signals and images is de­
scribed as is the wavelet transform. The development a filterbank which is applicable 
to image processing is presented providing a means of multi-scale image decompo­
sition. Traditionally the discrete wavelet transform is applied recursively to the low 
frequency subbands of an image, which is not optimum for the extraction of texture 
features. An alternative method of applying the wavelet transform, the wavelet packet 
transform, is studied which extracts information from all frequency subbands of an 
image, hence making it more suitable for the application of texture analysis. An alter­
native non-linear set of image analysis operators, namely mathematical morphology, 
are defined which analysis an image based on shape. By applying increasing scale mor­
phological operators iteratively to an image a data sieve is constructed. The outputs 
of the data sieve are analogous with linear band-pass and low-pass filters, providing 
an alternative to linear filterbanks for multi-scale image analysis. By implementing 
a data sieve with area morphology operators, an image decomposition is produced, 
yielding information about all image features at all scales. From an area morphology 
decomposition rotation invariant texture features are obtained. Chapter 2 also studies 
the multi-scale segmentation of images via the watershed segmentation. With the use 
of markers, the watershed transform identifies varying scale regions of an image. The 
watershed transform was implemented in the post processing stage of feature extrac­
tion, leading to improved localisation of texture boundaries in the feature space.
The process of suppressing the speckle noise component in SAR imagery is addressed 
in Chapter 3. In particular this research has focused on speckle reduction algorithms 
that utilise multi-scale image analysis techniques. Multi-scale speckle suppression 
techniques are of interest as they have the potential of being incorporated in a multi­
scale texture analysis framework. Through this investigation the novel granulometric 
shrinkage algorithm has been developed which has the property of preserving an im­
ages textural information. The final section of Chapter 3 are concerned with evaluating 
the effectiveness of algorithms at reducing speckle. In the evaluation of speckle reduc­
tion two test images are considered, one possessing single point noise, the other pos­
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sessing correlated noise which is present in SAR imagery. Of the four speckle reduc­
tion techniques tested, namely non-redundant wavelet shrinkage; redundant wavelet 
shrinkage; area open-close; granulometric shrinkage; all were effective at reducing 
speckle noise in SAR imagery. However, a salient conclusion that can be drawn from 
analysis of the speckle reduction results is the morphology based speckle reduction al­
gorithms possessed improved edge preservation when compared to the linear wavelet 
transform techniques.
The results in Chapter 4 show how texture features obtained via a Gabor filterbank 
are effective at segmenting an image comprising of Brodatz textures. However, only 
limited success of segmenting SAR imagery was achieved. This may be because a 
Gabor filterbank captures texture features on a scale that does not lend itself to high 
resolution SAR images.
Chapter 5 was concerned with the analysis of image texture utilising the wavelet trans­
form. Both the non-redundant and redundant implementations of the wavelet trans­
forms were studied, resulting in successful segmentation algorithms. The reasoning 
behind the suitability of the redundant wavelet transforms to texture feature extraction 
is the introduction of shift invariance. However, analysis of the segmentation results 
show only marginally improved segmentation results are achieved with the redundant 
wavelet transform. An advantage of the non-redundant wavelet transform is the reduc­
tion in space required for data storage which is a critical factor in spacebome appli­
cations. Also the application of the non-redundant wavelet transform fits with image 
compression schemes.
Texture features obtained via area morphology operators are studied in Chapter 6 . Ex­
isting morphological texture segmentation algorithms rely on the analysis of an image 
with multiple structuring elements. An advantage of area morphology texture fea­
tures is the calculation of a single pattern spectrum is adequate for extracting texture 
features at all orientations, hence, the calculation of pattern spectrum moments as tex­
ture features is eliminated. Area morphology local granulometries have been shown 
to produce improved segmentation results in comparison to structuring element-based 
algorithms. This is due, in part, to the removal of artificial artefacts generated in the 
feature space with the use of structuring element-based morphological operators.
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7.1. FUTURE WORK
An advantage of segmenting an image with wavelet and morphology texture features 
is the ability to suppress speckle noise components in the feature space. This leads to a 
more robust segmentation, which is not possible with Gabor segmentation algorithms. 
Of all the segmentation algorithms tested it is felt the wavelet-based algorithms provide 
the best segmentation results. A quantitative measure can be obtained by evaluating the 
confusion matrices of the Brodatz segmentation results. Also a visual inspection of the 
SAR segmentation results show how regions in the wavelet segmentations correspond 
well to textured region in the test image.
7.1 Future work
Area morphology local granulometries are relatively new texture descriptors and have 
the potential for development. It is felt that improved segmentation could be achieved 
by including the mean value of a pixel’s neighbourhood. One suitable method would 
be to include the coarsest scale sieved image as an extra feature, leading to less frag­
mented segmentation whilst preserving the property of edge localisation.
Another issue with area morphology local granulometries is the potential to establish 
a vast feature space. For an N  x N  pixel image a full decomposition produces a 
2(N2 — 1 ) dimension features space, with the inclusion of anti-granulometries, which is 
too large to cluster. One method of reducing the feature space is to histogram the grain 
responses of image pixels. However, quantising the feature space adds uncertainty 
in the classification stage and reduces the ability to discriminate between different 
textures. This problem can be overcome by introducing a preprocessing stage that 
identifies the most salient scales at which texture information is present. This would 
have the effect of removing redundant information from the feature space.
An area of current research is the inclusion of an adaptive threshold to the granulomet­
ric shrinkage process. By assessing if a pixel’s local neighbourhood possesses textural 
information or is a uniform region, a threshold can be set on a per-pixel basis leading 




T HIS appendix describes the design considerations concerning the two-channel wavelet filterbank in Figure A.I. Before a detailed description of the filterbank 
is given the fundamental operators need to be defined.
Given A  = {ho, h i , , h^ - i j ,  filtering an input signal x(n ) means:
L —l
a(k) = £  h(n)x(n  — k) (A .l)
71=0
Down-sampling means:
a0, a u  c & 2 , 0 3 , . . .  = > •  do, 0,2, (14, • • • ( A . 2)
Up-sampling means:
do, Ci, C2 , C3 , . . .  )' Co, 0, Cl, 0, C2 , 0 , . . .  (A.3)
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Figure A. 1: Two-channel wavelet filter bank.
A .l Z  Transform
The Z  transform was introduced to transform a discrete-time signal x(n),  to the com­
plex Z  plane [81]. A definition of the Z  transform is given in (A.4). In the Z  domain
Z ~ l is a time delay of 1 sample, and Z  = exp{ j uT}  gives the frequency response of
a system.
L —l
X ( Z )  = J 2 x ( n ) Z ~ n (A.4)
71=0
Using the definition (A.4), the filtering process of (A .l) can be replaced by:
a(Z) = A ( Z ) X ( Z )  (A.5)
The individual sampling operations in Figure A.2 can be expressed in the Z  domain 
by considering the two operations together.
U ( Z )  ---------------- ►((?)---------------- ►(7?)---------------- ~ V ( Z )
Uo,«l,U2,tt3,tt4,... df)wn U 0 , U  2,U4lU6,... up U(b 0, U 2, 0, U4, 0, . . .
sampler sampler
Figure A.2: Sampling operations.




^ * I  I ( ___i  \ t i
V( Z)  = ^ > ( n ) i r "  +  l„ ’
71=0
L —l
=  i  u(n)z ~n + ( - l )"2~au(n)
71=0
=  I  {U{Z) + U { - Z ) }
A.2 Wavelet Fllterbank
Using the functions in Figure A.l expressed in the Z  domain, it is possible to calculate 
the output of the fllterbank. This is achieved by considering the output at mid-points 
in the fllterbank. At position Q  the output is:
X ( Z ) B ( Z )
After down and up sampling the signal at position (2) is:
\ { X ( Z ) B ( Z )  + X ( - Z ) B ( - Z ) }
At position (3) the signal is:
\ d ( Z ) { X ( Z ) B ( Z )  + X ( - Z ) B ( - Z ) }
Similarly at (§):
\ C ( Z ) { X ( Z ) A ( Z ) + X ( - Z ) A { - Z ) }
After synthesis the reconstructed signal is:
Y ( Z )  =  i { A ( Z ) C ( Z ) + B ( Z ) D ( Z ) } X ( Z )
+ 1 { A ( - Z ) C ( Z )  + B ( - Z ) D ( Z ) ) X ( - Z )
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A.2. WAVELET FILTERBANK
The output of the fllterbank has two terms. The coefficient of the X  (Z ) term introduces 
distortion, and hence is known as the distortion term. The term in X  (—Z )  introduces 
unwanted frequency components and is known as the aliasing term.
A.2.1 Perfect Reconstruction
For perfect reconstruction the aliasing term must be eliminated, this is achieved by 
setting:
C(Z)  = B ( —Z)  => C(Z)  =  B( Z)  with alterating signs (A.7) 
D ( Z ) =  — A(—Z)  ==>• D( Z)  = — A(Z)  with alterating signs (A.8) 
The output Y ( Z )  in Figure A.l is now:
Y ( Z )  =  1- { A ( Z ) B ( - Z )  -  B ( Z ) A ( - Z ) } X ( Z )  (A.9)
For perfect reconstruction the distortion term must be reduced to a delay [122]:
A ( Z ) B ( - Z )  -  B ( Z ) A ( —Z)  = 2Z ~ k (A.10)
From (A.7) this gives:
A( Z) C( Z)  -  A ( —Z ) C ( —Z)  = 2Z ~ k (A.l 1)
Let:
P(Z)  = A( Z) C( Z )  (A.12)
To design a perfect reconstruction fllterbank, a polynomial P ( Z ) has to be found which 
satisfies (A. 12). Once P{Z)  is expressed as 2 factors this identifies the filters A( Z)  and 
C(Z)  [88]. For the case when C(Z)  is a time reversal of A(Z)  the condition (A.l 1) 
is:




For improved results filter B ( Z )  in Figure A. 1 should behave as a high pass filter [88]. 
This means if the input is constant the output should be zero i.e. the filter should 
block d.c. signals. For a filter to be high pass all the coefficients should sum to zero. 
From (A. 13) the d.c. response can be calculated by setting Z  = 1:
A(1)A(1)  +  A ( —1)A(—1) =  2
A ( l ) 2 +  A ( —l ) 2 = 2
(gft(»)i42 + {EM»)(-i)"}2 = 2
V n=0 J l n = 0  )
As the sum of coefficients of a high pass filter sum to zeros this give the regularity 
condition:
L - 1





WHEN a signal of finite length is analysed via a two-channel wavelet fllterbank in Figure A .l, the problem of handling the boundary conditions at the ends 
of the signal arises. It is important to handle the boundary conditions in a manner to 
preserve the perfect reconstruction property of the fllterbank, without increasing the 
variance of the highpass filtered subband coefficients.
B .l Periodic Extension Transform
For a finite signal x(n),  of length N x, the traditional method is to apply the filters of 
Figure A. 1 to the infinite periodic extension of x(n).  If the FIR filters are of length Np,  
then for N f  < Nx, this equates to circular convolution of period N x. The extension of 
the input signal, with a period equal to the length of the input vector,describes a linear 
transform for finite length signals known as the periodic extension transform.
The filter bank can be viewed as being fixed, whilst the extension is a linear prepro­
cessing stage to the transform. This gives an understanding of how the extensions 
can be implemented when developing the algorithms. This view also allows flexibil­
ity, by keeping the fllterbank fixed and defining a number of multi-dimensional linear 
transforms [21]. However, the periodic extension transform has a disadvantage by in­
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troducing a transition where the ends of the signal meet. This discontinuity can result 
in an increase in variance of the high frequency subband coefficients.
B.2 Symmetric Extension Transform
A popular image coding algorithm is to quantise the output of the two-dimensioal 
discrete cosine transform (DCT). The DCT can be obtained from the first half of the 
discrete Fourier transform (DFT) of the signal y(n) (B.l). The signal y(n) is of length 
2N x obtained by the symmetric extension, or reflection, of X  (n ).
y( n ) = \ x (n) ' n = 0 , . . . ,  Nx — 1 ^
\  x(2Nx — 1 — n; n = N x, . . . ,  2Nx — 1
The fact that the extension y(n)  is an even function, results in the periodisation artefact 
being greatly reduced. Hence the efficiency of the image coding algorithm is increased. 
A similar technique can be implemented for transforming finite signals with a two- 
channel wavelet fllterbank. For the input signal x(n)  of length N x, the symmetric 
extension, y(n) of length N y can be generated. The extension signal can then be 
transformed by N y periodic convolution, which eliminates the transition that results 
from the periodic extension of x(n).  After the output of the synthesis fllterbank, the 
original signal x(n)  can be recovered by selecting N x samples of the output signal.
Symmetric extension transforms have been developed for two-channel multi-rate fil- 
terbanks [21], The described extensions allow for the non-redundant, perfect recon­
struction transform of signals. Another advantage of symmetric extension transforms 
are they can be applied to input signals for filters of arbitrary lengths, both odd and 
even. A discrete time signal can be symmetric in two ways:
1. Symmetric about one of its samples, known as whole-sample symmetry.
2. Symmetric about a midway point between samples, known as half-sample sym­
metry.
158




(a) Whole sample symmetry (b) Half sample symmetry
Figure B.l: Examples of symmetric extensions.
Examples of the symmetric extensions are shown in Figure B.l. For whole-sample 
symmetry the signal is symmetric about the sample c, whereas for half-sample sym­
metry the signal is symmetric about c — In cases where the N x > N f, filters of 





SETS can be defined as a collection of objects or elements. A set can be described by listing the whole collection of elements enclosed in braces{ }. By convention 
an upper-case letter is used to represent a set, while a lower-case letter is used to 
represent an element of a set e.g. a set A  could contain the set of digits used in the 
decimal system:
A = { 0 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 }  (C.l)
To state a particular element is a member of a particular set the symbol G is used, 
which means ‘is a member of’. To assist with the description of set theory a list of 
symbols are used to represent some standard sets, see Table C .l, e.g. 2 £ A  and 2 G N. 
Similarly ^ means ‘is not member of’, e.g. — 5 ^ A.
Another way of describing a set is to define a rule by which all the elements of the set 
can be found, e.g. A  = {a : a G N and a < 9}. This reads ‘A is the set of values a 
such that a is a member of non-negative integers and a is less than or equal to 9’.
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C.l. VENN DIAGRAMS
N The set of non-negative integers
N+ The set of positive integers
Z The set of integers, positive, negative and zero
R The set of all real numbers
1+ The set of positive real numbers
R - The set of negative real numbers
C The set of all complex numbers
Q The set of all rational numbers
T The set of all irrational numbers
Table C. 1: Standard sets
C .l Venn Diagrams
Venn diagrams provide a graphical method of visualising sets, this can easily be shown 
by use of an example. Let X  = {4,5,6,7} and Y  = {2,4,6,8}. The set containing 
all the numbers, the universal set =  E, is defined in (C.l). Sets are drawn as regions 
(usually circles) and the universal set is represented by a rectangular region. An ex­
ample of a Venn diagram is shown in Figure C .l, and from this representation various 
properties can be observed.
E
Figure C. 1: An example Venn diagram.
The sets X  and Y  are represented by the interiors of the circles. Properties that can be 
observed from Figure C.l are, 5 G X , 8 £ 7 ,  9 ^  I  and 9 ^ Y. It is also clear that
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C.2. INTERSECTION
elements 4 and 6 are common to both sets.
C.2 Intersection
A useful property of sets is to know the common elements, and leads to the definition 
of intersection. Given two sets A  and B , a new set containing the elements common 
to both A  and B  can be written as:
A n  B  = { x  : x  E A  and x  E B }  (C.2)
In the Venn diagram example in Section C .l, it can be observed that X  fl Y  = {4,6}, 
that is, 4 E X  fl Y  and 6 E X  fl Y. If the set A  D B  contains no elements, this implies 
A  and B  are disjoint and write A  D B  = 0, where 0 denotes the empty set.
C.3 Union
Given two sets A  and B, we can define a set which contains all the elements of both 
sets. This set is called the union of sets A  and B, and can be written as:
A U  B  = { x  : x  E A or x  E B  o t  both} (C.3)
In the Venn diagram example in Section C .l, it can be observed that X U  Y  = 




It is possible for a set to be contained within another set. If all the elements of a set 
A  are also elements of a set B, then set A  is a subset of B, and can be written as 
A  C B. From Table C.l it can be seen that N C Z and Z c i  If a set C  fits exactly
inside another set D, with all the elements common to both sets then C C D ,  and
neither set cantains elements which are not present in the other set. An effective way 
of visualising this property is to use a Venn diagram, Section C.l. For the sets:
X  = {x : x  G N+ and x < 9};
Y  = {x  : x  G N+ and x < 10 and x  is odd};
Z  =  {x  : x  G N+ and x < 7  and x  is odd};
given the universal set E defined in (C.l) the corresponding Venn diagram is shown in 
Figure C.2.
E
Figure C.2: Venn diagram illustrating subsets.
Properties observed from Figure C.2 are:
Y  C X  Y  is contained within set X.
Z  C Y  Z  is contained within set Y.
Z  C X  Z  is contained within set X.




For a pre-defined universal set E and set A, where A  E E, the set of elements not 
in A  are called the complement of A  and is represented by A. From the previous set 
operators it can be derived that A  fl A = 0 and A  U A = E.
C.6 Set Algebra
From the operations in the previous sections it is possible to develop the laws of set 
algebra, see Table C.2. According to these rules it is possible to simplify expressions 
involving set operations. Using the laws in Table C.2 it is possible to derive the laws 
in Table C.3.
A U  B  = B  U A 
A n  B  = B  fl A I Commutative laws
A  U {B U C) = {A U B) U C  
A  n  (B  n  C) = {A n  B) n  c Associative laws
A  n  (B  u  C) = (A  n  B) u  (A n  C) T
iu(BnC) = (iuB)n(yiuC) Distributive laws
A  U 0 =  
A  fl E Identity laws
A U  A  = E 
A H  A  = 0 
2  = A
Complement laws
A U  A — 
A n  A  =HI Idempotent laws
Table C.2: Laws of set algebra
C.7 Sets and Functions
Sometimes it is essential to investigate relationship between the elements of sets. For 
a set A = {0,1,2,3,4} and a set B  = {1,2,4,8,16}, it can be seen each element of
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( A n B)  u  {A n B)  = A  \  
(A U B)  n {A U B)  = A  J Minimisation laws
A U  B  = A n  B  \  
A n B  = A U  B  J De Morgan’s laws
Table C.3: Laws derived from Table C.2
B  is 2 raised to the power of an element in A, and is visualised in Figure C.3.The rule 
which produces an element in B , when given an element in A  is known as a relation. A 
relation r can be written as r : A  B, which means ‘the relation r maps the elements 
of set A  to the elements of set B \  For the example in Figure C.3, r  : 0 —► 1, r  : 1 —>2 
or in general form r : x —> 2X. The set which is chosen as the input is called the 
domain, and the set which it is mapped to is called the co-domain.
r : A — y B
"take 2 to the power of'
Figure C.3: A relationship between two sets.
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Appendix D
Basic Morphological Operators and 
Properties
HE aim of morphological operations is to extract structures from an signal using
its subgraph representation. This is achieved by examining the signal with a set 
of known shape called a structuring element (SE). The geometric shape of the SE is 
usually based on a priori knowlege of structures of interest. The SE can also be based 
on irrelevant structures, which are objects that are required to be removed.
D .l Binary Morphology
The two fundamental morphological operators are dilation and erosion, and can be 
used as the building blocks to create more complex operations. For detailed analysis 
of these operators the reader is refered to [59]. For two sets X , B  C Ed, dilation can 
be defined by the Minkowski addition (D. 1).
X  0  B  — {a? +  b\x G X , b G B} (D.l)
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If a structuring element is chosen B  C Ed, the dilation of a set X  by B  is defined as:
5b {X)  = X ® B  (D.2)
Dilation can be defined in terms of a union of set translations (D.3), the translations 
being defined by the SE, where B  =  {—b|b €  B }  is a reflection of B  with respect to 
the origin. For a 1 -dimensional signal an example of binary dilation is given in D.2(c).
5b ( X )  =  {y : Byn  *  0} = |J X„ (D.3)
beB
The set B  can replace B  if a symmetrical SE is used. Properties of the dilation operator 
are:
Translation invariant: (Ar © B ) t =  X t © B
The dilation X  with B  translated will produce the same result as the dilation of 
X  translated with B.
Order invariant: ( X  © B)  © C  = X  © ( B  © C)
If several dilation operations are to calculated, the order in which they are ap­
plied is irrelevant. This provides a method to decompose structuring elements 
into smaller parts.
Figure D. 1: Decomposition of a structuring element.
Increasing operator: X C Y ^ X ® B C Y ® B
An operator r  is defined as increasing if for two sets, A  which is a subset of B,  
then r (A)  is still a subset of r(B) .
Scale invariant: s X  © s B  =  s (A  © B)
If the signal, X , and SE, B,  are multiplied by a scaling factor s, this produces 
the same result as scaling the dilation of X  and B  by s.
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The operation dual to dilation is erosion.
eB{X) = X e B  = ( X ® B )  (DA)
This can be proved by the adjunction relation. For two sets £  and M. we can define 
the operators e : £  M  and 5 : M  —>• C. The pair (e, 6) is an adjunction between £  
and M.  if:
S(Y)  a ^ F C  e(X)  where X  e £  and Y  <E M  (D.5)
Substituting (D.4) in (D.3) defines erosion [82], which can be expressed as an inter­
section of set translations (D.6), where B y — {6 -I- y\b G B }  is the translation of the 
set B  along the vector y.
t s ( X )  = {y : By C X ]  =  f |  X . „  (D.6)
beB
Properties of the erosion operator are the same as listed for dilation. For a 1 -dimensional 
signal an example of binary dilation is given in D.2(d).
Dilations and erosions are the fundamental building blocks to construct more morpho­
logical operations. Although the erosion of a signal removes all structures that cannot 
contain the SE, one of the problems is it also reduces other structures [124], this is 
shown in the example in Figure D.2(d). Due to the non-linear properties of the erosion 
operator, there is no inverse operator to reconstruct the original signal. The process of
trying to recover structures suppressed by the erosion operator leads to the morpho­
logical opening operator. The principal behind the opening operator is a dilation of the 
signal, previously eroded, using the same structuring element. Morphological opening 
is defined in (D.7), and an example is presented in Figure D.2(e).
X o B  = { X e B ) ® B  (D.7)
Alternatively it may be required recover inital structures in a signal that has been di­
lated. This is leads to the morphological closing operator, and is achieved by eroding 
the dilated signal. Morphological opening is defined in (D.8), and an example is pre­
sented in Figure D.2(f).
X * B = ( X ® B ) e B  (D.8)
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The opening and closing operators also posses properties the make them attractive in 
the field of signal processing. The first property is that openings and closings are dual 
transforms with respect to the set complement:
X  o B  = X  * B  (D.9)
This can be proved by using (D.8) and (D.4):
X o B  = \ X @ B ] Q B  
= [ J T e B ] e B  
= [X Q B ] @B  
= X o B
Simular to dilation and erosion, opening and closing are both increasing operators:
f X  0 B C Y 0 B  
X C Y = > {  ~  (D.10)
\  X  •  B  C Y  •  B
Another property of the opening and closing operators is that they are idempotent. The 
idempotence of a filter implies that a signal will bot be further modified by iterating 
the transform.
( X o B ) o B  = X o B  
(X » B ) » B  = X » B
Simularly to dilations and erosions, openings and closings can be combined to generate 
more complex morphological operators. An opening followed by a closing (D .l2), is 
used in granulometric applications in Section 2.5.1.
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(f) C losing
Figure D.2: An example of binary morphological operations.
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D.2 Grey-Scale Morphology
The operators explained in the previous section can be extended to two-dimensions 
and used in the area of images processing. In two-dimensions a signal becomes an 
image with horizontal and vertical axes. For processing images the SE can be a two- 
dimensional mask, or sub-image, which defines the pixels to be used in the morpho­
logical operations. The morphological operators previously defined have been used in 
two-dimensions for noise removal in binary images [108].
Since binary images make up a small subset of images, to make morphology more 
practical to the application of image processing the morphological operations were 
adapted for the use on grey-scale images [128] [57] [13]. The adaption of morphol- 
gical operators from binary to grey-scale signals can be discribed with the example in 
Figure D.3. An alternative method of representing the 1-dimensional grey-scale signal 
in Figure D.3(a) is to express the signal as a 2-dimensional binary image. In the binary 
image D.3(b) all the points on or under the function are set to the one, and all the points 
above are set to zero. The grey-scale signal now casts a shadow, or umbra,  below the 
function. The morphological processing of images can be discribed in an analogous 








30 10 15 20 25 30
(a) Grey-scale signal (b) Binary image
Figure D.3: Grey-scale morphology.
The binary morphology operations of dilation, erosion, opening and closing can be 
extend to grey-scale images by the substitution of rnin and m ax for the f l and U op­
erations. Hence the dilated value of a pixel in an image I ,  at position (x, y),  is the
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maximum value in the sub-image defined by the SE B.
I @ B =  max {I ( x + i , y  + j)}  
Simularly the erosion of a grey-scale image can be defined as:






GIVEN data sets, it can be an important task to assess whether the two populations are from the same probability distribution function. This can be expressed in 
statistical language [101]:
Can we disprove, to a certain required level of significance, the null hy­
pothesis that two data sets are drawn from the same population distribution 
function.
The task of proving that two discrete distributions come from the same population, or 
that they are different, can be evaluated using the chi-Square test. If an observed binned 
data set, PQ, is to be compared to an expected distribution, Pe, a measure of discrepancy 
can be calculated with (E.l). The summation is over all bins of the histogram, with 
any term P0(n) = Pe(n) =  0 being ommitted from the sum.
(E.l)
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When comparing two binned data sets, Pi (n) and P2{n), then (E.2) should be used to 
obtain a measure of discrepancy.
A large value of x 2 indicates that the null hypothesis is rather unlikely. Another 
method of evaluation is the chi-square probability function P (x 2, d) which is an in­
complete Gamma distribution (E.3) [101]. The chi-square probability function is the 
probability that the sum of the squares of d random variables will be greater than x 2, 
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