Initiation of the primitive streak in avian embryos provides a well-studied example of a pattern-forming event that displays a striking capacity for regulation. The mechanisms underlying the regulative properties are, however, poorly understood and are not easily accounted for by traditional models of pattern formation, such as reaction}di!usion models. In this paper, we propose a new activator}inhibitor model for streak initiation. We show that the model is consistent with experimental observations, both in its pattern-forming properties and in its ability to form these patterns on the correct time-scales for biologically realistic parameter values. A key component of the model is a travelling wave of inhibition. We present a mathematical analysis of the speed of such waves in both di!usive and juxtacrine relay systems. We use the streak initiation model to make testable predictions. By varying parameters of the model, two very di!erent types of patterning can be obtained, suggesting that our model may be applicable to other processes in addition to streak initiation.
Introduction
The primitive streak is the "rst axial structure to appear during embryonic development in amniotes. It forms the sca!old on which the main body axis will be built. Its initiation is thus of fundamental importance in amniote embryonic development. In the chick embryo, the process of primitive streak initiation shows a remarkable capacity to regulate after experimental manipulation. This illustrates the fact that embryonic development is not simply an automated process pre-determined by the genetic code, but is highly adaptable. There are a number of models recently proposed to describe the spatiotemporal dynamics of streak formation (see e.g. Painter et al., 2000; Schnell et al., 2000) . However, to our knowledge, there are no mathematical models proposed, as yet, to describe streak initiation. This is the aim of the present paper. We begin with a description of the relevant background biology.
BACKGROUND BIOLOGY
The embryo just prior to streak formation [stage XIII on the staging system of Eyal-Giladi & Kochav (EG&K), 1976 ] is a bilaminar disc (the blastodisc), composed of a single-cell thick epiblast underlain by a looser layer, the hypoblast. The diameter of the disc is approximately 2 mm. The epiblast consists of a central region, the area pellucida or central disc, surrounded by a peripheral region underlain by large yolky cells, The streak then elongates anteriorly (becoming thinner) towards the centre of the blastodisc. It extends 60}75% of the way across the area pellucida. A groove forms in the middle of the streak and cells migrate from the epiblast at the sides of the streak, through the groove and into the cavity below. These cells form the mesodermal and endodermal layers of the embryo. A thickening, called Hensen1s node, forms at the anterior end of the streak and cells also migrate through this node to become head process and notochordal mesoderm. The node then starts to regress posteriorly, leaving notochord structures in its wake.
THE REGULATION OF THE CHICK BLASTODISC
Although, under normal conditions, antero-posterior polarity is speci"ed fairly early on by the action of gravity (see Kochav & EyalGiladi, 1971 ), the axis is not irreversibly determined (i.e. external cues may alter its orientation) until the appearance of the streak itself. In fact, many manipulation experiments have been performed to alter the position of this axis or indeed to induce multiple axes.
Under normal circumstances the blastodisc develops a single primitive streak, which marks the position of the future backbone of the embryo. When the blastodisc is bisected, however, each half (provided it contains at least a portion of the marginal zone) develops its own streak (see Spratt & Haas, 1960; Bachvarova et al., 1998) . Thus, a simple cut is su$cient to trigger the development of twin embryos. Up to four streaks can be produced when the blastoderm is cut into quarters, one in each segment. The streak normally forms adjacent to the posterior marginal zone and there is evidence (see Bachvarova et al., 1998) that this structure causes streak induction. All (or at least most) of the marginal zone has the ability to initiate streak formation, but most of the circumference appears to do so only in the absence of a more potent inducer. (Indeed, if a second posterior marginal zone is transplanted into the lateral margin of a host embryo, then often only one of the two posterior marginal zones present will initiate axis formation; EyalGiladi, 1991.) Once the streak has started to form in the posterior, however, the rest of the marginal zone seems to lose permanently its initiation potential and/or the host its capacity to respond, such that, even if the posterior marginal zone and streak are removed, no new streak will be initiated Bachvarova et al., 1998) . This loss of potency/competence occurs almost simultaneously with the emergence of the streak in the posterior. This may be a coincidence and both may be triggered by earlier events, but assuming that the loss of potency is caused by a signal emanating from the posterior at the time of streak emergence, the signal must spread very rapidly throughout the marginal zone.
The cues which lead to the initiation of the primitive streak and to the regulative behaviour of the blastodisc are poorly understood. The identi"cation of candidate primitive streak inducers is an active area of research (Shah et al., 1997; Cooke et al., 1994; Ziv et al., 1990 ).
MODELLING PRIMITIVE STREAK INITIATION
The capacity for small portions of the chick blastodisc to initiate the same number of streaks (one) as the whole blastodisc is di$cult to explain using traditional models of embryonic pattern formation, such as reaction di!usion and mechanochemical models. These models do not naturally exhibit size regulation, the property of creating patterns which adapt to the size of the domain. In general, in these models, the number of pattern elements is proportional to the size of the domain. More complicated reaction}di!usion models can exhibit size regulation. For example, Meinhardt (1993) considered a reaction}di!usion model with a gradient source term and showed that it exhibited size regulation, with application to head formation in hydra. Othmer & Pate (1980) showed how a reaction}di!usion model in which the di!usion coe$cients were functions of the concentration of a control chemical could exhibit in"nite scale invariance. However, none of these authors examined the time-scale on which patterns could plausibly form. Our studies, Page (1999) , show that models based on straightforward reaction di!usion are likely to be too slow to be able to explain the regulation of the streak initiation process on a realistic time-scale.
Another feature of streak formation which is di$cult to explain is the speed of the patterning process. When a blastodisc is cut into posterior and anterior halves, a localized patch of gene expression is initiated in the anterior portion of the marginal zone, marking the site of the future primitive streak, within approximately 3 hr, . Given that the circumference of the marginal zone is about 6 mm and that the di!usion coe$cients of likely morphogens are very small in vivo, it is unlikely that this could be explained by a di!usive or reaction}di!usion mechanism (Page, 1999) .
In this paper, we present a novel model of primitive streak initiation, which we believe can explain naturally the key experimental observations and could have much wider applicability in embryonic development. The model is described in Section 2 and the results of a travelling wave analysis (detailed in Appendix A) are summarized in Section 3 showing that, for realistic parameter values, this model is capable of generating propagating signals on the time-scale necessary to explain the available experimental results. In Section 4, we show that the model is consistent with the results of a number of experiments and in Section 5 we use the model to make experimentally testable predictions. We then discuss, in Section 6, the wider applicability of this type of model to pattern formation.
The Model
We propose a model mechanism in which marginal zone cells produce a streak-inducing chemical at a rate which is graded*higher posteriorly and lower anteriorly.* When the activator concentration reaches a threshold at a particular point in the domain, it causes the cells there to commit to di!erentiation, i.e. they are now destined to form part of the primitive streak. (It should be noted that the cells of the posterior marginal zone do not themselves become part of the streak, but rather cells just inside the marginal zone.) This commitment is irreversible. The committed cells produce an inhibitory factor at a constant rate. This inhibitor spreads as a wave throughout the domain preventing commitment of other cells in the epiblast. The inhibitor prevents commitment either directly (when it exceeds a certain threshold, the cells do not commit PRIMITIVE STREAK INITIATION IN CHICK EMBRYO even in the presence of super-threshold activator) or by degrading the activator.
Crucial to this model is a mechanism for the rapid passage of the inhibitor throughout the domain. There is evidence that cells can communicate via the release of di!usible substances (see Gurdon et al., 1994; Shimizu & Gurdon, 1999; Slack, 1994) and that they can also signal to their immediate neighbours by presenting proteins on their surfaces which can bind to receptors on the neighbours' surfaces (see e.g. Collier et al., 1996; Zimmerman et al., 1993) . The production of spatial gradients and of travelling waves by the latter mechanism is investigated in Monk (1998) . In the context of the cell-inhibitory model of this paper, we investigate travelling waves occurring in both di!usive and juxtacrine signalling systems and assess the ability of each to explain the regulatory properties of the chick blastoderm.
MODEL ASSUMPTIONS
In addition to the general description of the model outlined above, we assume the following: E The inhibitor either (i) di!uses and activates its own production locally, or (ii) activates its own production in neighbouring cells by juxtacrine signalling. There may be a delay between signalling and production of the inhibitor. E The production rate of the inhibitor by the uncommitted cells is zero when the inhibitor concentration is zero and increases with that concentration, but always remains below a certain maximal rate. E The activator and inhibitor both decay naturally. E The inhibitor dynamics are fast relative to the activator dynamics, such that the wave of inhibition is rapidly triggered and spreads before much of the rest of the domain is activated.
MODEL EQUATIONS
We assume that the marginal zone is a thin ring which can be modelled as a one-dimensional domain with periodic boundary conditions. We denote by u(x, t) and v(x, t) the activator and inhibitor concentrations, respectively, at time t and position x, measured from the posterior marginal zone (i.e. x"0 at the posterior).
We consider "rst the model mechanism in which the inhibitor degrades the activator and propagates via di!usion. The model equations are as follows:
where (x) is the rate of production of activator at the point x in the domain, is the decay rate of the activator, is the reaction rate of the decay of the activator by the inhibitor, D S is the activator di!usion coe$cient, k is the rate at which the tissue made up of committed cells produces an inhibitor, g(v) is a term describing the self-activation of the inhibitor, is the linear decay rate of the inhibitor, D T is the inhibitor di!usion coe$cient and u * is the activator threshold required in order to trigger cell commitment. The production term (x) is graded and is largest in the posterior. The variable a(x, t) takes the value 1 if the cells at x have committed to di!erentiation at time t and otherwise takes the value 0. This means that the "rst cells produce inhibitor only after they have experienced a super-threshold level of activator.
If instead the inhibitor blocks cell commitment directly then we drop the third term from the "rst equation ( "0) and the last equation becomes a(x, t)"
where
,, is the time period before t and before the point x has been inhibited from committing to di!erentiation and v ** is the threshold level of inhibitor at which cell commitment is blocked.
If the inhibition propagates via juxtacrine signalling and the inhibitor is con"ned to reside in the marginal zone then the second equation -There is strong evidence (Bachvarova et al., 1998; Spratt & Haas, 1960 ) that the streak-inducing signal comes from the marginal zone, see Section 1.2.
where v G (t) represents the concentration of inhibitor at cell i at time t, a G (t) is one if cell i has committed to form streak at time t and zero otherwise, g is again a self-activation term, is the delay between signalling and production of more inhibitor and vN G (t) represents the average inhibitor concentration in the cells neighbouring cell i. In the one-dimensional case considered here, vN G " (v G\ #v G> ). Note that the model is now spatially discrete.
In setting up these model equations, we have assumed that the activator and committed cells reside in (or in the case of the cells, just inside*experiments show that posterior marginal zone cells do not actually contribute to the streak, Bachvarova et al., 1998 ) the marginal zone of the chick blastodisc.-This is approximately a circular domain and so for the purposes of simulation we consider the "rst and third equations of system (1) on a one-dimensional domain with periodic boundary conditions. Experimental evidence suggests (Spratt & Haas, 1960) that the inhibitor probably resides in the central disc as well as the marginal zone. We initially analyse the case when the second equation is on a onedimensional domain with periodic boundary conditions, but then consider the second equation on a circular disc-shaped domain with zero #ux boundary conditions (we suppose that the boundaries of this region are impermeable to the inhibitor). Initially, we have u(x, t)"v(x, t)" a(x, t)"0.
We assume that (x)' u * , ∀x. (This means that each point in the marginal zone has the potential to initiate a streak). It is thus clear that the activator will reach threshold in the posterior and the inhibitor will then start to be produced. The pattern which results will depend crucially on whether a travelling wave of inhibition is established and, if so, on how fast the wave travels in comparison with the rate at which the activator reaches threshold at points in the domain distant from the posterior.
We thus analyse the inhibitor equation in isolation and treat the term ka as a general localized source term. (If the inhibitory wave is established and is su$ciently fast then a should remain zero except in the posterior.)
Travelling Wave of Inhibition
To study the travelling waves in isolation, we consider the equations
and
for the di!usive and the juxtracrine cases, respectively, where s(x) and s G are the corresponding general localized source terms.
The form of the travelling wave is governed by (i) the form of g, (ii) the nature of the coupling, (iii) the domain geometry, and (iv) the parameter values. We summarize our results below. Full details are given in Appendix A.
(i) ¹he form of g: we have analysed the equation for two biologically plausible forms of g*Heaviside and Hill function form. Both support travelling waves.
(ii) ¹he form of the coupling: both types of coupling can give rise to fast propagating waves.
(iii) Domain geometry: in the case of di!usive coupling the speed of propagation on a twodimensional domain is slightly slower than that in one dimension. For the juxtracrine case the speed can be in#uenced by the geometry of the cell packing.
(iv) Parameter values: all cases considered exhibit su$ciently rapid travelling waves for biologically realistic parameter values.
Numerical Simulations of the (full) Primitive Streak Model
Once the inhibitory wave has been initiated in the posterior of the domain, the fate of the rest of the domain depends on a &&race'' at each point between reaching a superthreshold level of activator and being inhibited by the approaching wave. Consideration of the activator equation PRIMITIVE STREAK INITIATION IN CHICK EMBRYO indicates that, for realistic parameters, activator di!usion can be neglected and hence that activator concentration ahead of the wave is approximately the same as if the inhibitor were everywhere zero. In the wake of the wave, even in the case of inhibitor degradation of the activator, cells which have not become committed by the time the wave reaches them have no possibility to do so. Thus, the commitment of a cell at a point x in the domain really depends on whether the activator "rst reaches threshold there or whether the inhibitor wave reaches it. Straightforward analysis shows that if the inhibitory wave is established su$ciently quickly and moves fast enough, then the committed cells will be con"ned to a small region in the posterior.
We simulate the full model equations [system (1)] to see if realistic parameters give rise to an inhibitory wave which is su$ciently fast to con"ne commitment to a small region in the posterior, as is suggested by experimental results. We also test that the model correctly predicts the outcome of the following manipulation experiments:
1. Bisecting the blastodisc perpendicular to the anterior}posterior axis: experiments show that this normally results in a streak forming from the posterior end of the posterior half (its normal position in the whole embryo), but also a streak forming from one of the lateral margins of the anterior half. In some cases, the anterior half may form a streak from its anterior margin or two streaks, one from each lateral margin (Spratt & Haas, 1960) .
2. Implanting glass beads to replace the posterior marginal zone: this generally results in streaks forming on either side of the beads, which are implanted simply to prevent healing of posterior marginal zone (Eyal-Giladi, 1991) .
3. Implanting a second posterior marginal zone from a donor embryo into the lateral margin of the host blastodisc: this often results in only one of the posterior marginal zones initiating a streak. This competition between posterior marginal zones only occurs if the implant is su$ciently close to the original marginal zone. Which of the posterior marginal zones is successful depends on the size of the implant (the bigger it is the more likely it is to succeed) and the relative ages of the implants (younger posterior marginal zones seem to be more successful; Eyal-Giladi, 1991).
We assume that when these experiments were performed on real blastodiscs, the manipulation occurred (stages X}XIII on the staging system of Eyal-Giladi and Kochav) before commitment had taken place in the posterior.
We assume, for ease of simulation, that the inhibitor resides in the marginal zone rather than the central disc. This means that the waves of inhibition take slightly longer to reach their targets and so slightly more of the cells will commit to di!erentiation. On balance, experiments suggest that the inhibitor actually spreads throughout the central disc, but this makes only a small di!erence to the speed of propagation (as our calculations in Appendix A show) and will only dramatically a!ect the result of the glass bead implant experiment.
We compare direct inhibition of cell commitment with degradation of the activator and propagation of the inhibitory wave via a di!usive mechanism with propagation via juxtacrine signalling mechanisms.
First, we consider the system in which the inhibitor di!uses and directly blocks cell commitment. The domain length (circumference of the blastodisc) is about 6 mm and we take the inhibitor di!usion coe$cient to be as large as is realistic, approximately 1.0;10\ cm s\. If we nondimensionalize such that the domain becomes [0, 1] (the domain is periodic and the points 0 and 1 correspond to the posterior of the marginal zone, whilst the point corresponds to the anterior) and with a time-scale of 1000 s, then the non-dimensional value of D T is about 3.0;10\. For purposes of illustration, we take the activator di!usion coe$cient to be 10 times smaller (this is simply because we have taken the inhibitor di!usion coe$cient to be as large as possible). We take the threshold level of activator, u * , and the threshold for self-activation of the inhibitor v * both to be 1.0 in our arbitrary concentration units. We take the threshold for inhibition of cell commitment, v ** , to be 0.5. In order for a travelling wave to be possible, we require / 'v * "1.0, and we also want the inhibitor kinetics to be much faster than the activator kinetics. We choose "500.0, "10.0 and k"100.0. In dimensional terms, the inhibitor has a half-life of 100 s. The activator dynamics should be much slower and in order for each point in the domain to have the potential to initiate streak, we require (x)' u * , ∀x. We choose "0.1 (corresponding to a half-life of around 3 hr) and
Figure 2(a) shows the value of a plotted against x at time t"8000 s (x"0 and 1 correspond to the posterior). The form of a (corresponding to a small patch of determined cells in the posterior) remains constant thereafter. Determination occurs at t+7000 s+2 hr. ) inhibitor pro"le at times t"7000, 7500, 2 , 9000 s in a simulation of the system with a di!usive inhibitor which degrades the activator ( "1.0). Other parameters as in Fig. 3 . See text for details.
[0.35, 0.75] and only one streak forms at x"0.75, which comes from the posterior-most part of the blastodisc. In Fig. 3(c) , the anterior half is more symmetrical and larger, consisting of [0.2, 0.75], and two streaks form. The time taken before cells committed to form a streak in the anterior half was about 6000 or 7000 s after the cut was made. This is less than 2 hr. However, the time at which commitment to form a streak in the anterior half takes place is later than it would do so in the posterior in an unmanipulated blastodisc. This agrees with the results of experimental manipulations.
We repeat the simulations of Figs 2 and 3, with the same parameters, but with inhibitor degradation of the activator ( "1.0) rather than direct inhibition of cellular commitment. The sites of streak initiation are the same in all cases, although these sites are slightly narrower. However, we can alter the width of these sites by altering v ** or . Small v ** and large lead to narrow sites of committed cells. In Fig. 4 , we show the activator and inhibitor concentration pro"les at di!erent times. This shows that the activator concentration ahead of the wave of inhibition is largely una!ected by the inhibitor (see Section 3) and that behind the wave it decays rapidly.
We now look at the system with juxtacrine signalling and no inhibitor di!usion. The activator di!usion seems irrelevant to the mechanism of our model and so, for ease of simulation, we assume D S "0. We take the other parameters to have the same values as in Fig. 2 . We take a self-activation term Thus, the model either with di!usive propagation of the inhibitor or with juxtacrine signalling and either with inhibitor degradation of the activator or with direct blocking of cell commitment is capable of explaining normal initiation of one primitive streak in the whole blastoderm and the regulation that occurs when the blastodisc is bisected or has its posterior marginal zone excised (for a similar example of a model for generating size-regulating patterns, see Green & Cooke, 1991) . It can also explain the relatively short time-scales in which these events occur.
The model also predicts that the anterior marginal zone will permanently lose its ability to induce a streak once the wave of inhibition from the posterior has entered the anterior half. This clearly occurs after commitment in the posterior. Experiments suggest that the marginal zone loses its potential to initiate a streak, even in the absence of the posterior marginal zone, once the streak has started to form in the posterior, see , and Bachvarova et al. (1998) . The initial appearance of the streak and the loss of potency of the marginal zone seem to be almost 426 exactly coincident to within experimentally determinable limits.
If a second posterior marginal zone is implanted into the lateral margin of a host embryo, provided the rate at which cells in each posterior marginal zone produce activator is somewhat di!erent (for example, if activator production rate is age-dependent and the embryos are of slightly di!erent ages) and the separation of the two posterior marginal zones is not too great then, according to the model, competition will occur and only one streak will be induced. If the posterior marginal zones are too similar in their production rate and level of activator concentration or if they are too far apart then two streaks will form, as observed experimentally.
Model Predictions
The model presented here predicts that, in an embryo which is defective for the inhibitor, the whole of the marginal zone will induce streak formation. The streaks in the mutant should form in order, from posterior to anterior.
The axin mutant mouse has a phenotype which induces multiple streaks emanating from all regions of the margin, see Zeng et al. (1997) . (Axin blocks the Wnt signalling pathway, which has been proposed to have a role in streak induction in the chick, see Cooke et al., 1994.) Since axin is an intracellular molecule, we propose that the inhibitor may be a secreted antagonist of Wnt or nodal signalling, such as frzb, Dkkl, cerberus or crescent (Baranski et al., 2000; Zhu et al., 1999; Pfe!er et al., 1999) .
The behaviour of our model is characterized by processes operating on two distinct time-scales. Initially, there is a slow increase of activation across the whole region with a peak at the posterior, then, once the most posterior cells have committed to form primitive streak, there is initiation of a wave of inhibition that rapidly sweeps across the whole domain. During the "rst phase, there exists a posterior to anterior gradient of streak-initiating potential consistent with experimental observations suggesting that lateral segments are better inducers than anterior segments. During the second phase, there is a loss of streak-forming competence which results from the wave of inhibition. Hence, the model predicts that during this short-time window anterior segments lose their streak-forming competence later than lateral segments.
We propose an experiment in which a stage XIV anterior half, whose marginal zone has lost the capacity to initiate a streak, is grafted on to a stage X anterior half. According to the model, the cells in the older anterior half should have been inhibited and should cause the production of the inhibitor in the younger anterior half, thus preventing a streak from being initiated there.
Finally, we propose an experiment which should be able to distinguish between a Turing mechanism of streak initiation (in which the activator and inhibitor react and di!use and become patterned via a di!usive instability) and the cell-inhibitory model with di!usive inhibitor, provided that di!usion in both model mechanisms occurs through gap junctions. This is very plausible, since the epiblast of the blastodisc is a coupled epithelium (Stern & Mackenzie, 1983) . (In the case of the Turing mechanism, it is extremely likely that the activator would di!use through gap junctions, since it must somehow be con"ned to the marginal zone.) The experiment involves the drug-induced blocking of gap junctional communication, see Levin & Mercola (1998 . The crucial di!erence between the models is that the activator di!usion is an important component in the Turing mechanism, but not in the cell-inhibitory mechanism. In the Turing scenario, we predict that the activator and inhibitor would remain at their uniform steady-state values and not induce a primitive streak, whereas in the cell-inhibitory model the activator would reach threshold at each point before any inhibitor was produced there. Hence, streaks would form from all sites round the marginal zone.
Further Features of the Model
We have shown that the model is capable of explaining many of the experimental results relating to streak initiation. We "nd also that it is capable of exhibiting very di!erent behaviour and producing periodic patterns. We simulate the model equations with a di!usive inhibitor and inhibitor degradation of the activator. We use the same parameter values as before, except that we set "10.0 instead of 500.0. This means that a forward-propagating travelling wave of inhibition cannot be set up. We use a discretization of 2001 points. Thus, each point corresponds roughly to a cell in the biological system. In Fig. 5(a) , we show the "nal steady-state pro"le of a. We consider each point in the domain to correspond to a cell and so those points at which a"1 correspond to cells committed to di!erentiation and those at which a"0 correspond to uncommitted cells. Figure 5(b) shows the pro"le on the section of the domain [0, 0.05]. This shows that approximately one cell in every 20 becomes committed to di!erentiation. Although similar patterns can be produced by a typical activator}inhibitor Turing system, the novelty here is that these patterns have been produced by a size-regulating model on changing one parameter.
We repeat the simulation of Fig. 5 with direct blocking of cellular commitment ( "0). When v ** "0.5, approximately one cell in every four commits to di!erentiation. With v ** "0.05, a pattern similar to that in Fig. 5 is produced, with roughly every 20 cell committed to di!erentiation. The spacing between committed cells increases away from the posterior (region of greatest activator production).
A simulation with a juxtacrine coupling, no inhibitor di!usion and inhibitor degradation of the activator ( "1.0) leads to a pattern in which there is a small patch of committed cells in the posterior, followed by a patch of alternating committed and uncommitted cells. Nearer the anterior, committed cells become sparser until in the anterior there are no committed cells. Such patterns in which the frequency of committed cells decreases towards the anterior appear to be typical in relay systems. The patterns which form are probably dependent on the juxtacrine coupling. Our system employs a very simple coupling. For more sophisticated couplings, see Monk (1998) , Owen & Sherratt (1998) and Owen et al. (1999) . Further investigation of the types of patterns that could develop in similar systems in two dimensions, with various forms of cellular coupling, would be interesting. Even with our simple coupling, however, the system produced "negrained structures with period greater than two cells. This is a property that many juxtacrine models do not have (see Collier et al., 1996) and may have important biological applications.
Discussion
The initiation of the primitive streak in the chick embryo is a fundamental developmental event. The mechanisms involved in the initiation are, as yet, poorly understood. Experimental manipulations of the chick blastodisc reveal that the initiation process displays size regulation. In most cases, an isolated portion of the blastodisc, provided it contains part of the marginal zone, will initiate exactly one streak. Although this property of size regulation can be exhibited by modi"ed reaction}di!usion models (Meinhardt, 1993; Othmer & Pate, 1980) it is not clear if this can occur on a su$ciently fast time-scale for primitive streak initiation. Models based on straightforward di!usion or on reaction-di!usion are likely to be too slow to be able to explain the regulation of the streak initiation process on a realistic time-scale (Page, 1999) . In this paper, we sought an alternative model of primitive streak initiation which could display its key features more naturally. We consider that this model could have wider applicability in embryonic development.
The mechanism involves cells producing an inducing agent which, on reaching a threshold, causes cellular commitment to form part of the primitive streak. Committed cells produce an inhibitor which activates its own production in uncommitted cells and passes as a wave throughout the domain, preventing commitment at other sites. Such waves of inhibition are well documented in other areas of developmental biology, such as calcium waves in fertilized eggs*see, for example, Busa & Nuccitelli (1985) ; Gilkey et al. (1978) ; Lane et al. (1987) and Ja!e (1999). The model is intrinsically di!erent from a reaction}di!usion model in that cells have a memory*their commitment is irreversible. An important feature of the model is that whilst straightforward di!usion of an inhibitor would be too slow to be biologically realistic (see Crick, 1970) , a di!usive (or indeed juxtacrine) travelling wave can pass much more rapidly throughout the domain. In a standard reaction}di!usion model a travelling wave could not pattern the blastodisc, since the "nal steady state left behind the wave would be uniform and hence cells would ultimately reach the same state of di!erentiation everywhere. The cell memory property is thus a crucial element of the model proposed here.
We began the analysis of the model by assessing the speed of propagation of (inhibitory) travelling waves in a system with self-activation and either di!usive or juxtacrine coupling. We found that if a travelling wave arose then it had a speed uniquely determined by the parameters of the system. This suggests that mechanisms of this type could allow cells to communicate over "xed distances on a predictable time-scale. For the case in which the self-activation of the inhibitor takes a caricature Heaviside function form, we were able to calculate the wave speed analytically for the cases of both di!usive and juxtacrine coupling. It is an open question as to how to determine wave speeds in juxtacrine signalling systems with general self-activation. This caricature model serves to give insight into the importance of di!erent parameters in determining the wave speed and to estimate the order of magnitude of possible wave speeds. We found good agreement between the analytical results and those of numerical simulations.
Our simulations show that in both the di!usive and juxtacrine cases, more realistic forms of the self-activation term led to waves which were slightly slower than, but with speeds of the same order of magnitude as those of the caricature model. In two dimensions, the di!usive travelling wave was slower than its one-dimensional counterpart very near to a localized source, but beyond a short distance from the source the di!erence became negligible. In the juxtacrine system, the two-dimensional problem was more complex. The propagation of the wave was in#uenced by the positions of the cells and the numbers of orientations of the nearest-neighbour interactions. We found that with the simple coupling used in our model, the wave speed was considerably reduced compared to its one-dimensional counterpart, because cells had to share their signalling between more neighbours and hence forwards signalling was reduced. We postulate, however, that this might not be the case for other more complicated couplings. The propagation of waves in a juxtacrine relay system in two dimensions with various di!erent couplings warrants further investigation.
Considering realistic parameters, we found that a di!usive inhibitory wave could probably have a speed of up to about 10\ mm s\ and hence pass from the posterior to the anterior of the embryo in less than 5 min. In the case of the juxtacrine relay model, a wave of inhibition could sweep across the domain in a similar time, provided there exists a quick-release mechanism (see, e.g. Lyons et al., 1988) for the inhibitor.
Analysis of the activator equation and numerical simulations of the full model showed that if the speed of propagation of the inhibitory wave were fast enough, the cells would commit to di!erentiation only in a small region in the PRIMITIVE STREAK INITIATION IN CHICK EMBRYO posterior. Numerical simulations of the model predict that it can explain the regulation that occurs in primitive streak initiation and that it can explain initiation on a realistic time-scale. This is independent of whether the inhibitor propagates via juxtacrine signalling or via di!usion and of whether the inhibitor blocks cell commitment directly or does so by degrading the activator.
The model gives rise to a number of testable predictions, as detailed in the previous section. The streak-inducing agent itself has not yet been positively identi"ed, although a number of candidates have been found*perhaps the most promising being the Vg1 protein, acting together with Wnt.
The model has the ability to give rise to a single structure in domains of various sizes on time-scales which are appropriate for biological development. We propose that this feature makes this model relevant to many other biological systems.
Many other instances occur in development in which the emergence of a structure inhibits formation of further (identical) structures elsewhere in the "eld of interest. For example, the freshwater polyp Hydra normally has only one head and foot, but if bisected regenerates the appropriate body part at the cut end of each half (see Gierer & Meinhardt, 1972; Meinhardt, 1993; Sherratt et al., 1995) . Another fascinating example is the initiation of limbs in the tailbud stage salamander Ambystoma maculatum. In this case, each limb disc normally produces one limb, but if the limb disc is split into vertical segments by placing thin barriers which prevent reunion, then each segment produces a distinct limb. A similar phenomenon was observed in a pond in Santa Cruz, CA, in which many-legged frogs and salamanders were found. It was discovered that this was due to an infestation of parasitic trematode worms whose eggs split the limb buds of the tadpoles into several parts [see Gilbert (1991) , which refers to the then unpublished data of Sessions (1998) and Sessions et al. (1999) ].
The model system can also produce periodic short-wavelength spatial patterns if the parameters are such that a travelling wave of inhibition is not triggered. This gives rise to the intriguing possibility that by altering parameters of the system the same mechanism could have evolved to give rise to both size regulating and "xed wavelength periodic patterns. It would be very interesting to investigate more thoroughly the types of periodic patterns that can be produced by this system, especially in two dimensions, looking also at the e!ects of di!erent couplings in the juxtacrine case. In the one-dimensional system, we found that the pattern spread out as a wave from the &&posterior'' (fastest activatorproducing) end to the &&anterior'' end. This sequential formation of pattern occurs in many biological patterning processes. Examples include the formation of stripes on the back of the Alligator mississippiensis, somites in amniotes and chick feather primordia.
In general, we have found that the novel model proposed in this paper can give rise to two highly di!erent types of pattern on biologically realistic time-scales and could be applicable to a very wide range of developmental patterning events. APPENDIX A
A1. Speed of the Wave in a Di4usive System
We consider the equation
where s(x) is a general localized source term, on the domain [0,¸] with zero-#ux boundary conditions. To study travelling waves, we really need to consider an in"nite domain. However, if we consider a su$ciently large domain with zero-#ux boundary conditions, such that the boundaries do not a!ect the dynamics of the travelling wave, then we can simulate travelling wave pro"les numerically. We assume that the e!ect of the source term is simply to trigger a travelling wave of inhibition and that the e!ects of the domain boundaries are small except in their immediate neighbourhood. We hence look for travelling wave solutions of eqn (A.1), without the source term, on an in"nite domain. Equation (A.1), without the source term, has homogeneous steady states which are the positive solutions of
There are no biological data to guide us to the form that g(v), the inhibitor production term, should take. Therefore, we consider the three typical functional forms that are commonly used as production terms in biology. In the case represented by Fig. A1(a) , 0 is the only homogeneous steady state and is stable. In this case, the inhibitor will just decay away from the source. For the form of g(v) illustrated in Fig. A1(b) , the zero steady state is unstable and any slight perturbation will cause convergence to the non-zero steady state. Travelling waves do occur in systems with this type of production term, but they will only do so if the level of inhibitor away from the source is exactly zero. If there is a noisy background of inhibitor concentration then this will grow to the non-zero homogeneous steady-state level. Hence, this case does not exhibit the necessary robustness required for the problem being studied here and we will ignore it in the subsequent analysis.
For the form of g represented by Fig. A1(c) , we look for travelling wave solutions of the form v"v(z), where z"x!ct, c is the speed of the wave and v(z) P0 as zPR, v(z) Pv as z P! R. v is the stable non-zero homogeneous steady-state value. These boundary conditions imply that far ahead of the wave, the inhibitor concentration is zero, while far behind the front, the inhibitor concentration is at the steady state given by the largest intersection of the line y"g(v) with the line y" v. In travelling wave coordinates, the equation is then
For given D T , and g of the form in Fig. A1(c) , we can show, using standard phase-plane analysis, that there will be a solution for a unique travelling wave speed c.
For a given self-activation function, g, there is a maximal value of given by
for which the inhibitory wave will propagate forward.
To obtain an estimate for the speed of propagation, we approximate g(v) by a Heaviside function. This is equivalent to assuming that the uncommitted cells produce inhibitor at a "xed rate only when the background concentration exceeds a threshold. We discuss more realistic forms of g later, although in some cases a sharp threshold response to cell signalling may be realistic, but this usually involves protein synthesis (Ferrell & Machleder, 1998; Papin & Smith, 2000) .
With Heaviside function self-activation, eqn (A.3) becomes
We assume that v (the non-zero homogeneous steady-state value of v), / 'v * . This means that there is a stable non-zero homogeneous steady state v"v . We assume that, in the travelling wave solution, vP0 as zPR and vPv as zP! R.
We "nd that the wave speed is given by
In particular, we can see that the wave will move forward i! v '2v * , which is equivalent
where z is determined by the initial conditions and is the negative root and the positive root of
Numerical simulations of the corresponding partial di!erential equation model for v con"rm this analytical prediction for the wave speed (Page, 1999) .
A1.1. HILL-FUNCTION SELF-ACTIVATION OF THE INHIBITOR
If the inhibitor enhances its own production by binding to a receptor on the cell surface, then the rate of self-activated production of the inhibitor should re#ect the level of receptor occupancy. We assume for now that the inhibitor production rate is simply proportional to the level of receptor binding. As the kinetics of receptor binding is likely to be rapid then the level of receptor binding will be approximated by k vL/(k #vL), where n, the Hill coe$cient, is the number of molecules of inhibitor that bind simultaneously to one receptor and k and k are constants that depend on the rate constants of the inhibitor}receptor binding (see Hill, 1910; Segel, 1991; Murray, 1989) . Thus, we consider a self-activation term of this Hill function form. For n large, the Hill function is similar to a Heaviside function. We now compare the ability to generate travelling waves and their speeds and forms in systems having a self-activation term which takes the form of a Hill function of order 2 or 3 with the corresponding properties of the system with Heaviside function dependence. If the self-activation terms takes the form of a Hill function of order 1 then the zero steady state of the inhibitor concentration is unstable, see Fig. A1(b) , and any noise will trigger convergence to the non-zero steady state, so we assume this form is not relevant. A very large n is unlikely from a physical point of view from the dose}response curve, is as high as n"35, see Ferrell & Machleder (1998) , but this high apparent coe$cient seems to rely on protein synthesis-dependent positive feedback, which would probably be slow] and anyway we expect extremely good agreement with the Heaviside solution, since the form of the Hill function tends towards a Heaviside function form as nPR.
In order to compare like parameters with like in the Heaviside and Hill function equations we consider self-activation terms with the same inhibitor production rate at very high inhibitor concentration and the same inhibitor concentration at the point of maximum slope of g. The Hill function corresponding to H (v!v * ) is hence (vL/(KvL * #vL)), where K"(n#1)/(n!1). This choice of matching is somewhat arbitrary, but gives functional forms which are fairly similar.
We simulate the Hill function equations, with n"2 and 3, for the parameter values v * "1.0, "10.0, "1.0 and D"0.0001, chosen such that, according to our analysis for Heaviside function self-activation, a forward-propagating travelling wave solution exists and such that the di!usion coe$cient is large enough to allow reasonably fast, accurate computation. We also match the analytical solution of the Heaviside function equation (dotted line) at t"16, to compare the forms of the solutions (see Fig. A2 ). For n"2, the solutions are similar except behind the wave, where the di!erence is largely due to di!erent non-zero homogeneous steady-state values.
The agreement is better for n"3. The numerical simulations suggest a travelling wave speed of c"0.019 for n"2 and c"0.023 for n"3 compared to an analytical prediction (which agrees with the numerically calculated value) of c"0.027 for Heaviside function self-activation. Hence, the Hill function self-activation leads to a travelling wave of inhibition which is slower than that initiated with Heaviside function self-activation.
When we simulate the Hill function equation with n"2 or 3 and parameter values v * "2.0, "5.0, "1.0 and D"0.001 the inhibitor concentration collapses to zero. In both these cases, there is no non-zero homogeneous steady state. For a non-zero steady state to exist for n"2, we need v * ((1/2(3)( / ); however, this still does not ensure that the travelling wave solution propagates forwards. This will happen if v * (0.265 / [using condition (A.4)], this being only slightly less than the value of v * required for a non-zero homogeneous steady state. For n"3, these values are more di$cult to compute, but, as an approximation, we require v * (0.37 / for a forward propagating wave. These values compare with the condition v * ( / for the Heaviside function equation. Thus, the more receptor binding sites involved in the inhibitor}receptor binding, i.e. the higher the value of n and the more like a Heaviside function the self-activation, the more robustly the system initiates a forward propagating wave of inhibition. 
A1.2. REALISTIC PARAMETER VALUES
In our primitive streak initiation model, we want only one streak to be initiated in any connected piece of blastodisc. This will happen if the travelling wave of inhibition is su$ciently fast. From both our simulations and our analytical form of the wave speed in the Heaviside function inhibitor equation, we see that the inhibitory wave speed increases with the ratio v /v * , where v " / . We thus consider how large this ratio could plausibly be. As the ratio gets large, a non-zero homogeneous steady state will always exist and will take a value approximately equal to v . Thus, v /v * corresponds approximately to the ratio of the saturation concentration of inhibitor to the threshold value at which the non-di!erentiated cells begin to produce inhibitor. It has been shown in certain morphogenetic systems that cells respond to threshold levels of chemicals which are very far from the saturation levels [see Dyson & Gurdon (1998) , although it should be noted that this paper refers to low receptor occupancy and not to a saturation level given in terms of kinetic parameters]. Here we shall take a generous estimate of the maximum likely value of this ratio as being 100; less generous estimates would predict slower waves of inhibition. We assume that the half-life of the inhibitor in vivo will be at least 10 s, leading to a maximum value of of 0.1 s\. Since we are not interested in the absolute values of the inhibitor concentration, we take v * to be 1 in some arbitrary units. This means that )10.0 concentration units per second. We assume that the inhibitor is a protein of average mass and that its di!usion coe$cient will be )1.0;10\ cm s\.
If we allow all the parameters to take their bounding values then we obtain an analytical wavespeed for the system with Heaviside self-activation of approximately 10\ mm s\. Thus, the inhibitory wave would pass from the posterior of the blastoderm to the anterior in less than about 5 min.
Since the ratio v /v * is large we expect the behaviour of the system with Hill function self-activation to be similar to that with Heaviside self-activation, although the wave will be a little slower. We simulate the system numerically with Heaviside function and Hill function of order 2 self-activation on a periodic domain of length 4 mm, with the parameters taking their bounding values (see Fig. A3 ). We see that in the Heaviside function case, the wave takes less than 200 s to reach the anterior of the domain (we consider the middle of our simulation to correspond to the posterior and the edges to correspond to the anterior) and in the Hill function case less than 240 s. This shows very good agreement with the analytical estimate.
A1.3. INHIBITORY TRAVELLING WAVES IN TWO

DIMENSIONS
Experiments involving manipulation of the blastodisc suggest that the wave of inhibition should pass through the central disc rather than be con"ned to the marginal zone. We are interested therefore in whether the propagation of a wave in two dimensions di!ers signi"cantly in speed from that in one dimension. The eikonal equation (Grindrod, 1996) shows that in the case of radially symmetric propagation, the wave propagates at rate which is an amount D/r slower than the one-dimensional speed, where D is the di!usion coe$cient of the inhibitor and r is the radial coordinate. Biologically, realistic di!usion coe$cients are very small and so at a very short PRIMITIVE STREAK INITIATION IN CHICK EMBRYO distance from the source of the wave the di!erence between the one-and two-dimensional speeds should become negligible. Thus, if we assume that the source is not perfectly localized (and so outside the source r<1/D), then the time taken for the inhibitory wave to propagate in one dimension should give us reasonable estimates for the two-dimensional case. Numerical simulations on a two-dimensional domain con"rm this result (Page, 1999) .
We conclude, therefore, that a cell-inhibitory model in which the inhibitor di!uses in the classic Fickian sense can exhibit wave speeds su$ciently fast to account for the inhibition of streak initiation observed experimentally. which occurs for "0. The time taken, , for the wave to pass from one cell to the next is given by ( )" (0)# .
(A.14)
Thus, a delay between inhibitor signalling to the cells and the production of more inhibitor translates simply into a delay in the wave of inhibition passing from one cell to the next. Numerical simulations indicate that the same relation between and holds (approximately) when the self-activation takes the Hill function form (data not shown).
A2.3. INHIBITORY TRAVELLING WAVES IN TWO
DIMENSIONS
The dynamics of juxtacrine signalling systems in two dimensions are dependent on the positions of the cells and the number and orientation of nearest-neighbour interactions. In the following simulations, we assume that cells are arranged in a square lattice and that they signal only to those neighbours with which they share a side. We also assume that a cell presents one-quarter of its quota of inhibitor on each side. Thus, the level of inhibitor presented to the cell at position (i, j) is given by (v(i#1, j)#v(i!1, j)#v(i, j#1)#v(i, j!1) ). (A.15) For ease of simulation, we assume that "0. Our previous results suggest that a non-zero simply adds a delay to the time taken for the wave to move from one cell to the next. Figure A4 (a) shows the position of the wavefront at t"5, t"10, 2 , t"45 (by t"50 it has covered the entire domain) in a numerical simulation of the relay inhibitor equation on a square grid of 101;101 cells with Heaviside self-activation and parameter values "10.0, "1.0 and v * "1.0. The cells are indexed by pairs (i, j) denoting their positions in the two directions parallel to the edges of the square. The inhibitor concentration initially has value / for cells with j)10 and 46)i)56. The geometry of the lattice means that the wavefront approximately preserves its initial square form. The speed of the travelling wave is less than half of that in the one-dimensional case. This reduction in speed is largely due to the fact that the cells now share their signalling between four neighbours rather than two and this reduces the amount of signalling received by a cell at the front from its neighbour behind the front. Figure A4 (b) shows the position of the wavefront at t"5, t"10, 2 , t"50 in a simulation of the relay inhibitor equation with Hill function order 2 self-activation. The other details of the simulation are as for Fig. A4(a) . In this case, the wavefront becomes much more rounded (this seems to be due to the fact that it is not sharp). The travelling wave is again much slower than in one dimension. 
A2.4. REALISTIC PARAMETERS
As in the case of the di!usive wave, we try to assess how fast a wave of inhibition might propagate in the juxtacrine signalling system. As before, we take parameter values "0.1 s\, v * "1 in some concentration units and "10.0v * s\. We simulate the system with Hill function order 2 self-activation on a square domain. The blastodisc has a diameter of about 2 mm which corresponds to roughly 500 cell lengths. We simulate on a smaller domain of 101;101 cells, in order to limit the time taken to perform the simulations. For ease of simulation we assume that "0 and allow for an additional time of approximately 100 , where is the actual delay, for the wave to propagate. The position of the wavefront at 10 s intervals is shown in Fig. A5 . Initially, it is assumed that only cells adjacent to the posterior marginal zone are activated and so we set v(i, j)" / for j"1 and 45)i)55 and v(i, j)"0 elsewhere. The wave takes less than 60 s to propagate throughout the domain. We can assume, since the wave propagates at approximately constant speed, that it will take less than 5 min to propagate across a domain of 500;500 cells.
The magnitude of the delay depends on the mechanism by which cells upregulate their surface inhibitor concentration in response to receptor signalling (see Monk, 1998) . A mechanism involving gene transcription could cause a delay of as much as several minutes (too slow for the purposes of this model). Release of inhibitor from intracellular vesicles is likely to take the order of a minute (or a little less). This again would probably be too slow and certainly these delays would dominate the time taken for the wave to propagate. A faster mechanism would be the conversion of inhibitor from an inactive to an active form via protein cleavage (see Lyons et al., 1988) . This could take less than a second and hence the inhibitory wave could propagate across the domain in around 10 min.
These calculations suggest that a juxtacrine signalling mechanism is also able to propagate fast inhibitory waves. 
