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ABSTRACT
“Seeing is believing, but feeling is the truth”. This idiom from
the seventieth century English clergyman Thomas Fuller gains
new momentum in light of an increased proliferation of haptic
technologies that allow people to have various kinds of ‘touch’
and ‘touchless’ interactions. Here, we report on the process
of creating and integrating touchless feedback (i.e. mid-air
haptic stimuli) into short movie experiences (i.e. one-minute
movie format). Based on a systematic evaluation of user’s
experiences of those haptically enhanced movies, we show
evidence for the positive effect of haptic feedback during the
first viewing experience, but also for a repeated viewing after
two weeks. This opens up a promising design space for content
creators and researchers interested in sensory augmentation of
audiovisual content. We discuss our findings and the use of
mid-air haptics technologies with respect to its effect on users’
emotions, changes in the viewing experience over time, and
the effects of synchronisation.
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INTRODUCTION
Audiovisual media has become omnipresent in people’s ev-
eryday lives and has a significant impact on their feelings and
emotions [2, 19]. Over the last few years, the sense of touch
has gained attention as a means to enhance users’ experiences,
particularly to create more immersive media experiences. For
example, Surround Haptics provides smooth tactile motions
on the back through a system that is integrated in a seat [13], a
tactile jacket that triggers vibrations to intensify emotions [16],
AIREAL uses vortexes of air that delivers tactile sensations
in free air [28], and Ultrahaptics that display ultrasonic waves
to create tactile sensations in mid-air [5]. The first two ex-
amples require physical contact, while the latter two generate
tactile sensations in the air, not requiring any physical contact
between the user and the interface.
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In this paper, we focus on mid-air haptic technology and its
effect on media experiences, as it has not been studied be-
fore. More precisely we focus on mid-air haptic feedback and
their potential role in movie experiences. There is a growing
body of knowledge on the perception of mid-air haptic stim-
uli (localisation and discrimination) [31] and the creation of
shapes in mid-air [18]. However, the effects of these kinds of
stimulation on human emotions has only recently been studied.
In contrast to previous studies where the haptic experience
is created to match a specific emotion [16], to mirror the
screen [15], or to match the specific semantic space [13], we
designed a single haptic pattern to enhance viewers’ experi-
ences. By pattern, we mean a mid-air haptic creation defined
by an intensity, a movement, and a frequency over time. We
explored this pattern with respect to its temporal integration
into movies (synchronized versus not synchronized with the
peak moments in a movie). We focus on “one-minute movies”,
which is a content format that conveys a complete narrative
in one minute and allows a comparable set of movies of the
same format and length. Then, we conducted a study follow-
ing three main steps: (1) selection of movies, (2) creation
and integration of haptic feedback (haptic pattern) into the
movie narrative (synchronised vs not synchronized) and (3)
evaluation of the users’ viewing experiences (emotions) in two
instances (two weeks separated). For the evaluation, we used
three conditions: (a) with and without haptic feedback, (b)
movie-specific design versus one cross-movies design, and (c)
repeated viewing after two weeks. We used a combination of
measures (i.e. self-report questionnaires and skin conductance
responses) to capture the effect of the haptic feedback on users
viewing experiences.
The present study contributes to the growing literature of hap-
tic experience [27] and multisensory experience design [25].
First, we demonstrate the integration of mid-air haptic feed-
back into audiovisual content in form of a simple haptic pattern.
This approach can be further extended towards a variety of
pre-defined and custom-made or even automated patterns in
the future. Second, we describe a methodological procedure
to study the immediate and more long-term effect of haptic
feedback. Finally, we discuss future directions for research,
and possible developments in the broader context of media
experiences.
RELATED WORK
In this section, we discuss relevant previous work that has
explored the potential of the senses to enhance movie expe-
riences. We first present an overview of the media and the
senses and we then focus on the use of mid-air haptics and
the challenges of designing haptic feedback for one-minute
movies.
The senses (i.e. smell, taste, and touch) are a relevant com-
ponent of Human-Computer Interaction [24] and have been
studied in the context of interactive media [29]. The MPEG-V
ISO standard [12] and Mulsemedia [8] are good examples
of the effort made to create standards for the multisensory
integration into media.
The sense of smell has been studied with media, in a recent
survey Murray [20] exposes various context of olfactory in-
tegration with media. On the other hand, the sense of taste
has received little attention but recent works [21, 26] show
interesting new interaction mechanisms that could open new
ways of integrating taste with media. The sense of touch is
presented in the next section.
Haptically enhanced media experiences
Touch is a powerful means to communicate emotions [10].
Indeed, researchers have aimed to reproduce its richness in
haptic feedback system. Simple examples of such systems
include vibrations of our mobile phones [30], video game con-
trollers [7], and force feedback in steering wheels for racing
games [11]. More specifically, Israr et al. [13] introduced the
idea of Surround Haptics, a new tactile technology that uses
a low-resolution grid of vibrating actuators to generate high-
resolution, continuous, moving tactile strokes on the human
skin. Different game events are mapped to different haptic
feedback patterns. Those patterns are sent to the user through
a chair embedded with vibratory actuators on the back. This
is an interesting example of more immersive experiences that
is based on a carefully designed video-tactile-audio gaming
environment.
While the previous example of Surround Haptics requires ac-
tual physical contact with the user, new haptic technologies
that promote the idea of touchless interaction for media ex-
periences have emerged over the last years. Sodhi et al. [28],
for example, developed AIREAL, a haptic technology that
delivers tactile sensations in free air using vortex-based tac-
tile actuation. An air vortex is a ring of air that can travel
at high speeds over larger distances to create free air haptic
experiences.
In the present research, we are particularly interested in mid-
air haptic technology presented by Shinoda et al. [1], the only
mid-air technology that allows the creation of real-time pat-
terns with various frequencies and intensity. It is composed of
a series of ultrasonic transducers that emit very high frequency
sound waves. When all of the sound waves meet at the same
location at the same time, they stimulate the human’s skin cre-
ating haptic sensations in mid-air. No gloves or attachments to
the user’s body are required as the feeling is directly projected
onto the user’s hands (or body part).
Previous work using this mid-air haptic technology has pro-
vided insights into the perception and localisation of mid-air
haptic stimuli [31], the creation of complex haptic patterns
such as shapes [18], and most recently the mediation of emo-
tions through mid-air haptics [23]. The challenge is still to
understand how to create the right haptic experience for a
given media or movies.
Designing tactile experiences for movies
Various approaches have been explored to design haptic feed-
back for movies. Danieau et al. [6], for instance, recorded
haptic feedback experienced during specific activities (e.g.
horse riding) alongside video and sound. Users experienced
the movies with 3 different haptic conditions (recorded, ran-
domly generated, and no haptic feedback) and rated them
using a Quality of Experience (QoE) questionnaire. Users
rated the captured haptic feedback as more immersive than
random haptic feedback and the random feedback was also
better than no-feedback at all. While those findings are inter-
esting, this approach is mainly focusing on the mirroring of
an action (motion) on the screen and hence the stimulation of
the visual sense, rather than the sense of touch.
Lemmens et al. [16], in contrast, created patterns for a haptic
jacket based on typical touch behaviours from human emo-
tional touch communication (e.g. highly energetic movements
to indicate surprise or happiness) as well as based on common
wisdoms and sayings (e.g. butterflies in your stomach). Those
patterns were presented together with short movies. Users
reactions were assessed through physiological measurements
(respiration, heart rate, skin conductance level) and question-
naires (SAM [4] and Immersion Questionnaire). The results
suggested a positive effect of haptic stimuli on peoples’ im-
mersion but they used only one haptic condition per movies,
making any comparison between the designed haptics and
other approaches impossible.
Israr et al. [14] proposed an approach based on a systematic
exploration of haptic feedback and its integration with the
other senses, as well as the content and the context of use.
The authors built a library that establishes a classification
between haptic feedback parameters (i.e. intensity, duration,
and stimulus onset asynchrony) and semantic space (e.g. rain,
pulse). This library was built and evaluated by users and can
be used with various kind of media [34]. Nevertheless, there is
still a need to investigate the impact of using a specific pattern
during a media experience as it is very likely that the main
focus will be on the visual content [9] and can thus outshine
the effect of the pattern used.
More creative-focused approaches have been presented. For
instance, Kim and al. [15] designed an authoring tool where
users can pause a movie and draw the haptic feedback on the
screen, focusing of the visual elements they judge relevant.
This interface is designed to work with the haptics gloves they
designed. Schneider et al. [27] extended this approach in a
multi-device toolkit in order to facilitate haptic experience
design. The authors designed a single interface capable of
supporting various kinds of devices for creating patterns by
drawing on the screen. In contrast to the toolbox approach,
this toolkit might challenge designers with too many possi-
bilities in the design of tactile experiences, especially when
confronted with a new device, such as mid-air technology.
This paper expands on these previous works by designing
tactile experiences using mid-air haptics technology.
STUDY
In our research, we investigate the effect of mid-air haptic feed-
back on short movie experiences. We focus specifically on
“one-minute movies”, a content format that conveys a complete
narrative in one minute and bridges traditional TV with online
video consumption (e.g. YouTube). This particular format
is featured in the annual “movie minute festival1” that chal-
lenges movie-makers, writers, animators, artists, designers,
and creative producers to develop exciting new content.
Most importantly, this “one-minute movies” format provides
us with a specific comparable timeframe for our study in-
vestigating the effect of mid-air haptic feedback on viewers’
experiences. The study was divided into three main steps: (1)
selecting a set of one-minute movies, (2) designing the haptic
feedback, and (3) evaluating the viewer experience over time.
See an overview on each step in Figure 1. In the following
sections, we explain each of the three steps in detail.
Step 1: Selection of the one-minute movies
The one-minute movies for our study were selected from the
international one-minute movie festival collection available on
YouTube. Before the first step in the user study, we selected a
total of 14 one-minute movies and invited four researchers in
the field of HCI to watch and rate them using the SAM. Doing
so we wanted to ensure a good spread of represented movies
as well as a level of agreement with respect the perceived level
of valence (positive/negative) and arousal (activation) for each
movie.
Each of the four invited HCI researcher was asked to watch
the 14 movies and rate them according to arousal and valence
using the Self-Assessment Manikin (SAM) questionnaire [4].
We also asked them to rate their liking of the movie on a 7-
point Likert scale (1 being ‘didn’t like it at all’ to 7 ‘liked it a
lot’). We compared the ratings for each movie and discussed
them with the invited researchers with respect to the agreement
on valence (if it was perceived positive, negative, or neutral)
and arousal (if the movie had at least one moment of excite-
ment, “peak moment”). The first criterion was to exclude any
movies that might lead to contradicting emotional experiences
and could hence be avoided for the user study. The second
criterion was to inform the design of the haptic feedback along
peak (arousing) moments. Based on those two criteria, two
movies were excluded (one because of contradicting ratings
on the valence, the other because it was perceived neutral with
respect to arousal). The remaining 12 movies were used in the
first step of the user study (see Figure 1).
Based on this initial pre-study step, we then recruited 22 users
for our first step in the user study that lasted around 30 min-
utes and was rewarded with 6.5 USD. Each of the 22 users
was invited to watch the 12 selected one-minute movies in a
controlled lab environment. We used again the SAM ques-
tionnaire [4] to collect the arousal and valence ratings from
users and asked them to rate their liking of each movie using
the question “How much did you enjoy the movie?”. We also
1http://www.filminute.com
one-minute movies Valence Arousal
Black Hole Neutral[0.60] Neutral[0.58]
Chop Chop Cheerful[0.71] Neutral[0.53]
Grandpa Neutral[0.47] Neutral[0.54]
Loop Sad[0.38] High[0.63]
The Key Neutral[0.63] Low[0.41]
Wildebeest Cheerful[0.73] Neutral[0.59]
Table 1. List of the six selected movies for step two in our study - balanc-
ing between low and high valence and arousal movies (scaled to 0 and 1,
where 0 is referring to low ratings and 1 to high ratings.
recorded the users Skin Conductance Responses (SCR) for
each movie using the Shimmer2 GSR device2.
To analyse the SCR data (18 out of 20 valid, 2 excluded due to
technical problems), we first prepared the data for the analysis
by (1) using a windowing function (taking the mean of values
in a widow of size 9 to smooth the data and remove imper-
fections, (2) standardizing the raw data for each user (values
from 0 to 1), (3) reducing the frequency of data from 50 Hz
to 20 Hz. We then plotted all the data for each user and per-
formed a visual analysis for each movie. All movies showed
potential for the second step of the study, meaning that they all
had elicited ‘peak moments’ (captured in the SCR responses)
based on which the haptic feedback could be designed. We
also took the questionnaire ratings into account in order to
balance between low and high valence/arousal movies in the
final selection of movies for step two. In the end, we selected
six out of the 12 movies for the next step (see Table 1).
Step 2: Creation of haptic feedback
Here we describe the creation and integration of the specific
mid-air haptic feedback for the six selected movies. This
second step was divided into two main parts: (1) the first part
is concerned with the timing of the haptic feedback and (2) the
second part discusses the design of the haptic feedback (i.e.
haptic pattern).
Temporal integration of the haptic feedback
In order to find the right timing for the haptic feedback (refers
to the synchronisation of the haptic feedback with peak mo-
ments in a movie), a two-way manual approach was used.
First, we used the SCR data (visual representation for each
of the 6 selected movies, including amplitude and timing) to
inform the key peak moments in the movie across users (see
Figure 2). Second, we verified the 3 to 5 highest peaks re-
vealed by the SCR data based on the narrative of the movie
by comparing the timings taking into account the delay of the
SCR measurements. For example, Figure 2 shows that the
third peak in arousal is linked to the crocodile eating the gnu.
This peak can be seen in user’s SCR data at second 41, and fits
the particular moment in the movie around second 39 (taking
into account the 1 to 3 seconds’ delay of the SCR recording).
We created six synchronized haptic sequences, one for each of
the short movies according to the recorded peak moments.
In addition, we create one more haptic sequence which was
shared across all movies simulating an unsynchronized in-
tegration of haptic feedback. For that purpose, we defined
2http://www.shimmersensing.com/
Figure 1. Overview on the study set up including the three main steps: (1) selection 6 out of 12 movies, (2) creation of the haptic feedback (i.e. haptic
patterns) for the 6 selected movies, (3) evaluation of the 6 movies with and without haptic feedback in two sessions.
Figure 2. Example: “Wildebeest” movie. Timings and related events
with the time on horizontal axis (1 unit = 20ms) and SCR in vertical axis
(normalized from 0 to 1).
one pattern of peak moments at second 12, 32, 42 and 48,
which resemble the other creations in terms of number of peak
moments and durations.
This haptic sequence is the same for all movies. Please note
that there is a small possibility that the unsynchronised condi-
tion cross with the synchronisation condition, as it was nearly
impossible to avoid all 6 conditions. However, we tried to
keep the same sequence across all movies to show if haptics
even asynchronous has an effect or not.
Design of the haptic pattern
As described in the previous section, each haptic sequence
is based on a 60 seconds’ timeframe and defines the timing
for integrating the haptic feedback. More precisely it sets the
timestamps for the design and integration of the synchronized
and not synchronized (asynchronous) haptic pattern.
The mid-air haptic pattern itself consists of a single point
displayed on the hand. This point changes location every
100ms, following a pseudo-random pattern on a five by five
centimetres’ square surface (similar to the feeling of rain drops
on the hand, however in a dry form [22]). By using this
distributed pattern, we avoid focusing on a particular part of
the hand, which might be perceived either more positive or
negative as previous work has shown (see [23]), and would
distract the focus from the temporal integration of the haptic
pattern.
The frequency of the displayed point was kept constant at
200Hz and the intensity varied between 30% and 100% de-
pending on pre-defined peak moments in a movie in the syn-
chronous condition or a random time in the asynchronous
condition. This design is inspired by the idea of background
sound (i.e. soundtrack) which is usually present throughout
a movie and increases at important moments in the movie to
emphasise the emotions and immersion. Using this approach
removes the surprise effect a haptic stimulus might otherwise
have if it just appears at peak moments.
Step 3: Viewer experience evaluation
The aim of this evaluation step was to understand the effect of
mid-air haptics on users’ viewing experience. The evaluation
was repeated two weeks later to account for any novelty effects
of the new mid-air haptic technology used in our stud [5].
Study design and methods
For this final step in our study, we recruited 32 users. Each
user experienced the final 6 movies with and without haptic
feedback. One half (i.e. 16 users) received the haptic feedback
synchronised with the audiovisual content (movie specific
design as described in the previous section) and the other
half received the unsynchronised haptic pattern which was the
same across all movies (based on pre-defined fixed timestamps
across all movies). The order between with and without hap-
tic feedback was counterbalanced across users and repeated
after two weeks for each user in each of the two conditions
(synchronised versus unsynchronised haptic feedback).
We used a combination of measures (i.e. SAM, Liking Scale,
and SCR) to capture users feedback. Users were asked to
confirm that they have no sensory impairments and to com-
plete a short demographic questionnaire (age, gender) before
starting the experiment. This study was approval by the local
University Ethics committee.
Study set up and procedure
For the experiment, users seated comfortably in a chair and
watch the movies on a 24” computer screen. Their right hand
was positioned on a custom-made armrest that was built as a
box integrating the mid-air haptic device. A hole on the top
indicates where users would put their palm, so that they can
perceive the haptic stimulus on their hand from below.
At the beginning, we allowed users to familiarise themselves
with the haptic set up and calibrated the haptic stimulus for
each user: a simple focal point was displayed in the middle of
Figure 3. The study set up showing a user with on the left hand the
Shimmer2 GSR device (recording the galvanic skin response) and the
right hand above the mid-air haptic device.
the hole where users put their hand. The setup ensured that
users kept their hand still while watching the movies (Figure
3). On the left hand, which was resting on arm rest, users
were wearing a SCR device. Users were told not to move the
left hand during the experiment and to use the right hand to
answer all questionnaires (displayed on the screen between
each movie).
The study itself involved a succession of six movies. However,
the first movie played to each user was a 3 minutes baseline
video showing a series of landscapes without any animation
or sounds. During that time, SCR data was collected and used
as a baseline for the SCR analysis of each user. Then the six
movies were played twice, with and without haptic feedback.
Before each movie, a five second black screen was displayed to
give enough time to people to put their arm back above the hap-
tic device (right armrest) and to introduce a pause between fill-
ing in the questionnaire and starting the next movie. In order to
avoid any order effects, we randomised the order of the movies
using a balanced latin square of size 12 (6 movies × 2 haptic
conditions). After each movie, including the baseline, three
main questions were asked about (1) Arousal: “How much of
your emotion is activated” Self-Assessment Manikin, (2) Va-
lence: “How did the movie made you feel?" Self-Assessment
Manikin, (3) Liking: “How much did you enjoy the movie?”
on the semantically Labelled Hedonic Scale (LHS) [17].
Software used
A combination of several software parts was used in the study:
c++ for programming the mid-air haptic technology, the Shim-
mer software for the SCR recording, and c# for the presen-
tation of the questionnaires and movies. All different parts
- haptic feedback, movies, and SCR recording - needed to
be synchronised in order to ensure the right integration and
interpretation of the data. The synchronisation and timing
between the software was assured by high precision internal
media timers (precision <1ms).
For the SCR recordings, we used the Shimmer 2 sensor at-
tached to two fingers: the index and middle finger of left
hand. The settings were set to 50 Hz for the frequency of
measurement and 56 kΩ to 128 kΩ for the resistance measure.
Data analysis
The data was collapsed across all movies (the baseline movie
was left out from the analysis) and a 2×2×2 mixed design
analysis of variance (ANOVA) with haptics (off and on) and
session (first and second), and group (synchronous and asyn-
chronous) was performed on each of the rating scales and the
SCR.
The raw data of the SCR were first normalized to 20 Hz, then
an amplitude correction was applied which consisted of sub-
tracting the lowest value recorded across movies and to all
other values. Afterwards, the log of each value was calculated
and the analyses were performed on these values [3].
RESULTS
The results of our analysis of the questionnaires and physio-
logical recordings are presented in this section alongside with
the users’ information.
Users
In total, there were 54 users involved in all the steps of the
study. Due to technical problems with the SCR recording,
we removed a total of 8 users from the analysis. The pre-
study involved 20 participants (9 female, average age 25), the
group 1 which refer to the synchronised haptic condition (syn-
chronised with the peak moments) involved 13 participants (4
males, average age 24.5), and the group 2 which refer to the
cross-movies haptic condition (unsynchronised with the peak
moments) involved 13 participants (5 males, average age 26).
Questionnaires ratings
A significant interaction (p < .05) between session and haptic
stimulation was found for the valence ratings, and a significant
main effect (p < .05) of haptic stimulation was found for
the arousal ratings. Paired-samples t-tests performed on the
interaction term failed to reveal a significant result (p = .059),
nonetheless, the valence ratings appear to be higher in the first
as compared to the second session, when the haptic stimulation
was off (see Figure 4, 1A and 1B). Moreover, Bonferroni-
corrected comparisons revealed that the users reported feeling
significantly more aroused when the haptic system was on,
than when it was off (p = .014). A visualization of all the mean
ratings is presented in Figure 4.
Skin conductance responses
A summary of the results of the SCR is presented on Fig-
ure 5. Only a significant effect of session was found (p < .001).
In particular, pairwise comparisons revealed that the users
were more aroused in the first session than the second ses-
sion. While no main effect of haptics was found, there was a
small general tendency to obtain higher values when the haptic
system was on (M = 0.48, SD = 0.29) than when it was off
(M = 0.43, SD = 0.027).
DISCUSSION
We studied the possibility of augmentation of one-minute
movies with mid-air haptic feedback. Our findings provide
insights into how users’ arousal and emotional valence are
influenced by mid-air haptic stimulation, that is presented in a
synchronous or asynchronous fashion alongside the movies.
Figure 4. Summary of the questionnaire results. The numbers corre-
spond to the different variables assessed, namely, valence (1), arousal
(2), and liking (3), whilst the letters correspond to the (A) synchronous
and (B) asynchronous groups. The error bars represent the standard
error of the means.
Figure 5. Summary of the SCR results. The letters correspond to the (A)
synchronous and (B) asynchronous groups. The error bars represent the
standard error of the means.
Below we discuss our findings and their relevance for design-
ing haptically augmented movie experiences.
Effect of mid-air haptics on first and second time viewing
experiences
Our results show that the arousal ratings are high across all
conditions. This result is in line with previous work demon-
strating the arousing effect of haptic feedback while watching
movies [6, 16]. While a positive effect was expected for the
synchronous condition, the same effect is true for the asyn-
chronous. In other words, even when the haptic pattern does
not mimic a specific movie sequence, and is placed randomly
alongside the movie, users are still more aroused than with no
haptic stimulation. While this is promising in particular for
the novel use of mid-air haptic feedback, it is worth noticing
that based on the SCR data users’ arousal is dropping during
the second session in both groups. This can be explained due
to the fact that users already knew the movies (familiarity),
and were less excited to watch them. Moreover, the novelty
effect of the device is also lowered, and yet the experience
with haptics is more arousing than without.
In terms of the valence ratings, a borderline significant trend
was found for the interaction between Session * Haptics (see
Figure 4). Post hoc analysis failed however to reach statisti-
cal significance but we observed a trend in dropped valence
ratings in the second session. This might be linked to the ex-
pectation of the haptic feedback causing frustration when it is
absent. Indeed, most previous work showed that adding haptic
feedback to movies and and other multimedia experiences is
valuable and gives a boost to the persons’ experience [16, 15].
However, its sustainability over time still needs to be verified.
Effect of synchronized versus asynchronized mid-air hap-
tic feedback
No interaction was found on the synchronisation condition
(temporal integration of the haptic pattern). This could be
explained by the use of a specific mid-air pattern integrated
at different relevant peak moments in each movie instead of
designing and using a variety of patterns (e.g. making us of
different spatial distributions of focal points [23], shapes [18]).
Thus, the synchronization of the haptic feedback might be less
evident to users, as the pattern was generic and relevant for
either synchronized and unsynchronized moments in a movie.
Most previous approaches focus on synchronised feedback [15,
16, 33] where patterns are specifically designed for a sequence.
However, considering our findings, which will need further
validation, it is promising that the difference between the afore-
said conditions is not significant as this gives rise to alternative
design approaches, that could ultimately be simplified through
providing producers and content creators with pre-defined
patterns, tools to create their own patterns, or even automate
the generation of haptic patterns based on the extraction of
audio-visual content from a movie, as done in [32]. The syn-
chronisation becomes less important as the emotion can be
activated at different times during the sequence of a movie.
Such future exploration opportunities around synchronization
could become of value in relation to the MPEP-V ISO [12]
standard concerned with the delivery of ’sensory information’
as part of a general framework.
CONCLUSIONS
This paper provides insights into the effect of mid-air haptic
feedback (a new haptic technology) on users viewing experi-
ence, specifically applied to one-minute movies. This specific
content format (60 seconds narrative) allowed us to systemat-
ically investigate the design and evaluation of synchronized
versus unsynchronized mid-air haptic stimuli and their effect
on users perceived valence and arousal. Mid-air haptic feed-
back, by its ability to increase immersion, affect emotions, and
contribute to the overall quality of experiences without requir-
ing any attachment to the viewers’ body, is an opportunity for
interactive TV and online video. The findings are promising
and open up a space for future explorations of other formats,
full length movies enhanced through mid-air haptics.
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