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The chiral spin-glass Potts system with q = 3 states is studied in d = 2 and 3 spatial dimensions
by renormalization-group theory and the global phase diagrams are calculated in temperature, chi-
rality concentration p, and chirality-breaking concentration c, with determination of phase chaos
and phase-boundary chaos. In d = 3, the system has ferromagnetic, left-chiral, right-chiral, chiral
spin-glass, and disordered phases. The phase boundaries to the ferromagnetic, left- and right-chiral
phases show, differently, an unusual, fibrous patchwork (microreentrances) of all four (ferromagnetic,
left-chiral, right-chiral, chiral spin-glass) ordered phases, especially in the multicritical region. The
chaotic behavior of the interactions, under scale change, are determined in the chiral spin-glass phase
and on the boundary between the chiral spin-glass and disordered phases, showing Lyapunov expo-
nents in magnitudes reversed from the usual ferromagnetic-antiferromagnetic spin-glass systems. At
low temperatures, the boundaries of the left- and right-chiral phases become thresholded in p and c.
In d = 2, the chiral spin-glass Potts system does not have a spin-glass phase, consistently with the
lower-critical dimension of ferromagnetic-antiferromagnetic spin glasses. The left- and right-chirally
ordered phases show reentrance in chirality concentration p.
PACS numbers: 75.10.Nr, 05.10.Cc, 64.60.De, 75.50.Lk
I. INTRODUCTION
The chiral Potts model was originally introduced [1–
5] to model the full phase diagram of krypton mono-
layers, including the epitaxial and incommensurate or-
dered phases. In addition to being useful in the anal-
ysis of surface layers, the chiral Potts model has be-
come an important model of phase transitions and crit-
ical phenomena. We have studied the chiral spin-glass
Potts system with q = 3 states in d = 2 and 3 spatial
dimensions by renormalization-group theory and calcu-
lated the global phase diagrams (Fig. 1) in temperature,
chirality concentration p, and chirality-breaking concen-
tration c, also quantitatively determining phase chaos
and phase-boundary chaos. In d = 3, the system has
ferromagnetic, left-chiral, right-chiral, chiral spin-glass,
and disordered phases. The phase boundaries to the
ferromagnetic, left- and right-chiral phases show, differ-
ently, an unusual, fibrous patchwork (microreentrances)
of all four (ferromagnetic, left-chiral, right-chiral, chiral
spin-glass) ordered phases, especially in the multicriti-
cal region. The chaotic behavior of the interactions, un-
der scale change, is determined in the chiral spin-glass
phase and on the boundary between the chiral spin-glass
and disordered phases, showing Lyapunov exponents
in magnitudes reversed from the usual ferromagnetic-
antiferromagnetic spin-glass systems. At low tempera-
tures, the boundaries of the left- and right-chiral phases
become thresholded in p and c. In the d = 2, the chi-
ral spin-glass Potts system does not have a spin-glass
phase, consistently with the lower-critical dimension of
ferromagnetic-antiferromagnetic spin glasses. The left-
and right-chirally ordered phases show reentrance in chi-
rality concentration p.
II. THE CHIRAL POTTS SPIN-GLASS SYSTEM
The chiral Potts model is defined by the Hamiltonian
− βH =
∑
〈ij〉
[J0δ(si, sj) + J±δ(si, sj ± 1)], (1)
where β = 1/kBT , at site i the spin si = 1, 2, , ..., q can
be in q different states with implicit periodic labeling,
e.g. si = q + n implying si = n, the delta function
δ(si, sj) = 1(0) for si = sj(si 6= sj), and 〈ij〉 denotes
summation over all nearest-neighbor pairs of sites. The
upper and lower subscripts of J± > 0 give left-handed
and right-handed chirality (corresponding to heavy and
superheavy domain walls in the krypton-on-graphite in-
commensurate ordering [2, 5]), whereas J± = 0 gives
the non-chiral Potts model (relevant to the krypton-on-
graphite epitaxial ordering [6]).
In the chiral Potts spin-glass model studied here, the
chirality of each nearest-neighbor interaction is randomly
either left-handed, or right-handed, or zero. This ran-
domness is frozen (quenched) into the system and the
overall fraction of left-, right-, and non-chirality is con-
trolled by the quenched densities p and c as described
below. Thus, the Hamiltonian of the chiral Potts spin-
glass model is
− βH =
∑
〈ij〉
J [(1− ηij)δ(si, sj)
+ ηij [φijδ(si, sj + 1) + (1 − φij)δ(si, sj − 1)], (2)
where, for each pair of nearest-neighbor sites < ij >,
ηij = 0 (non-chiral) or 1 (chiral). In the latter case,
φij = 1 (left-handed) or 0 (right-handed). Thus, non-
chiral, left-chiral, and right-chiral nearest-neighbor inter-
actions are frozen randomly distributed in the entire sys-
tem. For the entire system, the overall concentration of
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FIG. 1. (Color online) Calculated global phase diagram of the
d = 3 chiral Potts spin glass, in temperature J−1, chirality
concentration p, and chirality-breaking concentration c. Note
that the upper and lower figures are rotated with respect to
each other. The ferromagnetically ordered phase (F), the chi-
ral spin-glass phase (S), the left-chirally ordered phase (L),
and the disordered phase (D) are marked. The global phase
diagram is mirror-symmetric with respect to the chirality-
breaking concentration c = 0.5, so that only 1 ≤ c ≤ 0.5
is shown. In the (not shown) mirror-symmetric 0.5 ≤ c ≤ 0
portion of the global phase diagram, the right-chirally ordered
phase (R) occurs in the place of the left-chirally ordered phase
(L) seen in this figure. Different cross-sections of this global
phase diagram are shown in Figs. 2 and 3.
chiral interactions is given by p, with 0 ≤ p ≤ 1. Among
the chiral interactions, the overall concentrations of left-
and right-chiral interactions are respectively given by c
and 1 − c, with 0 ≤ c ≤ 1. Thus, the model is chiral
for p > 0 and chiral-symmetric c = 0.5, chiral-symmetry
broken for c 6= 0.5. The global phase diagram is given in
terms of temperature J−1, chirality concentration p, and
chirality-breaking concentration c.(Figs. 1-3)
Under the renormalization-group transformations de-
scribed below, the Hamiltonian given in Eq.(2) maps onto
the more general form
− βH =
∑
〈ij〉
[J0(ij)δ(si, sj) + J+(ij)δ(si, sj + 1)
+ J−(ij)δ(si, sj − 1)], (3)
where for each pair of nearest-neighbor sites < ij >,
the largest of the interaction constants (J0, J+, J−) is
set to zero, by subtracting a constant G from each of
(J0, J+, J−), with no effect to the physics.
III. RENORMALIZATION-GROUP
TRANSFORMATION: MIGDAL-KADANOFF
APPROXIMATION / EXACT HIERARCHICAL
LATTICE SOLUTION
We solve the chiral Potts spin-glass model with q = 3
states by renormalization-group theory, in d = 3 spatial
dimension and with the length rescaling factor b = 2.
Our solution is, simultaneously, the Migdal-Kadanoff ap-
proximation [7, 8] for the cubic lattices and exact [9–
13] for the d = 3 hierarchical lattice based on the left-
most graph of Fig. 4. Exact calculations on hierarchi-
cal lattices [9–13] are also currently widely used on a
variety of statistical mechanics problems [14–44]. This
approximation for the cubic lattice is an uncontrolled
approximation, as in fact are all renormalization-group
theory calculations in d = 3 and all mean-field the-
ory calculations. However, as noted before [45], the
local summation in position-space technique used here
has been qualitatively, near-quantitatively, and predic-
tively successful in a large variety of problems, such as
arbitrary spin-s Ising models [46], global Blume-Emery-
Griffiths model [47], first- and second-order Potts tran-
sitions [48, 49], antiferromagnetic Potts critical phases
[50, 51], ordering [6] and superfluidity [52] on surfaces,
multiply reentrant liquid crystal phases [53, 54], chaotic
spin glasses [55], random-field [56, 57] and random-
temperature [58, 59] magnets including the remarkably
small d = 3 magnetization critical exponent β of the
random-field Ising model, and high-temperature super-
conductors [60]. Thus, this renormalization-group ap-
proximation continues to be widely used [61–74].
The local renormalization-group transformation is
achieved by a sequence, shown in Fig. 4, of decimations
eJ˜0(13)−G˜ = x0(12)x0(23) + x+(12)x−(23)
+ x−(12)x+(23),
eJ˜+(13)−G˜ = x0(12)x+(23) + x+(12)x0(23)
+ x−(12)x−(23),
eJ˜−(13)−G˜ = x0(12)x−(23) + x−(12)x0(23)
+ x+(12)x+(23),
(4)
where x0(12) ≡ e
J0(12), etc., and G˜ is the subtractive
constant mentioned in the previous section, and bond
movings
J ′0(13) =J˜
(1)
0 (13) + J˜
(2)
0 (13) + J˜
(3)
0 (13) + J˜
(4)
0 (13),
J ′+(13) =J˜
(1)
+ (13) + J˜
(2)
+ (13) + J˜
(3)
+ (13) + J˜
(4)
+ (13),
J ′−(13) =J˜
(1)
− (13) + J˜
(2)
− (13) + J˜
(3)
− (13) + J˜
(4)
− (13),
(5)
where primes mark the interactions of the renormalized
system.
The starting trimodal quenched probability distribu-
tion of the interactions, characterized by p and c as de-
scribed above, is not conserved under rescaling. The
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FIG. 2. (Color online) Cross-sections, in temperature J−1 and chirality concentration p, of the global phase diagram shown
in Fig. 1. The chirality-breaking concentration c is given on each cross-section. The ferromagnetically ordered phase (F), the
chiral spin-glass phase (S), the left- and right-chirally ordered phases (L and R), and the disordered phase (D) are marked. Note
that, as soon as the chiral symmetry of the model is broken by c 6= 0.5, a narrow fibrous patchwork (microreentrances) of all
four (ferromagnetic, left-chiral, right-chiral, chiral spin-glass) ordered phases intervenes at boundaries of the ferromagnetically
ordered phase F. This intervening region is more pronounced close to the multicritical region where the ferromagnetic, spin-
glass, and disordered phases meet. The interlacing phase transitions inside this region are more clearly seen in the right-hand
side panels of the figure, where only the phase boundaries are drawn in black. This intervening region gains importance as c
moves away from 0.5. But it is only at higher values of the chirality-breaking concentration c, such as c = 0.8 on the figure,
that the chirally ordered phase appears as a compact region at c, p <∼ 1. In this case, again all four (ferromagnetic, left-chiral,
right-chiral, chiral spin-glass) ordered phases intervene in a narrow fibrous patchwork at the boundaries of the chirally ordered
phase L and R, the latter mirror-symmetric and not shown here. For c = 1, for which all interactions of the system are, with
respective concentrations 1− p and p, either ferromagnetic, or left-chiral, the phase diagram becomes symmetric with respect
to p = 0.5 as in standard ferromagnetic-antiferromagnetic spin-glass systems, except that the chirally ordered phases dominate
the fibrous patchwork on both sides of the phase diagram.
renormalized quenched probability distribution of the in-
teractions is obtained by the convolution [75]
P ′(J(i′j′)) =∫ i′j′∏
ij
dJ(ij)P (J(ij))

δ(J(i′j′)−R({J(ij)})), (6)
where J ≡ (J ′0, J
′
+, J
′
−) and R({J(ij)}) represents the
bond decimation and bond moving given in Eqs.(4) and
(5). Similar previous studies, on other spin-glass systems,
are in Refs. [61–74].
For numerical practicality, the bond moving of Eq. (5)
is achieved by two sequential pairwise combination of in-
teractions, each pairwise combination leading to an inter-
mediate probability distribution resulting from a pairwise
convolution as in Eq.(6). Furthermore, due to our con-
vention of zeroing the largest interaction constant in each
local triplet of interactions, the quenched probability dis-
tribution of three interactions P (J(ij)) is conveniently
just composed of the three probability distributions
of two interactions, P0(J+, J−), P+(J0, J−), P−(J+, J−),
where P0(J+, J−) has the (largest) interaction J0 = 0,
etc., which also considerably simplifies the numerical cal-
culation. We effect this procedure numerically, by rep-
resenting each probability distribution by histograms,
as in previous studies [62, 64–66, 68, 69, 72, 74]. The
probability distributions of two interactions P0(J+, J−),
P+(J0, J−), and P−(J+, J−) are represented via bivariate
histograms with two-dimensional vectors (J+, J−) for P0,
etc. The number of histograms grow rapidly with each
renormalization-group transformation, so that for calcu-
lational purposes, the histograms are binned when the
number of histograms outgrow 40, 000 bins. In the cal-
culation of chiral spin-glass phase-sink fixed distribution
of Fig. 5, the histograms are binned after 108 histograms.
The different thermodynamic phases of the model are
identified by the different asymptotic renormalization-
group flows of the quenched probability distribution. For
all renormalization-group flows, originating inside the
40.5
1.0
J
−1
= 1.40
L
R
F
D
0.5
1.0
C
h
ir
a
li
ty
-B
re
a
k
in
g
C
o
n
ce
n
tr
a
ti
o
n
c
0.60
S
F D
L
R
1.00
F D
L
R
0.50
F D
S
L
R
0.0 0.5 1.0
0.0
0.5
1.0
Chirality Concentration p
0.46
F D
S
L
R
0.5 1.0
0.40
F S
L
R
J
−1
= 1.40
L
R
F
D
0.60
S
F D
L
R
0.5
1.0
1.00
F D
L
R
0.5
1.0
0.50
F D
S
L
R
0.5 1.0
0.46
F D
S
L
R
0.5 1.0
0.0
0.5
1.0
0.40
F S
L
R
FIG. 3. (Color online) Cross-sections, in chirality concentration p and chirality-breaking concentration c, of the global phase
diagram shown in Fig. 1. The temperature J−1 is given on each cross-section. The ferromagnetically ordered phase (F), the
chiral spin-glass phase (S), the left-chirally ordered phase (L), the right-chirally ordered phase (R), and the disordered phase
(D) are marked. Note the narrow fibrous patches (microreentrances) of all four (ferromagnetic, left-chiral, right-chiral, chiral
spin-glass) ordered phases intervening at the boundaries of the ferromagnetically ordered phase F and at the boundaries of the
chirally ordered phases L and R. It is seen here that, within these regions, the chirally ordered phases L and R form elongated
lamellar patterns. These intervening phase transitions are more clearly seen in the right-hand side panels of the figure, where
only the phase boundaries are drawn in black. Also note the temperature-independent square shape, at low temperatures, of
the phase boundary of the chirally ordered phases, creating thresholds of p = 0.84 and c = 0.84 or 0.16 into L or R, respectively.
This is also visible in the three-dimensional Fig. 1
phases and on the phase boundaries, Eq.(6) is iterated
until asymptotic behavior is reached. Thus, we are able
to calculate the global phase diagram of the chiral Potts
spin-glass model.
IV. CHIRAL POTTS SPIN GLASS:
CALCULATED GLOBAL PHASE DIAGRAM
The calculated global phase diagram of the d = 3 chi-
ral Potts spin-glass system, in temperature J−1, chiral-
ity concentration p, and chirality-breaking concentration
c, is given in Fig. 1. The ferromagnetically ordered (F)
phase occurs at low temperature and low chirality p. The
chiral spin-glass ordered (S) phase occurs at intermediate
chirality p for all c and at high chirality p for intermedi-
ate c. The left- and right-chirally ordered phases L and R
occur at high chirality p and values of chirality-breaking
c away from 0.5. The disordered phase (D) occurs at
high temperature. The global phase diagram is mirror-
symmetric with respect to the chirality-breaking concen-
tration c = 0.5, so that only 1 ≤ c ≤ 0.5 is shown in
Fig. 1. In the (not shown) mirror-symmetric 0.5 ≤ c ≤ 0
portion of the global phase diagram, the right-chirally
ordered phase (R) occurs in the place of the left-chirally
ordered phase (L) seen in Fig. 1. Different cross-sections
5J J
J˜
J ′
FIG. 4. Renormalization-group transformation consisting of
decimation followed by bond moving. The resulting recursion
relations are approximate for the cubic lattice. The corre-
sponding hierarchical lattice is obtained by the repeated self-
imbedding of the leftmost graph. The recursion relations are
exact for this d = 3 hierarchical lattice. For the d = 2, the
number of parallel strands is 2 instead of 4 shown here.
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FIG. 5. (Color online) The fixed probability distribution of
the quenched random interactions P0(J+, J−) to which all of
the points in the chiral spin-glass phase are attracted under
renormalization-group transformations, namely the sink of
the chiral spin-glass phase. The average interactions < J± >
diverge to negative infinity as < J± >∼ b
yRn, where n is the
number of renormalization-group iterations and yR = 0.32 is
the runaway exponent, while J0 = 0 (See Sec. II). The other
two distributions P+(J0, J−) and P−(J0, J+) have the same
sink distribution. Thus, in the chiral spin-glass phase, chiral
symmetry is broken by local order, but not globally.
of the global phase diagram are shown in Figs. 2 and 3.
Under renormalization-group transformations, all
points in the spin-glass phase are attracted to a fixed
probability distribution of the quenched random interac-
tions P (J0, J+, J−), namely to the sink of the chiral spin-
glass phase. As explained in Sec. III, P (J0, J+, J−) is
composed of three distributions, P0(J+, J−), P+(J0, J−),
and P−(J0, J+). Of these, P0(J+, J−) gives the quenched
probability distribution of nearest-neighbor interactions
in which the ferromagnetic interaction J0 is dominant.
Similarly, P+(J0, J−) and P−(J0, J+) give the quenched
probability distributions of nearest-neighbor interactions
in which, respectively, the left-chiral interaction J+ and
the right-chiral interaction J− are dominant. (As ex-
plained in Sec. II, by subtraction of an overall con-
stant, the dominant interaction is set to zero and the
other two, subdominant interactions are therefore neg-
ative, with no loss of generality.) The sink fixed dis-
tribution for P0(J+, J−) is given in Fig. 5, where the
average interactions < J± > diverge to negative infinity
as byRn, where n is the number of renormalization-group
iterations and yR = 0.32 is the runaway exponent, while
conserving the shape of the distribution shown in Fig. 5.
The other two distribution P+(J0, J−) and P−(J0, J+)
have the same sink distribution. Thus, in the chiral spin-
glass phase, chiral symmetry is broken by local order, but
not globally.
In spin-glass phases, at a specific location in the lat-
tice, the consecutive interactions, encountered under con-
secutive renormalization-group transformations, behave
chaotically [55, 76, 77]. This chaotic behavior was found
[55, 76, 77] and subsequently well established [71, 72, 78–
103] in spin-glass systems with competing ferromagnetic
and antiferromagnetic interactions. We find here that
the chaotic rescaling behavior also occurs in our current
spin-glass system with competing left- and right-chiral
interactions, as shown in Fig. 6. In fact, the chaotic
rescaling behavior occurs not only within the spin-glass
phase, but also, quantitatively distinctly, at the phase
boundary between the spin-glass and disordered phases
[71]. This chaotic behavior at the phase boundary is also
seen in the chiral system here and also shown in Fig.
6. It has been shown that chaos in the interaction as a
function of rescaling implies chaos in the spin-spin cor-
relation function as a function of distance [95]. Chaos in
the spin-glass phase and at its phase boundary are iden-
tified and distinguished by different Lyapunov exponents
[71, 72, 95]. We have calculated the Lyapunov exponent
[104, 105]
λ = lim
n→∞
1
n
n−1∑
k=0
ln
∣∣∣dxk+1
dxk
∣∣∣ (7)
where xk = J(ij)/ < J > at step k of the
renormalization-group trajectory. The sum in Eq.(7) is
to be taken within the asymptotic chaotic band, which is
renormalization-group stable or unstable for the phase
or its boundary, respectively. Thus, we throw out
the first 100 renormalization-group iterations to elim-
inate the transient points outside of, but leading to
the chaotic band. Subsequently, typically using 1,000
renormalization-group iterations in the sum in Eq.(7) as-
sures the convergence of the Lyapunov exponent value.
Thus, the Lyapunov exponents that we obtain are numer-
ically exact, to the number of digits given. We have calcu-
lated the Lyapunov exponents λ = 1.77 and 1.94 respec-
tively for the chiral spin-glass phase and for the bound-
ary between the chiral spin-glass and disordered phases.
At the chiral spin-glass phase-sink fixed distribution,
the average interaction diverges to negative infinity as
< J >∼ bnyR , where n is the number of renormalization-
group iterations and yR = 0.32 is the runaway exponent.
6At the fixed distribution of the phase boundary between
the chiral spin-glass and disordered phases, the average
interaction remains fixed at < J >= −2.53. Interest-
ingly, chaos is stronger at the boundary (larger Lyapunov
exponent) than inside the chiral spin-glass phase. The
opposite is seen in the usually studied ±J ferromagnetic-
antiferromagnetic spin glass [71].
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FIG. 6. Chaotic renormalization-group trajectory: The
three interactions at a given location, under consecutive
renormalization-group transformations, are shown. Bottom
panel: Inside the chiral spin-glass phase. The correspond-
ing Lyapunov exponent is λ = 1.77 and the average inter-
action diverges as < J >∼ byRn, where n is the number of
renormalization-group iterations and yR = 0.32 is the run-
away exponent. Top panel: At the phase boundary between
the chiral spin-glass and disordered phases. The correspond-
ing Lyapunov exponent is λ = 1.94 and the average non-zero
interaction is fixed at < J >= −2.53. The relative value of
the Lyapunov exponents is unusual for spin-glass systems.
By contrast, in each of the ferromagnetic (F), left-
chiral (L), and right-chiral (R) ordered phases, un-
der consecutive renormalization-group transformations,
the quenched probability distribution of the interactions
sharpens to a delta function around a single value reced-
ing to negative infinity, for the respective pairs of inter-
actions, namely (J+, J−), (J0, J+), and (J0, J−). There
is no asymptotic chaotic behavior under renormalization-
group in these phases F, L, and R.
Cross-sections of the global phase diagram, in temper-
ature J−1 and chirality concentration p, are given in Fig.
2. The chirality-breaking concentration c is indicated for
each cross-section. Note that, as soon as the chiral sym-
metry of the model is broken by c 6= 0.5, a narrow fibrous
patchwork (microreentrances) of all four (ferromagnetic,
left-chiral, right-chiral, chiral spin-glass) ordered phases
intervenes at the boundaries between the ferromagneti-
cally ordered phase F and the spin-glass phase S or the
disordered phase D. This intervening region is more pro-
nounced close to the multicritical region where the fer-
romagnetic, spin-glass, and disordered phases meet. The
interlacing phase transitions inside this region are more
clearly seen in the right-hand side panels of Fig. 2, where
only the phase boundaries are drawn in black. This inter-
vening region gains importance as cmoves away from 0.5.
But it is only at higher values of the chirality-breaking
concentration c, such as c = 0.8 on the figure, that the
chirally ordered phase appears as a compact region at
c, p <∼ 1. In this case, again all four (ferromagnetic, left-
chiral, right-chiral, chiral spin-glass) ordered phases in-
tervene in a narrow fibrous patchwork at the boundaries
of the chirally ordered phases L and R, the latter mirror
symmetric and not shown here. For c = 1, for which all
interactions of the system are, with respective concen-
trations 1 − p and p, either ferromagnetic, or left-chiral,
the phase diagram becomes symmetric with respect to
p = 0.5 as in standard ferromagnetic-antiferromagnetic
spin-glass systems [106], except that the chirally ordered
phases dominate the fibrous patchwork on both sides of
the phase diagram.
Cross-sections, in chirality concentration p and
chirality-breaking concentration c, of the global phase di-
agram are given in Fig. 3. The temperature J−1 is given
on each cross-section. Note the narrow fibrous patches
of all four (ferromagnetic, left-chiral, right-chiral, chiral
spin-glass) phases intervening at the boundaries of the
ferromagnetically ordered phase F and at the boundaries
of the chirally ordered phases L and R. It is seen here
that, within these regions, the chirally ordered phases L
and R form elongated lamellar patterns. The interlacing
phase transitions inside this region are more clearly seen
in the right-hand side panels of the figure, where only
the phase boundaries are drawn in black. It is again seen
that the symmetry around p = 0.5 at the upper horizon-
tal frame (c = 1) of each panel is broken inside the panel
(c < 1). Also note the temperature-independent square
shape, at low temperatures, of the phase boundary of the
chirally ordered phases L and R, creating the threshold
value of p = 0.84 and c = 0.84 or 0.16 into L or R, re-
spectively. This is also visible in the three-dimensional
Fig. 1.
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FIG. 7. Representative cross-sections of the d = 2 chiral Potts spin-glass system, in temperature J−1 and chirality concentration
p. The chirality-breaking concentration c is given on each cross-section. The ferromagnetically ordered phase (F), the left-
chirally ordered phase (L), and the disordered phase (D) are marked. No chiral spin-glass phase occurs in d = 2 and no fibrous
patchwork is seen at the phase boundaries. The chirally ordered phase appears for very high chirality-breaking concentration
c (seen here for c = 0.934, but not seen for c = 0.930) and shows reentrance in chirality concentration p. This reentrance
disappears as c = 1 is approached. For c = 1, for which all interactions of the system are, with respective concentrations
1− p and p, either ferromagnetic, or left-chiral, the phase diagram becomes symmetric with respect to p = 0.5 as in standard
ferromagnetic-antiferromagnetic spin-glass systems.
V. CHIRAL REENTRANCE IN d = 2
The global phase diagram of the d = 2 chiral Potts
spin-glass system is given in Fig. 7. Representative cross-
sections in temperature J−1 and chirality concentration
p are shown. The chirality-breaking concentration c is
given on each cross-section. The ferromagnetically or-
dered phase (F), the left-chirally ordered phase (L), and
the disordered phase (D) are marked. No chiral spin-
glass phase occurs in d = 2 and no fibrous patchwork is
seen at the phase boundaries. The chirally ordered phase
appears for very high chirality-breaking concentration c
(seen here for c = 0.934, but not seen for c = 0.930) and
shows reentrance [5, 53, 54, 107–110] in chirality concen-
tration p. This reentrance disappears as c = 1 is ap-
proached. For c = 1, for which all interactions of the
system are, with respective concentrations 1 − p and p,
either ferromagnetic, or left-chiral, the phase diagram be-
comes symmetric with respect to p = 0.5 as in standard
ferromagnetic-antiferromagnetic spin-glass systems [72].
The absence of the chiral spin-glass phase in
d = 2 is consistent with standard ferromagnetic-
antiferromagnetic Ising spin-glass systems, where the
lower-critical dimension for the spin-glass phase is found
around 2.5 [74, 111–114]. Below this dimension, no spin-
glass phase appears (unless some nano-restructuring is
done to the system [72]).
VI. CONCLUSION
We have thus obtained the global phase diagram of the
chiral spin-glass Potts system with q = 3 states in d = 3
and 2 spatial dimensions by renormalization-group the-
ory that is approximate for the cubic lattice and exact
for the hierarchical lattice. Unusual features have been
revealed in d = 3. The phase boundaries to the ferromag-
netic, left- and right-chiral phases show, differently, an
unusual, fibrous patchwork (microreentrances) of all four
(ferromagnetic, left-chiral, right-chiral, chiral spin-glass)
ordered phases, especially in the multicritical region. In
d = 3, there is a chiral spin-glass phase. Quite unusually,
the phase boundary between the chiral spin-glass and
disordered phases is more chaotic than the chiral spin-
glass phase itself, as judged by the magnitudes of the re-
spective Lyapunov exponents. At low temperatures, the
boundaries of the left- and right-chiral phases become
temperature-independent and thresholded in chirality
concentration p and chirality-breaking concentration c.
In the d = 2, the chiral spin-glass system does not have
a spin-glass phase, consistently with the lower-critical di-
mension of ferromagnetic-antiferromagnetic spin glasses.
The left- and right-chirally ordered phases show reen-
trance in chirality concentration p.
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