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Let {Z,,} be a supercritical Galton-Watson process in varying environments. It is known that Z,, when 
normed by its mean EZ,, converges almost surely to a finite random variable W. It is possible, however, 
for such a process to exhibit more than one rate of growth so that in particular { W > 0) need not coincide 
with {Z,, + a?}. Here a natural sufficient condition is given which ensures that this cannot happen. Under 
a weaker condition it is shown that the possible rates of growth cannot differ very much in that 
{Z,,/EZ,,}“” + 1 on {Z,, +co}. 
branching processes * varying environments 
1. Introduction 
The Galton-Watson process in a varying environment is the generalization of the 
Galton-Watson process that allows the offspring distribution to depend on the 
generation number. More formally, if Z,, is the number in the nth generation then 
Z n+1= ; X,,, (n>O) (1.1) 
,=L 
where {X,,, : i} are independent identically distributed copies of X,,. The distribution 
of X, depends on the generation number n, as the notation suggests. We assume 
that there is a single initial ancestor, i.e. Z, = 1, and denote the generating function 
of X,, by r#+,, and that of Z,, by fn. Therefore (1.1) implies that 
J?+,(S) =fn($4?(s)). (1.2) 
We also assume throughout, without further comment, that the mean number of 
offspring is finite and non-zero, that is 0 < E(X,) <CO. 
Let p, = E(X,,) and m, = E(Z,,), then it is clear that m,= 1, 
n-1 
m,= n pj fornzl, 
j=O 
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and that {Z,,/m,} is a non-negative martingale, with the almost sure limit W. In the 
classical case, when {X,,} are all distributed as X, the conditions 1 < E(X) and 
EX log’ X <CO are sufficient (and indeed necessary) for W to be non-degenerate, 
and then EW = 1 and { W > 0} = (2, +a} a.s. The main result (Theorem 2) here 
gives sufficient conditions for the same conclusions in the varying environment case. 
When specialized to the homogeneous case these give the classical sufficient condi- 
tions just described. 
To obtain this result we will need to impose a condition on the growth of the 
means. We will say that the process is uniformly supercritical if there is an A > 0 
and a c > 1 such that 
,,+,m I 
,T1, P/ 2~” (1.3) 
for all i 3 0 and n B 0. This holds, for example, whenever 
liminfpu,>c>l. 
Notice that when (1.3) holds for all n it implies that 
lim sup p.L, S c. (1.4) 
We will also need to control the tail behaviour of the X,,. We will say that {X,,} is 
dominated by X if, for each n, 
P(X, > x) S P(X > x) 
for all x. Without loss of generality we can take X to be integer valued, and then 
denote its generating function by 4. 
The first theorem simply shows that, under the conditions of the subsequent 
theorems, the only possibilities are that the population grows to infinity or becomes 
extinct, and the first of these has positive probability. We let the extinction probability 
be q, so that 
q = P(Z, + 0). 
Theorem 1. lf the process is uniformly supercritical (i.e. satisfies (1.3)) and {X,,/,uL,} 
is dominated by X with E(X) < ~0 then (i) q s 77 < 1, with r] depending only on A, c 
and X, and (ii) 1 -q = P(Z,, + CO). 
Theorem 2. The process is unijormly supercritical and {X,,/~_L,,} is dominated by X with 
EXlog+X<oo (1.5) 
then E W = 1 and { W > 0} = {Z,, -+ CC} a..~. 
When Theorem 2 holds the process has only a single rate of growth, {m,,}, on its 
survival set. There are a number of related results in the literature that seem worth 
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mentioning here. Fearn (1971) gives the result that E W = 1 and .Z,,/ m, -+ W in mean 
square if 
(1.6) 
Goettge (1976) shows that E W = 1 under conditions strictly weaker than those given 
here, but he does not show that { W > 0} = (2, -+a} a.s. In fact this need not hold 
under Goettge’s conditions and in section 4 we give an example, in which (1.3) 
fails, which illustrates this. In the same paper Goettge shows that a Seneta-Heyde 
norming always exists for the process and, if the corresponding limit is W,, , that 
{ W,, > 0} = {Z,, + a} a.s. when one of the offspring distributions has a generating 
function that commutes with that of all the others. 
As a Seneta-Heyde norming can be found for the process it is natural to wonder 
whether {W,, > 0} = {Zn + a} a.s. whenever there is a dominating variable X with 
finite mean. We are now optimistic that this can be shown, but by techniques rather 
different from those used here. However the following rather weaker result is a 
consequence of Theorem 2. 
Theorem 3. If the process is uniformly supercritical and {X,,/p,,} is dominated by X 
with E(X) < ~0 then 
(Z,/m,)““+l a.s. on {Z, -+ Co}. 
MacPhee and Schuh (1983) construct an interesting example of a varying environ- 
ment process which complements Theorem 3. In their example the X, have essen- 
tially constant means (in the sense that ,u,, + m > 4) and finite variances, and it can 
be shown using (1.6) that EW = 1. However {Z,,} exhibits two different rates of 
growth. Specifically there is a set B in the sample space, with 0 < P(B) < 1, such 
that Z,,/m, converges to a finite non-zero limit on B whilst, Z,,/2” converges to a 
finite non-zero limit on the complement of B. Hence the conclusion of Theorem 3 
(and, a fortiori, that of Theorem 2) fails for this example. Happily a suitable 
dominating variable X cannot be found, hence the hypotheses of the theorem do 
not hold either. 
2. Preparatory results 
In this section we obtain two propositions needed for the proofs of the main results 
but also of some independent interest. The first obtains an explicit bound for the 
extinction probability q whilst the second obtains explicit bounds for EePHW and 
P( W = 0). We assume that, for some A > 0 and c > 1, 
m, > AC” for all n 20, 
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i =O. (As m,,= 1 this implies that A< 1.) We also assume 
that {X,/p,,} is dominated by X with EX < ~0. Neither assumption will be explicitly 
stated in the propositions. The bounds derived will involve {X,} only through A, c 
and the dominating variable X. This fact will be crucial in proving the main results. 





A(1 - F)‘(d - 1) 
+1 > 0. 
Proof. Note first that a straightforward application of the Cauchy-Schwarz 
inequality to E( YI( Y > 0)), gives the well known inequality 
P( Y>O) +$+I)-’ (2.1) 
which holds for any non-negative random variable Y. The idea is to use this inequality 
to show that P(Z,, > 0) is bounded below. 
As 
Var(.Z,+,) = EZ, Var(X,,) + (EX,)’ Var(Z,,) 
we have 
Var(G+,) Var(X 1 Var(z,) 
(EZ,,.,)' =(EX,,J2EZH+ (EZ,,)” ’ 
so that, as has been noted by Fearn (1971), 
Var(-G 1 ‘I Var(X,) 
--------- r”,, (EX,.)‘EZ,.’ (EZ,)2 (2.2) 
Hence, if this sum is finite, we can substitute it into (2.1) and get a strictly positive 
lower bound on P(Z,, > 0) for each n, and hence on 1 - 9. However to cope with 
the possibility that Var(X,) may be infinite we must use a truncation argument. 
Consider a truncated version of the original process with the nth generation’s 
offspring distribution being given by X,1(X,, < p,,B) with B 2 b where b is defined 
in the statement of the proposition. A bracketed superscript B will be used to denote 
quantities associated with the truncated process. Then 
Var(X’,“‘)=Var(X,I(X,<,uUB))~~~B7, 
p!,H’= E(X’,m’) = E(X,Z(X, <pnB)) 
= E(X,,) - E(X,J(X,, 2 LB)) 
= E(X,,) -~*,E{(X,I~~)I((X,I~L,)~ B)l 
a/_& -/&E(XZ(X> B)) 
~/-&I(1 -&) 
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and 
#)S m,(l- &)n 2 Ac”( 1 - E)” = Ad”. (2.3) 
The truncated process has a higher extinction probability than the original process 
and so, applying (2.1), (2.2) and the bounds just given to the truncated process, we 
see that 
as required. q 
The remaining proposition needs a little more notation for its statement. Recall 
that X has the generating function 4. Let E(X) = p and define r by 
sr(s)=4(ee‘)-l+p.s=E[e-“X-l+sX]. 
(We define T,,(S) similarly through 4,,(s), the generating function of X,,.) It is easily 
checked that r is increasing in s > 0, for s sufficiently small, and hence in (0, &,) 
for some 8,, E (0, 1). Furthermore it is well known that the condition EX log+ X <CO 





to be finite for any 0 > 0; see for example the proof of Lemma 1 in 1.10 of Athreya 
and Ney (1972). It is also worth noting here that, as X dominates {X,/p,,} and, 
for fixed s > 0, emSx - 1 +sx is an increasing function of x on x> 0, Lemma 6 of 
Goettge (1976) applies to give 
E(emsX - 1+ sX] 2 E[eCyX~~‘*,~ - 1-t sX,,/p,,]. 
Hence 
Proposition 2. If EX log+ X < 03 then, for 0 s 8 5 AeO, 
and 
(2.4) 
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Proof. Note first that 
Ee-HW = lim Ee-“4z/“n~ = lim fn(em”lm,,). 
n-r n-lx 
Now, using (1.2), 
As fn is increasing and convex, with yn( 1 -s) ~f~( 1) = m, for 0 G s s I, we see that 
(for 0s m,) 
where the final inequality uses (2.4). These inequalities will therefore hold for all 
n if 0Ginfm,, for which 0 S A suffices. Now, as r is increasing on (0, 0,) and 
m, 2 AC”, 
for 0 c 0 c A&, . Therefore 




for 0 c 0 s A&, as required. 
The second part follows from this estimate and the fact that 
P( W = 0) s E(eeNW). 
The lower bound on P( W> 0) is strictly positive because both r( 0) and 
ji (r(w)/w) dw tend to zero as 040. 0 
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3. Proofs of the theorems 
Proof of Theorem 1. Part (i) follows directly from Proposition 1. The second part 
is a straightforward application of the criterion given by Lindvall (1974) (see also 
Church, 1971) that P(Z,, +a) = 1 -q if and only if C,, P(X,, # 1) = ~0. It will 
therefore be more than enough to show that lim sup P(X, # 1) > 0. 
For large n, 
% = E(XJ(X, G &J))-t E(XJ(X, > /&B)) 
= E(XJ(X, YS /-Q))-t /&E{(X,l/-&l)~((X,/ELn) > B)1 
~E(X,I(X,~~.,B))+LL,E(XI(X>B)). 
Now take B so large that E(XI(X > B)) < E, then, for this B, 
~,,(l-a)~E(X,J(X,~~CL,B))~l+~,,BP(X,#l) 
so 
B lim sup P(X, # 1) 2 lim sup 
/-&(I-&)-1 
/1Il 
= (1 - E) - l/lim sup p, 
3(1-&)-l/c, 
using (1.4), and this is greater than zero for E sufficiently small. 0 
Proof of Theorem 2. The result that E W = 1 follows from Theorems 5 and 7 and 
Example 9 of Goettge (1976). We include the following direct proof for completeness. 
Fatou’s lemma gives EWS 1 whilst the first part of Proposition 2 gives 









Hence EW = 1. 
Consider the varying environment process starting from a single kth generation 
person, so that the offspring distribution sequence is now {X, : n s k}. Let W, be 
the corresponding martingale limit and let qk be the extinction probability, so that 
W, is W and qO is q. Also let wk = P( Wk = 0). By considering the varying environment 
processes initiated by the children of a single kth generation person we easily 
establish the representation 
Wk =’ f Wk,,,, (3.1) 
ilk ,=1 
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where { Wk+,,i: i} are independent copies of Wk.,, . Consequently 
wk = +ktWk+l). (3.2) 
By the second part of Proposition 2 we can find 77 < 1 with 1 - wk > 1 - 7 for all k. 
This is so because for each k we can obviously use the same A, c and X in bounding 
the corresponding offspring distribution sequence. It is the fact that this bound is 
uniform in k which is the key to the proof. 
Observe now that, by (3.2), 
E( w&j’ 12,) = &( wk+,)zA = i’t$ 
so {wfgl} is a bounded martingale. Therefore, using Theorem l(ii), which ensures 
that {Zk} goes to either zero or infinity, 
P(W=0)=w,=E~i~(w~~~~)~E~ift5(~z*+1)=.E1{Zk+,+O}=q. 
However it is clear that (2, + 0) c { W = 0}, hence 
{W=O}={Z,+O} a.s. q (3.3) 
Proof of Theorem 3. As Z,,/m, + W < CC it is clear that 
lim sup (Z,/m,)“” G 1 a.s. 
giving the required upper bound. We will use the truncation described in the proof 
of Proposition 1 together with Theorem 2 to get the corresponding lower bound. 
For F > 0 let B be such that EXZ(X 3 B) 6 E. Then, see (2.3), 
liminf(m~B’/m,)““~l-s. 
Obviously 2,~ Z’,“’ and, for sufficiently small F, Theorem 2 applies to Z’,“‘; hence 
lim inf (Zn/mn)“n Z (1 -E) lim inf (Zr’/m’,S’)“n 
31---E a.s. on {Z’,“‘+ m}. (3.4) 
We may arrange that, as E 1 0, B t CO; the sets {Zy’+ CO} then increase with B, so 
it only remains to show that their limit is {Z, + 00) a.s. 
Let 4 = lim,?,q (B) and, just as at the start of this section, let Qk be the corresponding 
quantity for the process initiated by a single kth generation person (so 4 = &). It 
is easy to check that Gk = 4,(Gk+,). Provided F is sufficiently small Theorem l(i) 
applies to the truncated process to show that for some 77 < 1, @k s q:8)< rl for all 
k. An argument similar to that leading to (3.3) now establishes that @= q and hence 
that {Z!,‘,“’ + 0} decrease to {Z,, + 0) a.s. Theorem l(ii) completes the demonstration 
that {Z’,B’ + co} increase to {Z, + 00) a.s. 0 
4. An example with p,, + 1 
Goettge (1976) gives sufficient conditions for E W = 1 which are weaker than those 
imposed in Theorem 2. In particular if m, ~AAnYforsomeA>O,y>lthenEW=l 
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when {X,/p,,} is dominated by X with EX’+“Y < ~0. (Theorems 5 and 7 and 
Example 10 of Goettge (1976).) In this section we give an example to show that 
under these conditions {Z,,} may have more than one rate of growth. 
Consider the process whose offspring distributions are given by the following 
probability generating functions. 
A(s) = {;;~_,,~r _2n-7/2)S+(2n~’ + np7,2)s2+ n+S[nS/‘,+I, 
Then 
/&z(n+3)ln 
for nal, so for ns3, 
For ~12, 
so {X,/p,,} is dominated by X with EX4” < CO. Goettge’s result mentioned above 
therefore implies that EW = 1. However {n’} and {m,} are two distinct rates of 
growth for {Z,,} so {Z, + 0} # { W = O}. The proof that {n’} is a rate of growth is a 
straightforward application of Lemma 2 of MacPhee and Schuh (1983) which is 
based on Theorem 1.3.1 of Schuh and Barbour (1977). 
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