Conditional power of survival endpoints at interim analyses can support decisions on continuing a trial or stopping it for futility. When a cure fraction becomes apparent, conditional power cannot be calculated accurately using simple survival models, e.g. the exponential model. Non-mixture models consider such cure fractions. In this paper, we derive conditional power functions for non-mixture models, namely the non-mixture exponential, the non-mixture Weibull, and the non-mixture Gamma models. Formulae were implemented in the R package CP. For an example data set of a clinical trial, we calculated conditional power under the non-mixture models and compared results with those under the simple exponential model.
Introduction
Clinical trials often consider survival endpoints which occur relatively late compared to treatment. Interim analyses are common practice to decide early whether to stop the trial for ethical reasons or futility. Conditional power is an important concept in this decision-making process. Conditional power is defined as the probability of achieving a significant result at the end of the study in case of an existing effect, given data from interim analysis. A commonly applied simple approach to estimate (conditional) power is to use an exponential survival model. Here, the hazard is constant and survival tends to zero as time tends to infinity. However, there are several clinically relevant questions where this assumption is not appropriate. For example, cure or relapse of disease might be of interest. Here, not all individuals experience an event resulting in a plateau of the survival curves. Other non-medical examples are discharge of prisoners or malfunction of a particular component of a car. For substantial cure fractions it is clear that the simple exponential model is not appropriate to explain the data. Lambert [1] gives a good overview of cure fraction models which are better suited for that situation, e.g. the so-called non-mixture models. Conditional power formulae for the simple exponential model are already derived by Andersen [2] . For cure fraction models, no such formulae are available so far. In the present paper, we aim at closing this gap: In Section 2, a summary for the exponential model is provided including corresponding unconditional and conditional power estimates. Section 3 introduces the non-mixture models. The corresponding unconditional and conditional power functions are derived for the non-mixture exponential model under the proportional hazard assumption. We provide a simulation study to interpret the unconditional power estimates and to compare them with corresponding conditional estimates. We also provide a simulation study to empirically validate conditional power estimates for selected scenarios. Finally, we consider alternative parametric assumptions for baseline hazard, namely non-mixture Weibull and non-mixture Gamma models. In Section 4, the conditional power formulae will be applied to a data set of a randomised clinical trial. The R package CP containing all formulae derived in this paper is presented in brief. Results are discussed in Section 5. Theorems and some auxiliary results can be found in the Appendix. and corresponding unconditional and conditional power estimates. Then, we introduce survival fractions and specify the class of models considered here.
The exponential survival model
In the simplest way, survival of group at time can be modelled using the exponential distribution with rate parameter > 0, i.e.
( ) = exp(− ),
with the constant hazard ℎ ( ) = .
The hazard ratio is defined as
For superiority trials, the test hypotheses are
vs.
The parameter can be estimated by the maximum likelihood method: Let be the number of deaths in group and be the total observation time of group one obtainŝ = , and with it, the hazard ratio can be estimated aŝ=̂2̂1
.
Examples for the exponential survival model can be found in Figure 1 .
Unconditional power based on the exponential model
According to Andersen [2] , one way of defining an appropriate test statistic of the difference in survival is = loĝ= loĝ2 − loĝ1 = log 
With Theorem 1 in Section A of the Appendix, one can define the asymptotic power function by
where Φ is the cumulative distribution function of the standard normal distribution and is its -quantile. The mean and variance under the null are specified by H 0 = 0 and
where is the required sample size.
For mean and variance under the alternative it holds H 1 ( ) = log and
Conditional power based on the exponential model
Suppose that data
at time of interim analysis is available. Let * be the number of future deaths and * be the future total observation time of group measured from interim analysis until the end of study. Referring to the unconditional test statistic eq. (1) derived in Section 2.2 one obtains
Here, * denotes the remaining sample size, i.e. the total sample size minus the number of patients included so far. E is the operator for the expected value.
It should be mentioned that the formulae derived here are not exactly the same as those proposed by Andersen [2] . The main difference is our centering of the asymptotic conditional power function (3) on H 0 which is generally not equal to zero in contrast to the unconditional case.
Survival models with cure fractions
If a relevant cure fraction is observed, the application of the exponential survival model considered above is no longer appropriate. In the literature, two parametric models dealing with cure fractions are most frequently in use: mixture and non-mixture models, cf. Martinez et al. [3] . We favour parametric models due to the availability of maximum likelihood methods. They are easier to interpret and provide higher power in statistical testing than comparable non-parametric models. The mixture model can be formulated as the sum of the proportion of the survivors and the weighted survival of the non-survivors [1] :
with a cure fraction ∈ (0, 1) and some ordinary survival function 0 . Thus, one has (0) = 1 and ( ) → as → ∞.
With the same notation and limit behaviour, the improper survival function of the non-mixture model reads as follows [1] :
In the present paper, we restrict considerations on non-mixture models. They require the specification of proper survival functions 0 . We assume in the following that 0 are from the exponential, the Weibull, or the Gamma class but consider the exponential class first. It will turn out that for an explicit derivation of power formulae, it is essential to assume proportional hazards for the two treatment groups to be compared. In terms of the non-mixture model, this implies that 0 1 = 0 2 , i.e. rate and/or shape parameters of the above mentioned parametric distributions are assumed to be equal for the two treatment groups, e.g. 1 = 2 for the exponential class. Thus, the hazard ratio can be expressed as follows:
i.e. the hazard ratio is the ratio of the log-cure fractions. Further considerations and discussions of the nonmixture model can be found in Lambert [1] and Tsodikov et al. [4, 5] . Examples of the parametric survival models considered here can be found in Figure 1 . 
The non-mixture model with exponential survival
In this section, we derive the unconditional and conditional power formulae for the non-mixture exponential model. We perform a simulation study to illustrate the results of the unconditional power analysis and to compare them with those of the exponential model without assuming cure fractions. To validate our findings, we study the agreement of our conditional power estimates with empirical power estimates for selected scenarios. Finally, we consider parametric alternatives to the non-mixture exponential model.
Basic requirements
If 0 are from the exponential class, one has to specify the rate parameters > 0, i.e. 0 ( ) = exp(− ). The corresponding hazard functions ℎ for are then
(see Lemma 1 in Section B of the Appendix) which yields the hazard ratio
Thus time independence of the hazard ratio can only be achieved if
resulting in eq. (4). For clarification, this does not mean that we assume constant hazards (cf. eq. (5)) as it would be the case for the simple exponential model. Again, we consider the hypotheses
An estimator of the hazard ratio under 1 = 2 can be defined bŷ
(see Lemma 2 in Section B of the Appendix for more details).
Power estimate for the unconditional case
Similarly to eq. (1) in Section 2.2, one can start with
as the test statistic of interest, with = ∑ =1 Δ , and ′ = ∑ =1 {1 − exp (−̂, )}. Here, Δ , for patient of group indicates whether the patient is dead (Δ , = 1) or censored (Δ , = 0) whereas , denotes the time of event or censoring. Using Theorem 3 in Section A of the Appendix, one can define the asymptotic power function via eq. (2) of Section 2.2. Here, the mean and variance under the null are given by H 0 = 0 and
Interpretation and comparison of unconditional power estimates
Here, we compare unconditional power estimates under the non-mixture exponential model with those of the simple exponential model. To illustrate the difference between the models, we choose = 5% and select three scenarios for (unconditional) power calculation. Sample size is kept fixed and was calculated to achieve a power of 80% for an initially chosen hazard ratio . The formula of Andersen [2] was used for this purpose. Power of the exponential and the non-exponential model were then calculated in dependence on modified hazard ratios. We considered the following scenarios: Scenario 1: We fix the baseline survival rate 1 = 30% and choose an initial hazard ratio = 0.872, resulting in a survival rate 2 = 35% for the experimental arm. According to Andersen, = 2481 patients are required for 80% power. Keeping the sample size constant and modifying the hazard ratio results in Figure 2 (left panel).
Scenario 2: We set the survival rate of the standard arm to 1 = 40% and choose an initial hazard ratio of = 0.756, resulting in a survival rate of 2 = 50% for the experimental arm. Thus, simulations are performed for = 738 patients. The corresponding relation of hazard ratio and power is displayed in Figure 2 (mid panel).
Scenario 3:
We assume a baseline survival rate 1 = 50% and set the initial hazard ratio to = 0.621, resulting in a survival rate 2 = 65% for the experimental arm. Simulations are performed for = 337 patients. The resulting power plot is displayed in Figure 2 (right panel).
Assuming identical sample size and the same hazard ratio, power estimates under the non-mixture model are typically lower than those under the simple exponential model. Keeping the hazard ratio constant, the difference increases with baseline survival (cf. Figure 2 ). Survival rates can be chosen as one-, five-, or ten-year survival rates, for example, depending on the question of interest. These considerations also hold for the other non-mixture models considered here (non-mixture Weibull and non-mixture Gamma model, see below). In the situation of an interim analysis, available data might raise doubts regarding the survival model originally assumed. This might result in a revision of model parameters resulting in new power estimates. As expected, for both, exponential and non-mixture exponential models, power drops if the effect size is smaller than expected (see Figure 2 ). Conversely, our formulae can be used to re-calculate the sample sizes for the scenarios considered in Figure  2 . Results are shown in Figure 3 . One can also interpret these results in terms of "information fraction". Here, information fraction is defined as the ratio of the observed number of events at a given time point to the expected number of events at the end of the study. Then, the question is whether there are differences between the information fraction given a simple exponential model or given a non-mixture model. As mentioned above, event rates differ between both model types. The simple exponential model has a constant hazard whereas the hazard of the non-mixture model changes over time, being high at the early phase of the trial and decreasing to zero in the later phase of the trial. Thus, information fraction of an underlying non-mixture model will be higher at earlier time points and lower at later time points of a study compared to the information fraction under a simple exponential model at the same time points.
Empirical accuracy of the conditional power estimates
In this section, we illustrate accuracy of our conditional power formula for the non-mixture exponential model by performing a simulation study. The simulation study is implemented in the following way. First, we specify the parameters and of our non-mixture exponential model, and with it, the hazard ratio . Then, we simulate data for a fictive five-year clinical trial based on the above specified survival model under our proportional hazard assumption, i.e. 1 = 2 . Subject recruitment is distributed equally over study duration. We then simulate an interim analysis after 2.5 years by censoring events occurring after the time point of interim analysis. Interim data is used to calculate conditional power assuming a non-mixture exponential model. Further recruitment of subjects is considered within conditional power formula (equally until the end of study). For comparison, we apply the Wald test to the entire data set to decide whether the difference in survival at the end of the study is significant (value 1) or not (value 0). We repeat this simulation procedure 1,000 times and compare the average conditional power with the average of the Wald test decisions which can be interpreted as an empirical power. The following scenarios are considered:
Scenario 1: We choose a baseline survival rate 1 = 70% and a hazard ratio = 0.626, resulting in a survival rate 2 = 80% for the experimental arm. The rate parameters are fixed at 1 = 2 = 0.1. We perform simulations for = 500 patients. Conditional power by the non-mixture exponential model yields 32%, the percentage of significant Wald tests was the same (32%).
Scenario 2:
We set the survival rate of the standard arm to 1 = 65% and choose a hazard ratio = 0.377, resulting in a survival rate of 2 = 85% for the experimental arm. Finally, we choose 1 = 2 = 0.2. Simulations are performed for = 250 patients. Conditional power based on the non-mixture exponential model is 67% while 70% of the Wald tests were significant.
Scenario 3:
We assume a baseline survival rate 1 = 60% and a hazard ratio = 0.318, resulting in a survival rate 2 = 85% for the experimental arm. The rate parameters are set to 1 = 2 = 0.5. Simulations were performed for = 150 patients. Conditional power of the non-mixture exponential model yields 62% whereas 59% of the Wald tests are significant.
As one can see, conditional power estimates and Wald test results are in good agreement for the selected scenarios. To facilitate further simulations, we provide the corresponding R script as supplement material.
Alternative parametric assumptions for baseline hazard
The non-mixture exponential model might not be flexible enough to model the data adequately. Two possible alternatives are considered here: the non-mixture Weibull model and the non-mixture Gamma model. We introduce their notation now. The derivation of the (conditional) power functions is similar to that of the nonmixture exponential model. Results are presented in the Appendix.
Weibull-type survival
The survival function of group according to the Weibull distribution is of the form
with scale parameter > 0 and shape parameter > 0. For maximum likelihood estimates see Remark 1 in Section B of the Appendix. Examples for the non-mixture Weibull model can be found in Figure 1 . For a derivation of the conditional power formula, we refer to Section C.2 of the Appendix.
Gamma-type survival
Another option to increase flexibility is to model survival functions with the Gamma distribution. The main difference to the non-mixture Weibull model is a different shape of the hazard function (see Remark 3 in Section B of the Appendix).
The incomplete Gamma function of the upper bound is defined by
and the Gamma function is given by
The regularised incomplete Gamma function of the upper bound is defined by
Then, the survival function of group is
with shape parameter > 0 and rate parameter > 0. Maximum likelihood estimates are given in Remark 2 in Section B of the Appendix. Examples for the non-mixture Gamma model can be found in Figure 1 . We refer to Section C.3 of the Appendix for a derivation of the conditional power formula.
Application
The unconditional and conditional power formulae for the exponential and the non-mixture models were implemented in the R package CP which we describe in the following. A function for the comparison of these models is also provided. To demonstrate the models and to illustrate their differences, we apply the package to a data set of a clinical trial for which a futility analysis has been performed during interim analysis.
The R package CP
We implemented the formulae derived in this paper in the framework of the R package CP which can be downloaded via CRAN. The function ConPwrExp contains the formulae for the exponential model without any cure fraction while the functions for the non-mixture models are ConPwrNonMixExp (exponential survival), ConPwrNonMixWei (Weibull-type survival) and ConPwrNonMixGamma (Gamma-type survival), respectively. A function for the comparison of these four models on the basis of Akaike's information criterion (AIC) [6] is also included (CompSurvMod). Finally, conditional power according to Andersen (ConPwrExpAndersen) [2] can be calculated which is also based on an exponential model. Output comprises a summary of survival data of the interim analysis, AICs, parameter estimates, and estimates for the conditional power for the chosen model. Plots of the Kaplan-Meier curves and estimated parametric survival curves are provided. Further details and explanation of package parameters are presented in Table 1 and are available via the help pages of CP. 
Clinical example
We applied our methods to an interim analysis of the highCHOEP trial of the German High-Grade NonHodgkin's Lymphoma Study Group (DSHNHL) [7] . The question to be answered by this trial is whether there is a difference in survival between patients treated with either standard dosage chemotherapy (CHOEP) or doseintensified chemotherapy (highCHOEP). Patients were between 18 and 60 years old and randomly received one of the above mentioned therapies as first-line treatment. The initial study was planned under an exponential survival model without cure fractions. A hazard ratio of 0.653 was assumed to be clinically relevant. We calculate conditional power for a total sample size of 389 patients assuming an accrual rate of 5.5 patients per month and group resulting in a final analysis after 14.2 months.
The function CompSurvMod of our R-package CP can now be used to calculate the conditional power for each of the models. Note that the hazard ratio translates into a ratio of log-cure fractions within our non-mixture models assuming proportional hazards. AIC can be used to decide which of the four models fits best. Lower AIC represents the better compromise between model complexity and fit. Calculated likelihoods, AICs, estimated parameters for survival functions and expected future observation times are shown in Table 3 . As one can see in Table 3 , at time of interim analysis the estimated hazard ratioŝare close to 1.1 which is far away from the expected = 0.653. With respect to the AIC, the non-mixture model with Weibull-type survival shows the best fit among the four models considered. Table 3 also shows, that compared to the exponential model, all three non-mixture models make a better compromise between data fitting and the number of additional parameters to be estimated. Moreover, the proportional hazard assumption for the non-mixture models, i.e. the equality of the rate, scale, and shape parameters of both groups is justified (Non-mixture-exponential: p = 0.9995, Non-mixture-Weibull: p = 0.3921, Non-mixture-Gamma: p = 0.1337, Likelihood ratio test). Figure  4 illustrates the Kaplan-Meier survival estimates of the interim data in comparison to the estimated parametric survival functions. Again, it can be recognised that the simple exponential model does not fit the data very well, in contrast to the non-mixture models. We present the conditional power curves in Figure 5 , i.e. the dependence of power on the true effect size for the four models. The conditional power estimates for the planned effect ( = 0.653) are: 39.2% for the exponential, 18.6% for the non-mixture exponential, 14.2% for the non-mixture Weibull, and 17.1% for the non-mixture Gamma model. Thus, a considerable difference in power estimates is obtained when switching to non-mixture models. The exponential model clearly over-estimates the conditional power due to over-estimation of the number of additional events. In contrast, differences in power estimates between the non-mixture models are relatively small. For interpreting these conditional power estimates it is necessary to provide further details regarding original study planning. The study was planned under the exponential model with 670 patients to achieve a power of 82%. Total sample size accounts for 10% of patients lost to follow-up or missing data. Due to an amendment prescribing additional treatment with the antibody Rituximab for every newly recruited patient, study analysis was performed for the 389 patients recruited thus far. Using the formula of Andersen, the reduced number of individuals results in a power of 59%. Performing the same calculations using the non-mixture exponential model results in a power of 95% for the 670 originally planned patients and 79% for the 389 available patients. Remembering our comparison of unconditional power estimates in Section 3.4, these results can be explained by two concurrent mechanisms: First, considering cure fractions results in fewer events and thus lower power in the longer perspective. However, events are generated more quickly under the non-mixture exponential model which could result in improved power at a shorter perspective. In other words, the survival curves assuming a simple exponential versus a non-mixture exponential model are typically intersecting if fitted to the same data (see also Figure 4 ). Thus, it is difficult to predict, which model results in the higher predicted power at a specified time point of final data analysis. 
Discussion

Motivation of the work
Large clinical trials with survival endpoints are often time-consuming and costly. Therefore, interim analyses are common practice. If estimated effect size at time of interim analysis is far below the clinical expectation, conditional power might be a useful aid to evaluate futility of further recruitment which can result in premature termination of the trial. In case of a significant proportion of patients never experiencing an event, simple exponential survival models as proposed by Andersen [2] do not adequately describe the data. In the present paper, we derive conditional power formulae for three non-mixture models assuming cure fractions, namely those of exponential, Weibull, or Gamma type. We restricted our considerations to comparisons of two study arms and assume proportional hazards throughout the paper. Conditional power functions were implemented in an R package and are applied to a clinical data set.
Modelling Survival Data with Cure Fractions
There are three common types of modelling survival with cure fractions: The parametric, the semi-parametric, and the non-parametric approach, each of them having its own advantages and disadvantages [8] . Since the parametric approach offers a convenient way of testing proportional hazard assumptions and applying maximum likelihood methods for estimation purposes, this kind of modelling is chosen here. Asymptotic normality and unbiasedness of estimates in combination with the delta method allowed us to derive asymptotic distributions of the test statistic considered, which in our case, is the logarithm of the estimator of the hazard ratio.
Fitting piecewise exponential models could be an interesting alternative since it covers both cases, with and without cure fraction. It might also be appropriate for situations for which different event mechanisms could be expected, e.g. during and after an intense therapy. However, we believe that there are also disadvantages to this approach: First, the proportional hazard assumption is less obvious for this setting, especially if there are different event mechanisms to be considered. Without this assumption, the test statistic used in this paper is time dependent complicating all conditional power considerations. Second, the intervals of constant hazards need to be chosen and need to be identical for the treatment arms. This increases the number of free parameters to be determined or requires additional assumptions. Finally, conditional power relies on extrapolation of hazards. Considering a model of piece-wise constant hazards requires assumptions regarding the future of the piecewise behavior. Estimation of hazard ratios differ from exponential to non-mixture models. However, the relevant test statistic is the same. A problem could arise for non-mixture models if the regularity conditions required for asymptotic properties of maximum likelihood estimators are violated. This could occur due to the usage of quasi-probability density functions, i.e. survival functions bounded away from zero. Here, these regularity conditions are fulfilled (proof not shown).
Another approach of modelling survival is provided by the so-called mixture models. These models often give results very similar to those of the non-mixture models [9] . Further details can be found in Boag [10] , Berkson and Gage [11] , Sposto and Sather [12] , and Sposto [13] . A completely different approach to estimating conditional power is via Bayesian methodology. This approach circumvents the issue of asymptotics, is often easier to calculate, and is directly interpretable. However, it faces the problem of specifying appropriate priors [14, 15] .
Proportional Hazard Assumption
We assumed proportional hazards of the two study arms to be compared. In this sense, the non-mixture models as well as the exponential model are related to the Cox model with specified baseline hazard [16] ; see Section 2.1 for the exponential model, eq. (5) for the non-mixture model with exponential survival, and Remark 3 for the non-mixture models with Weibull-type survival and Gamma-type survival. For all non-mixture models, proportional hazards imply that the hazard ratio equals the ratio of log-cure fractions. It allows applying the delta method to derive explicit formulae for conditional power. Without this assumption, the hazard ratio within the non-mixture models would be time dependent which causes problems when deriving the asymptotic distribution of the test statistic. Using likelihood methods, it is easy to evaluate appropriateness of the proportional hazard assumption. In our clinical example, this was the case for all assumed parametric families, cf. Section C.1 in the Appendix for the non-mixture exponential model. Due to the high flexibility of the parametric families considered, we believe that the proportional hazard assumption is appropriate for the majority of practical applications.
Practical Application
We applied our formulae to a data set of a clinical trial for which an interim analysis was performed. We observed considerable differences between power estimates based on a simple exponential model and our nonmixture models. The exponential model clearly did not fit the data well and resulted in an over-optimistic estimate of the conditional power. In contrast, differences between the non-mixture models were small. In general, non-mixture Weibull or non-mixture Gamma models offer a larger flexibility in modelling survival curves compared to the non-mixture exponential model. In practice, we expect larger differences between the exponential, the non-mixture exponential, and the non-mixture Weibull/Gamma models, while the difference between the non-mixture Weibull and the non-mixture Gamma model might be without practical relevance. We demonstrated that AIC can be used to decide which of the parametric models fits the data best. The analysis plan of clinical trials is usually prescribed in the study protocol. Therefore, we recommend the choice of an appropriate parametric model in the planning phase of a clinical trial. This could be identified e.g. on the basis of available historical data observed under the standard treatment. Here, AIC can be an aid for predetermination of a suitable survival model.
Aspects of Study Design
Our method allows to quantify the difference in power between the exponential and the non-mixture models. Furthermore, our formulae can be used to calculate sample sizes if the shape of the standard arm is known and a relevant hazard-ratio is specified. For conditional power analysis, we assumed that the time point of final analysis is fixed. However, event-driven designs are frequently used alternatives. These can be addressed with our formulae using the hazard functions estimated at the time point of interim analysis. The time point of final analysis is calculated on the basis of these hazards. Typically, this results in different time points for final analysis for different parametric models. E.g. for our example, final analysis was planned for 14.2 months after interim analysis. Alternatively, assuming an event-driven design, 108 events are required to achieve a power of 80%. Under the non-mixture exponential model, this is achieved at 15.2 months after interim analysis resulting in a conditional power of 19.4% (formerly 18.6%). For the exponential model, the time point of final analysis is 18.0 months after interim analysis resulting in a power of 57.0% (formerly 39.2%). Hence, differences in conditional power between models could even be larger for an event-driven design due to shifts in timing of the final analysis. However, this does not hold in general since the exponential model "generates" less events in the early phase but more events in the later phase compared to the non-mixture exponential model. We like to mention here that event-driven designs have the disadvantage that the required number of events might be unachievable if survival fractions or losses to follow-up are underestimated.
Non-inferiority Trials
The theory and methods proposed in this paper refer to superiority trials. Another important field of application might be non-inferiority trials. We plan to generalise our methods to this situation in the future. In contrast to superiority trials, a clinically relevant non-inferiority margin needs to be defined prior to sample size calculation. As a consequence, definition of test statistics, hypotheses, and derivations of conditional power formulae are more complex because of a composite null hypothesis. For this situation, the (conditional) power depends on both, the non-inferiority margin Δ and the hazard ratio .
Practical Interpretation of Conditional Power Estimates
When interpreting conditional power, one needs to keep in mind the following: Low conditional power indicates low chance to achieve a significant result at the end of the study. This suggests that termination of the study may be warranted. When the alternative is superior to the standard arm, this would result in high power. However, this does not necessarily imply that the trial should be continued. If the alternative is already significant at time of interim analysis (e.g. applying alpha spending), the trial must be terminated due to ethical reasons.
We like to remark that premature termination of clinical trials due to futility is a complex and serious issue. Conditional power is only one particular indicator which can be used. Confidence intervals of the observed effect sizes -here, the observed hazard ratio -is another measure to decide whether the originally postulated hazard ratio is realistic or if the trial should be stopped for futility. Defining strict boundaries for study termination is difficult for both methods as it depends on time and frequency of interim analyses. Moreover, there are several non-statistical aspects which have to be considered: Premature termination of the study can be decided for the above mentioned ethical reasons or if other treatments become standard. Practical reasons could be an over-estimated recruitment rate or an under-estimated loss to follow-up. Economic aspects could also be relevant, e.g. expensive experimental treatments showing low benefit could more likely be discarded. Stopping for futility is often a mixture of statistical methods and other aspects. In particular, for our clinical example, the major reason for stopping the trial was not the reduced conditional power at interim analysis but the fact that treating patients without the novel drug Rituximab was considered ethically not acceptable. However, we believe that in general conditional power is a useful method to support decision-making in clinical trials.
The asymptotic normality of the maximum likelihood estimators (Greene [17] , p. 478/479) gives
with I( ) as the Fisher information. Here, its value can be calculated as
With the delta method (Serfling [18] , p. 122) applied to the logarithm one obtains √ (loĝ− log ) − → (0, −2 2 ) = (0, 1).
With = 1 + 2 , = loĝ2 − loĝ1 and log = log 2 − log 1 , this completes the proof.
Theorem 2. It holds that
Proof. The proof of Theorem 2 is similar to that of Theorem 1. The main difference here is that one has to consider conditional probabilities, means and variances. Let * > 0 be the time of interim analysis where data
which is asymptotically normal due to the asymptotic normality of the maximum likelihood estimators (Greene [17] , p. 478/479) and the delta method (Serfling [18] , p. 122). For the correct centering one has to calculate the (asymptotic) conditional expected value of the test statistic. Therefore, one has With 2 = 1 , the proof can be completed.
Theorem 3.
√ − log
Proof. Maximum likelihood estimates for the rate parameter and the cure fraction arê
respectively (see 2 in Section B of the Appendix). Due to the same procedure as in the proof of Theorem 1 -here, considering the modified hazard ratio = log 2 / log 1 instead of = 2 / 1 -the proof of Theorem 3 is omitted. Only the Fisher information must be recalculated:
Using I −1 ( ) and multipying it with the square of the first derivative of log(− log) (delta method (Serfling [18] , p. 122)) gives the (asymptotic) variance of the test statistic. However, one should be cautious when using the asymptotic normality of the maximum likelihood estimators. Since one has only quasi probability density functions within the non-mixture models, it is not obvious that the regularity conditions (Greene [17] , p. 474) for the asymptotic properties of the maximum likelihood estimators are fulfilled. In this case they are. The proof of the regularity conditions is beyond the scope of this paper and is available from the corresponding author by request. 
Theorem 4. It holds that
√ * * − (log 2 − log( 1 )E ′ * 2 ′ 2 +E ′ * 2 − log 1 −log( 1 )E ′ * 1 ′ 1 +E ′ * 1 ) √ 2 − → (0, 1),
A Non-mixture models
A.1 Accuracy of proportional hazard assumption
For visualisation of differences in estimating the survival curves with and without assuming proportional hazards, we provide Figure 6 in case of the non-mixture exponential model. 
