A note on computing graph closures  by Spinrad, Jeremy P.
Discrete Mathematics 276 (2004) 327–329
www.elsevier.com/locate/disc
A note on computing graph closures
Jeremy P. Spinrad1
Department of EECS, Vanderbilt University, Nashville 37235, USA
Abstract
This note shows that the k-closure of a graph can be computed in time proportional to the
size of the output, improving on previous O(n3) algorithms.
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Bondy and Chv4atal [2] introduced an operation called k-closure of a graph, which
works as follows. Repeatedly add an edge between nonadjacent vertices x and y if
degree(x) + degree(y) is at least k, until no further edges can be added. Among other
results, they showed that G is Hamiltonian if and only if the n-closure of G is Hamil-
tonian, where n is the number of vertices in G. Since then, graph closure has been
studied in many other papers such as [4,5,10]. A good survey of closure concepts is
given in [3].
The obvious algorithm for computing the k-closure works in O(n4) time, by simply
cycling through a list of nonedges to see whether the degree sum is at least k; note
that the same graph is obtained no matter what order is used for adding edges with
the required degree sum. The papers [6,9] give O(n3) algorithms for computing the
k-closure. The parallel complexity of computing k-closure is studied in [7,8].
This paper presents a remarkably simple algorithm to compute the k-closure of a
graph in time proportional to the size of the output.
Let G; k be the input to a graph k-closure problem. Let Gc be a graph which will
eventually be the k-closure of G; initially, Gc = G. Let Q be a set of vertex pairs
which will be added to Gc; initially Q is set to include all nonedges (x; y) of G such
that degree(x) + degree(y) is at least k.
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For each value of i from 0 to n − 1, we maintain a list of vertices of degree i
in Gc.
While Q is nonempty, we repeat the following steps. Let x; y be a pair of vertices
from Q. Let dx be the degree of x, and let dy be the degree of y. Remove x; y from
Q and add it as an edge to Gc. Move x from list dx to list dx + 1. If dx + 16 k, for
each vertex z in list k − dx − 1, add x; z to Q if (x; z) is not an edge of G. Similarly,
move y from list dy to list dy + 1, and add y; z to Q for each z in list k − dy − 1 if
(y; z) is not an edge of G.
Theorem 1. The algorithm above computes the k-closure of G in time proportional
to the size of the output.
Proof. The algorithm adds edges successively to Gc; it is clear that after the addition
of each edge the vertices in list i are exactly the vertices of degree i in Gc. An edge
u; v is added to Q only when u is placed in a list i and v is in list k − i, so every
edge added is part of the k-closure. Suppose that the algorithm halts with a pair of
vertices x; y of degree sum at least k not in Gc. Then degree(x)+degree(y) is smaller
than k in G, or the pair would be placed immediately in Q. At some point, an edge
(assume without loss of generality this was an edge (x; z)) was added to Gc which
made degree(x)+degree(y) equal to k; i.e. degree(y)=k-degree(x). When x is moved
into list degree(x), we step through list k-degree(x) and add edges for each nonneighbor
of x in G; the edge (x; y) will be added to Q at this time. Therefore, the algorithm
correctly computes the k-closure of G.
Since a single edge update may take O(n) time, it may not be immediately obvious
that the algorithm runs in linear (in the size of the output, which may be of size
J(n2) even when the input is smaller) time. When an edge (x; y) is added to Q,
degree(x) + degree(y) = k. We will never consider adding (x; y) to Q again, since
we only consider edges after the degree of one of the endpoints increases, and only
when the current degree sum is equal to k. Therefore, each edge is added to Q once.
Similarly, we only consider an edge (x; y) of G for addition to Q once, when the
degree sum Krst reaches k. Thus, every vertex pair considered for addition to Q either
corresponds to an edge which is added to Gc, or an edge which was part of G and
thus of Gc as well. In either case, this pair will not be encountered again during the
running of the algorithm, and the total number of vertex pairs considered for addition
to Gc is equal to the number of edges in Gc.
We note that we are assuming that we can determine whether (x; y) is an edge of
G in constant time. This may seem inconsistent with our claim of a linear time bound,
since setting up an adjacency matrix would seem to take L(n2) time. We can use a
standard trick, which allows us to test adjacency in constant time using O(n2) space
but only O(n+ m) initialization time; see [1, Problem 2.12] for details.
I am indebted to an anonymous referee for advising me that a very similar process,
deleting an edge (x; y) if degree(x) + degree(y)¡k, is used as part of a Kltering
process in some constraint satisfaction problems. Clearly, the algorithm of this paper
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can be adapted to edge deletion as well, and will take linear time to complete the
process.
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