Quantum Error Correction for Quantum Memories by Terhal, Barbara M.
Quantum Error Correction for Quantum Memories
Barbara M. Terhal
JARA Institute for Quantum Information,
RWTH Aachen University, 52056 Aachen,
Germany
(Dated: April 13, 2015)
Active quantum error correction using qubit stabilizer codes has emerged as a promising,
but experimentally challenging, engineering program for building a universal quantum
computer. In this review we consider the formalism of qubit stabilizer and subsystem
stabilizer codes and their possible use in protecting quantum information in a quantum
memory. We review the theory of fault-tolerance and quantum error-correction, discuss
examples of various codes and code constructions, the general quantum error correction
conditions, the noise threshold, the special role played by Clifford gates and the route
towards fault-tolerant universal quantum computation. The second part of the review
is focused on providing an overview of quantum error correction using two-dimensional
(topological) codes, in particular the surface code architecture. We discuss the com-
plexity of decoding and the notion of passive or self-correcting quantum memories. The
review does not focus on a particular technology but discusses topics that will be relevant
for various quantum technologies.
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I. INTRODUCTION
Physics in the past century has demonstrated the ex-
perimental viability of macroscopic quantum states such
as the superconducting state or a Bose-Einstein conden-
sate. Quantum error correction which strives to preserve
not a single macroscopic quantum state but the macro-
scopic states in a small subspace can be viewed as a nat-
ural but challenging extension to this. At the same time
storing macroscopic quantum information is a first step
towards the more ambitious goal of manipulating quan-
tum information for computational purposes.
When the idea of a quantum computer took hold
in the ’90s it was immediately realized that its im-
plementation would require some form of robustness
and error correction. Alexei Kitaev proposed a scheme
in which the physical representation of quantum in-
formation and realization of logical gates would be
naturally robust due to the topological nature of the 2D
physical system (Kitaev, 2003). Around the same time
Peter Shor formulated a first quantum error-correcting
code and proved that a quantum computer could be
made fault-tolerant (Shor, 1996). Several authors then
established the fault-tolerance threshold theorem (see
Theorem 1, Sec. II.F) which shows that in principle one
can realize almost noise-free quantum computation us-
ing noisy components at the cost of a moderate overhead.
The goal of this review is to discuss the basic ideas
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2behind active quantum error correction with stabilizer
codes for the purpose of making a quantum memory.
In this review we also discuss how Clifford group gates
(Section II.G) are realized on the stored quantum data.
In this sense the review goes beyond a pure quantum
memory perspective, but for stabilizer codes these Clif-
ford group gates play an essential role. Clifford gates are
by themselves not sufficient for realizing universal fault-
tolerant quantum computation.
We distinguish schemes of active quantum error cor-
rection from forms of passive quantum error correction
or self-correction. In the latter quantum information
is encoded in physical degrees of freedom which are
naturally protected or have little decoherence, either
through topology (topological order) or physical sym-
metries (symmetry-protected order) at sufficiently low
temperature. Even though our review focuses on active
quantum error correction, we will discuss some aspects
of passive protection of quantum information using
quantum error correcting codes in Section III.E.
In an actively corrected quantum memory, quantum
information is distributed among many elementary
degrees of freedom, e.g. qubits, such that the dominant
noise and decoherence processes affect this information
in a reversible manner. This means that there exists an
error reversal procedure that allows one to undo the de-
coherence. The choice of how to represent the quantum
information in the state space of many elementary qubits
is made through the choice of quantum error correcting
code. In order to execute the error reversal, active quan-
tum error correction proceeds by continuously gathering
information about which errors took place (for example
by quantum measurement), classical processing of this
data and applying a corrective quantum operation on
the quantum data. The active gathering of information
takes place, at least for stabilizer codes, via quantum
measurements which measure the parity of subsets of
qubits in Pauli matrix bases. These measurements are
called parity check measurements. By the active gather-
ing of error information, entropy is effectively removed
from the computation and dumped into ancilla degrees
of freedom which are supplied in known states to collect
the error information. This active cycling of entropy
from the computation into ancillary degrees of freedom
which are further processed in a classical world makes
active quantum error correction very different from the
notion of passively storing quantum information in a
low-temperature thermal environment.
In Section II.A we start by discussing Shor’s code as
the most basic example of a quantum error correction
code. Using Shor’s code we illustrate the ideas behind
the general framework of stabilizer codes (Gottesman,
1997), including subsystem stabilizer codes. We then
treat stabilizer and subsystem stabilizer codes on qubits
more formally in Sections II.B and II.C. In section
II.B.2 we will also discuss various small examples of
quantum error correcting codes and the construction
due to Calderbank, Steane and Shor by which two
classical codes can be used to construct one quantum
code. In Section II.D we widen our perspective beyond
stabilizer codes and discuss the general quantum error
correction conditions as well as some codes which
encode qubit(s) into bosonic mode(s) (oscillators). In
Section II.E we define D-dimensional stabilizer codes
and give various examples of such codes. Roughly
speaking, D-dimensional stabilizer codes are quantum
error correcting codes where the elementary qubits are
laid out on a D-dimensional lattice and all the quantum
operations for quantum error correction can be executed
by coupling qubits only locally on this lattice.
As the procedure of detecting and correcting errors
itself is subject to noise, the existence of quantum error
correcting codes does by itself not yet show that one
can store or compute with quantum information for an
arbitrary long time. In Section II.F we review how one
can, through a procedure called code concatenation,
arrive at the fault-tolerance threshold Theorem. In
essence, the threshold theorem says that in order to
combat noise and decoherence we can add redundancy,
a poly-logarithmic overhead in the total number of
qubits and overall computation time, provided that the
fundamental noise rate on the elementary qubits is below
some critical value which is called the noise threshold.
Topological quantum error correction discussed in
Section III provides a different route for establishing
such threshold theorem.
In Section II.F we also discuss various proposals for
realizing quantum error correction, including the idea
of dissipative engineering. The topic of the realization
of quantum error correction is again picked up in
Section III.D, but in the later section the emphasis
is on D-dimensional (topological) codes. In the last
section of our introductory Chapter, Section II.G, we
review constructions for obtaining a universal set of
logical gates for qubits encoded with stabilizer codes and
motivate our focus on 2D topological stabilizer codes for
the use as a quantum memory.
For stationary, non-flying, qubits, an important
family of codes are quantum codes in which the ele-
mentary qubits can be laid out on a two-dimensional
plane such that only local interactions between small
numbers of nearest-neighbor qubits in the plane are
required for quantum error correction. The practical
advantage of such 2D geometry over an arbitrary
qubit interaction-structure is that no additional noisy
operations need to be performed to move qubits around.
Elementary solid-state qubits require various electric
3or magnetic control fields per qubit, both for defining
the qubit subspace and/or for single- and two qubit
control and measurement. The simultaneous require-
ment that qubits can interact sufficiently strongly and
that space is available for these control lines imposes
technological design constraints, see e.g. (Levy et al.,
2009). A two-dimensional layout can be viewed as a
compromise between the constraints coming from coding
theory and control-line and material fabrication con-
straints: since quantum error correcting codes defined
on one-dimensional lines have poor error-correcting
properties (Section II.E), it is advantageous to use a
two-dimensional or a more general non-local lay-out of
qubits. The qubits in such a lay-out should be individ-
ually addressable and/or defined by local electrostatic
or magnetic fields and thus 2D structures would be fa-
vored over 3D or general non-local interaction structures.
These considerations are the reason that we focus in
Section III on 2D (topological) codes, in particular the
family of 2D topological surface codes which has many
favorable properties. For the surface code we show explic-
itly in Section III.A how many noisy elementary qubits
can be used to represent one ‘encoded’ qubit which has
a much lower noise rate, assuming that the noise rate of
the elementary qubits is below a critical value, the noise
threshold. For the surface code this threshold turns out
to be very high. We will review two possible ways of en-
coding qubits in the surface code. We will also discuss
how logical gates such as the CNOT and the Hadamard
gate (see Section II.G for definitions of these gates) can
be realized in a resource-efficient way.
In Section III.C we review a few interesting alternatives
to the surface code which are the non-topological Bacon-
Shor code, a surface code with harmonic oscillators and
a subsystem version of the surface code. Section III.D
discusses the physical locality of the process of decoding
as well as recent ideas on the realization of so-called direct
parity measurements. In Section III.E we discuss the
ideas behind passive or self-correction and its relation
with topological order.
We conclude our review with a discussion on some fu-
ture challenges for quantum error correction. We rec-
ommend the book (Lidar and Brun, 2013) as a broad,
comprehensive, reference on quantum error correction.
A. Error Mitigation
Active quantum error correction is not the only way to
improve the coherence properties of elementary physical
quantum systems and various well-known methods of er-
ror mitigation exist. In a wide variety of systems there
is 1/f noise affecting the parameters of the qubit with a
noise power spectral density S(ω) ∼ 1/ωα, α ≈ 1, fa-
voring slow fluctuations of those parameters (Weissman,
1988) which lead to qubit dephasing. Standard NMR
techniques (Vandersypen and Chuang, 2005) have been
adapted in such systems to average out these fluctua-
tions using rapid pulse sequences (e.g. spin-echo). More
generally, dynamical decoupling is a technique by which
the undesired coupling of qubits to other quantum sys-
tems can be averaged out through rapid pulse sequences
(Lidar, 2014). Aside from actively canceling the effects
of noise, one can also try to encode quantum informa-
tion in so-called decoherence-free subspaces which are ef-
fectively decoupled from noise; a simple example is the
singlet state 1√
2
(|↑, ↓〉 − |↓, ↑〉) which is invariant under
a joint (unknown) evolution U ⊗ U . This example is
not yet a code as it encodes only one state, not a qubit.
One can more generally formulate decoherence-free sub-
spaces in which the encoded qubits are protected against
collectively-acting noise given by a set of error operators,
see Chapter 3 in (Lidar and Brun, 2013).
In Section III.E we discuss another form of error mit-
igation which is to encode quantum information in a
many-body quantum system with a Hamiltonian corre-
sponding to that of a D-dimensional quantum (stabilizer)
code.
B. Some Experimental Advances
Experimental efforts have not yet advanced into the
domain of scalable quantum error correction. Scalable
quantum error correction would mean (1) making en-
coded qubits with decoherence rates which are genuinely
below that of the elementary qubits and (2) demonstrate
how, by increasing coding overhead, one can reach even
lower decoherence rates, scaling in accordance with the
theory of quantum error correction.
Several experiments exist of the 3-qubit (or 5-qubit)
repetition code in liquid NMR, ion-trap, optical and su-
perconducting qubits. Four qubit stabilizer pumping has
been realized in ion-trap qubits (Barreiro et al., 2011).
Some topological quantum error correction has been im-
plemented with eight-photon cluster states in (Yao et al.,
2012) and a continuous-variable version of Shor’s 9-qubit
code was implemented with optical beams (Aoki et al.,
2009). In (Bell et al., 2014) the authors did an implemen-
tation of the [[4,1,2]] code in an all-optical set-up using a
five-qubit polarization-based optical cluster state.
In (Nigg et al., 2014) seven trapped-ion qubits were
used to represent, using Steane’s 7-qubit code (see Sec-
tion II.B.2), one effective, encoded, qubit and several log-
ical gates were performed on this encoded qubit via the
transversal execution of gates on the seven elementary
qubits.
The book (Lidar and Brun, 2013) has a chapter with
an overview of experimental quantum error correction.
Given the advances in coherence times and ideas of multi-
qubit scalable design, in particular in ion-trap and super-
4conducting qubits e.g. (Barends et al., 2014), one may
hope to see scalable error correction, fine-tuned to ex-
perimental capabilities and constraints, in the years to
come.
II. CONCEPTS OF QUANTUM ERROR CORRECTION
A. Shor’s Code and Stabilizer Codes
The goal of this section is to introduce the concepts
and terminology of stabilizer codes in an informal way
illustrated by Shor’s 9 qubit code. In the later Sections
II.B-II.B.2 we discuss the formalism of stabilizer codes
and give further examples.
The smallest classical code which can correct a single
bit-flip error (represented by Pauli X1) is the 3-(qu)bit
repetition code where we encode
∣∣0〉 = |000〉 and∣∣1〉 = |111〉. A single error can be corrected by taking
the majority of the three bit values and flipping the
bit which is different from the majority. In quantum
error correction we don’t want to measure the 3 qubits
to take a majority vote, as we would immediately lose
the quantum information. This quantum information is
represented in the amplitude cos(θ) and the phase eiφ of
an encoded qubit state
∣∣ψ〉 = cos(θ)∣∣0〉 + sin(θ)eiφ∣∣1〉.
If we measure the three qubits in the {|0〉, |1〉} basis, we
may get answers which depend on cos(θ) and eiφ, but
we also decohere the quantum state, leaving just three
classical bits and losing all information about cos(θ) and
eiφ.
But let us imagine that we can measure the parity
checks Z1Z2 and Z2Z3 without learning the state of
each individual qubit, that is, without the measurement
revealing any information about the eigenvalues of Z1
or Z2 or Z3 individually. If the parity checks Z1Z2 and
Z2Z3 have eigenvalues +1, one concludes no error as the
encoded states |000〉 and |111〉 have eigenvalue +1 with
respect to these checks. An outcome of, say, Z1Z2 = −1
and Z2Z3 = 1 is consistent with the erred state X1
∣∣ψ〉
where
∣∣ψ〉 is any encoded state. And Z1Z2 = 1 and
Z2Z3 = −1 points to the error X3. But how can
we measure Z1Z2 and Z2Z3 without measuring the
individual Zi operators and destroy the encoded qubit?
Essentially, through making sure that the ‘signals’ from
different qubits are indistinguishable and only a global
property like parity is communicated to the outside
world. One can realize this with a quantum circuit as
1 The Pauli matrices are σx ≡ X =
(
0 1
1 0
)
, σz ≡ Z =(
1 0
0 −1
)
and σy ≡ Y =
(
0 −i
i 0
)
= iXZ.
follows.
One uses an extra ‘ancilla’ qubit which will interact
with the 3 qubits such that the value of the parity check
is copied onto the ancilla qubit. A general circuit which
measures a ’parity check’, represented by a multi-qubit
Pauli operator P , using an ancilla is given in Fig. 1(a).
One can verify the action of the circuit by writing an ar-
bitrary input state as a superposition of a +1 eigenstate
ψ+1 and a −1 eigenstate ψ−1 of the Pauli operator P
to be measured (P |ψ±〉 = ±|ψ±〉). A concrete example
for P = X1X2X3X4 is given in Fig. 1(c), where we have
decomposed the 5-qubit controlled-P gate into 4 2-qubit
controlled-X or CNOT gates. In such a circuit, the par-
ity information is collected in steps, via several CNOT
gates, so that the state of the ancilla qubit during the
execution of the gates does contain information about
the individual qubits. It is thus important that this
partial information on the ancilla qubit does not leak
to the environment as it leads to decoherence on the
encoded qubits during the parity check measurement.
One can see that the parity check measurement using
an ancilla qubit initially set to a fixed, known, state is
actively letting us remove entropy from the computation
by providing us information about what errors have
taken place.
It may be clear that the 3-qubit repetition code does
not protect or detect Z (dephasing) errors as these
parity checks only measure information in the Z-basis
(MZ). More precisely, any single qubit Z error will
harm the quantum information. We encode the qubit
state |+〉 ≡ 1√
2
(|0〉 + |1〉) as |+〉 = 1√
2
(|000〉 + |111〉)
and |−〉 ≡ 1√
2
(|0〉 − |1〉) as |−〉 = 1√
2
(|000〉 − |111〉). We
can verify that any single qubit Z error, say Z1, maps
|+〉 ↔ |−〉, corrupting the quantum information.
Having seen this simple example, let us informally
introduce some of the notions used in describing a
quantum (stabilizer) code. In general we will denote
logical or encoded states as
∣∣ψ〉 and logical operators
as X,Z etc. where by definition X
∣∣0〉 ↔ ∣∣1〉 and
Z|+〉 ↔ |−〉. The logical operators X,Z can always be
expressed in terms of their action as Pauli operators on
the elementary qubits. For a code C encoding k qubits,
one defines k pairs of logical Pauli operators (Xi, Zi),
i = 1, . . . k, such that XiZi = −ZiXi while logical Pauli
operators with labels i and i′ mutually commute. The
logical Pauli operators simply realize the algebra of the
Pauli operators acting on k qubits. For the 3-qubit code
we have X = X1X2X3 (flipping all the bits) and Z = Z1.
The code space of a code C encoding k qubits is
spanned by codewords |x〉 where x is a k-bitstring. In
general these codewords |x〉 will be highly entangled
5states. All states in the code space obey the parity
checks, meaning that the parity check operators have
eigenvalue +1 for all states in the code space (we say that
the parity checks act trivially on the code space). The
parity checks are all represented by mutually commuting
multi-qubit Pauli operators. The logical operators of a
quantum error-correcting code are non-unique as we can
multiply them by the trivially-acting parity check oper-
ators to obtain equivalent operators. For example, Z for
the 3-qubit code is either Z1 or Z2, or Z3 or Z1Z2Z3 as
all these operators have the same action |+〉 ↔ |−〉.
(a)
P
...
...
|+〉 • H
(b)
P P
...
...
|+〉 • RX(θ) •
(c)
|+〉 • • • • H
(d)
•
•
•
•
|0〉
FIG. 1 Measuring parity checks the quantum-circuit way.
The meter denotes measurement in the {|0〉, |1〉} basis or MZ .
(a) Circuit to measure the ±1 eigenvalues of a unitary multi-
qubit Pauli operator P . The gate is the controlled-P gate
which applies P when the control qubit is 1 and I if the con-
trol qubit is 0. (b) Realizing the evolution exp(−iθP/2) itself
(with Rx(θ) = exp(−iθX/2)). (c) Realization of circuit (a)
using CNOTS when P = X1X2X3X4. (d) Realization of cir-
cuit (a) using CNOTs when P = Z1Z2Z2Z4.
Shor’s 9-qubit code was the first quantum error-
correcting code which encodes a single qubit and cor-
rects any single qubit Pauli error, i.e. single qubit bit-
flip errorsX, phase flip errors Z and bit+phase-flip errors
Y . As it turns out, if one wants to correct against any
single qubit error, it is sufficient to be able to correct
against any single qubit Pauli error. Let us thus assume
for now that the only possible errors are multi- or single-
qubit Pauli errors and afterwards we show that correcting
against such Pauli errors is indeed sufficient.
Shor’s code is obtained from the 3-qubit repetition
code by concatenation. Code concatenation is a pro-
cedure in which we take the elementary qubits of the
codewords of a code C and replace them by encoded
qubits of a new code C ′. In Shor’s construction we choose
the first code C as a ‘rotated’ 3-bit repetition code, that
is, we take |+〉 = |+〉|+〉|+〉 and |−〉 = |−〉|−〉|−〉 with
|±〉 = 1√
2
(|0〉±|1〉). One can verify that the parity checks
of C are X1X2 and X2X3 and the logical operators are
ZC = Z1Z2Z3 and XC = X1. As the second code C
′ we
choose the normal 3-qubit repetition code, i.e. we replace
|+〉 by |+〉 = 1√
2
(|000〉+ |111〉) etc.
We get all the parity checks for the concatenated 9-
qubit code by taking all the parity checks of the codes C ′
and the C ′-encoded parity checks of C. For Shor’s code
this will give: the Z-checks Z1Z2, Z2Z3, Z4Z5, Z5Z6,
Z7Z8 and Z8Z9 (from three uses of the code C
′) and the
X-checks X1X2X3X4X5X6, X4X5X6X7X8X9 (from the
parity checks X1X2 and X2X3 where X is the logical op-
erator of the code C ′). The non-unique logical operators
of the encoded qubit are Z = Z1Z4Z7 and X = X1X2X3.
This code can clearly correct any X error as it consists
of three qubits each of which is encoded in the repetition
code which can correct an X error. What happens if a
single Z error occurs on any of the qubits? A single Z
error will anti-commute with one of the parity X-checks
or with both. For example, the error Z1 anti-commutes
with X1X2X3X4X5X6 so that the state Z1
∣∣ψ〉 has eigen-
value −1 with respect to this parity check. The error Z2
or error Z3 would have the same syndrome: these er-
rors have the same effect on the code space as Z1Z2 and
Z2Z3 act trivially on the code space. The same holds
for the 3 qubits in the second block and the 3 qubits in
the third block. Thus the X-parity check will only tell
you whether there is a Z error in the first, the second or
the third block but this is ok and any single error in the
block applies the proper correction on the code space.
Thus the code can correct against a single qubit X error,
or Z error and therefore also Y error.
The eigenvalues of the parity check operators are called
the error syndrome. Aside from detecting errors (finding
−1 syndrome values) the error syndrome should allow
one to infer which error occurred. How do we make this
inference in general? We could assign a probability to
each possible error: this assignment is captured by the
error model. Then our decoding procedure can simply
choose an error, consistent with the syndrome, which has
highest probability given our error model. Typically, the
error model would assign a lower probability to errors
which act on many qubits, and so the decoding could
6consist of simply picking a Pauli error, which could be
responsible for the given syndrome, which acts on the
fewest number of qubits. This kind of decoding is called
minimum-weight decoding. It is important to note that
the decoding procedure does not necessarily have to point
to a unique error. For example: for the 9-qubit code,
the error Z1 and the error Z2 have an equivalent effect
on the code space as Z1Z2 is a parity check which acts
trivially on the code space. The syndromes for errors
which are related by parity checks are always identical:
the syndrome of a Pauli error E is determined by the
parity checks with which it anti-commutes. Multiplying
E by parity checks, which are by definition all mutu-
ally commuting operators, does not change the syndrome
therefore. This means that the classical algorithm which
processes the syndrome to infer an error –this procedure
is called decoding– does not need to choose between such
equivalent errors.
But there is further ambiguity in the error syndrome.
For Shor’s code the error Z1 and the error Z4Z7 have
an identical syndrome as Z1Z4Z7 is the Z operator
which commutes with all parity checks. If we get a
single non-trivial (−1) syndrome for the parity check
X1X2X3X4X5X6 we could decide that the error is Z1
or Z4Z7. But if we make a mistake in this decision
and correct with Z4Z7 while Z1 happened then we
have effectively performed a Z without knowing it!
This means that the decoding procedure should decide
between errors, all of which are consistent with the
error syndrome, which are mutually related by logical
operators. We will discuss the procedure of decoding
more formally in Section II.B. For Shor’s code we can
decode the syndrome by picking a single qubit error
which is consistent with the syndrome. If a two-qubit
error occurred we may thus have made a mistake.
However, for Shor’s code there are no two single-qubit
errors E1 and E2 with the same syndrome whose product
E1E2 is a logical operator as each logical operator acts
on at least 3 qubits. This is another way of seeing that
Shor’s code can correct any single qubit Pauli error. It
is a [[n, k, d]] = [[9, 1, 3]] code, encoding k = 1 qubit into
n = 9 (n is called the block size of the code) and having
distance d = 3. Having seen how this works for Shor’s
code, we can understand the role of the distance of a
code more generally as follows.
The distance d of the code is defined as the minimum
weight of any logical operator (see the formal definition in
Eq. (1)). The weight of a Pauli operator is the number
of qubits on which it acts non-trivially, i.e. Z4Z7 has
weight 2. The definition of distance refers to a minimum
weight of any logical operator as there are several logical
operators, i.e. X,Z etc. and we want any of them to
have high weight, and secondly, the weight of each one of
them can be varied by multiplication with parity checks.
It is simple to understand why a code with distance
d = 2t+ 1 can correct t errors. Namely, errors of weight
at most t have the property that their products have
weight at most 2t < d. Therefore the product of these
errors can never be a logical operator as those have weight
d or more. Thus if one of these errors E1 occurs and
our decoding procedure picks another error E2 of weight
at most t (both giving rise to the same syndrome) and
applies E2 to the encoded qubits, then effectively we have
the state E2E1
∣∣ψ〉. This state has trivial syndrome as
all parity checks commute with E1E2 (they either anti-
commute with both E1 and E2 or commute with both),
but E1E2 has weight 2t < d. Thus E1E2 cannot be a
logical operator but has to be some product of trivially-
acting parity checks as E1E2 commutes with all parity
checks.
Another direct consequence of the distance of the code
is how the code can handle so-called erasure errors. If er-
rors only take place on some known subset of qubits, then
a code with distance d can correct (errors on) subsets of
size d− 1 as the product of any two Pauli errors on this
subset has weight at most d−1. In other words, if d−1 or
fewer qubits of the codeword are lost or their state com-
pletely erased by other means, one can still recover the
entire codeword from the remaining set of qubits. One
could do this as follows. First one replaces the lost d− 1
qubits by the completely-mixed state I/2d−1 2. Then one
measures the parity checks on all qubits which gives us a
syndrome which is only non-trivial for the parity checks
which act on the d − 1 qubits which had been erased.
The syndrome points to a (non-unique) Pauli operator
acting on these d − 1 qubits or less and applying this
Pauli corrects the error.
1. Error Modeling
Clearly, the usefulness of error correction is directly
related to the error model; it hinges on the assumption
that low-weight errors are more likely than high-weight
errors. Error-correcting a code which can perfectly
correct errors with weight at most t, will lead to failure
with probability roughly equal to the total probability
of errors of weight larger than t. This probability for
failure of error correction is called the logical error
probability. The goal of quantum error correction is to
use redundancy and correction to realize logical qubits
with logical error rates below the error rate of the
elementary constituent qubits.
It may seem rather simplistic and limiting to use error
models which assign X, Z and Y errors probabilistically
2 The erasure of a qubit, i.e. the qubit state ρ is replaced by I/2,
can be written as the process of applying a I,X, Y resp. Z error
with probability 1/4: I/2 = (ρ+XρX + ZρZ + Y ρY )/4.
7to qubits as in real quantum information, through the
interaction with classical or quantum systems, the ampli-
tude and phase of a qubit will fluctuate over time: bare
quantum information encoded in atomic, photonic, spin
or other single quantum systems is barely information as
it is undergoing continuous changes. It is important to
note that the ideal parity check measurement provides a
discretization of the set of errors which is not naturally
present in such elementary quantum systems.
Consider for example noise on a single qubit
due the fact that its time evolution (in a rotat-
ing frame) is not completely canceled and equals
exp(−iδωZt/2) for some probability distribution
over frequencies Prob(δω) centered around δω = 0.
If this qubit is, say, the first qubit which is part
of a multi-qubit encoded state
∣∣ψ〉 we can write
exp(−iδωZ1t/2)
∣∣ψ〉 = (cos(δω t)I + iZ1 sin(δω t))∣∣ψ〉,
i.e. we expand the small error of strength δω in a basis
of Pauli errors which occur with some amplitude related
to δω. Consider then measuring a parity X-check
which involves qubit 1. One obtains eigenvalue +1 with
probability cos2(δω t), close to 1 for small δω t, and
we project onto the error-free state
∣∣ψ〉. One obtains
eigenvalue -1 with small probability sin2(δω t) while we
project onto the state with Pauli-error Z1
∣∣ψ〉. Since any
operator E on n-qubits can be expanded in a basis of
Hermitian Pauli matrices, this simple example illustrates
the general principle that the correction of Pauli errors
of weight less than t suffices for the correction of any
error of weight less than t. This property holds in fact
for arbitrary quantum codes (including non-stabilizer
codes for which we may gather error information through
different means than parity check measurements), as it
follows from the quantum error correction conditions,
see Section II.D.
Ideal parity measurement can induce such discrete er-
ror model stated in terms of probabilities, but as parity
measurements themselves will be inaccurate in a contin-
uous fashion, such a fully digitized picture is an oversim-
plification. The theory of quantum fault-tolerance, see
Section II.F, has developed a framework which allows
one to establish the results of quantum error correction
and fault-tolerance for very general quantum dynamics
obeying physical locality assumptions (see the compre-
hensive results in (Aliferis et al., 2006)). However, for
numerical studies of code performance it is impossible to
simulate such more general open system dynamics and
several simple error models are used to capture the ex-
pected performance of the codes.
Two further important remarks can be made with this
general framework in mind. Firstly, errors can be cor-
related in space and time arising from non-Markovian
dynamics, but as long as (a) we use the proper estimate
of the strength of the noise (which may involve using
amplitudes and norms rather than probabilities) and (b)
the noise is sufficiently short-ranged (meaning that noisy
interactions between distant uncoupled qubits are suf-
ficiently weak (Aharonov et al., 2006)), fault-tolerance
threshold results can be established. The second remark
is that qubit coding does not directly deal with leakage
errors. As many elementary qubits are realized as two-
level subspaces of higher-dimensional systems to which
they can leak, other protective mechanisms such as cool-
ing (or teleporting to a fresh qubit) will need to be em-
ployed in order to convert a leakage error into a regular
error which can be corrected. In (Aliferis and Terhal,
2007) it was shown one can derive general fault-tolerance
threshold results for leakage errors by invoking the use of
leakage reduction units (LRU) such as quantum telepor-
tation.
2. Shor’s Code as a Subsystem Code
Z
1 2 3
4 5 6
7 8 9 X
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FIG. 2 (Color Online) The 9-qubit [[9, 1, 3]] Shor code with
black qubits on the vertices. The stabilizer of Shor’s code is
generated by the weight-2 Z-checks as well as two weight-6,
double row, X-checks X=,1 = X1X2X3X4X5X6 and X=,2.
An alternative way of measuring X=,1 and X=,2 is by mea-
suring the weight-2 X-checks in the Figure. One can similarly
define two weight-6, double column, Z-checks, Z||,1 and Z||,2
as products of elementary weight-2 Z checks. See also Fig. 14.
Let us come back to Shor’s code and imagine that the
nine qubits are laid out in a 3 × 3 square array as in
Fig. 2. It looks relatively simple to measure the par-
ity Z-checks locally, while the weight-6 X-checks would
require a larger circuit using 6 CNOT gates between an-
cilla and data qubits. But why should there be such
asymmetry between the X- and Z-checks? Imagine that
instead of measuring the ‘double row’ stabilizer oper-
ator X=,1 ≡ X1X2X3X4X5X6, we measure (in paral-
lel or sequentially) the eigenvalues of X1X4, X2X5 and
X3X6 and take the product of these eigenvalues to ob-
tain the eigenvalue of X=,1. The important property
of these weight-2 operators is that they all individu-
ally commute with the logical operators X and Z of
the Shor code, hence measuring them does not change
the expectation values of X and Z. These weight-2 X-
checks do not commute with the weight-2 Z-checks how-
ever. If we first measure all the weight-2 X-checks and
then measure the Z-checks, then with the second step
the eigenvalues of individual X-checks are randomized
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remains fixed as X1X2X3X4X5X6 commutes with the
weight-2 Z-checks. By symmetry, the weight-2 X-checks
commute with the double column operators Z||,1 =
Z1Z2Z4Z5Z7Z8 and Z||,2 = Z2Z3Z5Z6Z8Z9. Viewing
the Shor code this way we can imagine doing error cor-
rection and decoding using the stable commuting parity
checks X=,1,X=,2,Z||,1,Z||,2 while we deduce their eigen-
values from measuring 12 weight-2 parity checks.
Shor’s code in this form is the smallest member in the
family of Bacon-Shor codes [[n2, 1, n]] (Aliferis and Cross,
2007; Bacon, 2006) whose qubits can be laid out in a n×n
array as in Fig. 14, see Section III.C.1. The Bacon-Shor
code family in which non-commuting (low-weight) parity
checks are measured in order to deduce the eigenvalues of
commuting parity checks is an example of a (stabilizer)
subsystem code.
B. Formalism of Stabilizer Codes3
Shor’s code and many existing codes defined on
qubits are examples of stabilizer codes (Gottesman,
1997). Stabilizer codes are attractive as (i) they are
the straightforward quantum generalization of classical
binary linear codes, (ii) their logical operators and
distance are easily determined, and it is relatively simple
to (iii) understand how to construct universal sets of
logical gates and (iv) execute a numerical analysis of the
code performance.
The main idea of stabilizer codes is to encode k log-
ical qubits into n physical qubits using a subspace, the
code space, L ⊆ (C2)⊗n spanned by states |ψ〉 that are
invariant under the action of a stabilizer group S,
L = {|ψ〉 ∈ (C2)⊗n : P |ψ〉 = |ψ〉 ∀P ∈ S}.
Here S is an Abelian subgroup of the Pauli group
Pn = 〈iI,X1, Z1, . . . , Xn, Zn〉 such that −I /∈ S 4. For
any stabilizer group S one can always choose a set
of generators S1, . . . , Sm, i.e. S = 〈S1, . . . , Sm〉, such
that Sa ∈ Pn are Hermitian Pauli operators. The nice
thing about this stabilizer formalism is that instead of
specifying the code-space by a basis of 2n-dimensional
vectors, we specify the code-space by the generators
of the stabilizer group which fix (or stabilize) these
vectors. The mutually commuting parity checks that
we considered before are the generators of the stabilizer
group. If there are n− k linearly independent generators
3 Readers less interested in this general framework can skip the
next two sections without major inconvenience.
4 G = 〈g1, . . . , gm〉 denotes a group G generated by elements
g1, . . . , gm ∈ G.
(parity checks) then the code space L is 2k-dimensional,
or encodes k qubits. This description of the code space
in a 2n-dimensional vector space is thus highly efficient
as it requires specifying at most n linearly independent
parity checks.
The weight |P | of a Pauli operator P = P1 . . . Pn ∈ Pn
is the number of single-qubit Pauli operators Pi which
are unequal to I, in other words, the number of qubits
on which P acts nontrivially. If the code encodes k logi-
cal qubits, it is always possible to find k pairs of logical
operators (Xj , Zj)j=1,...,k. These logical operators com-
mute with all the parity checks, i.e. they commute with
all elements in S as they preserve the code space. How-
ever they should not be generated by the parity checks
themselves otherwise their action on the code space is
trivial. Thus these logical operators are elements of the
Pauli group Pn which are not elements in S (otherwise
their action is trivial), but which do commute with all
elements in S. The set of operators in Pn which com-
mutes with S is called the centralizer of S in Pn, defined
as C(S) = {P ∈ Pn|∀s ∈ S, Ps = sP}. We thus have
C(S) = 〈S, X1, Z1, . . . , Xk, Zk〉, i.e. the logical operators
of the code are elements of C(S) \ S as they are in C(S)
but not in S 5. The distance d of a stabilizer code can
then be defined as
d = min
P∈C(S)\S
|P |, (1)
i.e. the minimum weight that any logical operator can
have. As the logical operators P ∈ C(S) \ S commute
with all parity check operators both the code state
∣∣ψ〉
and P
∣∣ψ〉 have +1 eigenvalues with respect to the parity
checks. Measuring the parity checks does thus not reveal
whether a P has taken place or not while quantum
information is drastically changed. Clearly, these logical
operators P should be prevented from happening! A
good stabilizer code will have high distance d so that
it is unlikely that local low-rate decoherence processes
acting on a few qubits at the time will lead to a logical
operator P which one cannot undo.
1. Decoding
Error correction proceeds by measuring the error syn-
drome s which is a vector of ±1 eigenvalues of the genera-
tors of S. As we mentioned in Section II.A this syndrome
will not point to a unique Pauli error but all E′ = EP
5 In some quantum error correction literature C(S)\S is denoted as
C(S)−S. Also, the centralizer C(S) of S in P is also sometimes
referred to as the normalizer N (S): for Pauli operators which
either commute or anti-commute these groups coincide.
9where P ∈ C(S) give rise to the same syndrome. Let us
now describe the formal procedure of decoding.
We can define an equivalence class of errors [E] con-
sisting of errors E′ = EP where P ∈ S, that is, elements
in [E] are related to E by a (trivially-acting) element
in the stabilizer group 6. If error E occurs and we de-
cide to correct this error by applying E′, the sequence
EE′ ∈ S has been applied to the codeword leaving it un-
changed. We can associate a total error probability with
such class, Prob([E]) =
∑
s∈S Prob(Es), depending on
some error model which assigns a probability Prob(P ) to
every Pauli operator P ∈ Pn. Given an error E and a
syndrome, one can similarly define a discrete number of
classes [EP ] where the logicals P ∈ C(S)\S.
The procedure which maximizes the success probabil-
ity of reversing the error while making no logical error is
called maximum likelihood decoding. Given a syndrome
s and some error E(s) which is consistent with the syn-
drome, a maximum likelihood decoder compares the val-
ues of Prob([EP ]) for the various P and chooses the one
with maximal value pointing to some P . Then it ap-
plies the corrective operator EP which is by definition
the most likely correction.
If E(s) happens to be the error E which actually took
place, then such decoding procedure is thus successful
when Prob([E]) > Prob([EP ]) for any non-trivial P .
It is important to consider how efficiently (in the num-
ber n of elementary qubits) maximum likelihood decod-
ing can be done since Prob([EP ]) is a sum over the num-
ber of elements in S which is exponential in n. For a
simple depolarizing error model where each qubit un-
dergoes a X, Y or Z error with probability p/3 and
no error with probability 1 − p, one has Prob([EP ]) =
(1− p)n∑s∈S exp(−β|EPs|) with inverse ‘temperature’
β = ln(3(1− p)/p).
We can define a classical Hamiltonian HEP (s) ≡ |EPs|
which acts on spin variables si ∈ {−1, 1} each of which
corresponds to a generator Si of the stabilizer group S.
The Hamiltonian will be a sum of terms, each correspond-
ing to a single qubit in the code and contributing either
0 or 1. Each term can be written as a function of the
stabilizer generators si = ±1, E and P which act on the
particular qubit making it trivial (weight 0) or non-trivial
(weight 1). We can view ZEP ≡
∑
s∈S exp(−βHEP (s))
as a partition function of the Hamiltonian HEP (s) at a
temperature related to the error probability.
For small error rates p  1 corresponding to low
temperatures β →∞, the value of this partition function
is dominated by the spin configuration s which mini-
mizes HEP (s) = |EPs|. Thus for sufficiently low error
6 [E] is a coset of the group S in Pn. Note that left and right
cosets are the same modulo trivial errors proportional to I.
rates, instead of maximum likelihood decoding which
compares the relative values of Prob([EP ]), one can also
opt for minimum-weight decoding. In minimum-weight
decoding one simply picks an error E(s), consistent with
the syndrome s, which has minimum weight |E|. We
will discuss this decoding method for the surface code in
Section III.
For topological codes, the criterion for successful max-
imum likelihood decoding and the noise threshold of the
code can be related to a phase-transition in a classical
statistical model with quenched disorder (Dennis et al.,
2002), (Katzgraber and Andrist, 2013). This can be read-
ily understood as follows. A probabilistic noise model
such as the depolarizing noise model induces a probabil-
ity distribution Prob(E) over the errors E. For a given er-
ror E we can decode successfully when ZE > ZPE where
ZE is the partition function of the quenched-disorder
Hamiltonian HE(s) = |Es| defined in the previous para-
graph. We want to be able to decode successfully for
typical errors E, hence we are interested in looking at
averages over the disorder E. Assume that one has a
family of codes for which one can define a thermody-
namic limit in which the number of qubits n→∞. One
can define a critical, say depolarizing error rate pc by the
following condition
p < pc → lim
n→∞
∑
E
Prob(E) log
(
ZE
ZPE
)
=∞,
p > pc → lim
n→∞
∑
E
Prob(E) log
(
ZE
ZPE
)
= 0. (2)
One thus studies the behavior of the free energy of the
statistical model with quenched disorder (which is de-
termined by the error probability p), i.e. 〈logZE〉p =∑
E Prob(E) logZE to determine the value of pc. The
temperature β and the quenched disorder are not inde-
pendent but directly depend on the same error proba-
bility p. For this reason one identifies pc with a phase-
transition of the quenched-disorder model along the so-
called Nishimori line on which β is a function of the
strength of the error probability which is also the dis-
order parameter. One of the first studies of this sort was
done in (Wang et al., 2003).
2. Stabilizer Code Examples and The CSS Construction
We discuss a few small examples of stabilizer codes
to illustrate the formalism. For classical error correction
the smallest code which can detect an X error is a two-
bit code and the smallest code which can correct any X
error is the 3-qubit code. As a quantum error correcting
code has to correct both X and Z errors, the smallest
quantum error correcting code will have more qubits.
Let us consider first the two-qubit code. For
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the two-qubit code with
∣∣0〉 = 1√
2
(|00〉 + |11〉) and∣∣1〉 = 1√
2
(|01〉 + |10〉) we have X = X1 or X = X2 and
Z = Z1Z2. The code can detect any single Z error as
such error maps the two codewords onto the orthogonal
states 1√
2
(|00〉 − |11〉) and 1√
2
(|01〉 − |10〉) (as Z is of
weight-2). The code can’t detect single X errors as these
are logical operators.
The smallest non-trivial quantum code is the [[4, 2, 2]]
error-detecting code. Its linearly independent parity
checks are X1X2X3X4 and Z1Z2Z3Z4: the code encodes
4 − 2 = 2 qubits. One can verify that one can choose
X1 = X1X2, Z1 = Z1Z3 and X2 = X2X4, Z2 = Z3Z4
as the logical operators which commute with the parity
checks. The code distance is 2 which means that the
code cannot correct a single qubit error. The code
can however still detect any single qubit error as any
single qubit error anti-commutes with at least one
of the parity checks which leads to a nontrivial −1
syndrome. Alternatively, we can view this code as a
subsystem code (see Section II.C) which has one logical
qubit, say, qubit 1, and one gauge qubit, qubit 2. In
that case G = 〈X1X2X3X4, Z1Z2Z3Z4, Z3Z4, X2X4〉 =
〈Z1Z2, Z3Z4, X1X3, X2X4〉, showing that measuring
weight-2 checks would suffice to detect single qubit
errors on the encoded qubit 1. The smallest stabilizer
code which encodes 1 qubit and corrects 1 error is the
[[5, 1, 3]] code; one can find its parity checks in (Nielsen
and Chuang, 2000).
In order to make larger codes out of small codes one
can use the idea of code concatenation which we will first
illustrate with an explicit example.
We take a small stabilizer code C6 (defined in (Knill,
2005)) with parity checks X1X4X5X6, X1X2X3X6,
Z1Z4Z5Z6 and Z1Z2Z3Z6 acting on 6 qubits. This
code has 4 independent parity checks, hence it encodes
6− 4 = 2 qubits with the logical operators X1 = X2X3,
Z1 = Z3Z4Z6 and X2 = X1X3X4, Z2 = Z4Z5. As its
distance is 2, it can only detect single X or Z errors.
One can concatenate this code C6 with the code
[[4, 2, 2]] (called C4 in (Knill, 2005)) by replacing the
three pairs of qubits, i.e. the pairs (12), (34) and (56), in
C6 by three sets of C4-encoded qubits, to obtain a new
code. This code has thus n = 12 qubits and encodes
k = 2 qubits. We can represent these 12 qubits as 3 sets
of 4 qubits such that the X-checks read
S(X) =

X X X X I I I I I I I I
I I I I X X X X I I I I
I I I I I I I I X X X X
X X I I I X I X X I I X
X I I X X X I I I X I X

The Z-checks are
S(Z) =

Z Z Z Z I I I I I I I I
I I I I Z Z Z Z I I I I
I I I I I I I I Z Z Z Z
Z I Z I I I Z Z Z I I Z
Z I I Z Z I Z I I I Z Z
 .
and the logical operators are
X1 = I X I X X X I I I I I I
Z1 = I I I I Z I I Z I I Z Z
X2 = X X I I X I I X I I I I
Z2 = I I I I I I Z Z Z I Z I
One can verify that the minimum weight of the logical
operators of this concatenated code is 4. Thus the code
is a [[12, 2, 4]] code, able to correct any single error and
to detect any three errors.
One could repeat the concatenation step and recur-
sively concatenate C6 with itself (replacing a pair of
qubits by three pairs of qubits etc.) as in Knill’s C4/C6
architecture (Knill, 2005) or, alternatively, recursively
concatenate C4 with itself as was considered in (Aliferis
and Preskill, 2009).
In general when we concatenate a [[n1, 1, d1]] code with
a [[n2, 1, d2]] code, we obtain a code which encodes one
qubit into n = n1n2 qubits and has distance d = d1d2.
Code concatenation is a useful way to obtain a large
code from smaller codes as the number of syndrome col-
lections scales linearly with the number of concatenation
steps while the number of qubits and the distance grows
exponentially with the number of concatenation steps.
In addition, decoding of a concatenated code is efficient
in the block size n of the code and the performance of
decoding can be strongly enhanced by using message
passing between concatenation layers (Poulin, 2006).
Another way of constructing quantum error-correcting
codes is by using two classical binary codes in the
Calderbank-Shor-Steane (CSS) construction (Nielsen
and Chuang, 2000).
Classical binary linear codes are fully characterized by
their parity check matrix H. The parity check matrix H1
of a code C1 encoding k1 bits is a (n−k1)×n matrix with
0,1 entries where linearly independent rows represent the
parity checks. The binary vectors c ∈ {0, 1}n which obey
the parity checks, i.e. Hc = 0 (where addition is modulo
2), are the codewords. The distance d = 2t + 1 of such
classical code is the minimum (Hamming) weight of any
codeword and the code can correct t errors.
We can represent a row r of H1 of a code C1 by a parity
check operator s(Z) such that for the bit ri = 1 we take
s(Z)i = Z and for bit ri = 0 we set s(Z)i = I. These
parity checks generate some stabilizer group S1(Z). In
order to make this into a quantum code with distance
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larger than one, one needs to add X-type parity checks.
These could simply be obtained from the (n − k2) × n
parity check matrix H2 of another classical code C2. We
obtain the stabilizer parity checks S2(X) by replacing the
1s in each row of this matrix by Pauli X and I otherwise.
But in order for S = 〈S1(Z),S2(X)〉 to be an Abelian
group the checks all have to commute. This implies that
every parity X-check should overlap on an even number
of qubits with every parity Z-check. In coding words it
means that the rows of H2 have to be orthogonal to the
rows of H1. This in turn can be expressed as C
⊥
2 ⊆ C1
where C⊥2 is the code dual to C2 (codewords of C
⊥
2 are all
the binary vectors orthogonal to all codewords c ∈ C2).
In total S = 〈S1(Z),S2(X)〉 will be generated by
2n − k1 − k2 independent parity checks so that the
quantum code encodes k1 + k2 − n qubits. The distance
of the quantum code is the minimum of the distance
d(C1) and d(C2) as one code is used to correct Z errors
and the other code is used to correct X errors.
A good example of this construction is Steane’s 7-qubit
code [[7, 1, 3]] which is constructed using a classical bi-
nary code C which encodes 4 bits into 7 bits and has
distance 3. Its parity check matrix is
H =
 0 0 0 1 1 1 10 1 1 0 0 1 1
1 0 1 0 1 0 1
 . (3)
The codewords c which obey Hc = 0 are lin-
ear combinations of the 7 − 3 = 4 binary vec-
tors (1, 1, 1, 0, 0, 0, 0), (0, 0, 0, 1, 1, 1, 1), (0, 1, 1, 0, 0, 1, 1),
(1, 0, 1, 0, 1, 0, 1) where the last three are the rows of the
parity check matrix: these are also codewords of C⊥.
Hence C⊥ ⊆ C and we can use the CSS construction
with C1 = C and C2 = C to get a quantum code. As
C⊥ (as well as C) has distance 3, the quantum code will
have distance 3 and encodes one qubit. The parity checks
are Z4Z5Z6Z7, Z2Z3Z6Z7, Z1Z3Z5Z7 and X4X5X6X7,
X2X3X6X7, X1X3X5X7.
Steane’s code is the smallest example in a family
of two-dimensional color codes (Bombin and Martin-
Delgado, 2006). Codes obtained using the CSS construc-
tion have some useful properties in terms of what logi-
cal gates can be realized easily on the encoded qubits,
see Section II.G. Homological codes discussed in Section
III.A.1 are another interesting class of CSS codes.
C. Formalism of Subsystem Stabilizer Codes
Subsystem stabilizer codes can be viewed as stabilizer
codes in which some logical qubits, called gauge qubits,
are not used to encode information (Poulin, 2005). The
state of these extra qubits is irrelevant and is in principle
left to vary. The presence of the gauge qubits sometimes
lets one simplify the measurement of the stabilizer parity
checks as the state of the gauge qubits is allowed to
freely change under these measurements.
To define a subsystem code, one can thus takes a sta-
bilizer code S and split its logical operators (Xi, Zi) into
two groups: the gauge qubit logical operators (Xi, Zi),
i = 1 . . .m and the remaining logical operators (Xi, Zi)
with i = m + 1, . . . k. Then we define a new subgroup
G = 〈S, X1, Z1, . . . Xm, Zm〉 which contains S but also
the logical operators of the irrelevant gauge qubits. We
note that G is non-Abelian as the logical X and Z-
operators of a gauge qubit do not mutually commute.
However, all elements in the center of this group, defined
as G ∩ C(G) = {P ∈ G| ∀g ∈ G, Pg = gP} = S (modulo
trivial elements) will commute with all elements in G.
One could do error correction by measuring the
parity check operators in S but imagine that instead we
measure the (non-commuting) generators of the group
G. As some of these operators are non-commuting,
their ±1 eigenvalues cannot simultaneously be fixed.
However by choosing the proper order to measure
these non-commuting checks, we can determine the
eigenvalues of the generators for S since S ⊆ G. For
example, for a code G = 〈G1(X),G2(Z)〉 where the group
G1(X) (G2(Z)) only consists of X-checks resp. Z-checks,
one can first measure all the generators of G1(X) and
then all the generators of G2(Z). For more general gauge
groups G which do not split up in an X and a Z-part,
there is a simple condition which constrains the order in
which the gauge checks have to be measured (see e.g.
(Suchara et al., 2011)) in order to derive stable values
for the stabilizer checks in S. Note that the k−m logical
operators (Xi, Zi), i = m+ 1, . . . , k of the logical qubits
in-use do commute with G and so these logical oper-
ators are unaffected by the measurement of elements in G.
A priori, there is no reason why measuring the genera-
tors of G would be simpler than measuring the generators
of the stabilizer S. In the interesting constructions such
as the Bacon-Shor code and the subsystem surface code
discussed in Section III.C, we gain because we measure
very low-weight parity checks in G, while (often) we
lose by allowing more qubit-overhead or declining noise
threshold.
The perspective of viewing a subsystem code merely
as a partially-used stabilizer code is useful for under-
standing the role of G versus S. It is not in general
the way one wants to construct such a code as creating
G from an arbitrary stabilizer code S (generated by
low-weight checks) by adding some logical operators of
gauge qubits gives no guarantee that G is itself generated
by low weight-parity checks.
When we measure the eigenvalues of the non-
commuting generators of G, the gauge check operators,
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we are affecting the state of the gauge qubits. Consider
a subsystem code G = 〈G1(X),G2(Z)〉. If we measure
the gauge Z-checks we fix the state of the gauge qubits
to be an eigenstate of these Z-checks, and hence the
gauge qubits are eigenstates of their logical Z operators.
If we then measure all the gauge X-checks, we project
the gauge qubit states onto eigenstates of their logical X
operators, thus actively changing their logical state. We
can make a new stabilizer code out of a subsystem code
by ‘fixing the gauge’ as follows. In order to fix, say, an
X-gauge, we add all the logical X operators of the gauge
qubits X1, . . . , Xm to S, let’s call this the stabilizer
code SX−fix = 〈S,X1, . . . , Xm〉. For this stabilizer code,
all the gauge qubits are prepared in their logical |+〉
state. Gauge fixing is a concept that can be useful in
the efficient realization of a universal set of logical gates,
see Section II.G.
The distance of a subsystem code is not the same as
that of a stabilizer code, Eq. (1), as we should only con-
sider the minimum weight of the genuine k − m logical
operators. These logical operators are not unique as they
can be multiplied by elements in S but also by the logical
operators of the irrelevant gauge qubits (which change
the state of the gauge qubits). This motivates the defini-
tion of the distance as d = minP∈C(S)\G |P |. We can fur-
ther distinguish logical operators in being so-called bare
or dressed logical operators. Bare logical operators do
not change the state of the gauge qubits: they commute
with all elements in G, in other words they are contained
in C(G). Dressed logical operators can be obtained from
bare logical operators by multiplication with elements in
G, in particular by multiplication with the gauge qubit
logical operators which are in G but not in S.
It is the distance and properties of the dressed
logical operators which define the qualities of the code.
For example, one can easily construct a ‘Heisenberg’
subsystem code of n qubits on a line with n odd. Let
G = 〈X1X2, Z1Z2, . . . , Xn−1Xn, Zn−1Zn〉. The opera-
tors X = X⊗n and Z
⊗n
mutually anti-commute and
commute with all elements in G but are not elements of
G as they are of odd weight. Hence they are bare logical
operators of weight n, but multiplying these operators
by elements in G will result in dressed logical operators
which have weight 1, hence a low-distance code.
As errors on the gauge qubits are harmless, it means
that equivalent classes of errors are those related to each
other by elements in G (instead of S for stabilizer codes).
Given the eigenvalues of the stabilizer generators, the
syndrome s, the decoding algorithm considers equiva-
lence classes defined as [E] = {E′| ∃g ∈ G, gE′ = E}.
Maximum likelihood decoding (or minimum weight de-
coding) can proceed similar as for stabilizer codes: one
determines which class [EP ] has a maximum value for
Prob([EP ]) =
∑
g∈G Prob(EPg) where P varies over the
possible logical operators.
D. QEC Conditions and Other Small Codes of Physical
Interest
One may ask what properties a general (not nec-
essarily stabilizer) quantum code, defined as some
subspace C of a physical state space, should have in
order for a certain set of errors to be correctable. These
properties are expressed as the quantum error correction
conditions which can hold exactly or only approximately.
We encode some k qubits into a code space C which is
a subspace of a n-qubit space such that |x〉 are the code-
words encoding the k-bit strings x. Assume there is a set
of errors E = {Ei}Ii=1 against which we wish to correct.
We can capture the action of these errors by a superoper-
ator S(ρ) = ∑Ii=1EiρE†i which is not necessarily trace-
preserving. We are seeking a trace-preserving reversal
superoperator R such that R · S(ρ) ∝ ρ for any encoded
density matrix ρ (which is only supported on the code
space). The quantum error correction conditions (Ben-
nett et al., 1996; Knill and Laflamme, 1997) say that
there exists such an error-correcting reversal operation
R if and only if the following conditions are obeyed for
all errors Ei, Ej ∈ E
∀x, x′, 〈x|E†iEj
∣∣x′〉 = cijδxx′ . (4)
Here cij is a constant independent of the codeword |x〉
with cij = c
∗
ji. The condition for x = x
′ informally says
that the codewords are not distinguished by the error
observables. The condition for x 6= x′ indicates that
the orthogonal codewords need to remain orthogonal
after the action of the errors (otherwise we could not
undo the effect of the errors). One can understand
these conditions as arriving from the requirement that
in order for a reversal operation R to exist, no quantum
information should leak to the environment. One can
find a derivation of these conditions in (Nielsen and
Chuang, 2000) directly from demanding thatR·S(ρ) ∝ ρ.
If a code can correct the error set {Ei}, it can also
correct an error set {Fj} where each Fj is any linear
combination of the elements Ei as one can verify that
the set {Fj} will also obey the quantum error correction
conditions in Eq. (4). This means that if a code can
correct against Pauli errors on any subset of t qubits, it
can correct against any error on t qubits as the Pauli
matrices form an operator basis in which one can expand
the errors. Stabilizer codes are generally designed such
that the code has distance d = 2t + 1 which implies
that it can correct any Pauli error on any subset of t
qubits (and thus any other error on these subsets as well).
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These QEC conditions can be generalized to the
unified framework of operator quantum error correction
(Kribs et al., 2005; Nielsen and Poulin, 2007) which
covers both subsystem codes as well as error-avoidance
techniques via the use of decoherence-free subspaces
and noise-free subsystems. Another generalization of
the stabilizer framework is the formalism of codeword-
stabilized quantum codes (Cross et al., 2009a) which
also includes non-stabilizer codes.
1. Physical Error Models
How do we determine the set of error operators {Ei}
for a given set of qubits? In principle, one could start
with a Hamiltonian description of the dynamics of the
qubits, the system S, coupled to a physically-relevant
part of the rest of the world, which we call the environ-
ment E.
One has a Hamiltonian H(t) = HS(t)+HSE(t)+HE(t)
where HS(t) (HE(t)) acts on S (E) and HSE(t) is the
coupling term. We assume that the qubits of the system
and environment are initially (t = 0) in some product
state ρS ⊗ ρE and then evolve together for time τ . The
dynamics due to the U(0, τ) = T exp(−i ∫ τ
0
dt′H(t′)), for
the system alone can then be described by the superop-
erator Sτ :
Sτ (ρS) = TrE U(0, τ)ρS ⊗ ρEU†(0, τ) =
∑
i
EiρSE
†
i ,
where {Ei} with
∑
iE
†
iEi = I are the so-called Kraus
operators determining the action of the superoperator.
These Kraus operators {Ei} will thus be the error
operators. The Kraus operators of a given superoperator
are not unique. One can define a different set of error
operators Fj =
∑
i UjiEi with a unitary matrix U which
realizes the same superoperator (see e.g. (Nielsen and
Chuang, 2000)), but as we noted before if the set {Ei}
is correctable then the set {Fj} is correctable as well.
This derivation of the error operators is appropriate
when the system-environment interaction is memory-less
or Markovian beyond a time-scale τ so that it is war-
ranted that we start the evolution with an initial product
state between system and environment. For general
non-Markovian noise such description is not directly
appropriate. Instead of finding a map describing the
dynamics of the system by itself, one can always consider
the unitary dynamics of the system and environment
together and expand this in terms of errors. One writes
the joint unitary transformation between time t1 and
t2 as U(t1, t2) = Uideal(t1, t2) + ESE with Uideal(t1, t2)
is the ideal faultless evolution. The operator ESE
can always be expanded as ESE =
∑
iEi ⊗ Bi where
{Ei} can be identified as a set of error operators on
the system. We refer to Chapter 5 in the book (Lidar
and Brun, 2013) for a more extensive treatment of
non-Markovian noise models.
Quite commonly one can describe the open system dy-
namics by a Markovian master equation of Lindblad form
dρ
dt
= −i[H(t), ρ] + L(ρ) ≡ Ltot(ρ), (5)
where L(ρ) = ∑j LjρL†j − 12{L†jLj , ρ} with quantum-
jump or Lindblad operators Lj
7. Here H(t) is the
Hamiltonian of the quantum system which could include
some time-dependent driving terms. For short times
τ we have ρ(τ) = Sτ (ρ(0)) = E0ρE†0 +
∑
iEiρE
†
i
with E0 ≈ I − iτH − 12τ
∑
i L
†
iLi = I − O(τ) and
Ei ≈
√
τLi. Thus the error set is given by the quantum
jump operators Li and the no-error operator E0 which
is nontrivial in order O(τ).
A special simple case of such Lindblad equation leads
to the Bloch equation which is used to describe qubit
decoherence at a phenomenological level. We consider
a qubit, described by a Hamiltonian H = −ω2Z, which
exchanges energy with a large Markovian environment
in thermal equilibrium at temperature β = 1kT . One
can model such open-system dynamics using a master
equation of Lindblad form with quantum jump operators
with L− =
√
κ−σ− and L+ =
√
κ+σ+ with σ− = |0〉〈1|
and σ+ = |1〉〈0|. Here the rates κ+, κ− obey a detailed
balance condition κ+κ− = exp(−βω). The resulting Lind-
blad equation has the thermal state ρβ =
exp(−βH)
Tr(exp(−βH)) as
its unique stationary point for which Ltot(ρβ) = 0. We
can include additional physical sources of qubit dephas-
ing modeled by quantum jump operator LZ =
√
γZZ in
the Lindblad equation; this, of course, does not alter its
stationary point.
We can parametrize a qubit as ρ = 12 (I + r · σ) with
Bloch vector r and Pauli matrices σ = (X,Y, Z) and re-
express such Lindblad equation as a differential equation
for r, the Bloch equation. Aside from the process of
thermal equilibration and dephasing, one may add time-
dependent driving fields in the Bloch equation (which are
assumed not to alter the equilibration process) so that
the general Hamiltonian is H(t) = 12M(t) · σ.
The Bloch equation then reads
dr
dt
= r(t)×M(t) +R(r(t)− rβ), (6)
where the first (second) part describes the coherent
(dissipative) dynamics. Here the equilibrium Bloch
7 Using the definition of the anti-commutator {A,B} = AB+BA.
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vector rβ = (0, 0, tanh(βω/2)) and the diagonal relax-
ation matrix equals R = diag(−1/T2,−1/T2,−1/T1)
where the decoherence time T2 and relaxation time T1
characterize the basic quality of the qubit.
We will now consider two simple codes which approx-
imately obey the conditions in Eq. (4). The first code
protects against amplitude damping which models T1 re-
laxation, for qubits. In the second code, the cat code,
one encodes a qubit into a bosonic mode so as to be
partially protected against photon loss. We continue in
Section II.D.3 with another stabilizer code which encodes
a qubit in a bosonic mode which demonstrates that one
can also apply the stabilizer formalism to phase space.
2. Amplitude Damping Code
Even though the [[5, 1, 3]] code is the smallest code
which can correct against any single qubit error, one
can use 4 qubits to approximately correct any amplitude-
damping error which can model energy loss (Leung et al.,
1997). The noise process for amplitude damping on
a single qubit is given by the superoperator S(ρ) =∑
iAiρA
†
i with A0 =
(
1 0
0
√
1− κ
)
≈ I − O(κ) and
A1 =
√
κσ−. The codewords for the 4-qubit ampli-
tude damping code are
∣∣0〉 = 1√
2
(|0000〉 + |1111〉) and∣∣1〉 = 1√
2
(|0011〉+ |1100〉).
We assume that each qubit in this code is subjected
to amplitude-damping noise. We wish to approximately
correct against the error set E0 = A
⊗4
0 , E1 = A1 ⊗ A⊗30 ,
E2 = A0⊗A1⊗A⊗20 , E3 = A⊗20 ⊗A1⊗A0, E4 = A⊗30 ⊗A1,
corresponding to no damping and single qubit damping
on any of the four qubits respectively. The authors in
(Leung et al., 1997) show that this code obeys the QEC
conditions approximately with O(κ2) corrections which
is a quadratic improvement over the basic error rate κ.
Clearly, when one uses an approximate error correction
code, one can only approximately undo the errors. De-
termining an optimal recovery (defined as optimizing a
worst-case or average-case fidelity) is more involved, see
the most recent results on this code and the general ap-
proach in (Be´ny and Oreshkov, 2010; Ng and Mandayam,
2010).
3. Qubit-into-Oscillator Codes
Another interesting example is that of a single bosonic
mode (with creation and annihilation operators a† resp.
a) which is used to encode a qubit in two orthogonal
states which are approximately protected against pho-
ton loss. The damping process can be modeled with
the Lindblad equation, Eq. (5), with L =
√
κa while
H = ω(a†a+ 12 ) (which we can transform away by going
to the rotating frame at frequency ω). One can choose
two Schro¨dinger cat states as encoded states
∣∣0+〉, ∣∣1+〉
with ∣∣0±〉 = 1√
N±
(|α〉 ± |−α〉) ,
∣∣1±〉 = 1√
N±
(|iα〉 ± |−iα〉) . (7)
Here |α〉 is a coherent state |α〉 =
exp(−|α|2/2)∑∞n=0 αn√n! |n〉 and N± = 2(1 ±
exp(−2|α|2)) ≈ 2. For sufficiently large photon
number 〈n〉 = |α|2, the states |±α〉, |±iα〉, and there-
fore
∣∣0+〉 and ∣∣1+〉, are approximately orthogonal (as
|〈α|β〉|2 = exp(−|α− β|2)).
The creation and manipulation of cat states has been
actively explored, see an extensive discussion on cavity-
mode cats in microwave cavities (Haroche and Raimond,
2006). The code states are chosen such that loss of a pho-
ton from the cavity maps the states onto (approximately)
orthogonal states. As a|α〉 = α|α〉, we have
a
∣∣0+〉 = α√N−/N+∣∣0−〉, a∣∣1+〉 = iα√N−/N+∣∣1−〉 ,
(8)
with
∣∣0−〉, ∣∣1−〉 defined in Eq. (7). The preservation of
orthogonality is a prerequisite for these code states to be
correctable. More precisely, one can verify that in the
unphysical limit |α| → ∞ one obeys the QEC conditions
8, Eq. (4), for E0 =
√
κa and E1 = I − κ2a†a.
The code space (spanned by
∣∣0+〉, ∣∣1+〉) is distin-
guished from the orthogonal erred space (spanned
by
∣∣0−〉 and ∣∣1−〉) by the photon parity operator
exp(ipia†a) =
∑
n(−1)n|n〉〈n| = Peven − Podd. This
parity operator has +1 eigenvalue for the even photon
number states
∣∣0+〉, ∣∣1+〉 and −1 eigenvalue for the
odd photon number states
∣∣0−〉, ∣∣1−〉. By continuously
monitoring the value of the parity operator one could
track the occurrence of errors (Haroche et al., 2007; Sun
et al., 2014). Better even would be the realization of
a restoring operation which puts back an erred state
with decayed amplitude αe−κt/2 into the code space
while restoring the amplitude back to α. However
such restorative process will always add noise to the
codewords as it is physically impossible to increase the
distinguishability between (decayed) non-orthogonal
code words. Thus starting with cat states with finite α,
after repeated cycles of errors followed by, let’s assume,
perfect error detection and correction, the cat states will
gradually lose their intensity and thus their approximate
protection. In (Leghtas et al., 2013; Mirrahimi et al.,
8 If we were to use two coherent states as code states, say,
∣∣0〉 = |α〉
and
∣∣1〉 = |−α〉, the QEC conditions would not be obeyed, as
〈α|E†1E0|α〉 6= 〈−α|E†1E0|−α〉 for any α.
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2013) the interaction of superconducting qubits coupled
to 2D or 3D microwave cavities (circuit QED) is pro-
posed to be used for encoding, correction and decoding
of such cat states while (Sun et al., 2014) shows how
this is done in an experiment.
One can generalize the stabilizer formalism to
continuous-variable systems characterized by an infinite-
dimensional Hilbert space (Braunstein, 1998; Lloyd and
Slotine, 1998). Of particular interest are codes which
encode a discrete amount of information, a qubit say,
in a harmonic oscillator (Gottesman et al., 2001). In
(Harrington, 2004) more general ‘symplectic’ codes are
constructed which encode multiple qubits in multiple
oscillators.
Given are two conjugate (dimensionless) variables pˆ
and qˆ which represent a generalized momentum and
position, obeying [qˆ, pˆ] = i. The idea is to encode
the information such that small shifts in position or
momentum correspond to correctable errors while logical
operators are represented as large shifts. For a harmonic
oscillator space, the Pauli group Pn can be generalized
to the Weyl-Heisenberg group generated by the unitary
shift operators exp(itpˆ) and exp(isqˆ) for real s and t.
These operators form a basis for the space of operators
and thus any error E (any operator) can be written as
E =
∫
ds
∫
dt c(s, t)eitpˆeisqˆ with complex coefficients
c(s, t). Small shifts in p and q may not a priori seem
like a very natural noise model, but one can show that
generic errors of low rate and low-degree in pˆ and qˆ
can be expanded into linear combinations of products
of these shifts. One should compare this to the similar
expansion of any low-weight error in terms of low-weight
Pauli errors.
In order to define a qubit in this infinite-dimensional
space we select a set of commuting check generators
whose +1 eigenvalue space is two-dimensional. We
can observe that the operators exp(itpˆ) and exp(isqˆ)
commute if and only if st = 0 mod 2pi: this follows from
the fact that eAeB = e[A,B]eBeA when A,B are linear
combinations of qˆ and pˆ. We will consider two examples.
In our first (trivial) example the code space is a single
state. We choose Sq = e
2iqˆ and Sp = e
−ipipˆ as commuting
check operators and we seek the states that have eigen-
value +1 with respect to the Sp check operator. When
Sp = 1 the eigenvalues of pˆ are even integers. We can
define nˆ = pˆ/2 and φˆ = 2qˆ so that for Sp = 1 we have
nˆ = 0,±1, . . ..
The eigenvalue of the commuting operator Sq can be
simultaneously fixed to be eiφ so that we should iden-
tify φ = φ mod 2pi. Thus we have the state space of
a quantum rotor which is described by conjugate vari-
ables nˆ taking integer values and 2pi-periodic phase φˆ
with [φˆ, nˆ] = i.
A physical realization of these degrees of freedom is the
quantization of a superconducting circuit where φ is the
superconducting phase (difference phase across a Joseph-
son junction) and nˆ represents the number of Cooper
pairs (difference number of Cooper pairs across a Joseph-
son junction). Fixing both the eigenvalues for Sp and Sq
leads to a single state characterized by its superconduct-
ing phase φ mod 2pi. Small shifts exp(iφˆ) for small 
do not commute with Sp and gets one out of the ‘Cooper
pair’ code space fixed by Sp = 1. This in some sense rep-
resents the phase-stability of the superconducting state
at a purely mathematical level.
If we want to use this state space to represent a
qubit, one has to use (linear combinations of) such
states characterized by their phase. For example, the
Hamiltonian of the multi-level transmon qubit (Koch
et al., 2007) equals Htransmon = 4EC nˆ
2 − EJ cos(φ)
where EC (EJ) are the capacitive energy (resp. induc-
tive energy). This Hamiltonian has been interpreted
as that of a charged quantum rotor in a magnetic field
in (Koch et al., 2007). The lowest two energy levels of
the system can define a qubit, the transmon qubit. If
we expand cos(φ) ≈ 1 − φ2/2 + φ4/4!, one obtains the
Hamiltonian of an anharmonic (Duffing) oscillator with
eigenstates which are superposition of φ eigenstates.
This type of qubit has thus no intrinsic protection
against dephasing, i.e. the value of the energy-level
splitting is affected by charge and flux noise (repre-
sentable as linear combinations of small shifts in pˆ and qˆ).
A different choice of Sq and Sp leads to a real code
which encodes a single qubit and has built-in protection.
We choose as checks the operators Sq = e
2iqˆ and Sp =
e−2ipipˆ. Fixing the eigenvalues of these operators to be
+1 leads to the discretization pˆ = 0,±1,±2 . . . and again
qˆ should have eigenvalues which are multiples of pi. Now
there are two operators which commute with Sq and Sp
but which mutually anti-commute: these are Z = eiqˆ and
X = e−ipipˆ.
The state
∣∣0〉 (defined by Z∣∣0〉 = ∣∣0〉 and Sp∣∣0〉 = ∣∣0〉)
is a uniform superposition of states with qˆ = 0,±2pi, . . ..
Similarly,
∣∣1〉 corresponds to a uniform superposition
of qˆ = ±pi,±3pi, . . ., see Fig. 3 with α = pi. Consider
the effect of shifts of the form eiδpˆ where |δ| < pi/2,
which are correctable. Such shifts map the codewords
outside of the code space as they do not commute with
the stabilizer operator Sq. Error correction thus takes
place by measuring q mod pi and applying the smallest
shift which resets q = 0 mod pi. Similarly, the |+〉 is a
uniform superposition of states with pˆ = 0,±2,±4, . . .
while |−〉 is a uniform superposition of states with
pˆ = ±1,±3, . . ., see Fig. 3. The qubit is protected
against shifts eiqˆ with || < 1/2.
This code space can be viewed as the state space of
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a Majorana fermion qubit (Alicea, 2012) where pˆ = nˆ
counts the total number of electrons while qˆ = φˆ is the
pi-periodic conjugate phase variable. The |+〉 eigenstate
of X with an even number of electrons correspond to the
Majorana mode unoccupied while |−〉 is the state with
an odd number of electrons as the Majorana mode is oc-
cupied. The protection of the Majorana fermion qubit
can thus also be understood from this coding perspective
although the perspective sheds no light on how to physi-
cally realize this qubit nor does it shed light on the effect
of noise which cannot be represented by shifts.
Another representation of this code space, which does
not use Majorana fermion qubits, but superconducting
circuits is the 0-pi qubit (see e.g. (Kitaev, 2006)) which is
designed such that the superconducting phase difference
between terminals has degenerate energy minima at 0
and pi corresponding to the approximate codewords
∣∣0〉
and
∣∣1〉.
q
2α
q
2α
p
2 /π α
p
2 /π α
| 0 :〉
| 1 :〉
| 0 | 1 :〉 + 〉
| 0 | 1 :〉 − 〉
FIG. 3 Picture from (Gottesman et al., 2001): Amplitude
of codewords for the stabilizer code with commuting checks
Sq(α) = e
2ipiqˆ/α and Sp(α) = e
−2ipˆα which encodes a qubit
in an oscillator.
More generally, we can parametrize this code by a real
number α by taking the stabilizer checks as Sq = e
2ipiqˆ/α
and Sp = e
−2ipˆα (above we took α = pi). The logical
operators are Z = epiiqˆ/α and X = e−ipˆα (Gottesman
et al., 2001), see the codewords in Fig. 3. The code can
correct against shifts eiqˆ with || < pi2α and e−iδpˆ where|δ| < α2 .
One can use this code for encoding a qubit in a bosonic
mode where qˆ and pˆ arise as quadrature variables, i.e.
qˆ = 1√
2
(a†+a) and pˆ = i√
2
(a†−a). The free Hamiltonian
H0 = ω(a
†a+ 12 ) will periodically transform qˆ into pˆ and
vice versa so it is natural to let Sq be of the same form
as Sp and choose α =
√
pi.
It can be explicitly shown (Gottesman et al., 2001)
how errors such as photon loss L− =
√
κ−a, photon
gain L+ =
√
κ+a
†, dephasing (or decay) of the oscillator
eiθa
†a (or e−κa
†a), or a non-linearity eiK(a
†a)2 for
sufficiently small parameters κ±, θ,K can be expanded
into the small shift operators and can thus be corrected.
The level of protection thus goes well beyond that of the
cat state code.
However, the codewords of this code in Fig. 3 are not
physically achievable as it requires an infinite amount
of squeezing (and thus an infinite amount of energy) to
prepare (superpositions of) of a quadrature eigenstates
such as |q〉 or |p〉. (Gottesman et al., 2001) has proposed
to use approximate codewords, e. g. the approximate
codeword
∣∣0˜〉 is a superposition of Gaussian peaks in
q-space, each one centered at integer multiples of 2
√
pi
with width ∆, in a total Gaussian envelope of width
1/κ. Viewed as a superposition of p-eigenstates, such
state is a superposition of peaks with width κ and
total envelope of width ∆−1. An error analysis of this
approximate encoding was done in (Glancy and Knill,
2006), while (Vasconcelos et al., 2010) considered the
preparation of the encoded states using cat states as in
Eq. (7), squeezing and homodyne detection.
In (Menicucci, 2014) the author shows how one can use
a continuous-variable cluster state and homodyne mea-
surements to perform quantum error correction on these
approximate GKP (Gottesman-Kitaev-Preskill) code-
words and realize a universal set of gates assuming that
the noise is only due to the finite amount of squeezing
in the preparation of the GKP codewords and the clus-
ter state. For squeezing levels of 21dB, the author es-
timates that the (worst-case) effective gate error-rate is
10−6, sufficiently below the noise threshold of the sur-
face code discussed in Section III.A. In Section III.C.2
we will consider a version of the surface or toric code
which encodes an oscillator in a 2D coupled array of har-
monic oscillators which can also be viewed as a way to
concatenate the GKP code with the surface code.
E. D-dimensional (Stabilizer) Codes
Of particular practical interest are D-dimensional
stabilizer codes. These are stabilizer code families on
qubits located at vertices of some D-dimensional cubic
lattice (with or without periodic boundary conditions).
The parity checks involve O(1) qubits which are within
O(1) distance of each other on this lattice where O(1)
means that this quantity is a constant independent of
block size n. One can easily prove that one-dimensional
stabilizer codes have distance O(1), independent of block
size (Bravyi and Terhal, 2009), showing that without
concatenation, such codes offer little fault-tolerant pro-
tection. Various two-dimensional topological stabilizer
17
codes will be discussed in Section III, while some 3D
and 4D examples of topological codes are the Haah code
(Haah, 2011), the Chamon code (Bravyi et al., 2011),
the 3D toric code (Castelnovo and Chamon, 2008) and
the 4D toric code (Dennis et al., 2002), to be discussed
in Section III.A.1.
There are of course many codes which are not cap-
tured by the stabilizer formalism. Here I would like to
briefly mention the class of 2D topological qubit codes
where the stabilizer checks are still commuting, but they
are no longer simple Pauli operators. As Hamiltonians
these correspond to the so-called 2D Levin-Wen models
(Levin and Wen, 2005), as codes they are called Turaev-
Viro codes (Koenig et al., 2010). The advantage of these
codes which generalize the 2D surface code in Section
III, is that universal quantum computation can achieved
by purely topological means. The disadvantage from the
coding perspective is that (1) the stabilizer checks are
more complicated as operators, e.g. for the so-called Fi-
bonacci code on a hexagonal lattice, the stabilizer checks
act on 3 and 12 qubits and (2) decoding and determining
a noise-threshold for these codes has only recently begun
(Brell et al., 2014; Wootton et al., 2014).
F. Error Correction and Fault-Tolerance
We have understood from the previous sections that
the crucial element of quantum error correction for sta-
bilizer codes is the realization of the (parity) check mea-
surement as in Fig. 1. The immediate problem is that
the parity check measurement suffers from the same im-
perfections and noise as any other gate or measurement
that one may wish to do.
In practice a parity check measurement may arise
as a continuous weak measurement leaving a classical
stochastic data record which hovers around the value
+1 (pointing to the state being in the code space)
while occasionally jumping to a value centered around
−1, modeled using a stochastic master equation. One
can imagine that such continuously acquired record is
immediately fed back to unitarily steer the qubits to
the code space (Ahn et al., 2002). The feedback cannot
just rely on the instantaneously measured noisy signal
but should integrate over a longer measurement record
to estimate the current conditional quantum state of
the system (Wiseman and Milburn, 2010). However,
tracking the entire quantum state in real-time is compu-
tationally expensive and defeats the purpose of quantum
computation. For the realization of quantum error
correction, (van Handel and Mabuchi, 2005) describes a
filter in which one only tracks the probability that the
quantum system at time t is in a state with particular
error syndrome s given the continuous measurement
record in time. (Chase et al., 2008) improves on this
construction by explicitly including the effect of the
feedback Hamiltonian in the stochastic analysis.
Another model of feedback is one in which no (weak)
measurements are performed and processed, but rather
the whole control loop is a (dissipative) quantum com-
putation. One could set up a simple local error correc-
tion mechanism by explicitly engineering a dissipative dy-
namics which drives/corrects the qubits towards the code
space as proposed in (Barreiro et al., 2011; Mu¨ller et al.,
2011). We assume that the open-system dynamics of
code qubits and environment is described by a Lindblad
equation as in Eq. (5). For simplicity, let us consider the
case in which we would like to pump or drive four qubits
into a state with even parity so that the 4-qubit par-
ity Z-check, Z1Z2Z3Z4 has eigenvalue +1. Imagine that
we can engineer the dissipation (in the interaction pic-
ture) such that there is a single quantum jump operator
L =
√
κX1Podd with Podd =
1
2 (I − Z1Z2Z3Z4), the pro-
jector onto the odd parity space, andH ∝ Z1Z2Z3Z4. In-
tegration of the Lindblad equation gives rise to the time-
dynamics ρ(t) = exp(tLtot)(ρ(t = 0)) with stationary
states ρ determined by Ltot(ρ) = 0. States supported on
the even-parity subspace are ‘dark’ states with L(ρ) = 0
and [H, ρ] = 0. The odd-parity subspace is not station-
ary as the quantum jump operator L flips the first qubit
so that an odd parity state becomes an even parity state
pumping the system towards the stationary dark sub-
space.
In (Mu¨ller et al., 2011) one considers the following stro-
boscopic evolution using an ancillary dissipative qubit
or mode which approximately gives rise to such Lind-
blad equation. The idea is to alternate (or trotter-
ize) the coherent evolution with H and the dissipative
evolution with L for short periods of time τ so that
exp(τLtot) ≈ exp(−iτ [H, .]) exp(τL). The dynamics of
H can be obtained by a small modification of the parity
check measurement circuits in Fig. 1: for the evolution
exp(−iθP ) where P is a multi-qubit Pauli operator we
can use the circuit in Fig. 1(b).
The dissipative evolution L could be implemented for
short times τ  1 using a circuit consisting of a dissipa-
tive ancilla coupled to the four qubits as in Fig. 1(d). At
the end of this circuit, instead of immediately measur-
ing the ancilla qubit, we apply a CNOT with the ancilla
qubit as control and qubit 1 as target (to change the par-
ity of the odd states to even). This is then followed by
natural dissipation of the ancilla qubit (T1 process) so
any amplitude in the |1〉 state is transferred to |0〉. This
means that the ancilla qubit is effectively reset and can
be used for the next round of application of exp(τL).
These ideas of stabilizer pumping were experimentally
tested on two and four ion-trap qubits in (Barreiro et al.,
2011). The use of this kind of extremely local feedback is
limited as the dissipative evolution applies a correction
only depending on the outcome of a single parity check
18
whereas classical decoding in general makes decisions on
the outcomes of many parity checks. We will continue
the discussion on local decoders for the surface code in
Section III.D.
G
Mr−1
=⇒ Gfault-tol
E
E
Mr
FIG. 4 Code Concatenation: each qubit in the circuit on the
left is replaced by an encoded block of qubits in the circuit
on the right. The gate G in the circuit Mr−1 is replaced by a
rectangle consisting of the fault-tolerant encoded realization
of the gate (Gfault−tol) followed by error-correcting steps (E).
The process can be repeated for every elementary qubit and
gate in the new circuit Mr.
As any realization, closed or open-loop, of quantum
error correction will suffer from inaccuracies there is
no guarantee that one will improve coherence times by
encoding a qubit in a code as it may introduce more
errors that it takes away. And if coding leads to a lower
logical error rate, then how does one proceed to get an
even lower logical error rate? In topological code families
such as the surface code in Section III, the logical error
rate decreases exponentially as some function of the
block size n, once one is below a critical error rate.
This implies that the more qubit overhead one is willing
to tolerate the smaller the logical error rate will be.
Another way of obtaining a decreasing logical error
rate is through recursively applied code concatenation
of codes of a fixed block size n. The main ideas of
this mathematical theory of quantum fault-tolerant
computation by means of code concatenation are the
following.
For simplicity, we assume that every elementary gate,
idling step or measurement –these are called locations in
the circuit– can fail independently with some error prob-
ability p (independent stochastic noise). In a concate-
nation scheme every qubit and operation in a quantum
circuit is replaced by an encoded qubit and an encoded
operation resp. and the process is recursively repeated.
The encoded operation consists of an error correction
step and a fault-tolerant realization of the operation, see
Fig. 4, which together constitute a rectangle.
For a code such as Steane’s [[7, 1, 3]] code which can
correct a single error, the fault-tolerance of the rectangle
should be such that a single error in any of the locations
of the rectangle cannot lead to two, incorrectable, errors
in one code block. Then, if the elementary error rate
scales as p, it follows that the encoded error rate scales
as Cp2 as two elementary errors are required for a logical
error. Here C is a constant which roughly counts the
number of pairs of locations in the rectangle where failure
can lead to a logical error. If Cp2 < p the concatenation
step helps and r steps of concatenation will drive down
the error rate to ∼ p2r while the overhead in terms of
qubits and gates increase only exponentially in r. The
equality Cp2 = p sets the noise threshold pc.
If we have a code with higher distance which can,
say, correct t errors, then fault-tolerance of a rectangle
means that any error of weight k ≤ t in this rectangle
spreads to at most k qubits in a block. This will ensure
that the logical error rate is O(pt+1).
It is not trivial to make sure that a single error in
a rectangle can lead to at most one error in the block
for a code such as Steane’s code. Consider the parity
check circuit in Fig. (1)(c) which is used to measure the
weight-4 X-check operators of this code where the data
qubits are some subset of the 7 qubits. One needs to
ensure that a single error on the ancilla qubit cannot
spread to two errors in the block. However, a single
X error on the ancilla between the first and the last 2
CNOT gates will directly spread to two X errors on the
data. We can see this by commuting the Pauli X on the
ancilla through the two CNOT gates (and note that the
X error on the ancilla does not affect the outcome of the
measurement). Thus the bare parity check measurement
circuit is not fault-tolerant for the Steane code and one
needs to modify this. Three methods have been devised
to deal with making parity check circuits fault-tolerant.
This first method is called Shor error correction which
replaces the ancilla qubits by a k-qubit verified cat
state 1√
2
(|00 . . . 0〉 + |11 . . . 1〉) where k is the weight of
the check to be measured (see e.g. (Preskill, 1998) for
details). The second method is Steane error correction
for CSS codes. In this method the ancilla is replaced
by an encoded verified ancilla
∣∣0〉 (or |+〉) and a logical
CNOT gate is executed between the encoded data qubit
and the encoded ancilla (Cross et al., 2009b; Steane,
1997). A third method is Knill error correction which
uses quantum teleportation into a new encoded qubit
such that the logical Bell measurement outcomes reveal
the error syndrome (Knill, 2005).
The idea of repeated code concatenation was used in
the early days of quantum error correction to prove the
Threshold Theorem (Aharonov and Ben-Or, 1997; Alif-
eris et al., 2006; Kitaev, 1997; Knill et al., 1998). This
theorem says that fault-tolerant computation is possible
with arbitrary small error rate if one is willing to toler-
ate an overhead which scales poly-logarithmically with
the size N of the computation to be performed (the size
of a quantum circuit is the number of locations in it),
that is
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Theorem 1 An ideal circuit of size N can be simulated
with arbitrary small error δ by a noisy quantum circuit
subjected to independent stochastic noise of strength less
than p < pc where the noisy quantum circuit is of size
O(N(logN)c) with some constant c.
It should be noted that this theorem assumes that
‘fresh’ ancillas can be added during the quantum
computation or quantum storage for doing parity check
measurements. This means that these ancillas or
qubit preparations have an error rate similar as other
elementary components in the computation. The same
assumption underlies the results on the asymptotic
noise threshold for topological quantum error correction.
Another assumption underlying the threshold results for
concatenated and topological codes is that qubits can be
acted upon in parallel. In practice simultaneous read-out
or control of, say, multiple superconducting qubits using
only a few microwave lines can be achieved by using
qubits operating at sufficiently different microwave
frequencies and frequency division multiplexing.
Another typical assumption is that classical processing
of error information is fast and accurate imposing no
delay in the execution of the quantum computation. We
will return to the demands on classical processing in
Section II.G.3 and Sec III.D.
Practically relevant questions with respect to the
threshold theorem are: how high is the value of the noise
threshold pc, how large is the constant c and what is the
value of the constant in O(.). These numbers determine
when quantum error correction will be useful and how
large an overhead one should expect concretely. The con-
stant c in the Theorem roughly equals c ≈ log2 S where
S is the number of locations in a rectangle.
The best performing concatenated coding scheme to
date is the C4/C6 scheme of Knill (Knill, 2005). For this
scheme which does assume non-local interactions between
qubits, Knill has numerically estimated a noise threshold
as high as pc ≈ 3% albeit at the cost of huge overheads.
(Aliferis et al., 2008) derives a rigorous lower bound of
the noise threshold of this scheme of 0.1%.
It was shown in (Gottesman, 2000) that the threshold
theorem still holds if all interactions between elementary
qubits are local on a one-, two- or higher-dimensional
lattice. In such a scheme non-local interactions between
elementary qubits are assumed to be realized via chains of
noisy swap gates. This result means that, even though a
one-dimensional quantum error correcting code (see Sec-
tion II.E) has a distance O(1), one can use a small 1D
code and concatenate it with itself to obtain a fully fault-
tolerant one-dimensional scheme. The additional noisy
movement via swap gates will negatively impact the noise
threshold. For example, in an entirely 2D realization of
the concatenated Steane [[7, 1, 3]] code in which move-
ment of data qubits via noisy swap gates is explicitly
included (Svore et al., 2007), the fault-tolerant CNOT
has S = O(103) so that c ≈ 10 demonstrating the poten-
tial inefficiency of code concatenation. For this scheme,
the threshold was estimated as pc ≈ 1.85 × 10−5 while
for the same non-local scheme the analysis resulted in a
threshold of 3.61×10−5. These fairly low numbers should
be contrasted with the noise threshold of about 1% for
the 2D surface code in Section III.A.
One may at first sight expect that the overhead in-
curred by code concatenation is worse than the overhead
that is incurred with topological error correction (Section
III). One possible reason is that in topological quantum
error correction parity check measurements are simply
made robust by repeating the measurement needing no
additional qubits. In contrast, in code concatenation the
parity check measurements are realized using more com-
plicated ancillas as in Steane error correction. However
this picture is too simplistic: the comparative study in
(Suchara et al., 2013) shows that for a computational
task such as factoring the number 1024, concatenated
Bacon-Shor codes perform better than the surface code
at low error rates below 1 × 10−7 while at high error
rates the surface code performs better. Other studies
of coding overhead for several families of codes were
undertaken in (Steane, 2003) and (Cross et al., 2009b).
(Fowler et al., 2012a) estimates that in order to factor
a 2000 bit number one needs about 104 physical qubits
per logical qubit using the double-defect encoding of the
surface code described in Section III.B.4.
One can ask whether it is, in principle, possible to
realize fault-tolerant computation with constant over-
head, meaning that the number of qubits of the noisy
fault-tolerant circuit scales with the number of qubits
of the original circuit. This question was analyzed and
answered in the affirmative in (Gottesman, 2013). The
fault-tolerant construction in (Gottesman, 2013) can be
based upon any family of quantum LDPC (Low Density
Parity Check) codes with constant rate R = kn ≥ c and,
loosely speaking, finite noise-threshold (when the block
size n→∞) even if parity check measurements are faulty.
LDPC stabilizer qubit codes are codes such that all
parity checks (stabilizer generators) act on O(1) qubits,
independent of block size. Several codes with such
properties have recently been developed (Freedman and
Hastings, 2014; Guth and Lubotzky, 2014; Tillich and
Ze´mor, 2009) which have distances d = O(nα) with
0 < α ≤ 0.5. For such LDPC codes it has been shown
(Kovalev and Pryadko, 2013) that having a distance
scale as some function of n guarantees the existence
of a finite noise-threshold, assuming that we can do
minimum weight decoding. In order to be of practical
interest, decoding of such LDPC codes with constant
rate should be computationally efficient. However,
efficient minimum-weight decoders are not known to
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exist for quantum LDPC codes in general. In (Hastings,
2013) it was shown how one can decode a 4D hyperbolic
code with an efficient local decoder running in time
O(n log n) to get a logical error rate p ∼ plogn with
p representing a basic error rate, thus falling off only
polynomially (instead of exponentially) with n.
It was proven in (Bravyi et al., 2010b) that 2D sta-
bilizer codes (which are LDPC codes with qubits on a
2D regular lattice) obey the trade-off kd2 = O(n). This
result demonstrates that 2D codes such as the surface
codes discussed in Section III do not allow for fault-
tolerant computation with constant overhead. More gen-
erally, the results in (Bravyi et al., 2010b) show that any
D-dimensional stabilizer code family which has distance
scaling with lattice size will have a vanishing rate (when
n → ∞), showing that non-local parity checks (between
O(1) but distant qubits) on such lattices are necessary
in order to achieve a constant overhead. We note that it
is an open question whether there exist quantum LDPC
stabilizer codes with constant rate and distance scaling
as n1/2+β for some β > 0.
G. Universal Quantum Computation
In quantum error correction with stabilizer (subsys-
tem) codes a special role is played by logical gates which
are elements of the Clifford group. The Clifford group
Cn is a finite subgroup of the group of unitary transfor-
mations U(2n) on n qubits. It is defined as the nor-
malizer of the Pauli group: Cn = {U ∈ U(2n)|∀P ∈
Pn,∃P ′, UPU† = P ′}, meaning that its maps Pauli
operators onto Pauli operators. An overcomplete set of
generators of the Clifford group are the 2-qubit CNOT
gate, the Hadamard H gate, the phase gate S 9 and Pauli
X,Z. Note that S2 = Z, so that S, H and CNOT suffice
to generate the whole group.
The Knill-Gottesman theorem (Gottesman, 1999b)
proves that one can efficiently classically simulate any
quantum circuit which only employs gates from the
Clifford group. One does this by tracking the stabilizer
group, more precisely its generators, which has the
input state of the quantum circuit as its unique +1
state. Every Clifford gate and measurement maps
the stabilizer generators, which are Pauli operators,
onto new stabilizer generators providing an efficient
representation of the action of the quantum circuit.
Thus if a quantum circuit with Clifford gates contains
additional known Pauli errors, one can easily represent
these Pauli errors by additional updates of the stabilizer
9 H = 1√
2
(
1 1
1 −1
)
, S =
(
1 0
0 i
)
, T =
(
1 0
0 eipi/4
)
.
generators in the classical simulation.
For universal quantum computation one needs addi-
tional gates such as the T gate (pi/8 rotation) 10. Exam-
ples of universal gate sets are {H,T,CNOT}, {H,Toffoli}
and {H,Λ(S)} where Λ(S) is the two-qubit controlled-S
gate 10. Even though Clifford group gates have no quan-
tum computational power they can be used to develop
a quantum substrate on which to build universal com-
putation using stabilizer codes. This comes about by
combining the following sets of ideas.
First of all, note that stabilizer error correction by itself
only uses CNOT gates, preparations of |+〉, |−〉, |0〉, |1〉
and measurements in the Z- and X-basis as is clear
from Fig. 1. The T , Λ(S) and the Toffoli gate, each
of which can be used with Clifford gates to get univer-
sality, are special unitary gates as they map Pauli er-
rors onto elements of the Clifford group. One can de-
fine a Clifford hierarchy (Gottesman and Chuang, 1999)
C(j) = {U ∈ U(2n)|UPnU† ⊆ C(j − 1)} such that
C(0) = C(1) = Pn, C(2) = Cn. The T,Λ(S) and Tof-
foli are thus members of C(3). Such gates in C(3) (and
similarly gates in C(j) for j > 3) can be realized with
ancillas and Clifford group gates using quantum telepor-
tation ideas (Gottesman and Chuang, 1999; Zhou et al.,
2000). The idea is illustrated in Fig. 6 for the T gate.
One teleports the qubit on which the T gate has to
act, prior to applying the gate, using the bottom one-bit
teleportation circuit in Fig. 5. We first put a T gate at
the end of that teleportation circuit so that the output is
T |ψ〉. Now we want to modify this circuit and commute
the T gate backwards. In the quantum circuit we insert
I = TT † prior to the corrective Pauli X so that we can
use TXT † = e−ipi/4SX 11. Hence the correction (in case
we measure MZ = −1) is now the Clifford gate SX. As
a last step, we note that the T gate can be commuted
through the control-line of the CNOT as both gates are
diagonal in the Z-basis on the control qubit. In this way
we obtain the circuit in Fig. 6. Note that if we do not
apply the correction, we obtain the state XT †|ψ〉.
|0〉 Z |ψ〉
|ψ〉 • H
|0〉 H • X |ψ〉
|ψ〉
10 Λ(S)|b1, b2〉 = |b1〉Sb1 |b2〉 for b1, b2 = 0, 1.
11 Note that in the quantum circuit gates are applied from the left
to right while in equations gates are applied from the right to
the left.
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FIG. 5 The so-called one-bit teleportation circuits (Zhou
et al., 2000). The measurement denoted by the meter is a
measurement in the Z-basis and determines whether to do a
Pauli on the output qubit: for outcome MZ = +1 no correc-
tion is performed.
|0〉 H T • SX T |ψ〉
|ψ〉
FIG. 6 Using the ancilla T |+〉 in the dashed box, one can
realize the T gate by doing a corrective operation SX.
We can do the same trick for the S = T 2 gate, that is,
we can reduce the S gate to the preparation of a |+i〉 =
1√
2
(|0〉+i|1〉) ancilla, a CNOT gate and a corrective Pauli
Y . We get this from starting with the bottom circuit in
Fig. 5 to which we apply the S gate at the output. We
insert SS† in the quantum circuit before the corrective
Pauli X and use that SXS† ∝ Y . We thus need the
ancilla SH|0〉 = 1√
2
(|0〉+ i|1〉).
1. Fault-Tolerant Logical Gates
How do we realize a universal set of logical fault-
tolerant gates for a code? Fault-tolerance means that
such logical gates do not spread errors, ideally errors
of weight t remain errors of weight t. In principle,
fault-tolerant gate constructions can be made for any
stabilizer code (Gottesman, 1997). The question is how
to do computation with minimal resource requirements
and overheads, that is, as close as possible to the
resources needed for a quantum memory alone. Ideally,
the computation threshold, i.e. the performance of the
code when used for computation, is close to the memory
noise threshold, the performance of the code as a pure
quantum memory.
An example of a gate which does not require additional
qubits and does not spread errors is a transversal CNOT
between two code blocks (each block encoding a single
qubit into n qubits). In such transversal CNOT every
qubit in the block is paired with a qubit in the other
block in a CNOT gate such that the encoded CNOT is
realized by doing n two-qubit CNOTS in parallel. One
can do a logical CNOT gate transversally for any CSS
stabilizer code with S = 〈S1(X),S2(Z)〉 (Gottesman,
1997). One can understand this by observing that
the product of the two stabilizer groups S × S of the
encoded logical qubits is preserved under doing CNOTS
between all elementary qubits in the blocks. Thus the
code does not change by doing these gates. Secondly,
one can always assume that the logical X of a CSS code
is only a product of Pauli Xs and the logical Z is only
a product of Pauli Zs. Doing CNOTs transversally then
has the same action on these logical operators as doing
the CNOT on a pair of qubits.
In the CSS code construction when the classical codes
C2 = C1 = C (and thus the CSS constraint C
⊥
2 ⊆ C1
implies that C⊥ ⊆ C), the Hadamard gate H on the
code block encoding a single qubit is also transversal.
For such code the stabilizer has an identical X and
Z-part, S = 〈S(X),S(Z)〉. The gate H⊗n maps these
stabilizers onto each other and similarly H⊗n : X ↔ Z
as these operators have the same support. An example
of a code with a transversal Hadamard and CNOT gate
is Steane’s [[7, 1, 3]] code.
It has been shown (Eastin and Knill, 2009) that if a
quantum code can detect at least any error on a single
qubit (meaning that it is a nontrivial code), then it does
not have a transversally-realizable universal set of gates.
A somewhat weaker version of this theorem, namely that
qubit stabilizer codes do not allow for a universal set
of gates to be realized via transversal unitary gates was
proved in (Zeng et al., 2011).
In (Bravyi and Koenig, 2013) it was shown for any 2D
stabilizer code that the logical gates which can be per-
formed by constant-depth circuits employing only local
gates (between neighboring qubits), are members of the
Clifford group. The reason to focus on constant-depth
local circuits is that such circuits are small, naturally
fault-tolerant and provide a simple extension of the idea
of a transversal gate. For a constant-depth local circuit
any number of errors which occurs in the circuit will
only affect a patch of O(1) qubits on the 2D lattice,
and such O(1) error patches are correctable when the
code distance scales with the lattice size. Hence we
expect that such constant-depth implementation of gates
does not negatively impact the noise threshold or qubit
overhead. The result of (Bravyi and Koenig, 2013) is
subtle as we can realize a fault-tolerant set of universal
gates for any stabilizer code, but apparently we cannot
do this by composing a sequence of constant-depth
encoded gates.
The results of (Bravyi and Koenig, 2013) also hold if
we try to do a gate by a constant-depth circuit while
at the same time altering the stabilizer code to a new
stabilizer code. Transforming one stabilizer code into a
new one in a sequence of steps is sometimes called ‘code
deformation’. The idea is that after the entire sequence
of deformations one comes back to the original code but
with a logical operation applied to the encoded qubits.
Code deformation is a very useful concept for topologi-
cal codes. As we will discuss in Section III, one can use
the code deformation technique to implement the logical
H and CNOT in the 2D surface code. For the surface
code is not clear how one can do a logical S gate in this
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manner, as S⊗n maps the X-checks of the surface code
onto Y -checks. The stabilizer code with Z-checks and
Y -checks is not simply related to the original stabilizer
code by some code deformation, translation or rotation.
For the surface code one can do the logical S in the same
fashion as the logical T , see below (for a different logical
S trick, see (Aliferis, 2007)). Other stabilizer codes, 2D
color codes, have been found which do allow for an effi-
cient fault-tolerant realization of the full Clifford group
(Bombin and Martin-Delgado, 2006).
2. T gate
The results in (Bravyi and Koenig, 2013) thus suggest
that with 2D stabilizer codes it is not possible to realize
a T gate without large overhead. However, for gates
such as the T gate (or Toffoli gate, also in C(3)) the
method of magic-state-distillation has been developed
(Bravyi and Kitaev, 2005). This method shows how
to realize these gates fault-tolerantly assuming that
noiseless Clifford group operations and a supply of noisy
unencoded T |+〉 ancillas are available. Thus, once we
have built a low-noise Clifford computation substrate,
universal quantum computation can be bootstrapped
from it. In a nutshell, the ideas are as follows. We
implement the T gate at the logical level using Fig. 6
which requires the preparation of low-noise logical
ancillas |A〉 ≡ T |+〉. We can obtain such an ancilla
in a non-fault-tolerant noisy manner by, for example,
injecting several noisy unencoded ancillas into the code
(Knill, 2005). From many of these noisy encoded ancillas
we distill using logical H, CNOTs and measurements,
a single low-error encoded ancilla. The strength of the
distillation scheme is that the noise rate which one can
tolerate on the unencoded T |+〉 ancillas for the scheme
to work and produce very-low noise encoded |A〉 ancillas,
is extremely high. Distillation can succeed if and only
if the unencoded ancilla ρ has a fidelity F = 〈A|ρ|A〉
above approximately 0.854 (Reichardt, 2005).
The downside of this scheme is that the qubit/gate
overhead per logical T gate is orders of magnitude larger
than that of a ‘topological’ CNOT (see e.g. Fig. 11 in
(Raussendorf et al., 2007)). Current work is ongoing
to design alternative schemes to reach universal compu-
tation with reduced overhead, see e.g. (Jones, 2013a),
(Jones, 2013b) and references therein.
Here it is worthwhile to mention a family of 3D color
codes introduced in (Bombin and Martin-Delgado, 2007)
which allow for the transversal realization of the T gate,
thus requiring no additional qubit overhead. As these
codes have stabilizers S = 〈S1(X),S2(Z)〉 one has a
transversal CNOT. For the Hadamard gate one can use
the gate teleportation ideas above if one can prepare an
ancilla in a |+〉 state. In Section III.B.2 we will discuss
how to prepare the state |+〉 for the surface code; such a
technique also works for these color codes.
The smallest member of this class of color codes,
[[15, 1, 3]], is a quantum Reed-Muller code which has
been known to have a transversal T gate due to the spe-
cial symmetry which is inherent in their construction via
classical Reed-Muller codes (Steane, 1999). A possibly
even more attractive family of 3D codes are the gauge
color codes (Bombin, 2013) for which the Hadamard gate
is transversal. By fixing the logical state of the gauge
qubits, one obtains a 3D color code for which the T gate
is transversal. The idea of gauge-fixing as a means of get-
ting around the Eastin-Knill theorem was first explored
in (Paetznick and Reichardt, 2013).
3. The (Logical) Pauli frame
In this section we discuss how, during a fault-tolerant
computation, one can handle the logical and elementary
Pauli operators which are inferred from the syndrome
measurement data. The idea is that the decoding proce-
dure gives both a logical as well as a physical Pauli error
which can be interpreted as a frame, the so-called Pauli
frame (Knill, 2005) which we can classically track during
the quantum computation.
First of all, we note that in principle it is never
necessary to physically correct Pauli errors to map back
to the +1 eigenspace of the stabilizer S. This is because
any syndrome eigenspace of S is a good code and we
simply need to know which code space we are using.
Secondly, note that if the quantum circuit entirely
consists of Clifford gates, both at the logical as well as at
the physical level, the classical information of the logical
and physical Pauli frame does not necessarily need to be
available during the execution of the circuit as the entire
Pauli frame can be commuted through the circuit (as
Clifford gates map Paulis onto Paulis). The Pauli frame
simply alters the interpretation of the final measurement
outcome of the computation. This is different if the
circuit consists of non-Clifford gates as follows.
Imagine that syndrome data are collected and pro-
cessed and every so often it is deduced that a logical
(or physical) Pauli has happened on the coded data. It
may also be that the quantum circuit we want to realize
includes some (logical) Pauli operations. Consider what
happens when a logical Pauli X occurs on the data prior
to doing a T gate, as in Fig. 6. The X commutes through
the CNOT gate and then effectively changes the way we
should interpret the measurement outcome MZ . Now, in
case MZ = −1 we have done T |ψ〉 and we don’t need to
do a correction. If MZ = +1 we need to correct with
SX.
This means that the original Pauli X is mapped onto a
logical Clifford error on the data which will subsequently
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need to be corrected. If we do not correct the Clifford er-
ror it may spread and become a more complicated multi-
qubit error which is even harder to correct. This implies
that it is best to know the logical Pauli frame of the data
qubit and the ancilla qubit before we move on to the next
gate after the T gate.
Once we are done determining the logical Pauli frame,
we will know which Clifford error took place and we
should then try to correct right away. Concerning know-
ing the logical Pauli frame, what is important is that one
only needs to only know the logical Pauli frame which
influences the outcome of the measurement MZ . For ex-
ample, the results of parity check measurements after
the CNOT on the ancilla qubit in Fig. 6 will not influ-
ence this logical Pauli frame and hence can be processed
later. The outcome of these measurements may of course
cause a change in logical Pauli frame, but as SX itself
(but not controlled SX) is a Clifford gate, this change can
be commuted through and remain a logical Pauli frame.
If we know the logical Pauli frame on time, that is,
before we move to a next gate, we can handle this logical
Pauli frame in the classical control software as discussed
for example in (Fowler et al., 2012a). If we want to
handle any logical Pauli in the classical control software,
we just use this logical Pauli frame information to
correct the interpretation of MZ (or MX measurement)
thus changing which correction we do. In addition since
we don’t want to do any logical Paulis, we can replace
the correction gate SX by the correction S (using that
SXT † ∝ Y T so that we have realized T modulo an
additional Y ).
In conclusion, one can argue that one does not need
to physically implement any logical or elementary Pauli
operation, but one does need to know the logical Pauli
before one can proceed further with the computation.
If determining the logical Pauli frame takes some time,
as for example the quantum measurement is slow or the
processing of the parity checks using classical computa-
tion is slow, one is thus required to wait before doing
the classically-controlled SX gate. This additional delay
is not problematic as was observed in (DiVincenzo and
Aliferis, 2007) as parity checks are collected during this
delay time and thus the qubits are protected. (DiVin-
cenzo and Aliferis, 2007) has generally shown that a slow
measurement will not lead to a lower noise threshold
but can be accommodated by small modifications in the
fault-tolerant (concatenated code) architecture. Slow
measurement here means a quantum measurement with
a long latency: the rate at which parity checks are
collected is not changed, but it takes a while to measure
an ancilla qubit which has been coupled to the data (as
in Fig. 1). It may be clear that acquiring syndrome data
at a slower rate will lead to a lower noise threshold as
it effectively corresponds to a higher error rate. Thus
in order to keep the rate of syndrome data acquisition
high if the measurement of the ancillas is slow (say 10
times slower than the gate time) one has to couple 10
different ancillas to the data in sequence so that we get
the measurement outcome of one of those 10 ancillas at
the rate of (roughly) the inverse gate time.
Given these considerations concerning the logical
Pauli frame, we see an important distinction between
the complexity of building a quantum memory (in-
cluding only Clifford gates) versus building a quantum
fault-tolerant computer using stabilizer codes. In a fault-
tolerant computer, one may allow for slow measurements
with some latency, but the classical processing of the
syndrome data record, the decoding, should never lead
to a increasing backlog of syndrome data. Let rproc be
the rate (in bauds) at which syndrome bits are processed
and rgen be the rate at which these syndrome bits are
generated. We can argue that if rgen/rproc = f > 1, a
small initial backlog in processing syndrome data will to
an exponential slow down during the computation, by
the following arguments.
Given that f > 1, there will be some time t0 at which
there is enough backlog in our syndrome record for us to
have to delay executing the corrective gate after the T
gate as we don’t know whether a logical Pauli happened
which influences which correction we should do. Let
tproc0 be the time up to which we have processed the
syndrome data at time t0, so ∆gen = |t0 − tproc0 | is large
enough so that it is likely that a logical Pauli error has
happened in the time-interval ∆gen. In this time interval
we have generated an additional D1 = rgen∆gen bits.
We now process this record at a rate rproc, hence this
takes time ∆proc = f∆gen. The problem is that during
this delay time ∆proc a new data record is generated
of D2 = ∆procrgen = D1f > D1 bits. If there was
a sufficient possibility for a logical Pauli error in the
original data record of size D1, then this also holds for
data record D2. Hence at some next T gate which is
impacted by this Pauli frame information, we need to
have at least processed the D2 record. This implies
again a delay in executing the gate during which one
acquires a new data record D3 = fD2 etc. Let us assume
that the number of T gates on a logical qubit is some
polynomial in n, poly(n), e.g. for Shor’s factoring algo-
rithm O(n3) Toffoli gates are needed on n qubits. Then
the backlog data record that we have acquired at the
k = poly(n)th gate is Dk = f
kD1 which is exponential
in n. Hence in order to execute the kth T gate, one has
to wait rprocDk time, an exponential amount of time in n.
The conclusion is that the syndrome data acquisition
through quantum measurement and the classical pro-
cessing should be fast enough to let the logical Pauli
frame be ‘retarded’ by only a constant amount of time,
i.e. not increasing during the time of the computation.
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In order to achieve this one needs to decode using
maximum classical parallelism, possibly using an on-chip
decoder. Whether the backlog question is a practical
problem thus depends on how fast one can decode as
compared to the physical error rate of the elementary
qubits, see the further discussion in Section III.D.
We should contrast this backlog issue with the case of
a quantum memory (including Clifford gates) in which
the computation never has to wait for the classical
processing of the logical Pauli frame. Such a stored
qubit could be measured at the end of its storage time
Tstore: in case of slow classical processing the outcome of
the measurement may not be immediately available (as
it depends on the syndrome record), but it would just
mean that the computation, including the processing of
syndrome data is finished in time fTstore which is just a
constant slow-down.
The upshot of these considerations is that 2D and 3D
stabilizer codes will be most suitable for building a quan-
tum memory and performing Clifford group operations.
The goal of universal quantum computation within the
same platform can be reached using methods such as
injection-and-distillation or using a code with a transver-
sal T gate but the additional overhead and complexity of
distillation and demands for fast decoding are consider-
able.
III. 2D (TOPOLOGICAL) ERROR CORRECTION
In this section we discuss several stabilizer/subsystem
codes in which the parity checks act locally on qubits
laid out on a 2D lattice. Before we discuss these codes,
we make a few comments on noise models and noise
thresholds.
In numerical or analytical studies of code performance,
one uses simple error models such the independent de-
polarizing noise model to assess the performance of the
code. Independent depolarizing noise assumes that ev-
ery qubit independently undergoes a X,Y or Z error with
equal probabilities p/3 and no error with probability 1−p.
Similarly, if qubits undergo single-, two-qubit gates or
measurement and preparation steps, one assumes that
the procedure succeeds with probability 1− p while with
total probability p (tensor products of) Pauli X,Y, Z are
applied.
A related noise model is that of independent X and Z
errors in which a qubit can undergo independently an X
error with probability p and a Z error with probability
p in each time-step. In all codes that we discuss in
this section the parity checks are either X or Z-like,
detecting either Z or X errors. In addition, the parity
Z- and X-checks have the same form, hence the simplest
form of error correction is to correct X and Z errors in
the same fashion but independently. For depolarizing
noise, this means that we effectively neglect correlations
between X and Z errors. It is also possible to decode
the surface code taking these correlations into account,
see (Fowler, 2013b) and references therein.
We will consider codes which encode a single qubit
in a block of n qubits with n = O(L2) with L the
linear size of the 2D array. Several parameters can
characterize the code performance. One is the so-called
pseudo-threshold pc(L) for which pc(L) = p(p, L), i.e.
the logical error rate equals the elementary error rate
given a fixed block size. This logical error rate p(p, L)
could be separately split into a logical, X, Z or total,
error rate, all being functions of the block size and
the elementary error rate p. In the definition of the
pseudo-threshold we can assume that the elementary
error rate is less than 50% (otherwise the qubits would
be completely randomized and no coding will help) and
note that the logical error rate is also maximally equal
to 50%. When the elementary error rate is less than
the logical error rate, coding is not helpful. When the
logical error rate is less than the elementary error rate,
coding is helpful. The pseudo-threshold thus captures
the crossover point. This crossover point will depend
on L and gives more information than the typically
stated asymptotic threshold pc = limL→∞ pc(L). In
(Svore et al., 2005) the behavior of pseudo-thresholds
was considered for concatenated code schemes.
For the Bacon-Shor code in Section III.C.1, the asymp-
totic threshold pc = 0, hence it is of interest to con-
sider what is the optimal block size for this code. An-
other interesting class of 2D topological stabilizer codes
are the color codes (Bombin and Martin-Delgado, 2006).
The color codes offer little practical advantage over the
surface code if the goal is to build a quantum mem-
ory as some of the parity checks involve more than 4
qubits. Having higher-weight parity checks negatively
impacts the noise threshold as we assume each gate in
the parity check measurement circuit can fail. This is
likely to be the reason that the phenomenological thresh-
old of the color code obtained as approximately 0.082%
in the detailed study in (Landahl et al., 2011) is lower
than the surface code threshold (about 1%). The higher-
dimensional color codes may be of interest in schemes for
universal encoded computation, see the earlier discussion
in Section II.G.
A. Surface Code
The surface code is a version of Kitaev’s toric code (Ki-
taev, 2003) in which the periodic boundaries of the torus
have been replaced by open boundaries (Bravyi and Ki-
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taev, 1998; Freedman and Meyer, 2001). Many of its
properties and ideas for its use as a quantum memory
were first analyzed in the seminal paper (Dennis et al.,
2002). The topological 2D realization of the CNOT
gate (Section III.B.4) was first proposed in (Bombin
and Martin-Delgado, 2009; Raussendorf and Harrington,
2007).
There are several different ways of encoding and
representing qubits in the surface code. We will start
by discussing how to encode a single logical qubit in a
sheet or patch and then show in Section III.B.3 how a
CNOT can be performed between such qubits in patches
using logical Pauli measurements. In Section III.B.4
we discuss encoding single qubits into the surface code
using so-called smooth and rough defects, here called
smooth and rough qubits. The performance of this
encoding in terms of logical error rate and overhead has
been studied extensively in papers by Fowler et al.. The
review (Fowler et al., 2012a) gives an excellent overview
of how to do fault-tolerant quantum computation using
this encoding. Another way of encoding qubits in the
surface code is by means of pairs of distant dislocations
(Bombin, 2010a); the use of this scheme for fault-tolerant
quantum computation has been analyzed in (Hastings
and Geller, 2014).
A simple continuous sheet, depicted in Fig. 7, can en-
code one logical qubit. The linearly-independent parity
checks are weight-4 plaquette Z-checks Bp and star X-
checks As which mutually commute and are modified at
the boundary to act on 3 qubits, see Fig. 7. Note that
the star operators are just plaquette operators on the
dual lattice when also interchanging X ↔ Z. The small-
est surface code encoding 1 logical qubit which can cor-
rect 1 error is the code [[13, 1, 3]] 12. Z is any Z-string
which connects the north and south rough boundaries; we
can deform this string by multiplication by the trivially-
acting plaquette operators. X is any X-string (on the
dual lattice) connecting the smooth east and west bound-
ary. As these strings have to connect boundaries in or-
der to commute with the check operators, their minimum
weight is L. Thus for general L, the code parameters are
[[L2 + (L− 1)2, 1, L]].
Using 13 qubits to correct 1 error does not seem
very efficient, but the strength of the surface code is
not fully expressed in its distance which only scales
as the square root of the number of qubits in the block 13.
12 One can minimize the qubit overhead while keeping the distance
equal to 3 by rotating the lattice and chopping off some qubits at
the corners to get a total of 9 qubits. This rotation+chopping,
while leaving the distance unchanged, can be done for arbitrary-
sized lattices, see e.g. (Horsman et al., 2012).
13 One can prove that the distance of any 2D stabilizer code is at
most O(L) (Bravyi and Terhal, 2009). However, one can also
Kitaev’s original toric code is defined on a 2D lattice
with periodic boundary conditions (a torus). For the
toric code, there is a linear dependency between all the
Z-checks (the product of the Z-checks is I) and a similar
linear dependency between all the X-checks. With this
linear dependency it follows that the number of logical
qubits is 2. The torus has two non-trivial loops: the
logical Z1 is one non-trivial loop of Zs and the logical
Z2 correspond to the other non-trivial loop of Zs. The
matching logical X1 and X2 are similar loops running
over the dual lattice.
For the toric code it may be clear that the logical op-
erators are directly connected to the homology of the
torus. One can deform a logical Z by multiplying it with
Z-checks Bp but it will remain a non-contractible loop on
the torus, as products of plaquette Bp checks correspond
to trivial, contractible, loops. This holds analogously for
the X loops and products of star As checks on the dual
lattice.
1. Viewing The Toric Code as a Homological Quantum Code14
The toric code is a simple example of a homological
(CSS) quantum code (Freedman and Meyer, 2001; Guth
and Lubotzky, 2014; Kitaev, 2003) in which the logical
Z resp. X operators correspond to the homology and
co-homology groups of the underlying manifold. In the
surface code one can view the homology as being relative
to a boundary (Bravyi and Kitaev, 1998). In this section
we will discuss the framework of homological stabilizer
codes and illustrate the concepts with the toric code in
2-, 3 and 4 dimensions.
For the toric code one takes a flat two-dimensional
manifold with periodic boundaries, a torus. One has
to fix a triangulation of the manifold resulting in a so-
called simplicial complex which consists of 0-simplices
(vertices), 1-simplices (edges) and 2-simplices (faces) etc.
The toric code just corresponds to taking a square lattice
with faces which consist of four edges.
In the general construction, with each type of object,
e.g. vertices, edges or faces, or generally i-simplices, one
associates a Z2-vector space Ci. Elements of C0 are thus
a collection of vertices, elements of C1 are collections of
edges etc. In a Z2-vector space Ci, addition is mod 2.
Two binary vectors a and b are orthogonal if and only
if
∑
i aibi = 0 mod 2 or the number of bits i for which
show (Bravyi et al., 2010b) that any block of size R × R where
R is less than some constant times the distance, is correctable,
i.e. all errors in such R × R patch can be corrected. These
arguments show that there are no other 2D stabilizer codes with
better distance scaling and that this scaling allows one to correct
failed blocks of size beyond the distance.
14 Readers less interested in this mathematical framework can skip
this section without major inconvenience.
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ai = bi = 1 is even. If one represents such binary vector
a by a Pauli X operator PX(a) = ΠiX
ai
i and b by a
Pauli Z operator PZ(b) = ΠiZ
bi
i , then the inner product
between a and b is 0 iff PX(a) and PZ(b) commute.
For the toric code we associate the qubits with the
1-simplices (the edges), but for more general homological
codes in higher dimensions one can associate qubits
with i-simplices. The stabilizer generators and logical
operators of the CSS code are then constructed using
subspaces of the vector-space Ci such that the required
commutation relations between these operators hold
and the logical operators directly relate to topological
properties of the manifold. This comes about as follows.
One starts by defining boundary operators ∂i : Ci →
Ci−1 which act as the name suggests. The boundary op-
erator ∂2 maps a face onto the collection of edges which
are incident to the face, the boundary operator ∂1 maps
a collection of edges onto a collection of vertices, namely
the end-points of these edges. For qubits associated with
1-simplices, the Z-checks are obtained as the boundary
space B1 = Im(∂2), i.e. generating vectors in B1 corre-
spond to the boundary of a face. For the square lattice,
these generators are thus the Z-plaquettes acting on the
four edges of every face of the lattice.
An important property of the boundary operator is
that the boundary of an i-simplex does not have a bound-
ary, mathematically this is expressed as ∂i−1 ◦ ∂i = 0
applied to any vector in Ci.
A 1-cycle is defined to be a collection of edges without
a boundary. This means that the vector space of 1-cycles
equals Z1 = ker(∂1). Any element of B1 is a 1-cycle, or
B1 ⊆ Z1, these are the trivial cycles which corresponds
to products of the Z-check operators. The first homology
group H1(T,Z2) = Z1/B1 of the torus T is generated by
1-cycles which are not the boundaries of plaquettes, i.e.
the two non-trivial cycles around the torus. These cycles
correspond to the logical Z operators.
In the general construction when qubits are associated
with i-simplices, the Z-checks correspond to the genera-
tors of Bi = Im(∂i+1), the i-cycle space is Zi = Ker(∂i)
and the ith homology group Hi(M,Z2) = Zi/Bi cap-
tures the logical Z operators.
In order to define the X-checks for the quantum code
one does the same construction on the dual lattice or,
equivalently, one uses cohomology. One can define the
coboundary operator δi : Ci → Ci+1 which maps an i-
simplex onto the set of i+1-simplices incident to it. Thus
the coboundary operator δ1 maps an edge onto the faces
which are incident to this edge, δ0 maps a vertex onto
the edges emanating from it etc. With the coboundary
operator one can define a cocycle space Zi = Ker(δi) and
a coboundary spaceBi = Im(δi−1). For qubits associated
with i-simplices, the generators of Bi will correspond to
the X-checks and the generators of the ith cohomology
group Hi(M,Z2) = Zi/Bi are the logical X operators.
For the toric code one has i = 1 and so the X-checks
correspond to the generators of B1, which are obtained
from taking the edges incident to a vertex, hence the star
operators.
For the toric code it is easy to verify that the logical
operators and the checks are all mutually commuting.
For a general homological CSS quantum code, this essen-
tial property comes about from the fact that δi = ∂
T
i+1
(where T is matrix transposition if we view these linear
maps as matrices acting on a finite-dimensional space).
Then Bi = Im(δi−1) = Im(∂Ti ) = (Ker(∂i))
⊥ = Z⊥i (and
similarly Bi = (Z
i)⊥). As Bi ⊆ Zi, the spaces Bi and Bi
will be orthogonal, so the check operators all commute
and Bi = Z⊥i implies that the X-checks commute with
the logical Z etc.
Thus in general the ith homology groups Hi(M,Z2)
and cohomology groups Hi(M,Z2) and their dimensions
dim(Hi) = dim(H
i) determine the number of logical
qubits and also the character of the logical operators,
meaning the dimensionality of their support (one-
dimensional string-like or two-dimensional surface-like
etc).
Instead of using the coboundary operator, one can
also consider the dual of a simplicial complex of a
n-dimensional manifold. Going to the dual means that
an i-simplex is mapped onto a n − i-simplex, i.e. in
two-dimensions a vertex becomes a face, while in three
dimensions a vertex becomes a 3-simplex. For the toric
code, a face (2-simplex) thus gets mapped onto a vertex
(0-simplex) and vice-versa and edges (1-simplices)
remain the same. In order to obtain the X-check
operators and the logical X, we can define boundary
operators on the dual lattice. If we associate qubits
with i-simplices on the primal lattice, the boundary
space Bdualn−i generates the X-checks and H
dual
n−i (which
is isomorphic to Hi) is generated by the logical X
operators.
We can illustrate the construction with the 3D and
the 4D toric codes defined on cubic lattices with periodic
boundaries in all directions so that one has a 3-torus T 3
and a 4-torus T 4 respectively. For the 3D toric code
(Castelnovo and Chamon, 2008) the 3D cubes are the
3-simplices, their faces are the 2-simplices and we asso-
ciate the qubits with the 1-simplices or edges. For the
3D toric code, Im(∂2) is generated by the four-qubit Z-
plaquette operators in xy, xz and yz-planes. The logical
Z operators are elements in H1(T
3,Z2), the three non-
contractible Z-loops around the 3-torus.
If we take the boundary of the boundary of a 3D cube,
i.e. apply the map ∂2 ◦ ∂3 on the cube we get 0. This
implies that product of Z plaquettes which make up
the boundary of the cube has no support on the edges,
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in other words the product of these stabilizer checks is
I. This is a local linear dependency or a redundancy
among the stabilizer checks which ensures that for any
X error, the Z-checks which are non-trivial form a
connected string. To see this note that if one plaquette
of the cube has nontrivial eigenvalue −1, some other
plaquette of this cube must also have −1 eigenvalue
as the product of all plaquettes which make up the
cube is always I. We can also understand this property
as a Gauss’ law for Z2-charges: Z2 flux-lines (lines of
nontrivial syndromes) form closed loops which have no
sources/do not terminate. This kind of redundancy is
not present for the two-dimensional toric or surface code
as no set of edges is the boundary of a boundary. We will
discuss in Sections III.D and III.E how this redundancy
and the lack thereof plays a role in the complexity of
(locally) decoding and the question of self-correction
and finite-temperature topological order.
Let us consider the X-checks of the 3D toric code. The
X-checks can be obtained from the coboundary operator
δ0 (taking Im(δ0)) which maps a vertex on the set of 6
edges emanating from this vertex. Hence the X-check is
a star operator centered on a vertex acting on 6 qubits.
The logical X operators are elements in H1(T 3,Z2). i.e.
they are a xy-oriented, yz-oriented or xz-oriented planes
of Xs on the dual lattice.
We can observe that as the edges (1-simplices) become
faces (3 − 1-simplices) on the dual lattice, one does not
have a local linear dependency for the X-checks, as the
faces are only the boundary of some three-dimensional
objects and never the boundary of a boundary.....
One thus needs to go to four dimensions in order for
there to be a local linear dependency for both X and
Z-checks. In the 4D toric code we associate qubits with
the faces of a four-dimensional cubic lattice. Each X-
check is associated with an edge such that the X-check
acts on the qubits on the 6 faces which touch the edge
(elements of Im(δ1)). Similarly, the Z-checks are ob-
tained as Im(∂3), i.e. as the collections of faces which
forms the boundary of a three-dimensional cube. Hence
the Z-check also acts on 6 qubits. The logical opera-
tors are associated with (co)homology groups H2(T
4,Z2)
which has rank 6, so the code encodes 6 logical qubits,
and H2(T 4,Z2) ' H2(T 4,Z2). Now both X and Z
checks have a local linear dependency, as ∂3 ◦ ∂4 = 0
(the boundary of a four-dimensional cube is a collec-
tion of three-dimensional cubes which has no boundary)
and δ1 ◦ δ0 = 0. Both logical operators are surface-like
(have a two-dimensional support) as they are elements in
H2(T
4,Z2).
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FIG. 7 (Color Online) Surface code on a L × L lattice. On
every edge of the (black) lattice there is a qubit, in total
L2 + (L− 1)2 qubits (depicted is L = 8). Two types of local
parity checks, As and Bp, each act on four qubits, except at
the boundary where they act on three qubits. The subspace of
states which satisfy the parity checks is two-dimensional and
hence represents a qubit. Z is any Z-string connecting the
north to the south boundary, which is referred to as ‘rough’,
while X is any X-string connecting the east to west ‘smooth’
boundary running through vertices of the dual lattice.
B. Quantum Error Correction with the Surface Code
We first consider how quantum error correction can
take place for the surface code assuming that the parity
check measurements are noise-free. If a single X error
occurs on an edge in the bulk of the system, then the
two plaquette operators next to it will have eigenvalue
−1. The places where these plaquette eigenvalues are
−1 are sometimes called defects. A connected string of
X errors will produce only two defects at its boundary.
If the X error rate p per qubit is sufficiently small, one
obtains a low density of close-by defects. Such errors
are correctable as defects can be locally paired without
much ambiguity. As we know, inferring an error E′
which differs from the real error E by only stabilizer
operators (plaquette operators in this case) is harmless.
Here it means that we decode correctly as long as E′E
does not form an X-string (X) which goes from one
smooth boundary to the other smooth boundary. For
sufficiently low rate, the operators E′E will instead form
small closed loops which are products of check operators.
From this picture it may be intuitively clear that there
should be a finite asymptotic threshold pc for noise-free
error correction.
For the bulk system the error syndrome thus gives us
the location of the defects. A minimum-weight decod-
ing algorithm then corresponds to finding a minimum-
weight error string E(X) which has these defects as end-
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points. This decoding algorithm can be implemented us-
ing Edmond’s minimum-weight matching (Blossom) al-
gorithm (Edmonds, 1965). Open-source software Auto-
tune has been developed specifically for surface code de-
coding (Fowler et al., 2012b) and is available on GitHub.
We should note that at the boundary of the lattice an
error can produce a single defect: in a minimum-weight
matching decoder one can match these defects with a pos-
sible ghost defect beyond the boundary. In (Fowler et al.,
2012) it was demonstrated empirically that the number of
steps in the minimum-weight matching algorithm scales
as O(L2) per round of error correction.
Ideal decoding is not minimum weight decoding, but
maximum-likelihood decoding as described in Section
II.B.1. As we argued in Section II.B.1, one can esti-
mate the maximally-achievable threshold pc with any de-
coder by relating the maximum likelihood decoding prob-
lem to a phase transition of a classical Hamiltonian with
quenched-disorder. For the surface code this Hamiltonian
is the 2D random-bond Ising model (Dennis et al., 2002;
Wang et al., 2003). Assuming noise-free parity checks
and independent X errors with probability p, the critical
value has been numerically estimated as pc ≈ 11% (Den-
nis et al., 2002). For a depolarizing noise model with
error probability p, this threshold has been shown to in-
crease to pc ≈ 18.9% in the numerical study in (Bombin
et al., 2012a).
These thresholds for independent X errors or depo-
larizing noise are extremely high as they come close
to what one can achieve by using random codes as is
expressed by the Hashing bound. The Hashing bound
for a depolarizing channel equals 1 − Hdepol(p) where
Hdepol(p) is the Shannon entropy of the depolarizing
channel, Hdepol(p) = −(1 − p) log2(1 − p) − p log2(p/3).
This bound equals 0 at pc ≈ 18.9%.
This picture gets modified when the parity checks are
inaccurate. A simple way to model noisy parity checks
is to assign a probability q for the parity check outcome
to be inaccurate while in between the parity checks
qubits undergo X and Z errors with probability p as
before. In practice, one would expect the parity check
measurements to induce some correlated errors between
the qubits of which we take the parity. For example,
for the parity Z-check one may expect additional qubit
dephasing if more information than merely the parity is
read out.
As the parity check measurements are no longer
reliable, one needs to change their use as an error record.
For example, a single isolated defect which appears for
a few time-steps and then disappears for a long time
is likely to be caused by a faulty parity measurement
outcome instead of an error on the data qubits. The
strength of topological codes for sufficiently large L (as
compared to using small codes and code concatenation)
is that noisy parity checks can be dealt with by repeating
their measurement as the additional noise which the
parity checks produce on the code qubits is local and, at
sufficiently low rate, correctable.
Both minimum weight decoding and maximum like-
lihood decoding can be generalized to the noisy par-
ity check measurement setting. We extend the lattice
into the third (time) dimension (Dennis et al., 2002), see
Fig. 8. Vertical links, corresponding to parity check mea-
surements, fail with probability q while horizontal links
fail with probability p. In minimum weight decoding the
goal is now to find a minimum weight error E which has
vertical defect links, where the parity check is −1, as its
boundary, see Fig. 8. When we match the defects in 3D
we obtain an inferred error E′ which can have a vertical
time component (corresponding to a measurement error)
as well as horizontal space components (corresponding to
qubit errors). We can visualize the difference between er-
rors E which get properly corrected and errors for which
decoding fails, by considering E′E. When error correc-
tion succeeds, E′E is a trivial loop in the 3D lattice, but
decoding fails when E′E is some non-trivial space-time
loop which winds around the torus (or for the surface
code which connects the proper two boundaries).
If the parity check measurements are ongoing, one
needs to decide how long a time-record to keep in which
one matches defects in the time-direction; this length de-
pends on the failure probability q. In the simple case
when q = p the record length is taken as L (Wang et al.,
2003).
An analytical lower bound on the noise threshold for
q < p is derived in (Dennis et al., 2002) with the value
pc ≥ 1.1%. Numerical studies in (Wang et al., 2003)
(using minimum weight-decoding) show a threshold of
pc ≈ 2.9% for p = q.
If we assume that the parity check measurement er-
rors are due to depolarizing noise on all elementary gates,
measurement and preparations with depolarizing proba-
bility p, (Raussendorf et al., 2007) finds a threshold of
0.75%. Below the noise threshold the logical error rate
p(p, L) ∼ exp(−κ(p)L) where κ(p) ≈ 0.8−0.9 at p = pc/3
(Raussendorf et al., 2007; Wang et al., 2003). (Wang
et al., 2010) even estimates the depolarizing noise thresh-
old to be in the range of 1.1−1.4%. All these results have
been obtained for toric codes, assuming periodic bound-
ary conditions: one may expect results to be somewhat
worse for surface codes (Fowler, 2013a).
These results indicate that the surface code, even with
noisy parity check measurements, has a very high thresh-
old as compared to other coding schemes, see e.g. those
studied in (Cross et al., 2009b) 15. A practically relevant
15 One has to be careful in comparing noise threshold values across
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question is how much overhead L is needed before one is
in the scaling regime where the pseudo-threshold is close
to the asymptotic threshold pc(L) ≈ pc?
The pseudo-threshold for a small code such as
[[13, 1, 3]] is very tiny, certainly no higher than 0.1%. Us-
ing the results in (Fowler, 2013a), one can estimate that
the [[25, 1, 4]] (L = 4) surface code has a pseudo-threshold
(defined by p = ApL/2 with A = AX , AZ given in Table I
in (Fowler, 2013a)) of approximately 0.2% and [[61, 1, 6]]
has a pseudo-threshold of approximately 0.7%. Thus
with a depolarizing error rate p = 5×10−4 [[25,1,4]] gives
a logical X or Z error rate pX ≈ pZ ≈ Ap2 ≈ 1 × 10−4
which is barely lower than the bare depolarizing rate.
Even though small surface codes have worse performance
than large codes they could still be used as testbeds for
individual components and error scaling behavior.
FIG. 8 Picture from (Dennis et al., 2002): 1D cross-section
of the lattice in space, and time. Grey links correspond to
non-trivial −1 syndromes. Errors which could have caused
such a syndrome are represented by black links. Horizontal
black links are qubit errors while vertical black links are parity
check measurement errors. Note that a possible error E has
the same boundary as the gray defect links: a likely error E
(in the bulk) can be found by looking for a minimum-weighted
matching of the end-points of the gray links.
Minimum-weight decoding with Edmonds’ matching
algorithm is a good decoding method if our goal is to
realize a quantum memory (with or without encoded
Clifford group operations). As one never needs to phys-
ically do any correction (see the notion of Pauli frame
discussed in Section II.G), the measurement record can
be stored and the data record can be processed at leisure
and used to interpret a final MX or MZ measurement on
the qubits. The realization of such quantum memory will
require that the record of parity check measurements is
publications as slightly different methods, noise model, decoding
strategy, code usage can impact the results.
obtained at sufficiently high rate compared to the error
rate, since a low rate stroboscopic picture of the defects
(even if they are obtained perfectly) could potentially
miss the occurrence of a logical error. In (Fowler et al.,
2012a) the authors propose a 200 nanosec surface code
cycle time (based on a 10-100 nanosec elementary gate
time) meaning that every 200 nanosec both X and Z
parity check measurements over the whole lattice are
executed.
Researchers have developed potentially more efficient
renormalization-group decoders (Bravyi and Haah,
2013; Duclos-Cianci and Poulin, 2014) which process
the defects using parallel processing over the 2D or
3D lattice in time O(logL) (not taking into account a
finite speed of communication). The idea of the simple
decoder in (Bravyi and Haah, 2013) which works for any
D-dimensional stabilizer code is to recursively match
defects locally. For a 2D surface code with perfect
parity check measurements, one starts by dividing up
the defect record into local clusters of O(1) size. In
each cluster the algorithm tries to find a local error
which removes the defects. If a cluster contains a single
defect for example, then no such local error can be
found. Thus the next step is to enlarge the linear size
of the cluster by a factor of 2 and reapply the same
procedure on the leftover defect record. The decoder
stops when no more defects are present or when one
has a reached a certain maximum number of iterations
r = O(logL). For the toric code with perfect parity
checks, (Bravyi and Haah, 2013) has obtained a noise
threshold of pc = 6.7% using this RG decoder while
the RG decoder in (Duclos-Cianci and Poulin, 2010)
achieves 9% (minimum-weight decoding via matching
gives 10.3%).
As we mentioned before, there are various ways in
which we can encode multiple qubits in the surface code
and do a logical Hadamard and CNOT gate. The sim-
plest method is to encode multiple qubits in multiple sep-
arate sheets (as in Fig. 7) laid out next to each other in a
2D array as in Fig. 12. Using operations on a single sheet
one can do a logical Hadamard gate, Section III.B.2. A
CNOT between qubits in separate sheets can be real-
ized using the idea of lattice surgery in which sheets are
merged and split as proposed in (Horsman et al., 2012).
The important point of doing a CNOT and Hadamard
gate using these code deformation methods is that their
implementation does not affect the surface noise thresh-
old as error correction is continuously taking place dur-
ing the implementation of the gates and the single qubit
noise-rate is not substantially changed. In addition, the
realization of these gates does not require a large over-
head in terms of space, meaning additional qubits, but
the gates do require some overhead in time, as compared
to transversal or constant-depth gates.
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Another method of encoding qubits is to have one sheet
for all qubits in the computation such that logical qubits
are represented by holes in the lattice, see Section III.B.4.
Given this encoding, it is possible to disconnect and then
deform the encoding of a single qubit so that it becomes
a single disconnected sheet (see details in (Fowler et al.,
2012a)) on which we can do the Hadamard gate or do a
preparation or measurement step.
1. Preparation and Measurement of Logical Qubits
How do we prepare the surface code memory in
the states
∣∣0〉, ∣∣1〉 or |±〉? And how do we read out
information, that is, realize MX and MZ ? In order
to prepare
∣∣0〉, we initialize all elementary qubits in
Fig. 7 to |0〉 and start measuring the parity checks. The
state |00 . . . 0〉 has Bp = +1 and Z = +1 while the star
operators As have random eigenvalues ±1 corresponding
to the presence of many Z errors. Thus we choose some
correction E for these Z errors (we pick a Pauli frame):
the choice will not matter as E commutes with Z. If the
preparation of |0〉 and the parity check measurements
are noisy, one needs to measure the parity checks for a
while before deciding on a Pauli frame for both X and Z
errors. The preparation of
∣∣1〉 and |±〉 can be performed
analogously using the ability to prepare the elementary
qubits in |1〉 and |±〉 respectively. Instead of preparing
the quantum memory in one of these four fixed states,
there are also methods for encoding a single unencoded
qubit |ψ〉 into a coded state ∣∣ψ〉, see (Dennis et al., 2002;
Horsman et al., 2012). Of course, during this encoding
procedure, the qubit to be stored is not fully protected,
as the qubit starts off in a bare, unencoded state.
A projective destructive measurement in, say, the∣∣0〉, ∣∣1〉-basis (MZ) proceeds essentially in reverse order.
One measures all qubits in the Z-basis. Using the past
record of parity Z-check measurements and this last mea-
surement, one infers what X errors have taken place and
corrects the outcome of Z = ±1 accordingly.
2. Hadamard Gate
Consider doing a Hadamard rotation on every ele-
mentary qubit on a sheet encoding one logical qubit.
The resulting state is a +1 eigenstate of the Hadamard-
transformed parity checks HAsH
† (and HBpH†) which
are the plaquette Z-check (resp. the star X-check) of
the code Sdual defined on the dual lattice. The dual
lattice is defined by placing a vertex on each plaquette
in Fig. 7 and connecting these vertices by edges on
which the qubits are defined. On the dual lattice the
rough and smooth boundaries are thus interchanged so
that the lattice (code) is effectively rotated by 90◦. The
Hadamard gates map Z onto Xdual and X onto Zdual.
We have thus performed a Hadamard transformation
but we have also rotated our code. In principle one can
work with this rotated code as long as we can connect
the qubits of another, say, non-rotated sheet, with this
rotated sheet via some long-range interactions. However,
it is more practical if we rotate the code back to its
initial orientation. The original procedure described
in (Dennis et al., 2002) shows how by a sequence of
ancilla preparations at the boundaries and local CNOT
gates one can modify the boundaries so that a rough
boundary becomes smooth again and vice versa. In
this procedure one removes qubits from the code at the
west and south boundary and one add qubits at the
north and east boundary so that the lattice is effectively
shifted upwards. Instead of doing CNOT gates one can
add ancilla qubits and immediately measure the new
plaquette and star operators. What is important is that
this rotation over 90 degrees can only be done gradually,
in O(L) steps as is sketched in Fig. 9 so that the
distance between two rough boundaries or two smooth
boundaries remains L (so as to protect the encoded
qubit). The overall shift of the lattice can be repaired
by either swapping qubits in the SW direction or just
by keeping the shifted lattice and making sure other
sheets connect to qubits on the shifted sheet. It means
that some flexibility/non-locality in coupling structure
is required at these boundaries.
It is simple to show that the Hadamard gate for the
surface code requires a quantum circuit of depth scaling
with L. For the Hadamard gate we have HXH = Z
and HZH = X and X and Z are the strings going from
boundary to boundary. Imagine H implemented by a
constant-depth circuit; it implies that HZH is a fattened
(by some constant factor) string going from the north to
south boundary in Fig. 7. The original Z was any string
going from the north to south boundary and hence it is
simple to see that the operator HZH will commute with
the original Z and therefore HZH cannot be the logical
X operator. This argument only fails when the depth
of the circuit is of order L so that the string might be
completely spread over the lattice.
3. CNOT gate via Lattice Surgery
This construction for the logical CNOT gate is based
on the circuit in Fig. 10 which implements the CNOT
gate through 2-qubit parity measurements, originally
described in (Gottesman, 1999a). In the dislocation
encoding of (Hastings and Geller, 2014) this quantum
circuit is similarly used to reduce a CNOT to the
measurement of logical XX and ZZ operators. For
the dislocation encoding of (Hastings and Geller, 2014)
one also has the ability to measure the logical ZX and
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FIG. 9 Sketch of the Hadamard gate on a sheet which en-
codes a single logical qubit as in Fig. 7, see also (Horsman
et al., 2012). After doing a Hadamard gate on each qubit, the
rotated code lattice is gradually rotated back to its original
orientation by adding and taking away qubits and stabilizer
checks at the boundaries.
Y Z, that is, any product of two logical Pauli operators.
One can then observe that any single (logical) qubit
Hadamard H gate or the S gate (SXS† = Y ) can be ab-
sorbed into either the following logical single-qubit Pauli
measurement (if the logical qubit is to be measured)
or a modified two-qubit logical Pauli measurement of
a CNOT gate. This implies that in such a scheme
executing such gates does not cost any additional time.
To verify the CNOT circuit one can consider the evolu-
tion of the input |c〉1|0〉2|t〉3 for bits c = 0, 1 and t = 0, 1
explicitly (here 1 denotes the top qubit in the Figure).
For MXX = +1, we have a bit bxx = 0 and MXX = −1
corresponds to bxx = 1 etc. We have the overall evolution
|c〉1|0〉2|t〉3 → |c〉1Zbx2 |+〉2Zbxx3 Xbzz3 |c⊕ t〉3. (9)
We observe the logic of the CNOT gate on qubits 1 and 3
in addition to corrective Pauli’s Zbxx3 X
bzz
3 which depend
on the outcomes bxx and bzz of the measurements MXX
and MZZ respectively. The measurement MX on the
second qubit ensures that no information leaks to that
qubit so that the CNOT gate properly works on any
superposition of inputs.
This circuit identity implies that we can realize a log-
ical CNOT gate if we have the capability of projectively
measuring the operators X ⊗X and Z ⊗Z of two qubits
encoded in different sheets. The capability to prepare
a sheet in
∣∣0〉 and the measurement MX was discussed
before. The realization of such joint measurement, say,
X⊗X is possible by temporarily merging the two sheets,
realizing the measurement and then splitting the sheets
as follows. Consider two sheets laid out as in Fig. 11
where a row of ancillary qubits is prepared in |0〉 be-
tween the sheets. We realize a rough merge between the
sheets by including the parity checks, plaquette and star
operators, at this boundary. If the parity check measure-
ments are perfect, the new weight-4 plaquette Z-checks
have +1 eigenvalue as the ancilla qubits are prepared in
|0〉. The 4 new star boundary checks have random ±1
eigenvalues subject to the constraint that the product of
these boundary checks equals the product of Xs of the
two sheets. Hence a perfect measurement would let us
do a X ⊗X measurement. As the parity check measure-
ments are imperfect, one needs to repeat the procedure
in the usual way to reliably infer the sign of X ⊗X.
We are however not yet done as we wish to realize a
projective X ⊗ X measurement on the qubits encoded
in two separate sheets. This means that we should split
the two sheets again: we can do this by reversing the
merge operation and measure the ancillary qubits in the
Z-basis and stop measuring the 4 boundary X-checks.
Again, if the parity check measurements are perfect, the
eigenvalues of the plaquette Z-checks at the boundary
of both sheets will take random values, but both are
correlated with the outcome of the Z-measurement on
the ancillary qubits. Hence the individual X eigenvalues
of the separate sheets may be randomized, but they
are correlated so that X ⊗ X remains fixed. Similarly,
a smooth merging and splitting (as between qubits C
and INT in Fig. 12) with the ancillary qubits prepared
and measured in the X-basis accomplishes a Z ⊗ Z
measurement.
MZZ
|0〉
MXX
H =
•
FIG. 10 CNOT via 2-qubit quantum measurements. Here
MXX measures the operator X ⊗X etc. The ancilla qubit in
the middle is discarded after the measurement disentangles it
from the other two input qubits. Each measurement has equal
probability for outcome ±1 and Pauli corrections (not shown,
see Eq. (9)) depending on these measurement outcomes are
done on the output target qubit.
The procedure for a CNOT in Fig. 12 then consists of:
first a preparation of the INT qubit in
∣∣0〉, then a rough
merge and split of qubits T and INT followed by a smooth
merge and split between qubits INT and C followed by a
final MX measurement of qubit INT.
4. Topological Qubits and CNOT via Braiding
A different way of encoding multiple qubits and
realizing a CNOT gate was first proposed in (Bombin
and Martin-Delgado, 2009; Raussendorf et al., 2007). In
this method one considers a single sheet for the whole
computation in which holes are made which encode
logical qubits. By moving holes around, or ‘deforming
the stabilizer’, one can execute a CNOT gate. This
method is also the one that is analyzed in (Fowler
et al., 2012a) with the goal of giving a detailed overview
of the procedures and practical space-time overhead.
One possible disadvantage of this method is that it
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FIG. 11 (Color Online) Picture from (Horsman et al., 2012):
two sheets (with (blue) qubits on the edges) are merged at
their rough boundary by placing a row of (pink) ancilla qubits
in the |0〉 state at their boundary and measuring the parity
checks of the entire sheet. For a similar smooth merge, the
ancillary qubits in between the two sheets are prepared in the
|+〉 state, see the INT and C sheets in Fig. 12.
FIG. 12 (Color Online) Picture from (Horsman et al., 2012):
using an ancilla (INT) qubit sheet we can do a CNOT between
the control (C) and target sheet (T) by a sequence of mergings
and splittings between the sheets.
has an additional qubit overhead. A distance-3 smooth
hole qubit (see the description below) costs many
more than 13 physical qubits. A detailed comparative
overhead analysis has not yet been performed between
the separate sheet layout+lattice surgery scheme and
this scheme.
In order to see how to encode multiple qubits, we start
with a simple square sheet with all smooth boundaries
which encodes no qubits, Fig. 13(a) 16. To encode qubits
one makes a hole in the lattice, that is, one removes
16 On a L × L lattice there are 2L(L + 1) qubits, L2 + (L + 1)2
stabilizer checks and one linear dependency between the star
operators, hence zero encoded qubits.
some checks from the stabilizer S. This is a change in
topology which affects the code space dimension. In
stabilizer terms: when we remove one plaquette, say,
Bp∗ for some p∗ from the stabilizer S, then Bp∗ is
no longer an element in S but still commutes with S,
therefore Bp∗ is a logical operator. The matching logical
operator which anti-commutes with it starts at the hole
and goes to the boundary. This encoded qubit has poor
distance namely d = 4 as Bp∗ is of weight 4. We can
modify this procedure in two ways such that logical
qubits have a large distance and its logical operators do
not relate to the boundary. The particular choice of log-
ical qubits will allow one to do a CNOT by moving holes.
To get a logical qubit with large distance we simply
make a bigger hole. We remove all, say, k2 plaquette op-
erators in a block (and all (k − 1)2 star operators acting
in the interior of this block) and modify the star opera-
tors at the boundary to be of weight 3, no longer acting
on the qubits in the interior, see Fig. 13(a). The qubits
in the interior of the block are now decoupled from the
code qubits. The procedure creates one qubit with Z
equal to any Z-loop around the hole. The X operator is
a X-string which starts at the boundary and ends at the
hole. Clearly, the distance is the minimum of the perime-
ter of the hole and the distance to the boundary. We call
this a smooth hole as the hole boundary is smooth. Of
course, we could do an identical procedure to the star op-
erators, removing a cluster of stars and a smaller subset
of plaquette operators and adapting the plaquette oper-
ators at the boundary. Such qubit will be called a rough
hole and its X operator is an X-string around the hole
(a string on the dual lattice) and Z is a Z-string to the
boundary.
r
rX
sX
Z
Z
(b)(a)
s
FIG. 13 (Color Online) (a) A smooth hole is created by re-
moving a block of plaquette operators and the star operators
acting on qubits in the interior of the block. The Z-loop
around the hole is Z while X is an X-string to the boundary.
The qubits inside the hole (4 in the picture) are decoupled
from the lattice. (b) Two smooth holes can make one smooth
qubit and two rough holes can make one rough qubit so that
moving a smooth hole around a rough hole realizes a CNOT
gate.
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In order to be independent of the boundary, we use two
smooth holes to define one smooth or primal qubit and
use two rough holes to define one rough or dual qubit as
follows. Consider two smooth holes 1, 2 and define a new
smooth qubit as
∣∣0〉
s
=
∣∣0, 0〉
1,2
and
∣∣1〉
s
=
∣∣1, 1〉
1,2
.
For this smooth qubit s we have Zs = Zi, i = 1, 2
(we can deform Z1 into Z2 by plaquette operators) and
Xs = X1X2 which we can deform to an X-string which
connects the two holes, see Fig. (13)(b). The distance
of this smooth qubit is the minimum of the distance be-
tween the holes and the perimeter of one of the holes
(assuming the boundary is sufficiently far away). Simi-
larly, we can create a rough qubit by taking two rough
holes and defining∣∣0〉
r
=
1√
2
(∣∣0, 0〉
3,4
+
∣∣1, 1〉
3,4
)
,∣∣1〉
r
=
1√
2
(∣∣0, 1〉
3,4
+
∣∣1, 0〉
3,4
)
.
With this choice Xr is the loop X3 (or equivalently
X4) while Zr = Z1Z2 is equivalent to the Z-string
connecting the holes.
Imagine moving one smooth hole around a rough hole
as in Fig. 13(b). After the move, the X-string connecting
the smooth holes will additionally go around the rough
hole enacting the transformation Xs → Xr ⊗ Xs. This
can be understood by noting that an X-string with
some endpoints a and b which loops around a rough
hole is equivalent (modulo stabilizer operators) to an
X-loop around the rough hole disconnected from a direct
X-string between the endpoints a and b. Similarly, the
Z-string Zr connecting the rough holes will, after the
move, wind around the smooth hole, leading to the
transformation Zr → Zs ⊗ Zr. The loops Zs and Xr
are not changed by the move. This action precisely
corresponds to the action of a CNOT with smooth qubit
as control and rough qubit as target 17.
The ability to do a CNOT with a smooth qubit as
control and a rough qubit as target qubit seems limited
as all such gates commute. However one can use the
one-bit teleportation circuits in Fig. 5 to convert a
smooth qubit into a rough qubit and a rough qubit into
a smooth qubit, using only CNOTs with smooth qubits
as controls. We have already shown how to realize the
other components in the one-bit teleportation circuit
such as MX and MZ . Thus by composing these circuits
we can do a CNOT between smooth qubits alone (or
17 The action of the CNOT in the Heisenberg representation is Xc⊗
It → Xc ⊗ Xt, Ic ⊗ Xt → Ic ⊗ Xt, Zc ⊗ It → Zc ⊗ It and
Ic ⊗Zt → Zc ⊗Zt where Xc (Xt) stands for Pauli X on control
qubit c (target qubit t).
rough qubits alone).
How is the braiding done using elementary gate op-
erations? The advantage of realizing topological gates
in stabilizer codes (as opposed to braiding of Majorana
fermions or non-Abelian anyons in quantum Hall sys-
tems) is that braiding can be realized by changing where
we measure the parity checks, or deforming the code. For
example, one can enlarge the hole in Fig. 13 to include,
say, 2 more plaquettes and 3 more qubits in the inte-
rior. We stop measuring those two plaquette checks and
the star checks in the interior, modify the star boundary
measurements and measure the qubits in the interior in
the X-basis. The modified weight-3 boundary checks will
have random ±1 eigenvalues as their previous eigenstates
were perfectly entangled with the qubits in the interior.
This corresponds to a high Z-error rate around the modi-
fied boundary. By repeating the measurement to increase
the confidence in their outcome one can correct these Z-
errors, but of course we may partially complete a Z-loop
this way. The protection against a full Z-loop around
the hole is thus provided by the part of the hole boundary
which remains fixed.
This implies that the hole can safely be moved and
braided in the following caterpillar manner. One first
enlarges the hole (while keeping its ‘back-end’ fixed
providing the protection) so that it reaches its new
position (“the caterpillar stretches out the front part
of its body to a new position”). In terms of parity
check measurements it means that from one time-step
to the next one, one switches from measuring the small
hole to the large hole parity checks. Due this extension
errors will occur along the path over which the hole is
moved and if error correction is noisy we should not act
immediately to infer the new Pauli frame, but repeat
the new check measurements to make this new frame
more robust. Then as a last step, we shrink the hole to
its new position and corroborate the new measurement
record by repetition (”the caterpillar brings its rear-end
next to its front-end again”). In (Fowler et al., 2012a)
Figs. 19-23 depict the enlargement of the hole and
its subsequent shrinkage and its effect on the logical
operators.
Alternatively, one can move the hole by a sequence of
small translations, so that the hole never becomes large.
The speed at which the hole can then be safely moved is
determined by the time it takes to establish a new Pauli
frame (eliminate errors) after a small move. Details of
hole moving schemes are discussed in e.g. (Fowler et al.,
2012a, 2009).
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C. Different 2D Code Constructions
In this section we discuss a few 2D quantum codes
which are variations of the surface code. These codes
may have advantages over the surface code depending
on physical hardware constraints. These codes are two
competitive examples of 2D subsystem codes, as well as a
surface code using harmonic oscillators instead of qubits.
1. Bacon-Shor Code
An interesting family of subsystem codes are the
Bacon-Shor codes (Bacon, 2006). For the [[m2, 1,m]]
Bacon-Shor code the qubits are laid out in a 2D m ×m
square array, see Figs. 2 and 14. The stabilizer par-
ity checks are the double Z-column operators Z||,i for
columns i = 1, . . .m − 1 and double X-row operators
X=,j for rows j = 1, . . .m− 1.
It is also possible to work with asymmetric Bacon-Shor
codes with qubits in an n×m array. Asymmetric codes
can have better performance when, say, Z errors are more
likely than X errors (when T2  T1), see (Brooks and
Preskill, 2013). The gauge group G (see Section II.C) is
generated by weight-2 vertical XX links and horizontal
ZZ links and contains the parity checks. The bare logical
operators (which commute with G but are not in S) are
the single Z-column Z and a single X-row X.
E
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(a)
Z
Z
Z
Z
Z
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FIG. 14 (Color Online) (a) [[16, 1, 4]] Bacon-Shor code with
X, a row of Xs, and Z, a column of Zs. The stabilizer gen-
erators are double columns of Zs, Z||,i (one is depicted) and
double rows of Xs, X=,j .(b) Decoding for X errors (or Z er-
rors in the orthogonal direction). Black dots denote the places
where the double column parity checks Z||,i have eigenvalue
−1 (defects). The X error string E has X errors in the fat-
tened (red) region and no errors elsewhere and Ec is its com-
plement. Clearly the string E has lower weight than Ec and
is chosen as the likely error.
Consider the correction of X errors sprinkled on the
lattice, assuming for the moment that the parity check
measurement of Z||,i is noise-free. For each column we
X987
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FIG. 15 (Color Online) (a) In order to measure the XX and
ZZ operators one can place ancilla qubits (open dots) in be-
tween the data qubits. Such ancilla qubit interacts with the
two adjacent data qubits to collect the syndrome. (b) Alter-
natively, to measure Z||,i one can prepare a 3-qubit entangled
cat state 1√
2
(|000〉+|111〉) ((green) vertical line of dots) which
interacts locally with the adjacent system qubits. X=,1 could
be measured by preparing a cat state for the ancilla qubits
placed at, say, the horizontal line of (red) dots. The ancilla
qubits at the open dots can be used to prepare the cat states.
note that an even number of X errors is a product of
the vertical XX gauge operators and therefore does
not affect the state of the logical qubit. This means
that per column only the parity of the number of X
errors is relevant. The double column operator Z||,i
determines whether this parity flips from column i to
column i + 1. The interpretation of the eigenvalues of
Z||,i is then the same as for a 1D repetition code (or
1D Ising model) with parity checks ZiZi+1. Double
columns where Z||,i ≡ ZiZi+1 = −1 are defects marking
the end-points of X-strings (domain walls in the 1D
Ising model). Minimum-weight decoding is very simple
as it corresponds to choosing the minimum weight
one between two possible X-error strings: E or the
complement string Ec which both have the faulty double
columns defects as end-points, see Fig. 14(b). The
code can thus correct all errors of weight at most bm2 c
for odd m. Higher-weight errors can also be corrected
as long they induce a low density of defects on the
boundary. Note however that the number of syndrome
bits scales as m whereas the number of errors scales
with m2. This means that in the limit m → ∞ the
noise-free pseudo-threshold pc(m) → 0 as the fraction
of uncorrectable errors will grow with m. So, how do
we choose m in order to minimize the logical error rate
p(p,m)? In (Napp and Preskill, 2013) the authors find
that the optimally-sized Bacon-Shor code for equal X
and Z error rate p is given by m = ln 24p and for that
optimal choice they can bound the logical X (or Z) error
rate as p(p) . exp(−0.06/p).
How does acquire the non-local parity check values?
One can either measure the XX and ZZ gauge operators
and use this information to get the eigenvalues of X=,i
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and Z||,j , or one measures the parity checks directly. The
first method has the advantage of being fully local: the
ancilla qubits for measuring XX and ZZ can be placed
in between the data qubits, see Fig.15(a). In the second
method we can prepare an m-qubit cat state (Shor er-
ror correction), see e.g. (Brooks and Preskill, 2013). We
could measure Z||,1 using the circuit in Fig. 1(a) with
a single ancilla qubit in the |+〉 state and controlled-
phase gates (CZ) gates. However, a single X error on
the ancilla qubit can feed back to the code qubits and
cause multiple Z errors making the procedure non fault-
tolerant. In addition, the interaction between the ancilla
qubit and the code qubits is non-local. Instead, we en-
code the ancilla qubit |+〉 using the repetition code, i.e.
we prepare the m-qubit cat state 1√
2
(|00 . . . 0〉+|11 . . . 1〉)
such that a CZ-gate acts between one cat qubit and one
code qubit. The m-qubit cat state, which itself is stabi-
lized by ZiZi+1 and X1 . . . Xm, can be made by preparing
|+〉⊗m and measuring ZiZi+1 using local ancilla qubits.
The ZiZi+1 eigenvalues are recorded to provide the Pauli
frame. In (Brooks and Preskill, 2013) further details of
this scheme are given, including estimates of the noise
threshold for asymmetric Bacon-Shor codes which shows
that the Bacon-Shor codes may be competitive, depend-
ing on further detailed numerical analysis, with the 2D
surface code.
Consider now the first method of directly measuring
XX and ZZ: what happens when the local XX and ZZ
checks are measured inaccurately? The good news is this
only causes local errors on the system qubits. The bad
news is that if the measurement outcome of, say, XX
has some probability of error q, then the error proba-
bility for a nonlocal stabilizer check X=,i will approxi-
mately be mq. This is a disadvantage of the Bacon-Shor
code. Researchers (Aliferis and Cross, 2007; Brooks and
Preskill, 2013) have sought to improve the fault-tolerance
of the parity check measurements by replacing the prepa-
ration of simple single qubit ancillas by fault-tolerant
ones (methods by Steane and Knill). In (Aliferis and
Cross, 2007) a best noise-threshold of pc ≈ 0.02% was nu-
merically obtained for the (concatenated) [[25, 1, 5]] code.
(Napp and Preskill, 2013) have considered an alternative
way of making the syndrome more robust, namely by
simple repetition of the XX and ZZ measurements and
a collective processing of the information (as is done for
the surface code). We can view the effect of repetition
as extending the 1D line of defects to a 2D lattice of de-
fects, as in Fig. 8, so that minimum weight decoding cor-
responds to finding a minimum weight matching of defect
end-points. The error rate for vertical (black) links rep-
resenting the parity check errors scales with m while the
error rate for horizontal links (when one column has an
even and the other column has an odd number of errors)
scales, for low p, also with m.
In (Napp and Preskill, 2013) the authors estimate that
the optimal size for the Bacon-Shor code is then m ≈
0.014/p and that for this choice, the logical error rate
p(p) . exp(−0.0068/p). Hence for an error rate of p =
5 × 10−4, we can choose m = 28 giving a logical X (or
Z) error rate of p ≈ 1.25× 10−6. This does not compare
favorably with the logical error rate for the surface code
with L = 28, which, using the empirical formula p ≈
0.03
(
p
pc
)L/2
for even L in (Fowler et al., 2012a), is much
lower than 10−6.
2. Surface Code with Harmonic Oscillators
In this section we discuss whether it is possible to
encode quantum information in a 2D lattice of coupled
harmonic oscillators. We start by defining a continuous-
variable version of the surface code which encodes an
oscillator in a 2D array of oscillators. Then we discuss
how to modify this construction so that we concatenate
the qubit-into-oscillator code described in Section II.D.3
with the regular surface code and express the checks
of the surface code in terms of operators on the local
oscillators. This scheme may be of interest if the qubit
encoded in the oscillator has a sufficiently low error rate
which we want to improve upon by further surface code
encoding. For example, one can imagine a set of 2D or
3D microwave cavities each of which by itself encodes a
qubit which we couple in a 2D array.
It is possible to define a qudit stabilizer surface code,
see e.g. (Bullock and Brennen, 2007), where the elemen-
tary constituents on the edges of the lattice are qudits
with internal dimension d and the code encodes one or
several qudits. Here we will just focus on the special case
when we take d → ∞ and each edge is represented by
a harmonic oscillator with conjugate variables pˆ, qˆ. The
goal of such continuous-variable surface code is to encode
a non-local oscillator into an 2D array of oscillators
such that the code states are protected against local
shifts in pˆ and qˆ. In addition, one can imagine using
continuous-variable graph states to prepare such encoded
states and observe anyonic statistics (Zhang et al., 2008).
To get a surface code, we replace Pauli X by X(b) =
exp(2piib pˆ) and Pauli Z by Z(a) = exp(2piia qˆ) with real
parameters such that Z†(a) = Z−1(a) = Z(−a) etc. It
follows that for any two oscillators 1 and 2, we have
∀a, b, [Z1(a)Z2(−a), X1(b)X2(b)] = 0. (10)
In the bulk of the surface code lattice, a plaque-
tte operator centered at site u can be chosen as
Bu(a) = Zu−xˆ(a)Zu+xˆ(−a)Zu−yˆ(a)Zu+yˆ(−a) while
a star operator at site s is equal to As(b) =
Xs−xˆ(−b)Xs+xˆ(b)Xs−yˆ(b)Xs+yˆ(−b), see Fig. 16.
Here Zu−xˆ(a) = exp(2piia qˆu−xˆ) where qˆu−xˆ is the po-
sition variable of the oscillator at site u− xˆ (xˆ and yˆ are
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FIG. 16 (Color Online) Small example of the oscillator sur-
face code where oscillators on the edges are locally coupled
with plaquette and star operators so as to define an en-
coded oscillator with logical, non-local, displacements X(d)
and Z(c). The realization of the four-oscillator interaction
will require strong 4-mode squeezing in either position (at
plaquettes) or momenta (at stars).
orthogonal unit-vectors on the lattice). One can observe
from the Figure and Eq. (10) that Bu(a) and B
†
u(a) com-
mute with As(b) and A
†
s(b) for all a, b in the bulk and at
the boundary.
We can define Hermitian operators with real eigenval-
ues in the interval [−1, 1] as Hu(a) = 12 (Bu(a)+B†u(a)) =
cos(2pia(qu−xˆ − qu+xˆ + qu−yˆ − qu+yˆ)) and Hs(b) =
1
2 (As(b)+A
†
s(b)) = cos(2pib(−ps−xˆ+ps+xˆ+ps−yˆ−ps+yˆ)).
We now define the code space as the +1 eigenspace
of all Hu(a), Hs(b) for all a and b. It follows that
a state in the code space is a delta-function in the
positions of the oscillators around all plaquettes u,
that is, δ(qu−xˆ − qu+xˆ + qu−yˆ − qu+yˆ) for every u,
while it is a delta-function in the momenta of the oscil-
lators δ(−ps−xˆ+ps+xˆ+ps−yˆ−ps+yˆ) located at all stars s.
One can compare such highly-entangled code state
with its simpler cousin, the 2-mode EPR-state. In the
2-mode case we have two commuting operators namely
Z1(a)Z2(−a) and X1(b)X1(b) on oscillator 1 and 2. The
single state which is the +1 eigenstate of cos(2pia(q1 −
q2)) and cos(2pib(p1 + p2)) for all a, b is the two-mode
infinitely-squeezed EPR state δ(p1 + p2)δ(q1 − q2).
Unlike in the two-mode case, the oscillator surface
code space is not one-dimensional, but infinite-
dimensional as it encodes a non-local oscillator. The
operators Z(c) = exp(2piic
∑
i∈γ1 qˆi) where the path
γ1 runs straight from north to south commute with
all Hu(a), Hs(b), see Fig. 16. Similarly, we have
X(d) = exp(2piid
∑
j∈γ2 pˆj) where γ2 runs straight from
east to west. As Z(c)X(d) = e−i(2pic)(2pid)X(d)Z(c), we
can interpret Z(c) and X(d) as phase-space displace-
ments of the encoded oscillator with logical position
and momentum p =
∑
i∈γ2 pi and q =
∑
i∈γ1 qi. We
can deform these non-unique logical operators to follow
deformed paths, e.g. multiply Z(c) by Bp(c) plaquettes
(note that if we multiply by Bp(c
′) with c′ 6= c we get an
operator with the union of supports).
How would one use such a code to encode quantum
information and what protection would it offer? As
its qubit incarnation, a sufficiently-low density of inde-
pendent errors on the lattice can be corrected. For the
array of oscillators or bosonic modes, one would instead
expect that each oscillator i will independently suffer
from small dephasing, photon loss etc., that is, errors
which can be expanded into small shifts Zi(e)Xi(e
′)
with |e|, |e′|  1, see Section II.D.3. This means that
the likelihood for logical errors of the form Z(c)X(d) for
small c, d will be high which relates of course to the fact
that we are attempting to encode a continuous variable
rather than a discrete amount of information.
However, one can imagine using only a 2-dimensional
subspace, in particular the codewords of the GKP qubit-
into-oscillator code, see II.D.3 for each oscillator in the
array. One can also view this as a concatenation of
the GKP code and the surface code in which we ex-
press the surface code plaquette and star operators in
terms of the operators on the elementary oscillators
in the array. One could prepare the encoded states∣∣0〉, ∣∣1〉, |+〉, |−〉 of the surface code by preparing each
local oscillator in the qubit-into-oscillator logical states
|0〉, |1〉, |+〉, |−〉 and subsequently projecting onto the per-
fectly correlated momenta and position subspace. For
example, the state |0〉 of a local oscillator i is an eigen-
state of Sq(α) = e
2piiqˆi/α, Sp = e
−2ipˆiα and the local
Zi = e
ipiqˆi/α. This implies that after projecting onto the
space with Hu(a) = 1, Hs(b) = 1 for all a, b, it will be an
eigenstate of Z(1/(2α)) = eipi
∑
i∈γ1 qˆi/α, i.e. the encoded∣∣0〉.
3. Subsystem Surface Code
It is clear that codes for which one has to measure
high-weight parity checks are disadvantageous: it re-
quires that an ancilla qubit couples to many data qubits
through noisy gates leading to a large error rate on the
syndrome, leading in turn to a lower noise threshold.
Can we have a 2D stabilizer code which has weight-2 or
weight-3 parity checks? The answer is no: one can prove
that 2D qubit codes defined as eigenspaces of at most
3-local (involving at most 3 qubits) mutually commuting
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terms are trivial (with O(1) distance) as quantum codes
(Aharonov and Eldar, 2011). In addition any stabilizer
code with only weight-2 checks can be shown to be trivial.
Such results do not hold for subsystem codes: the
Bacon-Shor code shows that it is possible to have only
2-qubit non-commuting parity checks. However, the
Bacon-Shor code is not a topological subsystem code
as the stabilizer checks are nonlocal on the 2D lattice
and its asymptotic noise threshold is vanishing. Several
topological subsystem codes have been proposed in
which weight-2 parity checks are measured (Bombin,
2010b), but the asymptotic noise threshold for such
codes is typically quite a bit lower than for the surface
code, see e.g. (Suchara et al., 2011). The question is
whether it is possible to find a 2D subsystem code with
checks of weight less than 4 which has a noise threshold
which is similar to the surface code. Such a subsystem
code may be of high interest if it is considerably easier
to realize a weight-3 check in the physical hard-ware
than a weight-4 check.
In (Bravyi et al., 2013) a topological subsystem code
was proposed –a subsystem surface code– in which
the non-commuting parity checks are of weight-3 and
the stabilizer generators are of weight 6, see Fig. 17.
More precisely, the gauge group G is generated by the
triangle operators XXX and ZZZ, including cut-off
weight-2 operators at the boundary. The stabilizer group
S = G∩C(G) is generated by weight-6 plaquette operators
(at the boundary → weight-2 operators). By measur-
ing, say, the Z-triangles we can deduce the eigenvalues
of the Z-plaquettes which are used to do error correction.
For a L × L lattice one has a total of 3L2 + 4L + 1
qubits and 2L2 + 4L independent stabilizer generators
which gives L2 + 1 qubits. One of these qubits is
the logical qubit whose Z and X commute with all
Z and X-triangles. Similar as in the surface code, a
vertical Z-line through 2L qubits can realize Z while a
horizontal X-line realizes X. The logical operators for
the L2 gauge qubits, one for each plaquette, are pairs of
triangle operators on a plaquette generating the group G.
One can multiply, say, the vertical Z-line by Z-triangles
to become a Z which acts only on L qubits: in (Bravyi
et al., 2013) it is indeed proved that the distance of the
code is L. Note that such weight-L Z acts on the logical
qubit and the irrelevant gauge qubits.
For a code with distance L = 3 one thus needs 41
elementary qubits, substantially more than for the
surface code. Multiple qubits can be encoded in this
subsystem code by making holes as for the surface
code. One can expect that braiding and lattice surgery
methods for this code can be established in the same
way as for the surface code. The interesting feature of
this code are its relatively-high noise threshold obtained
by reduced-weight parity checks (at the price of a
bit more overhead). Decoding of stabilizer syndrome
information is done by interpreting the syndrome as
defects on a virtual lattice which can processed, similar
as for the surface code, by minimum weight matching
of defects or by RG decoding. For noise-free perfect
error correction and independent X,Z noise, the authors
report a maximum threshold of pc ≈ 7% (compare with
11% for the surface code). For noisy error correction the
threshold depends on how single errors with probability
p in the parity check circuit affect the error rate on
the virtual lattice. Modeling this effective noise-rate on
the virtual lattice, the authors find a noise threshold of
pc ≈ 0.6%.
It is not surprising that decoding for the subsystem
surface codes can be done using the decoding method
for the surface code. It was proved in (Bombin et al.,
2012b) that any 2D topological subsystem or stabilizer
code can be locally mapped onto copies of the toric code.
The upshot is that for any such code one can find, af-
ter removing some errors by local correction, a virtual
lattice with toric code parity checks and an underlying
effective error model. An example of another 2D topo-
logical subsystem code which may be analyzed this way
is a concatenation of the [[4, 2, 2]] code with the surface
code. If we use the [[4, 2, 2]] code as subsystem code then
the concatenated code has weight-2 and weight-8 check
operators. The scheme may be of interest if the weight-2
checks can be measured fast and with high accuracy.
D. Decoding and (Direct) Parity Check Measurements
One can ask whether quantum error correction for
the surface or other topological codes in D = 2 or
higher is possible by purely local means. The dissipative
correction procedure of stabilizer pumping described
in Section II.F is an example of a purely local error
correction mechanism which does not use any com-
munication. We can consider what such a mechanism
does if we apply it to the toric code discussed in III.A.
Imagine a single X error occurs. For the toric code,
such an X error is heralded by two odd-parity Z-checks,
two defects. The error can be corrected by applying
any small X-string which terminates at these defects.
However, the mechanism described in II.F which applies
an X correction at a fixed qubit for every defect, will
have the effect of moving the single X-error around
or it will create more X errors. It will utterly fail at
removing errors. In (Dengis et al., 2014) it was shown
that it is possible to use such a very, but assumed to be
perfect, local dissipative decoder to efficiently encode
a quantum state in a toric code quantum memory. In
this decoder the corrections are chosen such that the
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FIG. 17 (Color Online) Picture from (Bravyi et al., 2013):
subsystem surface code on a lattice of size L × L with L2
square plaquettes (depicted is L = 3). The qubits live on the
edges and vertices of the plaquettes and are acted upon by
weight-3 X and Z-triangle operators (which are modified to
become weight-2 operators at the boundary). The stabilizer
checks are weight 6 except at the boundary.
errors are pushed in a certain direction where they can
mutually annihilate and a simple input state determines
what state is encoded by the dissipative evolution. In
such extremely local form of dissipative error correction
there is absolutely no guarantee that the corrections
which are applied are minimum weight corrections.
It is clear that an engineered dissipative dynamics
for quantum error correction should at least correlate
the parities of neighboring checks before applying any
corrections. As an error string is only heralded by
its two end-point defects, longer error strings require
correlating the parity checks in a larger neighborhood,
and hence more communication and delay in order
to annihilate the error string. Said differently, one
needs to dissipatively engineer the action of a non-local
minimum-weight matching or RG decoder.
One can in fact view the classical non-local minimum-
weight matching decoder as a source of computational
power which jump-starts our quantum memory. Note
that the RG decoder is non-local (even allowing for par-
allel processing of clusters on the lattice by local au-
tomata) as the maximum number of recursions r scales
as O(logL) leading to a maximum cluster size propor-
tional to the linear size of the lattice. The lowest levels
of the RG decoder are of course local and will provide
some measure of protection by local means.
In (Harrington, 2004) the author devises a scheme for
doing purely local quantum error correction for the sur-
face code by a 2D cellular automaton assuming indepen-
dent local errors; the mere existence of such a scheme is
nontrivial as it has to deal with noise and communica-
tion delays. Other examples of a local dissipative surface
code decoder are the proposals in (Fujii et al., 2014) and
(Herold et al., 2014), but both these decoders assume
noise-free parity-check measurements and noise-free clas-
sical processing in the cellular automaton.
It was claimed in (Fowler, 2015) that one can do min-
imum weight matching in O(1) parallel time on average
taking into account finite speed of communication be-
tween processing cells. Establishing this in full rigor is an
important fundamental question since it would be prob-
lematic to have a syndrome processing rate rproc which
fundamentally depends on L: if this were the case, there
would always be a large enough L such that one runs into
the backlog problem discussed in Section II.G.3.
The advantage of a 2D local on-chip decoder over
extracting the syndrome data record to the classical
world and using standard classical processing is that
such on-chip decoder can (1) potentially lead to faster
decoding (and this is important to avoid a syndrome
record backlog), as it uses parallelism in full with
dedicated hardware and (2) it avoids a large data stream
having to come out of the quantum device. It is of
interest to explore whether one can build such a local
cellular automaton decoder out of reliable classical,
and sufficiently fast (CMOS) logic at low, O(10) mK,
temperature.
One should contrast the challenge of designing a fast
decoder for the 2D surface code with the local decoder
for the 4D toric code (Dennis et al., 2002), see the
description of the 4D toric code in Section III.A.1. The
local redundancy of the error syndrome of the 4D toric
code has the following consequence. A non-trivial error
syndromes will form a closed loop which is the boundary
of an error cluster: this is similar to a domain of flipped-
spin surrounded by a domain wall in a 2D ferromagnetic
Ising model. Then the idea of a local decoder, which,
unlike in the 2D case, does not require communication
over lengths depending on L, is then as follows. One
removes an error cluster by locally shrinking the length
of the non-trivial error syndrome loop. Thus there is a
purely locally-defined “defect energy” function whose
minimization leads to the shrinking of the error cluster
and thus to error correction. The local decoder could
for example be entirely realized as a quantum circuit,
requiring no quantum measurement. In this local
decoding quantum circuit one should also expect errors
to occur at a certain rate which means that clusters of
errors on the data qubits can be sometimes grow instead
of shrink. For sufficiently low error rates, one may
expect that more errors are locally removed rather than
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added, either by decoherence or by incorrect decoding,
such that a logical error is exponentially (exponential in
some function of the block size n) rare and the quantum
information is protected.
The absence of a local cost function which a local de-
coder can minimize, is a generic property of 2D stabilizer
codes and is directly related to the string-like nature of
the error excitations which have observable defects only
at their 0-dimensional boundary. It has been proven that
all 2D stabilizer codes (Bravyi and Terhal, 2009) have
string-like logical operators and this directly ties in with
the lack of self-correction for these models, see Section
III.E.
1. Parity Check Measurements and Their Implementation
In a variety of physical systems (parity check) mea-
surements are implemented as weak continuous measure-
ments in time rather than a sequence of strong projec-
tive measurements. Examples of weak continuous qubit
measurements are the measurement of a spin qubit in a
semi-conducting quantum dot through a quantum point
contact (Elzerman et al., 2003) and the measurement of
a superconducting transmon qubit through homodyne
measurement of a microwave cavity field with which it
interacts.
For short time scales such continuous weak measure-
ments suffer from inevitable shot-noise as the current or
voltage is carried by low numbers of quanta (electrons or
photons); this noise averages out on longer times scales
revealing the signal. The shot noise thus bounds the
rate at which parity information can be gathered. The
effect of leakage of qubits appears in such measurement
traces either as a different output signal (detection of
leakage) or, in the worst case, leads to a similar, and
thus non-trustworthy, output signal which makes the
parity check record unreliable for as long as a qubit
occupies a leaked state.
The idea of realizing the surface code in supercon-
ducting circuit-QED systems using ancilla qubits for
measurement, laying out a possible way to couple
transmon qubits and resonators, was considered in
(DiVincenzo, 2009). A scalable surface code architec-
ture was proposed and a basic unit implemented in
(Barends et al., 2013) (see also (Barends et al., 2014)).
The optimal way of using superconducting transmon
qubits to realize a surface code architecture is a subject
of current ongoing research, see e.g. (Ghosh et al.,
2012) for a direct comparison between three different
architectures which differ in how transmon qubits are
coupled to microwave resonators. In a transmon-qubit
based architecture it is important to show how one
can deal with leakage errors since transmon qubits are
weakly anharmonic multi-level systems. An important
feature of a physical parity check measurement scheme
is whether it allows leakage on data or ancilla qubits to
be detected or whether leakage goes undetected. Recent
papers such as (Ghosh and Fowler, 2015; Suchara et al.,
2014) have started to consider how to handle leakage in
a surface code architecture.
In order to reduce qubit overhead and possibly make
better use of the given physical interactions, e.g. cavity-
atom (in cavity QED) or cavity-superconducting qubit
(in circuit-QED) interactions, it is worthwhile to consider
the idea of a direct parity check measurements instead of
a parity measurement that is realized with several two-
qubit gates and an ancilla as in Fig. 1.
Any mechanism through which a probe pulse (modeled
as a simple coherent state |α(t)〉) picks up a pi phase
shift depending on a qubit state being |0〉 or |1〉 could
function as the basis for such direct parity measurement.
As long as the imprint of multiple qubits is through the
addition of such phase shifts, we have α(t) → α(t)eipiP
where P is the parity of the qubits. Homodyne detection
of such a probe pulse in time, that is, the continuous
measurement of 〈a(t) +a†(t)〉 = (−1)P 2〈α(t)〉 (assuming
α = α∗), could then realize a weak continuous parity
measurement.
This kind of set-up is natural for strong light-matter
interactions in cavity-QED and circuit-QED where the
state of the qubit can alter the refractive index of the
medium (cavity) on which a probe pulse impinges. The
challenge is to obtain phase shifts as large as pi and
ensure that these probe pulses do not contain more
information about the qubits than their parity as this
would lead to additional dephasing inside the odd/even
parity subspace.
In the cavity-QED setting (Kerckhoff et al., 2009)
considered the realization of a continuous weak two-
qubit parity measurement on two multi-level atoms each
contained in a different cavity (for possible improvements
on this scheme, see (Nielsen, 2010)). (Lalumie`re et al.,
2010) considered a direct two-qubit parity measurement
of two transmon qubits dispersively coupled to a single
microwave cavity (circuit-QED setting). Similarly
(DiVincenzo and Solgun, 2013) and (Nigg and Girvin,
2013) have considered direct 3 or more qubit parity
check measurements for transmon qubits coupled to 2D
or 3D microwave cavities.
(Kerckhoff et al., 2010, 2011) have developed the inter-
esting idea of a fully autonomous quantum memory which
runs with fixed, time independent, input driving fields.
In this approach, it is imagined that qubits are encoded
in multi-level atoms coupled to the standing electromag-
netic modes of (optical) cavities. Both Z- as well as X-
parity checks of the qubits are continuously obtained via
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probe pulses applied to these cavities. These probe pulses
are to be subsequently processed via photonic switches to
coherently perform continuous quantum error correction.
E. Topological Order and Self-Correction
A different route towards protecting quantum infor-
mation is based on passive Hamiltonian engineering.
In this approach quantum information is encoded in
an eigenspace, typically ground space, of a many-body,
topologically-ordered, Hamiltonian. There is no com-
pletely rigorous definition of topological order in the lit-
erature. At an intuitive level it means that there does
not exist a local order parameter or observable which
distinguishes different degenerate ground states. Such
property is immediately obtained when the groundspace
is the code space of a quantum error correcting code with
macroscopic (meaning scaling as some function of the sys-
tem size) distance as follows.
The quantum error correction conditions, Eq. (4) in
Sec. II.D can be slightly reformulated, see Theorem 3 in
(Gottesman, 2009): A code C can correct a set of errors
E ∈ E if and only if for all states ∣∣ψ〉 in the code space
C we have 〈
ψ
∣∣E†E∣∣ψ〉 = c(E), (11)
where the constant c(E) is independent of
∣∣ψ〉. If the set
of errors E is a set of errors which act locally on O(1)
qubits not scaling with system size, such that E†E are
local observables, then this condition precisely captures
the intuitive idea of topological order. Thus if we de-
vise a physical system with a Hamiltonian such that the
ground space corresponds to the code space of a code
which can correct any set of local errors, such system
would be topologically-ordered.
The simplest examples of such systems are D-
dimensional stabilizer codes with macroscopic distances
scaling with system-size. For such codes we can define a
many-body qubit Hamiltonian Htopo = −∆
∑
i Si where
Si is a set of (overcomplete) stabilizer generators. A
consequence of topological order is that the ground-space
degeneracy of the Hamiltonian H is insensitive to weak
local perturbations. This feature has been rigorously
proved for stabilizer codes in (Bravyi et al., 2010a)
under a slightly sharpened form of the quantum error
correction conditions referred to as local topological
order. It has not yet been established whether subsystem
stabilizer code Hamiltonians of the form H = −∆∑iGi
with local generators Gi of the gauge group G, also have
an eigenspace degeneracy which is insensitive to weak
perturbations.
If we store quantum information passively in a
physical system described by some effective Hamilto-
nian Htopo, we assume no physical mechanism which
actively removes error excitations. Rather we invoke the
argument that the presence of a sufficiently large energy
gap above the ground-space in the Hamiltonian will
exponentially (as exp(−∆/T )) suppress error excitations
at sufficiently low temperature T . Whether this is
practically sufficient, depends on the empirical value of
∆/T (and the uniformity of this value across a physical
sample).
One may consider how to engineer a physical system
such that it has the effective, say, 4-qubit interactions
of the surface code between nearby qubits in a 2D array
(Kitaev, 2006). The strength of this approach is that
the protection is built into the hardware instead of
being imposed dynamically, negating for example the
need for control lines for time-dependent pulses. The
challenge of this approach is that it requires one-, two-
and three-qubit terms in the effective Hamiltonian to be
small: the elementary qubits of the many-body system
should therefore have approximately degenerate levels
|0〉 and |1〉. However, in order to encode information
in, say, the ground-space of such Hamiltonian, one will
need to lift this degeneracy to be able to address these
levels. Another challenging aspect of such Hamiltonian
engineering is that the desired, say, 4-body interac-
tions will typically be arrived at perturbatively. This
means that their strength and therefore the gap of the
topologically-ordered Hamiltonian compared with the
temperature T may be small, leading to inevitable error
excitations. (Douc¸ot and Ioffe, 2012) reviews several
ideas for the topological protection of quantum infor-
mation in superconducting systems while (Gladchenko
et al., 2009) demonstrates their experimental feasibility.
Another example is the proposal to realize the parity
checks of the surface code through Majorana fermion
tunneling between 2D arrays of superconducting islands,
each supporting 4 Majorana bound states with fixed
parity (Terhal et al., 2012).
The information stored in such passive, topologically-
ordered many-body system is, at sufficiently low-
temperature, protected by a non-zero energy gap. Re-
search has been devoted to the question whether the
T = 0 topological phase can genuinely extend to non-zero
temperature T > 0 (Dennis et al., 2002). The same ques-
tion has also been approached from a dynamical perspec-
tive with the notion of a self-correcting quantum memory
(Bacon, 2006) (see also the notion of thermal fragility dis-
cussed in (Nussinov and Ortiz, 2009)).
A self-correcting quantum memory is a quantum
memory in which the accumulation of error excitations
over time, which can in turn lead to logical errors, is
energetically disfavored due to the presence of macro-
scopic energy barriers. In this approach it is assumed
that the quantum system is in contact with a thermal
heat-bath which is both a source of error excitations
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as well as error correction depending on the energy
of the error excitations and the temperature of the
bath. The difference with the active quantum error
correction approach is thus that for active quantum
error correction we strive to actively engineer part
of the environment which should perform the error
correction (via parity check measurements). For a
passive thermal memory one expects the rate of logical
errors to scale empirically with an Arrhenius law as
A exp(−Ebarrier/kT ) where Ebarrier is the height of the
energy barrier and A is an entropic prefactor. In order to
achieve self-correction, we want a logical qubit encoded
in such quantum memory to have a coherence time
τ(T, n) which grows with the size n (the elementary
qubits of the memory) for some temperature 0 < T < Tc.
One can study the question of self-correction for Hamil-
tonians Htopo = −∆
∑
i Si related to D-dimensional
stabilizer (or subsystem) codes. For stabilizer codes,
Pauli errors map the ground-space onto excited eigen-
states with energy at least 2∆. The energy barrier
associated with such a Hamiltonian is defined as the
minimum energy that has to be expended in order to
perform any logical operator by means of a sequence of
local O(1)-weight Pauli errors (Bravyi and Terhal, 2009).
The application of each local Pauli error maps an energy
eigenstate onto a new energy eigenstate: a sequence
of such operators describes a path through the energy
landscape. One can consider all sequences of local errors
which result in overall executing a logical operator. The
energy barrier of the logical operator is then given by
the minimum over all paths of the maximum energy
barrier on each path.
One important finding concerning self-correcting quan-
tum memories is that a finite temperature ‘quantum
memory phase’ based on macroscopic energy barriers is
unlikely to exist for genuinely local 2D quantum systems.
One can prove that any 2D stabilizer code has an energy
barrier Ebarrier = O(1): this result is obtained by show-
ing that there always exist string-like logical operators
for a 2D stabilizer code (Bravyi and Terhal, 2009). The
surface code with its string-like logical X and Z operators
which run between boundaries provides a good example
of this generic behavior.
The 3D toric code on a lattice of n = O(L3) qubits,
as discussed in Section III.A.1, has a surface-like logical
X operator (element in H1(T3,Z2)) and thus an energy
barrier Ebarrier ∼ L for the logical X. But the logical
Z (element in H1(T3,Z2)) is string-like and has a O(1)
energy barrier. One can view the 3D toric code as a
model for storing a classical bit passively in a thermal
environment (Castelnovo and Chamon, 2008).
The 4D toric code on a cubic lattice with linear dimen-
sion L has been shown to be a good example of finite-
temperature topological order or a self-correcting mem-
ory with a coherence time τ(T < Tc, L) ∼ exp(O(L)), see
(Alicki et al., 2010; Dennis et al., 2002). The properties
of the 4D toric code which make this possible are the
fact that both logical operators are surface-like and error
clusters are surrounded by closed non-trivial syndrome
loops as discussed in Section III.A.1 and Section III.D.
For three-dimensional stabilizer codes which are
translationally-invariant and for which the number of
encoded qubits does not depend on the lattice size, it
has been shown that there always exist string-like logical
operators and thus the energy barrier is again O(1)
(Yoshida, 2011). For homological codes defined on three-
dimensional manifolds this result can be understood
by invoking (Poincare´) duality. For a D-dimensional
manifold M the kth cohomology group Hk(M,Z2) is
isomorphic to the homology group HD−k(M,Z2) (as
i-simplices are mapped to (n − i)-simplices on the dual
lattice). Thus in three dimensions, the presence of a
surface-like logical operator in, say, H2(M,Z2)) also
implies the presence of a matching string-like logical
operator in H2(M,Z2) ' H1(M,Z2).
Given this duality perspective, it should be considered
surprising that it is possible to construct 3-dimensional
stabilizer codes which have an energy barrier which scales
as a function of L. Such codes have to avoid Yoshida’s
no-go result by either being non-translationally-invariant
or encoding a number of qubits which does depend on
the lattice size (or both). The first example of such 3D
code was the Haah code with Ebarrier ≥ c logL (Haah,
2011), (Bravyi and Haah, 2011) for which all logical op-
erators are fractal (instead of string or surface-like). For
the Haah code the number of encoded qubits does non-
trivially depend on the lattice size.
Another construction is Michnicki’s welded-code
(Michnicki, 2014) which breaks translational invariance,
and has an energy barrier Ebarrier = O(L
2/3) for a
n = O(L3) system. For the Haah code it was shown
in (Bravyi and Haah, 2013) that the existence of the en-
ergy barrier implies that τ(T, n) ∼ Lc/kT as long as L is
below some critical temperature-dependent length scale
and a similar result holds for the welded-code.
It is an open question whether topological subsystem
codes in 3D behave differently than stabilizer codes in
terms of their self-correcting properties.
We refer to e.g. (Wootton, 2012) and references therein
for another overview of results in this area of research.
IV. DISCUSSION
The current qubit realizations seem perhaps awk-
wardly suited to constitute the elementary qubits of
an error-correcting code. Most elementary qubits are
realized as non-degenerate eigenlevels (in a higher-
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dimensional space), approximately described by some
H0 = −ω2Z. The presence of H0 immediately gives
a handle on this qubit, i.e. processes which exchange
energy with this qubit will drive it from |1〉 to |0〉 and
vice versa (Rabi oscillations) and coupling of the qubit
to other quantum degrees of freedom can be used for
qubit read-out. Passive (time-independent) interactions
with other quantum systems are intentionally weak and
only lead to significant multiple-qubit interactions if we
supply energy in the form of time-dependent AC or DC
fields meeting resonance conditions. To drive, keep or
project multiple qubits via local parity checks in a code
space where they are highly entangled, active control
at the elementary qubit level will thus be continuously
needed, making the macroscopic coding overhead look
daunting.
For such non-degenerate qubits typically all gates and
preparation steps are realized in the rotating frame: the
frame of reference in which the qubit state is no longer
precessing around the z-axis on the Bloch-sphere due the
presence of H0. Any codeword
∣∣ψ〉 is then only a fixed
quantum state in this rotating frame while it is dynam-
ically rotating under single-qubit Z rotations in the lab
frame. As measurements are only done in the lab frame,
it is only Z-measurements which can be done directly
while X-measurements typically require an active rota-
tion (e.g. Hadamard) followed by a Z-measurement.
Once elementary qubits are used for times much
longer than their coherence time, i.e. when they are used
together in a quantum memory, the question of stability
of this lab reference frame or the stability of the qubit
frequency ω becomes important. Due to 1/f noise and
aging of materials from which qubits are constructed, the
qubit frequency ω can systematically drift over longer
times and average to new values which are different
from short time-averages. This has two consequences:
one is that one needs to determine the qubit frequency
periodically, for example by taking qubits periodically
off-line and measuring them. In this manner one can
re-calibrate gates whose implementation depends on
knowing the rotating frame. Secondly, shifts in qubit
frequency also induce shifts in coherence times as these
times depend on the noise power spectral density S(ω)
at the qubit frequency. Such fluctuations of coherence
times over longer time-scales have been observed. As an
example we can take the results in (Metcalfe et al., 2007)
which report that the T1 time of a superconducting
‘quantronium’ qubit is changing every few seconds over
a range of 1.4 − 1.8µsec. It is clear that if elementary
qubits are to be successfully used in a quantum memory,
then fluctuations of the noise rate have to be such that
one remains below the noise threshold of the code that
is employed in the memory at all times.
Let us conclude by listing some issues on which we
expect to see more progress from the perspective of
coding theory. One question is the issue of minimizing
qubit and computational overhead in a fault-tolerant
computer. It is not clear that the surface code is the
ideal platform for this because of its large overhead.
It may be advantageous to consider architectures with
non-local connects so that one can use a quantum
LDPC code which does not make reference to spatial
locality and which can escape the no-go results for
low-dimensional stabilizer codes in allowing for, say, a
transversal T gate. In addition, quantum LDPC codes
which are not restricted to D dimensions allow for a
constant encoding rate k/n. How much they can reduce
overhead also depends on the numerical value of this
rate which for various quantum LDPC codes has not yet
been determined.
We can illustrate the issue of overhead due to the
non-transversality of the T gate by the following con-
sideration. An efficient quantum algorithm on N qubits
takes poly(N) gates where poly(N) is typically not
linear in N . For example, for Shor’s factoring algorithm
the bulk of the algorithm uses O(N3) Toffoli gates
which are non-Clifford gates. If one uses ancillas to
create such Toffoli gates (or T gates for that matter
which can be used to make Toffoli gates), it means
that one needs at least O(N3) + N qubits. The size
of the original quantum circuit in non-Clifford gates is
thus converted to the number of logical qubits. As a
concrete example, (Fowler et al., 2012a) estimates that,
in order to factor a 2,000 bit number with the surface
code architecture, using magic state distillation, only
6% of the logical qubits are data qubits, all other’s are
logical ancillas for the T gates. For this architecture,
each logical qubit is already comprised of 14,500 physical
qubits leading to a total of about 1 billion physical qubits.
One possible approach to reduce overhead is to choose
the surface code as bottom code and a code with a
transversal T gate and a high rate as top code, as sug-
gested in (Cross et al., 2009b). In principle the choice
of top code is not restricted by physical locality as one
can implement a SWAP gate between the logical qubits
of the bottom code using 3 CNOT gates, so any quan-
tum LDPC code could be used. This SWAP gate will
take a time which scales at least with L (as one has to
repeat syndrome measurements O(L) times), hence more
non-locality would lead to a slower computation.
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