The Particle-In-Cell (PIC) method has been developed in order to investigate microscopic 
Introduction
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Relativistic jets are collimated outflows of ionized matter powered by black holes. Sites for 14 such jets include the collapse of the core of a massive star forming a neutron star or a black hole, are similar to electron profiles. Ambient particles become swept up after jet electrons pass x/Δ ∼ 500. By t = 3250ω −1 pe , the density has evolved into a two-step plateau behind the jet front. The maximum density in this shocked region is about three times the initial ambient density. The jet-particle density remains nearly constant up to near the jet front.
Current filaments and strong electromagnetic fields accompany growth of the Weibel instability in the trailing shock region. The electromagnetic fields are about four times larger than that seen previously using a much shorter grid system (L x = 640Δ). At t = 3250ω −1 pe , the electromagnetic fields are largest at x/Δ∼1700, and decline by about one order of magnitude beyond x/Δ = 2300 in the shocked region (Nishikawa et al. 2006; Ramirez-Ruiz et al. 2007 ). . Velocity distributions at t = 3250ω −1 pe . All jet (red) and all ambient (blue), and at x/Δ > 2300 jet (orange) and ambient (green) electrons are also plotted. The small (red) peak indicates jet electrons injected at γj = 15.
Figure 1(c) shows the total electron density plotted at time intervals of δt = 250ω −1 pe . The jet front propagates with the initial jet speed ( c). Sharp RMHD-simulation shock surfaces are not created (e.g., Mizuno et al. 2009 ). A leading shock region (linear density increase) moves with a speed between the fastest moving jet particles c and a predicted contact discontinuity (CD) speed of ∼0.76 c (see Section 4). A CD region consisting of mixed ambient and jet particles moves at a speed between ∼0.76 c and the trailing density jump speed ∼0.56 c. A trailing shock region moves with speed 0.56 c; note the modest density increase just behind the large trailing density jump. Figure 2 shows the phase-space distribution of jet (red) and ambient (blue) electrons at t = 3250ω −1 pe and confirms our shock-structure interpretation. The electrons injected with γ j v x ∼ 15 become thermalized due to Weibel instabililtyinduced interactions. The swept-up ambient electrons (blue) are heated by interaction with jet electrons. Some ambient electrons are strongly accelerated. Figure 3 shows the velocity distribution of all jet and ambient electrons in the simulation frame. The small peak indicates electrons injected at γ j = 15. Jet electrons are accelerated to a nonthermal distribution. Ambient electrons are also accelerated to speeds above the jet injection velocity. The velocity distributions of jet and ambient electrons near the jet front (at x/Δ > 2300) are also plotted. The fastest jet electrons, γ > 20, are located near the jet front. On the other hand, the fastest ambient electrons are located farther behind the jet front (at x/Δ < 2300). Thus, strong acceleration of the ambient electrons accompanies the strong fields associated with the Weibel instability. . Averaged values of (a) jet (red), ambient (blue), and total (black) electron density, and (b) electric (red) and magnetic (blue) field energy divided by the jet kinetic energy at t = 3250ω −1 pe . Panel (c) shows the evolution of the total electron density in time intervals of δt = 250ω −1 pe . Diagonal lines indicate motion of the jet front (blue: c), predicted CD speed (green: ∼0.76 c), and trailing density jump (red: ∼0.56 c).
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fields are about four times larger than those seen previously in simulations with a much shorter grid 112 system (L x = 640∆). At the simulation time t = 3250ω −1 pe , the electromagnetic fields have the highest
113
intensity at x/∆ ∼ 1700 and, then, decline by about one order of magnitude beyond x/∆ = 2300, in 114 the shocked region [12, 39] .
115
Figure 1(c) shows the total electron density plotted at time intervals of δt = 250ω −1 pe . The jet front
116
propagates with the initial jet speed (≤ c). 
123
It is important to show the differences between the reflection and the injection models. The shock 124 is set up by reflecting a cold "upstream" flow from a conducting wall located at x = 0 (Figure 1 ). The 125 interaction between the incoming beam (that propagates along −x) and the reflected beam triggers the 126 formation of a shock, which moves away from the wall along +x [33] . This setup is equivalent to the 127 head-on collision of two identical plasma shells, which would form a forward and reverse shock and a
The Astrophysical Journal, 771:54 (22pp), 2013 July 1 Sironi, Spitkovsky, & Arons Figure 5 . Structure of the flow, from the 3D simulation of an electron-positron shock with magnetization σ = 0 (top) or σ = 10 −3 (bottom). The xy slice shows the particle density (with color scale stretched for clarity), whereas the xz and yz slices show the magnetic energy fraction B (with color scale stretched for clarity).
(A color version of this figure is available in the online journal.)
completeness we compare our results with the unmagnetized case σ = 0, where the non-thermal tail is still evolving to higher and higher energies. We find that strongly magnetized electron-positron shocks, with σ 10 −2 , are poor particle accelerators, in agreement with the conclusions of SS09. The post-shock spectrum at late times (see the black solid line for σ = 10 −2 ) is fully consistent with a Maxwellian distribution. This result does not depend on the reduced dimensionality of our 2D computational domain. We have performed a largescale 3D simulation of an electron-positron perpendicular shock with σ = 10 −1 , and we confirm that the post-shock particle spectrum (dotted cyan line in Figure 7 (a)) does not show any evidence for particle acceleration. This undoubtedly proves that the absence of accelerated particles in the 2D simulations of perpendicular strongly magnetized shocks performed by SS09 is a physical consequence of the lack of sufficient selfgenerated turbulence, 10 rather than an artifact of the reduced 10 More precisely, the fluctuations that get self-excited in σ 10 −2 shocks (cyclotron modes and their harmonics) have a short path length for emission and absorption, so they constantly enforce the local thermal equilibrium, giving Maxwellian energy spectra. dimensionality of the simulation box, as argued by Jones et al. (1998) .
For weakly magnetized shocks, with σ 3 × 10 −3 , we find efficient particle acceleration, with a non-thermal tail of slope p 2.4 (dashed black line in Figure 7 (a)) that contains ∼1% of particles and ∼10% of flow energy, regardless of the magnetization. The low-energy end of the non-thermal tail does not significantly depend on the magnetization (γinj 5γ0, or equivalently ηinj 5), but the high-energy cutoff at saturation is systematically higher for lower magnetizations. This is confirmed by the inset of Figure 7 (a), where we plot the evolution in time of the maximum Lorentz factor γmax. Regardless of the magnetization, γmax initially grows as γmax ∝ (ωpit) 1/2 , with a coefficient of proportionality that does not significantly depend on σ . At later times, the maximum energy departs from this scaling, and it saturates at a Lorentz factor γsat which is larger for smaller magnetizations.
For relatively high magnetizations (black for σ = 10 −2 and purple for σ = 3 × 10 −3 in the inset of Figure 7 (a)), the maximum energy initially grows as ∝ (ωpit) 1/2 , then saturates at γsat, and finally drops to a smaller value. The drop at late absence of a background magnetic field, the currents tend to be organized into cylindrical filaments,
143
as demonstrated by Spitkovsky [41] and shown in the yz slice of the top panel in Figure 2 . In the 144 presence of an ordered magnetic field along z, the particles will preferentially move along the magnetic 145 field (rather than orthogonal), so that their currents will more likely be focused at certain locations This simulation shows that the shocks are excited through the injection of a relativistic jet into 155 ambient plasma, leading to two distinct shocks (referred to as the trailing shock and the leading shock)
156
and a contact discontinuity. It should be noted that the simulations where jets are reflected on the 157 simulation boundary do not show the structure of a leading shock, a contact discontinuity, and a 158 trailing (reverse) shock.
159
For the electron-ion jet case, the mass ratio is m i /m e = 16 and, therefore, the evolution of density 160 (shock) structures are different from those in the electron-positron jet (m i /m e = 1) [22, 23] which is studied using the counter-streaming plasma setup implemented in simulations by [47, [49] [50] [51] [52] [53] .
191
In the setup, a jet spine (core) with velocity γ core propagates in the positive x-direction in the middle . Magnetic field structure transverse to the flow direction for γjt = 15 is shown in the y-z plane (jet flows out of the page) at the center of the simulation box, x = 500Δ for the e − − p + case (upper row) and the e ± case (lower row) at simulation time t = 300 ω −1 pe . The small arrows show the magnetic field direction in the transverse plane (the arrow length is not scaled to the magnetic field strength). 1D cuts along the z axis of magnetic field components Bx (black), By (red), and Bz (blue) are plotted at x = 500Δ and y = 100Δ for (b) the e − − p + case and (e) the e ± case. Note that the magnetic field strength scales in panels (a) (±0.367) and (d) (±0.198) are different. An enlargement of the shear surface structure in the y-z plane contained within the squares in the left panels is shown in the panels (c) and (f) to the right. (A color version of this figure is available in the online journal.) the y and z directions and these transverse fluctuations occur over distances on the order of ∼10Δ, whereas longitudinal mode fluctuations in the x direction occur over distances ∼100Δ.
The 1D cuts show that the B y field component dominates in the e − − p + case, that the B y field component is about an order of magnitude smaller for the e ± case, and that the B z component is significant for the e ± case, as already indicated in Figure 5 . The 1D cuts also show that there is magnetic field sign reversal on either side of the maximum that is relatively small for the e − − p + case but is much more significant for the e ± case, which can be seen also in Figure 6 (d). More details are revealed by the enlargement of the region contained in the squares. For the e − − p + case, the generated relatively uniform DC magnetic field is symmetric about the velocity shear surface, e.g., note that B y > 0 immediately around the shear surface and B y < 0 in the jet and ambient plasmas at somewhat larger distances from the shear surface. On the other hand, for the e ± case the generated AC magnetic field resides largely on the jet side of the velocity shear surface. Figure 7 shows how the J x current structure in a small y-z plane, responsible for the magnetic field structure shown in Figure 6 . Motion of electrons and/or positrons across the shear surface produces the electric currents shown also in Figure 7 by the arrows. Relativistic jet flow is out of the page and in the e − − p + case positive (red/orange) and negative (blue/black) current flows along the jet and the sheath side of the velocity shear surfaces, respectively. Positive currents are stronger than the negative currents, leading to the generation of the B y magnetic field component, shown in Figures 6(a)-(c) . In the e ± case, a complex current structure appears on the jet side of the velocity shear surface. The associated magnetic fields are then folded and twisted by vortical plasma motions. The vortices appear like "islands" in the magnetic field. In the currents, it is possible to see that the transverse fluctuation scale is similar in the e − − p + and e ± cases, but the structures are considerably different.
It seems likely that the development of transverse filamentary structure has influenced the longitudinal structure studied in Section 2. In general, we find that the kKHI grows on timescales t ∝ γ jt , albeit growth also depends on the density ratio across the velocity shear. Once particles have scattered across the velocity shear via kKHI or thermal motions, structure associated with 9 Figure 4. Magnetic field structure transverse to the flow direction for γ jt = 15 is shown in the y − z plane (jet flows out of the page) at the center of the simulation box, x = 500∆ for the e − − p + case. The small arrows show the magnetic field direction in the transverse plane (the arrow length is not scaled to the magnetic field strength). 1D cuts along the z axis of magnetic field components B x (black), B y (red), and B z (blue) are plotted at x = 500∆ and y = 100∆ for (b) the e − − p + case. Note that the magnetic field strength scales in panels (a) (±0.367) is different. An enlargement of the shear surface structure in the y − z plane contained within the squares in the left panels is shown in the panels (c) to the right. Adapted from Fig. 6 in Nishikawa et al. [55] .
For the e ± case, the magnetic field alternates in both the y-and z-directions and these transverse for the e ± case, and (iii) the B z component is significant for the e ± case. The 1D cuts also show that 216 there is a sign reversal of the magnetic field on either side of the maximum that is relatively small 217 for the e ± case but is much more significant for the e − − p + case. More details are revealed by the 218 enlargement of the region contained in the squares as it is shown in Figure 4c . For the e − − p + case, 219 the generated relatively uniform DC magnetic field is symmetric about the velocity shear surface, e.g.,
220
note that B y > 0 immediately around the shear surface and B y < 0 in the jet and the ambient plasmas 221 at somewhat larger distances from the shear surface. It should be noted that this DC magnetic field 222 is generated by the MI and saturated at this time. The MI is also generated in the global e − − p + jet,
223
where this instability generates toroidal magnetic fields that pinch the jet plasma [56] . On the other 224 hand, for the e ± case the generated AC magnetic field resides largely on the jet side of the velocity shear The strong electric and magnetic fields in the velocity shear zone can also provide the right 228 conditions for particle acceleration. Nevertheless, the simulations are too short for definitive statements 229 on the efficacy of the process and the resulting spectra. Also, the organization of the field in compact 230 regions will complicate the interpretation of emission spectra, and a spatially resolved treatment of 231 particle acceleration and transport would be mandatory for a realistic assessment, which is beyond consequence for radiation modeling is that the energy loss time of electrons cannot be calculated with 237 the same mean magnetic field that is used to compute emission spectra because the former includes 238 the volume filling factor of the strong-field regions. 
PIC Simulations of Cylindrical Jets
240
Cylindrical geometry is the simplest form that can be used to model the relativistic jets. Therefore 241 cylindrical jets have been used to study the shear instabilities that occur at the interface between a 242 jet and its ambient plasma where the plasma is unmagnetized and composed of either e ± or e − − p + .
243
Moreover the jet was implemented in the ambient plasma along the x-direction (periodic along the 244 x-direction). Figure 5 shows isocontour images of the x-component of the current along with the 245 magnetic field lines that are generated by the kinetic instabilities for both e ± and e − − p + jets. The However, the ratio B z /B α decreases with the increase of the distance from the source, and it can be 259 very small at a distance -relevant to astrophysical jets -of ∼100 pc. The characteristic magnetic field 260 amplitude (henceforth denoted as B 0 ) at such distances, B 0 ∼ mG, is quite strong in the sense that the 261 ratio σ of the magnetic energy density to plasma rest-mass energy density may exceed unity. 
Helical Magnetic Field Structure
289
In the simulations of [61, 62] , cylindrical jets containing a helical magnetic field are injected into 290 an ambient plasma (see Figure 6(a) ). The structure of the helical magnetic field is implemented like 291 that in the RMHD simulations performed by Mizuno et al. [68] , where a force-free expression of the 292 field at the jet orifice is used; that is, the magnetic field is not generated self-consistently, e.g., from 293 simulations of jet formation by a rotating black hole. For the initial conditions, the force-free helical 294 magnetic field is used as described in Eqs. (1) and (2) of Mizuno et al. (2014) [65] .
295
The following form is used for the poloidal (B x ) and the toroidal (B φ ) components of the magnetic 296 field determined in the laboratory frame
where r is the radial coordinate in cylindrical geometry, B 0 parameterizes the magnetic field, a is the 298 characteristic radius of the magnetic field (the toroidal field component has a maximum value at a, for 299 a constant magnetic pitch), and α is the pitch profile parameter.
300
The expressions for describing the helical magnetic field used by [61, 62] are written in Cartesian
301
coordinates. Since α = 1 Eq. (1) is reduced to Eq. (2), and the magnetic field takes the form:
The toroidal component of the magnetic field is created by a current +J x (y, z) in the positive 303
x-direction, and it is defined in Cartesian coordinates as : Here the center of the jet is located at (y jc , z jc ) and r = (y − y jc ) 2 + (z − z jc ) 2 . The chosen helicity is 305 defined through Eq. (3), which has a left-handed polarity with positive B 0 . At the jet orifice, the helical 306 magnetic field is implemented without the motional electric fields. This corresponds to a toroidal 307 magnetic field generated by jet particles moving along the +x-direction.
308
The poloidal (B x : black) and the toroidal (B φ : red) components of the helical magnetic field with a 309 constant pitch (α = 1) are shown in Fig. 6(b) . The toroidal magnetic fields become zero at the center of 310 the jet as it is shown by red lines in Fig. 6(b) . To date, simulations with a constant pitch (α = It should be noted that the structure of the jet formation region is more complicated than what is 314 implemented in the PIC simulations at the present time (e.g., [69, 70] ). Furthermore, so far these global 315 jet simulations have been performed with a simplest jet structure with a top hat shape (flat density 316 profile), and a more realistic jet structure needs to be implemented in a future simulation study. 
Helically Magnetized Global Jet Simulations with Larger Jet Radii
318
In this section we explore how the helical magnetic field modifies the jet evolution using a short Figure 7 shows the y-component of the magnetic field (B y ) for two values of the jet radius with 347 r jet = 20∆ and 80∆, respectively. In both cases, the initial helical magnetic field (left-handed; clockwise 348 viewed from the jet front) is enhanced and disrupted due to the plasma instabilities.
349
Thus even when shorter simulation systems are used, the growing instabilities are affected by 350 the helical magnetic fields. The simple recollimation shock generated in the small jet radius is shown 351 in Figs. 7(a) and 7(b) . The currents generated by instabilities in the jets determine these complicated 352 patterns of B y as it is shown in Fig. 7 . Using a larger jet radius adds more modes of growing instabilities 353 in the jets, which make the jet structure more complicated. In order to investigate the full development 354 of instabilities in jets with helical magnetic fields longer simulations are required.
355
To illustrate the production of acceleration of the particles in the jet, the Lorentz factor of the jet 356 electrons is plotted for the two cases of plasma type used (e − − p + and e ± , respectively), when the jet radius is r jet = 120∆, as it is shown in Fig. 8 . These observed patterns of the Lorentz factor coincide 358 with the changing directions of the local magnetic fields in the y-direction which are generated by the 359 kinetic instabilities such as the Weibel instability, the kKHI, and the MI. The directions of the magnetic 360 fields are indicated by the arrows (black spots) in the x − z plane. (The arrows can be better seen when 361 the figure is magnified.) The directions of magnetic fields are determined by the generated instabilities.
362
The structures at the edge of the jets are generated by the kKHI. Moreover, the plots of the Lorentz 363 factor in the y − z plane, which are not presented here, show the production of the MI at the circular 364 edge of the jets. 
370
For the jet radii larger than r jet = 80∆, the kKHI and the MI are generated at the jet surface, 371 whereas inside the jet the Weibel instability is generated together with a kink-like instability, in 372 particular in the case of the e − -p + plasma. To answer the question of how the growth of kink-like 373 instabilities depends on the helical magnetic fields requires further investigations using different 374 parameters, including a, which determines the structure of the helical magnetic field in Eqs. (2) and (3). 
398
The filament evolved into a pair jet that was separated magnetically from the expelled and 
Reconnection in Jets with Helical Magnetic Fields
407
Reconnection is ubiquitous in solar and magnetosphere plasmas, and it is an important additional 408 particle acceleration mechanism for AGN and GRB jets [e.g., 71] . In spite of the extensive research and particle acceleration during reconnection have been proposed as a mechanism for producing 412 high-energy emissions and cosmic rays [e.g., 71,73] . It should be noted that the stored magnetic field energy in anti-parallel magnetic field in the slab model is not consistent with the helical magnetic 414 fields in the relativistic jets, therefore a realistic argument on particle acceleration due to reconnection 415 requires consideration of helical magnetic field in the jets.
416
The importance of reconnection in jets has been proposed previously, but no kinetic simulation 417 of global jets with helical magnetic fields has been performed before with the exception of our own 418 simulations [61, 62] . 
Discussion
433
Simulations of relativistic jets have been investigated extensively starting from the study of the
434
Weibel instability in slab mode, and, then, continuing with simulations of instabilities in velocity-shears.
435
Recently, a cylindrical geometry of the jets has been taken into account to be able to model the jet 436 plasma more realistically.
437
The global jet simulations performed with large jet radii show the importance of a larger jet 
445
The Weibel instability is ubiquitous in plasma flows, in particular when the plasma is 446 unmagnetized. However, as shown in one of the simulations with global e − -p + jets without helical 447 magnetic fields, the Weibel instability is suppressed and the MI grows dominantly at the linear stage (see Fig. 3 (a) in Nishikawa et al. [56] 
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