Combining linear programming approach with the Plotkin-Johnson argument for constant weight codes, we derive upper bounds on the size of codes of length n and minimum distance d = (n 0 j)=2, 0 < j < n 1=3 . For j = o(n 1=3 ) these bounds practically coincide (are slightly better) with the Tiet av ainen bound.
A. Tiet av ainen [16] developed an ingenious approach, resulting in an essential improve-
). Namely, for xed j M < M T := (5 0 2 p 2 + ln(j + 1))n;
and for j growing with n, j = o(n 
Actually, the method of A.Tiet av ainen still yields meaningful results while 2j < n 1=3 .
It is known [6, 12] . The main result is as follows. For xed j, the theorem gives M < const n with a better constant (depending only on j) then that in the Tiet av ainen bound M T (see Table 1 for the explicit values for rst few j's). Still, those constants can be further improved at the expense of more accurate calculations. In the proof we use linear programming with polynomials of second degree. Analogous machinery can be applied to polynomials of higher degrees. Apparently, it can lead to an improvement on the Levenshtein bounds [6] , see also [2] .
The Tiet av ainen bound was generalized to the case of nonbinary [10] , constant weight [15] , Lee [15] , and spherical [1] codes. Clearly our results can be expanded also to these situations.
Everywhere in the paper we assume n to be suciently large to justify all approximations.
Inequalities
We start with the auxiliary lemma which employs the well known Johnson-Plotkin argument usually being used for constant weight codes. However, and it is crucial for our purposes, the same arguments are valid as well for estimating the maximal size of a code of given distance within (or outside) a Hamming sphere. We present here the sought modication of the standard proof for this situation (see also [9] ). 
Proof. Multiplying both sides of (7) by (x) and summing over x 2 [(n + r)=2; n], we obtain the claim changing the order of summation in the left-hand side. In the following lemma we give an inequality slightly more general than that of the conventional linear programming [3] if one uses polynomials of second degree. Generalization to arbitrary degree is straightforward. 
Substituting the chosen f(x) into (10) we get M (n 0 j)(n + r 0 2) + P n x=(n+r)=2 (n 0 j 0 2x)(n + r 0 2x 0 2)B x n 0 jr + 2j (n 0 j)(n + r 0 2) + 8 P n x=(n+r)=2 g(x) n 0 jr + 2j : (12) 
3 Specic bounds
To derive an explicit upper bound we optimize in r the inequality of Theorem 4. It turns out that the main term of the bound is not essentially sensitive to the choice of r. Consider several cases depending on the order of j.
Case j is a constant independent on n In this case we choose r = "n=j, for some constant " = "(j) > 0, to be chosen later. Then For rst few j's the resulting upper bound is presented in Table 1 (here M stands for the suggested bound, M T for the Tiet av ainen bound, and M M E for the McEliece bound).
Remark 2 Actually, the Plotkin bound for j = 1 and n = 3 mod 4 yields M 2n + 2, and this bound is achieved. For j = 1 and n = 1 mod 4, the upper bound M 2:75285:::n + o(n), seems to be the best known. The conference-matrix codes in this case give M = 2n + 2 [13] . Remark 3 For small j, the bound we propose can be further tightened. It can be done if in Lemma 1 we take into account that the number of 1's and (-1)'s in each column is integer (see [5] ). For instance, there can be at most four codewords of weight greater than 0:7n + o(n), ve | of weight greater than (25=36)n + o(n), etc. Exact calculations require a vast amount of computational work, and apparently lead to marginal improvements. 
