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Abstract—Lidar based 3D object detection and classification
tasks are essential for autonomous driving(AD). A lidar sensor
can provide the 3D point cloud data reconstruction of the
surrounding environment. However, real time detection in 3D
point clouds still needs a strong algorithmic. This paper proposes
a 3D object detection method based on point cloud and image
which consists of there parts.(1)Lidar-camera calibration and
undistorted image transformation. (2)YOLO-based detection and
PointCloud extraction, (3)K-means based point cloud segmen-
tation and detection experiment test and evaluation in depth
image. In our research, camera can capture the image to
make the Real-time 2D object detection by using YOLO, we
transfer the bounding box to node whose function is making 3d
object detection on point cloud data from Lidar. By comparing
whether 2D coordinate transferred from the 3D point is in the
object bounding box or not can achieve High-speed 3D object
recognition function in GPU. The accuracy and precision get
imporved after k-means clustering in point cloud. The speed of
our detection method is a advantage faster than PointNet.
Index Terms—3D Object Detection, Point Cloud Processing,
Robot Vision, Machine Learning, Deep Learning
I. INTRODUCTION
Great progress has been made on 2D image understanding
tasks, such as object detection and instance segmentation [1].
However, since the creation of 2D bounding boxes or pixel
masks, real time detection on 3D point cloud data is becoming
increasingly important in many applications areas, such as
autonomous driving (AD) and augmented reality (AR). This
paper presents our experiments on 3D object detection tasks,
which are one of the most important tasks in 3D computer
vision. Also presented is the analysis of the experimental
results in precision, accuracy, recall, and time and possible
future work to improve the 3D object detection average
precision (AP).
In the AD field, the LIDAR sensor is the most common
3D sensor. It generates 3D point clouds and captures the
3D structure of scenes. The difficulty of point cloud-based
3D object detection mainly lies in the irregularity of the
point clouds from LIDAR sensors 2]. Thus, state-of-art 3D
object detection methods either leverage a mature 2D detection
framework by projecting the point clouds into a bird’s eye view
or into a frontal view [2]. However, the information on the
point cloud will suffer loss during the quantization process.
Charles et al. at Stanford University published a paper on
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CVPR in 2017, in which he proposed a deep learning network
called PointNet that directly handles point clouds. This paper
was a milestone, marking the point cloud processing entered
a new stage. The reason is that before PointNet, we had no
way to deal with point clouds directly. Because point clouds
are three-dimensional, they are not smooth. Moreover, deep
neural networks, which make many ordinary algorithms, do
not work. Thus, researchers have come up with a variety
of methods[1][2][3], such as flattening the point clouds into
pictures (MVCNN), dividing the point clouds into voxels, and
then dividing them into nodes and straightening them in order.
Thus, the cloud domain has advanced from the “pre-PointNet
era” to the “post-PointNet era” thanks to the development of
this technology. After PointNet, PointCNN, SO-Net, etc., came
out, the operation of these methods improved steadily.
PointNet[3] has achieved 83.7 percent mean accuracy.
However, the speed is still a problem. Compared with two-
dimensional data, point cloud data with an additional dimen-
sion are too large to achieve the requirements for real-time
3D object detection. This paper presents our extraction of
every point that may be an object after transformation in a 2D
bounding box, enabling high-speed 3D object detection to be
achieved. First, we describe a device we constructed including
six cameras and one LIDAR. Then, we present the experiments
we conducted to show how 2D images are captured by cameras
and how 3D point clouds using LIDAR store the data in
a rosbag, which was reused in subsequent experiments. The
image data needed to be distorted, but an undistorted transform
process was also needed. After the undistorted transform
process, five images are split and dropped into the you only
look once (YOLO) detection process. The YOLO detection
process returns the related bounding box and class label. We
store the bounding box and the class label for later reading,
reducing the coupling of project research. In the second step,
a function is written to extract the different topic information
of the rosbag. After extracting the point cloud file, we put it
into the numpy matrix for future operations.
Data conversion based on external and internal parameters
is performed for every point cloud by matching the 2D images
corresponding to each point cloud by matching the fps of
the cameras and LIDAR. For each different bounding box
of each point cloud, we collect all the matching points and
render different colors based on different class labels. Finally,
unsupervised clustering of point clouds in different bounding
boxes improves the detection performance by removing some
of the noise. The results of 3D object recognition are presented
at the end of the paper. The recognition results were saved in
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a rosbag, and then 3D visualization was performed to check
the experimental results.
The evaluation results of the recognition experiment were
completed using the method of depth images; the point cloud
detection results were transferred to 32*1024 depth images.
The final evaluation experiment was done for a comparison
with ground truth in every pixel. The aforementioned is the
rough research process of this article.
II. 3D OBJECT DETECTION METHOD
A. Overview
Fig. 1. Overview of the proposed object detection system
Fig.1 shows the overview of the proposed system. This
research was basically divided into six parts. The first part
mainly focused on the calibration of the cameras and the
structural design of the testing equipment. The second part
was to convert the distorted images into undistorted ones. The
third part was YOLOv3 object recognition with 2D images. We
mainly applied YOLOv1 tiny and YOLOv3 methods in doing
the experiments, using keras to reproduce YOLO. The fourth
part was the extraction of point clouds. We used rosbag to store
the data and RVIZ for point cloud visualization. The fifth part
was the unsupervised clustering of k-means, which were used
to optimize the detection results of the basic experiments and
to improve the detection accuracy of 3D object recognition.
B. Lidar-camera calibration
Here is the main information on the equipment used in this
experiment and the external reference of the cameras.This ex-
periment used Velodyne lidar(HDL-32e) with omni-directional
cameras(PointGrey Ladybag5) to achieve 360 no dead angle
monitoring, which is shown in Fig. 2.
A geometric model of camera imaging must be established
during the image measurement process and machine vision
application to determine the relationship between the three-
dimensional geometric position of a point on the surface of a
Fig. 2. Structure of detection device: LIDAR and omni-directional camera
space object and its corresponding point in the image. These
geometric model parameters are camera parameters. Under
most conditions, these parameters must be obtained through
experiments and calculations[4]. This process of solving pa-
rameters is called camera calibration. The internal parameters
of the five cameras obtained at the end of this study are shown
in Fig. 3.
Fig. 3. Internal and external parameters
C. Image undistorted transform
In photography, wide-angle lenses are generally believed
to be prone to barrel distortion, while telephoto lenses are
prone to pincushion distortion. If a camera uses a short focal
length wide-angle lens, the resulting image will be more
susceptible to barrel distortion because the magnification of the
lens gradually decreases as the distance increases, causing the
image pixels to surround the center point radially. Fig. 4 shows
raw images, and Fig. 5 shows images after the undistorted
transform using OpenCV for image correction and camera
calibration.
D. YOLO-based detection
YOLO is a fast target detection algorithm that is very useful
for tasks with very high real-time requirements. The YOLO
authors launched YOLOv3 version in 2018. After training on
Fig. 4. Raw images of five cameras
Fig. 5. Images of five cameras after undistorted transform
Titan X, v3 is 3.8 times faster than RetinaNet regarding mean
average precision (mAP), and it can create a 320320 picture
in 22 ms. The objective score is 51.5, which is comparable to
the accuracy of the single shot detector (SSD), but it is three
times faster. Thus, YOLOv3 is very fast and accurate. In the
case of IoU=0.5, it is equivalent to the mAP value of Focal
Loss, but it is four times faster. We utilized YOLOv3 as a
2D object detection algorithm. Fig. 6 shows an example from
a camera image, and Fig. 7 shows an example of 3D object
detection from a point cloud.
We present a total of all the classes that can be identified in
the coco dataset, including people, bicycles, cars, motorbikes,
airplanes, buses, trains, trucks, boats, traffic, lights, fires,
hydrants, and stop lights. In total, 80 classes are presented.
However, the most frequent classes are trucks, people, and
cars. Thus, training a new YOLOv3 neural network to detect
these three classes may be useful in saving detection time and
enabling real-time functionality.
Because the images are largely black after undistorted
conversion, we must remove the noise that exceeds its max-
imum bounding box when doing a conversion. Because the
boundingbox of more than a quarter of the image size contains
black parts, this part is invariably noisy. Fig 6 shows the YOLO
detection examples from the camera image.
E. Point cloud extraction
We mainly used rosbag to read and output the data. The read
data contained undistorted images and point cloud images. The
output was mainly the result of point cloud detection.
F. K-means based point cloud segmentation
Because 2D is converted into 3D, all points that can be
mapped into the bounding box in a certain direction are
marked with different label colors. To improve the experiment,
we utilized the unsupervised clustering method for k-means
machine learning. The detection was faster, and the accuracy
Fig. 6. YOLO detection example from camera image
Fig. 7. 3D object detection example of point cloud
of the points substantially improved, removing most of the
noise points. The k-means clustering graph is shown in Fig.
8, and the 3D object detection examples by this method is
shown in Fig. 7.
G. Evaluation of prediction results in depth images
To create a comparison with ground truth and to make
the results easier to observe, we converted the point clouds
into a 3*1024 panoramic depth image that is shown in Fig.
9 with different colors corresponding to different categories.
Depth image generation properties are shown in Table I. In this
step, handmade 0.1K ground truth images were created using
the LabelMe annotation tool. The final evaluation results also
included these 0.1K pictures.
TABLE I
DEPTH IMAGE GENERATION PROPERTIES
Description Specifications
Number of detector pairs 32
Limitation in horizontal scanning 1024
Vertical scanning range +10.67 to -30.67
Angular resolution in vertically 1.33
Angular resolution in horizontally 0.2
Model located area 0 to 25,000[mm] from origin
Depth image angle 0 to 360 degrees
Output depth image size 32 1024 1
III. EXPERIMENTS AND RESULTS
An in-vehicle sensor was used, and a large number of data
were collected. The identification experiment consisted of two
Fig. 8. K-means clustering
Fig. 9. 32*1024 depth image
parts. The first included visualization and quantity statistics of
point cloud identification with and without k-means clustering.
The experimental results were then evaluated. The second
part included evaluation criteriathe accuracy, precision, and
recallby comparing the results after conversion to depth images
with ground truth.
A. Experiments with different classes
In this study, we first made 3D prediction results that
were directly converted. Basically, all the points on the image
that could be mapped to the bounding box were recognized.
This led to a lot of noise, making it impossible to identify
the 3D bounding box, but enabled recognizing the 3D radar
data. A specific category exists in a certain direction, thereby
completing the rough 3D recognition function. A 2D YOLO
example is shown in Fig. 10, and related experiment results
with and without k-means are shown in Fig. 11.
The proofreading here is mainly for the naked eye. In
accordance with the specific bounding box data and the data
under the camera, judgments were made as to whether or not
the recognition results were correct.
Fig. 10. 2D YOLO experimental results
B. Experiments with k-means
K-means clustering is a method of vector quantization,
originally from signal processing, which is popular for cluster
analysis in data mining. K-means clustering aims to partition n
Fig. 11. 3D experiment results without(left) and with(right) k-means
observations into k clusters in which each observation belongs
to the cluster with the nearest mean, serving as a prototype of
the cluster. This results in a partitioning of the data space into
Voronoi cells [4].
Because k-means pre-determines the number of categories
and the maximum number of cluster iterations, the center point
is randomly selected at first, so the results of each cluster
become biased. However, the expected value of each category
did not change too much at the end of the experiment.
After using YOLO to complete the 2D object recognition
and to convert the data into 3D point cloud data, we mainly
used k-means to cluster further the points of the corresponding
bounding box that had been acquired so as to remove some
noise and to make the recognition results more accurate.
C. Results with and without unsupervised learning
The results of the experiment with and without k-means are
shown in Fig. 11. The total number of point clouds in each
group was 46,464. The maximum number of points was 4989.
This occurred when a car or truck got very close. The lowest
number was 0, which means that no target object could be
recognized around that time. In other words, it was an empty
space with no pre-trained class label objects.
Fig. 12 and Fig.13 represents the ratio and number of
dropped data after clustering using the k-means method on
the point cloud dataset. The highest was 49.15 percent in 46
frames. In the case of not recognizing any objects, the lowest
was only 0.85 percent in 21 frames.
When clustering was not performed, the experimental re-
sults stained all the points mapped to the bounding box in that
direction. After clustering, if there was an object, the number
of point clouds in that part significantly increased, while other
places that had no object obviously had a noticeable decrease
in the number of clouds. Therefore, unsupervised clustering
could significantly change the results, generally removing 31.6
percent of the point clouds.
D. Evaluation of prediction results in depth images
We made a 0.1K ground truth by labeling, reading, and
outputting operations on LabelMe software1. In the previous
stage, we got the prediction results of the point clouds. After
converting the point clouds to the same 3*1024 depth image,
the 3*1024*1 image file containing the object category labels
were saved too. In the final evaluation test, accuracy, precision,
1labelme:http://labelme.csail.mit.edu/Release3.0/
Fig. 12. Rate of point cloud decline with k-means function
Fig. 13. Experiment results of number of detection point clouds with and
without k-means function
and recall were calculated by comparing the ground truth and
the numpy file holding the experimental prediction results. Fig.
14 is the Depth image which is converted from point cloud
data. The ground truth is shown in Fig. 17, the detection results
are in Fig. 16, and the final results after k-means clustering
are in Fig. 17. The accuracy and consumed time results for
the total prediction process are shown in Table II. Accuracy,
precision, and recall with and without the k-means clustering
were recorded. The results shown in Table III reveal YOLO
2Ds detection was successful.
TABLE II
PREDICTION RESULTS WITH AND WITHOUT K-MEANS CLUSTERING
precision method accuracy time
PointNet 0.837 1.00
image(YOLO)+pointcloud(without clustering) 0.7288 0.848
image(YOLO)+pointcloud(k-means clustering) 0.7301 0.856
The “time” stand for the consumed time to handle one million point clouds
(around 1K objects)
TABLE III
PREDICTION RESULTS AFTER YOLO
precision method accuracy precision recall
without clustering 0.900 0.7753 0.6011
K-means clustering 0.9023 0.7867 0.6103
Fig. 14. Depth image
Fig. 15. Ground truth
Fig. 16. Prediction result without k-means
Fig. 17. Prediction results with k-means function
IV. CONCLUSIONS
The conclusion of our study are as follows:
1.The method adopted by this paper is to directly convert
the 3D point cloud to 2D image data, from the recognition of
the 2D boudingbox to the dyeing of the 3D point cloud. Since
the YOLO algorithm is adopted, the real-time performance is
very strong, and the unsupervised clustering is used too. A lot
of noise will be removed. It makes the recognition better.
2.This paper mainly wants to find a way to quickly and
accurately determine whether there are objects and objects in
a certain direction. This will contribute to the success of the
unmanned field, allowing the car to obtain more information
to make more judgments.
3.The final experimental results, in the case of using two
1080Ti GPUs, basically ensure that the experiment without
clustering consumes 0.19 seconds per frame and 0.192 seconds
after k-means clustering in 5 threads. The fast identification
process ensures the real-time detection of the surrounding con-
ditions in unmanned driving. If parallel, distributed computing
and other technologies are used, the recognition speed will be
faster.
4.The speed is very fast. However, the accuracy is not very
high due to a front yolo recognition accuracy needs to be
considered. The recall for detection is not high too.
V. FUTURE WORK
In the future, robots will be added, and semantic mapping
from running mobile robots will form the core of the next
step. Then, we will consider not only the k-means function but
also handling methods for directed point clouds like PointNet
and FCN or more clustering methods like point cloud based
depth clustering to figure out a faster method to complete
3d object detection using images and lidar. We will develop
automatic labeling functions using our method for training data
generation of LIDAR-based 3D objects.
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