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Abstract
We study efficient average-case (approximation) algorithms for combinatorial opti-
mization problems, as well as explore the algorithmic obstacles for a variety of dis-
crete optimization problems arising in the theory of random graphs, statistics and
machine learning. In particular, we consider the average-case optimization for three
NP-hard combinatorial optimization problems: Large Submatrix Selection, Maximum
Cut (Max-Cut) of a graph and Matrix Completion.
The Large Submatrix Selection problem is to find a k x k submatrix of an n x n
matrix with i.i.d. standard Gaussian entries, which has the largest average entry. It
was shown in [131 using non-constructive methods that the largest average value of
a k x k submatrix is 2(1 + o(1)) Vlog n/k with high probability (w.h.p.) when k =
O(log n/ log log n). We show that a natural greedy algorithm called Largest Average
Submatrix LAS produces a submatrix with average value (1+ o(1)) 2 log n/k w.h.p.
when k is constant and n grows, namely approximately V'2 smaller. Then by drawing
an analogy with the problem of finding cliques in random graphs, we propose a
simple greedy algorithm which produces a k x k matrix with asymptotically the same
average value (1+o(1)) 2log n/k w.h.p., for k = o(log n). Since the maximum clique
problem is a special case of the largest submatrix problem and the greedy algorithm
is the best known algorithm for finding cliques in random graphs, it is tempting to
believe that beating the factor v performance gap suffered by both algorithms might
be very challenging. Surprisingly, we show the existence of a very simple algorithm
which produces a k x k matrix with average value (1 + ok(1) + o(1))(4/3) 2log n/k
for k = o((logn)"), that is, with asymptotic factor 4/3 when k grows. To get an
insight into the algorithmic hardness of this problem, and motivated by methods
originating in the theory of spin glasses, we conduct the so-called expected overlap
analysis of matrices with average value asymptotically (1 + o(1))a 2 log n/k for a
fixed value a E [1, V"2]. The overlap corresponds to the number of common rows and
common columns for pairs of matrices achieving this value. We discover numerically
an intriguing phase transition at a* 5v/2/(3v ) ~ 1.3608.. c [4/3, V1d: when
3
a < a* the space of overlaps is a continuous subset of [0, 112, whereas a = a* marks
the onset of discontinuity, and as a result the model exhibits the Overlap Gap Property
(OGP) when a > a*, appropriately defined. We conjecture that OGP observed
for a > a* also marks the onset of the algorithmic hardness - no polynomial time
algorithm exists for finding matrices with average value at least (1+o(1))a 2 log n/k,
when a > a* and k is a growing function of n.
Finding a maximum cut of a graph is a well-known canonical NP-hard problem.
We consider the problem of estimating the size of a maximum cut in a random
Erd6s-R6nyi graph on n nodes and [cn] edges. We establish that the size of the
maximum cut normalized by the number of nodes belongs to the interval [c/2 +
0.47523v/5, c/2 + 0.55909\/-] w.h.p. as n increases, for all sufficiently large c. We
observe that every maximum size cut satisfies a certain local optimality property,
and we compute the expected number of cuts with a given value satisfying this local
optimality property. Estimating this expectation amounts to solving a rather involved
multi-dimensional large deviations problem. We solve this underlying large deviation
problem asymptotically as c increases and use it to obtain an improved upper bound
on the Max-Cut value. The lower bound is obtained by application of the second
moment method, coupled with the same local optimality constraint, and is shown
to work up to the stated lower bound value c/2 + 0.47523v/2. We also obtain an
improved lower bound of 1.36000n on the Max-Cut for the random cubic graph or
any cubic graph with large girth, improving the previous best bound of 1.33773n.
Matrix Completion is the problem of reconstructing a rank-k n x n matrix M
from a sampling of its entries. We propose a new matrix completion algorithm us-
ing a novel sampling scheme based on a union of independent sparse random regu-
lar bipartite graphs. We show that under a certain incoherence assumption on M
and for the case when both the rank and the condition number of M are bounded,
w.h.p. our algorithm recovers an E-approximation of M in terms of the Frobenius
norm using O(nlog2 (1/f)) samples and in linear time O(nlog 2 (1/e)). This provides
the best known bounds both on the sample complexity and computational cost for
reconstructing (approximately) an unknown low-rank matrix. The novelty of our al-
gorithm is two new steps of thresholding singular values and rescaling singular vectors
in the application of the "vanilla" alternating minimization algorithm. The structure
of sparse random regular graphs is used heavily for controlling the impact of these
regularization steps.
Thesis Supervisor: Professor David Gamarnik
Title: Nanyang Technological University Professor
MIT Sloan School of Management
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Chapter 1
Introduction
In this thesis, we study efficient average-case approximation algorithms for combina-
torial optimization problems, as well as explore algorithmic obstacles for a variety of
discrete optimization problems arising in the theory of random graphs, statistics and
machine learning. In particular, we consider the average-case optimization for three
NP-hard combinatorial optimization problems: Large Submatrix Selection, Max-Cut
and low-rank Matrix Completion. A natural choice for the probability distribution
over inputs for these problems is a random matrix with i.i.d. entries or a random
graph, more specifically, an Erd6s-R6nyi graph or random regular graph. We also
investigate the algorithmic hardness of the problem of Large Submatrix Selection in
a Gaussian random matrix. Now we introduce three main problems considered in
this thesis.
Problem 1: Large Submatrix Selection. We consider the algorithmic prob-
lem of finding a submatrix of a given random matrix such that the average value of the
submatrix is appropriately large. Specifically, consider an n x n matrix C" with i.i.d.
standard Gaussian entries. Given k < n, the goal is to find algorithmically a k x k
submatrix of C" (not necessarily principal) with average entry as large as possible.
The problem has motivations in several areas, including biomedicine, genomics and
social networks [651,[56],[351. The search of such matrices is called "bi-clustering" [561.
Problem 2: Max-Cut. The Max-Cut (finding the maximum cut) of a graph
is the problem of splitting the nodes of a graph into two parts so as to maximize
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the number of edges between the two parts. In the worst case the problem falls into
the Max-SNP-hard complexity class which means that the optimal value cannot be
approximated within a certain multiplicative error by a polynomial time algorithm,
unless P=NP. Here we consider the problem of estimating the size of a maximum cut
in a sparse random Erd6s-R6nyi graph on n nodes and [cnJ edges for a large constant
c > 0.
Problem 3: Low-rank Matrix Completion. We consider the problem of
recovering a rank-k n x n matrix M from a sampling of its entries. Specifically, let
M G R" "x be a rank-k matrix. The entries in M associated with the index set
Q C [n] x [n] are observed, that is, the entries Mij, V(i, j) E Q, are known. Define
the sampling operator PQ : R nx" R "n' by
Ph(M) Mij if (i ) O
10 if (,j) Q .
Let VR and VC be the sets of rows and columns of the matrix M, respectively, indexed
by the sets {1, 2,... , n} and {1, 2, ... ,n}. Also, let g = (V, S) be the bipartite
undirected graph on the vertex set V = VR U Vc with edge set E -3 (i, J) if and only
if (i, j) E Q. Our goal is to design the sampling graph 9 and an efficient (polynomial
time) algorithm such that M can be approximately reconstructed from the observed
PQ(M) with the cardinality IQI as small as possible.
Our work consists of two parts.
* Average-case algorithm design and analysis. For Large Submatrix Selection
problem, we specifically estimate the performance of the so-called Largest Av-
erage Submatrix (LAS) algorithm and further develop an efficient algorithm
with improved performance compared with the LAS algorithm. For Matrix
Completion problem, we design a novel sampling scheme based on a union of
independent random regular bipartite graphs. Under this sampling scheme, we
propose a linear algorithm for (approximate) low-rank matrix completion using
linear samples in the dimension of the matrix. The novelty of our algorithm
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lies in two new regularization steps of thresholding singular values and rescal-
ing singular vectors in the application of the "vanilla" alternating minimization
algorithm [591. In the analysis of this algorithm, the structure of sparse random
regular graphs is used heavily for controlling the impact of these regularization
steps. This result provides the best known bounds on both the sample complex-
ity and the computational cost for (approximately) reconstructing an unknown
low-rank matrix under standard incoherence assumptions.
* Theory of random graphs. We establish the Overlap Gap Property (OGP )
[381 for the Large Submatrix Selection problem which originates in the theory
of spin glasses and is also observed in many sparse random constraint satisfac-
tion problems, such as random K-SAT, coloring of sparse Erd6s-R6nyi graph
problem and the problem of finding a largest independent set of a sparse Erd6s-
R6nyi graph. The OGP is also established in a setting other than constraint
satisfaction problems on graphs, specifically in the context of high-dimensional
regression [421. Furthermore, we connect OGP with the algorithmic hardness,
and conjecture that OGP in fact marks the onset of the algorithmic hardness.
For Max-Cut, we establish improved upper and lower bounds on the size of the
maximum cut normalized by the number of nodes in an Erd6s-R6nyi graph, by
introducing a novel bounding technique based on local large deviation results
for lattice based random variables.
As a whole, the work in this thesis makes contributions to the average-case al-
gorithm design and analysis in random graphs, or more general problems involving
i.i.d. data. This work also benefits various applications such as "bi-clustering" [561
for data analysis in biomedicine, genomics and social networks [651,[561,[35], and ma-
trix completion in collaborative filtering, system identification, global positioning and
computer vision [16].
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1.1 Organization of the Thesis and its Contributions
In this section, first we give a brief survey of the previous work related to each problem
we study. Then, we state our main results and summarize briefly the techniques we
use to establish them.
1.1.1 Finding a Large Submatrix of a Gaussian Random Ma-
trix, chapter 2
Analysis of LAS algorithm
The problem of finding asymptotically the largest average entry of k x k submatrices
of C7 was recently studied by Bhamidi et.al. [13] (see also [681 for a related study) and
questions arising in this paper constitute the motivation for our work. It was shown
in [131 using a non-constructive method of moments that the largest achievable average
entry of a k x k submatrix of C" is asymptotically with high probability (w.h.p.)
(1 + o(1))2 log n/k when k = O(log n/ log log n) (a more refined distributional result
is obtained). Here o(1) denotes a function converging to zero as n -+ oc regardless
of k. Furthermore, the authors consider the asymptotic value and the number of so-
called locally maximum matrices. A k x k matrix A is locally maximal if every k x k
matrix of C" with the same set of rows as A does not have a larger average value
than A and every k x k matrix of C" with the same set of columns as A does not
have a larger average value than A. Such local maxima are natural objects arising as
terminal matrices produced by a simple iterative procedure LAS, designed for finding
a matrix with a large average entry. LAS proceeds by starting with an arbitrary k x k
submatrix A0 and finding a matrix A1 sharing the same set of rows with A0 which
has the largest average value. The procedure is then repeated for A1 by searching
through columns of A1 and identifying the best matrix A2 . The iterations proceed
while possible and at the end some locally maximum matrix ALAS is produced as the
output. The authors show that when k is constant, the majority of locally maximum
matrices of C" have an asymptotic value (1 +o(1)) /2log n/k w.h.p., thus factor v/2
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smaller than the global optimum. Motivated by this finding, the authors conjecture
that the outcome of the LAS algorithm should be also factor / smaller than the
global optimum, however one cannot deduce this from the result of [13] since it is
not ruled out that LAS is clever enough to find a "rare" local maximum with a
significantly larger average value than 2 log n/k. Also the authors leave open the
question regarding the number of iterations of LAS.
Our work on this problem has confirmed the conjecture on the performance of
LAS algorithm for the case of constant k: the LASalgorithm produces a matrix
with asymptotic average value (1 + o(1))N2 logn/k with high probability (w.h.p.)
[131. We further establish that the number of iterations of the LAS algorithm is
stochastically bounded as n grows. The proof of this result is fairly involved and
proceeds by a careful conditioning argument. In particular, we show that for fixed
r, conditioned on the event that LAS succeeded in iterating at least r steps, the
probability distribution of the "new best matrix" which will be used in constructing
the matrix for the next iteration is very close to the largest matrix in the k x n strip
of C", and which is known to have asymptotic average value of 2 logn/k due to
result in [131. As a result we show that the matrix produced in step r and the best
matrix in the k x n strip among the unseen entries are asymptotically independent.
Using this we show that given that LAS proceeded with r steps the likelihood it
proceeds with the next r +2k +4 steps is at most some value 0 < 1 which is bounded
away from 1 as n grows. As a result the number of steps of LAS is upper bounded
by a geometrically decaying function and thus is stochastically bounded. We use
this as a key result in computing the average value produced by LAS, again relying
on the asymptotic independence and the average value of the k x n strip dominant
submatrix.
Connection between Large Submatrix Selection problem and maximum
clique problem
As it was observed already in [131, the factor v'2 gap between the global optimum and
the performance of LAS is reminiscent of a similar gap arising in the study of a largest
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clique of a random graph. Arguably, one of the oldest algorithmic open problems in
the field of random graph is the problem of finding a largest clique (a fully connected
subgraph) of a random Erd6s-R6nyi graph G(n, p), when p is at least n 1 + for some
positive constant J. It is known that the value is asymptotically 2 log n/(- log p) and
a simple greedy procedure produces a clique with size log n/ (- log p), namely factor
2 smaller than the global optimum. A similar result holds for the bi-partite Erd6s-
R6nyi graph: the largest clique is asymptotically 2logn/(-logp) and the greedy
algorithm produces a (bi-partite) clique of size asymptotically log n/(- log p). Karp
in his 1976 paper [49] challenged to find a better algorithm leading to a clique with
size say (1 + c) log 2 n and this problem remains open. The factor v appearing in
our context is then arguably an analogue of the factor 2 arising in the context of the
clique problem in G(n,p).
In order to further investigate the possible connection between Large Submatrix
Selection problem and maximum clique problem in a random graph, we propose the
following simple algorithm for finding a submatrix of C" with a large average entry.
Fix a threshold 9 and consider the random 0, 1 matrix C' obtained by thresholding
each gaussian entry of Cn at 9. Clearly Cn is an adjacency matrix of a bi-partite
Erd6s-R6nyi graph G(n, po), where po = IP(Z > 0) and Z is a standard gaussian
random variable. Observe that any k x k clique of G(n,p0) corresponds to a k x k
submatrix of C" with each entry at least 0. Thus any polynomial time algorithm for
finding a clique in G(n, po) which results in a k x k clique immediately gives a matrix
with average value at least 9. Consider the greedy algorithm and adjust 9 so that
the size of the clique is at least k on each side. Reverse engineering 9 from such k,
we find 9 ~ V2log n/k with p ~ exp(-9 2 /2) = n-k. Namely, both LAS and the
greedy algorithm have the same asymptotic power! (Note, however, that this analysis
extends beyond the k = 0(1) unlike our analysis of the LAS algorithm).
IGP algorithm: go beyound v gap
In light of these connections with studying cliques in random graphs and the apparent
failure to bridge the factor 2 gap for cliques, one might suspect that v is equally
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challenging to beat for the maximum submatrix problem. Perhaps surprisingly, we
establish that this is not the case and construct a very simple algorithm, both in
terms of analysis and implementation, which construct a submatrix with average
value asymptotically (1 + ok(1)(4/3)/2 logn/k [381. Here ok(1) denotes a function
decaying to zero as k increases, for k = o(log1.5 n). The algorithm proceeds by starting
with one entry and iteratively building a sequence of r x r and r x (r + 1) matrices
for r = 1,... , k - 1 in a simple greedy fashion. We call this procedure, Incremental
Greedy Procedure (19P), referring to the incremental increase of the matrix size.
No immediate simple modifications of IG led to the improvement of the 4/3 factor,
unfortunately.
Solution space geometry and a hardness conjecture
The link between OGP and algorithmic hardness has been suggested and partially
established in the context of sparse random constraint satisfaction problems, such as
random K-SAT problem, coloring of sparse Erd6s-R6nyi problem and the problem of
finding a largest independent set of a sparse Erd6s-R6nyi graph problem [1, 2, 22, 40,
61, 411. The OGP is also established in a setting other than constraint satisfaction
problems on graphs, specifically in the context of high-dimensional regression [42].
Many of these problems exhibit an apparent gap between the best existential result
and the best result found by algorithmic means, very similar in spirit to the gaps
2, v2 etc. discussed above in our context. For example, the largest independent
set of a random d-regular graph normalized by the number of nodes is known to be
asymptotically 2 log d/d as d increases, while the best known algorithm can produce
sets of size only log d/d again as d increases. As shown in [221,[40] and [611 the
threshold log d/d marks the onset of a certain version of OGP . Furthermore, [401 and
[61] show that OGP is the bottleneck for a certain class of algorithms, namely local
algorithms (appropriately defined). A key observation in [61] is that the threshold
for multioverlap version of the OGP , namely considering m-tuples of solutions as
opposed to pairs of solutions as we do in this proposal, lowers the phase transition
point. The multioverlap version of OGP was also a key step in [41] in the context of
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random Not-All-Equal-K-SAT (NAE-K-SAT) problem which also exhibits a marked
gap between the regime where the existence of a feasible solution is known and the
regime where such a solution can be found by known fast algorithms.
The discussion above raises the following question: where is the true algorithmic
hardness threshold value for the maximum submatrix problem if such exists? We fix
a E (1, v/2) and let C(a) denote the set of matrices with average value asymptotically
aV2 logn/k. Thus a conveniently parametrizes the range between the achievable
value on the one hand, namely a = 1 for LAS and greedy algorithms, a = 4/3 for
the igP, and a = v/2 for the global optimum on the other hand. For every pair of
matrices A1 , A2 E (a) with row sets I1, 12 and column sets J1, J2 respectively, let
x(Ai, A 2 ) = 1I, n I21/k, y(A 1 , A2 ) = IJi n J21/k. Namely x and y are the normalized
counts of the common rows and common columns for the two matrices. For every
(x, y) E [0, 1]2 we consider the expected number of pairs A1 , A 2 such that x(Ai, A2) ~
x, y(A 1 , A 2 ) y, in some appropriate sense [38]. We compute this expectation
asymptotically. We define R(x, y) = 0 if such an expectation converges to zero as n -+
oo and = 1 otherwise. Thus the set R(a) {(x, y) : R(x, y) = 1} describes the set of
achievable in expecation overlaps of pairs of matrices with average value a V2 log rn/k.
At a* 5V/(3f) ~ 1.3608.. we observe an interesting phase transition - the set
R(a) is connected for a < a*, and is disconnected for a > a*. Namely, for a > a*
the model exhibits the OGP : the overlaps of two matrices can only belong to the
disconnected region.
Motivated by this observation, we conjecture that the problem of finding a matrix
with the corresponding value a > a* is not-polynomially solvable when k grows.
In fact, by considering multi-overlaps instead of pairwise overlaps, which is a future
work, we conjecture that this conjectured hardness threshold might be even lower
than a*.
1.1.2 Max-Cut of Sparse Random Graphs, chapter 3
Last decade we have seen a dramatic progress improving our understanding of var-
ious randomly generated constraint satisfaction models such as the random K-SAT
20
problem, the random XOR-SAT problem, proper coloring of a random graph, inde-
pendence ratio of a random graph, and many related problems [32], [231, [241. These
problems broadly fall into the class of so-called anti-ferromagnetic spin glass models,
borrowing a terminology from statistical physics. At the same time the best known
results for the Max-Cut problem (which falls into anti-ferromagnetic category) were
obtained in [26] about a decade ago, and have not been improved ever since. In the
aforementioned reference, upper and lower bounds are obtained on the Max-Cut value
for the sparse random Erd6s-R6nyi graph. Related results concerning the Max-K-SAT
problem were considered in [3] and [4].
Recall that an Erd6s-R6nyi graph G(n, m) is a random graph generated by select-
ing m edges uniformly at random (without replacement) from all possible edges on n
vertices. The Max-Cut problem exhibits a phase transition at 2m/n = 1. Specifically,
Coppersmith et al. [26] showed that the difference of m and the MaxCut size jumps
from E(1) to O(n) as 2m/n increases from below to above 1. Furthermore, Daud6,
Martinez, et al. [281 established the distributional limit of Max-Cut size in the scaling
window 2m - n = o(n).
Let m = [cnJ for some constant c. When c is sufficiently large, which is the setting
considered in this thesis, both upper and lower bounds of the Max-Cut size are also
obtained in [26]. To describe their result, let MCnc denote the Max-Cut value in the
Erd6s-R6nyi graph G(n, [cnJ). Then there exists MC(c) such that
MC~nc A c'-+ MC(c) (1.1)
n
in probability as n -+ oo. The existence of this limit is by no means obvious and was
only recently established in [9]. The fact that the actual value concentrates around
MC(c) with high probability follows directly by application of the Azuma's inequality.
In terms of MC(c), it was shown in [26] that
MC(c) E [c/2 + 0.37613V/ + oc(V/2), c/2 + 0.58870v/ + oc(v/2)],
where oc(V/) denotes a function f(c) satisfying limc, f(c)//2 = 0. From here on
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we use standard notations o(.), O(-) and E(-) with respect to n -+ o. When these
order of magnitude notations are with respect to the regime c - oo, we use subscripts
oc, O, Ec. The upper bound was obtained by using a standard first moment method.
Namely, one computes the expected number of cuts achieving a certain cut size value.
It was shown that when the size is at least c/2 + 0.58870V/ + oc(v/2) the expectation
converges to zero exponentially fast, and thus the cuts of this size do not exist w.h.p.
For the lower bound the authors constructed an algorithm where the nodes were
dynamically assigned to different parts of the cut based on the majority of the implied
degrees. Since the degree of a node has approximately a Poisson distribution with
parameter 2c, which for large c is approximated by a Normal distribution with mean
2c and standard deviation V/2, the absolute value of the difference of two such random
variables is approximately the absolute value of the difference of two i.i.d. normally
distributed random variables and has mean of order 9/2. This approach leads to a
lower bound c/2 + 0.37613V/ + oc(V/).
We establish that the size of the maximum cut normalized by the number of nodes
belongs to the interval [37]
MC(c) E [c/2 + 0.47523/c + oc(v/2), c/2 + 0.55909V/] + oc(V1/).
Our main approach is based on computing the expected number of cuts which satisfy
the local optimality constraint and which achieve a certain cut value LznJ for a con-
stant z in G(n, [cnj). Computing this expectation is an involved task and amounts
to solving a certain multi-dimensional large deviations problem. The nature of this
problem can be described as follows. Consider the random multi-graph as the config-
uration model generalized to Erd6s-R6nyi graph. The joint distribution of degrees of
nodes in this random multi-graph can be described by the joint distribution arising
from the balls into bins problem. Specifically, for an even n, given a cut V1, V2 of a
graph of equal size V1 I= I V2 | = n/2 (later we will establish that this case determines
the normalized exponent of the expected number of cuts which satisfy the local op-
timality condition by n as n -+ oo), conditioned to have value [znJ, such that the
22
remaining parts V and V2 have the number of internal edges equal to zinJ and [z 2 nJ
for two constants zi and z2 respectively, with [znj + [zinJ + [z2 nJ = [cnJ, the joint
distribution of the number of neighbors of nodes of V in part V2 is described as the
joint distribution arising from putting LznJ balls into n/2 bins uniformly at random.
Similarly, the joint distribution of the number of neighbors of nodes of Vj who also be-
long to V is also described as the joint distribution arising from putting [2zjnj balls
into n/2 bins uniformly at random, independently from the first process and from
the other part. Let the first LznJ balls be colored blue, and the balls corresponding
to the [znj edges be colored red for j = 1, 2. Then the local optimality constraint
means that in each bin the number of red balls does not exceed the number of blue
balls. Achieving a particular cut value [znJ amounts to saying that the total number
of blue balls equals LznJ. Both events are of large deviations type and computing the
likelihood of this rare event amounts to solving a multi-dimensional large deviations
problem. While solving this problem for a fixed c appears to be intractable, it can
be solved asymptotically when c is large since in this case the distribution of balls in
bins is well approximated by a normal distribution. As a result the large deviations
rate function can be solved by integration over Gaussian distribution. This approach
leads to an upper bound on the size of maximum cut in G(n, [cn]).
To obtain the lower bound we consider the second moment of the number of
cuts achieving value LznJ satisfying the local optimality constraint. The idea of the
approach is very similar to the case of the upper bound, but details are more involved
since we consider now pairs of cuts. We use the second moment method to obtain a
lower bound on the probability of existence of a cut with a particular value. This lower
bound still is exponentially small. Our last step is to use an exponential concentration
of the Max-Cut value around its expectation in order to argue the existence of a cut
with a stated value. The last step is similar to the one used in earlier papers, such as
Frieze [361.
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1.1.3 Matrix Completion from 0(n) Samples in Linear Time,
chapter 4
For the convenience of discussing various matrix completion results and comparing
them to our work, we will assume below that the rank, condition number and the
incoherence parameter of M E R"""n (appropriately defined) are bounded in n. The
problem of reconstructing M under uniform sampling received a considerable atten-
tion in recent years. One research direction of matrix completion under this sampling
scheme focuses on the exact recovery of M. Recht [621 and Gross [451 showed that M
can be constructed exactly from O(n log2 n) samples using trace-norm based optimiza-
tion. Keshavan et al. [50] showed that M can be constructed exactly from O(n log n)
samples using singular value decomposition (SVD) followed by gradient descent on
Grassmanian manifold. Another research direction of matrix completion under uni-
form sampling pays more attention to the efficiency of the algorithm. Jain et al. [59]
showed that a 1 E multiplicative approximation of M in Frobenius norm can be con-
structed from O(n log n log(1/c)) samples using alternating minimization algorithm
in O(n log n log(1/E)) time. For simplicity, we call this just E-approximation. Then
Hardt [46] refined the analysis of alternating minimization and improved the sample
complexity to O(n log(n/E)). It was shown by Cand6s and Tao [18] that O(n log n)
is the information theoretic limit of the number of samples for exact recovery of M.
With extensive research on this subject, it is tempting to believe that the sample com-
plexity obtained by Jain et al. [591 or Hardt [46] for approximate matrix completion
are optimal (up to a constant factor).
Perhaps surprisingly, we establish that this is not the case and propose a linear
time algorithm, which constructs an E-approximation of M in Frobenius norm using
O(n log2 (1/c)) samples. This algorithm uses a novel sampling scheme based on a
union of independent sparse random regular bipartite graphs. More specifically, we
show that under a certain incoherence assumption in M and for the case when both
the rank and the condition number of M are bounded, this algorithm reconstruct
an c-approximation of M using O(n log 2 (1/E)) samples under standard incoherence
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assumption in linear time O(n log 2 (1/E)) [39]. This algorithm is built upon appropri-
ately thresholded alternating minimization. Specifically, due to the reduced sample
complexity by a logarithmic factor, a matrix inverted in each step of the alternating
minimization algorithm may become ill-conditioned. Our algorithm avoids this ill-
conditioning issue by adding an extra step of singular value thresholding applied to
certain matrices before their inversion in the "vanilla" alternating minimization. The
idea behind this step is regularization of the least square estimation in the form of
the eigenvalue thresholding. We call this algorithm Thresholded Alternating Mini-
mization (TAM), referring to the extra singular value thresholding steps added for
alternating minimization. A rescaling of the entries of singular vectors is also imple-
mented in order to maintain the proximity to incoherence.
Let M = U*E*(V*)T and U be the input to one of the iterations of TAM. The
detailed structure of sparse random regular graphs is used heavily for controlling the
impact of regularization, i.e. the number of times that the eigenvalue thresholding
steps are applied per one iteration of our algorithm. In particular, let y be the
distance between the subspaces spanned by U* and U, appropriately defined in [39].
We establish that the number of times that the singular value thresholding is applied
per one iteration of TAM is bounded above by a decreasing function in -Y. We use
it as a key result in establishing the geometric convergence of TAM.
As already mentioned, TAM employs a sampling generated from a union of
independent random bipartite regular graphs. Although our results of TAM are
established for this special sampling, TAM can be generalized to uniform sampling
in the obvious manner and similar results of TAM under uniform sampling can be
established accordingly. In fact, by considering Poisson cloning model [51] for Erd6s-
R6nyi graphs, (which we intend to research in future), we conjecture that the same
sample complexity of TAM might hold for constructing an E-approximation of M
under uniform sampling.
TAM maintains the computational complexity of alternating minimization, which
is O(IQI) for bounded k. TAM only requires O(nlog2 (1/c)) samples. Hence, TAM
is a linear algorithm of computational complexity O(n log 2 (1/c)). Like alternating
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minimization, TAM has computational efficiency advantage over trace-norm based
optimization, which requires time Q(n2 log n/i-) using the singular value thresh-
olding algorithm [48] or O(n5 log(1/e)) using interior point methods. More specific
computational complexity comparison between trace-norm based optimization and
alternating minimization is provided in [59].
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Chapter 2
Finding a Large Submatrix of a
Gaussian Random Matrix
This chapter is structured as follows. In the next section we formally state our four
main results: the one regarding the performance of LAS, the one regarding the
performance of the greedy algorithm by reduction to random bi-partite graphs, the
result regarding the performance of igP, and finally the result regarding the OGP.
The same section provides a short proof for the result regarding the greedy algorithm.
Section 2.2 is devoted to the proof of the result regarding the performance of igP.
Section 2.3 is devoted to the proof of the result discussing OGP, and Section 2.4 (which
is the most technically involved part of this chapter) is devoted to the proof of the
result regarding the performance of the LAS algorithm. We conclude in Section 2.5
with some open questions.
Now we introduce some notational convention. We use standard notations o(.),
O(-) and 6(.) with respect to n -+ oc. ok(1) denotes a function f(k) satisfying
limke, 0 f(k) = 0. Given a positive integer n, [n] stands for the set of integers 1,... , n.
dGiven a matrix A, AT denotes its transpose. -> denotes weak convergence. =
denotes equality in distribution. A complement of event A is denoted by Ac. For two
events A and B we write A n B and A U B for the intersection (conjunction) and the
union (disjunction) of the two events, respectively. When conditioning on the event
A n B we will often write P (-IA, B) in place of P (.I A n B). For non-negative integers
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b1, b2,--- , b= such that _b = n, the multinomial coefficient is
n n!
(bi, b2, ... ,b1) bi!b2!. .. bl!
Let Ib(u) be the cumulative distribution function of the standard normal random
variable. When u is large, the function 1 - <D(u) can be approximated by
1 11 exp(-u 2 /2)(1 - 2U 2 ) 5 1- <b(u) < 1 exp(-u2 /2). (2.1)
2.1 Main Results
In this section we formally describe the algorithms we analyze in this chapter and
state our main results. Given an n x n matrix A and subsets I C [n], J C [n] we
denote by A 1,j the submatrix of A indexed by rows I and columns J. When I consist
of a single row i, we use Ai,j in place of a more proper A{ 2 },j. Given any mi x m 2
matrix B, let Ave(B) -m j Bij denote the average value of the entries of B.
Let C = (Cij, i, j > 1) denote an infinite two dimensional array of independent
standard normal random variables. Denote by CnXm the n x m upper left corner of
C. If n = m, we use Cn instead.
The Large Average Submatrix algorithm is defined as follows.
Large Average Submatrix algorithm (LAS)
Input: An n x n matrix A and a fixed integer k > 1.
Initialize: Select k rows I and k columns J arbitrarily.
Loop: (Iterate until no improvement is achieved)
Find the set j c [n], IJI = k such that Ave(A 1 1j) > Ave(Ai,j,) for all J' C
[n], J'| = k. Break ties arbitrarily.
If J = J, STOP. Otherwise, set J = J.
Find the set I c [n], Il = k such that Ave(Ayj) > Ave(Ap,j) for all I' C
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[n], II'| = k. Break ties arbitrarily.
If i = I, STOP. Otherwise, Set I = I.
Output: A 1 ,j.
Since the entries of C" are continuous independent random variables the ties in the
LAS algorithm occur with zero probability. Each step of the LAS algorithm is easy
to perform, since given a fixed set of rows I, finding the corresponding set of columns
i which leads to the matrix with maximum average entry is easy: simply find k
columns corresponding to k largest entry sums. Also the algorithm will stop after
finitely many iterations since in each step the matrix sum (and the average) increases
and the number of submatrices is finite. In fact a major part of our analysis is to
bound the number of steps of LAS. Our convention is that in iteration zero, the LAS
algorithm sets Io = I = {1, . . , k} and Jo = J = {1,. . . , k}. We denote by TLAS
the number of iterations of the LAS algorithm applied to the n x n matrix C" with
i.i.d. standard normal entries. For concreteness, searching for I and J are counted
as two separate iterations. We denote by C" the matrix produced by LAS in step
(iteration) r, assuming TLAS > r. Thus our goal is to obtain asymptotic values of
Ave (CTCAs), as well as the number of iterations TLAS.
Our first main result concerns the performance of LAS and stated as follows. Let
wo denote any positive function satisfying Wn= o(V/log n) and log log n = O(W,).
Theorem 2.1.1. Suppose a positive integer k is fixed. For every e > 0 there is a
positive integer N which depends on k and e only, such that for all n > N, P(TrAs
N) < e. Furthermore,
lim P Ave(CrAS) - log n n = 1. (2.2)
n-+co (Ik
Theorem 2.1.1 states that the average of the k x k submatrix produced by LAS
converges to the value (1 +o(1)) 2 log n/k, and furthermore, the number of iterations
is stochastically bounded in n. In fact we will show the existence of a constant
0 < V < 1 which depends on k and e only such that P(TLAS > t) < 0', t > 1 for
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all large enough n. Namely, TLAS is bounded by a geometric random variable for all
large enough n.
Next we turn to the performance of the greedy algorithm applied to the random
graph produced from C" by first thresholding it at a certain level 6. Given C"
let G(n, n, p(6)) denote the corresponding n x n bi-partite graph where the edge
(i, j), 1, ' E [n] is present if C > 0 and is absent otherwise. The edge probability
is then p(O) = P(Z > 6) where Z is a standard normal random variable. A pair
of subsets I c [n], J c [n] is a clique in G(n, n, p(6)) if edge (i, j) exists for every
i E I,j E J. In this case we write i j.
Consider the following simple algorithm for generating a clique in G(n, n, p(6)),
which we call greedy for simplicity. Pick node i1 = 1 on the left part of the graph and
let J = {j: 1 ~ j}. Pick any node j, E J1 and let I1 {i E [n] i ~ i}. Clearly
, E I1. Pick any node i2 c I1 different from i1 and let J2 = {j E 1 i 2 - i}- Clearly
Ji E J2 . Pick any 32 E J2 different from ji and let 12 ={i E I, : i - j2}, and so on.
Repeat this process for as many steps m as possible ending it on the right-hand side
of the graph, so that the number of chosen nodes on the left and the right is the same.
The end result Im, Jm is clearly a clique. It is also immediate that Iml = IJmI = m.
The corresponding submatrix C' , of Cn indexed by rows Im and columns Jm has
every entry at least 6 and therefore Ave(Cy jm) > 6. If we can guarantee that 6 is
small enough so that m is at least k, we obtain a simple algorithm for producing a
k x k matrix with average entry at least 6. From the theory of random graph it is
known (and easy to establish) that w.h.p. the greedy algorithm produces a clique of
size log n/ log(1/p) provided that p is at least n-+ for some E > 0. Since we need
to produce a k x k clique we obtain a requirement log n/ log(1/p) > k (provided of
course the lower bound n-+E holds, which we will verify retroactively), leading to
p = P(Z > 6) > n- ,
and in particular k > 2 is enough to satisfy the nrl+E lower bound requirement. Now
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suppose k = o(log n) implying n-k = o(1). Solving for O, defined by
P(Z > On) = n-T,
and using the fact
1lim t-2 log P(Z > t)t-+oo 2
which is an easy consequence of (2.1), we conclude that
2 log n
On = (I + 1(1)) ,
leading the same average value as the LAS algorithm! The two algorithms have
asymptotically the same performance (though the greedy algorithm guarantees a min-
imum value of (1 + o(1)) 210n as opposed to just the (same) average value). We
summarize our finding as follows.
T heorem 2.1.2. Setting = (1+o(1)) 2n" , the greedy algorithm w.h.p. produces
a k x k sub-matrix with minimum value On for k = O(log n).
Next we turn to an improved algorithm for finding a k x k submatrix with large
average entry, which we call Incremental Greedy Procedure (19P) and which achieves
(1 + ok (1))(4/3) 2log n/k asymptotics. We first provide a heuristic idea behind the
algorithm which ignores certain dependencies, and then provide the appropriate fix for
dealing with the dependency issue. The algorithm is described informally as follows.
Fix an arbitrary i 1 E [n] and in the corresponding row Cn, find the largest element
CK3 1 . This term is asymptotically /2log n as the largest of n i.i.d. standard normal
random variables (see (2.21) in Section 2.4). Then find the largest element C in
the column C[n],J other than Ci,,jl' which asymptotically is also /2 log n. Next in
the 2 x n matrix C } find a column J2 $ Ji such that the sum of the two elements
of the column C } is larger than the sum for all other columns Cn for all
I = ji. Ignoring the dependencies, this sum is asymptotically /2 /2log n, though the
31
dependence is present here since the original row Ci,,[] is a part of this computation.
We have created a 2 x 2 matrix (C, i = i1 ,i2 ; j= j1 ,j 2). Then we find a row
i3 7 i 1 , i2 such that the sum of the two elements of the row Ci3,{ 1,s2 is larger than
any other such sum of Ci3,{, 2} for i / ii, i 2. Again, ignoring the dependencies,
this average is asymptotically V/2/2ogIn. We continue in this fashion, greedily and
incrementally expanding the matrix to a larger sizes, creating in alternation r x r and
(r + 1) x r matrices and stop when r = k and we arrive at the k x k matrix. In each
step, ignoring the dependencies, the sum of the elements of the added row and added
column is F/2 log n when the number of elements in the row and in the column is
r, again ignoring the dependency. Thus we expect the total asymptotic size of the
final matrix to be
2 Vf V20logn+ V 21-g n.
1<r<k-1
Approximating 2 1,<r<k1 F + x7 k by 2 fl xftd~ 4k 3 /2 /3 for growing k and then
dividing the expression above by k 2 , we obtain the required asymptotics. The flaw in
the argument above comes from ignoring the dependencies: when r x 1 row is chosen
among the best such rows outside of the already created r x r matrix, the distribution
of this row is dependent on the distribution of this matrix. A simple fix comes from
partitioning the entire n x n matrix into k x k equal size groups, and only searching
for the best r x 1 row within the respective group. The sum of the elements of the r-th
added row is then V 2 log(n/k) which is asymptotically the same as fr/27log n,
provided k is small enough. The independence of entries between the groups is then
used to estimate rigorously the performance of the algorithm.
We now formalize the approach and state our main result. The proof or the
performance of the algorithm is in Section 2.2. Given n E Z+ and k E [n], divide the
set [n] into k + 1 disjoint subsets, where the first k subsets are
Pi = {(i - 1) [n/k] + 1, (Z'- 1) [n/k] + 2, .. ., 1 n/kJ}1, for i = 1, 2, . .. , k.
32
When n is a multiple of k, the last subset is by convention an empty set. A detailed
description of 1!9 algorithm is as follows.
igP algorithm.
Input: An n x n matrix A and a fixed integer k > 1.
Initialize: Select i1 E Pf' arbitrarily and set I = {i1 }, and let J = 0.
Loop: Proceed until I|I = IJI = k
Find the column j E P"1 such that Ave(Ai,) > Ave(Aj') for all j' E PnI. Set
J= J U{j}.
Find the i E Pn such that Ave(Ajj) > Ave(Ai,j) for all i' E pny. Set
I U {i}.
Output: A 1,j.
As shown in Figure 2-1, Ig algorithm at step 2r adds a row of r entries (repre-
sented by symbol 'A') with largest entry sum to the previous r x r submstrix C~; n-.
Similarly, as shown in Figure 2-2, igP algorithm at step 2r +1 adds a column of r +1
entries (represented by symbol 'A') with largest entry sum to the previous (r + 1) x r
submstrix Cn,2
C11 ... C1
C21 r C2n
* ... *
. :n Cnn -A ... A
Figure 2-1: Step 2r of 191' algorithm
Just as for the LAS algorithm, each step of igP algorithm is easy to perform:
simply find one column (row) corresponding to the largest entry sum. The algorithm
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011 C1n
C21 r+ 1 C2n
r+1 Cn,2r I
.. * A
Cn1 Cnl
Figure 2-2: Step 2r + 1 of IP algorithm
will stop after 2k steps. We denote by Cngp the k x k submatrix produced by IgP
applied to C". Our goal is to obtain the asymptotic value of Ave(Cngp).
Our main result regarding the performance of the 19gP algorithm is as follows.
Theorem 2.1.3. Let f(n) be any positive function such that f(n) = o((log n) 1 5 ).
Then
lim min P Ave(Cn P) - - ; l 3max - logn =og l
n-+oo 1<k f (n) 3 klog k' = lokiog n
(2.3)
The bound on the right hand side is of the order magnitude O(Vlog n) when k is
constant and o( log n/k) when k is a growing function of n and k = o((logn)' 5 ).
T+ ogn corresponds to the latter case.
Next we turn to the discussion of the Overlap Gap Property (OGP ). Fix a E
(1, V'2), real values 0 < Y1, Y2 < 1 and 6 E (0, a). Let Ok(a, yI, y2, 6) denote the
set of pairs of k x k submatrices Cy, CymJ2 with average value in the interval
[(a-6) v2logn/k, (a+6)V2 logn/k] andwhichsatisfy 1I1nI2/ E (yl-6,yl+ 6), IJi
J2 1/k E (Y2 - 6, Y2 + J). Namely, Ok(a, y1, Y2, 6) is the set of pairs of k x k matrices
with average value approximately a 2 log n/k and which share approximately ylk
rows and y2 k columns. Let
2 2f (Cf, Y1, Y2) 4 - yi - Y2 a2. (2.4)
1 + y1y2
The next result says that the expected cardinality of the set Ok (a, y1, Y2, 3) is approxi-
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mately nkf (,yi,Y2) when f(a, Y1, Y2) is positive, and, on the other hand, (k (a, Y1, Y2, 6)
is empty with high probability when f(a, Y1, Y2) is negative.
Theorem 2.1.4. Fix a E (1, V'2). For every e > 0, c > 0 and Y1, Y2 E (0, 1), there
exists Jo E (0, a) and no > 0 such that for all n > no, k < clog n and 6 E (0, 60)
logE [Ok (OZY1,Y2,6)] f(a, y1, y 2) < e. (2.5)
k log n
As a result, when f(a, y1, y 2 ) < 0, for every e > 0 and c > 0, there exists 6 E (0, a)
and no > 0 such that for all n > no and k < clog n
P (Ok(a, y1, y2, 6) -0) < e. (2.6)
We see that the region R(a) {(y1, Y2) : f(a, Y1, Y2) > 0} identifies the region
of achievable in expectation overlaps for matrices with average values approximately
a 2logn/k.
Regarding R.(a), we establish two phase transition points: one at a* = 3/2
and the other one at ao = 5v//(3V35). The derivation of these values is delayed till
Section 2.3. Computing R(a) numerically we see that it exhibits three qualitatively
different behaviors for a E (0, a*), (a*, a*) and (a*, V2), respectively, as shown in
Figures 2-3, 2-4 and 2-6. These figures are heat maps where dark color corresponds
to the higher value of f and light color corresponds to the lower value of f.
(a) When a E (1, 5/v2), JZ(a) coincides with the entire region [0, 1]2, see Figure
2-3. From this figure, in particular, the part close to the origin, we see that
the bulk of the overlap corresponds to the pairs (Yi, Y2) which are close to the
origin. In other words, the picture suggests that most matrices with average
value approximately a 2 log n/k tend to be far from each other.
(b) When a E (v/5/v/2, 5v/2/(3v/)), we see that 7Z(a) is a connected subset of
[0, 1]2, (Figure 2-4), but a non-achievable overlap region emerges (colored white
on the figure) for pairs of matrices with this average value. At a critical value
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a = 5V2/(3V'3) the set is connected through a single point (1/3,1/3), see
Figure 2-5.
(c) When a E (5Vf/(3v ), V'2), R(a) is a disconnected subset of [0,1]2 and the
OGP emerges, see Figure 2-6 for a = 1.364. In this case, every pair of matri-
ces has either approximately at least 0.4k common columns or at most 0.28k
common columns.
1.9
0.7
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0.4
0.3
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0 01 02 0.3 04 05 06 07 08 0.9 1
y1
Figure 2-3: R (a) for a E (0, v//V2)
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Figure 2-5: R(5v2/(30/))
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Figure 2-4: R(a) for a
(v 3/V2 5v/2/(3vl3))
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Figure 2-6: R(a) for a E (5V2/(3V3), v/)
We conjecture that the regime (c) described on Figure 2-6 corresponds to the hard
on average case for which we predict that no polynomial time algorithm exists for
non-constant k. Since the OGP was analyzed based on overlaps of two matrices and
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the overlap of three matrices is likely to push the critical value of OGP even lower, we
conjecture that the hardness regime begins at a value lower than our current estimate
5V/2/(3/). An interesting open question is to conduct an overlap analysis of m-
tuples of matrices and identify the critical value for the onset of disconnectedness.
2.2 Analysis of the IG'P algorithm
This section is devoted to the proof of Theorem 2.1.3. Denote by I" the set of rows
produced by 2E9P algorithm in steps 2r, r = 0, 1,... ,k - 1 and by J," the set of
columns produced by !9P algorithm in steps 2r - 1, r = 1,... , k. Their cardinalities
satisfy jIij = r+1 forr = 0, 1,...,k - 1 and J," = r for r= 1,...,k. In particular,
TGP algorithm chooses Ion {ii} arbitrarily from P" and Jn is obtained by finding
the column in Cipn corresponding to the largest entry. Let Mi, i = 1, 2, - - - , 2k - 1
be the entry sum of the row or column 7 9P algorithm adds to the submatrix in the
i-th step, namely
2r-1 nax Cij for r = 1, 2,. .. , k,
r-11 iEIn"-,
M2, A max C forr=1, 2,..., k - 1. (2.7)
iE "'rn+l jE Jr
Introduce
b,:= V2 log n - log(47r log n) (2.8)
2/ 2logn
In order to quantify M 1 , i = 1, 2,..., 2k - 1, we now introduce a probabilistic bound
on the maximum of n independent standard normal random variables.
Lemma 2.2.1. Let Zi, i = 1, 2, ... , n be n independent i.i.d. standard normal random
variables. There exists a positive integer N and a constant c > 0 such that for all
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31P V2log n (max Zi - b) <-oglogn 1- gc ). (2.9)
1<i<n 2 (log n)1_ -
Lemma 2.2.1 is a cruder version of the well-known fact described later in Section
2.4 as fact (2.21). For convenience, in what follows, we use n/k in place of [n/kj.
We first establish Theorem 2.1.3 from the lemma above, the proof of which we delay
to the Appendix A.1.
Proof of Theorem 2.1.3. Denote by En_1 , r = 1, 2, ... , k the event that
V/2 log(n/k) ( 21 - b _ log log(n/k), (2.10)
/rI_1|
and by En, r =1, 2,..., k - I the event that
n" 32 log(n/k) ( 2r - bn/ < - log log(n/k). (2.11)
jjnr 2
By Lemma 2.2.1 and since k < f(n) = o((log n)1 5 ), we can choose a positive integer
N1 and c > 0 such that for all n > N1
P(Ej) >1- 1 V I<i < 2k-i. (2.12)
Since MP, i = 1, 2, - - -,2k - 1 corresponds to non-overlapping parts of Cn, they are
mutually independent, and so are En, i = 1, 2, -.- , 2k - 1. Choose another positive
integer N2 such that for all n > N2 ,
k 1
3 k - > (2 k - 1).(log n) 1-5 - (log(n/k))1-5
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Let N A max(N1 , N2). Then for all n > N and k < f(n) = o((log n) 1.5 ) we have
2k-i
(n -1E) = P(Ei) > (1
1 ~ 2k-1
(log(n/k))1
-
5
1
> 1 - C / -(2k - 1) > 1(log(n/k))1-5 -
As a result, n 2 klEn occurs w.h.p. Under the event fl k-lE!, we use (2.10) and (2.11)
to estimate the average value of Cngp
Ave(Cngp) <
+ 1:( r-nbn/k +
_ r=1 r=1b+ _ b/ +
Recall 1IIU1 = r and fJrI = r. We can choose a positive integer N3 such that
for all n > N3 and k < f(n) = o((log n)1 5 ), 2log(n/k) > log n holds. Also using
bn/k < V2log n and log log(n/k) < log log n, we have for all n > N3, the right hand
side of the last equation
>= 2log nf+Z' 1 2log nvK
=2 2 log n
V k
< 2 [2 log n
Vk
4 2log n
3 k
I lI
l
k k
V2 log n
k3/ 2
v/-dx + 3 max
+3max lo=in(kV k
/171 log log n
+ Vlog n
log log n
l/og in
l og in
log log n
/l~ogri J
log log n
lIog 1)
Similarly we can show
Ave(Cng.) ;>
2 log n
'k - 3 max
Then (2.3) follows and the proof is completed.
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3c k(log n)1-5
2 log log(n/k)
IV2lo-g(n/k)
V JJn log log(n/k)
2lo-g(n/k)
k2 l2 log(n/k)
log n
log log in
lIo gn
2.3 The Ovelap Gap Property
We delay the derivation of the critical values for the two phase transition points
a* = x//v and a* = 5N/2/(3v"3) to Appendix A.2. Now we complete the proof of
Theorem 2.1.4.
Proof of Theorem 2.1.4. The rest of the section is devoted to part (2.5) of Theorem
2.1.4. The second result (2.6) follows from the Markov inequality.
Fix positive integers ki, k2 , k and n such that 0 < k1 < k < n and 0 < k2 <
k < n. Let X, Y and Y2 be three mutually independent normal random variables:
X = K(0, kik2 ) and Y1 = Y2 = A(0, k 2 - ki k2 ). Recall the definition of the multinomial
coefficient at the end of introduction. Then
E (IOk (C, Y1, Y2, 6) 1
Sx
kE((y6)k,()k) -k 1,k, k -k 1 , n -2k + kl (k-k 2 , k2, k -k 2 , n - 2k + k 2 )X
k2E((y2-6)k,(y2+6)k)
xP X+YiX+Y 2 C (OZ-6) 2 log n, (a + 6)k 2  2log n (2.13)
For the rest of the proof, we will first estimate the last term in (2.13), then estimate
the first two combinatorial terms in (2.13), and finally compute E(IOk(a, y1, Y2, 6)
by combining the two estimation results.
First, we estimate the last term in (2.13) for the cases min(ki, k 2) < k and
k, = k 2 = k, separately. Consider the case min(ki, k2 ) < k. We let T = (a -
6)V/ 2kk2 /(k 2 + kik2) and write
P X+YiX+Y 2 E (a-6)k2 2 logn, (a + 6 )k2 2log n] i) + I2
40
where
I 0= P (a + 6)k 2 g - Y (a - 6)k
I2 = f- - P (C +
2 logn 
kVXk
6)k 2 2 log n - x > Yi ! (a - 6)k 2
V k
2 log n
V k
2
-X)
2
exp (- X dx,727rkik2  2k, k2 j
1 exp (- X dx.
2=wkjk2 2kik2 )
Now we estimate 1. Let
(ce - 6)k2 V g2ln - X
u(V) - kk2
We claim that x < Tk 2  2log ", u(x) diverges to infinity as n -+ oo. Namely,
limneoo min u(x) = oc where the minimum is over x < Tk 2  2kog" We have
(a - 6 - r)k2 2lognk
u(x)> 
k2 
- k1 k 2
1- 2k 1k 2 (k 2 + kk 2 )( 6)2 2 logn
\k 2 - k1 k2 k
1 - 1 - (k 2 - kik 2 )/(k 2 + k 1 k2 )
vk2- k1k2
2 2 log nk
Using the fact V1 - a < 1 - a/2 for a E [0, 1] on V1- (k 2 - k 1 k2)/(k2 + kik2) above,
we have the expression above is at least
k2 - k1 k2  2  log n
2(k 2 + kik2 ) k
k - k(k - 1)
4k2 (a- 5)k
2  2logn
1k
=a /2 log n,
and the claim is verified. Then using (2.1) to approximate the first term in the
integrand of I,, we further divide I1 into two parts as follows
log 11 = o(1) + log(I1 + 112)k log n k log n
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1 1
27ru(X) 2 2rk1 k 2 exp
( ((a - J)k 2 2log2 x 2
C
2 k2 - k1k2)
((a - 6)k 2  log n/k 2
2(k 2 - kik2 )
- dx,2k, k2)
x2
x 2 2ki dx.2kik2 /
Since for any x E [-k2 (log n) 2/ 3 , -k2 2Iogn
1 log(u(X) 2) =k log n
we have
1
k log n
1 r(1) + .og 1 xpk log n lo fk 2 (log n) 2/ 3 v/27rkik2 \\ ((a - 6)k
2  2log n/k - X)2
2(k2 - kik2 )
x 2 - dx
2kik2 )
Then we rewrite the integrand in the equation above in terms of a density function
of a normal random variable
1
k log n log I
k2 +kjk 2
1 i-k2  -
+ log fk n)2/
k log n _ k2(log, n2/3 exp2,kik +2 kk 2 )2 k T kk2 C2k1 k2 k2 (a-6) /2 log n/kX - k +k 1k22 kk2 +(k2-klk 2 )k2z+klk2 2- dx. (2.14)
It follows from T =(a - 6) g2kik2 /(k 2 + kik2 ) and V/a > a for a E (0, 1) that
Tk2 2log n 2k 1k 2k
2 (a -6 )
V k - k2 + k
2 log rn/k
1k2
Also we have as n -+ oo
k2 (logn)2 / 3 2k1 k2 k
2 (a-) /2logn/k
k 2 +klk 2
k 1k 2 (k 2 -k 1 k2 )
k 2 +k 1 k2
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where
-k 1 1
i1 = expI k2--kog n)2/3 27ru(X2 727rkik2
/ (2 2/3I12 
= 
_o
(2.15)
-* - 00. (2.16)
Since the integrand in (2.14) is a density function of a normal random variable, (2.15)
and (2.16) implies that the integral in (2.14) is in [1/2 + o(1), 1]. The last term in
(2.14) is o(1) and thus
1
klogn log I, = o(1) - 2(a - k2+ kik2
Also we have
1 19 1I-k2 og)
2/3
k log n 2 klogn f 0
exp (
2 N
2kik2 ) dx.
where the right hand side goes to -oo as n -+ oo.
Now we estimate 12. We have
1
log 12 < log
- k log n
00
J exp
-i- 2 2lg ( x2N- dx2k1k2 )
= o(1) - 2 kk2
kjk2
=o (I) -2 (a - j) k2 +k ~ kk2  kbk 2
Using log(max(a, b)) < log(a + b) ! log(2 max(a, b)) for a, b > 0, we conclude
k log n lgP
(X+YiX+Y 2 E (a - J)k2 2 lognVk' +)k 2 log n]
1
=l log(I1 + 2)k log n
= o(1) + k 1 max(log I1, log 12)klog rn
= o(1) + 1  max(log 1,, 10g 112,109 12)
k 2
= o(1) 
- 2(a - 6)2 k2+ kik2.
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1
k log n
(2.17)
Consider the case k, = k2= k. Observing Y = Y2= 0 and using (2.1), we obtain
1 log P
k log n (X
Sk logn ogIP
+yliX+y2 E
(X E
(a
(a - 6)k2  2log nL -
- 6)k2 2log n (a + 6)k 2 2log n]
(a+ 6)k2 2log n )
)
= 0(1) - (a - 6)2
Hence the equation (2.17) still holds for the case ki = k2 = k.
Now we estimate the first two terms in (2.13). Let A1  k1 /k and 32 A k2 /k. Using
the Stirling's approximation a! ~~ vZ a(a/e)a, (n - b) log(n - b) = (n - b) log n -
b(1 + o(1)) for b = 0(logn) and k < clog n, taking log of the first two terms in the
right hand side of (2.13) gives
log ((k - k1 )!ki!(k - k1)!(n - 2k+ k)! (k - k2)!(n - 2k + k2)!
=0(1) + log V2- nnX
S(27r(k - ki)(k - k1 )2(k-kl)V2 irk k' 2r(n - 2k + ki)(n - 2k + k 1 )n-2k+kl
x )/2( k -k2) k2 2  )n 2 k+ k 2 )
27r(k - k2)(k - k 2 )2(k-k2) 27rk2k2 V2ir(n - 2k + k2 )(n - 2k + k2
=0(1) + (log n + 2n log n) - (log(k - k1 ) + 2(k - k1 ) log(k - k1 )) - (1 log k, + ki log k1 )2
( log(n2 2k + ki) + (n 2k + k1 ) log(n 2k + ki)) - (log(k - k2 ) + 2(k - k2 ) log(k - k2 ))
1 1
- (log k2 + k2 log k2 ) - (- log(n - 2k + k2 ) + (n - 2k + k2 ) log(n - 2k + k2))2 2
=0(1) klog n +j (logr 2n log n) - (-log(n - 2k + kj) + (71- 2k + kj) log(n - 2k + k1 ))2
-~log(ri - 2k + k2 ) + (71 - 2k + k2 ) log(ri - 2k + kc2))
=(4 - 1 - 12 + o(1))k log n. (2.18)
Then it follows from (2.18) and (2.17) that
1 log E(Ik(n, k, a, k1, k2 )) =k log 7
2
sup 4 - #1,-2- 2 (a - 6)2 + 0(1)
I3iE(yi-,y1+ 3) 1 + 3 1 2
i32 e(y 2 -J,y2+
6 )
= sup f (a - 6,#3 1, 2) + 0(1)
0i E(yi - 5,yi+ 6 )
f32E(Y2 -,2+ 6 )
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where the region of (01, 32) for the sup above comes from range of the sum in (2.13).
Then (2.5) follows from the continuity of f(a, Y1, Y2). This completes the proof of
Theorem 2.1.4. 0
2.4 Analysis of the LAS algorithm
2.4.1 Preliminary results
We denote by I, the set of rows produced by the LAS algorithm in iterations 2r, r =
0, 1,. . . and by J" the set of columns produced by LAS in iterations 2r - 1, r =
1, 2.... Without the loss of generality we set I = Jo = {.f.. , k}. Then J, is
obtained by searching the k columns with largest sum of entries in the submatrix
Ckxn. Furthermore, Cr+1 = C r 0, and C,= C,,r 1.
Next, for every r, denote by in the set of r columns with largest sum of entries
in the k x (n - k) matrix Cin,[,]\J. In particular, in iteration 2r + 1 the algorithm
chooses the best k columns J,"+1 (k columns with largest entry sums) from the 2k
columns, the k of which are the columns of Cir,jr, and the remaining k of which are
columns of CIn,[n]\Jn. Similarly, we define I," to be the set of k rows with largest sum
of entries in the (n - k) x k matrix C[nJ\ If, Jr 1 .
The following definition was introduced in [131:
Definition 2.4.1. Let I be a set of k rows and J be a set of k columns in Cn. The
submatrix C ]j61,46 is defined to be row dominant in Cn if
min C_ C max C }
iEI j~j ij E[n]\I L. i
and is column dominant in Cn if
min ECn >M C .j~j iE ij -jE[n]\J LE i
A submatrix which is both row dominant and column dominant is called a locally
maximum submatrix.
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From the definition above, the k x k submatrix LAS returns in each iteration is
either row dominant or column dominant, and the final submatrix the LAS converges
to is a locally maximum submatrix.
We now recall the Analysis of Variance (ANOVA) Decomposition of a matrix.
Given any k x k matrix B, let Bi. be the average of the ith row , B.j be the average of
the jth column, and B.. := avg(B) be the average of the matrix B. Then the ANOVA
decomposition ANOVA(B) of the matrix B is defined as
ANOVA(B),, = B-I - Bi. - B.j + B.., 1 < ij < k. (2.19)
The matrix B can then be rewritten as
B = avg(B)11'+ Row(B) + Col(B) + ANOVA(B) (2.20)
where Row(B) denotes the matrix with the ith row entries all equal to Bi. - B.. for all
1 < i K k, and similarly Col(B) denotes the matrix with the yth column entries all
equal to B.3 - B.. for all 1 < j < k. An essential property of ANOVA decomposition is
that, if B consists of independent standard Gaussian variables, the random variables
and matrices B.., Row(B), Col(B) and ANOVA(B) are independent. This property is
easily verified by establishing that the corresponding covariances are zero.
Recall the definition of b, in (2.8). Let L, be the maximum of n independent
standard normal random variables. It is known that [521
V/2 log n(La - bn) -> - log G, (2.21)
as n -+ oc, where G is an exponential random variable with parameter 1.
Let (S1 , S2 ) be a pair of positive random variables with joint density
f(si, S2) = C(log(1 + s2 /si))k~sk-e(s1s2), ( 22
where C is the normalizing constant to make f(si, S2) a density function. Let U =
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(U 1 ,..., Uk) be a random vector with the Dirichlet distribution with parameter 1.
Namely U is uniformly distributed on the simplex {(xi, - - X, ) I Z,= 1 xk X 1, x
0,1i < k}. Let
CROW (- log G, log(1 + S1 /S 2 ) (kU - 1) 1 , Col(Ck), ANOVA(Ck))
and
C0 log G, Row(Ck), log(1 + S1 /S 2)1 (kU - i)', ANOVA(Ck))
where G, (S1 , S2 ), U are independent and distributed as above, and as before Ck
is a k x k matrix of i.i.d. standard normal random variables independent from
G, (S 1, S2 ), U.
Denote by RD, the event that the matrix Ck (the top k x k matrix of C') is
row dominant. Similarly denote by CD, the event that the same matrix is column
dominant. Let D' be a random k x k matrix distributed as Ck conditioned on the
event RD,,. Similarly define DnCO.
Introduce the following two operators acting on k x k matrices A:
qJRow(A)
( 2log n(vxk ave(A) - b.), /2k lognRow(A), Col(A), ANOVA(A)) E R x (Rkxk)3, (2.23)
q1O(A)
(2 ( log n(v k ave(A) - b,), Row(A), /2k log nCol(A), ANOVA(A)) E R x (Rkxk)). (2.24)
As a result, writing lpROW(A) = (W(A), 1 j 4) and applying (2.20), we have
'Gow (ARow,2R o
A = ( '(A + _ 1 1'+ ,2 ) + 4,RO(A) + Row(A) (2.25)K2k log n vk 2klogrn
A similar expression holds for A in terms of TIO(A).
Bhamidi, Dey and Nobel ([131) established the limiting distribution result for
locally maximum submatrix. For row (column) dominant submatrix, the following
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result can be easily derived following similar proof.
Theorem 2.4.2. For every k > 0, the following convergence in distribution takes
place as n -+ oo:
Similarly,
(2.26)
(2.27)
Applying ANOVA decomposition (2.20), the result can be interpreted loosely as
follows. D n is approximately
Dro ~ 2log n 1 1 ' + Col(Ck) + ANOVA(Ck) +
Indeed the first component of convergence (2.26) means
row ) ~a~(row -/ -
log G
V2k log n
2 log n
k
(/log 
n )
(log log n\
-/logn '
and the second component of the same convergence means
Row(Drow) = ( .
2.4.2 Conditional distribution of the row-dominant and column-
dominant submatrices
Our next goal is to establish a conditional version of the Theorem 2.4.2. We begin
with several preliminary steps.
Lemma 2.4.3. Fix a sequence Z1 ,. . . , Zn of i.i.d. standard normal random variables
and r distinct subsets II,..., Ir C [n], |Ie = k,1 < f r. Let Ye = k-1 ij, Zi.
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n CRow.TRow(D C'n row
no cColqlco'(Dn co
Then there exists a lower triangular matrix
L1 ,1  0 0 ... 0
L= L2,1 L 2 ,2  0 0 (2.28)
Lr, Lr,2 Lr,3 - Lrr
such that
(a) (Y,...,Y)T equals in distribution to L(YI,W 2 , ... ,W ) T, where W2,...,W are
i.i.d. standard normal random variables independent from Y 1 .
(b) The values Lij, are determined by the cardinalities of the intersections It, n
e2 , 1 < i, 2  k.
(c) Li,1 E {0, 1/k, ... , (k - 1)/k, 1} for all i, with L 1,1 = 1, and Li,1  (k - 1)/k,
for all i = 2, ... , r,
(d) Ei .L 2 = I for eachiE= 1..r
Note that Y1 , ... , Y are correlated standard normal random variables. The lemma
effectively provides a representation of these variables as a linear operator acting on
independent standard normal random variables, where since by condition (d) we have
L1,1 = 1, the first component Y is preserved.
Proof. Let E be the covariance matrix of (YI, . . . , Y) and let E = LLT be its Cholesky
factorization. We claim that L has the required property. Note that the elements of
E are completely determined by the cardinalities of intersections It n I, 1 < , ' < r
and thus (b) holds. Since E is the covariance matrix of (Y1 ,... , Y) we obtain that
this vector equals in distribution L(W1 ,..., Wr)T, where Wi, 1 < i K r are i.i.d.
standard normal and thus (a) holds. We can take W1 to be Y since Y is also a
standard normal. Note that L 1,1 is the variance of Y hence L1,1 = 1. The variance of
Y is E<i<r L which equals 1 since Y is also standard normal, namely (d) holds.
Finally, note that Li,1 is the covariance of Y with Y, i = 2,... , r, which takes one of
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the values 0, 1/k, ... , (k - 1)/k, since Ij are distinct subset of [n] with cardinality k.
This establishes (c). E
Recall that Wn denotes any strictly increasing positive function satisfying wn =
o(V2 log n) and log log n = O(Wn). We now establish the following conditional version
of (2.21).
Lemma 2.4.4. Fix a positive integer r > 2 and r x r lower triangular matrix L
satisfying ILE,il < 1 and Le,i (k - 1)/k,f = 2,...,r. Let Z = (Zi, ,1 < i K
n,1 K f < r) be a matrix of i.i.d. standard normal random variables. Given any
= (c, 1 K < r - 1) E R'-1, for each i = 1, ... ,n, let Bi = B(B) denote the event
[L (ZLi,Z 2 , -- Zi, )T < N2 log n + cef_, V 2 < f r
where [-]j denotes the -th component of the vector in the argument. Then for every
w c R
lim sup P ( 2logn (max Z ,1 - b) w f B-i exp (- exp (-w)) 0.n-oI 1<i<n fw/ )
Namely, the events Bi have an asymptotically negligible effect on the weak con-
vergence fact (2.21), namely that
2log n(max Z,1 - bn) -> -log G.1<i<n
Proof. Note that the events B, 1 <i K n are independent. Thus we rewrite
P /2 logn (max Zi, -bn)w 0 P max Z0 bn + 3K iii n1s =W mian 2log n n /
2logn B<i)
(P (Z, bn + W(2/2 1g n I B
P (Z1, 1 > bn + W/ /2 109 n, BI) (229
P(131)
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Fix any 61, 62 E (0, 1/(2k)). Let 31 = L13(61, 62) be the event that
Z1,1 < (1 + 62 )b, and 1Z1,iI < bn,r - 1 V 2 < f < r.
We claim that L31 C B1 for all large enough n and any 6 satisfying 11611 , <n. Indeed,
using Le,1 < (k - 1)/k and ILje| K 1, f = 2, . . , r, the event B1 implies
L
i=2
V 2 K Kr.
Then for any a satisfying ||6|o < wn, we can choose sufficiently large n such that
(1 - 1/k)(1+6 2 )b, + 61b, 2log n + cj_ 1,
from which the claim follows. Then we have
1 - P(Z1,1 > bn + W/f2-log n, 1) ;>1 -
>1 -
V 2 < f < r,
P(Z1 ,1 > bn + w/2 log n, B1)
P(B1 )
1(Zi'i > bn + W 2 log n)
PE(B1 )
(2.30)
Using (2.1), we simplify
w/2 log n)P (I(Zi, I Kr bnP(Z,1 > bn + W/ /210g n, E31) =P((O + 62)b, '> Z1 > bn +
(bn + W /V2 -10g n) V2 7
Also using limn,, P(13 1) = 1, we simplify
P(Z1,1 > b + w/2 log n)
P((B1)
1
(bn + w/2nog n)v/ 2-7
exp (~(bn + w/2 -log n) 2
2
The two equations above give the same asymptotics of the two sides in (2.30). Hence
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(bn + W/V2 
-log n)2 (1 +0(1)).
2
the term in the middle also has the same asymptotics
1-P(Zi'j > bn + W/12 10g n, BO)
1- IP(B1)
1x (bn + W/V:2 log n)2 (+()
(bn + W/1 log9 n) Z r 2
= 1 - P(Z1,1 > bn + w/ 2log n)(1 + o(1))
Substituting (2.31) into (2.29), we have for any Z satisfying ||a|oo < wn
lim P( 2 logn (max Zi,1<i<n
= lim P ( 2log n (max Zj
- bn W n Bi =lim (1 - P(Z1,1
1<i<n -o
> bn + W//2 log n))n
- b) W
By the limiting distribution of the maximum of n independent standard Gaussians,
namely (2.21),
lim P (V2 log n (max
n-+oo 1<i<n
Then the result follows. 0l
We now state and prove the main result of this section - the conditional version
of Theorem 2.4.2. By Portmanteau's theorem, a weak convergence Xn = X is estab-
lished by showing E[f(Xn)] -+ E[f(X)] for every bounded continuous function f. We
use this version in the theorem below.
Theorem 2.4.5. Fix a positive integer r and for each n fix any distinct subsets
Io,..., -Ir_ C [n], III= k, 0 < e < r - 1, and distinct subsets J,.. ., J, C [n], IJjI =
k,1 < f < r. Fix any sequence C1,..., C2,- 1 of k x k matrices satisfying ICe\|lo <
wn, 1< <2r-1. Let
E = S (1, 1 < i < r; Jj, 1 < j < r; CQ,1 < f 2r - 1)
be the event that C7t,_,- 2"gn1 1 ' = C2j-1 for each 1 < f < r, C ,,_ 21ogn 1 1 tIle k
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(2.31)
Zi,1 - bn ) _W) = exp (- exp(- W)).-
C2e for each 1 < f < r - 1, and, furthermore, "11' + Ce is the f-th matrix
returned by the algorithm LAS for all f = 1,..., 2r - 1. Namely, Cn = 2 ogn 1 1 ' +f k
C. Fix any set of columns J c [n], IJI = k such that J \ (Ui1j<,_1Je) $ 0, including
possibly Jr, and let D n0 be the k x k submatrix of C \ with the largest average
value and bf), be the k x k submatrix of Cn with the largest averageRow ([nI\Uo<<rjIe),J
value. Then, the following holds.
(a)
lim inf P bf) = Dj n = 1, (2.32)
where inf is over all It, Je and Ce, 1 < f < 2r - 1 satisfying iC|1 < Wn.
(b) Conditional on Sr, lIF (D n) converges to Cow uniformly in (C,1 l<
2r - 1). Specifically, for every bounded continuous function f :R x ( kxk)3 -4 R
(and similarly to (2.26)) we have
lim sup E [f (I Row(Dfl )) n E] - E [f (CRWow)] 0, (2.33)
where sup is over all Ie, J and Ce, 1 < K 2r - 1 satisfying |lCe|1|oo <wn.
(c)
lim inf P (|Dinw - 2 log nI < Wn I 1,
where inf is over all It, J and Ce, 1 < f 2r - 1 satisfying iC||ao W Wn.
Similar results of (a), (b) and (c) hold for DT01, bf 01 and O(D~) when I C
[n],|II = k is such that I\ (Uo<tr-I) 7 0, DCO, is the k x k submatrix of C[
with the largest average value and bDT' is the k x k submatrix of C[ with
the largest average value.
Regarding the subset of columns J in the theorem above, primarily the special
case J = J, will be used. Note that indeed Jr \ (ui<e<,ri J) 5 0, by applying part (a)
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of the theorem to the previous step algorithm which claims the identity D'.1 = D'
w.h.p.
Proof. Unlike for Dn, in the construction of Dn we only use rows Cnj which are
outside the rows Uo0<<r_1Ie already used in the previous iterations of the algorithm.
The bulk of the proof of the theorem will be to establish that claims (b) and (c) of
the theorem hold for this matrix instead. Assuming this is the case, (a) then implies
that (b) and (c) hold for Dnow as well, completing the proof of theorem.
First we prove part (a) assuming (b) and (c) hold for n We fix any set of
rows I C [n] \ Ir-1 with cardinality k satisfying I n (Uo0e<r-21) 7 0. For every
i E If (Uos<fr-21) and j E J n (U1<fr-1Jfn), Cn is either included in some Cn, in
which case ICn - V2log n/k 5 wn holds under the event Er, or Cn. is not included
in any Cn, in which case Cn is 0(1) w.h.p. under Sr. Then in both cases we have
lim inf P C - = og n = 1,
n(Coo k 
where inf is over all If, J and Cj, 1 < i < 2r - 1 satisfying IICeI1oo < Wn. Since
I (Uo0<r-2Ie) I < (r - 1)k and r is fixed, by the union bound the same applies to all
such elements Cn . By part (b) which was assumed to hold for "R, we have
lim inf P C n - k log n < kwn, Vi E [n]\(Uo<t<r-il) I Er) 1,
n- oo (jjij V =
where inf is over the same set of events as above. On the other hand for every i E
In(Uoe<fr-2I) and j E J\(UisegrJ), Cn is not included in any C', 1 < f < 2r- 1
and hence is 0(1) w.h.p. under the event Er, which gives
lim sup P Cn > (1/2) 2logrn/k I Er) 0. (2.34)
Since I Uo<ir-2 I| < (r - 1)k and r is fixed, by the union bound the same applies
to all such elements Cn. It follows, that w.h.p. the average value of the matrix
Cy for all sets of rows I E [n] \ Ir_1 satisfying I n (U 0 <1<r-211 ) # 0 is at most
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(1 - 1/(2k2 )) 2logr/k + wn, since by assumption J \ (U1 e<f_.1Jf) $ 0 and thus
there exists at least one entry in C> satisfying (2.34). On the other hand by part
(b), the average value of Dne is at least 2 log n/k - Wn and thus (2.32) in (a)
follows. The proof for Ob',, is similar.
Thus we now establish (b) and (c) for f"Rw. In order to simplify the notation, we
use D' in place of bln We fix j, J, Ce and J as described in the assumption of
the theorem. Let Ic = [n] \ (Uoe<r_1I e). For each i E Ic consider the event denoted
by BP w that for each = 1, ... ,r - 1 C,,, = 2ogn 1 1 T + C2e andit k
Ave (C <,) min Ave(C",J,). (2.35)itEl,
Our key observation is that the distribution of the submatrix Ccj conditional on the
event Sr is the same as the distribution of the same submatrix conditional on the event
FiEIc B Thus we need to show the convergence in distribution of b conditional
on the event fi c BR R. A similar observation holds for the column version of the
statement which we skip.
Now fix any i E IC. Let J0 = J for convenience, and consider the r-vector
(Ye L k'Ave(C>g,), 0 < r - i) . (2.36)
Without any conditioning the distribution of this vector is the distribution of standard
normal random variables with correlation structure determined by the vector of cardi-
nalities of intersections of the sets J, namely vector a A (IJe n Je', 0 < , ' r - 1).
By Lemma 2.4.3 there exists a r x r matrix L which depends on o- only and with
properties (a)-(d) described in the lemma, such that the distribution of the vector
(2.36) is the same as the one of LZ, where Z is the r-vector of i.i.d. standard normal
random variables. We will establish Theorem 2.4.5 from the following proposition,
which is an analogue of Lemma 2.4.4. We delay its proof for later.
Proposition 2.4.6. Let Z = (Zi,,,1 i < n,1 K < K r - 1) be a matrix of i.i.d.
standard normal random variables independent from the n x k matrix Cnxk. Given
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any C = (cj, 1 < r - 1) E Ri, for each i = 1, ... ,n, let B be the event
< -/2log n + Vk'ce, V 1 <(Kr 
- 1,
where [-]j denotes the f-th component of the vector in the argument. For every bounded
continuous function f : R x (R kxk) 3 -+ R
lim sup JE [f (pRow(Ck)) I RD, ni<n<Bi] - E [f(CROw)] = 0.
"-&Ioos <wn
(2.37)
The proposition essentially says that the events Bi have an asymptotically negli-
gible effect on the distribution of the largest k x k submatrix of Cnxk.
First we show how this proposition implies part (b) of Theorem 2.4.5. The event
fic B3 RO implies that IIC2eIK wn, for all f and therefore
-wi, ce A min Ave(C ) /2log n
k ",
1 < f < r - 1.
The events fliEe! Bw and l 1  Bi are then identical modulo the difference of
cardinalities jI'l vs n. Since k is a constant, then lIC = n - 0(1), and the result is
claimed in the limit n -+ oo. The assertion (b) holds.
We now establish (c). Recalling the representation (2.25) and the definition of bn
we have
- 2ogn 1 1 ,Row 
w(
k Row 2__ w) (D 11'+WW) n, (Do + IRow(Dfl) JRow (D )
V2klogn V2klog n n3Rw , o + o(lo )
The claim then follows immediately from part (b), specifically from the uniform weak
convergence 1JROW(D' ) => C, El
Proof of Proposition 2.4.6. According to Theorem 2.4.2, for every bounded continu-
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[L (k2Ave(C Zi,1, . . Zi,1
ous function f,
lim E [f (fRow(Ck)) I RDn] = E [f(Cw)] . (2.38)
Our goal is to show
lim sup E [f (1fRow (Ck)) I 7TI, n 1<i<nB] - E [f (jpRow(Ck)) I RD]= 0.
(2.39)
(2.37) follows from (2.38) and (2.39). We claim that if the following relation holds
for any W Ez- R x (Rkxk)3
lim sup
n-o C:EIjC- Wn
P (fl<i< BiI Iow (C') = W, RDn)
- 1 = 0
then (2.39) follows. By symmetry
= P (RDn).
Using the equation above, we compute
dP (TRow(Ck) = W, RDn,E [f (pRow(Ck)) I RD, ni< <B] = f(W) n ( f
n n)ni, L~i] f ( ) P(RE~n, n1i
W 
P (ni nBep ow(Ck) =w, mi1)dP(Row Ck)  , iz)
ir UlI<i<n 00~ Th1J-Vn I I 1<Gig<n Bi)
P (n ig Bi I FRow(Ck) = W, RDn) dIP (Row (Ck) = W I RD)
Substituting (2.41) into the left hand side of (2.39) and then using (2.40) and the
boundedness of f, we obtain (2.39).
The rest of the proof is to show that (2.40) holds for any W E R x (Rkxk)3 Fix
any W - (wl, W2 , W3 , W4 ) where w1 E R and W2 , W3 , W 4 E Rkxk. Conditional on
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(2.40)
-IJI
F i<n B)
Bj)
(2.41)
P RDni B Li_(n
n2o(C) W, and writing j2 = (W ) the average value of the i-th row of Ck is
W1 bn 
-
/2klogn 
-
Let cn(W) = min1<i<k wi,n. Note that
cn(W) = 2log n +o(1).
The event R'Dn is equivalent to the event
max Ave(Cnxk) < cn(W).
k+li<n
Now observe that by independence of rows of Z
IP ( L3ipRow(Ck) =
\1<i<n
= n BI nW(C)\1<i<k
max Ave(Cnxk)k+1<i<n
= W)P n Bi
/ k+1<i<n
Cn (W))
max Ave(Cnxk) < cn(W)k+1<i<n
By (2.21) we have
lim P max Av
n-*oo k+1<i<n
= lim P max
n-+oo k+1<i<n
= exp 
-
exp -wi
e(CnI) < Cn(W)
e(Cnxk)
V2log n (V7kAve(C xk) - bn Wi + min W21<i<k
- min W,
1<i<k"
Furthermore, by Lemma 2.4.4 we also have
Ave(CnXk) < cn(W)
k+1<i<n
- exp exp -wi - min W21  =0.1<i<k l)I
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w22kl/ ogn i=1. . .k.
Wi,n = 2 log +(k + (2.42)
(2.43)
lim sup
oo+O E:IEI Un
P max
(k+liinr
Applying Bayes rule, we obtain
lim sup
n-oo :ils ,
P (Ak+1i< Bil maxk+1<isn Ave(Cxk) < c1 (W)) -
P (nk+l<i<nB)
1=0. (2.44)
Now we claim that
lim sup BP( IBI4w(Ck) = W) -
n-+o "1<i<k
1 = 0. (2.45)
Indeed the event Bi, i < k conditioned on IIRW(Ck) = W is
Lj+i,1kwi W,n + Lj+1,2Zij + Lt+1,r+1Zi,r < /2 log n + ce, 1 < K r.
Now recall from Lemma 2.4.3 that Le+1,i 1-1/k. Then applying (2.42) we conclude
Lt+1,ik2wi,n< (1 - 1/k)V2 log n + o(1).
Trivially, we have
lim P Lj,2Zj,1
n-+o
+ ---Le,r+1Zi,r K
1
- /2 log n, V 1 < i < k,2k 1 < f < r = 1,
simply because log rn is a growing function and the elements of L are bounded by
1. The claim then follows since jCfl wn = o(V2 log n). Similar to the reasoning of
(2.45), we also have
lim sup P( ( Bi)
n-+ao 
-C:lIIIw" 1<i<k
- 1 = 0. (2.46)
Then if we multiply the denominator of the first term in (2.44) by P(nl<i<k Bi), we
still have
lim sup
n-+coo 3:leIsm 11W
1 (nk+1<<n Bi I maxk+1<i<n Ave(Cixk) cn(W))
P (nlisn Bi)
-1 =0. (2.47)
Applying (2.45) and (2.47) for (2.43) we obtain (2.40).
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l2.4.3 Bounding the number of steps of LAS. Proof of Theo-
rem 2.1.1
Next we obtain an upper bound on the number of steps taken by the LAS algorithm
as well as a bound on the average value of the matrix C" obtained by the LAS
algorithm in step r, when r is constant, and use these bounds to conclude the proof
of Theorem 2.1.1. For this purpose, we will rely on a repeated application of Theorem
2.4.5.
We now introduce some additional notations. Fix r and consider the matrix
Cr = C obtained in step 2r of LAS, assuming TLAS > 2r. Recall I,"_1 is the
set of k rows with largest sum of entries in Cn]\Then the matrix Cr is
obtained by combining top rows of C _1 = Cy and the top rows ofC
We denote the part of C Cy, j coming from Cy_,, by Cr,,1 and the part
coming from C__ by Cr,2 . The rows of Cy leading to are denoted by
I c I" n with II Ir K1 (a random variable), and the rows of C leading to
r,,2 are denoted by In2 c I_1 with 1Ir21 A K 2 = k - K1 . Thus I"1 U I,2 = I" and
Cn, = Cy , I f= 1, 2, as shown in Figure 2-7 where the symbol 'A' represents the
entries in Cnr. Our first step is to show that starting from r = 2, for every positive
real a the average value of C" is at least "2ogn + a with probability bounded away
from zero as n increases. We will only show this result for odd r since by monotonicity
we also have Ave(Cn 1) > Ave(C,).
Proposition 2.4.7. There exists a strictly positive function '1: R+ -÷ R+ which
depends only on k, such that for all r > 0,a > 0
lim infP Ave(C 2 og U {TCAS <2r}ITCAs > 2r - > 4 '1 (a).nfI e 2r+1) :r 1-
Namely, assuming the algorithm proceeds for 2r -1 steps, with probability at least
approximately 'i1 (a) either it stops in step 2r or proceeds to step 2r + 1, producing
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Figure 2-7: Step 2r of LAS algorithm
a matrix with average at least 2 log n/k + a.
Proof. By Theorem 2.4.5 the distribution of WI O(C ' J'n) conditional on the event
r- In
TCAS > 2r - 1 is given by CO in the limit as n - oc. In particular, the row
averages Ave(Ci),i c I,1 of this matrix are concentrated around 2 w.h.p.
as n -+ oo. Motivated by this we write the row averages of C as k +
C1/(V2k log n), . . . , "+ Ck/(V2klogn) for the appropriate values C,..., Ck.
Denote the event maxI Cyj I <n by L2r. Then by Theorem 2.4.5 we have
lim P (LCITCAs 2r - 1) = 0.
n-+oc
(2.48)
If the event TEAs < 2r - 1 takes place then also TAS < 2r. Now consider the
event TLAS > 2r. On this event the matrices C, 1 and C, 2 are well defined. Recall
the notations In1 and I,2 for the row indices of C',1 and C2r,2 respectively, and
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Jrn
In
1TI,2
0 K1 <k - 1 and K2 = k - K1 - their respective cardinalities. Suppose first that
Sum (C ) > Ki V2k log n + 2k2 a. (2.49)
Then by the bound maxj ICj I Wn where we recall w, = o(lv/og n) we have
Sum (C",) 2 (K1 + K2)V/2k log n + 2k2 a - K2kWn/ 2k log n
l 
k2a,
k
for large enough n, implying Ave (C2r) and therefore either Ave (C2m) 2
+logn - a for large enough n or TLAS K 2r.
Now instead assume the event
Sum (C2r, 1) ! K, /2k log n + 2k2 a, (2.50)
takes place (including the possibility K1 = 0) which we denote by W1. Then there
exists jo E J" such that
Sum (Cn , ) K,[ 1 k2g n + 2ka.
We pick any such column Jo, for example the one which is the smallest index-wise.
Consider the event
Sum (C In,) < K2 2 logn - 4k2a.V k
which we denote by N 2 .
We claim that the probability of the event N 2 conditioned on the events TAS >
2r, L2, and N 1 is bounded away from zero as n increases:
lim inf P (N 2 1TAs 2r, L2r, N 1) > 0.
nl
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For this purpose fix any realization of the matrix C'ri which we write as 2 Cogn
for an appropriate k x k matrix C, the realizations c 1 , ... , Ck of C1, . . . , Ck, and the
realization Jo E J,, which are all consistent with the events TLAs > 2r, L2r, '7 1. In
particular the row averages of C' , are 21ogn + c1/(V 2klogn),..., +
Ck/(V2klogrn) and maxj KI Wn. Note that C and c1 ,..., Ck uniquely determine
the subsets I"1 and Ir2, and their cardinalities which we denote by 1, 12 and kj, k2
respectively. Additionally, c 1 ,..., Ck uniquely determine Ave(Cn 1,_):
Ave(C" = 2log+n Zck k 2klogn'
which we can also write as Ave(C_) = a/(V2k log n)+bn/ v/k where T w ( 'J)
Note that maxj |ci! I < n = o( log n) also implies 6 = o(Vlog n). Next we show that
lim inf P (R2IC, c . .. ,ck) > 01 (a), (2.51)n-*oo C,c,,...,Ck
for some strictly positive function 7P which depends on k only, where P(- IC, cl,... , Ck)
indicates conditioning on the realizations C, c 1 , ... , Ck and inf ,ci,...,c, is taken over all
choices of C, c 1 , ... , Ck consistent with the events TLAS > 2r, 2r, W1. These realiza-
tions imply
xFRow 1 log(47r log n)
Ck - T
where the last term is simply V/2 g n(v/ Fog n - bn). Thus by representation (2.25)
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and by Z, cj = o( logrn), we have
Cna b Ilog (47r log n)C J =+ - 11'+ (/2k log n)- i l' +
_, 2klogn N Ck 22k log n
+ 4,Row C1 ) + IJw (C 1  )
2 lIog in1 ,+Rw(c ) Row4 (Cn ) ( j
= 2og 11'+ TWow C1 + 4l C +0
(recall that log log n O(Wn) and Wn = o(VIog n)). Then by Theorem 2.4.5 we have
lim inf P (U21C,Cl,. ... , Ck)
n-4o C,ci,
.
.,ck
is the probability that the sum of the entries of Col(Ck) + ANOVA(Ck) indexed by
the subset 12 and column jo is at most -4k 2 a which takes some value V)(a, 1121) > 0
and depends only on a, k and the cardinality of 12. Let 4'1 (a) A minj<;1 21!<k 4'(a, 1I21),
then the claime in (2.51) follows. We have established
lim inf P (W2 1TLAS > 2r, L2,, W 1) > V)1(a).
n-+4o
The event W2 implies that for some column jo
M(n21 ogrn 2 logr _ n~
Sum (C",) < K, + 2ka + K2  Lg - 4k a
; V2k log n - 3k2 a.
By Theorem 2.4.5 conditional on all of the events TLAS > 2r, L2r, W1, 712, every
column average of Cr,7, is concentrated around "2og w.h.p., implying that the
column sum is concentrated around 2k log n w.h.p.. Thus, w.h.p. the jO-th column
will be replaced by one of the column in C1 ,7,, (and in particular TLAS > 2r + 1)
and thus during the transition C', -+ C're the sum of the entries increases by
3k 2 a - o(1), and thus the average value increases by at least 3a - o(1) w.h.p. Recall
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from Theorem 2.4.2 that w.h.p. Ave(C,) Ave(C') > 2l"9 - a. Then we obtain
Ave(Cnr+) 2logn + 2a - o(1) > 21 gn + a w.h.p. We have obtained
lim P Ave(C2r+1) 2log n + a|TAs 2r,4Lr,-t1, - 2 i = 1.
By earlier derivation we have
lim inf P (N2 ITAs 2r, L2r, t1) V'1(a),n-*oo
thus implying
lim inf P Ave(C2r+1) > 2 log n + aITcAs > 2r, L2r, 7ik
Next recall that 7i n L2, implies either TLAS < 2r or Ave(Cr+1)
large enough n, from which we obtain
lim inf P Ave(Cr+) + a U {TcAs < 2r}ITAs2r~l) > k
Io + a for
> 2r - 1, L2r) > 1 (a).
Finally, recalling (2.48) we conclude
( 2log nlim inf P Ave(C', 2l) n+ a U {TJAs < 2r}ITrs > 2r - 4'i(a).
n k
This concludes the proof of Proposition 2.4.7. El
Now consider the event TEAs > 2r, and thus again Cn,,1 and C, 2 are well-defined.
The definitions of In, I2 and K1 , K2 are as above. For any a > 0 consider the event
for every j E J," the sum of entries of the column j in Cn,, is at least K1  2lo - a.
Denote this event by F2 r. Next we show that provided that Ave(C_ 1 ) > 2r n +
with probability bounded away from zero as n -+ oc, for every fixed r, either the event
7 2r+2t takes place for some t < k or the algorithm stops earlier. To be more precise
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> V1(a).
Proposition 2.4.8. There exists a strictly positive function $'2 : R+ -+ R+ which
depends on k only such that for every r > 0 and a > 0
lim inf P UO<t<k ({TLAS < 2r + 2t - 1} UT2r+2t) ITLAS 2r - 1, Ave(C'_1) 2 2 log n + a
2 2(k+1)()
The conditioning on the event Ave(C_ 1 ) > 2 logn +a will not be used explicitly
below. The result just shows that even with this conditioning, the claim still holds,
so that this result can be used together with Proposition 2.4.7.
Proof. On the event TLAS > 2r - 1, consider the event 92r defined by
12 A|Cn - [2 o~g n|c < . (2.52)92 n lg aC
Applying Theorem 2.4.5, the distribution of C' conditioned on TLAS > 2r -
1 and Ave(Cy,_ 1 ) > k + a is given asymptotically by C0w. Recalling the
representation (2.25) we then have that for a certain strictly positive function 0 2
lim inf P >2r 2r - 1, Ave(C'-1) >2 + a) >2 (a). (2.53)
If TLAS < 2r - 1 then the event Uo<trk ({TAs < 2r + 2t - 1} U F2 ,+ 2 t) holds as well.
Otherwise assume the event TLAS > 2r takes place and then the matrices C', 1 and
C 2, which constitute Cn, =Cyn,,r are well-defined. If the event F2r holds then
there exists jo c Jr, such that the sum of entries of the column C',, 0 satisfies
Sum CI. < I'," 2logn - a. (2.54)
The event G2, implies that the sum of entries of the column Cy is at most
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|I 21'9' + a/4, implying that the sum of entries of the column Cn is at most
2log n 2logn
I11 k na+ I 2I k +a/4= 2klog n - 3a/4. (2.55)
Introduce now the event G2r+1 as
2Cr,, - log n 1100 a. (2.56)
Again applying Theorem 2.4.5, we have that
lim inf P G2r+1192r, TAS > 2r, Tj,, Ave(C',_ 2 log n a 2(a), (2.57)
n k
for the same function b2 . The event g 2 r+1 implies that the sum of entries of every
column in matrix Cjn, is in particular at least V/2k log n - a/4. Now recalling
(2.55) this implies that every column Cy jk satisfying (2.54) will be replaced by a new
column from C1rjr in the transition C2r - C2r+1 (and in particular this transition
takes place and TLAS > 2r + 1). The event g 2r+ 1 then implies that every column
Cyng, possibly contributing to the event F2 r is replaced by a new column in which
every entry belongs to the interval [ " - a/(4k), k + a/(4k).
Now if TLAs < 2r + 1, then also UO<t~k ({TIAs K 2r + 2t - 1} U F2r+2t). Other-
wise, consider TLAS 2r + 2. In this case we have a new matrix Cn+ 2 consisting of
C2r+2 ,1 and C2r+ 2 ,2 . Note that the event 9 2r+1 implies that for every subset I C I",
and for every j E Jr, the sum of entries of the sub-column Cy. satisfies
(Cn2log
Sum (Cy) _ | = ( a/(4k)
2 log a.
>1|I| k a.
In particular this holds for I 1 ,1 and therefore j does not satisfy the property
(2.54) with r + 1 replacing r. Thus the columns in Cyn satisfying (2.54) with
Ir+1,1
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r + 1 replacing r can only be the columns which were not replaced in the transition
C2r a C2r+1. Therefore if the event F2,+ 2 takes place, the columns contributing to
this event are one of the original columns of C,..
To finish the proof we use a similar construction inductively and use the fact that
the total number of original columns is at most k and thus after 2(k + 1) iterations
all of such columns will be replaced with columns for which (2.54) cannot occur.
Thus assuming the events g2r,. , 2 r + 2 t - 1 are defined for some t > 1, on the event
TIAs > 2r + 2t - 1 we let
S IIC" 2ogn n a
2+t-17+t k 4k'
and on the event TJAS > 2r + 2t
n 2log n a
g2r+2t+= |C+t I 7+t k 100 k
Applying Theorem 2.4.5 we have for t > 0
lim inf P (g2r+ 2t-) b2 (a), (2.58)
n
where - stands for conditioning on TEAS > 2r + 2t - 1, Ave(C,_) 2 2logn + a as
well as
(!92 ,.n ... n g2r+ 2t-I)n (F~crn n-2,r 2t)
(here for the case t = 0 the event above is assume to be the entire probability space
and corresponds to the case considered above). Similarly, for t > 0
lim inf P(g 2r+ 2 t+1 |.) > ' 2 (a), (2.59)
n
where - stands for conditioning on TCAS : 2r + 2t, Ave(C' >) V 21,o gn + a as well
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as
(! 2  n ... n 9 2r+2t) n (-Fcrn ... cFr+2t)
By the observation above, since the total number of original columns of C2r-i is k,
we have
(!92r n ... n!92r+2(k+1))nf (T2,r n ... n T2 r+2 (k+l)) =0.
Iterating the relations (2.58),(2.59), we conclude that conditional on the events
TCAS > 2r - 1, Ave(C2 -) 2 log"+a with probability at least 2(k+1) (a) the event
Uo<tck (TrAs < 2r + 2t - 1} U F 2 r+2t) takes place. This concludes the proof of the
proposition. E
Our next step in proving Theorem 2.1.1 is to show that if the events Ave(C2r-1) >
2 logn + a and F2r take place (and in particular TLAS > 2r) then with probability
bounded away from zero as n -+ oo the algorithm actually stops in step 2r: TLAS < 2r.
On the event TLAS > 2r - 1, the matrix C is defined. As earlier, we write
the row averages of C as
kg k2 gn + C"/(2k lIog n), . 1 .,2 n C"/22k log n),
for the appropriate values C, ... , C. Denote the event maxjICfj wn by 42,-
Then by Theorem 2.4.5
lim P CjITAS 2r - 1, Ave(C _) 2 lg + a 0. (2.60)
n-+o~o 22 )>V k
This observation will be used for our next result:
Proposition 2.4.9. There exists a strictly positive function V) : R+ -+ R+ such that
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for every r > 0 and a > 0
liminf P TLAS 2rTLAs 2r,7 2,,L2,Ave(C",_ 1 ) 2 log r: a 4 3(a).
n 2r k
Proof. Consider any k x k matrix C, which is a realization of the matrix C 1 -
2log satisfying Ave(C) > a, namely consistent with the event Ave(Cn,) 2
V2ogn + a. Note that the event Ave(C',_1) >2 /" + a implies that at least
on of th +o aaimplies tha at least1o :
one of the row averages of C,2r is also at least k + a. This event and the event
L 2r then imply that for large enough n, at least one row of Cn,_ 1 will survive till the
next iteration TIAS = 2r, provided that this iteration takes place, taking into account
the realizations of C",..., Ck corresponding to the row averages of C 1
evens TAS 2r .Tr, 2rAveC~r) ~ 2 log n
Now we assume that all of the events TkAS > 2r,.F2,, L2r, Ave(Cn,_1) > "+a
indeed take place. Consider any constant 1 < k, < k and the subset I c I" with
cardinality k, which corresponds to the k, largest rows of C with respect to row
averages of C (and therefore of Cn _1 as well). Let A 1 ,. .. , Ak be the column sums of
the k, x k submatrix of C indexed by the rows I. Assume A 1 ,..., Ak > -a. Consider
the event that I = I2r, corresponds precisely to the rows of C",_1 which survive in
the next iteration. Then the column sums of Cri are k 2 + A, 1 <_ j k
consistently with the event F2 r. Note that the lower bound Ave(C) > a and the fact
that the k1 row selected are the largest k, > 1 rows in Cn implies
AS n kia > a. (2.61)
1 j<k
In order for the event above to take place it should be the case that indeed precisely
k2 = k - k, < k rows of C will be used in creating Cn, with the corresponding
subset I2,,2, 2r,21 = k2 . We denote this event by Ck2 . Note that whether this event
takes place is completely determined by the realization C corresponding to the ma-
trix Cn,_1, in particular the realization of the row averages of this matrix, and the
realizations C1,..., Ck of C{",..., Ckn corresponding to the row averages of C .
Furthermore, the realizations C, C1, ... , Ck determine the values A 1 , ... , Ak.
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We write the k column sums of Cr,2 as k 2  + U 1 < k. Then the
column sums of Cn, are v2k log n + U + A , 1 j < k. We claim that for a certain
strictly positive function 03 which depends on k only these column sums are all at
least V2k log n + a/(2k):
limrinf inf P V2k logn+ Uj7+ A > 2k logn + a/(2k), j= 1,...,k CC1 3 (a),
where inf is over all sequences C, C1,..., Ck consistent with the events TLAS >
2r, F2r, 2 2r, Ave(C ri) - " + a. We first show how this claim implies the
claim of the proposition. The claim implies that conditional on the realizations of
C, Cl,..., Ck these column sums are at least V2klogn + a/(2k) with probability
3(a) - o(1). By Theorem 2.4.5 conditional on C', the column sums of Cn j, are
concentrated around V2k log n w.h.p. Thus with high probability all columns of Cn,
dominate the columns of C, -n by at least an additive factor a/(2k) - o(1) and there-
fore algorithm stops at TLAs = 2r. Integrating over k2 = 0,... , k - 1 and realizations
C, C1,.. ., Ck consistent with the events TCAS 2r, F2r, 2r, Ave(C r_) > +
we obtain the result.
Thus it remains to establish the claim. We have
P (/2k lIog n + Un + Ay n > 2k log n+ a/(2k), j= 1,., k I CC,.,Cs
=P (Un + Af n a/(2k), j= 1,...,k I C,C1,...,C).
Let An = min(An, 2ka). Then
P (U7 + A n a/(2k), j 1,... , k C, C1,. .. , Ck)
> P (Ujn + An > a/(2k), j 1, . .,k I C, C, . . . , Ck
The event 42 implies that W(C _) = o( log m) and thus InWj(C n )/ 2 log n=
o(1). By a similar reason n2P(C 2_1jn)/ 2logn = o(1) thus implying from (2.25)
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that
C = 2logn + q (C ) + RoW(C ) + o(1)
Then by Theorem 2.4.5 we have that
lim sup P Uj + ZA n a/(2k), j=1, . .. ,7k I C, C1, . .. , C
"-+oo Cili,..., 1P
-IP (U +A Z a/(2k),.j=1,...,k ,...,) =0,
where Uj is the j-th column sum of the matrix of the k 2 x k submatrix of Col(Ck) +
ANOVA(Ck) indexed by I,2 and supc,c1,...,C, is over the realizations C,01, C,... , Ck
consistent with TLAS 2 2r, F2r, L2,, Ave(C2r.-) >2logn + a Thus it suffice to
show that
inf. P (Ui + Ay n a/(2k),= 1,.. kA n,.. ZAn #()
A 31,...,A - 3 a)1 k
for some strictly positive function 03 which depends on k only, where the infimum
is over A,..., A satisfying -a < A < 2ka and (2.61). The joint distribution
of U3, 1 j < k is the one of (v'k2(Zj -Z),1 <j < k) where Zl,...,Zk are i.i.d.
standard normal and Z = k-1 E jk Z. Thus our goal is to show that
inf P ( k2(Z - Z) + A 2a/(2k), 1 J kIA, ..., ) > 3(a),
1n nkAy,...,Ak
for some 03. The distribution of the normal (v2(Zj - Z),j = 1, ... , k) vector has
a full support on the set {x = (x 1 ,..., Xk) : E X = 0}.
Consider the set of such vectors x E Rk satisfying Ej xj = 0 and xj+Aj' > a/(2k).
Denote this set by X(A,. .., A'). By (2.61) we have EZ(a/(2k) - A) < -a/2. We
claim that in fact
Z(a/(2k) - ZT) < -a/2 < 0, (2.62)
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and thus the set X(A ,..., A') is non-empty. Indeed, if A' < 2ka, for all j then
Z' = A' and assertion holds from (2.61). Otherwise, if A' > 2ka for some Jo, then
since An > -a and therefore >n  -a, we have
Z(a/(2k) - A) < a/2 - 2ka + (k - 1)a < -ka < -a/2 < 0.
In fact since a > 0, the set X(A, ... ,An) has a non-empty interior and thus a
positive measure with respect to the induced Lebesgue measure of the subset {x =
(X 1 ,..., Xk) : xj 3 = 0} c V. As a result the probability
P (( /T(Zj - 2), 1 < < k) (E X(A A,..nZ)| j, .. ,nZ
is strictly positive. This probability is a continuous function of An,..., An which
belong to the bounded interval [-a, 2ka]. By compactness argument we then obtain
in-f P ((.\/-2(Zj - 2), 1 < < k) E X (ZA,. .,) Z)An,.. ., A n > 0,
where the infimum is over -a Zy, ... , A < 2ka satisfying (2.62). Denoting the
infimum by '/ 3 (a) we obtain the result.
We now synthesize Propositions 2.4.7,2.4.8 and 2.4.9 to obtain the following corol-
lary.
Corollary 2.4.10. There exists a strictly positive function V4 which depends on k
only such that for every r > k + 2 and a > 0
lim inf P (TLAs < 2rITLAs > 2r - 2k - 3) p 4 (a).
n
Proof. By Proposition 2.4.7, we have
lim inf P Ave(C 2r- 2k-1) ; log+n a U {TLAS < 2r - 2k - 2}ITLAs > 2r - 2k - 3 > 1 (a).
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Combining with Proposition 2.4.8, we obtain that there exists t, 0 < t < k such that
liminfp ({TAS : 2r - 2t - 1} u F2r-2t nf
> (k 1)-19(0)@2(k+1)B (k + 1bsrat 1 (a)260 (a).
By observation (2.60) we also obtain
Ave(C2r-2t-1) > 2log n +a) I TCS 22r- 2k - 3
lim inf P ({TAS 2r - 2t - 1} U (F 2 r- 2t n Ave(C 2 r- 2t-1) 2Vg +anL2r-2t) ITCAs > 2r - 2k - 3)
> (k + 1)-1V/(a) 2 (k+1) (a)
Finally, applying Lemma 2.4.9 we obtain
lim inf P ({TCAs < 2r - 2 t}ITrAs 2r - 2k - 3) > (k + 1)-101(a) 2(k+)(a) 3 (a),n-oo
implying by monotonicity the same result for TLAS 2r.
~1(a)2(+)(a)03 (a), we obtain the result.
Letting 04(a) A (k +
El
We are now ready to complete the proof of Theorem 2.1.1.
Proof of Theorem 2.1.1. Given e > 0 we fix arbitrary a > 0 and find r = r(e, a) large
enough so that (1-4 4 (a))r < e. Applying Corollary 2.4.10 we obtain for N = r(2k+4)
P (TCAs > N) =1 P (TA s t(2k + 4)1TLAs (t - 1)(2k + 4))
1<t<r
< E7
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which gives the first part of Theorem 2.1.1. We now show (2.2). Fix c > 0. We have
Ave(Cr ) -- 2 log n P A(C") -2lg I>wnTEAs N)+ P(T2as>N)
IP( Ave(C r>AS) - 2log > ,TAs < N + PA<N) e
<N (Ave(C ) 2log n > n, TAs =r)N +e(  _ 2logu
l~<N~ Ave(rCV) k I >WnT2AS~r) +6
E 
< P|Ave(C") -2log n > Wn, T2AS> r + C.
By part (c) of Theorem 2.4.5, we have for every r
lim P ( Ave(C.)- 2 log n>,Tf;r=
We conclude that for every c
lim P (Ave(CrAS)- 2logrn
n-+oo TIA) V k > n)<E
Since the left hand-side does not depend on c, we obtain (2.2). This concludes the
proof of Theorem 2.1.1. l
2.5 Open Problems
In light of the new algorithm 29g'P which improves upon the LAS algorithm by a
factor of 4/3, a natural direction is to obtain a better performing polynomial time
algorithm. It would be especially interesting if such an algorithm can improve upon
the 5v/2/3V3 threshold would it then indicate that the OGP is not an obstacle for
polynomial time algorithms. Improving the 5v/2/3v'3 threshold perhaps by con-
sidering multi-overlaps of matrices with fixed asymptotic average value is another
important challenge. Based on such improvements obtainable for independent sets
in sparse random random graphs [61] and for random satisfiability (random NAE-K-
SAT) problem [411, it is very plausible that such an improvement is achievable.
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Studying the maximum submatrix problem for non-Gaussian distribution is an-
other interesting direction, especially for distributions with tail behavior different
from the one of the normal distribution, namely for not sub-Gaussian distributions.
Heavy tail distributions are of particular interest for this problem.
Finally, a very interesting version of the maximum submatrix problem is the sparse
Principal Component Analysis (PCA) problem for sample covariance data. Suppose,
Xi, 1 < i < n are p-dimensional uncorrelated random variables (say Gaussian), and
let E be the corresponding sample covariance matrix. When the dimension p is
comparable with n, the distribution of E exhibits a non-trivial behavior. For example
the limiting distribution of the spectrum is described by the Marcenko-Pastur law as
opposed to the "true" underlying covariance matrix which is just the identity. The
sparse PCA problem is the maximization problem max 3T E where the maximization
is over p-dimensional vectors 3 with 113112 = 1 and |10|Io = k, where ||a||o is the number
of non-zero components of the vector a (sparsity). What is the limiting distribution of
the objective value and what is the algorithmic complexity structure of this problem?
What is the solutions space geometry of this problem and in particular, does it exhibit
the OGP ? The sparse PCA problem has received much attention recently in its
hypothesis testing version [111,[121, where it was shown for certain parameter regime,
detecting the sparse PCA signal is hard provided the so-called Hidden Clique problem
in the theory of random graphs is hard [6]. Here we propose to study this problem
from the estimation point of view - computing the distribution of the k-dominating
principal components and studying the algorithmic hardness of this problem.
Finally, a grander challenge is to either establish that the problems exhibiting the
OGP are indeed algorithmically hard and do not admit a polynomial time algorithms,
or constructing an example where this is not the case. In light of the repeated failure
to improve upon the important special case of this problem - largest clique in the
Erd6s-R6nyi graph G(n, p), this challenge might be out of reach for the existing
methods of analysis.
76
Chapter 3
Max-Cut of Sparse Random Graphs
This chapter is organized as follows. In the next section we provide some preliminary
technical results regarding the balls into bins model. In the same section we state and
prove the so-called local large deviations results for lattice based random variables.
These results serve as a basis for computing the first and second moments of the
number of cuts satisfying the local optimality constraints. Section 3.3 is devoted to
establishing the upper bound part of our main result, Theorem 3.1.3, using the first
moment method. In Section 3.4 we derive an optimization problem the solution of
which describes the asymptotics of second moment. In Section 3.5 this optimization
problem is reduced to a system of equations, the unique solution of which is used to
obtain the lower bound on the maximum cut value. Most of the ideas are based on
the same techniques as the ones used for the upper bound part, but the details are
very lengthy and far more involved. Section 3.6 is dedicated to the proof of Theorem
3.1.5. The numerical answers appearing in the statement and the proofs of our result
are based on computer assisted computation and thus our results should be qualified
as computer assisted. In the last Section we conclude with several open problems.
3.1 Main Results
We obtained improved upper and lower bounds on the Max-Cut value in Erd6s-R6nyi
graph when the edge density c diverges to infinity. We now state our results precisely.
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Our bounds will be expressed in terms of solutions to somewhat complicated equations
which we introduce now.
We begin with equations involved in the upper bound on the value of the Max-Cut.
Consider the following system of two equations in variables x and 9
-2x 2 + 02 + log (1 + erf(2x + 0)) =0, (3.1)
+ 1 e-(2x+0) 2irler(2-9)=0, (3.2)Vr 1 + erf(2x + 0)'
where erf(.) is the Gaussian error function, defined as
erf(x) = -3fjexp(-t2) dt. (3.3)
V1 0
In particular, erf(x/v/2) = sgn(x)P[jZI < jx] when Z is the standard normal random
variable. We denote by wi(9, x) and w 2 (0, x) the functions appearing on the left-hand
of (3.1) and (3.2) respectively.
Lemma 3.1.1. For every x in the range
X E [0.37613, 0.58870] (3.4)
the equation w2 (x, 0) = 0 in 9 has a unique solution. Furthermore, the system (3.1)
and (3.2) has a unique solution in the same region (3.4). Numerically, this unique
solution is xu = 0.55909.. and 0, = -0.11079.. .
The proof of this lemma is given at the end of Section 3.3. The interval [0.37613,0.58870]
appearing above is the upper and lower bound values derived in [26J. We use it as
a convenient guarantee that the "true" value of x has to belong to this range. We
denote by w(x) the univariate function wi(x, O(x)), where 9(x) is the unique solution
of w2 (X, 9) = 0:
w(X) = wi(X, 9(x)). (3.5)
We now introduce equations involved in deriving the lower bound on the Max-Cut
78
value. Given x and / c (0,1/2), consider the following system of three equations in
variables t, 01 and 02
+ JI
- t332)) dz = 0, (3.6)
+ J exp
z 
2
2 + 1/2 - 2
+ x - t 2 1 (2 /2 ) = 0(1/2 -0p)2 /31/2 (1/2 -)p3)1/2
Q(0, ai, a2 ) = a2 )2 + z2)/2)dzidz 2.f 1exp(-((z - 0 -
Lemma 3.1.2. For every x satisfying (3.4) and / E (0, 1/2), the system (3.6), (3.7)
and (3.8) has a unique solution.
This lemma follows from Lemma 3.5.1 whose proof is given in Section 3.5. Given
x and E (0, 1/2), denote the unique solution to (3.6), (3.7) and (3.8) by 0*(x, /),
0*(x, /) and t*(x, /). We introduce the following functions
P(0, a,, a 2) = exp(62 /2) exp(-((zi - 0 - a2) 2 + zj)/2)dzidz 2 ,W , =O 
- a Z2
W(x,f3) = - 20 log/3 -2(1/2 - 3)log(1/2 - 3)
(3.10)
+ 2(1/2 - /)log P (0 , #(X3)'
)2 + 2/ log
1/2 -'
P (0* (X, #),
x - t*(xO)
(1/2 - )3)3/2
1/2 
-/
/3
(3.11)
where the first function is defined for all 0, a1 , a2 (E R and the second function is
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t
where
(3.7)
(3.8)
(3.9)
1 t*(x, 3)2
2 /2
1 (x - t*(x, #)
2 (1/2 - 3)2
t*(x, /)
/3/2 )
exp 
-Z2
(- 2
1Q 1, F/2;: 
- t ) + 1 /2; - 0 1
1/2 - 0' (1/2 -#)3/2
(1/2 -0)3/2 d = ,
defined for all x in the range (3.4) and / c (0, 1/2). Let
X1 = sup x E [0.37613, x,) : sup WW(x, 2w(x). (3.12)
,8E(0,1/2)
The functions SUP3e(O,1/2) W(x, /3) and 2w(x) for x E [0.44, 0.56] are given in Figure
3-1, which shows that there is a bifurcation between suP,3 e(0,1/ 2 ) W(x, /) and 2w(x)
within x E [0.44,0.56]. We find x, = 0.47523.. in Section 3.5, assuming the validity
of a numerical search procedure on finding a solution to a set of nonlinear equations.
The plots of W(x, /) for x = 0.47523 and x = 0.5 are also given in Figures 3-3 and
3-4.
0.
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Figure 3-1: sup 3 E(0,1/ 2) W(x, #) and 2w(x) for x C [0.44, 0.56].
The values x, and x, give the new upper and lower bounds on the Max-Cut value
as stated in the main result of this chapter below.
Theorem 3.1.3. Let MC(c) be defined as in (1.1). Then
MC(c) 1  [c/2 + xvefne+ oin(.2/n), c/2 + defined oasi/)], (3.13)
where x, is defined in (3.12) and x, is defined as in Lemma 3. 1. 1.
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Remark. After our paper corresponding to this chapter was completed and posted on
arxive.org, a follow-up paper by Dembo, Montanari and Sen [29] resolved our open
problem 3.7.1, namely, closed the gap between the constants x, and x", using the
interpolation technique on the Sherrington-Kirkpatrick model.
This theorem can be easily extended to another variant of Erd6s-R6nyi random
graph G(n,p = 2c/n), which is defined by putting every one of the n(n - 1)/2
potential edges into the graph with probability 2c/n, independently for all edges.
Since the number of edges in G(n, p = 2c/n) is tightly concentrated around [cnj with
fluctuation bounded by O(n1/ 2 +E) for any e > 0 w.h.p., the Max-Cut size bounds
derived from G(n, m = [cnJ) also apply to G(n, p = 2c/n).
Our result has immediate ramification to a very related problem of estimating the
energy of a ground state of an anti-ferromagnetic Ising model at zero temperature.
Given an arbitrary undirected graph G with node set V and edge set E and a real value
#, the Ising model corresponds to a Gibbs distribution on the state space {-1, I}IVI
defined by
P(a-) = Z-1 exp(- Z oso-v),
(u,v)EE
for every o = (ou,u E V) E {-1, 1}IVI, where Z = Eexp(- E(u,v)EEU UV) is the
normalizing partition function. The case 3 > 0 corresponds to the anti-ferromagnetic
Ising model, and the ground state o-* is any state which minimizes the energy func-
tional Z(uv)EE oauo-u, namely the one maximising the Gibbs likelihood. There is an
obvious simple one-to-one relationship between energy of ground states of an anti-
ferromagnetic Ising model and Max-Cut problem. Denoting by H(G) the energy of a
ground state, we have H(G) = |El - 2MC(G), where MC(G) denotes the Max-Cut
value of the graph G. Denote by I(c) the limit of the ground state energy normalized
by n, as n -+ oc. The existence of this limit follows from the existence of the cor-
responding limit MC(c) for every c. As an immediate implication of Theorem 3.1.3,
since the number of edges in G(n, [cnJ) is LcnJ we obtain
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Corollary 3.1.4. The following bounds hold
1(c) E [-2xuVc + oc(v'2), -2xn/_ + oc(vc)], (3.14)
where x, and x, have the same values as in Theorem 3.1.3.
The main novel technique underlying the bounds presented in Theorem 3.1.3 is
based on the local optimality property of the maximum cuts. Specifically, given an
arbitrary graph G with a node set V and edge set E, let V1, V2 be any node partition
which maximizes E(V, V2), where E(A, B) denotes the number of edges between
disjoint node sets A C V and B c V. Namely, V1, V2 achieve the maximum cut
value. For every v E1 V1, let N (v) and N2(v) denote the neighbors of node v in
parts V and V2 respectively. Optimality of (V1, 1V2) implies that INi(v) ; IN2 (v)1,
as otherwise a higher cut value can be obtained by assigning v to V2 instead of V1 .
A similar observation holds for every node v E V2. We say that a (not necessarily
optimal) cut (node partition) V, V2 satisfies the local optimality constraint if this
property holds for every node v in V and V2. Clearly every optimal cut satisfies the
local optimality constraint. Our main approach is based on computing the expected
number of cuts which satisfy the local optimality constraint and which achieve a
certain cut value {znJ for a constant z. Computing this expectation is an involved
task and amounts to solving a certain two-dimensional large deviations problem. The
nature of this problem can be described as follows. Consider the random multi-graph
as the configuration model generalized to Erd6s-R6nyi graph (later we will explain
it in details in the next Section). The joint distribution of degrees of nodes in this
random multi-graph can be described by the joint distribution arising from the balls
into bins problem. Specifically, for an even n, given a cut V1, V2 of a graph of equal
size IVi1 = IV21 = n/2 (later we will establish that this case determines the normalized
exponent of the expected number of cuts which satisfy the local optimality condition
by n as n -+ oc), conditioned to have value [znj, such that the remaining parts Vi
and V2 have the number of internal edges equal to zinJ and Lz2nJ for two constants
zi and z2 respectively, with LznJ + [zin] + [z2nJ = [cnJ, the joint distribution of the
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number of neighbors of nodes of V in part V2 is described as the joint distribution
arising from putting [znJ balls into n/2 bins uniformly at random. Similarly, the
joint distribution of the number of neighbors of nodes of V who also belong to V
is also described as the joint distribution arising from putting [2zjnj balls into n/2
bins uniformly at random, independently from the first process and from the other
part. Let the first Lzn] balls be colored blue, and the balls corresponding to the
Lzjnj edges be colored red for j = 1, 2. Then the local optimality constraint means
that in each bin the number of red balls does not exceed the number of blue balls.
Achieving a particular cut value [znj amounts to saying that the total number of
blue balls equals [zn]. Both events are of large deviations type and computing the
likelihood of this rare event amounts to solving a two-dimensional large deviations
problem. While solving this problem for a fixed c appears to be intractable, it can
be solved asymptotically when c is large since in this case the distribution of balls in
bins is well approximated by a normal distribution. As a result the large deviations
rate function can be solved by integration over Gaussian distribution. This approach
leads to an upper bound stated in our main theorem.
To obtain the lower bound we consider the second moment of the number of cuts
achieving value z satisfying the local optimality constraint. The idea of the approach
is very similar as in the case of the upper bound, but details are more involved since
we consider now pairs of cuts. We use the second moment method to obtain a lower
bound on the probability of existence of a cut with a particular value. This lower
bound still is exponentially small. Our last step is to use an exponential concentration
of the Max-Cut value around its expectation in order to argue the existence of a cut
with a stated value. The last step is similar to the one used in earlier papers, such as
Frieze (36].
Ideas somewhat similar to our local optimality condition, appear in a different
context of random K-SAT problem. There the single-flip satisfying truth assignment
is used to obtain the upper bounds on the 3-satisfiability threshold in [33], and [31].
The idea in these works was to count the expected number of those satisfying truth
assignments which are local maxima in terms of a lexicographic ordering. While the
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idea of using local optimality property in these papers and in this chapter is somewhat
similar, the details of the analysis differ substantially.
Our last result concerns maximum cut in cubic (namely 3-regular) graphs. Here
the best known bound follows from a recent result by Lyons [551 who proves existence
of a cut with an asymptotic value at least 1.33773n in an arbitrary sequence of cubic
connected graphs, whose girth (size of a smallest cycle) diverges to infinity. It is
worth noting that Lyons' result also applys to maximum bisection for which to our
best knowledge his result is still the state-of-the-art. Our improved bound is based on
a simple argument taking advantage of a recent result by Cs6ka et al. [271 regarding
the size of a largest bi-partite subgraph of a cubic graph with large girth. We obtain
Theorem 3.1.5. Let G,, be an arbitrary sequence of n-node cubic connected graphs
with girth diverging to infinity. For these graphs
MC
lim inf fC > 1.36000...
n n
Note that while the girth of the random n-node cubic graph (a graph generated
uniformly at random from the set of all 3-regular n-node graphs) does not necessarily
diverge to infinity, this graph does have mostly a locally tree-like structure and the
results which regard "global" structure such as Max-Cut obtained from the regular
graphs with diverging girth apply to these graphs as well, see for one example where
such an argument is developed [8]. Specifically, one can use the construction described
on page 22, Subsection 4.4 of the aforementioned paper. In this paper a simple
procedure is described consisting of "blowing up" a portion of the random graph
containing small cycles into a part which does not contain cycles of any fixed length
g. Since it affects only a constant size portion of the graph it does not affect the
limiting value of a maximum cut.
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3.2 Preliminary results. Random multi-graphs, the
Balls into Bins model and the Local Large Devi-
ations bounds
Our random graph model G(n, m) model is obtained by selecting m out of n(n - 1)/2
edges uniformly at random without replacement. The analysis below is significantly
simplified by switching to a more tractable random multi-graph model generated from
the configuration model where edge repetition and loops are allowed. Then we use
a fairly standard observation that this change does not impact the asymptotic value
of the Max-Cut. Thus consider the set of n(n + 1)/2 edges on n nodes, which now
include n loops and suppose we select m edges uniformly at random with replace-
ment. Equivalently, one can think of this as an experiment of throwing 2m balls (also
commonly called clones) into n bins (nodes) of the graph uniformly at random, and
then creating a random m-matching between the 2m balls. An edge between node
i and j is formed if and only if there exist two balls thrown into bins i and j which
are connected in the matching. In particular loops and parallel edges are allowed,
though it is easy to check that when m = 0(n), with probability bounded away from
zero as n - o, the number of loops and parallel edges is zero. Conditional on this
event, the resulting graph is G(n, m). Since all the results obtained in this chapter
hold w.h.p., we now assume from this point on that G(n, [cnJ) stands for the random
multi-graph model described above.
In order to implement the local optimality condition for Max-Cut, we first intro-
duce two relevant lemmas regarding the variant of the so-called occupancy (Balls into
Bins) problem. In order to decouple the distribution of the number of balls each bin
receives, we need the following "Poissonization lemma" [34, 23].
Lemma 3.2.1. [34, Exercise 3.6.13]; [23, Corollary 2.4] Consider an experiment where
p C N balls are thrown independently and uniformly at random (u.a.r.) into n bins.
Let E be the number of balls in bin i E [n] - {1,2,... , n}. Let A = p/n > 0 and
(Bi)jEn] be a family of independent Poisson variables with the same mean A. Then
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for any sequence (ti)iE[n] of non-negative integers such that jL ti = p we have
n
P[Ej = ti, 1 < i < n] = P[Bi = ti, 1 < i < nI Bi =,p
= E9m(V#)P[Bj = ti, 1 < i < n]. (3.15)
Here the standard order of magnitude notation Q,(V/7) denotes a non-negative
function f(p) such that
. _.fp f(pL)0 < lim inf < limsup < 00.
P-+C) V/ /I-oo VA
Consider now an experiment of throwing balls into bins twice. First p, balls are
thrown independently and u.a.r. into n bins. Denote the number of balls in bin i
by Ej. Next, the bins are reset empty and another p2 balls are thrown u.a.r. into n
bins independently for all bins and independently from the first experiment. Denote
the number of balls in bin i by F. Correspondingly, let Bi, 1 < i < n, and Ci,
1 < i < n, be two families of independent Poisson variables with means A, = p1/n
and A2 = P2/n, respectively. We rely on Lemma 3.2.1 to evaluate the probability
K(n, Al, P2) ="P[Ei >_ Fi, 1 <_ iz< n]. (3.16)
Lemma 3.2.2. The following holds
K(n, pi, t2)
= E),(vgA-)m2 (V/-12)P Bi = Ai, Ci = p2 Bi > C, 1 i < n (P[B1 > C1])". (3.17)
Proof of Lemma 3.2.2. Let
n = i
S(Pl, [P2) = ((ti, Si)) 1<i<n G (Z>o)2n tj > si, 1 < i < n; ti = ti, Si = 2t1}
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We have
P[Ej > Fi, I < i < n]
SZP[E = ti, 1 i < n]P[Fi = si, 1 i < n]
S(A 1 42)
=)A V11(~)A2(V1_t2)P[Bj = ti, I < i < n]P[Ci = si, I < i < n]
S(A1,Z2)
n n
=EA1(V1))A2 ( OL)P[Bi Ci, I < i < n Bi = pi, Ci = p21
n n
-E) l(VY)A 2 (fii)ID[Bi =A1l Yci=IA2 1Bi :Ci,A1WAi <nhIP[Bi Ci, 1 <i <mn
By the independence of Bi and Ci, 1 < i < n we have (3.17). 0
In order to compute the conditional probability in (3.17), we need to rely on
multivariate local limit theorems for large deviations [631,[19],[20]. The classical large
deviations theory provides tight estimates of the exponent -y appearing when calculat-
ing the rare events of the form P(X, > nx) - exp(-yxn). The local large deviations
theory instead provides estimates of the form P(Xn = nx) e exp(-yxn), where usu-
ally the same exponent -y governs the large deviations rate. Naturally, the local case
is restricted to cases when values nx belong to the range of random variables Xn.
Thus let {e1, ... , ed} be an orthonormal basis of R d where ej is the unit vector
of O's except for 1 in the ith position. Let X 1, X2 , ... be i.i.d. random vectors in
Rd with mean equal to vector 0 and finite second moment. Furthermore, suppose
the covariance matrix E is non-singular, and the distribution of Xi is supported on a
lattice with parameters b (E Rd, hi E R, 1 < i < d. Namely,
d
P[ z1,..., Z Z Xi = b+ hiezi] 1,
and this is the smallest (in set inclusion sense) lattice with this property. If Sn =
X,+ --+ Xn, then Sn is of the form nb + _= h1esz for some zi E Z,1 <i < d. Let
Pn(x) = P[Sn/v,'n- = x].
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This probability is positive only when
d
x E L, A {(nb + hjejzi)/x/ m, zi E Z, 1 < i < d}.
i= 1
Let
1 (i
p(x) exp x TE>1x for x G Rd.(27r); 12 /12
The following local Central Limit Theorem can be found as Theorem 3.5.2 in [341.
Theorem 3.2.3. Under the hypotheses above, as n -4 oo,
d
n2
sup Pn W) - P W) -+ 0. (3.18)
xE , h.
Based on this result, we use the change-of-measure technique to obtain the follow-
ing local limit theorem for large deviations, as in the proof of Cram6r's Theorem and
Sanov's Theorem in [301. Let M(O) = E[e(e,"x] be the moment generating function of
X1. Let A(0) log M(0). Let also DA {1 E Rd : A(9) < oo} denote the domain of
the moment generating function of X1 . It is known [301 that if DA = Rd then for every
y E Rd there exists a unique 0* E Rd such that y = VA(O*). It is the unique 0 which
achieves the large deviation rate at y, namely (9*, y) - A(0*) = sups((0, y) - A(6)).
Theorem 3.2.4. Suppose DA = Rd. Suppose y E Rd is such that \,y E n for all
sufficiently large n E Z+. Let 0* be defined uniquely by y =VA(9*). Then,
1
lim - log P[Sn/n = y] = -(0*, y) + A(0*). (3.19)
n-+oo n
The proof is obtained by combining a standard change of measure technique in
the theory of large deviations with the local Central Limit Theorem 3.2.3. We include
the proof for completeness.
Proof of Theorem 3.2.4. Let p be the probability measure associated with X1 and [t"
be the probability measure associated with Sn/n. Using y = VA(0*), define a new
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probability measure f with the same support as X, in terms of A as follows:
dA (z) = (*,')-A(*, (3.20)
d p
It is easy to see that it is a probability measure by observing
d = e( **)-A(O*)d - (0*,z) 1 __./ f / 1.
Rd Rd M(O*) JRd
Let ft,, be the associated probability measure of S, = (Xi + - + Xi)/n where
X, 1< i < n, are i.i.d. random vectors with probability measure f. Then we have
P[Sn/n = y] =Pn(y}) = p(dzi)
ki=1 zi=yn
= e -1(o*,zi)+nA(o*) (dz)
i=1 zi=yn
=e-n(0*,y)+nA(*)pn({y}). (3.21)
Then we have
1 1
-log P[Sn/n = y] (0*, y) + A(O*) + - logfn({y}). (3.22)
n n
By the choice of 6*, we have
E[X1] = M(9*) Ld ze(o*,z)dy = VA(O*) = y, (3.23)
where we used VM(O*) = E[Xie(*,x1)], namely, the order of differentiation and
expectation operators can be changed, see for example Lemma 2.2.5 (c) in [30]. Fur-
thermore, the probability measures f defined in (3.20) has moments of all orders.
Then 1 - y is a zero mean random vector with finite moments of all orders. Now
since the lattice supporting X1 and 1 1 is the same, the lattice supporting Xk - y is
described by parameters b - y, hi, 1 < i K d. Namely the same hi and b replaced by
b - y. Now the assumption v/niy E C, implies that ny is of the form nb + EZ hieizi,
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implying n(b - y) + Ej hieizi = 0. We conclude 0 belongs to the set Ln with b - y
replacing b. Hence, Theorem 3.2.3 can be used to estimate the last term in (3.22),
which gives
1
lim - log ({y})z= 0. (3.24)
n-oo n
3.3 Upper bound. The first moment method
In this section, we establish the upper bound part of Theorem 3.1.3 using the first
moment method. We will prove the upper bound of Max-Cut size on G(n, [cn])
by counting the expected number of cuts with a given cardinality, satisfying the
local optimality condition. For a constant z, let X(LznJ) be the number of cuts
V, V2 = V(G(n, [cnj)) \ V of G(n, [cnJ) of size Lznj in G(n, LcnJ) which satisfy
the local optimality condition. By results in [26], since we already know that the
maximum cut size normalized by n is c/2+ Ec(V'c) w.h.p., then for convenience we
rescale z by letting z = c/2 + x/6 for a positive real value x. According to the results
from [26] we know that we can limit ourselves to values x E [0.37613, 0.58870.
Proposition 3.3.1. For every x in (3.4) there exists a unique solution 0(x) of (3.2).
Furthermore, for every x in this range
1
lim - log E [X (L(c/2 + xV/2) nJ)] = w(x) + o,(1), (3.25)
n+oo n
where w(x) is defined in (3.5).
We now show this result implies the upper bound part of Theorem 3.1.3. We will
establish later in the proof of Lemma 3.1.1 that that w(x) is a strictly decreasing
function. Thus the expression above is positive (negative) if x is smaller (larger) than
the solution value x,, for sufficiently large c. The result is then obtained by Markov
inequality. The remainder of the section is devoted to the proof Proposition 3.3.1.
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We begin with some preliminary results. Given 0 < a < 1/2, consider a cut
with two separate vertex subsets V and V2 with sizes (1/2 + a)n and (1/2 - a)n,
respectively. There are ( such cuts. Given a positive even integer m, let
F(m) (m/ This is the number of perfect matchings on a set of m nodes.
From this point on in all of our computations we will ignore the roundings [J as they
only contribute an extra term 0(1/n) to - log E [X(zn)].
Lemma 3.3.2. The expected number of cuts of size zn which satisfy the local opti-
mality condition is
E[X(zn)] = J1 J2 , (3.26)
Zl,Z2,a
where the sum runs over all non-negative z1 , z 2 such that z 1n, z2n are integers and
z 1 + z2 = c - z, over all a E [0, 1/2] such that (1/2 + a)n, (1/2 - a)n are integers,
and
J, = ( n 2cn ((1/2 + a)n)(2zi+z)n((1/2 - c)n)(2 z2+z)n(zn)! x(1/2 + a)nJ 2zin, 2z 2n, zn, zn/
(3.27)
x F(2zin)F(2z2n)n 2cn (F(2cn))-l,
and
J2 = K((1/2 + a)n, zn, 2zin)K((1/2 - a)n, zn, 2z 2n),
where K is defined by (3.16).
As the cut size zn increases, the number of cuts of such a size is expected to
decrease and the local optimality condition is more likely to satisfy. Based on this
intuition, we expect that J1 is decreasing in z and J2 is increasing in z. A lot of the
work we will done later in this section is to find the right tradeoff between the two
terms.
Proof. We claim that J1 is the expected number of cuts V1 , V2 such that the cardinality
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of a cut is zn, IV I = (1/2+a)n, IV21 = (1/2-a)n and the number of edges within each
part V and V2 is zin, z2 n, respectively. Similarly, we claim that J2 is the probability
that the local optimality condition is satisfied for any given cut counted in J1 , where
K was defined in (3.16).
We recall that G(n, [cn]) is assumed to be generated using the configuration
model. Indeed
2 cn ((1/2 + a)n) (
2 z1+z)n((1/2 - a)n)(2 Z2+z)n
(2zin, 2Z2n, zn, zn)
is the number of ways assigning balls to vertices, such that the vertex subset Vi has
2zin balls (for generating zin edges inside it by matching them later) and another zn
balls (for generating zn edges which cross the partition), and, similarly, the vertex
subset V2 has 2z 2 n balls (for generating z 2 n edges inside it) and another zn balls (for
generating zn edges crossing the partition). Now (zn)!F(2zin)F(2z2 n) is the number
of ways of creating cardinality zn matchings crossing parts V and V2 , cardinality
zin matchings inside V and cardinality z 2n matchings inside V2 . n2c"F(2cn) is the
number of ways of assigning 2cn balls to n nodes and then randomly matching on
these balls for generating a graph with cn edges. Namely, it is the total number
of creating a (multi-) graph on n nodes with cn edges. This establishes the claim
regarding the term J1 .
The claim for J2 follows by observing that once the size z, z1 , z2 are fixed, the
events that each part V and V2 satisfies the local optimality conditions are in-
dependent and their corresponding probabilities are K((1/2 + a)n, zn, 2zin) and
K((1/2 - a)n, zn, 2z 2 n), respectively. l
We have that z, and z 2 satisfy z 1 + z 2 = c - z. If 2z, < z or 2z 2 ! z is not true,
J2 is 0 and thus does not contribute to E(X(zn)). Then we only need to consider
2z, < z and 2z 2 <_ z. Combining with zi + z 2 = c - z and z = c/2 + xfc, we have
c/2 - 3xv'c < 2z, < c/2 + xf, (3.28)
c/2 - 3xf 2z 2 <c/2 + x .
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We use the standard approximation
1 nri
- log = H(a) + o().
n an
(3.29)
Here and everywhere below H(x) denotes the standard entropy function H(x) -
-x log x - (1 - x) log(1 - x). We also have
1 log 2cn
n (2zin, 2Z2n, zn, zn)
= 2(-zi log z - z2 logz2 - z log z + c log c + z log 2) + o(1)
1
- log F(an)
n2
1
= -
(3.30)
log (an)!
og((an/2)!2an/2)
1 (an)ane-an
=n (an/2)an/2e-an/2 2an/2 + o(1)
- (a log(an) - a)/2 + o(1). (3.31)
Using (3.29) , (3.30), (3.31) and Stirling's approximation, we have
11logJ1 = H(1/2 + a) + 2(-zi log zi - z2 logz2 - z log z + c log c + z log 2)
+ (2z, + z) log((1/2 + a)n) + (2z 2 + z) log((1/2 - a)n) + z log(zn) - z - 2c log n
+ (2zi log(2zin) - 2z, + 2z2 log(2z 2n) - 2z2 - 2c log(2cn) + 2c)/2 + o(1)
= H(1/2 + a) + z log(1/4 - a2) + 2z, log(1/2 + a) + 2z2 log(1/2 - a)
- z log z - zi log 2z, - z2 log 2z2 + c log 2c + o(1). (3.32)
Using Taylor expansion log(1 + a) = a - a2 /2 + o(a2 ), the equation above is simplified
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and
by
- logJ 1 = log 2 - 2a2 + z(- log 4 - 4a2) + 2zi(- log 2 + 2a - 2a2) + 2z2 (- log 2 - 2a - 22)
-z log z - z log 2z -z 2 log 2Z2 + c log 2c + oc(a 2)c + 0(1)
= log 2 - 2c log 2 + 4(zi - z2)a - (2 + 4c)a2 - z log z - zi log 2z1 - z2 log 2z 2
+ c log 2c + o(a'2)c + o(1). (3.33)
Similarly, using log(1 + a) < a for lal < 1 and H(b) log 2 for b E [0, 11, from (3.32)
we also have
1
- log J1  log 2 + z(- log 4 - 4a2) + 2z(- log 2 + 2a) + 2z2 (- log 2 - 2a) - z log z
n
- z, log 2z1 - z 2log 2z2 + clog 2c + o(1) (3.34)
= log 2 - 2c log 2 + 4(z, - z2 )a! - 4za2 - z log z - z, log 2z, - z2 log 2z 2
+ c log 2c + o(1) (3.35)
From (3.28), we have z 1 - z 2 = 0c(/C) . Recall z = c/2+ x/ . Viewing the expression
above as a quadratic form in a, the dominating term involving a is
Oc(V/c)a - (2c + 4xV1/2)a 2
as c increases. Similarly we have the the dominating term involving a on the right
hand side of (3.33)
Oc(vFC)a - 4ca2 + o(a2)c (3.36)
as c increases. Observe that the right hand sides of (3.33) and (3.34) share the same
terms which do not depend on a. We see that a which maximizes asymptotically
n-1 log J1 should satisfy
a = Oc(c-1/2). (3.37)
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This result is crucial to analyze the variational problem induced by the large deviation
principle underlying the evaluation of J2 , the evaluation of which we now turn to.
We will evaluate K(n, Pi, /12) in (3.17) using large deviations technique, which
involves the moment generating function (MGF) of two correlated Poisson random
variables. Such MGF does not unfortunately have a closed form expression. The
following lemma allows us to evaluate the MGF by that of Normal distributions for
the asymptotic case c -+ oo.
Lemma 3.3.3. Suppose A, = Ec(c), A 2 = A, - E)(/2), a, = A 2 /Aj, b, = (A 2 -
A,)/ V '. Suppose also the limit b =,limesb exists. Let B = Pois(Al) and C =
Pois(A 2) be two independent Poisson random variables, and let X1 and X2 be two
independent standard Normal random variables. Let
( B-Al C-A 2
For every fixed 01,02
lim E[exp(Uc01 + Vc02) I Ue > ,/-V + b,] = E[exp(X1 0 1 + X 2 62 ) I X 1  X 2 + b].
(3.38)
Proof. We have that (Uc, V) converges in distribution to (X1 , X2 ) as c -+ oc. The
result then follows by observing uniform integrability of (Uc, V) as c -+ oc, which
implies convergence in expectation. l
Applying large deviations estimation of Theorem 3.2.4 and Lemma 3.3.3, we com-
pute the conditional probability underlying K(n, Pi, A2) as follows.
Lemma 3.3.4. Suppose pj = pj(n, c), j = 1, 2 are positive integer sequences such
that A = limn pj /n, j = 1, 2 exist for every c, take rational values and satisfy A =
Oc(c), A2 = A, - Oc(v/B). Suppose further that the limit b = limenx+-O A2-AI exists and
satisfies b < 0. Let Bi, C, 1 < i n be i.i.d. Poisson random variables with mean
95
E[Bi] = A1,E[Ci] = A2. Then
lim log P Bi = pi, Ct = A2 Bi > C, 1 < i < n (3.39)
n-+oo n i= Ii1i=1J
- log(2P) - sup(-6 2 - log(1 + erf(6 - b/2))) + oc(1) (3.40)
OER
where P1 = P[X1 > X2 + b], X1 and X 2 are two independent standard normal random
variables. Furthermore, the equation (3.2) has a unique solution for any x > 0 and
(3.40) can be rewritten by
- log(2P) + (9*)2 + log(1 + erf(9* - b/2)) + oc(1), (3.41)
where 0* is the unique solution to (3.2) for x = -b/4.
Proof of Lemma 3.3.4. Let U B 2 - 1 and V - C A2  In order to use Lemma
3.3.3 to approximate the MGF involved in the computation of (3.39), we rewrite the
probability term in (3.39) by
P UA = 0, -= 0 Un 2 + A-, < Z n. (3.42) A 1 V/Aj
Conditional on U > Aa + A2-A, the joint distribution of (Ut, V), 1 < i < n,
defines a new sequence of i.i.d. random variables (U, V) E R2, where (Ui, i) have
the distribution of (Ui, V) conditional on Ui > Z+ A .-A, Since Ai take rational
values, (0, 0) belongs to the lattice 1n supporting (U, V) for all sufficiently large n.
Applying Theorem 3.2.4 we have
1 nIU,[Zu1  A2  A2- A1 , i n
lim-logP Ui=0, Z =Ui - + 2
n-+oon 
-
-1(0,0),
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where I(Xi, X 2 ) = sup(Ol,02 )eR2(O1x1 + 02x 2 - log(M(9 1 , 02)) is the rate function, and
M(01 , 92) is the MGF of the newly defined random variables (Us, Vi). For c sufficiently
large, Lemma 3.3.3 yields
M(9 1 , 92) = E[exp( 1U 1 + 02W1)] =E
1
27r xp( 1 t1
exp( 1 )
1 >t2 +
If
D1
exp(2L!!!) 0
P1 f: 2 ei+b
exp( 1 U1 + 02 U2 ) I U1 >
+t2 + t(
+ 02t2) eXP 1 2 dt, dt2 + Oc(1)
(1i _-__()2 _ (t 2  - 0
b
1 exp(-t + f2 d 2 + oc(1)
27r 2
1
exp (-
2)
t2
exp(q-+q) 1 + erf (01-02-b)
P2 2 2 + OC() (3.47)
where from (3.44) to (3.45) we have used the change of variables si = ti - 01 and
t2 = t2 - 92 to simplify the integral, and D, is
Di = {(fi, f2) :i > f2 + 02 - 01 + b}.
Then we have
log M(0 1 , 02 ) 12 + 98 - log(2P) + log (I + erf (1 -0 2 - b + oc(1), (3.48)
and the large deviations rate function valued at (0, 0) is
1(0,0) = sup {-log M( 1 , 2 )}
(01,02)ER 2
From (3.48), we have that log M(01 , 92) < oc for any (01, 92) c R2. This implies (see
Exercise 2.2.24 and its hint in [30]) that log M(01 , 92) is a strictly convex function
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1 ff
t 1 ;>t2 +b
2
-L2U2 +
t
exp( q 2)
P1
dt, dt2 + oc(1)
A2 - A,
(3.43)
(3.44)
(3.45)
(3.46)
and its minimum is achieved at a unique point 6* = (0*, 60) at which the gradient of
log M(6 1, 62) vanishes. Namely, we have at O*
9 log M(01, 6 2) =0
061
-~ 4 1 O(er
1 + erf((01- 02 - b)/2)
01l+erf((01 - 62-b)2/4
V1 + erf ((01 - 02 - b)/2)
f((01 
- 62 
- b)/2)) 0
001
= 0. (3.49)
Likewise, we have
alog M(0 1, 02) =0=> 62 e-(1-92-b) 2/4 0
062 7r 1 + erf((1 - 02 - b)/2)
(3.50)
From (3.49) and (3.50), we observe that 62 = -01. Then (3.49) and (3.50) becomes
the same equation, which can be rewritten by (3.2) with x = -b/4. Hence (3.2) has
a unique solution for any x > 0. Let the unique solution for x = -b/4 be 6*. The
rate funtion I(-, -) at (0, 0) is
1(0, 0) = sup(-62 - log(1 + erf(0 - b/2))) + log(2P1 )
OER
= -(6*)2 - log(1 + erf(6* - b/2)) + log(2P).
(3.51)
(3.52)
DI
We now introduce the following form of reverse Hblder's inequality [431.
Lemma 3.3.5 (Pr6kopa-Leindler inequality). Let A E (0, 1) and let f, g, h :Ri -+
[0, +oo) be non-negative real-valued measurable functions defined on R'. Suppose that
these functions satisfy
h((1 - A)x + Ay) > f(x)l-Ag(y)A
for all x and y in R'. Then
) 1 -A 
A
11h|1, = fnh(x)dx > JR f (x)dx)(z g(x)dx) = |Mf||119|g||f
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Lemma 3.3.6. Let
L(a) = -sup (-2
OER
- log (I + erf(6 - a/-) 
. (3.53)
Then L(a) is a concave function for a G R.
Proof. The function f(t) = 1/V'2exp(-t 2 /2) is log-concave, which implies that for
all 0 E R, a,, a2 E Rt 1 , t2 E R and A c (0, 1), we have
f (A(ti + a, - V2_) + (I - A)(t2 + a2 -v/2-))
> f (1-- ai - V26)f (t2 + a2 - V20). (3.54)
Let
h(t) = f (t + (Aa 1 + (1 - A)a 2) - 52)1t;-)
gi (t) f (t + ai - v2)1t>o,
g2 (t) = f(t + a2 - (3.)5t5>O,
where 1 ;>O is the indicator function. h(t), gi (t) and g2 (t) are non-negative functions,
which by (3.54) satisfy
h(Ati + (1 - A)t 2 ) > g1(tl)g'-A(t2 ),
for any t1 , t 2 E R. Then Pr6kopa-Leindler inequality gives that
jh(t)dt > ( g1(t)dt) g2 (t)dt) -A
Namely
o 00
f (t1 + a 2 -> fcof (t + a -v/0)dt A
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.5 )
f (t +(Aa + (1 -A)a2) -V/2) dt
,1-A0)d
Taking - log of both sides we have
- log ( f(t + (Aal + (1 - A)a2) - V26)dt)
< A ( log (jO f(t + ai - v/')dt)) + (1 - A) (_log (J1O f(t + a2 - v'2)dt)
(3.56)
which yields that for any 6 E R,
- log f(t + a - v2O)dt) = - log(1 + erf(6 - a/v2)) + log 2
is a convex function in a. Since the pointwise supremum of convex functions is convex,
we obtain that
sup (- 2 - log(1 + erf(0 - a/v/2))
OER
is also a convex function in a, and then the concavity of L(a) follows. Z
With Lemmas 3.2.2, 3.3.4 and 3.3.6, we are now ready to consider the problem of
maximizing J2 over zi and z 2 and complete the proof of Proposition 3.3.1.
Proof of Proposition 3.3.1. Introduce T by
2z, = c/2 - (X + T)v/c, 2z2 = c/2 - (x - T)V2
From (3.28) we can restrict T to be in the range T E (-2x, 2x). Then
2zi z
(1/2+a) (1/2+a)
(1/2+a)
4x - 2T
V/1/2 + a
First applying (3.17) in Lemma 3.2.2, and then (3.40) in Lemma 3.3.4 yields
1
lim - log K((1/2 + a)n, zn, 2zin)
n-+)o n
=2 +)(lg2OR lg + erf (0 +r (1/2 +r a) 2 (2x +T))))) +OM
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where we have canceled out the same term log P from (3.17) and (3.40). This ex-
pression is bounded from above uniformly in a E [0, 1/2] as c increases because of the
oc(1) term. Likewise we have
1
lim - log K((1/2 - a)n, zn, 2z 2n)
n-+oo n
=(-a) - log 2 - sup(- 2 -log(l+erf( +(1/2-a)- (2x- )))) + oc(1),2 gER
which is also uniformly bounded from above in a c [0, 1/2] as c increases. Recalling
(3.36) we see that we may assume a = Oc(c- 1/ 2 ) which gives
1
lim - log K((1/2 + a)n, zn, 2zin)
?2-+coO n
1 1
= log 2 - - sup(-0 2 - log(1 + erf(0 + 2x + T))) + oc (1) (3.57)2 2 OER
where we have canceled out the same term log P from (3.17) and (3.40). Likewise
we have
1
lim - log K((1/2 - a)n, zn, 2z2 n)
n-40c 71
1 1
= log 2 - - sup(-0 2 - log(1 + erf(6 + 2x - )))) + oc(1) (3.58)
2 2 OER
Using Lemma 3.3.6, (3.57) and (3.58) is combined by
1 1
lim - log J2 = lim - log K((1/2 + a)n, zn, 2zin)K((1/2 - a)n, zn, 2z 2n)
n-400 71 n-- oo 71
S-log 2 + L(-2v2x - \/'-T) + IL(-2 V'x + V27) + o,(1)2 2
< - log 2 + L(-22x) + oc(1) = -log 2 - sup(-6 2 - log(1 + erf (0 + 2x))) + oc(1)
OER
(3.59)
where the equality holds when T = 0, i.e. z 1 = Z2 = c/4 - xV//2, which corresponds
to the cut under which the number of edges within each part is the same. The
supremum in (3.59) is attained by the solution 0 to (3.2).
Now we go back to optimizing log J1 in (3.33), while relying on the bound (3.37).
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Consider the right-hand side of (3.33). Consider this expression without the oQ(&2)
and o(1) terms and denote it by V(a, zi) after substitution z 2 = c - z - zI. Since we
have already established that a = O(c- 1/ 2 ), this is justified in the later steps. We
have
V(a, zi) = log 2 - 2c log 2 + 4(2z, - c + z)a - (2 + 4c)a2 - z log z - z, log 2zi
- (c - z - zi) log 2(c - z - zi) + clog 2c, (3.60)
where zi is subject to (3.28). a = 2z2-(c-z) maximizes V(a, z1 ). Substituting it to1(2c
(3.60) yields
V 2z, - (c - z)1+ 2c Z1 =log2-2clog2-zlogz+clog2c+ 
2(2z1 - C+ Z)2
1+2c
- z1 log 2z, - (c - z - zi) log 2(c - z - zi).
Its first derivative w.r.t. z1 is
(3.61)
8(2zi - c + z) -og(2z)
1 + 2c + log 2(c - z - zi),
and its second derivative w.r.t. z, is
16 1 1
1+2c c-z-zi z1 i
It is easy to see that the expression above is maximized at (c - z)/2, which yields
16 2 2 8 8
- = -<<0.
1+ 2c c - z c - z . + c c- 2xv/<
Hence, V( 2z - z), zi) is concave in z1 . Setting its first derivative in (3.62) to zero,
namely,
8(2z -c z)log(2zi) + log 2(c - z - zi) = 0
1 + 2c
gives that V(2, - (z), z1) is maximized at zi = (c - z)/2 = c/4 - xV//2, which is the
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(3.62)
same as the condition T = 0 for maximizing - log J2 . In other words, J1 and J2 attain
the maximum under the same conditions a = 0 and zi Z2= (c - z)/2. Substituting
z = c/2 + Xx/f and using the asymptotic expansion
log(c/2 + xv/F) = log(c/2) + 2x//c - 2x2/c + oc(1/c)
simplify the maximum of V(a, zi) as
V(0, (c - z)/2) = log 2 - 2clog 2 - z log z + c log 2c - (c - z) log(c - z) + o,(1) + o(1)
= log 2 - clog 2 + clog c - (c/2 + xV/c) log(c/2 + xx/h)
- (c/2 - xV/f) log(c/2 - xv/) + oc(1) + o(1)
= log2 - 2x 2 + oc(1) + o(1). (3.63)
Combining the results in (3.59) and (3.63), we have that the exponent of E[X(zn)]
in (3.26) is attained at a = 0 and z1 = (c - z)/2, i.e.
1
lim - log E[X(zn)] = -2x2 - sup(- 2 - log(1 + erf(2x + 0))) + oc(1).
n- oo n OER
Then (3.25) follows from solving 0 from (3.2) for a given x. This completes the proof
of Proposition 3.3.1.
Finally we prove Lemma 3.1.1.
Proof of Lemma 3.1.1. Lemma 3.3.4 gives that for every x in the region (3.4), there
exists a unique solution 0(x) to the equation (3.2). We now use it to establish the
uniqueness of the solution to the equation system (3.1), (3.2).
It can be verified using elementary methods that w(x) defined by (3.5) is a dif-
ferentiable function on R, and therefore is continuous. We verify numerically that
w(0.3761) = 0.19721.. > 0 > w(0.5887) = -0.05595.. . Then the existence of the
solution follows by the continuity of w(x).
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We now establish the uniqueness of the solution. We have
dO(x) e-(2x+O(x)__ __ x
w(x) = -4x + 20(x) dx + + erf(2x + (x))) +2
d9(x) 
__x
=-4x + 20(x) - O(x) 4 +2 2O
dx dx
= -4(x + 9(x)),
where we have used (3.2) to simplify the first step above. Next, we will show that
x + 9(x) > 0. This implies that w is a strictly decreasing function in the relevant
region and therefore the solution is unique as claimed. Letting y(x) = x + 9(x), (3.2)
can be rewritten by
1 ex+(x))2
r/ 1 + erf(x + y(x))
Since 9(x) is unique for a fixed x E [0.3761,0.5887), y(x) is also the unique solution
to the equation above. For a fixed x E [0.3761, 0.5887], let
1 e-(x+y)2
g(y) =x-y- fl+efxy
_____ 1 r~x+y
We check numerically that g(0) = x - 1 > 0 and g(x) = -x < 0 for
V/7r 1+erf(x) ,7 er2x
any x in the region (3.4). Therefore the unique solution to g(y) = 0 belongs to the
region (0, x) and therefore y(x) > 0 as claimed. l
3.4 Lower bound. The second moment method
In this section, we use the second moment method coupled with the local optimality
property of optimal cuts to obtain a lower bound on the optimal cut size. Specifically,
let again X(zn) denote the number of cuts with value zn satisfying the local optimality
constraints. For even n, we restrict this set to consist of balanced cuts only, a = 0,
with left and right node sets having the same cardinality, still denoting this set by
X(zn) for convenience. For odd n, we instead restrict this set to the cuts with an
imbalance of one node between the sides of the cut. Then a = 0(1/n). We will ignore
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this case as a = 0(1/n) only contributes an extra term 0(1/n) to IE[X 2 (zn)]. The
main bulk of this section will be devoted to showing the following result, which is an
analogue of Proposition 3.3.1 for the second moment computation.
Proposition 3.4.1.
E[X 2 (zn)] E2 [X(zn)] exp(oc(1)n), (3.64)
when z = c/2 + xv/ and x < x, with x, identified in Theorem 3.1.3.
Before proving it let us show how it implies the lower bound part of Theorem 3.1.3.
Using inequality
P(X(zn) > 1) > E 2 [X(zn)]
- E[X2 (zn)]'
which is a well-known and easy implication of the Cauchy-Schwartz inequality, we
obtain P(X(zn) > 1) > exp(-oc(1)n). From this we obtain
P[MC,,n > zn] > exp(-noc(1)). (3.65)
Applying the Hoeffding-Azuma inequality for Max-Cut gives
P[IMCcn - E[MCc,n]I > t] < 2 exp ,) for t > 0. (3.66)
(2cn)
Set t = -\/En for any given c > 0, and then (3.66) gives
P[IMCcn - E[MCc,n]I > v/2n] < 2 exp n (3.67)
Observe that for any given E > 0, c can be chosen sufficiently large such that
exp(-noc(1)) on the right-hand side of (3.65) is larger than 2 exp (-en). Then
E[MCc,n] + v /cn > zn.20
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Applying (3.67) again yields that w.h.p.
MCC,,fl E[MCc,] - /l n > zn - Ev/cn
2
Since the inequality holds for any e > 0, it yields that w.h.p.
iMCc,n - E MC(c) - C
limninf lrn .f 2 = lim 2
c-+oo n-+oo V/ c-+oo V -
for every x < xi, and we obtain the result.
We now establish (3.64) As in Section 3.3, we use the following occupancy problems
to analyze the local optimality condition. Consider four independent experiments. In
the experiment j = 1, ... , 4, pj balls are thrown independently and u.a.r. into n bins.
Denote the number of balls in bin i, i E [n], as E 2. Let
K(n, 11,/A2, P13, /14) = I[E.2  E.4  IE~l) - E3  < i <n],
which will be used to compute the probability of the event that all the vertices in
a specified vertex subset satisfy the local optimality conditions for a pair of cuts.
Similar to Lemma 3.2.2, we have the following Lemma,
Lemma 3.4.2. For each j, j = 1,... , 4, Let (Bj))iE[l] be a family of i.i. d. Poisson
variables with the same mean A3 = pj/n > 0, then we have
K(n, P1, P2, P3, P4)
4 1
= J e4(V/i)P E = , p 1 j 4 B, 1 i < n (P[B1])", (3.68)
j=1 i=1 .
where Bi denotes the event B2 - Bi > IB l) - B 3I.
Consider a partition of the vertex set [n] into four subsets V, 1 < j < 4 with
cardinalities
IV= V4 1 = On, IV21 = IV3 = (1/2 - f)n. (3.69)
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pfn (1/2-P)n
V, Y, Y1'2 Y2,2 V2
y1, 4 y2,
Y1,3  Y2,4
V' Y3,3  Y4,4 V4
(1/2-,8)n 8n
Figure 3-2: Illustration of computing E[X2 (zn)] where Yj,k = nZj,k, 1 j k 4.
Each such partition defines two cuts. The first cut is (D1 , D2 ), where D1 = V U
V3 , D2 = V2 U V4 . The second cut is (D3 , D4 ),where D 3 = V U V2 , D4 = V3 U V4 . Let
nzj,k, k E {1, 2, 3, 4} and j < k, be the number of edges crossing V and Vk in the
random graph G(n, [cn]). For the case of j = k, nzj,j is the number of edges with
both ends in the same vertex subset V.
Let 3 j,k be the number of all the possible edges crossing V and V normalized
by n2 . Namely 3j,k = IVI|Vkil/n 2 when j # k and #f,3 = IVji(IVj + 1)/(2n2 ). If
(D1 , D2 ) defines a cut of size zn, then it must be the case that z1, 2 + zi, 4 + z 2 ,3 + z 3,4 =
z. Similarly, if (D3 , D4 ) defines a cut of size zn, then it must be the case that
z 1 ,3 + z1 ,4 + z 2 ,3 + z2 ,4 = z. We use this observation to state and prove the following
result.
Lemma 3.4.3.
E[X 2 (zn)] = 1112, (3.70)
Ofzj,k
where the sum is over all 0, zj,k such that /3 c [0,1/4], (1/2-3)n, /3n, Zj,kn are integers
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and
I = (n,(1/2-s)n,(1/2-O)n,fln) 
X 11, 111, 211,3
n2cnF(2cn)
'1, =(2cn)!
' 1i<4(2nzj,j)! rI1i j4((nzij)!)2
11,2 (on)(2zl,I+2z4,4+2z,4+zI,2+zI,3+z2,4+z3,4)n ((1/2 - O)n)(2z2,2+2z3,3+2z2,3+z1,2+zl,3+z2,4+z3,4)n
(3.71)
4
I1,3 = J (nzi,j)! f F(2nzi,i), (3.72)
I i<j 4 i=1
12 =K(3n, nzi,2 , nzi,4 , nzi,3 , 2nzi,1)K((1/2 - #)n, nzl,2 , nz 2,3 , nz 2,4 , 2nz2,2) x
x K((1/2 - /3)n, nz3,4, nz 2 ,3, nzi,3 , 2nz3 ,3)K(1(n, nz3,4 , nz1,4, nz2 ,4, 2nz4,4), (3.73)
and Zjk ;> 0, 0 < j < k < 4 satisfy
z 1 ,2 + z 1,4 + z2 ,3 + z 3,4 = Z,
Z1 ,3 + Z1 ,4 + Z2 ,3 + Z2,4 =Z,
S Zj,k = C. (3.74)
Proof. The term (3n,(1/2-_)3)n(1/2-r)n,3n ) in 1, is the number of ways of selecting sets V
satisfying (3.69). As shown in Figure 3-2, 11,111,2 is the number of ways of assigning
2cn balls (cn edges) to the vertex subsets V, 1 < i < 4, such that for each vertex
subset V, there are 2nzi,j balls for generating nzi,j edges inside, and another nzi,
(nzj,i if j < i), balls for generating nzij edges crossing V and V. 11,3 is the number
of matchings for generating the graph with the numbers of edges inside each separate
vertex subset and crossing two different vertex subsets as shown in Figure 3-2. Since
the two cuts (D1 , D2 ) and (D3 , D4 ) both have cut size zn, it implies the constraints
in (3.74).
We claim that K(#n, nz, 2 , nzi,4 , nzi,3 , 2nzi, 1 ) is the probability that for both cut
(D1 , D2 ) and cut (D3 , D4 ), each vertex in V satisfies the local optimality condition.
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Indeed, since we choose nzi,j edges crossing V and V u.a.r., the resultant joint
degree distribution from these edges for the vertices in V is the same as the joint
distribution of number of balls in the bins when nzij balls are thrown u.a.r. into
#3n bins. Denote this joint degree vector by (E' "3));s[,3,j = 2,3,4. Similarly, let
(E ')[,3n] denote the joint degree vector obtained from nzi,1 internal edges. The
local optimality condition of the cut (D 1 , D2 ) for part V is equivalent to
E1')+ E('4) > E ' + Ei i - i I
for each i E V1 . Similarly the local optimality condition of the cut (D3 , D4 ) for part
V1 is equivalent to
E( 1,3) + E ' > E(' + E
These two constraints put together are equivalent to the constraint E 1 '4  EP' >
IE '2 - E(' 3 |,i E V1 . Hence, as claimed
K(#3n, nzi,2 , nzi,4, nzi,3, 2nzi,1) = P[E') -' E("') > ', 2 - E ('31, i E V] (3.75)
is the probability that the local optimality condition for each vertex in V is satisfied.
Likewise the other three terms following K(n, nzi, 2 , nzi,4 , nzi,3, 2nzi,1) account for
the probability that the local optimality conditions are satisfied for the vertices in V2 ,
V3 and V4 , respectively, and we complete the proof. l
Remark. Without loss of generality, we may only consider Zj,k, 1 j < k < 4,
satisfying
Z1,4 - 2zi,1 > Iz1,2 - z1 ,3 1, z 2 ,3 - 2z 2 ,2 > 1z1,2 -Z2,4
Z2,3 - 2z 3,3  z1,3 - z3,41, z 1 ,4 - 2z 4 ,4 > |z2,4 - z3,41, (3.76)
since otherwise the corresponding terms K(-) in the definition of I2 corresponds to
zero probability event, which has no contribution to E[X 2 (zn)] in (3.70).
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As in the case of first moment argument, our next goal is to obtain bounds on
limits of n- 1 log I1, n- 1 log 12 for each choice of /, zij. We note that we may assume
# > 0. Indeed 0 = 0 corresponds to the two cuts being identical. The corresponding
limit n-1 log I112 in this case is simply limn n- 1 log E[X(zn)] < limnn- 1 log E2 [X(zn)],
since x is assumed to be below x.
Next we further simplify 1. Since the total number of edges is cn, we have
Z1 jsk<4 Zj,k = c. Using Stirling's approximation, the terms in I, are simplified as
follows:
- log n -20 log # - 2(1/2 - #) log(1/2 - ) + o(1).
n (On, (1/2 - O)n, (1/2 - O)n,#n)
(3.77)
Further,
14
log I1,1 = 2c Z - 3, log Zik + o(1)n c c 2c 2c
4
-2 Z ,k log Zj,k + 2clogc + 2(c - zi,j) log 2 + o(1), (3.78)
1K3 <k 4 i=1
1
- log 11,2 = (2zi,1 + 2z4 ,4 + 2z,,4 + z 1,2 + z1 ,3 + z 2 ,4 + z3 ,4)(log / + log n)n
+ (2Z 2 ,2 + 2z 3,3 + 2z2 ,3 + z 1 ,2 + z 2 ,4 + z 1,3 + z3 ,4 )(log(1/2 - #) + log n)
4
= 2clogrn + Zj,k log 3j,k + zi, log 2 + o(1). (3.79)
1<j<k<4 i=1
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( fl (nzi,j)! 
=
\1<i<j<4 /
k
1<j<k<4
Zj,k log Zj,k + E zi,k log n - Z,k + 0(1),
1<j<k<4 1<j<k(4
(3.80)
1 4
log fJ F(2nzi,i)
i=1
- log (n2 cnF(2cn))
n
= 2zi, log(2zirn) - 1 + o(1)2i=1
4
zi,i(log 2 + log zi,j + log n - 1) + o(1),
= 2clog n + 2clog(2cn) - 1
2
= 3c log n + c log c + c log 2 - c + o(1).
Using (3.77)-(3.82), we have
Ilog I 1 = -20 log 0 - (1 - 20) log(1/2 - 3) +
n E
1<j~k<4
Zj,k log ( k
Z ,k
+ c log(2c) + o(1)
(3.83)
Introduce 77,k through the identities
Zj,k = 2/3 ,kC + 2r7j,kV/C,
and let r7 = (rlj,k, 1 < j, k < 4).
3.4.1 Bounds on I1
In terms of our notations (3.84), we have
Zj,k 1 3j,k )+ clog(2c)
1<j<k<4 Zj,k
1 < j < k < 4, (3.84)
(3.85)
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Next
1 log
n2
(3.81)
(3.82)
- c 5(2#j,k + 217j,kc-") log(2c + 2r7j,k0j-,c2) clog(2c)
1<j<k<4
= - 2c (fl,k + 'qj,kc-!) log(1 + r7j,k/ 3 1C-.!).
1<j<k<4
The constraints (3.74) can be rewritten as
71,2 + 71,4 + 72,3 + 73,4 = X/2, (3.86)
7/1,3 + 71,4 + 12,3 + 72,4 = x/2, (3.87)
Ek j,k 0. (3.88)
1<j<k<4
Let
13(f, 1) = (,j,k + 17j,kC- 2) log(1 + 7q,k/' c-).
1<j5k<4
Thus our next goal is to solve the optimization problem min, I3(13,17) subject to (3.88).
The next lemma is used to show that in solving this optimization problem we may
restrict the range of rq to a bound independent of c. As a result we will be able to
replace log(1+?7j,k c- ) with its Taylor approximation 17J,k37c-i -(1 /2)3k1c.
Lemma. 3.4.4. For every a > 0 and 3 E (0, 1/4), there exists cO = co(3, a) such that
for all c > co and all 1 satisfying constraint (3.88) and 1117112 > a, the following bound
holds:
13(1 , ) ar~4c~
Proof. 13 is a convex function in 7, taking value zero at 7 = 0. Thus
I3(, 71) > 13( 7) (389)
117112 '11 |112
Using Taylor expansion log(1 + b) = b - b2 /2 + 0(b 3) for some constant b with Ibl < 1,
we can find ci = c 1 (0, a) large enough so that for all c > ci
a \ a2 2
log(1 + r 1 i) -j a_7k1 Cc2 + k a -c1/2 < c- C-,
e 11r711e 2 / is 2 khse 2 b11r7112 _dk xIctly
where the exponent 5/4 is chosen somewhat arbitrary, and any exponent strictly
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larger than 1 and less than 3/2 can serve our purpose. Thus, since
13()3, a,) = S (0j, +
I1I17112 1<j~k<4 aj7.c-1)log(1+177112 7k r 
12 /j,k C -),
(1 k ,k + r4C
1<jsk<4
+ 1E(k,k
1<jsk<4
-A) a__ jk 3 .c-a171
a
+ l jkC ( aJII112I?7j,k133,k
< C- (j,k +
1<j k<4
2a 1 1 711 7112 I 2
We can find c2 = c2 (#, a) sufficiently large so that the expression on the right-hand
side is at most
1 a2
8 c k 1 1 1
for all c> c2 . On the other hand, applying constraint (3.88)
aTk2 aA
Oj,Ik + kj,kf JC 2
H72 03 172 2
= < S - - <
1<j k<4 72 1 js
1 E
1 j~k 4
k<4
(3j,k - f, ?-'j,k ,kC _,kC 2
- 11 2 1 7jkj 2
a
We can find c3 = c3 (, a) sufficiently large so that the second term in the expression
above is also at most
1 a2 2
1 j<k<4 2
in absolute value for all c > C3 .
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then
13(,, a1 ) -_
2
E
We obtain
I1(1 , a ||7712
a 2
2c
2
1< <4
Combining with (3.89) we conclude that for all c > co A max(ci, c2, c3)
13(3,77) 4c2a E
77,k /3j > a2
where we have used the fact that f3 ,k E (0,1) for 1 < j < k < 4 and 11112 > a. E
3.4.2 Bounds on I2
Suppose pg = yj (n, c) are positive integer sequences such that the limits A =
limn py/n exists, take rational values and satisfy A = 0,(c), A4 - A, Oc(V/C), A2 -
A 3 = Oc(V). Suppose further that the following limits exist:
b, = lim,C-+oo vA 2 + A3
b2 = limC-o0 VEA+ A' b3 = limc- +00 N/h+ A (3.90)
Let (Bzj))iC[nI, j = 1, ... , 4, be four families of i.i.d. Poisson random variables with
mean A 3 . Given independent standard normal random variables Z1 , Z2 , let
P2 = P (Z1 + b3 > b2 IZ2 + bil),
and let
P( 1, 02, bj, b2, b3) = E[exp(0 1 Z1 + 02 Z2 )I(Z1 + b3 > b2 jZ2 + bil)}
1 J
27rf1+b3;>b2jt2+b I|
exp (O1t1 + 02 t 2
Lemma 3.4.5. The following large deviations limit exists
B = PB, j= 1,...,4 B 4
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a2
2 a
8c E
1<j<k<4
2
IIJ112 3
a 2
4c
2
77j2 k -
1<j 4k<4 2
4 A lim IlogP
- B ;>B B , En] (3.91)
t2 2) dtdt2.
14 = - log P2 + inf log P(01 , 02, bl, b 2, b 3) + oc(1).61,02 (3.92)
Furthermore inf8 1 ,6 2 log P( 1 , 2,b1 ,b 2 ,b 3 ) is achieved at a unique point 6*, 0* which is
also the unique solution to the system of equations
log P(01, 6 2, bi, b2, b3) = 0701',
& log P(01, 6 2, bi, b2, b3 )
a62 0
Proof. Let Xi = 1,..., n and j = 1,2,3,4. The probability in (3.91) is
rewritten by
P xU) = 0,j
- 1,. ..,4 i E [n]] (3.94)
where by substituting X for B~j) the event B - B C ;> |B - B } is equivalent
to
V A4+ 1 A4 + A 1 -
VA2 + A3  VNXi2 -- +N~xA4+ , - A2 + A3
A2-A3
Applying Theorem 3.2.4 yields
lim -
n-+oo n
log Xn ,i E [n]] = -1(0, 0, 0, 0)
where 6 = (61, .. . , 64), I(Xi, X 2 , X 3, X 4 ) = supoER4(E4=1 6zxi - log(Mc(6))) and and
Mc(9) are respectively the large deviations rate function and the MGF of (X(1 ), X , X X )
conditional on S1. Specifically,
Mc(9) = E[exp( OX3) )S].
ij<4
Since Xj converges in distribution to a standard normal random variable and A 2 /(A 2 +
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and satisfies
(3.93)
'Ei ={
A4 ), A 1/(A 1 + A 3) converge to 1/2 as c - oc, then P(E1) converges to the probability
of the event
Z4  Z1  Z2  Z 3E),1 =-7 +b >b2 - + bi,
where Zj,1 j < 4 are four independent standard normal random variables. We
recognize P(D1 ) as P2 since - - -4 and - are independent standard normalVr2- v/2- v/'2 Vf
random variables. Thus as c -+ oo,
4
M,(9) -+ E[exp(E 9iZ(z)) I Dii
-14
2 ) 2 exp ( t - dt1 - -dt 4
A M (),
where for convenience we also let
E),= (t, ... , 7 E R4 : 2 4 +b3> b2 -t3+
Thus from this point we focus on the optimization problem
sup (- log M(6)) = -inflog M(6).
0 0
We again use the fact that since M(O) is the MGF which is finite for all 0, then
log M(9) is strictly convex and the unique optimal solution is achieved at a unique
point 6* where the gradient vanishes. Thus the defining identities for 0* are
&log M(0)
0. 1 =9* M-
1 (*) j (2>2 exp ( (ti - dt ... dt41
for j = 1,.. .,4, where we use the fact that P2 does not depend on 0 and thus
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(3.95)
disappears in the gradient.
Now we take advantage of a certain symmetry of D1 . Note that (t1 , t2 , t 3 , t 4 ) E Di
iff (-t 3 , -t 4 , -ti, -t 2 ) C Di. This implies that (6*, 6*, 6 , 6 ) solves (3.95) iff so does
(-6*, -60, -6*, -0*). The uniqueness of the optimal solution implies that 60 = -0*
and 0* = -60. In this case again since (Z2 - Z4)/v' and (Z1 - Z3)/2 are standard
normal when Z1 , ... , Z4 are independent standard normal, we recognize M(O*) as
E[exp(*Z1 + 6*Z2)IZ1 + b3 > b2 1Z2 + bil]
P= - J exp 0*t1 +0*t 2 - dt1dt2 -
ft1+b3>b2jt2+bjj 27
We recognize this expression as P(01 , 62, bl, b2 , b3)/P2 . Hence, (3.93) follows from
(3.95). This completes the proof. l
We now establish certain properties of the function P(01 , 62, bl, b2 , b3 ). For b1 = 0,
we also give the characterization of 61 and 02 which obtain the infimum of log P(61 , 62, 0, b2 , b3 )
over 61 and 62.
Lemma 3.4.6. The following inequality holds for every 61, b1, b3 CE R and b2 E R+:
inf P(6 1,02, bi, b 2, b3) < inf log P(6 1,62,0, b2, b3) = P(0 1, 0, 0, b 2, b3 ). (3.96)
02 02
Furthermore, log P(01 , 0,0, b 2 , b3 ) is a concave function in b3 for every 61, and hence
info, log P(01 , 0, 0, b 2 , b3 ) is also a concave function in b 3 . Finally, 6* defined by 0* =
arginfo, log P(01 , 0,0, b2 , b3 ) is the unique solution to
0 t2 + (b2 --61 )201+ Q(01,b2 7b3) exp - dt2 = 0 (3.97)
where Q(0 1 ,b 2 ,b 3 ) is given in (3.9).
Proof. First, we claim that P(6 1, 62, bl, b2 , b3 ) < P(01 , 02, -62, b 2 , b3). In order to show
this, we rewrite P(01 , 02, b1 , b 2 , b3 ) in another form. We use the change of variables
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zi= t - 01 and z2 =2 -2
P(01, 02, bi, b2 , b 3 )
- exp((01 +02)/2)
1
= -exp((9f + 9)
+ f-02-b1
+00
/2)
-0 - 1
dz2 /
-bJ 2 6+ 1-
Jz1+I+b Ib2|Z2+02+b1|
dz2 /exp(
Jb2 (z2+0 2+b1)-01-b3
exp(--(zI + zi)/2)dzi
-(Z2 + z2)/2)dzi
We use the change of variables ti = z1 + 01 + b3 and t2 = z2 + 02 + b1 for the first
integral, and the change of variables ti = zi + 01 + b3 and t 2 = - 2 - b1 for the
second integral. The integral above is
12
1 exp((02 + 0)/2) J dt2  (exp(-((ti - 1 - b3)2 + (t2 -02- bi)2)/2)
+ e 2 J1 +b2t2 (
+ exp(-((ti - 01 - b3 )2 + (t2 + 02 + bi )2) /2) ) dti
which we rewrite as
1 exp((02 + 02)/2)
exp(-(ti - 01 - b3 )2 /2)dti
tl/b2 ( exp(-(t2 - 02 - b,) 2 /2)
+ exp(-(t 2 + 02 + b)2/2)) dt2
Its partial derivative with respect to b1 gives
aP(01, 02 , bi, b2 , b3 )
ab1
= exp((0? + 9)/2) ] exp (- ((t 1 - 01 - b 3)2 + (t1/b2 - 02 - bi)2) /2) (exp(-2(02 + bi)t1/b 2) - 1)dt 1
Notice that b 2 E R+, it is easy to see that the derivative above is positive when
b1 < -02, zero when b1 = -92, and negative when b1 > -02. Hence, b1 = -02
maximizes P(01, 02, bi, b2, b 3 ), i.e.
P(9 1 , 0 2 , bi, b2 , b3 ) P(01 , 02, -0 2 , b 2 ,b 3 )
When b1 = -92, from (3.98) it is easy to see that 2= 0 minimizes P(9 1 , 02, -02, b2, b3 ),
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exp(-(z1 + z2)/2)dzidz 2
(3-98)
1-b3
which, together with the inequality above, gives
inf P(01, 0 2, bi, b2, b3) <; inf P(0,02 ,-0 2, b2 , b 3) = P(0 1, O, 0, b 2, b3 ),02 02
and hence the first inequality in (3.96) follows.
Inherited from the strict convexity of log M(O), log P(01 , 02, 0, b 2, b3 ) is also strictly
convex in 02. Also, (3.98) implies that for b1 = 0, P(0 1 , 02, 0, b2, b 3) is symmetric about
02= 0, and thus the derivative of log P(01, 02, 0, b2, b3) with respect to 02 is always 0
at 02 = 0. These two facts establish the equality in (3.96).
Next, we prove the concavity of inf 1 log P(0 1, 0, 0, b 2, b3) in b3. Let f(x, y)
exp(-(X 2 + y2)/2), which is log-concave. After changing the order of integration in
(3.98), we have
P(0 1, 0, 0, b2 , b3 ) =- exp(02 /2) exp(-((ti - 01 - b3 ) 2 + t2)/2)dtidt2 (3.99)
- exp(02 /2) f (ti - 01 - b3, t2)dtidt2
iF Jo Jb2 t2
The log-concavity of f(x, y) implies that for all 01 E R, b, b(2 ) C R, (ti, t2 ), (fl, t 2 ) E
R2 and A E (0, 1), we have
f(A(ti - b() - 01) + (1 - A)(ti - b(2 - 01), At2 + (1 - A)t 2 )
SfA(t, - - 01, t2)f (1 - b2)- 01, f2 ) (3.100)
Let S = {(ti, t2 ) E R2 :1 > b2 t2 , t2 > 0}, and
h(ti, t 2 )= f(t, - (Ab( 1 ) + (1 - A)b(2 )) - 01 , t2)1s(t1 , t2 )
g1(ti, t2) = f (ti - b) - 01, t2 )1S(t4, t2)
9 2 (t, t2 ) = f(t, - b(2 - 01 , t2 )1s(ti, t2 ). (3.101)
where 1s(t4, t2 ) is the indicator function. h(ti, t2 ), gi(ti, t2 ) and g2 (t1 , t 2 ) are non-
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negative functions, which by (3.100) satisfy
h(A(ti, t2 ) + (1 - A)(f, 7f2)) 91(ti, t2) 1
for any (ti, t2 ), (fi, f 2 ) E R2 . Then Pr6kopa-Leindler inequality, together with an ar-
gument similar to the one for the proof of Lemma 3.3.6, yields that log P(01, 0, 0, b 2 , b3 )
is a concave function for each 91, and further that info, log P(9 1 , 0, 0, b 2 , b3 ) is also a
concave function in b3 .
(3.96) and Lemma 3.4.5 yields that the 0* and 0* which obtains the infimum of
infoi,0 2 P(91, 92,0, b2, b3) is , 0 = 0 and 0* is uniquely determined by setting the deriva-
tive of log P(01 , 0, 0, b2 , b3) with respect to 01 to be 0. Recall that P(91 , 0, 0, b 2 , b3 ) is
given in (3.99),
a log P(01, 0, 0, b2, b3 )
001
1 Q(01, b2 , b3 )Q(0 1, b2 , b3) &01
1 0 t + (t - 01 - b 3 )2 )0 1+ f 6 0 exp -)(t2 - 01 -b3)dtidt2- Q(01, b2, b3) 0 b2t2 2
Then (3.97) follows from the inner integral over ti. El
For shortness, we write P(9 1, b2 , b3 ) for P(9 1 , 0, 0, b2 , b3 ) and we recall that this is
definition of P(9 1, b2, b3) as given in (3.10).
Recall from the proof of Lemma 3.4.6, we restate here for convenience the identity
(3.99)
P(9 1, b 2, b 3) = 2 j exp(-i(( - 91 - b3) + /2)dtidt2 (3.102)
3.4.3 Computing the limit of lima n-'0log(I12).
In this subsection, we first use a special setting to claim that the maximum of
limn n- 1 log(1,1 2 ) is obtained when ||r/| < a for some positive constant a, and then
consider the problem of maximizing of limn n1 log(1112).
120
Note that setting 3 = 1/4, 71,4 = 72,3 = x/4, 71,2 = 11,3 = 72,4 - 73,4 = 0, and
rh7,j = -x/8, 1 < j < 4, we obtain r7 which satisfies all constraints (3.86)-(3.88) and
13(1/4, TI) = (fj,k + r7j,kC2)(rl73,k-jkC- - (1/2)( 7j,k/I, 6-)2) + Oc(-1)
1j<k<4
1 2 #-lc + oc(c- 1 ) = 2X2/c + oc(c- 1 ).
Substituting 13(1/4,q) back to (3.85) and then to (3.83), we have that
1lim - log I1 = 2 log 2 - 4x2 + oc(1)n-+2o n (3.103)
We now recall notation (3.84). Applying (3.75), Lemma 3.4.2, Lemma 3.4.5, Lemma 3.4.6
and canceling log P2 with log P(B2 ) we obtain
1
lim - log K(n/4, z 1 ,2 , z 1 ,4 , zi,3 , 2zi,1 )fl-4oo 1
- - inf log
4 01,02
P (01, 02, 2(771,2 - '1,3)
0 2,(11,2 + 1,3)
/31,2 + /31,3
/31,4 + 231,1'
2(771,4 - 2171,1)
23(01,4 + 2#1,1) J
1
inf log P(01 , 02, 0, 1, 4x) + oc(1)
01,02
1
= log P (0*, 0, 0, 1, 4x) + oc(1).
4 1s
where by (3.97), 0* is the unique solution to
01+ 1 0jexp (-(t2 + (t2 - 01 - 4x)2)/2) dt2 = 0Q (01, 1, 4x) fo2
where
Q (01, 1, 4x) = - 01 - 4x) 2 + t2)/2)dtidt2
To further simplify Q(01, 1, 4x), we introduce the following lemma.
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+ oc(1)
(3.104)
'I'exp(-((ti
J0 J2
Lemma 3.4.7. For a E RI,
I exp - a)2 + t2)/2) dtidt2 = (1 + erf(a/2)) 2 /4
Proof. Using the change of variable z1 = t1 - a, the left double integral is
Fr0 0 1 1
exp(-(z2 + t2)/2)dzidt2 =-1 2 22- - + -
*22
0 
ft2 a
(3.106)
Using the transformation u = (zi + t 2)/2 and v = (-z1 + t2 )/2 where the determinant
of the corresponding Jacobian matrix is 2 and the integration region is
{(u,v) : 0 < u, 0< v < a/2} U {(u,v) : -v < u 0,0 < v < a/2},
the integral in (3.106) is
- + - du
4 7r 0 0
exp(-(U 2 + v2 )
1 1 fa/2 1
=1- + 1 aexp(-v2)dv + -4 r JO
1 1 1
= + 1 erf(a/2) + 1(erf(a/2)) 2
4 2 4
and this equals the formula at (3.105).
I a/20
a/ 2
d o
2
dv] exp(-(u 2 + v 2 ))du
exp(-(u2 + v2))du
(3.107)
E]
We claim that the unique solution 0* to (3.104) is twice of the one to (3.2) for the
same x. By Lemma 3.4.7 and the integral
exp(-(t2 + (t2 - 01 - 4x)2)/2)dt2
0/2
v/7/2 exp(-(01 + 4x) 2 /4)(1 + erf((01 + 4x)/2)),
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(3.105)
)dv + 
- f
(3.104) is rewritten by
17+ //2 exp(-(01 + 4x) 2 /4)(1 + erf((01 + 4x)/2))
r(1 + erf((61 + 4x)/2)) 2/4 0
1 (2x+01/2)2
-0 1/2 + = -0
1 + erf(2x + 0 1/2)
which is (3.2) by setting 01/2 to 0. Recall that the unique solution to (3.2) is 0(x) for
a x satisfying (3.4). For this special setting, it is easy to see that the K(-) for each
vertex subset 1, ... , V4 are the same. Hence we have
1
- log I2 = 4/n log K(n/4, nzi,2 , nzi,4, nzi,3, 2nzi,) = log P(20(x), 0, 0, 1, 4x) (3.108)
n
Then by (3.103) and (3.108), we obtain a lower bound for sup,3k limn,, -1 log 1112,
that is
1
sup lim - log 1112> 2 log2 - 4x 2 + log P(20(x), 0, 0, 1, 4x) (3.109)
,Zj,k
For a given x satisfying (3.4), the right hand side of the last equation is a constant.
For a constant a > 0 such that 11q||2 > a, Lemma 3.4.4 yields that 13(o, q) > a2 /(4c),
which imples that
Ilog I < -a 2 /2 - 20log -(1- 2) log(1/2 - 0) < -a 2/2+ 2log 2
n
By - log 2 < 0, we obtain an upper bound
1
-log II 2 < -a 2 /2 + 2log2
n
We can increase a such that the upper bound in the last equation is less than the
lower bound in (3.109) for a given x in (3.4). Thus when considering the optimization
problem of maximizing 1112 over 1 and q subject to the constraints (3.86)-(3.88) for
sufficiently large c, we may without the loss of generality consider vectors 21 satisfying
1121112 < a for some postive constant a. This will be useful in our later analysis. For
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vectors 77 satisfying this bound, we obtain an approximation
2
1 3 k<4 '
+ oc(1). (3.110)
We now recall notation (3.84). Applying (3.75), Lemma 3.4.2 and Lemma 3.4.5
and canceling log P2 with log P(Bi) we obtain
1lim - log K(3n, nz1 ,2 , nz, 4 , nz1 ,3 , 2nzi ,1)
n n
= 3 inf log
01,02
Similarly
P (1, 02,
2(771,2 
- 771,3)
,2/(#1,2 + /1,3)'
/31,2 + /1,3
01,4 + 2/1,1'
2(71,4 
- 2771,1) + oc(1).
V2/(01,4 + 231,1)
1lim - log K(on, nzi, 4 , nz 2,4 , nZ3,4, 2nz4,4)
3 inf log P 01, 02,
01,02
1
lim - log K((1/2 - 0)
n n
(1/2 - /) inf log P 0
01,02
2(773,4 - 772,4)
V20(82,4 + /3,4)
/32,4 + #3,4
/01,4 + 2/34,4'
2(771,4 
- 2774,4)
V2/0(01,4 + 204,4) )
+ oc(1),
I, nzi,2, nZ2,4, nZ2,3, 2nZ2,2) = Oc(1)+
1,62,
2(771,2 - 772,4) /1,2 + /2,4
v/2(1/2 - /3)(#1,2 + /2,4)' /32,3 + 2/02,2'
2(772,3 - 2772,2)
V2(1/2 - 0)(02,3 +
1lim log K((1/2 - /)n, nzi,3 , nZ3,4, nz 2 ,3 , 2nz 3,3 ) = Oc(l)+
(1/2 -3) inf log P
01,02 (61,02,
2(771,3 - 773,4) /31,3 + #3,4
/2(1/2 - /)(31,3 + /3,4)' /2,3 + 2/3,3'
2(712,3 - 273,3)
/2(1/2 - 0)(02,3 +
Combining with (3.110), (3.85) and (3.83), we are thus reduced to solving the opti-
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2/32,2))
2/33,3))
I1(# Wg) = -20 log # - (1 - 20) log (1/2 - 0) -
mization problem of maximizing
2, 7 2, 7 2, 7 2, 7 2, 7 2 4 2
- 23 log1#- (1 - 23) log(1/2 - 771 ,4 _2,3 - 1,2 1,3 ,4 -3,4
,31,4 02,3 31,2 01,3 02,4 33,4 _ 3jj
(3.111)
+ 13 inf log P 01, 02, 2(711,2 - 771,3) /31,2 + ,31,3 2(T/1,4 - 2ni,1)
21(131,2 + 01,3) V31,4 + 231,1 2#(11,4 2V 1,3)
+ 1 inf log P 01, 02, 2(713,4 - 772,4) 32,4 + 3,4 2(771,4 - 2774,4)
91,02 2,3(132,4 + 03,4) ' 1,4 - 2134,4' 2/3(31,4 214,4)
+ (1/2 - ) inf log P 1,0 2, 2(71,2 - 772,4) /31,2 + 02,4 2(772,3 - 272,2)
01,02 ,/2(1/2 - 1)(#1,2 + 02,4) 132,3 + 202,2 N/2(1/2 - 1) (02,3 + 2,2,2)
+ (1/2 - 0) inf log P 01, 02, 2(771,3 - 773,4) \/31,3 + 03,4 2(772,3 - 2q3,3)
01,02 \/2(1/2 - 1) (11,3 + 13,4) '/02,3 + 2,3,3 N/2(1/2 - ) (32,3 + 213,3)
subject to (3.86),(3.87),(3.88).
Lemma 3.4.8. Given x satisfying (3.4), the value of the optimization problem above
equals to the maximum value of the following function in 3 E (0,1/2) and t:
- 2 log / - (1 - 2,3) log(1/2 - ) - (2t- 2- ifgP ", 1/2 -/2/32 2 ( 1 / 2 -0) 2  rn \~ 03 )33/2,
+ 2(1/2 - #)inf log P 0' 1/ -t'012 )3/2 .(3.112)
Proof. Applying Lemma 3.4.6 we can set 02 0. By the same lemma, the contri-
bution of log P term is maximized, all else being equal, by setting 71,2 = 71,3, 72,4 =
73,4, 11,2 = 72,4, 71,3 = 73,4 since it makes the third argument of P equal to zero. At
the same time we have #j take the same value for the corresponding pairs of indices
(1, 2), (1, 3), (2, 4), (3, 4). Thus replacing the terms 71,2, 71,3, 72,4, q3,4 by their average
(711,2 +11,3 +72,4 +q3,4)/4 can only increase the quadratic term in the objective func-
tion (3.111). We now analyze how this replacement affects the constraints. From the
constraints (3.86) and (3.87) we must have 71,2 + 73,4 = 11,3 + 12,4 = x/2 - 71,4 - 172,3.
Thus setting 11,2 = 71,3 = 72,4 = 73,4 equal to (x/2 - 171,4 - 12,3)/2 satisfies all of the
constraints (3.86)-(3.87). We conclude that this substitution does not decrease the
objective function (3.111) and automatically satisfies the constraints (3.86),(3.87). In
particular, the constraint (3.88) is the only one we should mind.
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Next, from Lemma 3.4.6 we also have concavity of log P function in its last ar-
gument. Thus replacing 771,1 and 'q4,4 by their average increases the contribution
of the first two log P terms. At the same time this can only increase the value of
the quadratic term in (3.111) since again 01,1 = 04,4. A similar observation implies
772,2 = 73,3. The constraint (3.88) is not affected by this substitution since r7,j appear
there only through their sum.
We conclude that the optimization problem is equivalent to maximizing
2 2 (x2
- 2# log # - (1 - 2#) log(1/2 - #) 4 ,3/ - 711,4 -2,3)2
-2 (1/2-0)2 3(1/2 -0#)
(3.113)
- 4 2- 4 + 2 inf log P 60, ,
+ 2(1/2 - #) inf log P 0 01 2 - 2,3)-272,2
0 1/2 - ' (1/2 - )3/2
subject to the only constraint
771,4 + 772,3 + 2771,1 + 2772,2 + 4(x/2 - /1,4 - 772,3)/2 = 0,
which we rewrite as
771,4 + 772,3 - 2711,1 - 2772,2 = X.
(3.114)
(3.115)
(3.116)
Now we let ti = 771,4 - 2771,1 and t 2 = 772,3 - 2772,2, allowing us to rewrite the constraint
above as
tl + t2 = X. (3.117)
Notice that the large deviations terms (3.114) and (3.115) in the objective function
depend on 77 only through t, and t 2. We now consider unconstrained optimizing the
quadratic term (3.113) in terms of 771,4 and 772,3 for a fixed value t, and t2 . The
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quadratic term is
2 2 , 72 _ tl71, - )2s,T1 ,4 _ 72,3 (x/2 - 71,4 - T12,3 (71,4 2  (T2,3 - t2
#2 (1/2-0)2 (1/2 - #) #2 (1/2- 0)2
We observe that setting 771,4 = t 1 /2 minimizes - + ' . Similar observation
applies to setting 772,3 = t2/2. At the same time, this setting implies 771,4 + 772,3 =
(t1 + t2 )/2 = x/2 and thus nullifies the middle term. We conclude that for a given
t, t2 satisfying ti + t2 = X, the optimal value is
1t 1 t2
2 #32 2 (1/2 -0)2
1/2-fl ti
+2)3 inf log P )0,01 ,,/
+f (3/2
+ 2(1/2 -- 0) inf log P 0, 0, 0, i/2 -021/ - ' (1/2 -#)/
Setting ti = t, t 2 = x - t completes the proof. l
3.5 Solving the optimization problem (3.112)
Given x satisfying (3.4) and / E (0, 1/2), we recognize the optimization problem
in (3.112) is a Minimax problem. In this section, we will rely on Sion's Minimax
Theorem [66, Corollary 3.3] to solve it. We first use the degree local optimality
constraint to claim that we only need to consider a bounded set of t. Recall from
(3.76)
Z1,4 - 2z1, 1 > z 1 ,2 - z1 ,3 1, z 2 ,3 - 2z2 ,2  I jz1,2 - Z2,4 ,
which by (3.84) gives that
(3.118)771,4 - 2771,1 > 1771,3 - 771,21 , 772,3 - 2772,2 > 1771,2 - 772,4. I
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Recall that t = 91,4- 271,1 and x - t = 72,3 - 2n2,2 and from (3.118), we have that
t C [0, x]. For a given x and /, we rewrite the minimax problem in (3.112) as
sup inf F(t, 01, 02 )
tE[O,X] 01,02
where
t2 (X-t)2
2/2 2(1/2 - /)2 +
+ 2(1/2 - 3) log P (62,
20 log P 01
1/2-f# (1
By the convexity of log M(9) and the concavity of log P(01 , b2 , b3 ) in b3 which was
established in Lemma 3.4.6, we have that F(t,-,-) is convex on a set (91, 92) E R2
and F(., 01,02) is concave on [0, x]. Sion's Minimax Theorem then gives
sup inf F(t, 01, 02) = inf sup F(t, 01, 62).
tE[O,x] 01,02 01,02 tE[O,x]
(3.120)
Given x and 3, let the saddle point set be t*(x, /) x (0*(x, /3), 0(x, /)) c [0, x] x R 2
where
t* = t*(x, /3) =argmaxtE[Ox] inf F(t,01,02),01,02
0* = (0*(x, /), 0*(x, /)) =argmin(0 1 0 2) sup F(t, 01,92).
te[O,x]
Lemma 3.5.1. Given any x satisfying (3.4) and any / E (0, 1/2), (t*, 9*) is unique
and is given as the unique solution to
OF(t, 01,0 2) 0
at
OF(t, 0 1, 02 )
01 = 0
OF(t, 01, 0 2 ) 0.
092
Proof. Let G(t) = info,02 F(t, 01, 92). By Lemma 3.4.6 G(t) is strictly concave in t.
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F(t, 01 ,092 ) = 1/2-fl/3
/2 -0/)3/2
)
(3.119)
t
,3/2
(3.121)
For any e > 0, we claim that
G(-E) = G(x + E) = -00. (3.122)
Recall P(0 1, b 2, b3) = P(6 1, 0, 0, b2, b 3) and from (3.10), we have
log2P 13 = ogJ 1 exp(91 t1)dp(ti, t2 ) (3.123)
where p(.) is the probability measure induced by two i.i.d. standard normal random
variables. Let the domain of the integration above be
1/2 -E
D = (tI, t2) : ti > t2| + 03/2
For 01 < 0, we have (3.123)
< log exp 01 )(D)) = 014/ + log A (D)
As 01 -+ -oo, we have the right hand side of the equation above goes to -oo and
hence
inf log P 01, , /3/2 = ~0
which from (3.119) implies G(-E) = -oc. For t = x+E, applying the same argument
to another part in (3.119) yields G(x + e) = -oo. This establishes the claim (3.122).
Thus supt[og,] G(t) is achieved by a unique t = V E [0, x]. Lemma 3.4.6 yields that
(0*, 0*) which obtains the infimum of F(t*, 1, 02) is the unique solution to the last
two equations in (3.121) for t = t*. Fix (01,02) = (0*,0*). The strict concavity of
F(t, 0*, 0*) in t and the maximality of t* indicates that t* is the unique solution to
the first equation in (3.121). Hence, we have (t*, 0*, 0*) is a solution to (3.121) as
claimed.
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The concavity of F(t, 01, 02) in t, V(01 , 02) E R2, yields
F(t, 0,0*) < F(t*,0*,0*)+ OF(t, 0 02 (t - t*)at t=t*
= F(t,0*,0*) F(t*,0*,*), Vt E [Oxzl (3.124)
Similarly, the convexity of F(t, 01, 02) in (01, 02), Vt E [0, x], yields
F(t*, 01, 02) > F(t* 7*, 0*), V(01, 02) E R 2 (3.125)
(3.124) and (3.125) hence implies that (t*, 0*, 0) is the saddle point of F(t, 01,02).
Next, we show this saddle point is unique. Suppose there is another saddle point
( ,91, 92) # (t*, 01*, 0). If (91,02) 7 (0*, 0*), the strict convexity of F(t, 01, 02) in
(01, 02), Vy E [0, x], gives
F(t*, 0, *0) < F(t*, 0 1 , 0 2 ) (3.126)
while the saddle point property of (i, 01, 92) implies
F(t*, 9 1, 0 2 ) _ F(i, 9 1, 0 2 ) (3.127)
Then from (3.126) and (3.127), we have F(t*, 0*, 0*) < F(t, 92, 02) which is a con-
tradiction. Likewise if i # t*, we can use the strict concavity of F(t, 02, 02) in t,
V(0 1 , 02) C R 2, and the saddle point property of (i, O1, 92) to construct a contradition.
Hence the uniqueness of (t*, 0*, 0*) as a saddle point follows, which also implies that
the solution to (3.121) is unique. l
Next, we derive the explicit expressions for the partial derivatives in (3.121), which
are (3.6), (3.7) and (3.8), respectively. Hence, Lemma 3.1.2 follows from Lemma 3.5.1.
From (3.97) in Lemma 3.4.6, we have
&F(t, 01,02) &F(t, 01, 02)
= 0 (3.6), 002 0 = (3.7).
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Next, we have
&log P(, b2 , b3) _ log P(6, b 2, b3) Ob3
at Ob3 at
Since t appears only in b 3. From (3.102),
0(log(exp(6/2)/7r) + log Q(9, b2, b 3)) Ob3
ab3  at
a log Q(6, b2, b3) Ob3  (3.128)
Ob3 at
By the expression of Q(6, b2, b3) in (3.9), it is easy to see that
8 log Q(O, b 2, b 3 ) _ a log Q(6, b2 , b3 )
ab3  ae
From (3.97), we have
a log Q(O, b2, b3 ) 1 aQ(9, b2 , b3 )
a0 Q(O, b2, b3) a0
Then (3.128) becomes - 6 9b. Hence, we have
aF(t, 0 1 , 02)
t 0 - (3.8).
Next we rely on a numerical approach to finding x, defined in (3.12). First we claim
that W(x, 1/4) = 2w(x) for any x satisfying (3.4). For 3 = 1/4, it is easy to see from
(3.6) and (3.7) that 6 = 02 and then t = x/2 follows from (3.8). Hence, it is the same
computation scenario as the special setting in the beginning of subsection 3.4.3, then
W(x, 1/4) =2 log 2 - 4X 2 + log P(29(x), 1, 4x)
where 0(x) is the unique solution to (3.2) for a given x satisfying (3.4). Recall a form
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of P(20(x), 1, 4x) given in (3.102) and by Lemma 3.4.7, the last equation becomes
W(x, 1/4) =2 log 2 - 4x 2 + 202 (x) + log Q(20(x), 1, 4x)
4x 2 + 202 (x) + 2 log(1 + erf(0(x) + 2x))
=2w(x),
as claimed. From the expression of W(x, 3) in (3.11), it is easy to see that W(x,#0)
is symmetric about 3 = 1/4. For the maximum of W(x, /) over / E (0, 1/2), we only
need to consider the region (0, 1/4].
Let
_2 (x - 2L(x, 3, t, 01, 02) = - 2# log # - 2(1/2 - #) log(1/2 - ) 2t2 2(1/2 - 0)2
2)/2 
-#/-0)
+ 20 log P 21, Q /3/2
+ 2(1/2 - 3) log P (02 1/2-f' (1/2 - )3/2
Finally, we numerically compute x, in (3.12) based on the bisection method, in which
for a given x satisfying (3.4) we use the command 'FindRoot' in Mathematica to search
for a solution to the equation system (3.6), (3.7), (3.8) and L(x, 3, t, 01, 02) = 2w(x)
inside the region 3 E [10-10, 1/4 - 10-l]. If the search succeeds, we set x as an
upper bound of xj, otherwise we set x as a lower bound of xj. The numerical search
procedure using the above choice of parameters converges to x = 0.47523.. . Assuming
the validity of the numerical search, the result x, = 0.47523.. follows. We plot below
the functions W(x, 3) for x = 0.47523 and x = 0.5.
3.6 Proof of Theorem 3.1.5
We note that the proof below does not rely on any of the ideas developed in the earlier
section and relies on a completely different approach. Specifically, to construct a cut
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Figure 3-3: W(x, 3) for x = 0.47523
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Figure 3-4: W(x, #) for x 0.5
on random cubic graph or cubic graph with large girth, we make use of the following
theorem on induced bi-partite subgraphs with a lot of vertices as a starting point.
Theorem 3.6.1. [27, Theorem 21 Every cubic regular graph with sufficiently large
girth has an induced subgraph that is bi-partite and that contains at least a 0.86 frac-
tion of the vertices.
It implies that besides a bipartite subgraph, there are at most 0.14n vertices
outside the bi-partite subgraph. As a result, we have three separate vertex subsets,
two in the bipartite subgraph and one consisting of the vertices outside of the bipartite
subgraph. Firstly, we color the two separate vertex subsets in the bipartite subgraph
with 0 and 1, respectively. Then we color the remaining at most 0.14n vertices one
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by one. Choose one vertex u.a.r. among all the uncolored vertices which have the
largest number of edges connecting to the colored vertices, and then color the vertex
oppositely to the majority color of its colored neighbors. If the selected vertex has
equal number of neighbors of different colors, randomly color this vertex. Since the
graph is connected, this coloring procedure will not be terminated until all the vertices
are colored. Since coloring one vertex brings at most one edge with both ends inside
one vertex subset of the same color, this coloring procedure produces a large cut with
cut size at least 1.5n - 0.14n = 1.36n, which gives Theorem 3.1.5.
3.7 Conclusions and further questions
There are several questions which remain unanswered after our work. First it would
be nice to tighten the result and obtain matching upper and lower bounds on the
coefficient of V in the upper and lower bounds on the Max-Cut value. For that
matter we do not even know whether this quantity is well defined and thus leave it
as a challenge to first establish the existence of the limit
MC(c) - c/2 (3.129)
*= lim(.2)
C-+00 V
and second, identifying the value of x*. It is worth noting that the method that was
introduced recently to address the existence of such limits in similar contexts, namely
the interpolation method [91, and which was used to make the quantity MC(c) a
well-defined value, does not seem to work here. Thus our first open question is:
Open Problem 3.7.1. Establish the existence of the limit (3.129) and identify the
value of this limit.
Remark. Dembo, Montanari and Sen [29] resolved this question positively and com-
puted the limit (3.129). The limit was shown to be related to the ground state of the
Sherrington-Kirkpatrick model.
Our second group of questions relates to the concept of i.i.d. factors which ap-
pear in the context of theory of converging sparse graphs [47],[54],[401,[61],[27. The
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concept appears also under name coding invariant processes in Open Problem 2.0
in [5]. We do not formally define here i.i.d. factors as it falls somewhat out of the
scope of this chapter, and instead refer the reader to the literature above. One of
the outstanding questions in this area is identifying the largest density obtainable
on infinite trees with a fixed degree distribution, for example a regular (Kelly) tree.
It was shown in [401 and later in [61] that the clustering property provides upper
bound on the density of i.i.d. factors. This approach applies to the case of Max-Cut
value as well. Specifically, let Tpois denote a (finite or infinite) tree obtained as a
Galton-Watson process with Poisson off-spring distribution with parameter c. As an
implication of the upper bound part of our main result we obtain
Corollary 3.7.2. The largest Max-Cut density on Tpois obtainable as a factor of i.i.d.
is at most MC(c/2).
Here the argument of MC is c/2 instead of c is due to the fact that the average
degree in G(n, [cnJ) graph is c/2. The proof of this result follows from the argument
very similar to the one found in [40]. Nevertheless, since the clustering property
is not yet established for the Max-Cut problem it is not clear whether MC(c/2) is
achievable as a factor of i.i.d. Our last open problem concerns this question.
Open Problem 3.7.3. Determine whether the value MC(c/2) is achievable as factor
of i.i.d. process.
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Chapter 4
Matrix Completion from O(n)
Samples in Linear Time
In this chapter, we consider the problem of reconstructing a rank-k n x n matrix M
from a sampling of its entries. Under a certain incoherence assumption on M and
for the case when both the rank and the condition number of M are bounded, it was
shown in [17, 18, 50, 62, 59, 461 that M can be recovered exactly or approximately
(depending on some trade-off between accuracy and computational complexity) using
O(n poly(log n)) samples in super-linear time Q(na poly(log n)) for some constant
a >1.
We propose a new matrix completion algorithm using a novel sampling scheme
based on a union of independent sparse random regular bipartite graphs. We show
that under the same conditions w.h.p. our algorithm recovers an E-approximation of
M in terms of the Frobenius norm using O(n log 2 (1/E)) samples and in linear time
O(n log 2 (1/E)). This provides the best known bounds both on the sample complex-
ity and computational cost for reconstructing an unknown low-rank matrix. The
comparison of various matrix completion methods is given in Table 4. In order to
compare various methods for exact and approximate matrix completion, the criterion
JIM - MI|F EiMIF is used where E is the tolerance, M1 is the reconstructed matrix
and || - |IF is the Frobenius norm.
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Table 4.1: Comparison of various matrix completion methods. k is rank, K is con-
dition number and po is incoherence parameter defined below. The methods with
superscript symbols 't' are for exact matrix completion while the remaining methods
without 't' are for approximate matrix completion. The methods with superscript
symbols '*' are under stronger incoherence assumption than the standard incoherence
assumption (Assumption 1), appropriately defined while others are under the stan-
dard incoherence assumption. c is the tolerance such that the reconstructed matrix
M satisfies JIM - MIIF < EJIMIIF w.h.p. 0 notation hides factors polynomial in k, n
and po.
Methods Sample Complexity Running Time
[50]t'* 0 (O9pokn (log n + O4pok)) 0 ( 'po k 2n log n (log n + K 4po k))
[ 62 ]t,*, [4 5]t'* 0 (pIkn log 2 n) 0(n2 log n//-) or O(n5 log(1/E))
[21]t 0 (pokn log 2 n) O(n2 log n/v/,) or O(n5 log(1/E))
[6 71t 0 (r/21 okn (log n + ok,')) O(poly(n) log( ))
[721t (p 2 ok 2n(log n + po)) 0 (kn2
[70t (p2 /okn log n log 2 , n) 0
[59] 0 (n4 At pk 5 log () n log n) 0 (4pk 65n log n log ())
[46] 0 ( pi "jiokn (log (a) + k)) 0 pok3n (log (1) + k))
[71] 0 (,pok3nlogrnlog(!)) 0 (K,pok4 n log n log(!))
Ours 0 ((K 2 U2k4 + pok log ()) n log(.)) O((K2,2k6 + pok log ( log(!))
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The novelty of our algorithm lies in two new steps: a thresholding of singular
values and a rescaling of singular vectors upon the "vanilla" alternating minimiza-
tion algorithm. The structure of sparse random regular graphs is used heavily for
controlling the impact of these regularization steps.
This chapter is structured as follows. In the next section, we define the problem
of matrix completion and state necessary assumptions. In Section 4.2, we introduce
the random d-regular graph model of Q and formally state our two main results: the
one regarding the performance of TAM under the incoherence Assumption 1 and the
one regarding the performance of TAM under the incoherence Assumptions 1 and
2. Section 4.3 is devoted to the proof of two main results. We conclude in Section
4.4 with some open questions.
We introduce some notational convention. We use standard notations o(-), O()
and Q() with respect to n -4 oc. Let oj(A) be the i-th largest singular value of
matrix A and umin(A) be the least singular value of matrix A. Let h|Ail 2 be the
spectral norm (largest singular value) of matrix A and IIAlIF be the Frobenius norm
of matrix A. Let AT be the transpose of a vector or matrix A. For a C N, let [a]
be a set of indices {1, 2,... , a}. Let k E N be the rank of matrix M. For a matrix
U E , let uT, Z E [n], be the i-th row of U where u E Rkx is a column vector.
Also, let Span(U) be the subspace spanned by the k columns of U. For a matrix
A C Rnxn, let SVD(A, k) E Rnxk be the matrix consisting of the top-k left singular
vectors of the matrix A. Let (x, y) be the inner product of two vectors x and y, and
Fzl be the smallest integer no less than z. We say that a sequence of events En occurs
w.h.p. (w.h.p.) if P(En) -+ 1 as n -4 oc. Given 1 < n, we call a matrix A c R" l
with orthonormal columns (column-)orthonormal matrix. A QR decomposition of a
matrix A E R"Xk is A = QR where Q E Rnxk is an orthonormal matrix and R (E Rk)k
is an upper triangular matrix. We include the following list of matrix inequalities to
be used later. Given a matrix A of rank 1
I|AIIF /111A12- (4.1)
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Given two matrices A and B
IABIIF I|AiI2|IBI|F- (4.2)
Give matrices A, B E R"xn, the following Ky Fan singular value inequality [58] holds
-r+t+1(A + B) ' cr+i(A) + ut+1(B) (4.3)
for t> 0 r > 0 and r + t + 1 <n.
4.1 Problem Formulation and Assumptions
Let M E R"x"n be a rank-k matrix and M = U*E*(V*)T be its SVD where the
singular values are o > o * ... > o-* in decreasing order. The entries in M associated
with the index set Q C [n] x [m] are observed, that is, the entries Mij, V(i,j) E Q,
are known. Define the sampling operator PQ : Rnx"' n Rn"" by
PQ(M) = Mi3  if (i, j) E,
0 if (ijJ) Q.
Let VR and VC be the sets of rows and columns of matrix M, respectively, indexed by
the sets {1, 2, . . , n} and {1, 2,... , m}. Also, let g = (V, E) be a bipartite undirected
graph on the vertex set V = VR U Vc with edge set S D (i, j) if and only if (i, j) C Q.
Our goal is to obtain an c-approximation of the matrix M from the observed PQ(M).
For the rest of this chapter, we will assume for simplicity that m = n. Our results
can be easily extended to the more general case m = 6(n), using the generalization
as in the appendix D of [46]. We say a graph is a random bipartite d-regular graph
Gd(n, n) if it is chosen uniformly at random from all bipartite d-regular graphs with
n vertices {1, 2,. . . , n} on the left and another n vertices {1, 2,. . . , n} on the right.
Let G, E R"'X be the bi-adjacency matrix of Gd(n, n) with the (i, j) entry (Gn)ij = 1
if and only if there is an edge between vertex i on the left and vertex J on the right
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in Gd(n, n) and (G,)ij = 0 otherwise. For our proposed algorithm, we choose g to
be a union of several independent random bipartite d-regular graphs Gd(n, n). Two
essential properties of the random bipartite d-regular graph are
* P1 Top left (right) singular vector of Gn is [1/V/n, 1//1, ... ,1//n]T.
" P2 The largest singular value o-1 (Gn) = d. As discussed below, w.h.p. the
second largest singular value -2(Gn) is upper bounded by (7v/d)/3 for any d> 3.
The eigenvalues of the adjacency matrix of the graph Gd(n, n) are = 1{-a-(Gn), a-(Gn)}.
Corollary 1.6 in [60] states that alongside the two trivial eigenvalues d, all other
eigenvalues of the adjacency matrix of the graph Gd(n, n) are within [-2v/d - 1 -
0.84, 2v/d - 1+0.84] w.h.p. as n -+ oo. For d > 3, we have 2v/d - 1+0.84 < (7v/d)/3
and hence property P2 follows. Random (bipartite) regular graphs are widely stud-
ied in recent years. [10] proposed an algorithm for generating a random bipartite
d-regular graph Gd(n, n) in expected running time O(nd2 ).
Let u' , i C [n], be the i-th row of U* and v;'T, j E [n], be the jth row of V*.
Now we present the incoherence assumptions on M.
" Assumption 1. There exists a constant po > 1 such that
H|uII < pok , Vi [n] and I|vI|I1 < pok , Vj E [n]. (4.4)
n 2 n
" Assumption 2. Given the degree d of Gd(n, n), let S, be a subset of [n] chosen
uniformly at random from all the subsets of [n] with cardinality d. There exists
a constant J E (0, 1) such that
P(| ,*d ' - 1112 6) = 1 - o(1) and
ies,
P(I| > v' - I|2 ;) = 1 - o(1). (4.5)
where Assumption 1 is the standard incoherence condition assumed by most of ex-
isting low-rank matrix completion results [17, 50, 59, 46] etc. We call Assumption 2
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the probabilistic generalized restricted isometry condition, which is strictly weaker,
for example, than the incoherence assumption A2 in [141. The latter requires
u u-I <6 and Z vv*' -I <6, (4.6)
dieSA U 2 <eS 5addV 12
for 6 < 1/6 and all Sn, S2 c [n] of cardinality ISjI = ISl = d while the probabilistic
generalized restricted isometry condition (4.5) requires the inequalities above hold
for majority of the subsets S, C [n] of cardinality ISI| = d and for majority of the
subsets Sn C [n] of cardinality JSn2J = d.
4.2 Main Results
We are about to present a new matrix completion algorithm and give recovery guar-
antees of the proposed algorithm for two scenarios: matrix completion under As-
sumption 1, and matrix completion under both Assumption 1 and Assumption 2.
Furthermore, we will assume that Assumption 1 always holds, and that the rank k,
the condition number oa/-*u, and the incoherence parameter Po of the matrix M are
bounded from above by a constant, as n -+ oo.
Now we formally describe the matrix completion algorithm we propose in this
chapter and state our main results. For the statement of our algorithm, we first
introduce two operators acting on the matrices. Define 71 : Rkxl - R xk by
k uT ||U||2 > 2V tdT7(U) - III1 n (4.7)
U |T u112<2 < o k
Specifically, the operator T1 normalizes the vector u of length at least 2 /pok/n to the
vector of the same direction and of length pok/n. For the convenience of notation
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we extend 71 to the one acting on matrix U = (uT, i E [n]) E Rnxk by
IT(ui)
Then it follows from the definition of 71(.) in (4.7) that any row vector of T1 (U) has
length at most 2/pok/n.
For A C Rdxk let the SVD of A be
A - UAZA( VA) T.
We write EA in the form d/ri/n diag(oi, - , o7k) where the diagonal entries c-1, 0-2 ... , k
(c-1 > 9-2 ... > UOk) are the singular values of A divided by d/ri. For a given a E (0, 1)
and Vi E [k], let
Jr if or E [V, #2- a],
(7i,a = fa if og < ,a
V2 -a if og > 2- a.
Define 72 (A, a) by
T2(A, a) UA (VA ) (4.8)
where EA = Vd/n diag(- 1 ,a, - , Ok,a) and hence the entire O1,-- , Uk,a satisfy
V2 -a rl,a 0'2,a ... > U k,, a >\/Va
Specifically, the operator 72 lifts the normalized singular values in EA less than V/a7 to
- and truncates the normalized singular values in EA more than V/2 -a to V2 - a.
Let Qt C [n] x [n], t = 0,1,..., 2N, be the index sets associated with 2N + 1
independent random bipartite d-regular graphs Gd(n, n). Define RlZg(d, n, N) as
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the random d-regular graph model of Q, that is,
RRg(d, n, N) A {Qo,, 7, . ) Q2N}- (4.9)
Let D be a subset of In] with d entries, namely, D = {ii, i 2 , . ,id}. For a matrix
U = (u[, i E [n]) E Rnxk, let its submatrix with the row indices in D and the column
indices the same as U be
UD ( -
Let SjL = {i E [n] : (ij) E Qt}, Vj E [n]. Then S, ,LI = d. Namely, Sj,L consists
of all the left neighbors of vertex j on the right in the random bipartite d-regular
graph associated with the index set Qt. Correspondingly given any a E (0, 1) and
any j E [n], we denote USt,L = T2 (Ust,L, a) and the row in USt,L associated with the
index i E S ,L by ,^T. Similarly, let SiR = j [n] : (ij) E Qt}, Vi E [n], that is,
St'R consists of all the right neighbors of vertex i on the left in the random bipartite
d-regular graph associated with the index set Qt. Also, we have Sj' I = d. For a
matrix V E Rnxk and a given a E (0, 1), denote similarly VSL,R = 'Th(Vst,R, a) and the
ytR 4,T
row in V t R associated with the index j E S' by v'.
Now we introduce the algorithm TAM for matrix completion in the sparse regime.
For the algorithm below we fix arbitrary 6 E (0,1) and we let 3 be any constant in
(0,1 - 6).
Thresholded Alternating Minimization algorithm (TAM)
Input: Observed index sets RR7g(d, n, N) and values PU2N Qt (M).
Initialize: U 0 = S VD( PQO(M), k), i.e. top-k left singular vectors of 2 PQO(M).
Truncation step: first apply T1 on U0 then orthonormalize the columns of T (UO).
Denote the resultant orthonormal matrix by U0 = (uT 1 < i < n).
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Loop: For t = 0 to N - 1
For each j E [n]:
If Euu , [3,2 -/3] for all 1 c [k], then set
e[n :(,j)EQt+1
tTU -1
iEln]:(idj)Ent+1
u Mij. (4.10)
Otherwise let U t+l,L T2 (U t+l,L, /3) and
. 3 S
-t+1
I (e[nId~at
-1
uTu SE (4.11)
Let (t+1,T, 1 < j n) and 0't+1 = t+lRt+1 be the QR decomposi-
tion of
t+1. Orthonormalize the columns of 'T (t+1). Denote the res
thonormal matrix
by Vt+1 = (v +1,T, 1 < n
For each i E [n]:
If iol(ZjE[ln]:(ij)EN+t+I v +- ) E [/,2 - 0] for alll E [k],
iltant or-
then set
it+1= (
'je[n]:(ij)EQN+t+1
Otherwise let
t+1 tT
VJ Vi E
jE [nI:(i,j)EQN~t 1
v t+1Mi3 .j
t+1 
+1N+t+lR - T2(1/'tN+t+IRO) andSS, i
6 1 ^t+1 t+1,TV Vi E
jC-[nl:(i,j)EQNt+l
+jMJ. (4.13)
Let Ut+1 = (l+ 1,T, 1 < j < n) and Ut+1 - Ut+1RN+t+l be the QR decompo-
sition of
Ut+1. Orthonormalize the columns of T(Ut+1). Denote the resultant or-
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(4.12)
thonormal matrix
by U+ (u+1,T 71 < i n r)
Output: Set UN- _ N-, 1 < n)N . T
MN = UN-WfN,T
Now we provide the intuition behind the algorithm. Given j E [n] and a constant
d, it is not guaranteed that at the t-th iteration of the alternating minimization
algorithm
Ut,T Ut = tT
5 t+l,L 5 t+1,L >1 u
concentrates around its expectation
E[UN,,LUt+1,L] = 1U -U
3 Dcjsclnj:jsj=d}
1 (n)d t T d
d ie[n]
Some UtL Ug t might be ill-conditioned, namely, its least singular value is 0 or
closed to zero. If the matrix Ut'+l7i U L L is ill-conditioned, the results from the
iteration (4.10) in the "vanilla" alternating minimization algorithm might blow up.
To prevent this adverse scenario, we use the operations T2 to lift the small singular
values and truncate the large singular values of Ut +1,L, Vj E [n], before each row
vector of t+1 (+1,T 1 j -n) is computed. The convergence of the algorithm
relies on the fact that w.h.p. the number of times the algorithm applies the operation
T2 in each iteration is a small fraction of n. We will elaborate this point later in
Theorem 4.3.7. Also, the operators T, are applied at the end of each iteration to
guarantee the incoherence of the input Vt+1 (or Ut+1) for the next iteration while
maintaining that Vt+1 (or Ut+1) is still close enough to V* (or U*).
Our main result concerns the performance of the algorithm TAM under Assump-
tion 1 and under both Assumptions 1 and 2, respectively. We recall that TAM is
parameterized by 6 and /3.
146
Theorem 4.2.1. Suppose M c R"" is a rank-k matrix satisfying Assumption 1.
Suppose the observed index set Q is sampled according to the model RRg(d, n, N) in
(4.9). Given any 6 E (0, 1), 3 E (0, 1 - 6) and e E (0, 2/3), there exists a C(6,,3) > 0
such that for
d > C(, 3)k 4P + 5pok(+ 6/3)log (4.14)
and N > 1 + [log(!)/ log 4], the TAM algorithm produces a matrix MN satisfying
|IM - MNIIF < E||IIMF w.h.p.
Furthermore, suppose M satisfies both Assumptions 1 and 2. Then for 6 C (0, 1)
as defined in Assumption 2 and 1 (0, 1 - 6), the same result holds when
d > C(6, O)kp , (4.15)
for the same constant (6, 3) in (4.14).
Theorem 4.2.1 states that under Assumption 1 the TAM algorithm produces a
rank-k E-approximation of matrix M using O(dn log(1/e)) samples for d satisfying
(4.14). Furthermore, under both Assumption 1 and Assumption 2 the TAM algo-
rithm produces a rank-k c-approximation of matrix M using O(dn log(1/e)) samples
for d satisfying (4.15).
In terms of computational complexity, the cost in the initialization of TAM is
mainly contributed by computing the top-k left singular vectors of a sparse matrix
Pa () E R"x'", which requires time O(kIQoI) by exploiting the sparsity of aPp.(M)
[571. In each iteration t = 0, 1, , N-i, the cost is mainly contributed by computing
uju' E Rk I En, EjC["l:(ij)QN+t+l j E k V i E [n],
at most n SVD of Utt+lL E Rdxk, Vj E [n], and at most n SVD of VsNt+l,R E Rdxk
V i E [n]. Each component of the first two terms is the sum of d k-by-k matrices.
Each matrix is the outer product of two k-by-1 vectors. Hence in each iteration it
costs O(dk2 n) to compute the first two terms and O(dk2 n) to compute at most 2n
SVD of d-by-k matrices. By IGo! = O(dn) and N chosen as the lower bound given by
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Theorem 4.2.1, the overall cost for TAM algorithm is
0(kjQ0 j) + O(dk2 nN) = O(dk 2 log(1/E)n).
Choosing the lower bound of d given by (4.14) or (4.15) in Theorem 4.2.1, TAM
algorithm runs in linear time in n.
4.3 Analysis of the TAM algorithm
4.3.1 Initialization
The convergence of the TAM algorithm requires a warm start point U0 close to the
true U*. To measure the closeness between two subspaces spanned by two matrices,
we introduce the following definition of distance between subspaces.
Definition 4.3.1. [441 Given any two matrices X, Y E Rx nk, let E, R c nxk be their
corresponding orthonormal basis, and X1 , I E Rnx(n-k) be any orthonormal basis of
the orthogonal complement of X and Y. Then the distance between the subspaces
spanned by the columns of X and Y is defined by
dist (X, y) - 11$ ||2-
The range of dist(-, -) is [0, 1]. Also, the distance dist(X, Y) defined above depends
only on the spaces spanned by the columns of X and Y, that is, Span(X) and Span(Y).
Furthermore,
dist(X, Y) = dist(Y, X) 11 j|ZjYj2 = |Yf X|12, (4.16)
Umin (XT Y) 2 + 1IJII 1,(.7
Ik-Y||2 = ||k T -YY 112. (4.18)
We refer to Theorem 2.6.1 in [44} and its proof for the three properties above.
We now obtain a bound on the distance dist(UO, U*).
148
Lemma 4.3.2. Let M be a rank-k matrix that satisfies Assumption 1. Also, let Q0
be as defined in RR7g(d, n, N) in (4.9) and U0 = SVD(1PQO(M), k) as defined in the
first step of the TAM algorithm. For any C > 0 and d > Ck 4 p(U*/0*)2 , w.h.p. we
have
dist(O, U*) < 14 - (4.19)
-3V'C k
Proof. The proof of this lemma is similar to the proof of Lemma C.1. in [59]. We
give the proof here for completeness. Let UEVT be the top-k singular components
of EPQ0 (M). Recall from the property P2 that w.h.p. the second largest singular
value of the biadjacency matrix of the random bipartite d-regular graph associated
with the index set Qo is at most (7v'd)/3. By Theorem 4.1 in [14] where we choose
7/3 as the constant in this theorem, w.h.p. we have
U -r 14pokIM - OEVT 112 < 4 |kM I 2. (4.20)
Also we have
IIM - UOFVT 12 =|U*E*V -- UOUO,TU*E*V*,T + OUO,TU*E*V*,T - UOEVT 112
1 (1 - U0'UO)U*E*V*'T + U0(U00TU*E*V*'T - EVT) 12-
Since I - joUo,T is orthogonal to U0 , we have the right hand side of the equation
above
> ||(I - UOIW T )U*E*V*'T|2 =U|0'TU*E*V*'T| 2
Suppose the SVD of Ol'TU*Z* is (J 7. Then
U UO,'U*E*V*,T = UO jtTV*,T
Observe that UU and V*W are both orthonormal matrices. Then UPT has the
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same singular values as the ones in UfU'TU*E*V*,T i.e.
|U U V*,||2 = ||U2'U*E*| 2.
Let y E R-k be the top left singular vector of U'TU*. In particular, I1yU'TU*1| 2 =
IIU' U*112. Then
llUO'TU*E*I 2 = sup llxUI'TU*E*1 2
XER--k: 1142=1
U 2y ' U*E*|| 2
_0T
-OT yU' U*
= |U2' U*12IIUJ TU E*112
S||UJ'TU* 2  inf llzE*112
zERk :142=1 
IIU'T U*I| 2c*4,
which, together with (4.20), gives
IIUOTU* 141iOk at11lT 2 <  o3 v d Olk
The result then follows from d > Ck4 P(0,*/,) 2. El
While UO is close enough to U*, UO might not be incoherent. Hence, the algorithm
implements the operation 71 on UO in the truncation step to obtain an incoherent
warm start U0 for the iterations afterward.
Lemma 4.3.3. Suppose U* satisfies Assumption 1. Let U E Rnxk be an orthonormal
matrix such that dist(U, U*) 1 for some $ ) . Let = 1 (U), and
U E R'xk be an orthonormal basis of U. Also, let u E R1 xk, i E [n], be the i-th row
of U. Then
IuiI2 - F k Vi G [n], (4.21)V n
dist(U, U*) K . (4.22)
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This lemma states that by applying the operator T1 to U and then orthonormal-
izing U, the resultant matrix U loses a factor Viok1 / 2 in dist(-, U*) but gains the
incoherence. Applying this lemma to U', from Lemma 4.3.2 w.h.p. the correspond-
ing # is 3 .O5. Choosing a large enough constant C > 0 such that # > ' , this
lemma implies that w.h.p. the following inequalities hold.
Iu5p2 _k 14v'Th
N11||2 ok Vi E [n] and dist(U0 , U*) < . (4.23)
n 3vUko/(4.23
Lemma 4.3.3. First, we claim that there exists an orthonormal matrix R E Rxk such
that
||U*R - U|F < - (4.24)
Consider the SVD of U*,TU = W1EWf where W1 , W2 E Rkxk are two orthonormal
matrices. Since IIU*TU 12  IIU*'T11 21U11 2 = 1, all the singular values in E are within
[0, 1] and W2 Wf is also an orthonormal matrix. Let R = W1 Wr. Then we have
||U*R - U|| = |(U*R - U) T (U*R - U)11 2
= 1121 - RTU*,TU - UTU*R1 2
= 1121 - 2W2 EW2112
= 2||W2(I - Z-)WTI|12
= 2111 - E112
Let - = dist(U, U*). By the property (4.17) of subspace distance and 1 = IIU* 112,
the least singular value of U*,T U is /1 - y 2 . Then the inequality above becomes
||U*R - U112 = 2(1 - /rI - - 2) < 2_Y2
which, together with the inequality (4.1) where 1 = k, implies IIU*R - Uh|F v/-ky
Then the claim follows from y = dist(U, U*) 1/(#ki/ 2 ).
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Let T4, T I *',T z E [n], be the i-th row of the matrices U, U and U*. We claim
|I~i - |112 < |I - U"' R11 2 Vi E [n]. (4.25)
We will establish this claim by considering the case |iTI1|2 > 2 ,pok/n and the case
II||11| 2 < 2 pok/n, respectively. Consider the case iu 112 2 Pok/n. Applying the
operator 'T1 on Ri truncates fi to fi of the same direction and of length apok/n,
which gives |1f4|1 2 = ipok/n and thus
I - i2 = I||2 -1 n
Notice that the orthonormal transformation does not change the length of u*, that
is,
|Hu TR1| 2 =| ||2 ,uok/n.
The triangle inequality gives
I - 1I|2 = [|iil 2 - _ FI|| 12 - |u 'TR112 ||I - ui'R||2,
and the claim is established for the case Il|T|12 2 /pok/n.
Suppose now s[ satisfies ||li||2 < 2 pok/n. It follows from (4.7) that i=
'/ii~i[) =' nand thus IK i - 112l= 0. Then the claim follows. Thus it follows from
(4.25) and (4.24) that
|U - UIIF
Ii
1 i - (4.26)
nV2
Z K - U,T R|12 = IU - U*RI|F _
Applying Ky Fan singular value inequality (4.3) to U U + (U - U) gives
Jk(U) < Uk(U)+a,(U - U)-
Since U E R x is an orthonormal matrix, we have Uk(U) = 1. Also we have -1 (U
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U) IIU - U|F -V/10. Then using # v1O/(v/5 - 2), we obtain
Uk(U) Uk(U) v/-2 2- c 1 (U - U) > - 21--
We can write U = Q-' where Q is an invertible matrix with the same singular
values as U. This, together with the inequality above, implies
IIQ-|i2= - 5 .
I k(U ) 2
Since ft[ is obtained by applying the operations T, on i', we have I4ll < 2/pok/n
for all i E [n]. Therefore for all i E [n]
IuI|2 I 112 < IuiI2IIQ 112 < x 2 --k
Fn
and (4.21) is established. Finally,
dist(U, U*) = |IU*, T U11 2 =IIUIT' TUQ- 1 112
|U*L T 11 2 11Q 1 112
<5 2 U*LT (1 2
< || (U U||2 + I|U*' (0 - U)112)
S(1|U*LU1|2 +||JU - UJI|2).
Recall from the assumptions of this lemma that IIU*LTUh1 2 = dist(U, U*) 1/(ok1 / 2 )
and from (4.26) that I|U - Ul1 2 |1U - UliF \/2/0 (4.22) then follows from
dist(U, U*) < 2 #k1/2 + 0 0 *.
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4.3.2 Convergence of the algorithm TAM. Proof of Theorem
4.2.1
First we formulate the update of Vt+1 at the t-th iteration in the algorithm TAM
in a more compact form. For j E [n] and f as given in the algorithm, let
Zi:(i,j)EQt+1i t
Zi:(i,j)EQt+i i t
u u 'T) E [/, 2 - 3] V1 E [k]
O.w.
if nO'I(Z iE[n:(ij)EQt+1 UU) [f, 2 - i] Vl E [k]
o.w.
(4.27)
and
D = UtTU*. (4.28)
Using Mij = U TE*v*, we combine (4.10) and (4.11) for j E [n] at the t-th iteration
and rewrite v3 +1 by
fa+1 (j)- OjE*v*. (4.29)
Then we rearrange the equation above as follows
t+,T = E*DT - V * 1 T $j - (0j)T -.
3i i :7 E*(D(] j
Recall that 0t+i R 1 nxk is a matrix with the j-th row equal to jt+lT and the QR3 3
decomposition t+1 = Vt+lRt+l. We then rewrite the equation above in a more
compact form
gt+1= V*E*U*,TUt 
- Ft
Vt+1 - Vt+l(Rt+1)--
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(4.30)
n
f3i = j
n i
n
Oj = j
n
j
where
v*',T*(T$bl (01)T X$31)-1(, T *(DTB
F t = : . (4.31)
v*,TE* DTf$" (on) T) (f)-l
Next we establish the geometric decay of the distance between the subspaces
spanned by Vt+1 and V* and the distance between the subspaces spanned by Ut+1
and U*. Then we use this property to conclude the proof of Theorem 4.2.1. Our first
step is to show an upper bound on the Frobenius norm of the error term Ft in (4.31)
for the t-th iteration in the algorithm TAM.
Theorem 4.3.4. Suppose Ut satisfies
|u41|2 < 5pok, Vi C [n]. (4.32)
n
Let Ft be the matrix as defined in (4.31), and M, Qt+15, 3 and c be as defined in
Theorem 4.2.1. Then under Assumption 1 and ford satisfying (4.14) w.h.p. we have
1|IFt/o-* IF 5 1 max{dist(U', U*), c/2} (4.33)k 5 1 0k
Also, under Assumptions 1 and 2 and for d satisfying (4.15), the inequality (4.33)
holds w.h.p.
We delay the proof of this theorem to the next subsection. Our next step in prov-
ing Theorem 4.2.1 is to show the geometric decay property of the distance between
the subspaces spanned by iterates Ut+1 (Vt+1) and U* (V*). In order to prove The-
orem 4.2.1, we also need the following lemma which results from Definition 3.1 and
Proposition 3.2 in [46].
Lemma 4.3.5. Given two orthonormal matrices X, Y E R nxk, let X , Y1 E Rnx(n-k)
be another two orthonormal matrices which span the orthogonal complements of X
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and Y, respectively. Suppose XTY is invertible. Then
I X1 Y 112 IXIY(X T Y)- 12
Ok (XTY )- 1 112.
In this lemma we replaced the original 11(1 - XXT)Y 112 in [46] by IIXIYII 2 due to
the relation
||1IXXT)Y||2=|XjXY||
112= s- I1 XY||2
- sup I1v TX XIY 112
vER-: |1V112=1
= sup ||vTXIA
vEspan(X1 ): 11V112=1
= sup |HuTXy1I1 2UER-k: 11 2 =1
= |XiY|112-
IY 112
Theorem 4.3.6. Let E be
d satisfying (4.14), w.h.p.
satisfy
and
as defined in Theorem 4.2.1. Under Assumption 1 and for
the (t + 1)th iterates Vt+1 and Ut+1 of algorithm TAM
|lvj+||2 <- VEk 5 pz-[k]Vn
1
dist(Vt+1, V*) < 1 max{dist(U', U*), e/2}, Vt = 0,1,. . . , N - 1,
luit+1112 < pok Vi [n],V n
1
dist(Ut+1, U*) < 1 max{dist(Vt +1 , V*), E/2}, Vt = 0, 1, ... , N - 1.
Also, under Assumptions 1 and 2 and for d satisfying (4.15), w.h.p.
iterates Vt+1 and Ut+1 of algorithm TAM satisfy (4.34) and (4.35).
the (t + 1)th
Proof. we first prove (4.34) for both cases, and then use a similar argument to show
(4.35). Under Assumption 1, we apply Lemma 4.3.3 to U0 and obtain w.h.p. (4.23)
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(4.34)
(4.35)
in which we choose a large enough C(6, 3) such that dist(U0 , U*) < 1/3. Then the
following inequalities hold w.h.p. for t = 0.
__pk 1||<'||2 < Vi E [n] and dist(U1, U*) < (4.36)
n 3
Now we assume the inequality (4.36) holds for some t > 0. It follows from Theorem
4.3.4 that for both the case under Assumption 1 and d satisfying (4.14), and the case
under Assumptions 1 and 2 and d satisfying (4.15), the following inequality holds
w.h.p.
1
IFt /u*1|2 < IIFt/o-*IF 5 max{dist(U t , U*), E/2}. (4.37)
Next we derive an upper bound on dist(Vt+1, V*). First we claim that V*,TVt+1
is invertible. Using the expression of Vt+1 given by (4.30), we have
Uk (V *,TfVt+1) (7k (V*' (V*E*U*,'Ut - Ft))
=7k (E*'U - V*'T Ft)
Using Ky Fan singular value inequality in (4.3) for A V*,TFt, B = E*U*,TUt
V*,TFt, r = 0 and t= k - 1, we have
Jk( *U*,'Ut - V*,TFt) > k(ZE*U'Ut) - o1(V*'TFt)
> k(ZE*U*''Ut) - |Ft|| 2
> Okk(U*'U) - aIIFt /o-*|| 2
By the assumption dist(Ut , U*) < 1/3, that is, IIU*TUt 112 < 1/3 and the identity
(4.17), we have
k (U'U) = 1 - | 2/'23 (4.38)
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which, along with the upper bound on IIFt/u-*IF in (4.37), gives
ok (U U)- a*IIFt/u*2 > 0-*k - o-* max{dist(Ut , U*), E/2} > 0.3 5v 10k
Then we have ak(V*,Trt+1) > 0 and hence V*,Tt+l is invertible. Also by QR de-
composition Vt+1 _ Vt+1Rt+l, we have V*,Tft+l = V*,TVt+1Rt+1. Then V*,TVt+1 E
Rkxk has rank k and hence the claim follows. Then by Lemma 4.3.5 where the claim
we just proved verifies the assumption, we have
IIlVTVt+l 112 = IVTVt+l (V*,Tt+1)-l 112. (4.39)
07k (V*,TVt+l)
First applying the second equation in (4.30) and then the first equation in (4.30), we
obtain
IIV*,TVt+l (V*,Tft+1)-l 112 = IIVI'Tft+l (v*,rT t+ 12
= |IV*,Tft+l (E*U*'TUt -V*'TFt) 1112- (4.40)
It follows from (4.38) that U*,TUt is invertible. Hence
IIV1*,TVt+l (V*,rTt+1)-l 112 = IIV1,T~rt+1 (U*'TUt)' (E* - V*'TF(U*'T Ut)1) 112
1V1,Vrt+1 (U*'TUt ) 1 11211 (* - V*'T Ft(U*'T Ut )- 1 )1 112
IV*,Tt+1 (U*,Tut |112
- Ok(E* -V*,TFt(U*,TUt)-1). (4.41)
Using the expression of Vt+1 in (4.30), the numerator of the right hand side above
becomes
IIVI*'t+1 (U*'TUt vl 112 ||V1T Ft (U*'TUt) 112
| |V*'1F||211 (U*,U) ||2
||JF t||2
- k(U*,TUt)
158
Using Ky Fan singular value inequality in (4.3) for A = V*'TFt(U*'TUt)-1, B =
E* - V*,TFt(U*,TUt)~l, r = 0 and t = k - 1, the denominator of the right hand side
in (4.41) becomes
k - V*,T Ft(U*'TUt)l) - IV*,TFt(U*'TU )-1|2
S- -IV*' Ft|| 2||(U*, T 1U)l|| 2
_ - |lFt ||2
Jk(U*,TUt )
Then (4.41) becomes
|V*T t+1 (V*,TVt+l)-1 112 <
||Ft ||2
Ok(U*,TUt)
* . FI||2k a(U *,Ut)
By c'k(U *TUt) > 2vl2/3 > 1/2. Then
IV*'TVt+1 (V*,T t+1)- 112 <- 21|F
t |12
a- - 2|IFt 112 1 - 2IFt /o-*|2
Using the upper bound on |IFt/u-112 in (4.37), we obtain
||VJ*'V t+1 (v*,T Vt+1) -1 112 < 2/(5 10k) maxfdist(Ut, U*)1 - 2 max{dist(Ut, U*), E/2}/(5v 10k)
By dist(U', U*) C [0,1] and c c (0, 2/3), we have
|IVi,T Vt+1 (V*,TVt+1)- 1 112 - 2/(5 10k) max{dist(Ut , U*), E/2}
I - 2/(5v/10k)
1
< max{dist(U', U*), c/2}.
2 10k
Then it follows from (4.39) that
IIVI T Vt+1 112
Uk(V*,TVt+l)
1
max{dist(Ut , U*), E/2}.
2v 10k
We have shown that V*,Tit+1 is invertible and hence ok(V*,Tgt+1) z (0, 13 from
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which it follows that
1dist(Vt+l, V*) y IIVT Vt+112 max{dist(U', U*), e/2}.
Now we apply Lemma 4.3.3 where U and U* are replaced by Vt+1 and V*, respec-
tively, and by the inequality above # = 2V1~0/ max{dist(U', U*), e/2}. Then by
dist(Ut , U*) < 1/3 and E/2 < 1/3, we obtain q 6%/Y0 > v/Y/(V5- 2). Thus (4.21)
and (4.22) yield (4.34), namely,
livj+112 Vj E [n] and dist(Vt+l, V*) < 1 max{dist(Ut , U*), E/2}.
-2
The second inequality above also implies dist(Vt+1, V*) < 1/3. Using
vt+1||2 k Vj E [n] and dist(Vt+l, V*) < 3,
(4.35) is established similarly and then (4.36) holds by replacing t by t + 1.
repeating the arguments above, (4.34) and (4.35) hold for all t = 0, 1, - - - , N - 1.
By
El
We are now ready to prove Theorem 4.2.1, assuming the validity of Theorem 4.3.4.
Theorem 4.2.1. By Theorem 4.3.6, after N > 1 + log(2/c)/ log 4 iterations, we obtain
dist(UN-1, U*) < 11 max{dist(VN-1, V*), c/22
<-max 1-max{dist(UN-2, U*),/2,
{max dist(UN-2, U*),
E/2}
4l
< max { 1N
-2'
dist(UO, U*),
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4'
(4.42)
and
HuI -112 < 5pok7n Vi E [n]. (4.43)
Using the expression of VN in (4.30) for t = N - 1, we obtain
|IM - UN-IfIN,T IF = IIU*E*V*'T - UN-l(UN-1,TU*E*V*,T - F N-1,T )IF
||(I - luN--1,T)U**V*,T||F +||UN-FN-1T I-
Using the inequality (4.2), we obtain
|IM - UN-1VN,T IF I1 - UN-1UN-1,T)U*|| 2 ||*V*,T|IF +|FN-1,T IF
= IIUN-IUN-1,TU* 2 |Z*V*'||F +||IFN-1,T/I Fk * (4.44)
Then by the upper bound on dist(UN-1, U*) in (4.42) and IIE*V*,T lIF FJIM lI,
iiM - UN-VN T lIF < JIM||F + |IFN-1,T JIIMI|F-
By the incoherence of UN-1 in (4.43), Theorem 4.3.4 implies that w.h.p.
JIFN-1,To JIF < x max{dist(UN-1, U*), E/2} < .
5 101k 10VIkO
Then w.h.p. the right hand side of the inequality (4.44) is upper bounded by
< IM||F + C |IM||F2 10 10k r t w
<I ElIE1
from which the result follows.
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4.3.3 Bounding the Frobenius norm |HFt/cr-* F. Proof of Theo-
rem 4.3.4
We first introduce a theorem which gives an upper bound on the number of times
at the t-th iteration of the algorithm TAM the operations T2 (-, /3) are applied to
compute f/+, (+1,T, 1 < j < n), and then use the upper bound given by this
theorem to conclude the proof of Theorem 4.3.4.
Let /3,6 be as defined in the algorithm TAM. Define
n : u ' -I >1 - }. (4.45)
i:(i,j)Ent+1 2
The equivalence relation
n U ut U -I < 1-3 n-> c 5 u E [, 2--3], V1 E [k],
i:(ij)EQt+2 i:(i,)E/t+1
implies that S(O) consists of all the 'bad' indices j c [n] associated with U' +L
to which the operation T2 (-, 3) is applied before fit+l is computed in (4.11). Let
ye=dist(Ut, U*),
1-13-6 2k
12 ptok ' (1 2 2 - 3y2pok (4.46)
and the function f : N x R 2 - R
f(d, ya) A 3k vx/exp ( /2-d). (4.47)(pk + yka/3
For a large C(6,3) > 0, it can be checked easily that pt > 0 provided
-y C (, 4 i(6 C(0,)k15 yo)) - (4.48)
The following theorem gives an upper bound on the size of S'(3).
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Theorem 4.3.7. Suppose Assumption 1 holds and Ut satisfies
IIui 112 Spok
n
Vi E [n].
Let 6 and 3 be as defined in TAM. Then the following statements hold.
(a) w.h.p. we have for any fixed ( > 0,
ISl(#) I (1 + ()f (d, 5po, 1 - 3) n. (4.50)
(b) Suppose -yt satisfies (4.48).
C(6,/ ) > 0
e ad
a]) + (1 + ()f(d, po,
(c) Suppose -yt satisfies (4.48) and Assumption 2 also holds. w.h.p. we have for any
fixed ( > 0 and a large C(6, 3) > 0
e 2 2 ad
e PzK + () n. (4.52)
We delay the proof of this theorem to the next subsection. We now prove Theorem
4.3.4, assuming the validity of Theorem 4.3.7.
Theorem 4.3.4. We vectorize the rows of F' in (4.31) and then reassemble them one
by one as a long vector A E Rknxl
A =
(B')-'($'D 
- Ol)E*v*
(B")-($- D - 0")Z *v*
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(4.49)
w.h.p. we have for any fixed ( > 0 and a large
6) n. (4.51)Sb Lle
|Sb '0)| < 1. 1 e
Then liFt IF = lA12. For any xi E R", j E [n], we have
(x , x2 ,. xn)A = x(k)-1(BiD - c)E*v;*.
j=1
Let
B = n U u 'u Vj c [n] and Cj = n n u*' Vj E [n]. (4.53)
i:(i,j)E~t+l i:(i,j)E~t+i
Recall b and Oi defined in (4.27), and that St(3) consists of all the indices j E [n]
associated with U' +,, to which the operation T2 (-, 3) is applied. We have 33 =Bi
and Oi = Ci for all j E [n]\St(#). Then,
n
(x1 , x 2  n)A = x (B')- 1(B'D - Ci)E*v; + S x'(B- 1(B' - Bj)DE*v*
j=1 esbG(3)
+ 5 x'(B'j)- 1(C' - 0i)E*v*. (4.54)
jEst(3)
We will establish Theorem 4.3.4 from the following proposition, which gives upper
bounds on the three terms on the right hand side of (4.54), respectively. We delay its
proof for later.
Proposition 4.3.8. Suppose Assumption 1 holds and U' satisfies
11U12 < ,ok Vi G [n].
n
Let 6 and 3 be as defined in Theorem 4.2.1 and S'(3) be as defined in (4.45). Then
for d satisfying (4.15) and all xi E Rx k, I E [n], satisfying 1(xl, x2 ,. .x. ,x") 2 = 1
we have
5 x'(B')-'(b - Bj)DE*v! < (2 - / + 5,pok)-k ,ok V (4.55)
jeS(O3)
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xi (3) -1 (Ci
- 3)E*v* < ou*(pok)- I
Applying Proposition 4.3.8 and then replacing the three terms on the right hand
side of (4.54) by their upper bounds provided by (4.55), (4.56) and (4.57), w.h.p. for
d satisfying (4.15) we obtain an upper bound on IFt /o-[|F
IFt/o-*IF max (r 1, 2 .. n )A/a*(X1'X 2 '. .X ):11II X , . .,n12=k
< 10 - + (2 - #3 + 5pok) "*V'/k+10 V10 k /3uk 13 akc
<1 10k+ (pok)5 I(rn10v I0k a*02 n
(pok)(0)
ni
(4.58)
Next, we prove the upper bound on IFt/o-*IIF in (4.33) under Assumption 1 and for
d satisfying (4.14). We show this result for two cases: 7t E [4v/T/(/C(6, 3)poki k 5 ),1]
and 'yt E (0, 4v/10/(/C (6, /)bpok' 5)), respectively. Under Assumption 1, the upper
bound on JS'(/3) from (4.50) in Theorem 4.3.7 implies that w.h.p.
14 a-* |.5 Sj(#)(0k) 
" ' I
14 o-* 1. 
,* 
-(pok) .9/.1f d, 5 o, 1 _,3).
Recall the definition of f(d, 5po, 1 - 3) in (4.47). Then,
log +
exp - 1_32/ 4
5pok(1 + (1 - /)/3) )
1.5og +2o log d (1 )24
4 5p1ok(1 + (1 - 0)/3)
For d satisfying (4.14), we observe that the last term inside exp(-) above is a poly-
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jES (3)
and w.h.p.
(4.56)
Ex (f3)(BjD - C)E*v* < dist(Ut, U*).j=1 10v/1dk (4.57)
14 o-* 15(ok) 1.lf(d, , 1 -
_ (pok) 5V .371r/4k1/2d1/4
1# O-*
I4V/5.e7rl/4x
=3 exp
nomial of k, po and -*/a* while other terms inside exp(-) are linear combination of
log k, log po and log(o*/o*). Hence we can choose a large C(6, /3) > 0 such that
14 a-* 1 4 10(o k) '-' f l(d, 5p-o, I - #)<
W(ok) 10v 10k 0/C(6, #)k'-5po
Hence for a large C(6, 3) and '-y C [4vId/( C(6, i3)p o k .5 ), 1], we have
7t 14 a* 15  ()I 7 + 1 4v/iii
+ -- (pok)1 t <) +10i V1i -0 a* n -oV10k 10V6k C(6, )kl.5po
< "7t 1 "7t
10V1hk + 0v10k 5v'10k'
which, along with (4.58), gives the upper bound on IIFt/o*F in (4.33).
Next, we consider the case 7t E (0, 4ViIIU/( 0/(6, /)pok. 5 )). Under Assumption
1 and "It E (0, 4v/I/(V/C(6,3)poki 1 5)), the upper bound on jStj()I from (4.51) in
Theorem 4.3.7 implies that w.h.p.
4(k)1.5  (ok)1.5!.le (e 2 )P7 ad + 1.1f(d, po, 6)
(pk ( pok). 2 /2-- .fdp,).
n a-
Our proof of Theorem 4.3.4 also relies on the following proposition, which gives
upper bounds on the last two terms in the inequality above. The proof of this propo-
sition, which involves heavy calculations, can be found in Appendix A.3.
Proposition 4.3.9. Let a and pt be as defined in (4.46), f(d, po, 6) be as defined in
(4.47), and e, 6, 0 be as defined in Theorem 4.2.1. Suppose 7t satisfies (4.48). There
exists a large C(6, 3) > 0 such that if d satisfies (4.15), we have
4 r(pok). e a /2 10k, (4.59)
k a-* 20v 10k
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and if d satisfies (4.14), we have
14 o-*
-- (pok)V15  1.lf(dpI0 ,6)3 OUk S40/I0k* (4.60)
Since any d satisfying the inequality (4.14) also satisfies the inequality (4.15), the
two upper bounds (4.59) and (4.60) in Proposition 4.3.9 yield that for d satisfying
(4.14), w.h.p.
14 ofj('k)1.5 S( < + C
0-* V n 20V Uk+ 40V10k'
which, along with (4.58), gives the upper bound on ||Ft/<oI*F in (4.33)
|IFt/o*IF < Yt + Yt + C10 0,-k 20V-10k 40 T,10k
1
< maxf-yt, c/21.
-5V10k
This completes the proof of (4.33) under Assumption 1 for d satisfying (4.14).
Finally, we prove the upper bound on |IFt/o*IIF in (4.33) under Assumptions
1, 2 and for d satisfying (4.15). For -t E [4V10/(vC(6, O)pok"), 1], the upper
bound on IFt/o-*I|F in (4.33) follows similarly using (4.50) and (4.58). Suppose -Yt E
(0, 4v/10/(V/C(6, /3)pok- 5 )). Under Assumptions 1 and 2 and 7: E (0, 4 /10/(vC(6, O)po 1 5)),
the upper bound on ISb(3)I from (4.52) in Theorem 4.3.7 implies that for any fixed
( > 0 w.h.p.
)1.5 |S$3)I
/ k
p:: 7-14 o,,* (yok) 1.5 (.e a ty +(
k
2 2 ) ad/2
+ (po k)15.
We choose a small enough ( > 0 such that
JA * 
--4 401(pok)0
ak-* 40v" IO'
This is possible since k, */o-*u and [o are assumed to be bounded from above by a
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Id -r*< . - 1 1. 5 V/
-- (yok je
Uk
constant. The upper bound (4.59) in Proposition 4.3.9 and the inequality above yield
that w.h.p.
14uo 
___ 
__ 
_ 
_ 
_ _1- (pok) 1.5 +
Sa-* n 20v/10k 40 10k
Then similarly, the upper bound on |IFt/utI|F in (4.33) follows. The proof of Theorem
4.3.4 is complete.
Proof of Proposition 4.3.8
We first prove (4.55). By the submultiplicative inequality for the spectral norm and
Cauchy-Schwarz inequality, we have
( xi(b$)- 1 (bj - Bi)DE*v max|(B31) (B3 - B-)DZ*112
jESs(3)
1 jXJ21V 1j
3Esbl()
<max 1(B')- 1 (hi - Bj)DE*|| 2 11 2|xI| Z ||v
.7jess() jesE([)
By Zj[n] IJXjI|2= 1 and Assumption 1 on the incoherence of V* , we have
I|xjI2 < 1 and 2 72
j~Sb(/3)n
Next, we have
max (B)-1 (B - BJ)DE*11 2 < max II(B)-1 12 max{I|' 112 + JB-,lI2 }|IDlI20*.je[n] jE[n] je[n]
Recall B given by (4.27). Then by o9(b3) E [3, 2 - 3] for all 1 E [k] and all j E [n]
and D = U',U* where Ut and U* are both orthonormal matrices, we have
maxlE(B')|111 2 <
jE[n]
max II|B 2-1 2- ,jE[n]
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Es
jESb'03)
ID|1 2 < 1. (4.61)
Also recall B' given by (4.53) and the incoherence assumption I1u1412 5Pok/n,
Vi E [n]. Then we have the following upper bound on lB3 112
|B- 112 K n-dmax||u|| "-dSpok =5pik, Vj [n].d iE[n] d nV
Then
max 1(B3)l- (Bi -B )DE*2 <-(2-- +5pok)o*.jE[n]- L'J12 i2-/3+5iku.
Combining the inequalities above, we obtain
xj($1f - B- )D E*v; < (2 - 3 + 5pok) .IS-(/3)
/3 n
This proves (4.55). Next, we prove (4.56). Similarly, we have
x (Bj)- 1 (Ci - C0)Z*v* < max{IIC'.1 2 + 2
jeSW()3) -j[n/
It follows from Ci given by (4.53) and Oi given by (4.27) that
C = nU '+1, U*d SilIL Sj+,
V/utk jS(03)1OTN 
'
and C' -U L St+1,L-d Sj' 3
Also by the definition of T2(.,/3) in (4.8) we have |IU| +,L 112 = IT2 (U'+1,,,3)J|2 K
(2 - i3)d/n, which, together with Assumption 1 on the incoherence of U* and the
incoherence condition I1u'112 K 5pok/n, Vi E [n], gives
|C'11 2 |IIUt +1,LIl2|lU t+l,L|12
d St j
< n| *it|F|U +1,L IF
< d pOk d~o = v/5pok, Vj E [n],
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EjES'(0) (4.62)
IbC'112 ! H U U t+l,L11211U t+l,L 112
( - )3
rd 
_
<--(2 -3) 0d i ni ./(2 -)pok, Vj E [n].
Hence
EsC Sbt(13) xi(bj)-
1 (Ci - Ci)Z, vj <(/5pok + f(2 - fl)fLk) i V/pok lSbC)
/3 Ti
I(pok) S .0# V
Finally, we prove (4.57). Let
au ,TUtTU* - UtU*,T V i [i].
BiD - C = n U uu iUt'TU* 
- uu')
i:(i,j)Eat+1
Ji.
We can rewrite the left hand side of (4.57) then as follows
j=1 z:(ij)E0*+1
y' Jii; H S yJJsj.
(i,j): (i,a)Ent+1
Also, let yj, h E [k], be the h-th entry of y' E R1xk, j;,, 1 E [k], be the l-th entry of
cj E Rkx1 and (Ji)hl, h, l c [k], be the (h,l) entry of the matrix Ji C Rkxk. Then the
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and
(4.63)
yj = XjiEd)-1,
Then
(4.64)
(4.65)
n
d
i:(ij)EQt+i
right-hand side of (4.65) is
d Z S YjiV(Ji)hl. (4.66)
h,l E[k] (ij):(ij) E~ti
Let G, E R"' be the biadjacency matrix of the random bipartite d-regular graph
associated with the index set Qt 1 . Also, let jhl E R"l, h, 1 E [k], be
jhl = ((Ji)hl, (J2)hl, ..- , (Jn)hl),
Lhl E R Xn, h,l E [k], be
3 F R1xk 2n be
3 31 jlk321,. j2k7 ... g-jkl' jkk),
L E R1xk 2n be
L = (L1,. L k , L 21 L 2k 1k1 L kk)
and Ik2 E R k2 xk 2 be an identity matrix. Denote 0 the Kronecker product. Then we
rewrite (4.66) by
d
x (I2 9 Gn) (L"...L k ,L21 . 2 I I L 1 I I L .
= d (Ik2 9 Gn) L. (4.67)d
Observe Ik2 D Gn is a block diagonal matrix in which each block is Gn. Let U1 be the
top left sigular vector of Gn. Then by property P of the random bipartite d-regular
graph, U1 = [1/Vi, 1/vi,.--- , 1/v IT. Hence the top k2 left singular vectors of
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Ik2 0 G, are ej 9 U1 , Vi E [k 2 ], where e E R k2 Xl is the i-th unit vector, that is, its
i-th entry is one and all others are zero.
Let Xj, Y E R k2 nx1, i E [k 2 n], be the i-th left singular vector and the i-th right
singular vector of Ik2 0 Gs, respectively, and o-i, i E [k2 n], be the i-th singular value
of Ik2 0 Gn. Then we can rewrite (4.67)
k 2 k2 n
n - ( J X )( LYi) + E a- ( JXi) ( Yi )d= i= k2 +1
1k 2  k2 n
(~ o- (,ei 0 U1)(LY) + Ui(JXi)(LYi)). (4.68)
i=1 i=k2+1
Note that
>1 =~ UtTUttTU* - UtTU* = 0.
iE[n]
Then for all h, 1 E [k] we have
(Ji)h = 0. (4.69)
Hence the entry sum of jhl for all h, 1 E [k] is 0, which yields
( ,.. . , ik, j2l j2k jkl , Jkk) (ei 0 U1 ) = 0, Vi E [k2
that is, (J, ej 0 U1 ) = 0, Vi E [k2]. Then the right hand side of (4.68) becomes
k 2 n
S S Ui(JX)(LY). (4.70)
i=k2 +1
Also by the property P2 of random bipartite d-regular graph, the top k 2 singular
values of Ik2 0 Gn are all d, and the remaining singular values are upper bounded by
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(7v d)/3 w.h.p. Then w.h.p. we have
k 2 n
' E 0-(JXj)(CY) <
i=k2 +1
k2 n
' S ui|JXi||LY|
i=k2 +1
k2 n k2 n
d 3 \ Jxz12  S LY4 2
i=k2 +1 i=k 2 +1
n 7 d
-d 3 (4.71)
Now we bound |IJ11 211 and I112 separately. Let U h, h c [k], be the h-th entry of
ut E Rkxl, u , 1 e [k], be the l-th entry of u E R kx1 and U* E Rnxl, 1 C [k], be the
l-th column of U*. Then,
IjII| |= S E(Ji)2,1
h,lE [k] iE [n]
= Y 5(uu'
hiE [k] iE [n]
U'T U* - UthUl)2
= S S5 (uth )2(utTUtTUI* -U 2
lc[k] iE[n] hE[k]
< max Hu 12| 5 (ut T Ut' TUi* - )2
iE[n] 2
Se a roo no [k] ie[n]
Since Ut and U* E R""xk are both orthonormal matrices, we have
S (u 'TUt'TUi* - U 2
SE [k] iCE[n]
S S ((Ul*'TUUtU'UtU* - 2u* UtTUtTU* + (U*)2
lE[k] ie[n]
=5(
1C [k]
1E [k]
1E[k]
IE[k]
(U*,TUtUt'TUJ* - 2U*'TUtUtTUi9* + 1
(1 - Ul*'TUtUt'TUJ*
(1 - IUt'TU*||)2
(1- (Omin(Ut'TU*)) 2 )
= k (1 - (O-min(Ut'TU*)) 2 )
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Also by the subspace distance property (4.17), we have
1 - (O-min(Ut'TU*)) 2 = dist(Ut, U*) 2
which gives
( uUTUl* - U*)2 <
1E[k] iE[n]
kdist(Ut , U*) 2 .
Then using the incoherence assumption JjzU4|2 < N5pok/n, Vi E [n], we obtain
2||| 5pkdist(UU)
n
Next, we bound IL112. It follows from y3 and ij given in (4.64) and Assumption 1
that
( vi)2 = E*Vj*| 112 (<-*)2
lE[k
and
(y3)2 = y <|x2(3) -
hE[k] ) 12
where in the last inequality we used (4.61). Then recalling 1 we have
lh (y)2 j*2
h,lE[k] jE[n]
E [] 2
jE [n] /32 1
)2pnu~
*)2 1 ik
/32 n
Finally, we obtain w.h.p.
n
j=1
xj(Si j) (BED - Cj) E*v* < d 3
_- dist(UU- , U
Sk odist(U, U*).
33 v/d
0 k
Ln
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Then for d > C(6, O)k4p2(g*/o) 2 we can choose a large C(6, 0) > 0 such that w.h.p.
ZxJ(3j)-1(BjD-C)E*v; <; dist(Ut, U*). (4.72)
=1 10 V10k
The proof of Proposition 4.3.8 is complete.
4.3.4 Bounding the size of S(3). Proof of Theorem 4.3.7
First, we claim that there exists an orthonormal matrix R E R Xkk such that U*,TUtR
is symmetric. Indeed, suppose the SVD of U*,TUt is
U*,TUt = W1EW
where W1 , W2 E R k, are two orthonormal matrices. Right-multiplying both sides of
the equation above by W2 W[, we obtain
U*,TUtW2WIT = W1EWI. (4.73)
Observe W2 WfE RA Xk is an orthonormal matrix and then the claim follows by taking
R = W2W[.
Note the definition of S'(0) in (4.45). If we replace Ut by U'R, it can be checked
easily that the index set St(3), -yt and pt given in (4.46) are unchanged. In the
remaining part of this subsection, we will use UtR instead of Ut to derive an upper
bound on |Sb(3)|. We will still denote UtR by Ut for convenience. Now U*,TUt is
symmetric.
For T E (0, 1), let the set Qt(r) be
Qt(T) AiE [n] : |lIUt tT - '|2 >*-
Our first step is to show an upper bound on the size of Qt(T) when dist(Ut , U*) is
small.
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Lemma 4.3.10. Suppose Assumption 1 holds. Let 't = dist(Ut , U*). Then for any
SE (0, 1),
/ 2
T- 3'pok jQt (T)I ; 2kyn. (4.74)6pok 34
For -y, < ' the coefficient of IQ'(T)l above is positive. Then the inequality
above implies an upper bound on the size of Qt(r)
2k-ytnQ(T) < T2 2
6 - 3-ytpok
Hence for small distance ye, most of the row vectors ut of Ut are close to the corre-
sponding row vectors u* of U*.
Proof. For any i E Qt(r), we now derive a lower bound on I|u 'TUtT - u*'TU*,TI1I
by considering the cases (Iju!||2 - Iui*11 2)2 > T2 and (1|k4||2 IIu*Il 2 )2 < 72n'
_6pokn i i6~n
separately. Consider the case (IjuII| 2 - IuiIl 2 ) 2 > r> 2 . Recall Ut, U* E Rn~k are two
- 6ptokn
orthonormal matrices. Then,
tT t, U'' -U*'T U*', |
=(ujUtT 
-u*,TU*,T)(Utut 
- U*u*)
=u~ u + ul'T i u U Uu; uiT U*T UtUt
=Ut,T t +U*,T * - Ut,TUt,TU*U* _ U*,TUu
I2uI | + IIu*1|I - 2tutI2I1u*||2
=(Ilu|II2 - IU12)12 6 kn. (4.75)
Next, we consider the case
(I|utII2 - ||U2112) 2 .uT (4.76)
B sptokn
We first show a lower bound on ||Uit - Ui112. By Assumption I on the incoherence of
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U* and the inequality (4.76), we have
IIUi112 IIU'II12 + 11u1I12 - IIU*II2 I- 0 +o T-2
+tFn 0 kr
IIu tU tT _ U U *,TI = l~u tU T - U tU *,T + t* T- U 112,
<IlII2IfUi - 11 2 + 11IUi - UiII112 11Ui 11 2
+ 6poknJ u 2+
6pokn) Hui U2.
Also by the definition of Qt(T), for any i c Qt (T), we have
Iu T _ U *T112 > -
Recall r c (0, 1), k > 1 and po > 1. Hence,
ui-Ui|112> T/7> > .
2 + 2 + /6pokn*n ~n n 6 n
7 Iu - '* 112
(4.78)
(4.79)
(4.80)
Now,
I tut',U tT - U*,T *,||U U U*11
-Ut,T Ut +U*,T * - tT t,TU * U*T*Ttut
=u u -+u a U U*i- u 2 U*Uu
=IIu - UI | u UU*-- I)u* - U*'T(U*TUt - I)ut
I|ut - u*II| - 2111 - U*, TUt || 2 ||u ||2||u1||2 .
Since U*,TUt is symmetric, U*,TUt has SVD U*,TUt = WEWT for some orthonormal
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Then,
(4.77)
= 2 o +
matrix W E Rkxk
III - U*' TUt 112 = |W(I - E)W T ||2 =|I - El|2-
By the property (4.17) of subspace distance, the least singular value of U*,TUt is
/1 - 'y and thus all the singular values in E are in [(/1 - '-yt, 1]. Then,
III - U *'TUt 112 <- 1 - V'"1 - 7Yt <- 7t2
Hence,
II 'Tut'T - U*' TU*'TI| 2 >llut - - 2||u |II2Iu*II2-
By the lower bound on |IU! - uilj 2 in (4.80), the upper bound of jI|u|II 2
the incoherence Assumption 1 on U*, we have
||u',TUtT - u*,TU*,TII2> - 27 (F Ok + 2i 2 - 6p kn n 6PoknJ
> 2 -
2ok
6pokn n
in (4.77) and
Lnk
which, along with the lower bound on I|u,TUtT - u*,TU*,TII2 in (4.75) for the first
case, implies that the inequality above holds for all i E Qt(T). Hence
IIU tU''T - u*u*'T112 = n 'Tut' T - ' i ; Qt (r)| 6p1kn - 3 iio.) (4.81)
Since Ut, U* E R nxk are both orthonormal matrices, the ranks of UtUtT and U*U*,T
are both k. Then the rank of Ut UtT - U*U*,T is at most 2k, since the rank of the sum
of two matrices is at most the sum of the ranks of two matrices. Then by property
(4.18) of subspace distance, namely,
yt = dist(Ut , U*) = |iUUtT - U*U*,T 112
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and the inequality (4.1) where 1 = 2k, we have
IIUtUtT - U*U*'TIIF Vi|IIUtUt'T - U*U*,T1 12 = V 7t.
Then from the inequality (4.81) we have
2ky 2 | IQt (r)I - 3 2 /l ,(6pokn n
from which the result (4.74) follows.
For r, a E (0, 1), let the set Sb 1 (r, a) be
Sb, (T, a) A {j E [n] {i e [n] : (i, j) E Qt41 and i E Q t (T)}| ad}.
That is, St1 (T, a) is the set of the vertices on the right in the random bipartite d-
regular graph associated with Qtl such that each vertex in S'1 (T, a) has at least ad
neighbors in the index set Q'(T). Let W C Rnxk be any orthonormal matrix with its
ith row wi satisfying
I11 1< pA~ k i| s| 2 - , V Z' E [n]
in
for some p > 0. In our application, matrices U* and Ut will play the role of W. For
a E (0, 1), define the set
Sb,2(W, a) Czj [n] :d|ww Il }
i:(i'j)Egt+1
Roughly speaking, S, 2 (W, a) contains all the vertices j E [n] on the right in the
random bipartite d-regular graph associated with Qt 1 for which the corresponding
matrix 1 Zi(j)E1t+1 w w[ deviates from I by a certain threshold. The next lemma
shows that the size of St(O) is bounded from above by the sum of |S (r, a) and
Sb,2(W, a) Ifor a certain choice of T, a, W and a.
Lemma 4.3.11. Let J and 3 be as defined in TAM. Also, let T = (1- 0 - 6)/2 and
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a = (1 - 0 - 6)/(12pok). Then,
S'(O) < I Si1(T, a) I+ ISb,2(U*, 6).
Proof. It suffices to show S() C Sb,1(r, a) U Sb,2(U* 7). For j 1 S,1(T, a) U
Sb,2(U*, 6), it follows from the definition of S, 1 (T, a) and Sb,2(U*, 6) that
I{i E In] : (ij) E Q'+1 and i E Qt(r)}| < ad and n
di:(i,j) E t+1 2
(4.83)
Then,
i:(i,j)Eft+l
- d
i:(i,j)ef~t+l
i 
n
- d
*,Tn
-I-
2
2 d
t( )+tT -
Divide vertex j's neighbors {i E [n] :(i, j) C Qt+1} into two parts: neighbors in
[n]\Qt(r) and neighbors in Qt(T), that is,
S, = {i E [n] : (i, j) E Qt+1 and i V Q(T)} and S2 = {i E [n] : (i,j) t+, i E Qt ()}.
Then we have
5 t+U14T - 5 2*,T
i:(i,j)Ef~t+l i:(i,j)E!Qt+l 2
-U '~u~T112 + S: 11 UUttT - U*U*i2E
iES2iESi
i E Si implies i ( Qt(T) and thus Ilzju!'T - ui'TlI2 _ T/n. Then the right hand side
of the inequality above is
<2IS1| +S2(IIu'12 + 112)-in
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(4.82)
E ututT E
2
S 
2 *,T
2
(4.84)
From the first inequality of (4.83), we have |S2 1 < ad, which, together with the
incoherence assumption of ut in (4.49) and a = (1 - 3 - 6)/(12pok), implies the
inequality above
_5o + ipok)< d + ad 5o
d (1 -3 - 6 + 1- - 6) d
n 2 2 n
Then (4.84) becomes
n u ' - I, <1 - . (4.85)d12 1
i:(i,j)Egt+l 2
It follows from the definition of S'(/) in (4.45) that j S(/3) and thus St(0) C
b,(, a) U Sb, 2 (U*, 6).
We will establish Theorem 4.3.7 from the following two lemmas, which gives upper
bounds on ISb,1 (T, a)I and ISb, 2 (W, a)1, respectively. We delay their proof for later.
Proposition 4.3.12. Suppose Assumption 1 holds. Let a and pt be as defined in
(4.46). Without loss of generality, let ad be an integer. Also, let
A = I and V= 2 .
akpo k 2Io
For a C > 0, suppose
C ;> ev , y C (0, 1/(Cpok'"5 )), IQt(T)I < pt7y2n and ptK 2 < 1.
The following inequality
2 2ad
S, 1(r, a) < 1.le (n (4.86)
holds w.h.p.
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Proposition 4.3.13. For y > 0 and a E (0, 1), let f(d, p, a) be as defined in (4.4 7).
Then w.h.p. for any ( > 0
(4.87)
Suppose Assumptions 1 and 2 hold for U*. Let 6 be as given in Assumptions 2. w.h.p.
for any ( > 0
(4.88)
Theorem 4.3.7. The first result (4.50) directly follows from (4.87) in Lemma 4.3.13
where we choose W = Ut, p = 5po and a = 1 - 0.
Now we prove the second result (4.51). Let T = (1 - 3 - J)/2. By Lemma 4.3.11,
lSb(O)I is bounded from above by
ISt(O)I < IS,1(T, C)I + ISb, 2(U*, 6)1.
Next we rely on Proposition 4.3.12 and Proposition 4.3.13 to derive upper bounds on
IS"i,(T, a)I and ISb,2(U*, 6)1, respectively.
First, we verify the assumptions of Proposition 4.3.12. We have
122A = andv=
Let C = /C(6, 0)/(4vT10). By the assumption -Yt E (0, 1/(Ck 5 po)), it can be easily
checked that for a large C(6, 3) > 0, we have
C e> ev and ptY < 1.
Also, Lemma 4.3.10 implies IQt(T)j < pytn. The verification is completed. Then it
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Sb,2(W, a)| (1 + () f(d, y, a)n.
ISb,2(U*, J)l < (n.-
follows from Proposition 4.3.12 that w.h.p.
IS (, a) 1.1e 2n. (4.89)
Also, (4.87) in Proposition 4.3.13 implies that under Assumption 1 w.h.p. for any
(> 0
Sb,2 (U*,1 6)1 < (1 + )f (d, po, J)n.
Therefore w.h.p.
2 2ad
ISb(!)l ISI (T, a)I + IS,2(U*, ) < 1.e e ) n + (1 + ()f(d, yo, 6)n
from which (4.51) follows.
Suppose that Assumption 2 is also satisfied, (4.88) in Proposition 4.3.13 implies
that w.h.p. for any ( > 0
1Sb, 2(U*, 6)1 < (n
which, together with the bound in (4.89), implies the third result (4.52) similarly. 0
Bounding the size of Si1 (T, a). Proof of Proposition 4.3.12
We will rely on the configuration model of random regular graphs and its extension
to the random bipartite regular graphs [15, 641, which we now introduce.
A configuration model of Gd(n, n) is obtained by replicating each of the 2n vertices
of the graph d times, and then creating a uniform random bipartite matching between
dn replicas on the left and the other dn replicas on the right. Then for every two
vertices u G [n] and v c [n] on the opposite sides, an edge is created between u and
v, for each edge between any of the replicas of u and any of the replicas of v. The
step of creating edges between vertices belonging to different sides from the matching
on dn replicas on the left and the other dn replicas on the right we call projecting.
It is known that, conditioned on the absence of parallel edges, this procedure gives a
bipartite d-regular graph generated uniformly at random from the set of all bipartite
183
d-regular graphs on 2n vertices. It is also known that the probability of no parallel
edges after projecting is bounded away from zero when d is bounded. More detailed
results on this fact can be found in the introduction section of [25]. Since we are
only concerned with events holding w.h.p., such a conditioning is irrelevant to us
and thus we assume that Gd(n, n) is generated simply by first choosing a unifrom
random bipartite matching and then projecting. Denote the configuration model by
Gd(n, n), with vertices denoted by (i, r, L) for the vertices on the left and (i, r, R)
for the vertices on the right where i E [n] and r E [d]. Namely, (i, r, L(R)) is the
r-th replica of vertex i on the left (right) in the configuration model. Given any set
A C [n] on the left (right), let A be the extension of A to the configuration model,
namely, A = {(i, r, L(R)) : i c A, r E [d]}. We will use A and A interchangeably.
Proposition 4.3.12. By the assumption IQt(T)I <; pt-ytn, let IQ'(T)I = fy7n for some
# [0, pt]. Let S(3n, ad) be the event that there are exactly ISt,(r, a) = /n vertices
on the right such that each of them has at least ad neighbors in the vertex set Qt(T) on
the left. Also, let R(On, ad, 1) c &(#n, ad) be the event that there are exactly 1 edges
between the vertex set Qt(T) on the left and the vertex set St,(T, a) on the right.
Since under the event 6(3n, ad) each vertex in S'(T, a) has at least ad neighbors
in Qt(r) and the number of edges originating from St 1 (T, a) is don, the number of
edges between the vertex set Qt (T) and the vertex set SI (T, a) is within [adn, don].
Then 1 is at least adn, at most #dn and U3dl R(On, ad, 1) = .(on, ad). In what
follows we bound the probability P(R(/n, ad, 1)) in the configuration model Gd(n, n)
for 1 G [adn, Odn], and thus the probability P(E(on, ad)) in the configuration model
Gd(n, n) by the union bound.
It follows from SI (T, a) = On and IQt(T)I = I 3'y)6n that their counterparts in the
configuration model are
Sbi (T, a)I = dn and |Qt (r)| = y dn.
Let 6 E [a, 1] be defined by 1 = Ofdn. Then as shown in Figure 4-1, the number of
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edges between Qt(T) and [n]\SG1 (T, a) is
pYtdn - 0#dn, (4.90)
the number of edges between 5 1 (T, a) and [n]\Qt(r) is 13dn - 013dn, and the number
of edges between [n]\Qt(7) and [n]\St,1 (r, a) is
(1 - 5ryt)dn - (1dn - 013dn) = (1 - 3)dn - &y2dn + 03dn. (4.91)
',(r n \S,(r, C)
EQ'S E ,sC
[n]\ Q'(r E -QC's Sb,1 (r, a)
Figure 4-1: Illustration of the event R(1n, ad, 013dn) where EQ,S = 01dn rep-
resents the number of edges between two vertex sets sitting at the ends of the
line corresponding to -EQ,s. EQ,s = )3#7dn - 01dn, EQc,s 1 3dn - 013dn and
EQc,sC = (1 - 1)dn - p8t dn + O1dn are defined accordingly.
Let Xjj, i E [n],j C [d] be i.i.d. Bernoulli random variables with P(Xij = 1) = 0,
and Yij, i E [(1 - )n], j c [d] be another set of i.i.d. Bernoulli random variables with
ij = 1) = . Define two conditional probabilities
d 3n d
fi =P E X j > ad, Vi E [#n] EZ X = 13dn,
j=1 i=1 j=1
d (1-O)n d
f2 =P E Yi < ad, Vi E [(I - 3)n] E EYi = &^ry dn - Oodn.
(j=1 i=1 j=1
Then we claim that (O")fi is the number of ways of choosing 013dn replicas from
13dn replicas in Sj (T, a) such that each vertex in S, 1 (T, a) has at least ad replicas
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chosen. Define the set
)3n
L (ri, .0.d. m r) E [d] : ri = 00dn; ri > ad, Vi E [n]m.
ji=1
Then we expand fi by Bayes' formula
Z(ri,...,rn): (ri,.,ren)eL i=1 (d)ri( 1 - 0 )d-ri
= (3d"l 0o/dn(1 - 0)(1 -0),dn
__ (ri,..,rfn): (rij.. r/in)E-L i=1 (ri)_Idn\
06dni
Observe that the numerator of the expression above is exactly the number of ways
of choosing Ofdn replicas from /3dn replicas in S 1( r, a) such that each vertex in
S, 1 (T, a) has at least ad replicas chosen. Hence the claim follows. Similarly, we have
that ( I-Ondn )f2 is the number of ways of choosing fy-dn - 0/dn replicas from
'37t dn-0,d
(1 - O)dn replicas in [n]\S, 1 (-r, a) such that each vertex in [n]\S",1 (r, a) has less than
ad replicas chosen.
Now we claim that the probability P(R(#n, ad, 91dn)) is given by
P(R(on, ad, 0#dn)) = () (4.92)(din)!
where
1 # dn ) p w6tdn 0d),1= dm fr d (13dm)!,\0/dn 01dn
I2 = (1 m- O)dn (md - 01dn)!,
(Odn - 0#dn)
I (1 -3)dmn
I3 = (d - Od f2( 7idn - 1dn)!,
p5wytdn - 00dn)
14 = ((1 - O)dn - f_ dn + O#dn)!.
Indeed, the term ('") is the number of ways of selecting I S, 1 (r, a)J = On vertices from
n vertices on the right. The term I1 is the number of matching choices between 01dn
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vertices chosen from Sg, 1 (T, a) and Ofdn vertices chosen from Qt(T) such that any
vertex in Si,1 (T, a) has at least ad neighbors in Qt(r). The term 12 is the number of
matching choices between the remaining vetices in SbI(T, a) and Bdn - O/dn vertices
chosen from [n]\Qt(T). The term 13 is the number of matching choices between the
remaining vetices in Qt(T) and #7tdn - 9/3dn vertices chosen from [n]\Sb" (T, a) such
that any vertex in [n] \Sb1 (T, a) has less than ad neighbors in Qt(T). The term 14 is
the number of matching choices between the remaining vetices in [n]\Qt(T) and the
remaining vertices in [n]\St1 (T, a). Thus (,")I1I2I3I4 is the number of configuration
graphs such that there are exactly 8n vertices on the right each of which has at
least ad neighbors in Qt(T), and the number of edges between Qt(r) and Si1 (r, a)
is exactly 6/3dn. (dn)! is precisely the total number of configuration graphs. Hence
(4.92) follows.
By expanding the terms in (4.92), we have the following lemma. The proof of this
lemma, which involves heavy asymptotic expansions, can be found in Appendix A.4.
Lemma 4.3.14. Given 3 E (1.1e(e 2 ptc /a)ad, 1], there exists an > 0 such that
1
lim sup - log P(R(n, ad, O/dn)) < -. (4.93)
n-+oo n
Applying Lemma 4.3.14, for any # E (1.1e(e 2 pt7t2 /a)ad, 1] we have by the union
bound
Odn
P(E(3n, ad)) E P(R(rn, ad, 1)) = exp(-Q(n)).
1=adn
Thus in the configuration model Gd(n, n), we have
n
P(|St,1(T, a)I > 1.1e(e2pty 2/a)adn) < P(&(h, ad)) = exp(-Q(n)).
h=[1.1e(e 2 pt-y2/a),dnj+1
EI
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Bounding the size of Sf> 2 (a). Proof of Proposition 4.3.13
We first introduce Matrix Bernstein inequality.
Theorem 4.3.15. [69, Theorem 6.1.1] Consider a finite sequence {Sk} of indepen-
dent, random matrices with common dimension d1 x d2 . Assume that
E(Sk) = 0 and \ISk12 < L for each index k.
Introduce the random matrix Z = >k Sk. Let
v(Z) = max{IIE(Z T Z) 112, IIE(ZZ T )112}
= max{IE(E STSk112, IE(Z S S )I 2 }.
k k
Then for all t > 0,
P(IZ|11 2 ;> t) <; (d, + d2 ) exp ( t2 -/ ) (4.94)v(Z) + Lt/3)
We rely on the configuration model Gd(n, n) to prove Proposition 4.3.13. To state
the generation of the configuration model Gd(n, n) more precisely, we first introduce
an ordering for the replicas on the right side of Cd(n, n). For ji, j2 E [n] and ri, r 2 E
[d], we say (ji, ri, R) > (j2 , r2 , R) if j1 > J2. For j E [n] and ri, r2 C [d], we say
(j, ri, R) > (j, r2 , R) if r1 > r2 . Here we use the following procedure to generate a
random bipartite d-regular multigraphs Gd(n, n) on [n] x [n] vertices [25, 70]. Replicate
each vetex in [n] on both sides of the graph d times. Then on the left side, the replicas
are (i, r, L) for all i E [n] and all r E [d]. Similarly on the right side, the replicas
are (i, r, R) for all i E [n] and all r E [d]. Always choose the replica on the right of
the least order and pair it uniformly at random with one unpaired replica on the left
until all the replicas are paired. Finally for each pair, create an edge between the two
replicas in the pair.
Proposition 4.3.13. Denote (Z, ri, L) 0 (j, r2 , R) if the vertex replica (i, r,, L) on
the left is paired with the vertex replica (j, r2 , R) on the right in the graph Gd(n, n).
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Then for each j E [n], the vertex replicas on the left pairing with the replicas (j, r 2 , R),
Vr2 E [d], on the right in Gd(n, n) are included in
H A (i, ri, L) : ] r2 E [d] such that (i, ri, L) Gd 2 'n (j, r2 , R) }
Recall W E Rnxk is an orthonormal matrix with incoherence parameter A > 0. For
the tuple (i, r), i E [n] and r E [d], let g((i, r)) A i and correspondingly
Sb,2(W, a) E C [n] Wg((i,r))WT (,r)) - ' > a}.
(i,r):(i,r,L)EHj 2
Observe that conditional on Gd(n, n) being a simple graph, Sb,2 (W, a) has the same
distribution as Sb,2(W, a). For bounded d, the probability that the configuration model
produces a simple graph is bounded away from zero. Since we are only concerned
with events holding w.h.p., in the following we derive an upper bound on ISb, 2 (W, a)I
instead.
Let Zir, i E [n] and r C [d], be a sequence of i.i.d. Bernoulli random variable with
P(Zir = 1) = 1/n. H1 consists of d replicas on the left which are paired with the
d least ordered replicas on the right in Cd(n, n). H1 can be also seen as d replicas
chosen uniformly at random from nd replicas on the left. Then we have
P d n :E Wg((i,r)) WT(i,r)) - ' > a
(i,r):(i,r,L)EHj 2
n d
=P n Wg((i,r))WT((ir)) I > a Z d .(495)
(i,r)E{(i,r)E [n] x [d]: Zir=1} 2 i=1 r=1
It follows from the Local Limit Theorem [53, Theorem 9.1] that
P( Z d r = d = 1 (1+ 0(1)).
i= r=1
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Then we have an upper bound on the right hand side of (4.95)
S Wg((i,r))Wg((ir)) -
(i,r)E{(i,r)E~n]x[d]:Zir=1}
< 2ird(1 + o(1))P (n E
n d
I >a Z
2 i=1 r=1
Wg((ir))W T((ir)) 
-Il}g
We claim
E
)E[nlX[d] Zir==1}
TWg((i,r))Wg((ijr)) 
-
I2 > a) 2kg -a 2 /2 dexpkk + yka/3 )
Now we use Matrix Bernstein inequality (Theorem 4.3.15) to establish this claim. Let
Sir, i E [n] and r c [d], be
Sir = ZirWiWT -
1 Tw .ZWiwi J
Then by =n1 wiwT = W TW = I,
Sir= d
(i,r)E {(i,r)E [n] X[d]:Zir=1}
Wg((i,r))WT(,r)) 
- I
and E(Sir) = 0. Using j1will' < pik/n for all i E [n], we have
IISirlI2 < - x (1 - -)1|1112 < k,k
-d n 2-d Vi e [n] and Vr E [d].
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r = d)
2 a).
(4.96)
PIn
d
i=1 r=1
Observe Sir E 1 kxk is a symmetric matrix and ww% is positive semidefinite. Then,
n d = 2n d 2 T T
>E(SirSir) [ E(Zr - Zr + -)wiwi Wiwi
r=1 2 i=1 r=1
d -2;T 2-w i w ii=1 2
2
< njE wiwi w T
- d i 12
n
n T ~ T
< -max{wiwi} Wwi
d iE[n] 1E ,2
By En 1 WW[ = I and the incoherence parameter pi of W, we have
n d
E E(Sir Sir)
2=1 r=1 2
<n xk pk
-d n d
The claim then follows from choosing t = a in (4.94) in Theorem 4.3.15. Then from
the inequality (4.96), we have
T jWg((i,r))Wg((ir)) 
- 12 > a) < 2k 27rd(1 + o(1)) exp
S-a2 /2 d 
.(pk + pka/3)
In the configuration model Gd(n, n), H for 2 j < n has the same distribution as
H1. Hence for a large n we have
(4.97)
Next we apply the following concentration result.
Theorem 4.3.16. [70, Theorem 2.191 If X, is a random variable defined on Gd(n, n)
such that |Xn(P) - Xn(P')| < c whenever P and P' differ by a simple switching of
two edges, then
P(|Xn - E(Xn)| ;> t) < 2 exp ( t2
for all t > 0.
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>3
]E(|5b,2(W, a) 1) : 2kv/2d(1 + o(l)) exp a2/2 -d n <jf (d, /t, a)n.
pyk + pka/3
Although this result is established for the configuration model of a random regular
graph, the same result for the configuration model of a random bipartite regular
graph can be established in the obvious manner. Choosing the constant c = 2 in this
theorem, we have
P J56,2(W, a) I - E(J,56,2(W, a) 1) > (f (d, p, a)n)
< 2 exp ( 2 f(d, p, a)2 ) 2exp ( 2 f(d, , a)2 )5 ep - 4dn =2xp - 4d .
Then it follows from the inequality above and the inequality (4.97) that
(2 f(d, M, a)2
P(14,2(W, a)I > (1 + ()f(d, M, a)n) < 2 exp 4d )
from which the first result (4.87) follows.
Now we establish the second result (4.88). Similarly, we have for any > 0
P |,(U*,t () -E|2(* ))>n < 2 exp -((/2)2 n = 2 exp (2 n.
Recall that the probability that the configuration model produces a simple graph is
bounded away from zero and does not depend on n. Then,
b 
S, 2(U*, 6)1 -E(ISb,2(U* A D) > ) ex -16+d (
It follows from Assumption 2 that E(ISb,2(U*, 6) ) = o(n) and thus
P(ISb,2 (U*, 6) > (n) 2 exp ( n + (1)
from which the second result follows.
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4.4 Conclusions and Open Questions
We close this chapter with several open questions for further research. In light of
the new algorithm TAM which improves the sample complexity for the alternating
minimization algorithm by a factor log n for the case of matrix M with bounded
rank, condition number and incoherence parameter, a natural direction is to extend
this result to the cases when the rank, condition number and incoherence parameter
are possibly growing functions of the dimension of M. In this situation we would
be considering the case of growing d for which Assumption 2 is satisfied automat-
ically by applying Matrix Bernstein inequality. On the other hand, under uniform
sampling and for the case of growing (average degree) d, [46] proposed an augmented
alternating minimization algorithm by adding extra smoothing steps typically used
in smoothed analysis of the QR factorization. This reduced the dependence of the
sample complexity on the rank, condition number and incoherence parameter. Per-
haps such smoothing steps can be incorporated into the TAM algorithm as well,
possibly leading to a reduced sample and computational complexity when compared
to the one achieved in [46].
Studying TAM under i.i.d. uniform sampling, which corresponds to a bipartite
Erdos-R6nyi graph, is another interesting problem. Instead of using the configuration
model, possibly Poisson cloning model can be employed to carry out a similar analysis
for the case of a bipartite Erd6s-R6nyi graph. We conjecture that the same sample
complexity of TAM holds under such uniform sampling.
Finally, another challenge is to achieve the optimal sample complexity O(kn log n)
for exact low-rank matrix completion when k is growing. The technique developed in
this chapter for reducing sample complexity by a log n factor might be of interest for
achieving this goal via more careful analysis of the trace-norm based minimization.
193
THIS PAGE INTENTIONALLY LEFT BLANK
194
Appendix A
Appendix
A.1 Proof of Lemma 2.2.1
We have
V2 log n (max Zi
1<i<n
- b ) 3 log log n
= P max Z 3log log n/ V/2 log n +
(1<i<n 2
= P Z < 2log log n/,/2log n + bn)
Next, we use (2.1) to approximate
< log log n/ V/2 log n
max < _3
- P (max -log log n/ VF2 og n+bnI
-~(1<i<n 2
-P Z1 < - log log n//2 log n + bn (A.1)
+ b)
1-(1 + o(1)) exp(! log log n/ /2Ilog n + bn)v/27
- 1 - 8 n(log n)3/2)
(2 log log n//2 log n + bn) 2
2 2
(A.2)
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and
P Z, < - 3log log n/ V/2 og n + b,,
z 1 1<( 2/
=1 - (1 0(1)) exp(- log log n/ 2log n + bn)v/vi
= 1- s .2)
Now we substitute (A.2) and (A.3) into (A.1)
(- log log n/ /2 log n + b.) 2
22
(A.3)
P ( 2logn (max Zi
1<i<n
= (1-0
- b ) log log n)
(n(log )3/2)
E) e ) - exp(- E)(log n)).
Then the result follows from choosing a positive integer N and a constant c > 0 such
that for all n > N the following inequality holds
n(log n)3/2 )
1
- exp(-E(log n)) > 1 - c .(log n)1.5
A.2 Derivation of two phase transition points a* =
v/5/V2- and a = 5v/2/(3f/)
We start with a* which we define as a critical point such that for any a > a* and
a E (0, \/-2), R(a) does not cover the whole region [0, 1]2, i.e. [0, 12 \ R (a) # 0. We
formulate this as follows
a* maxja E (0, V2L) min f(Q, Y1, y2) >_ 0}.
Y1,y2E[O,1)2
Since f(a, Y1, Y2) is differentiable with respect to yi and Y2, the minimum of f(a, Y1, Y2)
for a fixed a appear either at the boundaries or the stationary points. Using the
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(no~r ))f
(1
(A.4)
- (-6
symmetry of yi and Y2, we only need to consider the following boundaries
{(Y1, y2) : Y1 = 0 , Y2 E [0, 1]} U {(y1, y2) : Y1 = 1 , Y2 E [0, 1]}.
By inspection, miny1=o,y 2e[o,1] f(a, Y1, Y2) = 3 - 2a 2 and
min f(a, y1, y 2 ) = Min 3 - Y2 - a 2Y1=l,Y2C-[0,1] Y2E[0,1] 1 + Y2
Since the objective function above is a concave function with respect to Y2, its mini-
mum is obtained at Y2 = 0 or 1, which is 3 - 2a 2 or 2 - a 2 . Hence the minimum of
f(a, Y1, Y2) at the boundaries above is either 3 - 2a 2 or 2 - a2 . Both of them being
nonnegative requires
3 - 2a2 > 0 and 2 - a2 > 0 and a C (0, v/2) = a E (0, v\/V'/].
Next we consider the stationary points of f(a, Y1, Y2) for a fixed a. The stationary
points are determined by solving
Of(a, Y1, Y2) 2 2 2
= 0 -1 + 0
ay1 ( + y1 y2 )2
Of(a, y 1 , y 2 ) M 2 2
= 0 4 1 + -= 0
OY2 o+ y1y2)2
Observe from above yi = Y2. Then we can simplify the equations above by
y4 + 2y2 - 2a 2y1 + 1 = 0 (A.5)
Using 'Mathematica', we find that the four solutions for the quartic equation above for
a2 = 3/2 are complex numbers all with nonzero imaginary parts. Since the equation
above does not have real solutions, the optimization problem (A.4) has maximum at
a = v/3/V/2. On the other hand, for any a > v/3/v/', f(a, 1, 0) = 3 - 2a 2 is always
negative. Hence, we have a* = v/3/v/2.
We also claim that for any a E (0, v/y/v"2), R(a) = [0, 1]2. It suffices to show
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that for any y E [0, 1],
y4 + 2y 2 - 2a 2y + 1 > 0.
Suppose there is a E [0, 1] such that 4 + 2y2 - 2a 2  + 1 < 0. Then by a2 < 3/2
and y $ 0 we have
#4 + 2y2 - 39 + 1 < 0.
Since y 4 + 2y2 - 3y + 1 is positive at y = 0 and negative at , the continuity of
y4 + 2y 2 - 3y + 1 implies that there is a yi E [0, 1] such that (A.5) holds for a2 = 3/2,
which is a contradiction. The claim follows.
Next we introduce c*. Increasing a beyond a*, we are interested in the first
point a* at which the function f(a*, y1, Y2) has at least one real stationary point and
the value of f(a*, Y1, Y2) at this point is zero. Observe that at the stationary points
Y1 = Y2 and yi satisfies (A.5). Then a* is determined by solving
y+ 2y - 2a2y1 + 1 = 0,
2 24 - 2y,- 22 2 =+j
y1 E [0, 11, a E (V3/vr2, v2).
Using 'mathematica' to solve the equations above, we obtain only one real solution
y1 = 1/3, a = 5V2'/(3v/'). Then we have a* = 5x/F/(3v'/) and f(a*, 1/3, 1/3) = 0.
We verify that f(a*, 1/3, y2) < 0 for Y2 E [0, 1] \ {1/3} and f(a*, y1 , 1/3) < 0 for
yi E [0, 1] \ {1/3}. By plotting f(a*, Y1, V2) in Figure 2-5, we see that the set RI(a*)
is connected through a single point (1/3,1/3).
A.3 Proof of Proposition 4.3.9
Proposition 4.3.9. We prove (4.59) for the cases e2 pt-yt/a > 1 and e2 ptt/a < 1,
separately. Consider the case e2 pt't/a > 1. Recall pt given in (4.46). We first derive
198
an upper bound on pt. It follows from -ft E (0, 4v/Td/( C(6, 3)pok .5 )) that
- 3 160 pok
0~, ) i 3
( 1  -6)2 _-y pok > 6)2
24pok -- 24p-ok
(1 #~6)2
24pok
480
C(6,O)pok 2 '
Then we can choose a large enough C(6, 3) > 0 such that
2k 2k
Pt -(1-0l-6) 2  3y 1 ok
(pok (-6)2
Recall a = (1 - /3 - 6)/(12pok) in (4.46). Then,
e 2pt2 12e2Jpok 96ptok 2  160
Ce -- j- (1 -#-6)2 C(6, )kp 2
Now we have the left hand side of (4.59)
96pok 2
(1_ _6)2.
12 x 96e2  160
(I _ 0 -6)3 C(6,3)~
- (pok) ie6
S o 1.e1 4 -
= exp (
( e2Piad/2
12 x 96e2  160 24pok
k (1 - 3 - 6)3 C(6, 0)J
log 14 1. le/ g + 1.5 logpo + 1.5 log k+log
+ d 1--6
24pok
log 12 x 96e
2  160
(1 - - 6)3 C(J,3)
(o-*)
)
Then for d > C(6, #)k 4 (U/o-*) 2, the last term in the exponent above is a polynomial
of po, k and o-*/o-* while the rest terms are the linear combination of log Po, log k and
log(o*/-*). Also observe that a large C(6, /) leads to a negative coefficient of the last
term in the exponent above. Hence the following inequality holds for a large C(6,/3)
and d ;> C(, /3)k4p(o-*/U*)2
14 a* (e.5 ad/2
* a
1 ( _ --6)2 1 -0 -j
20V10k 96pok2 12e2 pok
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(A.6)
Finally by the upper bound on pt in (A.6) and e2 pt-yt/a > 1, we have
1 (1 - - 6 )2 1 - - 6
20Viok 96pok 2 12e 2pok
1 1_ e
~<2v I-Yt k
-20 10k'
which gives (4.59) for the cases e 2PtOt/a > 1.
Consider the case e2pt'Yt/a < 1. Then we have the following upper bound on the
left hand side of (4.59)
14A,* 1-03-6 d
<3 u-pk15N1.1et210
Similarly it follows from -yt < 4Vii/( C(6,)aok') and d > C(6, )k 4p2(g*/o-*) 2
that for a large C(6,#) > 0, the following inequality holds
20x/Th
Hence the inequality (4.59) follows.
Now we show the inequality (4.60). Recall the definition of f(d, po, 6) in (4.47)
Then the left hand side of (4.60) becomes
0 c (pok)- 2 2
exp (log
= exp (log
(14 o, (pok) 5) + log(1.1)2
(pok)") + log(1.1)
+ Ilog f (d, Ao, 6))
+ 1 log(3k V"F)
1 62 \
+ - log d - d.
4 4pok(1 + /3))
Let
1 6
g(d) = log d - k6/23d.
4 4tdrk( 6/3)fd
Then the derivative of g(d) is
9'(d)
1 62
= 4d 4pok(1 + 6/3)
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(A.7)
14 o,,* 
1.
--
(pok) je ad/2
3 Uk
For a large C(6, 3) > 0, g'(d) is always negative for any d satisfying (4.14), that is,
d C(6,j)k 4 9 (*) + 5pok(1 + 6/3)62
Then the right hand side of (A.7) is
< exp (log 1 1 + 2 log(1.1) + 2 log(3kv,'7)
__2
C(6, )k 4 P20 + 5pok(1 + 6/3)62
4pok(I+ 6/3) (, 0)k4 p4 + 5pok(1 
+ 6/3)
+ 62 log ())
Using log(x + y) < log x + log y for x, y > 2, we obtain the right hand side of the
inequality above
- (ok)1.50 1+ log (1. 1) + - log (3 k V'-W)
0_*J~ 2 2
+ 1 log4 C(6, #)kp 4 /
(:)2)
+ 1 log4
5pok(1 + 6/3) log
62
C(6, O)k (24p-ok( + 6/3) 0-) + 5pok(1 + 6/3)62
(1N~ '~
\\e} J )
Using log log(1/e) < log(1/e) for all c E (0, 2/3), we have the right hand side of the
inequality above
< exp (log + 1log(1.1)2 + -log(3k/H)2
+ log (C(6, O)k p0
62 C(j,3)kc 'o * 2
4(1 + 6/3) (o
1(r4)2) log 5p1ok(1 + 6/3)
-lo())
Observe that the negative terms in the exponent above are polynomial of po, k and
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log ()
+ 1 log4 log ()
exp (log
14
- (uo k) 1.5 Ol
Uk
2
LkI
14
- (Mo k) 1.5 01
k
o*/-* while the positive terms are linear combination of log P0, log k and log(-*/o).
Hence for a large enough C(6, 0) > 0, the right hand side of the inequation above is
no more than e/(40V56k), from which the inequalityatii (4.60) follows. L
A.4 Proof of Lemma 4.3.14
Lemma 4.3.14. Consider the logarithm of each term in (4.92) normalized by dn. Us-
ing Stirling's approximation a! ~ 2ia(a/e)a, we have
1 (aN 1n
=o(1) + --log
drn '2ir(1 - /3)n((1 - #)n)(14)n /2ir/n(#3n)#"
1
=o(1) + -(n log n - (1 - ))n log((1 - 0)n) - On log (On))
dn
=0(1)- (1 -3) log(1 - ) + logo3
d
202
Notice that (log(v ))/n = o(1). In the following expansion of a!, for convenience we
will not explicitly write down the term v2ira.
1log 1
dn
- log ( (3_dn)!
dn (O#3dn)!((1 - 0)1dn)! (O1dn)!((Q4 - /)dn)! '/
= log fi (1dm)! (,&t2dn)!
dn (O1dn)!((1 - 0)1dn)! ((frQ - 0)dn)!)
= o(1) + log fi (0/dn)ldn((1 
- 0)fdn)(1-0dn
(#f ydn)/''t" exp(-#f dn)
(#? 2 - 03)dn)(rY -I3)dn exp(-(#3y -t
1 (#dn)Paa
(#nd
= o(1) + log i (0/3dn)G 3dn((1 - 0 )#dm)( 1-)d" ((-3Oyd - 01)dm)(frY-3)dn
= o(1) log fi + 13 log(13dm) - 013 log(O13dm) - (1 - 0)13 log((1 - 0)13dm)
+ 3#7y log(#73 dn) - (fQ - 013) log((#7'y - 013)dm) - 013
exp(-O1dn))
= o(1) + log fi + 13 log 13 - 0 log(013) - (1 - 0)13 log((1 - 0)1) + 2 log(# 2)
- (#7t - 01) log(#3qQ - 01) + 01 log(dn) - 013,
10g12dn
1
- -log
dn
((1- 342 )dn)! \
((1 - Syt2- + 13)dn)!J
1 log ((1 - # dm)(1-(r)dn exp(_(1 - 1y)dn) ) + o(1)dn ((1 - #7t - 1 + O1)dn)(1-)5y?-U+0O)dn exp(-(1 - -3 + O)dn)
(1 - #72) log((1 - f4)dn) - (1 - #t - + 03) log((1 - -72 -13 + 1)dn)
- (1 - 0)0 + 0(1)
(1 - #f) log( -- #_Y) - (1 - ,3 0- + 03) log(1 - 7t - 3 + 03) + (1 - 0), log(dn)
- (1 - 0)0 + o(1),
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01)dn))
-log 13
dri
-1ogf ((1 - 3)dn)!
dn o 2 (1 - 0 - )67t2 + 03)dn)!J
1 ((1 - #)dn)(-I)dn exp(-(l - /)dn) + / (1)
d1 0 (( 0 - # - f2 + 0#)dn)(1- -rY +00)dn exp(-(l - 0 - / 73 + O#)dn)
= log f2 + (1 -3) log((1 - O)dn) - (1 - &- + )log((1 - i-y + 0,3)dn)
dn7 + 0 + O(j)
d 10g f2 + ( - ) 1 l( 1 -r-it2
+( - 0/) log(dn) - (#6- #0) + o(1),
~log I4dn
= log (((1 - 0 - "72 + 0#)dn)(1 
-7t? +00)dnexp((1 
_ / _ #3y + 0/3)dn)) + o(1)
= (1 - - + 0) log(1 -2+-f + 00)+(1- 2- + 0 )log(dn)
-(1 -/ _ - #72 + 00) + O(j)
log((dn)!) = 1 log ((dn) d exp(-dn)) + o(1) o(1) + log(dn) - 1.dn d
Combining these terms above, the expression of log P(R(/n, ad, 0/3dn)) normalized
by dn is rewritten as follows where both the terms with factor log(dn) and without
log(.) factor cancel out.
1 log P(1Z(13n, ad, O/dn))
dn
'3 logo3+ (1 -3) log (1 - '3)0M ()- d + 1(log fi + log 2 ) + 0log3 - 0log(0,3)
- (1 - 0)3 log((1 - 0)0) + 3_yt log(#7'y2) - (fry2 - 0) log(fry? - 0#) + (1 - # ) log(1 - )
- _&-Y2f + 00) log(, _-7 _ry - + 0#) + (1 - 3) log(1 l ) (A.8)
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+ 0,3) log (1 - _ #7t2 + 0#)
Next we divide the terms on the right hand side of the equation (A.8) into five groups
and then derive upper bounds on them, respectively. Using the fact log(1 - a) >
-a/(1 - a) for a E [0, 1), we have for the first group
i3log3 + (1 - 3) log(1 - /)
d
Since fi, f2 E [0, 1], we have
< log + 1 - # 3 _
da a 1-p
(logfi + log f2 ) 0.dri (A.10)
For the third group, we have
/ log/3 - 0# log(6/3) - (1 - 0)/ log((1 - 6)#3)
=/ log / - 0/3log 0 - 6/ log # - (1 - 6)/ log(1 - 6) - (1 - 0)0 log/3
=- 3(0 log 0 + (1 - 0) log(1 - 0)). (A.11)
Using the fact log(1 - a) > -a/(1 - a) for a E [0, 1) again, we have for the fourth
group
#fr log(fryt) - (p~y2 - 0/) log(ryt - 0/3)
=ryt2 log(p5,y2) - (p6? - 03) ( log(p7) + log(1
<fy2 log(y 2) - (p6 - 0/) log(pryt) + (5y_ -
0/3)
0/3)1 )1- O/3/()ryt2)
-03 log(7yt) + 0/. (A.12)
It follows from the non-negativity of (4.90) and the right hand side of (4.91) that
0/ < 3py and 3(1 - 0) < 1 - p}2.
205
/3 log #3
d d (A.9)
Also IQt(T)I = -y7rn < n gives 1 - py2 > 0. Then we have for the fifth group
1 - 2rye -- + 22
= (1 - pr) log(1 - yt) + (ty2 - 0) log(1 - fy? - + 1) -(1 - 3) log -3
= ( - p9)) log(, - 2) + ()yt -) + (f -) (-
1 -y -1391-(1-3) log 172-3 0 (A.13)
Using log(1 - a) < -a for a E [0,1), the right hand side of (A.13) is upper bounded
by
< 0- ) log (I - ) - (&7t2 - 0 ) 0(1-0) -(1-3)log 1 1- + 
= ( -,3) log(1 - fryt) + (1- 1)log(1 _ 13?) - (fry? - 03),3(l )
1 - ry? --13+913
-(1-3)log -3
= 1(1 - )log(1 -2y?)-(y?-13) 1 2 +(1 -_ )log)
13(1) ( ) + ( ) log1+.
= 3(1 -9) log(1-fryt) + (3_-fiyt) 13t + +(1 -3)log I ),yt -3 + &o13 (A.14)
We claim that the right hand side of (A.14) is nonpositive. It is easy to see that
the first term on the right hand side of (A.14) is nonpositive. It follows from the
non-negativity of the term in (4.90) that 913 - y? < 0 and thus the second term is
also nonpositive. By pt = vk 2 po and -yt < co- we have
2 1 _ 1ii
P?| 
_< vk [LC2 Pk3 C2 pok'
Also by C > evY7_ and o = 1/(Apok), the inequality above becomes
2 _apt'Yt e2A yok e2
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(A.15)
Then it follows from 9 E [a, 1] and # E [0, p] that 7' 9 0. Hence the last term on the
right hand side of (A.14) is also nonpositive. Hence the claim follows. We conclude
(1 - ry2) log(1 - ryt) - (1 - )5y 3 -3 + 00) log(1 - py7 - + 00) + (1 - 0) log(1 - 3) < 0.
(A.16)
Now we sum up those terms on the right hand sides of (A.9), (A.10), (A.11), (A.12)
and (A.16) and obtain an upper bound on log P(R(3n, ad, Odn)) normalized by dn.
1 log P(R(On, ad, Odn))
< + + o(1) - /( logOg+((1-9) log(1-9))+093log(3yt) + 9/3. (A.17)d d
Using -(1 - 9) log(1 - 9) < 9 for 9 E (0, 1), the inequality above becomes
d + + o(1) - #0 log 0 +,30 + 03 log(#Q) + 3d d
,_ /log(/3/e) 0 9)ol3- d log e + 9/ log(e-y) + o(1)
=#3log (()1/d 2 2 + 0(1).
It follows from (A.15) that e2 ptry/a < 1, which, together with 9 E [a, 1] and E [0, p],
implies that
e11d 2 0 < (e 11d 20 < (e ad) 11d
Hence for /3> 1.1e(e2ptt2/a)ad, we have
-log P(R(3n, ad, Odn)) < d8 log ((1/1.1)l/d) + o(1)
n
= -3log 1.1 + o(1)
< -1.1e(e 2ptYQ/a)ad log 1.1 + 0(1).
Then we choose 7j = 1.1e(e2ptyj/a)"d log 1.1 and thus the result (4.93) follows. EZ
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