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Abstract
We resolve the complexity status of the problem of finding an optimum conflict-free colouring in
interval hypergraphs. Our algorithm is based on a dynamic programming formulation to solve
this problem in polynomial time. We show the equivalence between the conflict-free colouring
number of a hypergraph and the minimum chromatic number over a set of associated simple
graphs. In the case of interval hypergraphs, we prove that these associated graphs are perfect.
Our DP formulation for interval hypergraphs is based on this equivalence and the perfectness of
the associated simple graphs. Based on the characterisation, we then show that for an interval
hypergraph H, the conflict-free colouring number is equal to the number of parts in a minimum
partition of intervals in H into Exactly Hittable Interval hypergraphs. We present a natural
algorithm to recognise if a given interval hypergraph is an exactly hittable hypergraph, that is,
it recognises those interval hypergraphs that have a conflict free colouring with one non-zero
colour. Interval graphs are intersection graphs of interval hypergraphs. We present a forbidden
structure characterisation for interval graphs that have an exactly hittable intersection model.
We refer to this class of interval graphs as exactly hittable interval graphs. Finally, we show the
following containment relationship: proper interval graphs ⊂ exactly hittable interval graphs ⊂
interval graphs.
Keywords and phrases interval hypergraphs, exact hitting set
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1 Introduction
A hypergraph H is a pair (V , E) where V is a set of vertices and E is a set of subsets of
vertices in V . Depending on the context, various terms like set systems and range spaces
are used to refer to hypergraphs. The set theoretic representation of hypergraphs are known
as set systems. Hypergraphs that are induced by points with respect to geometric regions
are generally called range spaces [23]. A simple graph G = (V,E) is a hypergraph in which
each edge is constituted by a pair of vertices in V . The colouring problems in graphs
and hypergraphs are some of the most extensively studied problems in graph theory. The
proper vertex colouring problem in simple graphs can be generalised to vertex colouring
problem in hypergraphs by obtaining a non-monochromatic colouring of every hyperedge of
the given hypergraph. The problem has been studied in detail not just as a general non-
monochromatic colouring problem but as more restricted versions by applying additional
constraints to the requirements of basic colouring. In this paper, we focus on one such
variant known as Conflict-free colouring. In a proper colouring of hypergraph H , every
∗ A preliminary version of this draft is under review at SODA 2018.
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hyperedge is non-monochromatic. The minimum number of colours that achieve a proper
colouring is known as the chromatic number of H and is denoted by χ(H). In addition
to being non-monochromatic, if every hyperedge has at least one vertex that is uniquely
coloured, then this problem is known as the Conflict-free colouring problem. The minimum
k for which a conflict-free colouring is obtained is denoted by χcf (H). This problem has
been motivated by the need to assign frequencies to base stations in cellular networks [8].
In mobile communication networks, one must assign frequencies to base stations, such that
every client that comes under the transmission range of multiple base stations, can associate
itself to a unique base station without any interference from another base station. We can
view the transmission range of various base stations as geometric regions in a 2-dimensional
plane. Conflict-free colouring problem also finds applications in other areas like RFID (Radio
Frequency Identification) networks, robotics and computational geometry.
Since its inception, the conflict-free colouring problem has been studied on different types of
hypergraphs and has been the central theme of many research papers. In [23], Smorodinsky
introduced a general framework for conflict-free colouring a hypergraph. This framework
involves finding a proper colouring in every iteration. They showed that for a hypergraph
H = (V , E), if every induced sub-hypergraph H ′ ⊆ H satisfies χ(H ′) ≤ k, then χcf (H) 6
log1+ 1
k−1
n = O(k logn), where n = |V|. Pach and Tardos [20] have shown that if H is a
hypergraph with |E(H)| < (s2) edges for some positive integer s, and ∆ is the maximum
degree of a vertex in H , then χcf (H) < s and χcf (H) 6 ∆ + 1. In [8], the authors have
studied a number of hypergraphs induced by geometric regions on the plane. Smorodinsky
showed that if H(D) is a hypergraph induced by a set of n finite discs in the plane, then
χcf(H(D)) 6 log4/3 n ([22]). Similarly, if R is a set of n axis-parallel rectangles in the plane,
then, χcf (H(R)) = O(log2 n). An optimization variant of this problem, namely Max-CFC,
has been studied in [1]. Given a hypergraph H = (V , E) and integer r > 2, the problem
is to find a maximum-sized subfamily of hyperedges that can be conflict-free coloured with
r colours. One of the key ideas we use in our paper to resolve the problem of conflict-free
colouring in interval hypergraphs has been extracted from [1]. They have given an exact
algorithm running in O(2n+m) time. The paper also studies the problem in a parameterized
setting where one must find if there exists a subfamily of at least k hyperedges that can be
conflict-free coloured using r colours. They show that the problem is FPT and have given
an algorithm with running time 2O(k log log k+k log r)(n+m)O(1).
Our work is primarily focused on conflict-free colouring in interval hypergraphs. In the
literature, such a study has begun with discrete interval hypergraph (refer Section 2 for
definition) in [8]. It has been shown that a hypergraph induced by a set of n points on a
line can be conflict-free coloured using Θ(logn) colours. An online variant of this problem
has been studied in detail in [6]. In this case, the points arrive online and the colouring
should be conflict-free with respect to all intervals introduced until then. The authors
have given a greedy algorithm that uses Ω(
√
n) colours, a deterministic algorithm that uses
Θ(log2 n) colours and a randomized algorithm that uses O(log n) colours. Recently, the
subhypergraphs of the discrete interval hypergraph have been of interest ([15], [5] and [4]).
In [15], the authors have given a polynomial time algorithm for conflict-free colouring an
interval hypergraph with approximation ratio 4. The ratio was improved to 2 in [5]. A more
generalized version of this problem known as k-strong conflict-free colouring problem has
been presented in [4]. Given an interval hypergraph H , one must find a colouring of vertex
set of H such that in every interval I, there are at least k colours appearing exactly once in
I. The authors have given a polynomial-time approximation algorithm with approximation
ratio 2 for k = 1 and 5− 2k , when k > 2.
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In this paper, we finally resolve the complexity status of this problem in interval hyper-
graphs. We show that this problem can be solved optimally in polynomial time. Our
algorithm is based on a dynamic programming formulation that makes use of two different
characterisations of the conflict-free colouring problem. First, we show that the conflict-free
colouring number of a hypergraph H is the minimum chromatic number over a set of simple
graphs associated with H . We refer to these graphs as co-occurrence graphs. We prove that
co-occurrence graphs of interval hypergraphs are perfect graphs. The second characterisa-
tion is specifically for interval hypergraphs. We show that a hypergraph can be partitioned
into k exactly hittable sets (refer Section 2 for definition) if and only if it can be conflict-free
coloured using k colours. After characterising interval hypergraphs that are exactly hittable,
we focus our attention to the intersection graphs of interval hypergraphs, namely interval
graphs ([11]). The theory of graphs and hypergraphs are connected by a very well-studied
notion of intersection graphs ([7]). In fact, from [14], it is well-known that every graph G is
an intersection graph of some hypergraph HG. HG is referred to as an intersection model
or a set representation of G. Certain special classes of graphs, however, are characterised
by the structure of its intersection model. For instance, Gavril has shown that the class of
chordal graphs are the intersection graphs of subtrees of a tree ([9]). Similarly, a graph G is
a weakly chordal graph if and only if G is an edge intersection graph of subtrees on a tree
with maximum degree 4 ([12]). When the hyperedges are restricted to be paths on a tree,
the resulting intersection graph class is that of path chordal graphs ([10, 19, 17]) which is a
proper subclass of the class of chordal graphs. One of the most well-studied classes of graphs
are planar graphs whose intersection model is a set of segments on the plane [3]. In this
paper, we introduce a graph class called exactly hittable interval graphs, which is the class
of intersection graphs of exactly hittable interval hypergraphs (refer Section 2 for definition).
Table 1 Intersection models and forbidden structures for well-known graph classes
Graph Class Intersection Model Forbidden Structures
Simple A hypergraph NIL
Planar Segments on a plane Subdivisions of K5 and K3,3 [24]
Chordal Subtrees of a tree Ck, for k ≥ 4 [11]
Weakly chordal Edge intersection graph of
subtrees on a tree with
maximum degree 4
K2,3, 4P2, P2 ∪ P4, P6, C6,
H1, H2, H3 [12]
Path chordal Paths on a tree List given in [18]
Interval Subpaths on a path Ck, for k ≥ 4 and asteroidal triple
[16]
Proper interval Sets of intervals not properly
contained in each other
Ck, for k ≥ 4, asteroidal triple and
K1,3 [21]
Exactly hittable
interval graphs
(New graph class)
Exactly hittable sets of
intervals
Induced path Pk which has, in
its open neighbourhood, an inde-
pendent set of at least k + 3 ver-
tices(along with forbidden struc-
tures for interval graphs)
While a graph may be identified as an intersection graph of a structured hypergraph, it is
equally interesting to characterise a graph based on forbidden structures. For instance, the
class of chordal graphs are characterised by the absence of induced cycles of size 4 or more
([11]). The class of weakly chordal graphs are (K2,3, 4P2, P2 ∪ P4, P6, C6, H1, H2, H3)-free
graphs ([12]). Similarly, by the celebrated theorem of Kuratowski ([24]), the class of planar
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graphs must not have subgraphs that are subdivisions of K5 and K3,3. Interval graphs are
known to be the class of chordal graphs without an asteroidal triple as induced subgraph
([16]). The class of proper interval graphs is a subclass of interval graphs that do not have
a K1,3 as an induced subgraph ([21]) Clearly, the forbidden structure characterisation is
a well-pursued line of study in defining graph classes. Refer Table 1 for a summary of
these examples. In this paper, we present a forbidden structure characterisation for exactly
hittable interval graphs in Section 6.
1.1 Our results
We present two characterisations for the conflict-free colouring problem. The first charac-
terisation shows the equivalence of conflict-free colouring number of a hypergraph H and
the chromatic number of a co-occurrence graph (refer Section 3 for definition) of H .
◮ Theorem 1. Let H = (V , E) be a hypergraph. Let χcf(H) be the number of non-zero
colours used in any optimal conflict-free colouring of H. Let χmin be the minimum chromatic
number over all possible co-occurrence graphs of H. Then, χcf(H) = χmin.
We prove this theorem in Section 3. As a build-up to presenting the main result of this paper,
we prove an important structural property of co-occurrence graphs of interval hypergraphs.
◮ Theorem 2. The co-occurrence graphs of interval hypergraphs are perfect.
Based on the characterisation in Theorem 1 and the perfectness of co-occurrence graphs,
we resolve the complexity status of the problem of conflict-free colouring in intervals. We
present a dynamic programming formulation to solve the problem optimally in polynomial
time. The problem is reduced to solving for conflict-free colouring a maximum number of
intervals using N colors.
◮ Theorem 3. Given an interval hypergraph H = (V , I), there exists a polynomial time
algorithm to compute an optimum conflict-free coloring of H.
The next characterisation is specifically for interval hypergraphs. We show that an optimal
conflict-free colouring of an interval hypergraph H = (V , I) is equivalent to a minimum
partition of I into exactly hittable sets. We prove this characterisation in Section 4.
◮ Theorem 4. For a given interval hypergraph H = (V , I), there exists a partition of I into
k parts such that each part is an exactly hittable set if and only if there exists a conflict-free
colouring of H with k non-zero colours.
We also present a simple, natural algorithm to recognise an interval hypergraph that
is exactly hittable. We acknowledge that the dynamic programming formulation subsumes
the said algorithm. Yet, we present it here due to its inherent simplicity. Next, we address
a natural question that emerges as a consequence of the above characterisations. While
we have shown that there exists interval hypergraphs that are not exactly hittable, can we
say the same about interval graphs? Does every interval graph have an exactly hittable
interval representation? Our next result focuses on this question. We answer this question
by introducing a new class of interval graphs, which we refer to as Exactly Hittable Interval
Graphs. These are graphs which have an exactly hittable intersection model of intervals.
We present a forbidden structure characterisation for this new class.
◮ Definition 5. Let F denote the following structure: an induced path P consisting of
k vertices such that there is an independent set of k + 3 or more vertices in the open
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neighbourhood of P . We refer to this structure as the forbidden pattern (Examples of F are
in Figure 1).
u
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e
f
u
(ii)
Figure 1 Two simple instances of forbidden pattern F
◮ Theorem 6. An interval graph G is exactly hittable if and only if it does not contain the
forbidden pattern F as an induced subgraph.
This theorem has been proved in Section 6. We believe that this is an interesting addition to
the existing graph characterisations primarily because we could not find such an equivalence
elsewhere in the literature, including graph classes repositories like graphclasses.org. Further,
we show that this class is sandwiched between the class of proper interval graphs and the
class of interval graphs in the containment hierarchy.
◮ Theorem 7. Proper interval graphs ⊂ Exactly Hittable Interval Graphs ⊂ Interval Graphs.
The proof of the second part of the above theorem follows from the definition of Exactly
Hittable Interval Graphs. The first part of the containment relationship has been proven in
Lemma 25.
2 Preliminaries
Given a set system X = (U ,F), the intersection graph G(X ) of sets in X is the simple graph
obtained as follows. For every set F ∈ F , there exists a vertex vF ∈ G. An edge (vFi , vFj )
occurs in G if and only if there exists two sets Fi, Fj ∈ F such that Fi ∩Fj 6= 0. The family
F is called a set representation of the graph G. A set representation is also referred to as
an intersection model [11, 14]. A graph G = (V,E) is an interval graph if an interval Iv
can be associated to a vertex v ∈ V (G) such that there exists an edge (u, v) in G if and
only if the associated intervals Iu and Iv have a non-empty intersection. The set of intervals
{Iv}v∈V (G) is an interval representation for G. If, for an interval graph G, there exists
an interval representation in which no interval properly contains another interval, then G
is a proper interval graph. We use r(I) and l(I) to represent the left and right endpoints
respectively, of an interval I. An interval graph is characterised by the existence of a linear
ordering of its maximal cliques. We use the following characterisation in Section 6 to obtain
an exactly hittable interval representation for an interval graph, if such a representation
exists.
◮ Theorem 8 (Gilmore and Hoffman, 1964). The maximal cliques of an interval graph G
can be linearly ordered such that, for every vertex x of G, the maximal cliques containing x
occur consecutively.
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The class of interval graphs is a subfamily of the class of chordal graphs. A chordal graph
is a simple graph that does not contain any induced cycle of size ≥ 4 [11]. Chordal graphs
have been shown to be the intersection graphs of subtrees of a tree [11]. Interval graphs, in
turn, are intersection graphs of subtrees of a path graph.
◮ Definition 9. [5] The hypergraph Hn = ([n], In), where [n] = {1, . . . , n} and In =
{{i, i+ 1, . . . , , j} | i ≤ j, i, j ∈ [n]} is known as discrete interval hypergraph.
Each hyperedge in In is a set of consecutive integers, which we call an interval. The hy-
pergraph Hn is also known as the complete interval hypergraph [4]. A hypergraph such that
the set of hyperedges is a family of intervals I ⊆ In is known as an interval hypergraph. If
H is an interval hypergraph, then we use V(H) and I(H) to denote the vertex set and the
hyperedge set, respectively, of H . An interval hypergraph is said to be proper if no interval
is contained in another interval. The terms interval hypergraph, interval representation and
intersection model of intervals have been used as applicable to the context, though all these
terms refer to a set of intervals. Given hypergraph H = (V , E), a hitting set of H is a set
T ⊆ V that has at least one vertex from every hyperedge. An exact hitting set T of H is a
hitting set such that for all e ∈ E(H), |T ∩ e| = 1. If a hypergraph H has an exact hitting
set, we refer to H as an exactly hittable hypergraph. An interval graph is defined to be an
exactly hittable interval graph if it is the intersection graph of an exactly hittable interval
hypergraph. A clear distinction must, however, be made between the terms interval hy-
pergraphs and interval graphs, and exactly hittable interval hypergraphs and exactly hittable
interval graphs, and proper interval hypergraphs and proper interval graphs, as these are used
extensively throughout the paper.
In general, a conflict-free colouring is an assignment of colours (positive integers) to the
vertices of the hypergraph. However, throughout this paper, we use the following variant of
the definition of conflict-free colouring introduced by Cheilaris et al. in [5]. In this definition,
we use a special colour ‘0’ given to vertices that are not assigned any positive colour and
obtain a total function C : V → N.
◮ Definition 10. [5] Let H = (V , E) be a hypergraph and C : V → N: We say that C is a
conflict-free colouring if for every hyperedge Ei ∈ E there exists a colour j ∈ Z+ such that
|Ei ∩ C−1(j)| = 1.
All other standard definitions and notations from [24] have been used throughout the paper.
3 Conflict-free colourings via co-occurrence graphs
Given a hypergraph H = (V , E), we show that the conflict-free colouring number of H is
the minimum chromatic number over a set of simple graphs associated with H . We refer to
each such simple graph as a co-occurrence graph. Let t : E → V be a function that defines
the vertex that conflict-free colours an edge. We refer to t as a representative function.
For every hyperedge Ei ∈ E , t(Ei) is identified as its representative and will be assigned a
colour different from that of all the other vertices in Ei. Let R denote the image of E under
function t. The co-occurrence graph GR,t is defined on the set of representatives R and the
representative function t. We construct graph GR,t as follows. The vertex set of GR,t is the
set R. Edge (u, v) belongs to edge set of GR,t if and only if u, v ∈ Ei, for some Ei ∈ E(H) and
t(Ei) ∈ {u, v}. Figure 2 shows an example. Let χmin be the minimum chromatic number
of GR,t over every hitting set R and every representative function t. That is, if χ(GR,t) is
the chromatic number of graph GR,t, then let χmin = min
R,t
χ(GR,t).
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Figure 2 (a) Interval Hypergraph H = (V, I) (b) Co-occurrence graph GR,t of H with R =
{3, 5, 7, 9}, and t(I) for each I ∈ I marked as the label for each interval
◮ Lemma 11. Given a hypergraph H, a representative function t and the set of represent-
atives R, let C be a proper vertex colouring of GR,t. Then, C is a conflict-free colouring of
H. Also, χcf(H) ≤ χmin.
Proof. It suffices to prove that every representative element t(Ei) gets a unique colour in
Ei. That is, we show that ∀Ei, ∀v ∈ Ei, v 6= t(Ei) ⇒ C(v) 6= C(t(Ei)). Every Ei has a
representative element t(Ei). Since C is a proper colouring of GR,t, every vertex adjacent
to t(Ei) in GR,t gets a colour different from t(Ei). So, the uniqueness of the colour of t(Ei)
in every Ei ensures a conflict-free colouring of H .
Let GR,t be a co-occurrence graph of H with chromatic number equal to χmin. Let C
be a colouring of GR,t that uses χmin colours. Then, the colouring C uses χmin colours to
conflict-free colour the hypergraph H . Any optimal colouring of H uses less than or equal
to the number of colours used by C. Thus χcf ≤ χmin. ◭
◮ Lemma 12. Given a hypergraph H, χmin ≤ χcf(H).
Proof. Consider an optimal conflict-free colouring of hypergraph H , say Copt(H). The
number of colours used by Copt(H) is χcf (H). Let R be a set of representative vertices,
initially empty. From every hyperedge Ei ∈ E , pick a vertex vi that is uniquely coloured
within Ei and add it to R, if not already added. Set t(Ei) as vi. If there are multiple
such vertices, select one arbitrarily. Consider graph GR,t as defined earlier. We observe
that Copt(H) is indeed a proper colouring of GR,t. R is constituted by all uniquely coloured
vertices in χcf(H). Thus R cannot have a colour that is not used in χcf (H). Let the
chromatic number of GR,t be χ(GR,t). We show that χ(GR,t) ≤ χcf(H). Observe that
every edge in GR,t has a t(Ei) vertex incident on it and this vertex is the centre of a star.
Hence, in a proper colouring of GR,t, every vertex in the neighbourhood of t(Ei) in GR,t
has to be coloured differently from t(Ei). Thus, t(Ei) is uniquely coloured in its closed
neighbourhood. So, the number of colours needed to colour GR,t is at most the number of
distinctly coloured t(Ei)s, which is at most the number of colours in R. Since χmin is the
minimum chromatic number over all instances of GR,t, it follows that χmin ≤ χ(GR,t). ◭
Proof of Theorem 1:
Proof. We have shown in Lemma 11 that the number of colours in any optimal conflict-free
colouring of a hypergraph H is upper bounded by the minimum chromatic number of the
co-occurrence graph among all possible co-occurrence graphs of H . The other direction of
this equivalence has been proved in 12. Theorem 1 follows from these two lemmas. ◭
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While we are unable to show non-trivial bounds on χmin, we observe that if we are able to
prove structural properties of the co-occurrence graphs for a family of hypergraphs, then we
would have a way of stating bounds on χmin. For example, χmin would be upper bounded
by the minimum value of the maximum degree over all co-occurrence graphs. As of now,
we do not know how to identify the co-occurrence graph to minimize the maximum degree,
even when restricted to interval hypergraphs. However, we prove an important structural
property of co-occurrence graphs of interval hypergraphs below.
3.1 The co-occurrence graphs of intervals are perfect
We show that any co-occurrence graph of an interval hypergraph is a perfect graph. A graph
G is perfect, if the chromatic number and the clique number of every induced subgraph of
G are equal. In general, the problem to determine an optimal colouring of a simple graph
is NP-complete. However, Grötschel et.al have shown that the chromatic number of perfect
graphs can be obtained in polynomial time [13]. Consequently, the chromatic number of a
co-occurrence graph of an interval hypergraph can be obtained in polynomial time. This
shows that for an interval hypergraph if we can efficiently find a co-occurrence graph to min-
imize the maximum clique, then we can solve for the conflict-free colouring efficiently. We
extend this idea to obtain a dynamic programming formulation for the conflict-free colouring
problem in interval hypergraphs. Prior to that, we prove that the co-occurrence graph of
interval hypergraphs are perfect.
Proof of Theorem 2:
Proof. We use the Strong Perfect Graph theorem [11] to prove Theorem 2. We first show
that GR,t does not have an induced cycle of size ≥ 5. Assume for contradiction, that
C = {p1, p2 . . . pr} is an induced Cr-cycle for r ≥ 5 in GR,t. Without loss of generality, let
p2 be the rightmost point on the line and let p1 < p3 < p2 be the left to right ordering of
points on the line. The edge (p1, p2) exists in C because both points belong to some interval
I and t(I) ∈ {p1, p2}. If t(I) = p1, then (p1, p3) is a chord, a contradiction to the fact that
C is an induced cycle. So t(I) must be p2. The point p4 cannot appear to the right of p1,
otherwise p4 belongs to interval I and then (p2, p4) would be a chord. The edge (p3, p4)
exists in C because there exists an interval J such that p3, p4 ∈ J and t(J) ∈ {p3, p4}. In
either case, (p1, t(J)) will be a chord and we arrive at a contradiction to the fact that C is
an induced cycle. Thus, GR,t cannot have an induced cycle of size ≥ 5.
Next, we show that GR,t does not contain complements of cycles of length ≥ 5, (Cr, r ≥ 5)
as an induced subgraph. GR,t cannot contain C5 as an induced subgraph because C5 is
self-complementary and we have already shown that GR,t is 4-chordal. So, now we prove
the claim for Cr, r ≥ 6. Assume for contradiction that GR,t contains Cr, r ≥ 6 as an
induced subgraph. Let p1 < p2 < . . . < pr be the left to right ordering of points on the
line corresponding to vertices of Cr. Let deg(pi) denote the degree of vertex pi in Cr. Since
deg(pi) = r − 3 for all pi in Cr, the longest interval must be of length at most r − 2.
Otherwise, if there exists an interval I of length ≥ r− 1, then t(I) must have degree ≥ r− 2
in Cr which is a contradiction. Therefore, there cannot be any interval that contains both
p1 and pr. Similarly, there cannot be any interval that contains both p1 and pr−1 and any
interval that contains both p2 and pr. But the deg(p1) must be r − 3, hence p1 must be
adjacent to all vertices in {p2, p3, . . . , pr−2}. Similarly pr must be adjacent to all vertices
in {p3, p4, . . . , pr−1}. Next, we consider the degrees of p2 and pr−1. p2 is adjacent to p1
and pr−1 is adjacent to pr. So, p2 must be adjacent to r − 4 more vertices. We prove
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that p2 cannot be adjacent to pr−1. Suppose not, then there exists an interval I that
contains both p2 and pr−1. Also t(I) ∈ {p2, pr−1}. Then t(I) will have edges to all points
in {{p2, p3, . . . , pr−1} \ t(I)}. Thus deg(t(I)) ≥ r − 2, which is a contradiction. So, edge
(p2, pr−1) cannot exist in Cr. In the complement of Cr which must be an induced cycle of
length r, there is an induced cycle of length 4 consisting of p1, p2, pr−1, pr. Thus, we have
arrived at a contradiction. Hence, we conclude that GR,t is a perfect graph. ◭
3.2 Co-occurrence graphs of minimum chromatic number for intervals
Given an interval hypergraph H = (V , I), we design a dynamic programming algorithm
to compute a minimum conflict-free colouring of interval hypergraphs. We reduce this
minimization problem to the problem of finding a maximum number of intervals that can
be conflict-free coloured with N colours. This is equivalent to finding a sub-hypergraph
H ′ = (V , I ′) with maximum number of intervals in I ′ and a representative function t such
that the resulting co-occurrence graph G′R,t has a maximum clique of size at most N . An
algorithm to solve this maximization problem for an input N can be used, by considering a
sequence of values for N starting from 1 to |V|, to find the minimum conflict-free colouring
of H = (V , I).
3.2.1 Maximizing the number of intervals that can be conflict-free
coloured with N colours
For each b ∈ V , let J (b) be the set of intervals I such that l(I) ≤ b. The subproblem that
we consider is to find the maximum number of intervals in J (b) that can be conflict-free
coloured with at most N colours. To do this, we search for a representative function t defined
on J (b), such that b is the representative for a non-empty set of intervals, a < b is the largest
element less than b that is a representative for a non-empty set of intervals, and the number
of intervals that define the co-occurrence graph using t is maximized while maintaining that
the maximum clique in the co-occurrence graph is at most N . We calculate the optimum
for each subproblem in increasing order of values of b, and for each b in increasing order
of values of a. The efficiency of this recursive evaluation depends on the structure of the
set of intervals for which b is a representative in J (b) which we prove in Lemma 13. The
correctness of the recursive evaluation of the optima depends on Lemma 15 and Lemma 14.
For the case when N = 1, the problem of finding a maximum number of intervals that can
be conflict-free coloured with one non-zero colour is equivalent to the problem of finding a
maximum set of intervals that have an exact hitting set. This problem is studied and has
a dynamic programming algorithm [1, 2]. This problem is equivalent to our problem for
N = 1: find a representative function t : I → {1, . . . , |V|} such that the cardinality of a
subset I ′ in a sub-hypergraph H ′ = (V , I ′) for which the co-occurrence graph GR,t has a
maximum clique of size 1 (i.e., GR,t is an independent set) is maximized.
About Cliques in a Co-occurrence graph: Let K be a clique in GR,t. Then there is
an interval I ∈ I such that the vertex set of K is contained in the vertices in the interval I.
This follows because of the linear ordering of the vertices in V - let l and r be the smallest
and the largest elements in K according to the linear order associated with V . Since {l, r}
is an edge in K, it follows that it is an edge in GR,t, and therefore there is an interval I that
contains l and r. Since I is an interval, it contains all the other vertices in K. This prop-
erty is crucially used in Lemma 15 which proves the correctness of the DP formulation below.
Formal Specification of a Subproblem: Throughout the presentation of the algorithm
XX:10 Optimal conflict-free colouring with respect to a subset of intervals
I is the given set of intervals in the interval hypergraph H = (V , I) and N ≥ 1 is an integer.
The subproblem represented by (a, b, Tb) satisfies the following conditions.
a < b, a, b ∈ V
Tb ⊆ J (b) is a set of intervals I that contain b. Further Tb satisfies the property that if
I ∈ Tb and I ′ ∈ J (b) such that l(I ′) > l(I) and b ∈ I ′, then I ′ also is in Tb. A Tb that
satisfies this property is said to be nested at b.
Each recursive subproblem that we construct satisfies the above properties.
The set of solutions: For a subproblem, the set of solutions is a subset of the set of
representative functions defined on I. In particular, the candidate solutions are the set
of representative functions t : J (b) → {1, 2, . . . , a} ∪ {b} such that Tb = {I | t(I) = b}
and Ta = {I | t(I) = a}, i.e., a and b are the representatives of intervals in Ta and Tb,
respectively. For each such representative function, we consider the induced subgraphs G′
of the co-occurrence graph GR,t with the following properties:
G′ = G′R,t is the co-occurrence graph of a subset J ′(b) ⊆ J (b)
ω(G′) ≤ N , that is the maximum clique size in G′ is upper bounded by N .
Note that the representative functions in the solution space do not have any point between
a and b as the representative of any interval in J (b).
Optimization Problem: Given an instance (a, b, Tb), the maximization problem is to find
a representative function t : J (b)→ {1, 2, . . . , a}∪{b} such that there is an induced subgraph
G′ of co-occurrence graph GR,t
G′ = G′R,t is the co-occurrence graph of a subset J ′(b) ⊆ J (b)
ω(G′) ≤ N , that is the maximum clique size in G′ is upper bounded by N .
J ′(b) ⊆ J (b) is the largest subset of intervals with the above two properties. The
optimum value of the problem (a, b, Tb) is the cardinality of this subset of intervals and
is denoted by f(a, b, Tb). A representative function t that satisfies the above conditions
is said to achieve f(a, b, Tb).
Structure of a canonical solution for a fixed b ∈ V: Let t : J (b)→ R = {1, . . . , a}∪{b}
be the representative function defined on J (b) and f(a, b, Tb) is the optimum value for t.
For 1 ≤ i ≤ b ∈ V , let Ti denote disjoint sets of intervals such that for each interval
I ∈ Ti, 1 ≤ i ≤ b, t(I) = i is the representative of I, and in the co-occurrence graph GR,t for
these intervals the maximum clique has at most N vertices. Let St =
b⋃
i=1
Ti.
Notation: A representative function t is associated with sets Ta, St, and the co-occurrence
graph GR,t. We use the name of the representative function to implicitly define the asso-
ciated sets. For example, if the representative function is t′, then the associated sets are
written as T ′a, St′ , and the co-occurrence graph GR,t′ . In case the representative function
is ρ, then the associated sets are written as Oa, Sρ, and the co-occurrence graph GR,ρ.
A canonical representative function : We now identify a representative function t′
that is at least as good as t, and we restrict our search to such functions. Let I1 be an
interval in Tb such that l(I1) is the smallest over all intervals in Tb. Define the representative
function t′ : J (b) → R = {1, . . . , a} ∪ {b} as follows: for each interval I2 which contains
b and l(I2) ≥ l(I1), t′(I2) = b. For all other I ∈ J (b), set t′(I) = t(I). Let GR,t′ be the
co-occurrence graph associated with t′. Let St′ =
b⋃
i=1
T ′i . In the following lemma we claim
that the size of the maximum clique in GR,t′ is at most the size of the maximum clique in
GR,t, and St ⊆ St′ .
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◮ Lemma 13. Let t be a representative function defined on J (b) which attains a value
f(a, b, Tb). The canonical representative function t′ defined above is such that f(a, b, T ′b) ≥
f(a, b, Tb), ω(GR,t′) ≤ ω(GR,t), T ′b is nested at b.
Proof. The claim that T ′b is nested at b, follows from the defintion of t′ and the definition
of nesting. Further, from the definition of t′, it follows that E(GR,t′ ) ⊆ E(GR,t). The reason
is that each interval is assigned a representative in t′ and t, and St and St′ are equal. We
first show that E(GR,t′ ) ⊆ E(GR,t). The representatives of all intervals except that of I2 are
unchanged. Therefore, the edges due to all the intervals in St \ {I2} are in E(GR,t′ ). The
edges incident on rj in GR,t which are exclusively due to co-occurrence in I2 will not be edges
in GR,t′ . Therefore, the edges incident on rj in GR,t is a superset of the edges incident on
rj in GR,t′ . Further the edge {rq, rj} is also in E(GR,t′), because of I2 for which t′(I2) = rq
and rj ∈ I2. Finally, all edges incident on rq in E(GR,t′) are exactly the edges in E(GR,t)
due to the fact that rq is the rightmost representative in t, and for each r ∈ I2, {rq, r} is an
edge in E(GR,t), since t(I1) = rq and l(I2) ≥ l(I1). Therefore, E(GR,t′) ⊆ E(GR,t). It now
follows that ω(GR,t′) ≤ ω(GR,t). By construction, it also follows that St′ = St. Hence the
lemma. ◭
Lemma 13 shows that to find a t that achieves the maximum value for a pair a < b, a, b ∈ V
it is sufficient to search for a canonical representative function such that Tb is nested at b
and this justifies the restriction on Tb in the subproblem statement in the beginning of this
section.
Recursive formulation of f(a, b, Tb): Let (T b)a denote the set of intervals in Tb which
contain a. For an unknown canonical representative function t that achieves the value
f(a, b, Tb), we now consider the set of canonical representative functions where each func-
tion ρb : J (a)→ {1, . . . , a} is as follows: for each I ∈ (T b)a, ρb(I) = a. As per our notation,
(Ob)a = (T b)a. To obtain a canonical representative function to achieve f(a, b, Tb) from ρb
we define the following set.
Definition of β((Ob)a): Consider a canonical representative function ρb : J (a)→ {1, . . . , c}∪
{a} achieving f(c, a, (Ob)a) for c < a. Let GRb,ρb be the representative graph defined by
the subset Sρb of J (a) consisting of f(c, a, (Ob)a) intervals, and Rb is the image of the rep-
resentative function ρb. Define t for f(a, b, Tb), as follows: t(I) = b for I ∈ (Ob)a, otherwise
t(I) = ρb(I). Let S′t = Sρb ∪ (Tb \ J (a)) and R = Rb ∪ {b}. Let G′R,t be the co-occurrence
graph formed by the hypergraph H ′ = ({1, . . . , b}, S′t) and the representative function t.
β((Ob)a) = {I ∈ S′t | I∩{1, . . . , b} has a maximum clique with the vertex b of size N+1 in G′R,t}
Let St = S
′
t \ β((Ob)a) and GR,t be co-occurrence graph formed by the canonical represent-
ative function t and the interval hypergraph with the set St as the set of hyperedges.
◮ Lemma 14. For a < b, the optimum value of f(a, b, Tb) satisfies the following inequality
f(a, b, Tb) ≥ max
ρb,c<a
(f(c, a, (Ob)a) + |Tb \ J (a)| − |β((Ob)a)|)
Proof. The correctness follows from the t that is defined from ρb for c < a in the paragraph
preceding the statement of this lemma. For such a t, |St| = |Sρb |+ |Tb \J (a)| − |β((Ob)a)|).
Therefore, f(a, b, Tb) ≥ |St|. Hence the lemma. ◭
Now, we prove the inequality in the opposite direction to obtain a recursive formulation of
the optimum value of f(a, b, Tb).
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◮ Lemma 15. Let t be a representative function that achieves the value f(a, b, Tb). Then
f(a, b, Tb) ≤ max
ρb,c<a
(f(c, a, (Ob)a) + |Tb \ J (a)| − |β((Ob)a)|)
where (Ob)a is a nested at a.
Proof. Given a canonical representative function t that achieves f(a, b, Tb). Consider the
representative function ρb : J (a)→ {1, . . . , a} such that ρb(I) = a, for each I ∈ (T b)a, and
for all other I ∈ J (a), ρb(I) = t(I). Let c ∈ {1, . . . , a} be the largest element smaller than
a in the range of ρb. Note that c is also the largest element smaller than a in the range of t.
We now claim that f(a, b, Tb) = f(c, a, (Ob)a)+ |Tb \J (a)|− |β((Ob)a)|. To prove this claim,
we analyse the intervals that are not counted in the value f(a, b, Tb). The intervals in J (b)
that are not counted in f(a, b, Tb) are those intervals I such that the vertices in I∩{1, . . . , b}
induce a clique of size at least N + 1 in GR,t. These intervals are of two types: those that
contain b and those that do not contain b. Those intervals that do not contain b and induce
a clique of size at least N + 1 and those intervals that contain b and induce a clique of size
more than N + 1 are left out of Sρb , which is of size f(c, a, (Ob)a). Those intervals that
contain b and form a maximum clique of size N + 1 which contains b is accounted for in
the set β((Ob)a). This completes the proof of our claim which plays a very crucial role in
obtaining an upper bound on f(a, b, Tb).
From Lemma 13, we know that there is a canonical representative function ρ′b that is at least
as good as ρb. In particular, Lemma 13 guarantees a canonical representative function ρ′b
such that |Sρ′b | = f(c, a, (O′b)a) ≥ f(c, a, (Ob)a) = |Sρb |, and (O′b)a is nested at a. Further,
the set of edges and the set of cliques in the co-occurrence graph due to O′b is a subset of
the set of edges and the set of cliques in the co-occurrence graph due to Ob, respectively.
Therefore, if I ∈ β((O′b)a), then I ∈ β((Ob)a) and it follows that |β((O′b)a)| ≤ |β((Ob)a)|.
Substituting these two bounds in the equality f(a, b, Tb) = f(c, a, (Ob)a) + |Tb \ J (a)| −
|β((Ob)a)|, it follows that f(a, b, Tb) ≤ f(c, a, (O′b)a) + |Tb \ J (a)| − |β((O′b)a)|. Therefore,
f(a, b, Tb) ≤ max
ρb,c<a
(f(c, a, (Ob)a) + |Tb \ J (a)| − |β((Ob)a)|). Hence the lemma. ◭
Recurrence: For an interval hypergraph H = (V , I), an integer N ≥ 1, and for each
a < b, a, b ∈ V , the value of the optimum canonical representative function t : J (b) →
{1, . . . , a} ∪ {b} has a value recursively defined as follows.
f(a, b, Tb) =
{
max
ρb,1≤c<a
(f(c, a, (Ob)a)− |β((Ob)a)|+ |Tb \ J (a)|)
Base cases: Since all the intervals that start not later than 2 can be coloured with exactly
one non-zero colour to get a conflict-free colouring, The value of the optimum canonical
representative function t : J (2)→ {1} ∪ {2} is
f(1, 2, T2) = |J (2)|
For a < b and any choice of Tb nested at b such that there is an interval in I ∈ J (b) for
which t(I) is not well defined in the range {1, . . . , a} ∪ {b} for all representative functions t
f(a, b, Tb) = −∞
◮ Theorem 16. For each a < b and and Tb nested at b, f(a, b, Tb) can be computed recursively
in polynomial time. Therefore, the maximum number of intervals in I that can be conflict-
free coloured with N colours can be computed in polynomial time.
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Proof. f can be computed in increasing order of b and for a fixed b in increasing order of a.
Further, there are only a polynomial number of choices for (a, b, Tb). The number of choices
of a < b is O(|V|2). For each a < b, the number of choices of nested Tb is linear in the
maximum number of intervals that contain a point in V . Let r be the rightmost end-point
of any interval in I. The maximum number of intervals that can be conflict-free coloured
with N colours is given by f(a, r, Tr) by considering different choices of a and Tr. ◭
Proof of Theorem 3:
Proof. Given an interval hypergraph H = (V , I) as input, the algorithm reduces it to
solving for the maximum set of intervals that can be conflict-free coloured with N colours,
for N ranging from 1 to |V|. The smallest N for which the maximum is |I| is the conflict-
free colouring number of H . The conflict-free colouring is obtained by constructing the
co-occurrence graph for the representative function t. From Theorem 2 we know that the
co-occurrence graph is perfect for interval hypergraphs, and thus a minimum colouring can be
computed in polynomial time [13]. From Theorem 1 this gives a polynomial time algorithm
for conflict-free colouring an interval hypergraph H . Hence the theorem is proved. ◭
4 Conflict-free Colouring via Partition into Exactly Hittable
Hypergraphs
In this section, we show the equivalence between the conflict-free colouring number of an
interval hypergraphH = (V , I) and the number of parts in a minimum partition of intervals
of H into exactly hittable sets. Observe that the claim in Lemma 17 is true for arbitrary
hypergraphs as well. That is, for any hypergraph H = (V , E), if H can be conflict-free
coloured using k non-zero colours, then the set of hyperedges of H can be partitioned into
k exactly hittable parts.
◮ Lemma 17. If there exists a conflict-free colouring of an interval hypergraph H = (V , I)
with k non-zero colours, then there exists a partition of I into k parts such that each part
is an exactly hittable set.
Proof. Let χcf : V → {0 . . . k} be a conflict-free colouring of H that results in colour classes
{V0, V1, . . . Vk}. Each Vi consists of points that get colour i under χ. Let {S1, . . . Sk} be a
partition of intervals such that each I ∈ Si is conflict-free coloured by colour i (the colour
0 does not conflict-free colour any interval). If there are multiple colours that conflict-free
colour an interval I, the part to which I gets added to, can be chosen arbitrarily from among
all colours that conflict-free colour I. Every interval in Si, for i ≥ 1, is hit exactly once by
Vi. That is, ∀I ∈ Si, |Vi ∩ I| = 1. In other words, each Si is an exactly hittable set. ◭
Now, we prove the other direction of the equivalence. Let P = {S1, S2 . . . Sk} be a partition
of intervals in H , such that each Si ∈ P is an exactly hittable interval hypergraph. We
show that there is a conflict free colouring of H with k colours. Let h1, . . . , hk be the exact
hitting sets of the parts S1, . . . , Sk respectively. Let R denote the set ∪ki=1hi. For each
interval I ∈ I(H), set t(I) to I ∩hi, where hi is the exact hitting set of the part Si to which
interval I belongs to. Let GR,t be the co-occurrence graph of H constructed with R as the
set of representatives and t as the representative function. We present Lemmas 18 and 19
in order to arrive at this proof.
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◮ Lemma 18. Let Q = {u1, . . . , uq} be a clique of size q in the co-occurrence graph GR,t.
Then, there are q distinct parts s1, . . . , sq in the set P containing intervals I1, . . . , Iq respect-
ively, satisfying the following property: for each ui in Q, ui is the representative of interval
Ii and for each edge (ui, uj) in Q either uj is in Ii or ui is in Ij .
Proof. The proof is by induction on the size q of the clique. The claim is true for base
case when q = 1; then u1 is the representative of some interval I1 in some part s1. Assume
that the claim is true for any clique of size q − 1. Now, we show that the claim is true for
clique Q of size q. Let u1 < . . . < uq be the left to right ordering of the points (on the line)
corresponding to vertices in the clique Q. Since (u1, uq) is an edge in Q, there must exist
an interval I such that either u1 or uq is the representative of I and uq occurs along with
u1 inside I. Without loss of generality, assume that u1 is the representative of interval I.
Observe that I must contain all points in u1, . . . , uq. By the induction hypothesis for the
points u2, . . . , uq, there are parts s2, . . . , sq and intervals i2, . . . , iq such ui is rep of Ii and
for each edge (ui, uj) in the clique on points in u2, . . . , uq, either uj is in Ii or ui is in Ij . We
now show that I does not belong to the parts s2, . . . , sq and that it belongs to a different
part. Assume for contradiction that I belongs to some part sj in {s2, . . . , sq}. Then, the
exact hitting set of set sj contains at least one point uj ∈ Q′ that is distinct from u1. uj and
u1 cannot be the same point because there is an interval Ij in sj whose representative is uj .
Observe that u1 which is the representative of I must also be in the exact hitting set of sj
because according to our assumption, I belongs to sj . Since interval I contains all points in
u1, . . . , uq, it is hit at least twice by the exact hitting set of sj which is a contradiction. ◭
◮ Lemma 19. The clique number of the co-occurrence graph GR,t is at most k.
Proof. Assume for contradiction that there exists a clique C of size k+1 in GR,t. Then, by
Lemma 18, there must be k+1 distinct exactly hittable parts s1, . . . sk+1 and k+1 intervals
I1, . . . Ik+1 in each part, with the following property: for each ui in C, ui is the representative
of interval Ii and for each edge (ui, uj) either uj is in Ii or ui is in Ij . However, according to
the hypothesis, there are only k parts S1, S2 . . . Sk. Hence, our premise that there exists a
clique of size more than k is wrong. Thus we have arrived at a contradiction and the clique
number of GR,t is at most k. ◭
Proof of Theorem 4:
Proof. From Theorem 2, it is clear that GR,t is a perfect graph. By the Perfect Graph
Theorem [11], the clique number and the chromatic number of every induced subgraph of
GR,t are equal. From Lemma 19, the clique number of GR,t is at most k. So, the chromatic
number of GR,t is at most k. Further, from Lemma 11, χcf (H) is at most the chromatic
number of GR,t, which is at most k. Thus, if there exists a partition of intervals in an
interval hypergraph H = (V , I) into k exactly hittable sets, then there exists a conflict-free
colouring of H using at most k non-zero colours. From the above result and Lemma 17, the
Theorem 4 is proved. ◭
5 Algorithm to recognise Exactly Hittable Interval Hypergraphs
In this section, we present an algorithm that recognises an exactly hittable interval hyper-
graph H . Given an interval hypergraph H = (V , I), our problem seeks to find if there exists
an exact hitting set for H . We define a function c : V → {B, W}, where B and W stand for
colours black and white respectively. If a point v gets coloured black, it means that v cannot
belong to any exact hitting set. Initially, for every point v on the line (the vertex set of H),
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set c(v) to W. As the algorithm proceeds, if v cannot belong to any exact hitting set, then
c(v) is set to black. We define another function C : I → {N, Y} as below.
C(I) =
{
N, if c(v) = B, ∀v ∈ I
Y, otherwise
The above function indicates whether interval I can be exactly hit or not. We now present
the algorithm.
Algorithm isEHS(H = (V , I)): If H is a proper interval hypergraph, then by Lemma
21, H is exactly hittable and the algorithm returns yes. If H is not a proper interval
hypergraph, then we proceed as follows. Let I1, I2 . . . Im be the intervals in I. For all v ∈ V ,
initialize c(v) to W. For every pair of intervals Ii, Ij , if Ii contains Ij (that is l(Ij) ≥ l(Ii)
and r(Ij) ≤ r(Ii)), then for all v ∈ Ii \ Ij , set c(v) to B. After the values are set, if there
is any interval I for which C(I) becomes N, the algorithm returns no. If not, construct a
smaller hypergraph H ′ = (V ′, I ′) as follows. The vertex set of H ′ is the set of points in H
that has not been set to B. That is V ′ = {v | v ∈ V ∧ c(v) 6= B}. For each Ij in I, we add a
new hyperedge I ′j = {v | v ∈ V ′ ∩ Ij} to I ′. If there are two intervals Ii and Ij in H ′ such
that l(Ii) = l(Ij) and r(Ii) = r(Ij), then retain either Ii or Ij but not both in H
′. That
is, if there are multiple intervals with the same left end points and same right end points,
retain one among those intervals and discard the rest while constructing H ′. We show in
Lemma 22 that H ′ is indeed an interval hypergraph. Recurse on H ′ = (V ′, I ′).
◮ Theorem 20. Let H be an interval hypergraph. Algorithm isEHS(H) decides, in polynomial
time, if H is exactly hittable.
Proof. The algorithm outputs no only when an interval I is encountered such that C(I) = N.
This happens only due to a containment relationship among intervals, and thus is always a
correct inference. From Lemma 23, it follows that the recursive interval instances of the exact
hitting set problem preserve the exact hittability of the given interval hypergraph. Finally,
since a proper interval hypergraph is always exactly hittable by Lemma 21, Algorithm isEHS
returns yes if and only if H is exactly hittable. In any recursive step, if the input is a proper
interval hypergraph, then the algorithm returns yes. If there is at least one containment
among the intervals, then in the next recursive step, there will be at least one interval less
than in the previous step. That is, in every step, the number of intervals reduce by at least
one. Hence the recursion proceeds for at most m steps, where m is the number of intervals.
In each step, checking for containment among every pair of intervals and setting values for
c(v) take at most O(m2) time. Finally, checking if the input is a proper interval hypergraph
also takes at most O(m2) time. Thus, the algorithm runs in O(m3) time. ◭
◮ Lemma 21. Let H = (V , I) be a proper interval hypergraph. Then H is exactly hittable.
Proof. We prove the claim by constructing an exact hitting set S for H . Initialize S to ∅.
Order intervals in I according to increasing order of their right end points. Since no interval
is properly contained inside another interval, this ordering is well defined. Let this ordering
be I1 < I2 < . . . < Im. Add r(I1) (which is the smallest right end point among all intervals)
to set S. Remove all intervals hit by r(I1). Recurse on the remaining set of intervals until
all the intervals are hit by S. Clearly, S is a hitting set. We now show that S is an exact
hitting set. Suppose it is not, then there exists an interval I such that |I ∩S| > 1. Let I ∩S
contain points p1 and p2 where p1 < p2. By construction, p1 hits I and p2 is the right end
point of some interval, say I ′, that is not hit by p1. Since p1 ∈ I, p1 < p2, p2 ∈ I, p2 is the
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right end point of I ′, and I ′ is not hit by p1, it follows that I
′ ⊂ I, contradicting the fact
that H is an interval hypergraph in which no interval properly contains another. ◭
◮ Lemma 22. H ′ is an interval hypergraph.
Proof. Clearly, every interval in H ′ is a subset of some interval in H . More importantly,
every hyperedge in H ′ is an ordered subset of points of some interval in H . Let σ′ be the
left to right ordering of points in V (H ′) on the line. Any consecutive subset of points in σ′
is an interval in H ′. We show that every hyperedge in H ′ is a consecutive subset of points
in σ′. In H ′, the line has only those points which have not been set to B in H . Let I ′ be an
interval in H ′ such that I ′ ⊆ I, where I is an interval in H . I \ I ′ are the set of points in H
that have been set to B and are absent in H ′. So, the points in I ′ have the same order as in
I and are consecutive in H ′. Hence the hyperedges in H ′ correspond to intervals. ◭
◮ Lemma 23. Let H = (V , I) and H ′ = (V ′, I ′) be interval hypergraphs that are as described
in Algorithm isEHS. Then H is exactly hittable if and only if H ′ is exactly hittable.
Proof. If there is an interval I for which C(I) is set to N, then the algorithm exits. So,
we consider the case, when for every interval I ∈ I, there is an interval I ′ ∈ I′. More
importantly, I ′ ⊆ I. Observe that there could be multiple intervals in H corresponding to I ′
in H ′. This is because during execution of Algorithm isEHS, when multiple intervals have
same end points in H ′, we remove the duplicates and retain only one among those intervals.
We first show that if H is exactly hittable then H ′ is also exactly hittable. Let S be an
exact hitting set of H . Since every interval in I ′ ∈ H ′ is a subset of I ∈ H , S cannot hit
any interval in H ′ more than once. Hence S is an exact hitting set of H ′. To show the other
direction, let S′ be an exact hitting set of H ′. We claim that S′ is an exact hitting set of
H too. Assume for contradiction that there is an interval I ∈ I such that |S′ ∩ I| > 1. Let
p, q ∈ S′ ∩ I. Let I ′p and I ′q be two intervals in H ′ such that S′ ∩ I ′p = p and S′ ∩ I ′q = q.
Let Ip and Iq be the two intervals in H from which I
′
p and I
′
q, respectively, were obtained.
Then the following scenarios are possible in H :
Case (a) - Ip and Iq are both contained in I: If Ip∩Iq = ∅, then the algorithm exits because
all points in both Ip and Iq are set to B. Else if Ip ∩ Iq 6= ∅, then all points in I \ Ip and
I \ Iq are set to B. Since the points p, q belong to S′, they must be among the white points
in I, which is exactly the interval I ′. So, I ′ is hit twice by S′ and hence S′ is not an exact
hitting set of H ′, which is a contradiction.
Case (b) - one of them is properly contained in I: Assume, without loss of generality, that
Ip is properly contained in I. Our algorithm sets all points in I \ Ip to B. If Ip ∩ Iq = ∅,
then interval I ′q is a subset of Iq \ I. Thus the hitting set element q of I ′q in H ′ belongs to
Iq \ I. This is a contradiction to our assumption that q belongs to I. If Ip ∩ Iq 6= ∅, then
again q cannot belong to Iq \ I because as per our assumption q belongs to I. Hence p, q
must belong to I ′, which is the set of points set to white by our algorithm. Again, I ′ is hit
twice by S′, which is a contradiction to our assumption that S′ is an exact hitting set.
Case (c) - neither of them is properly contained in I: If Ip ∩ Iq = ∅, then no point in I is
set to B due to containment. Since p, q belongs to S′, p, q belongs to I ′ as well, because I ′
contains all points in I that have not been set to B and that includes p and q. Hence S′ is
not an exact hitting set of H ′, which is a contradiction. ◭
6 Introducing Exactly Hittable Interval Graphs
Characterising simple graphs as intersection graphs is a well-pursued line of study in graph
theory. In fact, it is one among the earliest results in the book by Harary [14] on graph theory.
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Having set the context by characterising interval hypergraphs that are exactly hittable, we
explore similar results on simple graphs. We address the question of when a simple graph
is the intersection graph of an exactly hittable hypergraph. We modify the proof in Harary
[14] to answer this question. In addition, we present similar results for the class of chordal
graphs (refer Section 2 for definition). We start the section by observing the following facts
about arbitrary graphs and arbitrary chordal graphs.
◮ Theorem 24. Every simple undirected graph is the intersection graph of an exactly hittable
hypergraph X = (U ,F). Further, if G is a connected chordal graph, then it is the intersection
graph of an exactly hittable set of subtrees of a tree.
Proof. The proof of the first statement is based on a slight modification to the intersection
graph constructed from G which is given in [14]. The universe U of the hypergraph is
V (G) ∪ E(G). The set of hyperedges F contains a set for each vertex v ∈ V (G), and the
set contains all the edges incident on v and the element v. Clearly, the intersection graph
of F is isomorphic to G and V (G) is an exact hitting of the hyperedges in F . The proof
of the second statement, which is for a chordal graph G, is similar and is as follows. Since
G is a chordal graph let it be isomorphic to the intersection graph of some subtrees of a
tree T . In particular, let T be the clique tree of the chordal graph G [11]. The node set
of T corresponds to the set of maximal cliques of G. Let {Tv | v ∈ V (G)} be the set of
subtrees in T , where Tv is the subtree associated with v and the tree nodes in Tv correspond
to those maximal cliques in G which contain the vertex v. We modify T to get T ′ by adding
n = |V (G)| new nodes, each corresponding to a vertex in V (G). For each v ∈ V (G), the new
node corresponding to v is made adjacent in T to some node in Tv. The resulting tree is T
′
and T ′v is the subtree of T
′ consisting of Tv and the new node corresponding to v. Clearly,
the newly added nodes form an exact hitting set of the set {T ′v | v ∈ V (G)} in T ′, and the
intersection graph of the subtrees {T ′v | v ∈ G} is same as G. ◭
This theorem opens up many questions on the structural properties of a hypergraph which
yields a given graph as an intersection graph. We focus our attention to the class of interval
graphs (the class of graphs that are intersection graphs of intervals on a line). As in the
case of arbitrary graphs and arbitrary chordal graphs, does every interval graph have an
exactly hittable interval representation? Interestingly, the answer is no. We introduce and
characterise a subclass of interval graphs for which an exactly hittable intersection model
of intervals exists. We refer to this class of graphs as Exactly Hittable Interval Graphs.
We present a forbidden pattern whose absence as an induced subgraph is a necessary and
sufficient condition for an interval graph to be exactly hittable. Recall from the definition
that the forbidden pattern F is an induced path P consisting of k vertices such that there
is an independent set of k + 3 or more vertices in the open neighbourhood of P . In this
section, we prove that F is a forbidden substructure for Exactly Hittable Interval Graphs.
Here, we take a slight detour to explore proper interval graphs, in order to set the
context for proving the forbidden structure characterisation for exactly hittable interval
graphs. First, we show that the intersection model of a proper interval graph in which
no interval properly contains another is exactly hittable. We use this result while proving
Lemma 27.
◮ Lemma 25. The set of Proper Interval Graphs are strictly contained in the set of Exactly
Hittable Interval graphs.
Proof. Let G be a proper interval graph and let it be the intersection graph of the interval
hypergraph H = (V , I) in which no interval properly contains another. We prove that G
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is exactly hittable by constructing an exact hitting set S for H . Initialize S to ∅. Order
intervals in I according to increasing order of their right end points. Since no interval
properly contains another interval, this ordering is well defined. Let this ordering be I1 <
I2 < . . . < Im. Add r(I1) (which is the smallest right end point among all intervals) to set
S. Remove all intervals hit by r(I1). Recurse on the remaining set of intervals until all the
intervals are hit by S. Clearly, S is a hitting set. We now show that S is an exact hitting
set. Suppose it is not, then there exists an interval I such that |I ∩S| > 1. Let I ∩S contain
points p1 and p2 where p1 < p2. By construction, p1 hits I and p2 is the right end point of
some interval, say I ′, that is not hit by p1. Since p1 ∈ I, p1 < p2, p2 ∈ I, p2 is the right
end point of I ′, and I ′ is not hit by p1, it follows that I
′ ⊂ I, contradicting the fact that H
is an interval hypergraph in which no interval properly contains another. Therefore, each
proper interval graph has an exactly hittable interval representation. To show the strict
containment, we show that the graph K1,3 which is a forbidden structure [21] for Proper
Interval Graphs has an exactly hittable interval representation. Let the vertices of the K1,3
be {a, b, c, d} and edges be {(a, b), (a, c), (a, d)}. The intervals assigned to the vertices a, b, c
and d are shown in Figure 3. Hence the lemma. ◭
b c d
a
1 2 3 4 5
Figure 3 Exactly hittable interval representation of K1,3
We now state and prove one direction of Theorem 6, which presents the characterisation
for exactly hittable interval graphs. We use the following notations throughout the section.
HG denotes an interval representation of G. I(P ) denotes the set of intervals in HG corres-
ponding to vertices in path P , XN(P ) denotes the set of independent vertices in the open
neighbourhood of path P in G and I(XN(P )) denotes set of intervals in HG corresponding
to XN(P ).
◮ Lemma 26. Let G be an interval graph. If G contains the forbidden pattern F as an
induced subgraph, then G is not exactly hittable.
Proof. Let HG be an interval representation of G. Let P be an induced path of length
k in G that has an independent set of at least k + 3 vertices in its open neighbourhood.
Assume for contradiction that S is an exact hitting set of HG. Recall that I(P ) denotes
the set of intervals in HG corresponding to vertices in path P . Then, |I(P ) ∩ S| ≤ k. By
our assumption that G contains F, the number of intervals in I(XN(P )) is at least k + 3.
Hence |I(XN(P )) ∩ S| ≥ k + 3. Since XN(P ) is an independent set, there can be at most
two intervals in I(XN(P )) that have their end points outside the union of intervals in I(P )
- one on either side of P . Therefore, even if these two intervals in I(XN(P )) are hit outside
the intervals in I(P ) at either ends, the remaining k + 1 independent intervals have to be
hit inside the union of intervals in I(P ). Hence |I(P ) ∩ S| ≥ k + 1. In such a case, by
pigeonhole principle, at least one interval among the intervals in I(P ) has to be hit more
than once. Thus S cannot be an exact hitting set of HG. We have arrived at a contradiction
to the assumption that HG is exactly hittable. Since we proved the claim for an arbitrary
interval representation of G, we conclude that G is not exactly hittable. ◭
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Figure 4 Steps to obtain an exactly hittable interval representation from an interval graph (if
it has one) (i) Interval Graph G with its maximal cliques Q1, Q2, Q3, Q4 (ii) A linear ordering of
maximal cliques in G (iii) Canonical interval representation O corresponding to G (iv) Gadgets D1
to D4 (v) Exactly hittable interval representation for G
Canonical Interval Representation of G: Before we prove the other direction of The-
orem 6, we arrive at a canonical interval representation HG of G. The construction of HG in
itself, may be of independent interest as it results in a canonical interval representation for
all interval graphs. The starting point of this construction is to use the well known linear
ordering of maximal cliques associated with an interval graph [11] as shown in Theorem 8.
Refer to Figure 4 for an illustration of the steps in the procedure. Let O = {Q1, Q2 . . . Qr}
be an ordered set of the r maximal cliques of the given interval graph G. If there exists two
vertices u, v in G that belong to the same set of maximal cliques, then we need to retain
only one of these two vertices in G. We show in Lemma 28 that this step does not affect
the exact hittability of the canonical hypergraph HG. For each v ∈ V (G), let the interval
representation of G obtained from O be I(v) = [l(v), r(v)]. It is well-known that l(v) is the
index of the leftmost clique in O that contains v, and r(v) is the index of the rightmost
clique containing v. Let I ′ be the set of intervals assigned to the vertices in V (G). To
construct the canonical interval hypergraph, we associate a gadget Di with maximal clique
Qi. The gadget Di assigns a new interval, which we refer to as the stretched interval, to each
interval in I ′ whose left end point or right end point is i. Intuitively, we can think of the
gadget as stretching I(v) to the left if l(v) = i and as stretching it to the right if r(v) = i.
The gadgets D1, . . . , Dr are arranged according to the same order as the maximal cliques in
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O. Further, for each v ∈ V (G), the stretched interval associated with I(v) has Dl(v) as its
left-most gadget and Dr(v) as its rightmost gadget. To complete the construction, between
each pair of consecutive gadgets we add an additional point. Therefore, the stretched inter-
val of I(v) contains all these additional points between consecutive gadgets in the ordered
set {Dl(v), Dl(v)+1, . . . , Dr(v)}. Let HG = (V , I) denote the canonical interval hypergraph
thus obtained. V is the set of all points internal to the gadgets (defined below) and the r−1
additional points between consecutive gadgets (as described above). The hyperedges in I
are the stretched intervals corresponding to each interval in I ′. We now describe the gadget
Di associated with maximal clique Qi, 1 ≤ i ≤ r.
Construction of the gadget Di for maximal clique Qi: Let {I(v1), I(v2), . . . , I(vt)} be the
ordered set of intervals such that for each 1 ≤ k ≤ t, l(vk) = i and r(vk) > r(vj) whenever
1 ≤ k < j ≤ t. In other words, the ordered set considers the intervals whose left end point is i
in descending order of the value of their right end point. Then, for each 1 ≤ k ≤ t, the left end
point of the stretched interval of I(vk) is −k+1: this can be viewed as stretching I(vk) to the
left. We next consider those intervals I(v) such that r(v) = i. Let {I(v1), I(v2), . . . , I(vt)}
be the ordered set of intervals such that for each 1 ≤ k ≤ t, r(vk) = i and l(vk) < l(vj)
whenever 1 ≤ k < j ≤ t. In other words, the ordered set considers the intervals whose
right end point is i in ascending order of the value of their left end point. Then, for each
1 ≤ k ≤ t, the right end point of the stretched interval of I(vk) is k − 1: this can be viewed
as stretching I(vk) to the right. This completes the description of the gadget Di. The point
in the gadget that is present in all the stretched intervals is denoted by zi, and no interval
starts after zi or ends before zi inside the gadget. We can think of zi as the point in the
gadget with value zero, and all points to the left have negative values, and the points to the
right have positive values. The gadgets in Figure 4 illustrate the stretched intervals. Note
that for I(v) in I, the stretched interval is stretched to the left only in the leftmost gadget
in which it is present, and it is stretched to the right in the rightmost gadget in which it
is present. Using the above construction, we show that if G does not contain the forbidden
pattern F as an induced subgraph, then HG is exactly hittable.
◮ Lemma 27. If an interval graph G does not contain the forbidden pattern F as an induced
subgraph, then G is an Exactly Hittable Interval Graph.
Proof. If G is a proper interval graph, then by Lemma 29, the canonical interval hypergraph
is a proper interval hypergraph. It follows from Lemma 25 that this interval hypergraph
has an exact hitting set. This completes our proof in this case. If G is not a proper interval
graph, then we use induction on the number of maximal cliques q in G.
Base case : When q = 1, G is a complete graph. All vertices in G belong to the same set
of maximal cliques (here, a single maximum clique). Thus, by construction, the canonical
hypergraph HG has a single interval. Hence HG is exactly hittable.
Induction Hypothesis : Assume that for every interval graph G that does not contain the
forbidden pattern F as an induced subgraph, and has q − 1 maximal cliques, the canonical
hypergraph HG is exactly hittable.
Induction step : Let G be an interval graph that does not contain the forbidden pattern F as
an induced subgraph and has q maximal cliques. Then we show that HG is exactly hittable.
Recall that HG has been constructed from a fixed linear ordering of maximal cliques O. In
this ordering, consider the gadget D1 in HG corresponding to the leftmost maximal clique
Q1. Observe that D1 has exactly one interval that is contained exclusively inside it. This
is because a single vertex among all vertices belonging to same set of maximal cliques are
retained in G. Let this interval be I1. Let H
′
G denote the interval hypergraph obtained by
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removing points in D1 (and hence the interval I1) from HG. By induction hypothesis, H
′
G
is exactly hittable since it has only q − 1 maximal cliques. Let there be an induced path
P of length k in H ′G. Denote the intervals of I(XN(P )) in H ′G and HG using I(X(H ′))
and I(X(H)) respectively. Now, we analyse two cases in HG based on different structural
properties of H ′G. We show that the size of I(X(H)) cannot exceed k + 2 in both cases.
Later, we show that HG is exactly hittable.
Case 1: |I(X(H ′))| ≤ k + 1. Since D1 has exactly one interval I1, even if I1 does not
intersect with intervals in I(X(H ′)), the size of I(X(H)) can increase to at most k + 2.
Case 2: |I(X(H ′))| = k + 2. In this case, if I1 intersects with the intervals in I(X(H ′)),
then the size of I(X(H)) cannot increase. On the other hand, if I1 does not intersect with
the intervals in I(X(H ′)), then there are two cases. I1 intersects with some interval in I(P )
or I1 does not intersect with any interval in I(P ). If I1 does not intersect with any interval
in I(P ), then I1 is not in the neighbourhood of path P and the size of I(X(H)) cannot
increase. If I1 intersects with any interval in I(P ), then, I1∪I(X(H ′)) forms a (k+3)-sized
independent set in the open neighbourhood of path P . But, this is a contradiction to our
assumption that G does not contain the forbidden pattern F as an induced subgraph.
Now, we show that HG is exactly hittable. Since H
′
G is exactly hittable (by induction
hypothesis), it is sufficient to show that I1 can be hit exactly once without hitting any other
interval in H ′G. Since I1 belongs exclusively to D1, all other intervals in D1 must have a
larger right end point than I1. So, by our construction, I1 must have been stretched most
to the left among all intervals in D1. That is, the left end point of I1 is not shared with any
other interval in D1 and hence I1 can be hit at this point. Let S
′ be an exact hitting set of
H ′G. Then, S
′ ∪ l(I1) is an exact hitting set of HG. ◭
Proof of Theorem 6:
Proof. In Lemma 26, we show that if G is exactly hittable, then G cannot have the forbid-
den pattern F as an induced subgraph. The reverse direction has been proved through a
constructive argument presented in Lemma 27, where we show that if G does not contain the
forbidden pattern F, then G is exactly hittable. Hence the Theorem 6 follows from Lemmas
26 and 27. ◭
◮ Lemma 28. Let G be an interval graph. If there are two vertices u, v in G that belong to
the same set of maximal cliques, then any exact hitting set of HG \ I(w) is an exact hitting
set of HG where w ∈ {u, v}.
Proof. Let S be an exact hitting set of HG \ I(u). We show that S is an exact hitting set
of HG. Clearly, S is a hitting set of HG. Now, we show that S hits every interval in HG
exactly once. Suppose not, then there exists at least one interval I ′ ∈ HG that is hit more
than once by S. There are two cases. When I ′ is the interval I(u) itself and when it is not.
When I ′ is not the interval I(u), then I ′ is an interval in HG \ I(u). This means that S is
not an exact hitting set of HG \ I(u) itself which is a contradiction. So, consider case when
I ′ is the interval I(u). Since I(u) and I(v) belong to the same set of maximal cliques, after
stretching during gadget construction, both will have the same left end point and the same
right end point. Thus if I(u) is hit twice by S, then I(v) is also hit twice by S. This again
leads to the contradiction that S is not an exact hitting set of HG \ I(u) itself. The same
argument applies for HG \ I(v). Hence the lemma. ◭
◮ Lemma 29. If G is a proper interval graph, then HG constructed in Lemma 27 is a proper
interval hypergraph.
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Proof. If an interval I(u) in HG is contained in I(v), then we show that I(u) and I(v) are
part of a K1,3 contradicting that G is a proper interval graph. We observe that in this case,
I(u) is contained in I(v) and l(u) > l(v) and r(u) < r(v). The reason is that if l(u) = l(v),
then the two intervals I(u) and I(v) are stretched by different amounts to the left in the
gadget Dl(u), thus contradicting the assumption that I(u) is contained in I(v). Similarly,
if r(u) = r(v), then the intervals I(u) and I(v) are stretched by different amounts to the
right in the gadget Dr(u), thus contradicting the assumption that I(u) is contained in I(v).
Hence the lemma. ◭
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