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Zusammenfassung
Wir entwickeln eine Methode zur Lagrange-Interpolation mit quartischen e1_
Splines auf allgemeinen Klassen von Triangulierungen ~, bei der keine Dreiecke
von ~ unterteilt werden. Solche Triangulierungen sind charakterisiert durch die
Existenz einer Teilmenge ~s C ~ disjunkt liegende Dreiecke, sodass jeder in-
nere Knoten geraden Grades Eckpunkt gen au eines Dreiecks in ~s ist. Unter
Verwendung von Pfaden. ordnen wir die Knoten von ~ in eine geeignete Rei-
henfolge. Darauf basierend konstruieren wir Lagrange-Interpolationspunkte für
den Splineraum Sl(~).
AMS Subjeet Classifieation: 65D05, 65D07, 41A63, 41A15
K eywords: Bivariate Splines, Triangulierungen, Lagrange- Interpolation.
1. Einleitung
In dieser Arbeit betrachten wir den Raum der bivariaten er -Splines vom Grad q auf einer
Triangulierung ~ eines polygonalen Grundgebiets 0 c lR?, gegeben durch
Dabei ist Pq = span{xiyi : i,j ~ 0, i + j ::;q} der Raum der bivariaten Polynome
vom totalen Grad q und Cr(O) die Menge aller r mal differenzierbaren Funktionen auf O.
Grundlegende Probleme in der Theorie der bivariaten Splineinterpolation sind die Bestim-
mung der Dimension von S~(~) und die Konstruktion von Interpolationsmengen für diese
Splineräume. Eine Menge L = {Zl, ... , zm}, wobei m die Dimension von S~(~) ist, heißt
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Lagrange-Interpolationsmenge für den Splineraum S;(ß), falls zu jeder Funktion f E C(O)
genau ein Spline SES; (ß) mit
i = 1, ... ,m,
existiert. Werden neben Funktionswerten auch partielle Ableitungen einer genügend oft dif-
ferenzierbaren Funktion f interpoliert, und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von einer Hermite-Interpolationsmenge.
In der Literatur gibt es eine Reihe vOnMethoden zur Interpolation mit Splines von hohem
Polynomgrad q relativ zur Differenzierbarkeitsordnung r. Morgan und Scott [18] bestimm-
ten auf beliebigen Triangulierungen ß die Dimension und Hermite-Interpolationsmengen
für die Splineräume Si(ß), q 2:: 5. Diese Ergebnisse wurden von Alfeld, Piper und Schuma-
ker [3], basierend auf Resultaten von Alfeld und Schumaker [2), für cr-Splines vom Grad
q 2:: 4r + 1 verallgemeinert. Hong [15] untersuchte Splineräume vom Grad q 2:: 3r + 2 und
berechnete deren Dimension für beliebige Triangulierungen. Dieses Resultat wurde von
Ibrahim und Schumaker [16] für Supersplineräume verallgemeinert. Davydov, Nürnberger
und Zeilfelder [11] entwickelten einen Algorithmus zur Konstruktion von lokalen Hermite-
Interpolationsmengen mit optimaler Approximationsordnung für diese Räume.
Für niedrigeren Polynomgrad, d.h. q < 3r + 2, führt die Untersuchung bivariater Splines
auf komplexe, bisher nicht vollständig gelöste Probleme. Alfeld, Piper und Schumaker [1]
bestimmten die Dimension von Sl(ß) für beliebige Triangulierungen ß. Ihre nichtlokalen
Argumente der Graphentheorie liefern jedoch LA. keine Interpolationsmengen für diese
Splineräume. Chui und Hong [7,8] gaben darauf aufbauend zwei Algorithmen an, die auf
beliebigen Triangulierungen ß mit geeigneten Clough-Tocher-Splits bzw. Diagonalenwech-
sel in konvexen Vierecken optimale Approximationsordnung der Quasi-Interpolation mit
quartischen C1-Splines ergeben. Später entwickelte Gao [14] eine Methode zur Hermite-
Interpolation mit quartischen C1-Splines auf Triangulierungen, bei denen jeder innere
Knoten ungeraden Grad besitzt. Davydov und Nürnberger [10] konstruierten, ebenfalls
für Sl(ß), induktiv Interpolationsmengen auf der Klasse der beliebigen Triangulierungen
ß, bei denen in Ausnahmefällen die Triangulierung modifiziert wird. Für die Klasse der
regelmäßigen Rechteckszerlegungen ßl und ß2, mit einer bzw. zwei Diagonalen in jedem
Rechteck, konstruierten Nürnberger und Riessinger [20]für beliebige q und r Lagrange- und
Hermite-Interpolationsmengen für die Splineräume S;(ßi), i E {I, 2}. Davydov, Nürnber-
ger und Zeilfelder [9]entwickelten eine Methode zur Interpolation mit kubischen C1-Splines
auf Nested Polygon-Triangulierungen, d.h. Triangulierungen ineinander geschachtelter ge-
schlossener Polygonzüge. Eine Reihe von weiteren Methoden zur Lagrange-Interpolation
mit kubischen C1-Splines auf allgemeinen Klassen von Triangulierungen wurden kürzlich
von Nürnberger und Zeilfelder [22,25] bzw. Nürnberger, Schumaker und Zeilfelder [26,27]
beschrieben. Darüber hinaus entwickelten Nürnberger und Zeilfelder [24]eine Methode zur
lokalen Lagrange-Interpolation mit C1-Splines vom Grad 2:: 3 auf beliebigen Triangulierun-
gen, die optimale Approximationsordnung besitzt. Dabei werden etwa die Hälfte der Drei-
ecke der Triangulierung unterteilt. Wenig später konstruierte Kohlmüller [17] auf beliebigen
Triangulierungen ß Lagrange-Interpolationsmengen für die Splineräume Si(ß), q 2:: 3, mit
fast optimaler Approximationsordnung, wobei LA. nur etwa ein Viertel der Dreiecke von
ß gesplittet werden.
2
Ziel der vorliegenden Arbeit ist es, eine Methode. zur Lagrange-Interpolation mit quarti-
schen CI-Splines auf allgemeinen Klassen T von Triangulierungen Ll zu entwickeln, bei der
keine Dreiecke der Triangulierung unterteilt werden. Solche Triangulierungen Ll, zu denen
auch die regelmäßigen Rechteckszerlegungen Lli und Ll2 gehören, sind dadurch charakte-
risiert, dass es eine Teilmenge Lls C Ll gibt, sodass jeder innere Knoten geraden Grades
von Ll Eckpunkt genau eines Dreiecks in Lls oder zweier benachbarter Dreiecke in Lls ist.
Nach der Definition der Teilmenge Lls konstruieren wir unter Verwendung einer Verall-
gemeinerung der Methode von Alfeld, Piper und Schumaker [1] geeignete Pfade für die
Knoten der Triangulierung, wodurch insbesondere eine Reihenfolge der Knoten festgelegt
wird. Darauf aufbauend wählen wir Punkte auf den Dreiecken von Ll, die eine eindeutige
Lagrange-Interpolation mit Sl (Ll) e~möglichen.
Die Arbeit ist wie folgt gegliedert. In Abschnitt 2 erläutern wir einige Grundlagen über bi-
variate Polynome und Splines sowie Interpolation mit Splineräumen. Die Klasse T der der
für die Interpolation mit Sl(Ll) geeigneten Triangulierungen Ll sowie die dafür notwendi-
gen Pfade werden in Abschnitt 3 algorithmisch festgelegt. Darauf aufbauend konstruieren
wir in Abschnitt 4 Lagrange-Interpolationsmengen für quartische CI-Splines.
2. Grundlagen
In diesem Kapitel erläutern wir einige Grundlagen über Triangulierungen, bivariate Po-
lynome und Splines, sowie Interpolation mit bivariaten Splines, die auf Alfeld, Piper und
Schumaker [1]' Nürnberger [19], Schumaker [28]u.a. zurückgehen.
Definition 2.1:
Sei n, eine einfach zusammenhängende, nicht notwendigerweise konvexe, polygonale Teil-
menge des lR?, zerlegt in Dreiecke Tl, ...,TN, sodass der Durchschnitt zweier verschiedener
Dreiecke entweder leer, ein gemeinsamer Eckpunkt oder eine gemeinsame Kante ist. Dann
heißt Ll = {Tl, ...,TN} eine TRIANGULIERUNGVONn. Ist Ll' C Ll eine Triangulierung
einer einfach zusammenhängenden Teilmenge n' C 0, so heißt Ll' SUBTRIANGULIERUNG
VONLl.





Menge der inneren, der äußeren bzw. aller Knoten,
.Menge der inneren, der äußeren bzw. aller Kanten,
. Menge der Dreiecke, und
Menge der singulären Knoten
der Triangulierung Ll. Dabei gelten folgende wohlbekannten Beziehungen:
#En(Ll) = #VB(Ll),
#E[(Ll) = 3. #V[(Ll) + #VB(Ll) - 3,
#N(Ll) = 2. #V[(Ll) + #Vn(Ll) - 2.
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Eine Kante e := [VI, V2] E E(t:,.) heißt DEGENERIERT im Endpunkt VI, falls die beiden
benachbarten Kanten im Knoten VI gleiche Steigung besitzen. Andernfalls heißt e NICHT-
DEGENIERT in VI. Ein Knoten V E VI(t:,.) heißt SINGULÄR,falls es genau vier Kanten mit
Endpunkt V gibt, und diese auf zwei Geraden liegen (vgl. Abbildung 1).
Abb. 1: In VI degenerierte Kante e, singulärer Knoten v.
Für einen Knoten V E V(t:,.) definiert Grad(v) die Anzahl der Kanten in t:,.mit Endpunkt
v. Die Subtriangulierung t:,.v := {T E t:,. I V E T} von t:,., die alle Dreiecke mit Eckpunkt V
enthält, bezeichnen wir als ZELLE VON v.
Definition 2.2:
Seien r, q E INo mit 0 ~ r < q und eine Triangulierung t:,. gegeben. Dann heißt
s; (t:,.) = {s E Cr (0) : SIT E Pq für alle T E t:,.}
der SPLINERAUM der r mal differenzierbaren Funktionen vom Grad q. Dabei ist
Pq = span{xiyj : i,j ~ 0, i+ j ~q}
der (q;2) dimensionale Raum der BIVARIATENPOLYNOME vom totalen Grad ~ q, und
C(O) die Menge aller r mal differenzierbarten Funktionen auf.O.
Funktionen aus S~(t:,.)sind also stückweise Polynome vom Grad q, die r mal stetig diffe-
renzierbar über den Kanten von t:,. verknüpft sind.
Ein grundlegendes Problem der bivariaten Splinetheorie ist neben der Bestimmung der
Dimension von s~(t:,.) die Konstruktion von Interpolationsmengen für diese Splineräume.
Eine Menge L = {ZI, ... , zm}, wobei m die Dimension von S~(t:,.) ist, heißt Lagrange-
Interpolationsmenge für den Splineraum S~(t:,.), falls zu jeder Funktion f E C(O) genau
ein Spline s E S~(t:,.)mit .
S(Zi) = f(Zi), i = 1, ... , m,
existiert. Werden neben Funktionswerten auch partielle. Ableitungen einer genügend oft dif-
ferenzierbaren Funktion f interpoliert, und ist die Gesamtanzahl der Bedingungen gleich
m, so sprechen wir von einer Hermitelnterpolationsmenge.
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Nach Alfeld, Piper und Schumaker [1] ist für beliebige Triangulierungen ~ die Dimen-
sion des Splineraums Si (~) bekannt. Es gilt
dim(Sl(ß)) = 4. #VB(ß) + 3. #VI(~) + a + #E(ß) = 6. #V(~) + a - 3.
Für einen Einheitsvektor d E lR? und eine genügend oft differenzierbare Funktion f be-
zeichnen wir mit fd(Z) die partielle Ableitung von f im Punkt Z in Richtung d. Sind dl
und d2 linear unabhängige Einheitsvektoren, so heißt
der GEORDNETE VEKTOR DER PARTIELLEN ABLEITUNGEN vom Grad w.
Vs
V4
Abb. 2: Beispiel eines Knotens vom Grad 5.
Im Folgenden beweisen wir eine wichtige Eigenschaft bivariater CI-Splines für Knoten un-
geraden Grades. Sei v E VI(~) ein Knoten ungeraden Grades n E lN, im Uhrzeigersinn
verbunden mit Knoten Vi, i = 1, ...,n durch Kanten ei := [v, Vi]' Ferner sei di für i = 1, ...,n
ein Einheitsvektorentlang der Kante ei, ~v := {1i = ~(v, Vi, vi+d, i = 1, ...,n}, Vn+l = VI,
die Zelle von V, ai für i = 1, ...,n der von ei und ei+l eingeschlossene Winkel (vgl. Abbil-
dung 2) und der Spline s E Sl(ßv) gegeben durch SITi = p[Ti], i = 1, ...,n.
Lemma 2.3:
A [Ti] () 0 f'" 1 f 1 t [Ti] () . 0 f'" 1US Pd2 V = ur z = ,...,n;o g Pd"d" 1 V = ur z = ,...,n.i . ~~+
Beweis:
Sind alle Kanten ei, i = 1, ...,n in V nichtdegeneriert, so gilt
. ( ) [Ti] _ • ( ) [Ti+l] • ( ) [Ti]SIn ai + ai+l Pd2 - SIn ai Pd"+ld"+2 + SIn ai+l Pdodo+l'i+l ~ ~ ~ ~ i=1, ...,n.
Wir setzen ai := sin(ai) für i = 1, ...,n. Durch die Cl-Stetigkeit über den inneren Kanten
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D = rr ai+ (-1)n+ 1rr ai -
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D = rr ai+ (_1)n+l rr ai
i=l,i#i i=l,i#i
n
- 2 rr ai.
i=l,i#i
Aus ai E (0,1r) für i = 1, ... , n folgt D > 0 und damit die Behauptung.
3. Festlegung der Klasse T
#
Im Folgenden definieren wir eine allgemeine Klasse 'T von Triangulierungen, die für die
Lagrange-Interpolation mit quartischen C1-Splines geeignet sind. Solche Triangulierungen
ß sind charakterisiert durch die Existenz einer Teilmenge ßs C ß geeigneter Dreiecke, so-
dass jeder innere Knoten geraden Grades Eckpunkt genau eines Dreiecks in ßs oder zweier
benachbarter Dreiecke in ßs ist. Nach der Festlegung von ßs wählen wir algorithmisch in
einer Verallgemeinerung der Methode von Alfeld, Piper und Schumaker [1] geeignete Pfade




Sei ß eine beliebige Triangulierung. Gibt es eine Teilmenge ßs C ß, sodass für jeden
Knoten v E V[(ß) geraden Grades entweder
1.) genau ein Dreieck T E ßv in ßs liegt, oder
2.) genau zwei benachbarte Dreiecke Tb T2 E ßv in ßs liegen,
so setzen wir ß E T, und bezeichnen ßs als EINFÄRBUNGvon ß. Anderfalls gilt ß ~ T.
Dabei bezeichnet ßv die Zelle von v, d.h. die Menge aller Dreiecke in ß mit Eckpunkt v.
Abb. 3: Mögliche Einfärbungen der Triangulierungen"ß1 und ß2.
Abb. 4: Nicht einfärbbare Triangulierung mit Knoten vom Grad 4.
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Beispiele 3.2:
• Die regelmäßigen Rechteckszerlegungen ßI und ß2mit einer bzw. zwei Diagonalen in
jedem Rechteck repräsentieren den schlechtesten Fall, da alle inneren Knoten geraden
Grad besitzen und somit berücksichtigt werden müssen. Eine mögliche Einfärbung
dieser Triangulierungen zeigt Abbildung 3.
• Abbildung 4 zeigt eine Triangulierung, die nicht in T liegt. In diesem Beispiel ist es
nicht möglich mehr als zwei mal zwei benachbarte Dreiecke für ßs zu wählen. Damit
ist in mindestens einer Zelle eines inneren Knotens geraden Grades kein Dreieck in
ßs enthalten .
• Abbildung 8 zeigt eine exemplarischen Triangulierung. Für diese Triangulierung kön-
nen geeignete Dreiecke für ßs disjunkt ausgewählt werden, es ist nicht notwendig
zwei benachbarte Dreiecke zu wählen .
• Jede separable Triangulierung ist einfärbbar. Eine Triangulierung ß heißt SEPARA-
BEL, wenn es eine Teilmenge ßo C ß gibt, sodass jeder Knoten der Triangulierung
Eckpunkt genau eines Dreiecks in ßo ist (vgl Nürnberger und Zeilfelder [26]).
Für die Lagrange-Interpolation mit dem Splineraum Sl(ß), ß E T, konstruieren wir nun
eine Menge von Pfaden, die jeden inneren nichtsingulären Knoten v, der Eckpunkt eines
Dreiecks in ßs ist; über eine in v nichtdegenerierte Kante mit einem Randknoten, singulären
Knoten, Knoten ungeraden Grades, der nicht Eckpunkt eines Dreiecks in ßs ist, oder mit
einem Knoten für die zuvor schon ein Pfad konstruiert wurde, verbindet. Sei d := #V(ß),
dann ordnen wir die Knoten der Triangulierung ß. Wir setzen
• Vin := {VI, ... , vn} die Menge aller inneren nichtsingulären Knoten von ß, die Eck-
punkt mindestens eines Dreiecks in ßs sind,
• Vn+l, ... , Vm alle inneren Knoten ungeraden Grades, die nicht Eckpunkt eines Dreiecks
in ßs sind,
• Vm+l, , vp alle singulären Knoten der Triangulierung,
• Vp+l, , Vt, t > p alle Randknoten von ß, die Eckpunkt mindestens eines Dreiecks in
ßs sind, und
• Vt+l, ... , Vd im Uhrzeigersinn alle Randknoten von ß, die nicht Eckpunkt eines Drei-
ecks in ßs sind. Dabei ist Vt+l ein benachbarter Knoten eines Knotens vp+l, ... , Vt.
Für zwei benachbarte Dreiecke Tl = ß(VI, V2, u), T2 = ß(VI, V2, w) E ßs gilt: Ist Vi, i E
{I, 2} eine innerer, nichtsingulärer Knoten, und gibt es keine Kante der Triangulierung mit
Endpunkt Vi, die in Vi nichtdegeneriert ist, und die nicht auf Tl U T2 liegt, so definieren
wir Vi als NICHT NORMAL und wählen für diesen Knoten keinen Pfad (vgl. Abbildung 6).
Andernfalls bezeichnen wir Vi als NORMAL.
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Wir definieren nun geeignete Pfade und ordnen dadurch zusätzlich die Knoten in \!in' Sei
dazu Vok = V(ß) \ \!in'
Algorithmus 3.3:
Sei # \!in = n E lN. Dann wähle einen normalen Knoten Vn E \!in, für den es eine in Vn
nichtdegenerierle Kante a gibt, die Vn mit einem Knoten in ~k verbindet. Markiere die
Kante a als Pfad von Vn, setze Vok = ~k U {vn} sowie \!in = \!in \ {vn} und fahre mit der
Auswahl von Vn-l fort.
Da alle Dreiecke bzw. Paare von Dreiecken in ßs disjunkt liegen, d.h. keine gemeinsa-
men Eckpunkte besitzen, gibt es LA. immer genügend Alternativen zur Festlegung einer
nicht degenerierten Kante als Pfad. Es existieren jedoch Ausnahmesituationen, in denen bei
sehr speziellen Konstellationen von Kanten und Knoten keine geeigneten Pfade festgelegt
werden können. Abbildung 5 zeigt einige Beispiele solcher Konstellationen. In allen Fäl-
len sind für die drei inneren Knoten, die Eckpunkt eines Dreiecks in ßs sind jeweils zwei
Kanten in diesem Knoten degeneriert. Daher können hier Pfade nur zyklisch, nicht aber
zu einem Knoten in ~k gewählt werden. Um solche Ausnahmefälle zu vermeiden fordern
wir als zusätzliche Bedingung an die Triangulierungen ß E T, dass jedes Dreieck T E ß
mindestens einen Eckpunkt v besitzt, für den weniger als zwei in v degenerierte Kanten in
E(ß) existieren. -
Abb. 5: Konstellationen ohne Möglichkeit für Pfade.
4. Lagrange-Interpolation
Unter Verwendung der in Abschnitt 3 definierten Pfade, der festgelegten Reihenfolge der
Knoten der Triangulierung, sowie der Teilmenge ßs C ß konstruieren wir nun Lagrange-
Interpolationsmengen für die Splineräume Sl (ß) auf Triangulierungen ß E T .Ein Dreieck
T = ß(u, v, w) E ß heißt RANDDREIECK der Triangulierung, falls u, v, w E VB(ß). Wir
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Abb. 6: Konstellationen mit nicht normalen Knoten v.
konstruieren zunächst Lagrange-Interpolationsmengen auf Triangulierungen ß E 7 oh-
ne Randdreiecke, und wählen anschließend in jedem Randdreieck genau sechs zusätzliche
Punkte zur eindeutigen Interpolation mit P2 (vgl. Nürnberger und Zeilfelder [22]).
Für einen Knoten Vi E V(ß), i E {I, ... , d}, mit Grad(vi) = ni sei Vi im Uhrzeiger-
sinn verbunden mit den Knoten Vi,j, j = 1, ... , ni durch Kanten ei,j = [Vi, Vi,j]. Ferner
sei di,j für j = 1, ... , ni ein Einheitsvektor entlang der Kante ei,j und ßVi = {1i,j =
ß(Vi, Vi,j, vi,j+d, j = 1, ... , nil, Vi,n+l = Vi,l die Zelle um Vi (vgl. Abbildung 2). Für einen
Randknoten entfalle das Dreieck1i,ni' Falls vorhanden, sei ei,ri' ri E {I, ... , nil der Pfad
von Vi. Wir wählen folgende Interpolationspunkte:
1.) 15 Punkte zur eindeutigen Interpolation mit P4, auf jedem einzelnen Dreieck in ßs;
2.) für zwei benachbarte Dreiecke Tl = ß(Vl, V2, Va), T2 = ß(Vl, V2, V4) E ßs genau 15
Punkte wie in 1. auf Tl, V4, je einen Punkt im Innern von [VI, V4], [V2,V4] und von
T2, sowie einen weiteren Punkt im Innern von [VI, V4] bzw. [V2,V4], falls VI bzw,v2
normal ist;
3.) genau einen Punkt im Innern jeder Kante in E(ß), die nicht auf einem Dreieck in
ßs liegt, und die kein Pfad ist;
4.) Für jeden Knoten Vi = VI, ... , Vd wähle drei Punkte wiefolgt:
- Vi, je einen Punkt im Innern zweier Kanten ei,jl' ei,h =I ri, falls ßVi nßs = 0,
und für Vi noch keine Punkte gewählt wurden,
- für j = 1, ... , ni wähle Vi,j, einen Punkt auf ei,j und einen Punkt auf einer
Kante [Vi,j-l, Vi,j], [Vi,j, Vi,j+l], die kein Pfad ist, falls für Vi,j E ßVi \ V(ßs) noch
keine Punkte gewählt wurden. Sind [vi,i-l, vi,i], [Vi,i, Vi,j+l] beides Pfade mit
Vi,j-l = vp. und vi,i+l = VA' J-t < A so wähle den dritten Interpolationspunkt im
Innern von [vi,i-l, Vi,j] (vgl. Abbildung 7);
5.) einen Punkt im Innern von T = ß(v, Wl, W2) E ß, für jeden Knoten V E VB(ß) \
V(ßs), wobei Wl E V[(ß), W2 E VB(ß).
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Abb. 7: Lagrangepunkte von 3.) • und 4.) • für einer Zelle.
Sei ß E rund L die Menge alle oben gewählter Interpolationspunkte.
Theorem 4.1:
L ist eine Lagrange- Interpolationsmenge für den Splineraum Sl (ß) .
Beweis:
Wir zeigen zunächst, dass #L = dim(Sl(ß)). In L enthalten sind
• drei Punkte für jeden Knoten (1.), 2.), 4.)),
• ein Punkt für jede Kante, die kein Pfad ist, sowie genau ein zusätzlicher Punkt im
Innern eines Dreiecks in ßs, für jede Kante, die ein Pfad ist (1.),2.),3.)),
• ein Punkt für jeden Randknoten (1.)~2.), 5.)), und
• ein Punkt für jeden inneren singulären Knoten (1.), 2.)).
Also gilt
#L = 3. #V(ß) + #E(ß) + #VB(ß) + (J
= 3 ~#V(ß) + (3. #V[(ß) + 2. #VB(ß) - 3) + #VB(ß) + (J
= 6 .#V(ß) - 3 + (J
= dim(Sl(ß)).
Somit reicht es zu zeigen, dass das homogene Interpolationsproblem nur trivial lösbar
ist. Sei also s E Si (ß) definiert durch slT = p[T] E P4 für alle T E ß und es gelte
s(z) = 0 für alle z E L. In jedem einzelnen Dreieck T E ßs gilt nach Voraussetzung
p[T] = 0 da p[T] eindeutige Lösung des homogenen Interpolationsproblems auf T ist. Seien
Tl = ß(Vl, V2, V3), T2 = ß(Vl, V2, V4) E ßs zwei benachbarte Dreiecke in ßs, dann gilt mit
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analogem Argument p[Tl] = O.Sind Vlund V2 normal, so folgt mit den Interpolationspunk-
ten auf den Kanten von T2 und der Cl-Stetigkeit über der Kante [Vl,V2] die Existenz eines
Polynoms q E Po, sodass sich p[T2] schreiben läßt als
p[T2](z) = l~ ,l2 .l3 . q(z), z E T2,
wobei h eine Gerade durch [VI, V2] ist, und lj, j = 2,3 Geraden durch anderen beiden
Kanten von T2 sind. Der Interpolationspunkt im Innern von T2 impliziert q = 0 und damit
p[T2] = O.Sei jetzt o.B.d.A. Vl nicht normal, V2 normal (alle anderen Fälle werden analog
bewiesen). Wir setzen ei := [Vl,Vi] für i = 2, ...,4 und di, i = 2, ...,4 einen Einheitsvektor
entlang der Kante ei. Durch die Cl-Stetigkeit über der Kante e2 ist sowohl P~~4 (vd als
auch p~~ (Vl) gleich Null. Dabei ist dein Einheitsvektor entlang der benachbarten Kante
e von e4 im Endpunkt Vl (Für Grad( Vl)= 3 ist e = e3, für Grad( vd E {4, 5} ist e eine in
Vl degenerierte Kante (vgl. Abbildung 6).). Mit der Cl-Stetigkeit über der Kante e4 folgt
daraus p~2](Vl). Mit analoger Argumentation wie für Vl normal impliziert dies p[T2] = O.
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Wir betrachten nun die Knoten Vi, i = 1, ..., d in der gegebenen Reihenfolge und zeigen
DWp[T](Vi) = 0 für iv = 0, ...,2 und alle Dreiecke T mit Eckpunkt Vi' Sei für Vl, ...,Vi-l
die Aussage bereits bewiesen, dann betrachten wir die Zelle ßVi' Sei dazu Vi im Uhrzei-
gersinn verbunden mit den Knoten Vi,j, j = 1, ...., ni durch Kanten ei,j = [Vi, Vi,j], di,j
ein Einheitsvektor entlang der Kante ei,j und Ti,j = ß(Vi, Vi,j, vi,j+d, vi,ni+l = Vi,l' Für
einen Randknoten Vi entfalle das Dreieck 1i,ni' Die Interpolationspunkte in 3.), 4.) sowie
Vi,jl' vi,h E ßs bzw. den Punkten in 4.) implizieren mindestens fünf Nullstellen für die
univariaten Polynome sie .. , Sie-. E TI4, und damit sie.. = Sie.. = O. Für den C2-Ring
~,Jl ~,Jl ~,J1 ~,Jl
von Vi unterscheiden wir sechs Fälle.
Fall 1: Vi E VI (ß) ist singulär;
Es gelte o.B.d.A. Ti,l E ßs bzw. 1i,1,1i,2 E ßs' Mit den in 3.) und 4.) gewählten Inter-
polationspunkten folgt sie .. = 0 für j = 1, ...,4, also insbesondere p~~,j](Vi) = O. Aus
~,J i,j
pfi,~. (Vi) = 0 folgt mit der Cl-Stetigkeit über den in Vi degenerierten Kanten, dass
~,l ~,2
[Ti,j] () - 0 . - 2 4 D' . 1" tPdi,jdi,j+1 Vi - , J - , ... , . les lmp IZler
j = 1, ... ,4, w = 0, ... ,2.
Fall 2: Vi E VI(ß) ist normal, ßVi n ßs =f. 0;
Es gelte o.B.d.A. 1i,1 E ßs bzw. 1i,1,1i,2 E ßs' Aus p[Ti,l] = 0 und der Cl-Stetigkeit über
den Kanten ei,j folgt DWp['li,j] (Vi) = 0 für w = 0, 1, j = 1, ...ni. Sei ei,n r E {3, ..., nil der
Pfad von Vi, dann folgt mit den Interpolationspunkten in 3.) und 4.), dass sie.. - 0 für
~,J
j = 1, ..., ni, j =f. r, also insbesondere p~i:j](Vi) = 0 für alle j =f. r. Die Cl-Stetigkeit über
~,J
den Kanten eij impliziert pT~~.. (Vi) - 0 für alle j = 1, ..., ni und damit Pd[~i,r](Vi) = O.
, ~,J l,J+l i,r
Insgesamt ergibt sich
DWp[Ti,j](Vi) = 0, j = 1, ... , ni, W = 0, ... ,2.
Fall 3: Vi E V1(ß) ist nicht normal;
Es gelte o.B.d.A. Ti,l E ßs bzw. 1i,1, Ti,2 E ßs' Analog Fall 2 gilt DWp[Ti,j](Vi) = 0 für
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w = 0,1, j = 1, ...ni. Die Interpolationspunkte in 3.) und 4.) implizieren sie .. = 0 für
~,J
. 1 . -I- al . b d [~..]( ) .J = , ...,ni, J -;-r, so Ins eson ere Pd~~:JVi = 0, r # J = 1, ... , ni. Aus der Cl-Stetigkeit
~,J
über den Kanten ei,j folgt pfi:~.. (Vi) = 0, j = 2, ... , ni. Die Cl-Stetigkeit über der Kante
~,J ~,J+l
. [Ti,j] () [Ti,j] () o. 1.. [Ti 3] ( ) d d ..
er, SOWIePdi,r-ldi,r Vi = Pdi,rdi,r+l Vi = Imp IZIeren Pd~' Vi = 0, un amIt Insgesamt
~,r
j = 1, ... ,ni, W = 0, ... ,2.
Fall 4: Vi E V[(ß), ßVi nßs = 0;
Die Interpolationspunkte in 4.) sowie die Cl-Stetigkeit über den Kanten ei,j implizieren
DWp[Ti,j](Vi) = 0 für W = 0,1, j = 1, ...ni. Aus den Interpolationspunkten in 3.) und 4.)
folgt Slei,j = 0 für j = 1, ... ,ni, also insbesonderep~:j](vi) = O. Da Grad(vi) ungerade ist,.
~,J
folgt nach Lemma 2.3, dass Pd[~:Jd.].. (Vi) = 0, j = 1, ... , n. Damit gilt
~,J ~,J+l
DWp[Ti,j](Vi) = 0, j = 1, ... , ni, W = 0, ... ,2.
Fall 5: Vi E VB(ß), ßVi n ßs # 0;
Es gelte o.B.d.A. 1i,1 E ßs bzw. 1i,1, Ti,2 E ßs. Aus p[1i,d = 0 folgt mit der Cl-Stetigkeit
über den Kanten ei,j, dass DWp[Ti,j](Vi) = 0 für W = 0,1, j = 1, ...,ni - 1. Die Interpolati-
onspunkte in 3.) und 4.) implizieren sie.. = 0, j = 1, ... , ni, also insbesondere p~,j](Vi) = 0,
hJ i,j
j = 1, ... , ni. Aus pfi,~. (Vi) = 0 folgt mit der Cl-Stetigkeit über den Kanten ei,j schließlich,
~,l ~,2
d [Ti,j] () - 0 . - 2 S. t .ltass Pdi,jdi,j+1 Vi - , J ~ , ..., n. oml gl
DWp[Ti,j](Vi) = 0, j = 1, ... , ni, W = 0, ... ,2.
Fall 6: Vi E VB(ß), ßVi nßs = 0;
Die Interpolationspunkte in 3.) und 4.) implizieren sie .. = 0, j = 1, ... , ni, also insbesondere
~,J
p~~i:j](Vi) = 0, j = 1, ... , ni. Mit der Cl-Stetigkeit im Knoten Vi folgt DWp[Ti,j](Vi) = 0 für
~,J
W = 0,1 und alle Dreiecke mit Eckpunkt Vi. Aus dem zusätzlichen Interpolationspunkt in
5.) auf 1i,1, sowie den Punkten in 4.) und den Interpolationsbedingungen in den beiden
anderen Eckpunkten von 1i,1 folgt p[Ti,d = o. Der Rest des Beweises von Fall 6 verläuft
analog dem Beweis von Fall 5.
Für alle Knoten V E V(ß) gilt damit DWp[T](v) = 0, W
mit Eckpunkt v. Die impliziert S = O. 0, ... , 2 und alle Dreiecke T
#
Beispiel 4.2:
Abbildung 8 zeigt eine exemplarische Triangulierung ß mit einer Einfärbung und einer
möglichen Reihenfolge der inneren Knoten. Die dick eingezeichneten Kanten entsprechen
den Pfaden der Knoten von Vin, die markierten Punkte bilden eine Lagrangeinterpolati-
onsmenge für den Splineraum Sl (ß).
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v~ ~l V@ V~
Abb. 8: Geeignete Pfade und Interpolationspunkte für eine exemplarische Triangulierung.
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