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Abstract
Crowdsourcing platforms emerged as popular venues for purchasing human intelligence at low cost for
large volume of tasks. As many low-paid workers are prone to give noisy answers, a common practice is
to add redundancy by assigning multiple workers to each task and then simply average out these answers.
However, to fully harness the wisdom of the crowd, one needs to learn the heterogeneous quality of each
worker. We resolve this fundamental challenge in crowdsourced regression tasks, i.e., the answer takes
continuous labels, where identifying good or bad workers becomes much more non-trivial compared to a
classification setting of discrete labels. In particular, we introduce a Bayesian iterative scheme and show
that it provably achieves the optimal mean squared error. Our evaluations on synthetic and real-world
datasets support our theoretical results and show the superiority of the proposed scheme.
1 Introduction
Crowdsourcing systems provide a labor market where numerous pieces of classification and regression tasks
are electronically distributed to a crowd of workers, who are willing to solve such human intelligence tasks
at a low cost. However, because the pay is low and the tasks are tedious, error is common even among
those who are willing. This is further complicated by abundant spammers trying to make easy money with
little effort. To cope with such noise in the collected data, adding redundancy is a common and powerful
strategy widely used in real-world crowdsourcing. Each task is assigned to multiple workers and these
responses are aggregated by inference algorithms such as averaging (for real-valued answers) or majority
voting (for categorial answers). As workers’ qualities are heterogeneous, such simple approaches can be
significantly improved upon by re-weighting the answers from reliable workers. Here, the fundamental
challenge is identifying such workers, which requires estimating ground truth answers and vice-versa. Our
focus is solving this inference problem, when neither true answers nor worker reliabilities are known.
For a simpler problem of classification tasks, where each task asks a worker to choose one label from a discrete
set, significant advances have been made in the past decade (Karger et al., 2011; Liu et al., 2012; Khetan
and Oh, 2016; Shah et al., 2016; Zhou et al., 2015; Zhang et al., 2014) based on the model proposed in
the seminal work of (Dawid and Skene, 1979). Deep theoretical understanding of the model under a simple
but canonical case of binary classification has led to the design of powerful inference algorithms, which
significantly improve upon the common practice of majority voting on real-world datasets. However, neither
the model nor the algorithms generalize to regression tasks, where each task asks for a continuous valued
assessment, and possibly in multiple dimensions. Despite of the significance of the crowdsourced regression
evidenced by the empirical studies (Everingham et al., 2015; Su et al., 2012; Deng et al., 2009; De Alfaro
and Shavlovsky, 2014; Piech et al., 2013), the theoretical understanding of the crowdsourced regression has
remained limited.
To bridge this gap, we take a principled approach on this crowdsourced regression problem to theoretically
investigate the tradeoff involved. More precisely, we ask the fundamental question of how to achieve the
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best accuracy given a budget constraint, or equivalently how to achieve a target accuracy with minimum
budget. As in typical crowdsourcing systems, we assume we pay a fixed amount for each response, and thus
the budget per task is proportional to the redundancy: how many answers we collect for each task.
Contribution. Inspired by the simplicity of the model in (Dawid and Skene, 1979) for crowdsourced
classification, we propose a simple, yet effective model for crowdsourced regression. We introduce a Bayesian
Iterative algorithm (BI) to solve the inference problem efficiently. We provide an upper bound on the error
achieved by the proposed BI (Theorem 1) that captures (i) the fundamental tradeoff between redundancy and
the accuracy, and (ii) the performance loss due to the difficulty in estimating workers’ reliability. Further,
we prove that it is information theoretically impossible for any other algorithm to improve upon BI. This
is achieved by coupling the proposed inference algorithm with a carefully constructed oracle estimator, and
showing that there is no gap in the performance between those two algorithms (Theorem 2). Such strong
guarantees are only known for a few other cases even under more strict assumptions (which we discuss later).
Finally, in numerical evaluation, we confirm our theoretical findings on synthetic and real-world datasets.
Related work. Crowdsourcing systems are widely used in practice for a variety of real-world tasks such as
protein folding (Peng et al., 2013), searching videos (Bernstein et al., 2011; Salvo et al., 2013), ranking (Lee
et al., 2012), peer assessment (Piech et al., 2013; Goldin and Ashley, 2011) and natural language processing
(Wu et al., 2012). However, recent theoretical advances have been focused on crowdsourced classification
tasks to (a) design algorithms for aggregating answers from multiple workers on the same task; (b) analyze
the performance achieved by such algorithms; and (c) identify and compare against the fundamental limit
(Karger et al., 2011, 2013; Ghosh et al., 2011; Zhang et al., 2014; Ok et al., 2016; Zhou et al., 2012; Dalvi
et al., 2013; Liu et al., 2012; Karger et al., 2014). In this paper, we theoretically investigate these fundamental
questions for crowdsourced regression.
There has been several novel algorithms recently proposed for the crowdsourced regression. Raykar et al.
(2010) proposed a probabilistic model and a corresponding maximum likelihood estimator, but no supporting
theoretical or empirical analysis is provided (as the estimator is intractable). Zhou et al. (2015) propose a
heuristic of quantizing the continuous valued answers and reducing it to discrete models, i.e. crowdsourced
classification. On top of being sensitive to hyperparameter choices such as the quantization level, treating
the answers as categories loses the fundamental aspect that the answers are given in a metric space where
distances are well-defined.
A related work is (Liu et al., 2013), in which the authors provide a theoretical understanding in a semi-
supervised setting. All workers are first asked golden questions with known answers, which is used to estimate
all unknown parameters of the workers. Then, they are assigned to tasks with unknown answers, and their
responses are aggregated using the estimated parameters. As this two phase approach completely de-couples
the uncertainty in worker parameters and task answers, the analysis is extremely simple and is not applicable
to our unsupervised setting.
Finally, we remark that the proposed algorithm BI is a variant of the popular Belief propagation (BP).
Although BP enjoys numerous empirical successes in various fields (Jordan, 2004), its theoretical analysis
has been limited to a few instances including community detection (Mossel et al., 2014) and error correcting
codes (Kudekar et al., 2013). In particular, those analyses showing the optimality of loopy BP (Mossel
et al., 2014; Ok et al., 2016) are limited to cases where the corresponding factor graph has only factor degree
two. Our main result (Theorem 2) extends the horizon of such cases where BI provably finds the optimal
inference under an arbitrary factor degree while the regression problem is more challenging to analyze than
the discrete models studied in (Mossel et al., 2014; Ok et al., 2016) as the regression error is unbounded.
2 Problem Formulation
2.1 Crowdsourced Regression Model
The task requester has a set of n regression tasks, denoted by V = {1, . . . , n}, where task i ∈ V is associated
with the true position µi ∈ Rd. To estimate these unknown true positions, we assign the tasks to a set
of m workers, denoted by W = {1, . . . ,m} according to a bipartite graph G = (V,W,E), where edge
(i, u) ∈ E indicates that task i is assigned to worker u. We also let Nu := {i ∈ V : (i, u) ∈ E} and
2
Mi := {u ∈ W : (i, u) ∈ E} denote the set of tasks assigned to worker u and the set of workers to whom
task i is assigned, respectively.
When task i is assigned to worker u, she provides her estimation/guess Aiu ∈ Rd for the true location µi. Each
worker u is parameterized by her noise level σ2u, such that the response Aiu suffers from an additive spherical
Gaussian noise with variance σ2u. Precisely, conditioned on µi and σ
2
u, Aiu is independently distributed with
Gaussian pdf fAiu(x |µi, σ2u) = φ(x |µi, σ2u) := exp(−‖x− µi‖22/(2σ2u))/
√
(2piσ2u)
d.
We assume that each worker u’s variance σ2u is independently drawn from a finite set S = {σ21 , ..., σ2S}
uniformly at random. We further assume that the true position µi is independently drawn from a Gaussian
prior distribution φ(x | νi, τ2) for given mean νi ∈ Rd and variance τ2 ∈ (0,∞), which can be interpreted as
a side information on true positions. Note that we just take the Gaussian prior for the simple expression
and our analysis can be generalized to other distributions, e.g., a uniform distribution on a Euclidean ball.
Our analysis is valid for arbitrarily large τ , i.e., no prior information, and our numerical experiments assume
no knowledge of the prior distribution by taking τ → ∞. Theoretical understanding of such a simple but
canonical model allows us to characterize the tradeoffs involved and provides guidelines for designing practical
algorithms.
2.2 Optimal but Intractable Algorithm
Under the crowdsourcing model, our goal is to design an efficient estimator µˆ(A) ∈ Rd×V of the unobserved
true position µ from the noisy answers A := {Aiu : (i, u) ∈ E} reported by workers. In particular, we are
interested in minimizing the average of (expected) mean squared error (MSE), i.e.,
minimize
µˆ:estimator
1
n
∑
i∈V
E[MSE(µˆi(A))] (1)
where we define MSE(µˆi(A)) := E[‖µˆi(A)− µi‖22 |A] as the MSE conditioned on A. Using the equality
(µˆi(A)− µi) = (µˆi(A)− E[µi |A]) + (E[µi |A]− µi) , it is straightforward to check that for each i ∈ V , MSE
is minimized at the Bayesian estimator µˆ∗i (A) := E[µi |A], which is
µˆ∗i (A) =
∑
σ2Mi
∈SMi
µ¯i
(
Ai, σ
2
Mi
)
P[σ2Mi |A] (2)
where we let Ai := {Aiu : u ∈ Mi} and µ¯i(Ai, σ2Mi) := E[µi |Ai, σ2Mi ] = σ¯2i
(
σ2Mi
)
(νi/τ
2 +
∑
u∈Mi Aiu/σ
2
u)
with σ¯2i (σ
2
Mi
) := (1/τ2 +
∑
u∈Mi 1/σ
2
u)
−1. We provide a derivation of this formula in the supplementary
material. The calculation of the marginal posterior P[σ2Mi |A] is computationally intractable in general. More
formally, the marginal posterior of σ2Mi can be calculated by marginalizing out σ
2
−i := {σ2v : v ∈ W \Mi}
from the joint probability of σ2, i.e.,
P[σ2Mi |A] =
∑
σ2−i∈SW\Mi
P[σ2 |A] (3)
which requires exponentially many summations with respect to m. Thus, the optimal estimator µˆ∗(A) in
(2), requiring the marginal posterior P[σ2Mi |A] in (3), is computationally intractable in general.
3 Iterative Bayesian Learning
We now introduce a computationally tractable scheme, the Bayesian iterative (BI) algorithm, and provide
its theoretical guarantees under the crowdsourced regression model. For its analytic tractablity, we consider
a popular assignment scheme, referred to as (`, r)-regular task assignment, widely adopted in crowdsourcing
(Karger et al., 2011; Ok et al., 2016). The assignment graph G is a random (`, r)-regular bipartite graph
drawn uniformly at random out of all (`, r)-regular graphs, where each task is assigned to ` workers and
each worker is assigned r tasks. Nevetheless, we remark that the BI algorithm is applicable to any (even,
non-regular) task assignments.
3
3.1 Bayesian Iterative (BI) Algorithm
We first factorize the joint probability of σ2 in (3) as
P[σ2 |A] ∝
∏
i∈V
Ci
(
Ai, σ
2
Mi
)
where Ci(Ai, σ2Mi) :=
(
σ¯2i (σ
2
Mi
)
τ2
∏
u∈Mi2piσ
2
u
)d
2
e−Di(Ai,σ
2
Mi
), and Di(Ai, σ2Mi) :=
σ¯2i (σ
2
Mi
)
2
( ∑
u∈Mi
‖Aiu−νi‖22
σ2uτ
2 +
∑
v∈Mi\{u}
‖Aiu−Aiv‖22
σ2uσ
2
v
)
.
We provide a derivation of this formula in the supplementary material. This factorization of the joint
probability of σ2 given A forms a factor graph (Jordan, 1998) where each worker u’s variance σ2u and each
task i correspond to a variable and a local factor Ci(Ai, σ2Mi) on the set of workers, Mi, to whom task i is
assigned, respectively. This probabilistic graphical model motivates us to use the popular (sum-product)
belief propagation (BP) algorithm (Pearl, 1982) on the factor graph of P[σ2|A] to approximate the intractable
computation of P[σ2Mi |A] in (3). However, BP is typically used for approximating the marginal probability
of a single variable σ2u, while we need the marginal probability of a subset of variables σ
2
Mi
depending on
each other. Hence, to approximate the optimal Bayesian estimator in (2), we build upon BP and propose an
iterative algorithm (BI) updating belief bi(σ
2
Mi
) from messages mi→u and mu→i between task i and worker u:
mt+1i→u(σ
2
u) ∝
∑
σ2
Mi\{u}
Ci(Ai, σ2Mi)
∏
v∈Mi\{u}
mtv→i(σ
2
v) (4)
mt+1u→i(σ
2
u) ∝
∏
j∈Nu\{i}
mt+1j→u(σ
2
u) (5)
bt+1i (σ
2
Mi) ∝ Ci(Ai, σ2Mi)
∏
u∈Mi
mt+1u→i(σ
2
u) (6)
where we initialize the messages with a trivial constant 1/|S| and normalize the messages and beliefs so that∑
σ2u
mti→u(σ
2
u) =
∑
σ2u
mtu→i(σ
2
u) =
∑
σ2Mi
bti(σ
2
Mi
) = 1. At the end of k iterations, as an approximation of the
optimal Bayesian estimator in (2), we estimate µˆBI(k)(A) using (2) with belief bki (σ
2
Mi
) as an approximation
of P[σ2Mi |A]. Formally,
µˆ
BI(k)
i (A) :=
∑
σ2Mi
∈SMi
µ¯i(Ai, σ
2
Mi)b
k
i (σ
2
Mi) . (7)
Although the messages and their updates are the same as those of the typical BP, we use a specific form of
belief in (6) for approximating the marginal probability of a subset of dependent variables. This allows us to
provide sharp performance guarantees in Section 3, while the typical BP for single variable marginalization
has little known provable guarantees.
We note that if the factor graph is a tree, i.e., having no loop, then it is not hard to check that the iterative
algorithm calculates the exact value of the marginal posterior of multiple variables σ2Mi since
P[σ2Mi |A] ∝ Ci(Ai, σ2Mi)
∏
u∈Mi
P[σ2u |A−i]
where A−i := A \ Ai. More formally, if the assignment graph G is a tree from task i with depth 2k, then
we have bti(σ
2
Mi
) = P[σ2Mi |A] for all t ≥ k. However, for general graphs with loops, the typical BP has no
guarantee on neither the approximation error nor the convergence of BP while it has been successfully applied
to many applications (Murphy et al., 1999; Yanover et al., 2006). Perhaps surprisingly, we can analytically
explain such empirical success for crowdsourced regression with strong guarantees in the following section.
3.2 Quantitative Performance Guarantee
We first present a performance guarantee of BI estimator that is close to that of an oracle estimator. The
proof is in Section 4.1.
4
Theorem 1. Consider the crowdsourced regression model with S = {σ21 , ..., σ2S} and a random (`, r)-regular
graph G consisting of n tasks and (`/r)n workers. For given ε, σ2min, σ
2
max > 0 and ` ≥ 2, if (i) |σ2s −σ2s′ | > ε
and σ2min ≤ σ2s ≤ σ2max for all 1 ≤ s 6= s′ ≤ S, and (ii) 2 ≤ r, k ≤ log log n, then for sufficiently large n, BI
in (7) with k iterations achieves
E
[
1
n
∑
i∈V
MSE(µˆ
BI(k)
i (A))
]
≤ d
n
∑
i∈V
E
[
σ¯2i
(
σ2Mi
)]
(8a)
+ E`,S`1/4
(
4 exp
(
− ε
2r
8(8ε+ 1)σ2max
)
+ 2−k
)1/4
(8b)
where E`,S := 2d( 1τ2 + `σ
2
max
σ4min
)( 1τ2 +
`
σ2min
)−2 and the expectation is taken w.r.t. G and A.
We provide three interpretations of Theorem 1. First, consider an oracle estimator that knows the hidden
variances σ2u’s and makes optimal inference as µˆ
ora
i (A, σ
2) := E[µi |A, σ2] = µ¯i
(
Ai, σ
2
Mi
)
. This gives the MSE
of µˆorai (A, σ
2):
E
[
1
n
∑
i∈V
MSE(µˆorai (A, σ
2))
]
=
d
n
∑
i∈V
E
[
σ¯2i
(
σ2Mi
)]
.
Note that the oracle estimator µˆora always outperforms even the optimal estimator µˆ∗ in (2), providing a
lower bound on the MSE of any estimator. This coincides with (8a) in our bound, implying that the gap
(8b) to the oracle performance (8a) quantifies the difficulty in identifying reliable workers. We stress that
considering a weaker oracle that captures the difficulty in estimating worker reliability, should give a tighter
lower bound than (8a). This is stated precisely in the following section (see Theorem 2).
Second, for sufficiently large n, when the number r of per-worker tasks and the total iterations k grow with
n, the performance of BI quickly approaches that of the oracle estimator, as (8b) vanishes exponentially.
This is because under (`, r)-regular task assignment, for increasing r with the total number of tasks n, the
iterative algorithm accurately infers all workers’ variances and thus optimally estimates the true positions µ.
Note that the above performance limit holds for any r = ω(1), implying that a reasonable number of tasks
per worker is enough to achieve a performance close to the oracle bound.
Third, we compare BI with simple averaging, i.e., µˆavgi (A) :=
∑
u∈Mi Aiu/|Mi|, which achieves
E
[
1
n
∑
i∈V
MSE(µˆavgi (A))
]
=
d
n
∑
i∈V
E
[∑
u∈Mi σ
2
u
|Mi|2
]
.
Note that E[MSE(µˆavgi (A))] increases proportionally to the arithmetic mean of variances of workers assigned
to each task, while E[MSE(µˆBI(k)i (A))] is proportional to the harmonic mean of variances of workers and
prior, i.e., E[MSE(µˆavgi (A))] ≥ E[MSE(µˆBI(k)i (A))]. This gap can be made arbitrarily large by increasing the
difference between the maximum and minimum variances of workers. For example, if a single worker u ∈Mi
assigned to task i has high accuracy, i.e., σ2u ' 0, and the others’ variances are x’s, then E[MSE(µˆavgi (A))] '
(d/|Mi|)x but E[MSE(µˆBI(k)i (A))] ' 0. Hence, the existence of a single worker with high precision in each task
can reduce MSE significantly. Our estimator iteratively refines its belief and identifies those good workers,
when r is sufficiently large.
3.3 Relative Performance Guarantee
We present the relative performance of BI by comparing to the optimal estimator, in particular, when the
quantitative guarantee in Theorem 1 is not tight, i.e., r is small and thus estimating reliability is difficult.
Theorem 2. Consider the crowdsourced regression model with S = {σ2min, σ2max} and a random (`, r)-regular
graph G consisting of n tasks and (`/r)n workers. For given ε > 0 and `, there exists a constant C`,ε,
5
depending on only ` and ε, such that if (i) σ2min + ε ≤ σ2max ≤ 2σ2min, and (ii) C`,ε ≤ r ≤ log log n, then BI
in (7) with k = log log n iterations achieves
E
[
1
n
∑
i∈V
(
MSE(µˆ∗i (A))−MSE(µˆBI(k)i (A))
)]
→ 0 (9)
as n→∞. The expectation here is taken w.r.t. the distribution of G and A.
This result is not directly comparable to Theorem 1 as it applies to different regimes of the parameters.
The oracle optimality gap (8b) does not vanish for finite ` and r. This is perhaps because the oracle is too
strong to compete against when ` and r are small. Hence, to obtain the tight result in (9), we construct
a more practical lower bound on the optimal estimator in (3) that takes account of the worker reliability
estimation. We use the fact that the random (`, r)-regular bipartite graph has a locally tree-like structure
with depth k ≤ log log n and our message update is exact on the local tree (Pearl, 1982). By revealing the
ground truths at the boundary of this local tree of depth k, we construct a weaker oracle estimator that
gives a tighter lower bound. We show that the gap between our estimator (without the ground truths at the
boundary) and the weaker oracle vanishes as the tree depth increases. This is made clear by establishing
decaying correlation from the information on the outside of the local tree to the root. A formal proof of
Theorem 2 is presented in Section 4.2.
For the analytic tractability, we need a constant lower bound of r ≥ C`,ε and |S| = 2. Similar conditions are
also required in other BP analysis (Ok et al., 2016; Mossel et al., 2014), while ours is more general in terms
of `, i.e., factor degree since the other analysis made on only factor degree 2 but also more challenging due
to the unboundedness of the regression error. We also assume σ2min + ε ≤ σ2max ≤ 2σ2min. However, this is the
most challenging regime for any inference algorithms since it is hard to distinguish the workers’ variances.
Note that when this assumption is violated, i.e., σmin  σmax, Theorem 1 provides the near-optimality of BI
since the MSE gap between BI and Oracle vanishes as the variance gap increases. The experimental results
in Section 5 indeed suggest the BI’s optimality even when such assumptions are violated.
4 Proofs of Theorems
4.1 Proof of Theorem 1
We start with an upper bound on the conditional expectation of MSE of µˆ
BI(k)
i (A) conditioned on σ
2 = σ˜2 ∈
SW . Let Eσ˜2 be the conditional expectation given σ2 = σ˜2. Using Cauchy-Schwarz inequality for random
variables X and Y , i.e., |E[XY ]| ≤ √E[X2]E[Y 2], it is not hard to obtain that (see the supplementary
material for the detailed derivation)
Eσ˜2
[
‖µˆBI(k)i (A)− µi‖22
]
≤ dσ¯2i (σ˜2Mi) + E`,S
(
1− Eσ˜2
[
bki (σ˜
2
Mi)
])1/4
. (10)
To complete the proof, we will obtain an upper bound of the last term in the RHS of (10) using the known
fact that a random (`, r)-regular bipartite graph G is a locally tree-like. Pick an arbitrary task τ ∈ V . Let
Gτ,2k+1 = (Vτ,2k+1,Wτ,2k+1, Eτ,2k+1) denote the subgraph of G induced by all the nodes within (graph)
distance 2k + 1 from root τ . From Lemma 5 in (Karger et al., 2014), we have that for sufficiently large n,
P[Gτ,2k+1 is not tree] ≤ 3(`r)
2k+2
n
≤ 2−k (11)
where the last inequality follows from the choice of r, k ≤ log log n and large n. Thus, we obtain that
E
[
1− Eσ˜2 [bkτ (σ˜2Mτ )]
] ≤ E [1− Eσ˜2 [bkτ (σ˜2Mτ ) |Gτ,2k+1 is a tree]]+ 2−k (12)
where E is taken w.r.t. G and σ2.
Let Aτ,2k+1 := {Aiu : (i, u) ∈ Eτ,2k+1}. The exactness of BI on tree implies that if Gτ,2k+1 is tree, bkτ (σ′2Mτ )
is the likelihood of σ2Mτ = σ
′2
Mτ
given Aτ,2k+1 and thus
1− Eσ˜2 [bkτ (σ˜2Mτ )] = Eσ˜2 [P[σ2Mτ 6= σ˜2Mτ |Aτ,2k+1]]
6
≤
∑
u∈Mτ
Eσ˜2 [P[σ2u 6= σ˜2u |Aτ,2k+1]] (13)
where the inequality is due to the union bound. Hence, it suffices to show that if Gτ,2k+1 is tree, for any
u ∈Mτ , the marginal probability of σ2u concentrated at σ˜2u.
Lemma 1. For given ρ ∈ W , suppose Gρ,2k = (Vρ,2k,Wρ,2k, Eρ,2k) 1 is a (`, r)-regular bipartite graph with
` ≥ 2 and r ≥ 1 and it is a tree rooted from worker ρ with depth 2k ≥ 2. For given ε, σ2min, σ2max > 0,
consider S = {σ21 , ..., σ2S} such that (i) |σ2s − σ2s′ | > ε and σ2min ≤ σ2s ≤ σ2max for all 1 ≤ s 6= s′ ≤ S. Then,
E
[
Eσ˜2
[
P
[
σ2ρ 6= σ˜2ρ |Aρ,2k
]]] ≤ 4e− ε2r8(8ε+1)σ2max
where the inner expectation Eσ˜2 is taken w.r.t. Aρ,2k from the crowdsourced regression model given σ2 =
σ˜2 ∈ SW , and the outer expectation E is taken w.r.t. σ˜2 ∈ SW drawn uniformly at random.
The proof of Lemma 1 is in the supplementary material. Combining (12), (13) and Lemma 1 leads to
E
[
(1− Eσ˜2 [bkτ (σ˜2Mτ )])1/4
]
≤ (1− E[Eσ˜2 [bkτ (σ˜2Mτ )]]) 14
≤
(
4`e
− ε2r
8(8ε+1)σ2max + 2−k
) 1
4
where the first inequality is from the fact that (1−x)1/4 is concave, i.e., E[(1−X)1/4] ≤ (1−E[X])1/4. This
completes the proof of Theorem 1 with (10) because of the arbitrary choice of root task τ ∈ V .
4.2 Proof of Theorem 2
Pick an arbitrary task τ ∈ V . Recalling the exactness of BI on tree, it is clear that in the case of ` = 1,
µˆ
BI(k)
τ (A) is identical to the optimal estimator µˆ∗τ (A). We so focus on ` ≥ 2. Recall that the Bayesian optimal
estimator µˆ∗τ (A) minimizes the MSE given A. However, its analysis is very challenging due to loops in its
corresponding graphical model. To overcome this issue, we use the locally tree like structure of random (`, r)-
regular bipartite graph, again. Intuitively, we will first construct an artificial but (analytically) tractable
estimator outperforming µˆ∗τ (A) in terms of MSE and then we will show the diminishing gap between MSE’s
of BI and the constructed estimator.
Let ∂Wτ,2k+1 be the set of all workers at distance 2k + 1 from root τ in subgraph Gτ,2k+1. Consider an
oracle estimator µˆ
ora(k)
τ (A) of µτ with free access to true variances of leaf-workers ∂Wτ,2k+1, formally defined
as
µˆora(k)τ (A) :=
∑
σ2Mτ∈SMτ
µ¯τ(Aτ , σ
2
Mτ )P[σ
2
Mτ |A, σ2∂Wτ,2k+1 ]
=
∑
σ2Mτ∈SMτ
µ¯i
(
Aτ , σ
2
Mτ
)
P[σ2Mτ |Aτ,2k+1, σ2∂Wτ,2k+1 ]
where for the last equality, we use the conditional independence between Aτ,2k+1 and A \ Aτ,2k+1 given
the additional information σ2∂Wτ,2k+1 . Using the equality (µˆ
∗
τ (A) − µτ ) = (µˆ∗τ (A) − E[µτ |A, σ2∂Wτ,2k+1 ]) +
(E[µτ |A, σ2∂Wτ,2k+1 ] − µτ ), it is not hard to check that µˆ
ora(k)
τ has smaller expected MSE than µˆ∗τ (A), i.e.,
E[MSE(µˆora(k)τ (A))] ≤ E[MSE(µˆ∗τ (A))] ≤ E[MSE(µˆBI(k)τ (A))]. Thus, it is enough to show that as n→∞,
E
[∣∣∣MSE(µˆora(k)τ (A))−MSE(µˆBI(k)τ (A))∣∣∣]→ 0 . (14)
Since the only difference between µˆ
ora(k)
τ (A) and µˆ
BI(k)
τ (A) is the estimation on σ2Mτ , i.e., BI uses b
k
τ (σ
2
Mτ
)
instead of P[σ2Mτ |A, σ2∂Wτ,2k+1 ]. Using Cauchy-Schwarz inequality and some calculus, similarly as (10), we
1We denote by τ ∈ V and ρ ∈W task and worker roots.
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derive an upper bound on the expected difference between MSE’s of µ
ora(k)
τ (A) and µ
BI(k)
τ (A) as follows:
E
[∣∣MSE(µˆora(k)τ (A))−MSE(µˆBI(k)τ (A))∣∣] ≤ E`,S ∑
σ′2Mτ ,σ
′′2
Mτ
∈S`
√
E
[(
Dτ,k(σ′2Mτ , σ
′′2
Mτ
)
)2]
(15)
where Dτ,k(σ
′2
Mτ
, σ′′2Mτ ) := b
k
τ (σ
′2
Mτ
)bkτ (σ
′′2
Mτ
) − P[σ2Mτ = σ′2Mτ |A, σ2∂Wτ,2k+1 ]P[σ2Mτ = σ′′2Mτ |A, σ2∂Wτ,2k+1 ]. We
provide the detailed steps for (15) in the supplementary material. Then, from the same decomposition in
(12), it follows that for each σ′2Mτ , σ
′′2
Mτ
∈ S` and sufficiently large n,
E
[(
Dτ,k(σ
′2
Mτ , σ
′′2
Mτ
)2] ≤ E [Dτ,k(σ′2Mτ , σ′′2Mτ ] ≤ E [ ∣∣Dτ,k(σ′2Mτ , σ′′2Mτ )∣∣ |Gτ,2k+1 is tree]+ 2−k (16)
where the first inequality follows from that 0 ≤ Dτ,k(σ′2Mτ , σ′′2Mτ ) ≤ 1.
Suppose Gτ,2k+1 is tree. Then, the graph subtracted from Gτ,2k+1 to task τ and edges between task τ and
workers in Mτ is partitioned into r sub-trees denoted by {Gρ,2k = (Vρ,2k,Wρ,2k, Eρ,2k) : ρ ∈ Mτ} each of
which is rooted from worker ρ ∈ Mτ with depth 2k in the subtracted graph. From the exactness of BI on
tree, it follows that
bkτ (σ
′2
Mτ ) = P[σ
2
Mτ = σ
′2
Mτ |Aτ,2k+1]
∝ Cτ (Aτ , σ2Mτ )P[σ2Mτ = σ′2Mτ |Aτ,2k+1 \Aτ ]
= Cτ (Aτ , σ2Mτ )
∏
ρ∈Mτ
P[σ2ρ = σ′2ρ |Aρ,2k]
where Aρ,2k := {Aiu : (i, u) ∈ Eρ,2k} and for the last equality, we use the conditional independence among
σ2Mτ given Aτ,2k+1 \Aτ decomposed into Aρ,2k. Similarly, we also obtain
P[σ2Mτ = σ
′2
Mτ |A, σ2∂Wτ,2k+1 ] ∝ Cτ (Aτ , σ2Mτ )P[σ2Mτ = σ′2Mτ |Aτ,2k+1 \Aτ , σ2∂Wτ,2k+1 ]
= Cτ (Aτ , σ2Mτ )
∏
ρ∈Mτ
P[σ2ρ = σ′2ρ |Aρ,2k, σ2∂Wτ,2k+1 ] .
Hence it is enough to show the vanishing correlation of true variances of workers at leaves to inferring the
root worker’s variance. Formally, we provide Lemma 2 that captures a decreasing rate of the correlation.
Lemma 2. Suppose Gρ,2k = (Vρ,2k,Wρ,2k, Eρ,2k) is induced from (`, r)-regular bipartite graph G = (V,W,E)
and it is a tree with depth 2k ≥ 2. Let ∂Wρ,2k be the set of workers at the leaves in Gρ,2k. For given
ε, σ2min, σ
2
max > 0, consider S = {σ2min, σ2max} such that σ2min + ε ≤ σ2max ≤ 2σ2min. Then, for any given
σ˜2 ∈ SW , there exists a constant C`,ε such that if r ≥ C`,ε, then
Eσ˜2
[∣∣∣P[σ2ρ = σ˜2ρ |Aρ,2k, σ2∂Wρ,2k ]− P[σ2ρ = σ˜2ρ |Aρ,2k]∣∣∣] ≤ 2−k (17)
where the expectation is taken w.r.t. A from the crowdsourced regression model given σ2 = σ˜2 and G.
The proof of Lemma 2 is given in the supplementary material. This lemma completes the proof of Theorem 2
with (15) and (16).
5 Experimental Results
We experiment the following five algorithms:
◦ BI is implemented without any prior information on true positions by taking the limit τ → ∞, i.e., it
outputs µBI(A) in (4)–(6) with limτ→∞ Ci(Ai, σ2Mi). Note that our theoretical guarantees on BI still hold
in this regime.
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Figure 1: The average MSE of various algorithms on the synthetic datasets consisting of 200 tasks and
workers with Ssmall = {10, 100, 1000} and Slarge = {10, 100, 5000}; (a)-(b) `= 5 with varying r; (c)-(d) r= 5
with varying `.
◦ NBI is an iterative algorithm of non-Bayesian type. It recursively updating workers’ variances and tasks’
answers based on workers’ consensus. Formally, initialized with σˆ20,u = 1, it estimates µ
NBI(t)
i (A) :=
limτ→∞ µ¯i(Ai, σˆ2t,Mi) and σˆ
2
t+1,u :=
∑
i∈Nu ‖Aiu − µ
NBI(t)
i (A)‖2/|Nu|.
◦ Average just takes the average of workers’ observations without learning workers’ variances, i.e., µavgi (A) :=
1
|Mi|
∑
u∈Mi Aiu.
◦ Strong/Weak-Oracle are two artificial estimators which have free access to workers’ variances σ2. They
would outperform all existing algorithms, even including the optimal estimator. For each task i, Strong-
Oracle uses every worker’s true variance, i.e., µstrongi (A, σ
2) := limτ→∞ E[µi |A, σ2]. Weak-Oracle uses just
the true variances of leaf workers, denoted by ∂Ti, in Breadth-first search tree, denoted by Ti, of root i,
i.e., µweaki (A, σ
2) := limτ→∞ E[µi |A, σ2∂Ti ].
Recall that the true positions µi’s are assumed to be drawn from the spherical Gaussian with mean νi and
variance τ . As νi’s and τ are hard to obtain in practice, in all experiments, we implement BI with no
knowledge on the prior distribution of the true positions of the tasks by taking the limit of BI as τ → ∞.
Note that our theoretical guarantees on BI still hold in this regime.
Our baseline comparisons include the ones with a simple approach of Average and the fundamental lower
bounds from Strong/Weak-Oracle. Strong-Oracle and Weak-Oracle correspond to the fundamental limits that
we compare with BI in Theorems 1 and 2, respectively. As we use the prior distribution in the synthetic
experiments, one may ask about what is the gain of this side information. To address this, we test a non-
Bayesian algorithm (NBI) that does not assume such prior information, iteratively estimating task answers
and worker variances based on consensus. Note that a similar idea has been also investigated in (Raykar
et al., 2010).
5.1 Synthetic Datasets
Since our theoretical results cover a large n regime, we test a more challenging regime of modest size n = 200.
Synthetic datasets are generated by the set of random (`, r)-regular bipartite graphs of 200 object detection
tasks where each task i is associated with the true position µi chosen uniformly at random in a 100 × 100
image. We randomly choose each worker’s variance using Ssmall = {10, 100, 1000} or Slarge = {10, 100, 5000}.
The simulation results with varying r and ` are plotted in Figures 1(a)-(b) and 1(c)-(d), where we take the
average of 50 random instances.
Optimality of BI. As discussed in Section 3, Figures 1(a)-(d) show that for all (`, r), BI closely achieves
the fundamental limit of Weak-Oracle, whereas Average and NBI have the suboptimal performance. We
also observe that Weak-Oracle with the challenge of identifying reliable workers indeed provides tighter
fundamental limit than Strong-Oracle, as discussed in Section 3. Overall, NBI has a small constant gap
to BI, which quantifies the gain of BI using the matched prior distribution. Average shows the significant
performance loss, compared to the optimal BI or even NBI. For example, in Figures 1(c)-(d), in order to
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Table 1: Estimation quality of Average, NBI, BI with Sest, PG1 and Weak/Strong-Oracle’s on crowdsourced
FG-NET datasets from Amazon MTurk workers.
Estimator Average NBI BI PG1 Weak StrongOracle Oracle
Data noise 34.99 32.80 28.72 33.54 28.68 28.45
(MSE)
make MSE less than 100 with Ssmall, BI and NBI require only ` ≥ 3, but Average requires ` ≥ 9, implying
that Average needs to hire three times more workers per task than others.
Importance of worker identification. Comparing Figures 1(c)-(d), we observe that under the minimum
of workers’ variances fixed, both BI and NBI, which identify reliable workers and adaptively weight their
answers, sustain good performance for both small and large maximum worker variances. However, the
performance of Average, which does not distinguish workers, is significantly degenerated by spammers with
large variance from Slarge. This shows the importance of classifying workers in making the estimator robust
to spammers or adversary.
Impact of (`, r). As Figures 1(c)-(d) show, increasing ` (or budget) exponentially reduces MSE’s of all
algorithms, while the value of exponent varies for each algorithm. In Figures 1(a)-(b), the gap between the
optimal BI (or Weak-Oracle) and Strong-Oracle quantifies the difficulty in identifying reliable workers. As
studied in Theorem 1, the gap is diminishing exponentially fast with increasing r, whereas the fundamental
limit of Strong-Oracle does not change with r. Hence, for efficiency from the worker identification, the task
requester needs to assign each worker so as to answer a certain number of tasks at least, while letting a
worker solve too many tasks may be impractical but also unhelpful to increase accuracy.
5.2 Human Age Prediction
We also present experiment results on datasets from a real-world crowdsourcing system. We use FG-NET
datasets which has been widely used as a benchmark for facial age estimation (Lanitis, 2008). The dataset
contains 1, 002 photos of 82 individuals’ faces, in which each photo is labeled with a biological age as the
ground truth. Furthermore, Han et al. (2015) provide crowdsourced labels on FG-NET datasets, in which
165 workers in Amazon Mechanical Turk (MTurk) answer their own age estimation on given subset of 1, 002
photos, so that each photo has 10 answers from workers, while each worker provides a different number (from
1 to 457) of answers, and 60.73 answers on average.
Prior estimation. In processing the real-world dataset, the prior distribution on noise level is not provided
in advance, while it is required to run BI. To infer the prior distribution, we first study workers’ answer
patterns. We often observe two extreme classes of answers for a task: a few outliers and consensus among
majority. For example, in Figures 2(a) and 2(b), there exist noisy answers 5 and 7, respectively, which are far
from the majority’s answers, 1 and 55, respectively. Such observations suggest to choose a simple support,
e.g. S = {σ2good, σ2bad}. In particular, without any use of ground truth, we first run NBI and use the top 10%
and bottom 10% workers’ reliabilities as the binary support, which is Sest = {6.687, 62.56}.
Validation on the estimated prior. For FG-NET, we additionally test PG1 which is Gibbs sampling
algorithm2 relying on a sophisticated worker model, called PG1 model in (Piech et al., 2013), with biased
Gaussian noises where worker variance and bias are drawn from continuous supports. In Table 1, we compare
the estimation of BI to other algorithms. Observe that MSE of BI with the binary support Sest is close to
those of Weak/Strong-Oracle, while the other algorithms have some gaps. Despite using a sophisticated
model, PG1, PG1 is observed to perform worse than BI. This is because PG1 needs non-trivial parameter
optimization based on training dataset, which incurs overfitting. This result from the real workers supports
the value of our simplified modeling on workers’ noise. For interested readers, we also report the regression
accuracy of deep neural networks trained using the pruned dataset produced by different algorithm in the
supplementary material.
2As suggested in (Piech et al., 2013), we use 800 iterations of Gibbs sampling after discarding the initial 80 burn-in samples.
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(a) 1-year-old (b) 35-year-old
Figure 2: Easy and hard samples from FG-NET in terms of average absolute error of workers’ answers:
(1,1,1,1,1,1,1,1,2,5) and (7,51,52,55,55,55,59,63,66,67) on photo of (a) 1-year-old, and (b) 35-year-old, resp.
6 Conclusion
We study a model to address the problem of aggregating real-valued responses from a crowd of workers with
heterogeneous noise level. In particular, inspired by the observation on answer pattern of Amazon MTurk
workers, we use a canonical noise model. This modeling allows us to pose this crowdsourced regression
problem as an inference problem over a graphical model, naturally motivating the proposed BI algorithm
based on BP. Typically, the analysis of such iterative algorithms is not tractable even for estimating discrete
labels. However, our theoretical framework, inspired by recent advances in BP, e.g. (Mossel et al., 2014),
provides sharp guarantees on BI and shows its optimality for a broad range of parameters.
An important research direction is in generalizing the proposed noise model. First natural generalization
is to allow differing task difficulties, by adding an additional independent Gaussian with variance σ2i for
answers on task i. Larger variance represents more difficult tasks. Second natural generalization is to
allow worker biases, by adding a constant shift of value µu for answers given by worker u as Piech et al.
(2013) considered. Our observations on the crowdsourced FG-NET datasets also suggest heterogeneous task
difficulty and boundary effect on tasks. As in the examples in Figure 2, we often observe less estimation
error for photos of younger individuals: MSE 15.00 for 233 photos whose ages are below 5, and MSE 85.39
for 769 photos whose ages are above 5. This shows heterogeneous task difficulty and boundary effect at the
same time: age prediction on older individual is more challenging due to more variations, and human age
cannot be negative.
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A Importance of Crowdsourcing System on Machine Learning
Applications
Crowdsourcing is a primary marketplace to get labels on training datasets, to be used to train machine
learning models. In this section, using both semi-synthetic and real datasets, we investigate the impact of
having higher quality labels on real-world machine learning tasks. We show that sophisticated regression
algorithms like BI can produce high quality labels on the crowdsourced training datasets, improving the
end-to-end performance of convolutional neural network (CNN) on visual object detection or human age
prediction. This highlights the importance of estimator but also justifies the use of the proposed BI, in a
real world system.
A.1 Visual Object Detection
Emulating a crowdsourcing system. To do so, we use PASCAL visual object classes (VOC) datasets from
(Everingham et al., 2015): VOC-07/12 consisting of 40, 058 annotated objects in 16, 551 images. Each object
is annotated by a bounding box expressed by two opposite corner points. We emulate the crowdsourcing
system with a random (` = 3, r = 10)-regular bipartite graph where each image is assigned to 3 workers and
each worker is assigned 10 images (' 24.2 objects on average) to draw the bounding boxes of every object
in the assigned images. Each worker has variance drawn uniformly at random from support S = {10, 1000}.
and generates noisy responses of which examples are shown in Figure 3.
Evaluation on visual object detection task. Using each training dataset from four different estimators
(Average, NBI, BI, Strong-Oracle), we train3 CNN of single shot multibox detector (SSD) model (Liu et al.,
2016), which shows the state-of-the-art performance. Then we evaluate the trained SSD’s in terms of the
mean average precision (mAP) which is a popular benchmarking metric for the datasets (see Table 2).
Intuitively, a high mAP means more true positive and less false positive detections.
3As suggested by Liu et al. (2016), we train SSD using 120, 000 iterations where the learning rate is initialized at 4× 10−5,
and is decreased by factor 0.1 at 80, 000-th and 100, 000-th iterations.
13
(a) When σ2u = 10 (b) When σ
2
u = 1000
Figure 3: Examples of object annotations by a worker u with σ2u = 10 or 1000.
Table 2: Estimation quality of Average, NBI, BI, and Strong-Oracle on crowdsourced VOC-07/12 datasets
from virtual workers in terms of MSE, and performance of SSD’s trained with the estimated dataset and
ground truth (VOC-07/12) in terms of mean average precision (mAP); mean portion of the output bounding
box overlapped on the ground truth (Overlap).
Estimator
Data noise Testing accuracy
(MSE) (mAP) (Overlap)
Average 355.6 71.80 0.741
NBI 116.1 75.62 0.767
BI 109.8 75.94 0.772
Strong-Oracle 109.8 76.05 0.774
Ground truth - 77.79 0.784
Comparing mAP of Average, mAP’s of BI and NBI are 4% mAP higher as Figure 4 also visually shows the
improvement. Note that achieving a similar amount of improvement is highly challenging. Indeed, Faster-
RCNN in (Ren et al., 2015) is proposed to improve the mAP of Fast-RCNN in (Girshick, 2015) from 70.0%
to 73.2%. Later, SSD in (Liu et al., 2016) is proposed to achieve 4% mAP improvement over Faster-RCNN.
A.2 Human Age Prediction
Real-world dataset. We also perform similar experiment using datasets from a real-world crowdsourcing
system. We use FG-NET datasets which has been widely used as a benchmark dataset for facial age estimation
(Lanitis, 2008). The dataset contains 1, 002 photos of 82 individuals’ faces, in which each photo has biological
age as ground truth. Furthermore, (Han et al., 2015) provide crowdsourced labels on FG-NET datasets, in
which 165 workers in Amazon Mechanical Turk (MTurk) answer their own age estimation on given subset of
1, 002 photos so that each photo has 10 answers from workers, while each worker provides a different number
(from 1 to 457) of answers, and 60.73 answers in average.
In the dataset, we often observe two extreme classes of answers for a task: a few outliers and consensus
among majority. For example, for Figures 5(a) and 5(b), there exist noisy answers 5 and 7, respectively,
which are far from majority 1 and 55, respectively. Such observations suggest to choose a simple support,
e.g. S = {σ2good, σ2bad}. In particular, without any use of ground truth, we first run NBI and use the top 10%
and bottom 10% workers’ reliabilities as the binary support, which is Sest = {6.687, 62.56} in our experiment.
Evaluation on human age prediction task. We first compare the estimation of BI to other algorithms
as reported in Table 3. Observe that MSE of BI with the binary support Sest is close to that of Strong-
Oracle, while the other algorithms have some gaps. This result from real workers supports the idea of
simplified workers’ noise level in our model. We also evaluate the impact on de-noising process for human
age prediction. To this end, using the pruned datasets from different estimators, we train4 one of the state-
4 We train VGG-16 using batch normalization with standard hyper parameter setting, where we initialize based on the
imagenet pre-trained model. To regressed the estimated age of the given face images, we replaced final layer of VGG-16 with
one dimensional linear output layer, and fine-tuned all the layers with initial learning rate 0.01 (and divided by 10 after 30, 60, 90
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Figure 4: Examples of detections of SSD trained by the crowdsourced VOC-07/12 datasets by Average, NBI,
BI, and Strong-Oracle.
Table 3: Estimation quality of Average, NBI, BI with Sest, and
Strong-Oracle on crowdsourced FG-NET datasets from Amazon
MTurk workers in terms of MSE, and performance of VGG-16’s
trained with the estimated datasets and the ground truth dataset
(FG-NET) in terms of median absolute error (MDAE).
Estimator
Data noise Testing error
(MSE) (MDAE)
Average 34.99 3.227
NBI 32.80 3.135
BI 28.72 3.100
Strong-Oracle 28.45 3.003
Ground truth - 1.822
(a) 1-year-old (b) 35-year-old
Figure 5: Easy and hard samples
from FG-NET in terms of aver-
age absolute error of crowd work-
ers’ answers: (1,1,1,1,1,1,1,1,2,5) and
(7,51,52,55,55,55,59,63,66,67) on photo of
(a) 1-year-old, and (b) 35-year-old, resp.
of-art CNN models, called VGG-16 (Simonyan and Zisserman, 2014), under some modification proposed by
(Rothe et al., 2015) for human age prediction. Although the crowdsourced dataset FG-NET is not large-scale
in order to see performance difference, models trained by both BI and NBI show superiority to that of Average
(which is widely used in practical crowdsourcing systems), in terms of median absolute errors (MDAE), as
reported in Table 3.
B Model Derivations
B.1 Calculation of µ¯
We first show that the posterior density of µi given Ai = yi := {yiu ∈ Rd : u ∈ Mi} and σ2Mi is a Gaussian
density in the following:
fµi [x |Ai = yi, σ2Mi ] =
fµi [x] fAi
[
yi |µi = xi, σ2Mi
]
fAi
[
yi |σ2Mi
] (18)
= φ
(
x | µ¯i
(
yi, σ
2
Mi
)
, σ¯2i
(
σ2Mi
))
(19)
where we define σ¯2i : SMi → R and µ¯i : Rd×Mi × SMi → Rd as follows
σ¯2i
(
σ2Mi
)
:=
1
1
τ2 +
∑
u∈Mi
1
σ2u
, and µ¯i
(
Ai, σ
2
Mi
)
:= σ¯2i
(
σ2Mi
)( νi
τ2
+
∑
u∈Mi
Aiu
σ2u
)
.
epoch). Protocol of measuring model performance is standard Leave One Person Out (LOPO) which uses images of 81 subjects
for training and use remaining subject for test, and the final result is averaged over the total 82 model training (Panis et al.,
2016).
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The Gaussian posterior density (19) follows from:
fµi [x]fAi
[
yi
∣∣µi = x, σ2Mi] = φ(x | νi, τ2) ∏
u∈Mi
φ(yiu |µi, σ2u)
= Ci
(
yi, σ
2
Mi
)
φ
(
x
∣∣ µ¯i (yi, σ2Mi) , σ¯2i (σ2Mi))
where we have fAi [yi |σ2Mi ] = Ci(yi, σ2Mi) with
Ci(Ai, σ2Mi) :=
(
2piσ¯2i (σ
2
Mi
)
2piτ2i
∏
u∈Mi(2piσ
2
u)
) d
2
e−Di(Ai,σ
2
Mi
), and
Di(Ai, σ2Mi) :=
1
2
σ¯2i (σ
2
Mi)
( ∑
u∈Mi
‖Aiu − νi‖22
σ2uτ
2
+
∑
v⊂Mi\{u}
‖Aiu −Aiv‖22
σ2uσ
2
v
)
.
The Gaussian density in (19) leads to the posterior mean, which is weighted average of the prior mean and
the worker responses, each weighted by the inverse of its variance:
E[µi |Ai, σ2Mi ] = µ¯i(Ai, σ2Mi) .
Thus, the optimal estimator µˆ∗i (A) is given as (2).
B.2 Factorization of Joint Probability
Using Bayes’ theorem, it is not hard to write the joint probability of σ2 given A = y = {yiu ∈ Rd : (i, u) ∈ E},
P[σ2 |A = y] ∝ fA[y |σ2] =
∏
i∈V
fAi [yi |σ2Mi ] =
∏
i∈V
Ci(yi, σ2Mi) .
C Proofs of Lemmas
C.1 Proof of Lemma 1
We first introduce an inference problem and connect its error rate to the expectation of likelihood of worker
ρ’s σ2ρ given A. Let sρ ∈ {1, . . . , S} be the index of σ˜2ρ, i.e., σ˜2ρ = σ2sρ . Consider the classification problem
recovering given but latent s from Aρ,2k, where Aρ,2k is generated from the crowdsourced regression model
with fixed but hidden σ2 = σ˜2. More formally, the problem is formulated as the following optimization
problem:
minimize
sˆρ:estimator
P[sρ 6= sˆρ(Aρ,2k)] (20)
where the optimal estimator, denoted by sˆ∗ρ, minimizes the classification error rate. From the standard
Bayesian argument, the optimal estimator sˆ∗ρ is given Aρ,2k as
sˆ∗ρ(Aρ,2k) := arg max
s′ρ=1,...,S
P[sρ = s′ρ |Aρ,2k] . (21)
From the construction of the optimal estimator in (21), it is not hard to check
Pσ˜2 [sρ = sˆ∗ρ(Aρ,2k)] := P[sρ = sˆ∗ρ(Aρ,2k) |σ2 = σ˜2] ≤ Eσ˜2
[
P[σ2ρ = σ˜2ρ |Aρ,2k]
]
. (22)
Thus an upper bound of the average error rate of an estimator for (20) will provide an upper bound of
Eσ˜2
[
P[σ2ρ 6= σ˜2ρ |Aρ,2k]
]
since the optimal estimator minimizes the average error rate. Indeed, we have
Eσ˜2
[
P[σ2ρ 6= σ˜2ρ |Aρ,2k]
] ≤ 1− Eσ˜2 [P[σ2ρ = σ˜2ρ |Aρ,2k]]
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= E[Pσ˜2 [sρ 6= sˆ∗ρ(Aρ,2k)]]
= min
sˆρ:estimator
P[sρ 6= sˆρ(Aρ, 2k)] .
Consider a simple estimator for (20), denoted by sˆ†ρ, which uses only Aρ,2 ⊂ Aρ,2k as follows:
sˆ†ρ(Aρ,2) = arg min
s′ρ=1,...,S
∣∣∣(σ2s′ρ + σ2avg(S))− σˆ2(Aρ,2k)∣∣∣ (23)
where we define
σ2avg(S) :=
∑
s′=1,...,S σ
2
s′
S(`− 1) , σˆ
2(Aρ,2) :=
1
r
∑
i∈Nρ
σˆ2i (Ai) , and σˆ
2
i (Ai) :=
∥∥∥∥∥
∑
u∈Mi\{ρ}Aiu
`− 1 −Aiρ
∥∥∥∥∥
2
2
.
From now on, we condition σ2∂2ρ additionally to σ
2
ρ where ∂
2ρ is the set of ρ’s grandchildren in Gρ,2. For
every i ∈ Nρ, we define
ai :=
∑
u∈Mi\{ρ}
σ˜2u
(`− 1)2 + σ˜
2
ρ , and Zi :=
∑
u∈Mi\{ρ}Aiu
`− 1 −Aiρ .
Since the conditional density of Zi given σ
2 = σ˜2 is φ(Zi | 0, ai), the conditional density of ‖Zi‖22/ai is χ2-
distribution with degree of freedom d. In addition, it is not hard to check that ‖Zi‖22 is sub-exponential with
parameters ((2ai
√
d)2, 2ai) such that for all |λ| < 12ai ,
Eσ˜2
[
exp
(
λ
(‖Zi‖22 − dai))] = ( e−aiλ√1− 2aiλ
)d
≤ exp
(
(2ai
√
d)2λ2
2
)
.
Thus it follows that for all |λ| ≤ mini∈Nρ 12ai ,
Eσ˜2
exp
λ ∑
i∈Nρ
(‖Zi‖22 − dai)
 = ∏
i∈Nρ
Eσ˜2
[
exp
(
λ
(‖Zi‖22 − dai))]
≤
∏
i∈Nρ
exp
(
(2ai
√
d)2λ2
2
)
.
From this, it is straightforward to check that rσˆ2(Aρ,2) =
∑
i∈Nρ ‖Zi‖22 is sub-exponential with parameters
((6σ2max
√
d)2, 6σ2max) since
0 ≤ ai ≤ σ2max
(
`+ 1
`− 1
)
≤ 3σ2max . (24)
Using Bernstein bound, we have
Pσ˜2
[∣∣∣∣∣σˆ2(Aρ,2)−
∑
i∈Nρ ai
r
∣∣∣∣∣ ≥ ε4
]
≤ 2 exp
(
− εr
48σ2max
)
(25)
where we let Pσ˜2 denote the conditional probability given σ2 = σ˜2. Using Hoeffding bound with (24), it
follows that
Pσ˜2
[∣∣∣∣∣
∑
i∈Nρ ai
r
− (σ2avg(S) + σ2ρ)
∣∣∣∣∣ ≥ ε4
]
≤ 2 exp
(
− ε
2r
8σ2max
)
. (26)
Combining (25) and (26) and using the union bound, it follows that
Pσ˜2
[
sρ 6= sˆ†ρ(Aρ,2)
] ≤ Pσ˜2 [∣∣σˆ2(Aρ,2)− (σ2avg(S) + σ2ρ)∣∣ > ε2]
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≤ 2
(
exp
(
− εr
48σ2max
)
+ exp
(
− ε
2r
8σ2max
))
≤ 4 exp
(
− ε
2r
8(8ε+ 1)σ2max
)
(27)
where for the first inequality we use |σ2s′ − σ2s′′ | ≥ ε for all 1 ≤ s′, s′′ ≤ S such that s′ 6= s′. Hence, noting
that sˆ† cannot outperform the optimal one sˆ∗ in (22), this performance guarantee on sˆ† in (27) completes
the proof of Lemma 1.
C.2 Proof of Lemma 2
We begin with the underlying intuition on the proof. As Lemma 1 states, if there is the strictly positive
gap ε > 0 between σ2min and σ
2
max, one can recover σ
2
ρ ∈ {σ2min, σ2max} with small error using only the local
information, i.e., Aρ,2k. On the other hand, A \ Aρ,2k is far from ρ and is less useful on estimating σ2ρ. In
the proof of Lemma 2, we quantify the decaying rate of information w.r.t. k.
We first introduce several notations for convenience. For u ∈ Wρ,2k, let Tu = (Vu,Wu, Eu) be the subtree
rooted from u including all the offsprings of u in tree Gρ,2k. Note that Tρ = Gρ,2k. We let ∂Wu ⊂ Wρ,2k
denote the subset of worker on the leaves in Tu and let Au := {Aiv : (i, v) ∈ Eu}. Since each worker u’s σ2u
is a binary random variable, we define a function su : S → {+1,−1} for the given σ˜2 as follows:
su(σ
2
u) =
{
+1 if σ2u = σ˜
2
u
−1 if σ2u 6= σ˜2u .
It is enough to show
Eσ˜2
[∣∣∣P[sρ(σ2ρ) = +1 |Aρ,2k, σ2∂Wρ ]− P[sρ(σ2ρ) = +1 |Aρ,2k]∣∣∣] ≤ 2−k (28)
since for each u ∈W , P[σ2u = σ21 ] = P[σ2u = σ22 ] = 12 .
To do so, we first define
Xu := 2P[su(σ2u) = +1 |Au]− 1 , and Yu := 2P[su(σ2u) = +1 |Au, , σ2∂Wρ ]− 1
so that we have ∣∣∣P[sρ(σ2ρ) = +1 |Aρ,2k, σ2∂Wρ ]− P[sρ(σ2ρ) = +1 |Aρ,2k]∣∣∣ = 12 |Xρ − Yρ| .
Using the above definitions of Xu and Yu and noting |Xu − Yu| ≤ 2, it is enough to show that for given
non-leaf worker u ∈Wρ \ ∂Wρ,
Eσ˜2
[∣∣Xu − Yu∣∣] ≤ 1
2|∂2u|
∑
v∈∂2u
Eσ˜2
[∣∣Xv − Yv∣∣] (29)
where we let ∂2u denote the set of grandchildren of u in Tu.
To do so, we study certain recursions describing relations among X and Y . For notational convenience, we
define g+iu and g
−
iu as follows:
g+iu(X∂ui;Ai) :=
∑
σ′2Mi∈S
Mi :σ′2u =σ˜2u
Ci(Ai, σ′2Mi)
∏
v∈∂ui
1 + sv(σ
′2
v )Xv
2
g−iu(X∂iu;Ai) :=
∑
σ′2Mi∈S
Mi :σ′2u 6=σ˜2u
Ci(Ai, σ′2Mi)
∏
v∈∂ui
1 + sv(σ
′2
v )Xv
2
.
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where we may omit Ai in the argument of g
+
iu and g
−
iu if Ai is clear from the context. Recalling the factor form
of the joint probability of σ2, i.e., and using Bayes’ theorem with the fact that P[su(σ2u) = +1 |Au] = 1+Xu2
and some calculus, it is not hard to check
g+iu(X∂ui;Ai) ∝ P
[
su(σ
2
u) = +1 |Ai, X∂ui
]
(30)
g−iu(X∂iu;Ai) ∝ P
[
su(σ
2
u) = −1 |Ai, X∂ui
]
. (31)
From the above, it is straightforward to check that
Xu = hu(X∂2u)
:=
∏
i∈∂u g
+
iu(X∂ui)−
∏
i∈∂u g
−
iu(X∂ui)∏
i∈∂u g
+
iu(X∂ui) +
∏
i∈∂u g
−
iu(X∂ui)
(32)
where we let ∂u be the task set of all the children of worker u and ∂ui be the worker set of all the children
of i in tree Tu. Similarly, we also have
Yu = hu(Y∂2u) .
For simplicity, we now pick an arbitrary worker u ∈ Wρ which is neither the root nor a leaf, i.e., u /∈ ∂Wρ
and u 6= ρ, so that ∣∣∂2u∣∣ = (` − 1)(r − 1). It is enough to show (29) for only u. To do so, we will use
the mean value theorem. We first obtain a bound on the gradient of hu(x) for x ∈ [−1, 1]∂2u. Define
g+u (x) :=
∏
i∈∂u g
+
iu(x∂ui) and g
−
u (x) :=
∏
i∈∂u g
−
iu(x∂ui). Using basic calculus, we obtain that for v ∈ ∂ui,
∂hu
∂xv
=
∂
∂xv
g+u − g−u
g+u + g
−
u
=
2
(g+u + g
−
u )2
(
g−u
∂g+u
∂xv
− g+u
∂g−u
∂xv
)
=
2g+u g
−
u
(g+u + g
−
u )2
(
1
g+iu
∂g+iu
∂xv
− 1
g−iu
∂g−iu
∂xv
)
.
Using the fact that for x ∈ [−1, 1]∂2u, both g+u and g−u are positive, it is not hard to show that
g+u g
−
u
(g+u + g
−
u )2
≤
√
g−u
g+u
. (33)
We note here that one can replace g−u /g
+
u with g
+
u /g
−
u in the upper bound. However, in our analysis, we use
(33) since we will take the conditional expectation Eσ˜2 which takes the randomness of A generated by the
condition σ2 = σ˜2. Hence Xu and Yu will be closer to 1 than −1 thus g−u /g+u will be a tighter upper bound
than g+u /g
−
u .
From (33), it follows that for x ∈ [−1, 1]∂2u and v ∈ ∂ui,∣∣∣∣∂hu∂xv (x)
∣∣∣∣ ≤ |g′uv(x∂ui)| ∏
j∈∂u : j 6=i
√√√√g−ju(x∂uj)
g+ju(x∂uj)
where we define
g′uv(x∂ui) := 2
√
g−iu(x∂ui)
g+iu(x∂ui)
(
1
g+iu(x∂ui)
∂g+iu(x∂ui)
∂xv
− 1
g−iu(x∂ui)
∂g−iu(x∂ui)
∂xv
)
.
Further, we make the bound independent of x∂ui ∈ [−1, 1]∂ui by taking the maximum of |g′uv(x∂ui)|, i.e.,∣∣∣∣∂hu∂xv (x)
∣∣∣∣ ≤ ηi(Ai) ∏
j∈∂u : j 6=i
√√√√g−ju(x∂uj ;Aj)
g+ju(x∂uj ;Aj)
(34)
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where we define
ηi(Ai) := max
x∂ui∈[−1,1]∂ui
g′uv(x∂ui;Ai) .
Now we apply the mean value theorem with (34) to bound |Xu − Yu| = |hu(X∂2u)− hu(Y∂2u)| by |Xv − Yv|
of v ∈ ∂2u. It follows that for given X∂2u and Y∂2u, there exists λ′ ∈ [0, 1] such that
|Xu − Yu| = |hu(X∂2u)− hu(Y∂2u)|
≤
∑
i∈∂u
∑
v∈∂ui
|Xv − Yv|
∣∣∣∣∂hu∂xv (λ′X∂2u + (1− λ′)Y∂2u)
∣∣∣∣
≤
∑
i∈∂u
∑
v∈∂ui
|Xv − Yv|ηi(Ai)
∏
j∈∂u:j 6=i
max
λ∈[0,1]

√√√√g−ju(λX∂uj + (1− λ)Y∂uj ;Aj)
g+ju(λX∂uj + (1− λ)Y∂uj ;Aj)
 . (35)
where for the first and last inequalities, we use the mean value theorem and (34), respectively. We note that
each term in an element of the summation in the RHS of (35) is independent to each other. Thus, it follows
that
Eσ˜2 [|Xu − Yu|]
≤
∑
i∈∂u
∑
v∈∂ui
Eσ˜2 [|Xv − Yv|]Eσ˜2 [ηi(Ai)]
∏
j∈∂u:j 6=i
Eσ˜2
[
max
λ∈[0,1]
Γju(λX∂uj + (1− λ)Y∂uj)
]
(36)
where we define function Γiu(x∂ui;Ai) for given x∂ui ∈ [−1, 1]∂ui as follows:
Γiu(x∂ui) :=
√
g−iu(x∂ui;Ai)
g+iu(x∂ui;Ai)
.
Note that the assumption on σ2min and σ
2
max, i.e., σ
2
min + ε ≤ σ2max < 52σ2min. This implies(
− 1
σ2max
+
1
σ2min
)
3
2
− 1
σ2max
< 0 .
Hence, for constant ` and ε > 0, it is not hard to check that there is a finite constant η with respect to r
such that
max
σ˜2
Eσ˜2 [ηi(Ai)] ≤ η < ∞ (37)
where η may depend on only ε, σ2min, and σ
2
max.
In addition, we also obtain a bound of the last term of (36), when r is sufficiently large, in the following
lemma whose proof is presented in Section C.3.
Lemma 3. For given σ˜2Mi ∈ SMi and u ∈ Mi, let σ˜′2Mi ∈ SMi be the set of σ˜′2v such that σ˜2u 6= σ˜′2u and
σ˜2v = σ˜
′2
v for all v ∈Mi \ {u}. Then, there exists a constant C ′`,ε such that for any r ≥ C ′`,ε,
Eσ˜2
[
max
λ∈[0,1]
Γiu(λX∂ui + (1− λ)Y∂ui)
]
≤ 1− ∆min
2
< 1,
where we let ∆min be the square of the minimum Hellinger distance between the conditional densities of Ai
given two different σ′2Mi and σ
′′2
Mi
, i.e.,
∆min := min
σ2Mi
,σ′2Mi∈S
Mi :σ2v 6=σ′2v ∃v∈Mi
H2(fAi |σ′2Mi
, fAi |σ′′2Mi
) > 0 .
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Using the above lemma, we can find a sufficiently large constant C`,ε ≥ C ′`,ε such that if |∂u| = r ≥ C`,ε,∏
j∈∂u:j 6=i
Eσ˜2
[
max
λ∈[0,1]
Γju(λX∂uj + (1− λ)Y∂uj)
]
≤ η (1− ψmin)
C`,ε−2
2
≤ 1
2(`− 1)(C`,ε − 1) ≤
1
2(`− 1)(r − 1)
which implies (29) with (36) and completes the proof of Lemma 2.
C.3 Proof of Lemma 3
We first obtain a bound on Xv and Yv for v ∈ ∂ui. Noting that v is a non-leaf node in Gρ,2k and |∂v| = r−1,
Lemma 1 directly provides
Eσ˜2
[
P[σ2v 6= σ˜2v |Av,2k]
]
= Eσ˜2
[
1−Xv
2
]
≤ 4 exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
.
Using Markov inequality for 1−Xv2 ≥ 0, it is easy to check that for any δ > 0,
Pσ˜2 [Xv < 1− δ] ≤ 8
δ
exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
. (38)
Note that
4 exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
≥ Eσ˜2
[
P[σ2v 6= σ˜2v |Av]
]
≥ Eσ˜2
[
P[σ2v 6= σ˜2v |Av, A−v]
]
= Eσ˜2
[
1− Yv
2
]
.
Hence, we have the same bound in (38) for Yv, i.e.,
Pσ˜2 [Yv < 1− δ] ≤ 8
δ
exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
.
Using the assumption that σ2min + ε ≤ σ2max < 52σ2min, similarly to (37), we can find finite constants η′ and
η′′ with respect to r such that for all x ∈ [0, 1]∂ui,
max
σ˜′2
Eσ˜′2 [|Γiu(x)|] ≤ η′ , and max
σ˜′2
Eσ˜2
[∣∣∣∣∂Γiu(x)∂xv
∣∣∣∣] ≤ η′′.
Then, it follows that for given δ > 0,
Eσ˜2
[
max
λ∈[0,1]
Γiu(λX∂ui + (1− λ)Y∂ui)
]
≤ (1− Pσ˜2 [Xv > 1− δ and Yv > 1− δ , ∀v ∈ ∂ui]) max
x∈[−1,1]∂ui
Eσ˜2 [Γiu(x)] + max
x∈[1−δ,1]∂ui
Eσ˜2 [Γiu(x)]
≤
( ∑
v∈∂ui
Pσ˜2 [Xv ≤ 1− δ] + Pσ˜2 [Yv ≤ 1− δ]
)
max
x∈[−1,1]∂iu
Eσ˜2 [Γiu(x)] + max
x∈[1−ε,1]∂iu
Eσ˜2 [Γiu(x)] (39)
≤rη′ 8
δ
exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
+ max
x∈[1−δ,1]∂iu
Eσ˜2 [Γiu(x)] (40)
≤rη′ 8
δ
exp
(
− ε
2
8(8ε+ 1)σ2max
(r − 1)
)
+ δη′′ + Eσ˜2 [Γiu(1∂ui)] (41)
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where for (39), (40), and (41), we use the union bound, (38), and the mean value theorem, respectively.
We will show there exists constant ∆ such that Eσ˜2 [Γiu(1∂ui)] ≤ 1−∆, since the first term in (41) is
exponentially decreasing with respect to r thus there exists a constant C ′`,ε such that for r ≥ C ′`,ε,
Eσ˜2
[
max
λ∈[0,1]
Γiu(λX∂ui + (1− λ)Y∂ui)
]
≤ 1− ∆
2
.
Recalling the property of g+iu and g
−
iu in (30) and (31), it directly follows that
Eσ˜2 [Γiu(1∂ui)]
=
∫
Rd×Mi
fAi [xi |σ2Mi = σ˜2Mi ]
√
g−iu(1∂ui;Ai = xi)
g+iu(1∂ui;Ai = xi)
dxi
=
∫
Rd×Mi
fAi [xi |σ2Mi = σ˜2Mi ]
√
fAi [xi |σ2Mi\{u} = σ˜2Mi\{u}, σ2u = σ˜′2u ]
fAi [xi |σ2Mi = σ˜2Mi ]
dxi
=
∫
Rd×Mi
√
fAi [xi |σ2Mi = σ˜2Mi ]
√
fAi [xi |σ2Mi\{u} = σ˜2Mi\{u}, σ2u = σ˜′2u ] dxi .
For notational simplicity, we define
∆(σ˜2Mi , σ˜
′2
Mi) :=
1
2
− 1
2
∫
Rd×Mi
√
fAi [xi |σ2Mi = σ˜2Mi ]
√
fAi [xi |σ2Mi\{u} = σ˜2Mi\{u}, σ2u = σ˜′2u ] dxi .
Then 2∆(σ˜2Mi , σ˜
′2
Mi
) is equal to the square of the Hellinger distance H between the conditional densities of
Ai given σ
2
Mi
= σ˜2Mi and σ
2
Mi
= σ˜′2Mi , i.e.,
∆(σ˜2Mi , σ˜
′2
Mi) = H
2(fAi | σ˜2Mi
, fAi | σ˜′2Mi
) > 0 .
This implies ∆(σ˜2Mi , σ˜
′2
Mi
) > 0 and taking the minimum ∆, we complete the proof of Lemma 3.
C.4 Proof of inequality (10)
Noting that µˆ
BI(k)
i (A) is the weighted sum of µ¯i(Ai, σ
′2
Mi
) as described in (7), we can rewrite ‖µˆBI(k)i (A)−µi‖22
as follows:
‖µˆBI(k)i (A)− µi‖22 =
∑
σ′2Mi
∑
σ′′2Mi
(
µ¯i(Ai, σ
′2
Mi)− µi
)>(
µ¯i(Ai, σ
′′2
Mi)− µi
)
bki (σ
′2
Mi)b
k
i (σ
′′2
Mi) .
Hence, using Cauchy-Schwarz inequality for random variables for the summation over all σ′2Mi , σ
′′2
Mi
∈ S`
except σ′2Mi 6= σ˜2Mi , it follows that
Eσ˜2
[
‖µˆBI(k)i (A)− µi‖22
]
≤Eσ˜2
[∥∥(µ¯i (Ai, σ˜2Mi)− µi)∥∥22]+∑
σ′′2Mi
∑
σ′2Mi 6=σ˜
2
Mi
√
Eσ˜2
[(
bki (σ
′2
Mi
)bki (σ
′′2
Mi
)
)2]
×
√
Eσ˜2
[((
µ¯i(Ai, σ′2Mi)− µi
)>(
µ¯i(Ai, σ′′2Mi)− µi
))2]
. (42)
Noting that the conditional density of X = (µ¯i(Ai, σ˜
2
Mi
)−µi) given σ2 = σ˜2 is identical to φ(X | 0, σ¯2i (σ˜2Mi)),
it follows that
Eσ˜2
[∥∥(µ¯i (Ai, σ˜2Mi)− µi)∥∥22] = dσ¯2i (σ˜2Mi) . (43)
To complete the proof of (10), we hence obtain an upper bound of the last term in the RHS of (42). For
any σ′2Mi ∈ SMi , the conditional density of the random vector µ¯i(Ai, σ′2Mi) − µi conditioned on σ2 = σ˜2 is
identical to
fµ¯i(Ai,σ′2Mi )−µi
[x |σ2 = σ˜2] = φ
(
x
∣∣∣∣ 0, (σ¯2i (σ′2Mi))2
(
1
τ2
+
∑
u∈Mi
σ˜2u
σ′4u
))
.
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Using this with some linear algebra, it is straightforward to check that for all σ′2Mi ∈ SMi ,
Eσ˜2
[‖µ¯i(Ai, σ′2Mi)− µi‖42] = d(2 + d)
((
σ¯2i (σ
′2
Mi)
)2( 1
τ2
+
∑
u∈Mi
σ˜2u
σ′4u
))2
= d(2 + d)
 1τ2 +∑u∈Mi σ˜2uσ′4u(
1
τ2 +
∑
u∈Mi
1
σ′2u
)2

2
≤ d(2 + d)
 1τ2 + `σ
2
max
σ4min(
1
τ2 + `
1
σ2min
)2

2
where for the last inequality, we use the fact that |Mi| = ` and σ2min ≤ σ2s ≤ σ2max for any 1 ≤ s ≤ S. Using
Cauchy-Schwarz inequality with the above bound, it is not hard to check that for any σ′2Mi , σ
′′2
Mi
∈ SMi ,
Eσ˜2
[((
µ¯i(Ai, σ
′2
Mi)− µi
)>(
µ¯i(Ai, σ
′′2
Mi)− µi
))2]
≤ Eσ˜2
[∥∥µ¯i(Ai, σ′2Mi)− µi∥∥22∥∥µ¯i(Ai, σ′′2Mi)− µi∥∥22]
≤
√
Eσ˜2
[∥∥µ¯i(Ai, σ′2Mi)− µi∥∥42]
√
Eσ˜2
[∥∥µ¯i(Ai, σ′′2Mi)− µi∥∥42]
≤ d(2 + d)
 1τ2 + `σ
2
max
σ4min(
1
τ2 + `
1
σ2min
)2

2
. (44)
Combining (42), (43) and (44), we have
Eσ˜2
[
‖µˆBI(k)i (A)− µi‖22
]
≤ dσ¯2i (σ˜2Mi) +
√
d(2 + d)
 1τ2 + `σ
2
max
σ4min(
1
τ2 + `
1
σ2min
)2
∑
σ′′2Mi
∑
σ′2Mi 6=σ˜
2
Mi
√
Eσ˜2
[(
bki (σ
′2
Mi
)bki (σ
′′2
Mi
)
)2]
.
(45)
Using Cauchy-Schwarz inequality and Jensen’s inequality sequentially, it follows that∑
σ′′2Mi
∑
σ′2Mi 6=σ˜
2
Mi
(
Eσ˜2
[(
bki (σ
′2
Mi)b
k
i (σ
′′2
Mi)
)2])1/2 ≤∑
σ′′2Mi
∑
σ′2Mi 6=σ˜
2
Mi
(
Eσ˜2
[(
bki (σ
′2
Mi)
)4])1/4 (Eσ˜2 [(bki (σ′′2Mi))4])1/4
=
 ∑
σ′2Mi 6=σ˜
2
Mi
(
Eσ˜2
[(
bki (σ
′2
Mi)
)4])1/4
∑
σ′′2Mi
(
Eσ˜2
[(
bki (σ
′′2
Mi)
)4])1/4
≤
 ∑
σ′2Mi 6=σ˜
2
Mi
Eσ˜2
[(
bki (σ
′2
Mi)
)4]
1/4∑
σ′′2Mi
Eσ˜2
[(
bki (σ
′′2
Mi)
)4]
1/4
≤
 ∑
σ′2Mi 6=σ˜
2
Mi
Eσ˜2
[
bki (σ
′2
Mi)
]
1/4∑
σ′′2Mi
Eσ˜2
[
bki (σ
′′2
Mi)
]
1/4
=
(
1− Eσ˜2
[
bki (σ˜
2
Mi)
])1/4
,
where for the last inequality and the last equality, we use the fact that bki is normalized, i.e., 0 ≤ bki (σ2Mi) ≤ 1
and
∑
σ2Mi
bki (σ
2
Mi
) = 1. This completes the proof of (10) with (45).
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C.5 Proof of Inequality (15)
We start with rewriting the difference between MSE’s of µˆ
ora(k)
τ (A) and µˆ
BI(k)
τ (A) for τ ∈ V as follows:
‖µˆora(k)τ (A)− µτ‖22 − ‖µˆBI(k)τ (A)− µτ‖22
=
∑
σ′2Mτ ,σ
′′2
Mτ
∈S`
(
P[σ2Mτ = σ
′2
Mτ |A, σ2∂Wτ,2k+1 ]P[σ2Mτ = σ′′2Mτ |A, σ2∂Wτ,2k+1 ]− bkτ (σ′2Mτ )bkτ (σ′′2Mτ )
)
× (µ¯τ (Aτ , σ′2Mτ )− µτ)> (µ¯τ (Aτ , σ′′2Mτ )− µτ) .
Then, using Cauchy-Schwarz inequality for random variables X and Y , i.e., |E[XY ]| ≤ √E[X2]E[Y 2], we
have
E
[(
MSE(µˆora(k)τ (A))−MSE(µˆBI(k)τ (A))
)]
≤
∑
σ2Mτ ,σ
′2
Mτ
∈S`
√
E
[(
P[σ2Mτ = σ
′2
Mτ
|A, σ2∂Wτ,2k+1 ]P[σ2Mτ = σ′′2Mτ |A, σ2∂Wτ,2k+1 ]− bkτ (σ′2Mτ )bkτ (σ′′2Mτ )
)2]
×
√
E
[((
µ¯τ (Aτ , σ2Mτ )− µi
)>(
µ¯τ (Aτ , σ′2Mτ )− µi
))2]
which completes the proof of (15) with (44).
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