PREFACE
The current intense interest in alternative forms of assessment is based on a number of assumptions that are as yet untested. In particular, the claim that authentic assessments will improve instruction and student learning is supported only by negative evidence from research on the effects of traditional multiplechoice tests. Because it has been shown that student learning is reduced by teaching to tests of low-level skills, it is theorized that teaching to more curricularly defensible tests will improve student learning (Frederiksen & Collins, 1989; Resnick & Resnick, 1992 ). In our current research for the National Center for Research on Evaluation, Standards, and Student Testing (CRESST) we are examining the actual effects of introducing new forms of assessment at the classroom level.
Derived from theoretical arguments about the anticipated effects of authentic assessments and from the framework of past empirical studies that examined the effects of standardized tests (Shepard, 1991) , our study examines a number of interrelated research questions:
1. What logistical constraints must be respected in developing alternative assessments for classroom purposes? What are the features of assessments that can feasibly be integrated with instruction?
2. What changes occur in teachers' knowledge and beliefs about assessment as a result of the project? What changes occur in classroom assessment practices? Are these changes different in writing, reading, and mathematics, or by type of school?
3. What changes occur in teachers' knowledge and beliefs about instruction as a result of the project? What changes occur in instructional practices? Are these changes different in writing, reading, and mathematics, or by type of school?
4. What is the effect of new assessments on student learning? What picture of student learning is suggested by improvements as measured by the new assessments? Are gains in student achievement corroborated by external measures?
5. What is the impact of new assessments on parents' understandings of the curriculum and their children's progress? Are new forms of assessment credible to parents and other "accountability audiences" such as school boards and accountability committees?
This report is of one of a set of papers that were presented at the 1994 annual meeting of the American Educational Research Association and summarize current project findings.
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Arguments favoring the use of performance assessments make two related but distinct claims. Performance assessments are expected, first, to provide better measurement and, second, to improve teaching and learning. Although any measuring device is corruptible, performance measures have the potential for increased validity because the performance tasks are themselves demonstrations of important learning goals rather than indirect indicators of achievement (Resnick & Resnick, 1992) . According to Frederiksen and Collins (1989) , Wiggins (1989) , and others, performance assessments should enhance the validity of measurement by representing the full range of desired learning outcomes; by preserving the complexity of disciplinary knowledge domains and skills; by representing the contexts in which knowledge must ultimately be applied; and by adapting the modes of assessment to enable students to show what they know.
The more assessments embody authentic criterion performances, the less we have to worry about drawing inferences from test results to remote constructs.
The expected positive effects of performance assessments on teaching and learning follow from their substantive validity. If assessments capture learning expectations fully, then when teachers provide coaching and practice to improve scores, they will directly improve student learning without corrupting the meaning of the indicator. Resnick and Resnick (1992) , Frederiksen and Collins (1989) , and Wiggins (1989) all argue that it is natural for teachers to work hard to prepare their students to do well on examinations that matter. Rather than forbid "teaching to the test," which is impossible, it is preferable to create measures that 1 Paper presented at the annual meeting of the American Educational Research Association and the National Council on Measurement in Education, New Orleans, April 1994.
will result in good instruction even when teachers do what is natural. The reshaping of instruction toward desirable processes and outcomes is expected to occur both indirectly, as teachers individually imitate assessment tasks in a variety of ways, and directly, because expectations and criteria for judging performances will be shared explicitly.
These anticipated benefits of performance assessments have been inferred by analogy from research documenting the negative effects of traditional, standardized testing. Under conditions of high-stakes accountability pressure, it has been demonstrated that teachers align instruction with the content of basic skills tests, often ignoring science and social studies and even untested objectives in reading and mathematics. Furthermore, instruction on tested skills comes to resemble closely the format of multiple-choice tests, with students learning to recognize right answers rather than generating their own problem solutions (Madaus, West, Harmon, Lomax, & Viator, 1992; Shepard, 1991; Smith, Edelsky, Draper, Rottenberg, & Cherland, 1990) . Such measurement-driven instruction has been harmful to learning as evidenced by the decline in higher order thinking skills on the National Assessment of Educational Progress during the 1980s and by the failure of accountability test score results to generalize when students are retested using less familiar formats (Flexer, 1991; Hiebert, 1991; Koretz, Linn, Dunbar, & Shepard, 1991) .
Thus it is the obverse case that has been "proven." Teaching to standardized tests harms both teaching and learning. Advocates of performance assessments assume, therefore, that parallel mechanisms will work to produce positive effects once limited tests are replaced by more desirable measures. However, to date little research has been done to evaluate the actual effects of performance assessments on instructional practices or on student learning. Although some extreme views hold that authentic performance measures are valid by definition and will automatically produce salutary effects, we would argue in contrast that the effects of performance assessments should be evaluated empirically following a program of inquiry closely parallel to the studies undertaken to examine the effects of standardized tests. We concur with Linn, Baker, and Dunbar (1991) that validity criteria for alternative assessments should address intended and unintended effects as well as more substantive features such as cognitive complexity, content quality and comprehensiveness, generalizability of knowledge from assessed to unassessed tasks, and the like. Although we are committed to performance assessments on conceptual grounds, their demonstrated effects on teaching and learning remain an open question.
The purpose of the present study was to examine the effects of performance assessments on student learning. If standardized tests are removed and teachers begin to use performance assessments as part of regular instruction, will student performance on independent measures of achievement be improved? Note that some arguments favoring the use of performance assessments to leverage educational reform presume that the high-stakes accountability pressures would still be needed to drive instructional change. Other advocates focus more on the informational and feedback effects of classroom-embedded assessments. In this study, we adopted the second perspective. We were interested in the effects of using assessments as part of instruction but without the incentives and context created by an externally mandated system.
A year-long project was undertaken to help teachers in 13 third-grade classrooms begin to use performance assessments as a part of regular instruction in reading and mathematics. Other parts of the research project focused on changes in teachers' beliefs and practices about summaries and expository text in reading (Borko, Davinroy, Flory, & Hiebert, 1994; Davinroy & Hiebert, 1993) ; on changes in teachers' beliefs about assessment and instruction in mathematics (Flexer, Cumbo, Borko, Marion, & Mayfield, 1994) ; on parent attitudes toward performance assessments (Shepard & Bliem, 1993) ; and on student understandings of how teachers "know what they know" (Davinroy, Bliem, & Mayfield, 1994) . Here research questions are focused on student achievement in reading and mathematics. Did students learn more or develop qualitatively different understandings because performance assessments were introduced into classrooms? Achievement results were compared both to the performance of third-grade students in the same schools the year before and to third-grade performance in matched control schools.
Study Methods
Setting
The study was conducted in a working-class and lower-to-middle-class school district on the outskirts of Denver, Colorado. The district was selected in part because of the willingness of central office administrators to participate and in part because of its ethnically diverse student population. In the 1980s the district was known for its extensive mastery learning and criterion-referenced testing system, but more recently, curriculum guidelines in language arts and mathematics were revised to reflect more constructivist conceptions of these disciplines, consistent with national standards (Anderson, Hiebert, Scott, & Wilkinson, 1985; National Council of Teachers of Mathematics, 1989) .
We wanted teachers to be free to implement performance assessments and to make concomitant changes in instruction without worrying about how their students would do on the standardized test normally administered every April.
Therefore, a requirement of participation was that the district be willing to apply to the state for a two-year waiver from standardized testing in the three schools selected to participate. As part of its procedures to grant the waiver the state required, in turn, that approvals be obtained from the school board, the district accountability committee, the teachers' union, and parent accountability committees in each of the participating schools.
Sample and Research Design
Third grade was selected as the target grade level because district CTBS testing occurs at both Grades 3 and 6, but not all sixth grades are in elementary schools. Because of the amount of time and effort that would be required of teachers, volunteer schools were sought. Third-grade teachers had to make a commitment as a team with the support of their principal and parent accountability committee. Ten schools sent representatives to a workshop where the study's purpose and methods were explained. We accepted the three schools that completed the formal application to participate. In the 1992-93 study year there were 13 third-grade classrooms in the three schools combined involving approximately 335 third graders.
Three control schools were identified to be used for comparison when analyzing teachers' beliefs and parents' opinions as well as students' achievement.
The control and participating schools were matched on free and reduced lunch percentages, percentage of minority children, and other knowledge of neighborhood similarities such as type of housing. Data in Table 1 show the socioeconomic differences among the three participating schools as well as their matches to control schools. Note that the implementation year of the project was 1992-93.
Therefore, site selection and baseline testing occurred in the spring of 1992; data available for school matching had been gathered in spring 1991. CTBS achievement test data for participating and control schools are shown separately in Table 2 . As part of the matching process, we found that it was impossible to match schools on both socioeconomic factors and 1991 CTBS scores because they diverged too much. This was unusual. In our experience in other studies, test scores and socioeconomic indicators usually correspond closely enough that it is possible to select schools that are the same on both. Because we could not know whether sharp differences in achievement scores meant more able populations, more able teaching, or more test-score inflation in the candidate Table 2 Grade 3 Mean CTBS Scores in Reading and Mathematics for Participating and Control Schools
Participating schools control schools, we elected to match only on socioeconomic data. However, subsequent to the selection process, we administered our own baseline achievement measures in reading and mathematics, which confirmed the superior performance of third graders in control schools in the year before the study began.
The research design called for two separate comparisons. Outcome measures in reading and mathematics selected for administration in May 1993 were also administered as baseline measures in May 1992. In addition, premeasures appropriate to entering third graders were administered in September 1992 and used as covariates to evaluate 1993 outcomes.
Assessment Project "Intervention"
The intention of the project was not to introduce an already-developed curriculum and assessment package. Rather, we proposed to work with teachers to help them develop (or select) performance assessments congruent with their own instructional goals. Faculty researchers included Roberta Flexer, an expert in mathematics, Elfrieda Hiebert, an expert in reading, Hilda Borko, whose specialty is teacher change, and Lorrie Shepard, an assessment expert. We met with teachers for planning meetings in spring 1992 and September 1992. Then we met for weekly afterschool workshops for the entire 1992-93 school year, alternating between reading and mathematics so that subject matter specialists could rotate among schools.
Because the district had newly developed curriculum frameworks consistent with emerging national standards in reading and mathematics, and because teachers had volunteered to participate in the project, we assumed that their views about instruction would be similar to those reflected in the district curriculum and therefore similar to our own. What we learned later was that not all teachers were true volunteers; some had been "volunteered" by their principals or had acceded to pressure from the rest of the third-grade team. More importantly, for understanding the substantive character of the project, even some teachers who were willing and energetic project participants were happy with the use of basal readers and chapter tests in the math text and were not necessarily familiar with curricular shifts implied by the new district framework in mathematics.
Although dissonance between researchers' and teachers' views about subject matter instruction was sometimes acknowledged and joked about in workshops, for the most part researchers avoided confrontations about differences in beliefs and did not propose radical changes in instruction. Faculty experts worked to suggest possible reading and mathematics activities that addressed teachers' goals but that departed from a strictly skills-based approach. For example, we refused to consider having timed tests on math facts as part of project portfolios, but in other ways we conformed to teacher-identified goals.
At the start of the year, teachers selected meaning making and fluency as goals in reading, and understanding of place value, addition and subtraction, and multiplication, as the foci for the project. In the fall, for reading, teachers learned to use running-records to assess fluency for below-grade-level readers. Written summaries were used to assess comprehension; but for some teachers summaries became an end in themselves . Project activities included the development of rubrics to score written summaries. In the spring, ideas about meaning making and written summaries were extended to expository texts.
In mathematics, teachers made extensive requests, throughout the year, for materials and ideas for teaching the topics of the third-grade curriculum, for example, place value, addition, geometry, and probability. Materials that addressed these topics from a problem-oriented and hands-on approach were distributed to all three schools to use in both instruction and assessment.
Teachers were offered nonroutine problems from which to select a number to try with their classes. Some problems required students to explain their solutions; others required students to analyze and explain an incorrect step or computation in a buggy problem. Materials were also distributed for making and using base-ten blocks for modeling numbers and operations. Some teachers had not previously worked with place-value mats or manipulatives and introduced them for the first time. Discussions at weekly meetings included dialogue about using materials for both instruction and assessment, making observations and how to keep track of them, and developing rubrics for scoring problem solving and explanations.
Outcome Measures and Covariates
For obvious reasons, we did not wish to use a multiple-choice, standardized test to measure the project's effects. At the same time, a compendium of performance tasks used throughout the project would also not be a fair outcome measure. The 1991 Maryland School Performance Assessment Program was selected to measure achievement in reading and mathematics. Although the Maryland assessments are still relatively test-like compared to week-long projects that students might do, they are markedly different from traditional tests. The tasks provide sufficient structure and support so that students in the baseline year and in control schools could understand what they were being asked to do, but
they are sufficiently open-ended that students had to produce answers to show what they knew. In literacy, students read extended stories and informational texts in a separate reading book and then wrote responses about what they read, completed tables, drew story webs, and so forth. In mathematics, tasks involved a series of problems all related to the same information source or application.
Students had to solve problems that involved identifying patterns, estimating as well as computing, using calculators, extending tables, and explaining how they got their answers. Because we were limited to only four 1-hour sessions to administer our outcome measures, we used only a sample of tasks from the Maryland assessments.
We wanted to be sure to assess a range of skills in mathematics. Therefore, we used three tasks from the Maryland assessment in one 1-hour session, but also used a portion of an alternative measure in mathematics developed for another study (Koretz et al., 1991) . This test consisted of 15 short-answer and multiple-choice items that assess problem solving in, and conceptual understanding of, functions and relations, patterns, whole-number operations, probability, and data and graphs. Problem types included application and nonroutine problems.
Covariate measures were needed for entering third graders to assess their initial abilities in reading and mathematics. In reading, portions of a Silver, Burdett and Ginn 2/3 Reading Process Test and 2/3 Skills Progress Test were used with permission from the publisher. After reading a 13-page story-and-pictures book, students responded to questions by checking answers (more than one answer could be correct) and also writing responses. Students also read two pagelong passages and responded to comprehension questions by circling the correct answer.
In mathematics, open-ended problems were developed to measure students' ability to discern patterns and number relations. This subtest was combined with three subtests from the second-grade level of the Iowa Tests of Basic Skills covering math concepts, estimation, and data interpretation. The reading and math covariates were each administered in 1-hour sessions on separate days.
Scoring and Reliability
All of the measures used in the study required scoring of open-ended student responses. In particular, the Maryland assessment tasks required scorers to make subjective judgments about the quality of student answers. Therefore, these instruments received the greatest scrutiny in our reliability studies. Scorers worked from the scoring guides provided by the Maryland School Performance Assessment Program with slight modifications made by the respective subject matter experts. Day-long training sessions were held in summer 1992 and again in 1993 to ensure that scorers were familiar with the scoring rules and able to apply them to the full range of students' responses.
Interrater reliability was assessed both within year (are all of the scorers rating consistently?) and between years (were the scoring rules implemented consistently in 1992 and 1993?). For the within-year studies three student booklets in reading and three in mathematics were chosen at random from each classroom. This resulted in more than a 10% sample with 55 to 60 out of 500 booklets being rescored. Booklets were scored independently by the scorer-trainer.
Three other raters were then compared one at a time and then in aggregate to this standard rater. Pearson correlations between total scores assigned by other raters and by the standard rater were quite high in both years for both reading and mathematics; values ranged from .96 to .99. The Maryland reading measure was composed of 61 scored "items" or task subparts; the Maryland mathematics measure had 31 scorable entities. The high correlations between raters simply mean that with sufficient numbers of task subscores, raters can rank students quite accurately.
A truer picture of the effect of rater agreement on total scores is provided by the data in Tables 3 and 4 . On individual items requiring a subjective judgment, raters might differ by only one point in how they scored the item. However, these discrepancies could accumulate across items. The data in Tables 3 and 4 show how often raters agreed completely with the standard rater on total score and how often they differed by four or more points in reading or two or more points in mathematics. Within years raters agreed on total score within one or two points for 97% or 98% of cases in reading and for 90% to 91% of cases in mathematics.
These agreement rates are respectable for subjectively scored instruments but nonetheless introduce noise into the evaluation of effects. Note. Agreement is based on the comparison between each rater's judgment of total student score and the independent rater's judgment of student scores. ± 4 points was used in the reading analyses because the total number of possible points was 61 compared to 31 in the mathematics assessment. In standard deviation (SD) units, differences of 2 and 4 points in reading are roughly comparable to 1 and 2 points in mathematics. Note. Agreement is based on the comparison between each rater's judgment of total student score and the independent rater's judgment of student scores.
To check for consistency of scoring across years, test booklets from 1992
were "seeded" into 1993 classroom sets without scorers being aware of which booklets were being rescored. A total of 57 booklets were rescored in both mathematics and reading. As seen in Tables 3 and 4 , the between-year agreements were not so high as the within-year agreements. In mathematics, 79% of total scores were within two points of the score assigned to the same booklet the year before. In reading, 72% were within four points (which is comparable in standard deviation units to a two-point difference on the mathematics assessment). The between-years analysis also revealed some systematic biases with raters tending to become more stringent in 1993 than raters had been in 1992. In reading there was an average mean score shift downward for the 57 1992 booklets rescored in 1993 of 2.47 points. In math the greater stringency created a downward shift of .25 points. Because the reading score shift was both statistically and practically significant, 1993 reading scores were adjusted to correct for the systematic bias. Average biases varied for individual raters from 1.13 to 3.63, all in the direction of greater stringency; these specific corrections were applied to the sets of booklets scored by each rater.
Internal consistency coefficients provide another indicator of the psychometric adequacy of research instruments. Coefficients calculated on the entire sample are shown in Table 5 for the covariates and for both the 1992 and 1993 administrations of the outcome measures. Although low coefficients could mean either poor reliability or task-item heterogeneity, high values provide assurance that summary scores are reliable and reasonably consistent measures of student performance.
Results
Outcome measures for 1993 were analyzed in two ways, first in comparison to 1992 baseline administrations of the same measures, and then in relation to control group outcomes using analysis of covariance. To make it easier to follow the logic of the two analyses, results are reported separately in Tables 6 and 7 .
Data for 1993 are repeated in both tables, although subjects without pretest data were deleted from the analysis of covariance (Table 7) . Then the analyses are presented graphically in Figures 1 and 2 for reading and mathematics respectively.
Overall, the predominant finding is one of "no-difference" or no gains in student learning following from the year-long effort to introduce classroom performance assessments. Although we argue subsequently that the small yearto-year gain in mathematics is real and interpretable based on qualitative analysis, honest discussion of project effects must acknowledge that any benefits are small and ephemeral. For example, improvements occurred in some projectteachers' classrooms but not in all, and the gain from 1992 to 1993 for the participating schools on the Maryland mathematics assessment had an effect size (ES) of only .13.
In reading there were no significant differences between 1992 and 1993 results or between participating and control schools. Both groups of schools appeared to lose ground slightly (.9 and 1.9 points respectively).
In mathematics the alternative test also showed no effects. However, the Maryland assessment in mathematics, which requires students to do more extended problems and explain their answers, showed an improvement in the participating schools. We interpret this change, albeit small, as a "real" gain based In an effort to understand the substantive nature or character of the change on the Maryland math assessment, qualitative analyses were conducted of student responses. Coding categories were developed for each task or task subpart based on a sample of student papers. Then these categories were applied systematically to all of the papers in the two or three participating classrooms per school with large effect sizes and to their matched controls. Analyses of this type were carried out for two of the three multi-question tasks.
From the qualitative analyses we noted consistent changes in students'
answers to math problems, which suggests that at least in some project classrooms, whole groups of students were having opportunities to develop their mathematical understandings that had not occurred previously. Figures 3 and 4 and Tables 8 and 9 were constructed to provide a qualitative summary of student responses to a task subpart and to illustrate what small improvements in student scores may mean substantively. The two classrooms that showed the greatest gains from 1992 to 1993 in the low-socioeconomic participating and control schools were one of the matched pairs selected for comparison (Table 8) In the matched control low-SES classroom, the percentage of students writing explanations actually declined from 39% to 23%. For these two teachers to have had the same positive gain in total score, there must be other problems where the control class gained relatively more. However, the qualitative analyses did not reveal any large, systematic gains in the control classroom like the distinct shift just described; students in the control class picked up a few more points here and there, but there were no big changes compared to the control class the previous year. We are more inclined to attribute systematic shifts in the distribution to changes in instruction.
In Table 9 , 1992 versus 1993 comparison data are shown for the same problem but for the two "best" classes in the highest socioeconomic pair of schools. Note that, in this case, selecting the best class in the control school meant selecting the class with the smallest decline (ES = -.20) on the Maryland mathematics assessment, given that all classrooms in this school started higher in 1992 than any other classrooms but declined slightly in 1993. In contrast, the best classroom in the matched participating school showed a substantial improvement (ES = .53) and caught up to where the best control classrooms had been the year before.
Although the level of student performance is much higher in both schools in Table 9 than in Table 8 , the participating classroom in Table 9 still shows specific improvements in student performance that can be associated with the project intervention. Obviously, there are more right answers (Category I), 43% in 1993 versus 19% in 1992 . More importantly, however, in 1993 77% of the children in the participating classroom wrote mathematically adequate explanations (Category I, III, or IV) about how they solved the problem. This proportion is in contrast to 31% who wrote explanations in the same teacher's classroom the year before. In the control classroom 95% wrote adequate explanations in 1992 but only 52% could do so in 1993. As explained previously, we are more inclined to attribute these declines to population changes rather than to a decline in the quality of teaching, especially because all classrooms in the control school were affected. Table 9 also illustrates the increased ability of students in some participating classrooms to extend a mathematical pattern or complete a function Figure 6 ) compared to 0% in 1993. A slight improvement in the number of students writing explanations also occurred in the low-SES matched classroom.
Category V responses show some of the richness of the students' answers and also help us to understand why many students found this problem more difficult. In every classroom there were some students who could count by fours when they got to step 4 but had trouble with steps 1-2 because they extended the Yes I do see a pattern, on the side with the spoon it counts by 2's were there's a cup it counts by fours.
because on scoops it's go 1, 3, 5, I saw that their doing all odd so I put odd why cups was all even and 4 in the mitel. What I mean is 2 + 4 = 6 and 6 + 4 = 10 and so on.
The high-SES "best" participating classroom did show a substantial gain on this problem; the data for the comparison participating and control classrooms are shown in Table 10 . From 1992 to 1993 the percentage of students who wrote mathematical explanations (and extended the table) increased from 27% to 57%
(Categories I, III, V). The corresponding change in the control classroom was a decrease from 45% to 35%. The qualitative analyses of student answers on the Maryland mathematics assessment were not intended to refute or contradict quantitative findings of little or no difference. In fact, patterns suggested by the qualitative coding could be confirmed using quantitative scores. For example, the overall gain was paralleled by a gain in points on the explanation portion of problems. Apparent gains at the lower end of the distribution were confirmed by significant shifts out of the lowest two quintiles (as defined in the baseline year) for two of the three participating schools. Most importantly, effect size calculations showed that about half of the participating classrooms gained a great deal (.25 to .50) while the other half of classes gained zero or lost ground consistent with the pattern in control schools.
What the qualitative analyses helped to do is illustrate the substantive nature of improvement in student learning when it did occur. Significant shifts were observed on specific aspects of problems in participating classrooms but not in control classrooms and were associated with the kinds of mathematical activities introduced as part of the project. In many cases this meant that students in the middle and bottom of the class were able to do things that their counterparts in participating classrooms had not been able to do the previous year.
Conclusions
A fairly elaborate research design was implemented to evaluate the effect of a year-long performance assessment project on student learning. Maryland thirdgrade assessments in reading and mathematics and another alternative mathematics test served as independent measures of student achievement, separate from the classroom assessments developed as part of the project. Endof-year results for 1993 were compared to baseline administrations of the same measures in 1992 and to control school performance using analysis of covariance.
Results in reading showed no change or improvement attributable to the project. Third graders in the participating schools did about the same on the Maryland reading assessment as third graders had done the year before, and there were no significant differences between participating and control schools. In mathematics there were also no gains on the alternative assessment measure.
However, small quantitative changes and important qualitative changes did occur on the Maryland mathematics assessment.
It is possible to offer both pessimistic and optimistic interpretations of the study results. Most significantly, from a negative perspective, it is clear that introducing performance measures did not produce immediate and automatic improvements in student learning. This finding should be sobering for advocates who look to changes in assessment as the primary lever for educational reform.
Of course, there were mitigating factors that help to explain and contextualize the lack of dramatic effects. First, we did not "teach to" the project When we showed project teachers the outcome findings (in fall 1993), they were disappointed but offered an explanation regarding the "intervention" that jibes with our own sense of the project's evolution. Despite the level of workshop effort throughout 1992-93, by Christmas project "assignments" still had not been assimilated into regular instruction. Although we have evidence of changes beginning to be made in the spring term (Flexer et al., 1994) , many teachers said that they did not "really" change until the next year (1993-94) (beyond the reach of the outcome measures). Several teachers argued that they did not fully understand and adopt project ideas and assessment strategies until they began planning and thinking about what and how to teach the next year. This view is consistent with the literature on teacher change. Fundamental and conceptual change occurs slowly. Furthermore, changes in student understandings must necessarily come last, after changes in teacher thinking and changes in instruction.
We also note that the apparent gain in mathematics compared to zero gain in reading might have occurred because teachers had "further to go" in mathematics than in reading. If we take district curriculum frameworks as the standard, which are consistent with emerging professional standards in the respective disciplines, most teachers in the participating schools had already implemented some instructional strategies focused on meaning making. In mathematics, the district frameworks were newer, and teachers were less familiar with them. Two teachers had tried out the Marilyn Burns (1991) multiplication unit the year before; but several more teachers decided to try it during the project year. Several were using manipulatives for the first time; several adopted materials to teach problem-solving strategies for the first time; and one group of teachers worked to develop new units in geometry and probability. Even when teachers did not understand them well or use materials optimally, these brandnew activities represented substantial shifts in the delivered curriculum.
In contrast to these apologies and caveats about why change did not occur, the cause for optimism comes from the small but real gains in mathematics.
Because of the project, most of the teachers in the participating schools spent class time on written explanations (especially what makes a good explanation) and on mathematical patterns and tables, which they had never done before. As a consequence, there were specific things that a large proportion of third graders in these classrooms could do on the outcome assessments, where before only the most able third graders had been able to intuit how to do them.
Our concluding advice is that reformers take seriously the current rhetoric about "delivery standards" and the need for sustained professional development to implement a thinking curriculum. Performance assessments-even with the diligent effort of most project teachers and the commitment of four university researchers-did not automatically improve student learning. The changes that did occur, however, confirm our beliefs that many more students can develop conceptual understandings presently exhibited by only the most able students-if only they are exposed to relevant problems and given the opportunity to learn.
Performance assessments that embody important instructional goals are one way to invite instructional change, and assessments have the added advantage of providing valuable feedback about student learning. However, we would not claim that performance assessments are necessarily the most effective means to redirect instruction. When teachers' beliefs and classroom practices diverge from new conceptions of instruction, it may be more effective to provide staff development to address those beliefs and practices directly. Performance assessments are a key element in instructional reform, but they are not by themselves an easy cure-all.
