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Abstract We study the price of anarchy and the structure of equilibria in network
creation games. A network creation game is played by n players {1,2, . . . , n}, each
identified with a vertex of a graph (network), where the strategy of player i, i =
1, . . . , n, is to build some edges adjacent to i. The cost of building an edge is α > 0,
a fixed parameter of the game. The goal of every player is to minimize its creation
cost plus its usage cost. The creation cost of player i is α times the number of built
edges. In the SUMGAME variant, the usage cost of player i is the sum of distances
from i to every node of the resulting graph. In the MAXGAME variant, the usage cost
is the eccentricity of i in the resulting graph of the game. In this paper we improve
previously known bounds on the price of anarchy of the game (of both variants)
for various ranges of α, and give new insights into the structure of equilibria for
various values of α. The two main results of the paper show that for α > 273 · n
all equilibria in SUMGAME are trees and thus the price of anarchy is constant, and
that for α > 129 all equilibria in MAXGAME are trees and the price of anarchy is
constant. For SUMGAME this answers (almost completely) one of the fundamental
open problems in the field—is price of anarchy of the network creation game constant
for all values of α?—in an affirmative way, up to a tiny range of α.
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1 Introduction
Network creation game, as defined and introduced by Fabrikant et al. [8], is a game
that models the process of building large autonomous computer and communication
networks, such as the Internet. In this game, as in the reality, these networks are built
and maintained by entities (players in the game-theoretic jargon) that pursue their
own goals that may be different from the goals of other players—the players do not
necessarily cooperate, they are selfish (we leave the real-world meaning of this on
an intuitive level). Network creation games, and its superclass network formation
games, is a well-studied and well-known research topic which is covered by many
lectures and courses on algorithmic game theory and related subjects (see [18] for an
overview of network formation games).
Network creation game is a strategic game with n players where each player is
identified with a vertex (of a to be built graph/network). Every player i has to decide
what edges incident to i the player creates (or buys, or builds). Building one edge
costs the player α > 0, which is a fixed parameter of the game. The edges that the
players buy form a graph (network) which is the result of the game. The players pur-
sue two incompatible goals: pay as little as possible (minimize the creation cost), and
have a good connection to other nodes of the network (maximize the usage utility).
The usage utility of player i has been originally expressed as the following usage
cost: the sum of distances to all other players in the resulting network [8] (where nat-
urally players want to minimize this sum). Recently, the game where the usage cost
of player i is expressed as the maximum distance of i to any node of G has been
studied [6]. In this paper we consider both variants.
The central question that motivated the study of network creation games is: what
do we lose in terms of quality of a network, if the communication network is built
autonomously by selfish agents, as opposed to a communication network that is cen-
trally planned and built? The price of anarchy of a game is a way to express this in
that one compares the cost of a worst Nash equilibrium1 (worst in the sense of the
cost of the network) with the cost of an optimum network—the ratio of these two val-
ues is the price of anarchy of the game. Price of anarchy resembles in many aspects
the approximation ratio used for quantifying quality of algorithms for optimization
problems.
The challenge of computing the price of anarchy of any game is to find (compute)
a maximum cost Nash equilibrium, and a minimum cost “configuration”—two op-
timization problems that may be computationally hard/challenging. Often one is not
interested to know the exact value of the price of anarchy but only an approxima-
tion of it. For the network creation games, the quest has always been to identify the
cases where the price of anarchy is constant, and for the other cases to get as good an
asymptotic bound on the price of anarchy as possible.
1Nash equilibrium of the network creation game is a set of players’ strategies, one for each player, such
that no player can unilaterally change its strategy (i.e., buy a different set of edges) and improve her/his
cost.
Theory Comput Syst (2013) 53:53–72 55
1.1 Definition of the Game and Related Concepts
Let G = (V ,E) be an undirected graph (and we shall only consider undirected
graphs in the paper). For u,v ∈ V we denote by dG(u, v) the length of a shortest
u-v-path in G, and by DG(v) the eccentricity of the vertex v, i.e., the maximum
distance between v and any other vertex of G. If G is not connected we define
dG(u, v) := ∞. We denote the degree of vertex v ∈ V in G by degG(v). The av-
erage degree of G is deg(G) := 1|V |
∑
v∈V degG(v) = 2|E||V | . We sometimes omit the
index G and write simply d(u, v), D(v), or deg(v) if the underlying graph G is
clear from the context. For k ∈ N we define the k-neighborhood of a vertex v ∈ V
as the set Nk(v) := {w ∈ V : d(v,w) ≤ k} (observe that v belongs to Nk), and the
boundary of the k-neighborhood as the set N=k (v) := {w ∈ V : d(v,w) = k}. Fur-
thermore we define the set of all eccentric vertices of v by E(v) := N=D(v)(v). We
denote the diameter of G by diam(G), and the radius of G by rad(G). Recall that
diam(G) = maxu,v∈V d(u, v) and rad(G) = minv D(v). A central vertex is a vertex
v for which D(v) = rad(G). Graph G is a star if it is a tree and all edges of G are
incident to one vertex. Recall that a biconnected graph is a graph that does not con-
tain a cut vertex, i.e., a vertex whose removal makes the graph disconnected. Recall
furthermore that a biconnected component (or a block) of a graph G is a maximal
biconnected subgraph of G.
We consider n players N = {1, . . . , n} in our setting. Let α > 0 be a real number
which we shall call the edge price. The set of strategies of player i ∈ N is the set Si =
2N\{i} (i.e., Si contains all subsets of the set N \{i}). A strategy si ∈ Si corresponds to
a set of players to which i buys (or builds) an edge. We define S := S1 ×S2 ×· · ·×Sn
and call the elements of S the strategy profiles. For every strategy profile s ∈ S we
define the graph G(s) := (N,⋃ni=1
⋃
j∈si {{i, j}}), and a cost function ci(s) for every
player i (to be specified later). The triple (N,S, c), where c : S −→ Rn is given
by c(s) := (c1(s), . . . cn(s)), naturally defines a non-cooperative n-player strategic
game. Depending on the form of ci(·) we distinguish two games. Sum-Unilateral
Network Creation Game, or shortly SUMGAME, is the game given by (N,S, c) where
for s ∈ S, i ∈ N ,




Max-Unilateral Network Creation Game, or shortly MAXGAME, is the game given
by (N,S, c) where for s ∈ S, i ∈ N ,
ci(s) = α · |si | + max
j=1,...,n
dG(s)(i, j).
We call the term α · |si | in both cost functions (for SUMGAME and MAXGAME)
the creation cost, and the term
∑
j=1,...,n dG(s)(i, j) or maxj=1,...,n dG(s)(i, j) in the
respective cost function the usage cost of player i. A Nash equilibrium (NE for short)
of the game (N,S, c) is a strategy-profile s ∈ S such that for every player i ∈ N
and every strategy s˜i ∈ Si we have ci(s) ≤ ci(s1, . . . , si−1, s˜i , si+1, . . . , sn), i.e. no
player can lower her cost by changing her strategy when all other players keep their
strategies unchanged. Observe therefore that for every finite α every Nash equilibrium
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is a connected graph, and in every Nash equilibrium any edge is bought by at most
one player. If s ∈ S is a Nash equilibrium of the game (N,S, c), we call G(s) an
equilibrium graph or sometimes a stable graph. The social cost C of a strategy-
profile s ∈ S is defined, for the respective cost function of player i, as the sum of the










j=1 dG(s)(i, j) in SUMGAME,
α · ∑ni=1 |si | +
∑n
i=1 maxj=1,...,n dG(s)(i, j) in MAXGAME.
Since for every graph G = (V ,E) on n vertices there is a strategy-profile inducing
this graph, the social cost function generalizes for any graph G on n vertices:










for the respective cost function. We call a graph GOPT minimizing the respective
social cost function a social optimum. The price of anarchy (PoA for short) of a







Networks have been an important research topic in the economical and social sci-
ences, as networks naturally model relationships between interacting entities. As
such, a link between two entities is usually created upon mutual consensus (“if en-
tity A knows entity B then entity B knows entity A” is a common assumption). For
an overview of economical and social studies from this perspective we refer to the
book by Jackson [10] and to the references therein. Strategic network formation in
this framework has been studied with tools from cooperative game theory. The trade-
off between efficiency and stability for these kind of networks has been studied by
Jackson and Wolinski [11].
We study networks where links can be created unilaterally (i.e., without an explicit
agreement of both players at the ends of the respective edges) and where the payoff
of the players reflects the cost for building the edges as well as the quality of the
resulting network in terms of the players’ distances in the network. The first game of
this nature studied in the literature is SUMGAME.
Fabrikant et al. introduced SUMGAME in [8]. They proved an upper bound O(√α)
on price of anarchy (by showing that price of anarchy is bounded by the diameter of
the equilibrium graph), and showed that every Nash equilibrium which is a tree has
constant price of anarchy; we will use this result later on. Albers et al. [1] showed
that price of anarchy is constant for α = O(√n) (this was also independently and
earlier discovered by Lin [15]) and for α ≥ 12n lgn. The latter result is achieved by
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showing that for α ≥ 12n lgn all Nash equilibria are trees. Albers et al. also present
a general upper bound 15(1 + (min{α2/n,n2/α})1/3) on price of anarchy for all α,
which shows that price of anarchy is O(n1/3) for all α. Demaine et al. [6] show that
price of anarchy is constant already for α = O(n1−ε) for any fixed ε ≥ 1/ lgn, and
show the general bound 2O(
√
lgn) on price of anarchy for all α.
Demaine et al. [6] introduced MAXGAME as a natural variant of network creation
games, and showed that price of anarchy of MAXGAME is at most 2 for α ≥ n,
O(min{4√lgn, (n/α)1/3}) for 2√lgn ≤ α ≤ n, and O(n2/α) for α < 2√lgn.
An inherent modeling weakness of network creation games and of the solution
concept of Nash equilibria is the underlying computational intractability. This was
already pointed out by Fabrikant et al. [8]: it can be shown that in SUMGAME, com-
puting a best response2 of a player is NP-hard. Recently, Alon et al. [2] proposed
to consider a variant of network creation games along with a simpler and weaker
concept of equilibrium for which a best response of a player can be computed in
polynomial time. In this variant, called a basic network creation game, the players do
not buy edges (hence, there is no edge price α), and one does not consider strategy
profiles of bought edges inducing a graph which may be in Nash equilibrium. Instead,
Alon et al. introduce the concept of a swap equilibrium: A given graph is said to be in
(swap) equilibrium if no player (a vertex) can decrease its usage cost by deleting any
adjacent edge and creating a new adjacent edge (in their jargon, no player can swap
an existing edge and improve). A drawback of the basic network creation games is
that the results do not generalize to the original network creation games (consider, for
example, a path on four vertices 1, 2, 3, 4, where vertex 2 buys the edge to vertex 1
and vertex 3 buys an edge to vertex 4; this is a Nash equilibrium, but not a swap
equilibrium).
A natural modification of the concept, called the asymmetric swap equilibrium,
generalizes Nash equilibria of the original network creation games [16]: a graph in
which every edge is owned by one of its endpoints is said to be in asymmetric swap
equilibrium if no player can swap its own edge and improve its usage cost. It follows
that every Nash equilibrium in the (original) network creation game directly translates
into an asymmetric swap equilibrium. Therefore, any structural properties on any
asymmetric swap equilibria immediately hold for Nash equilibria of network creation
games; it has been proven that any asymmetric swap equilibrium has at most one
2-edge connected component [16].
Another modification of the concept of swap equilibria comes from Lenzner [14]
who defines a greedy equilibrium of a network creation game as a strategy profile in
which no player can improve its cost by swapping an edge, or by deleting an existing
edge, or by buying a new edge. In its paper [14], Lenzner studies how well greedy
equilibria approximate Nash equilibria of the network creation games. Obviously,
every Nash equilibrium is a greedy equilibrium, which in turn is asymmetric swap
equilibrium.
The computational tractability of the new equilibria concepts allows the players
to compute their best responses. This automatically invites for a study of a dynamic
2A best response of a player i against given strategies of the other players is a strategy of player i that
minimizes the player i’s cost, assuming the other players play the given (fixed) strategies.
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Table 1 Comparison of the previously known bounds for the price of anarchy in MAXGAME (due to [6])
and the bounds proved in this paper
α = 0 1
n−2 O(n
− 12 ) 129 2√logn n ∞
new 1 (Thm. 2) Θ(1) (Cor. 2) 2O(
√
logn) (Thm. 4) < 4 (Cor. 4) ≤ 2
old O(n2/α) O(min{4
√
logn, (n/α)1/3}) ≤ 2
Table 2 Summary of the best known bounds for the price of anarchy in SUMGAME
α = 0 1 2 3√n/2 √n/2 O(n1−) 273n 12n lgn ∞
PoA 1 ≤ 43 [8] ≤ 4 [6] ≤ 6 [6] Θ(1) [6] 2O(
√
logn) [6] < 5 (Thm. 7) ≤ 1.5 [1]
behaviour of players, in which players alternately change their strategies to best/better
responses [12, 13].
There are other variants of the network creation game, which has little or no impact
on the study of the original network creation games, see e.g., [3–5, 7].
1.3 Our Results
We first show that computing a best response of a player in MAXGAME is an NP-
hard problem. In subsequent sections we study price of anarchy of MAXGAME and
SUMGAME. For MAXGAME we show that price of anarchy is constant for α > 129
and α = O(n−1/2), and also prove that price of anarchy is 2O(√logn) for any α > 0
in Sect. 3. The result for α > 129 is obtained as a corollary of the more general
result (proven in Sect. 3.1) showing that in MAXGAME for α > 129 all equilibrium
graphs are trees. This is proven by developing new techniques which establish lower
and upper bounds on the average degree of biconnected components of equilibrium
graphs. In Sect. 4 we adopt the new techniques developed for MAXGAME to prove
that for α > 273n all equilibrium graphs of SUMGAME are trees. This result implies
a constant upper bound on price of anarchy for α > 273n which shrinks the range of
edge-prices for which we do not know a constant upper bound on price of anarchy to
α ∈ Ω(n1−) ∩ O(n). A comparison and overview of the previously known bounds
and the new bounds on price of anarchy in both game variants are summarized in
Tables 1 and 2.
2 Complexity of Computing Best Response in MAXGAME
Computing a best response in SUMGAME was shown to be NP-hard by Fabrikant et
al. in [8]. We adapt their proof to show that this is also the case for MAXGAME. One
of the consequences is that, unless P = NP , computing a Nash equilibrium with a
best-response dynamic is not a tractable approach. Moreover, players actually cannot
even say, given what every player plays, if they are in a Nash equilibrium.
Theorem 1 Given a player i ∈ N and a strategy-profile s ∈ S of MAXGAME, it is
NP-hard to compute a best response of player i.
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Proof Given an undirected graph G, DOMINATINGSET is a problem to find a set
D ⊆ V of minimum cardinality such that every vertex v ∈ V has a neighbor in D
or is in D itself. This is a well-known NP-hard problem [9]. It is not difficult to
see that the problem remains NP-hard for instances where |D| < n/2. Let us denote
this problem as DOMINATINGSET-HALF. We reduce this NP-hard problem to the
problem of computing a best response of player i in MAXGAME.
We consider the following instance for the problem of computing a best response
in the following MAXGAME: There are n + 1 players, we set α = 2/n and we set
strategies sj of players j 
= n + 1 such that the graph induced by the strategies of
the first n players is G, the input graph for DOMINATINGSET-HALF; We ask for a
best response of player n + 1. For any best response s∗n+1 of player n + 1 we define
s∗ = (s1, . . . , sn, s∗n+1). It follows that DG(s∗)(n+1) < 3 in the resulting graph (recall
that α = 2/n and thus buying edges to all other nodes would be a strictly better
strategy of player n + 1). Hence, player n + 1 either buys (i) an edge to every vertex
in N \ {n + 1} or (ii) an edge to every vertex of a minimum dominating set in G.
But since the size of a minimum dominating set in G is less than n/2 and α = 2/n,
(i) never occurs as a best response.
Therefore finding a best response for player n + 1 is equivalent to finding a mini-
mum dominating set D in G. 
3 Bounding the Price of Anarchy in MAXGAME
In this section we consider MAXGAME. First we classify social optima. This is rather
a folklore and resembles in many aspects the previously shown characterization of
social optima in SUMGAME. We use this to bound price of anarchy in MAXGAME
for small values of α.
Proposition 1 For α ≤ 2
n−2 the complete graph is a social optimum. For α ≥ 2n−2
the star is a social optimum.
Proof Observe that every social optimum G contains a star as a spanning tree (if
not, then D(v) ≥ 2 for every vertex v in G and thus the social cost of G is at least
α|E|+ 2n, which is greater than α(n− 1)+ 2n− 1, the social cost of a star). In a star
(with n − 1 edges), one vertex has usage cost 1. To shorten the usage cost (from 2
to 1) of additional vertex v in a star we have to add n− 2 edges (adjacent to v) to the
star. In general, to have k vertices of usage cost 1, the graph G has to contain at least∑k
i=1(n − i) edges. Thus, for a fixed value of α, the cost of a social optimum is the
minimum value of SC(α, k,n) := α ∑ki=1(n− i)+k+2(n−k) among all 1 ≤ k ≤ n.
Since ∂2
∂k2
SC(α, k,n) = −α < 0 it either holds k = 1 or k = n in the minimum. Hence
the social optimum is either a complete graph or a star for all values of α and we have
C(Star) ≥ C(Kn) ⇔ α(n − 1) + 2n − 1 ≥ αn(n − 1)/2 + n ⇔ 2/(n − 2) ≥ α which
proves the claim. 
Theorem 2 For α < 1
n−2 the price of anarchy is 1. For α < 2n−2 the price of anarchy
is at most 2.
60 Theory Comput Syst (2013) 53:53–72
Proof By Proposition 1, for α < 2
n−2 , the social optimum is a complete graph. Hence,
price of anarchy is at most
αn(n − 1)/2 + n · diam(G)
αn(n − 1)/2 + n ≤ diam(G)
for a worst equilibrium graph G. First we show that for α < 1
n−2 every equilibrium
graph has diameter 1, i.e. it is a complete graph. Assume for contradiction there is an
equilibrium graph G = (V ,E) with a vertex v ∈ V with DG(v) ≥ 2. Since the graph
is connected there are at most n − 2 vertices with distance more than 1 from v. By
buying edges to these vertices v can decrease its usage cost by at least 1. The price
for this is α(n− 2) < 1. Thus, v can improve its cost by doing so, a contradiction that
G is Nash equlibrium.
Next we show that for α < 2
n−2 every equilibrium graph has diameter at most 2.
Assume for contradiction there is an equilibrium graph G = (V ,E) with a vertex
v ∈ V with DG(v) ≥ 3. Since the graph is connected there are at most n − 2 vertices
with distance more than 1 from v. By buying edges to these vertices v can decrease
its usage cost by at least 2. Since α(n− 2) < 2, v could improve its cost by doing so,
a contradiction with the assumption that G is Nash equlibrium. 
Next we relate the diameter of an equilibrium graph with price of anarchy of the
game, where the following lemma is the key ingredient. The lemma exploits that
a breadth-first search tree of an equilibrium graph already contains much informa-
tion about the whole graph. For SUMGAME a similar result with a similar proof is
known [1].
Lemma 1 If G = (V ,E) is an equilibrium graph then C(G) ≤ (2α + 1)(n− 1)+n ·
rad(G).
Proof Let T be a breadth-first search tree of G rooted in a central vertex v0 of G.
Let v ∈ V \ {v0}. Let Ev be the edges built by v in T . Consider the following strategy
of v: Buy all edges of Ev plus buy the edge to v0. The creation cost of v in this
strategy is at most α(|Ev| + 1) and the usage cost is at most D(v0) + 1. As G is an
equilibrium, every vertex (player) achieves in G the best possible cost, given what
other players do. Thus, the above mentioned strategy upper-bounds the cost of v in
equilibrium, i.e., cv(G) ≤ α(|Ev|+1)+ rad(G)+1. For vertex v0 we have cv0(G) =
α|Ev0 | + rad(G). Summing the obtained inequalities for every vertex of G yields the
claimed inequality. 
Corollary 1 Let G be a worst Nash equilibrium for α ≥ 2
n−2 . The price of anarchy
is O(1 + diam(G)
α+1 ).
Proof By Proposition 1 and Lemma 1 we get that price of anarchy is at most
(2α + 1)(n − 1) + n · rad(G)
(α + 2)(n − 1) + 1 ≤
2α + 1
α + 2 +
n · rad(G)
(n − 1)(α + 2) ≤ 2 +
2 · rad(G)
α + 2 . 
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Demaine et al. [6] showed that the diameter of equilibrium graphs is bounded by
O(1 + α4√lgn) and by O(1 + (nα2)1/3).3 Combining these results with Corollary 1
yields an improved bound for the price of anarchy:
Lemma 2 [6] The diameter of an equilibrium graph is O(1 + (nα2)1/3).
Theorem 3 For α = O(1) the price of anarchy is O(1 + (nα2)1/3).
Proof This is an immediate consequence of Lemma 3 and Corollary 1. 
Corollary 2 For α = O(n−1/2) the price of anarchy is constant.
Lemma 3 [6] The diameter of an equilibrium graph is O(1 + α · 4
√
lg(n)).




Proof This is an immediate consequence of Lemma 3 and Corollary 1. 
In the following we show that equilibrium graphs that are trees have cost at most
a constant times bigger than the cost of a social optimum. Thus, if for given α all
equilibrium graphs are trees, then price of anarchy is constant. We note that a similar
result for SUMGAME has been shown by Fabrikant et al. [8]. We show in Sect. 3.1
that for α > 129 all equilibrium graphs are trees which shows that price of anarchy
for this range of α is constant.
Theorem 5 The cost of an equilibrium graph that is a tree is less than 4 times the
cost of a social optimum.
Proof Observe that the claim is trivial when n ≤ 2, or when α < 2/(n − 2) (as then,
by Theorem 2, price of anarchy is at most 2). We therefore assume that n ≥ 3 and α ≥
2/(n − 2). Let T = (V ,E) be a tree on n ≥ 3 vertices that is Nash equilibrium. We
first show that diam(T ) ≤ 2α + 3. Let v ∈ V be a vertex with D(v) = diam(T )/2
(observe that there exists such a vertex). Consider T rooted at v. Let l be a leaf of T at
depth D(v). Consider the strategy of l where l buys, additionally to what it does in the
equilibrium strategy profile, an edge to v. The usage cost of l is at most 1 +D(v) us-
ing the new strategy. Its usage cost in the equilibrium strategy is D(l) = diam(T ). As
T is Nash equilibrium we can conclude that buying the edge to v is not beneficial and
therefore α ≥ D(l) − (D(v) + 1) ≥ diam(T )/2 − 1. Hence, diam(T ) ≤ 2α + 3.
We now compare the cost of T with the cost of a social optimum GOPT. As
α ≥ 2/(n − 2), a star is a social optimum (Proposition 1). Hence, as C(GOPT) =
3In fact, [6] claims a bound of O(α4
√
lgn) resp. O((nα2)1/3) on the diameter, which does not make sense
for very small α. The arguments given in [6] show a bound of O(1 + α4
√
lgn) resp. O(1 + (nα2)1/3) on
the diameter.
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(α + 2)(n − 1) + 1,
C(T )
C(GOPT)
≤ α(n − 1) + diam(T ) · n
(α + 2)(n − 1) ≤
α
α + 2 +
(2α + 3) · n




which proves the claim. 
3.1 For α > 129 Every Equilibrium Graph is a Tree
In this section we present the main result for MAXGAME, namely, we show that for
α > 129 every equilibrium graph is a tree. This, together with Theorem 5, shows that
price of anarchy is smaller than 4 for this range of α. The main idea is to show that
an arbitrary (non trivial) biconnected component of an equilibrium graph has average
degree c > 2 and at the same time smaller than 2+ c′
α
for some constants c, c′. For big
enough α these inequalities become contradicting and thus we know that this cannot
happen, i.e., every Nash equilibrium for such α contains no biconnected component
other than bridges and therefore no cycle—it has to be a tree.
For the entire section let G = (V ,E) be a graph on n vertices that contains at
least one cycle and let H ⊆ G be an (arbitrary) biconnected component of G of size
|H | ≥ 3. Furthermore we use the following definitions. For a vertex v ∈ V and a set
X ⊆ V we call a path starting in v and ending in a vertex in X a v-X-path. For every
vertex v in H we define S(v) to be the set of all vertices x ∈ V such that a shortest
x-H -path ends in v. Note that by definition: S(v) 
= ∅ since v ∈ S(v); v is the only
vertex from H in S(v); S(u) ∩ S(v) = ∅ for u ∈ V (H), u 
= v; for every w ∈ S(v)
every shortest u-w-path contains v.
We start with the observation of Demaine et al. [6] that the edge price bounds the
girth of equilibrium graphs from below:
Lemma 4 [6] Every equilibrium graph has no cycle of length less than α + 2.
Proof Suppose for contradiction that there is a cycle C with |C| < α + 2. Let {u,v}
be an edge in C and without loss of generality assume that u bought it. If u removes
this edge it increases its usage cost by at most |C| − 2 < α. Hence u should not buy
the edge and we have a contradiction. 
The following lemma shows that the usage cost of vertices in H differ by at most 4
and “tends to be lower” for a vertex that buys an edge in H .
Lemma 5 If G is an equilibrium graph and v ∈ V (H) then DG(v) ≤ rad(G) + 3 if
v buys an edge in H and DG(v) ≤ rad(G) + 4 otherwise.
Proof We show that for every edge {u,v} ∈ E(H) bought by u we have DG(u) ≤
rad(G) + 3 and DG(v) ≤ rad(G) + 4. The claim then follows. Consider a breadth-
first search tree T rooted in some central vertex v0 of G. First we consider the case
that {u,v} ∈ E(H) \E(T ). Trivially, DG(u) ≤ rad(G)+ 1 (as otherwise u could buy
an edge {u,v0} instead of {u,v} and thus improve its cost) and therefore DG(v) ≤
rad(G) + 2. Next we consider the case that {u,v} ∈ E(T ) ∩ E(H). We note that the
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edge either leads “up” the tree to v0, or it leads “down” the tree such that there is a
vertex s ∈ V (H) below or at v which is incident to an edge in E(H) \ E(T ) (if not
then u would be a cut vertex of H ). In the first case we have DG(u) ≤ rad(G) + 1
(as otherwise u could buy an edge {u,v0} instead of {u,v} and thus improve its cost).
In the second case we have, as shown before, DG(s) ≤ rad(G) + 2 and therefore
DG(u) ≤ rad(G) + 3 (as otherwise u could buy an edge {u, s} instead of {u,v} and
thus improve its cost). So in general we have DG(u) ≤ rad(G) + 3 and therefore
DG(v) ≤ rad(G) + 4. 
In the following lemmas we show that for every vertex in a biconnected component
H of an equilibrium graph G there is a vertex of degree at least 3 in H in a constant-
size neighborhood of v.
Lemma 6 If G is an equilibrium graph for α > 0 then for every vertex v in H and
every vertex w ∈ S(v): dG(v,w) ≤ rad(G) + 7−α2 .
Proof By Lemma 4, H has no cycle of length less than α + 2. Thus, as every vertex
of H is contained in at least one cycle, there is a vertex u ∈ V (H) with dG(u, v) =
dH (u, v) ≥ α+22  ≥ α+12 . Every shortest u-w-path contains vertex v (by definition of
S(v)). Therefore dG(u,w) = dG(u, v) + dG(v,w) ≥ α+12 + dG(v,w). By Lemma 5
we have dG(u,w) ≤ DG(u) ≤ rad(G) + 4. Hence dG(v,w) ≤ rad(G) + 7−α2 . 
Lemma 7 If G is an equilibrium graph for α > 11, then for every vertex v in H that
buys at least two edges in H there is a vertex w ∈ N1(v) with degH (w) ≥ 3.
Proof Let us refer to v by x2 and let x1 and x3 be two vertices to which x2 buys
edges in H . Assume for contradiction that degH (xi) = 2 for i = 1,2,3. Denote the
x1’s other neighbor in H by x0 and the x3’s other neighbor in H by x4. Note that, as
α > 11, the girth of H is at least 14 (Lemma 4) and therefore xi 
= xj for i 
= j . Also
by Lemma 6 we have dG(x2,w) < rad(G)− 1 ≤ DG(x2)− 1 for w ∈ ⋃i=1,2,3 S(xi).
Thus, all shortest x2-E(x2)-paths contain either x0 or x4. Hence, by buying edges to
x0 and x4 instead of x1 and x3, x2 would decrease its distance to the vertices in E(x2),
increase its distance to the vertices in S(x1) and S(x3) by at most 1 and it would not
increase its distance to any other vertex. Therefore (as dG(x2,w) < DG(x2) − 1 for
w ∈ S(x1) ∪ S(x3)), by changing its strategy x2 could improve. But this contradicts
equilibrium and hence we have degH (xi) ≥ 3 for some i ∈ {1,2,3}. 
Lemma 8 If G is an equilibrium graph for α > 13 then any path x0, x1, . . . , xk in H
with degH (xi) = 2 for 0 ≤ i ≤ k such that for 0 ≤ i < k, {xi, xi+1} is bought by xi ,
has length at most k ≤ 4.
Proof Consider a maximal path x0, x1, . . . , xk in H of the form from the statement
and assume for contradiction k ≥ 5. By Lemma 5 we have |DG(xi) − DG(xj )| ≤ 3
for 0 ≤ i, j ≤ k − 1 and therefore, by the pigeonhole principle, there is 0 ≤ i0 ≤ 3
such that DG(xi0) ≥ DG(xi0+1). Denote the xi0+2’s other neighbor in H by xi0+3 (if
not already so denoted). For every vertex w ∈ S(xi0+j ), j = 0,1,2, we have (using
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Lemma 6) dG(xi0+j ,w) < rad(G) − 3, and therefore E(xi0) ∩ S(xi0+j ) = ∅ for j =
0,1,2.
We consider the strategy where xi0 buys an edge to xi0+3 instead of the edge to
xi0+1 and show that xi0 improves in this strategy, which is a contradiction. We split
the vertices of E(xi0) into two parts: set S where for every z ∈ S no shortest xi0 -z-path
contains xi0+1, and set E(xi0)\S where for every vertex z ∈ E(xi0)\S there is a short-
est xi0 -z-path that contains xi0+1 (and therefore also xi0+2 and xi0+3). Observe that in
the new strategy xi0 decreases its distance to vertices in E(xi0) \S by 2, and increases
its distance to vertices in S(xi0+1) by at most 2, and does not increase its distance to
any other vertex of V but perhaps to those in S. We show that xi0 actually decreases
its distance to every vertex in S by at least one, which shows that xi0 improves in
the new strategy (recall that dG(xi0, y) < DG(xi0) − 2 for every y ∈ S(xi0+1)). To
show that xi0 improves its distance to every vertex z ∈ S, we first observe that be-
cause DG(xi0) ≥ DG(xi0+1) no shortest xi0+1-z-path contains xi0 . Thus, all shortest
xi0+1-z-paths contain xi0+3. Hence, in the new strategy, xi0 decreases its distance to
z, which finishes the proof. 
Lemma 9 If G is an equilibrium graph for α > 13 then for every vertex v in H there
is a vertex w ∈ N5(v) with degH (w) ≥ 3.
Proof Let {u,v} be an arbitrary edge in H and assume without loss of general-
ity that u bought the edge. Let C be a cycle containing {u,v} and note that by
Lemma 4 it has at least 16 vertices. Denote the vertices after v and u (in that or-
der) in C by x0, x1, x2, . . . . We distinguish two cases. Assume first that there is a
vertex y ∈ {u,x0, x1, x2} that buys both its edges in C. Then, by Lemma 7, there is
vertex w ∈ N1(y) ⊆ N4(u) ⊆ N5(v) with degH (w) ≥ 3. Assume now that there is no
vertex y ∈ {u,x0, x1, x2} that buys both its edges in C. But then, as u buys an edge
to v, we have a path x3, x2, x1, x0, u, v of length 5 where one vertex buys the edge
to the next one. Thus, by Lemma 8, the vertices of the path cannot have all degree 2
in H , and the lemma follows. 
Corollary 3 If G is an equilibrium graph for α > 13 then deg(H) ≥ 2 + 116 .
Proof We assign every vertex v ∈ H to its closest vertex c ∈ H with degH (c) ≥ 3
(thus, c is assigned to itself), breaking ties arbitrarily (by Lemma 9 we know that
there is a vertex of degree at least 3 in H ). Consider the subgraph of H formed
by a vertex c of degree at least 3 and by vertices assigned to it. Observe that these
subgraphs form a partition of H . We show that the average degree of every such
subgraph is at least 2+ 116 which proves the claim. The subgraph consists of degH (c)
induced paths {pi(c)}degH (c)i=1 that all meet in c. Let length(pi(c)) denote the length of
path pi(c). By Lemma 9 this length is at most 5. The average degree of the subgraph
is then degH (c)+2
∑degH (c)
i=1 length(pi (c))
1+∑degH (c)i=1 length(pi (c))
= 2 + degH (c)−2
1+∑degH (c)i=1 length(pi (c))
≥ 2 + degH (c)−21+5·degH (c) ≥
2 + 116 . 
Next we prove the last ingredient for our approach—we show an upper bound for
deg(H) involving α:
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Lemma 10 If G is an equilibrium graph for α > 1 then deg(H) ≤ 2 + 8
α−1 .
Proof Consider a breadth-first search tree T of G rooted in a central vertex v0 ∈
V and let T˜ := T ∩ H . Note that T˜ is a spanning tree of H . Then deg(H) =
2|E(T˜ )|+2|E(H)\E(T˜ )|
|V (T˜ )| ≤ 2 +
2|E(H)\E(T˜ )|
|V (T˜ )| , and hence we have to bound |E(H) \E(T˜ )|
(the number of edges outside T˜ ). To do that, we consider vertices of H that buy an
edge in E(H) \ E(T˜ ). Let us call such a vertex a shopping vertex. First observe that
every shopping vertex u buys exactly one edge in E(H)\E(T˜ ), as otherwise u could
opt not to buy these edges and buy one edge to v0 instead, thus saving at least α on
creation cost, and having usage cost at most DG(v0) + 1 ≤ DG(u) + 1, which (for
α > 1) would be an improvement, a contradiction. This immediately shows that there
are at most |V (T˜ )| edges in E(H) \E(T˜ ). To get a better bound, we bound the num-
ber of shopping vertices. We show that the distance in T˜ between any two shopping
vertices is at least α−12 . The upper bound on the number of shopping vertices follows:
Assign every node v of H to the closest shopping vertex (closest according to the dis-
tance in T˜ ; breaking ties arbitrarily); Observe that this assignment forms a partition
of H (and that every part contains exactly one shopping vertex); As the distance in
T˜ between any two shopping vertices is at least α−12 , the size of every part is at least
α−1
4 . Thus, there are at most
4|V (T˜ )|
α−1 shopping vertices and thus at most that many
edges in E(H) \ E(T˜ ); The desired bound deg(H) ≤ 2 + 8
α−1 now easily follows.
We are left to prove that the distance in T˜ between any two shopping vertices is






2 . Let u1 = x1, x2, . . . , xk = u2 be the shortest u1-u2-
path in T˜ and let us call it P . Let {u1, v1} and {u2, v2} be the edges that u1 and
u2 buy in E(H) \ E(T˜ ). Observe that v1 and v2 are not descendant of any vertex xi ,
i = 1, . . . , k, in P ; If vj , j = 1,2, is descendant of xi , then the vj -xi -path in T˜ , the xi -
uj -path in T˜ , and the edge {uj , vj } form a cycle of length at most 2(dT˜ (u1, u2)+1) <
α+1 which contradicts Lemma 4. In particular, vj is not part of P , and therefore x0 =
v1, x1, . . . , xk, xk+1 = v2 is a path in H . Also by Lemma 4, uj , j = 1,2, has distance
at least α−12 from v0, and therefore v0 is not in P . Now, since x1 buys {x0, x1} and
xk buys {xk, xk+1}, there has to be 1 ≤ i∗ ≤ k such that xi∗ buys both {xi∗−1, xi∗} and
{xi∗ , xi∗+1}. Consider the following modification of xi∗ ’s strategy: Buy edge {xi∗, v0}
instead of edges {xi∗−1, xi∗} and {xi∗, xi∗+1}. In this new strategy, xi∗ decreases its
creation cost by α. We now show that xi∗ ’s new usage cost is Dnew(xi∗) < DG(xi∗)+
α thus implying that the new strategy improves xi∗ ’s cost, a contradiction.
First note that Dnew(xi∗) ≤ 1+Dnew(v0) (where the subscript “new” always corre-
sponds to the situation in a graph where xi∗ is using the modified strategy). To bound
Dnew(v0) we note that only the vertices in P and their descendants in T can have
increased distance to v0 by the strategy change. Let y be one of these vertices with
possibly increased distance and let 1 ≤ j ≤ k be such that xj is the closest ancestor
of y, i.e., an ancestor with dG(xj , y) = minx∈P dG(x, y). If j = i∗ it is easy to see that
dnew(v0, y) ≤ dG(v0, y) and therefore for such a vertex y there is no increase in usage
cost of v0. Consider now the case j 
= i∗ and assume (without loss of generality, as we
shall see) that j < i∗. Then dnew(v0, y) ≤ dnew(v0, x0)+dnew(x0, xj )+dnew(xj , y) =
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dG(v0, x0)+dG(x0, xj )+dG(xj , y) (since x0 is not a descendant of a vertex in P and
x0, . . . , xj is still a path in Gnew), and dG(v0, y) = dG(v0, xj ) + dG(xj , y). Then the
increase of usage cost of v0 is: dnew(v0, y) − dG(v0, y) = dG(v0, x0) + dG(x0, xj ) −
dG(v0, xj ) ≤ 2 · dG(x0, xj ) ≤ 2 · dG(u1, u2) ≤ 2 · dT˜ (u1, u2) < α − 1, where the last




2 . As y was chosen arbi-
trary, we have that the increase of usage cost of v0 is less than α − 1 and therefore
Dnew(v0) < DG(v0) + α − 1, which shows Dnew(xi∗) < DG(xi∗) + α. 
We are now ready to state the threshold on α, above which only tree equilibria
appear.
Theorem 6 For α > 129 every equilibrium graph is a tree.
Proof If G is a non-tree equilibrium for α > 129 and H a block in G with |H | ≥ 3
then we have by Lemma 10 that deg(H) ≤ 2 + 8
α−1 < 2 + 116 , which contradicts
Corollary 3 stating that deg(H) ≥ 2 + 116 . 
This bound is asymptotically tight. Indeed there is a constant c > 0 such that for
α < c we have non-tree equilibrium graphs. E.g., for α ≤ 1, the triangle is an equi-
librium graph (we can generalize this to any size n ≥ 3 of vertices: three stars of
size n/3, where the three centers of the stars are connected in a triangle, form an
equilibrium graph, too). Theorems 6 and 5 thus show the following.
Corollary 4 For α > 129 the price of anarchy is smaller than 4.
Proof This is an immediate consequence of Theorems 6 and 5. 
4 Bounding the Price of Anarchy in SUMGAME
In this section we consider SUMGAME. Adapting the methods that we have devel-
oped for MAXGAME in Sect. 3.1 we are able to show that in SUMGAME for α > 273n
every equilibrium graph is a tree. This improves the best known bound of α ≥ 12n lgn
from [1] and is asymptotically the best obtainable bound as for α < n/2 there exist
non-tree equilibrium graphs [1]. As a corollary we obtain constant price of anar-
chy for α > 273n. We use the same conventions and notation as in Sect. 3.1, i.e.
G = (V ,E) is a graph on n vertices that contains at least one cycle, H is a block of
G of size |H | ≥ 3 and S(v) for v ∈ V (H) is defined as in Sect. 3.1. The next discus-
sion closely follows the ideas for MAXGAME (Sect. 3.1). Recall that in SUMGAME
the usage cost of a vertex v is the sum of all distances from v to any vertex in the
resulting graph of the game.
Similarly to MAXGAME we can show in the following lemmas that in a constant-
size neighborhood of every vertex v in a biconnected component H of an equilibrium
graph G there is a vertex of degree at least 3 in H . The details of the proofs are for
SUMGAME a bit different though.
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Lemma 11 [1] Any equilibrium graph has no cycle of length less than α
n
+ 2.
Proof Suppose for contradiction that there is a cycle C with |C| < α
n
+ 2. Let {u,v}
be an edge in C and without loss of generality assume that u bought it. If u removes
this edge it increases its usage cost by at most n · (|C| − 2) < α. Hence u should not
buy the edge and we have a contradiction. 
Lemma 12 If G is an equilibrium graph and u,v ∈ V (H) are two vertices in H with
d(u, v) ≥ 3 such that u buys the edge to its adjacent vertex x in a shortest u-v-path
and v buys the edge to its adjacent vertex y in that path then either degH (x) ≥ 3 or
degH (y) ≥ 3.
Proof Assume for contradiction that degH (x) = 2 = degH (y). Assume without loss
of generality that |S(x)| ≤ |S(y)|. Let z be the other vertex in H adjacent to x. Con-
sider a modified strategy of u where u buys an edge to z instead of the edge to x. In
this strategy u shortens its distance to the vertices in S(y) and S(v) by at least 1 and
increases its distance to the vertices in S(x) by 1. Furthermore it does not increase its
distance to any other vertex in the graph. Since |S(x)| < |S(v) ∪ S(y)| (S(v) 
= ∅ by
definition), we conclude that u decreases its cost in the modified strategy, a contra-
diction. 
The proof of the following lemma is most different from the techniques used for
MAXGAME.
Lemma 13 If G is an equilibrium graph then any path x0, x1, . . . , xk in H , where
degH (xi) = 2 for 0 ≤ i ≤ k and xi buys {xi, xi+1} for 0 ≤ i ≤ k − 1, has length at
most k ≤ 8.
Proof Consider a maximal path x0, x1, . . . , xk of the form from the statement and
assume for contradiction that k ≥ 9. In the following we denote by xk+1 the other
neighbor of xk in H (i.e., not xk−1).
We consider a breadth-first search tree T of G rooted in xk−1. We denote by N
the set consisting of xk+1 and its descendants in T . If xk−1 would buy {xk−1, xk+1}
instead of {xk−1, xk} it would decrease its distance to all vertices in N by at least
1, increase its distance to all vertices in S(xk) by at most 1, and would not increase
its distance to any other vertex. Since G is an equilibrium we have |N | ≤ |S(xk)|.
Similarly for 1 ≤ i ≤ k−1 if xi−1 buys {xi−1, xi+1} instead of {xi−1, xi}, xi−1 would
decrease its distance to all vertices in
⋃min{i−1+k/2,k}
j=i+1 S(xj ) by at least 1, increase
its distance to all vertices in S(xi) by at most 1, and would not increase its distance

























∣ ≥ 2k/2−2|N |. (2)
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Next we show that degH (xk+1) ≥ 3. By the maximality assumption on the path we
must have either degH (xk+1) ≥ 3 or xk+1 buys {xk, xk+1} or x0 = xk+1. In the second
case as xk−2 bought an edge to xk−1, Lemma 12 implies that xk−1 or xk have degree
at least 3 in H which is a contradiction. In the third case as xk buys an edge to
x0 = xk+1 we can argue as in the estimations above: If xk would buy {xk, x1} instead
of {xk, x0} it would decrease its distance to the vertices in S(x1) by at least 1, increase
its distance to the vertices in S(x0) = S(xk+1) ⊆ N by 1 and would not increase its
distance to any other vertex. Hence we have |N | ≥ |S(x0)| ≥ |S(x1)|. But by (2) we
have |S(x1)| ≥ 2k/2−2|N | a contradiction. So indeed we have degH (xk+1) ≥ 3.
Now we can consider the following two cases: Either at least one child u of
xk+1 buys an edge to xk+1 or xk+1 buys the edges to all its children (of which
at least two are in H ). In the first case we propose for u the following change
of strategy: It should buy an edge to xk−5 instead of xk . Thereby u would de-
crease its distance to the vertices in S(xk−3) ∪ S(xk−4) ∪ S(xk−5) by at least 2,
it would increase its distance to the vertices in N ∪ S(xk) ∪ S(xk−1) by at most
6, furthermore since xk−5 has depth greater than u it would not increase its dis-
tance to any other vertex. Since G is an equilibrium u cannot improve and we have
2|S(xk−3)∪S(xk−4)∪S(xk−5)| ≤ 6|N ∪S(xk)∪S(xk−1)| ≤ 18|S(xk−1)| (where the
last inequality follow from |N | ≤ |S(xk)| ≤ |S(xk−1)|). But this is a contradiction
since |S(xk−3) ∪ S(xk−4) ∪ S(xk−5)| > 9|S(xk−1)| by (1).
In the second case we propose for xk+1 the following change of strategy: It should
buy an edge to x1 and delete the edges to its children in H . By the change of strategy
xk+1 would not increase its distance to any vertex in V \ N (since x1 has depth
greater than xk+1 as k ≥ 9), it would increase its distance to any vertex in N by
at most 2 · diam(H) (deleting the edges does not make the graph disconnected as
otherwise xk+1 would be a cut vertex of H ) and it would lower its creation cost by
at least α. Hence since xk+1 cannot improve from this change we must have α ≤
2 diam(H) · |N |. On the other hand we have (rad(H)−1)|S(x1)| ≤ α since otherwise
a vertex with distance rad(H) from x1 could improve by buying an edge to x1 thereby
lowering its usage cost by at least (rad(H) − 1)|S(x1)|. Combining this inequalities
with (2) we obtain: 2k/2−2(rad(H) − 1)|N | ≤ 2 diam(H) · |N | ≤ 4 rad(H) · |N | but
since k ≥ 9 and rad(H) > 2 (as k ≥ 9) this is a contradiction. 
Using the previous two lemmas we can show the following.
Lemma 14 If G is an equilibrium graph for α > 19n then for every vertex v in H
there is a vertex w ∈ N11(v) with degH (w) ≥ 3.
Proof Let {u,v} be an arbitrary edge in H and assume without loss of generality that
u bought the edge. Let C be a cycle containing {u,v} and note that by Lemma 11
it has at least 22 vertices. Denote the vertices after u and v (in that order) in C by
x0, x1, x2, . . . . We distinguish two cases. Assume first that there is an 1 ≤ i ≤ 9 that
buys the edge {xi−1, xi}. As we have girth at least 22 (Lemma 11) u,v, x0, . . . , xi
is a shortest u-xi -path and therefore, by Lemma 12, either degH (xi−1) ≥ 3 or
degH (v) ≥ 3. Hence since v, xi−1 ∈ N9(v) ⊆ N10(u) the claim is true for that case.
Assume now that there is no such xi . But then we have a path x0, x1, . . . , x9 of
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length 9 where one vertex buys the edge to the next one. Thus, by Lemma 13, the
vertices of the path cannot have all degree 2 in H , and the lemma follows. 
Now, quite in the same way as for MAXGAME, we can prove the claims that show
the main result of the section.
Corollary 5 If G is an equilibrium graph for α > 19n then deg(H) ≥ 2 + 134 .
Proof The proof is completely analog to the proof of Corollary 3. 
The following lemma as well as its proof is completely analog to Lemma 10 for
MAXGAME and gives us a corresponding upper bound for deg(H). For completeness
we also list the entire proof here.
Lemma 15 If G is an equilibrium graph for α > n then deg(H) ≤ 2 + 8n
α−n .
Proof Consider a breadth-first search tree T of G rooted in a vertex v0 ∈ V having
the minimum usage cost among all vertices. Recall that the usage cost of vertex v in
graph G is
∑
u∈V dG(v,u), which we denote by UG(v). Let T˜ := T ∩ H . Note that
T˜ is a spanning tree of H . Then deg(H) = 2|E(T˜ )|+2|E(H)\E(T˜ )||V (T˜ )| ≤ 2 +
2|E(H)\E(T˜ )|
|V (T˜ )| ,
and hence we have to bound |E(H) \ E(T˜ )| (the number of edges outside T˜ ). To do
that, we consider vertices of H that buy an edge in E(H) \ E(T˜ ). Let us call such
a vertex a shopping vertex. First observe that every shopping vertex u buys exactly
one edge in E(H) \ E(T˜ ), as otherwise u could opt not to buy these edges and buy
one edge to v0 instead, thus saving at least α on creation cost, and having usage cost
at most UG(v0) + n ≤ UG(u) + n, which (for α > n) would be an improvement, a
contradiction. This immediately shows that there are at most |V (T˜ )| edges in E(H)\
E(T˜ ). To get a better bound, we bound the number of shopping vertices. We show that
the distance in T˜ between any two shopping vertices is at least α−n2n . The upper bound
on the number of shopping vertices follows: Assign every node v of H to the closest
shopping vertex (closest according to the distance in T˜ ; breaking ties arbitrarily);
Observe that this assignment forms a partition of H (and that every part contains
exactly one shopping vertex); As the distance in T˜ between any two shopping vertices
is at least α−n2n , the size of every part is at least
α−n
4n . Thus, there are at most
4n|V (T˜ )|
α−n
shopping vertices and thus at most that many edges in E(H) \ E(T˜ ); The desired
bound deg(H) ≤ 2 + 8n
α−n now easily follows.
We are left to prove that the distance in T˜ between any two shopping vertices is at






2n . Let u1 = x1, x2, . . . , xk = u2 be the shortest u1-u2-path
in T˜ and let us call it P . Let {u1, v1} and {u2, v2} be the edges that u1 and u2
buy in E(H) \ E(T˜ ). Observe that v1 and v2 are not descendant of any vertex xi ,
i = 1, . . . , k, in P ; If vj , j = 1,2, is descendant of xi , then the vj -xi -path in T˜ , the xi -
uj -path in T˜ , and the edge {uj , vj } form a cycle of length at most 2(dT˜ (u1, u2)+1) <
α
n
+ 1 which contradicts Lemma 11. In particular, vj is not part of P , and therefore
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x0 = v1, x1, . . . , xk, xk+1 = v2 is a path in H . Also by Lemma 11, uj , j = 1,2, has
distance at least α−n2n from v0, and therefore v0 is not in P . Now, since x1 buys{x0, x1} and xk buys {xk, xk+1}, there has to be 1 ≤ i∗ ≤ k such that xi∗ buys both
{xi∗−1, xi∗} and {xi∗ , xi∗+1}. Consider the following modification of xi∗ ’s strategy:
Buy edge {xi∗ , v0} instead of edges {xi∗−1, xi∗} and {xi∗ , xi∗+1}. In this new strat-
egy, xi∗ decreases its creation cost by α. We now show that xi∗ ’s new usage cost is
Unew(xi∗) < UG(xi∗) + α thus implying that the new strategy improves xi∗ ’s (total)
cost, a contradiction.
First note that Unew(xi∗) ≤ n + Unew(v0) (where the subscript “new” always cor-
responds to the situation in a graph where xi∗ is using the modified strategy). To
bound Unew(v0) we note that only the vertices in P and their descendants in T
can have increased distance to v0 by the strategy change. Let y be one of these
vertices with possibly increased distance and let 1 ≤ j ≤ k be such that xj is the
closest ancestor of y, i.e, an ancestor with dG(xj , y) = minx∈P dG(x, y). If j = i∗
it is easy to see that dnew(v0, y) ≤ dG(v0, y) and therefore for such a vertex y
there is no increase in usage cost of v0. Consider now the case j 
= i∗ and as-
sume (without loss of generality, as we shall see) that j < i∗. Then dnew(v0, y) ≤
dnew(v0, x0) + dnew(x0, xj ) + dnew(xj , y) = dG(v0, x0) + dG(x0, xj ) + dG(xj , y)
(since x0 is not a descendant of a vertex in P and x0, . . . , xj is still a path in Gnew),
and dG(v0, y) = dG(v0, xj ) + dG(xj , y). Then the increase of distance from v0 to y
is dnew(v0, y)−dG(v0, y) = dG(v0, x0)+dG(x0, xj )−dG(v0, xj ) ≤ 2 ·dG(x0, xj ) ≤





2n . As y was chosen arbitrary, we have that the increase of
usage cost of v0 is less than nα−nn = α−n and therefore Unew(v0) < UG(v0)+α−n,
which shows that Unew(xi∗) < UG(xi∗) + α, as desired. 
We are now ready to state the main structural result of the section.
Theorem 7 For α > 273n every equilibrium graph is a tree.
Proof If G is a non-tree equilibrium for α > 273n and H a block in G with |H | ≥ 3
then we have by Lemma 15 that deg(H) ≤ 2 + 8n
α−n < 2 + 134 , which contradicts
Corollary 5 stating that deg(H) ≥ 2 + 134 . 
We note that this bound is asymptotically tight, as Albers et al. showed in [1] that
for α < n/2 there exist equilibrium graphs which are not trees. Actually, there are
known constructions of non-tree equilibrium graphs for every value of α < n [17].
To prove the main result of the section, we recall the following theorem.
Theorem 8 [8] The cost of an equilibrium graph that is a tree is less than 5 times the
cost of a social optimum.
Theorems 7 and 8 immediately give the following corollary.
Corollary 6 For α > 273n the price of anarchy is smaller than 5.
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5 Conclusions
In this article we have considered the two most prominent versions of the (nowadays)
broad class of network creation games—the SUMGAME and the MAXGAME. We
have improved the upper bounds on the price of anarchy for a large range of the edge
prices α. As a main result, we have shown that the price of anarchy is upper-bounded
by a constant for every SUMGAME where α > 273n, and by a constant for every
MAXGAME where α > 129. To prove these bounds, we have shown that for these
ranges of α, only trees can appear as Nash equilibria. Obviously, the most natural
open problem asks whether the price of anarchy is upper-bounded by a constant for
all values of α. There are other interesting open questions. Perhaps one of the most
imminent one asks for an upper bound on the diameter of an equilibrium graph. Until
now, only equilibrium graphs with logarithmic diameter are known.
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