In this paper we analyze a Galerkin procedure, based on a combination of finite and spectral elements, for approximating a time-harmonic acoustic wave scattered by a bounded inhomogeneity. The finite element method used to approximate the near field in the region of inhomogeneity is coupled with a nonlocal boundary condition, which consists in a linear integral equation. This integral equation is discretized by a spectral Galerkin approximation method.
1. Introduction. The purpose of this paper is to introduce a new fully discrete method for a boundary element and finite element coupling strategy applied to an acoustic scattering problem in the plane. The difficulty related to the fact that the acoustic field extends over the whole space has been tackled in the literature by different strategies. For example, the problem may be posed in a bounded domain by reducing it to the Lippman-Schwinger integral equation (cf. [11] ). However, the computational cost associated to the discretization of such an equation can be excessive: it requires numerical integration for singular volume integrals, and it leads to linear systems of equations with nonsparse matrices (cf. [10] ).
The approaches based on a finite element approximation method require absorbing boundary conditions prescribed on an artificial boundary Γ enclosing the region of inhomogeneity. These boundary conditions that incorporate (approximately) the farfield effects into the finite element model may be of local (differential) or global type.
Most of the differential absorbing boundary conditions use a circle (or a sphere) as an artificial boundary, and they are more exact the larger the radius of the circle is (cf. [7, 2] ). This can lead to a large nondimensional wave number in a scaled model and renders the numerical solution more difficult to compute. It is also worth mentioning here the perfectly matched layer method introduced recently by Bérenger [3] .
Choosing a circle as an artificial boundary, one may also compute a series representation of the exterior solution by separation of variables and obtain on the way global absorbing boundary conditions (cf. [6, 13, 14] ). However, when the region of inhomogeneity is anisotropic, one may again be obliged to compute the numerical solution in a large domain. For more information about the previous methods we refer to the survey of Ihlenburg [8] and the references given therein.
We consider in this paper a nonlocal absorbing boundary condition based on boundary integral operators defined on Γ. It is a discretization procedure that combines finite elements (FEM) and boundary elements (BEM). In fact, we use the wellknown Johnson-Nedelec BEM-FEM formulation introduced in [9] for an exterior Poisson problem and also used successfully for the Stokes system (cf. [18, 19] ). We point out here that, in the Johnson-Nedelec method, the boundary integral equation coupled with the finite element problem must be posed on a smooth artificial interface in order to ensure the compactness of the double-layer potential. This is essential in the analysis of the discrete problem (see [9, 15] and the analysis given in section 5 of this paper).
Usually, the discrete problem is posed on a domain with a piecewise polynomial boundary that approximates the smooth artificial boundary in order to use isoparametric finite elements (cf. [9] ). This strategy has a serious drawback since it renders difficult the approximation of the nearly singular boundary integrals by simple quadratures. Recently, a more efficient method that discretizes the integral operators on their natural boundary has been proposed. It permits one to design fully discrete schemes that require few kernel evaluations while preserving the stability and convergence properties obtained when the integrals are computed exactly (cf. [15, 16, 18] ). This discretization method relies on exact triangulations of the domain. Hence curved triangles are needed all along the auxiliary interface.
Furthermore, these new BEM-FEM formulations permit one to approximate the periodic representation of the unknown defined on the boundary by trigonometric polynomials (cf. [17] ). We apply here this mixed scheme that combines a finite element method and a spectral method to solve an acoustic scattering problem. Our analysis shows that stability and convergence are obtained for the Johnson-Nedelec method without any constraint involving the mesh size h for the interior finite elements and the dimension 2n of the space of trigonometric polynomials used for the approximation on the boundary. We also introduce a fully discrete scheme that requires elementary quadrature rules and converges at a quasi-optimal rate.
We notice that, as we have a spectral convergence for the variable defined on the boundary, few degrees of freedom are needed on the interface boundary in order to attain the order of convergence imposed by the finite element method. This permits us to eliminate the periodic unknown at matricial level by a static condensation process and reduce the complexity of the linear systems. The preconditioned GMRES method is used to solve the reduced linear systems of equations. The iterative method requires solving a short sequence of standard interior elliptic finite element problems. Furthermore, we do not need to store the unstructured and nonsymmetric global matrix, and the problems we have to solve during each iteration process are standard. We see from the numerical experiments that the method seems to be stable in the sense that the number of iterations does not increase with the finite element degrees of freedom.
We point out that our discretization method combines standard techniques of approximation since the schemes obtained here for the integral equation are directly derived from those described in [12, 5] ; see also the references given therein. Nevertheless, to our knowledge, the only work where a coupling of finite elements and spectral methods is exploited to solve exterior Helmholtz problems is given by Kirsch and Monk in [20] . Their method relies on a Lagrange multiplier approach that is conceptually more complicated than the one we propose here, and they do not include the effects of numerical integration in their analysis. We also point out that Kirsch and Monk use a Nyström method for the unknown boundary, while we use a spectral Galerkin method. Our choice simplifies the analysis but, from the point of view of implementation, the computational work associated to a Nyström scheme is less than the computational work corresponding to a Galerkin method. We overcome this disadvantage by providing a fully discrete Galerkin method that may be interpreted in practice as a collocation method.
The paper is organized as follows. In the first part, which consists of sections 2, 3, and 4, we introduce the model problem, derive the Galerkin discretization of the Johnson-Nedelec method, and give its convergence analysis. In section 5, we describe the quadrature rules that we use to obtain the fully discrete schemes, and section 6 is devoted to the convergence analysis of these completely discrete problems. Finally, we present our numerical results in section 7.
Notation and Sobolev spaces.
In what follows, we deal with complex valued functions, and the symbol ı is used for √ −1. We denote by α the conjugate of a complex number α ∈ C and by |α| its modulus. Let with the norm
. It is well known that H p (0, 2π) are Hilbert spaces and H p (0, 2π) ⊂ H q (0, 2π) for every p > q, the inclusion being dense and compact; see [12] . Moreover, the L 2 (0, 2π)-inner product 2π 0 λ(s)η(s) ds can be extended to represent the duality of H −p (0, 2π) and
Throughout this paper, C will denote positive constants, not necessarily the same at different occurrences, which are independent of the parameters h and n.
The model problem. Let θ ∈ C
2 (R 2 ) be a given function that satisfies Re θ(x) > 0 and Im θ(x) ≥ 0 for all x ∈ R 2 . We also assume that the function 1 − θ(x) has a compact support in R 2 . Let k > 0 be given together with a function w that satisfies the Helmholtz equation ∆w +k 2 w = 0 in all R 2 . We seek the u :
that satisfies the outgoing Sommerfeld radiation condition
when r := |x| → ∞ uniformly for all directions x/|x|.
The system (2.1)-(2.2) governs the propagation of time-harmonic acoustic waves of small amplitude in a slowly varying inhomogeneous and absorbing medium. The wave motion is caused by a time-harmonic incident field of amplitude w. A common choice for w is the plane wave w(x) := exp(ıkd · x), where d is a fixed unit vector. The solution u of our problem is determined by the scattered field u s that satisfies the Sommerfeld radiation condition (2.2). We refer to [5] and [11] for more information about the physical background of the problem.
Let us introduce an artificial boundary Γ such that the support of 1 − θ lays in its interior. Then Γ separates R 2 into a bounded domain Ω and an unbounded region Ω e exterior to Γ.
We introduce the bilinear form
It is straightforward that u satisfies in Ω the following variational formulation:
where the unit normal ν on Γ is directed into Ω e .
On the other hand, using a Green formula, the radiation condition (2.2), and the fact that ∆u s + k 2 u s = 0 in Ω e , one arrives at the integral representation
is the radial outgoing fundamental solution of the Helmholtz equation and H
0 stands for the Hankel function of order 0 and first type. The Johnson-Nedelec BEM-FEM method introduced in [9] uses a boundary integral identity relating on Γ the trace of u s and its normal derivative In what follows, we choose Γ to be an infinitely differentiable boundary, and we denote by x : R → R 2 a regular 2π-periodic parametric representation of this curve:
Therefore, we can identify any function defined on Γ with a 2π-periodic function. We can also define the parameterized trace on Γ as the linear continuous extension of
) is bounded and onto (cf. Theorem 8.15 of [12] ).
We introduce the parameterized versions of the simple and double-layer acoustic potentials
being the Hankel function of first type and order one. Parameterizing the integral identity relating u s and ∂u s ∂ν on Γ yields (a similar strategy is used in [15, 18] )
where I is the identity operator and the auxiliary unknown ξ is given in terms of the normal derivative of u s on Γ by
Combining (2.3) with a variational version of (2.5), we arrive at the following global weak formulation of (2.1)-(2.2):
Moreover, defining the Hilbert space
where
Existence and uniqueness.
We will first give a brief account of some fundamental tools that concern the properties of S and D when mapping between Sobolev spaces. For n = 0, 1, 2 we introduce the auxiliary integral operators
Proof. Let f m (t) := exp(ımt). One may deduce easily from the property (see [12] )
that Λ 0 is a pseudodifferential operator of order −1 and that it satisfies (3.1).
In general, given a function D(t, s) which is in C ∞ 2π with respect to each variable, it is shown in [21] 
where F and G are integral operators with 2π-periodic and infinitely differentiable kernels.
Theorem 3.2. Assume that k 2 is not an eigenvalue of the Laplacian in Ω with a Dirichlet boundary condition on Γ. Then problem (2.7) has a unique solution.
Proof. We introduce the bilinear form
is bounded on M × M and M-elliptic: for all u, v in M. Now it is clear that A 0 is an isomorphism, and we deduce easily from Lemma 3.1 and the compactness of the canonical injection from
Hence A is a Fredholm operator of index zero. Thus the theorem reduces to prove uniqueness of the solution for (2.7).
Let
) be a solution of (2.6) with w = 0. We introduce the function
It is easy to verify that u 0 solves the equation
On the other hand, z solves the Helmholtz equation
in Ω e (3.4) and satisfies the Sommerfeld radiation condition (2.2). Furthermore, using the jump relations of the acoustic potential layers (see section 2 of [21] ), we obtain the following identities on Γ:
where D * is the adjoint of operator D, i.e.,
We refer to [21] for the definition of the hypersingular operator H. We point out that we are using a parameterized version of this operator. By virtue of (2.5), (3.5) directly yields the identity
Now we also deduce from the integral representation of z in Ω e and the jump conditions that
Subtracting (3.8) from (3.6) and using (3.7), we obtain that
Theorem 3.3.4. of [21] proves that, under our hypothesis on k, operator
* is one-to-one and thus (3.9) provides the identity
Now, (3.3), (3.4), (3.7), and (3.10) show that u is a solution of (2.1)-(2.2) when w = 0, and Theorem 8.7 of [5] ensures that such a function u should vanish identically in all R 2 , and the result follows.
Finite elements with curved triangles.
Let N be a given integer. We consider the equidistant subdivision { 
where the limiting value has to be taken asx 2 goes to 1. Then there exists h 0 > 0 such that if h ∈ (0, h 0 ), T is the range of T by the C ∞ and the one-to-one mapping F T : T → R 2 given by
Moreover, each side of T is mapped onto the corresponding side of T ; i.e., Θ T (0, t) = Θ T (t, 0) = (0, 0) and F T (t, 1 − t) = ϕ(t) for all t ∈ [0, 1]. This type of diffeomorphism was first proposed by Zlámal [25] and studied by Scott [22] . If T is a straight (interior) triangle, we take the curving perturbation Θ T ≡ 0, and thus F T is the usual affine map from the reference triangle. This hypothesis will be implicit in the following.
In the finite element analysis we need estimates on the derivatives of F T and F
−1
T . These estimates are classical in the affine case, and they are proven in Theorem 22.4 of [24] (cf. also [22] ) when T is a curved triangle. We collect the properties used in the forthcoming analysis in the following lemma.
Lemma 4.1. For all h ∈ (0, h 0 ), the Jacobian J T of F T does not vanish on a neighborhood of T , and the following estimates hold:
for all i = 1, 2 and for all multi-index α such that |α| = 1, 2.
A finite element is defined on T by a triplet (T, P 1 (T ), Σ T ), where P 1 (T ) is the image under F T of the space P 1 ( T ) of polynomials of degree no greater than 1 on T ,
T ,p ∈ P 1 ( T )}, and Σ T = {N i ; i = 1, 2, 3} is a set of linear functionals defined by N i (φ) = φ(a i,T ) for all φ ∈ P 1 (T ) and for i = 1, 2, 3.
Interpolation error bounds on curved triangles are obtained by the technique used generally in the affine case (cf. [4] or [24] ). Namely, if h is sufficiently small, one may readily prove with the aid of Lemma 4.1 that there exists a constant C independent of T such that
Notice that the norm · 2,T in (4.3) may be substituted by the seminorm |·| 2,T when T is a straight triangle.
We define the finite-dimensional subspace
We deduce from (4.3) that
Let n be a given integer. We consider the 2n-dimensional space
We have the following approximation property (cf. [21] ):
We will also need the two inverse inequalities (cf. [21] )
where we denoted µ ∞ := max t∈[0, 2π] |µ(t)|.
The discrete problem.
Let M δ = V h × T n , where δ := (h, 1/n) is the discretization parameter. In terms of this notation, the discrete version of (2.7) is given by find u δ ∈ M δ such that 
In case the exact solution belongs to
Proof. The theorem is a consequence of a classical result for compact perturbations of operator equations. Indeed, let us consider the auxiliary problem find z ∈ M such that
and its discrete counterpart Now we proved that problem (2.7) is also well posed and that it is a compact perturbation of (5.2) (see Theorem 3.2). Under these hypotheses, Theorem 13.7 of [12] shows that, if δ is sufficiently small, (5.1) is also well posed and convergent. Finally, the convergence implies Céa's estimate, and the last assertion of the theorem follows from the approximation properties (4.4) and (4.5).
6. Description of the fully discrete method.
Approximation of
Consider first a quadrature formula on the reference triangle
This induces us to define an approximation a
k h (·, ·) of a k (·, ·) by a k h (u, v) = K∈ τ h Q K (∇u · ∇v − k 2 θuv) ∀u, v ∈ V h .
Approximation of c(·, ·) on T n × T n . For all continuous and 2π-periodic functions g, we consider the composite trapezoidal rule
associated to the partition of [0, 2π] into 2n grid points. We also need to construct approximations for the improper integral
We can proceed as in [12] and obtain a quadrature formula replacing g(s) in (6.1) by its trigonometric interpolation polynomial
where the Lagrange basis is given by
Therefore, we obtain the formula
where, for j = 0, . . . , 2n − 1, the weights
are given explicitly by evaluating the integrals (Λ 0 L j )(t) with the aid of (3.2) (cf. [12] ). Using the splitting (cf. [5] )
of the single-layer acoustic potential, where V 1 (t, s) := 
Hereafter, taking into account that V 1 (·, ·) and V 2 (·, ·) are in C ∞ 2π with respect to each variable, the first term of the right-hand side in (6.3) may be approximated by using the quadrature rule Q n for the internal integral and Q n for the external one. The twodimensional quadrature rule derived from Q n is applied to the second term. In other words, we are introducing an approximation of the bilinear form c(·, ·) on T n × T n given by
which may also be written in matricial form as follows:
The entries of the symmetric 2n × 2n matrix C are
Approximation of b(·, ·)
on V h ×T n . We point out that the kernel K(·, ·) associated to the bilinear form b(·, ·) is continuous but not derivable; therefore, it is necessary to split it, as we did for V (·, ·) in (6.2), before using any quadrature rule. We follow [5] and write
and J 1 being the Bessel function of order one. Here again, it turns out that K 1 and K 2 belong to C ∞ 2π in each variable. We introduce the composite trapezoidal rule
to the uniform partition of [0, 2π] into 2N grid points. Given v ∈ V h and µ ∈ T n , our strategy consists in approximating
s)γv(s) ds µ(t) dt
by employing Q n , Q n , and Q N as follows:
In other words,
where B is the 2n × 2N matrix with entries
We note here that we did not propose a quadrature rule for 2π 0 γv(t)µ(t) dt since this integral may be easily evaluated analytically.
We are now in a position to propose a completely discrete version of the Galerkin scheme (5.1):
where 
then the matricial interpretation of (6.5) takes the form
for all i = 0, . . . , 2n − 1 and j = 1, . . . , M h . We also denoted by w the M h -vector whose components are given by the values of the incident wave w at the nodes of the triangulation τ h and λ k := λ( kπ n ) for k = 0, . . . , 2n − 1. 7. Analysis of the fully discrete method. We begin our analysis with the following classical result (see [4] or [24] ).
Lemma 7.1. There exists h 0 ∈ (0, 1] such that
We recall that f k (t) := exp(ımt) and that P n is the trigonometric interpolation operator. It is easy to check that P n f 2kn+m = P n f m for all m, k ∈ Z. Furthermore, P n f m = f m if −n < m < n and P n f n = 1 2 (f n + f −n ). The following estimate is essential in the subsequent analysis, and we deduce it by just adapting the proof of Theorem 11.8 of [12] .
Lemma 7.2. Assume that p > 1/2; then there exists a constant C > 0 such that
Proof. Using the Fourier expansion
of a, where
Notice that we may always write m = 2k 0 n + m with k 0 ∈ Z and −n < m ≤ n. We denote by ε(m) := m |m| the sign of m with the convention ε(0) = 1. We remark that −n < ρ := ε(m)n − m ≤ n and write (I − P n )(af m ) = S 1 + S 2 with
and
where Z * = Z − {0}. A first bound of S 1 is obtained by using the Cauchy-Schwarz inequality
The Cauchy-Schwarz inequality gives again
On the other hand,
and then
for all t ∈ [0, 2π]. Summing (7.1) and (7.2), we obtain that
and the result follows. Lemma 7.3. There exists a constant C independent of n such that
for all ξ and µ in T n . Proof. We begin with the decomposition
It is proved in Lemma 7 of [17] that there exists a constant C such that
for all σ > 0. Now, we have to prove the same estimate for the remaining term, which may be written
with a m (t) := 1/2π 2π 0 V 1 (t, s)f −m (s) ds, and we deduce that
where ξ i and µ i are the coefficients of ξ, µ ∈ T n in the basis f i . Therefore,
and applying Lemma 7.2 with p = σ + 5 2 , we deduce that
Now, on the one hand, using (4.6) with p = −1/2 and q = 0, we have
and on the other hand, the regularity of V 1 implies that
Consequently, we have the estimate
It remains to bound E 2 . In this case we develop V 1 with respect to the variable t, considering s as a parameter:
It follows that
Let us denote by C 0 2π the space of 2π-periodic and continuous functions. By virtue of the Sobolev imbedding
2π is bounded and
Thus applying Lemma 7.2 with p = σ + 5/2 yields
and, here again, (7.3) and the regularity of V 1 permit us to obtain the bound
Now, by definition of the trapezoidal rule
and by virtue of (4.7), we obtain the inequality
that, joined to (7.4), gives the result. Lemma 7.4. There exists a constant C independent of δ = (h, 1/n) such that
Proof. We begin by noting that the parameterized trace t → γv(x(t)) of a function v ∈ V h belongs to the space T h of 2π-periodic, continuous, and piecewise linear functions on the uniform partition of [0, 2π] into 2N subintervals.
We have the decomposition
One can proceed as in Lemma 8 of [17] and prove that there exists a constant C 1 such that
We introduce the error operator E N (g) := 2π 0 g − Q N (g) corresponding to the quadrature formula Q N and write
A simple change of variable yields
is the error operator of the basic trapezoidal rule on the reference interval [0, 1] and
It follows readily from the Bramble-Hilbert lemma that
Using that for any ε > 0, H ε+1/2 (0, 2π) is imbedded continuously in the space of 2π-periodic and continuous functions, we deduce that
Moreover, it is easy to show that C(ε) = k∈Z 1/ max(1, |k|) 1+2ε 1/2 behaves like 1/ √ ε. Now, as we have already noticed in Lemma 3.1,
2 ) belongs to C ∞ 2π in each of its two variables. It follows that we may write B 1 (s) = Λ 1 (D 2 (·, s)µ) and
is a pseudodifferential operator of index −2. We also used the inverse inequality (4.6). Putting together the last estimates, we obtain, after using the Cauchy-Schwarz inequality and the fact that the norms
are uniformly equivalent on T h , that
for all ε > 0. Furthermore, we notice that the function ε → n 1+ε / √ ε attains its minimum at a value proportional to n √ log n when ε = 1 2 log n , and hence
and estimate (7.5) yields (after substituting V 1 by K 1 )
Finally,
and the result follows from the last inequality and (7.6). We conclude our analysis with the following result. 
by virtue of the trace theorem and the well-known trigonometric interpolation error estimate in Sobolev spaces (cf. Theorem 11.8 of [12] ). On the other hand, using Lemma 7.4,
and by virtue of the Lagrange interpolation error estimate derived from (4.3) we deduce that
and consequently
We deduce from the triangle inequality
and the second Strang inequality that the asymptotic behavior of the fully discrete method is a direct consequence of (7.7), (7.8), the boundness of A(·, ·), and Theorem 5.1.
We point out that the asymptotic behavior predicted by the last theorem is in fact too pessimistic. In practice, as we will show in the next section, n can be blocked at a very low value (which is independent of h) without influencing the accuracy of the method. Consequently, the convergence may still be considered as linear in h.
Numerical results.
We test our numerical method by using the same example given in section 5 of [20] . In all of what follows, the artificial boundary Γ is the ellipse of minor and major semiaxes a = 1. where y m is an approximation of y m obtained by solving the corresponding integral equation by a Nyström method as suggested in [20] . In all the tables, error max := max |u h (a) − u(a)|, where the maximum is taken over the vertices a of τ h . We take in Table 8 .1 k = 1 and h = 2π/128, and we take in Table 8 .2 k = 5 and h = 2π/256. In both cases we decrease the spectral parameter n until we obtain the smallest value that preserves the order of accuracy. We can see that the number of degrees of freedom is drastically reduced. This justifies the following strategy used to solve the linear systems: We eliminate the boundary variable from the system of linear equations (6.6) to obtain the reduced system
where f := R t λ + (R t C −1 K)w. The system of equations (8.1) is solved by a GMRES method using A := (a(ϕ i , ϕ j )) i,j as a preconditioner. We use a version of GMRES without restarts. We take as an initial guess the solution of the Helmholtz equation in the bounded domain Ω, and iterations are continued until r k+1 2 / r k 2 < 10 −6 , where r k is the kth residual.
Each iteration of the GMRES method entails the solution of a linear system with a full but small matrix C and another linear system with the sparse stiffness matrix
