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Abstract. A significant problem facing the reuse of ontologies is to make 
their content more widely accessible to any potential user. Wording all 
the information represented in an ontology is the best way to ease the 
retrieval and understanding of its contents. This article proposes a 
general approach to reuse domain and linguistic ontologies with natural 
language generation technology, describing a practical system for the 
generation of Spanish texts in the domain of chemical substances. For 
this purpose the following steps have been taken: (a) an ontology in the 
chemicals domain developed under the METHONTOLOGY framework 
and the Ontology Design Environment (ODE) has been taken as 
knowledge source; (b) the linguistic ontology GUM (Generalized Upper 
Model) used in other languages has been extended and modified for 
Spanish; (c) a Spanish grammar has been built following the systemic-
functional model by using the KPML (Komet-Penman Multilingual) 
environment. As result, the final system named Ontogeneration permits 
the user to consult and retrieve all the information of the ontology in 
Spanish. 
 
1 INTRODUCTION 
 
One of the main goals of ontologies [38] is to increase shared 
understanding in a given domain, thereby eliminating 
differences, overlaps and mismatches in concepts, structures, 
terminologies, etc. In this way, ontologies can function as a 
framework that unifies different viewpoints and improves 
communication. An ontology has been defined by Gruber as “an 
explicit specification of a conceptualization” [19] that includes: 
concepts, instances, relations, functions and axioms [17]. 
However, while on the one hand, ontologies generally specify 
conceptualizations with a high degree of formality, on the other 
hand there are a few methodologies [12] [38] for building 
ontologies: different formalisms and languages (Ontolingua [18], 
CycL [27], LOOM [29], etc.) can be used to formalize the same 
domain knowledge at the symbol level. This fact makes it 
impossible that users without a certain background in this field 
can reuse, consult or understand the knowledge embedded in 
ontologies. Our experience shows that domain experts and 
human final users do not understand formal ontologies codified 
in such languages even if such languages have a browser and a 
graphic user interface to display the ontology content. One 
practical way that partially solves this problem is to present the 
ontology content in a set of intermediate representations at the 
knowledge level that can include graphs and tabular notations 
[7] which are more understandable for non ontologists than the 
formal languages used for codifying ontologies. 
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One way of effectively disseminating ontology contents appears to 
be to translate them into natural language. Wording in different 
languages all the information represented in an ontology is the best 
way to extend its accessibility to any user. Generation of NL texts 
from ontology contents would also permit domain experts to evaluate 
domain expert knowledge formalized by ontologists, as well as the 
reuse of domain ontologies in practical and commercial applications 
related to multilingual text generation, knowledge management, on-
line information retrieval, natural language explanations in expert 
systems or intelligent tutoring systems, and database access. 
Establishing a connection between the fields of text generation and 
ontology reuse is also of benefit for text generation in several ways. A 
generic key problem for generation systems is the availability of 
appropriately organized domain models. The sources of knowledge 
used for generation systems are many times hand-crafted (i.e. 
oriented towards the final language) or are built for some non-
linguistic purposes which then fail to support the language production 
sufficiently to warrant the use of text generation technology at all. 
Here again, one possible solution is to reuse standardized or well-
defined domain ontologies as a representational resource for text 
generation systems. The METHONTOLOGY framework [13] [16] 
supports precisely such a solution. It allows the specification of 
ontology at the knowledge level using a set of intermediate 
representations and the Ontology Design Environment translators [7] 
to generate standard, consistent and well-structured ontologies in 
several target languages (Ontolingua, SFK, SQL). ODE also includes 
inverse translators that transform Ontolingua code into our 
intermediate representations structures by a reverse engineering 
process described by [7]. METHONTOLOGY’s tabular and 
graphically based notation is a user-friendly approach to knowledge 
acquisition and evaluation by domain experts that are not knowledge 
engineers. So, all the ontologies built under this approach are not 
hand-crafted, they rely upon the same conceptualization (they 
organize domain knowledge by means of concepts, instances, 
hierarchies, attributes, relations, axioms, etc.), they have been built 
independently of their final use and the ontology final code is 
generated automatically. CHEMICALS (that was not built for NL 
generation purposes) [12] is one of the ontologies that has been built 
under this approach and upon which an environmental ontology is 
also being built using a distributed architecture. 
Since domain ontologies built under this approach do not include 
linguistic features, they need to be interfaced with the natural 
language generation systems employed. One means of interfacing 
with domain knowledge is to apply the linguistic ontology called the 
Generalized Upper Model (GUM) [1]. GUM offers a level of 
semantic abstraction that is sufficiently far removed from differences 
in surface realization to facilitate linking with well-structured domain 
models, but which nevertheless is still sufficiently close to linguistic 
form to support well-defined mappings from its concepts to linguistic 
expression.  
The main advantages and direct consequences of reutilizing a 
linguistic ontology such as GUM are the complexity reduction of 
generation tasks (such as lexical and syntactic choices) and the lack 
of ambiguity in the text output: the set of possible sentences and 
paragraphs derived from a high-formalized domain ontology 
constitutes a controlled language or unambiguous sublanguage. 
Given these combined considerations, the aim of this paper is 
twofold: to propose an approach that reuses domain and 
linguistic ontologies in multilingual text generation systems and 
to introduce a specific system, Ontogeneration, as an 
instantiation of this approach. Ontogeneration is an information 
retrieval system which permits Spanish users to consult and 
access, in their own language, the knowledge contained in an 
ontology of chemical elements. Ontogeneration is a prototype 
whose development is in progress, but its current state serves as 
a clear example of how the two research fields, ontological 
engineering and natural language generation, can be linked, 
thereby solving some key problems in both disciplines. 
Our focus in this paper is not, therefore, on the generation 
process itself and, in fact, we deliberate reuse as much of 
established generation technology and techniques as we can. Our 
main contribution must instead be seen from the point of view 
of:  
 
(a) the reutilization of two different kind of ontologies built 
separately with different technology and purposes,  
(b) the reuse of the Komet-Penman Multilingual technology 
(or KPML) [32] to build resources for Spanish text 
generation and  
(c) the integration of these resources in a new application 
that generates Spanish texts.  
 
With this in mind, in this paper we will firstly describe the 
general design of our application, Ontogeneration, and how 
ontologies and text generation can be combined in order to prove 
the benefits of our approach. Secondly, as our system integrates 
resources developed independently: a domain ontology 
(Chemicals, stored in a relational data base), a linguistic 
ontology (GUM, implemented in Loom) and a generation 
environment (KPML, in Common Lisp) already used in other 
projects, we will explain these resources, why and how we have 
reused them their adaptation or extension to Spanish, and their 
integration into the Ontogeneration architecture. 
 
2 OVERVIEW OF ONTOGENERATION 
 
The Ontogeneration architecture design is diagrammed in Figure 1. 
This figure is divided in three parts or levels: input/output, processes 
and resources. The overall process of any generation system is guided 
by goal pursuit. In our case, the main communicative goal is to offer 
all the information (about a given domain) requested by the user. 
The system starts when the user makes a specific query by using a 
menu-based interface. All the possible queries have been previously 
predefined and classified in various patterns or templates. Thus, the 
user can compose easily a particular query selecting the different 
menu options. 
The first process is the knowledge search and selection that extracts 
the relevant content from the domain ontology. Our system uses 
Chemicals [12], an ontology which describes and classifies all the 
chemical elements (see section 3). A further resource used by this 
process is the user model, i.e. a model of the intended user. The user 
model serves to guide the selection process in order to include 
unknown background information to him. It is useful to decide what 
information should be omitted and to measure the tone or degree of 
formality and other pragmatic effects (interpersonal and situational 
aspects). 
The following process, text planning, arranges the selected 
knowledge into an appropriate rhetorical schema. Our rhetorical 
schemas represent standard patterns of scientific discourse. They can 
be described as stereotypical paragraphs templates that we have 
identified in scientific texts and chemistry manuals: definitions (of 
groups, elements, axioms, formulae and properties); comparisons 
(between groups or elements), examples (of groups or elements), 
classifications or constituency (of groups or elements) and others 
(complete descriptions or specifications). These patterns guide the 
text planning in the design of the text structure: this includes the 
organization of contents in a coherent discourse, paragraph 
decomposition into sentences, fixing the sentence boundaries and the 
use of conjunctions, use of reference expressions and ellipsis, and 
choice of marked syntactic constructions for rhetorical effects. 
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 Figure 1. Design of the system
The process of grammatical realization is responsible for 
generating the final text by executing the text plan by turning it 
into wordings. This process relies on the linguistic ontology 
employed (GUM, see section 4) and lexicogrammatical 
resources that are being adapted for Spanish (KPML, section 5). 
Finally, the generated text is edited by the user interface to 
improve the final output. Our system interface is prepared to 
control different ways of text formatting (including tables and 
graphics) and, in the near future, it will incorporate certain 
aspects of multimodal presentation (hypertext, 3D drawings, 
speech output, etc.). With this planned flexibility in presentation, 
it is essential that we adopt an adequate approach to information 
from the outset: this is a further motivation for our adoption of 
full natural language generation techniques. 
The current prototype of Ontogeneration works as an 
interactive information retrieval system: the user can consult the 
domain ontology contents by building an appropriate query with 
the interface menu options and the system replies generating a 
Spanish text with the requested information. Different kinds of 
information and data can be retrieved from our domain 
ontology: definitions, classifications, examples, comparisons or 
complete descriptions of chemical elements.  
The following example shows a real interaction: 
User: “Dame toda la información disponible sobre la propiedad 
Densidad.” 
(User: “Give me a complete description of the property named 
Density.”)  
 
Ontogeneration: “La densidad a 20ºC se mide en gr / cm3 y 
toma valores entre 0 y 25 gr / cm3 . Además sólo puede tener un 
único valor para cada elemento. Esta propiedad depende del 
peso atómico y del volumen atómico según la fórmula: 
Densidad a 20ºC = Peso atómico / Volumen atómico a 20ºC.” 
(Ontogeneration: “Density at 20ºC is measured in gr / cm3 and 
takes values between 0 and 25 gr / cm3. Besides, it can only 
have an unique value for each element. This property depends 
on the atomic weight and the atomic volume according to the 
following formula: 
Density at 20ºC = Atomic weight / Atomic volume at 20ºC.”) 
 
3 THE DOMAIN ONTOLOGY: CHEMICALS  
 
As we said before, Ontogeneration uses a well-defined domain 
ontology built for some non-linguistic purposes as a 
representational resource for text generation. This ontology is 
called CHEMICALS4 [12]. CHEMICALS is a domain ontology 
developed under the METHONTOLOGY framework [16] and 
using the Ontology Design Environment [7]. It is composed of 
two ontologies: chemical elements and chemical crystals. 
Chemical-elements have 16 concepts, 103 instances, 3 functions, 
21 relations and 27 axioms. Chemical-crystals has 19 concepts, 
66 instances, 8 relations and 26 axioms. The ontologies are 
formalized in Ontolingua [19], SFK [14] and in a relational data 
base.  
The METHONTOLOGY framework enables the specification 
of ontologies at the knowledge level [33] and includes: the 
identification of the ontology development process that refers to 
which tasks should be done when building ontologies (planning, 
controlling, quality assurance, specification, knowledge 
acquisition,  conceptualization ,  formalization,  implementation, 
4 CHEMICALS is available at http://www.ksl.standford.edu:5915 and its 
mirror site at http://www.ksl-svc-lia.dia.fi.upm.es:5915 
evaluation, maintenance, documentation and configuration 
management); a proposal of a life cycle based on evolving prototypes 
that identifies the set of stages through which the ontology moves 
during its lifetime; and the methodology itself which specifies the 
steps to be taken to perform each activity; the techniques used, the 
products to be output and the way to be evaluated. 
The main phase in the ontology development process under the 
METHONTOLOGY approach is the conceptualization phase. Its 
aims are: to organize and structure the acquired knowledge (concepts, 
instances, axioms, relations, functions, attributes, constants, etc.) in a 
complete and consistent knowledge model using external 
representations independent of the implementation languages and 
environments. As a result of this activity, the domain vocabulary is 
identified.  
To build CHEMICALS, the knowledge structuring process can be 
described as follows:  
 
a) We build a Glossary of Terms that includes all the terms 
(concepts, instances, attributes, verbs, etc.) of the domain and 
their description in natural language. 
b) When the glossary of terms contain a sizeable number of terms, 
we structure the domain knowledge in Concept Classifications 
Trees following a hierarchical organizational principle. This 
principle aims at splitting up the domain knowledge in as many 
independent modules or taxonomies as possible in which 
inheritance can be applied. Each taxonomy will produce a sub-
ontology. 
c) To model binary "ad-hoc" relationships between concepts of the 
domain, we build "Ad -hoc" Binary Relation Diagrams between 
concepts of different concept classification trees or even inside a 
concept classification tree. Note that this diagram will set out the 
guidelines for integrating ontologies, because if concepts 
C1(source) and C2 (target) are linked by a relation R, this means 
that the sub-ontology containing C1 includes the sub-ontology 
containing C2, provided that C1 and C2 are in different concept 
classification trees. 
 
For each concept classification tree generated we build the 
following intermediate representations: 
 
• A Concept Dictionary, containing all the domain concepts, 
instances of such concepts, classes and instance attributes and 
optionally concepts, synonyms and acronyms. 
• A Table of Binary Relations for each "ad-hoc" binary relation 
whose source is in the concept classification tree. 
• An Instance Attribute Table for each instance attribute that 
appears in the concept dictionary. Instance attributes are those 
defined in the concept but that take values in the instances. 
• A Class Attribute Table for each class attribute that appears in 
the concept dictionary. This kind of attribute describes the 
concept itself, not its instances. 
• A Logical Axiom Table for defining the concepts by means of 
logical expressions that are always true. 
• A Constant Table , for each constant identified in the domain. 
• A Formula Table for each formula used to infer numerical 
instance attribute values from the values taken by other instance 
attributes, class attributes or even constants. 
• Attribute Classification Trees to graphically display attributes 
and constants related in the inference sequence of the root 
attributes, as well as the sequence of formulae to be executed in 
order to infer the root attributes. 
• An Instance Table to gather information about the domain 
instances. 
 
Figure 2 shows how the following knowledge is specified 
using METHONTOLOGY notation:  “Halogens also named 
group VIIa are characterized by being non-metal and reactive 
elements. Their melting point is low and the electronegativity 
and ionization energy is high . Fluorine, Chlorine, Bromine, 
Iodine and Astatine are elements of the periodic table which 
belong to this group. Flourine’s symbol is F, its atomic number 
is 9 , its boiling point is -188.14 and its electronegativity is 4.0".  
Note that in this sentence we have concepts, (elements, 
halogens), we have instances of the halogen concept (Fluorine, 
Chlorine, Bromine, Iodine and Astatine), we have instances 
attributes of all elements (symbol, electronegativity, boiling 
point) and we can state that the Fluorine fills in this attribute 
with concrete values (F, 4.0, 188.140), we also have a synonym 
(group VIIa ), etc. 
The CHEMICALS conceptualization and its implementation 
in several formats was supported by a software environment 
called Ontology Design Environment (ODE). The aim of ODE is 
to support the ontology maker during the entire life cycle of the 
ontology development process. Currently, ODE’s main 
advantage is that the ontologist develops the ontology at the 
knowledge level using a set of intermediate representations 
independent of the target language in which the ontology will be 
implemented. ODE multilingual generator module automatically 
translates the knowledge model into target machine-readable 
languages like: SQL, SFK and  Ontolingua. ODE also includes 
inverse translators that transform Ontolingua code into our 
intermediate representations structures by a reverse engineering 
process described in [7]. So, Ontogeneration architecture is 
prepared to take as a source of knowledge any Ontolingua 
ontologies that have been previously transformed into our 
notation, so this approach would go beyond current ontology 
viewing tools if one adds inverse translators to ODE 
architecture.   
Since we have the ontology in several target languages 
(Ontolingua, SFK and SQL database), we would like to mention 
at this point that we have chosen the SQL implementation and 
not the Ontolingua implementation for two reasons. First, in 
order to interact with Ontolingua, we would need to include a 
GFP module inside [10]. Second, we can get the conceptual 
model attached to an Ontolingua ontology using ODE inverse 
translator that transforms Ontolingua code into 
METHONTOLOGY intermediate representations. Then, we can 
generate a SQL ontology using our forward translators, as it was 
described by [7]. 
We have also proved that the METHONTOLOGY tabular and 
graphically based notation provides a user-friendly approach for 
both knowledge acquisition and evaluation by computer 
scientists and domain-experts who are not knowledge engineers. 
In particular, our experience shows that: 
 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
Domain experts and human final users do not understand 
formal ontologies codified in ontology languages at all. For 
instance, in one set of trials, two environmental experts, a 
chemical expert and two banking managers (all of them 
with no computer science background) were unable to 
understand Ontolingua and LOOM code. So, they could 
neither validate nor formalize knowledge without an 
ontologists help. 
The same people, using the Ontology Server [11] browser 
tools, could completely understand and validate 
taxonomies,  partially understand  instances, but  could   not  
 
 
 
understand abstract definitions of concepts, relations, functions 
and axioms. In fact, they did not understand what relations, 
functions and axioms are. 
From the knowledge acquisition point of view, they were also 
not able to formalize their knowledge at all. 
Such experts could, however, understand and validate 80% of 
the METHONTOLOGY intermediate representations. 
From the knowledge acquisition point of view, environmental 
experts can fill in many of the METHONTOLOGY intermediate 
representations. They are not able to work well with ontology 
server browsers to formalize that same knowledge. 
In contrast, Computer Science students (5 groups of 10 people 
each) with a background in frame-based and first-order logic 
knowledge representation after taking a 8 hours course on 
ontologies, could understand the majority of any ontolingua 
code. However, their understanding of the ontology before 
taking this course was limited to hierarchies, and a few concepts, 
instances, relations, functions and axioms. 
Often ontology experts (who are unfamiliar with or simply 
inexperienced in the languages in which ontologies are coded) 
may still find it difficult to codify a new ontology because the 
use of traditional ontology tools still focus too much on 
implementation issues rather than on questions of design [7]. 
 
These experiences support those of others in this area. For example, 
while ontology servers allow developers to input classes, taxonomies, 
attributes, relations, functions, axioms in a structured way and can 
automatically generate formal code, it has nevertheless been found 
with, e.g., the Ontology Server that generates Ontolingua code, that: 
"Although the ontology editor helps, many people may have 
experienced that building an ontology from scratch in Ontolingua is 
daunting, not in the last place because of slow network connections. 
Experience has shown that the Ontolingua editor is better suited for 
checking, mantaining and modifying the ontology that for building an 
ontology from scratch. Therefore, an alternative strategy is to build 
ontologies off-line, and then import them into Ontolingua. However, 
writing Ontolingua code is not a comfortable level for persons to 
work with, that is, it is too close to the symbol level." [8]. 
Therefore, to sum up, we can say that final end-users of ontologies 
(domain experts, computer science people in general and ontologists) 
generally require access to all the details of the representation and not 
just to the subsumption structure. This information is not well 
presented graphically in general, although particular methods might 
be found appropriate in particular domains. Natural language offers a 
generally applicable way of presenting this more complex 
information. In addition, the ability of natural language generation 
technology to flexibly describe and contrast collections of concepts 
provides a significant increase in viewing functionality. When this is 
further focused by a user model and more sophisticated text planning, 
we believe that the Ontogeneration architecture will provide a new 
degree of usability for ontologies in general. 
Now that we have shown how CHEMICALS was developed, our 
current Ontogeneration work is concerned with demonstrating that: 
 
We can generate sentences using domain-ontology conceptual 
models as a source of information. 
The conceptual models built using METHONTOLOGY 
intermediate representations provide enough knowledge to be 
used in text generation. 
The text generated automatically can be used by domain experts 
to evaluate the domain ontology conceptual model. 
 
 
Text generation can also be used to build up semi-
automatically internal documentation of the ontology. 
• 
Domain ontologies and linguistic ontologies can be 
successfully merged. 
• 
 
 
 
This will be the major concern of the rest of this paper, considering 
the components individually and then summarizing their interaction. 
 
 
  
 
 
Figure 2. Example of Chemical Intermediate Representations 
 
 
 
4 THE LINGUISTIC ONTOLOGY: GUM 
 
In this section we present how we reused a linguistic ontology 
and how we adapted it into Spanish. The linguistic ontology 
used in our application is the Generalized Upper Model (GUM). 
GUM [1] is used to simplify the interface between domain 
knowledge and linguistic components. It is an abstract 
linguistically motivated ontology already used in other 
generation projects for different languages: particularly English, 
German and Italian. GUM offers a classification of the kind of 
meanings that grammatical constructions presuppose. Thus, it 
plays a main role providing semantics for domain concepts and 
connecting conceptual representations with lexical 
representations. 
 
4.1 A general overview of GUM 
 
GUM is a linguistic ontology with a level of abstraction that is 
halfway between linguistic realizations and "conceptual" or 
"contextual" representations. That is, it enables abstraction 
beyond the particular details of lexicogrammatical 
representations, while maintaining contact with the linguistic 
realizations so as to support operationalization and interfacing 
with natural language components. One of the main 
characteristics of GUM is its generality, which comes from the 
origin of its motivations: the lexico-grammatical systems of 
natural languages. The fact that it is a linguistically motivated 
ontology implies that it is bound to the semantics of a grammar 
and not to the possibly domain-transcendent general knowledge. 
GUM is organized as two hierarchies: one of concepts and one 
of relations. The concept hierarchy represents the basic semantic 
entities entailed by natural language grammars, including: 
process configurations and the different classes of objects and 
qualities. The relation hierarchy represents the participants and 
circumstances involved in the processes and the logical 
combinations among them. 
There are two main reasons why we have chosen the GUM 
ontology as a basis to develop Ontogeneration. First5, previous 
work using GUM has shown that it can provide a solid basis for 
providing natural language generation capabilities where domain 
organization is insulated from the details of its linguistic 
realization [5] . Using GUM as an interface level therefore 
ensures that we do not have to import linguistically-motivated 
distinctions into our domain ontology in order to support natural 
language generation. This would compromise the domain model 
considerably and is generally recognized to be a violation of the 
desirable modularies of a complete system (cf., for example, 
[26] critique of such a violation in the LILOG project). The 
second reason is that previous work on developing multilingual 
linguistic resources for natural language generation has shown 
that such work can be significantly speeded if the linking 
mappings that are necessary between semantic representations 
and grammatical form can be largely reused. GUM allows this 
by providing a fixed anchor that is sufficiently general as to 
require only minor variations across languages. It is not 
necessary to adopt an interlingual position, but it is still possible 
to minimize the language-specific idiosyncratic aspects of the 
semantic description.  
This reusability of GUM is one of its prime design 
motivations, as set out in, e.g., Bateman et al (1995). Both of 
these  reasons  strongly support the reuse of  GUM in the current 
 
5 GUM has been used in other applications: Penman [4], Pangloss 
[25], KOMET [2], TechDoc [34], AlFresco [36] and GIST [15]. 
system and allow for the reuse of significant bodies of information, 
both at the semantic and grammatical levels of description needs for 
providing natural language generation capabilities. The investigation 
of the applicability of GUM for supporting generation in languages 
such as English, German, Dutch, French and Italian6 certainly 
suggested that the move to Spanish would be likely to succeed. 
Certainly the demonstration that a Spanish generator can be built 
would imply a great influence in the Spanish-speaking world 
 
4.2 Method to adapt GUM to Spanish 
 
The main criteria followed to adapt GUM to Spanish so that its 
concepts and relations can be reused as much as possible, are: 
 
• To consider the distinctions in its lexico-grammatical 
expressions and capture the differences in the "experiential" 
meaning [4].  
• To classify the pattern categories in dimensions, partitions, 
disjunctions and simple specializations [1]. 
• To include in the Spanish model the configurations with 
different number of participants and circumstances in different 
conceptual representations [1]. These participants and 
circumstances can or cannot appear explicitly. 
• To detect patterns in the Spanish model where the syntactic 
variations referring to the order in which the arguments appear is 
not relevant, but it is relevant when the difference of patterns 
produces a change of meaning [1]. 
• To permit generating a linguistic realization from different 
semantic perspectives according to criterion 5 of [21]. 
• To maximize the cohesion between GUM and the Spanish model 
and thus minimize the changes in a future multilingual 
integration. 
 
Every category of the concept and relation hierarchies 
aforementioned has been studied thoroughly. Then, the linguistic 
behaviours of Spanish compared to those captured in every category 
have been studied. If there is any discrepancy, the corresponding 
extensions are proposed, following the design criteria already 
exposed. A detailed explanation of this work can be found at [6]. 
To construct such extensions, the types of descriptive texts to be 
generated have been analyzed, and the GUM categories, within which 
their different components can be classified, have also been 
considered. When some of the categories for the Spanish model do 
not fit in any of the GUM categories, or a further specialization of an 
abstract category already existing is required, then we create the 
categories required to represent such kind of knowledge. 
 
5 GENERATION TEXT ENVIRONMENT:KPML 
 
As the third support of this project, we have reused the KPML 
(Komet-Penman Multilingual) development environment to build 
grammatical resources for Spanish. KPML is a system for building 
and maintaining multilingual linguistic resources and for using these 
resources in text generation (currently English, German, French and 
Italian). It substitutes and extends the functionality of Penman’s 
generation system [4] for development supports and multilingual 
design. 
 
5.1 Aims of KPML 
 
By using KPML we try to simplify the generation tasks and improve 
the access and handling of the resources. We have chosen KPML 
because: 
 
• It offers linguistic resources already tested and verified to 
large-scale generation projects and facilitates standardized 
input and output specifications suitable for practical 
generation. 
• It offers the generation projects a basic engine for using 
these resources. 
• It encourages the development of similarly structured 
resources for languages which do not have those resources. 
• It minimizes the costs of providing texts in multiple 
languages. 
• It allows us to develop more complex projects reusing other 
domain ontologies that we have already developed as well 
as to include Spanish resources into the multilingual 
environment. 
 
KPML´s grammars, whose basic units consist of grammatical 
systems, choosers, inquiries, lexical items, punctuation rules and 
input specifications (SPL, Specification Planning Language 
[24]]), are system networks defined in systemic-functional 
linguistics and built as trees of communication options. 
KPML´s generation engine [32] uses the system network to 
construct strings by traversing the system network from left to 
right for each grammatical constituent to be generated. In each 
grammatical system only one grammatical feature is selected. 
Each selected feature may bring a set of syntactic constraints to 
bear on the overall syntactic structure being generated.  
Generation is complete when the structures constructed are 
sufficiently developed to allow the insertion of lexical items 
(which may have been chosen at any time during the generation 
process).  
The selection of a grammatical feature in a grammatical 
system is determined by a chooser for that system. The chooser 
makes its selection by traversing a decision tree of semantic 
inquiries. 
 
5.2 Development of Spanish Grammar 
 
KPML can be used with many languages since it permits that 
any system with a specific name may specialize in a different 
way depending on the language to be used. By using information 
of a given system, KPML can analyze the differences and similitudes 
between systems defined in various languages. KPML permits 
building up large-scale sets of linguistic resources for different 
languages either from scratch or by using the resources developed for 
others. In this project the second via has been chosen. In the process 
followed to generate texts in Spanish the basic items of English have 
been taken as a basis to carry out the following tasks:  
 
1. First, a representative set of texts to be generated in the 
chemicals domain was identified. 
2. Then, the English grammatical resources have been studied and 
the most representative SPL that have correspondence with the 
possible texts to generate in Spanish have been selected. 
3. We have worked with a reduced and representative SPL set for 
Spanish, obtained by adapting the English SPL or by developing 
them directly for Spanish when there were not similar English 
examples. However, when adaptation was carried out, structural, 
lexical and semantic changes have been done in grammar.  
4. Once the set of new resources has been debugged, this may be 
remerged with the general multilingual resource set if required. 
This fact permits adding new languages to the generation 
system.  
 
During development, we found that the range of changes 
necessary for the extension to Spanish were quite limited. This 
generally involved adding systems (choice points in the grammatical 
classification hierarchy), removing systems, adding and removing 
constraints on structure, etc. All operations that are now well known 
to be effective for achieving coverage of a new language within the 
general KPML methodology. 
An example of a slighty different kind of change is the following, 
where we have provided a different approach to a phenomenon than 
that provided by the English grammar. This concerns the gender and 
number agreement between names and the determiners accompanying 
them. The English grammar adapted by us deals with various types 
ofdeterminers. If we had specialized the systems corresponding to 
those determiners, we would have had to add two systems, at least, 
for each determiner. That is why we have chosen another solution. 
For each system feature corresponding to a determiner we have 
included a lexical  feature  to  the  function  “Deictic”.   This  feature  
relates  the 
 
  
(LEXICAL-ITEM 
   :NAME   THISDET 
   :SPELLING   "this" 
   :SAMPLE-SENTENCE   "this chicken is speckled" 
   :FEATURES   (NUMBER DEICTIC NOT-POSSESSIVEDETERMINER DETERMINER) 
   :PROPERTIES   ((NUMBER SINGULAR UNCOUNTABLE)) 
) 
 
 
(LEXICAL-ITEM 
   :NAME   ESTA 
   :SPELLING   "esta" 
   :SAMPLE-SENTENCE   "Esta propiedad es diferente" 
   :FEATURES   (DEICTIC NOT-POSSESSIVEDETERMINER SINGULAR DEMONSTRATIVE NEAR FEMALE 
DETERMINER)) 
) 
 
(LEXICAL-ITEM 
   :NAME   ESTE 
   :SPELLING   "este" 
   :SAMPLE-SENTENCE   "El número atómico de este elemento es 5" 
   :FEATURES   (DEICTIC NOT-POSSESSIVEDETERMINER SINGULAR DEMONSTRATIVE NEAR MALE 
DETERMINER) 
) Figure 3. Example of the lexical items of a demonstrative determiner 
function to the lexemes of the determiners. For instance, to 
manage the demonstrative determines, the lexical feature 
“DEMONSTRATIVE” is added in the system feature called 
“DEMONSTRATIVE-SELECTION”. Besides, in order to make 
the gender and number agreement, the lexical features 
“PLURAL” or “SINGULAR”, and “MALE” or “FEMALE” are 
added to the function “Deictic” during the generation of the 
name (see figure 3, which represents the Spanish terms, "este" 
and "esta", equivalent to the English term "this"). 
In general during the development of the Spanish grammar, we 
have found that the overall degree of resource sharing and reuse 
between the original English grammar and the current Spanish 
grammar is very high. Within this resource, we have the 
following reuse statistics. Overall, the grammar of Spanish 
consists of 745 grammatical systems, or choice points, and of 
these 724 (97%) are shared with those of the originating English 
resource. These choice points distribute their grammatical 
information over a total of 1345 grammatical features for both 
languages. Of these grammatical features, only 43 (3%) have so 
far needed to have their associated structural realization 
constraints altered so as to produce Spanish sentence structures 
rather than English. The new areas of grammar developed 
particularly for Spanish (consisting of 21 grammatical systems)  
involved the addition of 35 grammatical features: these are, 
predictably, mostly in the areas where Spanish differs noticeably 
from English, e.g., lexical gender and number agreement. There 
are also areas, however, where the grammar has been extended 
in coverage and these extensions could also be applied back to 
the originating English grammar (e.g., in the treatment of 
“relational” clauses and some types of nominalizations). The 
additions for the mapping between semantics and grammar are 
also very constrained: 11 new choosers have been developed for 
Spanish (out of a total of 443). These results demonstrate that 
the provision of significant generation capabilities for Spanish is 
indeed possible with high reuse of the previously existing 
generation resources available with KPML. Most effort was 
required to extend the grammar in areas that are not found in 
English and to construct the lexical resources necessary for our 
domain. 
 
6 CONCLUSIONS: MAIN RESULTS AND 
BENEFITS 
 
The first result of our work has been the development of a 
system, Ontogeneration, that is capable of generating texts from 
computable code stored in an ontology by reusing a linguistic 
ontology and other resources (already used in different projects 
and languages). 
The current prototype runs on a Unix workstation (Solaris 
2.5). KPML needs a Common Lisp and Loom ; in particular we 
have used Liquid Common Lisp 5.0 (Lucid Compilant) and 
Loom 2.1. The user interface is implemented in Java. 
We want to point out now the main benefits of our system. 
Our approach has several advantages that we should take into 
account in the following fields: 
 
a) Ontological engineering: 
 
• Evaluation: natural language texts can be used by 
domain-expert both to evaluate the domain ontology and 
the conceptual model. Also, final texts can be useful to 
measure quickly the quality/quantity of knowledge 
represented in the ontology. 
• Documentation: text generation can be viewed as a first step 
for building semi-automatically documentation about the 
domain ontology and its development process. 
• Increasing shared understanding in a specific domain: the 
generation of texts from ontologies is one of the best ways to 
make available the knowledge of a domain to non-expert users 
or unfamiliar with ontologies. 
 
b) Text generation: 
 
• Domain ontologies as knowledge source: Chemicals is a well 
organized domain model that can be used as source of 
knowledge. METHONTOLOGY framework permits to build 
domain ontologies with a standard and well defined structure 
and organization. This methodology offers a generic solution 
to reuse domain ontologies as appropriate source for text 
generation systems. 
• Easing information retrieval: the generated texts cover the 
whole knowledge included in the Chemicals ontology. Users 
can ask and retrieve in their own language different kinds of 
information: concept and instance definitions, descriptions of 
concept and instance properties, relation among concepts, 
comparisons between instances, etc. Although the chemicals 
ontology only includes 35 concepts and 169 instances, our 
tests demonstrate that text generation works better than 
browsers or viewers/graphical tools when the user is non-
expert and wants to retrieve and understand all the information 
quickly. 
 
c) Sharing and reusing knowledge: 
 
• Domain ontologies and linguistic ontologies can be 
successfully merged. Our system integrates heterogeneous 
resources, like KPML, GUM and Chemicals, that have already 
been used in other projects.  
• The possibility to reuse the current prototype components in 
future system extensions is a clear benefit and the key issue of 
this paper. The modularity of our design allows progressive 
expansions in depth and width. Other future goals are to share 
resources with other applications from other fields in order to 
extent the functionalities and possible uses of the system in 
different ways (see the next section). 
 
To sum up, we have presented Ontogeneration, an information 
retrieval system that uses domain and linguistic ontologies for natural 
language generation in Spanish. Our system is only an example of a 
generic approach that links two different fields (Ontological 
Engineering and Text Generation) and whose main goal is to facilitate 
knowledge sharing and inter-operability between independently 
developed resources. 
 
7 FUTURE WORK: SCALING-UP 
 
The future work on Ontogeneration implies two kinds of extensions: 
concrete improvements (to be realized in a very short term) and 
generic ones (extensions that require a longer time). Some of the 
concrete improvements that will be added soon are: 
 
• To prepare a version of Ontogeneration that can be consulted 
on-line via web. Also a new version will run on PC's. 
• To make deeper extensions both of the Spanish GUM, 
including subtleties and specializations of abstract categories, 
and the Spanish grammar, covering complex linguistic 
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Figure 4. Future extensions of ONTOGENERATION 
 
 
 
phenomena related to sentence planning and the discourse 
structure. 
 
Generic extensions are related with the main goal of our 
approach. As we have claimed in this paper, the current system 
is only a starting point. Its development tries to prove an 
ambitious idea: the possibility of a continous scaling-up in many 
directions by reusing and extending resources without the need 
to begin from scracht. This approach will permit to extend 
functionalities simultaneously in various dimensions (Figure 4):  
 
• Multilinguality. To offer multilingual generation of texts 
is one of the main advantages of KPML. This tool 
minimizes the effort of developing and reusing 
grammatical resources for different languages. We have 
already done some testing with English successfully.  
• Knowledge & Domains. To add other domain ontologies 
different from Chemical, but with a similar structure (as, 
for example, other closed scientific taxonomies) to 
minimize the changes in grammar, which would be 
almost exclusively lexical. The METHONTOLOGY 
framework provides the basis to build structured 
ontologies. 
Multi-user. To extend the user models attending all the 
possible and significative variations: age (adults, 
children), expertise (experts or ontology developers vs. 
non-experts), background o previous knowledge of the 
domain, etc. 
• 
• Deep generation. In order to build a generation system 
which takes into account the variety of users, language 
registers and domains, it is crucial to tackle deep 
generation. Its goal is to produce specifications of fine 
granularity and degree of linguistic abstraction to drive 
surface generation. 
• Multimodality. To develop a multimodal user interface 
which permits different modalities of input / output and 
interaction. Final texts could be combined with 
multimedia elements: hypertext, graphs, 3-D drawings, 
video, etc. By using a natural language interface the user could 
type or voice directly the queries in his own language. 
• Applications. Text generation from ontologies can be reused in 
different applications such as intelligent tutors, knowledge-
based systems, data bases access, multilingual information 
retrieval on-line, machine translation , etc.  
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