Abstract. Recently, a successful extension of Principal Component Analysis for structured input, such as sequences, trees, and graphs, has been proposed. This allows the embedding of discrete structures into vectorial spaces, where all the classical pattern recognition and machine learning methods can be applied. The proposed approach is based on eigenanalysis of extended vectorial representations of the input structures and substructures. One problem with the approach is that eigenanalysis can be computationally quite demanding when considering large datasets of structured objects. In this paper we propose a general approach for reducing the computational burden. Experimental results show a significant speed-up of the computation.
Introduction
In many real-world applications it is natural to represent data in a structured form. Just to name a few, in Chemistry chemical compounds can be represented as undirected annotated graphs; in Natural Language Processing, the semantics of a sentence is described in terms of a parse tree. In addition, many problems in these application domains are characterized by the presence of noise and/or uncertainty in the data. Moreover, these problems can naturally be formulated as clustering, or classification, or regression tasks, which are well suited to be treated by machine learning approaches. Many standard machine learning approaches, however, can deal only with numerical vectors. Thus, a first necessary step to their application to structured objects is the apriori selection of a set of structural features of interest which will constitute the dimensions of a vectorial space where each structure can be represented according to its own degree of matching.
Recently, different an more direct approaches have been proposed and successfully applied to structured domains, such as Recursive Neural Networks (e.g. see [11, 2, 4, 1, 9] ), and Kernel Methods for structured patterns (see [3] for a survey). Both these approaches, however, have their problems, such has local minima for Neural Networks, and the a priori definition of the kernel for Kernel Methods.
More recently, an alternative approach has been proposed. The idea is to devise vectorial representations of structures, belonging to a data set, which preserve all the information needed to discriminate among each other. This approach hinges on the calculation of Principal Component Analysis (PCA) for structured objects, such as sequences, trees, and graphs [10, 8] . The aim is to provide a method to generate informative representations which are amenable to be used into already well known unsupervised and supervised techniques for clustering, classification, and regression.
A problem with this approach, however, is that it is computationally quite demanding. In this paper, we address this problem by proposing some techniques to reduce the computational burden. After presenting in Section 2 the basic concepts about PCA for vectors and structures, we discuss in Section 3 three different approaches that, if applied simultaneously, can significantly reduce the computational burden in the case of structures. This is experimentally demonstrated in two datasets of relevant size and complexity (Section 4).
Principal Components Analysis for Vectors and Structures
In the following we present the main ideas underpinning the computation of PCA for vectors and structured inputs. We briefly recall the standard PCA with a perspective that will allow us to readily introduce its extension to the case of sequences. The suggested approach is then further extended to cover the direct treatment of trees, and finally we discuss our proposal to deal with directed or undirected graphs.
Vectors
The aim of standard PCA [6] is to reduce the dimensionality of a data set, while preserving as much as possible the information present in it. This is achieved by looking for orthogonal directions of maximum variance within the data set. The principal components are sorted according to the amount of variance they explain, so that the first few retain most of the variation present in all of the original variables. It turns out that the th principal component is given by the projection of the data onto the eigenvector of the (sample) covariance matrix ¡ of the data corresponding to the th largest eigenvalue.
From a mathematical point of view, PCA can be understood as given by an orthogonal linear transformation of the given set of variables (i.e., the coordinates of the vectorial space in which data is embedded):
where ¤ £ are the vectors belonging to the data set, and is the orthogonal matrix whose th row is the th eigenvector of the covariance matrix. Typically, larger variances are associated with the first " ! # principal components. Thus one can conclude that most relevant information occur only in the first dimensions. The process of retaining only the first principal components is known as dimensional reduction. Given a fixed value for , principal components allow also to minimize the reconstruction error, i.e. the square error of the difference between the original vector $ £ 
where the rows of §
should hold. In fact, the perspective of this proposal for recursive principal component analysis is to find a low-dimensional representation of the input sequence such that the expected reconstruction error, i.e. the sum of the (squared) differences between the vectors generated by equation (3) and the original input vectors for different values of
is as small as possible, i.e. given a fixed value of , where
In [10] it has been shown that, when considering several sequences for the same linear system, it is possible to find a value of where the reconstruction error is zero by performing eigenanalysis of extended vectorial representations (belonging to the so called state space) of the input sequences, where a sequence at time © is represented by the vector ; ii) the new string
is defined, where is the string concatenation operator. If ; ii) the new string
. A description of the construction for the general case, i.e. when # B , can be found in [10] . A problem in dealing with complete trees is that very soon there is a combinatorial explosion of the number of paths to consider, i.e. in order for the machine to deal with moderately deep trees, a huge value for ¡ needs to be used. In practical applications, however, the observed trees tend to follow a specific generative model, and thus there may be many topologies which are never, or very seldomly, generated. Thus, in practice, instead of considering each possible path in the complete tree, only paths that are present into the dataset are considered.
Graphs
When considering the possibility to extend Recursive PCA to graphs either with directed or undirected edges we have to face two problems: i) how to deal with cycles during the encoding; ii) how to identify the origin and destination of an edge during decoding.
In [8] , these two problems are solved through a coding trick. The basic idea is to enumerate the set of vertexes following a given convention and representing a (directed or undirected) graph as an (inverted) ordered list of vertex's labels associated with a list of edges for which the vertex is origin and where the position in the associated list is referring to the destination vertex. The idea is that the list is used by the linear dynamical system during encoding to read one by one the information about each vertex and associated edges, pushing the read information into the internal stack. Decoding is obtained by popping from the internal stack, one by one, the information about vertexes and associated edges.
The proposed linear dynamical system supporting the above idea is defined as
Improving the Computation
In the previous section we have presented the theoretical basis for the definition of PCA for structured inputs. In this section we discuss some practical problems which are encountered when trying to apply the theory "as is". Then we make some observations about some specific features of structured domains. Finally, on the basis of these observations we suggest some techniques that help in reducing the computational burden, thus allowing the application of PCA for structures to larger and more complex datasets.
Practical problems
The definition of PCA for structures, as outlined above, hinges on the explicit definition of the state space in order to get the "compressed" solution of the problem, i.e. the weights matrices. From a practical point of view this implies that when considering datasets of significant size and complexity (in terms of number of components for single structure) a quite large matrix X describing the state space should be explicitly defined. Specifically, X will have a column for each single component of the dataset and a given number 1 of rows for each element of the encoding scheme. More precisely, in the case of sequences, # rows for each time step; in the case of trees, # rows for each path explicitly defined in the training data; finally, in the case of graphs, # I U rows for each item in the internal stack at distance U from the top. It is not difficult to understand that when considering a large number of components and sufficiently deep structures, the global size of X can soon become unmanageable because of storage requirements. In addition to that, computing the eigenvalues and eigenvectors of X can become problematic even for small dimensions since additional storage is required for the internal data structures used for the computation. Least, but not last, even if storage requirements are satisfied, the time needed to perform the eigenanalysis is more than quadratic with respect to the size of X. Thus, it is clear that strategies which try to keep X as small as possible and to reduce the computational time for its eigenanalysis should be defined in order to allow the treatment of datasets of significative size and complexity.
In the next subsection we observe that, even before resorting to more or less sophisticated numerical analysis techniques and algorithms, the structured nature of the data can be exploited to get a significative reduction of the size of X, as well as a (fractional) reduction of the time needed to perform its eigenanalysis.
Some basic observations and their exploitation
Let make some observations about the structure of : i) the number of rows is determined by both the size of the representation of each possible component and the adopted structural encoding scheme; ii) if the components are finite and discrete, then it is quite probable that different structures will have one or more components in common. This implies that columns in that correspond to these common components will be identical; this can be exploited by redefining a more compact version of where each distinct component is represented only once, but considering its multiplicity; iii) a quicker eigenanalysis of can be computed by precomputing a QR decomposition of either or % . Observation i) leads to a general scheme for defining a "minimal" state space. Observation ii) may lead to a significative reduction in size of when considering structures compounded of discrete components, while observation iii) can be exploited in general.
In the following three subsections we discuss the above points, according to the order of presentation given above.
Defining a "minimal" state space
The state space defined in Section 2 is designed to be able to potentially represent all possible structures up to a given predefined limit. For example, when considering sequences, all the possible sequences up to length P can be represented in the state space. The same is true for graphs. Only for trees, a strategy which tries not to represent all possible paths has been suggested: only paths defined in the dataset are represented in the state space. However, any input vector can be associated to any position within the defined paths. In conclusion, it is clear that, since PCA is computed on a specific dataset, there is no point in having such a general encoding scheme for the state space. It is better to devise from the beginning an encoding scheme for the state space which takes into account the dataset.
Here we suggest to define a state space where for each structural component only items which occur associated to it in the dataset are explicitly represented. For example, if we consider the set of sequences , then a "minimal" state space can be obtained by using as basis of the space the union of these bases, i.e. 
£
will correspond to the subset of canonical vectors associated to the labels occurring at position U into the "state space stack". In this case the shift operator will just "forget" the components that are not present from that point up to the last components of the state space.
Representing unique substructures in the case of discrete components
When each component is described by a discrete entity, e.g. a symbol or label, the likelihood that different input structures share a common substructure is often not marginal. This is particularly true if the structures are created by a generative source, such as a generative model, e.g. a grammar. Repeated components correspond to repeated identical columns in X. Without loss of generality, let assume that the columns of X are sorted so to have identical columns in contiguous positions. Let
be the all different columns occurring in X, and
Then it is not difficult to verify that the matrix
has the same covariance matrix as X, and thus it shares the same column eigenvectors with X. However, to discover these repeated components, and their multiplicity, even before generating columns representing them. Since graphs are basically treated as a special type of lists, here we focus on trees, which constitute the most general case since a list can be considered as a tree with outdegree . The problem is how to efficiently remove from the dataset repeated occurrences of (sub)trees. A dataset consisting of trees can be represented as a tree forest . We define a procedure that merges all the trees in into a single minimal DAG, i.e., a DAG with a minimal number of vertices. We will refer to this DAG as
In Figure 1 , we give an algorithm to efficiently compute shared subtrees, and to efficiently represent a forest as an annotated DAG (ADAG). More formally, with annotated DAG, we refer to a DAG where each node is annotated with a pair (label,frequency). The label field represents information associated with the node, while the frequency field is used to count how many repetitions of the same subtree rooted in that node are present in the tree forest. The frequency can then be used to define
used in the algorithm returns a total order of vertexes of P 0 which is compatible with the (inverted) partial order defined by the arcs of P 0
. Thus, the first vertexes of the list will be vertexes with zero outdegree, followed by vertexes which have only children with zero outdegree, and so on. Using this order guarantees the (unique) existence of vertexes 
Exploiting QR decomposition
Eigenanalysis of the correlation matrix § % can be performed in a robust and "economic" way by performing an SVD decomposition of either , in the case the number of rows is higher than the number of columns, or 
Experimental Evaluation
Two datasets were used to test our approach. The first one is derived from the data set of the PTC (Predictive Toxicology Challenge, [5] ) originally provided by the U.S. National Institute for Environmental Health Sciences -US National Toxicology Program (NTP) in the context of carcinogenicity studies. The publicly available dataset (see http://www.predictive-toxicology.org/data/ntp/) is a collection of about four hundred chemical compounds. The dataset includes a range of molecular classes and molecular dimension spanning from small and simple cases to medium size with multi-cycles. In order to represent these chemical structures and their components, we used undirected graphs with labels associated to vertexes and edges. The vertexes of these graphs correspond to the various atoms and the vertexes labels correspond to the type of atoms. The edges correspond to the bonds between the atoms and the edges labels correspond to the type of bonds. This explicit graph modeling can be obtained through the information directly extracted by standard formats based on connection table representation, limited, in our case, to the information on atoms type (including C and H), bond type (single, double or triple) and their 2D-topology, as implicit in the set of vertexes connections. Here, we do not assume any specific canonical ordering of such information, assuming directly the form provided in the original PTC data set.
For testing our approach, we have considered molecules with atoms occurring at least more than 3 times in the original data set and with a maximum dimension (number of vertexes) of 70. In all, 394 distinct chemical compounds are considered, with the smallest having 4 atoms. 10 distinct atoms occur in the used data set, corresponding to the following chemical symbols: C, N, O, P, S, F, Cl, Br, H, Na. In Table 1 we report the frequencies of such atoms through the compounds as well as some general statistics.
Symbols are represented by 10-dimensional vectors (i.e.
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components.
In Table 2 we have reported the results obtained by using an Intel Xeon E5345 based computer using Scilab. 
