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One weakness of current robotic technology is motion planning.  Current 
robots especially struggle to effectively operate in cluttered environments.  In this 
report, first and second order influence coefficients for minimum distance 
magnitudes are developed.  These coefficients provide fundamental analytics for 
rates of change of minimum distance magnitudes and allow for deeper insight into 
the interaction between a manipulator and its environment.  They are also 
demonstrated as viable tools for use in manipulator obstacle avoidance. 
Influence coefficients are rigorously developed for three simple 
manipulator and workspace modeling primitives: a sphere, a cylisphere, and a 
quadrilateral plane.  In addition, a general method to use for similar derivations 
for new modeling primitives is presented.  Also, a comparison of the speed and   vii 
accuracy of using finite differencing to calculate the second order coefficients 
instead of calculating them analytically is given. 
The developed influence coefficients provide extraordinary insight into the 
interactions between a robot and its environment because they isolate the 
geometry of the distance functions from system inputs (manipulator joint 
commands).  As a demonstration of potential uses of these coefficients, twelve 
obstacle avoidance criteria based on minimum distances and artificial forces are 
developed and demonstrated using criteria-based inverse k inematics on a ten 
degree of freedom manipulator operating around three obstacles. 
In the demonstration, the zeroth and first order criteria run at an average 
rate of 1042 hertz and the second order criteria run at an average rate of 2.045 
hertz.  Using the developed criteria one at a time, the manipulator successfully 
completed a demanding end-effector path, 5200 setpoints in length, for many of 
the criteria.  In some cases, using higher-order criteria improved manipulator 
performance.  None of the criteria allowed the manipulator to strike the obstacles. 
This research successfully demonstrates the usefulness of first and second 
order influence coefficients for minimum distance magnitudes in solving the 
obstacle avoidance motion-planning problem.  The obstacle avoidance results also 
point to the feasibility of using the developed coefficients to solve a wide range of 
additional motion-planning problems that focus on how a system interacts with its 
environment.   viii 
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CHAPTER ONE: INTRODUCTION 
1.1  Introduction 
Despite the considerable optimism of the last quarter century, the robotics 
industry is still relatively small, and except in extremely structured or inhospitable 
environments, the use of robots has not been widespread.  One of the reasons for 
this lack of broad implementation is the inability of current robots to operate in 
cluttered or dynamically changing environments.  In order to allow manipulators 
and mobile robots to effectively operate in complex environments, the motion 
planning capabilities of these robots must be improved. 
The study of motion planning for robotics has been broken down into a 
number of different areas.  These include kinematics, dynamics, control, path 
planning, and obstacle avoidance.  Kinematics is the study of motion (position, 
velocity, acceleration, etc.) without regard for the forces causing the motion.  In 
robotics, both forward and inverse kinematics are studied.  At the position level, 
the forward problem is determining a robot’s end-effector (EE) position (system 
output) given the input joint angles (system input).  The inverse problem is to 
determine appropriate system inputs to achieve a desired output.  The inverse 
problem is much more difficult due to the existence of multiple algebraic 
solutions.  For redundant robots (robots with more inputs than outputs), the 
number of alternate solutions to the inverse kinematics problem is infinite.  
Dynamics is the study of the relationship between motion and the force (torque) 
causing the motion.  Control is used to regulate system input forces to achieve the   2 
desired output motion.  Path planning and obstacle avoidance are used to plan and 
modify the motion of a robot in order to avoid collisions with obstacles in the 
robot workspace while accomplishing a desired physical task.  From the 
definitions given, one can see that the different areas described are closely related.  
For example, an obstacle avoidance scheme might be implemented into the robot 
control loop in order to achieve real-time performance.  The primary focus of this 
dissertation is obstacle avoidance.  Because obstacle avoidance shares many ideas 
and techniques with path planning, literature from both areas will be discussed. 
In the literature, there is some confusion about the exact meaning of the 
terms ‘obstacle avoidance’ and ‘path planning’ since they  are sometimes used 
interchangeably.  Therefore further clarification of the meaning of each term is 
warranted.  One major distinction between the two terms is that obstacle 
avoidance is performed in real time while path planning is usually an off-line 
process that takes a considerable amount of time. Furthermore, the term ‘obstacle 
avoidance’ most often refers to modifying a predetermined path plan in real time 
to avoid unforeseen obstacles.  It also refers to determining a configuration (C) 
space (or joint-space) motion plan that avoids obstacles in real time given a 
known motion plan in EE space (this type of obstacle avoidance is used most for 
teleoperation of redundant manipulators).  The term ‘path planning’ usually refers 
to the creation of an overall motion plan from a start to a goal location.  Most path 
planners create a path plan in C-space and then use obstacle avoidance to modify 
this plan as needed.  However, path plans can also be developed in EE-space and 
then use obstacle avoidance to develop the C-space motion plan.  In this research,   3 
the terms ‘obstacle avoidance’ and ‘path planning’ will be used in the sense 
defined above. 
Previous research by the University of Texas Robotics Research Group 
(UTRRG) has focused on the obstacle avoidance problem for redundant 
manipulators controlled via teleoperation [Perry and Tesar, 1995] [Harden and 
Tesar, 1997].  Because the work presented here is a continuation of this research, 
the major focus will be on determining obstacle-avoiding, C-space motion plans 
for manipulators in real time given the desired EE location. 
1.2  Research Objectives 
As was mentioned above, the research presented here builds on previous 
research by the UTRRG.  This research has demonstrated that the use of obstacle 
avoidance criteria in a criteria-based inverse kinematics scheme is an effective 
and reasonable approach to obstacle avoidance.  Strengths of the approach are that 
it easily couples obstacle avoidance goals with other manipulator considerations, 
allows for the use of multiple manipulators working in the same workspace, and is 
applicable to any serial, redundant manipulator.  However, a better understanding 
of the physical significance of criteria and the kinematics and geometry of the 
link/obstacle interactions for obstacle avoidance is needed.   
Also, although the majority of the literature concentrates on the more 
implicit autonomous motion-planning problem, the obstacle avoidance problem 
for teleoperated manipulators, which in itself is a complex geometric problem, 
merits further study.  Teleoperation is the standard method of operation for 
deactivation and decommissioning work for nuclear sites.  Therefore development   4 
of this technology will have immediate applicability.  Furthermore, having a 
human in the loop providing an EE path to work from makes the problem simpler 
to solve and increases the likelihood of developing a deployable system more 
quickly than one for autonomous operation. 
The main objectives of the research presented here are to gain an 
improved understanding (especially of the geometry) of the obstacle avoidance 
problem and to add to the tools available for solving this problem.  These 
objectives will be attained through a careful analysis of distance functions and 
their higher order properties.  Influence coefficients will be used to isolate the 
geometry of these functions from the system inputs.  Also, the current UTRRG 
obstacle avoidance system will be extended by adding new criteria that 
incorporate higher-order properties and use the distance function influence 
coefficients.  Furthermore, current and newly developed criteria will be tested 
using an open architecture software simulation to demonstrate their effectiveness 
for obstacle avoidance. 
1.3  Dissertation Organization 
The remainder of the dissertation is laid out as follows.  In the rest of this 
chapter, background material from the literature on obstacle avoidance and path 
planning is presented and discussed in the context of the objectives for this 
research.  Chapter 2 presents a brief survey of distance calculation literature and 
then derives distance functions for calculating minimum distances for the simple 
modeling primitives used for this research.  In Chapter 3, influence coefficients 
for minimum distances, which are the heart of this research effort, are derived.    5 
Chapter 4 presents the obstacle avoidance scheme that is used and discusses 
obstacle avoidance performance criteria.  Chapter 5 presents a demonstration of 
the tools developed by this research effort.  Chapter 6 provides a summary of this 
report and presents conclusions and ideas for future research. 
1.4  Background 
In accomplishing the research presented here, ideas from each of the five 
research areas presented above will be used.  The most applicable literature is in 
the path planning and obstacle avoidance areas.  In this section, a brief survey of 
path planning and obstacle avoidance literature is presented. 
1.4.1  PATH PLANNING 
Path planning for robots is an area that has seen considerable research.  
Hwang and Ahuja [1992] provide an excellent survey of path planning research.  
Their survey also includes obstacle avoidance research.  In their survey, they 
discuss research on point robots, rigid robots1, and manipulators.  They also 
identify a number of approaches to motion planning.  The major approaches they 
present include skeletons, cell decomposition, potential fields, and mathematical 
programming.  Table 1.1 presents the key features of each of these approaches.  
The textbook by Latombe [1991] is an excellent resource for detailed information 
about most of the path planning methods that have been used.  In the next few 
sections, each of these methods will be discussed further and noteworthy 
                                                 
1 Rigid robots are mobile robots with volume.  Examples include circular robots and L-shaped 
robots.   6 
developments will be introduced.  First, the two spaces (C and EE) used for path 
planning will be discussed. 
 
Approach  Features 
Skeleton  Feasible motions are mapped onto a network of one-
dimensional lines.  Motion planning problem becomes a graph-
searching problem. 
Cell 
Decomposition 
The workspace is decomposed into simple cells with known 
adjacency relationships.  The path from start to goal is then 
formed using a sequence of connected cells. 
Potential Fields  A potential is constructed throughout the workspace.  The robot 
then seeks the point of lowest potential. 
Mathematical 
Programming 
An optimization problem is solved to find a path from start to 
goal.  Inequality constraints are used to eliminate forbidden 
regions. 
Table 1.1:  Major approaches to the motion-planning problem. 
1.4.1.1  C-Space Versus EE Space 
Path planning algorithms use two types of space; these are configuration 
space (C-space) and end-effector space (EE space).  C-space (or joint space) is the 
input space for a robot.  EE space is the output space for a robot.  For point or 
spherical robots in two or three-dimensional space, C -space is identical to EE 
space.   
The idea of using C-space for motion planning was first introduced by 
Lozano-Perez and Wesley [1979].  The idea for motion planning in C-space is to 
‘grow’ C-space obstacles from physical obstacles while shrinking the manipulator 
down to a single point.  C -space has dimension n, where n is the number of 
Degrees Of Freedom (DOF) for the manipulator.  Therefore, each point in C -
space represents one possible manipulator configuration.  The advantage of using   7 
C-space for motion planning is that once the C-space is constructed, all motion-
planning problems are essentially the same.  One disadvantage is that the C-space 
must be constructed.  This prevents the application of C -space to problems 
involving dynamically changing environments or manipulators with a large 
number of DOF [Conkur and Buckingham, 1997].  There is even more difficulty 
in using C-space in environments that have multiple manipulators with varying 
DOF since the construction of C-space is dependent on DOF and requires treating 
multiple manipulators as a single manipulator with a correspondingly larger 
number of DOF.   
Cartesian or EE space is the ‘natural’ space in which a robot operates.  
Therefore no time-consuming mapping of the obstacles and manipulators is 
required.  Furthermore, the dimension of the space is constant.  The number of 
DOF a manipulator has does not affect the complexity of EE space.  This allows 
multiple manipulators with varying DOF and other moving obstacles to be 
incorporated into motion planning more easily.  The major disadvantage to using 
operational space is that the planning algorithm must account for a more 
complicated (and varying) manipulator structure.   
Both C-space and EE space algorithms have been developed within each 
of the four major divisions discussed below. 
1.4.1.2  Skeleton 
The skeleton approach to path planning is also known as the retraction, 
roadmap, or highway method.  The general idea with roadmaps is to map the free 
space into a network of one-dimensional curves that act as a sort of highway   8 
system  throughout the robot’s workspace.  Once the network has been built, 
solving a planning problem consists of connecting both the start and goal 
configuration to the network and then tracing the shortest path within the network 
to create the final path plan. 
Two of the earliest skeleton mappings are the visibility graph and the 
Voronoi diagram.  They work well for two-dimensional workspaces but become 
much less clear in higher dimensional spaces.  Examples of the use of both 
methods can be found in the textbook by Latombe [1991]. 
The earliest skeleton method that is applicable to n-dimensional C-space is 
the silhouette method developed by Canny [1988].  This method recursively maps 
objects from higher-dimensional to lower-dimensional spaces until one-
dimensional boundary curves result.  The algorithm also generates linking curves 
to connect otherwise disconnected boundary curves.  Once the skeleton is 
complete, the robot then moves from start to goal along the boundary and linking 
curves.  The algorithm is guaranteed to find a solution if one exists, but is also 
extremely slow.  Canny and Lin [1990] developed a variation of this method that 
uses a local artificial potential to construct the skeleton. 
More recent developments have studied probabilistic roadmap (PRM) 
planners [Kavraki and Latombe, 1994] [Overmars and Svestka, 1994].  Such 
planners are probabilistically complete (i.e. given infinite running time a solution 
will be found if it exists) and work well in C-spaces of high dimension.  The most 
common implementation of this type of planner consists of a pre-processing stage 
that takes several minutes and a query phase that takes a few seconds.  During the   9 
preprocessing phase, random C-space configurations are generated and checked 
for collision.  A local planner (often artificial potential field-based) is then used to 
connect collision-free configurations into a network.  Heuristic methods are used 
to find and refine the network in difficult areas (narrow passages, etc.).  The query 
phase consists of connecting the start and goal configurations to the network and 
then computing a path.  Kavraki, Svestka, Latombe, and Overmars have 
combined their ideas into an extremely powerful planner [1996].  Also, the 1998 
textbook chapter by Svestka and Overmars provides a detailed literature review 
and many examples of ongoing refinements of this technique. 
1.4.1.3  Cell Decomposition 
In the cell decomposition approach to motion planning, the free C-space in 
the robot environment is decomposed into disjoint cells which have interiors 
where planning is simple.  The planning process then consists of locating the cells 
in which the start and goal configurations are and then finding a path between 
these cells using adjacency relationships between the cells.  There are two types 
of cell decomposition, exact and approximate.   
In exact cell decomposition, the union of all the cells corresponds exactly 
to the free C -space.  Therefore, if a path exists this approach will find it.  
However, all cells must be computed analytically, which quickly becomes 
difficult and time consuming for robots with many DOF.  Schwartz and Sharir 
[1983] use exact cell decomposition to study the ‘piano mover’s’ problem.   
Approximate cell decomposition avoids the difficulty of analytically 
computing cells by decomposing the free C-space into many simple cells (often   10 
squares or cubes).  In addition to easing the decomposition process, computing the 
adjacency relationships is simplified due to the sameness of all cells.  Lozano-
Perez used approximate cell decomposition in developing a resolution complete 
planner for arbitrary, n-DOF manipulators [1987]. 
1.4.1.4  Mathematical Programming 
The mathematical programming approach to path planning uses inequality 
constraints to specify forbidden regions.  An optimization problem is then solved 
to generate a motion plan.  Some researchers have broken this area into two sub-
areas.  These are nonlinear programming and kinematics approaches.  Typically 
the nonlinear programming approach uses traditional nonlinear optimization to 
optimize an objective function (usually some sort of distance function).  Running 
times are usually quite slow.  The kinematics approach formulates the path 
planning (collision avoidance) problem directly into the constraint equations for 
solving the inverse kinematics problem.  Usually the kinematics approach 
implementations run in real time.  They are more applicable to obstacle avoidance 
and will be discussed further in Section 1.4.2. 
1.4.1.5  Potential Fields 
The use of an Artificial Potential Field (APF) to guide a robot is one of the 
most attractive motion planning methods.  This technique was given early 
attention by Khatib [1986] from the perspective of obstacle avoidance.  Hogan 
[1985] implemented the technique using an impedance control framework.  The 
basic idea is to construct an APF throughout a robot’s workspace.  This APF is 
usually based on minimum distances between the robot and the obstacles in the   11 
workspace.  The goal point for a robot is assigned the lowest potential while the 
potential approaches infinity near obstacles.  The basic idea is to position a robot 
in the workspace such that the overall potential it encounters is minimized while 
still accomplishing the desired task.  When it is used strictly for path planning, the 
goal location will have the lowest overall potential.  Koditschek [1989] provides 
an excellent review of the APF approach to motion planning. 
There are two major ways in which artificial potentials are used in motion 
planning [Tilove, 1990].  The first approach is to model the dynamics of the robot 
and use the APF to generate force (torque) inputs to the dynamic model.  The 
dynamic model generates robot positions.  In the second approach, the APF (or 
associated value) is treated as a cost function, and robot positions are generated 
directly. 
Over time, a number of weaknesses of APF-based motion planning have 
been identified.  In their 1991 paper, Koren and Borenstein identified four 
problems for APF-based motion planning.  These are trap situations due to local 
minima, no passage between closely spaced obstacles, oscillations in the presence 
of obstacles, and oscillations in narrow passages.   
The most commonly identified problem with potential-field based path 
planning is the local minimum problem.  Two major approaches have been 
proposed to deal with this problem.  These approaches are 1) to search for and 
eliminate minima by modifying the ‘standard’ field and 2) to simply construct a 
field that is guaranteed to have no local minima [Conkur and Buckingham, 1997].    12 
The most common means of constructing an APF that contains no local minima is 
to construct an APF that satisfies Laplace’s equation, 
 
2 0 y ￿•=.  (1.1) 
A number of researchers have used this approach [Kim and Khosla, 1991] 
[Cho and Kwon, 1996] [Conkur and Buckingham, 1997] [Feder and Slotine, 
1997] [Guldner et al, 1995] [Zhao and Farooq, 1997].  Other approaches to 
solving the local minima problem include using superquadric potentials [Khosla 
and Volpe, 1988] and modified magnetic fields [Singh et al, 1997].  Warren 
[1989] proposed modifying a complete path from start to goal under the influence 
of a potential field to reduce minima problems.  Newman and Hogan [1987] 
reduce minima problems by using logical operations when combining potentials 
around obstacles.  Also, Koditschek [1987] and Rimon and Koditschek [1988, 
1989] provide rigorous mathematical proofs guaranteeing convergence to the goal 
and the absence of local minima for their potential field construction in specific 
types of ‘worlds’ in 
n R . 
Many researchers have also looked at the problem of no passage between 
closely spaced obstacles.  Chuang and Ahuja [1991] combine an APF with a 
skeleton-traversing algorithm.  In their approach, the APF is used for navigation 
between known narrow openings between obstacles.  Then, a series of points on 
the skeleton of the robot (or link) are used to move through the narrow opening.  
The major drawback to this approach is that a great deal of information about the 
environment is required.  Guldner et al [1995] consider only the nearest obstacle 
and use a gradient switching algorithm that allows a robot to pass between two   13 
obstacles unless the ‘security zones’ around the obstacles overlap in which case 
the obstacles are combined into a single obstacle.  Feder and Slotine [1997] use a 
similar technique but vary the number of obstacle potentials that have an affect on 
robot motion based on the location of the robot.  Conkur and Buckingham [1997] 
combine a soft contact idea with APF-based motion planning for a manipulator.  
Anytime, the APF scheme results in a collision, the  soft contact part of the 
algorithm takes over.  Simulations of the soft contact idea in extremely cluttered 
environments look promising. 
In addition to using APFs alone for motion planning, the APF idea has 
also been combined with other approaches.  One of the most common uses for 
APF-based planning is as the local method used for the PRM planners discussed 
in Section  1.4.1.2.  The APF idea has also been used to provide criteria for 
decision-making in a criteria-based inverse kinematics scheme [Hooper and 
Tesar, 1994] [Harden and Tesar, 1997]. 
1.4.2  OBSTACLE AVOIDANCE 
Obstacle avoidance techniques can be divided into the same four areas as 
the path planning algorithms discussed above.  The biggest difference between 
obstacle avoidance a nd path planning is that obstacle avoidance must always 
operate in real time.  Most of the ideas presented in Section 1.4.1 can be applied 
to obstacle avoidance as well. 
Seraji and Bon have developed one of the most promising obstacle 
avoidance implementations [1999].  They present an APF-like approach that uses 
artificial forces to modify the trajectory of six and seven DOF manipulators as   14 
necessary.  This system provides a safeguard against contacting unforeseen 
obstacles (if a sensor is used for detection).  It also can be used with teleoperation 
to prevent an operator from inadvertently contacting an obstacle.  The system has 
been tested extensively using Robotics Research Inc. seven-DOF arms.  Some 
generalization of their technique will be required before it can be used on general 
n-DOF manipulators. 
Maciejewski and Klein present one of the earliest manipulator obstacle 
avoidance algorithms [1985].  They formulate the obstacle avoidance problem as 
a constrained inverse kinematics problem.  Given an EE trajectory, their approach 
is to determine a pseudo-inverse solution to the inverse kinematics problem.  This 
solution is modified in the presence of obstacles to maximize the distance 
between the manipulator and obstacles.  Because their algorithm develops a C-
space motion plan from a known EE space motion plan, it can easily be applied 
when using teleoperation.  One of the major problems with this approach is that 
using a pseudo-inverse typically causes the manipulator to ‘drift’ in C -space 
[Hooper and Tesar, 1994].  This means that if a manipulator is performing a 
repetitive task, obstacle avoidance routines must be used constantly since the 
robot will most likely move through a different joint space path each time the task 
is performed. 
There has also been some recent effort to combine planning and execution 
(obstacle avoidance, control) in a single system.  Quinlan and Khatib [1993] 
present a method that uses ‘elastic bands’ for modifying path plans in order to 
avoid previously unknown (uncertain) obstacles without completely re-planning a   15 
path.  Brock [1999] builds on this elastic band idea and develops the ‘elastic strip’ 
framework.  This approach adds a reactive component to a path plan to account 
for changes in the environment in real time.  Modifications to a path plan are 
made without suspending execution (i.e. obstacles are avoided). 
1.4.3  DISCUSSION 
In the literature presented above, all of the techniques presented make use 
of distances or artificial potentials (which are based on distances) to assist with 
obstacle avoidance and path planning.  Although distances provide some insight 
into how a system interacts with its environment, looking at the higher-order 
properties of these distances will provide greater insight into these interactions 
and hopefully lead to improvements in the motion planning capabilities of the 
system.  In this research, tools (influence coefficients) will be developed that 
allow for the easy calculation of the higher-order properties of distance functions. 
1.5  Summary 
This chapter provided a brief introduction to the obstacle avoidance 
problem and outlined the objectives of the research presented in this report.  In 
addition, the layout of the report and a brief survey of path planning and obstacle 
avoidance literature were presented. 
The major objectives of the research presented in this report are to gain an 
improved understanding (especially of the geometry) of the obstacle avoidance 
problem and to add to the tools available for solving this problem.  To achieve 
these objectives, the following tasks were laid out: 
•  To carefully analyze distance functions and their higher-order properties,   16 
•  To rigorously develop first and second order influence coefficients for 
minimum distance magnitudes in order to isolate the  geometry of the 
distance functions from system inputs, 
•  To develop new criteria for obstacle avoidance that make use of the 
higher-order properties of distance functions, 
•  To test current and newly developed criteria in an open architecture 
software simulation to demonstrate their effectiveness for obstacle 
avoidance.  17 
CHAPTER 2:  MODELING AND DISTANCE CALCULATION 
2.1  Introduction 
The obstacle avoidance problem for robotics can be divided into three 
major areas.  These are mapping the world, determining distances between 
manipulators and other objects in the world, and deciding how to move a given 
manipulator such that it best avoids contact with other objects in the world.  This 
chapter focuses on the second of these areas. 
Unless distances are determined directly from the physical world using 
range-finding hardware, they are calculated from the world model that is stored 
during the world mapping process.  These calculations are largely based on the 
types of objects that are used to model the world.   
One of the most popular ways of modeling the world is to use polyhedra 
[Canny, 1988] [Gilbert, J ohnson, and Keerthi, 1988] [Lin and Canny, 1991] 
[Mirtich, 1997].  Models built using polyhedra are capable of providing nearly 
exact models of the world.  However, for curved surfaces, the amount of data 
required to closely approximate the surface quickly increases.  If nearly exact 
models are not needed for an application, simpler models can also be created 
using polyhedra.  World models built using polyhedra are also easily obtainable 
from many solid-modeling software packages. 
There has also been a lot of obstacle avoidance research that uses simpler, 
often smooth modeling primitives.  One of the most popular primitives is a 
sphere.  Other primitive examples include planes and superquadric surfaces.  For   18 
this research, manipulators are modeled using cylispheres (i.e. cylinders with 
hemispherical ends) and obstacles are modeled using spheres, cylispheres, and 
quadrilateral planes. 
The remainder of the chapter is laid out as follows.  First, a brief overview 
of the literature on modeling and distance calculation is presented.  Then, the 
simple modeling primitives used for this research are presented.  After that, 
minimum distance functions are derived for these primitives.  The chapter 
concludes with a brief summary. 
2.2  Modeling and Distance Calculation Literature 
This section provides a brief overview of some of the literature for 
modeling and distance calculation.  This review is not meant to be complete, but 
is intended to provide the reader with a sense of what other options, besides the 
simple primitives used for this research, are available for use in manipulator 
obstacle avoidance and path planning.   
The biggest difference between various minimum distance calculation 
techniques is the way in which links and obstacles are modeled since minimum 
distances are calculated based on these models.  Much of the literature on distance 
calculation has focused on calculating minimum distances between polyhedral 
models of objects specified using a boundary representation.  This is because 
polyhedral models can be extremely accurate and are widely available.  For 
example, all solid model renderings on computers are polyhedral models, and the 
sets of points used to represent these models are computed within the graphics   19 
hardware.  In most of this literature, the ability to calculate minimum distances is 
limited to convex polyhedra.2 
There are two main approaches that are used to calculate minimum 
distances between objects modeled using polyhedra.  These are feature-based 
algorithms and simplex-based algorithms.  Feature-based distance calculation 
algorithms consider features (vertices, edges, faces) of the polyhedral models and 
perform geometric computations on these features to determine the minimum 
distance.  Simplex-based algorithms, instead, treat the polyhedral models  as 
convex hulls of point sets and perform calculations on simplices3 of these sets to 
determine the minimum distance [Mirtich, 1997]. 
Lin and Canny developed the most widely recognized feature-based 
algorithm (hereafter referred to as the LC algorithm) [1991].  The LC algorithm 
uses local representations of nearest features to make the time complexity nearly 
constant for small motions between minimum distance queries.  With the feature-
based Voronoi-Clip (V-Clip) algorithm, Brian Mirtich addressed many of t he 
shortcomings of the LC algorithm.  Specific shortcomings in the LC algorithm 
that were addressed include the inability to handle penetrating polyhedra (this 
causes cycling), a lack of robustness (there are a large number of numerical 
tolerances), and the complexity of coding the algorithm [Mirtich, 1997]. 
                                                 
2 A polyhedron is convex if when any two points on the surface of the polyhedron are connected 
by a line, the line is wholly contained inside the polyhedron.  If this is not true then the polyhedron 
is non-convex. 
3 An n-dimensional simplex in a Euclidean space consists of  1 n +  linearly independent points 
01 ,,...,
n ppp together with all line segments 
0011n aaa
n ppp +++ L n where  0
i a ‡  and 
01 1
n aaa ++= L ; a triangle with its interior and a tetrahedron with its interior are examples 
[Parker, 1989].   20 
The most widely recognized simplex-based algorithm is one developed by 
Gilbert, Johnson, and Keerthi (hereafter referred to as the GJK algorithm) [1988].  
The time complexity of the GJK algorithm is linear in the number of points 
specifying the polyhedra.  In order to improve the minimum distance calculation 
speed, Cameron developed the enhanced-GJK algorithm, which runs in nearly 
constant time [1997a].  The improved speed is gained by maintaining adjacency 
information for the vertices of the polyhedra. 
The LC, enhanced-GJK, and V -Clip algorithms are all comparable in 
terms of execution time [Cameron, 1997b] [Mirtich, 1997].  Implementations of 
all three are also freely available. 
The GJK algorithm has also been extended to handle non-polyhedral 
models.  Gilbert and Foo extended the GJK algorithm to work with a number of 
simple primitives including balls, ellipsoids, and, circles [1990].  Turnbull and 
Cameron extended the GJK algorithm for use on NURBS curves [1998]. 
In addition to convex polyhedra, super-quadric or n -ellipsoid surfaces 
have been widely used to model the world [Khatib, 1987] [Sreedhar and Tesar, 
1990] [Perry and Tesar, 1995] [Rimon and Boyd, 1997].  These surfaces satisfy 
the equation 
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,  (2.1) 
where  s x ,  s y , and  s z  are the coordinates of a point on the surface and  1 a ,  2 a ,  3 a , 
1 e , and  2 e  are parameters.  Varying the parameter allows one to model a wide 
variety of surfaces.  Examples include parallelpipeds, cylinders, cones, bottles,   21 
funnels, vases, etc.  One major advantage of using superquadric surfaces to model 
objects is that an analytical formulation for the minimum distance can be 
determined (since the surface is analytic).  A drawback is that distance calculation 
between super-quadric surfaces is complex.  However, Rimon and Boyd have 
developed a fast method for computing a generalized distance (which provides a 
conservative distance estimate) between two ellipsoids as an eigenvalue problem 
[1997]. 
Besides the complex distance calculation algorithms used above, 
researchers have also modeled the world using basic primitives that allow for 
simple distance calculations.  Examples include spheres and hierarchies of 
spheres [del Pobil, Pérez, and Martínez, 1996], voxel maps [Greenspan and 
Burtnyk, 1996], and cylispheres [Perry and Tesar, 1995] [Harden and Tesar, 
1997]4. 
The interested reader can refer to a survey by Lin and Gottschalk for a 
more complete review of distance calculation (and the broader collision detection) 
literature [1998]. 
2.3  World Modeling 
Spheres, cylispheres, quadrilateral planes, and other simple geometric 
shapes are an excellent choice for use in modeling obstacles and manipulators in a 
robotic workspace because they are computationally simple.  Very little 
information has to be stored in order to fully define such shapes.  Also, since the 
major goal in path planning and obstacle avoidance is to stay away from 
                                                 
4 The references in this section are not exhaustive but provide examples of researchers that have 
used a particular modeling primitive.   22 
obstacles, detailed models are often not required.  The only drawback to modeling 
with simple geometric shapes is that these shapes may not be able to provide a 
sufficiently detailed and accurate model.  However, if a more critical obstacle 
analysis is required, it can be inserted for refinement of the approach developed 
here.  For this research, three modeling primitives are used, a sphere, a cylisphere, 
and a quadrilateral plane. 
2.3.1  SPHERE MODEL 
A  sphere (see Figure 2.1) is the most basic shape that c an be used to 
model an object.  The symmetric properties of a sphere eliminate all orientation 
issues.  Two pieces of information completely specify the location of a sphere.  
These are a center point,  1 P , and a radius, r. 
1 P
r
 
Figure 2.1:  A sphere model. 
2.3.2  CYLISPHERE MODEL 
A  cylisphere (see Figure 2.2) is a natural extension of a sphere.  A 
cylisphere is a cylinder with hemispheres on each end.  A cylisphere is 
symmetrical about its ‘long’ axis.  Three pieces of information completely specify 
the location and orientation of a cylisphere.  These are two endpoints,  1 P  and  2 P , 
and a radius r.   23 
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Figure 2.2:  A cylisphere model. 
2.3.3  QUADRILATERAL PLANE MODEL 
A quadrilateral plane (see Figure 2.3) is a basic building block for a wide 
variety of shapes.  It is defined by three points,  1 P ,  2 P , and  3 P , and a half 
thickness, t.  The fourth point of the quadrilateral plane is calculated as 
  4231 PPPP =+-.  (2.2) 
The half thickness,  t, allows a quadrilateral plane to have some volume.  The 
‘skeletal’ plane  1 P 2 P 4 P 3 P   sits in the middle of the volume, and the surface 
extends a distance,  t, both above and below the ‘skeletal’ plane.  The half 
thickness, t, is also swept around all the edges and corners of the ‘skeletal’ plane 
to keep the quadrilateral plane modeling primitive smooth. 
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Figure 2.3:  A quadrilateral plane model. 
2.3.4  OBSTACLE MODELING 
For this research, obstacles are modeled using any of the three modeling 
primitives discussed in Sections 2.3.1 to 2.3.3.  Modeling primitive locations are   24 
specified in the world coordinate frame unless a particular primitive is tied to a 
manipulator. 
2.3.5  MANIPULATOR MODELING 
For manipulator modeling, the cylisphere model described in Section 2.3.2 
was chosen to model each link or portion thereof.  There are several reasons for 
this choice.  First, serial manipulator links usually have one axis that is ‘relatively 
long’ compared to the other two axes, which makes the cylisphere model 
acceptable.  Also, modern robots are becoming slimmer.  In general, modern 
robots fill a small portion of their workspace making an extremely accurate 
manipulator model less important than was once the case.  Furthermore, 
calculating the minimum distance from a cylisphere to an obstacle (no matter how 
it is modeled) is much simpler than with a more complex (and probably more 
accurate) link model. 
The locations of the cylispheres used to model a manipulator are 
determined based on the forward kinematics for that manipulator.  The forward 
kinematics provides transformation matrices from predetermined points on the 
manipulator to the global coordinate frame.  The endpoints for each cylisphere 
have a fixed offset from one of these predetermined points.  Therefore, the 
endpoints of the cylispheres move as the transformation matrices change due to 
manipulator motion.  For a detailed description of transformation matrices and 
forward kinematics see Craig [1989] or any other beginning robotics book.   25 
2.4  Distance Functions 
For obstacle avoidance, it is extremely important to always know the 
minimum distance between a manipulator and all the surrounding obstacles.  In 
this section, expressions for determining witness points5 and distance functions 
will be derived for the minimum distance between a cylisphere and a sphere, a 
cylisphere and a second cylisphere, and a cylisphere and a quadrilateral plane. 
2.4.1  DISTANCE BETWEEN A CYLISPHERE AND A SPHERE 
Figure 2.4 shows the picture used to derive the minimum distance between 
a cylisphere and a sphere.  In the figure, Line 1 is a cylisphere with a zero radius, 
and point  3 P  is a sphere with a zero radius.  The shortest line between Line 1 and 
point  3 P  is Line 2 which is perpendicular to Line 1.  Point  4 P  is the only point on 
both lines.  The location of point  4 P  can be found by representing both lines 
parametrically and then solving for the location of point  4 P  in terms of the 
location of the other three points,  1 P ,  2 P , and  3 P . 
Any point on Line 1 can be represented parametrically as 
  ( ) 11211 Line PPPPt =+- .  (2.3) 
Similarly, any point on Line 2 can be represented parametrically as 
  ( ) 23432 Line PPPPt =+- .  (2.4) 
Since point  4 P  is located on both Line 1 and Line 2, Equation  (2.3) can be 
substituted into Equation (2.4) to give 
  ( ) ( ) 23121132 Line PPPPPtPt =++--.  (2.5) 
                                                 
5 Witness points are the nearest points on each modeling primitive.  They are the endpoints of the 
minimum distance line segment.   26 
In Equation (2.5), the value of the parameter  1 t  corresponds to the location of 
point  4 P  on Line 1.  Since Line 1 is perpendicular to Line 2 it is required that 
  ( ) ( ) 21430 PPPP --= g .  (2.6) 
Using Equation (2.5), Equation (2.6) can be written as 
  ( ) ( ) ( ) 21121130 PPPPPtP -+--= g .  (2.7) 
Solving Equation (2.7) for  1 t  shows that 
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Figure 2.4:  Minimum distance derivation for a cylisphere and a sphere [Perry 
and Tesar, 1995].   27 
Solving for  1 t  provides the location of a point  4 P  on the line running 
through points  1 P  and  2 P , but the desired point  4 P  is located on the line segment 
connecting points  1 P  and  2 P .  Therefore, another parameter,  t must be defined 
such that 
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.  (2.9) 
Point  4 P  can then be calculated as 
  ( ) 4121 PPPPt =+- .  (2.10) 
The minimum distance, d , between the cylisphere and the sphere is 
  43 dPP =-,  (2.11) 
and the magnitude of the minimum distance,  d , is 
  ( ) ( ) 434343 dPPPPPP =-=-- g .  (2.12) 
For a cylisphere and a sphere that both have a non-zero radius, the 
minimum distance is calculated as discussed above; then the radii of both the 
cylisphere and the sphere are subtracted from the zero-radius minimum distance 
magnitude to give the true minimum distance magnitude. 
2.4.2  DISTANCE BETWEEN TWO CYLISPHERES 
Figure 2.5 shows the picture used to derive the minimum distance between 
two c ylispheres.  In the figure, Line 1 and Line 2 both represent zero-radius 
cylispheres.  Points  5 P  and  6 P  and Line 3 must be located.  In order to represent 
the minimum distance, Line 3 must be perpendicular to both Line 1 and Line 2.  
Also,  5 P  is located on Line 1 and Line 3, and  6 P  is located on Line 2 and Line 3.  
By representing each line parametrically and utilizing what is known about Line 3   28 
and points  5 P  and  6 P , a system of equations can be solved to determine the 
coordinates of points  5 P  and  6 P  in terms of the coordinates of points  1 P ,  2 P ,  3 P  
and  4 P . 
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Figure 2.5:  Minimum distance derivation for two cylispheres [Perry and Tesar, 
1995]. 
Any point on Line 1 can be represented parametrically as 
  ( ) 11211 Line PPPPt =+- .  (2.13) 
Any point on Line 2 can be represented parametrically as 
  ( ) 23432 Line PPPPt =+- .  (2.14)   29 
Although the locations of points  5 P  and  6 P  are unknown, any point on Line 3 can 
be represented in parametric form as 
  ( ) 35653 Line PPPPt =+- .  (2.15) 
Since Line 3 must be simultaneously perpendicular to Line 1 and Line 2, 
  ( ) ( ) 21650 PPPP --= g   (2.16) 
and 
  ( ) ( ) 43650 PPPP --= g .  (2.17) 
Since  5 P  is a point on Line 1, and  6 P  is a point on Line 2,  5 P  can be 
expressed as 
  ( ) 51211 PPPPt =+- ,  (2.18) 
and  6 P  can be expressed as 
  ( ) 63432 PPPPt =+- .  (2.19) 
In Equations (2.18) and (2.19),  1 t  and  2 t  represent the parameter values for  5 P  
and  6 P , respectively.  Taking the difference of Equations (2.19) and (2.18) results 
in 
  ( ) ( ) 6534321211 PPPPPtPPPt -=+---- .  (2.20) 
Now, Equation (2.20) can be substituted into Equations (2.16) and (2.17) 
such that 
  ( ) ( ) ( ) ( ) 2134321211 0 PPPPPtPPPt -+----= g ,  (2.21) 
and 
  ( ) ( ) ( ) ( ) 4334321211 0 PPPPPtPPPt -+----= g .  (2.22) 
Collecting terms and putting Equations (2.21) and (2.22) into matrix form leads to   30 
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where  1221 PPP =-  and  3443 PPP =-.  Solving Equation (2.24) via Cramer’s rule 
for t  leads to 
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Because the parametric equations for Line 1 and Line 2 represent any 
point on lines through the given points while the cylispheres represented are 
constrained to the line segments connecting the given points, new parameters 
must be defined such that: 
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and 
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Now potential coordinates for P5 and P6 can be calculated such that: 
  ( ) 512111 PPPPt =+- ,  (2.28) 
and 
  ( ) 634322 PPPPt =+- .  (2.29)   31 
A potential minimum distance, d , between the two cylispheres is 
  56 dPP =-,  (2.30) 
and the magnitude of this potential minimum distance,  d , is 
  ( ) ( ) 565656 dPPPPPP =-=-- g .  (2.31) 
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Figure 2.6:  Minimum distance when  111 tt „  or  333 tt „  [Perry and Tesar, 1995]. 
If   111 tt =  and  222 tt = , the values calculated using Equations (2.30) and 
(2.31) are correct.  However, if  111 tt „  or  222 tt „ , further checks need to be done.  
Figure 2.6 shows a sample case  of when the calculated minimum distance is 
incorrect.  In order to find the coordinates for the desired  5 P , the algorithm for   32 
calculating the minimum distance between a cylisphere and a sphere was used 
with Line 1 representing the  cylisphere and point  4 P  representing the sphere.  
Overall, if  111 tt „  or  222 tt „ , the algorithm for calculating the minimum distance 
between a cylisphere and a sphere must be used with each o f the cylisphere 
endpoints,  1 P ,  2 P ,  3 P , and  4 P  representing the sphere.  Then, the smallest of the 
five minimum distance magnitudes calculated is chosen along with its respective 
5 P  and  6 P  coordinates.  Finally, the radii of the two cylispheres are subtracted 
from the chosen minimum distance magnitude to get the true minimum distance 
magnitude value. 
2.4.3  DISTANCE BETWEEN A CYLISPHERE AND A QUADRILATERAL PLANE 
Figure 2.6 shows the picture used to derive the minimum distance between 
a cylisphere and a quadrilateral plane.  This derivation process can also be used 
for an infinite plane.  In the figure, Line 1 represents a zero-radius cylisphere.  
Points  3 P ,  4 P ,  5 P , and  6 P  represent a zero-thickness quadrilateral planar surface.  
Points  1 P ,  2 P ,  7 P , and  8 P  are potential witness points, and Line 2 is the desired 
minimum distance line.  The symbols  ˆ r ,  ˆ s , and  ˆ n represent a mutually 
orthogonal set of unit vectors.  Here,  ˆ r  and  ˆ s  are both located in the plane, and  ˆ n 
is normal to the plane.  For the derivation, it is assumed that Line 1 cannot 
intersect the Planar Surface because such an intersection indicates a collision, 
which we are trying to avoid. 
The minimum distance between a cylisphere and an infinite plane is 
always the difference between one of the cylisphere endpoints a nd the 
corresponding projection of the same endpoint onto the surface of the plane.  If   33 
the plane is a quadrilateral, then checks must be performed to be sure the 
cylisphere endpoint projection is inside the quadrilateral and that both cylisphere 
endpoints are on the same side of the plane. 
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Figure 2.6:  Minimum distance derivation for a cylisphere and a quadrilateral 
plane. 
For the example shown in Figure 2.6, the first step in determining the 
minimum distance is to calculate the unit vectors  ˆ r ,  ˆ s , and  ˆ n.  The unit vector  ˆ r  
is calculated as   34 
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Then,  ˆ n can be calculated as 
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Finally,  ˆ s  can be calculated as 
  ˆˆˆ snr =·.  (2.34) 
Once these unit vectors are known, the projections of points  1 P  and  2 P  onto the 
plane can be calculated as 
  ( ) ( ) 713133 ˆˆ PPPrPPsP =-+-+ gg   (2.35) 
and 
  ( ) ( ) 823233 ˆˆ PPPrPPsP =-+-+ gg .  (2.36) 
A potential minimum distance magnitude,  d , can then be calculated as 
  ( ) 1728 min, dPPPP =-- .  (2.37) 
If the obstacle is an infinite plane, then the result in Equation (2.37) is correct and 
no further calculation is needed.  For the example shown in Figure 2.6, Equation 
(2.37) gives the result that  28 dPP =-.  Therefore, a check must be made to 
insure that the potential obstacle witness point,  8 P , is inside the quadrilateral, 
3465 PPPP.  The obstacle witness point,  8 P , is inside the quadrilateral if all of the 
following equations are true, 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
4383
6484
5686
3585
ˆ 0,
ˆ 0,
ˆ 0,
ˆ 0.
PPPPn
PPPPn
PPPPn
PPPPn
-·->
-·->
-·->
-·->
g
g
g
g
  (2.38)   35 
If all of the Equations (2.38) are satisfied, a final check must be made to insure 
that the cylisphere endpoints,  1 P  and  2 P , are located on the same side of the plane.  
This is the case if 
  ( ) ( ) 1728
1728
PPPP
PPPP
--
=
--
.  (2.39) 
If any of the Equations (2.38) are not satisfied, then the minimum distance 
magnitude calculated using Equation (2.37) is incorrect, and the true minimum 
distance must be determined using the process for calculating the minimum 
distance between two cylispheres.  If Equation (2.39) is not satisfied, then the 
minimum distance magnitude calculated may be correct, but must be compared 
with the four potential minimum distances that can be calculated using the 
distance calculation algorithm for two cylispheres.  An illustration of this situation 
is shown in Figure 2.7.  In the figure, dotted lines represent potential minimum 
distances that are considered.  Even though Line 3 represents an apparently 
correct minimum distance, Line 2 is the actual minimum distance.  This occurs 
because points  1 P  and  2 P  are on opposite sides of the plane.  Calculation proceeds 
by treating each edge of the quadrilateral plane as a cylisphere and computing 
four new potential minimum distances.  Of all the valid potential minimum 
distances, the one with the smallest magnitude is chosen along with its respective 
witness points.  Finally, the radius of the cylisphere and the thickness of the plane 
are subtracted from the chosen minimum distance magnitude to get the true 
minimum distance magnitude value. 
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Figure 2.7:  Minimum distance when cylisphere endpoints outside quadrilateral. 
2.5  Summary 
This chapter looked at world modeling and distance calculation in detail.  
A brief survey of distance calculation literature was presented.  Then the world 
modeling approach and modeling primitives to be used for the current research 
were presented.  Finally, distance functions were derived for the minimum 
distance between a cylisphere and a sphere, a cylisphere and a second cylisphere, 
and a cylisphere and a quadrilateral plane.  37 
CHAPTER 3:  INFLUENCE COEFFICIENT DERIVATIONS 
3.1  Introduction 
Kinematics is the study of motion (position, velocity, acceleration, etc.) 
without regard for the forces causing the motion.  This definition represents the 
first level of understanding for system motion.  It is obvious that any successful 
path planning  or obstacle avoidance algorithm for robots must include an 
understanding of kinematics.  The kinematic influence coefficient method of 
formulating kinematics will be used for this research.  This method was 
developed by Thomas and Tesar for manipulator kinematics [1982].  It was 
extended by Perry and Tesar for use in obstacle avoidance [1995].  Pryor and 
Tesar provide a detailed discussion of the equivalence of this formulation to other 
possible formulations (e.g. using screw theory, Lie groups, spatial vectors, etc.) 
and cites many of its advantages [2002].  One major reason for using the 
kinematic influence coefficient method is that it separates the geometry involved 
in kinematics from the system input states.  Since obstacle avoidance (and path 
planning) is geometric in nature, the method extends quite naturally for use in 
obstacle avoidance. 
In this chapter, first and second order influence coefficients for minimum 
distance magnitudes (G and H functions) will be derived for the modeling 
primitives discussed in Chapter 2.  The first order influence coefficient 
derivations have been previously presented [Perry and Tesar, 1995] [Harden and 
Tesar, 1997].  However, the development presented here is more rigorous.  Also,   38 
a comparison of the speed and accuracy of using finite differencing to calculate H 
functions instead of calculating H functions analytically is presented.  The 
primary reason for using finite differencing is to avoid the complex and time-
consuming process of developing new analytic formulations every time a new 
modeling primitive is introduced. 
The remainder of the chapter is laid out as follows.  First, manipulator 
kinematics and minimum distance kinematics are discussed, and general distance 
equations are presented.  Then, the process used to derive the minimum distance 
influence coefficients is explained, and influence coefficient derivations are 
performed.  Next, finite differencing is discussed and a comparison between finite 
differenced and analytical H functions is presented.  The chapter concludes with a 
summary of key results. 
3.2  Manipulator Kinematics 
In their 1982 paper, Thomas and Tesar presented a method for expressing 
the velocities and accelerations of a serial n -DOF manipulator using simple 
equations based on geometric parameters.   Using their approach, the angular 
velocity of a manipulator link jk can be expressed as: 
  jkjk G wf Øø = ºß
& ,  (3.1) 
and the translational velocity of a point P on the same link can be expressed as: 
  pp vG f Øø = ºß
& .  (3.2) 
Similarly, the angular acceleration of a manipulator link jk can be expressed as:  
 
T
jkjkjk HG afff ØøØø =+ ºßºß
&&&& ,  (3.3)   39 
and the translational acceleration of a point P on the same link can be expressed 
as:  
 
T
ppp aHG fff ØøØø =+ ºßºß
&&&& .  (3.4) 
In the above equations,  jk G Øø ºß  and  p G Øø ºß  are respectively known as first-
order rotational and translational Kinematic Influence Coefficients (KIC) (or G 
functions).  Both are 3 x n matrices.   jk G Øø ºß  and  p G Øø ºß  can also be combined to 
form a matrix known as the Jacobian matrix [ ] J  such that: 
  [ ]
p
jk
G
J
G
Øø Øø ºß Œœ =
Œœ Øø ºß ºß
.  (3.5) 
The matrices,  jk H Øø ºß  and  p H Øø ºß , are respectively known as the second-
order rotational and translational KIC (or H functions).  They are n x 3 x n 
matrices.  Here, f  is an n x 1 vector of generalized system inputs (in this case, 
joint displacements).  In order to fully specify the velocities and accelerations of 
the system, the above equations must be applied to each manipulator link. 
The results above were revisited by Freeman and Tesar [1988].  Their 
paper changes the formulation for H functions slightly and provides a more 
rigorous development. 
3.3  Minimum Distance Kinematics 
For each minimum distance under consideration by an obstacle avoidance 
system for a given manipulator, an influence coefficient formulation similar to 
that used by Thomas and Tesar for manipulator kinematics can be developed.  
Given a minimum distance magnitude function 
  ( ) df f = ,  (3.6)   40 
which is clearly only a function of the system input vector f , differentiating with 
respect to time leads to 
  [ ] d
ddffd
dG
dtdtdt
f
f
f
¶
===
¶
& .  (3.7) 
Differentiating a second time with respect to time leads to 
  [ ] [ ]
2
2
T
dd
d
dHG
dt
fff =+ &&&& ,  (3.8) 
where 
  [ ] [ ] dd HG
f
¶
=
¶
.  (3.9) 
Expressions for  [ ] d G  have been previously developed [Perry and Tesar, 
1995].  However, the development of [ ] d H  functions was deferred to future work 
due to the difficulty in developing their analytical formulation.  The major 
difficulty in calculating [ ] d H  is accounting for the ‘sliding’ component velocities 
of the witness points on each modeling primitive (the points on each primitive 
that provide the endpoints of the minimum distance line segment).  In 
calculating
d
d
dt
, perpendicularity between the minimum distance line and the 
surface of smooth, convex modeling primitives allows these ‘sliding’ component 
velocities to be ignored because they do not contribute  to velocity along the 
perpendicular line.  However, in calculating 
2
2
d
d
dt
, these witness point ‘sliding’ 
component velocities can no longer be ignored.  Therefore, one of the major tasks 
in determining  [ ] d H  will be to accurately determine witness point velocities in 
total.   41 
The remainder of this chapter largely focuses on deriving the influence 
coefficients for minimum distance magnitudes, [ ] d G  and [ ] d H . 
3.4  General Distance Equations 
In deriving the equations in this section, no assumptions will be made 
about the type of primitives used to model the world.  These equations are based 
on the definition of the minimum distance vector for a given robot-obstacle 
modeling primitive pair. 
3.4.1  MINIMUM DISTANCE EQUATIONS 
The minimum distance between a robot primitive and an obstacle 
primitive is defined as 
  ro dPP =-  (3.10) 
where  r P  and  o P  are the witness points on the robot modeling primitive and the 
obstacle modeling primitive, respectively.  Differentiating Equation (3.10) with 
respect to time leads to  
  ro dPP =- & &&   (3.11) 
and 
  ro dPP =- && &&&& .  (3.12) 
The magnitude of the minimum distance vector is  
  ( )
1
222 2
xyz dddd =++ ,  (3.13) 
where  x d ,  y d , and  z d  are the x, y, and z components of the d  vector.   ˆ d , a unit 
vector in the d  direction, is defined as 
  ˆ d
d
d
= .  (3.14)   42 
3.4.2  DISTANCE MAGNITUDE DERIVATIVES 
The G and H functions to be derived for minimum distances are based on 
rates of change of the magnitude of the minimum distance.  One reason for 
focusing on the magnitude of the distance is that for obstacle avoidance, one does 
not care in which direction the distance vector points b ut only if the physical 
distance between the robot and obstacles is maximized.  A second reason for 
using the minimum distance magnitude is that decision-making is easier.  Instead 
of considering vector information, any decision-making scheme now involves 
scalars.  Also, focusing on the magnitude allows for simpler (and more efficient) 
velocity and acceleration calculations when the correct kind of projection occurs 
(i.e. avoid ‘sliding’ velocities/accelerations when possible). 
Differentiating Equation (3.13) with respect to time leads to 
  ˆ xxyyzz dddddd d
ddd
dt d
++
==
&&& &g .  (3.15) 
Differentiating a second time leads to 
( ) ( )
222
2
2 2
xxyyzzxyzxxyyzz
d
ddddddddddddddddd d dt d
dt d
+++++-++
=
&&&&&&&&&&&&
,  (3.16) 
which can be rewritten with more compact notation as 
  ( ) ( )
2
2
2
ˆ
ˆ
dddd d
ddd
dt d
-
=+
&&& gg &&g .  (3.17)   43 
Because of the complicated nature of the resulting expressions, Equation (3.17) 
will often be broken down into its three terms,  ˆ dd &&g ,  ( ) dd
d
&& g
, and  ( )
2
ˆ dd
d
&g
, during 
the derivation process. 
 Equations (3.15) and (3.17) are the primary equations that are used to 
derive G and H functions for minimum distance magnitudes, [ ] d G  and [ ] d H , for 
various robot/obstacle modeling primitive pairs. 
3.5  Influence Coefficient Derivation Process 
In order to make the remainder of the chapter easier to understand, the 
process that is used to derive  [ ] d G  and  [ ] d H  for each robot/obstacle modeling 
primitive pair is presented in this section.  The process described can also be used 
in deriving additional analytical formulations for new robot/obstacle modeling 
primitive pairs not presented in the current research.  This section is broken down 
into two subsections.  First, an overview of some of the notation that will be used 
throughout the remainder of the chapter is presented.  Then, the steps to the 
derivation process are presented. 
3.5.1  NOTATION 
This section does not provide an exhaustive catalog of the notation for the 
remainder of the chapter.  Instead, it introduces or clarifies notation that is unclear 
without this section.  The reader still must look at individual equations in context 
for their notation to be completely understood. 
As is probably already understood, G or  [ ] G  designates a first order 
influence coefficient, and H or  [ ] H  designates a second order influence   44 
coefficient.   r P  refers to a robot witness point, and  o P  refers to an obstacle 
witness point.   q P  designates a point that can either be a robot or an obstacle 
witness point depending on the current context.   1 P ,  2 P , etc. designate specific, 
fixed points on a modeling primitive.  The number used varies based on the 
current context.  [ ] t G  designates an influence coefficient for a set of parameters.  
An additional subscript letter (i.e. 
s t G Øø ºß  or 
c t G Øø ºß ) indicates what the second 
modeling primitive is since it is understood that (at least for this research) one of 
the modeling primitives is a cylisphere.  In order to designate a specific 
parameter, the above notation is augmented with a number to indicate which 
parameter is specified (i.e. 
1s t G Øø ºß ).  The notation presented here is summarized in 
Table 3.1. 
 
Symbol  Description 
G or [ ] G   1
st order influence coefficient 
H or [ ] H   2
nd order influence coefficient 
r P ,  o P   Robot and obstacle witness point, respectively 
 
q P   Either a robot or an obstacle witness point 
depending on the current context 
1 P , 2 P , …,  5 P   Fixed points on modeling primitives 
 
r p G Øø ºß ,
r p H Øø ºß ,
1 p G Øø ºß ,
1 p H Øø ºß  
Manipulator influence coefficients for fixed points 
on a link.  These coefficients do not account for 
‘sliding’ velocities, but are for points that are fixed 
and instantaneously concurrent with actual points. 
 
s t G Øø ºß ,
c t G Øø ºß  
1
st order influence coefficient for a set of 
parameters.  The letter (s, c, or q) indicates the 
second modeling primitive. 
1s t G Øø ºß ,
2c t G Øø ºß   1
st order influence coefficient for a specific 
parameter (i.e. 
2c t G Øø ºß  refers to parameter  2 t ). 
Table 3.1:  Partial notation summary   45 
3.5.2  DERIVATION STEPS 
The derivation process for [ ] d G  and [ ] d H  is based on substitution into the 
expressions for 
d
d
dt
 and 
2
2
d
d
dt
 given in Equations (3.15) and (3.17).  Once 
appropriate substitutions have been made, the resulting expressions are rearranged 
so that  [ ] d G  and [ ] d H  can easily be picked out.  The expression for 
d
d
dt
 can 
be rearranged into a form where 
  ( ) ( ) ( ) 1  
d
dfotherterms
dt
ff =+ & .  (3.18) 
An expression for [ ] d G  can then be identified such that 
  [ ] ( ) 1 d Gf f = .  (3.19) 
The expression for 
2
2
d
d
dt
 can be arranged into a form where 
  ( ) ( ) ( ) ( ) ( )
2
21 2  
T d
dffotherterms
dt
fffff =++ &&&& .  (3.20) 
An expression for [ ] d H  can then be identified such that 
  [ ] ( ) 2 d Hf f = .  (3.21) 
In rearranging the expressions for 
d
d
dt
 and 
2
2
d
d
dt
 into the forms given by 
Equations (3.18) and (3.20), care must be taken in determining what to group as 
( )   otherterms .  Only terms that cannot be controlled using the system input 
vector, f , and its derivatives should be discarded in this way.  An example of 
such a term is any term dependent on the motion of an independent (i.e. not tied to 
the robot) obstacle.   46 
The specific derivation process used for this research is given below.  The 
process might vary slightly for different modeling primitives, but it will remain 
largely the same.  The steps to be used in deriving [ ] d G  and [ ] d H  are: 
•  Determine representations for witness points,  r P  and  o P , and their first and 
second derivatives. 
•  Derive influence coefficient representations for any parameter derivatives that 
are needed.  Note that some parameter derivatives can be ignored if the 
minimum distance line is perpendicular to the surface of a modeling primitive. 
•  Substitute witness point derivatives into Equations  (3.11) and  (3.12) and 
simplify to get expressions for d &  and d && . 
•  Substitute d & , d && , and  d  into Equations (3.15) and (3.17). 
•  Rearrange and simplify to get the desired expressions for [ ] d G  and [ ] d H . 
3.6  Witness Point Representations 
As shown by Equations (3.10), (3.11), and (3.12), determining the first 
and second derivatives of minimum distances requires the first and second 
derivatives of the witness points  r P  and  o P .  This section will discuss these 
derivatives for three simple types of robot and obstacle modeling primitives, a 
sphere, a cylisphere, and a quadrilateral plane.  The representations given below 
are not for actual surface points but instead for points on the skeleton of the given 
primitive (i.e. a point on the surface of a cylisphere is represented using the 
corresponding point on the axial line of the cylisphere).  Primitives are 
represented in this way in order to simplify calculations.  A proof of the validity 
of representing primitives by their skeletons is given in Section 3.10.   47 
3.6.1  SPHERES 
Spheres are represented by a single central point,  1 P, and a radius, r 1.  
Therefore, the nearest distance point is always the same point on the sphere since 
the ‘skeleton’ for a sphere is a single point.  The first and second derivatives of 
this point are 
  11  and  PP &&& .  (3.22) 
3.6.2  CYLISPHERES 
Cylispheres (cylinders with hemispherical ends) are represented using two 
endpoints,  1 P  and  2 P , and a radius r
1.  Any point,  q P ,  on a cylisphere ‘skeleton’, 
can be represented parametrically by the equation 
  ( ) 121 q PPPPt =+- ,  (3.23) 
where  t is a describing parameter for the axial line of the cylisphere.  
Differentiating Equation (3.23) with respect to time leads to 
  ( ) ( ) 12121 q PPPPtPPt =+-+- &&&& &.  (3.24) 
Differentiating a second time leads to 
  ( ) ( ) ( ) 1212121 2 q PPPPtPPtPPt =+-+-+- &&&&&&&&&& &&&.  (3.25) 
3.6.3  QUADRILATERAL PLANES 
Quadrilateral planes are represented by three points,  1 P,  2 P , and  3 P , and a 
half thickness (to give the plane some volume), t
1.  A fourth corner point,  4 P , is 
calculated to close the quadrilateral such that 
  4231 PPPP =+-.  (3.26) 
                                                 
1 See Chapter 2 for details.   48 
Because quadrilateral planes are only used to model obstacles and all robots are 
modeled using cylispheres, a witness point,  o P , on a quadrilateral plane fits into 
two possible categories.  It is either a projection of one of the two endpoints of the 
associated cylisphere onto the plane, or it is calculated just as for a cylisphere 
using one of the edges of the quadrilateral to represent the obstacle cylisphere.  If 
o P  is a cylisphere endpoint projection, then 
  ( ) ( ) ( ) ( ) 111 ˆˆˆˆ occ PPPrrPPssP =-+-+ gg ,  (3.27) 
where  c P  is the nearest cylisphere endpoint and  ˆ r  and  ˆ s  are orthogonal unit 
vectors in the plane.  Assuming the plane is fixed, differentiating Equation (3.27) 
with respect to time results in 
  ( ) ( ) ˆˆˆˆ occ PPrrPss =+ &&& gg .  (3.28) 
Differentiating a second time gives 
  ( ) ( ) ˆˆˆˆ occ PPrrPss =+ &&&&&& gg .  (3.29) 
If the plane is not fixed, Equations  (3.28) and  (3.29) become much more 
complicated.  However, the resulting [ ] d G  and [ ] d H  coefficients are unchanged. 
3.7  G and H Functions Between a Cylisphere and a Sphere 
Derivation of [ ] d G  and [ ] d H  for a cylisphere and a sphere will consist of 
the following steps.  First, influence coefficient representations for parameter 
changes will be derived.  Then, representations for  d &  and  d &&  will be developed.  
Finally, substitutions will be made into Equations (3.15) and (3.17) and [ ] d G  and 
[ ] d H  will be defined.  In the remainder of this section,  1 P  and  2 P  represent the 
cylisphere endpoints and  3 P  represents the center of the sphere.   1 t  is a describing 
parameter for the axial line of the cylisphere.   49 
3.7.1  DERIVE 
s t G Øø ºß  
Recall from distance calculations the equation 
  ( ) ( ) ( ) 21121130 PPPPPtP -+--= g ,  (3.30) 
which can be solved for the parameter value  1 t .  Differentiating Equation (3.30) 
with respect to time leads to 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 211211211321121130 PPPPPtPPtPPPPPPtP -+-+--+-+--= &&&&&& & gg .  (3.31) 
Solving (3.31) for  1 t&  leads to 
 
( ) ( ) ( ) ( ) ( )
( ) ( )
21112132131
1
2121
2 PPPtPPPPPPP
t
PPPP
----++--
=
--
&&&&&& gg
&
g
.  (3.32) 
Substituting influence coefficients for those velocities associated with the inputs 
of the robot leads to 
( ) ( ) ( ) ( ) 11212 21131 213
1 22
2121
2
TT T
ppp PPGtGPPG PPP
t
PPPP
f
ØøØøØø ---+- - ºßºßºß =+
--
&
& & ,  (3.33) 
where 
 
1221 ppp GGG ØøØøØø =- ºßºßºß .  (3.34) 
This leads to the equation 
  ( ) 1 113 s t tGfP f Øø =+ ºß
& & & ,  (3.35) 
where 
  ( ) ( ) ( )
11212
1
21131
2
21
2
s
TT
ppp
t
PPGtGPPG
G
PP
ØøØøØø ---+- ºßºßºß Øø = ºß -
  (3.36) 
and 
  ( )
( ) 213
13 2
21
T
PPP
fP
PP
-
=
-
&
& .  (3.37)   50 
If  1 01 t << , then  1 tt =  and 
1 ss tt GG ØøØø = ºßºß .  Otherwise,  [ ] 0
s t G Øø = ºß  because  0 t = & . 
3.7.2  DERIVE d &  AND d &&  
From Equations (3.11), (3.22), and (3.24), we know that 
  ( ) ( ) 121213 dPPPtPPtP =+-+-- & &&&& & .  (3.38) 
Substituting known G functions and simplifying leads to 
  ( ) ( ) ( ) ( ) 2121133 rs pt dGPPGPPfPP f Øø Øø =+-+-- ºß ºß
& & && .  (3.39) 
From Equations (3.12), (3.22), and (3.25), we know that 
  ( ) ( ) ( ) 12121213 2 dPPPtPPtPPtP =+-+-+-- && &&&&&&&&&& &&& .  (3.40) 
Substituting known G and H functions and simplifying leads to 
 
( ) ( ) ( )
12
2121133
2
     2.
rrs
T
pppt dHGGG
PPtPPfPP
fffff Øø ØøØøØø =+++ ºßºßºß ºß
-+--
&& &&&&&&
&&&&& &&
  (3.41) 
In determining Equations (3.39) and (3.41), 
r p G Øø ºß  and 
r p H Øø ºß  are substituted for 
the terms that equate to a fixed point coincident with  r P . 
3.7.3  DERIVE [ ] d G  
The first order influence coefficient, [ ] d G , which geometrically relates the 
rate of change of the minimum distance magnitude, 
d
d
dt
, to the rate of change 
of system inputs, f & , can be derived by substituting Equation (3.39) into Equation 
(3.15).  Substituting leads to 
  ( ) ( ) ( ) ( ) ( ) 2132113 ˆˆ
rs
TT
pt
d
ddGPPGdPPPfP
dt
f Øø Øø =+---- ºß ºß
& && .  (3.42)   51 
For smooth, convex models (like a cylisphere and a sphere), the minimum 
distance direction,  ˆ d , is always perpendicular to the modeling primitive surface.  
Therefore,  
  ( ) 21 ˆ 0
T dPP -=   (3.43) 
and Equation (3.42) simplifies to  
  [ ] 3 ˆT
d
d
dGdP
dt
f =- & & ,  (3.44) 
where 
  [ ] ˆ
r
T
dp GdG Øø = ºß .  (3.45) 
Clearly, if the obstacle is fixed, then the second term in Equation (3.44) is zero. 
3.7.4  DERIVE [ ] d H  
The second order influence coefficient,  [ ] d H , which represents second 
order geometric terms needed to calculate the second rate of change of the 
minimum distance magnitude, 
2
2
d
d
dt
, based on system inputs, can be derived by 
substituting Equations  (3.39),  (3.41), and  (3.44) into Equation  (3.17) and 
simplifying.  Because the resulting relationship is large and complicated, each of 
the resulting  terms from Equation  (3.17) will be presented and simplified 
individually before the final resulting equations for 
2
2
d
d
dt
 and  [ ] d H  are 
assembled and presented.  Higher-order terms involving  3 P  will be ignored in 
deriving [ ] d H  since they are not dependent on the system inputs. 
Substitution into Equation  (3.17) results in the following equation for 
ˆ dd &&g , 
  ( ) ( ) 12 21 ˆˆ 2
rrs
T
pppt ddHGGGPPtd fffff Øø ØøØøØø =+++- ºßºßºß ºß
&& &&&&&& && gg .  (3.46)   52 
Each term in Equation (3.46) will now be individually rearranged and simplified.  
Looking at the first term in Equation (3.46) gives the relationship 
  ( ) ˆˆˆˆ
rrrr
xyz TTTT
ppxpypz HdHdHdHd ffffffff ØøØøØøØø =++ ºßºßºßºß
&&&&&&&& g , (3.47) 
where 
r
u
p H Øø ºß  and  ˆ
u d  where  ,, or  uxyz =  are the components of the H function 
for the robot point  r P  and the unit vector  ˆ d  respectively.  Simplifying further 
gives the relationship 
  ( ) ˆ
r
TT
p d HdH ffff Øø Øø = ºß ºß %
&&&& g   (3.48) 
where 
  ( ) ˆˆˆ
rrr
xyz
pxpypz d HHdHdHd ØøØøØø Øø =++ ºßºßºßºß % .  (3.49) 
The second term in Equation  (3.46) simplifies as expected to the following 
relationship 
  ( ) [ ] ˆ
r pd GdG ff Øø = ºß
&&&& g .  (3.50) 
The third term in Equation (3.46) results in the relationship 
  ( ) ( ) ( ) 1212
ˆˆ 22
ss
TTT
pttp GGdGGd ffff ØøØø ØøØø = ºßºß ºßºß
&&&& .  (3.51) 
Rearranging further gives the relationship 
  ( ) ( ) 1212
ˆˆ 22
ss
T TT TT TTTT
tptp GGdGGd ffff ØøØø ØøØø = ºßºß ºßºß
&&&& ,  (3.52) 
which simplifies to 
  ( ) 12
ˆ 2
s
T TT
tp GdG ff ØøØø ºß ºß
&& .  (3.53) 
The fourth term in Equation (3.46) is zero due to Equation  (3.43).  From the 
rearrangements and simplifications just discussed, Equation (3.46) simplifies to 
  ( ) [ ]
12
ˆˆ 2
s
T TT
tpd d ddHGdGG fff Øø Øø Øø =++ ºß ºß ºß %
&& &&&& g .  (3.54)   53 
Substitution into Equation  (3.17) results in the following equation for 
dd
d
&& g
, 
 
( ) ( ) ( ) ( ) ( ) ( ) 2121 rsrs ptpt GPPGGPPG dd
dd
ff ØøØø ØøØø +-+- ºßºß ºßºß
=
&& && g g
,  (3.55) 
which can be rearranged such that 
  ( ) ( ) ( ) ( ) 2121 rsrs
T
ptpt T GPPGGPPG dd
dd
ff
ØøØø ØøØø +-+- ºßºß ºßºß =
&& g && .  (3.56) 
Substitution into Equation  (3.17) results in the following equation for 
( )
2
ˆ dd
d
&g
, 
  ( ) [ ] ( ) [ ] ( ) [ ] ( ) [ ] [ ] ( )
2 2
ˆ
T
T
ddd dd T
dd GGG GG
dddd
fff
ff ===
& &&& g
&& .  (3.57) 
Finally, substituting Equations  (3.54),  (3.56), and  (3.57) into Equation 
(3.17) and adding a term to account for derivatives of  3 P  results in the desired 
relationship for 
2
2
d
d
dt
 such that 
  [ ] [ ] ( )
2
33 2 ,
T
dd
d
dHGfPP
dt
fff =++ &&&& &&& ,  (3.58) 
where [ ] d G  is given in Equation (3.45), and [ ] d H  is given as 
[ ]
( ) ( ) ( ) ( ) [ ] [ ]
12
2121
ˆ 2
          .
s
rsrs
T T
dtp d
T T
ptptdd
HHGdG
GPPGGPPGGG
d
Øø Øø Øø =++ ºß ºß ºß
ØøØø ØøØø +-+-- ºßºß ºßºß
%
  (3.59)   54 
The term  ( ) 33 , fPP &&&  represents motion of the spherical obstacle which is not tied 
to the robot inputs and therefore cannot be included in the influence coefficient 
terms. 
3.8  G and H Functions Between Two Cylispheres 
Derivation of  [ ] d G  and  [ ] d H  for two cylispheres will consist of the 
following steps.  First, influence coefficient representations for parameter changes 
will be derived.  Then, representations for  d &  and  d &&  will be developed.  Finally, 
substitutions will be made into Equations (3.15) and (3.17) and [ ] d G  and  [ ] d H  
will be defined.  In the remainder of this section,  1 P and  2 P  represent the arm 
cylisphere endpoints, and  3 P  and  4 P  represent the obstacle cylisphere endpoints.  
Here,  1 t  is a describing parameter for the axial line of the arm cylisphere, and  3 t  is 
a describing parameter for the axial line of the obstacle cylisphere. 
3.8.1  DERIVE 
c t G Øø ºß  
Recall from distance calculations the equations 
  ( ) ( ) ( ) ( ) 2134321211 0 PPPPPtPPPt -+--+-= g ,  (3.60) 
and 
  ( ) ( ) ( ) ( ) 4334321211 0 PPPPPtPPPt -+--+-= g   (3.61) 
which can be solved for the parameter values  1 t  and  2 t .  Differentiating Equations 
(3.60) and (3.61) with respect to time and putting the results in matrix form leads 
to   55 
( ) ( )
( ) ( )
1 12121234
2 12343434
12131122341213234
34132341123413112
        
2
2
t PPPP
t PPPP
PPPtPtPPPPtP
PPPtPtPPPPtP
Øø Øø
Œœ Œœ
Œœ ºß ºß
Øø
Œœ
Œœ
Œœ
Œœ ºß
-
=
-
-+-+--
--++--
g
g
& gg
& gg
&&&&& g
&&&&& g
  (3.62) 
or 
  [ ]
C
mt
D
Øø
= Œœ
ºß
& ,  (3.63) 
where  1221 PPP =-  and  3443 PPP =-.  Rearranging and substituting known G 
functions leads to the following relationship for C and D, 
  ( ) ( )
( )
112
112
134 1213112234
341 234
, 2
,
T T
pp
T
pp
fPP PGPPtPtPG C
D PGtG fPP
f
Øø Øø ØøØø +-+- Øø Œœ ºßºß Œœ =+ Œœ Œœ Œœ ØøØø ºß + Œœ ºßºß ºß ºß
&&
&
&&
  (3.64) 
or 
  [ ]
[ ]
( )
( )
134
234
,
,
c
d
fPP G C
G D fPP
f
Øø
Øø Øø Œœ =+ Œœ Œœ Œœ ºßºßŒœ ºß
&&
&
&&
.  (3.65) 
Solving Equation (3.63) via Cramer’s rule for t&  leads to 
 
[ ] [ ]
[ ] [ ]
( )
( )
34341234
134
1
2 1234 1212 234
,
,
cd
cd
PPPP
GG gPP mm t
t PP PP gPP GG
mm
f
Øø
- Øø Œœ
Øø Œœ Œœ =+ Œœ Œœ Œœ ºß Œœ - Œœ ºß
Œœ ºß
gg
&&
& &
& && g g
  (3.66) 
or 
  ( )
( )
1
2
134
1
2
234
,
,
c
c
t
t
gPP G t
t G gPP
f
Øø Øø Øø Øø ºß Œœ Œœ =+ Œœ Œœ Œœ Øø ºß Œœ ºß ºß ºß
&&
& &
& &&
  (3.67)   56 
where 
1c t G Øø ºß  and 
2c t G Øø ºß  are influence coefficients and  1 g  and  2 g  represent the 
terms involving derivatives of  3 P  and  4 P  that do not fit into the influence 
coefficient for a given robot.  Both  1 g  and  2 g  are zero if the obstacle cylisphere 
is fixed. 
If  1 01 t <<  and  2 01 t << , then Equation  (3.66) provides the correct 
values for 
c t G Øø ºß .  Otherwise, there are three other cases to consider.  If  1 01 t <<  
and  2 0 or 1 t = , then  
 
1
0
s
c
t
t
G
G
Øø Øø ºß Øø = Œœ ºß Œœ ºß
  (3.68) 
where 
1s t G Øø ºß  is calculated as given by Equation (3.36) with the correct cylisphere 
endpoint substituted for the sphere center  3 P .  If  2 01 t <<  and  1 0 or 1 t = , then 
 
2
0
c
s
t
t
G
G
Øø
Øø = Œœ ºß Øø Œœ ºß ºß
.  (3.69) 
2s t G Øø ºß  is calculated as discussed in Section  3.7.1 except the cylisphere is 
represented by  3 P  and  4 P  and the sphere is represented by  r P .  The resulting 
expression for 
2s t G Øø ºß  is 
  ( )
2
43
2
43
r
s
T
p
t
PPG
G
PP
Øø Øø - ºß Œœ Øø = ºß Œœ - ºß
.  (3.70) 
Finally, if  1 0 or 1 t =  and  2 0 or 1 t = , then  12 0 tt == && , and  [ ] 0
c t G Øø = ºß . 
3.8.2  DERIVE d &  AND d &&  
From Equations (3.11) and (3.24), we know that 
  ( ) ( ) ( ) ( ) 12112113432432 dPPPtPPtPPPtPPt =+-+------ & &&&&&& && .  (3.71) 
Substituting known G functions and simplifying leads to   57 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
12 2143
34322113443234         ,,.
rcc ptt dGPPGPPG
PPPtPPgPPPPgPP
f ØøØø Øø =+---- ºß ºßºß
--+---
& &
&&&&&&&
  (3.72) 
From Equations (3.12) and (3.25), we know that 
  ( ) ( ) ( )
( ) ( ) ( )
1211211211
3432432432
2
       2.
dPPPtPPtPPt
PPPtPPtPPt
=+-+-+--
------
&& &&&&&&&&&&&
&&&&&&&&&&&
  (3.73) 
Substituting known G and H functions and simplifying leads to 
 
( )
( ) ( ) ( ) ( ) ( )
121211
211343432432432
2
     2,2.
rrc
T
pppt dHGGGPPt
PPgPPPPPtPPtPPt
fffff Øø ØøØøØø =+++-+ ºßºßºß ºß
--------
&& &&&&&& &&
&&&&&&&&&&&&&&&
  (3.74) 
In determining Equations (3.72) and (3.74), 
r p G Øø ºß  and 
r p H Øø ºß  are substituted for 
the terms that equate to a fixed point coincident with  r P . 
3.8.3  DERIVE [ ] d G  
The first order influence coefficient, [ ] d G , which geometrically relates the 
rate of change of the minimum distance magnitude, 
d
d
dt
, to the rate of change 
of system inputs, f & , can be derived by substituting Equation (3.72) into Equation 
(3.15).  Substituting leads to 
 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
12 2143
34322113443234
ˆ
ˆ       ,,.
rcc
T
ptt
T
d
ddGPPGPPG
dt
dPPPtPPgPPPPgPP
f ØøØø Øø =+---- ºß ºßºß
--+---
&
&&&&&&&
  (3.75) 
For smooth, convex models (like a cylisphere and a sphere), the minimum 
distance direction,  ˆ d , is always  ^ to the modeling primitive surface.  Therefore,  
  ( ) ( ) 2143 ˆˆ0
TT dPPdPP -=-=   (3.76) 
and Equation (3.75) simplifies to    58 
  [ ] ( ) ( ) 3432 ˆT
d
d
dGdPPPt
dt
f =--- & &&& ,  (3.77) 
where 
  [ ] ˆ
r
T
dp GdG Øø = ºß .  (3.78) 
Clearly, if the obstacle is fixed, then the second term in Equation (3.77) is zero. 
3.8.4  DERIVE [ ] d H  
The second  order influence coefficient,  [ ] d H , represents second order 
geometric terms needed to calculate the second rate of change of the minimum 
distance magnitude, 
2
2
d
d
dt
, based on system inputs.  It can be derived by 
substituting Equations  (3.72),  (3.74) and  (3.77) into Equation  (3.17) and 
simplifying.  Because the resulting relationship is large and complicated, each of 
the resulting terms f rom Equation  (3.17) will be presented and simplified 
individually before the final resulting equations for 
2
2
d
d
dt
 and  [ ] d H  are 
assembled and presented.  Higher-order terms involving  3 P  and  4 P  will be 
ignored in deriving [ ] d H  since they are not dependent on the system inputs. 
Substitution into Equation  (3.17) results in the following equation for 
ˆ dd &&g , 
  ( ) ( ) 121211 ˆˆ 2
rrc
T
pppt ddHGGGPPtd fffff Øø ØøØøØø =+++- ºßºßºß ºß
&& &&&&&& && gg .  (3.79) 
Using the simplifications discussed in Section  3.7.4, Equation  (3.79) can be 
rewritten as 
  ( ) [ ]
112
ˆˆ 2
c
T TT
tpd d ddHGdGG fff Øø Øø Øø =++ ºß ºß ºß %
&& &&&& g .  (3.80)   59 
Substitution into Equation (3.17) results in the following equation for 
dd
d
&& g
, 
     ( ) ( ) ( ) ( )
1212 12341234 rccrcc pttptt GPGPGGPGPG dd
dd
ff +-+-
=
ØøØøØøØø ØøØø ºßºß ºßºßºßºß
&& && g g
, (3.81) 
which can be rearranged such that 
  ( ) ( ) 1212 12341234 rccrcc
T
pttptt T GPGPGGPGPG dd
dd
ff
ØøØøØøØø ØøØø +-+- ºßºß ºßºßºßºß =
&& g && . (3.82) 
Substitution into Equation  (3.17) results in the following equation for 
( )
2
ˆ dd
d
&g
, 
  ( ) [ ] ( ) [ ] ( ) [ ] ( ) [ ] [ ] ( )
2 2
ˆ
T
T
ddd dd T
dd GGG GG
dddd
fff
ff ===
& &&& g
&& .  (3.83) 
Finally, substituting Equations  (3.80),  (3.82), and  (3.83) into Equation 
(3.17) and adding a term to account for derivatives of  3 P  and  4 P  results in the 
desired relationship for 
2
2
d
d
dt
, where 
  [ ] [ ] ( )
2
3344 2 ,,,
T
dd
d
dHGgPPPP
dt
fff =++ &&&& &&&&&& ,  (3.84) 
[ ] d G  is given in Equation (3.78), and [ ] d H  is given as 
[ ] [ ] [ ]
( ) ( )
112
1212 12341234
ˆ 2
          .
c
rr cccc
T
T dd T
dtp d
T
pttptt
GG
HHGdG
d
GPGPGGPGPG
d
Øø Øø Øø =+-+ ºß ºß ºß
ØøØøØøØø ØøØø +-+- ºßºß ºßºßºßºß
%
  (3.85)   60 
The term  ( ) 3344 ,,, gPPPP &&&&&&  represents motion of the cylispherical obstacle which is 
not tied to the robot inputs and therefore cannot be included in the influence 
coefficient terms. 
3.9  G and H Functions Between a Cylisphere and a Plane 
Derivation of  [ ] d G  and  [ ] d H  for a cylisphere and a quadrilateral plane 
will consist of the following steps.  First, representations for  d &  and  d &&  will be 
developed.  Then, substitutions will be made into Equations (3.15) and (3.17) and 
[ ] d G  and  [ ] d H  will be defined.  Derivations will be carried out for the case 
where the obstacle point,  o P , is a point on the face of the plane.  Differences when  
o P  is an edge point will be discussed at the end of each section.  In the remainder 
of this section,  1 P and  2 P  represent the arm cylisphere endpoints, and  3 P ,  4 P  and 
5 P  represent the points that define the quadrilateral plane.  The symbols  ˆ r  and  ˆ s  
represent orthogonal unit vectors in the plane. 
3.9.1  DERIVE d &  AND d &&  
From Equations (3.11), (3.24), and (3.28), we know that 
  ( ) ( ) ( ) ( ) 1211211 ˆˆˆˆ rr dPPPtPPtPrrPss =+-+--- & &&&&& & gg .  (3.86) 
Substituting known G functions and simplifying (knowing that  1 0 t = & ) leads to 
  ( ) ( ) ˆˆˆˆ
rr
TT
pp dGrrssGf ØøØø =-+ ºßºß
& &   (3.87) 
From Equations (3.12), (3.25), and (3.29), we know that   
  ( ) ( ) ( ) ( ) ( ) 1211211211 ˆˆˆˆ 2 rr dPPPtPPtPPtPrrPss =+-+-+--- && &&&&&&&&&&&& &&& gg .  (3.88) 
Substituting known G and H functions and simplifying (knowing that  11 0 tt == &&& ) 
leads to   61 
  ( )( ) ˆˆˆˆ
rrrr
TTTT
pppp dHGrrssHG ffffff ØøØøØøØø =+-++ ºßºßºßºß
&& &&&&&&&&   (3.89) 
In determining Equations (3.87) and (3.89), 
r p G Øø ºß  and 
r p H Øø ºß  are substituted for 
the terms that equate to a fixed point coincident with  r P . 
Equations (3.87) and (3.89) are accurate for the case where the nearest 
obstacle point is on the face of the (unmoving) plane.  If the nearest obstacle point 
is on the edge of the quadrilateral plane, then the expressions for  d &  and  d &&  
derived in Section  3.8.2 are used with the appropriate edge points on the 
quadrilateral treated as a cylisphere (i.e. the two edge points defining the line 
segment containing the nearest obstacle point are used to define a cylisphere). 
3.9.2  DERIVE [ ] d G  
The first order influence coefficient, [ ] d G , which geometrically relates the 
rate of change of the minimum distance magnitude, 
d
d
dt
, to the rate of change 
of system inputs, f & , can be derived by substituting Equation (3.87) into Equation 
(3.15).  Substituting leads to 
  ( ) ( ) ˆ ˆˆˆˆ
rr
TTT
pp
d
ddGrrssG
dt
f ØøØø =-+ ºßºß
& .  (3.90) 
For a plane, the minimum distance direction,  ˆ d , is always ^ to the surface of the 
plane.  Therefore,  
  ˆˆ ˆˆ 0
TT drds == .  (3.91) 
Simplifying Equation (3.90) and adding a term to represent motion of the plane 
leads to 
  [ ] ( ) 345 ,, d
d
dGfPPP
dt
f =+ & &&&,  (3.92)   62 
where 
  [ ] ˆ
r
T
dp GdG Øø = ºß .  (3.93) 
Clearly, if the obstacle is fixed, then the second term in Equation (3.92) is zero. 
Equation (3.92) is accurate if the obstacle witness point is on the face of 
the plane.  If the obstacle witness point is on one of the quadrilateral plane edges, 
then the equations developed in Section 3.8.3 are used with the appropriate edge 
treated as a cylisphere. 
3.9.3  DERIVE [ ] d H  
The second order influence coefficient,  [ ] d H , which represents second 
order geometric terms needed to calculate the second rate of change of the 
minimum distance magnitude, 
2
2
d
d
dt
, based on system inputs, can be derived by 
substituting Equations  (3.87) and  (3.89) into Equation  (3.17) and simplifying.  
Because the resulting relationship is large and complicated, each of the resulting 
terms from Equation (3.17) will be presented and simplified individually before 
the final resulting equations for 
2
2
d
d
dt
 and [ ] d H  are assembled and presented.  
Higher-order terms involving accounting for motion of the plane are ignored in 
deriving [ ] d H  since they are not dependent on the system inputs. 
Substitution into Equation  (3.17) results in the following equation for 
ˆ dd &&g , 
         ( )( ) ( ) ˆˆ ˆˆˆˆ
rrrr
TTTTT
pppp dddHGrrssHG ffffff ØøØøØøØø =+-++ ºßºßºßºß
&& &&&&&&&& g . (3.94) 
Using the simplifications discussed in Section 3.7.4 and Equation (3.91), Equation 
(3.94) can be rewritten as   63 
  [ ] ˆ T
d d ddHG fff Øø =+ ºß %
&& &&&& g   (3.95) 
Substitution into Equation  (3.17) results in the following equation for 
dd
d
&& g
, 
  ( ) ( ) ( ) ( ) ( ) ( ) ˆˆˆˆˆˆˆˆ
rrrr
TTTT
pppp GrrssGGrrssG dd
dd
ff -+-+
=
ØøØøØøØø ºßºßºßºß
&& && g g
.  (3.96) 
Recognizing that  ˆ d  is perpendicular to  ˆ r  and  ˆ s  which are also perpendicular to 
one another allows Equation (3.96) to be rewritten as 
  ( ) ( ) ( ) ( ) ˆˆˆˆ
rr pp
TT GG dd
dd
dddd ff
=
ØøØø ºßºß
&& && g g
.  (3.97) 
Further simplification leads to 
 
[ ] ( ) ( ) [ ] ( ) ( ) [ ] [ ]
ˆˆ
T
T
dd T dd GG GG dd
ddd
dd ff
ff = =
&& && g && .  (3.98) 
Substitution into Equation  (3.17) results in the following equation for 
( )
2
ˆ dd
d
&g
, 
  ( ) [ ] ( ) [ ] ( ) [ ] ( ) [ ] [ ]
2 2
ˆ
T
T
ddd dd T
dd GGG GG
dddd
fff
ff ===
& &&& g
&& .  (3.99) 
Finally, substituting Equations  (3.95),  (3.98), and  (3.99) into Equation 
(3.17) and adding a term to account for motion of the plane results in the desired 
relationship for 
2
2
d
d
dt
, where 
  [ ] [ ] ( )
2
334455 2 ,,,,,
T
dd
d
dHGgPPPPPP
dt
fff =++ &&&& &&&&&&&&&   (3.100) 
and   64 
  [ ] d d HH Øø = ºß % .  (3.101) 
Equation (3.101) is accurate if the obstacle witness point is on the face of 
the plane.  If the obstacle witness point is on one of the quadrilateral plane edges, 
then the equations developed in Section 3.8.4 are used with the appropriate edge 
treated as a cylisphere. 
3.10 Representation Justification 
All of the G and H functions derived in Sections 3.7 to 3.9 are based on 
the ‘skeleton’ of the true model  (e.g. a line segment is used to represent a 
cylisphere).  Thus, the points used in these calculations are not the actual 
minimum distance points but the points on the ‘skeleton’ of each model that are 
also along the minimum distance line.  In this section, it will be shown that for the 
simple models that have been discussed the  [ ] d G  and [ ] d H  functions that were 
derived above are accurate even though the calculations were based on the 
‘skeletons’ of the modeling  primitives.  First, representations for the actual 
distance equations,  d ,  d & , and  d && , will be developed.  Then, first and second 
derivatives of  ˆ d  will be developed.  Finally, the results will be substituted into 
Equations  (3.15) and (3.17) in order to verify that the calculations presented 
above are valid.  In the remainder of this section, a ‘'’ symbol will be used to 
represent points on the ‘skeleton’ of a model.  For example, the point  '
r P  
represents the ‘skeleton’ robot witness point while  r P  represents the actual (true) 
robot witness point.   65 
3.10.1  DISTANCE EQUATION REPRESENTATIONS 
An actual point on the surface of a model can be represented in terms of 
the point located on the model ‘skeleton’.  For a robot witness point,  r P , one can 
write 
  ' ˆ
rrr PPrd =-   (3.102) 
where  r r  is the radius of the robot modeling cylisphere.  For an obstacle witness 
point,  o P , one can write 
  ' ˆ
ooo PPrd =+   (3.103) 
where  o r  is the obstacle model radius (thickness).  Substituting Equations (3.102) 
and (3.103) into Equation (3.10) leads to 
  ''' ˆˆ
ro dPPAddAd =--=-   (3.104) 
where 
  ro Arr =+.  (3.105) 
Differentiating Equation (3.104) with respect to time leads to 
  ' ˆ ddAd =-
& && .  (3.106) 
Differentiating a second time leads to 
  ' ˆ ddAd =-
&& &&&&   (3.107) 
3.10.2  DERIVE DERIVATIVES OF  ˆ d  
Because the skeleton witness points are on the same line as the actual 
witness points, one can write the following equation for  ˆ d , 
 
'
'
ˆ dd
d
d d
==.  (3.108) 
Differentiating Equation (3.108) with respect to time leads to    66 
  ( )
''
'
ˆˆ
ˆ
dddd
d
d
-
=
&& g &   (3.109) 
Differentiating a second time leads to 
  ( ) ( ) ( ) ( )( )
2
''''''''
'
ˆˆˆˆˆˆˆˆ
ˆ
dddddddddddddddd
d
d
￿￿ -+--- ￿￿
Łł =
&& &&&&&&&&& ggggg
&& . (3.110) 
Substituting Equation (3.109) into Equation (3.110) and simplifying leads to 
  ( ) ( ) ( ) ( )
2
22
''' '''''
' ''
ˆˆˆ ˆˆˆ 2
ˆˆ
dddddd dddddddd
dd
d dd
- --
=--
&&& &&&&&&& gg ggg && .  (3.111) 
3.10.3  VERIFY FORMULATION CORRECTNESS 
In order to verify the correctness of the [ ] d G  functions, Equations (3.106) 
and (3.109) can be substituted into Equation (3.15).  Substituting leads to 
  ( )
''
''
'
ˆˆ
ˆˆ
dddd d
ddAddd
dt d
￿￿ ￿￿ - ￿￿ ￿￿ =-= ￿￿ ￿￿
￿￿ ￿￿ Łł Łł
&& g && gg ,  (3.112) 
which is identical to the equation used to derive the ‘skeleton’  [ ] d G  functions.  
Therefore, the [ ] d G  values derived above are correct. 
In order to verify the correctness of the [ ] d H  functions, Equations (3.106)
, (3.107), (3.109), and (3.111) can be substituted into Equation (3.17).  Because 
the resulting relationship is large and complicated, each of the resulting terms 
from Equation  (3.17) will be presented individually before the final, complete 
equation is assembled and presented.  Substitution into Equation (3.17) results in 
the following equation for  ˆ dd &&g ,   67 
  ( ) ( ) ( ) ( )
2
22
'
''' '''''
' ''
ˆˆ
ˆˆˆ ˆˆˆ 2
ˆˆ    ,
dddd
dddddd dddddddd
Add
d dd
=-
￿￿ - -- ￿￿
-- ￿￿
￿￿
Łł
&&&& gg
&&& &&&&&&& gg ggg
g
 (3.113) 
which can be simplified to 
  ( )
2
2
'''
'
'
ˆ
ˆˆ
dddd
ddddA
d
-
=-
&&& gg &&&& gg .  (3.114) 
Substitution into Equation  (3.17) results in the following equation f or 
dd
d
&& g
, 
          ( ) ( )
''''
''
'''
ˆˆˆˆ
1 dddddddd dd
dAdA
d dAdd
￿￿￿￿ ￿￿￿￿ ￿￿ -- ￿￿￿￿ ￿￿￿￿ ￿￿ =-- ￿￿￿￿ ￿￿￿￿ ￿￿ - ￿￿￿￿ ￿￿￿￿ Łł ŁłŁł ŁłŁł
&&&& && gg g && g , (3.115) 
which can be simplified to 
           ( )
22 2
22
'''
''' ''
122 ˆ 1
ddAAAA
dddd
d dAdd dd
￿￿ ￿￿￿￿ ￿￿
￿￿ ￿￿￿￿ ￿￿ =-++- ￿￿ ￿￿￿￿ ￿￿ - ￿￿￿￿ ￿￿ Łł ŁłŁł Łł
&& g &&& gg . (3.116) 
Substitution into Equation  (3.17) results in the following equation for 
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which can be simplified to   68 
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Substituting Equations (3.114), (3.116), and (3.118) into Equation (3.17) 
leads to 
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which can be simplified to 
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ˆ
ˆ
dddd d
ddd
dt d
-
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&&& gg && g .  (3.120) 
Equation (3.120) is identical to the equation used to derive the ‘skeleton’  [ ] d H  
functions.  Therefore, the [ ] d H  values derived above are correct. 
3.11 Finite Differencing 
As can be seen from the development of analytic formulations for  [ ] d G  
and  [ ] d H  presented above, there is a significant amount of effort required to 
develop these formulations for different combinations of modeling primitives.  
For smooth, convex modeling primitives (where the minimum distance line is 
always perpendicular to the surface), the formulation for [ ] d G  is always the same.  
However, formulations for  [ ] d H  vary widely based on the chosen modeling 
primitives.  Therefore, this section will explore the direct approach of using finite 
differencing of the  [ ] d G  function values to obtain the associated [ ] d H  function 
values.  Results obtained using finite differencing will be compared with those   69 
obtained analytically.  The results will be compared in terms of accuracy and 
calculation speed. 
3.11.1  FINITE DIFFERENCE CALCULATIONS 
Finite differencing is a simple and straight-forward technique for 
estimating derivative values.  This technique allows for the calculation of 
derivative values without the derivation (and coding) of multiple derivative 
formulas, but it is computationally expensive.  However, if analytical expressions 
for derivatives involve significantly more computations than computing the initial 
function, the expense of obtaining derivatives using finite differencing can be 
comparable with the expense of obtaining derivatives analytically.  For a one-
dimensional function,  f , a finite difference estimate that also provides an error 
estimate can be derived from the Taylor series such that 
  ( ) ( ) ( ) ( ) ( ) ( )
2 ''' 1
2
fxxfxxfxxfx +D=+D+D .  (3.121) 
Rearranging gives 
  ( ) ( ) ( ) ( ) ( )
''' 1
2
fxxfx
fxxf
x
x
+D-
=-D
D
,  (3.122) 
which leads to the common forward difference formula 
  ( ) ( ) ( ) ' fxxfx
fx
x
+D-
»
D
.  (3.123) 
In the above equations,  x D  is a small change in the function input that is chosen 
based on the nature of the function and the precision of the machine being used to 
perform the finite differencing calculations.  The symbol  x  represents an 
unknown value of the function input somewhere between  x and  xx +D .  An 
estimate of the error in the derivative value calculated using Equation (3.123) is   70 
  ( ) ( )
'' 1
2
xfx D .  (3.124) 
Although Equation (3.124) provides an error estimate, this estimate is of little 
value in practical use because  ( )
'' fx  is usually unavailable. 
The one-dimensional finite differencing equations presented above can be 
generalized for use in calculating partial derivatives of multidimensional 
functions.  Therefore, given known values for [ ] d G , the value for [ ] d H  can be 
estimated using the equation 
  [ ] [ ] ( ) ( ) ( ) djd d i ii
d ij
j
GxeG G
H
x
ff
f
Øø Øø +D- ¶ ºß ºß ==
¶D
,  (3.125) 
where i and j denote particular matrix elements and 
  [ ] 0 0  0 1 0  0 0
T
j e = LL  (3.126) 
with the 1 as the j
th element of  j e  and all other elements equal to 0.  Choosing the 
value to use for  x D  requires care.  One common rule of thumb that was adopted 
for this research is 
  ( ) 1 j x ef D=+,  (3.127) 
where e  is the square root of the machine precision for the computer being used 
in the calculations, and  j f  is the j
th element of the input vector f .  Equation 
(3.127) works well for choosing  x D  because it varies the step size based on the 
scale of the function input values and also guarantees that one cannot try to divide 
by zero.  Good discussions of finite differencing can be found in a number of 
textbooks.  One such book was written by Nash and Sofer [1996].   71 
3.11.2  COMPARISONS BETWEEN ANALYTICAL CALCULATIONS AND FINITE 
DIFFERENCING 
In order to compare the results of analytical and finite differenced  [ ] d H  
calculations, a sample program using a six degree of freedom robot modeled 
using four cylispheres and a single obstacle was used.  The program was run on a 
PC with an Intel Pentium 4, 2.2 GHz processor and 512 MB of RAM running the 
Microsoft Windows NT 4.0 operating system.  The program was first run using 
analytical expressions for [ ] d H .  The program run was then repeated using finite 
differences to obtain values for [ ] d H .  Furthermore, the two cases above were run 
three times apiece with a different obstacle type (sphere, cylisphere, and 
quadrilateral plane) used on each successive run.  The results of each program run 
were compared for agreement between the analytical and finite differenced [ ] d H  
values and for calculation speed.  These results are presented in Table 3.2.  In 
computing the results, a vector of ones was used for f & .  Percent deviations were 
calculated using the formula 
 
FDA
A
ValueValue
Value
-
,  (3.128) 
where FD and A stand for finite difference and analytical, respectively.  Once 
calculated, the percent deviations were averaged to obtain the results given in the 
table.  Terms where  A Value  equals zero were excluded from the average to avoid 
dividing by zero. 
From the tests performed, it is clear that using analytical calculations for 
[ ] d H  values is often slower than using finite differencing.  This is a somewhat 
surprising result due to the computational expense of the finite differencing   72 
algorithm.  However, the formulations for the analytical  [ ] d H  values are quite 
large and do involve a lot of calculation.  Careful reworking of the code for the 
analytical calculations could significantly improve these calculation times, while 
the calculation time for finite differencing is dependent on the nature of the finite 
differencing algorithm and cannot be improved much.  Also, the calculation times 
for both cases are fast enough for real-time operation.  An estimate of the required 
minimum cycle rate for real-time operation is 30 hertz [Hooper and Tesar, 1994]. 
 
Average [ ] d H  Calculation 
Times (seconds) 
Average Percent Deviation 
of Finite Difference Values  
 
 
Obstacle Type 
 
Analytical 
 
Finite Diff.  All [ ] d ij H   [ ]
T
d H ff &&  
Sphere  0.001943  0.000461  98.3  1.52e-6 
Cylisphere  0.001853  0.000791  74.9  1.54e-6 
Quad. Plane  0.002113  0.002153  63.9  2.36e-6 
Average  0.001970  0.001135  79.0  1.81e-6 
Table 3.2:  Comparison of finite differenced and analytical [ ] d H  functions 
The tests also indicate that finite differencing provides acceptable results 
when the  [ ] d H  function values are used in applications that maintain the 
symmetry of the  [ ]
T
d H ff &&  relationship.  However, for individual elements, 
[ ] d ij H , of the  [ ] d H  matrix, finite differencing generates extremely poor results.  
An example of these poor results is shown in Figure 3.1.  For this example, the 
analytical values, [ ]16 d H  and  [ ]61 d H , are sometimes quite large, but cancel one 
another in the expression  [ ]
T
d H ff && .  The values obtained using finite differences 
are zero.  In general, finite differencing (FD) results agree nearly exactly with   73 
analytical (A) results for diagonal terms of the [ ] d H  matrix.  Off-diagonal terms, 
say [ ] d ab H  and [ ] d ba H , agree as follows: 
  [ ] [ ] [ ] [ ] ____ dddd AabAbaFDabFDba HHHH +=+.  (3.129) 
Also, 
  [ ] [ ] [ ] [ ] ____  but  dddd AabAbaFDabFDba HHHH „= .  (3.130) 
Because of problems like this, finite differencing should not be  used for 
applications that do not maintain the  [ ]
T
d H ff &&  symmetry. 
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Figure 3.1:  Illustration of how symmetry causes errors in finite differencing.   74 
3.12 Summary 
In this chapter, analytical influence coefficients,  [ ] d G  and  [ ] d H , for 
calculating the rate of change of a minimum distance magnitude were derived for 
distances between a cylisphere and three simple modeling primitives, a sphere, a 
cylisphere, and a quadrilateral plane.  Furthermore, using finite differencing to 
calculate [ ] d H  values was explored and comparisons between the analytical and 
finite differenced results were presented.  
Using the derived influence coefficients, the first rate of change of a 
minimum distance magnitude (with a fixed obstacle) can be represented as 
  [ ] d
d
dG
dt
f = & .  (3.131) 
The second rate of change can be represented as 
  [ ] [ ]
2
2
T
dd
d
dHG
dt
fff =+ &&&& .  (3.132) 
The derived expressions to analytically calculate [ ] d G  and [ ] d H  are summarized 
in Table 3.3. 
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Table 3.3:  Summary of expressions for [ ] d G  and [ ] d H  
Comparison of the  [ ] d H  function values c alculated using finite 
differencing with those calculated analytically led to the conclusion that 
calculating  [ ] d H  values using finite differencing gives acceptable results for 
applications that maintain the symmetry exhibited by the expression  [ ]
T
d H ff && .  
However, individual elements,  [ ] d ij H , of the  [ ] d H  matrix have large errors.  
Therefore, finite differencing should not be used for applications that do not 
maintain this symmetry. 
In addition to deriving expressions for  [ ] d G  and  [ ] d H  for the simple 
modeling primitives used in this research, a general method to use for similar 
derivations for new modeling primitives was presented.  77 
CHAPTER 4: OBSTANCLE AVOIDANCE ALGORITHM AND 
CRITERIA 
4.1  Introduction 
For the purpose of this research effort, obstacle avoidance is essentially a 
resource allocation problem.  Given a redundant manipulator (more inputs than 
outputs) and an end-effector position, the manipulator redundancy is used 
(resolved) to position the manipulator away from obstacles.  There are a number 
of different techniques that are used to resolve this resource allocation problem.  
However, all but the simplest of these techniques use criteria6 to choose how to 
position the manipulator.  In this chapter, criteria that are useful for obstacle 
avoidance will b e presented.  Many of these criteria will make use of the 
influence coefficients for minimum distances that were developed in the last 
chapter. 
The remainder of the chapter is laid out as follows.  First criteria-based 
inverse kinematics and its relation to obstacle avoidance are discussed.  Then, 
obstacle avoidance criteria are presented.  Next, a framework for continued 
obstacle avoidance criteria development is presented.  The chapter concludes with 
a brief summary. 
4.2  Criteria-Based Inverse Kinematics and Obstacle Avoidance 
In order to solve the inverse kinematics problem for a redundant 
manipulator, some sort of redundancy resolution technique (RRT) must be used.  
                                                 
6 Not all of these techniques explicitly recognize that criteria are being used.   78 
There are a number of techniques that have been presented in the literature.  
These include pseudo-inverse, gradient projection, generalized reduced gradient 
[Cetin and Tesar, 1999], and direct search methods.  Pryor and Tesar [2002] 
provide an excellent discussion of the advantages and disadvantages of these 
various methods. 
All of the above methods except the pseudo-inverse can be integrated with 
the obstacle avoidance criteria presented in this chapter.  However, the direct 
search method will be used for redundancy resolution in this research effort.  
Direct search criteria-based inverse kinematics can be broken into two major 
steps.  The first step is the generation of a set of joint solutions (henceforth 
referred to as options) that satisfy a specified end-effector constraint.  These 
options constitute the null-space of the robot.  The second step is the evaluation of 
each option based upon a criterion or a set of criteria.  This results in a ranking of 
the options.  The ‘best’ option is then chosen as the inverse solution. 
The technique used for option generation has changed over time.  Hooper 
and Tesar [1994] used a closed-form solution for six joints to satisfy the end-
effector (position) constraints while perturbing the remaining (redundant) locked 
joints to generate options.  Kapoor and Tesar [1996] eliminated the closed-form 
solution and instead used a numerical inverse kinematics method for six of the 
manipulator joints.  The use of a numerical inverse kinematics method allows any 
combination of six joints to be chosen to satisfy the end-effector constraints.  The 
chosen joints can also be varied in real time.  Cocca and Tesar [1999] used this 
ability to add fault tolerance capability should some joints exhibit complete or   79 
partial failure.  Pryor and Tesar [2002] suggested using a pseudo-inverse as a 
‘seed’ for option generation so that at least one valid solution (i.e., in terms of 
end-effector constraints) is always generated.  They also modified direct search to 
allow a user to lock and perturb an arbitrary number of joints (up to the number of 
redundant joints) and then use a pseudo-inverse to satisfy end-effector constraints 
using the remaining joints.  Pryor and Tesar also added the capability for the 
direct search algorithm to choose which joints to lock and perturb “based on 
velocity information garnered when generating the seed solution.”7  The most 
recent variant for option generation is to perturb any or all joints as desired, set 
this perturbed location as the current position, and then use a pseudo-inverse to 
satisfy end-effector constraints.  Because using a pseudo-inverse minimizes joint 
velocities, the option generated will be the solution nearest the perturbed location 
that satisfies end-effector constraints.  The concept of a hyper-cube is used to 
represent joint space perturbations. 
Once options are generated, they are ranked using criteria.  Excluding 
obstacle avoidance criteria, 25+ criteria have been simulated.  These are broadly 
categorized into geometric, inertial, kinetic energy distribution, and compliance 
criteria [Van Doren and Tesar, 1992].  All of these criteria can be coupled with 
obstacle avoidance criteria.  The way in which these multiple criteria are coupled 
is known as the criteria fusion problem, which is an ongoing research area.  Cetin 
and Tesar [1999] and Pryor and Tesar [2002] provide discussions of various ways 
to fuse criteria and the concerns that arise when trying to fuse them.  Pryor and 
                                                 
7 The experienced operator can still specify specific joints to lock.   80 
Tesar also introduce the idea of including criteria in the decision making process 
only when they are important using a concept they call critical boundaries.  This 
helps to eliminate conflicts between criteria and simplifies the decision making 
process.  They then fuse the criteria using a weighted sum of normalized criteria 
values, which is the fusion approach that will be used for this research.   
Table 4.1 shows the advantages and disadvantages identified by Pryor and 
Tesar [2002] for the various redundancy resolution techniques mentioned above.  
Direct search is the technique used for this research. 
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Inverse Methods  Advantages  Disadvantages 
Pseudoinverse  •  Extremely fast. 
•  Easily implemented. 
•  Minimizes joint velocities. 
•  No criteria may be implemented. 
•  Design Constraints are not considered. 
•  Almost no physical meaning 
Gradient Projection  •  Smooth joint motion. 
•  Can quickly find locally optimal 
solutions when  few objective 
functions are considered. 
•  Is not limited by a finite solution set 
when searching for a locally optimal 
solution. 
 
•  Design constraints must be considered 
independently from criteria. 
•  Individual steps in the search may not be 
valid solutions. 
•  A  steep gradient may lead to 
unacceptably high joint velocities. 
•  Criteria values must be smooth and 
differentiable. 
Generalized 
Reduced Gradient 
Method 
 
•  Criteria do not need to be 
normalized relative to one another. 
•  Selection of criteria may be more 
intuitive. 
•  An extra level of intelligence may 
be added that drops certain criteria in 
order to maintain more important  
performance metrics. 
•  May fail to find a solution even when 
potential solutions exist. 
•  Criteria values must be smooth and 
differentiable over the workspace. 
•  Too computationally expensive for real-
time in its current implementation. 
Direct Search 
 
•  Easily expandable in terms of 
allowable criteria. 
•  Size of search space is easily 
changed in order to maintain required 
computational rates. 
•  Each step in the search is a valid 
solution allowing the DMS to end the 
search process at any time. 
•  The generated local search space 
may be useful RRS in determining 
the correct location of critical 
boundaries. 
•  For the same set of criteria, the 
computation time for each step is 
relatively constant. 
•  Joint velocities may be controlled 
by limiting the search step and 
number of iterations per EE step. (at 
the expense of decreasing the 
convergent rate) 
•  May introduce joint ‘wiggle’ between 
two hypercube vertices in some situations, 
if vertices of hypercube are too far apart.  
(fixed at expense of increased cycle rates 
or computational overhead) 
•  Manipulator may not be able to “keep 
up” with the tasks at hand, since only a 
finite number of self-motion steps can be 
allowed per EE step. 
•  Large search spaces or multiple 
iterations (which may correct all the 
disadvantages above) lead to unacceptable 
computation rates. 
•  May not behave well when objective 
functions are shallow. 
Table 4.1:  Advantages and disadvantages of various RRTs. [Pryor and Tesar, 2002] 
4.3  Obstacle Avoidance Criteria 
Criteria are necessary in order to decide how best to utilize manipulator 
input parameters to avoid obstacles.  The obstacle avoidance criteria presented 
here are geometric in nature and are based on minimum distance calculations 
between the workspace-modeling primitives presented in Chapter 2.  The criteria   82 
presented are developed using minimum distances, artificial forces, and the 
influence coefficients derived in Chapter 3.  Some of these criteria have been 
previously presented, [Perry and Tesar, 1995] [Harden and Tesar, 1997] [Harden, 
Kapoor, and Tesar, 1999] while others are initially formulated in this research.  
Although all of the criteria presented appear promising for obstacle avoidance 
decision-making, some of them have not been tested extensively.  Such testing 
and use of the criteria presented is an ongoing research area. 
The remainder of this section is laid out as follows.  First, the desired 
properties of criteria are presented.  Then, minimum distance criteria are 
presented followed by artificial force criteria.  Finally some criteria ideas that 
could be explored in the future are presented. 
4.3.1  DESIRED CRITERIA PROPERTIES 
Obstacle avoidance is a very physical problem; manipulators should never 
collide with obstacles.  Therefore, obstacle avoidance criteria should have some 
sort of physically significant meaning and should be indicative of the interaction 
between manipulator links and obstacles.  In addition to these rather obvious 
characteristics of obstacle avoidance criteria, Hooper and Tesar provide a list of 
desirable properties for criteria and the rationale behind their desirability [1994].  
This list is reproduced in Table 4.2.   
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Desirable Properties  Rationale 
Mathematical 
independence 
Prevents “double counting” of shared effects 
Vary over workspace  Allows the criteria’s use as a basis for decisions 
Single valued  Allows deterministic solutions 
Continuous  Prevents the criteria from dominating the solution 
in the area of the discontinuity 
Computationally efficient  Increases the computational speed 
Multiple physical meanings  A single criterion will be a powerful basis for 
decisions 
Bounded in magnitude  So the criteria may be scaled 
Task independent  So the criteria need only be formulated once 
Table 4.2:  Desirable criteria properties and rationale [Hooper and Tesar, 1994] 
4.3.2  MINIMUM DISTANCE CRITERIA 
Minimum distance criteria are based on the minimum distances between 
manipulator links and obstacles or the rates of change of these minimum 
distances.  These criteria are presented in three subsections for zeroth, first, and 
second order criteria. 
4.3.2.1  Zeroth Order Criteria 
Perry and Tesar proposed several minimum distance-based obstacle 
avoidance criteria [1995].  Two of these are:  
Smallest Minimum Distance (SMD) 
The criterion,  SMD g , is simply the smallest minimum distance in the workspace.  It 
is formulated as: 
  min, for all minimum distances SMDpq d g =   (4.1)   84 
where  p  and  q indicate the minimum distance between the p
th manipulator link 
cylisphere and the q
th obstacle.  This criterion is often used as a switch to turn 
obstacle avoidance algorithms on and off.  When  SMD g  is large, the manipulator is 
far from all obstacles, and obstacle avoidance does not need to be used in 
determining the manipulator trajectory.  Smaller values of  SMD g  indicate a 
collision is more likely.  At some user-determined value of  SMD g  (a critical 
boundary?), obstacle avoidance algorithms would be turned on so that the 
decision process can be  initiated to avoid collisions.   SMD g  is also used as a 
criterion to be maximized during redundancy resolution. 
Average Minimum Distance Reciprocal (AMDR) 
The criterion,  AMDR g , is an average of minimum distance reciprocal values.  It is 
formulated as: 
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MN
AMDR n
pq
pq MN d
g
==
Øø
Œœ =
Œœ
ºß
￿￿ ,  (4.2) 
where M is the number of manipulator link cylispheres and N is the number of 
workspace obstacles.  The exponent,  n, is an arbitrary value used to vary the 
shape of the reciprocal function.  Initially, it is set to a value of one.  Strengths of 
this criterion are that its value is neither dependent on the number of links nor the 
number of obstacles and that dangerous situations are accentuated by the 
reciprocal format.  Smaller minimum distances result in larger criterion values.   85 
4.3.2.2  First Order Criteria 
First order minimum distance criteria make use of the first order geometric 
influence coefficients for minimum distance magnitudes,  [ ] d G , that were 
developed in Chapter 3.  Two first order minimum distance criteria are: 
Smallest Minimum Distance First Derivative (SMD1) 
The criterion,  1 SMD g , is associated with the first derivative of the smallest 
minimum distance in the workspace.  It is formulated as: 
  ( ) [ ] 1 min SMDpqd
d
dG
dt
gf == & ,  (4.3) 
where  [ ] d G  is the first order influence coefficient for the smallest minimum 
distance in the workspace and  f &  is a vector of system input velocities.  When 
1 SMD g  is large and positive, the smallest minimum distance in the workspace is 
rapidly increasing. 
Average Minimum Distance First Derivative (AMD1) 
The criterion,  1 AMD g , is associated with the average first derivative for all of the 
active minimum distances in the workspace.  It is formulated as: 
  [ ] ( ) 1
11
1
MN
AMDd pq
pq
G
MN
gf
==
Øø
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ºß ￿￿
& ,  (4.4) 
where M is the number of manipulator link cylispheres and N is the number of 
workspace obstacles.  The symbol  [ ] d pq G  represents the first order influence 
coefficient for the minimum distance between link cylisphere  p  and obstacle  q.  
When  1 AMD g  is large and positive, the minimum distances in the workspace are 
rapidly increasing on average.  One weakness of this criterion is that several 
minimum distance first derivatives can cancel one another due to averaging.   86 
4.3.2.3  Second Order Criteria 
Second order minimum distance criteria make use of both the first and 
second order geometric influence coefficients for minimum distance magnitudes, 
[ ] d G  and [ ] d H , that were developed in Chapter 3.  Two second order minimum 
distance criteria are: 
Smallest Minimum Distance Second Derivative (SMD2) 
The criterion,  2 SMD g , is associated with the second derivative of the smallest 
minimum distance in the workspace.  It is formulated as: 
  ( ) [ ] [ ]
2
2 2 min
T
SMDpqdd
d
dHG
dt
gfff ==+ &&&& ,  (4.5) 
where  [ ] d G  is the first order influence coefficient for the smallest minimum 
distance in the workspace, [ ] d H  is the second order influence coefficient for the 
smallest minimum distance in the workspace, and f &  and f &&  are vectors of system 
input velocities and accelerations.  When  2 SMD g  is large and positive, the smallest 
minimum distance in the workspace is rapidly increasing. 
Average Minimum Distance Second Derivative (AMD2) 
The criterion,  2 AMD g , is associated with the average second derivative for all of 
the active minimum distances in the workspace.  It is formulated as: 
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where M is the number of manipulator link cylispheres and N is the number of 
workspace obstacles.  The symbols  [ ] d pq G  and  [ ] d pq H  represent the first and 
second order influence coefficients for the minimum distance between link 
cylisphere  p  and obstacle  q.  When  2 AMD g  is large and positive, the minimum   87 
distances in the workspace are rapidly increasing on average.  One weakness of 
this criterion is that several minimum distance second derivatives can cancel one 
another due to averaging. 
4.3.3  ARTIFICIAL FORCE CRITERIA 
The idea of using artificial potentials and artificial forces for obstacle 
avoidance and path planning has been widely explored.  Literature in this area 
was presented in Chapter 1.  In this section criteria based on artificial forces are 
presented.  These criteria are presented in two subsections for zeroth and first 
order criteria.  Before the criteria are presented, the artificial force formulation 
used f or this research and force mapping using influence coefficients are 
discussed. 
4.3.3.1  Artificial Force Formulation 
The University of Texas Robotics Research Group has developed an 
explicit representation for artificial forces (essentially the gradient of an “artificial 
potential field”) that will be felt by a manipulator.  This representation is based on 
the closest points between a manipulator and obstacles.  Figure 4.1 shows a 
conceptual representation of the magnitude of the force with respect to the 
minimum distance.  If  p  is the closest point on a manipulator link and  q  is the 
closest point on an obstacle, then the magnitude of the artificial force between the 
link and the obstacle can be written as: 
  , 
pq mo
pqpq tom
pqpqpqpqpqpq o
pqpq
dd
FkFd  dd
dd
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where the symbols in the equation are defined as:   88 
•  pq k , a scaling factor known as an equivalent spring coefficient, 
•  pq z , a constant known as the nonlinear “spring” exponent, 
• 
t
pq F , a reference level potential force throughout the workspace, 
• 
o
pq d , the minimum approach distance at which the  pq F  reaches infinity, 
• 
m
pq d , the distance beyond which  pq F  is a constant threshold level 
t
pq F , 
•  – , the sign that determines whether  pq F  is attractive or repulsive, 
• 
pq d , the calculated minimum distance between a link and an obstacle. 
All of the above symbols except the actual minimum distance are user-defined 
scalars and can be modified at will to change the artificial potential structure in 
the workspace.  The vector associated with  pq F  is directed along the minimum 
distance line from q  to  p . 
Fpq
t
d pq
o
d pq
m
Fpq
d pq
 
Figure 4.1: The artificial potential as a function of  pq d  [Harden, Kapoor, and Tesar, 1999] 
4.3.3.2  Force Mapping 
Force mapping will be discussed in two sections.  First the mapping of 
artificial forces will be presented.  Then,  the associated derivatives for these 
mappings will be derived.   89 
4.3.3.2.1  Forces 
An example manipulator used to discuss force mapping is shown in Figure 
4.2.  The force magnitudes,  pq F , will be mapped to joint torques and end-
effector forces. 
p
q
fi
Fpq
Joint i
d pq
 
Figure 4.2:  Manipulator for deriving APF-based criteria [Harden, Kapoor, and Tesar, 1999] 
Recall from Chapter 3, the equation 
  [ ] d
d
dG
dt
f = & .  (4.8) 
For the minimum distance between  p  and q , Equation (4.8) can be rewritten for 
a single input,  i f , (where time considerations are eliminated) as 
  [ ]
i i
pqdi pq ddGd f = ,  (4.9) 
where  [ ]
i
d pq G  is the element of  [ ] d pq G  for joint i and 
i
pq dd  is the differential 
change in  pq d  due to joint i. Using the principle of virtual work, the following 
equation can be written such that 
 
i i
pqpqpqi Fddd tf = .  (4.10) 
The symbol 
i
pq t  is the portion of the torque about joint  i caused by  pq F .  
Substituting Equation (4.9) into Equation (4.10) yields 
  [ ]
i i
pqdipqi pq FGdd ftf = ,  (4.11) 
which can be rewritten as:   90 
  [ ]
i i
pqpqd pq FG t = .  (4.12) 
Generalizing Equation  (4.12) to include all the joints in a manipulator, the 
artificial joint torque,  pq t , due to the artificial force  pq F is 
  [ ]
T
pqpqd pq FG t = .  (4.13) 
The total artificial joint torque vector can now be written as 
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where M is the number of manipulator link cylispheres and N is the number of 
workspace obstacles. 
Once an artificial torque vector is determined, the torque can be 
transferred using the Jacobian matrix,  [ ] J , to get equivalent forces at the end 
effector of the manipulator.  The equation to perform this mapping is 
  [ ]
T
FJt
+
= ,  (4.15) 
where 
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for non-redundant robots, and 
  [ ] [ ][ ] ( ) [ ]
1 TT JJJJ
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=   (4.17) 
for redundant robots.  For a typical physical workspace, the equivalent 
force/torque vector at the end effector can be defined as: 
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4.3.3.2.2  Force Derivatives 
Force derivatives will be presented in t wo major steps.  First, the 
derivative of the artificial joint torque vector will be presented.  Then, the 
derivative of the artificial end-effector force/torque vector will be presented.  
Partial derivatives with respect to f  also are presented. 
Taking the derivative of Equation (4.13) results in 
  [ ] ( ) [ ] ( )
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ddd
FGGF
dtdtdt
t =+.  (4.19) 
Looking at the unknown terms in Equation  (4.19), one can develop the 
expressions 
  [ ] ( ) [ ] ( ) [ ]
TTT
ddd pqpqpq
d
GGH
dt
ff
f
¶
==
¶
&&   (4.20) 
and 
  ( )
( )
( )
[ ] 1 ,
 
0,otherwise.
pq
pq
mo
pqpq om
pqdpqpqpq pq o pq
pqpq
dd
kGd  dd d
F dd dt
z
z f +
￿ ￿￿ - ￿ ￿￿ ££ ￿ ￿￿ = ￿ ￿￿ - Łł ￿
￿ ￿
& m
  (4.21) 
Substituting Equations  (4.20) and (4.21) into Equation (4.19)8 and simplifying 
results in the expression 
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The derivative of the complete artificial torque vector can now be written as 
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8 Assuming the first case from Equation (4.21)   92 
where M is the number of manipulator link cylispheres and N is the number of 
workspace obstacles.  Eliminating time considerations from Equation (4.23), an 
expression can be written for 
t
f
¶
¶
 such that9 
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Once the artificial joint torque derivatives have been calculated, they can 
be transferred using the manipulator Jacobian and Hessian arrays, [ ] J  and [ ] H , 
to get equivalent force derivatives at the end effector of the manipulator.  A 
simpler (and opposite) version of Equation (4.15) is 
  [ ]
T
JF t = .  (4.25) 
Differentiating Equation (4.25) leads to the expression 
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Rearranging results in the expression 
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Further rearrangement and simplification leads to the desired expression10 
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9 The second case from Equation (4.21) causes the second term of Equation (4.24) to be zero. 
10 In the following two equations, the relation [ ]
T
HF  is a generalized multiplication operation 
that scales each nn ·  plane of [ ]
T
H  by multiplication with the appropriate scalar element of F  
and then adds all the planes together.  The result of this operation is a nn ·  matrix.  [ ]
T
H  is 
obtained by taking the transpose of each nn ·  plane of [ ] H .   93 
Eliminating time considerations from Equation  (4.28), one can also obtain the 
expression 
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4.3.3.3  Zeroth Order Criteria 
Based on the force mapping discussed in Section 4.3.3.2.1, a number of 
criteria can be defined.  Three simple criteria are [Harden and Tesar, 1997]: 
Artificial Joint Torque (AJT) 
The criterion,  AJT g , is a Euclidean norm of artificial torque at  the individual 
joints.  It is formulated as: 
  ( ) ( ) ( )
222
12 .... AJTn gtttt ==+++ .  (4.30) 
Note that  AJT g  should vary dramatically depending on the proximity of the 
manipulator to obstacles in its workspace. 
Artificial End Effector Force (AEEF) 
The criterion,  AEEF g , is a Euclidean norm of artificial forces at the end-effector.  It 
is formulated as: 
  ( ) ( ) ( )
222 xyz
AEEFee FFFF g ==++.  (4.31) 
Here,  AEEF g  is associated with the vector  ee F .  The direction of this vector 
indicates the direction the end-effector should be moved so that the manipulator 
best avoids obstacles. 
 
   94 
Artificial End Effector Torque (AEET) 
The criterion,  AEET g , is a Euclidean norm of artificial torque at the end-effector.  It 
is formulated as: 
  ( ) ( ) ( )
222 xyz
AEETee gtttt ==++.  (4.32) 
Here,  AEET g  is associated with the vector  ee t .  The direction of this vector 
indicates an axis that the end-effector should be rotated about to best increase the 
manipulator’s distance from obstacles. 
4.3.3.4  First Order Criteria 
Based on the force derivative mapping discussed in Section 4.3.3.2.2, a 
number of criteria can be defined.  The criteria presented here are derivatives of 
artificial force and torque magnitudes.  Three simple criteria are: 
Artificial Joint Torque Magnitude First Derivative (AJT1) 
The criterion,  1 AJT g , is the first derivative of the magnitude of the artificial joint 
torque vector.  It is formulated as: 
  ( ) 1122
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Large negative values of  1 AJT g  indicate that the artificial joint torque magnitude, 
t , is rapidly decreasing. 
Artificial End Effector Force Magnitude First Derivative (AEEF1) 
The criterion,  1 AEEF g , is the first derivative of the magnitude of the artificial end 
effector force.  It is formulated as: 
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xxyyzz
AEEFAEEF
ee
dFFFFFF
dt F
gg
++
==
&&&
.  (4.34)   95 
Large negative values of  1 AEEF g  indicate that the manipulator is quickly moving 
away from most obstacles and the magnitude of the artificial end effector force, 
ee F , is rapidly decreasing. 
Artificial End Effector Torque Magnitude First Derivative (AEET1) 
The criterion,  1 AEET g , is the first derivative of the magnitude of the artificial end 
effector torque.  It is formulated as: 
  1
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==
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.  (4.35) 
Large negative values of  1 AEET g  indicate that the manipulator is quickly moving 
away from most obstacles and the magnitude of the artificial end effector torque, 
ee t , is rapidly decreasing. 
4.3.4  OTHER CRITERIA POSSIBILITIES 
In addition to the criteria presented above, there are many other criteria 
possibilities.  These criteria can be based on a wide variety of tools.  Some of 
these tools include matrix norms and averages.  Furthermore, new criteria can also 
look at relative magnitudes between various minimum distances or artificial 
forces for the workspace.  For criteria based on artificial forces, new ways of 
mapping these forces could also lead to new criteria definitions.  Table 4.3 
presents some potential criteria that can be explored in the future. 
Also, tracking obstacle avoidance criteria does not require that these 
criteria be used as part of the decision making process.  These criteria values can 
also be used to indicate critical boundaries at which point the criteria will be 
added into those considered to resolve the manipulator redundancy.  Tracking   96 
simple criteria to determine critical boundaries is most likely since these criteria 
have a lower computational expense.  However, any valid criterion can be used to 
indicate a critical boundary. 
 
Proposed Criteria  Functionality 
1.  Ratio of 
F
T
ee
ee
 
This ratio might prove to be a useful guide for decision making.  
One question this should answer is: will simply changing the 
end effector orientation improve the obstacle avoidance status of 
the manipulator? 
2.  Maximums  Fee
max  and Tee
max   When  Fee  or  Tee  reach these values, operation of the 
manipulator should be completely stopped.  
3.  Relative magnitudes 
     Fee rel  and  Tee rel   
Tells how large  Fee and Tee are relative to the other forces 
in the system. 
4.  Relative magnitudes 
     Fee grav  and  Tee grav   
These criteria values are determined using a ratio between Fee 
and Tee and the gravity forces for both the manipulator and the 
payload. 
5.  Fee
pay ,  Fee
man, Tee
pay , and Tee
man  Separate  Fee and Tee into these four vectors: one for the payload 
and one for the manipulator.  Then in the obstacle avoidance 
algorithm, the importance of protecting the payload and/or 
protecting the manipulator can be individually weighted. 
6.  Norm of 
dF
d
ee
f
 and 
dT
d
ee
f
  
Watch these rates of change as a matrix norm for a guide to 
move away from obstacles in the most efficient manner possible 
(i.e. maximize the negative slope of this norm).   
7.  Max Influence Actuator  In criteria pair 6, watch which joint angle fi  has the most 
influence on the matrix norm and weight its control as most 
critical at each given instant.  For the actuator controlling the 
joint angle, is the actuator on the verge of its torque or speed 
limit, or does it have a lot in reserve? 
Table 4.3:  New obstacle avoidance criteria possibilities [Harden and Tesar, 1997]. 
4.4  Criteria Development Framework 
In Section  4.3, a few of the many criteria possibilities for obstacle 
avoidance were presented.  These criteria were based on minimum distances and 
artificial forces.  Position-level, first order, and second order criteria were 
presented.  All of these criteria fit into a framework for obstacle avoidance criteria   97 
development.  In addition to classifying current criteria, this framework provides 
a template for ongoing obstacle avoidance criteria development.  This framework 
breaks criteria development down into the following five areas: 
•  Criteria between one link and one obstacle, 
•  Criteria for all manipulator links and one obstacle, 
•  Criteria for combinations of multiple links and obstacles, 
•  End effector equivalent criteria, 
•  Criteria that couple obstacle avoidance with path planning and/or target 
acquisition goals. 
For each of the above development areas, position-level, first order, and second 
order criteria should be developed.  The overall goal of this development is to 
move toward effective obstacle avoidance that allows for multi-robot integration 
in a known work cell.  Table 4.4 categorizes the criteria (and some of their 
building blocks) from Section 4.3 in terms of the above framework.   
 
Category  Position  1
st Order  2
nd Order 
1 link/1 obstacle 
pq d ,  pq F  
pq
d
d
dt
, pq
d
F
dt
 
2
2 pq
d
d
dt
 
All links/ 1 obstacle 
& multi link/multi 
obstacle 
SMD g ,  AMDR g , 
AJT g  
1 SMD g ,  1 AMD g , 
1 AJT g  
2 SMD g ,  2 AMD g  
EE Equaivalent 
AEEF g ,  AEET g   1 AEEF g ,  1 AEET g   --- 
Couple w/ path 
plan, etc. 
---  ---  --- 
Table 4.4:  Criteria categorization in terms of development framework.   98 
4.5  Summary 
In this chapter, the obstacle avoidance algorithm for this research and 
criteria for use with this algorithm were presented.  First inverse kinematics and 
redundancy resolution techniques were discussed.  The technique used for this 
research is direct search, which was presented in some detail.  Next, criteria were 
presented.  The criteria fit into two major categories: those based on minimum 
distances and those based on artificial forces.  For the artificial forces, mappings 
to artificial joint torque and artificial end effector force/torque vectors were 
presented.  Derivatives of these mappings were also presented.  Next, other 
criteria uses and definitions were presented.  Finally, a framework for continued 
obstacle avoidance criteria development was presented, and the criteria presented 
in this chapter were categorized in terms of this framework.  99 
CHAPTER 5:  DEMONSTRATIONS 
5.1  Introduction 
In Chapter 3, influence coefficients for minimum distance magnitudes 
were developed.  Chapter 4 concentrated on the development of criteria for 
obstacle avoidance, many of which used the influence coefficients developed in 
Chapter 3.  In this chapter, three demonstrations of the developments in Chapters 
3 and 4 are presented.  The first demonstration uses a three degree of freedom 
(DOF) planar manipulator and focuses on using influence coefficients to track 
minimum distances and their higher order properties.  In the second 
demonstration, a six DOF manipulator is used and the artificial end-effector (EE) 
force and torque values are tracked.  In the final demonstration, a ten DOF 
manipulator is used.  The purpose of this demonstration is twofold: first to 
demonstrate how criteria can be used for obstacle avoidance, and second to 
provide some indication of the effectiveness of these criteria.   
The remainder of the chapter is laid out as follows.  First, the tools used to 
implement the demonstrations are presented.  Then, each demonstration is 
presented followed by a discussion of results from the demonstration.  The 
chapter concludes with a brief summary. 
5.2  Demonstration Tools 
The d emonstration applications are assembled using two major tools 
developed at the Robotics Research Group within The University of Texas.    100 
These are OSCAR, a generalized C++ library for robotics, and Roboworks©, a 
graphical simulation package. 
5.2.1  OSCAR 
The OSCAR (Operational Software Components for Advanced Robotics) 
C++ library was developed using object-oriented design, which allows for the 
various components of the library to be reused and extended into new application 
areas.  The library provides a generalized set of software components that can be 
used to build control software for any serial manipulator.  The core development 
domains in this library are forward and inverse kinematics, forward and inverse 
dynamics, and performance criteria.  Each of these domains contains a number of 
classes that encapsulate various approaches to kinematics or dynamics.  In 
addition to kinematics and dynamics, the OSCAR library also contains methods 
for file input and output, network communications, mathematical calculations, 
and interfacing with specific machines and input devices.  Additional advanced 
capabilities have also been developed.  These include obstacle avoidance, fault 
tolerance, deflection modeling, performance analysis, and motion planning. 
Kapoor and Tesar initially developed the OSCAR library [1996].  Since 
then, the methods in the library have been continuously expanded and improved 
[Rackers and Tesar, 1996] [Pryor, et. al., 1996] [Harden and Tesar, 1997] [Cocca 
and Tesar, 1999] [Pryor and Tesar, 1999] [Harden, Kapoor, and Tesar, 1999] 
[Cetin and Tesar, 1999] [Pryor and Tesar, 2002].  Figure 5.1 provides a graphical 
view of OSCAR’s capabilities. 
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Figure 5.1:  OSCAR capabilities [Pryor and Tesar, 2002]. 
5.2.2  ROBOWORKS© 
Roboworks© is a general graphical simulation package that was 
developed by Chetan Kapoor.  It was initially developed with robot simulation as 
its primary application, but can be used for a wide-ranging number of simulation 
purposes.  Roboworks© models can be controlled from a wide variety of 
computer applications using the integration interface called RoboTalk.  RoboTalk 
further uses TCP/IP, and as such can be used over a network.  Complete 
documentation and further details about Roboworks© are available on the Internet 
at www.newtonium.com.     102 
5.3  3 DOF Demonstration Description 
For this demonstration, a 3 DOF planar robot operates around three 
obstacles.  The manipulator and each obstacle are modeled exactly.  Collision 
prevention actively constrains the user from  commanding the manipulator to 
strike any of the obstacles.  The EE is commanded to trace a triangular path.  Over 
this path, the minimum distance magnitude and its first and second derivatives 
between the EE and the short cylispherical obstacle are tracked.  The derivatives 
are computed using the influence coefficients developed in Chapter 3.  Simulated 
joint velocities and accelerations are calculated using a time step of 0.00811.  In 
computing the EE path, maximum steps of 0.1 units or 0.5 degrees are used.  The 
3 DOF manipulator, the obstacles, and the commanded EE path are shown in 
Figure 5.2.  Data files describing the manipulator and workspace geometry and 
EE path can be found in the Appendix. 
 
                                                 
11 This time step is the  t D  term used in calculating simulated velocities and accelerations.   103 
 
Figure 5.2:  3 DOF manipulator demonstration environment and EE path. 
5.4  3 DOF Demonstration Results 
For this demonstration, collision prevention worked effectively.  If the 
manipulator was commanded to a position coinciding with an obstacle, the 
software refused to change the manipulator position and informed the user that a 
collision had been detected. 
Over the main triangular demonstration path, no collisions were 
commanded, and the software tracked the minimum distance magnitude between 
the EE and the short cylisphere.  Figure 5.3 shows a graph of this magnitude 
along with its first and second derivatives, which were computed using influence 
coefficients and simulated joint velocities and accelerations.   104 
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Figure 5.3: Minimum distance tracking between the EE and short cylisphere.
Manipulator configurations at each setpoint   105 
In Figure 5.3, the results are as expected.  Portions of the graph with a 
constant minimum distance magnitude result in zero velocities and accelerations 
associated with these distances.  Linearly changing minimum distance magnitudes 
result in an associated constant velocity and zero acceleration.  Sharp corners in 
the minimum distance magnitude curve cause instantaneous changes in the 
velocity and acceleration impulses.  Also, a few spot checks of the values in the 
graph indicate that the velocity and acceleration values correctly correspond to 
changes in the minimum distance values. 
Overall, this demonstration has shown that the influence coefficients, 
[ ] d G  and  [ ] d H , developed in Chapter 3 provide a useful tool for tracking 
distances and approach rates between manipulators and obstacles.  By testing in 
an extremely simple environment, the correctness of the results shown in Figure 
5.3 was easily verified. 
5.5  6 DOF Demonstration Description 
For this demonstration, a 6 DOF spatial manipulator moves among three 
obstacles arbitrarily located in space, a sphere, a cylisphere, and a quadrilateral 
plane.  The manipulator is modeled using four cylispheres.  Collision prevention 
is implemented as in the 3 DOF demonstration.  The major goal of this 
demonstration is to illustrate the artificial EE force and torque vectors and explore 
whether they can be used to kinesthetically guide teleoperation using a force 
reflecting manual controller to avoid obstacles (or by other decision-making 
procedures).     106 
For the demonstration, the EE of the manipulator is commanded through a 
figure-eight pattern in the middle of the three obstacles.  As the figure-eight is 
traced by the ‘X’ and ‘Y’ coordinates, they are further varied using a sinusoidal 
ripple.  Also, the vertical ‘Z’ coordinate is linearly varied.  After completing the 
figure-eight, the EE is then commanded along the negative ‘Y’ and ‘Z’ axes, 
while positively rotating about the ‘Z’ axis, to a final stopping point.  Artificial 
EE force and torque values are continuously tracked along this trajectory.  The 
distance at which each obstacle has an influence is 100.0 units12. 
Figure 5.4 shows the robot in its initial configuration.  The lighter (red) 
arrow at the EE shows the artificial force at this instant.  The darker (blue) arrow 
at the EE and the rotational arrow about this axis show the artificial torque at this 
instant.  The size and direction of these arrows indicate the relative magnitude and 
direction of each EE force and torque value.  Data files describing the manipulator 
and workspace geometry and EE path can be found in the Appendix. 
                                                 
12 For comparison, the overall reach of the manipulator is 111.0 units.   107 
 
Figure 5.4:  Initial 6 DOF manipulator configuration. 
5.6  6 DOF Demonstration Results 
Figure 5.5 illustrates two somewhat interesting configurations along the 
EE path.  Both of these configurations occur near the end of the demonstration 
(1530 setpoints in total), as the EE is moving down and back along the negative 
‘Y’ and ‘Z’ axes.  At setpoint 1323, the manipulator is positioned so that moving 
the EE in the negative ‘X’ direction or positively rotating about the ‘Z’ axis will 
decrease the artificial force and torque at the EE.  Continuing to move back and 
down and rotate about the ‘Z’ axis leads to setpoint 1507.  At this setpoint, 
negative rotations about the ‘X’ axis and moving along the negative ‘Y’ axis are 
the indicated actions.  However, negatively rotating about the ‘X’ axis will 
quickly lead to a singularity.  Moving in the negative ‘Y’ direction will actually   108 
increase the magnitude of the EE force that is felt.  This is because at the position 
shown, some of the individual forces on the links of the manipulator still oppose 
one another.  As the EE is move further in the negative ‘Y’ direction, these forces 
start adding to the magnitude of the force in this direction, and it increases.  If the 
artificial forces are used to provide kinesthetic feedback for teleoperation, they 
will oppose movement in the positive ‘Y’ direction.  However, such motion is 
required for the manipulator to be productive since this location is near the edge 
of the manipulator workspace. 
The graphs shown in Figure 5.6 show the artificial force and torque 
magnitudes and directions. In these graphs, it is interesting to note that the way in 
which the force and torque magnitudes vary has  essentially the same shape.  
However, the artificial EE torque values are much more volatile than the force 
values.  From the wide variations in both magnitude and direction over the course 
of the EE path, it is clear that these forces, as currently computed, would be 
difficult to use (by a nominally trained operator) for providing kinesthetic 
feedback to a force-reflecting manual controller. 
The major insight provided by this demonstration is that at each instant, 
the artificial force and torque values do  indicate a safe direction to move in.  
However, when the influences of multiple obstacles overlap, as they did in this 
demonstration, moving in the direction indicated by these forces may not be 
productive or necessary.  Rerunning the experimental path with a smaller, 5.0 unit 
influence for each obstacle resulted in force and torque values that did not vary as 
widely, but also provided useful kinesthetic feedback for teleoperation.   109 
Figure 5.5:  Two snapshots of artificial EE force/torque along the demo path. 
 
(a) Setpoint 1323 
 
(b) Setpoint 1507  110
Figure 5.6:  Artificial EE force and torque over the demonstration path.
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(a) EE force magnitude  (b) EE force direction 
0 500 1000 1500
0
500
1000
1500
2000
2500
3000
3500
4000
4500
Setpoint #
T
o
r
q
u
e
 
M
a
g
n
i
t
u
d
e
Torque Magnitude Over the 6 DOF Manipulator Path
 
0 500 1000 1500
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Setpoint #
U
n
i
t
 
D
i
r
e
c
t
i
o
n
s
Torque Unit Vector Over the 6 DOF Manipulator Path
Legend
-- x dir.
-- y dir.
-- z dir.
 
(c) EE torque magnitude  (d) EE torque direction   111 
5.7  10 DOF Demonstration Description 
The final demonstration developed for this research uses a 10 DOF 
manipulator moving among three obstacles, a sphere, a cylisphere, and a 
quadrilateral plane.  The robot is modeled using five cylispheres.  Using a 
simulated, completely cylispherical robot allows any uncertainty due to robot 
modeling to be eliminated from the demonstration.  Figure 5.7 provides a picture 
of the demonstration workspace with the robot in its initial configuration.  A 
second workspace with the same obstacle locations but smaller obstacles is also 
used.  The geometric parameters describing the manipulator and both sets of 
workspace obstacles are given in the Appendix. 
 
 
Figure 5.7:  10 DOF demo workspace with manipulator in initial configuration.   112 
For the demonstration, the manipulator is run through a reasonable, pre-
programmed EE path using each of the criteria one at a time.  The key features of 
the EE path involve reaching around the rectangular plane obstacle, reaching 
around the cylispherical obstacle, and reaching over t he top of the spherical 
obstacle.  In order to ensure that the redundant manipulator is capable of reacting 
to workspace obstacles, options were generated using joint perturbations of 1.0 
degree, while the maximum EE translation step is 0.1 units and the maximum EE 
orientation step is 0.5 degrees.  At each setpoint, the smallest minimum distance 
and the average minimum distance between the manipulator and the obstacles are 
recorded to allow for comparisons of the effectiveness of the individual criteria.  
Because the final cylisphere is being completely controlled by the EE commands, 
it is excluded from the smallest and average minimum distance calculations.  
Also, the calculation speed for each criterion (with no simulation or file output in 
the loop) is computed using a Dell™ Precision 340 workstation with an Intel 
Pentium 4, 2.2 GHz processor and 512 MB of RAM running the Microsoft 
Windows® 2000 operating system.  These times reflect calculating the criteria 
values for the twenty-one options that are generated at each time step.  In 
simulating velocity and acceleration, a time step of 0.008 seconds is used.  The 
pre-programmed EE path is documented in the Appendix.  Figure 5.8 shows 
various views of the manipulator completing the demonstration path. 
   113 
Figure 5.8:  Various views of the 10 DOF demonstration EE path 
 
 
(a) reaching around the plane   (b) translating from plane to cylisphere  
 
 
(c) reaching around cylisphere  (d) reaching over top of sphere   114 
5.8  10 DOF Demonstration Results 
The results of the simulation runs are discussed in two sections.  First, 
calculation speed results are presented.  Then manipulator performance results are 
presented and discussed. 
5.8.1  CALCULATION SPEEDS 
The calculation speeds for using each individual criterion are presented in 
Table 5.1.  All of the criteria, except those that use second order influence 
coefficients, have acceptable calculation speeds for real-time system operations.  
The criteria that use second order influence coefficients all have calculation 
speeds below 30 h ertz, which was identified in Chapter 4 as the minimum 
allowable speed for real-time system operation, and therefore cannot currently be 
used for real-time system operation.  However, certain heuristics and/or changes 
to the workspace could make these criteria usable.   
For the demonstration environment, criterion calculations for each option 
consist of calculating fifteen minimum distances and associated [ ] d G  and [ ] d H  
values (if needed for a particular criterion) plus additional calculations specific to 
a particular criterion.  Also, at each setpoint, twenty-one options are calculated.  
Therefore, reducing the number of options considered at each setpoint or reducing 
the number of minimum distances considered in a workspace can reduce criterion 
calculation times.  However, the second alternative is unlikely since the 
demonstration workspace is already quite simple.  The criterion with the slowest 
calculation speed,  1 AEEF g , has a corresponding calculation speed of 41.118 hertz 
for a single option.  This time is above the minimum speed for real-time   115 
operation, but is still too low for a realistic number of options to be considered.  
Nonetheless, with the rapid, ongoing increase in affordable computational speeds, 
the criteria that use second-order influence coefficients should be usable for real-
time applications in the near future.  For example, if computational speeds 
increase by twenty-five times13, the slowest criterion will compute at a rate of 
48.950 hertz for the same demonstration, well above the minimum requirement 
for real-time operation.  Such a speed increase will allow the fastest criterion to 
simultaneously run in real-time with fifty other criteria that have the same 
computational requirements.  In the meantime, the criteria that use second-order 
influence coefficients could be calculated/considered once every few setpoints to 
achieve near real-time operational speeds. 
 
Criterion  Calculation Speed (Hz)  Criterion  Calculation Speed (Hz) 
SMD g   64.007 
AJT g   63.264 
1 SMD g   63.365 
1 AJT g   2.059 
2 SMD g   2.079 
AEEF g   32.002 
AMD g   64.000 
1 AEEF g   1.958 
1 AMD g   63.365 
AEET g   31.974 
2 AMD g   2.106 
1 AEET g   2.029 
Table 5.1:  Criteria calculation speeds for the demo (21 options considered). 
5.8.2  MANIPULATOR PEFORMANCE 
For the chosen pre-programmed EE path, the manipulator successfully 
completed the entire path using each criterion by itself for five of the twelve 
criteria tested.  Simulation runs using the other seven criteria resulted in a failure 
                                                 
13 Expected by the year 2010.   116 
at some point along the path.  Sometimes pausing at the failure point to allow for 
self-motion (i.e. reconfigure the manipulator without moving the EE) solved the 
problem. At other times, the criterion was in a local minimum and pausing did not 
help.  Using the workspace with smaller obstacles allowed for path completion for 
some of the failing criteria.  The overall performance of the manipulator using 
each individual criterion is summarized in Table 5.2. 
 
Criterion  Performance Summary 
SMD g   Completed both paths, 5200 setpoints. 
1 SMD g   Completed both paths, 5200 setpoints. 
2 SMD g   Completed both paths, 5200 setpoints. 
AMD g   Completed both paths, 5200 setpoints. 
1 AMD g   Failed after 4541 setpoints, near the sphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles. 
2 AMD g   Failed after 4538 setpoints, near the sphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles. 
AJT g   Failed after 446 setpoints near the plane.  Self-motion did not solve 
the problem indicating a local minimum.  Also, failed using the 
workspace with smaller obstacles. 
1 AJT g   Completed both paths 
AEEF g   Failed after 451 setpoints near the plane.  Self-motion of 60 setpoints 
allowed for path completion.  Completed the path using the 
workspace with smaller obstacles. 
1 AEEF g   Failed after 500 setpoints near the plane.  Self-motion of 25 setpoints 
allowed for path completion.  Completed the path using the 
workspace with smaller obstacles. 
AEET g   Failed after 4666 setpoints near the sphere.  Self-motion of 20 
setpoints allowed for path completion.  Also, failed using the 
workspace with smaller obstacles. 
1 AEET g   Failed after 3063 setpoints near the cylisphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles 
Table 5.2:  Overall 10 DOF manipulator performance for the demonstration path.   117 
In order to compare the performance of the manipulator for the multiple 
test runs using each criterion individually, some means of measuring this 
performance in terms of obstacle avoidance had to be chosen.  Even though they 
are closely related to several of the criteria, the two measures of obstacle 
avoidance performance that were chosen were the average minimum distance and 
the smallest minimum distance between the manipulator and obstacles.  During 
each demonstration run, each of these measures was output to a data file for later 
analysis.  Figures 5.9 to 5.13 show these measures for each of the criteria tested.  
In the graphs, larger average and smallest minimum distances indicate better 
performance at a given instant.  Average and smallest minimum distance values 
for simulation runs using related criteria (i.e. zero, first and second order criteria) 
are plotted on the same graph.  For criteria that failed to complete the EE path 
(5200 setpoints), the plot terminates at the failure point. 
 118
Figure 5.9: Smallest Minimum Distance (SMD) criteria comparisons.
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Figure 5.10: Average Minimum Distance (AMD) criteria comparisons.
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Figure 5.11: Artificial Joint Torque (AJT) criteria comparisons.
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Figure 5.12: Artificial EE Force (AEEF) criteria comparisons.
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Figure 5.13: Artificial EE Torque (AEET) criteria comparisons.
0 500 1000 1500 2000 2500 3000 3500 4000 4500
22
24
26
28
30
32
34
36
38
40
Setpoint #
A
v
e
r
a
g
e
M
i
n
i
m
u
m
D
i
s
t
a
n
c
e
Comparison of Zeroth and First Order AEETCriteria
Legend
γAEET
γAEET1
(a) Average minimum distance
0 500 1000 1500 2000 2500 3000 3500 4000 4500
0
5
10
15
20
25
Setpoint #
S
m
a
l
l
e
s
t
M
i
n
i
m
u
m
D
i
s
t
a
n
c
e
Comparison of Zeroth and First Order AEETCriteria
Legend
γAEET
γAEET1
(b) Smallest minimum distance  123 
From Figures 5.9 to 5.13, it is obvious that there is no clear advantage for 
any single criterion over the EE path.  Also, there is no overall advantage for 
criteria that use higher order properties when compared with simple position (zero 
order) criteria.  Each order of criterion, even those that quickly fail, provides 
better performance in terms of average and smallest minimum distances over 
some portion of the demonstration path.  The best case where first order 
information improves manipulator operation is shown in Figure 5.11.  The zeroth 
order criterion,  AJT g , fails after 446 setpoints of the EE path when it gets trapped 
in a local minimum.  The first order criterion,  1 AJT g , which uses both zeroth and 
first order information, avoids a local minimum and successfully completes the 
entire EE path.  However, the opposite scenario is shown in Figure 5.13.  The first 
order criterion,  1 EET g , fails on a portion of the path where the zeroth order 
criterion,  EET g , succeeds. 
Figures 5.14 and 5.15 compare the average performance of the 
manipulator over the EE demonstration path for those criteria that successfully 
complete the entire path in the workspace with the largest obstacles.  From these 
graphs, the zeroth order criterion,  AMD g , performs the best on average for the 
entire EE path.  However, the results from this simulation are somewhat 
inconclusive.  Changing the locations of workspace obstacles or commanding a 
different but still demanding EE path could easily change the overall results.   
   124 
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Figure 5.14:  Average average minimum distance values for criteria. 
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Figure 5.15:  Average smallest minimum distance values for criteria. 
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Two general observations from the various simulation runs are that the 
observed joint-space paths for each run varied widely (especially for different 
types of criteria) and that the SMD criteria often work best when the manipulator 
is extremely close to obstacles because these criteria (by definition) focus on the 
link and obstacle of greatest concern.  In practical use, one possible scheme that 
could be employed in the short term is to use the simplest obstacle avoidance 
criterion at all times until it fails, and then switch to different (more complex) 
criteria to attempt to escape from the failure point of the simple criterion. 
Despite the inconclusive nature of the 10 DOF demonstration for finding a 
‘best’ criterion, the demonstration does reinforce a very important result.  It 
showed all of the criteria presented in Chapter 4 to be (at least somewhat) suitable 
for use in manipulator obstacle avoidance.  It also showed that in some situations 
criteria that use higher-order properties can improve manipulator performance.  In 
general, the higher-order properties are to be used to predict rapid changes in the 
more useful lower-order properties. 
The 10 DOF demonstration also points to a need for further in-depth study 
in the future.  Such a study should keep in mind the criteria development 
framework presented in Chapter 4.  Areas that must be looked at include: 
•  Identify strengths and weaknesses of individual criteria. 
•  Look at the types of situations that cause local minima for the various 
criteria. 
•  Consider dependencies between option generation and criteria.   126 
•  Determine how system velocities and accelerations affect which criteria to 
use. 
•  Consider how to best use various combinations of criteria.   
•  Identify when the use of higher order criteria is helpful and develop a 
scheme for switching between or fusing criteria values for decision-
making. 
The above focus areas should lead to the development of a comprehensive 
obstacle avoidance decision-making structure in which lower and higher order 
properties are seamlessly combined.  The minimum distance magnitude influence 
coefficients developed in this research should prove themselves a valuable tool in 
developing this decision-making structure. 
5.9  Summary 
This chapter focused on the demonstration of the minimum distance 
magnitude influence coefficients presented in Chapter 3 and the obstacle 
avoidance criteria presented in Chapter 4.  First the OSCAR C++ robotics library 
and Roboworks© simulation package were briefly discussed.  Then three 
demonstrations were presented.  A demonstration using a 3 DOF planar robot 
highlighted the use of influence coefficients to track minimum distance rates of 
change.  A 6 DOF spatial robot demonstration focused on whether artificial end-
effector force and torque values can be effectively used to kinesthetically guide 
teleoperation using a force reflecting manual controller.  This demonstration 
showed that such feedback is useful if the influences of multiple obstacles do not 
overlap very much.  The main demonstration, using three obstacles and a 10 DOF   127 
robot modeled with five cylispheres, looked at using criteria to perform 
manipulator obstacle avoidance.  Calculation speed and manipulator performance 
results were presented and discussed.  The 10 DOF demonstration results showed 
all of the criteria developed in Chapter 4 to be (at least somewhat) effective for 
obstacle avoidance.  They also showed that in some situations criteria that use 
higher-order properties can improve manipulator performance.  However, the 
results indicated no universally clear advantage (or disadvantage) among the 
various criteria tested.  Therefore further study areas were suggested for the 
future. 
Overall, the demonstrations in this chapter have shown that the influence 
coefficients developed in Chapter 3 and the criteria based on them developed in 
Chapter 4 are useful for obstacle avoidance in certain situations.  However, this 
chapter should be considered to have just begun to show how to use the minimum 
distance magnitude influence coefficients,  [ ] d G  and  [ ] d H .  These influence 
coefficients make the higher-order properties of minimum distance magnitudes 
easily available.  Minimum distance higher-order properties can now be used as 
predictive tools for decision making much like velocity and acceleration are 
currently used in common dynamic phenomena such as vibrations and control.  
For example, given the current position, velocity, and acceleration of a car, one 
can predict the location of this car in the future and make decisions about whether 
its operation is safe or marginal in terms of these properties.  In much the same 
manner, knowledge of the higher order properties of minimum distance 
magnitudes can be used to predict the future obstacle avoidance state of a   128 
manipulator system and aid in making intelligent motion planning decisions.  
However, such decisions are based on more than just the predicted future state of 
the system.  Other factors must be combined with such predictions to reach an 
intelligent decision. 
The problem of combining various factors to make a decision is known as 
criteria fusion and is an ongoing research area.  The availability of minimum 
distance higher order properties helps to  enable criteria fusion for obstacle 
avoidance.  Using these criteria as predictive tools will allow a user to decide 
which of the many obstacle avoidance criteria are currently important and should 
be considered.  Furthermore, higher order properties (and  criteria) improve 
decision-making by enabling a user to differentiate between options that appear 
equal using only position-level criteria.  Thus, a user can choose a current state 
that also facilitates an improved long-term obstacle avoidance state and will 
therefore improve overall system performance.  Finally, monitoring minimum 
distance higher order properties should also improve system performance when 
coupling obstacle avoidance with other manipulator motion-planning goals by 
allowing an operator to intelligently prioritize obstacle avoidance requirements at 
each instant as compared to these other goals.  Some of these goals might include 
avoiding joint limits, maximizing stiffness in a given direction, and maintaining 
the mathematical health of the various kinematics and dynamics computations.  
All this leads to an improved man-machine interface potentially making it 
possible to skill the operator in real time and therefore improving the ability to 
train operators to use this technology.   129 
Combining criteria together for decision-making leads to the overall goal 
of developing a comprehensive decision-making structure for all aspects of 
manipulator motion planning.  As discussed above, minimum distance higher 
order properties improve the intelligence of decision-making for obstacle 
avoidance.  However, most complex decisions are currently left to the human 
operator.  For example, obstacle avoidance, as presented in this research, focuses 
on the problem of assisting an operator to avoid obstacles with a redundant robot 
controlled via teleoperation.  In this scenario, the majority of the responsibility for 
correct system operation is still left to the human operator who must manually 
direct the EE motion of the manipulator (based on the feedback of the artificial 
forces felt by the operator if a force-reflecting manual controller is being used) 
and who also chooses which criteria to use for obstacle avoidance.  A more 
comprehensive decision-making structure will instead allow the operator to 
specify a task and then take over nearly all aspects of decision-making for task 
completion (path planning, obstacle avoidance, etc.) and thus place the operator in 
more of an oversight role.  In order to successfully automate complex decision-
making, knowledge of the higher order properties of a system is required.  The 
minimum distance magnitude influence coefficients developed in this research 
complete the foundation for intelligent obstacle avoidance decision-making and 
will allow for obstacle avoidance and path planning to be incorporated into such 
an automated decision-making structure. 
The larger question is how to integrate these improved obstacle avoidance 
criteria into the full decision-making structure for dexterous mechanical systems.    130 
From long experience, we know that the fusion of 30 to 50 general operational 
criteria (which are highly nonlinear, not all independent, not fully defined as to 
their physical meaning, frequently very volatile, etc.) is not only very difficult; it 
requires substantial computational resources.  By the year 2010, it is expected this 
resource will expand by twenty-five times, making the criteria fusion problem 
more tractable and manageable.  All indications are that every device will be 
needed to make this work reliably and predictably using the simplest devices first.  
This means using the human judgment as a dominant tool (which this report 
concentrated on) and then slowly moving towards more internal (semi-
autonomous) decision-making structures, which can ‘learn’ from experience.  Soft 
computing techniques are now emerging and may prove effective by the year 
2010.  Solving this decision-making problem will enable the generalization of an 
open architecture for intelligent machines  – a necessary step to revitalize the 
discipline of mechanical engineering.  131 
CHAPTER 6:  SUMMARY AND CONCLUSIONS 
6.1  Introduction 
In this report, i nfluence coefficients for minimum distance magnitudes 
were developed for three simple primitives.  Analytic, second-order influence 
coefficients were presented for the first time, and first-order influence 
coefficients, which had been previously presented, were developed in a more 
rigorous manner.  These coefficients were then demonstrated as viable tools for 
use in manipulator obstacle avoidance. 
This chapter provides a summary of this report.  Following the summary, 
the accomplishments of this research are presented.  Finally, recommendations for 
future obstacle avoidance research are presented. 
6.2  Summary 
In the following sections, the key results from the first five chapters are 
summarized. 
6.2.1  INTRODUCTION, LITERATURE, AND RESEARCH OBJECTIVES 
In Chapter 1, a b rief introduction to the obstacle avoidance problem is 
presented.  Also, definitions of terms ‘path planning’ and ‘obstacle avoidance’ are 
given.  The term ‘path planning’ usually refers to the creation of an overall 
motion plan from a start to a goal location.  The term ‘obstacle avoidance’ refers 
to modifying a predetermined path plan in real time to avoid unforeseen obstacles 
or determining a configuration (C) space (or joint-space) motion plan that avoids   132 
obstacles in real time given a known motion plan in end-effector (EE) space (this 
type of obstacle avoidance is used most for teleoperation of redundant 
manipulators).  Differences between these two terms are highlighted.  Because 
obstacle avoidance shares many ideas and techniques with path planning, 
literature from both areas is discussed. 
Path planning and obstacle avoidance literature presents algorithms that 
can be roughly broken down into four major techniques: skeletons, cell 
decomposition, potential fields, and mathematical programming [Hwang and 
Ahuja, 1992].  The key features of these techniques are summarized in Table 6.1.  
Many of the major developments for each of these techniques were discussed in 
Chapter 1. 
 
Approach  Features 
Skeleton  Feasible motions are mapped onto a network of one-
dimensional lines.  Motion planning problem becomes a graph-
searching problem. 
Cell 
Decomposition 
The workspace is decomposed into simple cells with known 
adjacency relationships.  The path from start to goal is then 
formed using a sequence of connected cells. 
Potential Fields  A potential is constructed throughout the workspace.  The robot 
then seeks the point of lowest potential. 
Mathematical 
Programming 
An optimization problem is solved to find a path from start to 
goal.  Inequality constraints are used to eliminate forbidden 
regions. 
Table 6.1:  Major approaches to the motion-planning problem. 
Chapter 1 also presented the major objectives of the research presented in 
this report.  These objectives are to gain an improved understanding (especially of 
the geometry) of the obstacle avoidance problem and to add to the tools available   133 
for solving this problem.  To achieve these objectives, the following tasks were 
laid out: 
•  To carefully analyze distance functions and their higher-order properties, 
•  To rigorously  develop first and second order influence coefficients for 
minimum distance magnitudes in order to isolate the geometry of the 
distance functions from system inputs, 
•  To develop new criteria for obstacle avoidance that make use of the 
higher-order properties of distance functions, 
•  To test current and newly developed criteria in an open architecture 
software simulation to demonstrate their effectiveness for obstacle 
avoidance. 
6.2.2  MODELING AND DISTANCE CALCULATION 
In Chapter 2, modeling and distance calculation was presented.  A brief 
review of this literature was presented.  Then, the models and distance calculation 
expressions used for this research were presented. 
For this research, cylispheres14 are used to model manipulators, while 
spheres, cylispheres, and quadrilateral planes are used to model obstacles.  Each 
of these primitives is represented by its ‘skeleton’ and an associated radius or 
thickness.  These ‘skeletons’ are represented by a center point for a sphere, two 
endpoints for a cylisphere, and three points for a quadrilateral plane15. 
The minimum distance between a cylisphere with endpoints,  1 P  and  2 P , 
and a sphere with a center point,  3 P , can be calculated as given below.  If point  4 P  
                                                 
14 Cylispheres are cylinders with hemispherical ends. 
15 The fourth point of the quadrilateral is calculated based on the location of the other three points.   134 
is a point on the shortest distance line between the sphere and cylisphere, then the 
location of point  4 P  can be calculated as 
  ( ) 4121 PPPPt =+- ,  (6.1) 
where 
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The zero-radius minimum distance, d , between the cylisphere and the sphere is 
  43 dPP =-,  (6.4) 
and the magnitude of this minimum distance,  d , is 
  ( ) ( ) 434343 dPPPPPP =-=-- g .  (6.5) 
If the sphere and cylisphere actually have radii, these can be subtracted from the 
minimum distance magnitude,  d , calculated in Equation  (6.5) to obtain the 
actual minimum distance magnitude. 
Similarly, the minimum distance between two cylisphere with endpoints, 
1 P ,  2 P  and  3 P ,  4 P  respectively, can be calculated as given below.  If points  5 P  
and  6 P  are points on the shortest distance line between the two cylispheres, then 
potential locations of these points can be calculated as 
  ( ) 512111 PPPPt =+- ,  (6.6) 
and 
  ( ) 634322 PPPPt =+- ,  (6.7)   135 
where 
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Values for  1 t  and  2 t  are calculated as 
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where  1221 PPP =-  and  3443 PPP =-.  The terms  A and B  are calculated as 
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A potential zero-radius minimum distance, d , between the two cylispheres is 
  56 dPP =-,  (6.12) 
and the magnitude of this potential minimum distance,  d , is 
  ( ) ( ) 565656 dPPPPPP =-=-- g .  (6.13) 
If  111 tt =  and  222 tt = , then the value calculated in Equation (6.13) is correct.  
However, if  111 tt „  or  222 tt „ , the algorithm for calculating the minimum distance 
between a cylisphere and a sphere must be used with each of the cylisphere 
endpoints,  1 P ,  2 P ,  3 P , and  4 P  representing the sphere.  Then, the smallest of the 
five minimum distance magnitudes calculated is chosen along with its respective 
5 P  and  6 P  coordinates.  Finally, the radii of the two cylispheres are subtracted   136 
from the chosen minimum distance magnitude to get the true minimum distance 
magnitude value. 
The minimum distance between a cylisphere with endpoints,  1 P  and  2 P , 
and a quadrilateral plane represented by points,  3 P ,  4 P ,  5 P  and  6 P , can be 
calculated as given below.  First the unit vectors  ˆ r ,  ˆ s , and  ˆ n, associated with the 
plane must be calculated.  The unit vector  ˆ r  is calculated as 
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Then,  ˆ n can be calculated as 
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Finally,  ˆ s  can be calculated as 
  ˆˆˆ snr =·.  (6.16) 
Once these unit vectors are known, the projections of points  1 P  and  2 P  onto the 
plane can be calculated as 
  ( ) ( ) 713133 ˆˆ PPPrPPsP =-+-+ gg   (6.17) 
and 
  ( ) ( ) 823233 ˆˆ PPPrPPsP =-+-+ gg .  (6.18) 
A potential minimum distance magnitude,  d , can then be calculated as 
  ( ) 1728 min, dPPPP =-- .  (6.19) 
If the obstacle is an infinite plane, then the result in Equation (6.19) is correct and 
no further calculation is needed.  Otherwise, checks must be made to insure that 
the potential obstacle witness point is inside the quadrilateral,  3465 PPPP, and the 
endpoints of the cylisphere,  1 P  and  2 P , are on the same side of the plane.  If these   137 
checks are satisfied, the radius of the cylisphere and the thickness of the plane are 
subtracted from the minimum distance magnitude to get the true minimum 
distance magnitude value.  If the checks are not satisfied the distance calculation 
method for two cylispheres must be used to get the correct minimum distance. 
6.2.3  INFLUENCE COEFFICIENT DERIVATION 
Chapter 3 contains the key contribution of this research.  There, first and 
second order influence coefficients for minimum distance magnitudes, [ ] d G  and 
[ ] d H , are rigorously developed.  The second-order coefficients provide a 
previously unavailable tool to use in solving the obstacle avoidance problem.  In 
addition to developing expressions for  [ ] d G  and  [ ] d H  for the modeling 
primitives used for this research, a general method to use for similar derivations 
for new modeling primitives was presented.  Also, comparisons were made 
between calculating  [ ] d H  values analytically or calculating them using finite 
differences.  These comparisons led to the conclusion that calculating  [ ] d H  
values using finite differencing gives acceptable results for applications that 
maintain the symmetry exhibited by the expression  [ ]
T
d H ff && .  However, 
individual, off-diagonal elements,  [ ] d ij H , of the  [ ] d H  matrix have large errors 
when using this technique.  Therefore, finite differencing should not be used for 
applications that do not maintain this symmetry.  The derived expressions to 
analytically calculate [ ] d G  and [ ] d H  are summarized in Table 6.2. 
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Table 6.2:  Summary of expressions for [ ] d G  and [ ] d H  
6.2.4  OBSTACLE AVOIDANCE ALGORITHM AND CRITERIA DEVELOPMENT 
In Chapter 4, the obstacle avoidance algorithm used for this research was 
presented, and the obstacle avoidance criteria for use in this algorithm were 
developed.  Additionally, several potential criteria that were not implemented but 
may prove useful in the future were identified.  Also, an overall framework for 
obstacle avoidance criteria development was discussed.   140 
The obstacle avoidance algorithm used for this research is based on direct 
search criteria-based inverse kinematics for a redundant manipulator.  Direct 
search criteria-based inverse kinematics can be broken into two major steps.  The 
first step is the generation of a set of joint solutions (henceforth referred to as 
options) that satisfy a specified end-effector constraint.  These options constitute 
the null-space of the robot.  The second step is the evaluation of each option based 
upon a criterion or a set of criteria.  This results in a ranking of the options.  The 
‘best’ option is then chosen as the inverse solution.   
There are a number of different methods for generating options, but the 
one used for this research is to perturb any or all joints of the manipulator as 
desired, set this perturbed location as the current position, and then use a pseudo-
inverse to satisfy end-effector constraints.  Because using a pseudo-inverse 
minimizes joint velocities, the option generated will be the solution nearest the 
perturbed location that satisfies end-effector constraints.  The concept of a hyper-
cube is used to represent joint space perturbations. 
The criteria developed for obstacle avoidance are based on either 
minimum distances between manipulator links and workspace obstacles or 
artificial forces defined from the minimum distances.  The artificial force criteria 
also involve mappings to various points on the manipulator.  Table 6.3 
summarizes the criteria defined in Chapter 4. 
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Table 6.3:  Summary of defined criteria.   142 
The criteria in Table 6.3 along with any future criteria to be developed fit 
into a framework for obstacle avoidance criteria development.  This framework 
breaks criteria development down into the following five areas:  
•  Criteria between one link and one obstacle, 
•  Criteria for all manipulator links and one obstacle, 
•  Criteria for combinations of multiple links and obstacles, 
•  End effector equivalent criteria, 
•  Criteria that couple obstacle avoidance with path planning and/or target 
acquisition goals. 
For each of the above development areas, position-level, first order, and second 
order criteria should be developed.  The overall goal of this development is to 
move toward effective obstacle avoidance that allows for multi-robot integration 
in a known work cell. 
6.2.5  DEMONSTRATIONS 
In Chapter 5, three demonstrations of the minimum distance magnitude 
influence coefficients presented in Chapter 3 and the obstacle avoidance criteria 
presented in Chapter 4 were presented.  These demonstrations were developed 
using OSCAR, a generalized C++ library for robotics, and Roboworks©, a 
graphical simulation package.  The first demonstration, using a 3 DOF planar 
robot, highlighted the use of influence coefficients to track minimum distance 
rates of change as the EE traced a triangular path.  Figure 6.1 provides a picture of 
the 3 DOF demonstration workspace. 
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Figure 6.1:  3 DOF manipulator demonstration environment and EE path. 
The second demonstration featured a 6 DOF spatial robot and focused on 
whether artificial end-effector force and torque values can be effectively used to 
kinesthetically guide teleoperation using a force reflecting manual controller.  
This demonstration showed that such feedback is useful if the influences of 
multiple obstacles do not overlap very much.  A picture of this workspace and the 
associated artificial EE force and torque is shown in Figure 6.2.  In the figure, the 
lighter (red) arrow represents force and the darker (blue) arrow and rotation arrow 
represent torque. 
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Figure 6.2:  A snapshot of artificial EE force/torque along the 6 DOF demo path. 
The main demonstration, using three obstacles and a 10 DOF robot 
modeled with five cylispheres, looked at using criteria to perform manipulator 
obstacle avoidance.  The demonstration consisted of running a 10 DOF 
manipulator through a reasonable, pre-programmed EE path among obstacles 
using each of the criteria one at a time.  At each setpoint along the path, the 
smallest minimum distance and the average minimum distance between the 
manipulator and the obstacles were recorded to a llow for comparisons of the 
effectiveness of the individual criteria.  Figure 6.1 provides a picture of the 
demonstration workspace with the robot in its initial configuration. 
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Figure 6.3:  10 DOF demo workspace with manipulator in initial configuration. 
After the 10 DOF demonstration runs, calculation speed and manipulator 
performance results were presented and discussed.   
The calculation speeds for using each individual criterion are presented in 
Table 6.4.  All of the criteria, except those that use  second order influence 
coefficients, have acceptable calculation speeds for real-time system operations.  
The criteria that use second order influence coefficients cannot currently be used 
for real-time system operation.  However, certain heuristics and/or changes to the 
workspace could make these criteria usable at near real-time operational speeds. 
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Criterion  Calculation Speed (Hz)  Criterion  Calculation Speed (Hz) 
SMD g   64.007 
AJT g   63.264 
1 SMD g   63.365 
1 AJT g   2.059 
2 SMD g   2.079 
AEEF g   32.002 
AMD g   64.000 
1 AEEF g   1.958 
1 AMD g   63.365 
AEET g   31.974 
2 AMD g   2.106 
1 AEET g   2.029 
Table 6.4:  Criteria calculation speeds for the demo (21 options considered). 
For the chosen pre-programmed EE path, the manipulator successfully 
completed the entire path using each criterion by itself for five of the twelve 
criteria tested.  Simulation runs using the other seven criteria resulted in a failure 
at some point along the path.  Sometimes pausing at the failure point to allow for 
self-motion (i.e. reconfigure the manipulator without moving the EE) solved the 
problem. At other times, the criterion was in a local minimum and pausing did not 
help.  Using a workspace with smaller obstacles allowed for path completion for 
some of the failing criteria.  The overall performance of the manipulator using 
each individual criterion is summarized in Table 6.5. 
In addition to whether the EE path was completed, manipulator 
performance was also measured based on the average minimum distance and the 
smallest minimum distance between the manipulator and obstacles.  Figures 6.4 
and 6.5 compare the average performance of the manipulator over the EE 
demonstration path for those criteria that successfully complete the entire path in 
the workspace with the largest obstacles.  From these graphs, the zeroth order 
criterion,  AMD g , performs the best on average for the entire EE path.  However,   147 
the results from this simulation are somewhat inconclusive.  Changing the 
locations of workspace obstacles or commanding a different but still demanding 
EE path could easily change the overall results.   
 
Criterion  Performance Summary 
SMD g   Completed both paths, 5200 setpoints. 
1 SMD g   Completed both paths, 5200 setpoints. 
2 SMD g   Completed both paths, 5200 setpoints. 
AMD g   Completed both paths, 5200 setpoints. 
1 AMD g   Failed after 4541 setpoints, near the sphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles. 
2 AMD g   Failed after 4538 setpoints, near the sphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles. 
AJT g   Failed after 446 setpoints near the plane.  Self-motion did not solve 
the problem indicating a local minimum.  Also, failed using the 
workspace with smaller obstacles. 
1 AJT g   Completed both paths 
AEEF g   Failed after 451 setpoints near the plane.  Self-motion of 60 setpoints 
allowed for path completion.  Completed the path using the 
workspace with smaller obstacles. 
1 AEEF g   Failed after 500 setpoints near the plane.  Self-motion of 25 setpoints 
allowed for path completion.  Completed the path using the 
workspace with smaller obstacles. 
AEET g   Failed after 4666 setpoints near the sphere.  Self-motion of 20 
setpoints allowed for path completion.  Also, failed using the 
workspace with smaller obstacles. 
1 AEET g   Failed after 3063 setpoints near the cylisphere.  Self-motion did not 
solve the problem indicating a local minimum.  Also, failed using 
the workspace with smaller obstacles 
Table 6.5:  Overall 10 DOF manipulator performance for the demonstration path.   148 
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Figure 6.4:  Average average minimum distance values for criteria. 
 
9
9.5
10
10.5
11
11.5
12
12.5
SMD AMD AJT
Zeroth  Order
First Order
Second Order
 
Figure 6.5:  Average smallest minimum distance values for criteria.   149 
Despite the inconclusive nature of the 10 DOF demonstration for finding a 
‘best’ criterion, the demonstration does reinforce a very important result.  It 
showed all of the criteria presented in Chapter 4 to be (at least somewhat) suitable 
for use in manipulator obstacle avoidance.  It also showed that in some situations 
criteria that use higher-order properties can improve manipulator performance.  In 
general, the higher-order properties are to be used to predict rapid changes in the 
more useful lower-order properties. 
  The 10 DOF demonstration also points to a need for further in-depth 
study in the future.  Such a study should keep in mind the criteria development 
framework presented in Chapter 4.  Areas that must be looked at include: 
•  Identify strengths and weaknesses of individual criteria. 
•  Look at the types of situations that cause local minima for the various 
criteria. 
•  Consider dependencies between option generation and criteria. 
•  Determine how system velocities and accelerations affect which criteria to 
use. 
•  Consider how to best use various combinations of criteria.   
•  Identify when the use of higher order criteria is helpful and develop a 
scheme for switching between or fusing criteria values for decision-
making. 
The above focus areas should lead to the development of a comprehensive 
obstacle avoidance decision-making structure in which lower and higher order 
properties are seamlessly combined.  The minimum distance magnitude influence   150 
coefficients developed in this research should prove themselves a valuable tool in 
developing this decision-making structure. 
6.3  Research Accomplishments 
The major objectives for this research were to gain an improved 
understanding (especially of the geometry) of the obstacle avoidance problem and 
to add to the tools available for solving this problem.  These objectives have been 
achieved.  More specific accomplishments of this research include the rigorous 
development of first and second order influence coefficients for minimum 
distance magnitudes, the development of obstacle avoidance criteria using these 
influence coefficients, and a demonstration showing the effectiveness of these 
criteria when used for obstacle avoidance.  The influence coefficients that were 
developed provide solid analytics for rates of change of minimum distance 
magnitudes and allow for  deeper insight into the nature of link-obstacle 
interactions.  Although the influence coefficients are used here for obstacle 
avoidance, they are powerful tools that can be incorporated into future research on 
path planning and target acquisition. 
6.4  Recommendations for Future Work 
As with any research, the accomplishments discussed above only laid the 
groundwork for future research.  There are a large number of areas that need 
future work.  The rest of this section will outline some of these areas in more 
detail.   151 
6.4.1  CRITERIA 
The demonstration in Chapter 5 showed that the criteria presented in this 
research are suitable for manipulator obstacle avoidance.  However, there is a 
need for greater understanding of these criteria.  Future study must be performed 
to: 
•  Identify strengths and weaknesses of individual criteria. 
•  Look at the types of situations that cause local minima for the various 
criteria. 
•  Consider dependencies between option generation and criteria. 
•  Determine how system velocities and accelerations affect which criteria to 
use. 
•  Consider how to best use various combinations of criteria.   
•  Identify when the use of higher order criteria is helpful and develop a 
scheme for switching between or fusing criteria values for decision-
making. 
6.4.2  SOFTWARE DEVELOPMENT 
The software developed for this research is a part of the OSCAR C++ 
library.  As research continues, there is an ongoing need to update and modify the 
software to reflect the latest ideas and techniques for obstacle avoidance.  Several 
specific tasks that need to be performed are: 
•  Modify software so that each manipulator and obstacle in the workspace 
can be specified using a separate data file,   152 
•  Change the method of specifying workspace primitives to a more standard 
format. 
6.4.3  INFLUENCE COEFFICIENT DEVELOPMENT FOR NEW PRIMITIVES 
Despite the usefulness of the limited suite of minimum distance influence 
coefficients developed for this research, there is a need for further influence 
coefficient development for new primitives.  Such development will expand the 
applicability of the current research immensely.   
One type of primitive for which  [ ] d G  and  [ ] d H  function development 
could prove most useful is convex polyhedra.  Possibly, the influence coefficients 
between a cylisphere and a quadrilateral plane might be extended and monitored 
multiple times for use with these primitives.  If influence coefficients are 
developed for polyhedral models, then these coefficients could be used for 
computer graphics and simulation since most computer graphics models are based 
on polyhedral models.  The higher order information provided by these influence 
coefficients will add a greater degree of realism to dynamic simulation and virtual 
environments. 
6.4.4  HUMAN MACHINE INTERFACE 
The level of human input into a system varies based on the task to be 
performed and whether the system being used is autonomous or has a human in 
the loop.  Nonetheless, for any system or task, some level of information must be 
provided for a human to base decisions on.  One feasible method for allowing a 
system to interact with a human is through a Graphical User Interface (GUI).   153 
For obstacle avoidance, the major indicators of system performance that 
are not totally obvious from looking at the system (i.e. the human sees that the 
manipulator is near an obstacle) are the performance criteria.  A GUI should 
prove useful in communicating this information to the user.  However, in actually 
operating a system, the criteria themselves will probably not provide the user with 
much  insight into what is really happening.  Therefore, once a complete 
understanding of all the criteria is achieved, indices for adjustment by a user 
should be simple things like the smallest allowable minimum distance, the 
maximum approach speed toward an obstacle, or the distance from obstacles at 
which the obstacle avoidance criteria should be used in the manipulator inverse 
kinematics. 
For teleoperation systems that use force reflecting manual controllers, the 
feasibility and desirability of reflecting the obstacle avoidance state as forces on 
the manual controller (sort of like power steering [Kim and Tesar, 1990]) to 
provide kinesthetic feedback should be explored further.  In addition, issues 
related to training an operator to run a manipulator in cluttered environments must 
be studied. 
6.4.5  RELATED MOTION PLANNING AREAS 
The research presented here used the developed influence coefficients 
only for obstacle avoidance.  In the future, applications of these coefficients to 
other areas of motion planning should be explored.  For example, most current 
path planning techniques only consider whether the manipulator will collide with 
obstacles in the workspace.  However, future developments might use influence   154 
coefficients to consider rates of approach to obstacles and/or the target location.  
This could possibly result in improved overall path plans. 
6.5  Concluding Remarks 
The research presented here developed a powerful new tool that can be 
used in a variety of motion planning applications.  Influence coefficients for 
minimum distance magnitudes separate the geometry of how minimum distance 
magnitudes change from the inputs to the system.  These coefficients are useful 
for considering how a system (for this research a manipulator) interacts with its 
environment.  In this  research, the influence coefficients were used for 
manipulator obstacle avoidance.  However, in the future, these influence 
coefficients may prove useful for both other manipulator motion planning tasks 
and applications on a wide array of dynamics systems. 
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APPENDIX:  DEMONSTRATION DESCRIPTIONS AND 
PARAMETERS 
In this appendix, a step-by-step description of the 10 degree of freedom 
(DOF) demonstration is given, and major differences between the 10 DOF 
demonstration and the simpler 6 and 3 DOF demonstrations are highlighted.  
Next, the end-effector (EE) paths for each of the demonstrations are discussed.  
Then, the manipulator geometry files and obstacle avoidance workspace 
definition files for each demonstration are presented and briefly discussed. 
A.1  Detailed Demonstration Description 
Execution of the 10 DOF demonstration will be discussed in five sections:  
preliminary tasks, initialization, EE positioning, inverse kinematics, and status 
update and data output.  In each of these sections, major differences between the 
10 DOF demonstration and the simpler 6 and 3 DOF demonstrations are also 
pointed out. 
A.1.1  PRELIMINARY TASKS 
Before the 10 DOF demonstration can be run, the appropriate 
Roboworks® graphical simulation file must be opened.  Once the file is opened, 
select  ‘From IPC’ in the ‘Animation’ menu as the means for animating the 
manipulator model.  The next task is to choose and set what types of output to 
perform and which criteria to use.  These selections are made by modifying 
constants at the beginning of the source file, ‘main.cpp’, and then recompiling the 
program to create a new executable.  To recreate the demonstrations described in   156 
Chapter 5, multiple simulation runs should be performed setting the weight of 
each criterion to 1.0 with all other criterion weights set to 0.0.  Also, 
OUTPUT_TO_FILE and OUTPUT_TO_ROBOWORKS should both be set to 1 
(true).  Criterion weight selection is not required for the simpler demonstrations. 
A.1.2  INITIALIZATION 
Once demonstration execution is begun, the first task is to initialize all of 
the required objects for program execution.  The initialization phase of execution 
for the 10 DOF demonstration proceeds as outlined in the following list.  Key 
OSCAR components are identified at each step in the list. 
1.  Initialize data files to be used for output. 
2.  Create a keyboard object to be used for manual control using the 
RRPCKeyboard class. 
3.  Define the initial joint angles using the RRVector class. 
4.  Set up forward kinematics using the RRFKAcceleration class.  Data files 
describing manipulator geometry are presented in Section A.3. 
5.  Define the initial EE location based on the initial joint angles using the 
RRHandPose class.  This location is generated using a call to the forward 
kinematics object. 
6.  Set up inverse kinematics using the RRGenerateManifold class, which is 
designed to generate multiple joint solution options for each EE position.  
Other inverse objects, which only provide one joint solution, are used in 
the simpler, non-redundant demonstrations.   157 
7.  Set up obstacle avoidance using the RRContOb class.  Data files that 
define the workspace are given in Section  A.4.  Also, declare an 
RRObAvInfo object for extracting various obstacle avoidance information 
from the RRContOb object. 
8.  Declare an RRInformation object.  Allocate memory in this object using 
the Create(..) function for obstacle avoidance.  This step is not needed for 
the simpler demonstrations. 
9.  Set up each of the criteria derived in Chapter 4 by declaring twelve 
different criteria objects, one for each criterion, storing pointers to these 
objects in an array of RRPeformanceCriteria pointers, setting the weight 
of each criterion, and setting up an RRPCNormalizedFusion object to be 
used to select options during inverse kinematics.  This step is not needed 
for the simpler demonstrations. 
10. The final step during program initialization is to decide whether to use 
data files or the keyboard to modify the manipulator’s EE position.  The 
user is prompted to make this decision interactively. 
A.1.3  EE POSITIONING 
The 10 DOF demonstration allows the user to move the EE interactively 
using the keyboard or to designate EE motions using a data file.  If the keyboard 
is used, pressing the appropriate keys allows the user to move in the X, Y, Z,  x q , 
y q , and  z q  directions.  Pressing the following keys results in the associated 
action: 1:+X, Q:-X, 2:+Y, W:-Y, 3:+Z, E:-Z, 4: x q + , R: x q - , 5: y q + , T: y q - , 
6: z q + , Y: z q - .   158 
If a data file is used to designate EE motions, linear interpolation is 
performed in the EE space.  This interpolation determines the number of steps to 
use to get to the next position designated in the file.  For this demonstration, 
maximum EE steps of 0.1 units of translation and 0.5 degrees of rotation were 
used.  EE path data files are presented in Section A.2. 
A.1.4  INVERSE KINEMATICS 
Once a desired EE location has been designated the next step in the 
demonstration execution is to perform the inverse kinematics calculations.  The 
steps in the inverse kinematics calculations are: 
1.  Generate options for the desired EE position.  A ‘simple’ search results in 
twenty-one options for a 10 DOF manipulator.  For the non-redundant 
demonstrations, only one solution is generated.  If the manipulator is near 
a singularity, it is possible that no solutions will be generated in which 
case the previous joint solution is kept. 
2.  Rank the solutions based on the obstacle avoidance criteria that are being 
run.  This also checks to make sure that the options are valid in terms of 
the criteria.  For the non-redundant demonstrations, the single joint 
solution is checked for collision.   
3.  Select the ‘best’ joint solution.  If no solutions are valid, keep the current 
joint solution and inform the operator.   159 
A.1.5  STATUS UPDATE AND DATA OUTPUT 
Once a joint solution has been determined, the next step in program 
execution is to update the status of the manipulator and output data.  To do this 
one must: 
1.  Update joint-space derivatives if they are being used (i.e. if they are 
required for any criteria or data output calculations). 
2.  Calculate information to be output to data files.  For the 10 DOF 
demonstration, the average minimum distance and the smallest minimum 
distance between the manipulator and workspace obstacles is calculated 
here. 
3.  Output the joint angles to the Roboworks® model. 
4.  Output joint angles and other information to various data files 
Program execution continues by determining another EE position as discussed in 
Section A.1.3.  Inverse kinematics and status updates and data output follow after 
this until program execution is completed. 
A.2  End Effector Paths 
The EE path files used for the demonstrations are shown in Figures A.1 to 
A.3.  A ‘#’ sign designates a comment.  The EE paths are generated using linear 
interpolation between points with maximum step sizes of 0.1 units for translation 
and 0.5 degrees for rotation.  In the path file for the 6 DOF experiment, the extra 
number designates whether or not to perform a figure eight, which is generated in 
the demonstration application.  The two circles of the figure are each 5.0 units in 
diameter and are generated in one degree increments.  The figure eight modifies   160 
the ‘X’ and ‘Y’ coordinates of the EE while linear interpolation over 20.0 units 
occurs in the ‘Z’ direction. 
 
# 
# This file describes the EE commands for the 3 DOF dissertation 
# demonstration.  Using this file, the robot traces a triangular 
# path.  The robot’s initial configuration is at point 1 
# 
 
#Go around a triangle 
-50.00  45.00   0.00  0.00  0.00  2.36 # pt2 
 30.00  10.00   0.00  0.00  0.00  2.00 # pt3 
 50.00  45.00   0.00  0.00  0.00  0.79 # pt1 
Table A.1:  3 DOF EE path file. 
 
# 
# This file describes the EE commands for the 6 DOF dissertation 
# demonstration.  Using this file, the robot linearly  
# interpolates between points and also traces a figure 8 path. 
# The last number specifies whether to do a figure 8 instead of  
# changing location.  Path generation for the figure 8 is done in  
# the demonstration code. 
# 
 
#Go to start, do figure 8, and then move down and back 
 0.00   0.00  70.00 -1.57  0.00  0.30 0 # start 
 0.00   0.00   0.00  0.00  0.00  0.00 1 # dummy (do figure 8) 
 0.00 -20.00  50.00 -1.57  0.00  0.80 0 # move away and rotate 
 0.00 -70.00  50.00 -1.57  0.00  1.57 0 # move away & rotate more 
Table A.2:  6 DOF EE path file. 
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# 
# This file describes the EE commands for the 10 DOF dissertation 
# demonstration.  Using this file, the robot reaches around the  
# plane obstacle, reaches around the cylispherical obstacle, and 
# reaches over the top of the spherical obstacle. 
# 
 
#Go to start and reach around plane 
 40.00  40.00  25.00 -0.90  0.20  0.95 # start 
 10.00  47.00  47.00 -0.90  0.20  0.95 # move closer 
  0.00  50.00  55.00 -0.90  0.20  0.95 # move behind plane 
  0.00  40.00  55.00 -0.90 -0.20  2.52 # rotate & slide in 
  0.00  23.00  40.00 -0.90 -0.40  3.14 # move in & rotate more 
 
#Move from behind the plane and prepare to go around cylisphere 
  5.00  50.00  55.00 -0.90  0.20  0.95 # rotate and move out 
 40.00  40.00  25.00 -0.90 -0.40  3.14 # move from behind/rotate 
 
#Reach around the cylisphere 
  5.00 -40.00  35.00 -0.90 -0.40  3.14 # move next to cylisphere 
 50.00 -50.00  35.00 -0.90 -0.40  4.71 # move behind and rotate 
 35.00 -18.00  60.00 -0.90 -0.40  6.28 # reach around 
 
#Move from behind cylisphere and prepare to go around sphere 
 50.00 -40.00  35.00 -0.90 -0.40  4.71 # move out and rotate 
  5.00 -40.00  35.00 -1.57  0.00  0.00 # move from behind/rotate 
 
 
#Move around the sphere 
-15.00   0.00  60.00 -0.80 -0.40  1.00 # move next to sphere 
-38.00 -18.00  75.00 -1.57  0.00  2.36 # move to sphere/rotate 
-40.00 -20.00  75.00 -1.57  0.00  2.36 # move further over top 
-48.00 -32.00  72.00 -2.00  0.00  2.36 # move further over sphere 
 
#Move away from sphere and to a stopping point 
-40.00 -20.00  75.00 -1.57  0.00  2.36 # start to back away 
  0.00   0.00  60.00 -1.57  0.00  0.00 # move to stop point 
Table A.3:  10 DOF EE path file. 
A.3  Manipulator Geometry 
In OSCAR, manipulator geometry is specified using Denavit-Hartenburg 
(DH) parameters as described by Craig [1989].  These parameters are input as a   162 
text file.  A ‘#’ sign is used to designate a comment.  The DH parameters for the 
demonstration robots are given in Figures A.4 to A.6. 
 
# This is a DH parameter file for the 3 DOF obstacle avoidance 
# test robot.  The variable is specified by typing ‘var' or ‘VAR’ 
# in its field.  If the joint is revolute then it will be in the  
# fourth column, and if the joint is prismatic it will be in the  
# third column. 
# Angles are in degrees 
# 
# The notation is based on the "Introduction to Robotics,  
# Mechanics and Controls" book by John Craig. 
 
#  Alpha(i-1)   a(i-1)   d(i)    theta(i) 
      0.0        0.0      0.0      var     # link 0-1 
      0.0       36.0      0.0      var     # link 1-2 
      0.0       30.0      0.0      var     # link 2-3 
 
# Note the tool point for this robot is at [24.0 0.0 0.0]   
Figure A.4:  DH parameters for the 3 DOF demonstration robot. 
 
# This is a DH parameter file for the 6 DOF obstacle avoidance 
# test robot.  The variable is specified by typing ‘var' or ‘VAR’ 
# in its field.  If the joint is revolute then it will be in the  
# fourth column, and if the joint is prismatic it will be in the  
# third column. 
# 
# Angles are in degrees 
# 
# The notation is based on the "Introduction to Robotics,  
# Mechanics and Controls" book by John Craig. 
 
#  Alpha(i-1)   a(i-1)   d(i)    theta(i) 
      0.0        0.0     13.0      var     # link 0-1 
    -90.0        0.0      0.0      var     # link 1-2 
     90.0        0.0     40.0      var     # link 2-3 
    -90.0        0.0      0.0      var     # link 3-4 
     90.0        0.0     35.0      var     # link 4-5 
    -90.0        0.0      0.0      var     # link 5-6 
      
# Note the tool point for this robot is at  [0.0, -13.0, 0.0]. 
Figure A.5:  DH parameters for the 6 DOF demonstration robot.   163 
# This is a DH parameter file for the 10 DOF obstacle avoidance 
# test robot.  The variable is specified by typing ‘var' or ‘VAR’ 
# in its field.  If the joint is revolute then it will be in the  
# fourth column, and if the joint is prismatic it will be in the  
# third column. 
# 
# Angles are in degrees 
# 
# The notation is based on the "Introduction to Robotics,  
# Mechanics and Controls" book by John Craig. 
 
#  Alpha(i-1)   a(i-1)   d(i)    theta(i) 
      0.0        0.0     13.0      var     # link 0-1 
    -90.0        0.0      0.0      var     # link 1-2 
     90.0        0.0     40.0      var     # link 2-3 
    -90.0        0.0      0.0      var     # link 3-4 
     90.0        0.0     35.0      var     # link 4-5 
    -90.0        0.0      0.0      var     # link 5-6 
     90.0        0.0     13.0      var     # link 6-7  
    -90.0        0.0      0.0      var     # link 7-8 
     90.0        0.0      0.0      var     # link 8-9 
    -90.0        0.0      0.0      var     # link 9-10 
 
# Note the tool point for this robot is at [0.0, 0.0, 10.0]. 
Figure A.6:  DH parameters for the 10 DOF demonstration robot. 
A.4  Obstacle Avoidance Workspaces 
The obstacle avoidance workspaces for the three demonstrations are 
designated using the file format shown in Figures A.7 to A.9.  Manipulators (1 for 
these demonstrations) are modeled by cylispheres tied to the coordinate frames 
defined by the DH parameters, and obstacles are modeled using world 
coordinates.  The numbers of manipulators, each type of workspace obstacle, and 
cylispheres in each manipulator are specified at the beginning of the data file.  A 
‘#’ sign indicates that the remainder of the line it appears on is a comment. 
In Figure A.7, the fourth cylisphere is a zero-radius point at the EE, which 
is used to track the distance between the EE and various obstacles in the 3 DOF   164 
demonstration.  Figure A.9 contains additional comments that describe the 
workspace used for the 10 DOF demonstration with smaller obstacles. 
 
# This file is a file for modeling the obstacle avoidance  
# environment.  The basic structure should be used for all such  
# files.  A similar file must be used for each obstacle avoidance  
# model.  This file along with information from DH parameter files 
# will totally define the obstacle avoidance environment. 
 
# Num_of_arms  Num_of_cylispheres   Num_of_spheres  Num_of_planes 
  1                2                  1                0 
 
# Num_cyls in each kinematic chain 
  4 
 
# There should be 2 times the Num_cyls rows of endpt info here. 
# Offsets are measured in the Frame_of_endpt. 
# Frame_of_endpt-1 Offset_endpt_x  Offset_endpt_y Offset_endpt_z 
# 3 DOF Arm 
        0                 3.0               0.0              0.0 
        0                33.0               0.0              0.0 
        1                 2.5               0.0              0.0 
        1                27.5               0.0              0.0 
        2                 2.0               0.0              0.0 
        2                22.0               0.0              0.0 
        2                24.0               0.0              0.0 
        2                24.0               0.0              0.0 
 
# Radius for each of the above cylispheres. 
# 3 DOF Arm 
        3.0 
        2.5 
        2.0 
        0.0 
 
# Endpts of independent cylispheres (in world coordinates) go  
# below 
# x_dimension      y_dimension        z_dimension 
 
#cyl1 
    60.0              0.0                 0.0 
    10.0            -50.0                 0.0 
#cyl2 
     0.0             50.0                 0.0 
    20.0             50.0                 0.0 
 
   165 
# Radii of independent cylispheres go below 
     1.5 
     3.0 
 
# Centers of spherical obstacles (in world coordinates) go below 
# x_dimension      y_dimension        z_dimension 
   -50.0             10.0                 0.0 
 
 
# Radii of spherical obstacles go below 
    10.0 
 
# Planar obstacle definitions go below here (point locations are  
# in world coordinates). 
Figure A.7:  Obstacle avoidance workspace definition file for the 3 DOF demo. 
 
# This file is a file for modeling the obstacle avoidance  
# environment.  The basic structure should be used for all such  
# files.  A similar file must be used for each obstacle avoidance  
# model.  This file along with information from DH parameter files 
# will totally define the obstacle avoidance environment. 
 
# Num_of_arms  Num_of_cylispheres  Num_of_spheres  Num_of_planes 
   1            1                   1               1 
 
# Num_cyls in each kinematic chain 
   4 
 
# There should be 2 times the Num_cyls rows of endpt info here. 
# Offsets are measured in the Frame_of_endpt. 
# Frame_of_endpt-1 Offset_endpt_x  Offset_endpt_y  Offset_endpt_z 
# 6 DOF Arm 
     0                   0               0             -9.0 
     0                   0               0             -4.0 
     2                   0               0            -36.0 
     2                   0               0             -4.0 
     4                   0               0            -32.0 
     4                   0               0             -3.0 
     5                   0              -2.0            0.0 
     5                   0             -11.0            0.0 
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# Radius for each of the above cylispheres. 
# 6 DOF Arm 
        4.0 
        4.0 
        3.0 
        2.0 
 
# Endpts of independent cylispheres (in world coordinates) go  
# below 
# x_dimension      y_dimension        z_dimension 
    50.0              0.0                10.0 
     0.0            -50.0                90.0 
 
# Radii of independent cylispheres go below 
    10.0 
 
# Centers of spherical obstacles (in world coordinates) go below 
# x_dimension      y_dimension        z_dimension 
   -40.0            -20.0               50.0 
 
# Radii of spherical obstacles go below 
    20.0 
 
# Planar obstacle definitions go below here (point locations are  
# in world coordinates). 
 
#Plane 1 
# x_dimension      y_dimension        z_dimension 
   -20.0              20.0               20.0     #Base 
    30.0              15.0               60.0     #Point1 
   -12.6969           37.2676            13.0362  #Point2 
 
     1.0 #half thickness of plane 
     1   #bounded flag, 0 for halfspace 1 for quadrilateral 
Figure A.8:  Obstacle avoidance workspace definition file for the 6 DOF demo. 
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# This file is a file for modeling the obstacle avoidance  
# environment.  The basic structure should be used for all such  
# files.  A similar file must be used for each obstacle avoidance  
# model.  This file along with information from DH parameter files 
# will totally define the obstacle avoidance environment. 
 
# Num_of_arms   Num_of_cylispheres   Num_of_spheres  Num_of_planes 
   1                1                   1              1 
 
# Num_cyls in each kinematic chain 
  5 
 
# There should be 2 times the Num_cyls rows of endpt info here. 
# Offsets are measured in the Frame_of_endpt. 
# 
# Cylispheres can be attached to frames 1 to DOF.  Numbering 
# starts from 0 (i.e. a 0 designates frame 1). 
 
 
# Frame_of_endpt-1 Offset_endpt_x  Offset_endpt_y  Offset_endpt_z 
# 10DOF Arm 
    0                   0.0             0.0             -9.0 
    0                   0.0             0.0             -4.0 
    2                   0.0             0.0            -36.0 
    2                   0.0             0.0             -4.0 
    4                   0.0             0.0            -32.0 
    4                   0.0             0.0             -3.0 
    6                   0.0             0.0            -11.0 
    6                   0.0             0.0             -2.0 
    9                   0.0             0.0              1.5 
    9                   0.0             0.0              8.5 
# Radius for each of the above cylispheres. 
# 10DOF Arm 
     4.0 
     4.0 
     3.0 
     2.0 
     1.5 
 
# Endpoints of independent cylispheres (in world coordinates) go  
# below 
# x_dimension      y_dimension        z_dimension 
    50.0              0.0                10.0 
     0.0            -50.0                90.0 
# Radii of independent cylispheres go below 
    10.0 
#    8.0  #Radius in workspace with smaller obstacles 
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# Centers of spherical obstacles (in world coordinates) go below 
# x_dimension      y_dimension        z_dimension 
   -40.0            -20.0               50.0 
 
# Radii of spherical obstacles go below 
    20.0 
#   15.0  #Radius in workspace with smaller obstacles 
 
# Planar obstacle definitions go below (point locations are in  
# world coordinates). 
 
#Plane 1 
# x_dimension      y_dimension        z_dimension 
   -20.0              20.0               20.0     #Base 
    30.0              15.0               60.0     #Point1 
   -12.6969           37.2676            13.0362  #Point2 
#  Point 2 in workspace with smaller obstacles 
#  -14.5227           32.9507            14.7772  #Point2 
 
     1.0 #thickness of plane 
#  Thickness in workspace with smaller obstacles 
#    0.5 #thickness of plane 
 
     1   #bounded flag, 0 for halfspace 1 for quadrilateral 
Figure A.9:  Obstacle avoidance workspace definition file for the 10 DOF demo.   169 
REFERENCES 
Brock, O., 1999. “Generating Robot Motion: The Integration of Planning and 
Execution,” Ph.D. Dissertation, Stanford University. 
Cameron, 1997a, “Enhancing GJK: Computing Minimum and Penetration 
Distances Between Convex Polyhedra”,  Proceedings of the IEEE 
International Conference on Robotics and Automation, Albuquerque, NM, 
April 1997, pp. 3112-3117. 
Cameron, S., 1997b, “A Comparison of Two Fast Algorithms for Computing the 
Distance Between Convex Polyhedra”,  IEEE Transactions on Robotics 
and Automation, December 1997, pp. 915-920. 
Canny, J.F., 1988, The Complexity of Robot Motion Planning, The MIT Press, 
Cambridge, Mass. 
Canny, J.F., and Lin, M.C., 1990, “An Opportunistic Global Path Planner,” 
Proceedings, IEEE International Conference on Robotics and Automation, 
pp. 1554-1561. 
Cetin, M., and Tesar, D., 1999, “Performance Identification and Multi-Criteria 
Redundancy Resolution For Robotic Systems,’ Ph.D. Dissertation, 
University of Texas at Austin. 
Cho, W.J., and Kwon, D.S., 1996, “A Sensor-Based Obstacle Avoidance for a 
Redundant Manipulator Using a Velocity Potential Function,” 
Proceedings, IEEE International Workshop on Robot and Human 
Communication, pp. 306-310. 
Chuang, J.H., and Ahuja, N., 1991, “Path Planning Using the Newtonian 
Potential,” Proceedings, IEEE International Conference on Robotics and 
Automation, pp. 558-563. 
Cocca, C., and Tesar, D., 1999, “Failure Recovery in Redundant Serial 
Manipulatrs,” Ph.D. Dissertation, Univerity of Texas at Austin. 
Conkur, E.S., and Buckingham, R., 1997, “Manoeuvring Highly Redundant 
Manipulators,” Robotica, Vol. 15, pp. 435-447. 
Craig, J. J., 1989,  Introduction to Robotics, Second Edition, Addison-Wesley 
Publishing Company, New York.   170 
del Pobil, A. P., Pérez, M., and Martínez, B., 1996, “A Practical Approach to 
Collision Detection Between General Objects”, Proceedings of the IEEE 
International Conference on Robotics and Automation, Minneapolis, 
Minnesota, April 1996, pp. 779-784. 
Feder, H.J.S., and Slotine, J.J.E., 1997, “Real-Time Path Planning Using 
Harmonic Potentials In Dynamic Environments,”  Proceedings, IEEE 
International Conference on Robotics and Automation, pp. 874-881. 
Freeman, R.A., and Tesar, D., 1988, “Dynamic Modeling of Serial and Parallel 
Mechanisms / Robotic Systems: Part 1  – Methodology,”  Trends and 
Developments in Mechanism, Machines, and Robotics – 1988, DE-Vol. 
15-3, pp. 7-18. 
Gilbert, E.G., and Foo, C.K., 1990, “Computing the Distance Between General 
Convex Object in Three-dimensional Space”, IEEE Trans. Robotics and 
Automation, 6(1):53-61. 
Gilbert, E.G., Johnson, D.W., and Keerthi, S.S., 1988, “A Fast Procedure for 
Computing the Distance Between Complex Objects in Three-Dimensional 
Space”, IEEE Journal of Robotics and Automation, Vol. 4, No. 2, April 
1988, pp. 193-203. 
Greenspan, M. and Burtnyk, N., 1996, “Obstacle Count Independent Real-Time 
Collision Avoidance”, Proceedings of the IEEE International Conference 
on Robotics and Automation, Minneapolis, Minnesota, April 1996, pp. 
1073-1080. 
Guldner, J., Utkin, V.I., Hashimoto, H., and Harashima, F., 1995, “Obstacle 
Avoidance in R
n Based on Artificial Harmonic Potential Fields,” 
Proceedings, IEEE International Conference on Robotics and Automation, 
pp. 3051-3056. 
Harden, T., 1997, “The Implementation of  Artificial Potential Field Based 
Obstacle Avoidance for a Redundant Manipulator,” M.S. Thesis, The 
University of Texas at Austin. 
Harden, T., Kapoor, C., and Tesar, D., 1999, “Experimental Evaluation of a 
Criteria-Based Obstacle Avoidance Scheme,” Proceeding, ASME Design 
Engineering Technical Conferences. 
Hernandez, E., 1996, “Compliance Modeling for General Manipulator 
Structures,” Ph.D. Dissertation, The University of Texas at Austin.   171 
Hogan, N., 1985, “Impedance Control: An Approach to Manipulation,” ASME 
Journal of Dynamics Systems, Measurement, and Control, Vol. 107, pp. 1-
24. 
Hooper, R. and Tesar, D., 1994, “Multicriteria Inverse Kinematics for General 
Serial Robots”, University of Texas at Austin, Report to the U. S. 
Department of Energy under Grant No. DOE-FG-86NE37966. 
Hwang, Y.K., and Ahuja, N., 1992, “Gross Motion Planning—A Survey,” ACM 
Computing Surveys, Vol. 24, No. 3, pp. 219-291. 
Kapoor, C. and Tesar, D., 1996, “A Reusable Operational Software Architecture 
for Advanced Robotics”, University of Texas at Austin, Report to the U. 
S. Department of Energy under Grant No. DE-FG01-94EW37966, and to 
NASA under Grant No. NAG 9-809. 
Kavraki, L., and Latombe, J.C., 1994, “Randomized Preprocessing of 
Configuration Space for Fast Path Planning,”  Proceedings, IEEE 
International Conference on Robotics and Automation, pp. 2138-2145. 
Kavraki, L., Svestka, P., Latombe, J.C., and Overmars, M.H., 1996, “Probabilistic 
Roadmaps for Path Planning in High Dimensional Configuration Spaces,” 
IEEE Transactions on Robotics and Automation, Vol. 12, pp. 566-580. 
Khatib, O., 1986, “Real-Time Obstacle Avoidance for Manipulators and Mobile 
Robots,” International Journal of Robotics Research, Vol. 5, No. 1, pp. 
90-98. 
Khosla, P., and Volpe, R., 1988, “Superquadric Artificial Potentials for Obstacle 
Avoidance and Approach,” Proceedings, IEEE International Conference 
on Robotics and Automation, pp. 1778-1784. 
Kim, J.O., and Khosla, P., 1991, “Real-Time Obstacle Avoidance Using 
Harmonic Potential Functions,”  Proceedings, IEEE International 
Conference on Robotics and Automation, pp. 790-796. 
Kim, W.K., and Tesar, D., 1990, “Architectural Study of the Design and 
Operation of Advanced Force Feedback Manual Controllers”, University 
of Texas at Austin, Report to NASA under Grant No. NAG 9-320. 
Koditschek, D.E., 1987, “Exact Robot Navigation by Means of Potential 
Functions: Some Topological Considerations,”  Proceedings, IEEE 
International Conference on Robotics and Automation, pp. 1-6.   172 
Koditschek, D.E., 1989, “Robot Planning and Control Via Potential Functions,” 
Robotics Review, Vol. 1, O. Khatib, J. Craig, and T. Lozano-Perez, 
Editors, MIT Press, Cambridge, pp. xxx-xxx. 
Koren, Y., and Borenstein, J., 1991, “Potential Field Methods and Their Inherent 
Limitations For Mobile Robot Navigation,”  Proceedings, IEEE 
International Conference on Robotics and Automation, pp. 1398-1404. 
Lin, M.C. and Canny, J.F., 1991, “A Fast Algorithm for Incremental Distance 
Calculation”,  Proceedings of the IEEE International Conference on 
Robotics and Automation, Sacramento, California, pp. 1008-1014. 
Lin, M.C., and Gottschalk, S., 1998, “Collision Detection between Geometric 
Models: A Survey,” Proceedings of IMA Conference on Mathematics of 
Surfaces. 
Latombe, J.C., 1991,  Robot Motion Planning, Kluwer Academic Publishers, 
Boston. 
Lozano-Perez, T., 1987, “A Simple Motion-Planning Algorithm for General 
Robot Manipulators,”  IEEE Journal of Robotics and Automation, Vol. 
RA-3, No. 3 (June), pp. 224-238. 
Lozano-Perez, T., and Wesley, M.A., 1979, “An Algorithm for Planning 
Collision-Free Paths Among Polyhedral Obstacles,”  Communications of 
the ACM, Vol. 22, No. 10, pp. 560-570. 
Maciejewski, A. A. and Klein, C. A., 1985 “Obstacle Avoidance for 
Kinematically Redundant Manipulators in Dynamically Varying 
Environments”, The International Journal of Robotics Research, Vol. 4, 
No. 3, pp. 109-117. 
Mirtich, B., 1997, “V-Clip: Fast and Robust Polyhedral Collision Detection,” 
Technical Report TR-97-05, Mitsubishi Electric Research Laboratory, 
Cambridge, MA. 
Nash and Sofer, 1996, Linear and Nonlinear Programming, The McGraw-Hill 
Companies, Inc., New York. 
Newman, W.S., and Hogan, N., 1987, “High Speed Robot Control and Obstacle 
Avoidance Using Dynamic Potential Functions,”  Proceedings, IEEE 
International Conference on Robotics and Automation, pp. 14-24.   173 
Overmars, M.H., and Svestka, P., 1994, “A Probabilistic Learning Approach to 
Motion Planning,” Proceedings, The First Workshop on the Algorithmic 
Foundations of Robotics, pp. 19-37. 
Parker, S.P., 1993, McGraw-Hill Dictionary of Scientific and Technical Terms, 
Fifth Edition, McGraw-Hill Professional Publishing. 
Perry, B. R. and Tesar, D., 1995, “The Development of Distance Functions and 
Their Higher-Order Properties for Artificial Potential Field-Based 
Obstacle Avoidance”, University of Texas at Austin, Report to the U. S. 
Department of Energy under Grant No. DE-FG01-94EW37966, and to 
NASA under NASA-OACT Grant No. NAG9-411. 
Pryor, M., Kapoor, C, Hooper, R., and Tesar D., 1996, “A Reusable Software 
Architecture for Manual Controller Integration,” Proceedings of the IEEE 
Conference on robotics and Automation, Albuquerque, NM. 
Pryor, M., and Tesar, D., 1999, "Complex Task Completion with Redundant 
Serial Manipulators," Masters Thesis, The University of Texas at Austin. 
Pryor, M., and Tesar, D., 2002, “Task-Based Resource Allocation for Improving 
the Reusability of Redundant Manipulators”,  Ph.D. Dissertation, 
University of Texas at Austin. 
Quinlan and Khatib, 1993, “Elastic Bands: Connecting Path Planning and 
Control,”  Proceedings of the IEEE Conference on Robotics and 
Automation. 
Rackers, K.J., and Tesar, D., 1996, “Development and Demonstration of a 
Coordinated Control System for Dual-Arm Robots,”  Masters Thesis,  The 
University of Texas at Austin. 
Rimon, E., and Koditschek, D.E., 1988, “Exact Robot Navigation Using Cost 
Functions: The Case of Distinct Spherical Boundaries in E
n,” Proceedings, 
IEEE International Conference on Robotics and Automation, pp. 1791-
1796. 
Rimon, E., and Koditschek, D.E., 1989, “The Construction of Analytic 
Diffeomorphisms  for Exact Robot Navigation on Star Worlds,” 
Proceedings, IEEE International Conference on Robotics and Automation, 
pp. 21-26.   174 
Rimon E. and Boyd S.P., 1997, “Obstacle Collision Detection Using Best 
Ellipsoid Fit”, Journal of Intelligent and Robotic Systems, Vol. 18, No. 2, 
pp. 105-126. 
Schwartz, J.T., and Sharir, M., 1983, “On the ‘Piano Movers’ Problem. II. 
General Techniques for Computing Topological Properties of Real 
Algebraic Manifolds,” Advances in Applied Mathematics, Vol. 4, pp. 298-
351. 
Seraji, H.,  and Bon, B., 1999, “Real-Time Collision Avoidance for Position-
Controlled Manipulators,”  IEEE Transactions on Robotics and 
Automation, Vol. 15, No. 4 (August), pp. 670-677. 
Singh, L., Wen, J., and Stephanou, H., 1997, “Motion Planning and Dynamic 
Control o f a Linked Manipulator Using Modified Magnetic Fields,” 
Proceedings, IEEE International Conference on Robotics and Automation, 
pp. 1142-1147. 
Sreedhar, R. and Tesar, D., 1990, “Potential Function Based Obstacle Avoidance 
Algorithm for Manipulators With Extra Defrees of Freedom”, University 
of Texas at Austin, Report to the U. S. Department of Energy under Grant 
No. DE-FG02-86NE37966. 
Svestka, P., and Overmars, M.H., 1998, “Probabilistic Path Planning,”  Robot 
Motion Planning and Control, J.P. Laumond, Editor, Springer-Verlag, 
London, pp. 255-304. 
Thomas, M., and Tesar, D., 1982, “Dynamic Modeling of Serial Manipulator 
Arms,”  Transactions of the ASME, Journal of Dynamic Systems, 
Measurement, and Control, Vol. 104, pp. 218-228. 
Tilove, R.B., 1990, “Local Obstacle Avoidance for Mobile Robots Based on the 
Method of Artificial Potentials,”  Proceedings, IEEE International 
Conference on Robotics and Automation, pp. 566-571. 
Turnbull, C., and Cameron, S., 1998, “Computing Distances Between NURBS-
defined Convex Objects”,  Proceedings of the IEEE International 
Conference on Robotics and Automation, Leuven, Belgium, May 1998 
Van Doren, M.J., 1992, “Criteria Development to Support Decision Making 
Software for Modular Reconfigurable Robotic Manipulators,” M.S. 
Thesis, The University of Texas at Austin, March 1992.   175 
Warren, C.W., 1989, “Global Path Planning Using Artificial Potential Fields,” 
Proceedings, IEEE International Conference on Robotics and Automation, 
pp. 316-321. 
Zhao, C.S., and Farooq, M., 1997, “Planning the Motion for a Manipulator in a 
Dynamic Environment,”  Proceedings, International Conference  on 
Industrial Electronics, Control and Instrumentation, pp. 1361-1366. 
   176   
Vita 
 
Troy Anthony Harden was born in Moscow, Idaho on September 24, 
1972, the son of Katheryn Ann Harden and Quentin F. Harden.  He attended high 
school at Bonners Ferry High School in Bonners Ferry, Idaho.  In 1991, he 
entered Walla Walla College in College Place, Washington.  He received the 
degree of Bachelor of Science in Engineering from Walla Walla College in June, 
1995.  In August, 1995, he entered the Graduate School at The University of 
Texas at Austin.  He received the degree of Master of Science in Engineering 
from the University of Texas at Austin in December, 1997. 
 
 
 
Permanent address:  3625 Duval Road # 1715, Austin, TX  78759 
This dissertation was typed by the author. 
 
 