On cosmography and flat $\Lambda$CDM tensions at high redshift by Yang, Tao et al.
On cosmography and flat ΛCDM tensions at high
redshift
Tao Yanga, Aritra Banerjeea & Eoin O´ Colga´ina,b
a Asia Pacific Center for Theoretical Physics, Postech, Pohang 37673, Korea
b Department of Physics, Postech, Pohang 37673, Korea
Abstract
Risaliti, Lusso & collaborators have constructed a high-redshift Hubble dia-
gram of supernovae (SNe), quasars (QSO) and gamma-ray bursts (GRB) that
shows a “∼ 4σ tension with the ΛCDM model”, i. e. for any matter density
0.1 ≤ Ωm ≤ 0.9, based on a log polynomial cosmographic expansion model [1,2].
We show that this conclusion may have been impacted by a breakdown in the
log polynomial expansion approximation for flat ΛCDM at redshifts beyond
z ∼ 2. Moreover, we perform a direct fit of the flat ΛCDM model to the
SNe+QSO+GRB dataset, finding a best-fit value of Ωm = 0.369
+0.015
−0.014, which
represents a 3.5σ discrepancy with the standard model (flat ΛCDM model with
Planck values). We show that the chi-square per degree of freedom χ2ν for both
flat ΛCDM and the log polynomial expansion are equivalent within one standard
deviation at χ2ν ≈ 1.46 1. Thus, both models represent equally poor fits to the
data, but removing the QSOs reduces this to χ2ν ≈ 1. Evidently, the “tension” is
with the standard model and not flat ΛCDM itself. We trace the tension to the
QSO data and confirm that best-fits of the flat ΛCDM model to the QSO data
leads to a flat ΛCDM Universe with no dark energy within 1σ.
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1 Introduction
To first approximation the Universe is well described by the ΛCDM cosmological model built
on the assumptions of a cosmological constant and cold dark matter. Recently, this harmony
has been disturbed by conflicting determinations of the Hubble constant H0. Indeed, the
disagreement between local measurements [3–5] and determinations based on the Cosmic
Microwave Background by the Planck Collaboration [6] is now in a 4 ∼ 6σ window [7] 1.
In the wake of Hubble tension/problem/crisis, other tensions have emerged [9], which point
to potential differences in matter density Ωm. Since Ωm is suppressed by factors of redshift
z relative to H0 in the Hubble parameter H(z), these tensions are redshift dependent and
understandably less well established: the statistical significance is about 2 ∼ 3σ.
Against this backdrop claims of ∼ 4σ deviations [1, 2] from flat ΛCDM based on a high-
redshift Hubble diagram of Type Ia supernovae (SNe), quasars (QSOs) and gamma-ray
bursts (GRBs) are eye-catching 2. Recently, great strides have been made towards the use
of QSOs as standard candles [10] and Risaliti & Lusso have succeeded in producing a large
catalogue of 1598 QSOs in the redshift range 0.04 < z < 5.1 [1]. When combined with
Pantheon Type Ia SNe [11] and an existing GRB compilation [12, 13], this results in 2800
odd spectroscopically confirmed objects in the redshift range 0.01 < z < 6.67.
The ∼ 4σ deviation from flat ΛCDM is a bold claim, so it will attract scientific scrutiny
and our work here is in that spirit. The recent studies [1,2] (more recently [14]) are curious
on a number of fronts. First are foremost, the authors employ a log polynomial cosmographic
expansion based on unphysical parameters, which they argue is a “model-independent” para-
matrisation. In section 2 we show that the log polynomial expansion typically fails to recover
flat ΛCDM behaviour beyond z ∼ 2. Interestingly, the breakdown in the approximation is
dependent on both matter density Ωm and the (constant) equation of state (EoS) in the
wCDM model, which contradicts the assumption of model-independence. This breakdown
in the approximation represents a fatal flaw in the analysis of [1,2] and leads to a comparison
between a log polynomial fit over the redshift range 0 . z . 7 and the flat ΛCDM model
restricted below z . 2. A priori, one cannot preclude deviations from flat ΛCDM that are
coming from the breakdown in this approximation.
In section 3 we provide an alternative perspective on cosmographic expansions as the
source of the deviations from flat ΛCDM. Through fits to mock flat ΛCDM data, we show
that while a direct fit of the model to the data recovers the cosmological parameters within
1σ, the log polynomial expansion registers phantom tensions that are simply an artifact of the
expansion. It is telling that the log polynomial expansion, despite having more parameters,
shows deviations from the underlying model beyond 2σ. We next switch our attention to the
GRB compilation [12, 13] and demonstrate a similar feature using traditional cosmography
with the y ≡ z/(1 + z) parameter. These phantom tensions cannot be precluded unless
one ensures that the cosmographic expansion has a sufficient number of parameters, but
1See [8] for recent analysis questioning this picture.
2It should be stressed that this is not a deviation from the standard model, i. e. flat ΛCDM with
Ωm ≈ 0.3, but a deviation from the flat ΛCDM family for any matter density 0.1 ≤ Ωm ≤ 0.9.
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obviously this limits the predictability of the model.
In section 4 we fit both the log polynomial expansion and flat ΛCDM directly to the
SNe+QSO+GRB dataset. This facilitates a like-for-like comparison. We recover the the
best-fit parameters of Lusso et al. [2] within 1σ 3 and confirm that a best-fit of flat ΛCDM
using the same methodology leads to the matter density Ωm = 0.369
+0.015
−0.014, which we confirm
is 3.5σ discrepant with Planck [6]. This more or less confirms the claimed tension with flat
ΛCDM based on Ωm ≈ 0.3, namely the the standard model, but it apparently contradicts
the claim of a ∼ 4σ deviation from flat ΛCDM for any value of Ωm [1, 2].
However, before jumping to that conclusion, we should check that the flat ΛCDM model
fits the SNe+QSO+GRB data no worse than the log polynomial expansion. We find that the
chi-square per degree of freedom for both models is χ2ν ≈ 1.46, so that the fits are equivalent
within the expected standard deviation
√
2/ν (ν ≈ 2800). It should be stressed that since
χ2ν > 1 at many orders of the standard deviation, both models are equally poor fits to the
data. We confirmed that removing the QSO data radically improves the quality of the fit,
χ2ν ≈ 1. Ultimately, there is no reason to prioritise the log polynomial expansion over flat
ΛCDM: the log polynomial expansion is clearly not model-independent, as claimed, and in
a fit to the SNe+QSO+GRB data, it performs just as bad as flat ΛCDM. Given that the
log polynomial has no physics, it is actually disadvantaged relative to flat ΛCDM.
In the final section 5, we isolate the QSO data, which is clearly the source of the tension
and perform direct fits of the QSO data to the flat ΛCDM model. We find that the best-fit
matter density is within 1σ of Ωm = 1, namely a flat ΛCDM Universe with no dark energy.
So, while we believe the “∼ 4σ deviation from the ΛCDM model” [1, 2] is erroneous, and
can be traced to a breakdown in the log polynomial expansion, there may still be a bona
fide inconsistency with the flat ΛCDM model: the QSO data appears inconsistent with dark
energy within the flat ΛCDM model. Given the fact that dark energy is at this stage well
established, regardless of whether one considers SNe [15, 16], CMB [6] or BAO [17], this
implies that the Risaliti-Lusso QSOs are inconsistent with flat ΛCDM 4. Note, this is a
stronger statement than the original ∼ 4σ deviation from flat ΛCDM [1,2].
2 Setting the scene
To get a better handle on this ∼ 4σ deviation from flat ΛCDM, it is instructive to look at
the numbers of Lusso et al. [2]. The basic idea of the study [1] is to expand the luminosity
distance in powers of log10(1 + z):
dL(z) =
c ln(10)
H0
[
log10(1 + z) + a2 log
2
10(1 + z)
3The discrepancy may be due to the fact that we treat H0 as a free parameter.
4See [18] for a model-independent analysis, where it is also concluded that the Risaliti-Lusso QSO data
shows no evidence for late-time accelerated expansion. It should be stressed that the authors of this work
have not manifestly taken the intrinsic dispersion (an internal error in the QSO data) into account, so we
expect this may weaken their conclusions.
2
+ a3 log
3
10(1 + z) + a4 log
4
10(1 + z) + . . .
]
, (2.1)
where H0, a2, a3 and a4 are free parameters. The leading term in this expansion is fixed by
requiring H(z = 0) = H0 and this can be confirmed through the following identity for the
Hubble parameter H(z),
H(z) =
[
d
dz
(
dL(z)
c(1 + z)
)]−1
. (2.2)
Since flat ΛCDM has only two parameters (H0,Ωm) at late times, to identify the remaining
parameters ai in terms of the standard model, one expands the above luminosity distance
and the flat ΛCDM luminosity distance around z = 0. Making a comparison term by term,
one identifies the following relations [2]:
a2 = ln(10)
(
3
2
− 3
4
Ωm,
)
, (2.3)
a3 = ln
2(10)
(
9
8
Ω2m − 2Ωm +
7
6
)
, (2.4)
a4 = ln
3(10)
(
−135
64
Ω3m +
9
2
Ω2m −
47
16
Ωm +
5
8
)
. (2.5)
Having discussed some preliminaries, let us return to the numbers. The best-fit value for
the cosmographic model (see equation 2.1) are reproduced from [2] in Table 1. As is clear
from the numbers, in particular a4, there is some tension between the “SNe, GRBs” dataset
and the datasets involving QSOs. However, it should be stressed here that the expansion
parameters have no physical meaning and to make sense of the numbers, in particular in the
context of flat ΛCDM, one can exploit equations (2.3) - (2.5) to recast the data in terms of
matter density Ωm, which is the physical parameter. The result is shown in Table 2.
5 .
sample a2 a3 a4
SNe, quasars, GRBs 3.205+0.165−0.162 3.564
+0.916
−0.938 −2.510+1.510−1.536
SNe, quasars 3.075+0.172−0.169 4.466
+1.013
−1.040 −3.716+1.922−1.852
SNe, GRBs 3.304+0.186−0.183 2.069
+1.122
−1.252 2.571
+2.631
−2.506
Table 1: Best-fit values of ai reproduced from Table 2 [2].
Now that we have rewritten the results of [2] in terms of the physical variable in the flat
ΛCDM model, we can make a number of comments. The first thing to note is that the last
entry, i.e. “SNe, GRBs”, is for all extensive purposes consistent with the standard model,
5We do not have access to the MCMC chains of Lusso et al. [2], so here we have simply estimated the
errors in the conventional fashion, ∆ai = | daidΩm |∆Ωm. Later, we provide our own MCMC results.
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or alternatively, flat ΛCDM with Ωm ≈ 0.3. Secondly, the Ωm value inferred from a2 is
slightly low relative to Planck [6], but this is easily explained: the Pantheon SNe dataset has
a preference for a low value of Ωm at low redshift z . 0.2 [19–21] and this is where a2 is most
relevant. Thirdly, a3 is consistent with Planck, but this is no surprise, since the QSOs have
been calibrated by the Pantheon dataset at redshifts z . 1.4, and Pantheon is consistent
with Planck [11], so this is also expected. Lastly, while the Ωm value inferred from a3 is
consistent with Planck within 1 σ, it is clear that the Ωm > 1 values corresponding to the
QSO data are inconsistent with flat ΛCDM. So, naively there is an obvious inconsistency
with flat ΛCDM.
That being said, this is an inaccurate review of the findings of [1,2]. In essence, what the
authors do is translate the Ωm parameter of flat ΛCDM in the range 0.1 ≤ Ωm ≤ 0.9 into the
ai parameter space via (2.3) - (2.5) and show that the line describing the flat ΛCDM model
is ∼ 4σ removed from the best-fit values of ai to a combined SNe+QSO(+GRB) dataset.
This point deserves emphasise: thus, regardless of the value of Ωm, there is a ∼ 4σ deviation
from the flat ΛCDM family of cosmologies, and not just the standard model. Note, this is
not a blatant inconsistency, but a significant deviation.
sample Ωm(a2) Ωm(a3) Ωm(a4)
SNe, quasars, GRBs 0.144+0.096−0.094 0.297
+0.130
−0.133 1.291
+0.066
−0.067
SNe, quasars 0.219+0.100−0.098 0.180
+0.120
−0.123 1.339
+0.071
−0.068
SNe, GRBs 0.087+0.108−0.106 0.573
+0.298
−0.332 0.193
+0.150
−0.143
Table 2: Best-fit values of Ωm inferred from the various expansion parameters.
2.1 Comment on log polynomial model
In this subsection, we show that the “deviation from flat ΛCDM” conclusion needs to be
taken with a pinch of salt. It has a very important shortcoming, which ultimately undermines
analysis based on the log polynomial expansion. In Fig. 1 (a) we illustrate the approximation
inherent in the the fourth order log polynomial employed in [2] (recently extended to fifth
order in [14]) by comparing it to flat ΛCDM with different values of Ωm. Concretely, we plot
the difference in the luminosity distance
∆dL(z) =
dpolyL (z)− dΛCDML (z)
dΛCDML (z)
, (2.6)
where it should be noted that H0 drops out and we plot only odd values of Ωm to avoid
unnecessary clutter. There is no doubt that this is an interesting plot. Let us break it
down. Evidently, in the redshift range 0 < z < 7 the deviation from flat ΛCDM is smallest
for Ωm = 0.3, where the approximation starts to deviate at the 1% level around z ≈ 4.3.
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Note, for other values of Ωm, this deviation happens in the redshift range 1 . z . 2. This
essentially undermines the claim that the log polynomial expansion is “model-independent”.
Even within the flat ΛCDM family, the log polynomial expansion clearly approximates Ωm =
0.3, much better than the other cosmologies, so it is evidently biased towards certain models.
One can check that the addition of an extra parameter in the log polynomial expansion [14]
fails to change this conclusion [22].
(a) (b)
Figure 1: % difference between the fourth order log polynomial and flat ΛCDM based on
different values of Ωm in the left hand plot. The right hand plot presents the % difference
between the fourth order log polynomial and wCDM with Ωm = 0.3. In both plots we have
shaded the region with 1% error or less.
We can extend this analysis to the wCDM model with Ωm = 0.3. The result is shown
in Fig. 1 (b). It is clear from the plot that while w = −1 performs reasonably well over
an extended redshift range, at higher redshifts the discrepancy between the log polynomial
approximation to the luminosity distance and the actual luminosity distance exceeds 1%
by a considerable margin. In essence, what this is saying is that if the underlying data is
consistent with the standard model, then the log polynomial performs well, but if the data
prefers a different model of wCDM, then the fitting will be impacted by a breakdown in the
approximation.
So what have we learned? The fourth order log polynomial approximation works best
for the standard model. In other words, if the data is close to Ωm = 0.3 within the flat
ΛCDM model, then the approximation is under control. For this reason the log polynomial
expansion may be best viewed as a diagnostic of whether the underlying data is consistent
with the standard model (flat ΛCDM with Ωm = 0.3), or not. However, it is clear that when
one translates from physical parameters, such as Ωm and w, to the unphysical ai parameters,
the corresponding luminosity distance may deviate significantly from the original model.
Ultimately, this means that all bets are off and there is no guarantee that the ∼ 4σ
deviations reported in [1,2] have not been impacted by the breakdown in the approximation
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to the luminosity distance. Let us dwell on this a bit further. In practice what Lusso et al.
[1,2] are doing is translating flat ΛCDM into the log polynomial parameters ai using relations
(2.3) - (2.5), which are only guaranteed to hold at low redshift. This story is confirmed by
Fig. 1. Thus, the fallacy of [1, 2] is that one is comparing ai based on flat ΛCDM at low
redshift z . 2 against a log polynomial expansion fitted over an extended redshift range
0 < z < 7. This is not a good comparison.
Given the difficulty accounting for this deviation in the analysis of [1, 2], it is imperative
to fit the flat ΛCDM model directly to the data to further test the claims. But before doing
so, we digress a little in the next section to show how phantom tensions may arise from
high-redshift cosmography. The uninterested reader can skip straight to section 4.
3 Limitations of high-redshift cosmography
In this section we make some self-contained comments on high-redshift cosmography. Even
in its traditional form as a Taylor expansion around z = 0 [23], great care should be taken
with cosmography. For example, it is well documented that the expansion does not converge
beyond z > 1 and instead one should use the improved expansion parameter [24] 6,
y ≡ z
1 + z
. (3.1)
Switching between z and y overcomes the problem with convergence, since higher powers
of y, i. e. yn, clearly converge. This still leaves the thorny problem concerning where best
to truncate the cosmographic expansion. Related problems have been teased out elsewhere
[25–30]. In this section, we focus initially on the log polynomial approach to cosmography
adopted in [1, 2]. We will later also briefly return to touch upon traditional cosmography.
It is worth stressing that one must perform a Taylor expansion around z = 0 to identify
the parameters ai in terms of the single parameter Ωm in flat ΛCDM, (2.3) - (2.5). For
precisely this reason, one may worry that the above relations are only valid at low redshift.
However, as is clear from the orange curve in Fig. 1 (a) (green in Fig. 1 (b)) these relations
are valid to z ≈ 4.3 in the sense that the discrepancy with ΛCDM is still less than 1% for
the canonical value Ωm = 0.3. For later convenience we record the ai based on canonical
values:
a2 = 2.9358, a3 = 3.54123, a4 = 1.12066. (3.2)
3.1 Mock data
Before proceeding further, let us consider a simple warm-up exercise to test the polynomial
expansion (2.1). Consider the following seven redshifts zi ∈ {0, 1, 2, 3, 4, 5, 6} and their
corresponding luminosity distances dL(zi) for a flat ΛCDM model with canonical values.
6Note, this is an expansion in (1− a), where a is the scale factor normalised to a = 1 at z = 0 (today).
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Now fit this data to the fourth order polynomial. Doing so, one will discover that the best-
fit values of H0, a2, a3 and a4 are respectively, 5.6σ, 6.6σ, 10.4σ and 10.3σ removed from
their expected values (3.2). Obviously, since the underlying model is ΛCDM, the tension
here is simply an artifact of the cosmographic expansion. In essence, there is not enough
freedom in the ai parameters to describe the flat ΛCDM model over such a wide redshift
range.
(a) (b)
Figure 2: The original Hubble diagram of SNe, QSOs and GRBs on the left [2] with mock
data based on flat ΛCDM with canonical values on the right hand side.
Of course the reader is justified to protest that we have not considered data with error
bars so our above example is simply fanciful. To this end, let us consider a second exercise.
Here, we work with the original data of [2] comprising SNe, QSOs and GRBs, reproduced in
Fig. 2 (a). Relative to the distance moduli of the QSOs, the SNe and GRBs are displaced
by +19.36 and +0.54, respectively 7. The first figure here is easy enough to understand as it
is more or less, and up to a sign, the canonical value for the absolute magnitude M of Type
Ia SNe. We will see later than these shifts lead to best-fit values of H0 that are within 1σ
of the canonical value H0 = 70 km s
−1 Mpc−1.
Now, let us mock up some data. For each triplet (zi, µ(zi),∆µ(zi)), where µ(zi) is the
distance modulus and ∆µ(zi) denotes the error in the distance modulus of the original data,
we replace the second entry with a new value µ˜(zi) that is picked from a normal distribution
around its flat ΛCDM value µΛCDM(zi) with standard deviation given by the error ∆µ(zi),
i. e. µ˜(zi) ∼ N (µΛCDM(zi),∆µ(zi)). The final result is shown in Fig. 2 (b). Compared to
the real data, the mock data more closely follows flat ΛCDM, in line with expectations.
With the mock data in hand, the first thing to do is to confirm that the data is consistent
7We thank Elisabeta Lusso and Guido Risaliti for explaining and sharing their distance modulus data.
As explained in [10] (bullet points in section 2), whether one uses the flux data or the distance modulus
data, it is expected that one will infer the same cosmological parameters.
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with the underlying flat ΛCDM model from where it was generated. In Fig. 3 we show
the canonical values versus the best-fit values from Markov Chain Monte Carlo (MCMC)
using the Python package emcee [31] and confirm that the returned values are within 1σ
of the original values. This allows us to quantify the degree of “noise” we have added in
mocking up the data. Clearly, the data is consistent with flat ΛCDM. Throughout this
paper, we have checked that the number of MCMC iterations N exceeds N = 50 τ , where
τ is the autocorrelation time of a given parameter. This is required to ensure emcee chains
are sufficiently converged. Moreover, we have checked that the central value of the MCMC
agrees with the result of least squares fitting, so this provides a further consistency check on
the best-fit values using an independent method.
That being said, fits of the fourth order log polynomial (2.1) make it less clear that our
mock data is consistent with the standard model. Again using MCMC we identify the best-
fit values, this time for the parameters H0, a2, a3 and a4. The result appears in Fig. 4. Here
we see a noticeable difference in that the values of the parameters H0, a2, a3 are displaced
by 2 σ when compared to their canonical values (3.2). a4 performs marginally better, but is
still outside of 1σ.
Figure 3: Best-fit values of flat ΛCDM to the mock data. The lines correspond to the
canonical values H0 = 70 km s
−1 Mpc−1 and Ωm = 0.3.
Since we have replaced a two-parameter model with a four-parameter cosmographic ex-
pansion, one would expect any tensions to decrease as the number of parameters is increased.
Instead, here we have found the opposite. As argued earlier, this behaviour is not entirely
unexpected as depending on the dataset, fitting the fourth order polynomial along the entire
range of redshift can lead to phantom tensions that are simply an artifact of the cosmog-
raphy. This is clearly the case here with the mock data, but whether the cosmographic
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expansion leads to tension or not depends on the distribution of data. As the data quality
improves and more closely follows flat ΛCDM, these tensions become more pronounced.
Figure 4: Best-fit values of the fourth order polynomial to the mock data. The lines corre-
spond to the canonical values (3.2).
3.2 Real GRB data
Previously we argued that tensions, which are simply an artifact of cosmography, can arise
when one fits too few parameters over too wide a range of redshifts. So far we have yet to
provide a concrete example based on real data, so here we make amends. In previous studies
of GRBs using traditional cosmography with the improved parameter y (3.1) deviations from
flat ΛCDM have been recorded with statistical significance 2 ∼ 3σ [32]. We will now show
that such deviations may be down to the cosmographic expansion by studying the GRB
dataset with the two GRBs at z = 8.1 and z = 9.3 reinstated.
Before doing so, it is once again instructive to plot the approximation inherent in the
y-expansion based on flat ΛCDM with (H0,Ωm) = (70, 0.3) when it is truncated at fifth
order. From Fig. 5, it is clear that the fifth order expansion starts to deviate from the exact
9
analytic expression by 1% at y . 0.4 and this translates into z . 0.67. Clearly, beyond this
redshift, comparison becomes less meaningful. Interestingly, it is worth noting that Fig. 3
of [2] hints at a much larger tension than ∼ 4σ (potentially ∼ 8σ!) and this is likely due to
the fact that the cosmographic expansion is also impacting results.
Figure 5: % difference between the fifth order y-expansion and flat ΛCDM based on different
values of Ωm.
Nevertheless, one can ignore this concern and blindly proceed. Let us begin by confirming
that the GRB dataset on its own is consistent with flat ΛCDM. This provides us with an
opportunity to test the +0.54 shift in the distance moduli, which is the outcome of the
calibration with respect to Type Ia SNe [2]. The best-fit values are illustrated in Fig. 6.
Unsurprisingly, since we have few data points the errors are large, but nevertheless we see
from that H0 is within 1σ of H0 = 70 km s
−1 Mpc−1. We also recognise that the best-fit value
of Ωm is just under 1σ removed from the canonical value. Overall, there is no hint of any
deviation from the standard model. At this point we can make a timely comment. Since both
the SNe and GRB data are consistent with the standard model, it is an immediate corollary
that the combined dataset will also be consistent with the standard model. Nevertheless,
Fig. 4 of [2] reports a 2σ deviation from flat ΛCDM (any value of Ωm), which is probably
an artifact of the log polynomial expansion.
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Figure 6: Best-fit values of flat ΛCDM to the GRB dataset.
Now, let us switch our attention to the cosmographic expansion, but here we focus on
traditional cosmography, which is the setting for earlier papers, e. g. [32]. Following [30] for
example, we consider a power series expansion in y:
dL(y) =
c
H0
(
y + C1y
2 + C2y
3 + C3y
4 + C4y
5
)
, (3.3)
where we record the first two terms in the expansion in terms of the deceleration q0 and jerk
parameter j0 and refer the reader to [30] for the missing expressions:
C1 =
1
2
(3− q0) , C2 = 1
6
(
11− 5q0 + 3q20 − j0
)
. (3.4)
The canonical values for ΛCDM are (q0, j0) = (−0.55, 1), so that the canonical flat ΛCDM
values of these parameters are
C1 = 1.775, C2 = 2.27652. (3.5)
Using least squares fitting, the best-fit values of the parameters we record in Table 3 8, where
we have inferred 1σ confidence intervals from the returned covariance matrix and in order
to save space we have only quoted a single decimal space. The first thing to check is that
the luminosity distance is indeed positive over the entire redshift range and this turns out to
8With 162 data points least squares fitting is well suited to this task. In contrast, there is a large degener-
acy in the parameters and we were unable to get the corresponding MCMC to converge. Combining the GRB
dataset with SNe, we have checked that this degeneracy is broken and MCMC recovers the corresponding
result based on least squares.
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be the case. Next, from the best-fit values we can see that although H0 is within 1 σ of the
canonical value, the discrepancies in q0 and j0 are respectively 2σ and 2.4σ. While these
deviations are consistent with those reported in [32] and elsewhere, since we have already
checked that the data is consistent with flat ΛCDM, we confirm that these tensions are an
artifact of the cosmographic expansion and not the data.
H0 C1 C2 C3 C4
51.2+26.4−26.4 −9.0+5.3−5.3 72.2+28.6−28.6 −160.5+64.6−64.6 121.3+50.0−50.0
Table 3: Best-fit of traditional cosmography in the y parameter to the full GRB dataset
using least squares fitting.
Note, the situation with the real data closely mirrors the mock data example: consistency
at the 1 σ level becomes a slight tension above 2 σ. Thus, whether one works with the mock
high-redshift data or real high-redshift data, we have seen in certain cases that tensions can
be exacerbated by cosmographic expansions. This brings us to the pressing question at the
heart of this study: to what extent are the ∼ 4σ tensions with flat ΛCDM reported in [1,2]
attributable to cosmography?
4 Log polynomial versus ΛCDM
In section 2 we have shown that the log polynomial expansion shows a model bias, which
contradicts the claim that it is model independent. More seriously, the luminosity distance
as approximated by the log polynomial expansion can deviate significantly from the exact
luminosity distance of the underlying model. This is essentially because relations such as
(2.3) - (2.5) are based on a Taylor expansion around z = 0 and a priori do not have to hold
at higher redshifts. This is evident from Fig. 1, where the approximation typically breaks
down at higher redshift.
Now, to get oriented, let us attempt to recover the results of [2] in the original ai parame-
ters. Taking into account the requisite shifts in the distance moduli (SNe +19.63, QSOs +0,
GRBs +0.54), our best-fit values are shown in Fig. 7. Note that δ is the intrinsic dispersion,
which is a measure of the intrinsic scatter in the QSO data. Taking into account the fact
that we are doing a global fit [33], versus fits with respect to different bins [1], and the fact
that we are working with the distance moduli and not the fluxes, one can confirm that our
best-fit value of δ ≈ 1.45 is consistent with other determinations in the literature. Moreover,
in the same plot, we show the best-fit values from least squares fitting and this provides a
further consistency check.
Our best-fit values and their corresponding 1σ confidence intervals are respectively a2 =
3.22+0.17−0.17, a3 = 2.65
+0.89
−0.93 and a4 = −1.32+1.33−1.27. Interestingly, our best-fit values deviate from
those quoted in [2] (see Table 1) 9, but nevertheless, they are consistent within 1σ. Thus,
9Here, we treat H0 as a free parameter, whereas in [2] no values for H0 are quoted, so this is one possible
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it is reasonable to assume that a similar analysis to [2] in the unphysical parameter space
(a2, a3, a4) will also confirm a similarly large deviation from flat ΛCDM. Note, as explained
earlier, this should be interpreted as a ∼ 4σ deviation from the family of flat ΛCDM models
based on any value of Ωm in the range 0.1 ≤ Ωm ≤ 0.9 [2]. The reader should continually
bear this in mind.
Figure 7: Best-fit values of the log polynomial model (2.1) to the overall SNe+QSO+GRB
dataset. The lines denote the best-fit values from least squares fitting and they are consistent
with the central values of the MCMC.
Now, let us repeat the same exercise, but within the flat ΛCDM model. The result is
shown in Fig. 8 and for completeness we record our best-fit value of Ωm, Ωm = 0.369
+0.015
−0.014.
It can easily be checked that this value is ∼ 3.5σ discrepant with the Planck value, Ωm =
0.315±0.007 [6]. So, there is a clear deviation from the standard model based on flat ΛCDM
with Planck values. But given that Lusso et al. have claimed that their data is inconsistent
with flat ΛCDM in the matter density range 0.1 ≤ Ωm ≤ 0.9 [1, 2], it is a little bewildering
that one can arrive at this conclusion. The only possibility is that the flat ΛCDM model
fits the data considerably worse than the log polynomial and it can be discounted on those
grounds.
explanation for the discrepancy.
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Figure 8: Best-fit values of flat ΛCDM to the overall SNe+QSO+GRB dataset. The lines
denote the best-fit values from least squares fitting and they are consistent with the central
values of the MCMC.
So, let us look closely at the χ2 to see how the fourth order log polynomial and flat ΛCDM
fit the data. We find that the χ2 values are respectively χ2 = 4080 and χ2 = 4103 for 2806
observations, so that the log polynomial fits the data marginally better than flat ΛCDM.
The corresponding reduced chi-square values are χ2ν = 1.457 and χ
2
ν = 1.464, respectively.
Now, recalling that the standard deviation of the reduced chi-square statistic is expected to
be
√
2
ν
, we find that since ν ≈ 2800, it is clear that the two values are equivalent within one
standard deviation. In short, the goodness (or badness!) of the fits are equivalent. Moreover,
the χ2ν ≈ 1.46 is actually many standard deviations larger than unity, so this represents a
particularly poor fit between model and data. In contrast, if one eliminates the QSO data,
our best-fits are within a standard deviation of χ2ν = 1. In short, it is meaningless discussing
whether the log polynomial or flat ΛCDM fits the data better, since both are equivalent
within one standard deviation and both represent poor fits to the data. Of course, as is clear
from Fig. 2 (a), this conclusion is not overly surprising and may be traced to the visibly
poor quality of the QSO data.
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5 Direct fit of the QSO data
We have just confirmed that there is a tension between the SNe+QSO+GRB dataset and
flat ΛCDM based on Planck values [6] by fitting both the log polynomial expansion and the
flat ΛCDM model directly. At this juncture, it makes sense to identify the source of the
tension. Observe that we have confirmed through Fig. 6 that the GRB dataset is consistent
with the standard model, so we can eliminate this possibility.
Before turning our attention to the Risaliti-Lusso QSOs [1], let us turn our focus to the
Pantheon Type Ia SNe dataset [11], where one has 1048 SNe in a range 0.01 < z < 2.26.
Whether one employs least-square fitting or MCMC, it should come as no surprise that one
recovers the Ωm value from the fourth entry in Table 8 of [11], thereby underscoring the
fact that we have used the full Pantheon covariance matrix including both statistical and
systematic uncertainties. More importantly, the best-fit value of Ωm is consistent with the
canonical flat ΛCDM value 10. The +19.36 shift in the distance moduli results in a best-fit
value of H0 = 69.661
+0.343
−0.344 km s
−1 Mpc−1, which is also within 1σ of the canonical value
H0 = 70 km s
−1 Mpc−1. Therefore, as promised the Pantheon dataset is consistent with flat
ΛCDM.
Figure 9: Best-fit values of flat ΛCDM to the QSO dataset.
However, from the MCMC for the QSO data Fig. 9, it is clear that the best-fit value
10However, see [19–21] for a 2σ discrepancy with flat ΛCDM at low redshift.
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Ωm ≈ 0.9 is in tension with the best-fit value of ΛCDM and Ωm = 0.3. However, it is worth
noting that a Universe without dark energy (Ωm = 1) is within 1 σ, and one has to address
this contradiction before any ∼ 4σ tension with flat ΛCDM can be taken seriously. Overall,
this outcome may have been anticipated. The QSO data [1] suffers from considerable internal
scatter and is of relatively poor quality compared to SNe, as is clear from Fig. 2 (a). As a
result, a ∼ 4σ deviation in matter density Ωm can be expected to be far from the canonical
value Ωm = 0.3.
Let us subject the Risaliti-Lusso data [1] to one more consistency check. To get a different
perspective, it is a useful exercise to bin both the SNe and QSO data and compare. As is
standard practice, we consider weighted means in each bin, e. g [34]:
s¯i =
∑Ni
k sk(σ
s
k)
−2∑Ni
k (σ
s
k)
−2 , σ
s¯
i =
1√∑Ni
k (σ
s
k)
−2
(5.1)
where sk ≡ s(zk) denotes the data value at each point zk with error σsk and Ni is the number
of data points in each bin i. s¯i and σ
s¯
i denote the new value and error for each bin. Note,
in the binning process we adopt the weighted average value of zi for a given bin. The result
of the binning procedure is illustrated in Fig. 10, where we have considered bins of length
∆z = 0.1 at low redshift and bins of higher width where the data becomes sparser. From the
plot it is clear that the SNe and QSO data follow flat ΛCDM with canonical values where
they have been cross-correlated at z . 1.4, thereby recovering the results of [1], but at higher
redshift the QSO data falls under the red curve and this ultimately explains the larger Ωm
value. This provides visual confirmation of the increase in matter density and drop off in
dark energy density.
Figure 10: Comparison between the SNe and QSO binned data.
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Of course, one may complain that our analysis here is model dependent. However, see [18]
for an independent study of the deceleration parameter q(z) in a model independent way
where it is noted that the same QSO data provides little evidence for late-time acceleration,
in line with our model dependent findings here 11. Since evidence for dark energy can be
found in the Cosmic Microwave Background at even higher redshifts z ≈ 1100, it is difficult to
understand why QSOs calibrated by Type Ia SNe at intermediate redshifts see so little dark
energy. Moreover, it is clear that if one does not calibrate QSOs with Type Ia supernovae,
then one finds that the QSO data is consistent with flat ΛCDM [33,35], so this just further
deepens the puzzle.
6 Discussion
This work started with a desire to better understand the claim that a given SNe+QSO+GRB
is in “∼ 4σ tension with the flat ΛCDM model” within a model-independent framework [1,2].
Curiously, this statement holds for all matter densities in the range 0.1 ≤ Ωm ≤ 0.9, so it is
a bolder statement than a deviation from the standard model, i. e. flat ΛCDM with Planck
values [6]. Our study raises a number of red flags with the original study, which we itemise
as follows:
• Contrary to the claims, the log polynomial expansion pioneered in [1] cannot be model-
independent, since the approximation clearly varies with matter density Ωm in the flat
ΛCDM model and varies with EoS w in the wCDM model. Given that the expansion
parameters in the log polynomial expansion are unphysical, this negates the benefit in
using this expansion.
• We have observed that the log polynomial luminosity distances inferred from flat
ΛCDM typically deviate from the exact expression beyond z ∼ 2. In practice, this
means that the authors of [1, 2] are unwittingly constraining flat ΛCDM models to
z . 2 when they translate from the physical parameter Ωm to ai through (2.3)- (2.5).
These values are then compared to a best-fit log polynomial expansion over an ex-
tended redshift range 0 . z . 7. One is implicitly comparing models in different
redshift ranges. Note that the data below z . 2 is by construction consistent with the
Pantheon dataset, but clearly deviates at higher redshift (see Fig. 10).
• We have confirmed that one can fit the flat ΛCDM model directly to the SNe+QSO+GRB
dataset and the fit is more or less equivalent with the log polynomial expansion: both
fit the data poorly, but removing the QSO data, the quality of the fit improves con-
siderably. Note, the fact that we can fit the flat ΛCDM to the data, without affecting
the quality of the fit, contradicts the statement that there is a ∼ 4σ deviation from
flat ΛCDM.
11It is not clear that the authors of [18] have properly accounted for intrinsic dispersion and this is expected
to affect their results, but probably not the conclusions.
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• Given the equivalence between flat-ΛCDM and the log polynomial, it makes sense
to study the former, since it is physically motivated. Our best-fit value for Ωm =
0.369+0.015−0.014 is discrepant from the Planck value at 3.5σ, thus confirming that there is a
real tension with the standard model, namely flat ΛCDM with Ωm ≈ 0.3. We traced
this tension to the QSO data and confirmed that the best-fit value of Ωm to the QSO
data is consistent with a flat ΛCDM Universe with no dark energy. This marks an
irreconcilable inconsistency between the Risaliti-Lusso QSOs and flat ΛCDM, which
replaces the erroneous “∼ 4σ tension from the ΛCDM model” claim.
• As is clear from the above numbers, Lusso et al. have implicitly combined datasets
that are in tension with each other. This is not usual standard practice.
These issues aside, our main concern is that the Risaliti-Lusso QSOs, which have been
calibrated by Type Ia supernovae [1, 2], appear to be inconsistent with dark energy within
the flat ΛCDM model. Moreover, given the quality of the QSO data, it is too soon to jump
to the conclusion that flat ΛCDM is in trouble. Nevertheless, there is a glaring inconsistency.
It is worth stressing again that a calibration exists whereby the QSOs are consistent with
the standard model [33,35], so it is possible that calibration is impacting the results 12.
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