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Abstract—Modern big data systems run on cloud environments
where resources are shared amongst several users and applica-
tions. As a result, declarative user queries in these environments
need to be optimized and executed over resources that constantly
change and are provisioned on demand for each job. This requires
us to rethink traditional query optimizers designed for systems
that run on dedicated resources. In this paper, we show evidence
that the choice of query plans depends heavily on the available
resources, and the current practice of choosing query plans before
picking the resources could lead to significant performance loss
in two popular big data systems, namely Hive and SparkSQL.
Therefore, we make a case for Resource and Query Optimization
(or RAQO), i.e., choosing both the query plan and the resource
configuration at the same time. We describe rule-based RAQO
and present alternate decisions trees to make resource-aware
query planning in Hive and Spark. We further present cost-
based RAQO that integrates resource planning within a query
planner, and show techniques to significantly reduce the resource
planning overheads. We evaluate cost-based RAQO using state-
of-the-art System R query planner as well as a recently proposed
multi-objective query planner. Our evaluation on TPC-H and
randomly generated schemas show that: (i) we can reduce the
resource planning overhead by up to 16x, and (ii) RAQO can
scale to schemas as large as 100 table joins as well as clusters
as big as 100K containers with 100GB each.
I. INTRODUCTION
Traditional SQL systems (aka databases) pick a query plan
to run on a dedicated set of resources or hardware. Newer
cloud computing environments [1], [2], however, offer a shared
pool of resources where per-job resources are provisioned
dynamically and on demand, via resource managers such as
YARN [3] and Mesos [4]. As a result, SQL-like systems
running on these environments, such as Hive [5], Spark-
SQL [6], SCOPE [7], and Redshift [8], need to pick resources
in addition to the query plan. At Microsoft, this is a problem
faced by Azure Data Lake [9], which offers analytics as
a service, allowing users to simply submit their declarative
queries without worrying about optimizing or provisioning
resources for those jobs. The flexibility in resources in cloud
environments, coupled with fast provisioning cycles, allows
users to easily trade between price and performance, e.g.,
getting more/faster machines for better performance. At the
same time, the shared nature of resources also means that the
requested resources may not be available immediately, e.g.,
due to a sudden spike in the workload or a change in the
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Fig. 1. Varying resource availability on Microsoft clusters.
cluster capacity, and the applications need to either work with
whatever is available or wait for the request to be satisfied.
To illustrate the problem of available versus requested
resources, Figure 1 shows the cumulative distribution of the
ratio of queue-time and execution-time of jobs from one of the
business units in production Microsoft clusters. We observe
that more than 80% of the jobs spend as much time waiting
for resources in the queue as in the actual job execution. More
than 20% of the jobs spend at least 4 times their execution
time waiting for resources in the queue.
The current practice is to use a two-step approach for
picking the query and resource plan. First, a query plan
is chosen via a query optimizer, e.g., SCOPE optimizer in
SCOPE [7], Calcite in Hive [10], or Catalyst in SparkSQL [6].
Second, the right resource configuration (the resource plan) is
determined, typically by user guesstimates, simple heuristics,
or through a resource optimizer [11], [12].
Employing this approach means that the query and the
resource optimizer are not aware of each other, even when
the query and the resource plans heavily depend on each
other (e.g., when determining the memory size and the join
implementation for join processing in Hive). Furthermore, the
query and resource plans are picked without considering the
current cluster conditions, which are constantly changing in
these environments. This can result in picking suboptimal
query and resource plans, thereby leading to significant loss
in performance and forcing end users to spend more in order
to meet their SLAs.
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(b) SparkSQL
Fig. 2. Potential gains of query and resource optimization.
To motivate the potential gains in case query and resource
optimization were aware of each other, we ran a join query
on the TPC-H dataset, using both Hive and SparkSQL on a
10-node YARN cluster, with different join implementations
(broadcast and shuffle join) and resource configurations (e.g.,
memory per container, number of containers). Figure 2 depicts
the execution time and the total resources used for each run.
The total resources are measured as the product of the total
memory and the total execution time. Our results show that the
default optimizer picks the optimal plan for very few resource
configurations. In particular, the plans chosen by the default
optimizer are up to twice slower and twice more resource
demanding (which translates to monetary cost) than those
chosen by picking the best plan for the given set of resources.
In this work, we propose a redesign of the optimization
stack in big data systems. We argue for a more holistic
approach, in which the optimizer jointly determines both the
query plan and the resource plan, while taking into account the
current cluster condition. We term this approach Resource and
Query Optimization (or RAQO for short). We show evidence
that the choice of query plans depends heavily on the available
resources and the current practice of choosing query plans
before picking the resources could lead to significant perfor-
mance as well monetary loss. Motivated from our findings,
we describe a novel RAQO architecture and present a rule-
based version of it that can be plugged into extensible query
optimizers such as Catalyst [6] and Calcite [10], and a cost-
based version that can be integrated with existing state-of-the-
art query planners such as Selinger [13] as well as recently
proposed multi-objective query planner [14].
In summary, our key contributions are as follows:
• We present a detailed analysis on the cost of ignoring
resources for query planning using two popular open
source systems, namely Hive and Spark. Our analysis
shows that the choice of resources strongly influences
the choice of physical operators, the join orderings, as
well as the overall monetary costs. (Section III)
• We describe the RAQO architecture for a more unified
approach to optimizing user queries in big data systems
and discuss several use-cases of such an approach. (Sec-
tion IV)
• We present a rule-based version of RAQO that can make
resource-aware query optimization decisions using a more
sophisticated decision tree, which could be easily plugged
into popular systems like Hive and Spark. (Section V)
• We present a cost-based version of RAQO that performs
resource planning via hill climbing and leverages resource
plan caching to further reduce the resource planning
overhead. Cost-based RAQO could be integrated with
both modern as well as state-of-the-art query planners.
(Section VI)
• We show an evaluation of cost-based RAQO using
Selinger and a randomized multi-objective planners.
Our results on shows that: (i) even with millions of
possible resource configurations for TPC-H schema,
RAQO nicely combines query and resource planning,
(ii) RAQO reduces the resource planning overhead by
4x via hill climbing and another 4x via resource plan
caching, and (iii) RAQO scales nicely to larger schemas
with up to 100 tables as well to massive cluster sizes
with up to 100K containers. (Section VII)
• Finally, we discuss our research agenda for the new
breed of big data systems that have more holistic query
optimization mechanisms. (Section VIII)
Below we first discuss the current state of optimization
techniques in big data systems, and then we present each of
our contributions.
II. BACKGROUND
More than a decade ago, MapReduce democratized the way
users could process large amounts of data in parallel [15], [16].
Since then, a plethora of systems has been introduced (both
from enterprises and the academic world, often being released
as open-source projects) and a few key trends can be observed
in their evolution.
First, to alleviate the burden of writing low-level platform-
specific code (such as MapReduce jobs), most systems started
providing users with SQL-like declarative language abstrac-
tions, e.g., Hive [5], SparkSQL [6], and SCOPE [7]. Moreover,
a richer set of intermediate dataflow operators was introduced,
compared to the initial map and reduce operators [17], [18],
[19]. This allows different applications (including analytics,
machine learning and streaming jobs) to be translated to the
same intermediate DAG representation1 and thus share the
same execution engine. Consequently, efficiently translating
the declarative queries to the underlying DAGs, via a query
optimizer, becomes crucial.
Second, clusters are now being shared between multiple
applications and users in order to make better use of their
resources. Therefore, the resource management layer has been
abstracted out of the big data systems, forming dedicated
resource managers that provide an API for multiple systems
to use the same cluster. Example designs include YARN [3],
1A DAG consists of vertices (or stages) that correspond to dataflow
operators (e.g., map, reduce). Each vertex consists of a set of tasks
that can be executed in parallel.
Mesos [4], Apollo [20], and Borg [21]. Optimizing the re-
sources allocated to each job to improve job completion
times and overall cluster resource utilization now becomes
important.
The above two trends have also led to two major challenges
in big data systems, namely the query and resource optimiza-
tion. We discuss these in detail below.
A. Query Optimization
Early systems optimized jobs at the dataflow level [22], [23].
For instance, Stubby [22] optimizes MapReduce workflows,
by packing map/reduce functions vertically or horizontally in
order to avoid data shuffling and redundant reads. Although
useful, these techniques employ black-box optimizations that
are coupled to a particular dataflow engine.
More recent big data systems use a SQL optimizer to
translate a given SQL query to an efficient DAG of operators
supported by the underlying dataflow engine. For instance,
Hive queries get translated to Tez DAGs [19], whereas Spark-
SQL queries get translated to Spark DAGs [18]. Both rule-
based [6] and cost-based [7], [10] approaches have been
proposed. Typical optimizations that take place in this step
are filter/projection pushdown, join reordering and choice of
operator implementations (e.g., broadcast or shuffle join, hash-
or sort-based aggregation). Some systems also employ runtime
optimizations [24]. These query optimizations resemble the
traditional relational query optimization [25].
B. Resource Optimization
Along with the translation from SQL query to execution
DAGs, the dataflow engine has to choose the resources to
request from the resource manager for each DAG vertex. We
refer to the problem of finding the right resource configuration
as resource optimization. Consider YARN for instance. YARN
exposes the cluster resources to applications in the form
of containers, which are resource units comprising a fixed
amount of memory and CPU. This is the model followed
by other popular resource managers too [4], [21]. Resource
optimization with YARN involves determining the container
size, i.e., the amount of resources per container, the maximum
number of concurrent containers, i.e., the actual degree of
parallelism, and the total number of containers per DAG
vertex2, i.e., the total tasks per vertex.
Most common systems rely on the user to provide config-
urations in the form of parameters (e.g., the container size in
Hive or the degree of parallelism in Spark) or follow simple
heuristics for making such decisions (e.g., Hive determines
the number of reducers based on the intermediate data size).
Other systems refine the resource configurations at runtime
after observing actual data statistics [7], [19].
Early works in auto-resource tuning studied the problem
of provisioning and tuning Hadoop workloads [26], [27],
but their application is limited to MapReduce systems. Most
2In systems like Spark-on-YARN that reuse containers (following
the executor model), this is not applicable, although applications still
need to determine the number of tasks.
recently, Ernest [12] and PerfOrator [11] focused on the
resource optimization problem, relying on executing the job
over samples of the input to predict performance and then
pick the right resource configuration.
Note that all these resource optimizers take as input a fixed
execution DAG, which has been produced by a previously
performed, separate query optimization step. Furthermore,
these approaches do not take into account the per-operator
resources nor the current condition of the cluster.
III. COST OF IGNORING RESOURCES
In this section, we study the impact of ignoring resources
for query planning. We evaluate the query performance and
the monetary costs, both of which the cloud users care about.
Setup. For our analysis we use Apache Hive [5], a pop-
ular open-source system that provides a SQL interface3.
Hive queries get translated to Tez DAGs, employing Apache
Hadoop YARN [3] as the resource manager. In particular, we
use Hive 2.0.1 on Tez 0.9.0 with Hadoop YARN 2.7.2. We
also use the TPC-H dataset [28] with scale factor 100, and
create Hive tables in ORC format.
We conduct our experiments on a cluster of 10 virtual
machines. Each VM has 4 cores at 2.2 GHz, 16 GB of RAM,
and a 3 TB data drive. VMs are connected with each other
through a 10 Gbps network. We measure execution times,
excluding the overhead of materializing the join output, and
report an average of three runs.
We consider the following resource configurations (dis-
cussed in Section II-B): (i) container size, (ii) maximum
number of concurrent containers, and (iii) total number of
containers per DAG vertex. To simplify our analysis, we
consider the container sizes in terms of memory (configuration
parameter in Hive), but our experiments can naturally be
extended to include other resources, such as CPU. In our
experiments, we change the maximum number of containers
by altering the number of VMs of our cluster. In practice, sys-
tems like Rayon [29] can be used to determine this parameter.
Finally, in the presented results we use a split size of 256
MB to determine the number of mappers, and enable Hive’s
feature that automatically determines the number of reducers,
since those gave us close to optimal performance.
A. Physical Operators
We look at two commonly used join implementations in
Hive, namely shuffle sort merge join (SMJ) and broadcast hash
join (BHJ)4. For brevity, here we omit the join implementation
details. Note though that BHJ, unlike SMJ, broadcasts only
the smaller of the two join relations, avoiding the shuffling of
the bigger one. In Hive, BHJ is picked by the optimizer if the
3We also did the same experiments with SparkSQL. Due to space
limitations, we present detailed analysis on Hive here, and show
aggregated results from SparkSQL in Section V-A.
4Hive also supports a version of shuffle hash join. After contacting
contributors of Hive, we decided to not include results for this join,
as it is not yet stable enough.
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(a) Varying Container Size
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(b) Varying #Containers
Fig. 3. Comparing BHJ and SMJ over varying resources in Hive.
smaller relation has size below a certain threshold (determined
through a parameter), with the default threshold being 10 MB.
We use the following query: select * from orders,
lineitem where o_orderkey = l_orderkey. It is
based on TPC-H query 12, from which we removed the
aggregates and additional filters as we want to study only
the join behavior. Note that in our experiments below, we
adjusted the smaller orders table size5 proportionally with
the resources we had in hand (number and size of VMs).
1) Fixed Data, Varying Resources: In this experiment, we
present the impact of resource configurations on the execution
times of the two join implementations in Hive. Figure 3(a)
shows the results for our single-join query (with a 5.1 GB
orders table), using 10 YARN containers of varying sizes.
Observe that SMJ outperforms BHJ for container sizes up to
7 GB, while BHJ is better for bigger container sizes. This
shows that BHJ benefits from larger memory, whereas the
performance of SMJ remains relatively stable. Note that below
5 GB containers, BHJ is not an option as it runs out of memory
with default Hive settings. Therefore, the choice between these
two implementations depends on the container size, with the
switch point being at 7 GB for this query.
Figure 3(b) shows the impact of the number of concurrent
containers on the execution times, while keeping the size of
each container fixed at 3 GB (using a 3.4 GB orders table).
We see that while BHJ is better than SMJ for less than 20
containers, SMJ benefits more from increased parallelism and
is twice faster than BHJ for 40 containers. Again, we see
that the choice of query plan depends strongly on the number
of concurrent containers, and there is a switch point at 20
containers in this case.
Thus, resources do matter when picking a plan and the
current practice in Hive of deciding operator implementations
without looking at the available resources from YARN could
result in significant loss of performance.
2) Varying Data and Resources: We saw above that there
is a switch point for choosing operator implementation when
varying resources. The question we will now try to answer
is: can these switch points be statically determined and hard-
coded into the execution engine or are they dynamic? In the
5To change the orders size, we added a uniform sampling filter
on o_orderkey, which allowed us to select on demand a specific
fraction of the table each time.
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(b) #Containers
Fig. 4. Comparing BHJ and SMJ switch points over varying data size in
Hive.
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Fig. 5. Join order decisions in Hive over varying resources.
latter case, new query and resource optimizers, i.e., the RAQO
architecture, will be required. To this end, let us see how the
switch point changes over varying input sizes.
Figure 4(a) shows the execution times when varying the size
of the smaller relation (orders) for two different container
sizes (3 GB and 9 GB). We can see that while the switch
point between BHJ and SMJ with 3 GB containers is at 3.4
GB of the orders’s size (BHJ runs out of memory after
that), whereas the switch point shifts to 6.4 GB with 9 GB
containers. Figure 4(b) shows the execution times with dif-
ferent number of concurrent containers, keeping the container
size fixed. Again, we see that the switch point between BHJ
and SMJ shifts from 2.1 GB of small relation’s size with 10
containers to 3.8 GB with 40 containers. This means that the
switch points are not static and the optimizer has to be aware
of both the data statistics (as in traditional query optimizers)
and the available resources.
B. Join Ordering
We now turn to queries comprising multiple operators to
study the impact of resources on different execution plans.
To this end, we use the following two-way join query, which
is a simplified version of TPC-H query 3: select * from
customer, orders, lineitem where c_custkey
= o_custkey and l_orderkey = o_orderkey.
We use part of orders (850 MB in the first experiment
below, 425 MB in the second), so that we can employ
more BHJs, and make the plan choice more interesting. We
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(b) Varying #Containers
Fig. 6. Compa ing monet ry cost of BHJ an SMJ over varying resources
in Hive.
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Fig. 7. Comparing BHJ and SMJ monetary switch points over varying data
size in Hive.
compare two plans on Hive:
Plan 1: first performs a BHJ between lineitem and
orders, and then a BHJ with customer.
Plan 2: follows a different join order, performing a BHJ
between orders with customer and then a SMJ with
lineitem.
Figure 5(a) depicts the execution times for both plans, using
10 concurrent containers and different container sizes, while
Figure 5(b) depicts the execution times using 3 GB containers
with varying number of concurrent containers. As shown in
the figures, container size does not affect execution times
significantly and plan 1 performs better across the board.
However, for containers smaller than 6 GB, plan 1 cannot be
used as it runs out of memory. On the other hand, the number
of concurrent containers does have an impact on execution
times. Interestingly, when more containers are available, plan
2 starts performing better than plan 1, with 32 containers being
the switch point between the two plans.
C. Monetary Cost
In addition to the query performance, cloud users also care
about their monetary costs, i.e., the dollar amount they have
to pay to run their analytics. We consider the recent trend
of serverless analytics [9], [30], [31], where the users only
pay for the total container hours consumed by their analytical
queries. The question then is whether resource-aware query
planning is important for these monetary costs as well.
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Fig. 8. Big data system stack with an emphasis on Query Optimizer, Resource
Optimizer (left), and Query Resource OPtimizer (right).
Figures 6(a) and 6(b) show the total monetary costs over
varying container size and number of containers respectively.
Again, we see that either of SMJ and BHJ could be cost
effective based on the available resources. Interestingly, while
the switching points remain the same, the absolute values of
monetary value change very differently. While recent works
on multi-objective query optimization [32] could optimize for
multiple optimization goals, e.g., performance and monetary
costs, these works still lack the notion of resource planning and
pick only the query plans that optimizes the set of objectives.
Our results suggest that the optimizer needs to carefully pick
the resources as well.
Figures 7(a) and 7(b) show how the switch points between
SMJ and BHJ vary over varying data sizes. Again the switch
points for most cost effective operator implementation vary
both with the available resources as well as the data. Thus,
we see that query planning, without planning for resources,
could not only leads to poorer performance but also higher
monetary costs.
IV. THE RAQO ARCHITECTURE
The current practice in big data systems is to have query
and resource optimization as two separate steps, as shown
in Figure 8(a). First, the query optimizer takes as input the
declarative query and produces a physical plan. Then, the
resources are picked for executing the selected physical plan
and the resource manager (RM) is invoked for acquiring
these resources. However, we saw in the previous section that
ignoring resources leads to bad query plan decisions as well
as higher dollar costs. Therefore, we propose an alternative
architecture that combines Resource and Query Optimization
(RAQO) into a single layer. Figure 8(b) illustrates the RAQO
architecture. In this architecture, the combined optimizer con-
tinuously interacts with the execution runtime as well as
the RM. In its full glory, the optimizer takes as input the
declarative query and the current cluster condition (through
the RM), and emits a joint query and resource plan, which
contains both the operator DAG to be executed by the runtime
and the resources to be requested to the RM for each operator
in the DAG. However, there could be other variations of
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Fig. 9. The space of BHJ and SMJ switch points.
RAQO, e.g., emitting only the query plan for a given set
of resources, emitting resources for a given query plan, or
simply emitting the standard query plan as before. If the cluster
conditions change until or during the execution of the query,
the dataflow/runtime can further adjust the query/resource plan
by consulting the optimizer.
The key features of our approach are: (i) we propose a
single holistic optimization for picking both the query plan
and the resources, thereby solving two major problems in big
data processing at the same time; (ii) the new architecture
takes into account the condition of the cluster, a dynamically
changing feature in shared clusters; (iii) there is a tighter
coupling between the optimizer and the resource manager,
which enables, for instance, to re-optimize query plans in
case of any changes in cluster conditions; (iv) by emitting
a joint query/resource plan, the optimizer can essentially tune
the execution time and the monetary cost that the query will
yield when run in the cluster/cloud. This is because both the
execution time e and the monetary cost c are functions of the
query plan p and the resource configuration r.
The RAQO architecture enables several interesting use-
cases. We enumerate a few below:
• In case of constrained resources, e.g., with multiple
tenants each having their quota, we can pick the best
plan for a given resource budget: r =⇒ p.
• If a user is satisfied with a given performance, e.g., it
meets her SLAs, then she can still ask for adjusting the
resources to have possibly lower monetary cost: p =⇒
(r, c).
• We can optimize for performance by picking the best
query and resource plan combination (p, r). This is useful
when there are abundant or even dedicated resources.
• Instead of resources, we may want to constrain the
monetary cost c (a more directly understood metric by
the end user). We can then ask the optimizer to adjust
the shape of resources (e.g., container size) to produce the
best performance for a given price point: c =⇒ (p, r).
Thus, we see that the RAQO architecture opens up new
ways of optimizing big data systems, which are more relevant
to shared cloud environments and end user needs.
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Fig. 10. Default decision trees for join operator implementation in Hive and
Spark.
V. RULE BASED RAQO
In this section, we show we could build a rule-based RAQO
(Section V-A), and integrate it into existing systems like Hive
and Spark (Section V-B).
A. The Data-Resource Space
In Section III, we saw the impact of different resource
configurations in isolation, but, in practice, we need to com-
bine different configurations in the multi-dimensional data and
resource space.
As an example, consider a single-join query, for which
we need to pick the right operator implementation (BHJ or
SMJ) and resources. Figures 9(a) and 9(b) show the switch
points in terms of size of the smaller join relation between
BHJ and SMJ in Hive and Spark6, respectively, over different
combinations of container size, number of containers, and
number of reducers (we show the default and optimal number
of reducers). For each resource combination, for small relation
sizes within the region below the corresponding curve in the
figure, we suggest choosing a BHJ, otherwise a SMJ should
be picked. We also show the default Hive and Spark rules that
choose BHJ when the small relation is smaller than 10 MB.
Taking into account these results, along with the execution
time of the corresponding runs (not shown in the figure),
allows us to pick the most efficient query/resource plan for
the query.
Key observations from this figure are: (i) the optimizer
choices change significantly in this multi-dimensional resource
space, (ii) increasing the container size helps BHJ only up to
a point, e.g., up to 6 GB for 10 containers and 1000 reducers
in Spark, and (iii) the default optimizer rules are way off in
terms of making the right choices. Finally, the experiment with
Spark also confirms that our observations are not just a Hive
artifact, but a more general big data system phenomenon.
B. Decision Trees
We can encode our observations from the data-resource
space above into a decision tree. To do this, we ran the
decision tree classifier from scikit-learn [33] in python over
the switch point results in Figure 9, with two target classes
6SparkSQL 1.6.1 running on Hive tables via the Hive connector.
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Fig. 11. RAQO decision trees for join operator implementation in Hive and Spark.
namely SMJ and BHJ. Figure 10 shows the default Hive/Spark
decision trees7 to pick the join operator implementation in
Hive/Spark, and Figure 11 shows the RAQO decision trees.
The RAQO trees are a bit more complicated, i.e., they have
more branching based on not only the data sizes, but also the
container sizes and the number of containers. However, the
good thing is that we can simply plug these decisions trees
into Hive and Spark in order to make resource aware query
planning decisions in those systems. We still pick the join
operator implementations for each join operator in the query
DAG independently, however, we use the RAQO decision
tree instead. We traverse the tree using the current cluster
conditions (could be the cluster capacity, or could be provided
by the resource manager) and the resources available for the
query (could be provided by the user). The leaf of the tree
gives the best query plan for those resources. We can further
apply pruning techniques to prune the size of the decision
tree [34], however, this is currently not a problem for the set
of resources that we have considered in this paper (maximum
path length in the RAQO decisions trees is 6 for Hive and 7
for Spark.)
Note that building decisions trees as described above is a
practical solution since most enterprises that run data analytics
have traces of past workload executions (including query plans
and resources used), and hence these could be leveraged as
training data for the decision trees.
7Recall that both Hive and Spark have rule-based join operator selection.
VI. COST BASED RAQO
In this section, we describe our cost-based approach to
RAQO. The goal is to be more general than the rule-based
approach, and to be able to estimate costs (and hence pick)
from arbitrary query and resource plans. Below we describe
the three steps towards this goal: (i) coming up with a query
and resource cost model, (ii) techniques for efficiently doing
resource planning, and (iii) integrating resource and query
planning into a single optimizer.
A. Cost Model
Given the multi-dimensional space of data and resources,
we perform a regression analysis to learn the query costs as
a function of the input data and resources, i.e., f(d, r) → C.
Here C could be a multi-objective cost function. Specifically
for our scenario, we trained linear regression models for SMJ
and BHJ using smaller input size (ss), container size (cs),
and the number of containers (nc) as features. We further
augmented the feature set with the following non-linear func-
tions: ss2, cs2, nc2, and (cs·nc). This is to capture non-linear
behavior and the interaction between cs and nc. The final
feature vector is: [ss, ss2, cs, cs2, nc, nc2, cs · nc]. The total
cost of a query plan is the sum of costs of all join operators
in that plan, i.e., we assume disk-based processing and join
operators to be at the shuffle boundaries. Our regression
analysis over the SMJ and BHJ profile runs on Hive yielded
the following coefficients:
SMJ = [1.62643613e+01, 9.68774888e-01,
1.33866542e-02, 1.60639851e-01,
-7.82618920e-03, -3.91309460e-01,
1.10387975e-01]
BHJ = [1.00739509e+04, -6.72184592e+02,
-1.37392901e+01, -1.64871481e+02,
2.44721676e-02, 1.22360838e+00,
-1.37319484e+02]
Notice that SMJ has positive coefficients for container
size and negative for the number of containers, while it is
opposite for BHJ. This makes sense because we saw earlier
in Section III that SMJ improves more with larger parallelism
while BHJ improves more with larger container sizes.
Note that our approach requires profile runs in order to train
the cost model. However, this is a one-time investment for
each system, e.g., we could tune the system once sufficient
workload traces have been collected, or configure the system
upfront in case the workload traces are available a priori.
Once a model is trained, we could use it to predict costs for
arbitrary queries and resource configurations. We could further
tune the above cost model by adding more features, trying
other training algorithms, and gathering more data points for
training. However, that is not the focus of this paper. Our goal
here is to demonstrate how query and resource planning could
be combined together in a single optimizer. Tuning the cost
model itself would be a part of future work.
B. Resource Planning
We now describe how we pick the resource configurations
during optimization. The total search space for n relations,
a operator implementations, rp possible number of contain-
ers, and rc number of possible container sizes8 is given as
n! · (a · rp · rc)n. Here n! is the number of all possible
join orderings for the n relations. In this paper, we assume
that each operator in each of the candidate query plans can
make independent decisions on the resource configurations it
wants to use. This is a reasonable assumption because: (i) we
consider operators across shuffle boundaries (mainly joins),
and hence they could have resource configurations allocated
independently; other operators could be simply pipelined on
same machines, (ii) we can extract better performance (and
lower costs) by considering all possible resource configura-
tions for each join stage independently, and (iii) modern cloud
environments increasingly provide instant scaling of resources.
This assumption reduces the search space to n! · a · n · rp · rc.
1) Brute force approach: The brute force approach to
resource planning would perform an exhaustive search of
all possible resource configurations to find the best one.
Essentially, this means running the following set of nested
loops and returning the plan with the cheapest cost:
For every p in candidate Plans P
For every s in Subplans of p
For every o in operator Implementations O
For every r in Resource Configurations R
Measure the cost of p with o and r
The brute force resource planning quickly grows with large
number of resource configurations or larger schemas (see Sec-
tion VII-B for more details). To address this, below we present
8Note that both the number of containers as well as the container sizes,
typically, have discrete set of possible values.
Algorithm 1: HillClimbResourcePlanning
Input : CostModel m, Subplan p, Resource start,
ClusterConditions clusterCond
Output: the resources to use for executing p
1 stepSize = GetDiscreteSteps(clusterCond)
2 candidate = [-1,1]
3 currRes = start
4 while true do
5 currCost = GetCost(m,plan.d,currRes)
6 bestCost = currCost
7 foreach i ∈ [0, resourceDims) do
8 best = -1
9 foreach j ∈ [0, candidate.length) do
10 iVal = stepSize[i] * candidate[j]
11 if currRes[i] + iVal <= cluster.max[i] and
currRes[i] + iVal >= cluster.min[i] then
12 currRes[i] += iVal
13 temp = GetCost(m,plan.d,currRes)
14 currRes[i] -= iVal
15 if temp < bestCost then
16 bestCost = temp
17 best = j
18 if best ! = −1 then
19 currRes[i] += stepSize[i] * candidate[best]
20 if bestCost >= currCost then
// return current node since no
better neighbors exist
21 return currRes
our hill climbing method for resource planning. Thereafter, we
describe a resource plan cache scheme to further reduce the
resource planning costs.
2) Hill climbing method: We now describe our hill climb-
ing method for resource planning. Given that the users want to
minimize the resources used in modern cloud infrastructures,
our idea is to start from the smallest resource configuration
and then climb the resource configuration hill until no more
improvements in the cost metric could be achieved, i.e., we
reach a local optima.
Algorithm 1 shows the pseudocode for resource planning
via hill climbing. The input to the algorithm is a cost model,
as described in Section VI-A, a subplan (a single join operator
for now) for which the resources need to be planned, the
starting resource configuration for the hill climb (typically
minimum possible set of resources), and the current cluster
conditions (mainly providing the minimum and maximum
cluster resources available currently). The algorithm starts with
gathering the hill climb step sizes along all resource dimen-
sions, and initializing the candidate steps to be considered,
namely one forward and one backward step (Lines 1–2). In
each iteration, the algorithm computes the current cost and
then considers stepping along each of the resource dimensions
(Lines 5–19). For each resource dimension, we apply each of
the candidate steps (given that it does not exceed the cluster
conditions), compute the corresponding cost, and backtrack
(Lines 10–14). Only when a step produces lower cost than the
current one, we reapply the step and set that as the current
best cost (Lines 15–19). The algorithm returns when no better
resource configuration could be found, i.e., there is no cost
improvement from any of the candidate steps (Lines 20–21).
The hill climb resource planning described above not only
terminates sooner at a local optimal, but it also climbs the
resource space greedily along whichever dimensions provide
successive improvements. As a result, it allows us to plan
resources with much lower overhead to query planning (we
will demonstrate this in Section VII).
3) Resource plan cache: We now present a scheme for
caching and reusing resource plans in order to further reduce
the resource planning overhead. Our key insight is that for
the same cost model and sub-plan (e.g., join operation), same
(or similar) data characteristics, e.g., data size, will require
same (or similar) resource configuration. This means that a
resource configuration computed for one join operator in a
query tree could be applied to another join operator in the
same tree in case they have similar data characteristics. We
could further apply such resource configuration caching across
multiple queries in a query workload. We describe our caching
mechanism below.
For each cost model (e.g., SMJ, BHJ) and sub-plan (e.g.,
join operator, scan operator), we maintain an in-memory index
of data characteristic keys, each of which point to the best
resource configuration for those data characteristics (and sub-
plan, cost model). Our current prototype keeps a sorted array
of keys, with automatic resizing whenever the array gets full,
and we perform a binary search for lookup. We could also
layout the array as a CSB+-Tree [35] for larger workloads.
For each resource planning call, we first check the cache and
return the resource configuration from the cache in case of a
hit. In case of a miss, we run the hill climbing as described
above and insert the newly found resource configuration into
the cache. We provide three types of cache lookup:
• Exact match. returns a hit only when exact same data
characteristics match.
• Nearest neighbor. returns the resource configuration
corresponding to the nearest data characteristic match
(within a threshold).
• Weighted Average. returns the weighed average of neigh-
boring resource configurations when their data character-
istics are within a threshold.
Resource plan cache can significantly reduce the resource
planning overhead when the computed resource configurations
are going to be very similar anyways. We will show this in
Section VII-B.
C. Query & Resource Planning
Finally, we discuss how we integrate our resource planner
with existing query planners. Due to the fact that we compute
the resource configurations locally for each operator, we only
need to invoke the resource planner when computing the costs
of a sub-plan. Thus, we extended the getPlanCost method
of our cost model to first perform the resource planning (or
lookup in the cache) and then return the sub-plan cost. With
this, as the query planner considers different candidate sub-
plans, the resource planner considers the resource space for
each of them. This makes resource planning nicely integrated,
and yet easily pluggable, with the query planning. We val-
idated that by integrating our resource planning both with
the traditional Selinger optimizer [13] as well as a newer
randomized multi-objective optimizer [14].
VII. EVALUATION
We present an evaluation of our cost-based RAQO. Since
we already saw the query performance results in Section III,
our focus here is to evaluate the planner performance.
Setup. Our evaluation considers the TPC-H schema as
well as a randomly generated schema that could be scaled
arbitrarily. For TPC-H, we used the same tables and the same
join edges and join selectivities (we call this the join graph)
as specified in the benchmark. For the randomly generated
schema, we generate a random number of tables, each of
which have a randomly picked row size between 100 and
200 bytes, and a randomly picked number of rows between
100K and 2M. We then randomly generate join edges to create
the join graph (with similar join selectivities as in the TPC-H
schema). The queries consist of a set of relations that need
to be joined. For TPC-H, we consider Q12 (single join), Q3
(two joins), Q2 (three joins), and All (joining all tables).
For randomly generated schema, we generate queries having
increasing number of joins, up to as many as the number of
tables. For resource configurations, we consider a cluster of
100 containers each having a maximum size of of 10GB.
Minimum allocation is 1 container of size 1GB and resources
could be increased in discrete intervals of 1 on either axis.
Testbed. We ran our evaluation on a MacBook Pro running
macOS Sierra, having 2.9 GHz i5 processor, 8GB memory,
and 250GB of flash storage. Each evaluation run emits the
final query plan and resource configuration found, the costs
associated with these plans, the total wall-clock time taken,
and the total number of resource configurations explored. We
ran each query 3 times and report the average. Unless specified
otherwise, we always cleared the resource plan cache before
each query run.
Our goals for the evaluation are three fold: (i) to evaluate
resource and query planning on TPC-H schema, (ii) to evaluate
the overheads of resource planning, and (iii) to evaluate
the scalability of RAQO over larger schemas and resource
configurations. We present each of these below.
A. RAQO Planning
We tested RAQO using two query planner prototypes: a
modern randomized algorithm to pick the best join order-
ing [14], and a traditional System R style bottom-up join or-
dering algorithm (also known as Selinger optimizer) [13]. We
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Fig. 12. RAQO planning on TPC-H schema.
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(b) Runtime
Fig. 13. Comparing H llClimbing with Brute Force on TPC-H schema.
re-i plemented the fast randomized algorithm as illustrated
in [14], we refer this as Fast andomized. We set the same
target approximation precision as mentioned in the paper. For
each node in the plan tree, we considered the associativity and
h exchange mutations as described in [36]. We considered
two join operator implementations (SMJ and BHJ) and one
scan implementation (full scan). We ran all query planning
for a default of 10 iterations. For System R style optimization,
we implemented the Selinger algorithm for left deep trees and
used the same set of mutations and operator implementations
as above. We refer this as Selinger.
Figure 12 shows the planner runtimes on the TPC-H
schemas. The RAQO versions of the planner ran with hill
climbing but without resource plan caching. We can see that
we could still generate both the resource and the query plans
in a few milliseconds. However, resource planning does add
an over ad to the standard query planning. This is because of
the large resource space being explored per-operator and per-
candidate query plan. To illustrate, the FastRandomized
planner considers more than half a million resource configu-
rations for the TPC-H All query. This number goes up to over
a million for the Selinger approach.
Below we further analyze this resource planning overhead.
B. Resource Planning Overhead
Let us now look at the resource planning overhea . Recall
that we presented two techniques for handling the large
resource space: (i) a hill climbing approach, and (ii) resource
plan caching. Below we evaluate both of these.
Figure 13(a) shows the number of resource configurations
explored using hill climbing and brute force respectively. In
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Q2 24.97421800000000012.5611860000000010.030509666666712.0934586666667
All 47.5401973333333012.8894003333333 7.600062 11.68744
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Fig. 14. Comparing the effectiveness of caching on TPC-H schema.
Table 1
SchemaSize QRO QRO_Cached QO
2 24.415357333333300 4.516407 2.41017266666667
3 9.88173533 3333304.916542666666673.42228733333333
4 11.3344946666667008. 38366666666673.81403633333333
5 7.22504733333333008.35869466666667 4.608136
6 11.6629106666667006.767641666666674.95231866666667
7 14.893493 9.90762466666667 6.927412
8 18.49152566666670012.00994733333339.25612166666667
9 34.0354956666667015.230770333333312.3874376666667
10 32.049008 21.74574 16.1158376666667
11 34.762893 21.277098 6.13098633333333
12 26.323413333333300 11.968531 3.68451666666667
13 116.876279 8.110566333333335.71702233333333
14 31.8590146666667001 .32611233333335.35715733333333
15 39.954062 19.0894986666667 6.136387
16 37.903814 000000011.8318186666667.59021433333333
17 32.27216866666670012.82297633333338.49543833333333
18 56.9616123333333008.660972333333338.52641266666667
19 73.407943333333309.995890333333336.72202366666667
20 108.338236333333001 .5537166666667 7.510323
21 62.561011333333308.498200666666675.87372533333333
22 48.355316666666709.58352733333333 7.741269
23 52.80648200000000014.33060633333339.98148933333333
24 55.2496083333333014.466520666666711.4825166666667
25 59.8394933333333013.1937126666667 11.129603
26 64.581652 15.851233333333318.3135523333333
27 67.7606213333333013.352029666666713.8179843333333
28 72.52131833333330 13.68312 8.486116
29 76.2004136666667013.498714666666710.1042036666667
30 83.9007246666667015.7250223333333 13.237782
31 87.9820466666667014.853912666666711.9598553333333
32 94.89081033333330 17.4836 28.1631046666667
33 95.5244630000000022.428517666666718.9329126666667
34 104.124785 0000000 21.038743 16.32181
35 104.9156236666670027.794249333333317.7509056666667
36 108.790840666667003 .399212 20.8637203333333
37 122.0756236666670024.250609333333324.0025133333333
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Table 1
Resource 
Configurations
Containers Container-Size QRO QRO_Caching QRO_Caching 
(across queries)
QO Cost Iterations Caching_improve
ment
1 100 10 149.637344 159.272472666667049.059247 3333009 .5725970000
0002
-5462140541 79580000000000000000582818 6.41242341651096
2 100 20 101.806424666667109.66582066666700 101.316215 90.572598 -5244798110063140000000000000000589259 7.61368092255982
3 100 30 92.389748666666789.6772526666667092.859444666666709 .572599 -28360808693891200 0000000000000607449 -3.54849407778841
4 100 40 90.473800333333388.34365933333330 85.606633 90.572600 -6501166599119070000000000000000600862 3.0981582085095
5 100 50 100.16035633333389.7232496666667089.119188000000009 .572601 -5508907178600190000000000000000620629 .67324987549028
6 100 60 92.668402666666786.9229013333333087.308533666666709 .572602 -5019712754924550000000000000000630488 - .44364871330572
7 100 70 93.192640333333388.8819943333333085.971034666666709 .572603 -36163464988988300 0000000000000635592 3.27508365276969
8 100 80 89.8383293333333 86.060674 90.057054 90.572604 -4077637557588540000000000000000649262 -4.64367732002655
9 100 90 89.429918333333388.9675133333333087.733 80333333309 .572605 -5546728875663760000000000000000661662 1.38750983786068
10 100 100 90.456337 89.8458973333333087.109352333333309 .572606 -2398691510325250000000000000000671435 3.04582076780563
11 1000 10 122.161149666667 91.406503 90.893707666666709 .572607 -60798886530122600000000000000004524069 .561005307612883
12 1000 20 133.75753933333395.4645073333333094.702630333333309 .572608 -50899911473948300000000000000005860135 .798073568158414
13 1000 30 139.81209133333399.636323333333301 3.694942000000009 .572609 -52329473030912900000000000000005845898 -4.07343279126084
14 1000 40 133.03127233333393.81568600000000 95.230248 90.572610 -34170759329003200000000000000005853530 -1.50780968547202
15 1000 50 133.765381333333 96.813822 94.538167666666709 .572611 -54054846457314500000000000000005876348 2.35054694290794
16 1000 60 132.74579833333395.4240386666667091.273601333333309 .572612 -67926092995921900000000000000005859840 4.34946727399744
17 1000 70 135.189862333333 102.676543 97.202474333333309 .572613 -35416552740903000000000000000005906847 5.33137219731547
18 1000 80 133.44802366666796.4058926666667096.614628333333309 .572614 -30522269071646300000000000000005859867 - .216517539429249
19 1000 90 134.64180266666797.6629293333333095.435785000000009 .572615 -36171604446523800000000000000005867570 2.28043982351979
20 1000 100 136.83963233333397.7654363333333092.935842666666709 .572616 -52429591534424900000000000000005887344 4.9399806800842
21 10000 10 346.011676666667130.06655833333300 117.676423 90.572617 -326425267248945000000000000000030226841 9.52599614543502
22 10000 20 366.780363333333 127.769923 121.306515666667009 .572618 -344728425148689000000000000000031661181 5.05862974757631
23 10000 30 371.110366333333 129.642239 113.027200333333009 .572619 -418083605400876000000000000000033192941 12.8160688945419
24 10000 40 392.126227333333137.00043133333300 112.578538 90.572620 -337864029479199000000000000000035164916 17.8261433892225
25 10000 50 398.507997666667147.46039133333300127.224902333333009 .572621 -731943255226948000000000000000036368902 13.7226605850094
26 10000 60 410.401310666667 138.271404 117.866022666667009 .572622 -597408661544298000000000000000038221347 14.7574847315019
27 10000 70 421.046082333333140.02524733333300134.808913333333009 .572623 -576122482286782000000000000000039595025 3.72528104705462
28 10000 80 435.198117333333161.74232533333300118.123591333333009 .572624 -565614206665027000000000000000041181226 26.9680393861697
29 10000 90 453.788757666667147.17804833333300 124.370896 90.572625 -512922938048187000000000000000043087716 15.4963002917928
30 10000 100 469.319249 133.53807000000000 125.838211 90.572626 -426689989212715000000000000000045549222 5.76604035089022
31 100000 10 2779.210807 630.39197 270.763905666667009 .572627 -6621624777943870000000000000000287806604 57.0483257160356
32 100000 20 2666.22185 394.1276903333330274.483642333333009 .572628 -3636215618638420000000000000000291340171 3 .3566714378305
33 100000 30 2825.761954 465.721573 340.55819166666709 .572629 -8726152493133010000000000000000288488767 26.8751521487568
34 100000 40 2583.75798033333555.632673333333013.93428433333309 .572630 -5249108570984970000000000000000290905167 43.4996717435659
35 100000 50 2619.93856 501.250251 383.045667000000009 .572631 -4641882835666910000000000000000296633607 23.5819500866444
36 100000 60 2626.278392 520.237272 373.907798333333009 .572632 -4259013125682830000000000000000295248042 28.1274490587954
37 100000 70 2616.93267366667531.3977766666670430.41999366666709 .572633 -4494716427142410000000000000000296977851 19.0022968544223
38 100000 80 2609.21475733333470.4708740000000284.7171113333339 .57263 -6302472478292400000000000000000297842042 39.4825212212109
39 100000 90 2625.573591 448.805946 472.770685333333009 .572635 -4129089728664430000000000000000301663514 -5.33966618466622
40 100000 100 2648.02634933333400.2985886666670325.86089233333309 .572636 -5622067506153900000000000000000303263983 18.5955430373297
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Fig. 15. RAQO scalability over varying schema size and number of resource
configurations.
general, hill climbing explores 4 times less resource configu-
rations than brute force. Figure 13(b) shows the corresponding
change in runtimes. We observe similar improvements in
runtime as well.
Figures 14(a) and 14(b) show the number of resource con-
figurations explored and the planner runtime with and without
the resource plan cache. All measurements here are on TCP-H
All query. We denote the nearest neighbor variant of our cache
lookup as HC+Caching_NN, while the weighted average
variant is denoted as HC+Caching_WA. Both variants first
look for exact match before trying the interpolation. We vary
the interpolation threshold, in terms of the smaller input size,
on the X-axis. We observe two things from Figures 14(a)
and 14(b): (i) as desired, resource plan caching becomes more
effective as we increase the interpolation, and (ii) both the
number of resources configurations and the planner runtime
decrease significantly with resource plan caching (up to 10x
planner time reduction for 0.1GB threshold).
Thus, both the hill climbing method as well as resource
plan caching are effective in significantly reducing the resource
planning overhead in RAQO.
C. RAQO Scalability
Finally, we evaluate the scalability of the RAQO planner
with larger schema sizes and larger resource configurations.
We do this one at a time below.
To evaluate the scalability with schema sizes, we used
the randomly generated schema (consisting of 100 tables),
and ran queries with increasingly larger number of relations.
Figure 15(a) shows the results. The RAQO planner here uses
hill climbing as well as resource plan caching. We can see
that RAQO planner performance follows closely with that of
QO planner and it scales well to larger schema. The cached
version of RAQO improves over the non-cached version by
almost 6x, while it is slower than the plain QO only by a
factor of 1.29x on average.
Next we scale the resource configuration space. For this
purpose, we took the largest query in Figure 15(a), i.e., the
one with 100 table joins and increased the maximum cluster
capacity from 100 to 100K containers (in multiples of 10)
with maximum container size from 10GB to 100GB (in
increments of 10GB), giving a total of 40 cluster conditions.
Note that these numbers are realistic in modern enterprise
clusters. Figure 15(b) shows the planner performance over the
40 cluster conditions. We can see that the resource planning
overhead is negligible up to 1000 containers, it is 50% for
up to 10K containers, but the overhead climbs to 5x on
average for more than 10K containers. Though the planner
runtimes are still within 630 milliseconds. Figure 15(b) also
shows the RAQO planner with caching turned on across
queries, i.e., we do not clear the cache before each query
and successive queries can leverage the older cache. Such
across-query caching is indeed useful after 10K containers,
with almost 30% improvements in planner runtime.
Overall, we conclude that RAQO planner could scale well
to larger schemas and to much larger cluster sizes.
VIII. RESEARCH LANDSCAPE
After showing our first evidence about the importance of
RAQO and presenting a prototype implementation for com-
bining query and resource optimization, we now discuss our
agenda going further, which includes several open challenges.
Explore query/resource search space. Having to also choose
the right resource configuration for each operator significantly
increases the already large search space that query optimiz-
ers have to deal with. Hence, more efficient resource-aware
plan enumeration techniques need to be devised. Such tech-
niques should identify and prune infeasible or non-interesting
query/resource plans early on (e.g., some operator implemen-
tations are more efficient irrespective of resources, a broadcast
join requires one relation to fit in memory in systems like
Spark, etc.). Another open question is what should be the
RAQO output: a decision tree, a machine learning model, or
analytical formulas?
RAQO on arbitrary queries. In Section III we focused
on simple queries with one or two joins. Next step is to
generalize our approach to arbitrary operator DAGs. This is
challenging because: (i) with multiple operators the space of
possible resource configurations grows exponentially, (ii) the
operators may interact, for instance, via interesting sort or-
ders, and hence the corresponding resource requirements may
interact too, (iii) if resources between operators do not change,
containers can be reused, creating a trade-off between picking
the best resources per operator and the resources that would
minimize the resource allocation cost.
Adaptive RAQO. From the moment a query gets optimized
until the moment its execution begins, the condition of the
cluster might change, especially in busy clusters. In such a
case, we might need to adapt/re-optimize the query, instead
of waiting for resources to become available. Alternatively,
RAQO could also pick plans that are more resilient to changes
of cluster condition.
Interaction with DAG scheduler. With RAQO, the submitted
jobs now have precise resource requests. This raises new
questions for the scheduler in case the exact resources are not
available: should it delay the job, should it fail it, or should it
consider multiple query/resource plan alternatives and pick the
most appropriate at runtime? Moreover, should the scheduling
of tasks to resources adapt based on the selected plan (which
could for instance affect the DAG’s critical path)?
Interface with resource manager (RM). It is crucial to
define the right interface for the optimizer to talk to the RM:
a restricted API gives less opportunities for optimizations,
while, at the other extreme, exposing all the RM details to
the optimizer raises security concerns, especially in a public
cloud environment. Coming up with the right interface to learn
current cluster conditions is an interesting challenge.
RAQO and pricing. So far we studied mostly the impact
of RAQO with respect to performance and touched monetary
costs briefly. However, there is much more to it. For instance,
it would be interesting to see if our findings from RAQO can
be used to suggest new pricing models for cloud environments.
Beyond SQL. In this work we focus on systems with a SQL-
like interface. However, RAQO can be applied to any system
that needs to make query and resource optimization decisions,
such as streaming or machine learning systems. Many of these
lack the notion of a query optimizer in the first place, and so
building a RAQO system from scratch would be interesting.
Bridging two communities. Overall, this is an initiative to
combine efforts being done separately by the database and the
systems community. As the different layers of modern big data
systems need to increasingly collaborate with each other, so
do the corresponding communities.
Redefining the user’s role. Finally, we need to reconsider
the user’s role in a system that supports RAQO. Will the
user simply provide the declarative queries and let the system
run on autopilot? Are there still control knobs she needs to
handle? What about troubleshooting and debugging? How will
the “explain” command look in such systems?
IX. ADDITIONAL RELATED WORK
In Section II, we described the current landscape in big data
systems. Here we discuss some additional related work from
the database literature.
Classical query optimization picks the cheapest query plan
for a given cost metric [25]. Recent works introduced multiple
objectives in query optimization, e.g., execution time and
monetary cost [32]. One could consider adding resources as
an objective, which would lead to choosing the cheapest plan.
This is different than our case where we choose both the plan
and the resources. Moreover, unlike our scenario, these works
do not consider dynamically changing resources.
Dynamic query evaluation plans [37] and parametric query
optimization [38] defer some optimization decisions at run-
time, by adding parameters, such as operator selectivity and
table sizes, to the plans produced at compilation. Ganguly [38]
also mentions available resources (e.g., memory size) as a
parameter. However, that work does not consider the shared
resource environment, where the optimizer also needs to pick
the resources to be requested.
Finally, there is a rich body of work to make databases
hardware-aware or hardware-conscious. These include op-
timizing data layouts for better I/O performance both on
disk [39] and in memory [40], making better use of modern
CPUs [41], advanced compiler techniques to generate byte
codes optimized for the underlying hardware [42], or simply
redesigning database systems for newer hardware [43]. These
approaches, however, still consider a dedicated set of hardware
resources.
X. CONCLUSION
This paper opens the book for combining query and resource
optimization in big data systems. This is a major departure
from current systems which treat query optimization as an
upfront process, while resource management is a dynamic
runtime activity. We argue that there is a strong interplay
between query plans and resource configurations, and the one
cannot be chosen independently from the other. Consequently,
the query optimizer and the resource manager need to be aware
of each other in order to produce much superior query plans
and to avoid significant wastage of resources. We introduce our
vision of query and resource optimization, present evidence
to support our claims, describe a tool to help existing query
optimizers make better decisions, and discuss an extensive
research agenda.
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