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Abstract 
Detecting concrete surface damages is a vital task for 
maintaining the structural health and reliability of highway 
bridges. Currently, most of these tasks are conducted manu-
ally which could be cumbersome and time-consuming. Re-
cent rapid advancement in convolution neural network has 
enabled the development of deep learning-based visual in-
spection techniques for detecting multiple structural dam-
ages. However, most deep learning-based techniques are 
built on two-stage, proposal-driven detectors and using less 
complex image data, which is not promising to promote 
practical applications and integration within intelligent au-
tonomous inspection systems. In this study, a faster, simpler 
single-stage detector is proposed based on YOLOv3 for de-
tecting multiple concrete damages of highway bridges. To 
realize this, a bridge damage dataset consisting of field in-
spection images is prepared. These images have large vari-
ations in damage appearance and monitoring scene and are 
labeled with four types of concrete damages: crack, pop-out, 
spalling and exposed rebar. The original YOLOv3 is further 
improved by introducing a novel transfer learning method, 
Batch Renormalization and Focal Loss. The improved 
YOLOv3 is evaluated in terms of average precision and 
speed. The results show that the improved YOLOv3 has a de-
tection accuracy of up to 80%. Its performance is about 13% 
better than the original YOLOv3. 
1. Introduction 
Highway bridges are an integral part of the transportation 
systems that form the backbone of the modern metropolis. 
Their safety and serviceability are vital to society and always 
need to be closely monitored and maintained. For this reason, 
highway bridges are inspected by certified professionals pe-
riodically and after any major events. On one hand, the 
maintenance and rehabilitation of aging bridges have be-
come a common problem in many places including the US 
[1, 2]. On the other hand, for a rapidly-developing region like 
Hong Kong with over 1,300 concrete bridges [3], although 
the bridge inventory is newer than those in Europe and North 
America, they carry a very high traffic volume [4]. It is nec-
essary to detect defects appearing on these bridges in early 
stages to prevent any further losses in their structural capac-
ity and durability.  
Surface defects are the most observable indicator of pos-
sible structural deterioration or damage. Among all non-de-
structive evaluation (NDE) techniques, visual inspection is 
most practiced. Besides, low-cost and high-quality digital 
cameras contributed to the recent growing incorporation of 
image-based techniques into the structural health monitoring 
(SHM) framework. It is noteworthy, however, that the inter-
nal condition of a structural element cannot be assessed by 
merely relying on visual techniques. Other in-depth methods 
must be brought into the process for a comprehensive inspec-
tion. Nevertheless, surface defects are a good measure for the 
general condition of a structural member and are still a key 
part of many condition assessment manuals [5]. 
Manual inspection of bridges can be costly, labor inten-
sive, dangerous in locations with low accessibility, and sub-
jective. These drawbacks initiated the emergence of com-
puter vision-based inspection and robotic inspection plat-
forms, e.g. unmanned aerial vehicle [6, 7]. Once visual data 
is collected from a bridge, there is an entire suite of image 
processing techniques (IPTs) to extract relevant information 
for defect detection, classification, and assessment [5]. The 
types of damages considered were mostly focused on con-
crete cracking and were extended to minor extent spall-
ing/delamination and rusting. For crack detection, basic edge 
detection methods like the Haar wavelet method were shown 
to be reliable [8]. The performance of thresholding algo-
rithms for noisy image data however was questionable [9]. 
In more advanced methods, the extracted features of images 
are classified using machine learning techniques in a more 
automated way and with less sensitivity to image noise. 
These machine learning-based approaches have been utilized 
for detecting various types of defects including cracks [10-
12], spalling [13, 14], and corrosion [15]. The efficiency and 
robustness of traditional IPTs were significantly improved 
by applying machine learning techniques. However, these 
methods are still based on handcrafted low-level features and 
require pre- and post-processing. These drawbacks make 
them less applicable on images with large variations, such as 
those acquired from robotic platforms. 
Lately, IPTs based on deep learning have gained a lot of 
attention. Convolutional neural networks (CNNs) enhance 
the capability of computer vision techniques in object detec-
tion and classification. Unlike a traditional neural network, a 
CNN learns the appropriate features automatically from the 
training data. This is a significant advantage because CNNs 
do not depend on hand-engineered features, and no prior im-
age processing or feature extraction is necessary. In terms of *czhangbd@connect.ust.hk 
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network architecture, the CNN-based object detectors can be 
divided into two main categories: two-stage and single-stage 
detectors. In general, two-stage detectors are more accurate, 
but single-stage detectors are faster. Due to the accuracy is-
sue, most studies in the field of deep learning-based struc-
tural inspection are based on two-stage detectors. Recent im-
provements on single-stage detectors, however, have al-
lowed them to achieve comparable or even better accuracy 
than two-stage detectors [16, 17]. 
The motivation of the study is to investigate the perfor-
mance of the state-of-the-art single-stage object detector 
(YOLOv3) for identifying multiple classes of defects in 
bridge inspection images, and to evaluate the trade-offs be-
tween accuracy and speed. The speed of the detection pro-
cess can become important as the number of images in-
creases. This is particularly true for inspection videos where 
processing every frame can become overwhelmingly slow. 
On the other hand, in a boarder scope, high-speed detection 
is essential for the development of real-time robotic inspec-
tion systems which seems to be the future direction of the 
industry [18].  
The aim of this study is twofold: first, to train and config-
ure the original YOLOv3 for defect detection. Second, to im-
prove the original architecture and evaluate its reliability and 
performance. The main contributions of the article are as fol-
lows: 
- A dataset of 2,206 concrete bridge damage images was 
prepared and annotated. These images are actual inspection 
images acquired from the Hong Kong Highways Department. 
Therefore, the variations in damage scale and appearance 
in the images are such that they represent actual conditions.  
- To improve the original architecture, a new transfer 
learning method is proposed to tackle the problem with 
training the network with a small dataset. Besides, Batch 
Renormalization and Focal Loss are employed as refine-
ments to enhance the accuracy of YOLOv3.  
- Comprehensive validation experiments are conducted to 
evaluate the accuracy and speed performance of the original 
and improved YOLOv3.  
The rest of the article is organized as follows. Section 2 
discusses the related works and Section 3 provides an over-
view of the YOLOv3 network architecture. In Section 4, the 
improvements for original architecture are described. Sec-
tion 5 describes the procedures for generating database and 
date augmentation. Experimental results are presented in 
Section 6, and concluding remarks are given in Section 7.  
2. Related work 
Convolutional neural network: Owing to its excellent 
capability, researchers utilized the power of CNN for struc-
tural damage detection. In the simplest form, CNN can be 
used to classify each pixel as either damaged or intact. Such 
approach was employed for crack segmentation by classify-
ing each pixel [19, 20]. To find the extent of a defect in a 
large image, a simple approach is to raster scan the image 
with a fix-sized sliding window and flag the windows that 
the classifier detected. Following this approach, Cha et al. 
[21] proposed a deep CNN model to classify whether each 
image patch contains a concrete crack. In another study, 
Yang et al. [22] fine-tuned the VGG-16 model [23] to clas-
sify two types of defect: cracks and spalling. Applying CNN 
to damage classification was shown to achieve a high level 
of accuracy. However, the challenge of such sliding window-
based approach is to find the proper window size when deal-
ing with defects of various scales. Moreover, this approach 
comes with a high computational cost, since CNN classifier 
must be applied many times for every single window in each 
image. 
Two-stage detectors: To improve the efficiency of de-
tecting and locating multiple objects, Region-based CNN (R-
CNN) uses Selective Search [24] to generate region pro-
posals instead of sliding windows to find objects in an image 
[25]. R-CNN is a two-stage architecture that incorporates re-
gion proposal as an intermediate step. However, the region 
proposals generation step using the selective search is still 
slow and has limited accuracy because generating object pro-
posals through such an external method is not effective for 
some small and thin objects. Also, due to the significant du-
plicate computation from overlapping regions, the R-CNN 
approach can become rather inefficient and time-consuming. 
Later, to overcome this critical issue, Ren et al. [26] propose 
the Faster R-CNN, which uses a region proposal network 
(RPN) to replace the traditional handcrafted proposals gen-
eration step. The Faster R-CNN offers speed and accuracy 
improvements over its predecessors by sharing computation 
and using neural networks to propose regions. These two-
stage detectors have recently been used to detect structural 
defects. For example, Kim et al. [27] combine R-CNN with 
morphological post-processing to detect and quantify cracks 
in a concrete bridge. However, the detected crack region 
from R-CNN is fragmented and accuracy is affected by the 
extracted potential crack regions. In another study, Cha et al. 
[28] use the Faster R-CNN architecture to detect five types 
of structural surface damage in concrete and steel. They 
show that they can train their model to achieve high accuracy 
for a dataset of images with distinctive features. Li et al. [29] 
also employed a modified Faster R-CNN network to identify 
three types of concrete defects and their dataset included var-
ious background information and relatively small defects. 
All these studies are based on two-stage detectors incorpo-
rating region proposal as the intermediate step, thus they still 
fall short of real-time performance. Also, the pipeline of 
training these two-stage approaches is complex and requires 
a lot of time. 
Single-stage detectors: Due to the above drawbacks, sin-
gle-stage detectors were proposed as an end-to-end network 
that unifies object classification and localization in a single 
convolution network. There are two popular state-of-the-art 
models in this category: SSD (Single Shot MultiBox Detec-
tor) [30] and YOLO (You Only Look Once) [31]. Both SSD 
and YOLO remove the proposal-generating step and 
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simultaneously predict multiple bounding boxes and class 
probabilities; therefore, their processing speed is considera-
bly fast. The speed of the detection process can become im-
portant as the number of images increases. While they are 
definitely faster than two-stage detectors, some researchers 
found that directly locating objects using such single-shot 
style networks arguably compromises the accuracy of the de-
tection [29, 32]. In particular, the earliest version of YOLO 
struggled with small objects and could hardly be generalized 
to objects with unusual aspect ratios or configurations. This 
indicates a significant number of localization errors. To rem-
edy these shortcomings, Redmon and Farhadi [17, 33] en-
hance the performance of the network by introducing several 
improvements, including applying Batch Normalization [34] 
and using good priors of anchor boxes to predict bounding 
boxes in YOLOv2; and employment of Feature Pyramid 
Network [35] and Darknet-53 backbone in YOLOv3. They 
suggest that the latest version (YOLOv3) could achieve a 
comparable accuracy as the two-stage detectors (i.e., Faster 
R-CNN), without scarifying its computational efficiency. To 
the best of our knowledge, only very few studies have inves-
tigated the efficiency and performance of single-stage detec-
tors for structural inspection. In a recent publication, Maeda 
et al. [36] applied SSD to detect road surface damages in 
real-time. They demonstrated that SSD could obtain rela-
tively high accuracy for some classes of defect. In this paper, 
a YOLOv3-based single-stage detector is proposed and val-
idated for detecting multiple defects in a concrete bridge. 
3. Overview of YOLOv3 architecture 
YOLOv3 is a single-stage CNN consisting of one back-
bone and one head subnet (see Figure 1). The backbone is 
responsible for computing the convolutional feature maps 
over an entire input image and its performance is usually 
evaluated by classification accuracy using the ImageNet da-
taset [37]. The head subnet is built on top of the backbone to 
perform classification and bounding box regression and then 
output the predicted results. The details of the YOLOv3 
framework is explained in this section. 
Backbone: The backbone of the YOLOv3 framework is 
called Darknet-53 which contains 23 residual units [38]. 
Each residual unit contains one 3 × 3 and one 1 × 1 convolu-
tional layer. At the end of each residual unit, an element-wise 
addition is performed between the input and output vectors. 
Batch Normalization (BN) [34] is used after each convolu-
tional layer followed by the Leaky ReLU [39] activation 
function. Also, the down-sampling step is performed in five 
separate convolutional layers with a stride of 2. The back-
bone Darknet-53 is pre-trained on ImageNet dataset and per-
forms on par with state-of-the-art classifiers but with less 
computational cost (classification accuracy is 0.1% higher 
and speed is 1.5 times faster than the ResNet-101 according 
to [17]). 
Head subnet: The head subnet of YOLOv3 adopts a Fea-
ture Pyramid Network (FPN) [35] to detect objects at three 
different scales. In brief, FPN augments a standard convolu-
tional network with a top-down pathway and lateral connec-
tions such that the network efficiently constructs a rich, 
multi-scale feature pyramid from a single resolution input 
image. Each level of the pyramid can be used for detecting 
objects at a different scale. The lower resolution feature 
maps have larger strides that leads to a very coarse represen-
tation of the input image, which is assigned for large object 
detection. While the higher resolution feature maps have 
more fine-grained features and is used for small object 
 
Figure 1. Architecture of YOLOv3 with multi-scale predictions. 
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detection. YOLOv3 builds FPN on top of the backbone ar-
chitecture and constructs a pyramid with down sampling 
strides 32, 16, and 8. It uses concatenation to perform the 
merging step in lateral connections instead of element-wise 
addition used in the original FPN paper by Lin et al. [35].  
Anchors: Unlike Faster R-CNN, YOLOv3 implements k-
means clustering on training set ground-truth boxes to auto-
matically find good priors of anchors. The good priors are 
box dimensions (width and height) of anchors that lead to 
larger overlap between anchors and ground-truth objects. 
The default number of clusters in YOLOv3 is set to be 9. By 
sorting the area of 9 clusters and then dividing them evenly 
across scales, specific feature maps learn to be responsive to 
particular scales of the objects. Hence, an anchor box with a 
smaller scale is assigned to a feature map with a higher res-
olution. During training, a ground-truth box needs to be as-
signed to a particular anchor box and train the network ac-
cordingly. YOLOv3 only assigns one anchor box for each 
ground-truth object. Thus, only the anchor box that has the 
highest IoU with the ground-truth box will be responsible for 
predicting an object. This leads to specialization among the 
bounding box predictors [31].  
Prediction and loss function: Instead of predicting loca-
tion offsets as in most object detectors [26, 30, 40], YOLOv3 
predicts location coordinates relative to the location of the 
grid cell. This bounds the ground truth to fall between 0 and 
1, so the logistic activation is used to constrain the network’s 
predictions to fall within this range. In total, the network pre-
dicts 1 confidence score (𝑡𝑜), 4 class probabilities (𝑝), and 4 
coordinates (𝑡𝑥, 𝑡𝑦, 𝑡𝑤, 𝑡ℎ) for each of three bounding boxes 
at each grid cell on three different-resolution output feature 
maps. If the cell is offset from the top left corner of the image 
by (𝑐𝑥, 𝑐𝑦) and the bounding box prior has width 𝑝𝑤, and 
height 𝑝ℎ, then the predictions correspond to 
𝑏𝑥 = 𝜎(𝑡𝑥) + 𝑐𝑥,   𝑏𝑦 = 𝜎(𝑡𝑦) + 𝑐𝑦, 
𝑏𝑤 = 𝑝𝑤𝑒𝑡
𝑤
,   𝑏ℎ = 𝑝ℎ𝑒𝑡
ℎ
, 
𝐶 = 𝜎(𝑡𝑜),   𝑝𝑐𝑙𝑎𝑠𝑠 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑝) 
(1) 
where 𝑏𝑥 and 𝑏𝑦 are the center coordinates, and  𝑏𝑤 and 𝑏ℎ 
are the width and height of the predicted bounding box, re-
spectively; 𝐶 is the object confidence; and 𝑝𝑐𝑙𝑎𝑠𝑠 is the prob-
ability of being each damage type. Unlike the independent 
logistic classifiers in YOLOv3, here since the damage clas-
ses are mutually exclusive in the bridge damage dataset, the 
softmax classifier [41] is used to transform the input values 
in a multi-class probability distribution. With these defini-
tions, YOLOv3 minimizes an objective function which is a 
weighted sum of the confidence loss, classification loss, and 
localization loss. The cross entropy loss [42] is used to meas-
ure the performance of confidence and class predictions 
whose output is a probability value between 0 and 1. For the 
localization loss, sum-squared loss is used as the predicted 
values need to regress to a specific target value not neces-
sarily between 0 and 1. Note that only the anchor box which 
has the highest IoU with the ground-truth box will be 
responsible for predicting an object. Hence, the loss function 
only penalizes classification errors and localization errors if 
that anchor box is responsible for the ground-truth box. 
4. Improved YOLOv3 
Training a deep network requires large annotated image 
datasets to achieve high predictive accuracy. However, in 
many domains like structural damages, acquisition of such 
data is difficult and labeling them is costly and labor inten-
sive. Also, limited computer memory may result in a small 
training batch size, which diminishes the effectiveness of 
batch normalization. In this section, some improvements are 
made for original YOLOv3 to improve its efficiency for civil 
and practical applications. 
4.1. Transfer learning 
Instead of training the CNN from scratch, it is common to 
pre-train a CNN model on a very large dataset and then use 
the pre-trained weight either as an initialization or a fixed 
feature extractor for the task of interest. Yosinski et al. [43] 
showed that transferring features and then fine-tuning them 
offer better results compared with the case of freezing trans-
ferred feature layers; moreover a better performance could 
be achieved with more transferred feature layers. The trans-
fer learning (TL)  technology is commonly used to initialize 
the backbone of an object detector, where the backbone 
weights are usually pre-trained on the standard ImageNet 
classification dataset which is publicly accessible [16, 17], 
[26, 30]. TL technology has been widely used and has played 
an extremely important role in deep learning-based structural 
damage recognition [29, 44-46]. To apply TL for YOLOv3, 
the backbone of YOLOv3 is initialized with pre-trained 
Darknet-53 weight on ImageNet dataset and all new convo-
lution layers without pre-trained weight are initialized with 
Xavier initialization [47]. This is the common practice of 
weight initialization for an object detector. Note that we in-
vestigated the TL using the pre-trained weight as a fixed fea-
ture extractor (freezing transferred feature layers during 
training) and found that it did not work well for this study. 
This has two plausible reasons: (1) there is a large difference 
between the ImageNet classification dataset and damage de-
tection dataset; and (2) the later part of the pre-trained Dark-
net-53 weight is more specific and not very general for com-
mon detection task. This effect may be more severe when 
performing the merging step in the lateral connection of FPN.  
Inspired by the fact that better performance could be 
achieved with more transferred feature layers, a novel trans-
fer learning method was developed. Instead of using a dam-
age dataset to directly fine-tune all layers, a larger common 
object dataset extracted from COCO dataset [48] is used to 
fine-tune the network firstly. Then, restoring this fully pre-
trained weights for all layers and fine-tuning all layers again 
using damage dataset. In this method, the object instance for 
a fully pre-trained weight usually falls within a specific scale 
range. Differences in the object scale between pre-trained 
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weight and damage datasets may result in a large domain-
shift when fine-tuning from a pre-trained network. This 
makes the optimization process difficult. This phenomenon 
was also indicated in YOLOv2 [33] and SNIP [49]. In order 
to reduce such domain-shift between pre-trained weight and 
damage datasets while finetuning the network, the COCO 
classes with the closest distribution of object scales and as-
pect ratios to the damage dataset should be extracted from 
COCO dataset to perform the first fine-tuning step. Also, 
feature maps from different levels within a network are 
known to have different effective receptive field size [50], 
which only takes up a fraction of the full theoretical receptive 
field, and this effective receptive field evolves during train-
ing. As we assign a specific scale of anchors to each level 
(i.e. smaller scale for higher resolution feature map), specific 
feature maps learn to be responsive to particular scales of the 
objects. It is sensible that the object scales in pre-trained 
weights and custom datasets are better to be similar in terms 
of each level of feature maps. Hence, the default anchors for 
damage dataset was used when fine-tuning on the extracted 
COCO classes. This can help to make the object scale for 
each output feature maps to be similar between fully pre-
trained weight and damage dataset. 
4.2. Batch Renormalization 
 It is well-known that normalizing the input data makes 
training faster. The change in the distributions of layers’ in-
puts presents a problem because the layers need to continu-
ously adapt to the new distribution. Batch Normalization 
(BN) [34] is adopted in YOLOv3 to normalize the previous 
output by subtracting the batch mean and dividing by the 
batch standard deviation. However, simply normalizing the 
layer data may change what the layer can represent. To ad-
dress this, BN introduces a pair of parameters, 𝛾 and 𝛽, to 
scale and shift the normalized value. These two parameters 
are learned along with the original model parameters and 
they restore the representation power of the network. The 
formula for a BN layer is 
𝑦𝑖 =  𝛾 (
𝑥𝑖 − 𝜇𝐵
√𝜎𝐵
2 + 𝜖
) + 𝛽 (2) 
where, 𝑥𝑖  and 𝑦𝑖  represent the input feature and the output 
value in each hidden layer before activations; 𝜇𝐵 and 𝜎𝐵
2 are 
the mini-batch mean and variance computed along each di-
mension (channel) of input 𝑥𝑖; and 𝜖 is a small real number 
added to variance to avoid dividing by zero. 
However, BN will break when the mini-batch mean (𝜇𝐵) 
and standard deviation ( 𝜎𝐵 ) diverge frequently from the 
mean and standard deviation over the entire training set. Also, 
at inference time, the moving averages of mean and standard 
deviation (as an estimate of the statistics of the entire training 
set) is used to do the normalization step. Naturally, if the 
mean and standard deviation during training and testing are 
different, the testing results may be worse. This can happen 
when the mini-batch samples are biased, or more commonly, 
when batch size is small due to limited computer memory. 
For instance, in this study, the computer can only afford a 
batch size of 2. Batch Renormalization [51] (BR) tackles the 
issue of differing statistics at train and inference time head-
on. In BR, the normalization step at inference time and train-
ing time are related by an affine transformation as follows 
𝑦𝑖 =  𝛾 (
𝑥𝑖−𝜇𝐵
√𝜎𝐵
2+𝜖
× 𝑟 + 𝑑) + 𝛽, 
𝑟 =
𝜎𝐵
𝜎
∈ [
1
𝑟𝑚𝑎𝑥
, 𝑟𝑚𝑎𝑥], 
𝑑 =
𝜇𝐵 − 𝜇
𝜎
∈ [−𝑑𝑚𝑎𝑥 , 𝑑𝑚𝑎𝑥] 
(3) 
where 𝑟 and 𝑑 are treated as constants; 𝜇 and 𝜎 are the cur-
rent moving mean and standard deviation, respectively; and 
𝑟𝑚𝑎𝑥 and 𝑑𝑚𝑎𝑥 are two hyperparameters introduced to con-
trol the transition between BN and BR. Using mini-batch sta-
tistics (𝜇𝐵 and 𝜎𝐵) and affine transformation at training time 
and moving averages at inference time ensures that the out-
put of BR is the same during both phases.  
4.3. Focal Loss 
During training YOLOv3, there is an imbalance between 
foreground and background confidences (e.g. 1:8000 for a 
512×512 image with 2 objects). Easily classified negatives 
comprise the majority of the confidence loss and dominate 
the gradient. Also, the class imbalance between different 
damages in the training data is obvious as the number of ex-
posed rebar and crack (72%) is much larger than the other 
two damages (28%). The confidence and class imbalance re-
sults in a large domain-shift during training. This imbalance 
causes two problems: (1) training is not very efficient as 
most locations are easy negatives that provide no useful 
learning signal; and (2) the damage class with a larger dataset 
may overwhelm training and lead to degenerate models. To 
solve these imbalance problems, Focal Loss (FL) [16] is ap-
plied to the original loss function. FL addresses the imbal-
ance by using modulating factor to down-weight inliers (easy 
examples) in such a way that their contribution to the total 
loss is small even if their number is large. In other words, the 
FL performs training on a sparse set of hard examples. For 
confidence loss, the FL applied for a Cross Entropy with sig-
moid outputs is as follows. 
𝐹𝐿(𝑦, ?̂?) = {
−(1 − 𝑦)𝛾 log(𝑦)          ,     𝑖𝑓 ?̂? = 1      
− 𝑦𝛾log(1 − 𝑦)             ,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
  (4) 
And for classification loss, the FL applied for a Cross En-
tropy with softmax outputs is as follows 
𝐹𝐿(𝑦, ?̂?) = −(1 − 𝑦)𝛾 log(𝑦)          ,     𝑖𝑓 ?̂? = 1 (5) 
where 𝐹𝐿 represents the Focal Loss function; 𝑦 and ?̂? are the 
respective predicted and ground-truth values; (1 − 𝑦)𝛾 and 
𝑦𝛾  are the modulating factors; and 𝛾  is the focusing 
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parameter that smoothly adjusts the rate at which easy exam-
ples are down-weighted. When 𝛾  = 0, 𝐹𝐿  is equivalent to 
Cross Entropy, and as 𝛾 increases the effect of the modulat-
ing factor is likewise increased (in this study 𝛾 = 2 in all ex-
periments).  
5. Dataset 
5.1. Dataset and anchors 
An image dataset containing a total of 2,206 inspection 
images of highway concrete bridges in Hong Kong was es-
tablished for this study. Among them, 75% of the images 
with 1,280 × 960 pixels resolution were acquired from the 
Hong Kong Highways Department and the rest with 4,000 × 
3,000 pixels resolution were taken by the authors. The graph-
ical image annotation tool LabelImg [52] was used to label 
damage objects including their damage types and bounding 
box coordinates. Four different types of damage are consid-
ered in this study: crack, pop-out, spalling and exposed rebar. 
Spalling refers to the type of damage where the concrete sur-
face has peeled off but rebars are not exposed, while pop-out 
is used to indicate those damages where the concrete cover 
is still in place. Figure 2 shows some examples of the anno-
tated images with different types of damages.  
Large variation across object scales, especially the chal-
lenge of detecting very small objects stands out as one of the 
factors behind the difference in performance of object detec-
tors. The median object area relative to the image in PAS-
CAL VOC [53], and COCO dataset are around 8.5% and 
1.2%, respectively. Comparison of detection results between 
COCO and PASCAL VOC dataset indicates that most ob-
jects are small, and large variation in scale makes the damage 
detection task more difficult [26, 30, 33]. For the bridge 
damage dataset, the median object area relative to the image 
is about 2.5%, hence most damage objects shown in image 
is larger than the common objects in COCO dataset but 
smaller than that in PASCAL VOC dataset. Moreover, there 
is a class imbalance between different damages. The percent 
of the number of damage objects per category is about 35% 
for crack, 15% for pop-out, 13% for spalling and 37% for 
exposed rebar. 
Multi-scale training with seven image sizes: MS = {416, 
448, 480, 512, 540, 572, 608} is performed to give the net-
work of the ability to predict well across a variety of input 
dimensions. To obtain the prior anchors, k-means clustering 
is also considered on these seven different input sizes. By 
sorting the area of 9 anchors and separating them evenly 
across 3 prediction scales, the higher resolution feature map 
learns to be responsive to the objects with smaller scales. For 
the bridge damage dataset, the nine clusters were: (29×22), 
(30×95), (97×37), (39×267), (105×101), (290× 59), 
(227×139), (126 × 282), (411 × 209). These nine anchors can 
offer an average IoU of 0.583 with ground-truth objects and 
70.4% of the ground-truth boxes have an anchor with IoU 
larger than 0.5. 
5.2. Data augmentation 
Data augmentation is a way to increase the performance 
of object detector and can reduce the probability of overfit-
ting on small dataset. Considering the actual operation of 
bridge inspection and the potential application of robotic sys-
tems, the following four aspects were considered for data 
augmentation. Firstly, there is image blurring or degradation 
because of camera movement during the image capturing 
process. The motion blur is more severe for camera installed 
on a flight system (e.g. UAV) due to wind effect. The shift  
 
Figure 2. Sample images with ground-truth boxes and class labels. 
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Figure 3. Data augmentation procedure. 
 
in the image can be simulated by a linear motion blur func-
tion (e.g. [54, 55]), which includes motion direction and 
length. Secondly, due to random illuminations of the scenes, 
the real inspection images have large brightness variations. 
The brightness of an image can be changed by changing the 
pixel values of ‘Lightness’ in HLS (hue, saturation, lightness) 
color space. Thirdly, digital images are often prone to the 
contamination of impulse noise due to the deficiency in the 
hardware of communication systems, electro-magnetic in-
ference, etc. Salt-and-pepper noise can be used to model de-
fects in the charge-coupled device (CCD) image sensor or in 
the transmission of the image, for which a certain amount of 
the pixels in the image are either black or white. Last but not 
least, due to varying viewpoint and camera-damage distance 
in real-world application, the damage instances have a very 
large variation in the scale and aspect ratio. For this effect, 
randomly scaling and cropping the image can make the 
model more robust to various input object sizes and shapes. 
These four aspects help to generate training examples that 
cover the span of image variations and help the network to 
be less sensitive to changes in these properties. The im-
proved performance of the proposed data augmentation pro-
cedure was discussed later. In summary, each training image 
is augmented by the following sequence (see Figure 3), 
1. Randomly scale and crop with a probability of 1/2. Note 
that in randomly cropping, only keep the training image if all 
ground-truth boxes are shown in this cropped area. 
2. Horizontally or vertically flip the image with a proba-
bility of 1/3. 
3. Randomly manipulate image by applying the motion 
blur, changing brightness or adding salt-and-pepper noise 
with a probability of 1/4. 
4. Input a padded training image to the network. 
6. Experiments and discussions 
The interpreted high-level programming language Python 
and the open-source software library TensorFlow are used to 
perform experimental study. Training and testing were per-
formed on a PC running the Ubuntu 17.04 operating system 
with an Intel® CoreTM i7-7700 CPU and a GeForce GTX 
1060 6GB GPU. The YOLOv3 network is trained using the 
Adam optimizer [56] with a batch size of 2 and a weight de-
cay of 0.0001. The total number of training epochs was fixed 
to be 80 with a relatively large learning rate 10-3 for the first 
25 epochs, 10-4 for the second 25 epochs, and 10-5 and 10-6 
for the last two 15 epochs. The same data augmentation pro-
cedure and multi-scale training with seven image size MS 
are employed in all training YOLOv3 models.  
To evaluate the network performance, the dataset was ran-
domly split into a ratio of 8:2 with the former part as training 
data and the latter part as testing data. The testing data is a 
holdout dataset used to provide an unbiased evaluation of the 
final model and it was not used in the training process [57]. 
Average precision (𝐴𝑃) is used to evaluate the detection per-
formance, which summarizes the precision/recall curve by 
calculating the area under the curve [53]. In this study, mean 
average precision at both IoU = 0.5 (𝑚𝐴𝑃50) and IoU = 0.75 
(𝑚𝐴𝑃50) are considered for evaluating the detection accu-
racy. The strict IoU metric of 0.75 is used to count for some 
special tasks that requires a very accurate localization [48]. 
6.1. Cross-validation results 
To study the performance of different transfer learning 
methods, normalization techniques, and loss functions, the 
training data of bridge damage dataset is randomly parti-
tioned into 5 equal sized subsamples according to fivefold 
cross-validation principle. Each subsample has the same pro-
portion of each damage class. Note that there is no need to 
evaluate all the combinations of above improvements. The 
transfer learning is always recommended when training net-
work with a small dataset as it has a large effect on training 
and testing accuracy. And the small batch size problem for 
BN due to limited computer memory is generally believed to 
reduce some accuracy. The focal loss is considered as the 
final improvement that may affect or improve the accuracy. 
Hence, these three improvements were evaluated sequen-
tially. For simplicity, the validation accuracy in this section 
is shown and evaluated with an image size of 512.  
To compare the commonly used and developed TL meth-
ods, three experiments were conducted as outlined: (1) No 
TL: all layers are trained from scratch; (2) TL-A: the back-
bone is initialized with the pre-trained Darknet-53 weight 
and then all layers are fine-tuned using damage dataset (com-
mon practice); (3) TL-B: the backbone is initialized with the 
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pre-trained Darknet-53 weight. Firstly, all layers are fine-
tuned on the extracted four COCO classes for the first 30 
epochs. Then, this fully pre-trained weight for all layers are 
restored and all layers are fined-tuned again using damage 
dataset for the remaining 50 epochs. To apply TL-B, four 
COCO classes with the closest distribution of object scales 
and aspect ratios to the damage dataset were extracted from 
COCO dataset to perform the first fine-tuning step. The total 
data number of the extracted four COCO classes (bench, fork, 
skateboard and truck) was 17,952, which is about nine times 
larger than the bridge damage dataset. Moreover, to apply 
BR to YOLOv3, the hyper-parameters 𝑟𝑚𝑎𝑥  = 1.5 and 𝑑𝑚𝑎𝑥  
= 0.5 were carefully chosen to offer the best results.  
Figure 4 (a) shows the comparison of typical training loss 
curves (with a moving average of 0.6). The validation accu-
racy at IoU = 0.5 and IoU = 0.75 over last 50 training epochs 
are shown in Figures 4(b) and (c), respectively. The valida-
tion accuracy is evaluated after each training epoch and is 
presented as the average value of fivefold cross-validation. 
Both the training loss and validating accuracy show a noisy 
curve and such fluctuation is more serve for the model with-
out using TL. This instability is due to the inherent feature of 
Adam optimizer and the small training batch size. Also, the 
multi-scale training will cause some instability as the vali-
dating accuracy is evaluated on a fixed image size of 512. 
Comparing the three TL experiments, the models with TL 
converge much faster and more stably in finding the global 
minimum of the loss function. Results showed that the TL-B 
using a fully pre-trained weight from a relatively larger and 
similar-scale dataset offers the highest accuracy around 
𝑚𝐴𝑃50 = 71.4%, which is 7.6% higher than the commonly 
used TL-A (see Figure 4(d)). For the strict evaluation metric, 
the TL-B gives a 𝑚𝐴𝑃75 = 41.0%, which is 16.6% higher 
than the TL-A. This indicates that a more accurate location 
prediction can be achieved using the TL-B. Also, it is obvi-
ous that network initialized with transferred weights can im-
prove generalization performance and has much better per-
formance than that using random weights. Comparing the 
validation accuracy for YOLOv3 using BN and BR, the val-
idation accuracy 𝑚𝐴𝑃50 and 𝑚𝐴𝑃75 were increased by 3.7% 
  
(a) Typical training loss curves (b) Average validation accuracy at IoU = 0.5 
  
(c) Average validation accuracy at IoU = 0.75 (d) Improvement of validation accuracy 
Figure 4. Comparison between different transfer learning technologies, normalization and loss functions. 
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and 2.3%, respectively. Also, the FL further gives a 1.9% to 
3.2% gain on the accuracy 𝑚𝐴𝑃50 and 𝑚𝐴𝑃75, respectively. 
A possible reason for a larger increase in 𝑚𝐴𝑃75 is that FL 
down-weights the confidence and classification loss from 
easy examples and thus penalizes more on the localization 
loss.  
In summary, a novel transfer learning method (TL-B) and 
some improvements (BR and FL) are proposed for YOLOv3 
to increase its detection performance. We denote the 
YOLOv3 with TL-B and BR and FL improvements as “im-
proved YOLOv3” and the YOLOv3 with only TL-A as 
“original YOLOv3”. Two case studies without using the pro-
posed data augmentation procedure were also conducted on 
original and improved YOLOv3. Results show that the vali-
dation accuracy 𝑚𝐴𝑃50  and 𝑚𝐴𝑃75  for original YOLOv3 
decreases by about 18.1% and 9.6%, respectively. For im-
proved YOLOv3, the effect of data augmentation is rela-
tively small, which decrease the validation accuracy 𝑚𝐴𝑃50 
and 𝑚𝐴𝑃75 by about 9.4% and 6.1%, respectively. These in-
dicate that data augmentation is crucial for increasing the 
performance of object detector, especially for such small 
damage dataset.  
6.2. Testing results 
 In this section, the testing data is used to evaluate the per-
formance and potential application of the improved 
YOLOv3. Unlike the training and validation data for cross-
validation that are used to fit the model and tune the model's 
hyperparameters, the testing data is an independent dataset 
employed only to assess the performance (i.e. generalization) 
of a fully specified detector. To obtain the testing results of 
YOLOv3, the model is trained again using all training data 
and its accuracy is evaluated on the testing data. The testing 
results are evaluated on different input size as that used in 
multi-scale training. Note that the testing performance for 
original YOLOv3 is also evaluated to provide reference val-
ues. Figures 5 and 6 summarize the testing accuracy for each 
class and the mean average precision at both IoU = 0.5 and 
IoU = 0.75 under different testing image sizes. For the im-
proved YOLOv3, the 𝐴𝑃50 for crack, pop-out, spalling and 
exposed rebar at an input image size of 512 is 76.5%, 82.7%, 
73.9%, and 86.6%, respectively. The 𝑚𝐴𝑃50 and 𝑚𝐴𝑃75 of 
the improved YOLOv3 is 79.9% and 47.2% respectively, 
which is about 13.7% and 23.2% higher than the original 
model at input image size of 512. The much higher increase 
in 𝑚𝐴𝑃75  indicates that the improved YOLOv3 with the 
novel TL method and improvements gives an accurate loca-
tion prediction under such small dataset. Comparing the 
 
  
  (a) IoU = 0.5     (b) IoU = 0.75 
Figure 5. Testing accuracy for each class at (a) IoU = 0.5 and (b) IoU = 0.75. 
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Figure 6. Detection results on testing dataset. 
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average precision between different classes (see Figure 5), 
the exposed rebar has a higher accuracy than the other three 
classes. This is because the texture representing the exposed 
rebar tends to be more consistent compared to other damages 
and it has a relatively large dataset. The average precision of 
crack and spalling was lower than other two classes and this 
is mainly due to the insufficient features of crack and small 
scales, as well as, small dataset of spalling.  
According to Figure 6, the mean average precision gener-
ally increases as the image size increases and the accuracy 
difference between different image sizes is not very large. 
This indicates that the multi-scale training makes the net-
work capable of predicting well across a variety of input di-
mensions. It is, however, observed that there are a few drops 
in accuracy when the image size increases. This phenome-
non can be attributed to: (1) the effective receptive filed on 
lowest resolution feature map that is responsible for detect-
ing large objects is not large enough to predict very large ob-
jects from increased image size; (2) there is a mismatch be-
tween image size and anchor size when the image size be-
comes very large; (3) the possible instability from the multi-
scale training.  
Figure 7 shows some detection examples of the improved 
YOLOv3 and the testing results show a consistent perfor-
mance for inspection images taken under various conditions 
of locations, viewpoints, camera-damage distance, lighting, 
blur, and background. It should be noted that the speed in 
Figure 6 is much slower than the reported value in original 
YOLOv3 paper, which can achieve a real-time detection at 
20 frames per second at an image size of 608. The difference 
is mainly due to different GPU performance. 
7. Conclusions 
A vision-based approach for detecting multiple surface 
damages in concrete highway bridges is proposed based on 
the single-stage detector YOLOv3. To apply YOLOv3 for 
concrete bridge inspection, a database comprising 2,206 ac-
tual bridge inspection images is collected. The field inspec-
tion images have large variations in damage appearance and 
monitoring scene. They are labeled for four types of concrete 
damages, namely concrete crack, pop-out, spalling and ex-
posed rebar. Testing results showed that the original 
YOLOv3 model can achieve a detection accuracy of 𝑚𝐴𝑃50 
= 66.2% and 𝑚𝐴𝑃75 = 24.0% for two IoU metrics of 0.5 and 
0.75, respectively.  
Next, three modifications are proposed to improve the 
original YOLOv3. A novel transfer learning method is pro-
posed to fine-tune the network with a fully pre-trained 
weight from a larger common dataset having the closest dis-
tribution of object scale and aspect ratio to the damage da-
taset. Cross-validation results show that applying this new 
transfer learning method increases the validation accuracy 
𝑚𝐴𝑃50 and 𝑚𝐴𝑃75 by about 7.6% and 16.6%, respectively. 
Also, to solve the problem of low performance when training 
on small batch size, Batch Normalization in the original ver-
sion is replaced by Batch Renormalization. This modifica-
tion increases 𝑚𝐴𝑃50 and 𝑚𝐴𝑃75 by 3.7% and 2.3%, respec-
tively. Lastly, the Focal Loss is introduced to solve the im-
balance problem in confidence and class predictions, by 
down-weighting easy examples and performing training on 
a sparse set of hard examples. According to the validation 
 
Figure 7. Detection samples from improved YOLOv3 model. 
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results, the Focal Loss further increased the 𝑚𝐴𝑃50  and 
𝑚𝐴𝑃75  by 1.9% and 3.2%, respectively. Testing results 
showed that the improved YOLOv3 model can achieve a de-
tection accuracy of 𝑚𝐴𝑃50  = 79.9% and 𝑚𝐴𝑃75  = 47.2%. 
An area for future research involves the incorporation of 
trained YOLOv3 models with embedded inspection systems. 
For such systems, with limited computational and memory 
resources, a small and low latency backbone like MobileNet 
[58] should be considered.  
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