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ABSTRACT In this article, we explore the information content of molecular force-ﬁeld calculations. We make use of exhaustive
lattice models of molecular conformations and reduced alphabet sequences to determine the relative resolving power of pairwise
interaction-based force ﬁelds.Weﬁnd that sequence-speciﬁc interactions that operate over longer distances offer greater amounts
of information than nearest-neighbor or non-sequence-speciﬁc interactions. In a companion article in this issue, we explored the
information content of sequence alignment procedures and the calculation of gap penalties. Both articles have implications for
protein and nucleic-acid computations.
INTRODUCTION
Predicting the three-dimensional structure of macromole-
cules from their sequences remains a fundamental problem of
great interest in biology and a most challenging theoretical
puzzle. To date, most attention has been focused on proteins.
Current protein-folding hypotheses assume that the native
structure is the conformational set of lowest free energy when
compared to all other accessible conformational ensembles.
To test this assumption, the free energy of all conformations
must be calculated, an intractable undertaking at present,
although progress is being made through massively parallel
simulations (1,2). An important aspect of this problem is
developing a force ﬁeld, typically based on atomic interac-
tions, which, in principle, can be evaluated for all conformers.
Force ﬁelds are developed from experimental geometries and
energies of small molecules, often with the help of high-level
quantum mechanical calculations (3). The accuracy and
validity of force ﬁelds is tested by comparison against experi-
ments; however, only in the simplest cases can conforma-
tional space be explored exhaustively (4). Our aim here is to
present a framework for understanding the discriminatory
power of various force ﬁelds using information theory. We
emphasize, however, that information theory, alone, cannot
be used to verify the physical correctness of force-ﬁeld terms.
In a companion article (5) we use information theory to
quantify the information gained during sequence-alignment
procedures and show how to extract gap penalty values based
on analytical formulations and gap distributions rather than
empirical optimization. In this work, we wish to extend our
methods toward the understanding of force ﬁelds.
Determining the lowest energy conformation from among
all possible three-dimensional structures of a given sequence
requires an energy function capable of discriminating among
native and decoy conformations. Many force ﬁelds and
scoring functions have been developed for this purpose (6–
11). Some are physics-based, concentrating on pairwise or
higher-order atomic interactions, while others, such as poten-
tials ofmean force, incorporate properties of the ensemble.Al-
ternatively, one can deﬁne an empirical score function using
training data and then apply these functions to sequences/
structures to test their efﬁcacy.
However, there is no agreed measure for evaluating the
quality of force ﬁelds. It has been shown that most statistically
derived potentials are inadequate in the representation of real-
world proteins (12,13). In addition, because the structures in
the Protein Databank (14) represent only a fraction of the pro-
tein conformational space, the question of whether parameter-
based methods, or those relying on potentials of mean force,
will apply to a new structure that lies outside the training data,
remains unanswered. Physics-based methods avoid this par-
ticular extrapolation problem, but, as noted above, can fall
short due to the computational costs of conformational sam-
pling and the complexity of comprehensive atomic interaction
models (15–17).However, the impressive agreement between
experimental kinetic data and simulation results for several
small proteins using molecular mechanics force ﬁelds and
explicit solvent models is quite encouraging (2,18). The
utility of simpliﬁed models depends on the level of resolution
required (19). Thus, efﬁcient use and development of future
and current methodologies require an in-depth understanding
of their behavior and dependencies. As previously demon-
strated (5,20), exhaustive two-dimensional lattice models
(21) and information theory (22) allowus tomove froman em-
pirical regime toward an analytical formulation. We can then
quantitatively measure the discriminating power of various
scoring functions and force ﬁelds, develop metrics for per-
formance analysis, and draw inferences that cross over to real
proteins.
In this article, we will examine various force ﬁelds for
their ability to distinguish among conformations given a set
of all possible conformations and all possible sequences.
Submitted January 13, 2005, and accepted for publication August 9, 2005.
Address reprint requests to Dr. Irwin D. Kuntz, Dept. of Pharma-
ceutical Chemistry, University of California at San Francisco, San Francisco,
CA 94143-0446. Tel.: 415-476-1937; Fax: 415-502-1411; E-mail: kuntz@
cgl.ucsf.edu.
 2005 by the Biophysical Society
0006-3495/05/11/3008/09 $2.00 doi: 10.1529/biophysj.105.059618
3008 Biophysical Journal Volume 89 November 2005 3008–3016
Combining all conformers and all sequences into one en-
semble is the broadest formulation of the problem of
macromolecular structure and evolution. It allows us to con-
template such issues as the designability of structures and
detailed evolutionary models. Such a formulation is a de-
parture from the traditional focus of an ensemble consisting
of all the conformers accessible to a single sequence.
METHODS
Overview
Our basic approach is towrite out all possible occurrences of the set of interest
(conformations, sequences, etc.) and then ask: What are the informational
consequences of performing an operation that combines or clusters some of
the objects? In particular, we will determine the energies of a set of confor-
mations using various force ﬁelds and cluster the conformations based on
the degeneracy of their energies. The information content of the original set of
W objects is log2W. An object in this context will be a speciﬁc conformer
with a speciﬁc sequence. Any clustering will reduce the effective number of
objects and hence reduce the information content of the transformed set. Of
course, it is not feasible to write out all possible protein or nucleic-acid se-
quences or all possiblemacromolecular conformations. Instead, wewill make
use of walks on two-dimensional lattices and simpliﬁed alphabets (21,23,24).
However, we are also interested in obtaining results of practical application
whenever possible. We must also add the caution that information theory is
analogous to statistical mechanics: it provides formal consequences of initial
assumptions, but the truth of those assumptions has to be established from
additional context. For example, the information content of an electrostatic
model in which like charges attract is indistinguishable from the information
content of a theory in which like charges repel, but only one of these models
describes our experiential universe.
Entropy and information
As before (5), the information content of an ensemble recovered by a
constraint set M in bits is deﬁned to be the Shannon entropy (25),
I
M ¼ S½ pk log2ðpkÞ; (1)
in which pk is the population of cluster k expressed as a fraction of the
ensemble, summed over all clusters.
The theoretical information content of the ensemble of size, W, is de-
ﬁned as
I
S ¼ log2ðWÞ; (2)
in which IS is referred to as the source information (25).
There is extensive literature on the relationship between Shannon entropy
and thermodynamic entropy (26). In essence, a Shannon entropy can be
calculated for clustering operations, whether or not they correspond to
physical processes that yield thermodynamic entropies. We will return to
these differences, below.
Protein models
We employ the two-dimensional lattice models of Chan and Dill (21) and
focus our discussion on proteinlike conformation space. We use the
Cartesian (through-space) distance, d, between beads i, j deﬁned as
di;j ¼ ððxi  xjÞ21 ðyi  yjÞ2Þ1=2: (3)
Chains of beads, each bead representing one residue, are arranged in self-
avoiding walks according to the following rules. The elementary step, the
distance between consecutive beads, di,i11, is ﬁxed at unit length. The move
set is limited to a single step with diagonal moves disallowed. Beads cannot
overlap (the excluded volume constraint). This set of walks is the same as the
exhaustive ensembles of Chan and Dill (21) and Irback and Troein (27) that
count all conformations not related by translation, rigid rotation, or reﬂection.
The N-terminus to C-terminus directionality of proteins is preserved in these
ensembles.
We will explore two types of conformational sets: exhaustive, which con-
tains all conformers allowed by the rules (Table 1), above, and compact, the
set in which all vertices of an i3 j ¼ N two-dimensional lattice must be oc-
cupied (Table 2). All conformations of up to length 26 have been enumerated.
We also generate semicompact structures by ﬁtting the N-mer to the next
smallest perfect-square lattice (Table 2). Compact lattices were obtained in an
efﬁcient manner bymodifying the generation program to terminate whenever
the i or j limits were exceeded.
Simpliﬁed potentials
HP interaction model
The sequence space of proteins grows exponentially as 20N if the natural
amino acids are used. To exhaustively explore sequence space, the HPmodel
(28) of residues is used to generate all possible sequences of length N (Table
1). The residues are typed asH (nonpolar) and P (polar). For every sequence,
all possible conformations are generated on the two-dimensional lattice and
the interaction energy is calculated for each structure according to an inter-
action rule set. For example, residues can be said to interact if their geometric
distance, dij, within the lattice is one unit length or less, and they do not
occupy adjacent positions in the chain. The energy of a structure is lowered by
an amount e if the interacting residues are both of the type H. In the original
Dill formulation, HP and PP interactions do not lower the energy of the





where k is the number of interacting HH pairs. The partitioning power of the
interaction energy will be determined in bits using Shannon entropy (Eq. 1;
also see Appendix for sample calculations). In our initial implementation, we
assume that all energy differences are resolvable. In effect, we are measuring
the diversity of the energy landscape, that is, the distribution of conformer-
sequence pairs that have speciﬁc energies. As noted above, we will not get
thermodynamic entropies from this characterization becausewe are assuming
the reversible interconversion of all conformers and all sequences in a high
temperature limit. We will also obtain the temperature-dependence of the
TABLE 1 HP sequences and self-avoiding two-dimensional



















4 16 5 5 80 6.322
5 32 13 13 416 8.700
6 64 36 36 2304 11.170
7 128 98 98 12,544 13.615
8 256 272 272 69,632 16.087
10 1024 2034 2034 2,082,816 20.990
12 4096 15,037 15,037 61,591,552 25.876
16 10,000* 802,075 10,000* 10,000y 13.288
25 10,000* 5,768,299,665 10,000* 10,000y 13.288
*Stochastically generated.
yRandom sequence/structure pairs.
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information content when sequences are treated as nonconvertible, a more
physically apt assumption (see below).
Solvation model
Interactions between solvent and protein can be difﬁcult to model with any
realism. We employ a simple procedure that again uses all possible con-
formations ofN-mer chains on the two-dimensional lattice (Table 1). Residues
are classiﬁed as buried, exposed, or partially buried. On a two-dimensional
lattice, each vertex has a coordination number z ¼ 4. A buried residue is one
whose three surrounding vertices (other than its immediate predecessor in the
chain) in the lattice are occupied by other residues. An exposed residue is
surrounded by three unoccupied vertices and a partially buried residue has one
or two of the vertices ﬁlled. The same sequence/structure pairs used above are
used here as well. However, in addition to the HH contact score, a solvation
score is also added to each residue’s energy contribution. For every ﬁlled co-
ordination site, a contribution j is added. A fully buried residue would incur an
additional term equaling 3j, whereas an exposed residue would have no added
term. Again, we will assume that each energy level is fully resolvable, and we
count the number of objects (sequence-conformer pairs) in each energy level.
Electrostatic interactions
Electrostatic interactions within molecules play an important role in deﬁning
their properties (29). Pairwise attractive and repulsive interactions between
atoms are governed by Coulomb’s law whose energy, e, depends on charge
and Cartesian distance, e; qiqj/dij. In our simpliﬁed model, we allow every
residue to have either a unit positive (1) or negative () charge. All possible
6 sequences of length N are subsequently generated and for each one the
Coulomb energy, Ec, of all possible two-dimensional conformations is
calculated. We assume the residues to be spherical point charges laid on
a two-dimensional lattice yielding the familiar 1/r dependence on separation.
Alternative two-dimensional representations use disk charges, yielding ln
d dependence (K. A. Dill, private communication; Dill and Bromberg (30)).











We again use Shannon’s equations for entropy to quantify the partitioning
power of electrostatic interactions. For a more realistic model, we also deﬁne
sequences where the sum of 6 residues is limited to a representative per-
centage of the total residues.
Go-type potentials
Go-type potentials were proposed by Go and Taketomi (31,32) to elucidate
the effects of long-and short-range interactions during protein folding. In their
work, interactions that involve bond lengths and angles are called short-range
and often associated with secondary structure formation, whereas long-range
interactions are deﬁned, as among residues, nearest-neighbors in space (but
far in sequences). Protein structures were stabilized by speciﬁc long- and
short-range interactions of varying weights during Monte Carlo simulations.
It was concluded that native-state stability is achieved through long-range (in
space) interactions, whereas folding rates were affected by the short-range
interactions. We investigate whether knowledge of long-range interactions,
i.e., large space separations, as deﬁned by the Go potential, alone is sufﬁcient
for discriminating among various conformations when averaged over the en-
semble of structures. All possible W compact and semicompact conforma-
tions ofN-mer chainswere generated (Table 2).We suppose residues i and j to
be interacting if j . i 1 1 in the chain and they occupy nearest-neighbor
vertices on the lattice. The energy of the interacting units is assumed to be
identical, with a value ofe. We deﬁne the potential for every structure in the
ensemble as the number of interacting pairs in units of e. The energies of all
other conformations are evaluated based on the potential for a target structure.
Conformations are scored as follows: Given a target structure with a set of
interacting pairs, ST, the energy of the conformation is lowered by e for every
interacting pair present in both the target structure and the conformer being




where k equals the total number of shared pairs. All conformations are
scored as above, averaged over W target structures. The resolving power is
determined by the partitioning effect of the resulting scores on the conformer
set.
Temperature dependencies
We carry out two protocols for calculating the explicit temperature-
dependence of the information content of the force ﬁelds. Such calculations
require an assumption relating the energy spacing to kT, where k is the
Boltzmann constant and T is the absolute temperature. We assume that
the energy is expressed directly in units of kT. We then use Boltzmann
statistics to calculate the population of each conformer for each sequence and
calculate the entropy of mixing of these conformers. We assume that the
conformers can interconvert freely and that the sequences have no thermal
pathway for exchange. Calculations of Shannon entropy are carried out as
follows: For every conformer, the sequence/conformer pair with the lowest
energy (under a particular force ﬁeld) is deﬁned as the ground state, to
calculate the relative energy levels, Ei. We use the Boltzmann probability
function (Eq. 7) to obtain probabilities, pEI ; for each energy level. In the ﬁrst
protocol, each conformer is considered to be distinct and we use the energy
for each sequence/conformer pair, i (w total pairs), to calculate entropy
(Eq. 8). This formulation yields a number proportional to the average
conformational entropy, log W, as a function of temperature. Alternatively,
we can determine Shannon entropy by clustering the degenerate populations,
























pEi;n log 2pEi;n : (9)
















9 3 3 3 512 5 2560 11.322
12 3 3 4 4096 31 126,976 16.954
16 4 3 4 65,536 69 4,521,984 22.109
24 5 3 5 10,000* 5398 53,980,000 25.686
25 5 3 5 10,000* 1081 10,810,000 23.366
26 6 3 6 10,000* 10,000* 10,000 13.288
*Stochastically generated.
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RESULTS
Webegin by presenting ourmeasures of Shannon information
for simpliﬁed force ﬁelds applied to sets of two-dimensional
conformations threaded onto sets of sequences. Using Shannon’s
entropy for the energy distributions, we measure each force
ﬁeld’s classifying power: its ability to distinguish among the
full set of conformer-sequence pairs. To do so, exhaustive and
stochastic sets of conformers are generated as described in
Methods, above. Our models assume that all distances and
sequences are known exactly and are free from errors. In
general, the most informative force ﬁelds are those whose
energy functions produce the least degenerate set of values for
a given set of conformer/sequence pairs. Our results indicate
that force ﬁelds with terms that include long-range inter-
atomic distances yield much more information than force
ﬁelds that make use of pairwise contact potentials only.
HP interactions
Self-avoiding two-dimensional conformations of N bead
chains were enumerated (Table 1) and threaded with all pos-
sible HP sequences (see Methods). Each conformer/sequence
pair was subsequently scored according to Eq. 4 and the
Shannon entropy was calculated using Eq. 1. Fig. 1 shows
that there is a steady increase in the amount of information
retrieved, IM, as N becomes larger (Eq. 10).
The information increase for the fully enumerated sets is
approximated by
IðHPNÞ ¼ 0:613 log2N  0:99: (10)
With increasing N, the conformation space becomes ex-
ponentially larger, creating more energy states. However, the
rise in information with increasing N is much slower than
the rise in the bits of information required to fully classify the
ensemble, referred to as IS (see Fig. 1, inset).
The properties of the fully enumerated ensembles are dom-
inated by the extended structures, analogous to the denatured
state of proteins. To better resemble native and molten globule
states (21), we also study subsets consisting of compact and
semicompact conformers only. Compact conformers are gen-
erated asperfect-squareHamiltonwalkswhere every lattice site
is occupied. For semicompact structures, the lattice is restricted
to the smallest square that ﬁts a chain of lengthN (Table 2). The
percentage of information recovered is higher in the compact
and semicompact structures,;10–15% compared to;5% for
the fully enumeratedpopulation (Fig.2).TheHPpotential quan-
tiﬁes the number of HH contacts. Since the beads in compact
and semicompact geometries (depending on the tightness of the
lattice ﬁt) are limited to rectangles, there is a higher occurrence
of HH contacts leading to somewhat ﬁner partitioning of the
ensemble by the potential.
Solvent interactions
Protein interactions of interest to biochemistry do not occur
in a vacuum, but in a matrix of interactions with some form
of solvent that inﬂuences their energetics. Atom-solvent inter-
actions have been modeled both explicitly (33,34) and in more
simpliﬁed models (continuum models) (35). Although it has
been shown that solvation terms improve theoretical calcu-
lations (34), there has never been a quantitative analysis of
their contribution.
To explore the information value of solvent interactions,
we assume that each conformer is immersed in a uniform
solvent.We determine the burial state of each residue within a
FIGURE 1 Information of
HP and solvent contacts.
(Square symbols, HP contacts;
up-triangles, solvent with
weight scale 0.5; down-trian-
gles, solvent with weight scale
1.0; and stars, solvent with
weight scale 0.2.) Solid sym-
bols, exhaustive set; open
symbols, stochastic sample.
(Inset) Open circle, IS.
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conformer by counting the number of empty lattice vertices
around it. For two-dimensional lattice walks, the coordination
number is z ¼ 4, resulting in, at most, three additional
solvent/bead interactions per residue.
For the fully enumerated sets, there is a;2.5-fold increase
in the amount of recovered information (Fig. 1). We also ex-
periment with varying the weight scale for the solvent score.
The amount of information is larger for weights that increase
the score separation among conformers of varying solvation
states. The separation of the solvation curves (Fig. 1) for vary-
ing weights becomes larger with increasing N because the
more diverse conformer sets reduce the scoring degeneracies.
As expected, the compact structures show only marginal
rises in information when the energy score includes a
solvation score (Fig. 2). By design, the compact structures
minimize the number of exposed residues by maximally
ﬁlling all lattice vertices. The only exposed residues are those
placed on the four lattice edges. We observe a consistent but
small rise in information with increasingN. More information
is recovered in the semicompact structures (modeling packing
defects) which may be physically relevant to protein globular
states. The smaller the ratio of N to the lattice dimensions, the
larger the enrichment.
Electrostatic interactions
Biological processes are often governed by long-range elec-
trostatic interactions (29). These distance-dependent energies
are modeled by Eq. 5. Although the HP force ﬁelds mimic
short-distance interactions, the distance-dependent function
can be used to illustrate the discrimination power of long-
range (large-space separations) pairwise interactions.
For a set of two-dimensional conformers, we assign every
lattice point as either a positive or negative charge. All pos-
sible 6 combinations are explored for a given set of con-
formers. The energy of each lattice and subsequent entropy
per set are evaluated according to Eqs. 5 and 1, respectively.
For exhaustive sets of fully enumerated conformers we ob-
serve that, on average, close to 80% of themaximum informa-
tion is retrieved. Furthermore, electrostatic screening among
residues, modeled by a 1/r2 potential, offers nearly the same
amount of information (Fig. 3). It is also worth mentioning
that the information connected with various terms in common
force ﬁelds is not additive. Instead it is only as informative as
its most discriminating descriptor. For our simple models,
where both a Coulomb energy function and a solvent poten-
tial function are used, there is no signiﬁcant additional in-
formation supplied by the latter term (Fig. 3). For compact
structures, the amount of recovered information is slightly
.50% of I s (Fig. 2). Comparison of the performance of the
pairwise energy function on compact versus the fully enu-
merated set seems to indicate that extended structures are
better described by long-range electrostatic terms than com-
pact structures. Because the Coulombic energy term is a sum
over all residue pairs in the lattice, this function will fail to
discriminate among compact conformers with the same se-
quence elements placed in different chain positions. In effect,
the constraint for compactness reduces the effective number
of conformers to one, and highlights the energy differences
among sequences.
One could argue, however, that the relative increase in in-
formation from theCoulomb energy is an artifact of our highly
charged model. Our experiments using partially charged
sequences (20% random charge on 10-mer sequences) show
FIGURE 2 Information of force ﬁelds for compact structures. (Stars, IS;
diamonds, Coulomb interactions; right triangles, HP 1 solvent with weight
0.2; circles, HP contacts; and asterisks, Go-type potential.)
FIGURE 3 Information from Coulombic pairwise interactions. (Stars, IS;
right-triangles, Coulomb energy 1 solvent; asterisks, 1/r Coulomb energy;
diamonds, 1/r2 dielectric screening; squares, HP contacts; circle, HP1 solvent;
and solid right triangle, Coulomb with 20% randomly charged sequences.)
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that a single pairwise Coulomb term per sequence enriches
the information retrieved by four-times the HP model, and
double compared to the solvent model (Fig. 3, Table 3). This
demonstrates the richness of long-range spatial distances
from an information point of view.
Go-type potential
The force ﬁelds, above, utilize two different descriptors for
each conformer/sequence pair: 1), A geometric descriptor,
i.e., Cartesian coordinates; and 2), a bead descriptor, i.e., res-
idue type, charge. Consequently, two pairs of residues oc-
cupying the same chain position and lattice points can yield
different energy contributions. In dealing with a Go-type
potential we only consider geometric descriptors, in particular
pairs of interacting residues, not adjacent in chain position but
occupying neighboring lattice vertices (Eq. 6). For every
target conformer (see Methods) we consider all possible
interactable pairs, the equivalent of nonspeciﬁc interactions.
Although all compact conformations adhere to the square
shape, the chain trace on the lattice is different, and as a result
most conformers share few similar contacts. As a result,
partitions can be either highly populated or sparse; to be part
of a partition, each of the members must exhibit the same
degree of dissimilarity to the target structure as others (resem-
blance to the other cluster members is neither necessary nor
required). Fig. 2 shows that for compact conformers, Go-type
potentials offer only a small amount of information, similar to
the HP contact and solvent potentials. This is consistent with
the absence of unique clusters containing similar structures.
Given a target structure, the Go potential is capable of
identifying a similar structure or structures, based on the
relative energies. However, it cannot effectively describe an
ensemble by differentiating among its members.
Temperature dependencies
We explored the formal temperature-dependence of the in-
formation content by calculating the populations of energy
levels as a function of kT/E, where E is the energy difference.
We then clustered the conformer populations at each tem-
perature under the two protocols described in Methods. The
ﬁrst protocol parallels the calculation of conformational
entropy and looks at the population of each conformer as a
function of temperature. It leads to the expected result that, at
high temperatures, the entropy is just RlnW, where W is the
number of conformers for the system under study. Under this
protocol, the conformational entropy and the Shannon in-
formation content are independent of the force ﬁeld at suf-
ﬁciently high temperatures (Fig. 4). On the other hand, the
details of the information content at intermediate temperatures
reﬂect the distributions of energy levels and consequently
offer an alternative method for characterizing force ﬁelds.
The second protocol measures the distribution of the sys-
tem by energy level. These results are more complicated. The
high-temperature results are related to those given earlier in
the article, with the difference being that the earlier values are
based on interconversion of sequences while the temperature-
dependent results in this section do not allow interconversion.
Depending on the energy levels, the Shannon information can
actually go through a maximum as a function of temperature
(Figs. 5 and 6). These results are quite sensitive to the details
of the force ﬁelds and parallel the general trends seen above.
The simulation reported in Figs. 5 and 6 for the Coulombic
force ﬁeld corresponds to Coulombic energies scaled for
a dielectric constant of 80 and a bead-to-bead separation of 4
A˚ to represent protein spacing of charges in an aqueous en-
vironment. Decreasing the dielectric constant or the distance
would reduce the information content at a ﬁxed temperature,
but would not alter the high-temperature limits.
DISCUSSION
Score matrices and force ﬁelds, used in sequence and
structure alignments respectively, are valued for their
TABLE 3 Average information per residue for various force
ﬁelds (kT independent)
I (bits)/residue




HP 1 Solvent (0.2) 0.123 0.280
HP 1 Solvent (1.0) 0.123 0.271
Coulomb 20% (1/r) — 0.440
Coulomb 100% (1/r) 0.786 1.807
Coulomb 100% (1/r) 1 Solv — 1.815
FIGURE 4 The kT dependence of information, based on conformer pop-
ulations averaged over all sequences. (Squares, Coulomb; circles, HP 1
solvent; and up-triangles, HP.) Solid symbols, 10-mers; open symbols, 8-mers.
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discriminating power when faced with choices among
similar sequences or conformers. Their resolution is deter-
mined by both sensitivity and selectivity thresholds. By using
information theory we are able to quantify the resolving power
of several basic force ﬁelds in bits. Although our metric
cannot comment on the correctness of the physical assump-
tions, such measures could indicate whether there is enough
information in the force ﬁeld to serve a particular purpose.
Depending on the particular task at hand, one might ask
whether a force ﬁeld can discriminate well between open and
closed conformations or various compact states. Our data
show that contact-based interactions (i.e., solvent/solute, HP,
and Go-type potentials) have much lower resolving power
than interactions over larger distances, such as Coulomb
forces, even when the number of parameters is small. Further,
distance-dependent potentials retain this advantage as the
number of parameters (e.g., speciﬁc amino-acid interactions)
increases.
Another issue is how orthogonal are the terms included in
force ﬁelds. For example, we see that adding solvation terms
and/or distance-dependent terms greatly expands the in-
formation content compared to simple square-well represen-
tations. We have certainly overestimated the importance of
Coulombic contributions in our simple model by treating
every residue as ionic. However, the principle (given our
results from the partially charged model) remains clear that
any distance-dependence expands the resolving power of the
force ﬁeld (Fig. 3).
It is important to note that the information content of a
force ﬁeld, per se, is not a direct measure of the utility of a
force ﬁeld for a particular task. Force ﬁelds such as the HP
and Go models were developed to simplify the description of
complex systems by reducing the degrees of freedom. Their
usefulness is judged on how well they can illuminate speciﬁc
features of these systems. Our interest is to provide a way to
quantitate the information being used in each setting.
FIGURE 5 Information of force ﬁelds for 8-mer exhaustive conformers
with kT dependence using energy levels averaged over all sequences.
(Squares, Coulomb; circles, HP 1 solvent; and up-triangles, HP.)
FIGURE 6 Information of force ﬁelds for 16-mer compact conforma-
tions with kT dependence using energy levels averaged over all sequences.
(Squares, Coulomb; diamonds, Go; and up-triangles, HP.)



















1 1 HHHH 1 0 1.000 2.472 0.405 0.528 2.164 0.405 0.528 0.974
2 2 HHHH 0 1 0.368 0.149 0.409 0.595 0.445
3 HHHH 0 1 0.368 0.149 0.409
4 HHHH 0 1 0.368 0.149 0.409
5 HHHH 0 1 0.368 0.149 0.409
6 1 HHHP 0 0 1.000 5 0.200 0.464 2.322 1.000 0.000 0.000
7 HHHP 0 0 1.000 0.200 0.464
8 HHHP 0 0 1.000 0.200 0.464
9 HHHP 0 0 1.000 0.200 0.464
10 HHHP 0 0 1.000 0.200 0.464
I ¼ [4 * (2.164) 1 12 * (2.322)]/16: 2.282537057 I ¼ [4 * (0.973) 1 12 * 0]/16: 0.243
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We return to the question addressed in the ﬁnal section of
the previous article: how does the information content of force
ﬁelds compare to the information available from sequence
alignment or from a large number of structural measure-
ments? Althoughwe cannot answer this question in analytical
detail, we can use a back-of-the-envelope estimate for two-
dimensional lattices based on the idea that the information
content of a force ﬁeld is the log2 (number of energy levels).
For an HP or Go force ﬁeld on a compact 10 3 10 two-
dimensional lattice, the global-minimum ground state has a
energy of 81 units. Assuming that every energy level up to
zero is obtainable with alternate sequences, the full conformer-
sequence space would yield only 6.3 bits for the protein or
0.06 bits/bead. We obtain a value of;0.1 bits/bead based on
a 5 3 5 model (in agreement with the ground state of 16).
Our calculations also show a distance-dependent force ﬁeld
for a two-dimensional compact structure yields ,1 bit/bead
(Table 3). In the previous article (5), we estimated the in-
formation to be ;3.5 and 2.5 bits/residue for sequence and
structural alignments, respectively. Thus, it appears that force
ﬁelds have much less information content than alignment
procedures. This striking result is actually just a reﬂection of
the well-known multiple minima problem that has been a
major source of difﬁculty in the protein-folding ﬁeld. That
is, a force ﬁeld provides enough information to reﬁne a struc-
ture locally but needs to be augmented by extensive sampling
or modeling to ﬁnd the global minimum from a large number
of minima with similar energies.
Conclusions on the relative resolving power of force ﬁelds,
the information content of various interactions, and the addi-
tivity of information appear extendible to real proteins. The
move from simple to exact models will shift the reference
states but not the general trends. Such quantitative assess-
ments are critical for improving the effectiveness of current
force ﬁelds and score functions used in various alignment
protocols.
APPENDIX
Example: information content of an HP potential
The information content of anHP potential, for a given ensemble is calculated
by partitioning the ensemble based on the eHH distribution. The fraction of
the ensemble having a particular value for eHH deﬁnes the value for pk. The
indexing length for k is determined by the number of energy states in the
ensemble.
For example, for a chain of length N ¼ 4, there are ﬁve distinct con-
formers and 16 possible HP sequences, resulting in 80 sequence/conformer
pairs in the ensemble. We deﬁne the interacting pairs as above (see HP
InteractionModel, above). From the ﬁve conformers, only the fully bent con-
former is capable of having an HH contact, and of the 16 possible sequences,
only four have an H in both the ﬁrst and last positions, resulting in two
partitions in the ensemble—namely, one with an energy of 1 and probability
pk¼ 4/80, and another with energy 0 and probability 76/80. The information
is determined as follows: The number of conformer/sequence pairs in
the ensemble, W, is 80. Since the only allowed energies are 0 and 1, k ¼ 2,
p0 ¼ 76/80, and p1 ¼ 4/80.
Using Shannon’s equation,
IðHPÞ ¼½0:05ðlog2ð0:05ÞÞ10:95ðlog2ð0:95ÞÞ¼ 0:29bits:
The information content of other force ﬁelds is measured in a similar
manner, by substituting the appropriate scoring function to determine the
energies of the conformers.
Example: information content of an HP
potential—temperature-dependence
For a 4-mer HP model, there are ﬁve conformers and 16 different sequences
resulting in 80 sequence-conformer pairs. The 4-mer sequence/conformer pairs
result in two types of subpopulations. The ﬁrst type has two populated energy
levels, while the other has only a single populated energy level (separated by
data inboldface type inTable 4).All sequences fall in one of two categories, and
so for brevity we only show one of each and multiply the results by the
corresponding number of sequences in each subtype (four for type 1 and 12 for
type 2). Table 4 shows HP contact energies calculated according to Eq. 4 of the
text and the Boltzmann distributions determined by Eqs. 8 and 9. For every
sequence, the sequence/conformer pair with the lowest energy is said to be the
ground state. Calculations are carried out as described in Methods. The
resulting averageentropies calculated according toEqs. 8 and9 are shown in the
bottom row.
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