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Kurzzusammenfassung
Gewo¨hnliche Lineare Differential- (und Differenzen-) Operatoren mit polynomiellen Koef-
fizienten sind eine bekannte algebraische Abstraktion zur Darstellung von D-finiten Funk-
tionen (bzw. P-finiten Folgen). Sie bilden den Ore-Ring K(x)[∂], wobei K der Konstan-
tenko¨rper ist. Es sei angenommen, dass K der Quotientenko¨rper eines Hauptidealrings R
ist. Der Ring R[x][∂] besteht aus den Elementen von K(x)[∂] “ohne Nenner”.
Ein gegebenes L ∈ K(x)[∂] erzeugt ein Linksideal I in K(x)[∂]. Wir nennen I ∩R[x][∂]
die univariate Kontraktion des Ore-Ideals I. Kontraktionsalgorithmus fu¨r L.
Wenn L ein gewo¨hnlicher linearer Differential- oder Differenzenoperator ist, entwickeln
wir einen Kontraktionsalgorithmus fu¨r L, indem wir desingularisierte Operatoren verwen-
den, wie sie von Chen, Jaroschek, Kauers und Singer vorgeschlagen wurden. Wenn L ein
gewo¨hnlicher Differentialoperator ist und R = K, dann ist unser Algorithmus elementarer
als bekannte Algorithmen. In anderen Fla¨llen sind unsere Resultate neu.
Wir schlagen den Begriff des vollsta¨ndig desingularisierten Operators vor, untersuchen
ihre Eigenschaften, und entwickeln einen Algorithmus zu deren Berechnung. Vollsta¨ndig
desingularisierte Operatoren haben interessante Anwendungen wie die Zertifizierung ganz-
zahliger Folgen und die U¨berpru¨fung von Spezialfa¨llen einer Vermutung von Krattenthaler.
Ein D-finites System ist eine endliche Menge von homogenen linearen partiellen Differen-
tialgleichungen mit polynomiellen Koeffizienten in mehreren Variablen, deren Lo¨sungsraum
endliche Dimension hat. Fu¨r solche Systeme definieren wir den Begriff der Singularita¨t
anhand der in ihnen auftretenden Polynome. Wir zeigen, dass ein Punkt eine Singularita¨t
eines Systems ist, wenn es nicht eine Basis von Potenzreihenlo¨sungen hat, deren Startterme
bezu¨glich einer Termordnung kleinstmo¨glich sind. Als na¨chstes ist eine Singularita¨t schein-
bar, wenn das System eine volle Basis von Potenzreihenlo¨sungen hat, deren Startterme
nicht kleinstmo¨glich sind. Wir zeigen dann, dass scheinbare Singularita¨ten im multivari-
aten Fall genauso wie im univariaten Fall durch Hinzufu¨gen geeigneter neuer Lo¨sungen zum
vorliegenden System entfernt werden ko¨nnen.
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Abstract
Linear ordinary differential (difference) operators with polynomial coefficients form a com-
mon algebraic abstraction for representing D-finite functions (P-recursive sequences). They
form the Ore ring K(x)[∂], where K is the constant field. Suppose K is the quotient field
of some principal ideal domain R. The ring R[x][∂] consists of elements in K(x)[∂] without
“denominator”.
Given L ∈ K(x)[∂], it generates a left ideal I in K(x)[∂]. We call I∩R[x][∂] the univariate
contraction of the Ore ideal I.
When L is a linear ordinary differential or difference operator, we design a contraction
algorithm for L by using desingularized operators as proposed by Chen, Jaroschek, Kauers
and Singer. When L is an ordinary differential operator and R = K, our algorithm is more
elementary than known algorithms. In other cases, our results are new.
We propose the notion of completely desingularized operators, study their properties,
and design an algorithm for computing them. Completely desingularized operators have
interesting applications such as certifying integer sequences and checking special cases of a
conjecture of Krattenthaler.
A D-finite system is a finite set of linear homogeneous partial differential equations with
polynomial coefficients in several variables, whose solution space is of finite dimension. For
such systems, we define the notion of a singularity in terms of the polynomials appearing in
them. We show that a point is a singularity of the system unless it admits a basis of power
series solutions in which the starting monomials are as small as possible with respect to
some term order. Then a singularity is apparent if the system admits a full basis of power
series solutions, the starting terms of which are not as small as possible. We then prove
that apparent singularities in the multivariate case can be removed like in the univariate
case by adding suitable additional solutions to the system at hand.
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Chapter 1
Introduction
1.1 Background and motivation
D-finite functions play an important role in the part of computer algebra concerned with
algorithms [25] for special functions. They are interesting in two aspects: On the one hand,
they can be easily described by a finite amount of data, and efficient algorithms are available
to do exact as well as approximate computation with them. On the other hand, they cover
a lot of special functions which naturally appear in various different context, both within
mathematics as well as applications, such as physics, engineering, statistics, combinatorics
and so on. The notion was introduced by Stanley in 1980 [45]. The defining property of a
D-finite function is that it satisfies a linear differential equation with polynomial coefficients.
This differential equation, together with an appropriate number of initial terms, uniquely
determines the function at hand. Investigation of singularities of a linear differential equa-
tion gives an opportunity to study singularities of D-finite functions without solving this
equation.
There are various reasons why linear differential equations are easier than non-linear
ones. One is of course that the solutions of linear differential equations form a vector space
over the underlying field of constants. Another important feature concerns the singularities.
While for a nonlinear differential equation the location of the singularities may depend
continuously on the initial values, this is not possible for linear equations. Instead, a
solution f of a differential equation
a0(x)f(x) + · · ·+ ar(x)f (r)(x) = 0,
where a0, . . . , ar are some analytic functions, can only have singularities at points ξ ∈ C with
the property ar(ξ) = 0. For example, x
−1 is a solution of the equation xf ′(x) + f(x) = 0,
and the singularity at 0 is reflected by the root of the polynomial x in front of the term f ′(x)
in the equation. Unfortunately, the converse is not true: there may be roots of the leading
coefficient which do not indicate solutions that are singular there. For example, all the
solutions of the equation xf ′(x)− 5f(x) = 0 are constant multiples of x5, and none of these
functions is singular at 0.
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In this thesis, we consider the case where a0, . . . , ar are polynomials and ar 6= 0. In this
case, ar can have only finitely many roots. The roots of ar are called the singularities of
the equation. Those roots α of ar such that the equation has no solution that is singular
at α are called apparent. In other words, a root α of ar is apparent if the equation admits r
linearly independent formal power series solutions in x−α. Deciding whether a singularity
is apparent is therefore the same as checking whether the equation admits a fundamental
system of formal power series solutions at this point. This can be done by inspecting the
so-called indicial polynomial of the equation at α: if there exists a power series solution of
the form (x− α)` + · · · , then ` is the root of this polynomial.
When some singularity α of an ODE is apparent, then it is always possible to construct
a second ODE whose solution space contains all the solutions of the first ODE, and which
does not have α as a singularity. This process is called desingularization. The idea is easily
explained. The key observation is that a point α is a singularity if and only if the indicial
polynomial at α is different from n(n − 1) · · · (n − r + 1) or the ODE does not admits r
linearly independent formal power series solutions in x − α. As the indicial polynomial
at an apparent singularity has only nonnegative integer roots, we can bring it into the
required form by adding a finite number of new factors. Adding a factor n − s to the
indicial polynomial amounts to adding a solution of the form (x−α)s + · · · to the solution
space, and this is an easy thing to do using well-known arithmetic of differential operators.
See [1, 4, 11, 22, 23] for an expanded version of this argument and [1, 2] for analogous
algorithms for recurrence equations.
We shall also consider the case of recurrence equations
a0(n)f(n) + · · ·+ ar(n)f(n+ r) = 0,
where again there is a strong connection between the roots of ar and the singularities of a
solution. As an example, consider the recurrence operator
L = (1 + 16n)2∂2 − 32(7 + 16n)∂ − (1 + n)(17 + 16n)2,
which is taken from [1, Section 4.1]. Here, ∂ denotes the shift operator f(n) 7→ f(n + 1).
For any choice of two initial values u0, u1 ∈ Q, there is a unique sequence u : N→ Q with
u(0) = u0, u(1) = u1
and L applied to u gives the zero sequence. A priori, it is not obvious whether or not
u is actually an integer sequence, if we choose u0, u1 from Z, because the calculation of
the (n + 2)nd term from the earlier terms via the recurrence encoded by L requires a
division by (1 + 16n)2, which could introduce fractions. In order to show that this division
never introduces a denominator, the authors of [1] note that every solution of L is also a
solution of its left multiple
T =
(
64
(17 + 16n)2
∂ +
(23 + 16n)(25 + 16n)
(17 + 16n)2
)
L
= 64∂3 + (16n+ 23)(16n− 7)∂2 − (576n+ 928)∂
−(16n+ 23)(16n+ 25)(n+ 1).
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The operator T has the interesting property that the factor (1 + 16n)2 has been “removed”
from the leading coefficient. This is, however, not quite enough to complete the proof,
because now a denominator could still arise from the division by 64 at each calculation of
a new term via T . To complete the proof, Abramov, Barkatou and van Hoeij show that
the potential denominators introduced by (1 + 16n)2 and by 64, respectively, are in conflict
with each other, and therefore no such denominators can occur at all.
The process of obtaining the operator T from L is also called desingularization, because
there is a polynomial factor in the leading coefficient of L which does not appear in the
leading coefficient of T . In the literature, there are some other applications of desingular-
ization, such as extending P-recursive sequences [2] or explaining order-degree curve [10]
for Ore operators.
In the example above, the price to be paid for the desingularization was a new constant
factor 64 which appears in the leading coefficient of T but not in the original leading
coefficient of L. Known algorithms for desingularization have two ways of thinking: (i)
Literature [2, 1, 10, 11] achieve it by computing an appropriate left multiple of L, whose
solution space in general strictly contains that of L. (ii) Paper [4] makes it through choosing
an adequate gauge transformation. The solution space of the corresponding output is
equivalent to that of L, and thus keeps the dimension invariant. However, all those results
care only about the removal of polynomial factors without introducing new polynomial
factors, but they do not consider the possible introduction of new constant factors. A
contribution of the present thesis is a desingularization algorithm which minimizes, in a
sense, also any constant factors introduced during the desingularization. For example, for
the operator L above, our algorithm finds the alternative desingularization
T˜ = ∂3 +
(
128n3 − 104n2 − 11n− 3) ∂2+(−256n2 + 127n+ 94) ∂−
(128n2 + 24n− 131)(1 + n)2,
(1.1)
which immediately certifies the integrality of its solutions.
In more algebraic terms, we consider the following problem. Assume that L is an
operator in Z[x][∂], which is an Ore algebra (see Section 3.1 for definitions), we consider the
left ideal 〈L〉 = Q(x)[∂]L generated by L in the extended algebra Q(x)[∂]. The univariate
contraction of the Ore ideal 〈L〉 to Z[x][∂] is defined as Cont(L) := 〈L〉 ∩ Z[x][∂]. This is a
left ideal of Z[x][∂] which contains Z[x][∂]L, but in general more operators. Our goal is to
compute a Z[x][∂]-basis of Cont(L). In the example above, such a basis is given by {L, T˜}
(see Example 3.3.11). The traditional desingularization problem corresponds to computing
a basis of the Q[x][∂]-left ideal 〈L〉 ∩Q[x][∂].
The univariate contraction problem for Ore algebras Q[x][∂] was proposed by Chyzak
and Salvy [14, Section 4.3]. For the analogous problem in commutative polynomial rings,
there is a standard solution via Gro¨bner bases [5, Section 8.7]. It reduces the contraction
problem to a saturation problem. This reduction also works for the differential case, but in
that case it is not so helpful because it is less obvious how to solve the saturation problem.
In this case, the problem is also called the Weyl closure problem, which has important
applications in non-commutative elimination and symbolic integration [7]. The Weyl closure
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of a left ideal in K(x)[∂] (see Section 4.1) is a differential analog of the radical of an ideal
in the commutative polynomial ring K[x]. To be specific, assume that G ⊂ K[x][∂] be a
finite set such that K(x)[∂]G is D-finite and G is a Gro¨bner basis with respect to some term
order. Set f = lcm(HC(G1), . . . ,HC(Gk)) and Cont(G) = K(x)[∂]G ∩K[x][∂]. Then
Cont(G) = {P ∈ K[x][∂] | fsP ∈ K(x)[∂]G for some s ∈ N}.
Set
sol(G) = {v ∈ E | P (v) = 0 for each P ∈ K(x)[∂]G},
where E is a universal differential field extension [29, Section 7, page 133] of K(x). By [29,
Proposition 2, Corollary 1, page 151–152],
Cont(G) = {P ∈ K[x][∂] | P (v) = 0 for each v ∈ sol(G)}.
In the commutative case, Seidenberg’s Lemma [5, Lemma 8.13] provides one method to
compute the radical of a zero-dimensional ideal. One might expect that this result carries
over to the differential setting. More precisely, assume that G ⊂ K[x][∂] be a finite set
such that K(x)[∂]G is D-finite and G is a Gro¨bner basis with respect to some term order.
For each i ∈ {1, . . . , n}, let Fi ∈ K[x][∂i] be the generator of K(x)[∂]G ∩ K(x)[∂i], whose
desingularized (see Definition 3.2.1) operator with minimal order is Pi. Then one might
conjecture that
Cont(G) = K[x][∂]G+K[x][∂]P1 + · · ·+K[x][∂]Pn.
In the univariate case, this can be proven by Stafford Theorem ( [34, page 1541] and [20]).
However, it is no longer valid in the multivariate case. For example, consider the following
Gro¨bner basis in Q(x, y)[∂x, ∂y]:
G = {G1, G2} = {(x2 − y2)2∂y − 2y, (x2 − y2)2∂x + 2x}.
Then Q(x, y)[∂x, ∂y]G is D-finite. By computation, we find that G1 and G2 are desingu-
larized operators of themselves with minimal orders, respectively. Using the Macaulay2
package Dmodules [19], we find that Cont(G) 6= Q[x, y][∂x, ∂y]G. Instead, A solution for
the Weyl closure problem was proposed by Tsai in [47] and his Ph.D. thesis [48], which
involves homological algebra [21] and D-modules theory [15]. In the literature, we do not
find any reference concerning the contraction problem of a difference or differential operator
over Z[x][∂].
Our work is based on desingularization for Ore operators by Chen, Jaroschek, Kauers
and Singer in [10, 11]. In particular, the p-removing operator in [11, Lemma 4] provides
us with a key to determine contraction ideals. In the shift case, they provide an upper
bound for the order of a p-removing operator. This bound provides the termination of
our algorithms concerning contraction ideals and completely desingularized operators. In
the differential case, upper bounds for the order of a p-removing operator are given in [47,
Algorithm 3.4] and [23, Lemma 4.3.12].
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Another purpose of the present thesis is to generalize the two facts about apparent
singularities sketched above to the multivariate setting. Instead of an ODE, we consider
systems of PDEs known as D-finite systems. A D-finite system is a finite set of linear
homogeneous partial differential equations with polynomial coefficients in several variables,
whose solution space is of finite dimension. For such systems, we define the notion of a sin-
gularity in terms of the polynomials appearing in them (Def. 4.2.1). We show (Thm. 4.3.1)
that a point is a singularity of the system unless it admits a basis of power series solutions
in which the starting monomials are as small as possible with respect to some term order.
Then a singularity is apparent if the system admits a full basis of power series solutions,
the starting terms of which are not as small as possible. We then prove in Theorem 4.4.6
that apparent singularities in the multivariate case can be removed like in the univariate
case by adding suitable additional solutions to the system at hand.
1.2 Contributions and outline
Based on ideas of [10, 11], we study the univariate contraction problem of Ore ideals. New
results include:
(1) Theorem 3.2.3: characterize the connection between desingularized operators and
contraction ideals.
(2) Algorithm 3.3.8: provide a method to determine the contraction ideal of a difference
or differential operator.
(3) Introduce the notion of completely desingularized operators, give the connection be-
tween them and contraction ideals, and design an algorithm to compute them.
(4) Using completely desingularized operators, we study how to certify the integrality of
a sequence and check special cases of a conjecture of Krattenthaler.
This work is published in ISSAC’16 [50].
Using Gro¨bner bases (Subsection 4.1.2) in the ring of linear partial differential operators,
we generalize the desingularization technique for apparent singularities to the multivariate
case. New results include:
(1) Theorem 4.3.1: characterize an ordinary point of a D-finite system by using its formal
power series solutions.
(2) Theorem 4.4.6: describe a connection between apparent singularities and ordinary
points.
(3) Algorithm 4.4.9 and Algorithm 4.4.12: we can remove and detect apparent singulari-
ties of a D-finite system in an algorithmic way.
17
The thesis is arranged as follows:
In Chapter 2, we consider Gro¨bner bases over the Ore algebra R[x][∂], where R is a prin-
cipal ideal domain. In the commutative case, Gro¨bner bases over a principal ideal domain
are introduced in [5, Section 10.1]. Our treatment is similar to that in the commutative
case. Since we need to compute Gro¨bner bases over R[x][∂] for determining contraction
ideals, we generalize the theory in the commutative case to the Ore case. The results can
be regarded as a minor supplement to known Gro¨bner bases theories.
In Chapter 3, we introduce the notion of desingularized operators and connect it with
contraction ideals in Section 3.2. Next, we determine bases of contraction ideals in Sec-
tion 3.3 and compute completely desingularized operators in Section 3.4. Finally, we present
some interesting applications of completely desingularized operators, such as certifying in-
teger sequences and checking special cases of Krattenthaler’s conjecture.
In Chapter 4, we first define singularities and ordinary points of a D-finite system. Next,
we characterize an ordinary point of such systems using its formal power series solutions.
Finally, we describe the connection between ordinary points and apparent singularities, and
use it to remove and detect apparent singularities in an algorithmic way.
Remark 1.2.1. In this thesis, we use the calligraphic letter like G to denote Gro¨bner bases
in the Ore algebra R[x][∂] (Section 2.1), the bold letter like G to denote Gro¨bner bases in
the commutative polynomial ring R[x] (Section 2.1), and the usual letter like G to denote
Gro¨bner bases in the ring of differential operators K(x)[∂] (Section 4.1), where R is a
principal ideal domain and K is a field of characteristic zero.
18
Chapter 2
Gro¨bner Bases of Ore Polynomials
over a PID
In this chapter, we describe the notion of Gro¨bner bases and Buchberger’s algorithm in
the Ore algebra R[x][∂], where R is a principal ideal domain. It is based on [5, Section
10.1] and [37]. When R = K[t] with K being a field of characteristic zero, the notion of
Gro¨bner bases and Buchberger’s algorithm are available [28]. Furthermore, a corresponding
implementation is available in [31]. Our motivation is to compute Gro¨bner bases overR[x][∂]
for determining contraction ideals. For the more general cases, see [9] and [40, IV.46.13].
The reader who is familiar with Go¨bner bases may skip this chapter and proceed directly
to the next one.
2.1 Ore algebras
In this section, we define Ore algebras that we are concerned with.
Let R be a principal ideal domain and n a nonnegative integer. Let R[x1, . . . , xn] be the
ring of usual commutative polynomials over R. For brevity, we denote this ring by R[x].
For each i = 1, . . . , n, let σi be an R-automorphism of R[x] with the following properties:
(i) σi(xi) = γixi + τi for some γi, τi ∈ R with γi being a unit in R,
(ii) σi(xj) = xj for j 6= i.
Let δi be a σi-derivation on R[x], i.e., an R-linear map satisfying the following three prop-
erties:
(i) δi(fg) = σi(f)δi(g) + δi(f)g for f, g ∈ R[x],
(ii) δi(xi) is a polynomial in R[xi] with degree less than or equal to 1,
(iii) δi(xj) = 0 for all j 6= i.
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Then we have an Ore algebra
R[x][∂1;σ1, δ1] · · · [∂n;σn, δn]
of Ore polynomials [14], in which the addition is coefficientwise and the multiplication is
defined by associativity via the commutation rules
(i) ∂ip = σi(p)∂i + δi(p) for p ∈ R[x], 1 ≤ i ≤ n,
(ii) ∂i∂j = ∂j∂i for 1 ≤ i, j ≤ n.
The ring R[x][∂1;σ1, δ1] · · · [∂n;σn, δn] is abbreviated as R[x][∂] when σi and δi are clear
from the context. According to [14], this is a (non-commutative) domain.
2.2 Terms and monomials
By a term, we mean a product xα11 · · ·xαnn ∂β11 · · · ∂βnn with αi, βj ∈ N, 1 ≤ i, j ≤ n. For
brevity, we set α = (α1, . . . , αn) and β = (β1, . . . , βn). Then we may denote a term as x
α∂β.
By a monomial, we mean a product at, where a is a nonzero element of R, and t a term.
Set T to be the set of all terms, and M the set of all monomials. Let P ∈ R[x][∂] \ {0}.
Since P is a sum of monomials, we denote the set of monomials in P by M(P ). The set of
corresponding terms is denoted by T(P ).
Let α,β ∈ Nn, we write α ≤ β if αi ≤ βi for all 1 ≤ i ≤ n. Let as, bt ∈M with
s = xα∂β, t = xu∂v ∈ T and a, b ∈ R.
We say that as quasi-divides bt if a | b in R, α ≤ u and β ≤ v. In this case, we write as |q bt.
In other words, s | t when we forget the commutation rules in R[x][∂].
Proposition 2.2.1. Let S be a set of monomials in R[x][∂]. Then S has a Dickson basis,
i.e., there exists a finite subset N of S such that, for each s ∈ S, there exists t ∈ N
with t |q s.
Proof. We define the following map:
φ : M −→ R× Nn × Nn
axα∂β 7→ (a,α,β).
Obviously, φ is a bijection. Moreover, the quasi-divisibility relation in M corresponds to
the following quasi-order in R× Nn × Nn:
(a1,α1,β1) ≺′ (a2,α2,β2) if and only if a1 | a2, α1 ≤ α2 and β1 ≤ β2,
where (a1,α1,β1), (a2,α2,β2) ∈ R×Nn×Nn. By [5, Proposition 4.49], φ(S) has a Dickson
basis N ′ with respect to ≺′. Then φ−1(N ′) is a Dickson basis of S.
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2.3 Term orders and monomial orders
In R[x][∂], a term order ≺ is a linear order on T that satisfies the following conditions:
(i) 1  t for each t ∈ T ;
(ii) xα∂β ≺ xa∂b implies xα+u∂β+v ≺ xa+u∂b+v for each (u,v) ∈ Nn × Nn;
A term order induces a partial order on M as follows:
For all as, bt ∈M with s = xα∂β, t = xu∂v ∈ T and a, b ∈ R,
as ≺ bt⇐⇒ s ≺ t.
The induced order is called a monomial order on M .
Lemma 2.3.1. Let ≺ be a monomial order on M . Then there is no strictly decreasing
infinite sequence in M with respect to ≺.
Proof. Suppose that
m1,m2, . . .
is an infinite sequence in M with mi  mi+1 for all i ∈ Z+. By Proposition 2.2.1, there
exists a finite number of monomials mj1 , . . . ,mjk such that, for all i ∈ Z+, there exists ` ∈
{1, . . . , k} with mj` |qmi. Choose i to be greater than all the indices j1, . . . , jk. Then mj`
cannot be higher than mi, a contradiction.
Let ≺ be a monomial order on M , and P ∈ R[x][∂] \ {0}. Then
P = c1t1 + · · ·+ c`t`,
where c1, . . . , c` ∈ R \ {0}, and t1, . . . , t` are mutually distinct terms.
Assume that t1 ≺ t2 ≺ · · · ≺ t`. Then t`, c` and c`t` are called the head term, head
coefficient, and head monomial of P , respectively. They are denoted by HT(P ), HC(P )
and HM(P ), respectively.
Let P,Q ∈ R[x][∂]. We say that P,Q ∈ R[x][∂] are associated to each other if there are
unit elements a, b ∈ R such that aP = bQ.
Proposition 2.3.2. Let P and Q be two nonzero elements in R[x][∂]. Then
(i) HT(PQ) = HT(HT(P )HT(Q));
(ii) HC(PQ) and HC(P )HC(Q) are associated;
(iii) HM(PQ) and HM(HM(P )HM(Q)) are associated.
Proof. Given i ∈ {1, . . . , n}. By the definitions of σi, δi and the commutation rules in
Section 2.1, we have
∂ixi = γi(xi∂i) + τi∂i + aixi + bi,
where γi is a unit in R, and τi, ai, bi ∈ R. Therefore, HM(∂ixi) = γixi∂i. A direct induction
proves the proposition.
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The following corollary is a step-stone for generalizing usual polynomial reductions to
the Ore case.
Corollary 2.3.3. Let m1,m2 ∈M . If m1 |q m2, then there exists m3 ∈M such that
m2 = HM(m3m1).
Proof. Let m1 = ax
αββ,m2 = bx
uβv with a, b ∈ R, and (α,β), (u,v) ∈ Nn × Nn.
Since m1 |q m2, we have a | b, α ≤ u, β ≤ v. Let u′ = u − α, v′ = v − β. By
item (iii) of the above proposition, there exists a unit γ in R such that
HM(xu
′
∂v
′
m1) = γax
uβv.
Since γa | b, there exists c ∈ R such that cγa = b. Let m3 = cxu′∂v′ , then
m2 = HM(m3m1).
2.4 Reduction for Ore polynomials
In the sequel, we assume that ≺ is a term order on R[x][∂].
Definition 2.4.1. Let F,G, P ∈ R[x][∂] with FP 6= 0, and let P be a subset of R[x][∂]\{0}.
Then we say
(i) F reduces to G modulo P by eliminating m (notation F −−→
P,m
G), if there ex-
ists m ∈ M(F ) with HM(P ) |q m, and G = F − m′P , where m′ is a monomial
such that HM(m′P ) = m;
(ii) F reduces to G modulo P (notation F −→
P
G), if F −−→
P,m
G for some m in M(F );
(iii) F reduces to G modulo P (notation F −→
P
G), if F −→
P
G for some P ∈ P;
(iv) F is reducible modulo P if there exists G ∈ R[x][∂] such that F −→
P
G;
(v) F is reducible modulo P if there exists G ∈ R[x][∂] such that F −→
P
G.
Remark 2.4.2. The existence of m′ in item (i) of the above definition is guaranteed by
Corollary 2.3.3.
If F is not reducible modulo P (modulo P), then we say F is in reduced form modulo P
(modulo P). A reduced form of F modulo P is an element G ∈ R[x][∂] that is in reduced
form modulo P and satisfies
F
∗−→
P
G,
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where
∗−→
P
is the reflexive-transitive closure [5, Definition 4.71] of −→
P
. We call
F −−→
P,m
G
a top-reduction of F if m = HM(F ); whenever a top-reduction of F exists (with P ∈ P),
we say that F is top-reducible modulo P (modulo P).
Algorithm 2.4.3. Given F ∈ R[x][∂] and P ⊂ R[x][∂], compute a reduced form G of F
modulo P.
G← 0
L← F
while L 6= 0 do
while L is top-reducible modulo P do
S ← L−m′P for some P ∈ P,m′ ∈ T with HM(m′P ) = HM(L).
L← S
end
G← G+ HM(L)
L← L−HM(L)
end
The correctness of the above algorithm is evident.
Proof of the termination of Algorithm 2.4.3: Suppose Algorithm 2.4.3 does not
terminate for some input F . Let {Li}i∈N be the operators that get assigned to L in the
course of the algorithm. Then, L0 = F . Moreover, the value of any Li+1 is either the
case (i) Li+1 = Li −m′P , for some P ∈ P,m′ ∈ T with HM(m′P ) = HM(Li) or it is the
case (ii) Li+1 = Li − HM(Li). Therefore, we have HT(Li+1) ≺ HT(Li) for each i ∈ N,
i.e., {HT(Li)}i∈N is a strictly decreasing sequence with respect to ≺, a contradiction to
Lemma 2.3.1.
2.5 Gro¨bner bases
As a matter of notation, if S is a subset of R[x][∂], we denote the left ideal generated by S
in R[x][∂] as R[x][∂] ·S. The set of head monomials of elements in S is denoted by HM(S).
Definition 2.5.1. A finite set G ⊂ R[x][∂] is called a Gro¨bner basis with respect to ≺ if
for each monomial u ∈ HM(R[x][∂] · G) there exists v ∈ HM(G) such that v |q u. If I is
a left ideal of R[x][∂], then a Gro¨bner basis of I is a Gro¨bner basis that generates the left
ideal I.
Remark 2.5.2. Note that G ⊂ R[x][∂] is a Gro¨bner basis if and only if F is top-reducible
modulo G for each F ∈ R[x][∂] · G \ {0}.
Proposition 2.5.3. Let I be a left ideal of R[x][∂]. Then I has a Gro¨bner basis.
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Proof. By Proposition 2.2.1, there exists a finite set N of HM(I) such that for each mono-
mial s ∈ HM(I), there exists t ∈ N such that t |q s.
By the definition of N , it corresponds to a finite set G ⊂ I such that, for each t ∈ N ,
there exists an operator P ∈ G such that HM(P ) = t. Since R[x][∂] · G ⊂ I, we have that G
is a Gro¨bner basis by Definition 2.5.1.
Next, we prove that G generates I. For each P ∈ I, we have that P ∗−→
G
Q by Algo-
rithm 2.4.3 such that Q is a reduced form of P modulo G. So,
Q = P −
∑
G∈G
VGG
for some VG ∈ R[x][∂]. Thus, Q ∈ I. If Q is nonzero, then Q is top-reducible modulo G, a
contradiction. Consequently, Q = 0.
2.6 Standard representations of Ore polynomials
Let F ∈ R[x][∂] \ {0}. A standard representation of F with respect to a finite set P
of R[x][∂] is the following representation
F =
∑
P∈P
VPP,
where VP ∈ R[x][∂], such that HT(VPP )  HT(F ) or VP = 0 for each P ∈ P.
Lemma 2.6.1. Let P be a finite subset of R[x][∂], F is a nonzero operator in R[x][∂], and
assume that F
∗−→
P
0. Then F has a stardard representation with respect to P.
Proof. Suppose that F ∈ R[x][∂] \ {0} such that F ∗−→
P
0, but F does not have a standard
representation. We may assume that F is minimal with this property in terms of the
length [5, page 174] of the reduction chain. Since F
∗−→
P
0, there exists H ∈ R[x][∂]
with F −→
G
H for some G ∈ P, say H = F − mG, where m is a monomial on R[x][∂].
If H = 0, then F = mG is a standard representation of F , a contradiction. Otherwise, H
has a stardard representation
H =
k∑
i=1
ViPi
w.r.t. P by the minimality of F . Using the fact that HT(mG) is a term in F , it follows that
F = mG+
k∑
i=1
ViPi
is a stardard representation of F with respect to P, a contradiction.
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Assume that G is a Gro¨bner basis of a left ideal I of R[x][∂]. By the argument in
Proposition 2.5.3, for each element F ∈ I, we have that F ∗−→
G
0. Thus, F has a standard
representation with respect to G by the above lemma. However, the converse is not true.
The next lemma shows that if we add one more condition then it can be a criterion for
Gro¨bner bases.
To this end, we need one more notation. For s, t ∈ T with s = xα∂β and t = xu∂v, we
define the quasi least common multiple of s and t to be xe∂f , where ei = max(αi, ui), fi =
max(βi, vi) for 1 ≤ i ≤ n, and denote it by qlcm(s, t). In other words, qlcm(s, t) is the least
common multiple of s and t when they are treated as commutative terms.
Lemma 2.6.2. Assume that G is a finite subset of R[x][∂] satisfying the following two
conditions:
(i) For all G1, G2 ∈ G there exists H ∈ G with
HT(H) |q qlcm(HT(G1),HT(G2)) and HC(H) | gcd(HC(G1),HC(G2)).
(ii) Every F ∈ R[x][∂] · G has a standard representation w.r.t. G.
Then G is a Gro¨bner basis.
Proof. It suffices to prove that for all F ∈ R[x][∂] · G \ {0}, F is top-reducible modulo G.
By condition (ii), we have
F =
k∑
i=1
ViGi
is a standard representation of F with respect to G. Let N ⊂ {1, . . . , k} be the set of indices
with the property that HT(F ) = HT(ViGi). Then
HM(F ) =
∑
i∈N
HM(ViGi),
and thus
qlcm{HT(Gi) | i ∈ N} |q HT(F ), and gcd{HC(Gi) | i ∈ N} | HC(F ).
Note that the second divisibility relies on the fact that the two head coefficients
HC(ViGi) and HC(Vi)HC(Gi)
are associated, which is stated in Proposition 2.3.2. By condition (i) and a straightforward
induction on the cardinality of N , there exists H ∈ G such that HT(H) quasi-divides the
above quasi lcm, and HC(H) divides the gcd. We have
HM(H) |q HM(F ),
and thus F is top-reducible modulo G.
Remark 2.6.3. When R is a field, the first condition in the above lemma is trivial, because
the gcd of head coefficients is always one, and, therefore, H can be chosen to be either G1
or G2.
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2.7 Buchberger’s criterion
Definition 2.7.1. For i = 1, 2, consider Gi ∈ R[x][∂]\{0} with HC(Gi) = ai,HT(Gi) = ti.
Moreover, let bi ∈ R and si ∈ T such that
biai = lcm(a1, a2) and HT(siti) = qlcm(t1, t2).
By Proposition 2.3.2, there exists an invertible element ri ∈ R such that HC(siGi) = riai.
Then the S-polynomial of G1 and G2 is defined as
spol(G1, G2) = b1r
−1
1 s1G1 − b2r−12 s2G2
Now let c1, c2 ∈ R such that gcd(a1, a2) = c1a1 + c2a2. Then we define the G-polynomial
of G1 and G2 with respect to c1 and c2 as
gpol(c1,c2)(G1, G2) = c1r
−1
1 s1G1 + c2r
−1
2 s2G2.
Strictly speaking, S-polynomials are only defined up to multiplication by units. Nev-
ertheless, there will be no harm in speaking of the S-polynomial. By contrast, the G-
polynomial of G1, G2 ∈ R[x][∂] depends heavily on the choice of c1 and c2. We will from
now on assume that for each pair a1, a2 ∈ R \ {0}, an arbitrary but fixed choice of a
pair c1, c2 ∈ R has been made such that c1a1 + c2a2 = gcd(a1, a2), and that G-polynomials
are formed using this choice. The subscript (c1, c2) may then be suppressed.
Remark 2.7.2. Note that condition (i) of Lemma 2.6.2 is equivalent to the G-polynomial
of G1 and G2 being top-reducible modulo G.
The next theorem is a direct generalization of Buchberger’s criterion [16, Page 85] in
the commutative case.
Theorem 2.7.3. Let G be a finite subset of R[x][∂]. Assume that for each G1, G2 ∈ G, the S-
polynomial spol(G1, G2) is either equal to zero or has a standard representation with respect
to G, and gpol(G1, G2) is top-reducible modulo G. Then every polynomial F ∈ R[x][∂] · G
has a standard representation.
Proof. Suppose that F ∈ R[x][∂] · G \ {0} does not have a standard representation with
respect to G. Let
F =
k∑
i=1
ViGi (2.1)
with Vi ∈ R[x][∂] and Gi ∈ G, i = 1, . . . , k. We may assume that
s = max{HT(ViGi) | 1 ≤ i ≤ k}
is minimal among all such representations of F . Then HT(F ) ≺ s. For a contradiction, we
will produce a representation
F =
k′∑
i=1
V ′iG
′
i
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of the same kind such that s′ = max{HT(V ′iG′i) | 1 ≤ i ≤ k′} ≺ s. We proceed by induction
on the number ns of indices i with s = HT(ViGi).
First, ns = 1 is impossible because HT(F ) = s in this case. Let ns = 2, without loss of
generality, we may assume that HT(V1G1) = HT(V2G2) = s. This means that
s = HT(t1 ·HT(G1)) = HT(t2 ·HT(G2))
for some t1, t2 ∈ T . So, qlcm(HT(G1),HT(G2)) quasi-divides s, say
s = HT(u · qlcm(HT(G1),HT(G2)))
with u ∈ T . Since ns = 2, we have HM(V1G1) + HM(V2G2) = 0, and so
a1 ·HC(G1) = −a2 ·HC(G2)
for some a1, a2 ∈ R \ {0}. Moreover, ai and HC(Vi) are associated for i = 1, 2. It follows
that there exists a ∈ R \ {0} with
a · lcm(HC(G1),HC(G2)) = a1 ·HC(G1) = −a2 ·HC(G2)
and it is straightforward to see that
V1G1 + V2G2 = au · spol(G1, G2) +W,
where W ∈ R[x][∂] with HT(W ) ≺ s. By assumption, spol(G1, G2) = 0, or else it has a
standard representation
spol(G1, G2) =
k′′∑
i=1
V ′′i G
′′
i .
with respect to G. Substituting V1G1 + V2G2 into (2.1), we obtain a representation
F =
k∑
i=3
ViGi + au
k′′∑
i=1
V ′′i G
′′
i +W, (2.2)
where the second sum is missing if the S-polynomial is zero. The maximum of the head
terms occuring in the first sum is less than s by our assumption ns = 2; the maximum s
′′
of the head terms in the second sum (if any) satisfies
s′′ ≺ HT(u · qlcm(HT(G1),HT(G2))) = s.
Together, we see that the maximum s′ of the head terms in the representation (2.2) satis-
fies s′ ≺ s, which means that (2.2) is the s′-representation that we were looking for.
Now let ns > 2. Without loss of generality, we may again assume that
HT(V1G1) = HT(V2G2) = s.
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Moreover, we have
HC(V1G1) = a1 ·HC(G1) and HC(V2G2) = a2 ·HC(G2) (2.3)
where, as before, a1 and a2 are associated to the head coefficients of V1 and V2, respectively.
Top-reducibility of gpol(G1, G2) modulo G means that there exists an element H ∈ G with
HT(H) |q lcm(HT(G1),HT(G2)) and HC(H) | gcd(HC(G1),HC(G2)).
Since s quasi-divides both HT(G1) and HT(G2), we may conclude that HT(H) divides s,
and (2.3) shows that
HC(H) | HC(V1G1) and HC(H) | HC(V2G2).
We can thus find a term v ∈ T , and b1, b2 ∈ R such that
HM(V1G1) = HM(b1v ·HM(H)) and HM(V2G2) = HM(b2v ·HM(H)). (2.4)
We can now modify our representation (2.1) as follows:
F = (V1G1 − b1vH) + (V2G2 − b2vH) +
(
(b1 + b2)vH +
k∑
i=3
ViGi
)
.
Equation (2.4) tells us that the head terms of sums in the first and second brackets are less
than s. The number of summands with head term s in the third bracket is less than or
equal to 1 + (ns − 2) = ns − 1. By the induction hypothesis, we have
F =
k′∑
i=1
V ′iG
′
i
with s′ = max{HT(V ′iG′i) | 1 ≤ i ≤ k′} ≺ s.
Corollary 2.7.4. Let G be a finite subset of R[x][∂], and assume that for all G1, G2 ∈ G,
spol(G1, G2)
∗−→
G
0
and gpol(G1, G2) is top-reducible modulo G. Then G is a Gro¨bner basis.
Proof. By Lemma 2.6.1, all nonzero S-polynomials have standard representations. By the
above theorem, it follows that every F ∈ R[x][∂] · G \ {0} has a standard representation
with respect to G. As we have mentioned before, top-reducibility of gpol(G1, G2) modulo G
means that condition (i) of Lemma 2.6.2 is satisfied. Hence, Lemma 2.6.2 and Remark 2.7.2
imply that G is a Gro¨bner basis.
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2.8 Buchberger’s algorithm
The following algorithm for the computation of Gro¨bner bases is a fairly obvious imitation
of the classical Buchberger algorithm for the commutative case. It enlarges the input set by
non-zero reduced forms of S-polynomials and G-polynomials until all S-polynomials reduce
to zero and all G-polynomial are top-reducible.
Algorithm 2.8.1. Given a finite subset P ⊂ R[x][∂], compute a finite subset G ⊂ R[x][∂]
such that G is a Gro¨bner basis in R[x][∂] and R[x][∂] · P = R[x][∂] · G.
G ← P
B ← {{P1, P2} | P1, P2 ∈ G, P1 6= P2}
D ← ∅
C ← B
while B 6= ∅ do
while C 6= ∅ do
select {P1, P2} from C
C ← C \ {{P1, P2}}
if there does not exist G ∈ G with HT(G) | lcm(HT(P1),HT(P2)),
HC(G) | HC(P1) and HC(G) | HC(P2) then
H ← gpol(P1, P2)
H0 ← a reduced form of H modulo G
D ← D ∪ {{G,H0} | G ∈ G}
G ← G ∪ {H0}
end
end
select {P1, P2} from B
B ← B \ {{P1, P2}}
H ← spol(P1, P2)
H0 ← a reduced form of H modulo G
if H0 6= 0 then
D ← D ∪ {{G,H0} | G ∈ G}
G ← G ∪ {H0}
B ← B ∪D; C ← D; D ← ∅
end
end
Theorem 2.8.2. Let R be a computable PID [5, Definition 10.13] and assume that the
term order ≺ is decidable [5, page 178]. Then the above algorithm computes, for every
finite subset P of R[x][∂], a Gro¨bner basis G in R[x][∂] such that R[x][∂] · G = R[x][∂] · P.
Proof. We first prove the termination of the above algorithm. Suppose that the algorithm
does not terminate for input P. Then there are infinitely many polynomials that get added
to G. Assume that they are added sequently as H1, H2, . . . . Then, we have an infinite
sequence
HM(H1),HM(H2), . . . .
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Since each Hi is in reduced form modulo the G to which it will be added. It follows that
HM(Hi) -q HM(Hj)
for all j > i. By Proposition 2.2.1, there exists a finite set
D = {HM(Hi1), . . . ,HM(Hi`)}
such that, for all j ∈ Z+, there exists m ∈ D with m |q HM(Hj). But this is impossible
when j is greater than i1, . . . , i`, a contradiction.
When the algorithm terminates, both B and C are empty. It follows that all the S-
polynomials formed by elements in G reduce to zero modulo G and all the G-polynomials
formed by elements in G are top-reducible. By Corollary 2.7.4, G is a Gro¨bner basis. It is
evident that
R[x][∂] · P = R[x][∂] · G.
2.9 Elimination ideals
Let I be a left ideal in R[x][∂] and {U1, . . . , Ur} ⊂ {x1, . . . , xn, ∂1, . . . , ∂n}. We denote
the two sets {U1, . . . , Ur} and {x1, . . . , xn, ∂1, . . . , ∂n} as {U} and {x,∂}, respectively. It is
evident to see that I∩R[U] is a left ideal of the ring R[U]. This ideal is called the elimination
ideal of I with respect to {U}, or U for short, and we will denote it by IU. As a matter
of notation, we write T({U}) or T(U) for the set of terms with respect to U. Assume
that a term order ≺ on T is given. We write {U} ≺ {x,∂} \ {U} if for each s ∈ T(U)
and t ∈ T({x,∂}) \ T (U), s ≺ t. We can always find a decidable term order ≺ on T
satisfying {U} ≺ {x,∂} \ {U}: just take for ≺ a lexicographical order where every variable
in {U} is smaller than every one in {x,∂} \ {U}.
Lemma 2.9.1. Assume that {U} ⊂ {x,∂} and ≺ is a term order with {U} ≺ {x,∂}\{U}.
Then the following claims hold:
(i) If s ∈ T and t ∈ T(U) with s ≺ t, then s ∈ T(U).
(ii) If F ∈ R[U] and P,G ∈ R[x][∂] with F −→
P
G, then P,G ∈ R[U].
(iii) If F ∈ R[U] and G ⊂ R[x][∂], then every reduced form of F modulo G lies in R[U].
Proof. (i) It follows from the definition of the term order ≺.
(ii) Since HT(P ) divides some t ∈ T(F ), we must have HT(P ) ∈ T(U). Thus, we
have that T(P ) ⊂ T(U) by (i), i.e., P ∈ R[U]. It follows from the definition of reduction
that G ∈ R[U]. Claim (iii) can be derived from (ii) by induction on the length of reduction
chains.
The next proposition provides a method to compute elimination ideals.
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Proposition 2.9.2. Let I be a left ideal of R[x][∂] and {U} ⊂ {x,∂}. Assume that ≺ is
a term order that satisfies {U} ≺ {x,∂} \ {U}, and G is Gro¨bner basis of I with respect
to ≺. Then G ∩R[U] is a Gro¨bner basis of the elimination ideal IU.
Proof. Set G′ = G ∩ R[U]. We show that every 0 6= F ∈ IU is reducible modulo G′.
Let 0 6= F ∈ IU. Then F ∈ I, and thus F is reducible modulo G, say F −→
G
H with G ∈ G.
By Lemma 2.9.1 (ii), G ∈ G′, and thus F is reducible modulo G′.
2.10 Saturation with respect to a constant
Let I be a left ideal in R[x][∂], and c ∈ R. The saturation of I with respect to c is defined
as
I : c∞ =
{
P ∈ R[x][∂] | ciP ∈ I for some i ∈ N} .
Since c is a constant with respect to σi and δi for i ∈ {1, . . . , n}, c is in the center of R[x][∂].
It follows that the saturation I : c∞ is a left ideal in R[x][∂]. A basis of the saturation ideal
can be computed in the same way as in the commutative case.
To this end, we need to introduce some new indeterminates. Let σy be the identity map
of R[x, y], where y is a new indeterminate. Let δy be the σy-derivation that maps everything
in R[x, y] to zero. Then one can extend the ring R[x][∂] to R[x, y][∂, ∂y]. Moreover, R[y][∂y]
lies in the center of the extended ring. For r ∈ R, one can define an evaluation map
φr : R[x, y][∂, ∂y] −→ R[x][∂]∑`
i=0
∑m
j=0 fijy
i∂jy 7→
∑`
i=0 fi0r
i,
where fij ∈ R[x][∂]. Since R[y][∂y] is contained in the center of R[x, y][∂, ∂y], the map φr
is a ring homomorphism.
Proposition 2.10.1. Let I be a left ideal of R[x][∂] and c be a non-zero element in R.
Assume that J is a left ideal
R[x, y][∂, ∂y] · (I ∪ {1− cy}) ,
Then I : c∞ = J ∩R[x][∂].
Proof. Let Jx,∂ = J ∩R[x][∂]. If G ∈ Jx,∂ , then
G = Q1P +Q2(1− cy) (2.5)
with Q1, Q2 ∈ R[x, y][∂, ∂y] and P ∈ I. Next, let us pass to the extended ring QR[x, y][∂, ∂y]
of R[x, y][∂, ∂y], we may apply the evaluation homomorphism φ1/c to (2.5) and then multiply
the resulting equation by cd, where d = degy(Q1). We thus obtain c
dG = QP with Q being
in R[x][∂]. Consequently, Jx,∂ ⊂ I : c∞.
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Conversely, let G ∈ I : c∞, say cdG ∈ I. Then G ∈ R[x][∂] and cdG ∈ J . Since 1 − cy
belongs to J ,
1− (cy)d = (1 + cy + (cy)2 + · · ·+ (cy)d−1)(1− cy) ∈ J
Since y and c commute with every element of R[x, y][∂, ∂y],(
1− (cy)d
)
G = G
(
1− (cy)d
)
∈ J.
Again, (cy)dG = yd(cdG) ∈ J because cdG ∈ J . It follows that
G =
(
1− (cy)d
)
G+ (cy)dG ∈ J.
Thus, G ∈ Jx,∂ .
By the above proposition, a Gro¨bner basis of I : c∞ with c ∈ R can be computed by
elimination as explained in the previous section. For the case R = Q[t] with t being an
indeterminate, [31] contains an implementation for computing saturation ideals with respect
to a constant.
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Chapter 3
Univariate Contraction of Ore
Ideals
This chapter contains the first contribution of the thesis. We summarize the main results
as below:
(i) Theorem 3.2.3 characterizes the connection between contraction ideals and desingu-
larized operators (Section 3.2).
(ii) Theorem 3.3.6 and Algorithm 3.3.8 give a method to compute contraction ideals
(Section 3.3).
(iii) Theorem 3.4.4 and Algorithm 3.4.5 give a method to determine a completely desin-
gularized operator (Section 3.4).
This work is published in ISSAC’16 [50].
3.1 Preliminaries
3.1.1 Notations
Throughout the chapter, we let R be a principal ideal domain. For instance, R can be
the ring of integers or that of univariate polynomials over a field. Note that R[x] is a
unique factorization domain. So every nonzero polynomial f in R[x] can be written as cg,
where c ∈ R and g ∈ R[x] whose coefficients have a trivial greatest common divisor. We
call c the content and g the primitive part of f . They are unique up to multiplication by
units of R.
Let R[x][∂] be the univariate Ore algebra, which is defined in Section 2.1. Given an
operator L ∈ R[x][∂], we can uniquely write it as
L = `r∂
r + `r−1∂r−1 + · · ·+ `0
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with `0, . . . , `r ∈ R[x] and `r 6= 0. We call r the order and `r the leading coefficient of L.
They are denoted by deg∂(L) and lc∂(L), respectively. Assume that P ∈ R[x][∂] is of
order k. A repeated use of the commutation rule yields
lc∂(PL) = lc∂(P )σ
k(lc∂(L)). (3.1)
For a subset S of R[x][∂], the left ideal generated by S is denoted by R[x][∂] · S.
Let QR be the quotient field of R. Then QR(x)[∂] is an Ore algebra containing R[x][∂].
For each operator L ∈ R[x][∂], we define the contraction ideal of L to be QR(x)[∂]L∩R[x][∂]
and denote it by Cont(L).
3.1.2 Removability
We generalize some terminology given in [10, 11] by replacing the coefficient ring K[x]
with R[x], where K is a field.
Definition 3.1.1. Let L ∈ R[x][∂] with positive order, and p be a divisor of lc∂(L) in R[x].
(i) We say that p is removable from L at order k if there exist P ∈ QR(x)[∂] with order k,
and w, v ∈ R[x] with gcd(p, w) = 1 in R[x] such that
PL ∈ R[x][∂] and σ−k(lc∂(PL)) = w
vp
lc∂(L).
We call P a p-removing operator for L overR[x], and PL the corresponding p-removed
operator.
(ii) We simply say that p is removable from L if it is removable at order k for some k ∈ N.
Otherwise, p is called non-removable from L.
Note that every p-removed operator lies in Cont(L).
Example 3.1.2. In the difference Ore algebra Z[n][∂], where ∂n = (n+1)∂. Let L = n∂+1.
By [10, Lemma 4], n is non-removable from L.
Example 3.1.3. In the example of Chapter 1, (1 + 16n)2 is removable from L at order 1,
and T is the corresponding (1 + 16n)2-removed operator for L.
Example 3.1.4. In the differential Ore algebra Z[x][∂], where ∂x = x∂ + 1, let
L = x(x− 1)∂ − 1.
Then (1−x)∂2−2∂ = ( 1x∂)L is an x-removed operator for L (see [11, Example 3]).
In order to get an order bound for p-removing operators over K[x], the authors of [10]
provide a convenient form of p-removing operators. We derive a similar form over R[x] and
use it in Section 3.4.
34
Lemma 3.1.5. Let L ∈ R[x][∂] with positive order. Assume that p ∈ R[x] is removable
from L at order k. Then there exists a p-removing operator for L over R[x] in the form
p0
σk(p)d0
+
p1
σk(p)d1
∂ + · · ·+ pk
σk(p)dk
∂k,
where pi belongs to R[x], gcd(pi, σ
k(p)) = 1 in R[x] or pi = 0, i = 0, 1, . . . , k, and dk ≥ 1.
Proof. By (3.1) and Definition 3.1.1 (i), lc∂(P ) = σ
k (w/(vp)) for some w, v in R[x] with
the property gcd(w, p) = 1. Then we can write a p-removing operator for L over R[x] in
the form
P =
p0
q0σk(p)d0
+
p1
q1σk(p)d1
∂ + · · ·+ pk
qkσk(p)dk
∂k,
where pi, qi ∈ R[x], gcd(piqi, σk(p)) = 1 in R[x] or piqi = 0, i = 0, . . . , k, dk ≥ 1. Let
P˜ =
(
k∏
i=0
qi
)
P, p˜i = pi
 k∏
j=0
qj
 /qi for i = 0, . . . , k.
Then
P˜ =
p˜0
σk(p)d0
+
p˜1
σk(p)d1
∂ + · · ·+ p˜k
σk(p)dk
∂k,
where gcd(p˜i, σ
k(p)) = 1 in R[x] or p˜i = 0, i = 0, . . . , k. Moreover,
σ−k(lc∂(P˜L)) =
σ−k(p˜k)
pdk
lc∂(L).
By Definition 3.1.1, P˜ is a p-removing operator for L over R[x] with the required form.
3.2 Desingularization and contraction
In this section, we define the notion of desingularized operators, and connect it with con-
traction ideals. As a matter of notation, for an operator L ∈ R[x][∂], we set
Mk(L) = {P ∈ Cont(L) | deg∂(P ) ≤ k} .
Note that Mk(L) is a left R[x]−submodule of Cont(L). We call it the kth submodule
of Cont(L). When the operator L is clear from context, Mk(L) is simply denoted by Mk.
Definition 3.2.1. Let L ∈ R[x][∂] with order r > 0, and
lc∂(L) = cp
e1
1 · · · pemm , (3.2)
where c ∈ R and p1, . . . , pm ∈ R[x] \ R are irreducible and pairwise coprime. An oper-
ator T ∈ R[x][∂] of order k is called a desingularized operator for L if T ∈ Cont(L) and
σr−k(lc∂(T )) =
a
bpk11 · · · pkmm
lc∂(L), (3.3)
where a, b ∈ R with b 6= 0, and pdii is non-removable from L for each di > ki, i = 1 . . .m.
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According to [11, Lemma 4], desingularized operators always exist over QR[x][∂]. By
clearing denominators, they also exist over R[x][∂].
Lemma 3.2.2. Let L ∈ R[x][∂] be of order r > 0, and k ∈ N with k ≥ r. Assume that T
is a desingularized operator for L and deg∂(T ) = k.
(i) degx(lc∂(T )) = min{degx(lc∂(Q)) | Q ∈Mk(L) \ {0}}.
(ii) ∂iT is a desingularized operator for L for each i ∈ N.
(iii) Set lc∂(T ) = ag, where a ∈ R and g ∈ R[x] is primitive. Then, for all F ∈ Cont(L)
of order j with j ≥ k, we have that σj−k(g) divides lc∂(F ) in R[x].
Proof. (i) Let t = lc∂(T ) and
d = min{degx(lc∂(Q)) | Q ∈Mk(L) \ {0}}.
Suppose that d < degx(t). Then there exists Q ∈ Cont(L) with degx(lc∂(Q)) = d. Without
loss of generality, we can assume that deg∂(Q) = k, because the leading coefficients of Q
and ∂iQ are of the same degree for all i ∈ N.
By pseudo-division in R[x], we have that
st = q lc∂(Q) + h
for some s ∈ R\{0}, q, h ∈ R[x], and h = 0 or degx(h) < d. If h were nonzero, then sT −qQ
would be a nonzero operator of order k in Cont(L) whose leading coefficient is of degree
less than d, a contradiction. Thus, st = q lc∂(Q). In particular, degx(q) is positive, as d <
degx(t). It follows from (3.3) that
σr−k(lc∂(Q)) = σr−k
(
st
q
)
=
sa
σr−k(q)bpk11 · · · pkmm
lc∂(L),
which belongs to R[x]. Hence, σr−k(q) divides lc∂(L) in R[x]. Consequently, there exists
an integer i ∈ {1 . . .m} such that pi divides σr−k(q) in R[x]. This implies that pki+1 is
removable from L, a contradiction.
(ii) It is immediate from Definition 3.2.1.
(iii) Let lc∂(F ) = uf , where u ∈ R and f is primitive in R[x]. By (ii), ∂j−kT is a
desingularized operator whose leading coefficient is aσj−k(g). A similar argument as used
in the proof of the first assertion implies that
vf = pσj−k(g) for some v ∈ R \ {0} and p ∈ R[x].
By Gauss’s Lemma in R[x], it follows that σj−k(g) | f .
We describe a relation between desingularized operators and contraction ideals.
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Theorem 3.2.3. Let L ∈ R[x][∂] with order r > 0. Assume that T is a desingularized
operator for L. Let lc∂(T ) = ag, where a ∈ R and g is primitive in R[x]. If k is such
that T ∈Mk for some k ∈ N, then
Cont(L) = (R[x][∂] ·Mk) : a∞.
Proof. By Lemma 3.2.2 (ii), we may assume that the order of T is equal to k. Set
J = (R[x][∂] ·Mk) : a∞.
First, assume that F ∈ J . Then there exists j ∈ N such that ajF ∈ R[x][∂] ·Mk. It
follows that F ∈ QR(x)[∂]L. Thus, F ∈ Cont(L) by definition.
Next, note that Cont(L) =
⋃∞
i=rMi and that Mi ⊆ Mi+1. Therefore, it suffices to
show Mi ⊆ J for all i ≥ k. We proceed by induction on i.
For i = k, we have Mk ⊆ J by definition.
Suppose that the claim holds for i. For any F ∈ Mi+1\Mi, we have deg∂(F ) = i + 1.
By Lemma 3.2.2 (iii),
lc∂(F ) = pσ
i+1−k(g) for some p ∈ R[x].
Then lc∂(aF ) = lc∂(p∂
i+1−kT ). It follows that aF − p∂i+1−kT ∈Mi. Since
p∂i+1−kT ∈ R[x][∂] ·Mk ⊆ R[x][∂] ·Mi,
we have that aF ∈ R[x][∂] ·Mi. On the other hand, Mi ⊂ J by the induction hypothesis.
Thus, we have aF ∈ R[x][∂] · J , which is J . Accordingly, F ∈ J by the definition of
saturation.
When R is a field, the above theorem simplifies to the following corollary.
Corollary 3.2.4. Let L ∈ K[x][∂] be an operator of positive order, where K is a field.
Assume that T is a desingularized operator of L. If k is a positive integer such that T ∈Mk,
then
Cont(L) = K[x][∂] ·Mk
Proof. Note that lc∂(T ) is a primitive polynomial in K[x]. By Theorem 3.2.3, we have
Cont(L) = (K[x][∂] ·Mk) : 1∞ = K[x][∂] ·Mk.
3.3 An algorithm for computing contraction ideals
3.3.1 Upper bounds for the orders of desingularized operators
First, we translate an upper bound for the order of a desingularized operator over QR[x]
to R[x].
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Lemma 3.3.1. Let L ∈ R[x][∂] with order r > 0, and p ∈ R[x] be a primitive polynomial
and a divisor of lc∂(L). Assume that there exists a p-removing operator for L over QR[x].
Then there exists a p-removing operator for L over R[x] of the same order as the one
over QR[x].
Proof. Assume that P ∈ QR(x)[∂] is a p-removing operator for L over QR[x]. Let P be of
order k. Then PL is of the form
PL =
ak+r
bk+r
∂k+r + · · ·+ a1
b1
∂ +
a0
b0
for some ai ∈ R[x], bi ∈ R \ {0}, i = 0, . . . , k + r. Moreover,
σ−k (lc∂(PL)) =
w
vp
lc∂(L),
where w, v ∈ R[x] with gcd(w, p) = 1.
Let b = lcm(b0, b1, . . . , bk+r) in R and P
′ = bP . Then
P ′L ∈ R[x][∂] and σ−k(lc∂(PL)) = bw
vp
lc∂(L).
Since p is primitive, we have that gcd(bw, p) = 1 in R[x]. Therefore, P ′ is also a p-removing
operator of order k.
By the above lemma, an order bound for a p-removing operator over QR[x] is also an
order bound for a p-removing operator over R[x]. The former has been well-studied in the
literature. In the shift case, let p be a irreducible factor of lc∂(L) such that p
k is removable
from L but pk+1 is non-removable, where k ∈ Z+. References [10, Lemma 4] and [23, Lemma
4.3.3] give an upper bound for the order of a pk-removing operator, and we denote it as op.
Based on the proof of [11, Lemma 4], we know that an upper bound for a desingularized
operator is equal to
deg∂(L) + max {op : p | lc∂(L) and p is irreducible} .
In the differential case, [47, Algorithm 3.4] gives an upper bound for generators of the con-
traction ideal over QR[x][∂]. Therefore, we can derive an upper bound for a desingularized
operator. For details, see Remark 3.3.5.
3.3.2 Determining the kth submodule of contraction ideals
By Theorem 3.2.3, determining a contraction ideal amounts to finding a desingularized
operator T and a spanning set of Mk over R[x], where k is an upper bound for the order
of T . The definition of Mk is given in the first paragraph of Section 3.2.
Next, we present an algorithm for constructing a spanning set for Mk(L) over R[x],
where L is a nonzero operator in R[x][∂] and k is a positive integer. To this end, we
embed Mk into the free module R[x]
k+1 over R[x].
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Let us recall the right division in QR(x)[∂] (see [6, Section 3] and [42, page 483]). For
each pair F,G ∈ QR(x)[∂] with G 6= 0, there exist unique elements Q,R ∈ QR(x)[∂] with
the properties deg∂(R) < deg∂(G) or R = 0 such that F = QG + R. We call R the right
remainder of F by G and denote it by rrem(F,G).
Let F ∈ R[x][∂] with order k. Then F ∈ Mk if and only if F ∈ QR(x)[∂]L, which is
equivalent to rrem(F,L) = 0. Assume that F = zk∂
k + . . .+ z0, where zk, . . . , z0 ∈ R[x] are
to be determined. Then rrem(F,L) = 0 gives rise to a linear system
(zk, . . . , z0)A = 0, (3.4)
where A is a (k + 1) × r matrix over QR(x). Clearing denominators of the elements in A,
we may further assume that A is a matrix over R[x]. We are concerned with the solutions
of (3.4) over R[x]. Set
Nk =
{
(fk, . . . , f0) ∈ R[x]k+1 | (fk, . . . , f0)A = 0
}
.
We call Nk the module of syzygies defined by (3.4). With the notation just specified, the
following theorem is evident.
Theorem 3.3.2.
φ : Mk −→ Nk∑k
i=0 fi∂
i 7→ (fk, . . . , f0)
is a module isomorphism over R[x].
By Theorem 3.3.2, Mk is a finitely generated module over R[x]. To find a spanning set
of Mk over R[x], it suffices to compute a spanning set of the module of syzygies defined
by (3.4) over R[x]. When R is a field, we just need to solve (3.4) over a principal ideal
domain [46, Chapter 5]. When R is the ring of integers or the ring of univariate polynomials
over a field, we can use Gro¨bner bases of polynomials over a principal domain [27, 19]. The
implementations of these are available in computer algebra systems such as Macaulay2 [19]
and Singular [17].
3.3.3 The kth coefficient ideal of contraction ideals
To prove the correctness of our algorithm for determining contraction ideals, we introduce
the concept of kth coefficient ideal of contraction ideals. This notion also helps us derive
an upper bound for the order of a desingularized operator in the differential case.
For k ∈ Z+, we define
Ik =
{
[∂k]P | P ∈Mk
}
∪ {0},
where [∂k]P stands for the coefficient of ∂k in P . It is clear that Ik is an ideal of R[x]. We
call Ik the kth coefficient ideal of Cont(L). By the commutation rule, σ(Ik) ⊂ Ik+1.
Lemma 3.3.3. Let L ∈ R[x][∂] be of positive order. If the kth submodule Mk of Cont(L)
has a spanning set {B1, . . . , B`} over R[x], then the kth coefficient ideal
Ik =
〈
[∂k]B1, . . . , [∂
k]B`
〉
.
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Proof. Obviously, 〈[∂k]B1, . . . , [∂k]B`〉 ⊆ Ik. Let f ∈ Ik. Then f = lc∂(F ) for some F ∈Mk
with deg∂(F ) = k. Since Mk is generated by {B1, . . . , B`} over R[x],
F = h1B1 + · · ·+ h`B`, where h1, . . . , h` ∈ R[x].
Thus, f = h1
(
[∂k]B1
)
+ · · ·+ h`
(
[∂k]B`
)
. Consequently, f ∈ 〈[∂k]B1, . . . , [∂k]B`〉.
The next technical lemma not only helps us derive an upper bound for the order of a
desingularized operator, but also serves as a step-stone to construct completely desingular-
ized operators.
Lemma 3.3.4. Let L be an operator in R[x][∂] with positive order r, and k ≥ r. Then we
have that R[x][∂] ·Mk = R[x][∂] ·Mk+1 if and only if σ(Ik) = Ik+1.
Proof. Assume that σ(Ik) = Ik+1. Since Mk ⊂Mk+1, it suffices to prove that
Mk+1 ⊂ R[x][∂] ·Mk.
For each T ∈Mk+1 \Mk, we have that lc∂(T ) ∈ σ(Ik). Thus, there exists F ∈Mk such
that
σ(lc∂(F )) = lc∂(T ).
In other words, T − ∂F ∈Mk. Consequently, T ∈ R[x][∂] ·Mk.
Conversely, assume that R[x][∂] ·Mk+1 = R[x][∂] ·Mk. It suffices to prove the inclusion
relation Ik+1 ⊆ σ(Ik) because σ(Ik) ⊆ Ik+1 by definition. Let B be a spanning set of Mk
over R[x]. Then B is also a basis of the left ideal R[x][∂] ·Mk.
Let ≺ be the term order such that x`1∂m1 ≺ x`2∂m2 if either m1 < m2 or m1 = m2
and `1 < `2. Since deg∂(P ) ≤ k for each P ∈ B, S-polynomials and G-polynomials [5,
Definition 10.9] formed by elements in Mk have orders no more than k. By Buchberger’s
algorithm, there exists a Gro¨bner basis G of R[x][∂] · B with respect to ≺ with deg∂(G) ≤ k
for each G ∈ G.
For p ∈ Ik+1\{0}, there exists T ∈ Mk+1 \Mk such that lc∂(T ) = p. Since T is an
operator in R[x][∂] ·Mk+1, we have T ∈ R[x][∂] ·Mk. It follows that T is reduced to zero
by G. Thus,
T =
∑
G∈G
VGG with HT(VGG)  HT(T ). (3.5)
By the choice of term order, deg∂(VGG) ≤ k + 1. If VGG is of order k + 1, then
lc∂(VGG) = aG σ
k+1−dG(lc∂(G)),
where aG is in R[x] and dG is the order of G. Comparing the leading coefficients of operators
on both sides of (3.5) and noticing deg∂(T ) = k + 1, we have
p =
∑
deg∂(VGG)=k+1
aG σ
k+1−dG(lc∂(G)).
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It follows that
σ−1 (p) =
∑
deg∂(VGG)=k+1
σ−1(aG)σk−dG(lc∂(G)). (3.6)
On the other hand, σk−dG(lc∂(G)) = lc∂
(
∂k−dGG
)
implies that σk−dG(lc∂(G)) ∈ Ik. We
have that σ−1(p) ∈ Ik by (3.6). Thus, Ik+1 ⊂ σ(Ik).
Remark 3.3.5. In the differential case, σ is the identity map. The paper [47, Algorithm
3.4] gives an upper bound for generators of the contraction ideal over QR[x][∂], which is
denoted as k. Then Cont(L) = QR[x][∂] ·Mk. Thus, for each ` ≥ k,
QR[x][∂] ·M` = QR[x][∂] ·M`+1.
According to the above lemma, I` = Ik for each ` ≥ k. Assume that T is a desingularized
operator of L. Without loss of generality, we may further assume that deg∂(T ) = m > k.
Since Im = Ik, there exists T˜ ∈ Cont(L) such that lc∂(T˜ ) = lc∂(T ). By Definition 3.2.1, T˜ is
also a desingularized operator of L. Therefore, k is also an upper bound for a desingularized
operator of L.
3.3.4 Determining bases of contraction ideals
Based on the connection between contraction ideals and desingularized operators (Theo-
rem 3.2.3), we need to construct a desingularized operator. In the shift case, when R is a
field, the paper [10] gives an algorithm for constructing desingularized operators. When R
is a principal ideal domain, the following theorem gives an algorithm for constructing desin-
gularized operators. It includes both the differential and the difference case.
Theorem 3.3.6. Let L ∈ R[x][∂] be of positive order. Assume that the kth submodule Mk
of Cont(L) contains a desingularized operator for L. Let s be a nonzero element in the kth
coefficient ideal with minimal degree. Then an operator S in Mk with leading coefficient s
is a desingularized operator.
Proof. Assume that T is a desingularized operator in Mk. By Lemma 3.2.2 (ii), we may
assume that the order of T is equal to k. Let t = lc∂(T ). Then deg(t) = deg(s) by
Lemma 3.2.2 (i). Let u be the leading coefficient of s with respect to x and v be that of t.
Then ut − vs is zero. Otherwise, we have that uT − vS would be an operator of order k
whose leading coefficient with respect to ∂ has degree lower than degx(t), a contradiction
to Lemma 3.2.2 (i). It follows from ut = vs and Definition 3.2.1 that S is a desingularized
operator.
Remark 3.3.7. Let L be an operator in R[x][∂] of positive order. We can compute a
spanning set {B1, . . . , B`} for the kth submodule of Cont(L) by Theorem 3.3.2, where k is
an upper bound on the order of a desingularized operator for L.
Set bi = [∂
k]Bi, i = 1, . . . , `. By Lemma 3.3.3, the kth coefficient ideal Ik of Cont(L)
is generated by {b1, . . . , b`}. Let I¯k be the extension ideal [5, Section 1.10] of Ik in QR[x].
Since QR[x] is a principal ideal domain, we have that I¯k = 〈s′〉 for some s′ ∈ QR[x]. Then
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there exist c′1, . . . , c′` ∈ QR[x] such that c′1b1 + . . .+ c′`b` = s′. By clearing denominators, we
can find c1, . . . , c` ∈ R[x] such that
c1b1 + · · ·+ c`b` = s,
where s = cs′ for some c ∈ R. Then s is an element in Ik with minimal degree. It
follows from Theorem 3.3.6 that T = c1B1 + · · · + c`B` is a desingularized operator for L
with lc∂(T ) = s.
Let a be the content of s. Note that a is unique up to a unit because R[x] is a unique
factorization domain. By Theorem 3.2.3, Cont(L) is the saturation of R[x][∂] ·Mk with
respect to a. Note that a is contained in the center of R[x][∂]. Therefore, a basis of the
saturation ideal can be computed in the same way as in the commutative case. For details,
see Proposition 2.10.1.
Next, we outline our method for determining contraction ideals.
Algorithm 3.3.8. Given L ∈ R[x][∂] and an order bound k for desingularized operators of
L, compute a basis of Cont(L).
(1) Compute a spanning set of Mk over R[x].
(2) Compute a desingularized operator T , and set a to be the content of lc∂(T ).
(3) Compute a basis of (R[x][∂] ·Mk) : a∞.
The termination of this algorithm is evident. Its correctness follows from Theorem 3.2.3.
In literature, we only know order bounds for desingularized operators in the differential and
difference cases, respectively.
In the shift case, a bound is derived from [10, Lemma 4]. More concretely, we fac-
tor lc∂(L) and compute the maximum of the dispersions [38, Definition 1] of the factors
with the trailing coefficient. In the differential case, we can follow steps 1, 2 and 3 in [47,
Algorithm 3.4] to rewrite the input operator as a b-function [47, Algorithm 2.2] in the alge-
braic extension of each factor of lc∂(L), and bound integer roots of the trailing coefficient
in each b-function. By Remark 3.3.5, we can derive an upper bound for the order of a
desingularized operator in this case.
In step 1, we need to solve linear systems over R[x] as stated in Theorem 3.3.2. This
can be done by a Gro¨bner basis computation. In step 2, T is computed according to
Theorem 3.3.6 and the extended Euclidean algorithm in QR[x].
The last step is carried out according to Proposition 2.10.1, the computation is similar
to that of saturation ideals in the commutative case.
Remark 3.3.9. When R is a field, the content of lc∂(T ) is equal to 1. Therefore, we just
need to execute step 1 and 2 of the above algorithm in this case.
Example 3.3.10. Let Q[t][n][∂] be the shift Ore algebra, where the commutation rules are
∂n = (n+ 1)∂ and ∂t = t∂.
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Consider
L = (n− 1)(n+ t)∂ + n+ t+ 1.
By [10, Lemma 4], we obtain an order bound 2 for a desingularized operator. Thus, M2
contains a desingularized operator for L. In step 1 of Algorithm 3.3.8, we find that M2 is
generated by
T1 = (2 + t)n∂
2 + (4− n+ t)∂ − 1,
T2 = (n− 1)n∂2 + 2(n− 1)∂ + 1,
where T1 is a desingularized operator, lc∂(T1) = (2+ t)n. Using Gro¨bner bases, we find that
Cont(L) = (Q[t][n][∂] ·M2) : (2 + t)∞
is generated by {L, T1}.
Let us consider the example in Section 1.1 of Chapter 1.
Example 3.3.11. In the shift Ore algebra Z[n][∂], let
L = (1 + 16n)2∂2 − 32(7 + 16n)∂ − (1 + n)(17 + 16n)2.
By [10, Lemma 4], we obtain an order bound 3 for a desingularized operator. Thus, M3
contains a desingularized operator for L. In step 1 of Algorithm 3.3.8, we find that M3
is generated by {L, T˜}, where T˜ is given in (1.1). Note that lc∂(T˜ ) = 1. Thus, T˜ is a
desingularized operator. Consequently,
Cont(L) = (Z[n][∂] · {L, T˜}) : 1∞ = Z[n][∂] · {L, T˜}.
Example 3.3.12. Let Z[x][∂] be the differential Ore algebra, in which the commutation rule
is ∂x = x∂ + 1. Consider the operator L = x∂2 − (x+ 2)∂ + 2 ∈ Z[x][∂] from [4]. By [47,
Algorithm 3.4], we obtain an order bound 4 for a desingularized operator. Thus, M4
contains a desingularized operator for L. In step 1 of Algorithm 3.3.8, we find that M4
is generated by {L, ∂L, T}, where T = ∂4 − ∂3. Note that lc∂(T ) = 1. Thus, T is a
desingularized operator. Consequently,
Cont(L) = (Z[x][∂] · {L, ∂L, T}) : 1∞ = Z[x][∂] · {L, T}.
3.4 Complete desingularization
As seen in Chapater 1, the recurrence operator
L = (1 + 16n)2∂2 − (224 + 512n)∂ − (1 + n)(17 + 16n)2
has a desingularized operator T with leading coefficient 64. But the content of lc∂(L)
is 1. The redundant content 64 has been removed by computing another desingularized
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operator T˜ in (1.1). This enables us to see immediately that the sequence annihilated by L
is an integer sequence when its initial values are integers.
Recall that a sequence (an)n≥0 is called a P-recursive sequence over Z if there exists a
nonzero recurrence operator L ∈ Z[n][∂] such that L(an) = 0 for each n ≥ 0.
Krattenthaler and Mu¨ller propose the following conjecture in [33, 41]:
Conjecture 3.4.1. Let (an)n≥0 and (bn)n≥0 be two P-recursive sequences over Z. If there
exist two recurrence operators L and T of (an)n≥0 and (bn)n≥0 such that
lc∂(L) = n+ deg∂(L) and lc∂(T ) = n+ deg∂(T ),
respectively, then there also exists a recurrence operator P of (n!anbn)n≥0 such that
lc∂(P ) = n+ deg∂(P ).
To test the conjecture for the two particular sequences, one may first compute an an-
nihilator L of (n!anbn)n≥0, and then look for a nonzero operator in Cont(L) whose leading
coefficient has both minimal degree and “minimal” content with respect to n. When the
content is equal to 1, the conjecture is true for these sequences.
These two observations motivate us to define the notion of completely desingularized
operators.
Definition 3.4.2. Let L ∈ R[x][∂] with positive order, and Q a desingularized operator
for L. Set c be the content of lc∂(Q). We call Q a completely desingularized operator for L
if c divides the content of the leading coefficient of every desingularized operator for L.
To see the existence of completely desingularized operators, suppose that L is of order r.
For a desingularized operator T of order k, equations (3.2) and (3.3) in Definition 3.2.1
enable us to write
σr−k (lc∂(T )) = cT g, (3.7)
where cT ∈ R and g = pe1−k11 · · · pem−kms . Note that g is primitive and independent of the
choice of desingularized operators.
Lemma 3.4.3. Let L ∈ R[x][∂] with order r > 0. Set I to be the set consisting of zero
and cT given in (3.7) for all desingularized operators for L. Then I is an ideal of R.
Proof. By Definition 3.2.1, the product of a nonzero element of R and a desingularized
operator for L is also a desingularized one. So it suffices to show that I is closed under
addition. Let T1 and T2 be two desingularized operators of orders k1 and k2, respectively.
Assume that k1 ≥ k2. By (3.7),
σr−k1 (lc∂(T1)) = c1 g and σr−k2 (lc∂(T2)) = c2 g.
If c1 + c2 = 0, then there is nothing to prove. Otherwise, a direct calculation implies that
lc∂(T1) = c1σ
k1−r(g) and lc∂
(
∂k1−k2T2
)
= c2σ
k1−r(g).
Thus, T1 + ∂
k1−k2T2 has leading coefficient (c1 + c2)σk1−r(g). Accordingly, T1 + ∂k1−k2T2 is
a desingularized one, which implies that c1 + c2 belongs to I.
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Since R is a principal ideal domain, I in the above lemma is generated by an element c,
which corresponds to a completely desingularized operator.
By Lemma 3.3.4, Ij = σ
j−`(I`) whenever j ≥ ` and Cont(L) = R[x][∂] ·M`. In this case,
a basis of Ij can be obtain by shifting a basis of I`, which allows us to find a completely
desingularized operator.
Theorem 3.4.4. Let L ∈ R[x][∂] with order r > 0. Assume that the `th submodule M`
of Cont(L) contains a basis of Cont(L). Let I` be the `th coefficient ideal of Cont(L), and G
a reduced Gro¨bner basis of I`. Let f ∈ G be of the lowest degree in x and F be the operator
in Cont(L) with lc∂(F ) = f . Then F is a completely desingularized operator for L.
Proof. By Lemma 3.4.3, Cont(L) contains a completely desingularized operator S. Let j =
deg∂(S). Then lc∂(S) is in Ij for some j ≥ `. By Lemma 3.3.4, σj−`(I`) = Ij . It follows
that σ`−j(lc∂(S)) belongs to I`. By (3.7), we have
σr−j (lc∂(S)) = cS g,
where cS ∈ R and g is a primitive polynomial in R[x]. A direct calculation implies that
σ`−j(lc∂(S)) = cSσ`−r(g).
Since σ`−j(lc∂(S)) ∈ I`, so does cSσ`−r(g).
Note that F is a desingularized operator by Theorem 3.3.6. By equation (3.7),
σr−` (f) = cF g,
where cF ∈ R. Thus, f = cFσ`−r(g).
Since G is a reduced Gro¨bner basis of I`, we know that f is the unique polynomial in G
with minimal degree. Moreover, cSσ
l−r(g) is of minimal degree in I`. So it can be reduced to
zero by f . Thus, cF | cS . On the other hand, cS | cF by Definition 3.4.2. Thus, cS and cF are
associated to each other. Consequently, F is a completely desingularized operator for L.
The construction in the above theorem leads to the following algorithm.
Algorithm 3.4.5. Given L ∈ R[x][∂] and an order bound k for desingularized operators of
L, compute a completely desingularized operator for L.
(1) Compute a basis A of Cont(L) by Algorithm 3.3.8.
(2) Set ` to be the highest order among the elements in A. Compute a spanning set of M`
over R[x].
(3) Set B′ = {B ∈ B | deg∂(B) = `}. Compute a reduced Gro¨bner basis G of〈{
lc∂(B) | B ∈ B′
}〉
.
(4) Set f to be the polynomial in G whose degree is the lowest one in x. Tracing back to
the computation of step 3, one can find uB ∈ R[x] such that f =
∑
B∈B′ uB lc∂(B).
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(5) Output
∑
B∈B′ uBB.
The termination of this algorithm is evident. Its correctness follows from Theorem 3.4.4.
Example 3.4.6. Consider two sequences (an)n≥0 and (bn)n≥0 satisfying the following two
recurrence equations [33]
nan = an−1 + an−2 and nbn = bn−1 + bn−5,
respectively. The sequence cn = n!anbn has an annihilator L ∈ Z[n][∂] with
deg∂(L) = 10 and lc∂(L) = (n+ 10)(n
6 + 47n5 + · · ·+ 211696).
In step 1 of the above algorithm, Cont(L) = R[x][∂] ·M14. In steps 2 and 3, we observe
that I14 is generated by n+14. In other words, we obtain a completely desingularized oper-
ator T of order 14 with lc∂(T ) = n+ 14. Translated into the recurrence equations of cn, we
have
ncn = α1cn−1 + · · ·+ α14cn−14,
for certain αi ∈ Z[n], i = 1, . . . , 14, which are too large to be represented here. This confirms
Krattenthaler’s conjecture for the sequences (an)n≥0 and (bn)n≥0.
Note that it is impossible to have a completely desingularized operator of order less
than 14. In fact, for some lower orders, one can obtain
σ−11(I11) = 〈11104n, 4n(n− 466), n(n2 − 34n+ 1336)〉,
σ−12(I12) = 〈4n, n(n− 24)〉,
σ−13(I13) = 〈2n, n(n− 26)〉.
They cannot produce a leading coefficient whose degree and content are both minimal.
Example 3.4.7. Consider the following recurrence equations:
nan = (31n− 6)an−1 + (49n− 110)an−2 + (9n− 225)an−3,
nbn = (4n+ 13)bn−1 + (69n− 122)bn−2 + (36n− 67)bn−3.
Let cn = n!anbn, which has an annihilator L ∈ Z[n][∂] of order 10 with lc∂(L) = (n+ 9)α,
where α ∈ Z[n] and degn(α) = 20.
By the known algorithms for desingularization in [2, 1, 10, 11], we find that cn satisfies
the recurrence equation
βncn = β1cn−1 + . . .+ β10cn−10,
where β is an 853-digit integer, βi ∈ Z[n], i = 1, . . . , 10.
On the other hand, Algorithm 3.4.5 finds a completely desingularized operator T for L
of order 14 whose leading coefficient is n + 14. Translation into the recurrence equation
of cn yields
ncn = γ1cn−1 + · · ·+ γ14cn−14,
where γi ∈ Z[n] are certain polynomials.
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Let L ∈ R[x][∂] with positive order and T a desingularized operator for L. Then the
degree of lc∂(T ) in x is equal to
d = degx (lc∂(L))− (degx(p1)k1 + · · ·+ degx(pm)km),
where k1, . . . , km are given in Definition 3.2.1. Hence, Cont(L) cannot contain any operator
whose leading coefficient has degree lower than d.
We provide a lower bound for the content of the leading coefficients of operators in
Cont(L) with respect to the divisibility relation on R. To this end, we write
L = akfk(x)∂
k + ak−1fk−1(x)∂k−1 + · · ·+ a0f0(x)
where ai ∈ R and fi(x) ∈ R[x] is primitive, i = 0, 1, . . . , k. We say that L is R-primitive if
gcd(a0, a1, . . . , ak) = 1.
As an easy consequence of [12, Lemma 9.5], Gauss’s lemma in the commutative case also
holds for R-primitive polynomials.
Lemma 3.4.8. Let P and Q be two operators in R[x][∂]. If P and Q are R-primitive, so
is PQ.
Proof. First, we recall a result in [39, Theorem 3.7, Corollary 3.8] or [8, Corollary 3.15].
Assume that A is a ring with endomorphism σ : A → A and σ-derivation δ : A → A.
Let I ⊆ A be a σ-δ-ideal, that is, an ideal such that σ(I) ⊆ I and δ(I) ⊆ I. Then there
exists a unique ring homomorphism
χ : A[∂;σ, δ]→ (A/I)[∂˜; σ˜, δ˜]
such that χ|A : A→ A/I is the canonical homomorphism, and χ(∂) = ∂˜, where σ˜ and δ˜ are
the homomorphism and σ˜-derivation induced by σ and δ, respectively.
Let p be a prime element of R and I = 〈p〉 be the corresponding ideal in R[x]. Then we
have that I is a σ-δ-ideal. From the above paragraph, there exists a unique homomorphism
χ : R[x][∂;σ, δ]→ (R[x]/I)[∂˜; σ˜, δ˜]
such that χ|R[x] : R[x] → R[x]/I is the canonical homomorphism, and χ(∂) = ∂˜. Note
that we have σ−1(I) ⊂ I, because, for pf ∈ I with f ∈ R[x], σ−1(pf) = pσ−1(f) ∈ I. It
follows that σ˜ is an injective endomorphism of A/I. On the other hand, R[x]/I is a domain
because I is a prime ideal. Thus, (R[x]/I)[∂˜; σ˜, δ˜] is a domain because R[x]/I is a domain
and σ˜ is injective. Since P and Q are R-primitive, we have that χ(P )χ(Q) 6= 0. So, we
have that χ(PQ) 6= 0, because χ is a homomorphism. Since p is an arbitrary prime element
of R, we conclude that PQ is R-primitive.
There are more sophisticated variants of Gauss’s lemma for Ore operators in [32, Propo-
sition 2] and [12, Lemma 9.5].
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Theorem 3.4.9. Let L ∈ R[x][∂] with positive order and c be a non-unit element of R.
If the operator L is R-primitive and c | lc∂(L), then for each Q ∈ Cont(L) \ {0}, we
have c | lc∂(Q).
Proof. Without loss of generality, we assume that c is removable. Suppose that c - lc∂(Q).
By Definition 3.1.1, there exists a c-removing operator P such that
PL ∈ R[x][∂].
By Lemma 3.1.5, we can write
P =
p0
cd0
+
p1
cd1
∂ + · · ·+ pk
cdk
∂k
where pi ∈ R[x], gcd(pi, c) = 1 in R[x], i = 0, . . . , k and dk ≥ 1. Let
d = max
0≤i≤k
di and P1 = c
dP.
Then the content w of P1 with respect to ∂ is gcd(p0, . . . , pk) because gcd(pi, c) = 1 for
each i = 0, . . . , k. Let P1 = wP2. Then P2 is the primitive part of P1. In particular, P2 is
R-primitive. Then
wP2L = c
dPL.
Since gcd(w, c) = 1 and PL ∈ R[x][∂], we have that c divides the content of P2L with
respect to ∂. Since c is a non-unit element of R, it follows that P2L is not R-primitive, a
contradiction to Lemma 3.4.8.
Example 3.4.10. In the shift Ore algebra Z[n][∂], we consider the following Z-primitive
operator
L = 3(n+ 2)(3n+ 4)(3n+ 5)(7n+ 3)
(
25n2 + 21n+ 2
)
∂2 + (−58975n6 − 347289n5 − 798121n4 − 902739n3
−519976n2 − 141300n− 13680)∂ + 24(2n+ 1)
(4n+ 1)(4n+ 3)(7n+ 10)
(
25n2 + 71n+ 48
)
.
It annihilates
(
4n
n
)
+3n. We observe that 3 is a constant factor of lc∂(L). By Theorem 3.4.9,
for each Q ∈ Cont(L) \ {0}, we have 3 is non-removable.
3.5 Proof of Krattenthaler’s conjecture in two special cases
In this section, we give proofs for two special cases of Conjecture 3.4.1. In the first
case, (an)n≥0 satisfies a first order linear recurrence equation, and (bn)n≥0 satisfies an arbi-
trary order linear recurrence equation. In the second case, (an)n≥0 satisfies a second order
linear recurrence equation, and (bn)n≥0 satisfies a third order linear recurrence equation.
We prove Krattenthaler’s conjecture by Theorem 3.3.2 and symbolic computation in this
case.
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Proposition 3.5.1. Consider the following linear recurrence equations:
nan = αan−1,
nbn = β1bn−1 + · · ·+ βtbn−t,
where t ∈ N, α, βi ∈ Z[n], 1 ≤ i ≤ t. Then cn = n!anbn satisfies the following linear
recurrence equation:
ncn = γ1cn−1 + · · ·+ γtcn−t,
where γi = βi
∏i−1
j=0 α(n− j), 1 ≤ i ≤ t.
Proof. Let i ∈ {1, . . . , t}. Since nan = α(n)an−1, we have
1
an−i
=
i−1∏
j=0
(
α(n− j)
n− j
)
· 1
an
.
Therefore,
bn−i =
cn−i
(n− i)!an−i =
i−1∏
j=0
α(n− j)
 · cn−i
n!an
Substitute the above formula into the linear recurrence equation satisfied by bn and multi-
ply n!an from both sides, we get
ncn = γ1cn−1 + · · ·+ γtcn−t,
where γi = βi
∏i−1
j=0 α(n− j), 1 ≤ i ≤ t.
Assume that R is a ring of multivariate commutative polynomials with integer coef-
ficients. Then, it is straightforward to prove that Theorem 3.3.2 still holds for the Ore
algebra R[x][∂] because the proof does not use the fact that R is a principal ideal domain.
This observation leads to the following result.
Proposition 3.5.2. Consider the following linear recurrence equations:
nan = α1an−1 + α2an−2,
nbn = β1bn−1 + β2bn−2 + β3bn−3,
where αi, βj are indeterminates. 1 ≤ i ≤ 2, 1 ≤ j ≤ 3. Then cn = n!anbn satisfies the
following linear recurrence equation:
ncn = γ1cn−1 + · · ·+ γ9cn−9,
where γi ∈ Z[α1, α2, α3, β1, β2][n], 1 ≤ i ≤ 9.
Proof. Let R = Z[α1, α2, α3, β1, β2]. Using the package HolonomicFunctions [31], we find
that cn has an annihilator L ∈ R[x][∂] of order 6, where lc∂(L) = (n+6)α for some α ∈ R[n].
Using Macaulay2 [19], we find that there is an operator T in M9 with lc∂(T ) = n + 9.
Translation into the linear recurrence equation of cn yields
ncn = γ1cn−1 + · · ·+ γ9cn−9,
where γi ∈ R[n], 1 ≤ i ≤ 9.
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Chapter 4
Apparent Singularities of D-finite
Systems
The material in this chapter is joint work with Ziming Li and Manuel Kauers. For details,
see [26]. The main purpose is to generalize the two facts about apparent singularities
sketched in Chapter 1 to the multivariate case.
4.1 Basic concepts
4.1.1 Rings of differential operators
Throughout the thesis, we assume that K is a field of characteristic zero and n is a nonnega-
tive integer. For instance, K can be the field of complex numbers. Let K[x] = K[x1, . . . , xn]
be the ring of usual commutative polynomials over K, where x1, . . . , xn are indeterminates.
The quotient field of K[x] is denoted as K(x) = K(x1, . . . , xn). Then we have the ring of
differential operators with rational function coefficients K(x1, . . . , xn)[∂1, . . . , ∂n], in which
the addition is coefficientwise and the multiplication is defined by associativity via the
commutation rules
(i) ∂i∂j = ∂j∂i;
(ii) ∂if = f∂i +
∂f
∂xi
for each f ∈ K(x),
where ∂f∂xi is the usual derivative of f with respect to xi, i = 1, . . . , n. This ring is an Ore
algebra [43, 14] and we write it as K(x)[∂].
Another ring is K[x][∂] := K[x1, . . . , xn][∂1, . . . , ∂n], which is a subring of K(x)[∂]. We
call it the ring of differential operators with polynomial coefficients or the Weyl algebra [44,
Section 1.1].
A left ideal I in K(x)[∂] is called D-finite if the quotient K(x)[∂]/I is a K(x)-vector
space of finite dimension. We call the dimension of K(x)[∂]/I as a K(x)-vector space the
rank of I and denote it by rank(I).
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For a subset S of K(x)[∂], the left ideal generated by S is denoted by K(x)[∂]S.
For instance, let I = Q(x1, x2)[∂1, ∂2] {∂1 − 1, ∂2 − 1}. Then I is D-finite because the
quotient Q(x1, x2)[∂1, ∂2]/I is a Q(x1, x2)-vector space of dimension 1. Thus, rank(I) = 1.
4.1.2 Gro¨bner bases
Since K(x)[∂] is not included in the Ore algebras as described in Section 2.1, we briefly recall
some notations about Gro¨bner bases in this ring. Gro¨bner bases in K[x][∂] and K(x)[∂]
are well known [28, 44] and implementations for them are available for example in the
Maple package Mgfun [13] and in the Mathematica package HolonomicFunctions.m [31].
Throughout the chapter, we assume that Gro¨bner bases are reduced.
Let ≺ 1 be a graded order [16, Definition 1, page 55] on Nn. Since there is a one-to-one
correspondence between terms in T(∂) and elements in Nn, the ordering ≺ will give us an
ordering on T(∂): if u ≺ v according to this ordering, we will also say that ∂u ≺ ∂v.
For a Gro¨bner basis G in K(x)[∂], we denote by HT(G) the set of head terms of G,
by HC(G) the set of head coefficients of G, and by PT(G) the set of parametric terms of G.
Recall that a head term of G is the highest term in an element of G, a head coefficient of G
is the coefficient with respect to a head term of G, and a parametric term of G is a term
not divisible by any element of HT(G). Note that parametric terms of G form a basis of
the quotient K(x)[∂]/(K(x)[∂]G) as a K(x)-vector space.
If K(x)[∂]G is D-finite, then |PT(G)| is also called the rank of G, and we denote it by
rank(G). Note that the rank of G is equal to that of K(x)[∂]G.
4.2 Singularities and ordinary points
4.2.1 Ordinary points
Assume that G = {G1, . . . , Gk} is a finite set in K[x][∂] such that G is a Gro¨bner basis
with respect to ≺. Motivated by the material after [44, Lemma 1.4.21], we give definitions
of singularities and ordinary points of G.
Definition 4.2.1. Set f ∈ K[x] to be lcm(HC(G1), . . . ,HC(Gk)).
(i) A zero of f in Kn is called a singularity of G.
(ii) A point in Kn that is not a singularity of G is called an ordinary point of G.
The above definitions are compatible with those in the univariate case [1, 11]. Note that
the origin is an ordinary point of G if and only if each constant term of HC(G) is nonzero.
Example 4.2.2. Consider the Gro¨bner basis [35, Example 3] in Q(x1, x2)[∂1, ∂2]
G = {x1∂21 − (x1x2 − 1)∂1 − x2, x2∂2 − x1∂1}.
1In examples, we use the graded inversed [16, page 60] lexicographic order.
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In this case, HT(G) = {∂21 , ∂2}, HC(G) = {x1, x2} and PT(G) = {1, ∂1}. Moreover,
lcm(x1, x2) = x1x2.
Thus, the singularities of G are
{(a, b) ∈ Q2 | a = 0 or b = 0},
which are two lines in Q2. Note that the origin is not an ordinary point of G.
Example 4.2.3. Consider the Gro¨bner basis in Q(x1, x2)[∂1, ∂2]
G = {∂2 − ∂1, ∂21 + 1}.
We find that HT(G) = {∂21 , ∂2}, HC(G) = {1} and PT(G) = {1, ∂1}. Furthermore,
lcm(1, 1) = 1.
So, G has no singularity. Note that the origin is an ordinary point of G.
4.2.2 Indicial polynomials
We will characterize ordinary and apparent singularities in terms of formal power series
solutions of G. Indicial polynomials are useful to describe solutions of this type.
Let δi = xi∂i be the Euler operator with respect to xi, i = 1, . . . , n. By a term, we now
mean a product
xu11 · · ·xunn , ∂v11 · · · ∂vnn or δw11 · · · δwnn ,
where ui, vi, wi ∈ N, i = 1, . . . , n. For brevity, we set u = (u1, . . . , un). Then we may denote
terms as xu, ∂v and δw.
Recall the following properties concerning Euler operators. Let T(x) be the commutative
monoid generated by x1, . . . , xn. We denote the m-th falling factorial [24, Section 3.1] of xi
by
(xi)
m = xi(xi − 1) · · · (xi −m+ 1),
where m ∈ N, i = 1, . . . , n. As a matter of convention, we set (xi)0 = 1. Let K[[x]] be
the ring of formal power series with respect to variables x1, . . . , xn. For P ∈ K[x][∂] and
f ∈ K[[x]], there is a natural action of P on f , which is denoted by P (f). For P,Q ∈ K[x][∂],
it is straightforward to verify that
PQ(f) = P (Q(f)). (4.1)
Proposition 4.2.4. The following assertions hold for Euler operators:
(i) For each m ∈ N and i ∈ {1, . . . , n}, xmi ∂mi = (δi)m.
(ii) For each p ∈ K[x] and xu ∈ T(x), we have p(δ)(xu) = p(u)xu.
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Proof. (i) We do induction on m. For m = 1, it follows from the definition of Euler
operators. Assume that the statement hold for m. Then
xm+1i ∂
m+1
i = x
m
i (xi∂
m
i )∂i
= xmi (∂
m
i xi −m∂m−1i )∂i
= (xmi ∂
m
i )(xi∂i)−m(xmi ∂mi )
= (δi)
m(δi −m)
= (δi)
m+1
(ii) Since a polynomial in K[x] is a K-linear combination of terms, it suffices to prove
this statement for terms. Furthermore, we know that δi is commutative with xj if i 6= j.
Therefore, we just need to prove this statement for terms of δi and xi, where i ∈ {1, . . . , n}.
Let δsi and x
t
i be two arbitrary terms of δi and xi, where s and t are nonnegative integers.
We do induction on s. For the case s = 1, δi(x
t
i) = tx
t
i. Assume that the statement holds
for s− 1. Then
δsi (x
t
i) = δ
s−1
i (δi(x
t
i))
= δs−1i (tx
t
i)
= tδs−1i (x
t
i)
= t ts−1xti
= tsxti
Let P ∈ K[x][∂] with P = ∑|u|≤m cu∂u, where cu belongs to K[x], m ∈ N is minimal,
that is, there exists a v ∈ Nn such that |v| = m and cv is nonzero. We call m the order [3,
Section 2] of P .
Set m = (m, . . . ,m) ∈ Nn. By item (i) of the above proposition, we have
xmP =
∑
|u|≤m cux
m∂u
=
∑
|u|≤m cu (x
m
1 ∂
u1
1 · · ·xmn ∂unn )
=
∑
|u|≤m cu
(
xm−u11 (δ1)
u1 · · ·xm−unn (δn)un
)
=
∑
v∈T x
v
(∑
|u|≤m cu,vδ
u
)
where T is a finite set in Nn, and cu,v ∈ K.
Let ≺ be the order on Nn as specified in Section 4.1.2. Since there is a one-to-one
correspondence between terms in T(x) and elements in Nn, the ordering ≺ will give us an
ordering on T(x): if u ≺ v according to this ordering, we will also say that xu ≺ xv.
Set K[y] = K[y1, . . . , yn] to be the ring of usual commutative polynomials with indeter-
minates y1, . . . , yn.
Definition 4.2.5. Assume that P is an operator in K[x][∂] of order m with
xmP =
∑
v∈T
xv
 ∑
|u|≤m
cu,vδ
u
 ,
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where m = (m, . . . ,m) ∈ Nn. Let xv0 be the minimal term among {xv | v ∈ T} with respect
to ≺2. We call ∑
|u|≤m
cu,v0y
u ∈ K[y]
the indicial polynomial of P , and denote it as ind(P ). We further define ind(0) := 0.
The above definition is compatible with the univariate case [23, 44], and was already
used in the multivariate setting by [3, Definition 11].
Assume that f ∈ K[[x]] with
f = cwx
w + higher monomials with respect to ≺ .
We call w and xw the initial exponent and the initial term of f , respectively. The initial
term of f is denoted as in(f).
Proposition 4.2.6. Assume that G ⊂ K[x][∂] is a finite set and f is a formal power series
solution of G with initial exponent w. Then w is a root of ind(P ) for each P ∈ G.
Proof. Assume that P ∈ G is an operator of order m with
xmP =
∑
v∈T
xv
 ∑
|u|≤m
cu,vδ
u
 ,
where m = (m, . . . ,m) ∈ Nn, xv0 is the minimal term among {xv | v ∈ T}. By item (ii) of
Proposition 4.2.4, we have
(xmP ) (f) =
[∑
v∈T x
v
(∑
|u|≤m cu,vδ
u
)]
(xw + higher monomials)
= xv0
(∑
|u|≤m cu,v0δ
u
)
(xw) + higher monomials
=
(∑
|u|≤m cu,v0w
u
)
xv0+w + higher monomials
= 0
Thus, ∑
|u|≤m
cu,v0w
u = 0.
i.e., ind(P )(w) = 0.
Example 4.2.7. Consider the Gro¨bner basis G = {G1, G2} in Q(x1, x2)[∂1, ∂2], where
G1 = x1x2∂2 − x1x2∂1 + (−x1 + x2), G2 = x21∂21 − 2x1∂1 + (2 + x21).
By computation, we find that ind(G1) = y2 − 1, ind(G2) = (y1 − 1)(y1 − 2). It is straight-
forward to verify that G has two formal power series solutions
{f1 = x1x2 sin(x1 + x2), f2 = x1x2 cos(x1 + x2)},
with in(f1) = x
2
1x2 and in(f2) = x1x2. The corresponding initial exponents
{(2, 1), (1, 1)}
are the roots of ind(G1) and ind(G2).
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4.2.3 Indicial ideals
Definition 4.2.8. Let G ⊂ K[x][∂] be a finite set. We call
{ind(P ) | P ∈ K(x)[∂]G ∩K[x][∂]}
the indicial ideal of G, and denote it as ind(G).
Proposition 4.2.9. The indicial ideal of G is an ideal in K[y].
Proof. Assume that a, b ∈ ind(G) \ {0} with a = ind(P ) and b = ind(Q), where P and Q
belong to K(x)[∂]G ∩ K[x][∂]. If a + b = 0, then we are done. Otherwise, let u and v be
the order of P and Q, respectively. Set u = (u, . . . , u),v = (v, . . . , v) to be two vectors in
Nn. Then
xuP = xs
(∑
|u|≤u cu,sδ
u
)
+ higher terms,
xvQ = xt
(∑
|u|≤v cu,tδ
u
)
+ higher terms.
Let L = xt(xuP ) + xs(xvQ) ∈ K(x)[∂]G ∩K[x][∂]. Then
L = xs+t
∑
|u|≤u
cu,sδ
u +
∑
|u|≤v
cu,tδ
u
+ higher terms.
Let m be the order of L and m = (m, . . . ,m). Then
xmL = xs+t+m
∑
|u|≤u
cu,sδ
u +
∑
|u|≤v
cu,tδ
u
+ higher terms.
Thus, a+ b = ind(L).
Assume that r ∈ K[y] \ {0} and a ∈ ind(G) \ {0} with a = ind(P ). We prove that
ra ∈ ind(G).
Since r is a sum of monomials on y1, . . . , yn, it suffices to prove that ra ∈ ind(G) for each
monomial r by the above argument. Assume that r = cyw, where c ∈ K and w is equal to
(w1, . . . , wn) ∈ Nn. Let u be the order of P and u = (u, . . . , u) ∈ Nn. Then
xuP = xs
∑
|u|≤u
cu,sδ
u
+ higher terms,
where s = (s1, . . . , sn) ∈ Nn. Let H = c (
∏n
i=1(δi − si)wi) xuP . Then
H = c (
∏n
i=1(δi − si)wi) xs
(∑
|u|≤u cu,sδ
u
)
+ higher terms
= c (
∏n
i=1(δi − si)wixsii )
(∑
|u|≤u cu,sδ
u
)
+ higher terms
= c (
∏n
i=1 x
si
i δ
wi
i )
(∑
|u|≤u cu,sδ
u
)
+ higher terms
= xs
(
cδw
∑
|u|≤u cu,sδ
u
)
+ higher terms.
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Let m˜ be the order of H and m˜ = (m˜, . . . , m˜). Then
xm˜H = xs+m˜
cδw ∑
|u|≤u
cu,sδ
u
+ higher terms.
Thus, ra = ind(H).
Proposition 4.2.10. Let G ∈ K[x][∂] be a finite set such that K(x)[∂]G is D-finite.
Then ind(G) is zero-dimensional ideal in K[y].
Proof. Since K(x)[∂]G is D-finite, there exists an operator P ∈ K[x][∂] of order m such
that P ∈ K(x)[∂]G ∩ K[x][∂1] (see, e.g., [30, Proposition 2.10] for a proof). By item (i) of
Proposition 4.2.4, we have
xm1 P = x
m
1 (c0 + c1∂1 + · · ·+ cm∂m1 )
= c0x
m
1 + c1x
m−1
1 δ1 + · · ·+ cm(δ1)m
=
∑
v∈T x
v
(∑
a≤m cu,vδ
a
1
)
Thus, ind(P ) ∈ K[y1] \ {0}. Similarly, for each i = 2, . . . , n, there exists a univariate
polynomial ai ∈ K[yi]\{0}, which belong to ind(G). By [16, Theorem 6, page 251], ind(G)
is zero-dimensional.
By the above proof, we can construct a sub-ideal J of ind(G) such that J is zero-
dimensional. However, the proposition does not necessarily give access to a basis of ind(G).
Definition 4.2.11. Let G ∈ K[x][∂] be a finite set such that K(x)[∂]G is D-finite. Assume
that 〈f1, . . . , f`〉 ⊂ ind(G) is a zero-dimensional ideal in K[y]. We call the set
{w ∈ Nn | fi(w) = 0, 1 ≤ i ≤ `}
a set of initial exponent candidates of G.
By Proposition 4.2.6, the set of initial exponents of formal power series solutions of G
must be contained in a set of initial exponent candidates of G. Sometimes, the converse is
also true.
Example 4.2.12. Consider the Gro¨bner basis G = {G1, G2} from Example 4.2.7, where
G1 = x1x2∂2 − x1x2∂1 + (−x1 + x2), G2 = x21∂21 − 2x1∂1 + (2 + x21).
By computation, we find that ind(G1) = y2 − 1, ind(G2) = (y1 − 1)(y1 − 2). By the above
definition, the set
{(2, 1), (1, 1)}
is a set of initial exponent candidates of G. Actually, (2, 1) and (1, 1) are initial exponents
of the following formal power series solutions
x1x2 sin(x1 + x2) and x1x2 cos(x1 + x2),
respectively.
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The following example shows that initial candidates of G do not necessarily give rise to
formal power series solutions of G.
Example 4.2.13. Consider the Gro¨bner basis in Q(x1, x2)[∂1, ∂2]:
G = {G1, G2}
= {x1x2∂2 + (−x21 + 2x1x2)∂1 − 2x2, (x31 − x21x2)∂21 + 2x1x2∂1 − 2x2}
By computation, we find that ind(G1) = y2 − y1 and ind(G2) = (y1 − 1)y1. Thus, a set of
initial exponent candidates of G is
S = {(0, 0), (1, 1)}
Actually, sol(G) is spanned by { x1x1−x2 , x1x2}. In this case, (1, 1) is the initial exponent
of x1x2. However, (0, 0) does not give rise to a formal power series solution of G.
4.3 Characterization of ordinary points
Let G ⊂ K[x][∂] be a finite set such that G is a Gro¨bner basis with respect to ≺. Let PE(G)
be the set of exponents of elements of PT(G). In this section, we characterize an ordinary
point of G in terms of formal power series solutions at this point. Assume that P ∈ K[x][∂]
with
P = cum∂
um + cum−1∂
um−1 + · · ·+ cu0∂u0 ,
where cui ∈ K[x], i = 0, . . . ,m. We say that P is primitive if
gcd(cu0 , cu1 , . . . , cum) = 1.
The main result of this section is as follows:
Theorem 4.3.1. Assume that every element in G is primitive and the left ideal K(x)[∂]G
is D-finite. Then the origin is an ordinary point of G if and only if G has rank(G) many K-
linearly independent formal power series solutions whose initial exponents are exactly those
in PE(G).
The above theorem is compatible with the univariate case [1, Proposition 6].
In order to prove it, we need to recall some basic facts concerning multivariate formal
power series and Wronskians in the partial differential case.
Set
f =
∑
u∈Nn
cu
u!
xu,
where cu ∈ K and u! = (u1!) · · · (un!). There is a ring homomorphism φ from K[[x]] to K
that maps f to c0. In other words, taking the constant term of a formal power series gives
rise to a ring homomorphism. An easy calculation shows that
∂u(f) = cu + g,
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where g ∈ K[[x]] with φ(g) = 0. It follows that
φ (∂u(f)) = cu. (4.2)
Thus, we can determine whether a formal power series is zero by differentiating and taking
constant terms, as stated in the next lemma.
Lemma 4.3.2. Let f ∈ K[[x]]. Then f = 0 if and only if, for all u ∈ Nn,
φ (∂u(f)) = 0.
Proof. It is straightforward.
The following fact appears in [18] for s = 1, but the proof applies literally also for
arbitrary values of s.
Lemma 4.3.3. Let p1, p2, . . . , ps and q be polynomials in K[x] with
gcd(p1, p2, . . . , ps, q) = 1 in K[x].
If pi/q has a power series expansion for each i ∈ {1, 2, . . . , s}, then the constant term of q
is nonzero.
Proof. We proceed by induction on n. For n = 1, the lemma follows from the fact that any
polynomial in x1 can be expressed as x
m
1 h(x1), where m ∈ N and h(x1) is a polynomial
with h(0) 6= 0.
Now let us assume that the theorem is true for rational power series in fewer than n
variables. For the moment, let us regard p1, . . . , ps and q as polynomials in x2, . . . , xn with
coefficients in the field K(x1). Since p1, . . . , ps and q still have no common factor, the induc-
tion hypothesis shows that the constant term of q is nonzero. Returning to K[x1, x2, . . . , xn],
we find that q contains a power of x1 with nonzero coefficient.
Since p1, . . . , ps and q have no common factor in K[x], they still have no common factor
in K(x2, . . . , xn)[x1]. Therefore, there exists a1, . . . , as and b in K(x2, . . . , xn)[x1] such that
a1p1 + . . .+ asps + bq = 1 (4.3)
Let d be the least common multiple of denominators of a1, . . . , as and b. Then d is a nonzero
polynomial in K[x2, . . . , xn]. Set a˜i = dai and b˜ = db, i = 1, . . . , s. By (4.3), we have
a˜1p1 + · · ·+ a˜sps + b˜q = d.
In other words, there exist polynomials a˜1, . . . , a˜s and b˜ in K[x1, . . . , xn] such that the
polynomial a˜1p1 + · · ·+ a˜sps + b˜q is nonzero and free of x1. Let
r = a˜1(p1/q) + · · ·+ a˜s(ps/q) + b˜.
Then r is in K[[x1, . . . , xn]] and qr is in K[x2, . . . , xn].
If c is in K[[x1, . . . , xn]], we write [xi11 x
i2
2 · · ·xinn ]c for the coefficient of xi11 xi22 · · ·xinn in c.
Now let i be the least integer for which [xi1]q 6= 0. (We have seen that such an i exists.)
Pick j1, j2, . . . , jn satisfying
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(i) [xj11 x
j2
2 · · ·xjnn ]r 6= 0;
(ii) subject to (i), j2 + · · ·+ jn is as small as possible;
(iii) subject to (i) and (ii), j1 is as small as possible.
We claim that
[xi+j11 x
j2
2 · · ·xjnn ](qr) = ([xi1]q)([xj11 xj22 · · ·xjnn ]r) (4.4)
To show this, it suffices to show that if k1, . . . , kn, `1, . . . , `n are such that
xk11 · · ·xknn x`11 · · ·x`nn = xi+j11 xj22 · · ·xjnn
with [xk11 · · ·xknn ]q 6= 0 and [x`11 · · ·x`nn ]r 6= 0, then k1 = i, ku = 0 for u > 1, and `v = jv for
all v.
Since ku + `u = ju for u > 1, we have
`2 + · · ·+ `n = (j2 + · · ·+ jn)− (k2 + · · ·+ kn).
By (ii), we have ku = 0 for u > 1, and hence `v = jv for v > 1. Since [x
k1
1 ]q 6= 0, the
definition of i implies k1 ≥ i. Then
i+ j1 = k1 + `1 ≥ i+ `1.
So, j1 ≥ `1. By (iii), j1 = `1 and (4.4) is proved.
It follows that [xi+j11 x
j2
2 · · ·xjnn ](qr) 6= 0. Since qr is free of x1, we have that i+ j1 = 0.
So, i = 0. Thus, [1]q 6= 0.
Assume that E is a universal differential field extension [29, Section 7, page 133] of K(x)
which contains K[[x]]. Let CE be the field of constant in E. Then the field CE contains K.
Set sol(G) to be the solution space of G, which is contained in E and is a vector space
over CE. Assume that K(x)[∂]G is D-finite. It follows from [29, Proposition 2, Corollary 1,
page 151–152] that
rank(G) = dimCE sol(G). (4.5)
For θ1, θ2, . . . , θ` ∈ T(∂) and ` ∈ Z+, the exterior product
λ = θ1 ∧ θ2 ∧ · · · ∧ θ`
is defined as a multi-linear mapping from E` to E:
λ(z) =
∣∣∣∣∣∣∣∣∣
θ1(z1) θ1(z2) · · · θ1(z`)
θ2(z1) θ2(z2) · · · θ2(z`)
...
...
. . .
...
θ`(z1) θ`(z2) · · · θ`(z`)
∣∣∣∣∣∣∣∣∣
for z = (z1, z2, . . . , z`) ∈ E`.
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Let {ξ1, . . . , ξd} be the parametric terms of G with
1 = ξ1 ≺ ξ2 ≺ · · · ≺ ξd.
We call the element wG = (ξ1 ∧ · · · ∧ ξd) the Wronskian operator of G.
Proof of Theorem 4.3.1: Necessity : Assume that the origin is an ordinary point
of G. First, we show how to construct formal power series solutions of G. This approach
originates from a technical report [49].
Let θ1, . . . , θk be the head terms of elements in G. Then the elements of G can be
written as
Gi = `iθi + a K[x]-linear combination of parametric terms,
where `i ∈ K[x] and i = 1, . . . , k.
By the remark after Definition 4.2.1, we know that none of the `i’s vanish at the origin.
We associate to each term λ = ∂u ∈ PT(G) an arbitrary constant cu ∈ K. We will also
write cλ for this constant. For a non-parametric term θ = ∂
v, let Nθ be the reduced form
of θ with respect to G. Although Nθ belongs to K(x)[∂], there exists a power product `θ of
`1, . . . , `k such that `θNθ ∈ K[x][∂]. Write
`θ(x)Nθ =
∑
λ∈PT(G)
aθ,λ(x)λ
with aθ,λ ∈ K[x]. Set
cθ = `θ(0)
−1 ∑
λ∈PT(G)
aθ,λ(0)cλ.
This constant is also denoted by cv.
Let
f =
∑
u∈Nn
cu
u!
xu.
Using (4.2) and the ring homomorphism φ, we can rewrite the definition of cθ as
φ (`θ(x)θ(f)) = φ((`θ(x)Nθ)(f)). (4.6)
Note that `θ can be chosen to be any power product of `1, . . . , `k such that `θNθ belongs
to K[x][∂].
We claim that f is a formal power series solution of G, that is,
Gi(f) = 0, i = 1, . . . , k. (4.7)
By (4.1) and Lemma 4.3.2, it suffices to show that, for all u ∈ Nn and i ∈ {1, . . . , k},
φ (∂uGi(f)) = 0. (4.8)
We prove (4.8) by Noetherian induction on the term order ≺.
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Starting with ξ = ∂0, we can write
ξGi = Gi = `i(x)θi −
∑
λ∈PT(G)
aθi,λ(x)λ, (4.9)
where aθi,λ ∈ K[x]. It follows that
`i(x)Nθi =
∑
λ∈PT(G)
aθi,λ(x)λ.
Since
cθi = `i(0)
−1 ∑
λ∈PT(G)
aθi,λ(0)cλ,
we have
`i(0)cθi −
∑
λ∈PT(G)
aθi,λ(0)cλ = 0.
By (4.2),
φ(`i(x))φ(θi(f))−
∑
λ∈PT(G)
φ(aθi,λ(x))φ(λ(f)) = 0.
Since φ is a ring homomorphism, we have
φ
`i(x)θi(f)− ∑
λ∈PT(G)
aθi,λ(x)λ(f)
 = 0.
By (4.9), φ(Gi(f)) = 0.
Assume that ξ is a term higher than ∂0 and, for all ξ˜ below ξ and all i ∈ {1, . . . , k},
φ(ξ˜Gi(f)) = 0.
Reducing ξθi modulo G, we have
`(x)ξθi = pξ(x)(ξGi) +
∑
ξ˜≺ξ
k∑
s=1
pξ˜,s(x)(ξ˜Gs)
+ `(x)Nξθi ,
where `(x) and pξ(x) are two power products of `1(x), . . . , `k(x) and pξ˜,s(x) belongs to K[x]
for all ξ˜ ≺ ξ. Moreover, `(x)Nξθi belongs to K[x][∂]. Applying the above equality to f , we
get
`(x)ξθi(f) = pξ(x)(ξGi)(f) +
∑
ξ˜≺ξ
k∑
s=1
pξ˜,s(x)(ξ˜Gs)(f)
+ `(x)Nξθi(f).
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Applying φ to the above equality yields
φ (`(x)ξθi(f)) = pξ(0)φ(ξGi(f)) +
∑
ξ˜≺ξ
k∑
s=1
pξ˜,s(0)φ(ξ˜Gs(f))
+ φ ((`(x, y)Nξθk) (f)) .
By the induction hypothesis, φ(ξ˜Gs(f)) = 0 for all ξ˜ ≺ ξ and s ∈ {1, . . . , k}. Thus,
φ (`(x)ξθi(f)) = pξ(0)φ(ξGi(f)) + φ ((`(x)Nξθi) (f)) .
By (4.6), we have
pξ(0)φ(ξGi(f)) = 0.
Since pξ(0) is nonzero, φ(ξGi(f)) is equal to zero. This proves (4.8). Therefore, our
claim (4.7) holds. Since there are rank(G) parametric terms, the D-finite system G has
rank(G) many K-linearly independent formal power series solutions with initial exponents
in PE(G).
Sufficiency : Without loss of generality, for each P ∈ G, we may assume that P is not a
monomial with respect to ∂ (Otherwise, P is just a term in K(x)[∂] because P is primitive.).
Let {θ1, . . . , θk} and {`1, . . . , `k} be the head terms and head coefficients of G, respectively.
By the remark after Definition 4.2.1, we just need to prove that the constant term of `i is
non-zero for each i = 1, . . . , k.
Let d = rank(G). Assume that f1, . . . , fd are K-linearly independently formal power
series solutions of G and the initial exponent of fj is equal to the exponent of ξj for each
index j ∈ {1, . . . , d}. By equation (4.2),
φ(ξi(fj)) = 0 for 1 ≤ i < j ≤ d,
φ(ξj(fj)) 6= 0 for 1 ≤ j ≤ d.
Let f = (f1, . . . , fd). By the above equations, the constant term of wG(f) is nonzero. Thus,
the formal power series wG(f) is invertible in K[[x]]. By [36, Lemma 8], f1, . . . , fd form a
fundamental system of sol(G).
Let Fi = (wL ∧ θi)(f , ·), which is the following (d+ 1)× (d+ 1) determinant∣∣∣∣∣∣∣∣∣∣∣
ξ1(f1) ξ1(f2) · · · ξ1(fd) ξ1
ξ2(f1) ξ2(f2) · · · ξ2(fd) ξ2
...
...
...
...
ξd(f1) ξd(f2) · · · ξd(fd) ξd
θi(f1) θi(f2) · · · θi(fd) θi
∣∣∣∣∣∣∣∣∣∣∣
.
By [35, Lemma 4], we have
Fi =
wG(f)
`i
Gi.
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Since wG(f) is invertible in K[[x]], we have
1
`i
Gi = wG(f)
−1Fi ∈ K[[x]][∂]. (4.10)
Since Gi is primitive, we can write Gi as
`iθi +
d∑
j=1
`ijξj ,
where `ij ∈ K[x] and gcd(`i, `i1, . . . , `id) = 1. By (4.10), we have
`ij
`i
∈ K[[x]] for each j = 1, . . . , d.
It follows from Lemma 4.3.3 that the constant term of `i is non-zero.
Note that the proof for the necessity of the above theorem also holds for an arbitrary
left (not necessarily D-finite) ideal K(x)[∂]G, provided that the origin is an ordinary point
of G.
4.4 Apparent singularities and desingularization
Let G ⊂ K[x][∂] be the same as in the beginning of the last section and suppose the left
ideal K(x)[∂]G is D-finite.
4.4.1 Definitions
Definition 4.4.1. Let d be the rank of G.
(i) Assume that the origin is a singularity of G. We call the origin an apparent singularity
of G if G has d many K-linearly independent formal power series solutions.
(ii) Assume that M ⊂ K[x][∂] is a finite set such that M is a Gro¨bner basis with respect
to ≺ and K(x)[∂] ·M is D-finite. Let ` be the rank of M with ` > d. We call M an
`th-order left multiple of G if
K(x)[∂]M ⊂ K(x)[∂]G.
The above definition is compatible with the univariate case [1, Definition 5].
Example 4.4.2. The solution space sol(G) of the Gro¨bner basis
G = {x2∂2 + ∂1 − x2 − 1, ∂21 − ∂1}
in K(x1, x2)[∂1, ∂2] is generated by {exp(x1 + x2), x2 exp(x2)}. In this case,
HT(G) = {∂2, ∂21},HC(G) = {x2, 1} and PT(G) = {1, ∂1}.
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Moreover, lcm(x2, 1) = x2. Therefore, the origin is a singularity of G and G has two Q-
linearly independent formal power series solutions. So, it follows from item (i) of the above
definition that the origin is an apparent singularity of G.
Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩K(x)[∂] · {x1∂1 − 1, ∂2}.
We find that rank(M) = 3. By item (ii) of the above definition, M is a 3rd-order left
multiple of G.
Example 4.4.3. The solution space sol(G) of the Gro¨bner basis
G = {x22∂2 − x21∂1 + x1 − x2, ∂21}
in K(x1, x2)[∂1, ∂2] is generated by {x1 + x2, x1x2}. In this case,
HT(G) = {∂2, ∂21},HC(G) = {x22, 1} and PT(G) = {1, ∂1}.
Moreover, lcm(x22, 1) = x
2
2. Therefore, the origin is a singularity of G and G has two K-
linearly independent formal power series solutions. So, it follows from item (i) of Defini-
tion 4.4.1 that the origin is an apparent singularity of G.
Set
S = {(0, 0), (0, 1), (2, 0), (0, 2)}.
Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩
 ⋂
(s,t)∈S
K(x)[∂] · {x1∂1 − s, x2∂2 − t}

We find that rank(M) = 6. By item (ii) of Definition 4.4.1, M is a 6th-order left multiple
of G.
4.4.2 Rank formula of D-finite ideals
In order to prove Theorem 4.4.6, we need a rank formula of D-finite ideals.
Lemma 4.4.4. 2 Let V be a vector space and U,W be two subspaces of V . Set
ψ : V/(U ∩W ) → V/U × V/W
v + U ∩W 7→ (v + U,−v +W ),
and
φ : V/U × V/W → V/(U +W )
(a+ U, b+W ) 7→ a+ b+ U +W.
Then
0→ V/(U ∩W ) ψ−→ V/U × V/W φ−→ V/(U +W )→ 0
is an exact sequence.
2We thank Professor Yang Han for showing us this lemma, which shortens our proof of the rank formula.
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Proof. It is straightforward to see that ψ and φ are well-defined injective and surjective
homomorphisms, respectively. Note that (a + U, b + W ) ∈ ker(φ) if and only if there exist
elements u ∈ U,w ∈W such that a+ b = u+ w, i.e., a = u+ w − b. In other words,
ker(φ) = {(u+ w − b+ U, b+W ) | u ∈ U,w ∈W and b ∈ V }
= {((w − b) + U, b+W ) | w ∈W, b ∈ V }
Let v = w − b, we get
ker(φ) = {(v + U,w − v +W ) | v ∈ V,w ∈W}
= {(v + U,−v +W ) | v ∈ V }
Thus, ker(φ) = ψ (V/(U +W )).
Corollary 4.4.5. Let I, J ⊂ K(x)[∂] be left ideals of finite rank. Then
(i) rank(I ∩ J) + rank(I + J) = rank(I) + rank(J)
(ii) rank(I ∩ J) = rank(I) + rank(J) if sol(I) ∩ sol(J) = {0}.
Proof. (i) It follows from the definition of rank and the above lemma.
(ii) It is straightforward to see that sol(I + J) = sol(I) ∩ sol(J) = {0}. Therefore, the
claim follows from equation (4.5) and item 1.
4.4.3 Removing and detecting apparent singularities
The following theorem is a generalization of [1, Proposition 7], which gives the connection
between apparent singularities and ordinary points. As a matter of notation, we set
Um = {u ∈ Nn | |u| ≤ m},
where m ∈ N.
Theorem 4.4.6. Let d = rank(G). Assume that the origin is a singularity of G and S is a
set of initial exponent candidates of G with the property |S| ≥ d. Let m = max{|u| | u ∈ S}.
Then the following two claims are equivalent:
(i) The origin is an apparent singularity of G;
(ii) There exists a subset B of S with |B| = d, such that the origin is an ordinary point
of the left multiple M of G, where M is a Gro¨bner basis of
K(x)[∂]G ∩
 ⋂
u∈Um\B
K(x)[∂] · {xi∂i − ui|1 ≤ i ≤ n}
 (4.11)
Lemma 4.4.7. Let I be a left ideal in E[∂] with finite rank. Then
ann(sol(I)) = I.
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Proof. It follows from [29, Proposition 2, Corollary 1, page 151–152].
For m ∈ N, we set Θm = {∂u | |u| = m+ 1}.
Lemma 4.4.8. Let M be a Gro¨bner basis with respect to ≺ and ` = rank(M). Assume
that sol(M) is spanned by ` many K-linearly independent formal power series f1, . . . , f` with
initial exponents Um for some m ∈ N. Then
HT(M) = Θm.
Proof. Without loss of generality, we may assume that
1 = in(f1) ≺ in(f2) ≺ · · · ≺ in(f`).
Let Θm = {θ1, . . . , θt}. Set ξ1, . . . , ξ` to be terms of T(∂) such that the exponent of ξj is
the same as that of in(fj), j = 1, . . . , `.
Let f = (f1, . . . , f`) and wM = (ξ1 ∧ . . . ∧ ξ`). Similar to the argument in the proof
of Theorem 4.4.6, we know that wM (f) in invertible in K[[x]]. By equation (4.5) and [36,
Lemma 8], f1, . . . , f` form a fundamental system of sol(M).
Let Fi = (wM ∧θi)(f , ·) for i = 1, . . . , t. Since ≺ is a total degree term order on T(∂), we
know that ξj ≺ θi for j = 1, . . . , `. Moreover, the coefficient of θi in Fi is wM (f) 6= 0. Thus,
the head term of Fi is θi. Since Fi(fj) = 0 for j = 1, . . . , `, it follows that sol(M) ⊂ sol(Fi).
Note that M is also a Gro¨bner basis in E[∂] with respect to ≺. Since sol(M) ⊂ sol(Fi),
it follows that ann(sol(Fi)) ⊂ ann(sol(M)). By Lemma 4.4.7, we have that Fi ∈ E[∂] ·M .
Since HT(Fi) = θi, we have that there exists F inM such that HT(F ) divides θi. On account
of M being a reduced Gro¨bner basis, it implies that PT(M) is contained in {ξ1, . . . , ξ`}.
Since rank(M) = `, we conclude that
PT(M) = {ξ1, . . . , ξ`}.
In other words, HT(M) = Θm.
Proof of Theorem 4.4.6: (i)⇒ (ii): Let f1, . . . , fd be K-linearly independent formal
power series solutions of G with in(fi) = x
ui , 1 ≤ i ≤ d. By equation (4.5) and [36, Lemma
8], f1, . . . , fd form a fundamental system of sol(G). Set B = {ui | i = 1, . . . , d}. Then B is
a subset of S. Let M be the Gro¨bner basis as in (4.11). For each v ∈ Um \ B, the single
term xv forms a fundamental system of solutions of K(x)[∂] · {xi∂i + vi | 1 ≤ i ≤ n}. Set
` = |Um| and {fd+1, . . . , f`} = {xv | v ∈ Um \B}.
By Corollary 4.4.5, rank(M) = ` and sol(M) is spanned by ` many K-linearly independent
formal power series f1, . . . , f` with initial exponents Um. By Lemma 4.4.8, we have that
HT(M) = Θm.
It follows from Theorem 4.3.1 that the origin is an ordinary point of M .
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(ii) ⇒ (i): Since M is a left multiple of G, it follows that sol(G) ⊂ sol(M). On the
other hand, it follows from Theorem 4.3.1, equation (4.5) and [36, Lemma 8] that sol(M)
has a basis in K[[x]]. Assume that {f1, . . . , f`} ⊂ K[[x]] is a basis of sol(M). Next, we prove
that sol(G) also has a basis in K[[x]]. Since sol(G) ⊂ sol(M), {f1, . . . , f`} is also a spanning
set of sol(G) over CE. Assume that f = z1f1 + . . . + z`f`, where z1, . . . , z` ∈ CE are to be
determined. Let G = {G1, . . . , Gk}. Consider
Gj(f) = 0, j = 1, . . . , k.
It is equivalent to
z1Gj(f1) + · · ·+ z`Gj(f`) = 0, j = 1, . . . , k.
By comparing the coefficients of xw(w ∈ Nn) in both sides of the above equations, we derive
a system of linear equations, whose coefficient vectors belong to K`. Let V be the vector
space spanned by those coefficient vectors over K. Assume that {v1, . . . ,vr} is a basis of V .
Set z = (z1, . . . , z`) and A to be the matrix in Kr×` with row vectors v1, . . . ,vr. Then we
have
f ∈ sol(G) if and only if Az = 0. (4.12)
Set ker(A) = {z ∈ C`E | Az = 0}. Then ker(A) has a basis {s1, . . . , st} in K`. Assume that
si = (si1, . . . , si`), where i = 1, . . . , t. Set gi = si1f1 + · · ·+ si`f`, i = 1, . . . , t. By (4.12), we
have that {g1, . . . , gt} is a spanning set of sol(G) over CE. Since {s1, . . . , st} is a basis of
ker(A) and f1, . . . , f` are K-linearly independent, a direct verification implies that g1, . . . , gt
are K-linearly independent. By [36, Lemma 8], g1, . . . , gt are CE-linearly independent.
Thus, {g1, . . . , gt} is a basis of sol(G) in K[[x]]. Consequently, it follows from item (ii) of
Definition 4.4.1 that the origin is an apparent singularity of G.
Note that if the origin is an apparent singularity of G and B is the set of initial exponents
of sol(G), then the proof of “(i)⇒ (ii)” in Theorem 4.4.6 also works for the choice S = B.
Besides, the proof of “(ii)⇒ (i)” in Theorem 4.4.6 is not constructive. It would be nice to
design an algorithm to compute a basis of formal power series solutions at (not necessarily
apparent) singularities for a D-finite system. More precisely, set
V = {f ∈ K[[x]] | P (f) = 0 for each P ∈ G}.
Then V is a K-vector space of finite dimension. The problem is to design an algorithm to
compute a basis of V . Currently, we are working on this problem.
One application of Theorem 4.4.6 is desingularization. We outline the algorithm as
follows:
Algorithm 4.4.9. Given G ⊂ K[x][∂] as in the beginning of this section, the origin being
an apparent singularity of G with initial exponents B of sol(G). Compute a left multiple M
of G such that the origin is an ordinary point of M .
(1) Let m = max{|u| | u ∈ B} and S = B.
(2) Compute a Gro¨bner basis M of the ideal described in (4.11), and output M .
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The termination of the above algorithm is obvious. The correctness follows from Theo-
rem 4.4.6 and the above remark.
Example 4.4.10. Consider the Gro¨bner basis from Example 4.4.2:
G = {x2∂2 + ∂1 − x2 − 1, ∂21 − ∂1},
where sol(G) is spanned by {exp(x1 + x2), x2 exp(x2)} with initial exponents
B = {(0, 0), (0, 1)}.
In this case, the origin is an apparent singularity of G.
Let U1 = {(i, j) ∈ N2 | i+ j ≤ 1} = {(0, 0), (1, 0), (0, 1)}. Then
U1 \B = {(1, 0)}.
Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩K(x)[∂] · {x1∂1 − 1, ∂2}.
Since the size of M is big, we do not display it here. We only mention that
HC(M) = {1− x1 − x1x2}.
So, it follows from Definition 4.2.1 that M is a left multiple of G for which the origin is an
ordinary point.
Example 4.4.11. Consider the Gro¨bner basis in Example 4.4.3:
G = {x22∂2 − x21∂1 + x1 − x2, ∂21},
where sol(G) is spanned by {x1 + x2, x1x2} with initial exponents
B = {(1, 0), (1, 1)}.
In this case, the origin is an apparent singularity of G. Then
U2 \B = {(0, 0), (0, 1), (2, 0), (0, 2)}.
Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩
 ⋂
(s,t)∈U2\B
K(x)[∂] · {x1∂1 − s, x2∂2 − t}

We find that
M = {∂31 , ∂21∂2, ∂1∂22 , ∂32}.
So, it follows from Definition 4.2.1 that M is a left multiple of G for which the origin is an
ordinary point.
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We can also use Theorem 4.4.6 to decide whether the origin is apparent or not. We
outline the algorithm as follows:
Algorithm 4.4.12. Given G ⊂ K[x][∂] as in the beginning of this section, the origin being
a singularity of G. Decide whether the origin is apparent or not.
(1) Let d = rank(G). Compute a set of initial exponent candidates S of G. If |S| < d,
then the origin is not apparent. Otherwise, go to step 2.
(2) Compute B = {B ⊂ S | |B| = d}. For each B ∈ B, compute a Gro¨bner basis MB of
the ideal described by (4.11). If there exists B ∈ B such that the origin is an ordinary
point of MB, then the origin is an apparent singularity of G. Otherwise, the origin is
not apparent.
The termination of the above algorithm is obvious. The correctness follows from Theo-
rem 4.4.6.
Example 4.4.13. Consider the Gro¨bner basis in Example 4.2.13:
G = {G1, G2}
= {x1x2∂2 + (−x21 + 2x1x2)∂1 − 2x2, (x31 − x21x2)∂21 + 2x1x2∂1 − 2x2}
Here, rank(G) = 2 and the origin is a singularity of G. By computation, we find that
ind(G1) = y2−y1 and ind(G2) = (y1−1)y1. Thus, a set of initial exponent candidates of G
is
S = {(0, 0), (1, 1)}
Let B = S. Then U2 \B = {(1, 0), (0, 1), (2, 0), (0, 2)}. Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩
 ⋂
(s,t)∈U2\B
K(x)[∂] · {x1∂1 − s, x2∂2 − t}

We find that
HC(M) = {x41 − 3x31x2 + 3x21x22 − x1x32,−x31 + 3x21x2 − 3x1x22 + x32}
Thus, the origin is a singularity of M . By Theorem 4.4.6, we conclude that the origin is
not an apparent singularity of G. Actually, sol(G) is spanned by { x1x1−x2 , x1x2}.
Example 4.4.14. Consider the Gro¨bner basis in Q(x1, x2)[∂1, ∂2]:
G = {G1, G2, G3}
= {(x1 − x2)∂21 − x1x2∂2 + x1x2∂1 + (x1 − x2),
(x1 − x2)∂1∂2 + (−1− x1x2)∂2 + (1 + x1x2)∂1 + (x1 − x2),
(x1 − x2)∂22 − x1x2∂2 + x1x2∂1 + (x1 − x2)}
Here, rank(G) = 3 and the origin is a singularity of G. By computation, we find that
ind(G1) = (y1 − 1)y1, ind(G2) = y2(y1 − 1) and ind(G3) = (y2 − 1)y2.
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Thus, a set of initial exponent candidates of G is
S = {(0, 0), (1, 0), (1, 1)}.
Let B = S. Then U2 \B = {(0, 1), (2, 0), (0, 2)}. Let M be another Gro¨bner basis with
K(x)[∂] ·M = K(x)[∂]G ∩
 ⋂
(s,t)∈U2\B
K(x)[∂] · {x1∂1 − s, x2∂2 − t}

We find that
HC(M) = {−2− x21 − 2x1x2 − x22}.
Thus, the origin is an ordinary point of M . By Theorem 4.4.6, we conclude that the origin
is an apparent singularity of G. Actually, sol(G) is spanned by
{sin(x1 + x2), cos(x1 + x2), x1x2}.
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Chapter 5
Conclusion and Future Work
In this thesis, we have shown how to determine a basis of the contraction ideal generated
by an Ore operator in R[x][∂], where R is a principal ideal domain. Furthermore, we have
given an algorithm for computing a completely desingularized operator with minimal degree
and content for its leading coefficient.
We have defined singularities and ordinary points of a D-finite system. We have charac-
terized ordinary points of a D-finite systems by using its formal power series solutions. Last
but not least, we have given the connection between apparent singularities and ordinary
points, and used it to remove and detect apparent singularities in an algorithmic way.
In this thesis, we have considered contraction of Ore ideals in the univariate Ore al-
gebra R[x][∂]. A more challenging topic is to consider the corresponding problems in the
multivariate Ore algebra R[x][∂].
Note that Theorem 3.3.2 can be generalized to the multivariate case in a straightforward
way. Then the problem is reduced to the problem of finding upper bounds of orders of
generators of contraction ideals. At the moment, we can only give upper bounds for some
special cases. For the general case, it is still under investigation.
Our algorithms for univariate contraction of Ore ideals rely heavily on the computation
of Gro¨bner bases over a principal ideal domain R. At present, the computation of Gro¨bner
bases over R is not fully available in a computer algebra system. So the algorithms in
this thesis are not yet implemented. To improve their efficiency, we need to use linear
algebra over R as much as possible. One of our future goals is to implement our algorithms
efficiently in some computer algebra system such as Mathematica.
In [11], the authors give an algorithm for desingularization of Ore operators by comput-
ing least common left multiples randomly. According to experiments, we observe that the
same technique also works for the multivariate case in the differential setting. We will also
try to design an analogous algorithm for that case and prove its correctness.
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