In Artificial Intelligence there is a need for reasoning about continuous processes, where assertions refer to time intervals rather than time points. Taking our lead from van Benthem's treatment of interval temporal structures and Halpern and Shoham's work on intervals, we present a interval temporal logic with two binary relations, precedence and inclusion. We study the logic in its full generality without making any assumptions about the underlying nature of time, be it discrete or dense, linear or branching. We identify two general classes of interval temporal structures, minimal interval structures and van Benthem minimal interval structures. We show that in our interval temporal language, the two classes in fact have the same logic. We go on to prove that the logic of minimal interval structures is complete and decidable, possessing the finite model property, and that the satisfiability problem is PSPACEcomplete. In order to establish the complexity result we extend the tableau method introduced by Horrocks et al., which treats transitive and inverse relations only, to also incorporate interaction between relations. We go on to identify some important limitations in the expressive power of our logic, before concluding the paper by raising a number of interesting questions that follow from our work.
Background and motivation
A point-based perspective of time has always had its philosophical detractors. Consider Zeno's paradox of the flying arrow, which, it is argued, cannot change position at an isolated moment of time and thus cannot move at all. It suggests that there is something problematic in the representation of time as a series of durationless moments if we want to describe the concept of continuous movement.
Such considerations resurface when we examine the formal treatment of time in theoretical computer science. Temporal logic was introduced by the philosopher Arthur Prior [34] , it was first applied in theoretical computer science to reason about programs [33] . The initial perspective was point-based: formulas were interpreted over time points, and the temporal structures were typically assumed to be discrete. However, subsequent research in temporal logic began to concentrate on intervals rather than points. Again, it was argued that the interval-based representation of time was simpler and more natural in formalizing common sense reasoning than the standard scientific models, especially when reasoning about continuous processes [14] . Thus in computer science, work began on process logic [22, 31, 32] , where intervals (or 'paths') represent pieces of computation, and interval temporal logic [20] . A concise review of these earlier interval logics is given in [24] .
Despite the early interest in interval-based temporal logics, it remains a significantly less-studied area of temporal logic compared to its point-based rival. No doubt, the 'negative results' obtained by Halpern and Shoham [24] have done much to temper the mood. Nonetheless, we strongly feel that an interval-based approach is an interesting perspective and, notwithstanding the 'negative results', there are many interesting points raised by the work of Halpern and Shoham that can be addressed positively. It is worth pointing out that we are not arguing that intervals are 'better' than points, but only that they deserve more attention than they have been afforded recently.
However, when we adopt an interval-based prespective, we have some very basic decisions to make about what are intervals, about what are the natural relations between intervals, and about any restrictions there should be on the valuation of atoms. In this article the choices we will make will be motivated by previous work on intervals; in particular it builds on both the philosophical and computer science perspective gained from the work of van Benthem [42] and Halpern and Shoham [24] .
The logic of Halpern and Shoham
In [24] , Halpern and Shoham present an interval logic HS which can be viewed as a generalization of point-based modal temporal logic. HS is a temporal logic with the following modalities: hBi, hEi, hAi, hBi, hE i, hAi, which have the following intended readings:
hBi holds at a strict beginning interval of the current one hBi holds at a strict end interval of the current one hBi holds at an interval met by the current one, i.e. it begins where the current one ends hBi holds at an interval which has the current one as a beginning interval hEi holds at an interval which has the current one as a ending interval hAi holds at an interval meeting the current one For the semantics, they opt for temporal structures ðT; Þ where T is a set of points and is a partial order on T. Intervals are then defined as (convex) sets of points. Their choice of modalities suffice to capture the 13 possible relations between distinct intervals in a linear temporal structure, as is illustrated in Figure 1 . They go on to show that for most interesting classes of temporal structures, validity and satisfiability is undecidable. One of the results they establish states the following:
The validity problem for each of the following classes of temporal structures is r.e.-complete (a problem X is r.e.-complete if a Turing machine can list all the 'yes' instances of the problem, and any other r.e. problem can be reduced to X by a Turing machine):
1. the class of all temporal structures, 2. the class of all linear temporal structures, 3 . the class of all discrete temporal structures, 4. the class of all dense temporal structures, 5 . the class of all dense, linear, unbounded temporal structures.
A complete temporal structure is one in which any sequence with an upper bound has a least upper bound; a class of temporal structures is said to be complete if all structures in the class are complete [24, p. 957] . For classes that are complete as well as containing an infinitely ascending sequence, they show that the validity problem is even harder. One of the interesting open problems they raise at the end of the paper asks: what happens to the complexity of the validity problem if we modify the logic, in particular what happens for weaker or incomparable combinations of modal operators?
The logic of van Benthem
In [42] , van Benthem gives a more abstract treatment of intervals. He does this by (1) combining several Allen relations [2] into just two relations; and (2) by passing from sets of points to abstract objects. He introduces the following structure for talking about intervals: DEFINITION 1.2 A period structure F is an ordered triple hI; v; <i of a non-empty set I carrying two binary relations v ('inclusion') and < ('precedence').
As we have seen in the case of Halpern and Shoham, intervals are built over temporal structures (T, , where T is a set of points and is a partial ordering. As a consequence of intervals being a set of points of a partial order, the precedence relation between intervals will FIGURE 1. This figure illustrates the different relations that hold between any two intervals. For example, item 1 depicts an interval (at which holds) which precedes the current interval. Therefore at the current interval hAihAi holds with respect to the interval at 1. be transitive; similarly, inclusion between intervals will also be transitive. Furthermore, the following conditions will hold between intervals x, y, z: 8xyðx < y ! 8uðu v x ! u < yÞÞ (Right Monotonicity) 8xyðx < y ! 8uðu v y ! x < uÞÞ (Left Monotonicity)
These properties are basic in the sense that they arise from sets of points of a partial order. It is therefore natural to adopt them as axioms in the abstract setting. What additional properties we should adopt is motivated by the choices van Benthem makes.
Whilst van Benthem's treatment of intervals is more abstract, his choices, like Halpern and Shoham's, are informed by concrete examples; in his case the choice of the minimal basis for period structures is informed by his investigation of intervals over Z and Q.
He proposes that < be a strict ordering, and v be a partial ordering. However, because his intention is to axiomatise intervals over Z and Q, he also insists on the following condition:
8xyðxOy ! 9zðz v x^z v y^8uððu v x^u v yÞ ! u v zÞÞ (Conjectivity), where xOy ¼ df 9zðz v x^z v yÞ.
This condition states that any two overlapping intervals have a greatest common subinterval. A greatest common subinterval will also be referred to as a maximal subinterval. It is questionable whether this property should be adopted as a basic property of interval structures, since it is not always valid if intervals are sets of points of a partial order.
A period structure in which < is a strict ordering, v is a partial ordering, and monotonicity (left and right) and conjectivity are satisfied will be called a van Benthem minimal interval structure. We also identify a simpler class, which we call minimal interval structures, in which the conjectivity condition is dropped. While van Benthem studied some instances of these two classes, the Halpern and Shoham question of whether complexity of the logic drops if we pass to a more general setting remained open.
Initial choices for our logic
In attempting to give a positive answer to the Halpern and Shoham question, a good strategy for obtaining a simpler logic, in complexity terms, is to abstract and have less properties. As we have seen, the work of van Benthem provides clear guidelines on how to go about achieving this.
In this article, it is our intention to study the logic of intervals in its full generality, and we hope to show that the choices we make give rise to an interval logic with a simple syntax and semantics and which has a good computational complexity.
Ontology. Are intervals primitive objects in the logic, or are they defined in terms of points? In philosophy, you find logics of both kind. In computer science, almost all interval-based logics construct intervals from points (with Allen's logic [2] and the Event Calculus [27] being the only exceptions we are aware of). Because intervals as derived objects have been extensively studied in computer science, and because we believe treating intervals as first class citizens is worthy of consideration, we will join the minority by taking intervals as primitive objects.
Commitment to an underlying temporal structure. Most interval-based temporal logics in computer science have been committed to the discrete and linear view of time. Our logic (like the HS logic) will be quite general in this respect: we study two general classes of interval temporal structures, minimal interval structures and van Benthem minimal interval structures. By imposing only the most elementary constraints on our logic, we will not exclude branching and linear time, dense and discrete time, bounded and unbounded time, and so on.
Choice of operators. The strong commitment to a discrete and linear order, in computer science, dictated fairly standard modal operators. In philosophy, there has been less uniformity. Following van Benthem [42] , we employ two very natural pairs of modal operators, precedence and inclusion for talking about interval temporal structures.
Evaluating formulas. An issue that arises when evaluating propositions in computer science is whether or not locality is assumed; a logic is local if a propositonal atom is true over an interval iff it is true over its starting point. In philosophy, an assumption sometimes made is that of homogeneity. A logic is homogeneous when, roughly speaking, a proposition is true over an interval iff it is true over all its subintervals. By taking intervals as primitives, we do not assume either homogeneity or locality.
Minimal interval structures as products of modal logics
Given the generality of our logic, we can view our approach from the vista of the modal logic of products. Introduced in the 1970s [38, 39] , products of modal logics have been used for a variety of applications in mathematical logic, computer science and artificial intelligence as a multi-dimensional formalism (see, e.g. [7, 13, 15, 36, 46] ). They have been studied extensively over the last decade, and many results have been obtained for them. For a comprehensive exposition and further references see [16] . Of particular interest to us, is a result in [17] , which establishes that the products of K4 and S4 are undecidable. The problem arises from the two interaction axioms: Commutativity and Church-Rosser. The moral seems to be that if we want to study product logics which have good computational complexity, we need to weaken the interaction between the relations. Consequently, a general research problem can be formulated as follows: is it possible to reduce the computational complexity of product logics by relaxing the interaction between their components and yet keeping some of the useful and attractive features of the product construction? [18] . In our logic, we have in effect, a K4 modality (<) and an S4 modality (v). However, the interaction between the modalities is weaker than that required between products. And this allows us to show that the logic of minimal interval structures is decidable. Intervals, therefore, provide a natural candidate for studying weaker versions of product logics.
The main contributions of the study
In this article, we establish the following results concerning our two classes of interval temporal structures:
1. Soundness and Completeness of an axiomatic system for both the class of minimal interval structures and the class of van Benthem minimal interval structures, 2. By the use of the bulldozing technique and a step-by-step construction we show that the class of minimal interval structures is the same as the class of van Benthem minimal interval structures, 3. We introduce the notion of a saturated set and again appeal to the bulldozing and step-by-step construction in order to prove the decidability of the logic of both classes, 4. We present a tableau algorithm in order to establish the PSPACE-completeness of the satisfiability problem for the logic of both classes. The proof builds on and extends the tableau method presented in [25] . It does so by permitting disparate relations to interact, as engendered by the monotonicity condition in our logic. The complications that arise from this additional condition lead to a significant increase in the polynomial bound. In [25] , the complexity of the satisfiability problem for the description logic ALCNI R þ (with transitive and converse relations) is shown to be Oðm 10 Þ; the complexity of our logic is shown to be Oðm 16 Þ. The detailed analysis of this complexity bound constitutes the main technical contribution of our article.
The decidability and relatively good computational complexity of our logic can be attributed to two main differences between our approach and that of Halpern and Shoham:
1. Our notion of what is an interval is weaker than theirs. 2. Our choice of modalities is expressively weaker than theirs.
Halpem and Shoham's notion of an interval is very different from ours. They build intervals over a (convex) set of points; they further restrict themselves to considering only linear intervals, which means that for any two points t 1 and t 2 such that t 1 t 2 , the set of points ft : t 1 t t 2 g is totally ordered; and they insist that the set of intervals is closed under certain operations, e.g., if hx; yi is an interval, then hx; xi is also an interval. By taking intervals as primitives, we are not required to make any of the above suppositions. Thus, the classes of temporal structures that they investigate are less general than the ones we consider. And because our notion of an interval is weaker than theirs, our modalities are also weaker in their expressivity. In Section 7 we highlight the expressive limitations of our logic.
While it could be argued that minimal interval structures are too weak to be considered as 'real' interval temporal structures, nonetheless, any 'real' interval temporal structure would satisfy the minimal constraints that we impose. As such we believe that it is worthwhile and instructive to begin our investigation of interval temporal structures by considering this general class. The question of what, if any, further assumptions are needed to obtain 'real' interval temporal structures we leave for future work.
Structure of the article. In the next section, we begin by introducing the class of minimal interval structures and also the class of pre-interval structures, which will play an important technical role throughout the article. We then define the interval temporal language we will use to talk about interval structures. In Section 3, we show that the logic of minimal interval structures is (strongly) sound and complete. The completeness proof is obtained by developing a general bulldozing technique that handles the interaction of the precedence and inclusion relations, and establishes that every pre-interval structure is the bounded morphic image of a minimal interval structure. The same technique can also be used to show that every van Benthem pre-interval structure is a bounded morphic image of a van Benthem minimal interval structure. In Section 4, we show that the logic of minimal interval structures is decidable. This is obtained by proving a general truth lemma that establishes, for any formula , if is satisfiable in a model based on a minimal interval structure, then is satisfiable in a finite model based on a pre-interval structure. In Section 5, we establish the decidability of the logic of van Benthem minimal interval structures by showing that the logic is the same as the logic of minimal interval structures. In Section 6, we present a tableau algorithm to show that the satisfiability problem for the logic of minimal interval structures is PSPACE-complete. We do so by extending the tableau method presented in [25] to handle the complications that arise from the interaction between the relations. In Section 6, we highlight some important expressive limitations of our logic. In Section 7, we conclude the article.
The modal logic of intervals
In this section we introduce the class of minimal interval structures and our interval temporal language for talking about them. DEFINITION 2.1 A frame F ¼ hW; <; >; v; wi is a minimal interval structure if it satisfies the following conditions: for <(and its converse, >) Irreflexivity and Transitivity; for v (and its converse, w) Reflexivity, Transitivity and Antisymmetry, plus the following interaction axioms: Right Monotonicity and Left Monotonicity.
As van Benthem observed [42] , interval temporal structures can be built up by taking any subset of the power set of a (point-based) strict partial ordering ðS; 0Þ, by giving suitable definitions of precedence and inclusion based on 0.
If we take intervals as derived objects from an underlying set of points, then these conditions are preserved. In order to show this we will use concrete frames in which intervals are constructed from points to capture clearly the different notions of intervals and their relations over the respective structures. In what follows, let T ¼ ðS; 0Þ. Then concrete frames consist of: 
THEOREM 2.4
Every concrete frame is a van Benthem minimal interval structure, and hence a minimal interval structure.
PROOF. Straightforward. g
However, it is important to note that given the generality of our approach, there are minimal interval structures that are not concrete, in that there are intervals missing. Consider, for example, the structure F ¼ ðf0; 1; 2; 3g; <; >; v; wÞ, where 1 v 0, 3 v 0 (and their converse), but 2 6 v 0; also, 1 < 2 < 3 (and the converse) and 1 < 3 (and its converse, both by transitivity). Monotonicity is vacuously true and therefore F is a minimal interval structure, and indeed it is even a van Benthem minimal interval structure (vacuously); but F is obviously not concrete. We will make good use of non-concrete structures later in the article (cf. the proofs in Section 8).
We will now introduce a class of structures that will play a very important technical role throughout this article.
DEFINITION 2.5
We say F ¼ hW; <; >; v; wi is a pre-interval structure if it satisfies the following conditons: for < (and its converse, >) Transitivity; for v (and its converse, w) Reflexivity, Transitivity, plus the following interaction axioms: Right Monotonicity and Left Monotonicity.
A pre-interval structure that also satisfies conjectivity is called a van Benthem pre-interval structure.
For pre-interval structures we no longer insist that the precedence relation is irreflexive, nor that the inclusion relation is antisymmetric.
Whilst it is obvious that every minimal interval structure is a pre-interval structure; the importance of pre-interval structures, as we will show in the subsequent sections on completeness and decidability, lies in the fact that every pre-interval structure is a bounded morphic image of some minimal interval structure. Similarly, every van Benthem pre-interval structure is a bounded morphic image of a van Benthem minimal interval structure (see Lemma 3.4) . In addition, we will go on to establish that every finite preinterval structure is a bounded morphic image of a van Benthem pre-interval structure; and that every van Benthem pre-interval structure is a bounded morphic image of a van Benthem minimal interval structure. As a consequence, we will establish that the logic of van Benthem minimal interval structures is the same as the logic of minimal interval structures.
We now introduce an interval temporal language for talking about interval structures.
DEFINITION 2.6
The interval temporal language is defined using a countable set È of propositional variables denoted p; q; r; . . . , plus the nullary connective: >; the unary connectives: :; hF i; hPi; hUi; hDi, ½F; ½P; ½D; ½U, and the binary connectives:^; _. The well-formed formulas of the interval temporal language are given by the rule
where s 2 fhDi; hU i; hF i; hPig, h 2 f½D; ½U ; ½F ; ½Pg and p 2 È. We define ? ¼ :>, and take ! as abbreviation: ! ¼ : _ .
We now define the semantics of our interval temporal logic.
DEFINITION 2.7
A model M is a structure of the form M ¼ ðW; <; >; w; v; VÞ where w 2 W, >, <, v, w are binary relations on W such that < is the converse of >, and v is the converse of w, and V : È ! PðW Þ. Then the notion of truth defined on M is defined as follows: 
In this section we present an axiom system K INT , which we will show is sound and complete with respect to the class of pre-interval structures, and hence the class of minimal interval structures. 
Its derivation rules are modus ponens and necessitation for ½P; ½F ; ½D; ½U.
The above axioms are valid in a frame F if and only if F is a pre-interval structure. K INT is sound and complete with respect to the class of pre-interval structures.
PROOF. By appeal to Sahlqvist's Theorem [11] . g
A K INT -model is one in which the axioms of K INT are valid. A K INT -model is of the form ðF ; VÞ where F is a pre-interval structure, and V is a valuation of F . A formula is K INT -satisfiable if is satisfiable in the class of pre-interval structures.
In Section 1, we identified the class of minimal interval structures as the most general class of interval temporal structures. Hence, a pre-interval structure lacks certain desirable properties: namely, irreflexivity of the precedence relation, and antisymmetry for the inclusion relation. Unfortunately these properties are not definable in the interval temporal language; nonetheless, we can obtain the structure we want by employing a well-known technique in modal logic introduced by Segerberg [38] : bulldozing. The bulldozing technique utilises the concept of bounded morphism. The key property of bounded morphisms of models is that they preserve validity.
The notion of a bounded morphism is as follows:
from a structure ðW; <; >; w; vÞ, to another ðW 0 ; < 0 ; > 0 ; w 0 ; v 0 Þ, is a mapping f : W ! W 0 such that 1. f preserves the accessibility relation < (that is to say, u < v implies f ðuÞ < 0 f ðvÞ). And similarly for the other three relations. 2. whenever f ðuÞ < 0 v 0 , there is a v 2 W such that f ðvÞ ¼ v 0 and u < v. And similarly for the other three relations.
A bounded morphism of Kripke models ðW; <; >; w; v; VÞ and ðW 0 ; < 0 ; > 0 ; w 0 ; v 0 ; V 0 Þ is a bounded morphism of their underlying frames such that 3. w and f(w) satisfy the same propositional atoms.
If f is a surjective-bounded morphism from ðW; <; >; w; vÞ to ðW 0 ; < 0 ; > 0 ; w 0 ; v 0 Þ, we say that ðW 0 ; < 0 ; > 0 ; w 0 ; v 0 Þ is a bounded morphic image of ðW; <; >; w; vÞ.
We will now establish the following: that for every (van Benthem) pre-interval structure, there exists a (van Benthem) minimal interval structure, and a surjective bounded morphism from the latter onto the former. LEMMA 3.4 Let R denote the class of pre-interval structures, and I denote the class of minimal interval structures. Then the following holds:
1. I R, 2. For any F 2 R, there exists a J 2 I and a surjective bounded morphism: J ! F.
Futhermore, let Q denote the class of van Benthem pre-interval strutures, and K denote the class of van Benthem minimal interval structures. Then the following holds:
3. K Q, 4. For any F 2 Q, there exists a K 2 K and a surjective bounded morphism: K ! F.
PROOF. It is obvious that 1 holds. For proof of 2: let F S ¼ ðS; < S ; > S ; v S ; w S Þ be a pre-interval structure. We will now bulldoze F S in order to obtain a minimal interval structure.
We know that F S may contain < S -clusters and v S -clusters, which we will bulldoze away. We define v S -clusters and < S -clusters. Let % v and % < be defined as follows:
x % v y iff ðx v S y^y v S xÞ, and
Then % v is an equivalence relation on S, and % < is an equivalence relation on the set fw 2 S : w < S wg (possibly empty). A v S -cluster is an equivalence class of % v , and a < S -cluster is an equivalence class of % < .
We will now impose a linear ordering on the v S -clusters. Let the set of v S -clusters be fC i v : i 2 I g for some suitable I. Define a reflexive linear ordering
v has a maximal element with respect to " i . Let Q ¼ ðU; < 0 ; > 0 ; v 0 ; w 0 Þ, where U ¼ fðn; mÞ : n < m and n; m 2 Qg, and < 0 ¼ fððn; mÞ; ðk; l ÞÞ : n < m k < l g, v 0 ¼ fððn; mÞ; ðk; l ÞÞ : k n < m l g. > 0 and w 0 are defined as the converse of < 0 and v 0 respectively. By Theorem 2.4, Q is a van Benthem minimal interval structure, and therefore also a minimal interval structure. In addition, let @ 0 ¼ v 0^6 ¼. Now we will construct the product of F S and Q. Let
Ã relation is defined as:
and > Ã is defined as the converse of < Ã . The v Ã relation is defined as:
and w Ã is defined as the converse. Thus, we conclude that the product structure Q Â F S is a minimal interval structure. g
Claim 2.
If F S is a van Benthem pre-interval structure then the product structure F S Â Q is a van Benthem minimal interval structure.
PROOF. That F S Â Q is a minimal interval structure follows from Claim 1 above. It remains to show that F S Â Q satisfies conjectivity. Let ðx; x 0 Þ; ð y; y 0 Þ 2 S Â U be arbitrary, and suppose there is some ða; a 0 Þ such that ðx; x 0 Þ w Ã ða; a 0 Þ v Ã ð y; y 0 Þ. Since both F S and Q satisfy conjectivity, we can pick ðz; z 0 Þ satisfying:
1. z is maximal with respect v S for x and y (cf. Section 1.2), 2. z 0 is maximal with respect to v 0 for x 0 and y 0 (cf. Section 1.2).
Furthermore, if w % v z, then w is also maximal with respect to v S for x and y. So we can further suppose that: 
Decidability
In this section, we will show that the logic of minimal interval structures is decidable.
To this end, we will prove a general truth lemma stating that, for any formula , if is satisfiable in a model based on a minimal interval structure, then is satisfiable in a finite model based on a pre-interval structure. The notions introduced in this section will be used the PSPACE-completeness proof in Section 6. Furthermore, it is worth noting that the decidability proof we give here immediately establishes an EXPTIME upper bound for satisfiability problem for the logic of minimal interval structures. Let be a formula. By pushing the negations down to the atomic level, so that negations only occur in front of atomic propositions, every formula can be rewritten equally in negation normal form. We will assume from now on that is in negation normal form. The benefit of considering in negation normal form is that it will enable us in Section 6 to construct a PSPACE algorithm establishing a complexity upper bound to the satisfiability problem. DEFINITION 4.1 Let n denote jj (the number of symbols in ). Take È to be the smallest set of well-formed formulae (wff ) containing ? and the subformulae of and such that 1. if ½F 2 È , then both ½D 2 È and ½U½F 2 È , 2. if ½P 2 È , then both ½D 2 È and ½U½P 2 È .
È is finite and 2 È . It can be checked that the size of È is less than or equal to an for some fixed a, since È f ; ½D ; ½U½F ; ½U½P ; ½F ½F ; ½P½P : g [ f?g 10n.
DEFINITION 4.2
We call S È a nice set if it satisfies the following properties:
1. ? 6 2 S, and if p 2 S, then :p 6 2 S, 2. if ^ 2 S, then 2 S and 2 S,
Note that we do not insist on a maximality condition such as 2 S () : 6 2 S. So, for e.g., by the above definition, f pg is a nice set. We want to show that S 0 R y < S 2 . Assume that ½F 2 S 0 (for ½F 2 È ), then ½U½F 2 S 0 (by Definition 4.2(6)). Now, since S 0 R y v S 1 , we have that ½U½F 2 S 1 . By the reflexive closure of S 1 (property 4 of nice sets), we obtain ½F 2 S 1 . Since, S 1 R y < S 2 , we have that ½F 2 S 2 , 2 S 2 and ½D 2 S 2 . Now suppose ½P 2 S 2 (for ½P 2 È ). By S 1 R y < S 2 we have ½P 2 S 1 , ½D 2 S 1 and 2 S 1 . Since S 0 R y v S 1 , we obtain ½D 2 S 0 . And by the reflexive closure of S 0 (property 5 of nice sets), we have 2 S 0 . So, it remains to show that ½P 2 S 0 . Now, since ½P 2 S 2 , we have two possible cases to consider. First, suppose 6 ¼ ½P (for any ), then ½P½P 2 È and ½P½P 2 S 2 (by Definition 4.2(9)). Since S 1 R y < S 2 , we have ½P½P 2 S 1 , ½P 2 S 1 and ½D½P 2 S 1 . Given that S 0 R y v S 1 , we obtain ½D½P 2 S 0 and, by the reflexive closure of S 0 , we have ½P 2 S 0 , as it was required. For the second case, suppose ¼ ½P, then ½P½P 2 S 2 . Since S 1 R y < S 2 , we have ½P½P 2 S 1 , ½P 2 S 1 and ½D½P 2 S 1 . Given that S 0 R y v S 1 , we obtain ½D½P 2 S 0 and by the reflexive closure of S 0 we have ½P 2 S 0 . Since ½P½P 2 È , we have ½P½P 2 S 0 (by Definition 4.2(9)), and therefore ½P 2 S 0 , as was required. We conclude that S 0 R y < S 2 .
In a similar way, we can verify that left monotonicity is also satisfied. g DEFINITION 4.5 Given a non-empty set N of nice sets, we say N is -saturated if it satisfies the following conditions: .3, and whose valuation is defined as follows: let ATOM be the set of propositional variables occurring in È and define V : ATOM ! PðNÞ by Vð pÞ ¼ fS 2 N : p 2 Sg. It remains to prove the implication. This is done by induction on the structural complexity of . The atomic case holds by definition of V. Now since we assume every formula in È is in negated normal form, let us prove the implication for negated atoms. Suppose :p 2 S. We want to show that M; S 6 p. Since :p 2 S, we have that p 6 2 S. By the definition of V, this gives us M; S 6 p: The^and _ cases are straightforward. Now, suppose ½D 2 S. We want to show that M; S ½D. Suppose SR PROOF. In order to check whether an input formula is K INT -satisfiable in a minimal interval structure, it suffices to enumerate all pre-interval structures of at most size 2 an . If we find a pre-interval structure in which is satisfied we output '' satisfiable''; if not, then we output '' unsatisfiable''. The former condition is correct by the bulldozing in Lemma 3.4; and the latter is correct by Lemma 4.8. g
Completeness and decidability for van Benthem minimal interval structures
The class of van Benthem pre-interval structures is obviously a subclass of the class of pre-interval structures. We will now show that for any finite pre-interval structure B, we can construct a van Benthem pre-interval structure C and a mapping f from C onto B such that f is a bounded morphism. Furthermore, by Lemma 3.4, we can obtain a van Benthem minimal interval structure from any van Benthem pre-interval structure. Consequently, we establish that the logic of van Benthem minimal interval structures is decidable and is the same as the logic of minimal interval structures.
If is satisfiable in a finite pre-interval structure, then there is a van Benthem pre-interval structure in which is satisfiable.
PROOF. Suppose is satisfiable in a finite pre-interval structure B ¼ ðW; R < ; R > ; R v ; R w Þ. We will construct a van Benthem pre-interval structure C from B and a mapping f from C onto B such that f is a bounded morphism. Our construction of C is similar in fashion to the step-by-step construction given in Venema [45] . A B-network is of the form N ¼ ðN; <; >; v; w; f Þ such that ðN; <; >; v; wÞ is a frame, and f is a mapping from N onto B. N is coherent if it satisfies 1. f is a surjective homomorphism. 2. for all x; y 2 N, we have (1) x < y () f ðxÞR < f ð yÞ and (2) x < y () y > x. 3. ðN; <; >; v; wÞ is a van Benthem pre-interval structure.
In addition, we say that N is saturated if 1. f satisfies the back condition of a bounded morphism with respect to v and w.
(Note that by the coherency conditions 1 & 2, f automatically satisfies the back condition with respect to < and >).
A perfect B-network is a network that is both coherent and saturated.
LEMMA 5.2
There exists a perfect B-network.
PROOF. Let N 0 ¼ ðW; <; >; ¼; ¼; f 0 Þ be the initial B-network, where for any x; y 2 W, we have x < y () f 0 ðxÞR < f 0 ð yÞ and x < y () y > x; the inclusion relation is simply the equality relation between the elements of W; and f 0 is the identity function on W. Clearly N 0 is a coherent B-network. However, it may not be saturated. Crucially though, any witness to the imperfection of the B-network can be repaired. Such witnesses are called defects and correspond to the particular violation of the saturation condition. To be more precise about what it means to repair a defect we need the notion of one network extending another. Let N i ¼ ðW i ; < i ; > i ; v i ; w i ; f i Þ and N j ¼ ðW j ; < j ; > j ; v j ; w j ; f j Þ be two B-networks. We say that N j extends N i , notation: N j l N i , if W i is a subset of W j ; the relation < i is the restriction of < j to W i Â W i (and similarly for the other relations); and f i is the restriction of f j to W i .
Claim. For any defect of a coherent B-network N l there is an N lþ1 l N l lacking this defect.
PROOF OF CLAIM. Let N l ¼ ðW l ; < l ; > l ; v l ; w l ; f l Þ be a coherent network and assume N l has a defect with respect to v (the other case is analogous). Thus, we have some w 2 W l such that f l ðwÞR v v 0 , but there is no v 2 W l such that w v l v and f l ðvÞ ¼ v 0 . Take a new element v (where v 6 2 W l ), and define N lþ1 lN l as follows:
It is easy to see that f lþ1 is surjective. We have to check that N lþ1 is a coherent network. For the first coherency condition: f lþ1 is a homomorphism with respect to the < lþ1 and > lþ1 relations by definition; in the case of v lþ1 , we want to show that if x v lþ1 v, then f lþ1 ðxÞR v f lþ1 ðvÞ. Now if x ¼ v, then by the definition of f lþ1 and the reflexivity of R v we have f lþ1 ðvÞR v f lþ1 ðvÞ. Otherwise, we have x v l w. By the coherency of N l , we know that f lþ1 ðxÞR v f lþ1 ðwÞ, and furthermore we have f lþ1 ðwÞR v f lþ1 ðvÞ. By transitivity of R v , we have f lþ1 ðxÞR v f lþ1 ðvÞ, as we had to show. The second coherency condition holds by definition. It remains to check that N lþ1 is a van Benthem pre-interval structure. That N lþ1 satisfies all the conditions of a pre-interval structure can be easily verified. Let us show that N lþ1 satisfies conjectivity. Suppose x; y 2 N lþ1 such that there is some z 2 N lþ1 with x w lþ1 z v lþ1 y. If x v lþ1 y, then x is a maximal subinterval, and similarly, if y v lþ1 x. So, suppose x 6 v lþ1 y 6 v lþ1 x, notation x?y. We want to show that there is some maximal t 2 N lþ1 for x and y. We have a number of cases to consider. (1) If x; y 2 N l , then we know inductively that there is a maximal t 2 N l such that t v l x and t v l y. This is still true in N lþ1 since x; y 2 N l , and by the definition of N lþ1 v 6 v lþ1 x and v 6 v lþ1 y. (2) So, suppose we have that x ¼ v (the case where y ¼ v is identical). Then we have y w lþ1 t v lþ1 v. We want to show that t is still maximal with respect to v and y. By definition of the v lþ1 relation we have t v lþ1 w. Let u 2 N lþ1 with y w lþ1 u v lþ1 v. We know that u 6 ¼ v (since v?y). So, we get u v lþ1 w, by definition of the v lþ1 on v, and u v lþ1 y. Now since u 6 ¼ v, u 2 N l and therefore by induction, we have that u v lþ1 t, as we had to show. We therefore conclude that N lþ1 satisfies conjectivity and the claim is established. Now we are ready to finish the proof of Lemma 5.2. Let N ! ¼ S l<! N l , where unions of networks are defined in the obvious way. We need to prove that N ! is a van Benthem pre-interval structure. Again, it can be easily verified that N ! is a pre-interval structure. We will prove conjectivity. Let x; y; z 2 N ! with x w ! z v ! y. Again we suppose that x?y. Take l < ! with x; y; z 2 N l . N l satisfies conjectivity. So, there is some w 2 N l with x w l w v l y and w is maximal. We claim that this holds true for all N l 0 with l 0 ! l. The proof of the claim is by induction on l 0 . The base case, where l 0 ¼ l, holds immediately. Now suppose, the claim holds for N l 0 , we want to show that it holds for N l 0 þ1 . In N l 0 þ1 we still have x w l 0 þ1 w v l 0 þ1 y. Suppose there is some t 2 N l 0 þ1 with x w l 0 þ1 t v l 0 þ1 y. We require that t v l 0 þ1 w. Now there is a new element v 2 N l 0 þ1 nN l 0 . If t 6 ¼ v, then by the inductive hypothesis, we have that t v l 0 þ1 w, and the claim stands. So, suppose t ¼ v, then x w l 0 þ1 v v l 0 þ1 y. Now v must have been introduced to either solve a w l 0 or a v l 0 defect. In the former case, there is some s 2 N l 0 such that, for all s 0 2 N l 0 þ1 , we have s
Thus, by definition of w l 0 þ1 , we have x w l 0 þ1 s v l 0 þ1 y and so inductively w w l 0 þ1 s. And therefore we have v v l 0 þ1 w. Thus, w is still maximal with respect to x?y in N l 0 þ1 . In the latter case, it follows immediately that w is still maximal with respect to x?y in N l 0 þ1 , since the way the v l 0 -defect is repaired (see above) ensures that v 6 v l 0 þ1 x and v 6 v l 0 þ1 y. So, by induction, we conclude that w is maximal with respect to x?y in N ! . Clearly, N ! is a perfect network. g
We will now conclude the proof of Proposition 5.1. It is clear that B is a bounded morphic image of N ! . Let V be a valuation on B, we define a valuation V þ on N ! as follows: for propositional variable p, V þ ð pÞ ¼ f Now, by appealing to Lemma 3.4, we have that, if is satisfiable in a van Benthem pre-interval structure, then is satisfiable in a van Benthem minimal interval structure. Tying everything together, we get that the logic of minimal interval structures is the same as the logic of van Benthem minimal interval structures. 
Complexity
In this section, we will address complexity issues for the satisfiability problem for K INT . We will show that the problem is PSPACE-complete. In [28] , Ladner showed that every modal logic between K and S4 is PSPACE-hard. Subsequently, Spaan [41] constructed polynomial space bounded algorithms to show that the temporal logics K4 t and S4 t are PSPACE-complete.
We are interested in the complexity class of the following set.
A straightforward reduction of the satisfiability for S4 establishes the PSPACE-hardness of SATðK INT Þ.
THEOREM 6.2
The satisfiability problem for K INT is PSPACE-hard.
PROOF. Observe that any structure F ¼ ðW; <; >; v; wÞ with v¼w À1 transitive and reflexive, and <¼>¼ 6 0, is a pre-interval structure. It follows that K INT is a conservative extension of S4. Hence it is PSPACE-hard. g
It remains to prove a PSPACE upper bound. Due to the following relationship it is sufficient to present a non-deterministic PSPACE algorithm in order to prove that a problem is in deterministic PSPACE. We could adapt the strategy employed by Spaan [41] , which is itself an extension of Ladner's approach [28] , in order to establish a polynomial space bound for K INT . Instead, we will follow a different approach (exploiting similar ideas), presented in [25] , which gives a tableau algorithm establishing a polynomial space bound for the description logic ALCN I R þ , a description logic with transitive and inverse roles.
We will now try to explain the intuition behind this approach. A tableau algorithm checks for the satisfiability of a formula by trying to construct a model of . The model is represented by a tree in which each node x is labelled with a set of formulas L(x), and each edge is labelled with a relation.
The algorithm starts with a single node labelled by fg, and proceeds by repeatedly applying a set of expansion rules that recursively decompose the formulas in the node labels; new edges and nodes are added as required in order to satisfy s formulas. The construction terminates either when none of the rules can be applied in a way that extends the tree, or when the discovery of obvious contradictions demonstrates that has no model. However, termination is not guaranteed for logics that include transitive relations, as the expansion rules can introduce new formulas that have the same size as the decomposed formula. In particular, ½ formulas, where is a transitive relation, are dealt with by propagating the whole formula across -labelled edges.
This problem is dealt with by blocking: halting the expansion process when a cycle is detected [6] . For logics without inverse relations, the general procedure is to check the label of each new node y, and if it is a subset of the label of an existing node x, then no further expansion of y is performed: x is said to block y.
Blocking is, however, more problematic when inverse relations are added to the logic. Because relations are now bi-directional, it is no longer possible to establish a block on a once and for all basis when a new node is added to the tree. This is because further expansion in other parts of the tree could lead to the labels of the blocking and/or blocked nodes being extended and the block being invalidated. The problem posed by inverse relations is resolved by introducing the concept of dynamic blocking.
Dynamic blocking allows blocks to be dynamically established and broken as the expansion progresses, whilst continuing to expand ½ formulas in the labels of the blocked nodes. Furthermore, in addition to the label L, each node now has a second label B, where the latter is always a subset of the former. The label L contains complete information, whereas B only contains information relevant to blocking. Examples of how dynamic blocking works can be found in [25] . Alongside the blocking technique, they also use the notion of the maximal length of a formula to show that every time an alternation in the relation occurs, the maximal length of the formula decreases. Bringing both together, they are able to show that blocking occurs if the maximum length of a branch in the completion tree, without any alternating relations, exceeds a polynomial bound. Otherwise, when the relation alternates, the length of the formula decreases, which can only happen a linear number of times in the size of the original formula. Thus, a polynomial space bound for the description logic ALCN I R þ is established.
Our reason for choosing the tableau method is that the procedure is potentially very efficient and susceptible to practical testing. Because the tableau algorithm does not use maximal consistent sets, it has real implementation benefits in terms of practical testing. Also the notion of dynamic blocking, which allows nodes to be blocked and then unblocked, as the information stored changes, provides a sophisticated guiding technique in the search for a solution.
However, as it stands, the tableau algorithm for ALCN I R þ is inadequate for our purposes. This is due to the presence of interacting relations in our logic. Whereas, with the ALCN I R þ -algorithm, any alternation in the relation led to a decrease in the length of the formula; because of the monotonicity condition, this is no longer a guarantee for our logic. In fact, due to the monotonicity condition, expansion of the label set will lead to an increase in the length of the formula.
We resolve this problem by extending the algorithm. This will involve the following: first, we will store more information in the label set L than simply propositional consequences, in order to ensure that the relations satisfy the necessary properties, such as monotonicity. Secondly, the notion of the maximal length of a formula is of no use to us; since we store more information into the L set, the expansion rules may actually increase the length of a formula. So instead, we use the notion of the maximal rank of a formula. Intuitively, the rank of a formula, unlike its length, is unaffected by certain expansion rules. This allows us to show that certain patterns of alternating relations do indeed lead to a decrease in the rank of a formula; however, because of the monotonicity relation, even the rank of a formula need not always decrease when we have a change in the relation. Fortunately, a closer examination allows us to establish that, even in such cases, a polynomial bound on the length of a path in the completion tree can be established. Though the presence of interacting relations does, predictably, lead to a substantial increase in the polynomial bound for the K INT algorithm, in comparison to the ALCN I R þ algorithm.
Having reassured ourselves that the reader now has some intuition concerning our intentions, we will with undue haste, proceed to the details.
The K INT algorithm
Like other tableaux algorithms, the K INT algorithm tries to prove the satisfiability of a formula by constructing a model of . The model is represented by a label tree. This is a tree T ¼ ðT; L; B; E; LÞ in which each node x 2 T is labelled with two sets L(x) and B(x), where both sets are subsets of È , and E T Â T such that (T, E) is a directed rooted tree. Furthermore, each pair (x, y) such that ðx; yÞ 2 E or ð y; xÞ 2 E is labelled Lððx; yÞÞ ¼ for 2 fF; P; U; Dg, and InvðLððx; yÞÞÞ ¼ Lðð y; xÞÞ where InvðFÞ ¼ P and InvðUÞ ¼ D and the converse. Edges are added when expanding s formulas; they correspond to relationships between pairs of individuals and are always directed from the root node to the leaf nodes. The algorithm expands the tree by extending L(x) (and possibly B(x)) for some node x or by adding new leaf nodes.
If nodes x and y are connected by an edge E(x, y), then y is called a successor of x and x is called a predecessor of y. If Lððx; yÞÞ ¼ , then y is called an -successor of x and x is called an InvðÞ-predecessor of y. Ancestor is the transitive closure of predecessor and descendant is the transitive closure of successor. A node y is called an -neighbour of a node x if either y is an -successor of x or y is an -predecessor of x.
A node y is blocked if there exists x 2 fz : z ¼ y _ z is an ancestor of yg such that
Bð yÞ LðxÞ and Lð yÞ=InvðÞ ¼ LðxÞ=InvðÞ
where if z is a predecessor of y then Lððz; yÞÞ ¼ . The set Lð yÞ=InvðÞ is defined by
Lð yÞ=InvðÞ ¼ f½InvðÞ : ½InvðÞ 2 Lð yÞg:
A label tree constructed by the algorithm starting with at its root is called a completion tree. A completion tree T is said to contain a clash if, for a node x in T, it holds that ? 2 LðxÞ or f ; : g LðxÞ. The completion tree is complete when for some node x, L(x) contains a clash or when none of the rules are applicable. Given that the algorithm is non-deterministic, we say that the algorithm accepts if and only if there exists a complete, clash-free, completion tree for .
The algorithm initialises a tree T to contain a single node x 0 , the root node, with Lðx 0 Þ ¼ Bðx 0 Þ ¼ fg, where , in negation normal form, is the formula to be tested for satisfiability. T is then expanded by repeatedly applying the rules from Table 1 .
For the sake of brevity, we shall use oe to range over the set f½F ; ½P; ½D; ½Ug, and henceforth refer to the following rules collectively as local oe-rules:
Notice that the application of the local oe-rules, the _-and^-rules only affect the label set L. Similarly, the oe þ -rules only store information into the B set, when these rules are applied ''downwards''. When the expansion rules are applied, the label set L (and the B set) are updated accordingly -this is the procedural semantics of '!' in the rules in Table 1 .
Soundness and completeness
The soundness and completeness of the algorithm will be demonstrated by proving that, for a formula , it always terminates and that it accepts if and only if is K INT -satisfiable. LEMMA 6.4 Let T be a completion tree obtained by applying the expansion rules to a formula , then, for every node x in T, BðxÞ LðxÞ.
PROOF. By simple induction on the number of rule applications. g LEMMA 6.5 For any formula , the tableau algorithm terminates.
PROOF. Let m ¼ jÈ j. We know m is linear in the length of . Termination is a consequence of the following properties of the expansion rules:
1. The expansion rules never remove nodes from the tree or formulas from node labels. 2. Successors are only generated for formulas of the form s (for s 2 fhF i; hPi;hUi;hDig), and for any node each of these formulas triggers the generation of at most Since È contains at most ms formulas, the out-degree of the tree is bounded by m. 3. Nodes are labelled with nonempty subsets of È . If a path is of length at least 2 mþ1 , then there are two nodes x and y on , with L(x) ¼ L(y) and B(x) ¼ B(y), and blocking occurs. Since a path on which nodes are blocked cannot become longer, paths are of length at most 2 mþ1 .
g The following lemma implies soundness of the tableau algorithm. LEMMA 6.6 If the expansion rules can be applied to a formula such that they yield a complete and clash-free completion tree, then has a K INT -model. PROOF. Let T be the complete and clash-free completion tree constructed by the tableau algorithm for . Define:
S ¼ fx j x is a node of T, and x is not blockedg;
where L is the labelling in T:
We have to show that each L(x) is a nice set (cf. Definition 4.2) and that N is a -saturated set (cf. show that N is a -saturated set. First, we show that 2 LðxÞ for some x 2 S. We have that 2 Lðx 0 Þ for the root x 0 of T and, as x 0 has no predecessors, it cannot be blocked. Hence 2 LðxÞ for some x 2 S. Now we want to show that for any x 2 S with s 2 LðxÞ, we have some y 2 S with (1) 2 Lð yÞ and (2) LðxÞR y Lð yÞ (for 2 f<; >; v; wg corresponding to s). First, suppose hF i 2 LðxÞ. The case where hPi 2 LðxÞ is analogous. Then, seeing that x is not blocked, the hF i þ -rule ensures that some neighbour y of x satisfies 2 Bð yÞ. There are then two cases to consider, either:
(a) a <-predecessor y with 2 Bð yÞ Lð yÞ (by Lemma 6.4). Because y is a <-predecessor of x it cannot be blocked, so y 2 S. Now suppose ½F 2 LðxÞ. Then the ½F þ -rule will ensure that f½F ; ; ½Dg Lð yÞ. Now suppose ½P 2 Lð yÞ. Since y is a <-predecessor of x, we have that x is an >-successor of y, and by the ½P þ -rule, we have f½P; ; ½Dg LðxÞ. Therefore LðxÞR Otherwise, y is blocked by some z which is an ancestor of y with Bð yÞ LðzÞ and 2 LðzÞ. Now, we have that either z is equal to x or z is also an ancestor of x. Moreover, z is not blocked and z is in S. So suppose ½F 2 LðxÞ. As y is a <-successor of x, the ½F þ -rule ensures that f½F ; ; ½Dg Bð yÞ, and therefore f½F ; ; ½Dg LðzÞ. Now suppose ½P 2 LðzÞ. By the definition of blocking, we have LðzÞnInvð<Þ ¼ Lð yÞnInvð<Þ, and therefore ½P 2 Lð yÞ. As y is a <-successor of x, x is a >-predecessor of y, and the ½P þ -rule ensures that f½P; ; ½Dg LðxÞ. Thus LðxÞR y < LðzÞ. Now, suppose hDi 2 LðxÞ. The case where hUi 2 LðxÞ is analogous. Then, seeing that x is not blocked, the hDi þ -rule ensures that some neighbour y of x satisfies 2 Bð yÞ. There are then two cases to consider, either:
(c) a w-predecessor y with 2 Bð yÞ Lð yÞ (by Lemma 6.4). Because y is a w-predecessor of x it cannot be blocked, so y 2 S. Now suppose ½D 2 LðxÞ. Then the ½D þ -rule will ensure that ½D 2 Lð yÞ. Now suppose ½U 2 Lð yÞ. Since y is a w-predecessor of x, we have that x is an v-successor of y, and by the ½U þ -rule, we have ½U 2 LðxÞ. Therefore LðxÞR Otherwise, y is blocked by some z which is an ancestor of y with Bð yÞ LðzÞ and 2 LðzÞ. Now, we have that either z is equal to x or z is also an ancestor of x. Moreover, z is not blocked and z is in S. So suppose ½D 2 LðxÞ. As y is a w-successor of x, we have by the ½D þ -rule that ½D 2 Bð yÞ, and therefore ½D 2 LðzÞ. Now suppose ½U 2 LðzÞ. By the definition of blocking, we have LðzÞnInvðwÞ ¼ Lð yÞnInvðwÞ, and therefore ½U 2 Lð yÞ. As y is a w-successor of x, x is a v-predecessor of y, and the ½U þ -rule ensures that ½U 2 LðxÞ. Thus LðxÞR Using T, we trigger the application of the expansion rules such that they yield a completion tree T that is both complete and clashfree. We start with T consisting of a single node x 0 , the root, with Bðx 0 Þ ¼ Lðx 0 Þ ¼ fg.
T is a model, hence there is some s 0 2 S with T; s 0 . When applying the expansion rules to T, the application of the non-deterministic _-rule is driven by the labelling in the model T.
To this purpose, we define a mapping f which maps the nodes of T to elements of S, and we steer the application of the _-rule such that LðxÞ Vð f ðxÞÞ holds for all nodes x of the completion tree.
More precisely, we define f inductively as follows:
is already defined, and a successor y of x i was generated for s 2 Lðx i Þ, then f ð yÞ ¼ t for some t 2 S with 2 VðtÞ and ðs i ; tÞ 2 R y (for 2 f<; >; v; wg corresponding to s).
To make sure that we have Lðx i Þ Vð f ðx i ÞÞ, we use the modified _ 0 -rule given below instead of the _-rule. The expansion rules given in Table 1 with the _-rule replaced by the _ 0 -rule are called the modified expansion rules in the following. Whereas the original _-rule presented a choice between disjuncts, the _ 0 -rule picks a particular disjunct, and is therefore consistent with the original _-rule, since for a tree T generated using the modified expansion rules, the original expansion rules can be applied in such a way that they also yield T. Hence Lemma 6.5 and Lemma 6.6 still apply, and thus using the _ 0 -rule instead of the _-rule preserves termination and soundness. We will now show by induction that, if LðxÞ Vð f ðxÞÞ holds for all nodes x in T, then the application of an expansion rule preserves this subset-relation. To start with, we clearly have fg ¼ Lðx 0 Þ Lðs 0 Þ.
If the^-rule can be applied to x in T with ¼ ^ 2 LðxÞ, then ; are added to L(x). Since T is a model, f ; g Vð f ðxÞÞ, and hence the^-rule preserves LðxÞ Vð f ðxÞÞ.
If the _ 0 -rule can be applied to x in T with ¼ _ 2 LðxÞ, then there exists 2 f ; g such that is in Vð f ðxÞÞ, and is added to L(x) by the _ 0 -rule. Hence the _ 0 -rule preserves LðxÞ Vð f ðxÞÞ.
If If the Mon ½U -rule can be applied to x in T with (say) ½F 2 LðxÞ, then ½U½F 2 Vð f ðxÞÞ since T is a model and ½U½F is added to L(x) by the Mon ½U -rule. Similarly for ½P . Hence the Mon ½U -rule preserves LðxÞ Vð f ðxÞÞ.
If the Trans ½F -rule can be applied to x in T with ½F 2 LðxÞ, then ½F ½F 2 Vð f ðxÞÞ since T is a model, and ½F ½F is added to L(x) by the Trans ½F -rule. Similarly for the Trans ½P -rule. Hence both the Trans ½F -rule and the Trans ½P -rule preserve LðxÞ Vð f ðxÞÞ.
If the ½F þ -rule can be applied to x in T with ½F 2 LðxÞ and with y a <-neighbour of x, then ð f ðxÞ; f ð yÞÞ 2 R y < , and thus f½F ; ; ½D g Lð f ð yÞÞ. The ½F þ -rule adds f½F ; ; ½D g to L(y) and thus preserves Lð yÞ Lð f ð yÞÞ. The case where the ½P þ -rule is applicable is similar.
If the ½D þ -rule can be applied to x in T with ½D 2 LðxÞ and with y a w-neighbour of x, then ð f ðxÞ; f ð yÞÞ 2 R y w , and thus ½D 2 Lð f ð yÞÞ. The ½D þ -rule adds ½D to L(y) and thus preserves Lð yÞ Lð f ð yÞÞ. The case where the ½U þ -rule is applicable is similar.
If any of the s þ rules can be applied to x in T with s 2 LðxÞ, then s 2 Vð f ðxÞÞ and there is some t 2 S with ð f ðxÞ; tÞ 2 R y and 2 VðtÞ. The s þ -rules create a new -successor y of x, with Lððx; yÞÞ ¼ , for which f ð yÞ ¼ t for some t with 2 VðtÞ. Hence we have Lð yÞ ¼ f g Lð f ð yÞÞ.
Summing up, the tableau-construction triggered by T terminates with a complete tree, and since LðxÞ Vð f ðxÞÞ holds for all nodes x in T, T is clash-free. g
Complexity of the K INT algorithm
We will now turn our attention to the complexity of the tableaux algorithm in terms of memory consumption. Take a clash-free completion tree. We will from now only consider the nodes of this tree. In the subsequent lemmas, we establish a polynomial bound on the length of paths in the completion tree. It then only remains to show that such a tree can be constructed only using polynomial space.
We will start by mentioning some basic facts which follow immediately by inspection of the tableau rules.
For each node x of the completion tree, B(x) only contains two kinds of formulas: the formula which triggered the generation of the node x, denoted by C x , and formulas propagated down the completion tree by the h þ -rules. Also, by Lemma 6.4, BðxÞ LðxÞ holds for any node in the completion tree.
Let us fix some notation for future reference. Let x and y be successive nodes of the completion tree such that x precedes y. Let C x denote the formula that caused the generation of the node x. Define Að yÞ ¼ Hence, the set A(y) contains only formulas inserted by application of the h þ -rules. So, we have Bð yÞ Að yÞ [ fC y g. Furthermore, we define the rank of a formula (r()) inductively on the complexity of as follows: For a node x, we define rðxÞ ¼ maxfrð Þ : 2 LðxÞg.
DEFINITION 6.8
Let n ! 1 and x 0 ; x 1 , . . . ; x n 2 T be such that x iþ1 is a successor of x i for each i < n. Then we write ½x 0 ; x n Þ for the set fx 0 , . . . ; x nÀ1 g and refer to such sets as right-open intervals.
The above notation allows us to represent a succession of nodes as the disjoint union of right-open intervals, for example ½x 0 ; x 6 Þ ¼ ½x 0 ; x 2 Þ [ ½x 2 ; x 6 Þ. This will prove useful in examining the length of paths in the completion tree. LEMMA 6.9 Let x 0 and x 1 be successive nodes such that Lððx 0 ; x 1 ÞÞ ¼ for 2 fU; D; F; Pg. Then rðx 0 Þ ! rðx 1 Þ.
PROOF. Let be a maximal rank formula in L(x 1 ). It is easy to see that the application of the local oe-rules does not increase the rank of a formula. To get a flavour of this, suppose that was inserted into L(x 1 ) by a local oe-rule, say the Trans ½F -rule. Then ¼ ½F and 6 ¼ ½F . By the application of the Trans ½F -rule, we get ½F ½F 2 Lðx 1 Þ. By the definition of rank, we have that rð½F Þ ¼ rð Þ. By analogous reasoning we can show that the application of the remaining local oe-rules also does not increase the rank of a formula. So we can assume that was inserted into L(x 1 ) by an application of the s þ -rules or the h þ -rules. In the former case, we have s 2 Lðx 0 Þ and therefore rðx 0 Þ > rðx 1 Þ. In the latter case, we have two possibilities to consider: either (1) 2 fU; Dg, or (2) 2 fF; Pg. Suppose (1) holds. Then ¼ ½ and ½ 2 Lðx 0 Þ, and therefore rðx 0 Þ ! rðx 1 Þ. For (2), suppose ¼ F (the case where ¼ P is similar), we then have 2 f½F ; ; ½Dg and ½F 2 Lðx 0 Þ. We will show that rð½F Þ ! rð½DÞ and rð½F Þ ! rðÞ, and therefore rðx 0 Þ ! rðx 1 Þ. Suppose 6 ¼ ½F and PROOF. By Lemma 6.9 we have rðx 0 Þ ! rðx 1 Þ ! rðx 2 Þ. Let be a maximal rank formula in L(x 2 ). Since the application of the local oe-rules does not increase the rank of a formula, we can assume without loss of generality that was inserted into L(x 2 ) by an application of either the hDi þ -rule or the ½D þ -rule to L(x 1 ). In the case of the former, we have hDi 2 Lðx 1 Þ, and therefore rðx 1 Þ > rðx 2 Þ, and so rðx 0 Þ > rðx 2 Þ. In the latter case, we have that ¼ ½D and 2 Lðx 1 Þ. Now if is not a maximal rank formula in L(x 1 ) then we have rðx 1 Þ > rðx 2 Þ, and so rðx 0 Þ > rðx 2 Þ. So, suppose ¼ ½D is a maximal rank formula in L(x 1 ). By supposition, we now have that could not have been inserted into L(x 1 ) by an application of the ½U þ -rule. The only possibility is that was inserted into L(x 1 ) by either the local oe-rules or the hUi þ -rule. In the former case, the only local oe-rules applicable to are the Ref ½U -rule or the Ref ½D -rule. So, either was obtained from ½U or ½D by applying either the Ref ½U -rule or the Ref ½D -rule respectively. In both cases, we have that rð½U Þ ¼ rð½D Þ > rð Þ, which is impossible. In the latter case, we have hUi 2 Lðx 0 Þ, and so rðx 0 Þ > rðx 1 Þ and therefore rðx 0 Þ > rðx 2 Þ. g LEMMA 6.11 Let n > 0 and x 0 ; x 1 ; x 2 , . . . ; x n be successive nodes such that Lððx k ; x kþ1 ÞÞ ¼ k for 0 k < n, nÀ1 2 fF; Pg, f k : k < n À 1g fU; Dg and rðx 0 Þ ¼ rðx n Þ. If ½ nÀ1 2 Lðx n Þ and ½ nÀ1 is a maximal rank formula in L(x n ), then for all k n, we have ½ nÀ1 2 Lðx k Þ.
PROOF. By downward induction. Let nÀ1 ¼ F (the case where nÀ1 ¼ P is identical). The case where k ¼ n is immediate. So, suppose that it holds for k, we want to show that it holds for 
PROOF. Let ¼ F (the case where ¼ P is analogous). Suppose, for proof by contradiction, that rðx 0 Þ ¼ rðx k Þ. Then by Lemma 6.9 we have rðx 0 Þ ¼ rðx j Þ ¼ rðx k Þ for 0 j k. Suppose is a formula with the maximal rank in L(x k ). Since the application of the local oe-rules do not increase the rank of the formula, we can assume without loss of generality that was inserted into L(x k ) by an application of either the hPi þ -rule or the ½P þ -rule to Lðx kÀ1 Þ. In the former case we have hPi 2 Lðx kÀ1 Þ, and therefore rðx 0 Þ > rðx k Þ. Contradiction. In the latter case, we have 2 f½P; ; ½Dg and ½P 2 Lðx kÀ1 Þ. From the proof of Lemma 6.9, we can assume ¼ ½P.
Since fLððx j ; x jþ1 ÞÞ : 0 < j < k À 1g fU; Dg, it follows from Lemma 6.11 that 2 Lðx 1 Þ. Now, by supposition ¼ ½P and Lððx 0 ; x 1 ÞÞ ¼ F. If was inserted into L(x 1 ) by application of the ½F þ -rule, then ½F in L(x 0 ) and therefore rðx 0 Þ > rðx k Þ. Contradiction (again). If is the formula that generated the node x 1 then we have rðx 0 Þ > rðx 1 Þ, which is impossible. So must have been inserted by the local oe-rules. Here we have two possibilities: (1) (1) to get the contradiction rðx 0 Þ > rðx k Þ. Otherwise, ½P was inserted by application of the ½F þ -rule, and so ½F ½P 2 Lðx 0 Þ and therefore rðx 0 Þ > rðx k Þ. Contradiction. g
Henceforth, we will call right-open intervals ½x 0 ; x n Þ short intervals if they are of the form stated in Lemma 6.10 and Lemma 6.12.
LEMMA 6.13 Let m ¼ jÈ j, n > m 3 , and be a relation from the set fF; P; U; Dg. Let ½x 0 ; x n Þ be a right-open interval of the completion tree with Lððx i ; x iþ1 ÞÞ ¼ for 0 i < n. If the ½ þ -rule cannot be applied to these nodes, then there is a blocked x i among them.
PROOF. First, consider the elements of B(x i ) for i > 0. We want to show that Aðx i Þ Aðx iþ1 Þ for all 0 < i < n:
It is sufficient to show that, if ½ 2 Lðx iÀ1 Þ then ½ 2 Lðx i Þ. But this is true by application of the h þ -rule to Lðx iÀ1 Þ.
Since Aðx i Þ È nf?g and jÈ j ¼ m, we have that Secondly, consider Lðx i ÞnInvðÞ. Again, the h þ -rules yield Lðx i ÞnInvðÞ Lðx iÀ1 ÞnInvðÞ for all 1 < i n;
which implies jfLðx i ÞnInvðÞ j 1 i ngj m:
Summing up, since n > m 3 there must be at least two nodes x j , x k (for 1 j < k n) which satisfy Bðx j Þ ¼ Bðx k Þ and Lðx j ÞnInvðÞ ¼ Lðx k ÞnInvðÞ:
This implies that one of the nodes is blocked by the other. g LEMMA 6.14 Let x 0 ; x 1 ; x 2 ; . . . be successive nodes, preceding away from or towards the root, such that Lððx k ; x kþ1 ÞÞ ¼ k for k ! 0, 0 2 fF; Pg, Invð 0 Þ 6 2 f k : k ! 0g, and 6 9k ! 0 such that k ¼ U and kþ1 ¼ D. PROOF. We adopt the PSPACE decision procedure presented in [25] . Let m ¼ jÈ j. For each node x we can store the labels L(x) and B(x) using m bits for each set. We apply the expansion rules as given in Table 1 . If a clash is generated, then the current run is rejected. Otherwise we evaluate the completion tree in a depth-first way: we keep track of exactly one path of the completion tree by memorising, for each node x, which of the s formulas in L(x) have yet to be generated. This can be done using an additional m bits for each node. We have three possible outcomes for an investigation of a subtree below a node x:
A clash is detected. This implies that the current run is rejected. The h þ -rules lead to an increase of L(x). We reconsider all subtrees below x, re-using the space used for former subtrees below x. Neither of the cases above happen. We can then forget about this subtree and start the investigation of another subtree below x. If all subtrees have been investigated, we consider x's predecessor.
Proceeding like this, the algorithm can be implemented using 2m þ m bits for each node, where the 2m bits are used to store the labels of the node, while m bits are used to keep track of the successors already generated. Since we reuse the memory of the successors, we only have to store one path of the completion tree at a time. From Lemma 6.16, the length of this path is bounded by Oðm 7 Þ. Thus, we can test for the existence of a completion tree using at most Oðm 8 Þ bits. Since we have the _-rule, we are dealing with a non-deterministic algorithm. However, Savitch's Theorem tells us that there is a deterministic implementation of this algorithm using at most Oðm 16 Þ bits. g
Expressivity of the logic
In this section, we investigate the expressivity of our logic. We highlight its expressive limitations, in particular we identify a number of important modal operators that are not definable in our logic.
Expressive limitations of the logic
In [43] , Venema shows that the hAi modality and its converse are definable by the hBi and hEi operator and their converse. Thus, hBi and hE i (and their converse) are sufficient to capture all 12 possible relations between two distinct intervals in a linear interval temporal structure (cf. Section 1.1). In this section, we will show that many of these modalities are not definable in our logic. Furthermore, in [26] it was shown that the logic of minimal interval structures in the interval hybrid temporal language (without #) was EXPTIME-complete. The increase in complexity is due to the presence of nominals and @ in the interval hybrid temporal language, which allow us to create names for states and therefore reason about state identity. In this section, we show that this mechanism is lacking in the interval temporal language; in particular we show that the difference operator is not definable in the interval temporal language. THEOREM 7.1 The hBi, hE i operators (and their converses), and the difference operator are not definable in the interval temporal language.
PROOF. The proof is by a couple of simple bisimulation arguments.
First, we show that hBi and hEi are not definable. Let M 1 ¼ ðW 1 ; R1; R1; R
