In situations of strategic interaction it is important for agents to consider not only what their rivals will do, but also what they know, what they know about what they know, and so on. Formal models of knowledge have been developed to help us keep track of these levels of knowledge. This paper provides a non-technical introduction to one of these models, and investigates its foundations. It is then shown how the model can be used to analyze gametheoretic solution concepts, in particular Nash equilibrium.
and teaching. It is Gillian's turn to reconsider. Seeing the smile on Helen's face as she offers her hand, she reasons as follows: "If Helen knew Fred was good at teaching, she would not accept the bet, since she must know that I know he is good at research or I wouldn't have offered the bet.
But Helen is about to accept the bet, so she must know that Fred is bad at teaching". So Gillian infers that Helen knows that Fred is bad at teaching, and the bet is called off. It can be hard to keep track of all these levels of knowledge with the kind of informal reasoning used above. In this paper we develop a formal model of knowledge that allows us to be precise about every level of knowledge, and we apply the model in a particular setting: the comparison of game-theoretic solution concepts. Section 1 develops the model of knowledge, while section 2 shows how it can be applied to games. Section 3 provides some concluding remarks. Examples have been used to illustrate general points as much as possible. Formal definitions and theorems have been relegated to boxes, and can safely be ignored by those who have no taste for such things.
In addition, section 1.3 is technical and can be omitted without affecting the flow of argument.
Modelling knowledge and beliefs
Philosophers have long been concerned with formal models of knowledge. The logic of knowledge, or epistemic logic, was pioneered by Hintikka [12] , who showed how structures based on possible worlds could be used to evaluate statements about agents' knowledge. These structures are similar in many respects to the structures discussed below (where states take on the role of possible worlds), developed independently by Aumann [1] . Aumann used his model to show how one could formalize the notion of common knowledge first introduced by Lewis [13] . The generalization of Aumann's model discussed in section 1.3 was brought to the attention of economists by Bacharach [4] and Samet [18] .
An encyclopedic treatment of epistemic logic is provided by Fagin et al. [9] . Useful surveys of the Aumann structure model and its extensions include Geanakoplos [10] and Osborne & Rubinstein [16] .
Information partitions and Aumann structures
At the heart of Aumann's model of knowledge is the notion of a state of the world, or state for short. A state provides a complete description of everything of importance to a group of agents in a particular situation. It must specify the physical universe, or at least those aspects of it which may affect our group of agents; it must describe what actions are available to each agent, which actions are actually taken, and the utilities the agents obtain from each action combination; finally, each state must detail what every agent thinks about the world and about every other agent, and what every agent thinks about what every other agent thinks, and so on.
Because agents typically do not know everything about the world in which they live, we must consider a set of states, W, only one of which is the true state. An agent who is less than perfectly informed is unsure which this true state is, and considers several states in W possible on the basis of the information she possesses; her information is represented by this subset of W. A useful analogue is to think of a player's information sets in an extensive form game: if an information set contains more than one node, the player cannot tell which of these nodes has been reached in the same way that an agent who considers several states to be possible cannot tell which of these states is the true state.
More precisely, each agent's knowledge is represented by an information partition, which divides the states in W into a number of cells. The cells are a collection of mutually disjoint and exhaustive subsets of W, i.e. each state is in precisely one cell. If two states are in the same cell, then the agent cannot tell them apart: whichever happens to be the true state, the agent considers both of them to be possible.
As an example, suppose that Alan, Bruce, Chris and Dave care only about the outcome of the Football World Cup semi finals. Germany are playing Korea in match 1, and Brazil are playing Turkey in match 2. W consists of 4 states, corresponding to the four possible outcomes of these matches. We shall denote these states by GB, GT, KB, and KT , i.e. W = {GB, GT, KB, KT } . Now suppose that Alan went to Seoul to watch match 1 and Bruce went to Saitama to watch match 2; Chris stayed at home and watched both matches on television, while Dave was on holiday in the USA where there is no football coverage. Their knowledge can be described by information partitions in the following way. Alan knows the outcome of Germany vs. Korea. He can distinguish states GB and GT from states KB and KT, but cannot distinguish between GB and GT or between KB and KT. His information partition contains two cells:
Similarly, Bruce's information partition contains two cells, but the cells are different. He cannot distinguish between GB and KB or between GT and KT : P B = {{GB, KB} , {GT, KT }} . Chris knows the outcome of both matches. He is perfectly informed and can tell the difference between every state: P C = {{GB} , {GT } , {KB} , {KT }} . Finally, Dave does not know the outcome of either match. His information partition consists of just one cell containing all four states: P D = {{GB, GT, KB, KT }} . A diagrammatic representation of these information partitions is given below.
To see how the partitions work, consider the proposition "Germany wins". Notice that there is more than one state in which this proposition is true: it is true in state GB and in state GT . We call the set of all these states G = {GB, GT } the event that Germany wins. G is true 1 at state w just if w ∈ G (i.e. w is a member of G). When (if ever) do our football fans know that G is true? In general, an agent knows that an event is true if that event is true at every state the agent considers possible. If the true state is GB, then Alan considers GB and GT possible. G is true at both of these states, so Alan does know that G. Bruce, on the other hand, considers GB and KB possible. G is true at the first of these states, but not at the second, so he cannot be sure that G is true: he does not know that G. Similar reasoning tells us that Chris knows that G, while Dave does not.
Let K A (G) denote the event that Alan knows that Germany wins. K A (G) is the set of states at which Alan knows that G. We have just shown that GB ∈ K A (G) . If the true state is GT, Alan again considers GB and GT to be possible, so he still knows that G. At KB and at KT , on the other hand, he considers precisely KB and KT possible; at neither of these states is G true, so he does not know that G. Thus K A (G) = {GB, GT } . The reader is invited to check that
where ∅ denotes the empty set. So Alan and Chris knows that Germany wins precisely when Germany really does win; but whatever the true state, Bruce and Dave do not know that Germany wins. This is what we would expect given our original description of the situation.
The model we have just been working with is an example of an Aumann structure. Box 1 provides the formal definitions.
Box 1: Aumann structures
An Aumann structure for n agents consists of a set of states W and a partition over W for each agent:
hW, P 1 , . . . , P n i .
An agent knows an event E ⊆ W precisely if that event holds at every world the agent considers possible. So letting P i (w) denote cell of P i containing w, i knows E at w if
The event that i knows E is the set 
To illustrate this point further, consider a new example (borrowed from Morris [14] ). Suppose a father wants to give some money to his two children, Alice and Bob. He wants to share it as evenly as possible, but he has an odd number of dollars so one of the children will end up with one more dollar than the other. Alice ends up with an odd number of dollars, Bob with an even number.
The children know all this, but they do not know how exactly how much money their father has.
The (infinite) state space and the information partitions are shown below, with rows giving the number of dollars in Alice's envelope and columns the number of dollars in Bob's envelope:
Label the states 10, 12, 32, 34, 54, 56, 76, etc. and consider the event that neither child has more than £3: E = {10, 12, 32} . Suppose that 10 is the true state. Then Alice considers states 10 and 12
possible. E is true at both of these states, so Alice knows that E. Furthermore, it is easy to check that Bob knows that E at both of these states, so Alice knows that Bob knows that E 2 . But Alice does not know that Bob knows that Alice knows that E: Alice considers state 12 possible, and at this state Bob considers both 12 and 32 possible; Alice does not know that E at the second of these, since at 32 she considers 34 possible as well, where E is false. Thus Bob does not know that Alice knows that E at state 12, and so Alice does not know that Bob knows that Alice knows that E at state 10. It is easier to figure out what is going on if we build up the hierarchy of knowledge events:
(we have omitted the parentheses since there is no risk of confusion).
One of the great strengths of the Aumann structure model is that it can be used to analyze hierarchies of beliefs in this way. Economists often assume that certain facts are common knowledge, which means that everyone knows them, everyone knows that everyone knows them, and so on. In the example above, event E is never common knowledge among the agents. We use the symbol C to represent common knowledge: if w ∈ C (E) , it is common knowledge that E at state w. A formal definition is given in Box 2.
Box 2: Common knowledge
As a preliminary, notice that for any two events E and F, the event that E and F is the intersection of the two sets, E ∩ F . For E and F are both true at a state w only if E is true at w and F is true at w. And w ∈ E and w ∈ F precisely if w ∈ E ∩ F.
The definition of common knowledge is built up in three stages.
(i) Define a new operator E, "everyone knows that. . . ". Everyone knows an event if 1 knows it and 2 knows it and . . . and n knows it, so
(ii) Iterate the E operator to define a sequence of events, everyone knows that E, everyone knows that everyone knows that E, etc.
(iii) Common knowledge of E, written C (E) , is defined as the intersection of all the E k events.
Having introduced the notion of common knowledge, it is natural to ask when it might exist.
Using the hierarchical procedure above, it could take a long time to check whether a particular event is common knowledge among a group of agents. A remarkable result first mentioned by Aumann [1] enables us to short-cut the whole procedure. The result uses the notion of a self-evident event.
An event is self evident to an agent if that she knows that it is true whenever it actually is true.
. It turns out that if E is self evident to every agent, then E is common knowledge whenever it is true. Furthermore, even if E is not self-evident to every agent, but we can find an event F which is, and F is a subset of E (i.e. every state in F is also in E), then E is common knowledge at every state in F. Box 3 gives a formal statement of this result, and an alternative characterization of common knowledge.
Box 3: Characterizing common knowledge
1. An event E is common knowledge at state w if and only if there is an event F which is self-evident to every agent, such that w ∈ F ⊆ E.
The task of checking for common knowledge can be further simplified if we are willing to accept another round of definitions. Given any two partitions, P i is said to be finer than P j (and P j coarser than P i ) if P i (w) ⊆ P j (w) for all w ∈ W (this can be thought of as a way of formalizing the idea that agent i has better information than agent j).
The meet of a collection of partitions P 1 , . . . , P n is the finest partition which is at least as coarse as each P i . The symbol u is often used to denote the meet of two partitions;
An event E is common knowledge at w if and only if
Self-evident events are easy to find, so it is easy to check for common knowledge. Consider again the previous example. Since there is no subset of E = {10, 12, 32} that is self-evident to both agents (try to find one!), there can be no state w at which E is common knowledge. Our calculations above confirm that this is the case.
Introducing probabilities
The Aumann structure model is an excellent tool for analyzing agents' knowledge about the world and about each other. But there will typically be many events which agents do not know, and in economic applications and many other contexts it is reasonable to assume that they make their decisions based on probabilistic beliefs. Aumann's model can be extended to deal with probabilistic beliefs simply by including a probability distribution p i over the set W of states for each agent i.
The idea is that each p i function encodes the agent's prior beliefs about the states. From this we can calculate beliefs about an event simply by adding up the probability of each state at which that event is true. When the agent receives information according to her information partition (i.e. agent i learns that the true state is one of those in P i (w) , if the true state is w), she updates these beliefs using the formula for conditional probabilities to obtain posterior beliefs. The formal version is given in Box 4 below, but intuitively this formula says that agent i's posterior belief at state w that E is true (denoted p w i (E)) is equal to her prior belief that P i (w) and E divided by her prior belief that P i (w) . . . .
How likely does she consider event E, that she nor her brother has more than £3? Her prior belief that E is true is simply the sum of the probabilities of each state in which E is true:
. Now suppose that the true state is 32. When Ann looks into her own envelope she will find £3; she knows that the state is either 32 or 34, but cannot tell which. Her prior belief that she will receive this information and that E is true is 1 8 (= p A (32)), and her prior belief that she will receive this information is
Dividing the first by the second, we obtain p 32
. This makes sense: 32 and 34 are the only states which Ann considers possible, and the first of these (at which E is true) she considers to be twice as likely as the second (at which E is false). Thus E must be twice as likely as not.
hW, P 1 , . . . , P n , p 1 , . . . , p n i . Agent i's prior beliefs about an event E are calculated simply by summing up over all the states in that event:
Posterior beliefs at state w are obtained by conditionalizing on the information she has at that state:
) .
Beyond information partitions
In this (technical) section we examine the foundations of the Aumann structure model, and show that it makes some very strong assumptions about agents' rationality. and I A (3) = {2, 3} . Is there any information partition P A of W which represents this information function, in the sense that I A (w) = P A (w) for all w? It is easy to see that there is not. An information partition divides W into separate cells, so that every state is in exactly one cell. If P A (w) is the cell which contains w, clearly w must always be a member of P (w) . But 2 / ∈ I A (2) .
Furthermore, if x is contained in P A (w) , this means w and x are in the same cell of P A , and so
Here, however, 2 is member of I A (3) , and yet I A (2) 6 = I A (3) . Thus I A cannot be represented by any partition.
It turns out that these two conditions are not only necessary for an information function to be representable by an information partition, they are also sufficient. Stated more formally:
For any information function I i over W, there exists an information partition P i of W such that I A (w) = P A (w) for all w if and only if I1 w ∈ I i (w) for all w ∈ W ; and
This result tells us that it is correct to think of an information partition as a special kind of information function, which satisfies I1 and I2.
An information structure consists of a set of states and an information function for each agent:
Just as an information partition is a special kind of information function, an Aumann structure is a special kind of information structure. The knowledge operators of each agent are defined in exactly the same way as before. Agent i knows that E at state w precisely if E is true at every state she considers possible:
For any information function, the knowledge operator must satisfy the following three properties:
K1 says that the agent knows all tautologies. Tautologies are propositions that are always true, and so the event representing any tautology is W, the set of all states. If K i (W ) = W, then at every state the agent knows that W. K1 is a stronger assumption than it may at first seem. Some tautologies are very complex (Fermat's Last Theorem is a good example), so an agent who knows all of them is a very powerful reasoner indeed.
K2 says that if E implies F, then knowledge of E implies knowledge of F. If one event is a subset of another, then at any state at which the first is true the second is also true; so the first implies the second. K2 is also a strong assumption: if it holds, then arguments are a waste of time:
people can disagree about basic facts, but not about the implications of those facts.
K3 says that if an agent knows that E and knows that F, then she knows that E and F. It is reasonable to suppose that rational agents satisfy K3.
If we impose additional restrictions on I i , we can obtain further properties of knowledge. In particular, if I i satisfies I1 we have:
This says that everything the agent knows is actually true. K4 is sometimes referred to as the Knowledge Axiom, and is thought of as the distinguishing feature of knowledge as opposed to belief. It would be strange to claim that an agent knew something that was in fact false, while it is not uncommon for beliefs to be mistaken.
If I i satisfies I2 as well, we have:
K5, the Positive Introspection Axiom, says that if an agent knows something, she knows that she knows it; K6, the Negative Introspection Axiom, says that if an agent doesn't know something, she knows that she doesn't know it (W \ E denotes the complement of the set E, i.e. the set of all states not in E; thus W \ E is the event that E is not true). Philosophers have cast doubt on these axioms; in particular, it has been argued that they may be appropriate for belief but not for knowledge. This is not the place to discuss these issues further. Rather, we shall satisfy ourselves If England win, Gary can tell that they have won from the cheers: I i (E) = E; but if Germany win, he doesn't hear any cheers and in unable to figure out who has won: I i (G) = {E, G} . Thus These assumptions may or may not be reasonable in a particular context, but it is important that they are made explicit.
Solution concepts in game theory
A game is a formal model of a situation of strategic interaction. The key feature of a game as opposed to a single-agent decision problem is that the players' actions affect each other's payoffs.
And it is well established both theoretically and empirically that strategic reasoning in games requires agents to form beliefs not just about each other's actions, but also about each other's knowledge and beliefs, which can then be used to infer what actions they might take.
On the other hand, game-theoretic solution concepts such as Nash equilibrium make no explicit reference to players' rationality or beliefs. Whether or not rational players must always play Nash equilibrium strategies is a question that has troubled game theorists for many years. Furthermore, Nash equilibrium is only one of an array of solutions concepts available to the game theorist: as well as a whole range of refinements, such as sequential equilibrium, there are also weaker concepts such as correlated equilibrium and iterated deletion of dominated strategies. Even the strongest of these does not guarantee a unique solution to every game, and real-life game players often play strategies that are not included even in the weakest.
So how can we adjudicate between these various solution concepts? An approach that has gained popularity in recent years is to abandon the search for a single solution concept that yields a unique prediction in all games (the Holy Grail of game theory), and to attempt instead a systematic evaluation of the existing concepts. In particular, it has been proposed that we link various assumptions about the knowledge and behavior of the players with each concept. The intention is to describe precise conditions under which rational players might be expected to act in the way described by a particular solution concept; these conditions can then be said to characterize the concept.
There is a very large and often complex literature on the epistemic foundations of solution con-cepts. Seminal papers include Bernheim [6] and Pearce [17] , who examine the implications of common knowledge of rationality; Aumann [2] , who investigates correlated equilibrium; and Aumann and Brandenburger [3] , who provide characterization theorems for Nash equilibrium. Comprehensive surveys of work in this area are provided by Brandenburger [7] , Dekel & Gul [8] , and Battigalli and Bonanno [5] . Here we present just a few of the more important results. The following analysis is most closely related to Stalnaker [19] .
Models for games
A normal form game is defined by a set of players, a strategy set for each player, and a payoff function for each player:
Letting S = × i S i denote the set of strategy profiles 3 , each u i is a function from S into the real numbers: u i (s) is i's payoff if strategy profile s is played. It will be convenient to use S −i = × j6 =i S j to denote the set of strategy profiles of i's opponents. If s i ∈ S i and
is the resulting strategy profile when i plays s i and everyone else plays s −i . We shall also need to consider mixed strategies for each player: Σ i = 4S i is the set of player i's mixed strategies, formed by taking all the possible probability distributions over S i . Σ is the set of all mixed strategy profiles, and Σ −i is the set of mixed strategy profiles of i's opponents. Just as we used s i , s −i and s to refer to typical members of S i , S −i and S, we shall use σ i , σ −i and σ to refer to typical members of Σ i , Σ −i and Σ. The range of u i must also be extended. To calculate the payoff to player i resulting from a mixed strategy profile, we multiply the probability of each pure strategy profile by the payoff if that profile is played, and sum up over all the pure strategy profiles.
We can use the methods developed above to analyze rational play in games. A model of a game gives a complete description of each player's knowledge and (probabilistic) beliefs, in much the same way as an Aumann structure with probabilities. It consists of a set of states, W ; and an information partition P i , probability distribution p i , and strategy function f i for each agent. The only new element here is the strategy function: it tells us which strategy the agent plays at every state. In order to capture the assumption that each player knows her own strategy choice, we must assume that she plays the same strategy in every world she considers possible: if x ∈ P i (w) , then
We are now in a position to define what it is for a player to be rational. As usual, we shall identify rationality with expected utility maximization. A player's expected utility from choosing a particular strategy will vary across the states, since her information and beliefs vary across states.
Let EU w i (s i ) denote her expected utility at state w if she chooses s i . The formal definition can be found in Box 5 below, but it is sufficient to know that EU w i (s i ) is calculated by multiplying the probability of each state (e.g. p w i (x) for state x) and the utility obtained in that state if player i plays s i (u i (s i , f −i (x)) for state x), and then summing over all the states. Two points are worthy of note. First, p w i (x) will typically equal zero for many states: precisely those states which i does not consider possible given the information she has at state w. Second, u i (s i , f −i (x)) is not the utility player i actually gets at state x, unless s i = f i (x) . It is the utility she would get if she played s i , given that all of her opponents stick with f −i (x) . If she changes her strategy she changes the state, and so possibly her beliefs about the other players' strategy choices; but it is her beliefs about s −i in the actual state that are important for evaluating expected utility. We are keeping these beliefs fixed while varying s i .
A rational agent is one who maximizes expected utility. A player is rational at a particular state, then, if her strategy choice at that state yields at least as much expected utility as any other strategy choice. We denote this event RAT i (i.e. RAT i is the set of all states at which player i is rational). RAT is the event that everyone is rational, and finally CKR is the event that there is common knowledge of rationality.
Box 5: Models of games
A model of a game consists of the following elements:
hW, P 1 , . . . , P n , p 1 , . . . , p n , f 1 , . . . , f n i , where W is a set of states, and P i , p i , and f i : W → S i are player i's information partition, prior probability distribution, and strategy function respectively. It is assumed that f i (w) = f i (x) for all x ∈ P i (w) . For convenience, we define f = (f 1 , . . . , f n ) and
. . , f n ) , so that f (w) ∈ S denotes the strategy profile played at state w, and f −i (w) denotes the strategy profile of all of i's opponents.
The definition of EU w i (s i ) was discussed in the main text. Formally,
A player is rational at a particular state if her chosen strategy (as given by f i ) yields at least as much expected utility as any alternative strategy. The events RAT i , RAT, and CKR are defined as expected:
The next sections discuss some characterization results. In general, a set of assumptions characterizes a solution concept if:
(i) at every state in every model in which the assumptions are satisfied, the players' strategies are consistent with the solution concept;
(ii) if the players' strategies are consistent with the solution concept, then we can find a model and a state in that model in which the assumptions are satisfied.
Intuitively, a typical characterization result will tell us that players with certain beliefs will behave in a particular way; and if they behave in a particular, we can explain that behavior by supposing they have certain beliefs.
Iterated deletion of dominated strategies
A strategy is (strictly) dominated for a player if she has another available strategy which beats it whatever her opponents do. The archetypal example of a dominated strategy is cooperation in the Prisoner's Dilemma game: whether one's opponent chooses to cooperate or defect, defection yields a higher payoff than cooperation. The formal definition is as follows:
The strategy s i of player i is dominated if there is a mixed strategy
(Note that a pure strategy may be beaten by a mixed strategy even if it is not beaten by any pure strategies. We shall see an example of this shortly.) It is easy to see that a rational player will never play a dominated strategy: whatever she believes her opponents are going to do, she will obtain higher expected utility if she plays the strategy which dominates it, and so the original strategy cannot be expected utility maximizing. So if we are trying to predict the behavior of rational players, we can rule out all strategies which are dominated. Iterated deletion of dominated strategies repeats this process again and again. Consider the example below.
Careful examination of this game reveals that U is dominated by D for player 1 (who chooses rows):
whatever player 2 does, U yields a lower payoff than D. We delete U and look at the 2 × 3 game that remains. R is now dominated by a 
and
Starting with the full strategy set of each player, at each stage we delete strategies which are dominated given that everyone can play only strategies which have survived until the previous round. These strategy sets give us a corresponding sequence of sets of strategy profiles D 0 , D 1 , . . . . The set of strategy profiles which survive iterated deletion of dominated strategies is the limit of this sequence:
As long as the original game is finite (i.e. n is finite and each S i is finite), it can be shown that this limit is well defined and nonempty.
Iterated deletion of dominated strategies does not usually have as much predictive power as in the game above. In most games, several strategies for each player will survive the process, and in many games none of the players have any dominated strategies so it cannot even get started. But the advantage of using such a weak solution concept is that it is widely applicable. It turns out that whenever there is common knowledge of rationality among the players, they will play strategies which survive iterated deletion of dominated strategies.
The intuition behind this result is straightforward. We have already said that rational players will not play dominated strategies. Then if all the players know they are all rational, they know none will play a dominated strategy. And being rational, they will play strategies that are not dominated in the game remaining after one round of deletion. This gives us two rounds of deletion.
If they all know that they all know they are all rational, we have three rounds of deletion, and so on. Thus common knowledge of rationality gives us iterated deletion of dominated strategies.
Does this result exhaust the implications of common knowledge of rationality? Are there any strategies which we can rule out in addition to those eliminated by the iterated deletion procedure?
In fact the answer is no: every strategy profile which survives the procedure is consistent with common knowledge of rationality given appropriate beliefs of the players.
The proof relies on the following (non trivial) result: if a player's strategy is not dominated, then we can find beliefs for the player which make that strategy a rational choice. (This is the converse of the result which says that rational players do not play dominated strategies.) If the strategy survives two rounds of deletion, then, we can find beliefs for the player which make that strategy a rational choice given that she places positive probability only on strategies of her opponents which survived the first round of deletion, i.e. such that she is rational and knows that everyone else is rational. Repeating this argument completes the proof.
We now have our first characterization result: common knowledge of rationality characterizes iterated deletion of dominated strategies (the formal version is given in Box 7). What is the implication of this result? If all we know or wish to assume about a certain strategic situation is that the players possess common knowledge of rationality, then (i) we can be sure that they will play a strategy profile which survives iterated deletion of dominated strategies, but (ii) we cannot say anything more than this. In game theory as elsewhere in economic theory, weak assumptions yield weak results. (ii) Suppose s ∈ D for some game G. Then there is a state w in some model of G such that w ∈ CKR and f (w) = s.
Nash equilibrium
Nash equilibrium is the most widely used solution concept in game theory. We have a Nash equilibrium if each player's strategy choice maximizes her expected utility taking the strategy choices of her opponents as given. More formally, A strategy profile s ∈ S is a Nash equilibrium if, for every player i,
Let N denote the set of Nash equilibrium strategy profiles. Nash equilibrium is a stronger solution concept than iterated deletion of dominated strategies: every Nash equilibrium strategy profile survives iterated deletion of dominated strategies, but there are some profiles which survive iterated deletion and are not Nash equilibria (N ⊆ D). This might lead us to expect that a stronger set of assumptions characterizes Nash equilibrium. In fact this is not quite true: the assumptions are stronger in one sense but weaker in another.
The formal details can be found in Box 8, but in words the characterization result for Nash equilibrium says that (i) if the players are all rational and know each other's strategies, then they will play a Nash equilibrium strategy profile; and (ii) every Nash equilibrium could be played by players who are rational and know each other's strategies. More neatly: mutual 4 rationality and knowledge of the strategy profile characterize Nash equilibrium. So common knowledge of rationality is no longer required; it is enough that everyone is rational, with the additional assumption that the strategy profile is known. The reason is simple. Rational players maximize expected utility given their beliefs. If they actually know which strategies everyone else is choosing, they will play the utility maximizing response. This is precisely what is required by the definition of a Nash equilibrium.
Box 8: Characterization of Nash equilibrium
(ii) Suppose s ∈ D for some game G. Then there is some state w in some model of G
This characterization result sums up much that is good and much that is bad about Nash equilibrium. All we need to assume is that we have rational players who know each other's strategies.
But we are begging the question of how they come to have this knowledge. One answer is that they might figure it out from assumptions about each other's rationality. But even common knowledge of rationality, as we have seen, does not usually predict a unique strategy profile; all it gives us is iterated deletion of dominated strategies. The unfortunate truth is that there is no reason in general why the players should know each other's strategies. The Holy Grail of game theory was never found, and never will be. We must look at the particular game that is being played, and the context in which it is being played, before we can assess the reasonableness of this assumption.
Before moving on, we issue an important caveat. The definition of a Nash equilibrium presented here applies only to a Nash equilibrium in pure strategies. But in many games there is no pure strategy Nash equilibrium. Nash's existence theorem stating that every finite game has a Nash equilibrium assumes that the players are allowed to play mixed strategies which randomize over their pure strategies. But in the models we have considered, each state represents a particular way the game might be played, and we have assumed that each player knows her own strategy choice. We could relax this assumption, and allow players to randomize, obtaining a characterization result analogous to that above. But the idea that players actually play mixed strategies is troubling on several counts. First, there is never any incentive for randomization. In a mixed strategy Nash equilibrium players must obtain the same expected utility from each of the pure strategies they are randomizing over. And second, most people have the feeling that they simply do not randomize when making decisions (though they may have a hard time making up their minds).
Indeed, psychologists tell us that people cannot randomize, even when they want to. An alternative interpretation of a mixed strategy is to think of it as representing uncertainty in the mind of the player's opponents about what she will do 5 . In two-player games this works well: even though both players actually play pure strategies, we can have an equilibrium in conjectures (i.e. the probabilities each places on the other's pure strategy choices).
Thinking of mixed strategies as conjectures, it can be shown that, in two-player games, mutual knowledge of rationality and of conjectures characterize mixed-strategy Nash equilibrium. To see why knowledge of rationality is required here when it wasn't for the pure strategy case, suppose that (σ 1 , σ 2 ) is a mixed strategy Nash equilibrium; σ 1 is interpreted as player 2's conjecture about what player 1 will do, and σ 2 as player 1's conjecture about what 2 will do. If the players were merely rational but did not know each other to be rational, there would be no restrictions on these conjectures, and all we could say is that the players would play strategies which are not dominated.
But now suppose that player 1 knows player 2 is rational, and knows player 2's conjecture, σ 1 . Then every strategy of player 2 assigned positive weight by player 1's conjecture, σ 2 , must be expected utility maximizing given σ 1 . And by the same reasoning, each of player 1's strategies assigned positive weight by player 2's conjecture, σ 1 , must be expected utility maximizing given σ 2 . This is precisely what is required for a mixed strategy Nash equilibrium.
In the case of games with more than two players, the result becomes more complicated. To interpret mixed strategies as conjectures, all of a given player's opponents must have the same beliefs about what she will do. Additional conditions are required to guarantee that this will be the case: that the players have a common prior probability distribution over the set of states, and that their conjectures are common knowledge 6 . For more details, the interested reader is referred to Brandenburger [7] or Aumann and Brandenburger [3] .
Conclusion
In this paper we have presented a formal model of knowledge which allows us to analyze what agents know about the world and about each other, and we have shown how this model can be used to provide a systematic evaluation of game theoretic solution concepts by describing the circumstances under which it might be appropriate to use a particular concept. Conspicuous by its absence is any discussion of the many refinements of Nash equilibrium that have been developed over the years. Although some of these refinements, such as trembling-hand perfection and proper equilibrium, relate to the normal form of the game, the majority use the extra structure provided by the extensive form to reduce the set of Nash equilibria. For example, subgame perfect equilibrium and perfect Bayesian equilibrium refer to information sets and decision nodes, both features of extensive form games, in their definitions.
Much progress has been made in this area (details can be found in the more recent surveys mentioned in section 2), but dealing with extensive form games raises additional issues beyond the scope of this paper. In particular, if agents take turns to move, they can respond to each other's actions. Observing moves that are made as the game progresses, they will gain more information.
It is not reasonable to assume that their knowledge and beliefs remain unchanged. We hope we have managed to convince the reader that formal models of knowledge and beliefs are a useful tool of analysis for adjudicating between the plethora of solution concepts on offer in game theory. The specification of a game is very sparse, and in most cases does not provide enough information for us to predict how the players will behave. A single game might be used to represent two very different situations of strategic interaction, and until we are given more details about the context in which the game is being played, it may be difficult to say much about what will happen.
The more details we have, the more predictive power we have. Characterization results make the link between contextual details and particular solution concepts precise: for example, if we can expect that the players are rational and know each others strategies, we can predict they will play a pure strategy Nash equilibrium, but nothing more than this. If the game has two Nash equilibria, these assumptions and the description of the game itself do not allow us to choose between them.
But often we may have more information about the context than this. Formal models of knowledge can show us how to use it.
