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Predicting the future evolution of complex systems is one of the main challenges in com-
plexity science. Based on a current snapshot of a network, link prediction algorithms aim
to predict its future evolution. We apply here link prediction algorithms to data on the
international trade between countries. This data can be represented as a complex network
where links connect countries with the products that they export. Link prediction techniques
based on heat and mass diffusion processes are employed to obtain predictions for products
exported in the future. These baseline predictions are improved using a recent metric of
country fitness and product similarity. The overall best results are achieved with a newly
developed metric of product similarity which takes advantage of causality in the network
evolution.
I. INTRODUCTION
In the past few years, the international
trade network has attracted the attention of re-
searchers from various fields, and especially from
the complex networks scientists. The interna-
tional trade was studied for the first time un-
der the network framework in [1], using a block-
model consisting in partitioning countries to-
gether according to their trade flows, military in-
terventions, diplomatic exchanges, and conjoint
treaty memberships. The complex network ap-
proach was used in [2] and showed that the in-
ternational trade exhibits common features with
the World Wide Web network. It has been
shown that many features of the international
trade can be explained using models based on
the gravity equation [3–5]. Recently, not only
the countries, but also their exports have been
analyzed under the complex network framework.
The Product Space attempts to explain how the
nations develop by projecting their exports on a
2D map, and observing how they diffuse in the
Product Space [6]. The Economic Complexity
aims to rank products by the technological re-
quirements needed for a country to be able to
manufacture a product, and to rank the coun-
tries by their competitiveness [7, 8].
The prediction of quantity and price of ex-
ports in the international trade has been studied
using various models [9] and additional informa-
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tion such as geographical distance between coun-
tries and common language [10]. By contrast, we
employ here a recommendation approach that is
usually applied to e-commerce systems [11, 12]
in order to predict what an individual country
will export in the future. The prediction of
which products a country will add to its export
basket can help to understand how countries
grow. The countries’ future exports are par-
ticularly complex to predict, as their evolution
depends on many external factors, such as geo-
graphical position, diplomatic relations between
countries, available natural resources, and tech-
nologies. Nevertheless, previous studies [6, 13]
showed that it is possible to measure the compet-
itiveness of a country, estimate its future growth
and even predict its future exports using solely
the international trade data. The last aspect,
personalized prediction of future exports for each
country, further suffers from the lack of a tradi-
tional approach with conventional metrics and
renowned prediction algorithms.
Recommender systems were created to filter
the relevant information in information systems
[14, 15]. For instance, an algorithm can help a
person to choose which movie to watch by creat-
ing a list of most relevant movies that this partic-
ular person might enjoy, whereas it is a tremen-
dous task to find a movie of interest among the
thousands of existing ones. Recommendation us-
ing temporal and causal effects has recently at-
tracted attention [16, 17]. In this paper, we use
a network representation for countries and their
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2exports. A network is made of nodes connected
by links. Nodes represent countries and prod-
ucts, and a link connect a country to a prod-
uct if the country exports the product. We call
this type of network bipartite, as the nodes are
formed by two disjoint sets: countries and prod-
ucts. This allows us to treat the problem within
a recommender system framework [12]. The ap-
proach that we use slightly differs from a link
prediction approach because we aim to predict
the future exported products for each country
instead of predicting the most likely future ex-
ports for the network as a whole.
We use a recent recommender algorithm
based on diffusion [18] as a tool for prediction.
However, as demonstrated in Fig. 1, the interna-
tional trade data fundamentally differs from on-
line systems data on which recommendation is
typically done by the absence of preferential at-
tachment [19]. This makes it impossible to pre-
dict the future popularity of a product from its
current popularity and the predictions thus have
correspondingly lower accuracy. To improve the
recommendation accuracy, we adopt a temporal
approach to devise a new definition of mutual
distance between products, and couple it with
the diffusion method in order to enhance the
prediction of the links. This approach is closely
related to the proximity of products [6], defined
as a distance between each couple of products
depending on the number of co-occurrences in
countries’ export baskets. Based on this dis-
tance, it was shown that the closer a product is
to one of the products the country is currently
exporting, the more likely it is to be added to the
country’s export basket in the future. The rec-
ommendation of movies to users was improved
by the use of co-occurrences in [16]. In [17],
the authors studied the temporal dependence of
movies ratings and used it to improve the pre-
diction of future ratings.
In order to improve the prediction perfor-
mance of the diffusion method, we also use Eco-
nomic Complexity as defined in [13]. The first
definition of Economic Complexity was made by
the use of two self-consistent linear equations
[20, 21], which were then successfully applied to
predict the long-term growth of countries’ export
basket. A more recent definition was given as
a set of two self-consistent non-linear equations
[13] that reflect the non-linear relations between
complexity of products and competitiveness of
countries. This non-linear definition of complex-
ity was shown to capture more information than
the linear one on the countries’ hidden growth
potential in a toy model of countries’ exports
[22]. The use of the complexity of products in
the prediction process allows us to improve the
diversity of the prediction, while maintaining the
same level of accuracy. In contrast with the mu-
tual distances introduced previously, the Eco-
nomic Complexity theories aim to assign each
country and product an individual score on an
absolute scale.
II. METHODS
A. Data
We use the NBER-UN dataset which was de-
scribed and cleaned in [23]. We cleaned it fur-
ther by removing aggregate categories and keep-
ing only the countries for which complete mu-
tual export data are available. Products having
zero total export volume for a given year while
having nonzero total export volume for the pre-
vious and the following years were removed from
the dataset. Products and countries with no en-
tries after year 1993 were removed as well. After
the cleaning procedure, the network consists of
65 countries and 770 products. To decide if we
consider country i to be an exporter of product
α or not, we use the Revealed Comparative Ad-
vantage (RCA) [24] which is defined as
RCAiα =
eiα∑
β ejβ
/∑
j ejα∑
jβ ejβ
, (1)
where eiα is the volume of product α that
country i exports in thousands of US dollars.
RCA characterizes the relative importance of a
given export volume of a product by a coun-
try in comparison with this product’s exports
by all other countries. We use a bipartite net-
work representation with two different kinds of
nodes, one for countries and one for products.
All country-product pairs with values above a
3RCA threshold—which is set to 1—are conse-
quently joined by links between the correspond-
ing nodes in the bipartite network. Before the
RCA threshold is applied, there are 35,881 links
between the countries and products. In the year
1998, 10,148 links are above the RCA threshold,
which means that 20% of all possible links be-
tween countries and products are present. In this
paper, Latin symbols i, j are used for countries
and Greek symbols α, β for products. The set of
links present at year t is labeled Ct, and the set
of new links that have been added between time
t− 1 and t is labeled N t := Ct \ Ct−1 (the set of
new links could also be built with a longer time
step, i.e N t := Ct \ Ct−∆t, see Appendix A).
Note that we omit time indices in the follow-
ing sections for the sake of clarity and we im-
plicitly discuss the status of the network at time
t. The degree values ki and kα, are the number
of links originating at a country node i and a
product node α, respectively.
B. International trade metrics
In many online bipartite networks, such as
users and movies, users do not require any spe-
cial skill to watch a movie. Conversely, countries
need capabilities in order to produce a good and
then export it. And so it is in particular impor-
tant to capture the relations between items, as a
country needs to build its path towards a prod-
uct in order to add it to its export basket [20].
We want to take into account this major differ-
ence in our prediction process by using quan-
tities especially developed for the international
trade. We first describe two metrics—proximity
and causality—used to assess the relations be-
tween products, which can be further extended
to describe the relations between countries and
products. In [6] the proximity φαβ of products α
and β was introduced as the symmetrized prob-
ability that a country exports product α, given
that it exports product β.
φαβ = min(P (α ∈ Ci|β ∈ Ci), P (β ∈ Ci|α ∈ Ci)),
(2)
where Ci is the set of products exported by coun-
try i, P (α ∈ Ci|β ∈ Ci) is the probability of
exporting product α given that β is being ex-
ported, and φαβ is the proximity of α and β.
The proximity Φiα of product α to country i is
defined as the average proximity of products in
i’s export basket to product α
Φiα =
1
ki
∑
β∈Ci
φαβ. (3)
Based on proximity, we propose a measure la-
beled causality which takes into account the time
order in which products are introduced in pro-
duction, similar to the URL/HTTP prediction
in [25] and to the country-product time evolu-
tion analysis in [26]. Causality is defined as the
conditional probability that country i starts to
export product α at time t, given that it does
export product β at time t,
ψαβ = P (α ∈ N ti |β ∈ Cti ). (4)
Its method of computation of is given in Ap-
pendix B. Based on this, a modified closeness
Ψiα between product α and country i is defined
as the average causality between product α and
i’s export basket
Ψiα =
1
ki
∑
β∈Ci
ψαβ, (5)
where ψαβ is defined in Eq. (4).
The third metric assigns a score to individ-
ual countries and products instead of describ-
ing the relations between products. In [13], the
country-product network was studied using a set
of self-consistent equations to compute fitness
of countries and complexity of products. Fit-
ness of a country indicates its ability to man-
ufacture complex products, relatively to other
countries, while complexity of a product indi-
cates the amount of technology required to pro-
duce it. Country fitness and product complexity
are defined as
Fni =
∑
α∈Ci Q
n−1
α
Qnα = 1
/(∑
i∈Cα 1/F
n−1
i
) , (6)
where n is the current iteration, Cα is the set
of countries that export product α, Fni is the
fitness of country i at iteration step n and Qnα is
the complexity of product α at step n. Fitness
4and complexity are initialized as F 0i = Q
0
α = 1
and normalized after each iteration so that their
sum is N and M , respectively. The convergence
of the algorithm and its stopping condition were
studied in [27].
C. Link prediction
Algorithms inspired by heat [28] and mass
[29] diffusion were designed to recommend items
to users in bipartite networks [18]. If the two
methods are coupled together, the resulting hy-
brid diffusion method is one of the best perform-
ing link prediction method in bipartite networks
without explicit rating of items [30].
The relative weight of heat and mass diffusion
is controlled by an adjustable parameter λ. Each
product α is assigned an initial resource fα, and
each resource is propagated by f˜ = Wf , where
the elements of the hybrid diffusion matrix W
are
Wαβ =
1
k1−λα kλβ
N∑
j=1
ajαajβ
kj
, (7)
where aiα is 1 if RCAiα ≥ 1 and 0 otherwise.
The matrix W corresponds to the propagation
of resource through the links of the networks,
similar to either heat diffusion (λ = 0) or mass
spreading (λ = 1). The matrix notation is an el-
egant way of mixing the two diffusion processes;
but its interpretation is not straightforward. We
refer to the original paper [18] for a detailed dis-
cussion. Elements of the initial resource vector
for a given country are set to 1 for all the prod-
ucts that meet the RCA threshold and zero oth-
erwise.
We attempt to improve the hybrid prediction
method by including the causality closeness ψiα
in the final diffusion score as
f ′iα = fiαΨiα (8)
where fiα is the score that the hybrid method as-
signs to the link between country i and product
α. We label this method causality+hybrid.
In this way, recommendation gives preference to
products that are considered similar to the cur-
rent production of country i, in terms of causal-
ity. Proximity Φiα can be used in the same way,
giving rise to the proximity+hybrid method.
In the same spirit, we attempt to improve our
export predictions by including the complexity
scores in the hybrid diffusion process by multi-
plying the initial resource assigned to the prod-
uct α with a factor
wα = R
−θ
α,t, (9)
where θ is an adjustable parameter and Rα,t
is the complexity rank of product α at time
t (ranks 1 and M correspond to the product
of highest and lowest complexity, respectively).
Note that fitness of countries as well as rankings
obtained by the Method of Reflections [20, 21]
can also be used to weight the propagation pro-
cess, but the results are nearly identical to the
complexity modification. For θ > 0, the weights
computed in Eq. (9) give more initial resources
to high complexity items. By giving additional
resources to high complexity products, a higher
score is diffused to the products that are also
of high complexity, as high complexity products
are exported by high fitness countries.
D. Link prediction metrics
In this section, we define six metrics to mea-
sure the quality of the prediction, three assess its
precision and three evaluate its diversity. Rec-
ommender system assign a score to each country-
product couple. To measure how good are the
predictions based on the data from a given year,
we focus on all links in the country-product net-
work that are absent in that year and appear
in the next year (new exports). The ranking
scores r is obtained by ranking the correspond-
ing products in the score list of the correspond-
ing countries, and compute the relative rank
riα = piα/(M − ki), where piα is the rank of
product α in country i’s score list. By averag-
ing this quantity over all newly added links, we
obtain the ranking score r.
The prediction list for an individual country
is built with the top L scoring products that do
not meet the RCA threshold in year t. where
L is set to 20 in this work (see Appendix C).
A correct prediction occurs if a link is present
5in the prediction list at a given year, and in the
network in the next year. We denote by Di(L)
the number of correct predictions for country i.
By averaging Di(L) over countries and normal-
izing it by the length of the prediction list L,
we obtain precision P (L) [18]. Precision of 0.1
means that 10% of the products in the top L
score lists are correctly predicted. Countries dif-
fer in size and the number of new items that
they introduce in their export basket each year.
To take this variety into account, we use recall
Ri(L) = Di(L)/N
new
i , where N
new
i is the number
of links originating from country i inN t. Overall
recall R(L) is obtained by averaging Ri(L) over
all countries. Recall complements precision; the
two metrics are often considered simultaneously.
The diversity of the prediction lists is also
an important aspect of the methods. The first
two metrics assess the degree and complexity for
correctly predicted links. Note that in [18] these
metrics were computed over all prediction lists’
entries, not only the correctly predicted ones.
A subscript c is added to point out this differ-
ence. For each product α, we compute the self-
information Iα = log2(N/kα) [31]. By averaging
it over all correctly predicted links for country
i we obtain Ic,i(L), and its average over coun-
tries is novelty Ic(L). The higher the score, the
more items with low degree we predict. We ar-
gue that a good prediction method should pre-
dict products of high complexity as they require
more advanced technology than low complexity
ones. We further define the quantity Cc,i(L) as
the average complexity rank of products that
are correctly predicted for country i. Its aver-
age over each country gives the complexity met-
ric Cc(L). We finally measure how the predic-
tion lists differ from each other with the inter-list
Hamming distance [32] (also named personaliza-
tion) hij(L) = 1−qij(L)/L, where qij is the num-
ber of common products in the prediction lists
of countries i and j. The overall personalization
h(L) is obtained by averaging over all country
pairs; the values of zero and one correspond to
all lists being identical and mutually exclusive,
respectively.
III. RESULTS
To begin our analysis, we compare the sta-
tistical properties of the country-product net-
work with other types of real bipartite networks.
Bipartite networks representing online systems
typically consist of user- and item-nodes with
connections between them drawn when a user
has collected, bought, rated, or otherwise inter-
acted with an item. The item degree distribu-
tion is usually broad and often exhibits a power-
law shape [30]. This is a direct consequence of
the preferential attachment process [19], which
occurs in many real networks, such as scientific
collaboration networks [33], metabolic networks
[34] and social networks [35]. The preferential
attachment assumption is based on the observa-
tion that high degree nodes attract additional
links at a higher rate than low degree nodes.
We show in Fig. 1a that the degree distribu-
tion on the product side of the country-product
network differs greatly from the power-law dis-
tribution shown in Fig. 1c for the Netflix Prize
network [36] (Netflix Prize was a recommenda-
tion contest organized by the DVD rental com-
pany Netflix; the data consist of users and DVDs
that they have rated). As shown in Fig. 1b
and d, the degree increase per time step is also
different for the two networks. The degree in-
crease of products in the country-product net-
work is weakly negatively correlated with the
current degree (the linear correlation coefficient
is r = −0.28), while for the Netflix Prize net-
work there is a strong positive correlation be-
tween degree increase and the current degree
(r = 0.77). As we shall soon see, this difference
and the resulting high diversity of the products
that receive new links in one time step reduce
the prediction accuracy in the country-product
data as compared to the accuracy in user-item
data. While the preferential attachment model
is a good description of the growth in the Netflix
Prize network, it is obviously not a suitable one
for the country-product network. Models based
on hidden capabilities of countries and required
capabilities for producing various products seem
more appropriate in this respect [20, 22].
The performance of four basic prediction
methods are compared in different years in
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Figure 1. Panels a) and c) show the item degree dis-
tribution for the country-product network and the
user-movie network, respectively. N(kα) is the num-
ber of item of degree kα. Panels b) and d) show the
relation between item degree increase ∆kα between
two time steps and item degree kα. The time step
is one year for the country-product network and two
hundred days for the Netflix Prize network. Ran-
dom displacements by values ranging from −0.5 to
0.5 along both axes were added to reduce the extent
to which the symbols overlap.
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Figure 2. Accuracy evaluation in terms of the rank-
ing score (a,b) and precision (c,d) for prediction algo-
rithms based on diffusion (left column) and relations
between the products (right column). The year on
the x-axis is the year for which predictions are made
using the state of the network in the previous year.
Fig. 2. In user-item data, mass diffusion outper-
forms significantly its heat diffusion counterpart
[18, 30]. However, as Fig. 2a and c show, the sit-
uation is very different in the country-product
data: heat diffusion outperforms mass diffusion
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Figure 3. A comparison of prediction accuracy (top
row) and diversity (bottom row). The performance
results shown in this figure represent the average over
results for years 1996-2000. Methods with parame-
ters have been optimized with respect to their rank-
ing score.
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Figure 4. Panel a) shows methods’ optimal pa-
rameters at various years (optimization is again with
respect to the ranking score). Panel b) shows the
dependence of the ranking score on the parameters
for year 1998. The results of the optimized Hybrid
method are shown for comparison. Results shown in
c) and d) are made using the data in year 1995 and
before to predict the new products in 1996. Methods’
parameters are here fixed based on the optimal pa-
rameters of previous year’s prediction. Performance
of predictions based on causality is shown for com-
parison.
in both ranking score and precision. The rea-
son lies in the absence of preferential attach-
ment in the country-product data as shown in
Fig. 1b and d. An example using a simple model
with and without preferential attachment is pro-
7vided in Appendix D. Heat diffusion which, un-
like mass diffusion, does not favor popular items
[37] is thus better suited for the prediction task
here. Causality and proximity can be used alone
to predict the future exports of countries (see
Fig. 2b, d). Causality outperforms proximity in
ranking score, which indicates that the temporal
aspect of ψiα captures different relations between
products than φiα. At the same time, proximity
outperforms causality in the precision metrics,
indicating that top-scoring products are more
relevant with proximity than causality. When
optimizing the prediction performance, we found
that averaging proximity from year 1992 pro-
vides the best results, while causality benefits
from a longer time period and data from as early
as 1984 were used to build the causality relations
(see Appendix B).
We compare the performance of all the meth-
ods in Fig. 3. In agreement with [18], the hy-
bridization between mass and heat diffusion im-
proves every accuracy metrics, as well as predic-
tion diversity. Compared to the hybrid method,
complexity+hybrid (Eq. (9)) slightly improves
every metric, albeit at the expense of adding an
additional free parameter in the prediction pro-
cess. Proximity and causality both perform simi-
larly to the hybrid diffusion method, without any
parameters, and both have their strong points:
causality yields better ranking score and predicts
products of lower degree, while proximity yields
better precision and predicts products of higher
complexity (Fig. 3d). By coupling proximity or
causality with diffusion, we further improve the
results. The best overall performance is obtained
with causality+hybrid. Compared to random
predictions, the precision metric is improved by
a factor of 4 as compared to a factor of 80 in
the Netflix Prize network [18], which indicates
a comparably low predictability of future links
appearing in the country-product network. Note
that we can add an additional parameter in the
causality+hybrid method by exponentiating the
causality score (ψiα → ψθiα, where θ is a free pa-
rameter), resulting in an improvement of roughly
3% on the ranking score, but a substantial im-
provement (around 20%) of the personalization
metric.
The selection of parameters is an important
issue for those non-parameter-free methods. We
generally use the whole dataset to optimize the
parameters of our prediction methods. To con-
trol for possible overfitting, we use an approach
similar to the three-fold validation which is com-
mon in information filtering [38, 39]. We first
find the parameters for year t that minimize the
ranking score, and then use the optimized pa-
rameters to make the prediction for year t + 1.
Fig. 4a shows that the optimal parameters are
nearly constant over time for Hybrid and causal-
ity+hybrid methods. Fig. 4b further shows that
the parameter range in which complexity and
causality coupled with diffusion methods out-
performs hybrid diffusion method is quite wide.
The ideal parameter of causality+hybrid method
is very close to 0, which makes the causal-
ity+hybrid effectively a parameter-free method.
In Fig. 4d, we set the parameters to a fixed value
before the prediction. We see that the accuracy
and diversity improvements are still present for
every method, and both complexity and causal-
ity coupled with diffusion improve further those
results.
IV. DISCUSSION
We used the hybrid diffusion algorithm [18]
one of the standard recommendation methods
in unweighted bipartite networks, to predict
new links in the country-product export net-
work. Unlike for the usual user-item data,
heat diffusion algorithm produced satisfactory
results, which we attributed to the growth mech-
anism of country-product data where preferen-
tial attachment—a key driving force in user-item
data—is absent. Recently developed metrics
for country fitness and product complexity were
used to enhance the prediction performance.
While they carry information about individual
countries and products and generally enhance
prediction performance, we found relations be-
tween products—proximity and causality—to be
even more beneficial. The best overall prediction
method was achieved by combining the heat dif-
fusion recommendation with causality scores.
In this work, we restricted our input infor-
mation to the state of the country-product net-
8work obtained by applying the RCA threshold;
the detailed information on the export volume
has been ignored. If we remove this restric-
tion and use for instance the RCA values for
prediction, we can achieve high prediction ac-
curacy simply by ranking the products by their
RCA value in the prediction list (products whose
RCA exceeds 1 are naturally excluded because
the corresponding links already exist). This re-
sults in the ranking score r ∼= 0.15, and pre-
cision P ∼= 0.3, which is a significant improve-
ment over the best-performing causality+hybrid
method which yields r ∼= 0.3, P ∼= 0.11. The
improvement is a direct consequence of using
additional information (relative link importance
quantified by the RCA metric) which is further-
more very specific to the country-product net-
work and thus not available in other systems to
which our prediction approach may be relevant
(bipartite user-item networks where links con-
nect items with the users who have purchased
or otherwise connected with them, for example).
The introduction of the causality score
demonstrates the possibility and benefits of us-
ing time information in the prediction process.
This score can also find its use in other kinds of
data, such as user-movie data where a user who
appreciated the first episode of a series of movies
is likely to watch also the second one. Apart
from prediction, causality needs to be studied
further to understand what it tells us about the
relations between products; for example by in-
specting which products are exported before a
new product starts to be exported. The pre-
diction in the country-product network can be
further improved external information on geog-
raphy (neighboring countries may have similar
capabilities) and temporal evolution of prices
and export volumes (their growth may attract
new producers). Prediction approaches built on
multiple models and components motivated by
machine learning [40–42] could eventually con-
tribute to understanding the limited prediction
precision in country-product data.
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Figure A.1. We fix here the current year t and do the
prediction for year t+∆t. a) and b) show the ranking
score for causality and proximity relations as well as
the hybrid method as a function of ∆t. Panels c) and
d) show the precision as a function of ∆t. For a) and
c) the current year is t = 1993, whereas it is t = 1995
for b) and d).
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A. EFFECT OF TIMESTEP ON
PRECISION METRICS
In the main text, we predict the new prod-
ucts that countries will export in the next year.
In Fig. A.1, we fix a year t and predict the new
products that countries will export in year t+∆t,
but that it is not exporting in year t (in terms
of sets, we try to predict Ct+∆t \ Ct). With re-
spect to the ranking score r, causality is optimal
when predicting the near future, but becomes
less accurate for higher ∆t. Proximity and hy-
brid are less sensitive to ∆t. Precision increases
with ∆t for every method because the number
of new products exported for each country in-
creases with ∆t.
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Figure B.1. a) and b) show the ranking score for
causality and proximity relations as a function of the
initial year considered to build the relations. c) and
d) show the ranking score as a function of the number
of closest products n used in the computation of the
closenesses.
B. PARAMETERS OF CAUSALITY AND
PROXIMITY RELATIONS
Causality and proximity have two parameters
each. The first one is the number of years used
to compute the resulting values. The results are
shown in Fig. B.1a and b. For proximity, it is
mostly optimal to use data from 1991, which cor-
responds to the arrival of unified Germany in
the dataset. For causality, while it is generally
beneficial to increase the history length, taking
data before 1984 results in a worsening of rank-
ing score due to a change of products’ classifica-
tion original dataset (see Ref. [23]). The causal-
ity relations were computed country by coun-
try: for each country we consider that there is
a causal relation between α and β for country
i if α ∈ N ti and β ∈ Cti at least once during
the period considered. The causality ψαβ is the
simply the ratio between the number of causal
relation and the number of countries that ex-
port the product at least once. We can restrain
the computation to the n closest products when
computing the closeness between a country and
a product. By doing so, we aim to take only the
most significant products into account, which is
similar to the nearest neighbors typically used
in recommendation algorithms [43]. The results
are shown in Fig. B.1c and d. We eventually use
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Figure C.1. Precision P (L) and recall R(L) as a func-
tion of the prediction list length L for three different
prediction methods. In panels a) and c) the predic-
tions are done for year 1997, while for panels b) and
d) the predictions are done for year 1999.
the all products into account to compute both
proximity and causality. While Fig. B.1d shows
that it is not the optimal choice for causality, the
difference is rather insignificant (around 0.2%).
C. LENGTH OF THE PREDICTION LIST
A prediction method assigns a score to ev-
ery country-product pair, and generates a pre-
diction list of length L for each country by choos-
ing the L best-scoring products. The length of
the prediction lists is a free parameter, which
can be set arbitrarily. We use L = 20 in the
main test, which reflects the length of a practi-
cal prediction list [18], and it is also close to the
mean number of new products exported by each
country between two consecutive years (approx-
imately 17.2 averaged from 1994 to 2000). For
completeness, we show the dependency of pre-
cision and recall on the length of the prediction
list in Fig. C.1. Precision decreases with the pre-
diction list length L, which shows that the best
ranked products indeed have the highest prob-
ability of being exported by a given country in
the next year.
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Figure D.1. Panel a) shows recovery and panel b)
enhancement of precision compared to random pre-
dictions eP (20), for both the Mass and Heat diffu-
sion recommendation methods as a function of the
model parameter θ. The number of users is set to
N = 10, 000, number of items to M = 2, 000 and
number of links to m = 100, 000.
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Figure D.2. The cumulative degree distribution of
countries in the country-product network for three
different years.
D. THE INTERPLAY BETWEEN
PREFERENTIAL ATTACHMENT AND
HEAT DIFFUSION
We study here a simple model in order to
verify that in a network without preferential at-
tachment, it is possible for the Heat diffusion al-
gorithm to have accuracy comparable with that
of Mass diffusion. Our network consists of N
users and M items. Each user i has a vector of
preferences ti and each item α has a vector of
categories cα, which correspond to users’ tastes.
An item can either belong to a category or not
which corresponds to the elements of category
vectors being either one or zero. On the other
hand, a user can either like category, ignore it, or
even dislike it, which corresponds to the elements
of user preference vectors being 1, 0, or −1, re-
spectively. Elements of category vectors are set
to 1 or 0 with 50% probability each. User prefer-
ence vectors are set to zero with 50% probability,
or else to 1 or −1 with equal probability. Links
are created one by one between the users and
items. The user i to which we add a link is cho-
sen among every users with uniform probability,
and the item α is chosen with the following rule
P (α, i) = θ
kα + 1∑
β kβ + 1
+ (1− θ) cα · ti/Oαi∑
β cβ · ti/Oβi
(D.1)
where θ is a parameter to tune the amount of
preferential attachment or users preferences used
in the growth process, and Oαi is the number of
items β which fulfill cβ · ti = cα · ti. Normaliza-
tion with Oαi enhances the weight of items with
high overlap cα · ti and compensates for the fact
that the number of such items is small. When
cα · ti < 0, the term proportional to 1 − θ is
ignored and only the first term contributes to
P (α, i). In total, m links are created in the net-
work. Note that the model setting and param-
eters are arbitrary and can be modified to ac-
commodate different behavior of user and items.
This elementary model, similar to the agent-
based model that was used to evaluate a news
recommendation model [44, 45], is nevertheless
sufficient to illustrate the desired dependency be-
tween preferential attachment and recommenda-
tion performance.
When the network is built only with preferen-
tial attachment (θ = 1), the correlation between
the actual degree of items and their future degree
increase is 0.91. When only users preferences are
used to build the network (θ = 0), this correla-
tion drops to 0.11. Recommendations obtained
with either Heat or Mass diffusion method on
artificially created data are then evaluated using
the same approach as the country-product data
before. The results are presented in Fig. D.1.
In the absence of preferential attachment, Mass
and Heat perform similarly in terms of precision
and recovery. By contrast, when preferential at-
tachment is the main driving force (θ > 0.75),
Mass clearly outperforms Heat in terms of pre-
cision and recovery. This demonstrates that the
weight of preferential attachment in the system’s
evolution is of crucial importance for the choice
of the optimal recommendation algorithm. Note
that in the model we assume a narrow degree
distribution on the user side which is consistent
with the country degree distribution distribution
shown in Fig. D.2 which is also far from the scale-
11
free distributions that are commonly found in real social and e-commerce data.
[1] Snyder D and Kick E L 1979 Am. J. Sociol.
1096–1126
[2] Serrano M A and Bogun˜a´ M 2003 Phys. Rev. E
68 015101
[3] Tinbergen J 1962 Shaping the World Economy
[4] Fagiolo G 2010 J. Econ. Interact. Coord. 5 1–25
[5] Bhattacharya K, Mukherjee G, Sarama¨ki J,
Kaski K and Manna S S 2008 J. Stat. Mech.
2008 P02002
[6] Hidalgo C A, Klinger B, Baraba´si A L and Haus-
mann R 2007 Science 317 482–487
[7] Hausmann R, Hwang J and Rodrik D 2007 J.
Econ. Growth 12 1–25
[8] Cristelli M, Tacchella A and Pietronero L 2014
An overview of the new frontiers of economic
complexity Econophysics of Agent-Based Models
(Springer) pp 147–159
[9] Hummels D and Klenow P J 2005 Am. Econ.
Rev. 704–723
[10] Rauch J E 1999 J. Int. Econ. 48 7–35
[11] Liben-Nowell D and Kleinberg J 2007 J. Am.
Soc. Inf. Sci. Technol. 58 1019–1031
[12] Lu¨ L and Zhou T 2011 Physica A 390 1150–1170
[13] Tacchella A, Cristelli M, Caldarelli G, Gabrielli
A and Pietronero L 2012 Sci. Rep. 2 723
[14] Resnick P and Varian H R 1997 Commun. ACM
40 56–58
[15] Adomavicius G and Tuzhilin A 2005 IEEE
Transactions on Knowledge and Data Engineer-
ing 17 734–749
[16] Zhu X, Tian H, Hu Z, Zhang P and Zhou T 2015
arXiv preprint arXiv:1501.03577
[17] Koren Y 2010 Commun. ACM 53 89–97
[18] Zhou T, Kuscsik Z, Liu J G, Medo M, Wakeling
J R and Zhang Y C 2010 Proc. Natl. Acad. Sci.
U.S.A. 107 4511–4515
[19] Baraba´si A L and Albert R 1999 Science 286
509–512
[20] Hidalgo C A and Hausmann R 2009 Proc. Natl.
Acad. Sci. U.S.A. 106 10570–10575
[21] Hausmann R and Hidalgo C A 2014 The atlas
of economic complexity: Mapping paths to pros-
perity (MIT Press)
[22] Cristelli M, Gabrielli A, Tacchella A, Caldarelli
G and Pietronero L 2013 PLoS one 8 e70726
[23] Feenstra R C, Lipsey R E, Deng H, Ma A C and
Mo H 2005 NBER Working Paper 11040
[24] Balassa B 1965 Manchester School 33 99–123
[25] Sarukkai R R 2000 Computer Networks 33 377–
386
[26] Zaccaria A, Cristelli M, Tacchella A and
Pietronero L 2014 PLoS one 9 e113770
[27] Pugliese E, Zaccaria A and Pietronero L 2014
arXiv preprint arXiv:1410.0249
[28] Zhang Y C, Blattner M and Yu Y K 2007 Phys.
Rev. Lett. 99 154301
[29] Zhou T, Ren J, Medo M and Zhang Y C 2007
Phys. Rev. E 76 046115
[30] Lu¨ L, Medo M, Yeung C H, Zhang Y C, Zhang
Z K and Zhou T 2012 Phys. Rep. 519 1–49
[31] Tribus M 1961 Thermostatics and thermo-
dynamics (Center for Advanced Engineering
Study, Massachusetts Institute of Technology)
[32] Hamming R W 1950 Bell System technical jour-
nal 29 147–160
[33] Newman M E 2001 Phys. Rev. E 64 016131
[34] Jeong H, Tombor B, Albert R, Oltvai Z N and
Baraba´si A L 2000 Nature 407 651–654
[35] Newman M E 2001 Proc. Natl. Acad. Sci.
U.S.A. 98 404–409
[36] Bennett J and Lanning S 2007 The netflix prize
Proceedings of KDD cup and workshop (ACM)
p 35
[37] Zeng A, Yeung C H, Shang M S and Zhang Y C
2012 Europhys. Lett. 97 18005
[38] Abu-Mostafa Y S, Magdon-Ismail M and Lin
H T 2012 Learning from data (AMLBook)
[39] Zeng A, Vidmer A, Medo M and Zhang Y C
2014 Europhys. Lett. 105 58002
[40] Bell R M and Koren Y 2007 ACM SIGKDD Ex-
plorations Newsletter 9 75–79
[41] Koren Y, Bell R and Volinsky C 2009 IEEE
Computer 42 30–37
[42] Jahrer M, To¨scher A and Legenstein R 2010
Combining predictions for accurate recom-
mender systems Proceedings of the 16th ACM
SIGKDD international conference on Knowl-
edge discovery and data mining (ACM) pp 693–
702
[43] Sarwar B, Karypis G, Konstan J and Riedl J
2001 Item-based collaborative filtering recom-
mendation algorithms Proceedings of the 10th
international conference on World Wide Web
(ACM) pp 285–295
[44] Medo M, Zhang Y C and Zhou T 2009 EPL
(Europhys. Lett.) 88 38005
[45] Zhou T, Medo M, Cimini G, Zhang Z K and
Zhang Y C 2011 PLoS One 6 e20648
