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a b s t r a c t
Quasi-Newton (QN) methods are generally held to be the most efficient minimization
methods for solving unconstrained optimization problems. Among the QN methods,
symmetric rank-one (SR1) is one of the very competitive formulas. In the present paper,
we propose a new SR1 method. The new technique attempts to improve the quality of the
SR1 Hessian by employing the scaling of the identity in a certain sense. However, since
at some iterations these updates might be singular, indefinite or undefined, this paper
proposes an updates criterion based on the eigenvalues of the SR1 update to measure this
quality. Hence, the new method is employed only to improve the approximation of the
SR1 Hessian. It is shown that the numerical results support the theoretical considerations
for the usefulness of this criterion and show that the proposed method improves the
performance of the SR1 update substantially.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction




where f is at least a continuously twice differentiable nonlinear function. QNmethods are very similar to Newton’s method,
but avoid the need of computing Hessian matrices by recurring, from iteration to iteration, a symmetric matrix which
can be considered as an approximation of the Hessian. They allow the curvature of the problem to be exploited in the
numerical algorithm, despite the fact that only first derivatives (gradients) and function values are required. We are
particularly interested in problems where function and gradient evaluations are expensive and n, the number of variables
is 2 ≤ n ≤ 1000 so that O(n2) storage is possible. The methods are iterative of the form
xk+1 = xk + αkdk, (2)
where x1 is given, αk is the steplength parameter and dk is the search direction found by solving the set of equations
Bkdk = −gk,
where gk denotes the current gradient of f at xk and Bk approximates the true Hessian ∇2f at xk. The matrix Bk is
usually required to be positive definite to ensure a descent direction for f . For a given B1, Bk is updated to a new Hessian
approximation Bk+1 for which the QN equation
Bk+1sk = yk, (3)
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where
sk = xk+1 − xk, yk = gk+1 − gk, (4)
is satisfied. Different methods arise from the large variety of matrices B satisfying (3) and from varying schemes to choose α
in (2). From these the symmetric rank-one update has been disregarded for a long time because of its potential failure. The
work of Conn et al. [1], Kelley and Sachs [2], Khalfan et al. [3], Leong and Hassan [4] and Modarres et al. [5–7] has renewed
the interest in this method. Observations have been reported, which indicate that the SR1 can outperform the BFGS update,
which is known as the most widely used in quasi-Newton methods. In this paper, we consider the famous SR1 update for
the Hessian approximation,
Bk+1 = Bk + (yk − Bksk)(yk − Bksk)
T
(yk − Bksk)T sk , (5)
and throughout, for the purpose of comparison, we also consider the BFGS update









For related work on the SR1 update see, for example, Davidon [8], Fiacco andMcCormick [9], Pearson [10], Broyden [11] and
Brayton andCullum [12]. The SR1methodhas computational advantages over others in reduction of the number of iterations.
Such a reduction has been observed by many authors. Investigation by Conn et al. [1] on the SR1 update showed that when
the SR1 update and the BFGS update, are available simultaneously, the SR1 update is typically more efficient. Meanwhile,
the sequence of Bk, the approximation to the Hessian matrix of f (x) at iterate xk, can converge to the actual Hessian matrix
at the solution∇2f (x∗), provided that the steps taken are uniformly linearly independent, that the SR1 update denominator
is always sufficiently different from zero, and that the iterates converge to a finite limit. Khalfan et al. [3] discussed their
computational experience in using the SR1 update with conventional line search and trust region algorithms. The results
showed that in practice when the SR1 update solves a given problem, its efficiency is at least as good, if not better than the
BFGS update.
However, the SR1 update is unstable in the sense that, even if Bk is positive definite, Bk+1 may be singular, indefinite
or undefined. Thus the SR1 update must be modified in some manner whenever it fails to exist or is not positive definite.
Maintaining positive definite approximations to the Hessian matrix of the objective has important drawbacks that run the
risk of losing valuable information gained during the descent process. Therefore, we should have a strategy to preserve
as much as possible information from the previous iterations while maintaining positive definiteness of the update. For
this purpose, various options are proposed for stabilizing (when necessary) the SR1 method. Phua [13] proposed some
switching algorithms in which the SR1 update could be, when necessary, substitute with a rank-2 Broyden class update.
Scaling is another approach to overcome these difficulties. Osborne and Sun [14] discuss a rank-1 type update of the form
Bk+1 = θBk + kswkwTk , where wk = yk − θBksk, ks = 1/sTkwk, and θ is a scalar scaling parameter that can be chosen to
ensure that the update is positive definite. This update satisfies the QN equation (3) and it can be shown that the update
has the finite termination property on (convex) quadratics with exact line searches but lacks the hereditary property on
quadratics. Also a simple fix for a misbehaved update would be to simply skip the update (set Bk+1 = Bk) or take a gradient
step (set Bk+1 = I). However, numerical experience (see Table 1 in [4]) shows that taking a gradient may be very unsuitable.
Therefore, we employ the scaling factor of Leong and Hassan [4] as a cheap choice of replacing the identity with a positive
multiple of the identity matrix. This has encouraged us to seek a scheme for the SR1 update which possess not only good
features of the original SR1 update but also greater numerical stability. Our motivation is to propose a new SR1 method to
avoid the loss of the positive definiteness and zero denominators inwhichwe could use the eigenvalues of the update, when
needed, as a criterion to switch the standard rule. This paper is organized as follows: In the next section, we present and
study the eigenvalue and condition number of the SR1 update. Thenwewill introduce the optimal scaling factor in Section 3.
In Section 4, we are concerned with a description of the proposed algorithm. Finally, in Section 5 the computational and
numerical results for the new method are given.
2. Eigenvalues of SR1
In this section, we study the eigenvalues and the condition number of the SR1 update. For this purpose, we need the
following Lemma. Furthermore, to avoid solving a linear system of equations on every iteration, we can update B−1k = Hk
directly based upon the QN equation (3) as an approximation to the inverse of the Hessian. So the search direction dk can
be computed by dk = −Hkgk and (3) is written as sk = Hk+1yk. Therefore, Hk will denote the current inverse Hessian
approximation, and its updated version Hk+1 is computed by
Hk+1 = Hk + (sk − Hkyk)(sk − Hkyk)
T
yTk (sk − Hkyk)
. (7)
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Lemma 2.1 (Cholesky Decomposition). For any symmetric (or more generally a Hermitian), positive-definite matrix H ∈ Rn,
there is a unique lower triangular and nonsingular matrix L ∈ Rn×n with strictly positive diagonal entries such that
H = LLT . (8)
L is called the Cholesky triangle of H.
Proof. See [15]. 
Lemma 2.2. Let H ∈ Rn×n be symmetric positive definite. Then the SR1 update can be written as follows
HSR1 = LWLT , (9)
where L ∈ Rn×n is the Cholesky triangle of H, and W ∈ Rn×n is the matrix given by
W = I + (p− q)(p− q)
T
(p− q)Tq , (10)
where
p = (L−1)s, (11)
and
q = LTy. (12)
Proof. Using Lemma 2.1, H has a unique Cholesky factorization, say
H = LLT , (13)
where L ∈ Rn×n is a lower triangular matrix with positive diagonal entries. Therefore, since




substituting (11) and (12) into (7), we obtain
HSR1 = LLT + L(p− q)(L(p− q))
T
(L(p− q))T (LT )−1q
= L






= LWLT . 
Using (11) and (12), one can easily verify that the following equalities hold:
sTy = pTq, (14)
yTHy = qTq, (15)
α2gTHg = pTp. (16)
In order to analyze the eigenvalue of the matrixW , we define:
r = sTy− yTHy; (17)
then we can obtain the following results.
Lemma 2.3. Suppose that H is positive definite. Let ξi(W ) be the i-th largest eigenvalue of W.
If r > 0,
ξ1(W ) = τ ,
ξi(W ) = 1; i = 2, . . . , n. (18)
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If r < 0, then
ξi(W ) = 1; i = 1, . . . , n− 1,
ξn(W ) = τ ,
where





In any case, τ satisfies the following conditions:
(i) τ > 1 if pTq > qTq,
(ii) 0 < τ < 1 if pTp < pTq < qTq,
(iii) − 1 < τ < 0 if qTq > max (pTq, pTp),
(iv) τ < −1 if pTq < qTq < pTp.
Proof. See [15]. 
Corollary 1. Suppose that H is positive definite. Then the determinant of W is given by
det(W ) = τ . (19)
Furthermore, det(W ) > 0 if pTq > qTq or pTp < pTq < qTq.
Proof. Direct consequence of Lemma 2.3. 
Definition 2.4. The inertia of a symmetric matrix A is a triplet of nonnegative integers (m, z, p) where m, z, and p are the
number of negative, zero, and positive eigenvalues of A.
Lemma 2.5 (Sylvester Law of Inertia). Let A be a real symmetric square matrix of order n and V be a non-singular matrix of the
same size, then A and V TAV have the same inertia.
Proof. See [15]. 
Therefore Sylvester’s law of inertia states that the number of diagonal entries of each kind is an invariant of A, i.e. it does
not depend on the matrix V used.
Lemma 2.6. Assume that H is positive definite and let W be the Cholesky triangle of H defined by (10). Then the SR1 update
HSR1 and the matrix W have the same inertia.
Proof. Using Lemma 2.2, we have
HSR1 = LWLT .
Denote LT = U; thus HSR1 can be rewritten as
HSR1 = UTWU,
where U is nonsingular. 
Now we should be able to express the conditions that the SR1 update HSR1 maintain the positive definiteness. For this
purpose first we state the cases thatW is positive definite.
Theorem 2.7. Assume that H is positive definite. Then if pTq > qTq or pTp < pTq < qTq, W will be a positive definite matrix.
Proof. Direct consequence of Lemma 2.3 and Corollary 1. 




Proof. Using Eqs. (14)–(16), the result comes from Lemma 2.6 and Theorem 2.7. 
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3. Optimal scaling under the σ-measure
Throughout this section, we will assume that the curvature condition yTk sk > 0 and Bk (or Hk) is positive definite. Our
main aim in this section is to find the ‘optimal’ direct SR1 formula updated from the current approximation Bk (orHk), which
satisfies the secant equationwhile preservingpositive definiteness and asmuch information as possible fromcurrent update.




where A is an n× n positive definite matrix and ξmax is the largest eigenvalue of A.
Note that finding the optimal scaling factor for the SR1 update with the measure given by (20) is easier than to find it in
the l2-norm condition number. Hence in the following theoremwe try to find the ‘best’ SR1 update from a positive multiple











2 − yTkyksTk sk
1/2
. (21)





I + [yk − (1/λk)sk][yk − (1/λk)sk]
T
sTk [yk − (1/λk)sk]
, (22)
is the unique solution of
min σ(B−1k+1), (23)
s.t. B−1k+1yk = sk,
and B−1k+1 is positive definite.











2 − sTk skyTkyk
1/2
. (24)
Then the scaled memoryless SR1 update:
Hk+1 = λ˜kI + (sk − λ˜kyk)(sk − λ˜kyk)
T
yTk (sk − λ˜kyk)
, (25)
is the unique solution of
min σ(H−1k+1), (26)
s.t. H−1k+1sk = yk,
and H−1k+1 is positive definite.
Proof. The proof is the direct result of the above theorem by interchanging the role of s and y. 
Remark 3.2. Note that since we have assumed that the curvature condition sTkyk > 0 is satisfied then by the assumption

















and this implies that the scaling factor λ˜k is positive.
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Table 1
Selected test problems for comparing SWSR1 with +SSR1, BFGS and NSSR1
methods.
Ex. Freudenstein & Roth, Ex. Trigonometric, Ex. Rosenbrock, Ex. White & Holst,
Ex. Beale, Ex. Penalty, Perturbed quadratic, Raydan 1, Diagonal 2,
Diagonal 3, Hager, Ge. Tridiagonal 1, Ex. Tridiagonal 1, Ex. Three Expo Terms,
Ge. Tridiagonal 2, Diagonal 4, Diagonal 5, Ex. Himmelblau, Ge. PSC1, Ex. PSC1,
Ex. Block-Diagonal BD1, Ex. Maratos, Ex. Cliff, QDP, Quadratic QF1,
Ex. QP1, Ex. QP2, QF2, Ex. Powell, Ex. Tridiagonal 2,
TRIDIA, ARWHEAD, NONDIA, DQDRTIC, EG2,
DIXMAANA, DIXMAANB, DIXMAANC, DIXMAANE, PPQ1,
Broyden tridiagonal, Almost perturbed quadratic, TPQ, EDENSCH,
VARDIM, STAIRCASE S1, LIARWHD, DIXON3DQ, DIXMAANF,
DIXMAANG, DIXMAANH, DIXMAANI, DIXMAANJ, DIXMAANK,
DIXMAANL, ENGVAL1, FLETCHCR, COSINE,
Ex. DENSCHNB, Ex. DENSCHNF, BIGGSB1, SQ1, SQ2.
4. Description of the algorithm
In this section, we present our new algorithm for solving unconstrained optimization problems. The basic steps of the
new method are identical to the SR1-algorithm, except that a restart procedure will be applied in step 7 to avoid the loss
of positive definiteness. Note that by Lemma 2.5, the SR1 update HSR1 and the matrix W in (10) have the same inertia and
we shall therefore, use the eigenvalues of W as a guideline for estimating the condition number of HSR1. However if it is
found that the condition of the current iterative point xk does not favor the use of Hk+1, a restart will then be made and
the scale of identity defined by (24) will be applied. The main difference between the restart approach and the scaling (or
sizing) approach is that we do not try to incorporate the scaling (or sizing) factor to eachmodified SR1 updates in preserving
positive definiteness. This method may prevent fast convergence, so it will be redundant if we scale (or size) the modified
SR1 method, if the modified SR1 in that iteration is positive definite.
Algorithm 1 (SWSR1 Algorithm).
Step 0. Given an initial point x0 ∈ Rn, an initial matrix H0 = I , compute f (x0) and g0 = ∇f (x0). Set k = 0.
Step 1. Termination test. If the convergence criterion ∥∇f (xk)∥ ≤ ε is achieved, then stop.
Step 2. Compute a QN direction by dk = −Hkgk.
Step 3. Find an acceptable steplength, αk, such that the Wolfe conditions
f (xk + αkpk) ≤ f (xk)+ δ1αkgTk pk, (28)
∇f (xk + αkpk)Tdk ≥ δ2gTk pk, (29)
where 0 < δ1 < δ2 < 1, δ1 < 12 , are satisfied.
Step 4. Set xk+1 = xk + αkdk.
Step 5. Compute ξk by
ξk = − (yk + αk∇f (xk))
T sk
(sk − Hkyk)Tyk .
Step 6. If 0 < ξk <∞, go to step 8.
Step 7. Stabilizing. Set Hk = λ¯k−1I , where λ¯k−1 is given by (24).
Step 8. Compute the next inverse Hessian approximation Hk+1 by (7).
Step 9. Set k = k+ 1, and go to step 1.
Remark 4.1. Note that ξk > 0 ensures that the SR1 update Hk+1 is positive definite.
5. Numerical results
In this section, we examine the numerical behavior of the proposed algorithm on a set of test problems. The code was
written in Fortran 77 and in double precision arithmetic. All runs were performed on PC (CPU P4 1.8 MHz, 2 GB of RAM
memory). Our experiments have been performed on a set of 64 nonlinear unconstrained optimization problems from the
Cute [17] collection, along with other optimization test problems from [18,19] as listed in Table 1. Each function is tested
with variable dimensions 2 ≤ n ≤ 1000.We choose δ1 = 10−4, δ2 = 0.9 in theWolfe conditions (28) and (29). The stopping
tolerance, ε used was 10−5. The algorithm also stopped when the number of function evaluation exceeds 1000.
As we know the BFGS and SR1 methods are considered to be efficient methods among the QNmethods. Thus, in order to
assess the reliability of our method, we first test the SWSR1 Algorithm. At the same time, we compare the performance of
SWSR1 with the well known BFGS and with the+SSR1 and NSSR1 methods presented in [4].
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Table 2
Ratio of SWSR1 cost to+SSR1 cost.
Method SWSR1
Iterations Function evaluations
Arithmetic mean 0.89 0.97
Geometric mean 0.85 0.94
Table 3
Ratio of SWSR1 cost to BFGS cost.
Method SWSR1
Iterations Function evaluations
Arithmetic mean 0.81 0.85
Geometric mean 0.78 0.81
Table 4
Ratio of SWSR1 cost to NSSR1 cost.
Method SWSR1
Iterations Function evaluations
Arithmetic mean 0.69 0.76
Geometric mean 0.66 0.74
Fig. 1. Performance profile of SWSR1, BFGS,+SSR1 and NSSR1 based on iterations.
In order to obtain a better picture of the performance of the algorithms, we evaluate the relative efficiency of the SWSR1
algorithm in relation to the BFGS and SR1 algorithms. Therefore, we present the geometric and arithmetic means required
to solve these problems by the SWSR1 algorithm to the corresponding means for the BFGS and NSSR1 methods, referring to
the total number of iterations and the total number of function/gradient evaluations.
We presented the summary of our results in Tables 2–4. Detailed results of some of the test runs are presented in Table 5.
The results presented in Tables 2–4 imply that SWSR1 algorithm improved significantly over the performance of the BFGS
method. The improvement of SWSR1 over+SSR1 is 3%–11%, in average, in terms of the number of iterations and 6%–15%, in
average, in terms of the number of function/gradient calls. The improvement of the SWSR1 algorithm over BFGS is 15%–19%,
in average, in terms of the number of iterations and 19%–22%, in average, in terms of the number of function/gradient
calls. The improvement of SWSR1 over NSSR1 is 24%–31%, in average, in terms of the number of iterations and 26%–34%,
in average, in terms of the number of function/gradient calls. Comparing the performances of BFGS, +SSR1 and NSSR1
algorithms against that of the SWSR1, Tables 2–4 showed that SWSR1 scored the best while+SSR1 is the second best, with
NSSR1 the last and BFGS the second last.
Also in order to further investigate on numerical results, we represent the performance of our algorithms graphically.
We use the performance profiling proposed by Dolan and Moré [20].
As shown in Figs. 1 and 2, our algorithms are the best among these three algorithms. Therefore, from the numerical
results the efficiency of our proposed method over+SSR1, BFGS and NSSR1 is clearly observed.
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Table 5
Test results for SWSR1/+SSR1/NSSR1/BFGS methods.
Test functions Dim SWSR1 +SSR1 NSSR1 BFGS
nI nF nI nF nI nF nI nF
PPQ1 2 2 5 2 7 9 21 2 5
10 16 31 10 22 50 79 13 23
1000 177 290 178 279 – – 250 282
Broyden tridiagonal 3 7 15 9 17 15 28 7 15
1000 30 54 30 54 73 114 246 337
Almost perturbed quadratic 2 1 5 2 7 9 21 1 5
10 15 30 10 22 54 85 13 23
1000 222 302 172 225 – – 376 434
TPQ 10 14 24 11 21 98 130 14 24
1000 226 323 231 307 – – 377 437
EDENSCH 2 6 12 7 14 5 11 7 14
10 24 39 19 32 51 79 19 32
1000 22 41 22 41 54 89 59 524
VARDIM 2 4 11 – – 4 11 4 11
10 6 17 – – 6 17 6 17
30 21 55 – – 10 24 11 23
90 24 88 – – 12 31 13 36
200 31 104 – – 14 37 18 38
LIARWHD 2 12 23 11 20 15 29 10 20
1000 18 42 20 38 – – 25 49
Ex. Freudenstein & Roth 2 18 51 14 26 – – 7 16
10 8 19 9 21 – – 9 22
1000 12 33 11 26 – – 21 49
Ex. Trigonometric 4 20 36 20 35 86 111 12 22
10 11 24 11 24 13 26 10 22
40 25 48 67 108 17 30 69 107
300 26 49 34 55 168 198 – –
Ex. Rosenbrock 10 39 76 40 84 – – 65 107
1000 44 96 48 98 – – – –
Diagonal 3 2 5 12 5 12 13 28 4 10
10 11 23 11 23 64 93 14 24
100 50 82 50 82 567 606 – –
Diagonal 4 2 2 5 3 7 327 347 2 5
10 4 9 3 8 8 16 2 6
1000 3 8 3 8 10 20 2 6
Diagonal 5 20 2 7 2 7 2 7 2 7
30 2 7 2 7 2 7 2 7
Diagonal 6 40 2 7 2 7 2 7 2 7
60 2 7 2 7 2 7 2 7
600 3 9 – – 3 9 3 9
ARWHEAD 2 6 13 5 12 6 14 5 12
10 6 14 6 14 10 22 10 4
1000 7 15 12 26 – – 3 8
Ex. Beale 2 10 19 9 22 720 754 10 17
20 12 26 12 26 834 872 12 24
1000 10 22 10 22 – – 16 31
NONDIA 2 11 23 12 25 497 534 10 19
200 21 41 8 17 – – 14 28
DQDRTIC 2 17 379 17 379 14 316 14 316
10 4 11 5 13 – – 4 11
1000 5 13 5 13 – – 5 13
EG2 2 4 9 4 9 5 11 4 9
8 24 48 28 55 – – 12 21
ENGVAL1 2 8 15 7 14 19 39 8 15
10 17 33 19 34 36 61 16 30
50 18 37 18 35 52 84 41 65
1000 19 38 19 38 51 84 47 77
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Table 5 (continued)
Test functions Dim SWSR1 +SSR1 NSSR1 BFGS
nI nF nI nF nI nF nI nF
Ge. Tridiagonal 1 2 8 17 4 9 – – 9 18
10 17 32 18 35 40 64 15 26
1000 19 41 19 41 41 71 50 76
Ex. Tridiagonal 1 10 10 21 14 23 – – 16 26
1000 10 23 10 23 – – 10 20
Ex. Three expo terms 2 5 12 6 12 8 16 5 12
10 6 13 5 11 10 19 5 11
1000 5 11 5 11 11 21 5 11
FLETCHCR 2 3 9 2 7 2 7 3 9
4 10 18 11 21 53 83 9 18
10 33 55 41 64 303 348 24 44
COSINE 2 2 8 2 8 2 8 2 8
10 8 21 8 21 9 23 15 29
900 7 25 7 25 9 29 25 52
Ex. DENSCHNB 2 7 15 5 11 9 19 6 13
10 5 13 5 13 7 17 5 13
1000 4 11 4 11 9 21 5 13
Ex. DENSCHNF 2 17 31 19 33 15 27 13 27
10 18 31 21 34 17 29 28 47
1000 17 32 17 32 20 35 57 94
BIGGSB1 3 4 9 3 7 23 37 3 7
600 308 416 308 416 – – 323 444
SQ1 2 2 7 2 7 6 15 1 5
10 10 23 10 23 56 90 9 21
700 161 214 161 214 – – 306 361
SQ2 200 25 53 25 53 – – 28 56
400 28 59 28 59 – – 50 93
Ge. Tridiagonal 2 2 5 12 5 12 14 30 5 12
10 18 27 19 35 76 110 16 31
1000 37 69 37 69 201 244 165 220
Ex. Himmelblau 2 6 14 5 13 9 21 5 12
10 8 17 7 16 18 39 7 16
1000 7 16 7 16 26 55 11 22
Ge. PSC1 4 16 26 26 45 44 68 17 29
40 58 105 68 120 – – 71 102
500 85 143 111 188 – – 124 188
1000 73 127 73 127 – – 143 221
Ex. PSC1 4 8 14 8 15 14 27 11 18
10 9 20 7 15 13 29 8 17
1000 8 19 8 19 7 17 10 19
Ex. Powell 200 31 59 36 66 – – 59 107
400 27 51 33 58 – – 81 152
900 39 72 39 71 – – 59 107
Ex. BD1 4 17 29 21 36 46 73 13 24
10 16 30 16 30 48 77 12 24
1000 25 43 25 43 58 93 14 27
Ex. Maratos 2 71 145 76 158 – – 44 97
10 74 179 78 187 – – 106 189
1000 80 198 75 176 – – – –
Ex. Cliff 2 7 22 6 19 – – 4 14
900 40 91 21 29 – – – –
Quadratic diagonal perturbed 2 2 6 2 6 2 6 2 6
10 6 13 8 17 22 46 6 14
500 66 102 70 119 – – 52 72
QF1 2 2 6 2 6 10 22 2 6
10 11 23 11 23 56 88 9 21
1000 173 230 173 230 – – 332 379
(continued on next page)
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Table 5 (continued)
Test functions Dim SWSR1 +SSR1 NSSR1 BFGS
nI nF nI nF nI nF nI nF
Ex. QP1 2 6 14 7 13 29 47 5 12
10 7 14 7 14 12 25 7 14
800 9 22 6 19 – – 10 22
Ex. QP2 2 12 17 13 28 – – 11 24
900 53 128 59 123 – – 33 74
QF2 2 6 15 5 13 8 19 4 11
10 21 37 24 40 63 91 16 28
1000 297 416 322 490 – – – –
Ex. Tridiagonal 2 2 2 7 – – 2 7 2 7
10 19 35 18 33 67 90 7 15
1000 26 40 26 40 96 117 24 42
TRIDIA 10 12 23 13 21 596 635 13 21
1000 389 447 – – – – – –
DIXON3DQ 2 3 9 3 9 9 21 1 5
10 18 30 18 30 283 315 13 24
50 56 90 58 90 – – 55 71
Ex. White & Holst 2 716 799 38 78 – – 26 53
10 70 177 34 71 – – 105 185
1000 40 91 36 80 – – – –
Ex. Penalty 2 10 17 9 16 8 16 8 14
10 11 28 11 26 15 33 13 32
40 14 33 13 31 15 36 22 44
Perturbed quadratic 3 4 10 3 8 13 28 2 7
10 15 30 10 22 54 85 9 21
1000 178 246 183 236 – – 371 425
Raydan 1 2 5 11 5 11 5 11 4 9
10 17 30 17 30 12 24 13 24
1000 207 291 207 291 – – 177 218
Hager 2 3 8 3 8 4 10 2 7
10 9 20 9 20 15 32 9 21
600 38 251 38 251 – – 60 371
STAIRCASE S1 2 2 4 2 4 2 4 2 4
10 10 19 10 19 192 225 10 20
DIXMAANA 2 7 14 9 17 6 12 8 15
10 9 19 10 19 7 15 8 17
1000 6 14 6 14 6 14 7 15
DIXMAANB 10 14 22 13 21 9 15 23 34
1000 13 24 13 24 9 17 82 115
DIXMAANC 2 10 54 8 15 8 16 9 17
1000 15 29 15 29 12 23 160 228
DIXMAANE 2 6 12 7 14 7 14 10 18
10 17 34 24 40 53 82 17 29
1000 180 272 180 272 – – 158 225
DIXMAANF 2 7 14 7 13 7 14 7 14
10 22 37 24 37 55 83 26 46
1000 145 217 145 217 – – – –
DIXMAANG 2 8 16 8 16 9 18 8 16
10 22 35 24 43 55 83 29 49
1000 170 252 170 252 – – 171 244
DIXMAANJ 2 7 14 6 11 6 12 6 12
10 23 37 25 38 55 83 27 46
500 98 149 98 149 – – – –
DIXMAANK 2 11 21 12 24 7 15 15 27
10 25 37 29 48 50 76 56 104
1000 175 259 175 259 – – – –
DIXMAANL 2 10 19 11 23 10 20 9 18
10 53 83 58 98 440 469 31 49
50 180 271 236 389 – – 110 150
F. Modarres Khiyabani, W.J. Leong / Computers and Mathematics with Applications 64 (2012) 2141–2152 2151
Table 5 (continued)
Test functions Dim SWSR1 +SSR1 NSSR1 BFGS
nI nF nI nF nI nF nI nF
DIXMAANH 2 12 22 9 17 9 18 13 24
10 26 53 29 52 55 83 24 525
60 48 113 – – 266 295 233 437
DIXMAANI 2 6 12 6 12 7 14 9 16
10 20 36 20 34 51 76 17 31
1000 171 257 171 257 – – 158 230
Fig. 2. Performance profile of SWSR1, BFGS,+SSR1 and NSSR1 based on function/gradient calls.
6. Conclusion
In this paper,we have described a newSR1method for solving unconstrained optimization problems.Wehave attempted
to explore further the numerical potential of the restarting approach for improving the performance of the SR1 Hessian
approximation update. The eigenvalue of the SR1 update is evaluated and used in the newmethod to overcome the setback
of the SR1 update. Therefore, we have presented a restart procedure based on the eigenvalues of the SR1 update to avoid
zero denominator iterates and to preserve positive definiteness. Numerical testing of this method on a fairly large number
of standard test problems has shown that the new method outperforms the +SSR1, NSSR1 and the widely used BFGS
updates significantly as far as the number of iterations and function/gradient calls are concerned. It would be interesting to
investigate further convergence properties of such methods.
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