Introduction
Because of their widespread use in manufacturing, developable surfaces have received considerable attention in the computeraided design literature. Intuitively, a developable surface can be obtained by twisting and bending a flat surface, such as sheet metal or paper, without stretching, compressing, or any other type of elastic deformation. Such surfaces are widely used, for example, in the manufacture of automobile body parts, airplane wings, and ship hulls.
In contrast to the extensive literature on the differential geometry of developable surfaces ͑see, e.g., ͓1͔͒, papers that address their design are relatively limited. Most of the existing methods exploit the fact that a developable surface can be characterized as the envelope of a one-parameter family of planes in space. In this approach one first designs a curve in three-dimensional projective space using existing CAD techniques. By taking advantage of the natural duality that exists between points and planes in projective 3-space, the resulting curve can also be regarded as a representatation for a one-parameter family of planes in Euclidean 3-space. Inputs to these algorithms typically are a finite set of control planes in Euclidean 3-space, from which a C 2 one-parameter family of planes is generated, and the developable surface extracted from its envelope.
Among the attractive features of the projective geometric approach is that one can draw upon the many existing CAD techniques ͑e.g., Bézier splines, NURBS͒ for constructing curve in projective 3-space. Bodduluri and Ravani ͓2,3͔ define appropriate notions of Bézier and cubic developable surfaces using the projective geometric approach, and propose computational algorithms for their efficient generation. Lang and Roschel ͓4͔, Hoschek and Pottmann ͓5͔, and Pottmann and Farin ͓6͔ also independently propose methods for designing developable Bézier and B-spline surfaces based on projective geometry. Other related work includes that of Aumann ͓7͔, who examines the conditions for the existence of a developable surface containing a given discrete set of points, and Ravani and Ku ͓8͔, who present some direct representations for developable surfaces and their Bertrand offsets.
Employing a somewhat different perspective, Redont ͓9͔ constructs developable surfaces by specifying tangent planes along a geodesic of a surface. More recently Maekawa and Chalfant ͓10͔ propose a method to construct a B-spline developable surface bounded by two directrices that lie on parallel planes, while Azariadis and Aspragathos ͓11͔ and Elber ͓12͔ present methods for refining developable surfaces to approximate arbitrary surfaces. See, e.g., Hoschek and Schneider ͓13͔, Chen et al. ͓14͔ , and Pottman and Wallner ͓15͔ for a collection of works on surface interpolation and approximation involving developable surfaces.
In this article we offer an alternative approach to the developable surface design problem that is based on methods from optimal control theory. Given a regular curve b(t) on the unit sphere corresponding to a one-parameter family of rulings, and two endpoints a 0 and a 1 for the base curve, we present an optimal control formulation for constructing a base curve a(t) such that a(t 0 ) ϭa 0 , a(t 1 )ϭa 1 , and the resulting surface f(s,t)ϭa(t)ϩsb(t) is developable. We answer questions about the existence and uniqueness of solutions, and derive solutions for a class of objective functions that reflect some practical aspects of developable surface design.
We believe the perspective offered in this paper, while clearly a departure from the more established and time-tested projective geometric methods, can offer a number of advantages. First, while designer preferences are subjective, it can be argued that one rather natural and intuitive means for a designer to visualize a developable surface is in terms of its base curve and rulings; in our approach the designer is able to directly manipulate these geometric quantities to shape the desired surface. In contrast, with the projective geometric approach it may not always be easy for the designer to visualize, for example, the relationship between the input control planes and the final shape of the resulting surface.
Our approach implicitly assumes the design process is organized into two stages: construction of the rulings, followed by the optimal design of the base curve. The conclusion section contains a discussion of some of the disadvantages associated with this separation-for now we point out that the rulings can be designed using any of a number of existing algorithms for freeform curve design on the sphere, e.g., ͓16͔ . From the perspective of surface approximation this separation is also much less restrictive than imagined; for example, a number of efficient algorithms have recently been proposed for approximating an arbitrary surface with a ruled surface ͑e.g., ͓12͔͒, and the obtained rulings can be used for our developable surface algorithm. In any case we restrict our attention in this paper to the design of the base curve, which can be optimized for a variety of performance criteria that reflect the practical needs of developable surfaces ͑see also Chirikjian and Burdick ͓17͔ for a related optimal curve design problem in the context of hyper-redundant kinematic chains͒. Such an optimization capability can be useful for, e.g., applications in fracture mechanics ͓18͔ or surface recognition ͓19͔, in addition to the more well-known and traditional problems in CAD.
To illustrate the added flexibility afforded by the base curve optimization procedure, we consider some specific examples: minimizing overall control effort, minimizing the base curve length, keeping the line of regression distant from the base curve, and approximating a ruled surface by a developable surface. In a broader context, these examples serve to demonstrate how our framework can bring to bear the many powerful results of optimal control theory to the developable surface design problem. By further taking advantage of the many existing algorithms for spherical curve design and ruled surface approximation, the result is a class of general, elegant, and numerically efficient design algorithms for developable surfaces.
Optimal Control Framework
We begin by recalling some basic facts about developable surfaces. Let a(t) be a regular curve in R 3 , and b(t) a differentiable curve in R 3 such that ʈb(t)ʈϭ1 for all t; here ʈ•ʈ denotes the standard Euclidean norm. Both curves are defined over some interval ͓t 0 ,t 1 ͔. The parametrized surface
is called a ruled surface; a(t) is called the base curve, and the line passing through a(t) that is parallel to b(t) is called the ruling of the surface f at a(t). As is customary in the literature, we allow f to have points where f s ϫf t ϭ0, 1 to include, e.g., cones, as an admissible class of developable surfaces. The ruled surface f is said to be developable if
where ͗•,•͘ denotes the Euclidean inner product in R 3 . Geometrically this condition implies that the tangent planes along each ruling are parallel; the normal vector to the surface therefore does not depend on the parameter s. An alternative interpretation is that the vectors a t , b, and b t are always coplanar. Intrinsically a developable surface can be characterized as one whose Gaussian curvature is everywhere zero. For the purposes of this paper we shall consider only orientable developable surfaces, and exclude nonorientable surfaces like the Möbius strip. A review of the projective geometric representation for developable surfaces can be found in, e.g., Bodduluri and Ravani ͓2,3͔.
Adopting some standard notation from the control theory literature, in what follows differentiation with respect to t is also denoted by a dot over the function, e.g., ḃ (t)ϭ (d/dt) b(t). Given a one-parameter family of rulings b(t), we first consider the problem of constructing a base curve a(t) such that the resulting surface f(s,t)ϭa(t)ϩsb(t) is developable. More specifically, we consider the following: given a regular curve b(t) on the unit sphere, i.e., ʈb(t)ʈϭ1 and ḃ (t) 0 for all t͓t 0 ,t 1 ͔, and two points a 0 and a 1 in R 3 , find a differentiable curve a(t) such that a(t 0 )ϭa 0 , a(t 1 )ϭa 1 , and f(s,t)ϭa(t)ϩsb(t) is a developable surface. Because b(t) is restricted to lie on the unit sphere, it follows that b(t) and ḃ (t) are always orthogonal. The condition for f(s,t) to be developable, namely, ͗ȧ,bϫḃ͘ϭ0, is therefore equivalent to the statement that ȧ must always lie in the plane spanned by b and ḃ . That is,
for some scalar functions u 1 (t) and u 2 (t). By recasting the base curve design problem in the above form, we can appeal to the following well-known result on the controllability of linear time-varying systems to answer the question of existence of a solution. The result states that given a linear differential equation of the form ȧ(t)ϭB(t)u(t), where a(t)R n , u(t)R m , and B(t)R nϫm , there exists a u(t) that transfers the system from a 0 at tϭt 0 to a 1 at tϭt 1 if and only if a 1 Ϫa 0 lies in the range space of W(t 1 )ϭ͐ t 0 t 1 B(t)B(t) T dt ͑see, e.g., ͓20͔ for a proof͒. For our problem at hand, B(t) is a 3ϫ2 matrix whose columns are given by b(t) and ḃ (t), while the control vector u ϭ(u 1 ,u 2 ). Although it would seem counterintuitive that W(t 1 ) could ever be nonsingular, the following theorem shows that as long as b(t) is not a geodesic, this is precisely the case. Proposition 1 Let b(t)R 3 be a differentiable curve on the unit sphere, i.e., ʈb(t)ʈϭ1, t 0 рtрt 1 , and let
where
) is singular if and only if b(t) is a geodesic (or, equivalently, the arc of a great circle).
The proof of this result is given in the Appendix. Given two arbitrary points on a developable surface, it is not difficult to see that in general there exist many feasible base curves passing through these two points. By regarding u 1 (t) and u 2 (t) of Eq. ͑3͒ as the control inputs of a linear system, selecting the base curve naturally suggests itself as a problem in optimal control. Here we consider a class of objective functions that are general enough to model a wide range of situations, but more importantly, admit a complete solution-the classical linear regulator and linear tracking problems of optimal control. The objective function to be minimized is quadratic in a and u:
subject to ȧ(t)ϭB(t)u(t), with endpoint conditions a(t 0 )ϭa 0 , a(t 1 )ϭa 1 . Here Q(t) and R(t) are symmetric positive-definite matrices chosen to reflect physically meaningful criteria. The optimal u(t) is given by
where K(t) is a symmetric matrix satisfying
with K(t 1 )ϭ0. By numerically integrating the above matrix differential equation offline and storing the solution K(t), one can quite rapidly evaluate the optimal u(t), and hence the optimal a(t) and the corresponding developable surface. For certain special cases of the above, it is in fact possible to obtain closed-form solutions for the optimal base curve a(t). Here we consider two such cases, and describe their corresponding physical meaning with respect to the developable surface design problem.
Proposition 2 Suppose W(t 1 ) in Proposition 1 is nonsingular. Then the u(t) that minimizes ͐ t 0 t 1 ͗u(t),u(t)͘dt subject to ȧ(t) ϭB(t)u(t), with a(t 0 )ϭa 0 , a(t 1 )ϭa 1 , is given by
The base curve and its tangent are then given by
The above is equivalent to setting Q(t)ϭ0 and R(t)ϭI in the objective function for the more general LQR problem described earlier. The derivations of the optimal u(t) and a(t) follow from a straightforward and completely standard optimal control argu-ment, and is omitted here. In the event that W(t 1 ) is singular, a particular u(t) that satisfies the required boundary conditions is u(t)ϭB(t) T v, where v is any solution of the linear equation W(t 1 )vϭa 1 Ϫa 0 . Choosing the solution v* that minimizes v T W(t 1 )v and setting u(t)ϭB(t) T v* then results in the optimal solution for this case.
The above solution is commonly referred to in the optimal control literature as the minimum effort control. Another popular solution is the so-called minimum energy curve. In this case the objective function becomes
This is equivalent to setting Q(t)ϭ0 and R(t)ϭB(t)
T B(t) in the objective function for the more general LQR problem described earlier. It is well-known that the minimum energy curve is also the minimum arc length curve, with the added feature that the curve is now parametrized proportional to arc length ͑see, e.g., ͓21͔͒; hence we also refer to the same curve as the minimum arc length base curve. The following proposition expresses this curve in closed form.
Proposition 3 
subject to ȧ(t)ϭB(t)u(t), with a(t 0 )ϭa 0 , a(t 1 )ϭa 1 , is given by
Again, the proof is by a straightforward and completely standard optimal control argument. Provided that b(t) is not a geodesic, the nonsingularity of M(t 1 ) can be shown by a slight modification of the proof for Proposition 1 outlined in the Appendix. The case for singular M(t 1 ) can also be treated in a similar fashion to that for the minimum effort control when W(t 1 ) is singular.
Applications
In this section we illustrate the optimal control approach to developable surface design, by first designing some freeform developable surfaces based on some of the previous choices of the base curve. We also suggest methods for placing the edge of regression far from the base curve; this has the effect of confining the useful portion of the developable surface to the vicinity of the base curve, a desirable feature from the designer's perspective. Finally, we propose an objective function whose solution finds the best developable surface approximation to a given ruled surface; this is a crucial step in some recent approaches to flat patterning ͓12͔, in which an arbitrary surface is approximated by a collection of developable surface patches.
Freeform Developable Surface Design.
We design a freeform developable surface using the minimum control effort and minimum arc-length solutions for the base curve. The end points of the base curve are chosen to be a 0 ϭ(0,0,0) and a 1 ϭ(Ϫ1.4,Ϫ7,5.5). The ruling is of the form b͑t ͒ϭ͑ cos u sin v,cos u cos v,sin u ͒, uϭ2t, vϭt (14)
The developable surface f(s,t) is plotted over the range 0рt р1, Ϫ5рsр5 in local coordinates. Figure 1 shows the resulting surface for the minimum control effort base curve; the base curve and edge of regression are also shown. Figure 2 shows the resulting surface for the minimum arc length base curve, together with the base curve and edge of regression. As expected the latter case produces a developable surface with a shorter base curve than for the minimum control effort solution.
Controlling the Edge of Regression.
The edge of regression of a developable surface, also known as the line of striction, corresponds to the singular points of the developable surface, and are defined as those points at which f s ϫf t ϭ0. In practice, after a developable surface of infinite extent is designed, the region surrounding the edge of regression is trimmed. Since in our optimal control approach the user manipulates the shape of the base curve, it makes sense to regard the vicinity of the base curve as the useful portion of the developable surface. In this case one would like to keep the edge of regression as far from the base curve as possible.
Assuming that the endpoints a 0 and a 1 are given, the goal is to define an objective function that attempts to maximize the distance between the base curve and the edge of regression. The edge of regression of a developable surface, denoted r(t), is given by ͑see ͓1͔͒ 
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If the coefficient ͗ȧ,ḃ͘/͗ḃ ,ḃ ͘ is zero, then the edge of regression coincides with the base curve. Since in our approach the rulings and the base curve are designed separately, b(t) and ḃ (t) can for the present purposes be regarded as given. In this case one obvious choice of objective function is to maximize ͐ t 0 t 1 ʈa(t) Ϫr(t)ʈ 2 dt. Noting that ȧϭbu 1 ϩḃ u 2 and that bϫḃ ϭ0, and safely ignoring the already given ͗ḃ ,ḃ ͘ factor in r, the objective function to be maximized can be simplified to
A moment's reflection, however, suggests that this optimal control problem is not well-posed; indeed, the value of the objective function can be made arbitrarily large by setting the u 2 component arbitrarily large ͑observe that the boundary conditions can still be satisfied by choosing u 1 in an appropriate fashion͒. Based on the above reasoning, it is clear that increasing the value of the u 2 component has the effect of increasing the distance between the base curve and the edge of regression. One convenient way to accomplish this is to consider a scaled version of the objective function for the minimum effort control. That is, define the objective function to be minimized as
where ␣ is a constant between 0 and 1; the closer ␣ is to 1, the greater the emphasis on minimizing u 1 rather than u 2 , and the further away the edge of regression will be placed from the base curve. Setting ␣ϭ1/2 corresponds to the minimum control effort solution discussed earlier.
Following essentially the same reasoning as for the minimum control effort case, the solution to the above can be expressed as
Given the same rulings b(t) and endpoints a 0 ,a 1 as defined in the example for Figs. 1 and 2, Figs. 3 through 6 depict the developable surface, along with the base curve and edge of regression, for various choices of ␣: ␣ϭ0.9 ͑Fig. 3͒, ␣ϭ0.75 ͑Fig. 4͒, ␣ ϭ0.25 ͑Fig. 5͒, and ␣ϭ0.1 ͑Fig. 6͒. Figure 7 depicts the average gap measure ͐ 0 1 ʈr(t)Ϫa(t)ʈdt between the base curve and edge of regression as a function of ␣; as expected, we see that the average gap measure increases with increasing ␣.
Optimal Surface Approximation.
In many practical situations one will find freeform surfaces manually approximated and assembled as sets of piecewise developable surfaces. Elber ͓12͔ proposes a two-stage scheme to this surface approximation problem, in which the freeform surface is first approximated by a ruled surface, and then the ruled surface approximated by a developable. Because ruled surfaces are much less restrictive than developable surfaces, the first stage approximation can be accomplished quite easily using a wide variety of means. The second stage approximation, as we now show, can be accomplished quite naturally within our optimal control framework-because the rulings are already available from the ruled surface, what remains is the determination of a base curve such that the resulting surface is developable, and best approximates ͑in a sense to be made precise below͒ the given ruled surface.
Let the ruled surface be given by
where c(t) is the base curve and b(t) is the ruling, t 0 рtрt 1 , 0 рsрL. The objective then is to determine the base curve a(t) for the developable surface f(s,t)ϭa(t)ϩsb(t) that minimizes
subject to ȧ(t)ϭB(t)u(t), with end point conditions a(t 0 ) ϭc(t 0 ) and a(t 1 )ϭc(t 1 ). The above formulation ensures that the rulings of the developable surface coincide with those of the ruled surface at the base curve end points tϭt 0 and tϭt 1 . By a straightforward calculation, the above objective function reduces to
Note that by setting Q(t)ϭI and R(t)ϭ0, and replacing a by a Ϫc in the objective function for the more general LQR problem described earlier also leads to this objective function-one might therefore suspect that the solution to the standard LQR problem is also applicable here. However, recall that in the minimum control effort and minimum arc length cases, Q(t) was set to zero, while R(t) was nonsingular; because R(t)ϭ0 in the current objective function we cannot apply the standard Riccati equation-based solution, which requires the existence of R(t) Ϫ1 . More seriously, the above choice of objective function leads to singular arcs; because H uu ϭ0, the optimal control will typically contain discontinuities, resulting in a discontinuous surface. Moreover, in this situation use of the well-known necessary condition for optimality is complicated by the need to connect a singular arc with boundary points which may not be on the arc ͑see, e.g., ͓22͔͒. To circumvent the singular arc problem, we propose instead the following objective function: 
where ␣ and ␤ are arbitrary constant weighting factors. Observe that setting Q(t)ϭ␣I and R(t)ϭ␤I, and replacing a(t) by a(t) Ϫc(t) and u(t) by ȧ(t)Ϫċ(t) in the objective function for the more general LQR problem described earlier leads to this particular objective function. The optimal base curve a(t) can be obtained by solving a linear two-point boundary value problem. Proposition 4 The a(t) that minimizes Equation ͑24͒ subject to ȧ(t)ϭB(t)u(t) and boundary conditions a(t 0 )ϭc(t 0 ), a(t 1 ) ϭc(t 1 ) is given by the solution to the following differential equation: Fig. 8 The ruled surface and its base curve Fig. 9 The approximating developable surface and its base curve, ␤Ä0.01 Transactions of the ASME
In the event that ␣ϭ0, the optimal base curve a(t) is given by
where satisfies
Figures 8 -11 show simulation results for the optimal developable approximation to the ruled surface r(s,t)ϭc(t)ϩsb(t), where c͑t ͒ϭ͑ cos 0.5t,Ϫsin 0.5t,0͒, 0рtр1 
Conclusions
In this article we have presented a mathematical framework, based on results from the optimal control of linear systems with quadratic criteria, for constructing developable surfaces that are optimized with respect to various performance criteria. Given a set of rulings, we first answer questions about the existence of base curves such that the resulting surface is developable. We then propose a class of objective functions for constructing the base curve that are based on various physical criteria: minimizing control effort and arc length, keeping the edge of regression distant from the base curve, and optimally approximating a ruled surface by a developable one. Both closed-form analytical solutions and real-time numerical solutions are provided.
One of the attractive features of the optimal control approach is that the shape of the developable surface is determined by directly manipulating the base curve and rulings, which from the designer's perspective are quite intuitive to visualize. The designer has wide flexibility in determining base curves that are optimized for a given physical criterion; this is particularly meaningful in light of the increasingly diverse engineering contexts in which developable surfaces are beginning to arise, e.g., ͓18,19͔. In most cases the surfaces are easily obtained by solving a linear two-point boundary value problem, making interactive surface design possible.
There are, of course, certain disadvantages associated with the optimal control approach. Organizing the design process into two stages-construction of the rulings, followed by the optimal design of the base curve-while simplifying the design algorithm and quite sensible from an engineering perspective, may limit the algorithm's overall flexibility; one can certainly envision cases where it would be more advantageous to simultaneously design the rulings and the base curve. Also, computing the solution in its most general form requires the numerical evaluation of an integral. However, we anticipate that using, e.g., NURBS or other rational representations to describe the rulings b(t) will lead to closed-form analytic solutions for the integrals, so this limitation in itself does not seem any more serious than the numerical procedures used to compute, e.g., the envelope in the projective geometric methods. In the future we hope to systematically formulate these algorithms in the context of NURBS and other existing CAD representations for curves and surfaces.
