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ESTUDO DUN PROBLEMA DE PERTURBACIÓN SINGULAR
PARA UNHA CLASE DE INECUACIÓNS VARIACIONAIS
Resumo
O comportamento asintótico dun problema de perturbación singular para unha familia de
inecuacións variacionais non lineais dependentes dun pequeno parámetro positivo centra os obxec-
tivos desta tese. Estas inecuacións teñen a súa orixe na aplicación de técnicas variacionais en
problemas de difusión en estados estacionarios relacionados con diferentes disciplinas do eido cien-
tífico. Ademais da non linealidade, outras achegas destacables son a incorporación dun termo
fronteira e dunha función dexenerada no termo de menor orde, que inducen cambios no comporta-
mento da solución cando o pequeno parámetro tende a cero. Por outra parte, analízase a existencia
e unicidade de solución e introdúcense resultados de regularidade e aproximación numérica. Esta
memoria complétase cunha colección de exemplos de casos particulares, distribuídos ao longo de
todas as seccións, destinada a facilitar a comprensión dos resultados obtidos.
Palabras chave
Comportamento asintótico, inecuacións variacionais, perturbación singular, termo dexenerado,
aproximación numérica.
Resumen
El comportamiento asintótico de un problema de perturbación singular para una familia de
inecuaciones variacionales no lineales dependientes de un pequeño parámetro positivo centra los
objetivos de esta tesis. Estas inecuaciones tienen su origen en la aplicación de técnicas variacionales
en problemas de difusión en estados estacionarios relacionados con diferentes disciplinas del ámbito
científico. Además de la no linealidad, otras aportaciones destacables son la incorporación de
un término frontera y de una función degenerada en el término de menor orden, que inducen
cambios en el comportamiento de la solución cuando el pequeño parámetro tiende a cero. Por otra
parte, se analiza la existencia y unicidad de solución y se introducen resultados de regularidad
y aproximación numérica. Esta memoria se completa con una colección de ejemplos de casos
particulares, distribuidos a lo largo de todas las secciones, destinada a facilitar la comprensión de
los resultados obtenidos.
Palabras clave
Comportamiento asintótico, inecuaciones variacionales, perturbación singular, término dege-
nerado, aproximación numérica.
Summary
The main goal of this PhD thesis is to study the asymptotic behaviour of a degenerate singular
perturbation problem for a class of nonlinear variational inequalities depending on a small positive
parameter. These inequalities arise from the application of variational techniques to steady state
diffusion problems related to different scientific areas. In addition to the nonlinearity, other remar-
kable contributions of this thesis are the inclusion of a boundary term and a degenerate function
in the lower-order term, which induce changes in the behaviour of the solution when the small
parameter goes to zero. Furthermore, the existence and uniqueness of solutions is analyzed, and
several results about regularity and numerical approximation are introduced as well. A collection
of examples for specific cases, distributed throughout each section, completes this memory and
helps clarify the results obtained.
Keywords
Asymptotic behaviour, variational inequalities, singular perturbation, degenerate term, nume-
rical approximation.
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Introdución
O nacemento das inecuacións variacionais data da década dos anos 60 do século pasado.
Autores como Antman[11] ou Kikuchi e Oden[88] sitúan o problema sobre elasticidade lineal
proposto por Signorini[133] en 1959 na orixe desta rama do Cálculo. Consistía no estudo dos
desprazamentos na posición de equilibrio dun corpo elástico en contacto con outro ríxido
sen fricción, tendo en conta a masa como única forza presente. No ano 1964, Fichera[57]
estuda este problema mediante técnicas variacionais, sendo o primeiro en utilizar estes
métodos. O seu traballo ligaría a orixe das inecuacións variacionais co cálculo de variacións
asociado á minimización de funcionais en subconxuntos convexos de espazos de Banach.
Segundo Antman[11], logo de asistir a unha das conferencias de Fichera sobre o problema
de Signorini, Duvaut divulgaría entre os seus investigadores en Francia os traballos de
Fichera, contribuindo á popularización e expansión dos mesmos.
De forma independente, Stampacchia[137] realizou unha xeneralización do teorema de
Lax-Milgram, nun contexto de estudo de regularidade de solucións de ecuacións en derivadas
parciais. Posteriormente, en colaboración con Lions[101], publicarían diferentes resultados,
entre os que destaca o ben coñecido teorema de existencia e unicidade para inecuacións
variacionais. Este autor, Lions, acadaría nos últimos anos da década dos 60 grandes avances
nesta materia e nas súas aplicacións [99, 100, 102, 103]. De feito, no ano 1972, Duvaut e
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2 Introdución
Lions[52] recollerían unha colección de formulacións de abundantes problemas de Mecánica
e Física baseadas en inecuacións variacionais.
Ademais dos anteriormente citados, outros autores como Hartman, Lewy ou Brézis
achegarían valiosos resultados sobre regularidade ou novos instrumentos de traballo como
os operadores pseudomonótonos —ver Antman[11]—. Esta teoría serviu de base para o
extraordinario desenvolvemento posterior, que ten que ver coa versatilidade das inecuacións
variacionais para o seu uso nas máis diversas aplicacións. En efecto, estas representan unha
ferramenta eﬁciente para a modelización e tratamento dos máis variados problemas, non
só no eido das Matemáticas, senón tamén noutros como as Ciencias Físicas, Químicas,
Biolóxicas, da Enxeñería e incluso da Economía, como dan conta, por exemplo, as obras
de Duvaut e Lions[52], Friedman[60], Hlaváček et al.[78], Kinderlehrer-Stampacchia[89],
Nagurney[114], Sofonea-Matei[136], Wilmott et al.[152] ou Rodrigues[123].
Na actualidade, as inecuacións variacionais convertéronse nunha potente ferramenta de
uso cotián en áreas da Matemática Aplicada e xa existe unha longa bibliografía ao respecto.
Poden atoparse introducións en tratados de Brézis[20, 21, 22, 26], Brézis-Stampacchia[24] ou
Kinderlehrer-Stampacchia[89]. Así mesmo, as obras de Glowinski[68] ou Glowinski-Lions-
Tremolieres[69] divulgan métodos e técnicas de aproximación numérica.
Entre as aplicacións anteriores, destacan os problemas nos que un pequeno parámetro
devén decisivo no comportamento da solución; por exemplo, un parámetro adimensional que
mida a difusividade dun medio físico, químico ou poboacional (Chipot[33], Timofte[143],
Valanarasu-Ramanujam[147], Vulanović et al.[150]). O tratamento matemático deste tipo
de problemas non resulta sempre sinxelo, non obstante as clásicas técnicas de perturbación
(por exemplo, ver Nayfeh[115], Bellman[16], Awrejcewicz-Krysko[13]) levan acadado bos
resultados ofrecendo certas aproximacións por medio doutros problemas considerados máis
sinxelos.
Así, considerando un pequeno parámetro positivo, unha das características destacadas
dalgúns destes problemas é o feito de que aquel problema que corresponde ao valor cero
do parámetro, tamén denominado problema reducido, ten unha orde inferior aos demais
problemas construídos con valores positivos do mesmo parámetro. Esta situación provoca
usualmente comportamentos singulares da solución cando o parámetro tende a cero. De
feito, non sempre as solucións dos problemas correspondentes a valores do parámetro posi-
Introdución 3
tivos e próximos a cero son unha boa aproximación da solución do problema reducido, ou
viceversa. Noutras palabras, dun xeito informal, non sempre o límite desas solucións coinci-
de coa solución do problema límite. Os problemas con esta particularidade reciben o nome
de problemas de perturbación singular e foron estudados amplamente na literatura por au-
tores como Lions[98], De Jager e Furu[50], Eckhaus[53], Johnson[85], O’Malley[120, 121],
Skinner[134], entre moitos outros, debido á súa relación con numerosas aplicacións cientíﬁ-
cas.
Nesta memoria investigamos o comportamento asintótico da solución dunha familia de
inecuacións variacionais dependente dun pequeno parámetro positivo que, no que segue de
agora en diante, denotamos por ε. Esta familia de problemas posúe a característica anterior,
polo que pode relacionarse coas perturbacións singulares. Unha das fontes de inspiración
deste traballo é a obra de Lions[98], que analizou este tipo de problemas minuciosamente,
tanto en forma de ecuacións como de inecuacións. Esta obra pioneira completa o estudo
de perturbacións singulares aplicadas a prantexamentos lineais e, asemade, abre diversas
propostas relacionadas con problemas non lineais. Neste sentido, unha achega importante
desta memoria é a inclusión dun elemento non lineal no termo de maior orde, seguindo
os pasos do artigo de Chipot e Muñiz[41], no cal se presentan os primeiros resultados de
converxencia asintótica para ecuacións variacionais non lineais. De igual xeito, considera-
mos tamén a presenza de funcións dexeneradas no termo de menor orde, que conducen
a comportamentos especiais non contemplados na obra de Lions[98]. De feito, a análise
de certos resultados de converxencia precisan da adopción de espazos funcionais axeita-
dos. O primeiro traballo que recolle estes resultados foi xa publicado nun primeiro artigo,
Álvarez-Dios et al.[7]. Por último, aínda que non de menor importancia, a inclusión dun
termo fronteira conleva unha maior liberdade na imposición de condicións de contorno, se
ben implica maiores diﬁcultades no seu estudo. Nesta memoria incluímos e ampliamos os
resultados dispoñibles nun segundo artigo publicado, Álvarez-Dios et al.[8].
Desde un punto de vista aplicado, a inecuación variacional estudada aparece co uso
de técnicas variacionais aplicadas á resolución de problemas relacionados con procesos de
difusión estacionaria en diversas áreas. Neles, é usual establecer certas condicións de equi-
librio derivadas de diferentes leis físicas en cada caso, se ben a aplicación de limitacións no
conxunto das posibles solucións conduce á aparición das inecuacións.
4 Introdución
Esta memoria estrutúrase da seguinte forma:
No Capítulo 1, logo de introducir o problema e o marco xeral de traballo, marcamos
os obxectivos xerais perseguidos nesta memoria, sen esquecer a presentación de diferentes
exemplos de situacións onde a inecuación en estudo modela o fenómeno descrito.
Dedicamos o Capítulo 2 a indagar sobre as condicións necesarias e suﬁcientes máis bási-
cas que garantan a existencia e unicidade de solución do problema. Incluímos dúas seccións
dando a coñecer dúas estratexias diferentes. A primeira delas baséase en resultados clásicos
de punto ﬁxo, mentres que a segunda utiliza os operadores pseudomonótonos introducidos
por Brézis[22] e usados por outros autores como Lions[99] ou Showalter[131]. Esta última
xeneraliza a primeira, permitindo incluír un termo fronteira.
O obxectivo principal desta memoria abórdase no Capítulo 3, onde se acomete o estudo
asintótico da solución da inecuación variacional:
a) Nunha primeira parte constrúense os problemas que resolve a función límite, ademais
dalgún espazo de funcións especial onde se logra a converxencia. Recóllense estes re-
sultados en dúas seccións, unha das cales se dedica á converxencia da solución, e outra
á da solución escalada a través do parámetro ε. Estes resultados son complementa-
dos na sección seguinte, onde detallamos o comportamento a nivel local baixo certas
condicións sobre o convexo. De seguido, culminamos os estudos anteriores mediante
exemplos sobre a aplicación a problemas destacados.
b) Nunha segunda parte do capítulo contemplamos a posibilidade de construción de ter-
mos correctores, na busca dunha aproximación da solución, seguindo a idea proposta
por Lions[98]. Aínda que se comproba o seu bo funcionamento para casos lineais, existe
unha sección cunha pequena extensión a casos non lineais baixo certas condicións.
Este capítulo culmina coa abordaxe dunha variante do problema, onde un pequeno cambio
relativo ao pequeno parámetro conduce a un novo problema cun comportamento asintótico
lixeiramente distinto. En consecuencia, estas novas variacións implican eventualmente novos
problemas límite que requiren de novas condicións para o seu tratamento.
Nas distintas seccións do Capítulo 4 exploramos propiedades adicionais de regularidade
da solución e da súa aproximación numérica mediante solucións en espazos de dimensión
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ﬁnita. Na parte de regularidade estudamos estimacións puntuais, destacando o principio
do máximo, así como un reﬁnamento dos resultados no caso particular do problema do
obstáculo. Na parte da aproximación numérica, construímos o problema aproximado e de-
mostramos a súa converxencia. Ademais, baixo certas condicións de regularidade, obtemos
tamén estimacións de erro, para rematar cunha comprobación de resultados por medio dun
exemplo unidimensional.
Finalmente, completamos esta memoria coa inclusión de tres apéndices, que recollen
algúns elementos auxiliares ou complementarios. No primeiro inclúense as demostracións
dos teoremas de existencia de solución adaptados plenamente das obras de Lions[99] e
Showalter[131]. O segundo inclúe dúas equivalencias; a primeira, de normas no espazo de
Sobolev H1(Ω), de uso cotián en estimacións en norma ao longo desta memoria, mentres
que a segunda proba a equivalencia de dous problemas en contextos de aplicacións á elasto-
plasticidade. Conclúe esta parte o terceiro e último anexo, cunha colección de exemplos en
máis dunha dimensión onde se comproban os resultados de converxencia establecidos. O
interese destes problemas está relacionado coa propia busca de solucións así como co estudo
da natureza das mesmas.

CAPÍTULO 1
O problema. Presentación e motivacións
Neste primeiro capítulo establecemos o marco xeral de traballo, así como o problema
obxecto de estudo e as súas hipóteses de partida. Logo desta presentación, estudamos varias
equivalencias do problema útiles en diversos puntos da memoria. Non esquecemos incluír,
ademais, algunhas aplicacións en diferentes eidos cientíﬁcos estreitamente relacionadas co
problema proposto.
Os espazos de Sobolev constitúen unha ferramenta idónea para os estudos que levamos a
cabo nesta memoria, polo que lembramos a continuación as deﬁnicións básicas dos espazos
máis usados. Existe unha longa bibliografía sobre espazos de Sobolev. Para máis detalles
sobre estes e outros espazos, así como para as características que mencionamos, remitimos ao
lector a obras como Brézis[26, 27], Adams[2], Adams-Fournier[3], Grisvard[72], Chipot[33],
Kinderlehrer-Stampacchia[89], Lions[98] entre outros.
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1.1. Hipóteses e presentación do problema
Ao longo de toda a memoria, utilizamos as seguintes notacións e hipóteses sobre os datos
do problema a estudar. Denotamos por Ω un conxunto aberto e limitado de Rn, n ≥ 1, e
por Γ = ∂Ω a súa fronteira, que supoñemos Lipschitz continua —ver Grisvard[72]—. Así
mesmo, consideramos L2(Ω) o espazo usual das funcións de cadrado integrable dotadas da
norma
|v|2,Ω =
{∫
Ω
v2 dx
}1/2
.
Denotamos porH1(Ω) o espazo de Sobolev das funcións v de L2(Ω) tal que as súas primeiras
derivadas, ∂iv, i = 1, ... , n, no sentido das distribucións, tamén pertencen a L2(Ω), e que
supoñemos dotado da norma
‖v‖1,2 =
{
|v|22,Ω + | |∇v| |22,Ω
}1/2
, (1.1.1)
onde |∇v| =
( n∑
i=1
(∂iv)
2
) 1
2
representa a norma euclidiana do gradiente da función v.
A regularidade da fronteira dá sentido á consideración dos valores que toman na mesma as
funcións pertencentes a este espazo. Estes valores son proporcionados polo operador traza,
e deﬁnimos L2(Γ) como o espazo das funcións de cadrado integrable na fronteira —ver
Nečas[116]—. Dotado da norma
|v|2,Γ =
{∫
Γ
v2 dσ
}1/2
, (1.1.2)
L2(Γ) é un espazo de Banach, sendo dσ a medida de superﬁcie usual en Γ.
Ademais, é ben coñecido que o operador traza1, tr : H1(Ω) → L2(Γ), é lineal e continuo,
polo que existe unha constante positiva CΓ tal que
|u|2,Γ ≤ CΓ||u||1,2, ∀u ∈ H1(Ω). (1.1.3)
Por outra parte, lembrando que L∞(Ω) é o espazo de funcións esencialmente limitadas
deﬁnidas en Ω, consideramos unha función a ∈ L∞(Ω) que satisfai
0 ≤ a ≤ Λ c.t.p. x ∈ Ω, a 6≡ 0. (1.1.4)
1Seguimos a mesma notación de Ciarlet[43], tr, para o operador traza. Non obstante, por simplicidade
de notación, non escribiremos o operador traza cando consideramos valores na fronteira.
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Esta función permite dotar a H1(Ω) doutra norma deﬁnida por
||u||a =
{∫
Ω
(|∇u|2 + au2) dx
}1/2
, ∀u ∈ H1(Ω). (1.1.5)
A equivalencia desta norma coa norma usual deﬁnida en (1.1.1) demóstrase no anexo B.1.
Cos elementos anteriores estamos en disposición de introducir o problema obxectivo
desta tese. Dado K un conxunto convexo, pechado e non baleiro de H1(Ω) e f un elemento
de H1(Ω)∗, o espazo dual de H1(Ω), propoñemos o estudo do seguinte tipo de problemas
dependentes dun pequeno parámetro ε real e positivo,
uε ∈ K,∫
Ω
[
εA(x, εuε)∇uε · ∇(v − uε) + a uε(v − uε)
]
dx
+
∫
Γ
γ(x, εuε) (v − uε) dσ ≥ 〈f, v − uε〉, ∀v ∈ K,


(1.1.6)
onde 〈f, v〉 é a acción de dualidade de f sobre o elemento v de H1(Ω).
Na anterior inecuación variacional, A = A(x, u) é unha matriz n×n de tipo Carathéodory,
é dicir, cúmprese que
x 7−→ A(x, u) é medible ∀u ∈ R, (1.1.7)
u 7−→ A(x, u) é continua c.t.p. x ∈ Ω. (1.1.8)
Ademais, supoñemos que A é uniformemente elíptica con elementos uniformemente limita-
dos; e existen, por tanto, constantes positivas λ, Λ tales que
|A(x, u)| ≤ Λ c.t.p. x ∈ Ω, ∀u ∈ R, (1.1.9)
λ|ξ|2 ≤ Aξ · ξ c.t.p. x ∈ Ω, ∀u ∈ R, ∀ξ ∈ Rn. (1.1.10)
En (1.1.10), |ξ| é a norma euclidiana de ξ, Aξ é o vector obtido mediante a multiplicación
da matriz A polo vector ξ e “ ·” denota o produto escalar usual en Rn. En (1.1.9), |A| denota
a norma de matrices subordinada á norma euclidiana, que se expresa por
|A| = sup
ξ∈Rn
ξ 6=0
|Aξ|
|ξ| .
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Para máis detalles sobre normas en espazos de matrices, ver, por exemplo, Ciarlet[44].
De igual xeito, γ(x, u) é unha función de Carathéodory que goza das seguintes propiedades,
|γ(x, u)| ≤ C1|u|+ γ0(x), c.t.p. x ∈ Γ, ∀u ∈ R, (1.1.11)
(γ(x, u)− γ(x, v))(u− v) ≥ 0, c.t.p. x ∈ Γ, ∀u, v ∈ R, (1.1.12)
sendo C1 unha constante non negativa e γ0 ∈ L2(Γ).
Observación 1.1.1. A condición (1.1.11) garante que
x −→ γ(x, εuε(x)) ∈ L2(Γ). (1.1.13)
Á súa vez, (1.1.13) outorga sentido á integral de fronteira de (1.1.6). @
Na primeira sección do anexo A poden atoparse casos particulares de problema equivalentes
a (1.1.6) baixo certas condicións especíﬁcas.
1.2. Obxectivos principais da memoria
O principal obxectivo desta tese recae na investigación do comportamento de uε, solución
de (1.1.6), cando o pequeno parámetro ε tende a cero. Nesta liña debemos notar que se
escollemos A como a matriz identidade, γ nula e unha función a estritamente positiva no
sentido de que se cumpra a(x) ≥ λ > 0 en case todo punto de Ω, entón (1.1.6) é o arquetipo
de problema de perturbación singular estudado por moitos autores. Entre eles, Lions[98]
publica un resultado, hoxe ben coñecido, polo que, se f ∈ L2(Ω), entón a solución de (1.1.6)
neste caso particular cumpre
uε → f en L2(Ω). (1.2.1)
Ilustremos este comportamento cun pequeno exemplo.
Exemplo 1.2.1. Sexa o dominio Ω = (0, 1) ⊂ R. Consideremos, por sinxeleza, A ≡ 1,
a ≡ 1, γ ≡ 0 e f = x ∈ L2(Ω). O problema (1.1.6) proposto para K = H10 (Ω) equivale,
baixo condicións de regularidade suﬁciente, á ecuación diferencial ordinaria
−εu′′ε + uε = x, c.t.p. en Ω, (1.2.2)
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con condicións de contorno
uε(0) = 0, uε(1) = 0, (1.2.3)
que ten por única solución
uε(x) = x−
senh
( x√
ε
)
senh
( 1√
ε
) . (1.2.4)
Así, podemos calcular2
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
uε (ε =0.1)
uε (ε =0.01)
uε (ε =0.001)
f
ε |uε − f |2,Ω
10−1 3.94 · 10−1
10−2 2.24 · 10−1
10−3 1.26 · 10−1
10−4 7.07 · 10−2
10−5 3.98 · 10−2
Figura 1.1: Converxencia en L2(Ω) de uε cara f .
|uε − f |22,Ω =
∫ 1
0
(senh( x√
ε
)
senh( 1√
ε
)
)2
dx =
√
ε
2
− 1
senh( 2√
ε
)
coth( 2√
ε
)− 1
senh( 2√
ε
)
∼ 1
2
√
ε→ 0. (1.2.5)
Na ﬁgura 1.1 representamos a solución uε para varios valores de ε, así como a norma cal-
culada en (1.2.5), que corrobora (1.2.1). 
2A notación Xε ∼ Yε indica que l´ım
ε→0
Xε
Yε
= 1.
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No exemplo anterior podemos observar tamén o que ocorre co problema (1.2.2), que
chamaremos problema perturbado, cando ﬁxamos o valor ε = 0. Obtemos entón o problema
reducido, dunha orde inferior ao perturbado e que toma a forma trivial
u0 = x, c.t.p. en Ω, (1.2.6)
se ben esta función só cumpre unha das condicións de contorno derivadas de (1.2.3), con-
cretamente a que involucra x = 0. O mesmo ocorre se buscamos unha solución en serie de
potencias para o problema perturbado, na forma
uε = u0 + εu1 + ε
2u2 + ... ,
para certos elementos u0, u1, u2, ... a ser precisados posteriormente. En efecto, obtemos
uε = x,
que non cumpre a segunda condición de contorno de (1.2.3).
A este respecto, Lions[98] tamén estuda o problema límite derivado do problema perturbado
cando ε tende a cero, obtendo unha relación co problema reducido. Establece así unha
formalización da converxencia (1.2.1).
Non obstante, o carácter dexenerado do termo a, polo cal se pode anular nalgunha
parte do dominio Ω, introduce comportamentos contrarios a esta converxencia. De feito,
dará lugar á existencia de solucións non limitadas cando ε tende a cero. Desde este punto de
vista, o problema aquí estudado recolle este tipo de situacións comentadas anteriormente
como un caso particular, explorando prantexamentos máis alá deste marco. O exemplo
seguinte aclara estas aﬁrmacións.
Exemplo 1.2.2. Nas condicións do exemplo 1.2.1, intercambiando a = 1 pola función
característica de Ω′ = (0, 1/2), é dicir,
a(x) = χΩ′ =


1, se x ∈ (0, 1/2),
0, se x ∈ [1/2, 1),
o problema (1.1.6) equivale agora, baixo condicións de regularidade suﬁciente, a resolver a
ecuación diferencial ordinaria
−εu′′ε + χΩ′uε = x, c.t.p. en Ω, (1.2.7)
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coas mesmas condicións de contorno (1.2.3). Neste caso, a solución toma unha forma algo
máis complicada,
uε(x) =


x−A senh
( x√
ε
)
, se x ∈ (0, 1/2),
1− x3
6ε
+B(x− 1), se x ∈ [1/2, 1),
sendo
A =
1− 1
12ε
senh
( 1
2
√
ε
)
+
1
2
√
ε
cosh
( 1
2
√
ε
) , B = 1 + 1
8ε
−
1− 1
12ε
√
ε tanh
( 1
2
√
ε
)
+
1
2
.
Aínda que se conserva unha converxencia puntual a f no intervalo Ω′ = (0, 1/2) —véxase a
ﬁgura 1.2—, non ocorre o mesmo en (1/2, 1). Basta observar que B ∼ 7
24ε
para decatarse
de que temos solucións non limitadas cando ε tende a cero.
0 0.1 0.2 0.3 0.4 0.5
0
1
2
3
4
5
6
uε (ε =0.1)
uε (ε =0.01)
uε (ε =0.001)
f
ε |uε − f |2,Ω′
10−1 2.17 · 10−2
10−2 2.73 · 10−1
10−3 6.16 · 10−1
10−4 1.15 · 100
10−5 2.08 · 100
Figura 1.2: Converxencia puntual de uε cara f en (0,1/2), mais non en L
2(0, 1/2).
Ocorre incluso que, restrinxíndonos a Ω′, podemos deducir
|uε − f |22,Ω′ = A2
∫ 1/2
0
senh2
( x√
ε
)
dx =
1
4
A2
(√
ε senh
( 1√
ε
)
− 1
)
∼ 1
72
√
ε
→ +∞.
En consecuencia, (1.2.1) deixa de ser certo. 
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Este exemplo pón de manifesto o drástico cambio de comportamento que encerra a
posibilidade de que a se anule nalgunha rexión do dominio. Deste xeito, o obxectivo principal
desta memoria incide no estudo asintótico da solución da inecuación variacional presentada
en (1.1.6), incluíndo características e comportamentos como os comentados neste apartado
para este caso particular.
En primeiro lugar, podemos desgregar este obxectivo principal en varias cuestións. Máis
concretamente, preguntámonos acerca da existencia dun límite da solución de (1.1.6) cando
ε tende a cero, das hipóteses necesarias e suﬁcientes para a súa consecución e tamén dos
problemas límites que eventualmente poidan existir. Necesitamos establecer e construír,
ademais, conxuntos convexos axeitados nos que se produzan as converxencias buscadas.
En segundo lugar, non debemos esquecer que os exemplos anteriores entran dentro
dun marco de traballo moito máis amplo, e tan só ilustran unha pequena escolma das
pretensións perseguidas nesta memoria. Nótese que escollemos problemas lineais propostos
nun espazo vectorial, o que simpliﬁca enormemente os cálculos. Por tanto, non debe pasar
desapercibida a posibilidade de considerar problemas construídos sobre convexos pechados
arbitrarios, involucrando caracteres non lineais tanto no termo de maior orde como nun
termo fronteira. Estes dous elementos enriquecen a variedade de casos particulares de (1.1.6)
pero, noutro plano, tamén traen consigo retos en relación coa propia existencia e unicidade
de solución, que deberán ser superados previamente ao estudo asintótico, e que se analizan
no capítulo segundo da memoria.
1.3. Algunhas aplicacións
En efecto, o problema analizado nesta memoria garda estreita relación co estudo de
problemas de difusión, cando este se realiza coa axuda de ferramentas de análise funcional.
Desde o punto de vista biolóxico, presentamos nesta sección problemas relacionados coa di-
fusión de poboacións nunha localización determinada; a nivel físico, incluímos unha posible
aplicación a placas solares, onde a difusión da calor e o espesor da placa xogan un papel
importante. Por último, describimos un modelo de reaccións químicas que tamén ilustra un
caso particular do problema (1.1.6).
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1.3.1. Difusión de poboacións
O noso problema en estudo encaixa no eido da Bioloxía nun marco xeral de dinámica de
poboacións. No dominio físico onde viven, cada un dos individuos pertencentes á poboación
considerada adoita moverse dun xeito fortuíto e ocasional —ver ﬁgura 1.3—. Como resultado
deste movemento irregular, a poboación dispérsase. Este proceso é o que se coñece como
“difusión”. Non obstante, a pesar de que a poboación vai cambiando co tempo, pode interesar
observar o comportamento da mesma a longo prazo pois, de non mudaren as dinámicas e as
condicións de habitabilidade, cabe a posibilidade de chegar a un estado estacionario ideal
onde a poboación tende a manterse na mesma situación.
Figura 1.3: Mostra de bacterias “Escherichia Coli”.
Fonte: Wikimedia Commons3
Segundo Lasunskii[95], e sen esquecer o modelo matemático (aritmético) de Leonardo de
Pisa no 1202 para unha poboación de coellos, o primeiro intento de modelar unha poboación
constitúeo o coñecido modelo exponencial de Malthus, que data de 1798. Os seus resultados
pouco realistas a longo prazo motivaron a apertura de novas vías, como o modelo loxístico
de Verhulst de 1838, entre outros posteriores. As diferentes ideas (ver Smith[135]) xurdidas
ao longo do tempo levaron a que, na actualidade, a abundante literatura cientíﬁca sobre
este tema recolla propostas e estudos que abarcan desde a difusión con distribucións de
3Esta imaxe conta con licenza de uso de dominio público e foi extraída do enderezo web
http://commons.wikimedia.org/wiki/File:EscherichiaColi_NIAID.jpg
Autor: Rocky Mountain Laboratories. NIAID. NIH. (EE.UU).
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probabilidade (ver, por exemplo, Cattiaux et al.[28]) ata os estudos predador-presa (Lotka-
Volterra), pasando pola consideración de poboacións estruturadas por características tales
como a idade ou o tamaño dos individuos. Convén indicar que esta diversidade reﬂicte o feito
de que cada modelo está pensado para un determinado tipo de poboación e incorpora as
hipóteses pertinentes destinadas á consecución de boas predicións sobre o comportamento
desa poboación. Así, atopamos as máis diversas aplicacións, entre as que podemos mencionar
o crecemento de tumores (ver Mei et al.[110]) ou a deslocalización e extinción de poboacións
cercanas a un oasis ventoso (Dahmen et al[49]).
Para obter unha perspectiva da materia, podemos citar as obras de Murray[112, 113],
nas que tamén se poden consultar datos biolóxicos reais, ou a máis actual de Ghergu e
Raˇdulescu[64]. Non obstante, neste apartado centramos a nosa atención no modelo da di-
fusión ﬁckiana, que podemos atopar exposto de forma construtiva na obra de Chipot[33].
Cabe mencionar, ademais, que deste modelo xorden numerosas ampliacións e variantes, de-
rivadas da hipótese de que a difusividade nun punto dependa da poboación noutro punto,
véxase, por exemplo, o artigo Chipot[35], o cal podería modelar comportamentos de atrac-
ción ou repulsión nos individuos da especie a partir dos cambios producidos na densidade
de poboación. Na mesma liña, a máis recente contribución de Chipot-Mardare[38] estu-
da a difusión da poboación cando a taxa de mortalidade nun emprazamento depende da
densidade doutra ubicación do dominio físico. Así mesmo, Chipot-Molinet[40] levan a cabo
o estudo da ecuación parabólica que goberna a evolución temporal cara a unha situación
estacionaria, onde se ten en conta un modelo no que a mobilidade no medio depende da
poboación en cada punto.
Consideremos, neste exemplo, un dominio físico Ω ⊂ Rn, n ≤ 3, ocupado por certas es-
pecies biolóxicas, como por exemplo unha colonia de bacterias nunha placa de Petri4. Entón,
se denotamos por u(x) a densidade de poboación e por ~v(x) a velocidade do movemento dos
seus individuos na posición x, a medida da eﬁciencia de como estes se dispersan chámase
“difusividade” ou “coeﬁciente de difusión”. Un resultado clásico, a “difusión ﬁckiana”, asume
que esta velocidade é proporcional ao gradiente da densidade, no sentido dunha lei de Fick
4Unha placa de Petri é un recipiente redondo, de cristal ou plástico, cunha cuberta da mesma forma cá
placa, pero cun diámetro algo máis grande, para poder colocala enriba e pechar o recipiente. Utilízase nos
laboratorios principalmente para o cultivo de bacterias e outros microorganismos. Ver figura 1.4.
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dada por
~v = −A∇u,
onde A é un parámetro que representa a difusividade; o signo negativo indica que o move-
mento ten lugar desde unha posición con alta densidade de poboación a outra con menor
densidade (ver, entre outros, Chipot[33], para unha explicación máis detallada). Os valores
Figura 1.4: Cultivo de bacterias “Rhizobium tropici” nunha placa de Petri.
Fonte: Wikimedia Commons5
que pode adquirir a difusividade dependen do problema considerado, podendo ser constan-
tes como, por exemplo, na difusión das moléculas de hemoglobina ou de osíxeno no sangue,
ou ben variables dependendo da posición no dominio (poden consultarse explicacións máis
completas no libro de Murray[112]; en particular, nesta referencia bibliográﬁca constatamos
a existencia de certas poboacións de insectos nas que o coeﬁciente de difusión vese afecta-
do pola propia densidade de poboación en cada punto). Por conseguinte, asumimos neste
momento que a difusividade do medio depende do dominio e da propia solución, e ademais
5Esta imaxe está dispoñible no enderezo web
http://commons.wikimedia.org/wiki/File:Rhizobium_tropici_strain_BR816_on_TY_agar.JPG
Autor: Ninjatacoshell
Licenza de uso: Creative Commons Recoñecemento - CompartirIgual (by-sa)
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supoñemos que está atenuada por un pequeno parámetro positivo ε tal que
~v(x) = −εA(x, εuε)∇u(x). (1.3.1)
Supoñendo regularidade suﬁciente nas funcións involucradas e tamén que a tasa de mor-
talidade e natalidade é proporcional á densidade de poboación a través dun factor de pro-
porcionalidade a = a(x) ≥ 0, podemos realizar un balance de poboación nun volume de
control arbitrario incluído en Ω. Mediante o teorema da diverxencia —ver Rudin[125]—, se
a función f representa a densidade de bacterias subministradas desde o exterior, deducimos
—ver Chipot[33] para máis detalles—,
−div(εA(x, εuε)∇uε) + auε = f, en Ω. (1.3.2)
Para completar o modelo, a ecuación anterior precisa da inclusión dalgún tipo de condi-
cións de contorno, das cales podemos ter unha gran variedade de opcións. Non obstante,
centramos a nosa atención en dous tipos principais: condicións de tipo Dirichlet e de tipo
Neumann.
Supoñamos, por exemplo, que a densidade de bacterias na fronteira do dominio sexa nula
debido á acción dalgún produto repelente. Isto implica buscar solucións que se anulen na
devandita fronteira,
uε = 0, sobre Γ. (1.3.3)
Finalmente deducimos, pois, que u = uε debe ser a solución do problema

−div(εA(x, εuε)∇uε) + auε = f, en Ω,
uε = 0, sobre Γ,
(1.3.4)
para ε positivo. Por outra banda, se no canto de supoñer libre de bacterias a fronteira do
dominio en estudo admitimos coñecida, con axuda dunha función γ(x, εuε), a densidade de
ﬂuxo a través dela, o novo problema a considerar toma a seguinte forma

−div(εA(x, εuε)∇uε) + auε = f, en Ω,
εA(x, εuε)∇uε · ~n = −γ(x, εuε), sobre Γ,
(1.3.5)
para ε positivo, sendo ~n o vector exterior, unitario, normal á fronteira do dominio. Para
ampliar información sobre dinámicas e modelos de poboacións podemos citar, entre outros,
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a Murray[112, 113], Allman e Rhodes[6] ou Hoppensteadt[80].
Voltando ao caso (1.3.4), podemos realizar varias consideracións. En primeiro lugar, se
buscamos calcular unha densidade de poboación, deberíamos admitir só aquelas posibles
solucións positivas e pensar en levar a cabo unha minimización sobre o conxunto de restri-
cións
K = {v ∈ H10 (Ω), v ≥ 0, c.t.p. en Ω}.
Se, por outra parte, facemos entrar en xogo as limitacións físicas do habitáculo para as
bacterias, resulta lóxico aceptar tamén unha limitación na súa densidade de poboación, por
medio dunha constante suﬁcientemente grande P . Buscaríamos, logo, as solucións en
K = {v ∈ H10 (Ω), 0 ≤ v ≤ P, c.t.p. en Ω}.
É importante observar a similitude deste tipo de convexos cos presentes na formulación
de problemas de obstáculo, que foron amplamente estudados por diversos autores, entre os
que podemos destacar a Rodrigues[123]. Non obstante, estas formulacións presentan unha
desvantaxe importante, como é a posibilidade de ofrecer solucións con altos gradientes de
crecemento, diﬁcilmente aceptables na maioría de situacións reais. Parece natural, entón,
buscar solucións noutro tipo de convexos como, por exemplo, aqueles que garanten un con-
trol do gradiente do crecemento poboacional, asegurado mediante unha limitación uniforme
do mesmo,
K = {v ∈ H10 (Ω), |∇v| ≤ P, c.t.p. en Ω}.
Este novo convexo garda estreita relación con problemas de elasticidade, tamén obxecto
de numerosos estudos, entre os que destacamos os importantes traballos de Ciarlet[45,
46, 47]. Máis concretamente, este convexo aparece en problemas de torsión elastoplástica,
que atraeu a atención de moitos autores desde os primeiros anos do nacemento da teoría
de inecuacións variacionais (Brézis-Sibony[25], Lanchon[94], Duvaut e Lions[52], Ting[144],
Gerhardt[62]...). Os estudos de elastoplasticidade centran o obxectivo de obras como as de
Hashiguchi[75] ou Lubarda[105], mentres que no que atinxe á plasticidade, a xa clásica obra
de Hill[77] continúa sendo un referente.
Finalmente, cos mesmos argumentos, xorde tamén unha nova variante do problema, pois
tamén sería plausible agardar que tanto a difusividade A como a función γ deﬁnida na
fronteira non dependan da solución escalada senón da solución en si mesma. Neste caso, a
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inecuación variacional que nace de maneira natural formúlase da maneira seguinte,

uε ∈ K,∫
Ω
[
εA(x, uε)∇uε · ∇(v − uε) + auε(v − uε)
]
dx+
∫
Γ
εγ(x, uε)(v − uε) ≥
≥
∫
Ω
f(v − uε) dx, ∀v ∈ K.
(1.3.6)
Esta memoria está orientada cara ao estudo de inecuacións variacionais da forma (1.1.6).
Con todo, dedícase a sección 3.6 a esta nova variante que, aínda que presenta unha grande
similitude con (1.1.6), a diferente colocación do pequeno parámetro ε dará lugar a resultados
lixeiramente diferentes.
1.3.2. Difusión da calor
Os estudos sobre a calor e a súa difusión atraeron un gran interese desde moi antigo.
Aos xa clásicos tratados e introducións ao tema de autores como Kern[87], Holman[79],
Incropera[82] ou Kreith[91], únense obras como as de Çengel[30], Lienhard[97], Baehr-
Stephan[14], entre moitos outros. Basta botar unha ollada á amplísima bibliografía existente
sobre este tipo de procesos para decatarse da súa importancia. De feito podemos atopar
incluso unha revisión da mesma actualizada por Goldstein[70] ata o ano 1998.
A ben coñecida ecuación da calor ofrece a base de numerosos modelos matemáticos de
procesos deste tipo aplicados ás situacións máis variadas. Entre elas facemos ﬁncapé na-
quelas relacionadas coa enerxía solar. Os captadores solares son usados hoxe en día para o
aproveitamento deste tipo de enerxía renovable tanto en ámbitos domésticos como indus-
triais e levan camiño de ir cobrando unha maior importancia co paso do tempo6. A pesar
de que estes colectores levan estando dispoñibles desde hai bastantes anos, o seu deseño
non deixa de mellorar nos nosos días, dando lugar a modelos cada vez máis perfecciona-
dos. Neste sentido podemos citar, por exemplo, as chamadas “aletas”, que son superﬁcies
engadidas a un obxecto coa ﬁnalidade de mellorar as taxas de transferencia de calor co me-
dio por convección. Para máis información acerca destes temas, ver Stojanović et al.[139],
Hellström[76], Kundu[92], Stefanović[138], etc. Outras referencias sobre enerxía solar son
os libros de Duﬃe e Beckman[51], Şen[128] ou Kalogirou[86].
6Na páxina web http://www.idae.es do “Instituto para la Diversificación y el Ahorro de la Energía”
(IDAE) podemos consultar datos sobre a expansión da enerxía solar e outras renovables.
1.3 Algunhas aplicacións 21
Neste apartado estudamos un modelo simple de placa laminar delgada de pequeno es-
pesor que denominamos ε, tal e como se indica na ﬁgura 1.5. Temos máis información
dispoñible acerca de simulacións numéricas para placas solares en Oliva et al.[119], mentres
que unha aproximación por elementos ﬁnitos para o problema da conducción da calor nesta
clase de placas pode atoparse en Frey et al.[59]. Ademais, nos artigos de Lund[107, 108]
estúdanse placas con pequenas modiﬁcacións nas características xeométricas usuais, para
as cales se realizan estudos e análises térmicas.
Desde un punto de vista matemático, a nosa placa obxecto de estudo pode representarse
mediante un conxunto aberto e limitado B deﬁnido por
B = Ω× (−ε, 0)
de tal xeito que tan só unha parte da zona superior chamada Ω′ ⊂ Ω é irradiada polo
sol, con irradiancia qS absorbida pola placa, mentres que o resto da superﬁcie está illado
termicamente. A forma usual do conxunto Ω adoita ser un rectángulo de dimensións a× b,
de maneira que o corpo B resulta ser un paralelepípedo, como se representa na ﬁgura 1.5.
Ademais, dado que a placa se supón moi ﬁna, teremos en conta que ε≪ mı´n(a, b).
0
-ε
b
qS
Ω′
B
a x
z
y
Figura 1.5: Bosquexo de placa solar de pequeno espesor.
O noso interese abrangue o estudo de estados estacionarios; nestas situacións o modelado
físico-matemático do problema está gobernado pola coñecida ecuación da difusión da calor
estacionaria
−∇ · (k∇T ) = 0 en B, (1.3.7)
onde o parámetro positivo k representa a condutividade térmica, sendo T o campo de
temperaturas. Consideramos unha condición de contorno de tipo convectivo en Ω′, tal que
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a perda de calor a través de Ω′ é
−k∂T
∂~n
= αT (T − Ta)− qS, sobre Ω′, (1.3.8)
sendo Ta a temperatura ambiente e αT o coeﬁciente de transferencia de calor por convección.
Tamén permitimos a posibilidade de condicións Dirichlet, homoxéneas por sinxeleza do
modelo, sobre D = Γ× (−ε, 0), con Γ = ∂Ω, polo que
T = 0, sobre D. (1.3.9)
Finalmente debemos impoñer condicións de ﬂuxo nulo no resto da fronteira. Agora ben,
asumindo regularidade suﬁciente, se integramos (1.3.7) en (−ε, 0) obtemos
0 = −
∫ 0
−ε
∇ · (k∇T ) dz = −
∫ 0
−ε
[ ∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)]
dz,
é dicir,
0 = −
∫ 0
−ε
[ ∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)]
dz −
∫ 0
−ε
∂
∂z
(
k
∂T
∂z
)]
dz,
de xeito que, calculando a segunda integral en z, queda
0 = −
∫ 0
−ε
[ ∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)]
dz − k∂T
∂z
(0) + k
∂T
∂z
(−ε).
Intercambiando a diferenciación coa integración e, observando que ~n = (0, 0, 1)t en Ω′, a
aplicación das condicións de contorno anteriores na ecuación anterior condúcenos a
0 =−
[ ∂
∂x
(
k
∂
∂x
(∫ 0
−ε
Tdz
))
+
∂
∂y
(
k
∂
∂y
(∫ 0
−ε
Tdz
))]
+
+ χΩ′
[
αT (T − Ta)− qS
]
, (1.3.10)
onde χA denota a función característica do conxunto A (ver a súa deﬁnición no exemplo 1.2.1
para un caso particular). Dado que supoñemos que T é suﬁcientemente regular, deﬁnimos
a temperatura media en espesor como
θ(x, y) =
1
ε
∫ 0
−ε
T (x, y, z)dz.
Entón, multiplicando e dividindo por ε o primeiro corchete en (1.3.10) obtemos
0 = −ε∇ · (k∇θ) + χΩ′
[
αT (T − Ta)− qS
]
, (1.3.11)
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denotando na expresión anterior ∇ como o correspondente operador bidimensional. Pero,
segundo Frey et al.[59], o grosor ε é suﬁcientemente pequeno para considerar a aproximación
seguinte,
θ(x, y) ≃ T (x, y, 0), (1.3.12)
que empregada en (1.3.11) conduce a
0 = −ε∇ · (k∇θ) + χΩ′
[
αT (θ − Ta)− qS
]
.
En consecuencia, tendo en conta a ecuación anterior e (1.3.9), o campo T (x, y) ≡ θ(x, y)
de temperatura é a solución do problema bidimensional

−ε∇ · (k∇T ) + χΩ′αTT = χΩ′(qS + αTTa), en Ω,
T = 0, sobre Γ.
(1.3.13)
Supoñendo regularidade suﬁciente nos datos do problema, podemos obter a súa formulación
variacional, 

T ∈ H10 (Ω),∫
Ω
[
εk∇T · ∇v + a Tv
]
dx =
∫
Ω
fv dx, ∀v ∈ H10 (Ω),
(1.3.14)
onde
a = χΩ′αT ,
f = χΩ′(qS + αTTa).
Nótese que, eventualmente, podemos buscar solucións nalgún tipo de conxunto convexo que
recolla algunha condición adicional, por exemplo,
K = {v ∈ H10 (Ω), v ≥ Ta c.t.p. en Ω′′},
sendo Ω′′ unha rexión interior de Ω. Nesta situación, podemos relacionar o problema (1.3.14)
coa inecuación variacional seguinte,

Tε ∈ K,∫
Ω
[
εk∇Tε · ∇(v − Tε) + a Tε(v − Tε)
]
dx ≥
∫
Ω
f(v − Tε) dx, ∀v ∈ K,
(1.3.15)
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impoñendo desta maneira que as posibles solucións superen a temperatura ambiente na
devandita rexión interior da placa.
Por outra banda, se supoñemos que a condutividade térmica depende tanto do medio como
da propia temperatura, podemos propoñer entón o estudo da inecuación variacional non
lineal seguinte,

Tε ∈ K,∫
Ω
[
εk(x, εTε)∇Tε · ∇(v − Tε) + aTε(v − Tε)
]
dx ≥
∫
Ω
f(v − Tε) dx,
∀v ∈ K.
(1.3.16)
Claramente, estes problemas son casos particulares do problema variacional xeral (1.1.6) no
cal estamos interesados e que nacen a partir da ben coñecida ecuación da calor. Esta última
serviu como peza fundamental no modelado de procesos de transferencia de calor nos máis
diversos contextos. Outro eido importante é o estudo do intercambio de calor en seres vivos
entre os tecidos corporais e o sangue. Segundo Thiriet[142], a distribución de temperatura
T adoita modelarse mediante a denominada ecuación de Pennes[122], proposta no ano 1948
por este mesmo autor. Esta ecuación, na súa versión estacionaria e unidimensional, lese da
forma seguinte,
kT ′′(x) + qbCb(Ta − T (x)) + qmet + qs = 0, en (0, L), (1.3.17)
onde k é a condutividade térmica do tecido biolóxico, qb o coeﬁciente de aspersión por
unidade de volume, Cb a calor especíﬁca do sangue, Ta a temperatura arterial, qmet unha
fonte de calor de tipo metabólico e qs outra posible fonte de calor. A variable x indica a
distancia á superﬁcie da pel (ver tamén Liu-Lv[104] e Shih et al.[129]). Por outra parte,
reorganizando (1.3.17) do seguinte xeito,
−kT ′′(x) + qbCbT (x) = qbCbTa + qmet + qs, en (0, L),
podemos observar a analoxía entre esta ecuación e a versión unidimensional de (1.3.13) para
ε = 1 e Ω′ = Ω.
1.3.3. Reaccións químicas
Na disciplina da Enxeñería Química tamén se poden encontrar aplicacións do problema
en estudo. Unha ecuación relacionada con (1.1.6) representa un modelo teórico de reacción
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química isotérmica na que un reactivo A transfórmase nun produto B (ou varios) coa
mediación e axuda dun catalizador axeitado.
Presentamos aquí un sinxelo problema recollido por Levenspiel[96] e Schmidt[127], entre
outros, onde unha partícula catalizadora porosa é bañada por un reactivo. Á súa vez, este
introdúcese polos diferentes poros do catalizador, entrando en reacción nas súas paredes
internas. Entón estamos interesados en controlar a concentración de reactivo, u, dentro dun
poro con forma de cilindro recto de raio r e lonxitude L, que representamos na ﬁgura 1.6
de forma esquemática.
x = 0 x = L
x0 x0 +∆x
V
Figura 1.6: Modelo de poro dun elemento catalizador (sección lonxitudinal).
Supoñemos que o raio r deste cilindro é suﬁcientemente pequeno como para considerar
constante a concentración en sentido transversal, de xeito que o ﬂuxo de reactivo se intro-
duce pola boca do poro (x = 0) e vai entrando en reacción coa superﬁcie catalítica das
paredes, ata o extremo do mesmo (x = L), que supoñemos non reacciona. Estas considera-
cións dan lugar a un modelo unidimensional sobre o intervalo Ω = (0, L). Aproveitando esta
xeometría, podemos tomar un volume de control V —ver ﬁgura 1.6— en forma cilíndrica
de espesor ∆x para o que, nun estado estacionario, podemos realizar o balance seguinte:
[
Fluxo entrante en x = x0
]
=
[
Fluxo saínte en x = x0 +∆x
]
+
[
Cantidade desaparecida por reacción entre x = x0 e x = x0 +∆x
]
.
Para o cálculo dos ﬂuxos seguiremos a lei de Fick, que establece a súa proporcionalidade co
gradiente da concentración, u′. Entón a velocidade das moléculas de reactivo vén dada por
v(x) = −Du′(x),
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sendo D o coeﬁciente de difusividade molecular. Nótese a analoxía coa aplicación anterior da
sección 1.3.1 sobre o cultivo bacteriano. Así, lembrando a hipótese pola que a concentración
u é constante en sentido transversal, podemos obter o ﬂuxo entrante nun punto arbitrario
x = x0 como
−
∫
[x=x0]
Du′(x)dx = −πr2Du′(x0), (1.3.18)
e, de igual xeito, o ﬂuxo saínte no punto x = x0 +∆x,
−
∫
[x=x0+∆x]
Du′(x)dx = −πr2Du′(x0 +∆x), (1.3.19)
A reacción terá lugar na superﬁcie lateral de V nun dominio Ω′ ⊂ Ω que marcamos na
ﬁgura 1.6 mediante puntos. A cantidade que desaparece a conta da reacción depende da
reacción química en si mesma e, en relación con este punto, supoñemos que estamos diante
dunha reacción de primeira orde. Isto tradúcese en que a taxa que reacciona por unidade de
superﬁcie é proporcional á concentración de reactivo en cada punto, por medio dun coeﬁ-
ciente K propio da reacción considerada. Entón, podemos considerar esta taxa proporcional
á concentración no punto x = x0, de modo que a cantidade que desaparece resulta ser
KχΩ′(x0)u(x0) 2πr∆x.
Con este cálculo, e tendo en conta tamén (1.3.18) e (1.3.19), podemos reescribir o balance
de cantidades de reactivo no volume de control V como
−πr2Du′(x0) = −πr2Du′(x0 +∆x) +KχΩ′(x0)u(x0) 2πr∆x,
de onde deducimos
−πr2Du′(x0 +∆x) + πr2Du′(x0) +KχΩ′(x0)u(x0) 2πr∆x = 0,
e, dividindo a igualdade entre πr2D∆x, chegamos a
−u
′(x0 +∆x)− u′(x0)
∆x
+
2K
rD
χΩ′(x0)u(x0) = 0.
Baixo condicións de regularidade suﬁciente, podemos pasar ao límite cando ∆x tende a
cero, de forma que obtemos ﬁnalmente
−u′′(x0) + 2K
rD
χΩ′(x0)u(x0) = 0.
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Dado que o volume de control V e o punto x = x0 foron escollidos arbitrariamente, dedu-
cimos
−u′′(x) + 2K
rD
χΩ′(x)u(x) = 0, x ∈ (0, L). (1.3.20)
O modelo complétase mediante a inclusión de condicións de contorno axeitadas. Por unha
parte, a cantidade da entrada do poro é coñecida,
u(0) = u0. (1.3.21)
Por outra parte, consideramos o outro extremo do poro impermeable e sen capacidade
reactiva, impedindo que haxa ﬂuxo ou movemento de material a través del,
u′(L) = 0. (1.3.22)
Cando Ω′ = Ω é posible obter unha solución —ver Levenspiel[96]— da ecuación diferencial
ordinaria (1.3.20) respectando as condicións de contorno anteriores, dada por
u(x) = u0
cosh
(
(L− x)
√
2K
rD
)
cosh
(
L
√
2K
rD
) , x ∈ (0, L).
Non obstante, este problema é susceptible de ser expresado nun contexto de perturbación
singular —ver Chang-Howes[31]— mediante a inclusión do parámetro positivo
ε =
rD
2K
(1.3.23)
na ecuación (1.3.20) para obter
−εu′′ε(x) + χΩ′(x)uε(x) = 0, x ∈ (0, L), (1.3.24)
onde expresamos u = uε para resaltar a dependencia de ε da solución. Os valores que pode
tomar este parámetro ε poden ser próximos a cero por varios motivos, como por exemplo
que a reacción sexa rápida ou a difusión moi lenta (D ≪ K) ou ben que o grosor r do poro
sexa moi pequeno en comparación cos valores de D e K. Así, volvendo á ecuación (1.3.24),
estamos diante dun caso de perturbación singular.
Ademais, é de interese descubrir o factor de produtividade propio da reacción en estudo
—ver Levenspiel[96]—, dado pola razón entre a concentración media de reactivo real e a
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concentración media ideal (constante e igual ao valor na entrada do poro). Neste cálculo
intervén o denominado módulo de Thiele, mT , dado neste caso por
mT = L
√
2K
rD
,
de onde se deriva que mT =
L√
ε
.
Este parámetro mide os efectos que a difusión do reactivo no poro provoca na taxa de
produtividade da reacción. Para o caso de reaccións como a que estudamos neste exemplo
(denominadas de primeira orde), demóstrase —ver Schmidt[127]— que o efecto da difusión
é despreciable para valores de mT moi pequenos (mT ≪ 1), mentres que para valores moito
maiores cá unidade, ocorre o contrario e a taxa de produtividade decae ata un valor que se
aproxima ao inverso do módulo de Thiele.
Denotando por u˜ε = uε − u0, considerando o subespazo de H1(Ω) dado por
V = {v ∈ H1(Ω), v(0) = 0},
e tendo en conta a condición de contorno (1.3.22), a formulación débil deste problema toma
a forma
u˜ε ∈ V,
∫
Ω
[
εu˜′εv
′ + χΩ′ u˜ε v
]
dx = −
∫
Ω′
u0 v dx, ∀v ∈ V. (1.3.25)
Este é un dos casos máis sinxelos que entra dentro do marco do problema (1.1.6), en concreto
para o convexo K = V e os datos
A = 1, a = χΩ′, γ = 0, f = −u0.
Este modelo é susceptible de melloras que permiten abarcar un abano maior de posibilida-
des. Así, en canto ás condicións de contorno, podemos substituír (1.3.21) por
u(0) + Su′(0) = u0, (1.3.26)
para modelar —ver Vulanovic et al.[150]— a facilidade de acceso do poro ao groso do ﬂuxo
de reactivo. O parámetro non negativo S−1 é coñecido como número de Sherwood e ofrece
unha medida da resistencia do ﬂuxo do reactivo a entrar no poro.
Por outra parte, existen tamén modelos pensados para reaccións que involucren cambios
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de volume. Segundo Vulanovic et al.[150], considerando de novo (1.3.21) e (1.3.22), nestes
casos podemos intercambiar (1.3.24) por un problema non lineal como
−ε
( u′ε
1 + θuε
)′
(x) + uε(x) = 0, x ∈ (0, L), (1.3.27)
onde θ é o módulo de cambio de volume. Se este parámetro é cero, o volume permanece
constante e estamos no caso xa comentado; se θ ∈ (−1, 0), o volume diminúe; ﬁnalmente,
se θ > 0, o volume aumenta. Admitindo esta última situación, propoñemos entón o estudo
do problema débil análogo
u˜ε ∈ V,
∫
Ω
[
ε
1
1 + θ(u˜ε + u0)
u˜′εv
′ + u˜ε v
]
dx = −
∫
Ω′
u0 v dx, ∀v ∈ V, (1.3.28)
que responde ao problema modelo (1.1.6) para K = V e
A(x, u) =
1
1 + θ(u+ u0)
,
a = 1, γ = 0, f = −u0.
Nótese que A así deﬁnido cumpre as condicións (1.1.7)-(1.1.10). En efecto, é unha función
medible na primeira compoñente e continua na segunda. Ademais, A cumpre (1.1.9) para
Λ = 1 e, se denotamos por R a concentración máxima que o poro pode albergar, tamén
cumpre (1.1.10) para λ =
1
1 + θ(R + u0)
.
Todo o desenvolvemento anterior está pensado para reaccións de primeira orde. Para
unha orde p superior a 1, o termo de menor orde da ecuación (1.3.24) resulta estar elevado
a p, resultando unha ecuación non lineal máis alá do alcance do noso modelo en estudo.
Aínda que existen diversas propostas de aproximación da solución neses casos, recentemente
Magyari[109] presentou solucións exactas baseadas na función hiperxeométrica de Gauss.
As inecuacións variacionais tamén poden usarse para modelos de reaccións químicas máis
complexas, como podemos consultar no artigo de Timofte[143]. Nun contexto de difusión
de substancias químicas nun dominio Ω ⊂ Rn, considera a introdución neste de pequenos
obstáculos periodicamente distribuidos cun tamaño característico relacionado cun pequeno
parámetro ε. Denominando, entón, Ωε á parte de Ω non ocupada polos obstáculos e Sε ao
conxunto das fronteiras dos mesmos, que se supoñen semipermeables, Timofte propón o
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estudo da inecuación variacional
uε ∈ Kε = {v ∈ H1(Ωε), v = 0 sobre ∂Ω, v ≥ 0 sobre Sε},∫
Ωε
Aε∇uε · ∇(vε − uε) dx+
∫
Ωε
g(uε)(vε − uε) dx ≥
∫
Ωε
f(vε − uε) dx, ∀vε ∈ Kε,
sendo ∂Ω a fronteira exterior de Ω, f ∈ L2(Ω), Aε(x) matrices n×n deﬁnidas en Ωε e g unha
función cumprindo certas condicións para representar as reaccións químicas involucradas.
Tomando g como a identidade e escollendo Aε(x) = εA(x) c.t.p. x ∈ Ω para algunha matriz
A, o caso particular onde Ω está libre de obstáculos ou ben estes ocupan un espazo físico
despreciable entra tamén dentro do marco do problema (1.1.6).
CAPÍTULO 2
Existencia e unicidade de solución
No capítulo anterior introducimos o problema (1.1.6) no que centramos o noso interese
e propuxemos as hipóteses necesarias para dar sentido aos diferentes termos considerados.
Comprobamos, agora, as hipóteses suﬁcientes para garantir a existencia e, eventualmente,
a unicidade de solución deste problema.
No camiño que nos conduce á existencia utilizamos diferentes técnicas que atopamos en
obras como Lions[99] ou Showalter[131], mentres que para probar a unicidade recorremos a
ideas extraídas do artigo de Chipot e Michaille[39]. Por outra banda, a principal novidade
do problema (1.1.6) é a inserción do termo fronteira, para o que se estudan diferentes
propostas de hipóteses. Ao longo do capítulo contrastamos tamén as simpliﬁcacións que
conleva a linealidade dos diferentes termos do problema, así como a importancia clave
dalgunhas hipóteses, como a elipticidade.
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2.1. Existencia de solución
O carácter non lineal de (1.1.6) anima a examinar como primeira opción técnicas de
punto ﬁxo. Non obstante, esta argumentación esixe fortes condicións sobre o termo fronteira,
xurdindo a necesidade de buscar unha nova vía que permita relaxar estas restricións. Os
operadores pseudo-monótonos foron presentados por Brézis[21, 22] como unha gran familia
que engloba moitos operadores lineais e non lineais, cunhas propiedades que os converten
en ferramentas axeitadas para resolver problemas que involucran inecuacións variacionais
(ver Showalter[131] para máis detalles).
Nesta sección aplicamos as dúas técnicas anteriores para probar a existencia de solución de
(1.1.6), podendo comparar as diferentes hipóteses que se precisan sobre o termo fronteira.
2.1.1. Unha técnica de punto fixo
Neste apartado facemos uso da coñecida técnica de punto ﬁxo de Schauder para pro-
bar a existencia de solución de (1.1.6). Esta mesma técnica está publicada no artigo de
Álvarez-Dios et al.[7], xunto cun completo estudo da converxencia da solución, se ben alí é
desenvolvida para un termo fronteira nulo.
Observación 2.1.1. As condicións sobre o termo fronteira son prescindibles en certos
casos particulares. En efecto, se denotamos por
K −K = {v − w, v ∈ K,w ∈ K},
e supoñemos que
K −K ⊂ H10 (Ω),
entón a integral de fronteira do problema (1.1.6) ten o integrando nulo, para calquera
función γ. Un exemplo destes convexos son aqueles que pertencen á familia
K ⊂ {v ∈ H1(Ω), v − g ∈ H10 (Ω)},
para os que a traza das funcións que os compoñen é igual a unha función g na fronteira
(ver Brézis[26], p. 177). @
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Para establecer o primeiro resultado, utilizamos a hipótese (1.1.11) con C1 = 0, i.e., supo-
ñemos que existe γ0 ∈ L2(Γ) tal que
|γ(x, u)| ≤ γ0(x), a.e. x ∈ Ω, ∀u ∈ R. (2.1.1)
A cambio, non será necesario ter en conta a hipótese de monotonía (1.1.12). Así, seguin-
do argumentos tomados de Chipot-Michaille[39] e Chipot-Fernández-Muñiz[36], utilizamos
un corolario do teorema do punto ﬁxo de Schauder que, por completitude, enunciamos a
continuación e que podemos consultar en Gilbarg-Trudinger[67], p. 279.
Teorema 2.1.1 (Schauder) Sexa Θ un conxunto convexo compacto dun espazo de Banach
B e sexa T : Θ → Θ un operador continuo. Entón T ten un punto fixo, é dicir, existe un
elemento x de Θ tal que T (x) = x.
Corolario 2.1.1 (Schauder) Sexa Θ un conxunto convexo pechado dun espazo de Banach
B e sexa T : Θ→ Θ un operador continuo tal que TΘ é relativamente compacto. Entón T
ten un punto fixo.
Teorema 2.1.2 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.10) e (2.1.1), para cada ε positivo
existe unha solución de (1.1.6).
Demostración: A estrutura da proba consta de tres partes diferenciadas e está baseada
en técnicas introducidas en Chipot-Fernández-Muñiz[36]. Na primeira delas introducimos
a notación considerada. Na segunda, levamos a cabo certas estimacións a priori e deﬁni-
mos o operador asociado á técnica do punto ﬁxo, mentres que na terceira comprobamos a
continuidade e compacidade do operador antes mencionado.
Primeira etapa: Sexa o conxunto convexo e pechado
B = {(w, z) ∈ L2(Ω)× L2(Γ), |w|2,Ω + |z|2,Γ ≤ R}. (2.1.2)
Séguese do teorema de Lions-Stampacchia (véxase Kinderlehrer-Stampacchia[89]) que, para
cada par (w, z) ∈ B existe unha única solución do problema
uε ∈ K,∫
Ω
[
εA(x, εw)∇uε · ∇(v − uε) + auε(v − uε)
]
dx
+
∫
Γ
γ(x, εz)(v − uε) dσ ≥ 〈f, v − uε〉, ∀v ∈ K.


(2.1.3)
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De feito, tendo en conta a hipótese (1.1.10) temos, para cada w ∈ L2(Ω),∫
Ω
[
εA(x, εw)∇u · ∇u+ a u2
]
dx ≥ λε
∫
Ω
|∇u|2 dx+
∫
Ω
au2 dx
≥ (λε ∧ 1)
∫
Ω
(
|∇u|2 + au2
)
dx = (λε ∧ 1)||u||2a, (2.1.4)
onde ∧ denota o mínimo de dous números e || · ||a defínese en (1.1.5). Ademais, tendo en
conta (1.1.4) e (1.1.9), a desigualdade de Cauchy-Schwarz garante que∣∣∣ ∫
Ω
(
εA(x, εw)∇u · ∇v + a uv
)
dx
∣∣∣ ≤ ∫
Ω
(
|εA(x, εw)∇u · ∇v|+ |a uv|
)
dx ≤
≤ (εΛ ∨ Λ)
∫
Ω
(
|∇u||∇v|+ |uv|
)
dx ≤ 2Λ(ε ∨ 1)||u||1,2||v||1,2, (2.1.5)
denotando por ∨ o máximo de dous números. Dado que ||·||a é unha norma equivalente á nor-
ma usual en H1(Ω) —ver anexo B.1 onde se recolle unha demostración desta equivalencia—
as expresións (2.1.4) e (2.1.5) amosan que
a(u, v) =
∫
Ω
[
εA(x, εw)∇u · ∇v + auv
]
dx,
é unha forma bilineal continua e coerciva en H1(Ω). Doutra banda, podemos comprobar
que
L(v) = 〈f, v〉 −
∫
Γ
γ(x, εz)v dσ
é tamén un operador lineal e continuo. En efecto, tendo en conta a hipótese (2.1.1), e sendo
CΓ a constante da continuidade da aplicación traza —ver (1.1.3)— e |f |∗ a norma de f no
espazo dual, obtemos
|L(v)| ≤
(
|f |∗ + CΓ|γ0|2,Γ
)
||v||1,2 = D||v||1,2. (2.1.6)
Por tanto, aplicando o teorema de Lions-Stampacchia (ver, por exemplo, [89]), o problema
(2.1.3) admite unha única solución uε ∈ K.
Segunda etapa: Fixemos un elemento v0 ∈ K e denotemos A = A(x, εw) por simpli-
cidade na escritura. A partir de (2.1.3) con v = v0 e usando (2.1.4), resulta
(λε ∧ 1)‖uε‖2a ≤
∫
Ω
(
εA∇uε · ∇uε + au2ε
)
dx ≤
≤
∫
Ω
(
εA∇uε · ∇v0 + auεv0
)
dx+
∫
Γ
γ(x, εz)(v0 − uε) dσ − 〈f, v0 − uε〉.
2.1 Existencia de solución 35
Entón, tomando en consideración as estimacións (2.1.5) e (2.1.6) para v = v0, obtemos
(λε ∧ 1)‖uε‖2a ≤ 2Λ(ε ∨ 1)||uε||1,2||v0||1,2 +D(‖v0‖1,2 + ‖uε‖1,2). (2.1.7)
Agora, sacando factor común ||uε||1,2 en (2.1.7), chegamos a
(λε ∧ 1)‖uε‖2a ≤ ‖uε‖1,2
{
2Λ(ε ∨ 1)‖v0‖1,2 +D
}
+D‖v0‖1,2. (2.1.8)
Pola equivalencia das normas ‖ · ‖a, ‖ · ‖1,2 temos
|uε|2,Ω ≤ ‖uε‖1,2 ≤ C, (2.1.9)
con C = C(ε, λ,Λ, v0, f, γ0) unha constante independente do par (w, z). Ademais, temos
|uε|2,Γ ≤ CΓ‖uε‖1,2 ≤ CΓC. (2.1.10)
Tomando R > C + CΓC, podemos deﬁnir un operador T do seguinte xeito,
T : (w, z) ∈ B → (uε, uε|Γ) ∈ B,
para o cal demostramos a continuación a existencia dun punto ﬁxo.
Terceira etapa: Tendo en conta as estimacións (2.1.9) e (2.1.10) e lembrando que a
inclusión canónica de H1(Ω) en L2(Ω) e máis o operador traza son compactos, obtemos que
T (B) é relativamente compacto en B —ver Rodrigues[123], p. 77, acerca das propiedades do
operador traza—. En consecuencia, para probar a compacidade do operador T será suﬁciente
probar a súa continuidade. Para este propósito, consideremos (wn, zn) unha sucesión de B
tal que
(wn, zn)→ (w, z) en L2(Ω)× L2(Γ). (2.1.11)
Omitindo o subíndice ε por simplicidade, sexa u˜n a solución de
u˜n ∈ K,∫
Ω
[
εA(x, εwn)∇u˜n · ∇(v − u˜n) + au˜n(v − u˜n)
]
dx
+
∫
Γ
γ(x, εzn)(v − u˜n) dσ ≥ 〈f, v − u˜n〉, ∀v ∈ K,


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polo que T (wn, zn) = (u˜n, u˜n|Γ). Nótese que a existencia e unicidade de solución para este
problema probouse na primeira etapa. Entón, facendo uso do lema de Minty A.1.3 para
w = wn, z = zn e u = u˜n, este problema equivale a
u˜n ∈ K,∫
Ω
[
εA(x, εwn)∇v · ∇(v − u˜n) + av(v − u˜n)
]
dx
+
∫
Γ
γ(x, εzn)(v − u˜n) dσ ≥ 〈f, v − u˜n〉, ∀v ∈ K.


(2.1.12)
Certamente, a estimación (2.1.9) cúmprese para u˜n e, utilizando argumentos de compaci-
dade, dedúcese a existencia dunha subsucesión u˜nk e u∞ ∈ H1(Ω) tales que
u˜nk ⇀ u∞ en H
1(Ω), (2.1.13)
u˜nk → u∞ en L2(Ω), (2.1.14)
u˜nk → u∞ en L2(Γ), (2.1.15)
u˜nk → u∞ c.t.p. en Ω. (2.1.16)
Por outra banda, de (2.1.11) dedúcese para unha subsucesión,
wnk → w c.t.p. en Ω, (2.1.17)
znk → z c.t.p. en Γ. (2.1.18)
Por outra parte, a partir do teorema de Lebesgue, tendo en conta (2.1.17) e a hipótese
(1.1.9), deducimos
A(x, wnk)∇v → A(x, w)∇v en L2(Ω), (2.1.19)
mentres que, tendo en conta (2.1.1), obtemos do mesmo xeito
γ(x, znk)→ γ(x, z) en L2(Γ). (2.1.20)
Adicionalmente, como K é un pechado convexo de H1(Ω), tamén é debilmente pechado en
virtude do teorema de Mazur (ver Evans[55] ou Yosida[153]). Por tanto, (2.1.13) implica
a maiores que u∞ ∈ K pois {u˜nk} ⊂ K. Entón, aplicando as anteriores converxencias
(2.1.13)-(2.1.20), pasamos ao límite en (2.1.12) escrito para nk e obtemos que u∞ resolve o
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problema
u∞ ∈ K,∫
Ω
[
εA(x, εw)∇v · ∇(v − u∞) + av(v − u∞)
]
dx
+
∫
Γ
γ(x, εz)(v − u∞) dσ ≥ 〈f, v − u∞〉, ∀v ∈ K.


Debido novamente ao lema de Minty A.1.3 para u = u∞, este problema é equivalente a
u∞ ∈ K,∫
Ω
[
εA(x, εw)∇u∞ · ∇(v − u∞) + au∞(v − u∞)
]
dx
+
∫
Γ
γ(x, εz)(v − u∞) dσ ≥ 〈f, v − u∞〉, ∀v ∈ K.


(2.1.21)
En consecuencia (u∞, u∞|Γ) = T (w, z) e, por unicidade de solución de (2.1.21), toda a
sucesión dada por (u˜n, u˜n|Γ) = T (wn, zn) converxe a T (w, z) —ver Zeidler[154], p. 258—,
o cal implica a continuidade do operador T . A aplicación do corolario 2.1.1 (Schauder)
completa a demostración da existencia de solución para o problema (1.1.6).
Unha segunda condición sobre o termo fronteira que posibilita un razoamento de punto ﬁxo
é aquela na que existe γ0 ∈ L∞(Γ), tal que
0 ≤ γ0(x) ≤ Λ, c.t.p. x ∈ Γ, (2.1.22)
e o termo fronteira vén dado por
γ(x, u) = γ0(x)u, a.e. x ∈ Ω, ∀u ∈ R. (2.1.23)
Nótese que, neste caso, a elección do termo fronteira cumpre automaticamente a hipótese
(1.1.12).
Teorema 2.1.3 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.10), (2.1.22) e (2.1.23), para cada
ε positivo existe unha solución de (1.1.6).
A demostración pode consultarse no anexo A.3.
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Os teoremas anteriores son válidos para casos particulares da condición (1.1.11) sobre
o termo fronteira. Mentres que a vantaxe do primeiro caso, onde C1 = 0, é que a hipótese
(1.1.12) non resulta necesaria, no segundo caso, a forma particular do termo fronteira ga-
rante o cumprimento desta hipótese.
A técnica de pseudo-monotonía que desenvolvemos a continuación permite a uniﬁcación e
xeneralización destes dous casos mediante a consideración das hipóteses (1.1.11) e (1.1.12)
sobre o termo fronteira sen restricións adicionais.
2.1.2. Unha técnica de pseudo-monotonía
Antes de emprender o estudo do problema que centra a nosa atención, establecemos
varias deﬁnicións de termos de carácter xeral co obxectivo de proporcionar unha maior
claridade na exposición desta sección. Estas deﬁnicións foron introducidas por Brézis[22]
no transcurso do estudo de inecuacións variacionais non lineais e na xeneralización de
operadores asociados ás mesmas. A notación alí utilizada é a que segue.
Se V é un espazo de Banach reﬂexivo, sendo V ∗ o seu espazo dual, escribimos 〈f, v〉 para
referirnos á acción de dualidade de f ∈ V ∗ sobre v ∈ V . Ademais, mediante K denotamos
un subconxunto pechado convexo e non baleiro de V .
Definición 2.1.1 Un operador A : K → V ∗ dise limitado se transforma conxuntos limi-
tados de K en conxuntos limitados de V ∗.
Definición 2.1.2 Un operador limitado A : K → V ∗ denomínase pseudo-monótono se
un ⇀ u e l´ım sup 〈A(un), un−u〉 ≤ 0 implica 〈A(u), u− v〉 ≤ l´ım inf 〈A(un), un− v〉 para
todo v ∈ K.
De agora en diante, ﬁxaremos V = H1(Ω). Primeiramente, deﬁnimos a seguinte familia de
operadores auxiliares Aε, que dependen dun parámetro real positivo ε > 0,
Aε : H
1(Ω)×H1(Ω) −→ H1(Ω)∗
(u, v) Aε(u, v)
Aε(u, v) : H
1(Ω) −→ R
w  〈Aε(u, v), w〉
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〈Aε(u, v), w〉 =
∫
Ω
[
εA(x, εu)∇v · ∇w + a uw
]
dx+
∫
Γ
γ(x, εu)w dσ. (2.1.24)
Estes operadores están destinados á formulación do problema, mais antes cómpre dar conta
das súas propiedades máis importantes, que seguen a continuación.
Lema 2.1.1 Baixo as hipóteses (1.1.7), (1.1.8), (1.1.9) e (1.1.11), sexan {un} e {wn}
dúas sucesións en H1(Ω) tal que un ⇀ u e wn ⇀ w debilmente en H
1(Ω). Para cada ε > 0,
cúmprese
l´ım
n→+∞
〈Aε(un, v), wn〉 = 〈Aε(u, v), w〉, ∀v ∈ H1(Ω). (2.1.25)
Demostración: Faremos un paso ao límite en cada un dos sumandos presentes en
(2.1.24). Dado que as sucesións un e wn son debilmente converxentes en H1(Ω), con límites
u e w, respectivamente, usando a compacidade da inclusión de H1(Ω) en L2(Ω) podemos
extraer dúas subsucesións, que denotamos por unk e wnk , tales que
unk → u en L2(Ω) e c.t.p. de Ω, (2.1.26)
unk → u en L2(Γ) e c.t.p. de Γ, (2.1.27)
wnk → w en L2(Ω) e c.t.p. de Ω, (2.1.28)
wnk → w en L2(Γ) e c.t.p. de Γ, (2.1.29)
Ademais, a condición (1.1.9) garante que εA(x, εun)∇v estea tamén limitado. Por tanto,
lembrando tamén a continuidade de A na segunda compoñente, dada por (1.1.8), obtemos
εA(x, εunk)∇v → εA(x, εu)∇v c.t.p. en Ω, (2.1.30)
e o teorema de Lebesgue permite deducir
εA(x, εunk)∇v → εA(x, εu)∇v en L2(Ω). (2.1.31)
Por outra parte, temos∫
Ω
εA(x, εunk)∇v · ∇wnk dx−
∫
Ω
εA(x, εu)∇v · ∇w dx
=
∫
Ω
ε
(
A(x, εunk)− A(x, εu)
)
∇v · ∇wnk dx+
∫
Ω
εA(x, εu)∇v ·
(
∇wnk −∇w
)
dx.
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O primeiro termo do membro dereito converxe a cero grazas a (2.1.31) e á converxencia
débil de wn a w en H1(Ω), que implica que ||wnk||1,2 está limitada. Asemade, esta mesma
converxencia débil conleva tamén que o segundo termo tenda a cero. En consecuencia,∫
Ω
εA(x, εunk)∇v · ∇wnk dx→
∫
Ω
εA(x, εu)∇v · ∇w dx. (2.1.32)
Ademais, mediante (2.1.26) e (2.1.28) acadamos a converxencia∫
Ω
aunkwnk dx→
∫
Ω
auw dx. (2.1.33)
Agora, co mesmo razoamento anterior, pasamos ao límite no termo fronteira,∫
Γ
[
γ(x, εunk)wnk − γ(x, εu)w
]
dσ =
∫
Γ
γ(x, εunk)(wnk − w) dσ
+
∫
Γ
[
γ(x, εunk)− γ(x, εu)
]
w dσ. (2.1.34)
Grazas a que γ cumpre a limitación (1.1.11), a desigualdade de Cauchy-Schwarz lévanos a∣∣∣ ∫
Γ
γ(x, εunk)(wnk − w) dσ
∣∣∣ ≤ ∫
Γ
(
C1ε|unk|+ γ0(x)
)
|wnk − w| dσ
≤
(
C1ε|unk|2,Γ + |γ0|2,Γ
)
|wnk − w|2,Γ,
e aplicando (2.1.29) mailo feito de que |unk |2,Γ estea limitada debido á converxencia (2.1.27),
observamos que o primeiro termo da parte dereita de (2.1.34) converxe a cero. Ademais,
como γ é unha función de Carathéodory (ver sección 1.1), entón tamén é continua na
segunda variable, de modo que usando (2.1.27) temos
γ(x, εunk)w → γ(x, εu)w c.t.p. en Γ.
A hipótese (1.1.11) e o feito de que unk é limitada por ser converxente permiten aplicar o
teorema de converxencia dominada e deducir∫
Γ
γ(x, εunk)w dσ →
∫
Γ
γ(x, εu)w dσ.
En consecuencia, o segundo termo do membro dereito de (2.1.34) tende tamén a cero.
Daquela, pasando ao límite en (2.1.34) deducimos∫
Γ
γ(x, εunk)wnk dσ →
∫
Γ
γ(x, εu)w dσ. (2.1.35)
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Sumando os límites mencionados anteriormente en (2.1.32), (2.1.33) e (2.1.35), chegamos a
(2.1.25), o resultado buscado para a subsucesión dada. Por último, por unicidade do límite,
deducimos (2.1.25) para toda a sucesión, aplicando o argumento precedente a calquera
subsucesión arbitraria.
Corolario 2.1.2 Baixo as hipóteses do lema anterior, dada {un} unha sucesión en H1(Ω)
tal que un ⇀ u en H
1(Ω), entón para calquera ε > 0 cúmprese
l´ım
n→+∞
〈Aε(un, v), un − u〉 = 0, ∀v ∈ H1(Ω). (2.1.36)
Demostración: Este é un caso particular de (2.1.25) tomando wn = un − u. Utilizando
que wn ⇀ 0, obtemos w = 0 e de aquí despréndese (2.1.36).
Lema 2.1.2 Baixo a condición (1.1.10), temos que para cada un e u elementos de H1(Ω),
e ε > 0,
〈Aε(un, un)− Aε(un, u), un − u〉 ≥ 0 (2.1.37)
Demostración: Tendo en conta que
〈Aε(un, un)− Aε(un, u), un − u〉 dx =
∫
Ω
ε
(
A(x, εun)∇un −A(x, εun)∇u
)
· ∇(un − u) dx
=
∫
Ω
εA(x, εun)∇(un − u) · ∇(un − u) dx,
e aplicando (1.1.10), obtemos
〈Aε(un, un)− Aε(un, u), un − u〉 dx ≥ ελ
∫
Ω
|∇(un − u)|2 dx ≥ 0.
Lema 2.1.3 Baixo as consideracións dos lemas 2.1.1 e 2.1.2, supoñamos que un converxe
debilmente a u en H1(Ω) e que ademais
l´ım sup
n→+∞
〈Aε(un, un), un − u〉 ≤ 0. (2.1.38)
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Entón o seguinte límite existe,
l´ım
n→+∞
〈Aε(un, un), un − u〉 = 0. (2.1.39)
Demostración: A aplicación do lema 2.1.2 permite escribir
0 ≤ l´ım inf
n→+∞
〈Aε(un, un)− Aε(un, u), un − u〉. (2.1.40)
Por outra parte, aplicando a subaditividade do límite superior e tendo en conta (2.1.38) e
a existencia do límite (2.1.36) para v = u, deducimos
l´ım sup
n→+∞
〈Aε(un, un)− Aε(un, u), un − u〉
= l´ım sup
n→+∞
〈Aε(un, un), un − u〉 − l´ım
n→+∞
〈Aε(un, u), un − u〉
= l´ım sup
n→+∞
〈Aε(un, un), un − u〉 ≤ 0, (2.1.41)
Finalmente, de (2.1.40) e (2.1.41) concluímos
l´ım
n→+∞
〈Aε(un, un)− Aε(un, u), un − u〉 = 0.
Tendo en conta de novo (2.1.36) para v = u temos
0 = l´ım
n→+∞
〈Aε(un, un)− Aε(un, u), un − u〉
= l´ım
n→+∞
〈Aε(un, un), un − u〉 − l´ım
n→+∞
〈Aε(un, u), un − u〉
= l´ım
n→+∞
〈Aε(un, un), un − u〉,
o que nos conduce a (2.1.39).
Estamos agora en disposición de introducir o operador
Aε : K ⊂ H1(Ω) −→ H1(Ω)∗
u Aε(u) = Aε(u, u). (2.1.42)
Con esta notación, o problema variacional (1.1.6) pode ser escrito como
uε ∈ K, 〈Aε(uε), v − uε〉 ≥ 〈f, v − uε〉, ∀v ∈ K, (2.1.43)
e isto xustiﬁca e resalta a necesidade do estudo das propiedades e características deste
operador, que realizamos a continuación.
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Lema 2.1.4 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.9), e (1.1.11), os operadores Aε son
limitados para cada ε > 0.
Demostración: Dado un ε > 0 arbitrario, debemos probar que Aε transforma conxuntos
limitados de K en conxuntos limitados de H1(Ω)∗. Sexa entón U ⊂ K un conxunto limitado
e u ∈ U . Tendo en conta (1.1.4) e (1.1.9), e usando a desigualdade de Cauchy-Schwarz temos,
para cada v ∈ H1(Ω),
|〈Aε(u), v〉| = |〈Aε(u, u), v〉| =
∣∣∣ ∫
Ω
[
εA(x, εu)∇u · ∇v + auv
]
dx+
∫
Γ
γ(x, εu) v dσ
∣∣∣
≤ εΛ
∫
Ω
|∇u||∇v| dx+ Λ
∫
Ω
|u||v| dx+
∫
Γ
|γ(x, εu)||v| dσ
≤ εΛ||u||1,2||v||1,2 + Λ||u||1,2||v||1,2 +
∫
Γ
|γ(x, εu)||v| dσ, ∀v ∈ H1(Ω). (2.1.44)
Para a estimación do anterior termo fronteira empregamos (1.1.11) e novamente a desigual-
dade de Cauchy-Schwarz. Por tanto, se CΓ é a constante da condición de continuidade do
operador traza, deducimos∫
Γ
|γ(x, εu)||v| dσ ≤
∫
Γ
[
C1|εu|+ γ0(x)
]
|v| dσ = εC1
∫
Γ
|u||v| dσ +
∫
Γ
γ0(x)|v| dσ
≤ εC1C2Γ||u||1,2||v||1,2 + CΓ|γ0|2,Γ||v||1,2
= CΓ
(
εC1CΓ||u||1,2 + |γ0|2,Γ
)
||v||1,2. (2.1.45)
Así, usando (2.1.45) en (2.1.44), acadamos a estimación
|〈Aε(u), v〉| ≤ (ε+ 1)Λ||u||1,2||v||1,2 + CΓ
(
εC1CΓ||u||1,2 + |γ0|2,Γ
)
||v||1,2
= ((ε+ 1)Λ + εC2ΓC1)||u||1,2||v||1,2 + CΓ|γ0|2,Γ||v||1,2, (2.1.46)
para cada v ∈ H1(Ω). Entón
||Aε(u)||∗ = sup
v∈H1(Ω)
v 6=0
|〈Aε(u), v〉|
||v||1,2 ≤ ((ε+ 1)Λ + εC
2
ΓC1)||u||1,2 + CΓ|γ0|2,Γ,
e claramente, se a norma ||u||1,2 está limitada, tamén podemos aﬁrmar o mesmo de ||Aε(u)||∗,
para concluír que Aε é un operador limitado.
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Lema 2.1.5 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.11), os operadores Aε son pseudo-
monótonos para cada ε > 0.
Observación 2.1.2. A seguinte proba é unha adaptación do teorema de Leray-Lions que
se pode consultar en Showalter[131], na páxina 76. @
Demostración: Sexan unha sucesión {un} ⊂ K e un elemento u ∈ K tales que un ⇀ u en
H1(Ω) e l´ım sup 〈Aε(un), un − u〉 ≤ 0.
Escollendo un elemento v ∈ H1(Ω) xenérico e un parámetro 0 < t ≤ 1, deﬁnimos o elemento
vt = (1− t)u+ tv ∈ H1(Ω), que utilizamos en (2.1.37) como u = vt para obter
〈Aε(un, un)− Aε(un, vt), un − vt〉 ≥ 0. (2.1.47)
Debido a que un − vt = un − u+ t(u− v), desenvolvemos (2.1.47) resultando
〈Aε(un, un)− Aε(un, vt), un − u〉+ t〈Aε(un, un)− Aε(un, vt), u− v〉 ≥ 0.
Por tanto,
t〈Aε(un, un)− Aε(un, vt), u− v〉 ≥ 〈Aε(un, vt)− Aε(un, un), un − u〉.
Tendo en conta (2.1.39) e aplicando (2.1.36) para v = vt, pasamos ao límite cando n→ +∞,
deducindo
l´ım inf
n→+∞
t〈Aε(un, un)− Aε(un, vt), u− v〉 ≥ l´ım
n→+∞
〈Aε(un, vt)− Aε(un, un), un − u〉 = 0.
En consecuencia, dividindo polo parámetro estritamente positivo t, o sentido da desigual-
dade non varía e obtemos
l´ım inf
n→+∞
〈Aε(un, un)− Aε(un, vt), u− v〉 ≥ 0.
Baixo o amparo das hipóteses (1.1.8) e (1.1.9), o lema 2.1.1 é aplicable e podemos facer uso
de (2.1.25) con v = vt e wn = u− v, ∀n. Entón, con estas consideracións, se desenvolvemos
a expresión anterior chegamos a
l´ım inf
n→+∞
〈Aε(un, un), u− v〉 ≥ l´ım
n→+∞
〈Aε(un, vt), u− v〉 = 〈Aε(u, vt), u− v〉,
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e facendo tender t a cero, concluímos
l´ım inf
n→+∞
〈Aε(un, un), u− v〉 ≥ 〈Aε(u, u), u− v〉,
ou equivalentemente, mediante o operador Aε,
l´ım inf
n→+∞
〈Aε(un), u− v〉 ≥ 〈Aε(u), u− v〉.
Finalmente, a hipótese de partida sobre un xunto con (1.1.10) encádranos no marco do
lema 2.1.3. Deste xeito, tendo en conta a superaditividade do límite inferior e a existencia
do límite (2.1.39), xunto coa desigualdade anterior, chegamos a
l´ım inf
n→+∞
〈Aε(un), un − v〉 = l´ım inf
n→+∞
〈Aε(un), un − u+ u− v〉
= l´ım
n→+∞
〈Aε(un), un − u〉+ l´ım inf
n→+∞
〈Aε(un), u− v〉
≥ 〈Aε(u), u− v〉,
e así, dado que Aε é limitado en virtude do lema 2.1.4, podemos concluír que Aε é un
operador pseudo-monótono, como queríamos demostrar.
Corolario 2.1.3 Baixo as hipóteses do lema anterior, se un ⇀ u en H1(Ω) e ademais
l´ım sup
n→+∞
〈Aε(un), un − u〉 ≤ 0, (2.1.48)
entón cúmprese que Aε(un) ⇀ Aε(u) en H1(Ω)∗ para cada ε > 0.
Demostración: No lema anterior probamos
l´ım inf
n→+∞
〈Aε(un), un − v〉 ≥ 〈Aε(u), u− v〉,
para calquera elemento v ∈ H1(Ω), de xeito que para as funcións v = u±w, con w ∈ H1(Ω)
arbitrario, deducimos
l´ım inf
n→+∞
〈Aε(un), un − u± w〉 ≥ 〈Aε(u),±w〉.
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Volvendo ao lema 2.1.3, podemos facer uso do límite (2.1.39) nas desigualdades anteriores
para obter
l´ım inf
n→+∞
〈Aε(un),−w〉 ≥ 〈Aε(u),−w〉, (2.1.49)
l´ım inf
n→+∞
〈Aε(un), w〉 ≥ 〈Aε(u), w〉. (2.1.50)
Aplicando o feito de que o límite inferior é menor ou igual có límite superior, podemos
transformar a anterior desigualdade (2.1.49) en
l´ım sup
n→+∞
〈Aε(un), w〉 ≤ 〈Aε(u), w〉,
de maneira que en conxunción con (2.1.50) implica a existencia do límite
l´ım
n→+∞
〈Aε(un), w〉 = 〈Aε(u), w〉,
para calquera w ∈ H1(Ω) arbitrario, como queríamos demostrar.
Lema 2.1.6 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.12), o operador Aε é coercivo no sen-
tido de que existe k0 ∈ K tal que
〈Aε(v), v − k0〉
||v||1,2 → +∞ se ||v||1,2 → +∞, v ∈ K. (2.1.51)
Demostración: Expandindo a expresión de 〈Aε(v), v − k0〉 para un elemento k0 ∈ K
ﬁxo temos
〈Aε(v), v − k0〉 =
∫
Ω
[
εA(x, εv)∇v · ∇(v − k0) + av(v − k0)
]
dx+
∫
Γ
γ(x, εv) (v − k0) dσ
=
∫
Ω
[
εA(x, εv)∇v · ∇v + av2
]
dx−
∫
Ω
[
εA(x, εv)∇v · ∇k0 + avk0
]
dx
+
∫
Γ
γ(x, εv) (v − k0) dσ.
Buscamos unha estimación inferior, para a cal aplicamos inicialmente as hipóteses (1.1.4)
e (1.1.10) sobre a e A, respectivamente, e chegamos a
〈Aε(v), v − k0〉 ≥ (λε ∧ 1)||v||2a+
+
∫
Γ
γ(x, εv) (v − k0) dσ −
∫
Ω
[
εA(x, εv)∇v · ∇k0 + avk0
]
dx, (2.1.52)
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onde, como xa se indicou, ∧ denota o mínimo de dous números e || · ||a é a norma de H1(Ω)
deﬁnida en (1.1.5). Ademais, tendo en conta (1.1.9) e (1.1.4), obtemos∣∣∣ ∫
Ω
[
εA(x, εv)∇v · ∇k0 + avk0
]
dx
∣∣∣ ≤ ∫
Ω
∣∣∣εA(x, εv)∇v · ∇k0 + avk0∣∣∣ dx
≤ εΛ||v||1,2||k0||1,2 + Λ||v||1,2||k0||1,2
= (ε+ 1)Λ||v||1,2||k0||1,2. (2.1.53)
Sobre o termo fronteira, a propiedade de monotonía (1.1.12) implica∫
Γ
γ(x, εv) (v − k0) dσ ≥
∫
Γ
γ(x, εk0) (v − k0) dσ,
e a partir de (1.1.11) temos∣∣∣ ∫
Γ
γ(x, εk0) (v − k0) dσ
∣∣∣ ≤ εC1
∫
Γ
|k0||v − k0| dσ +
∫
Γ
γ0(x)|v − k0| dσ
≤
(
εC1|k0|2,Γ + |γ0|2,Γ
)
CΓ(||v||1,2 + ||k0||1,2),
de forma que∫
Γ
γ(x, εv) (v − k0) dσ ≥ −
(
εC1|k0|2,Γ + |γ0|2,Γ
)
CΓ(||v||1,2 + ||k0||1,2). (2.1.54)
En consecuencia, reunindo as estimacións (2.1.53) e (2.1.54) en (2.1.52) deducimos
〈Aε(v), v − k0〉 ≥ (λε ∧ 1)C¯||v||21,2 −
(
εC1|k0|2,Γ + |γ0|2,Γ
)
CΓ(||v||1,2 + ||k0||1,2)
− (ε+ 1)Λ||v||1,2||k0||1,2
= (λε ∧ 1)C¯||v||21,2 −
(
εC1CΓ|k0|2,Γ + CΓ|γ0|2,Γ + (ε+ 1)Λ||k0||1,2
)
||v||1,2
−
(
εC1|k0|2,Γ + |γ0|2,Γ
)
CΓ||k0||1,2,
onde C¯ representa á constante tal que || · ||a ≥ C¯|| · ||1,2 —lembremos a equivalencia das
dúas normas—. Por tanto, resulta obvia a seguinte estimación inferior,
〈Aε(v), v − k0〉
||v||1,2 ≥ (λε ∧ 1)C¯||v||1,2 −
(
εC1CΓ|k0|2,Γ + CΓ|γ0|2,Γ + (ε+ 1)Λ||k0||1,2
)
−
(
εC1|k0|2,Γ + |γ0|2,Γ
)
CΓ||k0||1,2
||v||1,2 ,
que implica (2.1.51), grazas a que a parte dereita da desigualdade anterior tende a +∞
cando ||v||1,2 tende a +∞.
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Observación 2.1.3. No lema anterior, a hipótese (1.1.12) pode suprimirse se se cumpre
(1.1.11) para C1 = 0. En efecto, podemos obter a estimación (2.1.54) sen necesidade de
supoñer (1.1.12), sempre e cando se cumpra a condición (1.1.11) para C1 = 0. Obtemos,
daquela,
∣∣∣ ∫
Γ
γ(x, εv) (v − k0) dσ
∣∣∣ ≤ ∫
Γ
γ0(x)|v − k0| dσ ≤ |γ0|2,ΓCΓ(||v||1,2 + ||k0||1,2),
o mesmo resultado que (2.1.54) considerando C1 = 0. @
Observación 2.1.4. É importante suliñar que o lema previo é válido para un elemento
ﬁxo k0 ∈ K calquera. @
A continuación, coa axuda dos lemas anteriores, expoñemos os resultados de existencia de
solución do problema (1.1.6) repartidos en dous teoremas, dos cales o primeiro resolve esta
cuestión para conxuntos convexos limitados, como expresamos a continuación.
Teorema 2.1.4 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.12), se K é limitado, o problema
(1.1.6) ten solución para calquera ε > 0.
Demostración: Ver apéndice A.2.
O teorema anterior é un caso particular da teoría que se desenvolve na obra de Lions[99]
con operadores pseudo-monótonos. Esta teoría baséase nun argumento tipo Galerkin; así,
nun primeiro paso, resólvese o problema (2.1.43) reducido a un caso de dimensión ﬁnita se-
guindo un argumento de punto ﬁxo. Nunha segunda etapa lévase a cabo o paso a dimensión
inﬁnita aplicando as propiedades do operador Aε —deﬁnido en (2.1.42)—, concretamente
a estimación probada no lema 2.1.4 e a pseudo-monotonía probada no lema 2.1.5. De to-
dos os xeitos, co obxectivo de completitude deste traballo, incluímos no apéndice A.2 a
demostración completa enfocada ao noso operador Aε.
Para ﬁnalizar, apoiándonos no teorema anterior, estendemos os resultados para convexos
xerais non necesariamente limitados.
Teorema 2.1.5 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.12), para cada ε > 0, o problema
(1.1.6) ten solución.
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Demostración: Ver apéndice A.2.
A idea da proba é similar á segunda parte da demostración do teorema 2.1.4, como pode
comprobarse no apéndice A.2. Neste caso, a clave é a coercividade probada no lema 2.1.6.
Observación 2.1.5. Do mesmo xeito ca no lema 2.1.6, e por facer uso do mesmo nas
demostracións, a hipótese (1.1.12) pode suprimirse nos teoremas 2.1.4 e 2.1.5 sempre que
se cumpra (1.1.11) para C1 = 0. @
2.2. Unicidade de solución
Unha vez estudada a existencia de solución, investigamos os casos nos que esta é única.
Para probar este resultado, supoñemos que A é uniformemente Lipschitz-continuo en u, é
dicir, existe unha constante real positiva α tal que
|A(x, u)− A(x, v)| ≤ α|u− v| a. e. x ∈ Ω, ∀u, v ∈ R. (2.2.1)
A deﬁnición de norma de matrices usada aquí coincide coa utilizada en (1.1.9), é dicir, a
norma de matrices subordinada á norma euclidiana.
Esta hipótese é un caso particular dunha condición xeral pedida no artigo de Chipot e
Michaille[39] ao termo de maior orde en certos problemas elípticos. Neste artigo os autores
examinan a unicidade de solución dos problemas estudados e ofrecen diferentes técnicas e
exemplos que aproveitamos nesta sección.
Convén remarcar que continuamos a supoñer a hipótese (1.1.10) sobre A neste apartado de
unicidade. No que a (1.1.9) se reﬁre, non será unha condición estritamente necesaria, pois
úsase só para asegurar a existencia de solución. Deste xeito, contemplamos casos particulares
onde existise a solución sen cumprirse (1.1.9).
Seguindo a liña de Chipot e Michaille[39], consideremos ademais a familia {Fδ}δ>0 das
funcións Lipschitz continuas non negativas que se anulan en (−∞, 0), tales que
Fδ(x) =


0 if x < 0,
x if 0 ≤ x ≤ δ,
δ if x > δ.
(2.2.2)
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Supoñemos que, para cada función Fδ pertencente á anterior familia, o convexo K ten a
seguinte propiedade,
u1 + Fδ(u2 − u1), u2 − Fδ(u2 − u1) ∈ K, ∀u1, u2 ∈ K. (2.2.3)
Agora estamos en disposición de amosar un resultado xeral de unicidade, deducido a partir
dunha propiedade de monotonía que tamén probamos.
2.2.1. Unha propiedade de monotonía e unicidade
Sexan f1, f2 ∈ H1(Ω)∗ dous termos fonte diferentes tales que
〈f1, v〉 ≥ 〈f2, v〉, ∀v ∈ H1(Ω), v ≥ 0, (2.2.4)
sendo os seus correspondentes problemas asociados
u1 ∈ K, 〈Aε(u1), v − u1〉 ≥ 〈f1, v − u1〉, ∀v ∈ K, (2.2.5)
u2 ∈ K, 〈Aε(u2), v − u2〉 ≥ 〈f2, v − u2〉, ∀v ∈ K. (2.2.6)
As súas solucións dependen do parámetro ε de maneira que sería máis axeitado escribir
u1 = uε,1, u2 = uε,2; non obstante, neste apartado prescindiremos do índice ε por motivos
de simplicidade da notación, xa que o obxectivo é a comparación das dúas solucións. Así,
establecemos o seguinte resultado.
Teorema 2.2.1 (Propiedade de monotonía) Sexan u1, u2 ∈ K as solucións respectivas
dos problemas (2.2.5) e (2.2.6) asociados a dous termos fonte f1, f2 ∈ H1(Ω)∗ cumprindo
(2.2.4). Baixo as hipóteses (1.1.10), (1.1.12), (2.2.1) e (2.2.3), cúmprese
u1(x) ≥ u2(x), c.t.p. x ∈ Ω.
Demostración: Comezamos usando a primeira función test deﬁnida en (2.2.3) no pro-
blema (2.2.5) e a segunda no problema (2.2.6) para obter
〈Aε(u1), F (u2 − u1)〉 ≥ 〈f1, F (u2 − u1)〉,
〈Aε(u2),−F (u2 − u1)〉 ≥ 〈f2,−F (u2 − u1)〉.
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Sumando as desigualdades anteriores, e usando (2.2.4), obtemos
〈Aε(u1)−Aε(u2), F (u2 − u1)〉 ≥ 〈f1 − f2, F (u2 − u1)〉 ≥ 0,
e a deﬁnición de Aε condúcenos a
ε
∫
Ω
(
A(x, εu1)∇u1 −A(x, εu2)∇u2
)
· ∇F (u2 − u1) dx
+
∫
Ω
a (u1 − u2)F (u2 − u1) dx+
∫
Γ
[
γ(x, εu1)− γ(x, εu2)
]
F (u2 − u1) dσ ≥ 0,
que, recolocando termos, podemos escribir tamén como∫
Ω
{
εA(x, εu2)∇(u2 − u1) · ∇F (u2 − u1) dx+ a (u2 − u1)F (u2 − u1)
}
dx
+
∫
Γ
[
γ(x, εu2)− γ(x, εu1)
]
F (u2 − u1) dσ
≤ ε
∫
Ω
[
A(x, εu1)− A(x, εu2)
]
∇u1 · ∇F (u2 − u1) dx. (2.2.7)
Escollemos unha función F = Fδ deﬁnida por (2.2.2). Observando que
(u2 − u1)Fδ(u2 − u1) ≥ Fδ(u2 − u1)2, ∇(u2 − u1) = ∇Fδ(u2 − u1) en Ωδ, (2.2.8)
onde Ωδ = {x ∈ Ω; 0 < (u2 − u1)(x) < δ}, deducimos de (2.2.7)∫
Ω
{
εA(x, εu2)∇Fδ(u2 − u1) · ∇Fδ(u2 − u1) + aFδ(u2 − u1)2
}
dx
+
∫
Γ
[
γ(x, εu2)− γ(x, εu1)
]
Fδ(u2 − u1) dσ
≤
∫
Ω
ε
[
A(x, εu1)− A(x, εu2)
]
∇u1 · ∇Fδ(u2 − u1) dx. (2.2.9)
A condición (1.1.12) implica que u→ γ(x, u) é non decrecente c.t.p. x ∈ Γ, e isto, xunto coa
aplicación da deﬁnición de Fδ, implica que o segundo termo da parte esquerda de (2.2.9) é
non negativo. Finalmente, por aplicación de (1.1.10), seguimos de (2.2.9) que
(λε ∧ 1)‖Fδ(u2 − u1)‖2a ≤
∫
Ω
ε
[
A(x, εu1)− A(x, εu2)
]
∇u1 · ∇Fδ(u2 − u1) dx. (2.2.10)
Usando a propiedade (2.2.1) e a deﬁnición de Ωδ, a desigualdade de Cauchy-Schwarz garante
(λε ∧ 1)‖Fδ(u2 − u1)‖2a ≤ ε2α
∫
Ω
|u1 − u2| |∇u1| |∇Fδ(u2 − u1)| dx
≤ ε2α
∫
Ω
χΩδδ|∇u1| |∇Fδ(u2 − u1)| dx
≤ ε2α
{∫
Ω
χΩδδ
2|∇u1|2 dx
}1/2
‖Fδ(u2 − u1)‖a. (2.2.11)
52 EXISTENCIA E UNICIDADE DE SOLUCIÓN 2.2
Na desigualdade anterior, χ[·] denota a función característica do conxunto indicado entre
corchetes. Mediante a equivalencia das normas dadas por (1.1.1) e (1.1.5) temos, en deﬁni-
tiva,
‖Fδ(u2 − u1)‖21,2 ≤ C
∫
Ω
χΩδδ
2|∇u1|2 dx (2.2.12)
sendo C unha constante independente de δ, de onde deducimos∫
Ω
Fδ(u2 − u1)2 dx ≤ C
∫
Ω
χΩδδ
2|∇u1|2 dx (2.2.13)
e, por tanto, ∫
Ω
χ[u2−u1>δ] δ
2 dx ≤ C
∫
Ω
χΩδ δ
2|∇u1|2 dx, (2.2.14)
sendo [u2 − u1 > δ] = {x ∈ Ω; (u2 − u1)(x) > δ}. Dividindo agora por δ2 queda∫
Ω
χ[u2−u1>δ] dx ≤ C
∫
Ω
χΩδ |∇u1|2 dx. (2.2.15)
Finalmente, tendo en conta que cando δ → 0 cúmprese
χΩδ → 0, χ[u2−u1>δ] → χ[u2−u1>0] c.t.p., (2.2.16)
o teorema de Lebesgue asegura que se pode pasar ao límite en (2.2.15) para obter∫
Ω
χ[u2−u1>0] dx = 0,
o que implica u1 ≥ u2, c.t.p. x ∈ Ω.
Corolario 2.2.1 (Unicidade) Nas condicións do teorema 2.2.1, a solución de (1.1.6) é
única.
Demostración: Só precisamos considerar os mesmos termos fonte f1 = f2 = f ∈ H1(Ω)∗
e u1, u2 as solucións dos problemas asociados (2.2.5) e (2.2.6). Así, os papeis de u1 e u2
son intercambiables e, mediante a aplicación do teorema 2.2.1, deducimos necesariamente
u1 = u2, c.t.p. en Ω.
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2.2.2. Algúns exemplos con conxuntos convexos importantes
Unha hipótese clave na demostración da unicidade é que o conxunto convexo K cumpre
(2.2.3). Esta condición non é tan restritiva como puidese parecer nun primeiro instante.
Amosamos nesta sección unha extensa familia xeral de convexos, adaptada do artigo de
Chipot-Michaille[39], que posúe dita propiedade. A esta familia pertencen multitude de
casos especiais amplamente estudados na literatura, como convexos de tipo obstáculo con
limitacións na solución, ou convexos con restricións no gradiente, propios de problemas de
elasticidade. As limitacións no dominio representámolas mediante as funcións
Φ : Ω −→ R, Ψ : Ω −→ R,
mentres que para as correspondentes á fronteira usamos
ϕ : Γ −→ R, ψ : Γ −→ R.
Destas funcións non requirimos máis propiedades a priori que un dominio Ω ou Γ e a
posibilidade de tomar valores en R = R ∪ {±∞}. Este é un feito destacable, pois implica
que non son necesariamente funcións reais. Os valores inﬁnitos que poden tomar servirán
para representar ausencia de restricións, como veremos en exemplos posteriores. Por outra
parte, para as limitacións do gradiente, consideraremos un conxunto C(x) convexo pechado
de Rn, c.t.p. x ∈ Ω. Con estes elementos, Chipot e Michaille[39] constrúen a familia de
conxuntos convexos pechados de H1(Ω) dados por
Kϕ,ψ,Φ,Ψ,C ={v ∈ H1(Ω) | ϕ(x) ≤ v(x) ≤ ψ(x) c.t.p. x ∈ Γ,
Φ(x) ≤ v(x) ≤ Ψ(x), ∇v(x) ∈ C(x) c.t.p. x ∈ Ω}. (2.2.17)
Proposición 2.2.1 Os convexos pertencentes á familia (2.2.17) cumpren a propiedade
(2.2.3).
Demostración: Consideremos u1, u2 ∈ K = Kϕ,ψ,Φ,Ψ,C e concentremos inicialmente a
atención na súa condición da fronteira. Para cada δ > 0, usamos (2.2.2) obtendo a función
de H1(Ω) seguinte,
u1 + Fδ(u2 − u1) =


u1 se u2 − u1 < 0,
u2 se 0 ≤ u2 − u1 ≤ δ,
u1 + δ se u2 − u1 > δ.
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Sempre que u2 − u1 ≤ δ está claro que se cumpre a condición da fronteira, xa que tanto
u1 como u2 pertencen a K. No terceiro caso, deducimos u1(x) + δ ≥ ϕ(x) debido a que
u1(x) ≥ ϕ(x) e δ > 0. Ademais, sabemos que u1(x) + δ ≤ u2(x) ≤ ψ(x) e isto implica que
u1 + Fδ(u2 − u1) cumpre tamén a condición da fronteira. Analogamente, obtemos estoutra
función de H1(Ω),
u2 − Fδ(u2 − u1) =


u2 se u2 − u1 < 0,
u1 se 0 ≤ u2 − u1 ≤ δ,
u2 − δ se u2 − u1 > δ.
De novo, cando u2 − u1 ≤ δ, satisfaise a condición da fronteira. Se u2 − u1 > δ, obtemos
u2(x)− δ < u2(x) ≤ ψ(x) e, por outra banda, u2(x)− δ > u1(x) ≥ ϕ(x).
Agora ben, a mesma argumentación usada para a condición da fronteira é válida para a
condición en Ω. Tan só cómpre cambiar ϕ por Φ e ψ por Ψ.
Comprobamos facilmente que a restrición sobre o gradiente tamén se cumpre. De feito, os
gradientes son
∇(u1 + Fδ(u2 − u1)) =


∇u1 se u2 − u1 < 0,
∇u2 se 0 ≤ u2 − u1 ≤ δ,
∇u1 se u2 − u1 > δ,
e, por outra banda,
∇(u2 − Fδ(u2 − u1)) =


∇u2 se u2 − u1 < 0,
∇u1 se 0 ≤ u2 − u1 ≤ δ,
∇u2 se u2 − u1 > δ.
Polo tanto,
∇(u1 + Fδ(u2 − u1))(x) ∈ C(x), c.t.p. x ∈ Ω,
∇(u2 − Fδ(u2 − u1))(x) ∈ C(x), c.t.p. x ∈ Ω.
Isto implica que, tanto u1 + Fδ(u2 − u1) como u2 − Fδ(u2 − u1) pertencen a K, para cada
δ > 0. En consecuencia, K satisfai (2.2.3).
Esta familia de convexos pechados e non baleiros posúe unha gran versatilidade para
impoñer diferentes tipos de restricións. Consecuentemente, como podemos comprobar, os
2.2 Unicidade de solución 55
convexos usuais que xorden de inecuacións variacionais relacionadas con problemas clásicos
da Física e outras ciencias son casos particulares de (2.2.17) —ver Chipot-Michaille[39] para
máis detalles—. Sirvan como exemplo os seguintes.
Problemas elípticos non lineais con valores na fronteira
Neste caso non impoñemos ningún tipo de condición en Ω para a función, de xeito que
podemos elixir
Φ = −∞, Ψ = +∞.
Tampouco o gradiente presenta restricións, así que
C(x) = Rn, c.t.p. x ∈ Ω.
Agora seleccionamos φ ∈ H1(Ω) ﬁxando o valor nun subconxunto Γ0 da fronteira Γ. É dicir
ϕ = ψ = φ en Γ0,
ϕ = −∞, ψ = +∞ en Γ\Γ0.
Entón temos que o convexo
K = φ+W,
W = {v ∈ H1(Ω), v = 0 en Γ0}.
pertence á familia (2.2.17).
Problemas tipo obstáculo
Consideremos Γ0 un subconxunto da fronteira Γ. Sexan E, F dous subconxuntos medibles
de Ω e, ademais, φ ∈ H1(Ω). O conxunto convexo que aparece neste tipo de problemas
presenta a forma
K ={v ∈ H1(Ω), v(x) = φ sobre Γ0, α(x) ≤ v(x) c.t.p. x ∈ E, v(x) ≤ β(x) c.t.p. x ∈ F}.
Este é un caso particular de (2.2.17) tomando
ϕ = ψ = φ sobre Γ0, ϕ = −∞, ψ = +∞ noutro caso;
Φ = α en E, Φ = −∞ en Ω\E;
Ψ = β en F, Ψ = +∞ en Ω\F, e
C(x) = Rn, x ∈ Ω.
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Problemas tipo Signorini
Usualmente, na resolución destes problemas, o convexo co que nos atopamos é do tipo
K = {v ∈ H1(Ω), v ≥ 0 sobre Γ},
entendendo a desigualdade sobre a fronteira no sentido da traza. Tamén este é un caso
particular de (2.2.17) sen máis que elixir
ϕ = 0, ψ = +∞,
Φ = −∞, Ψ = +∞, e
C(x) = Rn, x ∈ Ω.
Problemas con restricións no gradiente
Os casos anteriores son exemplos onde non se impón ningunha condición sobre o gradiente
da solución. Un exemplo importante onde isto non ocorre é o problema da torsión elasto-
plástica[45, 52, 88, 105], que esixe un convexo dado por
K = {v ∈ H10 (Ω), |∇v(x)| ≤ 1, c.t.p. x ∈ Ω}. (2.2.18)
Para poder incluír este convexo na familia (2.2.17) debemos realizar as eleccións seguintes,
ϕ = ψ = 0,
Φ = −∞, Ψ = +∞, e
C(x) = B(0, 1), x ∈ Ω,
onde B(0, 1) é a bóla unidade en Rn.
2.3. Resultados particulares con termos linealizados
A forma e características de (1.1.6) inclúen non linealidades presentes tanto no termo
de maior orde (onde aparece A(x, u)) como do termo fronteira (onde aparece γ(x, u)). Para
abordar as diﬁcultades que xorden nestes dous puntos é preciso impoñer certas condicións
adicionais coa ﬁnalidade de garantir os resultados de unicidade presentados anteriormente.
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Non obstante, en casos particulares onde algún destes dous termos é lineal, estas hipóte-
ses de unicidade poden ser relaxadas ou incluso algunhas delas eliminadas. Nesta sección
estudamos as simpliﬁcacións que permiten as diversas linealizacións do problema (1.1.6).
En primeiro lugar, consideremos que a matriz de difusión non depende da solución u, é
dicir,
A(x, u) = A(x), c.t.p. x ∈ Ω, ∀u ∈ R. (2.3.1)
Neste caso, a existencia de solución séguese a deducir do teorema 2.1.5, mentres que a
unicidade queda establecida polo teorema 2.2.1. Non obstante, a simpliﬁcación dada por
(2.3.1) permite excluír a condición (2.2.1) deste último teorema, pois satisfaise trivialmente.
Unha técnica alternativa, coa que se pode probar a un mesmo tempo a existencia e a
unicidade, está baseada no teorema xeneralizado de Lions-Stampacchia (ver Rodrigues[123]
para máis detalles), que reproducimos a continuación.
Teorema 2.3.1 (Lions-Stampacchia) Sexa V un espazo de Hilbert real, K ⊂ V un con-
xunto convexo, pechado e non baleiro, e A : K → V ∗ un operador Lipschitz e coercivo (non
necesariamente lineal), é dicir, existen constantes M,α > 0 tales que
||A(u)−A(v)||∗ ≤M ||u− v||V , ∀u, v ∈ K, (2.3.2)
〈A(u)−A(v), u− v〉 ≥ α||u− v||2V , ∀u, v ∈ K. (2.3.3)
Entón, para cada L ∈ V ∗, existe unha única solución da inecuación variacional
u ∈ K, 〈A(u)− L, v − u〉 ≥ 0, ∀v ∈ K.
Observación 2.3.1. Notemos que este teorema xeneraliza o ben coñecido resultado de
Lions-Stampacchia para formas bilineais, o cal séguese como un corolario. @
Para poder usar o teorema anterior, cómpre facer cambios nas hipóteses do termo fronteira
γ(x, u), de tal xeito que no canto de (1.1.11) consideramos unha condición de lipschitzia-
nidade, é dicir, suporemos a existencia dunha constante positiva Cγ tal que
|γ(x, u)− γ(x, v)| ≤ Cγ|u− v|, a.e. x ∈ Γ, ∀u, v ∈ R. (2.3.4)
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Observemos que esta nova hipótese é máis forte ca (1.1.11) pois, por medio da substitución
de v = 0 en (2.3.4), obtemos
|γ(x, u)| ≤ Cγ|u|+ |γ(x, 0)|, c.t.p. x ∈ Γ, ∀u ∈ R.
En consecuencia, cúmprese (1.1.11), con C1 = Cγ e γ0 = |γ(x, 0)| ∈ L2(Γ).
Teorema 2.3.2 Baixo as hipóteses (1.1.4), (1.1.7), (1.1.9), (1.1.10) e (1.1.12), se se cum-
pren (2.3.1) e (2.3.4), entón (1.1.6) ten unha única solución para cada ε > 0.
Demostración: É unha consecuencia do teorema de Lions-Stampacchia 2.3.1, aplicado a
V = H1(Ω), o subconxunto convexo pechado e non baleiro K e a familia Aε de operadores
de K en H1(Ω)∗. Ademais, dado que se cumpre (2.3.1), temos para cada w ∈ H1(Ω),
〈Aε(u)−Aε(v), w〉 =
∫
Ω
[
εA(x)∇(u− v) · ∇w + a(u− v)w
]
dx+
+
∫
Γ
[
γ(x, εu)− γ(x, εv)
]
w dσ. (2.3.5)
Por tanto, tendo en conta (1.1.9) e (2.3.4), obtemos
|〈Aε(u)−Aε(v), w〉| ≤ εΛ
∫
Ω
|∇(u− v)||∇w| dx+ Λ
∫
Ω
|u− v||w| dx+ εCγ
∫
Γ
|u− v||w| dσ.
Finalmente, usando a desigualdade de Cauchy-Schwarz e a continuidade do operador traza,
deducimos
|〈Aε(u)−Aε(v), w〉| ≤ εΛ||u− v||1,2||w||1,2 + Λ||u− v||1,2||w||1,2 + εCγC2Γ||u− v||1,2||w||1,2,
sendo CΓ a constante involucrada na continuidade do operador traza. Por tanto, deducimos
||Aε(u)−Aε(v)||∗ = sup
w∈H1(Ω)
w 6=0
|〈Aε(u)−Aε(v), w〉|
||w||1,2 ≤
(
(ε+ 1)Λ + εCγC
2
Γ
)
||u− v||1,2,
e (2.3.2) cúmprese paraM = ((ε+1)Λ+εCγC2Γ). Só resta por comprobar agora a condición
(2.3.3). Para este propósito, tomamos w = u− v en (2.3.5) e aplicamos (1.1.10) e (1.1.12)
para obter
〈Aε(u)−Aε(v), u− v〉 ≥ (λε ∧ 1)||u− v||2a. (2.3.6)
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En consecuencia, para α = (λε ∧ 1), tamén se cumpre (2.3.3), e mediante a aplicación do
teorema 2.3.1 deducimos que existe unha única solución de (1.1.6).
Seguindo co proceso de linealización de (1.1.6), unha nova posibilidade de simpliﬁcación
aparece cando consideramos o termo γ(x, u) lineal na segunda compoñente ou indepen-
dente dela. Entón o problema (1.1.6) adquire do mesmo xeito carácter lineal e, neste caso
particular, é aplicable o ben coñecido teorema de Lions-Stampacchia para formas bilineais,
que lembramos a continuación.
Teorema 2.3.3 (Lions-Stampacchia para formas bilineais) Sexa V un espazo de Hil-
bert real, K ⊂ V un subconxunto convexo, pechado e non baleiro, e a : V × V −→ R unha
forma bilineal continua e coerciva, isto é
|a(u, v)| ≤ M ||u||V ||v||V , ∀u, v ∈ V,
a(u, u) ≥ α||u||2V , ∀u ∈ V.
para unhas constantes M,α > 0. Entón, para cada L ∈ V ∗, existe unha única solución da
seguinte inecuación variacional,
u ∈ K; a(u, v − u) ≥ L(v − u), ∀v ∈ K.
Consideremos un elemento h(x) ∈ L∞(Γ).
A primeira hipótese mencionada constitúe unha dependencia lineal para o termo fronteira
do tipo
γ(x, u) = h(x)u, c.t.p. x ∈ Γ, ∀u ∈ R. (2.3.7)
A condición (1.1.11) cúmprese para C1 = |h|∞ e γ0(x) = 0, c.t.p. x ∈ Γ. Se ademais
supoñemos
h(x) ≥ 0, (2.3.8)
a condición (1.1.12) cúmprese de inmediato.
Teorema 2.3.4 Baixo as hipóteses (1.1.4), (1.1.7), (1.1.9)-(1.1.12) e (2.3.1), se o termo
fronteira toma a forma (2.3.7) e cumpre a condición (2.3.8), entón (1.1.6) ten unha única
solución.
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Demostración: Tendo en conta (2.3.7), a forma
a : (u, v) ∈ H1(Ω)×H1(Ω) −→ a(u, v) =
∫
Ω
[
εA(x)∇u · ∇v + auv
]
dx+ ε
∫
Γ
h(x)u v dσ,
é bilineal para V = H1(Ω). Comprobamos a súa continuidade con axuda da desigualdade
de Cauchy-Schwarz, e usando (1.1.9), (1.1.11) e a continuidade do operador traza, obtendo
|a(u, v)| ≤ εΛ||u||1,2||v||1,2 + Λ||u||1,2||v||1,2 + εC1C2Γ||u||1,2||v||1,2 =
= (εΛ + Λ+ εC1C
2
Γ)||u||1,2||v||1,2
A coercividade provén da aplicación das condicións (1.1.10) e (2.3.8),
a(u, u) =
∫
Ω
[
εA(x)∇u · ∇u+ au2
]
dx+ ε
∫
Γ
h(x)u2 dσ ≥ (λε ∧ 1)||u||2a,
e ﬁnalmente a equivalencia das normas || · ||a e || · ||1,2 condúcenos ao resultado. A exis-
tencia e unicidade de solución de (1.1.6) vén derivada da aplicación do teorema de Lions-
Stampacchia para formas bilineais, —teorema 2.3.3—, tomando L = f ∈ H1(Ω)∗.
A segunda alternativa supón por hipótese que γ non depende en absoluto de u, ou sexa
γ(x, u) = γ(x), c.t.p. x ∈ Γ, ∀u ∈ R. (2.3.9)
Agora a condición (1.1.12) resulta evidente e (1.1.11) cúmprese para C1 = 0 e γ0(x) = γ(x).
Teorema 2.3.5 Baixo as hipóteses (1.1.4), (1.1.9)-(1.1.11) e (2.3.1), se o termo fronteira
toma a forma (2.3.9), entón o problema (1.1.6) ten unha única solución.
Demostración: Consideremos a forma bilineal seguinte,
a : (u, v) ∈ H1(Ω)×H1(Ω) −→ a(u, v) =
∫
Ω
[
εA(x)∇u · ∇v + auv
]
dx.
A continuidade e coercividade próbanse dun xeito similar á forma bilineal do teorema
anterior, utilizando as hipóteses (1.1.4), (1.1.9) e (1.1.10). Por último, deﬁnimos o operador
lineal L como
L(v) = 〈f, v〉 −
∫
Γ
γv dσ, ∀v ∈ H1(Ω),
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de xeito que resulta sinxelo observar que L ∈ H1(Ω)∗. A continuidade do operador dedúcese
de (1.1.11) e, novamente, da desigualdade de Cauchy-Schwarz,
|L(v)| ≤ (||f ||∗ + |γ|2,ΓCΓ)||v||1,2,
usando a continuidade do operador traza. A existencia e unicidade de solución de (1.1.6)
resulta da aplicación do teorema 2.3.3 de Lions-Stampacchia para formas bilineais.
2.4. A importancia da elipticidade
A condición de elipticidade (1.1.10) xoga un papel relevante (ver Evans[55], p. 294).
Nesta sección tratamos de ilustrar esta importancia por medio dos seguintes exemplos.
Como se pode observar, a non elipticidade conduce a problemas dexenerados onde se perde
a unicidade de solución.
Primeiramente, podemos ter en consideración o caso trivial seguinte,
Exemplo 2.4.1. Sexa Ω un dominio de Rn e Ω′ ⊂ Ω un subconxunto propio de Ω.
Escollendo A(x, u) ≡ 0, a = χΩ′ e f = 0, con K = H1(Ω), é doado comprobar entón que o
problema (1.1.6) toma a forma
uε ∈ H1(Ω);
∫
Ω′
uε(v − uε) dx = 0, ∀v ∈ H1(Ω),
e que, de non esixirmos máis condicións, calquera función deﬁnida en Ω que se anule en Ω′
é unha solución válida. 
Non obstante, non é estritamente necesario supoñer que A(x, u) sexa nula. Presentamos a
continuación outro exemplo, máis elaborado, cun termo non lineal non nulo, pero que non
cumpre nin (2.2.1) nin (1.1.10). O problema asociado ten, polo menos, tres solucións.
Exemplo 2.4.2. Tomemos Ω = (0, 2), Ω′ = (0, 1), a = χΩ′ e K = H1(Ω). Escollamos
agora unha función monótona crecente g ∈ C1(Ω), que asemade se anule en Ω′. Unha función
destas características existe, por exemplo
g(x) =


0 x ∈ (0, 1),
ex−1 − x x ∈ (1, 2).
(2.4.1)
62 EXISTENCIA E UNICIDADE DE SOLUCIÓN 2.4
Por outra parte, é obvio que, deﬁnindo
〈f, v〉 = 0, ∀v ∈ H1(Ω),
entón f ∈ H1(Ω)∗; e se se anula o termo fronteira para maior simplicidade,
γ(x, u) = 0, c.t.p. x ∈ Γ, ∀u ∈ R,
vemos que, obviamente, verifícase tanto (1.1.11) con C1 = 0, γ0 = 0, como (1.1.12). Por
último, consideremos
A(x, u) = u2 − g2, c.t.p. x ∈ Ω, ∀u ∈ R. (2.4.2)
É sinxelo comprobar entón que (1.1.10) non se cumpre, xa que A(x, g) = 0. Ademais, dado
que se cumpre a seguinte propiedade básica,
A(x, u)− A(x, v) = u2 − v2 = (u+ v)(u− v), ∀u, v ∈ R,
está claro que o termo non lineal deﬁnido por (2.4.2) non satisfai a condición (2.2.1).
Con estas hipóteses, atendendo ás observacións do apartado A.1.1, o problema (1.1.6) pode
escribirse neste caso como
uε ∈ H1(Ω); ε
∫ 2
0
A(x, εuε)u
′
εw
′ dx+
∫ 1
0
uεw dx = 0, ∀w ∈ H1(Ω), (2.4.3)
e ten máis dunha solución. En efecto, unha primeira solución uε,1 de (2.4.3) é a trivial
uε,1 = 0,
e pode comprobarse que unha segunda solución vén dada por
uε,2 =
g
ε
.
De feito, g anúlase en (0, 1) e, por outra parte, sabemos que
A(x, εuε,2) = (εuε,2)
2 − g2 = g2 − g2 = 0, c.t.p. x ∈ (1, 2).
En consecuencia, uε,2 é unha solución de (2.4.3).
Cálculos análogos amosan que o oposto de uε,2 constituiría tamén unha terceira solución
válida. Representamos estas funcións na ﬁgura 2.1 para ε = 1. 
2.4 A importancia da elipticidade 63
0 0.5 1 1.5 2
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
uε,1
uε,2
−uε,2
Figura 2.1: Un exemplo de non unicidade con tres solucións para un problema non lineal.

CAPÍTULO 3
Comportamento asintótico da solución
Nos capítulos anteriores presentamos a familia de inecuacións variacionais dependentes
dun pequeno parámetro positivo ε. Estudamos, ademais, as condicións baixo as cales estes
problemas posúen algunha solución e se, eventualmente, esta é única.
Neste capítulo concretamos a principal aportación desta tese que, como xa comentamos
na introdución, é o estudo do comportamento da solución cando o pequeno parámetro ε
tende a cero. Máis concretamente, este obxectivo xeral engloba tres propósitos principais:
1. Establecer hipóteses que garantan a converxencia das solucións.
2. Construír os espazos de operadores axeitados e deﬁnir o tipo de converxencia.
3. Caracterizar o límite das solucións, así como os problemas límite.
Os resultados investigados son coñecidos para certos casos particulares. Así temos men-
cionado que, cando A é a matriz identidade, γ nula e a función a estritamente positiva
escóllese no sentido de que se cumpra a(x) ≥ λ > 0 c.t.p. de Ω, o problema (1.1.6) é o
arquetipo de problema de perturbación singular. Un resultado ben coñecido de Lions[98]
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asegura que, se f ∈ L2(Ω), entón a solución de (1.1.6) neste contexto cumpre
uε → f en L2(Ω).
Resultados semellantes foron acadados por Chipot e Muñiz[41], incluíndo un termo non li-
neal A, se ben non incluían o termo fronteira e o termo a seguía considerándose estritamente
positivo.
O carácter dexenerado do termo a, polo cal pode anularse nalgunha parte do dominio Ω,
impide a converxencia así establecida, pois propicia a existencia de solucións non limitadas
na rexión onde a é nula cando ε tende a cero. Este feito comprobouse nun primeiro artigo
[7], onde se publican os primeiros resultados para o problema (1.1.6), baixo unha hipótese
de non estrita positividade sobre o termo de menor orde.
Os primeiros froitos da investigación que inclúen o termo fronteira foron publicados nun
segundo artigo, [8]. Non obstante, unha característica común destes dous traballos é o feito
de que se descubren converxencias da solución na rexión onde a non se anula, deixando
aberto o problema da converxencia no resto do dominio Ω.
Este capítulo recolle todos os estudos acerca do comportamento asintótico xa publicados
nos artigos mencionados e complétanse con máis resultados de converxencia na rexión onde
se anula a función a. Ademais, na busca dunha aproximación da solución, introdúcense uns
termos chamados correctores, seguindo a idea proposta por Lions[98]. Todos estes resultados
son ilustrados mediante diversos exemplos.
3.1. Converxencia da solución escalada
O problema (1.1.6) inclúe en diversos puntos o elemento εuε, que chamamos solución
escalada. Por esta razón, antes de levar a cabo o estudo do comportamento asintótico da
solución uε, resulta útil obter en primeiro lugar resultados ao respecto da solución escalada
εuε. Segundo se pode apreciar no traballo de Chipot e Muñiz[41], estes resultados axudan
a simpliﬁcar o estudo posterior da converxencia da solución uε.
Comezamos por introducir a notación empregada de agora en diante e presentar as
deﬁnicións de conxuntos importantes nesta tarefa. Debemos lembrar que, en todo momento,
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supoñemos que K é un convexo pechado non baleiro de H1(Ω).
Entón, considerando k0 un elemento arbitrario de H1(Ω), deﬁnimos os conxuntos seguintes,
Kε(k0) = ε(K − k0) = {ε(k − k0), k ∈ K}, (3.1.1)
coas propiedades seguintes.
Lema 3.1.1 Se k0 é un elemento arbitrario de H1(Ω) entón, para cada ε > 0, os conxuntos
Kε(k0) definidos en (3.1.1) son convexos, pechados e non baleiros de H
1(Ω).
Demostración: Para calquera ε > 0, os conxuntos Kε(k0) son non baleiros dado que, por
hipótese, K é non baleiro. Para probar a convexidade, sexan λ ∈ [0, 1] e u1, u2 ∈ Kε(k0).
Entón, se k1, k2 ∈ K son os elementos tales que u1 = ε(k1−k0) e u2 = ε(k2−k0), obtemos
λu1 + (1− λ)u2 = ε(λk1 + (1− λ)k2 − k0) ∈ Kε(k0),
por ser K convexo. Por último, vexamos que os conxuntos Kε(k0) son pechados en H1(Ω).
Se {un} é unha sucesión converxente en Kε(k0), os elementos {kn} pertencentes a K tales
que un = ε(kn − k0) forman unha sucesión converxente en H1(Ω) a un elemento k ∈ K,
pois K é pechado. En consecuencia, obtemos que a sucesión {un} converxe en H1(Ω) a
ε(k − k0) ∈ Kε(k0).
Se, ademais, k0 é un elemento de K, introducimos o conxunto K0 deﬁnido mediante a
intersección
K0 =
⋂
ε>0
Kε(k0). (3.1.2)
Un dos seus subconxuntos,
Wa = {v ∈ K0, av = 0 c.t.p. en Ω}, (3.1.3)
está estreitamente relacionado coa converxencia de εuε. Observemos que os elementos de
Wa son aquelas funcións de K0 que se anulan na rexión onde a toma valores positivos.
No seguinte lema amosamos as importantes consecuencias que se derivan de tomar un
elemento k0 ∈ K nas deﬁnicións dos conxuntos anteriores. Como podemos comprobar, esta
hipótese brinda a posibilidade de probar novas propiedades que demostramos deseguido.
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Lema 3.1.2 Sexa k0 un elemento arbitrario de K.
(i) {Kε(k0)}ε>0 é unha sucesión non decrecente de conxuntos convexos pechados en H1(Ω),
no sentido de que
ε < ε′ ⇒ Kε(k0) ⊂ Kε′(k0). (3.1.4)
(ii) K0 é un conxunto convexo pechado en H
1(Ω) que contén o elemento 0 e non depende
do elemento k0 ∈ K escollido.
(iii) Wa é un subconxunto de K0 convexo pechado en H
1(Ω) que contén o elemento 0.
Demostración: (i) A aplicación do lema 3.1.1 conduce a que {Kε(k0)}ε>0 é unha suce-
sión de conxuntos convexos pechados de H1(Ω). Probemos, entón, (3.1.4). Dado que, por
hipótese, k0 é un elemento de K, o conxunto K − k0 contén o elemento 0 e, do mesmo
xeito, tamén 0 ∈ Kε(k0) para calquera ε > 0. Entón, se tomamos dous parámetros tales
que 0 < ε < ε′ e consideramos un elemento arbitrario ε(k − k0) ∈ Kε(k0), podemos probar
que pertence tamén a Kε′(k0). En efecto,
ε(k − k0) = ε
ε′
ε′(k − k0) = ε
ε′
ε′(k − k0) + (1− ε
ε′
)0 ∈ Kε′(k0),
pois tanto 0 como ε′(k − k0) son elementos do convexo Kε′(k0).
(ii) K0 é un conxunto convexo e pechado por ser intersección de conxuntos convexos e
pechados. Ademais, como xa probamos que 0 ∈ Kε(k0), ∀ε > 0, tamén resulta 0 ∈ K0.
Comprobemos agora que a deﬁnición do conxunto K0 non depende do elemento k0 ∈ K.
Para este propósito tomamos
v ∈
⋂
ε>0
Kε(k0).
Así, para cada ε > 0 existe un elemento k ∈ K tal que v = ε(k − k0). Tomando k′0 ∈ K e
ε′ > ε temos
v = ε(k − k0) = ε(k − k′0) + ε(k′0 − k0),
e entón tendo en conta (i), deducimos
v − ε(k′0 − k0) = ε(k − k′0) ∈ Kε(k′0) ⊂ Kε′(k′0).
Pasando ao límite ε→ 0, como v é un elemento ﬁxo, obtemos
v ∈ Kε′(k′0), ∀ε′ > 0.
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Isto proba que ⋂
ε>0
Kε(k0) ⊂
⋂
ε>0
Kε(k
′
0).
e o resultado séguese de intercambiar k0 e k′0.
(iii) Trivialmente, o elemento nulo pertence a Wa, pois tamén pertence a K0.
Para probar a convexidade, sexa 0 ≤ λ ≤ 1 e dous elementos u, v ∈ Wa arbitrarios. Entón
obtemos a((1− λ)u+ λv) = (1− λ)a u+ λa v = 0, polo que (1− λ)u+ λv ∈ Wa.
En canto ao carácter pechado, sexa {un} unha sucesión de elementos de Wa converxente en
H1(Ω). O límite, u, pertence aK0, por ser este un conxunto pechado enH1(Ω). Entón, como
a ∈ L∞(Ω), tamén se cumpre que {aun} tende a au en L2(Ω). Así, debido á semicontinuidade
das normas,
|au|22,Ω ≤ l´ım inf
n→∞
|aun|22,Ω = 0.
Isto proba que u ∈ Wa e remata a demostración.
A forma do convexo K0 non sempre é doada de imaxinar. Por este motivo expoñemos
a continuación diversos cálculos do convexo K0 a partir de certos casos particulares de
convexo K.
Comezamos polo importante caso particular de que K posúa a propiedade de cono, deﬁnida
na sección A.1.1. Caracterizamos o convexo K0 neste caso no lema seguinte.
Lema 3.1.3 Supoñendo que K ⊂ H1(Ω) é un cono da forma K = K∗ + φ, sendo K∗ un
cono de vértice cero, entón
K0 = K
∗,
onde K0 é o conxunto definido por (3.1.2).
Demostración: Xa que K∗ é un cono de vértice cero, sabemos que 0 ∈ K∗, e así φ ∈ K.
Ademais, para cada k∗ ∈ K∗ e cada ε > 0, tamén k
∗
ε
∈ K∗ e por tanto
k∗ = ε
(k∗
ε
+ φ− φ
)
∈ Kε(φ), ∀ε > 0,
seguindo a notación introducida en (3.1.1). Entón k∗ ∈ K0, o cal proba a inclusión K∗ ⊂ K0.
Probemos agora a inclusión oposta. Sexa k0 un elemento arbitrario de K0. Entón, para todo
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ε > 0, k0 ∈ Kε(φ), que implica a existencia de kε ∈ K tal que k0 = ε(kε − φ). Por outro
lado, existe k∗ε ∈ K∗ tal que kε = k∗ε + φ. Por tanto, temos que
k0 = ε(k
∗
ε + φ− φ) = εk∗ε ,
e dado que K∗ é un cono de vértice cero, k0 = εk∗ε ∈ K∗, e así probamos K0 ⊂ K∗, o cal
remata a demostración.
Corolario 3.1.1 Se K é un cono de vértice cero, entón K0 = K.
Demostración: Basta aplicar o lema anterior para φ = 0, que pertence a K por ser un
cono de vértice cero.
Con ánimo de facilitar máis aínda a comprensión da idea do convexo K0, realizamos de
seguido unha pequena escolma de sinxelos cálculos dirixidos á obtención do mesmo para
outros casos particulares de K.
Exemplo 3.1.1. Recollemos o cálculo de K0 para tres grandes tipos do convexo K.
a) Sexa K un convexo limitado. Entón K0 = {0}.
En efecto, sexa unha constante positiva R tal que ||u||1,2 ≤ R, para todo u ∈ K e sexa
w ∈ K0. Entón, para calquera k0 ∈ K e ε > 0, existe un elemento kε ∈ K tal que
||w||1,2 = ||ε(kε − k0)||1,2 ≤ 2εR.
Facendo tender ε a cero, obtemos w = 0.
b) Sexa K un espazo vectorial V . Entón K0 = K.
É unha consecuencia de que Kε(k0) = K, para calquera ε > 0 e k0 ∈ K.
c) Sexa K un convexo de tipo obstáculo, é dicir
K = {v ∈ H10 (Ω); v ≥ ϕ c.t.p. en Ω},
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onde ϕ é unha función que satisfai a condición
ϕ ∈ H1(Ω), ϕ ≤ 0 sobre Γ,
que signiﬁca, por deﬁnición, que ϕ+ = ma´x {ϕ, 0} = ϕ ∨ 0 ∈ K —acerca desta notación,
ver Chipot[33], p. 28—. Neste caso deducimos
K0 = {v ∈ H10 (Ω); v ≥ 0 c.t.p. en Ω}.
Efectivamente, podemos comprobar que
Kε(ϕ
+) = {w = ε(v − ϕ+); v ∈ K}
= {w ∈ H10 (Ω);
w
ε
+ ϕ+ ≥ ϕ c.t.p. en Ω}
= {w ∈ H10 (Ω); w ≥ −εϕ− c.t.p. en Ω},
sendo ϕ− = (−ϕ)+ = (−ϕ)∨0 . Obtemos o resultado decatándonos de que o cálculo anterior
é válido para calquera ε positivo. 
O lema 3.1.2 asegura que Wa é un convexo pechado e non baleiro. Estas características
permiten usalo na construción do problema
v0 ∈ Wa,∫
Ω
[
A(x, v0)∇v0 · ∇(v − v0)
]
dx
+
∫
Γ
γ(x, v0) (v − v0) dσ ≥ 〈f, v − v0〉, ∀v ∈ Wa,


(3.1.5)
que ten polo menos unha solución, asegurada mediante a aplicación do teorema 2.1.5, onde
se ﬁxa ε = 1.
Observación 3.1.1. Se supoñemos, a maiores, que Wa satisfai (2.2.3), entón a solución
de (3.1.5) é única. A proba xorde tomando, de novo, ε = 1 e aplicando o teorema 2.2.1 e o
seu corolario 2.2.1. @
No lema seguinte probamos estimacións importantes necesarias tanto para levar a cabo o
noso propósito de estudar a converxencia da solución escalada como para usos posteriores.
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Lema 3.1.4 Baixo as hipóteses (1.1.4) e (1.1.7)–(1.1.12), existen dúas constantes positivas
M e N independentes de ε ≤ 1 tales que
||εuε||1,2 ≤M, (3.1.6)∫
Ω
a (εuε)
2dx ≤ Nε, (3.1.7)
onde uε é a solución de (1.1.6).
Demostración: Comezamos escollendo un elemento arbitrario ﬁxo k0 en K. Entón, se
0 < ε ≤ 1, podemos continuar tomando
v = (1− ε)uε + εk0 ∈ K
como función test en (1.1.6) e obter
ε
∫
Ω
A(x, εuε)∇uε · ∇(−εuε + εk0) dx+
∫
Ω
a uε(−εuε + εk0) dx+
+
∫
Γ
γ(x, εuε) (−εuε + εk0) dσ ≥ 〈f,−εuε + εk0〉. (3.1.8)
Denotando vε = εuε, podemos entón escribir∫
Ω
A(x, vε)∇vε · ∇vε dx+ 1
ε
∫
Ω
a v2ε dx+
∫
Γ
γ(x, vε)vε dσ
≤ ε
∫
Ω
A(x, vε)∇vε · ∇k0 dx+
∫
Ω
a vεk0 dx+
∫
Γ
γ(x, vε)εk0 dσ + 〈f, vε − εk0〉.
Coa intención de poder usar (1.1.12), completamos o termo fronteira da parte esquerda
para obter∫
Ω
A(x, vε)∇vε · ∇vε dx+ 1
ε
∫
Ω
a v2ε dx+
∫
Γ
[
γ(x, vε)− γ(x, εk0)
]
(vε − εk0) dσ
≤ ε
∫
Ω
A(x, vε)∇vε · ∇k0 dx+
∫
Ω
a vεk0 dx
−
∫
Γ
γ(x, εk0)(vε − εk0) dσ + 〈f, vε − εk0〉. (3.1.9)
Así, usando agora (1.1.9), (1.1.10), (1.1.11), (1.1.12) e a continuidade do operador traza,
deducimos
λ
∫
Ω
|∇vε|2 dx+ 1
ε
∫
Ω
av2ε dx ≤
∫
Ω
(
εΛ |∇vε||∇k0|+ a|vε||k0|
)
dx
+ (C1ε|k0|2,Γ + |γ0|2,Γ)CΓ(||vε||1,2 + ε||k0||1,2) + |f |∗(||vε||1,2 + ε||k0||1,2). (3.1.10)
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Por tanto, aplicamos a desigualdade de Cauchy-Schwarz e, lembrando que ε ≤ 1, temos
(λ ∧ 1)||vε||2a ≤ 2Λ||vε||a||k0||a + (C1|k0|2,Γ + |γ0|2,Γ)CΓ||vε||1,2
+ (C1|k0|2,Γ + |γ0|2,Γ)CΓ||k0||1,2 + |f |∗||vε||1,2 + |f |∗||k0||1,2. (3.1.11)
A equivalencia das normas ‖ · ‖a, ‖ · ‖1,2 lévanos á existencia de certas constantes C˜, C˜ ′
independentes de ε tales que
||vε||21,2 ≤ C˜||vε||1,2 + C˜ ′. (3.1.12)
Deducimos, por tanto, a estimación (3.1.6) para unha constante M independente de ε.
Agora ben, podemos tirar proveito deste resultado voltando a (3.1.11), onde tendo en conta
(3.1.10) e (3.1.6) deducimos
ε
∫
Ω
au2ε dx ≤ 2Λ(Λ ∨ 1)M ||k0||a + (C1|k0|2,Γ + |γ0|2,Γ)CΓM+
+ (C1|k0|2,Γ + |γ0|2,Γ)CΓ||k0||1,2 + |f |∗M + |f |∗||k0||1,2.
Como a parte dereita desta desigualdade é unha constante independente de ε, renomeámola
por N e chegamos ao resultado buscado sen máis que multiplicar a desigualdade por ε.
Observación 3.1.2. A hipótese (1.1.12) resulta innecesaria no lema anterior no suposto de
que se cumpra (1.1.11) para C1 = 0. En efecto, se reorganizamos os termos da desigualdade
(3.1.8) obtemos∫
Ω
A(x, vε)∇vε · ∇vε dx+ 1
ε
∫
Ω
a v2ε dx ≤ ε
∫
Ω
A(x, vε)∇vε · ∇k0 dx+
∫
Ω
a vεk0 dx
+
∫
Γ
γ(x, vε)(εk0 − vε) dσ + 〈f, vε − εk0〉, (3.1.13)
onde seguimos a denotar vε = εuε. Por tanto, se ε ≤ 1, usando (1.1.9), (1.1.10), (1.1.11)
con C1 = 0 e a continuidade do operador traza, deducimos
(λ ∧ 1)||vε||2a ≤ 2Λ||vε||a||k0||a + |γ0|2,ΓCΓ(||vε||1,2 + ||k0||1,2) + |f |∗(||vε||1,2 + ||k0||1,2),
que nos conduce de novo a (3.1.12), de onde obtemos (3.1.6). Ademais, tendo en conta
(3.1.13), tamén deducimos (3.1.7) analogamente. @
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Observación 3.1.3. As estimacións (3.1.6) e (3.1.7) cúmprense tamén para valores de ε
maiores cá unidade. En efecto, podemos reproducir de novo a demostración do lema 3.1.4
supoñendo a existencia dunha constante R tal que
1 < ε ≤ R.
Para un k0 ∈ K arbitrario, tomando
v =
(
1− 1
ε
)
uε +
1
ε
k0
como función test en (1.1.6) e multiplicando o resultado por ε2, obtemos novamente (3.1.8).
O mesmo razoamento conduce a (3.1.10) onde, como ε ≤ R, deducimos unha estimación
análoga a (3.1.11), dada por
(
λ ∧ 1
R
)
||vε||2a ≤ (R + 1)Λ||vε||a||k0||a + (C1R|k0|2,Γ + |γ0|2,Γ)CΓ||vε||1,2
+ (C1R|k0|2,Γ + |γ0|2,Γ)RCΓ||k0||1,2 + |f |∗||vε||1,2 + |f |∗R||k0||1,2.
A partir desta relación, a demostración seguiría os mesmos pasos.
Con todo, convén lembrar o noso interese no comportamento de uε cando ε tende a cero,
razón pola que centramos a atención nos valores ε ≤ 1, tanto no lema anterior como noutros
lemas de estimación en norma posteriores. @
Agora estamos en condicións de probar o principal resultado de converxencia de εuε.
Teorema 3.1.1 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12) e (2.2.1), se Wa satisfai a
condición (2.2.3) entón temos
εuε → v0 en H1(Ω), (3.1.14)
onde uε é a solución de (1.1.6) e v0 a única solución de (3.1.5).
Observación 3.1.4. Dado que se usan os resultados do lema 3.1.4, tamén convén observar
que a hipótese (1.1.12) pode suprimirse cando se cumpre (1.1.11) para C1 = 0, de acordo
coa observación 3.1.2. @
Demostración: Facendo uso do lema 3.1.4, a estimación (3.1.6) permítenos aﬁrmar a exis-
tencia dun elemento v0 ∈ H1(Ω) e unha subsucesión de vε, que seguimos denotando por vε
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sen que dea lugar a confusión, tales que se ε→ 0,
vε ⇀ v0 en H
1(Ω), (3.1.15)
vε → v0 en L2(Ω); vε → v0 en L2(Γ), (3.1.16)
vε → v0 c.t.p. en Ω; vε → v0 c.t.p. en Γ. (3.1.17)
Para que este elemento v0 sexa candidato a ser solución de (3.1.5) debemos comprobar que,
efectivamente, pertence a Wa. Con este obxectivo explotamos (3.1.7), que se pode escribir
como ∫
Ω
av2ε dx ≤ Nε.
Tendo en conta que N é unha constante independente de ε, a aplicación de (3.1.16) condú-
cenos a ∫
Ω
av20 dx = 0,
é dicir, tendo en conta (1.1.4),
av0 = 0 c.t.p. en Ω. (3.1.18)
A continuación, a segunda condición que debemos probar é que v0 ∈ K0. Considerando
k0 ∈ K arbitrario, temos que
vε = εuε = ε(uε − k0) + εk0,
e se ε′ > ε, en virtude do lema 3.1.2, obtemos
vε − εk0 = ε(uε − k0) ∈ Kε′(k0).
Agora ben, vε − εk0 converxe debilmente a v0. Por outra parte, Kε′(k0) é un conxunto
convexo pechado e, xa que logo, debilmente pechado. Por tanto, facendo tender ε → 0
deducimos
v0 ∈ Kε′(k0) ∀ε′.
Séguese que v0 é un elemento de K0, o cal, xunto con (3.1.18), lévanos a concluír
v0 ∈ Wa. (3.1.19)
Resta por comprobar neste momento que v0 resolve a inecuación variacional de (3.1.5). Con
este ﬁn, mediante o lema de Minty A.1.3 para w = uε e z = uε, obtemos que o problema
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(1.1.6) equivale a (A.1.5) e multiplicando esta desigualdade por ε, obtemos∫
Ω
[
A(x, vε)∇(εv) · ∇(εv − vε) + a v(εv − vε)
]
dx+
+
∫
Γ
γ(x, vε)(εv − vε) dσ ≥ 〈f, εv − vε〉, ∀v ∈ K. (3.1.20)
Sexa entón w ∈ Wa un elemento arbitrario. En consecuencia, pertence tamén a K0, e para
cada ε existe un elemento wε ∈ K tal que w = ε(wε − k0). Tomando
v = wε =
w
ε
+ k0 (3.1.21)
como función test en (3.1.20) obtemos∫
Ω
[
A(x, vε)∇(w + εk0) · ∇(w − vε + εk0) + a
(w
ε
+ k0
)
(w − vε + εk0)
]
dx
+
∫
Γ
γ(x, vε)(w − vε + εk0) dσ ≥ 〈f, w − vε + εk0〉. (3.1.22)
Como w ∈ Wa, cumpre que aw = 0 c.t.p. x ∈ Ω e (3.1.22) transfórmase en∫
Ω
A(x, vε)∇w · ∇(w − vε) dx+ ε
∫
Ω
A(x, vε)∇w · ∇k0 dx+
ε
∫
Ω
A(x, vε)∇k0 · ∇(w − vε + εk0) dx+
∫
Ω
a k0 (−vε + εk0) dx
+
∫
Γ
γ(x, vε)(w − vε + εk0) dσ ≥ 〈f, w − vε〉+ ε 〈f, k0〉. (3.1.23)
Lembrando as converxencias (3.1.15)-(3.1.17), séguese coa axuda do teorema de Lebesgue
—ver tamén (1.1.7) e (1.1.9)— que, para calquera w ∈ Wa,
A(x, vε)∇w → A(x, v0)∇w en L2(Ω), (3.1.24)
e por medio do lema de Nemytskii A.1.4, —grazas a (1.1.11)—, que
γ(x, vε)→ γ(x, v0) en L2(Γ). (3.1.25)
Ademais, como v0 ∈ Wa, temos que∫
Ω
a k0 (−vε + εk0) dx→
∫
Ω
a k0 v0 dx = 0. (3.1.26)
En consecuencia, tendo en conta (3.1.15) e (3.1.24)-(3.1.26), pasamos ao límite en (3.1.23)
obtendo∫
Ω
A(x, v0)∇w · ∇(w − v0) dx+
∫
Γ
γ(x, v0)(w − v0) dσ ≥ 〈f, w − v0〉 ∀w ∈ Wa.
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Finalmente, usando o lema de Minty A.1.3 con ε = 1, w = v0 e z = v0, concluímos que v0
tamén cumpre

∫
Ω
A(x, v0)∇v0 · ∇(w − v0) dx+
∫
Γ
γ(x, v0)(w − v0) dσ ≥ 〈f, w − v0〉 ∀w ∈ Wa,
v0 ∈ Wa,
é dicir, v0 é unha solución do problema (3.1.5). Baixo a hipótese (2.2.1) e, dado que Wa
satisfai (2.2.3), esta solución é única, como se explica na observación 3.1.1. Xa que, daquela,
o posible límite de vε = εuε é único, toda a sucesión vε satisfai (3.1.15)-(3.1.17).
Comprobemos agora que, de feito, a converxencia en H1(Ω) é forte. Para iso multiplicamos
(1.1.6) por ε e usamos a función test v = wε dada por (3.1.21), obtendo∫
Ω
[
A(x, vε)∇vε · ∇(w + εk0 − vε) + a uε(w + εk0 − vε)
]
dx
+
∫
Γ
γ(x, vε)(w + εk0 − vε) dσ ≥ 〈f, w + εk0 − vε〉, ∀w ∈ Wa.
Reordenando esta desigualdade e tendo en conta que w ∈ Wa, sempre que ε ≤ 1 obtemos∫
Ω
[
A(x, vε)∇vε · ∇vε + av2ε
]
dx ≤
∫
Ω
A(x, vε)∇vε · ∇(w + εk0) dx
+
∫
Ω
a vεk0 dx+
∫
Γ
γ(x, vε)(w + εk0 − vε) dσ − 〈f, w + εk0 − vε〉, ∀w ∈ Wa. (3.1.27)
Por outra parte resulta que, aplicando as propiedades (1.1.4) e (1.1.10), podemos estimar
(λ ∧ 1)‖vε − v0‖2a ≤
∫
Ω
[
A(x, vε)∇(vε − v0) · ∇(vε − v0) + a (vε − v0)2
]
dx, (3.1.28)
e dado que av0 = 0 c.t.p. x ∈ Ω, resulta∫
Ω
[
A(x, vε)∇(vε − v0) · ∇(vε − v0) + a (vε − v0)2
]
dx =
∫
Ω
[
A(x, vε)∇vε · ∇vε + a v2ε
]
dx
− 2
∫
Ω
A(x, vε)∇v0 · ∇vε dx+
∫
Ω
A(x, vε)∇v0 · ∇v0 dx. (3.1.29)
Enlazando (3.1.27), para w = v0, con (3.1.28) e (3.1.29) concluímos
(λ ∧ 1)‖vε − v0‖2a ≤ ε
∫
Ω
A(x, vε)∇vε · ∇k0 dx+
∫
Ω
a vεk0 dx− 〈f, v0 + εk0 − vε〉
+
∫
Ω
A(x, vε)∇v0 · ∇(v0 − vε) dx+
∫
Γ
γ(x, vε)(v0 + εk0 − vε) dσ.
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Tendo en conta (3.1.15)-(3.1.17), xunto con (3.1.24)-(3.1.26), todos os termos do membro
dereito da desigualdade anterior converxen a cero canda ε, o cal proba (3.1.14) e conclúe a
proba.
Exemplo 3.1.2. Tomemos Ω = (0, 1), Ω′ = (0, 1/2), a = χΩ′ e γ = 0. Sexa η ∈ R
arbitrario e deﬁnamos
K = {v ∈ H1(Ω), v − η ∈ H10 (Ω)}. (3.1.30)
É inmediato comprobar que K é un convexo pechado e non baleiro de H1(Ω). En efecto,
podemos advertir que polo menos v = η ∈ K. Para comprobar que é pechado, tomamos
unha sucesión {un} de elementos de K que converxe a un elemento u ∈ H1(Ω). Entón
{un − η} é outra sucesión de elementos de H10 (Ω) que converxe a u − η en H1(Ω). Como
H10 (Ω) é pechado, necesariamente u−η ∈ H10 (Ω). Para probar a convexidade deK, tomamos
u, v ∈ K, λ ∈ (0, 1) e tendo en conta que H10 (Ω) é un espazo vectorial, por tanto convexo,
deducimos
λu+ (1− λ)v − η = λ(u− η) + (1− λ)(v − η) ∈ H10 (Ω).
Consideramos tamén A(x, u) e f igual a un, de xeito que o problema (1.1.6) presenta a
forma
uε ∈ K; ε
∫ 1
0
u′ε(v
′ − u′ε) dx+
∫ 1/2
0
uε(v − uε) dx ≥
∫ 1
0
(v − uε) dx, ∀v ∈ K. (3.1.31)
Sendo ϕ ∈ C1c (Ω′) ⊂ H10 (Ω), podemos tomar v = uε ± ϕ como funcións test en (3.1.31) e
obter
ε
∫ 1/2
0
u′εϕ
′ dx+
∫ 1/2
0
uεϕdx =
∫ 1/2
0
ϕdx, ∀ϕ ∈ C1c (Ω′),
e asumindo regularidade suﬁciente para aplicar unha integración por partes, uε satisfai
−ε
∫ 1/2
0
u′′εϕdx+
∫ 1/2
0
uεϕdx =
∫ 1/2
0
ϕdx, ∀ϕ ∈ C1c (Ω′),
equivalentemente, ∫
Ω′
(−εu′′ε + uε − 1)ϕdx = 0, ∀ϕ ∈ C1c (Ω′).
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Por tanto, o carácter denso de C1c (Ω′) en L2(Ω′) —ver Brézis[26], p. 71— permite deducir
−εu′′ε + uε − 1 = 0, c.t.p. en (0, 1/2). (3.1.32)
Por outra banda, escollendo ϕ ∈ C1c (Ω\Ω′) ⊂ H10 (Ω), tamén podemos tomar v = uε ± ϕ
como funcións test en (3.1.31). Mediante un argumento análogo, supoñendo regularidade
suﬁciente da solución, concluímos logo doutra integración por partes que
−εu′′ε − 1 = 0, c.t.p. en (1/2, 1). (3.1.33)
Finalmente, a partir de (3.1.32), (3.1.33) e a deﬁnición (3.1.30) do convexo K, deducimos
que uε é a solución da seguinte ecuación diferencial ordinaria,

−εu′′ε + uε = 1 en (0, 1/2),
−εu′′ε = 1 en (1/2, 1),
uε(0) = η = uε(1),
coas seguintes condicións de continuidade para a función e a súa derivada,
 u
−
ε (
1
2
) = u+ε (
1
2
),
u′−ε (
1
2
) = u′+ε (
1
2
).
Por tanto, aplicando estas condicións xunto coas condicións de contorno, obtemos que a
solución toma a forma
uε(x) =


1 + (η − 1)e−x√ε + 2A senh( x√
ε
), x ∈ (0, 1/2),
1
2ε
(1− x2) +B(x− 1) + η, x ∈ (1/2, 1),
sendo A e B os valores seguintes
A =
1
4ε
+ 2η − 2−
(
2− 1√
ε
)
(η − 1)e −12√ε
2√
ε
cosh
( 1
2
√
ε
)
+ 4 senh
( 1
2
√
ε
) ,
B =
1
2ε
+
(2A√
ε
)
cosh
( 1
2
√
ε
)
− 1√
ε
(η − 1)e −12√ε .
Comprobemos entón que, neste caso,
Wa = {v ∈ H10 (Ω), v = 0 c.t.p. en Ω′}. (3.1.34)
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En efecto, dado que η ∈ K, observamos que Kε(η) = H10 (Ω) para calquera ε positivo, de
onde resulta K0 = H10 (Ω). Tendo en conta que a = χΩ′, deducimos (3.1.34). Así mesmo, Wa
cumpre (2.2.3) trivialmente. É sinxelo veriﬁcar que as demais hipóteses do teorema 3.1.1
tamén se cumpren, de modo que εuε tende fortemente en H1(Ω) á solución v0 do problema
(3.1.5), que se escribe neste caso como
v0 ∈ Wa,
∫ 1
0
v′0(v
′ − v′0) dx ≥
∫ 1
0
(v − v0) dx, ∀v ∈ Wa. (3.1.35)
Para resolver este problema, seguimos un procedemento similar ao usado co problema
(3.1.31). Escollendo ϕ ∈ C1c (Ω\Ω′) ⊂ H10 (Ω), tomamos v = v0 ± ϕ como funcións test
en (3.1.35), obtendo
v0 ∈ Wa,
∫ 1
1/2
v′0ϕ
′ dx =
∫ 1
1/2
ϕdx, ∀ϕ ∈ C1c (Ω\Ω′).
Supoñendo regularidade suﬁciente, unha integración por partes condúcenos a
v0 ∈ Wa,
∫ 1
1/2
(−v′′0 − 1)ϕdx = 0, ∀ϕ ∈ C1c (Ω\Ω′),
o que nos leva a concluír ﬁnalmente que v0 é a solución do problema que reproducimos a
continuación, 

v0 = 0 en (0, 1/2),
−v′′0 = 1 en (1/2, 1),
v0(1/2) = 0 = v0(1).
A súa solución vén dada por
v0 =


0, en (0, 1/2),
1
4
(−2x2 + 3x− 1) en (1/2, 1).
Na ﬁgura 3.1 podemos observar esta función v0 xunto coas funcións εuε, que aparecen
representadas para varios valores do parámetro ε. Co obxectivo de comprobar a converxencia
(3.1.14) simpliﬁcando os cálculos, escollemos η = 1, de xeito que a solución uε toma a forma
uε(x) =


1 + 2A senh( x√
ε
), x ∈ (0, 1/2),
1
2ε
(1− x2) +B(x− 1) + 1, x ∈ (1/2, 1),
(3.1.36)
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sendo A e B os valores seguintes
A =
1
8
√
ε
(
cosh
( 1
2
√
ε
)
+ 2
√
ε senh
( 1
2
√
ε
)) ,
B =
1
2ε
+
(2A√
ε
)
cosh
( 1
2
√
ε
)
.
As funcións derivadas veñen dadas neste caso particular por
u′ε(x) =


2A√
ε
cosh
( x√
ε
)
, x ∈ (0, 1/2),
−1
ε
x+B, x ∈ (1/2, 1),
mentres que
v′0 =


0, en (0, 1/2),
−x+ 3
4
, en (1/2, 1).
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ε ||εuε − v0||a
10−2 5.59 · 10−2
10−3 3.14 · 10−2
10−4 1.77 · 10−2
10−5 9.94 · 10−3
10−6 5.59 · 10−3
Figura 3.1: Converxencia en H1(Ω) de εuε cara v0.
Así, podemos calcular
||εuε − v0||2a =
∫ 1/2
0
(εu′ε − v′0)2 dx+
∫ 1
1/2
(εu′ε − v′0)2 dx+
∫ 1/2
0
(εuε − v0)2 dx =
= 4εA2
∫ 1/2
0
cosh2
( x√
ε
)
dx+
(εB − 3
4
)2
2
+ ε2
∫ 1/2
0
(
1 + 2A senh
( x√
ε
))2
dx. (3.1.37)
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Sabendo que
4
∫ 1/2
0
cosh2
( x√
ε
)
dx =
(
1 +
√
ε senh
( 1√
ε
))
,
∫ 1/2
0
(
1 + 2A senh
( x√
ε
))2
dx =
1
2
+ A2
(√
ε senh
( 1√
ε
)
− 1
)
+ 4A
√
ε
(
cosh
( 1
2
√
ε
)
− 1
)
,
e que, ademais, εB tende a 3/4 cando ε tende a cero, tomamos límites en (3.1.37) para
deducir a converxencia forte en H1(Ω), dada a equivalencia da norma || · ||a coa usual || · ||1,2
en H1(Ω), —ver tamén a ﬁgura 3.1—. 
3.2. Converxencia da solución
Antes de comezar o estudo da converxencia de uε, e tendo en conta o comportamento
da solución escalada εuε, cabe realizar unha observación no caso particular de problemas
unidimensionais. Este caso concreto achéganos unha idea esencial en torno á cal podemos
depositar as nosas expectativas de converxencia.
Supoñamos que estamos en dimensión 1. Entón, debido á inclusión H1(Ω) ⊂ C(Ω¯), —ver
Adams[2] ou Brézis[26]— deducimos do teorema 3.1.1 que
vε → v0 en C(Ω¯). (3.2.1)
En particular,
uε =
vε
ε
→ sgn(v0) · ∞ en [v0 6= 0], (3.2.2)
sendo sgn(x) a función signo. Isto proba que uε non está limitada na parte do dominio
onde v0 toma valores distintos de cero, polo que só podemos esperar converxencia de uε
no conxunto [v0 = 0]. Lembrando a deﬁnición (3.1.3) e tendo en conta que v0 ∈ Wa temos
v0 = 0 en
Ω′ = {x ∈ Ω; a(x) > 0}. (3.2.3)
Ten sentido, daquela, estudar inicialmente o comportamento de uε neste conxunto, o cal
supoñemos aberto de agora en diante, sen perda ningunha de xeneralidade.
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3.2.1. Resultados iniciais
Para examinar a converxencia no conxunto Ω′ deﬁnido en (3.2.3) e, vista a dependencia
deste conxunto na función a presúmese necesaria a introdución dun espazo apropiado de
operadores, máis concretamente
L2(a dx) = {v medible en Ω′ tal que
∫
Ω′
av2 dx < +∞}. (3.2.4)
Evidentemente, dotado do seguinte produto escalar,
(u, v)a =
∫
Ω′
auv dx, (3.2.5)
L2(a dx) é un espazo de Hilbert. Ademais, denotamos
|v|a =
(∫
Ω′
a v2 dx
)1/2
(3.2.6)
á norma asociada ao anterior producto escalar. Deﬁnimos tamén o espazo dual
L2(a dx)∗ = o espazo dual de L2(a dx),
que pode ser identiﬁcado con L2(a dx) por medio do teorema de representación de Riesz.
Deste xeito, para cada operador f ∈ L2(a dx)∗ existe outro elemento f ∗ ∈ L2(a dx) tal que
〈f, v〉 = (f ∗, v)a =
∫
Ω′
af ∗v dx, ∀v ∈ L2(a dx), (3.2.7)
obtendo, en consecuencia, a seguinte estimación
|〈f, v〉| ≤ C|v|a = C
(∫
Ω′
av2 dx
)1/2
≤ C‖v‖a, ∀v ∈ H1(Ω). (3.2.8)
Así, deducimos que
f : H1(Ω) −→ R
v  〈f, v〉 =
∫
Ω′
af ∗v dx
é unha forma lineal e continua de H1(Ω) en R que cumpre (3.2.8) con C = |f ∗|a. Polo tanto,
comprobamos que f ∈ H1(Ω)∗ e, en deﬁnitiva,
L2(a dx)∗ ⊂ H1(Ω)∗.
Nótese que, entón, esta elección de f é válida para empregar como termo fonte en (1.1.6).
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Observación 3.2.1. A hipótese (1.1.4) asegura que, para calquera v ∈ L2(Ω′), obtemos∫
Ω′
av2 dx ≤ Λ
∫
Ω′
v2 dx < +∞, (3.2.9)
o que implica
L2(Ω′) ⊂ L2(a dx).
A inclusión contraria non é, en xeral, válida. En efecto, o seguinte exemplo unidimensional
amosa esta circunstancia. Consideremos Ω = (−1, 1) e a función
a(x) =


x2, se x ∈ (0, 1),
0, noutro caso.
Neste caso, Ω′ é o intervalo (0, 1) e a condición (1.1.4) cúmprese con Λ = 1. Comprobamos
que para a función
f(x) =
1
x
, x ∈ (0, 1),
temos os resultados seguintes∫
Ω′
af 2(x) dx =
∫ 1
0
1 dx = 1 < +∞,∫
Ω′
f 2(x) dx =
∫ 1
0
1
x2
dx = +∞.
Así, f pertence a L2(a dx) pero non a L2(Ω′).
Non obstante, nótese que se existe unha constante α positiva tal que
0 < α ≤ a c.t.p. x ∈ Ω′, (3.2.10)
ademais de (3.2.9) temos, para calquera v ∈ L2(a dx),
α
∫
Ω′
v2 dx ≤
∫
Ω′
av2 dx < +∞, (3.2.11)
que nos leva a concluír que L2(a dx) ≡ L2(Ω′).
Por tanto, os resultados de converxencia para L2(a dx) son válidos en L2(Ω′) se impoñemos
a condición (3.2.10), ademais de (1.1.4). @
Este marco especíﬁco de traballo involucra melloras de certos resultados estudados na sec-
ción anterior desde un punto de vista xenérico. O lema seguinte pón de manifesto que
para problemas con termos fonte de L2(a dx)∗, as estimacións para a solución escalada son
mellores cás ofrecidas en xeral polo lema 3.1.4.
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Lema 3.2.1 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12), se f ∈ L2(a dx)∗ e o termo γ0(x)
da condición (1.1.11) anúlase c.t.p. x ∈ Γ, entón existen dúas constantes M e N indepen-
dentes de ε ≤ 1 tales que
||εuε||1,2 ≤ M
√
ε, (3.2.12)
|εuε|a ≤ Nε, (3.2.13)
onde uε é a solución de (1.1.6).
Demostración: Estando nas condicións do lema 3.1.4, podemos lembrar (3.1.9) que,
aplicando (1.1.12) e dividindo entre ε, pode escribirse como
ε
∫
Ω
A∇uε · ∇uε dx+
∫
Ω
a u2ε dx
≤ ε
∫
Ω
A∇uε · ∇k0 dx+
∫
Ω
a uεk0 dx−
∫
Γ
γ(x, εk0)(uε − k0) dσ + 〈f, uε − k0〉, (3.2.14)
sendo A = A(x, vε) e k0 ∈ K un elemento arbitrario. Agora trataremos de buscar unha
estimación do segundo membro de (3.2.14). Mediante (1.1.11) — lembrando que asumimos
γ0 ≡ 0 — e decatándonos de que o lema 3.1.4 é aplicable nestas condicións, usamos a
estimación (3.1.6) logo de aplicar a desigualdade de Cauchy-Schwarz chegando a∣∣∣ ∫
Γ
γ(x, εk0)(uε − k0)
∣∣∣ ≤ C1CΓ ε|k0|2,Γ(||uε||1,2 + ||k0||1,2) ≤
≤ C1CΓ|k0|2,Γ(M + ε||k0||1,2). (3.2.15)
Aplicando (1.1.9), (1.1.10), (3.2.15) e o feito de que f ∈ L2(a dx)∗ deducimos a partir de
(3.2.14) —véxase tamén (3.2.7) e (3.2.8)—, que
ελ| |∇uε| |22,Ω + |uε|2a ≤ εΛ| |∇uε| |2,Ω | |∇k0| |2,Ω + |uε|a|k0|a+
+ C1CΓ|k0|2,Γ(M + ε||k0||1,2) + |f ∗|a{|uε|a + |k0|a}, (3.2.16)
onde f ∗ é o elemento de L2(a dx) que cumpre (3.2.7). Denotando
N(uε) = {ελ| |∇uε| |22,Ω + |uε|2a}1/2 (3.2.17)
podemos establecer as seguintes estimacións,
εΛ| |∇uε| |2,Ω =
√
ε
Λ√
λ
√
ε
√
λ| |∇uε| |2,Ω ≤
√
ε
Λ√
λ
N(uε), (3.2.18)
|uε|a ≤ N(uε). (3.2.19)
86 COMPORTAMENTO ASINTÓTICO DA SOLUCIÓN 3.2
Combinando entón (3.2.17)-(3.2.19) con (3.2.16), obtemos a desigualdade
N(uε)
2 ≤
{√
ε
Λ√
λ
| |∇k0| |2,Ω+ |k0|a+ |f ∗|a
}
N(uε)+C1CΓ|k0|2,Γ(M + ε||k0||1,2)+ |f ∗|a|k0|a,
de onde deducimos a existencia dunha constante C˜ independente de ε ≤ 1 tal que
N(uε)
2 = ελ| |∇uε| |22,Ω + |uε|2a ≤ C˜. (3.2.20)
Esta estimación (3.2.20) implica (3.2.13) e ademais que
(λ ∧ 1)ε||uε||2a ≤ ελ| |∇uε| |22,Ω + |uε|2a ≤ C˜,
ou o que é o mesmo, multiplicando por ε os dous termos da desigualdade,
(λ ∧ 1)ε2||uε||2a ≤ εC˜, (3.2.21)
que nos permite obter (3.2.12) dada a equivalencia das normas || · ||a e || · ||1,2.
Corolario 3.2.1 Baixo as hipóteses do lema 3.2.1, cúmprese
εuε → 0 en H1(Ω), (3.2.22)
onde uε é a solución de (1.1.6).
Demostración: Consecuencia inmediata da estimación 3.2.12.
Observación 3.2.2. Na demostración do teorema 3.1.1 establécese a converxencia forte
da sucesión εuε cara v0, a solución do problema (3.1.5). Nas condicións do corolario anterior
deducimos que
v0 = 0, (3.2.23)
e o elemento nulo é, en consecuencia, a solución de (3.1.5) neste caso. @
Ademais, se f ∈ L2(a dx)∗, o teorema de Lions-Stampacchia garante a existencia e unicidade
de solución do problema
u0 ∈ K ≡ a adherencia de K en L2(a dx),∫
Ω′
a u0(v − u0) dx ≥ 〈f, v − u0〉, ∀v ∈ K. (3.2.24)
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Dado que L2(a dx) é un conxunto deﬁnido en Ω′ e os elementos de K están deﬁnidos en
Ω, convén sinalar que consideramos as restricións a Ω′ para a construción do convexo K,
obviando o seu comportamento fóra de Ω′. Observemos, ademais, que o primeiro termo da
inecuación involucra o produto escalar de L2(a dx), polo que
a : L2(a dx)× L2(a dx) −→ R
(u, v) a(u, v) =
∫
Ω′
a u v dx
é certamente unha forma bilineal, continua e L2(a dx)-coerciva.
Observación 3.2.3. O problema (3.2.24) equivale á condición de proxección do elemento
f ∗ sobre o convexo pechado K ⊂ L2(a dx). Entón, se f ∗ ∈ K, é doado comprobar que
u0 = f
∗ c.t.p. en Ω′. De feito, temos
0 ≤
∫
Ω′
a u0(v − u0) dx− 〈f, v − u0〉 =
∫
Ω′
a (u0 − f ∗)(v − u0) dx, ∀v ∈ K,
extraendo como conclusión que u0 = f ∗ é a única solución de (3.2.24). @
Expoñemos logo o seguinte resultado xeral, onde o problema que acabamos de presentar
xoga un papel primordial.
Teorema 3.2.1 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12), se f ∈ L2(a dx)∗ e o termo
γ0(x) da condición (1.1.11) anúlase c.t.p. en Γ entón cúmprese
uε → u0 en L2(a dx), (3.2.25)
onde uε é a solución do problema (1.1.6) e u0 a única solución do problema (3.2.24).
Demostración: Estruturamos a proba en dúas etapas. Nun primeiro momento deducimos
a converxencia débil de uε, para ﬁnalizar probando o seu carácter forte chegando a (3.2.25).
Primeira etapa:
A partir de (3.2.13) deducimos a limitación uniforme de |uε|a e entón existe polo menos
unha subsucesión de uε, que seguimos denotando por uε por simplicidade, e algún elemento
u ∈ L2(a dx) tales que
uε ⇀ u en L
2(a dx). (3.2.26)
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Empregaremos esta converxencia débil na inecuación do problema (1.1.6), máis antes de-
bemos escribir esta como∫
Ω
auεv dx ≥ 〈f, v − uε〉+
∫
Γ
γ(x, εuε)(uε − v) dσ + ε
∫
Ω
A(x, εuε)∇uε · ∇uε dx
− ε
∫
Ω
A(x, εuε)∇uε · ∇v dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.2.27)
A aplicación da desigualdade de Cauchy-Schwarz, tendo en conta (1.1.9), permite obter a
estimación seguinte,∫
Ω
auεv dx ≥ 〈f, v − uε〉+
∫
Γ
γ(x, εuε)(uε − v) dσ
− εΛ| |∇uε| |2,Ω | |∇v| |2,Ω dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.2.28)
Por outra parte, aplicando (1.1.12) para u = εuε e reemprazando v por εv, obtemos∫
Γ
(γ(x, εuε)− γ(x, εv))(εuε − εv) ≥ 0,
unha desigualdade tal que dividíndoa entre ε, transfórmase en∫
Γ
γ(x, εuε)(uε − v) ≥
∫
Γ
γ(x, εv)(uε − v). (3.2.29)
Ademais, seguindo o mesmo argumento có utilizado en (3.2.15) substituíndo k0 por un
elemento xenérico v ∈ K, cúmprese que∣∣∣ ∫
Γ
γ(x, εv)(uε − v)
∣∣∣ ≤ C1CΓ|v|2,Γ(||εuε||1,2 + ε||v||1,2), ∀v ∈ K. (3.2.30)
Agora, tendo en conta (3.2.29) e (3.2.30), deducimos de (3.2.28) a desigualdade seguinte,∫
Ω
auεv dx ≥ 〈f, v − uε〉 − C1CΓ|v|2,Γ(||εuε||1,2 + ε||v||1,2)
− εΛ| |∇uε| |2,Ω | |∇v| |2,Ω dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.2.31)
Finalmente, usamos a estimación (3.2.12) en (3.2.31), que implica que para cada v ∈ K,∫
Ω
auεv dx ≥ 〈f, v − uε〉 − C1CΓ|v|2,Γ(M
√
ε+ ε||v||1,2)− C ′
√
ε+
∫
Ω
au2ε dx, (3.2.32)
onde denominamos C ′ = ΛM | |∇v| |2,Ω.
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Antes de realizar un paso ao límite na desigualdade anterior, consideramos conveniente
comprobar en que condicións pode pasar cada un dos termos involucrados. En primeiro
lugar, (3.2.26) implica, por deﬁnición,
l´ım
ε→0
∫
Ω
auεv dx =
∫
Ω′
auv dx, ∀v ∈ L2(a dx)∗.
Dado que identiﬁcamos L2(a dx)∗ con L2(a dx) e os elementos de K pertencen a L2(a dx)
podemos escribir
l´ım
ε→0
∫
Ω
auεv dx =
∫
Ω′
auv dx, ∀v ∈ K, (3.2.33)
e a semicontinuidade inferior da norma | · |a asegura tamén∫
Ω′
au2 dx ≤ l´ım inf
ε→0
∫
Ω
au2ε dx. (3.2.34)
Ademais, como por hipótese f ∈ L2(a dx)∗ —lembremos entón (3.2.7)—, podemos aplicar
a converxencia débil (3.2.26) de novo para obter
l´ım
ε→0
〈f, v − uε〉 = l´ım
ε→0
(f ∗, v − uε)a = (f ∗, v − u)a = 〈f, v − u〉, ∀v ∈ K. (3.2.35)
Por tanto, considerando ﬁnalmente (3.2.33)-(3.2.35), pasamos ao límite inferior en ε a des-
igualdade (3.2.32) obtendo∫
Ω′
a u v dx ≥ 〈f, v − u〉+
∫
Ω′
au2 dx, ∀v ∈ K. (3.2.36)
Un razoamento estándar por densidade amosa que a inecuación anterior é certa para cal-
quera elemento v ∈ K e u = u0 é solución de (3.2.24). Debido á unicidade do límite, séguese
que a sucesión enteira uε converxe a u0 en L2(a dx) debilmente.
Segunda etapa:
A converxencia demostrada no paso anterior cúmprese, de feito, en sentido forte, o cal de-
mostramos a continuación. Mediante a aplicación de (3.2.33) e (3.2.35), pasamos en (3.2.32)
ao límite superior en ε, para obter∫
Ω′
a u0 v dx ≥ 〈f, v − u0〉+ l´ım sup
ε→0
∫
Ω
au2ε dx, ∀v ∈ K.
Non obstante, un argumento de densidade xustiﬁca a validez da inecuación anterior para
elementos v ∈ K, de xeito que podemos escribila para v = u0, resultando
l´ım sup
ε→0
∫
Ω
au2ε dx ≤
∫
Ω′
au20 dx.
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Por tanto, xuntando a desigualdade anterior coa dada por (3.2.34), onde u = u0, concluímos
l´ım
ε→0
∫
Ω
au2ε dx =
∫
Ω′
au20 dx,
o cal supón a converxencia forte en L2(a dx) da sucesión uε e completa a demostración.
A elección de f no conxunto L2(a dx)∗ resulta clave para a consecución dos resultados
anteriores. Ilustramos dita importancia mediante o seguinte exemplo no que, de non tomar
f ∈ L2(a dx)∗, non se acada a converxencia (3.2.25).
Exemplo 3.2.1. Tomemos Ω = (0, 1), Ω′ = (0, 1/2), a = χΩ′, γ = 0 e sexa
K = {v ∈ H1(Ω), v − 1 ∈ H10 (Ω)}.
Considerando tamén A(x, u) e f igual a un, o problema (1.1.6) presenta a forma
uε ∈ K; ε
∫ 1
0
u′ε(v
′ − u′ε) dx+
∫ 1/2
0
uε(v − uε) dx ≥
∫ 1
0
(v − uε) dx, ∀v ∈ K.
Con estes mesmos datos, a solución deste problema foi calculada no exemplo 3.1.2 e a súa
expresión, que podemos consultar en (3.1.36), vén dada no intervalo (0, 1/2) por
uε(x) = 1 + 2A senh
( x√
ε
)
, (3.2.37)
con
A =
1
8
√
ε
(
cosh
( 1
2
√
ε
)
+ 2
√
ε senh
( 1
2
√
ε
)) .
Así, deducimos uε(x) → 1 puntualmente no intervalo (0, 1/2) pero a converxencia non é
forte en L2(0, 1/2). En efecto, temos
∫ 1/2
0
(uε(x)− 1)2dx = 1
16 ε (2
√
ε+ coth( 1
2
√
ε
))2
1
(senh( 1
2
√
ε
))2
∫ 1/2
0
senh
( x√
ε
)2
dx
=
1
64 ε (2
√
ε+ coth( 1
2
√
ε
))2
1
(senh( 1
2
√
ε
))2
{√ε senh
( 1√
ε
)
− 1}
=
1
32
√
ε
1
(2
√
ε+ coth( 1
2
√
ε
))2
senh( 1√
ε
)− 1√
ε
cosh( 1√
ε
)− 1 ∼
1
32
√
ε
.
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Por tanto, esta integral diverxe a inﬁnito cando ε tende a cero. Este comportamento explí-
case polo feito de que f deﬁnida por
〈f, v〉 =
∫
Ω
v dx, ∀v ∈ H1(Ω)
é un elemento de H1(Ω)∗ que non pertence a L2(a dx)∗. En efecto, se fose continuo en
L2(a dx), entón existiría unha constante C positiva tal que
|〈f, v〉| ≤ C|v|a, ∀v ∈ L2(a dx), (3.2.38)
pero isto non ocorre. Basta escoller o elemento v dado por
v(x) =

 0 en (0,
1
2
),
x− 1
2
en (1
2
, 1),
para o cal |v|a = 0 mentres que
〈f, v〉 =
∫ 1
1
2
(
x− 1
2
)
dx =
1
8
.
No entanto, se tomamos f deﬁnido como
〈f, v〉 =
∫
Ω′
v dx, ∀v ∈ H1(Ω),
entón f sí pertence a L2(a dx)∗. De feito, observando que 〈f, v〉 = (1, v)a, para calquera
v ∈ H1(Ω), entón (3.2.38) é válida para C = 1. Analogamente, comprobamos que a solución
uε do problema
uε ∈ K; ε
∫ 1
0
u′ε(v
′ − u′ε) dx+
∫ 1/2
0
uε(v − uε) dx ≥
∫ 1/2
0
(v − uε) dx, ∀v ∈ K,
coincide coa solución de 

−εu′′ε + uε = 1 en (0, 12),
−εu′′ε = 0 en (12 , 1),
uε(0) = 1 = uε(1),
coas mesmas condicións de continuidade en x = 1
2
para a función e a súa derivada.
Agora podemos observar que a solución é uε = 1 para calquera valor de ε positivo e neste
caso, trivialmente, a converxencia cara f é agora forte en L2(0, 1/2). 
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Observación 3.2.4. Non menos importante é o papel que xoga o conxunto pechado e
convexo K. Se denotamos por K − K o menor subespazo pechado de H1(Ω) xerado por
{k − k′/k, k′ ∈ K}, e supoñemos que se cumpre
K −K ⊂ H10 (Ω),
entón o termo fronteira do problema (1.1.6) desaparece, de xeito que, neste caso especial,
(3.2.25) segue sendo certo independentemente do valor que poida tomar γ(x, εuε), pois este
non intervén no problema e, de feito, equivale a tomar γ(x, εuε) ≡ 0 de maneira que se
satisfai (1.1.11) con γ0 = 0. Este tipo de problemas, sen termo fronteira, poden atoparse en
[7], onde se estuda a existencia e unicidade de solución así como a converxencia da mesma
respecto do parámetro ε. @
Observación 3.2.5. A condición γ0 ≡ 0 do teorema 3.2.1 é óptima desde o punto de vista
de que en caso contrario a converxencia (3.2.25) pode fallar. A continuación presentamos
dous exemplos unidimensionais resoltos que enfocan este detalle. @
Exemplo 3.2.2. Escollemos os seguintes elementos para a formulación do noso problema.
Sexan Ω = (0, 1), Ω′ = (0, 1/2), a = χΩ′ e K = H1(Ω). En prol de simplicidade, toma-
mos A(x, u) ≡ 1. Neste caso sinxelo, o espazo L2(a dx) non é outro máis ca L2(Ω′) —ver
observación 3.2.1— e, por outra parte, queda claro que deﬁnindo
〈f, v〉 =
∫
Ω′
v dx, ∀v ∈ L2(a dx), (3.2.39)
entón f ∈ L2(adx)∗. Finalmente escollemos
γ(x, u) = α > 0, ∀x ∈ Γ, u ∈ R, (3.2.40)
que cumpre (1.1.11) con C1 = 0, γ0(x) = α, x ∈ Γ = {0, 1} e (1.1.12) de forma obvia.
Por tanto o problema (1.1.6) escríbese
uε ∈ H1(Ω);
ε
∫ 1
0
u′ε(v
′ − u′ε) dx+
∫ 1/2
0
uε(v − uε) dx+ α(v(0)− uε(0)) + α(v(1)− uε(1)) ≥
≥
∫ 1/2
0
(v − uε) dx, ∀v ∈ H1(Ω), (3.2.41)
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e ten solución en virtude do teorema 2.1.5 por cumprir todas as súas hipóteses.
Observemos que en dimensión un, H1(Ω) ⊂ C(Ω) e así ten sentido considerar os valores
v(0), uε(0), v(1) e uε(1), posto que v e uε son funcións continuas.
Agora, empregando v = uε±w, con w ∈ H1(Ω), como funcións test en (3.2.41), obtemos a
ecuación variacional
ε
∫ 1
0
u′εw
′ dx+
∫ 1/2
0
uεw dx+ αw(0) + αw(1) =
∫ 1/2
0
w dx, ∀w ∈ H1(Ω). (3.2.42)
Tomando ϕ ∈ C1c (Ω′) ⊂ H1(Ω) como función test en (3.2.42), obtemos
ε
∫ 1/2
0
u′εϕ
′ dx+
∫ 1/2
0
uεϕdx =
∫ 1/2
0
ϕdx, ∀ϕ ∈ C1c (Ω′),
e, asumindo regularidade suﬁciente para aplicar unha integración por partes, uε satisfai
−ε
∫ 1/2
0
u′′εϕdx+
∫ 1/2
0
uεϕdx =
∫ 1/2
0
ϕdx, ∀ϕ ∈ C1c (Ω′),
equivalentemente, ∫
Ω′
(−εu′′ε + uε − 1)ϕdx = 0, ∀ϕ ∈ C1c (Ω′).
Por tanto, o carácter denso de C1c (Ω′) en L2(Ω′) —ver Brézis[26], p. 71— permite deducir
−εu′′ε + uε − 1 = 0, c.t.p. en (0, 1/2). (3.2.43)
Por outra banda, tomando ϕ ∈ C1c (Ω\Ω′) como función test en (3.2.42), e supoñendo que a
solución posúe regularidade suﬁciente, concluímos logo doutra integración por partes,
−εu′′ε = 0, c.t.p. en (1/2, 1). (3.2.44)
Finalmente, escollendo unha función ϕ ∈ {v ∈ C1([0, 1]), v(0) = 0} ⊂ H1(Ω), se volvemos
integrar por partes en (3.2.42) tendo en conta (3.2.43) e (3.2.44), obtemos
εu′ε(1)ϕ(1) + αϕ(1) = 0.
Analogamente, se tomamos ϕ ∈ {v ∈ C1([0, 1]), v(1) = 0} ⊂ H1(Ω), obtemos
−εu′ε(0)ϕ(0) + αϕ(0) = 0.
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Deducimos, pois, que uε é a solución da seguinte ecuación diferencial ordinaria

−εu′′ε + uε = 1 en (0, 12),
−εu′′ε = 0 en (12 , 1),
u′ε(0) =
α
ε
,
u′ε(1) = −
α
ε
,
cumprindo as seguintes condicións de continuidade para a solución uε e a súa derivada,
 u
−
ε (
1
2
) = u+ε (
1
2
),
u′−ε (
1
2
) = u′+ε (
1
2
).
Mediante técnicas estándar é doado calcular
uε(x) =


1− α√
ε
e
−x√
ε − αA cosh
( x√
ε
)
, en (0, 1
2
),
−α
ε
x+B, en (1
2
, 1),
onde A e B veñen dados por
A =
1 + e
−1
2
√
ε
√
ε senh( 1
2
√
ε
)
,
B = 1− α√
ε
e
−1
2
√
ε +
α
2ε
− α√
ε
coth
( 1
2
√
ε
)(
1 + e
−1
2
√
ε
)
.
A solución de (3.2.24) é, neste caso, u0(x) = 1, c.t.p. x ∈ Ω′ e, aínda que observamos que
uε(x) → 1 c.t.p. x ∈ (0, 1/2), pódese probar que esta converxencia puntual non é forte en
L2(0, 1/2). En efecto,∫ 1/2
0
(uε(x)− 1)2dx =α2
∫ 1/2
0
( 1√
ε
e
−x√
ε + A cosh
( x√
ε
))2
dx =
=
α2
ε
∫ 1/2
0
e
−2x√
ε dx+ α2A2
∫ 1/2
0
cosh2
( x√
ε
)
dx+
+
2α2A√
ε
∫ 1/2
0
e
−x√
ε cosh
( x√
ε
)
dx.
Aplicando as coñecidas relacións seguintes,
cosh2
( x√
ε
)
=
1 + cosh( 2x√
ε
)
2
, e
−x√
ε cosh
( x√
ε
)
=
1 + e
−2x√
ε
2
, (3.2.45)
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Figura 3.2: Un contraexemplo da converxencia en L2(a dx) da solución uε.
deducimos con facilidade que∫ 1/2
0
(uε(x)− 1)2dx =− α
2
2
√
ε
e
−2x√
ε
∣∣∣1/2
0
+
α2A2
2
(
x+
√
ε
2
senh
( 2x√
ε
))∣∣∣1/2
0
+
+
α2A√
ε
(
x−
√
ε
2
e
−2x√
ε
)∣∣∣1/2
0
,
ou equivalentemente,∫ 1/2
0
(uε(x)− 1)2dx =− α
2
2
√
ε
e
−1√
ε +
α2
2
√
ε
+
α2A2
4
(
1 +
√
ε senh
( 1√
ε
))
+
+
α2A
2
√
ε
(
1−√εe−1√ε
)
+
α2A
2
.
Todos os termos do segundo membro da igualdade anterior tenden a cero se ε→ 0, agás o
segundo, que diverxe a inﬁnito.
Este comportamento pódese comprobar na ﬁgura 3.2 de forma gráﬁca e numérica. A gráﬁca
amosa en detalle a solución uε e o seu límite puntual u0 = 1 en Ω′ tomando α = 1 para
diferentes valores de ε. A táboa adxunta recolle os valores da norma en L2(a dx) da diferenza
entre uε e u0, para as anteriores eleccións de ε ademais doutras, corroborando que non se
acada converxencia en dito espazo. 
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Exemplo 3.2.3. Nas mesmas condicións có exemplo anterior, podemos cambiar o valor
do termo fronteira, escollendo agora
γ(x, u) = u, ∀x ∈ Γ = {0, 1}, u ∈ R. (3.2.46)
Notemos que esta escolla cumpre (1.1.11) con C1 = 1, γ0 = 0.
O problema (1.1.6) escríbese de forma equivalente como ecuación variacional,
uε ∈ H1(Ω);
ε
∫ 1
0
u′εw
′ dx+
∫ 1/2
0
uεw dx+ εuε(0)w(0) + εuε(1)w(1) =
∫ 1/2
0
w dx, (3.2.47)
∀w ∈ H1(Ω),
e baixo condicións de regularidade da solución uε, como no exemplo anterior, equivale a

−εu′′ε + uε = 1 en (0, 12),
−εu′′ε = 0 en (12 , 1),
u′ε(0) = uε(0),
u′ε(1) = −uε(1),
cumprindo as seguintes condicións de continuidade para a solución e a súa derivada,
 u
−
ε (
1
2
) = u+ε (
1
2
),
u′−ε (
1
2
) = u′+ε (
1
2
).
Neste caso a solución toma a forma
uε(x) =

 1 + (2A− 1) cosh
(
x√
ε
)− 2A √ε
1+
√
ε
e
−x√
ε , en (0, 1
2
),
B(x− 2), en (1
2
, 1),
sendo A e B os valores seguintes
A =
−1 + cosh
(
1
2
√
ε
)
+ 3
2
√
ε
senh
(
1
2
√
ε
)
2 cosh
(
1
2
√
ε
)
+ 3√
ε
senh
(
1
2
√
ε
)
+ 3−2
√
ε
1+
√
ε
e
−1
2
√
ε
, (3.2.48)
B =
(2A− 1√
ε
)
senh
( 1
2
√
ε
)
+
2A
1 +
√
ε
e
−1
2
√
ε . (3.2.49)
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Figura 3.3: Converxencia en L2(a dx) da solución uε.
Os novos datos non inﬂúen no problema límite (3.2.24), que non varía, polo que a súa
solución segue a ser u0(x) = 1 c.t.p. x ∈ Ω′ e deducimos que uε(x) → 1 c.t.p. x ∈ (0, 1/2).
De feito, esta converxencia puntual tamén é forte en L2(0, 1/2), pois∫ 1/2
0
(uε(x)− 1)2dx =
∫ 1/2
0
(
(2A− 1) cosh
( x√
ε
)
− 2A
√
ε
1 +
√
ε
e
−x√
ε
)2
dx =
=(2A− 1)2
∫ 1/2
0
cosh2
( x√
ε
)
dx+
4A2ε
(1 +
√
ε)2
∫ 1/2
0
e
−2x√
ε dx+
− 4
√
εA(2A− 1)
1 +
√
ε
∫ 1/2
0
e
−x√
ε cosh
( x√
ε
)
dx,
e aplicando as coñecidas relacións dadas por (3.2.45), deducimos facilmente que∫ 1/2
0
(uε(x)− 1)2dx =(2A− 1)
2
2
(
x+
√
ε
2
senh
( 2x√
ε
))∣∣∣1/2
0
− 2A
2ε
√
ε
(1 +
√
ε)2
e
−2x√
ε
∣∣∣1/2
0
− 2
√
εA(2A− 1)
1 +
√
ε
(
x−
√
ε
2
e
−2x√
ε
)∣∣∣1/2
0
,
ou o que é o mesmo,∫ 1/2
0
(uε(x)− 1)2dx =(2A− 1)
2
4
(
1 +
√
ε senh
( 1√
ε
))
+
2A2ε
√
ε
(1 +
√
ε)2
(1− e−1√ε )
−
√
εA(2A− 1)
1 +
√
ε
(
1−√εe−1√ε
)
− εA(2A− 1)
1 +
√
ε
.
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Neste caso, todos os termos do segundo membro da igualdade anterior tenden a cero se
ε → 0. Analogamente ao exemplo anterior, observamos este comportamento na ﬁgura 3.3
onde, en contraste coa ﬁgura 3.2, evidenciamos a converxencia en L2(Ω′) como xa se ten
probado. Como antes, a gráﬁca amosa en detalle a solución uε e o seu límite u0 = 1 en Ω′
para diferentes valores de ε. Na táboa incluímos as normas correspondentes. 
O límite u0 da converxencia (3.2.25) está deﬁnido en Ω′. Con vistas a obter estimacións
da orde de converxencia, analizamos a posibilidade de que u0 teña regularidade suﬁciente
como para poder ser prolongada en todo o dominio Ω a unha función pertencente ao convexo
K, é dicir, que exista unha función u˜0 tal que
u˜0 ∈ K, u˜0(x) = u0(x) c.t.p. x ∈ Ω′. (3.2.50)
Noutras palabras, a existencia desta prolongación u˜0 equivale a que o seguinte subconxunto
de K sexa non baleiro,
Wu0 = {v ∈ K, v = u0 c.t.p. en Ω′}. (3.2.51)
Esta circunstancia, xunto coa propiedade de convexidade e o carácter pechado que proba-
mos a continuación, desempeña ademais un rol fundamental en resultados de converxencia
posteriores.
Lema 3.2.2 Wu0 é un subconxunto de H
1(Ω) pechado e convexo.
Demostración: En efecto, se {un} ⊂ Wu0 é unha sucesión converxente en H1(Ω) a un
elemento u ∈ H1(Ω) sabemos que, como K é pechado e {un} ⊂ K, tamén u ∈ K. Ademais,
{un} tamén converxe a u en L2(Ω) e podemos extraer unha subsucesión {uni} tal que
uni(x)→ u(x) c.t.p. x ∈ Ω.
Do feito de que uni(x) = u0(x) c.t.p. x ∈ Ω′ para calquera n ∈ N deducimos ﬁnalmente
u(x) = u0(x) c.t.p. x ∈ Ω′.
Con respecto á convexidade, séguese que como tamén K é convexo, para calquera λ ∈ [0, 1]
e u, v ∈ Wu0, temos (1− λ)u+ λv ∈ K e, ademais, cúmprese
(1− λ)u(x) + λv(x) = (1− λ)u0(x) + λu0(x) = u0(x), c.t.p. x ∈ Ω′,
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polo que u ∈ Wu0 .
Coa axuda deste convexo, probamos as seguintes estimacións.
Lema 3.2.3 Asumindo as condicións do teorema 3.2.1, supoñamos que o subconxunto Wu0
definido en (3.2.51) é non baleiro. Entón temos que, para cada u˜0 ∈ Wu0,
||uε − u˜0||1,2 ≤ M, (3.2.52)
|uε − u0|a ≤ N
√
ε, (3.2.53)
sendo M e N dúas constantes independentes de ε ≤ 1.
Demostración: Sexa u˜0 un elemento calquera de Wu0 . Dado que u˜0 ∈ K, podemos
utilizar v = u˜0 en (1.1.6) para obter∫
Ω
[
εA(x, εuε)∇uε · ∇(u˜0 − uε) + a uε(u˜0 − uε)
]
dx
+
∫
Γ
γ(x, εuε) (u˜0 − uε) dσ ≥ 〈f, u˜0 − uε〉. (3.2.54)
Analogamente, usando a función test v = uε en (3.2.24) obtemos∫
Ω′
a u0(uε − u0) dx ≥ 〈f, uε − u0〉. (3.2.55)
Tendo en conta (3.2.50) e o feito de que f ∈ L2(a dx)∗, —ver tamén (3.2.7)—, podemos
observar que
〈f, uε − u0〉 =
∫
Ω′
a f ∗(uε − u0) dx =
∫
Ω′
a f ∗(uε − u˜0) dx = 〈f, uε − u˜0〉, (3.2.56)∫
Ω′
a u0(uε − u0) dx =
∫
Ω′
a u˜0(uε − u˜0) dx. (3.2.57)
Mediante a consideración de (3.2.56), (3.2.57) e escribindo A = A(x, εuε), se sumamos as
dúas inecuacións (3.2.54) e (3.2.55), obtemos
ε
∫
Ω
A∇uε · ∇(u˜0 − uε) dx−
∫
Ω
a (uε − u˜0)2 dx+
∫
Γ
γ(x, εuε)(u˜0 − uε) dσ ≥ 0.
Esta nova inecuación pódese escribir como
ε
∫
Ω
A∇(uε − u˜0 + u˜0) · ∇(u˜0 − uε) dx−
∫
Ω
a (uε − u˜0)2 dx+
∫
Γ
γ(x, εuε)(u˜0 − uε) dσ ≥ 0.
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Entón chegamos a
ε
∫
Ω
A∇(u˜0 − uε) · ∇(u˜0 − uε) dx+
∫
Ω
a (uε − u˜0)2 dx ≤
≤ ε
∫
Ω
A∇u˜0 · ∇(u˜0 − uε) dx+
∫
Γ
γ(x, εuε)(u˜0 − uε) dσ. (3.2.58)
Agora, aplicando a hipótese (1.1.12) para u = εuε e v = εu˜0, temos∫
Γ
(γ(x, εuε)− γ(x, εu˜0))(εuε − εu˜0) dσ ≥ 0,
que podemos reordenar e dividir entre ε para obter∫
Γ
γ(x, εuε)(u˜0 − uε) dσ ≤
∫
Γ
γ(x, εu˜0)(u˜0 − uε) dσ. (3.2.59)
Entón, tendo en conta (3.2.59), a inecuación (3.2.58) toma a forma
ε
∫
Ω
A∇(u˜0 − uε) · ∇(u˜0 − uε) dx+
∫
Ω
a (uε − u˜0)2 dx ≤
≤ ε
∫
Ω
A∇u˜0 · ∇(u˜0 − uε) dx+
∫
Γ
γ(x, εu˜0)(u˜0 − uε) dσ. (3.2.60)
Así, grazas a (1.1.9) e (1.1.10), tendo en conta que γ0 = 0 e a continuidade do operador
traza,
ελ| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a ≤
≤ εΛ| |∇u˜0| |2,Ω| |∇(uε − u˜0)| |2,Ω + C1CΓ ε|u˜0|2,Γ||uε − u˜0||1,2. (3.2.61)
Por outra parte, sabendo da equivalencia en H1(Ω) das normas ‖ · ‖a e ‖ · ‖1,2, podemos
descompoñer o último termo de (3.2.61) da forma seguinte
||uε − u˜0||1,2 ≤ C2
(
| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a
)1/2
≤ C2| |∇(uε − u˜0)| |2,Ω + C2|uε − u˜0|a,
sendo C2 unha constante independente de ε. Entón, a partir da desigualdade anterior,
obtemos que
ε||uε − u˜0||1,2 ≤ εC2| |∇(uε − u˜0)| |2,Ω + εC2|uε − u˜0|a,
Por tanto, substituír esta desigualdade en (3.2.61) condúcenos a
ελ| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a ≤
≤ ε
(
Λ| |∇u˜0| |2,Ω + C
)
| |∇(uε − u˜0)| |2,Ω + ε C|uε − u˜0|a, (3.2.62)
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para unha constante C = C1CΓC2|u˜0|2,Γ ≥ 0. Asumindo ε ≤ 1, deducimos
ελ| |∇(uε − u˜0)| |22,Ω + ε|uε − u˜0|2a ≤
≤ ε
(
Λ| |∇u˜0| |2,Ω + C
)
| |∇(uε − u˜0)| |2,Ω + ε C|uε − u˜0|a,
e dividindo entre ε toda a desigualdade anterior obtemos
λ| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a ≤
≤
(
Λ| |∇u˜0| |2,Ω + C
)
| |∇(uε − u˜0)| |2,Ω + C|uε − u˜0|a,
de onde deducimos
(λ ∧ 1)||uε − u˜0||2a ≤
(
Λ| |∇u˜0| |2,Ω + 2C
)
||uε − u˜0||a.
En consecuencia, séguese
||uε − u˜0||a ≤ Λ| |∇u˜0| |2,Ω + 2C
(λ ∧ 1) . (3.2.63)
Finalmente, lembrando (3.2.62), concluímos
|uε − u˜0|2a ≤ ε
(Λ| |∇u˜0| |2,Ω + 2C)2
(λ ∧ 1) . (3.2.64)
Por tanto, por un lado, tendo en conta que ‖ · ‖a é equivalente a ‖ · ‖1,2 e, por outro lado,
que
|uε − u0|a = |uε − u˜0|a,
acádanse os resultados.
Estas estimacións resultan clave para probar os resultados de converxencia que detallamos
na sección seguinte. Antes, comprobamos cun pequeno exemplo a importancia de que exista
algunha prolongación de u0 que pertenza a K para obter as estimacións (3.2.52) e (3.2.53).
Exemplo 3.2.4. Sexan Ω = (0, 2), Ω′ = (0, 1), a = χΩ′ e K = H10 (Ω). Con esta elección
de a sabemos que L2(a dx) ≡ L2(Ω′)—ver observación 3.2.1—. Asemade, para este convexo,
a elección de γ(x, u) é indiferente. Dado que pretendemos estudar un caso sinxelo, tomamos
A(x, u) ≡ 1. Tamén, deﬁnindo
〈f, v〉 =
∫
Ω′
v dx, ∀v ∈ L2(a dx), (3.2.65)
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está claro que f ∈ L2(adx)∗, pois f identifícase coa constante 1 en Ω′. Deste xeito, estamos
nas condicións do teorema 3.2.1, que nos garante a converxencia de uε a u0 ≡ 1 en L2(a dx).
Non obstante, non cumprimos coa condición adicional pedida no teorema 3.2.2 pola que o
conxunto Wu0 de prolongacións a Ω de u0 pertencentes a K debe ser non baleiro. En efecto,
como estamos en dimensión un, calquera prolongación de u0 pertencente a H1(Ω) debe ser
continua e constante igual a 1 en Ω, polo que non pode anularse na fronteira de Ω e non
pode pertencer a H10 (Ω).
O problema (1.1.6) escríbese como
uε ∈ H10(Ω); ε
∫
Ω
u′ε(v
′ − u′ε) dx+
∫
Ω′
uε(v − uε) dx ≥
∫
Ω′
(v − uε) dx, ∀v ∈ H10(Ω).
Tomando as funcións test v = uε ± w, con w ∈ H10 (Ω), aplicamos unha integración por
partes e observamos entón que uε cumpre∫
Ω
(−εu′′ε + uε χΩ′ − 1χΩ′)w dx = 0, ∀w ∈ H10 (Ω).
que conleva que uε tamén resolve daquela a seguinte ecuación diferencial ordinaria,

−εu′′ε + uε = 1 en (0, 1),
−εu′′ε = 0 en (1, 2),
uε(0) = 0 = uε(2),
coas seguintes condicións de continuidade
 u
−
ε (1) = u
+
ε (1),
u′−ε (1) = u
′+
ε (1).
Por tanto, a solución toma a forma
uε(x) =

 1− cosh(
x√
ε
) + A senh( x√
ε
), x ∈ (0, 1),
B(x− 2), x ∈ (1, 2),
(3.2.66)
sendo A e B os valores seguintes
A =
√
ε+ tanh
( 1√
ε
)
−
√
ε
cosh( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) , B =
1
cosh( 1√
ε
)
− 1
1 +
√
ε tanh
( 1√
ε
) .
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Comprobamos como, en efecto,
|uε − 1|2a =
∫ 1
0
(
A senh
( x√
ε
)
− cosh
( x√
ε
))2
dx =
1
4
∫ 1
0
[
(A− 1)e x√ε − (A+ 1)e−x√ε
]2
dx
=
1
4
[
(A− 1)2
√
ε
2
(e
2√
ε − 1)− (A + 1)2
√
ε
2
(e
−2√
ε − 1)− 2(A2 − 1)
]
→ 0,
pois A ∼ tanh
( 1√
ε
)
→ 1 e igualmente (A − 1)2e 2√ε ∼ 1
cosh2( 1√
ε
)
→ 0. Isto reﬂicte a
converxencia en L2(a dx) xa probada. Non obstante, tamén podemos observar que
1
ε
|uε − 1|2a =
1
4
[
(A− 1)2 1
2
√
ε
(e
2√
ε − 1)− (A+ 1)2 1
2
√
ε
(e
−2√
ε − 1)− 2(A
2 − 1)
ε
]
→ +∞,
debido a que o segundo termo diverxe mentres que os outros tenden a cero. En consecuencia,
non pode existir ningunha constante que permita establecer unha estimación como (3.2.53).
Compróbase que sucede o mesmo con (3.2.52) dado que, procedendo analogamente coa
prolongación constante 1,∫ 1
0
(u′ε(x)− 0)2 dx =
1
ε
∫ 1
0
(
A cosh
( x√
ε
)
− senh
( x√
ε
))2
dx
=
1
ε
∫ 1
0
[
(A− 1)e x√ε + (A+ 1)e−x√ε
]2
dx ≥ (A+ 1)
2
2
√
ε
(1− e−2√ε ),
obtendo, pois,
||uε − 1||21,2 ≥
(A+ 1)2
2
√
ε
(1− e−2√ε ) ∼ 2√
ε
→ +∞,
contrariamente a (3.2.52). 
Exemplo 3.2.5. Nas mesmas condicións có exemplo 3.2.4, consideremos o termo fonte
f ∈ L2(adx)∗ dado por
〈f, v〉 =
∫
Ω′
xv dx, ∀v ∈ L2(a dx). (3.2.67)
Novamente estamos nas condicións do teorema 3.2.1, que nos garante a converxencia de uε
en L2(a dx) ao elemento
u0(x) = x, c.t.p. x ∈ Ω′.
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Agora cumprimos coa condición adicional de que Wu0 sexa non baleiro. Por exemplo, un
dos seus elementos é
u˜0(x) =

 x en (0, 1),2− x en (1, 2), (3.2.68)
O mesmo argumento có exemplo anterior lévanos á equivalencia do problema (1.1.6) coa
seguinte ecuación diferencial ordinaria,


−εu′′ε + uε = x en (0, 1),
−εu′′ε = 0 en (1, 2),
uε(0) = 0 = uε(2),
coas seguintes condicións de continuidade

 u
−
ε (1) = u
+
ε (1),
u′−ε (1) = u
′+
ε (1).
Por tanto, a solución vén dada por
uε(x) =

 x−A senh(
x√
ε
), x ∈ (0, 1),
B(x− 2), x ∈ (1, 2),
(3.2.69)
sendo A e B os valores seguintes
A =
2
√
ε
√
ε senh
( 1√
ε
)
+ cosh
( 1√
ε
) , B =
√
ε tanh
( 1√
ε
)
− 1
√
ε tanh
( 1√
ε
)
+ 1
.
Comprobamos, efectivamente, que
1
ε
|uε − u0|2a =
A2
ε
∫ 1
0
senh2
( x√
ε
)
dx ≤ A
2
4ε
∫ 1
0
e
2x√
εdx =
A2
8
√
ε
(e
2√
ε − 1)
≤
√
ε e
2√
ε
2 cosh2
( 1√
ε
) ≤ 2√ε→ 0,
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Isto conduce a unha estimación mellor, incluso, que (3.2.53). Comprobamos tamén (3.2.52)
para unha prolongación arbitraria u˜0.
||uε − u˜0||2a =
A2
ε
∫ 1
0
cosh2
( x√
ε
)
dx+
∫ 2
1
(B − u˜′0(x))2 dx+ |uε − u0|2a
≤ A
2
ε
∫ 1
0
e
2x√
ε dx+ 2
∫ 2
1
B2 dx+ 2
∫ 2
1
(u˜′0(x))
2 dx+ |uε − u0|2a
≤ 8√ε+ 2B2 + 2
∫ 2
1
(u˜′0(x))
2 dx+ 2ε
√
ε.
Tendo en conta que B ∼ 1 e u˜0 ∈ H10 (Ω), o cálculo anterior implica (3.2.52). 
3.2.2. Un resultado global de converxencia
Nalgunhas ocasións, a converxencia de uε cara a u0, —ver teorema 3.2.1—, pode ser
estendida ademais a todo o dominio Ω. Non é o caso dos exemplos 3.2.1 ou 3.2.2, nos que
uε tende a inﬁnito fóra de Ω′, pero no exemplo 3.2.3, se temos en conta que B en (3.2.49)
tende a −2
3
cando ε tende a 0, observamos a converxencia puntual que amosa a ﬁgura 3.4.
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Figura 3.4: Converxencia da solución uε en todo o dominio Ω.
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Como se pode aprezar, a función límite parece ser unha prolongación da función coñecida en
Ω′, aínda que non constante. Destaca na mesma gráﬁca a regularidade das funcións e induce
a pensar na existencia dun límite en todo o dominio Ω. Por esta razón, preguntámonos cales
serán os casos de converxencia en H1(Ω) e se este será un deles.
Comprobamos de seguido que unha das hipóteses clave para garantir este comportamento
é a posibilidade de prolongación de u0 en Ω a un elemento de K, como establecemos en
(3.2.50). A outra hipótese clave sitúase nas propiedades do termo fronteira. Neste sentido,
supoñemos a existencia dos límites
ψ+(x) := l´ım
v→0+
γ(x, v)
v
c.t.p. x ∈ Γ, (3.2.70)
ψ−(x) := l´ım
v→0−
γ(x, v)
v
c.t.p. x ∈ Γ. (3.2.71)
Aínda que non podemos garantir que sempre existan, podemos atopar familias de funcións
γ(x, u) nas condicións do teorema 3.2.1 para as cales os límites anteriores sí existen, e que
presentamos a continuación.
Exemplo 3.2.6. Unha familia de funcións para as que está garantida a existencia dos
límites (3.2.70) e (3.2.71) é a das funcións γ(x, u) lineais na segunda compoñente.
É dicir, dada g ∈ L∞(Γ) tal que g(x) ≥ 0, c.t.p. x ∈ Γ, consideremos a función γ(x, u)
deﬁnida por
γ(x, u) = g(x)u, c.t.p. x ∈ Γ, ∀u ∈ R.
A hipótese (1.1.11) cúmprese con C1 = |g|∞ e γ0 = 0. En canto a (1.1.12),
(γ(x, v)− γ(x, u))(v − u) = g(x)(v − u)2 ≥ 0, c.t.p. x ∈ Γ, ∀u ∈ R.
Entón, para cada v 6= 0, temos
γ(x, v)
v
=
g(x)v
v
= g(x) c.t.p. x ∈ Γ.
Polo tanto, ψ+(x) = ψ−(x) = g(x) c.t.p. x ∈ Γ. 
Exemplo 3.2.7. Neste exemplo analizamos unha variante do anterior.
Sexan g e h dúas funcións de L∞(Γ) tales que g(x) ≥ 0 e h(x) ≥ 0 c.t.p. x ∈ Γ.
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Entón é doado comprobar que
γ(x, u) =

 g(x)u, se u ≤ 0h(x)u, se u > 0 , c.t.p. x ∈ Γ, ∀u ∈ R
é unha función de Carathéodory que cumpre (1.1.11) para C1 = (|g|∞ ∨ |h|∞) e γ0 = 0.
Veriﬁquemos (1.1.12). En efecto, razoando c.t.p. x ∈ Γ, se v ≥ u,
(γ(x, v)− γ(x, u))(v − u) =


g(x)(v − u)2 ≥ 0, se u, v ≤ 0,
(h(x)v − g(x)u)(v − u) ≥ 0, se u ≤ 0 e v > 0,
h(x)(v − u)2 ≥ 0, se u, v > 0.
Obtemos cálculos análogos para o caso v ≤ u. Ademais, para cada v 6= 0, temos
γ(x, v)
v
=

 g(x), se v < 0,h(x), se v > 0,
de onde deducimos ψ+(x) = h(x) e ψ−(x) = g(x) c.t.p. x ∈ Γ. 
Exemplo 3.2.8. Existen máis casos, non contemplados anteriormente, nos que os lími-
tes (3.2.70) e (3.2.71) existen. En efecto, sexan α, β, δ ∈ R tres constantes positivas. A
continuación consideramos dúas mostras que cumpren a condición (1.1.11) con C1 =
α
β
e γ0 = 0. Ambas as dúas cumpren tamén (1.1.12) por presentar monotonía crecente na
segunda variable.
1. Dado k ∈ N, sexa γ(x, u) = αu
2k+1
δ + β u2k
c.t.p. x ∈ Γ, ∀u ∈ R. Obtemos, para cada
v 6= 0, que
γ(x, v)
v
=
α v2k
δ + β v2k
c.t.p. x ∈ Γ.
En consecuencia, ψ+(x) = ψ−(x) = 0 c.t.p. x ∈ Γ.
2. Sexa γ(x, u) =
α u
δ + β u2/3
c.t.p. x ∈ Γ, ∀u ∈ R. Para cada v 6= 0 podemos escribir
γ(x, v)
v
=
α
δ + β v2/3
c.t.p. x ∈ Γ.
Así, ψ+(x) = ψ−(x) =
α
δ
c.t.p. x ∈ Γ.
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
No caso de existiren os límites (3.2.70) e (3.2.71), podemos construír a seguinte función,
ψ(x, u) =

 ψ−(x)u, se u ≤ 0ψ+(x)u, se u > 0 , c.t.p. x ∈ Γ, ∀u ∈ R. (3.2.72)
O lema seguinte resume as características principais desta nova función de fronteira ψ(x, u)
e relaciónaas coas mesmas características de γ(x, u). Estas propiedades permiten entón uti-
lizar esta nova función na construción dun novo problema límite con existencia e unicidade
de solución baixo as hipóteses usuais.
Lema 3.2.4 Se existen os límites (3.2.70) e (3.2.71) e a función γ(x, u) cumpre as condi-
cións (1.1.11) con γ0 ≡ 0 e (1.1.12), entón a función ψ(x, u) definida en (3.2.72) é unha
función de Carathéodory que tamén cumpre as condicións (1.1.11) con γ0 ≡ 0 e (1.1.12).
Demostración: En efecto, para cada v 6= 0, as funcións
x 7−→ γ(x, v)
v
son medibles por ser γ(x, u) unha función de Carathéodory. En consecuencia, obtemos que
tanto x 7−→ ψ+(x) como x 7−→ ψ−(x) son funcións medibles, por seren construídas como
límite puntual de funcións medibles, para todo u ∈ R —ver Rudin[125]—.
Isto implica que x 7−→ ψ(x, u) é medible para calquera u ∈ R. Ademais, a continuidade na
segunda variable resulta inmediata e isto proba que ψ(x, u) é unha función de Carathéodory.
Comprobemos as condicións (1.1.11) e (1.1.12) a continuación.
Como γ(x, v) cumpre (1.1.11) con γ0(x) = 0, entón temos, por un lado, para case todo
punto x ∈ Γ e para todo v 6= 0,∣∣∣γ(x, v)
v
∣∣∣ = |γ(x, v)||v| ≤ C1|v||v| = C1, c.t.p. x ∈ Γ,
de onde, necesariamente, obtemos que ψ+, ψ− ∈ L∞(Γ) e a función ψ(x, u) cumpre (1.1.11)
para C1 = (|ψ+|∞ ∨ |ψ−|∞) e γ0 = 0. Por outro lado, aplicando (1.1.12) e que γ(x, 0) = 0,
para cada v 6= 0,
γ(x, v)
v
=
(γ(x, v)− γ(x, 0))v
v2
≥ 0, c.t.p. x ∈ Γ.
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Polo tanto, deducimos
ψ+(x) ≥ 0, ψ−(x) ≥ 0, c.t.p. x ∈ Γ, (3.2.73)
que nos permite comprobar (1.1.12) para ψ(x, u).
En efecto, razoando c.t.p. x ∈ Γ, se v ≥ u,
(ψ(x, v)− ψ(x, u))(v − u) =


ψ−(x)(v − u)2 ≥ 0, se u, v ≤ 0,
(ψ+(x)v − ψ−(x)u)(v − u) ≥ 0, se u ≤ 0 e v > 0,
ψ+(x)(v − u)2 ≥ 0, se u, v > 0.
Obtemos cálculos análogos para o caso v ≤ u.
Nos casos onde podemos construír a función ψ(x, u) deﬁnida en (3.2.72), propoñemos o
seguinte problema,
u˜0 ∈ Wu0 = {v ∈ K, v = u0, c.t.p. en Ω′},∫
Ω
A(x, 0)∇u˜0 · ∇(v − u˜0) dx+
∫
Γ
ψ(x, u˜0)(v − u˜0) dσ ≥ 0, ∀v ∈ Wu0.

 (3.2.74)
Observación 3.2.6. Nótese que para este convexo Wu0, temos (v − u˜0) = 0 c.t.p. en Ω′
para calquera v ∈ Wu0 , polo que resulta∫
Ω
A(x, 0)∇u˜0 · ∇(v − u˜0) dx =
∫
Ω\Ω′
A(x, 0)∇u˜0 · ∇(v − u˜0) dx, ∀v ∈ Wu0.
@
O problema (3.2.74) presenta unha apariencia similar a (1.1.6), aínda que debemos advertir
a desaparición da non linealidade no termo de maior orde. Dependendo da forma do termo
fronteira, que tamén pode ser lineal, (3.2.74) pode resultar ﬁnalmente un problema lineal.
Con respecto á existencia e unicidade de solución do mesmo temos, entón, o resultado
seguinte.
Corolario 3.2.2 Baixo a hipótese (1.1.4) e as condicións (1.1.7), (1.1.9), (1.1.10), (1.1.11)
para γ0(x) = 0 c.t.p. en Γ, e (1.1.12), entón o problema (3.2.74) ten unha única solución.
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Demostración: É unha consecuencia do teorema 2.3.2. En efecto, cúmprense todas as
súas hipóteses. A condición (2.3.1) cúmprese trivialmente por A(x, 0) mentres que ψ(x, u)
tamén cumpre (2.3.4), pois lembrando (3.2.73) obtemos
ψ(x, v)− ψ(x, u) =


ψ−(x)(v − u), se u, v ≤ 0,
ψ+(x)v − ψ−(x)u ≤ (ψ+(x) + ψ−(x))(v − u), se u ≤ 0 e v > 0,
ψ+(x)(v − u), se u, v > 0.
Así, en todo caso, sempre podemos escribir
|ψ(x, v)− ψ(x, u)| ≤ 2C1|v − u|,
que implica (2.3.4). En consecuencia, o problema (3.2.74) ten unha única solución.
No suposto de que haxa regularidade suﬁciente como para que existan prolongacións en K
do elemento u0 a todo o dominio Ω e, ademais, esteamos en situación de construír a función
de fronteira (3.2.72), podemos ampliar e mellorar a converxencia da solución uε de (1.1.6)
demostrada no teorema 3.2.1.
Teorema 3.2.2 Baixo as hipóteses do teorema 3.2.1, se Wu0 é non baleiro e os límites
(3.2.70) e (3.2.71) existen, entón
uε → u˜0 en H1(Ω). (3.2.75)
sendo u˜0 a solución do problema (3.2.74).
Demostración: Dado que estamos en condicións de aplicar o lema 3.2.3, a estimación
(3.2.52) permite observar que
||uε||1,2 ≤ ||uε − u˜0||1,2 + ||u˜0||1,2 ≤ C,
para unha constante C independente de ε, razón pola cal podemos asegurar a existencia
dun elemento w0 ∈ H1(Ω) e dunha subsucesión, que seguiremos denotando por uε, tal que
uε ⇀ w0 en H
1(Ω), (3.2.76)
uε → w0 en L2(Ω); uε → w0 en L2(Γ), (3.2.77)
uε → w0 c.t.p. en Ω; uε → w0 c.t.p. en Γ. (3.2.78)
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sendo ademais w0 ∈ K, debido a queK é un conxunto debilmente pechado en H1(Ω). Entón
seguimos un argumento similar ao utilizado no lema 3.2.3, tomando v = w0 en (1.1.6) e
v = uε en (3.2.24). Así, seguindo os mesmos pasos cós reproducidos alí, obtemos para w0 a
desigualdade análoga a (3.2.60), ou o que é o mesmo,
ε
∫
Ω
A(x, εuε)∇(w0 − uε) · ∇(w0 − uε) dx+
∫
Ω
a (uε − w0)2 dx ≤
≤ ε
∫
Ω
A(x, εuε)∇w0 · ∇(w0 − uε) dx+
∫
Γ
γ(x, εw0)(w0 − uε) dσ.
De maneira que, para cada ε ≤ 1, e lembrando (1.1.10) e que (1.1.11) cúmprese con γ0(x)
nula, chegamos á estimación seguinte,
ε(λ ∧ 1)||uε − w0||2a ≤ ε
∫
Ω
A(x, εuε)∇w0 · ∇(w0 − uε) dx+ εC1
∫
Γ
|w0||w0 − uε| dσ,
que dividida entre ε convértese en
(λ ∧ 1)||uε − w0||2a ≤
∫
Ω
A(x, εuε)∇w0 · ∇(w0 − uε) dx+ C1
∫
Γ
|w0||w0 − uε| dσ. (3.2.79)
Por outra banda, de (3.2.78), usando (1.1.9) e o teorema de Lebesgue, tense
A(x, εuε)∇w → A(x, 0)∇w en L2(Ω), ∀w ∈ H1(Ω). (3.2.80)
Esta converxencia, considerada para w = w0, xunto con (3.2.76) e (3.2.77), permite pasar ao
límite en (3.2.79), resultando o límite do termo dereito nulo, o que demostra en consecuencia
a converxencia forte de uε cara w0 en H1(Ω).
Finalmente, usando (3.2.53) e (1.1.4) —ver tamén (3.2.9)—, temos
|u0 − w0|a ≤ |u0 − uε + uε − w0|a ≤ |u0 − uε|a + |uε − w0|a ≤
≤ N√ε+ |uε − w0|a ≤ N
√
ε+
√
Λ|uε − w0|2,Ω, ∀ε > 0. (3.2.81)
Debido a (3.2.77), e como N non depende de ε, tomando o límite cando ε tende a cero en
(3.2.81), deducimos que |u0 − w0|a = 0, que implica que w0 = u0 c.t.p. en Ω′ e isto proba
que w0 ∈ Wu0 . É dicir, para probar (3.2.75), tan só resta por comprobar que w0 = u˜0 é a
solución do problema (3.2.74). Con esta ﬁnalidade, sexa w un elemento arbitrario de Wu0.
Entón w é unha prolongación de u0 de modo que coincide con este en case todos os puntos
do conxunto Ω′. Como, ademais, f ∈ L2(a dx)∗, tense que para todo elemento w ∈ Wu0 ,
〈f, uε − w〉 =
∫
Ω′
a f ∗(uε − w) dx =
∫
Ω′
a f ∗(uε − u0) dx = 〈f, uε − u0〉. (3.2.82)
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Aplicando o lema A.1.5 para w = uε temos que o problema (A.1.7) é equivalente a (1.1.6).
Así, usando un elemento arbitrario w ∈ Wu0 como función test en (A.1.7) e tendo en conta
(3.2.82), obtemos
ε
∫
Ω
[
A(x,εuε)∇w · ∇(w − uε) + a u0(u0 − uε)
]
dx
+
∫
Γ
γ(x, εw)(w − uε) dσ ≥ 〈f, u0 − uε〉, ∀w ∈ Wu0, (3.2.83)
Por outra banda, considerando v = uε no problema límite (3.2.24) en Ω′ obtemos∫
Ω
a u0(uε − u0) dx ≥ 〈f, uε − u0〉. (3.2.84)
Por tanto, mediante a suma das anteriores desigualdades (3.2.83) e (3.2.84) chegamos a
ε
∫
Ω
A(x,εuε)∇w · ∇(w − uε) dx+
∫
Γ
γ(x, εw)(w − uε) dσ ≥ 0, ∀w ∈ Wu0 ,
de onde deducimos, logo de dividir entre o pequeno parámetro positivo ε,∫
Ω
A(x, εuε)∇w · ∇(w − uε) dx+
∫
Γ
γ(x, εw)
ε
(w − uε) dσ ≥ 0, ∀w ∈ Wu0 . (3.2.85)
Sendo w ∈ Wu0 un elemento arbitrario e ε > 0, o lema de Nemitskii A.1.4 asegura que a
función deﬁnida por
x 7−→ γ˜ε(x, w) = γ(x, εw(x))
ε
, c.t.p. x ∈ Γ
pertence a L2(Γ) pois, grazas a (1.1.11) e que γ0 = 0, é unha función de Carathéodory
maiorada por
|γ˜ε(x, w)| =
∣∣∣γ(x, εw)
ε
∣∣∣ ≤ C1|w|. (3.2.86)
Probemos agora que, para calquera w ∈ R,
γ˜ε(x, w)→ ψ(x, w), c.t.p. x ∈ Γ, (3.2.87)
cando ε tende a cero, sendo ψ(x, w) a función deﬁnida en (3.2.72).
En efecto, razoando c.t.p. x ∈ Γ, se w = 0 temos γ˜ε(x, 0) = 0 para calquera ε > 0. Por
contra, se w > 0, deducimos
γ˜ε(x, w) =
γ(x, εw)
ε
= w
γ(x, εw)
εw
→ ψ+(x)w,
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cando ε tende a cero. Se w < 0 obtemos, analogamente,
γ˜ε(x, w)→ ψ−(x)w,
e isto proba (3.2.87). Esta converxencia puntual, xunto coa estimación (3.2.86), permite
aplicar o teorema de Lebesgue para deducir
γ˜ε(x, w)→ ψ(x, w) en L2(Γ). (3.2.88)
Por tanto, tendo (3.2.88) en conta e usando (3.2.77) e (3.2.80), podemos facer un paso ao
límite en (3.2.85), que nos leva a concluír∫
Ω
A(x, 0)∇w · ∇(w − w0) dx+
∫
Γ
ψ(x, w)(w − w0) dσ ≥ 0, ∀w ∈ Wu0 .
Dado que ψ(x, w) é unha función de Carathéodory —ver lema 3.2.4—, a aplicación do lema
A.1.5 conduce a que w0 ∈ Wu0 cumpre∫
Ω
A(x, 0)∇w0 · ∇(w − w0) dx+
∫
Γ
ψ(x, w0)(w − w0) dσ ≥ 0, ∀w ∈ Wu0 . (3.2.89)
Deste xeito, w0 = u˜0 é a solución de (3.2.74), o que conclúe a demostración.
Exemplo 3.2.9. Sexan Ω = (0, 1), Ω′ = (0, 1/2), a = χΩ′ , K = H1(Ω) e A(x, u) ≡ 1.
Deﬁnimos f ∈ L2(adx)∗ mediante
〈f, v〉 =
∫
Ω′
v dx, ∀v ∈ L2(a dx).
Se escollemos tamén γ(x, u) como unha función lineal como se pode ver en (3.2.46), estamos
nas condicións do exemplo 3.2.3 e, ademais,
ψ(x, u) = γ(x, u) = u, ∀x ∈ Γ = {0, 1}, u ∈ R. (3.2.90)
Así, a solución u˜0 do problema (3.2.74) é un elemento do convexo pechado non baleiro Wu0,
dado neste caso por Wu0 = {v ∈ H1(Ω), v = 1 c.t.p. en Ω′}, tal que∫ 1
1/2
u˜′0(v
′ − u˜′0) dx+ u˜0(1)(v(1)− u˜0(1)) ≥ 0, ∀v ∈ Wu0 . (3.2.91)
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Nótese que o termo en x = 0 da integral de fronteira anúlase, posto que as funcións de
Wu0 son todas continuas e necesariamente v(0) = 1 para calquera v ∈ Wu0 . Seguindo
un razoamento análogo ao do exemplo 3.2.2, determinamos o problema forte ao que nos
conduce (3.2.91). Así, se eliximos w un elemento do conxunto
W0 := {v ∈ H1(Ω), v = 0 c.t.p. en Ω′},
podemos empregar v = u˜0±w como funcións test en (3.2.91), obtendo a ecuación variacional∫ 1
1/2
u˜′0w
′ dx+ u˜0(1)w(1) = 0, ∀w ∈ W0. (3.2.92)
Tomando ϕ ∈ C1c ((1/2, 1)) ⊂W0 como función test en (3.2.92), obtemos∫ 1
1/2
u˜′0ϕ
′ dx = 0, ∀ϕ ∈ C1c ((1/2, 1)),
e asumindo regularidade suﬁciente para aplicar unha integración por partes, u˜0 satisfai
−
∫ 1
1/2
u˜′′0ϕdx = 0, ∀ϕ ∈ C1c ((1/2, 1)).
Grazas ao carácter denso de C1c ((1/2, 1)) en L2((1/2, 1)) —Brézis[26], p. 71— podemos
deducir
−u˜′′0 = 0, c.t.p. en (1/2, 1). (3.2.93)
Finalmente, de (3.2.92), tendo en conta que w(1/2) = 0 para calquera w ∈ W0, deducimos
−
∫ 1
1/2
u˜′′0w dx+ u˜
′
0(1)w(1) + u˜0(1)w(1) = 0, ∀w ∈ W0.
Aplicando agora (3.2.93) obtemos
u˜′0(1)w(1) + u˜0(1)w(1) = 0, ∀w ∈ W0. (3.2.94)
En consecuencia, a partir de (3.2.93) e (3.2.94), deducimos que u˜0 é a solución do problema

u˜0 = 1 en (0, 12),
−u˜′′0 = 0 en (12 , 1),
u˜0(0) = u˜0(
1
2
) = 1,
u˜′0(1) = −u˜0(1),
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e deseguida obtemos
u˜0(x) =


1, en (0, 1
2
),
−2
3
(x− 2), en (1
2
, 1).
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Figura 3.5: Converxencia en H1(Ω) da solución uε.
No exemplo 3.2.3 xa foi comprobada a converxencia forte de uε a 1 en L2(0, 1/2). Agora
podemos probar esta mesma converxencia en L2(1/2, 1). En efecto,∫ 1
1/2
(uε − u˜0)2 dx =
(
B +
2
3
)2 ∫ 1
1/2
(x− 2)2 dx = 19
24
(
B +
2
3
)2
,
onde B foi calculado en (3.2.49). A converxencia desta expresión a −2/3 implica que a
anterior integral converxe a cero.
Con respecto ás derivadas debemos ter en conta que
u′ε(x) =


2A− 1√
ε
senh
(
x√
ε
)
+ 2A 1
1+
√
ε
e
−x√
ε , en (0, 1
2
),
B, en (1
2
, 1),
sendo A e B os valores dados por (3.2.48) e (3.2.49) e, por outra parte,
u˜′0(x) =


0, en (0, 1
2
),
−2
3
, en (1
2
, 1).
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Así, obtemos
∫ 1
0
(u′ε − u˜′0)2 dx =
(2A− 1√
ε
)2 ∫ 1/2
0
senh2
( x√
ε
)
dx+
( 2A
1 +
√
ε
)2 ∫ 1/2
0
e
−2x√
ε dx+
+ 2
(2A− 1√
ε
)( 2A
1 +
√
ε
)∫ 1/2
0
1 + e
−2x√
ε
2
dx+
1
2
(
B +
2
3
)2
.
Entón, como
∫ 1/2
0
senh2
( x√
ε
)
dx =
1
4
[√
ε senh
( 1√
ε
)
− 1
]
,
∫ 1/2
0
e
−2x√
ε dx = −
√
ε
2
(
e
−1√
ε − 1
)
,
∫ 1/2
0
1 + e
−2x√
ε
2
dx =
1
4
[
1−√ε
(
e
−1√
ε − 1
)]
,
resulta∫ 1
0
(u′ε − u˜′0)2 dx =
1
4
(2A− 1√
ε
)2[√
ε senh
( 1√
ε
)
− 1
]
−
√
ε
2
( 2A
1 +
√
ε
)2(
e
−1√
ε − 1
)
+
+
(2A− 1√
ε
)( A
1 +
√
ε
)[
1−√ε
(
e
−1√
ε − 1
)]
+
1
2
(
B +
2
3
)2
. (3.2.95)
Por tanto, debido a que cando ε tende a cero, A→ 1/2, B → −2/3 e ademais
2A− 1√
ε
=
−2 − 3−2
√
ε
1+
√
ε
2
√
ε cosh
(
1
2
√
ε
)
+ 3 senh
(
1
2
√
ε
)
+ 3−2
√
ε
1+
√
ε
√
εe
−1
2
√
ε
→ 0,
é doado comprobar que os últimos tres sumandos de (3.2.95) converxen a cero. Con respecto
ao primeiro, observamos tamén que
(2A− 1√
ε
)2[√
ε senh
( 1√
ε
)
− 1
]
∼ 25
9
√
ε senh
(
1√
ε
)
senh2
(
1
2
√
ε
) ∼ 50
9
√
ε tanh
( 1√
ε
)
→ 0,
onde, como xa se mencionou anteriormente, a notación Xε ∼ Yε indica que l´ım
ε→0
Xε
Yε
= 1.
En consecuencia, probamos a converxencia (3.2.75) para este caso particular, como pón de
manifesto a ﬁgura 3.5. 
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3.3. Estudo dun caso de converxencia local
A diferenza co exemplo 3.2.3, os problemas contemplados nos exemplos 3.2.1 e 3.2.2
presentan solucións que converxen puntualmente en Ω′ pero non en L2(a dx), servindo
como contraexemplos de (3.2.25). Con todo, as gráﬁcas destas solucións amosan indicios de
que exista unha converxencia local, é dicir, que para cada compacto K ⊂ Ω′ si exista unha
converxencia en L2(K) cara o límite puntual.
No artigo [41], Chipot e Muñiz realizan un estudo de converxencia local para o caso
particular dunha ecuación variacional lineal que se inclúe no marco de (1.1.6) tomando K
como o espazo vectorial H10 (Ω). Inspirándonos neste traballo, estendemos estes resultados
de forma xeral para as inecuacións variacionais do tipo (1.1.6) sobre convexos K cumprindo
condicións especiais, entre as que incluímos a propiedade de cono, deﬁnida na sección A.1.1.
No teorema seguinte probamos unha converxencia no sentido das distribucións, que nos
axudará a estudar converxencias locais da solución do problema en estudo. Nel denotamos
por D(Ω) ao espazo das funcións de clase C∞ con soporte compacto. Lembremos que unha
distribución é un elemento do dual deste espazo, que designamos por D′(Ω).
Teorema 3.3.1 Baixo as hipóteses do teorema 3.1.1, se K ⊂ H1(Ω) é un cono de vértice
φ da forma K = K∗ + φ e, ademais, D(Ω′) ⊂ K∗, entón
auε → f en D′(Ω′). (3.3.1)
Demostración: Dado que estamos nas condicións do lema A.1.2 e D(Ω′) ⊂ K∗, podemos
tomar ±θ ∈ D(Ω′) como funcións test no problema (A.1.2), equivalente a (1.1.6), para
deducir a igualdade∫
Ω′
[
εA(x, εuε)∇uε · ∇θ + auεθ
]
dx = 〈f, θ〉, ∀θ ∈ D(Ω′), (3.3.2)
que equivale a escribir, utilizando o convenio de sumación de Einstein,
auε − f = − ∂
∂xi
(
Aij(x, εuε)
∂
∂xj
(εuε)
)
, en D′(Ω′). (3.3.3)
Mediante a hipótese (1.1.9), razoamos que∣∣∣ ∫
Ω′
[
εA(x, εuε)∇uε · ∇θ
]
dx
∣∣∣ ≤ Λ| |∇(εuε)| |2,Ω′| |∇θ| |2,Ω′,
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de xeito que, aplicando o teorema 3.1.1, podemos deducir∫
Ω′
[
εA(x, εuε)∇uε · ∇θ
]
dx→ 0, ∀θ ∈ D(Ω′),
pois εuε tende a v0 en H1(Ω) e v0 anúlase case en todo punto de Ω′, por ser solución do
problema (3.1.5). Por tanto, v0 pertence ao conxuntoWa deﬁnido en (3.1.3). Entón volvendo
a (3.3.2), podemos escribir∫
Ω′
auεθ dx− 〈f, θ〉 → 0, ∀θ ∈ D(Ω′),
que nos leva a concluír (3.3.1) tendo en conta (3.3.3).
Lembrando o teorema 3.2.1, este amosa, baixo certas condicións sobre o termo fronteira
e supoñendo f ∈ L2(a dx)∗, a converxencia
uε → u0 en L2(a dx),
sendo u0 a única solución do problema
u0 ∈ K ≡ a adherencia de K en L2(a dx),∫
Ω′
a u0(v − u0) dx ≥ 〈f, v − u0〉 ∀v ∈ K.
Tal e como se comprobou na observación 3.2.1, unha condición do tipo
0 < α ≤ a(x), c.t.p. en Ω′, (3.3.4)
para algunha constante α ﬁxada, implica que as normas | · |a e | · |2,Ω′ son equivalentes e
L2(a dx) ≡ L2(Ω′). En consecuencia, baixo esta hipótese de limitación inferior de a en Ω′,
a converxencia que se proba no teorema 3.2.1 resulta
uε → u0 en L2(Ω′).
Botando man do mesmo argumento da observación 3.2.3, obtemos
0 ≤
∫
Ω′
a u0(v − u0) dx− 〈f, v − u0〉 =
∫
Ω′
a u0(v − u0) dx−
∫
Ω′
a
f
a
(v − u0) dx
=
∫
Ω′
a
(
u0 − f
a
)
(v − u0) dx, ∀v ∈ K,
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de forma que, se f pertence á adherencia de K en L2(Ω′) ≡ L2(a dx), entón u0 = f
a
. En
consecuencia, neste caso deducimos
uε → f
a
en L2(Ω′).
A continuación, estendemos de forma local este resultado para unha maior variedade de fun-
cións f e sen ningún tipo de condición sobre o termo fronteira, pero baixo certas restricións
sobre o convexo K e a mencionada hipótese (3.3.4) sobre a.
Teorema 3.3.2 Baixo as hipóteses do teorema 3.3.1, se H10 (Ω
′) ⊂ K∗, f ∈ L2
loc
(Ω′) e
existe unha constante positiva α de modo que se verifica (3.3.4), entón cúmprese
uε → f
a
, en L2
loc
(Ω′). (3.3.5)
Demostración: Sexa η ∈ D(Ω′) tal que η = 1 nalgún subconxunto compacto K ⊂ Ω′ e
uε = u
∗
ε+φ a solución de (1.1.6). Entón ±η2u∗ε ∈ H10 (Ω′) e son tamén elementos de K∗, por
hipótese. Así, facendo uso do lema A.1.2, podemos tomar v∗ = ±η2u∗ε como funcións test
en (A.1.2) para deducir∫
Ω′
a uεη
2u∗ε dx = 〈f, η2u∗ε〉 −
∫
Ω′
εA(x, εuε)∇uε · ∇(η2u∗ε) dx,
de onde, utilizando que, por hipótese, f ∈ L2
loc
(Ω′), podemos escribir∫
Ω′
a uεη
2u∗ε dx =
∫
Ω′
fη2u∗ε dx−
∫
Ω′
εA(x, εuε)∇uε · ∇(η2u∗ε) dx, (3.3.6)
Usando que u∗ε = uε − φ, e denotando A = A(x, εuε) por simplicidade, obtemos∫
Ω′
a(ηuε)
2 dx =
∫
Ω′
fη2uε dx−
∫
Ω′
fη2φ dx+
∫
Ω′
a uεη
2φ dx+
∫
Ω′
εA∇uε · ∇(η2φ) dx
−
∫
Ω′
εA∇uε · ∇(η2uε) dx.
Mediante cálculos elementais,∫
Ω′
a(ηuε)
2 dx =
∫
Ω′
fη2uε dx−
∫
Ω′
fη2φ dx+
∫
Ω′
a uεη
2φ dx+
∫
Ω′
εA∇uε · ∇(η2φ) dx
−
∫
Ω′
εA∇uε · (2ηuε∇η + η2∇uε) dx.
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Grazas á hipótese (1.1.10), deducimos∫
Ω′
εAη2∇uε · ∇uε dx ≥ 0,
de xeito que∫
Ω′
a(ηuε)
2 dx ≤
∫
Ω′
fη2uε dx−
∫
Ω′
fη2φ dx+
∫
Ω′
a uεη
2φ dx+
∫
Ω′
A∇(εuε) · ∇(η2φ) dx
− 2
∫
Ω′
ηuεA∇(εuε) · ∇η dx.
Utilizando o convenio de sumación de Einstein, e denotando A = (Aij), i, j = 1, ... n,
podemos escribir equivalentemente∫
Ω′
a(ηuε)
2 dx ≤
∫
Ω′
fη2uε dx−
∫
Ω′
fη2φ dx+
∫
Ω′
a uεη
2φ dx+
∫
Ω′
Aij
∂(εuε)
∂xi
∂(η2φ)
∂xj
dx
− 2
∫
Ω′
ηuεAij
∂(εuε)
∂xi
∂η
∂xj
dx. (3.3.7)
Agora ben, como η ∈ D(Ω′), existe unha constante positiva R independente de ε tal que∣∣∣ ∂η
∂xi
(x)
∣∣∣ ≤ R, ∀x ∈ Ω′, i = 1, ... , n.
Tendo en conta esta estimación, xunto con (1.1.9), podemos aplicar a desigualdade de
Cauchy-Schwarz e deducir∣∣∣ ∫
Ω′
ηuεAij
∂(εuε)
∂xi
∂η
∂xj
dx
∣∣∣ ≤ ∫
Ω′
|ηuε| |Aij|
∣∣∣∂(εuε)
∂xi
∣∣∣ ∣∣∣ ∂η
∂xj
∣∣∣ dx
≤ ΛRn
n∑
i=1
∫
Ω′
|ηuε|
∣∣∣∂(εuε)
∂xi
∣∣∣ dx
≤ ΛRn |ηuε|2,Ω′
n∑
i=1
(∫
Ω′
∣∣∣∂(εuε)
∂xi
∣∣∣2 dx) 12 . (3.3.8)
Ademais, dado que estamos nas condicións do lema 3.1.4, a estimación (3.1.6) é válida nesta
demostración, polo que, da desigualdade anterior, deducimos∣∣∣ ∫
Ω′
ηuεAij
∂(εuε)
∂xi
∂η
∂xj
dx
∣∣∣ ≤ ΛRn2 |ηuε|2,Ω′||εuε||1,2 ≤ ΛRM n2 |ηuε|2,Ω′. (3.3.9)
Do mesmo xeito, (1.1.9) implica∣∣∣ ∫
Ω′
Aij
∂(εuε)
∂xi
∂(η2φ)
∂xj
dx
∣∣∣ ≤ Λ| |∇(εuε)| |2,Ω′| |∇(η2φ)| |2,Ω′ (3.3.10)
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e, novamente grazas a (3.1.6), deducimos∣∣∣ ∫
Ω′
[
A∇(εuε) · ∇(η2φ)
]
dx
∣∣∣ ≤ ΛM | |∇(η2φ)| |2,Ω′. (3.3.11)
Por outra banda, a desigualdade de Cauchy-Schwarz implica∣∣∣ ∫
Ω′
fη2uε dx
∣∣∣ ≤ |ηf |2,Ω′|ηuε|2,Ω′, (3.3.12)
e tamén, tendo en conta (1.1.4), que∣∣∣ ∫
Ω′
a uεη
2φ dx
∣∣∣ ≤ Λ|ηφ|2,Ω′|ηuε|2,Ω′. (3.3.13)
Entón, reunindo as estimacións anteriores (3.3.9), (3.3.11), (3.3.12) e (3.3.13) en (3.3.7) e
facendo uso de (3.3.4) chegamos á desigualdade
α|ηuε|22,Ω′ ≤ (|ηf |2,Ω′ + Λ|ηφ|2,Ω′ + 2ΛRMn2)|ηuε|2,Ω′ + |ηf |2,Ω′|ηφ|2,Ω′ + ΛM | |∇(η2φ)| |2,Ω′,
que nos permite deducir a existencia dunha constante positiva S independente de ε tal que
|ηuε|2,Ω′ ≤ S. (3.3.14)
Así, existen unha subsucesión, que seguimos denotando como a sucesión orixinal, e un
elemento g ∈ L2(Ω′) tal que
ηuε ⇀ g, en L
2(Ω′). (3.3.15)
Dado que a ∈ L∞(Ω), obtemos
aηuε ⇀ ag, en L
2(Ω′),
e a converxencia (3.3.1) condúcenos entón a que ag = ηf , polo que g = η
f
a
é o único límite
posible en (3.3.15) e entón toda a sucesión uε cumpre
ηuε ⇀ η
f
a
, en L2(Ω′). (3.3.16)
Probemos agora que a converxencia anterior é, de feito, forte. En primeiro lugar, como
estamos nas hipóteses do teorema 3.1.1, verifícase
εuε → 0 en H1(Ω′), (3.3.17)
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pois o límite v0 de (3.1.14) é nulo case en todo punto de Ω′ por pertencer a Wa. Polo tanto,
volvendo a (3.3.8), a estimación (3.3.14) e o límite (3.3.17) permiten concluír∣∣∣ ∫
Ω′
ηuεAij
∂(εuε)
∂xi
∂η
∂xj
dx
∣∣∣ ≤ ΛRnS n∑
i=1
(∫
Ω′
∣∣∣∂(εuε)
∂xi
∣∣∣2 dx) 12 → 0. (3.3.18)
Ademais tamén usamos (3.3.17) para obter∫
Ω′
Aij
∂(εuε)
∂xi
∂(η2φ)
∂xj
dx→ 0, (3.3.19)
mediante un paso ao límite en (3.3.10). A converxencia débil (3.3.16) en L2(Ω′) lévanos a
establecer os seguintes límites ∫
Ω′
ηfηuε dx→
∫
Ω′
ηfη
f
a
dx, (3.3.20)∫
Ω′
auεη
2φ dx→
∫
Ω′
fη2φ dx. (3.3.21)
Polo tanto, tendo en conta (3.3.18)-(3.3.21), podemos pasar ao límite en (3.3.7) para deducir
l´ım sup
ε→0
|ηuε|2a ≤
∫
Ω′
η2
f 2
a
dx−
∫
Ω′
fη2φ dx+
∫
Ω′
fη2φ dx =
∫
Ω′
aη2
(f
a
)2
dx, (3.3.22)
e, lembrando (3.3.16), a propiedade de semicontinuidade inferior da norma | · |a implica∫
Ω′
aη2
(f
a
)2
dx ≤ l´ım inf
ε→0
|ηuε|2a. (3.3.23)
Enlazando (3.3.22) e (3.3.23) deducimos
l´ım
ε→0
|ηuε|2a =
∫
Ω′
aη2
(f
a
)2
dx,
polo que, lembrando a equivalencia das normas | · |a e | · |2,Ω′, o límite anterior e mais (3.3.16)
implican
ηuε → ηf
a
en L2(Ω′), (3.3.24)
como queríamos probar.
Observación 3.3.1. A hipótese de que o convexo K conteña a H10 (Ω
′) é cumprida por
convexos importantes, como os de tipo Signorini. En efecto,
H10 (Ω
′) ⊂ K = {v ∈ H1(Ω), v ≥ 0 c.t.p. sobre Γ}.
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@
Exemplo 3.3.1. Retomamos o exemplo 3.2.1, onde supoñíamos Ω = (0, 1), Ω′ = (0, 1/2),
a = χΩ′ , γ = 0 e o convexo
K = {v ∈ H1(Ω), v − 1 ∈ H10 (Ω)}.
Tomamos tamén A(x, u) ≡ 1 e o termo f dado por
〈f, v〉 =
∫
Ω
v dx, ∀v ∈ H1(Ω).
Anteriormente comprobamos que, en Ω′, a solución do problema (1.1.6) toma a forma
uε(x) = 1 + 2A senh
( x√
ε
)
, x ∈ (0, 1/2),
sendo
A =
1
8
√
ε
(
cosh
( 1
2
√
ε
)
+ 2
√
ε senh
( 1
2
√
ε
)) .
Observamos entón que uε(x) tende puntualmente á constante 1. Pero, como demostramos no
exemplo 3.2.1, esta converxencia non é forte en L2(0, 1/2) pois f así deﬁnida é un elemento
de H1(Ω)∗ que non pertence a L2(a dx)∗. Nótese que, segundo a observación 3.2.1, este
espazo é identiﬁcable con L2(Ω′). Non obstante, nótese tamén que si se cumpre f ∈ L2
loc
(Ω′)
e, polo tanto, estamos nas condicións do teorema 3.3.2. Así, neste caso particular, temos
uε → f
a
= 1 en L2
loc
(Ω′).
Para comprobalo, sexa K un subconxunto compacto de (0, 1/2) arbitrariamente escollido.
Entón K é un conxunto pechado tal que K ⊆ [a, b], sendo
a = mı´n
k∈K
{k} > 0,
b = ma´x
k∈K
{k} < 1
2
,
de xeito que∫
K
(uε(x)− 1)2 dx ≤
∫ b
a
(uε(x)− 1)2 dx = 4A2
∫ b
a
senh
( x√
ε
)2
dx
= A2
[√
ε
(
senh
( 2b√
ε
)
− senh
( 2a√
ε
))
− 2(b− a)
]
≤ √εA2 senh
( 2b√
ε
)
.
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Podemos veriﬁcar que
A2 ∼ 1
32ε cosh
( 1√
ε
) ,
e, en consecuencia,
∫
K
(uε(x)− 1)2 dx ≤
√
εA2 senh
( 2b√
ε
)
∼ 1
32
√
ε
senh
( 2b√
ε
)
cosh
( 1√
ε
) → 0,
pois 2b < 1 para todos os compactos K ⊂ Ω′. 
3.4. Algúns exemplos
3.4.1. O caso dun conxunto limitado
Nesta situación, se K é un conxunto limitado de H1(Ω), é inmediato comprobar que
K0 = Wa = {0},
como se levou a cabo no exemplo 3.1.1, mais tamén pode probarse directamente, —dado
que uε é unha sucesión limitada— que
vε = εuε → 0 en H1(Ω).
3.4.2. O caso dun espazo vectorial
Se K = V é un subespazo pechado de H1(Ω), entón é doado comprobar que
K0 = V, Wa = {v ∈ V ; av = 0 c.t.p. en Ω},
e que v0 é a solución débil do problema

v0 ∈ Wa,∫
Ω
A(x, v0)∇v0 · ∇v dx+
∫
Γ
γ(x, v0)v = 〈f, v〉, ∀v ∈ Wa.
(3.4.1)
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Véxanse tamén os artigos Chipot-Muñiz[41] e Álvarez-Dios et al.[7, 8]. Observemos que,
cando a > 0 c.t.p. en todo o dominio Ω, estamos de novo no caso trivial onde se cumpre
K0 = Wa = {0}.
En canto a u0 sabemos que, se f ∈ L2(a dx)∗, en virtude do teorema de representación
de Riesz existe un único elemento f ∗ ∈ L2(a dx) tal que
〈f, v〉 = (f ∗, v)a, ∀v ∈ L2(a dx), (3.4.2)
así u0 cumpre —ver (3.2.24)—

(u0, v)a = (f
∗, v)a, ∀v ∈ V
u0 ∈ V
(3.4.3)
onde V denota a adherencia de V en L2(a dx). En efecto, as funcións u0± v pertencen a V
para calquera v ∈ V e podemos usalas como funcións test en (3.2.24). Dunha parte, usando
u0 + v, obtemos ∫
Ω′
a u0v dx ≥ 〈f, v〉, ∀v ∈ V ,
mentres que, para u0 − v, obtemos a desigualdade oposta∫
Ω′
a u0v dx ≤ 〈f, v〉, ∀v ∈ V .
Estas dúas desigualdades, xunto con (3.4.2), conducen a (3.4.3). Adicionalmente, no caso
de que V sexa denso en L2(a dx), temos
u0 = f
∗. (3.4.4)
Por exemplo, baixo unha hipótese como (3.2.10), na observación 3.2.1 probamos a equiva-
lencia L2(a dx) ≡ L2(Ω′). Neste caso, calquera espazo vectorial V tal que H10 (Ω′) ⊂ V é un
exemplo para o que se veriﬁca (3.4.4), pois é coñecida a densidade —ver Brézis[26]— de
H10 (Ω
′) en L2(Ω′).
3.4.3. O caso do problema do obstáculo
Estudamos neste apartado o caso no que o convexo pechado K toma a forma usual dos
problemas de obstáculo, é dicir
K = {v ∈ H10 (Ω); v ≥ ϕ c.t.p. en Ω}, (3.4.5)
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onde ϕ é unha función que satisfai a condición
ϕ ∈ H1(Ω), ϕ ≤ 0 sobre Γ, (3.4.6)
é dicir, ϕ+ = ma´x {ϕ, 0} = ϕ ∨ 0 ∈ K. No exemplo 3.1.1 probamos que
K0 = {v ∈ H10 (Ω); v ≥ 0 c.t.p. en Ω},
e, en consecuencia,
Wa = {v ∈ K0; av = 0 c.t.p. en Ω},
o cal determina a solución v0 neste caso.
Co propósito de simpliﬁcar o problema e obter a solución u0 polo menos nun caso sinxelo,
escollemos
a = a0 χΩ′ , (3.4.7)
onde Ω′ ⊂ Ω é un subconxunto medible e a0 unha función cumprindo
0 < λ ≤ a0 ≤ Λ c.t.p. en Ω′. (3.4.8)
Nestas condicións, na observación 3.2.1 comprobamos que L2(a dx) ≡ L2(Ω′). En conse-
cuencia,
K = {v ∈ L2(Ω′); v ≥ ϕ c.t.p. en Ω′}. (3.4.9)
En efecto, K é un subconxunto1 do conxunto pechado anterior. E, viceversa, se v ∈ L2(Ω′)
satisfai
v ≥ ϕ c.t.p. en Ω′,
entón podemos estender v como 0 fóra de Ω′ para obter unha nova función v˜ ∈ L2(Ω)
—observemos que v˜ coincide con v en Ω′—. Así, lembrando que H10 (Ω) é denso en L
2(Ω),
existe unha sucesión vn ∈ H10 (Ω) tal que
vn → v˜ en L2(Ω). (3.4.10)
Baseándonos nesta sucesión, é sinxelo observar que
vn ∨ ϕ ∈ K.
1En realidade, consideramos as restricións a Ω′ das funcións do convexo K ⊂ H1(Ω).
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Por tanto, se demostramos que
vn ∨ ϕ→ v en L2(Ω′), (3.4.11)
deducimos (3.4.9). Entón, se χ[·] denota a función característica dos conxuntos indicados
entre corchetes, deﬁnimos [vn < ϕ] = {x ∈ Ω′, vn(x) < ϕ(x)} e, analogamente, [vn ≥ ϕ] =
{x ∈ Ω′, vn(x) ≥ ϕ(x)}, obtendo∫
Ω′
(vn ∨ ϕ− v)2 dx =
∫
Ω′
χ[vn≥ϕ](vn − v)2 dx+
∫
Ω′
χ[vn<ϕ](ϕ− v)2 dx
≤
∫
Ω′
(vn − v)2 dx+
∫
Ω′
χ[vn<ϕ](ϕ− v)2 dx. (3.4.12)
Tendo en conta (3.4.10), a primeira integral do segundo membro de (3.4.12) tende a cero.
Con respecto á segunda, notemos que
χ[vn<ϕ](ϕ− v)2 → 0, c.t.p. en Ω′,
dado que, para unha subsucesión tamén denotada por vn, novamente (3.4.10) implica que
vn(x)→ v(x) ≥ ϕ(x) c.t.p. x ∈ Ω′. Ademais, como χ[vn<ϕ](ϕ−v)2 é unha función de L1(Ω′)
maiorada por (ϕ− v)2 ∈ L1(Ω′), o teorema de Lebesgue implica que a segunda integral de
(3.4.12) tende tamén a cero e, en consecuencia, cúmprese (3.4.11) e demostramos (3.4.9).
Introducindo agora f ∗ ∈ L2(a dx) cumprindo (3.4.2), o problema (3.2.24) pode entón ser
escrito como 

u0 ∈ K,
(u0, v − u0)a ≥ (f ∗, v − u0)a, ∀v ∈ K.
(3.4.13)
Pretendemos demostrar que
u0 = f
∗ ∨ ϕ. (3.4.14)
De feito, primeiramente, é obvio que f ∗ ∨ ϕ ∈ K. Ademais, para v ∈ K —por tanto v ≥ ϕ
c.t.p. en Ω′— cúmprese que
∫
Ω′
a
[
(f ∗ ∨ ϕ)− f ∗
] [
v − (f ∗ ∨ ϕ)
]
dx =
∫
Ω′∩[f∗<ϕ]
a (ϕ− f ∗)(v − ϕ) dx ≥ 0,
é dicir, f ∗ ∨ ϕ satisfai (3.4.13) e, en consecuencia, (3.4.14) queda probado.
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3.4.4. O caso dun problema de Signorini
O convexo pechado K a investigar neste apartado é o que segue,
K = {v ∈ H1(Ω); v ≥ 0 c.t.p. sobre Γ}. (3.4.15)
Doadamente compróbase que K é un cono de vértice cero e, grazas ao lema 3.1.3, deducimos
K0 = K,
polo que
v0 ∈ Wa = {v ∈ K, av = 0 c.t.p. en Ω′}.
Supoñamos, de novo coa intención de simpliﬁcar o problema, que
a = a0 χΩ′ , (3.4.16)
onde Ω′ ⊂ Ω é un subconxunto medible e a0 unha función satisfacendo (3.4.8), de xeito que
L2(a dx) = L2(Ω′). En consecuencia,
K = L2(a dx). (3.4.17)
De feito, sabemos que K ⊂ L2(a dx). E por outra banda, seguindo un argumento parecido
ao do exemplo anterior, se v ∈ L2(a dx), podemos estender v como 0 fóra de Ω′ para obter
unha nova función v˜ ∈ L2(Ω) que coincide con v en Ω′. Así, consideramos unha sucesión
vn ∈ H10 (Ω) tal que
vn → v˜ en L2(Ω),
—lembremos que H10(Ω) é denso en L
2(Ω)— e, por tanto,
vn ∈ K, vn → v en L2(Ω′).
Isto demostra (3.4.17). Se volvemos considerar un elemento f ∗ ∈ L2(a dx) que cumpra
(3.4.2), daquela podemos reescribir (3.2.24) como

u0 ∈ K
(u0, v − u0)a ≥ (f ∗, v − u0)a, ∀v ∈ K.
Finalmente, deducimos sinxelamente que u0 = f ∗.
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3.4.5. Un problema tipo torsión elastoplástica unidimensional
Os exemplos 3.2.1 e 3.2.2 amosan casos onde, cando ε tende a cero, a solución tende a
inﬁnito no subconxunto de Ω onde o termo a é igual a cero. Máis adiante, no exemplo 3.2.3,
presentamos un caso onde a converxencia da solución ocorre en todo Ω. Neste apartado
estudamos un problema onde a deﬁnición do convexo impide que a solución tenda a inﬁnito
en calquera parte do dominio. Trátase do convexo seguinte,
K = {v ∈ H10 (Ω), |∇v(x)| ≤ 1, c.t.p. x ∈ Ω}. (3.4.18)
É coñecido que este subconxunto de H1(Ω) non baleiro, convexo e pechado, é característico
de problemas de torsión elastoplástica —ver, por exemplo, Glowinski[68], Rodrigues[123]
ou Friedman[60] para máis detalles—. Ademais, tendo en conta que este convexo é limitado
en H1(Ω), pois | |∇v| |2,Ω é unha norma equivalente á estándar en H10 (Ω) en virtude da
desigualdade de Poincaré, sabemos do apartado 3.4.1 que
K0 = {0}, Wa = {0}. (3.4.19)
Así, de (3.1.14), deducimos que εuε → 0 en H1(Ω).
Alternativamente, tamén se deduce (3.4.19) se observamos que a función constante v = 0
pertence a K e, por tanto, Kε(0) = {ε(v − 0), v ∈ K}, é dicir,
Kε(0) = {w ∈ H10 (Ω), |∇w(x)| ≤ ε, c.t.p. x ∈ Ω},
de onde se obteñen as mesmas conclusións acerca de K0 e Wa.
Un caso particular do elemento maximal de K
Sexa Ω = (0, 2), Ω′ = (0, 1). Un elemento a destacar do convexo K é o seguinte,
g(x) =

 x se 0 ≤ x ≤ 1,2− x se 1 ≤ x ≤ 2. (3.4.20)
A súa importancia estriba no seu carácter maximal no sentido de que, para todo elemento
v ∈ K, cúmprese
|v(x)| ≤ g(x), ∀x ∈ Ω. (3.4.21)
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En efecto, sexa x ∈ (0, 1) e v un elemento arbitrario de K. Entón resulta por un lado
−g(x) = −x =
∫ x
0
(−1) dτ ≤
∫ x
0
v′(τ) dτ = v(x)− v(0) = v(x),
mentres que, por outro lado,
v(x) =
∫ x
0
v′(τ) dτ ≤
∫ x
0
1 dτ = x = g(x).
Por outra parte, no resto do dominio ocorre algo semellante dado que, se x ∈ (1, 2), obtemos
−g(x) = x− 2 =
∫ 2
x
(−1) dτ ≤
∫ 2
x
v′(τ) dτ = v(2)− v(x) = −v(x),
e ademais
−v(x) =
∫ 2
x
v′(τ) dτ ≤
∫ 2
x
1 dτ = 2− x = g(x).
Como v é unha función continua en Ω concluímos logo que |v(x)| ≤ g(x), ∀x ∈ Ω e, por
tanto, (3.4.21) queda probado. Noutras palabras, tense que
K ⊂ K2, (3.4.22)
sendo
K2 = {v ∈ H10 (Ω), |v(x)| ≤ g(x), c.t.p. x ∈ Ω}, (3.4.23)
onde g(x) é a función introducida en (3.4.20).
Observación 3.4.1. Na súa obra [68], páx. 41, Glowinski aﬁrma este mesmo resultado
para un caso bidimensional. En concreto, presenta a propiedade dos elementos de K pola
cal
|v(x)| ≤ d(x,Γ), ∀x ∈ Ω, ∀v ∈ K,
sendo d(x,Γ) a función distancia desde un punto x á fronteira Γ. No caso que nos ocupa,
unidimensional, tamén é válido, pois esta función distancia é o elemento g que deﬁnimos
anteriormente. Pode atoparse máis información sobre este resultado en Friedman[60]. @
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O problema límite
Por un motivo de simplicidade, escollemos a = χΩ′ e consideramos o problema lineal no
que A(x, u) = 1, γ = 0 e f ∈ L2(a dx)∗.
Unha consecuencia da propiedade (3.4.21) é que nos limita o conxunto onde podemos
atopar elementos da adherencia de K en L2(a dx) ≡ L2(Ω′), podendo aﬁrmar que
K ⊂ {v ∈ L2(Ω′), |v(x)| ≤ x, c.t.p. x ∈ Ω′}, (3.4.24)
se ben resulta complicado atopar a expresión de K.
Observación 3.4.2. Non obstante, no caso particular de que, adicionalmente, f ∈ W 1,∞(Ω′)
con ||f ||1,∞,Ω′ ≤ 1, probamos no apéndice B.2 —véxase o teorema B.2.1— a equivalencia
do problema proposto para o convexo (3.4.18) con K2, deﬁnido en (3.4.23). Para este novo
convexo resulta
K2 = {v ∈ L2(Ω′), |v(x)| ≤ x, c.t.p. x ∈ Ω′}. (3.4.25)
En efecto, a inclusión do primeiro conxunto no segundo é inmediata como consecuencia
da expresión de g, dada en (3.4.20). Para a inclusión contraria, sexa v ∈ L2(Ω′) tal que
|v(x)| ≤ x c.t.p. x ∈ Ω′. Recurrimos novamente ao razoamento de exemplos anteriores polo
que estendemos v como 0 fóra de Ω′ para obter unha nova función v˜ ∈ L2(Ω) que coincida
con v en Ω′. Lembrando que H10 (Ω) é denso en L
2(Ω) existe, entón, vn ∈ H10(Ω) tal que
vn → v˜ en L2(Ω). A sucesión
wn = ma´x{−g,mı´n{vn, g}}
cumpre que wn ∈ H10 (Ω) e, ademais, |wn(x)| ≤ g(x) c.t.p. x ∈ Ω, polo que wn ∈ K2.
Adicionalmente, se deﬁnimos os conxuntos
An := [wn = vn] = {x ∈ Ω′, wn(x) = vn(x)},
Bn := [wn = g] = {x ∈ Ω′, wn(x) = g(x) = x},
Cn := [wn = −g] = {x ∈ Ω′, wn(x) = −g(x) = −x},
D := [v 6= x] = {x ∈ Ω′, v(x) 6= x},
E := [v 6= −x] = {x ∈ Ω′, v(x) 6= −x},
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obtemos∫
Ω′
(wn − v)2 dx =
∫
Ω′
χAn(vn − v)2 dx+
∫
Ω′
χBn(x− v)2 dx+
∫
Ω′
χCn(x+ v)
2 dx,
de onde resulta∫
Ω′
(wn − v)2 dx
≤
∫
Ω′
(vn − v)2 dx+
∫
Ω′
χBn∩D(x− v)2 dx+
∫
Ω′
χCn∩E(x+ v)
2 dx. (3.4.26)
Tendo en conta que vn tende a v en L2(Ω), a primeira integral do segundo membro de
(3.4.26) tende a cero e, ademais, para unha subsucesión tamén denotada por vn, temos
vn(x)→ v(x) c.t.p. x ∈ Ω′. Con respecto ás outras integrais, notemos que
χBn∩D(x− v)2 → 0, c.t.p. en Ω′,
χCn∩E(x+ v)
2 → 0, c.t.p. en Ω′.
Entón, como as funcións χBn∩D(x−v)2 e χCn∩E(x+v)2 pertencen a L1(Ω′) e están maioradas,
respectivamente, por (x− v)2 ∈ L1(Ω′) e (x+ v)2 ∈ L1(Ω′), o teorema de Lebesgue implica
que a segunda e a terceira integral de (3.4.26) tenden tamén a cero e, en consecuencia,
wn → v en L2(Ω′),
o cal remata a demostración de (3.4.25). @
Considerando de novo o elemento f ∗ ∈ L2(Ω) que cumpre a relación (3.4.2), daquela pode-
mos escribir o problema límite (3.2.24) como
u0 ∈ K, (u0, v − u0)a ≥ (f ∗, v − u0)a, ∀v ∈ K.
Así, esta desigualdade pode ser reescrita da forma seguinte,
u0 ∈ K,
∫
Ω′
(u0 − f ∗)(v − u0) dx ≥ 0, ∀v ∈ K. (3.4.27)
De acordo coa observación 3.2.3, observemos que, se f ∗ ∈ K, entón
u0 = f
∗ c.t.p. x ∈ Ω′, (3.4.28)
e se f ∗ /∈ K, entón u0 = PK(f ∗).
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Con todo, aínda descoñecendo os elementos que compoñen o conxunto K para o caso
xeral de que f ∈ L2(a dx)∗, o dato (3.4.24) permite calcular as solucións do problema límite
en casos particulares. Segundo f ∗ pertenza ou non ao convexo K, obtemos dous casos
diferentes, que estudamos a continuación.
• Caso A. f ∗ ∈ K.
Entón o conxunto Wu0 deﬁnido en (3.2.51) é non baleiro pois, daquela, f
∗ ∈ Wu0 debido
a (3.4.28). Nestas condicións podemos propoñer o problema límite (3.2.74), que se escribe,
neste caso, como
u˜0 ∈ Wu0 ,
∫
Ω
u˜′0(v
′ − u˜′0) dx ≥ 0, ∀v ∈ Wu0 ,
ou ben, equivalentemente, como todos os elementos de Wu0 coinciden con u0 en Ω
′ = (0, 1),
u˜0 ∈ Wu0 ,
∫ 2
1
u˜′0(v
′ − u˜′0) dx ≥ 0, ∀v ∈ Wu0 . (3.4.29)
Observemos que, tomando f ∗ ∈ K, ten sentido considerar f ∗(1) e a solución deste problema
vén dada na seguinte forma,
u˜0(x) =

 f
∗(x) se 0 ≤ x ≤ 1,
f ∗(1)(2− x) se 1 ≤ x ≤ 2.
(3.4.30)
Comprobamos de seguido este resultado; se v é un elemento arbitrario de Wu0, entón∫ 2
1
u˜′0(v
′ − u˜′0) dx = −f ∗(1)
∫ 2
1
(v′ + f ∗(1)) dx = −f ∗(1)(v(x) + f ∗(1) x)
∣∣∣2
1
= −f ∗(1)(v(2) + 2f ∗(1)− v(1)− f ∗(1)) = 0.
No cálculo anterior aplicamos as propiedades de v ∈ Wu0, polas que v(2) = 0 ao pertencer
a H10 (Ω) e v(1) = f
∗(1) por ser unha prolongación continua de u0.
• Caso B. f ∗ /∈ K.
Agora, con ánimo de observar o comportamento da solución nalgún outro caso particular
onde non se cumpra f ∗ ∈ K, consideraremos f ∗ = α, sendo α ∈ R unha constante. Aínda
que o cálculo da solución explícita do problema (1.1.6) non resulta sinxelo, non ocorre o
mesmo co cálculo de u˜0, que abordamos a continuación, para cada valor da constante. Nótese
que, de acordo coa observación 3.2.3, ocorre que u0 é a proxección de f ∗ = α no conxunto
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K, sendo K o convexo deﬁnido en (3.4.18). Non obstante, como estamos nas condicións da
observación 3.4.2, u0 tamén é a proxección de f ∗ = α no conxunto K2 deﬁnido en (3.4.25).
• Caso B.1. α ≥ 1
É doado comprobar, mediante substitución en (3.4.27) e tendo en conta (3.4.21), que resulta
u0(x) = x, ∀x ∈ Ω′ = (0, 1).
En efecto, usando (3.4.21), obtemos∫
Ω′
(u0 − f ∗)(v − u0) dx =
∫ 1
0
(x− α)(v − x) dx ≥ 0, ∀v ∈ K. (3.4.31)
A función u0 así deﬁnida pode ser prolongada a todo Ω como g, sendo ademais esta a única
prolongación posible dentro deK. De feito, se h ∈ K fose outra extensión, entón |h′(x)| ≤ 1,
c.t.p. x ∈ Ω e ademais h(1) = 1. Por tanto,∫ 2
1
h(x) dx = −
∫ 2
1
h(x)g′(x) dx = 1 +
∫ 2
1
h′(x)g(x) dx ≥ 1−
∫ 2
1
g(x) dx,
de modo que ∫ 2
1
(h− g)(x) dx ≥ 1− 2
∫ 2
1
g(x) dx = 0.
Doutra banda, como h ∈ K ⊂ K2, temos que h(x) ≤ g(x) en (1, 2), de xeito que∫ 2
1
(h− g)(x) dx ≤ 0.
En consecuencia, necesariamente h = g e, por tanto, Wu0 = {g}. Ten sentido, daquela,
propoñer o problema (3.4.29) obtendo, ademais,
u˜0(x) = g(x), ∀x ∈ Ω = (0, 2).
Convén sinalar que se obtén este mesmo resultado aínda que f ∗ non sexa constante, basta
con que f ∗(x) ≥ x, c.t.p. x ∈ Ω′ para poder levar a cabo a mesma comprobación feita
en (3.4.31), de xeito que se obterían as mesmas solucións u0 e u˜0 dos problemas (3.4.27) e
(3.4.29), respectivamente.
• Caso B.2. 0 ≤ α ≤ 1
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Agora podemos deducir
u0(x) =

 x se 0 ≤ x ≤ α,α se α ≤ x ≤ 1.
En efecto, grazas a (3.4.21), temos∫
Ω′
(u0 − f ∗)(v − u0) dx =
∫ α
0
(x− α)(v − x) dx ≥ 0, ∀v ∈ K.
Neste caso particular tamén u0 pode prolongarse mediante unha función de K e Wu0 é non
baleiro. De feito, podemos comprobar que o problema límite (3.4.29) ten como solución
u˜0(x) =


x se 0 ≤ x ≤ α,
α se α ≤ x ≤ 1,
α(2− x) se 1 ≤ x ≤ 2,
(3.4.32)
pois, se v é un elemento arbitrario de Wu0 , entón∫ 2
1
u˜′0(v
′ − u˜′0) dx = −α
∫ 2
1
(v′ + α) dx = −α(v + αx)
∣∣∣2
1
= −α(v(2) + 2α− v(1)− α) = 0.
Nótese que, por pertencer v a Wu0, necesariamente v(2) = 0 e v(1) = α, pois v ∈ H10 (Ω) e
v é unha prolongación de u0, respectivamente.
• Caso B.3. −1 ≤ α ≤ 0
Pódense realizar operacións semellantes ao caso anterior, obtendo como resultado
u0(x) =

 −x se 0 ≤ x ≤ α,α se α ≤ x ≤ 1.
Así, novamente as propiedades (3.4.21) e (3.4.22) garanten que∫
Ω′
(u0 − f ∗)(v − u0) dx =
∫ −α
0
(−x− α)(v + x) dx ≥ 0, ∀v ∈ K.
Ademais, os mesmos argumentos e operacións serven para comprobar que a prolongación
u˜0 vén dada por
u˜0(x) =


−x se 0 ≤ x ≤ −α,
α se − α ≤ x ≤ 1,
α(2− x) se 1 ≤ x ≤ 2.
136 COMPORTAMENTO ASINTÓTICO DA SOLUCIÓN 3.4
0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
f∗
u˜0
0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
f∗
u˜0
0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
f∗
u˜0
0 0.5 1 1.5 2
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
f∗
u˜0
Figura 3.6: Solucións do problema límite da torsión para diferentes valores constantes de f∗ = α.
α =1.5 (sup. esq.), α =0.5 (sup. der.), α =-0.5 (inf. esq.) e α =-1.5 (inf. der.).
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• Caso B.4. α ≤ −1
Este caso é similar ao caso B.1, obtendo como conclusión
u˜0(x) = −g(x), ∀x ∈ Ω = (0, 2). (3.4.33)
Así, tendo en conta (3.4.21), resulta∫
Ω′
(u0 − f ∗)(v − u0) dx =
∫ 1
0
(−x− α)(v + x) dx ≥ 0, ∀v ∈ K. (3.4.34)
Agora obtemos, en cambio, que Wu0 = {−g}. En efecto, se h ∈ K fose unha prolongación
de u0(x) = −x, ∀x ∈ Ω′, entón −h ∈ K sería unha prolongación de −u0(x) = x, ∀x ∈ Ω′.
O razoamento seguido no caso B.1 conclúe que −h(x) = g(x), ∀x ∈ Ω, que equivale a que
h(x) = −g(x), ∀x ∈ Ω.
Polo tanto, estamos en condicións de propoñer o problema (3.4.29), que ten como solución
o único candidato deﬁnido en (3.4.33).
Tampouco aquí necesitamos que f ∗ sexa constante, basta que se cumpra a condición de que
f ∗(x) ≤ −x, c.t.p. x ∈ Ω′ para poder probar que a integral de (3.4.34) é non negativa, e
obter así a mesma solución.
Na ﬁgura 3.6 podemos observar as gráﬁcas das solucións anteriores para cada un dos catro
casos estudados. Nelas, a rexión coloreada é a que contén a todas as gráﬁcas das funcións
do convexo K e tamén se representan as rectas horizontais correspondentes aos valores
constantes de f ∗ = α. Os valores elixidos son α = 3
2
, 1
2
, −1
2
e −3
2
, respectivamente.
Unha solución exacta e a súa converxencia.
O cálculo da solución xeral para o problema de torsión conleva diﬁcultades importantes.
Porén, para comprobar a converxencia da solución uε podemos restrinxirnos ao caso parti-
cular do problema de torsión para f ∗ = g, c.t.p. x ∈ Ω′ e aos demais datos xa considerados
para o problema límite. Con esta elección situámonos no caso B.1 anteriormente estudado.
O problema a resolver resulta
uε ∈ K; ε
∫
Ω
u′ε(v
′ − u′ε) dx+
∫
Ω′
uε(v − uε) dx ≥
∫
Ω′
x(v − uε) dx, ∀v ∈ K. (3.4.35)
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Supoñendo regularidade suﬁciente para a integración por partes, e tendo en conta que tanto
v como uε son elementos de H10 (Ω), podemos transformar a inecuación anterior na seguinte,
uε ∈ K;
∫ 1
0
(−εu′′ε + uε − x)(v − uε) dx+
∫ 2
1
(−εu′′ε)(v − uε) dx ≥ 0, ∀v ∈ K.
Unha función de H10 (Ω) que resolve esta inecuación variacional e que adicionalmente ten
regularidade C1(Ω) é a solución desta ecuación diferencial ordinaria,


−εu′′ε + uε = x en (0, 1),
−εu′′ε = 0 en (1, 2),
uε(0) = 0 = uε(2),
con condicións de continuidade
u−ε (1) = u
+
ε (1),
u′−ε (1) = u
′+
ε (1).
Aínda que xa foi calculada en (3.2.69), esta solución pode reescribirse como
uε(x) =


x− B√ε senh( x√
ε
), x ∈ (0, 1),
(1−B cosh( 1√
ε
))(x− 2), x ∈ (1, 2),
(3.4.36)
sendo B a constante
B =
2√
ε senh( 1√
ε
) + cosh( 1√
ε
)
.
Para poder concluír que esta é a solución buscada, veriﬁcamos ﬁnalmente a última condición
necesaria para pertencer a K, que é a limitación da súa derivada en valor absoluto pola
constante 1. En efecto,
u′ε(x) =


1− B cosh( x√
ε
), x ∈ (0, 1),
1− B cosh( 1√
ε
), x ∈ (1, 2),
cumpre esta característica, pois 0 ≤ B cosh
( x√
ε
)
≤ 2 para calquera x ∈ [0, 1].
Como se observou no caso B.1 anterior, a única prolongación posible neste caso é o elemento
maximal de K expresado en (3.4.20), é dicir, Wu0 = {g}. Así, comprobamos ﬁnalmente a
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Figura 3.7: Solucións do problema da torsión para diferentes valores de ε (esq.) e táboa ilustrando
a converxencia en H1(Ω) de uε a u˜0 (der.).
converxencia enH1(Ω) probada en (3.2.75), da solución uε dada por (3.4.36) cara o elemento
u˜0 = g.
||uε − u˜0||21,2 = B2ε
∫ 1
0
senh2
( x√
ε
)
dx+
(
2− B cosh
( 1√
ε
))2 ∫ 2
1
(x− 2)2 dx+
+B2
∫ 1
0
cosh2
( x√
ε
)
dx+
(
2− B cosh
( 1√
ε
))2
=
=
B2
4
(1 + ε)
√
ε senh
( 2√
ε
)
+
B2
2
(1− ε) + 4
3
(
2− B cosh
( 1√
ε
))2
→ 0.
Na ﬁgura 3.7 observamos este comportamento de forma gráﬁca. Na ﬁgura representamos a
solución uε para diversos valores do parámetro ε, así como o seu límite u˜0 = g, mentres que
na táboa adxuntamos os seus correspondentes valores das normas en H1(Ω) da diferenza
entre a solución uε e o mencionado límite u˜0 = g.
3.5. Correctores
Nun apartado anterior estudamos a converxencia en L2(a dx) da solución uε do proble-
ma (1.1.6) cara a solución u0 doutro problema límite, concretamente (3.2.24). Esta conver-
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xencia, estudada no teorema 3.2.1, establécese en (3.2.25) baixo unha serie de condicións
principalmente sobre o termo fronteira (que contén a función γ(x, u)) e o termo fonte (que
contén a función f).
Posteriormente concentrámonos no caso en que o conxunto Wu0 deﬁnido en (3.2.51)
fose non baleiro, é dicir, que existise unha prolongación puntual de u0 a todo o dominio Ω
pertencente ao convexo K no sentido expresado en (3.2.50). Nestas condicións puidemos
obter as estimacións (3.2.52) e (3.2.53) no lema 3.2.2, nas que nos baseamos no teorema
3.2.2 para mellorar a converxencia (3.2.25) baixo unha condición adicional sobre o termo
fronteira. Así, conseguimos probar a converxencia global (3.2.75) en H1(Ω).
Esta mesma converxencia xustiﬁca a idoneidade da aproximación
uε ≈ u˜0 (3.5.1)
para valores pequenos de ε, idea reforzada polo feito de que u0 é a solución de (3.2.24), un
problema a priori moito máis sinxelo ca (1.1.6). As estimacións (3.2.52) e (3.2.53) ofrecen
unha medida da bondade da mesma para calquera prolongación u˜0 ∈ Wu0 .
Nesta sección relaxamos a condición de existencia dunha prolongación de u0 no convexo
K expresada en (3.2.50) sustituíndoa pola existencia dunha prolongación de u0 en H1(Ω)
que tamén denotamos por u˜0, é dicir,
u˜0 ∈ H1(Ω), u˜0(x) = u0(x) c.t.p. x ∈ Ω′. (3.5.2)
Baixo esta nova hipótese, as estimacións (3.2.52) e (3.2.53) empeoran, pois a súa validez
descansa na pertenza a K das prolongacións, como ilustran os exemplos 3.2.4 e 3.2.5, no
primeiro dos cales atopamos un caso onde u0 pode ser prolongado en H1(Ω), mais nunca
en K = H10 (Ω). Con isto, a aproximación (3.5.1) tamén perde sentido.
Así e todo, amosamos que, aínda baixo unha hipótese como (3.5.2), estimacións do
tipo (3.2.52) e (3.2.53) poden acadarse mediante a incorporación de novos termos, que se
denominan correctores en conformidade coa terminoloxía introducida por Lions[98], —ver
tamén Rodrigues[123]—. O inconveniente anterior queda superado mediante a suma dun
novo elemento θε ∈ K − u˜0, de xeito que
uε ≈ u˜0 + θε (3.5.3)
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constitúe unha aproximación en K satisfacendo todas as estimacións de (3.5.1).
Ademais, no caso de problemas lineais, e seguindo cos esquemas de Lions[98], é posible
mellorar a orde das estimacións (3.2.52) e (3.2.53) coa axuda de hipóteses adicionais e a
consideración de novos termos, que xeneralizan (3.5.3). Proponse, en consecuencia, estudar
a elección de u1, ... , uN ∈ H1(Ω) e tamén de θε,N ∈ K − {u0 + εu1 + ...+ εNuN} tales que
uε ≈ u˜0 + εu1 + ...+ εNuN + θε,N (3.5.4)
sexa unha mellor aproximación da solución uε do problema (1.1.6). Aos elementos θε e θε,N
denominámolos corrector de orde 0 e corrector de orde N ≥ 1, respectivamente.
3.5.1. Caso lineal. Correctores de orde cero e superior.
Lions[98] comeza introducindo o concepto de correctores para problemas lineais e, pos-
teriormente, emprégao nunha selección de problemas non lineais. Seguindo esta liña, cen-
trámonos neste apartado en casos lineais, motivo polo cal debemos impoñer as seguintes
restricións. En primeiro lugar, para o termo de maior orde,
A(x, u) ≡ A(x) c.t.p. x ∈ Ω. (3.5.5)
Ademais, a linealidade buscada para o problema tamén conduce á consideración de restri-
cións sobre o termo fronteira que, por outra parte, é a principal contribución nesta sección.
A hipótese (1.1.11) e a necesidade de que γ0 se anulase para garantir a converxencia da
solución en L2(a dx) —ver teorema 3.2.1—, esixen que o termo fronteira tome a seguinte
forma especíﬁca,
γ(x, u) = h(x)u, c.t.p. x ∈ Γ, u ∈ R, (3.5.6)
para unha función h ∈ L∞(Γ). Pola súa parte, a condición (1.1.12) implica que a función h
é non negativa, polo que consideramos
0 ≤ h(x) ≤ β, c.t.p. x ∈ Γ, (3.5.7)
para unha constante non negativa β.
Observación 3.5.1. En relación coa forma do termo fronteira, se nos remitimos á obser-
vación 3.2.4, debemos lembrar que, sobre certos casos particulares do conxunto pechado e
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convexo K, por exemplo aqueles que cumpren
K −K ⊂ H10 (Ω), (3.5.8)
a condición (3.5.7) anterior pode obviarse. En efecto, baixo a condición (3.5.8), a integral
de fronteira do problema (1.1.6) desaparece por completo. @
En deﬁnitiva, se temos en conta (3.5.5) e (3.5.7), o problema (1.1.6) pode escribirse neste
contexto como
uε ∈ K,∫
Ω
[
εA(x)∇uε · ∇(v − uε) + a uε(v − uε)
]
dx
+
∫
Γ
εh(x)uε (v − uε) dσ ≥ 〈f, v − uε〉, ∀v ∈ K.


(3.5.9)
Correctores de orde cero
Ao longo desta sección, xunto con (3.5.2), consideramos as hipóteses do teorema 3.2.1
baixo as cales se asegura a converxencia (3.2.25) de uε cara u0 en L2(a dx).
Antes de deﬁnir o termo corrector necesitamos introducir as seguintes ferramentas auxi-
liares. En primeiro lugar, introducimos o operador lineal
L0 : H1(Ω) −→ R
v  〈L0, v〉 =
∫
Ω′
au0 v dx− 〈f, v〉.
Nótese que, baixo as condicións do teorema 3.2.1, temos que f ∈ L2(a dx)∗ e, por tanto,
como xa comprobamos en (3.2.8), f ∈ H1(Ω)∗. Así, a partir da desigualdade de Cauchy-
Schwarz e de (1.1.4) probamos que o operador L0 tamén é continuo,
|〈L0, v〉| ≤ |u0|a |v|a + |f |∗ ||v||1,2 ≤ ((Λ ∨ 1)|u0|a + |f |∗)||v||1,2.
Por tanto, L0 ∈ H1(Ω)∗ e temos ademais∫
Ω′
au0 v dx = 〈L0, v〉+ 〈f, v〉, ∀v ∈ H1(Ω),
e, en consecuencia, necesariamente∫
Ω′
au0 v dx = 〈L0, v〉+ 〈f, v〉, ∀v ∈ K. (3.5.10)
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Observación 3.5.2. Lembrando a anterior observación 3.2.3, u0 é a proxección de f sobre
K ⊂ L2(a dx). Así, se f ∗ ∈ K, entón 〈f, v〉 =
∫
Ω′
au0 v dx e, neste caso, L0 = 0. @
Para deﬁnir un corrector, seguindo as ideas de Lions[98], p. 137, escollemos ademais, para
cada ε > 0, uns operadores gε1 ∈ H1(Ω)∗ e gε2 ∈ L2(a dx)∗ tales que
|〈gε1, v〉| ≤ ϕ1(ε)||v||a, ∀v ∈ K −K, 0 ≤ ϕ1(ε) ≤ ξ, (3.5.11)
|〈gε2, v〉| ≤ ϕ2(ε)|v|a, ∀v ∈ K −K, 0 ≤ ϕ2(ε) ≤ ξ, (3.5.12)
sendo ϕ1, ϕ2 dúas funcións uniformemente limitadas por unha constante positiva ξ inde-
pendente de ε, que nos servirán para estimar as normas de gε1 e gε2. Como veremos máis
adiante, o seu papel consistirá en engadir unha perturbación ao problema a resolver, desti-
nada a facilitar o proceso de cálculo dentro do posible. Por esta razón, en moitas ocasións
adoitan escollerse nulos.
Debemos destacar aquí que o feito de poder escoller estes operadores implica que o
corrector non é único, pois para cada elección de gε1 e gε2 corresponderá, en principio, un
corrector diferente. No noso caso, ademais, a creación dun corrector irá asociada inevitable-
mente a unha prolongación u˜0 da solución u0 do problema límite (3.2.24) a todo o dominio
Ω da forma (3.5.2). Para cada unha destas prolongacións, considerada na súa deﬁnición,
obtemos un corrector axeitado. En liña con este punto, ao longo desta sección empregamos
os conxuntos denotados por
K − u˜0 = {k − u˜0, k ∈ K} (3.5.13)
deﬁnidos a partir do subconxunto K de H1(Ω) e a prolongación u˜0 considerada. No lema
3.1.2, —para ε = 1 e k0 = u˜0—, probamos que este tipo de conxuntos son convexos e
pechados de H1(Ω) non baleiros.
Entón, agora estamos en condicións de precisar a idea de corrector.
Definición 3.5.1 θε é un corrector de orde cero para o problema (3.5.9) e a prolonga-
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ción u˜0 dada por (3.5.2) se é a solución do problema
θε ∈ K − u˜0,∫
Ω
[
εA(x)∇θε · ∇(ϕ− θε) + aθε(ϕ− θε)
]
dx
+
∫
Γ
εh(x)θε(ϕ− θε) dσ
≥ −〈L0, ϕ− θε〉+ 〈εgε1 +
√
εgε2, ϕ− θε〉,
∀ϕ ∈ K − u˜0,


(3.5.14)
onde uε é a solución de (3.5.9).
Como se pode observar, un corrector é a solución dun problema lineal cun segundo ter-
mo lixeiramente diferente con respecto ao problema orixinal. Esta circunstancia axuda a
garantir a existencia e unicidade de solución do problema (3.5.14), como establecemos a
continuación antes de presentar os resultados de estimación relativos a correctores.
Proposición 3.5.1 Baixo as hipóteses (1.1.4), (1.1.9)-(1.1.12), (3.5.10)-(3.5.12), e as
condicións (3.5.5) e (3.5.7), o problema (3.5.14) ten unha única solución.
Demostración: É unha consecuencia directa do teorema 2.3.4.
Teorema 3.5.1 Nas condicións do teorema 3.2.1, tendo en conta ademais (3.5.5)-(3.5.7)
e (3.5.10)-(3.5.12), a solución uε do problema (3.5.9) e calquera dos seus correctores θε
asociados a unha prolongación u˜0 da forma (3.5.2) cumpren
||uε − (u˜0 + θε)||a ≤ M, (3.5.15)
|uε − (u˜0 + θε)|a ≤ N
√
ε, (3.5.16)
sendo M e N dúas constantes independentes de ε ≤ 1.
Observación 3.5.3. Podemos prescindir da hipótese (3.5.7) cando K é dunha forma tal
que se cumpre (3.5.8), como explicamos na observación 3.5.1. @
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Observación 3.5.4. Resaltamos unha vez máis o feito de que a estimación da converxencia
é a mesma cá probada no lema 3.2.3, pero a hipótese (3.5.2) é máis débil que (3.2.50).
Destacar que agora supoñemos a existencia dunha prolongación a todo o dominio Ω que,
aínda pertencendo a H1(Ω), non necesariamente pertence a K. @
Demostración: Deﬁnamos wε = uε − (u˜0 + θε) ∈ K −K.
Tomando v = u˜0 + θε ∈ K como función test en (3.5.9) obtemos∫
Ω
[
εA(x)∇uε · ∇(u˜0 + θε − uε) + a uε(u˜0 + θε − uε)
]
dx
+
∫
Γ
εh(x)uε (u˜0 + θε − uε) dσ ≥ 〈f, u˜0 + θε − uε〉,
que se pode reescribir en función de wε da forma
−
∫
Ω
[
εA(x)∇uε · ∇wε + a uεwε
]
dx−
∫
Γ
εh(x)uεwε dσ ≥ −〈f, wε〉. (3.5.17)
Agora ben, se tomamos sucesivamente v = uε e v = u˜0 + θε en (3.5.10) e restamos as
igualdades obtidas, tendo en conta (3.5.2) chegamos a∫
Ω′
au˜0wε dx = 〈L0, wε〉+ 〈f, wε〉. (3.5.18)
Finalmente, tomando a función test ϕ = uε − u˜0 ∈ K − u˜0 no problema (3.5.14), tamén
deducimos∫
Ω
[
εA(x)∇θε · ∇(uε − u˜0 − θε) + aθε(uε − u˜0 − θε)
]
dx+
∫
Γ
εh(x)θε(uε − u˜0 − θε) dσ
≥ −〈L0, uε − u˜0 − θε〉+ 〈εgε1 +
√
εgε2, uε − u˜0 − θε〉,
que podemos reescribir como∫
Ω
[
εA(x)∇θε · ∇wε + aθεwε
]
dx+
∫
Γ
εh(x)θεwε dσ
≥ −〈L0, wε〉+ 〈εgε1 +
√
εgε2, wε〉. (3.5.19)
Sumando as desigualdades (3.5.17), (3.5.18) e (3.5.19) chegamos a∫
Ω
[
εA(x)∇(θε − uε) · ∇wε + a(θε − uε + u˜0)wε
]
dx+
∫
Γ
εh(x)(θε − uε)wε dσ
≥ 〈εgε1 +
√
εgε2, wε〉.
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Dado que uε = wε + u˜0 + θε, deducimos
−
∫
Ω
εA(x)∇wε · ∇wε dx−
∫
Ω′
aw2ε dx−
∫
Ω
εA(x)∇u˜0 · ∇wε dx−
∫
Γ
εh(x)(wε + u˜0)wε dσ
≥ 〈εgε1 +
√
εgε2, wε〉.
Tendo en conta (1.1.10), (3.5.7) e traspoñendo termos, deducimos
ελ| |∇wε| |22,Ω + |wε|2a ≤−
∫
Ω
εA(x)∇u˜0 · ∇wε dx−
∫
Γ
εh(x)u˜0wε dσ
− 〈εgε1 +
√
εgε2, wε〉. (3.5.20)
Entón tendo en conta (1.1.9) temos∣∣∣ ∫
Ω
εA(x)∇u˜0 · ∇wε dx
∣∣∣ ≤ εΛ| |∇u˜0| |2,Ω| |∇wε| |2,Ω, (3.5.21)
e mediante (3.5.7) deducimos, grazas á continuidade da aplicación traza e á equivalencia de
normas || · ||1,2 e || · ||a, ∣∣∣ ∫
Γ
εh(x)u˜0wε dσ
∣∣∣ ≤ εβ CΓCa|u˜0|2,Γ||wε||a. (3.5.22)
Agora, tomando valores absolutos na desigualdade (3.5.20), e aplicando (3.5.21) e (3.5.22)
obtemos
ελ| |∇wε| |22,Ω + |wε|2a ≤ εΛ| |∇u˜0| |2,Ω| |∇wε| |2,Ω + εβ CΓCa|u˜0|2,Γ||wε||a
+ ε|〈gε1, wε〉|+
√
ε|〈gε2, wε〉|.
Como consecuencia das hipóteses (3.5.11) e (3.5.12), nótese que wε ∈ K − K, chegamos
entón a
ελ| |∇wε| |22,Ω + |wε|2a ≤ εΛ| |∇u˜0| |2,Ω| |∇wε| |2,Ω + εβ CΓCa|u˜0|2,Γ||wε||a
+ εϕ1(ε)||wε||a +
√
ε ϕ2(ε)|wε|a. (3.5.23)
Introducindo α = ϕ1(ε) + β CΓCa|u˜0|2,Γ por simplicidade de notación, a desigualdade de
Cauchy con δ > 0 sérvenos para establecer
Λ| |∇u˜0| |2,Ω| |∇wε| |2,Ω ≤ 1
4δ
Λ2| |∇u˜0| |22,Ω + δ| |∇wε| |22,Ω, (3.5.24)
α||wε||a ≤ 1
4δ
α2 + δ||wε||2a =
=
1
4δ
α2 + δ| |∇wε| |22,Ω + δ|wε|2a, (3.5.25)
√
εϕ2(ε)|wε|a ≤ 1
4δ
ε ϕ22(ε) + δ|wε|2a. (3.5.26)
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Mediante a substitución das anteriores desigualdades (3.5.24)-(3.5.26) en (3.5.23), se ε ≤ 1
e δ toma un valor positivo tal que 2δ < (λ ∧ 1), obtemos
ε(λ− 2δ)| |∇wε| |22,Ω + (1− 2δ)|wε|2a ≤ ε
1
4δ
(
Λ2| |∇u˜0| |22,Ω + α2 + ϕ22(ε)
)
.
En consecuencia,
ε(λ− 2δ)| |∇wε| |22,Ω ≤ ε
1
4δ
(
Λ2| |∇u˜0| |22,Ω + α2 + ϕ22(ε)
)
,
(1− 2δ)|wε|2a ≤ ε
1
4δ
(
Λ2| |∇u˜0| |22,Ω + α2 + ϕ22(ε)
)
.
Por último, polas propiedades de ϕi(ε), i = 1, 2 —véxase (3.5.11) e (3.5.12)—, temos
ε(λ− 2δ)| |∇wε| |22,Ω ≤ ε
1
4δ
R, (3.5.27)
(1− 2δ)|wε|2a ≤ ε
1
4δ
R, (3.5.28)
sendo R =
(
Λ2| |∇u˜0| |22,Ω + (ξ + β CΓCa|u˜0|2,Γ)2 + ξ2
)
unha constante independente de ε.
En consecuencia, dividindo (3.5.27) entre ε(λ− 2δ), obtemos
| |∇wε| |22,Ω ≤
1
4δ(λ− 2δ)R. (3.5.29)
e (3.5.28) entre (1− 2δ), temos
|wε|2a ≤ ε
1
4δ(1− 2δ)R. (3.5.30)
Sumando os resultados (3.5.29) e (3.5.30) para ε ≤ 1 concluímos
||wε||2a ≤
1
4δ
( 1
λ− 2δ +
1
1− 2δ
)
R. (3.5.31)
Extraendo raíces cadradas en (3.5.31) e (3.5.30) obtemos os resultados (3.5.15) e (3.5.16),
respectivamente.
Observación 3.5.5. Se volvemos supoñer que u˜0 ∈ Wu0 —e, por tanto, u˜0 ∈ K— entón,
para os operadores gε1 e gε2 nulos, obtemos
θε = 0, (3.5.32)
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recuperando así os resultados do lema 3.2.3. En efecto, neste caso, L0 = 0 segundo as
observacións 3.5.2 e 3.2.3, e tomando gε1 ≡ 0 e gε2 ≡ 0 en (3.5.14), obtemos∫
Ω
[
εA(x)∇θε · ∇(ϕ− θε) + aθε(ϕ− θε)
]
dx+
∫
Γ
εh(x)θε(ϕ− θε) dσ ≥ 0, ∀ϕ ∈ K − u˜0.
Neste caso, o elemento nulo é unha función test válida e podemos escoller ϕ = 0, obtendo∫
Ω
[
εA(x)∇θε · ∇θε + aθ2ε
]
dx+
∫
Γ
εh(x)θ2ε dσ ≤ 0.
En consecuencia, as condicións (1.1.10) e (3.5.7) garanten que (ε ∧ 1)||θε||2a ≤ 0, de onde
concluímos ﬁnalmente (3.5.32). @
Exemplo 3.5.1. Nos casos onde a prolongación é nula, é dicir,
u˜0 = 0, c.t.p. x ∈ Ω,
o corrector construído cos operadores gε1, gε2 nulos resulta
θε = uε. (3.5.33)
En efecto, basta con decatarnos de que, substituíndo u˜0 = 0 en (3.5.14), recuperamos o
problema (3.5.9). 
Exemplo 3.5.2. Supoñamos que a prolongación é constante, é dicir,
u˜0 = C, c.t.p. x ∈ Ω.
Entón, sempre que o termo fronteira γ sexa nulo ou se cumpra (3.5.8), o corrector construído
cos operadores gε1, gε2 nulos resulta
θε = uε − C. (3.5.34)
Empregando os datos anteriores, o problema (3.5.14) simplifícase substancialmente e toma
a forma
θε ∈ K − C,
∫
Ω
[
εA(x)∇θε · ∇(ϕ− θε) + aθε(ϕ− θε)
]
dx ≥ −〈L0, ϕ− θε〉, ∀ϕ ∈ K − C.
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Nótese que a integral de fronteira desaparece tanto se se anula γ como se se cumpre (3.5.8).
Ademais, o segundo termo da inecuación tamén se simpliﬁca ao tomar nulos os operadores
gε1 e gε2. Reorganizando os termos anteriores e tendo en conta (3.5.10) e que C é unha
constante, obtemos
(θε + C) ∈ K,∫
Ω
[
εA(x)∇(θε + C) · ∇(ϕ+ C − (θε + C)) + a(θε + C)(ϕ+ C − (θε + C))
]
dx
≥ 〈f, ϕ+ C − (θε + C)〉, ∀(ϕ + C) ∈ K,
é dicir, (θε + C) é unha solución do problema (3.5.9). Agora ben, a única solución deste
problema é uε, de onde deducimos (3.5.34). 
Exemplo 3.5.3. Tomamos Ω = (0, 2), Ω′ = (0, 1), a = χΩ′ e K = H10 (Ω). Tamén
consideramos A(x, u) ≡ 1, γ(x, u) ≡ 0 e
〈f, v〉 =
∫
Ω′
v dx, ∀v ∈ L2(a dx),
de xeito que identiﬁcamos f coa constante 1 en Ω′. Neste mesmo marco de traballo, no
exemplo 3.2.4 comprobamos que Wu0 é o conxunto baleiro, pois o elemento u0 ≡ 1 non
pode ser prolongado a todo o dominio Ω como un elemento de K = H10 (Ω). Por contra, u0
si pode ser prolongado dentro de H1(Ω), de maneira que se satisfai a condición (3.5.2).
Neste exemplo calculamos e veriﬁcamos o corrector asociado á prolongación constante
u˜0(x) = 1, c.t.p. x ∈ Ω e ás funcións gε,1 ≡ 0 e gε,2 ≡ 0. Comprobamos, por tanto,
neste caso concreto, os resultados do exemplo 3.5.2.
Cómpre lembrar que, cos datos anteriores, L0 é o operador nulo, pois
〈L0, v〉 =
∫
Ω′
au0 v dx− 〈f, v〉 =
∫
Ω′
v dx−
∫
Ω′
v dx = 0, ∀v ∈ H1(Ω).
Tamén o termo fronteira γ é nulo, debido a que se cumpre (3.5.8). Entón, seguindo a
notación habitual, o problema (3.5.14) resulta
θε ∈ H10 (Ω)− 1; ε
∫
Ω
θ′ε(ϕ
′ − θ′ε) dx+
∫
Ω′
θε(ϕ− θε) dx ≥ 0, ∀ϕ ∈ H10 (Ω)− 1.
Así, tomando as funcións test ϕ = θε±w, con w ∈ H10 (Ω), supoñendo regularidade suﬁciente
aplicamos unha integración por partes e observamos entón que θε cumpre
θε ∈ H10 (Ω)− 1;
∫
Ω
(−εθ′′ε + θε χΩ′)w dx = 0, ∀w ∈ H10 (Ω).
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Como no exemplo 3.2.4, isto implica que θε é a solución de

−εθ′′ε + θε = 0 en (0, 1),
−εθ′′ε = 0 en (1, 2),
θε(0) = −1 = θε(2),
coas seguintes condicións de continuidade
θ−ε (1) = θ
+
ε (1), (3.5.35)
θ′−ε (1) = θ
′+
ε (1). (3.5.36)
Por tanto, o corrector buscado vén dado por
θε(x) =

 − cosh(
x√
ε
) + A senh( x√
ε
), x ∈ (0, 1),
B(x− 2)− 1, x ∈ (1, 2),
de tal sorte que A e B son os mesmos valores calculados no exemplo 3.2.4, é dicir,
A =
√
ε+ tanh
( 1√
ε
)
−
√
ε
cosh( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) , B =
1
cosh( 1√
ε
)
− 1
1 +
√
ε tanh
( 1√
ε
) . (3.5.37)
Así obtemos —ver (3.2.66)—
u˜0 + θε = uε. (3.5.38)
En consecuencia, as estimacións (3.5.15) e (3.5.16) cúmprense trivialmente. 
Con todo, é conveniente suliñar que a igualdade (3.5.38) do exemplo anterior non sucede
en todas as ocasións, de aí a importancia da elección tanto da prolongación (no caso de
haber máis de unha) como dos operadores do segundo membro. Para ilustrar estes feitos, e
alonxándonos deste caso excepcional, calculamos a continuación outros correctores distintos.
Exemplo 3.5.4. No marco de traballo do exemplo 3.5.3, escollemos agora os elementos
gε1 ≡ 0 e gε2 deﬁnido por
〈gε2, v〉 =
∫
Ω′
v dx, ∀v ∈ L2(a dx).
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A nova elección de gε2 cumpre (3.5.12) con ϕ2(ε) = 1 pois
|〈gε2, v〉| ≤
∫
Ω′
|v| dx ≤ |v|a, ∀v ∈ K −K.
O novo problema que debe resolver o corrector asociado é
θε ∈ H10 (Ω)− 1;
ε
∫
Ω
θ′ε(ϕ
′ − θ′ε) dx+
∫
Ω′
θε(ϕ− θε) dx ≥
√
ε
∫
Ω′
(ϕ− θε) dx, ∀ϕ ∈ H10 (Ω)− 1,
de onde obtemos
θε ∈ H10 (Ω)− 1;
∫
Ω
(−εθ′′ε + (θε −
√
ε)χΩ′)w dx = 0, ∀w ∈ H10 (Ω),
polo que, argumentando como no exemplo anterior, θε é a solución de

−εθ′′ε + θε =
√
ε en (0, 1),
−εθ′′ε = 0 en (1, 2),
θε(0) = −1 = θε(2),
coas condicións de continuidade (3.5.35) e (3.5.36). Finalmente, o corrector obtido vén dado
por
θε(x) =


√
ε− (1 +√ε) cosh( x√
ε
) + A′ senh( x√
ε
), x ∈ (0, 1),
B′(x− 2)− 1, x ∈ (1, 2),
sendo agora as constantes A′ e B′ dadas por
A′ = (1 +
√
ε)A, B′ = (1 +
√
ε)B,
onde A e B son os valores deﬁnidos en (3.5.37). Comprobamos a continuación as estimacións
(3.5.15) e (3.5.16). En efecto, lembrando (3.2.66), un simple cálculo condúcenos a
uε − (u˜0 + θε) = −
√
ε uε,
de xeito que
1√
ε
|uε − (u˜0 + θε)|a = |uε|a,
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sendo logo válida (3.5.16) debido á converxencia coñecida de uε en L2(a dx) —ver teorema
3.2.1—, que implica a limitación da súa norma. E con respecto á estimación (3.5.15) usamos
o resultado (3.2.12) que nos ofrece o lema 3.2.1, pois cúmprense todas as hipóteses requiridas
polo mesmo. En consecuencia, existe unha constante M independente de ε tal que
||uε − (u˜0 + θε)||1,2 =
√
ε||uε||1,2 ≤ M,
que nos leva á comprobación da validez de (3.5.15) neste caso. 
Cómpre destacar que, no exemplo anterior, a consideración dun operador gε2 non nulo
contribuíu a diﬁcultar os cálculos, lonxe de facilitar a resolución do problema. Por riba, a
aproximación atopada u˜0+θε, a pesar de cumprir as estimacións do teorema 3.5.1, resultou
ser menos precisa que a anteriormente calculada para gε2 = 0. Parece recomendable, logo,
darlles valores nulos a estes operadores, a non ser que existan razóns de peso relacionadas
coa estrutura do problema que motiven outra elección.
O seguinte exemplo amosa os resultados acadados para outra prolongación diferente e ope-
radores de segundo membro nulos.
Exemplo 3.5.5. No marco de traballo do exemplo 3.5.3, cambiamos agora a prolongación
por aquela dada por
u˜0(x) =

 1, x ∈ (0, 1),2− x, x ∈ (1, 2). (3.5.39)
Con este novo dato, o problema que debe resolver o corrector asociado é
θε ∈ H10 (Ω)− u˜0;
ε
∫
Ω
θ′ε(ϕ
′ − θ′ε) dx+
∫
Ω′
θε(ϕ− θε) dx ≥ 0, ∀ϕ ∈ H10 (Ω)− u˜0,
de onde obtemos
θε ∈ H10 (Ω)− u˜0;
∫
Ω
(−εθ′′ε + θε χΩ′)w dx = 0, ∀w ∈ H10 (Ω),
polo que, de forma análoga aos exemplos anteriores, θε é a solución de

−εθ′′ε + θε = 0 en (0, 1),
−εθ′′ε = 0 en (1, 2),
θε(0) = −1,
θε(2) = 0,
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coas condicións de continuidade (3.5.35) e (3.5.36). Por tanto, obtemos que
θε(x) =

 − cosh(
x√
ε
) + A′ senh( x√
ε
), x ∈ (0, 1),
B′(x− 2), x ∈ (1, 2),
(3.5.40)
sendo agora as constantes A′ e B′ dadas por
A′ =
√
ε+ tanh
( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) , B′ =
1
cosh( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) .
Comprobamos, entón, as estimacións (3.5.15) e (3.5.16). En efecto, tendo en conta (3.2.66),
(3.5.39) e (3.5.40) un simple cálculo condúcenos a
[uε − (u˜0 + θε)](x) =

 A
′′ senh( x√
ε
), x ∈ (0, 1),
B′′(x− 2), x ∈ (1, 2),
(3.5.41)
sendo A′′ e B′′ as constantes seguintes,
A′′ =
−√ε
cosh( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) , B′′ =
√
ε tanh
( 1√
ε
)
1 +
√
ε tanh
( 1√
ε
) .
Por tanto, obtemos
1
ε
|uε − (u˜0 + θε)|2a =
∫ 1
0
(senh( x√
ε
)
cosh( 1√
ε
)
)2
dx
(
1 +
√
ε tanh
( 1√
ε
))2 ≤ 1(
1 +
√
ε tanh
( 1√
ε
))2 ≤ 1,
que valida (3.5.16) para N = 1. Por outro lado, para comprobar a estimación (3.5.15) temos
en conta o cálculo anterior, co cal deducimos
||uε − (u˜0 + θε)||2a =
∫ 1
0
(cosh( x√
ε
)
cosh( 1√
ε
)
)2
dx
(
1 +
√
ε tanh
( 1√
ε
))2 + (B′′)2 + |uε − (u˜0 + θε)|2a ≤ 1 + 2ε ≤ 3,
para ε ≤ 1, e isto implica a validez de (3.5.15) neste caso. 
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Correctores de orde N con N ≥ 1
Xeneralizando os resultados obtidos para o corrector de orde cero, podemos considerar
a construción dun desenvolvemento asintótico para a solución uε do problema (2.1.43)
satisfacendo a seguinte aproximación,
uε ≈ zε,N = u˜0 + εu1 + ...+ εNuN , (3.5.42)
incluíndo novos termos
u1, ... , uN ∈ H1(Ω).
Propoñémonos, entón, deﬁnir un corrector θε,N tal que
uε = zε,N + θε,N + ζε,N , (3.5.43)
sendo ζε,N un termo residual que debemos estimar, na medida en que a sucesiva inclusión
de elementos u1, ... , uN permita obter unha precisión para o desenvolvemento asintótico
tan alta como se desexe. Seguindo os esquemas de Lions[98], necesitamos considerar uns
operadores
L1, ... , LN ∈ H1(Ω)∗,
de tal xeito que a función zε,N = u˜0 + εu1 + ... + εNuN cumpra a igualdade∫
Ω
εA(x)∇zε,N · ∇v dx+
∫
Ω′
azε,Nv dx+
∫
Γ
εh(x)zε,Nv dσ =
= εN+1
∫
Ω
A(x)∇uN · ∇v dx+ εN+1
∫
Γ
h(x)uNv dσ
+ 〈L0 + εL1 + ... + εNLN , v〉+ 〈f, v〉, (3.5.44)
para cada v ∈ K.
Observación 3.5.6. A linealidade dos termos da igualdade (3.5.44) ofrece a posibilidade
de desenvolver a condición anterior identiﬁcando os coeﬁcientes de cada potencia de ε.
Deducimos desta maneira a súa equivalencia coa serie de igualdades seguintes,∫
Ω′
au0v dx = 〈L0, v〉+ 〈f, v〉, ∀v ∈ K,
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así como ∫
Ω
A(x)∇u˜0 · ∇v dx+
∫
Ω′
au1v dx+
∫
Γ
h(x)u˜0v dσ = 〈L1, v〉, ∀v ∈ K,
...∫
Ω
A(x)∇uN−1 · ∇v dx+
∫
Ω′
auNv dx+
∫
Γ
h(x)uN−1v dσ = 〈LN , v〉, ∀v ∈ K.
A primeira ecuación xa foi deﬁnida en (3.5.10), de maneira que esta nova hipótese (3.5.44)
xeneraliza a tomada para o caso do corrector de orde cero. As outras ecuacións establecen,
de modo recursivo, unha relación en K entre os operadores LN e os elementos uN−1 e uN ,
para N ≥ 1. @
Estamos agora en disposición de establecer a seguinte deﬁnición.
Definición 3.5.2 θε,N é un corrector de orde N ≥ 1 para o problema (3.5.9) e o
elemento zε,N ∈ H1(Ω) definido en (3.5.42) se é a solución do problema
θε,N ∈ K − zε,N ,∫
Ω
[
εA(x)∇θε,N · ∇(ϕ− θε,N) + aθε,N(ϕ− θε,N)
]
dx
+
∫
Γ
εh(x)θε,N(ϕ− θε,N) dσ
≥ −〈L0 + εL1 + ... + εNLN , ϕ− θε,N〉+ εN〈εgε1 +
√
εgε2, ϕ− θε,N〉,
∀ϕ ∈ K − zε,N .


(3.5.45)
Para a deﬁnición do conxunto K − zε,N seguimos a mesma notación ca en (3.5.13), reem-
prazando u˜0 polo elemento zε,N . Ademais, o lema 3.1.2 asegura que este tipo de conxuntos
son convexos pechados e non baleiros de H1(Ω).
Por outra parte, deﬁnindo para cada ε > 0 a familia de operadores
Lε : H
1(Ω) −→ R
v  Lε(v) = −〈L0 + εL1 + ... + εNLN , v〉+ εN〈εgε1 +
√
εgε2, v〉,
é doado comprobar que Lε ∈ H1(Ω)∗ pois tanto L0, ... , LN como εgε1 +
√
εgε2 pertencen
a H1(Ω)∗. Así, observando que a parte esquerda da desigualdade de (3.5.45) pode expre-
sarse como unha forma bilineal, continua e coerciva, obtemos un resultado de existencia e
unicidade.
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Proposición 3.5.2 Baixo as hipóteses (1.1.4), (1.1.9)-(1.1.12), (3.5.10)-(3.5.12), e as
condicións (3.5.5)-(3.5.7), o problema (3.5.45) ten unha única solución.
Demostración: É unha consecuencia directa do teorema 2.3.4.
Observación 3.5.7. Debemos resaltar a non unicidade na elección dos elementos e funcións
necesarios para a construción dun corrector, é dicir,
A prolongación u˜0.
Os elementos u1, ... , uN e, con eles, os operadores L1, ... , LN .
As funcións de aproximación gε1 e gε2.
Por cada opción escollida debe resultar, a priori, un corrector diferente. Así, esta liberdade,
aínda que matizada polas relacións amosadas na observación 3.5.6, debe empregarse de cara
á construción dun corrector o máis simple posible.
Por outra parte, por brevidade, non reﬂectimos na notación do corrector todas as eleccións
das que depende. @
Seguindo as mesmas técnicas de Lions[98], e obtendo resultados semellantes, demostramos
a continuación o resultado principal desta sección para o caso particular que nos ocupa.
Teorema 3.5.2 Baixo as hipóteses do teorema 3.2.1, tendo en conta ademais (3.5.2),
(3.5.5)-(3.5.7), (3.5.11), (3.5.12), se o elemento zε,N definido en (3.5.42) satisfai (3.5.44),
entón a solución uε do problema (3.5.9) e calquera dos seus correctores θε,N asociados a
zε,N cumpren
||uε − (zε,N + θε,N)||a ≤ C εN , (3.5.46)
|uε − (zε,N + θε,N)|a ≤ D εN+ 12 , (3.5.47)
sendo C e D dúas constantes independentes de ε ≤ 1.
Demostración: Tomando v = zε,N + θε,N ∈ K como función test en (3.5.9) e lembrando
a notación deﬁnida en (3.5.43) para o termo residual ζε = uε − (zε,N + θε,N) ∈ K − K,
obtemos
−
∫
Ω
[
εA(x)∇uε · ∇ζε + a uεζε
]
dx−
∫
Γ
εh(x)uε ζε dσ ≥ 〈f,−ζε〉. (3.5.48)
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Por outra parte, botando man da condición (3.5.44) para v = uε ∈ K e v = zε,N+θε,N ∈ K,
podemos restar as igualdades conseguidas para atopar∫
Ω
εA(x)∇zε,N · ∇ζε dx+
∫
Ω′
azε,Nζε dx+
∫
Γ
εh(x) zε,N ζε dσ =
= εN+1
∫
Ω
A(x)∇uN · ∇ζε dx+ εN+1
∫
Γ
h(x) uN ζε dσ
+ 〈L0 + εL1 + ...+ εNLN , ζε〉+ 〈f, ζε〉. (3.5.49)
Por último, escollendo ϕ = uε − zε,N ∈ K − zε,N como función test en (3.5.45), deducimos∫
Ω
[
εA(x)∇θε,N · ∇ζε + a θε,N ζε
]
dx+
∫
Γ
εh(x) θε,N ζε dσ ≥
≥ −〈L0 + εL1 + ...+ εNLN , ζε〉+ εN〈εgε1 +
√
εgε2, ζε〉. (3.5.50)
Sumando as desigualdades (3.5.48), (3.5.49), (3.5.50) e substituíndo ζε = uε− (zε,N + θε,N),
obtemos
− ε
∫
Ω
A(x)∇ζε · ∇ζε dx−
∫
Ω′
a ζ2ε dx−
∫
Γ
εh(x) ζ2ε dσ
≥ εN+1
∫
Ω
A(x)∇uN · ∇ζε dx+ εN+1
∫
Γ
h(x)uN ζε dσ + ε
N〈εgε1 +
√
εgε2, ζε〉. (3.5.51)
A forma do termo fronteira (3.5.7) garante que a integral de fronteira presente no primeiro
termo da desigualdade anterior é non negativa. Por tanto, logo dunha trasposición de termos
e a aplicación da condición de elipticidade (1.1.10), deducimos
ελ
∫
Ω
|∇ζε|2 dx+
∫
Ω′
a ζ2ε dx ≤− εN+1
∫
Ω
A(x)∇uN · ∇ζε dx− εN+1
∫
Γ
h(x) uN ζε dσ
− εN+1〈gε1, ζε〉 − εN+ 12 〈gε2, ζε〉. (3.5.52)
A continuación tomamos valores absolutos e aplicamos a desigualdade de Cauchy-Schwarz.
Nas estimacións temos en conta (1.1.9) e (3.5.7), de xeito que utilizando a continuidade da
aplicación traza e a equivalencia de normas || · ||1,2 e || · ||a, deducimos
ελ
∫
Ω
|∇ζε|2 dx+
∫
Ω′
aζ2ε dx ≤ εN+1Λ| |∇uN | |2,Ω| |∇ζε| |2,Ω + εN+1β CΓ Ca|uN |2,Γ||ζε||a
+ εN+1|〈gε1, ζε〉|+ εN+ 12 |〈gε2, ζε〉|.
Entón, as condicións (3.5.11) e (3.5.12) ofrécennos a estimación
ελ
∫
Ω
|∇ζε|2 dx+
∫
Ω′
aζ2ε dx ≤ εN+1Λ| |∇uN | |2,Ω| |∇ζε| |2,Ω + εN+1β CΓ Ca|uN |2,Γ||ζε||a
+ εN+1ϕ1(ε)||ζε||a + εN+ 12 ϕ2(ε)|ζε|a. (3.5.53)
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Denotando α = ϕ1(ε)+β CΓ Ca|uN |2,Γ, a desigualdade de Cauchy con δ > 0 permite escribir
εNΛ| |∇uN | |2,Ω| |∇ζε| |2,Ω ≤ 1
4δ
ε2NΛ2| |∇uN | |22,Ω + δ| |∇ζε| |22,Ω, (3.5.54)
εNα||ζε||a ≤ 1
4δ
ε2Nα2 + δ||ζε||2a =
=
1
4δ
ε2Nα2 + δ| |∇ζε| |22,Ω + δ|ζε|2a, (3.5.55)
εN+
1
2ϕ2(ε)|ζε|a ≤ 1
4δ
ε2N+1ϕ22(ε) + δ|ζε|2a. (3.5.56)
Levando estas estimacións (3.5.54), (3.5.55) e (3.5.56) a (3.5.53), obtemos para cada δ
positivo tal que 2δ < (λ ∧ 1) e ε ≤ 1,
ε(λ− 2δ)| |∇ζε| |22,Ω + (1− 2δ)|ζε|2a ≤
1
4δ
ε2N+1
(
Λ2| |∇uN | |22,Ω + α2 + ϕ22(ε)
)
.
Por tanto, deducimos
ε(λ− 2δ)| |∇ζε| |22,Ω ≤
1
4δ
ε2N+1
(
Λ2| |∇uN | |22,Ω + α2 + ϕ22(ε)
)
,
(1− 2δ)|ζε|2a ≤
1
4δ
ε2N+1
(
Λ2| |∇uN | |22,Ω + α2 + ϕ22(ε)
)
.
En consecuencia, polas propiedades de limitación de ϕi(ε), i = 1, 2 consideradas en (3.5.11)
e (3.5.12), temos
ε(λ− 2δ)| |∇ζε| |22,Ω ≤
1
4δ
ε2N+1R, (3.5.57)
(1− 2δ)|ζε|2a ≤
1
4δ
ε2N+1R, (3.5.58)
sendo R =
(
Λ2| |∇uN | |22,Ω+ (ξ+ β CΓ Ca|uN |2,Γ)2+ ξ2
)
unha constante independente de ε.
Mediante a división de (3.5.57) entre ε(λ− 2δ) obtemos
| |∇ζε| |22,Ω ≤
1
4δ(λ− 2δ)ε
2NR, (3.5.59)
mentres que de (3.5.58) deducimos
|ζε|2a ≤
1
4δ(1− 2δ)ε
2N+1R. (3.5.60)
Para ε ≤ 1, a desigualdade anterior tamén implica
|ζε|2a ≤
1
4δ(1− 2δ)ε
2NR, (3.5.61)
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e sumando as anteriores desigualdades (3.5.59) e (3.5.61) obtemos
||ζε||2a ≤
1
4δ
( 1
1− 2δ +
1
λ− 2δ
)
ε2NR, (3.5.62)
Extraendo raíces cadradas en (3.5.60) e (3.5.62) chegamos a (3.5.47) e (3.5.46), respectiva-
mente.
Corolario 3.5.1 Nas condicións do teorema 3.5.2, se uN é cero, entón o corrector de orde
N asociado aos operadores gε,1, gε,2 nulos resulta
θε,N = uε − zε,N = uε − u˜0 − εu1 − ...− εN−1uN−1. (3.5.63)
Demostración: Lembrando que ζε = uε − (zε,N + θε,N), e substituíndo gε,1 = 0, gε,2 = 0
e uN = 0 en (3.5.52) deducimos
ελ
∫
Ω
|∇ζε|2 dx+
∫
Ω′
aζ2ε dx ≤ 0,
de onde se deduce necesariamente que ζε = 0, é dicir, (3.5.63).
Corolario 3.5.2 Nas condicións do teorema 3.5.2, se uN é unha constante non nula e o
termo fronteira γ é nulo, entón o corrector de orde N asociado aos operadores gε,1, gε,2
nulos resulta
θε,N = uε − zε,N = uε − u˜0 − εu1 − ...− εNuN . (3.5.64)
Demostración: Análoga á demostración do corolario 3.5.1, substituíndo agora gε,1 = 0,
gε,2 = 0, uN = C e h = 0 en (3.5.52).
Observación 3.5.8. Lembremos unha vez máis que no caso de que se cumpra (3.5.8), a
hipótese de nulidade do termo fronteira pode suprimirse no corolario anterior. @
Observación 3.5.9. Sempre podemos construír un corrector que nos ofreza unha estima-
ción exacta, independentemente da súa orde, sen máis que tomar uN constante. @
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3.5.2. Un corrector de orde cero para un problema non lineal
Como comprobamos a continuación, levar a cabo unha extensión da idea de correctores
para problemas non lineais supón un reto que podemos presumir cando menos difícil. A
propia estrutura dos termos non lineais do problema en estudo conleva limitacións para
deseñar correctores axeitados, incluso de orde cero.
Sen prexuizo do anterior, é posible atopar casos particulares de convexos que pola súa
deﬁnición salvan estas diﬁcultades, cando menos para orde cero. Este é o caso dos convexos
que impoñen restricións no gradiente. Por esta razón traballamos nesta sección co convexo
dado por
K = {v ∈ V, |∇v(x)| ≤ Ψ(x), c.t.p. x ∈ Ω}, (3.5.65)
sendo V ⊆ H1(Ω) un espazo vectorial e Ψ un elemento de L2(Ω). Notemos que o convexo
relacionado coa torsión elastoplástica —ver (2.2.18)— é un caso particular, para V = H10 (Ω)
e Ψ ≡ 1, de conxunto con estas características.
Por outra parte, seguimos a ter en conta o operador L0 ∈ H1(Ω)∗ xa deﬁnido en (3.5.10) e
as funcións auxiliares gε,1 ∈ H1(Ω)∗ e gε,2 ∈ L2(a dx)∗ cumprindo (3.5.11) e (3.5.12).
Supoñemos, neste caso, que a función γ(x, u) incluída no termo fronteira debe ser lipschit-
ziana, no sentido de que exista unha constante positiva Cγ tal que
|γ(x, u)− γ(x, v)| ≤ Cγ|u− v|, c.t.p. x ∈ Γ, ∀u, v ∈ R. (3.5.66)
Entón, nas condicións do teorema 3.2.1, se u˜0 é unha prolongación arbitraria de u0 da forma
(3.5.2), podemos establecer a seguinte deﬁnición.
Definición 3.5.3 θε é un corrector de orde cero para o problema non lineal (1.1.6) se
resolve o problema
θε ∈ K − u˜0,∫
Ω
[
εA(x, 0)∇θε · ∇(ϕ− θε) + aθε(ϕ− θε)
]
dx+
∫
Γ
γ(x, εθε) (ϕ− θε) dσ ≥
−〈L0, ϕ− θε〉+ 〈εgε1 +
√
εgε2, ϕ− θε〉,
∀ϕ ∈ K − u˜0,


(3.5.67)
onde K − u˜0 = {v − u˜0, v ∈ K}.
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Nótese a linealidade no termo de maior orde da inecuación variacional anterior.
Proposición 3.5.3 Baixo as hipóteses (1.1.4), (1.1.7), (1.1.9), (1.1.10), (1.1.12) e (3.5.10)-
(3.5.12), se o termo fronteira cumpre (3.5.66), o problema (3.5.67) ten unha única solución.
Demostración: É unha consecuencia directa do teorema 2.3.2.
O seguinte teorema establece, baixo certas condicións, un resultado análogo ao recollido no
teorema 3.5.1 para o caso non lineal.
Teorema 3.5.3 Baixo as hipóteses do teorema 3.2.1, tendo en conta ademais (3.5.10)-
(3.5.12) e a condición (3.5.66) para o termo fronteira, entón a solución uε do problema
(1.1.6) para o convexo K definido en (3.5.65) e calquera dos seus correctores θε asociados
a unha prolongación u˜0 da forma (3.5.2) e definidos por (3.5.67) cumpren
||uε − (u˜0 + θε)||a ≤ M, (3.5.68)
|uε − (u˜0 + θε)|a ≤ N
√
ε, (3.5.69)
sendo M e N dúas constantes independentes de ε ≤ 1.
Demostración: Deﬁnamos wε = uε − (u˜0 + θε) ∈ K −K —ver (3.5.67)—. Seguimos o
mesmo esquema de razonamento utilizado no teorema 3.5.1.
Entón, tomando v = u˜0 + θε ∈ K como función test en (1.1.6) temos
−
∫
Ω
[
εA(x, εuε)∇uε · ∇wε + a uεwε
]
dx−
∫
Γ
γ(x, εuε)wε dσ ≥ 〈f,−wε〉. (3.5.70)
Por outra parte, restando as igualdades obtidas a partir da condición (3.5.10) para v = uε
e v = u˜0 + θε obtemos, considerando tamén (3.5.2),∫
Ω′
au˜0wε dx = 〈L0, wε〉+ 〈f, wε〉, (3.5.71)
e, por último, escollendo ϕ = uε − u˜0 ∈ K − u˜0 como función test en (3.5.67), deducimos∫
Ω
[
εA(x, 0)∇θε · ∇wε + aθεwε
]
dx+
∫
Γ
γ(x, εθε)wε dσ ≥
− 〈L0, wε〉+ 〈εgε1 +
√
εgε2, wε〉. (3.5.72)
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Sumando as desigualdades (3.5.70), (3.5.71) e (3.5.72) obtemos
ε
∫
Ω
[
A(x, 0)∇θε −A(x, εuε)∇uε
]
· ∇wε dx−
∫
Ω′
aw2ε dx+
+
∫
Γ
[
γ(x, εθε)− γ(x, εuε)
]
wε dσ ≥ 〈εgε1 +
√
εgε2, wε〉.
Substituíndo θε polo seu valor obtido da deﬁnición de wε podemos escribir
ε
∫
Ω
[
A(x, 0)∇(uε − u˜0 − wε)− A(x, εuε)∇uε
]
· ∇wε dx−
∫
Ω′
aw2ε dx+
+
∫
Γ
[
γ(x, εθε)− γ(x, εuε)
]
wε dσ ≥ 〈εgε1 +
√
εgε2, wε〉,
que equivale a
− ε
∫
Ω
A(x, 0)∇wε · ∇wε dx−
∫
Ω′
aw2ε dx+ ε
∫
Ω
[
A(x, 0)− A(x, εuε)
]
∇uε · ∇wε dx+
+
∫
Γ
[
γ(x, εθε)− γ(x, εuε)
]
wε dσ ≥
≥ ε
∫
Ω
A(x, 0)∇u˜0 · ∇wε dx+ 〈εgε1 +
√
εgε2, wε〉. (3.5.73)
Reorganizando termos, a aplicación da condición de elipticidade (1.1.10) permite escribir
ελ
∫
Ω
|∇wε|2 dx+
∫
Ω′
aw2ε dx ≤ −ε
∫
Ω
A(x, 0)∇u˜0 · ∇wε dx− ε〈gε1, wε〉 −
√
ε〈gε2, wε〉
+ ε
∫
Ω
[
A(x, 0)− A(x, εuε)
]
∇uε · ∇wε dx
+
∫
Γ
[
γ(x, εθε)− γ(x, εuε)
]
wε dσ. (3.5.74)
Agora aplicando a condición (1.1.9) e o feito de que uε ∈ K —lembremos que o convexo K
vén dado por (3.5.65)—, podemos estimar mediante a desigualdade de Cauchy-Schwarz as
dúas primeiras integrais do segundo membro de (3.5.74) do seguinte xeito,
∣∣∣ ∫
Ω
A(x, 0)∇u˜0 · ∇wε dx
∣∣∣ ≤ Λ ∫
Ω
|∇u˜0||∇wε| dx ≤ Λ| |∇u˜0| |2,Ω| |∇wε| |2,Ω, (3.5.75)
∣∣∣ ∫
Ω
[
A(x, 0)−A(x, εuε)
]
∇uε · ∇wε dx
∣∣∣ ≤
≤ 2Λ
∫
Ω
|∇uε||∇wε| dx ≤ 2Λ|Ψ|2,Ω| |∇wε| |2,Ω. (3.5.76)
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En canto á integral de fronteira presente na mesma desigualdade, podemos aplicar (1.1.12)
e a deﬁnición de wε para deducir[
γ(x, εθε)− γ(x, εuε)
]
wε ≤
[
γ(x, εθε)− γ(x, εuε)
]
(−u˜0), (3.5.77)
de xeito que utilizando (3.5.66) deducimos a estimación seguinte, —usando a desigualdade
de Cauchy-Schwarz e a equivalencia da norma || · ||a coa usual de H1(Ω)—,∫
Γ
[
γ(x, εθε)− γ(x, εuε)
]
(−u˜0) dσ ≤ εCγ
∫
Γ
|θε − uε||u˜0| dσ = εCγ
∫
Γ
|u˜0 + wε||u˜0| dσ
≤ εCγ|u˜0|22,Γ + εCγCΓCa|u˜0|2,Γ||wε||a. (3.5.78)
Así, voltando a (3.5.74), tomando valores absolutos e tendo en conta as anteriores estima-
cións (3.5.75)-(3.5.78) obtemos
ελ
∫
Ω
|∇wε|2 dx+
∫
Ω′
aw2ε dx ≤ εΛ| |∇u˜0| |2,Ω| |∇wε| |2,Ω + ε|〈gε1, wε〉|+
√
ε |〈gε2, wε〉|
+ 2εΛ|Ψ|2,Ω| |∇wε| |2,Ω
+ εCγ|u˜0|22,Γ + εCγCΓCa|u˜0|2,Γ||wε||a. (3.5.79)
Entón, logo de aplicar as condicións (3.5.11) e (3.5.12) e agrupar termos, obtemos a esti-
mación
ελ
∫
Ω
|∇wε|2 dx+
∫
Ω′
aw2ε dx
≤ εα| |∇wε| |2,Ω + εβ||wε||a +
√
ε ϕ2(ε)|wε|a + εCγ|u˜0|22,Γ, (3.5.80)
sendo
α = Λ
(
| |∇u˜0| |2,Ω + 2|Ψ|2,Ω
)
, β =
(
ϕ1(ε) + CγCΓCa|u˜0|2,Γ
)
.
Usando a desigualdade de Cauchy con δ > 0, temos
α| |∇wε| |2,Ω ≤ 1
4δ
α2 + δ| |∇wε| |22,Ω, (3.5.81)
β||wε||a ≤ 1
4δ
β2 + δ||wε||2a =
=
1
4δ
β2 + δ| |∇wε| |22,Ω + δ|wε|2a, (3.5.82)
√
εϕ2(ε)|wε|a ≤ 1
4δ
εϕ22(ε) + δ|wε|2a. (3.5.83)
164 COMPORTAMENTO ASINTÓTICO DA SOLUCIÓN 3.5
Tomando ε ≤ 1 e δ positivo tal que 2δ < (λ ∧ 1), levamos as estimacións (3.5.81), (3.5.82)
e (3.5.83) a (3.5.80), e obtemos
ε(λ− 2δ)| |∇wε| |22,Ω + (1− 2δ)|wε|2a ≤ ε
[ 1
4δ
(
α2 + β2 + ϕ22(ε)
)
+ Cγ|u˜0|22,Γ
]
.
Concluímos desta maneira,
ε(λ− 2δ)| |∇wε| |22,Ω ≤ ε
[ 1
4δ
(
α2 + β2 + ϕ22(ε)
)
+ Cγ|u˜0|22,Γ
]
,
(1− 2δ)|wε|2a ≤ ε
[ 1
4δ
(
α2 + β2 + ϕ22(ε)
)
+ Cγ|u˜0|22,Γ
]
.
E, ﬁnalmente, polas propiedades (3.5.11) e (3.5.12) de ϕi(ε), i = 1, 2, temos
ε(λ− 2δ)| |∇wε| |22,Ω ≤ εR, (3.5.84)
(1− 2δ)|wε|2a ≤ εR, (3.5.85)
sendo R a constante independente de ε deﬁnida por
R =
[ 1
4δ
Λ2
(
| |∇u˜0| |2,Ω + 2||Ψ||2,Ω
)2
+
1
4δ
(
ξ + CγCΓCa|u˜0|2,Γ
)2
+
1
4δ
ξ2 + Cγ |u˜0|22,Γ
]
.
En consecuencia, dividindo (3.5.84) entre ε(λ− 2δ), obtemos
| |∇wε| |22,Ω ≤
R
λ− 2δ , (3.5.86)
e, a partir de (3.5.85), deducimos
|wε|2a ≤ ε
R
1− 2δ . (3.5.87)
Sumando os resultados (3.5.86) e (3.5.87) para ε ≤ 1 concluímos
||wε||2a ≤
( 1
λ− 2δ +
1
1− 2δ
)
R. (3.5.88)
Extraendo raíces cadradas en (3.5.88) e (3.5.87), obtemos os resultados (3.5.68) e (3.5.69),
respectivamente.
Observación 3.5.10. Analogamente ao caso lineal, —ver observación 3.5.5—, podemos
sinalar que, se u˜0 ∈ Wu0 e tomamos gε,1 e gε,2 nulos na deﬁnición (3.5.67), podemos obter
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un corrector nulo. En efecto, tendo tamén en conta a observación 3.5.2, cúmprese neste caso
que para calquera ϕ ∈ K − u˜0,∫
Ω
[
εA(x, 0)∇θε · ∇(ϕ− θε) + aθε(ϕ− θε)
]
dx+
∫
Γ
γ(x, εθε) (ϕ− θε) dσ ≥ 0.
Neste caso, u˜0 ∈ K e en consecuencia o elemento nulo é unha función test válida. Escollendo
entón ϕ = 0, obtemos∫
Ω
[
εA(x, 0)∇θε · ∇θε + aθ2ε
]
dx+
∫
Γ
γ(x, εθε) θε dσ ≤ 0. (3.5.89)
Nas condicións do teorema 3.2.1 cúmprese γ0(x) = 0 na hipótese (1.1.11), polo que necesa-
riamente γ(x, 0) = 0. Substituíndo este dato na condición (1.1.12) obtemos
γ(x, εθε) θε dσ = [γ(x, εθε)− γ(x, 0)](θε − 0) ≥ 0.
En consecuencia, levando esta desigualdade a (3.5.89) e aplicando a condición (1.1.10)
garantimos que (ελ ∧ 1)||θε||2a ≤ 0, que conleva ﬁnalmente
θε = 0,
recuperando os resultados do lema 3.2.3 para o caso particular que nos ocupa. @
3.6. Unha variante do problema
Na sección 1.3.1 presentamos aplicacións do problema (1.1.6) a estudos de poboacións
en Bioloxía. Unha lixeira modiﬁcación das hipóteses de partida, supoñendo que a difusi-
vidade da poboación en estudo dependese directamente da densidade uε en lugar de εuε,
descubriunos o problema (1.3.6). Xurdiu desta maneira unha variante do problema (1.1.6)
que se caracteriza pola aparición de ε como un factor no termo fronteira e a súa desaparición
nas segundas variables de γ e A.
Os pequenos cambios considerados para esta variante, que amosamos deseguido, alteran
lixeiramente o comportamento asintótico da solución cando o pequeno parámetro ε tende
a cero. En consecuencia, para cada estudo concreto será necesario incluír novas hipóteses
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de traballo ou modiﬁcar convenientemente as xa existentes. Con todo, moitos resultados e
estimacións próbanse mediante as mesmas técnicas xa usadas en seccións anteriores levan-
do a cabo etapas moi parecidas. Pese a estas similitudes incluímos as demostracións por
completitude da memoria.
Sexa K un conxunto pechado, convexo e non baleiro de H1(Ω) e f ∈ H1(Ω)∗ o espazo
dual de H1(Ω). Propoñémonos nesta sección o estudo do problema
uε ∈ K,∫
Ω
[
εA(x, uε)∇uε · ∇(v − uε) + auε(v − uε)
]
dx+
∫
Γ
εγ(x, uε) (v − uε) dσ ≥
≥ 〈f, v − uε〉, ∀v ∈ K,


(3.6.1)
baixo as mesmas condicións propostas de inicio, a saber, (1.1.4) e (1.1.7)-(1.1.12). Como
podemos observar para cada valor ﬁxo de ε, substituíndo
A¯(x, u) := A(x, u/ε), γ¯(x, u) := εγ(x, u/ε), (3.6.2)
na formulación do problema (1.1.6), obtemos o problema (3.6.1).
Corolario 3.6.1 Baixo as hipóteses (1.1.4), (1.1.7)-(1.1.12), para cada ε > 0, o problema
(3.6.1) ten solución. Se ademais se cumpren (2.2.1) e (2.2.3), a solución de (3.6.1) é única.
Demostración: En efecto, A¯ e γ¯ cumpren as hipóteses (1.1.7)-(1.1.12) posto que A e γ
tamén as cumpren. Entón, basta aplicar o teorema 2.1.5 con este caso particular para obter
a existencia de solución. En canto á unicidade, esta séguese da aplicación do corolario 2.2.1.
A continuación, incluímos un lema que recolle estimacións en norma que necesitamos
posteriormente.
Lema 3.6.1 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12), existen dúas constantes positivas
M e N , independentes de ε ≤ 1, tales que
||εuε||1,2 ≤ M, (3.6.3)
|εuε|a ≤ N
√
ε, (3.6.4)
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onde uε é a solución de (3.6.1). Ademais, se f ∈ L2(a dx)∗, entón verifícase
||εuε||1,2 ≤ M
√
ε, (3.6.5)
|εuε|a ≤ Nε. (3.6.6)
Observación 3.6.1. As estimacións deste lema igualan ás dos lemas 3.1.4 e 3.2.1, se ben
a aparición do parámetro ε na integral de fronteira do problema (3.6.1) permite suprimir a
hipótese do lema 3.2.1 pola que se supón que γ0 se anula na condición (1.1.11). @
Demostración: Sexa k0 un elemento arbitrario ﬁxo de K e 0 < ε ≤ 1. Tomando
v = (1− ε)uε + εk0 ∈ K
como función test en (3.6.1) e escribindo, por simplicidade de notación, A = A(x, uε),
obtemos
ε
∫
Ω
[
A∇uε · ∇(εk0 − εuε) + a uε(εk0 − εuε)
]
dx
+
∫
Γ
εγ(x, uε)(εk0 − εuε) dσ ≥ 〈f, εk0 − εuε〉. (3.6.7)
Dividindo (3.6.7) entre ε e usando a condición (1.1.10) deducimos
ελ
∫
Ω
|∇uε|2 dx+
∫
Ω
a u2ε dx+
∫
Γ
εγ(x, uε)uε dσ ≤
≤ ε
∫
Ω
A∇uε · ∇k0 dx+
∫
Ω
a uεk0 dx+
∫
Γ
εγ(x, uε)k0 + 〈f, uε − k0〉.
Co ﬁn de usar (1.1.12) para estimar a integral de fronteira, restamos
∫
Γ
γ(x, k0)(uε−k0) dσ
a ambos membros para obter
ελ
∫
Ω
|∇uε|2 dx+
∫
Ω
a u2ε dx+
∫
Γ
ε
[
γ(x, uε)− γ(x, k0)
]
(uε − k0) dσ ≤
ε
∫
Ω
A∇uε · ∇k0 dx+
∫
Ω
a uεk0 dx−
∫
Γ
εγ(x, k0)(uε − k0) + 〈f, uε − k0〉,
e podemos deducir, por tanto,
ελ
∫
Ω
|∇uε|2 dx+
∫
Ω
a u2ε dx ≤
≤ ε
∫
Ω
A∇uε · ∇k0 dx+
∫
Ω
a uεk0 dx−
∫
Γ
εγ(x, k0)(uε − k0) + 〈f, uε − k0〉. (3.6.8)
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Multiplicando toda a desigualdade anterior por ε e usando a notación habitual vε = εuε,
obtemos
λ
∫
Ω
|∇vε|2 dx+ 1
ε
∫
Ω
a v2ε dx ≤
≤ ε
∫
Ω
A∇vε · ∇k0 dx+
∫
Ω
a vεk0 dx−
∫
Γ
εγ(x, k0)(vε − εk0) + 〈f, vε − εk0〉. (3.6.9)
Así, usando agora (1.1.9), (1.1.11) e a continuidade do operador traza, deducimos
λ
∫
Ω
|∇vε|2 dx+ 1
ε
∫
Ω
av2ε dx ≤
∫
Ω
[
εΛ |∇vε||∇k0|+ a|vε||k0|
]
dx
+ ε(C1|k0|2,Γ + |γ0|2,Γ)CΓ(||vε||1,2 + ε||k0||1,2) + |f |∗(‖vε‖1,2 + ε‖k0‖1,2). (3.6.10)
Por tanto aplicamos a desigualdade de Cauchy-Schwarz e, para valores de ε tales que ε ≤ 1
—lembremos que ε→ 0—, temos
(λ ∧ 1)||vε||2a ≤ 2Λ||vε||a||k0||a + (C1|k0|2,Γ + |γ0|2,Γ)CΓ||vε||1,2
+ (C1|k0|2,Γ + |γ0|2,Γ)CΓ||k0||1,2 + |f |∗||vε||1,2 + |f |∗||k0||1,2. (3.6.11)
A equivalencia das normas ‖ · ‖a e ‖ · ‖1,2 lévanos á existencia de certas constantes C˜, C˜ ′
independentes de ε ≤ 1 tales que
||vε||21,2 ≤ C˜||vε||1,2 + C˜ ′.
Deducimos, por tanto, a limitación (3.6.3) para unha constante M independente de ε ≤ 1.
Por outra parte, aproveitando este mesmo resultado, podemos combinar (3.6.10) e (3.6.11)
para deducir
ε
∫
Ω
au2ε dx ≤ 2ΛM ||k0||a + (C1|k0|2,Γ + |γ0|2,Γ)CΓM+
+ (C1|k0|2,Γ + |γ0|2,Γ)CΓ||k0||2,Γ + |f |∗M + |f |∗||k0||1,2.
Como a parte dereita desta desigualdade é unha constante positiva independente de ε,
renomeámola por N2 e chegamos a (3.6.4) sen máis que multiplicar a desigualdade por ε e
extraer raíces cadradas en ambos os dous membros.
Agora ben, no caso particular de que f ∈ L2(a dx)∗, observamos que
|〈f, uε − k0〉| ≤ |f ∗|a{|uε|a + |k0|a}, (3.6.12)
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onde f ∗ é o elemento de L2(a dx) que cumpre (3.2.7). Esta estimación, xunto con (3.6.3),
permite mellorar (3.6.4) e mais a propia (3.6.3). En efecto, volvendo a (3.6.8), e empregando
(3.6.12), (1.1.4) e (1.1.9), deducimos
ελ| |∇uε| |22,Ω + |uε|2a ≤ εΛ| |∇uε| |2,Ω | |∇k0| |2,Ω + |uε|a|k0|a+
+ (C1|k0|2,Γ + |γ0|2,Γ)CΓ(M + ε||k0||1,2) + |f ∗|a{|uε|a + |k0|a}. (3.6.13)
Seguindo o mesmo razoamento usado no lema 3.2.1, deducimos a existencia dunha constante
C˜, independente de ε ≤ 1, tal que
ελ| |∇uε| |22,Ω + |uε|2a ≤ C˜. (3.6.14)
Esta estimación (3.6.14) implica (3.6.6) e ademais que
(λ ∧ 1)ε||uε||2a ≤ ελ| |∇uε| |22,Ω + |uε|2a ≤ C˜.
Dada a equivalencia das normas || · ||a e || · ||1,2, para obter (3.6.5) basta con multiplicar por
ε e extraer raíces cadradas nos dous termos da desigualdade anterior.
A forma do novo termo fronteira simpliﬁca o estudo da converxencia da solucion uε, polo
que, contrariamente á orde seguida no problema orixinal, resulta conveniente estudar a súa
converxencia en primeiro lugar e, posteriormente, o estudo da solución escalada.
3.6.1. Converxencia asintótica da solución
Nos cambios presentes nesta variante non se incluíu ningunha modiﬁcación no termo de
menor orde de (3.6.1). Por tanto, é lóxico esperar poucos cambios no tipo de converxencia
da solución, como suxire a limitación (3.6.6), idéntica á que se estableceu para o problema
orixinal. Estas razóns levan a valernos de novo do espazo de Hilbert L2(a dx) deﬁnido en
(3.2.4) e o seu correspondente espazo dual para o estudo do comportamento asintótico da
solución. Temos entón o seguinte resultado xeral.
Teorema 3.6.1 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12), se f ∈ L2(a dx)∗ cúmprese
uε → u0 en L2(a dx), (3.6.15)
onde uε é a solución do problema (3.6.1) e u0 a única solución do problema (3.2.24).
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Demostración: Seguimos a mesma estrutura en dúas etapas deseñada para o teorema
3.2.1, co mesmo ﬁn en cada unha delas. Por tanto, primeiramente deducimos a converxencia
débil de uε, para a continuación probar o seu carácter forte chegando a (3.6.15). Xa que,
entón, seguiremos o mesmo fío da súa demostración, a evidente analoxía con eses resultados
lévanos a resaltar só aqueles onde se presenten as maiores diferenzas.
Primeira etapa:
A partir de (3.6.6) deducimos a limitación uniforme de |uε|a. En consecuencia, existe algún
elemento u ∈ L2(a dx) e unha subsucesión de uε, que seguimos a denotar por uε, tales que
uε ⇀ u en L
2(a dx). (3.6.16)
Podemos reescribir, poñendo A = A(x, uε), o problema (3.6.1) como∫
Ω
auεv dx ≥ 〈f, v − uε〉+
∫
Γ
εγ(x, uε)(uε − v) dσ + ε
∫
Ω
A∇uε · ∇uε dx
− ε
∫
Ω
A∇uε · ∇v dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.6.17)
Tendo en conta (1.1.9) e (1.1.10), podemos aplicar a desigualdade de Cauchy-Schwarz, para
escribir entón (3.6.17) como∫
Ω
auεv dx ≥ 〈f, v − uε〉+
∫
Γ
εγ(x, uε)(uε − v) dσ
− εΛ| |∇uε| |2,Ω | |∇v| |2,Ω dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.6.18)
Por outra parte, aplicando (1.1.12) para u = uε, obtemos∫
Γ
γ(x, uε)(uε − v) ≥
∫
Γ
γ(x, v)(uε − v). (3.6.19)
Ademais, para calquera v ∈ K e usando (1.1.11) e (3.6.5), a desigualdade de Cauchy-
Schwarz e a continuidade do operador traza conducen a∣∣∣ ∫
Γ
εγ(x, v)(uε − v)
∣∣∣ ≤ (C1|v|2,Γ + |γ0|2,Γ)CΓ(√εM + ε||v||1,2). (3.6.20)
Agora, tendo en conta (3.6.20) e (3.6.19), deducimos de (3.6.18) a desigualdade seguinte,∫
Ω
auεv dx ≥〈f, v − uε〉 − (C1|v|2,Γ + |γ0|2,Γ)CΓ(
√
εM + ε||v||1,2)−
− εΛ| |∇uε| |2,Ω | |∇v| |2,Ω dx+
∫
Ω
au2ε dx, ∀v ∈ K. (3.6.21)
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Finalmente, usamos de novo a estimación (3.6.5) en (3.6.21), que implica que, para cada
v ∈ K, ∫
Ω
a uεv dx ≥〈f, v − uε〉 − (C1|v|2,Γ + |γ0|2,Γ)CΓ(
√
εM + ε||v||1,2)
−√εC ′ +
∫
Ω
au2ε dx, (3.6.22)
onde denominamos C ′ = ΛM | |∇v| |2,Ω.
A partir desta desigualdade levamos a cabo un paso ao límite similar ao realizado no teorema
3.2.1, para obter ﬁnalmente∫
Ω
a u v dx ≥ 〈f, v − u〉+
∫
Ω
au2 dx, ∀v ∈ K. (3.6.23)
Un razoamento estándar por densidade amosa que a inecuación anterior é certa para cal-
quera elemento v ∈ K e u = u0 é a solución de (3.2.24). Debido á unicidade do límite,
séguese que a sucesión enteira uε converxe a u0 en L2(a dx) debilmente.
Segunda etapa:
A converxencia demostrada no paso anterior cúmprese, de feito, en sentido forte en L2(a dx),
o cal proba (3.6.15) e completa a demostración. A proba deste feito coincide coa realizada
na segunda etapa da proba do teorema 3.2.1, polo que obviamos máis detalles.
Con respecto á converxencia no resto do dominio Ω, fóra de Ω′, consideramos a mesma
hipótese principal sobre o mesmo conxunto Wu0 deﬁnido en (3.2.51). Lembremos que se
pide que non sexa baleiro, é dicir, que o límite u0, solución do problema (3.2.24), teña su-
ﬁciente regularidade como para admitir unha prolongación en K a todo o dominio.
Por outra parte, para este problema non é necesaria a introdución de máis funcións de
fronteira, pois como se proba máis adiante, o problema límite escríbese como
u˜0 ∈ Wu0 = {v ∈ K, v = u0, c.t.p. en Ω′},∫
Ω
A(x, u˜0)∇u˜0 · ∇(v − u˜0) dx+
∫
Γ
γ(x, u˜0)(v − u˜0) dσ ≥ 0, ∀v ∈ Wu0 .

 (3.6.24)
Este problema presenta grandes similitudes con (3.2.74). De feito, ambos os dous problemas
son inecuacións variacionais formuladas para o mesmo convexo Wu0 e co mesmo segundo
termo nulo. Non obstante, destacamos a maior complexidade dos outros dous termos. Nótese
o carácter non lineal do termo de maior orde e a presenza da función γ no termo fronteira.
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Observación 3.6.2. A existencia e unicidade de solución de (3.6.24) é unha consecuencia
da aplicación do corolario 3.6.1, pois∫
Ω′
au˜0(v − u˜0) dx = 0, ∀v ∈ Wu0,
de xeito que o problema (3.6.24) é un caso particular de (3.6.1) para ε = 1 e f = 0. @
As estimacións atopadas nesta variante de problema son as mesmas cás probadas polo lema
3.2.3, como comprobamos a continuación.
Lema 3.6.2 Supoñamos que o subconxunto Wu0 definido en (3.2.51) é non baleiro e asu-
mamos as condicións do teorema 3.6.1. Entón temos que, para cada u˜0 ∈ Wu0,
||uε − u˜0||1,2 ≤ M, (3.6.25)
|uε − u0|a ≤ N
√
ε, (3.6.26)
sendo M e N dúas constantes independentes de ε ≤ 1.
Demostración: Dado un elemento arbitrario u˜0 de Wu0 , podemos utilizar v = u˜0 como
función test no problema (3.6.1) dado que, entón, u˜0 ∈ K. Así mesmo, tomando v = uε en
(3.2.24) obtemos outra inecuación que, sumada á anterior —e lembrando (3.2.50)—, resulta
ε
∫
Ω
A∇uε · ∇(u˜0 − uε) dx−
∫
Ω
a (uε − u˜0)2 dx+
∫
Γ
εγ(x, uε)(u˜0 − uε) dσ ≥ 0,
considerando A = A(x, uε) por comodidade. Escribindo uε = uε − u˜0 + u˜0 na primeira
integral e recolocando termos, chegamos a
ε
∫
Ω
A∇(u˜0 − uε) · ∇(u˜0 − uε) dx+
∫
Ω
a (uε − u˜0)2 dx ≤
≤ ε
∫
Ω
A∇u˜0 · ∇(u˜0 − uε) dx+
∫
Γ
εγ(x, uε)(u˜0 − uε) dσ. (3.6.27)
Agora, aplicando a hipótese (1.1.12) para u = uε e v = u˜0, obtemos∫
Γ
γ(x, u˜0)(u˜0 − uε) dσ ≥
∫
Γ
γ(x, uε)(u˜0 − uε) dσ,
que, substituído en (3.6.27), implica
ε
∫
Ω
A∇(u˜0 − uε) · ∇(u˜0 − uε) dx+
∫
Ω
a (uε − u˜0)2 dx ≤
≤ ε
∫
Ω
A∇u˜0 · ∇(u˜0 − uε) dx+
∫
Γ
εγ(x, u˜0)(u˜0 − uε) dσ. (3.6.28)
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Así, grazas a (1.1.9), (1.1.10) e tendo en conta (1.1.11), deducimos a partir da desigualdade
de Cauchy-Schwarz que
ελ| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a ≤
≤ εΛ| |∇u˜0| |2,Ω| |∇(uε − u˜0)| |2,Ω + ε(C1|u˜0|2,Γ + |γ0|2,Γ)CΓ||uε − u˜0||1,2. (3.6.29)
Dividindo entre ε ≤ 1 toda a desigualdade anterior, deducimos
λ| |∇(uε − u˜0)| |22,Ω + |uε − u˜0|2a ≤
≤ Λ| |∇u˜0| |2,Ω| |∇(uε − u˜0)| |2,Ω + (C1|u˜0|2,Γ + |γ0|2,Γ)CΓ||uε − u˜0||1,2.
Deste xeito xorde a estimación
(λ ∧ 1)||uε − u˜0||2a ≤
(
Λ| |∇u˜0| |2,Ω + (C1|u˜0|2,Γ + |γ0|2,Γ)CΓ
)
||uε − u˜0||1,2.
En consecuencia, utilizando as equivalencias das normas ‖ · ‖a e ‖ · ‖1,2, séguese
||uε − u˜0||1,2 ≤
(
Λ| |∇u˜0| |2,Ω + (C1|u˜0|2,Γ + |γ0|2,Γ)CΓ
)
C(λ ∧ 1) , (3.6.30)
obtendo (3.6.25). Finalmente, volvendo a (3.6.29), concluímos
|uε − u0|2a = |uε − u˜0|2a ≤ ε
(
Λ| |∇u˜0| |2,Ω + CΓ(C1|u˜0|2,Γ + |γ0|2,Γ)
)2
C(λ ∧ 1) . (3.6.31)
e acádase (3.6.26).
As estimacións do teorema anterior resultan cruciais para probar os seguintes resultados de
converxencia.
Teorema 3.6.2 Baixo as hipóteses do teorema 3.6.1, se se cumpre (2.2.1) e Wu0 é un
convexo non baleiro cumprindo (2.2.3), entón
uε → u˜0 en H1(Ω), (3.6.32)
sendo u˜0 ∈ Wu0 a única solución do problema (3.6.24).
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Demostración: A estimación (3.6.25) permite deducir unha limitación uniforme de uε
en H1(Ω), razón pola cal podemos asegurar a existencia dun elemento w0 ∈ H1(Ω) e dunha
subsucesión, que seguimos denotando por uε, tal que
uε ⇀ w0 en H
1(Ω), (3.6.33)
uε → w0 en L2(Ω); uε → w0 en L2(Γ), (3.6.34)
uε → w0 c.t.p. en Ω; uε → w0 c.t.p. en Γ. (3.6.35)
sendo ademais w0 ∈ K, debido a que K é un conxunto debilmente pechado en H1(Ω).
Entón utilizamos unha técnica similar á utilizada no teorema 3.2.2, tomando v = w0 en
(3.6.1) e v = uε en (3.2.24). Así, seguindo os mesmos pasos cós reproducidos alí, obtemos
para w0 a desigualdade análoga a (3.6.28), ou o que é o mesmo,
ε
∫
Ω
A(x, uε)∇(w0 − uε) · ∇(w0 − uε) dx+
∫
Ω
a (uε − w0)2 dx ≤
≤ ε
∫
Ω
A(x, uε)∇w0 · ∇(w0 − uε) dx+
∫
Γ
εγ(x, w0)(w0 − uε) dσ.
De maneira que, para cada ε ≤ 1, e aplicando a hipótese (1.1.10) cúmprese
ε(λ ∧ 1)||uε − w0||2a ≤ ε
∫
Ω
A(x, uε)∇w0 · ∇(w0 − uε) dx+ ε
∫
Γ
γ(x, w0)(w0 − uε) dσ,
que dividida entre ε convértese en
(λ ∧ 1)||uε − w0||2a ≤
∫
Ω
A(x, uε)∇w0 · ∇(w0 − uε) dx+
∫
Γ
γ(x, w0)(w0 − uε) dσ. (3.6.36)
Por outra banda, tendo en conta (3.6.35) e (1.1.9), o teorema de Lebesgue garante que
A(x, uε)∇w → A(x, w0)∇w en L2(Ω), ∀w ∈ H1(Ω). (3.6.37)
Entón, tendo en conta (3.6.37), xunto con (3.6.33) e (3.6.34), podemos pasar ao límite en
(3.6.36), resultando o límite do segundo membro nulo, o que demostra en consecuencia a
converxencia forte
uε → w0, en H1(Ω). (3.6.38)
Tan só resta por comprobar que w0 = u˜0 é a solución do problema (3.6.24). Con esta
ﬁnalidade, usando (3.6.26) e (1.1.4) —ver tamén (3.2.9)—, temos
|u0 − w0|a ≤ |u0 − uε|a + |uε − w0|a ≤ N
√
ε+
√
Λ|uε − w0|2,Ω, ∀ε > 0. (3.6.39)
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Debido a (3.6.34), e como N non depende de ε, tomando o límite cando ε tende a cero en
(3.6.39) deducimos que |u0 − w0|a = 0, que implica que w0 = u0 c.t.p. en Ω′ e isto proba
que w0 ∈ Wu0 . Agora ben, aplicando o lema de Minty A.1.5, temos que o problema (3.6.1)
equivale a
uε ∈ K,
∫
Ω
[
εA(x, uε)∇v · ∇(v − uε) + av(v − uε)
]
dx
+
∫
Γ
εγ(x, v) (v − uε) dσ ≥ 〈f, v − uε〉, ∀v ∈ K.
Entón, tomando calquera elemento v = w ∈ Wu0 como función test no problema anterior,
e tendo en conta que f ∈ L2(a dx)∗ —ver (3.2.50) e (3.2.82)—, obtemos∫
Ω
[
εA(x,uε)∇w · ∇(w − uε) + au0(u0 − uε)
]
dx
+
∫
Γ
εγ(x, w)(w − uε) dσ ≥ 〈f, u0 − uε〉, ∀w ∈ Wu0 . (3.6.40)
Por outra banda, considerando v = uε no problema límite (3.2.24) en Ω′, obtemos∫
Ω
a u0(uε − u0) dx ≥ 〈f, uε − u0〉. (3.6.41)
Así, sumando as anteriores desigualdades (3.6.40) e (3.6.41), e dividindo entre o parámetro
positivo ε, deducimos∫
Ω
A(x, uε)∇w · ∇(w − uε) dx+
∫
Γ
γ(x, w)(w − uε) dσ ≥ 0, ∀w ∈ Wu0 .
Mediante as converxencias (3.6.34), (3.6.37), (3.6.38), levamos a cabo un novo paso ao límite
que nos leva a que∫
Ω
A(x, w0)∇w · ∇(w − w0) dx+
∫
Γ
γ(x, w)(w − w0) dσ ≥ 0, ∀w ∈ Wu0.
Finalmente, aplicando de novo o lema de Minty A.1.5, obtemos∫
Ω
A(x, w0)∇w0 · ∇(w − w0) dx+
∫
Γ
γ(x, w0)(w − w0) dσ ≥ 0, ∀w ∈ Wu0 ,
de onde concluímos que w0 é unha solución de (3.6.24). Como estamos nas condicións do
corolario 3.6.1, este problema ten unha solución única u˜0, de xeito que toda a sucesión uε
converxe a w0 = u˜0, o que conclúe a demostración.
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3.6.2. Converxencia asintótica da solución escalada
En contraste co problema (1.1.6), a solución escalada εuε non ten un papel tan directo
no problema (3.6.1), onde se reempraza por uε en moitos termos, como aquel de maior
orde ou o termo fronteira. Por esta razón, para este estudo necesitamos hipóteses adicionais
sobre estes termos. En primeiro lugar, para a matriz A = (Aij) suporemos que existe
A∞ij (x) := l´ımu→±∞
u∈R
Aij(x, u), c.t.p. x ∈ Ω, i, j = 1, ... , n, (3.6.42)
sendo A∞ij ∈ L∞(Ω), i, j = 1, ... , n. En consecuencia, a matriz A∞ = (A∞ij ) cumpre as
mesmas condicións de limitación e elipticidade uniforme análogas a (1.1.9) e (1.1.10),
respectivamente. En concreto, obtemos
|A∞(x)| ≤ Λ c.t.p. x ∈ Ω, (3.6.43)
λ|ξ|2 ≤ A∞ξ · ξ c.t.p. x ∈ Ω, ∀ξ ∈ Rn. (3.6.44)
Ademais, en canto ao termo fronteira, supoñemos a existencia dos límites seguintes,
φ+(x) := l´ım
v→+∞
γ(x, v)
v
c.t.p. x ∈ Γ, (3.6.45)
φ−(x) := l´ım
v→−∞
γ(x, v)
v
c.t.p. x ∈ Γ. (3.6.46)
Aínda que os límites anteriores non sempre existen de forma xeral, nos seguintes exemplos
presentamos varias familias de funcións γ(x, u) para as cales sí está garantida a existencia
dos mesmos.
Exemplo 3.6.1. Dada g ∈ L∞(Γ) tal que g(x) ≥ 0, c.t.p. x ∈ Γ, e α ∈ L2(Γ), consideremos
a función γ(x, u) deﬁnida por
γ(x, u) = g(x)u+ α(x), c.t.p. x ∈ Γ, ∀u ∈ R.
A hipótese (1.1.11) cúmprese con C1 = |g|∞ e γ0(x) = |α(x)|. En canto a (1.1.12),
(γ(x, v)− γ(x, u))(v − u) = g(x)(v − u)2 ≥ 0, c.t.p. x ∈ Γ, ∀u, v ∈ R.
Entón, para cada v 6= 0, temos
γ(x, v)
v
=
g(x)v + α(x)
v
= g(x) +
α(x)
v
c.t.p. x ∈ Γ.
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Polo tanto, φ+(x) = φ−(x) = g(x) c.t.p. x ∈ Γ. 
Exemplo 3.6.2. Neste exemplo analizamos unha xeneralización do anterior. Sexan g e h
dúas funcións de L∞(Γ) tales que g(x) ≥ 0 e h(x) ≥ 0 c.t.p. x ∈ Γ. Por outra parte, sexan
ademais α e β dúas funcións de L2(Γ) tales que β(x) ≥ α(x) c.t.p. x ∈ Γ. Entón é doado
comprobar que
γ(x, u) =

 g(x)u+ α(x), se u ≤ 0h(x)u+ β(x), se u > 0 , c.t.p. x ∈ Γ, ∀u ∈ R
é unha función de Carathéodory que cumpre a condición (1.1.11) para C1 = (|g|∞ ∨ |h|∞)
e γ0(x) = |α(x)| ∨ |β(x)|. Veriﬁquemos (1.1.12). En efecto, se v ≥ u en c.t.p. x ∈ Γ,
(γ(x, v)− γ(x, u))(v − u) =


g(x)(v − u)2 ≥ 0, se u, v ≤ 0,
(h(x)v + β(x)− α(x)− g(x)u)(v − u) ≥ 0, se u ≤ 0 < v,
h(x)(v − u)2 ≥ 0, se u, v > 0,
obtendo resultados análogos para os casos en que u ≥ v. Ademais, para cada v 6= 0, temos
γ(x, v)
v
=


g(x) +
α(x)
v
, se v < 0,
h(x) +
β(x)
v
, se v > 0,
de onde deducimos φ+(x) = h(x) e φ−(x) = g(x) c.t.p. x ∈ Γ. 
Exemplo 3.6.3. Sexan α, β, δ ∈ R tres constantes positivas e ψ unha función de L2(Γ).
Neste exemplo consideramos dous casos que cumpren a condición (1.1.11) para C1 =
α
β
e
γ0(x) = |ψ(x)|. Ambas as dúas cumpren tamén a condición (1.1.12) por presentar monotonía
crecente na segunda variable.
1. Dado k ∈ N, sexa γ(x, u) = α u
2k+1
δ + β u2k
+ψ(x) c.t.p. x ∈ Γ, ∀u ∈ R. Obtemos que, para
cada v 6= 0,
γ(x, v)
v
=
α v2k
δ + β v2k
+
ψ(x)
v
c.t.p. x ∈ Γ.
En consecuencia, φ+(x) = φ−(x) =
α
β
c.t.p. x ∈ Γ.
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2. Sexa γ(x, u) =
αu
δ + β u2/3
+ ψ(x) c.t.p. x ∈ Γ, ∀u ∈ R. Para cada v 6= 0 podemos
escribir
γ(x, v)
v
=
α
δ + β v2/3
+
ψ(x)
v
c.t.p. x ∈ Γ.
Así, φ+(x) = φ−(x) = 0 c.t.p. x ∈ Γ. 
Exemplo 3.6.4. Sexa γ unha función de Carathéodory cumprindo (1.1.11) con C1 = 0.
Entón, para cada v 6= 0, podemos escribir∣∣∣γ(x, v)
v
∣∣∣ ≤ γ0(x)|v| c.t.p. x ∈ Γ.
Así, φ+(x) = φ−(x) = 0 c.t.p. x ∈ Γ. 
No caso de existiren os límites (3.6.45) e (3.6.46), podemos construír a seguinte función,
φ(x, u) =

 φ−(x)u, se u ≤ 0φ+(x)u, se u > 0 , c.t.p. x ∈ Γ, ∀u ∈ R. (3.6.47)
O lema seguinte resume as características principais da función φ(x, u).
Lema 3.6.3 Se existen os límites (3.6.45) e (3.6.46) e γ(x, u) cumpre as condicións (1.1.11)
e (1.1.12), entón a función φ(x, u) definida en (3.6.47) é unha función de Carathéodory que
tamén cumpre
|φ(x, u)| ≤ C1|u|, c.t.p. x ∈ Γ, ∀u ∈ R, (3.6.48)
(φ(x, u)− φ(x, v))(u− v) ≥ 0, c.t.p. x ∈ Γ, ∀u, v ∈ R, (3.6.49)
é dicir, as mesmas condicións análogas a (1.1.11) con γ0 = 0 e (1.1.12).
Demostración: Cos mesmos argumentos do lema 3.2.4 para ψ(x, u) podemos probar que
a función φ(x, u) é unha función de Carathéodory.
Veriﬁquemos (3.6.48) e (3.6.49). En efecto, como γ(x, v) cumpre (1.1.11), entón temos, por
un lado, para case todo punto x ∈ Γ e para todo v 6= 0,∣∣∣γ(x, v)
v
∣∣∣ = |γ(x, v)||v| ≤ C1|v|+ γ0(x)|v| = C1 + γ0(x)|v| , c.t.p. x ∈ Γ,
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de onde, necesariamente, obtemos que φ+, φ− ∈ L∞(Γ) e φ(x, u) cumpre (3.6.48) para a
mesma constante C1 coa que γ(x, u) cumpre (1.1.11). Por outro lado, para cada v 6= 0,
γ(x, v)
v
=
γ(x, 0)
v
+
(γ(x, v)− γ(x, 0))v
v2
, c.t.p. x ∈ Γ.
Polo tanto, aplicando (1.1.12) para γ(x, u) no último termo da expresión anterior, deducimos
φ+(x) ≥ 0, φ−(x) ≥ 0, c.t.p. x ∈ Γ.
Procedendo analogamente á última etapa do lema 3.2.4 obtemos que φ(x, u) cumpre tamén
a condición (1.1.12).
En consecuencia, propoñemos o seguinte problema, lembrando que o conxunto Wa xa deﬁ-
nido en (3.1.3) é convexo, pechado e non baleiro.
v0 ∈ Wa,∫
Ω
A∞(x)∇v0 · ∇(v − v0) dx+
∫
Γ
φ(x, v0)(v − v0) dσ ≥ 〈f, v − v0〉, ∀v ∈ Wa,

 (3.6.50)
Os resultados estudados no capítulo 2 sérvennos para probar existencia e unicidade de
solución para o problema anterior.
Corolario 3.6.2 Baixo as hipóteses (1.1.4), (1.1.7), (1.1.9)-(1.1.12), entón o problema
(3.6.50) ten unha única solución.
Demostración: Facilmente comprobamos que∫
Ω′
au˜0(v − u˜0) dx = 0, ∀v ∈ Wa,
e, como xa indicamos, A∞ cumpre (3.6.43) e (3.6.44). Ademais, o lema 3.6.3 asegura que
φ(x, u) cumpre as condicións (3.6.48) e (3.6.49), polo que deducimos que o problema (3.6.50)
responde á forma xeral (1.1.6) para ε = 1, A∞ e φ. A existencia e unicidade de solución
é unha aplicación do teorema 2.3.2. O argumento é similar ao usado na demostración do
corolario 3.2.2. Nótese que tamén no lema 3.6.3 se proba a non negatividade das funcións
φ+ e φ−.
180 COMPORTAMENTO ASINTÓTICO DA SOLUCIÓN 3.6
Teorema 3.6.3 Baixo as hipóteses (1.1.4), (1.1.7)–(1.1.12) e (3.6.42), se existen os lími-
tes (3.6.45) e (3.6.46) entón temos
εuε → v0 en H1(Ω), (3.6.51)
onde uε é a solución de (3.6.1) e v0 a única solución de (3.6.50).
Observación 3.6.3. Nótese que non empregamos as hipóteses (2.2.1) e (2.2.3) que garan-
ten a unicidade de solución do problema (3.6.1), mediante a aplicación do corolario 3.6.1.
Non obstante, estamos nas condicións do corolario 3.6.2, que garante a existencia e unici-
dade de solución do problema límite (3.6.50). Entón, aínda que existan varias solucións de
(3.6.1), todas elas converxen forte en H1(Ω) á solución v0 de (3.6.50). @
Demostración: Dividimos a demostración en dúas partes principais. Na primeira delas
ocupámonos da converxencia en H1(Ω) de vε = εuε cara un elemento v0 ∈ Wa, mentres que
na segunda determinamos o problema límite do cal v0 é solución.
Parte I: Converxencia en H1(Ω).
Estando nas condicións do lema 3.6.1, e tendo en conta a notación vε = εuε, a estimación
(3.6.3) permite aﬁrmar a existencia dun elemento v0 ∈ H1(Ω) e unha subsucesión de vε,
que seguimos denotando por vε sen que dea lugar a confusión, tales que, se ε→ 0,
vε ⇀ v0 en H
1(Ω), (3.6.52)
vε → v0 en L2(Ω); vε → v0 en L2(Γ), (3.6.53)
vε → v0 c.t.p. en Ω; vε → v0 c.t.p. sobre Γ. (3.6.54)
Para que este elemento v0 sexa solución de (3.6.50) debemos comprobar que, efectivamente,
pertence a Wa. En primeiro lugar, v0 ∈ K, pois K, sendo convexo e pechado, é debilmente
pechado. Ademais, a partir de (3.6.4), obtemos∫
Ω
av2ε dx ≤ εN,
sendo N unha constante independente de ε; a aplicación de (3.6.53) condúcenos a∫
Ω
av20 dx = 0,
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o cal implica que, —ver tamén (1.1.4)—,
av0 = 0 c.t.p. en Ω. (3.6.55)
Probamos que v0 ∈ K0 seguindo exactamente o mesmo argumento usado na demostración
do teorema 3.1.1, coa axuda do lema 3.1.2. Así, deducimos
v0 ∈ Wa. (3.6.56)
Comprobemos agora que, de feito, a converxencia (3.6.52) é forte en H1(Ω). Dado que o
elemento v0 pertence a K0, e para cada ε existe un elemento wε ∈ K tal que v0 = ε(wε−k0),
para k0 ∈ K ﬁxo. Entón, se multiplicamos (3.6.1) por ε e usamos a función test dada por
v = wε =
v0
ε
+ k0 ∈ K, (3.6.57)
obtemos, lembrando vε = εuε,∫
Ω
[
A(x, uε)∇vε · ∇(v0 + εk0 − vε) + a uε(v0 + εk0 − vε)
]
dx
+
∫
Γ
εγ(x, uε)(v0 + εk0 − vε) dσ ≥ 〈f, v0 + εk0 − vε〉.
Seguindo o mesmo razoamento utilizado no teorema 3.1.1, a partir da desigualdade anterior
concluímos
(λ ∧ 1)‖vε − v0‖2a ≤ ε
∫
Ω
A(x, uε)∇vε · ∇k0 dx+
∫
Ω
a vε k0 dx− 〈f, v0 + εk0 − vε〉
+
∫
Ω
A(x, uε)∇v0 · ∇(v0 − vε) dx+
∫
Γ
εγ(x, uε)(v0 + εk0 − vε) dσ. (3.6.58)
Cada un dos termos do membro dereito da desigualdade anterior converxe a cero canda ε.
De feito, aproveitando a estimación (3.6.3) e a hipótese (1.1.9), a desigualdade de Cauchy-
Schwartz lévanos a
0 ≤
∣∣∣ε ∫
Ω
A(x, uε)∇vε · ∇k0 dx
∣∣∣ ≤ εΛ||vε||1,2||k0||1,2 ≤ εΛM ||k0||1,2 → 0.
Ademais, tendo en conta (3.6.52), (3.6.53), (3.6.55) e que k0 é un elemento ﬁxo, obtemos∫
Ω
a vε k0 dx→
∫
Ω
a v0k0 dx = 0,
〈f, v0 + εk0 − vε〉 → 0.
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Para o termo fronteira de (3.6.58), basta ter en consideración (3.6.53) e a hipótese (1.1.11).
En efecto, aplicando novamente a desigualdade de Cauchy-Schwarz, resulta
0 ≤
∣∣∣ ∫
Γ
εγ(x, uε)(v0 + εk0 − vε) dσ
∣∣∣ ≤ ∫
Γ
(C1|vε|+ εγ0)|v0 + εk0 − vε| dσ
≤ C1|vε|2,Γ|v0 + εk0 − vε|2,Γ + ε|γ0|2,Γ|v0 + εk0 − vε|2,Γ → 0.
O tratamento do termo que resta por estudar en (3.6.58) require dividir o dominio Ω nos
dous conxuntos complementarios seguintes,
[v0 = 0] = {x ∈ Ω, v0(x) = 0},
[v0 6= 0] = {x ∈ Ω, v0(x) 6= 0}.
Notemos que Ω′ ⊂ [v0 = 0] como consecuencia de (3.6.55). Ademais, no conxunto [v0 6= 0],
deducimos uε = vε/ε→ ±∞, c.t.p., debido a (3.6.54). Entón, denotando por χ[·] a función
característica do conxunto entre corchetes e v un elemento arbitrario de H1(Ω), a hipótese
(3.6.42) implica
χ[v0 6=0]A(x, uε)∇v → χ[v0 6=0]A∞(x)∇v, c.t.p. x ∈ Ω. (3.6.59)
Tomando v = v0 e considerando (1.1.9), o teorema de Lebesgue garante que se cumpre a
converxencia anterior tamén en L2(Ω) e así, grazas a (3.6.52), deducimos∫
Ω
A(x, uε)∇v0 · ∇(v0 − vε) dx =
∫
Ω
χ[v0 6=0]A(x, uε)∇v0 · ∇(v0 − vε) dx→ 0.
As converxencias anteriores proban que o segundo membro de (3.6.58) tende a cero, polo
que concluímos
vε → v0 en H1(Ω). (3.6.60)
Como v0 é única, toda a sucesión vε tende a v0.
Parte II: Determinación do problema límite.
Para ﬁnalizar a demostración, cómpre demostrar que v0 resolve a inecuación variacional
formulada en (3.6.50). Con este ﬁn, aplicamos o lema A.1.5 para w = uε e a función de
fronteira εγ. Así, a solución uε do problema (3.6.1) tamén cumpre que, para calquera v ∈ K,∫
Ω
[
εA(x, uε)∇v · ∇(v − uε) + a v(v − uε)
]
dx+
∫
Γ
εγ(x, v)(v − uε) dσ ≥ 〈f, v − uε〉.
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Multiplicando a desigualdade anterior por ε, obtemos∫
Ω
[
A(x, uε)∇(εv) · ∇(εv − vε) + a v(εv − vε)
]
dx
+
∫
Γ
εγ(x, v)(εv − vε) dσ ≥ 〈f, εv − vε〉, ∀v ∈ K. (3.6.61)
Sexa entón w ∈ Wa un elemento arbitrario. Se k0 ∈ K é un elemento arbitrario ﬁxo, o mesmo
argumento utilizado anteriormente para construír (3.6.57) lévanos tamén a considerar o
elemento
wε =
w
ε
+ k0 ∈ K
como función test en (3.6.61) para obter∫
Ω
[
A(x, uε)∇(w + εk0) · ∇(w − vε + εk0) + a
(w
ε
+ k0
)
(w − vε + εk0)
]
dx
+
∫
Γ
εγ(x, wε)(w − vε + εk0) dσ ≥ 〈f, w − vε + εk0〉, ∀w ∈ Wa. (3.6.62)
Por ser w ∈ Wa, cumpre que aw = 0 c.t.p. x ∈ Ω e (3.6.62) transfórmase en∫
Ω
[
A(x, uε)∇(w + εk0) · ∇(w − vε + εk0) + a k0(−vε + εk0)
]
dx
+
∫
Γ
εγ(x, wε)(w − vε + εk0) dσ ≥ 〈f, w − vε + εk0〉, ∀w ∈ Wa. (3.6.63)
Sumando e restando v0 no primeiro termo da desigualdade (3.6.63), resulta que∫
Ω
A(x, uε)∇(w − v0) · ∇(w − vε + εk0) dx+
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(w − vε + εk0) dx
+
∫
Ω
a k0(−vε + εk0) dx+
∫
Γ
εγ(x, wε)(w − vε + εk0) dσ ≥ 〈f, w − vε + εk0〉, ∀w ∈ Wa.
En concreto, como v0 ∈ Wa e este conxunto é convexo, temos que v0 + t(w − v0) ∈ Wa
para calquera w ∈ Wa e t ∈ (0, 1). Por tanto, substituíndo este elemento na desigualdade
anterior e logo dividindo entre t, obtemos∫
Ω
A(x, uε)∇(w − v0) · ∇(v0 + t(w − v0)− vε + εk0) dx
+
1
t
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(v0 + t(w − v0)− vε + εk0) dx+ 1
t
∫
Ω
a k0(−vε + εk0) dx
+
1
t
∫
Γ
εγ(x, wε)(v0 + t(w − v0)− vε + εk0) dσ ≥ 1
t
〈f, v0 + t(w − v0)− vε + εk0〉.
184 COMPORTAMENTO ASINTÓTICO DA SOLUCIÓN 3.6
Por tanto, operando os termos anteriores, chegamos a∫
Ω
A(x, uε)∇(w − v0) · ∇(v0 − vε + εk0) dx+ t
∫
Ω
A(x, uε)∇(w − v0) · ∇(w − v0) dx
+
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(w − v0) dx+ 1
t
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(v0 − vε + εk0) dx
+
1
t
∫
Ω
a k0(−vε + εk0) dx+
∫
Γ
εγ(x, wε)(w − v0) dσ + 1
t
∫
Γ
εγ(x, wε)(v0 − vε + εk0) dσ
≥ 1
t
〈f, v0 + t(w − v0)− vε + εk0〉. (3.6.64)
O segundo termo da parte esquerda de (3.6.64) está limitado, pois logo da aplicación da
hipótese (1.1.9), obtemos∣∣∣t ∫
Ω
A(x, uε)∇(w − v0) · ∇(w − v0) dx
∣∣∣ ≤ tΛ| |∇(w − v0)| |22,Ω.
Tendo en conta esta estimación en (3.6.64), resulta∫
Ω
A(x, uε)∇(w − v0) · ∇(v0 − vε + εk0) dx+ tΛ| |∇(w − v0)| |22,Ω
+
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(w − v0) dx+ 1
t
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(v0 − vε + εk0) dx
+
1
t
∫
Ω
a k0(−vε + εk0) dx+
∫
Γ
εγ(x, wε)(w − v0) dσ + 1
t
∫
Γ
εγ(x, wε)(v0 − vε + εk0) dσ
≥ 1
t
〈f, v0 + t(w − v0)− vε + εk0〉. (3.6.65)
O problema límite xorde a partir da expresión (3.6.65), mediante un proceso de paso ao
límite cando ε → 0 en cada un dos seus termos, tendo en conta a converxencia (3.6.60)
probada anteriormente. Analizamos, a continuación, os límites de cada un dos termos do
membro esquerdo por separado. O primeiro deles, que denotamos por T1, pode limitarse
con axuda da desigualdade de Cauchy-Schwarz e a hipótese (1.1.9), para deducir a súa
converxencia a cero grazas a (3.6.60),
|T1| :=
∣∣∣ ∫
Ω
A(x, uε)∇(w − v0) · ∇(v0 − vε + εk0) dx
∣∣∣
≤ Λ||w − v0||1,2||v0 − vε + εk0||1,2 → 0. (3.6.66)
Analogamente pode probarse que o cuarto termo cómpre
T4 :=
1
t
∫
Ω
A(x, uε)∇(v0 + εk0) · ∇(v0 − vε + εk0) dx→ 0, (3.6.67)
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En canto ao terceiro termo, descompoñémolo en dous sumandos como
T3 :=
∫
Ω
A(x, uε)∇v0 · ∇(w − v0) dx+ ε
∫
Ω
A(x, uε)∇k0 · ∇(w − v0) dx. (3.6.68)
Por unha parte, a aplicación de (1.1.9) e a desigualdade de Cauchy-Schwarz conducen a∣∣∣ε ∫
Ω
A(x, uε)∇k0 · ∇(w − v0) dx
∣∣∣ ≤ εΛ||k0||1,2||w − v0||1,2 → 0. (3.6.69)
Por outra parte, considerando (3.6.59) para v = v0, obtemos
χ[v0 6=0]A(x, uε)∇v0 → χ[v0 6=0]A∞(x)∇v0, c.t.p. x ∈ Ω. (3.6.70)
Como xa indicamos anteriormente, tendo en conta a limitación (1.1.9), o teorema de
Lebesgue garante que a converxencia anterior é válida tamén en L2(Ω), de xeito que pode-
mos levar a cabo un proceso de paso ao límite en (3.6.68) usando (3.6.69) e (3.6.70) para
deducir
T3 →
∫
Ω
A∞(x)∇v0 · ∇(w − v0) dx. (3.6.71)
Para o quinto termo de (3.6.65), lembrando (3.6.60) e que av0 ≡ 0 en Ω, obtemos
T5 :=
1
t
∫
Ω
a k0 (−vε + εk0) dx→ 1
t
∫
Ω
a k0 (−v0) dx = 0. (3.6.72)
En canto á primeira integral de fronteira nótese que, para calquera elemento arbitrario
w ∈ Wa e ε ﬁxo, o lema de Nemitskii A.1.4 asegura que a función deﬁnida por
x 7−→ εγ
(
x,
w(x)
ε
+ k0(x)
)
, c.t.p. x ∈ Γ
pertence a L2(Γ) pois, grazas a (1.1.11), é unha función de Carathéodory maiorada por∣∣∣εγ(x, w
ε
+ k0
)∣∣∣ ≤ C1|w + εk0|+ εγ0(x) ≤ C1|w|+ ε(C1|k0|+ γ0(x)). (3.6.73)
Probemos agora que, para calquera w ∈ Wa,
εγ
(
x,
w(x)
ε
+ k0(x)
)
→ φ(x, w(x)), c.t.p. x ∈ Γ, (3.6.74)
cando ε tende a cero, sendo φ(x, w) a función deﬁnida en (3.6.47).
En efecto, razoamos da seguinte maneira. En primeiro lugar, se w(x) = 0 temos
εγ
(
x,
w(x)
ε
+ k0(x)
)
= εγ(x, k0(x))→ 0 = φ(x, 0) = φ(x, w(x)).
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Por outra parte, se w(x) > 0, deducimos
εγ
(
x,
w(x)
ε
+ k0(x)
)
=
γ
(
x, w(x)
ε
+ k0(x)
)
w(x)
ε
+ k0(x)
(w(x) + εk0(x))→ φ+(x)w(x),
cando ε tende a cero, tendo en conta (3.6.45). En caso de que w < 0 obtemos, analogamente
mediante (3.6.46),
εγ
(
x,
w(x)
ε
+ k0(x)
)
→ φ−(x)w(x),
e isto proba a converxencia puntual (3.6.74) que, xunto coa limitación (3.6.73), para cada
ε ≤ 1, permite aplicar o teorema de Lebesgue para deducir
εγ
(
x,
w(x)
ε
+ k0(x)
)
→ φ(x, w(x)) en L2(Γ). (3.6.75)
Entón, denominando T6 á primeira integral de fronteira, obtemos
T6 :=
∫
Γ
εγ(x, wε)(w − v0) dσ →
∫
Γ
φ(x, w)(w − v0) dσ. (3.6.76)
Para a segunda integral de fronteira, T7, temos en conta (3.6.75) e o límite (3.6.60), que
conducen a
T7 :=
1
t
∫
Γ
εγ(x, wε)(v0 − vε + εk0) dσ→ 0. (3.6.77)
Ademais, tendo en conta (3.6.60) é obvio que o segundo membro de (3.6.65) cumpre
1
t
〈f, v0 + t(w − v0)− vε + εk0〉
= 〈f, w − v0〉+ 1
t
〈f, v0 − vε + εk0〉 → 〈f, w − v0〉. (3.6.78)
En consecuencia, reunindo todos os resultados (3.6.66), (3.6.67), (3.6.71), (3.6.72), (3.6.76),
(3.6.77) e (3.6.78) en (3.6.65) e facendo un paso ao límite cando ε tende a cero, obtemos,
para todo w ∈ Wa,
tΛ| |∇(w − v0)| |22,Ω
+
∫
Ω
A∞(x)∇v0 · ∇(w − v0) dx+
∫
Γ
φ(x, w)(w − v0) dσ ≥ 〈f, w − v0〉. (3.6.79)
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Finalmente, lembrando que t ∈ (0, 1) podemos agora facer tender t a cero en (3.6.79) para
obter, para todo w ∈ Wa,∫
Ω
A∞(x)∇v0 · ∇(w − v0) dx+
∫
Γ
φ(x, w)(w − v0) dσ ≥ 〈f, w − v0〉.
Dado que A∞ cumpre (1.1.10) e no lema 3.6.3 probamos que φ(x, w) é unha función de
Carathéodory que cumpre as hipóteses (1.1.11) e (1.1.12), unha aplicación do lema A.1.5
permite deducir∫
Ω
A∞(x)∇v0 · ∇(w − v0) dx+
∫
Γ
φ(x, v0)(w − v0) dσ ≥ 〈f, w − v0〉, ∀w ∈ Wa. (3.6.80)
Como xa probamos en (3.6.56) que v0 é un elemento de Wa, conclúese a demostración.
Observación 3.6.4. Nas condicións do teorema 3.6.3 anterior, no caso particular de que
f ∈ L2(a dx)∗, cúmprense as hipóteses do teorema 3.6.2 que garante a converxencia (3.6.32).
Entón, necesariamente,
εuε → 0, en H1(Ω).
Este resultado non se contradi con (3.6.51), como comprobamos a continuación probando
que v0 = 0 neste caso particular. En efecto, supoñendo f ∈ L2(a dx)∗, existe un elemento
f ∗ ∈ L2(a dx) que permite calcular
〈f, w − v0〉 =
∫
Ω
a f ∗(w − v0) dx =
∫
Ω
a f ∗w dx−
∫
Ω
a f ∗v0 dx = 0,
pois tanto w como v0 pertencen a Wa. En consecuencia, o problema (3.6.50) toma a forma
v0 ∈ Wa,
∫
Ω
A∞(x)∇v0 · ∇(w − v0) dx+
∫
Γ
φ(x, v0)(w − v0) dσ ≥ 0, ∀w ∈ Wa,
que ten como solución v0 = 0. @

CAPÍTULO 4
Regularidade e aproximación numérica da solución
A regularidade das solucións débiles dun problema variacional é unha cuestión de suma
importancia no estudo da relación entre solucións débiles e solucións clásicas, así como na
estimación do erro das aproximacións numéricas.
Como se pode comprobar no anexo A, o problema (1.1.6) é a formulación variacional
dunha ecuación en derivadas parciais de segunda orde cando o convexo K é, adicional-
mente, un espazo vectorial. Se, ademais, (1.1.6) é lineal, estamos nun caso particular
que entra dentro do marco da teoría clásica de operadores lineais elípticos, recollida en
numerosas obras, como Ladyzhenskaya[93], Evans[55], Gilbarg-Trudinger[67], Brézis[26, 27],
Grisvard[72], Haroske-Triebel[74], Renardy-Rogers[124], Showalter[130], Troianiello[145] e
un longo etcétera. É coñecido, neste ámbito, que as segundas derivadas da solución gozan
da mesma regularidade que aquela suposta para os datos.
Por contra, se o convexo K non é un espazo vectorial, resulta máis difícil establecer
resultados xerais dado que a regularidade das solucións das inecuacións variacionais adoita
depender da deﬁnición de K. Con todo, Brézis e Stampacchia[24] acadaron resultados nun
marco xeral, dabondo para abarcar numerosos convexos asociados a problemas importantes,
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entre os que se incluían tamén certos problemas non lineais; ofrecen, así, condicións que
garanten a pertenza das solucións a W 2,p(Ω), 1 < p < +∞ —ver tamén Lions[99]—.
Para máis resultados sobre problemas con convexos propios de problemas tipo obstáculo
ou con restricións no gradiente citamos aquí tamén traballos de Brézis e Kinderlehrer[23],
Gerhardt[62, 63], Jensen[83, 84] ou Choe[42].
As diﬁcultades intrínsecas que entrañan os termos non lineais impiden estender os
resultados anteriores dun xeito sinxelo utilizando as mesmas técnicas. Por esta razón, e pola
envergadura que este estudo suporía, limitámonos neste capítulo a estender outras propie-
dades como o principio do máximo e outras estimacións en L∞(Ω). Non obstante, durante
a construción da aproximación numérica, consideramos regularidade suﬁciente para obter
resultados de estimación de erro. Esta regularidade probámola no anexo B.2 para un caso
particular de problemas unidimensionais, que empregamos nos experimentos numéricos.
4.1. Estimacións puntuais
Como comentamos anteriormente, dedicamos esta primeira parte do capítulo a obter
limitacións da solución en L∞(Ω). Dada a singularidade do problema, obtemos resultados
tanto no dominio Ω como en Ω′. Rematamos a sección cun reﬁnamento dos mesmos para a
solución do problema (1.1.6) cando se considera o convexo propio de problemas de obstáculo.
4.1.1. Un principio do máximo
Nos problemas lineais onde se involucran operadores elípticos de segunda orde é coñecido
o principio do máximo, polo cal o máximo da solución acádase na fronteira ou coincide co
supremo do termo fonte f . Na literatura pode comprobarse este feito en moitas obras,
das que podemos destacar os libros de Gilbarg-Trudinger[67] ou de Brézis[26], que pre-
senta unha proba sinxela para ecuacións tanto de tipo Dirichlet homoxéneo como de tipo
Neumann. Seguindo ambas as dúas referencias, presentamos nesta sección unha ampliación
deste principio para a inecuación variacional non lineal que nos ocupa. As denominadas
técnicas de truncamento –ver Brézis[26]– constitúen a principal ferramenta utilizada nesta
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sección. Resulta fundamental, entón, a consideración da función parte positiva, é dicir,
t+ = ma´x{0, t}, t ∈ R, (4.1.1)
e, ademais, con axuda dela, a función parte negativa
t− = (−t)+ = ma´x{0,−t}, t ∈ R, (4.1.2)
de forma que obtemos as descomposicións
t = t+ − t−
|t| = t+ + t−.
Estimación da solución en L∞(Ω).
Teorema 4.1.1 Sexa φ un elemento calquera deH1(Ω) e K é un cono de vértice φ na forma
K = K∗ + φ, de tal xeito que K∗ é un cono de vértice cero que cumpre D(Ω) ⊆ K∗. Baixo
as hipóteses (1.1.4) e (1.1.10), a solución uε de (1.1.6) cumpre as limitacións seguintes.
A) Se f ∈ L2(a dx)∗, entón
mı´n{´ınf
Γ
uε, ı´nf
Ω′
f ∗} ≤ uε(x) ≤ ma´x{sup
Γ
uε, sup
Ω′
f ∗}, c.t.p. x ∈ Ω, (4.1.3)
sendo f ∗ ∈ L2(a dx) o elemento para o que 〈f, v〉 = (f ∗, v)a, ∀v ∈ L2(a dx).
B) Se f ∈ L2(Ω), entón
B.1) Se f ≤ 0 c.t.p. en Ω\Ω′, cúmprese
uε(x) ≤ ma´x
{
sup
Γ
uε, sup
Ω′
f
a
}
, c.t.p. x ∈ Ω, (4.1.4)
B.2) Se f ≥ 0 c.t.p. en Ω\Ω′, cúmprese
uε(x) ≥ mı´n
{´
ınf
Γ
uε, ı´nf
Ω′
f
a
}
, c.t.p. x ∈ Ω. (4.1.5)
Demostración: Sexa ϕ ∈ D(Ω) arbitraria. Como K é un cono convexo e D(Ω) ⊆ K∗,
facendo uso do lema A.1.2, podemos tomar ±ϕ na inecuación de (A.1.2) como funcións
test, obtendo ∫
Ω
[
εA(x, εuε)∇uε · ∇ϕ+ auεϕ
]
dx = 〈f, ϕ〉, ∀ϕ ∈ D(Ω),
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Un argumento de densidade serve para estender a anterior ecuación a∫
Ω
[
εA(x, εuε)∇uε · ∇w + auεw
]
dx = 〈f, w〉, ∀w ∈ H10 (Ω). (4.1.6)
A partir desta ecuación, tomando funcións test axeitadas, podemos deducir os resultados
do teorema.
Caso A) f ∈ L2(a dx)∗.
Seguindo o denominado método de truncamentos de Stampacchia –ver Brézis[26]–, deno-
tamos por
R = ma´x{sup
Γ
uε, sup
Ω′
f ∗},
supoñendo R < +∞ pois, se así non fose, o resultado (4.1.3) teríase trivialmente.
Entón a función v1 = (uε − R)+ pertence a H1(Ω) —ver Chipot[33] ou Rodrigues[123]—.
Ademais, v1 = 0 c.t.p. sobre a fronteira Γ, polo que necesariamente v1 ∈ H10 (Ω) e podemos
tomala como función test v1 en (4.1.6), chegando a∫
Ω
[
εA(x, εuε)∇uε · ∇(uε − R)+ + auε(uε − R)+
]
dx = 〈f, (uε −R)+〉.
Tendo en conta que ∇(uε−R)+ = χ{uε−R>0}∇(uε−R), podemos escribir a ecuación anterior
como∫
Ω
εA(x, εuε)∇(uε − R)+ · ∇(uε − R)+ dx+
∫
Ω′
auε(uε − R)+dx = 〈f, (uε − R)+〉. (4.1.7)
Restando en cada membro o termo
∫
Ω′
aR(uε − R)+dx, obtemos∫
Ω
εA(x, εuε)∇(uε −R)+ · ∇(uε −R)+ dx+
∫
Ω′
a(uε − R)(uε − R)+dx =
= 〈f, (uε − R)+〉 −
∫
Ω′
aR(uε −R)+dx. (4.1.8)
Agora ben, como ∫
Ω′
a(uε −R)(uε − R)+ dx =
∫
Ω
a[(uε −R)+]2 dx,
a hipótese (1.1.10) permite limitar inferiormente o primeiro termo da ecuación (4.1.8) de
xeito que
(ελ ∧ 1)||(uε −R)+||2a ≤ 〈f, (uε − R)+〉 −
∫
Ω′
aR(uε −R)+dx. (4.1.9)
4.1 Estimacións puntuais 193
Dado que f ∈ L2(a dx)∗, obtemos
(ελ ∧ 1)||(uε − R)+||2a ≤
∫
Ω′
a(f ∗ −R)(uε −R)+dx ≤ 0. (4.1.10)
Nesta última desigualdade tivemos en conta a hipótese (1.1.4) e o feito de que (uε−R)+ ≥ 0
e (f ∗ −R) ≤ 0 c.t.p. en Ω′ respectivamente. Así, concluímos ﬁnalmente que (uε −R)+ = 0
c.t.p. en Ω, de onde se extrae a limitación superior de (4.1.3).
Para a limitación inferior de (4.1.3), consideramos agora
S = mı´n{´ınf
Γ
uε, ı´nf
Ω′
f ∗},
suposto S > −∞. Seguimos analogamente os pasos anteriores tomando, en cambio, o
elemento v2 = −(S − uε)+ ∈ H10 (Ω) como función test na ecuación (4.1.6) e tendo en conta
consideracións similares ás realizadas coa limitación superior, chegamos a unha igualdade
análoga a (4.1.7),∫
Ω
[
εA(x, εuε)∇(S − uε)+ · ∇(S − uε)+ − auε(S − uε)+
]
dx = −〈f, (S − uε)+〉.
Logo de sumar en cada membro o termo
∫
Ω
aS(S − uε)+ dx, obtemos
∫
Ω
[
εA(x, εuε)∇(S − uε)+ · ∇(S − uε)+ + a[(S − uε)+]2
]
dx =
=
∫
Ω
aS(S − uε)+ dx− 〈f, (S − uε)+〉. (4.1.11)
Utilizando (1.1.10) e o feito de que f ∈ L2(a dx)∗, deducimos
(ελ ∧ 1)||(S − uε)+||2a ≤
∫
Ω′
a(S − f ∗)(S − uε)+dx ≤ 0.
de onde resulta (S − uε)+ = 0 c.t.p. en Ω, que conduce á limitación inferior de (4.1.3).
Caso B.1) Supoñamos que f ∈ L2(Ω) e f ≤ 0 c.t.p. en Ω\Ω′.
Para a demostración de (4.1.4), seguimos un procedemento análogo ao usado na limitación
superior de (4.1.3), escollendo neste caso
R = ma´x
{
sup
Γ
uε, sup
Ω′
f
a
}
,
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sempre que R < +∞. Repetindo os mesmos pasos podemos chegar ata a ecuación análoga
a (4.1.9) que, supoñendo agora f ∈ L2(Ω), toma a forma
(ελ ∧ 1)||(uε − R)+||2a ≤
∫
Ω
(f − aR)(uε − R)+dx. (4.1.12)
Por tanto, tendo en conta (1.1.4), a deﬁnición de R e o feito de que f ≤ 0 c.t.p. en Ω\Ω′,∫
Ω
(f − aR)(uε − R)+dx =
∫
Ω′
a
(f
a
− R
)
(uε −R)+dx+
∫
Ω\Ω′
f(uε − R)+dx ≤ 0.
Voltando a (4.1.12), concluímos que (uε − R)+ = 0 c.t.p. en Ω, que equivale a (4.1.4).
Caso B.2) Supoñamos que f ∈ L2(Ω) e f ≥ 0 c.t.p. en Ω\Ω′.
Consideremos agora
S = mı´n
{´
ınf
Γ
uε, ı´nf
Ω′
f
a
}
,
suposto S > −∞. Seguimos os mesmos pasos que permitiron demostrar a limitación inferior
de (4.1.3), chegando a (4.1.11) para a anterior elección de S. Utilizando (1.1.10) e a hipótese
de que f ∈ L2(Ω), deducimos
(ελ ∧ 1)||(S − uε)+||2a ≤
∫
Ω
(aS − f)(S − uε)+dx.
Entón, abonda observar que∫
Ω
(aS − f)(S − uε)+dx =
∫
Ω′
a
(
S − f
a
)
(S − uε)+dx−
∫
Ω\Ω′
f(S − uε)+dx ≤ 0.
para concluír (S − uε)+ = 0 c.t.p. en Ω, o cal conduce a (4.1.5).
Observación 4.1.1. A hipótese f ∈ L2(a dx)∗ resulta crucial para obter as limitacións
superior e inferior de (4.1.3) simultaneamente. De non ser por ela, sería posible atopar
contraexemplos deste resultado.
De feito, se nos remitimos ao exemplo 3.2.1, atopamos un problema unidimensional para o
que se cumpren todas as condicións esixidas no teorema 4.1.1. Así, K é un cono de vértice
φ = 1 da forma K = H10 (Ω)+ 1. Ademais, a = χΩ′ e A ≡ 1 cumpren as propiedades (1.1.4)
e (1.1.10), respectivamente. Para a elección de termo fonte f = 1 c.t.p. x ∈ Ω ocorre que
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f /∈ L2(a dx)∗, pero f ∈ L2(Ω).
En efecto, a solución dada por (3.2.37) cumpre (4.1.5) pois
mı´n
{
ı´nf
Γ
uε, ı´nf
Ω′
f
a
}
= 1.
Non obstante, dacordo co alí explicado, uε tende a inﬁnito en Ω\Ω′ cando ε tende a cero,
polo que unha limitación do tipo (4.1.3) non sería posible neste caso. En cambio, obsérvese
que cambiando a deﬁnición de f de forma que f ∈ L2(a dx)∗ e identiﬁcando f ∗ = 1 c.t.p.
x ∈ Ω′, comprobamos que uε = 1. Neste caso sí se cumpre (4.1.3) de forma obvia. @
Corolario 4.1.1 Nas condicións do teorema 4.1.1, se f ∈ L2(a dx)∗ e se se cumpre que
uε(x) ≥ 0 c.t.p. x ∈ Γ,
f ∗(x) ≥ 0 c.t.p. x ∈ Ω′,
entón uε(x) ≥ 0 c.t.p. x en Ω.
Demostración: Obviamente, as hipóteses de positividade anteriores implican ı´nf
Γ
uε ≥ 0
e ı´nf
Ω′
f ∗ ≥ 0, polo que mı´n{´ınf
Γ
uε, ı´nf
Ω′
f ∗} ≥ 0. Mediante sustitución en (4.1.3), temos o
resultado buscado.
Corolario 4.1.2 Nas condicións do teorema 4.1.1, se f ∈ L2(Ω) e se se cumpre que
uε(x) ≥ 0 c.t.p. x ∈ Γ,
f(x) ≥ 0 c.t.p. x ∈ Ω,
entón uε(x) ≥ 0 c.t.p. x en Ω.
Demostración: De xeito similar ao corolario anterior, tendo en conta (1.1.4) e as hipó-
teses de positividade consideradas, obtemos ı´nf
Γ
uε ≥ 0 e ı´nf
Ω
f
a
≥ 0, polo que
mı´n
{´
ınf
Γ
uε, ı´nf
Ω
f
a
}
≥ 0.
Mediante sustitución en (4.1.5), temos o resultado buscado.
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Corolario 4.1.3 Nas condicións do teorema 4.1.1, se f ∈ L2(Ω) e se existe unha constante
positiva α tal que
a ≥ α, c.t.p. x ∈ Ω, (4.1.13)
entón obtemos
mı´n
{
ı´nf
Γ
uε, ı´nf
Ω
f
a
}
≤ uε(x) ≤ ma´x
{
sup
Γ
uε, sup
Ω
f
a
}
, c.t.p. x ∈ Ω, (4.1.14)
Demostración: A condición (4.1.13) garante que L2(a dx) ≡ L2(Ω), —ver observación
3.2.1— e, ademais, Ω′ = Ω. Se nos decatamos de que
〈f, v〉 =
∫
Ω
f v dx =
∫
Ω
a
f
a
v dx, ∀v ∈ L2(a dx),
entón f ∗ =
f
a
, e obtemos (4.1.14) mediante a aplicación directa de (4.1.3).
Estimación da solución en L∞(Ω′)
Con todo, os resultados da sección anterior poden mellorarse se nos restrinximos ao
subconxunto Ω′. Neste sentido, é destacable o caso do exemplo exposto na observación
4.1.1 no que a súa solución, se ben non cumpre en Ω a limitación (4.1.3), sí está limitada
no conxunto Ω′. A continuación, ao igual que no teorema 4.1.1, probamos un principio do
máximo adaptado a cada elección do termo fonte, segundo f ∈ L2(a dx)∗ ou ben f ∈ L2(Ω).
En todo caso, supoñemos que Ω′ é un dominio con fronteira Γ′ Lipschitz continua.
Teorema 4.1.2 Sexa φ un elemento calquera de H1(Ω) e K un cono de vértice φ na forma
K = K∗ + φ, de tal xeito que K∗ é un cono de vértice cero que cumpre D(Ω′) ⊆ K∗. Baixo
as hipóteses (1.1.4) e (1.1.10), sendo Γ′ a fronteira de Ω′, a solución uε de (1.1.6) cumpre
as limitacións seguintes.
A) Se f ∈ L2(a dx)∗, entón
mı´n{´ınf
Γ′
uε, ı´nf
Ω′
f ∗} ≤ uε(x) ≤ ma´x{sup
Γ′
uε, sup
Ω′
f ∗}, c.t.p. x ∈ Ω′, (4.1.15)
sendo f ∗ ∈ L2(a dx) o elemento para o que 〈f, v〉 = (f ∗, v)a, ∀v ∈ L2(a dx).
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B) Se f ∈ L2(Ω), entón
mı´n
{´
ınf
Γ′
uε, ı´nf
Ω′
f
a
}
≤ uε(x) ≤ ma´x
{
sup
Γ′
uε, sup
Ω′
f
a
}
, c.t.p. x ∈ Ω′. (4.1.16)
Demostración: Sexa ϕ ∈ D(Ω′) arbitraria. Como K é un cono convexo e D(Ω′) ⊆ K∗, un
argumento análogo ao feito na demostración do teorema 4.1.1, condúcenos a unha ecuación
similar a (4.1.6), na forma∫
Ω′
[
εA(x, εuε)∇uε · ∇w + auεw
]
dx = 〈f, w〉, ∀w ∈ H10 (Ω′). (4.1.17)
A partir desta ecuación, tomando funcións test axeitadas, deducimos de seguido os resul-
tados do teorema, facendo uso novamente do método de truncamentos de Stampacchia.
Caso A) f ∈ L2(a dx)∗.
Denotamos
R = ma´x{sup
Γ′
uε, sup
Ω′
f ∗}
supoñendo R < +∞ pois, de non ser así, o resultado sería inmediato.
Tomando w1 = χΩ′(uε − R)+ ∈ H10 (Ω′) como función test en (4.1.17) e observando que se
cumpre ∇(uε − R)+ = χ[uε−R>0]∇(uε −R), chegamos a∫
Ω′
εA(x, εuε)∇(uε −R)+ · ∇(uε −R)+ dx+
∫
Ω′
auε(uε −R)+dx =
= 〈f, χΩ′(uε − R)+〉. (4.1.18)
Restando en cada membro o termo
∫
Ω′
aR(uε − R)+dx, e tendo en conta que
∫
Ω′
a(uε − R)(uε − R)+ dx =
∫
Ω′
a[(uε − R)+]2 dx,
a aplicación da hipótese (1.1.10) e o feito de que f ∈ L2(a dx)∗, permite obter
(ελ ∧ 1)||(uε − R)+||2a ≤
∫
Ω′
a(f ∗ −R)(uε −R)+dx ≤ 0. (4.1.19)
Na última desigualdade aplicamos a hipótese (1.1.4) e ademais que (uε − R)+ ≥ 0 e, para
esta elección de R, resulta (f ∗ − R) ≤ 0 c.t.p. en Ω′. Por tanto, concluímos (uε − R)+ = 0
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c.t.p. en Ω, de onde se extrae a limitación superior de (4.1.15).
Para a limitación inferior, consideramos agora
S = mı´n{´ınf
Γ′
uε, ı´nf
Ω′
f ∗},
suposto S > −∞. Seguimos os pasos anteriores con w2 = −χΩ′(S − uε)+ ∈ H10 (Ω′),
∫
Ω′
[
εA(x, εuε)∇(S − uε)+ · ∇(S − uε)+ − auε(S − uε)+
]
dx = −〈f, χΩ′(S − uε)+〉.
Logo de sumar en cada membro o termo
∫
Ω
aS(S − uε)+ dx, obtemos
∫
Ω′
[
εA(x, εuε)∇(S − uε)+ · ∇(S − uε)+ + a[(S − uε)+]2
]
dx =
=
∫
Ω′
aS(S − uε)+ dx− 〈f, χΩ′(S − uε)+〉. (4.1.20)
Utilizando (1.1.10) e o feito de que f ∈ L2(a dx)∗, deducimos
(ελ ∧ 1)||(S − uε)+||2a ≤
∫
Ω′
a(S − f ∗)(S − uε)+dx ≤ 0.
de onde resulta (S − uε)+ = 0 c.t.p. en Ω, que conduce á limitación inferior de (4.1.15).
Caso B) f ∈ L2(Ω).
Para a demostración da limitación superior de (4.1.16), seguimos un procedemento análogo
ao usado na limitación superior de (4.1.15), escollendo neste caso
R = ma´x
{
sup
Γ′
uε, sup
Ω′
f
a
}
,
sempre que R < +∞. Procedendo de forma análoga ao apartado anterior e supoñendo neste
caso f ∈ L2(Ω), deducimos
(ελ ∧ 1)||(uε − R)+||2a ≤
∫
Ω′
(f − aR)(uε − R)+dx. (4.1.21)
Por tanto, tendo en conta (1.1.4) e a deﬁnición de R, observamos∫
Ω′
(f − aR)(uε −R)+dx =
∫
Ω′
a
(f
a
−R
)
(uε − R)+dx ≤ 0.
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Voltando a (4.1.21), concluímos que (uε − R)+ = 0 c.t.p. en Ω, que equivale á limitación
superior de (4.1.16). En canto á limitación inferior, consideremos
S = mı´n
{´
ınf
Γ′
uε, ı´nf
Ω′
f
a
}
,
suposto S > −∞. Procedendo coma no apartado anterior, e utilizando a hipótese de que
f ∈ L2(Ω), deducimos
(ελ ∧ 1)||(S − uε)+||2a ≤
∫
Ω′
(aS − f)(S − uε)+dx.
Entón, basta observar que∫
Ω′
(aS − f)(S − uε)+dx =
∫
Ω′
a
(
S − f
a
)
(S − uε)+dx ≤ 0.
para concluír (S − uε)+ = 0 c.t.p. en Ω, o cal conduce á limitación inferior de (4.1.16).
Mediante a aplicación directa do teorema anterior, deducimos os seguintes corolarios dos
que, por brevidade, omitimos a súa sinxela demostración.
Corolario 4.1.4 Baixo as hipóteses do teorema 4.1.2, se f ∈ L2(a dx)∗ e, ademais,
uε(x) ≥ 0 c.t.p. x ∈ Γ′,
f ∗(x) ≥ 0 c.t.p. x ∈ Ω′,
entón uε(x) ≥ 0 c.t.p. x ∈ Ω′.
Corolario 4.1.5 Baixo as hipóteses do teorema 4.1.2, se f ∈ L2(Ω) e, ademais,
uε(x) ≥ 0 c.t.p. x ∈ Γ′,
f(x) ≥ 0 c.t.p. x ∈ Ω′,
entón uε(x) ≥ 0 c.t.p. x ∈ Ω′.
4.1.2. O problema do obstáculo
Nesta sección levamos a cabo o estudo de resultados de regularidade que concernen a
problemas nos que o conxunto convexo pechado K das restricións segue o modelo típico
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das formulacións de problemas de obstáculo.
Inspirados nun resultado similar que podemos atopar en Rodrigues[123], páx. 166, conse-
guimos abordar unha estimación en L∞(Ω). Aínda que as limitacións da sección anterior
son aplicables en moitos casos particulares do convexo asociado ao problema do obstáculo,
as características especiais propias deste permiten mellorar as estimacións en dimensión
n = 2 ou superior con certa regularidade sobre o termo fonte f , como demostramos a
continuación.
Para a súa demostración, necesitamos primeiramente lembrar o lema seguinte, que se
proba en Kinderlehrer-Stampacchia[89], páx. 63.
Lema 4.1.1 Sexa φ(t), t0 ≤ t < ∞, unha función real de variable real non negativa e
monótona decrecente, tal que
φ(h) ≤ C
(h− τ)α |φ(τ)|
β, h > τ > t0,
onde C, α, β son constantes positivas con β > 1. Entón
φ(t0 + d) = 0,
onde
dα = C|φ(t0)|β−1 2αβ/(β−1).
Teorema 4.1.3 Consideremos uε a solución de (1.1.6) para
K = Kψ,g = {v ∈ H1(Ω), v = g sobre Γ, v ≥ ψ en Ω},
sendo g ∈ L∞(Γ) e ψ ∈ H1(Ω) un obstáculo tal que
ψ ≤ g c.t.p. sobre Γ,
sup
Ω
ψ < +∞,
Kψ,g 6= ∅.
Supoñendo (1.1.10) e f ∈ Lp(Ω), p > n ≥ 2, temos a limitación
ψ(x) ≤ uε(x) ≤ ma´x(sup
Γ
g, 0, sup
Ω
ψ) +
C∗
ε
|f |p,Ω, c.t.p. x ∈ Ω, (4.1.22)
onde C∗ é unha constante independente de ε que depende de p, n e med(Ω).
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Demostración: A relación de pertenza uε ∈ K garante por si mesma a limitación inferior.
Co obxectivo de probar a limitación superior, facemos uso dunha técnica debida a DeGiorgi
(ver Rodrigues[123]). Fixemos
t0 = ma´x(sup
Γ
g, 0, sup
Ω
ψ) ≥ 0
e o subconxunto de Ω
Aτ = {x ∈ Ω; uε(x) ≥ τ},
para τ ≥ t0. A intención que conleva a introdución deste conxunto é poder usar o lema
4.1.1 con
φ(t) = med(At), t ≥ t0.
Resulta sinxelo ver que esta función é non negativa e monótona decrecente, debido á deﬁni-
ción do conxunto At. Tan só resta por probar unha limitación apropiada para φ. Supoñemos
t0 < +∞, pois noutro caso non habería nada que probar. Así, se h > τ > t0, temos
φ(h) = med(Ah) ≤ 1
h− τ
∫
Ah
(uε − τ) dx ≤ 1
h− τ
∫
Aτ
(uε − τ) dx. (4.1.23)
Comezamos tomando v = uε − (uε − τ)+ ∈ Kψ,g como función test en (1.1.6) e obtemos∫
Ω
[
εA(x, εuε)∇uε · ∇(−(uε − τ)+) + auε(−(uε − τ)+)
]
dx+
∫
Γ
γ(x, εuε) (−(uε − τ)+) dσ
≥ 〈f,−(uε − τ)+〉.
Notemos que (uε − τ)+ = 0 sobre Γ xa que τ ≥ sup
Γ
g, razón pola cal o termo fronteira
desaparece e permite escribir a inecuación, logo de pequenos cálculos, como∫
Ω
[
εA(x, εuε)∇(uε − τ)+ · ∇(uε − τ)+ + a|(uε − τ)+|2
]
dx+
∫
Ω
aτ(uε − τ)+ dx
≤ 〈f, (uε − τ)+〉.
Ademais, tendo en conta que as integrais
∫
Ω
a|(uε−τ)+|2 dx e
∫
Ω
aτ(uε−τ)+ dx son termos
non negativos, deducimos∫
Ω
εA(x, εuε)∇(uε − τ)+ · ∇(uε − τ)+ dx ≤ 〈f, (uε − τ)+〉. (4.1.24)
Por outra parte, (uε − τ)+ anúlase fóra de Aτ dado que, nese caso, uε ≤ τ . Dese xeito,
aplicando a desigualdade de Cauchy-Schwarz obtemos
〈f, (uε − τ)+〉 ≤ |f |2,Aτ |(uε − τ)+|2,Aτ = |f |2,Aτ |(uε − τ)+|2,Ω, (4.1.25)
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pois, aínda que f ∈ Lp(Ω), o feito de que p > n ≥ 2 implica Lp(Ω) ⊂ L2(Ω). Entón,
aplicando a hipótese (1.1.10) na parte esquerda de (4.1.24) e usando (4.1.25), concluímos
ελ| |∇(uε − τ)+| |22,Ω ≤ |f |2,Aτ |(uε − τ)+|2,Ω.
Dado que (uε − τ)+ ∈ H10 (Ω), a desigualdade de Poincaré condúcenos a
ελ| |∇(uε − τ)+| |22,Ω ≤ |f |2,AτCΩ| |∇(uε − τ)+| |2,Ω,
para unha constante CΩ que depende do dominio Ω. Entón, simpliﬁcando, deducimos
ελ
CΩ
| |∇(uε − τ)+| |2,Ω ≤ |f |2,Aτ . (4.1.26)
Para continuar a estimación superior neste punto usamos a hipótese p > n ≥ 2, pola que
1
p
< 1
2
e existe algún p˜ ∈ R+ tal que 1
p˜
= 1
2
− 1
p
. Así, a desigualdade de Hölder (véxase
Brézis[26] para máis detalles) asegura que
|f |2,Aτ ≤ |f |p,Ω (med(Aτ ))
1
p˜ = |f |p,Ω (φ(τ))
1
p˜ . (4.1.27)
Ademais, o mesmo tipo de razonamento para algún 1 ≤ q < 2, permite obter
| |∇(uε − τ)+| |q,Ω = | |∇(uε − τ)+| |q,Aτ ≤ | |∇(uε − τ)+| |2,Ω (φ(τ))
1
q
− 1
2 . (4.1.28)
Polo tanto, substituíndo as estimacións (4.1.27) e (4.1.28) en (4.1.26), deducimos
ελ
CΩ(φ(τ))
1
q
− 1
2
| |∇(uε − τ)+| |q,Ω ≤ ελ
CΩ
| |∇(uε − τ)+| |2,Ω ≤ |f |p,Ω(φ(τ))
1
2
− 1
p ,
é dicir,
ελ
CΩ
| |∇(uε − τ)+| |q,Ω ≤ |f |p,Ω (φ(τ))
1
q
− 1
p . (4.1.29)
Agora, para o valor
q∗ :=
nq
n− q , (4.1.30)
sabemos que a inclusión W 1,q0 (Ω) →֒ Lq∗(Ω) é continua, e grazas tamén á desigualdade
de Poincaré, para cada s ∈ [1, q∗], existe unha constante positiva Cs,q tal que para ca-
da φ ∈ W 1,q0 (Ω), temos |φ|s,Ω ≤ Cs,q| |∇φ| |q,Ω (ver Evans[55], páx. 265). Aplicando esta
desigualdade ao caso particular de φ = (uε − τ)+ e s = q∗ en (4.1.29), deducimos
ελ
CΩCq∗,q
|(uε − τ)+|q∗,Ω ≤ ελ
CΩ
| |∇(uε − τ)+| |q,Ω ≤ |f |p,Ω (φ(τ))
1
q
− 1
p . (4.1.31)
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Novamente a desigualdade de Hölder lévanos a que∫
Aτ
(uε − τ)+ dx ≤ (φ(τ))1−
1
q∗ |(uε − τ)+|q∗,Aτ . (4.1.32)
Desta maneira, combinando (4.1.31) con (4.1.32) obtemos
ελ
CΩ Cq∗,q (φ(τ))
1− 1
q∗
∫
Aτ
(uε − τ)+ dx ≤ |f |p,Ω (φ(τ))
1
q
− 1
p .
En deﬁnitiva, ∫
Aτ
(uε − τ) dx =
∫
Aτ
(uε − τ)+ dx ≤ C˜ (φ(τ))
1
q
− 1
p
+1− 1
q∗ , (4.1.33)
con C˜ =
|f |p,ΩCΩ Cq∗,q
ελ
. Tendo en conta (4.1.30), deﬁnimos o número
γ :=
1
q
− 1
p
+ 1− 1
q∗
= 1 +
1
n
− 1
p
,
e substituímolo en (4.1.33) para obter a limitación desexada∫
Aτ
(uε − τ) dx ≤ C˜(φ(τ))γ. (4.1.34)
Finalmente, levando (4.1.34) a (4.1.23), concluímos para a función auxiliar φ a limitación
seguinte,
φ(h) ≤ C˜
h− τ (φ(τ))
γ,
con γ > 1. Deste xeito, o lema 4.1.1 para α = 1 e β = γ > 1, indícanos que φ(t0 + d) = 0,
que é o mesmo que dicir med(At0+d) = 0. Isto implica
uε(x) ≤ t0 + d = ma´x(sup
∂Ω
g, 0, sup
Ω
ψ) + d,
onde
d = C˜ (med(At0))
1
n
− 1
p 2γ/(γ−1) ≤ |f |p,ΩCΩ Cq∗,q
ελ
(med(Ω))
1
n
− 1
p 2γ/(γ−1),
e tomando C∗ =
CΩCq∗,q
λ
(med(Ω))
1
n
− 1
p 2γ/(γ−1), remátase a demostración.
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4.2. Teoría de aproximación numérica
Nesta sección centramos o noso interese na aproximación do problema (1.1.6) desde
un punto de vista numérico. Lembrando a deﬁnición do operador Aε dado en (2.1.42) e
(2.1.24), este problema pode ser reescrito como en (2.1.43), é dicir
atopar uε ∈ K, 〈Aε(uε), v − uε〉 ≥ 〈f, v − uε〉, ∀v ∈ K. (4.2.1)
Usamos esta notación por motivos de simplicidade.
4.2.1. A aproximación
Empregando a técnica recollida en Glowinski[68], supoñemos a existencia dun pará-
metro h destinado a converxer a cero e unha familia {Vh}h de subespacios pechados de
H1(Ω). Ademais, por hipótese, consideramos unha familia {Kh}h de subconxuntos convexos,
pechados e non baleiros de H1(Ω) tales que Kh ⊂ Vh, ∀h. Na práctica, Vh son espazos de
dimensión ﬁnita e h forma unha sucesión decrecente. Pola súa parte, a familia {Kh}h debe
satisfacer as seguintes condicións:
i) Se a sucesión {vh}h cumpre que vh ∈ Kh, ∀h, e {vh}h é limitada en H1(Ω),
entón os puntos de acumulación débiles de {vh}h pertencen a K. (4.2.2)
ii) Existe un conxunto χ ⊂ H1(Ω), χ = K e unha función rh : χ→ Kh tales que
l´ım
h→0
rhv = v forte en H
1(Ω), ∀v ∈ χ. (4.2.3)
Deﬁnimos entón o chamado problema aproximado, que se expresa a continuación,
atopar uε,h ∈ Kh, 〈Aε(uε,h), vh − uε,h〉 ≥ 〈f, vh − uε,h〉, ∀vh ∈ Kh. (4.2.4)
Baixo as hipóteses do teorema 2.1.4, este problema ten polo menos unha solución. Así
mesmo, esta solución é única nas condicións do teorema 2.2.1, —basta con intercambiar
H1(Ω) por Vh e o subconxunto convexo pechado non baleiro K por Kh—.
Observación 4.2.1. Se a familia Kh estivese totalmente contida en K, dise que estamos
diante dunha aproximación interna. En xeral, non se precisa desta hipótese para probar a
converxencia no caso do problema (4.2.1) que nos ocupa, se ben si se utiliza para estimacións
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de erro posteriores. @
Podemos ampliar información noutras obras con resultados de aproximación numérica para
inecuacións variacionais. Ademais da citada anteriormente, podemos destacar a Ciarlet[43]
e Glowinski-Lions-Trémolières[69], entre outras moitas como Siddiqi[132], Atkinson-Han[12]
ou Grossmann-Roos[73].
4.2.2. Resultados de converxencia
Coa axuda da deﬁnición do operador
〈Aε(u), w〉 =
∫
Ω
[
εA(x, εu)∇u · ∇w + auw
]
dx+
∫
Γ
γ(x, εu)wdσ, ∀w ∈ H1(Ω), (4.2.5)
escribimos o problema aproximado (4.2.4) como
atopar uε,h ∈ Kh,∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇(vh − uε,h) + auε,h(vh − uε,h)
]
dx+
∫
Γ
γ(x, εuε,h) (vh − uε,h) dσ
≥ 〈f, vh − uε,h〉, ∀vh ∈ Kh, (4.2.6)
e, en virtude do lema de Minty A.1.5 aplicado ao espazo Vh e ao convexo Kh, o anterior
problema equivale ao seguinte, —véxase (A.1.7)—,
atopar uε,h ∈ Kh,∫
Ω
[
εA(x, εuε,h)∇vh · ∇(vh − uε,h) + avh(vh − uε,h)
]
dx+
∫
Γ
γ(x, εvh) (vh − uε,h) dσ
≥ 〈f, vh − uε,h〉, ∀vh ∈ Kh. (4.2.7)
Con esta pequena observación estamos xa en disposición de establecer o resultado principal
desta sección, que incluímos a continuación.
Teorema 4.2.1 Baixo as hipóteses dos teoremas 2.1.4 e 2.2.1, se se cumpren (4.2.2) e
(4.2.3), entón
l´ım
h→0
||uε,h − uε||1,2 = 0, (4.2.8)
sendo uε,h a solución do problema aproximado (4.2.4) con Aε definido por (4.2.5) e uε a
solución do problema continuo (4.2.1).
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Demostración: Seguiremos o esquema de Glowinski[68] en tres etapas. Na primeira delas
conseguimos unha limitación uniforme para a sucesión {uε,h}h de solucións dos problemas
aproximados para cada h, mentres que nas outras dúas probamos, consecutivamente, a
converxencia débil a uε e, por último, o carácter forte da devandita converxencia.
Primeira etapa:
Realizar un intercambio de termos permite reescribir o problema aproximado (4.2.4) como
〈Aε(uε,h), uε,h〉 ≤ 〈Aε(uε,h), vh〉 − 〈f, vh − uε,h〉, ∀vh ∈ Kh,
e, para poder aplicar máis adiante a propiedade de coercividade do operador Aε probada en
(2.1.51), restamos en cada membro un novo termo 〈Aε(uε,h), k0〉, que depende dun elemento
arbitrario k0 ∈ K ﬁxo,
〈Aε(uε,h), uε,h − k0〉 ≤ 〈Aε(uε,h), vh − k0〉 − 〈f, vh − uε,h〉, ∀vh ∈ Kh.
Dado que se cumpren as hipóteses do teorema 2.1.4, a estimación (2.1.46) do lema 2.1.4 é
válida neste contexto e a desigualdade de Cauchy-Schwarz condúcenos a
〈Aε(uε,h), uε,h − k0〉 ≤ ((ε+ 1)Λ + εC2ΓC1)||uε,h||1,2(||vh||1,2 + ||k0||1,2)
+ CΓ|γ0|2,Γ(||vh||1,2 + ||k0||1,2) + |f |∗(||vh||1,2 + ||uε,h||1,2), ∀vh ∈ Kh.
Agora, sexa w0 ∈ χ un elemento arbitrario e escollamos vh = rhw0 ∈ Kh na desigualdade
anterior. Usando a hipótese (4.2.3) sabemos que vh converxe forte en H1(Ω) a w0 e, por
conseguinte, a sucesión de normas ||vh||1,2 está uniformemente limitada por unha constante
positiva m, polo que obtemos
〈Aε(uε,h), uε,h − k0〉 ≤ ((ε+ 1)Λ + εC2ΓC1)||uε,h||1,2(m+ ||k0||1,2)
+ CΓ|γ0|2,Γ(m+ ||k0||1,2) + |f |∗(m+ ||uh||1,2).
Entón, para uε,h 6= 0,
〈Aε(uε,h), uε,h − k0〉
||uε,h||1,2 ≤ ((ε+ 1)Λ + εC
2
ΓC1)(m+ ||k0||1,2)
+
C|γ0|2,Γ(m+ ||k0||1,2)
||uε,h||1,2 +
|f |∗m
||uε,h||1,2 + |f |∗. (4.2.9)
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Procedendo por redución ao absurdo, se a sucesión de normas ||uε,h||1,2 non estivese limitada,
poderiamos obter a seguinte estimación para o seguinte límite no inﬁnito,
l´ım sup
||uε,h||1,2→+∞
〈Aε(uε,h), uε,h − k0〉
||uε,h||1,2 ≤((ε+ 1)Λ + εC
2
ΓC1)(m+ ||k0||1,2) + |f |∗,
o que estaría en contradición con (2.1.51). Isto sinálanos que a sucesión ||uε,h||1,2 está limi-
tada, existindo unha constante positiva M tal que
||uε,h||1,2 ≤M, ∀h. (4.2.10)
Segunda etapa:
A limitación da sucesión ||uε,h||1,2 permítenos extraer unha subsucesión denotada por {uε,hi},
tal que uε,hi converxe a u
∗
ε debilmente en H
1(Ω). Ademais, deducimos
uε,hi ⇀ u
∗
ε en H
1(Ω), (4.2.11)
uε,hi → u∗ε en L2(Ω); uε,hi → u∗ε en L2(Γ), (4.2.12)
uε,hi → u∗ε c.t.p. en Ω; uε,hi → u∗ε c.t.p. sobre Γ. (4.2.13)
A condición (4.2.2) implica que u∗ε ∈ K. Pretendemos demostrar a continuación que u∗ε é a
solución do problema (4.2.1) de partida.
Efectivamente, sexa v ∈ χ un elemento arbitrario e vhi = rhiv ∈ Kh. Entón, a partir da
versión equivalente (4.2.7) do problema aproximado, obtemos∫
Ω
[
εA(x, εuε,hi)∇rhiv · ∇(rhiv − uε,hi) + a rhiv(rhiv − uε,hi)
]
dx
+
∫
Γ
γ(x, ε rhiv) (rhiv − uε,hi) dσ ≥ 〈f, rhiv − uε,hi〉, ∀v ∈ χ.
Introducindo ∇v no termo de maior orde desta desigualdade, chegamos a∫
Ω
[
εA(x, εuε,hi)∇v · ∇(rhiv − uε,hi) + a rhiv(rhiv − uε,hi)
]
dx
+
∫
Ω
εA(x, εuε,hi)∇(rhiv − v) · ∇(rhiv − uε,hi) dx
+
∫
Γ
γ(x, ε rhiv) (rhiv − uε,hi) dσ ≥ 〈f, rhiv − uε,hi〉, ∀v ∈ χ. (4.2.14)
Por outro lado, tomando valores absolutos no segundo sumando e tendo en conta (1.1.9), a
desigualdade de Cauchy-Schwarz condúcenos a∣∣∣ ∫
Ω
εA(x, εuε,hi)∇(rhiv − v) · ∇(rhiv − uε,hi) dx
∣∣∣ ≤ εΛ||rhiv − v||1,2||rhiv − uε,hi||1,2,
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de onde, usando (4.2.10) e (4.2.3), deducimos que∫
Ω
εA(x, εuε,hi)∇(rhiv − v) · ∇(rhiv − uε,hi) dx→ 0. (4.2.15)
Ademais, utilizando (4.2.13) e a hipótese (1.1.9), o teorema de Lebesgue asegura que
A(x, εuε,hi)∇v → A(x, εu∗ε)∇v en L2(Ω), ∀v ∈ χ.
Por tanto, esta converxencia en L2(Ω), xunto con (4.2.11), (4.2.12) e (4.2.3), conleva que∫
Ω
εA(x, εuε,hi)∇v · ∇(rhiv − uε,hi) + a rhiv(rhiv − uε,hi)
]
dx→
→
∫
Ω
εA(x, εu∗ε)∇v · ∇(v − u∗ε) + a v(v − u∗ε)
]
dx, ∀v ∈ χ. (4.2.16)
Finalmente, grazas a (1.1.11), o lema de Nemytskii A.1.4 asegura que
γ(x, ε rhiv)→ γ(x, εv) en L2(Γ). (4.2.17)
En consecuencia, facendo uso de (4.2.15)-(4.2.17), e tendo en conta tamén (4.2.3) e (4.2.12),
podemos tomar límites en (4.2.14) para concluír∫
Ω
[
εA(x, εu∗ε)∇v · ∇(v − u∗ε) + av(v − u∗ε)
]
dx+
∫
Γ
γ(x, εv) (v − u∗ε) dσ ≥ 〈f, v − u∗ε〉,
∀v ∈ χ.
Mediante un argumento estándar de densidade, obtemos∫
Ω
[
εA(x, εu∗ε)∇v · ∇(v − u∗ε) + av(v − u∗ε)
]
dx+
∫
Γ
γ(x, εv) (v − u∗ε) dσ ≥ 〈f, v − u∗ε〉,
∀v ∈ K.
Finalmente, aplicando de novo o lema de Minty A.1.5 deducimos que∫
Ω
[
εA(x, εu∗ε)∇u∗ε · ∇(v − u∗ε) + au∗ε(v − u∗ε)
]
dx+
∫
Γ
γ(x, εu∗ε) (v − u∗ε) dσ ≥ 〈f, v − u∗ε〉,
∀v ∈ K,
sendo, por tanto, u∗ε a solución do problema continuo (4.2.1). Dado que o posible límite é
único, entón é toda a sucesión {uε,h} a que converxe debilmente a u∗ε = uε.
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Terceira etapa:
A condición de coercividade (1.1.10) permite escribir
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇(uε,h − uε) · ∇(uε,h − uε) + a(uε,h − uε)2
]
dx
=
∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇uε,h + au2ε,h
]
dx−
∫
Ω
εA(x, εuε,h)∇uε,h · ∇uε dx
−
∫
Ω
εA(x, εuε,h)∇uε · ∇(uε,h − uε) dx+
∫
Ω
au2ε dx− 2
∫
Ω
a uε,h uε dx. (4.2.18)
Ademais, reorganizando os termos de (4.2.6) obtemos que, para calquera vh ∈ Kh arbitrario,∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇uε,h + au2ε,h
]
dx
≤
∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇vh + auε,hvh
]
dx+
∫
Γ
γ(x, εuε,h) (vh − uε,h) dσ − 〈f, vh − uε,h〉,
e, combinando esta desigualdade con (4.2.18), deducimos
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇(vh − uε) + a uε,h(vh − uε)
]
dx
−
∫
Ω
εA(x, εuε,h)∇uε · ∇(uε,h − uε) dx−
∫
Ω
a uε(uε,h − uε) dx
+
∫
Γ
γ(x, εuε,h) (vh − uε,h) dσ − 〈f, vh − uε,h〉, ∀vh ∈ Kh. (4.2.19)
Por outra banda, como χ é denso en K, existe unha sucesión {wi} ⊂ χ tal que
wi → uε en H1(Ω). (4.2.20)
Por tanto, escollendo vh = rhwi ∈ Kh en (4.2.19), obtemos
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇uε,h · ∇(rhwi − uε) + a uε,h(rhwi − uε)
]
dx
−
∫
Ω
εA(x, εuε,h)∇uε · ∇(uε,h − uε) dx−
∫
Ω
a uε(uε,h − uε) dx
+
∫
Γ
γ(x, εuε,h) (rhwi − uε,h) dσ − 〈f, rhwi − uε,h〉. (4.2.21)
Tomando valores absolutos, e aplicando (1.1.9), (1.1.11) e (4.2.10), a desigualdade de
Cauchy-Schwarz condúcenos a
(λε ∧ 1)||uε,h − uε||2a ≤ εΛM ||rhwi − uε||1,2 + ΛM ||rhwi − uε||1,2
+
∣∣∣ ∫
Ω
εA(x, εuε,h)∇uε · ∇(uε,h − uε) dx
∣∣∣+ ∣∣∣ ∫
Ω
a uε(uε,h − uε) dx
∣∣∣
+ (C1CΓ εM + |γ0|2,Γ)|rhwi − uε,h|2,Γ + 〈f, rhwi − uε,h〉. (4.2.22)
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A condición (4.2.13) implica que
A(x, εuε,h)∇uε → A(x, εuε)∇uε, c.t.p. x ∈ Ω. (4.2.23)
e, grazas a (1.1.9), o teorema de Lebesgue asegura que a converxencia anterior tamén ocorre
en L2(Ω). Entón, tendo en conta esta converxencia, xunto con (4.2.3), (4.2.11) e (4.2.12), e
pasando ao límite cando h tende a cero, deducimos
0 ≤ (λε ∧ 1) l´ım inf
h
||uε,h − uε||2a ≤ (λε ∧ 1) l´ım sup
h
||uε,h − uε||2a
≤ εΛM ||wi − uε||1,2 + ΛM ||wi − uε||1,2
+ (C1CΓεM + |γ0|2,Γ)|wi − uε|2,Γ − 〈f, wi − uε〉. (4.2.24)
Aplicando (4.2.20) concluímos (4.2.8), dada a equivalencia das normas || · ||a e || · ||1,2.
Considerando condicións adicionais de regularidade sobre a solución uε do problema (4.2.1),
atopamos a seguinte estimación a priori do erro.
Teorema 4.2.2 Baixo as condicións do teorema 4.2.1, se Kh ⊂ K, f ∈ L2(a dx)∗, a
solución uε do problema (4.2.1) ten a regularidade adicional uε ∈ W 1,∞(Ω) e ademais
(λε ∧ 1)− ε2αC2a ||uε||1,∞ > 0, (4.2.25)
sendo λ a constante de elipticidade de (1.1.10), α a constante de lipschitzianidade de (2.2.1)
e Ca a constante de equivalencia de normas tal que || · ||1,2 ≤ Ca|| · ||a, entón existen tres
constantes positivas M(ε), M ′(ε) e M ′′(ε) independentes de h tales que
||uε,h − uε||21,2 ≤ M ||vh − uε||21,2 +M ′||vh − uε||1,2
+M ′′|vh − uε|2,Γ + |f ∗|a|vh − uε|a, (4.2.26)
sendo uε,h a solución do problema aproximado (4.2.4) e vh ∈ Kh un elemento arbitrario.
Observación 4.2.2. A condición (4.2.25) cúmprese trivialmente para valores de ε suﬁ-
cientemente pequenos tales que
ε <
( λ
αC2a ||uε||1,∞
∧ 1
λ
)
. (4.2.27)
4.2 Teoría de aproximación numérica 211
En efecto, considerando (4.2.27), obtemos λε < 1, de modo que
(λε ∧ 1)− ε2αC2a ||uε||1,∞ = λε− ε2αC2a ||uε||1,∞ = εαC2a ||uε||1,∞
( λ
αC2a ||uε||1,∞
− ε
)
> 0.
Por outra parte, cando o termo de maior orde non depende de u, é dicir, A(x, u) ≡ A(x),
c.t.p. x ∈ Ω, u ∈ R, entón (4.2.25) tamén se cumpre de xeito inmediato, pois podemos
tomar α = 0 e cúmprese (λε ∧ 1) > 0. @
Demostración: Dado que estamos nas condicións do teorema 4.2.1, podemos considerar
a desigualdade (4.2.19) como válida. Así, sumando e restando uε nos primeiros sumandos
do segundo membro, deducimos
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇(uε,h − uε) · ∇(vh − uε) + a(uε,h − uε)(vh − uε)
]
dx
+
∫
Ω
[
εA(x, εuε,h)∇uε · ∇(vh − uε,h) + a uε(vh − uε,h)
]
dx
+
∫
Γ
γ(x, εuε,h) (vh − uε,h) dσ − 〈f, vh − uε,h〉, ∀vh ∈ Kh. (4.2.28)
Ademais, como Kh ⊂ K, podemos tomar v = uε,h como función test en (4.2.1) e obtemos∫
Ω
[
εA(x, εuε)∇uε · ∇(uε,h − uε) + a uε(uε,h − uε)
]
dx
+
∫
Γ
γ(x, εuε) (uε,h − uε) dσ − 〈f, uε,h − uε〉 ≥ 0. (4.2.29)
A condición (1.1.12) tamén implica que∫
Γ
(
γ(x, εuε,h)− γ(x, εuε)
)
(uε,h − uε) dσ ≥ 0, (4.2.30)
de modo que, sumando as desigualdades (4.2.28), (4.2.29) e (4.2.30), obtemos
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇(uε,h − uε) · ∇(vh − uε) + a (uε,h − uε)(vh − uε)
]
dx
+
∫
Ω
[
εA(x, εuε,h)∇uε · ∇(vh − uε) + a uε(vh − uε)
]
dx
+
∫
Ω
ε(A(x, εuε)− A(x, εuε,h))∇uε · ∇(uε,h − uε) dx
+
∫
Γ
γ(x, εuε,h) (vh − uε) dσ − 〈f, vh − uε〉. (4.2.31)
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Tratamos agora de limitar os diferentes termos do segundo membro da desigualdade ante-
rior. En canto ao termo fronteira, a desigualdade de Cauchy-Schwarz e a hipótese (1.1.11)
lévanos a deducir∣∣∣ ∫
Γ
γ(x, εuε,h)(vh − uε) dσ
∣∣∣ ≤ ∫
Γ
(C1ε|uε,h|+ γ0(x))|vh − uε| dσ
≤ C1ε|uε,h|2,Γ|vh − uε|2,Γ + |γ0|2,Γ|vh − uε|2,Γ,
de xeito que, sumando e restando uε convenientemente e usando a continuidade do operador
traza, obtemos∣∣∣ ∫
Γ
γ(x,uε,h)(vh − uε) dσ
∣∣∣
≤ C1ε|uε,h − uε|2,Γ|vh − uε|2,Γ + C1ε|uε|2,Γ|vh − uε|2,Γ + |γ0|2,Γ|vh − uε|2,Γ
≤ C1C2Γε||uε,h − uε||1,2||vh − uε||1,2 + (C1ε|uε|2,Γ + |γ0|2,Γ)|vh − uε|2,Γ. (4.2.32)
Por outra parte, (2.2.1) e o feito de que uε ∈ W 1,∞(Ω) por hipótese, implican que∣∣∣ ∫
Ω
ε(A(x, εuε)− A(x, εuε,h))∇uε · ∇(uε,h − uε) dx
∣∣∣
≤ ε
∫
Ω
|A(x, εuε)− A(x, εuε,h)||∇uε||∇(uε,h − uε)| dx
≤ ε2α||uε||1,∞||uε,h − uε||21,2. (4.2.33)
Entón, se tomamos valores absolutos en (4.2.31) e utilizamos (1.1.4), (1.1.9) e a desigualdade
de Cauchy-Schwarz, tendo en conta tamén que f ∈ L2(a dx)∗, as estimacións (4.2.32) e
(4.2.33) conducen a
(λε ∧ 1)||uε,h − uε||2a ≤
[
(ε+ 1)Λ + C1C
2
Γε
]
||uε,h − uε||1,2||vh − uε||1,2
+ ε2α||uε||1,∞||uε,h − uε||21,2
+ (ε+ 1)Λ||uε||1,2||vh − uε||1,2
+ |f ∗|a|vh − uε|a + (C1ε|uε|2,Γ + |γ0|2,Γ)|vh − uε|2,Γ. (4.2.34)
Facendo uso da desigualdade de Cauchy con δ > 0, obtemos que[
(ε+ 1)Λ + C1C
2
Γε
]
||uε,h − uε||1,2||vh − uε||1,2
≤ δ||uε,h − uε||21,2 +
1
4δ
[
(ε+ 1)Λ + C1C
2
Γε
]2
||vh − uε||21,2.
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Con esta desigualdade, dado que as normas ||·||1,2 e ||·||a son equivalentes, e Ca é a constante
tal que || · ||1,2 ≤ Ca|| · ||a, podemos reorganizar os termos de (4.2.34) para obter[
(λε ∧ 1)− ε2αC2a ||uε||1,∞ − δC2a
]
||uε,h − uε||2a
≤ 1
4δ
[
(ε+ 1)Λ + C1C
2
Γε
]2
C2a ||vh − uε||2a + (ε+ 1)Λ||uε||1,2Ca||vh − uε||a
+ |f ∗|a|vh − uε|a + (C1ε|uε|2,Γ + |γ0|2,Γ)|vh − uε|2,Γ. (4.2.35)
Por tanto, dada a hipótese (4.2.25), podemos escoller un valor de δ suﬁcientemente pequeno
—nótese que depende de ε— como para que
C ′ := (λε ∧ 1)− ε2αC2a ||uε||1,∞ − δC2a > 0.
Deste xeito, renomeando as constantes positivas
C ′′ :=
1
4δ
[
(ε+ 1)Λ + C1C
2
Γε
]2
C2a ,
C ′′′ := (ε+ 1)ΛCa ||uε||1,2,
podemos escribir
||uε,h − uε||2a ≤
C ′′
C ′
||vh − uε||2a +
C ′′′
C ′
||vh − uε||a
+ |f ∗|a|vh − uε|a + (C1ε|uε|2,Γ + |γ0|2,Γ)|vh − uε|2,Γ, (4.2.36)
e obtemos (4.2.26) grazas á equivalencia das normas || · ||a e || · ||1,2 en H1(Ω).
Corolario 4.2.1 Nas condicións do teorema 4.2.2, se a solución uε do problema (4.2.1)
cumpre que uε ∈ H2(Ω), entón
||uε,h − uε||1,2 = O(h1/2), (4.2.37)
sendo uε,h a solución do problema aproximado (4.2.4).
Demostración: Tendo en conta (4.2.26), e tomando en particular o operador interpolante
vh = Πhuε ∈ Kh, podemos escribir
||uε,h − uε||21,2 ≤ M ||Πhuε − uε||21,2 +M ′||Πhuε − uε||1,2
+M ′′|Πhuε − uε|2,Γ + |f ∗|a|Πhuε − uε|a. (4.2.38)
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Como uε ∈ H2(Ω), son coñecidas as estimacións —véxase Ciarlet[43]—
||Πhuε − uε||1,2 ≤ Ch||uε||2,2, (4.2.39)
|Πhuε − uε|2,Ω ≤ C ′h2||uε||2,2, (4.2.40)
|Πhuε − uε|2,Γ ≤ C ′′h2||uε||2,2, (4.2.41)
para certas constantes C, C ′, C ′′ independentes de h. Entón, substituíndo estas estimacións
en (4.2.38), resulta
||uε,h − uε||21,2 ≤ MC2||uε||22,2h2 +M ′C||uε||2,2h+M ′′C ′′||uε||2,2h2 + |f ∗|aΛC ′||uε||2,2h2.
Dado que h ≤ med(Ω) := |Ω|, obtemos h2 ≤ |Ω| h e, ﬁnalmente, deducimos
||uε,h − uε||21,2 ≤
(
MC2||uε||2,2|Ω|+M ′C +M ′′C ′′|Ω|+ |f ∗|aΛC ′|Ω|
)
||uε||2,2 h.
Tomando raíces cadradas nos dous membros, obtemos (4.2.37).
Teorema 4.2.3 Nas condicións do teorema 4.2.2, se ademais K ⊆ H10 (Ω) e
div(A(x, εuε)∇uε) ∈ L2(Ω), (4.2.42)
entón existen dúas constantes positivas M(ε) e M ′(ε), independentes de h, tales que
||uε,h − uε||21,2 ≤M ||vh − uε||21,2 +M ′|vh − uε|2,Ω, (4.2.43)
sendo uε,h a solución do problema aproximado (4.2.4) e vh ∈ Kh un elemento arbitrario.
Demostración: Estando nas condicións do teorema 4.2.2, e escribindo
∫
Ω
εA(x, εuε,h)∇uε · ∇(vh − uε) dx =
∫
Ω
εA(x, εuε)∇uε · ∇(vh − uε) dx
+
∫
Ω
ε
[
A(x, εuε,h)− A(x, εuε)
]
∇uε · ∇(vh − uε) dx,
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podemos voltar a (4.2.31) e transformala en
(λε ∧ 1)||uε,h − uε||2a ≤
∫
Ω
[
εA(x, εuε,h)∇(uε,h − uε) · ∇(vh − uε) + a (uε,h − uε)(vh − uε)
]
dx
+
∫
Ω
[
εA(x, εuε)∇uε · ∇(vh − uε) + a uε(vh − uε)
]
dx
+
∫
Ω
ε
[
A(x, εuε,h)− A(x, εuε)
]
∇uε · ∇(vh − uε) dx
+
∫
Ω
ε
[
A(x, εuε)− A(x, εuε,h)
]
∇uε · ∇(uε,h − uε) dx
− 〈f, vh − uε〉. (4.2.44)
Nótese que o termo fronteira desaparece pois, por hipótese, Kh ⊂ K ⊆ H10 (Ω). Ademais,
do mesmo xeito que en (4.2.33), podemos estimar
∣∣∣ ∫
Ω
ε
[
A(x, εuε,h)− A(x, εuε)
]
∇uε · ∇(vh − uε) dx
∣∣∣
≤ ε2α||uε||1,∞||uε,h − uε||1,2||vh − uε||1,2. (4.2.45)
Por tanto, tomando valores absolutos en (4.2.44), podemos aplicar a desigualdade de Cauchy-
Schwarz tendo en conta que f ∈ L2(a dx)∗, (4.2.33), (4.2.45), (1.1.4) e (1.1.9), para obter
deste xeito a estimación seguinte,
(λε ∧ 1)||uε,h − uε||2a ≤
[
(ε+ 1)Λ + ε2α||uε||1,∞
]
||uε,h − uε||1,2||vh − uε||1,2
+
∫
Ω
[
εA(x, εuε)∇uε · ∇(vh − uε) + a uε(vh − uε)
]
dx
+ ε2α||uε||1,∞||uε,h − uε||21,2 + |f ∗|a|vh − uε|a. (4.2.46)
Entón, facendo uso de (4.2.42) e de que K ⊆ H10 (Ω) por hipótese, unha integración por
partes lévanos a escribir∫
Ω
εA(x, εuε)∇uε · ∇(vh − uε) dx = −ε
∫
Ω
div(A(x, εuε)∇uε)(vh − uε) dx
e, novamente a aplicación da desigualdade de Cauchy-Schwarz, conleva∣∣∣ ∫
Ω
[
εA(x, εuε)∇uε · ∇(vh − uε) + a uε(vh − uε)
]
dx
∣∣∣
≤
[
ε|div(A(x, εuε)∇uε)|2,Ω + Λ|uε|2,Ω
]
|vh − uε|2,Ω. (4.2.47)
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Mediante a combinación de (4.2.46) e (4.2.47) chegamos a
(λε ∧ 1)||uε,h − uε||2a ≤
[
(ε+ 1)Λ + ε2α||uε||1,∞
]
||uε,h − uε||1,2||vh − uε||1,2
+
[
Λ|f ∗|a + (ε|div(A(x, εuε)∇uε)|2,Ω + Λ|uε|2,Ω)
]
|vh − uε|2,Ω
+ ε2α||uε||1,∞||uε,h − uε||21,2. (4.2.48)
Procedendo como na demostración do teorema 4.2.2, a desigualdade de Cauchy con δ > 0
permite obter que[
(ε+ 1)Λ + ε2α||uε||1,∞
]
||uε,h − uε||1,2||vh − uε||1,2
≤ δ||uε,h − uε||21,2 +
1
4δ
[
(ε+ 1)Λ + ε2α||uε||1,∞
]2
||vh − uε||21,2.
Así, aproveitando a equivalencia das normas || · ||1,2 e || · ||a, se Ca é a constante tal que
|| · ||1,2 ≤ Ca|| · ||a, podemos reorganizar os termos de (4.2.48) para obter[
(λε ∧ 1)− ε2αC2a ||uε||1,∞ − δC2a
]
||uε,h − uε||2a
≤ 1
4δ
[
(ε+ 1)Λ + ε2α||uε||1,∞
]2
C2a ||vh − uε||2a
+
[
Λ|f ∗|a + (ε|div(A(x, εuε)∇uε)|2,Ω + Λ|uε|2,Ω)
]
|vh − uε|2,Ω. (4.2.49)
En consecuencia, a hipótese (4.2.25) garante a existencia dun valor δ suﬁcientemente pe-
queno —nótese que depende de ε— tal que
C ′ := (λε ∧ 1)− ε2αC2a ||uε||1,∞ − δC2a > 0.
Deste xeito, observando que || · ||a ≤ (Λ ∨ 1)|| · ||1,2, obtemos o resultado (4.2.43) para as
constantes positivas
M(ε) :=
1
4δ
[(ε+ 1)Λ + ε2α||uε||1,∞]2C
3
a
C ′
(Λ ∨ 1),
M ′(ε) :=
[
Λ|f ∗|a + (ε|div(A(x, εuε)∇uε)|2,Ω + Λ|uε|2,Ω)
]Ca
C ′
.
a partir de (4.2.49).
Corolario 4.2.2 Nas condicións do teorema 4.2.3, se a solución uε do problema (4.2.1)
cumpre que uε ∈ H2(Ω), entón
||uε,h − uε||1,2 = O(h), (4.2.50)
sendo uε,h a solución do problema aproximado (4.2.4).
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Demostración: Tendo en conta (4.2.26), e tomando en particular o operador interpolante
vh = Πhuε ∈ Kh, podemos escribir
||uε,h − uε||21,2 ≤ M ||Πhuε − uε||21,2 +M ′|Πhuε − uε|2,Ω. (4.2.51)
A condición de regularidade uε ∈ H2(Ω) implica —ver Ciarlet[43]— as estimacións (4.2.39)
e (4.2.40) que, substituídas en (4.2.51), e extraendo factor común, supoñen
||uε,h − uε||21,2 ≤ (MC2 +M ′C ′)||uε||2,2 h2.
Finalmente, tomando raíces cadradas nos dous membros, esta desigualdade conduce ao
resultado (4.2.50).
Para maiores detalles sobre estimacións de erro na aproximación de inecuacións variacionais,
podemos citar as obras de Ciarlet[43], Glowinski-Lions-Tremolieres[69], Atkinson-Han[12],
ou Falk[56].
4.2.3. Un exemplo unidimensional
No apartado 3.4.5 estudamos o problema límite cando ε tende a cero para un caso lineal
tomando o convexo das funcións admisibles para o problema da torsión elastoplástica,
lembremos
K = {v ∈ H10 (Ω), |∇v(x)| ≤ 1, c.t.p. x ∈ Ω}. (4.2.52)
Por motivos de simplicidade, supuxemos que A(x, u) = 1, γ = 0 e a = χΩ′ no dominio
Ω = (0, 2), sendo Ω′ = (0, 1). Así mesmo, escollemos un elemento de L2(a dx)∗ como
segundo termo de forma que existe f ∗ ∈ L2(a dx) tal que 〈f, v〉 = (f ∗, v) e o problema toma
a forma
uε ∈ K; ε
∫ 2
0
u′ε(v
′ − u′ε) dx+
∫ 1
0
uε(v − uε) dx ≥
∫ 1
0
f ∗(v − uε) dx, ∀v ∈ K. (4.2.53)
Concretamente, estudamos os casos de f ∗ = α, sendo α ∈ R, e f ∗ = x. Se ben para esta
segunda elección conseguimos atopar a solución exacta —véxase (3.4.36)—, non é o caso
da primeira, pese á súa forma tan sinxela. Isto pón de manifesto as diﬁcultades intrínsecas
do convexo, suﬁcientemente grandes como para impedir o cálculo de solucións exactas máis
alá de certos casos particulares como o xa anteriormente indicado, ou para f = 0, co que
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se obtén a solución trivial uε = 0.
Porén, a aproximación numérica destes problemas lineais resulta moito máis asequible pois,
como veremos a continuación, pode abordarse empregando algoritmos estándar de minimi-
zación de funcionais cadráticos. A continuación, establecemos o marco de traballo pensado
para tal ﬁn.
Interpretación do problema continuo
A linealidade do problema (4.2.53) permite reescribilo como
uε ∈ K, aε(uε, v − uε) ≥ L(v − uε), ∀v ∈ K, (4.2.54)
sendo aε(·, ·) a forma bilineal simétrica continua e coerciva deﬁnida por
aε(u, v) = ε
∫ 2
0
u′v′ dx+
∫ 1
0
uv dx, ∀v ∈ H1(Ω),
e L ∈ L2(Ω) o operador lineal e continuo dado por
L(v) = 〈f, v〉 =
∫ 1
0
f ∗ v dx, ∀v ∈ L2(Ω),
para f ∗ = α, α ∈ R, ou f ∗ = x.
É ben coñecido neste caso que o problema (4.2.54) equivale a minimizar sobre o convexo K
o funcional cadrático
J(v) =
1
2
aε(v, v)− L(v), (4.2.55)
é dicir, (4.2.54) equivale a
uε ∈ K, J(uε) = mı´n
v∈K
J(v). (4.2.56)
Construción do problema discreto
En primeiro lugar, discretizamos o dominio Ω = (0, 2) mediante a consideración dunha
partición Ph de N subintervalos de igual amplitude h = 2/N , é dicir,
Ω =
N⋃
i=0
[xi, xi+1].
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Obtemos así N + 1 nodos igualmente separados e deﬁnidos por xi = ih, i = 0, ... , N .
Aproximamos agora o espazo V = H10 (Ω) mediante o espazo de elementos ﬁnitos Vh dado
por
Vh = {vh ∈ C([0, 2]), vh(0) = 0, vh(2) = 0, vh|[xi,xi+1] ∈ P1([xi, xi+1]), ∀i = 0, ... , N − 1},
é dicir, Vh é o espazo de funcións continuas, afíns a trozos, deﬁnidas en cada subintervalo
[xi, xi+1] de Ω, i = 0, ... , N . A aproximación do convexo K levámola a cabo a través de
Kh = K ∩ Vh. Unha deﬁnición alternativa do convexo Kh é
Kh = {vh ∈ Vh, |vh(xi+1)− vh(xi)| ≤ h, ∀i = 0, ... , N − 1}.
Estas eleccións respetan as condicións (4.2.2) e (4.2.3). En efecto, dado que Kh ⊂ K,
a primeira delas resulta obvia, tendo en conta que K é debilmente pechado. A segunda
cúmprese tomando
χ = {v ∈ D(Ω), |∇v(x)| < 1, c.t.p. x ∈ Ω},
sendo rh a función de interpolación lineal na partición Ph, deﬁnida por
rhv ∈ Vh, (rhv)(xi) = v(xi), ∀i = 0, ... , N, ∀v ∈ χ.
A demostración de (4.2.3), nun caso unidimensional, pode consultarse no capítulo 2 de
Glowinski[68]. En consecuencia, o teorema 4.2.1 garante a converxencia da solución uh do
problema aproximado
uε,h ∈ Kh, a(uε,h, vh − uε,h) ≥ L(vh − uε,h), ∀vh ∈ Kh, (4.2.57)
cara a solución uε do problema continuo (4.2.54) cando h tende a cero.
Analogamente ao caso continuo, no que obtemos a equivalencia co problema (4.2.56), tamén
temos a equivalencia de (4.2.57) co problema de minimización
uε,h ∈ Kh, J(uε,h) = mı´n
vh∈Kh
J(vh), (4.2.58)
sendo J o funcional cadrático deﬁnido en (4.2.55).
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Resolución do problema discreto
A construción do espazo Vh permite identiﬁcar as funcións vh ∈ Vh cos seus valores
nos nodos xi. Nótese que a función vh é a función de interpolación lineal deses valores.
Fixando esta idea, e denotando vh(xi) = vi, podemos reinterpretar o problema discreto en
dimensión ﬁnita na seguinte forma, considerando tamén ai = a(xi) = χΩ(xi), i = 0, ... , N .
Contemplamos os dous casos comentados anteriormente.
Caso f ∗ = α
Entón, o funcional cadrático (4.2.55) a minimizar vén expresado por
J(vh) =
1
2
ε
∫
Ω
∇vh · ∇vh dx+ 1
2
∫
Ω
av2h dx− α
∫
Ω
avh dx =
=
1
2
ε
N−1∑
i=0
∫ xi+1
xi
(vi+1 − vi
h
)2
dx+
1
2
N−1∑
i=0
∫ xi+1
xi
ai
(
vi +
vi+1 − vi
h
(x− xi)
)2
dx
− α
N−1∑
i=0
∫ xi+1
xi
ai
(
vi +
vi+1 − vi
h
(x− xi)
)
dx, ∀vh ∈ RN+1.
Desenvolvendo os termos anteriores resulta, para cada v = (v0, ... , vN)t ∈ RN+1,
J(v0, ... , vN) =
ε
2h
[ N−1∑
i=0
v2i+1 +
N−1∑
i=0
v2i − 2
N−1∑
i=0
vivi+1
]
+
h
6
[ N−1∑
i=0
aiv
2
i+1 +
N−1∑
i=0
aiv
2
i +
N−1∑
i=0
aivivi+1
]
− αh
2
N−1∑
i=0
ai(vi + vi+1),
de modo que J adopta a forma
J(v) =
1
2
vt · Av − b · v, ∀v ∈ RN+1, (4.2.59)
sendo, por un lado, A ∈ MN+1,N+1 unha matriz tridiagonal, simétrica e deﬁnida positiva
e, por outro, b un vector de RN+1, ambos os dous determinados a partir dos datos.
Caso f ∗ = x
Analogamente, desenvolvendo a expresión do funcional J deﬁnido en (4.2.55) para f ∗ = x,
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obtemos
J(v0, ... , vN) =
ε
2h
[ N−1∑
i=0
v2i+1 +
N−1∑
i=0
v2i − 2
N−1∑
i=0
vivi+1
]
+
h
6
[ N−1∑
i=0
aiv
2
i+1 +
N−1∑
i=0
aiv
2
i +
N−1∑
i=0
aivivi+1
]
− h
2
6
N−1∑
i=0
ai[(3i+ 1)vi + (3i+ 2)vi+1],
obtendo novamente unha expresión do tipo (4.2.59).
En ambos os dous casos, a forma do funcional J permite calcular de maneira sinxela o seu
gradiente,
∇J(u) = Au− b, ∀u ∈ V,
e isto condúcenos á posibilidade de utilizar o método iterativo do gradiente con proxección
para resolver o problema (4.2.58). Por simplicidade, utilizamos o método de paso ﬁxo.
Tomando un iterante inicial calquera u(0) ∈ Kh, e deﬁnindo
u(k+1) = PKh(u
(k) − ρ(Au(k) − b)), ∀k ≥ 0,
este método converxe á solución do problema discreto (4.2.58) sempre que o parámetro ρ
sexa positivo e menor có dobre do inverso do maior autovalor da matriz A. Remitimos a
Ciarlet[44] para detalles sobre este e outros resultados relacionados con métodos de mini-
mización.
A proxección no convexo
No artigo de Brézis e Sibony[25] próbase a equivalencia do problema de torsión proposto
para o convexo usual (4.2.52) con aquel dado por
K˜ = {v ∈ H10 (Ω), |v(x)| ≤ d(x,Γ), ∀x ∈ Ω}, (4.2.60)
onde d(x,Γ) representa a distancia á fronteira. Este traballo tivo gran importancia posterior
tendo en conta que o novo convexo simpliﬁca de forma notable o tratamento informático
do operador proxección. Esta circunstancia foi aproveitada na creación de algoritmos para
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a busca de aproximacións numéricas da solución do problema (véxase Glowinski[68] ou
tamén a súa obra con Lions e Trémolières[69]). En concreto, e sen entrar en propostas
máis complexas con problemas duais, existen na literatura diversos exemplos do uso de
elementos ﬁnitos que desembocan en problemas de programación cadrática —como o de
O’Leary[118]—. Os métodos de gradiente —O’Leary[117]— empregados inclúen convexos
do tipo (4.2.60).
Desgraciadamente, as hipóteses necesarias establecidas por Brézis e Sibony[25] para a
equivalencia do convexo (4.2.60) con aquel dado por (4.2.52) implican a = 0 e f constante
en todo o dominio Ω, condicións que non cumpre o noso problema. Non obstante, é posible
estender ao contexto deste exemplo os seus resultados, como poñemos de manifesto no
anexo B.2. En consecuencia, proxectamos no convexo
K˜h = {v ∈ Vh, |vi| ≤ g(xi), ∀i = 0, ... , N},
onde gi = g(xi) denota a distancia á fronteira do nodo xi, i = 0, ... , N , tal como foi deﬁnida
en (3.4.20). Outras xeneralizacións desta equivalencia están dispoñibles na literatura, como
a de Idone-Maugeri-Vitanza[81].
Entón, se empregamos a notación
u(k+1/2) = u(k) − ρ(Au(k) − b)
para un cálculo intermedio, o operador proxección P para o convexo K˜h toma, daquela, a
forma seguinte,
u
(k+1)
0 = 0,
u
(k+1)
i = ma´x{−gi, mı´n{u(k+1/2)i , gi}}, i = 1, ... , N − 1,
u
(k+1)
N = 0.
Comprobemos que u(k+1) é a proxección en K˜h de u(k+1/2). En efecto, u(k+1) pertence a K˜h,
por construción. Ademais, para cada v ∈ K˜h, temos
(u
(k+1)
0 − u(k+1/2)0 )(v0 − u(k+1)0 ) = 0, (4.2.61)
(u
(k+1)
N − u(k+1/2)N )(vN − u(k+1)N ) = 0, (4.2.62)
e para cada i = 1, ... , N − 1, temos os tres casos seguintes, para todo v ∈ K˜h.
a) En primeiro lugar, se u(k+1/2)i > gi, temos u
(k+1)
i = gi, de xeito que
(u
(k+1)
i − u(k+1/2)i )(vi − u(k+1)i ) = (gi − u(k+1/2)i )(vi − gi) ≥ 0. (4.2.63)
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b) Se, en cambio, −gi ≤ u(k+1/2)i ≤ gi, temos u(k+1)i = u(k+1/2)i , e en consecuencia
(u
(k+1)
i − u(k+1/2)i )(vi − u(k+1)i ) = 0. (4.2.64)
c) Por último, se u(k+1/2)i < −gi, temos u(k+1)i = −gi, obtendo
(u
(k+1)
i − u(k+1/2)i )(vi − u(k+1)i ) = −(gi + u(k+1/2)i )(vi + gi) ≥ 0, (4.2.65)
de xeito que
(u(k+1) − u(k+1/2)) · (v − u(k+1))t =
N∑
i=0
(u
(k+1)
i − u(k+1/2)i )(vi − u(k+1)i ) ≥ 0, ∀v ∈ K˜h,
como queríamos comprobar.
Resultados numéricos
Na sección 3.4.5 presentamos un caso non trivial de problema asociado á torsión elasto-
plástica, para o convexo
K = {v ∈ H10 (Ω), |∇v(x)| ≤ 1, c.t.p. x ∈ Ω}.
En efecto, tomando Ω = (0, 2), Ω′ = (0, 1) e a = χΩ′ , se consideramos o segundo termo
f = ax, xunto cos datos A(x, u) = 1 e γ = 0, atopamos a solución exacta dada por (3.4.36).
Este feito bríndanos a posibilidade de proceder ao estudo do erro cometido ao aproximar
a solución exacta uε pola solución aproximada uε,h para este caso particular. Dado que
a solución exacta pertence a H2(Ω) e, ademais, cúmprense trivialmente as hipóteses do
teorema 4.2.2 para calquera ε positivo, estamos nas condicións do corolario 4.2.2, polo que
sabemos que, tendo en conta a equivalencia das normas || · ||a e || · ||1,2, existe unha constante
positiva C, dependente de ε, tal que
||uε,h − uε||a ≤ Ch,
de onde deducimos que
ln(||uε,h − uε||a) ≤ ln(C) + ln(h).
Comprobamos estes resultados na ﬁgura 4.1, na que representamos en escalas logarítmicas
o erro ||uε,h− uε||a fronte a h, considerando 50 valores de h igualmente separados en escala
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10−3 10−2 10−1
10−4
10−3
10−2
10−1
100
h
Er
ro
ε = 1
ε = 0.1
ε = 0.01
ε = 0.001
ε = 0.0001
ε = 0.00001
Figura 4.1: Representación do erro ||uε,h − uε||a, para varios valores de ε, fronte a h.
logarítmica entre 10−1 e 10−3. Nela destaca a dependencia de ε na constante C reﬂectida no
paralelismo das funcións de erro cando h tende a cero. Tamén é salientable o comportamento
da función de erro para valores pequenos de ε e valores grandes do paso h. Todas as
aproximacións uε,h foron obtidas mediante a converxencia do método de gradiente con
proxección que acabamos de presentar, cun paso ﬁxo establecido como o inverso do máximo
autovalor da matriz A. O criterio de parada utilizado foi a limitación da norma do cadrado
entre dous iterantes consecutivos, así como a limitación do número máximo de iteracións
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posibles, é dicir,
A)
( N∑
i=0
|u(k+1)i − u(k)i |2
)1/2
≤ 10−12, B) k ≤ 108.
Non obstante, en todas elas cumpriuse o criterio de parada A. Observamos tamén na ﬁgura
4.1 que as magnitudes de erro obtidas son tan pequenas que non é posible discernir a simple
vista entre a solución exacta e a aproximada.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.05
0.1
0.15
0.2
0.25
uε,h (ε =0.1)
uε,h (ε =0.01)
uε,h (ε =0.001)
u˜0
Figura 4.2: Solución do problema límite e solucións aproximadas para f = aα, con α = 0.2.
Para rematar, reproducimos na ﬁgura 4.2 as solucións aproximadas uε,h para varios valores
de ε cando o termo fonte vén dado por f = aα, sendo α = 0.2. Estas solucións aproximadas,
xunto coa solución do problema límite, foron construídas a partir dunha partición uniforme
do intervalo [0, 2] de 100 intervalos.
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Apéndice

APÉNDICE A
Algúns resultados utilizados na memoria
A.1. Algúns resultados de inecuacións variacionais
A.1.1. Casos particulares de especial relevancia
Cando o convexo pechado non baleiroK ten outras características adicionais, en ocasións
é posible simpliﬁcar a inecuación variacional (1.1.6). Neste apartado consideramos dous
casos particulares presentes nesta memoria, como son os espazos vectoriais e os conos, que
deﬁnimos máis adiante.
Espazo vectorial
Se K = V é un espazo vectorial, a inecuación (1.1.6) transfórmase nunha ecuación
variacional. En efecto, se w é un elemento arbitrario de V , podemos tomar v = uε±w como
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funcións test en (1.1.6) para deducir
uε ∈ V,∫
Ω
[
εA(x, εuε)∇uε · ∇w + a uεw
]
dx+
∫
Γ
γ(x, εuε)w dσ = 〈f, w〉, ∀w ∈ V. (A.1.1)
Tendo en conta as hipóteses da sección 1.1 sobre A, se ademais supoñemos que só depende
da variable espacial x, e o termo fronteira γ é nulo, entón esta formulación variacional
corresponde a unha ecuación elíptica lineal de segunda orde, amplamente estudada en obras
como Evans[55], Gilbarg-Trudinger[67], Ladyzhenskaya[93] ou Troianiello[145].
En realidade, o problema (1.1.6) pode reducirse a unha ecuación do tipo (A.1.1) en máis
ocasións, como é o caso dos espazos trasladados. En efecto, dado φ ∈ H1(Ω) e considerando
K = V + φ = {v + φ, v ∈ V },
sendo V un espazo vectorial, obtemos novamente (A.1.1) co mesmo procedemento anterior.
Cono
Neste caso, da inecuación variacional (1.1.6) extraemos unha ecuación xunto con outra
inecuación. Mais antes presentamos a propiedade que deﬁne este tipo de conxuntos (ver
Glowinski[68]).
Definición A.1.1 Sexa V un espazo vectorial real, K ⊂ V un subconxunto e φ ∈ K un
dos seus elementos. Entón dise que K é un cono de vértice φ se para cada parámetro
λ ≥ 0 e cada v ∈ K, resulta w = λ(v − φ) + φ ∈ K.
Observemos que para o caso particular de que φ = 0, obtemos a máis coñecida condición
de cono de vértice cero. Este concepto lévanos á caracterización alternativa de cono que
expoñemos a continuación.
Lema A.1.1 Un subconxunto K ⊂ V non baleiro é un cono de vértice φ ∈ K se e só se
existe un cono de vértice cero K∗ ⊂ V tal que
K = K∗ + φ = {v∗ + φ, v∗ ∈ K∗}.
Ademais, K é convexo se e só se K∗ é convexo.
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Demostración: En efecto, se K é un cono de vértice φ, podemos escribir K = K∗ + φ,
sendo K∗ = K − φ. Comprobemos que K − φ é un cono de vértice cero. Trivialmente,
0 ∈ K∗, pois φ ∈ K por hipótese. Ademais, para cada elemento arbitrario v∗ ∈ K∗, existe
v ∈ K tal que v∗ = v − φ. Como K é un cono de vértice φ, temos que λ(v − φ) + φ ∈ K,
para calquera λ non negativo. Así obtemos λv∗ = λ(v − φ) ∈ K − φ.
Reciprocamente, sexa K = K∗ + φ, sendo K∗ un cono de vértice cero, e tomemos v ∈ K e
λ ≥ 0. Entón existe v∗ ∈ K∗ tal que v = v∗ + φ, polo que
λ(v − φ) + φ = λv∗ + φ ∈ K∗ + φ,
dado que K∗ é un cono de vértice cero. Ademais, como 0 ∈ K∗, tamén deducimos que φ
pertence a K.
En canto á última aﬁrmación, seK é convexo, sexan v∗, w∗ ∈ K∗ e λ ∈ [0, 1]. Entón obtemos
λv∗ + (1− λ)w∗ = λ(v∗ + φ)− λφ+ (1− λ)(w∗ + φ)− (1− λ)φ =
= λ(v∗ + φ) + (1− λ)(w∗ + φ)− φ.
Por deﬁnición de K∗, os elementos v∗+φ e w∗+φ pertencen a K. Por ser este un conxunto
convexo, deducimos entón que
λv∗ + (1− λ)w∗ ∈ K − φ = K∗,
polo que K∗ é un conxunto convexo. Reciprocamente, supoñamos agora que K∗ é convexo
e consideremos v, w ∈ K. Entón, analogamente,
λv + (1− λ)w = λ(v − φ) + λφ+ (1− λ)(w − φ) + (1− λ)φ =
= λ(v − φ) + (1− λ)(w − φ) + φ.
Dado que v − φ e w − φ son elementos do convexo K∗, deducimos que
λv + (1− λ)w ∈ K∗ + φ = K,
e, por tanto, K é un conxunto convexo.
Observación A.1.1. A anterior caracterización permite identiﬁcar como cono moitos
conxuntos convexos K, entre os que destaca (ver Glowinski[68]) o convexo utilizado nos
problemas de Signorini,
K1 = {v ∈ H1(Ω), v ≥ 0 c.t.p. sobre Γ},
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para o que se pode veriﬁcar trivialmente que é un cono de vértice cero. Ademais, tamén é
preciso destacar aqueles convexos típicos dos problemas de obstáculo, i.e.,
K2 = {v ∈ H10 (Ω), v ≥ ϕ c.t.p. en Ω}.
Cando ϕ ∈ H10 (Ω), estes conxuntos son conos de vértice ϕ ∈ K2. En efecto, podemos
veriﬁcar que se cumpre K2 = K∗2 + ϕ, para
K∗2 = {v ∈ H10 (Ω), v ≥ 0 c.t.p. en Ω},
e resulta inmediato que K∗2 é un cono de vértice cero. @
A continuación, como é usual neste tipo de problemas e convexos (ver Glowinski[68], p. 58),
demostramos a seguinte presentación alternativa do problema (1.1.6).
Lema A.1.2 Se K ⊂ H1(Ω) é un cono convexo de vértice φ da forma K = K∗+ φ, sendo
K∗ ⊂ H1(Ω) un cono de vértice cero, toda solución uε ∈ K do problema (1.1.6) é tamén
solución de∫
Ω
[
εA(x, εuε)∇uε · ∇v∗ + auεv∗
]
dx+
∫
Γ
γ(x, εuε) v
∗ dσ ≥ 〈f, v∗〉, ∀v∗ ∈ K∗,∫
Ω
[
εA(x, εuε)∇uε · ∇u∗ε + auεu∗ε
]
dx+
∫
Γ
γ(x, εuε) u
∗
ε dσ = 〈f, u∗ε〉,

 (A.1.2)
sendo u∗ε = uε − φ, e viceversa.
Demostración: Sexa uε a solución de (1.1.6) con uε = u∗ε + φ. Entón, para calquera
v ∈ K, temos v = v∗ + φ, sendo v∗ ∈ K∗, co cal (1.1.6) equivale a∫
Ω
[
εA(x, εuε)∇uε · ∇(v∗ − u∗ε) + auε(v∗ − u∗ε)
]
dx+
∫
Γ
γ(x, εuε) (v
∗ − u∗ε) dσ
≥ 〈f, v∗ − u∗ε〉, ∀v∗ ∈ K∗. (A.1.3)
Dado que K∗ é un cono de vértice cero, tomamos v∗ = 0 ∈ K∗ como función test en (A.1.3),
obtendo ∫
Ω
[
εA(x, εuε)∇uε · ∇u∗ε + auεu∗ε
]
dx+
∫
Γ
γ(x, εuε) u
∗
ε dσ ≤ 〈f, u∗ε〉.
Por outra parte, tamén podemos tomar o elemento v∗ = 2u∗ε ∈ K∗ como función test en
(A.1.3), obtendo así a desigualdade oposta. Isto demostra a igualdade de (A.1.2). En con-
secuencia, sumando esta igualdade a (A.1.3), resulta a inecuación de (A.1.2).
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Por outra banda, se uε é a solución de (A.1.2), comprobamos que tamén resolve (1.1.6).
Sexa u∗ε = uε − φ ∈ K∗; para calquera v ∈ K arbitrario, temos que tamén v∗ = v− φ ∈ K∗
de xeito que, restando a igualdade á desigualdade de (A.1.2), obtemos (A.1.3), que equivale
a (1.1.6).
A.1.2. Problemas equivalentes
O nacemento das inecuacións variacionais adoita situarse a mediados do século XX, nos
traballos de Stampacchia[137]. Non obstante, baixo condicións de continuidade e monotonía
do operador involucrado, Minty[111] propuxo posteriormente un problema equivalente, que
se revelou como unha ferramenta importante para diferentes aspectos do seu estudo (ver,
por exemplo, Giannessi[65]). O interese inicial baseouse na súa relación con problemas de
optimización, pero a idea básica desta técnica —tamén denominada “principio variacional de
Minty” (Crespi et al.[48])— usouse para xeneralizar a equivalencia de problemas de diferente
natureza, desde escalares e vectoriais en dimensión ﬁnita (ver Gang-Liu[61], Ansari-Lee[10],
Al Homidan-Ansari[5], entre outros moitos) ata problemas con formas bilineais en espa-
zos de Banach de dimensión inﬁnita (Chipot[33], Kinderlehrer-Stampacchia[89], Behera-
Panda[15]...).
En particular, ao longo desta memoria, efectuamos en varias ocasións diversos proce-
sos de paso ao límite, grazas a este tipo de equivalencias. Por este motivo, incluímos a
continuación os seguintes lemas de Minty. A pesar de que son resultados ben coñecidos
e frecuentemente usados na literatura, expoñemos a continuación varias adaptacións aos
casos particulares que nos ocupan.
Lema A.1.3 (Minty) Baixo as condicións do apartado 1.1, sendo w ∈ L2(Ω) e z ∈ L2(Γ)
dous elementos arbitrarios fixos e ε > 0, o problema
u ∈ K,∫
Ω
[
εA(x, εw)∇u · ∇(v − u) + a u(v − u)
]
dx
+
∫
Γ
γ(x, εz) (v − u) dσ ≥ 〈f, v − u〉, ∀v ∈ K,


(A.1.4)
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equivale a
u ∈ K,∫
Ω
[
εA(x, εw)∇v · ∇(v − u) + a v(v − u)
]
dx
+
∫
Γ
γ(x, εz) (v − u) dσ ≥ 〈f, v − u〉, ∀v ∈ K.


(A.1.5)
Demostración: Primeiro, se se cumpre (A.1.4) e denotando A = A(x, εw) por comodi-
dade e sen dar lugar a ambigüidades, entón aplicando (1.1.4) e (1.1.10) obtemos∫
Ω
[
εA∇v · ∇(v − u) + a v(v − u)
]
dx+
∫
Γ
γ(x, εz) (v − u) dσ =
=
∫
Ω
[
εA∇(v − u) · ∇(v − u) + a(v − u)2
]
dx+
∫
Ω
[
εA∇u · ∇(v − u) + au(v − u)
]
dx
+
∫
Γ
γ(x, εz) (v − u) dσ ≥ 〈f, v − u〉, ∀v ∈ K,
concluíndo (A.1.5). Por outra parte, se supoñemos (A.1.5), reemprazando v por u+ t(v−u)
—que pertence a K para calquera t ∈ (0, 1) e v ∈ K, por ser K convexo—, obtemos∫
Ω
[
εA∇[u+ t(v − u)] · ∇t(v − u) + a [u+ t(v − u)]t(v − u)
]
dx
+
∫
Γ
γ(x, εz) t(v − u) dσ ≥ t〈f, v − u〉.
Dividindo entre t e facendo tender t→ 0 chegamos a (A.1.4).
Introducir pequenos cambios no termo fronteira é un proceso máis delicado polo que, ade-
mais de supoñer (1.1.4) e (1.1.10), teremos en conta tamén (1.1.11) e (1.1.12) para probar
equivalencias de problemas con variacións neste termo. Por riba, necesitaremos facer uso do
seguinte lema tipo Nemytskii, que atopamos na obra de Showalter[131] e que reproducimos
a conveniencia do lector.
Lema A.1.4 (Nemytskii) Sexa unha función f : Ω × R → R de tipo Carathéodory, é
dicir, satisfacendo
i) f(·, r) : Ω→ R é medible para cada r ∈ R,
ii) f(x, ·) : R→ R é continua para c.t.p. x ∈ Ω.
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Sexan 1 ≤ p, q < +∞ e supoñamos que existe k ∈ Lq(Ω) e unha constante positiva C tales
que
|f(x, ξ)| ≤ C|ξ|p/q + k(x), c.t.p. x ∈ Ω, ξ ∈ R.
Entón o operador definido por
F (u)(x) = f(x, u(x)), c.t.p. x ∈ Ω, u ∈ Lp(Ω),
cumpre que F : Lp(Ω)→ Lq(Ω) é limitado e continuo.
Así, podemos demostrar o seguinte resultado.
Lema A.1.5 (Minty) Baixo as condicións do apartado 1.1, sendo w ∈ L2(Ω) un elemento
arbitrario fixo e ε > 0, o problema
u ∈ K,∫
Ω
[
εA(x, εw)∇u · ∇(v − u) + a u(v − u)
]
dx
+
∫
Γ
γ(x, εu) (v − u) dσ ≥ 〈f, v − u〉, ∀v ∈ K,


(A.1.6)
é equivalente a
u ∈ K,
∫
Ω
[
εA(x, εw)∇v · ∇(v − u) + a v(v − u)
]
dx
+
∫
Γ
γ(x, εv) (v − u) dσ ≥ 〈f, v − u〉 ∀v ∈ K.


(A.1.7)
Demostración: En primeiro lugar, partindo de (A.1.6) e denotando A = A(x, εw), apli-
camos as propiedades (1.1.4), (1.1.10) e (1.1.12) directamente, para obter∫
Ω
[
εA∇v · ∇(v − u) + a v(v − u)
]
dx+
∫
Γ
γ(x, εv) (v − u) dσ
=
∫
Ω
[
εA∇(v − u) · ∇(v − u) + a(v − u)2
]
dx+
∫
Γ
(γ(x, εv)− γ(x, εu)) (v − u) dσ
+
∫
Ω
[
εA∇u · ∇(v − u) + au(v − u)
]
dx+
∫
Γ
γ(x, εu) (v − u) dσ
≥ 〈f, v − u〉, ∀v ∈ K.
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Por outra parte, partindo de (A.1.7), seguimos os mesmos argumentos do lema anterior,
substituíndo v por u+ t(v − u) con t ∈ (0, 1), e obtemos∫
Ω
[
εA∇[u+ t(v − u)] · ∇t(v − u) + a [u+ t(v − u)]t(v − u)
]
dx
+
∫
Γ
γ(x, (1− t)εu+ tεv) t(v − u) dσ ≥ t〈f, v − u〉.
A hipótese (1.1.11) permite a aplicación do lema A.1.4 (Nemytskii) para p = q = 2 e a
función de Carathéodory γ(x, u), obtendo
γ(x, (1− t)εu+ tεv)→ γ(x, εu) en L2(Γ).
En consecuencia, unha división entre t e un paso ao límite cando t→ 0 condúcenos a (1.1.6),
o cal remata a proba.
A.2. Demostracións dos teoremas xerais de existencia
As seguintes demostracións dos teoremas 2.1.4 e 2.1.5 son unha aplicación dos resultados
da obra de Lions[99], páx. 245, para operadores pseudo-monótonos. Tamén se poden atopar
os mesmos resultados en Showalter[131]. Por completitude desta memoria, incluímos unha
adaptación detallada para o operador Aε deﬁnido en (2.1.42).
Demostración do teorema 2.1.4
Consideramos o problema (1.1.6) escrito na súa forma (2.1.43) coa axuda do operador Aε.
Seguindo unha estratexia de tipo Galerkin, estudamos nun primeiro paso a existencia de
solución do problema (2.1.43) reducido a un caso de dimensión ﬁnita m a través dun
argumento de punto ﬁxo. Observamos, entón, que as solucións correspondentes a cada valor
de m forman unha sucesión {um}m≥1, da cal nos interesa especialmente o límite cando m
tende a inﬁnito. Usando a propiedade de limitación do operador Aε (garantida polo lema
2.1.4), podemos extraer unha subsucesión debilmente converxente en H1(Ω). Con axuda da
propiedade de pseudo-monotonía (2.1.5) probamos que o límite débil é solución do proble-
ma (2.1.43).
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Primeira etapa:
Dado que H1(Ω) é separable, existe un conxunto {wi}i≥1 denso en K. Entón, para cada
m ≥ 1, denotemos por Vm á intersección de todos os subespazos1 de H1(Ω) que conteñen
a M = {w1, w2, ... , wm} e por Km ao menor conxunto convexo2 de H1(Ω) que contén a M .
Observemos que cada Km é un conxunto convexo pechado e non baleiro.
Ademais, temos que para cada m ≥ 1, —ver Lions[99]—,
Km ⊆ Vm ⊆ H1(Ω),
Km ⊆ Km+1 ⊆ ... ⊆ K,⋃
m
Km = K é denso en K.
Fixando un enteiro m ≥ 1, consideremos o problema en dimensión ﬁnita
um ∈ Km, 〈Aε(um), v − um〉 ≥ 〈f, v − um〉, ∀v ∈ Km. (A.2.1)
Vexamos que este problema ten unha solución um para cada m ≥ 1.
De feito, identiﬁquemos Vm ∼= Rm ∼= V ∗m e sexa [·, ·]m o produto escalar usual en Rm. Sabe-
mos que para cada f ∈ H1(Ω)∗ e u ∈ K, os operadores w → 〈f, w〉 e w → 〈Aε(u), w〉,
w ∈ Vm, son ambos os dous lineais e limitados —ver (2.1.46)—. Por tanto, mediante
o teorema de representación de Riesz, aseguramos a existencia de elementos en Vm, que
denominamos πf e πAε(u), tales que
〈f, w〉 = [πf, w]m, ∀w ∈ Vm,
〈Aε(u), w〉 = [πAε(u), w]m, ∀w ∈ Vm.
Estas igualdades deﬁnen un operador lineal e continuo π de H1(Ω)∗ en Vm, que podemos
utilizar para reescribir (A.2.1) como
um ∈ Km, [πAε(um), v − um]m ≥ [πf, v − um]m, ∀v ∈ Km,
e que podemos transformar en
um ∈ Km, [um, v − um]m ≥ [um + πf − πAε(um), v − um]m, ∀v ∈ Km.
1Unha maneira alternativa de definir Vm é como o conxunto das combinacións lineais finitas dos ele-
mentos do conxunto M . Habitualmente, tamén se usa a notación Vm = < M >.
2Os elementos do conxuntoKm poden representarse como w =
∑m
k=1
αkwk sendo αk ≥ 0 e
∑m
k=1
αk = 1.
Para máis detalles, ver, por exemplo, Ekeland-Temam[54].
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Entón, tendo en conta que um + πf − πAε(um) ∈ Vm ∼= Rm, se denominamos Pm ao
operador de proxección de vectores de Rm sobre o conxunto convexo Km en Rm, para o
produto escalar [·, ·]m, deducimos
um = Pm(um + πf − πAε(um)). (A.2.2)
Agora ben, o operador v → Pm(v + πf − πAε(v)) é continuo de Vm en Km. De feito,
sabemos que π e Pm son operadores continuos e só precisamos comprobar que Aε é un
operador continuo de Km en H1(Ω)∗.
Tomando a sucesión converxente un → u0 en Km, e lembrando que Aε é un operador
limitado, temos que Aε(un) é unha sucesión limitada en H1(Ω)∗, polo que podemos extraer
unha subsucesión, que seguimos denominando Aε(un), tal que
Aε(un) ⇀ χ, en H1(Ω)∗.
Así, tomando v = un − u0 e u = un en (2.1.46), obtemos
〈Aε(un), un − u0〉 ≤ ((ε+ 1)Λ + εC2ΓC1)||un||1,2||un − u0||1,2 + CΓ|γ0|2,Γ||un − u0||1,2,
polo que, considerando que un ∈ Km debe ser limitado por pertencer a Km, un conxunto
limitado, séguese facilmente que
l´ım sup
n→+∞
〈Aε(un), un − u0〉 ≤ 0.
Aplicando a propiedade de pseudo-monotonía de Aε —ver lema 2.1.5—, deducimos
〈Aε(u0), u0 − v〉 ≤ l´ım inf
n→+∞
〈Aε(un), un − v〉 = 〈χ, u0 − v〉.
Isto é o mesmo que dicir
〈Aε(u0)− χ, u0 − v〉 ≤ 0, ∀v ∈ H1(Ω),
o cal implica Aε(u0) = χ. Dado que o posible límite deAε(un) é único, entón toda a sucesión
converxe a χ. Isto proba a continuidade débil de Aε de Km ⊂ Vm en H1(Ω)∗. Non obstante,
Vm é un espacio de dimensión ﬁnita e a continuidade débil equivale á forte.
Finalmente, a existencia dun elemento um que satisfaga (A.2.2) está asegurada pola aplica-
ción do teorema do punto ﬁxo de Brouwer —ver Kinderlehrer-Stampacchia[89] ou Gilbarg-
Trudinger[67]—.
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Segunda etapa:
Como K é un conxunto limitado e Km ⊆ Km+1 ⊆ K, para todo m ∈ N, sabemos que {um}
é unha sucesión limitada e podemos extraer unha subsucesión, que seguimos denotando por
{um}, debilmente converxente, de xeito que
um ⇀ u en H
1(Ω).
Dado que {um} ⊂ K e que K é debilmente pechado, sabemos tamén que o límite u ∈ K.
Ademais, utilizando o feito de que K é denso en K, podemos escoller un elemento u1 ∈ K,
satisfacendo
||u1 − u||1,2 ≤ δ, (A.2.3)
para un δ positivo arbitrariamente pequeno. Por outra parte, u1 ∈ KM para algún valor de
M ∈ N, e aplicando (A.2.1) deducimos
〈Aε(um), um − u1〉 ≤ 〈f, um − u1〉, (A.2.4)
para cada m ≥M , pois KM ⊂ Km neste caso.
Volvendo a (A.2.3) e facendo uso de que Aε é un operador limitado, deducimos
〈Aε(um), u1 − u〉 ≤ Cδ, (A.2.5)
para algunha constante C que depende tan só do operador Aε. Usando agora (A.2.4) e
(A.2.5) obtemos a seguinte estimación
l´ım sup
m→+∞
〈Aε(um), um − u〉 = l´ım sup
m→+∞
{〈Aε(um), um − u1〉+ 〈Aε(um), u1 − u〉} ≤
≤ 〈f, u− u1〉+ Cδ ≤ C ′δ,
e, como δ > 0 é un parámetro arbitrario e C ′ non depende de δ, temos que
l´ım sup
m→∞
〈Aε(um), um − u〉 ≤ 0.
Por tanto, a propiedade de pseudo-monotonía de Aε asegura que
l´ım inf
m→+∞
〈Aε(um), um − v〉 ≥ 〈Aε(u), u− v〉, ∀v ∈ K. (A.2.6)
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Pero se v ∈ K, tendo en conta (A.2.1), deducimos para un m suﬁcientemente grande,
um ∈ Km, 〈Aε(um), um − v〉 ≤ 〈f, um − v〉.
En consecuencia, a converxencia débil de um a u en H1(Ω) condúcenos a que, pasando ao
límite inferiormente en m, obtemos
l´ım inf
m→∞
〈Aε(um), um − v〉 ≤ 〈f, u− v〉, ∀v ∈ K. (A.2.7)
Por último, reunindo os resultados (A.2.6) e (A.2.7), concluímos
〈Aε(u), u− v〉 ≤ 〈f, u− v〉, ∀v ∈ K,
e a demostración conclúe lembrando que K é denso en K.
Demostración do teorema 2.1.5
Sexa BR = {v ∈ H1(Ω), ||v||1,2 ≤ R} a bóla de H1(Ω) de centro 0 e raio R e KR = K ∩BR.
Entón KR é un conxunto convexo, pechado e tamén limitado por ser un subconxunto de
BR. Así, o teorema 2.1.4 asegúranos a existencia de uR ∈ KR tal que
〈Aε(uR), v − uR〉 ≥ 〈f, v − uR〉, ∀v ∈ KR. (A.2.8)
Fixando un elemento v0 ∈ K e escollendo R ≥ ||v0||1,2, temos que v0 ∈ KR e podemos así
tomar v0 como función test en (A.2.8) para obter
〈Aε(uR), v0 − uR〉 ≥ 〈f, v0 − uR〉,
ou, de forma equivalente,
〈Aε(uR), uR − v0〉 ≤ 〈f, uR − v0〉.
Entón, dado que Aε é coercivo no sentido de que cumpre (2.1.51), necesariamente deduci-
mos ||uR||1,2 ≤ C, con C unha constante independente de R, e así podemos extraer unha
subsucesión, que denotamos por uR sen dar lugar a confusión, e tal que uR ⇀ u ∈ H1(Ω)
cando R tende a inﬁnito. Como K é debilmente pechado e {uR} ⊂ K, resulta que u ∈ K.
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Se tomamos R ≥ ||u||1,2, podemos asegurar que u ∈ KR podendo, por tanto, utilizar este
límite como función test en (A.2.8) obtendo
〈Aε(uR), uR − u〉 ≤ 〈f, uR − u〉.
E pasando ao límite, chegamos a
l´ım sup
R→+∞
〈Aε(uR), uR − u〉 ≤ 0.
Tendo en conta que Aε é un operador pseudo-monótono, seguimos que
l´ım inf
R→+∞
〈Aε(uR), uR − v〉 ≥ 〈Aε(u), u− v〉, ∀v ∈ K. (A.2.9)
Escollendo R > C, entón vθ = (1 − θ)uR + θv ∈ KR para calquera v ∈ K e θ ∈ [0, 1]
suﬁcientemente pequeno. Así podemos tomar vθ como función test en (A.2.8) para obter
〈Aε(uR), vθ − uR〉 ≥ 〈f, vθ − uR〉,
que expresamos como
〈Aε(uR), θ(v − uR)〉 ≥ 〈f, θ(v − uR)〉,
e dividindo entre θ,
〈Aε(uR), v − uR〉 ≥ 〈f, v − uR〉, ∀v ∈ K.
Esta desigualdade pode transformarse en
〈Aε(uR), uR − v〉 ≤ 〈f, uR − v〉, ∀v ∈ K,
que combinada con (A.2.9), permítenos concluír ﬁnalmente
〈Aε(u), u− v〉 ≤ l´ım inf
R→+∞
〈Aε(uR), uR − v〉 ≤ 〈f, u− v〉, ∀v ∈ K.
Da expresión anterior obtemos
〈Aε(u), v − u〉 ≥ 〈f, v − u〉, ∀v ∈ K,
e u é solución de (1.1.6).
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A.3. Outra proba particular de existencia
Reproducimos aquí a demostración do teorema 2.1.3, utilizando argumentos de punto
ﬁxo, de xeito similar á demostración do teorema 2.1.2.
Demostración: A estrutura da proba é a mesma cá utilizada na demostración do
teorema 2.1.2, distinguindo tres etapas dedicadas á notación e propiedades, estimacións a
priori e aplicación do corolario do teorema do punto ﬁxo de Schauder —ver o teorema 2.1.1
e o seu corolario 2.1.1—.
Primeira etapa: Sexa o convexo pechado
B = {w ∈ L2(Ω), |w|2,Ω ≤ R}. (A.3.1)
Utilizando o teorema de Lions-Stampacchia[89] probamos que, para cada w ∈ B existe unha
única solución uε ∈ K do problema∫
Ω
[
εA(x, εw)∇uε · ∇(v − uε) + auε(v − uε)
]
dx
+ε
∫
Γ
γ0(x)uε(v − uε) dσ ≥ 〈f, v − uε〉, ∀v ∈ K,
uε ∈ K.


(A.3.2)
En efecto, tendo en conta (1.1.10) e (2.1.22) temos∫
Ω
[
εA(x, εw)∇u · ∇u+ a u2
]
dx+ ε
∫
Γ
γ0(x)u
2 dσ ≥ λε
∫
Ω
|∇u|2 dx+
∫
Ω
au2 dx
≥ (λε ∧ 1)
∫
Ω
(
|∇u|2 + au2
)
dx = (λε ∧ 1)||u||2a. (A.3.3)
Ademais, tendo en conta (1.1.4), (1.1.9) e (2.1.22), a desigualdade de Cauchy-Schwarz e a
continuidade do operador traza garanten que∣∣∣ ∫
Ω
[
εA(x, εw)∇u · ∇v + a uv
]
dx+ ε
∫
Γ
γ0(x)uv dσ
∣∣∣
≤ (εΛ ∨ Λ)
∫
Ω
(
|∇u||∇v|+ |uv|
)
dx+ εΛ|u|2,Γ|v|2,Γ
≤
(
2Λ(ε ∨ 1) + εΛC2Γ
)
||u||1,2||v||1,2. (A.3.4)
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A equivalencia da norma || · ||a coa usual en H1(Ω) conleva que os resultados (A.3.3) e
(A.3.4) demostran que
a(u, v) =
∫
Ω
[
εA(x, εw)∇u · ∇v + auv
]
dx+ ε
∫
Γ
γ0(x)uv dσ
é unha forma bilineal continua e coerciva en H1(Ω).
Segunda etapa: Fixemos o elemento v0 ∈ K e denotemos A = A(x, εw) por simpli-
cidade na escritura. Razoamos analogamente á segunda etapa do teorema 2.1.2. Así, a partir
das estimacións (A.3.3) e (A.3.4) para v = v0, obtemos
(λε ∧ 1)‖uε‖2a ≤
(
2Λ(ε ∨ 1) + εΛC2Γ
)
||uε||1,2||v0||1,2 + |f |∗(‖v0‖1,2 + ‖uε‖1,2). (A.3.5)
Desta desigualdade deducimos
|uε|2,Ω ≤ ‖uε‖1,2 ≤ C, (A.3.6)
con C = C(ε, λ,Λ, v0, f) unha constante independente do elemento w ∈ L2(Ω). Tomando
R > C, podemos deﬁnir un operador T do seguinte xeito,
T : w ∈ B → uε ∈ B,
para o cal demostramos a existencia dun punto ﬁxo.
Terceira etapa: Así, de (A.3.6) e lembrando que a inclusión canónica de H1(Ω)
en L2(Ω) é compacta, dedúcese que T (B) é relativamente compacto en B; para probar a
compacidade do operador T será suﬁciente, entón, probar a súa continuidade. Entón, sexa
wn unha sucesión de B tal que
wn → w, en L2(Ω). (A.3.7)
Omitindo o subíndice ε por simplicidade, sexa u˜n a solución de
u˜n ∈ K,∫
Ω
[
εA(x, εwn)∇u˜n · ∇(v − u˜n) + au˜n(v − u˜n)
]
dx
+ε
∫
Γ
γ(x)u˜n(v − u˜n) dσ ≥ 〈f, v − u˜n〉, ∀v ∈ K,


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polo que T (wn) = u˜n. Facendo uso do lema de Minty A.1.3 para w = wn, z = u˜n e u = u˜n,
—lembremos (2.1.23)— este problema equivale a
u˜n ∈ K,∫
Ω
[
εA(x, εwn)∇v · ∇(v − u˜n) + av(v − u˜n)
]
dx
+ε
∫
Γ
γ0(x)u˜n(v − u˜n) dσ ≥ 〈f, v − u˜n〉, ∀v ∈ K.


(A.3.8)
Certamente, a estimación (A.3.6) cúmprese para u˜n e, tendo en conta a compacidade da
inclusión canónica de H1(Ω) en L2(Ω), dedúcese a existencia dunha subsucesión, denotada
por u˜nk , e u∞ ∈ H1(Ω) tales que
u˜nk ⇀ u∞ en H
1(Ω), (A.3.9)
u˜nk → u∞ en L2(Ω), (A.3.10)
u˜nk → u∞ en L2(Γ), (A.3.11)
u˜nk → u∞ c.t.p. en Ω. (A.3.12)
De (A.3.7), dedúcese que existe unha subsucesión que veriﬁca
wnk → w c.t.p. en Ω. (A.3.13)
Este feito, xunto coa hipótese (1.1.9) e o teorema de Lebesgue asegura que
A(x, wnk)∇v → A(x, w)∇v en L2(Ω), (A.3.14)
Tendo en conta o teorema de Mazur, como K é un pechado convexo de H1(Ω), tamén é
debilmente pechado, polo que (A.3.9) implica que u∞ ∈ K dado que {u˜nk} ⊂ K. Entón,
aplicando as anteriores converxencias (A.3.9)-(A.3.14), pasamos ao límite en (A.3.8) escrito
para nk e obtemos que u∞ resolve o problema
u∞ ∈ K,∫
Ω
[
εA(x, εw)∇v · ∇(v − u∞) + av(v − u∞)
]
dx
+ε
∫
Γ
γ0(x)u∞(v − u∞) dσ ≥ 〈f, v − u∞〉, ∀v ∈ K.


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Debido novamente ao lema de Minty A.1.3 para u = u∞, este problema é equivalente a
u∞ ∈ K,∫
Ω
[
εA(x, εw)∇u∞ · ∇(v − u∞) + au∞(v − u∞)
]
dx
+ε
∫
Γ
γ0(x)u∞(v − u∞) dσ ≥ 〈f, v − u∞〉, ∀v ∈ K.


(A.3.15)
En consecuencia u∞ = T (w) e, por unicidade de solución de (A.3.15), a sucesión dada por
u˜n = T (wn) converxe a T (w), o cal implica a continuidade do operador T . A aplicación
do corolario 2.1.1 (Schauder) completa a demostración da existencia de solución para o
problema (1.1.6).

APÉNDICE B
Sobre algunhas equivalencias
B.1. Equivalencia de normas en H1(Ω)
Baixo as hipóteses recollidas na sección 1.1, úsase con frecuencia a equivalencia entre a
norma usual de H1(Ω),
‖v‖1,2 =
{|v|22,Ω + | |∇v| |22,Ω}1/2 , (B.1.1)
e a norma alternativa
‖v‖a =
{∫
Ω
(
|∇v|2 + av2
)
dx
}1/2
. (B.1.2)
Aínda que está claro que a expresión anterior deﬁne unha norma, non é tan obvia a súa
equivalencia coa norma usual. Esta equivalencia pode consultarse na obra de Chipot[34] ou
Chipot-Muñiz[41]; non obstante, perseguindo obxectivos de completitude deste manuscrito,
incluímos a proba neste anexo.
Lema B.1.1 A hipótese (1.1.4) garante que as normas definidas por (B.1.1) e (B.1.2) son
equivalentes en H1(Ω).
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Demostración: Dado que a hipótese (1.1.4) permite realizar a estimación∫
Ω
(
|∇v|2 + av2
)
dx ≤ (Λ ∨ 1)
∫
Ω
(
|∇v|2 + v2
)
dx, ∀v ∈ H1(Ω), (B.1.3)
será suﬁciente con probar que existe algunha constante C positiva tal que∫
Ω
(
|∇v|2 + v2
)
dx ≤ C
∫
Ω
(
|∇v|2 + av2
)
dx, ∀v ∈ H1(Ω). (B.1.4)
Procedemos por redución ao absurdo. Se (B.1.4) non se cumpre, entón para cada n ∈ N
existe vn ∈ H1(Ω) tal que∫
Ω
(
|∇vn|2 + v2n
)
dx ≥ n
∫
Ω
(
|∇vn|2 + av2n
)
dx. (B.1.5)
Por tanto, escollendo un = vn/||vn||1,2, deducimos a partir de (B.1.5) que
||un||1,2 = 1,
∫
Ω
(
|∇un|2 + au2n
)
dx ≤ 1
n
. (B.1.6)
Como a inclusión do espazo H1(Ω) en L2(Ω) é compacta, a limitación da norma usual dos
elementos da sucesión un permite extraer unha subsucesión, que seguiremos denotando por
un, tal que
un → u, ∇un ⇀ ∇u, en L2(Ω), (B.1.7)
sendo u un elemento de H1(Ω). Entón, por unha parte, tendo en conta (B.1.6), sabemos
que
l´ım
n→∞
∫
Ω
au2n dx = 0. (B.1.8)
Por outra banda, a partir da hipótese (1.1.4) e (B.1.7), deducimos que
∣∣∣( ∫
Ω
au2n dx
) 1
2 −
(∫
Ω
au2 dx
) 1
2
∣∣∣ = ∣∣∣||√a un||2,Ω − ||√au||2,Ω∣∣∣
≤ ||√a(un − u)||2,Ω ≤
√
Λ||un − u||2,Ω → 0. (B.1.9)
Por tanto, por unicidade do límite, obtemos de (B.1.8) e (B.1.9) que∫
Ω
au2 dx = 0,
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de onde deducimos
u = 0 en Ω′. (B.1.10)
Ademais, da hipótese (B.1.6) extraemos
1 = ||un||21,2 =
∫
Ω
(
|∇un|2 + u2n
)
dx ≤ 1
n
+
∫
Ω
u2n dx.
Tomando agora límites na desigualdade anterior cando n tende a inﬁnito, e facendo uso de
(B.1.7), deducimos ∫
Ω
u2 dx ≥ 1. (B.1.11)
Ao mesmo tempo, a partir de (B.1.6), deducimos
∇un → 0, en L2(Ω).
Polo tanto, por unicidade do límite, resulta ∇u = 0, é dicir, u é constante en Ω. Entón,
lembrando (B.1.10) e o feito de que o conxunto Ω′ = {x ∈ Ω, a(x) > 0} ten medida positiva
como consecuencia de (1.1.4), necesariamente u = 0 en Ω en contradición con (B.1.11). Esta
incoherencia vén de supoñer que as dúas normas consideradas non sexan equivalentes, polo
que queda probado o resultado buscado.
B.2. Equivalencia de problemas de tipo elastoplástico
No seu artigo en colaboración, Brézis e Sibony[25] proban nun contexto n-dimensional
a equivalencia de dous problemas relacionados coa torsión elastoplástica. A principal mo-
tivación deste traballo consistiu en simpliﬁcar o tratamento informático da proxección no
convexo, substituíndo este por outro con restricións máis sinxelas. O estudo realizado no
citado artigo pode relacionarse coa inecuación estudada nesta memoria, tomando a función
a de (1.1.4) como unha constante en todo o dominio Ω, f ∈ L2(Ω) e ε = 1.
Os resultados que presentamos a continuación seguen os mesmos argumentos, para un
caso unidimensional, relaxando a hipótese de que a función a sexa constante en todo o
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dominio. Así, se permitimos que a se anule nalgún conxunto de medida positiva, é posible
establecer a mesma equivalencia de problemas a conta de que f se anule nese mesmo
conxunto. Consideremos entón a existencia dunha constante λ > 0 tal que
a(x) = λχΩ′, c.t.p. x ∈ Ω. (B.2.1)
Lembremos que esta función anúlase fóra de Ω′. Ademais, debemos ter en conta a observa-
ción 3.2.1, pola que os espazos L2(a dx) e L2(Ω′) son identiﬁcables neste caso. Adicional-
mente, para f ∈ L2(a dx)∗, existe f ∗ ∈ L2(a dx) tal que
〈f, v〉 = (f ∗, v)a =
∫
Ω′
λf ∗v dx, ∀v ∈ L2(a dx).
Neste anexo, ﬁxando n = 1, Ω = (0, 2) e Ω′ = (0, 1), pretendemos estudar a equivalencia
do problema de torsión elastoplástica
uε,1 ∈ K1 = {v ∈ H10 (Ω), |v′(x)| ≤ 1, c.t.p. x ∈ Ω},∫
Ω
[
εu′ε,1(v
′ − u′ε,1) + auε,1(v − uε,1)
]
dx ≥
∫
Ω′
λf ∗(v − uε,1) dx, ∀v ∈ K1,

 (B.2.2)
co problema alternativo deﬁnido por
uε,2 ∈ K2 = {v ∈ H10 (Ω), |v(x)| ≤ g(x), c.t.p. x ∈ Ω},∫
Ω
[
εu′ε,2(v
′ − u′ε,2) + auε,2(v − uε,2)
]
dx ≥
∫
Ω′
λf ∗(v − uε,2) dx, ∀v ∈ K2,

 (B.2.3)
sendo g a función distancia desde calquera punto x ∈ Ω á fronteira Γ = ∂Ω = {0, 2}, que
se expresa como
g(x) =

 x se 0 ≤ x ≤ 1,2− x se 1 ≤ x ≤ 2. (B.2.4)
En virtude do teorema de Lions-Stampacchia, a existencia e unicidade de solución dos
problemas (B.2.2) e (B.2.3) está garantida. En consecuencia, dado queK1 é un subconxunto
de K2, segundo se probou na sección 3.4.5, —ver (3.4.21)—, para probar a equivalencia de
ambos os dous problemas bastará comprobar que a solución do segundo problema pertence
a K1. Necesitamos probar, entón,
|u′ε,2(x)| ≤ 1, (B.2.5)
para case todo punto x ∈ Ω.
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Observación B.2.1. É sinxelo obter (B.2.5) para calquera x ∈ (1, 2). En efecto, conside-
remos en primeiro lugar o conxunto de elementos de K2 que coinciden con uε,2 case en todo
punto de Ω′, é dicir,
Wuε,2 = {v ∈ K2, v = uε,2, c.t.p. en Ω′}.
O lema 3.2.2 asegura que o conxunto anterior é un convexo pechado de H1(Ω); ademais é
non baleiro, pois uε,2 ∈ Wuε,2 . Así, construímos o problema asociado
u˜2 ∈ Wuε,2 ,
∫ 2
1
u˜′2(v˜
′ − u˜′2) dx ≥ 0, ∀v˜ ∈ Wuε,2 , (B.2.6)
o cal ten unha única solución, grazas ao teorema de Lions-Stampacchia. Neste sentido,
teñamos en conta que Wuε,2 é un subconxunto de H
1
0(Ω) e a desigualdade de Poincaré é
aplicable. Entón, podemos reescribir a inecuación variacional anterior con axuda da seguinte
forma bilineal, continua e coerciva en H10 (Ω),
a(u, v) =
∫
Ω
u′v′ dx.
Por outra parte, resulta sinxelo comprobar que uε,2 é a solución de (B.2.6), basta tomar os
elementos de Wuε,2 como funcións test en (B.2.3).
Deducimos, en consecuencia, a expresión de uε,2, que vén dada por
uε,2(x) = β2(2− x), ∀x ∈ (1, 2), (B.2.7)
sendo β2 = uε,2(1). Por tanto, lembrando a deﬁnición de K2, obtemos |β2| ≤ 1 que, en
particular, implica (B.2.5) para cada x ∈ (1, 2). Non obstante, comprobemos que, de feito,
|β2| < 1. (B.2.8)
En efecto, supoñamos β2 = 1. Consideremos a familia de funcións seguinte, onde δ < 1 é
un parámetro positivo,
vδ(x) =


uε,2(x), se 0 ≤ x ≤ 1− δ,
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
, se 1− δ ≤ x ≤ 1,
0, se 1 ≤ x ≤ 2.
(B.2.9)
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Compróbase doadamente que as funcións anteriores pertencen todas elas aK2. Empregando
unha función calquera desta familia como función test en (B.2.3), e contando con (B.2.7) e
β2 = 1, obtemos
ε
∫ 1
1−δ
u′ε,2
(
− uε,2(1− δ)
δ
− u′ε,2
)
dx+ ε
∫ 2
1
(−1)(0 + 1) dx
+
∫ 1
1−δ
λ(uε,2 − f ∗)
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)
dx ≥ 0,
é dicir,
ε
∫ 1
1−δ
u′ε,2
(
− uε,2(1− δ)
δ
− u′ε,2
)
dx− ε
+
∫ 1
1−δ
λ(uε,2 − f ∗)
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)
dx ≥ 0. (B.2.10)
Pero, por un lado, tendo en conta a continuidade de uε,2 en [0, 2] e a hipótese de que
uε,2(1) = 1, necesariamente existe 0 < δ0 < 1 tal que
uε,2(1− δ) > 0, se 0 < δ ≤ δ0.
Ademais, nótese que uε,2(1− δ) ≤ 1− δ < 1, de xeito que
ε
∫ 1
1−δ
u′ε,2
(
− uε,2(1− δ)
δ
− u′ε,2
)
dx = −ε
δ
uε,2(1− δ)
∫ 1
1−δ
u′ε,2 dx− ε
∫ 1
1−δ
(u′ε,2)
2 dx
≤ −ε
δ
uε,2(1− δ)(1− uε,2(1− δ)) < 0, (B.2.11)
para calquera valor de δ positivo menor que δ0. Así mesmo, para este valor de δ e para
calquera x ∈ [1− δ, 1], tendo en conta a deﬁnición do convexo K2, obtemos
0 ≤ uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
≤ uε,2(1− δ) ≤ 1− δ < 1,
0 ≤ uε,2(x) ≤ x < 1,
de xeito que
[∫ 1
1−δ
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)2
dx
] 1
2
≤
[∫ 1
1−δ
(1 + 1)2 dx
] 1
2
= 2
√
δ.
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Por tanto, empregando a desigualdade de Cauchy-Schwarz, obtemos∣∣∣ ∫ 1
1−δ
λ(uε,2 − f ∗)
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)
dx
∣∣∣
≤
√
λ (|uε,2|a + |f ∗|a)
[∫ 1
1−δ
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)2
dx
] 1
2
≤ 2
√
λ
(√
λ
√
3
3
+ |f ∗|a
)√
δ.
Entón, sexa δ1 tal que
2
√
λ
(√
λ
√
3
3
+ |f ∗|a
)√
δ1 =
ε
2
.
Deducimos así que, para δ := mı´n{δ0, δ1}, resulta∣∣∣ ∫ 1
1−δ
λ(uε,2 − f ∗)
(
uε,2(1− δ)
[
1− 1
δ
(x− 1 + δ)
]
− uε,2
)
dx
∣∣∣ ≤ ε
2
, (B.2.12)
e podemos levar (B.2.11) e (B.2.12) a (B.2.10) para obter
−ε
2
≥ 0,
que é unha contradición que nos leva a concluír β2 6= 1. Analogamente, deducimos que
β2 6= −1 pois, supoñendo o contrario, o mesmo proceso devólvenos a outra contradición.
Por tanto, necesariamente cúmprese (B.2.8). @
Seguindo a Brézis e Sibony[25], escollemos o marco teórico seguinte. Sexa H1,∞(Ω) o
espazo das funcións uniformemente lipschitzianas sobre Ω, dotado da norma
||v||1,∞,Ω = sup
x1,x2∈Ω
x1 6=x2
|v(x1)− v(x2)|
|x1 − x2| ,
e H1,∞0 (Ω) = H
1,∞(Ω) ∩H10 (Ω). Observamos entón que, para calquera x1, x2 ∈ Ω, temos
|v(x2)− v(x1)| =
∣∣∣ ∫ x2
x1
v′(x) dx
∣∣∣ ≤ ||v||1,∞,Ω|x2 − x1|, ∀v ∈ H1,∞0 (Ω).
Ademais, cúmprese que g ∈ H1,∞0 (Ω) con norma ||g||1,∞,Ω = 1.
En primeiro lugar, comezamos cun lema que establece propiedades de convexos semellantes
a K2, e que reúne argumentos e resultados que se poden atopar en Brézis e Sibony[25]. Para
completitude da memoria, incluímos tamén a súa demostración.
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Lema B.2.1 Sexa Ω ⊂ Rn un dominio limitado de fronteira regular e Ψ1, Ψ2 dúas funcións
de H1,∞0 (Ω) tales que Ψ1(x) ≤ Ψ2(x) c.t.p. x ∈ Ω. Sexa ademais u ∈ K3, sendo
K3 = {v ∈ H10 (Ω), Ψ1(x) ≤ v(x) ≤ Ψ2(x), c.t.p. x ∈ Ω}.
Entón, considerando a prolongación por cero
u˜(x) =
{
u(x) se x ∈ Ω,
0 se x ∈ Rn, x /∈ Ω, (B.2.13)
e, para cada h ∈ Rn e cada constante M ≥ ma´x
{
||Ψ1||1,∞,Ω, ||Ψ2||1,∞,Ω
}
, as notacións
u+h (x) = ma´x{u˜(x− h)−M |h|, u˜(x)}, (B.2.14)
u−h (x) = mı´n{u˜(x+ h) +M |h|, u˜(x)}, (B.2.15)
a seguinte cadea de desigualdades é certa,
Ψ1(x) ≤ u−h (x) ≤ u(x) ≤ u+h (x) ≤ Ψ2(x), c.t.p. x ∈ Ω. (B.2.16)
Adicionalmente, os conxuntos
E+h = {x ∈ Rn; u˜(x− h)−M |h| > u˜(x)}. (B.2.17)
E−h = {x ∈ Rn; u˜(x+ h) +M |h| < u˜(x)}, (B.2.18)
son subconxuntos de Ω que cumpren E+h = E
−
h + h.
Observación B.2.2. Nótese que, se x ∈ E+h , entón u+h (x) = u˜(x − h) −M |h|. Análoga-
mente, se x ∈ E−h , entón u−h (x) = u˜(x+ h) +M |h|. @
Demostración: As desigualdades interiores de (B.2.16) cúmprense por deﬁnición de u+h e
u−h , mentres que as exteriores resultan da elección de M , como amosamos a continuación.
Probamos en primeiro lugar a última delas, para o cal ﬁxamos un elemento arbitrario x ∈ Ω
e distinguimos dous casos. Por unha parte, se x− h ∈ Ω, temos
u+h (x)−Ψ2(x) = ma´x{u(x− h)−M |h| −Ψ2(x), u(x)−Ψ2(x)} ≤ 0,
xa que, polo feito de que u ∈ K3 e que M ≥ ||Ψ2||1,∞,Ω, resulta
u(x) ≤ Ψ2(x), (B.2.19)
u(x− h)−M |h| −Ψ2(x) ≤ Ψ2(x− h)−M |h| −Ψ2(x) ≤ 0. (B.2.20)
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Ademais, se x− h /∈ Ω, tamén deducimos
u+h (x)−Ψ2(x) = ma´x{−M |h| −Ψ2(x), u(x)−Ψ2(x)} ≤ 0.
En efecto, (B.2.19) segue a ser certo. Adicionalmente, como Ω é un conxunto limitado,
existe algún α ∈ (0, 1] tal que y = x − αh ∈ Γ e, dado que Ψ2 ∈ H10 (Ω), tamén podemos
estimar
|Ψ2(x)| = |Ψ2(x)−Ψ2(y)| ≤ ||Ψ2||1,∞,Ω|x− y| = α||Ψ2||1,∞,Ω|h| ≤ M |h|, (B.2.21)
de modo que tamén −M |h| −Ψ2(x) ≤ 0.
Tendo en conta que tamén M ≥ ||Ψ1||1,∞,Ω, próbase analogamente
u−h (x)−Ψ1(x) = mı´n{u˜(x+ h) +M |h| −Ψ1(x), u(x)−Ψ1(x)} ≥ 0, ∀x ∈ Ω.
En canto á segunda parte do lema, consideremos un elemento arbitrario h ∈ Rn. Por
redución ao absurdo, sexa x ∈ E+h tal que x /∈ Ω. Dependendo de se x − h é un elemento
de Ω ou non, estamos diante de dous casos posibles. Se x − h ∈ Ω, tomemos α ∈ [0, 1) tal
que y = x− αh ∈ Γ. Entón deducimos
|u˜(x− h)− u˜(x)| = |u(x− h)| ≤ |Ψ2(x− h)| = |Ψ2(x− h)−Ψ2(y)|
≤ ||Ψ2||1,∞,Ω|x− h− y| ≤M(1 − α)|h| ≤M |h|,
en contradición coa condición de que x ∈ E+h . Se, por contra, x− h /∈ Ω, tamén chegamos
a un absurdo, pois a condición x ∈ E+h conlevaría −M |h| > 0. En consecuencia, E+h ⊂ Ω.
Un argumento similar proba tamén E−h ⊂ Ω.
Finalmente comprobamos que, se x ∈ E−h , entón x + h cumpre a condición de pertenza a
E+h . En efecto,
u˜(x+ h− h)−M |h| − u˜(x+ h) = u˜(x)−M |h| − u˜(x+ h) > 0,
razón pola cal E−h + h ⊂ E+h . Reciprocamente, se x ∈ E+h , podemos comprobar do mesmo
xeito que x− h ∈ E−h e obtemos a inclusión contraria.
Volvendo ao caso que ocupa a atención deste anexo, podemos mellorar o resultado anterior.
A priori, aplicando a deﬁnición dos conxuntos E+h e E
−
h e tendo en conta a forma da solución
dada por (B.2.7), deducimos que, para 0 < h < 1,
E+h ⊂ (0, 1 + h), E−h ⊂ Ω′,
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mentres que, para −1 < h < 0,
E+h ⊂ Ω′, E−h ⊂ (0, 1− h).
Non obstante, aproveitando a regularidade de uε,2 e as inclusións de Sobolev para domi-
nios unidimensionais, podemos probar a inclusión de E+h e E
−
h en Ω
′ para valores de h
suﬁcientemente pequenos.
Lema B.2.2 Sexa Ω = (0, 2) e Ω′ = (0, 1). Baixo a hipótese (B.2.1), consideramos o
problema (B.2.3) para f ∈ L2(a dx)∗. Entón existe α positivo tal que os subconxuntos E+h e
E−h , respectivamente definidos en (B.2.17) e (B.2.19) con M = 1, son subconxuntos de Ω
′
sempre que |h| < α.
Demostración: Consideremos a seguinte familia de funcións auxiliares dependentes dun
parámetro δ tal que 0 < δ < 1,
gδ(x) =


x, se x ∈ (0, 1− δ),
1
8δ3
(x− 1)4 − 3
4δ
(x− 1)2 + 1− 3
8
δ, se x ∈ [1− δ, 1 + δ],
2− x, se x ∈ (1 + δ, 2).
(B.2.22)
As funcións desta familia son elementos de C2(Ω) que aproximan á función g dada en (B.2.4)
no sentido de que, cando δ tende a cero, cúmprese
gδ(x)→ g(x), ∀x ∈ [0, 2], (B.2.23)
como pode apreciarse na ﬁgura B.1. Con axuda destas funcións construímos os convexos
deﬁnidos por
K2,δ = {v ∈ H10 (Ω), |v(x)| ≤ gδ(x), c.t.p. x ∈ Ω},
que son, todos eles, subconxuntos de K2. Á súa vez, consideramos os problemas
uε,2,δ ∈ K2,δ,∫
Ω
[
εu′ε,2(v
′ − u′ε,2) + auε,2(v − uε,2)
]
dx ≥
∫
Ω′
λf ∗(v − uε,2) dx, ∀v ∈ K2,δ,

 (B.2.24)
que teñen solución única, asegurada polo teorema de Lions-Stampacchia. Ademais, en canto
á regularidade desta solución, e tendo en conta a regularidade de gδ e dos demais datos do
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Figura B.1: Gráficas das funcións auxiliares gδ para varios valores do parámetro δ, xunto con g.
problema, é coñecido —ver Brézis-Stampacchia[24], Rodrigues[123] ou Friedman[60]— que
uε,2,δ ∈ H2(Ω). Por outra parte, sabemos que uε,2 ∈ H10 (Ω) ⊂ C(Ω). Na observación B.2.1
calculamos tamén que
uε,2(x) = β2(2− x) x ∈ (1, 2),
sendo |β2| = |uε,2(1)| < 1. Como, ademais, uε,2(x) ≤ x, para calquera x ∈ (0, 1), tense que
δ0 = sup
x∈[0,1]
|uε,2(x)| < 1.
Así, a converxencia puntual (B.2.23) implica que, para calquera δ ≤ 1−δ0 positivo, cúmprese
que uε,2 ∈ K2,δ. Deste xeito, tendo en conta que K2,δ ⊆ K2 e que, entón, uε,2 cumpre
(B.2.24), deducimos que
uε,2 = uε,2,δ ∈ H2(Ω),
pois a solución de (B.2.24) é única. Por tanto, uε,2 ∈ C1(Ω), e a súa derivada é continua en
todo o dominio Ω. En consecuencia, considerando que o valor da derivada é constante no
intervalo (1,2) —en efecto, |u′ε,2(x)| = |β2| < 1, ∀x ∈ (1, 2)—, entón existe α > 0 tal que
|u′ε,2(x)| < 1 para calquera x ∈ (1− α, 1].
Probemos agora que, para calquera |h| < α, necesariamente E+h e E−h son subconxuntos
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de Ω′. En efecto, se supoñemos x ∈ (1, 2) tal que x ∈ E−h , o lema B.2.1 asegura que
x+ h ∈ E+h ⊂ Ω. Debido á elección de h resulta tamén x+ h ∈ (1− α, 2] e deducimos
|u(x+ h)− u(x)| =
∣∣∣ ∫ x+h
x
u′(x) dx
∣∣∣ ≤ |h|.
Estes resultados entran en contradición co feito de que x ∈ E−h . Do mesmo xeito poderiamos
probar que E+h é un subconxunto de Ω
′ para calquera |h| < α.
Estamos agora en condicións de presentar o resultado central deste apartado, que demos-
tramos a continuación.
Teorema B.2.1 Sexa Ω = (0, 2) e Ω′ = (0, 1). Baixo a hipótese (B.2.1), se consideramos
f ∈ L2(a dx)∗ ∩H1,∞(Ω′) coa estimación
||f ||1,∞,Ω′ ≤ 1,
entón os problemas (B.2.2) e (B.2.3) teñen a mesma solución única.
Demostración: Dado que o teorema de Lions-Stampacchia asegura a existencia de solu-
cións únicas para ambos problemas, e dado que K1 ⊂ K2, probamos a continuación que a
solución única uε,2 de (B.2.3) é a solución única de (B.2.2). Trivialmente, uε,2 tamén resolve
a inecuación de (B.2.2); só queda por ver que uε,2 pertence a K1.
Entón, sexa h ∈ R arbitrario. Tomando ψ1 = −g e ψ2 = g, consideramos a prolongación de
uε,2 por cero presentada en (B.2.13), os elementos u
+
h , u
−
h , deﬁnidos en (B.2.14), (B.2.15),
paraM = 1, e os conxuntos E+h e E
−
h dados por (B.2.17) e (B.2.18), respectivamente. Tendo
en conta o lema B.2.1, deducimos a inclusión de E+h e E
−
h en Ω e a cadea de desigualdades
(B.2.16). A continuación, probamos no lema B.2.2 que, se |h| é suﬁcientemente pequeno,
E+h e E
−
h son subconxuntos de Ω
′.
Por outra parte, probemos que tanto u+h como u
−
h pertencen a H
1
0 (Ω). Con este ﬁn, sexa
x ∈ Γ; entón u˜(x) = 0 e temos dous casos posibles segundo o valor de h. En primeiro lugar,
se x− h /∈ Ω,
u+h (x) = ma´x{u˜ε,2(x− h)− |h|, u˜ε,2(x)} = ma´x{−|h|, 0} = 0.
Doutra parte, se x− h ∈ Ω, entón
u˜ε,2(x− h)− |h| = uε,2(x− h)− |h| − ψ2(x) ≤ ψ2(x− h)− |h| − ψ2(x) ≤ 0,
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de xeito que
u+h (x) = ma´x{u˜ε,2(x− h)− |h|, u˜ε,2(x)} = 0.
Por tanto, u+h ∈ H10 (Ω); análogo razoamento conduce a que u−h ∈ H10 (Ω). En consecuencia,
u+h e u
−
h pertencen a K2 e podemos tomalas como funcións tests en (B.2.3) tendo en conta
(u+h )
′(x) =


u′ε,2(x− h), se x ∈ E+h ,
u′ε,2(x), se x ∈ Ω, x /∈ E+h ,
(u−h )
′(x) =


u′ε,2(x+ h), se x ∈ E−h ,
u′ε,2(x), se x ∈ Ω, x /∈ E−h ,
en case en todo punto x ∈ Ω. Empregamos un h suﬁcientemente pequeno de forma que
E+h ⊂ Ω′. Entón, por un lado, tomando u+h como función test en (B.2.3), obtemos a seguinte
inecuación, —nótese que en Ω\E+h cúmprese u+h − uε,2 ≡ 0—,
ε
∫
E+
h
u′ε,2(x)
[
u′ε,2(x− h)− u′ε,2(x)
]
dx ≥
λ
∫
E+
h
[
f˜ ∗(x)− uε,2(x)
][
uε,2(x− h)− |h| − uε,2(x)
]
dx. (B.2.25)
Por outro lado, cun procedemento análogo para u−h , temos
ε
∫
E−
h
u′ε,2(x)
[
u′ε,2(x+ h)− u′ε,2(x)
]
dx ≥
λ
∫
E−
h
[
f˜ ∗(x)− uε,2(x)
][
uε,2(x+ h) + |h| − uε,2(x)
]
dx. (B.2.26)
Para poder relacionar as dúas inecuacións anteriores usamos un cambio de variable axeitado,
substituíndo x pola nova variable x−h. O lema B.2.1 asegura E+h = E−h +h. Así, cambiando
o signo dos factores do integrando do segundo membro, reexpresamos (B.2.26) como
ε
∫
E+
h
u′ε,2(x− h)
[
u′ε,2(x)− u′ε,2(x− h)
]
dx ≥
λ
∫
E+
h
[
uε,2(x− h)− f˜ ∗(x− h)
][
uε,2(x− h)− |h| − uε,2(x)
]
dx. (B.2.27)
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Sumando (B.2.27) a (B.2.25) obtemos
−ε
∫
E+
h
[
u′ε,2(x)− u′ε,2(x− h)
]2
dx ≥
λ
∫
E+
h
[
f˜ ∗(x)− uε,2(x) + uε,2(x− h)− f˜ ∗(x− h)
][
uε,2(x− h)− |h| − uε,2(x)
]
dx,
de onde deducimos
λ
∫
E+
h
[
uε,2(x− h)− uε,2(x)
][
uε,2(x− h)− |h| − uε,2(x)
]
dx ≤
λ
∫
E+
h
[
f˜ ∗(x− h)− f˜ ∗(x)
][
uε,2(x− h)− |h| − uε,2(x)
]
dx. (B.2.28)
Dividindo entre λ > 0 e completando o cadrado do lado esquerdo de (B.2.28), chegamos a∫
E+
h
[
uε,2(x− h)− |h| − uε,2(x)
]2
dx ≤∫
E+
h
[
f˜ ∗(x− h)− f˜ ∗(x)− |h|
][
uε,2(x− h)− |h| − uε,2(x)
]
dx. (B.2.29)
Dado que, por hipótese, ||f ∗||1,∞,Ω′ ≤ 1, necesariamente f˜ ∗(x − h) − f˜ ∗(x) − |h| ≤ 0, e o
primeiro factor do integrando anterior é non positivo, mentres que o segundo é positivo pois
intégrase en E+h . Entón toda a integral é non positiva, de onde se segue que med(E
+
h ) = 0,
pois no membro esquerdo temos un integrando non negativo.
En consecuencia, concluímos
uε,2(x− h)− uε,2(x)− |h| ≤ 0, ∀x ∈ Ω′,
polo que
uε,2(x− h)− uε,2(x)
|h| ≤ 1, ∀x ∈ Ω
′.
Como h é un valor arbitrario suﬁcientemente pequeno, entón podemos tomar límites cando
h tende a cero na expresión anterior, e deducir
|u′ε,2(x)| ≤ 1, ∀x ∈ Ω′.
En consecuencia, uε,2 ∈ K1, e os problemas (B.2.2) e (B.2.3) teñen a mesma solución.
APÉNDICE C
Exemplos en máis dunha dimensión
Neste apartado complementamos os exemplos presentados no capítulo 3 acerca dos
resultados de converxencia asintótica. Sendo todos aqueles unidimensionais, ilustramos a
continuación o caso particular de solucións radiais no marco do problema (1.1.6) propostos
en dominios de dimensións dous e tres. Por motivos de simplicidade, buscamos, entón,
funcións da forma u = u(|x|) = u(r), que só dependen da distancia do punto x á orixe. Esta
limitación conleva, en consecuencia, a consideración de dominios circulares ou esféricos con
condicións de contorno Dirichlet.
Outro interese destes problemas en máis dunha dimensión é a característica de que,
aínda sendo lineais, ata o caso máis sinxelo posúe unha solución que involucra ou ben
funcións logarítmicas ou ben funcións de Bessel. Este feito contrasta coa presenza das
funcións hiperbólicas en solucións de problemas en dimensión un, tal e como apareceron
nos diferentes exemplos contemplados na presentación dos resultados de converxencia do
capítulo terceiro. Este último tipo de funcións, as funcións de Bessel, usualmente deﬁni-
das como series de potencias, foron estudadas intensamente desde antigo pola súa cone-
xión con problemas de contextos físicos, como testemuñan, entre outros, os clásicos Gray-
Mathews[71] ou Watson[151]. Máis bibliografía sobre este tema inclúe a Bowman[18] e
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Korenev[90]; os estudos sobre métodos de aproximación destas e outras funcións especiais
poden consultarse en Luke[106], Zhang-Jin[155] ou Gil-Segura-Temme[66].
C.1. Un problema lineal en dimensión dous
Por razóns de simplicidade abordamos un problema con condicións Dirichlet mediante
a consideración do convexo, pechado e non baleiro
K = {v ∈ H1(Ω), v − β ∈ H10 (Ω)}, (C.1.1)
sendo β ∈ R arbitrario —ver Brézis[26], p. 177—. Como xa mencionamos anteriormente, a
existencia de solucións de tipo radial, xunto con estas condicións de contorno, require no
plano a consideración dun dominio circular. Por tanto, realizamos a elección Ω = B(0, 1) e
o subdominio Ω′ = B(0, 1/2), sendo entón Γ = ∂Ω a circunferencia de centro a orixe e raio
a unidade.
Ademais, no contexto de traballo presentado no capítulo 1, escollemos tamén as funcións
seguintes,
A(x, u) = 1, ∀x ∈ Ω, u ∈ R,
γ(x, u) = 0, ∀x ∈ Γ, u ∈ R,
a = χΩ′ ,
de forma que o problema (1.1.6) reescríbese como
uε ∈ K,∫
Ω
[
ε∇uε · ∇(v − uε) + auε(v − uε)
]
dx ≥ 〈f, v − uε〉, ∀v ∈ K,

 (C.1.2)
sendo f ∈ H1(Ω)∗ un elemento a precisar posteriormente en cada caso particular, a escoller
entre a constante f = δ, ou ben, a constante a trozos f = a δ, δ ∈ R. A segunda opción
cumpre adicionalmente que f ∈ L2(a dx)∗.
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C.1.1. Formulación e resolución do problema.
Considerando unha función arbitraria w ∈ C1c (Ω), podemos tomar v = uε±w ∈ K como
funcións test no problema (C.1.2), para obter∫
Ω
[
ε∇uε · ∇w + auεw
]
dx = 〈f, w〉, ∀w ∈ C1c (Ω).
A continuación, e supoñendo regularidade de uε suﬁciente para unha integración por partes
—podemos comprobar a posteriori que uε ∈ H2(Ω)—, deducimos∫
Ω
[
− ε∆uε + auε
]
w dx =
∫
Ω
f w dx, ∀w ∈ C1c (Ω).
O carácter denso de C1c (Ω) en L2(Ω) permite concluír que o problema (C.1.2) equivale á
ecuación diferencial ordinaria seguinte,
−ε∆uε + auε = f, c.t.p. en Ω,
uε = β, c.t.p. sobre Γ.

 (C.1.3)
Co ﬁn de buscar solucións radiais, —ver Evans[55], p. 21—, necesitamos expresar primeira-
mente o problema (C.1.3) en termos do raio r = |x|. Os cálculos que seguen son válidos en
Rn, n ≥ 2.
Dado que r2 =
n∑
i=1
x2i , diferenciando os dous membros obtemos r
∂r
∂xi
= xi e, para cada
1 ≤ i ≤ n, temos para r positivo,
uxi = u
′(r)
∂r
∂xi
= u′(r)
xi
r
uxixi = u
′′(r)
xi
r
xi
r
+ u′(r)
(r − ∂r
∂xi
xi
r2
)
= u′′(r)
x2i
r2
+
u′(r)
r2
(
r − x
2
i
r
)
.
Nótese que nesta sección abúsase da notación e escríbese u(x) = u(r) para enfatizar o
feito de que a solución buscada é radial. Por tanto, deducimos a seguinte expresión para o
operador Laplaciano,
∆u =
n∑
i=1
uxixi = u
′′(r)
n∑
i=1
x2i
r2
+
u′(r)
r2
n∑
i=1
(r − x
2
i
r
) =
= u′′(r) +
u′(r)
r2
(
rn− r
2
r
)
=
= u′′(r) +
(n− 1
r
)
u′(r). (C.1.4)
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En consecuencia, as solucións radiais do problema (C.1.3) no plano son as solucións da
ecuación diferencial ordinaria de segunda orde seguinte, onde a = χ(0,1/2).
−εu′′ε(r)−
ε
r
u′ε(r) + auε(r) = f, c.t.p. en (0, 1),
|uε(0)| < +∞, uε(1) = β.

 (C.1.5)
A condición adicional en r = 0 impide a aparición de posibles solucións da ecuación dife-
rencial de (C.1.5) non limitadas nese punto. Para ﬁxar ideas, podemos pensar no modelo de
poboación dunha colonia de bacterias, de modo que resultaría razoable pedir que a solución
fose limitada no centro do dominio.
Caso f = aδ
Para buscar a solución de (C.1.5), e tendo en conta que a función a é a función carac-
terística do intervalo (0, 1/2), o problema queda deﬁnido por dúas ecuacións diferentes en
dous intervalos diferentes, a saber, (0, 1/2) e (1/2, 1). Buscaremos por separado as solucións
en cada intervalo para, ﬁnalmente, impoñer condicións de continuidade en r = 1/2 para a
solución e a súa derivada, toda vez que coñecemos dita regularidade da solución.
a) Solución no intervalo (0, 1/2).
Neste intervalo debemos buscar solucións de
−εu′′ε(r)−
ε
r
u′ε(r) + uε(r) = δ, c.t.p. en (0, 1/2),
|uε(0)| < +∞.

 (C.1.6)
Comezaremos resolvendo o problema homoxéneo, é dicir,
−εu′′ε(r)−
ε
r
u′ε(r) + uε(r) = 0, c.t.p. en (0, 1/2),
|uε(0)| < +∞.

 (C.1.7)
Sumando a constante δ á solución xeral da ecuación de (C.1.7) obtemos a solución xeral da
ecuación de (C.1.6).
Supoñamos neste momento que existe unha solución u1 de (C.1.7) en forma de serie de
potencias,
u1(r) =
∞∑
n=0
cnr
n. (C.1.8)
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Calculamos a continuación os seus coeﬁcientes, cn. Sabemos que
u′1(r) =
∞∑
n=1
cnnr
n−1, (C.1.9)
u′′1(r) =
∞∑
n=2
cnn(n− 1)rn−2. (C.1.10)
Reemprazando (C.1.9) e (C.1.10) en (C.1.7), deducimos
−ε
∞∑
n=2
cnn(n− 1)rn−2 − ε
r
∞∑
n=1
cnnr
n−1 +
∞∑
n=0
cnr
n = 0,
expresión que se pode reescribir do seguinte xeito,
−ε
∞∑
n=2
cnn(n− 1)rn−2 − εc1
r
− ε
∞∑
n=2
cnnr
n−2 +
∞∑
n=0
cnr
n = 0,
e arranxando os índices, temos
−ε
∞∑
n=0
cn+2(n + 2)(n+ 1)r
n − εc1
r
− ε
∞∑
n=0
cn+2(n + 2)r
n +
∞∑
n=0
cnr
n = 0,
que equivale a
− εc1
r
+
∞∑
n=0
[
− εcn+2(n+ 2)2 + cn
]
rn = 0. (C.1.11)
Así, igualando os coeﬁcientes de cada potencia de r, chegamos ao sistema
−εc1 = 0
−εcn+2(n+ 2)2 + cn = 0, ∀n ≥ 0,
de onde deducimos c0 ∈ R, c2n+1 = 0 e c2n+2 = c2n
ε(2n+ 2)2
=
c2n
4ε(n+ 1)2
, n ≥ 0.
Máis explicitamente, para cada valor de c0 ∈ R e n ≥ 0,
c2n+1 = 0, c2n =
c0
(4ε)n(n!)2
.
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Daquela, obtemos
u1(r) = c0
∞∑
n=0
1
(4ε)n(n!)2
r2n =
= c0
∞∑
n=0
1
(2
√
ε)2n(n!)2
r2n =
= c0
∞∑
n=0
1
(n!)2
( r
2
√
ε
)2n
=
= c0 I0
( r√
ε
)
, (C.1.12)
onde I0 é a función de Bessel modiﬁcada de primeira clase e orde cero.
Este resultado leva a pensar na posibilidade de que a ecuación (C.1.7) sexa unha ecuación
de Bessel. E, de feito, un simple reescalado facendo o cambio de variable de r a t =
r√
ε
permítenos calcular, mediante a regra da cadea,
u′ε(r) = u
′
ε(t)
1√
ε
u′′ε(r) = u
′′
ε(t)
1√
ε
1√
ε
=
1
ε
u′′ε(t).
Levando estes resultados a (C.1.7) concluímos
u′′ε(t) +
1
t
uε(t)− uε(t) = 0,
que é a coñecida ecuación modiﬁcada de Bessel de orde cero —ver Bowman[18], cap. 3,
para máis detalles—. As súas solucións fundamentais son a xa obtida I0, función de Bessel
de orde cero e primeira clase, xunto coa de segunda clase, denotada comunmente por K0,
funcións representadas na ﬁgura C.1.
De modo que a solución xeral de (C.1.5) escríbese da forma
uε(r) = δ + C0I0
( r√
ε
)
+ C1K0
( r√
ε
)
.
Agora ben, dado que K0 non é unha función limitada en r = 0 e tende a +∞ cando r
tende a cero, necesitamos tomar C1 = 0, para poder aplicar a condición de limitación en
r = 0 para a solución. Polo tanto, sen perda de xeneralidade, establecemos que a solución
de (C.1.6) vén dada por
uε(r) = δ + CI0
( r√
ε
)
, r ∈ (0, 1/2), (C.1.13)
con C ∈ R.
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Figura C.1: Gráficas das funcións de Bessel modificadas I0 e K0 no intervalo (0,3).
b) Solución no intervalo (1/2, 1).
Por outra banda, nesta rexión, a ecuación a resolver é a seguinte,
−εu′′ε(r)−
ε
r
u′ε(r) = 0, c.t.p. en (1/2, 1)
uε(1) = β.

 (C.1.14)
Denotando vε = u′ε, podemos escribir
−εv′ε(r)−
ε
r
vε(r) = 0,
que equivale a
v′ε(r) +
1
r
vε(r) = 0,
unha ecuación diferencial ordinaria en variables separadas, con solución
vε(r) =
D1
r
,
e polo tanto,
uε(r) = D1 ln(r) +D2.
Tan só resta por aplicar a condición de contorno
β = uε(1) = D2 ⇒ D2 = β,
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e substituíndo este valor na expresión anterior, temos a solución do problema (C.1.14), dada
por
uε(r) = D ln(r) + β, r ∈ (1/2, 1), (C.1.15)
con D ∈ R.
c) Ensamblado das solucións parciais.
Finalmente, debemos ensamblar no punto r = 1/2 as solucións (C.1.13) e (C.1.15) de cada
intervalo, con condicións de continuidade para a función e a súa derivada, que se expresa
como
u′ε(r) = CI1
( r√
ε
) 1√
ε
, r ∈ (0, 1/2),
u′ε(r) =
D
r
, r ∈ (1/2, 1),
onde I1 é a función de Bessel modiﬁcada de primeira orde e primeira clase, que represen-
tamos na ﬁgura C.2 —ver Korenev[90] para outras fórmulas de derivación con funcións de
Bessel—. Entón, as condicións de continuidade u−(1
2
) = u+(1
2
) e u′−(1
2
) = u′+(1
2
) lévannos,
0 1 2 3
0
0.5
1
1.5
2
2.5
3
3.5
4
I1(x)
Figura C.2: Gráfica da función de Bessel modificada I1 no intervalo (0,3).
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respectivamente, a considerar o sistema
CI0
( 1
2
√
ε
)
+D ln(2) = β − δ, (C.1.16)
CI1
( 1
2
√
ε
) 1√
ε
− 2D = 0, (C.1.17)
que ten por solución
C =
β − δ
I0
( 1
2
√
ε
)
+
ln(2)
2
√
ε
I1
( 1
2
√
ε
) , (C.1.18)
D =
CI1
( 1
2
√
ε
)
2
√
ε
=
β − δ
2
√
εI0
( 1
2
√
ε
)
+ ln(2)I1
( 1
2
√
ε
)I1( 1
2
√
ε
)
. (C.1.19)
Finalmente, considerando os valores anteriores, obtemos a solución do problema (C.1.5)
para f = aδ,
uε(r) =


δ + CI0
( r√
ε
)
, se r ∈ (0, 1/2)
D ln(r) + β, se r ∈ (1/2, 1).
(C.1.20)
Caso f = δ
No intervalo (0, 1/2) podemos levar a cabo o mesmo procedemento coas mesmas consi-
deracións e establecer que a solución vén dada por (C.1.13). En canto ao intervalo (1/2, 1),
a ecuación a resolver convértese neste caso en
−εu′′ε(r)−
ε
r
u′ε(r) = δ, c.t.p. en (1/2, 1)
uε(1) = β.

 (C.1.21)
A solución da ecuación homoxénea toma a forma (C.1.15), de xeito que a solución xeral da
ecuación de (C.1.21) pode expresarse sumando a solución particular seguinte,
u(r) = −δr
2
4ε
,
é dicir, a solución xeral buscada é
uε(r) = D1 ln(r) +D2 − δr
2
4ε
.
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Por último aplicamos a condición de contorno,
β = uε(1) = D2 − δ
4ε
⇒ D2 = β + δ
4ε
.
E substituíndo este valor, obtemos ﬁnalmente a solución do problema (C.1.21),
uε(r) = D ln(r) + β +
δ(1− r2)
4ε
, (C.1.22)
sendo D ∈ R.
Para ensamblar as solucións dadas por (C.1.13) e (C.1.22), necesitamos as súas derivadas
u′ε(r) = CI1
( r√
ε
) 1√
ε
, r ∈ (0, 1/2),
u′ε(r) =
D
r
− δr
2ε
, r ∈ (1/2, 1).
Entón, a condición de continuidade da función u−(1
2
) = u+(1
2
) implica
δ + CI0
( 1
2
√
ε
)
= −D ln(2) + β + 3δ
16ε
mentres que a condición de continuidade das derivadas u′−(1
2
) = u′+(1
2
) resulta
CI1
( 1
2
√
ε
) 1√
ε
= 2D − δ
4ε
.
Reorganizando os sumandos, obtemos o sistema lineal
CI0
( 1
2
√
ε
)
+D ln(2) = β +
3δ
16ε
− δ, (C.1.23)
CI1
( 1
2
√
ε
) 1√
ε
− 2D = − δ
4ε
, (C.1.24)
con solución
C =
δ
(3− 2 ln(2)
16ε
− 1
)
+ β
I0
( 1
2
√
ε
)
+
ln(2)
2
√
ε
I1
( 1
2
√
ε
) , (C.1.25)
D =
δ
8ε
+
CI1
( 1
2
√
ε
)
2
√
ε
=
δ
8ε
+
δ
(3− 2 ln(2)
16ε
− 1
)
+ β
2
√
εI0
( 1
2
√
ε
)
+ ln(2)I1
( 1
2
√
ε
)I1( 1
2
√
ε
)
, (C.1.26)
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Rematamos entón coa expresión da solución de (C.1.5) para f = δ, considerando as cons-
tantes anteriores,
uε(r) =


δ + CI0
( r√
ε
)
, r ∈ (0, 1/2),
D ln(r) + β +
δ(1− r2)
4ε
, r ∈ (1/2, 1).
(C.1.27)
C.1.2. Problemas límite e converxencia
Comprobamos neste apartado os problemas límite presentados no capítulo 3, así como
os distintos tipos de converxencia alí discutidos. Con este propósito usamos as solucións
calculadas anteriormente para distintos termos fonte pertencentes a distintos espazos fun-
cionais.
En cálculos sucesivos, facemos uso da seguinte propiedade asintótica das funcións de Bessel:
ﬁxado n = 0, 1, ..., tense que para z ≫ n,
In(z) ∼
√
1
2πz
ez. (C.1.28)
Nótese que, neste caso, a notación A(z) ∼ B(z) signiﬁca l´ım
z→+∞
A(z)
B(z)
= 1. Para máis detalles
sobre esta e outras propiedades, pode consultarse bibliografía como Abramovitz-Stegun[1].
Converxencia de uε
En primeiro lugar, o problema (3.2.24) formulado cos datos do comezo deste anexo,
toma a forma 

u0 ∈ L2(Ω′),∫
Ω′
a u0(v − u0) dx ≥ 〈f, v − u0〉, ∀v ∈ L2(Ω′).
(C.1.29)
En efecto, debido á deﬁnición da función a, podemos identiﬁcar L2(a dx) ≡ L2(Ω′) seguindo
a observación 3.2.1.
Por outra parte, a adherencia de K en L2(a dx) denotada na teoría por K coincide co
espazo enteiro1 L2(a dx). Probemos a inclusión L2(a dx) ⊂ K, a contraria é trivial. Sexa
1En realidade, e por abuso de notación, considéranse as funcións de K restrinxidas a Ω′.
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v ∈ L2(a dx), entón v = v˜ + β para algún elemento v˜ ∈ L2(a dx). A densidade de H10 (Ω)
en L2(a dx) implica que existe unha sucesión {vn} ⊂ H10 (Ω) converxente a v˜ en L2(a dx).
Entón a sucesión {vn + β} ⊂ K tamén converxe en L2(a dx) a v.
É doado comprobar que, tanto no caso f = aδ como no caso f = δ, os problemas asociados
(C.1.29) coinciden, por tanto a súa solución é a constante
u0(r) = δ, r ∈ (0, 1/2).
Este exemplo reúne as hipóteses do teorema 3.2.1 no caso de considerar o termo fonte
f = aδ. Demóstrase alí a converxencia de uε cara u0 en L2(a dx), como se pode comprobar
directamente. En efecto, como as funcións de Bessel modiﬁcadas son estritamente crecentes
para argumentos positivos, temos
|uε − u0|22,Ω′ =
∫ 1/2
0
(
CI0
( r√
ε
))2
dr ≤ 1
2
(
CI0
( 1
2
√
ε
))2
.
Por medio da propiedade (C.1.28), cando ε tende a cero, sabemos que
I1(
1
2
√
ε
)
I0(
1
2
√
ε
)
∼
√√
ε
pi
e
1
2
√
ε√√
ε
pi
e
1
2
√
ε
= 1. (C.1.30)
Así, no caso de que f = aδ, C vén dado por (C.1.18) e podemos aﬁrmar
CI0
( 1
2
√
ε
)
=
β − δ
I0
( 1
2
√
ε
)
+
ln(2)
2
√
ε
I1
( 1
2
√
ε
)I0( 12√ε
)
=
β − δ
1 +
ln(2)
2
√
ε
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)
→ 0, (C.1.31)
e obtemos o resultado agardado.
No caso de que f = δ, C está deﬁnido como en (C.1.25) e, se δ 6= 0, non se cumpre a
hipótese de que f ∈ L2(a dx)∗. Entón resulta, en cambio,
|uε − u0|22,Ω′ =
∫ 1/2
0
(
CI0
( r√
ε
))2
dr → +∞. (C.1.32)
Para probar este resultado utilizamos o feito de que, —véxase a ﬁgura C.3—,
I0(r) ≥ I1(r) ≥ 0, ∀r ≥ 0.
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Temos entón
∫ 1/2
0
(
CI0
( r√
ε
))2
dx ≥ C2
∫ 1/2
0
I0
( r√
ε
)
I1
( r√
ε
)
dx
=
C2
2
(
I0
( 1
2
√
ε
)2
− 1
)
=
1
2
(
CI0
( 1
2
√
ε
))2
− C
2
2
.
Agora ben, dado que C tende a cero cando ε tende a cero e, ademais,
CI0
( 1
2
√
ε
)
=
δ
(3− 2 ln(2)
16ε
− 1
)
+ β
1 +
ln(2)
2
√
ε
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)
=
δ
(3− 2 ln(2)
16
√
ε
−√ε
)
+ β
√
ε
√
ε+
ln(2)
2
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)
∼
δ
(3− 2 ln(2)
8 ln(2)
)
√
ε
,
obtemos (C.1.32).
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Figura C.3: Gráfica da diferenza das funcións de Bessel I0 e I1 no intervalo (0,5).
Non obstante, e a maiores do probado en teoría, podemos comprobar facilmente unha
converxencia puntual á constante δ en (0, 1/2) por medio de (C.1.28), que nos asegura,
para cada r ∈ (0, 1/2) ﬁxo,
I0(
1
2
√
ε
)
I0(
r√
ε
)
∼
√√
ε
pi
e
1
2
√
ε√ √
ε
2pir
e
r√
ε
=
√
2r e
1−2r
2
√
ε ,
I1(
1
2
√
ε
)
I0(
r√
ε
)
∼
√√
ε
pi
e
1
2
√
ε√ √
ε
2pir
e
r√
ε
=
√
2r e
1−2r
2
√
ε .
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Así obtemos,
uε(r)− δ =
δ
(
3−2 ln(2)
16ε
− 1
)
+ β
I0
( 1
2
√
ε
)
+
ln(2)
2
√
ε
I1
( 1
2
√
ε
)I0( r√ε
)
=
δ
(3− 2 ln(2)
16
− ε
)
+ εβ
ε
I0(
1
2
√
ε
)
I0(
r√
ε
)
+
√
ε
ln(2)
2
I1(
1
2
√
ε
)
I0(
r√
ε
)
∼
∼
δ
(3− 2 ln(2)
16
)
(
ε+
√
ε
ln(2)
2
)√
2r e
1−2r
2
√
ε
−→ 0,
podendo concluír a converxencia puntual cando ε tende a cero.
Con respecto á converxencia fóra de Ω′, tendo en conta (3.2.2), debemos restrinxirnos ao
caso de que f = aδ. Así xorde o problema (3.2.74) que, neste exemplo, toma a forma
u˜0 ∈ Wδ = {v ∈ K, v = δ c.t.p. en Ω′},
∫
Ω
∇u˜0 · ∇(v − u˜0) dx ≥ 0, ∀v ∈ Wδ.

 (C.1.33)
Argumentando como no caso anterior, buscamos unha solución radial e continua do proble-
ma seguinte, 

−u˜′′0(r)−
1
r
u˜′0(r) = 0, c.t.p. en (1/2, 1),
u˜0(1/2) = δ, u˜0(1) = β, u˜0 = δ c.t.p. en (0, 1/2),
(C.1.34)
que vén dada por
u˜0(r) =


δ, se r ∈ (0, 1/2),
β − δ
ln(2)
ln(r) + β, se r ∈ (1/2, 1).
O teorema 3.2.2 asegura entón a converxencia de uε a u˜0 en H1(Ω). Voltando a (C.1.20),
comprobemos este resultado.
||uε − u˜0||21,2 =
∫ 1/2
0
(
CI0
( r√
ε
))2
dr +
∫ 1
1/2
((
D +
δ − β
ln(2)
)
ln(r)
)2
dr+
+
∫ 1/2
0
( C√
ε
I1
( r√
ε
))2
dr +
∫ 1
1/2
((
D +
δ − β
ln(2)
)1
r
)2
dr.
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Figura C.4: Límite u˜0 para δ = 2 e β = 1.
As propiedades de monotonía das funcións de Bessel modiﬁcadas permiten limitar a expresión
anterior para obter
||uε − u˜0||21,2 ≤
1
2
(
CI0
( 1
2
√
ε
))2
+
(
D +
δ − β
ln(2)
)2(
1− ln(2)− 1
2
(ln(2))2
)
+
+
∫ 1/2
0
( C√
ε
I1
( r√
ε
))2
dr +
(
D +
δ − β
ln(2)
)2
. (C.1.35)
Ademais, permiten facer a estimación seguinte,
∫ 1/2
0
( C√
ε
I1
( r√
ε
))2
dr ≤ C
2
ε
I1
( 1
2
√
ε
)∫ 1/2
0
I1
( r√
ε
)
dr ≤ C
2
ε
I1
( 1
2
√
ε
)√
εI0
( 1
2
√
ε
)
,
de xeito que, substituíndo o valor de C dado por (C.1.18), temos
∫ 1/2
0
( C√
ε
I1
( r√
ε
))2
dr ≤
√
ε (β − δ)2
[√
ε
I0
( 1
2
√
ε
)
I1
( 1
2
√
ε
) + ln(2)
2
][√
ε+
ln(2)
2
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)]
→ 0. (C.1.36)
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No paso ao límite anterior usamos (C.1.30), que tamén nos permite deducir para o valor de
D dado por (C.1.18) que
D =
β − δ
2
√
ε
I0
( 1
2
√
ε
)
I1
( 1
2
√
ε
) + ln(2)
→ β − δ
ln(2)
. (C.1.37)
Por tanto, tendo en conta os resultados (C.1.36) e (C.1.37), ademais de (C.1.31), podemos
pasar ao límite en (C.1.35) para obter ||uε− u˜0||21,2 → 0 cando ε tende a cero, como quería-
mos comprobar. Na ﬁgura C.5 podemos comprobar graﬁcamente este comportamento.
0 0.2 0.4 0.6 0.8 1
0.5
1
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2
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uε (ε =0 . 0 1 )
uε (ε =0 . 0 0 1 )
uε (ε =0 . 0 0 0 1 )
u˜0
Figura C.5: uε para varios valores de ε, e o límite u˜0. Datos: δ = 1, β = 3.
Converxencia de εuε
O problema límite (3.1.5), para o caso particular do comezo deste anexo, queda

v0 ∈ Wa = {v ∈ K0, av = 0 c.t.p. en Ω},∫
Ω
∇v0 · ∇(v − v0) dx ≥ 〈f, v − v0〉 ∀v ∈ Wa,
Un problema lineal en dimensión dous 291
onde ou ben f = δ é constante ou ben f = aδ. Nótese que o convexo K deﬁnido en
(C.1.1) é un cono de vértice β, da forma K = H10 (Ω)+ β. Deste xeito, o lema 3.1.3 asegura
K0 = H
1
0 (Ω). Utilizando funcións test axeitadas, podemos escribir o problema anterior en
función do raio r como

−v′′0(r)−
1
r
v′0(r) = f, c.t.p. en (1/2, 1),
v0(1/2) = 0, v0(1) = 0,
v0 = 0 c.t.p. en (0, 1/2).
(C.1.38)
Segundo o valor de f distinguimos dous casos:
a) Caso f = aδ
Con este termo fonte, o problema (C.1.38) convértese en

−v′′0(r)−
1
r
v′0(r) = 0, c.t.p. en (1/2, 1),
v0(1/2) = 0, v0(1) = 0,
v0 = 0 c.t.p. en (0, 1/2).
que posúe por única solución a trivial v0 ≡ 0. Entón, extráese facilmente o resultado do
teorema 3.1.1, sen máis que ter en conta que neste caso particular uε tende a u˜0 en H1(Ω),
como probamos anteriormente. Desta forma,
||εuε − v0||1,2 = ε||uε|| ≤ ε||uε − u˜0||1,2 + ε||u˜0||1,2 → 0.
b) Caso f = δ
Con este termo fonte, o problema (C.1.38) equivale en cambio a (C.1.21) con ε = 1 e β = 0.
Deste xeito, temos para r ∈ (1/2, 1),
v0(r) = D ln(r) +
δ(1− r2)
4
.
A constante de integración que resta por calcular extráese a partir da aplicación da condición
de contorno (C.1.38), obtendo
−D ln(2) + 3δ
16
= 0
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para, ﬁnalmente, concluír que
v0(r) =


0, r ∈
(
0,
1
2
)
,
δ
( 3
16 ln(2)
ln(r) +
1− r2
4
)
, r ∈
(1
2
, 1
)
.
Na ﬁgura C.6 amósase a superﬁcie que ten por sección radial a función v0, para δ = 100.
Figura C.6: Límite v0 para δ = 100.
Entón, dado que se reúnen as condicións do teorema 3.1.1, comprobamos a converxencia
de εuε a v0 en H1(Ω) cando ε tende a cero. Para iso, volvendo a (C.1.27), necesitamos as
derivadas
u′ε(r) =


C√
ε
I1
( r√
ε
)
, se r ∈ (0, 1/2),
D
r
− δr
2ε
, se r ∈ (1/2, 1).
v′0(r) =


0, se r ∈ (0, 1/2),
δ
( 3
16 ln(2)
1
r
− r
2
)
, se r ∈ (1/2, 1).
Por tanto, obtemos
||εuε − v0||21,2 =ε2
∫ 1/2
0
(
δ + CI0
( r√
ε
))2
dr + ε
∫ 1/2
0
(
CI1
( r√
ε
))2
dr+
+
∫ 1
1/2
((
εD − 3δ
16 ln(2)
)
ln(r) + εβ
)2
dr +
∫ 1
1/2
((
εD − 3δ
16 ln(2)
)1
r
)2
dr.
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Aproveitando que as funcións de Bessel modiﬁcadas son estritamente crecentes para argu-
mentos positivos, temos
||εuε − v0||21,2 ≤
ε2
2
(
δ + CI0
( 1
2
√
ε
))2
+ εC2I1
( 1
2
√
ε
)∫ 1/2
0
I1
( r√
ε
)
dr +
(εβ)2
2
+
(
εD − 3δ
16 ln(2)
)2[
2− ln(2)− 1
2
(ln(2))2
]
+
(
εD − 3δ
16 ln(2)
)
εβ(ln(2)− 1). (C.1.39)
Así, o segundo membro da desigualdade anterior tende a cero, pois o mesmo ocorre con cada
unha das expresións seguintes. Nelas reemprazamos C e D polos valores correspondentes
anotados en (C.1.25) e (C.1.26), respectivamente. Así, por unha parte,
εCI0
( 1
2
√
ε
)
=
εδ
(3− 2 ln(2)
16ε
− 1
)
+ εβ
I0
( 1
2
√
ε
)
+
ln(2)
2
√
ε
I1
( 1
2
√
ε
)I0( 12√ε
)
=
δ
(3− 2 ln(2)
16
− ε
)
+ εβ
1 +
ln(2)
2
√
ε
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)
→ 0,
mentres que
εC2I1
( 1
2
√
ε
)∫ 1/2
0
I1
( r√
ε
)
dr ≤ εC2I1
( 1
2
√
ε
)√
εI0
( 1
2
√
ε
)
=
=
√
ε
[
δ
(3− 2 ln(2)
16
− ε
)
+ εβ
]2
[
√
ε+
ln(2)
2
I1
( 1
2
√
ε
)
I0
( 1
2
√
ε
)
][
√
ε
I0
( 1
2
√
ε
)
I1
( 1
2
√
ε
) + ln(2)
2
] → 0.
Por outra parte,
εD =
δ
8
+
δ
(3− 2 ln(2)
16
− ε
)
+ εβ
2
√
ε
I0
( 1
2
√
ε
)
I1
( 1
2
√
ε
) + ln(2)
→ δ
8
+
δ
(3− 2 ln(2)
16
)
ln(2)
=
3δ
16 ln(2)
.
Levando estes límites a (C.1.39), podemos deducir o resultado buscado. Na ﬁgura C.7
amósase εuε para diferentes valores de ε, con δ = 100 e β = 300, e a función límite v0.
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Figura C.7: Representación de εuε para varios valores de ε, e o límite v0.
C.2. Un problema lineal en dimensión tres
Coa mesma formulación e consideracións realizadas en dimensión dous, se ben agora
traballaremos no dominio tridimensional dado pola bóla de centro a orixe e raio un, os
mesmos datos lévannos a resolver o problema (C.1.3). A busca de solucións radiais conduce
á utilización da fórmula (C.1.4) para n = 3 e á transformación do problema (C.1.3) en
−εu′′ε(r)−
2ε
r
u′ε(r) + auε(r) = f c.t.p. en (0, 1),
|uε(0)| < +∞, uε(1) = β,

 (C.2.1)
onde a condición adicional na orixe responde á necesidade de limitación das solucións nese
punto.
C.2.1. Resolución do problema
Estudamos, como no caso bidimensional, as solucións correspondentes aos termos fonte
dados por f = δ e f = aδ, que nos serven para situarnos no marco de hipóteses dos distintos
teoremas do capítulo 3, sobre comportamento asintótico.
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Caso f = aδ
Debido á forma da función a, o problema queda deﬁnido por dúas ecuacións diferentes,
nos intervalos (0, 1/2) e (1/2, 1). Supoñendo regularidade na solución impoñemos condicións
de continuidade en r = 1/2 para a solución e a súa derivada.
a) Solución no intervalo (0, 1/2).
O problema a resolver nesta rexión é o seguinte,
−εu′′ε(r)−
2ε
r
u′ε(r) + uε(r) = δ en (0, 1/2),
|uε(0)| < +∞.

 (C.2.2)
Observemos que non establecemos ningunha condición de contorno en r = 1/2 porque a
solución de (C.2.1) deberá ser continua nese punto, así como tamén a súa derivada. En
primeiro lugar, o problema homoxéneo asociado resulta
−εu′′ε(r)−
2ε
r
u′ε(r) + uε(r) = 0 en (0, 1/2),
|uε(0)| < +∞.

 (C.2.3)
Sumando δ á solución xeral de (C.2.3) obtemos a solución xeral de (C.2.2). Supoñendo que
exista algunha solución do problema (C.2.3) en forma de serie de potencias, no sentido de
(C.1.8). Entón, substituíndo esta expresión, a ecuación de (C.2.3) transfórmase en
−ε
∞∑
n=2
cnn(n− 1)rn−2 − 2ε
r
∞∑
n=1
cnnr
n−1 +
∞∑
n=0
cnr
n = 0,
que se pode escribir como
− 2εc1
r
+
∞∑
n=0
[
− εcn+2(n+ 2)(n+ 3) + cn
]
rn = 0. (C.2.4)
Igualando os coeﬁcientes de igual orde, formamos o sistema
−2εc1 = 0
−εcn+2(n + 2)(n+ 3) + cn = 0, ∀n ≥ 0,
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con solución, para cada n ≥ 0 e c0 ∈ R,
c2n+1 = 0,
c2n =
c0
εn(2n+ 1)!
.
Por tanto, unha primeira solución vén dada por
u1(r) = c0
∞∑
n=0
1
εn(2n+ 1)!
r2n =
= c0
∞∑
n=0
1
(
√
ε)2n(2n+ 1)!
r2n =
= c0
∞∑
n=0
1
(2n+ 1)!
( r√
ε
)2n
=
= c0
√
ε
r
∞∑
n=0
1
(2n+ 1)!
( r√
ε
)2n+1
=
= c0
√
ε
r
senh
( r√
ε
)
. (C.2.5)
Agora buscamos unha solución linealmente independente con u1 con axuda do método
clásico de variación de parámetros —ver, por exemplo, Boyce-DiPrima[19]—. Por tanto,
sexa u2(r) = v(r)u1(r). Substituíndo esta expresión en (C.2.3) e usando que u1 é unha
solución deducimos
u2(r) =
1
r
cosh
( r√
ε
)
.
En consecuencia, a solución xeral de (C.2.1) pode escribirse como
uε(r) = δ + C0
√
ε
r
senh
( r√
ε
)
+ C1
1
r
cosh
( r√
ε
)
,
ou, equivalentemente, inserindo
√
ε dentro da constante de integración,
uε(r) = δ +
C0 senh
( r√
ε
)
+ C1 cosh
( r√
ε
)
r
.
A función
1
r
cosh
( r√
ε
)
é singular en r = 0 e tende a +∞ cando r tende a cero. Esta é a
razón de escoller C1 = 0 para obter ﬁnalmente a solución de (C.2.1),
uε(r) = δ +
C
r
senh
( r√
ε
)
, (C.2.6)
sendo C ∈ R.
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b) Solución no intervalo (1/2, 1).
Debemos resolver a seguinte ecuación homoxénea en variables separadas
− εu′′ε(r)−
2ε
r
u′ε(r) = 0 c.t.p. en (1/2, 1) (C.2.7)
que ten por solución xeral
uε(r) = −D1
r
+D2.
Agora, a condición de contorno implica
β = uε(1) = −D1 +D2 ⇒ D2 = D1 + β,
sendo, por tanto, a solución de (C.2.7) a seguinte,
uε(r) = D
(
1− 1
r
)
+ β, (C.2.8)
con D ∈ R.
c) Ensamblado das solucións parciais.
Aplicamos as condicións de continuidade no punto medio r = 1/2 de enlace das solucións
(C.2.6) e (C.2.8), tanto para a propia función como para a súa derivada. Para isto último,
necesitamos
u′ε(r) =
C
r
[cosh ( r√
ε
)
√
ε
−
senh
( r√
ε
)
r
]
, r ∈ (0, 1/2),
u′ε(r) =
D
r2
, r ∈ (1/2, 1).
Por tanto, considerando u−(1
2
) = u+(1
2
) e u′−(1
2
) = u′+(1
2
), construímos o sistema
2C senh
( 1
2
√
ε
)
+D = β − δ,
C
(
cosh
( 1
2
√
ε
) 1√
ε
− 2 senh
( 1
2
√
ε
))
− 2D = 0,
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que se resolve de forma sinxela obtendo como solución
C =
β − δ
senh
( 1
2
√
ε
)
+
1
2
√
ε
cosh
( 1
2
√
ε
) , (C.2.9)
D = (β − δ)
coth
( 1
2
√
ε
)
− 2√ε
coth
( 1
2
√
ε
)
+ 2
√
ε
. (C.2.10)
Así, tendo en conta estes valores, obtemos ﬁnalmente a solución de (C.2.1) para f = aδ,
uε(r) =


δ +
C
r
senh
( r√
ε
)
, se r ∈ (0, 1/2),
D
(
1− 1
r
)
+ β, se r ∈ (1/2, 1).
(C.2.11)
Caso f = δ
No intervalo (1/2, 1) a ecuación a resolver coincide con (C.2.2), polo que a solución xa
foi calculada en (C.2.6). Pero agora no intervalo (1/2,1) debemos resolver
−εu′′ε(r)−
2ε
r
u′ε(r) = δ c.t.p. en (1/2, 1),
uε(1) = β.

 (C.2.12)
Para calcular a solución xeral de (C.2.12), podemos sumarlle a solución particular
u(r) = −δr
2
6ε
á solución xeral da ecuación homoxénea correspondente, calculada no apartado anterior en
(C.2.8). Con este procedemento calculamos a solución xeral da ecuación de (C.2.12),
uε(r) = −D1
r
+D2 − δr
2
6ε
.
Aplicando por último a condición de contorno
β = uε(1) = −D1 +D2 − δ
6ε
⇒ D2 = D1 + β + δ
6ε
,
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chegamos á solución do problema (C.2.12),
uε(r) = D
(
1− 1
r
)
+ β +
δ(1− r2)
6ε
, (C.2.13)
sendo D ∈ R.
Resta por aplicar as condicións de continuidade no punto r = 1/2 para ensamblar (C.2.6)
con (C.2.13). As derivadas das solucións parciais son
u′ε(r) =
C
r
[cosh ( r√
ε
)
√
ε
−
senh
( r√
ε
)
r
]
, r ∈ (0, 1/2),
u′ε(r) =
D
r2
− δr
3ε
, r ∈ (1/2, 1).
O novo sistema que nos xorde ao aplicar por unha banda u−(1
2
) = u+(1
2
) e, por outra,
u′−(1
2
) = u′+(1
2
), resulta
2C senh
( 1
2
√
ε
)
+D = β − δ + δ
8ε
,
C
(
cosh
( 1
2
√
ε
) 1√
ε
− 2 senh
( 1
2
√
ε
))
− 2D = − δ
12ε
.
Calculamos a solución do mesmo como
C =
δ
12ε
+ β − δ
senh
( 1
2
√
ε
)
+
1
2
√
ε
cosh
( 1
2
√
ε
) , (C.2.14)
D =
δ
24ε
+
( δ
12ε
+ β − δ
)coth( 12√ε
)
− 2√ε
coth
( 1
2
√
ε
)
+ 2
√
ε
, (C.2.15)
e, tendo en conta estes valores, a solución de (C.2.1) vén expresada como
uε(r) =


δ +
C
r
senh
( r√
ε
)
, se r ∈ (0, 1/2),
D
(
1− 1
r
)
+ β +
δ(1− r2)
6ε
, se r ∈ (1/2, 1).
(C.2.16)
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C.2.2. Problemas límite e converxencia
Analogamente ao exemplo anterior, neste apartado comprobamos a converxencia da
solución no marco dos resultados do capítulo terceiro desta memoria. En concreto, compro-
bamos os resultados acadados nos teoremas 3.2.1 e 3.2.2 para uε e, así mesmo, o teorema
3.1.1 sobre a converxencia de εuε.
Converxencia de uε
Este exemplo reúne todas as hipóteses do teorema 3.2.1, sempre e cando f ∈ L2(a dx)∗.
Entón, a solución uε correspondente a f = aδ converxe á solución u0 do problema límite
(3.2.24) en L2(a dx), que neste caso particular escríbese como

u0 ∈ L2(Ω′),∫
Ω′
u0(v − u0) dx ≥
∫
Ω′
δ(v − u0) dx, ∀v ∈ L2(Ω′).
(C.2.17)
En efecto, podemos seguir o mesmo argumento ca no caso bidimensional da sección anterior.
Tamén podemos observar sen diﬁcultade que a solución de (C.2.17) é a constante
u0(r) = δ, r ∈ (0, 1/2).
Comprobemos que uε → u0 en L2(Ω′). En efecto, como a función 1
r
senh
( r√
ε
)
é estrita-
mente crecente para valores de r positivos, temos
|uε − u0|22,Ω′ =
∫ 1/2
0
(C
r
senh
( r√
ε
))2
dr ≤ 2
(
C senh
( 1
2
√
ε
))2
→ 0, (C.2.18)
pois, aplicando o valor (C.2.9), obtemos
C senh
( 1
2
√
ε
)
=
β − δ
1 +
1
2
√
ε
tanh
( 1
2
√
ε
) → 0,
e obtemos o resultado agardado. Se, pola contra, tomamos f = δ, sendo δ 6= 0, non se
cumpre a hipótese de que f ∈ L2(a dx)∗. Resulta, en cambio, que
|uε − u0|22,Ω′ =
∫ 1/2
0
(C
r
senh
( r√
ε
))2
dr ≥ 4C2
∫ 1/2
0
(
senh
( r√
ε
))2
dr =
= 2C2
[√
ε senh
( 1
2
√
ε
)
cosh
( 1
2
√
ε
)
− 1
2
]
,
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e, substituíndo C polo seu valor deﬁnido como en (C.2.14), obtemos
|uε − u0|22,Ω′ ≥ 2
√
ε
( δ
12ε
+ β − δ
)2
[
1 +
1
2
√
ε
coth
( 1
2
√
ε
)][
tanh
( 1
2
√
ε
)
+
1
2
√
ε
] − C2 =
=
2√
ε
( δ
12
+ εβ − εδ
)2
[√
ε+
1
2
coth
( 1
2
√
ε
)][√
ε tanh
( 1
2
√
ε
)
+
1
2
] − C2 → +∞.
Resulta interesante, no entanto, comprobar como tamén neste exemplo tridimensional existe
unha converxencia puntual á constante δ en (0, 1/2). Así obtemos, para cada r ∈ (0, 1/2),
uε(r)− δ = 1
r
δ
12
+ εβ − εδ
ε senh
( 1
2
√
ε
)
+
√
ε
2
cosh
( 1
2
√
ε
) senh ( r√ε
)
→ 0.
podendo concluír a converxencia puntual cando ε tende a cero.
O teorema 3.2.2 asegura no caso f ∈ L2(a dx)∗ a converxencia en H1(Ω) de uε a u˜0, a
solución do problema (3.2.74) que, escollendo f = aδ, escríbese como
u˜0 ∈ Wδ = {v ∈ K, v = δ c.t.p. en Ω′},
∫
Ω
∇u˜0 · ∇(v − u˜0) dx ≥ 0, ∀v ∈ Wδ.

 (C.2.19)
Comprobemos entón este resultado. Baixo as mesmas consideracións de (C.1.33), probamos
que o problema anterior equivale ao problema unidimensional deﬁnido para o raio r, dado
por 

−u˜′′0(r)−
2
r
u˜′0(r) = 0, c.t.p. en (1/2, 1),
u˜0(1/2) = δ, u˜0(1) = β,
u˜0 = δ c.t.p. en (0, 1/2).
(C.2.20)
A solución vén dada por
u˜0(r) =


δ, se r ∈ (0, 1/2)
(
β − δ
)(
1− 1
r
)
+ β, se r ∈ (1/2, 1).
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Lembrando (C.2.11), facemos os seguintes cálculos,
||uε − u˜0||21,2 =
∫ 1/2
0
(C
r
senh
( r√
ε
))2
dr +
∫ 1/2
0
(C
r
1√
ε
cosh
( r√
ε
)
− C
r2
senh
( r√
ε
))2
dr+
+
∫ 1
1/2
((
D − (β − δ)
)(
1− 1
r
))2
dr +
∫ 1
1/2
((
D − (β − δ)
) 1
r2
)2
dr.
As integrais anteriores deﬁnidas no intervalo (1/2, 1) poden calcularse exactamente, mentres
que o integrando da segunda integral en (0, 1/2) pode maiorarse, dado que
h(r) =
1
r
( 1√
ε
cosh
( r√
ε
)
− 1
r
senh
( r√
ε
))
é unha función estritamente crecente e positiva en (0, 1/2) para calquera ε positivo. Así,
podemos aﬁrmar que
h(r)2 ≤ h(r) h(1/2), ∀r ∈ (0, 1/2),
de xeito que
||uε − u˜0||21,2 ≤
∫ 1/2
0
(C
r
senh
( r√
ε
))2
dr
+ 2C2
( 1√
ε
cosh
( 1
2
√
ε
)
− 2 senh
( 1
2
√
ε
))(
2 senh
( 1
2
√
ε
)
− 1√
ε
)
+
(
D − (β − δ)
)2(23
6
− 2 ln(2)
)
. (C.2.21)
Estimando o segundo sumando superiormente, chegamos a
||uε − u˜0||21,2 ≤
∫ 1/2
0
(C
r
senh
( r√
ε
))2
dr +
4√
ε
C2 cosh
( 1
2
√
ε
)
senh
( 1
2
√
ε
)
+
(
D − (β − δ)
)2(23
6
− 2 ln(2)
)
. (C.2.22)
A primeira integral converxe a cero, como xa probamos en (C.2.18). Con respecto ao segundo
sumando, lembrando a deﬁnición de C dada por (C.2.9), observamos que
4√
ε
C2 cosh
( 1
2
√
ε
)
senh
( 1
2
√
ε
)
≤ 4(β − δ)
2
√
ε
1(
tanh
( 1
2
√
ε
)
+
1
2
√
ε
)(
1 +
1
2
√
ε
coth
( 1
2
√
ε
))
=
4
√
ε (β − δ)2(√
ε tanh
( 1
2
√
ε
)
+
1
2
)(√
ε+
1
2
coth
( 1
2
√
ε
)) → 0.
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Se, ademais, observamos que para o valor de D dado por (C.2.10), cúmprese que
D = (β − δ)
coth
( 1
2
√
ε
)
− 2√ε
coth
( 1
2
√
ε
)
+ 2
√
ε
→ β − δ,
entón podemos pasar ao límite en (C.2.22) para obter ||uε−u˜0||21,2 → 0 cando ε tende a cero,
como queríamos comprobar. Na ﬁgura C.8 recollemos graﬁcamente este comportamento.
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
uε (ε =0.1)
uε (ε =0.01)
uε (ε =0.001)
u˜0
Figura C.8: Representación de uε, para varios valores de ε, e u˜0 para δ = 1 e β = 5.
Converxencia de εuε
O problema límite (3.1.5) pode escribirse, cos datos deste exemplo, coma no caso bidi-
mensional, vindo dado por

v0 ∈ Wa = {v ∈ K0, av = 0 c.t.p. en Ω},∫
Ω
∇v0 · ∇(v − v0) dx ≥ 〈f, v − v0〉 ∀v ∈ Wa,
onde, ou ben f = δ é constante ou ben f = aδ. Analogamente tamén ao caso bidimensional,
temos K0 = H10 (Ω), e podemos probar que este problema equivale á súa formulación en
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termos do raio r = |x| usando a expresión (C.1.4) para n = 3,

−v′′0(r)−
2
r
v′0(r) = f, c.t.p. en (1/2, 1),
v0(1/2) = 0, v0(1) = 0,
v0 = 0 c.t.p. en (0, 1/2).
(C.2.23)
a) Caso f = aδ
Con este termo fonte, o problema (C.2.23) convértese en

−v′′0(r)−
2
r
v′0(r) = 0, c.t.p. en (1/2, 1),
v0(1/2) = 0, v0(1) = 0, v0 = 0 c.t.p. en (0, 1/2),
que posúe por única solución a trivial v0 ≡ 0. Entón, o resultado do teorema 3.1.1 resulta
obvio, se temos en conta ||uε − u˜0||1,2 → 0.
b) Caso f = δ
O problema (C.2.23) equivale agora a (C.2.12) con ε = 1, β = 0. Deste xeito, temos para
r ∈ (1/2, 1),
v0(r) = D
(
1− 1
r
)
+
δ(1− r2)
6
.
A constante de integración D calcúlase a partir da aplicación da condición de contorno de
(C.2.23) para ﬁnalmente concluír que
v0(r) =


0, r ∈
(
0,
1
2
)
,
δ
8
(
1− 1
r
)
+
δ(1− r2)
6
, r ∈
(1
2
, 1
)
.
Entón, dado que se reúnen as condicións do teorema 3.1.1, comprobamos a converxencia
en H1(Ω) de εuε a v0 cando ε tende a cero. Para iso, volvendo a (C.2.16), necesitamos as
derivadas
u′ε(r) =


C
r
√
ε
cosh
( r√
ε
)
− C
r2
senh
( r√
ε
)
, se r ∈ (0, 1/2),
D
r2
− δr
3ε
, se r ∈ (1/2, 1),
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e tamén
v′0(r) =


0, se r ∈ (0, 1/2),
δ
8r2
− δ
3
r, se r ∈ (1/2, 1).
Por tanto,
||εuε − v0||21,2 =ε2
∫ 1/2
0
(
δ +
C
r
senh
( r√
ε
))2
dr +
∫ 1
1/2
((
εD − δ
8
)(
1− 1
r
)
+ εβ
)2
dr+
+ε2
∫ 1/2
0
(C
r
1√
ε
cosh
( r√
ε
)
− C
r2
senh
( r√
ε
))2
dr +
∫ 1
1/2
((
εD − δ
8
) 1
r2
)2
dr.
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Figura C.9: Representación de εuε, para varios valores de ε, e v0 para δ = 1 e β = 5.
Despois de calcular as integrais correspondentes ao intervalo (1/2, 1), tense
||εuε − v0||21,2 ≤ ε2
∫ 1/2
0
(
δ +
C
r
senh
( r√
ε
))2
dr
+
(
εD − δ
8
)2(23
6
− 2 ln(2)
)
+
(εβ)2
2
+
(
εD − δ
8
)
εβ(1− 2 ln(2))
+ ε2
∫ 1/2
0
(C
r
1√
ε
cosh
( r√
ε
)
− C
r2
senh
( r√
ε
))2
dr. (C.2.24)
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En (C.2.21) calculamos o límite da terceira integral da expresión anterior cando ε tende a
cero, sendo o seu valor nulo. Ademais, levando a cabo un razoamento análogo ao realizado
en (C.2.18) e reemprazando C e D polos valores correspondentes anotados en (C.2.14) e
(C.2.15), temos
ε2
∫ 1/2
0
(
δ +
C
r
senh
( r√
ε
))2
dr ≤ ε
2
2
(
δ + 2C senh
( 1
2
√
ε
))2
=
=
1
2
[
εδ + 2
δ
12
+ εβ − εδ
1 +
1
2
√
ε
coth
( 1
2
√
ε
)
]2
→ 0.
Por outra parte,
εD =
δ
24
+
( δ
12
+ εβ − εδ
)coth( 12√ε
)
− 2√ε
coth
( 1
2
√
ε
)
+ 2
√
ε
→ δ
8
.
Polo tanto, podemos deducir que (C.2.24) tende a cero cando ε tende a cero, como podemos
comprobar, ademais, graﬁcamente na ﬁgura C.9.

O comportamento asintótico dun problema de perturbación singular para unha familia de
inecuacións variacionais non lineais dependentes dun pequeno parámetro positivo centra
os obxectivos desta tese. Estas inecuacións teñen a súa orixe na aplicación de técnicas
variacionais en problemas de difusión en estados estacionarios relacionados con diferentes
disciplinas do eido cientíﬁco. Ademais da non linealidade, outras achegas destacables son
a incorporación dun termo fronteira e dunha función dexenerada no termo de menor orde,
que inducen cambios no comportamento da solución cando o pequeno parámetro tende
a cero. Por outra parte, analízase a existencia e unicidade de solución e introdúcense
resultados de regularidade e aproximación numérica. Esta memoria complétase cunha
colección de exemplos de casos particulares, distribuídos ao longo de todas as seccións,
destinada a facilitar a comprensión dos resultados obtidos.
