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Abstract
As usual let s = σ+ it. For any fixed value t = t0 with |t0| ≥ 8, and
for σ ≤ 0, we show that |ζ(s)| is strictly monotone decreasing in σ,
with the same result also holding for the related functions ξ of Riemann
and η of Euler. The following inequality relating the monotonicity of
all three functions is proved:
ℜ
(
η′(s)
η(s)
)
< ℜ
(
ζ′(s)
ζ(s)
)
< ℜ
(
ξ′(s)
ξ(s)
)
.
It is also shown that extending the above monotonicity result from
σ ≤ 0 to σ ≤ 1/2, for any of ζ, ξ, η, is equivalent to the Riemann
hypothesis.
1 Introduction
Starting from the work of Riemann [13], the zeta function ζ(s) (with s =
σ+ it) has been primarily investigated in the vertical sense, especially in the
critical strip 0 ≤ σ ≤ 1 and on the critical line σ = 1/2. Questions related
to the horizontal behaviour of |ζ(s)| (as usual we write s = σ + it) have
been considered by Saidak and Zvengrowski in [14], and earlier by Spira
[16]. Indeed, the opening page of the article on the Riemann zeta function
in the Wolfram MathWorld [21] has a plot showing horizontal “ridges” of
|ζ(σ + it)| for 0 < σ < 1 and 0 < t < 100. To quote from this article,
“the fact that the ridges decrease monotonically for 0 < σ < 1/2 is not a
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coincidence since it turns out that monotone decrease implies the Riemann
hypothesis,” cf. [14] and [2]. In this note, among other things, we shall
not only prove the converse of this assertion, but also the fact that |ζ(s)|
is monotone decreasing in σ in the region σ < 0, subject to the (minor)
additional condition |t| ≥ 8.
Recently a paper by Sondow and Dumitrescu [15] has appeared exploring
this question for the related Riemann ξ function (defined by ξ(s) := (s −
1)Γ(1 + s/2)pi−s/2ζ(s)). Here we shall consider this question for ζ(s) (as
mentioned above), as well as for ξ(s) and Euler’s function η (cf. [4]) (also
known as the Dedekind η function) defined by η(s) := (1− 21−s)ζ(s) or, for
σ > 0, by the alternating Dirichlet series η(s) =
∑
n≥1(−1)n+1/ns. A recent
paper of Srinivasan and Zvengrowski [17] also examines this question, for
the Γ function, and another recent paper of Alzer [1], titled “Monotonicity
Properties of the Riemann Zeta Function,” concerns itself with monotonicity
of a function related to the zeta function, but only along the real line. For
completeness, let us quote the results in [15] and [17].
Theorem 1.1 (Sondow–Dumitrescu) : The xi function is increasing in
modulus along every horizontal half-line lying in any open right half-plane
that contains no zeros of xi. Similarly, the modulus decreases along each
horizontal half-line lying in any zero-free, open, left half-plane.
Theorem 1.2 (Srinivasan–Zvengrowski) : For any fixed t with |t| > 5/4,
|Γ(s)| is monotone increasing in σ.
Section 2 starts by quoting an elementary lemma from [17] that relates
the horizontal increase or decrease of |f(s)|, for any holomorphic function
f , to ℜ(f ′(s)/f(s)), the real part of the logarithmic derivative of f . Using
this lemma we give a very short proof of the Sondow–Dumitrescu theorem.
We also show how a portion of this theorem was implicitly anticipated in a
paper of Po´lya [12] written in 1927. It is also related to work of Lagarias
[9], Haglund [6], and others, again this is briefly discussed in Section 2.
In Section 3 we prove our first main result, namely
Theorem 1.3 : For |t| ≥ 8, σ < 1
2
, one has
ℜ
(
η′(s)
η(s)
)
< ℜ
(
ζ ′(s)
ζ(s)
)
< ℜ
(
ξ′(s)
ξ(s)
)
,
which relates the horizontal growth rates of all three functions under con-
sideration. The second main result, which follows as a corollary of this
inequality together with the results in Section 2, is now stated.
Theorem 1.4 : The moduli of all three functions η(s), ζ(s), and ξ(s)
are monotone decreasing with respect to σ in the region σ ≤ 0, |t| ≥ 8.
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Extending this region to σ ≤ 1/2, for any of the three functions, is equivalent
to the Riemann hypothesis.
The inequality given in Theorem 1.3 seems to indicate that in order to
seek further results on monotonicity, for σ < 1/2, the most promising of the
three functions is η, and the least promising ξ. On the other hand, com-
bining the monotonicity results for ζ together with the Voronin Universality
Theorem [20] for ζ (or for log ζ) seems to offer an approach to possibly show-
ing that the Riemann hypothesis is false. We also note that the inequality
|t| ≥ 8 is essential. Slightly smaller numbers than 8 will also work but, for
|t| < 6.2897, the conclusion of Theorem 3.4 is false for both ζ and η. Also,
for σ > 1/2, neither |ζ| nor |η| are monotone (by “monotone” we always
mean monotone with respect to σ).
2 Monotonicity of |ξ|
To measure the rate of change of |f(s)| with respect to σ, the following
elementary lemma is useful. For a proof cf. [17].
Lemma 2.1: For any holomorphic function f , with f(s) 6= 0 in some
open domain D,
ℜ
(
f ′(s)
f(s)
)
=
1
|f(s)| ·
∂|f(s)|
∂σ
, s ∈ D .
Corollary 2.2: For s ∈ D, sgn
(
∂|f(s)|
∂σ
)
= sgn
(
ℜ
(
f ′(s)
f(s)
))
.
The fact that Lemma 2.1 does not apply at a zero of f is not a problem
towards our main objectives, as the next lemma shows.
Lemma 2.3: (a) Let f be holomorphic in an open domain D and
not identically zero. Let us also suppose ℜ(f ′(s)/f(s)) < 0 for all s ∈ D
such that f(s) 6= 0. Then |f(s)| is strictly decreasing with respect to σ in
D, i.e. for each s0 ∈ D there exists a δ > 0 such that |f(s)| is strictly
monotonically decreasing with respect to σ on the horizontal interval from
s0 − δ to s0 + δ.
(b) Conversely, if |f(s)| is decreasing with respect to σ in D, then
ℜ(f ′(s)/f(s)) ≤ 0 for all s ∈ D such that f(s) 6= 0.
Proof of (a): From Lemma 2.1 and Corollary 2.2 it clearly suffices to
show this for those s0 = σ0+ it0 ∈ D, where f(s0) = 0. Thanks to f being
holomorphic and not identically 0 there exists δ > 0 with {s : |s − s0| <
δ} ⊂ D and with no further zeros of f in this open disc. Then using the
next part of the hypothesis and Corollary 2.2, |f(s)| is strictly decreasing
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with respect to σ on the two horizontal open intervals from σ0− δ+ it0 to
σ0 + it0, and from σ0 + it0 to σ0 + δ + it0. Since |f | is continuous in D, a
simple continuity argument shows that it must be strictly decreasing on the
entire horizontal interval from σ0 − δ + it0 to σ0 + δ + it0.
Proof of (b): Conversely, we are assuming ∂|f(s)|/∂σ ≤ 0 in D, so
Lemma 2.1 implies that ℜ(f ′(s)/f(s)) ≤ 0 at any s ∈ D for which f(s) 6= 0.
✷
Of course the analogous results hold for monotone increasing and
ℜ(f ′(s)/f(s)) > 0. Combining Lemma 2.3 with the fact that a function
can have no zeros in an open domain in which its modulus is stictly mono-
tone decreasing (increasing) with respect to σ gives the next result.
Corollary 2.4: With the same hypotheses as in Lemma 2.3 (a), f has
no zeros in D.
Let us now apply the above to the Riemann ξ function and thereby give
a short proof of Theorem 1.1. It is well known that ξ(1− s) = ξ(s) and that
ξ(s) = ξ(s) . Hence |ξ(1/2−σ+it)| = |ξ(1/2+σ−it)| = |ξ(1/2+σ+it)|, which
shows that |ξ| is symmetrical about the critical line σ = 1/2. So showing
that |ξ| is monotone decreasing in a domain to the left of the critical line is
equivalent to showing it is monotone increasing in the reflexion of the same
domain about the point s = 1/2, and this is what we shall show.
Theorem 1.1: (Sondow–Dumitrescu) Let σ0 be greater than or equal
to the real part of any zero of ξ. Then |ξ(s)| is strictly monotone increasing
in the half plane σ > σ0.
Proof: We start with the formula due to Hadamard [5] and von Mangoldt
[10] (also cf. [8], (36), or simply take the logarithmic derivative of the final
formula given in [3], §2.8)
ξ′(s)
ξ(s)
=
∑
ρ
1
s− ρ,
where the summation is taken over all zeros ρ of ξ (which, as is well known,
lie in the critical strip 0 < ℜ(ρ) < 1), in conjugate pairs and in order
of increasing ℑ(ρ). If any such zero be written as ρ = α + iβ, then by
hypothesis σ > α. It is then trivial to check that ℜ(1/(s − ρ)) = (σ −
α)/[(σ −α)2 + (t− β)2] > 0, hence ℜ(ξ′(s)/ξ(s)) > 0 and by Corollary 2.4
|ξ(s)| is monotone increasing in σ, in the given half plane σ > σ0. ✷
Combining this theorem with well known facts about the zeros of ξ, and
the fact that a function can have no zeros in an open domain where its
modulus is monotone increasing (decreasing), gives the next result.
Corollary 2.5: (Sondow–Dumitrescu) In the right (left) half plane σ ≥
1 (σ ≤ 0), |ξ| is monotone increasing (decreasing). The same is true for
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the right (left) half plane σ ≥ 1/2 (σ ≤ 1/2) if and only if the Riemann
hypothesis is true.
The second part of this corollary, which is the same as Corollary 1 in [15],
is actually implicit in a paper written by Po´lya in 1927 [12] which discusses
the “Nachlass” of J.L.W.V. Jensen, after suitable interpretation. Namely,
following I′ on p. 18 of [12], and using z = x + iy as in this reference, we
consider the holomorphic function F (z) = ξ(1/2 − iz) = ξ(1/2 + y − ix).
Note that |F (z)| = |ξ(1/2 + y − ix)| = |ξ(1/2 + y + ix)|, since ξ(s) =
ξ(s). The condition that all zeros of F are real is precisely the Riemann
hypothesis, indeed this was Riemann’s original formulation. According to
condition I′, this is equivalent to
∂2|ξ(1/2 + y + ix)|2
∂2y
≥ 0. This implies
that |ξ(1/2 + y + ix)|2 is a convex function of y. By symmetry it has zero
derivative at y = 0, hence it is monotone increasing for y ≥ 0 and monotone
decreasing for y ≤ 0. The same is then also true for |ξ(1/2 + y + ix)|. And
conversely, as already remarked before Corollary 2.5, these monotonicity
properties imply the Riemann hypothesis.
The fact that ℜ(ξ′(s)/ξ(s)) > 0 when σ > 1, and that the Riemann
hypothesis is equivalent to the same statement for σ > 1/2 (for which we
gave a short proof above) also appears in the 1999 paper of Lagarias [9] and
the 1997 paper of Hinkkanen [7]. Combining this with Lemma 2.3 gives an
immediate proof of Theorem 1.1. Another version the Sondow-Dumitrescu
result appears as a “known result” at the beginning of Section 6 of [6],
this time for the related Ξ function (the horizontal monotonicity of ξ being
equivalent to vertical monotonicity of Ξ), but no reference or proof is given.
3 Proof of Theorems 1.3 and 1.4
For convenience we label the first inequality of Theorem 1.3 as (A), and the
second (B). To prove either of these we shall take the logarithmic derivatives
of the formulae given for ξ, η in the Introduction, and then look at the real
part of these logarithmic derivatives. Again, for convenience, we will divide
the proof into corresponding parts (A), (B), and separately give two lemmas
that will be of use.
Lemma 3.1: For σ < 1, one has ℜ
(
1
2s−1 − 1
)
< 0.
Proof: First note that 2s−1−1 = 0 if and only if s = 1+2npii/ log 2, n ∈
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Z. In particular 2s−1 − 1 6= 0 for σ < 1. Now
ℜ
(
1
2s−1 − 1
)
=
2σ−1 cos(t log 2)− 1
|2s−1 − 1|2 .
The denominator of this expression is strictly positive since σ < 1. As for the
numerator, one has |2σ−1 cos(t log 2)| < | cos(t log 2)| ≤ 1, so the numerator
is strictly negative. ✷
Proof of (A): From the formula given at the beginning of the Introduc-
tion for η(s), it follows that log(η(s)) = log(1− 2s−1) + log(ζ(s)). Differen-
tiating,
η′(s)
η(s)
=
21−s log 2
1− 21−s +
ζ ′(s)
ζ(s)
=
log 2
2s−1 − 1 +
ζ ′(s)
ζ(s)
.
Taking the real parts, and using Lemma 3.1 as well as log 2 > 0, completes
the proof (indeed for σ < 1).
For the second inequality it will be necessary to recall the digamma
function Ψ(s) := Γ′(s)/Γ(s). We list a few of its properties as the next
lemma.
Lemma 3.2: (i) Ψ(s)−Ψ(1− s) = −pi cot(pis),
(ii) |ℜ(Ψ(s))−ℜ(Ψ(1− s))| < 3pie−2pit, t ≥ 0.1,
(iii) in the sector of the complex plane −θ < arg(s) < θ, one has
Ψ(s) = log(s)− 1
2s
+R′0(s), where |R′0(s)| ≤ sec3(θ/2) ·
B2
2|s|2 ,
with B2 = 1/6 being the second Bernoulli number,
(iv) |x/(x2 + t2)| ≤ 1/(2|t|), for any x, t ∈ R, t 6= 0,
(v) for any σ ≥ 1/2, and |t| ≥ 8, ℜ(Ψ(s)) > 2.0096.
Formula (i) is a simple consequence of Euler’s reflexion formula for the
Γ function, it can be found e.g. in [18], p.14. Formula (ii) follows from (i)
and doing an elementary estimate of ℜ(cot(z)), since (i) implies
|ℜ(Ψ(s))−ℜ(Ψ(1− s))| ≤ |Ψ(s)−Ψ(1− s)| = pi| cot(z)|,
where for convenience we set pis = z = x + iy. We outline the remaining
steps towards proving (ii), which are essentially an exercise in calculus. First
recall that
cot(z) =
cos x cosh y − i sinx sinh y
sinx cosh y + i cos x sinh y
.
From this it is easy to derive
ℜ(cot(z)) = sin(2x)
b− cos(2x) + 1 =: gb(x), where b = 2 sinh
2(y) > 0.
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We claim that |gb(x)| < 3e−2y , when y > log(3)/4. Indeed, using el-
ementary calculus one shows that |gb(x)|max = 1√
b2 + 2b
, hence proving
the claim reduces to showing
1√
b2 + 2b
< 3e−2y . Using the definition of
b, this inequality reduces to y > log(3)/4 and the claim is thus proved.
Finally, substituting z = pis, we obtain (ii) with y = pit > log(3)/4, i.e.
t > log(3)/(4pi) = .08742.. .
Formula (iii) is a special case (n = 0) of the Stirling series
Ψ(s) = log(s)− 1
2s
−
n∑
k=1
B2k
2ks2k
+R′2n
for digamma, together with the Stieltjes estimate for the error term (cf. [3],
p.114, or the original manuscript of Stieltjes [19])
|R′2n| ≤ (sec(θ/2))2n+3
∣∣∣∣ B2n+2(2n+ 2)s2n+2
∣∣∣∣ .
Formula (iv) is equivalent to 0 ≤ (|x| − |t|)2. Finally, from (iii) applied to
the sector −pi/2 < θ < pi/2, we have
ℜ(Ψ(s)) = log |s| − σ
2|s|2 + ℜ(R
′
0(s)),
where |ℜ(R′0(s))| ≤ |R′0(s)| < 2
√
2/(6|s|2). Now assume as in (v) that
σ ≥ 1/2 and |t| ≥ 8, then using this estimate for the remainder term as well
as |s| > 8, we obtain
ℜ(Ψ(s)) ≥ log 8− 1/16 −
√
2/(3 · 64) = 2.0096,
where (iv) was used to give the 1/16 estimate for the second term. This
completes the proof of Lemma 3.2.
Proof of (B): Taking the logarithmic derivative of the formula given at
the beginning of the Introduction for ξ(s) gives
ξ′(s)
ξ(s)
=
ζ ′(s)
ζ(s)
+
1
s− 1 +
1
2
Ψ
(s
2
+ 1
)
− 1
2
log pi.
Hence, to complete the proof of (B), it suffices to show that
ℜ
(
1
s− 1 +
1
2
Ψ
(s
2
+ 1
))
− 1
2
log pi > 0, σ <
1
2
, 8 ≤ |t|.
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Now, by Lemma 3.2 (iv), the first term is greater than or equal to −1/16.
By Lemma 3.2 (v) (1/2)ℜ(Ψ(z)) > 1.0048, at least when σ ≥ 1/2 and
|t| ≥ 8. However, applying Lemma 3.2 (ii), we see that the same holds for
any z with |t| ≥ 8, at least to within 3pie−16pi which is negligible here. Thus
the sum in question is greater than −1/16 + 1.0048 − log pi/2 > 0. ✷
Theorem 3.4: The moduli of all three functions η(s), ζ(s), and ξ(s)
are monotone decreasing with respect to σ in the region σ ≤ 0, |t| ≥ 8.
Extending this region to σ ≤ 1/2, for any of the three functions, is equivalent
to the Riemann hypothesis.
Proof: For σ ≤ 0, we have seen in the proof of Theorem 2.5 that
ℜ(ξ′(s)/ξ(s)) < 0. Combining this with the inequalities in Theorem 3.1
shows that the same is true for ζ and η, thus all three are monotone de-
creasing in modulus for σ ≤ 0, |t| ≥ 8. And the same argument used in
Corollary 2.5 shows that extending this to the larger region σ ≤ 1/2, |t| ≥ 8,
is equivalent to the Riemann hypothesis. ✷
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