The semidefinite programming SDP relaxation has proven to be extremely strong for many hard discrete optimization problems. This is in particular true for the quadratic assignment problem QAP, arguably one of the hardest NP-hard discrete optimization problems. There are several difficulties that arise in efficiently solving the SDP relaxation, e.g., increased dimension; inefficiency of the current primaldual interior point solvers in terms of both time and accuracy; and difficulty and high expense in adding cutting plane constraints.
Introduction
The quadratic assignment problem (QAP), in the trace formulation is p * X := min X∈Πn AXB − 2C, X , (
where A, B ∈ S n are real symmetric n × n matrices, C is a real n × n matrix, · , · denotes the trace inner product, Y, X = trace Y X , and Π n denotes the set of n × n permutation matrices. A typical objective of the QAP is to assign n facilities to n locations while minimizing total cost. The assignment cost is the sum of costs using the flows in A ij between a pair of facilities i, j multiplied by the distance in B st between their assigned locations s, t and adding on the location costs of a facility i in a position s given in C is .
It is well known that the QAP is an NP-hard problem and that problems with size as moderate as n = 30 still remain difficult to solve. Solution techniques rely on calculating efficient lower bounds. An important tool for finding lower bounds is the work in [13] that provides a semidefinite programmming (SDP), relaxation of (1.1). The methods of choice for SDP are based on a primal-dual interior-point, p-d ip, approach. These methods cannot solve large problems, have difficulty in obtaining high accuracy solutions and cannot properly exploit sparsity. Moreover, it is very expensive to add on nonnegativity and cutting plane constraints. The current state for finding bounds and solving QAP is given in e.g., [1, 2, 4, 7, 9] .
In this paper we study an alternating direction method of multipliers (ADMM), for solving the SDP relaxation of the QAP. We compare this with the best known results given in [9] and with the best known bounds found at SDPLIB [5] . and with a p-d i-p methods based on the so-called HKM direction. We see that the ADMM method is significantly faster and obtains high accuracy solutions. In addition there are advantages in obtaining low rank SDP solutions that provide better feasible approximations for the QAP for upper bounds. Finally, it is trivial to add nonnegativity and rounding constraints while iterating so as to obtain significantly stronger bounds and also maintain sparsity during the iterations.
We note that previous success for ADMM for SDP in presented in [12] . A detailed survey article for ADMM can be found in [3] .
A New Derivation for the SDP Relaxation
We start the derivation from the following equivalent quadratically constrained quadratic problem
Remark 2.1. Note that the quadratic orthogonality constraints X X = I, XX = I, and the linear row and column sum constraints Xe = e, X e = e can all be linearly represented using linear combinations of those in (2.1).
In addition, the first set of constraints, the elementwise orthogonality of the row and columns of X, are referred to as the gangster constraints. They are particularly strong constraints and enable many of the other constraints to be redundant. In fact, after the facial reduction done below, many of these constraints also become redundant. (See the definition of the index set J below.)
The dual problem is a maximization of the dual functional d 0 ,
To simplify the dual problem, we homogenize the X terms in L 0 by multiplying a unit scalar x 0 to degree-1 terms and adding the single constraint x 2 0 = 1 to the Lagrangian. We let
This homogenization technique is the same as that in [13] . The new dual problem is
Hence, our relaxation still yields a lower bound to (2.1). In fact, the relaxations give the same lower bound. This follows from strong duality of the trust region subproblem as shown in [13] . Let x = vec(X), y = [x 0 ; x], and w = vec(W ), where x, w is the vectorization, columnwise, of X and W , respectively. Then
where
and
Here,Ũ andṼ are n × n block matrices.Ũ has zero diagonal blocks and the (j, k)-th off-diagonal block to be the diagonal matrix Diag(U
jk , . . . , U
jk ) for all j = k, andṼ has zero off-diagonal blocks and the i-th diagonal block to be
Taking the dual of (2.4), we have the SDP relaxation of (2.1):
whereỸ ij is an n × n matrix for each (i, j), and we have assumed the block structure
The index set J and the gangster operator G J are defined properly below in Definition 2.1. (By abuse of notation this is done after the facial reduction which results in a smaller J.)
Remark 2.2. If one more feasible quadratic constraint q(X) can be added to (2.1) and q(X) cannot be linearly represented by those in (2.1), the relaxation following the same derivation as above can be tighter. We conjecture that no more such q(X) exists, and thus (2.5) is the tightest among all Lagrange dual relaxation from a quadratically constrained program like (2.1). However, this does not mean that more linear inequality constraints cannot be added, i.e., linear cuts.
Theorem 2.1 ( [13]
). The matrix Y is feasible for (2.5) if, and only if, it is feasible for (3.1).
As above, let x = vec X ∈ R The SDP relaxation of QAP presented in [13] uses facial reduction to guarantee strict feasibility. The SDP obtained is
where the so-called gangster operator, G J , fixes all elements indexed by J and zeroes out all others,
with e being the vector of all ones, of appropriate dimension and V ∈ R n×(n−1) being a basis matrix of the orthogonal complement of e, e.g.,
Lemma 2.1 ( [13]). The matrixR defined bŷ
is (strictly) feasible for (2.7).
and is defined by
By abuse of notation, we let the same symbol denote the projection onto R |J| . We get the two equivalent primal constraints:
Therefore, the dual variable for the first form is Y ∈ S n 2 +1 . However, the dual variable for the second form is y ∈ R |J| with the adjoint now yielding Y = G * J (y) ∈ S n 2 +1 obtained by symmetrization and filling in the missing elements with zeros. The gangster index set, J is defined to be (00) union the set of of indices i < j in the matrixȲ in (2.6) corresponding to:
1. the off-diagonal elements in the n diagonal blocks; 2. the diagonal elements in the off-diagonal blocks except for the last column of off-diagonal blocks and also not the (n−2), (n−1) off-diagonal block. (These latter off-diagonal block constraints are redundant after the facial reduction.)
We note that the gangster operator is self-adjoint, G * J = G J . Therefore, the dual of (2.7) can be written as the following.
Again by abuse of notation, using the same symbol twice, we get the two equivalent dual constraints:
As above, the dual variable for the first form is Y ∈ S n 2 +1 and for the second form is y ∈ R |J| . We have used G * for the second form to emphasize that only the first form is self-adjoint.
Lemma 2.2 ( [13]
). The matricesŶ ,Ẑ, with M > 0 sufficiently large, defined bŷ
and are (strictly) feasible for (2.9).
A New ADMM Algorithm for the SDP Relaxation
We can write (2.7) equivalently as
The augmented Lagrange of (3.1) is
Recall that (R, Y, Z) are the primal reduced, primal, and dual variables respectively. We denote (R, Y, Z) as the current iterate. We let S rn + denote the matrices in S n + with rank at most r. Our new algorithm is an application of the alternating direction method of multipliers ADMM, that uses the augmented Lagrangian in (3.2) and performs the following updates for (R + , Y + , Z + ):
3a)
3b)
where the simplest case for the polyhedral constraints P i is the linear manifold from the gangster constraints:
We use this notation as we add additional simple polyhedral constraints. The second case is the polytope:
LetV be normalized such thatV V = I. Then if r = n, the R-subproblem can be explicitly solved by
where S + denotes the SDP cone, and P S+ is the projection to S + . For any symmetric matrix W , we have
where (U + , Σ + ) contains the positive eigenpairs of W and (U − , Σ − ) the negative eigenpairs.
If i = 1 in (3.3b), the Y -subproblem also has closed-form solution:
The advantage of using ADMM is that its complexity only slightly increases while we add more constraints to (2.7) to tighten the SDP relaxation. If 0 ≤V RV ≤ 1 is added in (2.7), then we have constraint 0 ≤ Y ≤ 1 in (3.1) and reach to the problem
The ADMM for solving (3.6) has the same R-update and Z-update as those in (3.3) , and the Y -update is changed to
With nonnegativity constraint, the less-than-one constraint is redundant but makes the algorithm converge faster.
Lower bound
If we solve (2.7) or (3.1) exactly or to a very high accuracy, we get a lower bound of the original QAP. However, the problem size of (2.7) or (3.1) can be extremely large, and thus having an exact or highly accurate solution may take extremely long time. In the following, we provide an inexpensive way to get a lower bound from the output of our algorithm that solves (3.1) to a moderate accuracy. Let (R out , Y out , Z out ) be the output of the ADMM for (3.6).
Then the dual problem of ADMM (3.6) is defined as follows and satisfies weak duality.
≤ p * R . Proof. The dual problem of (3.6) can be derived as
Weak duality follows in the usual way by exchanging the max and min.
For any Z ∈ Z, we have g(Z) is a lower bound of (3.6) and thus of the original QAP. We use the dual function value of the projection g P Z (Z out ) as the lower bound, and next we show how to get P Z (Z) for any symmetric matrixZ.
LetV ⊥ be the orthonormal basis of the null space ofV . ThenV = (V ,V ⊥ ) is an orthogonal matrix. Let
, and we havê
Hence,
where S − denotes the negative semidefinite cone, and we have assumedV ZV = W 11W12 W 21W22 . Note that
Feasible solution of QAP
Let (R out , Y out , Z out ) be the output of the ADMM for (3.6). Assume the largest eigenvalue and the corresponding eigenvector of Y are λ and v. We let X out be the matrix reshaped from the second through the last elements of the first column of λvv . Then we solve the linear program max X X out , X , s.t. Xe = e, X e = e, X ≥ 0 (3.8)
by simplex method that gives a basic optimal solution, i.e., a permutation matrix.
Low-rank solution
Instead of finding a feasible solution through (3.8), we can directly get one by restricting R to a rank-one matrix, i.e., rank(R) = 1 and R ∈ S + . With this constraint, the R-update can be modified to
where R 1 = {R : rank(R) = 1} denotes the set of rank-one matrices. For a symmetric matrix W with largest eigenvalue λ > 0 and corresponding eigenvector w, we have
Different choices for V, V
The matrix V is essential in the steps of the algorithm, see e.g., (3.4) . A sparse V helps in the projection if one is using a sparse eigenvalue code. We have compared several. One is based on applying a QR algorithm to the original simple V from the definition ofV in (2.8). The other two are based on the approach in [10] and we present the most successful here. The orthogonal V we use is
i.e., the block matrix consisting of t blocks formed from Kronecker products along with one block V to complete the appropriate size so that V V = I n−1 , V e = 0. We take advantage of the 0, 1 structure of the Kronecker blocks and delay the scaling for the normalization till the end. The main work in the low rank projection part of the algorithm is to evaluate one (or a few) eigenvalues of W = V (Y + We let
The structure for V in (2.8) means that we can evaluate the product for W x as
We emphasize that V ⊗ V = (V ⊗V )/(D ⊗ D), whereV denotes the unscaled V , D is the diagonal matrix of scale factors to obtain the orthogonality in V , and / denotes the MATLAB division on the right, multiplication by the inverse on the right. Therefore, we can evaluate
Numerical experiments
We illustrate our results in Table 1 on the forty five QAP instances I and II, see [5, 6, 9] . The optimal solutions are in column 1 and current best known lower bounds from [9] are in column 3 marked bundle. The p-d i-p lower bound is given in the column marked HKM-FR. (The code failed to find a lower bound on several problems marked −1111.) These bounds were obtained using the facially reduced SDP relaxation and exploiting the low rank (one and two) of the constraints. We used SDPT3 [11] .
1
Our ADMM lower bound follows in column 4. We see that it is at least as good as the current best known bounds in every instance. The percent improvement is given in column 7. We then present the best upper bounds from our heuristics in column 5. This allows us to calculate the percentage gap in column 6. The CPU seconds are then given in the last columns 8 − 9 for the high and low rank approaches, respectively. The last two columns are the ratios of CPU times. Column 10 is the ratio of CPU times for the 5 decimal and 12 decimal tolerance for the high rank approach. All the ratios for the low rank approach are approximately 1 and not included. The quality of the bounds did not change for these two tolerances. However, we consider it of interest to show that the higher tolerance can be obtained.
The last column 11 is the ratio of CPU times for the 12 decimal tolerance of the high rank approach in column 8 with the CPU times for 9 decimal tolerance for the HKM approach. We emphasize that the lower bounds for the HKM approach were significantly weaker.
We used MATLAB version 8.6.0.267246 (R2015b) on a PC Dell Optiplex 9020 64-bit, with 16 Gig, running Windows 7.
We heuristically set γ = 1.618 and β = n 3 in ADMM. We used two different tolerances 1e − 12, 1e − 5. Solving the SDP to the higher accuracy did not improve the bounds. However, it is interesting that the ADMM approach was able to solve the SDP relaxations to such high accuracy, something the p-d i-p approach has great difficulty with. We provide the CPU times for both accuracies. Our times are significantly lower than those reported in [4, 9] , e.g., from 10 hours to less than an hour.
We emphasize that we have improved bounds for all the SDP instances and have provably found exact solutions six of the instances Had12,14,16,18, Rou12, Tai12a. This is due to the ability to add all the nonnegativity constraints and rounding numbers to 0, 1 with essentially zero extra computational cost. In addition, the rounding appears to improve the upper bounds as well. This was the case for both using tolerance of 12 or only 5 decimals in the ADMM algorithm. Table 1 : QAP Instances I and II. Requested tolerance 1e − 5.
Concluding Remarks
In this paper we have shown the efficiency of using the ADMM approach in solving the SDP relaxation of the QAP problem. In particular, we have shown that we can obtain high accuracy solutions of the SDP relaxation in less significantly less cost than current approaches. In addition, the SDP relaxation includes the nonnegativity constraints at essentially no extra cost. This results in both a fast solution and improved lower and upper bounds for the QAP.
In a forthcoming study we propose to include this in a branch and bound framework and implement it in a parallel programming approach, see e.g., [8] . In addition, we propose to test the possibility of using warm starts in the branching/bounding process and test it on the larger test sets such as used in e.g., [7] . 
