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Sissejuhatus
Ka¨eseoleva konspekti aluseks on Sheldon M. Rossi o˜pik ”Introduction to Pro-
bability Models”(Elsevier/Academic Press, 2009, 10th ed.).
Juhusliku protsessi all mo˜istetakse juhuslike suuruste peret {X(t) : t ∈ T},
mille iga liige X(t) on juhuslik suurus tavalises mo˜ttes. Me eeldame, et
ko˜ik juhuslikud suurused X(t) on ma¨a¨ratud u¨hel ja samal to˜ena¨osusruumil
(Ω,F ,P).
Parameeter t on reaalarvuline muutuja, mida tavaliselt to˜lgendatakse ajana,
kuid see vo˜ib na¨idata ka kohta ruumis. Seega juhuslik protsess on reeglina
ajast so˜ltuv juhuslik suurus. Hulka, mille elementideks on X(t) ko˜ikvo˜imali-
kud va¨a¨rtused, nimetatakse protsessi seisundite ruumiks jaX(t) on protsessi
seisund ajamomendil t.
Hulka T nimetatakse juhusliku potsessi indekshulgaks. Kui T on loenduv
hulk, siis u¨tleme, et juhuslik protsess on diskreetse ajaga protsess. Sel juhul
loeme kokkuleppeliselt, et T = {0, 1, 2, . . .}, kuigi see ei pruugi ta¨hendada
vo˜rdseid ajavahemikke. Kui T on mingi intervall reaaltelje positiivses osas,
na¨iteks T = [0,∞), siis u¨tleme, et juhuslik protsess on pideva ajaga protsess.
Na¨ide 1
Ajamomendil t parklas olevate autode arv X(t) on pideva aja-
ga protsess, mille seisundite hulk on {0, 1, 2, . . . ,M}. Vo˜imalik
ku¨simus: kui suur on to˜ena¨osus, et parklas on vabu kohti ajamo-
mendil t0?
Na¨ide 2
Olgu X(t) vee tase tammi taga ajamomendil t. See on pideva
ajaga juhuslik protsess, mille seisundite hulk on mingi intervall
[0, a]. Loomulik ku¨simus: milline peab olema tammi ko˜rgus L,
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et u¨leujutus oleks praktiliselt va¨listatud? Kui kaua vo˜ib minna
aega esimese u¨leujutuseni antud tammi ko˜rguse korral?
Na¨ide 3
Olgu Xn, n = 0, 1, 2, . . . n-nda na¨dala lo˜puks lattu ja¨a¨nud toode-
te A arv. See on diskreetse ajaga protsess. Huvi pakub ku¨simus:
milliste Xn va¨a¨rtuste korral tuleks ja¨rgmiseks na¨dalaks tooteid
juurde tellida?
Juhuslikku protsessi {X(t) : t ∈ T} nimetatakse so˜ltumatute juurdekasvu-
dega protsessiks, kui suvaliste ajamomentide t0 < t1 < . . . < tn korral
juhuslikud suurused X(t1)−X(t0), X(t2)−X(t1), . . . , X(tn)−X(tn−1) on
so˜ltumatud. O¨eldakse, et protsess on statsionaarsete so˜ltumatute juurde-
kasvudega, kui lisaks eeltoodule suvaliste t1, t2 ∈ T ja s > 0 korral vahe
X(t2 + s)−X(t1 + s) on sama jaotusega nagu X(t2)−X(t1).
Na¨ide 4 (U¨ldine juhuslik ekslemine)
Olgu Y1, Y2, . . . so˜ltumatute sama jaotusega juhuslike suuruste
jada. Siis juhuslik protsess
{Xn =
n∑
k=1
Yk, k = 1, 2, . . .}
on statsionaarsete so˜ltumatute juurdekasvudega ja teda nime-
tatakse u¨ldiseks juhuslikuks ekslemiseks. Kui Yk on kauplusest
k-nda na¨dala jooksul ostetud teatud esemete arv, siis Xn on n
esimese na¨dala jooksul ostetud esemete koguarv. (Ma¨rgime, et
erineva jaotusega Yk korral statsionaarsus ei kehti.)
Na¨ide 5 (Wieneri protsess (ehk Browni liikumine))
Juhuslikku protsessi {X(t), t ≥ 0} nimetatakse Wieneri protses-
siks, kui
(1) ta on statsionaarsete, so˜ltumatute juurdekasvudega,
(2) X(0) = 0,
(3) iga t > 0 korral X(t) jaotub normaalselt keskva¨a¨rtusega 0.
Wieneri protsessiga puutume kokku, kui ja¨lgime aineosakese lii-
kumist vedelikus vo˜i gaasis. Osake saab teda u¨mbritsevatelt mo-
lekulidelt pidevalt to˜ukeid, mille tagaja¨rjel tema asukoht on kaoo-
tilises muutumises. Kui me fikseerime mingi sihi ja 0-punkti
sellel, siis osakese asukoht X(t) selles sihis on ha¨sti kirjeldatav
Wieneri protsessina.
iv
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Nii juhuslik ekslemine kui ka Wieneri protsess on na¨ited u¨hest juhuslike
protsesside klassist, mida nimetatakse Markovi protsessiks. Markovi prot-
sesside all mo˜eldakse juhuslikke protsesse, millel on ja¨rgmine omadus: kui
mingil ajamomendil X(t) va¨a¨rtus on teada, siis protsessi hilisem kulg st
X(t + s), s ≥ 0 ei so˜ltu enam sellest, kuidas protsess kulges enne ajamo-
menti t. Seega antud oleviku korral tulevik ei so˜ltu minevikust. Ta¨psemalt,
protsessi nimetatakse Markovi protsessiks, kui tinglik jaotusfunktsioon
P{X(t) < x | X(t1) = x1, X(t2) = x2, . . . , X(tn) = xn} =
= P{X(t) < x | X(tn) = xn}
suvaliste t1 < t2 < . . . < tn korral.
v
Peatu¨kk 1
Markovi ahelad (diskreetse
ajaga)
Ja¨rgnevas lubame katsetulemuste so˜ltuvust u¨ksteisest, st. vaatleme olukor-
da, kus ja¨rgmiste katsete tulemused vo˜ivad so˜ltuda eelmiste katsete tule-
mustest.
Peame silmas, et vahel ei pruugi katsetulemuste (juhuslike suuruste X)
va¨a¨rtused olla arvulised (nt ilm vo˜ib olla pilvine, vihmane, pa¨ikeseline, . . . ).
1.1 Definitsioonid ja na¨ited
Markovi ahelate seisundite klassifikatsioon
1.1.1 Definitsioonid, na¨ited
Olgu juhuslikul katsel G u¨limalt loenduv arv katsetulemusi E1, E2, E3, . . ..
Kui kordame katset G mingi lo˜plik arv kordi, siis saame katsetulemuste jada
E1, E4, E3, E7, E1, E5 . . ., st. indeksid tulevad mingis juhuslikus ja¨rjekorras.
Ta¨histame Xn := katse nr. n tulemus, antud juhul seega X1 = E1, X2 = E4
jne.
Kui Xn so˜ltub Xn−1 − st ja ei so˜ltu eelmistest, siis on tegemist Markovi
ahelaga. Ta¨histame lihtsuse mo˜ttes Ej = j.
Definitsioon 1.1.1 (Markovi ahel). Juhuslike suuruste jada {Xn}, kus n
vo˜ib omada lo˜pliku vo˜i loenduva arvu va¨a¨rtusi, nimetatakse Markovi ahe-
laks, kui kehtib
P{Xn = j|X0 = k0, X1 = k1, . . . , Xn−2 = kn−2︸ ︷︷ ︸
minevik
, Xn−1 = kn−1} =
= P{Xn = j︸ ︷︷ ︸
tulevik
|Xn−1 = kn−1︸ ︷︷ ︸
olevik
}
1
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st. ja¨rgmise seisundi prognoosimiseks on vaja teada ainult praegust seisun-
dit.
Vo˜ime definitsioonis toodud tingimuse so˜nastada ja¨rgnevalt: fikseeritud ole-
viku korral tulevik ei so˜ltu minevikust.
Vo˜imalikke katsetulemusi, Xn va¨a¨rtusi E1, E2, . . . nimetatakse Markovi ahe-
la seisunditeks ehk olekuteks. To˜ena¨osust
P{Xn = j|Xn−1 = i} =: p(n)ij
nimetatakse u¨leminekuto˜ena¨osuseks (seisundist i seisundisse j u¨lemineku
to˜ena¨osus sammul n).
Markovi ahela algseis antakse tavaliselt ette to˜ena¨osusjaotusega
P{X0 = j} = p0j , j = 1, 2, . . . ,
∑
j
p0j = 1,
mis na¨itab a¨ra millise to˜ena¨osusega on mingi seisund la¨hteseisundiks (su¨steemi
algolekuks).
Definitsioon 1.1.2 (Homogeenne Markovi ahel). Kui u¨leminekuto˜ena¨osu-
sed p
(n)
ij ei so˜ltu n-i va¨a¨rtusest, st. iga n korral p
(n)
ij = pij , siis Markovi ahelat
nimetatakse homogeenseks.
Na¨ide 1.1.1 (Mu¨ndivisete seeria). Olgu meil so˜ltumatute katsete jada, mis
formaalselt on vaadeldav Markovi ahelana. Juhuslik suurus X vo˜ib oman-
dada va¨a¨rtusi 0 (kiri) vo˜i 1 (kull). Sellisel juhul
P{Xn = j|X0 = k0, X1 = k1, . . . , Xn−2 = kn−2, Xn−1 = kn−1} =
= P{Xn = j|Xn−1 = kn−1}
so˜ltumatuse
to˜ttu
= P{Xn = j} = 12
Na¨ide 1.1.2 (Lihtsustatud ilma mudel). Oletame, et homne ilm so˜ltub
ta¨nasest ilmast, mitte varasematest ilmadest: kui ta¨na sajab, siis homme
sajab to˜ena¨osusega α, kui ta¨na ei saja, siis homme sajab to˜ena¨osusega β.
Eristame kahte seisundit: 0 – sajab, 1 – ei saja.
Definitsioon 1.1.3 (U¨leminekumaatriks). Maatriksit
P = (pij)
nimetatakse Markovi ahela u¨leminekumaatriksiks.
Antud na¨ites
P = 0
1
0(
α
β
1
1− α
1− β
) ∑
1
1
kus α+ (1− α) = 1 ja β + (1− β) = 1.
2
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Na¨ide 1.1.3 (Kommunikatsioonimudel). Vaatleme digitaalse info (mis on
nullidest ja u¨htedest koosnev jada) mitme-etapilist u¨lekannet. U¨lekanne toi-
mub paljude etappide kaupa, kus igal etapil vo˜ib tekkida viga 0 → 1 vo˜i
1→ 0 to˜ena¨osusega p. Oletame, et igal astmel su¨mbol sa¨ilub to˜ena¨osusega p
ja moondub to˜ena¨osusega 1− p. Sellisel juhul saame u¨leminekumaatriksiks
P = 0
1
0(
p
1− p
1
1− p
p
)
,
mis on su¨mmeetriline maatriks, st. u¨lekandekanal on su¨mmeetriline – 0 ja 1
sa¨ilimise ja muutumise to˜ena¨osus on sama.
Na¨ide 1.1.4 (Hasartma¨ngu mudel). Vaatleme ma¨ngijat, kes igas ma¨ngus
vo˜ib vo˜ita 1 krooni to˜ena¨osusega p vo˜i kaotada 1 krooni to˜ena¨osusega 1− p.
Ma¨ngud on so˜ltumatud. Ma¨ngija lahkub ma¨ngust, kui ta on kogu raha a¨ra
raisanud vo˜i kui ta on vo˜itnud N krooni. Ta¨histagu Xn ma¨ngija rahalist
seisu n ma¨ngu ja¨rel ja olgu vo˜imalikud seisundid 0, 1, 2, . . . , N . {Xn} on
Markovi ahel, kuna
P{Xn = j|X0 = i0, X1 = i1, . . . , Xn−2 = in−2︸ ︷︷ ︸
minevik
, Xn−1 = i} =
= P{Xn = j|Xn−1 = i}
Minevik rolli ei ma¨ngi, kuna liidame ainult eelmisele va¨a¨rtusele +1 vo˜i −1.
U¨leminekumaatriksiks saame
P =
0
1
2
3
...
N


0 1 2 3 · · · N
1 0 0 0 · · · 0
1− p 0 p 0 · · · 0
0 1− p 0 p · · · 0
0 0 1− p 0 · · · 0
...
...
. . . p
0 0 . . . 0 1


∑
1
1
1
1
...
1
,
kus u¨leminekuto˜ena¨osused on ja¨rgmised: pi,i+1 = p (vo˜idab u¨he krooni juur-
de), pi,i−1 = 1 − p (kaotab u¨he krooni), p0,0 = 1 ja pN,N = 1, kusjuures
i = 1, . . . , N − 1. Samas na¨iteks pi,i+2 = 0 (u¨he ma¨nguga kahte krooni ei
teeni) ja pi,i−3 = 0 (u¨he ma¨nguga kolme krooni ei kaota).
Definitsioon 1.1.4 (Neelav seisund). Seisundit i, mille korral pii = 1, ni-
metatakse neelavaks seisundiks.
Toodud na¨ites on neelavad seisundid 0 ja N, nendest seisunditest ahel enam
ei va¨lju.
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Na¨ide 1.1.5 (Juhuslik ekslemine).
0 1 2
1− p
p
p
1− p
p
1− p
i− 1
i
i+ 1
t
[Joonis: osakese liikumine ajas]
Osake liigub igal sammul vasakule to˜ena¨osusega 1−p ja paremale to˜ena¨osusega
p st. pi,i−1 = 1− p, pi,i+1 = p, pi,i = 0, i = 0,±1,±2, . . .. Juhuslik ekslemine
on su¨mmeetriline kui p = 1− p = 12 .
Na¨ide 1.1.6 (Juhuslik ekslemine peegeldumisega). Osake liigub igal sam-
mul vasakule to˜ena¨osusega 1 − p ja paremale to˜ena¨osusega p. Kui Xn = 0,
siis Xn+1 = 1 ja Xn = N , siis Xn+1 = N − 1, kus Xn ta¨histab osakese
asukohta pa¨rast n sammu. Siis u¨leminekumaatriks moodustub ja¨rgnevalt:
P =
0
1
2
3
...
N


0 1 2 3 · · · N
0 1 0 0 · · · 0
1− p 0 p 0 · · · 0
0 1− p 0 p · · · 0
0 0 1− p 0 · · · 0
...
...
. . . p
0 0 . . . 1 0


∑
1
1
1
1
...
1
Toodud Markovi ahela korral nimetatakse seisundeid 0 ja N peegeldavateks
seisunditeks.
Na¨ide 1.1.7 (Realistlikum ilma mudel (protsessi teisendamine Markovi
ahelaks)). Oletame, et homne ilm so˜ltub nii ta¨nasest kui eilsest ilmast,
ta¨histame su¨ndmused ja¨rgnevalt: 0 – sajab, 1 – ei saja. Kuidas saada vasta-
valt ja¨rgnevale tabelile Markovi ahelat?
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eile ta¨na P(homme sajab) P(homme ei saja)
0 0 0.7 0.3
1 0 0.5 0.5
0 1 0.4 0.6
1 1 0.2 0.8
Tingimus, et fikseeritud oleviku korral tulevik ei so˜ltu minevikust, ei ole
ta¨idetud, st. kui seisundiks lugeda u¨hel pa¨eval toimunu (sadas/ei sadanud),
siis ei ole tegu Markovi ahelaga.
Loeme protsessi seisundiks kahe ja¨rjestikuse pa¨eva ilma, ta¨histame E0 =
(0, 0), E1 = (1, 0), E2 = (0, 1), E3 = (1, 1). Sellisel juhul on juba tegu Mar-
kovi ahelaga, sest see mis juhtub edasi kahe pa¨eva kombinatsiooni mo˜ttes,
so˜ltub sellest, mis toimus u¨ks samm tagasi. Kirjutades va¨lja vastava u¨leminekumaatriksi,
saame
P =
00
10
01
11


00 10 01 11
0.7 0 0.3 0
0.5 0 0.5 0
0 0.4 0 0.6
0 0.2 0 0.8


∑
1
1
1
1
Siin maatriksis on neli tundmatut parameetrit (0.7, 0.5, 0.4, 0.2).
1.1.2 U¨leminek k sammu jooksul. Chapman-Kolmogorovi vo˜rrandid
Olgu meile antud homogeenne Markovi ahel u¨leminekumaatriksiga P = (pij)
ja olgu meie u¨lesandeks leida
P{seisundist i seisundisse j k sammu jooksul} =: pij(k).
Vo˜ime kirjutada
pij(k) = P{Xs+k = j|Xs = i} s on suvaline=
= P{Xk = j|X0 = i} =
=
∞∑
l=0
P{Xk = j,Xm = l|X0 = i} to˜en. korrut. lause= . . .
Tuletame meelde, et P(AB) = P(B)P(A|B), millest ja¨reldub P(AB|C) =
P(B|C)P(A|BC), seega saame:
. . . =
∞∑
l=0
P{Xm = l|X0 = i} ·P{Xk = j|Xm = l, X0 = i} =
=
∞∑
l=0
pil(m)plj(k −m)
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ning seega saame valemi
pij(k) =
∑∞
l=0pil(m)plj(k −m)
mida nimetatakse Chapman-Kolmogorovi valemiks.
Esitame ja¨rgnevas selle vo˜rrandi maatrikskujul. Ta¨histades P (k) = (pij(k)),
vo˜ib vo˜rrandi va¨lja kirjutada ja¨rgnevalt: P (k) = P (m) · P (k −m). Valides
m = 1 saame P (k) = P (1)P (k − 1) = P · P (k − 1). Siis na¨iteks
k = 2 korral P (2) = P · P (1) = P · P = P 2,
k = 3 korral P (3) = P · P (2) = P · P 2 = P 3,
seega u¨lemineku to˜ena¨osused k sammu jaoks on P (k) = P k .
Na¨ide 1.1.8 (Ilma mudel, ja¨rg). Vaatleme na¨ites 2 ka¨sitletud ilma mudelit,
kus u¨leminekuto˜ena¨osused olid antud maatriksiga
P =
(
α 1− α
β 1− β
)
.
Soovime vastust ku¨simusele, et kui ta¨nane ilm on teada, siis milline ilm on
to˜ena¨oliselt u¨lehomme? Vastavalt a¨sjaleitud valemile
P (2) = P 2 =
(
α 1− α
β 1− β
)(
α 1− α
β 1− β
)
= . . .
ja vo˜ttes α = 0.7 ning β = 0.4 saame, et
. . . =
(
0.7 0.3
0.4 0.6
)(
0.7 0.3
0.4 0.6
)
=
(
0.61 0.39
0.52 0.48
)
1.1.3 Markovi ahelate seisundite klassifikatsioon
Definitsioon 1.1.5 (Ebaoluline seisund). Seisundit Ei (ehk i) nimetatakse
ebaoluliseks, kui leidub ta¨isarv t0 > 0 ja leidub seisund Ej nii, et pij(t0) > 0
(i-st j-i saab minna positiivse to˜ena¨osusega), kuid pji(t) = 0 ∀t = 1, 2, . . ..
Kui P(A) > 0, siis Suurte Arvude Seaduse po˜hjal nAn → P(A) > 0 ⇒ nA
on mingist kohast alates suurem nullist to˜ena¨osusega 1 (su¨ndmus A toimub
varem vo˜i hiljem, kuna tema to˜ena¨osus on positiivne).
Ebaoluline seisund saab esineda ainult lo˜plik arv kordi, varem vo˜i hiljem ta
”kaob”. Vastasel juhul nimetatakse seisundit oluliseks.
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Definitsioon 1.1.6 (Kaasnevad seisundid). Seisundeid Ei ja Ej nimetatak-
se kaasnevateks, kui mingite t > 0 ja s > 0 korral pij(t) > 0 ja pji(s) > 0.
Na¨ide 1.1.9. Olgu Markovi ahel nelja seisundiga: E1, E2, E3, E4 ja u¨lemi-
nekumaatriks olgu
P =


0 12
1
2 0
1
2 0 0
1
2
0 0 12
1
2
0 0 12
1
2

 .
Mida oskame o¨elda antud Markovi ahela seisundite kohta?
E1 on ebaoluline, sest sattudes E3 (vo˜i E4) pole vo˜imalik jo˜uda tagasi E1.
E2 on ebaoluline, sest sattudes E4 (vo˜i E3) pole vo˜imalik jo˜uda tagasi E2.
E3, E4 on olulised ja kaasnevad (t = s = 1).
Tuletame meelde, et seisundit Ei nimetatakse neelavaks, kui pii = 1 (u¨leminek
u¨he sammuga), seega ja¨relikult pii(t) = 1, ∀t = 1, 2, . . ..
Na¨ide 1.1.10. Vaatleme juhuslikku ekslemist, kus 0 ja N on neelavad sei-
sundid. Vaatleme u¨leminekumaatriksi
P =
0
1
2
3
...
N


0 1 2 3 · · · N
1 0 0 0 · · · 0
1− p 0 p 0 · · · 0
0 1− p 0 p · · · 0
0 0 1− p 0 · · · 0
...
...
. . . p
0 0 . . . 0 1


∑
1
1
1
1
...
1
seisundeid olulisuse/ebaolulisuse seisukohalt.
Seisundid 0 ja N on neelavad ja olulised seisundid.
Seisund 1 on ebaoluline, kuna p10 > 0, aga p01(t) = 0 ∀t korral.
Seisund 2 on ebaoluline, kuna p20(2) = p21 · p10 = (1 − p)2 > 0, aga
p02(t) = 0 ∀t = 1, 2, . . . jaoks.
Olulisust saab na¨idata mo˜lema neelava seisundi jaoks.
Olgu {Xn} homogeenne Markovi ahel seisunditega E0, E1, . . ..
Ta¨histame
S0 := ko˜igi ebaoluliste seisundite klass,
SEi := Ei-ga kaasnevate seisundite klass.
Kui Ej ∈ SEi , siis Ei ∈ SEj (st. kaasnevus on su¨mmeetriline suhe). Seega
vo˜ib o¨elda, et SEi = SEj , kui Ei ja Ej on kaasnevad.
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Olgu Ek /∈ SEi . Siis SEk ∩SEj = ∅ (on mittelo˜ikuvad, sest kui leiduks u¨hine
element, siis oleks Ek ja Ei juba kaasnevad). Seega ko˜igi oluliste seisun-
dite hulk jaguneb teineteist va¨listavateks kaasnevate seisundite klassideks
S1, S2, S3, . . ..
Ko˜ik seisundid kokku moodustavad klassi S = S0 ∪ S1 ∪ S2 ∪ S3 ∪ . . ..
Lemma 1.1.1. Kui Markovi ahel satub olulisse seisundisse Ei, siis ta ei
va¨lju enam kunagi klassist SEi .
◮
Vaatleme eraldi kahte vo˜imalust klassist SEi va¨ljumiseks:
a) Su¨steem (Markovi ahel) ei saa sattuda u¨hessegi teise olulisse seisun-
disse Ej /∈ SEi , vastasel juhul
1) Ej kas kaasneb Ei-ga, st. Ei ⇆ Ej , mis on vastuolus sellega, et
Ej /∈ SEi
vo˜i
2) Ei on ebaoluline, st. Ei → Ej , aga Ei 8 Ej , see on aga vastuolus
lemma eeldusega, et Ei on oluline seisund.
b) Su¨steem ei saa sattuda u¨hessegi ebaolulisse seisundisse Ej ∈ S0. Kui
ta seda teeks, siis mingi Er korral tekib variant, kus Ei → Ej → Er,
aga Ej 8 Er. Sellel on kaks alajuhtu:
(A) Ei → Ej → Er, kuid Ej 8 Er ja Ei 8 Er – vastuolu eeldusega,
et Ei on oluline,
(B) Ei → Ej → Er, kuid Ej 8 Er ja Ei ← Er – vastuolu eeldusega,
et Ej on ebaoluline, tekib teekond Ej → Er → Ei → Ej .
◭
Definitsioon 1.1.7 (Mittelahutuv Markovi ahel). Markovi ahelat, millel
on ainult u¨ks kaasnevate seisundite klass (S1), nimetatakse mittelahutu-
vaks Markovi ahelaks. Vastasel juhul nimetatakse Markovi ahelat lahutuvaks
(S1, S2, S3, . . . – lo˜plik vo˜i lo˜pmatu hulk).
Allpool on kujutatud Markovi ahela struktuuri kirjeldav u¨levaatlik tabel.
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S0 S1 S2 S3 S4 · · ·
S0 z z z z z · · ·
S1 0 SM 0 0 0 · · ·
S2 0 0 SM 0 0 · · ·
S3 0 0 0 SM 0 · · ·
S4 0 0 0 0 SM · · ·
...
...
...
...
...
...
. . .
Toodud Markovi ahelate seisundite lahutuse puhul on ta¨histused ja¨rgmised:
S0 – ebaoluliste seisundite klass,
S1, S2, S3, . . . – oluliste seisundite klassid,
0 – nullidest koosnev maatriks,
z – maatriks, mis vo˜ib sisaldada ka mittenullilisi elemente,
SM – stohhastiline maatriks, st. ridade summad on vo˜rdsed u¨hega.
Ta¨histame to˜ena¨osuse, et la¨htudes seisundist j jo˜utakse sinna esimest korda
uuesti tagasi ta¨pselt n sammuga, ja¨rgnevalt:
fj(n) := P{Xn = j,Xn−1 6= j, . . . , X1 6= j|X0 = j}.
Ma¨rgime veel, et fj(n) ≤ pjj(n), kuna to˜ena¨osus pjj(n) lubab seisundis j
ka¨ia ka enne n-ndat sammu. Seisundisse tagasipo¨o¨rdumise to˜ena¨osuse saa-
me, liites ko˜ik fj(n)-id u¨le vo˜imalike n va¨a¨rtuste, st.
Fj :=
∞∑
n=1
fj(n) = P{la¨htudes seisundist j jo˜utakse kunagi seisu j tagasi}.
Definitsioon 1.1.8 (Korduv seisund). Seisundit Ej nimetatakse korduvaks
(rekurrentseks), kui Fj = 1. Kui Fj < 1, siis seisundit Ej nimetatakse
mo¨o¨duvaks (i.k. transient)(st. me ei saa olla kindlad, et jo˜uame sinna sei-
sundisse tagasi).
Definitsioon 1.1.9 (Nulliline seisund). Seisundit Ej nimetatakse nullili-
seks, kui pjj(n)→ 0, n→∞ (seisundisse tagasipo¨o¨rdumise sˇansid ajas ka-
hanevad). Vastasel korral nimetatakse seisundit mittenulliliseks.
Definitsioon 1.1.10 (Perioodiline seisund). Seisundit Ej nimetatakse pe-
rioodiliseks (perioodiga dj), kui seisundisse Ej tagasipo¨o¨rdumine on posi-
tiivse to˜ena¨osusega, mis on vo˜imalik ainult dj > 1 (vo˜i selle kordse) sammu
jooksul; dj on seejuures suurim sellise omadusega arv.
Na¨iteks Ej −Ej︸︷︷︸
2 sammu
−−−−−Ej︸ ︷︷ ︸
6 sammu
−Ej︸︷︷︸
2 sammu
−−−Ej︸ ︷︷ ︸
4 sammu
− . . .
Periood dj = 2 on suurim u¨histegur arvuhulgale {n : pjj(n) > 0}.
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Na¨ide 1.1.11.
0 1 2
p = 1
2
p
=
1
2
p = 1
2
p
=
1
2
p = 1
2
p
=
1
2
j
j + 1
j + 2
t
[Joonis: paremale liikumise ja paigale ja¨a¨mise to˜ena¨osus on 12 ]
Antud juhul on tegu juhusliku ekslemisega koos paigaltammumisega. Pare-
male liikumise ja kohaleja¨a¨mise to˜ena¨osus on 12 . Paneme ta¨hele, et
fj(1) =
1
2 (paigaltammumise to˜ena¨osus),
fj(n) = 0, n > 1(vasakule tagasi ei saa minna)
ja
Fj :=
∞∑
n=1
fj(n) =
1
2
< 1,
st. to˜ena¨osus jo˜uda seisundist j tagasi (u¨ldse kunagi) on 12 , seega j on
mo¨o¨duv seisund.
Kuna
pjj(n) = P{teha n paigaltammumist} =
(
1
2
)n
→ 0 (n→∞),
siis vo˜ib o¨elda, et j on nulliline seisund (∀j korral). Perioodilisusest ra¨a¨kida
ei saa, sest dj = 1, aga peaks olema dj > 1 (arvuhulk {n : pjj(n) > 0} on
antud juhul naturaalarvude hulk).
Na¨ide 1.1.12 (Su¨mmeetriline juhuslik ekslemine). Ta¨histame liikumist sam-
mul n
Yn =


+1, paremale liikumine to˜ena¨osusega 12
−1, vasakule liikumine to˜ena¨osusega 12
Olgu Xn – asukoht pa¨rast sammu n, siis
Xn = X0 + Y1 + Y2 + . . .+ Yn.
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0 1 2
p = 1
2
p =
1
2
p =
1
2
p = 1
2
p =
1
2
p = 1
2
j − 1
j
j + 1
t
[Joonis: paremale ja vasakule liikumise to˜en. on 12 ]
Paigaltammumise to˜ena¨osus on null, st. see on va¨listatud. Iga seisund j on
perioodiline perioodiga dj = 2. Kas seisund j on korduv (st. kas Fj=1) ?
fj(1) = 0 (u¨he sammuga tagasi ei tule, tammumist ei ole),
fj(2) = P{+− vo˜i−+} = 12 · 12 + 12 · 12 = 12 ,
fj(3) = 0,
fj(4) = P{++−− vo˜i−−++} =
(
1
2
)4
+
(
1
2
)4
= 18 ,
fj(5) = 0,
fj(6) = 4 ·
(
1
2
)6
= 116 ,
fj(7) = 0,
fj(8) = 10 ·
(
1
2
)8
= 5128 .
Tekib ebareeglipa¨rane to˜ena¨osuste jada (va¨hemalt lihtsat reeglit ei ole), ei
ole selge, kas Fj = 1 vo˜i Fj < 1. Selle ku¨simuse lahendame hiljem teiste
vo˜tetega.
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1.2 Tarvilikud ja piisavad tingimused seisundi kor-
duvuseks. Solidaarsusteoreem
Tuletame mugavama kriteeriumi seisundi korduvuse kontrollimiseks. Kasu-
tame sellist matemaatilist vahendit nagu genereeriv funktsioon.
Definitsioon 1.2.1 (Genereeriv funktsioon). Arvujada {an}∞n=1 genereeri-
vaks funktisooniks nimetatakse funktsiooni a(z) =
∑∞
n=1 anz
n. 1
Teoreem 1.2.1. Ej on korduv seisund parajasti siis, kui
Pj :=
∞∑
n=1
pjj(n) =∞.
Mo¨o¨duva (mittekorduva) seisundi korral kehtib valem Fj =
Pj
1+Pj
, kus Pj on
lo˜plik arv.
◮
Ta¨isto˜ena¨osuse valemit P(A) =
∑
P(A|Bi)P(Bi) rakendades (Bi-d on tei-
neteist va¨listavad) saame, et
pjj(n) = fj(1)pjj(n− 1) + fj(2)pjj(n− 2) + . . .+ fj(n− 1)pjj(1) + fj(n) · 1.
(1.1)
Ma¨rgime, et jadade {pjj(n)}∞n=1 ja {fj(n)}∞n=1 genereerivad funktsioonid on
Pj(z) =
∞∑
n=1
pjj(n) · zn
ja
Fj(z) =
∞∑
n=1
fj(n) · zn.
Korrutades valemit (1.1) zn-ga ja seeja¨rel summeerides saame, et
Pj(z) =
∞∑
n=1
pjj(n)z
n =
= zfj(1)
∞∑
n=1
pjj(n− 1)zn−1 + z2fj(2)
∞∑
n=2
pjj(n− 2)zn−2 + . . .
= Fj(z)(1 + Pj(z)),
millest suurused Pj(z) ja Fj(z) avalduvad ja¨rgmisel kujul:
1Kui jada {an} on to˜kestatud (|an| < M), siis astmerida a(z) koondub ∀|z| < 1 korral,
sest
|a(z)| ≤
∑
|an||z|
n
< M
∞∑
n=0
|z|n = M ·
1
1− |z|
<∞.
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(A) Pj(z) =
Fj(z)
1−Fj(z) ,
(B) Fj(z) =
Pj(z)
1+Pj(z)
= 11
Pj(z)
+1
.
Vaatleme nu¨u¨d teoreemi va¨idet. Korduvus ta¨hendab, et Fj = 1. Seega peame
na¨itama, et Pj =∞⇔ Fj = 1.
Piisavus.
Kui Pj = ∞, siis limz↑1 Pj(z) = Pj = ∞. (B) po˜hjal saame nu¨u¨d, et
limz↑1 Fj(z) = 1.
Tarvilikkus.
Kui Fj = 1, siis ka limz↑1 Fj(z) = 1 ning (A) po˜hjal saame, et limz↑1 Pj(z) =
∞ ehk Pj =∞.
Mo¨o¨duva seisundi Ej korral on Pj < ∞ (lo˜plik) ja kui vo˜tta z = 1, siis
Pj(1) = Pj <∞ ning Fj = Fj(1) (B)= Pj(1)1+Pj(1) =
Pj
1+Pj
.
◭
Na¨ide 1.2.1 (Su¨mmeetriline juhuslik ekslemine: ja¨rg). Ja¨tkame eelmist
na¨idet ja vaatleme su¨mmeetrilist juhuslikku ekslemist.
Ta¨histasime liikumist sammul n
Yn =


+1, paremale liikumine to˜ena¨osusega 12
−1, vasakule liikumine to˜ena¨osusega 12 .
Leiame
pjj(1) = 0,
pjj(2) =
1
2 = C
1
2 (
1
2)(
1
2),
pjj(3) = 0, kuna oli perioodiline,
pjj(4) = P{2 paremale ja 2 vasakule} = C24 (12)
2
(12)
2
= 38 .
U¨ldjuhul saame siit, et
pjj(n) = C
n
2
n (
1
2)
n
2 (12)
n
2 .
Kas seisund j on korduv ?
Teame, et kui
Pj =
∑∞
n=1 pjj(n) = ∞⇔ j on korduv ,
< ∞⇔ j on mo¨o¨duv .
Teame nu¨u¨d, et kui
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n paaritu, siis pjj(n) = 0,
n paaris, siis pjj(n) = pjj(2k) = C
k
2k(
1
2)
k
(12)
k
= Ck2k · 122k ,
k = 1, 2, 3, . . . ; Ck2k =
(2k)!
k! k! .
Rea koonduvuse kontrollimiseks kasutame Stirlingi valemit: 2
k! ∼
√
2pik
(
k
e
)k
.
Stirlingi valemi kohaselt
Ck2k =
(2k)!
k! k!
∼
√
2pi2k · (2k)2k · ek · ek
e2k · √2pik · kk · √2pik · kk =
22k√
pik
.
Seega saame, et pjj(2k) = C
k
2k · 122k ∼ 1√pik .
Saame harmoonilise rea
∞∑
k=1
1√
pik
=
1√
pi
∞∑
k=1
1√
k
=∞, millest
∑
k
pjj(2k) =∞
ja sellest tulenevalt on seisund j korduv (to˜ena¨osusega 1 jo˜uame sellesse seisu
tagasi). Su¨mmeetrilise juhusliku ekslemise ko˜ik seisundid j = 0,±1,±2, . . .
on korduvad.
Milline sisu on summal
∑
n pjj(n)?
Ta¨histame Njj-ga seisundisse j tagasijo˜udmiste koguarvu la¨htudes seisun-
dist j. Defineerime indikaatori:
I{Xn=j} =
{
1, kui Xn = j,
0, kui Xn 6= j.
Indikaatorite summa u¨le ko˜igi n va¨a¨rtuste annabki Njj . Leiame mitu korda
keskmiselt jo˜utakse seisundisse j tagasi:
ENjj = E(
∞∑
n=1
I{Xn=j}|X0 = j) = . . .
Kui on tegu mittenegatiivsete juhuslike suurustega, siis vo˜ib keskva¨a¨rtuse
vo˜tta igast liikmest eraldi (u¨ldjuhul vo˜ib lo˜pmatust arvust liikmetest kesk-
va¨a¨rtuse vo˜tmisega tekkida probleeme).
. . . =
∞∑
n=1
E(I{Xn=j}|X0 = j) =
2Ma¨rgiga ’∼’ ta¨histame asu¨mptootilist ekvivalentsi, st. an ∼ bn parajasti siis, kui
an
bn
→ 1, n → ∞. Samal ajal ei pea vahe (an − bn) → 0. Na¨iteks 2n ∼ 2(n − 3). Rea
koonduvuse ma¨a¨ramiseks ei ole vaja suuremat ta¨psust kui asu¨mptootiline ekvivalents. On
teada, et kui an ∼ bn, siis Σnan <∞⇔ Σnbn <∞ ja samuti on read koos hajuvad.
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=
∞∑
n=1
(1 ·P{Xn = j|X0 = j}+ 0 ·P{Xn 6= j|X0 = j}) =
=
∞∑
n=1
pjj(n).
Meenutame, et seisundit j nimetatakse nulliliseks, kui pjj(n)→ 0 (protsessis
n→∞).
Ja¨reldame, et mo¨o¨duv seisund on alati nulliline st. kui rida koondub, siis rea
u¨ldliige la¨heneb nullile. Teisiti kirjapanduna:
Kui j on mo¨o¨duv ⇔
∑
n
pjj(n) <∞⇒ pjj(n)→ 0, kui n→∞.
Vo˜tame kokku erinevad klassifikatsioonid:
1) korduv – mo¨o¨duv,
2) perioodiline – mitteperioodiline,
3) nulliline – mittenulliline.
Seega saab ko˜ik seisundid jagada 23 = 8 klassiks allja¨rgnevalt.
perioodilised
nulliline
+
mittenulliline
-
k
o
r
d
u
v
+
m
o¨
o¨
d
u
v
- ⋆
mitteperioodilised
nulliline
+
mittenulliline
-
k
o
r
d
u
v
+
m
o¨
o¨
d
u
v
- ⋆
⋆ - mo¨o¨duv seisund ei saa olla mittenulliline. Seega ja¨a¨b ja¨rgi kuus seisun-
dite klassi/tu¨u¨pi.
Teoreem 1.2.2 (Solidaarsusteoreem). Mittelahutuvas Markovi ahelas on
ko˜ik seisundid u¨ht ja sama tu¨u¨pi, st. kui va¨hemalt u¨ks seisund on perioodi-
line, siis ka ko˜ik teised seisundid on perioodilised; kui va¨hemalt u¨ks seisund
on korduv, siis ko˜ik seisundid on korduvad; kui va¨hemalt u¨ks seisund on
nulliline, siis ko˜ik seisundid on nullilised.
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◮
Nullilisus
Teame, et ko˜ik seisundid mittelahutuvas Markovi ahelas kaasnevad teine-
teisega. Vaatleme kahte suvalist erinevat seisundit Ek ja Ej . Kuna nad on
kaasnevad, siis kaasnevuse definitsiooni kohaselt ∃ M,N : pkj(N) > 0 ja
pjk(M) > 0. Vaatleme lisaks to˜ena¨osust pkk(N +M + n) = . . ., rakendame
Chapman-Kolmogorovi vo˜rrandit, saame, et . . . =
∑∑
pkl(N)pls(n)psk(M),
n = 0, 1, 2, . . .. Hindame
pkk(N +M + n) ≥ pkj(N)︸ ︷︷ ︸
α>0
pjj(n) pjk(M)︸ ︷︷ ︸
β>0
= α · β · pjj(n), n = 0, 1, 2, . . .
Analoogiliselt saame, et pjj(N + M + n) ≥ α · β · pkk(n), n = 0, 1, 2, . . .
Kokkuvo˜ttes saame vo˜rratuste paari
1
α · β · pkk(n+M +N) ≥ pjj(n) ≥ α · β · pkk(n−M −N). (1.2)
Sellest ja¨reldub, et Ej on nulliline (pjj(n)→ 0) parajasti siis, kui pkk(n)→
0, n→∞, st. Ek on nulliline.
Korduvus
Oletame, et Ek on korduv, st. Pk :=
∑∞
n=1 pkk(n) =∞, siis
Pj ≥
∞∑
n=N+M
pjj(n)
(1.2)
≥ αβ
∞∑
n=N+M
pkk(n−M −N) = αβ
∞∑
n=0
pkk(n) =∞
ja seega Ej on korduv.
Perioodilisus
Oletame, et Ek on perioodiline perioodiga dk, st. kui pkk(n) > 0 mingi n
korral, siis n
... dk, n on dk mingi ta¨isarvkordne. Kuna aga pkk(M + N) ≥
pkj(N) · pjk(M) = α · β ≥ 0 ja kuna Ek on peroodiline, siis sammude arv
peab jaguma perioodiga, st. N +M
... dk.
Vaatleme nu¨u¨d seisundit Ej ja na¨itame, et Ej on samuti perioodiline, kus-
juures dj = dk. Kui pjj(n) > 0, siis (1.2) to˜ttu pkk(n +M +N) > 0. Kuna
Ek on perioodiline, siis sellest ja¨reldub, et n + M + N
... dk ja sellest, et
N + M
... dk ja¨reldub, et n
... dk, millest tuleneb, et Ej on perioodiline ja
tema periood dj ≥ dk. Kui nu¨u¨d la¨htuda seisundi Ej perioodilisusest, siis
saaksime dj ≤ dk. Seega kokkuvo˜ttes saime su¨mmeetrilist arutelu kasutades,
et dk = dj .
◭
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Definitsioon 1.2.2. Mittelahutuvat Markovi ahelat nimetatakse perioodili-
seks (korduvaks, nulliliseks), kui tema seisundid on perioodilised (korduvad,
nullilised).
Oletame, et Markovi ahel on perioodiline. Siis Markovi ahela seisundid jagu-
nevad alamklassidesse.
Teoreem 1.2.3. Kui Markovi ahel on perioodiline perioodiga d, siis tema
seisundite hulk jaguneb d alamklassiks R0, R1, R2, . . . , Rd−1 nii, et igal sam-
mul toimub to˜ena¨osusega 1 u¨leminek klassist Rk klassi Rk+1 ning klassist
Rd−1 tagasi klassi R0.
17
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1.3 Juhuslikud ekslemised vo˜rel
1.3.1 Juhuslik ekslemine sirge ta¨isarvulistel punktidel
Vaatleme osakest, mis liigub vo˜rel punktist k punkti k + 1 to˜ena¨osusega
p > 0 ja punktist k punkti k − 1 to˜ena¨osusega q = 1 − p > 0, kusjuures
p+ q = 1 ning u¨leminekud on so˜ltumatud.
Olgu X0 algseisund, seisund hetkel n (tehtud on n sammu) aga
Xn = X0 + Y1 + Y2 + . . .+ Yn,
kus
Yi =
{
+1, to˜ena¨osusega p,
−1, to˜ena¨osusega q.
Meile on teada, et seisundid (seega ka kogu ahel) on korduvad, kui p = q =
1
2 .
Teoreem 1.3.1 (Korduv Markovi ahel). U¨lalkirjeldatud juhuslik ekslemine
on korduv Markovi ahel parajasti siis, kui p = q = 12 .
◮
Kuna 0 < p < 1, siis saame ja¨reldada, et ko˜ik seisundid on kaasnevad, seega
on ahel mittelahutuv. Sellisele ahelale saame rakendada solidaarsusteoreemi,
piisab na¨idata u¨he seisundi korduvust. Rakendades teoreemi 1.2.1 na¨itame
seisundi j korduvust.
Seisund j on korduv ⇔
∞∑
n=1
pjj(n) =∞.
Seisund j on mo¨o¨duv ⇔
∞∑
n=1
pjj(n) <∞.
On selge, et paaritu arvu sammudega ei jo˜ua tagasi samasse seisu:
• pjj(2k + 1) = 0, k ≥ 0,
• pjj(2k) = Ck2kpkqk (binoomjaotus).
Kasutame Stirlingi valemit n! ∼ √2pin(ne )n. Kuna
Ck2k =
(2k)!
k! k!
∼ 4
k
√
pik
,
18
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siis
pjj(2k) ∼ (4pq)
k
√
pik
.
Vaatleme lugejat:
4pq = 4p(1− p) =
{
= 1, kui p = q = 12 ,
< 1, kui p 6= q.
p = q = 12 korral
∑∞
k=1 pjj(2k) =∞, sest
∑∞
k=1
1√
pik
=∞, st. ahel on korduv
(kuna k aste on 12 < 1).
p 6= q korral
∞∑
k=1
(4pq)k√
pik
< . . .
kuna
√
pik > 1 ∀ k korral, seega asendades √pik u¨hega, avaldis kasvab,
. . . <
∞∑
k=1
(4pq)k = . . .
ja kasutades nu¨u¨d geomeetrilise jada summa valemit, saame
. . . =
4pq
1− 4pq <∞,
st. rida koondub. Ja¨relikult koondub ka ekvivalentne rida
∑∞
k=1 pjj(2k) ning
seega on mittesu¨mmeetriline ekslemine mo¨o¨duv.
◭
Intuitiivne po˜hjendus toodud teoreemile oleks ja¨rgmine.
Kui ekslemine on su¨mmeetriline, siis ”keskeltla¨bi tammume paigal”. Kui p >
q, siis toimub ”triiv” – iga Y la¨heb keskeltla¨bi paremale, EYi = 1·p−1·q > 0.
1.3.2 Su¨mmeetrilised juhuslikud ekslemised ruumis Rk, k ≥ 2
Vaatleme osakest, mis liigub ruumi Rk ta¨isarvulistel punktidel. Ta¨histame
seisundit antud hetkel ja¨rgmiselt: m1,m2, . . . ,mk. Ja¨rgmisesse seisundisse
minekul toimub muutus (kas +1 vo˜i −1) iga koordinaadiga, seega on kokku
2k erinevat vo˜imalust uue seisundi saamiseks. Selline juhuslik ekslemine on
su¨mmeetriline, kui iga vo˜imaliku uue seisundi to˜ena¨osus on 1
2k
.
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Vaatleme juhtu, kui k = 2.
r
r
1
4
+ +
r 1
4
+ -
r
1
4
- +
r1
4
- -
r r
r
r
 
 
 
 
@
@
@
@R
 
 
 
 	
@
@
@
@I Toodud jooniselt on na¨ha,
et on vo˜imalik liikuda
nelja erinevasse punkti
to˜ena¨osusega 14 ja mujale
rohkem liikuda ei saa.
Na¨itame, et korduvuse omadus ja¨a¨b kehtima tasandil, aga mitte ko˜rgema-
dimensonaalses ruumis.
Teoreem 1.3.2. Su¨mmeetriline juhuslik ekslemine on korduv u¨he- ja ka-
hemo˜o˜tmelises ruumis, kuid on mo¨o¨duv ko˜rgemadimensionaalses ruumis (k ≥
3).
◮
Vaatleme juhtu k = 2.
Ta¨histagu Xn = (X
1
n, X
2
n) ahela seisundit hetkel n . Tahame teada, kas∑
p00(n)
{
=∞ (st. seisund null on korduv) ,
<∞ (st. seisund null on mo¨o¨duv) .
Saame, et
p00(2n) = P{X2n = 0|X0 = 0} =
= P{X12n = 0|X10 = 0} ·P{X22n = 0|X20 = 0} = . . .
ning tuginedes eelmise teoreemi to˜estusele vo˜ime ja¨tkata, et
. . . =
[
Cn2n
(
1
2
)2n]2
∼
(
1√
pin
)2
=
1
pin
.
Kuna
∑∞
n=1
1
pin = ∞, siis ka
∑∞
n=1 p00(2n) = ∞ (sest ekvivalentsed read
hajuvad korraga). Ja¨relikult k = 2 korral on seisund null korduv ja solidaar-
susteoreemi po˜hjal on ko˜ik seisundid korduvad, st. Markovi ahel on korduv.
Vaatleme nu¨u¨d juhtu k = 3.
Eelnevaga analoogilisele arutelule toetudes saame, et
p00(2n) =
[
Cn2n
(
1
2
)2n]3
∼
(
1√
pin
)3
=
1
(pin)3/2
.
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Kuna
∑∞
n=1
1
(pin)3/2
< ∞, siis seisund null on mo¨o¨duv ja ko˜ik teised seisun-
did on mo¨o¨duvad.
Kui k > 3, siis n aste kasvab ja
∑∞
n=1
1
(pin)k/2
ja ko˜ik seisundid on mo¨o¨duvad.
◭
21
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1.4 Ma¨ngija laostumise probleem
Ka¨esolevas peatu¨kis vaatleme ja¨rgmist olukorda :
ma¨ngija vo˜idab igas ma¨ngus to˜ena¨osusega p u¨he u¨hiku ja kaotab to˜ena¨osusega
q u¨he u¨hiku, kusjuures p+ q = 1, p, q > 0 ja ma¨ngud on so˜ltumatud.
Probleem: kui suur on to˜ena¨osus, et ma¨ngija, kes alustab ma¨ngu i u¨hikuga,
kogub N u¨hikut enne laostumist.
OlguXn =ma¨ngija seis pa¨rast ma¨ngu n, n = 0, 1, 2, . . . ning eelduse kohaselt
X0 = i. X1, X2, X, . . . on Markovi ahel u¨leminekumaatriksiga
P =
0
1
2
3
...
N


0 1 2 3 · · · N
1 0 0 0 · · · 0
q 0 p 0 · · · 0
0 q 0 p · · · 0
0 0 q 0 · · · 0
...
...
. . . p
0 0 . . . 0 1


∑
1
1
1
1
...
1
,
kus seisundid 0, N on neelavad ja korduvad seisundid. Seisundid { 1, 2, . . . ,
N-1 } on mo¨o¨duvad seisundid, sest ko˜igist neist vo˜ib positiivse to˜ena¨osusega
jo˜uda kas seisundisse 0 vo˜i N , millest enam tagasi ei saa.
Ta¨histame otsitava to˜ena¨osuse
Πi = P{ ma¨ngija i u¨hikuga kogub N u¨hikut enne laostumist }.
Πi leidmiseks kasutame ”tinglikustamist”ehk ”lahkamist”. Lahkame tulemu-
se suhtes avama¨ngu, kasutades ta¨isto˜ena¨osuse valemitP(A) =
∑
P(Bi)P(A|Bi).
Rekursiivse seose
Πi = p ·Πi+1 + q ·Πi−1, i = 1, . . . , N − 1,
abil ongi vo˜imalik leida Πi. Et p+ q = 1, siis u¨laltoodust ja¨reldub, et qΠi +
pΠi = pΠi+1+ qΠi−1 ehk Πi+1−Πi = qp(Πi−Πi−1), kus i = 1, 2, . . . , N − 1.
Suurust Πi+1−Πi nimetame diferentsiks ja suurust Πi−Πi−1 seega eelmiseks
diferentsiks.
Kuna Π0 = 0, st. algkapitali 0 korral oleme kohe laostunud, siis vaatleme
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diferentse, mille korral i > 0.
Π2 −Π1 = qp(Π1 −Π0) = qpΠ1
Π3 −Π2 = qp(Π2 −Π1) =
(
q
p
)2
Π1
...
Πi −Πi−1 = qp(Πi−1 −Πi−2) =
(
q
p
)i−1
Π1
...
+ ΠN −ΠN−1 = qp(ΠN−1 −ΠN−2) =
(
q
p
)N−1
Π1
1−Π1 =
[
q
p + . . .+
(
q
p
)N−1]
Π1
Nu¨u¨d saame, et
1 =
[
1 +
q
p
+ . . .+
(
q
p
)N−1]
Π1
millest ja¨reldub, et
Π1 =
[
1 +
q
p
+ . . .+
(
q
p
)N−1]−1
= . . .
ja kasutades geomeetrilise jada N esimese liikme summa valemit saame, et
. . . =


(
1−
(
q
p
)N
1− q
p
)−1
=
1− q
p
1−
(
q
p
)N , kui q 6= p,
1
N , kui q = p.
Πi leidmiseks liidame i esimest seost:
Πi −Π1 =
[
q
p
+ . . .+
(
q
p
)i−1]
Π1,
millest ja¨reldub, et
Πi =
[
1 +
q
p
+ . . .+
(
q
p
)i−1]
Π1 =


1−
(
q
p
)i
1−
(
q
p
)N , kui q 6= p,
i
N , kui q = p =
1
2 .
Su¨mmeetrilise ekslemise korral on otsitav to˜ena¨osus seega iN (vo˜rdeline esi-
algse kapitaliga).
Kui vaatleme juhtu, kus N →∞, siis
Πi =
{
1−
(
q
p
)i
, kui p > 12 ,
0 , kui q = p = 12 vo˜i p <
1
2 .
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1.5 Ergoodiline teoreem
Vaatleme olukorda, kus Markovi ahel on juba kaua toiminud (n on suur).
Osutub, et teatud tingimustel Markovi ahelate seisundite to˜ena¨osused (sa-
muti u¨leminekuto˜ena¨osused pij(n)) stabiliseeruvad st. muutuvad konstant-
seteks.
Ta¨histame to˜ena¨osuse, et n sammu la¨bimisel oleme olnud seisundis j
P{Xn = j} =: pj(n).
Sellisel juhul
pj(n+ 1) =
∑
i
pi(n) · pij(1). (1.3)
Maatrikskujul kirjutades saame, et pin = (p1(n), p2(n), . . .);P = (pij) ning
pin+1 = pinP = pin−1P 2 = . . . = pi0Pn+1, kus pi0 = (p1(0), p2(0), . . .) on
algjaotus. Vo˜ib juhtuda, et pi(n+ 1) = pi(n). Kui see on nii, siis on ka ko˜ik
ja¨rgmised to˜ena¨osused u¨hesugused.
Na¨ide 1.5.1 (Ilmaennustus). Vaatleme juba eelpool ka¨sitletud ilma mude-
lit, kus u¨leminekuto˜ena¨osused olid antud maatriksiga
P =
(
α 1− α
β 1− β
)
.
Olgu ta¨histatud seisundid ja¨rgmiselt: 0 – sajab, 1 – ei saja, siis vo˜ttes α = 0.7
ning β = 0.4 saame, et
P 2 =
(
0.7 0.3
0.4 0.6
)(
0.7 0.3
0.4 0.6
)
=
(
0.61 0.39
0.52 0.48
)
,
P 4 = P 2 · P 2 =
(
0.57 . . . 0.42 . . .
0.56 . . . 0.43 . . .
)
,
P 9 =
(
0.571 . . . 0.429 . . .
0.571 . . . 0.429 . . .
)
,
st veerud muutuvad konstantseteks.
Olgu pi0 = (0.2, 0.8).
Siis pin+1 = pi0 · Pn+1 ja ja¨relikult pi0 · P 9 = (0.571 . . . , 0.429 . . .).
Kui pi0 = (0.3, 0.7), siis saame samuti, et pi0 · P 9 = (0.571 . . . , 0.429 . . .),
st. tulemus ei so˜ltu algjaotusest – ikka on 57% pa¨evadest sajused ja 43%
pa¨evadest kuivad.
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Defineerime Markovi ahelat iseloomustava suuruse.
Definitsioon 1.5.1.
K(n0) = 1− 1
2
sup
i,j
∑
m
|pim(n0)− pjm(n0)|,
kus m ta¨histab veergu ja pim(n0) = P{Xn0 = m|X0 = i}. Suurust K(n0)
nimetame ergoodilisuse kordajaks.
Siin summa
∑
m |pim(n0)−pjm(n0)| kirjeldab u¨leminekumaatriksi Pn0 i-nda
ja j-nda rea erinevust. Kui suurim erinevus maatriksi Pn0 ridade vahel on
va¨ike, siis suurus K(n0) on suur. Oluline on see, kas K(n0) on positiivne vo˜i
vo˜rdne nulliga.
Vaatleme juhtu, kus K(n0) > 0. Lihtne on na¨ha, et see kehtib na¨iteks juhul,
kui leidub va¨hemalt u¨ks seisund Em, kuhu vo˜ib jo˜uda positiivse to˜ena¨osusega
igast seisundist u¨he ja sama sammude arvuga n0:
∃m : ∀i pim(n0) ≥ δ > 0,
ehk, teisiso˜nu, u¨leminekumaatriksi Pn0 m-nda veeru ko˜ik elemendid on suu-
remad kui δ > 0.
Selles va¨ite to˜estuseks piisab ta¨hele panna, et
K(n0) = 0⇔
∑
m
|pim(n0)− pjm(n0)| = 2⇔ ij
(∗ 0 ∗ ∗ . . .
0 ∗ 0 0 . . .
)
,
st. leiduvad read i ja j, kus null on kohakuti mittenulliga. Meil aga on juht,
kus
i
j
(
. . . ∗ . . .
. . . ∗ . . .
)
,
ja¨relikult summa ei saa olla kaks, vaid on va¨iksem kui kaks.
Osutub, et ergoodilisuse kordaja K(n0) positiivsus on piisav tingimus, et
to˜ena¨osused stabiliseeruksid.
Na¨ide 1.5.2. Olgu meil perioodiline ahel kahe seisundiga E1 ja E2. Sellisel
juhul K(n0) = 0,
P (2n) =
(
1 0
0 1
)
ja
P (2n+ 1) =
(
0 1
1 0
)
.
Stabiliseerumist ei toimu, kuna E1 → E2 to˜ena¨osusega 1 ja ka E2 → E1
to˜ena¨osusega 1; K(n0) = 1− 12(|1− 0|+ |0− 1|) = 0 ∀ n0 korral.
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Teoreem 1.5.1 (Ergoodiline teoreem). Kui K(n0) > 0 mingi n0 korral,
siis leiab aset koondumine ∀ i = 1, 2, . . . limn→∞ pij(n) = limn→∞ pj(n) =:
p∗j , j = 1, 2, . . ., kus to˜ena¨osused p
∗
j moodustavad nn. statsionaase jaotuse,
st. nad rahuldavad vo˜rrandisu¨steemi p∗j =
∑
i p
∗
i pij ning nad ei so˜ltu algjao-
tusest.
◮
Ta¨histame
mj(n) = infi pij(n) (maatriksi P
n j-nda veeru inf) ja
Mj(n) = supi pij(n) (maatriksi P
n j-nda veeru sup).
Leiame
mj(n+ 1) = inf
i
pij(n+ 1)
C.-K. valem
= inf
i
∑
k
pikpkj(n) ≥ . . .
ja kuna pkj(n) ≥ mj(n), siis
. . . ≥ mj(n) inf
i
∑
k
pik = mj(n).
Seega mj(n+ 1) ≥ mj(n) (infiimumite jada on kasvav jada).
Analoogiliselt Mj(n + 1) = supi pij(n + 1) = . . . ≤ Mj(n) (supreemumite
jada on kahanev jada). Seega
mj(1) ≤ mj(2) ≤ . . .mj(n) ≤ . . . ≤Mj(n) ≤Mj(n− 1) ≤ . . . ≤Mj(1),
st. monotoonselt kasvav (kahanev) to˜kestatud jada on koonduv. Sellest ja¨reldub,
et leiduvad piirva¨a¨rtused. Kas nende piirva¨a¨rtuste vahe on null?
Olgu α ja β kaks suvalist seisundit.
Hindame
0 = 1− 1 =
∑
k
pαk(n0)−
∑
k
pβk(n0) =
∑
k
+
[pαk(n0)− pβk(n0)︸ ︷︷ ︸
≥0
] +
∑
k
−
[pαk(n0)− pβk(n0)︸ ︷︷ ︸
<0
].
Ja¨relikult on need summad absoluutva¨a¨rtuselt vo˜rdsed ja ergoodilisuse kor-
daja vo˜ime kirjutada ja¨rgmiselt:
K(n0) = 1− sup
α,β
∑
j
+
[pαj(n0)− pβj(n0)].
Hindame vahet
Mj(n0)−mj(n0) = sup
α
pαj(n0)− inf
β
pβj(n0) =
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= sup
α,β
[pαj(n0)− pβj(n0)] ≤ . . .
Kui vaatame ko˜iki vo˜imalikke paare, siis saame hinnata, et
. . . ≤ sup
α,β
∑
k
+
[pαk(n0)− pβk(n0)] = 1−K(n0).
Hindame vaadeldud vahet ka sammude arvu n0+n korral, kus n on suvaline:
Mj(n0 + n)−mj(n0 + n) = sup
α,β
[pαj(n0 + n)− pβj(n0 + n)] =
= sup
α,β
[∑
k
pαk(n0)pkj(n)−
∑
k
pβk(n0)pkj(n)
]
=
= sup
α,β
∑
k
[pαk(n0)− pβk(n0)]pkj(n) ≤
≤ sup
α,β
∑
k
+
[pαk(n0)−pβk(n0)]Mj(n)+sup
α,β
∑
k
−
[pαk(n0)−pβk(n0)]mj(n) = . . .
ja kuna need kaks summat on absoluutva¨a¨rtuselt vo˜rdsed, siis
. . . = sup
α,β
∑
k
+
(pαk(n0)− pβk(n0))[Mj(n)−mj(n)] =
= (1−K(n0))(Mj(n)−mj(n)).
Vo˜ttes n = n0, saame
Mj(2n0)−mj(2n0) ≤ (1−K(n0))(Mj(n0)−mj(n0)) ≤ [1−K(n0)]2.
Kui n = (N − 1)n0, siis
Mj(Nn0)−mj(Nn0) ≤ [1−K(n0)]N → 0, kui N →∞.
Seega N kasvades tulemus va¨heneb!
To˜estasime tulemuse n0-kordsete va¨a¨rtuste korral. Kuid monotoonsuse to˜ttu
kehtib see ka n0 mittekordsete va¨a¨ruste korral. Seega, arvestades Mj(n) ja
mj(n) monotoonsust, oleme na¨idanud, et
Mj(n)−mj(n)→ 0, kui n→∞.
Ja¨relikult
lim
n
Mj(n) = lim
n
mj(n) =: p
∗
j
ja seega on nende piirva¨a¨rtuste vahe to˜epoolest null.
Lisaks, eelduse po˜hjal mj(n) ≤ pij(n) ≤ Mj(n), ja kuna mj(n) ja Mj(n)
piirva¨a¨rtused on samad, siis
lim
n
pij(n) = p
∗
j ,
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st. maatriksi Pn = (pij(n)) veerud muutuvad konstantseteks.
Ta¨histame
pj(n) = P{Xn = j} =
∑
k
p0kpkj(n),
∑
k
p0k = 1.
Vaatleme vahet
|pj(n)− p∗j | =
∣∣∣∑ p0kpkj(n)− p∗j ∣∣∣ = . . .
Kuna
∑
k p
0
k = 1, siis
. . . =
∣∣∣∑ p0k(pkj(n)− p∗j )∣∣∣ ≤∑
k
p0k|pkj(n)− p∗j | ≤ . . .
ning kuna Mj(n) ≥ pkj(n) ≥ mj(n) ja Mj(n) ≥ p∗j ≥ mj(n), siis
. . . ≤ (Mj(n)−mj(n))
∑
k
p0k =Mj(n)−mj(n)→ 0.
Seega siis pj(n)→ p∗j .
Ja¨a¨b u¨le na¨idata, et p∗j rahuldavad teoreemi va¨ites toodud su¨steemi.
Chapman-Kolmogorovi vo˜rrandist saame, et pkj(n+1) =
∑
i pki(n) · pij(1).
Minnes n-iga piirile saame, et
lim
n→∞ pkj(n+ 1) =
∑
i
lim
n→∞ pki(n)pij(1).
NB! Selline piirva¨a¨rtuse ja summa vahetus eeldab lo˜plikku summat; loendu-
va summa korral – u¨htlasi koondumisi. Oletame, et u¨ks neist eeldustest on
ta¨idetud. Siis
p∗j =
∑
i
p∗i · pij .
◭
Na¨ide 1.5.3 (Ilmaennustus, ja¨rg). Meid huvitab endiselt see, mitu protsenti
pa¨evadest on sajused ja mitu protsenti kuivad. U¨leminekuto˜ena¨osused olid
antud maatriksiga
P =
(
0.7 0.3
0.4 0.6
)
.
Vastavalt a¨sjato˜estatud teoreemile saame, et{
p∗0 = p
∗
0 · 0.7 + p∗1 · 0.4 ,
p∗1 = p
∗
0 · 0.3 + p∗1 · 0.6 .
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{
0.3p∗0 = 0.4p
∗
1,
p∗0 + p
∗
1 = 1 .
Siit saame, et p∗0 =
0.4
0.3p
∗
1 =
4
3p
∗
1 ja
p∗0 =
4
7
= 0.5714 , p∗1 =
3
7
= 0.4285 .
Na¨ide 1.5.4. Vaatleme kahte maletajat:
A Esimene maletaja on ”ku¨lma ko˜huga- temal tuju ja partiide tulemused
ei so˜ltu eelmistest ma¨ngudest.
B Teine maletaja on emotsionaalne – partiid ma¨ngima minnes so˜ltub ta
tuju (ja uue partii tulemus) eelmise partii tulemusest.
Vaatleme pikka partiide jada, mille korral iga ma¨ngu vo˜ib vaadelda Markovi
ahela sammuna, st. ma¨ngijale mo˜jub ainult eelmine ma¨ng. U¨leminekumaatriksid
(1 – vo˜it, 2 – viik, 3 – kaotus) avalduvad ja¨rgmisel kujul:
PA =
1
2
3

 p r qp r q
p r q


∑
1
1
1
ja
PB =
1
2
3

 p+ ε r q − εp r q
p− ε r q + ε


∑
1
1
1
.
Kumb ma¨ngija kogub pika turniiri jooksul rohkem punkte? Kummal juhul
on vo˜idu statsionaarne to˜ena¨osus suurem?
PA
2 = PA · PA =

pp+ pr + pq = p r qp r q
p r q


Iga n korral seega PA
n = PA, millest ja¨reldub, et
lim
n
pij(n) = pij =


p, kui j = 1
r, kui j = 2
q, kui j = 3
.
Seega p∗1 = p, p
∗
2 = r ja p
∗
3 = q (see on stabiilne protsess).
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Ergoodiline teoreem u¨tles, et p∗j =
∑
i p
∗
i pij . Vaatleme nu¨u¨d olukorda, kus
pij on PB elemendid. Saame vo˜rrandisu¨steemi

p∗1(p+ ε) + p
∗
2p+ p
∗
3(p− ε) = p∗1
p∗1r + p
∗
2r + p
∗
3r = p
∗
2
p∗1(q − ε) + p∗2q + p∗3(q + ε) = p∗3
p∗1 + p
∗
2 + p
∗
3 = 1
.
Vo˜rrandisu¨steemist saame, et r = p∗2, ja¨relikult viikide statsionaarne to˜ena¨osus
on mo˜lemal ma¨ngijal sama suur.
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Peatu¨kk 2
Poissoni protsessid
2.1 Eksponentjaotus kui ma¨luta jaotus.
Eksponentjaotuse omadused
Et eksponentjaotus on juhuslike protsesside teoorias (ja eriti Poissoni prot-
sesside juures) olulisel kohal, vaatleme siin paragrahvis la¨hemalt mo˜ningaid
eksponentjaotuse kasulikke omadusi. Esmalt tuletame meelde, et pidev (ja
mittenegatiivsete va¨a¨rtustega) juhuslik suurus T on eksponentjaotusega (T ∼
E(λ)), kui tema tihedusfunktsioon fT avaldub kujul fT (t) = λe−λt, t ≥ 0 ja
jaotusfunktsioon kujul FT (t) := P{T ≤ t} = 1− e−λt.
Eksponentjaotuse karakteristlik omadus: eksponentjaotus on ”ma¨luta”
jaotus.
Na¨ide 2.1.1 (Lambi to¨o¨tamise aeg). Ta¨histagu T lambi to¨o¨iga, T ∼ E(λ),
ja olgu meil teada fakt, et lamp on to¨o¨tanud juba va¨hemalt aja s, st. T ≥ s.
Leiame, kui suur on to˜ena¨osus, et lamp to¨o¨tab veel va¨hemalt aja t, kui on
teada, et ta on juba to¨o¨tanud aja s:
P{T ≥ t+ s| T ≥ s} = P{T ≥ t+ s}
P{T ≥ s} =
e−λ(t+s)
e−λs
= e−λt.
Osutub, et otsitav to˜ena¨osus ei so˜ltu s va¨a¨rtusest!
Seega, kui lampide to¨o¨iga on antud eksponentjaotusega T ∼ E(λ), siis need
lambid, mis on juba to¨o¨tanud aja s, on ta¨pselt sama head kui uued lambid.
Graafiliselt va¨ljendudes ta¨hendab see omadus, et eksponentjaotuse tingliku
tihedusfunktsiooni graafik alates suvalisest punktist s on sama kujuga kui
graafik, mis algab punktist 0:
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S = e−λs
λe−λt λe−λt+λs
t0
λ
s
[Joonis: (tinglik) eksponentjaotus alates hetkest s ka¨itub ta¨pselt nagu
esialgne jaotus alates hetkest 0]
Lemma 2.1.1 (Eksponentjaotuse karakteristlik omadus). (Pidev) juhuslik
suurus T on eksponentjaotusega T ∼ E(λ) parajasti siis, kuiP{T ≥ t+s|T ≥
s} = P{T ≥ t}.
◮
(⇒) To˜estatud na¨ites 2.1.1.
(⇐) Oletame, et kehtib P{T ≥ t+ s|T ≥ s} = P{T ≥ t}. Sellest seosest ja
tingliku to˜ena¨osuse valemist P{T ≥ t+s|T ≥ s} = P{T≥t+s}
P{T≥s} saame, et
kehtib P{T ≥ t+s} = P{T ≥ t}P{T ≥ s}. Lahutame viimase vo˜rduse
mo˜lemad pooled suurusest P{T ≥ s} ja jagame la¨bi t-ga, saame
P{T ≥ s} −P{T ≥ s+ t}
t
= P{T ≥ s} · 1−P{T ≥ t}
t
. (2.1)
Arvestades jaotusfunktsiooni definitsiooni ja T pidevust, saame FT (s) :=
P{T ≤ s} = 1 − P{T > s} = 1 − P{T ≥ s}, mis koos seosega (2.1)
annab
FT (s+ t)− FT (s)
t
= [1− FT (s)] · FT (t)
t
.
Protsessis t→ 0 saame siit omakorda seose F ′T (s) = [1−FT (s)]F
′
T (0).
Ta¨histame λ = F
′
T (0), siis F
′
T (s) = [1− FT (s)]λ, millest
[1− FT (s)]′
1− FT (s) = −λ ehk (ln[1− FT (s)])
′
= −λ.
Seega 1 − FT (s) = e−λs+c ja tingimusest FT (0) = 0 saame c = 0,
millega olemegi na¨idanud, et T ∼ E(λ).
◭
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Lemma 2.1.2. Olgu T1, . . . , Tn so˜ltumatud juhuslikud suurused, Tk ∼ E(λk),
k = 1, . . . , n. Siis juhuslik suurus T = min{T1, . . . , Tn} ∼ E(λ1 + . . .+ λn).
◮
Arvutame
P{T > x} = P{min{T1, . . . , Tn} > x} kuiminTk>x, siis ∀Tk>x=
= P{
n⋂
k=1
(Tk > x)} so˜ltumatus=
n∏
k=1
P{Tk > x} eksponentjaotuse eeldus=
=
n∏
k=1
e−λkx = e−(λ1+...+λn)x.
Seega T ∼ E(λ1 + . . .+ λn).
◭
Erijuhul, kui Tk ∼ E(λ), ja¨reldub eelmisest lemmast, et T ∼ E(nλ).
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2.2 Poissoni protsessi mo˜iste
Definitsioon 2.2.1. Juhuslikku protsessi {N(t), t ≥ 0} nimetatakse loen-
davaks protsessiks, kui N(t) on mingite su¨ndmuste (u¨tleme su¨ndmuse A)
toimumiste koguarv ajavahemikus [0, t].
Eriti ta¨htis loendav protsess on Poissoni protsess.
Definitsioon 2.2.2. Loendavat protsessi {N(t), t ≥ 0} nimetatakse Pois-
soni protsessiks, kui
(1) N(0) = 0,
(2) protsessi juurdekasvud on so˜ltumatud (st. iga t1 ≤ t2 ≤ t3 ≤ t4 korral
N(t4)−N(t3) ja N(t2)−N(t1) on so˜ltumatud juhuslikud suurused),
(3) su¨ndmuste arv mistahes lo˜igul pikkusega t on Poissoni jaotusega ju-
huslik suurus keskva¨a¨rtusega λt, st suvalise s, t ≥ 0 korral
P{N(t+ s)−N(s) = n} = (λt)
n
n!
e−λt, n = 0, 1, 2, . . . .
Tingimusest (3) ja¨reldub, et EN(t) = E[N(t)−N(0)] = λt ja λ nimetatakse
protsessi intensiivsuseks. Et tingimuses (3) toodud to˜ena¨osus ei so˜ltu hetkest
s, siis protsess on ajaliselt homogeenne.
Na¨ide 2.2.1.
• N(t) on ajahetkeks t lo˜hustunud aatomite arv radioaktiivse aine puhul.
• Kindlustuses: N(t) on liikluso˜nnetuste arv ajahetkeks t.
• N(t) on telefonijaama saabunud va¨ljakutsete arv ajahetkeks t.
Poissoni protsessi on vo˜imalik defineerida ka teisiti. Selleks tuletame meelde,
et su¨mbol o(t) ta¨histab ko˜rgemat ja¨rku lo˜pmata va¨ikest suurust vo˜rreldes
suurusega t vaadeldavas protsessis.
Definitsioon 2.2.3. Loendav protsess {N(t), t ≥ 0} on Poissoni protsess,
kui
(1’) N(0) = 0,
(2’) {N(t), t ≥ 0} juurdekasvud on statsionaarsed ja so˜ltumatud,
(3’) P{N(t) = 1} = λt+ o(t), kui t→ 0,
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(4’) P{N(t) ≥ 2} = o(t), kui t→ 0.
Seega u¨tleb omadus (3’), et ta¨pselt u¨he su¨ndmuse toimumise to˜ena¨osus
lu¨hikese ajavahemiku jooksul on ligikaudu vo˜rdeline selle ajavahemiku pik-
kusega. Omaduse (4’) ja¨rgi aga on rohkem kui u¨he su¨ndmuse toimumine
sama lu¨hikese ajavahemiku jooksul praktiliselt vo˜imatu (su¨ndmused ei toi-
mu mitmekaupa). Paneme veel ta¨hele, et omaduse (1’) to˜ttu on to˜ena¨osus, et
su¨ndmus A toimub mingil etteantud ajamomendil t0 vo˜rdne nulliga. Seega
ajavahemike otspunktide sisse- vo˜i va¨ljaarvamine ei muuda ajavahemikku
sattumise to˜ena¨osusi.
Teoreem 2.2.1. Definitsioonid 2.2.2 ja 2.2.3 on ekvivalentsed.
◮
(⇒) Veendume esmalt, et definitsioonist 2.2.2 ja¨reldub definitsioon 2.2.3.
No˜uded (1’) ja (1) on identsed. Juurdekasvude statsionaarsus (2’) tuleneb
sellest, et (3) po˜hjal on protsessi juurdekasvud so˜ltumata ajaintervalli asu-
kohast Poissoni jaotusega, mille parameeter λt so˜ltub ainult ajaintervalli
pikkusest. Ta¨histame lu¨hiduse mo˜ttes
Pn(t) = P{N(t) = n}.
Vo˜ttes eelduses (3) s = 0 ja n = 1 ja arvestades seost ex = 1 + x+ x
2
2! + . . .
saame, et
P1(t) = P{N(t) = 1} = (λt)
1
1!
e−λt = e−λt · λt =
= [1− λt+ o(t)] · λt = λt+ o(t), kui t→ 0,
millega on na¨idatud, et kehtib ka (3’).
Analoogiliselt saame, et
P0(t) = 1− λt+ o(t).
Lihtsast vo˜rdusest P≥2(t) = 1− P0(t)− P1(t) ja¨reldubki nu¨u¨d omadus (4’).
(⇐) Na¨itame, et definitsioonist 2.2.3 tuleneb 2.2.2. Sisuliselt on vaja na¨idata,
et definitsioonist 2.2.3 ja¨reldub (3), sest (1) ja (2) on ilmsed. Juurdekasvude
statsionaarsust arvestades piisab vaadelda u¨ksnes juhtu s = 0, st. na¨idata
u¨ksnes valemi
P{N(t) = n} = (λt)
n
n!
e−λt, n = 0, 1, 2, . . . (2.2)
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kehtivust. Tuletame P0(t) jaoks diferentsiaalvo˜rrandi ja¨rgmisel teel:
P0(t+ h) = P{N(t+ h) = 0} = P{N(t) = 0, N(t+ h)−N(t) = 0}
= P{N(t) = 0} ·P{N(t+ h)−N(t) = 0} = P0(t) · P0(h),
kus kahe viimase vo˜rduse saamisel on kasutatud vastavalt juurdekasvudse
so˜ltumatust ja statsionaarsust. Seega
P0(t+ h)− P0(t)
h
= P0(t)
P0(h)− 1
h
.
Lastes nu¨u¨d h→ 0 ja arvestades, et (3’) ja (4’) to˜ttu P0(h) = 1−λh+ o(h),
saame vo˜rrandi
P
′
0(t) = −λP0(t) ehk teisiti [lnP0(t)]
′
= −λ,
millest
lnP0(t) = −λt+ c ehk P0(t) = e−λt+c.
Kuna aga P0(0) = 1, siis jo˜uame valemini
P0(t) = e
−λt, (2.3)
mis ongi no˜utud to˜ena¨osus n = 0 korral.
Analoogiliselt n > 0 korral
Pn(t+ h) = P{N(t+ h) = n}
= P{N(t) = n,N(t+ h)−N(t) = 0}
+P{N(t) = n− 1, N(t+ h)−N(t) = 1}
+
n∑
k=2
P{N(t) = n− k,N(t+ h)−N(t) = k}.
So˜ltumatuse to˜ttu avalduvad ko˜ik viimases summas toodud to˜ena¨osused
u¨ksikto˜ena¨osuste korrutiseks, misja¨rel viimast summat saab u¨lalt hinnata
suurusega
n∑
k=2
P{N(t+ h)−N(t) = k} ≤ P{N(h) ≥ 2} = o(h),
kui h→ 0. Seeto˜ttu saame, et
Pn(t+ h) = Pn(t)P0(h) + Pn−1(t)P1(h) + o(h) =
= (1− λh)Pn(t) + (λh)Pn−1(t) + o(h),
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millest
Pn(t+ h)− Pn(t)
h
= −λPn(t) + λPn−1(t) + o(h)
h
.
Lastes h→ 0, jo˜uame vo˜rrandini
P
′
n(t) = −λPn(t) + λPn−1(t).
Selle mugavamaks lahendamiseks ta¨histame Qn(t) = e
λtPn(t). Diferentsee-
rides selle seose mo˜lemaid pooli ning asedades seeja¨rel P
′
n(t) saame ho˜lpsasti
seose
Q
′
n(t) = λQn−1(t). (2.4)
Lahendame selle erijuhul n = 1:
Q
′
1(t) = λQ0(t) = λe
λt · P0(t) = λ
seose (2.3) to˜ttu. Ja¨relikult
Q1(t) = λt+ c
millest
P1(t) = e
−λt(λt+ c),
kus tingimuse P1(0) = 0 to˜ttu peab konstant c olema 0. Seega
P1(t) = e
−λt(λt).
Saadud tulemusest ja¨reldub u¨sna lihtsalt ka valemi (2.2) kehtivus u¨ldjuhul
(kasuta matemaatilise induktsiooni meetodit).
◭
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2.3 Su¨ndmustevaheline aeg Poissoni protsessis
Olgu {N(t), t ≥ 0} Poissoni protsess intensiivsusega λ. Ta¨histame S1 ≤
S2 ≤ . . . su¨ndmuste toimumise momendid selles protsessis ning olgu T1 = S1,
T2 = S2−S1, T3 = S3−S2, . . . ajavahemike pikkused ja¨rjestikuste su¨ndmuste
vahel ehk nn. tu¨hemikud. Selgitame va¨lja tu¨hemike kui juhuslike suuruste
jaotuse.
Esmalt paneme ta¨hele, et su¨ndmus {T1 > t} on samava¨a¨rne su¨ndmusega
{N(t) = 0}, millest
P{T1 > t} = P{N(t) = 0} = P0(t) = e−λt.
Seega T1 on eksponentjaotusega parameetriga λ ehk T1 ∼ E(λ).
Tu¨hemiku T2 jaotuse saamiseks leiame ko˜igepealt tema tingliku jaotuse tin-
gimusel, et T1 = s:
P{T2 > t|T1 = s} = P{0 su¨ndmust vahemikus (s, s+ t] | T1 = s} =
ja kuna juurdekasvud on so˜ltumatud juhuslikud suurused, siis
= P{0 su¨ndmust vahemikus (s, s+ t]} =
ning statsionaarsuse to˜ttu
= P{0 su¨ndmust vahemikus (0, t]} = P0(t) = e−λt.
Na¨eme, et T2 tinglik jaotus ei so˜ltu T1 va¨a¨rtusest, misto˜ttu T2 ja T1 on
so˜ltumatud. Keskmistame nu¨u¨d T2 tinglikud to˜ena¨osused u¨le T1 ko˜ikvo˜imalike
va¨a¨rtuste:
P{T2 > t} = E(P{T2 > t | T1}) =
=
∫ ∞
0
P{T2 > t | T1 = s}fT1(s)ds = e−λt
∫ ∞
0
fT1(s)ds = e
−λt.
Analoogiliselt ja¨tkates saame ja¨rgmise teoreemi.
Teoreem 2.3.1. Tu¨hemikud T1, T2, . . . on so˜ltumatud sama eksponentjao-
tusega juhuslikud suurused, Ti ∼ E(λ).
Ma¨rkus. Teoreem ei tohiks olla u¨llatav. Juurdekasvude so˜ltumatuse ja
statsionaarsuse eeldus on tegelikult samava¨a¨rne va¨itega, et mistahes ajahet-
kel protsess algab to˜ena¨osuslikult uuesti (”taastub”). See ta¨hendab, et sellest
hetkest edasi protsessi ka¨ik ei so˜ltu tema eelnevast kulust (juurdekasvude
so˜ltumatus) ning on sama jaotusega kui esialgne protsess (juurdekasvude
statsionaarsus). Teiste so˜nadega, protsessil puudub ma¨lu ja seeto˜ttu oligi
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oodata tu¨hemike eksponentjaotust.
Raske pole leida ka su¨ndmuste toimumise ajahetkede S1, S2, . . . jaotust. Ku-
na Sn = T1 + T2 + . . .+ Tn, siis on siin tegemist eksponentjaotuse n-kordse
konvolutsiooniga, mis on teatavasti gammajaotus. Vo˜ib aga arutleda ka ot-
seselt: su¨ndmus Sn > t on samava¨a¨rne su¨ndmusega N(t) < n, ja¨relikult
P{Sn > t} = P{N(t) < n} =
n−1∑
k=0
Pk(t) =
n−1∑
k=0
(λt)k
k!
e−λt.
Siit saame avaldada ka jaotusfunktsiooni
FSn(t) = P{Sn ≤ t} = 1−P{Sn > t} = 1−
n−1∑
k=0
(λt)k
k!
e−λt, (2.5)
mille tuletis on gamma-jaotuse tihedus (na¨ita!). Seega on to˜estatud
Lemma 2.3.1. Poissoni protsessis on n-nda su¨ndmuse toimumise hetk Sn
gamma-jaotusega (parameetritega n ja λ) juhuslik suurus.
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2.4 Su¨ndmuste toimumishetkede tinglik jaotus
Oletame, et me teame, et ajavahemikus [0, t) on toimunud ta¨pselt u¨ks
su¨ndmus. Millal see vo˜is toimuda? Juurdekasvude statsionaarsuse po˜hjal ei
oma u¨kski sama pikkusega ajaintervallidest eeliseid teiste ees – ja¨relikult
on loota toimumishetkede u¨htlast jaotust lo˜igul [0, t].
Seda pole to˜esti raske kontrollida: iga s ≤ t korral
P{S1 ≤ s | N(t) = 1} = P{S1 ≤ s,N(t) = 1}
P{N(t) = 1} =
=
P{1 su¨ndmus [0, s] kestel ja 0 su¨ndmust (s, t] kestel }
P{N(t) = 1} =
=
P1(s) · P0(t− s)
P1(t)
=
λse−λs · e−λ(t−s)
λte−λt
=
s
t
,
mis ta¨hendabki S1 u¨htlast jaotust lo˜igul [0, t). Tulemust saab u¨ldistada ju-
hule, kus meil on teada, et ajavahemikus [0, t] on toimunud n su¨ndmust.
Selleks tuletame meelde mo˜ned ja¨rkstatistikutega seotud faktid.
Olgu Y1, Y2, . . . , Yn juhuslikud suurused. Ja¨rjestame nad kasvavalt, ta¨histades
Y(1) ≤ Y(2) ≤ . . . ≤ Y(n). Suurusi Y(1), . . . , Y(n) nimetatakse ja¨rkstatistikuteks.
(Paneme ta¨hele, et pidevate juhuslike suuruste korral on vo˜rduste Y(i) = Y(j)
to˜ena¨osused nullid). Kui Yi, i = 1, . . . , n on so˜ltumatud ja sama jao-
tusega pidevad juhuslikud suurused tihedusega f(x), siis ja¨rkstatistikute
u¨histihedus on
fY(1),Y(2),...,Y(n)(y1, y2, . . . , yn) =
=
∑
δ(y1,...,yn)
fY1,...,Yn(y1, . . . , yn) =
= n! f(y1) · . . . · f(yn), y1 < y2 < . . . < yn.
Tegur n! tuleneb siin sellest, et la¨htesuuruste Y1, Y2, . . . , Yn ko˜ik n! permu-
tatsiooni annavad ja¨rkstatistikutele u¨he ja sama va¨a¨rtuskomplekti. Na¨iteks
lo˜igul [0, t] u¨htlase jaotusega so˜ltumatute juhuslike suuruste, mille u¨ksik-
tihedused on f(y) = 1t , ja¨rkstatistikute u¨histiheduseks on
n!
tn (piirkonnas
0 ≤ y1 < y2 . . . < yn ≤ t, st n-mo˜o˜tmelise kuubi u¨hes ”nurgas”).
Teoreem 2.4.1. Tingimusel, et ajamomendiks t on Poissoni protsessis toi-
munud n su¨ndmust, on nende toimumishetkede S1, S2, . . . , Sn u¨hisjaotus sa-
ma nagu lo˜igul [0, t] u¨htlase jaotusega so˜ltumatutest juhuslikest suurustest
saadud ja¨rkstatistikutel.
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Ma¨rkus. Teoreemi intuitiivne ta¨hendus on selles, et kui me ja¨lgime su¨ndmuse
A toimumise hetki Poissoni protsessis teatud aja va¨ltel, siis na¨ivad nad jao-
tuvat ajateljel u¨htlaselt, ilma et tekiks olulisi kuhjumisi.
◮
Vaatleme 0 ≤ t1 < t2 < . . . < tn < tn+1 ≡ t ja olgu hi piisavalt va¨ike selleks,
et ti + hi < ti+1, i = 1, 2, . . . , n. Leiame nu¨u¨d tingliku to˜ena¨osuse
P{ti ≤ Si < ti + hi, i = 1, 2, . . . , n | N(t) = n} =
=
P{1 su¨ndmus igas [ti, ti + hi) ja 0 su¨ndmust mujal [0, t] sees }
P{N(t) = n} =
=
P1(h1) · · ·P1(hn) · P0(t− h1 − h2 − . . .− hn)
Pn(t)
=
=
λh1e
−λh1 · · ·λhne−λhn · e−λ(t−h1−h2−...−hn)
(λt)n
n! e
−λt
=
n!
tn
h1 · h2 · · ·hn.
Seega
P{ti ≤ Si < ti + hi, i = 1, 2, . . . , n | N(t) = n}
h1 · h2 · · ·hn =
n!
tn
ja lastes hi → 0 saamegi (tinglikuks) tiheduseks no˜utava
fS1,S2,...,Sn(t1, t2, . . . , tn | N(t) = n) =
n!
tn
.
◭
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2.5 Poissoni protsessi omadusi
2.5.1 Osaprotsessideks lahutamine
Vaatleme Poissoni protsessi {N(t), t ≥ 0)} intensiivsusega λ. Oletame, et
selles protsessis esineb kahte tu¨u¨pi su¨ndmusi, kusjuures iga su¨ndmus on
I tu¨u¨pi to˜ena¨osusega p ja II tu¨u¨pi to˜ena¨osusega 1 − p. Eeldame veel, et
u¨ksiksu¨ndmuste tu¨u¨bid on u¨ksteisest so˜ltumatud. Na¨iteks, kui kauplusse
saabuvad ostjad Poissoni protsessi kohaselt (intensiivsusega λ), siis vo˜ib nad
jagada kahte tu¨u¨pi vastavalt soole: I tu¨u¨pi su¨ndmus ta¨hendaks naiskliendi
saabumist (to˜ena¨osus 0.6) ja II tu¨u¨pi su¨ndmus ta¨hendaks meeskliendi saa-
bumist (to˜ena¨osus 0.4). Seejuures ja¨rjekordse kliendi tu¨u¨p ei so˜ltu eelnevate
klientide tu¨u¨bist.
Olgu {N1(t), t ≥ 0} ja {N2(t), t ≥ 0} vastavalt I ja II tu¨u¨pi su¨ndmuste arv
ajavahemikus [0, t], N(t) = N1(t) +N2(t).
Teoreem 2.5.1. Protsessid {N1(t), t ≥ 0} ja {N2(t), t ≥ 0} on so˜ltumatud
Poissoni protsessid intensiivsusega vastavalt λp ja λ(1− p).
◮
Olgu n,m ≥ 0 ja ta¨histame su¨ndmused A = {N1(t) = n,N2(t) = m} ja
B = {N(t) = n+m}. Kuna {N(t), t ≥ 0} on Poissoni protsess, siis
P(B) =
(λt)n+m
(n+m)!
e−λt.
Nu¨u¨d paneme ta¨hele, et fikseeritud summa N(t) = n + m korral I tu¨u¨pi
su¨ndmuste arv N1(t) on binoomjaotusega juhuslik suurus, misto˜ttu
P(A|B) = Cnn+mpn(1− p)m.
Korrutame saadud avaldised:
P{N1(t) = n,N2(t) = m} = Cnn+mpn(1− p)m ·
(λt)n+m
(n+m)!
e−λt =
=
(λtp)n
n!
e−λtp · (λt(1− p))
m
m!
e−λt(1−p).
Seega avaldub N1(t) ja N2(t) u¨hisjaotus on kahe Poissoni jaotusega juhusliku
suuruse to˜ena¨osusfunktsioonide korrutisena. Leiame N1(t) marginaaljaotuse
summeerides u¨le N2(t) ko˜igi va¨a¨rtuste:
P{N1(t) = n} =
∞∑
m=0
P{N1(t) = n,N2(t) = m} =
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=
(λtp)n
n!
e−λtp
∞∑
m=0
(λt(1− p))m
m!
e−λt(1−p) =
(λtp)n
n!
e−λtp.
Siit ja¨reldubki, et protsess {N1(t), t ≥ 0} on Poissoni protsess intensiivsusega
λp. Analoogiliselt saame, et {N2(t), t ≥ 0} on Poissoni protsess intensiivsu-
sega λ(1− p).
◭
Vaatleme nu¨u¨d veidi u¨ldisemat olukorda, kus I ja II tu¨u¨bi to˜ena¨osused ei ole
konstantsed, vaid so˜ltuvad ajast. Ta¨psemalt: olgu to˜ena¨osus, et ajamomendil
s toimuv su¨ndmus on I tu¨u¨pi, vo˜rdne p(s). To˜ena¨osus, et ta on II tu¨u¨pi on
seega 1− p(s). To˜estame eelmise teoreemiga analoogilise va¨ite:
Teoreem 2.5.2. Protsessid {N1(t), t ≥ 0} ja {N1(t), t ≥ 0} on so˜ltumatud
Poissoni protsessid intensiivsusega vastavalt λpt ja λ(1− pt), kus
pt =
1
t
∫ t
0
p(s)ds.
◮
To˜estuska¨ik kordab eelmise teoreemi to˜estust. Ainus erinevus seisneb selles,
et fikseeritud summa N(t) = n+m korral I tu¨u¨pi su¨ndmuste arvu N1(t) jao-
tus on ku¨ll binoomjaotus, kuid teistsuguse parameetriga. Ta¨psemalt, vaatle-
me suvalist su¨ndmust, mis toimub ajaintervallis [0, t]. Juhul, kui ta toimuks
momendil s, siis oleks tema I tu¨u¨pi kuuluvuse tinglik to˜ena¨osus p(s). Teame
aga, et su¨ndmuse toimumise hetk s jaotub u¨htlaselt lo˜igul [0, t], st tema tihe-
dus on 1t . Seega (ta¨is-)to˜ena¨osus, et suvaline lo˜igul [0, t] toimunud su¨ndmus
on I tu¨u¨pi, vo˜rdub
pt =
1
t
∫ t
0
p(s)ds
so˜ltumata sellest, mis tu¨u¨pi on teised su¨ndmused. Nu¨u¨d ja¨a¨b u¨le korrata
eelmise teoreemi to˜estus kuni lo˜puni.
◭
2.5.2 Poissoni protsesside kompositsioon
Eelnevad kaks teoreemi ka¨sitlesid Poissoni protsessi lahutamist kaheks ”osa-
protsessiks”. Huvi pakub aga ka vastupidine olukord, kus on antud kaks
Poissoni protsessi {N1(t), t ≥ 0} ja {N2(t), t ≥ 0} ning me summeerime nad
loomulikul viisil, defineerides N(t) = N1(t) +N2(t).
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Na¨itena vo˜iksime tuua juhu, kus N1(t) ja N2(t) loendavad linnasiseste ja
linnade vaheliste kutsungite arvu telefonikeskjaamas. Siis N(t) on kutsun-
gite koguarv ajavahemikus [0, t).
Sellist summat nimetatakse kompositsiooniks. Enne alapunkti po˜hitulemuse
fikseerimist tuletame meelde, et kehtib ja¨rgmine lemma.
Lemma 2.5.1. Kahe so˜ltumatu Poissoni jaotusega juhusliku suuruse sum-
ma on ka Poissoni jaotusega, kusjuures parameetrid liituvad.
Na¨itame, et kehtib ka ja¨rgmine tulemus.
Teoreem 2.5.3. Kui {N1(t), t ≥ 0} ja {N2(t), t ≥ 0} on so˜ltumatud Pois-
soni protsessid intensiivsusega vastavalt λ1 ja λ2, siis nende kompositsioon
N(t) = N1(t) +N2(t) on Poissoni protsess intensiivsusega λ = λ1 + λ2.
◮
On lihtne na¨ha, et definitsiooni 2.2.2 kaks esimest no˜uet on N(t) puhul
ta¨idetud. Tingimus (3) osutub ta¨idetuks aga seeto˜ttu, et kahe so˜ltumatu
Poissoni jaotusega juhusliku suuruse summa N(t + s) − N(t) = N1(t +
s)−N1(t) +N2(t+ s)−N2(t) on ka Poissoni jaotusega vastavalt eeltoodud
lemmale.
◭
Kui na¨iteks bu¨roo kaks masinakirjutajat teevad teineteisest so˜ltumatult vi-
gu Poissoni protsessi kohaselt intensiivsusega 1 ja 2 viga 5 minuti kohta, siis
ajamomendiks t tehtud vigade koguarv N(t) on Poissoni protsess intensiiv-
susega 3 viga (5 minuti kohta).
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2.6 Poissoni protsessi u¨ldistused
Vaatleme Poissoni protsessi kahte u¨ldistust. Esimene neist on mittehomo-
genne ehk mittestatsionaarne Poissoni protsess, kus lubame protsessi inten-
siivsusel λ so˜ltuda ajast t.
2.6.1 Mittehomogeenne Poissoni protsess
Definitsioon 2.6.1. Loendavat protsessi {N(t), t ≥ 0} nimetatakse mit-
tehomogeenseks Poissoni protsessiks intensiivsusfunktsiooniga λ(t), t ≥ 0,
kui
(1) N(0) = 0,
(2) {N(t), t ≥ 0} juurdekasvud on so˜ltumatud,
(3) P{N(t+ h)−N(t) = 1} = λ(t)h+ o(h), h→ 0 ∀ t korral,
(4) P{N(t+ h)−N(t) ≥ 2} = o(h), h→ 0 ∀ t korral.
Olulist rolli ma¨ngib nu¨u¨d suurus m(t) =
∫ t
0 λ(s)ds. Nimelt na¨itame, et prot-
sessi juurdekasv ajavahemikus [t, t+s) on Poissoni jaotusega keskva¨a¨rtusega
m(t+ s)−m(t):
P{N(t+s)−N(t) = n} = (m(t+ s)−m(t))
n
n!
e−[m(t+s)−m(t)], n ≥ 0. (2.6)
Erijuhuna saaksime siis muidugi, et N(t) ∼ P(m(t)), millest EN(t) = m(t)
ja misto˜ttu funktsiooni m(t) nimetatakse protsessi keskva¨a¨rtusfunktiooniks.
Paneme lisaks ta¨hele, et tavalise Poissoni protsessi korral kehtib λ(t) ≡ λ ja
sel juhul m(t) = λ · t.
Valemi (2.6) to˜estuse idee on sama, mis homogeeense protsessi korral. Fik-
seerime t ja ta¨histame
Pn(s) = P{N(t+ s)−N(t) = n}.
Tuletame diferentsiaalvo˜rrandi P0(s) jaoks. Selleks arvutame
P0(s+ h) = P{N(t+ s+ h)−N(t) = 0}
= P{0 su¨ndmust [t, t+ s) sees, 0 su¨ndmust [t+ s, t+ s+ h) sees}
= P{0 su¨ndmust [t, t+ s) sees} ·P{0 su¨ndmust [t+ s, t+ s+ h) sees}
= P0(s)[1− λ(t+ s)h+ o(h)],
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kus kaks viimast vo˜rdust ja¨relduvad juurdekasvude so˜ltumatusest ja sellest,
et tingimused (3) ja (4) annavad seose P{N(t + s + h) − N(t + s) = 0} =
1− λ(t+ s)h+ o(h). Seega
P0(s+ h)− P0(s)
h
= −λ(t+ s)P0(s) + o(h)
h
,
mis h→ 0 korral annab vo˜rrandi
P
′
0(s) = −λ(t+ s)P0(s).
Selle lahendamiseks leiame esmalt, et [lnP0(s)]
′
= −λ(t+ s) ning siit
lnP0(s) = −
∫ s
0
λ(t+u)du+C = −
∫ t+s
t
λ(y)dy+C = −[m(t+s)−m(t)]+C,
millest
P0(s) = e
−[m(t+s)−m(t)]+C .
Tingimusest P0(0) = 1 saame C = 0. U¨leja¨a¨nud to˜ena¨osuste P1(t), P2(t), . . .
leidmine toimub analoogiliselt teoreemi 2.2.1 to˜estusega.
Na¨ide 2.6.1 (Mittehomogeenne Poissoni protsess). Olgu hamburgerikiosk
avatud 8− 22 ja so˜ltugu ku¨lastajate voo intensiivsus ajast ja¨rgmiselt
λ(t) =


5 + 5t, 0 ≤ t ≤ 3,
20, 3 ≤ t ≤ 8,
20− 3(t− 8), 8 ≤ t ≤ 14,
kus t on aeg alates kioski avamisest (st. t = 0 kell 8 hommikul).
Leiame, kui suur on to˜ena¨osus, et ajavahemikus 10-11 saabub va¨hem kui 3
klienti ehk P{N(3)−N(2) < 3}. Selleks leiame ko˜igepealt Poissoni jaotuse
parameetri:
m(3)−m(2) =
∫ 3
2
λ(s)ds =
∫ 3
2
(5 + 5s)ds = (5s+ 2.5s2)
3
|
2
= 17.5,
seega N(3)−N(2) ∼ P(17.5). Nu¨u¨d otsitav to˜ena¨osus avaldub
P{N(3)−N(2) < 3} =
2∑
k=0
17.5k
k!
e−17.5 = . . . ≈ 0.
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2.6.2 Poissoni liitprotsess
Definitsioon 2.6.2. Juhuslikku protsessi {X(t), t ≥ 0} nimetatakse Pois-
soni liitprotsessiks, kui ta avaldub kujul
X(t) =
N(t)∑
i=1
Yi, t > 0,
kus {N(t), t ≥ 0} on Poissoni protsess ja {Yn, n ≥ 0} on so˜ltumatud sama
jaotusega juhuslikud suurused, mis on so˜ltumatud ka protsessist {N(t), t ≥
0}.
Erijuhul kui Y ≡ 1, i = 1, 2, . . ., siis Poissoni liitprotsess taandub harilikule
Poissoni protsessile N(t).
Na¨ide 2.6.2. Saabugu ostjad kauplusesse Poissoni protsessi kohaselt ja
olgu Yi i-nda ostja poolt kaupluses kulutatud raha. Me vo˜ime lugeda Yi
so˜ltumatuteks juhuslikeks suurusteks (kui mitte arvestada seda, et mo˜ni
ostja kaldub teinekord valima sedasama kaupa, mida teisedki ostjad). Siis
ajamomendiks t kaupluse kassasse kogunenud raha X(t) on Poissoni liitprot-
sess.
Arvutame juhusliku suuruse X(t) keskva¨a¨rtuse ja dispersiooni Poissoni liit-
protsessis. Keskva¨a¨rtuse leiame N(t) suhtes vo˜etud tinglike keskva¨a¨rtuste
keskmistamise teel (”lahkame”N(t) ja¨rgi):
EX(t) = E{E[X(t) | N(t)]}.
Arvutame
E[X(t) | N(t) = n] = E

N(t)∑
i=1
Yi | N(t) = n

 =
= E
[
n∑
i=1
Yi | N(t) = n
]
=
n∑
i=1
E[Yi | N(t) = n] =
=
n∑
i=1
EYi = n · EY1,
kus eelviimane vo˜rdus tuleneb Yi ja {N(t), t ≥ 0} so˜ltumatusest. Ja¨relikult
E[X(t) | N(t)] = N(t)EY1,
millest keskmistamisega u¨leN(t) saame EX(t) = λtEY1, so u¨ksik keskva¨a¨rtus
korrutatud keskmise liidetavate arvuga. Dispersiooni korral on tulemus teist-
sugune. La¨htume sellest, et
DX(t) = EX2(t)− [EX(t)]2 = EX2(t)− λ2t2(EY1)2.
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Ja¨a¨b u¨le arvutada
EX2(t) = E{E[X2(t) | N(t)]}.
Leiame esmalt
E[X2(t) | N(t) = n] = E



N(t)∑
i=1
Yi

2 | N(t) = n

 =
= E

( n∑
i=1
Yi
)2
| N(t) = n

 = E
(
n∑
i=1
Yi
)2
=
= E
n∑
i=1
Y 2i + E

∑
i 6=j
YiYj

 = n · EY 21 +∑
i 6=j
EYiEYj =
= n · EY 21 + n(n− 1)(EY1)2.
Seega
E[X2(t) | N(t)] = N(t) · EY 21 +N(t)(N(t)− 1)(EY1)2,
millest
EX2(t) = EN(t) · EY 21 + E[N(t)(N(t)− 1)](EY1)2.
Arvestades, et EN(t) = λt ja EN2(t) = DN(t) + [EN(t)]2 = λt + λ2t2,
saame pa¨rast lihtsustusi valemi
DX(t) = λtEY1
2.
Seega on tulemus suurem kui u¨ksikdispersioonide ”keskmine”summa
λtDY1 = λt[EY
2
1 − (EY1)2].
Tuletame meelde, et fikseeritud arvu so˜ltumatute juhuslike suuruste korral
kehtib D(
∑n
i=1 Yi) =
∑n
i=1DYi. Seega liidetavate juhuslik arv suurendab
summaarset dispersiooni.
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Peatu¨kk 3
Pideva ajaga Markovi ahelad
3.1 Mo˜iste. Chapman-Kolmogorovi vo˜rrandid
Selles alajaotuses ka¨sitleme juhuslike protsesside klassi, millel on palju eri-
nevaid rakendusi ja mis on tuntud pideva ajaga Markovi ahelate nime all.
Vaadeldav klass on u¨ldisem kui seni ka¨sitletud Poissoni protsesside klass,
sisaldades viimast juba erijuhuna. Alltoodust selgub, et me saame pideva
ajaga Markovi ahela kui la¨htume mingist diskreetse ajaga Markovi ahelast
ja iga u¨leminekuaja (mis diskreetse aja korral vo˜rdub 1 ajau¨hikuga) asen-
dame eksponentjaotusega juhusliku suurusega. Osutub, et eksponentjaotus
on ainus jaotus, mis sellises olukorras sa¨ilitab protsessi Markovi omaduse.
Nagu dikreetse ajaga Markovi ahelate korral, nii eeldame ka siin, et juhusliku
protsessi va¨a¨rtuste hulk on u¨limalt loenduv ning vo˜imalike olekute hulk on
{0, 1, 2, . . .}.
Definitsioon 3.1.1 (Pideva ajaga Markovi ahel). O¨eldakse, et juhuslik
protsess {X(t), t ≥ 0} on pideva ajaga Markovi ahel, kui suvaliste s, t ≥ 0
ja suvaliste mittenegatiivsete ta¨isarvude i, j, x(u), 0 ≤ u < s korral kehtib
vo˜rdus
P{X(t+ s) = j|X(s) = i,X(u) = x(u), 0 ≤ u < s} = P{X(t+ s) = j|X(s) = i}.
Teiste so˜nadega, pideva ajaga Markovi ahel on juhuslik protsess, millel on see
tuntud omadus, et tuleviku X(t+ s) jaotus antud oleviku X(s) ja mineviku
X(u) = x(u), 0 ≤ u < s korral so˜ltub ainult olevikust ja mitte minevikust.
(Kui protsessi seisund mingil ajahetkel on teada, siis mineviku uurimine ei
anna tuleviku kohta mitte mingit lisainformatsiooni.)
Definitsioon 3.1.2 (Statsionaarsed u¨leminekuto˜ena¨osused). Kui to˜ena¨osus
P{X(t+s) = j|X(s) = i} ei so˜ltu s va¨a¨rtusest, siis o¨eldakse, et pideva ajaga
Markovi ahelal on statsionaarsed (e homogeensed) u¨leminekuto˜ena¨osused.
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Edaspidi ka¨sitlemegi ainult selliseid ahelaid.
Na¨itame ko˜igepealt, et pideva ajaga Markovi ahela korral on aeg Ti, mille
va¨ltel seisundisse i sattunud protsess seal pu¨sib, eksponentjaotusega juhuslik
suurus. Selleks oletame na¨iteks, et ajamomendil 0 on protsess seisundis i ja
ta ei ole va¨ljunud sealt 5 minuti jooksul. Kui suur on to˜ena¨osus, et protsess
pu¨sib seisundis i veel 3 minutit? Formaalselt otsime to˜ena¨osust, et P{Ti ≥
8|Ti ≥ 5}. Markovi omaduse to˜ttu on ajahetkel 5 kogu info tuleviku kohta
selles, et hetkeseisund on i ja info ”eelnevad 5 minutit seisundis i” ei oma
mingit ta¨htsust. Seega on otsitav to˜ena¨osus vo˜rdne to˜ena¨osusega, et Ti ≥ 3:
P{Ti ≥ 8|Ti ≥ 5} = P{X(s) = i, 0 ≤ s ≤ 8|X(s) = i, 0 ≤ s ≤ 5}
= P{X(s) = i, 5 < s ≤ 8|X(s) = i, 0 ≤ s ≤ 5}
def
= P{X(s) = i, 5 < s ≤ 8|X(5) = i}
= P{X(s) = i, 0 < s ≤ 3|X(0) = i} = P{Ti ≥ 3}.
U¨ldjuhul saame sama argumentatsiooni kasutades, et iga s, t ≥ 0 korral
P{Ti ≥ s+ t|Ti ≥ s} = P{Ti ≥ t}.
Ja¨relikult (vt. lemma 2.1.1) on tegemist ma¨luta (mittevananeva) jaotusega,
mis saab olla ainult eksponentjaotus.
U¨laltoodu annab vo˜imaluse defineerida pideva ajaga Markovi ahel teisel vii-
sil.
Definitsioon 3.1.3 (Pideva ajaga Markovi ahel). Pideva ajaga Markovi
ahel on juhuslik protsess, mis
1) sattudes seisundisse i ja¨a¨b sinna ajaks Ti ∼ E(λi), kusjuures seisundi-
tes viibimise ajad on so˜ltumatud juhuslikud suurused.
2) va¨ljudes seisundist i, siseneb ta teatava to˜ena¨osusega Pij seisundisse
j, kusjuures u¨leminekuto˜ena¨osused Pij rahuldavad tingimusi Pii = 0
ja
∑
j Pij = 1 iga i korral.
Seega to˜epoolest, pideva ajaga Markovi ahel on juhuslik protsess, kust u¨hest
olekust teise liikumine toimub nagu (diskreetse ajaga) Markovi ahelas, kuid
igas olekus viibimise aeg on eksponentjaotusega juhuslik suurus.
Ta¨histame to˜ena¨osuse, et protsess, mis hetkel s on olekus i, on aja tmo¨o¨dudes
olekus j, ja¨rgmiselt:
Pij(t) = P{X(t+ s) = j|X(s) = i}
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Pu¨u¨ame taoliste to˜ena¨osuste leidmiseks tuletada diferentsiaalvo˜rrandid.
Markovi omadusele tuginedes to˜estame ko˜igepealt ja¨rgmised lemmad.
Lemma 3.1.1. Kehtivad seosed
(a) lim
h→0
1− Pii(h)
h
= λi (3.1)
(b) lim
h→0
Pij(h)
h
= λiPij , kui i 6= j (3.2)
◮
(a) Sisenedes seisundisse i ka¨ivitub (arvestades Ti eksponentsiaalset jao-
tust) Poissoni protsess intensiivsusega λi mis lo˜peb koos u¨leminekuga
teise seisundisse. Poissoni protsessi korral on aga aja h jooksul su¨ndmuse
toimumise to˜ena¨osus (milleks antud juhul on aja h jooksul seisundist
i lahkumise to˜ena¨osus 1−Pii(h)) ligikaudu vo˜rdeline ajaintervalli pik-
kusega: 1− Pii(h) = λih+ o(h). Sellest ja¨reldubki (a).
(b) Kuna Pij(h) on to˜ena¨osus, et protsess la¨heb aja h jooksul seisundist i
seisundisse j, siis me saame ta esitada kahe to˜ena¨osuse korrutisena:
Pij(h) = P{aja h jooksul lahkutakse olekust i}·
P{u¨leminek toimub olekust i olekusse j}
= [1− Pii(h)] · Pij = [λih+ o(h)] · Pij .
Siit ja¨reldub seos (b).
◭
Lemma 3.1.2 (Chapman-Kolmogorovi vo˜rrand). Suvaliste s, t ≥ 0 korral
Pij(t+ s) =
∞∑
k=0
Pik(t) · Pkj(s) (3.3)
◮
Et aja t + s jooksul jo˜uda seisundist i seisundisse j, peab protsess pa¨rast
aja t mo¨o¨dumist olema mingis seisundis k, k = 0, 1, 2, . . .. Summeerimine
u¨le ko˜ikvo˜imalike k va¨a¨rtuste annabki otsitava to˜ena¨osuse:
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Pij(t+ s) ≡ P{X(t+ s) = j|X(0) = i}
=
∞∑
k=0
P{X(t+ s) = j,X(t) = k|X(0) = i}
=
∞∑
k=0
P{X(t) = k|X(0) = i} ·P{X(t+ s) = j|X(t) = k,X(0) = i}
=
∞∑
k=0
P{X(t) = k|X(0) = i} ·P{X(t+ s) = j|X(t) = k}
=
∞∑
k=0
Pik(t) · Pkj(s).
◭
Seos (3.3) on Chapman-Kolmogorovi vo˜rrandi analoog pideva aja jaoks.
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3.2 Kolmogorovi taha- ja ettesuunatud vo˜rrandid
Tuletame nu¨u¨d to˜ena¨osuste Pij(t) leidmiseks diferentsiaalvo˜rrandid.
Lemmast 3.1.2 saame ko˜igepealt
Pij(t+ h)− Pij(t) =
∑∞
k=0 Pik(h)Pkj(t)− Pij(t) =
=
∑
k 6=i Pik(h)Pkj(t)− [1− Pii(h)]Pij(t).
Jagades la¨bi suurusega h ja arvestades lemmat 3.1.1 na¨eme, et
lim
h→0
Pij(t+ h)− Pij(t)
h
= lim
h→0
∑
k 6=i
Pik(h)
h
Pkj(t)− λiPij(t) (3.4)
Na¨itame nu¨u¨d, et vo˜rduse paremal poolel vo˜ib piirilemineku ja summeeri-
mise ja¨rjekorra a¨ra vahetada. Selleks piisab veenduda, et seal asuv rida on
iga fikseeritud N korral hinnatav
lim inf
h→0
∑
k 6=i
Pik(h)
h
Pkj(t) ≥ lim inf
h→0
N∑
k=0
k 6=i
Pik(h)
h
Pkj(t) = λi
N∑
k=0
k 6=i
PikPkj(t). (3.5)
Teiselt poolt, suurte N korral (N ≥ i)
lim sup
h→0
∑
k 6=i
Pik(h)
h
Pkj(t)
≤ lim sup
h→0

 N∑
k=0
k 6=i
Pik(h)
h
Pkj(t) +
∞∑
k=N+1
Pik(h)
h


= lim sup
h→0

 N∑
k=0
k 6=i
Pik(h)
h
Pkj(t) +
1
h
(
1−
N∑
k=0
Pik(h)
)
= λi
N∑
k=0
k 6=i
PikPkj(t) + λi − λi
N∑
k=0
k 6=i
Pik,
kus viimase vo˜rduse jaoks kasutasime lemmat 3.1.1.
Lastes nu¨u¨d N →∞ (ja arvestades, et Pii = 0) saame, et
lim sup
h→0
∑
k 6=i
Pik(h)
h
Pkj(t) ≤ λi
∑
k 6=i
PikPkj(t), (3.6)
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mis koos vo˜rratusega (3.5) annab vajaliku
lim
h→0
∑
k 6=i
Pik(h)
h
Pkj(t) = λi
∑
k 6=i
PikPkj(t). (3.7)
Asendades viimase avaldise vo˜rduse (3.4) paremasse poolde, vo˜ime lugeda
to˜estatuks ja¨rgmise teoreemi.
Teoreem 3.2.1. Iga i, j, t ≥ 0 korral
P
′
ij(t) = λi
∑
k 6=i
PikPkj(t)− λiPij(t). (3.8)
Vo˜rrandsu¨steem (3.8) on tuntud kui Kolmogorovi tahasuunatud vo˜rrandid.
Taolise vo˜rrandi lahendamist vaatleme konkreetsetel juhtudel (u¨ldjuhul ei
saa).
Saab tuletada veel teistsuguse vo˜rrandisu¨steemi Pij(t) ma¨a¨ramiseks. Selleks
la¨htume ja¨lle Chapman-Kolmogorovi vo˜rrandist (lemma 3.1.2):
Pij(t+ h)− Pij(t) =
∞∑
k=0
Pik(t)Pkj(h)− Pij(t) =
=
∑
k 6=j
Pik(t)Pkj(h)− [1− Pjj(h)]Pij(t).
Seega
lim
h→0
Pij(t+ h)− Pij(t)
h
= lim
h→0

∑
k 6=j
Pik(t)
Pkj(h)
h
−
[
1− Pjj(h)
h
]
Pij(t)

 .
Eeldades, et piirile mineku ja summeerimise ja¨rjekorra vo˜ib a¨ra vahetada,
saame lemmat 3.1.1 kasutades vo˜rrandid
P
′
ij(t) =
∑
k 6=j
λkPkjPik(t)− λjPij(t).
Kahjuks ei ole mainitud vahetus alati o˜igustatud. Osutub aga, et see on
lubatav, kui on ta¨idetud va¨hemalt u¨ks tingimustest:
1) vaadeldaval protsessil on ainult lo˜plik arv seisundeid;
2) iga i korral nende j hulk, mille korral Pij > 0, on lo˜plik;
3) lemmas 3.1.1 (b) na¨idatud koondumine
Pij(h)
h → λiPij on u¨htlane u¨le
ko˜igi i, (i 6= j).
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Tulemuse vo˜tame kokku ja¨rgmise teoreemina.
Teoreem 3.2.2 (Kolmogorovi ettesuunatud vo˜rrandid). Kui on ta¨idetud
mo˜ni tingimustest 1) - 3), siis iga i, j, t ≥ 0 korral
P
′
ij(t) =
∑
k 6=j
λkPkjPik(t)− λjPij(t). (3.9)
Teoreemides 3.2.1 ja 3.2.2 toodud vo˜rrandeid on mo˜nikord vo˜imalik lahen-
dada analu¨u¨tiliselt, enamasti aga mitte. Sageli piisab aga asu¨mptootilisest
lahendist, kus t→∞.
Ja¨rgnevalt uurime la¨hemalt u¨hte pideva ajaga Markovi ahelate erijuhtu.
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3.3 Na¨iteid Kolmogorovi vo˜rrandi lahendamise koh-
ta. Su¨steemi tasakaalu seisund
Vaatleme probleemi, mida vo˜ib ka¨sitleda kahe seisundiga pideva ajaga Mar-
kovi ahelana.
Olgu meil seade (masin), mis to¨o¨tab to˜rgeteta eksponentsiaalse aja E(λ0)
ning rikkis olek (remondiaeg) kestab samuti eksponentsiaalse aja – E(λ1).
Eeldame, et ajahetkel 0 on seade korras (seisund 0) ja ajahetkel 1 on seade
rikkis (seisund 1). Tahame na¨iteks teada, kui suur on to˜ena¨osus, et hetkel
t = 10 on seade to¨o¨korras (kusjuures vahepeal vo˜ib seade olla ka rikkis).
Markovi ahela u¨leminekumaatriks on kujul
P = 0
1
0(
0
1
1
1
0
)
,
siit loeme va¨lja, et P00 = 0, P01 = 1, P10 = 1, P11 = 0.
Kirjutame va¨lja Kolmogorovi tahasuunatud vo˜rrandid kujul
P
′
ij(t) = λi
∑
k 6=i
PikPkj(t)− λiPij(t).
{
P
′
00(t) = λ0P01P10(t)− λ0P00(t) (1)
P
′
10(t) = λ1P10P00(t)− λ1P10(t) (2)
Rohkem pole vaja va¨lja kirjutada, kuna P01(t) = 1 − P00(t) ja P11(t) =
1 − P10(t). Korrutades vo˜rrandid (1) ja (2) vastavalt la¨bi λ1 ja λ0-iga ning
vo˜ttes arvesse, et P01 = 1 ja P10 = 1 saame, et
+
{
λ1P
′
00(t) = λ0λ1P10(t)− λ0λ1P00(t)
λ0P
′
10(t) = λ0λ1P00(t)− λ0λ1P10(t)
ning seega kehtib, et
λ1P
′
00(t) + λ0P
′
10(t) = 0
Integreerime: λ1P00(t) + λ0P10(t) = c. Ma¨a¨rame c: P00(0) = 1;P10(0) = 0
(ilma ajakuluta ei saa seisund muutuda). Tehes asenduse saame, et λ1 = c,
λ0P10(t) = λ1(1− P00(t)). Asendame P10(t) vo˜rrandisse (1):
P
′
00(t) = λ1(1− P00(t))− λ0P00(t) = λ1 − (λ0 + λ1)P00(t).
Ta¨histame vo˜rrandi lahendamiseks:
g(t) = P00(t)− λ1
λ0 + λ1
⇒ g′(t) = P ′00(t)
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g
′
(t) = λ1−(λ0+λ1)
[
g(t) +
λ1
λ0 + λ1
]
= −(λ0+λ1)g(t)⇒ g(t) = c·e−(λ0+λ1)t
g(0) = P00− λ1
λ0 + λ1
=
λ0
λ0 + λ1
= c⇒ P00(t) = λ0
λ0 + λ1
e−(λ0+λ1)t+
λ1
λ0 + λ1
Asendades saadud P00(t) eelpool toodud vo˜rrandisse λ0P10(t) = λ1(1− P00(t))
saame, et
P10(t) =
λ1
λ0
[1− P00(t)] = . . . = λ1
λ0 + λ1
− λ1
λ0 + λ1
e−(λ0+λ1)t.
Joonistame selle funktsiooni graafiku, ma¨a¨rates λ0 = 1 ja λ1 = 9, st. korras-
oleku keskmine aeg on 1λ0 = 1 ja rikkisoleku keskmine aeg on
1
λ1
= 19 . Seega
korrasoleku aeg on keskmiselt 9 korda pikem.
Asendame λ0 ja λ1 va¨a¨rtused valemitesse:
P00(t) =
1
10
e−10t +
9
10
, ja kuna e−10t t→∞−→ 0, siis P00(t)→ 0.9
Analoogiliselt saame, et P10(t)→ 0.9.
6P00(t)
-
t
q1
q0.9
6P10(t)
-
t
q1
q0.9
Seda olukorda, kus mo˜lemad to˜ena¨osused on a¨ra stabiliseerunud nimetatak-
se su¨steemi tasakaalu seisundiks. Na¨htub, et pika aja jooksul pole oluline,
millisest seisundist su¨steem startis.
Uurime su¨steemi tasakaaluseisundit.
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Arvestades, et suure t korral to˜ena¨osused stabiliseeruvad, siis lihtsustuvad
ka Kolmogorovi vo˜rrandid. Kui t→∞, siis P ′ij(t) ≈ 0.
Ta¨histame limt→∞ Pij(t) = pj (ei so˜ltu i va¨a¨rtusest). Tahasuunatud vo˜rrandid
annavad meile samasuse:
0 = λ0p0 − λ0p0
0 = λ1p0 − λ1p0
Tasakaaluseisundi va¨ljaselgitamiseks kasutatakse Kolmogorovi ettesuunatud
vo˜rrandeid
P
′
ij(t) =
∑
k 6=j
λkPkjPik(t)− λjPij(t),
tasakaaluseisundis: 0 =
∑
k 6=j λkPkjpk − λjpj , j = 0, 1, 2, . . ..
Meie na¨ites (kahe olekuga) avalduvad need seisundid ja¨rgmiselt:
0 = λ1P10p1 − λ0p0
0 = λ1P10p1 − λ0p0,
millest saame, et λ1p1 = λ0p0. Teiselt poolt p0 + p1 = 1 st p0 = 1 − p1.
Saame:
λ1p1 = λ0(1− p1) = λ0 − λ0p1 ⇒
p1 =
λ0
λ0 + λ1
=
1
10
(rikkisoleku to˜ena¨osus),
p0 =
λ1
λ0 + λ1
=
9
10
(korrasoleku to˜ena¨osus).
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3.4 Tekke ja kao protsessid
Definitsioon 3.4.1 (Tekke ja kao protsess). Pideva ajaga Markovi ahelat
{X(t), t ≥ 0} seisundite hulgaga {0, 1, 2, . . . } nimetatakse tekke ja kao (ka
su¨nni ja surma) protsessiks, kui seisundist n on vo˜imalik u¨le minna u¨ksnes
naaberseisunditesse n− 1 ja n+ 1.
To˜lgendus: u¨leminekut n→ n+ 1 nim. tekkeks, µn– tekke intensiivsus
n→ n− 1 nim. kaoks, νn– kao intensiivsus
Seega tekke ja kao protsessi korral Pij = 0 kui |i−j| ≥ 2. Olgu seisundis n vii-
bimise aeg Tn ∼ E(λn) ning olgu to˜ena¨osused, et u¨lemineku korral su¨steem
la¨heb just nimelt seisundisse n − 1 vo˜i n + 1 vastavalt Pn,n−1 ja Pn,n+1.
Kuna eelduse kohaselt Pnn = 0 ja u¨leminekud kaugemale on va¨listatud, siis
Pn,n−1 + Pn,n+1 = 1.
Definitsioon 3.4.2 (Puhas kao/tekke protsess). Kui on vo˜imalikud ainult
u¨leminekud n → n − 1, siis tekke ja kao protsessi nimetatakse puhtaks kao
protsessiks(µ = 0). Kui on vo˜imalikud ainult u¨leminekud n → n + 1, siis
tekke ja kao protsessi nimetatakse puhtaks tekke protsessiks (ν = 0).
Edaspidi on mugav kasutada suurusi
ν0 = 0,
νn = λnPn,n−1, n ≥ 1,
µn = λnPn,n+1, n ≥ 0,
kusjuures µn + νn = λn.
Lemma 3.1.1 po˜hjal vo˜ib siis u¨htlasi kirjutada, et iga n ≥ 0 korral
lim
h→0
1− Pnn(h)
h
= λn = µn + νn,
lim
h→0
Pn,n−1(h)
h
= νn,
lim
h→0
Pn,n+1(h)
h
= µn.
U¨lalkirjeldatud protsessi korral on suurust X loomulik to˜lgendada teatava
populatsiooni arvukusena ajahetkel t, u¨leminekut n → n + 1 su¨nnina ning
u¨leminekut n→ n−1 surmana. Seose λn = µn+νn to˜ttu jaguneb intensiivsus
λn kaheks liidetavaks, millest µn on sobiv nimetada su¨nni intensiivsuseks ja
νn surma intensiivsuseks.
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3.4.1 Tekke ja kao protsessi modelleerimine
Na¨ide 3.4.1. Su¨nni ja surma protsessi on lihtne modelleerida. Oletame, et
populatsiooni arvukus on parajasti n. Seda arvukust hoiame juhusliku aja
Tn ∼ E(λn) va¨ltel. Seeja¨rel toimub kas su¨nd vo˜i surm, mille otsustamiseks
viskame ”kulli ja kirja”, kus ”kulli”(su¨nd) to˜ena¨osus on µn(νn+µn) ≡
µn
λn
ja
”kirja”(surm) to˜ena¨osus on νn(νn+µn) ≡ νnλn . Kui tulemuseks on ”kull”, siis suu-
rendame populatsiooni u¨he vo˜rra (su¨nd), ”kirja”puhul aga va¨hendame po-
pulatsiooni u¨he vo˜rra (surm). Edasi ootame vastavalt juhusliku aja Tn−1 ∼
E(λn−1) vo˜i Tn+1 ∼ E(λn+1) ja kordame skeemi.
Parameetrite µn ja νn u¨ks vo˜imalik to˜lgendus on ja¨rgmine: kui mingil het-
kel populatsiooni arvukus on n, siis aeg ja¨rgmise su¨nnini on eksponentjao-
tusega keskva¨a¨rtusega 1νn ja aeg ja¨rgmise surmani on ekponentjaotusega
keskva¨a¨rtusega 1µn .
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Na¨ide 3.4.2. Seisundis n ka¨ivitatakse kaks ”eksponentsiaalset kella”.
1. kell hakkab tirisema eksponentsiaalse aja T1 ja¨rel (parameetriga µn).
2. kell hakkab tirisema eksponentsiaalse aja T2 ja¨rel (parameetriga νn).
Tirisevad ta¨iesti juhuslikult, me ei tea kumb tiriseb varem. Kui 1. tiriseb
varem, on tegu tekkega, kui 2. tiriseb varem, on tegu kaoga.
Na¨ide 3.4.3 (Telefonikeskjaam). Olgu telefonikeskjaamas n va¨ljaminevat
liini (st korraga saab sinna sisse helistada maksimaalselt n abonenti). Tele-
foniomanikud helistavad juhuslikel ajamomentidel (see on Poissoni protsess)
intensiivsusega µ. Kui ko˜ik liinid on kinni, siis la¨hevad ko˜ned kaduma (kadu-
dega su¨steem, ei saa ja¨rjekorda ja¨a¨da). Olgu su¨steemi seisundiks ho˜ivatud
liinide arv ja olgu ko˜nede pikkused eksponentsiaalse jaotusega juhuslikud
suurused parameetriga ν.
Ma¨a¨rame µk ja νk, k = 0, 1, 2, . . . , n:
νk = kν, k = 0, 2, . . . , n (kasutame lemmat 2.1.2 eksponentjaotusega
juhuslike suuruste miinimumi kohta),
µk = µ, k = 0, 1, 2, . . . , n− 1 (helistajate arv ei so˜ltu sellest, mitu liini
on ho˜ivatud).
Na¨ide 3.4.4 (Lineaarne kasvumudel). Populatsiooni iga liige vo˜ib surra
intensiivsusega ν ja paljuneb intensiivsusega µ. Kui meil on populatsioonis
n liiget, siis populatsiooni paljunemise koguintensiivsus on µn = nµ, n ≥ 0
ja surmaintensiivsus on νn = nν, n ≥ 1.
Na¨ide 3.4.5 (Ja¨rjekorrasu¨steem M/M/1). Ta¨histatakse M/M/1 (sisend-
voog Markovi protsessi kohaselt / va¨ljundvoog Markovi protsessi kohaselt
(teenindusajad on eksponentsiaalsed ja so˜ltumatud) / teenindajate arv).
Kliendid saabuvad teeninduspunkti, kus on u¨ks teenindaja, Poissoni protses-
si ja¨rgi intensiivsusega µ, st kahe u¨ksteisele ja¨rgneva su¨ndmuse (saabumise)
vaheline aeg on eksponentjaotusega E(µ). Saabudes la¨heb klient teenindaja
juurde, kui too on vaba, vo˜i ja¨rjekorda, kui teenindaja pole vaba. Kui klient
on a¨ra teenindatud, siis ta lahkub ja ja¨rjekorrast tuleb uus klient teenindaja
juurde. Teenindusaeg on eksponentjaotusega E(ν).
Olgu X(t) su¨steemis momendil t viibivate indiviidide arv, st. ja¨rjekorras
viibivate klientide arv + teenindatav, X ≥ 0. Parameetrid: µn = µ, n ≥
0; νn = ν, n ≥ 1.
3.4.2 Tasakaaluvo˜rrandid ja nende lahendamine tekke ja kao
protsesside korral
Ja¨rgnevas pakub meile huvi stabiilseks muutunud su¨steem.
Kolmogorovi ettesuunatud vo˜rrandid avaldusid kujul
P
′
ij(t) =
∑
k 6=j
λkPkjPik(t)− λjPij(t).
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Tasakaaluoleku puhul (t suur):
Pij(t)→ pj , ∀i,
P
′
ij(t)→ 0.
Teeme asendused ka Kolmogorovi vo˜rrandisse, saame, et
0 =
∑
k 6=j
λkPkjpk − λjpj , j = 0, 1, 2, . . . ;
λjpj =
∑
k 6=j
λkPkjpk, j = 0, 1, 2, . . . .
Viimane vo˜rrand ongi tasakaaluvo˜rrandi (steady state) u¨ldine kuju. Ma¨rgime
veel, et Pkj = 0, kui |k − j| ≥ 2 vo˜i k = j.
Ta¨histustest vo˜rrandis:
pj – to˜ena¨osus, et su¨steem on seisundis j
(eeldusel, et su¨steem on tasakaalus),
Pkj – to˜ena¨osus, et su¨steem la¨heb seisundist k seisundisse j
(eeldusel, et toimub muutus),
λj – olekus j viibimise eksponentsiaalse aja parameeter,
λjpj – seisundist j va¨ljumise intensiivsus,
λkPkj – seisundist k seisundisse j u¨lemineku intensiivsus,∑
k 6=j
λkPkjpk – seisundisse j jo˜udmise intensiivsus.
Tekke ja kao korral saame minna ainult naaberseisundeisse (mitte kauge-
male!), samasse seisundisse ei saa ja¨a¨da. Kirjutame va¨lja tasakaaluvo˜rrandi
tekke ja kao protsessi korral:
j = 0: λ0p0 = λ1P10p1,,
j = 1: λ1p1 = λ0P01p0 + λ2P21p2,
j = 2: λ2p2 = λ1P12p1 + λ3P32p3,
u¨ldkujul siis
λjpj = λj−1Pj−1,j · pj−1 + λj+1Pj+1,j · pj+1.
Tekke ja kao protsessi korral kehtib λj = µj+νj , samuti kehtivad asendused
λjPj,j+1 = µj ja λjPj,j−1 = νj . Paneme ta¨hele, et hetkel j = 0 ja¨a¨b ainult
tekke komponent (λ0 = µ0), a¨ra kaduda ei saa midagi (ν0 = 0).
Seda arvestades saame, et
j = 0: (µ0 + ν0)p0 = ν1p1,
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j = 1: (µ1 + ν1)p1 = µ0p0 + ν2p2,
u¨ldjuhul siis
(µj + νj)pj = µj−1pj−1 + νj+1pj+1, j = 1, 2, . . ..
Kirjutades eelneva tabelina u¨les:
seisund lahkumise intensiivsus = saabumise intensiivsus
0 µ0p0 = ν1p1 (0)
1 (µ1 + ν1)p1 = µ0p0 + ν2p2 (1)
2 (µ2 + ν2)p2 = µ1p1 + ν3p3 (2)
...
n (µn + νn)pn = µn−1pn−1 + νn+1pn+1 (n)
Meie eesma¨rgiks on lahendada need vo˜rrandsu¨steemid to˜ena¨osuse suhtes.
Vastavaid vo˜rrandeid liites saame, et
(0) ⇒ µ0p0 = ν1p1
(0) + (1) ⇒ µ1p1 = ν2p2
(0) + (1) + (2) ⇒ µ2p2 = ν3p3
...
(0) + (1) + . . .+ (n) ⇒ µnpn = νn+1pn+1
Avaldades ko˜ik p0 kaudu, saame, et
p1 =
µ0p0
ν1
,
p2 =
µ1p1
ν2
=
µ0µ1p0
ν1ν2
,
p3 =
µ0µ1µ2
ν1ν2ν3
p0,
u¨ldvalem seega
pn =
(
n∏
i=1
µi−1
νi
)
p0. (3.10)
Meile ei ole teada p0, kuid teame, et
∑∞
k=0 pk = 1. Asendades pk saame, et
p0 +
µ0
ν1
p0 +
µ1µ0
ν2ν1
p0 + . . . = 1
ja seega p0 avaldub kujul
p0 =
1
1 +
∑∞
k=1
∏k
i=1
µi−1
νi
. (3.11)
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3.5 Na¨iteid tekke ja kao protsesside uurimise koh-
ta
3.5.1 Kadudega teenindussu¨steem. Erlangi valemid
Vaatleme veel na¨ites 3.4.3 kirjeldatud situatsiooni: oletame, et telefonikesk-
jaama tulevad kutsungid Poissoni protsessi kohaselt, intensiivsusega µ. Ko˜nede
pikkused on so˜ltumatud juhuslikud suurused eksponentjaotusega E(ν). Te-
lefonikeskjaamas on n liini. Abonent saab ra¨a¨kida, kui va¨hemalt u¨ks liin on
vaba, u¨hendus toimub silmapilkselt. Ko˜ikide liinide ho˜ivatuse korral la¨heb
kutsung kaduma st ja¨rjekorda ei eksisteeri.
Telefonikompaniid huvitab kao to˜ena¨osus.
Olgu X(t) := ajahetkel t ho˜ivatud liinide arv (X(t) = 0, 1, 2, . . . , n).
P{kutsung la¨heb kaduma} = pn (n liini on ho˜ivatud, n + 1 kutsung la¨heb
kaduma).
Tekkeintensiivsus (kutsungi tuleku intensiivsus) seisundis k (ho˜ivatud on k
liini) on µk = µ (helistajate arv ei so˜ltu sellest, mitu liini on ho˜ivatud),
k = 0, 1, 2, . . . , n− 1. Kui k = n, siis su¨steemi juurde tulla ei saa (µn = 0).
Kaointensiivsus (ko˜ne pikkuse intensiivsus) seisundis k on νk = kν, k =
0, 1, 2, . . . , n. Ta¨histame su¨steemi koormust (tekke ja kao intensiivsuse jaga-
tist) ja¨rgnevalt: ρ = µν . Teisendades valemit (3.10) saame, et
pk =
(
k∏
i=1
µi−1
νi
)
p0 =
(
k∏
i=1
µ
iν
)
p0 = ρ
k
(
k∏
i=1
1
i
)
p0 =
ρk
k!
p0.
Arvestades, et X(t) vo˜imalikud olekud on 0, 1, . . . , n, saame
p0 =
1
1 +
∑n
k=1
∏k
i=1
µi−1
νi
=
1
1 +
∑n
k=1
ρk
k!
=
1∑n
k=0
ρk
k!
,
seega kao to˜ena¨osus avaldub ja¨rgmiste valemite kaudu:
pn =
ρn
n!
p0, (3.12)
p0 =
1∑n
k=0
ρk
k!
. (3.13)
U¨lalsaadud valemeid nimetatakse Erlangi valemiteks.
Na¨ide 3.5.1. Olgu infotelefonid kahe vo˜i nelja vastuvo˜tjaga (n = 2 vo˜i
n = 4), ja¨rjekorda ei eksisteeri. Vaatleme ko˜ne saamise to˜ena¨osusi:
Kui n = 2, siis
ρ 0.1 0.3 0.5 1 2 3 4 →∞
pn 0.0045 0.335 0.0769 0.2 0.4 0.5294 0.6054 → 1
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Kui n = 4, siis
ρ 0.2 0.6 1 2 4 6 8 →∞
pn 0.0001 0.003 0.0154 0.095 0.311 0.470 0.575 → 1
Ja¨reldus: u¨ks nelja vastuvo˜tjaga infotelefon on kasulikum, kui kaks kahe
vastuvo˜tjaga infotelefoni – kao to˜ena¨osus vo˜rreldavate koormuste korral on
va¨iksem.
3.5.2 Teenindamine ja¨rjekorraga (ja¨rjekorrasu¨steemM/M/n)
Olgu meil su¨steemis n teenindajat (teenindusseadet) ja saabugu tellimused
Poissoni protsessi kohaselt intensiivsusega µ. Tellimuse ta¨itmiseks kulub eks-
ponentsiaalne aeg parameertriga ν. Kui tellimuse saabumise momendil on
u¨ks masin vaba, siis hakkab see silmapilkselt teenindama, vastasel korral
la¨heb tellimus ja¨rjekorda. Ja¨rjekorrast vo˜etakse ta¨itmiseks esimene tellimus.
Probleem: leida tellimuste arvu to˜ena¨osus selles su¨steemis (arvestades ka
ja¨rjekorda).
Olgu X := su¨steemis viibivate tellimuste arv = teeninduses olevate tellimus-
te arv + ja¨rjekorras olevate tellimuste arv, X = 0, 1, 2, . . .. Meid huvitavad
u¨ksikute seisundite to˜ena¨osused p0, p1, p2, . . . . Tunneme huvi stabiilse sei-
sundi vastu. Eeldame, et su¨steem on to¨o¨tanud juba pikka aega ja on tasa-
kaalus.
Vaatleme intensiivsusi:
tekkeintensiivsus: µk = µ, ∀k > 0 (saabumise intensiivsus);
kaointensiivsus: νk =
{
kν, kui 0 ≤ k ≤ n,
nν, kui k > n (su¨steemis on ja¨rjekord).
Valemite (3.10) ja (3.11) po˜hjal saame, et
pk =
{
ρk
k! p0, 1 ≤ k ≤ n,
ρk
n!nk−n
p0, k > n
ja
p0 =
1∑n
k=0
ρk
k! +
ρn
n!
∑∞
k=n+1(
ρ
n)
k−n
.
Siin summa
∑∞
k=n+1(
ρ
n)
k−n on geomeetriline rida teguriga ρn . Vo˜imalikud
on kaks varianti:
• Kui ρn ≥ 1, st. ρ ≥ n, siis summa on lo˜pmatu (koormus on suurem kui
seadmete arv). Ja¨rjekord kasvab (X → ∞), tasakaaluseisundit ei teki
ja stabiilset olukorda ei saabu.
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• Kui aga ρn < 1 ⇔ ρ < n, siis summa on lo˜plik, su¨steem stabiliseerub
ja leiduvad positiivsed to˜ena¨osused p0, p1, . . .,
∑∞
k=0 pk = 1 (su¨steemi
koormus ei ole liiga suur).
3.5.3 Masinate teenindamine
Vaatleme n automaati (masinat, arvutit, . . . ), mis normaalse to¨o¨ juures ei
no˜ua operaatori vahelesegamist ehk teenindamist. Olgu operaatorite (tehni-
kute) arv r, r < n. Eeldame, et iga automaat to¨o¨tab to˜rgeteta eksponent-
siaalse aja parameetriga µ ja automaadi parandamise aeg on eksponentsiaal-
ne parameetriga ν. Rikkisolevat aparaati parandab parajasti u¨ks tehnik.
Kui suure to˜ena¨osusega on korraga rikkis k automaati?
Seisundiks loeme rikkis automaatide arvu, teke – automaat la¨heb rikki, kadu
– automaat parandatakse a¨ra. To˜ena¨osus P{rikkis on k automaati} = pk.
Ta¨histame X:= rikkis olevate automaatide arv, X = 0, 1, 2, . . . , n.
Tekkeintensiivsused:
µk = (n− k)µ, 0 ≤ k ≤ n (hetkel on rikkis k automaati ja to¨o¨tavaid
seadmeid n− k tu¨kki).
Kaointensiivsused:
νk =
{
kν, kui 0 ≤ k ≤ r,
rν, kui k > r (rikkis on rohkem kui parandajaid).
Tuginedes valemitele (3.10) ja (3.11) saame, et
pk =
{
n!
k!(n−k)!ρ
kp0, 1 ≤ k ≤ r
n!
r!rk−r(n−k)!ρ
kp0, r < k ≤ n
ja
p0 =
1∑r
k=0
n!
k!(n−k)!ρ
k +
∑n
k=r+1
n!
rk−rr!(n−k)!ρ
k
.
Na¨ide 3.5.2. Olgu antud, et ρ = 0.2, n = 8, r = 2. Kui palju on u¨hel
tehnikul keskmiselt vaba aega?
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Rikkis olevate Teenindamist ootavate Vabade To˜ena¨osus
automaatide automaatide arv (Y ) tehnikute pk
arv (X = k) arv (Z)
0 0 2 0.2036
1 0 1 0.3258
2 0 0 0.2280
3 1 0 0.1368
4 2 0 0.0684
5 3 0 0.0274
6 4 0 0.0082
7 5 0 0.0016
8 6 0 0.0002
EX =
∑8
i=1 kpk = EY = 0.3978 EZ = 0.7330
∑
= 1
= 1.6648
U¨ks tehnik on seega keskmiselt vaba 0.73302 = 0.3665 ≈ 37% ajast.
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Peatu¨kk 4
Taastuvad protsessid
4.1 Taastuva protsessi mo˜iste
Poissoni protsesside ja pideva ajaga Markovi ahelate korral eeldasime, et
ja¨rjestikuste su¨ndmuste vahelised ajad ehk tu¨hemikud on so˜ltumatud eks-
ponentjaotusega juhuslikud suurused. U¨heks loomulikuks u¨ldistuseks oleks
siin lubada eksponentjaotuse asemel suvalist jaotust. Nii jo˜uamegi taastuvate
protsessideni.
Vaatleme mingi su¨ndmuse A toimumise ajahetki. Olgu Ti i-nda ja (i − 1)
su¨ndmuse toimumise vaheline aeg – tu¨hemik. Ta¨psemalt, olgu T1, T2, . . .
mittenegatiivsed, so˜ltumatud ja sama jaotusega juhuslikud suurused jaotus-
funktsiooniga F (x), kusjuures eeldame, etP{Ti > 0} > 0. Suuruste Ti mitte-
negatiivsusest ja¨reldub, et eksisteerib keskva¨a¨rtus µ = ETi =
∫∞
0 xdF (x) >
0 (kusjuures µ vo˜ib olla lo˜pmatu). Ta¨histame nagu varemgi su¨ndmuse n-nda
toimumise aja
Sn = T1 + T2 + . . .+ Tn, n ≥ 1, S0 = 0,
ning olgu N(t) su¨ndmuste koguarv ajavahemikus [0, t], seega
N(t) = sup{n : Sn ≤ t}.
Definitsioon 4.1.1 (Taastuv protsess). Loendavat protsessi N(t) nimeta-
takse taastuvaks protsessiks, kui tu¨hemikud T1, T2, . . . on mittenegatiivsed,
so˜ltumatud ja sama jaotusega juhuslikud suurused (mingi u¨hise jaotusfunkt-
siooniga F (x), Ti ∼ F ), kusjuures P{Ti > 0} > 0.
Kui ajamomendil t toimub su¨ndmus, st. mingi n korral Sn = t, siis u¨tleme,
et toimub protsessi taastumine. Termin on o˜igustatud: kuna tu¨hemikud on
so˜ltumatud ja sama jaotusega juhuslikud suurused, siis pa¨rast iga taastumist
algab protsess to˜ena¨osuslikult uuesti.
68
MTMS.02.003. Juhuslikud protsessid
Na¨ide 4.1.1 (Pideva ajaga taastuv protsess). Olgu meie ka¨sutuses sama
tu¨u¨pi seadmete lo˜pmatu tagavara. Oletame, et korraga on to¨o¨s u¨ksainus
seade ja selle rikki mineku korral asendatakse ta silmapilkselt uuega. Kui
N(t) on ajamomendiks t rikki la¨inud seadmete arv, siis {N(t), t ≥ 0} on
taastuv protsess.
Vaatleme N(t) lo˜plikkuse ku¨simust.
• Tugeva suurte arvude seaduse po˜hjal Snn → µ > 0 to˜ena¨osusega 1.
Ja¨relikult n → ∞ korral ka Sn → ∞. Ja¨relikult Sn ≤ t ainult lo˜plik
arv kordi, misto˜ttu iga lo˜pliku t korral kehtib N(t) <∞ to˜ena¨osusega
1.
• Samal ajal pole raske na¨ha, et to˜ena¨osusega 1 leiab aset N(∞) :=
limt→∞N(t) =∞ (eeldades, et Tn ei vo˜ta lo˜pmatut va¨a¨rtust positiiv-
se to˜ena¨osusega). To˜epoolest, ainus vo˜imalus selleks, et taastumiste
koguarv N(∞) oleks lo˜plik, on see, et leidub lo˜pmata pikk tu¨hemik
Tn, millest aga saame
P{N(∞) <∞} = P{mingi n korral Tn =∞}
= P
( ∞⋃
n=1
{Tn =∞}
)
≤
∞∑
n=1
P{Tn =∞} = 0.
Tuletame nu¨u¨d u¨he lihtsa seose juhusliku suuruseN(t) jaotuse ja la¨htejaotuse
F vahel. La¨htume ja¨lle faktist, et su¨ndmused {N(t) ≥ n} ja {Sn ≤ t} on
ekvivalentsed. Seejuures on Sn kui so˜ltumatute ja sama jaotusega juhusli-
ke suuruste summa jaotuseks jaotuse F n-kordne konvolutsioon1 iseendaga,
mille ta¨histame Fn(t) = P{Sn < t} = F ∗ F ∗ . . . ∗ F (t). Seeto˜ttu vo˜ib
ho˜lpsasti arvutada N(t) jaotuse:
P{N(t) = n} = P{N(t) ≥ n} −P{N(t) ≥ n+ 1}
= P{Sn ≤ t} −P{Sn+1 ≤ t} = Fn(t)− Fn+1(t). (4.1)
Na¨ide 4.1.2 (Diskreetse ajaga taastuv protsess). Olgu P{Tn = i} = p(1−
p)i−1, i ≥ 1. See ta¨hendab, et me eeldame tu¨hemike geomeetrilist jaotust: Tn
on ta¨isarvuline juhuslik suurus, mida vo˜ib to˜lgendada kui katsete arvu, mis
1Jaotuste konvolutsioon. Olgu antud kaks so˜ltumatut juhuslikku suurust X ∼ F ja
Y ∼ G. Leiame X + Y jaotuse FX+Y :
FX+Y (t) = P{X + Y ≤ t} =
∫
∞
−∞
P{X + Y ≤ t|Y = y}dG(y)
=
∫
∞
−∞
P{X + y ≤ t}dG(y) =
∫
∞
−∞
F (t− y)dG(y) =: F ∗G(t)
Jaotust FX+Y = F ∗G nimetame jaotuste F ja G konvolutsiooniks.
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on vajalik su¨ndmuse A esimeseks toimumiseks so˜ltumatute katsete seerias,
kus igal u¨ksikkatsel on A to˜ena¨osus p. Siis Sn on katsete arv, mis on vajalik
n-nda A saamiseks katseseerias. Sellise suuruse jaotus on nn. negatiivne
binoomjaotus:
P{Sn = k} = Cn−1k−1 pn(1− p)(k−n), k ≥ n.
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4.2 Taastuva protsessi keskva¨a¨rtusfunktsioon
Defineerime taastuva protsessi {N(t), t ≥ 0} keskva¨a¨rtusfunktsiooni m(t):
m(t) = EN(t).
Selle funktsiooni omaduste va¨ljaselgitamisel on taastumisteoorias oluline
osa. Na¨itame esmalt, et funktsioon m(t) on lo˜plik (mis muide ei ja¨reldu
automaatselt sellest, et iga t korral N(t) <∞ to˜ena¨osusega 1).
Lemma 4.2.1. Iga t ≥ 0 korral m(t) <∞.
◮
Kuna P{Tn = 0} < 1, siis leidub arv a > 0, mille korral pa := P{Tn ≥
a} > 0. (To˜epoolest, vastasel juhul saaksime valida jada ak → 0 nii, et
P{Tn ≥ ak} = 0 ehk, teisiti, P{Tn < ak} = 1, millest to˜ena¨osuse pidevuse
to˜ttu P{Tn = 0} = 1 – vastuolu.) Defineerime nu¨u¨d esialgsete tu¨hemike
kaudu uued (lu¨hemad) tu¨hemikud, millel on ainult kaks vo˜imalikku va¨a¨rtust:
T ∗n =
{
0, kui Tn < a
a, kui Tn ≥ a.
Olgu vastav loendav protsess N∗(t) = sup{n : T ∗1 + T ∗2 + . . .+ T ∗n ≤ t}. Ilm-
selt N∗(t) ≥ N(t), misto˜ttu piisab na¨idata, et EN∗(t) <∞. Selleks paneme
esmalt ta¨hele, et uue protsessi taastumised saavad toimuda ainult ajamo-
mentidel 0, a, 2a, 3a, . . . , kusjuures igal sellisel ajahetkel vo˜ib taastumisi olla
kas 1 vo˜i enam. Olgu ni taastumiste arv ajamomendil ia. See on geomeetrili-
se jaotusega juhuslik suurus: P{ni = k} = qk−1a pa, kus qa = 1− pa. Seeto˜ttu
iga i = 0, 1, 2, . . . korral Eni =
1
pa
. Et aga ajamomendini t on taolisi a-
kordseid hetki ko˜ige enam [ ta ] + 1 tu¨kki, siis taastumiste keskmine koguarv
kuni momendini t on
EN∗(t) ≤ [
t
a ] + 1
pa
<∞.
◭
Tuletame nu¨u¨d seose keskva¨a¨rtusfunktsiooni m(t) ja tu¨hemike jaotuse F
vahel:
m(t) = EN(t) =
∞∑
n=1
P{N(t) ≥ n} = . . .
{N(t) ≥ n} = {ajamomendiks t on toimunud va¨hemalt n su¨ndmust} = {Sn ≤ t}
. . . =
∞∑
n=1
P{Sn ≤ t} =
∞∑
n=1
Fn(t),
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kus me kasutame fakti, et mittenegatiivse ta¨isarvulise juhusliku suuruse X
korral alati
EX =
∞∑
k=1
kP{X = k} =
∞∑
k=1
k∑
n=1
P{X = n}
=
∞∑
n=1
∞∑
k=n
P{X = k} =
∞∑
n=1
P{X ≥ n}.
Seega saab m(t) leida, kui on teada jaotus F . Osutub aga, et keskva¨a¨rtus-
funktsioonm(t) omakorda ma¨a¨rab u¨heselt jaotuse F (ja seega kogu protsessi
to˜ena¨osusliku ka¨itumise).
Teoreem 4.2.1. Keskva¨a¨rtusfunktsiooni m(t) ja tu¨hemike jaotuse F vahel
on u¨ksu¨hene vastavus.
◮
Rakendame vo˜rduse m(t) =
∑∞
n=1 Fn(t) mo˜lemale poolele Laplace’i teisen-
dust2:
m˜(t) =
∞∑
n=1
F˜n(t) =
∞∑
n=1
[F˜ (t)]n =
F˜ (t)
1− F˜ (t) .
Siit saame avaldada
F˜ (t) =
m˜(t)
1 + m˜(t)
.
◭
Na¨ide 4.2.1. Oletame, et meil on taastuv protsess keskva¨a¨rtusfunktsiooni-
ga m(t) = 3t, t ≥ 0. Me teame, et selline lineaarne keskva¨a¨rtusfunktsioon on
Poissoni protsessil ja teoreemi 4.2.1 po˜hjal on see u¨htlasi ka ainus vo˜imalus.
Nu¨u¨d vo˜ib leida na¨iteks to˜ena¨osuse, et ajamomendiks 5 on toimunud 2
su¨ndmust. Selleks tuvastame esmalt, et intensiivsus λ = 3, millest N(5) ∼
P(15) ja seega
P{N(5) = 2} = 15
2
2!
e−15.
2Funktsiooni f(t) Laplace’i teisenduseks nimetatakse funktsiooni f˜(t) :=∫
∞
0
f(t)e−tsds. Oluline on teada, et jaotuste konvolutsiooni Fn(t) Laplace’i teisen-
dus avaldub F˜n(t) = [F˜ (t)]
n.
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4.3 Piirteoreemid
4.3.1 Taastuva protsessi intensiivsus
Eespool na¨gime, et N(t)→∞ kui t→∞. Mida vo˜ib o¨elda suhte N(t)t kohta?
Avaldist 1µ =
1∫
∞
0 xdF (x)
nimetatakse taastuva protsessi intensiivsuseks. (Pois-
soni protsessi korral saame 1µ = λ.) Na¨itame, et selline nimetus on o˜igustatud.
Teoreem 4.3.1. To˜ena¨osusega 1 leiab aset koondumine
N(t)
t
→ 1
µ
, kui t→∞.
◮
Vaatleme juhuslikku suurust SN(t), mis on viimase taastumise hetk enne
ajamomenti t vo˜i ta¨pselt momendil t. Analoogselt on SN(t)+1 esimene taas-
tumismoment pa¨rast ajahetke t. Seega SN(t) ≤ t < SN(t)+1, millest
SN(t)
N(t)
≤ t
N(t)
<
SN(t)+1
N(t)
. (4.2)
Tugeva suurte arvude seaduse kohaselt Snn ≡ T1+...+Tnn
p.k.→ µ, kui n → ∞.
Samal ajal teame, et N(t)
p.k.→ ∞, kui t→∞. Kokku seega to˜ena¨osusega 1
SN(t)
N(t)
→ µ, kui t→∞.
Samal po˜hjusel to˜ena¨osusega 1
SN(t)+1
N(t)
=
SN(t)+1
N(t) + 1
· N(t) + 1
N(t)
→ µ · 1 = µ, kui t→∞.
Arvestades vo˜rratust (4.2), ongi teoreem to˜estatud.
◭
Seega taastumiste arv u¨he ajau¨hiku kohta la¨heneb suurusele 1µ . Kas sama
vo˜ib o¨elda ka suhte m(t)t kohta? Esimesel pilgul na¨ib see olevat lihtne ja¨reldus
eelnevast teoreemist (”piisab”vo˜tta keskva¨a¨rtus mo˜lemast poolest!). Kuid
keskva¨a¨rtuste kui integraalide jada koondumist on vaja eraldi po˜hjendada.
Seda nu¨u¨d teemegi, tutvudes esmalt u¨he huvitava mo˜istega.
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4.3.2 Waldi vo˜rdus
Olgu X1, X2, . . . so˜ltumatute juhuslike suuruste jada.
Definitsioon 4.3.1. Juhuslikku suurust N , mille vo˜imalikeks va¨a¨rtusteks
on 1, 2, . . ., nimetatakse jada X1, X2, . . . peatumishetkeks, kui su¨ndmuse {N
= n} toimumine so˜ltub u¨ksnes juhuslikest suurustest X1, X2, . . . , Xn (ja on
seega so˜ltumatu juhuslikest suurustest Xn+1, Xn+2, . . .).
Na¨ide 4.3.1. Viskame kulli ja kirja. Olgu Xn = 1 vo˜i 0 vastavalt sellele,
kas n-ndal viskel saadakse kull vo˜i kiri. Defineerime juhusliku suuruse N
ja¨rgmiselt: N = n, kui kull saadi esimest korda n-dal viskel. Siis N on jada
X1, X2, . . . peatumishetk.
Ja¨rgnev lemma ka¨sitleb juhuslike suuruste summa keskva¨a¨rtust juhul, kus
liidetavate arv ise on ka juhuslik, olles aga seejuures peatumishetk.
Lemma 4.3.1 (Waldi vo˜rdus). Olgu X1, X2, . . . so˜ltumatute sama jaotuse-
ga ning u¨hise keskva¨a¨rtusega juhuslike suuruste jada, EXi = µ, kusjuures
E|Xi| <∞. Kui N on selle jada peatumishetk, mille korral EN <∞, siis
E
(
N∑
n=1
Xn
)
= EN · µ. (4.3)
Ma¨rkus. KuiN on ko˜ikidestXn-dest so˜ltumatu, siis kehtib alati E(
∑N
n=1Xn) =
EN · EX1.
◮
Defineerides
In =
{
1, kui N ≥ n,
0, kui N < n.
vo˜ime kirjutada, et
N∑
n=1
Xn =
∞∑
n=1
InXn.
Seega
E
(
N∑
n=1
Xn
)
= E
( ∞∑
n=1
InXn
)
(∗)
=
∞∑
n=1
E(InXn).
Na¨itame, et Xn ja In on so˜ltumatud. Definitsiooni kohaselt
{In = 1} = {N ≥ n} = {N < n} ≡ {N ≤ n− 1}
= {N = 0} ∪ . . . ∪ {N = n− 1}.
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Seega {In = 1} ei so˜ltu Xn-st, millest ja¨reldub, et ka {In = 0} = {In = 1}
ei so˜ltu Xn-st. See aga ta¨hendabki, et In on ma¨a¨ratud juhuslike suuruste
X1, X2, . . . , Xn−1 poolt ning on so˜ltumatu juhuslikust suurusest Xn. See
annab aga vo˜rduse E(InXn) = EIn · EXn, mida kasutades na¨emegi, et
E
(
N∑
n=1
Xn
)
=
∞∑
n=1
EInEXn = µ ·
∞∑
n=1
EIn
= µ ·
∞∑
n=1
P{N ≥ n} = µ · EN.
Ja¨a¨b veel u¨le po˜hjendada vo˜rdust (*):
• (MON) Monotoonse koondumise teoreem: kui 0 ≤ Xn ↑ X, ∀n, siis ka
EXn ↑ EX.
• (DOM) Lebesgue domineeritud koondumise teoreem: kui Xn → X ja
|Xn| < Y, ∀n, kus EY <∞, siis EXn → EX.
• Hindame:
E
( ∞∑
n=1
|InXn|
)
= E
(
lim
m→∞
m∑
n=1
|InXn|
)
(MON)
= lim
m→∞E
(
m∑
n=1
|InXn|
)
= lim
m→∞
m∑
n=1
E|InXn| =
∞∑
n=1
E|InXn| <∞.
Teisest ku¨ljest, kuna |∑mn=1 InXn| ≤∑∞n=1 |InXn|, siis saame
E
( ∞∑
n=1
InXn
)
= E
(
lim
m→∞
m∑
n=1
InXn
)
(DOM)
= lim
m→∞E
(
m∑
n=1
InXn
)
= lim
m→∞
m∑
n=1
E(InXn) =
∞∑
n=1
E(InXn).
◭
4.3.3 Elementaarne taastumisteoreem
Waldi vo˜rrandi kasutamiseks taastumisteoorias peame esmalt leidma pea-
tumishetke. Kahjuks ei ole selleks suurus N(t), sest su¨ndmus N(t) = n
ta¨hendab seda, et T1+T2+ . . .+Tn ≤ t ja samal ajal T1+T2+ . . .+Tn+1 > t.
Seega nimetatud su¨ndmus so˜ltub ka tu¨hemikust Tn+1, misto˜ttu N(t) ei ole
peatumishetk. Ku¨ll on seda aga suurusN(t)+1. To˜esti, su¨ndmus {N(t)+1 =
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n} ⇔ {N(t) = n−1} ⇔ {T1+T2+ . . .+Tn−1 ≤ t ja T1+T2+ . . .+Tn > t}.
Seega su¨ndmus {N(t) + 1 = n} so˜ltub ainult tu¨hemikest T1, T2, . . . , Tn ja
mitte enam ja¨rgmistest ning on seeto˜ttu jada T1, T2, . . . suhtes peatumis-
hetk.
Samal ajal ka E(N(t)+1) = m(t)+1 <∞, misto˜ttu rakendub Waldi vo˜rdus.
E[T1 + T2 + . . .+ TN(t)+1] = µ · E(N(t) + 1) = µ · (m(t) + 1)
ehk
E[SN(t)+1] = µ(m(t) + 1), (4.4)
kus eeldame, et µ ≡ ET1 <∞.
Nu¨u¨d vo˜ime to˜estada nn elementaarse taastumisteoreemi.
Teoreem 4.3.2. Kui t→∞, siis
m(t)
t
→ 1
µ
.
◮
Vaatleme esialgu juhtu µ <∞. Et teatavasti SN(t)+1 > t, siis (4.4) to˜ttu ka
µ(m(t) + 1) ≥ t, millest
lim inf
t→∞
m(t)
t
≥ 1
µ
. (4.5)
Teiselt poolt fikseerime konstandi M > 0 ja defineerime uue nn lo˜igatud
taastuva protsessi, mille tu¨hemikud on to˜kestatud arvuga M :
T ∗n =
{
Tn, kui Tn ≤M,
M, kui Tn > M,
⇒ T ∗n ≤ Tn ⇒ µM := ET ∗n ≤ µ.
Ta¨histame nu¨u¨d S∗n := T ∗1 + . . . + T
∗
n ja N
∗(t) = sup{n : S∗n ≤ t} ≥ N(t).
Kuna alati S∗N∗(t) ≤ t ja lo˜igatud protsessi tu¨hemikud ei u¨leta arvu M , siis
lisades 1 tu¨hemiku, saame S∗N∗(t)+1 ≤ t+M . Waldi vo˜rduse (4.3) po˜hjal siis
ka µM (m
∗(t) + 1) ≤ t+M , kus µM = ET ∗1 . Seega vo˜ime kirjutada, et
lim sup
t→∞
m∗(t)
t
≤ 1
µM
∀M jaoks.
Arvestades seda, et lo˜igatud protsessi tu¨hemikud on lu¨hemad, kehtibN∗(t) ≥
N(t) ja seega ka m∗(t) ≥ m(t), misto˜ttu
lim sup
t→∞
m(t)
t
≤ 1
µM
∀M korral. (4.6)
Lastes M →∞, saame µM → µ to˜ttu
lim sup
t→∞
m(t)
t
≤ 1
µ
, (4.7)
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mis koos seosega (4.5) annabki soovitud tulemuse.
Kui µ =∞, siis kasutame sama lo˜igatud protsessi. Kuna µM →∞, siis (4.6)
paremal poolel saame piiril 0, kuid siis ka vasak pool limt→∞
m(t)
t = 0.
◭
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4.4 Taastumisvo˜rrand ja selle u¨ldistused
Ka¨esoleva paragrahvi eesma¨rk on tuletada uusi vo˜imalusi keskva¨a¨rtusfunktsiooni
m(t) leidmiseks peale juba tuttava valemim(t) =
∑
Fn(t). Selgub, et on liht-
ne tuletada integraalvo˜rrand m(t) jaoks, kasutades tinglikustamist esimese
taastumisaja suhtes:
m(t) ≡ E[N(t)] = E[E(N(t))|T1] ≡
∫ ∞
0
E[N(t)|T1 = x]dF (x).
Tinglik keskva¨a¨rtus aga on
E[N(t)|T1 = x] =
{
0, kui t < x,
1 +m(t− x), kui t ≥ x,
sest kui hetkel x, x ≤ t, toimub taastumine, siis alates sellest momendist
protsess on to˜ena¨osuslikult sama, mis esialgne protsess, ja seega esialgse
protsessi taastumiste arvu keskva¨a¨rtus ajahetkeni t on 1 (juba toimunud
taastumine hetkel x) pluss uue, aja x vo˜rra hiljem alanud ekvivalentse prot-
sessi taastumiste arvu keskva¨a¨rtus m(t− x).
Asendades selle tingliku keskva¨a¨rtuse esialgsesse vo˜rrandisse, saame
m(t) =
∫ t
0
[1 +m(t− x)]dF (x) = F (t) +
∫ t
0
m(t− x)dF (x). (4.8)
See vo˜rrand on tuntud taastumisvo˜rrandi nime all ja mo˜nikord on ta m(t)
suhtes u¨pris lihtsalt lahenduv.
Ja¨rgnevat silmas pidades on kasulikum vaadelda veidi u¨ldisemat vo˜rrandit
g(t) = h(t) +
∫ t
0
g(t− x)dF (x), (4.9)
kus h ja F on teada ja g otsitav. Sellist vo˜rrandit nimetame taastumistu¨u¨pi
vo˜rrandiks ja tema lahend on toodud ja¨rgnevas lemmas.
Lemma 4.4.1. Vo˜rrandi (4.9) lahendiks on funktsioon
g(t) = h(t) +
∫ t
0
h(t− x)dm(x), kus m(t) =
∞∑
n=1
Fn(t). (4.10)
◮
Vo˜rrandi (4.9) vo˜ib esitada ka kujul g = h + g ∗ F , kus ∗ ta¨hendab konvo-
lutsiooni. Tehes mo˜lema poolega Laplace’i teisenduse, saame,
g˜(s) = h˜(s) + g˜(s) · F˜ (s),
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millest
g˜(s) =
h˜(s)
1− F˜ (s) = h˜(s) + h˜(s)
F˜ (s)
1− F˜ (s)
= h˜(s) + h˜(s)[F˜ (s) + F˜ 2(s) + F˜ 3(s) + . . .] = h˜(s) + h˜(s)m˜(s).
Viimane avaldis on aga funktsiooni h(t) + h ∗m(t) (mis on u¨htlasi valemi
(4.10) parem pool), Laplace’i teisendus. Et Laplace’i teisenduste vo˜rdsusest
ja¨reldub funktsioonide eneste vo˜rdsus, siis on lemma to˜estatud.
◭
U¨laltoodud lemmas esineva integraali
∫ t
0 h(t−x)dm(x) leidmine on reeglina
siiski raske. Osutub, et ma¨rgatavalt lihtsam on leida selle integraali piir-
va¨a¨rtust, kui t→∞. Sellest aga on ku¨llalt, kui huviobjektiks on funktsiooni
g(t) ka¨itumine t suurte va¨a¨rtuste korral (st vaadeldav protsess on ka¨inud
kaua aega). Ja¨rgnev teoreem na¨itabki, kuidas leida mainitud integraali piir-
va¨a¨rtust. Enne aga tutvume u¨he vajaliku mo˜istega. O¨eldakse, et juhuslik
suurus X on vo˜re-tu¨u¨pi jaotusega, kui leidub konstant d ≥ 0, mille korral∑∞
n=1P{X = nd} = 1. Seega vo˜retu¨u¨pi jaotusega X vo˜tab ainult arvu d
ta¨iskordseid va¨a¨rtusi. Suurimat taolist d nimetatakse X perioodiks. Samuti
u¨tleme, et X jaotus F on vo˜re-tu¨u¨pi perioodiga d.
Na¨ide 4.4.1. Teatud mootori o˜lisu¨steemi lisatakse o˜li vastavalt sellele, kas
o˜linivoo on allapoole lubatud miinimumtaset vo˜i veel mitte. Kontrolli ja
vo˜imalikku juurdevalamist (kuni lubatud maksimumnivooni) tehakse ainult
hommikuti kell 8. Olgu Tn pa¨evade arv, mis ja¨a¨b kahe juurdevalamise vahele.
Siis Tn on ta¨isarvuline juhuslik suurus ja ja¨relikult vo˜re-tu¨u¨pi perioodiga 1.
Teoreem 4.4.1 (Taastumisteooria ”vo˜tmeteoreem”). Kui F ei ole vo˜re-
tu¨u¨pi ja funktsioon h(t), t ≥ 0, on mittenegatiivne, mittekasvav ja∫∞
0 h(t)dt <∞, siis
lim
t→∞
∫ t
0
h(t− x)dm(x) = 1
µ
∫ ∞
0
h(t)dt,
kus µ =
∫∞
0 xdF (x) on jaotuse F keskva¨a¨rtus.
Juhime lugeja ta¨helepanu sellele, et paremal pool ei esine enam funktsiooni
m(t), lisandunud on aga suhteliselt lihtsalt leitav jaotuse F keskva¨a¨rtus µ.
Selle va¨ga kasuliku teoreemi to˜estust me siin ei esita (ja¨ttes ta ”vo˜tmega
mustaks kastiks”). Ku¨ll aga vaatleme mo˜ningaid u¨lesandeid, mille lahenda-
misel on teoreemil oluline osa.
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4.5 Vahelduv taastumisprotsess
Vaatleme na¨itena kahe vo˜imaliku seisundiga su¨steemi, mida tinglikult nime-
tame ”korras” ja ”rikkis” (na¨iteks pall on kas oma meeskonna valduses vo˜i
vastasmeeskonna valduses). Su¨steem la¨htub korras-seisundist, kuhu ta ja¨a¨b
ajaperioodiks pikkusega T1, siis on ta aja U1 rikkis, edasi aja T2 va¨ltel ja¨lle
korras, U2 va¨ltel ja¨lle rikkis jne.
Oletame, et ko˜ik vaadeldavad juhuslikud suurused on so˜ltumatud, kusjuures
ko˜ik Tn olgu jaotusega F ja ko˜ik Un jaotusega G. Olgu summa Tn+Un jaotus
H st H = F ∗G. Huvi pakub to˜ena¨osus
P (t) := P{ajamomendil t on su¨steem korras}.
Teoreem 4.5.1. Kui E(T + U) <∞ ja H ei ole vo˜re-tu¨u¨pi, siis
lim
t→∞P (t) =
ET
ET + EU
.
◮
Kasutame tinglikustamise vo˜tet T1 + U1 suhtes:
P (t) =
∫ ∞
0
P{korras hetkel t | T1 + U1 = x}dH(x).
Kuna ajamomendil T1+U1 = x protsess taastub, siis t > x korral vaadeldav
tinglik to˜ena¨osus on P (t− x) ja siis
P{korras hetkel t | T1 + U1 = x} =
{
P (t− x), kui x ≤ t,
P{T1 > t | T1 + U1 = x}, kui x > t.
Ja¨relikult
P (t) =
∫ t
0
P (t− x)dH(x) +
∫ ∞
t
P{T1 > t | T1 + U1 = x}dH(x).
Viimases integraalis vo˜ib aga alumise integreerimisraja asendada 0-ga, sest
juurdelisanduvas piirkonnas on integraalialune to˜ena¨osus 0 (U1 ≥ 0 to˜ttu):
P (t) =
∫ t
0
P (t− x)dH(x) +
∫ ∞
0
P{T1 > t | T1 + U1 = x}dH(x) =
=
∫ t
0
P (t− x)dH(x) +P{T1 > t}.
Seega saame taastumistu¨u¨pi vo˜rrandi
P (t) = 1− F (t) +
∫ t
0
P (t− x)dH(x).
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Lemma 4.4.1 po˜hjal on selle vo˜rrandi ta¨pne lahend ja¨rgmine:
P (t) = 1− F (t) +
∫ t
0
[1− F (t− x)]dmH(x),
kus mH(x) =
∑∞
n=1Hn(x). Rakendades lo˜puks taastumisteooria vo˜tme-
teoreemi vo˜ttes h(t) = 1− F (t), saame 1− F (t)→ 0 to˜ttu
lim
t→∞P (t) =
∫∞
0 [1− F (t)]dt∫∞
0 xdH(x)
=
ET
ET + EU
.
◭
Defineerides Q(t) := P{su¨steem on rikkis hetkel t} = 1 − P (t), na¨eme, et
Q(t) → EUET+EU . Ma¨rgime, et me jo˜uaks samadele tulemustele ka siis, kui
su¨steemi algseisund oleks ”rikkis”. Ajas kauged to˜ena¨osused ei so˜ltu sellise
su¨steemi algolekust.
Ma¨rkus Vaatleme su¨steemi korrasoleku suhtelist aega R(t) ajavahemikus
[0, t]. Suure t korral on see ligikaudu
R(t) ≈
∑N(t)
i=1 Ti
t
≈
∑N(t)
i=1 Ti∑N(t)
i=1 (Ti + Ui)
=
∑N(t)
i=1
Ti
N(t)∑N(t)
i=1
(Ti+Ui)
N(t)
p.k.−→
t→∞
ET
ET + EU
,
kusN(t) on ”korras”perioodide arv kuni ajahetkeni t ja koondumine ja¨reldub
tugevast suurte arvude seadusest. Seega na¨eme, et asu¨mptootiliselt on suu-
rused P (t) ja R(t) vo˜rdsed, kuigi nende vahel on sisuline erinevus: P (t) on
korrasoleku to˜ena¨osus kindlal ajahetkel t (u¨le ko˜ikide vo˜imalike su¨steemi
trajektooride) ja R(t) on su¨steemi korrasoleku suhteline aeg [0, t] va¨ltel u¨le
u¨ksiku fikseeritud trajektoori.
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4.6 Vanus ja ja¨a¨kvanus
Taastumisteooria vo˜tmeteoreemi teise rakendusena vaatleme kahe erilise aja-
perioodi – nn. vanuse ja ja¨a¨kvanuse – jaotust. Vanuseks hetkel t nimetatakse
aega hetke t ja sellele eelneva vo˜i sellega vo˜rdse viimase taastumismomendi
vahel:
V (t) = t− SN(t) ≥ 0.
Ja¨a¨kvanus on aga aeg momendist t kuni ja¨rgmise taastumiseni:
J(t) = SN(t)+1 − t ≥ 0.
Vanus ja ja¨a¨kvanus kokku annavad momenti t sisaldava tu¨hemiku st V (t)+
J(t) = TN(t)+1. Kui ajamomendil t toimub taastumine, siis SN(t) = t ja
V (t) = 0, J(t) = TN(t)+1 > 0.
Tuletame esmalt ja¨a¨kvanuse jaotuse. Oluline on siin silmas pidada ja¨rgmist
seost:
∀t ≥ 0, x > 0 korral J(t) > x⇔ ajavahemikus (t, t+x] ei toimu taastumisi.
(4.11)
Teoreem 4.6.1. Kehtib seos P{J(t) ≤ x} = F (t + x) − ∫ t0 [1 − F (t + x −
y)]dm(y) ning kui F ei ole vo˜re-tu¨u¨pi, siis ∀x > 0 korral
lim
t→∞P{J(t) ≤ x} =
1
µ
∫ x
0
[1− F (y)]dy.
◮
Ta¨histame lihtsuse mo˜ttes P (t) := P{J(t) > x}. Kasutades tinglikustamist
T1 suhtes, saame
P (t) =
∫ ∞
0
P{J(t) > x | T1 = s}dF (s).
Arvestades seost (4.11) ja seda, et momendil T1 = s protsess taastub, saame
vo˜rduse
P{J(t) > x | T1 = s} =


P (t− s), kui s ≤ t,
0, kui t < s ≤ t+ x,
1, kui s > t+ x.
Integreerimise teel saame siit
P (t) =
∫ t
0
P (t− s)dF (s) +
∫ ∞
t+x
dF (s)
= 1− F (t+ x) +
∫ t
0
P (t− s)dF (s).
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Lemma 4.4.1 po˜hjal ongi selle taastumistu¨u¨pi vo˜rrandi lahendiks
P (t) = 1− F (t+ x) +
∫ t
0
[1− F (t+ x− y)]dm(y).
Kui F ei ole vo˜re-tu¨u¨pi, siis saab rakendada veel taastumisteooria vo˜tmeteoreemi,
valides seal h(t) = 1− F (t+ x). Nii jo˜uame seoseni
lim
t→∞P (t) =
1
µ
∫ ∞
0
[1− F (t+ x)]dt = 1
µ
∫ ∞
x
[1− F (y)]dy. (4.12)
La¨heme u¨le vastandto˜ena¨osusele ja saamegi vajaliku tulemuse:
lim
t→∞P{J(t) ≤ x} = 1−
1
µ
∫ ∞
x
[1− F (y)]dy = 1
µ
∫ x
0
[1− F (y)]dy,
sest
∫∞
0 [1− F (y)]dy = µ.
◭
Vanuse V (t) jaotuse leidmine on lihtne. Piisab arvestada, et V (t) > x ⇔
{ajavahemikus (t− x, t] ei toimu u¨htki taastumist} ⇔ J(t − x) > x. Seega
P{V (t) > x} = P{J(t−x) > x}, millest ka P{V (t) ≤ x} = P{J(t−x) ≤ x}.
Eelneva teoreemi po˜hjal saame ja¨rgmise tulemuse.
Ja¨reldus
P{V (t) ≤ x} =
{
F (t)− ∫ t0 [1− F (t− y)]dm(y), kui x ≤ t,
1, kui x > t,
ning kui F ei ole vo˜re-tu¨u¨pi, siis valemi (4.12) po˜hjal
lim
t→∞P{V (t) ≤ x} =
1
µ
∫ x
0
[1− F (y)]dy.
Huvitav on ta¨hele panna, et viimane avaldis on sama mis ja¨a¨kvanuse korral:
suure t korral vanus ja ja¨a¨kvanus on ligikaudu sama jaotusega.
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4.7 Tasustatud taastuvad protsessid
Paljud juhuslikud protsessid on erijuhtudeks ja¨rgmisest u¨ldisemast mudelist.
Vaatleme taastuvat protsessi tu¨hemikega T1, T2, . . .. Oletame lisaks, et iga
taastumisega kaasneb teatav ”tasu”, mis olgu Yn n-dal taastumise korral.
Seejuures Yn vo˜ib olla tu¨hemiku pikkusest Tn so˜ltuv. Ku¨ll aga eeldame,
et paarid (Tn, Yn), n ≥ 1 on so˜ltumatud ja sama jaotusega. Ta¨histame
Y (t) =
∑N(t)
n=1 Yn – ajahetkeks t kogunenud tasu.
Na¨ide 4.7.1. Eespool vaadeldud vahelduvaid taastumisprotsesse vo˜ib vaa-
delda tasustatud protsesside erijuhuna. Tu¨hemikeks Tn loeme sel juhul ”kor-
rasperioode ja ”tasuks” Yn vo˜tame ”rikkis” seisundi pikkuse Un.
Vaatleme na¨itena keskmist tasu u¨he ajau¨hiku kohta pika aja va¨ltel.
Teoreem 4.7.1. Kui EYn = EY ja ETn = ET on lo˜plikud , siis t → ∞
korral
1) peaaegu kindlasti Y (t)t → EYET ,
2) EY (t)t → EYET .
◮
Va¨ide 1) on lihtsalt to˜estatav: esitame Y (t)t =
∑N(t)
n=1 Yn
N(t) · N(t)t , kus suurte
arvude seaduse po˜hjal
∑N(t)
n=1 Yn
N(t) → EY ja samal ajal teoreemi 4.3.1 ja¨rgi
N(t)
t → 1ET to˜ena¨osusega 1.
Seose 2) saamiseks meenutame, et N(t)+1 on jada T1, T2, . . . peatumishetk,
st su¨ndmus {N(t)+1 = n} so˜ltub u¨ksnes suurustest T1, . . . , Tn. Et aga tasud
Yn+1, Yn+2, . . . on viimastest so˜ltumatud, siis N(t) + 1 on ka jada Y1, Y2, . . .
peatumishetk. Waldi vo˜rduse po˜hjal siis
EY (t) = E
N(t)+1∑
n=1
Yn − E[YN(t)+1] = E[N(t) + 1] · EYn − E[YN(t)+1] =
= [m(t) + 1] · EY − E[YN(t)+1]
ja seega
EY (t)
t
=
m(t) + 1
t
· EY − E[YN(t)+1]
t
.
Et elementaarse taastumisteoreemi to˜ttu m(t)+1t → 1ET , siis ja¨a¨b u¨le na¨idata,
et
E[YN(t)+1]
t → 0. U¨llatuseks polegi see triviaalne probleem3. Ta¨histame
3U¨laltoodud teoreemi 2) va¨ite to˜estus oleks olnud lihtne, kui saanuks kirjutada, et
E[YN(t)+1] = EY1, sest siis
E[YN(t)+1]
t
→ 0 vahetult. Kahjuks pole see o˜ige: tasu YN (t)+ 1
so˜ltub tu¨hemikust TN(t)+1, mis pole aga sama jaotusega nagu kindla indeksiga (tavali-
ne) tu¨hemik Tn, vaid on sellest keskmiselt pikem(!). Seda ”paradoksi”ka¨sitleme la¨hemalt
ja¨rgnevas alajaotuses.
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g(t) = E[YN(t)+1]. Tinglikustamine T1 suhtes annab
g(t) =
∫ ∞
0
E[YN(t)+1 | T1 = x]dF (x).
Kuna momendil T1 = x protsess taastub, siis tinglik keskva¨a¨rtus on:
E[YN(t)+1 | T1 = x] =
{
g(t− x), kui x < t,
E[Y1 | T1 = x], kui x ≥ t.
Seega saame taastumistu¨u¨pi vo˜rrandi
g(t) = h(t) +
∫ t
0
g(t− x)dF (x),
kus h(t) =
∫∞
t E[Y1 | T1 = x]dF (x). Et eelduse kohaselt
E|Y1| =
∫ ∞
0
E
[|Y1|∣∣T1 = x]dF (x) <∞,
siis
h(t)→ 0, kui t→∞ ja |h(t)| ≤ E|Y1| ∀t korral. (4.13)
Lemma 4.4.1 po˜hjal on u¨laltoodud vo˜rrandi lahendiks
g(t) = h(t) +
∫ t
0
h(t− x)dm(x).
Seose (4.13) to˜ttu leidub suvalise ε > 0 korral t∗ nii, et |h(t)| < ε, kui t > t∗.
Ja¨relikult ko˜igi t > t∗ korral
|g(t)|
t
≤ |h(t)|
t
+
+
∫ t−t∗
0
|h(t− x)|dm(x)
t
+
∫ t
t−t∗
|h(t− x)|dm(x)
t
≤
≤ ε
t
+
ε ·m(t− t∗)
t
+ E|Y1|m(t)−m(t− t
∗)
t
→
→ ε
ET
, kui t→∞,
kus teise ja kolmanda liidetava puhul on rakendatud elementaarset taastu-
misteoreemi. Et aga ε on suvaline, siis saamegi, et g(t)t → 0.
◭
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4.8 Valiku paradoks
Vaatleme taastuvat protsessi, mille tu¨hemike Tn jaotus F pole teada, kuid
me soovime seda hinnata vaatlustulemuste po˜hjal. U¨ks mo˜eldav idee oleks, et
me fikseerime mingi ajamomendi t ja mo˜o˜dame seda hetke katva tu¨hemiku
pikkuse. Kuna see tu¨hemik on u¨ks antud protsessi tu¨hemike hulgast, siis
tema jaotus peaks olema sama mis ko˜igil teistelgi, st F . Kuid osutub, et ta
on teistest keskmiselt pikem!
Et seda paradoksi lahendada, ma¨rgime esmalt, et punkti t katva tu¨hemiku
pikkus on TN(t)+1 = SN(t)+1−SN(t). Selle jaotuse arvutamiseks tinglikusta-
me ta hetkele t eelneva viimase taastumismomendi SN(t) suhtes:
P{TN(t)+1 ≥ x} = E[P{TN(t)+1 ≥ x | SN(t) = t− s}].
Et ajavahemikus (t−s, t] taastumisi ei toimu, siis tingimusel SN(t) = t−s on
ja¨rgmine tu¨hemik TN(t)+1 va¨hemalt pikkusega s, TN(t)+1 ≥ s. Seega juhul,
kui s > x, kehtib
P{TN(t)+1 ≥ x | SN(t) = t− s} = 1.
Oletame nu¨u¨d, et s ≤ x. Me teame, et hetkel t− s toimus taastumine ja et
ja¨rgneva ajaintervalli (t−s, t] jooksul taastumisi ei toimunud ning samal ajal
otsime to˜ena¨osust, et taastumisi ei toimu ka pikema ajavahemiku (t − s, x]
jooksul. Seega me otsime to˜ena¨osust, et tu¨hemik on pikem kui x, kui on
teada, et ta on pikem kui s. Ja¨relikult s ≤ x korral
P{TN(t)+1 ≥ x | SN(t) = t− s} = P{tu¨hemik on ≥ x | tu¨hemik on ≥ s}
=
P{tu¨hemik on ≥ x}
P{tu¨hemik on ≥ s}
=
1− F (x)
1− F (s) ≥ 1− F (x).
Seega iga s korral kehtib
P{TN(t)+1 > x | SN(t) = t− s} ≥ 1− F (x).
Sama vo˜rratus ja¨a¨b muidugi kehtima ka pa¨rast keskmistamist u¨le ko˜igi s
va¨a¨rtuste:
P{TN(t)+1 ≥ x} = E[P{TN(t)+1 ≥ x | SN(t) = t− s}] ≥ 1− F (x).
NB! Mittejuhusliku tu¨hemiku puhul kehtib ta¨pne vo˜rdus.
Paremal olev suurus on to˜ena¨osus, et tavalise tu¨hemiku pikkus on va¨hemalt
x. Seega na¨eme, et tu¨hemik, mis sisaldab etteantud punkti t, on to˜ena¨osus-
likult pikem kui tavaline tu¨hemik.
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Ma¨rkus
Intuitiivne selgitus sellele paradoksile vo˜iks olla ja¨rgmine. Kui me anname
ette ajamomendi t, siis pikkadel tu¨hemikel on paremad vo˜imalused selle
punkti t katmiseks kui lu¨hikestel tu¨hemikel. Teisiti o¨eldes, etteantud ajahetk
”valib” omale katja pigem pikemate tu¨hemike hulgast.
Erijuhul, kui taastuvaks protsessiks on Poissoni protsess, on lihtne TN(t)+1
jaotust vahetult va¨lja arvutada. Selleks esitame ta vanuse ja ja¨a¨kvanuse sum-
mana: TN(t)+1 = V (t)+J(t). Poissoni protsessi korral on ja¨a¨kvanus ehk aeg
momendist t kuni ja¨rgmise taastumiseni eksponentjaotusega so˜ltumata sel-
lest, mis on toimunud varem (sealhulgas vanusest V (t)). Seega kui protsessi
intensiivsus on λ, siis J(t) jaotusfunktsioon on
P{J(t) ≤ x} = 1− eλx.
Vanuse V (t) jaotuse saame aga sellest, et
P{V (t) > x} =
{
P{u¨htki taastumist intervallis (t− x, t]}, kui x < t,
0, kui x ≥ t,
=
{
e−λx, kui x < t,
0, kui x ≥ t,
mis on samava¨a¨rne ja¨rgmisega:
P{V (t) ≤ x} =
{
1− e−λx, kui x < t,
1, kui x ≥ t.
On ilmne, et t→∞ korral viimane jaotusfunktsioon la¨heneb samuti ekspo-
nentjaotuse omale ja seega TN(t)+1 on suure t korral ligikaudu vo˜rdne kahe
so˜ltumatu sama eksponentjaotusega juhusliku suuruse summaga, mis teata-
vasti on gamma-jaotusega. Siit tuleneb u¨htlasi, et suure t korral etteantud
ajamomenti kattev tu¨hemik on keskmiselt peaaegu kaks korda pikem kui
tavaline tu¨hemik.
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Peatu¨kk 5
Browni liikumine
5.1 Browni liikumise definitsioon
Siiani vaatlesime juhusliku ekslemise puhul diskreetset protsessi. Browni lii-
kumise korral muudetakse nii samm kui ajaintervall va¨iksemaks. Ta¨histame
X(t) = ∆x(X1 +X2 + . . .+X[ t
∆t
]), kus
Xi =
{
1, to˜ena¨osusega 12 ,
−1, to˜ena¨osusega 12 ,
∆x – u¨he sammu pikkus,
∆t – sammu ajaline kestvus,
[ t∆t ] – sammude arv ajavahemikus [0, t].
Laseme ∆t → 0,∆x → 0, siis sellest ja¨reldub, et [ t∆t ] kasvab (sammude
arv suureneb). X1, X2, . . . , X[ t
∆t
] on so˜ltumatud sama jaotusega juhuslikud
suurused, mille korral EXi = 0, DXi = 1, EX(t) = 0, DX(t) = (∆x)
2[ t∆t ].
Meenutame, et tsentraalse piiriteoreemi po˜hjal on summa jaotus Sn−nµ
σ
√
n
D→
N(0, 1), kus Sn = X1 + X2 + . . . + Xn ning EXi = µ, DXi = σ
2. Sellest
saame, et kui ∆t→ 0, siis
X(t)
∆x
√
[ t∆t ]
D→ N(0, 1)
ehk
X(t) ∼ N(0,
√
[
t
∆t
]∆x).
Valime ∆x sellise, et (∆x)
2
∆t = const = c
2. Sel juhul X(t) ∼ N(0, c√t),
DX(t) = c2 · t. Saadava protsessi omadused:
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(i) EX(t) = 0, DX(t) = c2t,X(t) on normaaljaotusega.
(ii) ProtsessiX(t) juurdekasvud mittelo˜ikuvates ajavahemikes on so˜ltumatud,
st. 0 ≤ s ≤ t ≤ u ≤ v ning X(t)−X(s) ja X(v)−X(u) on so˜ltumatud
(kehtib ka n intervalli korral).
(iii) Juurdekasvud on statsionaarsed, st. X(t+a)−X(s+a) jaotus ei so˜ltu
a va¨a¨rtusest.
Definitsioon 5.1.1 (Browni liikumine). Juhuslikku protsessi {X(t), t ≥ 0}
nimetatakse Browni liikumiseks (ehk Wieneri protsessiks), kui
(i) X(0) = 0,
(ii) X(t) juurdekasvud on statsionaarsed ja so˜ltumatud,
(iii) ∀ t > 0 korral X(t) ∼ N(0, c√t), kus c > 0 on konstant.
Browni liikumisel on rakendusi nii fu¨u¨sikas (difusiooniteooria) kui majan-
duses (aktsiate tulusus).
Kui c ≡ 1, siis Browni liikumist nimetatakse standardseks Browni liiku-
miseks. Kuna me saame protsessi X(t) alati standardiseerida ja uurida prot-
sessi X(t)c , siis edasises vaatlemegi just standardset Browni liikumist.
Vaatleme ja¨rgnevalt Browni liikumisega seotud to˜ena¨osuslikke probleeme.
U¨heks Browni liikumise oluliseks omaduseks on tema trajektooride pidevus:
saab to˜estada, et Browni liikumise trajektoorid, st. funktsioonid Xω(t) on
peaaegu ko˜ikide ω korral pidevad, st. P{ω : Xω(t) on pidev ∀t ≥ 0} = 1.
Vaatleme Browni liikumise ”lo˜plikumo˜o˜tmelist”jaotust, st. juhusliku vektori
(X(t1), X(t2), . . . , X(tn)) jaotust 0 < t1 < t2 < . . . < tn. Iga ti korral kehtib,
et
fX(ti)(x) =
1√
2piti
e
− x2
2ti .
Arvestame seda, et vo˜rdused 

X(t1) = x1
X(t2) = x2
. . .
X(tn) = xn
ja vo˜rdused 

X(t1) = x1
X(t2)−X(t1) = x2 − x1
. . .
X(tn)−X(tn−1) = xn − xn−1
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on ekvivalentsed, komponendidX(t1) = X(t1)−X(0), X(t2)−X(t1), . . . , X(tn)−
X(tn−1) on aga so˜ltumatud. Saame, et
fX(t1),...,X(tn)(x1, . . . , xn)
ekvivalents
=
= fX(t1),X(t2)−X(t1),...,X(tn)−X(tn−1)(x1, x2 − x1, . . . , xn − xn−1) = . . .
ning juurdekasvude so˜ltumatuse po˜hjal vo˜ime olemasoleva esitada tiheduste
korrutisena, st
. . . = fX(t1)(x1) · . . . · fX(tn)−X(tn−1)(xn − xn−1) =
=
1√
2pit1
e
−x1
2
2t1 · 1√
2pi(t2 − t1)
e
− (x2−x1)
2
2(t2−t1) · . . . · 1√
2pi(tn − tn−1)
e
− (xn−xn−1)
2
2(tn−tn−1) .
Kasutame saadud tulemust ja¨rgmise probleemi lahendamisel: olgu teada, et
Browni liikumine vo˜tab hetkel t va¨a¨rtuse b ehkX(t) = b, ning olgu vaja leida
X(s) (kus s < t) tinglik jaotus tingimusel, et X(t) = b. Otsime tihedust
f(X(s)|X(t)=b)(x)
P(A|B)=P(AB)
P(B)
=
fX(s),X(t)(x, b)
fX(t)(b)
=
1√
2pis
· e−x
2
2s · 1√
2pi(t−s) · e
− (b−x)2
2(t−s)
1√
2pit
· e− b22t
= . . . =
1√
2pi st (t− s)
· e−
t(x−b st )
2
2s(t−s) .
Seega na¨eme, et X(s) tinglik jaotus tingimusel X(t) = b on normaaljaotus
N( st b,
√
s
t (t− s)),
E[X(s)|X(t) = b] = s
t
b ja D[X(s)|X(t) = b] = s
t
(t− s). (5.1)
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5.2 Mo˜ned Browni liikumisega seotud jaotused
Vaatleme mo˜ningaid Browni liikumisega seotud juhuslikke suurusi ja nende
jaotusi. Olgu {X(t), t ≥ 0} Browni liikumine.
1) Aeg, millal Browni liikumine saavutab nivoo a.
Olgu X(0) = 0 ja olgu a > 0. Ta¨histame Ta := inf{t : X(t) = a}, kus Ta on
esimene hetk, millal Browni liikumine saavutab nivoo a. Ta on juhuslik suu-
rus, sest Ta va¨a¨rtus so˜ltub trajektoorist, trajektoori ma¨a¨rab aga ω. Leiame
Ta jaotuse: P{Ta ≤ x}. Vaatleme to˜ena¨osust P{X(t) ≥ a} ja kasutame
lahkamise vo˜tet (ta¨isto˜ena¨osuse valemi na¨ol).
P{X(t) ≥ a} = P{X(t) ≥ a|Ta ≤ t}·P{Ta ≤ t}+P{X(t) ≥ a|Ta > t}·P{Ta > t},
kus viimane liidetav on 0, sest a > 0. Seega ja¨a¨b u¨le vaid uurida situatsiooni,
kus Ta ≤ t. Meenutame, et Browni liikumise juurdekasvud on statsionaarsed,
st. X(t)−X(Ta) on sama jaotusega kui X(t− Ta)−X(0) ∼ N(0,
√
t− Ta),
millest ja¨reldub, et tingimusel Ta ≤ t onX(t) jaotusN(a,
√
t− Ta). To˜ena¨osus,
et juurdekasv on positiivne ehk u¨leval pool a-d, on 12 . Seega su¨mmeetria to˜ttu
P{X(t) ≥ a|Ta ≤ t} = 12 ning P{X(t) ≥ a} = 12P{Ta ≤ t}. Saime, et
P{Ta ≤ t} = 2P{X(t) ≥ a} = 2(1− FX(t)(a)) = . . .
ja kuna X(t) ∼ N(0,√t)
. . . = 2
1√
2pit
∫ ∞
a
e−
x2
2t dx = 2
[
1− Φ
(
a√
t
)]
.
Kui a < 0, siis su¨mmeetria po˜hjal P{Ta ≤ t} = 2
[
1− Φ
(
− a√
t
)]
.
Kui a = 0, siis T0 = 0 ja iga t ≥ 0 korral P{Ta ≤ t} = 1.
Seega kokkuvo˜ttes saame suvalise a jaoks: P{Ta ≤ t} = 2
[
1− Φ
( |a|√
t
)]
.
2) Vaatleme lo˜igul [0, t] maksimumi jaotust.
Kui a > 0, siis P{max0≤s≤tX(s) ≥ a} = P{Ta ≤ t} 1)= 2
[
1− Φ
( |a|√
t
)]
.
Kui a < 0, siis P{max0≤s≤tX(s) ≥ a} = 1.
3) Fikseerime kaks nivood ja leiame to˜ena¨osuse, et protsess X(t) saavutab u¨he
nivoo enne teist.
Olgu A > 0, B > 0.
Otsime to˜ena¨osust, et protsess jo˜uab nivoole A enne kui nivoole −B. Leiame
ko˜igepealt to˜ena¨osuse, et protsess u¨ldse kunagi va¨ljub lo˜igust [−B,A]:
P{X(t) va¨ljub lo˜igust [−B,A] mingi t korral}
= 1−P{X(t) ∈ [−B,A], ∀t korral}
≥ 1−P{X(n) ∈ [−B,A], n = 1, 2, 3, . . .}
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ja kuna
P{X(n) ∈ [−B,A], n = 1, 2, . . .}
= P{X(1) ∈ [−B,A]} ·P{X(2) ∈ [−B,A]|X(1) ∈ [−B,A]}·
·P{X(3) ∈ [−B,A]|X(i) ∈ [−B,A], i = 1, 2} · . . .
≤ [Φ(A)− Φ(−B)] ·P{
N(0,1)︷ ︸︸ ︷
|X(2)−X(1)| < A+B}︸ ︷︷ ︸
p<1
·P{
N(0,1)︷ ︸︸ ︷
|X(3)−X(2)| < A+B}︸ ︷︷ ︸
p<1
· . . .
= [Φ(A)− Φ(−B)]
∞∏
n=1
p = 0,
siis
P{X(t) va¨ljub lo˜igust [−B,A]} = 1− 0 = 1.
Vaatleme nu¨u¨d probleemipu¨stituses mainitud to˜ena¨osust. Selgub, et
P{X(t) jo˜uab nivoole A enne kui nivoole −B} = P{TA < TB} = B
A+B
.
Meenutame su¨mmeetrilise juhusliku ekslemise korral laostumise probleemi:
P{Ma¨ngija, kes stardib algkapitaliga i, kogub N u¨hikut (N > i) enne kui ta
laostub } = iN . Meie nivoode korral omandab see to˜ena¨osus ja¨rgmise kuju:
P{ Startides seisust 0 jo˜uame nivoole N − i︸ ︷︷ ︸
A
enne kui nivoole −i︸︷︷︸
−B
} = i
N
.
Seega, mida kaugemal on −B, seda suurem on to˜ena¨osus, et jo˜uame enne
A-le ja kui kaugused on vo˜rdsed, siis to˜ena¨osused on vo˜rdsed.
Na¨ide 5.2.1. Olgu X(t) Browni liikumine. Olgu teada, et X(1) = 2. Leida
to˜ena¨osus, et siis X(5) < 0.
Kuidas seda lahendada?
Kui tingimust ei oleks, siis P{X(5) < 0} = 12 , sest X(t) ∼ N(0,
√
t).
Tingimust arvestades on juurdekasv X(5) − X(1) ∼ N(0,√4) – see jaotus
so˜ltub lo˜igu pikkusest, mitte asukohast. Saame, et
P{X(5) < 0|X(1) = 2} = P{X(5)−X(1) < −2|X(1) = 2}
= P{X(5)−X(1) < −2} = P{X(4) < −2}
= FX(4)(−2) X(4)∼N(0,2)= Φ
(−2
2
)
= Φ(−1) = 0.16 .
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5.3 Gaussi protsessid. Browni sild
Definitsioon 5.3.1. Juhuslikku protsessi {X(t), t ≥ 0} nimetatakse Gaussi
protsessiks, kui suvaliste 0 ≤ t1 < . . . < tn korral X(t1), . . . , X(tn) on
mitmemo˜o˜tmelise normaaljaotusega.
Lihtne on na¨ha, et Browni liikumine on Gaussi protsess. To˜epoolest, ol-
gu {X(t), t ≥ 0} Browni liikumine, siis suvaliste 0 ≤ t1 < . . . < tn kor-
ral saame ko˜ik juhuslikud suurused X(t1), . . . , X(tn) avaldada ja¨rgmiste
so˜ltumatute normaaljaotusega juhuslike suuruste lineaarkombinatsioonina:
X(t1), X(t2)−X(t1), X(t3)−X(t2), . . . , X(tn)−X(tn−1).
Paneme ta¨hele, et Browni liikumise vo˜ib defineerida kui Gaussi protsessi,
mille korral E[X(t)] = 0 ja Cov(X(s), X(t)) = min(s, t).
Kontrollime seda va¨idet.
A. Na¨itame, et sellised tingimused on to˜esti Browni liikumise korral ta¨idetud:
E[X(t)] = 0 ja¨reldub otse definitsioonist, hindame s ≤ t korral
Cov(X(s), X(t)) = Cov(X(s), X(s) +X(t)−X(s))
= Cov(X(s), X(s)) + Cov(X(s), X(t)−X(s))
(∗)
= Cov(X(s), X(s)) = DX(s) = s, (5.2)
kus vo˜rdus (*) on po˜hjendatud so˜ltumatute juurdekasvudega.
B. Teame, et normaaljaotusega juhuslike suuruste X1, . . . , Xn korral on
nende u¨hisjaotus u¨heselt ma¨a¨ratud E[Xi] ja Cov(Xi, Xj), i, j = 1, . . . , n
poolt. Seega tingimused E[X(t)] = 0 ja Cov(X(s), X(t)) = min(s, t)
ma¨a¨ravad Gaussi protsessi {X(t), t ≥ 0} u¨heselt. Kuna Browni liiku-
mine neid tingimusi rahuldas, siis ja¨relikult protsess {X(t), t ≥ 0} ongi
Browni liikumine.
Uurime nu¨u¨d Browni liikumise ka¨itumist {X(t), t ≥ 0} ajavahemikus [0, 1]
tingimusel, et X(1) = 0.
Definitsioon 5.3.2. Tinglikku juhuslikku protsessi {X(t), 0 ≤ t ≤ 1|X(1) =
0}, kus {X(t), t ≥ 0} on Browni liikumine, nimetatakse Browni sillaks.
Kuna Browni liikumine on Gaussi protsess, siis X(t1), . . . , X(tn) tinglik jao-
tus on mitmemo˜o˜tmeline normaaljaotus, misto˜ttu ka Browni sild on Gaussi
protsess.
Valemi (5.1) po˜hjal saame 0 ≤ s < 1 korral:
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E[X(s)|X(1) = 0] = s
1
· 0 = 0
ja 0 ≤ s < t < 1 korral:
Cov[(X(s), X(t))|X(1) = 0] = E[(X(s)X(t)− EX(s)EX(t))|X(1) = 0]
B.l. def
= E[X(s)X(t)|X(1) = 0]
= E[E{X(s)X(t)|X(t), X(1) = 0}|X(1) = 0]
= E[X(t)E{X(s)|X(t)}|X(1) = 0]
(5.1)
= E[X(t)
s
t
X(t)|X(1) = 0]
=
s
t
E[X2(t)|X(1) = 0] (5.1)= s
t
t(1− t) = s(1− t).
Seega vo˜ime Browni silla defineerida kui Gaussi protsessi, mille korral E[X(t)] =
0 ja Cov(X(s), X(t)) = s(1− t).
Lemma 5.3.1. Kui {X(t), t ≥ 0} on Browni liikumine, siis {Z(t), 0 ≤ t ≤ 1}
on Browni sild parajasti siis, kui Z(t) = X(t)− tX(1).
◮
Kuna X(t) on Gaussi protsess, siis ka Z(t) on Gaussi protsess. Ja¨a¨b u¨le
na¨idata, et E[Z(t)] = 0 ja Cov(Z(s), Z(t)) = s(1− t). Leiame
E[Z(t)] = E[X(t)− tX(1)] = 0− t · 0 = 0
ja
Cov(Z(s), Z(t)) = Cov(X(s)− sX(1), X(t)− tX(1))
= Cov(X(s), X(t))− tCov(X(s), X(1))
− sCov(X(1), X(t)) + stCov(X(1), X(1))
= s− ts− st+ st = s(1− t).
◭
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Peatu¨kk 6
Statsionaarsed ja no˜rgalt
statsionaarsed protsessid
6.1 Definitsioon. Na¨ited
Definitsioon 6.1.1. Juhuslikku protsessi {X(t), t ≥ 0} nimetatakse stat-
sionaarseks protsessiks, kui suvaliste n, s, t1, . . . , tn korral juhusliku vek-
tori X(t1), . . . , X(tn) u¨hisjaotus on sama, mis juhuslikul vektoril X(t1 +
s), . . . , X(tn + s).
Na¨ide 6.1.1. Ergoodiline pideva ajaga Markovi ahel {X(t), t ≥ 0}, mil-
le algjaotuseks on valitud tasakaaluoleku jaotus – statsionaarsus ja¨reldub
sellest, et protsessi ka¨itumine on to˜ena¨osuslikult sama, mis juba tasakaalu-
olekusse jo˜udnud Markovi ahelal.
Na¨ide 6.1.2. Protsess {X(t) = N(t + L) − N(t), t ≥ 0}, kus L > 0 on
konstant ja {N(t), t ≥ 0} on Poissoni protsess – statsionaarsus ja¨reldub
Poissoni protsessi definitsioonist.
Na¨ide 6.1.3 (Juhuslik telegraafisignaal). Olgu {N(t), t ≥ 0} Poissoni prot-
sess ja olgu X0 protsessist N(t) so˜ltumatu juhuslik suurus, mille korral
P{X0 = 1} = P{X0 = −1} = 12 . Protsessi X(t) = X0 · (−1)N(t), t ≥ 0
nimetatakse juhusliku telegraafisignaali protsessiks. Selle protsessi statsio-
naarsuse to˜estamiseks piisab ta¨helepanekust, et algjaotuse X0 konstrukt-
siooni to˜ttu on suvalise ajahetke t korral X(t) va¨a¨rtus kas +1 (to˜ena¨osusega
1
2) vo˜i −1 (to˜ena¨osusega 12), kusjuures X(t) va¨a¨rtus ei so˜ltu N(t) va¨a¨rtusest.
Et aga N(t) on Poissoni protsess, mis suvalisel ajahetkel t ”taastub”, siis
X(t) on sama jaotusega, mis X(0), seega X(t) on statsionaarne protsess.
Arvutame viimases na¨ites toodud protsessi jaoks keskva¨a¨rtus- ja kovariatsiooni-
funktsiooni:
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E[X(t)] = E[X0 · (−1)N(t)] so˜ltumatus= E[X0]E[(−1)N(t)] = 0,
Cov[X(t), X(t+ s)] = E[X(t)X(t+ s)] = E[X20 (−1)N(t)+N(t+s)]
= E[(−1)2N(t)(−1)N(t+s)−N(t)] = E[(−1)N(t+s)−N(t)]
= E[(−1)N(s)] =
∞∑
i=0
(−1)ie−λs (λs)
i
i!
= e−2λs.
Ja¨rgnevas defineerime statsionaarsuset u¨ldisema tingimuse: protsessi no˜rga
statsionaarsuse.
Definitsioon 6.1.2. Juhuslikku protsessi {X(t), t ≥ 0} nimetatakse no˜rgalt
statsionaarseks, kui E[X(t)] = c ja Cov[X(t), X(t+ s)] ei so˜ltu t-st.
Seega, protsess {X(t), t ≥ 0} on no˜rgalt statsionaarne, kui tema kaks esimest
momenti on iga t korral samad ja kui kovariatsioonX(s) jaX(t) vahel so˜ltub
ainult vahemiku pikkusest |t− s|.
Na¨eme, et iga statsionaarne protsess on no˜rgalt statsionaarne, vastupidine
u¨ldjuhul ei kehti. Samas, na¨iteks Gaussi protsesside korral on protsessi iga
lo˜plikumo˜o˜tmeline jaotus ma¨a¨ratud keskmiste ja kovariatsioonide poolt (sest
tegu on mitmemo˜o˜tmelise normaaljaotusega), misto˜ttu iga no˜rgalt statsio-
naarne Gaussi protsess on statsionaarne.
Na¨ide 6.1.4 (Ornstein-Uhlenbecki protsess). Olgu {X(t), t ≥ 0} Browni
liikumine, defineerime α > 0 jaoks
V (t) := e−
αt
2 X(eαt).
Sellist protsessi nimetatakse Ornstein-Uhlenbecki protsessiks (kasutusel na¨i-
teks statistilises mehhaanikas vedelikku vo˜i gaasi sattunud osakese kiiruse
kirjeldamisel). Leiame
E[(V (t)] = 0,
Cov[V (t), V (t+ s)] = e−
αt
2 e−
α(t+s)
2 Cov[X(eαt), Xeα(t+s)]
(5.2)
= e−αte−
αs
2 eαt = e−
αs
2 .
Seega, {V (t), t ≥ 0} on no˜rgalt statsionaarne protsess, aga samas on ta ka
Gaussi protsess, sest Browni liikumine on Gaussi protsess. Siit omakorda
ja¨reldub, et {V (t), t ≥ 0} on statsionaarne.
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Na¨ide 6.1.5 (Autoregressiivne protsess). Olgu Z0, Z1, Z2, . . . mittekorre-
leeritud juhuslikud suurused, mille korral EZn = 0, n ≥ 0 ja
DZn =
{
σ2
1−λ2 , n = 0
σ2, n ≥ 1,
kus λ2 < 1. Defineerime diskreetse ajaga juhusliku protsessi ja¨rgmiselt:X0 =
Z0 ja Xn = λXn−1 + Zn, n ≥ 1. Sellist protsessi {Xn, n ≥ 0} nimetatakse
esimest ja¨rku autoregressiivseks protsessiks. Arvutame:
Xn = λXn−1 + Zn
= λ(λXn−2 + Zn−1) + Zn
= λ2Xn−2 + λZn−1 + Zn
. . .
=
n∑
i=0
λn−iZi.
Seega
Cov(Xn, Xn+m) = Cov
(
n∑
i=0
λn−iZi,
n+m∑
i=0
λn+m−iZi
)
=
n∑
i=0
λn−iλn+m−iCov(Zi, Zi)
= σ2λ2n+m
(
1
1− λ2 +
n∑
i=1
λ−2i
)
=
σ2λm
1− λ2 ,
kus teise vo˜rduse juures kasutasime Zi ja Zj mittekorreleeritust, kui i 6= j.
Kuna EXn = 0, siis tegemist on no˜rgalt statsionaarse protsessiga.
Na¨ide 6.1.6 (Juhuslik telegraafisignaal, ja¨rg). Vaatame uuesti na¨ites 6.1.3
defineeritud protsessi, aga ja¨tame a¨ra eelduse P{X0 = 1} = P{X0 = −1} =
1
2 , eeldame ainult, et E[X(t)] = 0. Selline protsess ei pruugi enam olla stat-
sionaarne (tegelikult ja¨a¨b protsess statsionaarseks ainult siis, kui X0 on
su¨mmeetrilise jaotusega), aga lihtne on na¨idata, et tegu on no˜rgalt stat-
sionaarse protsessiga:
Cov[X(t), X(t+ s)] = E[X(t)X(t+ s)] = E[X20 (−1)N(t)+N(t+s)]
= E[X20 ]e
−2λs.
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Na¨ide 6.1.7 (Liikuva keskmise protsess). Olgu W0, W1, W2, . . . mittekor-
relleeritud juhuslikud suurused, mille korral EWn = µ ja DWn = σ
2, n ≥ 0.
Suvalise ta¨isarvu 0 ≤ k ≤ n korral defineerime
Xn =
Wn +Wn−1 + . . .+Wn−k
k + 1
.
Et eelduse po˜hjal juhuslikud suurused Wn on mittekorreleeritud, siis
Cov(Xn, Xn+m) =
{
(k+1−m)σ2
(k+1)2
, 0 ≤ m ≤ k,
0, m > k.
Seega {Xn, n ≥ 0} on no˜rgalt statsionaarne protsess.
98
