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This paper gives a queuing analysis of a conveyor-serviced 
production station using a state-dependent sequential range 
policy for unloading units from the conveyor into a reserve. 
The stationary distribution of the number of units in the 
reserve and the expected elay per unit processed are derived 
for a Poisson arrival process. The f~rm of the optimal un- 
loading policy, which minimizes the expected elay, will be 
established. 
1. Introduction 
Conveyor theory has been principally concerned 
with two distinctive types of systems: the automati- 
cally unloaded, multi-server systems and the worker- 
loaded-unloaded systems. (For a survey of Conveyor 
Theory, see White and Muth [6] .) In the latter type 
of system the unloading of units from the conveyor 
and the processing of units at the work-station are 
executed by the same person, consequently produc- 
tion is delayed uring unloading activity. In a number 
of articles probabilistic models have been developed 
for the single worker-unloading production station, 
see e.g. [1-5]. Research is focused on the develop- 
ment of efficient unloading policies which should 
minimize unloading delay and consequently increase 
the productivity of the work station. 
In this paper a new unloading policy .is introduced 
and an analysis of this policy is given. This policy is 
more general then the state-dependent policy investi- 
gated by Matsui and Shingu [4], both policies being 
generalisations of the 'Sequential Range Policy', 
introduced by Beightler and Crisp [ 1 ]. 
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1.1. Description o f  the model 
Units are transported by means of an irreversible, 
continuous belt conveyor, moving with constant 
speed. The units are unloaded from the conveyor by 
an operator, at a production statior,, situated at some 
fixed point along the conveyor and stored in a stor- 
age, referred to as reserve. After the unloading, the 
same operator takes one unit from the reserve and 
performs the necessary operations on the unit. Pro- 
cessed units leave the system. The cycle of the oper- 
ator's productive activity can be divided into two 
distinct, sequential operations, i.e., the unloading 
operation and the actual productive operation. The 
length of the unloading operation will be referred to 
as 'delay per unit processed'. All units arriving during 
the processing of a unit are lost. 
The unloading of units, using the newly proposed 
strategy, proceeds as follows: upon terminating the 
processing of a unit, the operator turns to the con- 
veyor and inspects a range of ci time units, i.e., that 
part of the conveyor that will pass the station within 
a time ci, if the number of units in the reservebank 
equals L If the range contains one or more units the 
operator delays and unloads the first unit to arrive 
and stores it in the reserve after which a new range of 
length ci+l is inspected, beginning this range at the 
arrival of the unit just obtained. This procedure con- 
tinues until either the reserve is filled or a range is 
inspected that does not contain a unit. The operator 
then returns to work. 
If, upon terminating a processing, the operator 
finds the reserve mpty, he delays until a unit arrives, 
i.e., c0 = ,,o, after which inspection starts with a 
range l. 
For a graphical representation f a typical produc- 
tive cycle see Fig. 1. 
The following assumptions are made: 
The arrivals of units at the unloading point consti- 
tutes a stationary Poisson process with arrivalrate ~. 
All handling and walkingtirnes are negligible. 
The reserve has a finite capacity K + 1, i.e., 
CK+ 1 -0 .  
The operator's sight along the conveyor, measured 
in time units, is at least equal to the maximal range. 
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Fig. 1. A typical product ive cycle, 
Moreover, it will be supposed that the processing- 
times are always greater than or equal to max(cl, ..., 
CK). This assumption guarantees that the time interval 
between the end of a processing and the subsequent 
arrival of a unit is negative xponentially distributed 
with mean 1/~,. 
2. The content of the reserve 
Let the successive completions of processing occur 
at the moments tn, n >10. By Xn, we denote the num- 
ber of units in the reserve at the time tn + O. By U(Xn) 
we denote the number of units unloaded between tn 
and tn+ l, given the value of Xn. Clearly 
Xn+ 1 = X n + i,L(Xn) - -  1 , n >f O . (2.1) 
It follows from the assumptions made that the 
sequence { Xn, n >10} forms a Markov chain with 
finite state space S = { 0, 1 ..... K}. 
Denoting by qq = Pr{xn+l =] [Xn =i} the one- 
step transition probabilities it can be verified that 
i 
qq=e-~e/+l I] ( I -e  -xek) 
k=i 
for I <<.i<K, 
K 
= U ( l -e  -~ck) 
k=i 
i - l~</~<K-  1, 
for 1 <i<K,  ]=K,  
/ 
= e-~'ci +I 11 (1 - e -~'-'k) 
k=l 
fo r i=0,  O~/<K-  1, 
K 
= ~I (1 -e  -~k)  
k=l  
=0 
for i=0  , 
elsewhere, 
/=K, 
(2.2) 
in which the convention isused that I1 ° ( . )  = 1. 
From (2.2) it is seen that the chain is time-homo- 
geneous, aperiodic and irreducible. So the chain 
{ xn, n >i 0}, having a finite state space, is ergodic. 
Consequently, it possesses a unique stationary dis- 
tribution { vi, i = 0, 1, ..., K}, which is the solution of 
the equations 
K 
v/= ~ viqi/ , /=0 ,  I , . . . ,K,  and 
i=0  
K 
v]= 1. (2.3) 
/=0 
On substituting (2.2) in (2.3) it can be shown that 
the set of equations (2.3) is equivalent to 
vl = e~'q(l - e -xq) Vo, 
vi+ = eXC/+' v~ - l - v/_ l, 
j -  1 ,2 , . . . ,K -  1 , 
K 
Z; = 1. (2.4) 
i=0 
It can be readily verified that the solution is given by 
i 
v i = Oo I-I (e xq - 1), j = 1,2, ..., K ,  
i=1 
o 0=1/  l+ ~.~ 11 (eXei_ l )  . 
]= I  i ' -1 
(2.5) 
Note that in case ci = c, i = 1, 2, ..., K the model of 
Crisp [1 ], [2] is obtained, except hat here the arrival 
process is Poisson instead of Bernoulli. In this case 
the set of equations (2.4) describes a classical random 
walk with two reflecting barriers. 
From (2.1)it follows, noting that E{ Xn} tends to 
a finite limit, that 
lim E{ U(Xn)} = 1 , (2.6) 
n. - .~ ae  
i.e., the expected number of unloaded units during a 
productive cycle equals one in the stationary state, as 
indeed it must. 
3. The mathematical expectation of the delay per 
unit processed 
Let Wn be def'med as the delay of the operator in 
removing units from the conveyor between tn and 
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tn+l, i.e., the length ef the unloading operation 
during the nth productive cycle. The random variable 
Wn is composed of the successive interarrival times 
during the unloading period, denoted by Tn, i, i = 
1,2, .... 
In Fig. 1 a realisation of a productive cycle, start- 
ing with i units in the reserve, is shown. 
By assumption it follows for k = 1,2, . . . , / -  .~ + 1 
and 0 < i <]  < K that 
Pr{ Tn, k <t  Ixn=i ,Xn+l  =]} 
1 - -  e -x t  
= 0 <~ t < Ci+k-I, 1 -- e--Xci+k-l '
= 1 t >C i+k_ l  , (3.1) 
and 
E{ Tn, k IXn =i, Xn+l =]} 
l e-kCi+ k -  1 
~, ¢i+k-I 1 -- e -hci+k-I (3.2) 
By definition, we have 
~{wn Ixn=i,  Xn+l =/} 
j - i+ l  
= ~ E{T~,klXn=i, xn+l=]} lbrO<~i<~]<K. 
k=l  
It then follows from (3.2) that 
E{ wn l xn = i, xn+l =]} 
= -ck  - . O<i~]<.K  (3.3) 
k=i 1 -- e-hCk-] ' ' 
Hence, from (2. !), (2.2) and noting that c o = ~, 
l K e-hCk 
E{w.}  - Ck 
k= 1 1 -- e -hck 
k k - I  
i=O i=0 
for n >i 1. (3.6) 
It will be observed that E{ u(xn)} equals the 
expected number of unloaded units during the nth 
productive cycle. Let w denote the unloading delay 
per cycle in the stationary state, then we have, taking 
the limit for n --> oo, (cf. 2.6), 
K 
1 e -~'ck 
E{w} :~-  ~ CkOk ] e -xck ' 
k=l  
or (cf. 2.5) equivalently 
K 
l ~ CkOk- I  , E{w} :~-  k:1 (3.7) 
where the stationary probabilities { oi, i = 0, 1 ..... K} 
are given in (2.5). 
For the special case c~ = c2 = "'" = CK = c one finds 
1 ce-XC 
F(w} i -e  -xc (I vo ) ,  (3.8) 
in agreement with a result of Beightler and Crisp [ 1 ] 
adapted to a Poisson arrival process. 
which is obviously zero for ] < i. 
Consider the equality 
K K 
E{wn} = ~ ~ Pr{xn=i}qi i  
i=0  j=O 
XE{wn [xn=i, xn+l =]}, (3.4) 
on substituting in this the expressions from (2.2) and 
(3.3), we obt~.in after rearranging terms 
K K 
1 ~ ~ ( j - i+  l)Pr(xn--'i)qi/ e(w.} 
K 
Ck e-kCk 
t,:=o 1 - e -hck 
k K 
x Z; Z; Pr(x,, (a.5) 
i=0 j=k 
4. The optimal unloading policy 
A policy which minimizes the average delay per 
cycle will be called an optimal policy. In this section 
it will be shown that there existsa unique optimal 
policy (c~ ..... c~:) satisfying the following property 
• ,,,,, * • cl ~ % >"" > cK, i.e., the policy is monotone with 
respect o the state variable. To this end a number of 
lemmas will be proved. Writing n for K, the average 
delay can be written as 
1 
e{ w} =~-  Fn(Cl ..... Cn) , (4.1) 
where the function Fn is defined as, (cf. (2.5) and 
(3.7)), 
G.(c l  ... . .  c . )  
..... c . )=H. (c l  ..... c . ) '  
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in which 
n i -  1 
Gn(Cl ..... Cn) = ~ ci 11 (ekCi - 1), (4.2) 
i=1 ]=1 
and 
n+l i -1  
Hn(cl  .....  Cn)=~ [1 (eXCi- 1). 
i=1 j= l  
Obviously, minimizing E{ w } is equivalent to maxi- 
mizing Fn. It should be noted that the optimization 
problem can be formulated as a Markovian decision 
process. Here, instead, we treat the problem as a 
classical optimization problem. 
[,emma 1. The funct ion Fn(c i ..... en) takes on its 
max imum in the open set Dn { (el,. . . ,  %)  I 0 < ci < 0% 
i=1 ,2  .... ,n}. 
Proof. Let the function Fn(c l ..... Cn) with ci >I O, 
i = 1,2, ..., n, be transformed into a function 
Fn(xl  ..... xn), with 0 <~xi ~- 1, i = 1,2,  ..., n, using 
the transformation xi = exp(-;kci). The following 
properties of the function Fn' n >t 2, are easily veri- 
fied: 
and 
(i) 
and 
(ii) 
Fn(X l  . . . . .  xi-1, ] ,X i+ l  . . . . .  Xn) 
=Fi_l(XI,...,Xi_l), i=2,...,n, 
Fn(1, x2 ..... Xn) = 0 .  
P . ( , c  l . . . . .  Xk  . . . . .  x , , )  
"> Fn_k(Xk+ 1 .... .  Xn) 
i fxk~O, k=l ,2  .... ,n - l ,  
f i , (x  1 . . . . .  1. O) = O . 
(iii) 0fin n-I  - - -  H (l -X i )  
~Xn i = 1 Xi 
for xn 1' 1. 
(iv) Fn(xl ,  ..., Xn), considered as a function of 
xl only, takes on its maximum in the open interval 
(0, 1) for all values of xi, i - 2, ..., n, with 0 < xi < 1, 
i=2  ..... ,n. 
-- 1 
(v) . . . .  , x , )  
This property follows from (4.1) by noting that 
w > 0 almost su~:ely, if 0 < ;k < oo. 
The function/~n is a continuous function on a 
closed and bounded set, therefore it takes on its 
global maximum on this set, according to a well- 
known theorem of Weierstrass. Let us denote by 
XiOl), i = 1 ,2 ,  ..., n the values which maximize fin. 
From (4.2) we have P l (x l )  = -1 /~ xt In Xl and 
it is readily verified that this function has its maxi- 
, . , . .  
mum at a point of DI ={x l  10 <x l  < !}. Now con- 
sider the function ff2(x l, x2). From Property (iv) it 
follows that 0 < x-1(2) < 1. Moreover from (ii) it fol- 
lows that x-2(2) > 0. On combining the Properties 
(iii) and (v) and noting that 0 < xl  < 1 it is seen that 
OF2/Ox2 < 0, for x2 t 1, consequently 0 < x-z(2) < 1. 
On taking x I = Xl(l) and x2 = 1 in (iii) and using 
Property (i)it follows that/Tj: < /~,  where/~/* = 
F i l l ( i ) ,  x-2(i) ..... Yi(i)), i= 1,2,  ..., n. Suppose that 
the functions Fi(x l .... , x /~]  = 1,2, ...,k(<n), take 
on their global maximum Fi* in the open set 13 i = 
{ (xl ..... xj) l0 <x i  < 1, i= 1,2, ...,]} and moreover 
that F l  < F2 < "'" < Fk. 
From this assumption we will now prove that the 
same is true for j = 1,2, ..., k + 1. If one or more 
variables of/~k+l equal zero or one, then the function 
ffk+l is reduced to a function ff/(xl ..... xj), with j < k, 
according to the Properties (i) and (ii). From the 
assumption made it follows that in case/~k41 is opti- 
mal j will not be less than k. The only cases to be 
considered in which a variable is on its boundary are 
x I =0 ,0  <x i  < 1,i = 2, . . . ,k  + 1 and 0 <xi  < i, 
i = 1,2, ..., k, Xk+l = 1. The first case cannot give a 
maximum taking into account Property (iv). On com- 
bining the Properties (iii) and (v) one finds that 
0./~k+l/0Xk+l < 0 for Xk+l = 1 SO that the second case 
can equally not give a maximum, which finally implies 
that Fk÷l must take on its global maximum in the 
open set/~k+l- Because/7~ =ffk+l(X'l(k) ..... xk(k), 1) 
it also follo,vs from the Properties (iii) and (v) that 
< P;+,. 
Consequently if the assumption made for the func- 
tions F i, ] = 1 ,2 ,  ..., k holds, it also holds for 1 ~< ] < 
k + 1. Noting that the assumption holds for k = 2 it 
follows by mathematical induction that the functions 
F i, ] = 1,2,  ..., n, have their global maximum in the 
sets/)], ] = 1,2, ..., n. Now it should be observed that 
F n has a maximum Ln (F1, ..., ~,), with 0 < ~/< ~, 
i = 1,2, ..., n if and ordy i fFn has a maximum in 
(xl .... , X-n) with 0 < x-i < 1 and ~. = exp(-X~.), 
i = 1,2, ..., n, due to the monotony of the transfor- 
mation. Moreover, from ~?i(n) > 0 we have ~.(n) < 0.. 
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So Fn is optimal in Dn = { (cl . . . . .  Cn) I 0 < ¢i < oo, 
i=  1,2, ...,n}. 
The maximum of the function F, dropping the 
subscript, satisfies the necessary conditions OF/Oci = 0, 
i = 1,2, ..., n. 
The solutions of these equations are called the 
stationary points of F. Noting that F has continuous 
first order derivatives on Dn, Lemma 1 implies that 
there exists at least one stationary point. 
Lemma 2. The stationary points o f  the function F in 
the set Dn satisfy the equ&ions 
)kCi - )kCi+l + e-hC i+ l  _ e-he i  - 1,  i = 1 ,2 ,  ..., n, 
(4.3) 
with c o = oo and Cn + 1 = O. 
Proof. The stationary points of F satisfy the equations 
H 0G OH 
because H > 0 for all ci I> 0. This leads to 
1 n j - I  } 
H +Xe xe/ ~ c/ l-I (exp(Xck) - l )  
]= i+ l  k=i+l  
n /--1 
- XGe xci ~ l-I (exp(Xck) - 1) = 0 ,  (.4.4) 
j= i+ l  k=i+l  
considering only solutions in On. 
On taking i = n in (4.4) gives 
H - XeXCnG = 0 .  (4.5) 
Considering i = n - 1 in (4.4), we have 
(1 + kcneXCn- l )H  -- )~Ge ~cn+xcn-t =0.  (4.6) 
Substituting (4.5) in (4.6) yields 
Xcn = 1 - e -xcn- I  . (4.7) 
Again, considering (4.4) for i = n - 2 and using 
(4.5) and (4.6) leads, after simplification, to 
)ken_ 1 -- 1 - e -hcn- I  - e -xen-~' + e -hcn• (4.8) 
In proceeding this way for i = n - 3, n - 4, .... 1 one 
finds the following set of equations 
H - XG e xcn = 0 ,  
~,ci = 1 - e -Twi - e -xc i -  1 + e-XCn , 
i=2 ,3 ,  ..., n. (4.9) 
Now it can be deduced that the first equation is 
equivalent to 
Xc I = 1 - e -~'cl + e-hCn, (4. ! 0) 
by substituting the equations for i = 2, 3, ..., n in 
(4.9) into the first. Then from (4.9) and (4.10) it is 
seen that 
~kC i = XCi+ 1 + e -hC i+ l  __ e-hCi - 1, i = l ,  2 . . . . .  n, 
with c o = oo and Cn+! = 0, which proves the lemma. 
Lemma 3. Any  f inite positive so&tion (c ~ ..... cn) o]" 
the equations (4.3) ~atisfies cl > c2 > "'" .'> c,, > O. 
Proof. The first equation in (4.3) reads 
XCl = ~c2 + e -~c2 , 
hence 61 > c2. 
Adding the equations for i = 1,2, . . . , / - -  1, j > i, 
in (4.3) gives 
Xcl = Xc i - e -xcl + e -hcj + e -xci-  1 (4.11 ) 
Suppose c1 >Ck, for k = 2, 3, ...,j .... 1, theil from 
(4.11) we have t: l > ~); thus, c I > c2 being true, it 
follows by mathematical induction that c I >cg, 
k = 2, ..., n. Now suppose that 
Cg >c/ ,  for j  =k  + 1, ...,n 
and k= 1,2, ...,i <n .  
From (cf. (4.3)) 
~kCi+ 1 = )kCi+ 2 + e-hCi+2 __ e-hCi , 
it is easily seen that ci+l > ci+2, because, by assump- 
tion ci > c~+2. Moreover, suppose ci+t > Cm holds for 
m :- i + 2 ..... r. From (4.11 ) we have 
~kCi+ 1 = ~kCr+ 1 -- e-A:' i  + e-hCr+l _ e-,X.ci+i + e-hCr . 
Then it is easily seen that ci+l > or+l, having assumed 
that ci > Cr+l and ci+l >Or, consequently if assump- 
tion (4.12) holds up to i, it holds for i + 1 also. Now, 
noting that (4.] 2) is true for i = l, it is true for 
i := 1,2 .... , n by induction. 
(4.12) 
We have seen that the function F possesses at least 
one stationary point. We will prove now that this is 
the only stationary point in Dn. 
Lemma 4. The f inite positive sohttion o f  the equa- 
tions (4.3) is unique. 
Proof. Suppose that the equations (4.3) admit two 
bounded solutions (Cl ..... cn) and (dl ..... dn). 1hen 
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both solutions atisfy Lemma 3. Assume that cl >d l .  
Then from (4.3) it follows that 
e -xcn -e  -xan =(Xct + e -xct) - (,'~dl + e -xat) >0,  
noting that cl >d l  > 0 and that the function 
between the brackets is Strictly increasing. Conse- 
quently, we have Cn < dn. 
The following equality is easily established 
(Xc/+ + 1) _ (xa/+ + e-Xa/+ 
= (~,cl + e-XCl)-  0,all + e-Xat) + (e-Xai -  e-XCf) • 
From this it is readily verified by an inductive argu- 
ment that ifc~ >d~ then cr >dr for i = 1,2, ..., n, 
wltich apparently leads to a contradiction. Hence 
Cl >d l  is impossible. Starting with the assumption 
c~ < dl ,  again a contradiction is found, consequently 
one must have c~ =d~. Then, using (4.3) it is seen 
that ct = dr, i = 1,2, ..., n. 
l.emma 5. The optimal value o f  E{ w } satisfies 
XE{ w} = 1 - e -~  . (4.13) 
Proof. This immediately follows from the relations 
(4.1), (4.2) and (4.5). 
Combining the results of the five lemmas we 
finally have 
Theorem 1. There exists a unique optimal policy 
(c~ ". Cn) minimizing the average delay per unit pro- 
cessed, with the following properties: 
((i) The ranges ct, i = 1,2, ..., n are the unique 
positive bounded solution of the equations 
~k¢[ = XCt+ 1 + e -hc i*+l  - e -hcr*- - I  , 
i= 1,2,...,n, 
with c~ = ~ and Cn+l = 0 
(ii) c~>c~>" '>Cn> * Cn+ 1 = 0 . 
( i i i))~E{w} =1 -e  -xe~ fo rc t=c[ , i  = 1 , . . . ,n .  
Up to now no consideration has been given to the 
influence of the reserve capacity on the unloading 
policy. Let (cl(n) ..... cn(n)) denote the optimal un- 
loading policy for K = n, n i> 1. The influence of the 
reservecapacity on the unloading policy is given by 
the following: 
Theorem 2. The optimal unloading ranges ct(n), 
i = 1,2, ..., n are monotone increasblgfunctions o f  
the reservecapacity n, i.e., ci(n - 1 ) < ct(n), i = 
1,2, ..., n. 
Proof. The ranges ci(n), i = 1,2, ..., n and ct(n - 1), 
i = 1, ..., n satisfy the equation (of. (4.3)) 
[•ci+ 1 (n - 1) + exp{ -Xc/~l(n - 1)} ] 
- [Xci+l(n)+exp{-~,c/+a(n)}l 
= [~,cl(n- 1 )+exp{-~,c l (n -1 )}1  
- [Xcl(n) + exp{-~,cl(n)} ] 
+ exp{-~,c/(n)} - exp{-~.c/(n - 1)}, 
]= 1,2, ...,n. 
Suppose cI (n - 1) I> c I (n), analogous to the proof 
of Lemma 4, it follows by' mathematical induction 
that ci(n - 1) >i ci(n) for i = 1,2, ..., n. However, 
iLoting that cn(n - 1) = 0, this implies cn(n)< O, 
which, according to Theorem 1, is not true. Therefore 
we must have cl(n - 1) < cl(n). Again, using mathe- 
matical induction it then follows that ciO~ - 1) < 
ci(n), i = 1,2, ..., n. 
5. Numerical considerations 
In order to obtain the solution of the equations 
(4.3) the following successive approximation proce- 
dure w~s used: 
+ 
- exp{-Xc!ngiO}, 
~,c~+1) = 1 - exp{-~,c~) 1 }, 
i=2 , . . . ,K -  1, 
_(1) =0, i=  1,2, K. starting with c. i ..., 
Table 1 gives the values of the optimal ranges for 
several values of the reserve capacity. Note the mono- 
tonicity properties in accordance with Theorems 1
and 2. 
In Table 2 an illustrative comparison is given 
between the policies of Crisp [2], Matsui and Shingu 
[4] and our policy. In the second column the optimal 
value of Xc for Crisp's policy is given. The third and 
fourth columns how the largest and smallest optimal 
ranges of our policy. The last three columns give the 
optimal mean delay for the three policies (for the 
policy of Matsui and Shingu the only two optimal 
values which could be found are given). 
The policy pres~,nted here is the best of the three, 
which will be evident keeping in mind that Crisp's 
policy corresponds to the case ci = c2 =''" = cx, and 
W.M. Nawi/n, R. de Jonge / A conveyor-serviced production station 73 
Table 1 
Optimal ranges 
K ~.c 1 he2 he3 ~C4 hC 5 hC 6 
2 1.20 0.70 
3 1.28 0.86 0.58 
4 1.33 0.95 0.72 
6 1.39 1.03 0.85 
8 1.41 1.07 0.91 
10 1.42 1.09 0.94 
0.52 
0.72 0.60 0.45 
0.80 0.72 0.64 
0.84 0.77 0.71 
hc7 ~('8 hc9 hclo 
0.55 0.42 
0.66 0.60 0.52 0.40 
Table 2 
Comparison with other policies 
K he c; c~( Crisp M&S hE{w} 
2 0.90 1.20 0.70 0.5177 0.5021 
3 0.85 1.28 0.58 0.4625 0.4521 0.4388 
4 0.85 1.33 0.52 0.4305 0.4026 
6 0.80 1.39 0.45 0.3939 0.3644 
7 0.80 1.40 0.44 0.3832 0.3629 0.3534 
8 0.75 1.41 0.42 0.3746 0.3453 
10 0.75 1.42 0.40 0.3616 0.3345 
15 0.75 1.44 0.39 0.3447 0.3213 
20 0°75 1.45 0.38 0.3371 0.3156 
30 0.70 1.45 0.37 0.3275 0.3109 
50 0.70 1.46 0.37 0.3189 0.3078 
the fact that Matsui and Shingu use the same range 
during the production cycle, which depends only on 
the number of usables in the reserve just after the 
termination of the service. 
The relative gain over Crisp's policy in using our 
policy is at most 8%. In case Morris' single unit policy 
is used, for which cl = c2 =''" = CK = oo, the mean 
delay equals ;k-1. 
Taking this policy as level of reference the relative 
gain over Crisp's policy is only 3%. 
6. Conclusion 
Beightler and Crisp [ 1 ] and Crisp [2], introduced 
the so called 'Sequential Range Policy', (SRP). This 
policy is a special ease of the policy considered here 
and can be obtained by putting cl = c~ =... = cx  = c. 
In his thesis Crisp suggested to generalize SRP in that 
the unloading ranges should be dependent on the 
current number of units in the reserve. Independently, 
Matsui and Shingu [4], investigated a state.dependent 
sequential range policy, which strongly resembles the 
policy considered here. The difference is that instead 
of setting the size of the range every moment an un- 
loading have taken place, they use the same range 
during one production cycle, the size of which 
depends only on the number 6f units in the reserve 
just after the termination of the processing. From a 
mathematical point of view it seems that our policy 
is a more natural generalisation f the SRP. Com 
paring the state dependent policies with SRP, see also, 
[4], shows that the gain over SRP is marginal, taking 
the case K - 0 as level of reference. Moreover the 
state dependent policies are more difficult to imple- 
ment, which is a practical drawback. To overcome 
this drawback one could introduce simplified policies, 
using a smaller number of ranges, see [4]. 
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