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Abstract
The widespread use of hydrogenated amorphous silicon (a-Si:H) devices prompted
the need for models to identify challenges and solutions early on in the design pro-
cess. Hydrogenated amorphous silicon photodiodes are commonly used as sensors
in large area scanners. It is possible to describe a-Si:H n-i-p photodiodes using an
empirical model, which this dissertation presents.
Segmented a-Si:H n-i-p photodiodes of varying sizes were fabricated via plasma
enhanced chemical vapor deposition. The dark current-voltage characteristics were
then measured at different temperatures. The capacitance and the quantum effi-
ciency of the devices were also characterized.
Using simple semiconductor device equations and the observed empirical be-
havior, a model is built with a series of parameterized equations. The forward bias
current characteristics are represented by the weighted sum of a low bias exponen-
tial relationship and a high bias power law relationship. The reverse bias current is
modeled as the sum of the bulk thermal component and the edge leakage compo-
nent. A linear bias dependent equation is used to represent the diode capacitance
and a fourth order polynomial is used to model the quantum efficiency. The de-
vices are characterized and the parameters are extracted from the empirical results.
Good agreement has been obtained by comparing the results of the proposed model
with the experimental results.
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Amorphous materials are a very viable and attractive alternative for semiconductor
devices due to their lower cost and large area capabilities. Solar cells [11], photode-
tectors [12], thin-film transistors (TFTs ) [13], light-emitting diodes (LEDs) [14],
and memory switch devices [15] are among some of the many devices made from
hydrogenated amorphous silicon. The widespread use of amorphous materials has
prompted the need for the basic understanding of their physical characteristics. If
one is to design a device made of such a material, it would be beneficial to derive
a model to determine its performance and any possible design issues before mass
production.
1.1 Problem Description and Motivation
Models are theoretical constructs that use variables and the relations between them
to represent something. The Bohr model of the atom, the Gaussian-chain model
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of a polymer, the double helix model of deoxyribonucleic acid (DNA) are some of
the common models used nowadays in the scientific community [16]. Models are
constructed to help researchers understand a complex problem, often by making
assumptions that are known to be either false or incomplete. There are many
different types of models, each with its own strengths and weaknesses. Models are
so pervasive that there may be more than one model explaining the same physical
phenomenon and in the worst case they might even contradict each other.
The problem of multiple models also affects amorphous materials. For a-Si:H n-i-
p photodiodes, the literature reports an assortment of models, each model validated
by fundamental equations and empirical results. However, some of these models
do not agree with each other. Each model aims at explaining some part of the
complex nature of hydrogenated amorphous silicon [17] [18] [19] [20] [21] [22] [23]
[24] [25]. Some of these models are purely theoretical, while others are empirical-
based. Empirical models can be derived more easily for established processes, but
they usually lack the scope necessary to explain the underlining physics. Theoretical
models on the other hand tend to be more complete, but are more complex and
harder to derive. Despite the drawbacks observed in empirical models, they are
sometimes preferred over theoretical models since they can be derived and simulated
faster. In addition, by using a simpler model with an analytical expression rather
than a numerical one, large complex systems can be simulated with fewer computing
resources.
Empirical models are sometimes referred to as models of data [26]. An empirical
model is essentially a corrected, rectified, idealized version of the data gained from
immediate observation, also known as a raw data. In general, one performs data
reduction and curve fitting on the gathered data to derive the model [16]. Data
2
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reduction involves the exclusion of errors or data from faulty observations. As
implied by its name, curve fitting is the act of finding the trend in the observed data
by drawing a smooth curve through the set of points. However, the construction
of a data model is not as simple as it sounds. It requires the use of statistical
techniques and raises some methodological questions. Some of these questions
include how to determine which points are noise, or how to fit a curve through a
clean set of data. The former problem is closely related on how the experiment
is conducted. By minimizing the number of noise sources, good raw data can
be obtained and no or very little data reduction needs to be done. The latter
issue is the curve fitting problem, where the data does not indicate what form the
fitted curve should take. The curve fitting problem can be solved mainly with
background theory, simplicity, prior probabilities, or a combination of all three.
Some researchers state that by using the Akaike information criterion [27], data
will infer a curve shape that maximizes predictive accuracy [28]. In short, although
there is no set methodology on how a model can be derived [29], by performing
several iterations of data gathering, data reduction, and curve fitting an empirical
model can be derived.
The aim of this dissertation is to present the idea on how an empirical model for
an a-Si:H p-i-n or n-i-p photodiode can be extracted from theoretical equations. The
parameters and model equations found here might be very specific to the processes
and geometries used at the University of Waterloo Giga2Nano Laboratory, but the
methodology hopefully will be general enough that it can be applied to other devices




To present the model building methodology in a systematic manner, this disserta-
tion is organized into three main areas. The first part, which includes Chapters 1
to 3, provides the general background necessary to the formulation of the model.
Chapter 4 presents the details of the model. Chapter 5 follows by implementing
and validating the model. Finally, Chapter 6 concludes this thesis.
Although the proposed model is an empirical one, it still depends on the physics
related to the material. Therefore, a good understanding of the material properties
is important. Chapter 2 aims at providing the necessary background material re-
garding hydrogenated amorphous silicon (a-Si:H). The relevant physical properties
of a-Si:H are summarized, including the electronic density of states, metastability,
carrier transport and photoconductivity.
Building on the groundwork established in Chapter 2, Chapter 3 introduces
the n-i-p structure. The mode of operation of the photodiode is explained. Then,
other characteristic parameters related to its performance are described. These
factors include its capacitance, metastability, quantum efficiency, trap state release,
operational temperature and noise.
The model of the n-i-p diode is examined in Chapter 4. In this chapter the
fundamental equations describing each component of the diode is presented.
Chapter 5 validates the suggested model. The test setup as well as the samples





Hydrogenated amorphous silicon (a-Si:H) is a relatively new material. In the 1960s,
non-hydrogenated amorphous silicon (a-Si) was studied when research was con-
ducted on chalcogenides [1]. At that time, a-Si was made by sputtering or by ther-
mal evaporation. a-Si was considered an impractical material due to its high defect
density and inability to be doped. In 1969, Chittick et al. used glow discharge and
silane (SiH4) to produce the first hydrogenated amorphous silicon (a-Si:H) film [30].
The addition of hydrogen, hydrogenation, to a-Si improves its electronic properties
by passivating the dangling bonds. The passivation of dangling bonds removes the
electronic states within the band-gap and eliminates most of the trapping and re-
combination centers. Even with the observed improvement of photoconductivity
and defect density, a-Si:H did not draw much interest at that time because the over-
all electronic quality was still far worse than that of its crystalline counterpart [31].
However, Le Comber et al., from the University of Dundee, reported the possibil-
ity of substitutional n-type or p-type doping in a-Si:H in 1975 [32]. Since then,
a-Si:H has been heavily researched and various theories concerning its properties
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presented.
This chapter provides the necessary a-Si:H background for modeling the photo-
diode. Section 2.1 introduces the advantages and structure of hydrogenated amor-
phous silicon. Then, Section 2.2 describes the density of states of a-Si:H and how it
differs from standard crystalline silicon (c-Si). The concept of defects and metasta-
bility as it applies to a-Si:H will be covered in Section 2.3. Finally, electronic
transport and photoconduction are explained in Sections 2.4 and 2.5.
2.1 Structure and General Characteristics
Hydrogenated amorphous silicon (a-Si:H) is a non-crystalline form of silicon. Non-
crystalline semiconductors possess the same short-range order, but lack the long-
range order of their crystalline counterpart. The short range order of amorphous
materials means that for a given atom, the bond length and bond angle to its
neighbors are the same as those of crystalline materials. However, the bond angles
values deviate within 10 % after a few interatomic spacings [1]. A comparison
between crystalline and amorphous silicon is shown in Figure 2.1. Despite their lack
of long-range order, amorphous semiconductors generally have well-defined bond
lengths, bond angles and coordinations. Coordination, the specific number of bonds
an atom makes to its immediate neighboring atoms, is determined by Mott’s “8-N”
rule [33], where N is the number of valence electrons. For example, since silicon
has four valence electrons, its optimal coordination is four. Usually the structure
of amorphous semiconductors can be modeled using continuous random networks.
The continuous random network model treats the structure of a covalently bonded
amorphous material such that perfect connectivity is maintained among atoms but
6
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Figure 2.1: Illustration showing (a) c-Si atomic structure and (b) a-Si:H atomic
structure.
the periodicity is not well-retained [1]. Some of the electronic properties of device
grade a-Si:H are shown in Table 2.1.
As can be seen in Table 2.1, the electronic properties of amorphous materials are
usually worse than crystalline materials due to the loss of long-range order. How-
ever, there are several advantages that make amorphous semiconductors attractive
to large area electronics [34].
First, since the crystallinity of the material is not that critical of an issue in
a-Si:H, large-area deposition are readily available for a-Si:H. This allows for the de-
ployment of large arrays of devices. For example, the current maximum wafer size
for a-Si:H is about 4 m2, compared to 12” c-Si wafers that are around 0.072 m2. Sec-
ond, c-Si fabrication temperatures are lower bounded by the melting point of silicon
using the Czochralski growth method and by the thermal oxidation process [35]. On
the other hand, a-Si:H growth process can be done at temperatures below 450 ◦C
using plasma enhanced chemical vapor deposition (PECVD), which allows for the
7
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Table 2.1: Characteristics of device grade a-Si:H [1].
Parameter Symbol Value Unit
Hydrogenation concentration [H] 10 at. %
Optical band gap Eµ 1.7− 1.8 eV
Slope of conduction band-tail EOC 30 meV
Slope of valence band-tail EOV 50 meV
Defect density ND 10
15 cm−3
Electron drift mobility µn 1 cm
2V−1s−1
Hole drift mobility µp 0.003 cm
2V−1s−1
Carrier diffusion length λDiff 0.3 µm
Intrinsic a-Si:H Conductivity at 300 K σintrinsic 10
−11 Ω−1 cm−1
n+ a-Si:H Conductivity at 300 K σn+ 10
−2 Ω−1 cm−1
p+ a-Si:H Conductivity at 300 K σp+ 10
−3 Ω−1 cm−1
use of other materials such as plastics as substrates. Third, a-Si:H has very good
optoelectronic properties, with an absorption length 200 times shorter than c-Si.
a-Si:H bandgap is suitable for optical sensors and solar cells. The bandgap and the
absorption spectrum can also be tuned by the alloying of a-Si:H with carbon or ger-
manium. Fourth, since a-Si:H already has a high defect concentration of 1015 cm−3
to 1016 cm−3, the adverse effects associated with radiation damage and background
impurities are not as important as in cystalline materials. Fifth, the fabrication
process of a-Si:H is compatible with standard silicon fabrication processes. As a
matter of fact, a-Si:H films are generally grown by Plasma Enhanced Chemical
Vapor Deposition (PECVD). This makes the adoption of a-Si:H by standard fab-
rication facilities a lot easier. A typical PECVD reactor is shown in Figure 2.2.
Reactive gases are decomposed by plasma and are grown on a substrate.
The quality of the deposited a-Si:H layer depends on various deposition param-
eters, including: RF power, substrate temperature, gas composition, gas flow and
8
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Figure 2.2: Schematic of a standard Plasma enhanced chemical vapor deposition
chamber.
gas pressure. The RF power determines the film growth rate. The deposition tem-
perature controls the chemical reactions on the growing surface. The composition
of the gas determines the type of a-Si:H film grown. The gas flow rate controls the
residence time of the gases in the reactor. The gas pressure determines the mean
free path of the gas molecules, and it is usually around 0.1 ∼ 1 Torr [1].
As mentioned previously, hydrogenation is important in reducing the number
of defects in a-Si. Hydrogen content decreases with increasing temperature and
varies with radio frequency (RF) power [36]. Research literature reports that device
quality a-Si:H films are grown at temperatures around 200 to 300 ◦C and at low RF
power [1]. In addition, the deposition of a-Si can be further controlled by diluting
silane with noble gases. The dilution of silane can be beneficial to the deposition
of a-Si. However, silane should not be too diluted as it might cause columnar
morphology which is also adverse to film quality [37]. The hydrogen concentration
in device grade a-Si:H films is around 10 atomic %.
9
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2.2 Electronic Density of States
The band gap, which is the separation between the top of the occupied valence
band and the bottom of the empty conduction band, is one of the fundamental
parameters of crystalline semiconductors. It is often described by the splitting of
the bonding and anti-bonding states and is a consequence of the periodicity of the
lattice.
The wave function of electronic states in c-Si can be derived by solving the
Schrödinger equation with a periodic potential well. It can be described by the
Bloch wave as:
Ψ(−→r ,−→k ) = u(−→r ,−→k )ei
−→
k ·−→r , (2.1)
where
−→
k is a three-dimensional space vector. The function u(−→r ,−→k ) describes
the potential well periodic in −→r with the periodicity of the crystal lattice [38].
The wave function has a well-defined momentum
−→
k which extends throughout
the crystal. Since a-Si:H lacks this periodicity, k-space cannot exist and the wave
function cannot be expressed by the Bloch wave. However, the density of states is
a valid description of electron states for both c-Si and a-Si:H [39].
There are many models in literature available to describe the distribution of
density of states (DOS) in a-Si:H. The most common model used to describe the
DOS of a-Si:H is the Mott-Davis-Street model shown in Figure 2.3. In contrast to
the sharp band edges found in c-Si, the a-Si:H DOS has band-tails of localized states
extending into the gap, caused by the lack of long range order. In an amorphous
semiconductor, electrons may become localized, meaning that the wave function is
confined to a small value rather than being extended. Anderson, who was the first
to model electron localization, showed that if the average of the disordered poten-
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tial experienced by electrons exceed a critical value, all the electron states in the
material are localized [40]. At absolute zero (0 K), the mobility of elections above
the mobility edge is finite, but the electrons below the mobility edge are immobile.
In other words, at 0 K, the localized states do not contribute to conduction.
In the Mott-Davis-Street model, the band-tails are a few tenths of an eV, and
the Fermi level is locked near the mid-gap by the defect levels. This model is favored
over the Cohen-Fritzsche-Ovshinsky model, since it explains the doping found in
a-Si:H [1]. The DOS of the valence band and conduction band can be measured
by photoemission and inverse photoemission respectively [41].
Figure 2.3: Mott-Davis-Street density of states model for a-Si:H.
The extended states of the conduction band and valence bands are separated
from their respective tail states by their mobility edges EC and EV . The DOS
11
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distributions for the conduction band tail and valence band-tail states are assumed
to be single exponential functions of energy with their respective characteristic








where E is the energy level measured from EV , Nco and Nvo are the density of
states at EC and EV respectively.
2.3 Defects and Metastability
The definition of defects differs for a-Si:H and c-Si. In c-Si, any deviation from
the ordered structure, such as impurity atoms, vacancies, or interstitial atoms, is
considered a defect. On the other hand, defects in a-Si:H are defined to be co-
ordination defects, when an atom violates the Mott “8-N” rule.
Broken bonds or defects in a-Si:H have one unpaired electron, which occupy an
energy level in the mid-gap. Due to the slight variations arising from the environ-
ment, there is a distribution of electron energies near the mid-gap. The defect states
are usually modeled as Gaussian functions. This can be seen in Figure 2.3. Conse-
quently, dangling bonds are the source of generation and recombination centers in
the forbidden gap.
The dangling bonds have three possible charge states, namely the negatively
charged D− state which has an additional electron trapped, the neutral D0 state
which has its own electron, and the positively charged D+ state which lacks an
electron. The two electrons in a D− state repel each other by the Coulomb force
12
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and the energy levels are split by the so called correlation energy [1]. The splitting
of the D− and D0 states due to the correlation energy U is also shown in Figure 2.3.
Defects can be temporarily created in a-Si:H whenever the Fermi level is driven
away from its equilibrium position. This metastable phenomena can be caused by
light [42] [43], doping [44], or electrical field [45]. Although hydrogen is beneficial in
the passivation of dangling bonds in a-Si:H, it also contributes to the light induced
degradation of a-Si:H, termed the Staebler-Wronski effect.
2.4 Carrier Transport
Carrier transport is defined as the movement of charge from one location to a differ-
ent one in the semiconductor [34]. For c-Si, carrier transport occurs by electron and
hole transport. Electron conduction is defined as the motion of electrons through
the states in the conduction band. On the other hand, hole conduction is defined as
the motion of electrons through the states in the valence band. Current density is
a good figure of merit used to describe carrier transport. Current density depends
on carrier concentration and carrier velocity. Carrier velocity is proportional to the
electric field for low and medium fields. Then, the current density can be expressed
as:





where Jn, Jp, J are the electron, hole, and total current densities respectively. The
values n, p, µp, µn,
−→
E , σ refer to the electron concentration, hole concentration,
electron mobility, hole mobility, electric field, and conductivity, respectively.
Carrier transport in a-Si:H shares many similarities to that of c-Si. Namely,
electron drift mobility ( µn ≈ 1 cm2V−1s−1) is higher than hole drift mobility
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( µp ≈ 10−2 cm2V−1s−1) due to stronger hole trapping in the valence band. There-
fore, electrons dominate the carrier transport in a-Si:H, giving rise to the name of
“electronic transport”. Due to scattering caused by the disorder in a-Si:H, the mo-
bilities of electrons and holes are lower than that observed in c-Si [34]. Electrons
can be transported through extended, localized or defect states, which is shown in
Figure 2.4 [1].
Figure 2.4: Schematic showing the three electronic transport mechanisms found in
a-Si:H: (a)extended state conduction; (b)hopping in the band-tail; (c)hopping at
EF .








where k, T , EC , EF are the Boltzmann’s constant, temperature, conduction mobil-
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where q, ~, a are the elementary charge, the reduced Planck constant, and the av-
erage distance between atoms, respectively [30]. By assuming conduction is domi-







where EA is the energy at which the conduction band-tail vanishes, as shown in
Figure 2.4. The constant w1 is the activation energy for hopping, which is temper-
ature dependent. σ1 is a prefactor which is much smaller than σmin. Conductivity
for carriers near the Fermi energy level hopping between deep localized states is:
σHopping = σ2e
(−w2kT ), (2.7)
where w2 is the hopping energy for deep states and σ2 is also a prefactor (σ2  σ1).
At room temperature, electrons keep trapping and detrapping between the ex-
tended states above the mobility edge and localized states below the mobility edge.
Therefore, the transport of charge carriers is trap-limited, and effective carrier
mobility or drift mobility is lower than free carrier mobility. Since the trapping
mechanism is temperature dependent, so is the drift mobility. At high tempera-
tures, electronic transport through the extended states dominates, but the other
two mechanisms also contribute depending on external parameters.
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2.5 Photoconductivity
Photoconductivity is a phenomenon in which the conductivity of a material in-
creases due to the absorption of an electro-magnetic radiation. In a-Si:H, electrons
and holes can be optically excited to the band edges where they drift to the elec-
trodes under the applied field. There are two types of photoconductivity: primary
and secondary photoconductivity. If the contacts are blocking, then it is referred to
as primary photoconductivity. On the other hand, if the contacts are leaky and the
absorbed carriers are replaced by carriers injected from the other contact, then it is
referred to as secondary photoconductivity [1]. Although primary photoconduction
is usually the best structure for a light detector, it is the secondary photoconduction
that is more commonly studied. The secondary photoconductivity can be modeled
as:
σph = Gq (µDeτe + µDhτh) , (2.8)
where G , q, µDe,Dh, and τe,h are the optical excitation rate, the elementary charge,
the mobilities of free electrons and holes, and the recombination lifetime of the
electrons and holes respectively. Assuming transport is dominated by electrons,
Equation 2.8 can be expressed as:




where L, ND, σcross, are the scattering mean free path of the carriers, the defect
density, and the trapping cross-section, respectively. As can be seen, photoconduc-
tivity is predicted to be proportional to the excitation intensity, G, and inversely
proportional to the defect density, ND, and to the temperature, T . Note that the
capture cross-section is approximately constant and that the photoconductivity is
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proportional to the illumination flux.
2.6 Summary
In this chapter, the basic characteristics of hydrogenated amorphous silicon (a-
Si:H) have been reviewed. a-Si:H possesses the short range order of crystalline
silicon (c-Si), but lacks its long range order. This lack of order translates into
a broadening of the band edges in the density of states. Dangling bonds in a-
Si:H translate into defect states in the forbidden gap as well as poorer electrical
properties. Hydrogenation of the amorphous material can improve its electrical
properties by passivating such dangling bonds. Electrical conduction in a-Si:H can
occur either by extended state, defect state, or localized state conduction. Usually,
extended state conduction dominates at high temperatures. The conduction of
a-Si:H can also be changed by exposing the material to illumination. Carriers
are excited from non-conducting states to conducting ones, and thus increasing
conduction. Photoconductivity is proportional to the incoming illumination flux,
and inversely proportional to defect density and temperature.
17
Chapter 3
Physics of a-Si:H n-i-p
Photodiodes
The study of a-Si:H photodiodes, in particular n-i-p , started in the 1970s, when
amorphous materials were first examined for their power conversion capabilities for
use in solar cells [46]. Photodiodes are favored as photosensors thanks in part to
their excellent performance and simple structure. MIS (Metal-Insulator Semicon-
ductor), Schottky and n-i-p photodiodes are the three main types of hydrogenated
amorphous silicon (a-Si:H) based photodiodes[47].
Hydrogenated amorphous silicon n-i-p diodes have high internal quantum ef-
ficiency, low reverse bias leakage current and can be conveniently produced on
substrates such as glass or plastics. These advantages make a-Si:H n-i-p diodes
practical light detectors for image sensor arrays [1]. However, a-Si:H n-i-p diodes
have the drawback of lacking the photoconductive gain found in Schottky and MIS
photodiodes. Although avalanche gain is observed in amorphous selenium, this is
not found in a-Si:H [48].
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The aim of this chapter is to summarize the essential background related to
the a-Si:H n-i-p photodiode and build on the concepts presented in Chapter 2.
First, the basic mode of operation of the diode is described. Then, the capacitance
encountered in the device is explained. Following this, the quantum efficiency
related to the photodiode operation is presented. Finally, some comments related
to the noise performance are summarized.
3.1 Photodiode Device Structure
A standard n-i-p photodiode structure is shown in Figure 3.1. The design consists
of two very thin p-doped and n-doped layers with a thicker undoped intrinsic layer
sandwiched in-between, from which the name n-i-p is derived. The n-i-p diode also
includes top and bottom metal contacts, since the doped layers have low conduc-
tivity. For example, a 10 nm thick n-type layer offers at best 108 Ω/. Indium
Tin Oxide (ITO) is a common transparent conductor used as the top electrode for
top illumination diode structures [4]. Section 5.1.2 will describe the photodiode
structure used for the experiments in further detail.
High doping in a-Si:H results in a high density of charged dangling bond defects,
which in turn give rise to short minority carrier lifetimes [1]. Thus, most minority
carriers generated by incident illumination recombine rapidly before they can cross
the bias junction. In other words, the highly doped p and n layers do not con-
tribute to the light sensitivity of the diode. As a matter of fact, the doped layers
reduce the diode sensitivities for short wavelength illumination. On the other hand,
the undoped layer is an efficient collector for the electron-hole pairs generated by
incoming illumination due to its low defect density [4].
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Figure 3.1: a-Si:H n-i-p diode structure [4].
3.2 Mode of Operation
The n-i-p diode has the electrical characteristics shown in Figure 3.2. The expo-
nentially increasing forward bias current and the low reverse bias current are both
similar to that of a normal p-n diode. Chapter 4 will cover further details of the
current voltage characteristics. The reverse bias current increases by over four or-
ders of magnitude under illumination. This leads to the concept that under reverse
bias, the n-i-p diode can serve as a light detector. The signal from a photodiode is
usually acquired by taking the difference between the photocurrent and the dark
current.
The internal built-in potential, Vbi, gives rise to an internal electrical field.
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Figure 3.2: Typical electrical characteristics of a photodiode [1].
Under reverse bias, the internal electrical field is increased further. When the n-i-p
diode is exposed to light, electron-hole pairs are generated in the intrinsic layer
(i-layer). The generated charges are then swept by the electrical field and a current
will flow. This current is termed the photocurrent, Iph and can be described as
follow:
Iph = GLηQE(Vbias, λ), (3.1)
where GL, ηQE(Vbias, λ) are the luminous flux and the quantum efficiency respec-
tively. The quantum efficiency depends on the generation of electron-hole pair and
the charge collection efficiency. The generation depends on the wavelength of the
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incident light. Note that this is the primary photocurrent referred to in Section 2.5.
The collection efficiency depends on the bias voltage and the carrier recombi-
nation lifetimes. Defects in a-Si:H limit the carrier lifetime, τ . The carrier lifetime
with free mean path, L, drift mobility, µ, and electric field,
−→








A smaller τ translates to a higher trapping probability and hence a lower collection
efficiency. In order to increase the collection efficiency, a large value of µτ and a
high applied bias are preferred.














where tF is the thickness of the device. For large values of µτ Equation 3.3 can be
approximated as:





The value for µτ is different for electrons and holes. For example, in low defect
density a-Si:H, µτelectron = 3 × 10−7 cm2V−1 and µτholes = 5 × 10−8 cm2V−1. The
value µτ is inversely proportional to the density of traps, ND and the capture





Neutral dangling bonds in undoped a-Si:H can trap both electrons and holes. In
other words, ND is the same for both kinds of carriers. However, the cross section
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for holes is greater, so the µτ for holes is smaller than that for electrons [1].
3.3 Defects and Metastability
By taking the difference of the signal of an image in darkness and an image taken
under illumination, one can eliminate any unwanted offset or dark current and ob-
tain the image desired. If the dark current characteristics of the photodiode are
constant, then a one-time calibration of the photodiode will be sufficient. On the
other hand, if the behavior of the diode changes over time, then frequent measure-
ments need to be made. Note that if the dark current is very low, then the effects
of an unstable current is not as significant, making low leakage current devices very
desirable. Schottky diodes tend to have higher leakage currents than n-i-p photo-
diodes at room temperatures [4]. Schottky diodes also have higher leakage currents
than n-i-p detectors at lower biases [4].
The quality of the a-Si:H can decay over time under prolonged illumination
due to the metastable nature of the material (see Section 2.3) [42]. The Staebler-
Wronski effect can therefore cause a reversible change in the current characteristics
of the device [42]. However, the exposure of photodiodes under normal conditions
is much less than the magnitude required to create defects. In other words, the
Staebler-Wronski effect is not practically important in n-i-p diodes under typical
duty cycle and exposure conditions. This is because the exposure dose and time
are not enough to cause a significant increase in the defect density of the intrinsic
layer. Note that this does not mean that the Staebler-Wronski does not happen
in n-i-p photodiodes, photodegradation of the leakage current is observed with the
proper light exposure [50].
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Other possible causes for current fluctuations in the photodiode are related to
the conduction mechanism found in the photodiode. For example, transient be-
havior is observed in reverse bias current after the application of bias and several
seconds are required before stable operation can resume [50]. Another possible
source of current instability comes from the fact that the leakage current is temper-
ature dependent. Section 4.1 examines the temperature dependence of the reverse
bias current. In addition, the photodiode current fluctuates with bias, since the
leakage current changes over time. Since the photodiode is operated under integra-
tion mode, every time a photon strikes the i-layer, carriers are generated, charge
builds up at the contacts and effectively decreases the bias. Thus, the measured
dark current characteristics might not accurately represent the situation for the
illuminated diode.
3.4 Capacitance
The response speed of a general photodetector is dependent on three factors: diffu-
sion of carriers, drift time in the depletion region and capacitance of the depletion
region [51]. The first factor states that carriers generated outside the depletion
region must diffuse to the junction which results in considerable time delay. How-
ever, in a-Si:H n-i-p diodes, there are no free carriers outside the depletion region.
Thus, for a-Si:H n-i-p photodiodes, the first factor does not apply [1]. The second
factor, the drift velocity in the depletion region, is determined by the bias. With
sufficient reverse bias, the drift velocity will reach saturation. However, there are
also some limitations related to the reverse bias due to the bias dependence of the
dark current. Finally, the depletion region capacitance also affects the response
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speed in two ways. If the depletion region is too large, the transit-time effects will
limit the frequency response. On the other hand, a thin depletion layer results in
a larger capacitance value (C), which results in a high RC time constant, where R
is the load resistance.
As mentioned above, the capacitance of the n-i-p diode is critical since it deter-
mines the response time of the circuit. The diode’s capacitance can be subdivided
into three sections: (i) the p-i junction capacitance, (ii) the i-layer capacitance and
(iii) the n-i capacitance. Hegedus assumes that the n-i junction forms an ohmic
contact whose space charge region is very narrow. In other words, the n-i capaci-
tance is large when compared to the other capacitances and can be neglected when
connected in series [5]. Shown in Figure 3.3 is the band diagram used to derive the
equivalent capacitance of a n-i-p diode. The junction shown in Figure 3.3 has no
applied bias. The states below the Fermi energy are assumed to be filled. Before
describing the equations related to the junction capacitance, the variables in Fig-
ure 3.3 need to be defined. The variables EC , EF , EV are the conduction band
energy, the Fermi energy and the valence band energy levels respectively. The vari-
able VB is the barrier height and d is the thickness of the i-layer. The variable VD





EE is defined as the cut-off energy dividing the intrinsic layer into a responsive
(x < XE) and unresponsive state (0 < x < XE). The responsive state is often
referred to as the conductive region and the unresponsive state to the space-charge
region. This separation of the i-layer can be explained by the thermal emission of
electrons from a gap state, only states which can release their charge within the
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Figure 3.3: a-Si:H n-i-p diode band diagram used to describe the capacitance. [5]
a.c. period will be able to follow the a.c. signal. The thermal emission time of an






where ν is the attempt-to-escape frequency. The variable EE is defined as:





where ω is the frequency of the applied a.c. bias signal.
By using Poisson’s equation and assuming a uniform distribution of mid-gap
26
CHAPTER 3. PHYSICS OF A-SI:H N-I-P PHOTODIODES
states, g(EF ) = g0, the following equations are derived:

















E (x), ρ(x) are the electric potential, electric field and space charge






The boundary conditions used by Hegedus assume that the electric potential and
electric field are zero at x = ∞ [5]. Note that in real n-i-p devices with finite
thickness d, this is not strictly true. However, if d > 3L0 then this approximation
holds and simplifies the calculations greatly.
The capacitance in the conductive region (x > XE) is quasi-static, since all the






since L0 is the first moment of the charge distribution. By using Equation 3.10,




The capacitance of the unresponsive region (0 < x < XE) in turn is described
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Hence, the junction capacitance, CJ , for an arbitrary a.c. period is described by










Finally, the total capacitance of the photodiode is the series capacitance of the






Quantum efficiency, ηQE, is defined for photodiodes as the number of electron-hole










where Iph, q, Popt, h, and υ are the photogenerated current, the elementary charge,
the optical power at wavelength λ, the plank constant, and the frequency of the
incident photon respectively. Quantum efficiency (QE) is usually expressed as a
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percentage [51].
A related figure of merit is responsivity, R. Responsivity is defined as the ratio
of the photocurrent in Amperes to the optical power incident to the photodiode
in Watts. Responsivity is used to measure the sensitivity of a photodiode. The
higher the responsivity, the more sensitive the diode is, and the more current it can
generate. The responsivity can be related to the quantum efficiency, described in











where wavelength λ is expressed in µm [51]. As mentioned previously, for a-Si:H
n-i-p diodes, a QE of 100 % is unattainable. However, it has been shown that an
optimized designed can achieve a quantum efficiency of ∼ 80 – 90 % at wavelengths
between 500 to 600 nm [1].
Note that the responsivity and ηQE both depend on the wavelength of the in-
coming radiation. Therefore, the spectral response of a photodiode, which shows
the sensitivity of the diode to the photons at different wavelengths, is an impor-
tant parameter. The spectral response of the photodiodes can be improved by the
application of a surface coating. By varying the material coating, the spectral re-
sponse can improve the response of targeted wavelengths up to 25 % and reduce
the spectral response at other frequencies.
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3.6 Noise
Noise is described as the unwanted signal that degrades the signal of interest. Ran-
dom events at the microscopic level translate into macroscopic fluctuations of cur-
rent, voltage and charge. Unfortunately, electronic noise is omnipresent in all cir-
cuits and devices, any object capable of allowing the flow of electrical current will
exhibit noise. Hence, a good understanding of noise is necessary.
Since noise is random, it is studied by statistical means and usually has a mean
value of zero. The effective noise power of a source is measured in root mean square
(RMS) values. If the RMS values of different random noise sources are uncorrelated,





where xi are the RMS values of the individual noise sources [4].
3.6.1 Different Noise Sources
There are various sources of noise and they are each caused by different electrical
components. In electronic circuits, resistance generates thermal noise, also refereed
to as Johnson-Nyquist Noise. Current sources cause shot noise. Semiconductor
devices contribute flicker noise and generation-recombination noise [4].
Johnson-Nyquist Noise
The Johnson-Nyquist noise is the random variation in current and voltage caused
by the Brownian movement of electrons in a resistive medium. This type of noise
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was first measured and described by John B. Johnson at Bell Labs in 1928 [52]
and explained by Harry Nyquist [53]. Thermal noise was first observed in resistors,
but can be applied to any type of conducting medium. It can be modeled by a
voltage source in series with a noise generating resistor or a shunt current generator.
Thermal noise has a flat power spectrum and is known as white noise. The power
spectral density of the generator can be expressed as:
v2nThermal = 4kTR, (3.20)
where k is Boltzmann’s constant, T is the temperature of the resistor and R is its






where ∆f is the bandwidth over which the noise is measured. Note that thermal
noise is directly proportional to temperature; as temperature decreases, so does
thermal noise.
In the literature, there is often reference to another noise source called kT/C
noise. kT/C noise is not a fundamental noise source, but rather thermal noise in
another guise. Consider for example a low-pass filter composed of a resistor and
a capacitor, with the output voltage measured across the capacitor. The noise












where ω, R, C are the frequency, the resistor value and the capacitor value, respec-
tively. Using Equation 3.21, the total output noise voltage measured across the
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As can be seen, this is not a new source, but thermal noise in the presence of a
filtering capacitor. Therefore, thermal noise and kT/C should not be included in
the same single noise calculation [54].
Shot Noise
Shot noise arises from the fact that an apparently constant current is actually
composed of random independent movements of a large number of charge carriers.
Shot noise is generally observed in p-n junctions, as current flows across it and it
is dependent on bias current and the electron charge. In a diode, electrons are
randomly ejected from the n-region and, if they have enough energy, they will
overcome the potential barrier at the junction and enter the p-region. However,
electrons might also collide with lattice vibrations, surface state, or impurities and
fall back into the n-region. Even if the electrons do make it through the barrier,
there still exists a number of randomizing conditions on the other side. Eventually,
the electron will travel all the way to the metal contact. Each arrival of such an
electron at the drain contributes an impulse of charge. The impulse of charge in the
time domain translates to wideband noise in the frequency domain that becomes
larger with increasing average current. Shot noise occurs not only in p-n junctions
but also in any conductor, and even in the case where the charge is not well localized.
Although shot noise is due to a completely different mechanism from thermal noise,
they are both quantum fluctuations and some researchers treat them as a single
unified concept [55].
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Shot noise can be modeled as a Poisson process and the charge carriers which





where q, I, and ∆f are respectively the elementary charge, the average current
through the device, and the bandwidth over which the noise is measured.
Flicker Noise
Flicker noise was also discovered by Johnson at Bell Labs in 1925 [56]. Flicker noise
has a “pink” spectrum, where its power spectral density is inversely proportional
to the frequency (f) [57]. The spectrum varies as 1/fα, where the exponent is
approximately unity (α = 1 ± 0.2 ). Flicker noise is therefore often referred to as













where k, I, a, f , b, ∆f are the proportionality constant, the average direct-current
(DC) current, the current fitting parameter, the frequency, the frequency fitting
parameter, and the bandwidth over which the noise is measured respectively [57].
The current fitting parameter, a, varies between 1.5 and 2. The frequency fitting
parameter, b, varies within 0.8 and 1.4. The proportionality constant, k, depends on
the device process. Flicker noise is usually defined by a frequency called the corner
frequency (fc), which is the frequency at which the extended inverse frequency line
crosses the unity noise temperature ratio. In other words, the “white” thermal
noise dominates for frequency above fc.
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There are two competing theories that are used to explain the origin of flicker
noise: the McWhorter number fluctuation [58] and the Hooge mobility fluctua-
tion theory [59]. Since there are experimental results to support both theories,
researchers do not have conclusive evidence to favor one over the other.
McWhorter, who worked on germanium filaments, proposed that flicker noise
is a surface effect. He attributed the source of 1/f noise to a fluctuation in the
majority carrier density near the semiconductor surface due to a fluctuation of
surface interface traps. He showed in a number of experiments that the flicker noise
in germanium depends on the ambient atmosphere of the filament. McWhorter
derived the 1/f noise spectrum by assuming that the time constant τ of the surface
states varied with a 1/τ distribution. However, the number fluctuation theory fails
to account for the flicker noise in ionic solutions, which does not have interface
traps.
Hooge, who worked on metal films [60], proposed that flicker noise is a bulk
phenomenon [59]. From his experiments, Hooge proposed the empirical relation of







where R2nFlicker is the spectral density of the resistance, N is the total number of
free carriers in the bulk, αH is the Hooge constant, R is the resistance, and f is the
frequency. The variable αH is a dimensionless empirical parameter with a value
∼ 2 × 10−3. The Hooge constant does not hold for all media and needs to be
modified depending on the impurity scattering in the material [61].
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Generation-Recombination Noise
Trapping and de-trapping centers in the bulk can cause generation-recombination
(G-R) noise. The trapping and de-trapping mechanisms change the total number
of carriers, hence the current, and thus causes a fluctuation in the resistance. The





1 + ω2τ 2
, (3.27)
where σ2G−R, N , τ , ω, R are the variance, the total number of free carriers in the
bulk, the trap relaxation time, the angular frequency, and the resistance respec-













where N , NOccupied, NEmpty are the total number of free carriers in the bulk, the
number of occupied traps, and the number of empty traps respectively.
3.6.2 Noise in a-Si:H photodiodes
Noise in a-Si:H photodiodes have been studied extensively for different device
configurations[63] [64] [65]. In general, two noise sources are considered: flicker
and thermal noise [65]. Researchers report that the current dependent flicker noise
is the main noise source at high biasing condition. For low bias conditions, the bias
independent Johnson-Nyquist Noise dominates [66].
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Flicker Noise in a-Si:H photodiodes
Noise behavior in a-Si:H photodiodes was found to follow flicker noise character-
istics of approximately 1/f or 1/f2. This has been attributed to the trapping and
de-trapping of electrons by distributed trapping centers in the band gap or to in-
homogeneous current filaments [63] [67]. However, Wieczorek showed that none of
the following models could explain the observed empirical results (Hooge’s model
(see Section 3.6.1), the recombination model, the bulk trapping model, the surface
trapping model, and the bulk conductance fluctuation model). Instead, Wieczorek
proposes that flicker noise results from the injection of carriers from the doped con-
tact regions into the diode bulk. Wieczorek also showed experimentally that flicker
noise is independent of the deposition order and that flicker noise power scales with
the diode area. [66]
Thermal Noise in a-Si:H photodiodes
As described in Section 3.6.1, series resistance causes thermal noise. In a-Si:H
p-i-n or n-i-p photodiodes, the series resistance arises from the resistances of the
semiconductor layers, the metal contacts, and the metal-semiconductor interfaces.
Since the valence band-tails are wider than those in the conduction band, the
resistance of p-type a-Si:H is much larger than that of n-type a-Si:H. The resistance







where dp, A, σ0,∆Ep, k, T are the p-layer thickness, area of the diode, conductivity
prefactor, and the p-type activation energy respectively [68].
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3.7 Summary
This chapter introduced some of the theoretical equations related to the physical
operations of a a-Si:H n-i-p photodiode. The n-i-p structure requires the use of an
intrinsic layer for photocurrent generation, since the doped layers are high in defect
density and unsuitable for photodetection. Incoming photons generate electron hole
pairs in the i-layer that then migrate to the terminals giving rise to the photocurrent.
Since the signal of interest is obtained by subtracting the photocurrent from the
dark current, current stability is a primary concern. The Staebler-Wronski effect
does not apply to n-i-p photodiodes, but other possible causes of current fluctuations
are related to the conduction mechanism. The capacitance of the photodiode is also
important, since it determines both the response speed and the storage capacity of
the photodiode. The quantum efficiency defines the quantity of charge generated
for the incoming photons. Finally, noise in the photodiode can obscure the signal
of interest and needs to be studied as well. Possible noise sources in photodiodes
include flicker and thermal noise.
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Modeling of a-Si:H n-i-p
Photodiode
A complete theoretical model of a n-i-p photodiode requires the simultaneous so-
lution of a complete set of transport equations [23]. The set of equations includes




















where G is the generation rate and R is the recombination rate.
−→
E is the electric
field and ρ is the space-charge density.The values Jn, Jp are the electron and hole
38
CHAPTER 4. MODELING OF A-SI:H N-I-P PHOTODIODE




















where µn, µh are the band mobilities of the electrons and holes, T is the temper-
ature, and ε is the dielectric constant of a-Si:H. To determine the space-charge
density, the electron concentration (n), the hole concentrations (h), and the dis-
tribution of localized states need to be considered. As can be seen, a theoretical
model for a n-i-p diode is quite complex and requires knowledge of the distribution
of density of states in the mid-gap. Although a theoretical model offers a greater
insight about the physical behavior of the device, it is time-consuming to simulate.
An empirical model is therefore suggested as an alternative way to simulate the
photodiode.
The previous chapters have covered the essential building blocks from which
the a-Si:H photodiode model will be built. Starting from the ideal equations, an
empirical model will be derived. This chapter will explore the different components
that are part of the a-Si:H photodiode. Shown in Figure 4.1 is a simplified equivalent
model of the a-Si:H photodiode. The model is composed of a resistor, a diode, a
capacitor and a current source. The resistor represents the series resistance found in
the photodiode. The diode summarizes the current characteristics. The capacitor
is used to express the photodiode capacitance and the current source to emulate
the photocurrent generated by the photodiode under illumination.
First, the current-voltage characteristics, including forward and reverse bias,
will be examined in Section 4.1. This section will also briefly describe the series
resistance. Then, a model for the capacitance of the photodiode will be presented
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Figure 4.1: Equivalent circuit model for a a-Si:H photodiode.
in Section 4.2. Finally, the model for the photocurrent of the photodetector is
explained in Section 4.3.
4.1 Current-Voltage Characteristics
Section 3.2 introduced the basic mode of operation of the photodiode. As previously
described, the current generated by the photodiode is used to quantify the strength
of the incoming signal. Hence, the current-voltage (I-V ) or current density-voltage
(J-V ) characteristics and its model are at the core of the model. The forward bias
and reverse bias current characteristics are modeled separately. They are presented
in Subsection 4.1.1 and Subsection 4.1.2 respectively.
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4.1.1 Forward Bias Photodiode Current
The n-i-p diode is rarely operated in the forward bias mode for photodetection.
However, the forward bias region is very useful in determining the defect density
of the i-layer. For this reason, this model will also examine the forward bias char-
acteristics associated with the n-i-p diode. Figure 4.2 illustrates the forward bias
characteristics of a-Si:H n-i-p photodiodes fabricated at the Giga2Nano Laboratory.
The forward bias current behaves diode-like, namely its current increases expo-
nentially with the bias. The forward bias current can be described ideally by the
equation:
IF (Vbias) = I0(e
qVbias
nkT − 1), (4.5)
where I0, q, Vbias, n, k, T are the saturation current, elementary charge, bias
potential, ideality factor, Boltzmann’s constant, and temperature respectively.
In Equation 4.5, n varies empirically from 1.3 to 1.5 [51]. The ideality factor
depends on the thickness, the deposition conditions and the quality of the contacts.
Theoretically, the ideality factor is 1 for thermionic emission. On the other hand,
the ideality factor is 2 for a generation-recombination mechanism. The contribution
of both components depends on the barrier height and the density of recombina-
tion states. The thermionic emission current is inversely proportional to the barrier
height. The generation-recombination mechanism is proportional to the number of
recombination states. Recall that in a-Si:H the recombination centers are usually
the defects situated in the mid-gap. Studies show that the high barrier from the
p-type contact is enough to suppress thermionic emission [69]. Although, the mea-
sured ideality factor is greater than 1, modeling shows that the main contribution
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Figure 4.2: Forward bias J-V characteristics of a-Si:H photodiodes at 40 ◦C.
42
CHAPTER 4. MODELING OF A-SI:H N-I-P PHOTODIODE
still comes from the generation-recombination mechanism. This is also consistent
with the statement that the main contribution for reverse bias current comes from
thermal bulk generation.
As seen in Figure 4.2, the current deviates from the exponential relationship at
higher bias. This can be explained by the fact that the current increases exponen-
tially until there is a series-resistance or recombination limitation [50]. The series
resistance can originate either from the bulk or the contacts. The contacts are usu-
ally thin films with significant resistance. As for the bulk component, a defective
or thick device can create a high resistance as well. The recombination limitation
becomes apparent when the trapped space-charge density exceeds the free-carrier
density by orders of magnitudes [70].
A possible model for the deviation from the ideal diode equation is to use a bias
dependent diode ideality factor. However, this method also requires the density of
states of the i-layer, which is usually hard to obtain [71]. Another method, which is
the one being presented here, is to separate the forward bias I-V model into three
regions: (i) low, (ii) medium and (iii) high biases. Three different equations are
then used to describe the quasi-static voltage characteristics of these three regions.
The low forward bias region follows the ideal diode equation, Equation 4.5.
Equation 4.5 can be expressed in terms of current density, JFlow , as :





where A , J0low are the junction area and saturation current density of the photo-
diode respectively. The variables J0low and n are both temperature dependent and
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can be expressed as [51]:







n(T ) = n0 − δnT,
(4.7)
where A0low is the pre-exponential factor dependent on the processing conditions,
Ealow is the forward bias activation energy, n0 is the ideality factor at 0 K, and δn
is the reduction constant of the ideality factor.
For medium forward biases, the series contact resistance, Rs, reduces the voltage












where R is the sheet resistance and can be expressed as R = Rs/A. The above
equation can be explained by the schematic shown in Figure 4.1. The series resis-
tance, Rs, reduces the potential that the diode sees. By using Kirchhoff’s voltage
law (KVL), Equation 4.5 becomes:







Since the series resistance tends to be very small, it can usually be ignored for the
photodiode model.
For the high bias region, the current-voltage follows a power law relationship due
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where J0high , and γ are the high bias saturation current, and the high bias region
exponent respectively. The variables J0high and γ are also temperature dependent
and can be modeled as:







γ(T ) = γ0 − δγT,
(4.11)
where A0high , Eahigh , k, T , γ0, and δγ are the exponential pre-factor, the activation
energy, the Boltzmann’s constant, the temperature, the exponential at 0 K, and
the change of the exponential temperature correctional factor respectively.
A weighting function can be used to combine both curves and to smooth out
the transition between the low and high bias regions of the graph. For the model,





where fp is the scaling parameter and fq is the center parameter. The weighting
function is loosely based on the Fermi-Dirac distribution function. The smoothing
of the curves can be determined by the fp parameter and the transition region
is governed by the fq parameter. In short, taking the above considerations, the
combined equation for the forward I-V characteristics is:
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4.1.2 Reverse Bias Photodiode Current
The dark reverse bias current is often used as a measure of the electronic perfor-
mance of a n-i-p photodiode. A low reverse bias current is usually associated with
a good device, because the reverse bias current is subtracted from the photocurrent
to obtain the image of interest. Therefore, low leakage current devices are desir-
able. According to the ideal diode model, the reverse bias current should be equal
to the saturation current I0. However, empirically it has been observed that this is
not the case. The higher dark reverse current values are likely caused by pin-hole
and microstructural shunt paths of the junction or from the junction sidewalls [72].
Figure 4.3 shows the different components found in reverse bias dark current. Bulk
thermal generation, doped contact injection, and edge leakage of the exposed diode
are some of the components that may contribute to the diode reverse bias dark
current. This section will examine all three of these components in turn. Note that
some researchers also include a corner component, which scales with the number of
corners in the diode [73].
Bulk Thermal Generation
The bulk thermal component scales with the photodiode area. In an optimized
diode, the bulk component is the major contributor to the dark reverse bias current.
Figure 4.4 illustrates the thermal generation of electrons and holes via mid-gap
defect states. Due to thermal energy, electrons are excited from the valence band
to an empty or singly occupied defect state. The electrons are then further excited
to the conduction band [6] [50]. Shockley-Read-Hall (SRH) statistics can be used
to describe the current generation from a single trap level [51]. For multi-level
and continuous distribution of traps, the generation current is dominated by the
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Figure 4.3: Illustration of different leakage current components found in a-Si:H
photodiodes [2].
emissions from traps located within kT of the quasi-Fermi level (EFD). Assuming
full depletion and unity collection efficiency, the thermal generation current density,
Jth, can be expressed by:
Jth = qN (EFD) kTω0 exp
[




where EC is the conduction band energy level, EFD is the energy defining the
occupancy of localized states near mid-gap, ND(EFD) is the defect density in the
forbidden gap, ω0 is the excitation prefactor, and ti is the intrinsic layer thickness [6].
The different capture cross sections for electrons and holes result in a different
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Figure 4.4: Band model illustrating bulk thermal generation [4].
rate prefactor, which shifts the quasi-Fermi energy level. The value EC − EFD is
approximately 0.9 eV and can be obtained from:














are the mobility gap and the carrier capture cross section ratio re-
spectively. From the above equation, thermal current is temperature and defect
density dependent.
ND(EFD) which is empirically found to be ∼ 6 to 8×1015 cm−3 can be obtained
from photodiode transient current experiments by measuring the depletion charge,
QD. This is shown in Figure 4.5.
Undoped a-Si:H is naturally n-type, meaning that its equilibrium Fermi level,
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Figure 4.5: Transient reverse bias current measurements at different bias voltages
for a 100× 100 µm2 diode at room temperature [6].
EF , lies slightly above the mid-gap when there is no bias voltage. When a reverse
bias is applied, a depletion of electrons is observed. The occupied states above
mid-gap are depleted of charge giving rise to an initial thermal generated electron
current greater than the steady state thermal current, Ith. Over time, the depletion
continues until steady state thermal generation is reached. The initial current can




where ∆E is the position of the EF above mid-gap.
The depletion charge released during transient measurements is caused by the
shift in the Fermi level from EF to EFD after the application of the bias voltage.
The depletion charge can be extracted from the measured current transient Id(t),
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Id (t) dt− Ith (4.17)





N (E) dE (4.18)
Note that unlike Figure 2.3, Figure 4.6does not differentiate between the two types
of defects found in a-Si:H. By assuming that ND(E) stays constant between EFD




ND (E) dE ≈ qND (EFD) ∆E (4.19)
A constant ND(E) over the region of integration is a reasonable assumption since




q (EF − EFD)
(4.20)
The thermal electron current decreases non-exponentially with applied voltage.





Since the Fermi energy is time dependent, the decay is non-exponential. From Equa-
tions 4.16 and 4.21, one can see that both Ith and τth are thermally activated. This
implies that a change in temperature can seriously affect the leakage current. This
is confirmed by the empirical current-voltage temperature results (Section 5.3). Ta-
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ble 4.1 summarizes the parameters and their typical values required to calculate the
bulk thermal generation current. Using the values presented and the above formu-
lae, the bulk thermal current density can be estimated to be ∼ 2.5×10−11 A·cm−2.
Table 4.1: Typical parameter values used to calculate the bulk thermal generation
current in a a-Si:H photodiode [2].
Parameters Symbol Value Units
Device temperature T 313.15 K
Intrinsic layer thickness ti 5× 10−5 cm
Mobility Gap Eµ 1.877 eV
Electron capture cross section σe 1× 10−15 cm−3
Hole capture cross section σh 1× 10−14 cm−3
Excitation rate prefactor ω0 1× 1013 s−1
Transient depletion charge QD 1.28× 10−4 C
Change in Fermi level position in i-a-Si:H ∆E 0.2 eV
Voltage Dependence of Bulk Thermal Leakage
Although Equation 4.14 implies no voltage dependence for the steady state thermal
generated current, empirical values state otherwise. Researchers have tried to ex-
plain this bias dependence by: an increase of generation centers [74], field enhanced
emission processes [7], or electron-lattice interaction mechanism [75]. However, no
conclusive theory states which component is the dominant cause.
Kramer et al. argue that the bias dependence in the width of the depletion re-
gion in the i-layer was small compared to the field enhanced conduction and should
be ignored [7]. They argued that since most generation centers are located near
EFD, the activation energy of the reverse current should be bias independent. They
also argue that in order for the increase in generation center theory to work, the de-
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Figure 4.6: Density of states showing the depletion charge.
pletion charge should have a bias dependence similar to the current itself. However,
this is not the case. The bias dependence of the depletion charge tends to be much
weaker than the bias dependence of the current. Therefore, Kramer et al. suggested
that field assisted excitation explains the bias dependence of dark reverse current.
There are two field dependent emission mechanisms: Poole-Frenkel and thermally
assisted tunneling. For electrons, if the particle was from an initially neutral defect
(D+/0) then the enhancement can be described by a Poole-Frenkel mechanism. On
the other hand, if the trap was initially negative (D0/−) then the enhancement is
attributed to thermally assisted tunneling. Both of these conduction mechanisms
are shown in Figure 4.7, where (a) illustrates the Poole-Frenkel emission and (b) the
thermally assisted tunneling. For holes, the situation is reversed. The probability
for thermally assisted tunneling (TAT) of electron emission from a trap Et below
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Figure 4.7: Field enhanced conduction mechanisms for electrons: (a) Poole-Frenkel
and (b) thermally assisted tunneling [7].
the conduction band (EC), eTAT,e(Et,
−→
E ), is given by:
eTAT,e(Et,
−→


















In Equation 4.22, the first term refers to the thermal emission. The second term
(the integral term) refers to the enhancement due to the escape probability via
virtual states, located δE below the conduction band. The density of these virtual
states, P (δE,
−→




















The above equation calculates the penetration of the conduction-band electron wave
function through a triangular potential barrier. For Poole-Frenkel (PF) emission,
the probability is given by:
ePF,e(Et,
−→



















In Equation 4.24, ∆EPF describes the energy barrier reduction due to the interac-
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The value P (δE,
−→
E ) for the Poole-Frenkel case is similar to the one found in Equa-
tion 4.22, except that the barrier height has changed. Similar equations can be
derived for hole emission to the valence band.
The above mechanism work well individually in describing the conduction of
single charges. However, when considering the carrier generation in the i-layer, the
above two mechanisms need to be considered simultaneously. Figure 4.8 shows both
potential mechanisms. Figure 4.8 (a) shows an initially negatively charged trap
which emits an electron by thermal assisted tunneling. Then a hole is generated by
Poole-Frenkel emission. Figure 4.8 (b) on the other hand shows an initially neutral
trap which emits an electron via Poole-Frenkel emission and then generates a hole
by thermal assisted tunneling. By using SRH statistics, the generation current in
Figure 4.8: Carrier field enhanced generation: (a) thermally assisted tunneling and
(b) Poole-Frenkel [7].
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the i-layer for both mechanisms can be expressed as:
I0/−(
−→



































To summarize, the field assisted enhancement from a charged defect can de-
scribed by thermal assisted tunneling with an enhancement factor of exp(−βt
−→
E ).
If the particle was from an initially neutral defect, the enhancement can be described





suming a uniform field, these field assisted mechanisms are a possible explanation
for the observed voltage dependence of the thermal current. By taking into account








∣∣∣−→E ∣∣∣)αp exp(βp√∣∣∣−→E ∣∣∣) exp(βpd√∣∣∣−→E ∣∣∣3) , (4.27)
where
−→
E , βt, αp, βp, and βpd are the average electric field across the intrinsic layer,
the tunneling constant, the Poole-Frenkel exponential prefactor, the Poole-Frenkel
exponential constant, and the partial depletion exponential constant respectively.
The βpd term is to account for the fact that full depletion is not formed at low
reverse bias.
Edge Leakage
Another source for the reverse bias dark current is the edge or peripheral leakage
current and it is particularly significant for smaller devices. Schiff et al. showed
that there exists a bias dependence for the reveres bias current [8]. Figure 4.9
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shows this dependence for 400 × 400 µm2 diodes. By measuring the reverse bias
current of diodes of different sizes, it was concluded that the variability observed
can be attributed to the peripheral current. The center current straight line is the
predicted contribution from the bulk current. The variability observed is largely
attributed to the process variation in the etching and passivation during fabrication
of the device. Unpassivated sensors tend to have large leakage currents due to their
high sensitivity to ambient atmosphere [1]. The edge leakage component can be
attributed to the increased defect density at the photodiode junction sidewalls. The
increase in defects can be attributed to the damage resulting from the dry reactive
ion etching (RIE) process. Another possible cause for the edge leakage current is
the presence of surface states due to the change in material at the interface.
Figure 4.9: Variation of reverse bias current due to edge leakage. [8]
The total diode current, Itotal, including both bulk, JB (A·cm−2), and peripheral
component, GP (A·cm−1), for a square diode is:
Itotal = JBd
2
s + 4GP ds, (4.28)
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where ds is the edge length of the diode. By measuring square diodes of differ-
ent sizes, JB and GP can be easily extracted. The peripheral component is bias
dependent as well as temperature dependent and can be empirically modeled as:
GP (T, Vbias) = A(T )V
2
bias + B(T )Vbias + C(T )
= (A2T
2 + A1T + A0)V
2
bias + (B2T
2 + B1T + B0)Vbias
+(C2T
2 + C1T + C0)
(4.29)
Contact Injection Generation
Note that Equation 4.28 does not include the charge injection component, since
it is usually considered to be negligible in n-i-p diodes. The contact injection
component depends highly on the barrier height of the contacts. A low barrier
height means that the contact injection dominates over the other components. In
Schottky barriers, this is indeed the case [69]. However, for n-i-p devices, the
thermal bulk component dominates due to the high barrier height and the charge
injection can usually be ignored [74] [76].
4.2 Capacitance
The capacitance is not only important in determining the response time of the pho-
todiode, but also determines the amount of charge that can be stored. Section 3.4
presented a theoretical equation for the total capacitance of a photodiode. How-
ever, Equation 3.16 requires the knowledge of the distribution of mid-gap states,
which is difficult to extract empirically. A more practical equation derived from
the conventional parallel plate capacitance formula can be used instead to model
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where ε0, εa−Si:H , A, ti are the permittivity of free space, the relative permittivity
of intrinsic a-Si:H, the photodiode area, and the thickness of the intrinsic layer in
the photodiode respectively.
4.3 Quantum Efficiency
The quantum efficiency of the photodiode depends on several processing param-
eters, including the thickness of the p-layer, the thickness of the anti-reflection
coating, and the thickness of the intrinsic layer. These parameters can be opti-
mized to maximize the quantum efficiency at a specific wavelength of impinging
light. The quantum efficiency, ηQE, is a function of λ and can be experimentally
fitted with a fourth order polynomial as:
ηQE (λ) = A4λ
4 + A3λ
3 + A2λ
2 + A1λ + A0 (4.31)
Once the quantum efficiency of the photodiode is modeled, the generated photocur-
rent, Igenerated ph, can be expressed by the following equation:
Igenerated ph = qηQEφphotonA, (4.32)
where q, ηQE, φphoton, and A are the elementary charge, quantum efficiency, photon
flux, and area of the photodiode respectively. This equation is based on Equa-
tion 3.1 as presented in Section 3.2.
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4.4 Summary
Following the groundwork established in the previous sections, this chapter intro-
duces an empirical model for the a-Si:H photodiode. The model is composed of a
diode, a capacitor in parallel, and a current source. The diode is used to model the
current-voltage characteristics of the photodiode. The forward bias and the reverse
bias regions are modeled separately. The forward bias region is further separated
into three areas: low, medium, and high bias. The low bias region behaves like an
ideal diode. The medium bias region experiences a current reduction due to a series
resistance. The high bias region has a current power law relationship to voltage
due to space-charge limited current. The reverse bias current is composed of a bulk
thermal generation component, edge leakage component, and charge injection com-
ponent. The bulk component depends on the defects in the intrinsic layer and the
temperature. The edge component comes from the increased defect density at the
photodiode junction sidewalls and scales with the perimeter. With good blocking
contacts, the contact injection component can be neglected. The capacitor in the
model is to take into account the capacitance of the diode and can be modeled
using a simple parallel plate capacitor equation. Finally, the current source is to
simulate the photocurrent generated by the photodetector under illumination. The
current generated is proportional to the photon flux, the quantum efficiency and




Model validation is often overlooked, but it is the most important step in a model
building sequence [77]. Model validation determines how well a model fits the em-
pirical data. A model that does not fit the data cannot be used to provide good
answers to the underlying phenomenon under investigation. There are several tools
that can be used to validate a model. A common and simple method is to use graph-
ical residual analysis. The residual is the difference between the measured data and
the predicted response. The residual for the ith observation can be mathematically
expressed as:







where yi is the response in the i
th observation, the quantity that the model is
supposed to simulate. The mathematical function f represents the model and is
composed of a list of variables, −→xi , and the appropriate parameter list,
−→
βi . If the
residuals appears to behave randomly, then it can be concluded that the model
fits the data well. On the other hand, if non-random behavior is observed in the
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residual data, further improvements on the model is possible. This is due to the
fact that measurements will include random errors that are not taken into account
by the model.
In short, following the presentation of the empirical model in Chapter 4, this
chapter aims at validating it. First, a description of the test devices is presented as
well as their fabrication method. Then, the parameters of the model equation are
extracted. Finally, the model is validated by comparing the theoretical model with
the measured results and calculating the residuals.
5.1 Sample Preparations
A series of segmented n-i-p photodiodes with varying sizes and geometries were
fabricated in a MVSystemsTM multi-chamber deposition tool, shown in Figure 5.1.
The multi-chamber structure includes a load-lock chamber, an insulation-transport
Figure 5.1: Schematic and photograph of the MVSystemsTM multi-chamber depo-
sition tool.
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zone with a robotic arm, and four process chambers. Intrinsic, negatively doped,
positively doped a-Si:H (i-a-Si:H, n-a-Si:H, p-a-Si:H) semiconductor layers, and
amorphous silicon nitride passivation layers were deposited using standard plasma-
enhanced chemical vapor deposition (PECVD). On the other hand, the indium
tin oxide (ITO) was deposited via magnetron sputtering. All the above materials
were deposited in separate process chambers to avoid cross-contamination. The
base pressures of the process chambers and insulation-transport zone are 10−6 -
10−7 Torr and 10−5 Torr respectively. The process chambers can be regulated
at temperatures between 25 and 400 ◦C. 13.56 MHz RF generators with output
power of 100 and 600 W were used in the system to support the plasma required
for PECVD and sputtering processes respectively [3].
Intrinsic a-Si:H was deposited with hydrogen diluted or pure silane SiH4 gas. To
obtain n-a-Si:H and p-a-Si:H, gas phase doping with hydrogen diluted phosphine
(PH3/H2) and tri-methyl boron (TMB/H2) were used respectively. ITO was sput-
tered using Ar-O2 plasma. Other metal layers, such as Aluminium (Al), Chromium
(Cr), and Molybdenum (Mo) were sputtered on at room-temperatures with Argon
(Ar) plasma. The thickness of deposited films and mechanical stress were measured
using a DektakTM surface profiler [3].
5.1.1 Deposition Optimization
Dr. Y. Vygranenko and Dr. K.H. Kim determined the different deposition pa-
rameters required to obtain the lowest defect density for the i-aSi:H layer and the
optimal doping level for the p-aSi:H layer [78] [79]. An intrinsic layer that is low
in defects can reduce the thermal generation current, and thus reducing the dark
current. An optimized p-layer reduces the charge injection, and thus minimizing
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the contribution of the p/i interface.
The defect density of the deposited layer can be determined by a number of tech-
niques, such as: capacitance-voltage measurements, electron spin resonance (ESR),
constant photocurrent method (CPM), photodeflection spectroscopy (PDS), and
field-effect measurements [1]. The above methods require special sample prepara-
tion, specific equipment and lengthy measurement, which are not always available
in a pilot line. A more practical approach is to measure the photoconductivity or
other device parameters and correlate these results to the defect density. For exam-
ple, photoconductivity is approximately inversely proportional to defect density [1].
Table 5.1 summarizes the optimal process conditions used in the Giga2Nano Lab-
oratory to fabricate device grade a-Si:H at 220 ◦C.
Table 5.1: Optimized deposition parameters for device-quality grade i-aSi:H [3].
Parameter Value Unit
Silane (SiH4) gas flow 20 sccm
Gas pressure 400 mTorr
RF power 2 W
Deposition rate 1.80 Å·s−1
Doping was achieved via gas phase doping. n-aSi:H and p-aSi:H layers were
grown with SiH4 and the addition of PH3 and TMB respectively. The doping
efficiency in a-Si:H with this procedure is rather low. Note that whereas in c-Si,
doping is substitutional, meaning that a Si atom in the lattice is replaced by a
dopant atom, this is not the case in a-Si:H. Doping in a-Si:H is defined by the
coordination of the impurity atom. Doping atoms can be either three-fold or four-
fold coordinated. Only four-folded coordinated atoms are electrically active and
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where N4, N3, and N are the number of four-fold coordinated, three-fold coordi-
nated and total number of impurity atoms. The variables nbandtail and ndefect refer
to the densities of excess carriers in the band tail states and defect (or deep) states
that can take on extra electrons due to doping.
For a-Si:H photodiodes, a high enough built-in potential (achieved by doping)
is required to prevent charge injection. However, high doping concentration in the
p-layer leads to high defect density and hence increases optical losses and decreases
quantum efficiency. Furthermore, the impurity atoms can diffuse into the intrinsic
layer at low temperatures, which creates deep localized states near the p-i interface.
Localized sates at the interface can act as generation-recombination centers and
increase dark leakage current. Therefore, optimization of the doping conditions is
of primary importance to the quality of the photodiode. Table 5.2 summarizes the
optimized parameters used in depositing doped a-Si:H layers.
Table 5.2: Optimized doping parameters for doped a-Si:H [3].
Parameter N type P type Unit
doping doping
SiH4 gas flow 20 20 sccm
PH3 gas flow 5 0 sccm
TMB gas flow 0 10 sccm
Pressure 400 400 mTorr
RF power 2 2 W
Deposition rate 1.3 2.6 Å·s−1
Dark Conductivity ∼ 1×10−2 1.59×10−6 S·cm−1
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5.1.2 Test Sample Structure
For the measurements, square diodes of five different sizes were fabricated and
tested. The diode photosensitive areas were: 126× 126 µm2, 250× 250 µm2, 500×
500 µm2, 1× 1 mm2, and 2× 2 mm2. Figure 5.2 shows a cross-sectional diagram of
the fabricated photodiodes. The photodiodes were deposited via standard PECVD
at 220 ◦C as described in Section 5.1
Figure 5.2: Schematic of cross section of the fabricated a-Si:H nip photodiodes [9].
The undoped a-Si:H i-layer is 500 nm in thickness with 40 nm heavily doped n+
(a-Si:H:P) and p+ (a-Si:H:B) layers as ohmic contacts. Photodiode junctions are
isolated from one another using reactive ion etching (RIE) via SF6 plasma, and the
junction sidewalls are passivated using non-stoichiometric a-SiNx:H. A 80 nm thick
indium-tin-oxide (ITO) layer is deposited on top of the p+ layer as the transparent
conductive oxide (TCO). Cr and Al are sputtered as the bottom and top contact
metals, respectively.
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5.2 Measurement Techniques
The widespread use of amorphous materials has prompted the need for a basic un-
derstanding of their physical characteristics. For this purpose, many measurements
techniques have been developed. Techniques that characterize current-voltage,
capacitance-voltage, quantum efficiency, and other physical properties have been
developed, since each measurement technique has its advantages and drawbacks.
This section uses some standard and innovative techniques to obtain the neces-
sary parameters needed to model the a-Si:H photodiode. More specifically, the
methodology used to obtain the current-voltage characteristics, capacitance-voltage
characteristics as well as quantum efficiency are summarized here.
5.2.1 Current-Voltage Measurements
Room temperature and high temperature current-voltage (I-V ) measurements were
obtained using a KeithleyTM 4200 Semiconductor Characterization System with
KeithleyTM Remote Preamplifiers. The test system for room temperature measure-
ment is shown in Figure 5.3. The room temperature current-voltage system uses
an AttoGuardTMMicroChamber as the test chamber and four CascadeTM Microtech
Precision Positioners for the probe tips. The device under test (DUT) is loaded
from the side onto a chuck. The chuck uses suction to hold the sample in place.
After loading the sample, the elevation lever is released to raise the sample to the
desired height. The chuck can be rotated and translated using knobs located next
to the loading bays. The coarse adjustments are made by visual inspection from an
observation window. Once the coarse positioning adjustments are made, the probe
tips can be accurately positioned at the desired locations using the Microtech Pre-
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Figure 5.3: Schematic [10] and photograph of the room temperature I-V measure-
ment system.
cision Positioners and a OlympusTMmicroscope. The microscope is illuminated by
a 150 Watts TechniquipTM FOI-150 light source. The Microtech Precision Posi-
tioners allow for precise x, y, and z displacement of probe tips. In particular, the
lowering of the tips (negative z displacement) is of critical importance, since both
the probe tips and the sample are sensitive to the amount of stress applied. The
probe tips send their signal to the semiconductor parameter analyzer via triaxial
cables. There are also four KeithleyTM 4200-AP Preamplifiers to boost the signal
coming from the probe tips.
High temperature I-V measurements were done in a similar apparatus of that of
room temperature. The setup is shown in Figure 5.4. To regulate the temperature,
dry air is regulated by a TemptronicTM TP03000 System, which feeds the regu-
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Figure 5.4: Photograph of the high temperature I-V measurement system.
lated dry air through a system of tubes surrounding the chuck. The test chamber
apparatus used is similar to the room temperature system, except for three ma-
jor differences. First, the chuck is not moved manually, but rather by a computer
controlled motorized CascadeTM positioning system controlled by either a mouse
or a joystick. The speed and range of the movement can be set from the computer
to allow for fine adjustments. Second, instead of using a standard microscope to
align the probe tips, an A-ZoomTM microscope system is used. The A-ZoomTM mi-
croscope is also connected to the computer and allows for the instant capture of
images. Third, the probe tips are mounted on top of CascadeTM DCM 200 Series
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Precision Positioners. The positioners operate similarly to the MicrotechTM one,
except that they fit different probe tips.
In addition, both systems are physically isolated using KineticTM Systems Vi-
braplane. In essence, the probe stations float on top of a raised air table to reduce
the amount of ambient vibration. This is important, since small vibrations can
cause stress on the sample and hence modify the measured current. In order to
measure the dark current, the test chamber is isolated using a metal cover in both
systems. In addition to turning off the lights in the test room, a black blanket is
used to cover the whole system to further reduce the amount of photons impinging
the sample.
The I-V characteristics of different photodiode sizes were measured between
room temperature and 80 ◦C, under dark conditions. The photodiode biasing volt-
age was swept from 1 V to -5 V in 50 mV steps. The trapped charges in the bulk
a-Si:H were removed by applying a reverse bias of -1 V for 60 seconds prior to the
start of each sweep. The forward and reverse bias characteristics were measured
separately. In addition, the current-voltage experiments spanned several days. The
measurement parameters are summarized in Table 5.3 below.
To minimize temperature drift when performing high temperature measure-
ments, a significant amount of time was allowed for stabilizing at the target temper-
ature. Current readings at low temperatures and small-area photodiodes challenge
the sensitivity limit of the measurement system (∼ 10 fA) and generally yield a
noisier reading. To obtain more accurate results, six small photodiodes of dimen-
sions of 125 µm on a side were connected together to increase the measured current
levels. It is assumed that each photodiode in the array will have very similar I-
V characteristics. The flow of cooling gas can cause small vibrations of the test
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Table 5.3: Summary of current-voltage measurement parameters used.
Parameter Value Unit
Measured temperature range 293.15 to 353.15 K
Biasing range -5 to 1 V
Bias steps 50 mV
Current range Auto N/A
Current compliance 1 mA
Measurement speed Normal N/A
Delay factor 1 N/A
Filter factor 1 N/A
Sweep delay 2 s
Hold Time 60 s
Temperature stabilization wait time 30 mins
platform inducing stress variations on the sample and introducing additional error
components.
5.2.2 Capacitance Measurements
The capacitance-voltage characteristics were measured using an AgilentTM 4284A
Precision LCR meter. The device under test was placed inside the same probe
station used for room temperature I-V measurements. The KeithleyTM 4200 Semi-
conductor Characterization System was used to interface with the LCR meter and
to readout the gathered data. Table 5.4 summarizes the parameters used to perform
the capacitance-voltage measurements.
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Table 5.4: Summary of capacitance-voltage measurement parameters used.
Parameter Value Unit
Voltage sweep range -5 to 0 V
Sweep voltage step size 200 mV
Oscillator voltage level 100 mV
Measurement frequency 1 to 10 kHz
Range Auto N/A
Integration time Long N/A
Measurement model Series model N/A
5.2.3 Illumination Response of the Photodiode
To measure the spectral response of the photodiode, the test setup shown in Fig-
ure 5.5 was used. The photocurrent of the photodiode was measured while it was
exposed to beams of specific wavelengths. The test system was previously cali-
brated using a NewportTM 818-UV photodiode with a known spectral response.
The measured photocurrent is normalized with the calibrated diode’s photocurrent
and the responsivity of the device under test can be extracted [10].
In the test apparatus, the light source used was an OrielTM model 66181 illu-
minator with a halogen lamp. A lens focuses the light from the halogen lamp onto
an optical chopper. The chopper modulates the light beam at a frequency f and is
used for the phase-sensitive detection technique described further below. A Stan-
ford Research SystemsTM SR540 chopper controller controls the optical chopper’s
modulation frequency. An OrielTM model 77200 monochromator uses diffraction
gratings to disperse the incoming modulated light and by use of slits creates a
beam with the desired optical spectrum. The gratings inside the monochromator
are controlled by an OrielTM model 20025 stepper motor controller. This quasi-
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Figure 5.5: Schematic of the photodiode spectral response measurement system.
monochromatic beam is focused through a second lens onto the device under test.
The measured photocurrent is fed into a Stanford Research SystemTM SR830 DSP
lock-in amplifier which can measure very low amplitude alternating current (AC)
signals [80]. The final measured photocurrent signal was then saved into the com-
puter via a RS232 serial port.
Phase Sensitive Detection
Although the photodiode sample used to characterize the spectral response is quite
large, the output photocurrent was relative low when compared to the noise level.
Using phase sensitive detection, accurate measurements of small signals can be
measured even in the presence of noise sources many thousand times greater [81].
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The SR830 DSP lock-in amplifier uses a phase sensitive detector (PSD) to measure
small AC signals. A simplified PSD is presented in Figure 5.6.
Figure 5.6: Schematic of a simplified phase sensitive detector.
The PSD takes in two signals, multiplies them together, and then passes the
result through a low-pass filter. For example, given a measured signal, fsig and a
reference signal, fref :
fsig(t) = Asig cos(ωsigt + θsig),
fref (t) = Aref cos(ωref t + θref ),
(5.3)
their product yields, :
fproduct(t) = fsig(t)× fref (t)
= AsigAref
cos[(ωsig−ωref )t+(θsig−θref )]+cos[(ωsig+ωref )t+(θsig+θref )]
2
, (5.4)
where A, ω, θ are the amplitude, frequency and phase of the signals respectively. As
seen in Equation 5.4, the product of fsig and fref can be expressed as the sum of two
sinusoidal signals. One of the signals will have an angular frequency of ωsig − ωref ,
called the difference frequency and the other signal will have an angular frequency
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of ωsig +ωref , called the sum frequency. Note that when both input signals have the
same frequency, ωsig = ωref , the signal with the difference frequency is constant.
In addition, when the input frequencies are equal, the phase difference determines
the constant output voltage. The maximum output voltage is achieved when the
input signals are of the same frequency and phase.
The output signal from the PSD can be calculated, by applying the low-pass





where Vout, Vin, τ are the output voltage, the input voltage and the time constant.
Using superposition, the low-pass filter can be applied to the sum frequency signal
and difference frequency signal independently to obtain the total filtered signal.
Note that the signal with the difference frequency is unaffected for equal frequency
input signals, while the signal with the sum frequency is heavily attenuated. In
summary, a lock-in amplifier filters unwanted signals by modulating the source of
the desired signal in a quiet frequency range, and then using this modulation as a
reference frequency for the PSD, sources of noise can be heavily attenuated.
5.3 Parameters Extraction
The empirical model presented in Chapter 4 uses theoretical and empirical equa-
tions to describe the behavior of the a-Si:H photodiode. The equations presented
tend to be very general and require some device specific parameters to accurately
represent the photodetector fabricated at the Giga2Nano Laboratory. This section
summarizes the data reduction and curve fitting methodologies used in obtaining
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these parameters. Some of the equations presented previously will also be modified
to account for these recently observed empirical behaviors. Although the process of
data gathering, data reduction and curve fitting was performed several times, this
section presents only the final conclusions derived from this cyclic process.
5.3.1 Current-Voltage Characteristics
As presented in Subsection 4.1.1, the forward and reverse I-V characteristics for the
photodiode are modeled separately. Hence, different equations are used to describe
both regions. The forward bias region is further separated into three sections: low,
medium and high bias. The reverse bias in turn is the result of the bulk, edge and
contact injection component, each determined by its own set of equations. The
parameters for each equation will be extracted and summarized.
Forward Bias Photodiode Current
Figure 5.7 shows the measured current-voltage characteristics for varying diode
sizes at 40 ◦C and the measured current-voltage characteristics for a 1 × 1 mm2
photodiode at different temperatures. Note that the dark current doubles every
10 ◦C. For the low bias region, the diode follows the ideal equation presented in
Equations 4.5 and 4.6. For any given temperature, J0low and n can be extracted
numerically by plotting the current-voltage measurements in a semi-log plot. A
portion of the curve is then fitted to the following equation:
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Figure 5.7: Measured J−V characteristics at 40 ◦C for various sizes, and at different
temperatures for a 1× 1 mm2 photodiode (inset) [9].
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Note that Equation 5.6 is very similar to Equation 4.5 except for the minus one
term. The main reason is that J0low can be more easily extracted as the y-intercept,
when Equation 5.6 is rewritten as:
log |JFlow(Vbias)|︸ ︷︷ ︸
y










The minus one term can be dropped, since at higher biases (above 0.5 V), the








where M refers to the slope in Equation 5.7. Once J0low and n are obtained at each
temperature, the A0low , Ealow values in Equation 4.7 can be extracted from the
Arrhenius plot of J0low . Following the same methodology as before, Equation 4.7
can be rewritten as:
ln |J0low (T )|︸ ︷︷ ︸
y




(1/kT )︸ ︷︷ ︸
x
. (5.9)
Similarly, the n0 and δn values in Equation 4.7 can be easily extracted by performing










Figure 5.8 shows the extracted saturation current, and ideality factor, and activa-
tion energy for the forward bias region. The extracted activation energy averaged
to ∼ 0.85 eV, which is similar to the previous reported values [82] [83].
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Figure 5.8: Extracted J0low(T ), n(T ), and activation energy (inset) for forward bias
characteristics [9].
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In the middle forward bias region, the current increases linearly instead of expo-
nentially. This deviation from the ideal equation is caused by the series resistance
of the diode. As mentioned previously, the series resistance can be caused by the
contact resistance between the metal and the semiconductor, the resistivity of the
semiconductor itself or due to the resistance of an external circuit. There are sev-
eral methods proposed to extract the series resistance, Rs, in a diode. Usually it
can be obtained by a linear fit of the forward I-V characteristics. By using Ohm’s





However, this method relies on a reasonable initial estimate of the series resis-
tance. In order to improve the accuracy of the estimations, Lyakas et al. suggest
the addition of a known external resistance in series with the device during I-V
measurements [84]. Ortiz-Conde et al. proposed an integration method, but the
method is computation intensive and sometimes unreliable [85] [86]. Wong et al.
developed a method using the proportional difference method [87]. Other methods
include the use of optimization techniques [88]. Using the method described by
Equation 5.11, the series resistance was estimated to be 407 mΩ for a 1 × 1 mm2
diode.
For the high bias, the I-V characteristics of the photodiode no longer follow
the ideal diode equation, but rather a power law relationship. To extract the
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Once J0high and γ are extracted for all temperatures, the other parameters in Equa-
tion 4.11 can be extracted using equations similar to Equations 5.9 and 5.10. Ta-
ble 5.5 summarizes the variables and the parameters used to model the forward
bias current characteristics of the a-Si:H n-i-p photodiodes.
Table 5.5: Summary of extracted forward bias current parameters.
Parameter Symbol Value Unit
Low bias saturation current A0low 2.16× 103 A·cm−2
pre-exponential factor
Low bias saturation current Ealow 0.865 eV
activation energy
Ideality factor at 0 Kelvin n0 1.91 N/A
Ideality factor reduction constant δn −1.12× 10−3 K−1
Low bias weighting function fplow 30 N/A
smoothing parameter
Low bias weighting function fqlow 0.3 V
center parameter
Series resistance R 40.7 Ω·cm−2
High bias saturation current A0high 145.1 A·cm−2
pre-exponential factor
High bias saturation current Eahigh 440× 10−3 eV
activation energy
High bias exponent factor γ0 19.0 N/A
at 0 Kelvin
High bias exponent factor δγ 45.0× 10−3 K−1
reduction constant
High bias weighting function fphigh 40 N/A
smoothing parameter
High bias weighting function fqhigh 0.35 V
center parameter
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Reverse Bias Photodiode Current
As mentioned in Section 4.1.2, the reverse bias current is composed of the ther-
mal generation current from the bulk, the current injection current from the doped
contacts, and the edge leakage current from the exposed diode perimeter. For a
photodiode with blocking contacts, it will be safe to assume negligible injection
current and Equation 4.28 applies. By taking the reverse current-voltage charac-
teristics of two square diodes of different edge (ds) lengths, the bulk parameter (JB)
and the edge parameter (GP ) can be estimated. The above method assumes that
for a given temperature and bias, JB, GP , and ds remain constant. To minimize any
possible measurement errors, three data sets and the least square method can be
used to estimate the components. Figure 5.9 (a) shows the results of such extrac-
tion at 40 ◦C using square diodes with side lengths of: 1 mm, 250 µm, and 125 µm.
Following the extraction of JB and GP , the bias and temperature dependence of
both parameters can be obtained by curve fitting.
Using the parameters obtained, the reverse bias current of a 500×500 µm2 diode
can be calculated. As can be seen from Figure 5.9 (b), the extracted parameters
produce a model that approximates the empirical data. However, the edge compo-
nent is negative at low biases, which does not make physical sense. This discrepancy
can be explained by curve fitting errors, measurement errors and unaccounted dark
reverse bias current components, like the corner component.
An alternative linear regression method is to plot the current divided by the
length (G = I/ds) versus the length (ds), which is shown in Figure 5.10. It can be
seen from the plot that G varies linearly with respect to the length for values greater
than 500 µm. By performing a linear fit, the slope will give the bulk component, JB,
and the y intercept will yield the edge component, GP . The edge component can
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Figure 5.9: Graph showing the (a) extracted JB(V ), GP (V ) for dark reverse bias
characteristics at 40 ◦C and (b) comparison between the calculated current and
measured current.
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also be obtained by subtracting the bulk component from the total diode current.
Figure 5.11 shows the extracted bulk components versus temperature at different
reverse bias voltages. The bulk component increases exponentially with temper-
ature, which confirms the temperature dependence of the bulk component. Once
the thermal bulk current is extracted at each temperature, the activation energy,
EaBulk , can be obtained from the Arrhenius plot. The average extracted activation
energy is 0.91 ± 0.03 eV. By taking into account the temperature dependence of
the mobility gap (Eµ) [89], the calculated Eµ from the activation energy agrees with
the reported values 1.85 eV in device grade a-Si:H [1].
From Figure 5.11, the thermal bulk component scales approximately the same
for all voltage bias, hinting that the activation energy is not strongly dependent on
bias. Using the above, the thermal and field component of the bulk component can
be decoupled. By assuming an uniform electric field across the intrinsic layer and
using Equation 4.27, the bulk thermal current for an arbitrary temperature and
bias can be empirically modeled by:




















where βt is tunneling constant, ti is the thickness of the intrinsic layer.
As mentioned previously, the edge component can also be graphically extracted
as the intercept of the G versus sidelength graph or by solving a system of linear
equation using Equation 4.28. Once the edge component is extracted it can be
empirically modeled using Equation 4.29. In order to extract the various parameters
in the equation. The edge component is first plotted versus the bias voltage and a
second degree polynomial least-square fit is performed. Then, each variable from the
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Figure 5.10: Measured current at 40 ◦C divided by photodiode sidelength plotted
versus the sidelength to extract the reverse bias current components.
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Figure 5.11: Extracted reverse bias thermal bulk current component and activation
energy for the bulk component (inset).
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fitted polynomial is plotted versus temperature and another polynomial regression
is applied. The result is the extraction of the bias and temperature dependence
parameters of the edge component.
Following the extraction of the bulk and edge parameters, the total reverse
bias current can be calculated using Equation 4.28. Table 5.6 summarizes the
parameters obtained from empirical data.
Table 5.6: Summary of extracted reverse bias current parameters.
Parameter Symbol Value Unit
Bulk saturation current A0Bulk −51.5× 103 A·m2
prefactor
Bulk saturation current EaBulk 0.913 eV
activation energy
Tunneling factor βt 80.7× 10−9 m·V−1
Intrinsic layer thickness ti 500 nm
Edge component A2 0 A·K−2V−2cm−1
fitting parameters A1 0.329× 10−12 A·K−1V−2cm−1
A0 −52.3× 10−12 A·V−2cm−1
B2 0 A·K−2V−2cm−1
B1 42.8× 10−15 A·K−1V−2cm−1
B0 19.0× 10−12 A·V−2cm−1
C2 −3.29× 10−15 A·K−2V−2cm−1
C1 1.99× 10−12 A·K−1V−2cm−1
C0 −0.299× 10−9 A·V−2cm−1
5.3.2 Capacitance Characteristics
Section 4.2 presented a capacitance model based on a parallel plate capacitance
model. Shown in Figure 5.12 is the capacitance-voltage characteristics of a 1 ×
1 mm2 a-Si:H photodiode measured at 10 kHz.
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Figure 5.12: Capacitance-voltage characteristics of a 1× 1 mm2 a-Si:H photodiode
measured at 10 kHz.
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Using the values presented in Table 5.7, the capacitance of a 1 × 1 mm2 n-i-p
photodiode with a 500 µm thick intrinsic layer was estimated as 20.9 nF·cm−2.
This calculated capacitance agrees with the empirical results. From Figure 5.12,
it can be seen that the capacitance stays fairly constant across the whole biased
range. There is a slight deviation in the capacitance with bias, but the change is
very small, indicating that full depletion is established even at low reverse biases.
Empirically, a bias dependent correctional factor, δc, can be shown to improve the
model. Note that the capacitance model is based on ideal parameters, it assumes
optimal thickness and dielectric constant. A better fit would be to introduce a pa-
rameter C0 that represents the actual capacitance. Equation 4.30 can be rewritten
as:
Cphotodiode(Vbias) = C0 + δcVbias (5.14)
Experimentally, it was observed that δc decreases with decreasing photodiode area
as well. However, the capacitance variation is generally small in comparison with
its actual magnitude and was not investigated further. Table 5.7 summarizes the
extracted parameters related to the capacitance of the n-i-p photodiode.
Table 5.7: Summary of capacitance parameters of a a-Si:H n-i-p photodiode.
Parameter Symbol Value Unit
Permittivity of free space εo 8.85× 10−12 A2s4m−3kg−1
Relative permittivity of intrinsic a-Si:H εa−Si:H 11.8 N/A
Photosensitive area of the diode A 1 mm2
Intrinsic layer thickness ti 500 nm
Capacitance correctional factor δc 0.0763 nF·V·cm−2
Fitted capacitance at 0 V C0 21.0 nF·cm−2
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5.3.3 Illumination Response
Shown in Figure 5.13 is the quantum efficiency of a Giga2Nano a-Si:H n-i-p photo-
diode. The absorption coefficient at long wavelength decreases, since the incoming
photons have energy below the band gap energy. This in turn decreases the quan-
tum efficiency at longer wavelengths. On the other hand, the decrease at short
wavelength is due to the absorption of light by the upper doped layers and trans-
parent conductors. Optimized a-Si:H diodes are most sensitive to green light, since
their peak quantum efficiency occurs around 500 to 600 nm. For the Giga2Nano
fabricated photodiode, the peak occurs at 560 nm with a quantum efficiency value
of 0.77. Equation 4.31 suggests the use of a fourth order polynomial to fit the curve.
The parameters extracted are summarized in Table 5.8 below. The parameters were
extracted by polynomial regression of the measured data.




A2 750× 10−6 nm−2
A3 −0.93× 10−6 nm−3
A4 410× 10−12 nm−4
5.4 Comparison and Analysis
The validation of the model usually involves quoting the coefficient of determi-
nation, R2. The R2 statistic is a numerical method for model validation and it
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Figure 5.13: Measured quantum efficiency of the a-Si:H photodiode.
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measures the fraction of the total variability in a data set that is accounted for by
the model. The R2 value is often quoted for fitted models, where high values of
R2 are deemed beneficial. In fact, the R2 value was used during the fitting pro-
cess to judge the fitness of the model. Unfortunately, a high value of R2 does not
guarantee a valid model. A better validation method is to use the residue, which
was described at the beginning of this Chapter with Equation 5.1. This section
determines how well the model fits the empirical data using the above method.
The parameters extracted in Section 5.3 are applied to the equations presented in
Chapter 4 and their residue are computed. If the model is correct, the residuals will
approximate the statistical relationship between the model and empirical data. In
other words, if the model fits, then the residue will be random. In the case that the
residue is not random, the residue provides useful hints and information to improve
the model further.
5.4.1 Current-Voltage Characteristics
The forward and reverse current-voltage characteristics will be validated separately,
since they were modeled that way. The forward region was modeled by the sum of
two weighted functions. The low forward bias region was modeled using the ideal
diode equation, where the saturation current and ideality factor are temperature
dependent. The high forward bias region was modeled using a power law relation-
ship with temperature dependent saturation current and exponential. A weighting
function was used to emphasize the effect of the appropriate function at the selected
area and to allow for the smooth transition between the two curves. The reverse
bias current includes several different components. The total reverse bias current is
modeled as the sum of the bulk thermal current and the edge current component.
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The bulk and edge components are bias and temperature dependent.
Forward Bias Photodiode Current
Using the parameters extracted in Table 5.5, the forward bias current characteris-
tics of a 1 × 1 mm2 n-i-p photodiode at 40 ◦C and its corresponding residue are
calculated. The (a) predicted and measured current characteristics and (b) residues
are shown in Figure 5.14. As can be seen, the residue follows a random pattern
except for two locations: at the middle bias region (0.3 to 0.4 V) and at high biases.
The deviation at the the middle bias region comes from the fitting function. At
high biases, the residue seems large compared to other regions. However, the error
is quite small relative to the magnitude of the modeled current. The residue at
high bias shows that the modeled current underestimates the actual current. This
fact can be explained by the fact that the model does not take into account con-
tact injection. Other possible explanations for the possible discrepancies include
measurement errors and curve fitting errors.
Reverse Bias Photodiode Current
The reverse bias current was modeled as the sum of the bulk component and the
edge component. The bulk current has an exponential relationship to temperature
and bias. The edge component also has a temperature and bias dependent, but
the relationship is that of a quadratic. Seen in Figure 5.15 are (a) the reverse
bias current characteristics of a 1 × 1 mm2 n-i-p photodiode at 40 ◦C and (b) its
corresponding calculated residue. The values were calculated using the parameters
found in Table 5.6. Although it seems that the reverse bias current model fits the
model well, the shape of the residual plot looks like a cubic polynomial, suggesting
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Figure 5.14: Graph showing the (a) calculated and measured forward current char-
acteristics of a 1× 1 mm2 n-i-p photodiode at 40 ◦C and (b) the calculated residue.
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that further improvement can be made. The residues for the edge and bulk com-
ponents were extracted and it was observed that the error comes mainly from the
edge component. This trend suggests that adding another term to the edge model
polynomial might account for the structure left in the data by the quadratic. This
process of residuals calculation and model fitting can be reiterated indefinitely with
ever increasing degrees of polynomial. However, there is the problem that polyno-
mial models become highly unstable as their degree increases. A different type
of model, such as a nonlinear model or a LOESS model might be more suitable
then [77].
5.4.2 Capacitance Characteristics
Figure 5.16 shows the calculated residuals for the capacitance based on the linear
fit Equation 5.14. Unfortunately, it can be seen from the figure that the residue
is non-random which implies that there is more than just a linear bias dependence
affecting the capacitance. Pfleiderer et al. presented an alternative model for the
capacitance of a a-Si:H n-i-p diode that suggests that there would be a correctional
factor that has a hyperbolic tangent dependence to the Debye length and an in-
verse logarithmic dependence to the frequency [90]. However, Pfleiderer’s model is
computation intensive and requires the knowledge of the density of states of the
intrinsic layer.
5.4.3 Illumination Response
Based on the parameters presented in Table 5.8, the residuals were calculated us-
ing equation 5.1 and plotted in Figure 5.17. As can be seen, other than a short
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Figure 5.15: Graph showing the (a) calculated and measured reverse current char-
acteristics of a 1× 1 mm2 n-i-p photodiode at 40 ◦C and (b) the calculated residue.
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Figure 5.16: Scatter plot of capacitance residuals.
sinusoidal like behavior at low wavelengths, the residues tend to be fairly random.
This randomness is desirable, as it implies that the model fits the data reasonably
well. The residual sinusoidal detected can be attributed to the constructive and
destructive interference caused by the top anti-reflection coating or by the indium
tin oxide layer. In most quantum efficiency plots found in literature, there is often
an observed sinusoidal pattern, as shown in Figure 5.18. A more accurate model
will be to use transmittance and reflectance equations to include the interference
caused by the top transparent layers.
5.5 Summary
This chapter validates the empirical model presented in the preceding chapter.
First, a description of the devices under test is presented. Then, the different
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Figure 5.17: Scatter plot of quantum efficiency residuals.
Figure 5.18: Quantum efficiency of a a-Si:H n-i-p photodiode as reported in litera-
ture [4].
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measurement setups used to gather the experimental data were explained. The
parameters for each equation were extracted by performing data reduction and
curve fitting. The equations used for curve fitting are based on theoretical equations
presented in Chapters 3 and 4. Finally, the model with the updated parameters
was validated.
The validation step is a critical part of the whole model building process. The
model is validated by calculating the residuals, which are the differences between
the measured data and the calculated model. The forward bias current model fits
the empirical data fairly well, but would benefit from a better weighting function
and the inclusion of a contact injection model. As for the reverse bias current,
the residue suggests that instead of using a quadratic function to fit the data, a
cubic function or a non-linear function would be more suitable. The linear bias
dependence of the capacitance was shown to be adequate, however by including a
correctional factor it could be further improved. Finally, the illumination response
or quantum efficiency model was evaluated. The fourth order model used to fit
the quantum efficiency curve was deemed acceptable, except for low wavelengths,
where a sinusoidal error was observed. The sinusoidal residue was attributed to
the interference from the top transparent layers, and it was suggested to use optics
equations to model the phenomenon. In short, the model fits the empirical data
well, but requires further improvements in specific ranges of parameters.
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Chapter 6
Conclusions and Future Work
An empirical model for segmented a-Si:H n-i-p photodiodes is presented. The model
is described by a series of equations based on theoretical background as well as em-
pirical results. The empirical data was obtained from a series of n-i-p samples
fabricated at the Giga2Nano Laboratory. The equivalent circuit model of the pho-
todiode is that of a diode shunted with a capacitor and a current source. The diode
describes the current voltage characteristics of the photodiode. The capacitor and
the current source account for the photodiode capacitance and the photocurrent
respectively.
The forward bias current characteristics can be modeled as the weighted sum of
an exponential low bias region and of a power law high bias region. The dark cur-
rent can be modeled as the sum of the bulk thermal component and the edge leakage
component. The bulk component equation is described by an exponential depen-
dence on temperature from its thermal generation nature and by an exponential
dependence on bias from its field enhanced generation characteristics. The thermal
and bias dependence of the edge component were both modeled by quadratic equa-
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tions. The capacitance of the photodiode was modeled as a linear bias dependent
equation. Finally, the quantum efficiency, which determines the photocurrent, was
modeled as a fourth order polynomial.
Possible future work will involve refinements of the model. A better weighting
function needs to be used for the forward bias current characteristics. The for-
ward bias current model also needs to account for additional components such as
charge injection and the series resistance. In addition, further studies should be
conducted to obtain a physical equation for the reverse edge leakage component.
The capacitance model although adequate for the moment, could benefit from a
frequency dependent correctional factor. The quantum efficiency model should take
into account the optical behavior of the top transparent layers. Finally, additional
study and analysis of the photodiodes in an array setting would be timely since the
application of a-Si:H devices usually involves large area electronics. In that respect,
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EOC Slope of conduction band tail.
EOV Slope of valence band tail.
Eµ Optical band gap.
EF Fermi energy level.
G Optical excitation rate.
Jn Electron current density.
Jp Hole current density.
ND Defect density.
Nct(E) DOS distribution for the conduction band tail.
Nvt(E) DOS distribution for the valence band tail.




U Defect states correlation energy, the difference
in energy levels between D− and D0 states.
Vbias Bias voltage.
Vbi Internal built-in potential in the n-i-p photo-
diode.
[H] Hydrogen content.
∆f Bandwidth over which the noise is measured.
αH Hooge’s constant.
ηQE Quantum efficiency.
λ Wavelength of illumination.
λDiff Carrier diffusion length.




µDh Mobility of free holes.
µn Electron drift mobility.
µp Hole drift mobility.
σ Conductivity.
σExtended Conductivity in the extended state.
σHopping Conductivity due to hopping from deep states.
σLocalized Conductivity in the localized state.
σc Trapping cross-section.
σintrinsic Intrinsic a-Si:H Conductivity.
σn+ n+ a-Si:H Conductivity.
σp+ p+ a-Si:H Conductivity.
τ Carrier lifetime.
τF Thickness of the device.
τe Recombination lifetime of free electrons.
τh Recombination lifetime of free holes.
aE Mean free path of carriers.
d Thickness of the i-layer.
fp Scaling parameter for the weighting function.
fq Center parameter for the weighting function.
k Boltzmann’s constant. Physical constant re-
lating temperature to energy and has a value
of 8.617343(15)× 10−5 eV·K−1.
n Electron concentration.
p Hole concentration.
q Elementary charge. The charge carried
by a single proton and has a value of
1.60217653(14)× 10−19 C.
w1 Activation energy for hopping.
w2 Hopping energy for deep states.
a-Si Non-hydrogenated amorphous silicon.








Chalcogen Materials composed of a chalcogen and a
more electropositive element. Chalcogens are
elements from the periodic table group 16
which include oxygen (O), sulfur (S), selenium
(Se), tellurium (Te), the radioactive polonium,
(Po), and the synthetic ununhexium (Uuh).
CPM Constant photocurrent method.
Cr Chromium.
CVD Chemical vapor deposition.
D+ Positively charged defect state, a dangling
bond that lacks an electron.
D− Negatively charged defect state, a dangling
bond that has an extra electron.
D0 Neutral charged defect state.
DNA Deoxyribonucleic acid is a nucleic acid that
contains the genetic instructions for the devel-
opment and functioning of living organisms.
DOS Density of states.
DUT Device under test.
ESR Electron spin resonance.
Glow discharge Type of plasma formed by passing a current
through a gas.
i-layer Intrinsic a-Si:H layer.
IC Integrated circuit.
ITO Indium tin oxide.
KVL Kirchoff’s voltage law.






Passivation Process of making a material less reactive with
respect to another material.
PDS Photodeflection spectroscopy.
PECVD Plasma enhanced chemical vapor deposition.
PF Poole-Frenkel emission.
PH3 Phosphine.
PSD Phase sensitive detection.
RF Radio frequency.
RIE Reactive ion etching.
RMS Root mean square.
SiH4 Silane.
SRH Shockley-Read-Hall.
TAT Thermally assisted tunneling.
TCO Transparent conductive oxide.
TFT Thin film transistors.
TMB Tri-methly boron.
WKB Wentzel-Kramers-Brillouin.
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