Abstract-One of the challenges research on model based fault detection and diagnosis of a system is finding the accurate models. In this paper, fuzzy logic based model using genetic algorithm for optimizing the membership function is used in the development of fault detection and diagnosis of a process control rig. The model is used to generate various residual signals, which relate to the faults of the system. These residual signals are used by artificial neural networks to classify the respective faults and finally to determine the faults of the system. Comparisons of the fault classification technique are done for two different models of the process control rig that are the conventional fuzzy model and the optimized fuzzy-GA model. The results show that the fuzzy-GA model gives more accurate fault classifications as compared to the conventional fuzzy logic model.
INTRODUCTION
Fault detection and diagnosis (FDD) scheme is a technique used in supervisory systems. The function of the supervisory system is to indicate undesirable process states and to take the most appropriate actions to maintain continuous operation and to avoid damages [1] . In literature, the classical method such as analytical model of dynamic models of the process is used for the fault detection. They are often monitored using estimation techniques [1, 2] or parity equations [3, 4] because faults are supposed to appear as state changes caused by malfunctions. Some of researchers investigated very intensively the rule-based expert systems for fault detection and diagnosis problems [5, 6] . The classical model driven by the same source and then the outputs are compared, and the difference indicates an abnormal operation either on the original process or redundant hardware. However, this method is very high cost that needs more space and complex computation.
In literature, many researchers [7] [8] [9] [10] [11] [12] [13] [14] used statistical approach to solve fault detection problems for fault detection and diagnosis. Xun et al. (2008) [9] introduce the statistical local approach into nonlinear statistical process control, which produces statistics that follow a normal distribution that enable the fault detection and a compensation scheme that approximates the fault condition signature for fault diagnosis.
The fault detection is measured by using the improved residual vector that was derived from local statistical approach. This scheme assumes that the fault signatures are deterministic and superimposed onto the process variables, while the recorded process variables are stochastic in nature.
Another approach such as Independent Component Analysis (ICA) was also a multivariate statistical tool to extract statistically independent components from observed data [10] [11] [12] . Independent component (IC) was extracted from normal operating data and compares the IC structure of normal operating data with current data. Dynamic Independent Component Analysis (DICA) monitoring method applied ICA to the augmenting matrix with time-lagged variables to extract the essential independent components that drive the process in each situation [12] . The DICA model was built for each situation such as normal operation conditions and for different faulty situations. These models were combined with the statistical charts and are compared with a minimum threshold. The only one that did not exceed the threshold identifies the actual situation, whether it is normal or faulty. Jiang et al. (2004) [10] had proposed a fault diagnosis method based on ICA and Fisher Discriminant Analysis (FDA) in order to takes into account the information between the fault classes. First ICA was used to extract important information of normal operating condition data, and find demixing matrix. Each fault data set was transformed into reconstructed independent components set though demixing matrix, which was used to train the FDA model. Based on transformed fault data, FDA model was built for fault diagnosis.
Various statistical approaches such as ICA and FDA methods have been discussed for fault detection and diagnosis in different process control application. The fault detection and diagnosis based on those methods constituted by the knowledge of the system [15] [16] [17] . The disadvantage of knowledge based technique is very difficult to tackle the disturbance that not in the database, because it was not trained for that cases.
To overcome the above problems, fuzzy genetic algorithm (fuzzy-GA) model-based fault detection technique is introduced. There are two levels involved in this technique that are fault detection level and fault diagnosis level. Fault detection level will involve with symptoms generation where the fault symptoms or the residuals signal will generates based on the difference between the model output and the plant output, which in the presence of faults, take non-zero values. Based on the analysis, we found that the fuzzy-model-based techniques seem to provide the best capabilities.
In this paper, the fuzzy model is optimized using evolutionary genetic algorithm (GA) and recursive least square (RLS) method in order to obtain the optimal FDD models. In this work, faults have been classified using multilayer artificial neural network (ANN) that is designed to deal with the desired process rig. FDD is the important process to improve system reliability.
II. MODEL-BASED FAULT DETECTION AND DIAGNOSIS
The accuracy for model based fault detection relies very much on the accuracy of the model. However, for most complex system, obtaining a near accurate model is not an easy task. In certain complex processes, simplified models are developed instead to represent the process. However, these simplified models may not be accurate enough for good fault detection and diagnosis accuracy. In some cases, historical data are needed to train the data from the simplified model so that it can recognize the conditions of the operation. In such case, the quality of the historical data is important, in order to determine the evaluation of the faults in the system. For model based FDD the novelty lies in defining of confidence bands over finite sets of input and output measurements in which the effects of unknown process inputs are already included. The main requirement when defining the band is that it is as narrow as possible, within the proposed constraints. The differences between the measurements and the estimates are used to generate a few residuals. In this case, fuzzy membership functions for each of the residuals are defined and the degreeof-membership of the residuals is continuously evaluated. Fuzzy rules are developed and used to detect, isolate and determine the fault type, to make the fault detection process smooth and reduces the possibility of false fault detection.
A. Fuzzy GA Model-Based
The residual generation of the FDD system is shown in Fig.  1 . The fault model is generated using obtained using fuzzy model with GA and RLS [18] . The residual signal is the difference between the output of the process or system and the output of the model. The diagnosis process consists of two sequential steps, which are residual generation and residual evaluation. In the first step, a number of residual signals which can be considered as fault symptoms are generated in order to determine the state of the process. If the fault symptom is always zero or near to zero, that means there is no fault condition. However if fault symptom is not zero, that means the fault occurs. In this step, the fault model is used to generate the residuals.
In the residual evaluation process, neural network is used to isolate and classify the faults. Fault isolation is to determine if a fault has occurred and also the location of the fault, by analyzing the residual vector, whereas fault classification is to determine the type of faults. This provides for parameterized nonlinear system by using basic interpolation capabilities. For simplicity and practicality, the function is in the form of linear equations and the parameters are defined by recursive least squares method, which in turn calculates the parameters of the membership functions in the antecedent part.
In the consequent part, mathematical functions are used instead of membership functions. The structure can be seen as a combination of linguistic and mathematical regression modelling.
In the defuzzification stage, it is possible to use the weighted average method to get the crisp output of the model. (2) where R is the rule set and µ i is membership value that each y i holds for the given input. In this work, GA is used for the optimization of the parameters of the Gaussian membership function, which are the center, c and the width, w at the antecedent part of the fuzzy model. For N input variables with F membership functions at the antecedent part of the fuzzy-GA model, the configuration of all membership functions of the input variables can be arranged in a chromosome as depicted in Fig.  3 below. Every sub-chromosome contains information that characterizes the membership functions of an input variable. For each sub-chromosome, the information can be a group of values of the center (c) and the width (w) of a Gaussian membership function. These parameters are directly encoded based on the values of c and w for every membership function as they are in the universe of discourse. The advantage of using this independent coding is that the GA will have a larger searching space to find the best possible arrangement of membership functions.
B. Artificial Neural network (ANN)Fault Classification
This section discusses the decision rule applied to determine if any faults have occurred. The aim of the residual evaluation step is to reliably identify and classify the different process states and phase. The difficulty in this step is the assignment of the relevant residual to the corresponding process phases. There are several methods for implementing residue evaluation, e.g. statistical methods, Fuzzy Logic (FL) systems, neural networks and expert systems. In this paper, artificial neural network (ANN) is used to classify the fault in the system. ANN consists of a set of interconnected simple processing unit, which combine to output a signal to solve a certain problem based on the input signal it received. The interconnected simple processing unit has adjustable gains that are slowly adjusted through iterations influenced by the inputoutput patterns given to the ANN.
In this paper, back propagation neural network with multilayer perceptron (MLP) is used. A multilayer perceptron is shown in Fig. 4 . The structure of ANN based fault diagnosis system is shown in Fig. 5 . Information from fault symptom generation, residuals
, are fed to a trained neural network, which classifies the features presented into different categories corresponding to the normal and various faulty process operating conditions. Each output node corresponds to one of the following faults:
. A fault diagnosis result can be such interpreted that the output of a particular output node close to one indicates the corresponding fault occurred while the output of a particular output node close to zero indicates the non-occurrence of the corresponding fault. In this work, four input residuals from the fuzzy model have been entered to the input layer in which 12 different faults are classified. 
III. THE PROCESS RIG
The control process is divided into two main flows, which are the primary and the secondary flow as shown in Fig. 6 . In the primary flow circuit, fluid is heated by a heating element. Heated fluid is taken to the heat exchanger through a servo valve and finally, this fluid is returned to the heating element chamber by turning on the pump. The flow rate for the primary circuit can be controlled by adjusting the servo valve, and controls the flow rate from the heating element to the heat exchanger. In the secondary flow circuit, fluid flows from the sump tank through the heat exchanger to the compartment tank by using a centrifugal pump. The flow rate for the secondary circuit can be controlled by servo valve, which control the flow rate from the sump tank to the compartment tank. Increasing the flow rate in the primary flow circuit will increase the volume of the heating fluid through the heat exchanger. This situation enables more energy transfer fluids at the secondary flow circuit and then will heat up the fluid at the secondary flow. 
A. Nonlinear dynamic model
The inputs of the model as shown in Fig. 7 consist of three manipulated variables: heat supply (Q), heating element flowrate (q h ), sump tank flowrate (q c ), and four controlled variables: temperature of heating element (T he ), temperature of hot water from heat exchanger (T h ), temperature of cold water from heat exchanger (T c ), level of compartment tank (h). The selection of the input variables is based on a physical knowledge of the process. 
B. The Heating Element Model
The model of the heating element can be written in the following form:
where T he is the temperature of heating element, T h is the temperature of hot water, q h is the flowrate, V he is the volume, A is the heat transfer surface area, c p is the specific heat, ρ is the density, U is the heat transfer coefficient, and Q is the power of heater.
The equation of the heat exchanger model is given in the following forms:
where subscripts c and h denote the cold and hot side, respectively. T h and T c are the outlet temperatures of heat exchanger, T he is the temperature of heating element, q h and q c , are the flowrates, V h and V c the volumes, A is the heat transfer surface area, c ph and c pc are the specific heats, ρ h and ρ c are the densities, and Uis the heat transfer coefficient.
The equation of the compartment tank is given as: (6) where h is the height of fluid in the compartment tank, q c is the input flowrate and q ot is the output flowrate from the compartment tank. The q ot , is considered to be a constant value to the process.
IV. EXPERIMENT SET-UP FOR FAULT DETECTION AND

DIAGNOSIS
We propose twelve possible types of faults that can be obtained from the process rig. The details of the faults and the injection methods used are listed in Table 1 .
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The (t+1) The(t) Fig. 8 shows the residuals graph of every fault in the systems. These residuals are obtained from the four models of the system for twelve faults occurred in the system as listed in Table I . For example, the first 388 data from the graph is fault 1 where the system is in normal condition. The residuals show that all are nearest zero values. The next example is for fault 2, the data from 399 to 786, where there are fault on heater that will affect the temperature value as shown in the graph. The residuals for T he , T h and T c all are distinctively diverging from zero. 
A. Fuzzy Model-Based Fault Detection
B. ANN Fault Classification
For the residual evaluation, the faults are classified according to their symptoms and faults. In this case, the backpropagation method is used. The target pattern and the numbers of faults are almost the same. For example, if fault is equal to 1 (Class 1), the target is equal to1, if fault is 2 (Class 2), the target is equal to 2 and so on until fault 12. The training data set used here is 388 data for each class; meanwhile the test data set is 166 data. The performance index that measure accuracy for each class in percentage is used to show the different between the conventional fuzzy model (CFM) and fuzzy model with genetic algorithm (FMGA).The accuracy of each class is calculated using (7) .
Table II shows the result for classification on fault with learning rate equal to 0.2 and momentum rate equal to 0.5 for different value of epoch. The result shows that accuracy for FMGA is better than CFM for both epoch 1000 and 3000. The overall accuracy are also improved for both FMGA and CFM when the number of epoch increases. Table III shows the analysis for fault classifications for epoch equal to 3000 with different value of learning rate and momentum rate. The choice of learning rate and momentum rate are very important. In these case, try and error method is used to get the best learning rate and momentum rate. If the learning rate is too high, maybe there are a missing data in learning process because the learning is too fast. From the analysis, the accuracy for Class 11 is 0% for all result for CFM method, but it is increasing very much when using FMGA method. Based on several trial, the best accuracy results for FMGA is with learning rate 0.1 and momentum rate is at 0.007. 
VI. CONCLUSION
This paper has shown successful fault detection and diagnosis of a process control rig based on fuzzy-GA modelbased and neural networks. Fuzzy-GA model-based are used to model the fault and to generate the residuals data and neural networks is used to classify the faults. The results for classification shown better in terms of accuracy when compared with conventional fuzzy model, applied in residual generation parts.
