Abstract. We give a complete answer to the questions of factoriality, type classification and fullness for arbitrary free product von Neumann algebras.
Introduction
Let M 1 and M 2 be σ-finite von Neumann algebras equipped with faithful normal states ϕ 1 and ϕ 2 , respectively. The von Neumann algebraic free product (M, ϕ) of (M 1 , ϕ 1 ) and (M 2 , ϕ 2 ) has been seriously investigated so far by utilizing Voiculescu's free probability theory and recently by Popa's deformation/rigidity theory. Some primary questions on M apparently are factoriality, Murray-von Neumann-Connes type classification, and when M becomes a full factor in the sense of Connes [3] under the separability of predual M * . Several partial answers to the questions were given in the mid 90s by Barnett [1] , Dykema [5] , [6] , [8] , and after then by us [24] . In particular, Barnett [1] provided a handy criterion for making M be a full factor and also showed (M ϕ ) ′ ∩ M = C under a slightly weaker assumption than the criterion. At the same time Dykema [6] investigated the question of factoriality of M and computed the T-set T (M ) under some hypothesis. After then Dykema [8] gave a serious investigation relying on free probability techniques to the questions at least when the given M 1 and M 2 are of type I with discrete center. Despite those efforts it seems, to the best of our knowledge, that the questions are not yet settled completely. The main purpose of this paper is to give a complete answer to the questions.
The new idea that we use in the present work is to work with the ϕ-preserving conditional expectation from M onto M 1 (or M 2 ) instead of the free product state ϕ. The idea comes from the formulation of von Neumann algebraic HNN extensions ( [26] ). (Recall that von Neumann algebraic HNN extension 'M = N ⋆ D θ' is formulated by using 'the' conditional expectation from M onto N rather than that onto the smallest D.) The conditional expectation E 1 : M → M 1 still 'almost' satisfies the so-called freeness condition, and thus, in many cases, a suitable choice of faithful normal state, say ψ, on M 1 allows to make the new functional ψ • E 1 'almost' satisfy the freeness condition and have the large centralizer inside M 1 . Based on this observation we will give a convenient partial answer to the questions, that is, we will prove that M always becomes a factor of type II 1 or III λ with λ = 0 and satisfies M ′ ∩ M ω = C if at least one of M i 's is diffuse without any assumption on the ϕ i 's. This will be done in §3. Some of the results presented in §3 may be regarded as improvements of our previous results [24] , and thus we borrow some minor arguments from there without giving their details. In the next §4, with the aid of Dykema's ideas in [5] (and also [8] ) we will give a complete answer to the questions. Roughly speaking our result tells that Dykema's 'factoriality and type classification results' in [5] , [8] still hold true for any choice of (M 1 , ϕ 1 ) and (M 2 , ϕ 2 ). The precise statements are as follows. The resulting M is always of the form M d ⊕ M c (possibly with M = M c or other words M d = 0), where M d is a multi-matrix algebra and M c a factor of type II 1 or III λ with λ = 0. As a simple consequence no type III 0 factor arises as any (direct summand of) free product von Neumann algebra. The multi-matrix part M d can be described explicitly by Dykema's algorithm (see [8, p.42-44] ) and the type of M c is determined by the T-set formula T (M c ) = {t ∈ R | σ = C always holds, and hence the asymptotic centralizer (M c ) ω is trivial. We would like to emphasize that our proof uses only one easy fact [8, Proposition 5.1] from Dykema's paper [8] (see Lemma 2.2 for its precise statement) and is essentially independent of any free probability technique except the structure result on two freely independent projections (see [29, Example 3.6.7] and [5, Theorem 1.1]). Therefore our proof is self-contained and more remarkably rather short compared to [8] , though it does not work for identifying (M c ) ϕ|M c with an (interpolated) free group factor even when both M 1 and M 2 are of type I with discrete center.
One of the motivations of the present work is a result due to Chifan and Houdayer [2] . In fact, by utilizing Popa's deformation/rigidity techniques Chifan and Houdayer [2] proved, among others, that any non-amenable free product factor is prime. Hence a necessary and sufficient condition of factoriality and 'non-amenability' has been desirable for arbitrary free product von Neumann algebras. More than giving such a condition the main result of the present paper enables us to see, by Chifan and Houdayer's theorem [2, Theorem 5.2] , that the diffuse factor part M c is always prime. Moreover a very recent work due to Houdayer and Ricard [11] also allows us to see that the diffuse factor part M c always has no Cartan subalgebra when M 1 and M 2 are hyperfinite (or amenable). In the final §5 we give some remarks and questions related to the main theorem.
This paper is written in the following notation rule: − ∞ denotes an operator or C * -norm. The projections and the unitaries in a given von Neumann algebra N are denoted by N p and N u , respectively, and the central support projection (in N ) of a given p ∈ N p is denoted by c N (p). For a given von Neumann algebra N , its center is denoted by Z(N ) and the unit of its non-unital von Neumann subalgebra L by 1 L . The GNS (or standard) Hilbert space associated with a given von Neumann algebra N and a faithful normal positive linear functional ψ on N is denoted by L 2 (N, ψ) with norm − ψ and inner product (−|−) ψ . Also the canonical embedding of N into L 2 (N, ψ) is denoted by Λ ψ . When no confusion is possible, we will often omit the symbol Λ ψ for simplicity; write x ψ instead of Λ ψ (x) ψ . The notations concerning the so-called modular theory entirely follow [23] with the exception of Λ ψ (the symbol η ψ is used there instead). The other notations concerning free products and ultraproducts of von Neumann algebras will be summarized in the next §2.
Notations and Preliminaries
2.1. Free products. For given σ-finite von Neumann algebras M 1 and M 2 equipped with faithful normal states ϕ 1 and ϕ 2 , respectively, the (von Neumann algebraic) free product
is defined to be a unique pair of von Neumann algebra M with two embeddings M i ֒→ M (i = 1, 2) and faithful normal state ϕ satisfying (i) [29] for further details such as its concrete construction.
Let N be a von Neumann algebra with a faithful normal state ψ. For a subset X of N we write X
• := Ker(ψ) ∩ X = {x ∈ X | ψ(x) = 0}. Also, for given subsets X 1 , . . . , X n of N , the set of all traveling words in subsets X 1 , . . . , X n (inside N ) is denoted by Λ
• (X 1 , . . . , X n ), where x 1 · · · x ℓ is said to be a traveling word in the X i 's if x j ∈ X ij with i j = i j+1 , j = 1, . . . , ℓ − 1. With these notations the above condition (iii) is simply re-written as ϕ|
. This fact immediately implies the next fact, which is a key of the present paper. It is probably well-known, but a proof is given for the reader's convenience.
Lemma 2.1. There is a unique faithful normal conditional expectation
Proof. The existence of E i follows from the above-mentioned formula of σ ϕ t and Takesaki's theorem [23, Theorem IX.4.2] . We claim that Λ ϕ (M i ) and
, and also that the map
The first claim follows from the fact that M 1 and M 2 are free in (M, ϕ), and the latter from the construction of E i , see the proof of [23, Theorem IX.4.2] . Hence, for any
In §4 we will repeatedly use the next 'free etymology' fact due to Dykema. We give a sketch of its proof for the reader's convenience.
p be non-trivial and set N := (Cp + M 1 (1 − p)) ∨ M 2 . Then M 1 p and pN p generate the whole pM p and are free in (pM p,
Proof. (Sketch) One can easily confirm that M 1 p and pN p generate pM p. In fact, for example,
The freeness between M 1 p and pN p follows from the following fact: Note that (Cp+M
• forms a dense * -subalgebra of N in any von Neumann algebra topology, and thus any element in the kernel of ϕ| pN p can be approximated by a bounded net consisting of linear combinations of elements of the form pxp with
• 2 ) whose leftmost and rightmost words are from M [3, §II] . Take a free ultrafilter ω ∈ β(N) \ N. (β(N) denotes the Stone-Cech compactification of N.) Define I ω (N ) to be the set of all x = (x(m)) m ∈ ℓ ∞ (N, N ) such that lim m→ω x(m) = 0 in strong * topology. The ultraproduct N ω is defined as the quotient C * -algebra of the multiplier
, which becomes a von Neumann algebra. By sending x ∈ N to the constant sequence (x, x, . . . ) ∈ M(I ω (N )) the original N is embedded into N ω as a von Neumann subalgebra. Any (faithful) normal positive linear functional ψ on N induces a (resp. faithful) normal positive linear functional
If L is a von Neumann subalgebra with a faithful normal conditional expectation E : N → L, then the natural embedding ℓ ∞ (N, L) ֒→ ℓ ∞ (N, N ) gives a von Neumann algebra embedding L ω ֒→ N ω and E can be lifted up to a faithful normal conditional expectation
, and the asymptotic centralizer N ω is defined to be the quotient C * -algebra of C ω (N ) by I ω (N ) which becomes a von Neumann algebra. The inclusion relation C ω (N ) ⊂ M(I ω (N )) gives a von Neumann algebra embedding
However the equality does not hold in general. (In fact, such an explicit example exists. We learned it from Professor Masamichi Takesaki some years ago. We thank him for explaining it.) Thus N ′ ∩ N ω = C implies that N ω = C . The reverse implication is known to hold only when N is finite (see [3, Corollary 3 .8]), and not known in general. Remark that the property of 'N ′ ∩ N ω = C' is a stably isomorphic one for factors. Namely, if (pN p) ′ ∩ (pN p) ω = C for some non-zero p ∈ N p , then so is the original N when N is known to be a factor. In fact, since N is known to be a factor, N ∼ = pN p or we can choose a smaller e ∈ N p than p so that N ∼ = (eN e)⊗B(K) for some Hilbert space K. The first case is trivial. For the latter case, note first that 
Analysis in The Diffuse Case
Throughout this section let M 1 and M 2 be σ-finite von Neumann algebras equipped with faithful normal states ϕ 1 and ϕ 2 , respectively, and (M, ϕ) be their free product, see § §2. 
2 ) beginning and ending at M 
(by the Cauchy-Schwarz inequality)
where the second line follows from the fact that e i ∈ A ⊂ (M 1 ) ψ ⊂ M ψ•E1 and the fifth line from Lemma 2.1 and (y
• b be as above, and take arbitrary c ∈ M 1 . By Lemma 2.1 one has ψ • E 1 (c * (ay
is dense in M in any von Neumann algebra topology, and hence we have
The next corollary is immediate from the above proposition.
where N P (Q) denotes the normalizer of Q in P , i.e., the set of u ∈ P u with uQu * = Q, for a given inclusion P ⊇ Q of von Neumann algebras.
In particular, any diffuse MASA (semi-regular diffuse MASA, or singular diffuse MASA) in M 1 which is the range of a faithful normal conditional expectation from M 1 becomes a MASA (resp. semi-regular MASA or singular MASA) in M too.
As in [24, Corollary 4] we can also derive the next corollary from the above proposition. 
With the help of some general facts on von Neumann algebras we can derive the next factoriality and type classification result from the above proposition and corollaries.
M is a factor of type II 1 or III λ with λ = 0, and its T-set is computed as
Remark that the type of M is completely determined by the T-set in the above case, since M is of type II 1 or III λ with λ = 0. The proof below gives an explicit description of the (smooth) flow of weights of M , which explains that no type III 0 free product factor arises under our hypothesis. (Another explanation of this phenomenon is given later by showing M ω = C, see Theorem 3.7, thanks to [3, Theorem 2.12].)
Proof. Note that any diffuse σ-finite von Neumann algebra is (i) a σ-finite von Neumann algebra with diffuse center, (ii) a (possibly infinite) direct sum of non-type I factors, or (iii) a direct sum of algebras from (i) and (ii). Hence we may and do assume
where Z(Q 0 ) is diffuse and the Q k 's are non-type I factors. By [4, Corollary 8] for the separable predual case, [9, Theorem 11.1] for the general σ-finite case, there is a faithful normal state ψ k on each Q k (k ≥ 1) so that (Q k ) ψ k contains a diffuse von Neumann subalgebra A k . Take a faithful normal state ψ 0 on Q 0 , and define a faithful normal state
Then (M 1 ) ψ clearly contains the diffuse von Neumann subalgebra
Therefore, by Corollary 3.2 and Corollary 3.3 we have
Hence, by the argument in [24, Theorem 7] we get
Hence we see that M is a factor and not of type III 0 by ergodic theoretic argument as in [24, Corollary 8] or by harmonic analysis argument, c.f. [16] . We then compute 
Finally, notice that the above T-set formula shows that M is semifinite if and only if ϕ is tracial. Thus it is impossible that M becomes of type II ∞ or type I ∞ . It is also impossible that M becomes of type I n due to its infinite dimensionality.
We will then prove that the free product von Neumann algebra M satisfies 
one has y
Proof. 
) coincides with the linear span of the following sets of words:
Here and in the rest of this paper we denote, for example, by M
▽ with the following properties: n can be an arbitrary natural number, both x
hold for every ℓ = 1, . . . , n and moreover
2) again and again. Hence the four sets of words in (3.1) are mutually orthogonal in
for simplicity and denote by X 1 , X 2 , X 3 , X 4 the closed subspaces of H generated by the sets in (3.1), respectively, inside
as in the proof of Proposition 3.1. Denote by P k , k = 1, 2, 3, 4, the projection from H onto X k , and clearly
Define two unitary operators S, T on H by
Here is a simple claim.
Claim 3.6. We have: (3.6.1) {S n X k } n∈Z is a family of mutually orthogonal subspaces for k = 3, 4. (3.6.2) {T n X 2 } n∈Z is family of mutually orthogonal subspaces.
Proof. (3.6.1) is shown easily, so left to the reader. (3.6.2) follows from
In fact, one easily observes M
Choose and fix arbitrary x ∈ {u, v} ′ ∩ M ω , and let (x(m)) m be its representative. For each n ∈ Z we have
Thus, for each ε > 0 and each n 0 ∈ N there is a neighborhood W in β(N) at ω so that
for every n ∈ N with |n| ≤ n 0 and for every m ∈ W ∩ N. For k = 3, 4 and for every m ∈ W ∩ N we have
where the first equality is due to the unitarity of S, the second inequality is obtained by the parallelogram identity, the fourth is due to (3.3), and the fifth comes from (3.6.1) together with the fact that S n P k S −n is the projection onto S n X k . The exactly same argument with replacing S and (3.6.1) by T and (3.6.2) shows
as a closed subspace of the ultraproduct H ω as explained in § §2.2. Choose and fix arbitrary y
We have
< y
• ∞ δ by (3.4). Since δ > 0 is arbitrary, one has, in H ω ,
Also it is trivial that
which falls into the σ-weak or equivalently σ-strong closure of the linear span of 
• n sits in the σ-strong closure of the linear span of M
), which can be checked by using the decompositions
• σ-weakly, as n → ∞. Therefore,
Proof. We may and do assume that M 1 is diffuse. As we saw in Theorem 3.4, there is a faithful normal state ψ on M 1 whose centralizer contains a diffuse von Neumann subalgebra A. Since A is diffuse, one can construct two von Neumann subalgebras B 1 , B 2 of A in such a way that (B 1 , ϕ 1 | B1 ) and (B 2 , ψ| B2 ) are copies of the infinite tensor product of C 2 with the equal weight state (1/2, 1/2), which is naturally isomorphic to (L ∞ (T), T · µ T (dζ)) with the Haar probability measure µ T on the 1-dimensional torus T (see e.g. [22, Theorem III.1.22]). Hence one can find u, v ∈ A u in such a way that ϕ 1 (u n ) = δ n,0 and ψ(v n ) = δ n,0 for n ∈ Z. Since M 2 = C, there are two orthogonal non-zero e 1 , e 2 ∈ M p 2 with e 1 + e 2 = 1. Set y
• 2 , and by Proposition 3.5 we get {u, v, y 
. The last assertion follows from the same argument as above. In fact, we may and do assume that (M 1 ) ϕ1 is diffuse and (M 2 ) ϕ2 = C. Then the above ψ is chosen as ϕ 1 itself and consequently u = v ∈ (M 1 ) ϕ1 . Moreover one can choose y
• from (M 2 ) ϕ2 . Thus the above argument shows
Main Theorem
4.1. Statements. Let M 1 and M 2 be arbitrary σ-finite von Neumann algebras and ϕ 1 and ϕ 2 be arbitrary faithful normal states on them, respectively. For the questions mentioned in §1 we may and do assume that M 1 = C = M 2 and dim(M 1 ) + dim(M 2 ) ≥ 5. Otherwise, the resulting free product von Neumann algebra M is either The explicit description of the multi-matrix part M d is as follows. If the supremum of all ϕ i (e) with minimal e ∈ Z(M i,d ) p , i = 1, 2, is attained by only one minimal p ∈ Z(M i0,d ) p with i 0 ∈ {1, 2} such that M i0,d p = Cp, and moreover if
with {i
and the copy of B(H i ′ 0 j ) inside M d is given by the matrix unit system
0 j must be finite due to (4.1)). Moreover the free product state ϕ satisfies
(4.4) 1 completes to show the following expected fact: the given 'non-trivial' free product von Neumann algebra M is 'amenable' if and only if both M 1 and M 2 are 2 dimensional, which is analogous to the well-known fact that only Z 2 ⋆ Z 2 becomes amenable among the free product groups.
As mentioned in §1 some recent results in Popa's deformation/rigidity theory due to ChifanHoudayer and Houdayer-Ricard enable us to give more facts on the diffuse factor part M c . A very recent work due to Ozawa [14] makes it hold under the weaker assumption that M (or M c ) has the weak * completely bounded approximation property.
4.2.
Proof of Theorem 4.1. This subsection is entirely devoted to the proof of Theorem 4.1. We start with one simple fact which will repeatedly be used in the proof without any claim. If a given (unital) inclusion of von Neumann algebras, say 
Moreover, by Lemma 2.2 the pair ( 
The proof of the case (a). Consider the inclusion
The proof of the case (d).
The proof below will essentially be done by induction together with several case-by-case arguments (and thus the proof is not so difficult analytically, though it looks complicated at a glance). The principal aim here is to prove (M ϕ|M c ) ′ ∩ M ω c = C (since [8] does not discuss it in full generality). In the course of proving it, we will 're-prove' all the facts on the structure of M d presented in [8] 
3) defines a nonzero eigenvector in M c for σ ϕ . Hence our proof below is independent of that given in [8] .
Step 1 -abelian case. We first consider the following special case:
(we use the notations in [5] ), where we may and do assume that α 1 ≥ α 2 ≥ · · · 0, β 1 ≥ β 2 ≥ · · · 0 and α 1 ≥ β 1 . The free products of this form were already studied in detail by Dykema [5] . His consequence agrees with the statements of Theorem 4.1. (We should point out that he further proved that the diffuse factor part M c is always isomorphic to an (interpolated) free group factor in this case.) The case of both K i < ∞ (i = 1, 2) is treated as [5, Theorem 2.3] . However the same tedious and elementary induction argument as there with the help of Theorem 3.7 instead of e.g. [5, Lemma 1.3, Lemma 1.4, Remark 1.5] (which heavily depend on so-called 'random matrix machinery') shows the desired assertions. The case where either K 1 or K 2 is infinite is treated in [5, Theorem 4.6] , but the argument presented in Step 3 below reduces this case to the previous one, i.e., both K i < ∞.
Step 2 -non-commutative but the centers are finite dimensional -most essential step. Assume that both M 1 = M 1,d and M 2 = M 2,d have the finite dimensional centers, that is, both J 1 and J 2 are finite sets. The proof will be done by induction in the number of non-trivial B(H)-components so that we have assumed that both M 1 and M 2 have the finite dimensional centers. Thanks to Step 1, as induction hypothesis we may assume, by switching M 1 and M 2 if necessary, that M has the following structure:
• M 2 has B(K) (possibly with dim(K) = ∞) as a direct summand, i.e.,
• the density operator of ϕ 2 | B(K) is diagonalized by a matrix unit system {e ij } i,j of B(K),
• With letting Note that only dim(K) < ∞ is possible in the case (2-ii).
Case (2-i).
This case has no counterpart in [5] . Let us assume that e kk ∈ N c for some k. We may assume k = 1. Consider the following sets of words:
) e j1 , (for all possible i, j).
Let X 1 , X 2 , X 3 and X 4 be the closed subspaces, in the standard Hilbert space for i = j, that those X 1 , X 2 , X 3 and X 4 are mutually orthogonal and moreover that
(The last assertion immediately follows from the facts that
forms a dense * -subalgebra of M in any von Neumann algebra topology and that M 2 e 11 and e 11 M 2 are generated as linear subspaces by the e j1 's and the e 1i 's, respectively.) By assumption one can choose u ∈ (N c ) ϕ|N c in such a way that u * u = uu * = e 11 and ϕ(u n ) = δ n0 ϕ(e 11 ), since e 11 ∈ N c and σ ϕ2 t (e 11 ) = e 11 for every t ∈ R. Then we can define a unitary operator U on H 0 by U Λ ϕ (x) := Λ ϕ (uxu * ) for x ∈ e 11 M e 11 . Since
forms a dense * -subalgebra of N in any von Neumann algebra topology, every non-trivial power u n can clearly be approximated, due to Kaplansky's density theorem, by a bounded net of linear combinations of words in
Trivially U n X 2 n∈Z is a family of mutually orthogonal subspaces of H 0 . Since N showing the mutual orthogonality of U n X 4 n∈Z is as follows. (Confirming that of U n X 3 n∈Z is easier than this case.) The problem is reduced to showing that any word in
is in the kernel of ϕ. By approximating each letter by analytic elements we may assume that each letter of the word in question is analytic. Hence by using [23, Exercise VIII.2(2)] again and again we can transform the question to showing the same one for
, z ∈ C, holds for every analytic x, i = 1, 2.) This question can easily be settled by using N
Choose arbitrary x ∈ {u} ′ ∩ (e 11 M e 11 ) ω = {u} ′ ∩ e 11 M ω e 11 with representative (x(m)) m . Denote by P X k the projection from H 0 onto X k for k = 1, 2, 3, 4. Then we can prove, in the exactly same way as in the proof of Proposition 3.5, that for a given γ > 0 there is a neighborhood at ω on which
By the assumption on N c one can choose an invertible element y • holds for every t ∈ R (since the e ij 's diagonalize the density operator of ϕ 2 | B(K) ) and y
• can be approximated, due to Kaplansky's density theorem, by a bounded net consisting of linear combinations of words in e 1ℓ (M
) we see, as in the proof of Proposition 3.5, that
are orthogonal to each other in the ultraproduct H ω 0 (⊂ H ω ), where J is the modular conjugation of M H. This immediately implies that y
′ ∩ (e 11 M ω e 11 ) ⊆ {u, y • } ′ ∩ (e 11 M e 11 ) ω = Ce 11 since y • is invertible in e 11 M e 11 . Note that every e ii M e ii ⊇ e ii M ϕ e ii is conjugate to e 11 M e 11 ⊇ e 11 M ϕ e 11 via Ade 1i , and in particular, every e ii M ϕ e ii is a factor. Hence one can see that c Mϕ (e 11 ) = ( i 1 N d e ii ) + 1 Nc , since every e ii has a non-trivial part in (N c ) ϕ|N c by the induction hypothesis here. Con-
In particular, B(K) has no contribution to the multi-matrix part M d , and this agrees with the condition (4.1).
Case (2-ii). We borrow some ideas from the proof of [5, Proposition 3.2] , and then apply what we have provided in §3 straightforwardly.
Since
forms a dense * -subalgebra in N in any von Neumann algebra topology and also since every e ii is minimal and central in N 2 , the von Neumann subalgebra e 1i N e i1 of e 11 M e 11 (1 ≦ i ≦ n) is the closure of the linear span of e 11 and
in any von Neumann algebra topology, and thus the kernel of ϕ| e1i N ei1 is the closure of the linear span of e 1i (M
)e i1 's in the same topology. It follows that the e 1i N e i1 's are free in e 11 M e 11 , (1/ϕ(e 11 )) ϕ| e11Me11 . By the assumption here, there is a minimal and central projection p ∈ M 1 such that the multi-matrix part N d has the component
with all ϕ 1 (p) + ϕ 2 (e ii ) − 1 0 with n = dim(K) < +∞ and moreover that every e and the Ce 1i (p ∧ e ii )e i1 + Ce 1i e ′ ii e i1 's (2 ≤ i ≤ n) in e 11 M e 11 is nothing but the n-fold free product von Neumann algebra of
Nce ′ 11 and e1i (p∧eii)ei1
In what follows we may and do assume that ϕ 2 (e 11 ) is the smallest among the ϕ 2 (e ii )'s (and thus
ϕ2(eii) ). The inductive use of Theorem 3.7 and Lemma 2.2 together with the structure theorem on two freely independent projections enables us to show that P = r C ⊕ P c , where
, 0
(possibly with r = 0), and also ((P c ) ϕ|P c )
is diffuse. We also have 1
The structure theorem on two freely independent projections enables us to choose a partial isometry z i ∈ {q 1 , q i } ′′ so that z * i z i = q i and z i z * i ≤ q 1 , since ϕ 2 (e 11 ) ≤ ϕ 2 (e ii ) (and thus ϕ(q 1 ) ≥ ϕ(q i ), 2 ≤ i ≤ n). Then w i := z i e 1i y i1 is an isometry in q 1 M q 1 with w i w * i = z i z * i ≤ q 1 . Note that e 11 M e 11 is generated by q 1 N q 1 = q 1 N c q 1 and the e 1i y i1 's together with e 11 , and hence q 1 M q 1 is generated by q 1 N q 1 = q 1 N c q 1 , q 1 {q 1 , q 2 , . . . , q n } ′′ q 1 and the w i 's. (To see this, insert q i = z * i z i before each w i and after each w * i in any possible word in q 1 N q 1 and the w i , w * i 's, and then regroup the resulting word.) We write Q := {q 1 , q 2 , . . . , q n } ′′ in P and also q ℓ | ℓ ∈ N}, 2 ≦ i ≦ n, form a total subset of the kernel of the restriction of ϕ to q 1 Qq 1 ∨ {w i | 2 ≤ i ≤ n} ′′ in any von Neumann algebra topology. Here a traveling word x 1 x 2 · · · x ℓ is said to be 'restricted' if
• and x k+1 = (w i ) ℓ2 with some ℓ 1 , ℓ 2 ∈ N.
Moreover any 'restricted' traveling word in (q 1 Qq 1 )
• = Ker(ϕ| q1N q1 ) (in the above sense) is in the kernel of ϕ.
Proof. Notice that w * i w i = q 1 and w i w * i = q ′ i ∈ q 1 {q 1 , q 2 , . . . , q n } ′′ q 1 , and thus it is not difficult, by using the decompositions
again and again, to see that q 1 and all the possible 'restricted' traveling words in (
′′ in any von Neumann algebra topology. Hence it suffices to prove that ϕ(x) = 0 for any 'restricted' traveling word x in (q 1 Qq 1 )
• , {w
• . In the rest of the proof we need to give heed to the following simple fact:
• . This is due to σ ϕ t (z i ) = z i for every t ∈ R. In fact this fact is the reason why usual traveling words are not suitable and 'restricted' ones are necessary here. Although the discussion below is almost the same as in [5, Claim 3 .2c], we do give a sketch for the reader's convenience.
Regrouping a given 'restricted' traveling word we can make it an alternating word in
,
with some constraints due to the fact that w i = z i e 1i y i1 , 2 ≤ i ≤ n, and their adjoints appear, as blocks, in the given 'restricted' traveling word. Then we firstly approximate each letter from Ω 2 by linear combinations of words in c i := e 1ici e i1 withc i := e • the element y * i1 e i1 z * i xz i e 1i y i1 is approximated by linear combinations of y * i1 e ′ iic i e ii2ci2 e i2i3 · · · e in−1ici e ′ ii y i1 = (y * i1c i )e ii2ci2 e i2i3 · · · e in−1i (c i y i1 ). Since y * i1c i ∈ e 11 N e ii andc i y i1 ∈ e ii N e 11 , we finally approximate the right-hand side above by linear combinations of words in It follows from the above claim that q 1 N q 1 and q 1 Qq 1 ∨ {w i | 2 ≤ i ≤ n} ′′ are free in (q 1 M q 1 , (1/ϕ(q 1 ))ϕ| q1Mq1 ). Note that (q 1 N q 1 ) ϕ|q 1 N q 1 = q 1 (N c ) ϕN c q 1 is clearly diffuse, and also q 1 Qq 1 is non-trivial and sits in (q 1 M q 1 ) ϕ|q 1 M q 1 . Therefore (the latter assertion of) Theorem 3.7 shows (q 1 M ϕ q 1 ) ′ ∩ (q 1 M ω q 1 ) = ((q 1 M q 1 ) ϕ|q 1 M q 1 ) ′ ∩ (q 1 M q 1 ) ω = Cq 1 . Since c P ϕ| P (q 1 ) = e 11 − r (n.b. e 11 M ϕ e 11 contains P ϕ|P ) and since r = n i=1 e 1i (p ∧ e ii )e i1 is minimal and central in e 11 M e 11 (n.b. e 11 M e 11 is generated by P and the e 1i y i1 's), one has e 11 M e 11 = r C ⊕ (e 11 − r)M (e 11 − r), (4.8)
((e 11 − r)M ϕ (e 11 − r)) ′ ∩ ((e 11 − r)M ω (e 11 − r)) = C(e 11 − r). Then, by (4.8) we get
e i1 (e 11 − r)e 1i M n i=1 e i1 (e 11 − r)e 1i since {e ij } i,j is a unital matrix unit system inside the left-hand side. Therefore this description of 1 B(K) M 1 B(K) , the relative commutant property (4.9) and e 11 − r ≥ q 1 = e ′ 11 ∈ (N c ) ϕ|N c altogether show c M (e 11 − r) = n i=1 e i1 (e 11 − r)e 1i ∨ 1 Nc = n i=1 (e ii − e i1 re 1i ) ∨ 1 Nc = n i=1 (p ∧ e ii − e i1 re 1i ) + 1 Nc . Note that (e 11 − r)M ϕ (e 11 − r) is conjugate, via Ade i1 , to (e ii − e i1 re 1i )M ϕ (e ii − e i1 re 1i ), and thus every (e ii − e i1 re 1i )M ϕ (e ii − e i1 re 1i ) is a factor, where we remark that e ii − e i1 re 1i falls in M ϕ . Hence we get c Mϕ (e ii − e i1 re 1i ) = c Mϕ (e ′ ii ) = c Mϕ (e ′ 11 ) = c Mϕ (e 11 − r) for every i, since all e ′ ii 's are Murray-von Neumann equivalent in N ϕ (⊆ M ϕ ). Consequently we have n i=1 (p ∧ e ii − e i1 re 1i ) + 1 Nc = c M (e 11 − r) ≥ c Mϕ (e 11 − r) = c Mϕ (e ii − e i1 re 1i ) ≥ (e ii − e i1 re 1i ) ∨ 1 Nc for every i so that c Mϕ (e 11 − r) = n i=1 (p ∧ e ii − e i1 re 1i ) +1 Nc . Therefore we conclude
p∧e ii )⊕span e i1 re 1j | 1 ≤ i, j ≤ n} and ((M c ) ϕ|M c ) ′ ∩M ω c = C. The description of span e i1 re 1j | 1 ≤ i, j ≤ n} ∼ = B(K) in M d agrees with (4.3). We also have ϕ(e i1 re 1j ) = δ ij ϕ 2 (e ii ) ϕ 2 (e 11 ) ϕ(r) = δ ij ϕ 2 (e ii ) 1 − (1 − ϕ 1 (p)) n k=1 1 ϕ 2 (e kk ) (if r = 0), which agrees with (4.4). Therefore we complete the discussion of (2-ii). In this case B(K) has contribution to the multi-matrix part M d as long as r = 0 or equivalently n i=1 1 ϕ2(eii) 1 1−ϕ1(p) , which agrees with the condition (4.1).
Step 3 -general case. It remains to be dealt with the case that either M 1 = M 1,d or M 2 = M 2,d has the infinite dimensional center, that is, either J 1 or J 2 is an infinite set. Firstly suppose that J 1 is finite but J 2 is infinite. Then, set:
for a finite subset J 
