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High-density hard-core model on Z2
and norm equations in ring Z[
√
3]
A. Mazel1, I. Stuhl2, Y. Suhov2−4
Abstract
We study the Gibbs statistics of high-density hard-core configurations on a unit
square lattice Z2, for a general hard-core exclusion distance D. By using Delaunay
triangulations, we describe the periodic ground states in terms of non-obtuse Z2-
triangles of a minimal area under the constraint that the side-lengths are ≥ D. The
whole collection of values of D is divided into three classes. One class (which we con-
jecture to be finite) is formed by values of D which generate sliding, a phenomenon
leading to countable families of periodic ground states. Each of the two remaining
classes is proven to be infinite; they are characterized by, respectively, uniqueness
and non-uniqueness property of the minimal triangle up to Z2-congruencies. For
the class with uniqueness (Class A) we describe the periodic ground states via the
admissible sub-lattices E ⊂ Z2 of maximum density. This allows us to identify
the extreme Gibbs measures (pure phases) for large values of fugacity and describe
symmetries between them. This establishes the phase diagram demonstrating a
phase transition of the first order. We then analyze the situation of non-uniqueness
for values of D in absence of sliding (Class B). The character of non-uniqueness
is twofold: there may be minimizing Z2-triangles with different collections of side
lengths (Class B1) or with the same collection but different implementations (Class
B0). In both uniqueness and non-uniqueness cases the results are obtained by ap-
plying the Pirogov–Sinai theory, for which we establish a suitable Peierls bound
based on an appropriate definition of a contour.
A large part of this work is a detailed study of the above uniqueness and non-
uniqueness properties for minimal-area Z2-triangles. It is based upon connections
with number-theoretical concepts and facts. The key role is played by an analysis of
solutions to norm equations in the quadratic integer ring Z[
√
3]. In particular, we
study an algebraic structure of the solution cosets in Z[
√
3] by the group of units.
Numerically, we have shown that sliding occurs for rather exceptional values of
D (among all D2 ≤ 4 · 106 we found only 39 instances of sliding the last one being
with D2 = 37970).
This work is a continuation of the previous paper by the authors where the
hard-core model was solved for high densities on a unit triangular lattice A2.
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1 The hard-core model on Z2. Gibbs measures
1.1 Introduction. A summary of the main results.
High-density hard-core (HC) configurations in a continuous space or on a discrete struc-
ture (lattices, (random) graphs and so one) are important in a number of theoret-
ical and applied areas, which includes Mathematical and Theoretical Physics, Com-
puter/Information Sciences, Theoretical Biology etc. Pictorially, the problem is to study
properties of configurations formed by non-overlapping ‘hard spheres’ of a given diameter
(or exclusion distance) D with specified positions of the centers. A survey of different
aspects of the hard-core model and its applications can be found, e.g., in [6], [25], [26],
[1], [19].
High-density hard-core models are intrinsically related to the problem of dense-packing
configurations. In this regard, one can mention the Thue theorem in R2, the Kepler
problem in R3 and recent results in R8, R24. Cf. [12, 16, 15, 32, 7]. Randomized hard-
core configurations are also interesting as they may describe a realistic situation where
dense-packing can be occasionally frustrated. The corresponding mathematical model is
provided by Gibbs probability measures in a high density/large fugacity regime. In a
continuous space Rd, the analysis of such measures for d ≥ 2 is a well-known challenging
open problem. A detailed study of the high-density/large fugacity hard-core model in a
unit triangular lattice A2 for a general D is presented in our earlier paper [21].
On a unit cubic lattice Zd, initial results for HC model have been obtained in 1966-8
by Dobrushin (and in a part by Suhov); cf. [10, 31]. Namely, non-uniqueness of a Gibbs
measure was established for large fugacities for D =
√
2. However, the further progress
in this direction has been blocked, not least because of the so-called sliding phenomenon
in dense-packing configurations first observed by Dobrushin for the value D = 2. See
Figure 1.
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Figure 1: Frames A and B show sliding in Z2 for D = 2: a 1D array of occupied sites can be Z2-shifted
without violating the exclusion distance and decreasing the density. On frame C we show competing
fundamental triangles that generate sliding. In contrast, frame D shows the absence of sliding for the
next attainable exclusion distance D =
√
5.
Sliding is characterized by the presence of ‘competing’ fundamental (minimum-area)
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triangles arising in a related optimization problem. In particular, sliding generates count-
ably many periodic ground states (i.e., ‘non-improvable’ periodic configurations of max-
imum density) and violates the Peierls bound. Consequently, the presence of sliding
makes it impossible to apply the Pirogov-Sinai (PS) theory [27, 30], the main staple of
the rigorous theory of low-temperature (in our case large-fugacity) phase transitions.
A B C
Figure 2: The hard-core model in Z2 may have lattice (A) and non-lattice (B) periodic ground states
as well as non-periodic ground states (C) of maximal density (shown for the exclusion distance D = 3,
with sliding). Non-periodic ground states are not interesting in our context (as follows from a general
result by Dobrushin-Shlosman). For a non-sliding D the non-lattice periodic ground states are ruled out
by one of our results (see Lemma I in Section 2.3).
In the present paper we focus on random HC configurations in Z2 distributed according
to a Gibbs measure in a large-fugacity regime. The HC exclusion distance is imposed in
the Euclidean metric ρ on R2. The main results can be grouped as follows.
(i) For any non-sliding value of the exclusion distanceD we prove that all periodic ground
states come from optimal (i.e., max-dense) admissible sub-lattices constructed from
a minimum-area fundamental parallelogram (FP). The latter is determined via a
minimizer in a specific discrete optimization problem; see Eqn (2.1) in Section 2.1.
(ii) For the values of D of Class A, where the max-dense sub-lattice is unique up to Z2-
symmetries (in the sense defined later), we use the PS theory [27, 30] (complemented
by Zahradnik [33] and Dobrushin-Shlosman [11]) and give a complete description of
the extreme Gibbs measures for large fugacities. See Theorem 1 in Section 2.3. In
particular, in Class A the large-fugacity extreme Gibbs measures occur in collections
of cardinality mS. Here m = 1 for D = 1,
√
2; for D >
√
2, m = 2 or 4, depending
on whether the optimal FP is composed of isosceles or non-isosceles fundamental
triangles (FTs). (The factorm is related to aforementioned Z2-symmetries occurring
in each of these cases.) Here S = S(D) stands for the area of the optimal FP (i.e.,
twice the area of an optimal FT). (See Figures 3, 4.) In this approach, sliding is
treated as a specific form of non-uniqueness in the minimization problem Eqn (2.1).
(iii) For the values of D with non-uniqueness but without sliding (Class B), we offer in
our Theorem 2, Section 2.3, a less explicit result, that extreme high-density Gibbs
measures come from a particular ‘dominant’/‘stable’ group (or groups) of optimal
FPs. Cf. [4, 33]. An identification of a dominant group requires a separate analysis
and is outside the scope of this paper. However, we provide a guidance in this
direction, via the so-called dominance analysis based on counting local excitations
of PGSs. Such a technique was introduced in [21] for the HC model in A2.
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(iv) The uniqueness and non-uniqueness of an optimal FP and FT can be examined
both analytically and numerically. We prove that uniqueness (Class A) occurs for
countably many exclusion distances by constructing natural infinite sequences of
D for which uniqueness of an optimal FP/FT is valid. The construction has a
number-theoretical character and is based upon norm equations in the quadratic
ring Z[
√
3]. (A particular case here is the famous Pell equation.)
(v) Next, we establish that Class B is also infinite. Moreover, we describe all possi-
ble patterns of non-uniqueness which can occur along natural infinite sequences of
values of D. As before, it follows from the study of the norm equations in Z[
√
3].
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Figure 3: Counting the extreme Gibbs measures for exclusion distances D =
√
10 (A, B) and D = 4
(C,D), of Class A. The minimal area of the fundamental parallelograms (light-gray) is S = 10 and
S = 15, and the fundamental triangles are isosceles, with side-lengths and
√
10,
√
10,
√
20 and
√
17,√
17,
√
18, respectively. In each case, there are two max-dense sub-lattices obtained from each other
by Z2-symmetries: ±pi
2
-rotations or reflections. Each sub-lattice contributes 10 and 15 periodic ground
states obtained by Z2-shifts along the fundamental parallelogram; this explains why the number of
periodic ground states equals 20 for D =
√
10 and 30 for D = 4. Our Theorem 1 states that the number
of extreme Gibbs measures for large fugacities is exactly 20 and 30, respectively. For D = 4, the 4 × 4
squares (dark gray) would lead to a non-optimal sub-lattice.
Therefore, we provide a physical structure of the phase diagram of the HC model
on Z2 for large values of fugacity and for all HC exclusion distance D in the absence of
sliding. In a sense, it gives a full description of phenomena that can occur in this model.
Of course, a number of important questions remain open; see comments in the main body
of the text.
Numerically, we analyze min-area FTs for all values D ≤ 2000 (i.e., D2 ≤ 4 · 106);
surprisingly, the instances of sliding turn out to be rare. We hypothesize that sliding on
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Figure 4: Counting the extreme Gibbs measures for exclusion distance D = 5 of Class A. The minimal
area of the fundamental parallelograms (light-gray) is S = 23. The corresponding fundamental trian-
gles are non-isosceles, with side-lengths 5,
√
26 and
√
29. There are four max-dense sub-lattices A–C
obtained from each other by Z2-symmetries: ±pi
2
-rotations (A, B and C, D) or reflections (A, C and B,
D). Each sub-lattice contribute 23 periodic ground states obtained by Z2-shifts along the fundamental
parallelogram; this explains why the number of periodic ground states for D = 5 equals 4S = 92. Our
Theorem 1 is that the number of extreme Gibbs measures for large fugacities is exactly 92. The 5 × 5
squares would lead to a (non-optimal) sublattice.
Observe that Figures 3 and 4 demonstrate partial touching or absence of touching of disks in ground
states.
A B
Figure 5: Examples of non-uniqueness of optimal fundamental triangles: D2 = 425, S = 375 (Frame A)
andD2 = 65, S = 60 (Frame B). The optimal squared side lengths for the caseD2 = 425 are 425, 425, 450,
with two non-equivalent Z2 implementations, which falls in Class B0. The optimal squared side-lengths
for D2 = 65 are 65, 65, 80 (right) and 68, 68, 72 (left); both triangles admit a unique implementation
up to Z2-symmetries. This case belongs to Class B1, and to determine the number of extreme Gibbs
measures one has to use the dominance formalism in full. Cf. Section 4.2.
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Z2 occurs only for finitely many values of D and provide a list of such values (which we
conjecture to be complete) in Table 2.
In a recent paper [21] we obtained a number of similar results about the HC model
on a unit triangular lattice A2; the comparisons between the two situations (on Z2 and
A2) will be instructive for understanding the present work and show lattice-dependence
of the obtained results. We conduct such comparisons in Remarks 1.1–4.1.
Remark 1.1. As was shown in [21], the periodic max-density HC configurations in A2 are
produced from equilateral triangular sub-lattices and can be treated as direct analogs of
a max-dense disk-packing in the Euclidean plane R2. The situation in Z2 is more complex
since the max-dense sub-lattices are formed by non-equilateral triangles. Furthermore,
the max-dense sub-lattices for a given D are not necessarily congruent. Consequently,
the results of group (i) (see above) require a technically involved proof.
We also would like to note that, as in the case of A2, it is instructive to compare the HC
models in Z2 and in R2. A lattice HC model can be viewed as a discrete approximation
to the continuous one when the ratio of the HC diameter to the lattice unit tends to
infinity (with a proper re-scaling of the fugacity). However, already the triangular lattice
model has manifested that such views should be adopted with a great deal of caution
(despite an impression that lattice A2 can be considered as a best approximation to R2).
The HC model in Z2 makes such impressions even stronger: as the value of D increases,
the pattern of non-uniqueness of an extreme Gibbs measure becomes more intricate,
depending on arithmetic properties of D. N
1.2 Hard-core Gibbs/DLR measures.
As was mentioned, the HC exclusion is imposed in the Euclidean metric ρ and is described
via the HC exclusion distance D ≥ 1 (aka the HC diameter). We will suppose that the
value D is attainable, i.e., D2 is a Gaussian number admitting the Fermat representation
D2 = m2 + n2, where m and n are integers. Physically, attainability means that there
exists a pair of sites x, y ∈ Z2 with ρ(x, y) = D.
For convenience, an initial list of attainable values of D is given in Table 1. The
assumption of attainability is justified, since if D1 < D < D2 where D1,2 are subsequent
Gaussian numbers then the HC model with the exclusion distance D is reduced to that
with distance D2.
1, 2, 4, 5, 8, 9, 10, 13, 16, 17, 18, 20, 25, 26, 29, 32, 34, 36, 37, 40, 45, 49, 50, 52, 53, 58, 64,
65, 68, 72, 73, 74, 80, 81, 82, 85, 89, 90, 97, 98, 100, 101, 104, 106, 109, 113, 116, 117, 121,
122, 125, 128, 130, 136, 137, 144, 145, 146, 148, 149, 153, 157, 162, 164, 169, 170, 173, 178,
181, 185, 193, 194, 196, 197, 200, 202, 205, 208, 212, 218, 221, 225, 226, 229, 232, 233, 234,
241, 242, 245, 250, 256, 257, 260, 265, 269, 272, 277, 281, 288, 289, 290, 292, 293, 296, 298
Table 1: Gaussian numbers D2 ≤ 300.
We work with D-admissible configurations (D-ACs) in Z2, represented by maps φ :
Z2 → {0, 1} such that ρ(x, y) ≥ D for every pair of sites x, y ∈ Z2 with φ(x) = φ(y) = 1.
A site x with φ(x) = 1 is interpreted as occupied by a ‘particle’ while site y with φ(y) = 0
as vacant. Particles are treated as disjoint open circles of diameter D with the centers
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placed at lattice sites. We write x ∈ φ if φ(x) = 1 and identify φ with the subset in Z2
where φ(x) = 1.
The collection A = A(D) of D-ACs forms a closed subset in the Cartesian product
X := {0, 1}Z2 (the set of all 0, 1-configurations) in the Tykhonov topology. The notion of
an D-AC can be given for a subset W ⊂ Z2. For D = 1, A = X.
The notion of an admissible configuration can be defined for any V ⊂ Z2; accordingly,
one can use the notation A(V) = A(D,V).
We analyze probability measures µ on (X,B(X)) sitting on A (i.e., such that µ(A) =
µ(X) = 1) where B(X) is the Borel σ-algebra in X. The measures of interest are identi-
fied as extreme hard-core Gibbs, or DLR, probability measures for high densities/large
fugacities. The precise definitions follow. We will use the term a D-HC Gibbs/DLR
measure or simply a Gibbs measure when the dependence upon D can be omitted.
Let V ⊂ Z2 be a finite set and φ ∈ A a D-AC. We say that a finite configuration
ψV ∈ {0, 1}V is (φ,V)-compatible if the concatenated configuration ψV ∨ (φ ↾Z2\V) ∈ A
(which requires that ψV ∈ A(V)). The set of (φ,V)-compatible configurations is denoted
by A(V‖φ).
Given u > 0, consider a probability measure µV( · ‖φ) on {0, 1}V given by
µV(ψ
V ‖φ) =

u♯(ψ
V)
Z(V‖φ) , if ψ
V ∈ A(V, φ),
0, otherwise,
ψV ∈ {0, 1}V. (1.1)
Here ♯(ψV) stands for the number of particles in ψV: ♯(ψV) := #
{
x ∈ V : φ(x) = 1}.
Next, Z(V ‖φ) is the partition function in V with the boundary condition φ :
Z(V‖φ) =
∑
ψ˜V∈A(V‖φ)
u♯(ψ˜
V). (1.2)
Parameter u > 0 is called fugacity, or activity (of an occupied site).
A probability measure µ on (X,B(X)) is called a D-HC Gibbs/DLR measure if (i)
µ(A) = 1, (ii) ∀ finite V ⊂ Z2 and a function f : φ ∈ X 7→ f(φ) ∈ C depending only on
the restriction φ ↾V, the integral µ(f) =
∫
X
f(φ)dµ(φ) has the form
µ(f) =
∫
X
∫
{0,1}V
f(ψV ∨ φ ↾Z2\V)dµV(ψV ‖φ)dµ(φ). (1.3)
One can say that under such measure µ, the probability of a configuration ψV in a finite
‘volume’ V ⊂ Z2, conditional on a configuration φ ↾W, coincides with µV(ψV ‖φ), for
µ-a.a. φ ∈ {0, 1}Z2.
In the literature, equality (1.3) is often referred to as the DLR equation for a measure
µ (in fact, it represents a system of equations labelled by V and f).
The HC DLR-measures form a Choquet simplex (in the weak-convergence topology on
the set of probability measures on (X,B(X))), which we denote by G = G(D, u). We are
interested in extreme Gibbs measures µ which do not admit a non-trivial decomposition
µ = αµ(1) + (1 − α)µ(2) in terms of other HC Gibbs measures µ(i), i = 1, 2. Physically,
the extreme Gibbs measures are interpreted as pure phases. The collection of extreme
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Gibbs measures (EGMs) is denoted by E = E(D, u). Any HC DLR-measure µ is the
barycenter for some unit mass distribution over E. Cf. [13].
One of the main questions is to verify, for given D and u, whether there is a unique
or multiple EGM. It is known that for u small (u ∈ (0, u0) where u0 = u0(D)), the
EGM (and hence the HC DLR-measure) µ is unique. As was stressed, we work with u
large: u ≥ u∗ = u∗(D) where u∗ > u0. We prove that, in absence of sliding (precise
definitions are given in Section 2.2), for u ≥ u∗ there are multiple (but finitely many)
extreme EGMs; consequently, the collection of HC DLR-measures G is a polytop whose
vertices form set E. As was said, this result is derived from the Pirogov-Sinai theory (see
[27, 30], with additions from [33] and [11]). When the value D is of Class A (see Section
2.1), we provide a complete description of EGMs µ ∈ E. In particular, we specify the
cardinality ♯E, establish symmetries between the EGMs and clarify connections between
the PGSs and the EGMs. For a complimentary Class B we offer a less explicit result. Cf.
Theorems 1, 2 in Section 2.3 and Theorem 3 in Section 4.1.
In connection with these results, we would like to mention the critical value u0cr =
u0cr(D) bordering (nominally) the low-fugacity regime, with u
0 < u0cr < u∗. The value u
0
cr
for Z2 is not known exactly even for D =
√
2; the best available bounds for D2 = 2 are
2.538 < u0cr < 5.3506, to the best of our knowledge. Cf. [2] for the upper bound and [29]
for the lower bound. On the other hand, it is certain that there exists another critical
value, u1cr, with u
0
cr ≤ u1cr, bordering the high-fugacity regime. An intriguing question is
whether u0cr < u
1
cr. In this case the range of fugacity u
0
cr < u < u
1
cr may correspond to
an ‘amorphous’/‘liquid’ regime in the HC model. The interested reader is referred to the
review [25] discussing a number of physically-motivated approaches and containing an
extensive physical bibliography prior to 2009. The HC model figures prominently in the
more recent physical work [6]; see also the references therein.
We would like to mention that the best (as of now) asymptotic bound for value u0cr
for the HC model on Zd (with D =
√
2) is given in [26]; see also the biblio therein.
The current paper consists of 9 Sections. In Section 2 we provide preliminary defi-
nitions and facts and state our main results: see Theorems 1, 2 and Lemma I. Section
3 derives the proof of these assertions from existing results and methods. In particular,
Section 3.3 contains the definition of a contour and the Peierls bound (see Lemma II).
In Section 4 we provide some additional statements; cf. Theorem 3. We also discuss
the issue of dominance in Section 4.2. Sections 5, 6 establish connections with the alge-
braic number theory, namely, with norm equations in the quadratic ring Z
[√
3
]
. More
precisely, uniqueness and non-uniqueness in problem (2.1) is related to cosets in Z
[√
3
]
by the group of units. In particular, in Section 5.2 we prove an important property of
(eventual) minimality along a coset. Next, Section 6.1 contains a summary of prime fac-
torization in Z
[√
3
]
while Section 6.2 shows further connections between norm equations
and problem (2.1). Finally, Sections 7 and 8 provide examples of infinite sequences of
values D of Class A and B, respectively.
We also provide a supplement to the current paper which includes computer programs
used in the main body of the text.
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2 Periodic ground states in Z2. Sliding. Main results
2.1 An optimization problem for sub-lattices.
The PS theory is based on two (mutually related) key properties: (I) a finite number of
periodic ground states and (II) a Peierls bound: a lower inequality for an energy increment
in a local perturbation of a PGS. An admissible configuration ϕ is called a HC ground
state (or simply a ground state) if one cannot remove finitely many occupied sites from
ϕ and replace them by a larger number of particles without breaking D-admissibility. In
other words, one cannot find a finite subset V ⊂ Z2 and a configuration ψV ∈ A(V‖ϕ)
compatible with ϕ such that ♯ψV > ♯ϕ ↾V. Next, we say that a configuration φ is periodic if
there exist two linearly independent vectors e1, e2 such that φ(x) = φ(x+e1) = φ(x+e2).
If a periodic configuration φ contains the origin, we say that φ is a sub-lattice. The
parallelogram with vertices 0, e1, e2, e1 + e2 is a fundamental parallelogram (FP) for φ.
We always assume that e1,2 are chosen so that the shorter diagonal of the FP divides
it into two triangles with non-obtuse angles; one of these triangles, with a vertex at the
origin, is referred to as a fundamental triangle (FT). We say that a sub-lattice is isosceles
or non-isosceles if the FT is isosceles or not.
Let P = P(D) denote the set of PGSs for a given attainable D. Our first result
(Lemma I in Section 2.3) is that, in absence of sliding, all PGSs are produced from
maximally-dense admissible sub-lattices with an FP/FT of a minimal area, by means
of Z2-shifts, rotations by angles multiple of π/2 and reflections about a co-ordinate axis
and/or bisectrix in R2. We will use the term Z2-congruence for this type of transforma-
tions, or, simply congruence for short. The set P is finite for any non-sliding D. We
would like to note that, for all attainable values D2 > 20, the minimal area S(D) of
the FP for a D-admissible sub-lattice is < D2 (and the FP itself is not a square). In
Section 6 we produce sequences of attainable values D2n along which both S(Dn) and
D2n − S(Dn) increase monotonically and indefinitely with n (in fact, with exponentially
growing minorants). Also, along these sequences, the quantity S(Dn)/(D2n
√
3/2) − 1 is
positive and monotonically decreases to 0.
Since a min-area admissible FP generates a maximally-dense admissible sub-lattice,
we often use the term an (admissible) min-area sub-lattice.
A natural way to identify a min-area FP for a given D is to solve the following discrete
optimization problem:
miminize the area of a Z2-triangle △
with side-lengths li ≥ D and angles αi ≤ π/2. (2.1)
In what follows, S = S(D) refers to the doubled minimal area in (2.1); it is a positive
integer number. (We will write N for the set of positive integers.) Problem (2.1) always
has a solution but a minimizing triangle may be non-unique (in one sense or another).
A notable part of this work attempts at clarifying algebraic aspects of the issue of non-
uniqueness. More precisely, let us suppose that the triple of side-lengths ℓi of △ obeys
D ≤ ℓ0 ≤ ℓ1 ≤ ℓ2 (2.2)
and αi stands for the opposite angle: π/2 ≥ α0 ≥ α1 ≥ α2. A non-isosceles triangle △
occurs when ℓ0 < ℓ1 < ℓ2; otherwise the triangle is isosceles. (Of course, one can’t produce
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an equilateral Z2-triangle.) We say that the value D is of Class A if the minimizing
triangle in (2.1), (2.2) is unique modulo Z2-congruence. That is, there is a unique triple
(ℓ0, ℓ1, ℓ2) (or the integer triple (ℓ20, ℓ
2
1, ℓ
2
2)) and all implementations are Z
2-congruent.
(This property requires absence of sliding.) As we stressed earlier, we can prove that
Class A contains infinitely many values of D (or D2); cf. Section 6. We give an initial
list of Class A values D in Table 3, together with the specified values of S and ♯ E(D).
One form of non-uniqueness is where the triple (ℓ0, ℓ1, ℓ2) emerging from (2.1), (2.2) is
unique but the corresponding FPs/FTs form more than one congruence class (an equiva-
lence class modulo Z2-congruences). Namely, these FPs/FTs can be transformed to each
other by an R2-rotation by an angle non-multiple of π/2. In this case we say that a value
D (or D2) belongs to Class B0 and speak of different Z2-implementations of a given min-
imizing triple (or of a given minimizing type). Each equivalence class includes 1, 2 or 4
min-area sub-lattices, depending on whether the minimizer △ is isosceles straight, isosce-
les non-straight or non-isosceles. (An isosceles straight triangle occurs only for D2 ≤ 20.)
In our computer-assisted enumeration, among D ≤ 2000 we found examples of attainable
values of D from Class B0 with 4 non-equivalent implementations, although theoretically
the number of non-equivalent implementation is unbounded. In Section 7.1 we establish
that Class B0 includes infinitely many values of D.
Another form of non-uniqueness is where the triple (ℓ0, ℓ1, ℓ2) is non-unique. We say
that an attainable value D belongs to Class B1 if (i) it generates at least 2 different
minimizing triples (ℓ1, ℓ2, ℓ3) in problem (2.1) complemented by (2.2) and (ii) each triple
has one implementation modulo Z2-congruences. In particular, this excludes sliding; cf.
Section 2.2. In Section 7.2 we show that Class B1 have infinite occurrences (and admit
unlimited degrees of degeneracy). The computer-assisted enumeration detects attainable
values D ≤ 2000 from Class B1 with 2, 3, 4 or 5 different triples.
In addition, both non-uniqueness forms can be mixed for a given D (or D2); as before
it also can occur for infinitely many values of D. All these facts can be related to some
number-theoretic properties of value D.
In what follows, we collectively refer to the set of the values D with non-uniqueness
and non-sliding as Class B. By definition, B0 and B1 are disjoint sub-classes in Class B.
Remark 2.1. For the HC model in A2 only the non-uniqueness type B0 is possible; cf.
[21]. N
Every min-area sub-lattice ϕ gives rise to a collection of periodic ground states ob-
tained by Z2-shifts of ϕ; the number of such PGSs is equal to S(D). Consequently, a given
congruence class of sub-lattices produces m · S(D) PGSs where m = 1, 2, 4 as stated in
para (ii) in Section 1.1. Thus, we can speak of equivalence PGS classes where every PGS
is obtained from another PGS by means of a Z2-shift, rotation by kπ/2 and reflections
about co-ordinate axes and bisectrices (which defines symmetries within an equivalence
PGS class).
As follows from the above definitions, for a given value of D, the equivalence PGS
class is unique iff D is of Class A. Our Theorem 1 (see Section 2.3) states that when D
(or D2) is from Class A, the structure of the set E of the extreme Gibbs measures for
large u is relatively simple: each EGM µ ∈ E is generated from a PGS ϕ ∈ P and each
PGS ϕ ∈ P generates an EGM µ = µϕ, in the sense that
µϕ = lim
VրZ2
µV( · ||ϕ) (2.3)
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(see (1.1)–(1.3)).
On the opposite end we have non-sliding values D with a non-unique equivalence class
of min-area sub-lattices; see comments above. As was said, such values D are gathered
in Class B and include Classes B0 and B1 as special cases. Their initial list is provided
in Table 4, again with the help of program MinimalTriangles.java. For values D of Class
B not all PGS classes will generate extreme Gibbs measures, only dominant ones that
possess larger varieties of local excitations of a larger statistical weight. Cf. Theorem 2
from Section 2.3, as well as the discussion in Section 4.2. Physically speaking, a particular
perturbation theory emerges here (for measures µV( · ||ϕ), where a perturbation of a
given order is related to the contribution from ‘locally excited’ configurations of a given
statistical weight). In simple examples of values D from Class B (with D2 = 65, 130, 324),
the issue of dominance is expected to be resolved at the level of local excitations of
statistical weight u−2 (relative to the PGS) where we vacate 3, 4, 5 or 6 (specifically
selected) occupied sites from a PGS ϕ and add 1, 2, 3 or 4 particles placed at (again,
specifically chosen) positions that were previously empty in ϕ.
Informally, the description of the PGSs and EGMs can be related to (2.1) via formulas
(2.4.1,2) below. For a general non-sliding D we can write
♯P(D) =
∑
all minimizing
equivalence classes
♯ PGSs (2.4.1)
and – the for u large enough –
♯E(D) =
∑
all dominant
equivalence classes
♯ PGSs. (2.4.2)
We want to stress that dominance is a class property as it is preserved under Z2-
symmetries.
From now on, speaking of minimizing triangle, we use the acronym M-triangles. Re-
call, they (a) have angles αi ≤ π/2, (b) have the half-integer area S(D)/2 and (c) give
rise to max-density/min-area sub-lattices.
2.2 Sliding as a pattern of non-uniqueness in Eqn (2.1).
We say that a given value D exhibits sliding if exists at least two M-triangles T(1), T(2),
. . ., with (i) a common side called a sliding base, with two common vertices, and (ii)
distinct third vertices lying in the same half-plane relative to the shared side. In what
follows we refer to the sliding base as OW and the third vertices as A,B, . . .. The sliding
values with D ≤ 2000 are listed in Table 2 at the end of this section. Also, see Figure 1.
Thus, sliding can be viewed as a specific form of non-uniqueness in problem (2.1). It
leads to a multitude of periodic and non-periodic ground states characterized by layered
or staggered patterns. The point is that under sliding there are countably many periodic
and continuum of non-periodic ground states. In fact, here both assumptions I and II of
the PS theory are violated (a finite collection of PGSs and the Peierls bound). However,
the above computer program reveals only 39 cases of sliding for D ≤ 2000, which are
listed in Table 2.
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D2 = m2 + n2 W [A,B, ...] S(D)
4 = 22 + 02 (2, 0) [(1, 2), (0, 2)] 4
8 = 22 + 22 (2,−2) [(4, 2)), (3, 1))] 8
9 = 32 + 02 (0,−3) [(3, 0)), (3,−1), (3,−2)] 9
18 = 32 + 32 (3,−3) [(3, 3)), (4, 2), (5, 1)] 18
20 = 42 + 22 (2,−4) [(4, 2), (5, 0)] 20
29 = 52 + 22 (4, 4) [(−1, 6), (−2, 5)] 28
45 = 62 + 32 (0,−7) [(6,−3)(6,−4)] 42
72 = 62 + 62 (6,−6) [(6, 5), (7, 4), (8, 3), (9, 2),
(10, 1), (11, 0)] 66
80 = 82 + 42 (0,−9) [(4, 8), (5, 8)] 72
90 = 92 + 32 (7, 7) [(−2, 10), (−3, 9)] 84
106 = 92 + 52 (0,−11) [(9,−5), (9,−6)] 99
121 = 112 + 02 (0,−11) [(10,−5), (10,−6)] 110
157 = 112 + 62 (0,−13) [(11,−6), (11,−7)] 143
160 = 122 + 42 (9, 9) [(−3, 13), (−4, 12)] 144
218 = 132 + 72 (0,−15) [(13,−7), (13,−8)] 195
281 = 162 + 52 (12, 12) [(−4, 17), (−5, 16)] 252
392 = 142 + 142 (14,−14) [(19, 6), (20, 5)] 350
521 = 202 + 112 (0,−23) [(20, 12), (20, 11)] 460
698 = 232 + 132 (0,−27) [(23,−13), (23,−14)] 621
821 = 252 + 142 (0,−29) [(25,−14), (25,−15)] 725
1042 = 312 + 92 (23, 23) [(−8, 32), (−9, 31)] 920
1325 = 352 + 102 = 342 + 132
= 292 + 222 (26, 26) [(−9, 36), (−10, 35)] 1170
1348 = 322 + 182 (0,−37) [(32,−18), (32,−19)] 1184
1517 = 342 + 192 = 292 + 262 (0,−39) [(34,−19), (34,−20)] 1326
1565 = 382 + 112 = 372 + 142 (28, 28) [(−10, 39), (−11, 38)] 1372
2005 = 412 + 182 = 392 + 222 (0,−45) [(39,−22), (39,−23)] 1755
2792 = 462 + 222 (0,−53) [(46,−26), (46,−27)] 2438
3034 = 552 + 32 = 532 + 152 (39, 39) [(−14, 54), (−15, 53)] 2652
3709 = 532 + 302 (0,−61) [(53,−30), (53,−31)] 3233
4453 = 632 + 222 = 582 + 332 (0,−67) [(58,−33), (58,−34)] 3886
4756 = 662 + 202 = 602 + 342 (0,−69) [(60,−34), (60,−35)] 4140
6865 = 762 + 332 = 722 + 412 (0,−83) [(72,−41), (72,−42)] 5976
11449 = 1072 + 02 (0,−107) [(93,−53), (93,−54)] 9951
12740 = 1122 + 142 = 982 + 562 (0,−113) [(98,−56), (98,−57)] 11074
13225 = 1152 + 02 = 922 + 692 (0,−115) [(100,−57), (100,−58)] 11500
15488 = 882 + 882 (88,−88) [(120, 33), (121, 32)] 13464
22784 = 1282 + 802 (151, 0) [(76, 131), (75, 131)] 19781
29890 = 1612 + 632 = 1472 + 912 (173, 0) [(87, 150), (86, 150)] 25950
37970 = 1792 + 772 = 1692 + 972 (195, 0) [(98, 169), (97, 169)] 32955
Table 2: The values of D2 with sliding, for D2 ≤ 4040093
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The data format in Table 2 is
D2 = m2 + n2 W [A,B, . . .] S(D) (2.5)
where W = (w1, w2) and A = (a1, a2), B = (b1, b2), . . .. We would like to note that in
Table 2 we omitted values ofD2 for which the M-triangles and areas S(D) are re-produced
for a larger value of D2 viz., D2 = 1513 and D2 = 1514 have the same W = (0,−39) and
the same A = (34,−19), B = (34,−20) and S(D) = 1326 as for D2 = 1517. In other
words, we only list the values D2 that are maximal for given M-triangles.
We conjecture that Table 2 lists all instances of sliding. We also conjecture that for
any value D with sliding there is a unique Gibbs measure for large u.
The list of sliding values D in Table 2 is produced by using a program MinimalTri-
angles.java; cf. Section 9 and the supplement to the paper.
2.3 Main results.
In this section we state Lemma I and Theorems 1, 2. The proofs are given in Section 3.
A justification of problem (2.1) is provided in Lemma I (where we use an observation
from [5]).
Lemma I. (i) ∀ attainable D, every PGS is obtained as a tessellation by M-triangles
and their Z2-shifts.
(ii) Furthermore, if D is non-sliding then every PGS is obtained from a max-dense
sub-lattice by means of Z2-congruences. Consequently, for any non-sliding D the PGS
set P(D) is finite.
Let us repeat: a value D (or D2) is of Class A if D produces a unique triple (ℓ0, ℓ1, ℓ2),
unique Z2-congruence class and no sliding. On the other hand, a non-sliding D (or D2)
is of Class B if value D features several equivalence classes in (2.1).
Theorem 1. (Main result, I) Assume an attainable value D is of Class A. Then:
(i) The cardinality ♯P(D) equals mS(D) where m = 1, 2 or 4. More precisely, (a)
m = 1 for D2 = 1, 2, (b) m = 2 if D2 > 2 and the M-triangle is isosceles, (c)
m = 4 if the M-triangle is non-isosceles. The PGSs are obtained from each other
by Z2-congruences.
(ii) ∃ a value u∗ ∈ (0,∞) such that for u ≥ u∗ the following assertions hold true. Every
EGM µ ∈ E(D) is generated by a PGS ϕ ∈ P(D) in the sense of (2.3): µ =
lim
VրZ2
µV( · ||ϕ)(= µϕ). The measures µϕ are mutually disjoint (µϕ′ ⊥ µϕ′′ for ϕ′ 6=
ϕ′′) and inherit the symmetry properties of their respective PGSs. Consequently,
♯E(D) = ♯P(D).
Table 3 indicates the number of extreme Gibbs measures for values D from Class A.
For example, for D2 = 136, the number of EGMs equals 2S(
√
136 ) = 240 whereas for
D2 = 137, it is 4S(
√
137 ) = 496.
As an example, the cases of D2 = 10, 16, 25 from Class A are commented upon in
some detail in Figures 3 and 4 above. The list of values D in Table 3 is produced by
using the program MinimalTriangles.java.
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D2 S I/N ♯ E D2 S I/N ♯ E D2 S I/N ♯ E D2 S I/N ♯ E
1 1 I 1 64 56 I 112 164 146 N 584 233 208 I 416
2 2 I 2 68 60 I 120 170 150 I 300 241 209 I 418
5 5 I 10 74 68 N 272 178 157 N 627 245 217 I 434
10 10 I 20 85 75 I 150 180 162 N 648 256 224 I 448
13 12 I 24 89 80 I 160 181 166 N 664 260 228 N 912
17 15 I 30 97 86 N 344 193 168 I 336 265 236 N 944
25 23 N 92 100 90 I 180 194 172 N 688 272 240 I 480
26 24 I 48 109 101 N 404 197 176 N 704 277 247 N 988
34 30 I 60 113 102 N 408 200 180 I 360 290 254 N 1016
37 34 N 136 117 105 N 420 202 181 N 724 293 258 N 1032
40 38 N 152 128 112 I 224 205 184 N 736 296 268 N 1072
41 39 N 156 136 120 I 240 208 188 N 752 305 269 N 1076
50 45 I 90 137 124 N 496 212 194 N 776 306 270 I 540
52 48 I 96 145 127 N 508 221 195 I 390 320 280 I 560
53 52 N 204 148 134 N 536 225 198 N 792 328 292 N 1168
58 53 N 212 153 135 I 270 226 203 N 812 333 299 I 598
Table 3: An initial list of quadruples (D2, S, I/N, ♯ E) for Class A with D2 < 337. Here S stands for the
area and I/N for Isosceles/Non-isosceles property of the M-triangle in (2.1). Furthermore, ♯ E indicates
the number of extreme Gibbs measures. As above, we only list the maximal value of D2 consistent with
a given M-triangle. E.g., the entry (32, 30, I, 60) preceding (34, 30, I, 60) is not listed.
Theorem 2. (Main result, II) Suppose D is attainable, non-sliding and of Class B. Then
the number of PGSs in a given congruence class is 2S(D) if the respective M-triangle
is isosceles and 4S(D) if it is non-isosceles. The total number of PGSs equals the sum
of the cardinalities of the equivalence classes.
Furthermore, ∃ congruence classes (one or several) called dominant such that for
u ≥ u∗ ∈ (0,∞): (i) every PGS ϕ from a dominant class generates an EGM µ = µϕ
with the same symmetries via the limit (2.3), (ii) all EGMs µ ∈ E are obtained in such
a way from the PGSs belonging to dominant classes. The EGMs µϕ are disjoint for
different PGSs ϕ.
As we said earlier, for a given D, the dominant classes could be determined by an addi-
tional analysis of local excitations. A general scheme, based on a number of assumptions,
was proposed in [4]. A verification of the assumptions from [4] for the HC model should
be done case-by-case (which requires a combination of analytic and computer-assisted
arguments). In this paper we comment on the cases where D2 = 65, 130, 324 (an initial
triple of values D from Class B); see Figures 9–11. The formal proofs are postponed until
later parts of this work and will be published elsewhere. (On a triangular lattice A2, an
analysis of dominance has been performed in [21].)
For more detailed comments on the values D2 = 65, 130, 324, cf. Section 4.2 and
Figures 9–11. See also Remark 8.3.
As earlier, the list of values D in Table 4 is produced by using the program Minimal-
Triangles.java (see Supplement).
14
D2 S B0/1 ♯P D2 S B0/1 ♯P D2 S B0/1 ♯P
65 60 B1 240 1600 1400 B0 5600 3413 2971 B1 23768
130 120 B1 480 1845 1605 B0 12840 3505 3061 B1 24488
324 288 B1 1728 2098 1837 B1 14696 3690 3210 B0 25680
425 375 B0 1500 2116 1840 B1 14720 3701 3225 B1 19350
485 430 B0 3440 2213 1930 B1 15440 3770 3285 B0 26280
562 493 B1 2598 2245 1960 B0 15680 3816 3318 B1 26544
725 635 B0 5080 2468 2150 B1 17200 3865 3359 B1 26872
832 728 B1 5824 2578 2247 B1 17976 4100 3572 B1 28576
986 870 B1 5220 2609 2277 B1 18216 4210 3673 B1 29384
1010 889 B1 7112 2650 2315 B0 18520 4232 3680 B1 29440
1124 986 B1 5916 2725 2370 B0 18960 4250 3695 B0 29560
1234 1075 B1 6450 2770 2419 B1 19352 4426 3860 B1 30880
1297 1135 B1 9080 2993 2613 B1 15678 4441 3875 B1 31000
1409 1236 B1 9888 3041 2654 B1 21232 4505 3919 B1 31352
1489 1307 B1 10456 3060 2670 B0 21360 4624 4012 B1 24072
1521 1329 B1 10456 3130 2717 B1 16302 4709 4102 B1 32816
Table 4: Initial values of Class B with D2 ≤ 4709. Here we feature a quadruple (D2, S,B0/1, ♯P) (a
mixture of non-uniqueness types occurs for larger values of D). We again follow the same agreement: we
pick the largest value of D2 with a given S; e.g. S = 635 figures for D2 = 724 and D2 = 725; the former
value D2 = 724 is omitted. In all entries, the number of non-congruent sub-lattices equals 2. (Again, a
higher degree of degeneracy emerges for larger values of D.) Accordingly, the number of the PGSs ♯P
equals 4S if both sub-lattices are isosceles, 6S if one sub-lattice is isosceles and the other not (this can
occur in Case B1 but not B0), and 8S if both sub-lattices are non-isosceles.
3 The Peierls condition. Proof of the main results
We begin this section by developing a technical background needed for the proof of
Lemma I; see Lemmas 3.1–3.6. Next, the same background is used in the proof of Lemma
II establishing the Peierls bound. After that, Theorems 1 and 2 are deduced from the
general PS theory.
Section 3.1 establishes some related definitions and known facts. In our own opinion,
it is quite elementary although seems rather tedious. It should be an easier reading when
one is familiar with the concept of the Delaunay triangulation. Cf. [8], Chapters 1–3.
3.1 Voronoi cells, C-triangles and saturated configurations.
A given D-admissible configuration φ ∈ A(D) has a uniquely defined collection of Voronoi
cells V(x, φ) constructed for the occupied sites x ∈ φ. If φ has no unbounded Voronoi cells
then to each cell V(x, φ) there is assigned a finite set of circles centered at the vertices
of V(x, φ) and passing through x. We call them V-circles in φ. Each x ∈ φ lies in at
least one of V-circles but no x ∈ φ falls inside a circle. The sites y ∈ φ lying in a given
V-circle form the vertices of a constituting polygon. These polygons form a tessellation of
R2: they have disjoint interiors, and the union of their closures gives the entire plane. If a
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constituting polygon has ≥ 3 vertices, it can be divided (non-uniquely) into constituting
triangles (in short: C-triangles); this produces the Delaunay triangulation of φ (and of
R2).
A D-AC φ is called saturated if no occupied site can be added to it without breaking
admissibility. A saturation of a given D-AC φ is a completion of φ (in some uniquely
defined way) with the maximal possible amount of added occupied sites.
Clearly, every PGS configuration is saturated. Saturated configurations are convenient
as a natural initial step in a procedure of ‘identifying’ PGSs within the set A(D) of ad-
missible configurations. The use of saturated configurations also makes more transparent
the derivation of the Peierls bound in Section 3.3.
The idea of a saturated configuration worked well in the study of dense-packed circle
configurations in R2; cf. [5]. We attempt to emulate a similar approach in Z2. It generates
some technical complications but we manage to get through, via Lemmas 3.1–3.5.
Lemma 3.1. A saturated configuration does not have V-circles of radius ≥ D +√2/2.
Proof. Suppose there exists a V-circle of radius ≥ D + √2/2. The center of the
V-circle may not lie in Z2 but is at distance ≤ √2/2 from one of the Z2-sites. Then
an additional particle can be added at this site without breaking admissibility. This
contradicts the saturation assumption.
We would like to note a difference between Lemma 3.1 and Lemma 2 from [5]. We
have a lower bound D+
√
2/2 whereas in [5], Lemma 2, one has D. This creates a specific
technical complication arising in Z2 compared with R2.
Lemma 3.2. Let △ be a C-triangle in an D-AC φ and consider 3 pair-wise disjoint
disks of radius D/2 centered at the vertices of △. Consider 3 sectors in these disks which
are intersections of the circles with the angles of △ and let S(△) denote the union of
these sectors. Then the area of S(△), i.e., the sum of the areas of these 3 sectors, equals
πD2/8.
Proof. Observe that the collection of sets S(△) where △ runs over C-triangles of
φ form a partition of the union of the disks ∪
x∈φ
D(x,D/2) (modulo a set of measure 0).
Here D(u, r) stands for the disk of radius r > 0 centered at u ∈ R2: D(u, r) = {y ∈ R2 :
ρ(u, y) ≤ r}.
For each angle of size α in △ the intersection with the corresponding disk is a full
sector with the angular measure α and area αD2/8. The sum of the triangle angles is π.
Lemma 3.3. The value S(D)/2 gives the minimal area for the lattice triangles in problem
(2.1) with angles αi ≤ 2π/3 instead of αi ≤ π/2.
Proof. Consider a lattice triangle △ with an angle α and the opposite side a, where
π/2 < α ≤ 2π/3. The union of △ with its central-symmetric counterpart relative to the
middle of a is a lattice parallelogram whose longer diagonal is a. As α <≤ 2π/3, then the
shorter diagonal b has length ≥ D. Then b divides the parallelogram into two congruent
non-obtuse admissible triangles △′, △′′. The area of the parallelogram is twice the area
of △′ as well as twice the area of △. By construction, it is ≥ S(D).
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Note that if the circumradius about a C-triangle △ is ≤ D (which is the case for
continuous dense-packing) then all angles of this triangle are ≤ 2π/3 and the maximal
side-length is≤ D√3. Consequently, Lemma 3.3 is applicable: the area of△ is≥ S(D)/2.
However, due to Lemma 3.1, when working with saturated D-ACs, we need to deal with
C-triangles where the circumradius is between D and D +
√
2/2 which may lead to the
maximal side-length > D
√
3. Such a C-triangle can have area < S(D)/2. However, it
turns out that in this case there will be an adjacent C-triangle (sharing a side) with a
rather large area, so that the area of their union is ≥ S(D) + 1. It may also happen that
two or three C-triangles, of area < S(D)/2 each, share a common adjacent triangle; in this
case there will again be a lower bound upon the area of their union. Such an observation
allows us to circumspect these issues; cf. Lemmas 3.4.1–3.4.5. The culmination is Lemma
3.4.5: it asserts that triangles with obtuse angles > 2π/3 could be circumvented with the
help of adjacent triangles of a large area.
Lemma 3.4.1. Suppose that a C-triangle △ has the circumradius r = D + δ where
0 ≤ δ ≤ √2/2. Then the minimal area of △ is >
√
3D2
4
− Dδ
2
√
3
. Also the longest side in
the min-area triangle has length < D
√
3 +
δ√
3
.
Proof. Suppose a C-triangle △ with vertices A,B,C satisfies the assumptions of the
lemma. Let the side-lengths be AB = l0, BC = l1, CA = l2, with D ≤ l0 ≤ l1 ≤ l2 ≤ 2r.
If two side-lengths are > D, say l1, l2 > D, then the area of the △ can be made smaller by
moving vertex C along the circumcircle towards B, until the length of side BC becomes
D. Indeed, in the process of motion l0 remains fixed but the height from C to AB
shortens. (The resulting triangle does not necessarily fit Z2.) Thus, the area of △ is
lower-bounded by the area of the triangle with two side-lengths D and the third side-
length 2D
√
1− D
2
4r2
. A direct calculation shows that for D ≥ 1 and δ ∈ [0,√2/2) the
bound D
√
3 +
δ√
3
< D
√
3 +
δ√
3
holds true. (The right-hand side is simply the Taylor
expansion in δ up to order 1.) The area of such a triangle equals
D3
2r
√
1− D
2
4r2
. As above,
we have the bound
D3
2r
√
1− D
2
4r2
>
√
3D2
4
− Dδ
2
√
3
.
Lemma 3.4.2. Suppose that a C-triangle △ with side-lengths l0, l1, l2 has the circumra-
dius r = D + δ where 0 ≤ δ ≤ √2/2. Consider the adjacent C-triangle △′ that shares
with △ the longest side (of length l2). Then the area of the union △∪△′ is lower-bounded
by the area of a trapeze inscribed in a circle of radius r, with three sides being of length
D. Furthermore, the area of △∪△′ is ≥ 3
√
3D2
4
−
√
3δ2.
Proof. Again, we write D ≤ l0 ≤ l1 ≤ l2 ≤ 2r. Two vertices of triangle △′ are the
end-points of the side of length l2 and lie in the V-circle of radius r circumscribing △.
The third vertex of △′ cannot lie inside this V-circle but can be placed on the circle. It
also should lie outside the circles of radius D centered at the end-points of the side of
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length l2. Under these restrictions, the minimal area of △′ is no less than the area of a
triangle inscribed in the V-circle which shares the side of length l2 with △ and has the
other side of length D. (Cf. the proof of Lemma 3.4.1.) If we now minimize the area of
△, we arrive at the pair △, △′ forming a trapeze, as specified in the assertion of Lemma
3.4.2. (Again, the resulting triangle may not fit Z2.)
The area of the trapeze in question equals
2D3
r
(√
1− D
2
4r2
)3
=
3
√
3D2
4
−
√
3δ2 +
19δ3
3
√
3D
− 113δ
4
9
√
3D2
+ . . . .
A tedious (but straightforward) calculation asserts that for D ≥ 1 and 0 ≤ δ ≤ √2/2
this expression is ≥ 3
√
3D2
4
−
√
3δ2, as claimed in the lemma.
Lemma 3.4.3. Suppose that a C-triangle △ has the circumradius r = D + δ where
0 ≤ δ ≤ √2/2. Let △′ be the adjacent C-triangle sharing the longest side with △ (cf.
Lemma 3.4.2).
(i) Suppose that △′ is adjacent to another C-triangle, △1, with circumradius r1 =
D + δ1 where 0 ≤ δ1 ≤
√
2/2. Then the area of △′ is ≥ D2√11/4.
(ii) Further, suppose △′ is adjacent to other two C-triangles, △1 and △2, with cir-
cumradii r1 = D + δ1 and r2 = D + δ2 where 0 ≤ δ1, δ2 ≤
√
2/2. Then the area of △′ is
≥ D23√3/4.
Proof. (i) Here the triangle △′ has one side-length ≥ D and two others ≥ D√3.
(Because in each of its neighboring triangles, △ and△1, the angles opposite to the shared
sides are > 2π/3 by construction). The area of such a triangle is, clearly, ≥ D2√11/4.
(ii) In this case all side-lengths of △′ are ≥ D√3. Hence, the area is ≥ D23√3/4.
Lemma 3.4.4. The minimal area S(D) in problem (2.1) satisfies
√
3D2
2
< S(D) <
√
3D2
2
+
√
2D. (3.1)
Consequently, for D2 ≥ 19, the following holds true. In the situation of Lemma 3.4.2 we
have:
3
√
3D2
4
−
√
3δ2 ≥ S(D) + 1.
Next, in case (i) of Lemma 3.4.3,
√
3D2
4
− Dδ
2
√
3
+D2
√
11/4 ≥ 3(S(D) + 1)/2.
Finally, in case (ii) of Lemma 3.4.3,
√
3D2
4
− Dδ
2
√
3
+ 3
√
3D2/4 ≥ 4(S(D) + 1)/2.
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Proof. First, let us prove the two-sided bound (3.1). Consider a bisector of the line
segment connecting two lattice sites at distance D from each other. On this bisector
take a point at distance D
√
3/2 from the segment. Consider an angle of measure 2π/3
originating from this point satisfying the following conditions: the angle is symmetric
with respect to the bisector and the angle does not contain original two sites at distance
D from each other. Such an angle is uniquely defined and any lattice site inside it is at
distance larger than D from both original sites.
The selected point at distance D
√
3
2
from the segment belongs to some unit square
from the base lattice. Our angle of measure 2π/3 contains at least one Z2-point at
distance at most D
√
3
2
+
√
2 from the line connecting the two original sites. Taking this
vertex and the two original sites we obtain the triangle with the double area smaller than√
3D2
2
+
√
2D. The lower bound for S(D) is obvious.
Now, in the situation of Lemma 3.4.2, we want to have
D2
4
3
√
3−
√
3 δ2 ≥ S(D) + 1.
This follows from
D2
4
3
√
3−
√
3
2
≥ D
2
2
√
3 +D
√
2 + 1, i.e.,
D2
4
√
3 ≥ D
√
2 + 1 +
√
3
2
,
which is true for D ≥ 4.3, i.e. D2 ≥ 19.
In the situation of Lemma 3.4.3(i) and Lemma 3.4.3(ii) the argument follows the same
line.
Lemma 3.4.5. For all attainable values of D the following holds true. In the situation
of Lemma 3.4.2 we have:
area (△∪△′) ≥ 2(S(D) + 1)/2.
Next, in case (i) of Lemma 3.4.3,
area (△∪△′ ∪△1) ≥ 3(S(D) + 1)/2.
Finally, in case (ii) of Lemma 3.4.3,
area (△∪△′ ∪△1 ∪△2) ≥ 4(S(D) + 1)/2.
Also, for each of the aforementioned triangle groups {△,△′}, {△,△′,△1} and
{△,△′,△1,△2}, consider the union of the disks of radius D/2 centered at the vertices of
the group. Then the intersection of this union, respectively, with △ ∪△′, △ ∪△′ ∪ △1
and △ ∪ △′ ∪ △1 ∪ △2 has the area kπD2/8 where k is the number of triangles in the
group.
Proof. For D2 ≥ 19 the assertion follows from Lemmas 3.4.2–3.4.4. For 1 ≤ D2 ≤ 18
the proof is done by a direct enumeration of obtuse lattice triangles with the longest
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side of length < D
√
3 +
√
1/6. The latter value emerges from the bound 2D
√
1− D
2
4r2
< D
√
3 + 1/
√
6; cf. Lemma 3.4.1. The last assertion of Lemma 3.4.5 is straightforward;
cf. the proof of Lemma 3.2.
Lemma 3.4.5 allows us to introduce a re-distributed area assigned to a C-triangle which
can be conveniently lower-bounded. Namely, for a C-triangle not mentioned in Lemma
3.4.5, the re-distributed area coincides with its proper area. Next, if a triangle falls into
one of the groups mentioned in Lemma 3.4.5 (as △, △′, △1 or △2) then its re-distributed
area is set to be the total area of the group (△∪△′, △∪△′ ∪△1 or △∪△′ ∪△1 ∪△2)
divided by the number of the members in the group. According to Lemma 3.4.5, the
redistributed area of a triangle will be > (S(D) + 1)/2.
3.2 Maximum-density configurations. Proof of Lemma I.
A D-admissible configuration containing only C-triangles of area S(D)/2 (i.e., only M-
triangles) is called perfect. Clearly, a perfect configuration is saturated. An example of a
perfect configuration is a max-dense sub-lattice.
In general, we define the density of a D-AC φ as
lim sup
L→∞
♯(L, φ)
L2
. (3.2)
Here ♯(L, φ) denotes the amount of occupied sites x ∈ φ lying in QL(0, 0). In turn,
QL(m,n) ⊂ R2, m,n, L ∈ Z, L ≥ 1, stands for the square of an integer odd side-length
L˜ = L+ 1− (Lmod 2), centered at site (m,n) ∈ Z2:
QL(m,n) =

(m− L/2, m+ L/2)× (n− L/2, n+ L/2), L odd,
(m− L/2− 1/2, m+ L/2 + 1/2)
×(n− L/2− 1/2, n+ L/2 + 1/2), L even.
(3.3)
The intersection of QL(m,n)∩Z2 (with L2 lattice sites) is also denoted by QL(m,n); the
specific context determines the meaning of this notation in the sequel.
Lemma 3.5. The maximal possible density of a D-AC is 1/S(D). This density is attained
on any perfect configuration, in particular, on any max-dense sub-lattice.
Proof. (See [5].) The density of any non-saturated admissible configuration is not
larger than the density of its saturation. Therefore, it is enough to analyze the densities
of saturated configurations.
To calculate ♯(L, φ) for saturated φ ∈ A we need to count all occupied sites in φ which
belong to QL(0, 0). If AD(L, φ) denotes the total area of disks of diameter D centered at
these occupied sites then AD(L, φ) = ♯(L, φ)πD2/4.
Consider the total area AT(L, φ) of all C-triangles such that the triangle itself or
a member of its group determined in Lemma 3.4.5 has a vertex at an occupied point
inside QL(0, 0). Then AT(L, φ) = L2 + E1(L, φ), where E1(L, φ) = O(L) (recall that
the configuration φ is saturated and apply Lemma 3.1). The total area E2(L, φ) of the
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intersection of all these triangles with the disks of diameter D centered at triangle vertices
located outside of QL(0, 0) is also a quantity of order O(L).
Thus,
♯(L, φ)πD2/4
L2
=
AD(L, φ)
AT(L, φ)−E1(L, φ) =
AD(L, φ) + E2(L, φ)
AT(L, φ)
+O (1/L) .
According to Lemma 3.2, 3.3 and 3.4.5, the ratio
AD(L, φ) + E2(L, φ)
AT(L, φ)
is not larger than
πD2/4
S(D)
and equals
πD2/4
S(D)
for any perfect configuration.
Observe that PGS ϕ is uniquely mapped into a configuration in a torus TkS(D) of
size kS(D) × kS(D) with an integer k = k(ϕ). Here an L × L torus TL is understood
as square QL(0, 0) (cf. (3.3)) with the identified opposite sides and with the toroidal
Euclidean metric ρ TL :
ρ TL (x, y) = min
{
ρ(x, y), ρ(x, y ± vi), i = 1, 2
}
, x, y ∈ QL(0, 0). (3.4)
Here vectors v1 = (L˜, 0) and v2 = (0, L˜) where, as before, L˜ = L+ 1− (Lmod 2).
The image configuration in torus TkS(D) has a maximal possible amount of occupied
sites. Note that the opposite implication is not true. A configuration which for some in-
teger N has the maximal possible amount of occupied sites inside TN does not necessarily
generates a PGS unless N2 is divisible by S(D).
Lemma 3.6. For any attainable D, all PGSs are perfect configurations.
Proof. For a PGS ϕ the density is a lim rather than a lim sup. This value must equal
1/S(D) as in the opposite case one can gain more occupied points by replacing the part
of ϕ in a sufficiently large square with the part of a max-dense sub-lattice generated by
M-triangles in a square of the same size.
Clearly, a PGS ϕ maps into the corresponding D-AC inside torus Tk(ϕ)S(D). If inside
this torus there is at least one non-D-optimal triangle then the total number of occupied
sites inside the torus is at most
k(ϕ)2S(D)2
S(D)
− 1; consequently, the density is < 1/S(D).
Proof of Lemma I. Lemma 3.6 implies assertion (i) in Lemma I. To deduce assertion
(ii), observe that, in absence of sliding, any two M-triangles sharing a common side are
centrally symmetric relative to the mid-point of the shared side. Thus, for any non-
sliding D and any M-triangle △ with a vertex at the origin, the corresponding min-area
sub-lattice is the only possible perfect configuration containing △. The Z2-congruences
produce, from any max-dense sub-lattice, 1 or 3 additional sub-lattices, depending on
whether △ is isosceles or not.
We would like to note that here and below the absence of sliding is used in a particular
manner (specified in the proof of Lemma 3.6): it implies that if in an D-AC φ there are
two adjacent M-triangles sharing a common side then they are centrally symmetric.
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3.3 The Peierls bound.
As was said, an application of the PS theory needs a Peierls bound. We again begin with
some auxiliary notions and statements. From now on we assume that the value of D is
non-sliding.
Lemma 3.7. Consider a max-dense sub-lattice ϕ. Then for any k ∈ N and any lattice
site (m,n) ∈ Z2, the square QkS(D)(m,n) contains k2S(D) occupied sites from ϕ.
Proof. The restriction of ϕ to QkS(D)(m,n) actually is a D-AC lying inside the corre-
sponding torus TkS(D). This torus is partitioned into k2S(D) fundamental parallelograms
of the sub-lattice.
Given an attainable D and a site (m,n) ∈ Z2, the S(D)× S(D) square
QS(D)(mS(D), nS(D)) (see (3.3)) is called a template. Given a D-AC φ ∈ A(D) and
PGS ϕ ∈ P(D), a template QS(D)(mS(D), nS(D)) is said to be ϕ-correct in φ if ϕ and φ
coincide inside Q3S(D)(mS(D), nS(D)). A template is called incorrect (in φ) if it is not
ϕ-correct for some ϕ ∈ P(D).
A contour in a D-admissible configuration φ is a connected component Γ of incorrect
templates in φ, where the connectedness is understood in the R2 sense. Cf. [27]. In
particular, a contour has an exterior, Ext Γ, and an interior, Int Γ, which can be further
divided into components Intϕ(Γ).
Contour-related pictures are featured in Figures 6–8.
Let φ∗ be a saturation of a given D-AC φ. If an added occupied site x ∈ φ∗ \ φ lies
in a template then, clearly, this template is incorrect (more precisely, non-ϕ-correct in ϕ
for each ϕ ∈ P). We say that such a template is an s-defect (in φ). Another possibility
for a defect is where, in the saturation φ∗, a template has a non-empty intersection with
one of C-triangles that is not an M-triangle. We call it a t-defect (again in φ). Finally, an
incorrect (but actually perfect) template can be simply a neighbor of an s- or a t-defect.
We call it an n-defect (still in φ).
We would like to note that C-triangles with obtuse angles > 2π/3 (considered in
Lemmas 3.4.1–3.4.5) lead to t-defects by definition.
Lemma 3.8. (A Peierls bound for defects.) Consider a D-AC φ ∈ A and assume that
for configuration φ there exists a contour Γ containing m incorrect templates enclosed
by n adjacent ϕ-correct templates (for the same or different values of ϕ). Additionally,
assume that m = i+j+k where i, j, k give the amount of s-, t- and n-defects, respectively.
Then the amount of occupied sites inside Γ is at most
(m+ n)S(D)− i−max
(
1,
j
8S(D)
)
. (3.5)
Proof. As the contribution i given by s-defects is straightforward, we consider the sat-
uration φ∗ and its t-defects only. We confine the entire connected component of templates
to a sufficiently large square QkS(D)(0, 0) by filling all additional k2 − m − n templates
with the appropriate PGS. Here the appropriate means that for each added ϕ-correct
template all neighboring templates (which by construction are correct) have the same
value of ϕ. Afterwards we wrap QkS(D)(0, 0) into the kS(D) × kS(D) torus TkS(D) and
still obtain a D-admissible configuration in TkS(D).
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A B
C D
Figure 6: Templates (encircled with thick lines) and FPs (gray parallelograms) for D2 = 25, with
S = 23. Here each template (treated as a torus) has 23 × 23 = 529 lattice sites and 23 FPs, and each
FP covers 23 lattice sites (represented by thick black dots). Since the FTs are not isosceles, there are 4
types of min-area sub-lattices and 92 PGSs.
Figure 7: A snapshot of templates for D2 = 25 with S(D) = 23. All squares are 23× 23 and represent
templates for this value of D. The white squares indicate ϕ-correct templates in a given D-AC φ while
gray and light-gray squares indicate non-ϕ-correct ones. The original lattice Z2 is not shown due to
its small scale. The PGS ϕ is represented by the mesh over the central (gray) square. The black dots
indicate the occupied Z2-sites over the central template square. The white dots indicate vacant sites in
ϕ in the central square. All light-gray and white common squares indicated in the diagram are assumed
to preserve the structure of the PGS ϕ unperturbed. However, the 8 light-gray templates around the
central square are declared ϕ-non-correct by adjacency.
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Ext(Γ)
Figure 8: A contour support (the union of gray and dark gray common squares). Here the internal area
Int(Γ) includes three components Intϕi(Γ), i = 1, 2, 3. The boundary layers are shown as the union of
gray squares. For a ϕ-contour, the configuration over every white common square forming the external
area Ext (Γ) is supposed to be the restriction of ϕ.
Due to Lemma 3.2, for any saturated configuration in a torus the total amount of
corresponding C-triangles inside this torus is twice the amount of the occupied sites in
the configuration. In particular, the total amount of C-triangles is always even. Also the
existence of at least one non-D-optimal C-triangle inside the torus reduces the maximal
amount of occupied sites by at least one.
Observe that, according to Lemma 3.4.5, the re-distributed area of any C-triangle that
is not an M-triangle is at least (S(D) + δ(D))/2, where δ(D) ≥ 1. Further, a C-triangle
that is not an M-triangle can be shared by at most 4 templates. Therefore, j templates
with t-defects contain at least j/4 C-triangles that are not M-triangles. Thus, one half of
the maximal possible amount of C-triangles inside TkS(D) is k2S(D)−max
(
1,
j
8S(D)
)
.
The term (m + n)S(D) corresponds to the absence of defects and is calculated ac-
cording to Lemma 3.6.
Informally, Lemma 3.8 states that the increment of ‘energy’ (i.e., decrease in the
number of particles) caused by a deviation from a PGS is lower-bounded proportionally
to the ‘size’ of the deviation. This is the gist of Peierls bounds used in the Pirogov–Sinai
theory and its applications.
Lemma 3.9. Let ϕ′, ϕ′′ ∈ P(D) be two distinct PGSs. Let Γ be a connected component
of ϕ′-correct templates enclosed by a connected component of ϕ′′-correct templates. Then
any extension of this restricted configuration to a D-AC φ ∈ A(D) in Z2 contains a closed
chain of adjacent non-minimal C-triangles enclosing Γ.
Proof. Due to the absence of sliding, M-triangles from different classes cannot share
a side in a D-AC.
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Lemma II. (A Peierls estimate for contours) Consider a finite contour containing m
incorrect templates. Then the amount of occupied sites inside this contour is at most
mS(D)−max
(
1,
m
72S(D)
)
. (3.6)
Proof of Lemma II. The lemma is a direct consequence of Lemmas 3.8 and 3.9
with an additional factor 1/9 accounting for the possibility for each s- or t-defect to be
surrounded by 8 n-defects.
Lemma II completes the verification of assumptions of the PS theory for HC models
in Z2.
Remark 3.1. The Peierls bound for the HC model on A2 is considerably simpler and is
stated in terms of Voronoi cells. This is related to the fact that on A2 only s-defects are
possible. N
3.4 The proof of Theorems 1, 2.
With Lemmas I, II at hand, the proof of Theorems 1, 2 is obtained by a direct application
of the PS-theory. Cf. [27, 33, 11] and [30].
We refer the reader to [21] for the scheme of such an application.
4 Additional results. The issue of dominance
4.1 More on extreme Gibbs measures.
As an annex to Theorem 1, based on straightforward applications of the approach from
[33], we offer three more statements in Theorem 3. Consider a sequence of nS(D)×nS(D)
tori T(n) = TnS(D). Let A(D,T(n)) denote the set of D-admissible configurations in T(n):
A(D,T(n)) =
{
ψ : Q2nS(D)(0, 0)→ {0, 1},
ψ(x)ψ(y) = 0 ∀ x, y ∈ QnS(D)(0, 0) with ρ TnS(D)(x, y) < D
}
.
(4.1)
Let µpern = µT(n) denote the probability measure on A(T(n)) with
µT(n)(ψ) =
u♯ ψ
Z(T(n))
, ψ ∈ A(T(n)), (4.2)
where the partition function Z(T(n)) =
∑
ψ˜∈A(T(n))
u♯ ψ˜. Then µT(n) can be treated as a
measure on A(D,Z2) concentrated on A(D,T(n)).
Theorem 3. Under assumptions of Theorem 1 or Theorem 2, the following properties
(i), (ii) are satisfied:
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(i) For every extreme measure µϕ ∈ E(D) ∃ a set I = I(ϕ) ⊂ A(D) with ϕ ∈ I and
µϕ(I) = 1 such that the set of ϕ-incorrect templates in φ has connected components
of finite diameters in R2. Consequently, (a) ∀ φ ∈ I the set of ϕ- correct templates
in φ has an infinite connected component, and (b) ϕ is the only D-AC with this
property.
(ii) Measures µϕ have an exponential decay of spatial correlations: ∀ l > 1, finite sets
V1,2 ⊂ Z2 with ρ(V1,V2) ≥ l and ∀ D-ACs ψ(Vi) ∈ A(D,Vi), i = 1, 2,∣∣µϕ(ψ(V1) ∨ ψ(V2))− µϕ(ψ(V2))µϕ(ψ(V2))∣∣ ≤ exp(−Cl)µϕ(ψ(V2))µϕ(ψ(V2)) (4.3)
Here C = C(D) > 0 is a constant and µ(ψ(V1) ∨ ψ(V2)) and µ(ψ(Vi)) stand for the
µϕ-probabilities of the cylinder events that φ ↾V1∪V2= ψ
(V1)∨ψ(V2) and φ ↾Vi= ψ(Vi),
respectively.
Furthermore, assume that all extreme measures µϕ are generated by PGSs ϕ be-
longing to a single equivalence class. (In particular, this covers the case of Theorem
1.) Then the following property is satisfied.
(iii) The weak limit µper = lim
n→∞
µT(n) exists and determines a probability measure on
X which is the averaged sum: µper =
1
♯E(D)
∑
µ
ϕ
∈E(D)
µϕ. In particular, µ
per is
shift-invariant.
Proof. Assertion (i) is a standard corollary of the Pirogov–Sinai theory [27, 30, 33, 4]:
it implies that (1) the µϕ-probability that a given site x ∈ Z2 is encircled by infinitely
many contours equals 0 and (2) the µϕ-probability that there is an infinite countour
equals 0 as well.
(ii) This statement follows from standard polymer expansions for probabilities
µ(ψ(V1) ∨ ψ(V2)) and µ(ψ(Vi)); cf. [33]. The polymers are determined as collections of
overlapping contours, and the statistical weight of a polymer decays exponentially with
the polymer size.
(iii) Observe that, under the stated assumption, ∀ PGSs ϕ1, ϕ2 ∈ P(D) such that
µϕ1, µϕ2 ∈ E(D), there exists a 1-1 map Φϕ1,ϕ2 : Z2 → Z2 (a Z2-congruence) taking
ϕ1 → ϕ2 such that µϕ1 is taken to µϕ2 by the induced map A(D)→ A(D). On the other
hand, ∀ PGSs ϕ1, ϕ2 ∈ P(D) as above, the measure µT(n) is invariant under the map
induced by Φϕ1,ϕ2 restricted to T
(n). Hence, any limit point for the sequence µT(n) is a
uniform mixture of measures µϕ. Hence, the limiting measure µ
per is a uniform mixture,
as claimed.
Remark 4.1. A more detailed analysis of dependence of Gibbs measures µ upon bound-
ary conditions requires a deeper technical involvement and will be given elsewhere. The
same can be said about a similar question on the HC model in A2. Cf. [21]. N
4.2 A discussion of dominance.
This section contains some discussions and comments but no formally proven results.
First, we conjecture that, under the assumptions of Theorem 2, there is only one domi-
nant class. The reason is that co-existence of several dominant classes requires countably
26
many ‘balance identities’ of a number-theoretical nature, in each order of an emerging
perturbation series. In other words, it would require some (rather strong) form of equiv-
alence between contributions from local excitations of a given weight coming from two or
more distinct classes, i.e., some kind of symmetry. It seems unlikely since the definition
of an equivalence PGS class probably captures all involved forms of symmetry in the
hard-core model on Z2.
As an illustration, we briefly discuss the cases D2 = 65, D2 = 130 and D2 = 324:
these are the lowest values of D from Class B. The algebraic nature of these values is
commented upon in Section 6–8; here we focus on the structure of local excitations.
The numerical values presented below have been calculated by using the program
CountTuples.java; cf. Section 9 and the supplement to this paper.
For D2 = 65 = 82 + 12 = 72 + 42, we have S(D) = 60. There are two minimizing
triangle types. The corresponding side-length triples from (2.2) have ℓ20 = ℓ
2
1 = 65,
ℓ22 = 80 and ℓ
2
0 = ℓ
2
1 = 68, ℓ
2
2 = 72. It is convenient to say that one type gives a
[65|65|80]-triangle and the other a [68|68|72]-triangle. (This notation and terminology
will be further elaborated in Sections 6, 7.) A [68|68|72]-triangle is also an M-triangle for
a Class A value D2 = 68 (cf. Table 3).
Both [65|65|80]- and [68|68|72]-types admit a single congruence class or a single im-
plementation. (In Section 7.2 we speak of Class B1 in more general terms and provide
details of a number-theoretical background.) For type [65|65|80], a representative is an
M-triangle with vertices {(0, 0), (8, 4), (−1, 8)}, while for type [68|68|72] the vertices are
{(0, 0), (8, 2), (2, 8)}. Recall, an M-triangle gives rise to a class of PGSs obtained as
Z2-shifts and reflections of the corresponding min-area sub-lattice.
As was said earlier, the dominance of a particular PGS class is established by com-
paring the number of local excitations for both minimizing types. (Actually, what we
compare is the naturally emerging densities of excitations.) It is convenient to categorize
the local excitations into ‘strains’ bearing a distinctive geometric character. The initial
excitation strain is where we simply remove one particle from a PGS; this yields an ex-
citation of (relative) weight u−1. However, all PGSs are ‘equal in rights’ with respect to
this strain of excitations as the particle density in all PGSs is the same. In other words,
there is no discrimination between the PGSs in the perturbation order u−1. A similar
conclusion can be reached when one considers removing a pair of particles from a PGS
which produces a strain of excitations of weight u−2.
Next, we can remove three particles at vertices of a fundamental parallelogram Π in
a max-dense sub-lattice and add one particle inside Π maintaining admissibility. We call
this strain a single or 1-site insertion. This produces another strain of local excitations of
weight u−2 (3 occupied sites removed, 1 added). Another strain of excitations of weight
u−2 is a double or 2-site insertion where we add 2 particles in an FP Π and remove 4
occupied sites at the vertices of the Π. Next, we can attempt to add 3 particles and
remove 5, then add 4 and remove 6, and so on. The PGSs must be compared by counting
all strains of excitations per an FP; the ones with a larger total count will be dominant.
To complete the argument, we must check that there is no other possibilities to pro-
duce a local excitation of weight u−2 (which is the most difficult part) and prove that other
strains of excitations (of higher weights) can be made ‘insignificant’ if u is large enough
(which is usually not a difficult part). Such a program has been carried through for a
triangular lattice A2 in [21] with the help of an analytical construction and a computer-
27
assisted argument. For the lattice Z2 it is a work in progress which will be published
separately: here we only attempt to explain the place of the dominance argument in the
whole study and comment on key points of the forthcoming argument.
The count of excitations of weight u−2 yields these results: there are 40 single in-
sertions per an FP for both types. Next, there are 109 double insertions per an FP
for type [65|65|80] and 126 for type [68|68|72]. Further, there are 104 triple insertions
and no quadruple ones for type [65|65|80] whereas type [68|68|72] offers 140 triple inser-
tions and 10. Finally, no insertions of 5 or more particles of weight u−2 exist for either
type. The overall score is 253 for [65|65|80] and 316 for [68|68|72]. The tentative con-
clusion is that type [68|68|72], with an M-triangle with vertices {(0, 0), (8, 2), (2, 8)}, is
dominant. Consequently, for u large enough, we expect that the number of the extreme
Gibbs measures for D2 = 65 is 120, and they all are generated by the PGSs coming from
[68|68|72]-triangles, in accordance with Eqns (2.4.1), (2.4.2). Cf. Figure 8.
Now, consider the value D2 = 130 = 112 + 32 = 92 + 72, with S(D) = 120. Here we
again have two minimizing types. They are represented by M-triangles with squared side-
lengths (I) ℓ20 = ℓ
2
1 = 130, ℓ
2
2 = 160 and (II) ℓ
2
0 = ℓ
2
1 = 136, ℓ
2
2 = 144, respectively, both
isosceles. We again refer to them as [130|130|160]- and [136|136|144]-types or triangles.
It turns out that a [136|136|144]-triangle also serves as the M-triangle for the value D2 =
136, which is of Class A.
As above, both types admit a single implementation. For type [130|130|160], a repre-
sentative is an M-triangle with vertices {(0, 0), (12, 4), (3, 11)}, while for type [136|136|144]
the vertices are {(0, 0), (12, 0), (6, 10)}. In fact, it is easy to see that the picture of M-
triangles (or min-area sub-lattices) for D2 = 130 is obtained from that for D2 = 65 by
applying the linear transformation T : Z2 → Z2 effectuated by the matrix T =
(
1 −1
1 1
)
of determinant 2. (The transposed matrix TT can also be used for that purpose.) Cf.
Remark 8.1 in Section 8. In other words, the case D2 = 130 is obtained from D2 = 65
by scaling the side-length by a factor
√
2 and rotating by ±π/4. However, it does not
guarantee that all excitations are mapped to each other;in fact we will see that it is not
the case, although type [136|136|144] again will look dominant.
Indeed, type [130|130|160] generates 72 single insertions, 303 double insertions, 284
triple insertions and no quadruple insertions per an FP, 659 in total. Further, for type
[136|136|144], the corresponding numbers are 72, 356, 532 and 50, all-in-all 1010. As
above, none of the types produces admissible insertions PGS of 5 or more particles of
weight u−2. Then, according to (2.4.1), (2.4.2), for u large enough, the number of the
EGMs is 240, and they are generated by the PGSs of type [136|136|144]. Cf. Figure 9.
The next case to discuss is D2 = 324, with S = 288. In Section 6 we establish that
this case gives rise to an infinite sequence of values of D2 of Class B1. Here we have two
minimizing types, [324|337|337] (isosceles), and [325|333|340] (non-isosceles). For congru-
ence class representatives, one can take M-triangles with vertices {(0, 0), (18, 0), (9, 16)}
for type [324|337|337] and {(0, 0), (18, 3), (6, 17)} for [325|333|340]. Here [325|333|340]-
triangles give rise to 1152 PGSs, twice as much as [324|337|337]-ones. Cf. Figure 10.
However, the total count of excitations of weight u−2 yields 3797 per an FP for type
[324|337|337] and 2684 for [325|333|340]. As a result, [324|337|337]-triangles are expected
to win, and the number of EGMs for u large will be 576, all of them being generated by
the respective PGSs.
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Figure 9: Excitation counts for D2 = 65, with S = 60. The crucial excitations are those of weight u−2.
Frame A shows the 65×65 squares, for 65 = 82+12 and 65 = 72+42. In frame B we show the M-triangles
of type [65|65|80] (left) and [68|68|72] (right) and their fundamental parallelograms. The gray regions
indicate the single-insertion positions repelling 3 sites in a periodic ground-state configuration (black
circles); the white marks and black segments outline examples of such excitations. The total number of
single insertions per an FP equals 40 for both types. Frame C shows double insertions (pairs of white
marks connected with white lines) repelling 4 sites (the vertices of an FP). The total number of double
insertions per an FP equals 109 and 126 for types [65|65|80] and [68|68|72], respectively. Frame D shows
triple insertions (white marks and triangles) repelling 5 sites (the vertices of 3 adjacent M-triangles
forming a trapezoid). The total number of triple insertions per an FP equals 104 for type [65|65|80] and
140 for [68|68|72]. In frames E,F we attempt at quadruple insertions repelling 6 sites (they should be the
vertices of 6 adjacent M-triangles forming a triangle of a double size). Their number of such insertions
is 0 and 10 per an FP, respectively. In both cases there is no u−2-excitations with 5 or more insertions.
Total total of excitations of weight u−2 amounts to 253 for [65|65|80] and 316 for [68|68|72]; the latter
is expected to be the dominant one. So, for D2 = 65 the number of extreme Gibbs measures for u ≥ u∗
equals 120, and they are generated by min-area sub-lattices of type [68|68|72].
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C D
E F
Figure 10: Excitation counts for D2 = 130, with S = 120. As before, we look for excitations of weight
u−2. Frame A shows the 130× 130 squares, for 130 = 112 + 32 and 130 = 92 + 72. In frame B we show
the M-triangles [136|136|144] (left) and [130|130|160](right) and their fundamental parallelograms; we
also display 1-site insertions. Here again, the gray regions indicate the single-site insertions excluding 3
vertices in a PGS; the white marks and black lines show examples of such excitations. The total number
of single insertions in an FP equals 72 for both type. Frame C shows double insertions (pairs of white
marks connected with lines) repelling 4 sites (as above, – vertices of an FP). The total number of double
insertions within an FP equals 356 and 303 for [136|136|144]- and [130|130|160]-types, respectively. Frame
D shows triple insertions (white marks forming triangles) which repel 5 sites placed on a trapezium. The
total number of such excitations per an FP equals 532 and 284, respectively. On frames E,F we comment
on quadruple insertions that repel 6 vertices; their numbers are 50 per an FP and 0, respectively. Indeed,
an attempt to construct a 4-site excitation in a [130|130|160]-type PGS in frame F leads to a repulsion
of 7 vertices, hence to the weight u−3. As with D2 = 65, neither type for D2 = 130 yields an admissible
u−2-excitation with ≥ 5 insertions. The overall count of u−2-excitations per an FP yields 1010 for type
[136|136|144] and 659 for [130|130|160]. Consequently, type I is dominant, and, for u ≥ u∗, the number
of extreme Gibbs measures for D2 = 130 equals 240, and they are generated by the generated by the
min-area sub-lattice of type [136|136|144].
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Figure 11: Excitation count, of weight u−2, for D2 = 324 = 182, with S = 288. Frame A shows a
324× 324 square. Frame B indicates M-triangles [324|337|337] (left, isosceles) and [325|333|340] (right,
non-isosceles). The gray areas again indicate the sites in an M-triangle which repel 3 vertices: examples
are highlighted with thick black lines. The total number of 1-site insertions within an FP equals 144
for both types. Next, the white lines indicate double-insertions repelling four vertices of an FP; their
numbers are 393 for [324|337|337] and 408 for [325|333|340]. In frame C we show 3- and 4-site insertions
for the type [324|337|337] sub-lattice. There are 2510 triple and 750 quadruple insertions per an FP.
Frame D addresses the similar issues for type [325|333|340]. Here we have 1982 triple and 150 quadruple
insertions per an FP. As in the previous cases, there are no excitations of weight u−2 with at least
five insertions. As a result, the total number of u−2-excitations in a PGS equals 3797 for [324|337|337]
and 2684 for [325|333|340]. Consequently, the isosceles type is dominant. For u ≥ u∗, the number of
the extreme Gibbs measures for D2 = 324 equals 576, and they are generated by a type [324|337|337]
min-area sub-lattice.
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5 Minimal triangles and norm equations in Z
[√
3
]
In Sections 5 and 6 we focus upon number-theoretical aspects of the present work. To
start with, in Section 5.1 we connect Z2-triangles and cosets by the unit group in the
quadratic ring Z
[√
3
]
; this is done via the norm equations in Z
[√
3
]
. We then prove
an eventual minimality property for Z2-triangles emerging from a coset; cf. Lemma 5.1
in Section 5.2. Next, in Section 6.1 we give a summary of the prime factorization in
ring Z
[√
3
]
and relate it with an analysis of uniqueness and non-uniqueness in problem
(2.1). In Sections 7 and 8 we provide examples of how the prime decomposition in Z
[√
3
]
can be used for Z2-implementations of isosceles triangles. This information is used for
studying values D of Classes A, B0 and B1.
We believe that the number-theoretical material collected in Sections 5 and 6 is not
new for adepts of the algebraic number theory. In fact, a considerable part of this material
can be derived directly from the basics contained in standard textbooks [3, 28], let alone
such more advanced sources as [14, 24], to name a few. As a brief introduction, one can
refer the reader to papers [9, 17, 20]. Nevertheless, we failed to find a single reference
where all facts that we need for our analysis are discussed in full detail. In this situation,
a compact formal presentation of required facts from the algebraic number theory seems
as a reasonable option.
5.1 Types of Z2-triangles. The Pell and norm equations in ring
Z[
√
3].
Let us discuss basic facts about the structure of Z2-triangles, with squared side-lengths
ℓ2i , i = 1, 2, 3 (cf. (2.2)); here each ℓ
2
i is a Gaussian number.
Given four integers, d ≥ 1 and 0 ≤ a ≤ b ≤ c, with d + a + b > c, we define a
[d+ a|d+ b|d+ c]-triangle (or a triangle of type [d+ a|d+ b|d+ c]) as a Z2-triangle (if it
exists), with the squared side-lengths d+ a, d+ b and d+ c respectively. We will vary d
and keep a, b, c fixed; this is the key idea behind the construction of infinite sequences of
values Dn of Class A and Class B0. The above restrictions upon d, and a, b, c will be in
place every time such a triangle is mentioned. The bound d+ a + b > c is equivalent to
the fact that the triangle has angles αi < π/2.
For any angle α in a Z2-triangle the corresponding value tan(α) is rational. As was
noted, equilateral triangles with identical integer squared side lengths d and tan(α) =
√
3
are impossible in Z2. The two best approximating Z2-triangles for the equilateral ones
have c− a = 1, i.e., are of types [d|d|d+ 1] (overall best) or [d|d+ 1|d+ 1] (second best),
when they exist.
For a general [d + a|d + b|d + c]-triangle, the Heron’s formula gives the following
representation for its doubled area s:
4s2 = 3d2 + 2d(a+ b+ c) + (2ab+ 2bc+ 2ca− a2 − b2 − c2). (5.1)
For our purposes this expression should be understood as a Diophantine equation, for
unknowns s, d ∈ N and given values a, b, c. Set
t = (3d+ (a+ b+ c))/2 or equivalently d = (2t− (a+ b+ c))/3. (5.2)
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Observe that if (a+ b+ c) mod 2 = 1 then (2ab+2bc+2ca− a2− b2− c2) mod 2 = 1. In
this case d is odd, since for d even,
3d2 + 2d(a+ b+ c) + (2ab+ 2bc + 2ca− a2 − b2 − c2) mod 4 6= 0.
Similarly, if (a + b + c) mod 2 = 0 then (2ab + 2bc + 2ca − a2 − b2 − c2) mod 4 = 0. In
this case, 3d2 mod 4 = 0 and consequently d is even. Summarizing, we conclude that if
s, d ∈ N then also t ∈ N.
Introducing an Eisenstein integer
r = a2 + b2 + c2 − ab− bc− ca = (b− a)2 + (c− b)2 + (b− a)(c− b), (5.3)
Eqn (5.1) takes the form
t2 − 3s2 = r, (5.4)
where the unknowns are the pair (s, t) ∈ N × N. (Of course, if (s, t) is a solution then
(±s,±t) are also solutions.)
Equation (5.4) is known as the norm equation in the algebraic number theory; it is
related to norms in the quadratic integer ring Z
[√
3
]
. An important special case r = 1
gives rise to the Pell equation:
l2 − 3k2 = 1, (5.5)
for unknowns (k, l) ∈ N × N. It emerges for 0 ≤ b − a, c − b ≤ 1, i.e., c − a = 1, and is
related to specific recursions; see Eqn (5.7) below. The solutions to (5.5) form a sequence
{(kn, ln), n ∈ N}, determined by the formula
(
2 +
√
3
)n
= ln + kn
√
3. Explicitly:
kn =
1
2
√
3
((
2 +
√
3
)n
−
(
2−
√
3
)n)
=
1√
3
sinh
(
n ln
(
2 +
√
3
))
, (5.6.1)
ln =
1
2
((
2 +
√
3
)n
+
(
2−
√
3
)n)
= cosh
(
n ln
(
2 +
√
3
))
. (5.6.2)
Here and below we make use of the fact that
(
2 +
√
3
) (
2−√3) = 1. The table of
solution pairs (kn, ln) for 1 ≤ n ≤ 12 is shown below.
n (kn, ln) n (kn, ln) n (kn, ln)
1 (1, 2) 5 (209, 362) 9 (40545, 70226)
2 (4, 7) 6 (780, 1351) 10 (151316, 262087)
3 (15, 26) 7 (2911, 5042) 11 (564719, 978122)
4 (56, 97) 8 (10864, 18817) 12 (2107560, 3650401)
Table 5: An initial list of positive solutions to the Pell equation
For convenience, we write down some linear and quadratic identities related to (5.5),
(5.6):
kn = 2kn−1 + ln−1, ln = 2ln−1 + 3kn−1 (the forward recursion), (5.7.1)
kn−1 = 2kn − ln, ln−1 = 2ln − 3kn (the backward recursion), (5.7.2)
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and
k2n + k
2
n−1 = (2l2n−1 − 1)/3, k2n − k2n−1 = k2n−1, 2knkn−1 = (l2n−1 − 2)/3,
(kn − kn−1)2 = (l2n−1 + 1)/3, (kn + kn−1)2 = l2n−1 − 1,
2knln = k2n, 4k
2
n = (2l2n − 2)/3, 4l2n = 2l2n + 2, k2n + l2n = (2l2n + 1)/3,
(5.8)
used in forthcoming arguments. It is instructive that the forward and backward recursions
in Eqns (5.7) can be extended to n ∈ Z, with (k0, l0) = (0, 1). The emerging pairs (kn, ln)
for n ≤ 0 will be still given by formulas (5.6) and yield solutions to (5.5) in Z× Z, with
(k−n, l−n) = (−kn, ln), n ∈ Z \ {0}. On the other hand, we can run the forward and
backward recursions from the choice (k′0, l
′
0) = (0,−1) (or from (k′1, l′1) = (−1,−2)). It
yields another sequence of solutions in Z× Z which is related to the earlier sequence by
(k′n, l
′
n) = (kn,−ln), n ∈ Z \ {0}. For the sequence {(k′n, l′n)} the formula in (5.6.2) has to
get the minus in front while (5.6.1) remains unchanged. In short:
the solutions to l2 − 3k2 = 1 for (k, l) ∈ Z× Z
are listed via the recursions in (5.7) for n ∈ Z,
with the choices (k1, l1) = (1, 2) or (k1, l1) = (−1,−2).
(5.9)
We now give an initial summary of basic technical facts from the algebraic number
theory related to Eqns (5.4) and (5.5) and needed for constructing Class A sequences
Dn. As was said, the proofs are systematically omitted; for a detailed exposition cf. the
above-mentioned bibliography. The key objects will be the quadratic integer ring Z
[√
3
]
and its unit group. Further connections in this direction will be discussed in Section
5.2, 5.3; in particular, in Section 5.2 we prove Lemma 5.1 guaranteeing an important
minimality property.
The crucial connection stems from the fact that for s, t ∈ Z, the expression t2 − 3s2
gives the norm, N
(
t + s
√
3
)
, of an algebraic integer (t + s
√
3) belonging to the ring
Z[
√
3] in the real quadratic field Q(
√
3). (In what follows, the identification (s, t) ∈
Z × Z ↔ t + s√3 is routinely used without mentioning it every time again.) In these
terms, solving (5.4) for a given r needs identifying all elements t + s
√
3 ∈ Z[√3] with
the norm N
(
t+ s
√
3
)
= r. (The norm in Z[
√
3] can be negative.) The mutually inverse
numbers 2 ±√3 and −2 ±√3 represents the fundamental units of ring Z[√3]. (Cf. the
top left entry in (5.6).) The unit group U[
√
3] (or U in short) for ring Z[
√
3] consists
of the invertible elements
(±2 ±√3)n = ±ln ± kn√3, n ∈ N ∪ {0}, where pairs (kn, ln)
are determined by (5.6), with (k0, l0) = (0, 1). Thus, U features all solutions to the Pell
equation in Z× Z. Consequently, U can be listed in accordance with (5.9).
In what follows, when we speak of cosets, we refer to cosets of U in Z[
√
3]. The cosets
can be conveniently written in the form {±yn ± xn
√
3, n ∈ Z} where
yn + xn
√
3 = (x+ y
√
3)(2 +
√
3)n−1,
or xn = ykn−1 + xln−1, yn = 3xkn−1 + yln−1.
(5.10)
Cf. Eqn (5.7). Here the values kn and ln, n ∈ Z, are given by Eqns (5.6). Finally, for
definiteness we take x, y to be positive integers: (x, y) ∈ N× N. With such a choice, the
numbers xn, yn in (5.10) are positive for n ≥ 1. Obviously y+ x
√
3 lies in the coset since
it enters the sequence in (5.8) as y1 + x1
√
3. Accordingly, it will be convenient to use for
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a coset the notation (y+x
√
3) ·U. Two pairs, (x, y) and (x′, y′), determine the same coset
(i.e., (y+ x
√
3) ·U = (y′+ x′√3) ·U) iff y′+ x′√3 = (y + x√3)(2 +√3)j for some j ∈ Z.
It is straightforward to check that within a coset, the forward and backward recursions
hold true, similar to (5.7):
xn = 2xn−1 + yn−1, yn = 2yn−1 + 3xn−1
and xn−1 = 2xn − yn, yn−1 = 2yn − xn. (5.11)
This allows us to identify a coset with two sequences {(xn, yn), n ∈ Z} and {(−xn,−yn), n ∈
Z} obtained via the recursions (5.11) from (x1, y1) = (x, y) and (x1, y1) = (−x,−y).
Next, we speak of a solution coset (to a given norm equation t2 − 3s2 = r) if every
member of the coset (±xn,±yn) satisfies y2n − 3x2n = r. It will be convenient to choose
the representative pairs (x, y) and (−x,−y) of a solution coset in a particular manner:
x, y ∈ N should have (a) 2x− y ≤ 0 or 2y − 3x ≤ 0 and (b) y + x√3 ≤ y˜ + x˜√3 for all
y˜ + x˜
√
3 ∈ (y + x√3) · U with x˜, y˜ ∈ N. This determines x and y uniquely (for a given
solution coset); we will call the pair (x, y) a leader, or a leading pair, of the solution coset
(also a leading solution). We will refer to the sequence {(y + x√3)(2 +√3)n−1, n ∈ N}
as the positive part of the solution coset (y + x
√
3) · U.
In our situation, r ∈ N, hence for any pair (s, t) ∈ Z × Z with t2 − 3s2 = r we have
2|t| > 2√3|s| > 3|s|. Therefore, for a leading solution we have 2y > 3x. Then a criterion
for a leading solution is that
(i) x, y ∈ N, (ii) y2 = 3x2 + r, (iii) 0 < 2x < y, (iv) y + x√3 ≤ y˜ + x˜√3
for any number y˜ + x˜
√
3 with x˜, y˜ ∈ N having the form ±yn ± xn
√
3
where n ∈ Z and yn + xn
√
3 = (x+ y
√
3)(2 +
√
3)n−1.
(5.12)
Then 4x2 < y2 = 3x2 + r implies that
for any leading solution (x, y): x2 < r and y2 < 4r. (5.13)
In conclusion: the solutions to the norm equation split into cosets of U[
√
3] determined
by leading solutions (if they exist). For the Eisenstein integers r = 1, 4, 9, 13, 16 one can
verify directly that the leading solutions are unique and given by
(x, y) = (1, 2), (3, 4), (12, 21), (16, 28).
The case r = 1 will be analyzed in Section 6.1; other cases appear in Section 6.2. It can
be directly checked that for r = 3, 7 the norm equation has no solution: this also will be
noted in Section 6.
5.2 Coset intersections and minimal triangles.
In Section 5.2 we analyze relations between solution cosets for the same or different values
of r. Clearly, if two cosets have a common element then they coincide. On the other
hand, for two given values m,n ∈ Z it is possible to have two different cosets where
(y + x
√
3)(2 +
√
3)j = (ylj + 3xkj) + (ykj + xlj)
√
3 = t
(x,y)
j + s
(x,y)
j
√
3, j ∈ Z,
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and
(v + u
√
3)(2 +
√
3)j = (vlj + 3ukj) + (vkj + ulj)
√
3 = t
(u,v)
j + s
(u,v)
j
√
3, i ∈ Z,
such that for some m,n
t(x,y)n 6= t(u,v)m but s(x,y)n = s(u,v)m or t(x,y)n = t(u,v)m but s(x,y)n 6= s(u,v)m . (5.14)
Without loss of generality, we may assume that m = n as otherwise we can replace
(v+ u
√
3) with (v¯+ u¯
√
3) = (v + u
√
3)(2 +
√
3)n−m. In fact, for any coset {±yi± xi
√
3}
the direct multiplication by (2 +
√
3)j implies
xi+j = kjyi + ljxi, yi+j = ljyi + 3kjxi, i, j ∈ Z.
For the case s(x,y)n = s
(u,v)
n , again without loss of generality we assume that t
(x,y)
n <
t
(u,v)
n . Due to the above expressions, for sn+j we have{
s
(x,y)
n+j < s
(u,v)
n+j , if j > 0,
s
(x,y)
n+j > s
(u,v)
n+j , if j < 0,
as
{
kj > 0, if j > 0
kj < 0, if j < 0.
Similarly, for the case t(x,y)n = t
(u,v)
n , if we assume s
(x,y)
n < s
(u,v)
n then{
t
(x,y)
n+j < t
(u,v)
n+j , if j > 0,
t
(x,y)
n+j > t
(u,v)
n+j , if j < 0,
(5.15)
by the same argument. Thus, given two different cosets, we may have a single pair of
indexes m and n such that the element y(1)m + x
(1)
m
√
3 in the first coset and the element
y
(2)
n + x
(2)
n
√
3 in the second coset have common x(1)m = x
(2)
n or common y
(1)
m = y
(2)
n .
The first consequence of these observations is that the case s(x,y)n = s
(u,v)
n may lead to
the presence of two (or more) minimal triangles with different types but the same area.
This phenomenon occurs for the first time when D2 = 65; cf. Remark 8.1.
The second consequence is also related to minimality. Let us split the notion of
an M-triangle (emerging from problem (2.1)) into two. A non-obtuse Z2-triangle △
with squared side-lengths d1, d2, d3 is called non-strictly minimal if its double area s(△)
(which is integer) is minimal among the double areas of all non-obtuse Z2-triangles △′
with squared side-lengths d′1, d
′
2, d
′
3 such that d1 ≤ d′1 ≤ d′2 ≤ d′3. A non-obtuse Z2-
triangle with squared side-lengths d′1, d
′
2, d
′
3 is called strictly minimal if there exists a
non-strictly minimal triangle △ with the same area and squared side-lengths d1, d2, d3
such that d1 < d′1 ≤ d′2 ≤ d′3. Each strictly minimal triangle is, of course, a non-strictly
minimal triangle but the opposite is not true.
Lemma 5.1. Given a, b, c, consider triangles of type [d + a|d + b|d + c]. Consider the
positive part of the solution coset (y + x
√
3) · U for the corresponding norm equation
t2 − 3s2 = r, with the leading solution (x, y). Here r = r(a, b, c) is defined in (5.3). Set
dn =
2yn − (a + b+ c)
3
; (5.16)
cf. (5.2). Then the emerging Z2-triangles △n of type [dn+ a|dn + b|dn + c] – if they exist
– become non-strictly minimal for n > n∗ where n∗ = n∗(a, b, c) ≤ log2+√3(3200c3).
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Proof. First, let us recall that the condition for a [d + a|d + b|d + c]-triangle to be
non-obtuse is d ≥ c − a − b (two other similar bounds, d ≥ a − b − c and d ≥ b − a − c
are trivial, since a ≤ b ≤ c). In particular, for non-obtuse triangles the doubled area
s = s(a, b, c) is increasing in each of the variables as the corresponding partial derivatives
are positive. For example,
∂(4s2)
∂c
= 2d+ 2(a+ b)− 2c = 2(d− (c− a− b)) > 0.
Moreover, with a = 0,
s(d, d+ b, d+ c) ≤ s(d, d+ c, d+ c) < s(d, d, d+ 4c) ≤ s(d+ a′, d+ b′, d+ 4c′)
whenever b ≥ 0, c ≥ max(1, b), a′ ≥ 0, b′ ≥ b, c′ ≥ c and d > 4c. The only non-trivial
inequality here is in the middle:
4s(d, d+ c, d+ c)2 = 3d2 + 4dc < 3d2 + 8dc− 16c2 = 4s(d, d, d+ 4c)2
which follows from the acuteness requirement d > 4c for a [d|d|d + 4c]-triangle. Thus,
given b ≥ 0 and c ≥ max(1, b), the area of a non-obtuse [d′ + a′|d′ + b′|d′ + c′]-triangle
may be smaller than that of a non-obtuse [d|d+ b|d+ c]-triangle for at most (4c)3 triples
a′, b′, c′ ≥ 0. In fact, since no dependency of d upon a′, b′ and c′ is assumed, some of
acute [d′ + a′|d′ + b′|d′ + c′]-triangles may not exist, which makes the upper-bound (4c)3
excessive.
For the rest of the argument, let us assume that a = 0. Given b ≥ 0 and c ≥ max(1, b),
let (x, y) be a leading solution to the corresponding norm equation t2 − 3s2 = r. (Here
x = x(0, b, c), y = y(0, b, c)).) Let △ be a Z2-triangle of type [d|d + b|d + c] where
d = (2y − (a+ b+ c))/3. The double area of △ is denoted by s(△) and equals x.
Let us examine how a [d+ a′|d+ b′|d+ c′]-triangle △′ with double area s(△′) < s(△)
could arise. We already know that there exist only finitely many triples (a′, b′, c′) for
which the double area s(△′) < s(△) for at least one value d. Next, for each such [d +
a′|d+b′|d+c′]-triangle there exists only a finite number of cosets solving the corresponding
norm equation t′2 − 3s′2 = r′ where r′ = r′(a′, b′, c′), cf. (5.3). Given a leading solution
(x′, y′) of t′2 − 3s′2 = r′, consider the positive part of coset (y′ + x′√3) · U. Recall that
for the leading solutions (x, y) and (x′, y′) we have
0 < x <
√
r, 0 < y < 2
√
r, and 0 < x′ <
√
r′, 0 < y′ < 2
√
r′;
cf (5.13). On the other hand,
0 ≤ r = a2 + b2 + c2 − ab− bc− ca ≤ c2,
and we are interested only in 0 ≤ c′ ≤ 4c and, consequently, in 0 ≤ r′ ≤ 16c2.
If a′ + b′ + c′ = a+ b+ c then Sign(s(△′)− s(△)) = Sign(r − r′) as
4s(△′)2 = 3d2 + 2d(a′ + b′ + c′)− r′, and 4s(△)2 = 3d2 + 2d(a+ b+ c)− r.
In the opposite case a′+ b′+ c′ 6= a+ b+ c we have equality s(△′) = s(△) at d = d∗ where
2d∗ =
r′ − r
a′ + b′ + c′ − a− b− c.
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Therefore, for
d > 8c2 ≥
∣∣∣∣d∗2
∣∣∣∣
the function Sign(s(△′) − s(△)) is constant. If a′ + b′ + c′ > a + b + c then for d large
enough
3d2 + 2d(a′ + b′ + c′)− r′ > 3d2 + 2d(a+ b+ c)− r (5.17)
and consequently s(△′) > s(△). Due to the previous argument, inequality (5.17) is true
already for d > 8c2. As we are interested only in the case when s(△′) ≤ s(△), we assume
from now on that
a′ + b′ + c′ ≤ a+ b+ c.
Specifically, we are looking for the situation where 2y′i−(a′+b′+c′) = 2yn−(a+b+c)
and x′i = xn. In particular, in this case we have
0 ≤ 2yn − 2y′i = (a + b+ c)− (a′ + b′ + c′) < 3c.
Thus, to finish the proof of lemma it is enough to verify that
2yn − 2y′i > 3c, whenever i, n > log2+√3(3200c3). (5.18)
Indeed,
2yn − 2y′i = 2yln + 6xkn − 2y′li − 6x′ki
=
(
(y − y′li−n − 3x′ki−n) +
√
3(x− x′li−n − y′ki−n)
)
(2 +
√
3)n
+
(
(y − y′li−n + 3x′ki−n) +
√
3(x− x′li−n + y′ki−n)
)
(2−√3)n.
Observe that ln+j > (2 +
√
3)jln/2 and kn+j > (2 +
√
3)jkn for n, j > 0. Therefore, if
(2 +
√
3)i−n > 4c then
2yln + 6xkn − 2y′li − 6x′ki < 4cln + 6ckn − 2li − 6ki < 0.
Similarly, if (2 +
√
3)n−i > 19c then
2yln + 6xkn − 2y′li − 6x′ki > 2ln + 6kn − 16cli − 24cki > 3c.
Thus, we may safely assume that (2+
√
3)|n−i| < 19c and consequently |li−n|, |ki−n| < 10c.
It is not hard to verify that for positive integer p and q, we have |p± q√3| > 1/(4q).
Then for n > log2+√3(400c
2)∣∣∣(y − y′li−n + 3x′ki−n)
+
√
3(x− x′li−n + y′ki−n)
∣∣∣(2−√3)n ≤ 400c2(2−√3)n < 1,
while for n > log2+√3(3200c
3)∣∣∣(y − y′li−n − 3x′ki−n) +√3(x− x′li−n − y′ki−n)∣∣∣(2 +√3)n
>
(2 +
√
3)n
4(x− x′li−n − y′ki−n) >
(2 +
√
3)n
800c2
> 4c > 3c+ 1.
This completes the proof of the lemma.
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6 Z2-triangles and prime factorization in Z
[√
3
]
The ring Z[
√
3] is a Euclidean domain with the Euclidean norm |N(t + s√3)|. In par-
ticular, it is a unique-factorization domain, up to multiplication by a unit. We are going
to give a description of primes in Z[
√
3] and their direct relation to solutions of a norm
equation. As usually, we refer to the prime numbers in N as rational prime numbers.
Proposition 6.1. Up to multiplication by units u ∈ U[√3], the primes in Z[√3] have
one of the following forms (i)–(v).
(i) p + 0 · √3 where p > 3 is a rational prime number with p mod 12 6∈ {1, 11}. In this
case the equation t2 − 3s2 = ±p has no solutions in Z× Z.
(ii) y± x · √3 where p = y2− 3x2 > 3 is a rational prime number with p mod 12 = 1. In
this case (s, t) = (x, y) is the leading solution to the equation t2− 3s2 = p in Z×Z.
Further, all solutions to t2 − 3s2 = p form the coset (y + x√3) · U. The equation
t2 − 3s2 = −p has no solution.
(iii) y ± x√3 where p = y2 − 3x2 > 3 is a rational prime number with p mod 12 = 11.
In this case (s, t) = (x, y) is the leading solution to the equation t2 − 3s2 = −p in
Z × Z. Further, all solutions to t2 − 3s2 = −p form the coset (y + x√3) · U. The
equation t2 − 3s2 = p has no solution.
(iv) 1 +
√
3; here 12 − 3 · 12 = −2. In this case (s, t) = (1, 1) is the leading solution to
the equation t2 − 3s2 = −2 in Z× Z. Further, all solutions to t2 − 3s2 = −2 form
the coset (1 +
√
3) · U. The equation t2 − 3s2 = 2 has no solution.
(v) 0 +
√
3, with 02 − 3 · 12 = −3. In this case (s, t) = (0, 1) is the leading solution to
t2 − 3s2 = −3 in Z × Z. Further, all solutions to t2 − 3s2 = −3 form the coset
(0 +
√
3) ·U. The equation t2 − 3s2 = 3 has no solution.
Proof. Omitted; cf. the sources quoted in Section 5.
The aforementioned unique factorization implies the following rules for identifying all
solutions to the norm equation (5.4) for a given (non-zero) r ∈ Z.
(I) Find a rational prime decomposition of r and construct a similar product (the
signed product) where each rational prime factor p = 2, 3, or p mod 12 = 11 is replaced
by −p.
(II) If the signed product evaluates to −r (rather than to r) then the equation has no
solutions.
(III) If some rational prime p > 3 with p mod 12 6∈ {1, 11} enters the signed product in
an odd power then the equation has no solutions. If p > 3 with p mod 12 6∈ {1, 11} enters
the signed product in an even power then we write each factorp2 as (p+0 ·√3)(p−0 ·√3).
(IV) For the remaining signed rational primes p contributing into the signed prime
decomposition in (I), i.e., p = −2,−3 or rational primes p with p mod 12 ∈ {1, 11} we
form the representation p = (y(p) + x(p)
√
3)(y(p) − x(p)√3) with x(p) 6= 0, which is
unique up to multiplication by a unit from U.
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(V) Finally, form two Z[
√
3]-conjugated integers by partitioning the above set of
Z[
√
3]-factors according to the following rules:
(a) Every product (p+0 · √3)(p− 0 · √3) contributes one factor to the first integer
and another factor to the second integer.
(b) Every product (y + x
√
3)(y − x√3) with x 6= 0 contributes one factor to the
first integer and another factor to the second integer.
(c) In each case the choice of which factor goes to which integer is arbitrary. Each
pair v ± u√3 ∈ Z[√3] obtained in this way leads to the solution coset (v + u√3) · U.
Different pairs v ± u√3 ∈ Z[√3] lead to different solution cosets.
The above analysis is related to the following mechanism of proliferation of solutions
when we pass from the norm equation t2 − 3s2 = r to t2 − 3s2 = ±rp where p is a prime
factor. Suppose a solution coset (v + u
√
3) · U was constructed for t2 − 3s2 = r, and we
take
r =
{
pr when p mod 12 = 1,
−pr when p mod 12 = 11.
Then the corresponding additional factors (y(p) + x(p)
√
3)(y(p)− x(p)√3) generate two
new solution cosets,(
(yv + 3xu)− 3(xv + yu)
√
3
) ·U and ((yv − 3xu)− 3(xv − yu)√3) · U,
of the equation t2 − 3s2 = r, by means of two identities
(y2 − 3x2)(v2 − 3u2) = (yv + 3xu)2 − 3(xv + yu)2,
(y2 − 3x2)(v2 − 3u2) = (yv − 3xu)2 − 3(xv − yu)2. (6.1)
In contrast, an additional signed factor −2 does not increase the number of solutions but
preserves the existing solutions by virtue of the identity
−2(v2 − 3u2) = (v + 3u)2 − 3(u+ v)2. (6.2)
Similarly, an additional signed factor −3 does not increase the number of solutions
but preserves the existing solutions because of the identity
−3(v2 − 3u2) = (3u)2 − 3v2. (6.3)
Finally, an additional quadratic factor p2 with prime p mod 12 6∈ {1, 11} also does not
add new solutions but preserves the existing solutions, due to the identity
p2(v2 − 3u2) = (pv)2 − 3(pu)2. (6.4)
In general, let {m(·)} be a multi-index such that
r = (−2)m(2)(−3)m(3)
∏
k
z
2m(zk)
k
∏
i
p
m(pi)
i
∏
j
(−qj)m(qj). (6.5)
Here each of zk, pi, qj is a rational prime number, with zk, pi, qj > 3, zk mod 12 6∈ {1, 11},
pi mod 12 = 1, qj mod 12 = 11, and all zk, pi, qj are different. The total amount of
solutions to the norm equation t2−3s2 = r is either zero (if the entriesm(·) lead to case (II)
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or (III)) or infinite, but the number of solution cosets is finite. It can be calculated in the
same way as it was done, e.g., for the Gaussian ring Z[
√−1] in Theorem 3 of Chapter 1, §4
in [14]. In particular, if r = pm(p) where p mod 12 = 1 or r = (−p)m(p) where p mod 12 =
11 then there are
[
m(p)
/
2
]
+1 cosets (where [ · ] stands for the integer part). If we have
the multiplicities m(pi) = m(qj) = 1, i.e., r = (−2)m(2)(−3)m(3)
∏
k
z
2m(zk)
k
∏
i
pi
∏
j
(−qj)
then there are exactly
1
2
∏
i
2
∏
j
2 cosets.
As was noted, in our situation r must be a positive Eisenstein integer. It implies that
each factor −p with p mod 12 = 11 enters the signed decomposition in an even power
and each of factors −2 and −3 also enters the signed decomposition in an even power.
In other words, if r is such that the equation t2 − 3s2 = r has a solution then we can
re-write (6.5) as
r = 22m(2)32m(3)
∏
k
z
2m(zk)
k
∏
i
p
m(pi)
i
∏
j
q
2m(qj)
j , (6.6)
where each zk > 3 is a prime with zk mod 12 6∈ {1, 11}, each pi > 3 is a prime with
pi mod 12 = 1, each qj > 3 is a prime with qj mod 12 = 11, and all zk, pi, qj are different.
Given a solution coset {±yn ± xn
√
3, n ∈ Z} = (y + x√3) · U, with xn, yn, x, y as in
(5.10), we have
dn =
2yn − (a + b+ c)
3
=
6xkn + 2yln − (a+ b+ c)
3
. (6.7)
If y mod 3 6= 0 and (a+b+c−y) mod 3 = 0 then dn is integer only when 2ln−1 mod 3 = 0,
i.e. only when n is odd. If y mod 3 6= 0 and (a + b + c − 2y) mod 3 = 0 then dn is
integer only when 2ln − 2 mod 3 = 0, i.e. only when n is even. If y mod 3 = 0 then
(a + b + c) mod 3 = 0 and vice versa. Hence, dn is integer for all n. That exhausts all
possibilities for y and (a+ b+ c).
7 Analysis of M-triangles, 1. Class A
7.1 Implementations for [d|d|d+ c]- and [d|d+ c|d+ c]-triangles.
According to the scheme proposed in Section 5.1, the most straightforward approximation
of equilateral triangles is represented by the types [d|d+ b|d+ c] with c = 1. These cases
are the only ones where the emerging norm equation coincides with the Pell equation.
The difference between types [d|d|d+1] and [d|d+1|d+1] is that we have to select even
or odd sub-sequences in Eqns (5.6). Actually, the cases [d|d|d+1] and [d|d+1|d+1] can
be included in a general result; see Theorem 4 below.
Theorem 4. Assume that q = 1 or q ∈ N has the rational prime number factorization
containing only powers of rational prime numbers p with p mod 12 = 7. Let c = q2. Then
the Z2-triangles of types [d|d|d+ c] and [d|d+ c|d+ c] exist iff
d = c(k2n + k
2
n−1) and s = c(k
2
n − k2n−1), for [d|d|d+ c],
d = 4ck2n and s = 2cknln, for [d|d+ c|d+ c]. (7.1)
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All Z2-implementations, are obtained from
{(0, 0), (qkn, qkn−1), (qkn−1, qkn)}, for [d|d|d+ c],
{(0, 0), (qln, qkn), (qln,−qkn)}, for [d|d+ c|d+ c], (7.2)
via Z2-congruences. Furthermore, for each of these types, if n > log2+
√
3(3200c
3) then the
implementations (7.2) yield unique minimizers in problem (2.1), modulo Z2-congruences,
with D2 = d and s being the optimal value of the problem.
Hence, the HC exclusion distances Dn with D2n = c(k
2
n + k
2
n−1) and D
2
n = 4ck
2
n belong
to Class A whenever n > log2+√3(3200c
3).
For a special case c = q = 1, the unique minimizers (again modulo Z2-congruences)
are as follows:
{(0, 0), (kn, kn−1), (kn−1, kn)}, n = 1, 2, . . . , for [d|d|d+ 1],
{(0, 0), (ln, kn), (ln,−kn)}, n = 2, 3, . . . , for [d|d+ 1|d+ 1]. (7.3)
The corresponding HC exclusion distances Dn belong to Class Afor all n as listed in (7.3),
including n ≤ log2+√3(3200) ≈ 5.44.
Proof. We have to analyze the solutions to the norm equation t2 − 3s2 = r with
r = c2. According to rule (Va) from Section 6, the solutions to t2−3s2 = c2 are sn = ckn,
tn = cln. (Here we use our assumption upon q which excludes all possibilities except for
(Va).) Owing to the argument after Eqn (6.7), we obtain: for triangle type [d|d|d+ c],
s2n−1 = ck2n−1, t2n−1 = cl2n−1, d2n−1 = c
(2l2n−1 − 1)
3
, d2n−1 + c = c
(2l2n−1 + 2)
3
, (7.4)
and for type [d|d+ c|d+ c],
s2n = ck2n, t2n = cl2n, d2n = c
(2l2n − 1)
3
, d2n + c = c
(2l2n + 2)
3
. (7.5)
Based on the direct expressions for kn and ln, after a proper re-enumeration we obtain
the form of d = dn and s = sn in (7.1).
Next, we proceed with the verification of Z2-implementations (7.2). Set:
χ =
{
0, for type [d|d|d+ c],
1, for type [d|d+ c|d+ c]. (7.6)
Here and below, d = dn. Let us also agree that the vertex opposite to the base of the
isosceles triangle is put at the origin 0, while the remaining two vertices lie in the circle
C of radius
√
d+ cχ about 0.
One of the vertices is always selected from a collection of 8 symmetric sites in C:
(±e,±f), (±f,±e).
Let us assume that the second vertex is selected from a different collection of 8 symmetric
sites in C:
(±g,±h), (±h,±g).
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We want to show that this leads to a contradiction. Without loss of generality, let us
assume the inequalities 0 ≤ g < e < f < h.
In fact, as follows from the theory of Gaussian numbers, i.e. elements of ring Z[
√−1],
for given e, f, g, h there exist uniquely defined integers 0 < x < y, 0 < u < v, xv ≤ yu
with
dn + cχ = e
2 + f 2 = g2 + h2 = (x2 + y2)(u2 + v2) (7.7)
and
e = min(xv + yu, yv− xu), f = max(xv + yu, yv− xu), g = yu− xv, h = xu+ yv. (7.8)
(Viz., one can deduce these facts from the Brahmagupta-Fibonacci identity.)
Next, we use the obvious symmetry between pairs of vertices and requirement that
the angle opposite to the triangle base is smaller than π/2. Then we only need to consider
the following 4 possible selections of non-0 triangle vertices:
(xv + yu, yv − xu), (yu− xv, xu+ yv);
(xv + yu, yv − xu), (−yu+ xv, xu+ yv);
(yv − xu, xv + yu), (yu− xv, xu+ yv);
(yv − xu, xv + yu), (−yu+ xv, xu+ yv).
Then the squared length of the triangle base is, respectively
d+ c− cχ = 4x2(u2 + v2);
d+ c− cχ = 4u2(x2 + y2);
d+ c− cχ = 2(u− v)2(x2 + y2);
d+ c− cχ = 2(x− y)2(u2 + v2).
Consequently, d + c − cχ is divisible by either x2 + y2 ≥ 2 or u2 + v2 ≥ 2. On the
other hand,
d+ c− cχ = (d+ cχ) + c(1− 2χ) = (x2 + y2)(u2 + v2) + c(1− 2χ),
which is divisible neither by x2 + y2 nor by u2 + v2 since (1 − 2χ) = ±1 and c are not
divisible by x2 + y2 or u2 + v2. The last statement follows from the fact that the prime
decomposition of x2 + y2 ≥ 2 and u2 + v2 ≥ 2 contains at least one p with p = 2 or
p mod 4 = 1. However, c is odd, and the prime decomposition of c does not contain p
p mod 4 = 1. (It is the second time when we use our assumption upon q.).
This contradiction establishes the impossibility of the above choice of vertices. Then,
up to the symmetry, the only remaining choices for the triangle vertices are
{(0, 0), (e, f), (f, e)} or {(0, 0), (e, f), (e,−f)}. (7.9)
This leads to the systems of equations for e and f :{
e2 + f 2 = dn + cχ
2(e− f)2 = dn + c− cχ
or
{
e2 + f 2 = dn + cχ
4f 2 = dn + c− cχ.
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But for χ = 0 it is impossible to have 4f 2 = 2c(kn−kn−1)2, and for χ = 1 it is impossible
to have 2(e− f)2 = 4ck2n. So, we end up with only two systems{
e2 + f 2 = c(k2n + k
2
n−1)
2(e− f)2 = 2c(kn − kn−1)2
and
{
e2 + f 2 = c(k2n + l
2
n)
4f 2 = c4k2n
for [d|d|d + c]- and [d|d + c|d + c]-triangles, respectively. The corresponding solutions,
again unique up to the lattice symmetries, are
(0, 0), (qkn, qkn−1), (qkn−1, qkn) for [d|d|d+ c],
(0, 0), (qln, qkn), (qln,−qkn) for [d|d+ c|d+ c].
and their minimality property for n > log2+√3(3200c
3) is guaranteed by Lemma 5.1.
To complete the proof of Theorem 4, we have to verify that for c = q = 1, the
minimality property of constructed triangles holds when n ≥ 1 for type [d|d|d + 1] and
n ≥ 2 for type [d|d+ 1|d+ 1]. This fact is straightforward for type [d|d|d+ 1]. For type
[d|d+1|d+1], Lemma 5.1 works for n ≥ 7. For 2 ≤ n ≤ 6 minimality is verified manually.
Initial lists of values dn and sn for types [d|d|d+ 1] and [d|d+ 1|d+ 1], together with
triangle vertices for implementation (7.2) are given below. (A standard vertex (0, 0) is
omitted.)
Type [d|d|d+ 1]
d1 = 1, s1 = 1, {(1, 0), (0, 1)}
d2 = 17, s2 = 15, {(4, 1), (1, 4)}
d3 = 241, s3 = 209, {(15, 4), (4, 15)}
d4 = 3361, s4 = 2911, {(56, 15), (15, 56)}
d5 = 46817, s5 = 40545, {(209, 56), (56, 209)}
d6 = 652081, s6 = 564719, {(780, 209), (209, 780)}
d7 = 9082321, s7 = 7865521, {(2911, 780), (780, 2911)}
d8 = 126500417, s8 = 109552575, {(10864, 2911), (2911, 10864)}
(7.10)
Type [d|d+ 1|d+ 1]
d2 = 64, s2 = 56, {(7, 4), (7,−4)}
d3 = 900, s3 = 780, {(26, 15), (26,−15)}
d4 = 12544, s4 = 10864, {(97, 56), (97,−56)}
d5 = 174724, s5 = 151316, {(362, 209), (362,−209)}
d6 = 2433600, s6 = 2107560, {(1351, 780), (1351,−780)}
d7 = 33895684, s7 = 29354524, {(5042, 2911), (5042,−2911)}
d8 = 472105984, s8 = 408855776, {(18817, 10864), (18817,−10864)}
(7.11)
One can note that the value dn with n = 1, calculated as in Theorem 4 for type
[d|d+ 1|d+ 1], would be d1 = 4 which exhibits sliding.
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Remark 7.1. The assertion of Theorem 4 does not imply that the quantity d in Eqn
(7.1) admits a unique Gaussian decomposition. E.g., for the value d7 = 9082321 in (7.10)
we have 9082321 = 29112 + 7802 = 29642 + 5452. The former decomposition leads to
the Z2-implementation of the triangle type [d7|d7|d7 + 1] while the latter does not. In
fact, it is the gist of the argument in the proof of Theorem 4: there is only one Gaussian
decomposition leading to the desired implementation. N
8 Analysis of M-triangles, 2. Class B
The aim of this section is to prove that each of Classes B0 and B1 contains infinitely
many values of D. As above, we construct and analyze infinite sequences of values dn
belonging to Class B0 and to Class B1.
8.1 Isosceles M-triangles, a double Z2-implementation.
We start with constructing sequences {Dn} of Class B0 from the sequence of [d|d|d +
1]-triangles figuring in Theorem 4. The sequences will consist of M-triangles of types
[cdn|cdn|cdn + c] which are homothetic to the M-triangles [dn|dn|dn + 1]. Here c = p2
where p ∈ N is a rational prime number with p mod 12 = 5. Cf. the assumptions on q in
Theorem 4. Then p2 admits a (unique) non-trivial Gaussian decomposition: there exist
a unique pair of integers, w, z, with 1 ≤ z < w and p2 = w2 + z2. A Class B0 sequence
of values of the HC diameter will be constructed by using the linear transformations
P, V : R2 → R2 implemented by 2× 2 matrices
P =
(
p 0
0 p
)
, V =
(
w −z
z w
)
. (8.1)
According to Theorem 4, for each value d = k2n + k
2
n−1 we have two congruent min-
area sub-lattices L1,2(n), of type [d|d|d + 1]. For the value d′ = p2(k2n + k2n−1) we can
construct their homothetic images, L1,21 (n), obtained by scaling the Euclidean distance
by the factor p; formally, L1,21 (n) = P (L
1,2(n)). This provides one implementation for
the triangles [p2D2n|p2D2n|p2D2n + p2]. A different implementation is given by sub-lattices
L
1,2
2 (n) = V (L
1,2(n)). By extending the divisibility analysis from the proof of Theorem
4, one can show that these are the only possible implementations, again modulo Z2-
congruence. Together with the minimality property guaranteed by Lemma 5.1, this yields
the following
Theorem 5. Let p ∈ N be a rational prime number with p mod 12 = 5. Consider the
values kn, ln given in (5.6.1), (5.6.2).
(i) Set D2n = p
2(k2n + k
2
n−1). Then, for all n large enough, the HC exclusion distance
Dn belongs to Class B0. More precisely, Dn yields a single square side-length triple
[D2n|D2n|D2n + p2] but two non-equivalent implementations represented by the min-
area sub-lattice pairs L1,21 (n) = P (L
1,2(n)) and L1,22 (n) = V (L
1,2(n)); cf. (8.1).
Here L1,2(n) are the sub-lattices emerging from Theorem 4. The FP area S(Dn) for
sub-lattices L1,2i (n) equals p
2(k2n − k2n−1).
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(ii) Set D2n = 4p
2k2n. Then, for all n large enough, the HC exclusion distance Dn again
belongs to Class B0. More precisely, Dn yields a single square side-length triple
[D2n|D2n + p2|D2n + p2] but two non-equivalent implementations represented by the
min-area sub-lattice pairs L1,21 (n) = P (L
1,2(n)) and L1,22 (n) = V (L
1,2(n)) where
L1,2(n) are as above. The FP area S(Dn) for L
1,2
i (n) is 2p
2knln.
For specific values of p, the minimality property in Theorem 5 is guaranteed by virtue
of Lemma 5.1 for n > log2+√3(3200p
6). For p = 5, it is possible to check (with assistance
from the computer) that minimality holds for all n ≥ 2 for both types [25dn|25dn|25dn+
25] and [25dn|25dn+25|25dn+25] where dn are as in Theorem 4 for c = 1. In particular,
the case D2 = 525 = 17 × 25 emerges from d2 = 17 in (7.10). This yields the smallest
value of D of Class B0; cf. Figure 5 in Section 1.1.
Remark 8.1. The above approach can be carried through for all triangle types of the form
[d|d|d+q2] and [d|d+q2|d+q2] from Theorem 4. Then the triangle types [p2d|p2d|p2d+p2q2]
and [p2d|p2d+ p2q2|p2d+ p2q2] for p as in Theorem 5 will be be minimal for large n and
each of them will have at least two non-equivalent implementations. More precisely,
multiplying by p2 where p is a rational prime p with p mod 12 = 5 does not change the
structure of solutions to the norm equation. Then, applying transformations P and V
leads to sequences of Class B0.
More generally, suppose we have a sequence of minimal Z2-triangles [dn + a, dn +
b, dn+c]. Then by applying transformations P and V, we can generate two non-equivalent
implementations for types [p2dn+p2a, p2dn+p2b, p2dn+p2c]. For n large, we can guarantee
minimality of the triangles, which yields a sequence of HC diameters of Class B0.
In fact, one can generate any number of non-equivalent implementations by taking
the scaling factor of the form p21p
2
2 · · · p2j where each pi is as in Theorem 5. In that case,
the number p21p
2
2 · · · p2j admits multiple Gaussian decompositions w2l + z2l . This will lead
to non-equivalent implementations with the help of the corresponding matrices. N
8.2 Pairs of M-triangles of different types.
In this section we discuss a scenario leading to an infinite sequence Dn of Class B1. Let
us start with specific triangles [d, d+ b, d+ c] and [d+ a′, d+ b′, d+ c′] of an equal area.
Suppose that the following equations hold true:
b2 + (b− c)2 + b(c− b) = (a′ − b′)2 + (b′ − c′)2 + (b′ − a′)(c′ − b′),
0 + b+ c = a′ + b′ + c′.
(8.2)
Then the values of r calculated for triples (0, b, c) and (a′, b′, c′) coincide (cf. Eqn (5.3)).
In that case both triangle types [d|d+ b|d+ c] and [d+ a′|d+ b′|d+ c′] lead to the same
norm equation t2−3s2 = r for s and t and also yield the same values of dn and sn. Hence,
if (0, b, c) 6= (a′, b′, c′) and both triangle types admit Z2-implementations then we have for
each emerging dn a pair of different Z2-triangles with the same double area sn. According
to Lemma 5.1, at least for n large enough, both triangles become minimal. To be more
specific, in the terminology used in Section 5, one of them becomes strictly and the other
non-strictly minimal, implying that the corresponding sn gives the minimal values of the
double area for the exclusion distance Dn with D2n = dn.
46
As an example, consider the norm equation with r = 169 :
t2 − 3s2 = 169. (8.3)
Eqn (8.3) has two leading solutions(
x(1), y(1)
)
= (3, 14) and
(
x(2), y(2)
)
= (0, 13), (8.4)
which subsequently identify two solution cosets
(
y
(i)
1 + x
(i)
1
√
3
)
· U, i = 1, 2. We also
have two pairs of distinct (a, b, c)-triples obeying (8.2) and leading to r = 169:
(1◦) (0, 13, 13) and (1, 9, 16),
(2◦) (3, 3, 16) and (0, 7, 15).
(8.5)
Indeed:
0 + 13 + 13 = 1 + 9 + 16 = 26, 169 = 02 + 132 + 0 · 13 = 82 + 72 + 8 · 7,
3 + 3 + 16 = 0 + 7 + 15 = 22, 169 = 02 + 132 + 0 · 13 = 72 + 82 + 7 · 8.
The solutions
(
s
(i)
n , t
(i)
n
)
to (8.3) lead to 4 cases (A), (B), (C), (D), listed below. It
turns out that in each case, in addition to solving the norm equation, we can also provide
at least one implementation for each of the corresponding triangle types. Cases (A) and
(B) correspond to the same choice of triples (1◦) in (8.5) but different leading solutions
in (8.4). Similarly, Cases (C) and (D) correspond to the same choice of triples (2◦) in
(8.5) but different leading solutions in (8.4).
Case (A): the implemented triangle types are [d|d+13|d+13] and [d+1|d+9|d+16].
Cf. Eqns (8.6.1)–(8.6.3).
D2n = (−2ln + 8kn)2 + 02 = 4l2n + 64k2n − 32lnkn
S(Dn) = 3(kn + kn−1)2 + 14(k2n − k2n−1) + 3, n = 2, 3, . . . (8.6.1)
triangle type implementation
[d|d+ 13|d+ 13] {(−2ln + 8kn, 0), (−ln + 4kn, 4ln − 3kn)}
[d+ 1|d+ 9|d+ 16] {(−ln + 6kn,−2ln + 5kn), (−3ln + 6kn, 2ln + kn)}
(8.6.2)
Numerical values:
n d s type implementation
2 324 288
[d+ 1|d+ 9|d+ 16]
[d|d+ 13|d+ 13]
{(17, 6), (3, 18)}
{(18, 0), (9, 16)}
3 4624 4012
[d+ 1|d+ 9|d+ 16]
[d|d+ 13|d+ 13]
{(64, 23), (12, 67)}
{(68, 0), (34, 59)}
4 64516 55880
[d+ 1|d+ 9|d+ 16]
[d|d+ 13|d+ 13]
{(239, 86), (45, 250)}
{(254, 0), (127, 220)}
5 898704 778308
[d+ 1|d+ 9|d+ 16]
[d|d+ 13|d+ 13]
{(892, 321), (168, 933)}
{(948, 0), (474, 821)}
6 12517444 9862312
[d+ 1|d+ 9|d+ 16]
[d|d+ 13|d+ 13]
{(3329, 1198), (627, 3482)}
{(3538, 0), (1769, 3064)}
(8.6.3)
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Case (B): the implemented triangle types are [d|d+13|d+13] and [d+1|d+9|d+16].
Cf. Eqns (8.7.1)–(8.7.3).
D2n = (4kn)
2 + (6kn)
2 = 52k2n
S(Dn) = 26knln, n = 2, 3, . . .
(8.7.1)
triangle type implementation
[d|d+ 13|d+ 13] {(6kn, 4kn), (−2ln + 3kn, 3ln + 2kn)}
[d+ 1|d+ 9|d+ 16] {(7kn, ln), (2kn, 4ln)}
(8.7.2)
Numerical values:
n d s type implementation
2 832 728 [d|d+ 13|d+ 13] {(24, 16), (−2, 29)}
2 832 728 [d+ 1|d+ 9|d+ 16] {(28, 7), (8, 28)}
3 11700 10140 [d|d+ 13|d+ 13] {(90, 60), (−7, 108)}
3 11700 10140 [d+ 1|d+ 9|d+ 16] {(105, 26), (30, 104)}
4 163072 141232 [d|d+ 13|d+ 13] {(336, 224), (−26, 403)}
4 163072 141232 [d+ 1|d+ 9|d+ 16] {(392, 97), (112, 388)}
5 2271412 1967108 [d|d+ 13|d+ 13] {(1254, 836), (−97, 1504)}
5 2271412 1967108 [d+ 1|d+ 9|d+ 16] {(1463, 362), (418, 1448)}
6 3163800 27398280 [d|d+ 13|d+ 13] {(4680, 3120), (−362, 5613)}
6 3163800 27398280 [d+ 1|d+ 9|d+ 16] {(5460, 1351), (1560, 5404)}
(8.7.3)
Case C: the implemented triangle types are [d+ 3|d+ 3|d+ 16] and [d|d+ 7|d+ 15].
Cf. Eqns (8.8.1)–(8.8.3).
D2n = (ln + 7kn)
2 + (ln − kn)2 = 2l2n + 50k2n + 12lnkn
S(Dn) = 6l
2
n + 28knln − 3, n = 2, 3, . . . (8.8.1)
triangle type implementation
[d+ 3|d+ 3|d+ 16] {(3ln + kn, 3ln + kn), (ln − 4kn, 2ln + 5kn)}
[d|d+ 7|d+ 15] {(ln + 7kn, ln − kn), (ln + 2kn, 4ln + kn)}
(8.8.2)
48
Numerical values:
n d s type implementation
2 1234 1075 [d+ 3|d+ 3|d+ 16] {(25, 25), (−9, 34)}
2 1234 1075 [d|d+ 7|d+ 15] {(35, 3), (15, 32)}
3 17282 14973 [d+ 3|d+ 3|d+ 16] {(93, 93), (−34, 127)}
3 17282 14973 [d|d+ 7|d+ 15] {(131, 11), (56, 119)}
4 240802 208547 [d+ 3|d+ 3|d+ 16] {(347, 347), (−127, 474)}
4 240802 208547 [d|d+ 7|d+ 15] {(489, 41), (209, 444)}
5 3354034 2904685 [d+ 3|d+ 3|d+ 16] {(1295, 1295), (−474, 1769)}
5 3354034 2904685 [d|d+ 7|d+ 15] {(1825, 153), (780, 1657)}
6 46715762 40457043 [d+ 3|d+ 3|d+ 16] {(18037, 18037), (−1769, 6602)}
6 46715762 40457043 [d|d+ 7|d+ 15] {(6811, 571), (2911, 6184)}
(8.8.3)
Case D: the implemented triangle types are [d+ 3|d+ 3|d+ 16] and [d|d+ 7|d+ 15].
Cf. Eqns (8.9.1)–(8.9.3).
D2n = (−ln + 5kn)2 + (−3ln + 7kn)2 = 10l2n + 74k2n − 52lnkn
S(Dn) = 13(k
2
n − k2n−1), n = 3, 4, . . . (8.9.1)
triangle type implementation
[dn + 3|dn + 3|dn + 16] {(5ln − 5kn, ln − kn), (3ln − 4kn,−2ln + 7kn)}
[dn|dn + 7|dn + 15] {(−ln + 5kn,−3ln + 7kn), (−4ln + 7kn, ln + 2kn)}
(8.9.2)
Numerical results:
n d s type implementation
3 3130 2717 [d+ 3|d+ 3|d+ 16] {(55, 11), (18, 53)}
3 3130 2717 [d|d+ 7|d+ 15] {(49, 27), (1, 56)}
4 43690 37843 [d+ 3|d+ 3|d+ 16] {(205, 41), (67, 198)}
4 43690 37843 [d|d+ 7|d+ 15] {(183, 101), (4, 209)}
5 608618 527085 [d+ 3|d+ 3|d+ 16] {(765, 153), (250, 739)}
5 608618 527085 [d+ 3|d+ 7|d+ 15] {(683, 377), (15, 780)}
6 8477050 7341347 [d+ 3|d+ 3|d+ 16] {(2855, 571), (933, 2758)}
6 8477050 7341347 [d|d+ 7|d+ 15] {(2549, 1407), (56, 2911)}
(8.9.3)
Taking into account that, according to Lemma 5.1, the triangles in each series become
minimal for n large enough, we obtain
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Theorem 6. Each of the above implementation Cases (A)–(D) gives an example of a
sequence {Dn} of Class B1, for all n as indicated.
The assertion of Theorem 6 follows from Lemma 5.1 for n > log2+√3(3200c
3 and
numerical calculation for n ≤ log2+√3(3200c3.
Remark 8.2. As in the case of Class B0, one can produce examples where, instead of
two, there may be any given number of different minimal triangle types with the same
area.
To this end, let us consider Eqn (8.2) as an equation for a, b, cZ. Here we are looking
at triples (a, b, c) having the same values a + b + c = z and a2 + b2 + c2 = w. The first
of these equations defines a triangular sub-lattice in Z3 with the distance
√
2 between
neighboring sites. The second equation defines a circle in this sub-lattice, of the squared
radius h = w − z2/3. We are interested in sub-lattice sites located in this circle.
A natural symmetry of the triangular lattice implies that, together with a given site
in the circle, there are, generically, 11 more sites in the circle. However, only one of the
12 sites satisfies the conditions 0 ≤ a ≤ b ≤ c. If we have several different 12-tuples then
we obtain several different triples (a, b, c) with 0 ≤ a ≤ b ≤ c definig different triangle
types of the same area. If they admit Z2-implementations, it will produce the desired
phenomenon.
The problem of finding triangular lattice points on a circle is well-studied and closely
related to Eisenstein integers. A closely related discussion is contained in [21]; see also
references therein for a general theory. N
By combining the approaches from Sections 8.1 and 8.2, one can propose examples
where features of Classes B0 and B1 are mixed.
Remark 8.3. An individual case is D2 = 65 with S(D) = 60. It gives the minimal value
of the HC diameter D from Class B1 (and in fact, the minimal value from the whole class
B); see Section 4.2 and Remark 6.1. The value D2 = 65 represents a different scenario
for Class B1; it is an outstanding value that does not generate a sequence (Dn, S(Dn)).
Here we dealing with leading solutions
(x, y) = (60, 105) and (x, y) = (60, 104)
to the norm equations
t2 = 3s2 + 225 and t2 = 3s2 + 16,
respectively. This leads to implementable triangles of types [65|65|80] and [68|68|72],
both of area 60. It can be verified directly that this area is the minimal one for D2 = 65.
N
In connection with Section 4.2, let comment on the values D2 = 130 and D2 = 324.
The case D2 = 130 is the next example of Class B1 (and of Class B on the whole); again
see Section 4.2. As was noted, here the M-triangles have area 120 and types [130|130|180]
and [136|136|144]; they are implemented by applying the transformation T : Z2 → Z2 to
the [65|65|80]- and [68|68|72]-triangles emerging for D2 = 65. The map T is implemented
by the matrix T =
(
1 −1
1 1
)
that dilates the length by a factor
√
2 and rotates by π/4.
The value D2 = 324 is a starting point for the sequence in (8.6).
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9 Supplement: Program listings
The Java program MinimalTriangles.java presented in the supplement calculates the M-
triangles for attainable values D2 ≤ 4 · 106, identifies Classes A and B and indicates the
instances of sliding. Consequently, it can extract the values D of Class A and provides
the full list of equivalence classes for values D of Class B. The file OutputMT.txt provides
the results.
The Java program CountTuples.java calculates, for a given value D from Class B, the
local excitations for specified min-area sub-lattices, implemented by 1-, 2-, 3- and 4-site
insertions. The file OutputCT.txt displays the results.
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Supplement to the paper
High-density hard-core model on Z2
and norm equations in ring Z[
√
3]
A. Mazel1, I. Stuhl2, Y. Suhov2−4
Program listing
This supplement contains the listings of two Java routines, MinimalTriangles.java and
CountTuples.java. The routine MinimalTriangles.java in Listing 1 is used to determine
the minimal triangles in problem (2.1) and classify a given attainable hard-core diameter
value D as from Class 1, Class B0 or Class B1. The routine CountTuples.java in Listing
2 calculates local excitations; it was used for the Class B1 values with D2 = 65, 130, 324.
The routines can be compiled and executed on any computer hosting Java Development
Kit version 1.4 and later. The routine in Listing 1 takes 1.5 hours to execute. The routine
in Listing 2 for D2 = 65 takes 1 sec to execute.
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1
Listing 1.
import java.util.Arrays;
import java.util.Date;
import java.util.ArrayList;
public class MinimalTriangles {
public static void main(String[] args) {
System.out.println((new Date()).toString() + "\r\n\r\nMinimalTriangles started");
//For D being a repelling distance the values of D^2 to consider are integers m
//having the decomposition into the sum of squares m = i^2 + j^2.
//We select the maximal D to be an integer:
int maxD = 2000;
//We add some cushion
int maxInteger = maxD + 10;
//and consider all m = i^2 + j^2 with 0 <= j <= i < maxInteger, i.e.
//while interested in a quarter of a disk of radius maxD we consider containing it square maxD x maxD.
//First, for each m < 2 maxInteger^2 we calculate the corresponding decompositions
//m = i^2 + j^2, where 0 <= i,j < maxInteger.
//Decompositions are arranged into array of lists indexed by m.
ArrayList<int[]>[] decompositions = new ArrayList[2 * maxInteger * maxInteger];
for (int i = 0; i < maxInteger; i++)
{
//Only decompositions located under main diagonal are enumerated
//as the rest of decompositions can be obtained by symmetry
for (int j = 0; j <= i; j++)
{
int m = i * i + j * j;
//Given m the decompositions are arranged into the list of pairs
//with each pair stored as an array of integers with 2 elements.
2
if (decompositions[m] == null)
decompositions[m] = new ArrayList<int[]>();
decompositions[m].add(new int[] {i, j});
}
}
//Next, we enumerate all close to the equilateral triangles AOB which are minimal for some D
//Such triangles have integer coordinates of vertices A=(i, j) and B=(k, l) with 0 <= j <= i < maxInteger.
//For D^2=m where m is an integer the admissibility requirement is m <= min(|OA|^2, |OB|^2, |AB|^2).
//For each D^2=m we calculate the doubled area s of the corresponding minimal triangle
//by first initializing is as m+1 (which is definitely larger than minimal doubled area)
int[] minDoubledArea = new int[2 * maxInteger * maxInteger];
for (int m = 0; m < minDoubledArea.length; m++)
minDoubledArea[m] = m + 1;
//and then reducing the value each time we encounter an admissible triangle with smaller doubled area.
//We enumerate triangles by selecting vertex A under the diagonal of the first quadrant,
for (int i = 0; i < maxInteger; i++)
{
for (int j = 0; j <= i; j++)
{
//calculating rounded to integer coordinates (p, q) of the equilateral triangle vertex for the base OA,
int p = (int)(-Math.sqrt(3) * j + i) / 2;
int q = (int)( Math.sqrt(3) * i + j) / 2;
//and selecting site B in 5x5 neighborhood of (p, q)
for (int k = p - 3; k < p + 3; k++)
{
for (int l = q - 2; l < q + 3; l++)
{
//For each new triangle AOB we calculate doubled triangle area s
int s = Math.abs(i * l - j * k);
//as well as ordered squared side lengths
int[] sidesSquared = new int[] {i * i + j * j, k * k + l * l, (i - k) * (i - k) + (j - l) * (j - l)};
Arrays.sort(sidesSquared);
3
//The triangle AOB is the candidate to be a new minimal triangle only if
//OA is its shortest side and its longest side is not longer than |OA| * sqrt(2).
if (i * i + j * j == sidesSquared[0] && sidesSquared[2] <= 2 * sidesSquared[0] )
{
//The value of s can be the new minimal doubled area for m=D^2=|OA|^2 or smaller
//but only for m >= s as the right triangle with doubled area D^2 always exists
int m = sidesSquared[0];
while (m >= s)
{
if (minDoubledArea[m] > s)
minDoubledArea[m] = s;
m--;
}
}
}
}
}
}
//Finally for all m < 2 maxIntegers^2 we enumerate all corresponding minimal triangle
//utilizing the same enumeration approach as for the search for minimal doubled area.
ArrayList<int[]>[] minimalTriangles = new ArrayList[2 * maxInteger * maxInteger];
//We enumerate triangles by selecting vertex A under the diagonal of the first quadrant,
for (int i = 0; i < maxInteger; i++)
{
for (int j = 0; j <= i; j++)
{
//calculating rounded to integer coordinates (p, q) of the equilateral triangle vertex for the base OA,
int p = (int)(-Math.sqrt(3) * j + i) / 2;
int q = (int)( Math.sqrt(3) * i + j) / 2;
//and selecting site B in 5x5 neighborhood of (p, q)
for (int k = p - 3; k < p + 3; k++)
{
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for (int l = q - 2; l < q + 3; l++)
{
//For each new triangle AOB we calculate doubled triangle area s
int s = Math.abs(i * l - j * k);
//as well as ordered squared side lengths
int[] sidesSquared = new int[3];
sidesSquared[0] = i * i + j * j;
sidesSquared[1] = k * k + l * l;
sidesSquared[2] = (i - k) * (i - k) + (j - l) * (j - l);
Arrays.sort(sidesSquared);
//The triangle AOB is the candidate to be a new minimal triangle only if
//OA is its shortest side and its longest side is not longer than |OA| * sqrt(2).
if (i * i + j * j == sidesSquared[0] && sidesSquared[2] <= 2 * sidesSquared[0] )
{
//Given doubled area s we need to enumerate down all m starting from m=D^2=|OA|^2.
//to find those of them which have minDoubledArea[m] == s. Note that by construction
//minDoubledArea[m] >= minDoubledArea[m - 1].
int m = sidesSquared[0];
while (m >= s && minDoubledArea[m] >= s)
{
//If s is the minimal doubled area for m then we need to store the corresponding minimal triangle
if ( minDoubledArea[m] == s)
{
//If not already done we allocate storage for the list of all minimal triangles with given m
if (minimalTriangles[m] == null)
minimalTriangles[m] = new ArrayList<int[]>();
//We want to store each triangle only once and we understand a triangle as
//the ordered triple of squared side lengths.
boolean fAlreadyExists = false;
for (int n = 0; n < minimalTriangles[m].size(); n++)
if (minimalTriangles[m].get(n)[0] == s &&
minimalTriangles[m].get(n)[1] == sidesSquared[0] &&
minimalTriangles[m].get(n)[2] == sidesSquared[1] &&
5
minimalTriangles[m].get(n)[3] == sidesSquared[2]) fAlreadyExists = true;
//Each newly encountered minimal triangle is added to the list as the integer array with 4 elements:
//doubled minimal area and ordered squared side lengths.
if (!fAlreadyExists) minimalTriangles[m].add(new int[] {s, sidesSquared[0], sidesSquared[1],
sidesSquared[2]});
}
m--;
}
}
}
}
}
}
//The best way to store and order minimal triangles is by their doubled area,
//so we rearrange minimal triangles into the array indexed by doubled minimal value s
//with each element in the array being the list of the corresponding minimal triangles.
ArrayList<int[]>[] minimalTrianglesByArea = new ArrayList[2 * maxInteger * maxInteger];
//For each m
for (int m = 1; m < maxInteger * maxInteger; m++)
//we scan the list of the corresponding minimal triangles,
if (minimalTriangles[m] != null)
for (int n = 0; n < minimalTriangles[m].size(); n++)
{
//extract the triangle doubled area and ordered squared side lengths,
int s = minimalTriangles[m].get(n)[0];
int a = minimalTriangles[m].get(n)[1];
int b = minimalTriangles[m].get(n)[2];
int c = minimalTriangles[m].get(n)[3];
//and add the triangle to the list for given value of s,
if (minimalTrianglesByArea[s] == null)
{
minimalTrianglesByArea[s] = new ArrayList<int[]>();
6
minimalTrianglesByArea[s].add(new int[] {s, a, b, c});
}
//but only if the corresponding triangle is not already in this list.
boolean fAlreadyExists = false;
for (int t = 0; t < minimalTrianglesByArea[s].size(); t++)
if ( minimalTrianglesByArea[s].get(t)[0] == s &&
minimalTrianglesByArea[s].get(t)[1] == a &&
minimalTrianglesByArea[s].get(t)[2] == b &&
minimalTrianglesByArea[s].get(t)[3] == c) fAlreadyExists = true;
if (!fAlreadyExists) minimalTrianglesByArea[s].add(new int[] {s, a, b, c});
}
//////////////////////////////////////////////////////////////////////////////////////////////////////
//After the main calculation is done we classify and print results.
//We print the list of all found decompositions
StringBuilder str = new StringBuilder("\r\n\r\n\r\nAll decompositions into sum of squares\r\n");
for (int m = 0; m < maxInteger * maxInteger; m++)
{
str.append("\r\n"+ m + ": ");
if (decompositions[m] != null)
for (int n = 0; n < decompositions[m].size(); n++)
str.append(Arrays.toString(decompositions[m].get(n)) + " ");
}
///System.out.println(str);
//We print the list of all found minimal triangles sorted by the value of m=D^2.
str = new StringBuilder("\r\n\r\n\r\nAll minimal triangles\r\n");
for (int m = 1; m < maxInteger * maxInteger; m++)
if (decompositions[m] != null && minimalTriangles[m] != null)
for (int n = 0; n < minimalTriangles[m].size(); n++)
str.append("\r\nd*d =, " + m +
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", s = " + minimalTriangles[m].get(n)[0] +
" [" + minimalTriangles[m].get(n)[1] +
"|" + minimalTriangles[m].get(n)[2] +
"|" + minimalTriangles[m].get(n)[3] +
"], " + (double)2*(double)minimalTriangles[m].get(n)[0]/(double)m/Math.sqrt(3));
System.out.println(str);
//We calculate and print all cases of sliding storing the corresponding values of s as the array.
ArrayList<Integer> slidingSS = new ArrayList<Integer>();
slidingSS.add(4);
slidingSS.add(8);
slidingSS.add(9);
str = new StringBuilder("\r\n\r\n\r\nAll cases of sliding for s > 10\r\n");
for (int s = 11; s < maxInteger * maxInteger; s++)
{
//for each minimal triangle in the list for given s
if (minimalTrianglesByArea[s] != null)
for (int n=0; n < minimalTrianglesByArea[s].size();n++)
{
//we check if the triangle has two equal sides and select one of them to be skipped.
int valueToSkip = 0;
if (minimalTrianglesByArea[s].get(n)[1] == minimalTrianglesByArea[s].get(n)[2])
valueToSkip = 1;
if (minimalTrianglesByArea[s].get(n)[2] == minimalTrianglesByArea[s].get(n)[3])
valueToSkip = 3;
//We select a side number t (where t=1,2,3),
for (int t = 1; t < 4 && t != valueToSkip; t++)
{
//extract the squared lengths of the minimal triangle sides as an array
//with selected side being the first element in the array.
int[] a = new int[] {
minimalTrianglesByArea[s].get(n)[t],
minimalTrianglesByArea[s].get(n)[1 + (t % 3)],
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minimalTrianglesByArea[s].get(n)[1 + ((t + 1) % 3)]
};
//For each decomposition of the squared length of the selected side into the sum of squares
if (decompositions[a[0]] != null)
{
boolean fSlidingFound = false;
for (int u = 0; u < decompositions[a[0]].size(); u++)
{
//take this decomposition
long i = decompositions[a[0]].get(u)[0];
long j = decompositions[a[0]].get(u)[1];
if (j <= i)
{
//and calculate two possible positions for the third vertex of the minimal triangle.
long x = (i * ((long)a[0] + (long)a[1] - (long)a[2]) - (long)2 * j * (long)s);
long y = (j * ((long)a[0] + (long)a[1] - (long)a[2]) + (long)2 * i * (long)s);
long v = (i * ((long)a[0] + (long)a[2] - (long)a[1]) - (long)2 * j * (long)s);
long w = (j * ((long)a[0] + (long)a[2] - (long)a[1]) + (long)2 * i * (long)s);
//Check if both positions have integer coordinates (which means sliding).
if (x % (2 * a[0]) == 0 && y % (2 * a[0]) == 0 && v % (2 * a[0]) == 0 && w % (2 * a[0]) == 0 && a[1] != a[2])
{
//Calculate these coordinates
x = x / 2 / a[0];
y = y / 2 / a[0];
v = v / 2 / a[0];
w = w / 2 / a[0];
//Print the triangle itself but only if it was not printed already
if (!fSlidingFound)
{
slidingSS.add(s);
str.append("\r\ns = " + s + ", [" + minimalTrianglesByArea[s].get(n)[1] + "|" +
minimalTrianglesByArea[s].get(n)[2] + "|" + minimalTrianglesByArea[s].get(n)[3] + "]");
}
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//and then print coordinates of 4 vertices participating in the sliding scenario.
str.append(", (0,0) -- (" + i + "," + j +") -- (" + x + "," + y + "), (" + v + "," + w + ")" );
fSlidingFound = true;
}
}
}
}
}
}
}
System.out.println(str);
//We print the list of all found minimal triangles (excluding cases of sliding).
//To do a proper classification we first partition this list by the amount of different ordered triples of squared
side lengths
//per given doubled area s and inside each element of the partition we order by s the corresponding list of minimal
triangles.
//For not extremely large s we assume that at most 6 distinct triples of squared side length may exist for this s
for (int u = 1; u < 7; u++)
{
str = new StringBuilder("\r\n\r\n\r\nAll " + u + "-tuples of minimal triangles with given area\r\n");
//To find all members s with u corresponding triples we enumerate the entire list of minimal triangles
for (int s = 1; s < maxInteger * maxInteger; s++)
//excluding cases of sliding
if (!slidingSS.contains(s) && minimalTrianglesByArea[s] != null && minimalTrianglesByArea[s].size() == u)
//For each of u triples
for (int n = 0; n < u; n++)
{
//we take the corresponding squared side lengths
int a = minimalTrianglesByArea[s].get(n)[1];
int b = minimalTrianglesByArea[s].get(n)[2];
int c = minimalTrianglesByArea[s].get(n)[3];
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//and make sure that the squared side length stored in "a" has a unique length.
if (a == b)
{
a = minimalTrianglesByArea[s].get(n)[3];
c = minimalTrianglesByArea[s].get(n)[1];
}
//We print the corresponding minimal triangle
str.append( "\r\ns = " + s + " [" + minimalTrianglesByArea[s].get(n)[1] + "|" +
minimalTrianglesByArea[s].get(n)[2] + "|" + minimalTrianglesByArea[s].get(n)[3] + "]");;
//and then enumerate all decompositions of squared side length "a" into sum of squares.
for (int d = 0; d < decompositions[a].size(); d++)
{
//For each decomposition
long i = decompositions[a].get(d)[0];
long j = decompositions[a].get(d)[1];
if (j <= i)
{
//we find the third triangle vertex based on the fact that this vertex must have integer coordinates.
long x = (i * ((long)a + (long)b - c) - (long)2 * j * s);
long y = (j * ((long)a + (long)b - c) + (long)2 * i * s);
long v = (i * ((long)a + (long)c - b) - (long)2 * j * s);
long w = (j * ((long)a + (long)c - b) + (long)2 * i * s);
//There are two possibilities to place this this vertex
boolean fIntegerXY = false;
if (x % ((long)2 * (long)a) == 0 && y % ((long)2 * (long)a) == 0)
{
fIntegerXY = true;
x = x / (long)2 / (long)a;
y = y / (long)2 / (long)a;
}
boolean fIntegerVW = false;
if (v % ((long)2 * (long)a) == 0 && w % ((long)2 * (long)a) == 0)
{
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fIntegerVW = true;
v = v / (long)2 / (long)a;
w = w / (long)2 / (long)a;
}
//and we select the one which has integer coordinates or both of them if they coincide
if ((fIntegerXY && !fIntegerVW) || (fIntegerXY && fIntegerVW && x == v && y == w))
str.append(", (0,0) -- (" + i + "," + j +") -- (" + x + "," + y + ")" );
if (!fIntegerXY && fIntegerVW)
str.append(", (0,0) -- (" + i + "," + j +") -- (" + v + "," + w + ")" );
}
}
}
System.out.println(str);
}
//We list all m for which the corresponding doubled minimal triangle area s
//is larger than the area of the perfect pentagon with side length D which is calculated by
//scaling the area of the perfect pentagon with side length 1:
str = new StringBuilder("\r\n\r\n\r\nAll minimal triangles with doubled area larger than the corresponding pentagon
area\r\n");
double pentagonArea = Math.sqrt(5.0 - 2.0 * Math.sqrt(5.0)) * 5.0 / 4.0;
for (int m = 0; m < minDoubledArea.length; m++)
{
//We are interested only in m of the form i^2 + j^2 which have the corresponding minimal triangle
if (decompositions[m] != null && minDoubledArea[m] < m + 1)
{
double minArea = pentagonArea * (double)(m);
String relation =" <= ";
if (minArea > minDoubledArea[m]) relation = " > ";
if (minArea <= minDoubledArea[m])
str.append("\r\nd*d=" + m + ", " + minArea + relation + minDoubledArea[m]);
}
}
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System.out.println(str);
System.out.println((new Date()).toString() + " MinimalTriangles ended");
}
}
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Listing 2.
import java.util.ArrayList;
import java.util.Arrays;
import java.util.HashMap;
import java.util.Comparator;
public class CountTuples {
public static void main(String[] args)
{
processLattice(new Lattice(new Point(8, -4), new Point(7, 4)), 65);
processLattice(new Lattice(new Point(6, -6), new Point(8, 2)), 65);
public static void processLattice(Lattice lattice, int repellingDistanceSquared)
{
int[][] triangleShape = {{0,0},{1,0},{0,1}};
int[][] triangleShapeB = {{0,0},{1,0},{-1,1}};
int[][] parallelogramShapeA = {{0,0},{1,0},{1,1},{0,1}};
int[][] parallelogramShapeB = {{1,0},{2,0},{1,1},{0,1}};
int[][] parallelogramShapeC = {{1,0},{1,1},{0,2},{0,1}};
int[][] parallelogramShapeD = {{0,0},{1,0},{-1,1},{-2,1}};
int[][] parallelogramShapeE = {{0,0},{2,-1},{1,0},{-1,1}};
int[][] trapezeShapeA = {{0,0},{1,0},{2,0},{1,1},{0,1}};
int[][] trapezeShapeB = {{0,0},{1,0},{1,1},{0,2},{0,1}};
int[][] trapezeShapeC = {{0,1},{0,2},{1,1},{2,0},{1,0}};
int[][] doubleTriangleShape = {{0,0},{1,0},{2,0},{1,1},{0,2},{0,1}};
int[][][] shapes = null;
Point[] insideAdmissiblePoints = null;
Point[][] insideAdmissiblePairs = null;
Point[][] insideAdmissibleTriples = null;
14
Point[][] insideAdmissibleQuadruples = null;
System.out.println("\r\n***************************** Sublattice: " + lattice + " distance squared: " +
repellingDistanceSquared + " *****************************");
//triangleShape
System.out.println("\r\n========== Triangles ");
Polygon polygon = getPolygonFromShape(lattice, triangleShape);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygon, lattice, repellingDistanceSquared);
System.out.println("\r\n========== Polygon: " + polygon + " has " + insideAdmissiblePoints.length + " inside points
which repel 3 sites");
System.out.println(Arrays.toString(insideAdmissiblePoints));
//triangleShapeB
polygon = getPolygonFromShape(lattice, triangleShapeB);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygon, lattice, repellingDistanceSquared);
System.out.println("\r\n========== Polygon: " + polygon + " has " + insideAdmissiblePoints.length + " inside points
which repel 3 sites");
System.out.println(Arrays.toString(insideAdmissiblePoints));
//parallelogramShapeA, parallelogramShapeB, parallelogramShapeC, parallelogramShapeD, parallelogramShapeE
System.out.println("\r\n========== Parallelograms ");
shapes = new int[][][]{parallelogramShapeA, parallelogramShapeB, parallelogramShapeC, parallelogramShapeD,
parallelogramShapeE};
for (int i = 0; i < shapes.length; i++)
{
polygon = getPolygonFromShape(lattice, shapes[i]);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygon, lattice, repellingDistanceSquared);
insideAdmissiblePairs = getAdmissiblePolygonPairs(lattice, insideAdmissiblePoints, repellingDistanceSquared);
System.out.println("\r\n========== Polygon: " + polygon + " has " + insideAdmissiblePairs.length + " inside point
pairs which repel 4 sites");
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for (int j = 0; j < insideAdmissiblePairs.length; j++)
System.out.println(Arrays.toString(insideAdmissiblePairs[j]));
}
//trapezeShapeA, trapezeShapeB, trapezeShapeC
System.out.println("\r\n========== Trapezes ");
shapes = new int[][][]{trapezeShapeA, trapezeShapeB, trapezeShapeC};
for (int i = 0; i < shapes.length; i++)
{
polygon = getPolygonFromShape(lattice, shapes[i]);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygon, lattice, repellingDistanceSquared);
insideAdmissiblePairs = getAdmissiblePolygonPairs(lattice, insideAdmissiblePoints, repellingDistanceSquared);
insideAdmissibleTriples = getAdmissiblePolygonTriples(insideAdmissiblePoints, insideAdmissiblePairs,
repellingDistanceSquared);
System.out.println("\r\n========== Polygon: " + polygon + " has " + insideAdmissibleTriples.length + " inside
point triples which repel 5 sites");
for (int j = 0; j < insideAdmissibleTriples.length; j++)
System.out.println(Arrays.toString(insideAdmissibleTriples[j]));
}
//doubleTriangleShape
System.out.println("\r\n========== Double triangles ");
Polygon polygonC = getPolygonFromShape(lattice, trapezeShapeC);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygonC, lattice, repellingDistanceSquared);
insideAdmissiblePairs = getAdmissiblePolygonPairs(lattice, insideAdmissiblePoints, repellingDistanceSquared);
insideAdmissibleTriples = getAdmissiblePolygonTriples(insideAdmissiblePoints, insideAdmissiblePairs,
repellingDistanceSquared);
Polygon polygonA = getPolygonFromShape(lattice, triangleShape);
insideAdmissiblePoints = getAdmissiblePolygonPoints(polygonA, lattice, repellingDistanceSquared);
insideAdmissibleQuadruples = getAdmissiblePolygonQuadruples(insideAdmissiblePoints, insideAdmissibleTriples,
repellingDistanceSquared);
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System.out.println("\r\n========== Polygon: " + getPolygonFromShape(lattice, doubleTriangleShape) + " has " +
insideAdmissibleQuadruples.length + " inside point quadruples which repel 6 sites");
for (int j = 0; j < insideAdmissibleQuadruples.length; j++)
System.out.println(Arrays.toString(insideAdmissibleQuadruples[j]));
}
public static Polygon getPolygonFromShape(Lattice lattice, int[][] shape)
{
Point[] result = new Point[shape.length];
for (int i = 0; i < shape.length; i++) result[i] = lattice.SiteToPoint(shape[i][0], shape[i][1]);
return new Polygon(result);
}
public static Point[] getAdmissiblePolygonPoints(Polygon polygon, Lattice lattice, int repellingDistanceSquared)
{
Point[] insidePoints = polygon.getInsideAndBoundaryPoints();
//Point[] insidePoints = polygon.getInsidePoints();
ArrayList<Point> insideAdmissiblePointsList = new ArrayList<Point>();
int numberOfRepelledSites = 3;
for (int i = 0; i < insidePoints.length; i++)
{
int repelledSitesCount = 0;
Point[] neighbors= lattice.Neighbors(insidePoints[i]);
for (int j = 0; j < neighbors.length; j++)
if (insidePoints[i].distanceSquared(neighbors[j]) < repellingDistanceSquared) repelledSitesCount++;
int repelledVerticesCount = 0;
for (int j = 0; j < polygon.vertices.length; j++)
if (insidePoints[i].distanceSquared(polygon.vertices[j]) < repellingDistanceSquared) repelledVerticesCount++;
if (repelledSitesCount == numberOfRepelledSites && repelledVerticesCount == numberOfRepelledSites)
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insideAdmissiblePointsList.add(insidePoints[i]);
}
Point[] insideAdmissiblePoints = new Point[insideAdmissiblePointsList.size()];
insideAdmissiblePoints = insideAdmissiblePointsList.toArray(insideAdmissiblePoints);
return insideAdmissiblePoints;
}
public static Point[][] getAdmissiblePolygonPairs(Lattice lattice, Point[] insideAdmissiblePoints, int
repellingDistanceSquared)
{
HashMap<String, Point[]> pairsMap = new HashMap<String, Point[]>();
for (int i = 0; i < insideAdmissiblePoints.length; i++)
for (int j = 0; j < insideAdmissiblePoints.length; j++)
if (insideAdmissiblePoints[i].distanceSquared(insideAdmissiblePoints[j]) >= repellingDistanceSquared)// &&
insideAdmissiblePoints[j].compareTo(insideAdmissiblePoints[i]) > 0)
{
Point[] neighbors = Point.unitePoints(lattice.Neighbors(insideAdmissiblePoints[i]),
lattice.Neighbors(insideAdmissiblePoints[j]));
int count = 0;
for (int l = 0; l < neighbors.length; l++)
if (insideAdmissiblePoints[i].distanceSquared(neighbors[l]) < repellingDistanceSquared ||
insideAdmissiblePoints[j].distanceSquared(neighbors[l]) < repellingDistanceSquared) count++;
if (count == 4)
{
Point[] pair = new Point[] {insideAdmissiblePoints[i], insideAdmissiblePoints[j]};
Arrays.sort(pair);
pairsMap.put(Arrays.toString(pair), pair);
}
}
Point[][] pairs = pairsMap.values().toArray(new Point[pairsMap.size()][]);
Arrays.sort(pairs, new CountTuples.PointComparator());
return pairs;
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}public static Point[][] getAdmissiblePolygonTriples(Point[] insideAdmissiblePoints, Point[][] insideAdmissiblePairs,
int repellingDistanceSquared)
{
HashMap<String, Point[]> triplesMap = new HashMap<String, Point[]>();
for (int i = 0; i < insideAdmissiblePoints.length; i++)
for (int j = 0; j < insideAdmissiblePairs.length; j++)
if (insideAdmissiblePoints[i].distanceSquared(insideAdmissiblePairs[j][0]) >= repellingDistanceSquared &&
insideAdmissiblePoints[i].distanceSquared(insideAdmissiblePairs[j][1]) >= repellingDistanceSquared)
{
Point[] triple = new Point[] {insideAdmissiblePoints[i], insideAdmissiblePairs[j][0],
insideAdmissiblePairs[j][1]};
Arrays.sort(triple);
triplesMap.put(Arrays.toString(triple), triple);
}
Point[][] triples = triplesMap.values().toArray(new Point[triplesMap.size()][]);
Arrays.sort(triples, new CountTuples.PointComparator());
return triples;
}
public static Point[][] getAdmissiblePolygonQuadruples(Point[] insideAdmissiblePoints, Point[][]
insideAdmissibleTriples, int repellingDistanceSquared)
{
HashMap<String, Point[]> quadruplesMap = new HashMap<String, Point[]>();
for (int i = 0; i < insideAdmissiblePoints.length; i++)
for (int j = 0; j < insideAdmissibleTriples.length; j++)
if (insideAdmissiblePoints[i].distanceSquared(insideAdmissibleTriples[j][0]) >= repellingDistanceSquared &&
insideAdmissiblePoints[i].distanceSquared(insideAdmissibleTriples[j][1]) >= repellingDistanceSquared &&
insideAdmissiblePoints[i].distanceSquared(insideAdmissibleTriples[j][2]) >= repellingDistanceSquared)
{
Point[] quadruple = new Point[] {insideAdmissiblePoints[i], insideAdmissibleTriples[j][0],
insideAdmissibleTriples[j][1], insideAdmissibleTriples[j][2]};
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Arrays.sort(quadruple);
quadruplesMap.put(Arrays.toString(quadruple), quadruple);
}
Point[][] quadruples = quadruplesMap.values().toArray(new Point[quadruplesMap.size()][]);
Arrays.sort(quadruples, new CountTuples.PointComparator());
return quadruples;
}
private static class PointComparator implements Comparator<Point[]>
{
public int compare(Point[] a, Point[] b)
{
if (a.length != b.length) return a.length - b.length;
for (int i = 0; i < a.length; i++)
{
if (a[i].compareTo(b[i]) != 0) return a[i].compareTo(b[i]);
}
return 0;
}
}
// java.util.Arrays.sort(array, new java.util.Comparator<double[]>() {
// public int compare(double[] a, double[] b) {
// return Double.compare(a[0], b[0]);
// }
// });
}
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