1 Data Acquisition
ADHD
Subjects were scanned on different MRI scanners (KKI: Philips 3T, Peking: SIEMENS MAGNETOM Trio 3T, NYU: SIEMENS MAGNETOM Allegra 3T) using standard T2* weighted echo-planar imaging sequence with the following parameters at resting state: For KKI, TR=2500ms, TE=30ms, FA=75˚, slice thickness=3mm, number of slices=47. For Peking, TR=2000ms, TE=30ms, FA=90˚, slice thickness=3mm, number of slices=33. For NYU, TR=2000ms, TE=15ms, FA=90˚, slice thickness=4mm, number of slices=33.
AD
Data were acquired using a Philips 3T MRI scanner. A total of 140 volumes (TR=3000ms, TE=30ms, FA=80˚, and slice thickness=3.3mm, number of slices=48) were obtained. For each subject, the first 7 volumes were discarded for signal equilibrium and to allow the participant's adaptation to the circumstances.
ASD
For Caltech, data were acquired using a 3T MAGNETOM Trio scanner with TR=2000ms, TE=30ms, FA=75˚, slice thickness=3.5mm, number of slices=34. For CMU, data were acquired using a 3T MAGNETOM Verio scanner with TR=2000ms, TE=30ms, FA=73˚, slice thickness=3.0mm, number of slices=34. For NYU, data were acquired using a 3T MAGNETOM allegra scanner with TR=2000ms, TE=15ms, FA=90˚, slice thickness=4.0mm, number of slices=33.
For Pitt, data were acquired using a 3T MAGNETOM allegra scanner with TR=1500ms, TE=25ms, FA=70˚, slice thickness=4.0mm, number of slices=29. For SDSU, data were acquired using a GE 3T MR750 scanner. A total of 180 volumes (TR=2000ms, TE=30ms, FA=90˚, slice thickness=3.4mm) were obtained. For Trinity, data were acquired using a Philips 3T Achieva MRI scanner with TR=2000ms, TE=28ms, FA=90˚, slice thickness=3.5mm, number of slices=38. For UCLA, data were acquired using a 3T MAGNETOM Trio scanner with TR=3000ms, TE=28ms, FA=90˚, slice thickness=4.0mm, number of slices=34.
PTSD and PCS
Data were acquired using a 3T MAGNETOM Verio scanner (Siemens Healthcare, Erlangen, Germany) at Auburn University using T2* weighted multiband echo-planar imaging (EPI) sequence in resting state with TR=600ms, TE=30ms, FA=55˚, multiband factor=2, voxel size=3×3×5 mm 3 , 1000 volumes and two sessions (cerebellum was excluded). During scanning, participants were asked to keep their eyes open and stare at a screen with white and black cross displayed background using an Avotec projection system without thinking of anything specifically.
For all sites, the data acquisition protocol was approved by the local Institutional Review Boards (IRBs). The experiments were performed in compliance with internationally accepted ethical standards and all subjects provided informed consent.
Preprocessing
A standard preprocessing procedure of fMRI data was applied on different datasets, including slice timing correction, motion correction, realignment, normalization to MNI space, and regressing out nuisance variance (six head motion parameters, white matter signal, cerebrospinal fluid signal and global mean signal regression). For the ADHD dataset, the preprocessing was performed using the Athena pipeline using AFNI (Cox, 1996) and FSL (Smith et al., 2004) . For other datasets, we used the DPARSF toolbox (Gan and Feng, 2010) and SPM8 package (http://www.fil.ion.ucl.ac.uk/spm).
Clustering Methods and Parameters Optimization

Let
, ⋯ , , ⋯ , represent a set of objects with object , , ⋯ , ∈ , where equals to the number of input features. Assuming the entire dataset is partitioned into k clusters. Each cluster contains a set of objects within the range 1, , and each object belongs to exactly one cluster (which is referred to as hard clustering). Clustering is performed in the pdimensional feature space, where each object is a point in the p-dimensional space.
Hierarchical Clustering (HC; Agglomerative)
The main idea of hierarchical clustering (Liao et al., 2008 , Liao et al., 2008 , Cheng et al., 2006 , Dasgupta and Long, 2005 is to build a binary tree structure of the objects that iteratively merges similar groups of objects (in terms of cluster distance) together. A general procedure of hierarchical clustering is described below: 1) Assign each object to a cluster of its own.
2) Calculate the distance between any two clusters and merge the closest pair of clusters.
3) Repeat step 2-3 until all objects are ultimately merged into one big cluster.
The result of hierarchical clustering is usually depicted as a tree-like structure, which is referred to the dendrogram ( Figure S1 ). The root of the dendrogram represents the entire dataset with all objects, each leaf represents one object, and the height of the dendrogram represents the distance between each pair of clusters. Different data partitions can be obtained by cutting the dendrogram at different heights.
Note that the cluster distance can be measured in a variety of ways, referred to as linkage methods.
In general, there are three linkage methods that are commonly used in hierarchical clustering, the single linkage, the complete linkage, and the average linkage. The single linkage (Andreopoulos et al., 2008) calculates the shortest distance between two clusters. It can handle non-elliptical shape of clusters, but can be affected by noise and outliers. The complete linkage (Andreopoulos et al., 2008) calculates the longest distance, which is less sensitive to noise and outliers but tends to break large clusters. The average linkage (Andreopoulos et al., 2008) calculates the mean distance, which is a compromise between single linkage and complete linkage. In this study, the average linkage was employed to measure the distance between different clusters.
Ordering Points to Identify the Clustering Structure (OPTICS)
OPTICS (Ankerst et al., 1999 ) is one of the most popular density-based clustering methods (Kriegel et al., 2011) . Similar to hierarchical clustering, it is based on grouping objects within certain distance thresholds ( ). However, in OPTICS each cluster must contain at least a minimum number of objects ( ), which is not the case in hierarchical clustering. OPTICS can discover clusters with arbitrary shapes. It can also detect independent "noise" objects that do not belong to any of the clusters.
For each object in the feature space, there are two critical values: core-distance and reachability-distance. Let represent the number of nearby neighborhood objects within distance (called ), and represent the distance from to its ' neighbor. An object is considered as a core-object if at least objects are found with its . The core distance of is defined as:
,
Which is the smallest distance between and an object in its such that could become a core-object. The reachability-distance of with respect to is then defined as:
Where , is the Euclidean distance between and .
The complete procedure of OPTICS is described below: 1) Choose one object arbitrarily.
2) Retrieve the of , determine the core-distance, and set the reachabilitydistance to undefined.
3) If is not a core-object, go to step 5. Otherwise, go to step 4. 4) For each object in the of , update its reachability-distance to and insert into an OrderSeeds list if it has not been processed yet.
5)
If the input dataset is fully consumed and the OrderSeeds list is empty, go to step 6.
Otherwise, move on to the next object in the OrderSeeds list (or the input list, if the OrderSeeds list is empty) and go to step 2.
6) Output core-distance, reachability-distance of each object, and processed order of objects.
The output of OPTICS is a reachability plot, which depicts the hierarchical structure of different clusters. In the reachability plot, objects are plotted in the processed order together with their respective reachability-distance. Objects belonging to the same cluster have a low reachabilitydistance to their nearby neighbors. Therefore, the clusters show up as valleys in the reachability plot (see Figure S2) . The final data partition can be obtained by using a threshold on the reachability plot.
Density Peak Clustering (DPC)
DPC (Rodriguez and Laio, 2014 ) is a relatively new method based on the idea that cluster centers can be characterized by two criteria: (i) they have a higher density than their neighbors, and (ii) they have a relatively large distance from other points with higher densities. Like OPTICS, this method can detect clusters with arbitrary shape and spot outliers. In addition, DPC outperforms commonly used clustering methods, e.g., k-means and hierarchical clustering, when the dataset contains complicated characteristics such as narrow bridges between clusters, uneven-sized clusters, clusters with high overlap, etc.
For each object , two quantities are computed: local density and minimum distance with higher density . is defined as:
Where is a cutoff distance, and can be computed by:
From Eqn. (3) and (4), it can be seen that equals to the number of objects within with respect to object . is defined as:
For the object with highest density, is conventionally set to, ,
Note that if is local or global maxima in the density, will be much larger than its typical nearest neighbor. Thus, objects with larger and are considered as cluster centers. Objects with smaller and larger are considered as outliers. Other objects are assigned to the same cluster as their nearest neighbor of higher density (see Figure S3 ).
Input Parameter Optimization
In each clustering method, there are several user-specified input parameters, which can affect clustering results significantly. For hierarchical method, the cutting height of the dendrogram needs to be specified. For OPTICS, can simply be set to the maximum possible value, and Ankerst and colleagues (Ankerst et al., 1999) showed that values between 10 and 20 is generally a reasonable choice. However, the threshold for the reachability plot, which is used to extract clusters, still needs to be optimally determined. For DPC, can be chosen based on the rule that the average number of neighbors is often around 1-2% of the total number of objects in the data set (Rodriguez and Laio, 2014) . A threshold for and needs to be defined to distinguish cluster centers and outliers. To find the optimal value of these parameters, the Calinski-Harabasz (CH) index (Calinski and Harabasz, 1974, Y. Liu et al., 2013) was applied in this work. Let represent the center of cluster , where 1 , and represent the center of entire data set. The CH index is then defined as:
Where the between-cluster variation is computed by,
And the within-cluster variation is computed by:
Based on the definition of clustering, we would want to minimize and maximize . Thus, the optimal parameters are determined by maximizing the CH index. The optimal number of clusters can be identified, simultaneously. For example, for hierarchical clustering, we started with a relatively high cutting height for the dendrogram. In each iteration, the cutting height was reduced by a small amount and the CH index was computed and recorded based on the current data partition. The iteration continued until the cutting height was smaller than a specified baseline (e.g., the average height of the dendrogram). The optimal height was determined as the one with the largest CH index.
The same iterative procedure was applied to OPTICS to determine optimal threshold of reachability plot, and to DPC to determine the optimal threshold of and . This iterative method is referred to as "grid search" (Bergstra and Bengio, 2012) , which has been commonly used for hyperparameter optimization in machine learning.
Feature Selection and Cluster Identification
Assuming d is the initial number of features, an exhaustive search of 2 possible subsets is computationally intractable. Thus, three alternative methods are proposed in our framework, i.e., Sequential Feature Ranking (SFR), Sequential Forward Searching of Greedy Algorithm (SFS), and Genetic Algorithm (GA), to find the optimal subset of features.
Evaluation of Feature Selection and Clustering
To evaluate the result for both feature selection and clustering, a "similarity criteria" was employed that compares the similarities of diagnostic clusters (i.e. similarity of objects grouping) obtained using the following pairs of features: (i) clinical diagnostic measures and connectivity, and
(ii) phenotypic measures and connectivity. And the similarity between two different clustering results are quantified using Torres' method (Torres et al., 2008) . Let , , ⋯ , and , , ⋯ , represent objects grouping obtained from two clustering results. The similarity matrix for C and D is an matrix defined as:
Where / , which is the Jaccard's Similarity Coefficient with being the size of intersection and being the size of the union of cluster sets and . The similarity of clustering and is then defined as:
From Eqn. (10) and (11), it can be seen that 0 , 1, and , 1 when two clustering results are identical (i.e. objects are classified into the exact same groups in two clustering results).
Using the similarity criteria, the optimal feature selection along with clustering is then determined by the one resulting in the largest similarity between objects grouping obtained using following pairs of features (i) clinical diagnostic measures and connectivity, and (ii) phenotypic measures and connectivity.
Sequential Feature Ranking (SFR)
In this study, we proposed a new feature selection method by ranking all features based on statistical significance in descending order. The process started with a subset of features with only one feature (with highest statistical significance) in it. In each iteration, a feature was added to the subset from the sorted list, and the corresponding value of similarity criterion was computed. The iteration stopped when all the features were added to the subset. SFR is derived based on an intuitive thinking that statistically significant features can lead to better clustering results. However, as the statistical significance of individual feature does not necessarily guarantee cluster separation when they are combined, SFR does not guarantee a global optimum in feature selection.
Sequential Forward Searching of Greedy Algorithm (SFS)
SFS is one of the most commonly used heuristic methods in finding an optimal solution (Dy and Brodley, 2004) in different problems. Specifically, when used for feature selection, the method started with no feature in the "optimal subset" and sequentially added one feature at a time. The feature added to the optimal subset was the one that provided the largest similarity criterion value when used in combination with the features chosen previously. The iterations continued until adding more features did not increase the similarity criterion value. Although SFS converges faster than other heuristic methods, it does not guarantee a global optimum.
Genetic Algorithm (GA)
GA is also a heuristic search method inspired by stochastic evolution theory that is routinely used in generating solutions to optimization and searching problems (Yang and Honavar, 1997 , Shahamat and Pouyan, 2015 , Hassanzadeh and Mobayen, 2011 , Iraj Hassanzadeh et al., 2008 . GA maintains a set of candidate solutions ( ) called "population". Each "population" represents a specific selection of a subset of features. GA is an iterative process of selecting "survival solutions". The survival solutions would be those resulting in larger values of the similarity criteria, which were generated from the crossover and mutation operations. Crossover was applied to produce new solutions by randomly combining two current solutions, and a mutation was applied on newly generated solutions with a small probability Honavar, 1997, Shahamat and Pouyan, 2015) . The iteration continued until the maximum similarity among candidate solutions did not increase any further.
In this study, an array of bits was used to represent the selected subset of features, with each bit in the array indicating the status of one specific feature, 1 indicates 'selected' and 0 indicates 'discarded'. The complete procedure of GA is described below ( Figure S4 ): 1) Initialization: 400 candidate solutions were generated by randomly setting 1 or 0 for each bit.
2) Crossover: two candidate solutions A and B were randomly selected from the current population. A value v between 1 and was randomly selected. Then a new solution was formed by combining the feature bits 1 to v from A and feature bits v + 1 to from B.
3) Mutation: for each new generated new solution, a mutation was applied by reversing bits in the vector with a probability of 0.1. The mutation probability was determined empirically. 4) Evaluation: clustering method was applied on each candidate solution (i.e., a subset of features). Then, for each clustering result, the cluster similarity was computed between itself and reference cluster (i.e., clinical cluster or phenotypic cluster). 
