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Abstract
Let g be a finite-dimensional Lie algebra over an algebraically closed field of characteristic p > 0 and let
U(g) be the universal enveloping algebra of g. We show in this paper that the division ring of fractions of
U(g) is isomorphic to the ring of fractions of a Weyl algebra in the following cases: for g = gln or sln if
p  n, for the Witt algebra W1 and for some tensor product W1 ⊗A of W1 with a truncated polynomial ring.
Furthermore we also show that the centre of U(g) in the last two cases is a unique factorisation domain, in
accordance with recent results of Premet, Tange, Braun and Hajarnavis.
© 2006 Elsevier Inc. All rights reserved.
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Introduction
Let F be a field and g a finite-dimensional Lie algebra over F. Let U(g) be the enveloping
algebra of g and Z(g) be the centre of U(g). Denote by K(g) the division ring of fractions of
U(g) and by C(g) its centre. When the characteristic of F is p > 0, Z(g) contains the so-called
p-centre O[g] over which U(g) is a finitely generated module. It follows in particular that C(g)
is the field of fractions of Z(g) and that K(g) is a finite-dimensional central division algebra
over C(g). However, the algebraic structure of K(g) is not very well known in general. The main
aim of this paper is to study this structure in some specific cases, namely when g is the matrix
algebra gln, the algebra sln when p  n, the Witt algebra W1 and the Lie algebra p = W1 ⊗ A,
tensor product of W1 with the truncated polynomial algebra A = F[x]/(xp). The reason for
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space decomposition W2 = p ⊕ p, so that p can be thought of as a “first approximation” of W2.
The first question raised in this paper is the direct reformulation of the classical Gelfand–
Kirillov hypothesis, stated in [7] over a field of characteristic zero. Namely, when g is a finite-
dimensional Lie algebra over F, is the enveloping skewfield K(g) isomorphic to a Weyl skewfield
Dn,s(F) (Definition 1.1.1) for suitable integers n and s? In particular, is the centre C(g) a purely
transcendental extension of the ground field? We will show that it is indeed the case for the Lie
algebras gln, sln, W1 and p as above.
A further natural question, which has no analogue in characteristic zero, arises from the fact
that the enveloping skewfield of g is finite-dimensional over its centre: the computation of the
exponent of K(g), that is the order of the element defined by K(g) in the Brauer group of its
centre. We show that the exponent of a noncommutative Weyl skewfield is equal to p, so that Lie
algebras satisfying the Gelfand–Kirillov hypothesis have enveloping skewfield of exponent p.
The last question we investigate concerns the structure of the commutative ring Z(g). In char-
acteristic p, Z(g) is a finitely generated module over the p-centre O[g]. The description of
Z(g) when g is a classical simple Lie algebra is well understood in general (see [10,12,15]);
yet, for Lie algebras of Cartan type, even the problem of finding a system of generators for
Z(g) is still largely open. Using a combinatorial construction of some nontrivial invariant in a
W1-module (Lemma 3.2.2), we are able here to retrieve the classical description of Z(W1) (see
[5] for instance) and also to describe explicitly a system of generators of Z(p) for p mentioned
above. Concerning the structure itself of Z(g), results of A. Braun and C. Hajarnavis [3] lead
to the question whether the ring Z(g) is factorial. For gln and sln this follows from results by
A. Premet and R. Tange [12], see also [14] for a related problem. For nilpotent modular Lie al-
gebras the question was settled by A. Braun in [2]. Here we prove the factoriality property for
the algebras W1 and p.
The paper is organised as follows. The first section is devoted to general results and tools
which we use in the sequel. We recall the definitions of Weyl algebras and Weyl skewfields in
characteristic p > 0 [7,13]; we prove that the exponent of such division rings is equal to p.
Basic facts about restricted Lie algebras are then recalled [6]. Afterwards, we prove a general
criterion for an enveloping skewfield to be isomorphic to a Weyl skewfield; this criterion is then
applied for a class of Lie algebras satisfying rather strong conditions, fulfilled in particular by the
positive part of W1 and p (see 1.2.5). The last part is devoted to general results on the factoriality
of commutative rings. We state Nagata’s lemma (Proposition 1.3.1), which gives a sufficient
condition on a commutative ring to be a unique factorisation domain. We proceed with some
technical lemmas allowing us to check in various cases that the hypotheses of Nagata’s lemma
are satisfied.
In Section 2, we study the cases of the Lie algebras g = gln or g = sln when p  n. Follow-
ing Gelfand and Kirillov’s proof in characteristic zero, and using the results of A. Premet and
R. Tange on the centre of the enveloping skewfield [12], we show that K(g) is isomorphic to the
Weyl skewfield D n(n−1)
2 ,s
(F) with s = n for g = gln and s = n − 1 for g = sln (Theorems 2.2.2
and 2.2.3). In particular we deduce that the exponent of K(g) is p in both cases.
In Section 3, we turn to the study of the Lie algebra W1 and the Lie algebra p = W1 ⊗ A
defined previously. Let g denote one of these Lie algebras. We first determine a subalgebra g0 ⊆
g such that the enveloping skewfield K(g0) is isomorphic to the Weyl skewfield Dn,0(F) for
n = dim(g0). We proceed with constructing central elements Ω1, . . . ,Ωs ∈ Z(g) with s = 1
for g = W1 and s = p for g = p (in the case of W1, Ω1 is just the classical element given for
instance in [5]). The explicit form of these elements allows us then to show that the division
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to Dn,s(F). Finally, we show simultaneously that the centre Z(g) is generated by the p-centre
and the elements Ω1, . . . ,Ωs , and that the ring Z(g) is a UFD.
Throughout this paper, F will be a fixed ground field of positive characteristic p.
1. Preliminary results
1.1. Weyl algebras and Weyl skewfields
The content of this section is fairly classical, see for instance [7,9,13].
1.1.1. Let n, s  0 be two integers. The Weyl algebra of indices n and s (over F) is the algebra
generated over F by 2n+ s elements X1, . . . ,Xn, Y1, . . . , Yn, Z1, . . . ,Zs satisfying the following
relations:
[Xi,Yj ] = δi,j , [Xi,Xj ] = [Yi, Yj ] = [Xi,Zj ] = [Yi,Zj ] = [Zi,Zj ] = 0, (1)
for all integers i, j  1 (δi,j is Kronecker’s delta symbol). This algebra shall be denoted by
An,s(F); we will also write An(F) when s = 0. The Weyl algebra An,s(F) is a noetherian do-
main and henceforth admits a division ring of fractions called Weyl skewfield of indices n and s
(over F). We shall writeDn,s(F) = Frac(An,s(F)); also writeDn(F) when s = 0. Let F(t1, . . . , ts)
be the field of rational functions in s variables with coefficients in F. Then the F-algebrasDn,s(F)
and Dn,0(F(t1, . . . , ts)) are isomorphic.
1.1.2. Let D be any division ring with centre C. Recall that the index of D is the number
Ind(D) = √[D : K]. It is in fact an integer [8, Theorem 4.1.2]. The exponent of D is the or-
der of the element defined by D in the Brauer group of its centre C [8]; alternatively, it is the
smallest integer m  1 such that the m-fold tensor product D ⊗C · · · ⊗C D︸ ︷︷ ︸
m factors
is isomorphic to a
matrix ring over C. The integer Exp(D) divides Ind(D); furthermore all prime factors of Ind(D)
also divide Exp(D) [8, Theorem 4.4.5].
1.1.3. Proposition. Let n, s ∈ N be two integers; assume n  1. Consider the Weyl skewfield
Dn,s(F) as in 1.1.1.
1. The centre ofDn,s(F) is F(Xp1 , . . . ,Xpn ,Yp1 , . . . , Y pn ;Z1, . . . ,Zs). It is a purely transcenden-
tal extension of F, with transcendence degree 2n+ s.
2. If n = 0, we have IndDn,s(F) = pn and Exp Dn,s(F) = p.
Proof. The first part and the fact that IndDn,s(F) = pn are well known, see for instance [13].
Now we compute the exponent of a Weyl skewfield. Write for simplicity An,s and Dn,s instead
of An,s(F) and Dn,s(F). If n = 1, then Exp(D1,s) is a divisor of Ind(D1,s) = p, and these two in-
variants have the same prime factors. Thus, Exp(D1,s) = p. Now for the general case. Replacing
F by F(Z1, . . . ,Zs) we may assume s = 0; write for simplicity Dn instead of Dn,0. Let Cn be
the centre of Dn. For all k ∈ {1, . . . , n}, let Bk = Cn[Xk,Yk] the sub-Cn-algebra of Dn generated
by Xk and Yk . Each Bk being a finite-dimensional domain over the central subfield Cn, it is also
a division ring. Moreover, it is easily seen to be isomorphic, as F-algebras, to the Weyl skew-
field D1,2n−2(F). The centre of Bk is exactly Cn; in particular [Bk :Cn] = p2. The multiplication
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left-hand side is a simple algebra because all factors are division rings, so that μ is injective.
Counting dimensions shows that it is also surjective, hence μ is an isomorphism.
Now, for all integer m 0, we have
D⊗mn 	 (B1 ⊗ · · · ⊗Bn)⊗m 	 B⊗m1 ⊗ · · · ⊗B⊗mn .
Since all algebras Bk are isomorphic to the Weyl skewfield D1,2n−2, with centre Cn, we see that
for m = p all algebras B⊗mk are isomorphic to a matrix algebra over Cn. Therefore, the algebra
D⊗pn is also a matrix ring over Cn. We conclude easily that Exp(Dn) = p. 
1.2. Enveloping skewfields of modular Lie algebras
1.2.1. General notations. Let g be a Lie algebra over F. We will use the following general
notations: U(g) is the universal enveloping algebra of g and Z(g) the centre of U(g). Whenever
U(g) has a division ring of fractions, we denote K(g) = Frac U(g) the enveloping skewfield of g
and C(g) the centre of K(g).
1.2.2. Restricted Lie algebras. Now recall various useful facts from [6]. Assume that g is a
finite-dimensional restricted Lie algebra. Denote x ∈ g 
→ x[p] ∈ g its p-mapping. The p-centre
of U(g) is the subalgebra O[g] generated by elements xp − x[p], for all x ∈ g. The algebra O[g]
is isomorphic to a polynomial algebra in dim(g) variables over F. One has O[g] ⊆ Z(g); also,
the ring Z(g) is an integral extension of O[g].
Set O(g) = Frac O[g] ⊆ C(g). The division ring K(g) is the central localisation of U(g) by
the set of nonzero elements in O[g]. Similarly, the field C(g) is the localisation of Z(g) by the
set of nonzero elements in O[g]. Furthermore, we have the formula
pdim(g) = [K(g) :C(g)][C(g) :O(g)]. (2)
1.2.3. A recognition lemma. Now we state a criterion allowing us to determine when the en-
veloping skewfield of a Lie algebra is isomorphic to a Weyl skewfield.
Lemma. Let n, s ∈ N be two integers and g a Lie F-algebra of dimension 2n + s. Assume
there exist elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zs in the enveloping skewfield K(g) such that
[xi, yj ] = δi,j for i, j ∈ {1, . . . , n}, and the other brackets vanish. Let A be the subalgebra gen-
erated over F by these elements. Assume also that Frac(A) = K(g). Then A is isomorphic to the
Weyl algebra An,s(F) and K(g) is isomorphic to the Weyl skewfield Dn,s(F).
Furthermore, if g is restricted and s = 0, then we have Z(g) =O[g].
Proof. Write for simplicity An,s = An,s(F). By universal property of algebras defined with gen-
erators and relations, there exists a surjective map π :An,s  A. Let J be the kernel of π , so
that A 	 An,s
J
. Denote GKdim and Tdeg the Gelfand–Kirillov dimension and Gelfand–Kirillov
transcendence degree of algebras (see for instance [9, Chapters 2 and 8]). Then
GKdim(An,s)GKdim(A) Tdeg Frac(A) = TdegK(g) = dim(g).
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GKdim(An,s) = GKdim(An,sJ ). Since An,s is a domain, we have J = {0} [9, Proposition 3.15];
hence A 	 An,s , thus proving our first claim.
Now assume that g is restricted and s = 0. Then [K(g) : C(g)] = (IndDn)2 = p2n and
dim(g) = 2n. Using the formula (2), we see that [C(g) :O(g)] = 1 or, equivalently, FracZ(g) =
FracO[g]. The ring O[g] is integrally closed; since Z(g) is an integral extension of O[g], this
implies Z(g) =O[g]. 
1.2.4. Truncated exponentials. The following sections are devoted to a rather technical con-
dition for the enveloping skewfield of a Lie algebra to be isomorphic to a Weyl skewfield. It
is based on Gelfand and Kirillov’s algorithmic construction given in [7, Lemma 9, case 2] for
nilpotent Lie algebras in characteristic zero.
Lemma. Let g be a Lie algebra and ∂ a derivation of g. Assume that the following condition
holds:
(∀j, k  0) (∀X,Y ∈ g): j + k  p ⇒ [∂j (X), ∂k(Y )]= 0.
Let c ∈ C(g) be a central element of the enveloping skewfield K(g). Then the linear map
φ :X ∈ g 
→
p−1∑
k=0
1
k!c
k∂k(X) ∈ U(g)[c]
extends to a morphism U(g) → U(g)[c] of associative algebras.
Furthermore, let ∂ˆ be the derivation of K(g) extending ∂ . If ∂p = 0 and ∂ˆ(c) = −1, then
∂ˆ ◦ φ = 0.
Proof. For the first part it is enough to check the relation φ([X,Y ]) = [φ(X),φ(Y )], for all
X,Y ∈ g. Using the Leibnitz rule and setting k′ = p − 1 − k, we get
φ
([X,Y ])= p−1∑
k=0
1
k! c
k
k∑
j=0
k!
j !(k − j)!
[
∂j (X), ∂k−j (Y )
]
=
p−1∑
j=0
p−1−j∑
k′=0
1
j !k′!c
k′+j [∂j (X), ∂k′(Y )].
On the other hand, it is readily seen that
[
φ(X),φ(Y )
]= p−1∑
j=0
p−1∑
k=0
1
j !k!c
k+j [∂j (X), ∂k(Y )].
Thus,
[
φ(X),φ(Y )
]− φ([X,Y ])= p−1∑ p−1∑ 1
j !k!c
k+j [∂j (X), ∂k(Y )].
j=0 k=p−j
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upon ∂ ; it follows [φ(X),φ(Y )] = φ([X,Y ]).
Now we proceed with the second part. Assuming ∂ˆ(c) = −1, then ∂ˆ(cj ) = −jcj−1. For
X ∈ g, it follows
∂ˆ ◦ φ(X) =
p−1∑
j=1
−1
(j − 1)!c
j−1∂j (X)+
p−1∑
j=0
1
j !c
j ∂j+1(X) = 1
(p − 1)!c
p−1∂p(X).
If ∂p vanishes on g, then ∂ˆ ◦ φ also vanishes on g, hence ∂ˆ ◦ φ = 0 on U(g). 
1.2.5. Let g be a Lie algebra. We assume that there exists a sequence of ideals g = gn  · · · 
g1  g0  g−1  · · ·  g−n = z satisfying the following properties:
1. For all k ∈ {−n, . . . , n}, there exists Xk ∈ gk such that gk = gk−1 ⊕ FXk ;
2. For all k ∈ {0, . . . , n}, the centre of gk is exactly g−k ;
3. For all k ∈ {1, . . . , n}: [gk,g−(k−1)] ⊆ z;
4. For all k ∈ {1, . . . , n}: (adXk)p(gk−1) = {0};
5. For all k ∈ {1, . . . , n}:
(∀i, j  0) (∀a, b ∈ gk): i + j  p ⇒
[
(adXk)ia, (adXk)jb
]= 0.
Examples of such Lie algebras will be given in 3.2.4 and 3.3.2. If g satisfies these conditions, then
z is the centre of g and g0 is an abelian subalgebra of g. For any subalgebra h such that z ⊆ h ⊆ g,
we denote U˜(h) the (central) localisation of U(h) by the multiplicative system generated by
z \ {0}.
Proposition. Under the above assumptions: there exist elements x1, . . . , xn, y1, . . . , yn ∈ U˜(g)
satisfying the following properties. Let {z1, . . . , zs} be any basis of z, then:
1. The elements x1, . . . , xn, y1, . . . , yn and z1, . . . , zs satisfy the defining relations (1) of the
Weyl algebra An,s(F);
2. The elements x1, . . . , xn, y1, . . . , yn, z1, . . . , zs , along with inverses of the nonzero elements
of z, generate the algebra U˜(g).
Proof. By induction on m, we construct elements x1, . . . , xm, y1, . . . , ym inside U˜(gm) satisfying
the relations (1) and such that x1, . . . , xm, y1, . . . , ym, the subspace g−m (the centre of gm),
along with the inverses of nonzero elements of z, generate the algebra U˜(gm). Let us denote this
statement by H(m).
Clearly,H(0) holds, since g0 is abelian. Now for the inductive step: assume that the condition
H(m − 1) holds, with elements x1, . . . , xm−1, y1, . . . , ym−1. We shall construct new elements
x˜1, . . . , x˜m, and y˜1, . . . , y˜m satisfying properties 1 and 2.
Consider the elements Xm ∈ gm and X−(m−1) ∈ g−(m−1). By assumption 3, we have
[Xm,X−(m−1)] ∈ z. Using assumption 2, we also get [Xm,X−(m−1)] = 0. Let u = Xm,
v = X−(m−1); the element w = [u,v] is invertible in U˜(gm). Since v and w are central in gm−1,
the element −vw−1 is central in K(gm−1). We apply Lemma 1.2.4 to the Lie algebra gm−1, the
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c = −vw−1: there exists an algebra morphism φ :U(gm−1) → U(gm−1)[c] ⊆ U˜(gm) such that
(∀X ∈ gm−1): φ(X) =
p−1∑
j=0
(−1)j
j !
(
vw−1
)j
(adu)j (X). (3)
We have ∂(c) = [u,−vw−1] = −[u,v]w−1 = −1 and ∂p = 0. According to Lemma 1.2.4
again, we see that ∂ ◦ φ = 0, in other words, for all X ∈ U(gm−1), [u,φ(X)] = 0.
For all nonzero element z ∈ z, we check that φ(z) = z, and so is invertible in U˜(gm). We can
thus extend φ to an algebra morphism U˜(gm−1) → U˜(gm), again denoted by φ. It is easy to see
that the relation [u,φ(X)] = 0 is satisfied for all X ∈ U˜(gm−1).
Now we can define the requested elements x˜1, . . . , x˜m and y˜1, . . . , y˜m. Let
x˜i = φ(xi), y˜i = φ(yi) for all i ∈ {1, . . . ,m− 1},
x˜m = uw−1, y˜m = v.
We have to check properties 1 and 2 of the proposition. Since φ is an algebra morphism,
the relations [x˜i , x˜j ] = δi,j follow from the inductive step whenever 1  i, j < m. The rela-
tion [x˜m, y˜m] = [uw−1, v] = 1 holds by construction. Now let j ∈ {1, . . . ,m − 1}. We have
[x˜j , y˜m] = [φ(xj ), v] = 0 because the image of φ lies inside U˜(gm−1) and v is central in
U˜(gm−1). Finally, [x˜m, y˜j ] = [uw−1, φ(yj )] = [u,φ(yj )]w−1 = 0. Similar arguments show that
the other brackets vanish. Henceforth, condition 1 holds.
Let us check condition 2. We have gk = z ⊕∑kj=−(n−1) FXj for all k ∈ {−n, . . . , n}. Recall
that u = Xm. Since all gk are ideals, we have [u,gk] ⊆ gk−1 for all k m, so that also:
φ(Xk) ≡ Xk mod U˜(gk−1).
By assumption 2, we get [u,g−(m−1)] = {0}; using relation (3), we see that φ(z) = z for all
z ∈ g−(m−1). Thus, we can see that U˜(gm−1) is generated by φ(U˜(gm−1)), hence, by the inductive
step, by the elements
x˜1, . . . , x˜m−1, y˜1, . . . , y˜m−1,
along with the subalgebra g−(m−1) and the inverses of nonzero elements of z. We have gm =
gm−1 ⊕ FXm, with Xm = x˜m. Therefore, U˜(gm) is generated by U˜(gm−1) and x˜m. Furthermore,
g−(m−1) = g−m ⊕ FX−(m−1), with X−(m−1) = wy˜m. Using the fact that w is a nonzero element
of z, we deduce that U˜(gm) is generated by the elements
x˜1, . . . , x˜m−1, y˜1, . . . , y˜m−1, x˜m, y˜m,
along with the subalgebra g−m and the inverses of nonzero elements of z. This is the requested
property 2, thus completing the proof of the proposition. 
Corollary. Under the previous assumptions, one has K(g) 	Dn,s(F).
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1.2.6. Proposition. The notations and hypotheses are those of 1.2.5. Let d ∈ Der(g) be a deriva-
tion such that d(Xk) ∈ FXk for all k ∈ {−(n − 1), . . . , n}. Consider the semidirect product
g0 = Fd  g. Also assume that z = Fz with d(z) = 0. Then there exist, in the localisation
U(g0)[z−1], elements x0, . . . , xn and y0, . . . , yn satisfying the commutation rules (1) defining
a Weyl algebra. In particular, K(g0) 	Dn+1,0(F).
Proof. The proof is an adaptation of classical methods used for semi-direct products in char-
acteristic 0 (see for instance [1,11]). First observe that, if d(X) = λX and d(Y ) = μY , then
d([X,Y ]) = (λ + μ)[X,Y ]. By induction, and using the construction of the xi and yi carried
out in the previous proof, we see that there exist elements αj ,βj ∈ F such that [d, xj ] = αjxj
and [d, yj ] = βjyj ; furthermore we have the additional condition αj + βj = 0. Setting θ =∑n
j=1 βjxjyj , a straightforward computation yields the following relation:
[θ, xj ] = −αj θj = [d, xj ], [θ, yj ] = αjyj = [d, yj ], [θ, d] = 0.
Setting x0 = [d, z]−1(d − θ) and y0 = z, it is easy to see that x0, . . . , xn, y0, . . . , yn generate
K(g0). The fact that these elements satisfy the defining relations for the Weyl algebra An+1(F)
follows from standard computations. 
1.3. Factoriality of rings
1.3.1. In order to check that the centre of an enveloping algebra is a unique factorisation domain,
the following result will be of great importance [4, Lemma 19.20].
Proposition (Nagata’s lemma). Let A be a commutative noetherian domain. Let x ∈ A be a
nonzero prime element of A. If the localisation A[x−1] is a factorial ring, then A is a factorial
ring.
1.3.2. Now applying Nagata’s lemma requires checking that some element in a ring is prime.
We give two criteria to check such a property. The first one deals with prime elements in filtered
algebras and can be found in [12].
Lemma. Let A be a commutative filtered algebra and x ∈ A. Assume that the associated graded
algebra Gr(A) is a domain. If the initial form gr(x) is a prime element in Gr(A), then x is a
prime element in A.
1.3.3. Using the previous lemma in the setting of enveloping algebras, we will have to check the
primality of some element in a subring of the symmetric algebra of a Lie algebra. Thus, we will
now give a condition for an element in some subring of a polynomial ring to be prime. Assume
for convenience that the ground field F is perfect. Let A = F[x0, . . . , xn] be a polynomial ring
in n + 1 variables. We denote Ap = F[xp0 , . . . , xpn ] ⊆ A. The field F being perfect, we also have
Ap = {ap | a ∈ A}. Let f1, . . . , fk ∈ A be polynomials and B the intermediate algebra defined
by
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|
B = Ap [f1, . . . , fk]
|
Ap = F[xp0 , . . . , xpn ].
Let A be the factor ring A = A/(x0) and x1, . . . , xn be the images of x1, . . . , xn in A. The ring A
can be viewed as the polynomial ring in variables x1, . . . , xn. Also let f 1, . . . , f k be the images
of f1, . . . , fk in A. Recall that the differential of an element ϕ ∈ A is given by
dϕ =
n∑
j=1
∂ϕ
∂xj
dxj ∈
n⊕
j=1
Adxj ,
a free module of rank n over A.
Lemma. We use the notations above. Assume that the differentials df 1, . . . , df k are lin-
early independent over the factor algebra A. Then the element xp0 is a prime element in
B = Ap[f1, . . . , fk].
Proof. First of all, using the fact that the differentials df 1, . . . , df k are linearly independent
over A it is easy to check that the monomials
f
j1
1 · · ·f jkk with 0 j1, . . . , jk < p
are linearly independent over Ap .
Now let P = x0A ⊆ A be the prime ideal of A generated by the variable x0. Then P ∩ B is
a prime ideal of B . We shall establish the fact that P ∩ B = xp0 B , which will prove that xp0 is
a prime element of B . The inclusion xp0 B ⊆ P ∩ B is obvious, so we only need to prove that
P ∩ B ⊆ xp0 B . In other words, let b ∈ B such that x0 | b in the ring A: we have to show that
x
p
0 | b in the subring B .
For simplicity, write J = {0, . . . , p − 1}k . Since B is generated over Ap by the elements
f1, . . . , fk , which are integral of degree p over Ap , we can pick a decomposition
b =
∑
j∈J
b(j)f
j1
1 · · ·f jkk ,
where all b(j) ∈ Ap . Let π :AA = A/P be the factor map. Since b ∈ P , we have
0 = π(b) =
∑
j∈J
π
(
b(j)
)
f
j1
1 · · ·f jkk .
Clearly, all π(b(j)) ∈ Ap , so by independence of the monomials in f 1, . . . , f k we get π(b(j )) =
0 for all j ∈ J . This means that each b(j) is divisible by x0 in the polynomial ring A. Since b(j)
is a pth power in A and x0 is prime in A, it is easy to see that there exists an element b1(j) ∈ A
such that b(j) = xp b1(j)p for all j . Hence,0
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∑
j∈J
b1(j)
pf
j1
1 · · ·f jkk︸ ︷︷ ︸
∈Ap[f1,...,fk]=B
∈ xp0 B.
This completes the proof of the lemma. 
2. Enveloping skewfields of matrix algebras
Throughout this section, F is an algebraically closed field of characteristic p > 0. For any
integer n ∈ N we denote gln the full matrix Lie algebra and sln the Lie algebra of traceless
matrices over F. In the sequel we will use freely the notations U(g), Z(g), etc., introduced in
1.2.1 and 1.2.2.
2.1. Preliminary result
2.1.1. Let V be a vector space over F of dimension n. For a nonzero vector v ∈ V , let gv ⊆ gl(V )
be the restricted Lie subalgebra of linear maps vanishing on v. Clearly, the Lie algebra gv is
isomorphic to the Lie algebra g0n ⊆ gln of matrices whose first column is zero.
2.1.2. Proposition. Let g0n ⊆ gln be the Lie algebra of matrices whose first column is zero. Then
the enveloping skewfield of g0n is a Weyl skewfield
K
(
g0n
)	D n(n−1)
2
(F).
Furthermore, the centre of the enveloping algebra coincides with the p-centre, so we have
Z
(
g0n
)=O[g0n], C(g0n)=O(g0n).
Proof. We proceed by induction on n as in [7, Lemma 7]. For all indices i, j , let ei,j be the
unit matrix whose only nonzero coefficient is 1 on row i, column j . Consider the natural basis
{ei,j } (with i ∈ {1, . . . , n+1} and j ∈ {2, . . . , n+1}) of g0n+1. For all i, j ∈ {2, . . . , n+1}, define
elements of K(g0n+1) as follows:
xj = e1,j , yj = ej,j x−1j , e˜i,j = ei,j xix−1j .
Standard computation show that the following relations hold for i, j, k  2:
[xi, xj ] = 0, [yi, yj ] = 0, [xi, yj ] = δi,j , (4)
[e˜i,k, xj ] = −δi,j xj , [e˜i,k, yj ] = δi,j yj . (5)
Now consider n2 coefficients (ci,k)i,k=2,...,n+1 such that
(∀j ∈ {2, . . . , n+ 1}): n+1∑ cj,k = 0. (6)
k=2
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∑
i,k ci,ke˜i,k ∈ K(g0n+1) commutes to all xj and yj for j ∈ {2, . . . , n + 1}.
Let h be the Lie algebra of matrices C = (ci,k)2i,kn+1 ∈ gln whose coefficients satisfy iden-
tities (6). It is easily checked that one has h 	 g0n. Now define a map α :h → K(g0n+1) by
α(C) =∑i,k2 ci,ke˜i,k for all C ∈ h. Lengthy computations show that the linear map α preserves
the brackets. Thus, it can be extended to an associative algebras morphism αˆ :U(h) → K(g0n+1).
Let A be the image of αˆ. By construction, A commutes to the elements x2, . . . , xn+1 and
y2, . . . , yn+1. Let B = F[x2, y2, . . . , xn+1, yn+1] ⊆ K(g0n+1). Due to relations (4), we can see
that B is a factor ring of the Weyl algebra An(F). Now let S be the subalgebra of K(g0n+1) gener-
ated by A and B . It is a quotient algebra of the tensor product A⊗F B; besides it is readily seen
that S generates K(g0n+1) as a division ring. Denoting by GKdim and Tdeg the Gelfand–Kirillov
dimension and transcendence degree [9], we have
(n+ 1)n = TdegK(g0n+1)= Tdeg Frac(S)GKdim(S)GKdim(A⊗F B)
GKdim(A) + GKdim(B)GKdim U(h)︸ ︷︷ ︸
=n(n−1)
+GKdim An(F)︸ ︷︷ ︸
=2n
= n(n+ 1),
whence GKdim(A) = GKdim U(h). As in Lemma 1.2.3 we conclude that αˆ is an embedding,
thus Frac(A) 	 K(h) 	 K(g0n). By induction, K(g0n) is generated by n2 − n elements satisfying
the defining relations of a Weyl algebra (1). Consequently, the division ring K(g0n+1) is gener-
ated by (n2 − n) + 2n = (n + 1)2 − (n + 1) elements subject to the same relations. Applying
Lemma 1.2.3, we conclude that K(g0n+1) is isomorphic to the Weyl skewfield D (n+1)n2 (F) and
that Z(g0n) =O[g0n]. 
2.2. Enveloping skewfields of gln and sln
2.2.1. Let ζ1, . . . , ζn be the Casimir elements of gln (see for instance [12]). We shall prove that
the division ring K(gln) is generated by K(g0n) and these elements. To do so, we will need the
following lemma.
Lemma. Let K be a division ring, K0 a subdivision ring, C and C0 their respective centres.
Assume that C0 ⊆ C. Let K1 = C.K0 ⊆ K the subalgebra of K generated by C and K0. Then
K1 	 C ⊗C0 K0. In particular, the centre Z(K1) = C and we have the following dimensional
equalities:
[K1 :C] = [K0 :C0], [K1 :K0] = [C :C0].
Proof. The multiplication map induces an algebra morphism μ :C ⊗C0 K0 → K1, which is
clearly surjective. Since the algebra C ⊗C0 K0 is simple, μ is also injective, hence it is an iso-
morphism. In particular, we have Z(K1) = C ⊗C0 Z(K0) = C; the dimensional equalities follow
readily. 
Corollary. Let g0n be the subalgebra of gln defined in 2.1.1. The division ring K(gln) is generated
by K(g0n) and the Casimir elements ζ1, . . . , ζn.
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Proposition 2.1.2, we have C(g0n) =O(g0n), so that C(g0n) ⊆ C(gln). In the proof of [12, Theo-
rem 1], it is shown that the field C(gln) is generated over F by the Casimir elements ζ1, . . . , ζn
and the elements epi,j − e[p]i,j such that j ∈ {2, . . . , n}. Since the latter generate the fieldO(g0n), we
have C(gln) = C(g0n)(ζ1, . . . , ζn).
Now let K1 be the subalgebra of K(gln) generated by K(g0n) and ζ1, . . . , ζn. Applying the
previous lemma, we get [K1 : C(gln)] = [K(g0n) : C(g0n)]. Since K(g0n) 	 Dn(n−1)/2(F), using
1.1.3 we get [K1 :C(gln)] = pn(n−1). Since [K(gln) :C(gln)] = pn2−n (cf. [12]), we deduce that
K1 = K(gln), which is what we wanted. 
2.2.2. Theorem. The enveloping skewfield of gln is isomorphic to the Weyl skewfield with indices
n(n−1)
2 and n:
K(gln) 	D n(n−1)
2 ,n
(F).
Proof. Let g0n ⊆ gln as in 2.1.1 and ζ1, . . . , ζn the Casimir elements of gln. By the previous
corollary, the division ring K(gln) is generated by K(g0n) and ζ1, . . . , ζn. Using Proposition 2.1.2,
we see that K(gln) is generated by n2 elements x1, . . . , x n(n−1)
2
, y1, . . . , y n(n−1)
2
and ζ1, . . . , ζn
satisfying the relations (1) defining a Weyl algebra. Using Lemma 1.2.3 it follows that K(gln) 	
D n(n−1)
2 ,n
(F). 
Corollary. The division ring K(gln) has exponent p.
2.2.3. The case of the Lie algebra sln, for p  n, can be dealt with similarly. To do so, one has to
replace the subalgebra g0n ⊆ gln of Section 2.1.2 by the subalgebra s0n ⊆ sln of traceless matrices
whose first column is zero, except possibly the top coefficient. Note that the Lie algebras g0n and
s0n are isomorphic when p  n.
Theorem. Assume that p  n, then the enveloping skewfield of sln is isomorphic to a Weyl skew-
field
K(sln) 	D n(n−1)
2 ,n−1(F).
In particular, we also have ExpK(sln) = p.
3. Witt algebras
In this section, we consider a ground field F with characteristic p > 0; for convenience we
assume that it is also a perfect field. For the sake of simplicity we shall also assume p = 2; we set
q = p−12 ∈ N, so that in particular we have 2q + 1 = 0 in F. The general notations U(g), Z(g),
etc., introduced in 1.2.1 and 1.2.2 will be used without further reference.
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3.1.1. In the sequel, a multi-index m ∈ Zq+1 is a (q+1)-tuple m = (m0, . . . ,mq) of integers. The
length of a multi-index is defined by |m| = m0 + · · · +mq ∈ Z. Note that under this convention,
the length is an additive map. For each j ∈ {0, . . . , q} we have the following distinguished multi-
index of length 1:
εj = (δ0,j , . . . , δq,j ).
This is the (q + 1)-tuple with all components equal to 0 except the component of index j , which
is 1.
3.2. The Witt algebra W1
We now turn to the study of the enveloping skewfield of the Witt algebra W1. We will often
write for convenience w = W1.
3.2.1. Recall that w is the derivation algebra of the truncated polynomial ring F[x]/(xp). For all
j ∈ {−1,0,1, . . . , p − 2}, let ej = xj+1 ∂∂x . Thus, w =
⊕p−2
j=−1 Fej ; the Lie bracket satisfies
[ei, ej ] =
{
(j − i)ei+j if − 1 i + j  p − 2,
0 otherwise. (7)
It is easily checked that the p-centre in the enveloping algebra is the central subalgebra O[w] =
F[ep−1, ep0 − e0, ep1 , . . . , epp−2].
3.2.2. Invariants under the action of w. The following result will allow us to construct elements
in the enveloping algebras of the Witt algebras W1 and W2 which are invariant under the natural
adjoint action of W1 (Sections 3.2.3 and 3.3.3).
Lemma. Let B be an associative algebra. Assume that the Witt algebra w acts upon B by deriva-
tions. For all k ∈ {0, . . . , q}, let V (k) ⊆ B be a sub-w-module isomorphic to the adjoint module.
We can choose a basis {X(k)j }−1jp−2 of V (k) such that, for all i, j ∈ {−1, . . . , p−2}, we have
ei ·X(k)j =
{
(j − i)X(k)i+j if − 1 i + j  p − 2,
0 otherwise.
Define an element Ω ∈ B by the following formula:
Ω =
∑
m∈Nq+1
|m|=p−1
X
(0)
p−2−m0X
(1)
p−2−m1 · · ·X
(q)
p−2−mq .
Then Ω is invariant under the action of w.
Proof. Throughout the proof, we shall use the notation M= {m ∈ Nq+1 | |m| = p − 1}. Also,
for convenience, we set X(k) = 0 if j /∈ {−1,0, . . . , p − 2}.j
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the action of e−1 and ep−2. We deal with both cases separately. For m = (m0, . . . ,mq) ∈ Nq+1,
we write p−2−m for (p−2−m0, . . . , p−2−mq). If a ∈ Zq+1, let X(a) = X(0)a0 · · ·X(q)aq ∈ B .
We can rewrite Ω as
Ω =
∑
m∈M
X(p − 2 − m).
It is readily seen that, for a ∈ Zq+1, we have e−1 ·X(a) =∑qs=0(as + 1)X(a − εs), where εs is
the unit multi-index defined in 3.1.1. Hence,
e−1 ·Ω =
∑
m∈M
q∑
s=0
(p − 2 −ms + 1)X(p − 2 − m − εs)
=
∑
a∈A
∑
s∈{0,...,q}
m∈M
a=m+εs
(p − 2 − ms + 1︸ ︷︷ ︸
=p−(ms+1)=p−as
)X(p − 2 − a),
where A is the set of all possible multi-indices of the form m + εs , for some m ∈M and some
s ∈ {0, . . . , q}. Let a ∈A; we fix two elements μ ∈M and t ∈ {0, . . . , q} such that a = μ + εt .
Then, given an integer s ∈ {0, . . . , q}, there exists at most one element m ∈M such that a =
m + εs , namely a − εs . Let
δ(s) =
{
1 if a − εs ∈M,
0 if a − εs ∈ Zq+1 \M.
Then
e−1 ·Ω =
∑
a∈A
(
q∑
s=0
(p − as)δ(s)
)
X(p − 2 − a). (8)
Let us compute the coefficient
∑q
s=0(p − as)δ(s). We first show that
∑q
s=0(p − as)δ(s) =∑q
s=0(p− as) in F. We have δ(s) = 1 if and only if a − εs ∈M. Now recall thatM is the set of
all multi-indices of length p − 1 with only nonnegative entries. Since |a − εs | = |μ+ εt − εs | =
|μ| = p − 1, the following equivalences hold:
δ(s) = 1 ⇐⇒ a − εs ∈M ⇐⇒ all entries of a − εs are nonnegative.
Since all entries of μ are nonnegative, the entries of a − εs = μ + εt − εs are also nonnegative,
except if s = t and μs = 0. In this case, we see that as = μs = 0, thus p − as = (p − as)δ(s) = 0
in F. When δ(s) = 1 the identity p − as = (p − as)δ(s) is trivial. Consequently, the following
holds in F:
q∑
s=0
(p − as)δ(s) =
q∑
s=0
(p − as) = −
q∑
s=0
as = −|a| = −|μ + εt | = 0.
Replacing in (8), we get e−1 ·Ω = 0.
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the action of ep−2. We splitM into three parts:M=M(1)∪M(2)∪M(3), with
M(1) = {m ∈M | all mj are zero, except one which is p − 1},
M(2) = {m ∈M | all mj are zero, except two which are 1 and p − 2},
M(3) = {m ∈M | all mj are  p − 3}.
Decompose accordingly Ω = ω1 +ω2 + ω3, with
ωi =
∑
m∈M(i)
X
(0)
p−2−m0X
(1)
p−2−m1 · · ·X
(q)
p−2−mq for i ∈ {1,2,3}.
From the relation ep−2 · X(k)j = 0 when j > 0, it is clear that ep−2 · ω3 = 0. Let us write out the
elements ω1 and ω2:
ω1 =
q∑
s=0
X
(0)
p−2 · · ·X(s−1)p−2 X(s)−1X(s+1)p−2 · · ·X(q)p−2
and
ω2 =
q∑
s=0
∑
t =s
X
(0)
p−2 · · ·X(s)p−3 · · ·X(t)0 · · ·X(q)p−2.
In these expressions, the “· · ·” are products of elements X(k)p−2 with fixed lower index p − 2 and
varying upper index k ∈ {0, . . . , q}. Now, using the fact that ep−2 ·X(k)−1 = X(k)p−3 and ep−2 ·X(k)0 =
2X(k)p−2, we compute
ep−2 ·Ω =
q∑
s=0
X
(0)
p−2 · · ·X(s)p−3 · · ·X(q)p−2 +
q∑
s=0
∑
t =s
2X(0)p−2 · · ·X(t)p−2 · · ·X(s)p−3 · · ·X(q)p−2︸ ︷︷ ︸
independent of t
=
q∑
s=0
X
(0)
p−2 · · ·X(s)p−3 · · ·X(q)p−2 +
q∑
s=0
2qX(0)p−2 · · ·X(s)p−3 · · ·X(q)p−2
=
q∑
s=0
(1 + 2q)X(0)p−2 · · ·X(s)p−3 · · ·X(q)p−2 = 0,
because 2q + 1 = 0 in F. The proof of the lemma is complete. 
3.2.3. A central element in U(w). As an application of Lemma 3.2.2 we construct a nontrivial
central element in the enveloping algebra of w. Let Ω ∈ U(w) be defined by
Ω =
∑
m∈Nq+1
|m|=p−1
ep−2−m0 · · · ep−2−mq . (9)
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Z(w) is generated by the p-centre O[w] and the element Ω . We will give a different proof of
this result in 3.2.6 and simultaneously prove that the centre Z(w) is a factorial ring.
Lemma. The element Ω defined above is central in U(w).
Proof. We apply Lemma 3.2.2 to B = U(w) and V (0) = · · · = V (q) = w ⊆ U(w). Thus, we see
that Ω is annihilated by the adjoint action of w, in other words, Ω ∈ Z(w). 
3.2.4. The enveloping skewfield of w. We proceed with the study of the division ring K(w).
Let us first introduce the restricted subalgebra w0 =⊕p−2k=0 Fek ⊆ w.
Proposition. One has K(w0) 	D p−1
2
(F). Moreover, one has Z(w0) =O[w0].
Proof. We use Propositions 1.2.5 and 1.2.6. For all k ∈ {−(q − 1), . . . , q − 1}, let
gk = Feq−k ⊕ Feq−k+1 ⊕ · · · ⊕ Fep−2.
For k ∈ {−(q − 1), . . . , q − 1}, let Xk = eq−k . One can check without difficulty that this decom-
position satisfies the requirements 1–5 of Proposition 1.2.5.
Observing that w0 	 Fd  gq−1, where d is the restriction of the inner derivation ad(e0) to
the ideal gq−1 ⊆ w0, we check that Proposition 1.2.6 can be applied, hence K(w0) 	 Dq,0(F).
From Proposition 1.2.3 we also get Z(w0) =O[w0]. 
3.2.5. Proposition. We have an isomorphism K(w) 	D p−1
2 ,1
(F).
Proof. First, using the defining formula
Ω =
∑
m∈Nq+1
|m|=p−1
ep−2−m0 · · · ep−2−mq ,
and the commutation rules (7), it is easy to check that one has Ω = qe−1eqp−2 + Ω0, for some
Ω0 ∈ U(w0). Thus, the element e−1 can be written as
e−1 = q−1 (Ω − Ω0) e−qp−2 ∈ K(w).
Since K(w) is generated by K(w0) and e−1, we see that K(w) is also generated by K(w0)
and Ω . By Proposition 3.2.4, the division ring K(w) is generated by 2q + 1 = p elements
x1, . . . , xq , y1, . . . , yq and z = Ω satisfying the relations (1) defining a Weyl algebra. Since
dim(w) = p we conclude that K(w) 	Dq,1(F) using Lemma 1.2.3. 
Corollary. The centre of K(w) is O(w0)(Ω). It is a purely transcendental extension of the
ground field F, with transcendence degree p.
Proof. Since K(w) = K(w0)(Ω), with Ω central and transcendent over K(w0), we also have
C(w) = C(w0)(Ω). The fact that C(w0) =O(w0) is given by Proposition 3.2.4. 
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precisely, we will simultaneously prove that Z(w) is a factorial ring and that Z(w) =O[w][Ω].
To do so, we use Nagata’s lemma (Proposition 1.3.1); the following lemma ensures that the
required hypotheses are satisfied.
Lemma. The element epp−2 ∈O[w] is a prime element of O[w][Ω].
Proof. We endow the enveloping algebra U(w) with the canonical filtration. The associated
graded algebra GrU(w) 	 S(w) can be identified with a polynomial ring in the variables
X−1,X0, . . . ,Xp−2, where Xi = gr(ei) for all i. Denote by S(w)p the set of pth powers of
elements in S(w).
Let A = O[w][Ω] ⊆ Z(w) be the subalgebra of Z(w) generated by the p-centre and the
element Ω . We endow A with the filtration induced from the natural filtration of U(w). We first
describe the associated graded algebra Gr(A) ⊆ S(w). Let ζ = gr(Ω) ∈ S(w); it is easy to see
that
ζ =
∑
m∈M
Xp−2−m0 · · ·Xp−2−mq . (10)
It follows from standard methods in filtered algebras that Gr(A) = S(w)p[ζ ].
Now, in order to show that epp−2 is prime in A, we only have to check that the element
gr(epp−2) = Xpp−2 is prime in Gr(A) (by Lemma 1.3.2). To this purpose we can use Lemma 1.3.3.
Let ζ be the image of ζ in the factor ring S(w)/(Xp−2) (it can be obtained by “setting Xp−2 = 0”
in the decomposition (10)). We have to check that the differential of ζ is nonzero, i.e., that ζ is not
a pth power in S(w)/(Xp−2). Since ζ is a linear combination of monomials of degree q +1 < p,
we only have to check that ζ = 0. Let Xk the image of Xk in the factor ring S(w)/(Xp−2). We
have
ζ =
∑
(m0,...,mq)∈M
m0,...,mq>0
Xp−2−m0 · · ·Xp−2−mq .
It is easily seen that the monomial Xq−1 (Xp−3)q , corresponding to multi-indices m having one
entry equal to q and all others equal to 1, appears with multiplicity q + 1 in this decomposition.
Since q + 1 = 0 in F, the element ζ is nonzero: the proof is complete. 
Proposition. Let w be the Witt algebra and Ω ∈ U(w) the element defined by (9).
1. The ring O[w][Ω] is factorial.
2. We have Z(w) =O[w][Ω].
Proof. Let us prove part 1 first. Let A = O[w][Ω]. The element x = epp−2 ∈ A is prime in A
by the previous lemma. Using Nagata’s lemma (Proposition 1.3.1), it is enough to prove that the
localisation A[x−1] is factorial in order to show that A is factorial.
Consider the following central localisations, which we identify with subrings of K(w):
U(w)[(ep )−1]= U(w)[e−p ]= U(w0)[e−p ][e−1].p−2 p−2 p−2
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Proposition 3.2.5, we can see that
U(w)[e−pp−2]= U(w0)[e−pp−2][Ω].
Taking centres and using the fact that epp−2 is central, we get
Z
(U(w))[e−pp−2]= Z(U(w0)[Ω])[e−pp−2].
Using the fact that Ω is transcendent over U(w0) and taking into account the equality Z(w0) =
O[w0] (Proposition 3.2.4), it follows
Z(w)
[
e
−p
p−2
]=O[w0][Ω][e−pp−2] (11)
=O[w][Ω][e−pp−2]. (12)
The identity (12) is obvious, because O[w0] ⊆ O[w] ⊆ Z(w). Now the ring O[w0][Ω] is iso-
morphic to a polynomial ring, so (11) shows that the considered rings are localisations of factorial
rings, and thus factorial. This is what we needed to prove.
Now we turn to part 2 of the proposition. The ring Z(w) is an integral extension of O[w][Ω].
SinceO[w][Ω] is a factorial ring, it is also integrally closed. To prove that the two rings coincide,
it is thus enough to check that FracZ(w) = FracO[w][Ω]. This follows from identity (12) above,
which shows that they have a common localisation. The proof of the proposition is complete. 
3.2.7. Conclusion. We summarise the results of Propositions 3.2.5 and 3.2.6.
Theorem. Let w =⊕p−2j=−1 ej be the Witt algebra over F and Ω the element defined by
Ω =
∑
m∈Nq+1
|m|=p−1
ep−2−m0 · · · ep−2−mq ∈ U(w).
1. We have Z(w) =O[w][Ω]. Moreover, it is a factorial ring.
2. The enveloping skewfield K(w) is isomorphic to the Weyl skewfieldD p−1
2 ,1
(F). In particular,
K(w) is of index p(p−1)/2 and exponent p:
IndK(w) = p p−12 , ExpK(w) = p.
Furthermore, the centre of K(w) is a purely transcendental extension of F, with transcen-
dence degree p.
3.3. The tensor product A(1)⊗W1
3.3.1. Definitions and notations. The Witt algebra W2 is the Lie algebra of derivations of the
truncated polynomial ring F[x, y]/(xp, yp). The family of derivations of the form xjyk ∂ or∂x
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∂y
(for j, k ∈ {0, . . . , p − 1}) form a linear basis of W2. We consider the restricted subalge-
bra p ⊆ W2 of derivations which annihilate y:
p =
p−1∑
j,k=0
Fxjyk
∂
∂x
.
It is readily seen to be isomorphic to the tensor product A(1)⊗W1, where A(1) = F[x]/(xp) and
W1 = DerF A(1). For all pairs (j, k) ∈ {−1, . . . , p−2}×{0, . . . ,p−1}, we set e(k)j = ykxj+1 ∂∂x .
Thus, we get the following commutation rules in p:
[
e
(k)
j , e
(k′)
j ′
]= { (j ′ − j)e(k+k′)j+j ′ if (j + j ′, k + k′) ∈ {−1, . . . , p − 2} × {0, . . . , p − 1},
0 otherwise.
(13)
3.3.2. Preliminary result. Let p0 =∑j,k0 Fe(k)j ⊆ p; this is a restricted subalgebra of p which
will play the same role for p as w0 played for w. Namely, we will first show that K(p0) is
isomorphic to a Weyl skewfield, then we will prove that K(p) is generated by K(w0) and some
central elements defined in Section 3.3.3. The structure of the division ring K(p) will thus be
easily described.
Proposition. One has K(p0) 	D p(p−1)
2
(F). Moreover, one has Z(p0) =O[p0].
Proof. First consider the subalgebra
p1 =
∑
j,k0
j+k =0
Fe
(k)
j ⊆ p0.
Let us explain how to construct a chain of ideals
p1 = gN ⊇ gN−1 ⊇ · · · ⊇ g0 ⊇ · · · ⊇ g−N = z
satisfying requirements 1–5 of Proposition 1.2.5. For α = (j, k) ∈ Z2, we let eα = e(k)j if α ∈{−1, . . . , p − 2} × {0, . . . , p − 1} and eα = 0 otherwise. Let
A= {0, . . . , p − 2} × {0, . . . , p − 1},
so that p0 =∑α∈A Feα . We order A lexicographically, namely (j, k)  (j ′, k′) if k < k′, or if
k = k′ and j  j ′. Let μ = (p − 2,p − 1) and c = (q, q) = (p−12 , p−12 ). Observe that eγ = 0
whenever γ > μ in Z2. Last, we let A+ = {α ∈A | α  c} and A− = {α ∈A | α < c}.
The map α ∈A 
→ μ−α ∈A is a decreasing involution swapping A+ and A−. We can order
A− andA+ increasingly: we writeA− = {0,mN, . . . ,m1} andA+ = {m0,m−1, . . . ,m−N }, with
c = m0 < m−1 < · · · < m−N = μ and mi = μ−m−(i−1) for all i. Now, for all k ∈ {−N, . . . ,N},
we define gk =∑αmk Feα ⊆ p1 and Xk = emk . Now we can check that p1 satisfies requirements
1–5 of Proposition 1.2.5.
For all k ∈ {−N, . . . ,N}, we have gk = gk−1 ⊕ FXk by construction: this is the required
condition 1. Moreover, for all k ∈ {1, . . . ,N}, we have [Xk,X−(k−1)] = [emk , em−(k−1)] ∈
Femk+m−(k−1) = Feμ = z, which is condition 3.
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z(gk) ⊇ g−k : let α mk and β m−k , so that eα ∈ gk and eβ ∈ g−k . We have [eα, eβ ] ∈ Feα+β .
Since α + β  mk + m−k > mk + m−(k−1) = μ, we have [eα, eβ ] = 0. Thus, [gk,g−k] = 0,
proving that z(gk) ⊇ g−k . Now we will show that these subspaces are actually equal. We use
induction on k  0. If k = 0, the Lie algebra g0 is commutative, so that the required condition
is true. If k > 0, we have z(gk−1) = g−(k−1) by induction. Let Yk = em−(k−1) ∈ g−(k−1); write out
mk = (j, r) and m−(k−1) = (j ′, r ′). Using the commutation rules (13), we get
[Xk,Yk] = [emk , em−(k−1)] = (j ′ − j)emk+m−(k−1) = (j ′ − j)eμ.
Now m−(k−1) = μ−mk = (p − 2 − j,p − 1 − r), so j ′ − j = p− 2 − 2j . Since 0 j  p− 2,
we also have −(p − 2) j ′ − j  p − 2: hence, j ′ − j = 0 in F if and only if j ′ − j = 0 in Z.
But since j ′ − j = p − 2 − 2j and p is an odd number, we have j ′ − j = 0. It follows
[Xk,Yk] = 0. (14)
Since Yk is central in the subalgebra gk−1, it follows that ad(Xk)|gk−1 does not vanish on the
centre z(gk−1). Using the decomposition gk = gk−1 + FXk we can deduce that z(gk)  z(gk−1).
Thus, we have
g−k ⊆ z(gk)  z(gk−1) = g−(k−1);
since g−k is of codimension 1 in g−(k−1), we see that g−k = z(gk).
Let us check the remaining conditions. Note that the Lie algebra p1 is N2-graded by
deg(eα) = α. We choose an element Xk , which is of the form Xk = eα for some α > 0. We
want to check condition 5. Since eα is homogeneous, of degree α, any element of the form
[(ad eα)ia, (ad eα)j b] with homogeneous a, b ∈ p1 is again homogeneous. Its degree is given by
β = (i + j)α + deg(a) + deg(b). (15)
Since α > 0 in N2, one of its components is  1. Thus, the corresponding component of β is
 i + j . But in p0, all nonzero homogeneous elements of degree (k, l) satisfy k < p and l < p.
So, if i + j  p, we also have [(ad eα)ia, (ad eα)j b] = 0: this is condition 5. Similar arguments
show that (ad eα)p = 0, which is condition 4.
For the algebra p0 = p1 +Fe(0)0 , one can use Proposition 1.2.6, leading to K(p0) 	DN+1,0(F)
with N + 1 = |A| = p(p−1)2 . From Proposition 1.2.3 we also get Z(w0) =O[w0]. 
3.3.3. Structure of K(p). For convenience we let e(j)i = 0 if (i, j) /∈ {−1, . . . , p − 2} ×
{0, . . . , p − 1}. For all (q + 1)-tuples k,m ∈ Zq+1, define a monomial
M
(k)
m = e(p−1−k0)p−2−m0 · · · e
(p−1−kq )
p−2−mq ∈ U(p).
For all integer s ∈ {0, . . . , p − 1}, let
Ωs =
∑
k∈Nq+1
|k|=s
∑
m∈Nq+1
|m|=p−1
M
(k)
m ∈ U(p).
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the elements Ω0, . . . ,Ωp−1 are central in U(p). Moreover, the division ring K(p) is generated
by K(p0) and Ω0, . . . ,Ωp−1:
F[Ω0, . . . ,Ωp−1] ⊆ Z(p), K(p) = K(p0)(Ω0, . . . ,Ωp−1).
Before proceeding with the proof of this proposition, we state an important corollary. It can be
deduced from 3.3.2 and the above with the same arguments which were used for K(w) (Propo-
sition 3.2.5).
Corollary. There is an isomorphism K(p) 	 D p(p−1)
2 ,p
(F). Moreover, the centre of K(p) is
O(p0)(Ω0, . . . ,Ωp−1).
Proof of Proposition 3.3.3. We first make the following observation. The Lie algebra w = W1
embeds naturally in p; more precisely, we have w 	∑p−2j=−1 Fe(0)j . In particular, the adjoint action
of w on p extends to a natural action on U(p). Moreover, for all integer k ∈ {0, . . . , p − 1}, the
subspace
∑p−2
j=−1 Fe
(k)
j ⊆ p ⊆ U(p) is a w-submodule isomorphic to the adjoint module.
Let us prove that the elements Ω0, . . . ,Ωp−1 are central in U(p). For s ∈ {0, . . . , p − 1}, we
will denote for simplicity
Ms =
{
m ∈ Nq+1 ∣∣ |m| = s}.
We first show that the elements Ωs are annihilated by the natural action of w. Fix a (q + 1)-tuple
k ∈ Nq+1; for all index i ∈ {0, . . . , q}, the subspace V (i) =∑p−2j=−1 Fe(p−1−ki )j ⊆ p ⊆ U(p) is a
w-submodule isomorphic to the adjoint module. Using Lemma 3.2.2, we can see that the element
Ω(k) =∑m∈Mp−1 M(k)m is annihilated by adjoint action of w, hence also Ωs =∑k∈Ms Ω(k).
Now, observe that p is generated by w and the element e(1)0 . To see that Ωs is p-invariant, all
which remains to check is that [e(1)0 ,Ωs] = 0. As above, it is enough to check that the element
Ωm =∑k∈Ms M(k)m is annihilated by adjoint action of e(1)0 . For all i ∈ {0, . . . , q}, consider the
unit multi-index εi = (δ0,i , δ1,i , . . . , δq,i ) ∈ Nq+1. For m,k ∈ Nq+1, one can check that
[
e
(1)
0 ,M
(k)
m
]= q∑
i=0
(p − 2 −mi)M(k−εi )m .
Let us compute [
e
(1)
0 ,Ωm
]= ∑
k∈Ms
[
e
(1)
0 ,M
(k)
m
]
=
∑
k∈Ms
q∑
i=0
(p − 2 −mi)M(k−εi )m
=
∑
c∈Ms−1
∑
k,i
k−ε =c
(p − 2 − mi)M(c)m ,
i
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relation can be rewritten as
[
e
(1)
0 ,Ωm
]= ∑
c∈Ms−1
(
q∑
i=0
δ(c, i)(p − 2 − mi)
)
M
(c)
m ,
where δ(c, i) = 1 if c + εi ∈Ms and 0 otherwise. Now, for c ∈Ms−1 and i ∈ {0, . . . , q}, one
always has c + εi ∈Ms , so that one always has δ(c, i) = 1. Hence,
[
e
(1)
0 ,Ωm
]= ∑
c∈Ms−1
(
q∑
i=0
(p − 2 −mi)
)
M
(c)
m .
Since the element m ∈Mp−1, one has ∑qi=0(p − 2 − mi) = −2(q + 1) − |m| = 0 in F, hence
[e(1)0 ,Ωm] = 0. This is what we wanted to show: the first part of the proof is complete.
Now we have to show that K(p) is generated by K(p0) and Ω0, . . . ,Ωp−1. For all s ∈
{0, . . . , p − 1}, let
gs = p0 ⊕
s∑
j=0
Fe
(p−1−j)
−1 .
It is quite easy to check that Ωs ∈ U(gs) and that it is of degree 1 in e(p−1−s)−1 over K(gs−1);
more precisely, we can show
Ωs ≡ (q + 1) e(p−1−s)−1
(
e
(p−1)
p−2
)q
mod U(gs−1). (16)
We deduce inductively that K(p) = K(p0)(Ω0, . . . ,Ωp−1) as required. 
Remark. Keeping the notations p0 and Ω0, . . . ,Ωp−1 as above: the relation (16) allows us to
see more precisely that
U˜(p) = U˜(p0)[Ω0, . . . ,Ωp−1],
where U˜ denotes the localisation of the enveloping algebra by the element e(p−1)p−2 (or, equiv-
alently, by the central element (e(p−1)p−2 )
p ∈ O[p0]). This fact will be used when we determine
precisely the centre of U(p) (Proposition 3.3.5).
3.3.4. The centre of U(p). We keep the notations Ω0, . . . ,Ωp−1 introduced in 3.3.3. We shall
prove that Z(p) =O[p][Ω0, . . . ,Ωp−1] and, simultaneously, that it is a factorial ring. The proof
is similar to, but more technical than the corresponding result for W1 (Proposition 3.2.6). We
start with the following lemma.
Lemma. Let eμ = e(p−1)p−2 ∈ p (i.e., the element e(k)j with largest possible indices j and k). Then
the pth power epμ is a prime element in the commutative ring O[p][Ω0, . . . ,Ωp−1].
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GrU(p) 	 S(p) can be identified with a polynomial ring in the variables X(j)i , where X(j)i =
gr(e(j)i ) for all (i, j) ∈ {−1, . . . , p − 2} × {0, . . . , p − 1}. Now let A =O[p][Ω0, . . . ,Ωp−1] be
the subalgebra of Z(p) generated by the p-centre and the elements Ω0, . . . ,Ωp−1. We endow
A with the filtration induced from the natural filtration of U(p). We first describe the associated
graded algebra Gr(A) ⊆ S(p).
Recall that q = p−12 . For all s ∈ {0, . . . , p − 1}, we letMs = {m ∈ Nq+1 | |m| = s}. Let
ζs =
∑
k∈Ms
∑
m∈Mp−1
X
(p−1−k0)
p−2−m0 · · ·X
(p−1−kq )
p−2−mq ∈ S(p).
Denote by S(p)p the set of pth powers of elements in S(p). Finally consider the subring B =
S(p)p[ζ0, . . . , ζp−1] ⊆ S(p). Using fairly standard arguments, one can show that Gr(A) = B:
Gr
(O(p)[Ω0, . . . ,Ωp−1])= S(p)p[ζ0, . . . , ζp−1].
Now, in order to show that epμ is prime in A, we only have to show that gr(epμ) is prime in
B = Gr(A) (by Lemma 1.3.2). Let gr(eμ) = Xμ = X(p−1)p−2 , so that gr(epμ) = Xpμ. We want to
apply Lemma 1.3.3, so we need to show that the differentials of the images of ζ0, . . . , ζp−1 in the
factor ring S(p)/(Xμ) are independent.
We start giving a description of the elements ζs as a linear combination of distinct monomials.
Let the symmetric group Sq+1 act upon Nq+1 by permutation of coordinates. This action clearly
restricts to each set Ms . Now let Sq+1 act componentwise on the product Mp−1 ×Ms . Since
the variables X(k)j commute with each other, we see that for any pair ρ = (m,k) ∈Mp−1 ×Ms ,
the monomial
M(ρ) = X(p−1−k0)p−2−m0 · · ·X
(p−1−kq )
p−2−mq
depends only on the orbit of ρ under Sq+1. Besides, it is clear that different orbits give rise to
different monomials. LetR be a system of representatives of the action Sq+1 uponMp−1 ×Ms .
Thus, we can write
ζs =
∑
ρ∈R
c(ρ)M(ρ), (17)
where c(ρ) is the cardinality of the orbit of ρ. Since c(ρ) divides |Sq+1| = (q + 1)!, and since
q + 1 < p, we see that c(ρ) defines a nonzero element of the field F.
Now we identify the factor ring S(p)/(Xμ) with the subring of S(p) generated by all variables
X
(k)
j except Xμ = X(p−1)p−2 . The images ζ s of ζs mod Xμ can be obtained by retaining in (17)
only the monomials which do not depend on the variable Xμ. Let ρ = (m,k) ∈Mp−1 ×Ms ;
the monomial M(ρ) = X(p−1−k0)p−2−m0 · · ·X
(p−1−kq )
p−2−mq is independent of Xμ if and only if all pairs of
integers (mi, ki) = (0,0) for i ∈ {0, . . . , q}. For instance, let ρs = (m,ks) be defined by
m = (q,1, . . . ,1︸ ︷︷ ︸) and ks = (s,0, . . . ,0︸ ︷︷ ︸).
q times q times
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ξs = c(ρs)M(ρs)+ · · · ,
where “· · ·” is a linear combination of other monomials. Now one can check that each ζ s is of
degree 1 in X(p−1−s)q−1 and does not depend on the variables X
(p−1−s′)
q−1 for s′ < s. From this fact we
easily conclude that the differentials dζ 0, . . . , dζp−1 are linearly independent over S(p)/(Xμ),
which is just what we needed to show. The lemma is proved. 
3.3.5. Proposition. Let Ω0, . . . ,Ωp−1 ∈ U(p) be the central elements defined in 3.3.3.
1. The ring O[p][Ω0, . . . ,Ωp−1] is factorial.
2. We have Z(p) =O[p][Ω0, . . . ,Ωp−1].
Proof. In the remark following the proof of Proposition 3.3.3, we had observed that
U˜(p) = U˜(p0)[Ω0, . . . ,Ωp−1],
where U˜ denotes the central localisation of the enveloping algebra by the element (e(p−1)p−2 )
p
.
Now the remainder of the proof can be carried out using exactly the same arguments as in Propo-
sition 3.2.6. 
3.3.6. Conclusion. We summarise the results of Corollary 3.3.3 and Proposition 3.3.5.
Theorem. Let p be the Lie algebra A(1)⊗W1 in characteristic p  3 as defined in 3.3.1. Define
elements Ω0, . . . ,Ωp−1 by the following formula: for all s ∈ {0, . . . , p − 1},
Ωs =
∑
k∈Nq+1
|k|=s
∑
m∈Nq+1
|m|=p−1
e
(p−1−k0)
p−2−m0 · · · e
(p−1−kq )
p−2−mq .
1. We have Z(p) =O[p][Ω0, . . . ,Ωp−1]. Moreover, it is a factorial ring.
2. The enveloping skewfield K(p) is isomorphic to the Weyl skewfield D p(p−1)
2 ,p
(F). In particu-
lar,
IndK(p) = pp(p−1)/2, ExpK(p) = p.
Furthermore, the centre of K(p) is a purely transcendental extension of the ground field F,
with transcendence degree p2.
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