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Real-Time Robotic Tasks for Cyber-Physical
Avatars
Pei-Chi Huang, Ph.D.
The University of Texas at Austin, 2017
Supervisor: Aloysius K. Mok
Although modern robots can perform complex tasks using sophisticated
algorithms that are specialized to a particular task and environment, creat-
ing robots capable of completing tasks in unstructured environments without
human guidance (e.g., through teleoperation) remains a challenge. In this
research, we present a framework to meet this challenge for a \cyberphysical
avatar," which is dened to be a semi-autonomous robotic system that adjusts
to an unstructured environment and performs physical tasks subject to critical
timing constraints while under human supervision. This thesis rst realizes a
cyberphysical avatar that integrates three key technologies: (1) whole body-
compliant control, (2) skill acquisition from machine learning (neuroevolution
methods and deep learning), and (3) vision-based control through visual ser-
voing. Body-compliant control is essential for operator safety because avatars
perform cooperative tasks in close proximity to humans; machine learning en-
ables \programming" avatars such that they can be used by non-experts for
vii
a large array of tasks, some unforeseen, in an unstructured environment; the
visual servoing technique is indispensable for facilitating feedback control in
human avatar interaction. This thesis proposes and demonstrates a system-
atically incremental approach to automating robotic tasks by decomposing a
non-trivial task into stages, each of which may be automated by integrating
the aforementioned techniques. We design and implement the controllers for
two semi-autonomous robots that integrate three key techniques for grasping
and pick-and-place tasks. While a general theory is beyond reach, we present
a study on the tradeos between three design metrics for robotic task systems:
(1) the amount of training eort for the robots to perform the task, (2) the
time available to complete the task when the command is given, and (3) the
quality of the result of the performed task. The tradeo study in this de-
sign space uses the imprecise computation model as a framework to evaluate
specic types of tasks: (1) grasping an unknown object and (2) placing the
object in a target position. We demonstrate the generality of our integration
methodology by applying it to two dierent robots, Dreamer and Hoppy. Our
approach is evaluated by the performance of the robots in trading o between
task completion time, training time and task completion success rate, in an
environment similar to those in the recent Amazon Picking Challenge.
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on the following page.) . . . . . . . . . . . . . . . . . . . . . . 63
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iment. A scenario includes a cylinder, a cube, a sphere, a mug
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the letters labeling each object correspond to similar labels in
Table 6.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.7 A screen capture of the remote-control software application for
supervising the Dreamer robot. (a) Color and (b) depth images
from the Kinect sensor. (c) The image from the IP camera. (d)
An image snapshot taken when the user clicks on the color im-
age. (e) A dialog for connecting to Dreamer through a computer
network. (f) A dialog for inputting the captured depth array
into an evolved ANN. (g) Use motion planner to obtain a tra-
jectory. (h) A dialog for sending the orientations and positions
from the ANN to Dreamer to control its grasp. The conclusion
is that the grasping experiment can be implemented through
the remote control panel. . . . . . . . . . . . . . . . . . . . . . 73
6.8 Screen captures from the video demonstrating Dreamer grasp-
ing a ball, a bottle, a cube and a cup through an evolved
controller. Note that the small picture with red dots are the
snapshots from Kinect sensor panel. The bottom snapshots la-
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7.1 The architecture of the pick-and-place system. All the messages
are communicated and transferred through the ROS topic sys-
tem upon Ubuntu Linux 14.04. At a high-level layer, the au-
tonomy of the system is governed by a designed service graph-
ical user interface (GUI) which controls perception or robotic
manipulation, and the simulation environment Gazebo can be
simulated the robotic action before transferred to the real world.
A service GUI acting as the brain of the system decides which
actions can be executed based on the sensors and control feedback. 79
7.2 The owchart of the pick-and-place system. A service GUI for
the supervisor to issue the high-level commands to perform the
pick-and-place tasks and monitor the system status. The func-
tionalities of perception module are to do the object recognition
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owchart of the perception module in the pick-and-place
system. In the procedure of this module, a camera and CUDA
driver and toolkits are installed for vision conguration; raw
images are preprocessing and calculated each object's probabil-
ity for object detection and recognition; a database (DB) was
constructed to save objects information for easily fetching for
3D object models and reconstruction; LineMOD [26] was uti-
lized to execute template matching and optimized coordinate
and orientation for target 6D object pose estimation. Finally,
6D pose estimation was sent to the robot manipulation module.
The conclusion is that the system integrates real-time vision,
3D reconstruction, and template matching to predict object's
orientation and coordinates. . . . . . . . . . . . . . . . . . . . 83
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a tennis ball, (d) a set of cups, (e) a yellow toy, (f) a green toy,
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(l) a pencil box, (m) a book, (n) glasses, (o) a bottle of water,
(p) a sparking plug. The taken pictures from these objects have
been annotated with their bounding boxes and categories. The
dataset will be used to train our recognition model. . . . . . . . 87
7.5 The architecture of the neural network for training detection
objects. The network has 20 layers, including the input layer,
9 convolutional layers, 5 maxpooling layers, 3 fully connected
layers, 1 dropout layer, and the output layer. Based on pre-
vious work [64, 66, 71] , the input resolution for classication
task is 448  448  3 (width  height  depth), and followed
by a series of convolution layers and maxpool layers. Here, the
range for the 1st convolutional layer is 7  7 and has 16 lters,
denoted as 1 : 7  7@16. The size in the 2nd maxpool layer is
4, denoted as 2 : 4  4. The convolutional and maxpool lay-
ers interchangeably reduce the features space. Then, followed
by the two fully-connected layers, the rst is 256 input/output
features, and the second is 256 input and 4096 output features.
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network model can be used to predict objects and its coordi-
nates of bounding boxes. . . . . . . . . . . . . . . . . . . . . . 89
7.6 The testing results of the region-based convolutional neural
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gure shows
that the model can precisely detect the object and its locations. 91
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7.7 The process of 3D objects reconstruction. (a). Screenshots
captured from the recorded videos demonstrating a duck toy, a
box, a brush, a pencil box and a glue. (b). Screenshots capture
from the recorded videos displaying the extracted objects. The
conclusion is that this information can be saved in the database
to build 3D meshes. . . . . . . . . . . . . . . . . . . . . . . . . 95
7.8 Screenshot capture of the creation of 3D meshes of objects.
Left: Store objects 3D models in the database. Right: Objects'
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Chapter 1
Introduction to Robotic Task Design
for Cyber Physical Avatars
1.1 Introduction
Although modern robots can perform complex tasks competently
through hand-designed algorithms, it remains challenging to create robots ca-
pable of completing mission-critical tasks in unstructured environments with-
out dependence on human guidance (e.g. through teleoperation) [74]. A con-
spicuous example of this challenge is Amazon's use of autonomous robots to
fetch customers' orders in the company's massive warehouses. In line with
the goal of improving warehouse automation, Amazon organized the compe-
tition, Amazon Picking Challenge1, that challenged participants to develop
their own hardware and software for the general task of picking a subset of
products from inventory shelves and then placing them on a nearby table,
called a pick-and-place task. Amazon created the competition because com-
mercially viable automated pick-and-place tasks are still dicult. Another
example of this challenge is the labor-intensive component placement and in-
1Amazon Picking Challenge: http://amazonpickingchallenge.org/
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Figure 1.1: Automatic component placement and insertion assembly. The
example shows the insertion of a 4-pin choke coil into circuit board holes. (a)
Hand-form is labor-intensive; (b) Robot-form is cost-eective. Clearly, there
are enormous expenditures for hiring workers; the longer they spend on the
assembly, the higher the cost will be. The conclusion is that developing robots
to replace humans in factory assembly is necessary.
sertion assembly in mass industrial production, called pick-and-insert task, for
example, inserting a 4-pin choke coil into circuit board holes, as illustrated
in Figure 1.1. Although eorts to automate pick-and-insert assembly have
progressed from fully manual and product-specic programmable to full au-
tomation in industrial robotics, state-of-the-art techniques still cannot satisfy
customers' demand for low-cost automation with respect to sophisticated and
customized components. Each awkward or oddly shaped component must still
be hand-programmed for in-line assembly through specialized robotic systems,
making automation less exible and prohibitively expensive for smaller lots.
In this research, we present a framework to meet this challenge based
upon the concept of a \cyberphysical avatar," dened to be a semi-autonomous
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remote robotic system that adjusts to an unstructured environment and per-
forms physical tasks subject to critical timing constraints while under human
supervision [23]. This thesis rst realizes a cyberphysical avatar that integrates
three key technologies: (1) whole body-compliant control, (2) skill acquisition
from machine learning (neuroevolution methods and deep learning), and (3)
vision-based control through visual servoing. Body-compliant control is essen-
tial for operator safety because avatars perform cooperative tasks in close prox-
imity to humans; the prioritized whole-body compliant controller (WBC) is
used for our purpose [78]. Machine learning technique enables \programming"
avatars such that they can be used by non-experts for a large array of tasks,
in an unstructured environment; we apply a neuroevolution approach [42], i.e.
evolving an articial neural network (ANN) with an evolutionary algorithm
(EA). In particular, the widely-used NeuroEvolution of Augmenting Topologies
(NEAT); [81] algorithm is one of the most powerful for tasks where the optimal
behavior to be learned is unknown, but needs to be discovered by exploration.
Also, we apply deep learning algorithms for object detection, recognition and
its region-of-interest, which uses region proposal network built by several fully
connected convolutional neural network (CNN). Vision-based control is capa-
ble of \guiding" the motion of avatars to exploit an unknown environment by
using computer vision data. In the research, the visual servoing technique [32]
is indispensable for facilitating feedback control in human avatar interaction.
This thesis proposes and demonstrates a systematically incremental
approach to automating robotic tasks by decomposing a non-trivial task into
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stages, each of which may be automated by integrating the aforementioned
techniques. We design and implement the controllers for two semi-autonomous
robots that integrate three key techniques for grasping and pick-and-place
tasks. In these tasks, our approach has ve stages. In the rst stage, the hu-
man supervisor can choose to dene or automatically generate a bounding box
around the target object by means of the man-machine interface, In the sec-
ond stage, the robot's vision system recognizes the object and determines its
location, based solely on three-dimensional (3D) vision-based object features
as extracted by the robot's sensors. In the third stage, the robot through
o-line machine learning derives the robotic hand conguration that makes it
possible to accomplish the grasping task. In the fourth stage, two controllers
are applied: a visual servoing (VS) controller controls the motion of a robot
to safely move the object to the destination by using the knowledge of the
object's shape and of the camera's motion; a whole-body-control (WBC) con-
troller is used to adapt the robot's body to the actual physical conditions while
performing the grasping task. Finally, the robots place the object into the bin.
While a general theory is beyond reach, we also present a study on
the tradeos between three design metrics for robotic task systems: (1) the
amount of training eort for the robots to perform the task, (2) the time
available to complete the task when the command is given, and (3) the quality
of the result of the performed task. The tradeo study in this design space
uses the imprecise computation model [48, 49] as a framework to help explore
the boundary region of tolerance and nd best eort techniques. We evaluate
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specic types of tasks: (1) grasping an unknown object and (2) placing the
object in a target position. It is important to recognize the fact that the
quality of robotic task performance is a function of at least two parameters: the
amount of training the robot has had through machine learning algorithms, as
well as the tightness of the real-time task deadline that the robot is to meet. For
example, if we give the robot one second to grasp an unknown object, it is likely
that the grasp will not be as rm and reliable as what the robot would be able
to achieve given ten seconds to complete the grasp. The goal of our research
is to perform a systematic investigation of the tradeos between the training
eort, the resulting quality of the robotic task, and the time the robot takes
to perform the task. Understanding this tradeo is essential to design robots
that can function eectively in real time. We demonstrate the generality of our
integration methodology by applying it to two dierent robots, (1) Dreamer,
a humanoid torque-controlled mobile robot in the Human Centered Robotics
Laboratory at the University of Texas at Austin (UTA), and (2) Hoppy, an
industrial robotic arm in the Cyber-Physical System Laboratory at UTA, as
our experimental platform. Our approach is evaluated by the performance
of the robots in trading o between task completion time, training time and
task completion success rate, in an environment similar to those in the recent
Amazon Picking Challenge.
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1.2 Synopsis
We review previous machine learning approaches to robotic grasping
and the imprecise computation techniques that are used to analyze perfor-
mance. Then, we present an architectural overview of one cyber-physical
system platform. We also describe the three techniques for attaining robot
collaborative skills for dynamic control of humanoid avatars in unstructured
environments, skills acquisition through machine learning and vision-based
control of the end-eector in unknown environments. We integrate these tech-
niques into a system for programming cyberphysical avatars. By carefully
assigning and coordinating basic skills, we discuss how humanoid robotic com-
ponents (e.g., hands and legs) may be integrated to accomplish more complex
human-like behaviors in real-world scenarios. Finally, a case study based on
the Amazon Challenge competition application is used to evaluate real-time
performance tradeos.
The rest of this dissertation is organized as follows. Chapter 2 reviews
related work and describes previous machine learning approaches to robotic
grasping and imprecise computation. Chapter 3 describes system integration
and its architecture. Chapter 4 presents the three techniques for achieving the
research tasks. Chapter 5 addresses one robot control design ow. Chapter 6
describes training and testing experimental results and their evaluation. In
Chapter 7, we discuss the results that contribute to the development of a
systematic approach for designing a robotic task system that can function in
environment like the Amazon Challenge competition. Chapter 8 evaluates the
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real-time grasping performance by using the imprecise computation model on
our robotic task system. Finally, Chapter 9 concludes this dissertation by
reviewing remaining problems and lists avenues for future work.
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Chapter 2
Background and Related Work
This chapter reviews previous machine learning approaches to robotic grasping,
the neuroevolution method applied in the experiments, a simulation environ-
ment GraspIt!, imprecise computation techniques that are applied to analyze
performance, and the Robot Operating System (ROS) framework for writing
robot software in Gazebo 3D simulation.
2.1 Robotic Grasping through Machine Learning
Over the last decade, multiple robotic manipulation systems have been
developed that apply motion planning approaches to generate stable robotic
grasps. Such approaches generally adopt control models specically calibrated
for a particular robot in a specic environment [40] and consequently they
often prove fragile when deployed in unforeseen environments. Importantly,
machine learning oers the potential to overcome such limitations by applying
general methods for automated learning. For example, Miller et al. [54] applied
heuristic rules to produce and evaluate grasps for three-ngered hands through
a xed set of primitives (e.g. spheres, boxes, cones, and cylinders) and Pelossof
et al. [59] employed Support Vector Machines (SVM) to evaluate grasp quality.
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However, in both methods full two-dimensional (2D) or three-dimensional (3D)
models of the target objects are given apriori to the algorithms, so these
approaches focused only on control and planning.
Due to the limitations imposed by perception, methods of extracting
visual information are also prominent approaches: One conceptually simple
approach is to identity the grasp conguration. For example, Piater [60]
and Coelho et al. [11] used K-means clustering to measure 2D hand orien-
tation. Another approach is to nd an optimal control policy through itera-
tive adaptive process while performing a grasp. This approach considers the
uncertainties in the environment. For example, Kamon et al. [36] controlled
an arm to approach and then grasp through Q-learning that learned errors.
Recently, impressive progress has been made in learning to grasp novel ob-
jects [74, 73, 75, 62, 41, 76]. The fundamental principle is to track 2D and 3D
information through computer vision (e.g. objects' shapes and segmentation).
Tracking this information can be then generalized to grasp novel objects.
Other approaches use reinforcement learning techniques to explore opti-
mally when searching for control strategies [37]: Zhang and Bossler [92] dened
a reward function according to simple geometrical features of objects to learn a
grasp controller for a PUMA robot. Saxena et al. [74] used supervised learning
to learn correct 3D grasping points for a gripper from visual features of objects.
However, most of these methods assume that the current state of the system
is completely known, which is often untenable in unstructured environments.
While many studies indicate that robot learning from demonstration (LfD) [3]
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is a promising way to improve grasping performance, complete automation
of the grasping task in unforeseen circumstances remains dicult. Herzog et
al., [25] created simpler heuristic-based grasp planners based on simple ob-
ject parameterizations. Hsiao et al., [29, 28] partitioned hand conguration
spaces into several regions, mapping into several states in partially observable
Markov decision processes (POMDP) to choose optimal control policies for
two-ngered hands and then used LfD to teach the robot grasping. Yet the
method assumed full knowledge of the objects' 3D models and was not tested
in the real world, and much more work is required to extend to complicated
objects. Also, transferring controllers from simulation to reality is challeng-
ing [34, 47]; because many studies only generate simulated results [8, 67], it
is likely that without modication such resulting controllers will not function
robustly on a physical robot.
Related to the approach described here are previous Articial Neural
Networks (ANNs) approaches that simulate arm kinematics. For example,
Rezzoug and Gorge [67] proposed two separate ANNs that respectively learn
nger inverse kinematics and appropriate arm conguration, with results ob-
tained only in simulation. Pedro et al. [55, 58] proposed that contact points
can be calculated through computational geometry (e.g. Delaunay triangula-
tion and Voronoi diagrams) before a robot performs grasping action; however
their work only considered object geometry problems.
In the next section, we shall describe NEAT neuroevolution algorithm.
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2.2 Neuroevolution
Neuroevolution is an approach where an evolutionary algorithm is ap-
plied to learn the structure of an ANN, its connection weights, or both [81].
Compared with other machine learning methods, neuroevolution is unique in
two main ways.
First, most other learning methods are supervised, i.e., they learn be-
havior that approximates a given set of examples [24]. It is important that
such examples are carefully chosen to ensure that the training process results
in learning a function that smoothly interpolates between them. For instance,
in robotic grasping, a training set consists of grasping situations paired with
the corresponding optimal grasping behavior. Because optimal behavior is
often not known, it is unclear how such examples can be produced to cover
representative situations well. In contrast, neuroevolution is a reinforcement
learning method, and as such it does not require training examples where ideal
behavior is known. Instead, a measure of performance (e.g. grasp quality) is
optimized by the underlying evolutionary algorithm. Second, neuroevolution
does not rely on complete state information. Other methods that are designed
to learn under sparse reinforcement, such as Q-learning (or value function
learning in general) often assume that the current state of the system is com-
pletely known [85]. However, if objects are occluded or the situation varies
dynamically, it is dicult for such methods to dierentiate between possible
situations because the observed values of actions cannot be associated with
the correct underlying state. Neuroevolution solves the problem by evolving
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recurrent connectivity; recurrence establishes memory that make it possible to
distinguish between states.
One complication in applying neuroevolution to a complex domain like
robotic grasping is that the ideal network topology (i.e. how many neurons
compose the network and how are they interconnected) is not a known apri-
ori. Because the depth image input contains many low-level features (i.e.,
pixels), a fully connected network with many hidden neurons may have an
intractable number of parameters to tune. This motivates the NeuroEvolution
of Augmenting Topologies (NEAT; [81]) method which is a popular method
for evolving both network topology and connection weights. With NEAT, the
ideal network topology needs not be known apriori, but is discovered auto-
matically as part of evolution. The NEAT method was originally developed
to evolve ANNs to solve dicult control and sequential decision tasks [81, 82].
Evolved ANNs control agents that select actions based on their sensory inputs.
NEAT begins evolution with a population of small, simple networks and com-
plexies the network topology into diverse species over generations, leading
to increasingly sophisticated behavior. To keep track of which gene is which
while new genes are added, a historical marking is uniquely assigned to each
new structural component. During crossover, genes with the same historical
markings are aligned, producing meaningful ospring eciently. Speciation
in NEAT protects new structural innovations by reducing competition among
diering structures and network complexities, thereby giving newer, more com-
plex structures room to adjust. Networks are assigned to species based on the
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extent to which they share historical markings. Complexication, which re-
sembles how genes are added over the course of natural evolution, is thus
supported by both historical markings and speciation, allowing NEAT to es-
tablish high-level features early in evolution and then later elaborate on them.
A more complete description of NEAT algorithm can be found in [81].
In the following section, we shall introduce grasping simulation.
2.3 GraspIt! Overview
To apply neuroevolution to learn where and how to grasp an object
requires both training scenarios and a measure for evaluating performance.
GraspIt! [53] is an interactive simulation, planning, analysis, and visualization
tool for robotic grasping. Given this simulator, we need an eective training
method to learn grasping behaviors automatically. We select the NEAT neu-
roevolution learning method because it has shown previous promise both in
grasping [5] and in extracting features from low-level input [38].
Next, we present the concept of imprecise computation.
2.4 Imprecise Computation
Imprecise computation is a scheduling technique that reduces the
amount of time used on a job by means of sacricing levels of quality of
service (QoS) [48, 49]. In real-time applications (e. g., safety-critical appli-
cations), if the best desired quality of results cannot be obtained, imprecise
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computation decreases the QoS to make it possible to meet timing constraints
of real-time tasks while still keeping the quality within an acceptable range. In
the method, each time-critical task (or a set of tasks) is divided into two parts:
executing mandatory subtasks produces imprecise results that satisfy the min-
imum QoS requirement, whereas executing optional subtasks can enhance the
imprecise quality results as time permits. In the research, imprecise compu-
tation technique helps us explore the boundary region of tolerance and nd
best eort techniques. Suppose that a grasping task can be divided into the
mandatory parts and the optional parts. The mandatory part includes balanc-
ing Dreamer's body, obstacle avoidance, and timing constraints; the optional
part includes trajectory based on motion planner. Our output is to evaluate
the quality of each grasp. With an increased number of subsequent deadline
constraints, the objective of the experiments is to derive the relationship be-
tween time unit and grasping trajectory accuracy. To quantify the eect of
trading o grasping quality for guaranteed tasks deadline, a metric is needed
to measure both quality and time.
In the next section, the environment and framework of the robot are
introduced.
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2.5 Gazebo with Robot Operating System Overview
To integrate the techniques in a more realistic environment, we adopt
a robust and high graphical quality robot simulation - Gazebo1 which is an
open source robotic simulation integrated with the Robot Operating System
(ROS) framework [61]. Gazebo uses the open source OGRE rendering engine
which produces good graphics delity. ROS is also an open source that aims
to implement a exible and extensible framework for writing robot software in
robotics research which provides a communication layer on top of host operat-
ing systems to support large-scale robot software development and integration.
Gazebo with ROS provides us robot manipulation and range sensing and phys-
ical properties of the robots.
The architecture of the system is described in the next section.
1Gazebo, http://www.gazebosim.org/
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Chapter 3
The Semi-Autonomous Robotic System
Having summarized the motivation for designing cyberphysical avatars, empha-
sizing the important contributions that they could make, we turn to present the
actual architecture of a cyberphysical avatar1, also called a semi-autonomous
robotics system, used interchangeably in this thesis.
This semi-autonomous robotic system comprises a mobile dexterous
humanoid robot Dreamer with its whole body control system, and devised
machine learning algorithms (Neuroevolution) including awareness of the en-
vironment complexity and sensing unpredictable world, and a real-time phys-
ical distribution network, and a series of cost-eective, real-time and vision
system. The specic task explored in this work is controlling the Dreamer
robot to approach and pick up a designated target object under remote hu-
man supervision in a real-time environment. The physical realization of the
cyberphysical avatar has been implemented in the Human Centered Robotics
Laboratory (HCRL) at UTA [86], and the portable remote control user inter-
face is located in another building nearby. To provide bandwidth guarantees
1This chapter is previously published in [31]. I contributed the system design, integration,
and implementation to our work.
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for reliable real-time communication between the avatar and its human user,
OpenFlow switches are being deployed within the UTA campus network.
Figure 3.1 illustrates an overview of the semi-autonomous robotic sys-
tem. Dreamer consists of a torso, two arms, two hands, an anthropomorphic
head [78]. The Dreamer is equipped with torque and sensors to provide force
compliant capabilities. A desktop PC running Ubuntu Linux with the RTAI
Real-time Kernel executes the models and control infrastructure to govern
Dreamer's behavior via EtherCAT serial ports. Two types of cameras are in-
stalled in the system. A Kinect camera connects to a laptop and is installed
in front of the robot to capture images and depth information, and an IP cam-
era is installed at the ceiling to capture Dreamer's surrounding environment.
The Kinect laptop connects to the avatar and sends images to the remote
supervisor.
To apply neuroevolution to learn where and how to grasp an object
requires both training scenarios and a measure for evaluating performance.
GraspIt! [53] is an interactive simulation, planning, analysis, and visualization
tool for robotic grasping.
A grasping experiment is achieved as follows. First, the human super-
visor directs the Dreamer robot with a command to grasp the desired object.
The cyberphysical avatar communication software relays the human input and
depth information to a neural network that has been evolved with NEAT. Re-
call that NEAT's role is to train a neural network in a simulator to produce the
appropriate outputs for Dreamer to act on. To apply NEAT to learn where
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Figure 3.1: The semi-autonomous robotic system. (1) A human supervisor
connects to the Kinect laptop, (2) captures a depth image, and (3) parses
the depth array to serve as input to an evolved Articial Neural Network
(ANN). (4) The neural network's output is interpreted as directions to control
Mekahand's position and orientation, and is sent to the supervisor. (5) The
supervisor sends commands to manipulate Dreamer robot. (6) Motion planner
generates a trajectory from the initial state to the nal state. (7) The controller
of the wheeled humanoid avatar controls its body and arm to destination in
unstructured environments. The conclusion is that the system integrates real-
time vision, neuroevolution as a training method, and control manipulator
while skillfully reaching a object through the man-machine interface.
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and how to grasp an object requires both training scenarios and a measure
for evaluating performance. GraspIt! [53] provides the interactive simulation,
planning, analysis, and visualization. The neural network (trained o-line)
outputs the appropriate positions and orientations to Dreamer robot which
then moves towards the destination and grasps the targeted object with its
Mekahand.
Next, we present the three techniques for the collaborative skills.
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Chapter 4
Techniques for the Collaborative
Skills
Having summarized the motivation and the architecture for designing our sys-
tem, we now discuss three key techniques that have been developed (some
by us) for achieving our research goal. Section 4.1 introduces the dynamic
model control of humanoid avatars in unstructured environments, developed
by Prof. Luis Sentis, and and the Mekahand model. Section 4.2 presents
machine learning techniques that constitute some powerful tools for reducing
expert knowledge required for autonomous control. Section 4.3 describes a
vision-based control of the end-eector in unstructured environments. We in-
tegrate these techniques into a system for programming cyberphysical avatar1.
4.1 Dynamic Control of Humanoid Avatars in Unstruc-
tured Environments
Ideally, a robot should be capable of performing the physical tasks while
performing accurate physical whole-body compliant interactions both with the
1This chapter is previously published in [30]. I contributed the algorithm design, system
integration, and implementation to our work.
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environment and its human operators. To attain the capability, skill modeling
and control in unstructured environments must be carefully designed. In this
section, we describe the methodology for modeling the dynamic behavior of
upper body based on Prof. Luis Sentis' research. We combine whole-body
compliant controller (WBC) with other tools, including visual servoing and
controllers based on neuroevolution learning.
Dreamer's upper body consists of 3-DOF torso, 7-DOF arms and a 12-
DOFMekahand, as shown in Figure 4.1. The 3-DOF torso has one unactuated
joint which is coupled with the waist joint. The hand also has ve actuated
joints and seven coupled unactuated joints, shown in Figure 4.1. To simplify
the controller, we divided the controller into one for controlling the body and
the arm, and the other for controlling the hand.
To control the body and the arm together, skill modeling and dynamic
control of the robot is necessary. The prioritized whole-body compliant con-
troller (WBC) is used for our purpose [78]. In WBC, rst an objective is set
and then a task is dened by a Jacobian [77] to derive the relations between the
robot's 10-dimensional joint spaces and the M-dimensional operational space.
The controller is derived from the following constrained system dynamics equa-
tions.
Aq + b(q; _q) + g(q) + JTc  = U
TT; (4.1)
where A is the mass matrix of the system, q is the joint coordinate vector,
b is the torque caused by Coriolis and Centrifugal eects, g is the torque
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caused by gravity, Jc is the constrained Jacobian,  is the Lagrangian multiplier
that describes the constrained joints, U is the actuation matrix, and T is the
torque input to the system. The reason why the constrained Jacobian and the
Lagrangian multiplies are shown in the system is to model the underactuated
torso and the transmission constraint. The body joints 1 and 2 are coupled
together. Therefore, we can specify the constraint as follows:
_q1   _q2 = 0; (4.2)
Jc _q = 0; (4.3)
Jc =

0 1  1 0    0 2 R110: (4.4)
We can take the constrained mass matrix c, the dynamically consistent gener-
alized inverse of Jc, and the constrained null space Nc to derive the constrained
dynamic equation as follows:
c ,
 
JcA
 1JTc
+
; (4.5)
Jc , A 1JTc c; (4.6)
Nc , I   JcJc; (4.7)
q = A 1NTc U
TT: (4.8)
Then, we can dene task space specications to derive the desired forces
in the constrained dynamic systems. In the case of the position task that makes
the end-eector (hand) approach the object, the task Jacobian is dened as
_x = Jposition _q; (4.9)
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Figure 4.1: Dreamer's upper body and the Mekahand. Dreamer contains 3-
DOF torso (1-3), a 7-DOF arm (4-10) and a 12-DOF Mekahand (11-22). Each
unactuated/actuated joint is coupled with another joint. The conclusion is
that since many DOFs increase in diculty of Dreamer's balance control while
grasping, it is necessary to design a skill modeling and dynamic control of
Dreamer.
where x is the end-eector coordinate. The task Jacobian can describe the
relation between the joint velocities and the coordinate system that a super-
visor expects to control. The task Jacobian does not include the constrained
dynamics, so we need to project this Jacobian to the constrained space and
then generate the constrained task Jacobian,
Jposition , JpositionUNc: (4.10)
The grasping skill, including posture, position and orientation, is de-
ned as a juxtaposition of multiple operational tasks to help translate be-
tween high-level goals, such as those provided by the planning algorithms, and
the operational tasks. In the robot's environment, a skill is composed of the
three tasks in Figure 4.2: hand position, hand orientation, and the posture of
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Figure 4.2: The designed whole-body compliant controller (WBC). The tasks
of hand position, hand orientation and the posture of Dreamer upper-body
are combined to perform a grasping skill. The feedback/feedforward control
policies contributes to the closed-loop dynamic controller. The conclusion is
that the designed control structure can eectively utilize dynamic and contact
models of the physical robot in unstructured environment.
Dreamer's whole body. The control structure can be expressed as
control = J
T
positionFposition + J
T
oriFori + J
T
postureFposture; (4.11)
where Fposition, Fori and Fposture are the force or impedance commands to control
the hand, and JTposition, J
T
ori and J
T
posture are the whole-body task Jacobians [77].
The grasping process consists of three behaviors, among which the Mekahand
position and orientation have higher priority than the whole-body posture task
because the latter is of secondary concern in the context of grasping.
The feedback control policies for the entire controller are shown in
Figure 4.2, which depicts the closed-loop dynamic controller. In the gure,
the Goal Hand Position/Orientation is a compliant hand position/orientation
that enables the robot to reach a designated position/orientation. The Goal
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Posture control exploits the remaining DOFs to stabilize self-motions. The
proposed feedback/feedforward control laws are
Fposition = 

position( kp; positionegoalposition   kv; position _xposition)
+pposition; (4.12)
Forientation = 

ori( kp; oriegoalori   kv; ori _xori) + pori; (4.13)
Fposture = 

posture( kp; postureegoalposture   kv; posture _xposture)
+pposture; (4.14)
where position, 

ori and 

posture are the inertial matrices projected in the man-
ifold of the constraints, egoalposition, e
goal
ori and e
goal
posture are feedback error functions,
kp, kv are gain matrices, and pposition, pori and pposture are gravitational terms.
This structure is a derivation of the previous work on compliant whole-body
control [78].
Since our designed control structure can eectively use dynamic and
contact models of the physical robot in its environments, it is able to optimize
the process of approaching and grasping objects simultaneously, and to achieve
precise tracking of forces and trajectories within the contact conditions. Thus,
the grasping skill is acquired through neural network described next.
4.2 Skills Acquisition through Machine Learning
Although robots can be often controlled through carefully hand-
designed algorithms, this thesis proposes one way in which reinforcement learn-
ing methods can provide a signicant advantage: optimization of robot behav-
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iors. The diculty in designing eective control algorithms by hand suggests
that machine learning may be a desirable approach, yet to apply common su-
pervised learning algorithms requires a corpus of labeled examples. In contrast
to supervised learning, a measure of quality is sucient to apply reinforcement
learning algorithms. In many cases, it is much easier to derive a measure of
how desirable a particular behavior is than it is to either hand-construct that
behavior or provide a comprehensive corpus of optimal example behaviors.
For this reason, our approach applies reinforcement learning to facili-
tate learning high-level behaviors that can then be invoked by a human opera-
tor. In particular, neuroevolution algorithms have proven eective in domains
with low-level continuous features, which are characteristics of the problem
here, i.e. learning to grip objects given depth sensor information. This section
introduces our proposed approach, which is based on applying the popular
neuroevolution learning method NEAT and HyperNEAT to the GraspIt! sim-
ulation environment. Here, we use the grasping skill to illustrate our idea. 4.2.1
introduces the grasping learning approach; 4.2.2 then describes the learning
process, specifying the input and output layers, as well as tness function, and
also how to speedup the process.
4.2.1 Grasp Learning Approach
Our approach takes inspiration from Kohl et al. [38] who showed that
neuroevolution can develop eective automobile warning systems from only
low-level sensor input (i.e. pixels) taken from a digital camera. A similar
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vision-based feature extraction approach is applied here, where through neu-
roevolution the Mekahand robotic arm learns appropriate hand positions and
orientations for grasping. Such learning is enabled by interacting with objects
in the GraspIt! simulation environment, which is described next followed by
the approach to measure grasping quality and determine a visual bounding
box for grasping.
4.2.1.1 GraspIt! Simulation Implementation
To apply neuroevolution to learn where and how to grasp an object
requires both training scenarios and a metric for evaluating performance.
GraspIt! [51, 68] facilitates simulating the Mekahand robot in representative
grasping tasks and aids in measuring the quality of resulting grips.
GraspIt! only provides a rough Mekahand model, so we extended the
simulator to better model it. In GraspIt!, theMekahand is dened by one DOF
for each knuckle in each nger, with an additional DOF for the thumb's rota-
tor. The mechanics of this model are modied here to augment two aspects of
the simulation. First, controlling the wrist is not modeled by default, but is
an important DOF. Therefore, a wrist component was added to the Mekahand
model supplied by GraspIt!. Second, most of the DOFs in the real Mekahand
are not actuated, although they are modeled as actuated in the GraspIt! sim-
ulation. Each nger of the real Mekahand consists of three joints that are all
connected by a single rubber tendon. Thus when the nger curls, all three
knuckles curl in unison. Therefore, the torques in GraspIt! were adjusted such
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that the set of torques given to a single nger are equivalent to the torques
initiated by stretching the rubber tendon in the real robot.
GraspIt! uses a quaternion to represent the rotation of a 3D object.
Since our learning output applies axis-angle representation in a 3D Euclidean
space. Our implementation automatically translates the quaternion into the
axis-angle representation in a 3D Euclidean space for the output.
4.2.1.2 Grasp Quality Measure
An evolutionary search optimizes a tness function that measures the
quality of candidate solutions. Because robust grasping behaviors are desired
in this experiment, an important consideration is how to measure the quality
of grasps appropriately.
Much previous grasping quality research focuses only on contact types
and positions, ignoring hand geometry and kinematics. Other measures as-
sume simple grippers. In contrast, Miller and Allen [52] proposed a more
sophisticated approach, which is used here. Given a 3D object and posture
of the hand, their measure can accurately identify the types of contact points
between the links of the hand and the object and compute the grasp's qual-
ity. Their approach was adopted in GraspIt! to measure grasp quality of the
Mekahand, and is described below.
Let _ci, 1  i  _n, denote a set of contact points used to grasp an object,
with each contact given a Coulomb friction with coecient . In Figure 4.3(a),
the applicable contact force _F must certainly lie within a friction cone that
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has a _F? with half-angle tan 1 . In Figure 4.3(b), the nonlinear cone _F is
approximated by a pyramid i with _m sides. A unit grasp force _fi is represented
as a convex combination of _m force vectors [52]:
_Fi 
_mX
j=1
_ij _fij; _ij  0;
_mX
j=1
_ij = 1; (4.15)
where _fij denotes the jth force vector around pyramid i, and _ij are convex
weights. Assume that a reference point _r is the object's center of gravity, that
grasp forces _Fi acting at a contact point on the object create the torque _i, and
that these forces and torque vectors can be concatenated to form a wrench,
which is given by
_wi =

_Fi
( _ci   _r) _Fi

: (4.16)
The grasp matrix _W is formed by assembling a set of wrenches _wi for _n con-
tacts.
_W =

_w1 _w2 : : : _wn

: (4.17)
One grasp applied to an object, is dened as wrenches that are capable of
keeping the object in static equilibrium when
_Wc =   _wex; (4.18)
where c is the vector of contact wrench magnitudes and _wex is the external
disturbance wrench.
The properties of the convex hull of the applied wrenches were utilized
to measure grasp quality. Ferrari et al. [56, 15] proposed one method of nding
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Figure 4.3: Measuring grasp quality. (a) A single contact point in 3D illustrating
the friction cone with half-angle tan 1 . (b) A unit grasp force _Fi is represented by
the convex combination of _m vectors. This quality metric can be utilized to score
each grasp for machine learning.
the unit grasp wrench space, so the set of wrenches W^ can be applied to the
object:
W^ = ConvexHull( _W ): (4.19)
If the convex hull contains the wrench space origin and no external disturbance
force, then the grasp is stable. In the convex hull, the distance from the origin
of wrench space to the nearest facet can thus be used as a quality metric for
the grasp [52].
The next Subsection shows how this approach can be applied to a
human-supplied bounding box and focusing the robot's visual processing on
the target object, thereby lessening the dimensionality of the robot's computer
vision processing.
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4.2.1.3 Neuroevolution
Neuroevolution is an approach whereby an evolutionary algorithm is
applied to learn the structure of an ANN, its connection weights, or both [81].
One complication in applying neuroevolution to a complex domain like robotic
grasping is that the ideal network topology (i.e. how many neurons compose
the network and how are they interconnected) is not known a priori. Be-
cause the depth image input contains many low-level features (i.e., pixels), a
fully connected network with many hidden neurons may have an intractable
number of parameters to tune. A popular method to solve this problem is the
NeuroEvolution of Augmenting Topologies (NEAT; [81]) approach for evolving
both network topology and connection weights. With NEAT, the ideal network
topology needs not be known a priori, but is discovered automatically as part
of evolution. A more complete description of NEAT algorithm can be found in
[81]. However, many neuroevlution methods such as NEAT are direct-encoded,
which means each component in the phenotype is encoded by a single gene,
making the discovery of repeating motifs expensive and improbable [43]. One
improved indirect-encoded method for neural networks is the Hybercube-based
NeuroEvolution of Augmenting Topologies (HyperNEAT) [33], an extension of
NEAT approach. HyperNEAT has proven eective in robots control domains,
including many-joint robot arm control [89], and quadruped locomotion [10];
a complete introduction can be found in Stanley et al. [80]. The following
sections, we will only use NEAT to illustrate our idea.
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4.2.1.4 Visual Bounding Box
In the experiment, ANNs through exploration learn how to grasp ob-
jects by integrating information from a high-dimensional depth image provided
by a Kinect sensor. To better focus on the most important features of the
depth image, a bounding box strategy was implemented. For each object ex-
tracted from the original scene, image data was considered only from within a
supervisor-specied bounding box. The bounding box thus serves to minimize
the number of irrelevant pixels considered and then simplies the learning
problem.
The training process with the bounding box method proceeds as fol-
lows. GraspIt! loads a scene, and then two mouse clicks from the user specify
a rectangular bounding box that encompasses the object. In the simulated
implementation, because all relative 2D coordinates of each object can be
determined, an encompassing bounding box is automatically generated and
centered on the desired object. For simplicity, all the computed bounding
boxes have the same size. The boundary range can be mapped to four coor-
dinates. For example, in Figure 4.4, a cube is chosen, so the bounding box is
(Cx; Cy); (C
0
x; Cy); (Cx; C
0
y); (C
0
x; C
0
y). The depth array of the bounding box is
then divided into M N pixels that are given to the ANN being evaluated as
input data.
To simplify the implementation, the position of the camera sensor is
always set such that the origin O3d (0; 0; 0) in the GraspIt! scene is in the
center of the 2D plane, as shown in Figure 4.4. Because the input is reduced
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Figure 4.4: Bounding boxes of a cube and mug, and the output shift osets x and
y (x0 and y0). Because all relative 2D coordinates of each object are known, an
encompassing bounding box is generated centered on the desired object. This gure
shows that the boundary range can be mapped to four coordinates. To simplify
implementation, the position of the camera sensor is always set such that the origin
O3d (0; 0; 0) in the GraspIt! scene is always in the center of 2D plane. The conclusion
is that a bounding box strategy can focus on the most important features of the
depth image.
to a small part of the overall depth image, after the ANN produces the output,
the position of each object must be oset relative to the bounding box. For
example, in Figure 4.4, for the cube, x and y should be added to the
position of the output, for mapping to the normalized origin position.
4.2.2 Learning Process
Combining neuroevolution with the grasping task requires specifying
the input and output layers of the neural network, as well as a tness func-
tion to evaluate grasps. A schematic description of the general framework
combining GraspIt! and NEAT is depicted in Figure 4.5. Note that there
are no supervised examples that the algorithm attempts to emulate. Instead,
the algorithm learns from reinforcement feedback based on only the measured
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Figure 4.5: Representation of the designed grasp controller network. The left side of
the gure shows GraspIt! simulation environment; the right side of the gure shows
a neural network receiving input consisting of depth data and the goal coordinate
(a; b) on the GraspIt! visual input scene. The network has seven output nodes: hand
position (X;Y; Z), rotation axis (x; y; z) and rotation angle (r). Note that NEAT
can add internal hidden nodes as evolution progresses. The gure shows how to
implement grasping experiments with NEAT in GraspIt!.
quality of attempted grasps. In this way, evolution can discover solutions that
work well even when the optimal behaviors are unknown.
Each ANN evaluated by NEAT receives input data denoting the current
state of the robot in its environment. It is thus necessary to encode such
state information, which includes the position of the target object as well as
information about the object's shape. To eliminate dependency on high-level
human-provided features of the grasped object, the object's state is described
only by general low-level features provided by a depth map. In particular, each
pixel in the depth information array is assigned a unique input node, as shown
in Figure 4.5. In this way, the network can potentially learn to associate the
state of an arbitrary object in an arbitrary environment with an appropriate
grasping strategy.
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Each ANN predicts where the object is and in what direction to grasp
the object by outputting 3D hand positions and orientations. Note that each
dimensional coordinate of theMekahand's position and orientation maps to one
output neuron. Because the orientation is expressed in an axis-angle format
(e.g. a 3D axis vector and one angle), the total dimensionality is seven, i.e. the
ANN has seven output neurons. Evolution is initialized with ANNs with input
nodes that are fully connected to at least a single hidden neuron, and with
the hidden node fully connected to the output neurons. Recall that during
evolution, ANNs can accumulate additional connections and nodes through
structural mutations that augment network topology.
4.2.2.1 Grasping Fitness Function
A key element of the experimental design is to construct a tness func-
tion to guide the search process for an appropriate ANN grasp controller. The
design of a tness function is a critical factor for guiding successful evolution.
In particular, in this experiment, the tness of a network n with respect
to an object O has four components:
 f1: Grasp quality metric Q, described in 4.2.1.2.
 f2: The reciprocal of Euclidean distance d( !Pi ; !Oi) between the hand
position computed by the neural network (
 !
Pi) and a desired object (
 !
Oi).
Note that
 !
Pi and
 !
Oi are vectors.
 f3: The reciprocal of Euclidean distance d( !Pi ; !Si) between the hand
35
position computed by the neural network (
 !
Pi) and the actual hand co-
ordinate after interacting with the environment (
 !
Si). Note that
 !
Pi and
 !
Si are vectors.
 f4: An angle  between the Mekahand and grasping object. Let  !V1 be
one vector from the center of the palm to the ngertip of the thumb;
let
 !
V2 be the vector from the hand position to the center-of-gravity of
the desired object; let
 !
V3 be the vector indicating the direction of the
hand's axis of rotation. Let 1 (2,respectively) be an angle between
 !
V1
and
 !
V2 (
 !
V2 and
 !
V3, respectively). To ensure that the center of palm
always turns toward the object, the sum of 1 and 2 must be roughly
around 90. Figure 4.6(a) is one good case where the hand axis-angle is
almost perpendicular to the object. Figure 4.6(b) is one bad case where
the palm of hand is not orientated toward the object. Here,
 !
V1 and
 !
V2 (
 !
V2 and
 !
V3, respectively) are normalized so that k !V1k = k !V2k = 1
(k !V2k = k !V3k = 1, respectively). The angle  is the sum of 1 and 2 as
follows:
 = 1 + 2 = (
 !
V1;
 !
V2) + (
 !
V2;
 !
V3) (4.20)
=
arccos(
 !
V1 
 !
V2)
k  !V1 kk  !V2 k
+
arccos(
 !
V2 
 !
V3)
k  !V2 kk  !V3 k
: (4.21)
Thus, the tness function f of a network n is dened as follows:
f = f1 + f2 + f3 + f4 (4.22)
= Q+

d(
 !
Pi ;
 !
Oi) + 
+

d(
 !
Pi ;
 !
Si) + 
+ f(): (4.23)
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Figure 4.6: An angle  between the Mekahand and grasping object.
 !
V1 is a vector
from the center of palm to the ngertip of the thumb;
 !
V2 is a vector from the center
of palm to the center-of-gravity of the cube;
 !
V3 is a vector from the Mekahand's
rotation axis. (a) A good case where the palm's center is facing the target object;
the sum of 1 and 2 is almost 90
. (b) A bad case where the palm's center is not
facing the target object; the sum of 1 and 2 is larger than 90
. The conclusion is
that because the center of palm facing towards a object can increase the grasping
opportunity, the component was added to reward the tness function.
where , , ,  and  are constants chosen to balance the various parameters.
Note that
f() = f(1 + 2) =

! , if 85    95
0 , otherwise.
During the initial phases of evolution, when the neural networks are
mostly untrained, all networks may direct the Mekahand to grasp at positions
where it cannot even touch the object. As a result, in early generation f1
is often eectively zero. Thus in this stage, f2, which rewards approaching
the target object, is important for dierentiating the tness of ANNs. After
further evolution, when the hand can grasp the object, f1 begins to dominate
and the neural networks are ranked mostly by grasp quality. In addition, the
third term f3 is large if the Mekahand is not blocked by obstacles (e.g. objects
other than the target object). Finally, the fourth term (f4) rewards facing the
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palm of the robotic hand towards the target object. Parameters , , , , 
and ! adjust the relative eects of those four terms. In this way, the described
tness function rewards ANNs rst to learn to approach the object, and then
to grasp the object in an increasingly appropriate way. Algorithm 1 shows the
tness function in detail.
Alg 1 Computation of the Fitness Function
1: Input: Q is the grasp quality after the execution of a single grasp,  is the summation
of 1 and 2,
 !
Pi is the predicted position of hand for grasping by the network,
 !
Oi is the
coordinate of the selected object after the mouse click,
 !
Si is the actual hand coordinate
after interacting with the environment.
2: Output: A tness evaluation of a single grasp.
3: Let Aj be a set of 3D coordinates of objects in the environment, where 1  j  n;
4: for j = 1 to n do
5: Disto = min(Disto;
qP
i2x;y;z(
  !
Aj;i   !Si)
2
);
6: end for
7: Distt =
qP
i2x;y;z(
 !
Oi   !Si)
2
);
8: if (Q = 0) k (Disto < Distt) then
9: fNo grasp quality or Mekahand is closer to other objects.g
10: f1 = 0;
11: f2 =

d(
 !
Pi;
 !
Oi)+
;
12: else
13: f1 = Q, where   10000 ;
14: f2 = k, where k  1000;
15: end if
16: f3 =

d(
 !
Pi;
 !
Si)+
;
17: if (85  ) && (  95) then
18: if Distt < 50 then
19: f4 = !;
20: else
21: f4 = w, w < !;
22: end if
23: else
24: f4 = 0;
25: end if
26: return sum =
P4
i=1 fiti;
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4.2.2.2 Reducing Training Time through Parallelization
The computational cost incurred by the sequential implementation of
the tness function computation is as follows. For one experiment, each genera-
tion consists of o^ ANNs, and each ANN is evaluated over s^ object combinations.
Each object combination contains b^ objects, and each object is selected as k^
candidates to be an input. If one experiment runs for g^ generations, the total
number of independent training simulations in GraspIt! T is o^s^b^k^g^. In
our experiments, o^ = 200; s^ = 5; b^ = 4; k^ = 10; g^ = 150. Thus, T = 6; 000; 000.
Therefore, a parallel strategy that dispatches dierent trials to all available
computer cores is implemented to encourage computational eciency. In par-
ticular, work is dispatched over a network to multiple GraspIt! processes that
run on dierent computers. In this way, each CPU core in dierent comput-
ers can be fully employed, and the resulting multi-threaded implementation
speeds up the evolution process.
Figure 4.7(a) illustrates the sequential method for each generation. To
reduce execution time, the following computational steps were parallelized, as
shown in Figure 4.7(b). First, three commands are dened: cmd get info is
to get the depth array, cmd get quality is to get the quality for each grasp,
and cmd shue is to change the position and orientation of each object. Here,
assume that four instances of GraspIt! are run and waiting for commands.
Two kinds of threads are created: Organism tasks that use ANNs from NEAT's
main process to generate grasping tasks and collect the resulting tness score;
and GraspIt! tasks that communicate with a GraspIt! process to send the
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Figure 4.7: The same computers were used to compare the sequential and parallel
comparison methods.(a) The original sequential method. (b) The faster parallel
method. The results show that with the original sequential implementation, the
program only utilizes a single core, but after parallelizing the algorithm, the program
can fully utilize four cores, and the experiment's run time is shortened by a factor
of three.
output from an ANN for simulation in GraspIt!, and receive the resulting
grasp quality. The speedup achieved by such parallization depends on how
many GraspIt! processes are run. Our results show that the run time is
accelerated by at least a factor of three.
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4.3 Vision-Based Control of the End-Eector in Un-
structured Environments
In the proposed research, our plan is to move the robot arm to the
vicinity of the target object without changing the position of the robotic base
and then provide direction to achieve the end-eector alignment with the tar-
get object such that the robot can successfully perform a grasp. However, a
control without any sensory feedback may easily lead to failure in unstructured
environments. Therefore, vision-based controllers have been proposed to ma-
nipulate objects since the early 1980s. The robot obtained the information
from vision sensors for the control software to generate a motion plan for the
end-eector to reach the desired destination. The target of all vision-based
control schemes is to minimize error functions.
Due to the nature of the open-loop motion planner, the trajectories
generated by it may not tolerate the errors that occur close to the input sensor
and mechanical uncertainties. Thus, without frequent calibrations [22] of the
vision system and the robotics arms, we may not be able to make the end-
eector move accurately to the desired destination. Furthermore, inherent
hardware errors (e.g., wear and tear of the mechanical parts) and inecient
synchronization among sub-systems will accumulate errors and eventually will
cause the end-eector to miss the destination. As opposed to the open-loop
method, visual servo control is a close-loop method that uses feedback from
image information extracted from cameras to accurately control the motion of
the robot.
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4.3.1 The Design of Visual Servoing
In terms of the design of visual servoing (VS) for object manipulation,
three issues are considered: (1) the chosen control law, (2) camera-robot con-
guration, and (3) computer vision algorithms [39].
1. The chosen control law: Image-based visual servoing (IBVS) is
adopted because IBVS is easily implemented by measuring an error sig-
nal in the image space and then directly reducing to robot motion com-
mands. Position-based visual servoing (PBVS) requires high-precision
calibration parameters and good quality of cameras, as well as the de-
sired object model [13].
2. The chosen camera-robot conguration: The conguration de-
pends on what kind of details we can provide, and what level of complex-
ity the task is, and it also determines dierent types of computer vision
algorithms for the feedback of the control. We choose only one monoc-
ular mounted and xed camera conguration outside the environment
such that this camera can directly acquire the end-eector's information
and the object's information at the same time.
3. The chosen algorithm of images information: For vision data, the
aim is to detect the relevant information features from raw image data
to reduce representation. First, a modied Microsoft Kinect sensor or
two camera sensors are used to fetch image sources to provide both
RGB and depth information. Then, visual features are extracted for
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each image by using a histogram of oriented gradients (HOG) or scale
invariant feature transform (SIFT). The objects to be manipulated are
detected and recognized by performing support vector machine (SVM)
and HOG features (or SIFT features), and these combinations results in
an impressive performance [14].
4.3.2 Control Law Principles
Recall that the modeling of classical VS scheme is to minimize an error
function e(t) [9]:
e(t) = s(m(t); a)  s; (4.24)
where the vector m(t) is a set of interest points/features of images derived
by computer vision algorithms; a is additional object information, such as a
3D model or camera intrinsic parameters; s(m(t); a) is a vector of f visual
features; and s is the features values of desired object. Here, given the xed
target object and the xed camera, the extracted features from the objects are
always the same. Also, IBVS only requires a set of image features, so a in s
can be ignored. The fundamental IBVS structure is shown in Figure 4.8. The
motion is aligned by measuring on the errors e between the desired position
of objects s and the current position of robots s perceived by vision. Thus,
the eq.(4.24) can be simplied as e(t) = s(m(t))  s, where s is constant.
Because the visual features have been selected, the simplest control
scheme is to design a velocity controller. To consider the end-eector moving
in the workspace, given the end-eector e and camera c frames, the end-eector
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Figure 4.8: Image-based visual servo (IBVS) structure. For each planned task,
IBVS control law is designed to control the robot arm in the vicinity of the object
using visual feedback. Visual feedback is captured and measured to help in matching
the nal destination. The conclusion is that IBVS can be applied to control an end-
eector of Dreamer that enables tracing the end-eector and bringing it to the
desired position in dynamic environment.
v is a point that is rigidly attached to the end-eector with the camera frame.
The rotate matrix represents the orientation of camera frame c with respect to
end-eector frame e, which is denoted by evc. The relationship between the
time variation of s and evc can be derived by
_s = Ls
evc; (4.25)
where Ls is the interaction matrix related to s, also called feature Jacobian,
used interchangeably here.
Based on eq.(4.24) and (4.25), the time variation of the error e is related
to evc by
_e = Ls
evc: (4.26)
Let Ls = Le and let
evc be an input to the controller. We expect that an error
for a designed control law will approach 0, as t approaches innity (i.e., _e = e
with  < 0). In order to obtain the relationship between evc and e, since Le is
singular, let L+e be replaced by the MoorePenrose pseudoinverse of Le under
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some constraints. According to eq.(4.26) and using analyzed computation [9],
the control law between evc and e can be derived by:
evc = cL+e e; (4.27)
where cL+e is the approximation of the pseudoinverse of the interaction matrix.
4.3.3 Interaction Matrix
IBVS control utilizes image features provided by computer vision sys-
tem as feeding information in a close-loop system, so here we describe the
image formation process. Assume that the camera pose Cposeis known. A set
of 2D virtual points can be projected and computed from their corresponding
3D points. Let ox be the coordinates of a 3D point in the object frame, and
let cx = (X;Y; Z) be its corresponding 3D point in the camera frame. We get:
cx
1

= Cpose

ox
1

: (4.28)
Assume that cx projects onto an image plane as a 2D feature coordinate p =
(x; y), which can be expressed with:
x = X=Z
y = Y=Z
(4.29)
We dierentiate the eq.(4.29) with respect to time t, then
_x = _X=Z  X _Z=Z2 = ( _X   x _Z)=Z
_y = _Y =Z   Y _Z=Z2 = ( _Y   y _Z)=Z (4.30)
Suppose that the end-eector is moving with angular velocity !c and trans-
lational velocity vc, both with respect to the camera frame. Based on [32],
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the well-known equation _cx =  !c c x  vc can be applied, and then we can
derive the relationship between the velocity of the 3D point cx and evc can be
expressed as follows: 8<:
_X =  !yZ + !zY   vx
_Y =  !zX + !xZ   vy
_Z =  !xY + !yX   vz
(4.31)
_X, _Y , _Z in eq.(4.30) can be substituted by eq.(4.31). Then, the velocity of
this 2D point _p can be obtained:
_p =

_x =  vx=Z + xvz=Z + xy!x   (1 + x2)!y + y!z
_y =  vy=Z + yvz=Z + (1 + y2)!x   xy!y   x!z (4.32)
We can simplify _p = Lpvc, where Lp is the interaction matrix related to p.
Assuming that m has k features (k  6), according to eq.(4.25), we yield the
velocities below:2666664
_x1
_y1
...
_xk
_yk
3777775 =
2666664
 1
Z1
0 x1
Z1
x1y1  (1 + x12) y1
0  1
Z1
y1
Z1
1 + y1
2  x1y1  x1
...
 1
Zk
0 xk
Zk
xkyk  (1 + xk2) yk
0  1
Zk
yk
Zk
1 + yk
2  xkyk  xk
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26666664
vX
vY
vZ
!X
!Y
!Z
37777775 : (4.33)
For image processing methods, we can use scale-invariant feature trans-
form (SIFT) and speeded up robust features (SURF) to detect and capture
keypoints on images. Here, ducial markers are attached to the end-eector,
and we also use a middleware, ControlIt!2 [16], for controlling many DOF
robots. By actively measuring the error, visual servoing can achieve the fol-
lowing tasks: (1) adapt to changes in the objects position and orientation
2ControlIt!, http://robotcontrolit.com/installation
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and (2) account for modeling errors within ControlIt! This will enable the
end-eector to be positioned more accurately in the required position around
the object and thus increase the successful rate of picking up the object in
dynamic environment.
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Chapter 5
Synergy of Skills
We now describe the actual architecture of a cyberphysical avatar. We use the
two terms cyberphysical avatar and semi-autonomous robot interchangeably
in 5.1, but we remind the reader that the concept of a cyberphysical avatar is
meant to emphasize the role of the human supervisor in intelligent robotics and
the need for a pathway from teleoperation to full autonomy. In this context, an
incremental design method for dierent tasks will be discussed for industrial
product assembly. More complex assembly operations will be achieved by
coordinating multiple robotic components. In section 5.2, we discuss how by
carefully assigning and coordinating basic skills, humanoid robotic components
(e.g., hands and legs) may be integrated to accomplish more complex human-
like behaviors in real-world scenarios.
5.1 Skills Augmentation
Our experimental platform for the cyberphysical avatar is a mobile dex-
terous humanoid robot called Dreamer. Dreamer is controlled by a WBC con-
troller in coordination with controllers devised by machine learning algorithms
and a visual servoing system. The rst specic task explored in this work is
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controlling the Dreamer robot to approach and pick up a designated target ob-
ject under remote human supervision while subject to real-time constraints. A
physical realization of the cyberphysical avatar has been implemented in the
Human Centered Robotics Laboratory1 (HCRL) at UTA, and the portable
remote control user interface is located in another building nearby.
Many tasks in real-world product assembly scenarios require a set of
steps to be performed in sequence. The incremental approach we are propos-
ing here will ensure that each acquired skill can be reused to achieve common
factory assembly operations: the grasp task, the pick-and-place task, and the
pick-and-insert task. The approach includes three features: rst, four modes
determine which controller we should use. Second, the three controllers from
Chapter 4 perform dierent functions. Third, the independent modules are
reusable for the three tasks mentioned above. Figure 5.1 illustrates a workow
of the general task in this semi-autonomous robotic system and is organized
into several modules that direct the ow of visual information into the com-
pletion of a task, including four swapped modes under dierent states. The
goal of switching modes is to deal with dierent conditions, and these modes
can be applied for fullling various tasks.
1. Supervisor mode: Decide which task will be completed. This mode
allows for the help from a human supervisor and benets from knowledge
acquisition. For example, the supervisor can provide a description of the
1Human Centered Robotics Laboratory, http://www.me.utexas.edu/~hcrl/
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Figure 5.1: A workow of the simple general task with the sequential method in
the semi-autonomous robotic system. (1) A human supervisor provides a high-level
description for a task based on the captured visual information. (2) The task plan-
ner gives low-level description and further breaks down a task into several skills. (3).
The skill planner selects skill from a skill pool accordingly to be executed (4) Ma-
chine learning (e.g., neuroevolution) helps train skills models and sends the acquired
skill to the skills pool. (5) The skill output through model is interpreted as direc-
tions to control the end-eector's position and orientation. (6) The motion planner
generates a trajectory from the initial state to the nal state. (7) The controller of
the wheeled humanoid avatar controls its body and arm to approach the destina-
tion. (8) The visual servoing controller repeatedly guides the robot to approach the
object. (9) The controller checks the current status and judges whether the task has
been fullled or not. In summary, the system comprises two parts (i.e., knowledge
acquisition through machine learning and task execution with integrated real-time
vision and control manipulator, which skillfully reaches an object through the man-
machine interface.) Also, our approach combines supervisor, vision, learning, and
control modes while employing dierent situations. Through carefully exercising
these modes and situations, a robot can then complete a task successfully.
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target object or designate the component to be grasped by pointing
and bracketing the object with a specied bounding box. This type
of information may eventually be automated in the upper levels of a
hierarchically organized intelligent system.
2. Vision mode: Automatically obtain visual information. The mode
derives the locations of objects by applying computer vision techniques
to capture/segment images and then extract features.
3. Learning mode: Provide a classier and an optimized policy. The
mode produces the skills pools for the use of robots through machine
learning techniques (e.g., Neuroevolution) to discover the characteristics
for each specic component. The input can be depth/color features ex-
tracted from the output of vision mode. The output can be continuous
and represent the end-eector congurations. A reward function should
be designed, including the current manipulated components state, its
output results, the component's locations, and other environmental dy-
namics. The training set contains the image information taken from
dierent poses of components to derive an optimized policy.
4. Control mode: Manipulate the components of the robot and complete
the required instructions from the task planner. The mode uses a motion
planner and visual servoing (VS) technique to reach an object and move
while balancing the robot's body with WBC technique.
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An example of achieving a grasping task in Figure 5.1 is as follows.
First, the human supervisor directs the Dreamer robot with a command to
grasp the desired object. The communication software for the system relays
the human input and image/depth information to a neural network that has
been evolved with neuroevolution (e.g., NEAT). Recall that NEAT's role is
to train a neural network in a simulator to produce the appropriate outputs
for Dreamer to act on. To apply NEAT to learn where and how to grasp an
object requires both training scenarios and a measure for evaluating perfor-
mance. GraspIt! [53] provides interactive simulation, planning, analysis, and
visualization. The neural network (trained o-line) delivers the appropriate
positions and orientations to the Dreamer robot, which then moves toward the
destination and grasps the targeted object with its Mekahand. In the phys-
ical environment, the visual servoing technique, applied to control Dreamer
for visually guided object grasping, rst moves the robot to a location close
enough to grasp the object and also makes sure the end-eector and object are
in the same view frame. Then, we repeatedly servo the end-eector to a grasp
conguration obtained from NEAT. Finally, the object can be successfully
grasped.
The same process can be applied to the pick-and-place task. In Fig-
ure 5.1, the task planner divides this task into grasping and placing skills.
After performing the grasping task at step (9), the placing task can be repeat-
edly executed at step (3). The skill planner also can be repeatedly executed
for the pick-and-insert task until the success condition is met. For example,
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we assume that the task requires the following lower-level physical skills: (1)
object detection, (2) object identication, (3) object grasping, (4) hole nding,
and (5) object insertion. We use Supervisor mode to decide which component
will be picked up rst, and then we transit to Learning mode to exploit an
optimized policy and a classier system, which deals with (1)-(3). Note that
the training model can be derived from machine learning techniques. Once the
optimized results are produced, the destination of whole-body arrival and an
end-eectors grasping conguration are derived, and then we plan the robot's
trajectory path and an end-eectors path on the basis of the nearby envi-
ronment, robot's congurations, and performance models. Then, we swap to
Vision mode to detect several components from the piles and estimate their
approximate placements through camera sensors to perform (4). At the end,
we change to Control mode to work (5). If our target is close enough to the
end-eector, WBC technique will be executed to attain the goal; otherwise, vi-
sual servoing technique will be called upon to help in automating the approach
toward reaching the component.
5.2 Skills Composition
Many complex tasks require cooperation among dierent parts of hu-
manoid robots. For example, if we need to hammer a nail into a wall, one
hand has to place and hold the nail on the wall while the other has to hammer
the nail concurrently to complete the task. In order to apply dierent skills
on each hand concurrently, all computations are scheduled and coordinated by
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the task planner in a distributed fashion. Of particular interest in the area of
cooperative manipulation, coordination is the skill assignment problem that al-
locates a given number of cooperative components to execute a series of skills
as eciently as possible. The problem can be reduced to a task-allocation
problem. While a skills planner that assigns only for an individual component
is relatively simple, the diculty occurs when at least two skills are composed
to nish a task. One possible solution that makes use of resource management
is to determine an ecient assignment of skills to robots.
Finding a general plan to achieve complex tasks is an NP-hard prob-
lem. Therefore, a task is assumed to be bounded by a nite number of steps
performed on the limited number of components (e.g., Dreamer's two hands),
and a task can be acquired from either a task planner that decomposes sev-
eral skills or a supervisor that specically describes an input. An enhanced
owchart for two components (assume left hand and right hand) to complete
a collaborative task in the semi-autonomous robotic system, depicted in Fig-
ure 5.2, is added with one more module scheduler. Because it is harder to
allocate multiple resources at once, the task planner in Figure 5.1 takes pri-
ority over these skills and then feeds into the skills planner and scheduler.
The skills planner constructs a linked-list with every skill labeled and point-
ers to record the number of skills. The scheduler decides when and how to
carry out the skills such that completion time can be minimized subject to
the constraint that the task must be nished by a limited number of coopera-
tive components simultaneously. Also, the scheduler is a centralized controller
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Figure 5.2: A workow of composition tasks with the coordinated method in the
semi-autonomous robotic system. (1) The task planner produces a skills order of
assembly and sends it to the skills planner and scheduler. (2) The skills planner
allocates the set of skills. (3) A scheduler arranges available components to the
set of currently valid skills. (4) Each skill selects a corresponding model from the
skills pool which is derived from machine learning techniques. (5) A controller in
control mode delivers a notication to inform the scheduler of the current status
of components. The sequence of steps can help robots successfully complete the
composition task.
that actively communicates with the components with a TCP/IP packet like
header/payload structure to deploy the requested skills to the components and
receive the status response from them.
Recall the previous example of using a hammer to pound the nail into
the wall. Here are the respective procedures: (1) identify the right nail, (2)
grasp the nail, (3) identify the hammer, (4) hold the hammer, (5) estimate
the place where the nail will go into the wall, (6) move the nail to the target
location, (7) guide the hammer around the spot, (8) drill a starter hole into the
wall by using the nail, (9) hold the nail tightly, (10) hammer the nail into the
starter hole until the nail penetrates, (11) release the nail, and (12) place the
hammer. In Vision mode, steps (1), (3), and (5) can be completed with visual
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aids. The right hand performs (4), (7), (10), and (12); the left hand operates
(2), (6), (8), (9), and (11). Also, (9) depends on (10). We can formalize the task
allocation problem as follows: Let S = fs1; s2; : : : ; spg be the nite set of skills,
and E = fe1; e2; : : : ; epg be the set of execution time of their corresponding
skills, and C = fc1; c2; : : : ; cqg be the nite set of components. Assume that
two identical controllers control the right hand (C1) and the left hand (C2),
separately. Each skill si has dierent ci, where 1  i  p. The problem can be
reduced to a multiprocessor scheduling problem. We try to answer what the
minimum possible total execution time (
P
E) required to schedule all skills
is. The scheduler is a skills manager that improves the eciency with the
completion time of task by executing skills in parallel. For example, steps (1)
and (2) and steps (3) and (4) can manipulate simultaneously. In that way, the
system also can be compatible with heterogeneous components of robots that
increase its productivity and exibility.
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Chapter 6
Evaluation
This chapter presents the implementation of the proposed skills and also con-
ducted a series of experiments to evaluate the system performance1 in Sec-
tion 6.1. Then, the integration of the system from simulation to reality is
introduced in Section 6.2.
6.1 Training and Testing Grasping Experiments
In this section, the training and testing experiments are described. The
rst set of training experiments combines the four tness components in dier-
ent ways, as described in 6.1.3. The best combination is applied in the second
and third sets of training experiments, which evaluate the benet of applying
a bounding box to focus the ANN's attention in 6.1.4. Fully trained ANNs
are tested in simulation (6.1.5).
1This chapter is previously published in [30]. I contributed the performance implemen-
tation and evaluation to our work.
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Figure 6.1: Sample input data for training neural networks. (a) The RGB
pixel data of the scene from the camera within GraspIt!. (b) The 20  15
depth data array supplied to the neural network as input. The depth data is
normalized to a oating point number between [0, 1]. The purpose is that the
original raw pixel data is high-dimensional, so a down-scaled data of the same
data can be easily performed in practice.
6.1.1 Experimental Design
Because the raw depth data from the Kinect sensor is of high dimen-
sionality, for practical purposes the array is rst down-scaled. Before the input
data is supplied to an ANN, the 640480 pixel array was sampled to form a
reduced 2015 array. A larger scale was also tried, such as 4030, 8060, but
the evolution process was so time-consuming that we decided to shrink back
2015 array. This smaller array was converted to gray-scale intensity values,
and then normalized between zero and one; an example is shown in Figure 6.1.
The input data also includes a coordinate that represents the mouse click in-
put from the user that species the target object. In the grasping experiments,
the coordinate is chosen by randomly picking a dierent point on the target
object in each trial. To increase accuracy in evaluating each network, they are
each evaluated ve times over dierent trials. That is, the robot attempts to
grasp each target object ve times, and the tness value is the average over
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all the attempts. To preserve generality, the position and orientation of the
objects for each evaluation are randomized.
The experiments are divided into two parts: training and testing. A
collection of objects are divided into N separate classes, and for each class,
ANNs are trained by NEAT to grasp objects from that class. For testing, the
best neural network generated from training is further tested in simulations
over objects placed in dierent locations. A nal test applies a real scenario
from Dreamer to the evolved neural networks. The owchart for training and
testing is shown in Figure 6.2. All experimental parameters are described
in 6.1.2.
6.1.2 Experimental Parameters
In the experiments, the population size was set to 120. Dierent values
of the three parameters ,  and  of the tness function (Eq. 4.22) were
tried and tuned to guide evolution. The number of generations was 100. The
coecients for measuring compatibility for NEAT were c1 = 1:0, c2 = 2:0,
c3 = 2:0. The survival threshold was set to 0:2. The drop-o age was set to
20. Recurrent connections were disabled because the task is not dependent
on history. The probability of adding nodes and adding new connections to
evolved ANNs were set to 0.2 and 0.3, respectively. Detailed description of
these parameters are given in [81].
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Figure 6.2: The owchart of the training process and the testing process for the
experiments. In the training process, a set of objects are grouped into N sepa-
rate classes, and then each class produces a neural network through NEAT; in
the testing process, the best neural networks can be applied in simulations and
tested in a real scenario. The grasping accuracy can be further improved by
preprocessing the data before conducting training/testing experiments. These
processes can examine if the proposed approach can work.
60
6.1.3 Testing Combinations of Fitness Function Components
Training experiments are performed with four target objects plus a din-
ing table to vary the scene distribution as shown in Figure 6.3(a), (b). The
goal is to gauge which combination of tness function components (from Sec-
tion 4.2.2.1) will yield the best performance. Figure 6.3(c) shows the ve
results of the tness function for four scenarios through iterative training ex-
periments.
Because grasp quality (f1) is the most important performance metric,
each case must contain f1, so the combination of total cases is C
3
3 + C
3
2 +
C31 = 7. The following notation is used to refer to the section: f Fiti j i 2
f12; 13; 14; 123; 124; 134; 1234g g.
As an example, Fit134 denotes the case with f1, f3 and f4. The simu-
lation environment performs a series of simulated grasps on one object on a
dinner table for grasping evaluation. Figures 6.4(a)-(d) show training results
for grasping a single cylinder, cube, sphere, and mug, respectively. For the
cylinder, cube, and mug, the maximum grasping quality f1 is achieved through
Fit1234 (i.e. each tness component is helpful). However, Figure 6.4(c) shows
that the maximum grasping quality f1 for a sphere is achieved through Fit134,
which suggests that f2 does not contribute to better performance. Because
the sphere is relatively small, placed in-between other objects it is sometimes
blocked by other objects. Because its color is similar to the table, it is hard
to distinguish it from the other objects. As a result, NEAT will be mislead by
the simple f2 distance metric.
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Figure 6.3: Experimental scenarios. (a) A single cylinder, cube, sphere, mug,
and cuboid with a dining table and the Mekahand. (b) Focus on a single
target object each time. (c) The ve results for each object during training.
The conclusion is that the tness function can guide Mekahand to grasp four
dierent objects.
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with seven combinations
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Figure 6.4: Training performance with combinations of tness components.
The training scenario includes a cylinder, a cube, a sphere and a mug, on a
dinner table, but the depth sensor focuses only on a single object for each
experiment. The x axis represents the number of generations while the y axis
represents the normalized grasping quality. These gures show how grasping
quality increases over the course of evolution. To evaluate whether each of
the four tness component helps improve performance, (a)-(d) compare seven
combinations of tness components: (Continued on the following page.)
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Figure 6.4: (a) shows the results for grasping the cylinder, (b) for the cube, (c)
for the sphere, and (d) for the mug. The conclusion is that Fit1234 produces
the best grasping quality for (a), (b), (d), while Fit134 provides the best one
for (c).
6.1.4 Bounding Box Experiments
In this section, the approach is applied to a human-supplied bounding
box to focus the robots visual processing on the target object, thereby reducing
its dimensionality.
In the second set of experiments, four dierent training scenarios (with-
out a bounding box) are performed with dierent target objects, similar to
Section 6.1.3. Figure 6.5(a)-(d) show training results for networks trained to
grasp a single cylinder, a single cube, a single sphere and a single mug. These
gures show how tness values increase over the course of evolution. Note that
larger tness value implies better grasping quality; also, to dierentiate the
contributions of f1,f2, f3 and f4, each of these terms is normalized.
According to the best combination of the four tness components from
Figure 6.4(a)-(d), Figures 6.5(a), (b), (d) dierentiate the contributions of f1,
f2, f3, and f4, and Figure 6.5(c) dierentiates the contributions of f1, f3 and
f4. Note that the maximum score f1 can attain is 0.6, the maximum for both
f2 and f3 is 0.1, and the maximum for f4 is 0.2. Because f2 and f3 encourage
approaching objects and avoiding obstacles, and f4 rewards orienting the palm
toward objects, that can serve as secondary objectives. These terms are there-
fore given lower weights than f1, which measures the grasping quality itself
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and is thus the most important performance metric.
Because in practice only the best controller would be used, overall best-
case results are presented here. To start evolution, individuals in the popu-
lation are initialized with random weights and a simple topology (i.e. input
nodes fully connected to one hidden node, and this hidden node fully con-
nected to the outputs). Because randomly generated policies generally do not
cause the robot hand to approach the target objects, low tness scores are
expected. In this stage, f1 for all the networks is low, so the tness scores of
the networks are mainly determined by f2 and f3. These two terms guide evo-
lution to produce networks that approach the objects without being blocked
by obstacles. The f4 component leads the Mekahand to the right orientation
toward the object. In accordance with this explanation, Figure 6.5(a) shows
that initially f1 is smaller than f2 and f3. However, after 25 generations, f1
becomes dominant. Then, after 90 generations, f1 reaches its maximum value
of 0.5, which means the Mekahand can grasp the object more accurately with
proper position and orientation. Similar results appear in the other three
experiments (Figure 6.5(b)-(d)). In Figure 6.5(b), after approximately 15 gen-
erations, f1 sharply increases, and the total tness value steadily increases to
reach a maximum value of 0.7. In Figure 6.5(c), only f1, f3, f4 are considered,
but the tness value remains around 0.7. In Figure 6.5(d), the tness value
only achieves 0.6. The reason is that it is dicult for the neural network to
distinguish the mug object from the other objects. Comparing the four gures,
it can be seen that the tness scores of neural networks trained on the simple
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Figure 6.5: Training performance with and without a bounding box. How
tness values increase over generations is shown for each experiment. A sce-
nario includes a cylinder, a cube, a sphere, a mug and a dinner table, but the
sensor only focuses on one single object each experiment. Plots (a) and (e)
show a scenario with a single cylinder on a table, (b) and (f) a single cube
on a table, (c) and (g) a single sphere on a table, (d) and (h) a single mug
on a table. To evaluate whether a bounding box benets performance, (a)-(d)
have no bounding box, while (e)-(h) include the bounding box technique. The
total tness value is shown, as are the contributions from the three or four un-
derlying normalized terms. The conclusion is that the bounding box increases
performance, and all experiments eventually evolve ANNs able to grasp the
objects in simulation.
objects (Figure 6.5(a)-(c)) were larger than those trained on the more com-
plicated one (Figure 6.5(d)). However, even in the more complicated scenario
the networks all learned to approach the target objects and grasp them.
The third set of experiments tests evolution in the same four scenar-
ios, but adds a visual bounding box that can focus the ANN on the most
relevant information. The rst experiment is shown in Figure 6.5(e). The
tness value gradually increases, and after 5 generations, the values are better
than Figure 6.5(a), achieving a value of 0.9 after 45 generations. Also, the
tness values are more stable and do not oscillate around the maximum value
as they do in the experiments without a bounding box. Similar results are
seen in Figure 6.5(f)-(h). In Figure 6.5(f), the maximum tness value is 0.92.
Figure 6.5(h) illustrates that with a bounding box, more complex object con-
gurations can still produce consistent results around 0.8; although the trend
is comparatively slow, the maximum tness value still approaches 0.7.
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This experiments suggest that the more complex the training scenario
(i.e. the number of dierent kinds of objects in the scene), the more dicult it
is to train the neural network. Furthermore, if a facet is obscured or the depth
array values of an object are similar to the background, then even if the object
to be grasped is simple, the training results are poor. However, applying the
bounding box signicantly improves the results in such cases.
6.1.5 Validating the Generality of Evolved Neural Networks
The training methodology results in neural networks evolved to grasp
objects in simulation. To validate such networks, they were further tested in
a variety of novel situations through GraspIt! (i.e. situating for which object
was not explicitly trained). Most objects in the scenes were not seen at all
during evolution or not placed in the same location, and their arrangement is
new. The experiment thus measures how general the evolved solutions are. A
successful case is recorded if the Mekahand can grasp the object; otherwise it
is recorded as a failure.
For this generality test, each object was tested 100 times. The grasp-
ing procedures were implemented under test conditions randomly placing the
dierent sizes and textures of a cylinder, a cube, a sphere, and a mug, as
shown in Figure 6.6, at dierent positions and orientations on the table. The
evolved neural networks in 6.1.4 were labeled as Cylinder (NA), Cube (NB),
Sphere (NC), and Mug (ND), and based on similar classication of objects,
the most appropriate neural network was chosen for testing. The success rate
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in Table 6.1 compares the neural networks with the dierent objects. These
results show that despite its simplicity, the proposed bounding box method
still performs reasonably well in grasping novel objects. However, if the tar-
get object is too far from the center of the image frame, the neural networks
often perform unreliably, indicating the training process may need further re-
nement to deal with such boundary cases. Table 6.1 shows the best results
from among all the experiments. Also, in some cases the Mekahand collides
with objects while grasping, because many objects are placed on the table. A
potential remedy is to decompose the movement into more steps to avoid such
collisions. One way to do so would be to rely on additional input from the
human supervisor.
Figure 6.6: Testing dierent sizes and textures of objects across novel locations
and orientation. Shown in the gure are a cylinder, a cuboid, a cube, a sphere,
a mug and a plated mug. Note that the letters labeling each object correspond
to similar labels in Table 6.1.
Next, Subsection 6.2 presents transferred to the real robot.
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Table 6.1: Generalization results of grasping objects at novel positions with
evolved networks. The results with a bounding box outperform the ones with-
out a bounding box, which indicates that a bounding box is an eective way
of increasing grasping performance.
# Objects Class
without a
Bounding
Box
with a
Bounding
Box
(a) cylinder NA 52% 89%
(b) cuboid NA 65% 81%
(c) cube (6 cm3) NB 69% 76%
(d) cube (5 cm3) NB 73% 82%
(e) sphere (radius 4 cm) NC 71% 88%
(f) sphere (radius 3 cm) NC 68% 80%
(g) mug ND 71% 85%
(h) plated mug ND 62% 74%
Mean=Std
66.38%
(6:80%)
81.88%
(5:33%)
6.2 Validating with Dreamer
Beyond simulated results, learned policies were also transferred to the
physical world. A physical (i.e. not simulated) Kinect sensor was applied to
capture object depth array information. This information was provided as
input to an evolved neural network to guide Dreamer robot's grasp.
6.2.1 Kinect Sensor Implementation
In order to retrieve the Kinect sensor data and feed it into the system,
the sample program regview provided by OpenKinect project2 was modied.
2http://openkinect.org
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This program was enhanced to be run as a server that waits for the connection
from the remote-control PC over the TCP/IP. Besides, it was tweaked to
register the video format as FREENECT DEPTH REGISTERED. The reason
is that in the Kinect sensor, the depth camera and the color camera are two
separate sensors, which means their views are dierent. Only by doing so,
the depth data will be projected to the view of the color camera. In this
video mode, the depth data is in millimeters, and the pixel coordinates can be
translated from (i; j; z) to (x; y; z) as follows:
x = (i  width=2)  (z +minDistance)
scaleFactor  (width=height); (6.1)
y = (j   height=2)  (z +minDistance)  scaleFactor; (6.2)
z = z; (6.3)
where minDistance = -100, scaleFactor = .0021 and weight and height are the
size of the image. The x; y; z is a right-handed Cartesian system: with z axis
perpendicular to the Kinect image towards the image, x-axis points to the left,
and y-axis points up. Before sending commands to the robot the coordinates
are transformed again to match Dreamer's coordinates.
6.2.2 Remote Control Panel
Figure 6.7 shows a screen capture of the remote-control application for
supervising Dreamer. The remote-control user interface shows the color images
and depth images from the Kinect camera; the images from the IP camera are
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Figure 6.7: A screen capture of the remote-control software application for
supervising the Dreamer robot. (a) Color and (b) depth images from the
Kinect sensor. (c) The image from the IP camera. (d) An image snapshot
taken when the user clicks on the color image. (e) A dialog for connecting to
Dreamer through a computer network. (f) A dialog for inputting the captured
depth array into an evolved ANN. (g) Use motion planner to obtain a trajec-
tory. (h) A dialog for sending the orientations and positions from the ANN to
Dreamer to control its grasp. The conclusion is that the grasping experiment
can be implemented through the remote control panel.
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displayed in the third image panel at the top of the user interface.
To automate the high-level supervision of the grasping experiment, six
commands was implemented on the remote control panel: Connect, Test, Out-
put, Touch, Verify, and Debug, as shown in Figure 6.7. When the supervisor
clicks on the Connect button, the computer connects to the Kinect sensor to
capture depth information. Then, when the Test button is pressed, the depth
array is provided to the evolved neural network as an input. After executing
the neural network, its outputs are interpreted as coordinates and orientation
of the hand for grasping the object. When the Output button is pressed, the
results are sent to Dreamer and the robot is directed to approach the object.
Finally, when the Touch button is pressed, Dreamer will grasp the object us-
ing the grasping information provided by the neural network. After Dreamer
obtains this information, i.e. the grip orientation and position, the controller
PC computes the distance between the Mekahand and the object, predicts the
hand's trajectory, and approaches the object. Once the Mekahand is near the
target object, the thumb and the three nger motors are synchronized to per-
form the grasp. A Verify button is provided to automate the entire process for
convenience; the Debug button serves to aid in system debugging, providing
coding logging information.
6.2.3 Transitioning to Physical Controller
An automated grasping platform was built to demonstrate this process.
The networks evolved in simulation are transferred to this platform to evalu-
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ate them in a physical environment. To carry out an experiment, a human
experimenter uses the control panel to choose a target either without or with a
bounding box in the color image from the laptop screen with the Kinect sensor
by clicking on it. After designating the target, a copy of the color image is
copied to the target object panel, and a red dot is added on the image, indicat-
ing the position of the click. The depth data at that point is used to calculate
the approximate position of the object to be grasped. This results species
the grasping task for the robot to perform. Note that the grasping behavior
was not evolved on the actual robot, but was transferred from simulation.
The video3 demonstrates [30] grasping of novel objects from the simu-
lation to the real Dreamer robot. Besides, Figure 6.8 shows screen captures
taken from a proof-of-concept demonstration of grasping a tennis ball, a bot-
tle, ball, a Rubik's cube and a cup. Dreamer can successfully approach and
grasp target objects when controlled by an evolved neural network. Since
these objects were not seen during evolution, the experiment demonstrates
two achievements: learning transfers from simulation to the real world, and it
generalizes to grasp objects. Quantifying how well grasping works still needs
a metric for the assessment of the quality of a real grasp, so further work to
incorporate real sensor data on the Mekahand (e.g. touch pressure) is ongoing.
3http://www.cs.utexas.edu/~peggy/rtss2015.html
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Figure 6.8: Screen captures from the video demonstrating Dreamer grasping a
ball, a bottle, a cube and a cup through an evolved controller. Note that the
small picture with red dots are the snapshots from Kinect sensor panel. The
bottom snapshots labeled with (1)-(3) represent the object grasping process,
from the initial, approach to grasp a bottle. The gures conrm that transfer-
ring results from simulation to reality is possible, and applying the approach
generalizes to novel objects.
The video link is http://www.cs.utexas.edu/~peggy/rtss2015.html
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Chapter 7
Case Study: Autonomous Pick-and-
Place System
To enhance the functionality of the semi-autonomous robotic system in cyber-
physical applications, we built an autonomous pick-and-place robotic system
upon the semi-autonomous robotic system. This chapter presents the architec-
ture of the autonomous pick-and-place system and its owchart in Section 7.1.
The two major fundamental elements in this system are the perception module
presented in Section 7.2 and the manipulation module described in Section 7.3.
Finally, Section 7.4 presents the environmental setting, and hardware/software
system overview, and implementation, and experimental results for the pick-
and-place task.
7.1 The Overview of the Robot System
Having described these techniques in Chapter 4 and how we design the
actual architecture of cyberphysical avatar, we turn to present a case study:
the autonomous pick-and-place robotic system.
The pick-and-place system comprises the robotic arm Hoppy with its
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control system developed by Robotics Robotics (RR) Ltd. [69], and its end-
eector with the specialized gripper with suction function, and a cost-eective,
real-time and 3D vision system devised computer vision algorithms, including
object recognition and object localization, and 3D model reconstructions, and
a real-time physical network. The specic task explored in this case study is to
recognize and instruct the robotic arm to pick up dierent types of objects and
place into a box in the real-time environment. The physical realization of the
pick-and-place system has been implemented in the Cyber-Physical System
(CPS) Laboratory at GDC [1].
Figure 7.1 illustrates the architecture of the pick-and-place system.
Hoppy consists of a six-DOFs robotic arm, a desktop PC (controller PC) ex-
ercising Ubuntu 14.04 with the RTAI patched real-time Linux kernel that
executes the models and control infrastructure to govern Hoppy's behavior
and the other vision PC is built to run on top of Ubuntu 14.04 distribution
with Linux kernel version 3.13.0 that implements machine learning and vision
algorithms. The robotic control framework is based on ROS (Robotic Oper-
ating System) indigo with the Gazebo simulation1 2.0 and 6.0. Two types
of cameras are installed in the system. An Xtion Pro sensor is connected to
the vision PC and is installed in front of the gripper to capture color images,
depth information and generate 3D point cloud data, and the other camera is
installed in the back of the robotic arm to capture Hoppy's surrounding envi-
ronment. The vision PC communicates with the controller PC through ROS
1Gazebo, http://www.gazebosim.org/
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Figure 7.1: The architecture of the pick-and-place system. All the messages are
communicated and transferred through the ROS topic system upon Ubuntu
Linux 14.04. At a high-level layer, the autonomy of the system is governed
by a designed service graphical user interface (GUI) which controls perception
or robotic manipulation, and the simulation environment Gazebo can be sim-
ulated the robotic action before transferred to the real world. A service GUI
acting as the brain of the system decides which actions can be executed based
on the sensors and control feedback.
communication bus provided by a ROS master server; the vision PC yields 6D
poses to the controller PC, and the controller PC plans the coordinates and
position of the desired trajectory to reach the object and move the robotic
arm Hoppy to grasp it.
The two main modules in the proposed system are the perception and
manipulation. The perception module is used to run learning and vision algo-
rithms, whereas the robot manipulation is used to control Hoppy's arms. To
realize the algorithms for Hoppy, the 3D model of Hoppy with a proportional-
integral-derivative controller (PID controller) was designed and implemented
79
in an open source simulator Gazebo, and encapsulated with ROS format to
interface with the Gazebo simulation to simulate the trajectory planning and
object grasping in realistic scenarios. Besides, we also provide a service graph-
ical user interface (GUI) for a supervisor to issue the high-level commands for
the robotic hand to perform the pick-and-place task as well as monitor the
system status. All the messages are communicated and exchanged through
the ROS topic system which is a pub-sub like a system that can eciently
multiplex numerous messages between dierent modules and thus decouple
the modules such that each module can be cleanly implemented and improved
to achieve the reusability and maintainability.
Figure 7.2 depicts the owchart of one pick-and-place experiment. The
experiment is achieved as follows. First, a service GUI keeps polling the status
from either the perception module or the robotic manipulation module. If a
human supervisor adds a grasping task by the GUI, the perception module will
start consuming the video streaming input from camera sensor and kick o
the pipeline to deal with object recognition and propose an appropriate pose
for grasping the desired object. Further, the pipeline can be broken down into
four steps, including (1) reading video streams from the depth sensors, (2) pre-
dicting and marking the Region-Of-Interest (ROI) of an object with its label,
location, and probability, (3) estimating the best pose to pick up the object
by using LineMOD [26] and 3D models, and (4) transforming the object pose
into the robotic arm's poses. On the other hand, the manipulation module
is decomposed into ve steps, including (1) performing trajectory planning,
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Figure 7.2: The owchart of the pick-and-place system. A service GUI for
the supervisor to issue the high-level commands to perform the pick-and-place
tasks and monitor the system status. The functionalities of perception mod-
ule are to do the object recognition and to suggest the best poses for object
grasp/suction; the tasks of manipulation is to take the poses and object posi-
tion output from the perception part, and then to perform trajectory planning
and controls/moves the physical robotic hand. We adopt the Gazebo simula-
tion for the simulation and then applied for Hoppy robot.
(2) moving the physical robotic hand to approach to the object, (3) grasp-
ing/suctioning the object from an original position to the requested position,
and (4) releasing the object. Before we actually apply and operate our system
in a real-world experiment, (5) we will try them in the Gazebo simulation as
well.
Next, we describe each module in more detail.
7.2 Perception Methodology
In the pick-and-place robotic system, a fast and accurate perception
module is essential, allowing us to detect and recognize the target items from
a shelf without specialized sensors, and further yield an estimation from a
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set of feasible grasp candidates. Figure 7.3 illustrates the procedure of per-
ception module. In vision conguration, four NVIDIA Tesla GPU K80 cards
under Ubuntu 14.04 are used for accelerating images training process. We
also installed CUDA driver2, CUDA 7.5 SDK toolkit3, the Xtion driver run-
ning by using OpenNI2 SDK4, and the camera driver. For object detection
and recognition, we investigated that image pre-processing can improve the
capability of image features extraction and further characterize each type of
objects. Then, we use these features to train a model through convolution
neural networks (CNNs). For 3D object model and reconstruction, we con-
struct every 3D model of the object and built a database (DB) to convert
a set of objects information and then store in a DB. For target 6D object
poses estimation, we use LineMOD [26] to implement template matching and
applied optimization algorithm for the point clouds data to improve 6D pose
estimation. More details are described in the following subsections.
7.2.1 Object Detection, Recognition and its Region-of-Interest
For images pixels, the model can be represented by a region-based
convolutional neural network (R-CNN) architecture. R-CNNs have great ad-
vances in computer vision and usually focus on object detection and image
classication. The architecture uses region proposal network [20] built by
several fully connected CNNs to generate potential bounding boxes from an
2Nvidia CUDA driver, http://www.nvidia.com/
3Nvidia CUDA toolkit, https://developer.nvidia.com/cuda-toolkit-archive
4OpenNI2, https://structure.io/openni
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Figure 7.3: The owchart of the perception module in the pick-and-place sys-
tem. In the procedure of this module, a camera and CUDA driver and toolkits
are installed for vision conguration; raw images are preprocessing and calcu-
lated each object's probability for object detection and recognition; a database
(DB) was constructed to save objects information for easily fetching for 3D
object models and reconstruction; LineMOD [26] was utilized to execute tem-
plate matching and optimized coordinate and orientation for target 6D object
pose estimation. Finally, 6D pose estimation was sent to the robot manipu-
lation module. The conclusion is that the system integrates real-time vision,
3D reconstruction, and template matching to predict object's orientation and
coordinates.
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image. To generate bounding boxes, a selective searching method with sliding
windows is applied [8] and each sliding window is a small network to slide over
the conventional features map. In [21], max-pooling layers can reduce dimen-
sions of representations by performing a nonlinear downsampling operation,
which is useful to reduce computation for upper layers and provide a form of
translation invariance. Region-of-Interest pooling layer can adaptively adjust
max pooling layer and dynamically expand batch size. Fully-connected layer
can compute the likelihood of classes. Bounding-box regression is performed
on features pooled from ROIs, and the regression weights are shared by all
region sizes.
The current detection and recognition system also adopts a sliding win-
dow approach where each object is classied and evaluated at dierent loca-
tions over the entire image by using a classier [14]. More recent approaches
like a region-based convolutional neural network (R-CNN) architecture, Gir-
shick et al., [20] proposed a region proposal method which is to use region
proposal networks (RPNs) to feed to R-CNN as an input and then train a
classier from the proposed bounding boxes of each object, called Region-
of-Interest (ROI), but the computation is time-consuming and dicult to con-
verge because each component must be trained individually. More performance
improvement such as fast R-CNN and faster R-CNN can be seen in [19, 65]
that train multiple objects for a single convolutional network simultaneously.
The similar idea is from Redmon et al., [64], that simplied to a single regres-
sion problem and introduced You Only Look Once (YOLO) architecture which
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can predict each class probability and the coordinate of bounding box from
extracted features of images.
According to our observation, several diculties are yet required to be
conquered, such as semi-transparent objects, varied ambient brightness, ob-
jects reections inside the shelf, and the bad angles of view because of the
narrow shelf. To overcome these hurdles while satisfying the real-time detec-
tion constraints, we adopt a deep neural network based on YOLO [64] which
can quickly detect, scale and locate each object. The detailed experimental
setup and results for the training and the testing process are shown next.
7.2.1.1 Training Process
First, we create the dataset that contains about 40,000 pictures (there
are 18 examples objects from Amazon Picking Challenge competition (APC)
and each object has dierent 2,500 images shots.) of 18 objects in dierent
orientations and with random backgrounds, and each image is labeled and
annotated with ground-truth locations of rectangles. Figure 7.4 shows that
the dataset covers a large variety of categories. Second, we implement the
scripts to semi-automatically create the annotation which denotes object type
and coordinate of a bounding box for each object within each image which
are further converted to YOLO input format and merged to form a training
list. Third, the varieties of objects detection are unied into train a single
convolutional neural network altogether with the extracted features of entire
images and the bounding boxes, and the trained network model can predict the
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bounding boxes for these objects and their classes likelihood simultaneously.
Because the raw data from the Xtion sensor is 640  480, according
to Redmon et al., [64], the pixel array was subsampled to form a reduced
448  448, and each image of bounding box was divided into an 7  7 grid
cell. We have tried a larger cell, such as 14 14, however, the training process
was so time-consuming that we decided to keep 7 7 as default cell size. This
grid cell is in charge of the detection of that object when its center falls into
one of grid cell region. The class prediction probabilities can be dened as
Pr(Classi) IOU truthpredict [64], where Pr(Classi) represents the probability of
this class, and IOU truthpredict represents the intersection over union (IOU) between
the predicted box and the ground truth, and this pivot provides us a score
for each box to predict which class appears in this box and how good for
the predicted bounding box. For training our model, we also use the same
parameters, 7  7 grid cell, and has 18 dierent labeled classes, so our nal
prediction is a 7 7 (5 2 + 18) tensor.
The network architecture expects to acquire the class probabilities
and coordinates by means of transformation images to extract feature points
through CNN layers, pooling layers, and fully-connected layers. The architec-
ture of the neural network is illustrated in Figure 7.5, including an input layer,
followed by 9 convolutional layers and 5 maxpool layer alternately, followed
by 3 fully connected layers, and a dropout layer and an output layer. Let
a volume of size be width(
_
W )  height(
_
H)  depth(
_
D), and the number of
lters/kernels (called lters size) be
_
K, and their spatial extent (called the
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Figure 7.4: Construct the dataset of example objects from Amazon Picking
Challenge competition (APC): (a) a duck toy, (b) a brush, (c) a tennis ball,
(d) a set of cups, (e) a yellow toy, (f) a green toy, (g) a set of balls, (h) wall
plugs, (i) pens, (j) a box, (k) cloth, (l) a pencil box, (m) a book, (n) glasses, (o)
a bottle of water, (p) a sparking plug. The taken pictures from these objects
have been annotated with their bounding boxes and categories. The dataset
will be used to train our recognition model.
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receptive eld of the neuron) be
_
F , and the stride be
_
S . To refer to previous
work [64, 66, 71], the input layer is set by 4484483 ( _W 
_
H 
_
D), and each
reduction layer is set at
_
F 
_
F , where
_
F is 7, 1, 3, respectively, and followed by
the maxpooling layer, and the output layer is set at 77 (52+18) = 1372.
In Figure 7.5, the rst convolutional layer is 7  7, and has 16 lters (or ker-
nels) of size, and we denote it as 7  7@16. The stride _S and the size
_
F
are set to 4. After the maxpool layer, the reduction layer is 56  56  16.
Note that, the spatial extent always equals the depth of input layer. Then,
we process them in the same way to produce a 7  7  64 and followed by
the two fully-connected layers (256 inputs and 256 outputs, and 256 inputs
and 4096 outputs, respectively). To avoid overtting and combine dierent
neural network architectures more eciently, the dropout layer was added to
temporarily remove the unit out from the neural network such that the neural
network is more general and more accurate, and the probability
_
p is set to 0:5.
The networks were trained for approximately a week, and we used Darknet
framework for all training and inference [2]. The loss function is the summa-
tion of square errors for the coordinates, widths, lengths, class probabilities
between the predicted bounding boxes and their ground truth, and the penalty
is classication error.
Because the trained model is large-scale visual recognition, the results
could take months of work if computationally inecient. To tackle the prob-
lem, an open-source deep learning framework Cae [35] is adopted, and it can
not only be an extensible toolkit for state-of-the-art deep learning algorithms
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Figure 7.5: The architecture of the neural network for training detection ob-
jects. The network has 20 layers, including the input layer, 9 convolutional
layers, 5 maxpooling layers, 3 fully connected layers, 1 dropout layer, and the
output layer. Based on previous work [64, 66, 71] , the input resolution for
classication task is 448 448 3 (width  height  depth), and followed by
a series of convolution layers and maxpool layers. Here, the range for the 1st
convolutional layer is 7  7 and has 16 lters, denoted as 1 : 7  7@16. The
size in the 2nd maxpool layer is 4, denoted as 2 : 4  4. The convolutional
and maxpool layers interchangeably reduce the features space. Then, followed
by the two fully-connected layers, the rst is 256 input/output features, and
the second is 256 input and 4096 output features. Next, a dropout layer is
applied to increase the accuracy (the probability is set to 0.5), and followed
by a fully-connected layer. Finally, a 7 7 28 neural network was produced.
The trained network model can be used to predict objects and its coordinates
of bounding boxes.
89
but support CUDA code that can be run on GPU parallelly. Our network
was implemented and ran with a NVIDIA Titan GPU with 10 cores, and 4 of
them are allocated and fully utilized to conduct the experiment. Our system
was compiled with CUDA 7.5 and CUDNN 3, and the batch size setup is 32
for all neural network. With the setup, the training time is greatly shortened
by a factor of two.
7.2.1.2 Testing Process
To preserve generality, the position and orientation of the objects are
randomized. The experimental parameters are the same as the training set-
ting. Our trained model was tested within 100cm for all the objects in any
spaces of the shelf, as shown in Figure 7.6. An encompassing bounding box
is automatically generated and centered on the desired object, and we also
can predict multiple objects at the same time. Impressively, the objects like
a bottle of water or a glass, despite their transparent properties, the trained
deep R-CNNs model still can correctly predict what objects are present and
where they are.
7.2.1.3 3D Object Coordinates
The CNNs through training can detect the ROIs and label objects
with probabilities by integrating information from a high-dimensional image
provided by the Xtion sensor. Because an encompassing bounding box is
automatically generated and centered on the desired object, the boundary
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Figure 7.6: The testing results of the region-based convolutional neural net-
works (R-CNNs) model. An encompassing bounding box is automatically gen-
erated and centered on the desired object through the trained CNNs model,
and also shows each object name and its width, length and coordinates. The
gure shows that the model can precisely detect the object and its locations.
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range can be mapped to four coordinates. To nd the object of 3D positions,
the center point of a 2D plane of each object (x, y) is determined, and (x, y)
of each object can be mapped to the normalized depth raw data z. Then, the
object 3D location can be obtained.
7.2.2 3D Object Model and Reconstruction
According to the research survey from open source community, we
found Willow Garage Company5, the developer of PR2 robots, started a
project, called the Object Recognition Kitchen (ORK) [88] for object recog-
nition. ORK contains input/output handling, robot/ROS integration, and
database management. Therefore, a database was rst constructed to store
all models and the creation of every objects' models with point cloud library
(PCL) in 7.2.2.1. PCL [72], an open source C++ library, provides state-of-the-
art algorithms for 3D perception and supports point cloud processing and 3D
geometry processing, such as ltering, registration, and recognition, etc. Then,
a 3D reconstruction of each object was created and mentioned in 7.2.2.2.
7.2.2.1 Acquisition Setup and Procedure
 Setup: A database was stored with every object's mesh, ID
name, images, the related information, and also should be recorded
when/who/where added the objects. Apache CouchDB [17] software
was adopted as our database to record objects information because of
5Willow Garage Company, http://www.willowgarage.com/
92
usability, simplicity and practicality [63]. CouchDB is an open-source
documentation-oriented database management system, and developed
by the Apache Software Foundation, in which querying and indexing are
performed by using JavaScript language. Then, indoor illumination was
controlled in constantly dark through the entire recording process with
single light source from the upper front of the objects. Next, every object
was placed on top of a board which is supported by a robotic arm that
allows us to rotate the board precisely for the requested angles. Then,
the Xtion sensor was xed on top of the room and placed about 50cm
in the front of an object recorded. Finally, the program enables that
each object was rotated by itself per 20 degrees, and was taken around
50 pictures.
 Procedure: First, the CouchDB database was installed, congured
and run as a service in the background. Then, each object was placed
on top of the board and rotated 18 times where each time it is rotated
by 20 degrees. Next, we congured the controller to do the rotation
for dierent angles and recorded the entire process so that we can get
precise data. The depth/RGB video stream was captured from the Xtion
camera and then can be utilized to roughly create 3D reconstructions of
each object where the properties and the models of the reconstructed 3D
objects are stored in JavaScript Object Notation (JSON6) format and
6JavaScript Object Notation, http://www.json.org/
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inserted into the CouchDB database for later use.
7.2.2.2 Generate Objects Model
To generate objects model, the tools, object recognition core and ob-
ject recognition capture [88], we adopted can provide ORK infrastructure to
capture and transcribe the real world object into a 3D digitized form. To cap-
ture objects, a ducial marker likely a dot pattern attached to the real world
object, was required to obtain accurate pose estimation, stable background
segmentation, and a consistent object coordinate. The 3D points capture was
evenly distributed in dierent points of view while the object was centered at
the frame and then can be produced a ROS bag of data. Figure 7.7 shows the
screen snapshots of the samples of the procedure for 3D reconstruction. In
Figure 7.7(a), we perform single camera tracking and reconstructions of 3D
objects' shapes, including a duck toy, a box, a brush, a pencil box and a glue.
In Figure 7.7(b), the static background can be ltered out to extract only the
foreground objects.
Then, object recognition reconstruction is used to create an approxi-
mate untextured mesh from the captured videos, and this step merges the
depth images from dierent points of view. Figure 7.8 visualizes the creation
of 3D object meshes which contains a set of balls, a box, a brush, a cup, a
duck, a glue, a pencil box and a spark plug; Figure 7.9 depicts the objects
information which is stored in the CouchDB database, and the construction
of customized database can be used for searching pose estimation of each ob-
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Figure 7.7: The process of 3D objects reconstruction. (a). Screenshots cap-
tured from the recorded videos demonstrating a duck toy, a box, a brush, a
pencil box and a glue. (b). Screenshots capture from the recorded videos
displaying the extracted objects. The conclusion is that this information can
be saved in the database to build 3D meshes.
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Figure 7.8: Screenshot capture of the creation of 3D meshes of objects. Left:
Store objects 3D models in the database. Right: Objects' meshes contain (a)
a glue, (b) a cup, (c) a box, (d) a spark plug, (e) a set of balls, (f) a brush, (g)
a duck and (h)a pencil box.
ject by parameters. Figure 7.9(a) illustrates a summary of meshes list for all
objects. In Figure 7.9(b), left: each object name; right: this object id, added
time, description, author name/email, and type. The 3D objects reconstruc-
tion in DB is used to predict 6D pose estimation for grasping.
7.2.3 Target 6D Objects Pose Estimation
The point clouds data was preprocessed to generate a model in 7.2.2
and this subsection introduces how to determine 6 DOFs pose estimation of
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Figure 7.9: The object information in the CouchDB database. Screenshot
captures the objects displayed as a document by the CouchDB administration
tool. The search keys appear in the left box, and the values of each key
appear to the right on the same line, including the object and the author
information. The conclusion is that this database can be applied to predict
6D pose estimation for grasping.
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a robot to grasp the target object. First, each model is generated the poten-
tial templates in 7.2.3.1. After the templates are built, given raw sensor data
(depth and color features) as an input, and we require a method to match the
ltered point clouds of the target objects with 3D models. A well-known ap-
proach, LineMOD [26, 27], exploits depth and color data to match the object's
appearance and 3D shape in 7.2.3.2. LineMOD is one of the best methods for
generic rigid fast template matching. The work combines with R-CNNs ap-
proach of predicting object location and pose estimation. Finally, 7.2.3.3 intro-
duces iterative closest point (ICP7) and random sample consensus (RANSAC8)
algorithms to rene the pose estimation.
7.2.3.1 Generate all Templates
A library object recognition linemod [88] was utilized to generate all
templates for each object. This pipeline library implements LineMOD frame-
work [26, 27] with an open source computer vision library { OpenCV library9.
OpenCV [7] library is an open source library aiming at providing ecient com-
puter vision algorithms and was applied to generate random views around an
object. Given a mesh and dierent points of views based on angles, scale and
in-place rotation of the camera as an input, and (1) depth (2) RGB (3) object
size (4) distance between the object and the camera, from dierent angles per-
spective of 3D mesh object model, can be obtained and stored as templates
7ICP, https://en.wikipedia.org/wiki/Iterative_closest_point/
8RANSAC, https://en.wikipedia.org/wiki/Point_set_registration/
9OpenCV, http://opencv.org/
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Figure 7.10: Snapshots are shown the generation of all templates for a glue.
The input is a mesh; the outputs are depth, RGB, and the distance between the
object and the camera from dierent scales and viewpoints. All the potential
templates are stored in the database. The number of templates is below 100.
Because the templates are used to match, if the cases are too many, it is
dicult to judge. The conclusion is that to generate all templates can be used
for templates matching.
in the DB. This process is repeated until enough coverage of the object yields
from various viewpoints. The variety includes the dierent scales and points
views with the in-plane rotations of the cameras. Figure 7.10 shows the pro-
cess of generating the templates, and the object was rotated in-plane for each
20 degrees and also adjusted dierent scales to produce many samples. It is
dicult to say how many templates are enough for matching. Based on our
experiments, we found too many samples lead to failing. This is because too
many similar samples make it dicult to distinguish which template is the
best. Also, computation time is expensive. Therefore, for each object, we just
generate below 100 templates.
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7.2.3.2 Template Matching
Because a set of templates covering dierent views of an object was
known, the 6D pose of an object can be coarsely estimated upon the DB. How-
ever, according to our experiments, their categorization results are not very
precise due to a huge range of templates in the LineMOD pipeline. Therefore,
to improve the accuracy of pose estimation and lower false positives, we applied
the output from previous Subsection 7.2.1 which is a bounding box containing
the target object. Since the type of object was detected and RGB-D informa-
tion has been narrowed down, and the searching space of candidate templates
has been lowered, so a template matching algorithm was implemented to ac-
quire 6D pose estimation. The approach is to utilize surface normals and
RGB gradient features to the object silhouette [91] and select from the DB.
The output is the coordinates and orientation of one specic template.
7.2.3.3 Optimization of Pose Estimation
To enhance the accuracy of pose estimation, the resulting templates
to point clouds set were been registered by using iterative closest point (ICP)
algorithm [4, 50] and use random sample consensus (RANSAC) algorithm [88]
to eliminate the mismatches points not belonging to the target area by nding
the transformation matrix of features, and further nd out the 6D pose of that
object based on the geometric model. The target of point set registration is
to get a spatial transformation that aligns two point sets. The ICP algorithm
is one of the registration algorithms that tries to iteratively minimize the
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dierence between two point clouds. The ICP algorithm improves accurate
results that can contribute to the success rate of the pick-and-place task. The
snapshots, as shown in Figure 7.11, is an example of detecting a glue, and
the outcome visualizes in a 3D visualization tool for ROS { RVIZ10 to display
object id, name and condence, and each recognized object, visualizing point
clouds and the mesh from the DB followed by a pose returned by LineMOD
and rene pose estimation by ICP and RANDOM. However, the results are
not good due to many noises from the environment, so we still combine with
visual servoing alternatively.
7.2.4 Encapsulation to ROS package
Our aim is to create reusable software components for extending the
capabilities of industry or academic robots. The perception module follows
the guideline of the ROS framework [61] and is implemented as several ROS
sub-modules. The ROS component-based platform provides more exibility
and modularity in facilitated development. All the aforementioned works such
as object detection, recognition, 6D pose estimation are integrated as an au-
tomatic functionality on top of the ROS platform.
Next, we transfer object's coordinates and orientation for the manipu-
lation module to guide the robotic arm performing a pick-and-place task.
10RVIZ, http://wiki.ros.org/rviz
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Figure 7.11: Snapshots of template matching. First, the glue was detected by
using R-CNNs and circularized with a bounding box. Because the templates
have been constructed, this object can be detected from the input point clouds
by executing the LineMOD with ICP and RANSAC. The RVIZ plugin display
window visualized the information of a glue, including object id, name, and
condence.
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7.3 Manipulation Methodology
Recall that the 6D end-eector poses of specic objects from RGB-D
information, and this section addresses the problem of planning a path between
the initial pose of the robotic arm and the nal desired pose for the gripper or
suction. Figure 7.12 illustrates the procedure of manipulation module. Each
action is decided by achieving a specic goal of manipulation. Therefore, the
capability of the robotic arm can be reduced to a set of pre-dened motions
from the known objects. The expected performance of the system should be
both robust and fast while speeding up planning. After decided the gripper or
suction, a collision-free path should be computed to guide the robotic arm from
the current pose to pre-grasp postures. In the picking stage, the end-eector
requires a sequence of joint trajectories that is produced for the robotic arm
to follow based on visual serving or guided-policy searching method, and move
the gripper to the post-grasp posture based on planning. In the placing stage,
we move the gripper/suction from the post-grasp to the upper of the box and
drop the grasped object.
7.3.1 Gripper and Suction
The target of the gripper is to end up grasping of the object in between
the two ngers with a vertical parallel jaw. Because the information of the
objects is known, a corresponding and advantageous grasp for each object such
as the end-eector's forces can be pre-decided. The process of the gripper is
described below: (1) Approach the object straight in the front rack facing
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Figure 7.12: The owchart of manipulation module in the pick-and-place sys-
tem. The rst procedure of this module is a gripper with two ngers and a
suction design. Then, three approaches for trajectory optimization are motion
planning (MoveIt!), visual servoing (Imaged-based) and learning algorithm
(BADMM guided-policy searching). The process is implemented in the Gazebo
simulation and then applied to a 6-DOFs robot Hoppy in real world.
the desired target (pre-action posture), (2) Find a collision-free path from pre-
action to the nal 6D pose estimations, (3) Open the grip to pick up the object,
(4) Find a collision-free path from the nal pose to the top of the box (post-
action posture), (5) Open the grip to drop the object. However, the gripper
still has many restrictions, for example, if the objects are placed in the bottom
of the shelf, it is too close to grasp, so we still need a customized and universal
gripper to make our system robust to exploit the diverse environment. On the
other hand, the purpose of the suction is to deal with objects with a horizontal
or vertical at surface. The steps of the suction are as follows: (1) Move the
robotic arm to the pre-actions posture, (2) Find a collision-free path from pre-
action posture to the top centroid of the object, (3) Lower the suction to press
the object, (4) Suck the object, (5) Lift up with the object if successful, (6)
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Figure 7.13: The customized design of the end-eector. (a) The long/short
grippers with two symmetrical ngers; (b) The suction. Because of the variety
of all APC objects, it is impossible to be associated with a particular scheme.
Therefore, we design two types of end-eector.
Find a collision-free path from the (5)th position to the post-action posture,
(7) Open the grip to drop the object. However, no force control of the gripper
cannot sense when the arm should be stopped. Also, a plastic seal bags or
clothes cannot work because their materials surfaces cannot be held by the
suction. In general, a suction is easier than a gripper to pick up an object.
Figure 7.13(a) shows the gripper with two ngers and (b) presents the suction.
Some objects in APC are dicult to grasp, such as a book and a brush, so a
suction through air pressure was designed to adhere to a nonporous surface,
creating a partial vacuum.
7.3.2 Trajectory Optimization
This section rst focuses on traditional planning methods for trajec-
tories and adding vision control, likely visual servoing, and including learn-
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ing approaches, such as Bregman alternating directions multiplier method
(BADMM) guided-policy search. Such solutions will be discussed in more
details. Those approaches aim to compute a collision-free trajectory or pro-
duce a general strategy/model to enable that the robotic end-eector can move
between the two dierent conditions for picking and placing the target.
7.3.2.1 Motion Planning
Robotic motion planning is a maturing eld of robotics. Once a valid 6D
pose candidate is found, motion planning trajectories for 6 DOFs are generated
and passed to the robotic controller to execute the movement. MoveIt! [83] is
the widely-used software framework for motion planning in ROS and has been
successfully integrated with many robots, such as the PR2 [90] and DARPA's
Atlas robot. In the system, collision checking and motion planning were car-
ried out with MoveIt! which uses plugins to enhance its functionality [12]:
(1) Motion planning algorithm plugins: the Open Motion Planning Library
(OMPL) [84], (2) Forward/inverse kinematics plugins: the OROCOS Kinemat-
ics and Dynamics Library (KDL) [79], (3) Detect collision: the Fast Collision
Library (FCL) [57]. We used MoveIt! to constitute a collision-free path for the
gripper or suction from one conguration to another while taking geometric
or dierential constraints into consideration. Unfortunately, although this ap-
proach can successfully compute collision-free paths, it is not done real-time.
Because we have to wait for the production of a trajectory for each path and
send back to the controller to execute, the approach is not fast and responsive
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for the pick-and-place task.
7.3.2.2 BADMM Guided-policy search
Assume that an agent with Markovian system state xt and action (con-
trol) ut at time step t, xt; ut j t 2 [1; T ]. Cost function l(xt; ut) denes the
goal of task (i. e., distance between the gripper and the target). Thus, the
total amount of cost is
Pi=T
i=1 li(xt; ut). The current state xt based on dynam-
ics yields the next state xt+1. A continually steps of (xt; ut) is a trajectory=
x1; u1; x2; u2; : : : ; xT ; uT . A policy denes the learning agent's way of behavior
from perceived state to actions to be taken at a given time. Let (ut j ot)
be a learned nonlinear global policy parametrized by weights , where ot is
observation at time step t 2 [1; T ]. Let (ut j xt) be a learned time-varying
linear Gaussian mixture models (GMM) controller for initial state xi1.
In the pick-and-place task, our goal is to nd a general trajectory policy
(ut j ot) that an agent uses to choose actions ut in a dynamical system. Each
task is given by a cost function l(xt; ut), and the objective is to minimize the
expectation cost E [
Pi=T
i=1 li(xt; ut)] over trajectory governed by the policy.
However, traditional learning policies require numerous hand-engineered works
for perception and low-level control (model-based techniques), so as to present
that the policy relies on more representation of observed actions and states.
The searching method [45] combines a reinforcement learning algorithm
and a supervised learning algorithm for trajectories policy decision. In gen-
eral, supervised learning alone will not produce a good performance policy,
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this is because the chained eects caused by the mistakes made on the pol-
icy part which places system states outside the unexpected distributions. To
tackle the situation, Ross et al. [70] proposed that the training data should
be generated from the state distribution of the original policy. By alternat-
ing between reinforcement learning and supervised learning, we can avoid the
issue [45]. A reinforcement learning algorithm obtains trajectories distribu-
tions by generating samples from linear Gaussian controller on a physical
robot. This stage can be formalized as Bregman alternating directions multi-
plier method (BADMM) algorithm [45, 87], a variant of ADMM [6], which is
used to ensure the converged policy ts the same states of trajectories distri-
butions [45]. A supervised learning algorithm for trajectories trains multiple
policies (ut j ot) = N((ot);
P(ot)), where nonlinear function P(ot) de-
nes a deep convolutional neural network (CNN) and nonlinear function (ot)
denes an observation learned covariance [45]. To learn complex tasks through
the two techniques can be achieved by using cost function.
The policy search algorithm minimizes the expectation cost E [l()],
where  is a trajectory and l() is the cost for an episode. The main steps
of the algorithm [45] are described below: (1). Acquire samples from linear
Gaussian (GMM) controller (ut j xt); (2). Collect multiple images with
initial/target positions, (3) Apply a nonlinear deep CNN policy (ut j ot)
to match the local controller (the sampled distributions), as step (1) and (2)
as input. (4). Estimate dynamics p(xt+1 j xt; ut) for each linear Gaussian
controller [44, 46], as shown in Figure 7.14. (5). Optimize local controller by
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Figure 7.14: The owchart of linear Gaussian controller on robotic arm.
modifying cost function to penalize deviation from the previous behaviors. (6).
Update (ut j xt) with augmented cost. Repeat steps (1)-(6) until optimized
policy parameters. Figure 7.15 shows a owchart of the algorithm.
We implement the approach on the two robots. First, we use the
Gazebo simulation with the model of Willow Garage Personal Robot 2 (PR2)
embedded in its sensor system, which facilitates the simulation of robotic arm's
behavior. We set 5 dierent conditions (paths) from initial to nal positions,
and for each condition the arm was repeatedly implemented 5 times, and each
path was divided into 100 steps. We calculated average cost function and also
pictured the results of trajectories, as shown in 7.16(a). The results prove
that this model can be converged to one general model. Second, we construct
Hoppy model in the Gazebo simulation, where simulates and exports the 6
DOFs' results to ROS, and we train dierent conditions to generate a general
trajectory model, as shown in Figure 7.16(b).
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Figure 7.15: The owchart of nonlinear Gaussian controller on robotic arm.
7.3.2.3 Visual Servoing
Recall that the techniques in 4.3, we implemented visual servoing for
the pick-and-place task. A process to run visual servoing on robot is as follows:
First, stereo cameras calibration: because OpenCV has no API to control focal
lengths, a free software webcam application for the Linux desktop, GUVCview
(GTK and UVC viewer), was adopted and modied to provide the functional-
ity of controlling camera's focus, exposure and resolution in Ubuntu 14.04, and
many photos were taken for calibration by exercising OpenCV samples code
and we can get the mapping relations between the original images and recti-
ed images. Second, hand-eye calibration: the same process as the previous
step, and we can obtain the relationship between the robot and the camera.
After obtaining intrinsic parameters (camera model) and extrinsic parameters
(rotations and translations), the third step is to use Scale-Invariant Feature
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Figure 7.16: Snapshots of the implementation of BADMM Guided-policy
search in GAZEBO simulation. This approach was applied to dierent robots,
PR2 and Hoppy. Despite using the dierent robots, the approach still can
produce a general trajectory model.
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Transform (SIFT11) algorithm to capture features on images to feed as our
visual servoing program. Finally, the imported input data and features were
sent to visual servo program to operate visual control for the robotic arm to
the destination. We also implement visual servo in the Gazebo simulation
through ROS and then transferred to Hoppy robot.
Figure 7.17 shows how we implement visual servoing. Figure 7.17(a)
illustrates an architecture of visual servoing and how data ows through it, and
Figure 7.17(b) illustrates how to convert OpenCV images to ROS format to be
published over ROS. The Gazebo box is responsible for robot control and image
fetching. Hoppy in the Gazebo simulation can use the cameras to capture RGB
and depth streams, and calculate hand positions to publish as ROS topics. The
visual servoing module box takes these topics as inputs by subscribing to them
with ROS master service. After applying the aforementioned visual servoing,
the component will generate the next robotic hand position/orientation and
then send back to Hoppy to move the end-eector to the next position.
Figure 7.18 illustrates the implementation of visual servoing for dier-
ent objects, including, a duck toy, a brush, a pair of glasses, a tennis ball, a
set of pens, a box, a glue, and a water bottle. The bounding box in yellow rep-
resents the output from the visual servo approach colored in the red dot and
the middle of the box colored in the green dot. The two points are eventually
merged into one, and the direction of Hoppy's arm toward the nal grasping
11SIFT, https://en.wikipedia.org/wiki/Scale-invariant_feature_transform
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Figure 7.17: How visual servoing works. (a) An architecture of visual servoing
and how data ow through it. (b). Convert OpenCV images to ROS format
to be published over ROS.
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Figure 7.18: Implementation of visual servoing for 8 objects, (a) a duck toy,
(b) a brush, (c) a pair of glasses, (d) a tennis ball, (e) a set of pens, (f) a
box, (g) a glue, (h) a water bottle. The yellow bounding box indicates the
red dot and the green dot; the red dot was returned by the result of visual
servoing and the green dot points out the middle of objects. After iteratively
executing the visual servoing approach, the two dots are overlapped, which
means the robotic arm reaches the target. Then, the end-eector will perform
the pick-and-place task for the desired object.
position.
7.4 Evaluation
This section evaluates our system on various scenarios and uses two
grippers to grasp assorted items. We present our experimental setting in 7.4.1,
and perform the pick-and-place task on the shelf with 18 objects in 7.4.2.
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7.4.1 Experimental setting
The Amazon Picking Challenge competition (APC) in 2015 announced
the competition for a general automatic pick-and-place system. We followed
the rules to build an environment. Given a work cell 2  2 meters in front
of a shelving unit populated with objects, and our task is to autonomously
pick these items and place in the box. The 18 objects we used are obtained
from the participants of APC, as depicted in Figure 7.4, including a duck toy,
a brush, a tennis ball, a set of cups, a yellow toy, a green toy, a set of balls,
wall plugs, pens, a box, cloth, a pencil box, two books, glasses, two bottles of
water, and a sparking plug. The competition shelf is a standard Kiva pod used
in the Amazon warehouse, and we also got it from the participants of APC in
2016. This shelf is composed of 12 individual bins. The diculties are that
each bin is not equal-size, so it is too deep to fetch, and also each bin has a lip
which protects the objects from sliding, but the metallic bottom of the shelf
produced the reections. All factors have an impediment for the design of the
pick-and-place system. Figure 7.19 illustrates that the environmental setting
of the shelf, the 18 objects, Hoppy and a box will be placed on the shelf and
the desk of Hoppy.
Recall that Section 7.2 mentioned, the perception module is the cru-
cial component to identify the object and obtain 6D pose estimation with the
equipped with the Xtion and the CMOS camera. We use the Xtion to get
point cloud data (by measuring the time of light), including RGB-D ranging
from 0:4 to 1:8 meters, and the resolution is 640  480. The experimental
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Figure 7.19: The experimental setting for the Amazon Picking Challenge com-
petition (APC): the shelf, 18 objects in Figure 7.4, and Hoppy.
hardware consists of (1) a manipulation controller PC (RTOS 12:02 Ubuntu)
that controls Hoppy (2) a perception auxiliary computer (Ubuntu 14.04, GPU)
that runs the operation for computer vision and learning algorithms. We use
TCP/IP sockets to communicate with each other through WiFi. The percep-
tion software design is based on the middleware framework ROS, and work
in the simulation Gazebo rst, and RVIZ oers the visualization capability to
observe the robot's behavior under a physics engine and environment. Finally,
all are migrated to the real robot Hoppy. To get RGB and depth information,
the Xtion camera is mounted on the end-eector of Hoppy. This camera is
mounted on the pillar at the right-hand side, and RGB sensor at 30fps and
the 640480 depth resolution at 60fps. The depth sensor has 0:2 1:2 meters
range for the perception module.
First, a ROS cameras package of an open-source driver was developed.
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Then, this package is applied to generate point clouds from raw depth map
and RGB image utilizing existing UV map in real time. Next, to calibrate the
mechanical relation between the camera and the robot, we developed a package
for calibration. Then, to automate the pick-and-place experiment, luckily,
we got some help to collaborate with the engineers from [69], and several
commands were implemented on the control panel, as shown in Figure 7.20.
The X+, X , Y+, Y , Z+, Z  buttons can control the position of Hoppy's
end-eector; the U+, U , V+, V , W+, W  buttons can manipulate the
orientation of its. In PLC state input, the controller enables to start the
suction cupule and then catch up the objects when pressed the button. After
the Visual Servo button is pressed, Hoppy is directed to approach the object
and the two nger motors are synchronized to perform the grasp.
7.4.2 Eectiveness of the Pick-and-Place system
The video12 demonstrates the implementation of the perception and
manipulation modules for the pick-and-place task. Besides, Figure 7.21 shows
screen captures taken from a proof-of-concept demonstration of grasping 15
tasks. Hoppy can successfully approach target object before using vision and
machine learning to recognize and obtain 3D location and 6D pose, and then
grasp target objects when the controller through visual servoing, and place it
in the box.
12The pick-and-place task, http://www.cs.utexas.edu/~peggy/thesis.html
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Figure 7.20: A screen capture of the panel of control software [69] for the pick-
and-place task. In the default setting, Hoppy executes the gripper. However,
if the PLC state input is marked, Hoppy works the suction. After the Visual
Servo button is pressed, Hoppy is directed to approach the object and the
two nger motors are synchronized or the suction cupule to perform the grasp.
This panel can automate the pick-and-place experiment.
118
Figure 7.21: Our system picks and places several objects. The gripper grasped
(a) a set of cups, (b) a glue, (c) a bottle of water, (d) a box, (e) a set of balls,
(f) a duck toy, (g) wall plugs. The suction caught up (h) a book, (i) a tennis
ball, (j) a pair of glasses, (k) a green toy, (l) a yellow toy, (m) pens, (n) pencils,
(o) a brush. These gures conrm that our system can successfully accomplish
the autonomous pick-and-place task.
The video link is http://www.cs.utexas.edu/~peggy/thesis.html
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Chapter 8
The Real-time Grasping Performance
Measurements
This section discusses whether string task completion deadlines can be met by
using imprecise computation to trade increased speed for decreased accuracy.
That is, in some situations a faster yet less precise grasp may better satisfy
the use case. The grasping task can be divided into two stages. In the rst
stage, the robot moves its arm and body toward the target to be grasped. In
the second stage, the robot assumes a posture that is best suited to grasp the
target object and eects the grasp. The time the robot controller budgets to
perform the grasping task directly bears on the outcome of the grasp. When
considering tradeos, the design space of the grasping task has three main
dimensions: (1) The training eort, measured by the time used in running
the NEAT algorithm and deep learning to perform the grasp. (2) The task
completion time, dened by the time Dreamer has to perform the grasping
task. (To enforce the completion time constraint, a trajectory planner is used
to compute the way-points for the trajectory that connects the initial and -
nal conguration of Dreamer within the target completion time. The actual
physical trajectory is realized by Dreamers and Hoppy's on-board controllers).
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(3) The quality of the grasp is evaluated by simulation through the use of a
tness function and also by real experiments [31]. Because the grasp quality
is the most important performance metric, the next sections explore tradeos
between these dimensions. In 8.1, we rst investigate how increasingly strin-
gent time limits on computation reduce the accuracy of the robotic hand's
approach trajectory. We then discuss the performance tradeo between grasp
quality and task completion time. In 8.2, we evaluate the tradeo between
training eort and grasp quality, and in 8.3, we measure the tradeo between
training eort and the task completion time with the successful grasp quality1.
8.1 Grasp Quality vs. Task Completion Time Tradeo
Evaluation
For the grasping task, trajectories may be denoted by the point-to-point
positions and orientations of the end-eector as long as no collision occurs.
This section focuses on the actual interaction between the Mekahand and its
environment assuming that there is no collision.
In a grasping experiment, the initial starting point S is the current
position and orientation of Dreamer's end eector. The human supervisor as-
signs an object to be grasped from the user interface panel; the evolved neural
network automatically determines the nal destination D and orientation of
Mekahand and sends it to Dreamer's main controller. On command, Dreamer
1This chapter is previously published in [31]. I contributed the experimental design,
conduct and the performance evaluation to our work.
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moves along the designated trajectory to approach and grasp the object, and
then returns to the start position S. The actual trajectory of Dreamer is
acquired by recording the position of the end-eector from forward kinematics
calculations with joint positions. In controlling the movement of Dreamer's
arm, we use the proportional-derivative (PD) controller in the Whole Body
Control (WBC) algorithm. The position and orientation data are transmitted
with a wireless system from the sensors to the control computer.
The rst set of experiments measures the quality of the grasping tra-
jectories versus various task completion times. In each experiment, Mekahand
moves from S to D within a specied time interval of length ranging from 8
seconds down to 0.5 second. Each conguration was measured ve times over
dierent trials to obtain an accurate trajectory error estimation. An ideal tra-
jectory was designed by a trajectory generation algorithm, and all experiments
attempted to follow this trajectory, subject to dierent completion time dead-
lines. Each execution time was separately conducted ve times, and averaged
the ve trajectories, as shown in Figure 8.1. In Figure 8.1, the highest variance
in error are found in the 0.5 second trials, while the lowest variance in error are
found in the 5 second trials. The dierences between the ideal and actual tra-
jectories for a one-way trip were recorded and depicted as boxplots for dierent
time constraints and trials. Each scenario (execution time) was performed ve
times, and nine scenarios of experiments with the various execution times from
0.5 second to 8 seconds were tested. Therefore, forty-ve results were yielded,
as depicted in Figure 8.1 (a)-(i). Figure 8.1 illustrates that the ve trials for
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each execution time are comparable in the trajectory distributions. Figure 8.2
shows the dierence between the ideal and actual trajectory over various task
completion times. As expected, the trajectory closest to the ideal one is the
one given the most time (i.e. 8 seconds). Figure 8.2 shows that in general,
the shorter the completion time deadline, the higher the trajectory error. It
should be noted that the design goal is to contain the trajectory error so that
the grasp action can succeed at the end of the trajectory.
To predict the probability of success of a grasp, we can t a statistical
model to characterize the tradeo between average trajectory error and task
completion time. First, it is necessary to evaluate whether the ve experiments
are sucient to represent ground truth. The standard deviation (STD) (root-
mean-squared (RMS)) error for each task completion time respectively range
from 0.00231(m) to 0.00009(m) (from 0.15742(m) to 0.01395(m)). Such a low
STD indicates that the results do not vary much, and can therefore serve as a
reasonable basis to derive models of RMS error.
In order to nd a well-tting regression model, Table 8.1 shows the
results of approximated RMS error and adjusted R2 of power, Weibull, rational,
Gaussian and polynomial distributions. The trajectory errors are best modeled
by a polynomial distribution of order ve because of the lowest RMS errors
and the highest R2 values. The best t polynomial model function fmodel(x)
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Figure 8.1: The results at ve trials for nine scenarios with dierent execu-
tion times. The x axis indicates the trial number; the y axis indicates the
normalized trajectory error compared to the ideal trajectory across the entire
trajectory. Figures(a)-(i) show trials with execution times ranging from 0.5
to 8 seconds, summarizing in total the distribution of trajectory errors for 45
trials. The conclusion is that trajectory distributions for trials of particular
length are similar enough to justify deriving statistics models.
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Figure 8.2: Tracking trajectories by varying execution times ranging from 8
to 0.5 seconds. The x axis represents the completion of the trajectory while
the y axis represents the normalized trajectory error compared to the ideal
trajectory. The trajectory error increases as the allowed time for execution
decreases.
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Fitting model RMS errors adjusted R2
Power (2 terms) 0.006670 0.9812
Weibull 0.006179 0.9838
Rational (degree 5) 0.003164 0.9958
Gaussian (2 terms) 0.002755 0.9968
Polynomial (degree 5) 0.002308 0.9977
Table 8.1: A comparison is shown of ve well-tting statistical models of how
RMS error varies with execution time budgets. The best tting model is a
polynomial of degree ve because of the lowest RMS errors and the highest
R2 value, which is used to predict the expected RMS error at 9 seconds.
is:
fmodel(x) =  0:000714  x5 + 0:002011  x4
+  0:02155  x3 + 0:1088  x2
+  0:26  x+ 0:2635: (8.1)
Figure 8.3 shows the RMS errors t to a linear interpolation and polynomial
distributions. This model can predict the error after 9 seconds that is nearly
stable (below 0.02 m) which indicates the 9 results are sucient to proceed
with the following experiment. To investigate how the reduction of task com-
pletion time may jeopardize sucient accuracy for eecting a grasp, 6 seconds
was chosen as the time-constraint for the following experiment.
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Figure 8.3: Fitting the RMS data with linear interpolant and 5-degree poly-
nomials. This chart shows that inaccuracy is maximal when execution time
is shortest (0.5 seconds), but rapidly improves as the budget increases to 3
seconds. Error decreases slightly between 3 and 6 seconds, and plateaus there-
after. The derivation line shows that the results approaches stability after 6
seconds, even the experiments after 9 seconds still can predict the error may
be below 0.02 m.
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The second set of experiments focuses on trajectory accuracy and la-
tency delay within a given time constraint i.e. six seconds. The controller op-
eration is the most time-consuming part of the practice, because many DOFs
are considered in each step. In contrast, sending data and NEAT operation
are relatively fast, only taking around 1-2 seconds each. Therefore, a round-
trip is given fourteen seconds. The latency delays are 100ms, 50ms, and 10ms.
Figure 8.4(a), (b) and (c) depict the relationships between the x, y, z position
and the trajectory. The RMS errors with 100ms delay is 0.22487 meter(m);
with 50ms is 0.21118 m, and with 10ms is 0.18203 m. The longer the latency
delay, the worse the performance. In order to complete the task within the
limited time frame, it is hard to control Dreamer very well. The accuracy
is decreased when the latency delay is reduced. This is a design tradeo be-
tween accuracy and latency delay. For further validation, Figures 8.5(a)-(i)
depict the relationship between the position and time with 100ms, 50ms, and
10ms; Figures 8.5(j)-(l) display the relationship between error and time. Note
that the error was computed as the actual minus the ideal desired trajectory.
Figure 8.5, as expected, shows that the lowest latency delay (10ms) performs
best.
The third set of experiments evaluates the success rate of grasp versus
various task completion times. Based on the experiments, there is no inuence
between the grasp quality and task completion time. Even if we speedup the
process, the grasp quality is almost the same, which means the controller is
well-designed and stable. More experimental results are described in 8.3.
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Figure 8.4: The trajectory for grasping using dierent latency delay of 100ms
(a), 50ms (b), and 10ms (c). Mekahand's end-eector starts from the point S
to the destination D (the green line), and then returns to the origin state S
(the blue line), and the red line represents the desired trajectory. The x, y,
z represents the axes in 3D space where the end-eector moves. The errors
with 100ms was the largest; the RMS errors with 10ms was the smallest. The
conclusion is that the larger the delay, the worse the performance.
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Figure 8.5: (a)(d)(g), (b)(e)(h), and (c)(f)(i) display the relationships between
trajectory and latency delay (100ms, 50ms, and 10ms); (a)-(c), (d)-(f), and (g)-
(i) show x, y, and z positions in 3D space. Figures(j)-(l) depict the relationships
between the error and latency delay. The x axis represents the given time; the
y axis in (a)-(i) denotes the actual and ideal positions, and in (j)-(l) denotes the
error. Here, the error was calculated as the actual minus the ideal trajectory.
As expected, the variation with 10ms was the best.
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8.2 Training Eort vs. Grasp Quality Tradeo Evalua-
tion
We rst describe the experimental setup and then present a set of grasp-
ing results that relate the quality of grasping to the training eort (dened
to be the time spent on searching for the best Mekahand conguration for
eecting the grasp by the NEAT algorithm). To speed up the training compu-
tation, we apply a parallelization strategy and run the NEAT algorithm with
four multi-core computers.
We evaluate the eectiveness of our learning approach by conducting
the two following sets of experiments. For the rst experiment, the computa-
tional cost incurred by the sequential implementation is described in 4.2.2.2.
The parallel strategy which dispatches dierent trials to all available com-
puter cores is implemented to increase computational eciency. In particular,
work is dispatched over the network to multiple GraspIt! processes (thirty-six
threads) which run on four computers, whose specications are detailed in
Table 8.2.
The rst set of simulated experiments involve scenarios with dierent
target objects, as explained in Section 6.1.3. Specically, Figure 8.6(a)-(d)
show the training results for networks trained to grasp a single cylinder, a
single cube, a single sphere, and a single mug. Because the goal is to use
only the best controller for the actual grasp, only overall best-case results are
presented here. For each 10 minutes, the best-case value was recorded, and we
repeated the same experiments three times, and the average values (the dots)
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CPU GPU Memory
(NVIDIA GeForce) (DDR3)
Intel Core i7 @ 3.6 GHz GTX 760 16GB @ 1333 MHz
4 Core / 8 Threads
Intel Core i7@ 3.0 GHz GTX 980 32GB @ 2133 MHz
8 Core / 16 Threads
Intel Xeon@ 2.67 GHz GTX 285 8GB @ 1066 MHz
4 Core / 8 Threads
Intel Core i7@ 2.8 GHz GT 520M 8GB @ 1333 MHz
2 Core / 4 Threads
Table 8.2: The experimental machine specications. All of the CPU cores
among the four computers can be fully employed by using the multi-threaded
implementation, which signicantly speeds up the evolution process.
and the tting models are shown in Figure 8.6(a)-(d). These gures show how
tness values increase over evolutionary search. The underlying assumption is
that larger tness values implies better quality grasping.
To start the neuroevolution simulation, individuals in the population
are initialized with random weights and a simple topology (i.e., in our case
input nodes fully connected to four hidden nodes that are fully connected to
the outputs), as shown in Figure 4.5. Because randomly generated policies
generally do not cause the robot hand to approach the target objects, low t-
ness scores are expected. As time passes, Algorithm 1 leads the Mekahand to
the right position/orientation toward the object. Accordingly, Figure 8.6(a),
a cylinder, shows that initially the tness value is low, and then after 80,000
secs, it reaches 0.8. Similar results appear in the other three experiments
in Figure 8.6(b)-(d) (the cube, the sphere, and the mug). However, in Fig-
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Figure 8.6: Training and testing performance with the dierent time spent
searching. How tness values increase over time is shown for each experiment.
Plots (a) and (e) show a scenario with a single cylinder on a table, (b) and (f) a
single cube on a table, (c) and (g) a single sphere on a table, (d) and (h) a single
mug on a table. To evaluate whether Algorithm 1 benets performance, (a)-
(d) are training results, while (e)-(h) are testing outcomes. Fitness generally
improves as training progresses. The conclusion is that although accuracy
generally benets from increased time, increased time may sometimes also
there is risk overtting to the training cases, as shown by the intermediate
trough in test performance in (h).
ure 8.6(b), (d) (the cube and the mug), the ANNs took 170,000 secs to get
0.8. In Figure 8.6(c), the sphere,the ANNs only used 50,000 secs to achieve
0.8. Two interesting results are noteworthy here. First, in the case of the
sphere (Figure 8.6(c), the sphere), tness dropped to 0.7 after 60,000 secs of
training; one explanation is that sometimes overtting occurs, which reduces
accuracy. Second, in the case of a mug (Figure 8.6(d), the mug), the tness
value plateaus after 100,000 secs. Such plateaus in evolutionary search often
reect a local optimum; the mug is likely dicult to distinguish from the other
objects. Comparing the four gures, it can be seen that the neural networks
trained on the `simple' objects (Figure 8.6(a), (c), the cylinder and the sphere)
were much easier trained than networks trained on objects of more compli-
cated geometry (Figure 8.6(b), (d), the cube and the mug). Figure 8.7 shows
an example of an ANN evolved for 100,000 secs to grasp the cylinder.
The second set of experiments applies the NEAT algorithm on the same
four target objects but in novel situations unseen in training, as discussed in
Section 6.1.5. Here, the one-hundred best-trained neural networks that result
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Figure 8.7: An example of a grasping network evolved by NEAT after 100; 000
secs. (a) The original ANN; the 304 Input nodes (20 15 pixels, a set of coor-
dinate and object scale inputs) are located at the left-hand side, the 7 output
nodes are located at the right-hand side. The light gray nodes in between
are the evolved hidden nodes.(b) An example of a grasping network evolved
by NEAT after 100,000 secs. The light gray nodes are evolved hidden nodes.
The conclusion is that as time goes by, NEAT searches through increasingly
complex networks to nd one able to match the complexity of the grasping
problem.
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from dierent search times were picked and tested with the same input. Each
ANN was tested 200 times. The success rates shown in Figures 8.6(e)-(h)
compare generalization of neural networks versus time spent in training. The
rst experiment in Figure 8.6(e), the cylinder, shows that as the search time
increases, the success rate improves and after 45,000 secs, the success rate
reaches and stabilizes at around 80%. Similar results are seen in Figure 8.6(f),
(g) (the cube and the sphere). In Figure 8.6(f), (g), the maximum success
rate is 88%. However, in Figure 8.6(g), the sphere, the success rate continues
to oscillate after 40,000, even after the training tness value has stabilized
around 0.8. This may reect the diculty in nding a robust and general
grasp for an entirely-curved surface; maybe more training time is required.
Figure 8.6(h), the mug, illustrates that sometimes grasps for complex objects
can be consistent, although there is some oscillation in test performance later
in evolution.
8.3 Grasp Quality vs. Training Eort vs. Task Comple-
tion Time Tradeo Evaluation
This set of experiments measures the success rate of grasps across a
two-dimensional surface of tradeos, examining how success varies across both
training eort and task completion time. The idea is to explore what mini-
mum amount of training eort and task completion time is necessary to suc-
cessfully grasp an object. The grasping procedures were implemented under
the designed motion planner, whose sequence consists of ve states and state
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transitions:(1) starting from initial to grasp coordinates, (2) grasp, (3) go to
dropo location, (4) place, and (5) go back to initial state, as illustrated in
Figure 8.8. The dierent training stage of the evolved neural network were
used to generate the grasping position and orientation of the Mekahand at
step (1). A grasp was rated as successful if an object was grasped, lifted, and
placed to another location from the initial position.
Figure 8.9 gives the complete grasping success rate with dierent task
completion times and dierent training eorts. Each object was tested 10 times
per task completion time and per training eort. For the implementation used,
the grasping task completion time was measured ranging from 1 second to 10
seconds (the interval is 1 second) and the training eort was chosen ranging
from 0 min to 1; 200 mins (the interval is 120 mins). Therefore, the total
number of object tests is 10  10  10. Overall, these results indicate that
when accumulated training eort is higher than 600 mins, we could achieve
70% successful grasps rate. Interestingly, the task completion time has only
a negligible impact on the success rate; even if only one second is allocated
to task completion, the grasp quality remains nearly the same, indicating the
controller has a stable design. The best match is depicted in Figure 8.9. Best
performance results when the ANN is trained for 600, and the task completion
time is 8 seconds.
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Figure 8.8: The designed trajectory includes ve states: (1) starting from the
initial state to the nal grasping state based on the coordinates, (2) grasp,
(3) go to dropo location, (4) place, and (5) go back to the initial state. To
following the trajectory, each run was tested if this grasp was successful.
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Figure 8.9: The grasp success rate vs. task completion time vs. training
time. The x axis represents the task completion time, which ranges from 1
to 10 seconds, the y axis indicates the time spent searching ranging from 0
to 1; 000 mins, and the z axis represents the resulting grasp success rate. In
general, the results indicate that a 70% successful grasp rate could be achieved
after around 600 minutes of training eort. Moreover, it helps highlight what
task completion time is sucient to successfully grasp an object given enough
training eort.
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Chapter 9
Future Work and Conclusion
In the thesis, we present a cyberphysical avatar framework, dened as a
semi-autonomous robotic system that exploits (1) body-compliant control in
robotics, (2) skills acquired from machine learning, and (3) vision-based control
of end-eector. Inasmuch as the research is about the integration of techniques,
we expect to enable a robot can perform a particular type of task without hu-
man supervision. From a bottom-up perspective, teleoperation requires little
intelligence but demands full participation from a human operator in real time.
This is neither always possible (e.g., in a distributed real-time environment)
nor desirable (e.g., operator fatigue). On the other hand, from a top-down
perspective, full autonomy requires robot intelligence that is beyond the reach
of the states of art. Our paradigm in this thesis is to adopt an approach that
is in between and addresses a paradigm from fully manual toward autonomous
robotics control for a selected type of tasks. Figure 9.1 shows a roadmap from
hand-programmed to real-time automation. The ultimate goal is that fully au-
tonomous robots can carry out mission-critical and safety-critical operations.
Our research will not automate the determination of the type of human assis-
tance required in a general setting. Rather, we want to provide an incremental
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Figure 9.1: A roadmap toward generality for the robotics system. In the future
research, the four components: capability, human supervision, skills acquisi-
tion and real-time constraints, can help robots to automatically accomplish
many tasks under harsh situations.
path and the rst step toward this ultimate goal. This chapter rst presents
the lessons learned and directions for future research in Section 9.1 and a brief
summary of the thesis in Section 9.2.
9.1 Lessons Learned and Directions For Future Work
There are several interesting observations we may infer from this trade-
o study. In the introduction, we asked whether the quality of grasping may
exhibit a steep improvement after some critical number of training cases. As
we can see from the results in Figure 8.6, the answer depends on the shape of
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the object being grasped. From the results, the tness function does not seem
to be a very reliable predictor of the success of a grasp, especially when train-
ing time is limited. A possible explanation of the results is that for objects
of shapes that generate a search space with sharp local maxima, the NEAT
algorithm does not perform well until the neural network evolved assumes a
topology that is compatible with the geometry of the search space, i.e., the
neural network implements the correct function for some choice of the edge
weights. From that point onward, the search should converge quickly to the
correct weight conguration. If this interpretation has merit, then it would
make sense to focus on searching for the right topology rather than assigning
the right weights in the early phase of learning. A good heuristic for selecting
the right network topology for the robotic task of interest would be especially
useful, perhaps by employing ideas from simulated annealing. Further work is
needed to better understand this issue.
A more practical result of this dissertation is the observation that the
imprecise computation framework is a good match for robotic skill acquisition.
Inasmuch as the goal is to grasp an object well enough so that the object cannot
be dropped easily by minor perturbation on the controller, it is important to
delineate the boundary between a good enough grasp and one that may drop
the grasped object. The tradeo results are useful for this delineation. For
future work, it is useful to extend the tradeo analysis to more complex robotic
tasks than grasping.
More proposed studies in the dissertation are elaborated in next sec-
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tions 9.1.1-9.1.2.
9.1.1 The Cloud-Based Computing for Real-Time Grasping Novel
Objects
The rapid growth of cloud-based services contributes to the perfor-
mance of high computation and the eciency of data access distributed across
the world. Here, we propose that the grasping task can be applied to cloud-
based services. First, the data information from vision sensors can be uploaded
to cloud-based services, and by means of cloud-based computing, speech recog-
nition engines and object recognition/tracking engines can be generated. Then,
grasp and path selectors also can be trained to produce end-eector congu-
rations and trajectory engines. In the implementation of this task, followed
by the preliminary object classication, these objects are tracked by the sys-
tem with a bounded rectangle box on the control interface with tags. Then,
the robot through speech recognition can be instructed to approach the se-
lected object as voice input. Next, applying end-eector congurations and
trajectory engine guides, the robot can perform a grasp. Figure 9.2 shows the
integration of learning, control, and vision modules that are geared towards
the task of picking up an object. Each technique is described below.
 Vision Module: Apply image pre-processing, object tracking, and
recognition algorithms.
 Learning Module: (1) Given the desired objects' information taken
from a vision module as an input for dierent learning algorithms, the
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output is the nal Cartesian position/orientation to which the robot's
end-eector's moving plan gets an appropriate grasp. The grasper se-
lection is continuously re-planned instead of completed with a one-shot
implementation based on the robot's and object's current states in the
control module. (2) Given the nal Cartesian position and orientation
of the end eector and the current state of the robot as an input for
imitation learning, we will use forward simulations to decide on an ap-
propriate Cartesian path (i.e., trajectory) that should be taken by the
end eector from a current state to nal state. The path decision could
also be continuously re-planned in implementation based on an updated
desired nal state.
 Control Module: Apply visual servoing and ControlIt! [16] to control
the robot. A feedback control component that ne-tunes the Cartesian
position and orientation reference being supplied to ControlIt! based on
vision sensing. By directly sensing the error in the current Cartesian
position and orientation, visual servoing can (1) adapt to changes in the
object's position / orientation and (2) account for modeling errors within
ControlIt!. This will enable the robot's end eector to be positioned
more precisely around the object and thus increase the probability of
successfully picking up the object.
 Real-Time Issue: Real-time WiFi (e.g., RT-WiFi) may be used to
communicate high-level task objectives like \grab that object" to the
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Figure 9.2: The cloud-based system framework for oine training phase in (a)
and online testing phase in (b). Three modules are proposed: vision module for
training objects tracking/recognition, learning module for training skills, and control
modules for controlling robots in real world. Cloud-based services can speed up the
training process.
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robot, or as the communication medium between the components like
the grasp selector and path selector that run at a slower frequency.
 Cloud Services: We also enable users to congure and reuse the for-
merly described system through a web browser interface or RESTful
HTTP APIs and exploit the computational resources and coordination
capabilities provided by the established infrastructure.
9.1.2 Apply HyperNEAT on Deep Architecture
Inspired by the recently reported success of the deep learning method,
we propose to apply HyperNEAT to deep learning for the pick-and-place task.
Like NEAT, deep learning's success seems to depend on the use of multi-layer
neural networks with the proper edge connections for the target task. With the
proper topology, a deep network may climb up the learning curve quickly with
even a moderate number of training cases. So it is an interesting question to ask
what the rate of task performance improvement is as a function of the training
cases. A plausible conjecture is that with a properly connected multi-layer
network, the performance curve may exhibit fast improvement once past some
critical number of input training cases. For example, a juggling robot may
\suddenly" acquire the juggling skill once some basic hand-eye coordination
\invariant" has been captured by the evolving neural network.
HyperNEAT allows connection weights to vary across the phenotype in
a regular pattern through an encoding called a compositional pattern producing
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network (CPPN), which is an ANN but with specially-chosen activation func-
tions. Although the HyperNEAT methods have been successful on a variety of
tasks by utilizing geometric regularities [18, 80], so we could apply it to deep
learning for robotic control which has shown promising results in the areas of
object recognition. Therefore, we propose to use deep learning as an object
feature learner while HyperNEAT as a grasping learner. Figure 9.3 illustrates
our designed substrate logical connectivity for grasping. The logical connectiv-
ity for all the substrates compared experimentally. Neuron groups shown as
connected are potentially fully connected. The input layer has four dierent
types of image information, red, green, blue colors, and depth, and the total
number of nodes is 40  30; the output layer has 7 nodes, including objects
position and orientation. The input and output layers, except for topology,
are the same as NEAT.
The multi-layer networks we proposed are illustrated in Figure 9.4. Our
approach is described below. Given a set of visual input information, deep
learning extracts features of objects from the input and classies them. Then,
HyperNEAT trains CPPNs to generate the connectivity for a designed ANN
substrate. The ANN substrate processes the visual input information alto-
gether with the features extracted by the deep learning to determine the best
grasping posture of the objects.
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Figure 9.3: The designed substrate logical connectivity.
Deep 
Learning
Input HyperNEAT Output
…
Object Recognition Grasp Postures
…
…
…
…
Figure 9.4: Deep Architecture Features Learning and HyperNEAT Grasping Learn-
ing. Deep learning recognizes the objects from the input and yield the extracted
object features to HyperNEAT. HyperNEAT acts as a reinforcement learning ap-
proach that exploits in the geometric domain to determine the best way to grasp
the objects.
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9.2 Summary
Future robotic systems will need to function in unknown and unstruc-
tured environments, under demanding timing constraints. To meet the goal,
this thesis presents a framework for realizing two semi-autonomous robots that
integrate three key techniques: (1) whole body-compliant control, (2) skill ac-
quisition from machine learning (neuroevolution methods and deep learning),
and (3) vision-based control through visual servoing. We introduce a visual
bounding box as an eective way for enhancing grasping performance, and
also verify that transferring results from simulation to reality is possible even
for the challenging problem of grasping unforeseen objects. This thesis pro-
poses and demonstrates a systematically incremental approach to automating
robotic tasks by decomposing a non-trivial task into stages, each of which may
be automated by integrating the aforementioned techniques. We design and
implement the controllers for two semi-autonomous robots that integrate three
key techniques for grasping and pick-and-place tasks. Another contribution of
the thesis is a tradeo study in the design space over three key metrics: (1) the
amount of training eort to teach the robot to perform the task, (2) the time
available to complete the task once a command is given to perform it, and
(3) the quality of the results of completing the task. In particular, we use the
imprecise computation model, from the area of real-time systems research to
systematically evaluate the performance of specic types of tasks: (1) grasping
an unknown object and (2) placing the object in a target position in unstruc-
tured environments. The imprecise computation model helps us explore the
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boundary region of error tolerance and evaluate best eort techniques. The
tradeo results in this study indicate that training eort is a critical factor for
attaining high-quality grasping can function eectively in real time. The work
here can be viewed as oering a realistic basis for the scheduling work done
by the real-time systems community in the past two decades. The results
were also validated with two real robots (Dreamer and Hoppy) as a step in
the development of a systematic approach for designing robotic systems that
can function in the challenging environments of the future, such as exible
manufacturing factories.
154
Appendices
155
Appendix A
Acronyms
[APC] Amazon Picking Challenge Competition
[CAFFE] Convolutional Architecture for Fast Feature Embedding
[CNN] Convolutional Neural Network, consist of multiple layers of receptive
elds
[CPS] Cyber-Physical System
[Gazebo] Robot simulation for testing algorithms on designed robots in real-
istic scenarios
[GraspIt!] A simulator to accommodate arbitrary hand and robot
[HyperNEAT] The Hypercubed-based NeuroEvolution of Augmenting
Topologies; extended from NEAT
[LineMOD] A fast template matching approach for generic rigid object recog-
nition
[NEAT] NeuroEvolution of Augmenting Topologies; evolves articial neural
networks through an evolutionary algorithm
156
[OpenCV] Open Source Computer Vision Library is an open source computer
vision and machine learning software library
[PCL] Point Cloud Library for point cloud processing and 3D geometry pro-
cessing
[ROS] Robot Operating System provides libraries and tools to help software
developers create robot applications
[R-CNN] Region-based with Convolutional Neural Network for deep features
extraction
[WBC] Prioritized Whole-body Compliant controller
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