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VARIETIES OF ELEMENTARY ABELIAN LIE ALGEBRAS AND DEGREES OF MODULES
HAO CHANG and ROLF FARNSTEINER
ABSTRACT. Let (g, [p]) be a restricted Lie algebra over an algebraically closed field k of characteristic
p≥3. Motivated by the behavior of geometric invariants of the so-called (g, [p])-modules of constant
j-rank (j ∈ {1, . . . , p−1}), we study the projective variety E(2, g) of two-dimensional elementary
abelian subalgebras. If p≥5, then the topological space E(2, g/C(g)), associated to the factor algebra
of g by its center C(g), is shown to be connected. We give applications concerning categories of
(g, [p])-modules of constant j-rank and certain invariants, called j-degrees.
INTRODUCTION
Following Quillen’s seminal papers [47, 48] on the cohomology rings of finite groups, elemen-
tary abelian groups have played a prominent role in modular representation theory. The idea of
detecting important properties by restriction to such subgroups has been generalized to other al-
gebraic structures, such as finite group schemes. In this article, we will pursue this approach in
the context of infinitesimal group schemes of height 1. These groups and their representations are
well-known to correspond to restricted Lie algebras and their modules, cf. [15, (II,§7, no4)].
Let (g, [p]) be a restricted Lie algebra over an algebraically closed field k of characteristic p> 0.
By definition, g is a Lie algebra over k, which is equipped with a map [p] : g −→ g ; x 7→ x[p]
that has the formal properties of a p-th power map. We say that g is elementary abelian, provided
g is abelian and [p] = 0. Such Lie algebras first appeared in Hochschild’s work on restricted Lie
algebra cohomology [30], where they were referred to as “strongly abelian”. In a recent article [9],
they were called elementary Lie algebras. Our choice of terminology derives from the fact that
restricted enveloping algebras of elementary abelian Lie algebras are isomorphic (as associative
algebras) to group algebras of p-elementary abelian groups. The, up to isomorphism, unique
elementary abelian Lie algebra of dimension r will be denoted er.
One-dimensional elementary abelian subalgebras can be construed as elements of the projec-
tivized nullcone P(V (g)), which is associated to the closed conical variety
V (g) := {x ∈ g ; x[p] = 0}.
In [7] Carlson proved a fundamental result, which implies in particular that the variety P(V (g)) is
connected.
The varieties E(r, g) of elementary abelian subalgebras of dimension r, which were introduced
in [9], are natural generalizations of P(V (g)). Our motivation for studying the particular case
where r=2 derives from the observation that certain geometric invariants of (g, [p])-modules are
determined by their restrictions to 2-dimensional elementary abelian subalgebras, cf. [23]. Basic
examples, such as particular one-dimensional central extensions of sl(2), show that Carlson’s re-
sult does not hold for E(2, g). Using techniques based on sandwich elements and exponentials of
restricted Lie algebras, we establish in Section 2 a result, which implies the following:
Theorem A. Suppose that p≥ 5. If (g, [p]) is a restricted Lie algebra with center C(g), then the variety
E(2, g/C(g)) is connected.
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In fact, in case g is algebraic, that is, if g = Lie(G) is the Lie algebra of an algebraic group G, the
space E(2, g) is connected whenever p≥3.
Results on the topology of E(r, g) sometimes provide insight into the structure of certain full
subcategories of the module category modU0(g) of the restricted enveloping algebra U0(g) of g:
According to [9, (4.13)], the category of modules of constant (r, j)-radical rank is closed under
direct summands, whenever E(r, g) is connected.
Our interest in the structure of E(2, g) is motivated by properties of the so-called modules of
constant j-rank, cf. [25]. Every such moduleM gives rise to a morphism P(V (g)) −→ Grd(M)with
values in a suitable Grassmannian, which in turn defines a function
deg
j
M : E(2, g) −→ N0,
cf. [23]. If E(2, g) 6= ∅, the j-degree functions degjM provide invariants of M enabling us to dis-
tinguish modules of the same Jordan type. As we show in Section 3, the function degjM is locally
constant. In conjunction with Theorem A this implies:
Theorem B. Suppose that p ≥ 5. Let (g, [p]) be a restricted Lie algebra such that dimV (C(g)) 6=1. IfM
is a module of constant j-rank, then degjM is constant.
The condition on the nullcone of C(g) is essential for the validity of the foregoing Theorem: Us-
ing basic facts from Auslander-Reiten theory, we provide an example of a module M of a four-
dimensional restricted Lie algebra with a one-dimensional unipotent center, whose degree func-
tions degjM are not constant.
Following the work of Carlson-Friedlander-Pevtsova [8], modules of constant Jordan type and
related classes of modules have received considerable attention (cf. [2] and the references therein).
In the context of restricted Lie algebras, these modules are given by conditions on nilpotent op-
erators associated to non-zero elements of the nullcone. Given j ∈ {1, . . . , p−1}, we denote by
EIPj(g) ⊆ CRj(g) the full subcategories ofmodU0(g) consisting of modules with the equal j-image
property and having constant j-rank, respectively. A module belonging to CJT(g) :=
⋂p−1
j=1 CR
j(g)
is said to have constant Jordan type. In view of [2, 3], the category CJT(e)≤3 of those modules
of constant Jordan type whose blocks have size ≤ 3 has wild representation type whenever e is
elementary abelian of p-rank ≥ 2. Our abovementioned results imply that for other classes of
Lie algebras, the defining conditions of these subcategories may be much more restrictive: For
a reductive Lie algebra g of large rank (and hence of wild representation type), the subcategory
consisting of thoseM ∈ CRp−1(g) such that M |e ∈ EIP
p−1(e) for some e ∈ E(2, g) turns out to be
semisimple (see Proposition 5.5.2).
Throughout this paper, k denotes an algebraically closed field of characteristic char(k) = p ≥ 3. All
vector spaces are assumed to be finite-dimensional over k.
Acknowledgment. Parts of this article werewritten during a two-month visit of the second named
author to the Collaborative Research Center 701 of the University of Bielefeld. He would like to
take this opportunity and thank Henning Krause and his research team for their hospitality.
1. EXPONENTIALS AND SANDWICH ELEMENTS
Let g be a finite-dimensional Lie algebra over k. An element c ∈ g is called an absolute zero-
divisor if (ad c)2 = 0 (see [39]). In more recent terminology, c is sometimes referred to as a sandwich
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element. Since Lie algebras containing non-zero sandwich elements have a degenerate Killing
form, Kostrikin referred to them as algebras with strong degeneration. We let
Sw(g) := {c ∈ g ; (ad c)2 = 0}
be the Zariski-closed conical subset of sandwich elements of g. For i ∈ {3, . . . , p}, we also consider
the closed conical variety
Ni(g) := {x ∈ g ; (ad x)
i = 0}.
In this section we collect structural properties of g that are determined by conditions on Sw(g).
1.1. Exponential maps. The map
exp : Np(g) −→ GL(g) ; x 7→
p−1∑
i=0
(adx)i
i!
is readily seen to be a morphism of conical affine varieties. Being a union of lines through the
origin, any closed conical subset X ⊆ Np(g) is connected. It follows that exp(X) ⊆ GL(g) also
enjoys this property.
We denote by Aut(g) the group of automorphisms of g. Being a closed subgroup of GL(g),
Aut(g) is an affine algebraic group. As p ≥ 3,
N p+1
2
(g) ⊆ Np(g)
is a closed, conical subset of g that contains Sw(g).
For ease of reference we record the following well-known result:
Lemma 1.1.1. The following statements hold:
(1) If x ∈ N p+1
2
(g), then exp(x) ∈ Aut(g).
(2) If x, y ∈ N p+1
2
(g) are such that [x, y] = 0, then exp(x+y) = exp(x) ◦ exp(y). 
Note that the subsets Sw(g) ⊆ N p+1
2
(g) ⊆ Np(g) are stable with respect to the canonical action of
Aut(g) on g. Moreover, we have
ϕ ◦ exp(x) = exp(ϕ(x)) ◦ ϕ
for all x ∈ Np(g) and ϕ ∈ Aut(g). Thus, if X ⊆ N p+1
2
(g) is an Aut(g)-stable subset, then the
subgroup of Aut(g) that is generated by exp(X) is normal in Aut(g).
We denote by C(g) the center of g and call g centerless in case C(g) = (0). We say that S ⊆ g is a
Lie subset, provided [s, t] ∈ S for all s, t ∈ S.
The automorphism group of a restricted Lie algebra (g, [p]) will be denoted Autp(g). As it co-
incides with the stabilizer of the p-map, Autp(g) is a closed subgroup of Aut(g) ⊆ GL(g). We let
Gg := Autp(g)
◦ be the identity component of Autp(g).
If (g, [p]) is centerless, then Np(g) = V (g) is the nullcone of g.
Lemma 1.1.2. Let g be a Lie algebra.
(1) If X ⊆ g is a conical closed Aut(g)-stable subset, then [c, x] ∈ X for all c ∈ Sw(g) and x ∈ X.
(2) Sw(g) is a Lie subset of g.
(3) If (g, [p]) is restricted and centerless, then Sw(g) ⊆ V (g) is a Lie subset and exp(Sw(g)) ⊆ Gg.
(4) If (g, [p]) is restricted and n ✂ g is an elementary abelian p-ideal, then exp(n) ⊆ Gg is an abelian,
connected subgroup.
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Proof. (1) In view of Lemma 1.1.1, we have exp(c) ∈ Aut(g) for all c ∈ Sw(g). Since the set X is
stable under Aut(g), it follows that exp(c)(X) ⊆ X for all c ∈ Sw(g). Consequently, the map
f(x,c) : k −→ g ; α 7→ αx+[c, x] ((x, c) ∈ X×Sw(g))
is a morphism such that f(x,c)(kr{0}) ⊆ X. Hence
f(x,c)(k) = f(x,c)(kr{0}) ⊆ f(x,c)(kr{0}) ⊆ X = X,
so that [c, x] = f(x,c)(0) ∈ X.
(2) Since Sw(g) is a closed conical Aut(g)-stable subset of g, this is a direct consequence of (1).
(3) As g is centerless, it follows that Aut(g) = Autp(g). In addition, exp(Sw(g)) is connected and
contains idg; hence it is contained in the connected component Gg of idg.
(4) Since n is elementary abelian, we have n ⊆ Sw(g). As n is an abelian ideal, direct computation
shows that the map exp restricts to a morphism
exp : n −→ Aut(g)
of algebraic groups. In particular, the group exp(n) is abelian and connected.
Let a ∈ g and b ∈ n and suppose that T is an indeterminate over k. Observing [b, a] ∈ n in
conjunction with n being abelian, we obtain the following identities in the Lie algebra g⊗kk[T ]:
ad(a⊗ T+b⊗ 1)p−1(a⊗ 1) = ad(a⊗ T+b⊗ 1)p−2([b, a] ⊗ 1) = (ad a)p−2([b, a]) ⊗ T p−2
= −(ad a)p−1(b)⊗ T p−2.
In view of Jacobson’s formula [57, (II.1)], this implies
(a+b)[p] = a[p]+(ad a)p−1(b).
Let x ∈ n and a ∈ g. Then we have [x, a] ∈ n and the foregoing formula yields
exp(x)(a)[p] = (a+[x, a])[p] = a[p]+(ad a)p−1([x, a]) = a[p]−(ad a)p(x) = a[p]−[a[p], x]
= a[p]+[x, a[p]] = exp(x)(a[p]).
Consequently, exp(x) ∈ Autp(g). We conclude that exp(n) ⊆ Gg. 
Remark. Let g := Lie(G) be the Lie algebra of a reductive algebraic group G. Then we have Sw(g) = C(g).
Proof. According to Lemma 1.1.2, Sw(g) is a conical G-stable Lie subset of g. The Engel-Jacobson
Theorem [57, (I.3.1)] now shows that the linear span n := 〈Sw(g)〉 is a p-ideal of g that acts strictly
triangulably on g. In particular, n is nilpotent.
Since G is reductive, the factor group G′ := G/C(G)◦ of G by the connected component of the
center C(G) is semisimple and C(G)◦ is a torus. We put g′ := Lie(G′) and consider the canonical
projection π : G −→ G′. The differential d(π) : g −→ g′ is surjective (cf. [54, (5.2.3),(3.2.21)]), while
ker d(π) = Lie(C(G)) is a torus. In view of [32, (10.2)], the p-ideal d(π)(n) of g′ is a torus, so that n,
being an extension of tori, is also a torus. Hence n ⊆ C(g), whence Sw(g) = C(g). 
Definition. Let g be a Lie algebra, L ⊆ N p+1
2
(g) be a conical Lie subset. We denote by Exp(L) ⊆
Aut(g) the smallest closed subgroup of Aut(g) containing exp(L).
Lemma 1.1.3. Let (g, [p]) be a restricted Lie algebra, L ⊆ N p+1
2
(g) be a conical Lie subset such that
exp(L) ⊆ Autp(g). Then the following statements hold:
(1) Exp(L) is a closed, connected, unipotent subgroup of Gg.
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(2) We have ad(〈L〉) ⊆ Lie(Exp(L)).
(3) If L is Gg-stable, then Exp(L) is normal in Gg.
Proof. (1) By assumption, L is a Lie subset that acts via the adjoint representation on g by nilpo-
tent transformations. Thus, the Engel-Jacobson theorem provides a basis of g, such that, for each
element x ∈ 〈L〉, the transformation adx is represented by a strictly upper triangular matrix. Con-
sequently, Exp(L) is a subgroup of the closed subgroup of upper triangular unipotent matrices
and thus is in particular unipotent.
Each element c ∈ L gives rise to a one-parameter subgroup
ϕc : k −→ Exp(L) ; λ 7→ exp(λc).
As Exp(L) is generated by all ϕc(k), general theory (cf. [26, Theorem 2.4.6]) provides c1, . . . , cn ∈ L
such that
Exp(L) = ϕc1(k) · · ·ϕcn(k).
Hence Exp(L) is a closed, connected subgroup of Aut(g). Our assumption exp(L) ⊆ Autp(g) now
yields Exp(L) ⊆ Gg.
(2) Given c ∈ L, we have
ϕc(λ) =
p−1
2∑
i=0
λi
(ad c)i
i!
,
so that ad c = d(ϕc)(0) ∈ Lie(Exp(L)). This implies ad(〈L〉) ⊆ Lie(Exp(L)).
(3) This was observed before. 
Corollary 1.1.4. Let (g, [p]) be a restricted Lie algebra such that exp(Sw(g)) ⊆ Autp(g). If {0} ( X is a
closed conical Gg-stable subset of g, then there is x0 ∈ Xr{0} such that [c, x0] = 0 for all c ∈ Sw(g).
Proof. Thanks to Lemma 1.1.3, Exp(Sw(g)) is a unipotent subgroup ofGg that acts on the projective
variety P(X). Borel’s fixed point theorem [54, (7.2.5)] provides x0 ∈ Xr{0} and a function λ :
Sw(g) −→ k such that
[c, x0] = (λ(c)−1)x0 ∀ c ∈ Sw(g).
Since ad c is nilpotent, it follows that λ(c)−1 = 0 for every c ∈ Sw(g). 
1.2. Inner ideals and almost classical Lie algebras. Let g be a finite-dimensional Lie algebra. A
subspace V ⊆ g is called an inner ideal, provided [V, [V, g]] ⊆ V .
Theorem 1.2.1 ([43, 44]). Suppose that p ≥ 5. Every non-zero Lie algebra g affords a one-dimensional
inner ideal. 
A finite-dimensional Lie algebra, which is representable as a direct sum of ideals which are simple
Lie algebras of classical type, is called a classical semisimple Lie algebra. The reader is referred to [51,
Chap.II] for a comprehensive account concerning classical Lie algebras. Following Premet [44],
we will say that g is an almost classical semisimple Lie algebra, if there exists a classical semisimple
Lie algebra L such that DerL ⊇ g ⊇ adL. We record the following useful theorem, which was
established by Premet (cf. [44, Thm.3], [45]):
Theorem 1.2.2. Suppose that p ≥ 5. Let g be a non-zero finite-dimensional Lie algebra. The following
conditions are equivalent:
(i) Sw(g) = {0}.
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(ii) g is an almost classical semisimple Lie algebra. 
Lemma 1.2.3. Let (g, [p]) be almost classical semisimple. Then [g, g] is a classical semisimple p-ideal of g
such that V ([g, g]) = V (g).
Proof. Given m ∈ N, we consider the classical simple Lie algebra A˜mp−1 := sl(mp)/k. Using [19,
(1.2)] one can show by direct computation that
Der A˜mp−1 = ad A˜mp−1⊕kt,
where kt ⊆ Der A˜mp−1 is a torus. In particular, [Der A˜mp−1,Der A˜mp−1] = ad A˜mp−1 is a p-subalgebra
of Der A˜mp−1 and V ([Der A˜mp−1,Der A˜mp−1]) = V (Der A˜mp−1).
Since g is almost classical, there exists a classical semisimple Lie algebra L such that
DerL ⊇ g ⊇ adL.
Writing L = a1⊕ · · · ⊕aℓ, where the ai are simple ideals of classical type, it follows that
DerL ∼= Der a1 ⊕ · · · ⊕Der aℓ
is a direct sum of restricted Lie algebras. It is well-known that ad a = Der a for every classical
simple Lie algebra a 6∼= A˜mp−1, cf. [43, p.160]. The observation above now implies,
[DerL,DerL] = adL,
as well as adL = [adL, adL] ⊆ [g, g] ⊆ [DerL,DerL] = adL. Accordingly, [g, g] = adL is a
p-subalgebra of DerL, whose p-th power map is denoted by x 7→ xp.
Given x ∈ [g, g], we consider the derivation d := x[p]−xp ∈ DerL. We obtain (0) = [d, [g, g]] =
[d, adL] = ad d(L), so that d(L) ⊆ C(L) = (0). Thus, x[p] = xp ∈ [g, g], showing that [g, g] is a
p-ideal of g.
In view of the above, there exists a torus t ⊆ DerL such that DerL = t⊕adL. This readily
implies V (DerL) = V (adL).
Let d ∈ V (g). For y ∈ L we obtain 0 = (ad d)p(ad y) = ad dp(y), showing that dp = 0. Conse-
quently, d ∈ adL = [g, g], whence V (g) = V ([g, g]). 
2. CONNECTEDNESS OF E(2, g)
Let (g, [p]) be a restricted Lie algebra. Recall that
V (g) := {x ∈ g ; x[p] = 0}
is the (restricted) nullcone of V (g). For r ∈ N0, we denote by Grr(g) the Grassmann variety of r-
dimensional subspaces of g. In view of [20, (7.2),(7.3)], the set Abr(g) ⊆ Grr(g) of all abelian Lie
subalgebras of dimension r is closed, while the map
Grr(g) −→ N0 ; X 7→ dimX ∩ V (g)
is upper semicontinuous. Consequently,
E(r, g) := {e ∈ Abr(g) ; e ⊆ V (g)}
is a closed subset of Grr(g). This is the projective variety of r-dimensional elementary abelian
subalgebras of g, that was first introduced by Carlson-Friedlander-Pevtsova in [9]. Given a p-
subalgebra h ⊆ g, the canonical inclusion provides a closed immersion
E(r, h) →֒ E(r, g),
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whose image is {e ∈ E(r, g) ; e ⊆ h}. We shall henceforth identify these two spaces without further
notice.
Carlson’s result [7] implies that the variety E(1, g) is connected. This is no longer the case for
E(2, g). In fact, as the following example illustrates, the property of connectedness may depend
on the characteristic of k.
Example. We consider the 3-dimensional Heisenberg algebra h := kx⊕ky⊕ kz, whose bracket and
p-map are given by
[x, y] = z , [x, z] = 0 = [y, z] ; x[p] = 0 , y[p] = 0 , z[p] = 0,
respectively.
If e ∈ E(2, h) satisfies e ∩ kz = (0), then h = e⊕kz, so that [h, h] = [e, e] = (0), a contradiction.
Consequently, kz ⊆ e for every e ∈ E(2, h).
Our general assumption p ≥ 3 yields h[p] = {0}, and the foregoing observation implies that
the variety E(2, h) ∼= P1 is irreducible. However, for p= 2, an element e ∈ E(2, h) is of the form
e := k(αx+βy)⊕kz, with αβ = 0 and (α, β) ∈ k2r{0}. Consequently, the variety E(2, h) =
{kx⊕kz, ky⊕kz} is not connected.
Remark. Let G ⊆ GL(n) be a closed subgroup scheme of exponential type and consider the variety
V2(G) = Hom(Ga(2),G) of infinitesimal one-parameter subgroups (cf. [58, §1]). In view of [58,
(1.7)], the exponential maps provide an isomorphism between V2(G) and the commuting variety
C2(V (g)) of the nullcone associated to the Lie algebra g := Lie(G). The variety E(2, g) is an image
of an open subset of C2(V (g)), cf. [9, (1.4)]. Moreover, Carlson’s Theorem [59, (7.7)] ensures that
the projective space Proj(C2(V (g)), defined by the action
α.(x, y) = (αx, αpy).
of k× on g×g, is connected. The example above shows that for the Heisenberg groupH and p=2,
the variety Proj(C2(V (h))) is connected, while E(2, h) is not.
2.1. A basic criterion. Let (g, [p]) be a restricted Lie algebra. We define the p-rank of (g, [p]) via
rkp(g) := max{dimk e ; e ⊆ g elementary abelian}.
IfG is a closed subgroup of the automorphism group Autp(g) of (g, [p]), thenG acts on the variety
E(r, g) via
g.e := g(e)
for all g ∈ G and e ∈ E(r, g).
Recall that Lie(Gg) ⊆ Der g is a p-subalgebra of the algebra of derivations of g. Thus, if ρ : H −→
Gg is a homomorphism of algebraic groups, its differential d(ρ) sends Lie(H) to Der g.
Lemma 2.1.1. Let H be a connected, solvable algebraic group, ρ : H −→ Gg be a homomorphism of
algebraic groups such that there is a p-subalgebra h ⊆ g with the following properties:
(a) rkp(h)≥2, and
(b) there is a homomorphism ζ : h −→ Lie(H) of restricted Lie algebras such that
d(ρ)(ζ(h))(x) = [h, x]
for all h ∈ h, x ∈ g.
Then the variety E(2, g) is connected.
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Proof. The variety E(2, g) affords only finitely many irreducible components. Hence it also has
only finitely many connected components. We let H act on E(2, g) via
h.e := ρ(h).e ∀ h ∈ H, e ∈ E(2, g).
Let X ⊆ E(2, g) be a connected component. Then X is closed, and the stabilizer HX := {h ∈
H ; h.X ⊆ X} is a closed subgroup of H of finite index. As H is connected, it follows that
HX = H , so that X is H-stable. Since H is solvable and connected, Borel’s fixed point theorem
[54, (7.2.5)] provides an element eX ∈ X such thatH.eX = {eX}.
Differentiation in conjunction with (b) yields [h, eX ] ⊆ eX . In view of (a), there is e0 ∈ E(2, h).
Engel’s Theorem readily implies that
(∗) [(ad a) ◦ (ad b)](eX ) = (0) for all a, b ∈ e0.
Hence l := eX+e0 is a p-subalgebra of dimension 2≤ dimk l≤ 4 such that [l, l] ⊆ [e0, eX ] ( eX has
dimension ≤ 1. Jacobson’s formula (cf. [57, (II.1)]) in conjunction with p ≥ 3 now yields l ⊆ V (g).
Let l′ ⊆ l be a subalgebra. Then
(∗∗) E(2, l′) is connected and E(2, l′) ∩X 6= ∅ ⇒ E(2, l′) ⊆ X.
If l is abelian, then E(2, l) = Gr2(l) is irreducible. As eX , e0 ∈ E(2, l), implication (∗∗) gives e0 ∈ X.
Alternatively, dimk[l, l] = dimk[e0, eX ] = 1, and dimk l ∈ {3, 4}. If dimk l = 3, then l is the
Heisenberg algebra of the example above. Thus, E(2, l) ∼= P(l/[l, l]) is irreducible and the above
arguments yield e0 ∈ X.
If dimk l = 4, then dimk C(l) = 2. Since eX+C(l) is abelian, implication (∗∗) yields C(l) ∈ X. It
now follows that e0+C(l) is abelian with E(2, e0+C(l)) ∩X 6= ∅, whence e0 ∈ X.
In sum, we have shown that e0 ∈ X in all cases, so that X is the only connected component of
E(2, g). 
Remark. The interested reader is referred to [13] for a description of the restricted Lie algebras of
p-rank rkp(g)≤1.
We record the following important consequence:
Corollary 2.1.2. Let (g, [p]) be a restricted Lie algebra. Suppose there exists e ∈ E(2, g) such that
(a) e = 〈e ∩N p+1
2
(g)〉, and
(b) exp(e ∩N p+1
2
(g)) ⊆ Autp(g).
Then E(2, g) is connected.
Proof. We consider the exponential map
exp : e −→ GL(g).
As exp(e) is connected, condition (b) ensures that exp(e ∩N p+1
2
(g)) ⊆ Gg.
In view of condition (a), there are x, y ∈ N p+1
2
(g) such that e = kx⊕ky. Given elements a =
axx+ayy and b = bxx+byy of e, repeated application of Lemma 1.1.1(2) yields
exp(a+b) = exp((ax+bx)x) ◦ exp((ay+by)y) = exp(axx) ◦ exp(bxx) ◦ exp(ayy) ◦ exp(byy),
so that exp(a+b) ∈ Gg and exp(a+b) = exp(a) ◦ exp(b). As a result, the map exp : e −→ Gg is a
homomorphism of algebraic groups such that d(exp)(a) = ad a for all a ∈ e. SettingH := e ∼= G2a,
we obtain Lie(H) = e. The assertion now follows from Lemma 2.1.1 with ρ := exp and ζ being the
identity of h := e. 
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Corollary 2.1.3. Suppose that n ✂ g is an elementary abelian p-ideal of dimension ≥ 2. Then E(2, g) is
connected.
Proof. Since n is an abelian ideal, it follows that e ⊆ N p+1
2
(g), so that (a) of Corollary 2.1.2 holds.
Condition (b) is a direct consequence of Lemma 1.1.2(4). Consequently, Corollary 2.1.2 yields the
assertion. 
Remarks. (1) The example of the Heisenberg algebra shows that Corollary 2.1.3 does not hold for
p=2.
(2) Suppose that g is centerless. Then every abelian ideal is elementary abelian.
(3) Let (g, [p]) be a p-trivial Lie algebra, i.e., [p]= 0. If dimk g ≥ 2, Engel’s Theorem provides an
elementary abelian ideal n✂g of dimension≥ 2. Hence the variety E(2, g) is connected. However,
it is not necessarily irreducible, see Section 2.5 below.
(4) According to Corollary 2.1.3, the variety E(2, g) is connected, whenever dimV (C(g))≥2.
Corollary 2.1.4. Let (g, [p]) be a centerless restricted Lie algebra. If g = g(−r) ) · · · ) g(s) ) g(s+1) =
(0) (r, s ∈ N) is filtered such that
(a) p−12 (s−1) ≥ r+2, or
(b) dimk g(s) ≥ 2 and
p−1
2 s ≥ r+1,
then E(2, g) is connected.
Proof. Conditions (a) and (b) ensure that there is e ∈ E(2, g(s−1)) or e ∈ E(2, g(s)) such that e ⊆
N p+1
2
(g). The assertion thus follows from Corollary 2.1.2. 
2.2. Algebraic Lie algebras. We shall employ our criterion (2.1.1) to treat the case, where g =
Lie(G) is the Lie algebra of a connected algebraic groupG.
LetG be an algebraic group with Lie algebra g. A p-subalgebra b ⊆ g is called a Borel subalgebra,
if there exists a Borel subgroup B ⊆ G such that b = Lie(B). We denote by Bor(G) and Bor(g) the
sets of Borel subgroups and Borel subalgebras, respectively.
Let T ⊆ G be a maximal torus, whose normalizer and centralizer in G will be denoted NG(T )
and CG(T ), respectively. Then W (G,T ) := NG(T )/CG(T ) is the Weyl group of G relative to T .
We denote by UG the unipotent radical of G and consider the reductive group G
′ := G/UG along
with the canonical projection π : G −→ G′. By general theory (cf. [35, (21.3C),(24.1B)]), the group
T ′ := π(T ) is a maximal torus of G′ and π induces an isomorphismW (G,T ) ∼= W (G′, T ′). By the
same token, we have Bor(G′) = {π(B) ; B ∈ Bor(G)}.
Let B ⊆ G be a Borel subgroup containing T . Since T ′ is self-centralizing (cf. [35, (22.3),(26.2)]),
it follows that CG(T ) ⊆ UGT ⊆ B. Thus, if g, h ∈ NG(T ) are representatives of w ∈W (G,T ), then
we have Bg = Bh, so that the coset Bw := Bg is well-defined.
Let RG be the solvable radical of G, Φˆ be the root system of the semisimple group Gˆ := G/RG.
We say that a prime number q is a non-torsion prime for G, if it is a non-torsion prime for Φˆ. If G is
solvable, then, by definition, any prime number is a non-torsion prime for G. A complete list of
the non-torsion primes can be found in [55, (1.13)]. In particular, q is a non-torsion prime for G,
whenever q≥7.
We require the following:
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Lemma 2.2.1. Let G be a connected algebraic group with Lie algebra g. Then
⋂
b∈Bor(g) b is the solvable
radical of g.
Proof. We put Gˆ := G/RG as well as gˆ := Lie(Gˆ) and denote by πˆ : G −→ Gˆ the canonical
projection. As πˆ is separable, there results an exact sequence
(0) −→ Lie(RG) −→ g
d(πˆ)
−→ gˆ −→ (0),
see [54, (5.2.3)] and [54, (3.2.21)]. Since Lie(RG) is a solvable ideal of g, it is contained in the
solvable radical r of g. In view of [32, (10.2)], it follows that r/Lie(RG) ∼= C(gˆ) is a torus.
LetB ∈ Bor(G) be a Borel subgroup ofG, T ⊆ B be a maximal torus ofG. Owing to [32, (13.2)],
t := Lie(T ) ⊆ Lie(B) is a maximal torus of g. As d(πˆ) is surjective, d(πˆ)(t) is a maximal torus of
gˆ (cf. [57, (II.4.5)]), so that C(gˆ) ⊆ d(πˆ)(t). This implies r ⊆ Lie(RG)+ t. In view of RG ⊆ B, we
obtain r ⊆ Lie(B)+t ⊆ Lie(B), whence r ⊆
⋂
B∈Bor(G) Lie(B) =
⋂
b∈Bor(g) b.
Since the set
⋂
B∈Bor(G) Lie(B) is G-stable, it is a solvable ideal of g and hence is contained in
r. 
Remark. Our result fails for p=2. In that case, sl(2) = Lie(SL(2)) is solvable, while
⋂
b∈Bor(sl(2)) b =
kI2 is the center of sl(2).
The adjoint representationAd : G −→ Autp(g) induces an action of G on E(2, g):
g.e := Ad(g)(e) ∀ g ∈ G, e ∈ E(2, g).
Theorem 2.2.2. LetG be a connected algebraic group with Lie algebra g such that p is a non-torsion prime
for G. Then the following statements hold:
(1) We have E(2, g) =
⋃
b∈Bor(g) E(2, b).
(2) If b ∈ Bor(g), then E(2, g) = G.E(2, b).
(3) IfB ⊆ G is a Borel subgroup with maximal torus T , then E(2, g) =
⋃
w∈W (G,T )Bw.E(2,Lie(B)).
Proof. (1) We put r := Lie(RG) as well as gˆ := Lie(Gˆ), where Gˆ := G/RG. Since the natural
projection πˆ : G −→ Gˆ is separable ([54, (5.2.3)]), there results an exact sequence
(0) −→ r −→ g
d(πˆ)
−→ gˆ −→ (0)
of restricted Lie algebras, cf. [54, (3.2.21)].
Let e ∈ E(2, g) and put eˆ := e/(e ∩ r) ⊆ gˆ. We denote by Uˆ ⊆ Gˆ1 the unipotent subgroup scheme
of the first Frobenius kernel Gˆ1 of Gˆ such that eˆ = Lie(Uˆ), cf. [15, (II,§7,4.3)]. Since p is a non-torsion
prime for Gˆ, [40, (2.2)] ensures the existence of a Borel subgroup Bˆ ⊆ Gˆ such that Uˆ ⊆ Bˆ. General
theory provides a Borel subgroup Be ⊆ G such that Bˆ = πˆ(Be) (cf. [35, (21.3C)]). Since RG ⊆ Be
and πˆ|Be is separable, we have Lie(Bˆ) = d(πˆ)(Lie(Be)).
Now let x ∈ e. By the above, there exists y ∈ Lie(Be) such that x−y ∈ r. As Lemma 2.2.1 yields
r ⊆ Lie(Be), we obtain x ∈ Lie(Be). Thus, e ⊆ Lie(Be). This implies (1).
(2) Let b = Lie(B) be a Borel subalgebra. Since all Borel subgroups ofG are conjugate, (1) yields
E(2, g) =
⋃
g∈G E(2,Ad(g)(b)) =
⋃
g∈G g.E(2, b) = G.E(2, b).
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(3) Let B ⊆ G be a Borel subgroup of G containing the maximal torus T . Setting G′ := G/UG
and letting π : G −→ G′ be the canonical projection, we put B′ := π(B) and T ′ := π(T ). Then the
Bruhat decomposition for G′ yields
G′ =
⊔
w′∈W (G′,T ′)
B′w′B′.
Let g ∈ G. Then there exist b1, b2 ∈ B and w˜ ∈ NG(T ) such that π(g) = π(b1)π(w˜)π(b2). Conse-
quently, u := g(b1w˜b2)
−1 ∈ UG ⊆ B, so that g = ub1w˜b2 ∈ Bw˜B. It thus follows that
G =
⋃
w∈W (G,T )
BwB.
Let b := Lie(B), so that E(2, b) is B-stable. Now (2) implies E(2, g) =
⋃
w∈W (G,T )BwB.E(2, b) =⋃
w∈W (G,T )Bw.E(2, b). 
Remark. The foregoing result holds more generally for the varieties E(r, g) (r ≥ 1).
Theorem 2.2.3. Let g = Lie(G) be the Lie algebra of a connected algebraic group G. Then the variety
E(2, g) is connected.
Proof. Let B ⊆ G be a Borel subgroup with Lie algebra b. Setting H := B, h := b, ζ := idb and
ρ := Ad |B : B −→ Gg in Lemma 2.1.1, we see that E(2, g) is connected, whenever rkp(b) ≥ 2.
If rkp(b) = 1, then [13, (4.1.1)] ensures that
b = t⋉(kx)p
for some torus t ⊆ g and some p-nilpotent element x ∈ gr{0}. Here (kx)p :=
∑
n≥0 kx
[p]n is the
p-unipotent radical of b. Thanks to [32, (13.3)], t = Lie(T ) is the Lie algebra of a maximal torus
T of B. As T acts on (kx)p via homomorphisms of restricted Lie algebras, there is a character
α : T −→ k× such that the root space decomposition of b relative to T has the form
b = Lie(T )⊕
⊕
n≥0
bpnα.
Let πˆ : G −→ Gˆ := G/RG be the canonical projection. In view of [35, (21.3C)] and [35, (27.1)],
the Borel subalgebra bˆ = d(πˆ)(b) has only one root relative to the maximal torus πˆ(T ) of Gˆ. Con-
sequently, Gˆ has rank 1, and [55, (1.13)] shows that the prime p≥ 3 is a non-torsion prime for G.
Theorem 2.2.2 now yields E(2, g) = G.E(2, b) = ∅.
In the remaining case where rkp(b) = 0, the Lie algebra b is a torus, so that B = T and G =⋃
w∈W (G,T ) TwT =
⋃
w∈W (G,T )wT . SinceG is connected, we conlude thatG = T is a torus, whence
E(2, g) = ∅. 
Lemma 2.2.4. LetG be a connected algebraic group with Borel subgroup B ⊆ G. We put g := Lie(G) and
b := Lie(B). If n ✂ g is a G-stable p-ideal such that there is e ∈ E(2, b) with e ∩ n = (0), then E(2, g/n)
is connected.
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Proof. By assumption, the group B acts on g′ := g/n via
A˜d : B −→ Gg′ ; A˜d(b)(x+n) = Ad(b)(x)+n.
We putH := A˜d(B) ⊆ Gg′ , let ρ : H →֒ Gg′ be the canonical inclusion, and set h := {b+n ; b ∈ b}.
Since
d(A˜d)(b)(x+n) = [b, x]+n
for all b ∈ b and x ∈ g, it follows that ad(h) ⊆ Lie(H). Consequently,
ζ : h −→ Lie(H) ; b+n −→ ad(b+n)
is a homomorphism of restricted Lie algebras such that
d(ρ)(ζ(b+n))(x+n) = ζ(b+n)(x+n) = [b+n, x+n]
for all b ∈ b and x ∈ g.
Our assumption on E(2, b) yields rkp(h)≥2. The assertion thus follows from Lemma 2.1.1. 
Corollary 2.2.5. Let g be a classical semisimple Lie algebra. Then E(2, g) is connected.
Proof. Since g is classical semisimple,
g =
n⊕
i=1
gi
is a direct sum of classical simple Lie algebras. Hence there exist for each i ∈ {1, . . . , n} a connected
algebraic group G˜i and a toral G˜i-stable p-ideal n˜i of g˜i := Lie(G˜i) such that gi ∼= g˜i/n˜i. Moreover,
we have n˜i 6= (0) if and only if G˜i = SL(nip).
Setting G˜ :=
∏n
i=1 G˜i as well as g˜ := Lie(G˜), we have g
∼= g˜/n˜, where n˜ :=
⊕n
i=1 n˜i is a toral
ideal of g˜ =
⊕n
i=1 g˜i.
Let b˜i be a Borel subalgebra of g˜i. It follows from [35, (21.3C)] that b˜ :=
⊕n
i=1 b˜i is a Borel
subalgebra of g˜. If E(2, b˜) = ∅, then n= 1 and g˜ = sl(2). Since p≥ 3, it follows that E(2, b˜) 6= ∅,
whenever n˜ 6= (0). In view of n˜ being a torus, Lemma 2.2.4 thus shows that E(2, g) is connected in
case n˜ 6= (0). Alternatively, our result follows from Theorem 2.2.3. 
2.3. Admissible Lie algebras with strong degeneration. We are interested in Lie algebras g with
strong degeneration, i.e. the case where Sw(g) 6= {0}. We denote by 〈Sw(g)〉 the linear span of the
sandwich elements of g. Owing to Lemma 1.1.2, 〈Sw(g)〉 is a Lie subalgebra of g containing the
center C(g). Thus, if (g, [p]) is a restricted Lie algebra, then 〈Sw(g)〉 is a p-subalgebra of g.
Our approach necessitates the consideration of restricted Lie algebras, whose subsets N3(g)
satisfy certain technical conditions that turn out to be fulfilled in most cases of interest.
Definition. A restricted Lie algebra (g, [p]) is called admissible, provided
(i) N3(g) ⊆ V (g), and
(ii) exp(N3(g)) ⊆ Autp(g).
Remarks. (1) If p≥5 and g is centerless, then g is admissible.
(2) The four-dimensional restricted Lie algebra sl(2)s to be discussed in Section 4.3 below satis-
fies (i), but not (ii).
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Lemma 2.3.1. Suppose that p≥5. If (g, [p]) is a restricted Lie algebra, then g/C(g) is admissible.
Proof. We put g′ := g/C(g). Given x := a+C(g) ∈ N3(g
′), we have (ad a)4(g) = (0), whence
a[p] ∈ C(g). Consequently, x ∈ V (g′).
Let x := a+C(g) ∈ N3(g
′) be an element, so that (ad a)3(g) ⊆ C(g) (and (ad a)4 = 0). If b, c ∈ g,
then the Leibniz rule for (ad a)3 and (ad a)4 implies
exp(a)([b, c]) ≡ [exp(a)(b), exp(a)(c)] modC(g)
for all b, c ∈ g. Hence
[exp(a)(b)[p]−exp(a)(b[p]), exp(a)(c)] ≡ 0 modC(g) ∀ b, c ∈ g,
so that exp(x) ∈ Autp(g
′). As a result, the restricted Lie algebra g′ is admissible. 
Proposition 2.3.2. If (g, [p]) is an admissible restricted Lie algebra such that Sw(g) is not an ideal of
dimension ≤ 1, then E(2, g) is connected.
Proof. We first assume that Sw(g) contains an element c 6= 0 such that kc is not an ideal. We recall
that
g := g(−1) ⊇ g(0) ⊇ g(1) ⊇ (0),
defined via g(1) := im(ad c)+kc and g(0) := ker(ad c) is a filtration of g:
(a) Since (ad c)2 = 0, the Leibniz rule readily implies that [im(ad c), im(ad c)] = (0), so that g(1)
is an abelian subalgebra of g.
(b) If x ∈ g and y = [c, z]+αc ∈ g(1), then (a) implies (ad c)([x, y]) = [[c, x], [c, z]] = 0, whence
[g(−1), g(1)] ⊆ g(0).
(c) Since g(0) is a subalgebra of g, we have [g(0), g(0)] ⊆ g(0).
(d) If x ∈ g(0) and y = [c, z]+αc ∈ g(1), then [x, y] = [x, [c, z]] = [c, [x, z]], whence [g(0), g(1)] ⊆
g(1).
Given x ∈ g(1), we thus obtain
(adx)3(g) ∈ [g(1), (ad x)
2(g)] ⊆ [g(1), g(1)] = (0),
so that g being admissible ensures that g(1) is an elementary abelian ideal of g(0). If dimk g(1) = 1,
then im(ad c) ⊆ kc, implying that kc is an ideal, a contradiction. Corollary 2.1.3 now shows that
the variety E(2, g(0)) 6= ∅ is connected.
Given α ∈ k, we consider the linear map
fα : g −→ g ; x 7→ αx+[c, x].
There results a morphism
k −→ Endk(g ∧ g) ; α 7→ fα ∧ fα
of affine varieties. Thus, if v ∈ g ∧ g is such that (fα ∧ fα)(v) 6= 0 for all α ∈ k, then
k −→ P(g ∧ g) ; α 7→ k(fα ∧ fα)(v)
is a morphism. In particular, if V ∈ Gr2(g) is a subspace such that dimk fα(V ) = 2 for all α ∈ k,
then
fV : k −→ Gr2(g) ; α 7→ fα(V )
is a morphism, cf. [23, (2.1.2)].
Let X ⊆ E(2, g) be a connected component. We put
dX := min{dimk e ∩ g(0) ; e ∈ X}.
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If dX = 0, then there is e ∈ X with e ∩ g(0) = (0). Since g is admissible, we have exp(αc)(X) ⊆ X
for all α ∈ k, and it follows that fα(e) ∈ X for all α ∈ k
×. If dimk f0(e) ≤ 1, then e ∩ g(0) 6= (0), a
contradiction. By the above, the map
fe : k −→ E(2, g) ; α 7→ fα(e)
is a morphism such that fe(k
×) ⊆ X. As X is closed, we have f0(e) ∈ X ∩ E(2, g(0)), and E(2, g(0))
being connected yields E(2, g(0)) ⊆ X.
If dX = 1, there is e ∈ X such that e = kx⊕ky, where x 6∈ g(0) and y ∈ g(0). Application of exp(αc)
then shows that
eα := kfα(x)⊕ky ∈ X for all α ∈ k
×.
Note that the subalgebra e0 := k[c, x]+ky is elementary abelian. If dimk e0 = 2, then
ϕe : k −→ E(2, g) ; α 7→ kfα(x)⊕ ky
is a morphism such that ϕe(k
×) ⊆ X. Hence e0 ∈ X∩E(2, g(0)), so that E(2, g(0)) ⊆ X. Alternatively,
there is β ∈ k× such that [c, x] = βy. Then h := kc+e is a p-trivial, non-abelian subalgebra, so that
dimk h = 3. Hence E(2, h) is connected such that e, kc⊕ky ∈ E(2, h). This shows E(2, h) ⊆ X as
well as X ∩ E(2, g(0)) 6= ∅. Thus, E(2, g(0)) ⊆ X.
In the remaining case, where dX = 2, we get X = E(2, g(0)).
As a result, every connected component X of E(2, g) contains E(2, g(0)), implying that there is
only one component. Hence the variety E(2, g) is connected.
Wemay thus assume that kc is an ideal for every c ∈ Sw(g)r{0}. Our assumption on Sw(g) then
implies the existence of two linearly independent elements c1, c2 ∈ Sw(g). As each kci is an ideal,
we have [c1, c2] = 0, so that e := kc1⊕kc2 is a p-elementary abelian ideal of g. Now Corollary 2.1.3
shows that the variety E(2, g) is connected. 
2.4. Proof of Theorem A. We are now in a position to prove our main result concerning the con-
nectedness of E(2, g). If S ⊆ g is a subset, we denote by
Cg(S) := {x ∈ g ; [x, s] = 0 ∀ s ∈ S}
the centralizer of S in g.
Theorem 2.4.1. Let p ≥ 5. If (g, [p]) is an admissible restricted Lie algebra, then the variety E(2, g) is
connected.
Proof. If Sw(g) is not an ideal of dimension≤ 1, then Proposition 2.3.2 implies the result. If Sw(g) =
{0}, a consecutive application of Theorem 1.2.2 and Lemma 1.2.3 shows that g′ := [g, g] is classical
semisimple along with E(2, g) = E(2, g′). Our result now follows from Corollary 2.2.5.
We may therefore assume that a := Sw(g) = kc for some c ∈ Sw(g)r {0} is an ideal. Since every
abelian ideal n✂g is contained in Sw(g), we conclude that a is the only non-zero abelian ideal of g.
We consider the restricted Lie algebra g′ := g/a. Thanks to Theorem 1.2.1, there exists an el-
ement c′ ∈ gra such that (ad(c′+a))2(g′) ⊆ k(c′+a). It follows that (ad c′)2(g) ⊆ kc′⊕a while
(ad c′)3(g) ⊆ a.
If C(g) 6= (0), then C(g) = kc = a, so that (ad c′)3 = 0. Since g is admissible, the subalgebra
e := kc′⊕a is elementary abelian. Moreover, e ⊆ N3(g), so that g being admissible in conjunction
with Corollary 2.1.2 implies that E(2, g) is connected.
Alternatively, g is centerless, and the centralizer Cg(a) of a in g is a p-ideal of codimension 1,
and there is x0 ∈ g such that g = kx0⊕Cg(a) and [x0, c] = c.
Let c′ = c′s+c
′
n be the Jordan-Chevalley-Seligman decomposition of c
′. Since c′s is a p-polynomial
in c′ without terms of degree 1 [57, (II.3.5)], we see that [c′s, g] ⊆ a. Hence the p-subalgebra (kc
′
s)p
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is a torus such that [(kc′s)p, g] ⊆ a. Let t ∈ (kc
′
s)p be a toral element. Then bt := kt+ a is a
2-dimensional p-ideal of g.
If bt is not abelian, then bt is centerless with all derivations of bt being inner, so that
g = bt⊕Cg(bt)
is a direct sum of p-ideals. Our present assumption Sw(g) = a yields Sw(Cg(bt)) = {0}. Hence the
arguments above show that E(2, Cg(bt)) is a connected subspace of E(2, g).
Since V (g) = {αc+x ; x ∈ V (Cg(bt)), α ∈ k}, there is a morphism
ϕ : P(V (Cg(bt))) −→ E(2, g) ; kx 7→ kx⊕kc
of projective varieties. By Carlson’s Theorem [7], imϕ is connected, and we let X be the connected
component of E(2, g) containing imϕ.
If there is e0 ∈ E(2, Cg(bt)), thenE(2, e0⊕kc) ∼= Gr2(e0⊕kc) is connected, while E(2, e0⊕kc)∩X 6= ∅,
whence e0 ∈ X. Consequently, we always have E(2, Cg(bt)) ⊆ X.
Let e ∈ E(2, g). Then there are α, β ∈ k and x, y ∈ V (Cg(bt)) such that e = k(x+αc)⊕k(y+βc).
If x and y are linearly independent, then e ∈ E(2, kx⊕ky⊕kc). Since this space is connected and
intersects X, we see that e ∈ X. Alternatively, e ∈ imϕ ⊆ X. This implies that X = E(2, g) is
connected.
Hence we may assume that bt is abelian for every toral element t ∈ (kc
′
s)p. Thus, bt = a, so that
(ad t)2 = 0. This yields t = 0. Since the torus k(c′s)p is generated by toral elements [57, (II.3.6)], it
follows that (kc′s)p = (0), whence c
′
s = 0. We conclude that (ad c
′) is nilpotent, so that (ad c′)4 = 0.
Writing c′ = d′+αx0, with α ∈ k and d
′ ∈ Cg(a), we obtain,
0 = (ad c′)(c) = α(ad x0)(c) = αc,
so that α = 0 and c′ ∈ Cg(a).
Recall that (ad c′)2(g) ⊆ kc′⊕a =: e. As c′ ∈ Cg(a), we obtain (ad c
′)3 = 0. Thus, e ∈ E(2, g) is
such that e = 〈e ∩N p+1
2
(g)〉 and Corollary 2.1.2 implies that E(2, g) is connected. 
We record the proof of TheoremA, which generalizes earlier work by the first author [12, (3.4.10)].
Corollary 2.4.2. Let p ≥ 5. If g is a restricted Lie algebra, then E(2, g/C(g)) is connected.
Proof. This follows by applying Lemma 2.3.1 and Theorem 2.4.1 consecutively. 
Example. The foregoing result does in general not hold for p = 2. We consider the semidirect
product
g := sl(2)⋉L(1),
of sl(2) with its standard module L(1). Note that g is centerless with unique p-map given by
(x, v)[2] := (x[2], x.v) ∀ x ∈ sl(2), v ∈ L(1).
In particular, L(1) is isomorphic to an elementary abelian ideal of g.
If e ∈ E(2, sl(2)), then e ∩ C(sl(2)) = (0), so that sl(2) = e⊕C(sl(2)) is abelian, a contradiction.
We therefore have Csl(2)(x) ∩ V (sl(2)) = kx for every x ∈ V (sl(2))r{0}.
Let e 6= L(1) be an element of E(2, g). Then e = k(x, v)⊕k(y,w), where x, y ∈ V (sl(2)), x 6= 0
and v,w ∈ L(1). Since
0 = [(x, v), (y,w)] = ([x, y], x.w−y.v) and 0 = (a, u)[2] = (a[2], a.u), (a, u) ∈ {(x, v), (y,w)}
we have y = αx as well as 0 = x.(w−αv) = x.w. If v and w are linearly independent, then
x.L(1) = (0), a contradiction. If w = 0, then 0 6= (y, 0) ∈ e ∩ sl(2). Alternatively, v = βw, so
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that 0 6= (x, v)−β(y,w) = (x− y, 0) ∈ e ∩ sl(2). We conclude that e ∩ sl(2) 6= {0} for every
e ∈ E(2, g)r{L(1)}.
Consequently,
E(2, g) = {L(1)} ∪ {e ∈ E(2, g) ; dimk e ∩ sl(2) ≥ 1}
is the disjoint union of two non-empty closed sets.
2.5. Irreducible components and dimension. Elaborating on [9, (1.7)], we address the case where
g = Lie(G) is the Lie algebra of a reductive group. To that end, we collect a few results concerning
equidimensional varieties and principal fiber bundles. For an algebraic variety X, we let Irr(X)
be the (finite) set of its irreducible components.
Lemma 2.5.1. Let X be equidimensional, O ⊆ X be a nonempty open subset. Then the following state-
ments hold:
(1) O is equidimensional, dimO = dimX, and Irr(O) = {O ∩ C ; C ∈ Irr(X) and O ∩C 6= ∅}.
(2) If O ∩ C 6= ∅ for every C ∈ Irr(X), then O¯ = X and the map
Irr(X) −→ Irr(O) ; C 7→ C ∩ O
is a bijection.
Proof. (1) Suppose that {C1, . . . , Cn} is the set of those irreducible components of X that meet O.
ThenO =
⋃n
i=1 O∩Ci, so that the subset O∩Ci is open and dense in Ci. Hence O∩Ci is irreducible
and dimO ∩ Ci = dimCi = dimX. Since O ∩ Ci is closed in O, this readily implies that O is
equidimensional and Irr(O) = {C ∩ O ; C ∈ Irr(X) and C ∩ O 6= ∅}.
(2) In view of (1), the given map is surjective. Since O ∩ C = C for all C ∈ Irr(X), it is also
injective. Moreover, we have
O¯ =
⋃
C∈Irr(X)
O ∩C =
⋃
C∈Irr(X)
C = X,
as asserted. 
Lemma 2.5.2. Let G be a connected algebraic group acting simply on an equidimensional variety X. If
ϕ : X −→ Y is a dominant morphism such that ϕ−1(ϕ(x)) = G.x for all x ∈ X, then the following
statements hold:
(1) Y is equidimensional of dimension dimY = dimX−dimG.
(2) The map
Φ : Irr(X) −→ Irr(Y ) ; C 7→ ϕ(C)
is bijective.
Proof. (1) Let C ⊆ X be an irreducible component. Since G is connected, the variety C is G-stable,
so that
ϕ|C : C −→ ϕ(C)
is a dominant morphism such that ϕ−1(ϕ(c)) = G.c ⊆ C for every c ∈ C . The fiber dimension
theorem thus yields
dimϕ(C) = dimC−dimG = dimX−dimG.
As Y =
⋃
C∈Irr(X) ϕ(C), the variety Y is equidimensional of dimension dimX−dimG and Irr(Y ) =
{ϕ(C) ; C ∈ Irr(X)}.
(2) By the above, the map Φ : Irr(X) −→ Irr(Y ) is well-defined and surjective.
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Suppose that C1, C2 ∈ Irr(X) are such that Φ(C1) = Φ(C2). Then we have ϕ(C1) = ϕ(C2) =: Z
and Chevalley’s Theorem provides subsets Ui ⊆ ϕ(Ci) that are open and dense in Z . Hence
U := U1∩U2 enjoys the same properties. Given u ∈ U , there are ci ∈ Ci such that u = ϕ(ci). Hence
there is g ∈ G such that c2 = g.c1 ∈ C1. It follows that U ⊆ ϕ(C1 ∩C2), so that
ϕ(C1) = U = ϕ(C1 ∩ C2).
Note that C1 ∩C2 is G-stable, so that this also holds for each irreducible componentD ⊆ C1 ∩C2.
It follows that
dimϕ(D) = dimD−dimG,
and hence
dimC1 = dimY +dimG = dimZ+dimG = dimϕ(C1 ∩ C2)+dimG
= max{dimϕ(D) ; D ∈ Irr(C1 ∩ C2)}+dimG = max{dimD ; D ∈ Irr(C1 ∩ C2)}
= dim(C1 ∩ C2).
Since C1 is irreducible, we conclude that C1 = C1 ∩ C2, so that C1 being a component implies
C1 = C2.
As a result, the map Φ is also injective. 
The foregoing observations will be applied in the following context, cf. [9, §1]. For a restricted Lie
algebra (g, [p]) we denote by
C2(V (g)) := {(x, y) ∈ V (g)×V (g) ; [x, y] = 0}
the commuting variety of its nullcone V (g). Note that the general linear group GL2(k) acts on
C2(V (g)) via (
α β
γ δ
)
.(x, y) := (αx+βy, γx+δy).
Let
O2(V (g)) := {(x, y) ∈ C2(V (g)) ; dimk kx+ky = 2}.
Then O2(V (g)) is a GL2(k)-stable, open subset of C2(V (g)) on which GL2(k) acts simply. The
canonical morphism
ϕ : O2(V (g)) −→ E(2, g) ; (x, y) −→ kx⊕ky
is surjective and such that ϕ−1(ϕ(x, y)) = GL2(k).(x, y) for all (x, y) ∈ O2(V (g)).
Following [37, (II.1.17)], we refer to a homomorphism π : Gˆ −→ G of algebraic groups as a
covering, provided
(a) π is surjective, and
(b) kerπ is a finite subgroup scheme of the center Z(Gˆ) of Gˆ.
We denote by gˆ and g the Lie algebras of Gˆ and G, respectively. Given gˆ ∈ Gˆ, we have
π ◦ κgˆ = κπ(gˆ) ◦ π,
where κgˆ and κπ(gˆ) denote the conjugation by gˆ and π(gˆ), respectively. Differentiation thus implies
d(π) ◦ Ad(gˆ) = Ad(π(gˆ)) ◦ d(π),
so that d(π) is equivariant in the sense that
(∗) π(gˆ). d(π)(xˆ) = d(π)(gˆ.xˆ) ∀ gˆ ∈ Gˆ, xˆ ∈ gˆ.
The Coxeter number of a reductive groupG will be denoted h(G), cf. [37, (II.6.2)].
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Lemma 2.5.3. Let π : Gˆ −→ G be a simply connected covering of the semisimple algebraic group G. If
p≥h(G), then the differential d(π) : gˆ −→ g induces bijective morphisms
(1) d(π) : V (gˆ) −→ V (g), and
(2) Ψπ : E(2, gˆ) −→ E(2, g) ; eˆ 7→ d(π)(eˆ)
of varieties. In particular, Ψπ is a homeomorphism.
Proof. (1) LetN(g) and N(gˆ) be the p-nilpotent cones of g and gˆ, respectively. In view of p≥h(G) =
h(Gˆ), we have N(g) = V (g) and N(gˆ) = V (gˆ). Thus, (1) is a direct consequence of [38, (2.7)].
(2) Let eˆ ∈ E(2, gˆ) be an elementary abelian subalgebra such that dimk d(π)(eˆ)≤1. Then there is
x ∈ eˆr{0} such that d(π)(x) = 0, which contradicts (1). As a result, the morphism
{vˆ ∈ Gr2(gˆ) ; dimk d(π)(vˆ)=2} −→ Gr2(g) ; vˆ 7→ d(π)(vˆ)
restricts to a morphism
Ψπ : E(2, gˆ) −→ E(2, g).
Suppose that d(π)(eˆ) = d(π)(ˆf). Given xˆ ∈ eˆ, there is yˆ ∈ fˆ such that d(π)(xˆ) = d(π)(yˆ). Thus, (1)
implies xˆ = yˆ ∈ fˆ, so that eˆ = fˆ. As a result, the map Ψπ is injective.
Let Bˆ be a Borel subgroup of Gˆ. Then B := π(Bˆ) is a Borel subgroup of G. We denote by uˆ
and u the unipotent radicals of Lie(Bˆ) and Lie(B), respectively. In view of [38, (2.7)], the map d(π)
induces an isomorphism d(π) : uˆ −→ u. Consequently,
Ψπ : E(2, uˆ) −→ E(2, u)
is bijective as well. Let e ∈ E(2, g). Thanks to Theorem 2.2.2, there is g ∈ G such that g.e ∈ E(2, u).
Since π is surjective, there are gˆ ∈ Gˆ and eˆ ∈ E(2, uˆ) such that g = π(gˆ) and d(π)(eˆ) = g.e. Thanks
to the equivariance (∗), we obtain
Ψπ(gˆ
−1
.ˆe) = g−1.Ψπ(eˆ) = g
−1
.g.e = e.
This shows that Ψπ is also surjective. Being a morphism of projective varieties, Ψπ is closed, so
that it is a homeomorphism. 
Let g = Lie(G) be the Lie algebra of an algebraic group G. We say that x ∈ V (g) is distinguished,
provided every torus T of the centralizer CG(x) of x in G is contained in the center Z(G) of G.
In view of [35, (21.4)], the connected component CG(x)
◦ of a distinguished element x is nilpo-
tent. Consequently, CG(x)
◦ is contained in a Borel subgroup B of G. Moreover, the Lie-Kolchin
Theorem implies that CG(x)
◦ is unipotent in case Z(G) is finite.
We let rk(G) denote the rank of G, that is, the dimension of a maximal torus of G.
Lemma 2.5.4. Let G be a connected, simply connected, semisimple algebraic group. If p ≥ h(G) and
rk(G)≥2, then we have
C ∩ O2(V (g)) 6= ∅
for every C ∈ Irr(C2(V (g))).
Proof. Since p≥h(G), the nullcone coincideswith the nilpotent coneN(g). Our general assumption
p≥3 ensures that p is good for G. Moreover, p is a non-torsion prime for G.
Let C ∈ Irr(C2(V (g))) be an irreducible component. Since G is simply connected, Premet’s
Theorem [46, Theorem] provides a distinguished element x ∈ V (g) such that {x}×Cg(x) ⊆ C .
Let b = Lie(B) be a Borel subalgebra. As rk(G)≥ 2, it follows that V (b) =
⋃
e∈E(2,b) e and a two-
fold application of Theorem 2.2.2 yields V (g) = G.V (b) = G.(
⋃
e∈E(2,b) e) =
⋃
e∈E(2,g) e, so that
V (Cg(x)) 6= kx. Hence there is (x, y) ∈ O2(V (g)) ∩ C . 
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Let x ∈ V (g). Then E(2, g, x) := {e ∈ E(2, g) ; x ∈ e} is a closed subset of E(2, g).
Theorem 2.5.5. Let G be a reductive connected algebraic group such that p≥ h(G). Then the following
statements hold:
(1) The variety E(2, g) is equidimensional of dimension dimE(2, g) = dim(G,G)−4.
(2) Let x1, . . . , xn be representatives for the distinguished orbits of V (g). Then
Irr(E(2, g)) = {G.E(2, g, xi) ; 1≤ i≤n}.
Proof. We letZ(G)◦ be the identity component of the centerZ(G) ofG. In view of [35, (19.5),(27.5)],
the groupG = Z(G)◦(G,G) is a product, whose factors intersect in a finite set. Moreover, Z(G)◦ is
a torus, while (G,G) is semisimple and connected. Consequently, the restriction of the canonical
projection π : G −→ G/(G,G) yields a surjection Z(G)◦ ։ G/(G,G), implying that the factor
group G/(G,G) is a torus, cf. [35, (21.3C)].
Setting G′ := (G,G) and g′ := Lie(G′), we obtain an exact sequence
(0) −→ g′ −→ g
d(π)
−→ Lie(G/G′) −→ (0)
of restricted Lie algebras, whose second term from the right is a torus. This readily implies V (g) =
V (g′) as well as E(2, g) = E(2, g′), while h(G) = h(G′)≤p.
Let x ∈ V (g) be distinguished for G. If T ⊆ CG′(x) is a maximal torus, then T ⊆ Z(G)
◦ ∩ G′ is
finite, so that T = {1} = Z(G′)◦. Hence x ∈ V (g′) is distinguished for G′. Conversely, if x ∈ V (g′)
is distinguished, then CG′(x)
◦ is unipotent, so that every torus T ⊆ CG(x) = Z(G)
◦CG′(x) is
contained in Z(G)◦. Since G.E(2, g, x) = G′.E(2, g′, x), it suffices to verify (1) and (2) for G being
semisimple.
We consider a simply connected covering π : Gˆ −→ G. Let Tˆ ⊆ Bˆ be a maximal torus and a
Borel subgroup of Gˆ, respectively. By virtue of [35, (21.3C)], the groups T := π(Tˆ ) and B := π(Bˆ)
are a maximal torus and a Borel subgroup of G, respectively. We put gˆ := Lie(Gˆ) and g := Lie(G),
and let uˆ and u denote the unipotent radicals of Lie(Bˆ) and Lie(B), respectively. Then [38, (2.7)]
ensures that d(π) : uˆ −→ u is an isomorphism of restricted Lie algebras such that
d(π)(tˆ.uˆ) = π(tˆ). d(π)(uˆ) ∀ tˆ ∈ Tˆ , uˆ ∈ uˆ.
This implies in particular that h(Gˆ) = h(G)≤p.
Let xˆ ∈ V (gˆ). Owing to Lemma 2.5.3(1) and (∗), we have π(C
Gˆ
(x)) = CG(d(π)(xˆ)), implying
that xˆ is distinguished if and only if d(π)(xˆ) exhibits this property.
In view of Lemma 2.5.3, the bijection d(π) : V (gˆ) −→ V (g) induces a homeomorphism
Ψπ : E(2, gˆ) −→ E(2, g) ; eˆ 7→ d(π)(eˆ)
of varieties such that
Ψπ(gˆ.ˆe) = π(gˆ).Ψ(eˆ) and Ψπ(E(2, gˆ, xˆ)) = E(2, g, d(π)(xˆ))
for all gˆ ∈ Gˆ, eˆ ∈ E(2, gˆ) and xˆ ∈ V (gˆ). We may therefore assume that G is a connected, simply
connected, semisimple algebraic group.
(1) Since p ≥ h(G) the nullcone V (g) coincides with the nilpotent cone N(g). Hence [46, The-
orem] ensures that the variety C2(V (g)) is equidimensional and of dimension dimG. In view of
(2.5.1), (2.5.2) and (2.5.4), it follows that E(2, g) is equidimensional of dimension dimE(2, g) =
dimG−4.
(2) Let x1, . . . , xn be representatives of the distinguished orbits of V (g), and put
C(xi) := G.({xi}×Cg(xi)).
20 HAO CHANG and ROLF FARNSTEINER
Premet’s aforementioned theorem asserts that Irr(C2(V (g))) = {C(xi) ; 1≤ i≤ n}. If E(2, g) 6= ∅,
then rk(G)≥ 2 and Lemma 2.5.4 shows that the n irreducible components of O2(V (g)) are of the
form C(xi) ∩ O2(V (g)) for i ∈ {1, . . . , n}.
Recall that the morphism
ϕ : O2(V (g)) −→ E(2, g) ; (x, y) 7→ kx⊕ky
is surjective with fibers given by the orbits of the canonicalGL2(k)-action. In view of Lemma 2.5.2,
we have
Irr(E(2, g)) = {ϕ(C(xi) ∩ O2(V (g))) ; 1≤ i≤n}.
Since ϕ is G-equivariant with respect to the canonical action of G on O2(V (g)), while E(2, g, xi) =
ϕ(({xi}×Cg(xi))∩O2(V (g)), it follows that ϕ(G.({xi}×Cg(xi))∩O2(V (g))) = G.E(2, g, xi), whence
C(xi) ∩ O2(V (g)) ⊆ G.({xi}×Cg(xi)) ∩ O2(V (g)) ⊆ ϕ
−1(G.E(2, g, xi)).
As a result,
G.E(2, g, xi) = ϕ(G.({xi}×Cg(xi)) ∩ O2(V (g)) ⊆ ϕ(C(xi) ∩ O2(V (g))) ⊆ G.E(2, g, xi),
so that the irreducible components of E(2, g) have the asserted from. 
The foregoing result shows in particular, that the number of irreducible components of E(2, g)
coincides with the number of distinguished nilpotent orbits. The Bala-Carter theory relates these
orbits to the distinguished parabolic subgroups of G. Letting pa(n) ∈ {0, 1} denote the parity
of n ∈ N, we record below those cases, where the variety of 2-dimensional elementary abelian
subalgebras of a classical Lie algebra is irreducible.
Corollary 2.5.6. Let g = Lie(G) be the Lie algebra of an almost simple algebraic group.
(1) If g = sl(n) and p≥n≥2, then E(2, g) is irreducible.
(2) If g = so(n) and p ≥ n−2+pa(n)≥3, then E(2, g) is irreducible if and only if n≤7.
(3) If g = sp(2n) and p≥2n≥4, then E(2, g) is irreducible if and only if n=2.
(4) If G of type E6, E7, E8, F4, G2 and p≥h(G), then E(2, g) is not irreducible.
Proof. (1) In this case, we have h(G) = n, and our assertion follows directly from [38, (4.1)].
(2) Let g = so(n) for n≥3, so that h(G) = n−2+pa(n).Thanks to [38, (4.2)], the Lie algebra so(n)
possesses only 1 distinguished orbit for n≤ 7, while the pairs of partitions (7+2m, 1), (5+2m, 3)
and (9+2m), (5+2m, 3, 1) give rise to two distinguished orbits, whenever n≥ 8 is even and n≥ 9
is odd, respectively. The assertion now follows from Theorem 2.5.5.
(3) Let g = sp(2n) for n ≥ 2, so that h(G) = 2n. In view of [38, (4.2)], sp(2n) possesses 1
distinguished orbit for n = 2, while the partitions (2(m+3)), (2(m+2), 2) define two distinguished
orbits form ≥ 0. The assertion now follows from Theorem 2.5.5.
(4) This is a consequence of Theorem 2.5.5 in conjunction with [11, p.174-177]. 
Remarks. (1) We refer the reader to [60, (5.1)] for a summary of those cases, where E(r, gl(n)) is
known to be irreducible.
(2) If (g, [p]) is a restricted Lie algebra such that E(2, g) is irreducible, then the conical closed
subset VE(2,g) :=
⋃
e∈E(2,g) e is irreducible. The preceding result provides examples of Lie algebras
b, where VE(2,b) is a linear subspace of bwhile E(2, b) is not irreducible: Let b be a Borel subalgebra
of sp(2n), where p≥2n≥6. If E(2, b) is irreducible, then Theorem 2.2.2 implies that E(2, sp(2n)) =
Sp(2n).E(2, b) is also irreducible, a contradiction. Since p≥h(Sp(2n)), it follows that VE(2,b) = V (b)
coincides with the unipotent radical of b.
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3. LOCALLY CONSTANT FUNCTIONS ON Gr2(g)
V (g)
Given a restricted Lie algebra (g, [p]), we consider the subset
Gr2(g)
V (g) := {v ∈ Gr2(g) ; v ⊆ V (g)}
of the Grassmannian Gr2(g) of 2-planes in g. Since the map
Gr2(g) −→ N0 ; v 7→ dim v ∩ V (g)
is upper semicontinuous (cf. [20, (7.3)]), it follows thatGr2(g)
V (g) = {v ∈ Gr2(g) ; dim v∩V (g) ≥ 2}
is closed and thus in particular a projective variety.
Let X ⊆ Gr2(g)
V (g) be a closed subset, VX :=
⋃
v∈X v. In this section, we associate to every
morphism ϕ : P(VX) −→ P
m a locally constant function on X. In case E(2, g) ⊆ X ⊆ Gr2(g)
V (g) is
connected, this will enable us define degrees for the so-called g-modules of constant j-rank.
We begin with some general preliminary observations. For a finite-dimensional vector space
V over k, we denote by S(V ) the symmetric algebra on V . Thus, S(V ∗) is the Z-graded algebra
of polynomial functions on V . Being a polynomial ring in dimk V variables, S(V
∗) is a unique
factorization domain. A subspaceW ⊆ V defines a homomorphism
resW : S(V
∗) −→ S(W ∗) ; f 7→ f |W
of commutative graded k-algebras.
Let X be a topological space. A map ϕ : X −→ S with values in some set S is called locally
constant, provided there exists for every x ∈ X an open neighborhood Ux of x such that ϕ|Ux is
constant. Note that a map ϕ : X −→ N0 is locally constant if and only if it is upper semicontinuous
and lower semicontinuous.
Let X ⊆ P(V ) be locally closed. A morphism ϕ : X −→ Pm is said to be homogeneous, if there
exist homogeneous elements f0, . . . , fm ∈ S(V
∗)d such that
ϕ(x) = (f0(x) : · · · : fm(x)) ∀ x ∈ X.
The (m+1)-tuple of polynomials (f0, . . . , fm) is called a defining system for ϕ. Such a system is said
to be reduced, provided gcd(f0, . . . , fm) = 1.
If X ⊆ P(V ) is open, then any morphism ϕ : X −→ Pm is homogeneous and the common
degree deg(ϕ) of the non-zero fi’s does not depend on the choice of the reduced defining system
(f0, . . . , fm) ∈ S(V
∗)m+1, cf. [23, §1] for more details.
Lemma 3.1. LetW ⊆ V be a subspace, and U ⊆ P(V ) be locally closed such that U ∩ P(W ) 6= ∅ is open
in P(W ). If ϕ : U −→ Pm is a homogeneous morphism with defining system (f0, . . . , fm) ∈ S(V ∗)
m+1
d ,
then
deg(ϕ|U∩P(W )) = d−deg(gcd(resW (f0), . . . , resW (fm))).
Proof. Since U ∩ P(W ) is open, the morphism ϕ|U∩P(W ) is homogeneous and its degree may be
computed via a reduced defining system.
Note that (resW (f0), . . . , resW (fm)) ∈ S(W
∗)m+1d is a defining system for themorphismϕ|U∩P(W ).
Setting r := deg(gcd(resW (f0), . . . , resW (fm))), while observing [23, (1.1.1)], the element h :=
gcd(resW (f0), . . . , resW (fm)) belongs to ∈ S(W
∗)r. Then there exist homogeneous elements g0, . . . ,
gm ∈ S(W
∗)d−r such that resW (fi) = hgi for 0≤ i≤m. Consequently, gcd(g0, . . . , gm) = 1, and for
u ∈ U ∩ P(W ), we obtain
ϕ(u) = (resW (f0)(u) : · · · : resW (fm)(u)) = (g0(u) : · · · : gm(u)).
This shows that (g0, . . . , gm) is a reduced defining system for ϕ|U∩P(W ), whence
deg(ϕ|U∩P(W )) = deg(gi) = d−r = d−deg(gcd(resW (f0), . . . , resW (fm))),
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whenever gi 6= 0. 
Lemma 3.2. Let (g, [p]) be a restricted Lie algebra, X ⊆ Gr2(g)
V (g) be a closed subset. Then the following
statements hold:
(1) VX :=
⋃
v∈X v is a conical, closed subset of V (g).
(2) If U ⊆ VX is a conical open subset of VX, then
XU := {v ∈ X ; v ∩ U 6= ∅}
is an open subset of X.
Proof. (1) It is well-known that
Σ := {(x, v) ∈ V (g)×X ; x ∈ v}
is a closed subset of V (g)×X. Since the variety X is projective, the projection map π : V (g)×X −→
V (g) is closed. As a result, VX = π(Σ) is closed.
(2) Owing to (1), the set A := VXrU is a closed, conical subset of g. In view of [20, (7.3)], the
map X −→ N0 ; v 7→ dim v ∩A is upper semicontinuous, so that the set
C := {v ∈ X ; dim v ∩A ≥ 2}
is closed. As each v ∈ X is irreducible, we have C = {v ∈ X ; v ⊆ A}, implying that
XU = XrC
is open. 
Theorem 3.3. Let (g, [p]) be a restricted Lie algebra, X ⊆ Gr2(g)
V (g) be a closed subset, ϕ : P(VX) −→ P
m
be a morphism.
(1) The map
degϕ : X −→ N0 ; v 7→ deg(ϕ|P(v))
is locally constant.
(2) If X is connected, then degϕ is constant.
Proof. (1) Let v0 ∈ X. General theory (cf. [27, (1.65)]) provides an open subset U of P(VX) and
(f0, . . . , fm) ∈ S(g
∗)m+1d such that
(a) P(v0) ∩ U 6= ∅, and
(b) (f0, . . . , fm) ∈ S(g
∗)m+1d is a defining system for the homogeneous morphism ϕ|U.
In particular, U is a locally closed subset of P(g) such that P(v) ∩ U is open in P(v) for every v ∈ X.
We denote by U := {x ∈ VX ; [x] ∈ U} the cone of U. This is a conical, open subset of VX. According
to Lemma 3.2, XU is an open subset of X that contains v0.
Let W ⊆ g be a subspace such that v0⊕W = g. As before, we consider the canonical map
resW : S(g
∗) −→ S(W ∗). An application of [20, (7.3)] shows that
UW := {v ∈ X ; v⊕W = g}
is an open subset of X that contains v0.
Now let v ∈ UW ∩XU . Then v∩U is a non-empty, open subset of v. Hence it lies dense in v and
v ∩ U 6= {0}. As a result, P(v) ∩ U 6= ∅. Setting r := deg(gcd(resW (f0), . . . , resW (fm))), we apply
Lemma 3.1 to see that deg(ϕ|P(v)∩U) = d−r. Now [23, (1.1.2)] implies degϕ(v) = d−r. As a result,
the map degϕ is locally constant.
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(2) Let n ∈ N. According to (1), each fiber deg−1ϕ (n) is open in X. In view of
deg−1ϕ (n) = Xr(
⋃
m6=n
deg−1ϕ (m)),
the fiber is also closed. As X is connected, each non-empty fiber coincides with X, so that degϕ is
constant. 
4. DEGREE FUNCTIONS
Let (g, [p]) be a restricted Lie algebra with restricted enveloping algebra U0(g). By definition,
U0(g) := U(g)/({x
p−x[p] ; x ∈ g})
is a finite-dimensional quotient of the ordinary enveloping algebraU(g). The Lie algebra g is a sub-
algebra of the commutator algebra U0(g)
− and the U0(g)-modules are precisely those g-modules
M for which x[p] acts via the p-th power of the action of x ∈ g.
To a U0(g)-moduleM of constant j-rank, we will associate a degree function
deg
j
M : Gr2(g)
V (g) −→ N0,
which will allow us to generalize results of [23] concerning modules of constant j-rank over Lie
algebras with smooth nullcones.
For a U0(g)-moduleM and u ∈ U0(g), we denote by
uM : M −→M ; m 7→ u.m
the operator associated to u. Given j ∈ {1, . . . , p− 1}, the generic j-rank of M is defined via
rkj(M) := max{rk(xjM ) ; x ∈ V (g)}. Semicontinuity of ranks shows that the set UM,j := {[x] ∈
P(V (g)) ; rk(xjM ) = rk
j(M)} is open. We say thatM has constant j-rank, provided UM,j = P(V (g)).
These modules were first investigated by Friedlander and Pevtsova in [25].
Given d ∈ N0, we denote by
plM : Grd(M) −→ P(
d∧
(M))
the Plu¨cker embedding. Let j ∈ {1, . . . , p−1}. Following [23], we associate to a U0(g)-moduleM the
morphism
im
j
M : UM,j −→ Grrkj(M)(M) ; [x] 7→ imx
j
M
of quasi-projective varieties. If v ⊆ V (g) is a linear subspace of g, then UM,j ∩ P(v) is an open
subset of a projective space and the morphism
plM ◦ im
j
M |P(v) : UM,j ∩ P(v) −→ P(
rkj(M)∧
(M))
is homogeneous whenever UM,j ∩ P(v) 6= ∅. It is thus is given by a reduced defining system,
whose degree deg(plM ◦ im
j
M |P(v)) does not depend on the choice of the system, cf. [23, §1.1] for
more details.
Suppose thatM is a U0(g)-module of constant j-rank. Given a subspace v ⊆ V (g) of dimension
dimk v ≥ 2, there results a morphism
im
j
M |P(v) : P(v) −→ Grrkj(M)(M)
of projective varieties and we put
deg
j
M (v) := deg(plM ◦ im
j
M |P(v)).
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If M is a U0(g)-module and h ⊆ g is a p-subalgebra, then M |h denotes the restriction of M to
U0(h) ⊆ U0(g). Suppose that M has constant j-rank and let e ⊆ g be an elementary abelian
subalgebra of dimension ≥ 2. Then degjM (e) is just the j-degree deg
j(M |e) that was introduced in
[23].
Definition. Let (g, [p]) be a restricted Lie algebra such that rkp(g) ≥ 2, M be a U0(g)-module of
constant j-rank. Then
deg
j
M : E(2, g) −→ N0 ; e 7→ deg
j(M |e)
is called the j-degree function ofM .
The j-degree function ofM is expected to provide information concerning the nilpotent operators
xM , where x ∈ VE(2,g).
Remarks. (1) Let M be a U0(g)-module of constant j-rank. If e ∈ E(r, g) for some r ≥ 2, then
degj(M |e) = deg
j(M |f) for every two-dimensional subalgebra f ⊆ e, cf. [23, (4.1.2)]. Accordingly,
the consideration of degree functions
E(r, g) −→ N0 ; e 7→ deg
j(M |e) (r ≥ 3)
provides no additional information. Moreover, if g is reductive, thenE(rkp(g), g) and E(rkp(g)−1, g)
are usually not connected, cf. [41, 42].
(2) Since V (e) = e for all e ∈ E(2, g) it is of course possible to define degree functions
deg
j
M : E(2, g)U˜M,j −→ N0 (j ∈ {1, . . . , p−1})
on the open subset E(2, g)U˜M,j of E(2, g) (cf. Lemma 3.2) for an arbitrary U0(g)-module M . (Here
U˜M,j := {x ∈ VE(2,g) ; [x] ∈ UM,j}.) However, at this juncture the behavior of these functions
remains somewhat obscure.
4.1. Criteria for degjM being constant. Throughout, (g, [p]) denotes a restricted Lie algebra. Given
a p-subalgebra h ⊆ g, we let
Norg(h) := {x ∈ g ; [x, h] ⊆ h}
be the normalizer of h in g. Recall that Norg(h) is a p-subalgebra of g.
Lemma 4.1.1. Suppose that rkp(g) ≥ 2, and letM be a U0(g)-module of constant j-rank.
(1) If the morphism plM ◦ im
j
M is homogeneous, then deg
j
M is constant.
(2) IfM is self-dual, then degjM is constant.
(3) If there exists a closed connected subspace E(2, g) ⊆ X ⊆ Gr2(g)
V (g), then degjM is constant.
(4) If V (g) is a linear subspace of g, then degjM is constant.
Proof. (1) Given e ∈ E(2, g), the canonical inclusion e ⊆ g defines a morphism ιe : P(e) −→ P(g) of
degree 1 that factors through P(V (g)). We have
deg
j
M (e) = deg
j(M |e) = deg(plM ◦ im
j
M |e
) =
deg(plM ◦ im
j
M |e
)
deg(ιe)
.
Thanks to [23, (1.1.5)], the right-hand fraction is independent of the choice of the morphism ιe :
P(e) −→ P(g) (e ∈ E(2, g)). As a result, the map degjM is constant.
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(2) Let e ∈ E(2, g). SinceM is self-dual, [23, (4.2.2)] implies
deg
j
M (e) = deg
j(M |e) =
j rkj(M |e)
2
=
j rkj(M)
2
,
so that degjM is constant.
(3) We consider the morphism
ϕjM : P(VX) −→ P(
rkj(M)∧
(M)) ; x 7→ plM ◦ im
j
M (x).
Since X is connected, Theorem 3.3 shows that the map
deg
ϕ
j
M
: X −→ N0
is constant. Hence this also holds for degjM = degϕj
M
|E(2,g).
(4) If V (g) is a linear subspace, then Gr2(g)
V (g) ∼= Gr2(V (g)) is irreducible. Hence (3) yields the
result. 
We are now in a position to verify Theorem B.
Theorem 4.1.2. Suppose that rkp(g)≥ 2 and let M be a U0(g)-module of constant j-rank with j-degree
function degjM : E(2, g) −→ N0.
(1) If e0 ∈ E(2, g), then deg
j
M is constant on E(2,Norg(e0)).
(2) If g = Lie(G) is an algebraic Lie algebra, then degjM is constant.
(3) If p≥5 and dimV (C(g)) 6=1, then degjM is constant.
Proof. (1) Since e0 is an elementary abelian p-ideal ofNorg(e0), the assertion follows from Corollary
2.1.3 and Lemma 4.1.1.
(2) This is a consequence of Lemma 4.1.1 and Theorem 2.2.3.
(3) We first assume that dimV (C(g))=0, so that C(g) is a torus. We consider the factor algebra
g′ := g/C(g) along with the canonical projection π : g −→ g′. Let
C(2, g) := {v ∈ Gr2(g)
V (g) ; [v, v] ⊆ C(g)}.
The Lie bracket defines a linear map
b :
2∧
(g) −→ g ; v ∧w 7→ [v,w].
Letting plg : Gr2(g) −→ P(
∧2(g)) be the Plu¨cker embedding, we conclude that
C(2, g) = {v ∈ Gr2(g)
V (g) ; plg(v) ∈ P(b
−1(C(g)))} = pl−1g (P(b
−1(C(g)))) ∩Gr2(g)
V (g)
is closed.
Since C(g) is a torus, we have v ∩ C(g) = (0) for every v ∈ Gr2(g)
V (g). Hence π induces a
morphism
Gr2(g)
V (g) −→ Gr2(g
′) ; v 7→ π(v).
Note that this map restricts to a morphism
π∗ : C(2, g) −→ E(2, g
′)
of projective varieties.
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Let e′ ∈ E(2, g′). Then f := π−1(e′) is a p-subalgebra of g containing C(g) such that [f, f] ⊆
C(g) and f[p] ⊆ C(g). This implies that [p] : f −→ f is p-semilinear along with f = V (f)⊕C(g).
Consequently, V (f) ∈ C(2, g) and π∗(V (f)) = e
′. As a result, the morphism π∗ is surjective.
Let v ∈ C(2, g). Then we have π−1(π∗(v)) = v⊕C(g), so that v = V (π
−1(π∗(v))). Consequently,
π∗ is also injective.
We conclude that π∗ is in fact a homeomorphism. In view of Corollary 2.4.2, the variety C(2, g)
is connected and Lemma 4.1.1 ensures that the j-degree function degjM is constant.
If dimV (C(g)) ≥ 2, then there are linearly independent elements x, y ∈ V (C(g)). Hence e :=
kx⊕ky ∈ E(2, g) is a p-ideal and the assertion follows from (1). 
The following example shows that the variety E(2, g) may be disconnected even if Gr2(g)
V (g) is
irreducible.
Example. We consider the 8-dimensional vector space
g := e⊕f⊕T (g),
where e := kx1⊕kx2, f := ky1⊕ky2 and T (g) :=
⊕2
i,j=1 kzij . The Lie bracket and the p-map are
given by
[e, e] = (0) = [f, f] ; [T (g), g] = (0) ; [xi, yj ] = zij
as well as
e[p] = {0} = f[p] ; z
[p]
ij = zij .
Since p ≥ 3, we have V (g) = e⊕f, so that Gr2(g)
V (g) ∼= Gr2(e⊕f) is irreducible.
Note that the map
ζ : e⊗k f −→ T (g) ; ?a⊗ b −→ [a, b]
is surjective and hence bijective.
Suppose that a, b ∈ V (g) are linearly independent and such that [a, b] = 0. Writing a = x+y and
b = x′+y′ with x, x′ ∈ e and y, y′ ∈ f, we obtain 0 = [x, y′]+[y, x′] = ζ(x⊗ y′−x′ ⊗ y), so that
(∗) x⊗ y′−x′ ⊗ y = 0.
If dimk(kx+kx
′) = 1, we may assume that x 6= 0 and x′ = αx. Then 0 = x ⊗ (y′−αy), whence
y′ = αy. This implies b = αa, a contradiction.
In view of (∗), the assumption dimk(kx+kx
′) = 2 yields y = y′ = 0, so that ka ⊕ kb = e.
Alternatively, dimk(kx+kx
′) = 0 and ka ⊕ kb = f. As a result, the variety E(2, g) = {e, f} is not
connected.
Given a U0(g)-moduleM and j ∈ {1, . . . , p−1}, we put
Kj(M) :=
∑
[x]∈P(V (g))
kerxjM .
If M has constant j-rank and P(V (g)) is irreducible, then Kj(M) coincides with the j-th power
generic kernel defined in [10, §9]. We also define K(M) := K1(M).
Corollary 4.1.3. Let (g, [p]) be a restricted Lie algebra with rkp(g) ≥ 2,M be a U0(g)-module of constant
1-rank.
(1) The function
KM : E(2, g) −→ N0 ; e 7→ dimk K(M |e)
is locally constant.
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(2) If g = Lie(G) is algebraic, or if p≥5 and dimV (C(g)) 6=1, then KM is constant.
.
Proof. Let e ∈ E(2, g). In view of [23, (6.2.8)], we have deg1(M |e) = dimkM/K(M |e). Hence
KM (e) = dimkM−deg
1
M (e),
so that our assertions follow from Theorem 3.3 and Theorem 4.1.2, respectively. 
4.2. Miscellaneous observations. We shall show in the next section that the function degjM of
a U0(g)-module M of constant j-rank may not be constant in case the variety V (C(g)) is one-
dimensional. In view of Lemma 4.1.1, this also implies that the morphism plM ◦ im
j
M : P(V (g)) −→
P(
∧rkj(M)(M)) is not necessarily homogeneous.
We require the following basic subsidiary results. Recall that the finite-dimensional Hopf alge-
bra U0(g) is a Frobenius algebra, which is symmetric if and only if tr(adx) = 0 for all x ∈ g, cf.
[34]. The reader is referred to [1] for the theory of almost split sequences.
Lemma 4.2.1. Let (g, [p]) be a restricted Lie algebra such that U0(g) is symmetric. If S is a self-dual simple
U0(g)-module, then the following statements hold:
(1) The projective cover P (S) of S is self-dual.
(2) We have Rad(P (S)) ∼= (P (S)/Soc(P (S)))∗.
(3) The heart Ht(P (S)) := Rad(P (S))/Soc(P (S)) is self-dual.
Proof. (1) Since P (S)∗ is an indecomposable, injective module with S ∼= S∗ ⊆ P (S)∗, it follows
that P (S)∗ ∼= I(S) is the injective hull of S. As U0(g) is symmetric, there is an isomorphism
P (S) ∼= I(S), so that P (S) is self-dual.
(2) Owing to (1), dualization of the exact sequence
(0) −→ S −→ P (S) −→ P (S)/Soc(P (S)) −→ (0)
gives an exact sequence
(0) −→ (P (S)/Soc(P (S)))∗ −→ P (S) −→ S −→ (0),
so that (P (S)/Soc(P (S)))∗ ∼= Rad(P (S)).
(3) In view of (1) and (2), dualization of the standard almost split sequence [1, (V.5.5)] provides
an almost split sequence
(0) −→ Rad(P (S)) −→ Ht(P (S))∗⊕P (S) −→ P (S)/Soc(P (S)) −→ (0).
The unicity of almost split sequences [1, (V.1.16)] thus yieldsHt(P (S))∗⊕P (S) ∼= Ht(P (S))⊕P (S).
Since P (S) is indecomposable, the Theorem of Krull-Remak-Schmidt implies our assertion. 
Given an automorphism λ ∈ Autp(g) of a restricted Lie algebra (g, [p]), we denote the induced
automorphism ofU0(g) also by λ. IfM ∈ modU0(g), letM
(λ) be theU0(g)-module with underlying
k-spaceM and action
u.m := λ−1(u).m ∀ u ∈ U0(g), m ∈M.
Lemma 4.2.2. LetM be a U0(g)-module of constant j-rank. Then the following statements hold:
(1) If λ ∈ Autp(g), thenM
(λ) has constant j-rank, and we have
deg
j
M (λ)
(e) = degjM (λ
−1(e))
for all e ∈ E(2, g).
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(2) If ϕ : M −→ N is an isomorphism of U0(g)-modules, then N has constant j-rank and deg
j
N =
deg
j
M .
Proof. (1) Let λ ∈ Autp(g) and e ∈ E(2, g). Given x ∈ V (g)r{0}, we have λ
−1(x) ∈ V (g)r{0} and
xj
M (λ)
= λ−1(x)jM ,
so that
im
j
M (λ)
([x]) = imjM ([λ
−1(x)]).
Thus, the linear map λ−1 induces a morphism λ−1 : P(e) −→ P(λ−1(e)) of degree 1 such that
im
j
M (λ)
|e = (im
j
M ◦λ
−1)|e. It now follows from [23, (1.1.5)] that
deg
j
M (λ)
(e) = deg(plM ◦ im
j
M (λ)
|e) = deg(plM ◦ im
j
M |λ−1(e) ◦ λ
−1|e)
= deg(plM ◦ im
j
M |λ−1(e)) = deg
j
M (λ
−1(e)),
as desired.
(2) Given x ∈ V (g), we have xjN ◦ ϕ = ϕ ◦ x
j
M , so that N has constant j-rank rk
j(N) = rkj(M)
and
im
j
N = κϕ ◦ im
j
M ,
where κϕ(V ) = ϕ(V ) for all V ∈ Grrkj(M)(M). Note thatϕ induces an isomorphism η : P(
∧rkj(M)(M))
−→ P(
∧rkj(N)(N)) such that
η ◦ plM = plN ◦κϕ.
We thus obtain
plN ◦ im
j
N = plN ◦κϕ ◦ im
j
M = η ◦ (plM ◦ im
j
M ).
Since the isomorphism η necessarily has degree 1, our assertion follows from [23, (1.1.5)]. 
4.3. The Example sl(2)s. In the sequel, we let {e, h, f} be the standard basis of sl(2), i.e.,
e := ( 0 10 0 ) ; h :=
(
1 0
0 −1
)
; f := ( 0 01 0 ) .
We consider a particular central extension sl(2)s := sl(2)⊕kc0 of sl(2) by a one-dimensional ele-
mentary abelian ideal. By definition, this extension splits as an extension of ordinary Lie algebras.
The p-map is given by the semisimple linear form ψ : sl(2) −→ k, that satisfies ψ(h) = 1 and
kerψ = ke⊕kf . Accordingly, we have
(x, αc0)
[p] = (x[p], ψ(x)pc0)
for all x ∈ sl(2) and α ∈ k. Since kerψ = ke⊕kf , this readily implies
V (sl(2)s) = {(x, λc0) ; x ∈ V (sl(2)) ∩ kerψ, λ ∈ k} = ke⊕kc0 ∪ kf⊕kc0,
whence
E(2, sl(2)s) = {ee, ef} = Gr2(sl(2)s)
V (sl(2)s),
where ex := kx⊕kc0 for x ∈ {e, f}.
We denote by
ω : sl(2)s −→ sl(2)s ; e 7→ f , f 7→ e , h 7→ −h , c0 7→ −c0
the “Cartan involution” of sl(2)s. Since U0(sl(2)s) has simple modules L(0), . . . , L(p−1), where
dimk L(i) = i+1, we have
L(i)(ω) ∼= L(i)
for all i ∈ {0, . . . , p−1}. Moreover, ω(ee) = ef and ω(ef ) = ee, so that ω 6∈ Autp(sl(2)s)
◦.
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Let P (i) be the projective cover of L(i). As L(i) is ω-stable, we obtain P (i) ∼= P (i)(ω). According to
[24, (1.5)], the module P (i) is 2p2-dimensional, so that P (i)|ex
∼= 2U0(ex) is self-dual. This readily
implies that P (i) has constant j-rank rkj(P (i)) = 2p(p− j), while degj(P (i)|ex) = jp(p− j) for
j ∈ {1, . . . , p−1} and x ∈ {e, f}, cf. [23, §4].
A short exact sequence
(0) −→ N −→ E −→M −→ (0)
of U0(sl(2)s)-modules is referred to as locally split, provided the restricted sequence
(0) −→ N |U0(kx) −→ E|U0(kx) −→M |U0(kx) −→ (0)
splits for every x ∈ V (sl(2)s)r{0}.
Lemma 4.3.1. Let 0≤ i≤p−2 and 1≤j≤p−i−1. Then the following statements hold:
(1) Rad(P (i)) is a U0(sl(2)s)-module of constant j-rank rk
j(Rad(P (i))) = 2p(p−j)−i−1.
(2) We have degj(Rad(P (i))|ex) = j(p(p−j)−i−1) for x ∈ {e, f}.
(3) P (i)/Soc(P (i)) is a U0(sl(2)s)-module of constant j-rank such that deg
j((P/Soc(P (i)))|ex) =
degj(P (i)|ex) for x ∈ {e, f}.
(4) Ht(P (i)) is a self-dual module of constant j-rank rkj(Ht(P (i))) = 2p(p− j)−2i−2 such that
degj(Ht(P (i))|ex) = j(p(p−j)−i−1) for x ∈ {e, f}.
Proof. Let j ∈ {1, . . . , p−i−1}. We claim that
(∗) Kj(P (i)|ee) ⊆ Rad(P (i)).
Since P (i) is a projective U0(kc0)-module, we have ker(c0)
j
P (i) = im(c0)
p−j
P (i) ⊆ im(c0)P (i). As c0 is a
central, nilpotent element of U0(sl(2)s), it follows that im(c0)P (i) ⊆ Rad(P (i)).
By virtue of [24, (1.5)], Q(i) := P (i)/c0.P (i) is a principal indecomposable U0(sl(2))-module.
Let π : P (i) −→ Q(i) be the canonical projection. Let m ∈ ker(αe+βc0)
j
P (i). If α 6=0, the binomial
formula yields ej.m ∈ im(c0)P (i), so that π(m) ∈ ker e
j
Q(i). If α=0 and β 6=0, then m ∈ im(c0)P (i),
so that π(m) = 0. We therefore obtain
π(Kj(P (i)|ee)) ⊆ ker e
j
Q(i).
Let T ⊆ SL(2) be the standard maximal torus of diagonal matrices and recall that Z is the
character group of T . ThenQ(i) is an SL(2)-module (cf. [33, Thm.3]) and ker ej
Q(i) is a T -submodule
of Q(i). Suppose that ker ej
Q(i)
rRad(Q(i)) 6= ∅ and let j0 ∈ {1, . . . , j} be minimal subject to this
property. As ker ej0
Q(i) 6⊆ Rad(Q(i)), there is a weight vector vλ ∈ Q(i)λ such that vλ ∈ ker e
j0
Q(i)r
Rad(Q(i)). Let λ ∈ Z be maximal subject to this property and consider the projection σ : Q(i) −→
L(i). Then we have σ(vλ) 6= 0, while the choice of λ in conjunction with e.vλ ∈ (ker e
j0
Q(i))λ+2
gives e.σ(vλ) = 0. This implies λ = i. Since vi 6∈ Rad(Q(i)), we obtain Q(i) = U0(sl(2))vi =
U0(kf)(
∑j0−1
ℓ=0 ke
ℓ.vi). This shows that the set wt(Q(i)) ⊆ Z of weights of Q(i) satisfies wt(Q(i)) ⊆
{i+2s−2t ; (s, t) ∈ {0, . . . , j0−1}×{0, . . . , p−1}}. If i+2j0−2 is not a weight ofQ(i), then e
j0−1.vi = 0,
so that vi ∈ ker e
j0−1
Q(i) rRad(Q(i)). By choice of j0, this implies j0 = 1, whence i+2j0−2 = i. This
contradicts our assumption that the former number is not a weight. We thus conclude that i+2j0−2
is the maximal weight of Q(i).
According to the proof of [33, Thm.3], the SL(2)-module Q(i) has a presentation [Q(i)] =
2[L(i)]+[L(2p−2−i)] in the Grothendieck group of SL(2). Consequently,
2p−2−i = i+2j0−2,
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which implies j ≥ j0 = p−i, which contradicts j≤p−i−1.
We thus have π(Kj(P (i)|ee)) ⊆ ker e
j
Q(i) ⊆ Rad(Q(i)) = π(Rad(P (i))), so that K
j(P (i)|ee) ⊆
Rad(P (i))+ker π ⊆ Rad(P (i)), as desired. ⋄
(1), (2) Recall that P (i) is a U0(sl(2)s)-module of constant j-rank rk
j(P (i)) = 2p(p−j). We consider
the exact sequence
(0) −→ Rad(P (i))|ee −→ P (i)|ee −→ L(i)|ee −→ (0)
of U0(ee)-modules. In view of (∗), we may apply [23, (4.1.4)] to see that Rad(P (i))|ee has constant
j-rank rkj(Rad(P (i))|ee) = 2p(p−j) −i−1 and j-degree deg
j(Rad(P (i))|ee ) = jp(p−j)−ji−j =
j(p(p−j)−i−1).
Since Rad(P (i)) is stable under the Cartan involution, Lemma 4.2.2 ensures that we obtain the
same formulae for Rad(P (i))|ef . In particular, Rad(P (i)) has constant j-rank rk
j(Rad(P (i))) =
2p(p−j)−i−1.
(3) Recall that U0(sl(2)s) is a symmetric algebra such that every simple module is self-dual.
According to Lemma 4.2.1, we therefore have P (i)/Soc(P (i)) ∼= Rad(P (i))∗, implying that the
former module has constant j-rank rkj(Rad(P (i))). The rank-degree formula [23, (4.2.2)] implies
for x ∈ {e, f}
degj((P (i)/Soc(P (i)))|ex) = j rk
j(Rad(P (i)))−degj(Rad(P (i))|ex)
= j(2p(p−j)−i−1)−j(p(p−j)−i−1)
= jp(p−j) = degj(P (i)|ex).
(4) Since the standard AR-sequence is locally split (cf. for instance [22, (2.3)]), Ht(P (i)) is a
module of constant j-rank
rkj(Ht(P (i))) = rkj(Rad(P (i)))+rkj(P (i)/Soc(P (i))−rkj(P (i))
= 2 rkj(Rad(P (i)))−rkj(P (i)) = 2p(p−j)−2i−2.
Lemma 4.2.1 ensures that Ht(P (i)) is a self-dual module, so that [23, (4.2.2)] implies
degj(Ht(P (i))|ex) =
1
2
j rkj(Ht(P (i))) = j(p(p−j)−i−1),
as desired. 
We put bs := k(h+c0)⊕ke and b
−
s := k(h+c0)⊕kf . Observe that ω(bs) = b
−
s . For i ∈ {0, . . . , p−1},
we define baby Verma modules
Z(i) := U0(sl(2)s)⊗U0(bs)ki and Z
′(i) := U0(sl(2)s)⊗U0(b−s )ki,
with h+c0 acting on ki via i. Let i ∈ {0, . . . , p−2}. By virtue of [24, (3.1)], the module Z(i) is
uniserial of Loewy length ℓℓ(Z(i)) = 2p with top L(i) and socle L(p−2−i).
Since U0(sl(2)s) : U0(bs) is a Frobenius extension, general theory (cf. [36, (1.15)]) implies that
Z(i)∗ ∼= Z(p−i−2), so that Z(i) is not self-dual for i ∈ {0, . . . , p−2}, while Z(p−1) is self-dual. On
the other hand, the restriction Z(i)|ef
∼= U0(ef ) is self-dual.
Lemma 4.3.2. Setting Z ′(p) := Z ′(0), we have
Z(i)(ω) ∼= Z ′(p−i)
for every i ∈ {0, . . . , p−1}. In particular, Z ′(i) is uniserial for 2≤ i≤p.
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Proof. We consider the bilinear map
γ : U0(sl(2)s)×ki −→ Z
′(p−i) ; (u, α) 7→ ω(u)⊗α.
This map is U0(bs)-balanced:
γ(u(h+c0), α) = ω(u)(−(h+c0))⊗α = ω(u)⊗−(p−i)α = γ(u, iα) = γ(u, (h+c0).α).
There thus results a bijective k-linear map
γˆ : Z(i) −→ Z ′(p−i) ; u⊗α 7→ ω(u)⊗α.
Given a ∈ U0(sl(2)s), we have
γˆ(a.(u⊗α)) = γˆ(ω−1(a)u⊗α) = aω(u)⊗α = a.γˆ(u⊗α).
As a result, γˆ is an isomorphism Z(i)(ω) ∼= Z ′(p−i) of U0(sl(2)s)-modules. 
Since Top(Z(i)) ∼= L(i), while Soc(Z(i)) ∼= L(p−2−i) (cf. [24, (3.1)]), the ω-stable module P (i) is a
projective cover of Z(i) and an injective hull of Z(p−2−i). In view of Lemma 4.3.2, we thus have
U0(sl(2)s)-linear maps
ι : Z ′(i+2) →֒ P (i) and π : P (i)։ Z(i)
for every i ∈ {0, . . . , p−2}.
Let (g, [p]) be a restricted Lie algebra,M be a U0(g)-module. Then
V (g)M := {x ∈ V (g) ; M |kx is not free} ∪ {0}
is called the rank variety of M . The following result provides the decomposition of the hearts of
the principal indecomposable U0(sl(2)s)-modules.
Lemma 4.3.3. Let i ∈ {0, . . . , p−2}. Then the following statements hold:
(1) We have Rad(Z(i))(ω) 6∼= Rad(Z(i)).
(2) We have
Ht(P (i)) ∼= (Z ′(i+2)/Soc(Z ′(i+2)))⊕Rad(Z(i)).
Proof. (1) The presence of an isomorphism Rad(Z(i))(ω) ∼= Rad(Z(i)) implies that its restrictions
are isomorphisms
Radℓ(Z(i))(ω) ∼= Radℓ(Z(i)) for all ℓ ≥ 1,
so that in particular
(∗) (Rad2(Z(i))/Rad4(Z(i)))(ω) ∼= Rad2(Z(i))/Rad4(Z(i)).
Let Zsl(2)(i) := U0(sl(2))⊗U0(kh⊕ke)ki be the baby Verma module of U0(sl(2)) with highest weight
i. In view of (∗), an application of [24, (3.1)] now yields isomorphisms
Zsl(2)(i)
(ω) ∼= Zsl(2)(i),
where ω denotes the Cartan involution of sl(2). Since the rank varieties of theseU0(sl(2))-modules
are kf and ke, respectively, we have reached a contradiction.
(2) In view of [24, (6.3)], the block B(i) ⊆ U0(sl(2)s) containing P (i) is special biserial, so that
Ht(P (i)) ∼= E1⊕E2
is a direct sum of two uniserial modules. We put J := Rad(U0(sl(2)s). Thanks to [24, (1.6)],
we have (0) 6= J2pP (i) ⊆ Soc(P (i)) ∼= L(i). Thus, Rad2p(P (i)) = Soc(P (i)), whence ℓℓ(Ei) ≤
ℓℓ(Ht(P (i))) = ℓℓ(P (i))−2 = 2p−1.
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The canonical projection P (i) −→ Z(i) induces a surjective homomorphism π : Rad(P (i)) −→
Rad(Z(i)). Since the module Z(i) is uniserial of Loewy length 2p, we obtain
π(Soc(P (i))) = π(J2p−1(Rad(P (i)))) = J2p−1Rad(Z(i)) = (0),
and there results a surjective homomorphism
πˆ : Ht(P (i)) −→ Rad(Z(i)).
Thus, Rad(Z(i)) = πˆ(E1)+ πˆ(E2), so that without loss of generality πˆ(E1) = Rad(Z(i)). Since
ℓ(E1) ≤ 2p−1 = ℓ(Rad(Z(i))), we conclude that E1 ∼= Rad(Z(i)).
The canonical injection ι : Z ′(i+2) →֒ Rad(P (i)) induces a map ιˆ : Z ′(i+2)/Soc(Z ′(i+2)) −→
Ht(P (i)). Since ι−1(Soc(Rad(P (i)))) = Soc(Z ′(i+2)), the map ιˆ is injective. We write ιˆ =
(
ιˆ1
ιˆ2
)
, with
linear maps ιˆr : Z
′(i+2)/Soc(Z ′(i+2)) −→ Er. As Z
′(i+2)/Soc(Z ′(i+2)) has a simple socle, there
is r ∈ {1, 2} such that ιˆr is injective. In view of ℓ(Z
′(i+2)/Soc(Z ′(i+2))) = 2p−1 ≥ ℓ(Er), it follows
that Z ′(i+2)/Soc(Z ′(i+2)) ∼= Er.
A consecutive application of Lemma 4.3.2 and [24, (3.2)] implies
Z ′(i+2)/Soc(Z ′(i+2)) ∼= (Z(p−2−i)/Soc(Z(p−2−i))(ω) ∼= (RadZ(i))(ω).
Thus, (1) in conjunction with E1 ∼= Rad(Z(i)) yields r = 2, so that
Ht(P (i)) ∼= (Z ′(i+2)/Soc(Z ′(i+2)))⊕Rad(Z(i)),
as asserted. 
Lemma 4.3.4. Let i ∈ {0, . . . , p−2}. If 1≤j≤p−i−1, then the following statements hold:
(1) The module Rad(Z(i)) has constant j-rank rkj(Rad(Z(i))) = p(p−j)−i−1.
(2) The moduleZ ′(i+2)/Soc(Z ′(i+2)) has constant j-rank rkj(Z ′(i+2)/Soc(Z ′(i+2))) = p(p−j)−i−1.
Proof. Thanks to (4) of Lemma 4.3.1, the module Ht(P (i)) has constant j-rank. Since E(1, g) is
connected, [9, (4.13)] shows that this holds for every direct summand of Ht(P (i)). Lemma 4.3.3
thus ensures that the modules Rad(Z(i)) and Z ′(i+2)/Soc(Z ′(i+2)) have constant j-rank.
We put Zˆ(i) := Z(i)/c0Z(i). According to [24, (3.1)], this module is uniserial of dimension p.
By the same token, we have Zˆ(i) ∼= cℓ0Z(i)/c
ℓ+1
0 Z(i) for 0 ≤ ℓ ≤ p−1. In particular, Top(c
j
0Z(i))
∼=
L(i). Next, we observe that cj0(Rad(Z(i))) = Rad(c
j
0Z(i)), so that rk
j(Rad(Z(i))) = dimk c
j
0Z(i)−
dimk L(i) = p
2− jp− i−1 = p(p− j)− i−1 = 12 rk
j(Ht(P (i)). Now Lemma 4.3.3 readily yields
rkj(Z ′(i+2)/Soc(Z ′(i+2))) = p(p−j)−i−1. 
Our next result shows in particular that the function degjRad(Z(i)) : E(2, sl(2)s) −→ N0 is not con-
stant whenever 1≤j≤p−i−1.
Proposition 4.3.5. Let i ∈ {0, . . . , p−2} and j ∈ {1, . . . , p−i−1}. Then the following statements hold:
(1) The module Rad(Z(i))|ef has constant j-rank and deg
j(Rad(Z(i))|ef ) = j(
p(p−j)
2 −i−1).
(2) The module (Z ′(i+2)/Soc(Z ′(i+2)))|ef has constant j-rank and j-degree
degj(Z ′(i+2)/Soc(Z ′(i+2))|ef ) = j
p(p−j)
2 .
(3) The module Rad(Z(i))|ee has constant j-rank and deg
j(Rad(Z(i))|ee) = j
p(p−j)
2 .
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Proof. Let ℓ ∈ {1, . . . , p−1}. We first show that
(∗) the module Z(i)|ef is projective and deg
ℓ(Z(i)|ef ) =
ℓp(p−ℓ)
2 .
General theory implies that V (sl(2)s)Z(i) ⊆ V (bs) = ke. Consequently, V (sl(2)s)Z(i) ∩ ef = {0}, so
that Z(i)|ef is projective. Since dimk Z(i) = p
2, we see that Z(i)|ef
∼= U0(ef ). Hence deg
ℓ(Z(i)|ef ) =
ℓp(p−ℓ)
2 .
(1) Setting Zˆ(i) := Z(i)/c0Z(i), we let π : Z(i) −→ Zˆ(i) be the canonical projection. Let m ∈
ker(αf +βc0)
j
Z(i), where (α, β) ∈ k
2r{0}. If α 6= 0, then π(m) ∈ ker f j
Zˆ(i)
. Alternatively, the
U0(kc0)-projectivity of Z(i) yields m ∈ ker(c0)
j
Z(i)
⊆ im(c0)Z(i) = kerπ. Since Zˆ(i) is a projective
U0(kf)-module of dimension p, we have dimk ker f
j
Zˆ(i)
= j. Recall that there is a non-split exact
sequence
(0) −→ L(p−2−i) −→ Zˆ(i) −→ L(i) −→ (0)
of U0(sl(2))-modules. Since L(p−2−i)|U0(kf)
∼= [p−1−i] is the cyclic module of dimension p−1−i,
our assumption j≤p−i−1 yields ker f j
Zˆ(i)
⊆ L(p−2−i) = Rad(Zˆ(i)). This implies that Kj(Z(i)|ef ) ⊆
Rad(Z(i)) and [23, (4.1.4)] in conjunction with (∗) gives
degj(Rad(Z(i))|ef ) = deg
j(Z(i)|ef )−j dimk L(i) =
jp(p−j)
2
−j(i+1) = j(
p(p−j)
2
−i−1),
as asserted.
(2) In view of Lemma 4.3.3 and Lemma 4.3.1, we obtain
degj((Z ′(i+2)/Soc(Z ′(i+2)))|ef ) = deg
j(Ht(P (i))|ef )−deg
j(Rad(Z(i))|ef )
= j(p(p−j)−i−1)−j(
p(p−j)
2
−i−1) = j
p(p−j)
2
,
as asserted.
(3) SinceHt(P (i))(ω) ∼= Ht(P (i)), Lemma 4.3.3 in conjunctionwith the Theorem of Krull-Remak-
Schmidt yields Rad(Z(i))(ω) ∼= Z ′(i+2)/Soc(Z ′(i+2)). Observing Lemma 4.2.2, we thus obtain
degj(Rad(Z(i))|ee) = deg
j(Rad(Z(i))(ω)|ef ) = deg
j((Z ′(i+2)/Soc(Z ′(i+2)))|ef ) = j
p(p−j)
2
,
as desired. 
5. CATEGORIES OF MODULES OF CONSTANT j-RANK
Let (g, [p]) be a restricted Lie algebra. In this section, we apply our results to study full subcat-
egories of modU0(g), whose objects M satisfy various conditions on the operators x
j
M : M −→
M (x ∈ V (g)r{0}).
Given j ∈ {1, . . . , p−1}, we let CRj(g) be the category of U0(g)-modules of constant j-rank. The
defining property for the objectsM of the full subcategory EIPj(g) ⊆ CRj(g) of the modules with
the equal j-images property is given by
imxjM = im y
j
M ∀ x, y ∈ V (g)r{0}.
In the context of elementary abelian Lie algebras, these modules naturally generalize the equal
1-images modules discussed in [10]. Being closed under images of morphisms and direct sums,
EIPj(g) is closed under sums and direct summands. Following [10], we refer to the objects of
EIP1(g) as modules having the equal images property.
34 HAO CHANG and ROLF FARNSTEINER
Let x ∈ V (g)r{0}. Then U0(kx) ∼= k[T ]/(T
p) is a truncated polynomial ring, so that the modules
[i] := U0(kx)/U0(kx)x
i for i ∈ {1, . . . , p} form a complete set of representatives for the isoclasses
of indecomposable U0(kx)-modules. For a U0(g)-moduleM there thus are ai(x) ∈ N0 such that
M |kx ∼=
p⊕
i=1
ai(x)[i].
The right-hand side is the local Jordan type Jt(M,x) of M at x. Following [8], we say that M has
constant Jordan type Jt(M), provided Jt(M,x) = Jt(M) for all x ∈ V (g)r{0}. Basic Linear Algebra
tells us that the category CJT(g) of modules of constant Jordan type coincides with
⋂p−1
j=1 CR
j(g).
5.1. Equal j-images modules for elementary abelian Lie algebras. We record the following gen-
eralization of [10, (2.5)]:
Lemma 5.1.1. LetM be a U0(er)-module. Then the following statements are equivalent:
(1) M has the equal j-images property.
(2) imxjM = Rad
j(M) for all x ∈ err{0}.
Proof. (1)⇒ (2) Let J := Rad(U0(er)) be the Jacobson radical of U0(er). By assumption, there exists
a subspace V ⊆M such that imxjM = V for every x ∈ err{0}. Thus, V ⊆ Rad
j(M).
Thanks to [2, (1.17.1)], we have J j = ({xj ; x ∈ er}). Given u ∈ J
j , we thus write u =
∑n
i=1 x
j
iai,
where xi ∈ er and ai ∈ U0(er). This yields
u.m =
n∑
i=1
(xi)
j
M (ai.m) ∈
n∑
i=1
im(xi)
j
M ⊆ V,
whence
V ⊆ Radj(M) = J jM ⊆ V,
as desired.
(2)⇒ (1) This is clear. 
Proposition 5.1.2. Suppose thatM ∈ EIPj(er) has the equal j-images property for some j ∈ {1, . . . , p−1}.
Then the following statements hold:
(1) Radj−1(M) has the equal images property.
(2) M has the equal ℓ-images property for all ℓ∈ {j, j+1, . . . , p−1}.
(3) M has Loewy length ℓℓ(M)≤p.
(4) Suppose that r≥2. There exist cj+1, . . . , cℓℓ(M) ∈ N and functions ai : err{0} −→ N0 such that
Jt(M,x) =
j⊕
i=1
ai(x)[i] ⊕
ℓℓ(M)⊕
i=j+1
ci[i]
for every x ∈ err{0}.
Proof. (1) Let U := Radj−1(M). Given x ∈ err{0}, Lemma 5.1.1 implies
Rad(U) = Radj(M) = imxjM = xM (im x
j−1
M ) ⊆ xM (U) = imxU ⊆ Rad(U),
so that U has the equal images property.
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(2) Let ℓ≥ 1. It follows from (1) and [10, (2.8)] that Rads(M) enjoys the equal images property
for all s≥j, so that Lemma 5.1.1 implies
Radj+ℓ(M) = Radℓ(Radj(M)) = xℓM(Rad
j(M)) = xℓM (x
j
M (M)) = imx
j+ℓ
M
for every x ∈ err{0}. HenceM has the equal (j+ℓ)-images property for all ℓ≥1.
(3) In view of (2), the module M has the equal (p−1)-image property. Given x ∈ err{0}, we
obtain
xM (Rad
p−1(M)) = xM (x
p−1
M (M)) = (0),
so that Radp(M) = Rad(U0(er))Rad
p−1(M) = (0). Consequently, ℓℓ(M) ≤ p.
(4) Let U := Radj−1(M). Thanks to (1), U is an equal images module of Loewy length ℓ′ :=
ℓℓ(U) = ℓℓ(M)−j+1. Thus, [10, (5.2)] provides b1, . . . , bℓ′ ∈ N such that Jt(U, x) =
⊕ℓ′
i=1 bi[i] for
every x ∈ err{0}.
Let x ∈ err{0} and write Jt(M,x) =
⊕p
i=1 ai(x)[i]. Since Rad(U) = Rad
j(M) = imxjM , it
follows that
Jt(Rad(U), x) =
p⊕
i=j+1
ai(x)[i−j] as well as Jt(Rad(U), x) =
ℓ′⊕
i=2
bi[i−1].
We thus obtain
ai(x) = bi−j+1
for i ∈ {j+1, . . . , ℓℓ(M)}, as desired. 
Remark. In the situation above, we have
b1 = dimk U−2 rk
1(U)+rk2(U) = dimk U−2 rk
j(M)+rkj+1(M) = aj(x)+dimk U−dimk x
j−1
M
for every x ∈ err{0}. Thus, ifM has constant (j−1)-rank, then aj(x) does not depend on the choice
of x. This always happens for j=1, where we have U =M = imxj−1M and hence a1(x) = b1 6= 0.
General theory ensures that the morphism
im
j
M : P(er) −→ Grrkj(M)(M)
associated to a U0(er)-module of constant j-rank is either constant or finite. The following result
provides more detailed information concerning the size of the fibers.
Lemma 5.1.3. LetM be a U0(e2)-module of constant j-rank. If the morphism im
j
M affords a fiber with at
least j+1 elements, then imjM is constant andM ∈ EIP
j(e2).
Proof. By assumption, there is [x] ∈ P(e2) such that |(im
j
M )
−1(imjM ([x])| ≥ j+1. Hence there
is [y] 6= [x] ∈ P(e2) such that V := im
j
M ([x]) = im
j
M ([y]). Thus, e2 = kx⊕ ky, and there are
αi, βi ∈ kr{0} for 2≤ i≤ j such that im
j
M ([αix+βiy]) = V . Without loss of generality, we may
assume that βi = 1 for all i ∈ {2, . . . , j}. Setting α1 := 0 and aiℓ :=
(
j
ℓ
)
αℓi for 0≤ ℓ≤ j and 1≤ i≤ j,
we have, observing α01 = 1,
(αix+y)
j =
j∑
ℓ=0
aiℓx
ℓyj−ℓ for 1≤ i≤j.
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Setting zi := (αix+y)
j−αjix
j , we have im(zi)M ⊆ V as well as
zi =
j−1∑
ℓ=0
aiℓx
ℓyj−ℓ for 1≤ i≤j.
Let Vd(α1, . . . , αj) be the Vandermonde matrix of (α1, . . . , αj) ∈ k
j . Since
det((aiℓ)) = [
j−1∏
ℓ=0
(
j
ℓ
)
] det((αℓi)) = [
j−1∏
ℓ=0
(
j
ℓ
)
] det(Vd(α1, . . . , αj)) 6= 0,
it follows that xℓyj−ℓ ∈
∑j
i=1 kzi for 0≤ℓ≤j−1. Consequently, im(x
ℓyj−ℓ)M ⊆ V for 0≤ℓ≤j−1.
For (γ, δ) ∈ k2r{(0, 0)} we therefore obtain
im(γx+δy)jM ⊆
j∑
ℓ=0
im(xℓyj−ℓ)M ⊆ V.
SinceM has constant j-rank, we have equality. As a result, the morphism imjM is constant, so that
M ∈ EIPj(e2). 
Remark. When combined with Proposition 5.1.2, the foregoing result implies that the fibers of the
morphism imjM associated toM ∈ CR
j(e2) of Loewy length ≥ p+1 have at most j elements.
5.2. Equal j-images modules for non-abelian p-trivial Lie algebras. A restricted Lie algebra
(g, [p]) is referred to as being p-trivial, provided [p] = 0. Engel’s theorem tells us that every p-
trivial Lie algebra is necessarily nilpotent. For our purposes, the 3-dimensional Heisenberg alge-
bra h0 := kx⊕ky⊕kz with trivial p-map is the most important example.
Lemma 5.2.1. Let (g, [p]) be a non-abelian p-trivial restricted Lie algebra. Then there is an embedding
h0 →֒ g of restricted Lie algebras.
Proof. Let (gn)n≥1 be the descending central series of g. Since g is nilpotent and not abelian, there
is a natural number n≥2 which is maximal subject to gn 6= (0). Thus, gn ⊆ C(g), and we can find
x ∈ g and y ∈ gn−1 such that [x, y] = z ∈ C(g)r{0}. Consequently, kx⊕ky⊕kz is a 3-dimensional
p-subalgebra of gwhich is isomorphic to the p-trivial Heisenberg algebra h0. 
Let j ∈ {1, . . . , p−1}. Lower semicontinuity of ranks implies that every U0(h0)-module M gives
rise to a dense conical open subset
U
j
M := {a ∈ h0 ; rk(a
j
M ) = rk
j(M)}
of h0.
Lemma 5.2.2. LetM ∈ modU0(h0). If there exists a conical dense open subset O
j
M ⊆ h0 such that
(a) z ∈ OjM , and
(b) im ajM = im z
j
M for all a ∈ O
j
M ,
then rkj(M) = 0.
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Proof. We refer to modules satisfying (a) and (b) as having the generic equal j-images property.
Given such a moduleM ∈ modU0(h0), we observe that O
j
M ∩U
j
M 6= ∅, so that
rkj(M) = rk(zjM ).
We proceed by verifying the following statement:
(†) Let j ∈ {2, . . . , p−1}. The submodule z.M has the generic equal (j−1)-images property and generic
(j−1)-rank rkj−1(z.M) = rkj(M).
Since the subset h0r {0} is open and conical, we may assume without loss of generality that
O
j
M ⊆ h0r{0}.
Let a ∈ OjMrkz. If [a, b] = 0 for all b ∈ O
j
M , then O
j
M ⊆ Ch0(a), the centralizer of a in h0. As O
j
M
lies dense in h0, it follows that Ch0(a) = h0. Hence a ∈ C(h0) = kz, a contradiction. Consequently,
there are b′ ∈ OjM and λ ∈ k
× such that [a, b′] = λz. As OjM is conical, b := λ
−1b′ ∈ OjM and
[a, b] = z.
Let V := im ajM . In view of property (b), V = im z
j
M is a U0(h0)-submodule ofM . The Cartan-
Weyl identity [57, (I.1.3)] yields baj = ajb−jaj−1z, so that
aj−1z.M ⊆ V = zj .M.
Thus, settingN := z.M , we obtain
im aj−1N ⊆ im z
j−1
N ∀ a ∈ O
j
Mrkz.
Since the latter inclusion also holds for a ∈ kzr{0}, our assumption OjM ⊆ h0r{0} entails
(∗) im aj−1N ⊆ im z
j−1
N ∀ a ∈ O
j
M .
Recall that Uj−1N := {a ∈ h0 ; rk(a
j−1
N ) = rk
j−1(N)} is a conical dense open subset h0. Hence
O
j−1
N := O
j
M ∩ U
j−1
N enjoys the same properties. For a ∈ O
j−1
N , inclusion (∗) yields
rkj−1(N) = rk(aj−1N ) ≤ rk(z
j−1
N ).
Consequently, we have equality, so that z ∈ Uj−1N . Thus, z ∈ O
j−1
N and (∗) now implies
im aj−1N = im z
j−1
N ∀ a ∈ O
j−1
N ,
proving that the U0(h0)-module N has the generic equal (j−1)-images property.
By virtue of our observation above, we also have rkj(M) = rk(zjM ) = rk(z
j−1
N ) = rk
j−1(N), as
asserted. ⋄
We first consider the case, where j=1. As before, there are elements a, b ∈ O1M such that z = [a, b].
We therefore obtain
z.M ⊆ ab.M+ba.M = az.M+bz.M ⊆ za.M+zb.M ⊆ z2.M.
Since z is nilpotent, we get z.M = (0). Thus, rk1(M) = rk(zM ) = 0.
Now let j > 1. Repeated application of (†) implies that N := zj−1M has the generic equal
1-images property, while rkj(M) = rk1(N) = 0. 
Let C ⊆ modU0(g) be a full subcategory that is closed under direct summands and images of iso-
morphisms. We denote by k〈X,Y 〉 the free k-algebrawith non-commuting variablesX,Y . Follow-
ing [52, §2], we say that C is wild, provided there is a functor F : mod k〈X,Y 〉 −→ C that preserves
indecomposables and reflects isomorphisms. In that case, the problem of classifying all indecom-
posable objects in C is at least as complicated as finding a canonical form of two non-commuting
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matrices. This latter problem is deemed hopeless. The algebra U0(g) has wild representation type if
modU0(g) is wild.
Remark. The foregoing Lemma implies in particular that EIP1(h0) is just the category of trivial
U0(h0)-modules, while V (h0) being 3-dimensional entails that the algebra U0(h0) has wild repre-
sentation type, cf. [21, (4.1)]. By contrast, Benson [2, (5.6.12),(5.5)] has shown that the full subcate-
gory of EIP1(e3)whose objectsM have Loewy length ≤ 2 is wild.
The following result, which generalizes [23, (3.1.2)], implies that, for many non-abelian restricted
Lie algebras, the category EIPj(g) is in fact the module category of a factor algebra of U0(g), see
Section 5.4 below. In particular, EIPj(g) is closed under taking subobjects.
Proposition 5.2.3. Let (g, [p]) be a restricted Lie algebra,M ∈ EIPj(g) be a module with the equal j-images
property. If g contains a non-abelian p-trivial subalgebra, then rkj(M) = 0.
Proof. Lemma 5.2.1 shows that h0 ⊆ g. By assumption, the restrictionM |h0 has the generic equal
j-images property. Hence Lemma 5.2.2 yields
rkj(M) = rkj(M |h0) = 0,
as desired. 
5.3. The restriction functor res : modU0(g) −→ modU0(e). As p≥3, work by Bissinger [3, (4.2.3)]
readily implies that the category EIP1(e2) is wild. In view of Proposition 5.1.2, this also holds for
EIPj(e2) for j≥2. The succeeding result, which strengthens Proposition 5.2.3, shows that for large
classes of Lie algebras these modules will rarely be restrictions of modules of constant j-rank.
Proposition 5.3.1. Let (g, [p]) be a restricted Lie algebra such that
(a) g is algebraic, or p≥5 and dimV (C(g)) 6= 1, and
(b) g possesses a non-abelian p-trivial subalgebra.
Let M ∈ CRj(g) be a module of constant j-rank. If there exists e0 ∈ E(2, g) such that M |e0 ∈ EIP
j(e0),
then rkℓ(M) = 0 for ℓ ∈ {j, . . . , p−1}.
Proof. In view of (a), Theorem 4.1.2 ensures that the j-degree function degjM is constant. Let u ⊆ g
be a non-abelian, p-trivial subalgebra. Then dimk u ≥ 3 and V (C(u)) 6= {0}, so that rkp(u) ≥ 2.
If e ∈ E(2, u), then degj(M |e) = deg
j(M |e0) = 0. Thanks to [23, (4.1.2)], we have deg
j(M |u) = 0,
whenceM |u ∈ EIP
j(u). Proposition 5.2.3 thus yields 0 = rkj(M |u) = rk
j(M), so that rkℓ(M) = 0
for ℓ ∈ {j, . . . , p−1}. 
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5.4. The categories modj U0(g). Proposition 5.2.3 motivates the study of certain subcategories of
EIPj(g). Given j ∈ {1, . . . , p−1}, we let modj U0(g) be the full subcategory of modU0(g), whose
objects satisfy xjM = 0 for all x ∈ V (g). Thus, mod
j U0(g) ∼= modU0(g)/I
j(g), where Ij(g) :=∑
x∈V (g) U0(g)x
jU0(g) is the ideal generated by the j-powers of the elements of V (g). We put
U j0 (g) := U0(g)/I
j(g),
so thatmodj U0(g) = modU
j
0 (g). Observe that
mod1 U0(g) ⊆ mod
2 U0(g) ⊆ · · · ⊆ mod
p−1 U0(g) ⊆ modU0(g)
provides a filtration ofmodU0(g).
Given a U0(g)-module M , we denote by add(M) the full subcategory of modU0(g), whose ob-
jects are direct sums of direct summands ofM .
Remarks. The categorymodj U0(g) exhibits the following properties:
(1) modj U0(g) is closed under taking submodules, images, and duals.
(2) EveryM ∈ modj U0(g) is projective-free, that is,M contains no nonzero projective submod-
ules.
(3) If i, j ∈ {1, . . . , p−1}, then M ⊗kN ∈ mod
i+j−1 U0(g) for all M ∈ mod
i U0(g) and N ∈
modj U0(g). (Here we setmod
j U0(g) = modU0(g) for j≥p.)
(4) If g = Lie(G) is algebraic, then Ij(g) is G-stable, and M (g) ∈ modj U0(g) for all M ∈
modj U0(g) and g ∈ G .
Examples. Let j ∈ {1, . . . , p−1}.
(1) If g = er is elementary abelian, then [2, (1.17.1)] yields I
j(g) = Radj(U0(g)), so that
modj U0(er) is the category of modules of Loewy length ≤ j. If r≥3 and j≥2, or r=2 and
j≥3, this category is known to be wild, cf. [18, (I.10.10)].
(2) We consider g := sl(2) together with its standard basis {e, f, h}. It is well-known (cf. [50])
that the radical Rad(U0(sl(2))) is generated by {e
p−1(h+1), (h+1)fp−1}. Accordingly,
Rad(U0(sl(2))) ⊆ I
j(sl(2)), so that modj U0(sl(2)) is semisimple. Let L(i) be the simple
U0(sl(2))-module of dimension i+1 (i ∈ {0, . . . , p−1}) and with highest weight i ∈ Fp. It
follows thatmodj U0(sl(2)) = add(
⊕j−1
i=0 L(i)).
Throughout this section, we will be considering a restricted Lie algebra (g, [p]) with triangular
decomposition
g = g−⊕g0⊕g
+.
By definition, g0 and g
± are p-subalgebras such that
(i) g0 is a torus, and
(ii) g± is unipotent and such that g± = 〈V (g±)〉, and
(iii) [g0, g
±] ⊆ g±.
Reductive Lie algebras and Lie algebras of Cartan type are known to afford such decompositions.
Let X(g) be the set of algebra homomorphism U0(g) −→ k, the so-called character group of g.
Each character λ ∈ X(g) defines a one-dimensional U0(g)-module kλ. If M is a U0(g)-module,
then its annihilator anng(M) := {x ∈ g ; xM = 0} is a p-ideal of g.
Lemma 5.4.1. The following statements hold:
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(1) If S ∈ modj U0(g) is simple, then dimk S ≤ min{j
dimk g
−
, jdimk g
+
}.
(2) We have mod1 U0(g) = add(
⊕
λ∈X(g) kλ).
Proof. (1) We put b± := g0⋉g
±, so that (i) and (ii) imply that b± is a trigonalizable p-subalgebra of
g. Hence there are vectors v+, v− ∈ S such that S = U0(g
−)v+ and S = U0(g
+)v−.
Note that Ij(g−) ⊆ Ij(g), so that Ij(g−)v+ = (0). In view of (ii), there exists a basis {x1, . . . , xn}
of g− such that {x1, . . . , xn} ⊆ V (g
−). We put τj := (j−1, . . . , j−1) ∈ N
n
0 and use the standard
multi-index conventions for computations in U0(g). If a ∈ N
n
0 is such that a 6≤ τj , then x
a ∈ Ij(g−),
whence
S =
∑
a≤τj
kxav+.
This shows that dimk S ≤ j
n = jdimk g
−
. By the same token, we have dimk S ≤ j
dimk g
+
.
(2) In view of (1), every simple object of mod1 U0(g) is one-dimensional, so that the simple
modules of mod1 U0(g) are the kλ with λ ∈ X(g). If M ∈ mod
1 U0(g), then V (g) ⊆ anng(M), and
condition (ii) yields g+⊕g− ⊆ anng(M). Consequently, the canonical map g0 −→ g/ anng(M) is
surjective, so that (i) implies that g/ anng(M) is a torus. As a result, M is semisimple, whence
M ∈ add(
⊕
λ∈X(g) kλ). 
Example. Let g := sl(2)⊕sl(2). Then U0(g) ∼= U0(sl(2))⊗kU0(sl(2)) and, setting J := Rad(U0(sl(2))),
we have Rad(U0(g)) = J⊗kU0(sl(2))+U0(sl(2))⊗kJ . Now letM ∈ mod
j U0(g). Since the restriction
M |h of M to a direct summand h ∼= sl(2) of g is semisimple, we conclude that (J ⊗k k1).M =
(0) = (k1⊗kJ).M . Consequently, Rad(U0(g)).M = (0), so thatM is semisimple. As a result,M ∼=⊕
a+b≤j−1 n(a,b)L(a)⊗kL(b). In particular, the j
2-dimensional simpleU0(g)-moduleL(j−1)⊗kL(j−1)
does not belong tomodj U0(g) if j≥2. Hence the converse of Lemma 5.4.1(1) does not hold.
We consider the Witt algebraW (1) :=
⊕p−2
i=−1 kei = Derk(k[x]), where x := X+(X
p) ∈ k[X]/(Xp)
and ei(x
ℓ) = ℓxi+ℓ. This Z-graded restricted Lie algebra has a standard triangular decomposition
such thatW (1)− = W (1)−1 := ke−1,W (1)0 = ke0 andW (1)
+ :=
∑p−2
i=1 kei (see [57, (IV)] for more
details).
The simple U0(W (1))-modules are well-known and were first determined by Chang [14]. We
denote by S(λ) the simple U0(W (1))-module such that e0 acts on S(λ)
W (1)+ via λ ∈ {0, . . . , p−1}.
We have S(0) ∼= k and S(p−1) ∼= k[x]/k1, while dimk S(λ) = p for λ ∈ {1, . . . , p−2}. Consequently,
Lemma 5.4.1 implies that S(0) = k is the only simple module belonging to modj U0(W (1)) for
j ≤ p−2. By the same token, S(0) and S(p−1) are the only simple objects of modp−1 U0(W (1)).
Lemma 5.4.2. The following statements hold:
(1) We have modj U0(W (1))) = add(k) for j ∈ {1, . . . , p−2}.
(2) We have modp−1 U0(W (1)) = add(k⊕S(p−1)).
(3) Suppose that p≥ 5. If M ∈ modp−1 U0(W (1)) has constant j-rank for some j ∈ {1, . . . , p−2},
thenM ∈ add(k).
Proof. If p = 3, then W (1) ∼= sl(2), and assertions (1) and (2) follow from the examples above.
Hence we assume that p≥5.
(1) Let j≤p−2. In view of the above, the trivial module k is the only simple U j0 (W (1))-module,
while [30, (2.1)] yields Ext1U0(W (1))(k, k) ⊆ (W (1)/[W (1),W (1)])
∗ = (0). As a result, modj U0(g) =
add(k).
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(2) As observed above, k and S(p−1) are the only simple objects in modp−1 U0(W (1)). For the
relevant Ext1-groups we have
Ext1U0(W (1))(S(p−1), S(p−1)) = (0),
as well as
dimk Ext
1
U0(W (1)
(k, S(p−1)) = 2 = dimk Ext
1
U0(W (1)
(S(p−1), k),
see [4, (3.5)] or [49, (3.5),(3.6)] for more details. Recall that Ext1U0(W (1)(k, S(p− 1)) is given by
equivalence classes of extensions
(0) −→ S(p−1) −→M −→ k −→ (0).
By general theory, the middle term M = Mϕ = S(p− 1)⊕ k corresponds to a derivation ϕ :
U0(W (1)) −→ S(p−1) of the augmented algebra U0(W (1)). Note that ϕ is completely determined
by its restrictionW (1) −→ S(p−1), which is also a derivation. The action ofW (1) onMϕ is given
by
a.(v, α) = (a.v+αϕ(a), 0) ∀ a ∈W (1), v ∈ S(p−1), α ∈ k.
Thus,Mϕ ∈ mod
p−1 U0(W (1)) if and only if
ap−2.ϕ(a) = 0 for all a ∈ V (W (1)).
Suppose thatMϕ is a non-split extension of k by S(p−1). Then ϕ : W (1) −→ S(p−1) is not an inner
derivation, and [19, (1.2)] implies that we may assume that ϕ(ei) ∈ S(p−1)i (i ∈ {−1, . . . , p−2}),
where S(p−1)i is the weight space of S(p−1) with weight i ∈ Fp relative to the standard torus
ke0 ofW (1). We let Derk(W (1), S(p−1))0 be the space of these derivations. Recall that S(p−1) ∼=
k[x]/k1 =
⊕p−1
i=1 kx¯
i. Since the Lie algebraW (1) is generated by {e−1, e2}, the map
Derk(W (1), S(p−1))0 −→ kx¯
p−1⊕kx¯2 ; ϕ 7→ (ϕ(e−1), ϕ(e2))
is injective.
Suppose thatMϕ ∈ mod
p−1 U0(W (1)). Then ϕ(e−1) = αx¯
p−1, while
0 = ep−2−1 .ϕ(e−1) = αe
p−2
−1 x¯
p−1 = (p−1)!αx¯
forces α = 0. Thus, ϕ(e−1) = 0.
Recall that ke−1⊕ke0⊕ke1 is a p-subalgebra ofW (1) that is isomorphic to sl(2). Since the category
modp−1 U0(sl(2)) is semisimple, the exact sequence
(0) −→ S(p−1)|sl(2) −→ (Mϕ)|sl(2) −→ k −→ (0)
splits, so that ϕ|sl(2) is an inner derivation. As S(p− 1)0 = (0), it follows that ϕ|sl(2) = 0. In
particular, ϕ(e1) = 0. We thus obtain
0 = ϕ(e1) =
1
3
ϕ([e−1, e2]) =
1
3
e−1.ϕ(e2).
Consequently,
ϕ(e2) ∈ S(p−1)2 ∩ S(p−1)
ke−1 = S(p−1)2 ∩ S(p−1)1 = (0),
so that ϕ = 0. As a result, Ext1
U
p−1
0 (W (1))
(k, S(p−1)) = (0), while duality implies the vanishing of
Ext1
U
p−1
0 (W (1))
(S(p−1), k). It follows thatmodp−1 U0(W (1)) = add(k⊕S(p−1)).
(3) Since rk((ejp−2)S(p−1)) = δj,1 and rk((e
j
−1)S(p−1)) = p−1−j, it follows that S(p−1) does not
have constant j-rank for j ∈ {1, . . . , p−2} whenever p≥5. As the category of modules of constant
j-rank is closed under taking direct summands (cf. [9, (4.13)]), part (2) implies the assertion. 
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Let B2 := k[X1,X2]/(X
p
1 ,X
p
2 ) and put xi := Xi+(X
p
i ). The Jacobson-Witt algebra W (2) := Derk B2
of derivations of B2 is simple and of dimension 2p
2. We let P(2) be the Poisson algebra, whose
underlying vector space is B2. There is a homomorphism DH : P(2) −→ W (2) of restricted
Lie algebras such that kerDH = k.1 = C(P(2)), cf. [5, §4]. Then Pˆ(2) :=
⊕
0≤i+j≤2p−3 kx
i
1x
j
2 =
[P(2),P(2)] is a p-subalgebra of P(2) containing 1 and H(2) := DH(Pˆ(2)) is a simple restricted Lie
algebra of hamiltonian type, cf. [57, Ex.4, Ex.5,p.169].
Lemma 5.4.3. Suppose that p≥5. Then the following statements hold:
(1) We have modj U0(H(2)) = add(k) for j ∈ {1, . . . , p−1}.
(2) We have modj U0(Pˆ(2)) = add(k) for j ∈ {1, . . . , p−1}.
Proof. (1) Let S ∈ modp−1 U0(H(2)) be a simple module. Thanks to [29, (2.6)], there is an embed-
dingW (1) →֒ H(2) such that S(1) is a composition factor of S|W (1), whenever S 6∼= k. In this case,
modp−1 U0(W (1)) being closed under submodules and images implies S(1) ∈ mod
p−1 U0(W (1)),
which contradicts Lemma 5.4.2(2). Since Ext1U0(H(2))(k, k) →֒ (H(2)/[H(2),H(2)])
∗ = (0), we
conclude that modp−1 U0(H(2)) = add(k). Consequently, mod
j U0(H(2)) = add(k) for every
j ∈ {1, . . . , p−1}.
(2) Note that h := kx1⊕kx2⊕k1 ⊆ Pˆ(2) is a p-subalgebra, which is isomorphic to the Heisenberg
algebra with toral center. Let S ∈ modp−1 U0(h) be a simple module. The restriction S|a with
respect to the abelian subalgebra a := kx2⊕k1 possesses a one-dimensional submodule kλ, so that
there exists a surjection
U0(h)⊗U0(a)kλ −→ S.
The central element 1 acts on S via a scalar α ∈ k, while 1 = [x1, x2] implies (dimk S)α = tr(1) =
0 ∈ k. If α 6= 0, then p |dimk S, so that
U0(h)⊗U0(a)kλ
∼= S.
This readily yields (x1)
p−1
S 6= 0, a contradiction. As a result, 1 acts trivially on S.
Now letM ∈ modp−1 U0(h). Then every composition factor S ofM belongs tomod
p−1 U0(h), so
that 1 acts nilpotently onM . As k1 is a torus, we conclude that 1 annihilatesM .
Recall that there exists an exact sequence
(0) −→ k1 −→ Pˆ(2) −→ H(2) −→ (0)
of restricted Lie algebras and let S ∈ modp−1 U0(Pˆ(2)) be simple. By applying the observations
above to S|h ∈ mod
p−1 U0(h), we obtain k1.S = (0). Hence S ∈ mod
p−1 U0(H(2)) = add(k) is
simple. It follows that S = k is the trivial U0(Pˆ(2))-module. Since k ⊆ [Pˆ(2), Pˆ(2)], it follows
that Pˆ(2) is perfect, so that Ext1
U0(Pˆ(2))
(k, k) →֒ (Pˆ(2)/[Pˆ(2), Pˆ(2)])∗ = (0). As before, we obtain
modj U0(Pˆ(2)) = add(k) for j ∈ {1, . . . , p−1}. 
Given a restricted Lie algebra (g, [p]), we let µ(g) be the maximal dimension of any torus t ⊆
g. The minimal dimension of any Cartan subalgebra of g is referred to as the rank rk(g). If g
possesses a self-centralizing torus, then µ(g) coincides with the rank rk(g) of g, cf. [20, (3.5),(3.6)].
For an arbitrary natural number n, we denote by W (n) = Derk(k[X1, . . . ,Xn]/(X
p
1 , . . . ,X
p
n)) the
Jacobson-Witt algebra of dimension npn. Note that there are natural embeddingsW (n′) →֒ W (n),
whenever n′≤n. We refer the reader to [57, (IV)] for more details on Lie algebras of Cartan type.
Lemma 5.4.4. Suppose that p≥5. Let g be a restricted simple Lie algebra of Cartan type.
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(1) If g is not of contact type, then there exists an embedding
W (µ(g)) →֒ g
of restricted Lie algebras.
(2) If g is of contact type, then there exists an embedding
W (µ(g)−1) →֒ g
of restricted Lie algebras.
Proof. (1) The statement is clear for g =W (n), where n = µ(g). If g = S(n) is a special Lie algebra,
then µ(g) = n−1 (cf. [16]) and [5, (4.1)] provides an embedding W (n−1) →֒ g. Let g = H(2r)
be an algebra of Hamiltonian. In view of [17], we have µ(H(2r)) = r and by [5, (4.3)] there is an
embeddingW (r) →֒ H(2r).
It remains to consider the Melikian algebraM for p=5. Then µ(M)=2 and [53, §1] provides an
embeddingW (2) →֒ g.
(2) Let g = K(2r+1), so that [17] yields µ(g) = r+1. Owing to [5, (4.2)] and [56, (7.5.15)], there
are embeddingsW (r) →֒ P(2r) and P(2r) →֒ K(2r+1). Here P(2r) denotes the Poisson algebra in
2r variables (see for instance [5, §4]). There results an embeddingW (µ(g)−1) →֒ g. 
Proposition 5.4.5. Let (g, [p]) be a simple restricted Lie algebra. Then the following statements hold:
(1) Suppose that g is of Cartan type.
(a) We have modj U0(g) = add(k) for j ∈ {1, . . . , p−2}.
(b) If g 6∼=W (1), then modp−1 U0(g) = add(k).
(2) Suppose that p≥5 and let g be classical.
(a) If rk(g)≥p−1, then modj U0(g) = add(k) for j ∈ {1, . . . , p−2}.
(b) If rk(g)≥p2−2, then modp−1 U0(g) = add(k).
Proof. LetM ∈ modj U0(g).
(1) (a) Suppose that g is simple of Cartan type. Then µ(g) ≥ 1 and Lemma 5.4.4 provides
an embedding W (1) →֒ g of restricted Lie algebras. Since the restriction M |W (1) belongs to
modj U0(W (1)), Lemma 5.4.2 impliesW (1) ⊆ anng(M), so that the simplicity of g forces anng(M) =
g. As a result,M ∈ add(k).
(b) If g 6∼= W (1),K(3), then either µ(g) ≥ 2 or g = H(2). In the former case, Lemma 5.4.4 shows
that W (2) is contained in g, so that there is an embedding H(2) →֒ g. As this also holds in the
latter case, the foregoing arguments in conjunction with Lemma 5.4.3 now yield the assertion.
It remains to consider the case, where g ∼= K(3). We recall that there is an embedding Pˆ(2) →֒
K(3) of restricted Lie algebras. Lemma 5.4.3 ensures that modp−1 U0(Pˆ(2)) = add(k), so that the
simplicity ofK(3) yields the desired conclusion.
(2) (a) Chang’s classification [14] shows that U0(W (1)) possesses exactly p−2 simple modules
of dimension p. Hence one of these modules, M say, has to be self-dual, which ensures that it
affords a non-degenerateW (1)-invariant bilinear form. Schur’s Lemma implies that this form is
either symmetric or symplectic and dimkM being odd rules out the latter alternative. Hence the
representation afforded byM provides an embeddingW (1) →֒ so(p). This fact was first observed
by Herpel and Stewart, cf. [28, (11.9)].
Suppose first that p≥7. Since g is classical simple of rank rk(g)≥p−1≥6, the Dynkin diagram
of g contains a copy of Ap−2. Hence there is an embedding sl(p−1) →֒ g of restricted Lie algebras
(sl(p−1) being the derived algebra of the Levi subalgebra corresponding to the subsystem gener-
ated by Ap−2). Hence the representation ̺ : W (1) →֒ gl(p−1) afforded by the (p−1)-dimensional
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simple U0(W (1))-module S(p−1) factors through sl(p−1), so that there is an embeddingW (1) →֒ g.
The arguments of (1) now yield the result.
If p = 5, the foregoing argument works unless g is of type F4. In that case, g contains the Lie
algebra so(5) of type B2 = C2. The observations above provide an embeddingW (1) →֒ g, and we
may argue as before.
(b) Suppose that rk(g) ≥ p2−2, so that there is an embedding sl(p2−2) →֒ g of restricted Lie
algebras. The adjoint representation ofH(2) provides an embeddingH(2) →֒ sl(p2−2). Hence the
preceding arguments in conjunction with Lemma 5.4.3 yield the asserted result. 
Remark. In view of [31, Theorem] the adjoint representation ofH(2) defines the simple, non-trivial
U0(H(2))-module of minimal dimension.
Let G be a (connected) reductive group with Lie algebra g. Since the derived group (G,G) is
semisimple, there are almost simple normal subgroups G1, . . . , Gm of (G,G) such that (G,G) =
G1 ·G2 · · ·Gm, cf. [54, (9.4.1)]. We define
rkmin(g) := min{rk(Gi) ; 1≤ i≤m}.
Proposition 5.4.6. Suppose that p≥5. Let g be a reductive Lie algebra.
(1) If rkmin(g) ≥ p−1, then we have mod
j U0(g) = add(
⊕
λ∈X(g) kλ) for j ∈ {1, . . . , p−2}.
(2) If rkmin(g) ≥ p
2−2, then we have modp−1 U0(g) = add(
⊕
λ∈X(g) kλ).
Proof. We write (G,G) = G1 · · ·Gm as a product of normal connected almost simple subgroups
and consider gi := Lie(Gi). Thanks to [32, (5.4)], the restricted Lie algebra gi is classical simple of
rank rk(gi) = rk(Gi), unless Gi is of type Anp−1. In that case, C(gi) is a torus, and C(gi) ⊆ [gi, gi]
are the only possible proper ideals of gi.
Suppose that Gi has a root system of type Anp−1. Then there is a simply connected covering
SL(np)
π
−→ Gi, whose scheme-theoretic (finite) kernel K is contained in the multiplicative group
Gnp. There results an exact sequence
(0) −→ Lie(K) −→ sl(np)
d(π)
−→ gi,
of restricted Lie algebras, where Lie(K) is a torus of dimension≤ 1. Thus, the composite d(π)◦ι of
the differential d(π)with an embedding ι : sl(np−1) →֒ sl(np) provides an injection sl(np−1) →֒ gi.
Moreover, the above sequence implies that rk(gi) ≤ np−1.
If rk(gi) ≥ p−1, then there are embeddingsW (1) →֒ sl(p−1) →֒ gi, while the condition rk(gi) ≥
p2 − 2 implies thatH(2) →֒ sl(p2−2) →֒ gi.
Now suppose that M ∈ modj U0(g), where j ≤ p−2 in case rkmin(g) ≥ p−1. Then M |gi ∈
modj U0(gi). If Gi has type Anp−1, then the foregoing observations in conjunction Lemma 5.4.2
and Lemma 5.4.3 yield [gi, gi] ⊆ anng(M). Alternatively, Proposition 5.4.5 implies gi ⊆ anng(M),
so that [gi, gi] ⊆ anng(M) in all cases.
Let G′ := (G,G) and consider g′ := Lie(G′), so that gi ⊆ g
′. If T ′ ⊆ G′ is a maximal torus,
then [32, (13.3)] ensures that t′ := Lie(T ′) is a maximal torus of g′. We consider the root space
decomposition
g′ = t′⊕
⊕
α∈R
g′α
of g′ relative to T ′ and recall that dimk g
′
α = 1 for all α ∈ R (see [35, (26.2)]). As pα 6∈ R for every
α ∈ R (cf. [54, (9.1.7)]), it follows that g′α ⊆ V (g
′).
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As anng′(M) is an ideal of g
′, [32, (10.1)] provides a connected, closed, normal subgroupN ✂G′
and a subtorus s′ ⊆ t′ such that the ideal n := Lie(N) satisfies
[n, n] ⊆ anng′(M) ⊆ n+s
′,
while [s′, g′α] = (0) whenever g
′
α 6⊆ anng′(M). In view of [35, (27.5)], there is a subset JN ⊆
{1, . . . ,m} such that
N =
∏
i∈JN
Gi and (Gi, N) = {1} ∀ i ∈ {1, . . . ,m}rJN .
Suppose that i ∈ {1, . . . ,m}rJN . Then we have [gi, n] = (0). Let α ∈ R be a root such that
g′α ⊆ [gi, gi]. In view of [gi, gi] ⊆ anng′(M), it follows that g
′
α ⊆ [gi, gi] ∩ n, so that [gi, g
′
α] = (0).
Thus, g′α ⊆ C(gi) ∩ V (g
′) = {0}, a contradiction. Since [gi, gi] is T
′-stable, we conclude that
JN = {1, . . . ,m}, so that N = G
′ and n = g′. As a result, anng′(M) contains
⊕
α∈R g
′
α.
Since G/(G,G) is a torus, it follows that all root subgroups of G are contained in G′. Hence all
root spaces of g relative to somemaximal torus T ⊆ G are contained in g′, so that
∑
α∈X(T )r{0} gα ⊆
anng(M). As a result,M is a module for the torus g/ anng(M), whenceM ∈ add(
⊕
λ∈X(g) kλ). 
5.5. Categories of modules of constant ranks. Let r≥2. According to [2, (5.6.12)] and [3, (4.2.3)],
the category EIP1(er)∩mod
3 U0(er) has wild representation type. In view of Proposition 5.1.2, this
entails the wildness of the category of CJT(er) ∩mod
3 U0(er), thereby strengthening earlier work
[6] concerning modules of constant Jordan type for elementary abelian groups. In [6] the authors
also conjecture that the subcategory of modules of constant Jordan type of a finite group is of wild
representation type whenever the ambient module category enjoys this property.
The following results illustrate that for certain types of restricted Lie algebras of wild represen-
tation type, such subcategories are in fact semisimple.
Proposition 5.5.1. Suppose that p≥5. Let (g, [p]) be a restricted Lie algebra such that
(a) there is an embeddingW (1) →֒ g, and
(b) the factor algebra g/v(g) of g by the p-ideal v(g) generated by V (g) is a torus.
Then we have CR1(g) ∩ EIPp−1(g) = add(
⊕
λ∈X(g) kλ).
Proof. As p≥5, the space
⊕p−2
i=1 kei is a non-abelian p-trivial subalgebra ofW (1). LetM ∈ CR
1(g)∩
EIPp−1(g). In view of (a), Corollary 5.2.3 thus yields rkp−1(M) = 0. It now follows from Lemma
5.4.2 thatM |W (1) ∈ add(k). As a result, rk
1(M) = rk1(M |W (1)) = 0, so that v(g) ⊆ anng(M). Our
assertion now follows from condition (b). 
Remarks. (1) Simple restricted Lie algebras of Cartan type and reductive Lie algebraswith rkmin(g) ≥
p−1 satisfy conditions (a) and (b) of Proposition 5.5.1.
(2) Suppose that W (1) →֒ g. If p≥ 5, then dimV (g) ≥ dimV (W (1)) ≥ 3, so that modU0(g) is
wild, cf. [21].
Our final result demonstrates that already the ”local” validity of the equal (p−1)-images prop-
erty may significantly restrict the structure of modules belonging to CRj(g) ∩ CRp−1(g) or even
CRp−1(g). Given e ∈ E(2, g), we let CRp−1(g)e be the full subcategory of CR
p−1(g) whose objects
satisfyM |e ∈ EIP
p−1(e). Since EIP1(er) ⊆ CR
p−1(er)e for all e ∈ E(2, er), the aforementioned work
[2, 3] guarantees that the category CRp−1(er)e is wild whenever r≥2.
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Proposition 5.5.2. Suppose that p≥5 and let g be a reductive Lie algebra.
(1) If rkmin(g)≥p−1, then CR
j(g) ∩ CRp−1(g)e = add(
⊕
λ∈X(g) kλ) for every j ∈ {1, . . . , p−2} and
e ∈ E(2, g).
(2) If rkmin(g)≥p
2−2, then CRp−1(g)e = add(
⊕
λ∈X(g) kλ) for every e ∈ E(2, g).
Proof. (1) Let j ∈ {1, . . . , p−2} and e ∈ E(2, g). Proposition 5.3.1 implies that CRj(g)∩ CRp−1(g)e ⊆
modp−1 U0(g). Since rkmin(g) ≥ p−1, Proposition 5.4.6 provides an embedding W (1) →֒ g and
Lemma 5.4.2 thus yields M |W (1) ∈ add(k) for every M ∈ CR
j(g) ∩ CRp−1(g)e. Consequently,
CRj(g) ∩ CRp−1(g)e ⊆ mod
j U0(g), and our result follows from Proposition 5.4.6(1).
(2) This follows analogously, using Lemma 5.4.3 and Proposition 5.4.6(2). 
Remark. Let M ∈ CJT(g) be a module of constant Jordan type Jt(M) =
⊕p
i=1 ai(M)[i]. Then M
belongs to CJT(g) ∩modj U0(g) if and only if aℓ(M) = 0 for j+1≤ ℓ≤p. Proposition 5.5.2 shows
in particular that the category CJT(g)∩modUp−1(g)may be semisimple. In contrast to the case of
elementary abelian Lie algebras, the representation type of CJT(g)may therefore depend only on
the behaviour those objectsM ∈ CJT(g) such that ap(M) 6=0.
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