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DISCRETE CALCULUS OF VARIATIONS FOR QUADRATIC
LAGRANGIANS. CONVERGENCE ISSUES
PHILIPPE RYCKELYNCK∗ LAURENT SMOCH∗
Abstract. We study in this paper the continuous and discrete Euler-Lagrange equations aris-
ing from a quadratic lagrangian. Those equations may be thought as numerical schemes and may
be solved through a matrix based framework. When the lagrangian is time-independent, we can
solve both continuous and discrete Euler-Lagrange equations under convenient oscillatory and non-
resonance properties. The convergence of the solutions is also investigated. In the simplest case of
the harmonic oscillator, unconditional convergence does not hold, we give results and experiments
in this direction.
Key words. Calculus of variations, Functional equations, Discretization, Boundary value prob-
lems, Pseudo-periodic solutions.
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1. Introduction. The principle of least action may be extended to the case
of non-differentiable dynamical variables by replacing in the lagrangian L(x, x˙) the
derivative x˙(t) of the dynamical variable x(t) with a 2N + 1-terms scale derivative
εx(t) =
N∑
i=−N
cix(t+ iε)χ−i(t), t ∈ [a, b], (1.1)
see [3, 4, 6]. Here, ε stands for some time delay and χi(t) denotes the characteristic
function of the interval [max(a, a+iε),min(b, b+iε)]. Critical points of classical actions
are characterized by the classical Euler-Lagrange equations ∇xL − d/dt∇x˙L = 0.
Similarly, we proved in [6] that the equations of motion for discretized actions are
∇xL+−ε∇x˙L = 0. (1.2)
We abbreviate as C.E.L. and D.E.L. the classical and discrete Euler-Lagrange systems
of equations respectively.
In this paper we work with lagrangians of the shape L(x, x˙) and L(x,εx) where
L : Cd × Cd → C is a quadratic polynomial. We are interested in solving C.E.L. and
D.E.L. under Dirichlet conditions. More accurately, we study the existence and the
unicity of pseudo-periodic solutions z(t) of C.E.L. and yε(t) of D.E.L., ε being fixed.
The underlying assumptions for this to occur may be thought as an “oscillatory” con-
dition for the lagrangian L(x,y) and as a “non-resonance” condition for the Dirichlet
problem associated to C.E.L. and D.E.L.. With this in mind, we address the problem
of convergence of yε(t) to z(t).
The paper is organized as follows. Section 2 gives notation and basic definitions
used throughout. In Section 3, we develop a matricial based framework to solve
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D.E.L. for all quadratic time-dependent lagrangian. In Section 4, we provide under
mild assumptions formulas for the components of the pseudo-periodic solutions of
C.E.L. and D.E.L. when the lagrangian does not explicitly depend on time. This
allows us to compute in some particular cases the phases of yε(t) and z(t) help to
the matrix A. Section 5 is a preliminary discussion of convergence of yε(t), uniformly
locally in ]a, b[, as ε tends 0 for stationary lagrangians and pseudo-periodic solutions.
If L is a non-resonant oscillatory lagrangian and ε is a well-chosen three-terms
operator, the previous convergence property is the content of our main theorem which
is proved in Section 6. In Section 7, we give numerical experiments to illustrate the
non-unconditional convergence of solutions.
2. Preliminaries. First, let us collect some notation and definitions from [6].
If the context is clear enough, i =
√−1. Let [a, b] be some interval of time and a
time delay ε > 0 be fixed throughout. The integers d and N denote respectively the
“physical” dimension and the number of samples in Cd. We define for t0 ∈ [a, b] the
grid Gt0,ε = {t0 + nε, n ∈ N} ∩ [a, b]. We denote by Id the identity matrix of size d.
Let Cpw(d,N) be the space of the functions x : [a, b] → Cd continuous on each
interval [a+ iε, a+(i+1)ε]∩ [a, b] for all i ∈ {−N, . . . , N}. The two functional spaces
C1([a, b],Cd) and Cpw(d,N) are Banach algebras with uniform norms. The operator
ε given in (1.1) is a continuous linear endomorphism of Cpw.
Now, let be given six mappings P,Q, J1 ∈ C1([a, b],Cd×d), J2, J3 ∈ C1([a, b],Cd)
and J4 ∈ C1([a, b],C). We suppose that for all t, P (t) and Q(t) are symmetric and
J1(t) is skew-symmetric. We set
L(x,y) = 1
2
tyPy +
1
2
txQx+ txJ1y +
tJ2y +
tJ3x+ J4. (2.1)
and we define the quadratic lagrangians L(x, x˙) and L(x,εx). If the coefficients in
(2.1) do not depend explicitly on time, we shall say that L is stationary.
We will consider actions Acont(x) and Adisc(x) of the shape
Acont(x) =
∫ b
a
L(x, x˙)(t)dt, Adisc(x) =
∫ b
a
L(x,εx)(t)dt. (2.2)
The actions Acont : C1([a, b],Cd)→ C and Adisc : Cpw(d,N)→ C are continuous and
Fre´chet differentiable everywhere.
We give in [6] the necessary first order conditions of local optimum of Acont and
Adisc under the Dirichlet constraints x(a) = da and x(b) = db in the previous spaces,
where da and db are two fixed vectors in C
d. The Euler-Lagrange equations associated
to each action in (2.2) can be written as
− P x¨+ (−P˙ + 2J1)x˙+ (J˙1 +Q)x− J˙2 + J3 = 0, (2.3)
−ε(Pεx)−−ε(J1x) + J1εx+Qx+−εJ2 + J3 = 0. (2.4)
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The problem of convergence as ε tends to 0 of the operator in the l.h.s. of (2.4)
to the corresponding operator in the l.h.s. of (2.3) has been studied in [6]. In this
context, we introduced the class of discretization operators given by

[r,s]
ε x(t) = −χ+1(t)
s
ε
x(t− ε) + s− r
ε
x(t) + χ−1(t)
r
ε
x(t+ ε). (2.5)
where r, s ∈ C. In fact, (2.5) gives the shape of three-terms operators satisfying
ε(1)(t) = 0 inside [a+ 2ε, b− 2ε].
Without assuming the convergence of the schemes in the previous sense, we focus
on the following two problems. Are the Dirichlet problems for (2.3) and (2.4) well-
posed? Are there periodic or pseudo-periodic solutions? In fact, if ε = (b− a)/M for
some M ∈ N⋆ and if xε(t) is a solution of D.E.L., then xε is uniquely determined on
the grid Ga,ε. We shall see later how to construct from xε the unique corresponding
pseudo-periodic solution yε of (2.4).
3. An effective method for solving D.E.L.. In this section, the datasN, d,L,
da,db, ε,ε are fixed but arbitrary.
3.1. D.E.L. as delayed functional equations. The equations (2.4) may be
thought as a mixture between recurrence equations and delayed functional equations.
Let us transform the problem of solving (2.4) into an infinite set of problems, each
of one dealing with recurrence vector equations with the additional difficulty of the
perturbation of the boundaries. We can identify each function x : [a, b] → Cd to the
infinite set of finite sequences (x(t0 + nε), n ∈ Z) with indices such that a−t0ε ≤ n ≤
b−t0
ε
and where t0 lies in an interval of length ε. In fact, because (2.4) involves the
second order operator −εε, it may be formulated in an abstract manner as
F(t,x(t− 2Nε),x(t− (2N − 1)ε), . . . ,x(t+ (2N − 1)ε),x(t+ 2Nε)) = 0 (3.1)
where F : C1+(4N+1)d → Cd contains the coordinates of the l.h.s. of (2.4). Hence,
we solve (3.1) with respect to x(t0 + 2Nε) for fixed t0, or what amounts to the same
thing by expressing x(t0 + 4Nε) as a function of x(t0 + kε) for k ∈ {0, . . . , 4N − 1}.
For instance, the case N = 1 and d arbitrary is the most interesting one, and we
may rewrite in this case the equations (2.4) as a system of d equations
xi(t− 2ε) [c1c−1χ1χ2Pij(t− ε)]
+xi(t− ε) [c0c1χ1Pij(t− ε) + c0c−1χ0χ1Pij(t) + c1χ1(J1)ji(t− ε) + c−1χ1(J1)ij(t)]
+xi(t) [c
2
1χ0χ1Pij(t− ε) + c
2
0χ0Pij(t) + c
2
−1χ0χ−1Pij(t+ ε) + χ0Qij(t)]
+xi(t+ ε) [c0c1χ0χ−1Pij(t) + c0c−1χ−1Pij(t+ ε) + c1χ−1(J1)ij(t) + c−1χ−1(J1)ji(t+ ε)]
+xi(t+ 2ε) [c−1c1χ−1χ−2Pij(t+ ε)]
+(c1χ0χ1(J2)j(t− ε) + c0χ0(J2)j(t) + c−1χ0χ−1(J2)j(t+ ε) + χ0(J3)j(t)) = 0
(3.2)
for each j ∈ {1, . . . , d}, ∀t ∈ [a, b], with summation on i when repeated. This equation
has been heavily used for numerical experiments.
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3.2. Solving D.E.L. in the safety interval. Given t0 ∈ [a, b], we define the
safety interval as the segment IS ⊂ N such that
n ∈ IS iff t0 + (n− j)ε ∈ [a, b] for all j ∈ {0, . . . , 4N − 1}. (3.3)
We convert now (2.4) into a linear recurrence in C4dN . For n ∈ IS , we set
vn =


x(t0 + nε)
x(t0 + (n− 1)ε)
...
x(t0 + (n− 4N + 1)ε)

 ∈ C4dN .
When n ∈ IS , every characteristic function occuring in (2.4) equals to 1. Then, there
exists well-defined matrices An ∈ C4dN×4dN and vectors bn ∈ C4dN , depending only
on n,ε, P,Q, J1, J2 and J3, such that (2.4) is equivalent to
vn+1 = Anvn + bn. (3.4)
The matrix An is defined at this stage if n, n+ 1 ∈ Is, and admits a block structure
with 4N × 4N blocks of size d × d. On block rows 2, 3, . . . , N , the blocks are either
identity blocks or zero blocks, and on block row 1, the blocks Bi,n, i ∈ {1, . . . , 4N}
will express the matricial coefficients in the equation derived from (2.4) by solving it
w.r.t. x(t0 + nε). In this way, the matrix An is the block companion matrix of the
matrix polynomial
IdX
4N −B1,nX4N−1 −B2,nX4N−2 − . . .−B4N−1,nX −B4N,n.
For sake of clarity, if L is stationary, it turns out that those 4N blocks have the
shape
Bi,n = c
′
iId + c
′′
i P
−1J1 + c
′′′
i P
−1Q (3.5)
where the constants c′i, c
′′
i , c
′′′
i depend only on i and the coefficients cj . Moreover, if
N = 1, the following formulas for tAn and
tbn display the general structures of An
and bn
tAn =


− (c1+c−1)c0
c1c−1
Id − c1−c−1c1c−1 P−1J1 Id 0 0
− (c
2
0+c
2
1+c
2
−1)
c1c−1
Id − 1c1c−1P−1Q 0 Id 0
− (c1+c−1)c0
c1c−1
Id − c−1−c1c1c−1 P−1J1 0 0 Id
−Id 0 0 0

 (3.6)
tbn =
(
− P−1
c1c−1
(J2−ε(1) + J3) 0 0 0
)
. (3.7)
3.3. Conditions for D.E.L. to be well-posed. Let us consider the problem
of solving D.E.L. under Dirichlet conditions. In the following result, we deal with
existence, uniqueness and determination of the restrictions of the solutions of D.E.L.
to the various grids Gt0,ε.
Theorem 3.1. Let t0 ∈ [a, b] and ε > 0.
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• If {a, b} ⊂ Gt0,ε, either there does not exist any solution xε(t) on [a, b], or the
restriction of each solution to Gt0,ε is uniquely determined by the vectors da
and db in C
d.
• If for instance {a, b} ∩ Gt0,ε = {a}, then the set of solutions xε : Gt0,ε 7→ Cd
of (2.4) is in one-to-one correspondance with Cd.
• If {a, b}∩Gt0,ε = ∅, then the set of solutions of (2.4) on Gt0,ε is in one-to-one
correspondance with Cd × Cd.
Proof. We assume that N = 1 only to be more explicit, the case N > 1 having
the same qualitative features. Let us suppose that {a, b} ⊂ Gt0,ε and w.l.o.g. that
t0 = a and b − a = Mε where M ∈ N⋆. For the need of the proof, we pursue the
construction of An when n /∈ IS . In that case, some characteristic functions occuring
in (2.4) vanish, this relationship is no more of order d, and the sizes of vn and An
must change. We have xε(a) = da and we set xε(a+ε) = ds ∈ Cd which is introduced
without being determined at this stage, firmly from recurrences. Plugging t = a in
recurrence (3.2) and solving, we first get
xε(a+ 2ε) = B1,1ds +B2,1da
where B1,1, B2,1 are blocks similar to those occuring in (3.5). Next, with t = a+ ε we
find
xε(a+ 3ε) = (B1,2B1,1 +B2,2)ds + (B1,2B2,1 +B3,2)da.
The following iterations express xε(a + nε) as a linear combination of the vectors
ds,da, with coefficients being polynomial matrices in Bi,k. From index from n = 4 to
n =M − 3 the recurrence (3.2) becomes or order 4N +1 and may be reformulated as
(3.4). Finally, the three last steps n = M − 2,M − 1,M are similar and imply three
systems of decreasing sizes. In order to convert matricially this process, we introduce
the five rectangular matrices Ai
A1 =

 B1,1 B2,1Id 0
0 Id

 , A2 =


B1,2 B2,2 B3,2
Id 0 0
0 Id 0
0 0 Id

 , AM−1 = (B1 − Id) ,
AM−3 =

 B1,M−3 B2,M−3 B3,M−3 −IdId 0 0 0
0 Id 0 0

 , AM−2 =
(
B1,M−2 B2,M−2 −Id
Id 0 0
)
The operators A1, A2 are used to compute the values xε(a+ nε) for n = 2, 3 linearly
as functions of da, ds. Next, we have
xε(a+ nε) = (An−1 . . . A3)A2A1
(
ds
da
)
(3.8)
for 4 ≤ n ≤ M − 3. Finally, AM−3, AM−2, AM−1 are used to find xε(a + nε) for
M − 2 ≤ n ≤ M . At the end of the process, we get the shooting equation for the
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vector ds:
db = xε(b) = xε(a+Mε) = AM−1AM−2AM−3(AM−4 . . . A3)A2A1
(
ds
da
)
. (3.9)
Now, existence and unicity of the restriction of xε to the grid Ga,ε = Gb,ε is equivalent
to the fact that the shooting method is successful, that is
det
(
AM−1AM−2 . . . A2A1
(
Id
0d
))
6= 0. (3.10)
Let us consider now the cases where (b − a)/ε is not an integer so that |Gt0,ε ∩
{a, b}| < 2, the previous matrix formalism being similar. If {a, b} ∩ Gt0,ε = {a}, then
any vector ds ∈ Cd determines a solution xε(t) on Gt0,ε. The case {a, b}∩ Gt0,ε = {b}
is entirely similar and we have infinitely many choices for ds = xε(b − ε). Lastly, if
{a, b} ∩ Gt0,ε = ∅ then we first may choose arbitrarily the two vectors xε(min Gt0,ε)
and xε(ε +minGt0,ε) in Cd and we use (2.4) to compute iteratively the values of xε
on Gt0,ε.
Remark 3.1. Let us note that if L, a, b, are fixed, the underlying determinant of
AM−4 . . . A3 is a nonzero polynomial of degree less than 2d × (4M − 6) w.r.t. the
coefficients c−1, c0, c1 and does not vanish generically.
3.4. Eigenvectors of the matrix An when n ∈ IS. As it is the case for the
sequences of vectors satisfying ordinary linear recurrences, the qualitative features of
the solution xε(t0+ nε) of D.E.L. are reflected by properties of the spectrum Sp(An)
of An.
Proposition 3.2. The eigenvectors of An in C
4dN have the shape
tv = t(wλ4N−1,wλ4N−2, . . . ,w),
where w ∈ ker(
4N∑
i=1
Bi,nλ
4N−i − λ4NId) ⊂ Cd. We have det(An) = (−1)d and
det(An − λI4dN ) = det(
4N∑
i=1
Bi,nλ
4N−i − λ4N Id).
Proof. The two results are well known in the scalar case d = 1. Let us give some
details when we deal with characteristic functions and d > 1.
If v ∈ C4dN is an eigenvector of An associated to λ ∈ C, we partition it as tv =
t(w4N , . . . ,w1) where wi ∈ Cd. We next identify the corresponding blocks of size
d× 1 in Anv = λv to get wi = λwi−1 = λi−1w1 for 2 ≤ i ≤ 4N . Renaming w1 as w
and plugging the vectors wi in the first block row of Anv yield the first property.
The second property may be easily proved by using matricial techniques for parti-
tioned matrices (see for instance [7, pp. 36]).
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4. Pseudo-periodic solutions of C.E.L. and D.E.L. for stationary la-
grangians. In this section, the datas N, d,da,db, ε are fixed but arbitrary, and L
is stationary. We will say that L is a stationary non-resonant oscillatory lagrangian
w.r.t. the datas N, d,da,db, ε,ε if and only if D.E.L. and C.E.L. admit one and only
one pseudo-periodic solution yε(t) and z(t) respectively.
4.1. Solving C.E.L.. Let us study first the existence, unicity and periodicity
or pseudo-periodicity of the solutions of (2.3).
Proposition 4.1. Suppose that L is stationary and that for some matrices
Ω1,Ω2 ∈ Cd×d we have
PΩ2 + 2iJ1Ω+Q = 0 and det(exp (i(b− a)Ω2)− exp (i(b− a)Ω1)) 6= 0. (4.1)
Then, for all da,db ∈ Cd there exists one and only one solution of C.E.L. (2.3) to-
gether with Dirichlet boundary conditions. Moreover, if Ω1 and Ω2 are diagonalizable,
each component f(t) of z(t) may be written as
f(t) = cst+
∑
k = a, b
j ∈ [1, d]
∑
ω∈Sp(Ω1)∪Sp(Ω2)
cstk,j,ω(dk)j exp(iω(t− a)). (4.2)
where the various constants depend only on their indices as well as b − a and the
eigenvalues of Ω1 and Ω2.
Proof. We see first that
z(t) = exp (i(t− a)Ω1)z1 + exp (i(t− a)Ω2)z2 −Q−1J3, (4.3)
is a solution of (2.3) for all z1, z2 ∈ Cd. In order to fit the Dirichlet conditions,
the vectors z1, z2 must satisfy z1 + z2 = da + Q
−1J3 and exp (i(b− a)Ω1)z1 +
exp (i(b− a)Ω2)z2 = db + Q−1J3. Due to (4.1), the previous system is Cramer and
the solution is equal to z1 = Re2 and z2 = −Re1 where R ∈ Cd×d and e1, e2 ∈ Cd
are respectively defined by
R = (exp(i(b− a)Ω2)− exp(i(b− a)Ω1))−1 and
ek = exp(i(b− a)Ωk)da − db + (exp(i(b− a)Ωk)− Id)Q−1J3.
By considering the previous formulas, we see that each component f(t) of z(t) depends
linearly on (da,db, Q
−1J3) ∈ C3d and may be returned as (4.3) where the constants do
not depend on t,da,db nor on Q
−1J3. Indeed, since Ωk is diagonalizable for k = 1, 2,
each entry in exp(itΩk) is a monomial exponential w.r.t. t. Thus, each component of
(4.3) has the shape (4.2).
As (4.3) shows, the solution z(t) of C.E.L. is pseudo-periodic if and only if the
entries of Ω1 and Ω2 are real. If L is real-valued, that is to say all the coefficients in
(2.1) are real, pseudo-periodicity is equivalent to J1 = 0 and −P−1Q = Ω2 for some
Ω ∈ Rd×d. In that case, the function z(t) may be returned as
7
z(t) = cos (tΩ)z1 + sin (tΩ)z2 −Q−1J3,
so that the second assumption in (4.1) reads as
det
(
cos aΩ sin aΩ
cos bΩ sin bΩ
)
6= 0. (4.4)
Remark 4.1. The extension to the case P−1Q = +Ω2 and J1 = 0 is straightfor-
ward and in this case the formula involves cosh(tΩ) and sinh(tΩ) in z(t).
Remark 4.2. Periodicity of z(t) is obviously equivalent to exp(iTΩk) = Id, for
some T > 0 and for all k = 1, 2.
Remark 4.3. The problem of existence of square or higher roots to real or complex
matrices, as in (4.1), has led to huge bibliography. For instance, a simple criterion
depending on elementary divisors for a real nonsingular matrix M to have real square
roots is that each elementary divisor corresponding to a negative eigenvalue occurs
an even number of times, see [5, pp. 413, Theorem 5]. But this result has been
improved by Higham, since he proved that at most 2r+c real square roots of a real
nonsingular matrix M may be expressed as some polynomial in M ([5, pp. 416,
Theorem 7]), r (resp. c) being the number of real (resp. distinct complex conjugate
pair of) eigenvalues of M .
4.2. Generation of pseudo-periodic solutions of D.E.L.. Let us study the
existence, unicity and pseudo-periodicity of the solutions of (2.4). In order to express
the components of the solution of D.E.L. as in (4.2), we use the main results in Section
3 by adding the assumption that L is stationary. In that case, for all n ∈ IS defined
in (3.3), the matrix An and the vector bn do not depend on n. We set A = An and
b = bn for n ∈ IS .
Proposition 4.2. We suppose that
|Sp(A)| = 4Nd, 1 /∈ Sp(A), M = b− a
ε
∈ N,
and (3.10) holds. Then the restriction of any solution xε to Ga,ε ∩ [a+2Nε, b− 2Nε]
is uniquely determined and its components have the shape
gε(t) = cst+
∑
k = a, b
j ∈ [1, d]
∑
exp(iθ)∈Sp(A)
cstk,j,θ(dk)j exp
(
iθ
ε
(t− a)
)
. (4.5)
Moreover, the restriction of xε on Ga,ε ∩ [a+ 2Nε, b− 2Nε] is pseudo-periodic if and
only if Sp(A) ⊂ U.
Proof. Let us define the two vectors J5 and J6 in C
d by :
J5 = − 1
cNc−N
P−1(J2−ε(1) + J3), J6 = (Id −
4N∑
i=1
Bi,n)
−1J5. (4.6)
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Note that J6 is well-defined since 1 /∈ Sp(A). When n ∈ IS , formula (2.4) may be
rewritten under the form
x(t0 + nε) =
4N∑
i=1
Bi,nx(t0 + (n− i)ε) + J5. (4.7)
A particular constant solution of (4.7) is obviously given by x(t0 + nε) = J6. We
now apply Proposition 3.2. Given w ∈ Cd and v ∈ C4Nd, the vector sequence (λlw)l
satisfies the homogeneous recurrence (4.7) if and only if λ ∈ Sp(A) is associated to v.
Since A is diagonalizable, the eigenvectors are linearly independent and we get
xε(t0 + nε) =
∑
j
λnjwj + J6, (4.8)
where wj are appropriate vectors in C
d. If ε = (b− a)/M , ds is a well-defined linear
combination of da and db, as seen in (3.9). Let us introduce the linear system of 4Nd
equations
4Nd∑
j=1
λnjwj = xε(a+ nε)− J6
where the r.h.s. are computed from (3.8). The determinant of this system is the Van-
dermonde V (λ1, . . . , λ4Nd) which is nonzero since the eigenvalues {λi}i of A are pair-
wise distinct. Hence, due to (3.9), the vectors w1, . . . ,w4Nd are well-defined and may
be uniquely written as linear combinations of da and db. If we denote the eigenvalues
of A by λ = exp(iθ) with θ ∈ C, (4.8) may be rewritten as (4.5). Pseudo-periodicity is
equivalent to the requirement that θ ∈ R for all exp(iθ) ∈ Sp(A), that is Sp(A) ⊂ U.
Proposition 4.3. Under the assumptions of Proposition 4.2 and the hypothesis
Sp(A) ⊂ U and ε < (b−a)/(4N(d+1)), we may associate to any solution xε : [a, b]→
Cd of D.E.L. one and only one function yε : [a, b]→ Cd such that
• yε is a solution of D.E.L. on [a, b],
• yε is pseudo-periodic on [a, b],
• xε and yε agree on Ga,ε ∩ [a+ 2Nε, b− 2Nε].
If xε is pseudo-periodic then yε = xε. Moreover, if xε is continuous on [a, b], then,
for all δ > 0, supt∈[a+δ,b−δ] ‖xε(t)− yε(t)‖ tends to 0 as ε tends to 0.
Proof. Indeed, yε is generated by using (4.5) outside the grid and outside [a +
2Nε, b− 2Nε], so that obviously xε = yε on Ga,ε ∩ [a+ 2Nε, b− 2Nε]. It turns out
that yε is also a solution of D.E.L. since the coefficients of the recurrence in (2.4)
are independent on time, that is to say the coefficients are the same for any grid.
Due to the assumption Sp(A) ⊂ U, yε is pseudo-periodic. Let us prove the unicity :
we assume that there exists two pseudo-periodic solutions yε,1 and yε,2. Let us fix
k ∈ [1, d]. The component of index k of yε,2 − yε,1 is of the shape (4.5). So we
may define δp ∈ C as the coefficient of exp(iθp(t − a)/ε) in yε,2(t) − yε,1(t) for all
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p ∈ [1, 4Nd]. Suppose now that ε < (b − a)/(4N(d+ 1)). Setting t = a+ (2N + n)ε
in (4.5) with 1 ≤ n ≤ 4Nd we get a linear system of size 4Nd such as
4Nd∑
k=1
δk exp(inθk) = (yε,2(a+ (2N + n)ε)− yε,1(a+ (2N + n)ε))j = 0.
By assumption, the Vandermonde determinant of this system is nonzero and we get
δp = 0 for all p. Since this holds for all component of yε,2(t)− yε,1(t), we get unicity
that is yε,1(t) = yε,2(t) for all t ∈ [a, b]. As a consequence of unicity, if xε is itself
pseudo-periodic, then yε = xε.
Finally, let us choose ε so that 2Nε < δ. Since xε and yε are uniformly continu-
ous on [a + δ, b − δ], we choose ε less than a modulus of uniform continuity for δ/2.
If t ∈ [a + δ, b − δ] and tG = a + nε is the closest point of the grid to t, the triangle
inequality yields ‖xε(t)− yε(t)‖ ≤ ‖xε(t)− xε(tG)‖+ ‖yε(tG)− yε(t)‖ ≤ δ.
Remark 4.4. If the coefficients ci are chosen as γi/ε then the matrix A is a
quadratic polynomial w.r.t. ε. The eigenvalues of A are algebraic functions of ε.
Determining if Sp(A) is included in U is a polynomial elimination problem. For
instance, if N = d = 1, the operators ε for which the spectrum of A is included in
the unit circle are of the shape ε = 
[ 12 ,
1
2 ]
ε + ik
[1,−1]
ε where k ∈ R, see [6, pp.7,
Proposition 5.2].
5. Obstructions to convergence of yε(t) to z(t) as ε tends to 0.
5.1. Preliminary discussion. Under the assumptions of the three propositions
of the previous section, to prove that
yε(t) tends to z(t) uniformly locally on ]a, b[ as ε tends to 0,
is not an easy task. It relies on the comparison of the formulas (4.2) and (4.5). This
is why we focus on phases and amplitudes occuring in z(t) and yε(t).
The convergence of yε(t) to z(t) as ε tends to 0 is related to the three following
properties.
(a) If λj is an eigenvalue of A which tends to 1 as ε tends to 0, its phase θj is
such that
θj
ε
tends to a phase ωk of some eigenvalue exp(iωk) of Ω.
(b) For any phase ω ∈ R such that exp(iω) ∈ Sp(Ω), let fω ∈ C be the amplitude
of exp(iω(t−a)) in (4.2). Similarly, let gε,ω ∈ C be the sum of the amplitudes
occuring in (4.5) corresponding to exp(iθ) ∈ Sp(A) with θ/ε ∼ ω as ε → 0.
Then lim
ε→0
|gε,ω − fω| = 0.
(c) The sum of the contribution gθ in (4.5) of eigenvalues exp(iθ) ∈ Sp(A) not
tending to 1 cancels, as ε tends to 0.
Summing all triangle inequalities
∣∣∣∣gε,ω exp
(
iθ
t− a
ε
)
− fω exp (iω(t− a))
∣∣∣∣ ≤ |gε,ω − fω|+ |fω|
∣∣∣∣θε − ω
∣∣∣∣ (b− a)
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over the group of eigenvalues tending to 1, and considering the contribution of eigen-
values which are not tending to 1, ‖yε(t)− z(t)‖L∞([a+δ,b−δ]) is upper bounded by
∑
eiθ ∈ Sp(A)
θ 6→ 0
|gθ|+
∑
eiθ ∈ Sp(A)
eiω ∈ Sp(Ω)
θ ≃ εω → 0
|gε,ω − fω|+Mε
∑
eiω∈Sp(Ω)
|fω| sup
eiθ ∈ Sp(A)
eiω ∈ Sp(Ω)
θ ≃ εω → 0
∣∣∣∣θε − ω
∣∣∣∣
If the three properties hold, the previous bound tends to 0 as ε tends to 0. Note lastly,
that the result of convergence itself is related to the success of the shooting method
and the convergence of the scheme.
We shall illustrate in the following two subsections the convergence issue by giving
two convenient examples when N = 1 and d = 2 for two special cases of 
[r,s]
ε . In
that case, we denote xn = x(a+ nε) = (xn, yn).
5.2. First example. Let us consider r ∈ R and [r,r]ε defined as in (2.5). We
restrict ourselves to the case where P =
(
p1 p2
p2 p1
)
, Q =
(
q1 q2
q2 q1
)
and J1 = 0. The
condition (4.1) implies that the two numbers
q1 + q2
p1 + p2
and
q1 − q2
p1 − p2 are negative. In
that case, we find that Sp(Ω) =
{√∣∣∣∣ q1 + q2p1 + p2
∣∣∣∣,
√∣∣∣∣ q1 − q2p1 − p2
∣∣∣∣
}
.
The recurrence vn+1 = Avn + b splits into two recurrences for x2n and x2n+1. We
note that
| det(exp(iΩ(b−a))−exp(−iΩ(b−a)))| = 4
∣∣∣∣∣sin
(
1
2
√∣∣∣∣ q1 + q2p1 + p2
∣∣∣∣
)
sin
(
1
2
√∣∣∣∣ q1 − q2p1 − p2
∣∣∣∣
)∣∣∣∣∣
(5.1)
and accordingly to Proposition 4.1, the shooting method is successful for z(t) if and
only if the two eigenvalues of Ω are not commensurable with pi. We get so far

xn+2 =
(
2 +
ε2
r2
p1q1 − p2q2
p21 − p22
)
xn +
ε2
r2
p1q2 − p2q1
p21 − p22
yn − xn−2,
yn+2 =
ε2
r2
p1q2 − p2q1
p21 − p22
xn +
(
2 +
ε2
r2
p1q1 − p2q2
p21 − p22
)
yn − yn−2.
The coefficients occuring in the previous recurrence are the entries of block B2,n
defined as in (3.5). Note by the way that the two blocks B1,n and B3,n are zero.
The sequences ((x2n, y2n)) and ((x2n+1, y2n+1)) obey to the same recurrence but are
computed independently each to the other. If M is even, the Dirichlet conditions for
n = 0 and n = M ensure existence and unicity of ((x2n, y2n)) provided the shooting
method is successful. By reordering the components of the vector vn, the matrix A
is equivalent to a block diagonal matrix
(
K4 04
04 K4
)
where K4 =
(
B2,n −I2
I2 0
)
and
0k is the zero matrix of size k. Now the spectrum of K4 consists of the four numbers
exp(±iθ1), exp(±iθ2) where
θ1 = arccos
(
1− ε
2
2r2
∣∣∣∣ q1 + q2p1 + p2
∣∣∣∣
)
and θ2 = arccos
(
1− ε
2
2r2
∣∣∣∣ q1 − q2p1 − p2
∣∣∣∣
)
.
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We have here |Sp(A)| = 4 and 4Nd = 8, so Proposition (4.2) does not apply and
indeed, the sequence ((x2n+1, y2n+1)) is not uniquely determined. Lastly, we get
θ1,2 ∼ ε
r
√∣∣∣∣ q1 ± q2p1 ± p2
∣∣∣∣ ∼ ε2rω1,2.
We note that property (a) holds if and only if r =
1
2
. The property (b) is much more
delicate and is discussed in the last section. At last, property (c) is obviously true.
5.3. Second example. We consider the operator used by Cresson in [3] to define
scale derivatives :

[ 1−i2 ,
1+i
2 ]
ε = −χ1(t)1 + i
2ε
x(t − ε) + i
ε
x(t) + χ−1(t)
1 − i
2ε
x(t+ ε).
The characteristic polynomial of A may be factored into two biquadratic equations.
The eight eigenvalues of A may be written as
λ =
1+ ζ1
√
1 + 2(εωk)2
2
+ iζ2
√
2
2
√
1− (εωk)2 − ζ1
√
1 + 2(εωk)2,
where ωk (k = 1, 2) are the eigenvalues of the matrix Ω and ζ
2
1 = ζ
2
2 = 1. We see that
the eigenvalues of A ∈ C8×8 are all distinct and of modulus 1. Looking for the limits
as ε tends to 0 of the eigenvalues, we get four limits equal to 1, two equal to i and
two equal to −i. The first four eigenvalues check the property (a) as shows expansion
with Taylor series w.r.t. εωk. Note that the four eigenvalues tending to 1 (obtained
by choosing ζ1 = 1) may be written as λ = exp(iζ2ωk) + o(1).
The sub-sum of the terms in (4.5) implying eigenvalues which tend to 1 as ε tends to
0 may be rewritten as
∑
j=1,2,ζ=±1
cstζ,j(1 + iωjεζ − 1
2
ω2j ε
2 +O(ε3))
t−a
ε ,
where O(ε3) is uniform in t, by using Puiseux expansion of each factor of det(A−λI8)
around ε = 0. The limit of this sum as ε tends to 0, is a combination of exp(iωk(t−a))
and exp(−iωk(t− a)) which is a step towards property (b).
In fact, if we want to justify the choice of 
[ 1−i2 ,
1+i
2 ]
ε , we may generalize a little bit
the previous calculations to ε such that the operator of the l.h.s. of (2.4) converges
to (2.3) and is such that Sp(A) ⊂ U. In [6, Proposition 5.2], we prove that ε must
be of the shape 
[r,s]
ε with r =
1
2 − it and s = 12 + it. A formal computation of the
eigenvalues λj ∈ Sp(A) shows that for two indices j1 and two indices j2 we have
lim
ε→0
λj1(ε) = 1 + sgn(1− 2t)
it
1
4 + t
2
and lim
ε→0
λj2(ε) = 1− sgn(1− 2t)
it
1
4 + t
2
.
The two operators 
[ 12 ,
1
2 ]
ε and 
[ 1−i2 ,
1+i
2 ]
ε are the only ones such that
N = 1, ε(1) = 0, ε(t) = 1 in [a+ 2Nε, b− 2ε]
and Sp(A) ⊂ U for all L. As a conclusion, property (a) of Subsection 5.1 holds.
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6. Convergence of solutions and non-resonance. This last section is de-
voted to the convergence of yε(t) to z(t) in the case of multidimensional harmonic
oscillator with N = 1. For sake of conciseness, we suppose that
• each lagrangian is real, stationary, with Jk = 0, for all k, that is to say
L(x, x˙) = 12P x˙2 + 12Qx2, with P and Q real, constant and nonsingular,
• the operator ε is of the shape [r,r]ε with r ∈ R.
The setting is discussed at the end of the section. Even with those restrictions, the
convergence is not unconditional w.r.t. r.
Lemma 6.1. Let us assume that lim
ε→0
yε(t) = z(t) for all lagrangian such that the
hypotheses of the Propositions 4.1 and 4.2 hold. Then, we have for some r, s ∈ C
ε = 
[r,s]
ε .
Proof. Indeed, yε(t) and z(t) exist, are unique and pseudo-periodic on [a, b]. Let
L0 be the lagrangian deduced from L by removing the terms J2 and J3 by 0. Since
the solutions yε and yε,0 of D.E.L. associated to L and L0 tend to the solutions z and
z0 of the respective C.E.L. we have yε − yε,0 = −Q−1(−εJ2 + J3) which tends to
z− z0 = −Q−1J3. So, we obtain lim
ε→0
Q−1J2×−ε1 = 0 for all J2. As a consequence,
−ε1 = c0 + c1 + c−1 = 0. Thus, ε = 
[r,s]
ε where r = c1 and s = −c−1.
Lemma 6.2. Let ϕ(ε, ζ) be a convergent Taylor series in some polydisc of C2 such
that ϕ(0, 0) = 0. If δ > 0 and B(0, δ) ⊂ C is the disc of radius δ, let g : B(0, δ)→ C be
a continuous function such that g(ε) ∼
0
τ
ε
for some τ ∈ C⋆ and |g(ε)− τ
ε
| is bounded.
Then, for all entire function ψ(ζ) in C, we have
lim
ε→0
ψ(g(ε)ϕ(ε, εΩ)) = ψ
(
τ
∂ϕ
∂ε
(0, 0)Id + τ
∂ϕ
∂ζ
(0, 0)Ω
)
. (6.1)
uniformly in any compact subset of Cd×d.
Proof. Let ‖.‖ be a norm of algebra over the Banach algebra Cd×d. We denote
by ϕ(ε, ζ) =
∑
i,j ai,jε
iζj the Taylor series of ϕ(ε, ζ) in the bidisc |ε|+ |ζ| < r0 of C2.
Let B′(0, r1) ⊂ Cd×d be an open ball of radius r1 > 0. We set δ1 = 12 min
(
δ, r01+r1
)
.
The matrix-valued mapping (ε,Ω) 7→ Θ := ϕ(ε, εΩ) is well-defined and analytic in
B(0, δ1) × B′(0, r1). We have by assumption a0,0 = 0 and we denote a1,0 = ∂ϕ∂ε (0, 0)
and a0,1 =
∂ϕ
∂ζ
(0, 0). We get
‖g(ε)Θ− (τa1,0Id + τa0,1Ω)‖ ≤ |g(ε)− τ
ε
|‖Θ‖+ |τ |
∑
i+j≥2
|ai,j ||ε|i+j−1‖Ω‖j. (6.2)
Let b1 > 0 such that |g(ε) − τε | ≤ b1 in [−δ, δ]. Let K be some compact subset of
B(0, δ1)×B′(0, r1). We use the fact that, in any bidisc |ε|+ |ζ| < r2 < r0, the Taylor
series
∑
i,j |aij |εiζj is normally convergent. The function Θ/ε = ϕ(ε, εΩ)/ε being a
Taylor series, we have ‖Θ‖ ≤ b2|ε| in K for some b2 > 0. Similarly, the sum in (6.2)
is upper bounded by b3|ε| in K for some b3 > 0. Then, the l.h.s. of (6.2) is upper
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bounded by ε(b1b2+ |τ |b3) in K. This implies that the convergence in (6.1) holds and
is uniform in the ball B(0, r1) provided we have ψ(ζ) = ζ. Now, if ψ(ζ) is an entire
function, the l.h.s. (6.1) gets sense and it is classical analysis that composition limit
law holds for uniform convergence.
Theorem 6.3. We assume that M = (b − a)/ε ∈ N⋆ is even. Let us consider
ε = 
[r,r]
ε , for some r ∈ R⋆. Let L be a real stationary quadratic lagrangian of the
shape L(x, x˙) = 12P x˙2 + 12Qx2, with P and Q real, constant and nonsingular. We
suppose that −P−1Q = Ω2 and Sp(Ω) ⊂ U for some matrix Ω ∈ Rd×d diagonalizable
over R. We require also the non-resonance property
1
pi
(b− a)ω /∈ Q and 1
pi
arccos
(
1− (b − a)
2ω2
2r2n2
)
/∈ Q, ∀n ∈ N⋆. (6.3)
for all eigenvalue exp(iω) in Sp(Ω)∩U. Then yε(t) is well-defined. Moreover, r = ± 12
if and only if for all da,db ∈ Cd, yε(t) tends to z(t) uniformly on [a, b] as ε→ 0.
Proof. The necessary conditions of the first order C.E.L. and D.E.L., that is (2.3)
and (2.4), simplify into
− P z¨(t) +Qz(t) = 0, P−εεyε(t) +Qyε(t) = 0, (6.4)
completed with Dirichlet conditions. Let z(t) be the solution of (6.4), that is to say
z(t) = exp(iΩ(t− a))f1 + exp(−iΩ(t− a))f2,
where t ∈ [a, b] and Ω2 = −P−1Q. Due to (6.3), the diagonalizable matrix sin((b −
a)Ω) is invertible and we may solve the boundary conditions z(a) = da and z(b) = db.
If we set
F(τ,da,db) =
i
2
(sin(τΩ)−1(exp(−iτΩ)da − db) (6.5)
we get f1 = F(b− a,da,db) and f2 = F(a− b,da,db).
Since we have c1 = r/ε, c−1 = −r/ε and c0 = 0, then, for all t ∈ [a+ 2ε, b− 2ε],
D.E.L. in (6.4) may be simplified into
x(t+ 2ε) + x(t− 2ε) = 2
(
Id +
ε2
2r2
P−1Q
)
x(t). (6.6)
Since Ω is diagonalizable over R, for some B ∈ Rd×d, we have B−1ΩB = diag(ωi).
For ε > 0 such that ε < 2|r|min |ωi|, the matrix
Θ = Bdiag
(
arcsin
(
ε
r
ωi
√
1− ε
2
4r2
ω2i
))
B−1 ∈ Rd×d (6.7)
is well-defined and the computation of cos(B−1ΘB) gives cos(Θ) = Id − ε22r2Ω2. By
setting un = xε(a + 2nε), the equation (6.6) gives un+1 = 2 cos(Θ)un − un−1. The
solution of this recurrence is given by
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xε(a+ 2nε) = exp(inΘ)g1 + exp(−inΘ)g2
for all n from 1 to 12M − 1.
To compute the vectors g1 and g2 we use the Dirichlet conditions for yε and the
invertibility of the matrices sin(kΘ), k ≥ 1. Indeed, it is ensured since we have
det(sin(kΘ)) =
d∏
i=1
sin
(
k arccos
(
1− (b− a)
2ω2
2r2M2
))
6= 0 for all k,M ∈ N⋆
help to (6.3). Now, the equation (3.2) gives for t = a and t = b the boundary
conditions
xε(a+ 2ε) = d
′
a =
(
Id − ε
2
r2
Ω2
)
da and xε(b − 2ε) = d′b =
(
Id − ε
2
r2
Ω2
)
db.
Note that d′a and d
′
b tend to da and db respectively as ε tends to 0. Next, (3.2) gives
for t = a+ ε and t = b − ε the vectors
g1 =
i
2
(
sin
((
1
2M − 2
)
Θ
))−1 (
exp
(−i (12M − 1)Θ)d′a − exp(−iΘ)d′b)
g2 =
i
2
(
sin
((
1
2M − 2
)
Θ
))−1 (
exp(iΘ)d′b − exp
(
i
(
1
2M − 1
)
Θ
)
d′a
)
.
We also need in the following
g˜1 =
i
2
(
sin
(
1
2MΘ
))−1 (
exp
(−i 12MΘ)da − db)
g˜2 =
i
2
(
sin
(
1
2MΘ
))−1 (
db − exp
(
i 12MΘ
)
da
)
.
Since the sequence un is well-determined, Proposition 4.3 and its proof show how
xε(t) may be extended to an unique continuous pseudo-periodic function yε(t) over
[a, b].
We will apply several times Lemma 6.2 with ϕ(ε, ζ) = arcsin
(
1
r
ζ
√
1− 14r2 ζ2
)
, see
(6.7). Keeping notation of the proof of Lemma 6.2, we have a1,0 = 0 and a0,1 =
1
r
. If
g(ε) = b−a2ε , we get ψ(g(ε)Θ) →ε→0 ψ(
b−a
2r Ω). Applying this result to ψ(ζ) = cos(ζ) or
sin(ζ) or exp(±iζ) we readily obtain lim
ε→0
gj = lim
ε→0
g˜j = f
′
j , j = 1, 2, where
f ′1 = F
(
b− a
2r
,da,db
)
and f ′2 = F
(
a− b
2r
,da,db
)
. (6.8)
Now, all these preliminaries being done, let us discuss the convergence of yε to z.
We fix δ > 0. If t ∈ [a + δ, b − δ], we choose g(ε) = [ t−a2ε ] to represent the integer n
such that t = a + 2nε. Hence, with τ = t − a, g(ε) ∼ τ2ε and |g(ε) − τ2ε | ≤ 1. If we
define Z by
Z(τ1, τ2,da,db) = (sin(τ2Ω))
−1 sin(τ1Ω)db − (sin(τ2Ω))−1 sin((τ1 − τ2)Ω)da (6.9)
for suitable numbers τ1 and τ2, then we have z(t) = Z(t− a, b− a,da,db) and we are
going to prove that yε(t) tends uniformly locally on ]a, b[ to
z′(t) := Z
(
t− a
2r
,
b− a
2r
,da,db
)
. (6.10)
Let us note that z′(t) does not stand for the derivative that we have denoted z˙(t).
The vector z′(t)− yε(t) may be written as
exp(iτΩ)f ′1 + exp(−iτΩ)f ′2 − (exp(inΘ)g1 + exp(−inΘ)g2).
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Let us introduce the quantities
q1 = − exp(inΘ)(g1 − g˜1)
q2 = exp(−inΘ)(g2 − g˜2)
q3 =
(
cos
( τ
2r
Ω
)
− cos(nΘ)
)
da
q4 = i sin
( τ
2r
Ω
)
(f ′1 − f ′2)− i sin(nΘ)(g˜1 − g˜2).
Straightforward computations yield z′(t)− yε(t) = q1 + . . .+ q4, as a consequence of
the two equalities f ′1 + f
′
2 = g˜1 + g˜2 = da. Let ‖v‖ be any norm on Cd. Let us prove
that lim
ε→0
qi = 0 uniformly in [a, b], for i = 1, . . . , 4. As we have seen in the discussion
before (6.8), the vectors g˜i − gi tend to 0 and exp(±inΘ) is bounded since Θ is real
so the vectors q1 and q2 tend to 0 uniformly on [a, b]. The case of q3 is obvious by
using Lemma 6.2, while q4 is more complicated. We obtain that ‖q4‖ is less than∥∥∥(sin ( b−a2r Ω))−1 cos ( b−a2r Ω) sin ( τ2rΩ)− (sin ( 12MΘ))−1 cos ( 12MΘ) sin(nΘ)∥∥∥ .‖da‖+∥∥∥(sin ( b−a2r Ω))−1 sin ( τ2rΩ)− (sin ( 12MΘ))−1 sin(nΘ)∥∥∥ .‖db‖
that is∥∥∥∥cotg
(
b− a
2r
Ω
)
− cotg
(
1
2
MΘ
)∥∥∥∥ .‖da‖+
∥∥∥∥cosec
(
b− a
2r
Ω
)
− cosec
(
1
2
MΘ
)∥∥∥∥ . ‖db‖ .
(6.11)
We have ‖Θ‖ ≤ ‖B‖‖B−1‖|ε| 1
r
max(|ωi|(1 − ε24r2ω2i )) where B diagonalizes Ω. So,
Lemma (6.2) with ψ(ζ) = cos(ζ) and next ψ(ζ) = sin(ζ) shows that the bound (6.11)
tends to 0 for all t ∈ [a, b]. But this convergence is also uniform in [a, b] due to formula
(6.2), to the previous bound of Θ and to the boundedness of g(ε) − τ2ε . Hence, by
using notation in (6.10), we have proved so far that
yε(t) →
ε→0
z′(t) uniformly in [a, b].
Let us show that, if r 6= ± 12 , then we can choose t ∈ [a, b] and the vectors da,db ∈ Cd
in such a way that z′(t) 6= z(t). Indeed, inspection of (6.9) shows that the coefficient
of da is the matrix(
sin
(
b− a
2r
Ω
))−1
sin
(
t− b
2r
Ω
)
− (sin((b − a)Ω))−1 sin((t− b)Ω), (6.12)
where sin
(
b−a
2r Ω
)
and sin((b− a)Ω) are invertible due to (6.3). We choose t such that
for all ω ∈ Sp(Ω) we have(
sin
(
b−a
2r ω
))−1
sin
(
t−b
2r ω
)− (sin((b − a)ω))−1 sin((t− b)ω) 6= 0.
In this way, given any vector db we may choose da so that z
′(t)− z(t) = e1 where e1
is the first vector of the canonical basis of Cd since the matrix (6.12) is invertible.
If r = ±1/2, we have z′(t) = z(t) and the proof is complete.
Remark 6.1. If M = (b − a)/ε is odd, the system (3.9) for determining ds =
xε(a+ ε) from da and db is not Cramer. Indeed, D.E.L. in (6.4) simplifies into (6.6).
Since this recurrence does not match a, a+ ε and b, the matrix occuring in (3.10) is
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the zero matrix Od. So, when ε is not of the shape alluded in the previous theorem,
the convergence is not guaranteed (see the numerical experiments below).
Remark 6.2. The assumption Jk = 0, k ≥ 2, is not restrictive. Let L be defined
as in (2.1) and L0(x, x˙) = 12P x˙2 + 12Qx2. Let yε, yε,0, z and z0 be the solutions of
D.E.L. and C.E.L. for L and L0. We shall see that the property of convergence holds
for L iff it holds for L0. Indeed, we have the formulas yε = yε,0 −Q−1(−εJ2 + J3),
z = z0 −Q−1J3 and lim
ε→0
yε,0 = z0. So we have lim
ε→0
yε = z⇔ lim
ε→0
yε,0 = z0.
Remark 6.3. We already obtained in [6] two characterizations of 
[r,s]
ε among all
operators ε. The first one was linked to the convergence of the l.h.s. of (2.4) to the
l.h.s. of (2.3) for all lagrangian (2.1) and led to the relation r + s = 1. The second
one ensured that Sp(A) ⊂ U if d = 1, which leads to s = r. Now, we may add a third
family which consists in operators 
[r,s]
ε , for which the five-terms recurrence (2.4)
splits into two three-terms recurrences, one for x2n and x2n+1, this being equivalent
to r = s.
7. Numerical experiments. Let us illustrate the phenomenon of convergence
proved in Theorem 6.3, when M increases. We set in every example below da = 12,
db = −14, p = 1 and q = −0.23
Figures 7.1 below illustrate the behaviour of yε(t) and z(t) when M increases
(M = 30 and M = 120). We choose first γ1 = 1/2, a = 0 and b = 30, so condition
(6.3) is true.
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Fig. 7.1. Convergence in non-resonant case (M = 30 and M = 120)
As soon as the condition (6.3) for the continuous lagrangian fails, the convergence
does not occur. However, if b = a + 1
ω
(arcsin(ρ) + 2Kpi), for ρ tending to 0, the
upper bound (6.11) grows to infinity. The small denominators sin(MΘ) and sin(τω)
occuring in yε(t) and z(t) imply that the convergence holds but is slowed down (see
Figures 7.2).
Next, let us present two examples of non-convergence of solutions, that is to say
when r = γ1 6= ± 12 . We remind that the study of the convergence of the operators
in D.E.L. to the operators in C.E.L. is studied in [6, pp.7, Theorem 6.3], and may be
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Fig. 7.2. Slow convergence in quasi-resonant case (M = 1000 and M = 50000)
shortened as :  = 
[r,s]
ε . Next, the existence of pseudo-periodic solutions implies
r + s = 1 (see [6, pp.7, Proposition 5.2]). If r = s = γ1 6= 12 , then 
[r,r]
ε does not
fullfil the previous requirements. We display in Figures 7.3 two such instances with
γ1 = 0.6 and γ1 = (1 + i)/2.
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Fig. 7.3. Non-convergence phenomenon (γ1 = 0.6 and γ1 = (1 + i)/2)
Let us conclude this paper with the following problems. First, formal and nu-
merical codes have been written to do experiments on D.E.L. and C.E.L. in higher
dimension (d ≥ 2), to deal with huge matrices A and to work with non-periodic so-
lutions. However, mainly due to the characteristic functions χi(t) occuring in ε, no
general pattern has been found neither for the convergence nor for non-convergence.
Second, it would be interesting to get qualitative properties as continuity or mesura-
bility of solutions xε(t) of D.E.L. as it is usual in the theory of functional equations.
Another work is to relate the convergence of schemes to the convergence of solu-
tions, none of these properties implying the other. These directions seem to be some
interesting perspectives for subsequent work.
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