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Abstract
Calcium imaging is one of the most important tools in neurophysiology as it
enables the observation of neuronal activity for hundreds of cells in parallel and
at single-cell resolution. In order to use the data gained with calcium imaging,
it is necessary to extract individual cells and their activity from the recordings.
Although many sophisticated methods have been proposed, the cell extraction
from calcium imaging data can still be prohibitively laborious and require manual
annotation and correction. We present DISCo, a novel approach for the cell
segmentation in Calcium Imaging Analysis (CIA) that combines the advantages
of Deep learning with a state-of-the-art Instance Segmentation algorithm and uses
temporal information from the recordings in a computationally efficient way by
computing Correlations between pixels.
1 Introduction
The cell segmentation from calcium imaging videos is a fundamental but yet unsolved problem
in calcium imaging analysis (CIA). Although many sophisticated methods have been proposed,
the extraction of cells from calcium imaging data can still be prohibitively laborious and require
manual annotation and correction, with the accuracy of these methods being limited by the quality
of the calcium recordings. Furthermore, some of the existing methods are specially designed for
two-photon and light-sheet microscopy and in vitro recordings, whereas only few methods are
capable to deal with the low signal-to-noise ratio (SNR) and large background fluctuations in single-
photon and microendoscopic imaging in behaving animals [8, 11, 41]. Additional challenges for
these methods are factors such as non-Gaussian noise, non-cell background activity and seemingly
overlapping cells which are out of focus [18]. In order to bypass these problems, novel approaches
have been developed that allow downstream analyses of the data without the previous cell extraction.
For instance LeMoNADe, presented in Kirschbaum et al. [21], is able to detect spatio-temporal
firing motifs (so-called neuronal assemblies) directly in calcium imaging videos. Despite the great
advantages such methods offer for the tasks they are designed for, their applicability is limited and
in order to investigate a broader range of research questions the extraction of individual cells is still
required.
In order to encourage the development of new tools for this task and to enable a meaningful compari-
son of different approaches, the Neurofinder public benchmark [3] was initiated. The Neurofinder
challenge consists of 19 calcium imaging videos with ground truth cell annotations for training, and
of nine test datasets with undisclosed ground truth. Both, training and test set, can be clustered into
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five dataset series (named 00, 01, 02, 03, and 04) which were recorded under different conditions
and differ also in labeling technique and whether the ground truth annotations contain mainly active,
inactive or both kinds of cells. Details on the five groups of datasets and can be found e.g. in Spaen
et al. [38].
At the moment, all of the top ten algorithms in the Neurofinder leaderboard are either based on deep
learning (STNeuroNet [36], 3dCNN [36], U-Net2DS [22], Conv2D [10]), clustering in correlation
space (HNCcorr [38]), or non-negative matrix factorization (NMF) (Sourcery [27], Suite2P [27]).1
In this paper, we present DISCo, a novel approach using Deep learning, Instance Segmentation, and
Correlations for the cell segmentation step in calcium imaging analysis (CIA). DISCo combines
the advantages of a deep learning model with a state-of-the-art instance segmentation algorithm,
allowing the direct extraction of cell instances without any complex post-processing. Additionally,
we use temporal context from the calcium imaging videos in a computationally very efficient way by
computing segment-wise correlations between pixels. This temporal information is combined with
shape-based information in form of summary images. Using correlations and summary images as
input is a huge advantage of DISCo compared to methods that solely rely on the one or the other. This
enables us to achieve a very good overall performance using only a single model on all Neurofinder
datasets. Moreover, when training individual networks on the five dataset series (submission called
DISCos), we are able to outperform all other methods trained on the Neurofinder datasets.
2 Related work
For the extraction of cells - or more generally regions of interest (ROIs) - most algorithms are based on
NMF [25, 32, 31, 30, 6, 24, 33, 9, 18, 14, 41, 13], clustering [19, 38], dictionary learning [7, 5, 26, 29],
and deep learning [1, 22, 36]. In the following we will mainly focus on the methods based on
clustering and deep learning, since they are most closely related to the work presented in this paper.
The deep learning models U-Net2DS [22] and Conv2D [10] use so-called summary images as input.
These summary images contain for each pixel the mean projection over time, which means that all
temporal information of the calcium imaging videos is lost. As a consequence, these approaches
are not competitive on datasets which contain many active neurons, like the dataset series 01, 02
and 04 of the Neurofinder challenge. In contrast to this, the method HNCcorr [38] is able to detect
the active cells in the dataset series 01, 02 and 04 fairly well, while it performs rather poorly on the
other datasets. The reason for this is that HNCcorr uses a clustering algorithm based on the distance
of pixels in correlation space. In this correlation space pixels from cells with a changing signal
should be well separated from background pixels, but pixels from cells with weak or non-existent
activity pattern will not be distinguishable from background. In order to overcome this problem and
to achieve competitive average F1-scores in the Neurofinder challenge, Spaen et al. [38] combined
HNCcorr and Conv2D by using the first for the dataset series 01, 02 and 04 and the latter for the
series 00 and 03. The same holds true for the NMF-based methods Sourcery [27] and Suite2P [27]
which need to be complemented by the shape-based algorithm Donuts [26] in oder to achieve descent
average F1-scores over all Neurofinder dataset series.
In contrast to this, the deep learning models STNeuroNet [36] and its developmental stage 3dCNN
are able to achieve good F1-scores on all test datasets with a single model using a 3D convolutional
neural network (CNN) on the calcium imaging video. However, one should note that STNeuroNet
was trained with additional data from the Allen Brain Observatory (ABO) dataset and with manually
refined ground truth. In contrast to this, 3dCNN uses only the datasets and ground truth provided
in the Neurofinder challenge. Though the 3dCNN submission consists of a single method, it uses
separately trained networks for each of the five Neurofinder dataset series. Moreover, like all leading
methods using deep learning, STNeuroNet and 3dCNN only provide a foreground-background
prediction and need intensive post-processing to actually extract individual cell instances.
1Leaderboard of the Neurofinder challenge at http://neurofinder.codeneuro.org. Accessed: 2019-
08-20. We do not discuss the results of the submissions Mask R-CNN and human-label since we have no
information on the used models and training procedures.
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Figure 1: DISCo workflow. Processing a calcium imaging video in DISCo starts by splitting the
video into temporal segments and computing segment-wise correlations between pixels. Next, the
segment-wise correlations are passed through a temporal compression network to remove the temporal
dimension completely. Additionally, a summary image is computed by taking the mean projection
over the whole video. The summary image is combined with the output of the temporal compression
network and this combination of spatial and temporal information is processed by a transformation
network. The transformation network outputs affinities between pixels and a foreground-background
prediction, which are used by GASP to gain the final instance segmentation.
3 Method
DISCo extracts temporal information from the calcium imaging videos very efficiently by computing
segment-wise correlations between pixels. This temporal information is combined with shape-based
information from a summary image and transformed to affinities between pixels by a deep learning
model. Finally, the affinities are used by a state-of-the-art instance segmentation algorithm to extract
and separate individual cells.
DISCo starts by splitting the video temporally into segments on which the correlations between
pixels are computed as described in section 3.1. The benefit of the segment-wise computation of
the correlations instead of considering the videos as a whole, is that they can be computed more
efficiently and that they contain more fine-grained information about the temporal dynamics of the
pixels.
However, computing the correlations on multiple segments of the video means that the temporal
dimension of the video has been reduced, but is not completely removed. Hence, we use a small 3D
CNN to temporally compress the correlations first before passing them to a 2D network. In addition,
a summary image is computed by taking for each pixel the mean projection over the whole video.
The summary image is combined with the correlations into a single input to provide temporal and
shape-based information for the second network. The second network maps this input to affinities
between pixels in a highly non-linear fashion. The details of the two networks and how they are
trained are given in section 3.2.
In the final step, an undirected graph is constructed from the predicted affinities and the individual cells
are directly extracted and separated from it by using a fast and robust clustering algorithm. In addition
to the pixel-wise affinities the neural network also provides a foreground-background prediction
which is used in the applied instance segmentation algorithm to directly exclude background pixels
from the graph before the clustering, reducing false merges of cells and background. The details
of the instance segmentation algorithm are described in section 3.3. The complete model is also
summarized in figure 1.
3.1 Temporal Information from Correlations
Since the fluorescence dynamics of cells and those of background pixels differ drastically, using the
temporal context from the calcium imaging videos is a huge benefit for the detection of cells and
to distinguish them from background. Moreover, without temporal information it is impossible to
separate touching or overlapping cells correctly. In order to take this temporal context into account,
ideally one would like to process the full video in a 3D CNN or with long short-term memory (LSTM)
units. Unfortunately, these models become computationally extremely costly, especially for videos
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consisting of several thousand frames like the ones in the Neurofinder challenge. For this reason, we
decided to use the temporal information in form of correlations. This of course means that some
information is lost compared to using the video as a whole, but since this way is computationally very
efficient we are able to process also long and high-resolution videos on medium-sized hardware.2
Consider a video X ∈ RT×P×Q with T time frames and P ×Q pixels. We define the vector xpq to
be the signal of pixel (p, q) of length T with xpq(t) = Xtpq. For two pixels (p, q) and (p′, q′) the
Pearson correlation coefficient [28] between their signals is given by
c(xpq,xp′q′) =
〈xpq − x¯pq,xp′q′ − x¯p′q′〉
‖xpq − x¯pq‖2 · ‖xp′q′ − x¯p′q′‖2 , (1)
where x¯·· denotes the mean of the signal x·· and 〈·, ·〉 is the dot product. The Pearson correlation
coefficient measures the linear correlation between the two signals and is 1 for perfectly correlated
signals, 0 for non-correlated signals and −1 for anti-correlated signals. Although in theory it might
seem beneficial to use other measures that can also take into account non-linear associations between
signals, like e.g. the distance correlation [39], in practice we found the Pearson correlation to be the
better choice. The main advantage of the Pearson correlation is that it can be computed fast and very
efficiently also for large images and long time vectors, which is crucial in order to allow intensive
network training and network parameter tuning.
In order to make the computations even more efficient, we do not compute the correlations between
pixels over the whole temporal extent of the video, but first split the video into ten segments and then
compute the correlations segment-wise. We define the n-th segment of the signal of pixel (p, q) to be
xnpq =
[
xpq
(
(n− 1) · T
10
)
,xpq
(
(n− 1) · T
10
+ 1
)
, . . . ,x
(
n · T
10
)]
(2)
for n = 1, . . . , 10. The correlation between two pixels on the n-th segment is then given by
cn(xpq,xp′q′) = c(x
n
pq,x
n
p′q′) (3)
with c(·, ·) as defined in equation 1.
The computational benefit of these segment-wise correlations is that they can be computed on a GPU
without having to load the whole videos into the GPU memory. This makes it possible to compute the
correlations online during the network training, which is necessary for the data augmentation steps
described in section 3.2. Another advantage of the segment-wise correlations is that they provide
even more fine-grained temporal information than the correlations over the whole video. An example
illustrating another benefit of segment-wise correlations is shown in figure 2. In this example, we
consider two pixels (p, q) (green signal) and (p′, q′) (red signal) belonging to the same cell. The
correlation between the two pixels computed according to equation 1 over the whole length of the
video is c(xpq,xp′q′) = 0.26. Although the pixels belong to the same cell, their overall correlation
is rather small as the signals are quite noisy and show only few peaks in their activation. However,
when we split the signals and consider the segment-wise correlations, they are much higher than the
overall correlation. The average over the segment-wise correlations is 0.69, thus already much higher
than the overall correlation, and the maximum is even 0.92. This illustrates that the segment-wise
computation of the correlations can help identifying pixels belonging to the same cell, especially in
cases where the signal of the cell is very noisy and contains only few strong activations.
Inspired by the idea of the correlation space used in Spaen et al. [38], we compute the correlations
not only between a pixel and its direct neighbor, but to a broader neighborhood. For each pixel,
we compute the correlation to 15 other pixels with a distance up to three pixels. This extend of the
neighborhood empirically showed to provide enough information for the network and at the same
time is computationally cheap. Thus, the output of the correlation computations are ten stacks of size
C × P ×Q, with C = 15 being the number of correlation channels, where each channel contains the
correlations for all P ×Q pixels to one of the 15 considered neighbors.
2The method was tested for videos up to 8000 frames with a resolution of 512× 512 pixels. For this video
size the proposed model was trained and evaluated on a Titan 1080 GPU with 8GB RAM in less than 4 hours.
For much larger videos the length and number of video segments could be adjusted.
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Figure 2: Example for the segment-wise correlations between two signals. We show the signals
of two pixels xpq (green) and xp′q′ (red) from the Neurofinder training dataset 04.01 after max-
pooling. According to the ground truth annotations, the two pixels belong to the same cell. The
blue vertical lines indicate the boundaries of the ten segments which are used for the computation
of the segment-wise correlation cn for n = 1, . . . , 10. The results for cn are shown beneath the
signals. The correlation between the two pixels computed over the whole length of the video is only
c(xpq,xp′q′) = 0.26, which is quite small, especially since the two pixels actually belong to the same
cell. The segment-wise correlations cn, however, are much higher than the overall correlation. The
average over the ten segments is 0.69, thus already much higher than the overall correlation, and the
maximum is even 0.92. This illustrates that the segment-wise computation of the correlations can
help identifying pixels belonging to the same cell, especially for cells with very noisy signals and
with only few strong activations, as in the shown example.
3.2 Deep Learning Model
Networks The used deep learning model consists of two parts: The first is a temporal compression
network which consists of three 3D-convolutional layers with kernels of size 4× 3× 3 with zero-
padding applied in the spatial but not in the temporal domain. Each 3D-convolutional layer is
followed by a ReLU activation function. The input to this temporal compression network consists of
ten temporal segments with 15 correlation channels each. The correlation channels contain for each
pixel the correlation to one of the 15 neighboring pixels to which correlations are computed. In the
hidden layers the number of channels is doubled, but in the final output the number of channels is
again reduced to 15. The main difference between input and output is that the ten temporal segments
of the input have been compressed into a single output. The second part is a transformation network
which is a standard 2D U-Net architecture3 [34] with depth five and Sigmoid as final activation
function in order to gain outputs between zero and one. The input to the transformation network are
the temporally compressed correlations together with a summary image and its outputs are affinities
between pixels together with a foreground-background prediction.
Training For the submission named DISCo we trained the model on all Neurofinder datasets, while
for DISCos we trained and evaluated on each of the five dataset series individually.
The correlations and summary images were normalized channel-wise by subtracting the mean and
dividing by the standard deviation. For training we converted the cell annotations provided in the
Neurofinder training set ground truth into affinities between pixels and to foreground-background
labels. The affinities are computed by first assigning all pixels belonging to a cell with a unique label
and then transforming these labels to affinities. For two pixels i and j with assigned labels Li and Lj
3We used the U-Net implementation provided in Inferno 0.3.0.
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Table 1: Hyperparameters used for network training in DISCo.
iterations learning rate optimizer batch size
DISCo 3000 0.0001 Adam 20
DISCos 3000 0.0001 Adam 6 for 00 and 1 for 01, 02, 03, 04
the affinity aij between them is given by
aij =
{
1 if Li = Lj
0 if Li 6= Lj . (4)
We applied the channel-wise Sørensen Dice loss [4, 37] to all output channels since it has been
successfully used in Wolf et al. [40] to learn affinities and since it can deal with the huge class-
unbalance that exists between foreground and background in these datasets.
In order to find suitable hyperparameters for the network training, we split every video of the
Neurofinder training set spatially into 75 % training and 25 % validation set. We tested different
parameter settings and used the validation loss to determine the best setting. Afterwards, we used this
set of hyperparameters to train the networks on the complete videos of the Neurofinder training set.
The used hyperparameters can be found in table 1.
Data Augmentation Since the Neurofinder training data consists of only 19 videos, data augmen-
tation is very important for the network training. We used data augmentation both in the temporal
and the spatial dimensions of the videos.
Before computing the correlations we performed max-pooling over time on the videos in order to
reduce the noisiness of the signals. For training we used the length of the max-pooling kernel as one
of the data augmentation steps and varied it between three and nine frames. For testing we always
used for each pixel the maximum over five consecutive frames. Additionally, the ten segments of the
video on which the correlations are computed separately were selected and shuffled randomly for
training.
In the spatial dimensions of the videos we used random flips and rotations. Additionally, we trained
only on random crops of the image plane of size 128× 128 pixels. We assured that each crop used
for training contained at least one cell. We also tried out resizing the videos in the spatial domain,
but since this had no notable impact on the results while significantly slowing down the training, we
decided to forgo this step.
3.3 Instance Segmentation
For the final step of extracting the actual cell instances, we use a method called Generalized Algorithm
for Signed graph Partitioning (GASP) which currently defines state-of-the-art for the proposal-free
methods in the CityScapes instance segmentation challenge [2]. In contrast to the Hochbaum’s
normalized cut (HNC) model used in HNCcorr and the watershed algorithm used for post-processing
in some deep learning models for cell segmentation in CIA [1, 36], GASP neither requires seeds nor
a threshold for stopping the partitioning. Moreover, GASP is able to segment a complete image and
does not need a pre-defined number of clusters.
GASP is designed for the task of partitioning a signed graph G = (V,E,W ) with nodes V , edges E
and edge weights W . In our case, the nodes V correspond to the pixels in the image plane of the
calcium imaging video and the structure for the edges is pre-defined as shown in figure 3. Since
the cells in the calcium imaging videos are usually rather small (in terms of pixels), we reduced the
reach of the edges compared to the ones e.g. used in Wolf et al. [40], in order to enable the correct
separation small and especially adjacent cells. The weights wij ∈ R for the edges eij ∈ E are gained
from the affinities aij ∈ [0, 1] predicted by the transformation network according to
wij = aij − 0.5 . (5)
An edge with high positive edge weight (called attractive edge) between two nodes indicates the
tendency of these nodes to be merged together in the same cluster, while an edge with strong negative
weight (called repulsive edge) corresponds to a strong tendency of the two nodes to be separated.
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Figure 3: Used edges for GASP. We show a small grid of 6 × 6 pixels. For each pixel i (blue)
we consider for the GASP segmentation the shown short-range attractive edges (green) and the
long-range repulsive edges (red).
The GASP algorithm starts with each node in its own cluster and then iteratively merges adjacent
clusters. Adjacent means that two clusters Su and Sv have at least one connecting edge eij ∈ E
from a node i in cluster Su to a node j in cluster Sv and that the interaction between the two clusters
W(Su, Sv) is positive. The interaction or linkage criterionW is defined by
W(Su, Sv) =
∑
e∈Euv
we
|Euv| , (6)
with Euv ⊂ E denoting all edges connecting Su and Sv. This average linkage criterion used
in equation 6 is just one possible choice among others, e.g. sum [20, 23] and absolute maximum
linkage [40]. We have chosen to use the average linkage since it has been shown to be extremely
robust and at the same time outperformed other linkage criteria in instance segmentation tasks
on biological and street-scene images [2]. The GASP algorithm automatically stops as soon as
W(Su, Sv) ≤ 0 for all clusters Su and Sv .
In order to avoid false merges of cells and background and to remove all background instances from
the final results, we excluded all background pixels from the graph before performing the clustering.
The decision whether a pixel is assigned to the background and hence has to be excluded from the
graph, is based on the foreground-background prediction of the transformation network. All pixels
where the background prediction is higher than the value for the foreground / cell prediction are
excluded from the graph. This step slightly improved the results and especially made the instance
segmentation step much faster since the graph to partition is much smaller when excluding all the
background pixels. As a last step, in order to remove also tiny background segments e.g. surrounded
by cells, we used a simple threshold to exclude all instances from the final result with a size smaller
than 25 pixels.
4 Experiments and Results
We trained the networks for DISCo on the publicly available Neurofinder training datasets with the
hyperparameters shown in table 1 and as described in section 3.2. The results are evaluated on the
Neurofinder test datasets with the segmentation quality measured by computing the average F1-score
over the nine test datasets (see table 2 for details).
DISCo clearly outperforms methods which are solely based on summary images like U-Net2DS
and Conv2D as well as those only relying on correlations like HNCcorr, as shown in table 3 (rows
highlighted in gray). Furthermore, when training and evaluating individual networks for the five
different dataset series, DISCos even outperforms all other methods trained on the Neurofinder
datasets including 3dCNN which uses a 3D CNN model on the whole video combined with a complex
post-processing procedure (see table 3).
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Table 2: Evaluation metrics of the Neurofinder benchmark.
Metric Description
Precision measures the percentage of the cells identified by the algorithm that are also
present in the ground truth
Recall measures the percentage of the cells in the ground truth that are recovered by the
algorithm
F1-score harmonic mean of precision and recall
Table 3: Neurofinder leaderboard: methods trained only on the Neurofinder training set. We show an
excerpt of the Neurofinder leaderboard containing the top methods being trained only on the original
Neurofinder training set. Methods using a single model on all five dataset series are highlighted in
gray. We show the F1-score for each of the nine test datasets. The sorting in the leaderboard is based
on the average F1-score over all test datasets (∅F1). DISCo clearly outperforms the other methods
in both categories, when applying a single model to all datasets and when training and evaluating
individual models on the five different dataset series.
Method ∅F1 F1-scores on individual test datasets
00 01 02 03 04
DISCos4 0.67 0.64 0.71 0.61 0.56 0.82 0.77 0.55 0.53 0.82
3dCNN4 0.66 0.63 0.72 0.63 0.54 0.63 0.56 0.89 0.55 0.78
DISCo 0.63 0.61 0.73 0.59 0.54 0.60 0.65 0.55 0.55 0.83
HNCcorr + Conv2D5 0.62 0.55 0.61 0.53 0.56 0.75 0.68 0.81 0.38 0.68
Sourcery5 0.58 0.45 0.53 0.62 0.45 0.72 0.56 0.84 0.39 0.69
U-Net2DS 0.57 0.64 0.70 0.56 0.46 0.49 0.41 0.89 0.33 0.64
Suite2P + Donuts5 0.55 0.45 0.53 0.49 0.39 0.60 0.52 0.84 0.47 0.66
...
HNCcorr 0.49 0.29 0.33 0.53 0.56 0.75 0.68 0.23 0.38 0.68
...
Conv2D 0.47 0.54 0.61 0.27 0.27 0.42 0.38 0.84 0.29 0.60
Impact of the Input In order to emphasize how beneficial it is to use both, correlations and
summary images, we trained DISCo with different inputs: summary images and correlations over
temporal segments of the video (as proposed in section 3); summary images and correlations over the
whole video length; only summary images; and only correlations.
The results in table 4 show that the combination of summary image and correlations over segments
clearly outperforms the models only trained on summary images and only on correlations. This holds
true when training only a single model on all datasets (DISCo) but also when training on each of the
five dataset series individually (DISCos). Even when combining the results from the models with
only summary images and only correlations by using for each dataset series the better result, the
proposed approach with the combination of summary images and correlations still performs clearly
better. This shows that the advantage of the combined input is not only that it can adapt to both kinds
of datasets, those with many active cells and those with many inactive cells, but that it also provides
more relevant information for the transformation network on all kinds of datasets.
Comparing the results for the segment-wise correlations and the correlations over the whole video
length, the difference is not that big anymore, but still the model using segment-wise correlations
performs slightly better. Another advantage of the segment-wise correlations is the runtime: Training
DISCo on all training datasets took about 25 % longer when using correlations over the whole video
instead of segment-wise correlations.
Impact of the Temporal Compression Network An alternative to using the temporal compression
network to convert the information from the ten segments into a single input for the transformation
4Network models trained and evaluated on each of the five different groups of datasets individually.
5Combination of two methods, one applied to datasets 01, 02, 04 and the other to datasets 00, 03
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Table 4: Results with DISCo for different kinds of input. We show the results on the Neurofinder test
set for the DISCo model with different kinds of input. Both, when training only a single model on all
datasets (top) and when training individual network models on the five dataset series (bottom), the
combination of segment-wise correlations and summary images clearly outperforms the others.
Input ∅F1 F1-scores on individual test datasets
00 01 02 03 04
DISCo:
correlations (segments) 0.63 0.61 0.73 0.59 0.54 0.60 0.65 0.55 0.55 0.83
+ summary images
correlations (whole video) 0.62 0.47 0.70 0.62 0.53 0.74 0.67 0.55 0.50 0.83
+ summary images
only correlations (segments) 0.50 0.32 0.42 0.45 0.41 0.68 0.62 0.36 0.50 0.77
only summary image 0.49 0.51 0.59 0.51 0.38 0.51 0.37 0.54 0.31 0.65
best of only correlations and 0.57 0.51 0.59 0.51 0.38 0.68 0.62 0.54 0.50 0.77
only summary images
DISCos:
correlations (segments) 0.67 0.64 0.71 0.61 0.56 0.82 0.77 0.55 0.53 0.82
+ summary images
correlations (whole video) 0.66 0.65 0.72 0.63 0.54 0.79 0.76 0.52 0.53 0.84
+ summary images
only correlations (segments) 0.55 0.35 0.44 0.46 0.43 0.78 0.73 0.51 0.47 0.80
only summary image 0.58 0.66 0.69 0.58 0.49 0.66 0.63 0.54 0.35 0.68
best of only correlations and 0.64 0.66 0.69 0.58 0.49 0.78 0.73 0.54 0.47 0.80
only summary images
Table 5: Results with DISCo for different temporal compression models. We show the results on
the Neurofinder test set for the DISCo model using different ways of temporal compression for the
segment-wise correlations. We compare different statistics over the ten segments with the use of a
temporal compression network and the computation of the correlations over the whole video length.
Both, when training only a single model on all datasets (top) and when training individual network
models on the five dataset series (bottom), the model using the temporal compression network
outperforms the alternatives.
Conversion from segments ∅F1 F1-scores on individual test datasets
to single input 00 01 02 03 04
DISCo:
temporal compression network 0.63 0.61 0.73 0.59 0.54 0.60 0.65 0.55 0.55 0.83
only max 0.60 0.58 0.71 0.55 0.51 0.60 0.58 0.56 0.48 0.82
max + min + mean + std + sum 0.62 0.49 0.72 0.60 0.54 0.69 0.70 0.54 0.47 0.79
correlations over whole video 0.62 0.47 0.70 0.62 0.53 0.74 0.67 0.55 0.50 0.83
DISCos:
temporal compression network 0.67 0.64 0.71 0.61 0.56 0.82 0.77 0.55 0.53 0.82
only max 0.64 0.57 0.68 0.59 0.53 0,78 0.75 0.54 0.54 0.82
max + min + mean + std + sum 0.66 0.61 0.70 0.64 0.54 0.79 0.75 0.55 0.54 0.81
correlations over whole video 0.66 0.65 0.72 0.63 0.54 0.79 0.76 0.52 0.53 0.84
network, would be the use of statistics like maximum or mean over the segments. In table 5 we show
that using only one such quantity, e.g. the maximum, is not enough and performs even worse than the
model using the correlations over the whole video. However, when using sever such statistics, namely
a combination of maximum, minimum, mean, standard deviation, and sum, the model performs much
better. However, using the transformation network gains the best average F1-score over all datasets
and is computationally not much more costly than using these statistics.
Training with only one Dataset In practice, the calcium imaging data to be segmented is expected
to differ more or less drastically from the data provided in the Neurofinder challenge. One way to
approach this problem is to train the model on as many datasets as possible and hope that the model
is able to generalize well, as e.g. done in STNeuroNet. However, given the huge variety of calcium
indicators, recording setups, and brain regions to observe, we doubt that a single model is able to
perform well under all conditions. Moreover, as seen in the discussion about the ground truth labeling
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Table 6: Results for DISCo when being trained only on a single video. We trained DISCo on each
of the 19 training videos individually and evaluated its performance on the remaining training and
test datasets of the same dataset series. We show the average F1-scores (∅F1) with corresponding
standard deviation. In the bottom line we also show the overall mean with standard deviation for the
results on the training sets, the test sets and the combination of training and test sets.
trained on ∅F1 ∅F1 ∅F1
train set test set train + test set
00.00 0.51± 0.09 0.44± 0.03 0.50± 0.08
00.01 0.72± 0.12 0.52± 0.04 0.69± 0.13
00.02 0.78± 0.12 0.53± 0.03 0.74± 0.14
00.03 0.60± 0.13 0.50± 0.03 0.59± 0.13
00.04 0.86± 0.07 0.62± 0.02 0.82± 0.11
00.05 0.86± 0.07 0.65± 0.04 0.82± 0.10
00.06 0.76± 0.14 0.54± 0.01 0.73± 0.16
00.07 0.77± 0.12 0.59± 0.04 0.74± 0.13
00.08 0.77± 0.12 0.55± 0.08 0.74± 0.14
00.09 0.91± 0.07 0.66± 0.03 0.87± 0.11
00.10 0.86± 0.08 0.58± 0.03 0.82± 0.13
00.11 0.73± 0.14 0.51± 0.05 0.67± 0.15
01.00 0.86 0.58± 0.07 0.67± 0.14
01.01 0.80 0.57± 0.03 0.64± 0.11
02.00 0.89 0.78± 0.01 0.81± 0.06
02.01 0.99 0.67± 0.02 0.78± 0.15
03.00 – 0.56 0.56
04.00 0.88 0.54± 0.03 0.65± 0.16
04.01 0.80 0.62± 0.19 0.68± 0.18
∅ 0.77± 0.15 0.58± 0.10 0.73± 0.16
of the different Neurofinder datasets, depending on the research question the model might be expected
to detect only active cells or all cells.6 For this reason, we decided to test our model in a different
direction, namely when being trained only on a single video. We think it is a realistic scenario that
for a new recording setup, which differs too much from previous datasets to use an already trained
model, a neurobiological expert could label one video. This one video would then be used to train a
model for segmenting the wanted cells under the given recording conditions. Afterwards the trained
model could be applied to other videos recorded under similar conditions.
In order to find out how well DISCo would perform in such a scenario, we trained DISCo always
on only a single video and then evaluated the performance of the trained model on all other datasets
from the same dataset series, including the remaining datasets from the training set as well as the
test datasets. The results are shown in table 6. A first finding of these results is that the performance
of the model depends on the video used for training. In all cases, the performance of the model on
the other training datasets is much better than the performance on the test set. In order to find out
what the reason for this inequality between training and test set could be and why some datasets
seem better for training the model than others, it would be interesting to let a neurobiological expert
analyze the different datasets and the ground truth annotations used for training and testing. The
average performance of DISCo trained on only one dataset is still quite good. An average score of
0.58 on the test sets is comparable to the performance of Sourcery. Moreover, when considering for
each test dataset the result from the training on one dataset that worked best, the average test F1-score
would even be 0.66, which is as good as the performance of 3dCNN.
Precision and Recall Considering the average F1-score, DISCo and especially DISCos show great
performance on the Neurofinder datasets. When investigating the precision and recall achieved on the
different test datasets, however, we noticed that on some datasets DISCo suffers from a relatively
low recall compared to its precision, while on other datasets the precision is the limiting factor for
6For more details on the used labeling criteria see the discussion at https://github.com/codeneuro/
neurofinder/issues/25
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(a) dataset 00.11 ground truth (b) dataset 00.11 segmentation result
(c) dataset 01.00 ground truth (d) dataset 01.00 segmentation result
Figure 4: Examplary segmentation results from DISCos on the validation set. We show excerpts
from the validation set of the Neurofinder training sets 00.11 in (a) and (b), and 01.00 in (c) and (d).
The colors for the cells were chosen randomly and background pixels are colored in black. These
examples illustrate that DISCo suffers on some datasets from a relatively low recall while on others
the relatively low precision is limiting the overall performance.
the overall performance. Figure 4 shows two examples from the validation set that show that DISCo
generally identifies the cells in the video quite well, but also misses some of the cells which are
annotated in the ground truth on a dataset from series 00 (see figure ??) and identifies cells which
are not in the ground truth on a dataset from series 01 (see figure ??). An explanation why DISCo
has problems to achieve a good recall especially on the datasets from series 00, while it struggles
with the precision mainly on datasets from series 01, has not been found yet. Further analysis of the
results and of the properties of the different datasets are required to find the reason for these different
behaviors of the model.
5 Summary and Conclusion
We have presented a new approach for the cell segmentation step in CIA. We use a deep learning
model, but in contrast to previous work we neither only rely on purely shape-based summary images
as input nor use computationally expensive 3D CNNs on the calcium imaging videos. Instead,
we propose a fast and computationally very efficient framework that achieves top scores on the
Neurofinder benchmark. As input to our network models we use a combination of correlations
between pixels and summary images, which allows us to detect active cells as well as cells with weak
or non-existent signals. The presented scheme of computing the correlations segment-wise, instead
11
of over the whole length of the video, allows us to perform all computations on a GPU, even on a
relatively small one, reducing the network training and prediction times.
Another novelty compared to other methods for cell segmentation in CIA is that the used deep
learning model does not only provide a foreground-background prediction, but additionally provides
affinities between pixels. This allows us to directly apply a state-of-the-art instance segmentation
method on the network output to extract the individual cells.
In future work it would be interesting to further analyze the datasets and the results in order to find out
why on some datasets the overall performance of the method is limited by the recall while on others
by the precision. In this context it might also be beneficial to test GASP with different linkage criteria
to see what effect the linkage criterion has on precision and recall, respectively. Another possible
direction for future work is to train DISCo not only on the Neurofinder datasets, but to use additional
data. Another question to investigate in future work is how well the model is able to generalize from
one kind of calcium imaging data to another.
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Glossary
3dCNN developmental stage of STNeuroNet, a 3D CNN for segmenting active neurons from calcium
imaging data presented by Soltanian-Zadeh et al. [36] and available at https://github.com/
soltanianzadeh/STNeuroNet. 2, 7, 8, 10
ABO Allen Brain Observatory. 2
Adam a method for efficient stochastic optimization based on adaptive moment estimation presented by ? ]. 6
CIA calcium imaging analysis. 1, 2, 6, 11, 12
CityScapes Dataset of 5000 street-scene images with benchmarks for pixel-level, instance-level and panoptic se-
mantic labeling. For more details see ? ]. It can be accessed at https://www.cityscapes-dataset.
com. 6
CNN convolutional neural network. 2, 3, 7, 11, 16, 17
Conv2D a convolutional neural network model for cell extraction from calcium imaging data operating on
2D summary images presented by Gao [10] and available at https://github.com/iamshang1/
Projects/tree/master/Advanced_ML/Neuron_Detection. 2, 7, 8
DISCo Deep learning, Instance Segmentation, and Correlations. 2, 3, 5–12
Donuts sparse dictionary learning to identify shape features of cells in calcium imaging data presented by Pa-
chitariu et al. [26] and available at https://github.com/marius10p/donuts. 2, 8
GASP Generalized Algorithm for Signed graph Partitioning. 3, 6, 7, 12
GPU Graphics Processing Unit. 4, 12
HNC Hochbaum’s normalized cut. 6
HNCcorr algorithm for the identification of cells in calcium imaging data by clustering pixels in correla-
tion space presented by Spaen et al. [38] and available at https://github.com/hochbaumGroup/
HNCcorr. 2, 6–8
in vitro Latin for "in glass", colloquially also "test-tube experiments". 1
Inferno Inferno is a library providing utilities and convenience functions/classes around PyTorch. More details
can be found at https://github.com/inferno-pytorch/inferno. 5
LeMoNADe Learned Motif and Neuronal Assembly Detection. 1
LSTM long short-term memory. 3
Neurofinder The Neurofinder public benchmark [3] is an initiative of the CodeNeuro collective of neuroscien-
tists encouraging the development of software tools for applications in neuroscience research. It can
be found at http://neurofinder.codeneuro.org. 1, 2, 4–12
NMF non-negative matrix factorization. 2
PyTorch an open source deep learning platform, see https://pytorch.org. 16
RAM Random-Access Memory. 4
ReLU Rectified Linear Unit activation function, defined by f(x) = max(0, x). 5
ROI region of interest. 2
Sigmoid S-shaped activation function with values between zero and one, defined by f(x) = 1/(1 + e−x). 5
SNR signal-to-noise ratio. 1
Sourcery new clustering algorithm used in Suite2P. 2, 8, 10
STNeuroNet SpatioTemporal NeuroNet, a 3D CNN for segmenting active neurons from calcium imaging data
presented by Soltanian-Zadeh et al. [36] and available at https://github.com/soltanianzadeh/
STNeuroNet. 2, 9, 16
Suite2P an analysis pipeline for two-photon calcium imaging data presented by Pachitariu et al. [27] and
available at https://github.com/cortex-lab/Suite2P. 2, 8, 17
U-Net2DS 2D U-Net to extract cell locations from summary images of calcium imaging data presented
by Klibisz et al. [22] and available at https://github.com/alexklibisz/deep-calcium. 2, 7,
8
16
