Motivated by a recent work of Trümper [8] we consider the general Collatz word (updown pattern) and the sequences following this pattern. The recurrences for the first and last sequence entries are given, obtained from repeated application of the general solution of a binary linear inhomogeneous Diophantine equation. These recurrences are then solved. The Collatz tree is also discussed.
Introduction
The Collatz map C for natural numbers maps an odd number m to 3 m + 1 and an even number to m 2 . The Collatz conjecture [3] , [10] , [9] is the claim that every natural number n ends up, after sufficient iterations of the map C, in the trivial cycle (4, 2, 1). Motivated by the work of Trümper [8] we consider a general finite Collatz word on the alphabet {u, d}, where u (for 'up') indicates application of the map C on an odd number, and d (for 'down') for applying the map C on an even number. The task is to find all sequences which follow this word pattern (to be read from the left to the right). These sequences will be called CS (for Collatz sequence also for the plural) realizing the CW (for Collatz word also for the plural) under consideration. This problem was solved by Trümper [8] under the restriction that the first and last sequence entries are odd. Here we shall not use this restriction.The solution will be given in terms of recurrence relations for the first and last entries of the CS for a given CW . This involves a repeated application of the general solution on positive numbers of the linear inhomogeneous Diophantine equation a x + b y = c, with a = 3 m and b = 2 n and given integer c. Because gcd(3, 2) = 1 one will always have a countable infinite number of solutions. This general solution depends on a non-negative integer parameter k. We believe that our solution is more straightforward than the one given in [8] .
Collatz words, sequences and the Collatz tree
The Collatz map C : N → N, m → 3 m + 1 if m is odd, m → m 2 if m is even, leads to an increase u (for 'up') or decrease d (for 'down'), respectively. Finite Collatz words over the alphabet {u, d} are considered with the restriction that, except for the one letter word u, every u is followed by a d, because 2 m + 1 → 2 (3 m + 1). This is the reason for introducing (with [8] ) also s := ud. Thus s stands for 2 m + 1 → 3 m + 1. The general finite word is encoded by an (S + 1)−tuple n S = [n 0 , n 1 , ..., n S ] with S ∈ N.
with n 0 ∈ N 0 := N ∪ {0}, n i ∈ N, for i = 1, 2, ..., S. The number of u (that is of s = ud) letters in the word CW ( n S ), or CW (S), for short, is S (which is why we have used n S not with the family of sequences CS(
A Collatz sequence CS realizing a word CW ( n S ) is of length L = D + S + 1 and follows the word pattern from the left to the right.
, and length L = 7 with SC 0 ( n S ) = [2, 1, 4, 2, 1, 4, 2] is the first of these sequences (for non-negative integers), the one with smallest start number c 1 . In order to conform with the notation used in [8] we shall use for the start number c 1 = M and for the last number c L = N. However, in [8] M and N are restricted to be odd which will not be the case here. Later one can get the words with odd start number M by choosing n 0 = 0. In order to have also N odd one has to pick from SC k ([0, n 1 , ..., n S ]), for k ∈ N 0 only the odd members. In [8] the monoid of Collatz words, with the unit element e = empty word is treated. This will not be considered in this work. Also the connection to the 3 m − 1 problem will not be pursued here. The Collatz tree CT is an infinite (incomplete) ternary tree, starting with the root, the number 8 on top at level l = 0. Three branches, labeled L, V and R can be present: If a node (vertex) has label n ≡ 4 (mod 6)) the out-degree is 2 with the a left edge (branch)
labeled L ending in a node with label n − 1 3 and a right edge (label R) ending in the node labeled 2 n. In the other cases, n ≡ 0, 1, 2, 3, 5, (mod 6), with out-degree 1, a vertical edge (label V ) ends in the node labeled 2 n. The root labeled 8 stands for the trivial cycle 8 repeat(4, 2, 1). See the Figure 1 for CT 7 with only the first eight levels. It may seem that this tree is left-right symmetric (disregarding the node labels) but this is no longer the case starting at level l = 12. At level l = 10 the mod 6 structure of the left and right part of CT , also taking into account the node labels, is broken for the first time, but the node labels 4(mod 6) are still symmetric. At the next level l = 11 the left-right symmetry concerning the labels 4(mod 6) is also broken, leading at level l = 12 to a symmetry breaking in the branch structure of the left and right part of CT . Thus at level l = 12 the number of nodes becomes odd for the first time: 15 nodes on the left side versus 14 nodes on the right one. See rows l + 3 of A127824 for the node labels of the first levels, and A005186(l + 3) for the number of nodes. The number of 4 (mod 6) nodes at level l is given in A176866(l + 4). A CS is determined uniquely from its start number M. Therefore no number can appear twice in CT , except for the numbers 1, 2, 4 of the (hidden) trivial cycle. The Collatz conjecture is that every natural number appears in CT at some level (1, 2, and 4 are hidden in the root 8). A formula for l = l(n) would prove the conjecture. Reading CT from bottom to top, beginning with some number M at a certain level l, recording the edge labels up to level l = 0, leads to a certain L, V, R-sequence. (Later it will be seen that this is the realizations with the third smallest start number, the smaller once are 8 and 24). One has to map V and R to d and L to u. This shows that the map from a L, V, R-sequence to a CW is not one to one. The numbers n ≡ 4 (mod 6) except 4 (see A016957) appear exactly in two distinct CS. For example, 64 ≡ 4 (mod 6) shows up in all CS starting at any vertex which descends from the bifurcation at 64, e.g., 21, 128; 42, 256; 84, 85, 512; etc. D(m, n; c) :
It is well known [5] , pp. 212-214, how to solve the equation a x + b y = c for integers a, b (not 0) and c provided g = gcd(a, b) divides c (otherwise there is no solution) for integers x and y. One will find a sequence of solutions parameterized by t ∈ Z. Then one has to restrict the t range to obtain all positive solutions. The procedure is to find first a special solution (x 0 , y 0 ) of the equation with c = g. Then the general solution is (x = c g
The proof is found in [5] . For our problem g = gcd(3 m , 2 n ) = 1 for non-negative m, n which will divide any c(m, n).
Lemma 1. Solution of D(m, n; c) a) A special positive integer solution of D(m,n;1) is
b) The general solution with positive x and y is
with k ∈ N 0 , and
For the proof we shall use the following Lemma: 15-16, where also the uniqueness of the lcm is shown).
with a(n, m) = n m m, a positive integer because the binomial is a combinatorial number. m | a(n, m) and
, a(n, m) is a common multiple of n and m (call it cm(n, m)). lcm(n, m) | a(n, m)
because lcn(n, m) is the (unique) lowest cm(n, m). Therefore a(n, m) lcm(n, m) ∈ N, since only natural numbers are in the game.
Now to the proof of Lemma 1.
is a solution of D(m, n; 1) for any y 0 (m, n). The given y 0 (m, n) is a positive integer ∈ {1, 2, ..., 3 m − 1}, m ∈ N and y 0 (0, n) = 1 for n ∈ N 0 . One has to prove that x 0 (m, n) is a positive integer. This can be done by showing that
because obviously 2 3 m + 1 2 ≡ 1 (mod 3 m ) (2 is a unit in the ring Z 3 m ). For m = 0 one has
, which is positive. In the following m ∈ N.
Now we show that L(m) := 3 m + 1 2
, a positive integer. The binomial theorem leads with a(m) = 3
Σ 1 (m) is an integer because of a(m) − j ≥ a(m) − m − j ≥ 0 and the integer binomial, hence L(m) ≡ Σ 2 (mod 3 m ). Rewriting Σ 2 with j ′ = j − a(m) + m − 1, using also the symmetry of the binomial, one has
In the last step a rearrangement of the binomial has been applied, remembering that a(m) = 
Proof. b)
The general integer solution of 2 is then (see [5] , pp. 212-214; note that there b > 0, here b < 0, and we have changed t → −t)
x =x(m, n; t) = c(m, n) x 0 (m, n) + 2 n t , y =ŷ(m, n; t) = c(m, n) y 0 (m, n) + 3 m t , t ∈ Z .
In order to find all positive solutions for x and y one has to restrict the t range, depending on the sign of c. If c(m, n) ≥ 0 then, because x 0 and y 0 are positive and
2 n = t min (m, n; −). Thus with t = t min (m, n; sign(c)) + k, with k ∈ N 0 one has the desired result. Note that (x 0 (m, n), y 0 (m, n)) is the smallest positive solution of the equation D(m, n; 1), eq. 2, because, for c(m, n) = 1, t min (m, n; +) = − y 0 (m,n) 3 m , but with y 0 (m, n) ∈ {1, 2, ... 3 m − 1} this is 0.
A proposition on the periodicity of the solution y 0 (m, n) follows. 
It is known that the module 3 m possesses primitive roots, and the theorem on the primitive roots says that there are precisely ϕ(ϕ(3 m )) incongruent ones (e.g., [5] , pp. 205, 207, or [4] , theorem 62, 3., p. 104 and theorem, 65, p. 107). In our case this number is ϕ(2 · 3 m−1 ) = 2 · 3 m−2 if m ≥ 1. The important point, proven in [4] , theorem 65.3 on p. 107, is that if we have a primitive root r modulo an odd prime, here 3, then, if r 3−1 − 1 is not divisible by 3 2 , it follows that r is in fact a primitive root for any modulus 3 q , with q ∈ N 0 . One of the primitive roots modulo 3 is 2, because 2 2 = 4 ≡ 1 (mod 3) and 2 1 ≡ 1 (mod 3). Also 2 3−1 − 1 = 3 is not divisible by 3 2 , hence 2 is a primitive root of any modulus 3 q for q ∈ N 0 . From this we proof that 
from the periodicity of y 0 . Rewritten
with the values given in the Proposition. m . Therefore this gives a permutation of the reduced residue system modulo 3 m with the smallest positive integers sorted increasingly. 13, 20, 10, 5, 16, 8, 4, 2, 1, 14, 7, 17, 22, 11, 19 , 23, 25} a permutation of the standard reduced residue system modulo 27, obtained by resorting the found system increasingly. See A239125. For m = 1, 2 and 4 see A007583, A234038 and A239130 for the solutions (x 0 (m, n), y 0 (m, n)).
Recurrences and their solution
After these preparations it is straightforward to derive the recurrence for the start and end numbers M and N for any given CW ( n S ), for S ∈ N.
A) We first consider the case of words with n S = 1. i.e., n S = [n 0 , n 1 , ... n S−1 , 1]. This is the word CW ( n S ) = → S−1 j=0 d n j s (with an ordered product, beginning with j = 0 at the left-hand side). In order to simplify the notation we use M(S), N(S), y 0 (S), x 0 (S), and c(S) for M( n S ), N( n S ) , y 0 (S, n S ), x 0 (S, n S ) and c(S, n S ), respectively. For S = 1, the input for the recurrence, one has
because there are n 0 factors of 2 from d n 0 , and then an odd number 2 k + 1 leads after application of s to 3 k + 2. Thus M(1) = 2 n 0 and N(1) = 2.
Proposition 5. Recurrences for M(S) and N(S) with n S = 1 a) The coupled recurrences for M(S, t) and N(S, t), the first and last entry of the Collatz sequences CS( n S ; t) for the word CW ( n S ) with n S = [n 0 , n 1 , ...
whereD(S) := S−1 j=0 n j (we prefer to use a new symbol for the n S = 1 case), and the recurrences for M(S) and N(S) = N(S) − 2 are
with
The recurrence for c(S) is
and the input is M(1) = 2 n 0 , N(1) = 0 and c(1) = A(1).
b) The general positive integer solution is
where
Corollary 6.
In Terras' article [7] the first congruence corresponds to theorem 1.2, where the encoding vector E k (n) refers to the modified Collatz tree using only d and s operations.
Proof. a) By induction over S. For S = 1 the input M(1) = 2 n 0 , N(1) = 2 or N (1) = 0 provides the start of the induction. Assume that part a) of the proposition is true for S values 1, 2, ..., S − 1. To find M(S) one has to make sure that d n S−1 s can be applied to N(S − 1; k), the end number of step S − 1 sequence CS( n S−1 ; t) which is N int (S − 1, t) = N(S − 1) + 3 S−1 t, with integer t, by the induction hypothesis. This number has to be of the form 2 n S−1 −1 (2 m + 1) (one has to have an odd number after n S−1 d−steps such that s can be applied). Thus 3
, where N(S − 1) = N(S − 1) − 2 and A(S − 1) = 2 (2 n S−1 −2 − 1). Due to Lemma 1 the general solution, with t → x(S −1, n S−1 ; t)= x(S −1; t), m → y(S −1, n S−1 ; t)= y(S −1; t), to shorten the notation, is Therefore the first entry of the sequence CS( n S ; t) is M(S; t) = M(s − 1,
hence M(S) = M(S − 1) + 2D (S−1) c(S − 1) x 0 (S − 1), the claimed recurrence for M(S). The last member of CS( n S−1 ; t) is 3 m + 2 (after applying s on 2 m + 1 from above). Thus N int (S; t) = 3 y(S; t) + 2, or N int (S; t) − 2 = 3 c(S − 1) y 0 (S − 1) + 3 S t. Therefore, N (S) = N(S) − 2 = 3 c(S − 1) y 0 (S − 1) the claim for the N recurrence. Note that the remainder structure of eqs. (20) and (21), expressed also in the Corollary, has also been verified by this inductive proof. The recurrence for c(S) = A(S) − N (S) follows from the one for N(S). b) Positive integer solutions from M int (S; t) and N int (S; t) of part a) are found from the second part of Lemma 1 applied to the equation 3 S−1 x − 2 n S−1 y = c(S − 1), determining t min (S − 1) as claimed. This leads finally to the formulae for M(S; k) and N(S; k) with k ∈ N 0 . 
withD(S) := 1 + S−1 j=0 n j , A(S) := 2 (2 n S −2 − 1), R(S) := 2D (S) x 0 (S) c(S) and y 0 (S)= y 0 (S, n S ),
Proof. This is obvious.
B) The general case n S ≥ 1 can now be found by appending the operation d n S −1 to the above result. This leads to the following theorem. Proof. In order to be able to apply to the Collatz sequences CS([n 0 , n 1 , ..., n S − 1, 1]) (with the results from part A) above) the final d n S −1 operation one needs for the last entries N int (S; t) = N(S) + 3 S t = 2 n S −1 m with some (even or odd) integer m. The new last entries of CS([n 0 , n 1 , ..., n S ]; t) will then be m. The general solution of 3 S − 2 n S −1 m = −N(S) =: c new (S) is according to Lemma 1 Example 11. (ud) n = s S , S ∈ N n S = [0, 1, ..., 1] with S times a 1. For S = 1, 2, 3 and k = 0, 1, ..., 10 one finds N( n S , k) [5, 8, 11, 14, 17, 20 In conclusion the author does not think that the knowledge of all Collatz sequences with a given up-down pattern (a given Collatz word) will help to prove the Collatz conjecture. Nevertheless the problem considered in this paper is a nice application of a simple Diophantine equation.
