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Abstract
Although there has been a surge of interest in applying
domain ontologies to facilitate communications among
computers and human users, engineering of these on-
tologies turns out to be very labor intensive and time
consuming. Recently, some learning methods have been
proposed for automatic or semi-automatic extraction of
ontologies. Nevertheless, the accuracy and computational
efficiency of these methods should be improved to support
large scale ontology extraction for real-world applications.
This paper illustrates a novel domain ontology extraction
method. In particular, contextual information of the
knowledge sources is exploited for the extraction of high
quality domain ontologies. By combining lexico-syntactic
and statistical learning approaches, the accuracy and
the computational efficiency of the extraction process can
be improved. Empirical studies have confirmed that the
proposed method can extract reliable domain ontology
to improve the performance of information retrieval and
facilitate human users to discover and refine domain
ontology.
Keywords: Domain Ontology, Ontology Extraction, Statis-
tical Learning, Information Retrieval.
1 Introduction
The notion of ontology is becoming very useful in
various fields such as intelligent information extraction
and retrieval, cooperative information systems, electronic
commerce, and knowledge management [31]. Since Tim
Berners-Lee, the inventor of the World Wide Web (Web),
coined the vision of a Semantic Web [1] in which back-
ground information of Web resources is stored in the form
of machine-processable meta-data, the proliferation of on-
tologies has under tremendous growth. The success of Se-
mantic Web relies heavily on formal ontologies to structure
data for comprehensive and transportable machine under-
standing [12]. Although there is not a universal consensus
on the definition of ontology, it is generally accepted that
ontology is a specification of conceptualization [8]. In other
words, ontology is a formal representation of concepts and
their interrelationships. It provides a view of the world that
we wish to represent for some purposes [20]. Ontology can
take the simple form of a taxonomy (i.e., knowledge en-
coded in a minimal hierarchical structure) or a vocabulary
with standardized machine interpretable terminology sup-
plemented with natural language definitions. On the other
hand, the notion of ontology can also be used to describe a
logical domain theory with very expressive, complex, and
meaningful information. Ontology is often specified in a
declarative form by using semantic markup languages such
as RDF and OWL [5]. Ontology provides a number of po-
tential benefits in representing and processing knowledge,
including the separation of domain knowledge from appli-
cation knowledge, sharing of common knowledge of sub-
jects among human and computers, and the reuse of domain
knowledge for a variety of applications.
Generally speaking, ontologies can be divided into four
main categories according to their generalization levels
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or the subject of the conceptualization; there are generic
ontologies, representation ontologies, domain ontologies,
and application ontologies. Domain ontologies specify the
knowledge for a particular type of domain [6]. This kind
of ontologies generalize over application tasks in such do-
mains such as medical, tourism, banking, finance, etc. A
well-known example is the Unified Medical Language Sys-
tem (UMLS) and its component parts such as the Medi-
cal Subject Heading (MeSH). The process of constructing
and using ontologies is referred to as ontology engineering.
Ontology engineering follows a development life cycle in-
volving various stages such as specification, conceptualiza-
tion, formalization, implementation, maintenance, knowl-
edge acquisition, evaluation, and documentation [12, 20].
Ontology discovery extends ontology engineering environ-
ments by using automatic or semi-automatic ontology con-
struction tools. The ontology discovery framework encom-
passes ontology import, extraction, pruning, refinement,
and evaluation [13, 12].
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Figure 1. Context-Sensitive Ontology Extrac-
tion Process
Although ontologies are useful in many areas, the en-
gineering of ontologies turns out to be very expensive
and time consuming. Therefore, many automatic or semi-
automatic ontology engineering techniques have been pro-
posed. Automated ontology discovery is vital for the suc-
cess of ontology engineering as a whole because it deals
with the knowledge acquisition bottleneck which is a clas-
sical knowledge engineering problem. Although fully au-
tomatic construction of perfect domain ontology is beyond
the current state-of-the-art, we believe that the automatic
ontology extraction method illustrated in this paper can as-
sist ontology engineers to build domain ontology quicker
and more accurately. Some learning techniques have been
applied to the extraction of domain ontology [2, 6, 25].
Nevertheless, these methods are still subject to further en-
hancement in terms of computational efficiency and accu-
racy. One of the ways to improve domain ontology extrac-
tion is to exploit contextual information from the knowledge
sources. As domain ontology captures domain (context) de-
pendent information, an effective extraction method should
exploit contextual information in order to build relevant on-
tologies.
Figure 1 depicts the proposed methodology of context-
sensitive domain ontology extraction. A text corpus is
parsed to analyze the lexico-syntactic elements. For in-
stance, stop words such as “a, an, the” are removed from
the source documents since these words appear in any con-
texts and they cannot provide useful information to describe
a domain concept. For our implementation, a stop word file
is constructed based on the standard stop word file used in
the SMART retrieval system [23]. Lexical pattern is identi-
fied by applying Part-of-Speech (POS) tagging to the source
documents and then followed by token stemming based on
the Porter stemming algorithm [21]. We refer to the Word-
Net lexicon [14] to tag each word during this process. Dur-
ing the linguistic pattern filtering stage, certain linguistic
patterns are extracted based on the specific requirements
specified by the ontology engineers. For example, the on-
tology engineers may only focus on the “Noun Noun” and
“Adjective Noun” patterns instead of all the linguistic pat-
terns. This is in fact a good way to gain computational ef-
ficiency by reducing the number of patterns for further sta-
tistical analysis. In addition, to extract relevant domain spe-
cific concepts, the appearances of concepts across different
domains should be taken into account. The basic intuition is
that a concept frequently appears in a specific domain (cor-
pus) rather than many different domains is more likely to be
a relevant domain concept. The statistical Token Analysis
step employs the information theoretic measure to compute
the co-occurrence statistics of the targeting linguistic pat-
terns. Finally, taxonomy of domain concepts is developed
according to the subsumption based fuzzy computational
method. The details of the proposed ontology extraction
method will be discussed in Section 4.
The main contribution of our research work presented
in this paper is the development of a novel domain ontol-
ogy extraction method which exploits contextual informa-
tion embedded in source documents. By combining lexico-
syntactic and statistical learning approaches, the accuracy
and the computational efficiency of the extraction process
is improved [13]. The remainder of the paper is organized
as follows. Section 2 highlights previous research in the
related area and compare these research work with ours.
The cognitive and linguistic foundations of the proposed
context-sensitive ontology extraction method is described
in Section 3. The computational details of the proposed on-
tology extraction method are then illustrated in Section 4.
Section 5 reports the empirical testing of our domain on-
tology extraction method. Finally, we offer concluding re-
marks and describe future direction of our research work.
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2 Related Research
Chuang and Chien proposed a clustering based method
to generate topic hierarchies (i.e., taxonomies) from short
text segments [3]. To effectively cluster these short text seg-
ments, the contexts of the text segments are explored. The
text segments are first converted into some queries against
an Internet search engine. The top ranked snippets from the
result sets are then used to extract relevant contextual infor-
mation. The vector-space model is adopted to represent the
text segments and the cosine-similarity metric of the vector-
space model is used to measure the similarity of text seg-
ments. A variant of the agglomerative hierarchical cluster-
ing algorithm is applied to merge similar text segments in-
crementally. To produce a more human readable taxonomy
of short texts, a min-max (minimizing similarity between
clusters and maximizing similarity within clusters) parti-
tioning approach is used to convert the binary hierarchy into
a multi-way tree hierarchy. User studies have confirmed
that their proposed approach can generate better quality of
taxonomies when compared with that produced by the tra-
ditional agglomerative hierarchical clustering approach or
the hierarchical k-means clustering method over a variety
of domains. Our work differs from their research in that we
are dealing with documents (e.g., Net news, emails, Web
pages, etc.) rather than short texts. Therefore, our method
does not rely on the contextual information provided by a
search engine. More importantly, a novel subsumption ori-
ented method rather than a clustering approach is developed
to discover taxonomies of concepts which form the basis
of domain ontologies. As indicated by Chuang and Chien,
their method is good in finding related or similar instances
but has a limitation in determining the subsumption rela-
tionships (i.e., broader or narrower relationships between
instances).
Cimiano et al. presented an automatic taxonomy learn-
ing algorithm to extract concept hierarchies from a text cor-
pus [4]. In particular, their taxonomy learning method is
based on formal concept analysis [32]. Formal concept
analysis is a systematic method for deriving implicit rela-
tionships among objects described by a set of attributes.
Formal concept analysis can be seen as a conceptual clus-
tering techniques at it provides intensional descriptions for
the abstract concepts. Central to formal concept analysis
is the notion of a context which is essentially the promi-
nent attributes or features common to a set of objects of
the same class. In order to derive attributes from a certain
corpus, part-of-speech tagging and linguistic analysis are
performed to extract verb/prepositional phrase complement,
verb/object and verb/subject dependencies. For each noun
appearing as head of the extracted syntactic structures, the
corresponding verbs are taken as the attributes for building
the formal context. Their approach is evaluated by com-
paring the automatically generated concept hierarchies with
hand-crafted taxonomies in a tourism and a finance domain.
The ontology extraction method illustrated in this paper em-
ploys a novel subsumption based mechanism rather than the
formal concept analysis approach to generate concept lat-
tice. Semantically richer context vectors are used to rep-
resent concepts in our approach as opposed to the simple
verb-based features employed by formal concept analysis.
In addition, our concept hierarchies support multiple in-
heritance (a child with multiple parents) whereas only tax-
onomy trees are generated by the formal concept analysis
method.
Sanderson and Croft [25] proposed a document-based
subsumption induction method to automatically derive a
hierarchy of terms from a corpus. In particular, the sub-
sumption relations among terms are developed based on
the co-occurrence of terms in the documents of a corpus.
For example, term t1 is considered more specific than an-
other term t2 if the appearance of t1 in a document im-
plies the appearance of t2 in the same document but not
vice versa. They adopted an artificial threshold such as
Pr(t2|t1) ≥ 0.8 as a fixed cut-off to determine the speci-
ficity relation between t1 and t2. Even though the idea is
interesting, the computational method may not be robust
enough to deal with taxonomy extraction tasks in general.
Our method differs from their work in that we are deal-
ing with the more challenging task of concept hierarchy
extraction rather than term relationship extraction. In ad-
dition, our method extends their computational method in
that the co-occurrence of terms is derived based on a mov-
ing text window rather than the whole document to reduce
the chance of generating noisy subsumption relations. Our
method is more robust than their approach because there
is no need of specifying an artificial threshold to establish
concept specificity relation.
A semiautomatic ontology engineering environment
called OntoEdit has been developed [12, 13]. The work-
bench supports ontology import, extraction, pruning, refine-
ment, and evaluation. Merging existing semantic structures
or defining mapping rules between these structures allows
importing and reusing available ontologies. Ontology ex-
traction is one of the main tasks of ontology engineering,
which deals with learning the appropriate ontologies from
the domain sources. The initial ontology which results from
import, reuse, and extraction, is then pruned to better fit the
purpose of the particular application. Traditional text pro-
cessing techniques such as n-gram [24] is used to extend the
set of lexical entries L based on source documents. Hierar-
chical clustering is applied to learn the taxonomy relations
HC . In addition, morphological analysis and generalized
association rule mining are applied to learn the relations R
among some concepts C. Our work presented in this pa-
per focuses on the ontology extraction stage of the ontology
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engineering cycle. Moreover, a subsumption-based compu-
tational method rather than the traditional clustering method
is used for the extraction of concept lattice.
An ontology discovery approach is proposed to improve
domain ontologies by mining the hidden semantics from
text [6]. The learning approach is based on self-organizing
map (SOM). The words occurring in free-form text docu-
ments from the application domain are clustered according
to their semantic similarity based on statistical context anal-
ysis. A word is described by words that appear within a
fix-sized context window, semantic relations of words are
then extracted and represented in the self-organizing map.
As a result, words that refer to similar objects are found in
neighboring parts of the map. The two dimensional map
representation provides an intuitive interface for browsing
through the vocabulary to discover new concepts or rela-
tions between concepts that are still missing in the ontol-
ogy. The limitation of the SOM-based ontology extraction
is that concept hierarchy cannot be generated, whereas our
proposed extraction method can automatically compose the
hierarchical concept graph.
The Growing Self-Organizing Map (GSOM) is applied
to develop a hybrid model for automatic discovery of ontol-
ogy [2]. The GSOM method alleviates the shortcomings of
the SOM approach in that taxonomy of relations can be built
because the self-organizing maps can grow at different lev-
els of abstraction. The hybrid system utilizes background
knowledge derived from WordNet [14] to improve the clus-
tering performance. For instance, high level concepts en-
coded in WordNet are used to replace the terms extracted
from source documents before GSOM-based clustering is
performed. The GSOM method extends the previous SOM-
based methods in that the new framework supports the dis-
covery of multiple inheritance which is one of the critical
issues in ontology-based systems. Our ontology extraction
method also utilizes WordNet to deal with the term smooth-
ing problem. However, we use a fuzzy subsumption based
computational mechanism rather than clustering to derive
concept lattice.
The OntoLearn system [15, 17] was developed for auto-
mated ontology learning. The system extracts relevant do-
main terms from a corpus of text, relates them to appropri-
ate concepts in WordNet (a general-purpose ontology) and
SemCor (a concordance package where texts are manually
tagged with semantic information), and detects taxonomic
and other semantic relations among the concepts. The sys-
tem has been applied to automatically translate multiword
terms from English to Italian. As can be seen, the limitation
of such a method is that the semantic relations among con-
cepts are derived purely based on the WordNet and SemCor
databases. Therefore, it is a static rather than dynamic tax-
onomy discovery method. For concepts that do not appear
in the static lexicon, it is difficult to uncover their semantic
relationships. The novel ontology extraction method dis-
cussed in this paper provides a dynamic way of discovering
concepts and their semantic relationships based on the con-
textual information presented in a domain (e.g., a corpus).
A system called Sextant that syntactically analyzes texts
to extract contexts for calculating the similarity between
two terms has been developed [7]. A set of context-based
relations are extracted by the system through the linguis-
tic analysis process which involves morphological analysis,
grammatical disambiguation, noun and verb phrase detec-
tion and relation extraction. By means of the Jaccard mea-
sure, the semantic distance of the extracted relations can be
compared. The main problem of this method is the possi-
bility of generating many noisy relations. Our method em-
ploys the windowing process to reduce the chance of gen-
erating noisy term relations. In addition, domain relevance
score is compute for each concept so that we can further
filter out the concepts that are common across domains.
Educational intermediaries store meta-data descriptions
on each learning resource providing information on its char-
acteristics [18]. In order to ensure the concise communica-
tions between the users and the learning resources, auto-
matic discovery of taxonomies of learning resources is re-
quired. A data mining approach is proposed to discover
the relations of the meta-data describing the various learn-
ing resources. Terms from the meta-data files are scanned
and stop words are removed. Language engineering tools
such as WordNet [14] are used for extracting the word roots
(lemmatization) and the Brill tagger algorithm is used for
part of speech tagging. As a result, a set of unique keywords
is extracted. A data matrix with each column corresponding
to a learning resource and each row corresponding to a key-
word is developed. A graph-based clustering algorithm is
then applied to the data matrix to discover meaningful con-
cepts for the learning resources and to identify the relations
among the concepts.
3 Cognitive and Linguistic Foundations
The proposed context-based ontology extraction method
is based on the distributional hypothesis which assumes that
terms (concepts) are similar according to the extent that they
share similar linguistic contexts [9]. In particular, we bor-
row the notion of collocational expressions from computa-
tional linguistic to identify the semantics of some lexical
elements such as terms from text corpora. In this paper,
a term refers to one or more tokens (words). A term is a
concept if it carries recognizable meaning specific to a do-
main [16]. Research in computational linguistic has found
that the meaning of a textual unit (e.g., a sentence) can
be understood by extracting the collocational expressions
within the unit [27]. Collocational expressions are groups
of words related in meaning, and the constituent words of
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an expression are frequently found in a near loci of a few
adjacent words in a textual unit [27, 29]. The collocational
expressions are indeed providing the underlying context of
a given concept embedded in natural language text such as
Web documents. The Oxford English Dictionary gives sev-
eral definitions for the term “context”: (1) what comes be-
fore and after a word, phrase, statement, etc. helping to fix
the meaning; (2) circumstances in which an event occurs.
The first definition is more relevant to ontology discovery
research, while the second reflects the more general appli-
cation of the concept to Artificial Intelligence (AI).
negotiator
0.65
officer
0.72
chief 
executive
economist
0.63
architect wolitarsky
0.61
0.44
Figure 2. Domain Specific Semantics of the
Concept “Chief Executive”
Contextual information has long been recognized as one
of the major contributors to concept learning in the field of
computer science [34]. Nevertheless, to automatically de-
tect the semantics (meanings) of a concept is not a trivial
task since the meanings of a concept is context (domain)
dependent. For example, the concept “bank” can refer to a
financial institute such as a “commercial bank, or refer to
the raised shelf of ground such as the “river bank”. There-
fore, to accurately extract domain ontologies from text, con-
textual information must be exploited to disambiguate dif-
ferent senses. In this regard, static lexicons (i.e., generic
linguistic ontologies) such as WordNet [14] with meanings
(senses) computed a priori may not be able to capture the
specific semantics of concepts pertaining to a particular ap-
plication domain. However, WordNet can be used to boot-
strap the performance of information extraction when do-
main ontologies are built [15, 17]. Our general approach is
that the collocational expressions are first extracted from the
source documents; these collocational expressions which
carry context-sensitive semantics are then used to define the
meanings of the concepts.
In the field of information retrieval (IR), the notion
of context vectors [10, 26] has been proposed to give
computer-based representations of concepts. In this ap-
proach, a concept is represented by a vector of fea-
tures (words) and their numerical weights. The weight
of a feature indicates the extent to which the partic-
ular feature is associated with the underlying concept.
For example, the concept “chief executive” is repre-
sented by the features (words) such as officer, negotia-
tor, economist, etc. as depicted in Figure 2, which is an
interesting example by parsing the Reuters-21578 corpus
(http://www.research.att.com/˜lewis). The context vector
of “chief executive” is shown as follows:
Concept: chief executive
Context Vector:
{(officer, 0.72), (economist, 0.65), (negotiator, 0.63),
(architect, 0.61), (wolitarsky, 0.44)}
The context vector can be seen as a point in a multi-
dimensional geometric information space with each dimen-
sion representing a property term. The weight of a prop-
erty term such as (“officer”, 0.72) indicates how strongly the
underlying term is related to the concept “chief executive”
in the particular domain (i.e., a financial domain covered
by the Reuters-21578 corpus). It should be noted that the
meanings (senses) of “chief executive” is “head of state” or
“presidency” as defined in WordNet, which is quite differ-
ent from that discovered by our context-sensitive extraction
method. The last feature in the example context vector is
“wolitarsky” which is the name of the chief executive of a
financial institution often mentioned in the Reuters finan-
cial news in that period. So, our method can really discover
domain specific relation such as “wolitarsky” is a chief ex-
ecutive. Static lexicons such as WordNet can only capture
the lexical knowledge of a concept, but fails to represent
domain specific non-lexical knowledge.
With our ontology extraction method, a property term
such as “economist” could be a concept by its own and is de-
fined by other property terms (features). Therefore, our con-
cept representation is based on a network topology rather
than a tree structure. According to human information pro-
cessing theory, human long-term memory can be perceived
as a semantic network of nodes (concepts) and links (as-
sociations) [22]. Information is retrieved via the so-called
spreading activation process in which a stimuli reaches the
long-term memory causing relevant information and asso-
ciations being activated as in a chain reaction. As can be
seen, our representation scheme is a good approximation
of human long-term memory storing concepts relevant to a
particular situation (domain).
4 Lexico-Syntactic and Statistical Analysis
After standard document pre-processing such as stop
word removal, POS tagging, and word stemming [24],
a windowing process is conducted over the collection of
documents. This makes our method quite different from
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the approach developed by Sanderson and Croft [25] which
does not take into account the proximity between tokens.
The proximity factor is a key to reduce the number of
noisy term relationships. For each document (e.g., Net
news, Web page, email, etc.), a virtual window of δ words
is moved from left to right one word at a time until the
end of a sentence is reached. Within each window, the
statistical information among tokens is collected to develop
collocational expressions. Such a windowing process has
successfully been applied to text mining before [11]. The
windowing process is repeated for each document until the
entire collection has been processed. According to previous
studies, a text window of 5 to 10 terms is effective [10, 19],
and so we adopt this range as the basis to perform our
windowing process. To improve computational efficiency
and filter noisy relations, only the specific linguistic pattern
(e.g., Noun Noun, and Adjective Noun) defined by an
ontology engineer will be analyzed. The following is an
example segment of a news article in the Reuters-21578
collection:
<REUTERS OLDID="5545" NEWID="2">
<TITLE>STANDARD OIL TO FORM FINANCIAL
UNIT</TITLE>
<BODY>Standard Oil Co and BP North
America Inc said they plan to form
a venture to manage the money market
borrowing and investment activities
of both companies.
</BODY></TEXT> </REUTERS>
After parsing the main body of the news article, our
ontology extraction program will remove the stop words,
apply POS tagging and stem the words. So, the result will
look like:
standard (Adj) oil (N) co (N)
bp (N) north (Adj) america (N)
inc (N) said (V) plan (V) form (V)
venture (N) manage (V) money (N)
market (N) borrow (V) investment (N)
activit (N) compan (N) .
Assuming that the window size of 5 is used and the on-
tology engineer specifies the “Noun Noun” linguistic pat-
tern as the only focus, the potential concepts “Oil Co” and
”Co BP” will be extracted from the first virtual text win-
dow. The concept “Oil Co” might be represented by the
features such as “standard”, “bp”, and “north”. After pars-
ing the whole corpus, the statistical data (by statistical token
analysis) about the potential concepts can be collected. If a
feature has an association weight lower than a pre-defined
threshold µ, it will be discarded from the context vector of
the concept.
For statistical token analysis, Mutual Information (MI) is
adopted as the basic computational method. Mutual Infor-
mation has been applied to collocational analysis [19, 30]
in previous research. Mutual Information is an information
theoretic method to compute the dependency between two
entities and is defined by [28]:
MI(ti, tj) = log2
Pr(ti, tj)
Pr(ti)Pr(tj)
(1)
where MI(ti, tj) is the mutual information between term
ti and term tj . Pr(ti, tj) is the joint probability that both
terms appear in a text window, and Pr(ti) is the probabil-
ity that a term ti appears in a text window. The probability
Pr(ti) is estimated based on |wt||w| where |wt| is the number
of windows containing the term t and |w| is the total number
of windows constructed from a textual database (i.e., a col-
lection). Similarly, Pr(ti, tj) is the fraction of the number
of windows containing both terms out of the total number
of windows.
We propose Balanced Mutual Information (BMI) to
compute the association weights among tokens. This
method considers both term presence and term absence as
the evidence of the implicit term relationships.
Ass(ti, tj) ≈ BMI(ti, tj)
= αPr(ti, tj)AMI(ti, tj)−
(1− α)(Pr(ti,¬tj) log2( Pr(ti,¬tj)Pr(ti)Pr(¬tj) )+
Pr(¬ti, tj) log2( Pr(¬ti,tj)Pr(¬ti)Pr(tj) ))
(2)
AMI(ti, tj) =
{
log2(
Pr(ti,tj)
Pr(ti)Pr(tj)
+ β) if Pr(ti,tj)Pr(ti)Pr(tj) = 1
log2
Pr(ti,tj)
Pr(ti)Pr(tj)
otherwise
(3)
where Ass(ti, tj) is the association weight between term ti
and term tj . Such an association value is approximated by
the BMI score. Pr(ti, tj) is the joint probability that both
terms appear in a text window, and Pr(¬ti,¬tj) is the joint
probability that both terms are absent in a text window. The
factor α > 0 is a weight assigned to the positively associ-
ated mutual information. The amended mutual information
(AMI) consists of a parameter (β >> 1) to adjust the stan-
dard mutual information. The effect of such an adjustment
Eq.(3) is that if a pair of terms always appear together in
a textual database, the maximal mutual information is de-
rived. The reason is that it is counter-intuitive to have a
zero BMI value if two terms always appear together in ev-
ery text window. Since our text mining method is applied
after removing stop words, such an adjustment is reasonable
to capture the intuition of significant term co-occurrence. In
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Eq.(2), each MI value is then normalized by the correspond-
ing joint probabilities. Only a feature with an association
weight greater than a threshold µ (i.e., Ass(ti, tj) > µ)
will be considered a significant feature for representing a
concept in a context vector. After computing all the BMI
values in a collection, these values are subject to linear scal-
ing such that each term association weight is within the unit
interval ∀ti,tjAss(ti, tj) ∈ [0, 1]. In should be noted that
the constituent terms of a concept are always implicitly in-
cluded in the underlying context vector with a default asso-
ciation weight of 1.
To further filter the noisy concept relations, which has
been identified as the main challenge in statistical concept
learning [13], only the relatively prominent concepts for a
domain will be further explored. We adopt the TFIDF [24]
like heuristic to filter non-relevant domain concepts. Simi-
lar approach has also been used in ontology learning [17].
For example, if a concept is significant for a particular do-
main, it will appear more frequently in that domain when
compared with its appearance in other domains. The fol-
lowing measure is used to compute the relevance score of a
concept:
Rel(c,Di) =
Dom(c,Di)∑n
j=1 Dom(c,Dj)
(4)
where Rel(c,Di) is the relevance score of a concept c in the
domain Di. The term Dom(c,Di) is the domain frequency
of the concept c (i.e., how many documents containing such
a concept). The higher the value of Rel(c,Di), the more
relevant the concept is for domain Di. Based on empiri-
cal testing, we can estimate a threshold rel for a particu-
lar domain. Only the concepts with relevance score greater
than the threshold will be selected (i.e., concept extraction
in Figure 1). For each selected concept, its context vec-
tor will be expanded based on the synonymy relation de-
fined in WordNet [14]. This is in fact a smoothing proce-
dure [4]. The intuition is that some property terms (features)
that are relevant for a particular concept may not co-occur
with the concept in a corpus. To make our ontology extrac-
tion method more robust, we need to consider these missing
features. For instance, our example context vector for “chief
executive” will be expanded with the feature “presidency”
found from the synonymy relation of WordNet.
The finale stage towards our ontology extraction method
is taxonomy generation based on subsumption relations
among extracted concepts. Let Spec(cx, cy) denotes that
concept cx is a specialization (sub-class) of another concept
cy . The degree of such a specialization is derived by:
Spec(cx, cy) =
∑
tx∈cx,ty∈cy,tx=ty Ass(tx, cx)⊗Ass(ty, cy)∑
tx∈cx Ass(tx, cx) (5)
where ⊗ is a standard fuzzy conjunction operator which
is equivalent to a minimum function. The above formula
states that the degree of subsumption (specificity) of cx to
cy is based on the ratio of the sum of the minimal asso-
ciation weights of the common features of the two con-
cepts to the sum of the feature weights of the concept cx.
For instance, if every property term of cx is also a prop-
erty term of cy , a high specificity value will be derived.
In general, Spec(cx, cy) takes its values from the unit in-
terval [0, 1] and it is an asymmetric relation. Since it is a
fuzzy rather than a crisp relation, Spec(cy, cx) may also be
true to certain degree. When the taxonomy graph is de-
veloped, we only select the subsumption relation such that
Spec(cx, cy) > Spec(cy, cx) and Spec(cx, cy) > λ where
λ is a threshold to distinguish significant subsumption rela-
tions. If Spec(cx, cy) = Spec(cy, cx) and Spec(cx, cy) >
λ is established, the equivalent relation between cx and cy
will be extracted. Figure 3 shows the topology of an exam-
ple taxonomy graph.
Cx Cy
C1 C2 C3 C4
Ca Cb
Equivalent
Is-a
Equivalent
Is-a
Is-a
Is-a
Figure 3. An Example of Taxonomy Graph
5 Evaluation
Since one of the most important applications of domain
ontology is for intelligent information retrieval, our context-
sensitive ontology extraction method is evaluated within the
context of information retrieval. Our first experiment is
similar to the routing tasks used in the Text REtrieval Con-
ference (TREC) (http://trec.nist.gov/) which is
a well-known international benchmark forum for informa-
tion retrieval systems. As the TREC document collection is
only available to the TREC participants, the freely available
Reuters-21578 standard corpus with the Lewis-Split subset
which contains 19,813 documents (13 MB) is used in our
experiments. The training set consists of 13,625 documents
and the test set consists of 6,188 documents. Our domain
ontology is automatically constructed based on the training
set only. In this experiment, a window size of 5, a term size
of 1, and the Noun pattern are used.
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For our ontology extraction method, a concept’s rele-
vance score defined in Eq. 4 is computed with respect to
a variety of domains. Therefore, several other corpora are
constructed based on the Web documents retrieved under
different Yahoo categories such as “computer”, “entertain-
ment”, “education” etc. For the Reuters-21578 corpus, a set
of queries are composed based on the pre-defined Reuters
topics such as “acquisition”, “barley”, “cocoa”, etc. and
one relevant document from the training set. Each query is
then applied to the testing set and the documents are ranked
with respect to their relevance to the query. The vector-
space model [23] is employed in this routing task. For in-
stance, the standard TFIDF term weighting scheme is used
to compute the term weights of a document and a query re-
spectively, and the cosine similarity measure is used to rank
each document:
sim(−→q ,−→d ) =
∑n
i=1 wq(ki)× wd(ki)√∑n
i=1(wq(ki))2 ×
√∑n
i=1(wd(ki))2(6)
where−→q and−→d are the query vector and the document vec-
tor respectively. The term wq(ki) represents the weight of
the ith keyword ki in the query vector −→q , and the term
wd(ki) represents the weight of the ith keyword ki in the
document vector −→d .
The routing tasks are performed with (the experimen-
tal group) and without (the control group) the help of our
automatically constructed domain ontology. Basically, the
domain ontology is used for query expansion [33] for the
routing task. For instance, each term in the original query
is expanded with respect to the domain ontology to obtain
a equivalent or a broader term. Standard performance mea-
sures [24] such as precision, recall, and F-measure are then
computed based on the top 100 documents retrieved in both
groups:
Precision =
a
a+ b
(7)
Recall = aa+c (8)
Fη =
(1 + η2)Precision×Recall
η2Precision+Recall
(9)
where a, b, c represent the number of retrieved relevant doc-
uments, the number of retrieved non-relevant documents,
and the number of not retrieved relevant documents re-
spectively. The Fη=1 measure and the recall results of 10
randomly selected Reuters topics are depicted in Table 1.
The first column in Table 1 shows the topic names of the
Reuters-21578 collection; the second column shows the
number of true relevant documents for each topic. The re-
maining two columns are the Fη=1 and the recall results
achieved when domain ontology is applied to expand ini-
tial query. The last two columns show the Fη=1 and the
recall figures when domain ontology is not used for query
expansion. As can be seen in Table 1, the Fη=1 scores for
all the topics are improved with the help of the automati-
cally extracted domain ontology. The average improvement
in terms of the Fη=1 measure is 19.9% in this experiment.
The difference of IR performance in the two experiment-
ing groups is statistically significant (p < 0.01) according
to a paired one tail t-test based on the Fη=1 score and the
recall figures. Therefore, we can conclude that the automat-
ically extracted domain ontology is with good quality and it
is useful for enhancing information retrieval performance.
With Ontology No Ontology
Topic |Rel| Fη=1 Recall Fη=1 Recall
fuel 21 0.215 0.619 0.182 0.524
gas 38 0.217 0.395 0.188 0.342
grain 92 0.396 0.413 0.333 0.348
heat 19 0.151 0.474 0.118 0.368
housing 20 0.183 0.550 0.150 0.450
income 13 0.124 0.538 0.106 0.462
iron-steel 55 0.335 0.473 0.310 0.436
jobs 63 0.356 0.460 0.307 0.397
orange 27 0.189 0.444 0.157 0.370
palm-oil 27 0.205 0.481 0.126 0.296
Average 0.237 0.485 0.198 0.399
Table 1. Comparative IR Performance
with/without the Domain Ontology
As one of our main hypotheses is that the automatically
extracted domain ontology can help ontology engineers to
refine and discover ontology, our second experiment in-
volves a user study to assess the performance of ontology
construction carried out by two groups of people. The sub-
jects are 20 students who are randomly selected from an
undergraduate course. They are told to take the role of
ontology engineers for the development of a taxonomy of
“intelligent software agents”. These students have attended
lectures in intelligent agents and are given sufficient time to
read several articles about intelligent software agents before
the experiment begins. The subjects are divided into two
group, with one group given the automatically constructed
domain ontology about intelligent agents (the experimen-
tal group), and the second group without such an assistance
(the control group). Subjects in both groups can refer to
the given articles about intelligent agents during the exper-
iment. Within each group, the subjects work in a pair to
conduct the taxonomy creation task. The performance mea-
sures are adopted from a previous study [3] which include
the factors:
• Cohesiveness - Whether each concept at the taxonomy
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is unique and not overlapped with one another;
• Isolation - Whether the concepts at the same level are
distinguishable and not subsume one another;
• Hierarchy - Whether the taxonomy is traversed from
broader concepts at the higher levels to narrow con-
cepts at the lower level;
• Readability - Whether the concepts at all levels are
easy to be comprehended by human;
A five point semantic differential scale from very good
(5), good (4), average (3), bad (2), to very poor (1) is used to
measure these variables. At the end of the experiment, the
subjects hand in their taxonomies to a domain expert for rat-
ing. In addition, the time spent (in minutes) by each team in
developing the taxonomy is recorded. The average perfor-
mance of the two groups of students is tabulated in Table 2.
The second and the third columns of Table 2 show the av-
erage results achieved by the experimental group (with the
help of the auto-generated domain ontology). The last two
columns of Table 2 show the average results achieved by the
control group. Even though the quality scores achieved by
both groups are not significantly different, the experimental
group does spend considerably less time (52.2 minutes) to
develop the taxonomy of intelligent software agents when
compared with the control group. Therefore, our hypothesis
is confirmed that the computer generated domain ontology
can assist human to discover and to refine domain ontology
quicker.
With Ontology No Ontology
Mean STD Mean STD
Cohesiveness 4.1 0.89 4.0 0.88
Isolation 3.8 0.40 3.9 0.38
Hierarchy 3.0 0.63 2.8 0.63
Readability 4.2 0.40 4.3 0.49
Time 53.0 8.88 105.2 9.73
Table 2. Comparative Performance of Two
Knowledge Engineering Groups
6 Conclusions
Ontology is believed to be very useful for many fields
such as intelligent information retrieval, cooperative infor-
mation systems, electronic commerce, knowledge manage-
ment, and the semantic Web. However, the biggest chal-
lenge for the wide spread applications of ontologies is on
the construction of these ontologies because it is a very la-
bor intensive and time consuming process. This paper il-
lustrates a novel automatic ontology extraction method to
facilitate the ontology engineering process. In particular,
contextual information of a domain is exploited so that more
reliable domain ontology can be extracted. The proposed
extraction method combines lexico-syntactic and statistical
learning approaches so as to reduce the chance of gener-
ating noisy relations and to improve the computational ef-
ficiency. Empirical studies have been performed to eval-
uate the quality of the domain ontology extracted by the
proposed method. Our preliminary experiments show that
the extracted domain ontology can significantly improve the
performance of information retrieval. Moreover, ontology
engineers can take the automatically generated ontology as
the basis for further ontology discovery and refinement. As
a result, the time spent on the ontology discovery process
is reduced. Future work involves comparing the accuracy
and the computational efficiency of our extraction method
with that of the other approaches. In addition, larger scale
of quantitative evaluation of our ontology extraction method
will be conducted.
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