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Abstract—We propose a combined uplink/downlink oppor-
tunistic scheduling algorithm for infrastructure WLANs. In the
presence of both uplink and downlink flows, an infrastructure
WLAN suffers from the uplink/downlink unfairness problem
which severely decreases the throughput of the access point (AP).
We resolve the unfairness by maintaining a separate queue and a
backoff timer for each associated mobile station (STA) at the AP.
We also increase the system throughput by making the backoff
time a function of the channel gains. This reduces the collision
probability also. We theoretically analyze the performance of
the system under symmetric statistics for all users and validate
the analysis by extensive simulations. Simulation results show
increase in system throughput by over 40% compared to the
802.11 MAC.
Index Terms—WLAN, Opportunistic scheduling.
I. INTRODUCTION
Wireless local area networks (WLANs) based on the IEEE
802.11 family of standards have seen rapid proliferation in
the past few years. From the time the original version of
the standard IEEE 802.11 was released in 1997, IEEE 802.11
family of standards has been continuously evolving with the
release of several substandards and amendments to meet the
evergrowing traffic demands. Performance of DCF, the default
MAC protocol in infrastructure WLANs has been the subject
of numerous research studies ([1]–[3]). The DCF protocol is
well-known to be inefficient and to cause significant fairness
issues in the infrastructure WLANS([4]–[6]). In this paper
we address both of these issues. First we review the relevant
literature.
A. Opportunistic scheduling
When there are multiple nodes contending for access to a
channel, a subset of these nodes will see a relatively good
channel quality to their destination. Opportunistic scheduling
algorithms aim to take advantage of the instantaneous channel
variations by scheduling the users with good channels to
their destination for transmission. Nodes with good channel
conditions can transmit at higher data rates for a given error
performance, thereby maximising the system throughput.
A multitude of opportunistic scheduling schemes have been
proposed for IEEE 802.11 WLANs in the literature. Most
of these schemes, e.g., MAD[7], OSMA[8], WDOS[9] and
CFCA[10] perform opportunistic scheduling only for the
downlink. Some opportunistic schemes, e.g. O-CSMA/CA[11]
have been proposed exclusively for the uplink. To the best of
our knowledge, only [12] proposes opportunistic scheduling
for both the uplink and the downlink.
The authors in [12] argue that, in downlink-only oppor-
tunistic scheduling schemes, without proper scheduling in the
uplink, the gain from opportunistic scheduling reduces as the
number of stations increase. This is because the AP gets fewer
chances to transmit its packets due to the uplink-downlink
unfairness in the infrastructure WLAN (section I-B).
Another challenge in designing opportunistic scheduling for
WLANs is obtaining timely channel state information (CSI)
at the transmitters. The opportunistic scheduling schemes
mentioned above differ in the method by which the CSI is ac-
quired. Early opportunistic scheduling schemes like MAD[7],
OSMA[8], WDOS[9] send a multicast RTS (MRTS) contain-
ing a prioritized list of potential receivers. These receivers
then estimate their channel quality from the MRTS packet
and reply back with CTS to the AP in an order based on their
priority and/or the channel gain from the AP. Such schemes
incur large overheads due to channel probing and feedback
which greatly reduces the gains obtained due to opportunistic
scheduling. Moreover, such schemes cannot be implemented
in the uplink.
On the other hand, in CFCA[10] the channel gain is
estimated based on the SNR of the CTS and ACK control
packets. The authors in [10] claim that the error in channel
estimation is within the acceptable range. Furthermore, [13]
shows that opportunistic scheduling using CSI obtained using
exisiting ARQ signals like ACK achieve significant throughput
gains by exploiting a reasonable level of multiuser diversity
without the complexity of having explicit feedback.
B. Uplink Downlink Unfairness
A serious unfairness betweeen uplink and downlink flows
is seen in infrastructure WLANs with IEEE 802.11 DCF
MAC scheme. In an infrastructure WLAN, the access point
(AP) carries traffic for all the mobile stations (STAs) in the
downlink. It competes with STAs in the uplink using the DCF
MAC protocol to gain access to the channel. However, the
DCF protocol ensures equal probability of channel access to all
competing stations irrespective of their offered load. In other
words, the long term probability that the AP wins contention
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is 1N+1 , where N is the number of mobile stations eventhough
it may have much more traffic to transmit than the STAs.
A number of papers have addressed the issue of up-
link/downlink unfairness in 802.11 WLANs at the MAC layer
([5], [14]–[17]) as well as at the upper layers ([18]–[20]).
The MAC layer solutions to the unfairness problem usually
either assign higher priority to the AP by proper tuning of the
backoff parameters or the interframe spaces ([5], [14], [15])
or allow the AP to send more data packets when it gets the
access to the channel ([16], [17], [21]).
In [22], the authors maintain a separate queue at the AP
and a separate random backoff timer for each mobile station.
The advantage of such a scheme is that it requires minimal
changes over the existing 802.11 DCF scheme. However it also
increases the probability of collision. We use a similar method
wherein the AP maintains a separate queue and backoff timer
for each mobile station. However our timer is not random
and is opportunistic thereby reducing collisions and increasing
throughput.
The rest of the paper is organized as follows. The system
and the channel model is explained in Section II. The SNR to
timer mapping used in our opportunistic scheduling scheme is
described in Section III. A detailed performance analysis of
the system is carried out in Section IV-A. The results of the
simulations are provided in Section VII. Finally, conclusions
are drawn in Section VIII.
II. SYSTEM MODEL
We consider an infrastructure 802.11 WLAN with N mobile
stations (STAs) associated with a single access point (AP)
(Fig. 1). Each STA has an uplink queue for the packets
destined to the AP. In the 802.11 standard, the AP has one
queue to transmit all data to the users. Also, the backoff timers
at the AP as well as the STAs use the same algorithm resulting
in equal opportunity to access the channel for the AP as well
as the STAs. Since AP has downlink data for all the users,
this causes severe bottleneck at the AP queue. To handle this,
in our setup, the AP has a separate downlink queue for each
of the mobile stations. Packets at the AP are sorted based on
their destinations into these queues and each AP queue sets a
separate backoff timer. Hence, the AP in effect sets a backoff
timer equivalent to the minimum of all the AP queue backoff
timers. If more than one AP queues set the minimum value
of the timers, the AP randomly selects one among them for
transmission in the event that it wins contention. Hence there
are no collisions among the individual queues at the AP.
We assume that the packets are arriving at each of the
queues in the uplink and the downlink as a Poisson process
with rate λ packets/sec. All packets are of same length.
The channel gains are assumed to be constant over the
duration of the transmission of a packet. The channel gain from
the AP to each of the STAs is assumed to be independent of
each other and independent, identically distributed (i. i. d.) in
time. The independence of the channels is justified as the STAs
are assumed to be placed sufficiently far apart from each other.
The i. i. d. assumption in time is used to make the analysis
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Fig. 1: System Model for Opportunistic Scheduling
tractable. However, this is also reasonable and is usually made
in literature.
Our scheme is also applicable for networks with non i. i. d.
channels, but these assumptions are made for theoretical
analysis to be provided later on.
IEEE 802.11 standards specify multiple modulation and
coding schemes at the PHY layer which can be used by a node
depending on the instantaneous link quality to the destination
to satisfy the desired error performance of the system. We
can quantize the continously varying channel into a discrete
number of states based on the transmission rates used during
transmission.
We assume that each queue has perfect channel knowledge
for its channel. Whenever the channel is free for a specified
duration (DIFS), the queues with data to transmit contend
to access the channel. In the 802.11 standard, the backoff
timer of a user is independent of its channel state. However,
in our algorithm, each of these queues sets a backoff timer
which is a function of the instantaneous channel quality to
its destination. The queue which sees the best channel to its
destination will set the smallest timer and will expire first
and win the contention. The winning queue now transmits its
packet to the destination. The scheduling algorithm and the
timer scheme is explained in detail in the next section.
III. TIMER FUNCTION
To begin with, the backoff timer set by a queue during
the contention period must be a monotonically nonincreasing
function of the channel gain to its destination. This ensures
that during each contention period, the queue with the best
channel to the destination is selected for transmission.
Also, the granularity of the backoff timers set is determined
by a parameter called the vulnerability window ∆ of the
WLAN that depends on the maximum transmission duration
and maximum propagation distance of the network[23]. If two
timers expire within this duration, then their transmissions may
result in a collision.
If both an STA queue and the corresponding queue at the
AP have data to transmit, then due to the electromagnetic
reciprocity of the channel, both the STA and the corresponding
AP queue for that particular STA will observe the same
channel gain to their destinations. Therefore, they will set the
same value of backoff timer in each contention period. This
will result in repeated collisions whenever their backoff timers
expire before others until the packet is dropped after the retry
limit for the packet is reached. Therefore, we need to include
randomness also in the backoff timer.
In particular, if the channel is in state i, then the AP and
STA queues will set a backoff timer Ti given by,
a) AP queue:
Ti =
{
2(|H| − i)∆ µs, w .p. p,
(2(|H| − i) + 1)∆ µs, w .p. 1− p. (1)
b)STA queue
Ti =
{
2(|H| − i)∆ µs, w .p. 1− p,
(2(|H| − i) + 1)∆ µs, w .p. p. (2)
where |H| is the number of channel states.
As a result, the probability of collision between the timers
at an AP queue and the corresponding STA queue is reduced.
The probability of the collision depends on the probability p
in equations (1) and (2).
In the rest of the paper, we analyse the performance of this
algorithm and then compare with simulations and the DCF
algorithm of 802.11.
IV. PERFORMANCE ANALYSIS
For simplicity we assume symmetric statistics for all users:
same Poisson arrival rates and same channel gain statistics.
Even then, the exact analysis of the system is intractable and
hence an approximate analysis will be attempted. However, we
will show that it approximates well the actual system simulated
via Qualnet.
Let PA and PS denote the long term probability that an AP
queue and a STA queue is nonempty respectively. Because of
symmetry, these probabilities will be same for every AP and
STA queue respectively.
Let the instants Tk, k ∈ 0, 1, 2, 3, ... represent the instants
when the kth successful transmission ends. Let Rk = Tk −
Tk−1, k ∈ 1, 2, 3, ... . We assume that {Rk, k ≥ 1} are i. i. d..
In other words, the number of packets successfully transmitted
is modelled as a Renewal Process, with the end of successful
transfers being the renewal instants.
A. Rate Equations
Consider a particular AP queue and a STA queue pair for
a particular node index. In any renewal cycle, though there
may be multiple idle or collision events, by definition, there
is exactly one successful packet transmission. Let PA and PS
represent the probability that this successful transmission was
by the tagged AP queue and STA queue respectively.
For every renewal cycle, we associate a reward, IAP = 1 if
the tagged AP queue transmitted successfully in this cycle and
0 otherwise. Let H(t) represent the number of packets trans-
mitted by the tagged AP queue in the interval [0, t). Hence, by
renewal reward theorem ([24]), we get the throughput ΘAP of
the AP queue as,
ΘAP = lim
t→∞
H(t)
t
=
E[IAP ]
E[R]
=
PA
E(R)
a.s. (3)
where the random variable R represents the length of a renewal
cycle.
Similarly, we obtain, the throughput ΘSTA of the STA
queue as,
ΘSTA =
PS
E[R]
a.s. (4)
For low values of arrival rate, the queues are stable, i.e the
departure rate is equal to the arrival rate, i.e.,
λ = ΘAP and λ = ΘSTA. (5)
Assuming that the queues are stable, we solve the set of
equations (5) for PA and PS for increasing values of arrival
rate λ until the probabilities PA and PS are close to 1. This
gives us a measure of the capacity of the system. In Sections V
and VI, we derive expressions for E(R) and PS respectively.
Finally, in Section VII, we compare the values of PA and PS
obtained from analysis above to those from simulation.
V. EXPECTED RENEWAL LENGTH
First, let us focus on a single AP and STA queue pair. At
any time instant, depending on whether the AP and/or the STA
queue is empty/nonempty we define the queue pair to be in
the either of the four states {s0, ..., s3} (Fig 2).
AP queue empty AP queue empty AP queue nonempty AP queue nonempty
STA queue empty STA queue emptySTA queue nonempty STA queue nonempty
State s0 State s1 State s2 State s3
Fig. 2: Queue Pair States
The length of a renewal cycle depends on the state of all
the queue pairs in the system at the beginning of the cycle.
Hence, to calculate expected renewal cycle length E[R], we
will condition on the number of queue pairs in each of the
possible queue pair states. At the beginning of each contention
period, we keep track of the state S = (k1, k2, k3) where,
k1 = Number of queue pairs in state s1,
k2 = Number of queue pairs in state s2,
k3 = Number of queue pairs in state s3.
Let R(k1,k2,k3) represent the length of the renewal cycle
given that the system is in state S = (k1, k2, k3) at the start
of the cycle. Then,
E[R] =
N∑
k1=0
N−k1∑
k2=0
N−k1−k2∑
k3=0
P{S = (k1, k2, k3)}E[R(k1,k2,k3)],
(6)
where,
P{S = (k1, k2, k3)} =
(
N
k1
)(
N−k1
k2
)(
N−k1−k2
k3
)
.P k1+k3AP (1− PAP )N−k1−k3 .P k2+k3STA (1− PSTA)N−k2−k3 .
(7)
In any renewal cycle, there could be idle slots, one or
more collision events followed by a successful transmission
by either an AP or a STA queue. We can think of the renewal
cycle as composed of one or more minislots, where each
minislot is defined as the time interval between end of an idle,
collision or packet transmission duration. In the following, we
write recursive equations in terms of conditional expectations
R(k1,k2,k3) for all possible system states (k1, k2, k3) based on
the state of the system at the beginning and the end of the
first minislot. We solve this set of linear equations and use
equation 6 to obtain the expected renewal cycle length.
1) CASE 1: (k1, k2, k3) = (0, 0, 0):
If all the queues are empty, i.e., the system is in state
S = (0, 0, 0), then the system is idle until a packet arrives
at any of the queues. Let the r.v I represent this duration. It
is exponentially distributed with parameter 2Nλ.
The first packet which arrives to an empty system is equally
likely to arrive at an AP queue or an STA queue. If the packet
arrives to an AP queue, the system goes into the state S =
(1, 0, 0), otherwise it goes to the state S = (0, 1, 0). Therefore,
R(0,0,0) = I + 0.5R(1,0,0) + 0.5R(0,1,0), (8)
and
E[R(0,0,0)] =
1
2Nλ
+ 0.5E[R(1,0,0)] + 0.5E[R(0,1,0)]. (9)
1) CASE II :(k1, k2, k3) 6= (0, 0, 0): As explained in
section III, ∆ is the vulnerability window of the network and δ
is the 802.11 system slot length. In the following, we assume
∆ = δ, in our setup. However, the analysis can easily be
generalized to an arbitary value of the vulnerability window
∆.
A contention period begins when the channel is free for
more than a stipulated amount of time called the DIFS whose
value is defined in the 802.11 standard. Let the time instant τ
represent the beginning of the contention period. If a queue is
nonempty at time τ , then it immediately sets its backoff timer
as a funtion of the channel gain to its destination. Otherwise,
if a packet arrives to an empty queue, say in the mth slot from
the beginning of the contention period, then the queue will set
its backoff timer at time τ +mδ.
Let P isuc,AP
(
k; l; (k1, k2, k3)
)
and similarly
P isuc,STA
(
k; l; (k1, k2, k3)
)
denote the probability that
an AP queue and an STA queue respectively of a queue
pair in state si, i = 0, .., 3 wins contention after k slots,
k = 0, 1, .., Tmax , i.e at time τ + k∆ by setting a backoff
timer of length l∆, l = 0, .., k .. Once a queue wins
contention, the time taken to transmit a packet depends on the
rate of transmission of the packet which in turn depends on
the channel gain it sees to its destination which is inversely
related to the duration of the backoff timer set.
Also let Pcol
(
k; (k1, k2, k3)
)
denote the probability of a
collision between two or more queues after k slots, k =
0, 1, .., Tmax given that the system in state S = (k1, k2, k3).
Expressions for the above defined probabilities are derived in
appendix A-C.
If a successful contention resolution takes place during the
contention period, then the winning queue transmits its packet
to its destination. If the packet is received correctly, then the
renewal cycle ends. Otherwise, if the packet is received in
error or if a collision occurs during contention, then a new
contention period starts when the channel is sensed to be free
for more than the DIFS period.
Therefore, for each valid state S = (k1, k2, k3), we write
recursive expressions for E[R(k1,k2,k3)] considering all the
state transitions that can occur following a collision or a failed
transmission in equation 10 in page 5.
VI. CALCULATION OF PA AND PS
To calculate PA and PS , we follow the same recursive
approach as in Section V. However, unlike in Section V, we
now keep track of the status of the tagged queue pair (section
IV-A) and the remaining N − 1 queue pairs separately at the
beginning of each contention period. In this section, we refer
to the state of the system at any given time as represented by
the four-tuple (si; l1, l2, l3) where,
si - state of the tagged queue pair,
l1 - Number of nontagged queue pairs in state s1,
l2 - Number of nontagged queue pairs in state s2,
l3 - Number of nontagged queue pairs in state s3.
Let P
(si;l1,l2,l3)
AP and P
(si;l1,l2,l3)
STA denote the probability that
the AP queue and the STA queue of the tagged queue pair wins
contention and transmits successfully in a renewal cycle given
that the contention period began in the state (si, l1, l2, l3).
Then,
PA=
3∑
i=0
N−1∑
l1=0
N−1−l1∑
l2=0
N−1−l1−l2∑
l3=0
P{S = (si; l1, l2, l3)}
·P (si;l1,l2,l3)AP (13)
and
E[R(k1,k2,k3)] =
Tmax∑
k=0
k∑
l=0
3∑
i=0
(P isuc,AP + P
i
suc,STA)
(
k; l; (k1, k2, k3)
) · (1− Perr(bTmax+1−l2 c))·[
k∆ + Tsuc(bTmax+1−l2 c)
]
︸ ︷︷ ︸
Successful contention resolution and transmission
+
Tmax∑
k=0
k∑
l=0
3∑
i=0
(P isuc,AP + P
i
suc,STA)
(
k; l; (k1, k2, k3)) · Perr(bTmax+1−l2 c))·[
k∆ + Tsuc(bTmax+1−l2 c) +
k1∑
a=0
k2∑
b=0
N−k1−k2∑
c=0
N−k1−k2−c∑
d=0
N−k1−k2−c−d∑
e=0
P{(k1;k2;k3)→(k1−a+c;k2−b+d;k3+a+b+e)|t=k∆+Tsuc(bTmax+1−l2 c)}E[R(k1−a+c,k2−b+d,k3+a+b+e)]
]
︸ ︷︷ ︸
Successful contention resolution and failed transmission
+
Tmax∑
k=0
Pcol
(
k; (k1, k2, k3)) ·
[
k∆ + Tcol +
k1∑
a=0
k2∑
b=0
N−k1−k2∑
c=0
N−k1−k2−c∑
d=0
N−k1−k2−c−d∑
e=0
P{(k1;k2;k3)→(k1−a+c;k2−b+d;k3+a+b+e)|t=k∆+Tcol}E[R(k1−a+c,k2−b+d,k3+a+b+e)]
]
︸ ︷︷ ︸
Collision
(10)
where,
Tcol − Time spent in collision.
Tsuc(i)− Time spent in transmission of a packet given the channel is in state i.
Perr(i)− Probability of transmission error given the channel is in state i.
P{(k1;k2;k3)→(m1;m2;m3)|t = T} − Probability that the system transitions from state (k1, k2, k3) to (m1;m2;m3)
in a duration of time T microseconds.
a− No. of queue pairs which transition from state s1 to s3.
b− No. of queue pairs which transition from state s2 to s3.
c− No. of queue pairs which transition from state s0 to s1.
d− No. of queue pairs which transition from state s0 to s2.
e− No. of queue pairs which transition from state s0 to s3.
Therefore,
P{(k1;k2;k3)→(k1−a+c;k2−b+d;k3+a+b+e)|t = T} =
(
k1
a
)(
k2
b
)(
N−k1−k2
c
)
·(
N−k1−k2−k3−c
d
)(
N−k1−k2−k3−c−d
e
)
·
PNonempty(T )
a+b+c+d+2e·
(1− PNonempty(T ))k1−a+k2−b+c+d+2(N−k1−k2−k3−c−d−e) (11)
PNonempty(T ) = P{Atleast one packet arrives in the duration (t, t+ T ]|Queue is empty at time t}
= 1− e−λT (12)
PS=
3∑
i=0
N−1∑
l1=0
N−1−l1∑
l2=0
N−1−l1−l2∑
l3=0
P{S = (si; l1, l2, l3)}
·P (si;l1,l2,l3)STA , (14)
where P{S = (si; l1, l2, l3)} is the probability that the system
is in state S = (si; l1, l2, l3).
As in section V we divide into multiple minislots where
each minislot is the time interval between end of idle interval,
collisions or transmissions.
Let Pˆ (si;l1,l2,l3)AP,MS and Pˆ
(si;l1,l2,l3)
STA,MS denote the probability that
the tagged AP queue and tagged STA queue win contention
and transmit successfully in a minislot given that the system
is in state (si, l1, l2, l3) at the beginning of the minislot.
Expressions for the above defined probabilities are derived in
appendix D.
By conditioning on the state of the system at the beginning
of the minislot we write in equation 15 in page 7. In the same
manner, Pˆ (si;l1,l2,l3)STA,MS is also obtained.
VII. SIMULATION AND NUMERICAL RESULTS
In this section, we compare the values of PAP and PSTA
from simulation to those obtained from analysis. We further
compare the performance of our opportunistic scheduling
scheme against the standard 802.11a protocol.
In [25], Wang obtain EbN0 (the energy per bit to noise
power spectral density ratio) thresholds to maintain a packet
error rate (PER) of 0.1 in transmitting a 1500Byte payload
for each data rate supported by the 802.11a MAC. Though
the 802.11a standard provides 8 PHY modes, the authors
in [25] argue that it is sufficient to consider the modes
with data rates 12, 24, 48 and 54 Mbps for the purpose of
rate adaptation. Accordingly, we remove the inefficient PHY
modes and quantize the channel into 4 states corresponding to
rates 12, 24, 48 and 54 Mbps respectively. The quantization
region for each of the data rates is given in Table I.
TABLE I: EbN0 range for each channel state with corresponding
data rate to maintain PER of 0.1 for a 1500B payload.
Channel State Eb
N0
Range Data Rate
H0 [0, 19.11) 12 Mbps
H1 [19.11, 26.90) 24 Mbps
H2 [26.90, 31.88) 48Mbps
H3 [31.88,∞) 54Mbps
Simulations were performed using the Qualnet v4.5 network
simulator which has an accurate 802.11a MAC implementa-
tion. The Qualnet libraries were modified to implement the
opportunistic scheme. We took p in equations (1) and (2) to be
0.5. The simulation setup consists of 7 STAs associated with
an AP. The STAs were placed at an equal distance of 100m
from the AP to remove differences in large scale fading. We
use the free space path loss model with no shadowing.
To begin with, we consider a simplified error model and set
PER = 0.1 for all users. We compare the probabilities PA
and PS and expected cycle length E[R] obtained by analysis
to those obtained by simulation (Fig 3). We see the analysis
to be remarkably accurate in predicting the behavior of the
system. During simulations we observed that as the arrival rate
λ → 90, PS → 1 which agrees with the analytical results.
It was observed that when λ ≥ 90 pkts/sec, the fixed point
iteration to solve equation (5) fails to converge as the queues
become unstable.
Now, we compare the throughput of our algorithm with
the 802.11a DCF protocol in a Rayleigh fading environment.
Hence, the SNR of the received signal is exponentially dis-
tributed with mean SNR which is same for all nodes as the
STAs are equidistant from the AP.
The BER for a given SNR is obtained using precomputed
values from BER lookup table implemented in Qualnet.
Though the 802.11 standard specifies multiple modulation
and coding schemes for rate adaptation at the PHY layer, the
choice of the appropriate rate for a given channel conditions
is left to the user. One of the earliest and widely deployed rate
adaptation algorithms in the 802.11 standard is the Autorate
fallback (ARF) scheme. In ARF, the sender starts transmitting
at the lowest data rate. After a fixed number of successful
transmissions (say 10) at a given rate, the sender attempts to
use a higher transmission rate. Similarly, the sender falls back
to a lower transmission rate after two successive failures.
The choice of the rate adaptation algorithm has a major
impact on the performance of the network. We compare the
throughput of the opportunistic scheduling scheme with the
rate adaptation algorithm in Table I and compare with the
throughput of the DCF protocol with ARF as well as with
the adaptation algorithm in I. The comparision is provided in
Fig 4.
We see that, both opportunistic scheduling and 802.11a DCF
have similar throughput performance for low values of the
packet arrival rate (all the queues are stable). As the arrival
rate increases, the download throughput of the AP in 802.11a
(Fig 4a) decreases rapidly at about 50 pkts/sec (per user)
for ARF scheme and at 60 pkts/sec (per user) for the rate
adaptation scheme. In contrast, we see a steady increase in
download throughput with respect to the arrival rate in the
case of opportunistic scheduling.
From Fig 4b we observe that the queues are stable upto 50
pkts/sec (per user) for DCF with ARF scheme and 60 pkts/sec
(per user) for DCF with the rate adaptation scheme mentioned
before. On the other hand, the queues are stable for arrival
rate as high as 90 pkts/sec (per user) with the opportunistic
scheduling scheme.
Comparing Fig 4a and 4b we can see that DCF protocol
is unfair to the AP while the opportunistic scheme provides
almost same throughput in the uplink and downlink.
VIII. CONCLUSIONS
We have proposed a joint uplink and downlink opportunistic
scheduling scheme for infrastructure WLANs which addresses
the issues of uplink/downlink unfairness and the inefficiency
of the MAC protocol. The uplink downlink unfairness is
P
(si;l1,l2,l3)
AP =Pˆ
(si;l1,l2,l3)
AP,MS +
TMAX∑
k=0
3∑
j=0
l1∑
a=0
l2∑
b=0
N−l1−l2∑
c=0
N−l1−l2−c∑
d=0
N−k1−k2−c−d∑
e=0
Pcol(k; si; l1, l2, l3)·
P{(si;l1,l2,l3)→(sj ;l1−a+c,l2−b+d,l3+a+b+e)|t=Tcol+k∆}P (sj ;l1−a+c,l2−b+d,l3+a+b+e)AP︸ ︷︷ ︸
Collision
+
TMAX∑
k=0
k∑
m=0
3∑
n=0
3∑
j=0
l1∑
a=0
l2∑
b=0
N−l1−l2∑
c=0
N−l1−l2−c∑
d=0
N−k1−k2−c−d∑
e=0
(Pnsuc,AP + P
n
suc,AP )
(
k;m; (si; l1, l2, l3))·
P{(si;l1,l2,l3)→(sj ;l1−a+c,l2−b+d,l3+a+b+e)|t=Tsuc(bTmax+1−m2 c)+k∆}P
(sj ;l1−a+c,l2−b+d,l3+a+b+e)
AP︸ ︷︷ ︸
Failed transmission
.
(15)
(a) PA and PS (b) Expected Renewal Cycle Length, E[R]
Fig. 3: comparision of simulations and theory.
(a) Aggregate downlink throughput (b) System throughput
Fig. 4: Throughput performance of opportunistic scheduling
taken care of by employing multiple queues and backoff
timers at the access point (AP). The inefficiency is handled
by using opportunistic scheduling of the channels. This is
done with minimal changes with the DCF protocol of 802.11.
We have also obtained theoretically the performance of our
new protocol. These closely approximate the performance
obtained via Qualnet Simulations. Also, our results further
show large improvements in the system throughput with the
new opportunistic scheduling scheme over the conventional
IEEE 802.11 DCF scheme.
APPENDIX
Consider a queue pair consisting of an uplink queue at an
STA and the corresponding queue in the downlink for that
STA at the AP. Let τ represent the beginning of a contention
period. If either the AP or/and the STA queue is nonempty at
time τ then the corresponding queue(s) of the queue pair will
set a backoff timer as a function of their channel gain.
Given that the queue pair is in state si, i = 0, ..., 3, define
P si(k; l;AP ) and P si(k; l;STA) to be the probability that the
AP queue and STA queue respectively sets a timer for duration
l∆ expires first at time τ+k∆. Also, let P si(k; l;AP+STA)
represent the probability that both the AP and the STA queue
set timers for duration l∆ and expire together at time τ +k∆.
These probabilities can be calculated using the channel state
distribution and the timer function defined in section III.
For each contention period, let the random variable τ imin
represent the minimum of the AP and STA queue timer expiry
duration given that the queue pair is in state si at the beginning
of the contention period. τ imin = ∞ if neither AP nor STA
queue sets its backoff timer in a particular contention period.
Therefore,
P (τ imin > k) = 1−
k∑
m=0
m∑
n=0
[
P si(m;n;AP )
+P si(m;n;STA) + P si(m;n;AP + STA)
]
(16)
Suppose the system is in state S at the beginning of the
contention period. Let ni, i = 0, .., 3 represent the number of
queue pairs in state si given that the system is in state S.
For instance if S = (k1, k2, k3), then ni = ki, i = 1, 2, 3 and
n0 = N − k1 − k2 − k3.
We now compute the values of P isuc,AP (k; l;S),
P isuc,STA(k; l;S) and Pcol(k;S) used in section V in
terms of the above probabilities as follows:
A. Computation of P isuc,STA(k; l;S)
For a STA queue of a queue pair in state si to win contention
after k slots system is in state S:
• Backoff timer of the STA queue of any one of the ni
queue pairs in state si must expire first after exactly k
slots from the beginning of the contention period.
• Backoff timers of all the queues in other queue pairs
should not expire within k slots.
Therefore for i = 0, .., 3 we write,
P isuc,STA(k; l;S)=ni · P si(k; l;STA) · P (τ imin > k)ni−1
·
( 3∏
j=0,j 6=i
P (τ jmin > k)
nj
)
(17)
B. Computation of P isuc,AP (k; l;S)
For the AP to win contention after k slots:
• The backoff timer of one or more of the queues at the
AP must expire after k slots.
• All other backoff timer should not expire within k slots.
Given that the system is in state S , let ai represent the
number of queue pairs whose AP timer expire first after
exactly k slots from the beginning of the contention period.
Among the AP queues which expire after k slots, the AP with
uniform probability picks any of these queues as the winning
queue. Hence, the probability that an AP queue in state si
wins contention after k slots by setting a timer of length l
slots is given by,
P isuc,AP (k; l;S) =
n0∑
a0=0
n1∑
a1=0
n2∑
a2=0
n3∑
a3=0
ai
(
∑3
j=0 aj)
3∏
j=0
(
nj
aj
)
ni · P si(k; l;AP ) ·
[ k∑
l=0
P si(k; l;AP )
]ai−1
( 3∏
j=0,j 6=i
[ k∑
l=0
P sj (k; l;AP )
]aj)
( 3∏
j=0
P (τsj > k)
nj−aj
)
(18)
C. Computation of Pcol(k;S)
Pcol(k;S) =
( 3∏
i=0
P (τ imin > k − 1)
ni
)
−
( 3∏
i=0
P (τ imin > k)
ni
)
−
3∑
i=0
k∑
l=0
(P isuc,AP + P
i
suc,STA)
(
k; l;S) (19)
The first term on the RHS is the probability that the backoff
timers of all the queues expire after atleast k − 1 slots from
the beginning of the contention period. The second term is the
probability that the backoff timers of all the queues expire after
atleast k slots from the beginning of the contention period. The
last term is the probability that there is a successful contention
resolution after k slots from the beginning of the contention
period.
D. Computation of Pˆ (si;l1,l2,l3)AP,MS and Pˆ
(si;l1,l2,l3)
STA,MS
In this section we calculate Pˆ (si;l1,l2,l3)AP,MS and Pˆ
(si;l1,l2,l3)
STA,MS
given that the system is in state (si; l1, l2, l3) which is used
in section VI to calculate PA and PS . For the tagged AP to
transmit successfully in the minislot, the following two events
must occur:
1) The tagged AP queue must win contention. This occurs
only if:
• The tagged AP queue sets a backoff timer which
expires after k slots,
k = 0, 1, ..., TMAX .
• Backoff timers of all nontagged queues must expire
after k slots from the beginning of the contention
period.
2) The transmission from the tagged queue must not be
received in error.
Therefore,
Pˆ
(si;l1,l2,l3)
AP,MS =
[ TMAX∑
k=0
k∑
l=0
P si(k; l;AP )
·(1− Perr
(bTmax+1−l2 c))]
·P (τ1min>k−1)l1 · P (τ2min>k−1)l2
·P (τ3min>k−1)l3 · P (τ0min>k−1)N−1−l1−l2−l3 .
(20)
Similarly we can compute Pˆ (si;l1,l2,l3)STA,MS .
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