We study linkedness of Cartesian product of graphs and prove that the product of an a-linked and a b-linked graphs is (a + b − 1)-linked if the graphs are sufficiently large. Further bounds in terms of connectivity are shown. We determine linkedness of product of paths and product of cycles.
Introduction
Throughout this paper we use the notation of [1] . For the sake of completeness we recall definitions of the mainly used concepts. The connectivity of a simple graph G = (V (G), E(G)) (denoted by κ(G)) is the smallest number of vertices whose removal from G results in a disconnected graph or a graph of one vertex. The Cartesian product of graphs G and H is the graph G H with vertices V (G H) = V (G) × V (H), and (x, u)(y, v) is an edge if x = y and uv ∈ E(H) or xy ∈ E(G) and u = v. Product of graphs G 1 , . . . , G t for t ≥ 3 is defined recursively. Note that the Cartesian product is an associative operation. The graphs G 1 , . . . , G t are called factors of G 1 . . . G t . Cartesian product is a well studied graph product and it gave rise to important classes of graphs; for example, the n-dimensional grid can be considered as Cartesian product of lower dimensional grids. Hypercubes are well known members of this family with similar recursive structure: the Cartesian product of m-dimensional and n-dimensional hypercubes is an (m + n)-dimensional one.
The study of graph products leads various deep structural problems such as invariance and inheritance of graph parameters: connections between parameters of products and their factors have been extensively studied. Note that among the several graph products (see [6] ) Cartesian product is also known as direct sum referring to the fact that many of the classical graph parameters inherit additively. In case of minimum, maximum and average degree it can be shown easily that δ(G H) = δ(G) + δ(H),
We present some further results with linear bounds. Chiue and Shieh [4] proved that Cartesian product of a k-connected and an l-connected graph is (k + l)-connected. Later on, Spacapan [9] determined the connectivity number of G H, namely
Győri and Plummer [5] proved that the Cartesian product of a k-extendable and an l-extendable graph is (k + l + 1)-extendable (a graph G is k-extendable if G is connected, has a perfect matching and any matching of k edges in G can be extended to a perfect matching). The result of Tošić [11] reveals another intriguing and peculiar example of additive inheritance. He proved that c(G H) ≤ c(G) + c(H) where c(G) denotes the cop number of G. Let us mention some nonadditive inheritances such as
For the domination number γ(G) it has been conjectured by Vizing [12] that γ(G H) ≥ γ(G)γ(H). Partial results about this conjecture have been proven for several graph classes. For latest results concerning Vizings conjecture we refer to [3] .
In this paper we study linkedness of Cartesian products. Menger's theorem (see [1] ) implies that a graph is k-connected if and only if for every (not necessarily disjoint) k-tuples S = {s 1 , . . . , s k } and T = {t 1 , . . . , t k } there exist disjoint paths P 1 , . . . , P k joining every s i to t π(i) for some π ∈ S k . Menger's theorem provides no control on the actual pairing of S and T via paths. A graph G is k-linked if, for every ordered set of 2k vertices S = (s 1 , . . . , s k ) and T = (t 1 , . . . , t k ) there exist disjoint paths P 1 , . . . , P k such that each P i is an s i , t i -path. We assume that S and T are disjoint for the sake of simplicity. We denote link(G) the linkedness-number of a graph G, that is, the largest positive integer k for which G is k-linked. Linkedness is a natural strenghtening of connectivity. It is easy to see that k-linked graphs are (2k − 1)-connected. Certainly, placing vertices s 1 , t 1 , . . . , s k−1 , t k−1 in a graph G to a cut D of size 2k − 2 makes impossible to join s k to t k if they are located in different components of G − D. It has been also known for some time that sufficient connectivity would imply linkedness. Bollobás and Thomason [2] gave the first linear upper bound proving that 22k-connected graphs are k-linked. This bound has been improved to 10k by Thomas and Wollan [10] and it is also very likely that the connectivity needed to imply k-linkedness is significantly less than 10k. When girth conditions are placed on the graph, then almost sharp results between connectivity and linkage can be proven. Mader [8] proved that 2k connected graphs with sufficiently large girth are k-linked. The condition on the girth has been weakened by Kawarabayshi [7] .
In this paper we prove that the Cartesian product of an a-linked graph and a b-linked graph is (a + b − 1) linked, if the graphs are sufficiently large.
Remark that the bound in Theorem 1 is sharp: take G as K n ∪ K 2k and identify (2k − 1) vertices in the two complete graphs. Easy to see that G is k-linked, (2k − 1)-connected, while G G is (4k − 2)-connected so it cannot be 2k-linked by simple connectivity argument. As n does not depend on the choice of k (only n ≥ 2k is required) it provides and infinite family of products where equality holds. Later on we prove that higher connectivity of G (with all other settings unchanged) yields better lower bound on the linkedness of the product graph.
It follows from Theorem 1 that the product G H of a k-linked graph G and graph H is also k-linked if H is connected, while disconnected H makes G H also disconnected. In the second part of the paper we find sufficient conditions for a graph H such that the product G H of H and a (sufficiently large) k-linked graph G is (k + 1)-linked:
In the last section, using Theorem 2 we determine linkedness of product of paths and product of cycles.
Before the proofs we fix further terminologies and notation. A G-layer G x (x ∈ V (H)) of a Cartesian product G H is the subgraph induced by the set of vertices {(u, x) : u ∈ V (G)}. An H-layer is defined analogously. We call edges of G H lying in G-layers vertical while edges lying in H-layers are called horizontal. Unless it is misleading we also use the notation G z = G x and H z = H y for layers corresponding to z = (x, y) ∈ G H. The labelled vertices S = (s 1 , . . . , s k ) and T = (t 1 , . . . , t k ) to be linked are sometimes called terminals, the sets {u i , v i } are pairs or matching terminals.
Proof of Theorem 1
Recall a straightforward corollary of Menger's Theorem:
(also called avoidable vertices), S = {s 1 , . . . , s n } and T = {t 1 , . . . , t n } there exist disjoint paths
We first settle the case when a or b is equal to 1. Note that being 1-linked is equivalent to connectivity.
Proof. Take a G-layer G x (x ∈ H) with terminals u 1 , . . . , u t . As G − u 1 − · · · − u t is 2k − t connected, the remaining terminals (not lying in G x ) can be linked to a set of new vertices in G x . This way we have collected every terminal to G x where the appropriate linking can be performed.
From now on, we may assume a ≥ b ≥ 2. We prove a more general form of Theorem 1:
Proof. Our main goal in the proof is either connecting one terminal to its pair and proceeding by induction or distributing the terminals among some G-layers, shipping them to the appropriate layers and linking within them. As the total number of terminals is 2a + 2b − 2 and a ≥ b, two approriate G-layers will be sufficient for this purpose. The bottleneck of the technique is that the shipping paths carrying the terminals must be disjoint and can enter only one of the previously mentioned linking layers. We will use Lemma 1 to maintain such conditions.
We call a G-layer crowded if it contains more than 2a − 1 terminals. Note that crowded G-layers necessarily contain at least one pair of matching terminals.
If there exists a crowded G-layer ii) If the terminal u 2 has available vertical neighbour (not being occupied by other terminals) on another G-layer, send it there.
iii) If neither of the previous cases applies, then H u2 contains all terminals lying outside of G x while v 2 ∈ G x . Switch (u 1 , v 1 ) to (u 2 , v 2 ) and start distribution again.
Having linked a pair of terminals we now delete G x and G y . The remaining graphs G and H − x − y are a-linked and (b − 1)-linked and have at least 8a and 8b − 2 vertices, respectively. We proceed by induction on a + b. Assume now that G H contains no crowded G-layer. Our first goal is to ship every terminal to an empty H-layer, that is, H layer not containing terminals or vertices belonging to previously routed paths. We carry out this task in several rounds, shipping terminals of a given G-layer in one round. Consider all G-layers G 1 , . . . , G n containing 0 < s 1 ≤ · · · ≤ s n < 2a terminals. Choose 1 ≤ t ≤ n such
As long as the number of terminals on layers being or having been shifted does not exceed 2a − 1, all terminals can be shifted using Lemma 1 into empty H-layers such that paths of later shifts do not compromise previously set H-layers. Such technique works up to G t−1 . From G t , having reached the critical number of terminals occasional crossings are inevitable and these compromised vertices of the H-layers shall be avoided during the later vertical moves. As long as the number of crossings within an H-layer does not reach the connectivity-number of H we will be able to ship each terminal to its final linking G-layer.
We shift terminals on each layer in n round as follows:
• Initialize the set D (containing avoidable vertices just as in Lemma 1) empty.
• In Round 1 take s 1 vertices of G 1 with untouched corresponding H-layers (containing neither terminal nor any vertex of path linking terminals), take paths {P 1 j : j = 1, 2 . . . , s 1 } provided by Lemma 1 and travel the terminals until they reach untouched H-layers. Stop and give the destination vertices to set D.
• In Round i for 2 ≤ i ≤ t − 1 take s i vertices of G i with untouched corresponding H-layers, define D i as vertical projection of D to G i , take paths {P i j : j = 1, 2 . . . , s i } provided by Lemma 1 and travel the terminals until they reach untouched H-layers. Stop and give the destination vertices to set D.
• In Round i for t ≤ i ≤ n take s i vertices of G i with untouched corresponding H-layers, take paths {P i j : j = 1, 2 . . . , s i } provided by Lemma 1 and travel the terminals until they reach untouched H-layers.
Note again that an H-layer corresponding to an avoidable destination vertex might be intersected by a later on routed P i j path. However, such nuisance only occurs if t ≥ i. In other words, in the above shifting we tried to avoid crossings between paths and H-layers of destination vertices as long as possible.
Take untouched G-layers G α and G β . They will provide room for the final linking. Distribute the terminal pairs among them and send the terminals from their horizontal destination vertices to one of the above G-layers, appropriately. Every H-layer is 2b − 1 connected; the terminals in layers G t+1 , . . . G n contains at most 2b − 2 elements and so generate at most 2b − 2 paths. Two paths P t j and P t j ′ in G t cannot intersect the same H-layer. It yields that all terminals reach the appropriate (G α or G β ) layer without intersecting the other (G β or G α ) layer or any
The remaining cases are s 1 = · · · = s n = 1 and s 1 = · · · = s n−1 = 1, s n = 2. For these we start from the very beginning and use an utterly different technique. Allocate an untouched H-layer for each pair of terminals, bring them there moving within their G-layers and link them vertically. For a singleton terminal x, as G x is 2a − 1 connected and there are at most a + b − 2 other linking paths intersecting G x , such routing can be done. Similar idea works for G-layers containing 2 terminals.
Note that choosing untouched G α and G β layers may not be possible in the main solution. In such case choose G α = G 1 , G β = G 2 and skip Round 1 and 2. As |V (H)| ≥ 2b, neither of G 1 and G 2 contains more than a terminals and so the above technique works.
Using the same method with somewhat rougher estimates, one can prove the following variant of Theorem 1: Note that as h ≤ k ≤ 10a (by [10] ), there is an infinite class of graphs for which this bound is sharp apart from a small (≤ 6) constant term.
Having sufficiently large graph size in terms of linkedness may be more than merely a comfortable assumption. As presented in [9] , |V (G)| and |V (H)| might effect κ(G H) and so link(G H). It would be interesting to see if similar result to Theorem 1 holds for graphs with high
⌋ and equality holds for G = K n , the complete graph on n vertices or G = K n − K 2 (one edge of K n is deleted) if n is odd. For the complete graph K n , certainly link(
⌉ is a trivial upper bound on link(K m K n ). This bound does collide with the one given in Theorem 1, that is,
would be a very important step in the understanding of the case when the ratio link(G) |V (G)| is high. We raise the following question:
Proof of Theorem 2
We use the technique of the proof of Theorem 1. We follow a case-by-case analysis.
Lemma 3. For cycles of length m and n (m, n ≥ 3) link(C m C n ) = 2.
Proof. It can be shown by a simple but rather lengthy case-by-case analysis that C 3 C 3 , C 3 C 4 and C 4 C 4 are 2-linked. If max(m, n) ≥ 5, one of the cycles can be shortened by substituting an empty layer with vertical / horizontal edges joining its neighbours and proceed by induction.
Proposition 1. For cycles of length
It follows directly from Corollary 1 and Lemma 3.
As Q n is n-connected, the linkedness number of Q n is at most ⌈ n 2 ⌉. Equality holds for n = 1 and 2. Q 3 is not 2-linked as being a planar graph with non-triangle faces. Q 4 is 2-linked. As Q n = Q n−2 C 4 , Corollary 1 applies (for n ≥ 4) and so the proof is complete. Proof. The first statement is obvious as G is a planar graph. For t = 3, let Q n be an induced subgraph of G containing terminals x 1 , . . . , x p , p ≥ 1. As G− x 2 − · · ·− x p is t− p-connected, the set of remaining terminals can be routed to Q n and linking can be performed. The case t = 3, m 3 ≥ m 2 ≥ 2 can be solved by the previous idea using the fact that P 2 P 3 P 3 is 2-linked.
