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Introduction
Many empirical studies in economics and other social sciences are concerned with the analysis of ordered categorical dependent variables, like banded data on earnings, income, or hours worked. This data, often retrieved from surveys, has a true objective underlying scale, but can be affected by misclassification error. Another type of categorical data that has become increasingly popular in applied econometrics is based on subjective evaluations. Examples are data on job satisfaction (see, for example, Clark and Oswald (1996) ), satisfaction with health (Kerkhofs and Lindeboom (1995) ), future expectations of household income (Das and Van Soest (1997) ), or subjective evaluations of English speaking fluency of immigrants in the UK (e.g. Chiswick (1991) , Chiswick and Miller (1995) and Dustmann (1994) ), which we will analyze in this paper. Such data may suffer from the same misclassification problem. Moreover, the bounds used to distinguish, for example, good from reasonable, reasonable from bad, etc., may be specific to the person who evaluates (the respondent or the interviewer).
In applied work, ordered categorical dependent variables are typically analyzed with ordered probit or ordered logit models. In these non-linear models, misclassification can lead to biased estimates of the parameters of interest. To deal with this problem in the binary choice case, several parametric models have been introduced that explicitly incorporate misclassification probabilities as additional parameters. Lee and Porter (1984) estimate an exogenous switching regression model for market prices of grain, distinguishing regimes where firms are cooperative and noncooperative. They observe an imperfect indicator of the actual regime and extend the standard probit model with two misclassification probabilities for the events that regime A is observed given that regime B is active or vice versa. They estimate these probabilities jointly with the parameters of the price equations in both regimes. Hausman et al. (1998) estimate binary choice models for job changes. Using parametric models, they find significant probabilities of misclassifying in both directions. Using semi-parametric models, they obtain estimates of the slope coefficients of interest that are similar to the estimates in 1 the parametric model allowing for misclassification.
In this paper, we follow Porter and Lee and Hausman et al. and incorporate misclas- sification errors in an ordered response model. Moreover, we focus on the case where the dependent variable is a subjective evaluation on a discrete ordered scale, with subjectively chosen boundaries (thresholds) between the categories. These thresholds may vary across the observations. This is allowed for in the same way as in Das (1995) , who treats the thresholds in the ordered probit model as random variables, depending on observed and unobserved characteristics. To test for misclassification or random thresholds, standard tests cannot be used since the null hypothesis puts the parameters on the boundary of the parameter space. We apply simulation based testing procedures recently developed by Andrews (2001) . In addition, we consider a semi-parametric model that nests all parametric models and avoids distributional assumptions on the error terms. Since this is a single-index model, the slope parameters of interest can be estimated using the semi-parametric least squares estimator of Ichimura (1993) .
The main issue in the application is the relation between host country language proficiency of immigrant minorities and the regional concentration of the minority group. Understanding the assimilation and adaptation of minority and immigrant groups is an important and growing area of research in economics, becoming more relevant as societies are increasingly characterized by a mix of individuals with different cultural backgrounds. Speaking a common language is a key factor in this process. In an influential recent study, Lazear (1999) has developed a model where trade between different groups requires the ability to communicate with each other. To enhance trading possibilities, minority individuals may learn the language of the majority group.
The incentive of learning the language is larger the smaller the relative size of the minority group. Moreover, minority individuals with low proficiency in the majority language may sort themselves into communities where individuals speaking their own minority language are concentrated. As Lazear points out, the two processes both lead to a negative association between minority concentration and fluency in the majority 2 language. If the effect of minority concentration on language is created primarily through learning, then the interaction between minority concentration and years of residence should contribute to explaining language proficiency. On the other hand, if sorting is the only relevant mechanism, then this interaction should not be significant.
Comparing data from the U.S. census for 1900 and 1990, Lazear concludes that only sorting matters in 1990, while learning was important in 1900.
We investigate the same issue for the UK, using cross-section data on immigrants from ethnic minority communities drawn in 1994. Our parameter of interest are, as in Lazear's study, the effects of the regional minority concentration and its interaction with years of residence on English language proficiency of immigrants.
In survey data, language proficiency is typically evaluated by the respondent or the interviewer on a four or five point scale, ranging from bad or very bad to very good. It seems likely that evaluators differ in what they think is the threshold between bad and reasonable, reasonable and good, etc. In addition, the reported variable may suffer from the same misclassification error as objective variables, such as the job change variable investigated by Hausman et al. (1998) . Dustmann and van Soest (2002) focus on the latter type of error, comparing answers to identical survey questions on self-reported speaking fluency in the host country language by the same immigrants at different points in time. They find that, under the assumption that a decrease of language capacity is not possible, more than one fourth of the total variance in the observed speaking fluency variable is due to random misclassification.
Our main empirical question is whether generalizing the ordered response model to allow for misclassification and random category bounds affects the answers to the economic questions concerning the relation between language proficiency, minority concentration, and years of residence.
The results of our empirical analysis show that allowing for classification errors is a clear improvement to the standard ordered probit model. In particular, the estimated probabilities of misclassification into the extreme categories are large. A formal test 3 based upon Andrews (2001) clearly rejects the null hypothesis that all misclassification probabilities are zero. Allowing for misclassification also leads to substantially different estimates of some of the slope coefficients of the regressors. In our application, allowing for random thresholds is much less important. Andrews tests show that this does not lead to significant improvements in either the ordered probit model or the model with misclassification.
The qualitative conclusions on the effect of minority concentration on speaking fluency do not change if misclassification is allowed for. The effect is significantly negative. This is confirmed by the semi-parametric estimates. The estimates of the size of the marginal effects, however, are biased substantially if misclassification is ignored, particularly at low values of the concentration index. The interaction term between years of residence and minority concentration is significant at the 10% level only in the parametric models and insignificant in the semi-parametric model, suggesting that, for our particular application, self-selection is a better explanation for the negative relation between minority concentration and speaking fluency than learning.
The paper is organized as follows. In section 2, we present the models and their estimators. In section 3, we briefly describe the data. Semi-parametric and parametric estimates are presented in Sections 4 and 5. In Section 6, we compare predictions of the two parametric models and the semi-parametric model and test the parametric specifications. Section 7 concludes.
Categorical Data and Misclassification
We assume that the dependent variable is observed on an ordinal scale with three levels, coded 1, 2 and 3. In our application, this corresponds to speaking English slightly or not at all, reasonably well, or very well, respectively. The models we discuss extend straightforwardly to the case of more than three categories, but the parametric models will lead to more auxiliary parameters and more intricate expressions for the likelihood 4 function. Starting point is the ordered probit model, not allowing for classification errors. It relates observed categorical information for respondent i to an underlying latent index y * i as follows:
Here x i is a vector of explanatory variables including a constant term, β is the vector of parameters of interest, and u i is the error term. We assume m 0 = −∞,
The variance σ 2 and the bound m 2 can be seen as nuisance parameters. We will fix σ 2 to 100 to identify the scale. Throughout, we assume that the observations (y i , x i ) are a random sample from the population of interest.
A Parametric Misclassification Model
For the binary choice case, Hausman et al. (1998) show that the bias in estimates of β can be substantial if some observations on the endogenous variable are misclassified. They propose a generalization of the binary probit model to take account of classification errors. We extend this model to the ordered probit case.
We assume that the reported category is y i , but the (unobserved) true category is z i , which is related to the latent variable y * i as in the ordered probit model:
The probabilities of misclassification are given by:
Thus p k,j is the probability that an observation belonging to category k is classified in category j. If p k,j = 0 for all j, k with j = k, there is no misclassification and the 5 model simplifies to the ordered probit model. The model with three categories has six misclassification probabilities p k,j .
In this model, the latent variable y * i can be seen as a perfect indicator of speaking fluency on a continuous scale, something like the score on the ideal objective speaking fluency test. The "true" category z i is the categorical outcome based upon this score.
Misclassification means that the wrong outcome is reported. It should be acknowledged that this is only one way to model misclassification. For example, another source of misclassification would be measurement error in y * i , but a normally distributed measurement error would be captured in u i and would not be identified. A third source would be individual variation in cut-off points. This is discussed in the next subsection.
The main identifying assumption in the model is that p k,j does not depend upon
. This is the common identifying assumption in this literature, used by Hausman et al. (1998) , Lee and Porter (1984) , and in other applications such as Douglas et al. (1995) . Such an assumption can only be avoided if a different measurement can be used as a benchmark, such as, in our empirical example, objective measurement of language proficiency (see Charette and Meng (1994) ).
For the binary choice case (with categories denoted 0 and 1), Hausman et al. (1998) show that identification of p k,j , j, k = 0, 1 does not rely on the normality assumption, as long the support of x i β is the whole real line, i.e., as long as there are enough observations with very low and very high values of x i β. The probabilities of misclassification are then given by:
Hausman et al. (1998) show that their model satisfies the single index property that E{y i |x i } depends on x i via x i β only. Therefore, β is identified up to scale and sign. The additional condition required for identification is that p 0,1 and p 1,0 are not too large:
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This guarantees that E{y i |x i } increases with x i β. Accordingly, the sign of β is also identified, and (5) implies that the p 0,1 and p 1,0 are non-parametrically identified.
For the ordered probit case with categories 1, 2 and 3 and six misclassification probabilities, we get
Thus the condition that E{y i |x i } increases with x i β for every value of x i β implies (instead of (6) for the binary choice case):
This condition is satisfied for small enough values of the misclassification probabilities. A sufficient condition for (8) is given by Abrevaya and Hausman (1999) :
This condition is stronger than (8) but easier to understand intuitively.
The argument for nonparametric identification in the binary choice case applies to p 1,j and p 3,j , but not to p 2,1 or p 2,3 . Identification of these is achieved in this parametric model by imposing normality of the error terms. The model can straightforwardly be estimated by Maximum Likelihood (ML), where the p k,j are estimated jointly with the slope parameters β. The ML estimates are consistent, asymptotically normal, and asymptotically efficient if the assumptions (including normality of the errors) are satisfied.
Random Threshold Variation across Respondents
Evaluators (typically the respondent or the interviewer) are usually not precisely instructed how to construct their subjective score y * i on a continuous scale or which cut-off points to use for the discrete outcomes. This suggests that there will be (unobserved) heterogeneity in y * i and the cut-off points. Unobserved heterogeneity in y * i is picked up by the error term u i in (3). (To identify β, it has to be assumed that such heterogeneity is independent of the regressors.) In this subsection we discuss how heterogeneity in the cut-off points m 1 and m 2 can be incorporated.
Extending the ordered probit model (with or without misclassification probabilities)
to allow for heterogeneity in the threshold values is intuitively attractive, since it implies that two evaluators who perceive the same latent value y * i may still give different answers on the ordinal scale, using their own interpretation of what is, for instance, good, reasonable, or bad speaking fluency.
Ordered probit models with category bounds that vary across respondents have been introduced by Terza (1985) and Das (1995) . While Terza (1985) only allows for variation of the category bounds with observed (exogenous) respondent characteristics, Das (1995) also allows for unobserved heterogeneity in the bounds. Here we follow Das (1995) . We first discuss the model without classification errors. Its specification is as follows. ). The probabilities of the three outcomes (y i = 1, y i = 2 or y i = 3) for this model can be rewritten as follows:
This is a bivariate probit model that does not distinguish between the two regimes leading to outcome y i = 2. It is clear that scale and location need to be fixed to identify the model. The scale is set by choosing σ 2 = 100, as in the other models. To identify the location, we set γ 1 = −γ 2 . This is equivalent to several other normalizations but has the advantage of symmetry. It implies that an increase of |w γ 1 | induces an increase in the probability of giving the intermediate answer. The sign of γ 1 is identified by imposing that w γ 1 is more often the lower bound than the upper bound (i.e., w γ 1 ≤ 0 for at least 50% of the observations).
The covariance structure of the bivariate probit model is given by In the empirical application, speaking fluency is evaluated by the interviewer. The data provide no information on the interviewer so that interviewer characteristics can enter only through v 1i and v 2i . Including respondent characteristics in w i seems less natural here. We experimented with this but found no significant results. In the results that we will report, w i consists of a constant term and threshold heterogeneity comes through v 1i and v 2i only.
Explicitly allowing for misclassification in this model is possible in the same way as in the standard ordered probit model. The probabilities for the true categorical outcomes z i are given by (12-a), (12-b) and (12-c), with y i replaced by z i . The probabilities of the reported outcomes given the true outcomes are again given by (5).
A Semi-parametric Approach
The parametric ML estimates of the slope parameters β in the models introduced above require distributional assumptions and may not be robust to misspecification. If we are interested in β only and consider the p k,j as nuisance parameters, semi-parametric estimation seems a good alternative.
Consider the model with fixed thresholds and misclassification probabilities. The conditional mean of the observed categorical variable y i in model (1) - (5) given x i is given by (7). It depends on x i only through the index x i β. Thus (1)- (5) is a special case of the single index model given by
where H is an unknown link function. If we relax the normality assumption (3) and replace it by the assumption
we get the following expression instead of (7):
where G is the distribution function of the error term
Again, the right-hand side depends on x i only through x i β, so that (1), (2), (4), (5) and (14) lead to the single index model (13) with link function H given by (15). As stated before, the crucial assumption here is that the misclassification probabilities in
Moreover, under the same assumptions, it is straightforward to show that the conditional variance V {y i |x i } also depends on x i through the same index x i β only. This implies that the model for y i is heteroskedastic but the heteroskedasticity has a special form. Finally, it is easy to show that the inequalities in (8) imply that H can be chosen non-decreasing.
An expression similar to (15) can be derived from the extension of the model which allows for random cut-off points. Under the additional assumption that the variation in the cut-off points is independent of observed characteristics x i , the model with random cut-off points is also a single index model and the statements above remain valid.
Thus the models discussed above are all special cases of the general single index model (13) This estimator requires numerical minimization of a non-convex objective function. Hausman et al. (1998) use the maximum rank correlation estimator of Han (1987) .
This also requires numerical optimization. We experimented with applying this esti-mator, but ran into convergence problems with the Han estimator, possibly due to the relatively large number of explanatory variables.
Attractive from a computational point of view is the class of (weighted or unweighted) average derivative estimators (see, for example, Powell et al. 1989) . They require that the distribution of x is absolutely continuous and are therefore not directly applicable to our empirical example. Horowitz and Haerdle (1996) have developed an estimator which allows for discrete variables, but not for interaction terms of continuous variables. Since interaction terms are important in our particular application, the Horowitz and Haerdle (1996) estimator cannot be applied. We will therefore focus on Ichimura's semi-parametric least squares (SLS) estimator.
Ichimura's SLS estimator minimizes the sum of squares S n (β) over β, where If smooth kernel weights are used, the function to be minimized is smooth in β and a Newton-Raphson technique can be used to find the optimal β, i.e.,β SLS . Ichimura (1993) shows that, under appropriate regularity conditions, this yields a √ n consistent asymptotically normal estimator of β 0 . He also derives the asymptotic covariance matrix of this estimator and shows how it can be estimated consistently.
Ichimura ( Implementing the SLS and WSLS estimators in practice requires a choice of kernel and bandwidth. We will work with the Gaussian kernel. For consistency, the bandwidth should tend to zero if n → ∞ at a slow enough rate. Although a large literature on the optimal bandwidth choice exists for the non-parametric regression problem itself, it is not clear how to determine the optimal bandwidth for estimating β. Theoretical results for similar problems suggest that under-smoothing will be optimal, i.e., the optimal bandwidth will be smaller than the optimal bandwidth for the non-parametric regression of y i on x i β. The common approach for choosing a bandwidth in a situation like this is to experiment with the bandwidth which would be optimal for the nonparametric regression problem (given a value of β) and with smaller bandwidth values (to under-smooth). We will present results for several values of the bandwidth.
Once β SLS (or β W SLS ) is obtained, the link function H can be estimated by a non-parametric (kernel) regression of y i on the estimated index x iβ SLS . The usual asymptotic properties of a kernel estimator apply sinceβ SLS converges at a faster rate than the non-parametric estimator.
Data
We apply the models and techniques discussed above to analyze the effect of minority concentration on immigrants' proficiency in the host country language. 
Semi-parametric Estimates
Some SLS and WSLS estimates explained in section 2.3 are presented in Table 2 .
In the first column, SLS estimates are presented with the bandwidth set equal to 1.06σ(x β )n −0.2 , where n is the number of observations andσ(x β ) is the estimated standard deviation of the single index. This is the rule of thumb estimate for the optimal bandwidth in the kernel regression (Silverman, 1986) . Since under-smoothing typically gives more efficient estimates for the single index (Powell, 1994) , we also present the results for a bandwidth that is half as large (third column). This normalization makes it easy to compare semi-parametric and parametric results.
The variable YSM has a significant positive effect with a large absolute t-value in all parametric models, which justifies the assumption that the coefficient is nonzero, the (only) necessary condition for using this normalization. Speaking fluency falls with minority concentration at a declining rate, confirming
Lazear's finding for the U.S. One explanation for this is that individuals who live in areas with high concentrations of residents of their own minority have lower incentives to learn the majority language. Another explanation is that individuals select their area of residence according to their language proficiency. As Lazear points out, a significant negative effect of the concentration variable on speaking fluency is consistent with both explanations. In both cases, the individual's (location or learning) choice is determined by the objective to maximize interaction with individuals with whom they share a common language.
To distinguish between the two explanations, Lazear adds an interaction term between minority concentration and years of residence (YSM). An insignificant interaction
term favors the self selection hypothesis, since the learning argument would imply a negative interaction effects (a larger learning rate, i.e., a higher effect of YSM, when learning pays off more, i.e., when minority concentration is lower). In Table 2 , the coefficient on the interaction term of years since migration and minority concentration is negative but insignificant and close to zero, favoring the self selection hypothesis.
Interestingly, this is similar to what Lazear finds for the 1990 U.S. census.
In figure 1 , we have drawn the estimated link function H in (13) for the first set of results in Table 2 . For the other results, the figure looks very similar. 
Parametric Estimates
Estimates for several parametric models are presented in Table 3 The estimated coefficient on the interaction term of minority concentration and years since migration is always negative and significant at approximately the twosided 10% level in the first two models, and at a somewhat higher level in the models with random thresholds. This is different from the semi-parametric estimates, which were negative but smaller in magnitude and not significant at all. While the semiparametric evidence suggested that the negative effect of minority concentration on speaking fluency is due to self selection into local areas and not due to the effort in learning the language, the parametric results suggest that learning could play a role as well. Still, t-values are not high enough to draw any final conclusions on this. For those with zero years of residence, the estimated pattern of speaking fluency as a function of minority concentration is decreasing up to about the 88th percentile of minority concentration according to the model with misclassification only, up to about the 92nd percentile for the model with random thresholds only, and up to the 94th percentile for the semi-parametric models. This suggests that already shortly after entry, immigrants in low minority concentration areas speak better English, something which can only be explained by self selection.
The misclassification probabilities in column 2 are by definition nonnegative, implying that standard t-tests or likelihood ratio tests on p k,j = 0 are inappropriate (see, e.g., Shapiro (1985) ). Still, the estimates of the p k,j and their standard errors imply that 0 is not contained in the one-sided 95% confidence intervals of four of them, suggesting that adding the probabilities of misclassification is an improvement compared to the standard ordered probit model. A formal test of the hypothesis p k,j = 0 for all j = k can be based upon the likelihood ratio, using the method proposed by Andrews (2001) . The LR test statistic does not have the usual chi-squared distribution under the null, since the test is one-sided and since under the null, the parameter vector is not in the interior of the parameter space. Andrews (2001) demonstrates that the LR test statistic can still be used and shows how to compute the appropriate asymptotic critical values, using a quadratic approximation to the likelihood. In the appendix we give the algorithm that is used for our case. We find a 5% critical value of 9.04 and a 1% critical value of 12.88. Since the realization of the LR test statistic is 16.72, the null hypothesis is rejected at the 1% level. This confirms that allowing for misclassification errors improves the fit of the model significantly.
The estimates of the misclassification probabilities amply satisfy the inequalities in (9) that are sufficient for identification and imply monotonicity of the link function.
The estimates of p 2,1 and p 2,3 have the largest standard errors, reflecting the problem that these are harder to identify. Compared to the ordered probit model, most slope coefficients and the estimate of the category bound m 2 have increased by approximately a factor 2. Due to the normalization, this can also be seen as a reduction of the standard deviation of the error term u by about 50 percent. The interpretation is that part of the unsystematic variation in observed speaking fluency is now explained by classification errors.
The third specification presented in Table 3 critical value 2.90). Thus all Andrews tests taken together lead to the unambiguous conclusion that misclassification is significant but random variation in thresholds is not, supporting specification 2, with misclassification probabilities and fixed thresholds.
The results of the parametric models can be used to analyze the size of the effects of concentration of immigrants of a certain language minority on true speaking fluency, not affected by misclassification error or variance in thresholds. Table 4 summarizes the results. It presents the estimated marginal effects of minority concentration on the probabilities of at least slight fluency and very good fluency according to each of the models in Table 3 Table 3 .
The estimated marginal effects are also similar to those of model 2, but with standard errors that are about 20% smaller, on average.
Comparing Two Parametric Models
In Figures coincide. We find that the misclassification model leads to more probability estimates close to zero or one than the ordered probit model, leading to a larger dispersion in P [z = 3|x] according to the misclassification model than according to ordered probit.
Still, the correlation between the two sets of predictions is quite large (the sample correlation coefficient is 0.97).
In Figure 3 , we compare predictions of the probability that individuals report good or very good speaking fluency. In the misclassification model, the probability of reporting good or very good fluency is never close to one or zero. For most observations with predicted probabilities not close to one or zero, the predictions according to ordered probit and misclassification models are similar. The correlation coefficient is almost 0.99.
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The substantial differences between true and reported fluency in the misclassification model confirm the conclusion from the misclassification probabilities in Table 4: generalizing the ordered probit model by incorporating misclassification probabilities is useful in this empirical example. The same conclusion is obtained for the probability of bad or very bad speaking fluency (figures not reported).
Mis-specification Tests of Parametric Models
In principle, the parametric models could be tested against the semi-parametric model using a Hausman test. Under the null that the parametric model is correct, the parametric ML estimates are asymptotically efficient and the SLS estimates are consistent.
Under the alternative that the semi-parametric model is correctly specified but the parametric model is not, only the SLS estimates are consistent. Thus a chi-squared test can be based on the difference between parametric and semi-parametric estimates.
Unfortunately, however, the estimated standard errors of the SLS estimates are not always larger than those of the parametric ML estimates. This implies that the Hausman test statistic cannot be computed. This problem remains if bootstrapped standard errors are used for the semi-parametric model. The procedure of Newey (1985) can not be used as it does not apply to the semi-parametric estimator.
An alternative, graphical, specification test of parametric models is introduced by Horowitz (1993) . The null hypothesis is that the parametric model is correctly specified.
The result for the parametric model with misclassification is given in The nonparametric curve is the estimated link function, and it will also be consistent for
Thus under the null both curves are consistent for the same function, and should be similar. The null hypothesis will be rejected if the nonparametric (circled) curve is significantly different from the parametric (solid) curve. Since the parametric curve is based upon estimates which converge at rate √ n, while the nonparametric curve converges at the lower rate n 0.4 , the imprecision in the former curve can be neglected compared to that in the latter, and the test can be based on the uniform confidence bands around the nonparametric curve.
The result is that the solid curve is everywhere between the uniform confidence bands, so that the parametric model cannot be rejected. This can be seen as support 
Summary and Conclusions
In models with ordered categorical dependent variables where the categorical assignment is based on subjective evaluations, misclassification may have two sources: Classical misclassification due to simple reporting errors, and misclassification due to a subjective choice of scale. Both sources can lead to seriously biased parameter estimates and predictions. Parametric estimators which incorporate and estimate misclassifica-tion probabilities, as well as semi-parametric estimators, are an alternative to standard parametric models. Extending the work of Lee and Porter (1984) and Hausman et al. (1998) , we introduce a parametric model that incorporates misclassification probabilities for the case of more than two ordered categories, and that allows for scale heterogeneity. We show that this model is a special case of a semi-parametric single index model that can be estimated with semi-parametric least squares.
Using these models, we analyze the association between minority concentration and speaking fluency of immigrants, using data for the UK. We find that the misclassification model is a significant improvement compared to the standard probit model. A shortcoming of the model is that probabilities of misclassification in intermediate categories are not precisely estimated, since their identification relies on parametric assumptions. Better estimates of all misclassification probabilities would require additional data, for example alternative measurements (Charette and Meng (1994) ), or panel data. This is on our research agenda.
m 2 ), since it is not binding and irrelevant for the local approximations.) Let J be minus the expected value of the Hessian of the log likelihood contribution of a random observation at the true parameter values, which, under the null, can be consistently estimated in the usual way byĴ, the sample mean of the matrix of second order partial derivatives at each observation, evaluated at the restricted ML estimates. Similarly, let I be the expected value of the outer product of the gradient of the log likelihood contribution of a random observation, andÎ its natural estimate under the null. The only difference with the usual case of an internal point of the parameter space is that right partial derivatives are used for the parameters p j,k .
Theorem 4 in Andrews (2001) now implies that LR has the same asymptotic distribution as
with
The asymptotic distribution of LR is thus be obtained by the following simulation procedure:
• plugging in the estimatesĴ for J andÎ for I. (As in the usual ML case, I and J coincide under the null, so an asymptotically equivalent procedure is to use an estimate for only one of them.)
• generating multivariate normal draws of Z,
• solving the two quadratic programming problems in (17)for each draw,
• considering the thus obtained simulated distribution of the difference between the two minimum values. 
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