Most industrial and field studies of transport processes in Discrete Fracture Networks (DFNs) involve strong simplifying assumptions, especially at the meshing stage. High-accuracy simulations are therefore required for validating these simplified models and their domain of validity. The present paper proposes an efficient workflow based on open-source software to obtain transport simulations. High-quality computational meshes for DFNs are first generated using the conforming meshing approach FraC. Then, a tracer transport model implemented in the open-source code DuMux is used for simulating tracer transport driven by the advection-dispersion equation. We adopt the box method, a vertex-centered finite volume scheme for spatial discretization, which ensures concentration continuity and mass conservation at intersections between fractures. Numerical results on simple networks for validation purposes and on complex realistic DFNs are
Introduction 1
During recent decades, modeling of transport processes in fractured porous media has received increasing 2 attention from the geoscientist community because of its wide range of applications in geothermal energy 3 (Aquilina et al., 1998) , petroleum exploration and production (Bourbiaux, 2010) , CO 2 geological storage Solute transport in fractured media should be studied using either continuous (Svensson, 2001 ; Karimi-Fard of connected closed contours, between which common segments will be discretized in a conforming manner.
46
Even tiny fractures are taken into account to conserve the DFN connectivity, and a strategy for moving or 47 adding intersecting points is applied to ensure an acceptable quality of the final mesh.
48
Furthermore, the resulting conforming meshes obtained from these meshing approaches have often a complex "non-manifold" topology (Sander et al., 2015) . Handling such a situation usually requires the 50 introduction of additional data fields and logic with respect to standard manifold grids. Some finite element to obtain single-phase flow solutions using PFLOTRAN, followed by Lagrangian-based particle transport objective of this paper is to describe an efficient workflow that provides high-accuracy solute transport 60 simulations using conforming meshes. The proposed workflow uses the FraC approach for meshing and
61
DuMux for simulation frameworks in order to profit from its Euclidean-based transport modeling capability.
62
It is noteworthy that other advanced conformal mesh generators such as dfnGen (Hyman et al., 2014) could 63 be employed for the network generation and meshing, the FraC approach was chosen simply because of 64 its user-friendliness. The workflow is able to handle with non-trivial DFN configurations, which remain a 65 major challenge for classical methods. Furthermore, the numerical framework can easily be extended to 66 consider multiphase, multi-component flow, transient single-phase flow or reactive transport as well as other 67 hydrological modelling issues using DFN models.
68
The contribution is organized as follows. Section 2 provides the mathematical formulation and numerical 
Mathematical formulation and numerical methods

79
The motion of a non-reactive solute in the subsurface can be described by the advection-diffusion equation,
80
(Bear et al., 2012)as follows: 
in which p (M/(L.T 2 )) denotes the water pressure, g the gravity acceleration vector, K (L 2 ) the perme-85 ability tensor, µ (M/(L.T)) the dynamic viscosity of water and ρ (M/L 3 ) is its density. The water flow is 86 assumed to be in the steady-state, therefore Equation (1) can be recast as:
The one-dimensional form of Equation (3) reads as follows
Although several physical models available in DuMux allow to study a wide range of subsurface problems,
89
spanning from single-phase single-component isothermal to three-phase three-component non-isothermal each control volume are determined by a weighted average of the properties of the sub-control volumes.
111
The BM inherits advantages from both the finite element and finite volume method: the finite ele- Moreover, although the temporal discretization may be done using an explicit or an implicit Euler scheme 
155
If BB i and BB j are not touching in space, obviously F i and F j do not intersect. Otherwise, if BB i and 156 BB j intersect, the intersection test between F i and F j is then performed. The intersection line L ij between 157 the F i and F j planes is first determined. Let ∂F α be the boundary of F α with α ∈ {i, j}, then finding 158 intersections between the fractures becomes finding intersections between ∂F i , ∂F i with L ij . We denote 159 n (α) ij the number of intersection points between ∂F α with L ij . So far, two cases can occur:
found, where p endpoints. Let I ij be the segment connecting two endpoints, I i be the portion of I ij which lies only 165 on F i but not on F j , I j be the portion which lies only on F j but not on F i , and I ij be the portion 166 which lies on both F i and F j (see Figure 4) . Finally, the fractures intersect only if I ij = Ø.
167
The fracture cutting step expresses the key idea of the FraC approach, it is solely applied for intersecting 168 fractures. Each of two intersecting fractures F i and F j will then be cut along the extended intersection 169 I ij to obtain interconnected closed contours, subsequently referred to as "sub-fractures". To guarantee the homogeneity of the final mesh, the sub-fractures and more precisely, the segment I ij should also be dis-
171
cretized according to the mesh characteristic length of the original fracture. For that, special focus is put 172 on I ij which is also sub-divided in a homogeneous or adaptive manner. In the first case we define the target 173 edge length h ij = min(h i , h j ) common for I ij and its sub-segment including I i , I j , I ij . Here, h i and h j 174 are the target edge length of F i and F j respectively. In the second case, only I ij will be discretized with 175 h ij , the target edge length for I i and I j remains h i and h j respectively. At the endpoints of I i , I j and I ij , 
183
The main benefit of series of cutting steps is that multiple-intersection issues vanish. For example, a prob-184 lem of triple intersections between three fractures F i , F j , F k , is transformed to standard problems of finding 185 intersections between F k and the sub-fractures of F i and F j . The drawback of this strategy is that it in-186 creases the number of intersection tests and, consequently, the computational time. The consequence of this 187 feature of the method is however beyond the scope of the present paper and will be addressed in another work. In this step, each sub-fracture will be meshed according to its own target edge length h i (Figure 5c ).
191
LaGriT uses a conforming Delaunay triangulation algorithm to ensure that the line of intersection between 
Figure 5: Illustration of the meshing steps: step S1 -fracture intersection (a) and fracture cutting (b); step S3 -polygon triangulation (c); and step S4 -merging meshed polygon (d).
meshed closed contours from step S 3 will be merged into a single triangulation data structure, in which there (DUNE Grid Format, DGF) is then required to make output mesh files compatible with the DuMux code.
201
A detailed description of the DGF and its utilization can be found on the homepage of DUNE. 
226
In practice, simulations using the DFN concept rarely model the whole fracture network of the reservoir.
227
For example, in the oil field, the most common tests based on DFN conceptual models, such as well-tests, grids. 
253
The angle θ between the fracture normal vector and the z−axis satisfies tanθ = 2. 
The transport analytical solution of this problem is given by Ogata and Banks (1961):
where C 0 is the imposed concentration on the inlet and erf c is the complementary error function. When 
According to Ogata and Banks (1961) , only a maximum error of less than 3% between the exact and 260 approximate solutions in Equations (6) and (7) is shown for P e > 500. variable h for both cases at t = 2 × 10 4 (s). Analytical solutions from Equation (7) for P e 1 = 10 7 500 and 271 from Equation (6) for P e 2 = 10 2 < 500 are also illustrated. In the first case, there are offset between the 272 analytical and numerical curves mainly at the front location (around y = 10 m). This discrepancy is possibly 273 caused by both the error of the approximation in Equation (7) and numerical diffusion effects. It can be 274 noted that, when the grid is refined, the numerical curves tend to the analytical solution. The numerical The exact solution from the second case D 2 = 1×10 −4 m 2 .s −1 is now used for convergence study. Indeed, to estimate the BM convergence order, a L 2 norm of tracer concentration error e C is defined as:
Here, C Bi and C ex,Bi stand for the discrete and analytical concentration solution of the box B i respectively 279 while |B i | denotes the box area.
280
For k ≥ 2, the convergence order col2(k) of the L 2 norm of the error on the solution between grid level k and k − 1 can be evaluated as: 
300
To determine the diagonal entries of the effective permeability tensor K ii , i ∈ {x, y, z}, a pressure gradient
301
∆P is applied on two corresponding opposite boundaries of the DFN and other boundaries are assumed to 302 be impermeable. The equivalent permeability of a DFN can be calculated by applying the inverse Darcy's 303 method when the fluid flow is at steady state (Zimmerman and Bodvarsson, 1996) .
where Q ii is the corresponding macroscopic flux and A is the cross-sectional area.
305
Note that the off-diagonal terms of the equivalent permeability tensor, i.e. K ij (i, j ∈ {x, y, z}, i = j), can 306 also be computed with a different setup of the boundary conditions. However, the calculation of off-diagonal 307 equivalent permeability is out-of-scope of this work, we only investigate the principal terms K xx , K yy and K zz ; the solutions will be used for validation purposes. The DFN is assumed to be homogeneous and isotropic
309
with the intrinsic permeability is set to 10 4 mD. 
351
As mentioned above, the fracture network is well connected and seems to be homogenizable.
352
Single-phase flow simulations to compute effective permeabilities of the DFN block as described in sub- one. This can be explained by the fact that the fracture network is more connected and therefore more 357 conductive in the x-direction than in the y-direction.
358
Fluid is injected into the domain through an injection well located in the middle of the DFN, the injection 
363
We note from these figures that there are low-concentration regions which exist locally within the solute 364 plume. However, disregarding local phenomena, the DFN behaves as a continuous homogeneous medium at 365 macroscopic scale: the concentration distribution has an elliptical form.
366
In practice, the overall development of a solute plume within a 2D or 3D heterogeneous medium may be 367 precisely measured through a moment analysis. This approach is an appropriate tool for examining spatial 368 effects of the domain on developing solute plumes, for identifying loss of mass during flow process and for 369 assessing large-scale dispersive behavior of the flowing domain itself (Freyberg, 1986; Tompson and Gelhar, 370 1990).
371
Let us remind that the ijk-th moment of the concentration distribution in space, M ijk is defined as (Aris, 1956 )
where ω [-] and C [-] denote the porosity and the relative tracer concentration, respectively. The zerothorder moment M 000 (t) is the total mass of the solute in the domain. The first-order moment about the origin, normalized by M 000 , describes the propagation of the center of mass O c (x c (t), y c (t), z c (t)) of the solute plume:
The centered second-order tensor defines a spatial covariance tensor reflecting the spreading of mass 372 about O c :
where
Diagonalization of σ provides the orientation of principal axes (x , y , z ) as well as the eigenvalues of the 374 spatial covariance tensor σ x x , σ y y , σ z z .
375
In addition, the derivative over time of the covariance is proportional to the dispersion tensor (Aris, 1956; 376 Freyberg, 1986), one could expect that the square root of the ratio between the eigenvalues of the centered 377 second-order moments, σ x x /σ y y , reflects the anisotropy of the elliptic solute plume for the homogenized 378 media.
379 Figure 18a reports the variation versus time of the centered second-order moments σ xx , σ yy , σ zz and that
380
of the eigenvalues of the σ tensor, i.e. σ x x , σ y y , σ z z . We note that along the x-and y-axis, the centered that the principal axes for the developing direction of the solute plume x , y , z and the original orientations 385 x, y, z nearly coincide.
386 Figure 18b illustrates the time-evolution of the σ x x /σ y y ratio. can easily be carried out within LaGriT as in the dfnWorks framework .
427
Furthermore, although all DFNs in this paper are assumed to be homogeneous for simplicity, the frame-428 work is, however, able to handle heterogeneity. More precisely, the step S 4 of the FraC approach provides Cacas, M.C., Ledoux, E., de Marsily, G., Tillie, B., Barbreau, A., Durand, E., Feuga, B., Peaudecerf, P., 1990.
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Modeling fracture flow with a stochastic discrete fracture network: calibration and validation: 
