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Global hardness and softness and the associated hard/soft acid/base (HSAB) principle have been
used to explain many experimental observed reactivity patterns and these concepts can be found
in textbooks of general, inorganic, and organic chemistry. In addition, local versions of these
reactivity indices and principles have been deﬁned to describe the regioselectivity of systems. In a
very recent article (Chem.–Eur. J. 2008, 14, 8652), the present authors have shown that the picture
of these well-known descriptors is incomplete and that the understanding of these reactivity
indices must be ‘‘reinterpreted’’. In fact, the local softness and hardness contain the same
‘‘potential information’’ and they should be interpreted as the ‘‘local abundance’’ or
‘‘concentration’’ of their corresponding global properties. In this contribution, we analyze the
implications of this new point of view for the applicability of these well-known descriptors when
comparing two sites in three situations: two sites within one molecule, two sites in two diﬀerent,
but noninteracting molecules, and two sites in two diﬀerent, but interacting, molecules. The
implications on the HSAB principle are highlighted, leading to the discussion of the role of the
electrostatic interaction.
1. Introduction
One of the main objectives of chemistry is to oﬀer in an easy
and elegant way to explain very complicated processes. Over
the past decades theoretical chemists have provided tools
(concepts and principles) for understanding very complex
processes not only for their community, but also to scientists
working in neighbouring ﬁelds (biology, materials science,. . .).
The work by Pearson on chemical hardness and softness and
the hard and soft acids and bases principle (HSAB)1–6 is
an exemplar for this approach and its success. The HSAB
principle asserts that hard acids preferentially coordinate with
hard bases, while soft acids prefer to react with soft bases,
from both the thermodynamic and kinetic points of view.
In this classiﬁcation, soft systems are large and highly
polarizable, while hard systems are relatively small and much
less polarizable.
Conceptual density functional theory (DFT)7 tries to play
the same role in chemistry as chemistry does for the other
sciences. The reactivity descriptors and principles rationalized
within the framework of the conceptual DFT7–13 have allowed
an easy understanding of many organic, inorganic, and
biochemical reactions. However, one should always be careful
not to use these indices and principles beyond their range of
applicability; otherwise contradictory results are sometimes
generated and skepticism about the utility of these concepts
may arise. The aim of this work is to present a recipe for the
correct application of the well-known, but sometimes poorly
understood and misused, concepts of local softness and hardness.
The global hardness, Z,14 given as the second derivative of
the energy, E, with respect to the number of electrons, N, at
constant external potential, n(~r), captures the resistance of a
chemical species to changing its electronic number
Z ¼ S1 ¼ @
2E
@N2
 
nð r!Þ
¼ @m
@N
 
nð r!Þ
: ð1Þ
Here S and m denote the global softness and the chemical
potential, respectively. These indices are called global descriptors
because they describe the properties of a molecule as a whole.
To be the preferred site for a chemical reaction, a local HSAB
principle was proposed and the local counterparts of softness
and hardness were introduced: local softness, s(~r),15 and
hardness, Z(~r),16,17 deﬁned as
Zðr!Þ ¼ dm
drðr!Þ
 !
vð r!Þ
and ð2Þ
sðr!Þ ¼ drðr
!Þ
dm
 !
vð r!Þ
: ð3Þ
The local hardness and local softness are interconnected
through the following inverse relationshipR
Z(~r)s(~r) d~r = 1. (4)
Notice that eqn (4) is not directly connected to the inverse
relationship between the global hardness and global softness,
eqn (1); Z(~r) is not equal to 1/s(~r). The local hardness deﬁned
by eqn (2) is, however, ambiguous,17–21 because the constraint
of the external potential, n(~r), is not required to deﬁne the
variations of the chemical potential with respect to the electron
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density. This ambiguity has been circumvented in three
diﬀerent ways: the frontier local hardness,19,22–29 the total
local hardness,17,19,30–39 and the unconstrained local
hardness.40 In this work, we will focus on the frontier local
hardness,41 which is deﬁned as
Zðr!Þ ¼
Z
d2F ½rðr!Þ
drðr!Þdrðr!0Þ f ðr
!0Þ dr!0 ¼
Z
Zðr!; r!0Þf ðr!0Þdr!0; ð5Þ
where F[r(~r)] is the universal Hohenberg–Kohn functional
and Z(~r,~r0) is the hardness kernel,17,42 the second functional
derivative of F[r(~r)] with respect to the density.
In a very recent article,43 the present authors show that the
largest values of the s(~r) and Z(~r) do not necessarily correspond
to the softest and hardest regions of the molecule, respectively.
Moreover, we present there that the only acceptable inter-
pretation for the local softness and local hardness is that these
functions are pointwise measures of the ‘‘local abundance’’ or
‘‘concentration’’ of the corresponding global quantities. In
this framework, s(~r) and Z(~r) contain the same potential
‘‘information’’ and they become more general because they
can be applied both to hard and soft systems. In a soft system
s(~r) and Z(~r) both describe the soft site of a molecule, while in a
hard system s(~r) and Z(~r) both describe the hard site of the
molecule. In the present work, we will analyze the implications
of this new perspective in the applicability of these well-known
local reactivity indicators.
In contrast to the global HSAB principle, the quantitative
representation of the local HSAB principle has not been an
easy task. Klopman already proposed in 1968 that the soft–soft
interactions are frontier-controlled and predominantly covalent
in nature.44 Then the preferred site of the molecule to react in a
soft–soft interaction is the region with the maximum value of
f(~r).45–48 On the contrary, the conditions for the charge-
controlled and ionic hard–hard interactions are not so clear
in the literature and even contradictory results are obtained. Li
and Evans47 propose that hard systems show preferential
reactivity at the site where f(~r) is a minimum and diﬀerent
applications following this line have been reported.46,49,50
However, Chattaraj and collaborators51,52 argue that
hard–hard interactions are predominantly ionic in nature
and charge-controlled and that for these reactions the preferred
site is the one with maximum net charge, in certain cases
coinciding with the site with the minimum value of the Fukui
function. Moreover, some of the present authors37,53–55 have
proposed schemes for a combined reactivity indicator, one
component being appropriate for soft reactive sites (associated
with frontier-orbital control) and another appropriate for
hard reactive sites (associated with electrostatic control). In
this way, using the correct choice of the weight factors for
these two reactivity descriptors, one can describe any
acid–base reaction. The present work provides a diﬀerent
viewpoint based on the new interpretation of s(~r) and Z(~r).
2. Theoretical background and computational
details
Starting with the global descriptors, the two most popular
operational equations of the global hardness and softness are
obtained applying the ﬁnite diﬀerence approximation to
eqn (1)
Z = S1 D I  A and (6)
introducing Koopmans’ theorem56
Z = S1 D eLUMO  eHOMO. (7)
Here I and A are the ﬁrst vertical ionization potential and
electron aﬃnity of the reference N-electron system in most
cases a neutral molecule, respectively, and eHOMO and eLUMO
are the energies of the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO), respectively. To evaluate s(~r), one can use the
following chain rule
sðr!Þ ¼ drðr
!Þ
dm
 !
vð r!Þ
¼ @rðr
!Þ
@N
 !
vð r!Þ
dN
dm
 
vð r!Þ
¼ f ðr!ÞS; ð8Þ
where f(~r) is the Fukui function, a normalized function, which
measures the propensity of a reagent to accept (or donate)
electrons from (to) another chemical system.57,58 Notice that
local softness is normalized to the global softness. For a
molecular or atomic system, the derivative of r(~r) with respect
to the number of electrons is discontinuous. This led Parr and
Yang57 to identify the left, f(~r), and right, f+(~r), derivatives as
reactivity indices for electrophilic and nucleophilic attacks
on the system, respectively. By applying a ﬁnite diﬀerence
approximation and the frontier-electron theory of reactivity
as formulated by Fukui and collaborators,59,60 the Fukui
functions approximations can be written as
f(~r) D rN(~r)  rN1(~r) D rHOMO(~r) = |fHOMO(~r)|2
and (9)
f+(~r) D rN+1(~r)  rN(~r) D rLUMO(~r) = |fLUMO(~r)|2,
(10)
where rN(~r), rN1(~r), and rN+1(~r) are the electronic densities
of the system with N,N  1, andN+ 1 electrons, respectively,
and rHOMO(~r) and rLUMO(~r) are the densities of the HOMO
and LUMO orbitals, respectively. Applying eqn (9) and (10)
to s(~r), one obtains the electrophilic and nucleophilic local
softnesses
sx(~r) = fx(~r)S, (11)
where x can be + and . Moreover, Yang and Mortier
propose61 that the condensed local Fukui, fxi , and condensed
local softness, sxi , can be evaluated through integration of
eqn (9)–(11) over atomic regions
sxi ¼ f xi S ¼ S
Z
Oi
f xi ðr!Þdr!: ð12Þ
These integrals can be evaluated using diﬀerent population
analysis techniques, e.g. Mulliken,62 natural population
analysis (NPA),63 or integration over atomic domains.64,65
In the literature, one can ﬁnd many diﬀerent techniques for
decomposing the molecular space into atomic domains, e.g.
Atoms in molecules66 and Hirshfeld.67 In this work, we will
use the fuzzy Voronoi polyhedra.68 A Voronoi polyhedron for
an nucleus i of a molecule is deﬁned as the region enclosed by
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all the perpendicular planes to the vector joining i to the other
nuclei of the system. A fuzzy Voronoi polyhedron has the
value unity in the vicinity of its own nucleus, but vanishes in a
continuous and well-behaved manner near any other nucleus.
The local hardness can be evaluated through eqn (5), but
approximations to the universal Hohenberg–Kohn functional
and the Fukui function are required.69 As we have done in our
previous articles,27,43 the hardness kernel has been approximated
using the second order derivative of the Coulombic
Thomas–Fermi-1/9th Weizsa¨cker–Dirac–Wigner functional
with respect to the density. As s(~r) and Z(~r) contain the same
potential information, it is possible to write the analogue of
eqn (11) in the local hardness and to deﬁne its electrophilic and
nucleophilic counterparts32
Zx(~r ) = Z(~r )[f x(~r 0)] =
R
Z(~r,~r 0)fx(~r 0) d~r 0. (13)
In this text, we will not use the superscript for the local
hardness to deﬁne the left and right derivatives. It will be
represented between brackets with the approximation used to
evaluate the Fukui function in eqn (13). For instance,
Z(~r )[rHOMO(~r 0)] will refer to Z
(~r ) using rHOMO(~r 0) to approxi-
mate f(~r 0). Moreover, the global hardness can be obtained
from the local hardness
Z =
R
f(~r )Z(~r ) d~r =
R R
f(~r )Z(~r,~r 0)f(~r 0) d~rd~r 0, (14)
where it is again necessary to approximate the Fukui function.
We will use the nomenclature Z[rHOMO(~r )] and Z[rLUMO(~r )] to
refer to the global hardnesses evaluated from eqn (14) and (5)
using the rHOMO(~r ) and rLUMO(~r ), respectively, as approxima-
tions of f(~r ). In analogy to the condensed local softness, it is
possible to integrate eqn (14) over atomic regions, obtaining
the condensed atomic hardness27
Zi ¼
Z
Oi
Zðr!Þf ðr!Þdr!: ð15Þ
All calculations were carried with 6-31+G(d) basis sets70,71 at
the B3LYP72,73 level using the Gaussian03 package.74 The
calculations have been done within the restricted formalism
except for open-shell systems, where the unrestricted approach
has been used. As in our previous works,26,27,75 the integrals of
eqn (12) and (15) have been evaluated numerically using the
Becke’s multicenter integration scheme,68 which has been
implemented in a program developed in our laboratory. This
integration scheme decomposes the integration of a function over
the 3D space into a sum of integrations over single-atom
components using a weight function, wi(~r ), which has the value
1 in the vicinity of its own nucleus, but vanishes in a continuous
and well-behaved manner near any other nucleus. The wi(~r ) used
in this work is the fuzzy Voronoi polyhedra proposed by Becke,
taking into account the Bragg–Slater radius and the Becke’s
recipe suggesting to increase the radius of hydrogen to 0.35 A˚.68
Each atom is integrated using Chebyshev’s integration for the
radial part and Lebedev’s quadrature76 for the angular part.
3. Results and discussion
In our previous article, we presented evidence that the
proportionality between the Fukui function and the local
softness is also approximately true for the local hardness. In
the literature several authors28,30–32,39,77,78 have shown that the
Coulomb term of the hardness kernel is usually dominant in
the evaluation of the local and global hardnesses, although the
contribution from the kinetic energy is not negligible and can
be comparable to the Coulombic term for some speciﬁc
systems.25–27 If one considers only the Coulomb term, then it
follows from eqn (5) and (14) that Z(~r ) and Z are equal to the
Fukui function potential and the Fukui function electrostatic
repulsion,45 respectively
Zðr!Þ ﬃ
Z
f ðr!Þ
jr!  r!0j dr
!0 ¼ vf ðr!Þ and ð16Þ
Z ﬃ
ZZ
f ðr!Þf ðr!0Þ
jr!  r!0j dr
!
dr
!0 ¼ Jf : ð17Þ
The local hardness and local softness are functions that
measure the ‘‘local abundance’’ or ‘‘concentration’’ of the
corresponding global properties. The diﬀerence resides that
the integration of s(~r ) will result in S, while the integration of
f(~r )Z(~r ) will result in Z. This fact can be seen, if one uses
eqn (8), (14) and (1) in eqn (4)R
Z(~r )s(~r ) d~r = S
R
Z(~r )f(~r ) d~r = SZ = 1. (18)
Thus it is not surprising that Z(~r ) and s(~r) contain the same
potential ‘‘information’’ and their proﬁles can be similar. An
interesting exception occurs at positions where f(~r ) is zero. In
this situation, s(~r ) is also zero, see eqn (8), but the Fukui
function potential and Z(~r ) may not be (see eqn (16)), and so
they can be used to explain the regioselectivity of the system.
For instance, along the C6 axis of the benzene rHOMO(~r )
and rLUMO(~r ) show null values, while the Fukui functions
calculated with ﬁnite diﬀerence approximation, see eqn (9) and
(10), and s(~r ) will be also zero or very small. In contrast, Fig. 1
shows that the two proﬁles of Z(~r ) exhibit maxima at the
center of the ring and decrease smoothly along the C6 axis. The
Z(~r ) proﬁles have been calculated using rHOMO(~r ) as approx-
imation of f(~r ) and two models of F[(~r )]: (a) the Coulombic
Thomas–Fermi-1/9th Weizsa¨cker–Dirac–Wigner functional;
(b) only the Coulomb term. As one can see, the Coulomb
Fig. 1 Proﬁle of local hardness along the C6 axis of the benzene
molecule at B3LYP/6-31+G(d) level, with origin located at the centre
of the ring. All values are given in a.u.
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term is dominant and the diﬀerences between the two Z(~r)
proﬁles of Fig. 1 originate from the contribution of the
1/9th Weizsa¨cker term, which depends on the gradient and
Laplacian of the Fukui function. The other terms are propor-
tional to f(~r) and they do not contribute to Z(~r). This is an
example of the non proportionality between Z(~r) and s(~r), where
Z(~r) manifests itself as a more powerful descriptor than s(~r).79
In conclusion it can be stated that the ‘‘chemical’’ (and
traditional) interpretation of s(~r) and Z(~r) as pointwise
representations of the softest and hardest regions of a molecule
is only valid if and only if s(~r) and Z(~r) are only applied to soft
and hard systems, respectively. It is worth noting that the
majority of applications of these reactivity indices reported in
the literature fulﬁl this requirement, although some of them
can be interpreted and/or understood in a diﬀerent way with
this new perspective. In the forthcoming paragraphs, we will
analyze in detail the implications of this perspective on the
applicability of the local hardness and softness as reactivity
descriptors and in the HSAB principle.
(a) Implications as reactivity descriptors
The large number of studies in the literature where s(~r) and
Z(~r) have been used makes it impossible to reinterpret all of
them in terms of this new framework. To simplify this task, we
will divide the analysis of the applicability of these descriptors
into three cases, based on the location of the sites that are
subjected to comparison:
(a) Two sites within one molecule.
(b) Two sites in two noninteracting molecules.
(c) Two sites in two interacting molecules.
A summary of these ideas can be found in Scheme 1–3,
where the ordering of condensed atomic softness for diﬀerent
sites in one or two molecules is depicted and where an
indication is given if relevant conclusions (‘‘ok’’) or not (a)
can be drawn from comparing two sites. As we have
commented before, s(~r) and Z(~r) contain more or less the same
potential information. Thus, the condensed atomic softness
plotted in Scheme 1–3 can be interchanged with the condensed
atomic hardness in the following analysis and conclusions will
still be valid. It is important to remark that the Scheme 1–3 are
illustrative summaries of the possible allowed and forbidden
links, which contain some redundant relationships (e.g. Sb 4
Sc and Sc 4 Sd in Scheme 1) and where not necessarily all
forbidden analyses have been written (e.g. Sc and S
0
b in
Scheme 2).
Scheme 1 displays the permissible (‘‘ok’’) and forbidden (a)
relationships that one can establish in the intramolecular
analysis of local softness or condensed atomic softness. The
local softness represents pointwise measures of the local
abundance of the corresponding global softness. Thus, one
can contrast the atom with by far the highest value of atomic
softness, sA, with respect to the other regions of the molecule
and sA will represent a hard/soft site if the global softness of
the molecule has a low/high value. However, one can not
compare the much smaller condensed atomic softness (e.g. sB
vs. sC, sB vs. sD, sC vs. sD), because in those cases sX no longer
corresponds to the chemical concept of local softness and it
only represents the atomic contribution to S. Consequently, in
Scheme 1 one cannot say that sB, sC and sD symbolize the
second, third, and fourth softest regions of the molecule,
respectively.
Table 1 and 2 contain the global softness, global hardness,
condensed local softness, and condensed atomic hardness for
seven systems, which allow us to illustrate the conclusions
derived from Scheme 1. The global hardness and softness of
Table 1 have been evaluated using eqn (6) and (7) and
Z[rHOMO(~r)] and Z[rLUMO(~r)] obtained from the integration
of the hardness kernel, see eqn (14) and (5), using rHOMO(~r)
and rLUMO(~r), respectively, as approximations of f(~r). In
Table 1 one can see that Z[rHOMO(~r)] and the hardness
evaluated from eqn (6) and (7) give more or less the same
tendencies. In contrast, Z[rLUMO(~r)] shows a diﬀerent
behaviour, e.g. it incorrectly predicts that methanol (12.39 eV)
and formaldehyde (15.12 eV) are harder than water (11.58 eV).
This fact illustrates that f(~r) is a better approximation of the
Fukui function than f+(~r) because, if the exact Fukui function
and Hohenberg–Kohn functional were used in eqn (14) the
exact global hardness would be obtained.80 Moreover, several
works22,23,28 have shown that the global hardness using
electrophilic Fukui functions, f(~r), yields a better reproduction
of the experimental global hardness than with nucleophilic
Fukui functions, f+(~r). However, as s+(~r) has been a typical
reactivity descriptor for nucleophilic attacks, we want to show
that the condensed atomic hardness of Z[rLUMO(~r)] contain the
same potential information.
The values of Table 2 have to be considered as contributions
to the corresponding global property. For instance, a value of
0.093 eV1 [19.11 eV] in sO[Z[rHOMO(~r)]] for methanol means
that the oxygen atom contributes 71% (=0.093/0.130 
100%) [87% (=19.11/22.03  100%)] to the global softness
[hardness] of the molecule. However, in the case of s+
[Z[rLUMO(~r)]] the contribution of the carbon atom to the
global softness of the methanol [hardness] can be similar or
even higher (depending of the approximations used) than the
oxygen atom. Therefore, it seems that s [Z[rLUMO(~r)]] and s
+
[Z[rHOMO(~r)]] can predict opposite results about the atomic
contributions to the global softness [hardness]. This misunder-
standing can be easily understood analyzing the implications
Scheme 1
Scheme 2
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of the ﬁnite diﬀerence in S and Z. s [Z[rHOMO(~r)]] represents
the local abundance of the global softness [hardness] resulting
from subtracting one electron, while s+ [Z[rLUMO(~r)]] represents
the local abundance of the global softness [hardness] resulting
from adding one electron. In most of the systems, the left
derivative (I and eHOMO) contributions to S and Z is larger
than the right derivative (A and eLUMO) contributions. For this
reason, s and Z[rHOMO(~r)] are better representations of the
concentration of S and Z and it explains their diﬀerent
behaviours with respect to s+ and Z[rLUMO(~r)].
In the case of acrolein, CH2QCHCHO, s

O and
ZO[rHOMO(~r)] show the largest values, indicating that S and
Z are mainly due to the oxygen atom. However, as we have
seen in Scheme 1, we cannot declare which is the second softest
region of the molecule. On the other hand, s+X and
ZX[rLUMO(~r)] show quite similar values for the oxygen and
the three carbon atoms, indicating that the local abundance of
S and Z, respectively, resulting from adding one electron to
acrolein is more or less the same for the four atoms. Therefore,
we cannot say that the largest one, Cb, is the softest region of
the molecule. However, we can declare that a nucleophilic
attack on acrolein will be on the atom, which will show the
largest redistribution of the electron density, i.e. with the
largest f+X , s
+
X , and ZX[rLUMO(~r)] values.
The next step is to analyze the applicability of these
descriptors for comparing the reactivity of diﬀerent molecules.
For instance, when an atom or a group is replaced by a
diﬀerent one, what is the eﬀect on the global hardness and
the reactivity of the system? A ﬁrst requirement is that the
original and new systems have to show similar global hardnesses.
Otherwise it can happen that for two sites from diﬀerent
systems, both with high s(~r) (i.e. a high value of f(~r)), the ﬁrst
region can represent a soft region (large value of S), while the
second represents a hard region (small value of S). For this
reason when we study a family of molecules we cannot replace
the atom(s) or group(s) which mainly contribute to the global
property. In these conditions, we can, for example, analyze the
eﬀect of a new substituent on the global hardness and softness
and on the atomic contributions of these properties for the
atoms surrounding this new substituent. A summary of these
ideas is displayed in the Scheme 2, where it is worth nothing
that not all forbidden analyses have been written.
Table 1 Global softness, S, and global hardness, Z, for seven selected molecules evaluated at B3LYP/6-31+G(d,p) level. All units are eV
Sa Sb Za Zb Z[rHOMO(~r)]
c Z[rLUMO(~r)]
d Zexp
e
H2O 0.107 0.064 9.36 15.64 28.26 11.58 19.0
CH3OH 0.130 0.081 7.68 12.36 22.03 12.39 17.0
CH3OCH3 0.134 0.087 7.47 11.51 19.78 8.48 16.0
CH2QCHCHO 0.193 0.099 5.19 10.06 20.51 10.99 10.11
f
HCOH 0.168 0.085 5.96 11.72 20.78 15.12 10.88f
CH3COH 0.160 0.086 6.24 11.59 18.10 17.42 10.22
CH3COCH3 0.159 0.090 6.28 11.13 19.95 14.52 9.70
a Calculated with the frontier orbital approximation, eqn (7). b Calculated with the Parr–Pearson approximation, eqn (6). c Global hardness
obtained from eqn (14) and (5) using rHOMO(~r) as approximation of f(~r).
d Global hardness obtained from eqn (14) and (5) using rLUMO(~r) as
approximation of f(~r). e Calculated with the Parr–Pearson approximation, eqn (6) using experimental values of ionization potential and electron
aﬃnity obtained from ref. 5,7,103. f The experimental value of electron aﬃnity is not available and the global hardness is approximated by the
experimental value of the ionization potential obtained from ref. 103.
Table 2 Condensed local softness, sX, and condensed atomic hardness, ZX, of oxygen and carbon atoms for the seven selected molecules in
Table 1 evaluated at B3LYP/6-31+G(d,p) level. All units are eV
sX
a sX
b s+X
c s+X
d ZX[rHOMO(~r)]
e ZX[rLUMO(~r)]
f
H2O O 0.056 0.098 0.028 0.037 27.68 3.739
CH3OH C 0.005 0.013 0.043 0.018 1.196 1.032
O 0.049 0.093 0.016 0.027 19.11 1.963
CH3OCH3 C 0.006 0.009 0.029 0.013 0.728 0.585
O 0.047 0.085 0.006 0.008 16.55 0.524
CH2QCHCHO O 0.051 0.129 0.020 0.042 17.11 2.611
Ccarbonyl 0.001 0.020 0.018 0.049 1.324 2.938
Ca 0.002 0.017 0.008 0.029 0.880 1.468
Cb 0.019 0.002 0.033 0.062 0.061 3.580
HCOH O 0.048 0.112 0.022 0.058 17.12 5.747
Ccarbonyl 0.004 0.019 0.056 0.094 1.419 8.562
CH3COH O 0.046 0.105 0.020 0.053 16.52 5.465
Ccarbonyl 0.002 0.017 0.048 0.082 1.369 8.759
CH3COCH3 O 0.046 0.104 0.020 0.049 16.43 4.791
Ccarbonyl 0.004 0.016 0.026 0.073 1.287 8.140
a From eqn (11) and (9), where the softness is evaluated using eqn (6) and the condensed Fukui function using NPA charges. b From eqn (11) and
(9), where the softness is evaluated using eqn (7) and the condensed Fukui function using the integration over the Voronoi polyhedra of
rHOMO~r.
c From eqn (11) and (10), where the softness is evaluated using eqn (6) and the condensed Fukui function using NPA charges. d From
eqn (11) and (10), where the softness is evaluated using eqn (7) and the condensed Fukui function using the integration over the Voronoi polyhedra
of rLUMO(~r).
e Condensed atomic hardness obtained from the numerical integration of eqn (15) and (5) using rHOMO(~r) as approximation of
f(~r). f Condensed atomic hardness obtained from the numerical integration of eqn (15) and (5) using rLUMO(~r) as approximation of f(~r).
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Table 1 and 2 contain the H2O, CH3OH, and CH3OCH3
family, where the replacement of H for CH3 (an electron
donor group) reduces [increases] the global hardness [softness].
This inductive eﬀect makes that oxygen atoms of CH3OH and
CH3OCH3 richer in electrons (and easier to ionize) than the
oxygen atom of the water molecule. Then, the contribution of
these atoms to the global properties will show the following
tendencies: sO(H2O) 4 s

O(CH3OH) 4 s

O(CH3OCH3)
and ZO[rHOMO(~r)] (H2O) 4 ZO[rHOMO(~r)](CH3OH) 4
ZO[rHOMO(~r)](CH3OCH3).
One of the classical examples in the literature to show the
utility of the Fukui function, local softness, and local
hardness towards a nucleophilic attack has been the carbonyl
compounds.32,81–88 In Table 1, one can see that the replacement
of the H for CH3 in the formaldehyde, acetaldehyde, and
acetone molecules also provokes a decrease of the global
hardness, a tendency that is only reproduced from our
calculations using the approximation of eqn (6). As we have
already seen in the carbonyl compounds, the global hardness
and softness are mainly due to the oxygen atom, which is
described by sX and ZX[rHOMO(~r)]. It is curious to remark that
ZO[rHOMO(~r)] predicts the tendency of the experimental global
hardness, in contrast to Z[rHOMO(~r)]. In addition, the reactivity
of these compounds is characterized by nucleophilic attacks
and by s+X and ZX[rLUMO(~r)] indices. In Table 2, one can see
that the two ways to evaluate s+C reproduce the correct
reactivity of the carbon atom of the carbonyl group with
respect to a nucleophilic attack (formaldehyde4 acetaldehyde
4 acetone). On the other hand, ZC[rLUMO(~r)] fails in this
prediction and it follows the same trend that Z[rLUMO(~r)]. In
fact, it is diﬃcult to consider that the condensed versions of
the local softness and hardness can be useful to predict the
reactivity if the global counterparts cannot reproduce the
experimental values of the global hardness. Nevertheless
we consider that they can be powerful reactivity descriptors
if they are applied in the optimum conditions.
Finally, we will analyze the utility of these descriptors to
describe the interaction between two diﬀerent systems, see
Scheme 3. Several studies have been reported about this topic,
mainly focused on cycloadditions reactions.48,89–97 To illustrate
our point of view we will use a normal electron demand
Diels–Alder reaction, where the diene (we consider the diene
in cis form) and dienophile contain an electron-donating
(tert-butyl group) and electron-withdrawing (carboxylic
group) groups, respectively, see Fig. 2. The ﬁrst requirement
is that the two systems have to show a similar global hardness,
i.e. 5.307 and 6.133 eV for the diene and dienophile,
respectively, values obtained from eqn (7). The second
requirement is that the atoms that one compares are the main
contributions to the global hardness and softness. For
instance, in Fig. 2 the atomic contribution of C1 and C4 of
the diene represent more than the 50% of the global hardness
and softness of the system (the same happens to C10 and C20 of
the dienophile). The regioselectivity will be controlled by the
largest contributions of the systems, i.e. C1 of the diene and
C10 of the dienophile, yielding the ortho cycloadduct.
Notice that the comparison is between the largest values of
si,diene [Zx,diene[rHOMO(~r)]] and the largest values of s
+
i,dienophile
[Zx,dienophile[rLUMO(~r)]]. This fact implies the comparison of
the regions which contribute more to the global softness
[hardness] of the diene and dienophile in the cases of electron
subtraction and electron addition, respectively. Then we are
not comparing the two softest regions of the molecule, because
otherwise we need to compare si,diene [Zx,diene[rHOMO(~r)]] with
respect to si,dienophile [Zx,dienophile[rHOMO(~r)]]. This point of view
is aligned with the idea proposed by Ga´zquez andMe´ndez that
‘‘the interaction between two molecules A and B will not
necessary occur through the softer atoms but through those
whose Fukui functions are approximately equal’’ as opposed
to ‘‘the interaction between A and B is favoured when it occurs
through those atoms whose softnesses are approximately
equal’’.46 In fact, the same values of Fukui function imply
the same contributions to the global properties.
(b) Implications for the HSAB principle
In this section we will ﬁrstly analyze the controversy about the
hard–hard interactions, whether they are better described with
maxima or with minima of f(~r) and how this new under-
standing of s(~r) and Z(~r) can provide us a clear and elegantScheme 3
Fig. 2 Diels–Alder between a diene and dienophole with electron-
donating and electron-withdrawing groups, respectively. The bold
numbers of the diene and dienophile molecules are the condensed
local softness from eqn (12), where the softness is evaluated using
eqn (7) and the condensed Fukui function using the integration over
the Voronoi polyhedral of rHOMO(~r) and rLUMO(~r), respectively. The
numbers between brackets of the diene and dienophile molecules are
condensed atomic hardness obtained from the numerical integration
of eqn (15) and (5) using rHOMO(~r) and rLUMO(~r), respectively, as
approximation of f(~r).
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solution to this topic. In addition, the conclusions derived from
this study will bring us a new point of view to the applicability
of the HSAB principle and the global hardness and softness.
Melin et al.52 studied the protonation reaction of hydroxyl-
amine (NH2OH) and thiohydroxylamine (NH2SH) systems
using diﬀerent condensed Fukui functions and charges.
Experimental results98 show that in these two amines the
nitrogen is the most susceptible site to be protonated. According
to the rule of Li and Evans47 that the hard reactions tend to
occur at the site with smallest Fukui functions, i.e. the smallest
local softnesses, the protonation of NH2OH and NH2SH must
to be on the oxygen and nitrogen atoms, respectively, see
Fig. 3a and 4a. For this reason Melin et al.52 proposed that a
better description of the preferred site of protonation reaction
is obtained with the charges than the Fukui functions.
The s(~r) and Z(~r) are pointwise measures of the local
abundance of S and Z, respectively. Thus, the only information
that one can obtain from Fig. 3 and 4 is that the global
hardness and softness of NH2OH is mainly due to the nitrogen
atom, while the sulfur is the responsible for Z and S of
NH2SH. In fact, the operational equations of the global
hardness and softness, see eqn (6) and (7), can be more or
less considered as molecular orbital-controled, because they
involve ﬁrst vertical ionization potential and electron aﬃnity
and the energies of the HOMO and LUMO. Then, it is clear
that s(~r) and Z(~r) can only predict orbital-controlled reactions
and they cannot be used to predict the protonation site of
these amines. Moreover, we can aﬃrm that s(~r) and Z(~r) can
not describe any charge-controlled process because they have
not been designed to explain these reactions.
Another example of this situation can be seen in Fig. 5,
which contains the plots of s(~r) and Z(~r)[rHOMO(~r)] for formic
acid. The deformation of the electronic cloud of formic acid
upon accepting or donating electrons involves mainly the
carbon and oxygen atoms of the carbonyl group; and the Z
and S and their local abundances have to represent this
picture, as conﬁrmed by Fig. 5. Then, we cannot expect s(~r)
and Z(~r) to explain the acidity of this carboxylic acid, which is
another charge-controlled process.
It is worth noting that these results complement the idea
that s(~r) and Z(~r) contain the same potential information and
as we have already seen they have important implications
in the HSAB principle, which can be summarized in the
following conclusions:
(a) For orbital-controlled cases of the HSAB type, the
extent of electron transfer can be described by Z and S
and the regioselectivity can be described by either of the
corresponding concentration descriptors, Z(~r) or s(~r).
(b) Orbital-controlled HSAB interactions will occur at the
maxima of the Fukui function whether they are soft–soft or
hard–hard interactions.
(c) If a reaction is a charge-controlled, it cannot be described
by Z, S, Z(~r), and s(~r) as descriptors and it cannot be discussed
on the basis of the HSAB principle.
The fact that Z and S are purely electronic properties and
only appropriate for orbital-controlled interactions (remember
that their operational equations, see eqn (6) and (7), involve
ﬁrst vertical ionization potential and electron aﬃnity and the
energies of the HOMO and LUMO) and the request that Z ﬁts
into the HSAB principle (the global hardness has to describe
all the processes involved in the HSAB principle) has an
important eﬀect on the applicability of this principle, because
it eliminates the role of electrostatic interactions.
Another possible solution of this problem is to go back to
the Pearson’s idea that hard–hard charge-controlled reactions
are also included in the HSAB principle. It has been
observed,2,14,99,100 and theoretically justiﬁed,101 that the
hardness correlates with molecular size and charge, and in
this sense the hardness can be also pertinent to charge-
controlled reactions. In this scheme, just the (c) conclusion
shows minimal changes:
(c0) If a reaction is a charge-controlled, Z, S, Z(~r), and s(~r) do
not play a decisive role in the reactivity. Electrostatic eﬀects
are dominant in such cases,6,52,101 except for the (very
exceptional) tie-breaker cases53 where there are equivalent
electrostatic sites.102
When one includes charge-controlled reactions (and possibly
also polarizability-controlled reactions) in the HSAB principle,
then linear combinations of reactivity descriptors naturally
arise.37,53–55 However, it is important to remark that (c)0
Fig. 3 Three-dimensional contour plots of (a) s(~r) (0.01 a.u.) and (b)
Z(~r)[rHOMO(~r)] (0.5 a.u.) for the hydroxylamine molecule at
B3LYP/6-31+G(d) level.
Fig. 4 Three-dimensional contour plots of (a) s(~r) (0.01 a.u.) and (b)
Z(~r)[rHOMO(~r)] (0.5 a.u.) for the thiohydroxylamine molecule at
B3LYP/6-31+G(d) level.
Fig. 5 Three-dimensional contour plots of (a) s(~r) (0.01 a.u.) and (b)
Z(~r)[rHOMO(~r)] (0.5 a.u.) for formic acid at B3LYP/6-31+G(d) level.
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indicates that Parr–Pearson deﬁnition of global hardness in
eqn (1) is incomplete, because it doesn’t fully include the
electrostatic eﬀects. Including charge-controlled reactions in
the HSAB forces one to consider redeﬁning the hardness in a
way that accommodates the expanded scope of the concept. It
is impossible to state which interpretation of the HSAB
principle is ‘‘better’’ based on the results of this paper and
further work is certainly warranted.
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