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The ability to form, manipulate, and stabilize fine-scale materials features by
controlling macroscopic forces is essential to advancing microelectronics and nan-
otechnology. For example, externally applied electric fields and thermal gradients
drive atomic motion through the mass transport phenomena of electromigration or
thermomigration, respectively, that have been considered for several decades as major
sources of materials reliability problems in microelectronics. However, when tuned
optimally, the same “destructive” forces can provide paradigm shifts in surface en-
gineering and nanofabrication. Toward this end, developing a fundamental under-
standing and multi-physics, multi-scale mathematical models capable of predicting
external-field-driven surface morphological evolution constitutes the main focus of
this thesis.
x
We have developed a surface mass transport model that accounts for electromigra-
tion and thermomigration, diffusional anisotropy, and the temperature dependence
of atomic diffusivity to examine the surface morphological response of stressed elec-
trically and thermally conducting crystalline elastic solids under the simultaneous
action of an electric field and/or a temperature gradient; these solid materials in-
clude uniaxially stressed bulk crystals and coherently strained epitaxial films on sub-
strates that may undergo stress-induced surface morphological instabilities such as
the Asaro-Tiller/Grinfeld instability and the Stranski-Krastanow growth instability,
respectively. Using linear stability analysis, and validated by self-consistent dynam-
ical simulations, we have found that properly directed external fields of magnitude
higher than a critical value can stabilize the planar surface morphology and derived
the conditions for synergistic action of multiple external fields, as well as the critical-
ity conditions for surface stabilization. We have also minimized the critical external
field strength requirements by combining the external field action with substrate en-
gineering techniques. Furthermore, we have investigated systematically the complex
asymptotic states reached in the electromigration-driven void morphological evolu-
tion in thin films of face-centered cubic metals with 〈100〉-oriented film planes under
the simultaneous action of a general biaxial mechanical stress.
In addition, we have developed and experimentally validated a model for analyzing
the current-driven dynamics of single-layer epitaxial islands on crystalline substrates.
Simulations based on the model have shown that the dependence of the stable steady
island migration speed on the inverse of the island size stops being linear for larger-
than-critical island sizes. In this nonlinear regime, we have discovered morphological
transitions, Hopf bifurcations, and necking or fingering instabilities for various surface
crystallographic orientations, island misfit strains, and diffusional anisotropy parame-
ters. Consistent with the predictions of linear stability theory, dynamical simulations
show that, under certain conditions, large-size islands undergo a fingering instability
xi
which following finger growth and, depending on the substrate orientation, necking
instability, leads to formation of single or multiple nanowires. The nanowires have
constant widths, on the order of 10 nm, which can be tuned by controlling the ex-
ternally applied electric field strength. Moreover, we have studied systematically the
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k˜, of the perturbation. (1) Ξeff = 0.88Ξeff,c, (2) Ξeff = Ξeff,c,
(3) Ξeff = 1.2Ξeff,c, and (4) Ξeff = 2.8Ξeff,c. The inset gives
the dispersion relation for Ξeff = 0, indicating an ATG surface
instability. (b) Dependence of the range of unstable wave numbers,
R ≡ k˜2,c− k˜1,c, on the dimensionless strength of the applied electric
field, ΞE, for different combinations of thermal gradient and electric
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4.1 Comparison of simulation predictions with experimental observations
and data for current-driven migration of morphologically stable 1-
ML-thick homoepitaxial islands on Ag(111). (a) Faceted (nearly
hexagonal) island morphology. The gray shading corresponds to
an STM image from literature and the solid line is our simulation
prediction of the stable island morphology under the experimental
conditions. (b) Dependence of the current-driven island migration
speed, vm, on the island radius Rs. Open circles and solid
squares denote our simulation predictions and the experimental
data, respectively. The dashed curve is a least-squares fit to the
simulation results according to the relationship vm ∝ 1/Rs. . . . . . . . . . 61
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4.2 Representative simulation results for the current-driven motion of
morphologically stable 1-ML-thick islands on single-crystalline
substrates. Dependence of the migration speed, vm, on the inverse
of the island size, 1/Rs, for the current-driven motion of (a)
homoepitaxial and (b,c) coherently strained heteroepitaxial islands
with tensile and compressive misfit strain due to lattice mismatch,
(b) εm = +0.06 and (c) εm = −0.06, respectively. In all cases, the
dashed lines give linear least-squares fits to the simulation results
over the size range of smaller islands where the vm(1/Rs) relation
is clearly linear. The deviation of the vm(1/Rs) dependence from
linearity is depicted clearly in (a2), (b1), and (c1) for surfaces with
m = 1 and in (a3), (b2), and (c2) for surfaces with m = 2. In (d),
(e), and (f), the scaled island perimeter P is plotted as a function of
1/Rs at εm = −0.06 for surfaces with m = 1, 2, and 3, respectively.
The insets in (d)-(f) show representative island morphologies in the
linear and nonlinear regimes of current-driven island migration. In
all cases, (a)-(f), A = 10 and φ = 0◦. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 (a) Current-induced morphological
evolution of single-layer homoepitaxial island for Rs = 2.15lE and
anisotropy parameters m = 1, A = 10, and φ = pi/4. The island
configurations have been displaced upwards (along y) over time
for clarity regarding their morphological evolution. (b) Evolution
of a morphological metric, given by the island perimeter Ps, for
the island of (a). (c) Bifurcation diagram of the driven island
morphological response, where the oscillation amplitude, ε, of the
island perimeter at the asymptotic state is plotted as a function of
island size Rs. RHP is the island size at the Hopf point; the Hopf
bifurcation is subcritical, accompanied by hysteresis marked by ↑
and ↓ arrows. (d) Dependence of the island migration speed, vm,
on the inverse of the island size, 1/Rs. The inset shows the island
configuration at the onset of necking instability for Rs = Rc,2. . . . . . . 68
4.4 Island migration speed, vm, scaled with the island shape factor, β, as
a function of the inverse of the island size, 1/Rs, for representative
stable steady island morphologies translating on the substrate at
constant rate for various values of misfit strain and diffusional
anisotropy parameters. The dashed straight line is a least-squares
fit to all the simulation results (symbols) according to the universal
scaling relationship vm/β ∝ 1/Rs. The inset shows in a semi-log
plot the dependence of the island mobility, Misl, on εm at various
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4.5 (a) Stable steady morphology reached through current-driven evolution
of a homoepitaxial single-layer island on a crystalline substrate.
Parameter values: m = 1; A = 10; φ = 90◦; and (a1) Rs = 3
√
pilE,
(a2) Rs = 3.75
√
pilE, and (a3) Rs = 4.5
√
pilE. (b) Dependence on
the misorientation angle φ of the critical sizes RHP and Rc,2 at the
Hopf and the necking instability points, respectively, for parameter
values m = 1 and A = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.6 (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer
island on a crystalline substrate for Rs = 5
√
pilE and anisotropy
parameters m = 2, A = 10, and φ = 30◦. (b) Evolution
of a morphological metric, given by the island perimeter P , for
the island of (a). (c) Bifurcation diagram of the driven island
morphological response, where the oscillation amplitude, ε, of the
island perimeter at the asymptotic state is plotted as a function of
the island size Rs. RHP is the island size at the Hopf point; the
Hopf bifurcation is subcritical, accompanied by hysteresis marked
by ↑ and ↓ arrows. The island morphology at the point of failure
is shown in the inset. (d) Dependence on the misorientation angle
φ of the critical sizes RHP and Rc,3 at the Hopf and the necking
instability points, respectively, for parameter values m = 2 and
A = 10. The island morphology at the point of failure for a
misorientation angle φ = 5◦ and φ = 45◦ is shown in the lower
left and upper right inset, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer
island on a crystalline substrate for Rs = 5
√
pilE and anisotropy
parameters m = 3, A = 10, and φ = 5◦. (b1) Evolution of
a morphological metric, given by the island perimeter P , for the
island of (a) with the corresponding phase portrait (b2) and power
spectrum (b3) at the time-periodic asymptotic state. . . . . . . . . . . . . . . 76
4.8 (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer
island on a crystalline substrate for Rs = 9.25
√
pilE and anisotropy
parameters m = 3, A = 10, and φ = 5◦. (b1) Evolution of a
morphological metric, given by the island perimeter P , for the
island of (a) with the corresponding phase portrait (b2) and power
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4.9 (a) Bifurcation diagram of the driven island morphological response
for anisotropy parameters m = 3, A = 10, and φ = 5◦, where the
oscillation amplitude, ε, of the island perimeter at the asymptotic
state is plotted as a function of the island size Rs. (a2) RHP
is the island size at the Hopf point; the Hopf bifurcation is
subcritical, accompanied by hysteresis marked by ↑ and ↓ arrows.
(a3) The bifurcation diagram for period doubling bifurcation. (b)
Dependence on the misorientation angle φ of the critical sizes RHP
and Rc,3 at the Hopf and the necking instability points, respectively,
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4.10 Complex morphologies reached in the current-driven oscillatory
dynamics of homoepitaxial single-layer islands on crystalline
substrates for anisotropy parameters A = 10, (a) m = 1 and
φ = 85◦, (b) m = 2 and φ = 30◦, and (c) m = 3 and φ = 30◦.
For each parameter set, the island size increases from the bottom
to the top. In each case, the gray dashed lines mark the island
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4.11 Schematic representation of two 1-ML-thick epitaxial islands, of the
size R1 (trailing) and R2 (leading) with R1 < R2, in the initial pair
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4.12 Two cases of current-induced morphological evolution of homoepitaxial
single-layer island pairs on the 〈110〉-oriented surface of a fcc
metallic conductor, exhibiting island coalescence and subsequent
breakup of the resulting larger island. The island configurations
in (a1) and (b1) have been displaced over time upwards in
the direction perpendicular to the applied electric-field direction
(along y) for clarity regarding their morphological evolution. The
evolution of a morphological norm of each individual island on the
substrate given by the island perimeter is monitored in (a2) and
(b2), respectively. The effect on the post-breakup island size of
the misalignment angle (ϕm) and size of the initially trailing island
(R1) is demonstrated in (c) and (d), respectively. In all cases, the
diffusional anisotropy parameter values are A = 10, m = 1, and
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and ϕm = 29.06◦. The arrow indicates the direction of the applied
electric field, E0, along the x-axis and the dashed line segments
in the initial configurations connect the centers of the two islands.
The electric field/current is turned on at t = 0 and it is turned off
after a period of (a) t = 60τ and (b) t = 45τ . The final steady-state
island configurations (at zero field) are shown in red in (a1) and
(b1). The resulting stable steady states consist of (a) two islands
of different sizes and (b) two equal-size islands. . . . . . . . . . . . . . . . . . . . 86
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4.13 Many-island pattern formation as a result of the current-induced
morphological evolution of a homoepitaxial single-layer island pair
on the 〈110〉-oriented surface of a fcc metallic conductor. The
island configurations in (a1) and (a2) have been displaced over
time upwards in the direction perpendicular to the applied electric-
field direction (along y) for clarity regarding their morphological
evolution. (b) Evolution of a morphological norm of each individual
island on the substrate in (a1) and (a2) given by the island
perimeter. The geometrical parameter values are R1 = 2.13lE,
R2 = 5.32lE, and ϕm = 0◦. The arrow indicates the direction
of the applied electric field, E0, along the x-axis and the dashed
line segment in the initial configuration connects the centers of
the two islands. The electric field/current is turned on at t = 0
and it is turned off after a period of t = 80τ . The final steady-
state five-island configuration (at zero field) is shown in red in
(a2). Formation of (c1) seven-island and (c2) nine-island patterns
from the current-driven evolution of the same initial island-pair
configuration with geometrical parameters R1 = 2.66lE, R2 =
7.98lE, and ϕm = 0◦, turning the applied electric field off after
a period of (c1) t = 60.4τ and (c2) t = 127τ . In all cases, the
diffusional anisotropy parameter values are A = 10, m = 1, and
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5.1 Sequence of atomic configurations obtained from a molecular-dynamics
simulation of the coalescence, due to thermal fluctuations, of two
nanopores in single-layer graphene that are sufficiently close to each




“God made the bulk; the surface was invented by the devil.” - Wolfgang Pauli
1.1 Motivation
Surface engineering of materials, such as metals and semiconductors, plays a cru-
cial role in determining the function and reliability of components or devices that
consist of such materials, which have significant technological applications ranging
from biomedical [1–4], aerospace [5], and nuclear engineering to nanofabrication [6, 7],
microelectronics [8], optoelectronics [9, 10], and photovoltaics [11]. Surface engineer-
ing approaches can be classified broadly as chemical and physical, where the chemical
approach deals with the chemical synthesis, processing, or modification of materials
with desired surface properties while the physical approach explores the possibility
of controlled manipulation of the multiple-scale morphological surface features us-
ing externally applied macroscopic forces. In this research, we follow the physical
approach not only to tame “devil’s surface”, i.e., to inhibit surface morphological in-
stabilities, but also to creatively manipulate the surface morphology to form desirable
stable patterns for the broad range of applications mentioned above. In recent years,
IBM has demonstrated experimentally the power of such a driven-assembly concept
in the stop-motion movie ‘A Boy And His Atom’ generated using scanning tunnel-
ing microscopy (STM) images of a patterned surface, as shown in Fig. 1.1, which is
constructed by moving each atom individually through the use of an external force
provided by the STM tip.
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Figure 1.1. A frame (STM image) from the movie ‘A Boy And His Atom’ produced
by IBM [12].
The research in this thesis is focused on the physical approach to surface en-
gineering, where we study surface morphological stability under external forcing, a
phenomenon that underlies a broad class of materials processing, function, and re-
liability problems in numerous technological applications. Commonly, stability and
pattern formation are studied in response to the action of a single external force on
the system of interest, while the effects of the simultaneous action of multiple external
forces are studied less commonly or systematically. Nevertheless, the combined action
of external fields has been known to significantly affect pattern formation in various
complex systems. For example, light affects the electric-field-induced assembly of
micrometer-sized colloidal particles leading to optically tunable micro-patterns [13].
The research in this thesis aims at a fundamental understanding and predictive mod-
eling of the surface morphological response of crystalline solid materials subjected to
the combined action of multiple external fields. It is of utmost importance to under-
stand fundamentally the effects of externally applied forces on surface morphological
evolution and stability and use this fundamental understanding to develop advanced
surface engineering strategies in order to induce and stabilize various desired surface
patterns.
2
The surface of electrically conducting (metallic, such as Cu and Al) solids is the
dynamical system and mechanical stresses, electric fields, as well as temperature gra-
dients are the external forces of our research interest. Schematic representations of
different kinds of metallic surfaces, the morphological evolution of which we are in-
terested in studying, are depicted in Fig. 1.2. These types of systems are not mere
theoretical simplifications but are often observed in different parts of nanoelectronic
devices, such as metallic interconnects, vias, etc. We emphasize on identifying the
conditions under which the multiple-field-driven surface morphologies are stable and
on exploring the complexity of the corresponding various morphologically stable sur-
face patterns. We also emphasize on the driven evolution of fine-scale features aiming
at stabilizing and controlling nano-scale patterns on surfaces by their manipulation
through simultaneously applied multiple external forces. We address systematically
the morphological response to the combined action of multiple external forces of all
of these three types of surfaces: bulk solid surfaces, surfaces of thin films grown epi-
taxially on thick or thin substrates, and fine-scale surface features, such as coherently
strained single-layer islands grown epitaxially on crystalline substrate surfaces. In
addition to these surface features, we are also interested in internal surfaces inside
solid structures, such as the surfaces of transgranular voids in textured polycrystalline
films with bamboo grain structure. Our research is based on a modeling approach that
combines theoretical analyses of surface morphological stability with self-consistent
dynamical simulations of surface evolution based on properly parameterized contin-
uum and multi-scale surface transport models.
In terms of chemical composition of the materials examined, the research is focused
primarily on Cu, as well as other face-centered cubic (fcc) metals, including Ag, Al,
and Ni, and Si-based systems (bulk solids or substrates on which films or small islands
can be grown epitaxially). Furthermore, we intend to broaden the scope and impact
of this study of surface morphological response in the future by including in the
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Figure 1.2. Schematic representation of (a) surfaces of bulk stressed solids, (b)
surfaces of coherently strained thin films grown epitaxially on thick or thin substrates,
and (c) coherently strained islands grown epitaxially on substrate surfaces under the
simultaneous application of an external electric field.
research some emerging low-dimensional material systems, including graphene and
other two-dimensional (2D) materials.
1.2 State of Knowledge in the Field
Over the past couple of decades, especially with the advancement of nanofabri-
cation technologies, a significant effort has been made to understand the effects of
the action of external forces on surface nano-scale features from a fundamental as
well as a technological application perspective. There have been several studies, both
experimental and theoretical, reported in the literature aiming at understanding the
stability and pattern formation dynamics of stressed crystalline solids under the ac-
tion of external fields. In this chapter, we present a concise overview of the state of
knowledge in this field.
1.2.1 Internal surfaces inside a solid: Transgranular voids
One of the most challenging materials reliability problems in microelectronics is
the electromechanically induced failure of metallic thin-film interconnects in inte-
grated circuits. The primary source of this problem is the formation and propagation
of transgranular voids in the metal, as shown in Fig. 1.3, which may evolve to cause
a sudden increase in the electrical resistance of the interconnect lines or to even sever
4
Figure 1.3. Scanning electron microscope micrographs of erosion voids that caused
failures in 〈110〉-textured interconnect lines. The in-plane orientation is marked by
arrows and the electron transport direction is from the bottom to the top. The lines
in (a)–(c) are passivated and the line in (d) is unpassivated [48].
the lines and open the circuit. Numerous theoretical studies analyzing the current-
induced surface morphological evolution of metallic surfaces have been reported in the
literature [14–47]. Among various problems of driven surface dynamics, these studies
have addressed the formation and evolution of various surface wave patterns. These
include solitary waves and nonlinear wave trains on surfaces of bulk metals [27, 32],
soliton-like features that travel on large-size void surfaces preceding the failure of
metallic thin films [22, 40], stable wave propagation on smaller-size void surfaces in
films driven by a stronger-than-critical electric field [29, 30, 41], current-driven ho-
moepitaxial islands on electrically conducting substrates [35], and current-induced
step meandering on vicinal surfaces [39].
1.2.2 Surfaces of stressed bulk crystalline elastic solids and coherently
strained epitaxial films
Surfaces of stressed elastic solids have been shown to undergo morphological insta-
bilities as depicted in Fig. 1.4(a). Specifically, linear stability analyses have demon-
strated that the competition between elastic strain energy and surface energy can




Figure 1.4. (a1) Crack pattern on a surface of a 310-nm-thick polymeric film. (a2)
Corresponding surface profile along a direction perpendicular to the mean crack ori-
entation [54]. (b) Mound/3D island formation during layer-by-layer epitaxial growth
of copper [55].
ditions (stress level, surface tension, perturbation wavelength) for the onset of the
surface morphological instability [49–51]; this is the well known Asaro-Tiller or Grin-
feld (ATG) instability. It has been demonstrated that a planar surface of an elastically
stressed solid can evolve rapidly into a cusped surface, with smooth tops and deep
crack-like grooves by surface diffusion [52, 53], in agreement with experimental ob-
servations [54].
It has been demonstrated that surface electromigration due to a properly applied
and sufficiently strong electric field can inhibit the ATG instability and prevent the
surface cracking of stressed elastic conductors [43, 44]. Furthermore, another stress-
induced surface instability has been discovered that leads to formation on the surface
of a secondary pattern of ripples; the relationship of this instability with the ATG
instability was examined and it was shown that surface electromigration due to a
sufficiently strong and properly directed electric field also can inhibit this rippling
instability [45, 56]. Recent experimental results on deposited films of nanocrystalline
Cu [57] have confirmed the benefits of surface electromigration on surface roughness,
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supporting the general concept that surface electromigration has beneficial effects on
stabilizing the morphological response of planar surfaces of stressed solids.
A related, very important morphological instability due to the competition be-
tween surface energy and elastic strain energy is the Stranski-Krastanow (SK) growth
instability [58] in the heteroepitaxy of films on solid substrates, which gives rise to
formation of three-dimensional (3D) islands after the 2D (layer-by-layer) growth of a
few monolayers of epitaxial film, as shown in Fig. 1.4(b). This instability has been
studied extensively [59–76] because of its significant technological implications for
the synthesis of semiconductor quantum dots and other heterostructures. Effects of
surface thermodynamic property anisotropies and faceting of islands also have been
analyzed systematically toward interpretations of the observed island morphologies
in Si1−xGex/Si(001) heteroepitaxy [77–80].
In the present research, we have explored a number of such problems, including the
synergistic effects on surface morphological stability of surface electromigration and
thermomigration under the simultaneous action of externally applied electric fields
and thermal gradients.
1.2.3 Epitaxial islands on crystalline substrates
Another particularly interesting problem of surface electromigration is the current-
driven dynamical response of single-layer adatom and vacancy clusters, i.e., islands
and voids of single-layer thickness/depth, on surfaces of crystalline conducting sub-
strates, such as these shown in Fig. 1.5. Many theoretical studies, either using kinetic
Monte Carlo (KMC) simulations with energy barriers for adatom hopping on the
surface computed according to the embedded-atom method (EAM) [81, 82] or based
on a continuum-theory framework [83–86], have been conducted to understand the
driven dynamics of single-layer adatom and vacancy clusters. Complex morphologi-
cal evolution also has been reported for electromigration-driven single-layer adatom
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Figure 1.5. STM image of single-layer (a) vacancy and (b) adatom islands on a
Cu(111) substrate [90].
islands on solid surfaces, reaching oscillatory and even chaotic asymptotic states [35].
These findings were based on a continuum model, focusing on the periphery (i.e., is-
land edge) diffusion regime where atomic migration along the island boundary is the
dominant kinetic process; periphery (edge) diffusional anisotropy also was taken into
account in the model [35, 87, 88]. This analysis revealed oscillatory shape evolution
and complex migration trajectories where different modes of motion alternate in a
periodic, quasiperiodic, or irregular fashion [35]. In addition, oscillatory dynamics in
the morphological evolution of such homoepitaxial islands has been demonstrated by
atomic-scale KMC simulations on Cu(001) surfaces [89]. The agreement between the
KMC simulation results and the continuum model predictions justified the qualitative
and semi-quantitative validity of the properly parameterized continuum model.
Experimental studies of electromigration-driven dynamics of islands on surfaces
have been challenging and the experimental literature on the subject is sparse. The
first experimental study of electromigration-induced motion of islands was reported
by Métois and coworkers [91], who examined the steady-state motion of Si islands
driven by a DC current. An excellent recent experimental study [92] based on in situ
scanning tunneling microscopy (STM) examined the effects of thermally excited de-
fects on the current-biased displacement of single-layer Ag islands on single crystalline
Ag(111). The above experimental and theoretical studies have motivated us to study
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the current-driven evolution of isolated single-layer islands or pairs of single-layer is-
lands in order to explore and optimize various approaches of external-field-enabled
surface nanopatterning, a new paradigm for surface physical nanopatterning.
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1.3 Thesis Objectives
“The purpose of computing is insight, not numbers.” - Richard W. Hamming
The goal of this thesis is to develop a fundamental understanding of the effects of
macroscopic forces, such as mechanical stress, electric fields, and thermal gradients,
on the surface morphology of crystalline metallic conductors or semiconductors. This
fundamental study will enable us to control pattern formation on material surfaces
and to inhibit surface morphological instabilities by the use of external forcing, which
can have major technological impact on improving materials function and reliability
and developing innovative, directed-assembly processes for nanoscience and nanotech-
nology. With this broader perspective in mind, the objectives of this thesis can be
broadly categorized as follows:
• Continuum-scale analysis of morphological evolution and stability under surface
electromigration and/or thermomigration conditions of various types of surfaces
or surface features, including:
– Free surfaces (edge voids) inside a stressed elastic thin film;
– Surfaces of stressed elastic solids and of coherently strained thin films
grown epitaxially on crystalline solid substrates; and
– Homoepitaxial and coherently strained heteroepitaxial single-layer islands
on an infinitely thick crystalline solid substrate.
• Multi-scale modeling of external-field-driven complex pattern formation dynam-
ics for populations of epitaxial islands as a novel approach to surface nanopat-
terning.
To achieve the aforementioned research goals, the general framework we have fol-
lowed is the development and validation of atomistically informed continuum models
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for the material systems of interest, followed by numerical-simulation-based paramet-
ric studies of the morphological response, in conjunction with analytical studies to
understand the underlying physics behind the driven response to extend our funda-
mental knowledge beyond numbers.
1.4 Thesis Organization
The thesis is organized focusing on the fundamental understanding of the sta-
bility and dynamics of the three different systems that were described schematically
in Fig. 1.2. Following this chapter, the rest of the thesis is organized in four more
chapters, Ch. 2-5. These include our findings on the multiply driven morphological
evolution and stability of surfaces of stressed elastic solids, surfaces of coherently
strained epitaxial thin films on elastically deformable crystalline substrates, and epi-
taxial single-layer islands on crystalline solid substrates, as well as on the associated
systematic parametric studies of the driven surface response. In Chapter 2 of this
thesis, we present the numerical study of electromechanically driven complex mor-
phological evolution of void surfaces in metallic thin films using a well-validated, fully
nonlinear model. In this study, we have investigated the complex asymptotic states
reached in the electromigration-driven void morphological evolution in thin films of
fcc metals with 〈100〉-oriented film planes under the simultaneous action of biaxial
mixed (tensile + compressive) mechanical stress. Our systematic parametric study
is based on a Galerkin boundary-integral method coupled with an adaptive time-
stepping algorithm of surface front tracking for the self-consistent simulation of the
void surface dynamics. This work constitutes our effort to achieve the first thesis
objective and has been published as: Dwaipayan Dasgupta, Georgios I. Sfyris, M.
Rauf Gungor, and Dimitrios Maroudas, “Electromigration-driven complex dynamics
of void surfaces in stressed metallic thin films under a general biaxial mechanical
loading,” Journal of Applied Physics 112, Article No. 083523, 10 pages (2012).
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In Chapter 3, we present the theoretical study on surface morphological stabiliza-
tion of a stressed bulk crystalline solid and of an epitaxial thin film on a crystalline
solid substrate by the simultaneous action of an applied electric field and a ther-
mal gradient based on a fully nonlinear surface mass transport model. Our driven
surface evolution model accounts for surface electromigration and thermomigration
induced by the applied fields and for surface diffusional anisotropy. Based on this
model, we have conducted a systematic linear stability analysis aiming at derivation
of surface stabilization conditions against the ATG instability and at exploration of
the competition or synergy of the two simultaneously applied external fields, i.e., the
electric field and the thermal gradient, toward stabilizing the surface morphological
response of the stressed material. This work has been published as: Dwaipayan
Dasgupta, Georgios I. Sfyris, M. Rauf Gungor, and Dimitrios Maroudas, “Surface
morphological stabilization of stressed crystalline solids by simultaneous action of ap-
plied electric and thermal fields,” Applied Physics Letters 100, Article No. 141902,
4 pages (2012). The predictions of the linear stability theory are validated using a
self-consistent dynamical simulation study of the driven surface morphological evo-
lution. This work has been published as a regular article in the Journal of Applied
Physics and is included in this thesis as Appendix A. This is a significant finding,
and has motivated the application of thermal gradients together with externally ap-
plied electric fields toward surface stabilization in more complex and technologically
important, heterogeneous stressed material systems.
We have extended the above study to the surface of a heteroepitaxial thin film on a
crystalline elastic substrate system, where we have demonstrated the inhibition of the
3D Stranski-Krastanow (SK) growth instability due to the combined action of a prop-
erly directed electric field and a thermal gradient along with substrate engineering.
This work has been published as a regular article in the Journal of Applied Physics and
is included in this thesis as Appendix B. We have also presented a prediction of lin-
12
ear stability analysis, which is validated using self-consistent dynamical simulations,
that a sufficiently strong temperature gradient alone can inhibit the ATG surface
morphological instability. This work has been published as a rapid communication in
Applied Physics Letters and is included in this thesis as Appendix C. Additionally,
we have studied the evolution dynamics of long-wavelength perturbations from the
planar surface morphology of uniaxially stressed elastic crystalline solids. This type
of perturbation can trigger a nonlinear tip-splitting instability that causes formation
of a pattern of secondary ripples, which cannot be explained by linear stability theory.
We develop a weakly nonlinear stability theory, which can explain the occurrence of
such secondary rippling instabilities and predict the number of secondary ripples that
form on the surface as a function of perturbation wavelength. The theory shows that
this type of surface pattern formation arises entirely due to the competition between
surface energy and elastic strain energy, regardless of surface diffusional anisotropy
or the action of externally applied fields. The conclusions of the theory are validated
by systematic comparisons with results of self-consistent dynamical simulations of
surface morphological evolution. This work has been published as a regular article
in the Journal of Applied Physics and is included in this thesis as Appendix D. The
above five studies have contributed to the achievement of the second thesis objective.
In Chapter 4, we present a fully nonlinear model for studying the current-driven
morphological evolution of single-layer, i.e., one-monolayer-thick (1-ML-thick), coher-
ently strained epitaxial islands on elastically deformable crystalline substrates. The
model follows a two-dimensional (2D) approximation of island evolution, according to
which mass transport due to curvature-driven diffusion, stress-driven diffusion, and
electromigration is limited only to the island boundary (edge). The model also ac-
counts for the diffusional anisotropy for such “periphery diffusion” along the island’s
edge and, therefore, constitutes a multi-scale model, in the sense of an atomistically
informed continuum-scale driven evolution model. We have carried out dynamical
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simulations of the driven dynamics of such islands and validated the model by com-
parisons of the simulation results for individual islands with published experimental
results. We found that the island migration speed varies linearly with 1/Rs, where R2s
is the island area, up to a critical size that marks the onset of island morphological
transition; further increase in Rs triggers other morphological or dynamical transi-
tions. We have also developed a universal linear relationship for the dependence of
the stable island migration speed on the inverse of the island size. This work has been
published as: Dwaipayan Dasgupta, Georgios I. Sfyris, and Dimitrios Maroudas,
“Current-driven morphological evolution of single-layer epitaxial islands on elastic
substrates,” Surface Science 618, L1-L5 (2013).
In Chapter 4, we also present a comprehensive numerical simulation study and ex-
plore the complexity of the driven island dynamics with the variation of the anisotropy
parameters for isolated individual islands on 〈110〉-, 〈100〉-, and 〈111〉-oriented sub-
strate surfaces. This work is in preparation to be submitted for publication as a reg-
ular article in the Physical Review E. We have also investigated the driven dynamics
of island pairs, with the island sizes and the island center-to-center line misalignment
with respect to the electric-field direction being the key geometrical parameters in
the study. This parametric study identified several classes of pattern forming dynam-
ical phenomena mediated by island coalescence and breakup. We have used adaptive
grid spacing and adaptive time stepping for the self-consistent dynamical simulation
of this driven collective island dynamics. This work has been published as: Dwai-
payan Dasgupta and Dimitrios Maroudas, “Surface nanopatterning from current-
driven assembly of single-layer epitaxial islands,” Applied Physics Letters 103, Article
No. 181602, 4 pages (2013) and has contributed in achieving the thesis objective of
developing a novel technique for surface nanopatterning. We have further extended
the study on the nanopattern formation and demonstrated that a large-size isolated
island driven by a properly directed electric field can form a single nanowire or an
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array of multiple parallel nanowires, depending on the substrate surface orientation,
with the nanowire axis aligned with the electric field direction. A linear stability
theory is developed to explain the morphological fingering instability that is the pre-
cursor to nanowire formation and the predicted confinement of the nanowire width is
explained analytically. We have demonstrated this nanowire formation strategy for
a benchmark system, Ag/Ag{111}, for which the width of the formed nanowires is
on the order of 10 nm and can be tuned precisely by manipulating the strength of
the externally applied electric field. This work has been submitted as a rapid com-
munication in the Applied Physics Letters and is included in this thesis as Appendix
E.
Finally, Chapter 5 summarizes the key contributions of this thesis toward a fun-
damental understanding of the external-field-driven surface stability and patterning
dynamics of the complex surface features mentioned in Chapter 1.3. The scope of
the research in this field is very broad and the outcome of the research has direct
consequences in the reliability of microelectronic or nanoelectronic devices as well as
in developing lithography-free techniques for surface nanopatterning. The techniques
developed in this thesis can also be extended to driven evolution studies in 2D mate-
rials such as graphene or graphene nanomeshes which may have substantial broader
impact. A concise discussion of some possible future directions in this area of research




COMPLEX DYNAMICS OF VOID SURFACES IN
STRESSED METALLIC THIN FILMS
2.1 Introduction
The mechanical stress plays a crucial role in determining the current-driven dy-
namics of conducting surfaces, including surfaces of voids in metallic thin films
[46, 25, 31, 34, 46]; the resulting electromechanically induced void evolution depends
on parameters that include the void size, the strength of the externally applied elec-
tric field, the mechanical loading mode and applied stress level, the crystallographic
orientation of the film plane, as well as the strength of the diffusional anisotropy for
diffusion on the void surface [31, 41, 46], which depends strongly on temperature
[31]. This high dimensionality of parameter space makes the void dynamical response
extremely rich and complex and, consequently, worth investigating rigorously and
systematically. Toward this end, we have shown that for thin films of face-centered
cubic (fcc) metals with 〈110〉-oriented film planes, upon increasing the level of an
applied isotropic biaxial tensile stress, morphologically stable steady states transition
to time-periodic states through a subcritical Hopf bifurcation; upon further increase
This work has been published as: Dwaipayan Dasgupta, Georgios I. Sfyris, M. Rauf Gungor,
and Dimitrios Maroudas, “Electromigration-driven complex dynamics of void surfaces in stressed
metallic thin films under a general biaxial mechanical loading,” Journal of Applied Physics 112,
Article No. 083523, 10 pages (2012).
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of the stress level, the driven nonlinear system is set on a route to chaos through
a sequence of period-doubling bifurcations [46]. For 〈100〉-oriented film planes, a
transition from steady to time-periodic states also has been found to occur at a crit-
ical stress level; in this case, the corresponding Hopf bifurcation is supercritical and
the nonlinear system is not set on a route to chaos [46]. For such 〈100〉-oriented
film planes, we have also examined the effects on the void morphological response
of anisotropic biaxial tensile loading [47]. Over the range of electromechanical con-
ditions examined, we have found that the only possible stable asymptotic states in
the driven void dynamical response are either time-periodic states characterized by
a single period of oscillation or steady states with no change in the void shape; in
both cases, the void migrates along the film in the direction of the applied electric
field at constant speed. Although the loading anisotropy has significant effects on the
stability domain boundaries, it does not introduce any more complex void dynamics
in 〈100〉-oriented films than that under isotropic biaxial tensile loading [47].
In this study, we extend the study of Ref. [47] to include the effects on the elec-
tromechanically driven complex void dynamical response in 〈100〉-oriented fcc films of
the most general form of biaxial mechanical loading. In addition to purely compres-
sive biaxial loading, ranging from purely isotropic to strongly anisotropic including
uniaxial, we also examine a more general mixed type of loading with both tensile and
compressive normal stress components in the applied stress tensor. Our analysis is
based on self-consistent dynamical simulations of driven void surface morphological
response according to a fully nonlinear, two-dimensional, and well validated model.
The analysis demonstrates that electromechanically driven void dynamics under such
general biaxial film loading may lead to three possible outcomes depending on elec-
tromechanical loading conditions, void size, and diffusional anisotropy: two types of
asymptotic states, either steady or time-periodic, and film failure caused by void tip
extension. We find that the loading anisotropy and the mode of loading play a sig-
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nificant role in determining the stability domain boundaries of the stable asymptotic
states and can be tailored to stabilize steady or time-periodic states and to increase
the resistance of the film to failure by void tip extension. Most importantly, we
find that under a mixed (tensile + compressive) mode of loading, steady states in
the void morphological response cannot be stabilized and the film can sustain much
lower levels of stress prior to failure compared to those under purely tensile or purely
compressive biaxial loading.
2.2 Theoretical Model and Computational Methodology
We consider a two-dimensional (2D), single-crystalline elastic thin film of an fcc
metal that is extended infinitely along the x-direction and has width w along the
y-direction of a Cartesian frame of reference. Under the assumption that the average
grain-boundary separation in the film is larger than the film’s width and given that
the film is very long in x, this approximation of a semi-infinite, single-crystalline
film is realistic for simulating important aspects of transgranular void dynamics in
textured polycrystalline films with bamboo grain structure. In this film, we study
the driven motion and morphological evolution of a void, which has a semi-circular
shape initially with radius wt; the void dynamics is driven by the action on the film
of biaxial stress in conjunction with that of an external electric field. The analysis
of the electromechanically driven void dynamics is based on solving the problem of
driven mass transport on the void surface self-consistently with the boundary-value
problems (BVPs) that determine the electric-field and stress-field distributions in the
film. Under the assumption that the void is extended throughout the thickness of
the film in the z-direction and that there is no variation in the void morphology in
this (z) direction, which is a common case in metallic thin films [31, 93], the 2D
representation employed in this study is satisfactory. In a previous study [47], we
focused on the analysis of such electromechanically driven void dynamics in a film
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subjected to purely tensile biaxial loading, ranging from purely isotropic to strongly
anisotropic, including uniaxial tension. In the present study, we have performed a
comprehensive analysis of the void morphological response in a film subjected to all
of the other possible biaxial mechanical loading modes, i.e., a purely compressive
loading, as well as a more general loading mode, where the applied stress components
can be either tensile or compressive resulting in a mixed (tensile + compressive)
loading mode, and have also examined the entire range of the loading anisotropy.
In both studies (Ref. [47] and here), we limit the analysis to film planes with 〈100〉
orientation.
Using classical phenomenology for driven surface mass transport, we employ a
continuum model for void morphological evolution [94], where the total mass flux, Js,




[−Esq∗s +∇sµ] sˆ. (2.1)
In Eq. (2.1), Ds is the surface atomic diffusivity, δs/Ω is the number of surface atoms
per unit area, Es is the local electric-field component tangent to the void surface, q∗s
is the effective surface charge, µ is the chemical potential of an atom on the surface,
kB is the Boltzmann constant, ∇s is the surface gradient operator, and T is the
temperature, which is assumed to remain constant throughout the film [31]. The
surface atomic diffusivity that can be expressed as Ds(θ) = Ds,minf(θ), where θ is the
angle formed by the direction of the externally applied electric field and the local unit
vector sˆ tangent to the void surface,Ds,min is the minimum surface diffusivity, and f(θ)
is an anisotropy function. In this parameterization of surface diffusional anisotropy,
the dimensionless parameters A, m, and φ refer to the anisotropy strength, symmetry
due to crystallographic orientation, and the misorientation of a fast surface diffusion
direction with respect to the direction of the applied electric field, respectively. In
fcc films, m = 1, 2, and 3 corresponds to 〈110〉-, 〈100〉-, and 〈111〉-oriented film
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planes; in this study, we focus on m = 2, which corresponds to a 〈100〉-oriented film
plane. For fcc metals, such as Al and Cu, the above parameterization for f(θ) has
demonstrated excellent qualitative agreement with experiments of electromigration-
induced void morphological evolution in thin films [21, 28], as well as measurements
of electrical resistance evolution in interconnect lines [36–38]. The chemical potential
is given by
µ = µ0 + Ω (E − γκ) , (2.2)
where µ0 is a reference chemical potential for an unstressed planar surface, Ω is the
atomic volume, E is the elastic stain energy density, γ is the isotropic surface free
energy per unit area [31], and κ ≡ ∇ · nˆ is the local surface curvature with nˆ being
the local unit vector normal to the void surface. The surface mass flux expression of
Eq. (2.1) is a Nernst-Einstein relation with three driving forces: surface curvature and
the two external fields, i.e., the electric field and mechanical stress. The evolution of




= −Ω∇s · Js. (2.3)
Inside the metallic conductor the electric field, E, is irrotational, i.e., ∇ × E, so
it can be written as the gradient of an electrostatic potential, Φ, i.e.,
E = −∇Φ. (2.4)
The electric field also is solenoidal, i.e., ∇ · E = 0. Therefore, Eq. (2.4) implies that
the electrostatic potential is governed by Laplace’s equation
∇2Φ = 0. (2.5)
Additionally, the void surface and the film’s edges are modeled as electrically insulat-









Figure 2.1. Schematic representation of a metallic thin film with a transgranular
void subject to mixed (tensile + compressive) mechanical stress and an applied electric
field E∞. nˆ and sˆ are unit vectors that are locally normal and tangent to the void
surface, respectively.
to the x-direction of the film far away from the void satisfy the far-field condition for
the electric field, ∇Φ · nˆ = −E∞, where E∞ is the strength of the externally applied
electric field. The insulating boundary conditions along with the governing equation,
Eq. (2.5), define a well posed BVP for the electrostatic potential Φ; having calculated
Φ, the electric-field distribution in the film is computed from Eq. (2.4).
The stress field σ in the film satisfies Cauchy’s mechanical equilibrium equation,
∇ · σ = 0. (2.6)
and the mechanical deformation of the material is addressed within the framework of
isotropic linear elasticity and in the limit of infinitesimal displacement, as expressed
by the kinematic relation for the components of the strain tensor ε in terms of the
displacements u, i.e., in component form
εij =
1
2 (ui,j + uj,i) . (2.7)
In Eq. (2.7), the integer indices i and j range from 1 to 3 (i.e., over the 3 Cartesian
coordinates) and a comma is used to denote differentiation with respect to the index
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that follows. In this 2D model, the material is under plane strain, the boundaries of
the 2D computational domain (film edges) are subject to a constant applied tensile
stress, and the void surface is traction-free; the normal components of the applied
stress tensor, i.e., σxx and σyy, are parameters in our analysis and are discussed in
detail in Sec. 2.3. Equations (2.6) and (2.7) with the above boundary conditions
define a well posed BVP for the stress-field distribution in the film. The electrostatic
and elastostatic BVPs coupled with the surface evolution equation, Eqs. (2.1)-(2.3),
describe completely the morphological evolution of the void surface.
For the computational implementation of the above model of driven void morpho-
logical evolution, we have used a front tracking method for monitoring the evolution
of the void’s surface shape, in conjunction with a Galerkin boundary-integral method
for the computation of the electrostatic potential Φ and the elastic displacement
field u. A comprehensive formulation of the BVPs for these fields has been given in
Ref. [31]. A comprehensive description of the computational techniques employed for
front tracking, solution of the BVPs, and calculation of surface derivatives has been
presented in Refs. [22], [31], [94], and [95].
For a systematic exploration of the corresponding parameter space of the above












with E being the elastic modulus, which scales the elastic strain energy with the
surface energy; and
Λ ≡ wt/w, (2.10)
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i.e., a dimensionless void size. For biaxial loading, the stress scale in Eq. (2.9) is
defined by the maximum magnitude of the normal component of the applied stress
tensor, σ0 ≡ max {|σxx|, |σyy|}. As a benchmark system for all the simulations con-
ducted in this study, we have chosen an Al film of width w = 1µm at a temperature
T = 500 K. For this system, a value of Γ = 50 corresponds to a current density
of about 2 MA/cm2, which is typical of accelerated electromigration experiments; a
value of Σ = 1 corresponds to a stress of about 140 MPa, which also is typical of
residual stresses in interconnect lines after cooling and aging [96]. For this Al film,
the resulting diffusional time scale is τ ≈ 104 h [31]. This is an order-of-magnitude
estimation based on an approximate value of Ds,minδs ≈ 10−24 m3/s for Al at 500 K
and γ = 1 Jm−2 [31] and refers to the characteristic time scale for curvature-driven
surface diffusion (i.e., slow time scale) in the absence of any externally applied fields.
2.3 Results and Discussion
All of the possible combinations of anisotropic biaxial mechanical loading of the
stressed metallic thin film are presented in Fig. 2.2 and can be expressed conveniently
using the ratios of the normal stress components in the x- and y-directions, σxx and






The applied stress components can be of two types: tensile and compressive, as in-
dicated by the signs of the stress components. We have used the typical convention
in mechanics and denoted the tensile and compressive stresses as positive and neg-
ative, respectively. For higher loading along the y-axis, i.e., |σxx| < |σyy|, we define
R1 ≡ |σxx|/|σyy| with R1 over the range 0 ≤ R1 ≤ 1 and σ0 = |σyy|. In this case, and
for a purely compressive load, Eq. (2.11) becomes
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Figure 2.2. Schematic representations of the various mechanical loadings that are
examined on a metallic thin film with an edge void. (a) Uniaxial compressive loading
in the y-direction (R1 = 0), (b) uniaxial compressive loading in the x-direction (R2 =
0), (c) anisotropic loading according to Eq. (2.12) with |σyy| > |σxx| (0 < R1 ≤ 1)
with compressive stresses in the x- and y-axes, (d) anisotropic loading according
to Eq. (2.13) with |σxx| > |σyy| (0 < R2 ≤ 1) with compressive stresses in the
x- and y-axes, (e) anisotropic loading according to Eq. (2.14) with |σyy| > |σxx|
(0 < R1 ≤ 1) with compressive stress in the x-axis and tensile stress in the y-axis,
and (f) anisotropic loading according to Eq. (2.15) with |σxx| > |σyy| (0 < R2 ≤ 1)
with compressive stress in the x-axis and tensile stress in the y-axis. The applied
electric field, E∞ = E∞xˆ, which drives the motion of the void, as well as the two
fast surface diffusion directions at 45◦ angles with the applied electric field, also are






where R1 = 0 refers to uniaxial loading in the y-direction, as seen in Fig. 2.2(a).
Similarly, for higher loading along the x-axis, i.e., |σxx| > |σyy|, we define R2 ≡
|σyy|/|σxx| with R2 over the range 0 ≤ R2 ≤ 1 and σ0 = |σxx|. In this case, and for a





where R2 = 0 refers to uniaxial loading in the x-direction, as seen in Fig. 2.2(b). If
0 < R1 < 1 and 0 < R2 < 1, the film is subjected to anisotropic loading with the
maximum stress component oriented along the y- and x-axis, respectively; if R1 = 1
or R2 = 1, the film is under isotropic biaxial compressive loading.
In a previous study [47], we analyzed the electromigration-driven surface dynamics
of voids under the influence of biaxial tensile but anisotropic mechanical loading. In
this study, we examine the effects of all the other possible types of biaxial mechanical
loading, i.e., anisotropic biaxial compressive loading, as well as all the combinations
of anisotropic compressive and tensile stresses. In these cases, and following the

















Two of these four types of mechanical loadings are shown in Figs. 2.2(e) and 2.2(f)
respectively; specifically, the schematics of Figs. 2.2(e) and 2.2(f) refer to the loadings
of the second of Eqs. (2.14) and Eqs. (2.15), respectively.
For the study of electromigration-driven void dynamics in a metallic thin film
under the simultaneous application of anisotropic mechanical loading, we start from
the state of isotropic compressive loading, R1 = R2 = 1, and perturb the ratios R1
and R2 from unity and over the range of interest to capture the loading tensors of
Eqs. (2.12) and (2.13). A representative dynamical response is summarized in the
bifurcation diagram of Fig. 2.3, where a metric of the void morphology is plotted
as a function of the bifurcation parameter Σ for the loading type of Eq. (2.12) with
R1 = 0.9; the other parameters are Γ = 3.85, Λ = 0.80, A = 2.9, m = 2, and φ = 45◦.
The morphological metric used in Fig. 2.3 is the dimensionless maximum extent of the
void across the film, Ymax ≡ ymax/w; for stable void morphological response, the void
asymptotic state is either steady or time-periodic and the oscillation amplitude, ε, is
plotted (at steady state, ε = 0) as a function of Σ. The definition of the dimensional
morphological norm, ymax, is given schematically below [in Fig. 2.5(a1), which depicts
a void configuration that has reached a time-periodic state].
At high stress levels Σ, the void morphological response reaches a stable steady
state denoted by solid circles in Fig. 2.3; at this asymptotic state, the void corresponds
to a soliton that translates along the metallic film with a stable steady shape at a
constant speed, which can be viewed alternatively as a steady shape in the frame of
reference that moves with the constant void migration velocity. However, there is an
upper limit of Σ, above which the applied mechanical stress destabilizes this steady
state; this instability leads to failure of the film, facilitated by fast extension of the
void tip to reach the opposite edge of the metallic thin film. In Fig. 2.3, the solid
square marks the onset of failure for this parameter set. As Σ is decreased, it reaches
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Figure 2 of 9 Figure 2.3. Bifurcation diagram of the electromechanically driven surface morpho-
logical response of a void in a metallic thin film subjected to biaxial compression. The
oscillation amplitude, ε, in the evolution of the dimensionless maximum extent of the
void surface across the film’s width, Ymax, is plotted at the asymptotic state as a
function of the maximum applied mechanical stress Σ. The inset is a magnification of
the region around the Hopf point at Σ = Σc that highlights the supercritical Hopf bi-
furcation; the dashed line is a quadratic polynomial fit to the parametric dependence
ε = ε(Σ) of the stable time-periodic response in the vicinity of criticality. Open and
solid circles are used to denote time-periodic and steady states, respectively, while
the solid square marks the onset of film failure. The various regimes, where the void
dynamical response leads to steady and time-periodic asymptotic states, are labeled
on the bifurcation diagram. The other parameters are Γ = 3.85, Λ = 0.80, A = 2.9,
m = 2, R1 = 0.9, and φ = 45◦.
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from stable steady to stable time-periodic states denoted by open circles: this critical
behavior corresponds to a supercritical Hopf bifurcation at Σ = Σc. The nature of the
Hopf bifurcation is confirmed by the quadratic polynomial fit, Σ = Σc − Bε2, where
B is a constant, to the parametric dependence [ε = ε(Σ)] of the stable time-periodic
response in the vicinity of criticality, Σ −→ Σ−c (i.e., for 0 < Σ < Σc); this parametric
dependence is highlighted in the inset of Fig. 2.3 and is consistent with supercritical
Hopf bifurcation theory [97]. This implies that applying an anisotropic mechanical
stress with Σ > Σc suppresses the surface-electromigration-induced time-periodic void
morphological response, which is characterized by a protrusion (a secondary soliton-
like feature) that travels along the surface of the void, which translates along the
film at constant speed. Decreasing Σ below Σc leads to an increase in the oscillation
amplitude, which goes over a maximum and then decreases with a further decrease
in Σ. A lower critical stress level also exists, below which the oscillation amplitude
ε is reduced to zero leading to a transition to stable steady states through a second
supercritical Hopf bifurcation. The resulting steady states are stable for applied
stresses Σ as low as zero.
The void morphological response to varying the stress level Σ is characterized in
some further detail in Figs. 2.4 and 2.5; for the results of Figs. 2.4 and 2.5, the pa-
rameters Γ, Λ, A, m, and φ are identical with those that produced the bifurcation
diagram of Fig. 2.3. Specifically, in Fig. 2.4, three representative cases of void dynam-
ical response are plotted for increasing levels of Σ. In all of these cases, the initial void
configuration is characterized by a semicircular morphology. Figure 2.4(a) shows the
evolution of the maximum extent of the void across the film, Ymax(t), at a stress level
Σ near but below Σc, depicting the emergence, after an initial transient, of a stable
time-periodic asymptotic state. In Fig. 2.4(b), for Σ > Σc, time-periodic oscillations
are seen to appear after an initial transient period, but they are damped during a
subsequent transient period, after which the void morphology reaches a steady state.
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Figure 2.4. Evolution of the dimensionless maximum extent of the void surface
across the film, Ymax, at various stress levels for anisotropic biaxial compressive loading
according to Eq. (2.12). (a) At Σ = 0.0015, the void surface morphological response
reaches a time-periodic asymptotic state, which is highlighted in the inset. (b) At
Σ = 0.0025, the void surface morphological response reaches a steady state; in both
(a) and (b), the void translates along the film at constant speed in the asymptotic
state. (c) At Σ = 0.0029, the nearby steady state in the void dynamical response
cannot be stabilized, leading to film failure. In all cases, the other parameters are
Γ = 3.85, Λ = 0.80, A = 2.9, m = 2, R1 = 0.9, and φ = 45◦, and the film is subjected
to biaxial compression.
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Figure 2.5. Void configurations characteristic of the three cases shown in Fig. 2.3,
namely, (a1) at the time-periodic state of Fig. 2.3(a), (a2) at the steady state of
Fig. 2.3(b), and (a3) at the stage of film failure of Fig. 2.3(c), when the void tip
reaches the upper edge of the film. In (b1), (b2), and (b3) the void configuration is
shown at the states that correspond to the same parameter values as in (a1), (a2),
and (a3), respectively, but for a film subjected to biaxial tension.
Figure 2.4(c) shows the void morphological evolution under an applied mechanical
stress higher than Σc that is sufficiently strong to cause the failure of the film. Again,
the initial transient is followed by damped oscillations, but the nearby steady state
cannot be stabilized and the film fails due to void tip extension.
We find that the surface morphological response of the void to compressive stress-
ing of the film is similar to that to tensile stressing, although some quantitative differ-
ences exist. Some representative such differences are shown in Fig. 2.5 by comparing
void configurations that correspond to the dynamical responses of Fig. 2.4 with the
corresponding configurations for film loading under tensile stress. Figures 2.5(a1)-
2.5(a3) and Figs. 2.5(b1)-2.5(b3) depict responses to compressive stress and to tensile
stress, respectively, with all the parameters Γ, Λ, A, m, and φ being the same in
both sets of cases; the stress level increases from (a1) to (a3) and from (b1) to (b3)
and, in each case of comparison, the compressive and tensile stress levels are equal.
Specifically, Figs. 2.5(a1) and 2.5(b1) show snapshots of the oscillatory motion of
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the void at its time-periodic state, Figs. 2.5(a2) and 2.5(b2) show snapshots during
the void’s steady translation along the film with no shape change, and Figs. 2.5(a3)
and 2.5(b3) show the void’s morphology right at the time when the void tip reaches
the opposite (upper) film edge causing the failure of the film. The only noticeable
difference between the configurations in the two sets of panels of Fig. 2.5 is that the
void’s extension along the lower edge of the film is smaller in the case of a compres-
sive load, which is attributed to the nature of that specific loading, i.e., the applied
compression acts against void extension along the film edge direction. The physical
reason for the similar void surface morphological response under purely compressive
and purely tensile stress of the same strength is the nature of the driving force due
to the mechanical loading, expressed in the surface transport model of Eqs. (2.1)-
(2.3) by the loading contribution to the chemical potential: this is through the elastic
strain energy density on the void’s surface, which is determined mainly by the loading
strength and not by the loading direction. The origin of the quantitative differences
is that in the asymptotic states of interest, the tip of the void is near the edge of the
film; in this narrow zone of material between film edge and void tip, the direction of
loading plays a more important role in the local stress concentration that determines
the local strain energy density.
In order to examine in a comprehensive manner the electromigration-driven void
morphological response to anisotropic biaxial loading according to the applied stress
tensors of Eqs. (2.12)-(2.15), we carried out a systematic exploration of parameter
space and constructed the corresponding bifurcation diagrams. Figure 2.6 shows
two-parameter bifurcation diagrams, where the oscillation amplitude of the void’s
maximum extent across the film, i.e., the morphological metric ε, is plotted as a
function of two bifurcation parameters, namely, the stress level Σ and the corre-
sponding metric of anisotropic loading, i.e., either R1 or R2 for the pure compressive
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Figure 2.6. Two-parameter bifurcation diagrams ε = ε(Σ, R1) and ε = ε(Σ, R2)
of the void morphological response under anisotropic biaxial compressive loading ac-
cording to Eqs. (2.12) and (2.13) over the entire range of the anisotropy parameters,
R1 and R2, and for values of Γ above and below those at the critical point for the
unstressed film state. The results are presented as a set of ε = ε(Σ) curves at given
R1 or R2 values, uniformly spaced along the R1- or R2-axis in increments of 0.1, for
(a) loading of Eq. (2.12) and Γ = 4.05, (b) loading of Eq. (2.12) and Γ = 3.85, (c)
loading of Eq. (2.13) and Γ = 4.05, and (d) loading of Eq. (2.13) and Γ = 3.85. The
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Figure 2.7. Dependence of the critical Σ levels on the loading anisotropy parameters,
R1 in (a) and (b) and R2 in (c) and (d) under biaxial compressive loading according
to Eqs. (2.12) and (2.13), respectively. Solid squares are used to denote the values of
Σ that mark the onset of film failure, while solid circles are used to denote Σc. In (a)
and (c), Γ = 4.05, i.e., the externally applied electric field is stronger than that at
the Hopf point in the unstressed state. In (b) and (d), Γ = 3.85, i.e., the externally
applied electric field is weaker than that at the Hopf point in the unstressed state.
The rest of the parameters are the same with those that yielded the results shown in
Fig. 2.5.
at two values of the electric-field strength, Γ, which are taken to be just above and
just below the critical Γ values corresponding to the Hopf bifurcation point in the
void morphological response at the unstressed film state (Σ = 0) [41, 46].
Figures 2.6(a) and 2.6(c) refer to a value of Γ above that at the Hopf point at
Σ = 0. In both of these cases, i.e., for loading according to Eqs. (2.12) and (2.13),
respectively, we find that, at zero stress, the void dynamical response is characterized
by a time-periodic state, which is maintained as a stable asymptotic state as Σ is
increased. When the loading anisotropy is high, i.e., R1 or R2 < 0.5, increasing Σ
results in an increase in the void’s maximum extent amplitude of oscillation; increasing
Σ above a critical level causes failure of the thin film, without stabilizing any steady
states in the void morphological response. When the anisotropy is low, i.e., R1 or
33
R2 > 0.5, the oscillation amplitude ε remains almost unchanged for small increases
in Σ above Σ = 0. As Σ keeps increasing, ε decreases increasingly abruptly up to a
critical (Hopf) point; increasing Σ beyond this level stabilizes a steady state in the void
morphological response up to a critical Σ level that causes film failure. Figures 2.6(b)
and 2.6(d) show similar void morphological responses for a level of Γ lower than that
at the Hopf point at Σ = 0; the main difference between these responses and those of
Figs. 2.6(a) and 2.6(c) is that, in the cases of Figs. 2.6(b) and 2.6(d), at Σ = 0 and at
low Σ levels steady states can be stabilized. Upon increasing Σ, a Hopf bifurcation
occurs and the oscillation amplitude ε of the time-periodic states that are stabilized
beyond the Hopf point increases upon further increase of Σ until a maximum ε value
is reached. Increasing Σ beyond that point at both high and low loading anisotropy
has a very similar effect on the void morphological response with that of Figs. 2.6(a)
and 2.6(c). The only exception is that for a specific range of R2, namely from 0.6 to
0.8, the void morphological response is characterized by stable steady states over the
broadest range of Σ; also, over the same R2 range, the oscillation amplitudes of the
stable time-periodic states are very small compared to those for the rest of the loading
anisotropy range. Finally, a very interesting general result shown in the responses of
Fig. 2.6 is that the void is able to sustain a much higher level of stress, regardless of
the level of Γ that is subjected to, when it is subjected to the mechanical loading of
Eq. (2.13), Figs. 2.6(c) and 2.6(d).
Figure 2.7 shows the levels of stress that result in the failure of the film together
with those at the Hopf point (Σ = Σc) as a function of the anisotropy (R1 and R2) of
the mechanical loading. In all cases, it is seen that a steady state can be stabilized at
lower levels of stress for more isotropic mechanical loading. It is evident, that when
the film is subjected to the mechanical loading of Eq. (2.12) the levels of stress that
cause film failure increase as the anisotropy decreases (i.e., as R1 increases toward
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Figure 2.8. Void morphological response under anisotropic biaxial mixed loading
according to the second of Eqs. (2.14) over the entire range of the anisotropy param-
eter, 0 ≤ R1 ≤ 1. (a,b) Two-parameter bifurcation diagrams ε = ε(Σ, R1) presented
as sets of ε = ε(Σ) curves at given R1 values uniformly spaced along the R1-axis in
increments of 0.1 for (a) Γ = 4.05 and (b) Γ = 3.85. (c,d) Dependence of critical
Σ levels that mark the onset of film failure on the loading anisotropy parameter R1
for (c) Γ = 4.05 and (d) Γ = 3.85. The other parameters are Γ = 3.85, Λ = 0.80,
A = 2.9, m = 2, and φ = 45◦.
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film is subjected to the loading of Eq. (2.13), it can sustain the maximum levels of
stress before failing for R2 = 0.6, regardless of the electric-field strength; these critical
stress values are much higher than those sustained when loading the film according
to Eq. (2.12). The maximum stress range that leads to stable steady states also is
obtained at the same value of R2, and this stress range becomes narrower as the
loading anisotropy decreases (i.e., as R2 increases toward 1).
In Figs. 2.8 and 2.9, we show results for films with voids subjected to the me-
chanical loading described by Eqs. (2.14) and (2.15), respectively. We found that
changing the signs in the diagonal elements of the applied stress tensor results in
void morphological responses that are qualitatively the same; this sign change cor-
responds to switching the stress components in such mixed loadings from tensile to
compressive and vice versa and, consequently, changing the loading of the film from
that of Eq. (2.14) to that of Eq. (2.15). Specifically, Figs. 2.8(a) and 2.9(a) as well
as Figs. 2.8(b) and 2.9(b), show results in the form of two-paramater bifurcation di-
agrams such as those of Fig. 2.6 for values of the electric-field strength, Γ, that are
above and below, respectively, that at the Hopf point in the unstressed film state
(Σ = 0). Figures 2.8(c), 2.8(d), 2.9(c) and 2.9(d) show the critical levels of stress
that result in film failure as a function of the corresponding loading anisotropy pa-
rameter for the cases of Figs. 2.8(a), 2.8(b), 2.9(a), and 2.9(b), respectively. The most
important finding in such types of mixed loading is that the only asymptotic states
that can be stabilized under such conditions are time-periodic states; this disappear-
ance of stable steady states in the void morphological response under such a mixed
mode of loading is a substantially different response compared to those under purely
compressive or purely tensile biaxial loading, where a stress range exists over which
stable steady states are observed. Furthermore, under such mixed loading, the film
can sustain a lower critical stress before it fails compared to those under mechanical
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Figure 2.9. Void morphological response under anisotropic biaxial mixed loading
according to the first of Eqs. (2.15) over the entire range of the anisotropy parameter,
0 ≤ R2 ≤ 1. (a,b) Two-parameter bifurcation diagrams ε = ε(Σ, R2) presented as
sets of ε = ε(Σ) curves at given R2 values uniformly spaced along the R2-axis in
increments of 0.1 for (a) Γ = 4.05 and (b) Γ = 3.85. (c,d) Dependence of critical Σ
levels that mark the onset of film failure on the loading anisotropy parameter R2 for
(c) Γ = 4.05 and (d) Γ = 3.85. The other parameters are Λ = 0.80, A = 2.9, m = 2,
and φ = 45◦.
that develop locally and are higher than those in films under purely compressive or
tensile loading. These higher shear stresses lead to higher stress concentration in the
vicinity of the void tip and, therefore, to a stronger driving force for void tip extension
across the film width, which is the observed film failure mechanism.
Figure 2.10 shows a comprehensive set of results for the dependence of the crit-
ical stress levels Σ that lead to film failure on the type and strength of the loading
anisotropy. Specifically, the dashed line, the solid line with the square markers, and
the solid line with the circular markers refer to purely tensile loading, purely compres-
sive loading expressed by Eqs. (2.12) and (2.13), and mixed tensile and compressive
loadings expressed by Eqs. (2.14) and (2.15), respectively. The results of Fig. 2.10
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Figure 2.10. Dependence of critical Σ levels for film failure on the loading anisotropy
parameters R1 and R2. The dashed line, solid line with square markers, and solid
line with circular markers refer to purely tensile loading, purely compressive loading
according to Eqs. (2.12) and (2.13), and mixed loadings according to Eqs. (2.14) and
(2.15), respectively. For the mixed loading cases, Σ is expressed as a function of
(a,b) R1 under the biaxial mixed loading of Eq. (2.14) and (c,d) R2 under the biaxial
loading of Eq. (2.15). In (a) and (c), Γ = 4.05, i.e., the externally applied electric
field is stronger than that at the Hopf point in the unstressed state. In (b) and (d),
Γ = 3.85, i.e., the externally applied electric field is weaker than that at the Hopf
point in the unstressed state. The rest of the parameters are the same with those
that yielded the results shown in Fig. 2.6.
applied to the film, an increase in R1 or R2 toward 1 results in easier failure of the
film in contrast with the cases where the film is subjected to purely tensile or purely
compressive stress. As explained above, this is attributed to the development of local
shear stresses that are higher in cases of mixed tensile and compressive loading than
in cases of purely tensile or purely compressive loading.
It should be mentioned that the difference in the values of the electric-field strengths
examined in this study, i.e., Γ = 3.85 and 4.05, is not substantial; however, the choice
of these two field strengths was based on that in the unstressed film state, a Hopf bifur-
cation occurs at a critical field strength between these two values examined [46]. This
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qualitative difference in the asymptotic states of the void dynamical response at the
base (unstressed) state of the film is responsible for the different void morphological
responses obtained at the two different Γ values examined. Such significant differences
include the increased oscillation amplitudes exhibited in the time-periodic states at
the higher Γ level and the easier onset of film failure at high loading anisotropy in
the stronger Γ case.
Finally, it should be mentioned that when the applied mechanical load is charac-
terized by a higher stress component in the x-direction, i.e., |σxx| > |σyy|, the film is
capable of sustaining higher stress levels before it fails and of stabilizing steady states
in the void morphological response over a broader range of applied stress levels. More-
over, our analysis indicates that for a given intermediate loading anisotropy, the film
can sustain a much higher stress prior to its failure than either under purely isotropic
(R2 = 1) or under highly anisotropic loading; e.g., at R2 = 0.6 for Γ = 4.05, the
onset of film failure occurs at a stress level Σ that is more than twice as high as that
at R2 = 0.1. Together with the disappearance of stable steady states under mixed
tensile and compressive loading of the film, this is a most interesting finding of this
study: tailoring the anisotropy of the applied biaxial mechanical loading can stabilize
asymptotic (steady or time-periodic) states of the void morphological response. On
the other hand, when the mechanical load is characterized by a higher stress com-
ponent in the y-direction, i.e., |σyy| > |σxx|, the film fails at lower stress levels and
steady states can be stabilized only for a narrow stress range at intermediate or low
loading anisotropy. This is due to the fact that, both at the initial configuration and
during the void’s current-driven translation and morphological evolution, the upper
surface of the void is very close to the upper edge of the film, which is responsible for
pronounced current crowding and high stress concentrations in the void-tip region. In
such cases, a higher stress component oriented in the direction normal to the upper
film edge can easily destabilize asymptotic states in the void morphological response
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and cause failure by accelerating the void tip extension toward the upper edge of the
film.
2.4 Summary and Conclusions
In summary, we have carried out a comprehensive investigation of the electromigration-
driven morphological evolution of a void in a 〈100〉-oriented face-centered cubic metal-
lic thin film under the simultaneous action of an external electric field and a general
anisotropic biaxial applied stress. We placed emphasis on stressed films under a purely
compressive load and under a mixed loading mode, with both tensile and compres-
sive normal stress components in the applied stress tensor, and examined the entire
range of loading anisotropy, from purely isotropic to strongly anisotropic including
uniaxial loading. Using a computational analysis based on a fully nonlinear, self-
consistent model of surface mass transport we identified two asymptotic states in the
void dynamical response, consisting of morphologically steady or time-periodic travel-
ing voids, and constructed the underlying multi-parameter bifurcation diagrams. We
also identified the conditions that lead to film failure with void tip extension across
the film’s width as the failure mechanism. An important finding of our study is that
the loading mode and the loading anisotropy play significant roles in determining the
void morphological stability and controlling the stability domain boundaries; these
loading parameters can be tailored appropriately in order to stabilize steady and
time-periodic states of voids traveling along the film at constant speeds and increase
the critical stress level that the film can sustain without failing. In such films with
four-fold symmetry of surface diffusional anisotropy, our most important finding is the
inability to stabilize steady states in the void morphological response under a mixed
(tensile + compressive) mode of film loading; this response is qualitatively different
from those of such films under either purely tensile or purely compressive modes of
biaxial mechanical loading. Also, in such cases of mixed loading, the stress levels that
40
the films can sustain prior to failure are much lower than those sustainable by films
under purely tensile or purely compressive biaxial loading.
Although our study is computational and lacks any direct comparisons with ex-
perimental data, it should be noted that our simulations are based on a self-consistent
model of driven void dynamics in metallic thin films, which has been validated very
carefully: this validation was based on systematic comparisons of the model’s predic-
tions with experimental reports of electromigration-driven void surface morpholog-
ical evolution [22, 31], experimental observations of void morphological instabilities
resulting in the formation of stress-induced slits [46, 24], and experimental measure-
ments of electrical resistance evolution in metallic interconnect lines [36–38], including
quantitative agreement of our model predictions [41] with the only experimental mea-
surement that has been reported of a stable time-periodic state in the evolution of a
thin film’s electrical resistance [98]. Consequently, it should be emphasized that the
outcomes of the present study regarding the effects of mechanical loading mode and
anisotropy in films under purely compressive and mixed (tensile + compressive) bi-
axial loading on the current-driven morphological response of void surfaces constitute




SURFACE MORPHOLOGICAL STABILIZATION OF
STRESSED CRYSTALLINE SOLIDS
3.1 Introduction
Surface morphological instability of stressed solids underlies various reliability
problems in technologically important materials, which have a broad range of ap-
plications in microelectronics and nanotechnology. The origin of the instability is
due to the competition between elastic strain energy and surface energy; this is the
well-known Asaro-Tiller or Grinfeld (ATG) surface instability [49–52] in elastic solids.
Experimental [54] and theoretical [51, 52] studies have demonstrated that, under con-
ditions that promote surface diffusion, the ATG instability can cause surface cracking
through the rapid evolution of a planar surface to a cusped morphology with smooth
tops and deep crack-like grooves. We have demonstrated that surface electromi-
gration (EM) driven by a properly applied and sufficiently strong electric field can
inhibit the ATG instability that causes surface cracking of stressed elastic conductors
[43–45, 99, 100, 56] and that, in heteroepitaxial film/substrate systems, the critical
electric-field strength requirements can be reduced by substrate engineering, such as
This work has been published as: Dwaipayan Dasgupta, Georgios I. Sfyris, M. Rauf Gun-
gor, and Dimitrios Maroudas, “Surface morphological stabilization of stressed crystalline solids by
simultaneous action of applied electric and thermal fields,” Applied Physics Letters 100, Article No.
141902, 4 pages (2012).
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using thin substrates either clumped onto rigid holders or compliant ones [101–103].
Recently, experimental evidence has confirmed the benefits of current-driven surface
EM on surface smoothness [57]. In addition, analyses of thermomigration (TM) ef-
fects on thin-film interconnects also have been reported in the literature [104–106].
In this work, we aim at the efficient stabilization of crystalline solid surfaces under
the combined action of an electric field and a thermal gradient. We explore the surface
morphological evolution driven by surface EM and TM, as well as stress-driven surface
diffusional mass fluxes based on analysis of a fully nonlinear model of surface mass
transport within linear stability theory (LST). We find that under the simultaneous
action of properly directed electric and thermal fields surface thermomigration can
reduce the electric-field strength requirement for planar surface stabilization.
3.2 Model and Linear Stability Theory
We consider an electrically and thermally conducting, single-crystalline elastic
solid that extends infinitely in the y-direction (y −→ −∞) of a Cartesian frame
of reference; in the x-direction, the material is subjected to uniaxial tensile stress
of magnitude σ∞, an electric field of strength E∞, and a constant thermal gradient
|∇Tx|. The surface is traction-free and both the surface and the base of this crystalline
solid are assumed to be electrically and thermally insulated. Using standard classical
phenomenology for surface mass transport, the surface flux of atoms, Js = Jssˆ, is















In Eq. (3.1), Ds is the surface atomic diffusivity, Ω is the atomic volume, δs/Ω is
the number of surface atoms per unit area, kB is the Boltzmann constant, T is the
temperature field, Es is the local electric field component tangent to the surface, q∗s is a
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surface effective charge, µ is the chemical potential of a surface atom, Q∗ is the heat of
transport [107], and s is the arc length along the surface with sˆ being the surface unit
tangent vector in a two-dimensional (2D) representation assuming no morphological
variation along z. This is a reasonable simplifying modeling assumption given the
nature of the uniaxial load considered here and that a fully three-dimensional (3D)
representation is not expected to have any significant qualitative effect on the key




sˆnˆ y = h(x, t)
Figure 3.1. Schematic representation of the solid material under uniaxial stress, an
applied electric field, and an applied thermal gradient, highlighting the problem ge-
ometry and important parameters. A surface morphology perturbed from the planar
one by a plane wave is depicted. The perturbation amplitude has been amplified for
clarity.
We account for surface diffusional anisotropy through a well-established 3-parameter
anisotropy function f(θ) = 1+A cos2[m(θ+φ)] ≥ 11 [31, 41], where θ = tan−1 (dy/dx),
A is the strength of the anisotropy, φ is the misorientation of a symmetry direc-
tion of fast surface diffusion with respect to the x-direction, and m is the num-
ber of such symmetry directions; in face-centered cubic (fcc) crystals, m = 1, 2,
and 3 for 〈110〉-, 〈100〉-, and 〈111〉-oriented surfaces, respectively. Given the Arrhe-
nius temperature dependence of surface diffusivity in crystalline solids, Ds(θ, T ) =
Ds,min(T )f(θ) = D0 exp(−Ea/kBT )f(θ), where Ds,min(T ) is the minimum surface dif-
fusivity corresponding to a specific surface orientation at a temperature T [31]. The
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material is taken to respond to stress according to isotropic linear elasticity; this
yields a chemical potential µ(x) = µ0 − γΩκ(x) + (Ω/2M)σ2ττ (x), where γ is the
isotropic surface free energy per unit area [31], κ = is the local surface curvature,
κ = −(∂2y/∂x2)/ [1 + (∂y/∂x)2]3/2, M = 4µL(λL + µL)/(λL + 2µL), with λL and µl
being the material’s Lamé constants, and σ2ττ (x) is the local stress component tan-
gential to the surface. To parameterize the surface shape, we use the height function
y = h(x, t), where h(x, t) = 0 denotes the planar morphology. We use the continu-







Equation (3.2) governs the surface morphological evolution coupled with the corre-
sponding electrostatic, elastostatic, and thermal boundary-value problems (BVPs);
solving these BVPs determines Es, σττ , and T in Js, Eq. (3.1).
To examine the stability of the planar surface morphology, we perturb the planar
surface with a low-amplitude plane-wave perturbation, h(x, t) = ∆(t) exp(ikx), where
∆0k  1 with ∆0 = ∆(0), and analyze the evolution of the surface profile h(x, t).
Within LST, we use the local approximation for the electric field, Es = E∞ cos θ
[43, 15], the leading-order analytical solution σ2ττ (x; t) = σ2∞ [1 + 4∆(t)k exp(ikx)] to
the elastostatic BVP [51], and the leading-order solution for the temperature field,
T (x; t) = T0 + |∇Tx| [x+ i∆(t) exp(ikx)], by solving the thermal BVP formulated
in the Chapter 3.3. The use of these approximations in LST analyses has been
validated very well [43–45, 99, 100, 56, 101–103]. Initially, we assume that all the
thermophysical properties of the material are temperature independent and use their
values at a reference temperature Tref within the range from T0 to T∞, where T0
and T∞ are the lowest and highest T levels, respectively, in the material. This is
an important assumption given the temperature variation in the material and it is
examined in detail below.
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Introducing the diffusional time scale τ ≡ kBTrefl4/[Ds,min(Tref)δsγΩ] and the
length scale l ≡ γM/σ2∞, we define the dimensionless variables h˜ ≡ h/l, x˜ ≡ x/l,
∆˜ ≡ ∆/l, k˜ ≡ kl, and t˜ ≡ t/τ . Using the small slope approximation, ∂h˜/∂x˜  1,


































with θ = 0 corresponding to the planar surface morphology. Substituting into












Ξeffk˜2 + 2f(θ = 0)k˜3 − f(θ = 0)k˜4, (3.4a)




, since only the
real part of ω affects surface stability; ω > 0 and ω < 0 express the rate of growth or
decay of the surface perturbation, respectively. In Eq. (3.4a),
















3.3 Thermal Boundary-value Problem
The temperature field is determined by solving Laplace’s equation, ∇2T = 0, sub-
ject to the imposed thermal gradient in x and to the insulating boundary conditions
(BCs)
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nˆ · ∇T = 0 at y = h(x, t) and (3.5)
yˆ · ∇T = 0 at y −→ −∞. (3.6)
In this boundary-value problem, the governing equation assumes that (1) the thermal
conductivity of the material is uniform and (2) there is no heat generation due to
the Joule effect. In the materials and systems under consideration in this study,
these are reasonable assumptions for the problem. Assumption (1) is based on the
fact that the temperature dependence of the thermal conductivity of the material
is weak over the temperature range of interest; this temperature range is discussed
further in the Chapter 3.4. Assumption (2) relies on the fact that Joule heating is
negligible in the systems of interest under the conditions considered; this has been
demonstrated satisfactorily in our previous studies of void dynamics in metallic thin
films under electromigration conditions (see Ref. [31] and references cited therein).
BCs (3.5) and (3.6) take into account the morphology of the surface that has been
perturbed from its planar state. Specifically, the initially planar surface of the body is
disturbed according to a low-amplitude plane-wave perturbation as described above.
The position vector of an arbitrary point on the solid surface can then be written as
r = xxˆ + h(x)yˆ, (3.7)
where the surface morphology y = h(x, t) is considered at any certain time instant.
We define the unit vectors normal and tangential to the surface as
nˆ = −hxxˆ + yˆ and sˆ = xˆ + hxyˆ. (3.8)
In order to solve the above thermal BVP, Laplace’s equation with Eqs. (3.5)-(3.8),
for the case of a perturbed surface morphology from the planar state, we introduce
a corresponding small perturbation Tˆ in the temperature field T (x, y; t). It should
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be mentioned that the BVP is solved in the quasi-steady state approximation due to
the separation of time scales (the time scale for thermal conduction is much shorter
than that for surface morphological evolution); therefore, the time dependence of
T is merely parametric. With the perturbation Tˆ , the temperature field T can be
expressed as
T (x, y; t) = T0 + |∇Tx|x+ Tˆ , Tˆ = T (y; t) exp(ikx), (3.9)
where Tˆ mimics the plane-wave perturbation of the film surface morphology that is
introduced above. In Eq. (3.9), |∇Tx| is the imposed (constant) temperature gradient,
set by the two fixed temperature levels at the domain boundaries in x, T0 and T∞ with
T0 < T∞. For a planar surface morphology, the solution to the BVP is T (x, y; t) =
T0 + |∇Tx|x.
Substituting into Laplace’s equation the expression for the temperature field, T ,




− k2T = 0. (3.10)
Applying BC (3.6) gives
T = C exp(ky). (3.11)
To within leading order in the amplitude ∆ of the surface shape perturbation (as
defined above in this chapter), the integration constant C in Eq. (3.11) is determined
by applying BC (3.5) and taking into account that for a low-amplitude perturbation
exp(−kh(x, t)) ≈ 1. This gives
C = i|∇Tx|∆(t). (3.12)
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Combining Eqs. (3.9), (3.11), and (3.12) yields the final expression for the temperature
field along the perturbed surface as
T (x, h(x, t); t) = T0 + |∇Tx| [x+ i∆(t) exp(ikx)] . (3.13)
3.4 Results and Discussion
In Eq. (3.4b), ΞT and ΞE represent the relative strengths with respect to σ∞ of
the applied thermal and electric fields, respectively, scaled with the capillary force,
while β expresses the relative strength of the thermal field, |∇Tx|, with respect to
that of the electric field E∞. In the limit |∇Tx| = 0, β = 0 and Eq. (3.4a) recovers the
LST result for the morphological response of the stressed solid surface to the applied
electric field only [43–45, 99, 100, 56]. In the absence of both the electric and the
thermal fields, Ξeff = 0 and Eq. (3.4a) corresponds to the dispersion relation that
gives rise to the ATG instability [51, 52]; this is plotted in the inset of Fig. 3.2(a).
The results of Eqs. (3.4), are plotted in Fig. 3.2(a) for a representative parameter
set. For Ξeff > 0, our linear stability analysis shows that increasing the strength Ξeff
by tuning the applied electric and thermal fields leads to a decrease in the range of
unstable wave numbers,
R ≡ k˜2,c − k˜1,c = 2
√√√√1− Ξeff
(










In Eq. (3.14), k˜1,c and k˜2,c are the non-zero roots of ω(k˜) = 0; ω > 0 for k˜1,c <
k˜ < k˜2,c. For values of Ξeff greater than a critical value, Ξeff > Ξeff,c, R vanishes
as demonstrated in Fig. 3.2(a); at Ξeff = Ξeff,c, the two non-zero roots become the
double root k˜1,c = k˜2,c = k˜ with ω(k˜c) = 0 and ω(k˜) < 0 for every k˜ 6= k˜c. There are
























































Figure 2 of 8
Figure 3.2. (a) Dispersion relations for increasing values of Ξeff giving the de-
pendence of the evolution rate, ω, of a shape perturbation from the planar sur-
face morphology on the dimensionless wave number, k˜, of the perturbation. (1)
Ξeff = 0.88Ξeff,c, (2) Ξeff = Ξeff,c, (3) Ξeff = 1.2Ξeff,c, and (4) Ξeff = 2.8Ξeff,c. The
inset gives the dispersion relation for Ξeff = 0, indicating an ATG surface instabil-
ity. (b) Dependence of the range of unstable wave numbers, R ≡ k˜2,c − k˜1,c, on the
dimensionless strength of the applied electric field, ΞE, for different combinations of
thermal gradient and electric field orientations. (1) E∞ = −E∞xˆ and ∇Tx = |∇Tx|xˆ
with β = 0.15; (2) E∞ = −E∞xˆ and ∇Tx = −|∇Tx|xˆ with β = 1.25; (3) E∞ = E∞xˆ
and ∇Tx = |∇Tx|xˆ with β = 0.6; (4) E∞ = E∞xˆ and ∇Tx = −|∇Tx|xˆ with β = 0.6;
and (5) E∞ = E∞xˆ and ∇Tx = |∇Tx|xˆ, i.e., in the absence of an applied thermal
gradient. The parameters used in both (a) and (b) are m = 3, A = 10, and φ = −15◦.
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(see Fig. 3.3): E∞ = E∞xˆ and ∇Tx = |∇Tx|xˆ, E∞ = E∞xˆ and ∇Tx = −|∇Tx|xˆ,
E∞ = −E∞xˆ and ∇Tx = |∇Tx|xˆ, and E∞ = −E∞xˆ and ∇Tx = −|∇Tx|xˆ, where
xˆ is the unit vector along x. In Fig. 3.2(b), R is plotted as a function of ΞE for
all of the four possible orientations presented in Fig. 3.3; the response R(ΞE) in
the absence of an applied thermal gradient, β = 0, also is plotted. We find that,
in typical cases of fcc metallic conductors, the only alignment that benefits surface
stability is the one where the two applied fields are anti-parallel with E∞ = E∞xˆ
and ∇Tx = −|∇Tx|xˆ. For other alignments, case (1) leads to destabilization of the
planar surface morphology, cases (2) and (3) require a stronger electric-field strength
to stabilize the planar surface than in the absence of an imposed thermal gradient,
combined action of the two external forces does not provide effective solution for
surface stabilization. Using thermophysical properties of Al at room temperature
[108] in conjunction with an applied mechanical stress level of 140 MPa and a current
density j = 107 A/cm2, which are typical for Al thin-film interconnects [31, 28], gives
a characteristic length scale l = 1µm and ΞE = 1 (for γ ∼ 1 J/m2 and M = 70 GPa).
Using experimental values reported in the literature [57], a similar estimation can be
derived for Cu. Using the same values of thermophysical properties for Al and Cu,
a typical value of Q∗ (Refs. [105], [107], [109]), and the characteristic temperature
gradient scale |∇Tx| = 500 K/cm [108] gives for ΞT the estimate ΞT = 1.
The dependence on the anisotropy parameters A, m, and φ of the critical strength
requirement for the combined applied fields, Ξeff ≡ ΞE,c(1 − β), Ξeff,c = −(1 +
A cos2(mφ))/Am sin(2mφ), is shown in Fig. 3.4. The dependence of Ξeff,c on A is
a monotonically decreasing function. The inset in Fig. 3.4 shows that Ξeff,c exhibits
a minimum, Ξeff,c,min =
√





(1 + A)/(2 + A)
)
/m; in this inset, Ξeff,c is plotted as a function of
φ. In the main plot of Fig. 3.4, Ξeff,c(A) is plotted at φ = φopt.
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E∞ ∇Tσ∞ σ∞
(1) E∞ = −E∞xˆ
∇T = |∇Tx|xˆ
E∞ ∇Tσ∞ σ∞
(2) E∞ = −E∞xˆ
∇T = −|∇Tx|xˆ
E∞ ∇Tσ∞ σ∞





(4) E∞ = E∞xˆ
∇T = −|∇Tx|xˆ
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Figure 3.3. Schematic representation of the four possible orientations of the applied
electric and thermal fields. A surface morphology perturbed from the planar one by



















fopt for b = 0
fopt for b = 0.5
Figure 3.4. Dependence of Ξeff,c at φ = φopt on anisotropy strength A. The inset
shows the dependence of ΞE,c on misorientation angle, φ, for m = 3, A = 10, and
β = 0 and 0.5; the minimum corrsponds to the optimal orientation of the thermal
and the electric field, φ = φopt.
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Finally, we consider the effects of the temperature dependence of the material’s
thermophysical properties on the above conclusions for the morphological stability
of the planar surface. For dynamical length scale l = 1µm, as mentioned above,
an elastic solid with dimensions on the order of 1 mm can be assumed to be semi-
infinite for all practical purposes related to nanofabrication applications. Due to
the small physical dimensions in such applications, even small temperature differ-
ences across the material, i.e., (T∞ − T0) on the order of 10K can induce high
temperature gradients, as high as 500 K/cm. For such small temperature differ-
ences, we assume that, for all practical purposes, all the thermophysical properties
that appear in the problem formulation, such as the thermal conductivity, the elec-
trical conductivity, and the mechanical properties, remain approximately constant
[108] and have been treated as such in our analysis. As a result, the solutions of
the 3 BVPs that are used to determine the surface flux of Eq. (3.1) above in this
chapter (i.e., neglecting the temperature dependence of the material properties) re-
main same. Nevertheless, the Arrhenius-type temperature dependence of the surface
diffusivity is strong in spite of the narrow temperature range under consideration
and needs to be taken into account. We take Tref = T0 and define the dimension-
less parameters ε ≡ (T∞ − T0)/T0  1, T˜ ≡ (T − T0)/(T∞ − T0) = O(1), and
ξ ≡ (Ea/(kBT0)−1) = O(1), where Ea is the thermal activation energy barrier in the
Arrhenius dependence of Ds,min(T ). A representative value for the activation energy
barrier (for copper) is Ea ∼= 0.5eV [108]; with kB = 8.6 × 10−5eV/K, a T0 ∼= 600K
confirms that ξ is O(1). Taylor expansion of Ds,min(T )/T about T = T0 and trun-
cation yields Ds,min(T )/T = (Ds,min(T0)/T0)
[
1 + ξεT˜ +O(ε2)
]
. Substitution of the




































Substituting into Eq. (3.15) the solution for the amplitude of h˜ and then linearization












Ξeffk˜2 + 2f(θ = 0)k˜3 − f(θ = 0)k˜4
]
. (3.16)
It is evident from Eq. (3.16) that the criticality condition derived using ω(k˜) = 0
remains unaltered with respect to that derived from Eq. (3.4a). We conclude that
the temperature dependence of the thermophysical properties does not change our
conclusions for the critical strength requirements, Ξeff,c and ΞE,c: it only affects the
rate of growth or decay of the perturbation by a factor of approximately (1 + ξεT˜ ).
We have used self-consistent dynamical simulations to validate the findings of the
linear stability theory and establish that the electric field and the thermal gradient,
if properly directed, can work synergistically to stabilize the planar surface morphol-
ogy against the ATG instability when the strength of the resulting effective external
field is higher than a critical level. The details of the numerical techniques used in
the simulation and the simulation results are discussed in Appendix A. Our numer-
ical simulation study also validates that the temperature dependence of the surface
diffusivity does not change the criticality criterion for surface stabilization but only
affects the rate of growth or decay of the surface morphological perturbation from
its planar state. Furthermore, we establish that, in fcc crystals, the morphological
response of 〈111〉-oriented surfaces is superior to that of differently oriented surfaces.
In case of failure due to ATG instability, the super-exponential growth of the surface
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perturbation amplitude exhibits a logarithmic singularity as the time to failure is
approached.
In conclusion, we demonstrated that an applied thermal gradient oriented prop-
erly with respect to a simultaneously applied electric field can reduce the critical
electric-field strength requirement for stabilization of the planar surface morphology
of a stressed elastic crystalline solid; this approach can be used for the efficient sta-
bilization of planar surfaces of conducting stressed elastic crystalline solids against
crack-like surface instabilities. We also showed that the temperature dependence of
the crystalline solid’s thermophysical properties does not affect the critical strength
requirement of the applied fields for surface stabilization; it only amplifies the rate
of growth or decay of the shape perturbation from the planar surface morphology.
Our findings provide experimentally testable hypotheses for field-induced surface mor-
phological stabilization and motivate experimental measurements of multiply driven
surface morphological evolution in stressed crystalline solids that can be compared
directly with our theoretical predictions.
We have also conducted a similar theoretical analysis on the surface morpholog-
ical stability of a coherently strained thin film that has been grown epitaxially on
a deformable substrate and is simultaneously subjected to an external electric field
and a temperature gradient. This study is reported and discussed in Appendix B. In
this study, using well justified approximations, we develop a three-dimensional model
for the surface morphological evolution of the thin film and conduct a linear stability
analysis of the heteroepitaxial film’s planar surface state. The effect of the simulta-
neous action of multiple external fields on the surface diffusional anisotropy tensor
is accounted for. Various substrate types are considered, but emphasis is placed on
a compliant substrate that has the ability to accommodate elastically some of the
misfit strain in the film due to its lattice mismatch with the substrate. We derive
the condition for the synergy or competition of the two externally applied fields and
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determine the optimal alignment of the external fields that minimizes the critical
electric field-strength requirement for the stabilization of the planar film surface. We
also examine the role of the temperature dependence of the thermophysical proper-
ties and show that the criticality condition for planar surface stabilization does not
change when the Arrhenius temperature dependence of the surface diffusivity is con-
sidered. Our analysis shows that surface electromigration and thermomigration due
to the simultaneous action of properly applied and sufficiently strong electric fields
and thermal gradients, respectively, can inhibit Stranski-Krastanow-type instabilities
and control the onset of island formation on epitaxial film surfaces.
In addition, we have also examined the possibility of inhibiting the ATG surface
morphological instability of thermally conducting crystalline elastic solids in uniaxial
tension using a temperature gradient instead of using both the electric field and the
temperature gradient synergistically. We use linear stability theory and self-consistent
dynamical simulations based on a surface mass transport model that accounts for
surface thermomigration induced by the applied thermal gradient, surface diffusional
anisotropy, and the temperature dependence of the surface diffusivity as discussed in
Appendix C. We find that a properly directed thermal gradient of magnitude higher
than a critical value can stabilize the planar surface morphology. Under conditions
typical of metallic thin-film interconnects, the required critical thermal gradient is on
the order of 100 K/cm.
Moreover numerical simulations [43, 45] of the surface morphological evolution
of uniaxially stressed elastic crystalline solids have demonstrated that in addition to
ATG (surface cracking) instabilities, long-wavelength perturbations from the planar
surface morphology can trigger a tip-splitting instability that causes formation of a
pattern of secondary ripples, which cannot be explained by linear stability theory. In
the study presented in Appendix D, we develop a weakly nonlinear stability theory,
which can explain the occurrence of such secondary rippling instabilities and predict
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the number of secondary ripples that form on the surface as a function of perturba-
tion wavelength. The theory shows that this type of surface pattern formation arises
entirely due to the competition between surface energy and elastic strain energy, re-
gardless of surface diffusional anisotropy or the action of externally applied fields.
The origin of secondary rippling is explained through nonlinear terms included in the
analysis which generate sub-harmonic ripples in the surface morphology with wave
numbers that are multiples of the original surface perturbation wave number. Based
on the weakly nonlinear theory, we have developed simple analytical expressions that
predict the critical wavelength for the onset of secondary rippling, the increase in
the number of secondary ripples with increasing perturbation wavelength, and how
the onset of the secondary rippling instability and the rippled surface pattern are af-
fected by surface diffusional anisotropy and the action of an applied electric field. The
conclusions of the theory are validated by systematic comparisons with results of self-
consistent dynamical simulations of surface morphological evolution. Our findings
provide experimentally testable hypotheses for field-induced surface morphological
stabilization and patterning, and motivate experimental measurements of multiply
driven surface morphological evolution in stressed crystalline solids that can be com-
pared directly with our theoretical predictions. Like the linear stability theory, this
study also can be extended to examine the formation of 3D islands due to the SK
instability of a coherently strained thin film that has been grown epitaxially on a
deformable substrate and develop a strategy to control the size of the islands formed.








The driven assembly of confined quantum structures is of special importance to
nanoelectronics and nanofabrication technologies. A particularly interesting problem
is the current-driven dynamical response of single-layer adatom and vacancy clus-
ters, i.e., islands and voids of single-layer thickness/depth, on substrate surfaces.
Several theoretical studies have been conducted to address this problem. Mehl and
coworkers [81] demonstrated a monotonic decrease in the island drift velocity with
island size in kinetic Monte Carlo (KMC) simulations of electromigration-induced
motion of single-layer islands on the Cu(001) surface. They found edge diffusion, i.e.,
adatom diffusion along the island edge, to be the dominant mass transport mech-
anism [81], while other diffusion mechanisms also have been observed in a recent
molecular-dynamics study of Ag island diffusion on Cu(001) [110]. Pierre-Louis and
Einstein [82] studied theoretically and with KMC simulations the electromigration-
induced dynamics of single-layer atom and vacancy clusters on surfaces of isotropic
Part of this work has been published as: Dwaipayan Dasgupta, Georgios I. Sfyris, and Dim-
itrios Maroudas, “Current-driven morphological evolution of single-layer epitaxial islands on elastic
substrates,” Surface Science 618, L1-L5 (2013); Dwaipayan Dasgupta and Dimitrios Maroudas,
“Surface nanopatterning from current-driven assembly of single-layer epitaxial islands,” Applied
Physics Letters 103, Article No. 181602, 4 pages (2013).
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media, including the mass-transport regimes of periphery diffusion, terrace diffusion,
and evaporation-condensation (attachment/detachment) and examined the morpho-
logical stability of the islands. In the limit of periphery diffusion, they found the drift
velocity of steady islands, vm, to be inversely proportional to the island size, Rs, i.e.,
vm ∝ 1/Rs [82]. Hausser and coworkers reported an electromigration-induced finger-
ing instability of the circular steady state of single-layer vacancy islands on crystal
surfaces in a continuum model in the terrace diffusion regime [86]. Complex morpho-
logical evolution has been reported for electromigration-driven single-layer adatom
islands on solid surfaces, reaching oscillatory and even chaotic asymptotic states [35]
based on a continuum model in the periphery (edge) diffusion regime that accounted
for edge diffusional anisotropy [35, 87, 88]. The continuum model results were consis-
tent with oscillatory dynamics in the morphological evolution of such homoepitaxial
islands that has been demonstrated by atomic-scale KMC simulations on Cu(001)
surfaces [89].
Experimental studies of electromigration-driven dynamics of islands on surfaces
[91] have been sparse. A recent experimental study [92] based on in situ scanning
tunneling microscopy (STM) examined the effects of thermally excited defects on the
current-biased displacement of single-layer Ag islands on single crystalline Ag(111)
substrates with island radii Rs over the range from 2 to 50 nm. The study found that
the driving force for island drift is in the same direction as the electron flow acting
on atomic defect sites on the island edge and established an island migration velocity
varying inversely with the island radius, i.e., vm ∝ 1/Rs [92].
The purpose of this work is to develop and implement a fully nonlinear continuum
model for the systematic analysis of the current-driven morphological evolution of
single-layer epitaxial islands on crystalline elastic substrates. We have extended the
model of Ref. [35] to include in the analysis the driven dynamics of coherently strained
heteroepitaxial islands and validated the model by comparison of its predictions with
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the experimental data of Ref. [92]. We focus on the exploration of migration dynamics
of morphologically stable steady islands over a broad range of misfit strains and
kinetic parameters and find that the islands’ driven translational speed vm is inversely
proportional to their size Rs up to a critical island size. For larger-than-critical sizes,
the vm(1/Rs) relation becomes nonlinear and the island dynamics in the nonlinear
regime is characterized by morphological transitions, Hopf-bifurcation transitions to
oscillatory asymptotic states, and morphological instabilities. We derive a universal
linear relationship that can describe this complex nonlinear behavior through rescaling
vm with an island morphological metric.
4.2 Theoretical Model and Computational Methodology
The model follows a two-dimensional (2D) approximation for the evolution of
one-monolayer-thick (1-ML-thick) coherently strained epitaxial islands on elastically
deformable crystalline substrates of infinite thickness. In this 2D representation, mass
transport due to curvature-driven diffusion, stress-driven diffusion, and electromigra-
tion is limited only to the island boundary (edge), i.e., periphery diffusion dominates
mass transport consistently with the experimental study of Ref. [92] and the atomic-
scale computational study of Ref. [81]. According to the model, the normal velocity
component at a point on the island boundary, vn, is expressed using mass conserva-
tion through the continuity equation, vn = −Ω ∂Js/∂s with Js being the total mass
flux along the island edge, as











where s is the arc length along the island edge. In Eq. (4.1),Ds(θ, εm) = Ds,max(εm)f(θ)
is the anisotropic diffusivity for edge diffusion, with f(θ) being the anisotropy function















Figure 4.1. Comparison of simulation predictions with experimental observations
and data for current-driven migration of morphologically stable 1-ML-thick homoepi-
taxial islands on Ag(111). (a) Faceted (nearly hexagonal) island morphology. The
gray shading corresponds to an STM image from Fig. 2 of Ref. [92] and the solid line
is our simulation prediction of the stable island morphology under the experimental
conditions. (b) Dependence of the current-driven island migration speed, vm, on the
island radius Rs under the conditions of Fig. 3C in Ref. [92]. Open circles and solid
squares denote our simulation predictions and the experimental data of Fig. 3C in
Ref. [92], respectively. The dashed curve is a least-squares fit to the simulation results
according to the relationship vm ∝ 1/Rs.
islands, respectively), Ω is the atomic volume (in 2D), kB is Boltzmann’s constant, T
is temperature, γ˜ is the island’s edge free energy per unit length (edge stiffness), and
q∗s is the effective charge of an edge atom. Es = E0 cos θ is the local component of the
electric field tangent to the island’s edge, with E0 being the strength of the applied
electric field that is aligned with the Cartesian x-axis; θ is the edge orientation angle
formed between the local normal to the island edge and the Cartesian y-axis.
For a coherently strained 1-ML-thick island, i.e., a constant island height equal to
one interplanar distance in the direction normal to the surface, the strain relaxation
energy calculated using the force density at the island periphery [111, 112] is zero. The
crystalline lattice of the island adopts the lattice spacing of the infinite crystalline
substrate and is under a misfit strain εm due to the mismatch in the equilibrium
lattice parameters of the island and substrate materials. Hence, the total edge free
energy F of the epitaxial island due to the elastic strain energy per unit length γ˜el
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and the edge stiffness γ˜ is expressed as F =
∫
(γ˜ + γ˜el) ds. For a linearly elastic
response, the elastic strain energy per unit length, i.e., the elastic contribution to the
edge stiffness is γ˜el = 2Y ε2mΩ with Y being the island’s elastic modulus; the factor of
2 arises from the isotropic nature of the biaxial stress on the island, σxx = σyy. Using
the above expression for F and the derivation of Ref. [90] gives ∆µ = Ω(γ˜ + γ˜el)κ
where κ = dθ/ds is the local edge curvature. The coherently strained elastic state of
the island affects the island morphology through this ∆µ(κ) dependence. Here, ∆µ is
the chemical potential difference of an edge atom from that of an atom on a straight
edge of an unstrained island; the edge gradient of Ωγ˜elκ is the driving force for strain-
induced edge diffusion. The edge stiffness γ˜ is assumed to be isotropic, meaning simply
that this thermodynamic anisotropy is much weaker than the diffusional (kinetic)
anisotropy expressed by the function f(θ), as is typically the case in fcc metals [35].
For epitaxial islands on surfaces of face-centered cubic (fcc) crystalline solids, we
use the 3-parameter function f(θ) = (1 + A cos2[m(θ + φ)]) /(1 + A) ≤ 1 [35]; A is
a dimensionless parameter that expresses the strength of the anisotropy, φ is the
misorientation angle formed between a fast edge diffusion direction and the direction
of the externally applied field, andm is an integer parameter that expresses symmetry
due to surface crystallographic orientation; m = 1, 2, and 3 corresponds to 〈110〉-
, 〈100〉-, and 〈111〉-oriented surfaces, respectively [22, 94]. It should be mentioned
that this anisotropy function, in conjunction with an isotropic surface stiffness, has
led to simulation predictions of electromigration-driven void dynamics in fcc metallic
thin films in excellent agreement with experimental measurements [22, 94]. The edge
adatom diffusion barrier depends linearly on the misfit strain εm, Eb = E
′
b + εmα′,
and hence, Ds,max(εm) = D0 exp[−(E ′b + εmα′)/kBT ] = D0,max exp(−εmα), where
D0,max = D0 exp[−E ′b/kBT ] and α = α′/kBT [113, 114].
Within this mass transport regime, we have simulated directly the driven mor-
phological evolution of individual (isolated) single-layer epitaxial islands starting with
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an elliptical (perturbed circular) shape as the initial configuration [28], employing a
well-tested front tracking method [22, 94]. The results reported in this study, unless
specified otherwise, are for diffusional anisotropy parameters A = 10 and φ = 0◦ and
material properties typical of Ag; the characteristic length scale lE =
√
γ˜Ω/|q∗sE0| and
the diffusional time scale τ = l4E/[(D0,max/kBT )γ˜Ω2] are used as the units of length
and time, respectively. For the experimental data reported in Ref. [92], γ˜ = 0.51
eV/nm, Ω = 0.054 nm2, Ds,max = 1.8× 104 nm2/s, Ds,min = 4.1× 102 nm2/s, m = 3,
the bulk current density is 6.7 × 109 A/m2, T = 318 K, the characteristic length is
lE = 13.6 nm, and the diffusional time scale is τ = 32.5 s. A similar estimate of
length- and time-scale for Cu is given in Ref. [35]. From the minimum and maximum
diffusivity values and the form of the diffusional anisotropy function, the value of the
diffusional anisotropy strength is estimated as A = 42. However, for our simulation
studies we have used A = 10, on the order of the experimentally estimated value of
A.
4.3 Model validation and Stable Single-Layer Epitaxial Is-
land Dynamics
First, we simulated the current-driven motion of single-layer homoepitaxial islands
under the conditions of the experimental study of Ref. [92] in order to carry out
systematic comparisons and validate our model in terms of its predictive capabilities.
Figure 4.1 shows a comparison of our simulation predictions with the experimental
measurements of Ref. [92]. The predicted stable island morphology at steady state
is compared with the experimental observation (STM image) in Fig. 4.1(a); this
is a soliton island that translates in the electric-field direction at constant speed.
The measured migration speed, vm, of such driven morphologically stable islands as
a function of the island radius Rs is compared with our simulation predictions in
Fig. 4.1(b). It should be pointed out that the STM image of Fig. 4.1(a) represents
63
an instantaneous (including shape fluctuations) stable island configuration moving
under the action of the electric field and does not reflect the equilibrium shape of
the island. The comparisons demonstrate good quantitative agreement between our
modeling predictions and the experimental findings of Ref. [92]. The comparisons
demonstrate excellent quantitative agreement between our modeling predictions and
the experimental findings of Ref. [92].
We conducted a systematic parametric study of current-driven motion of stable
single-layer epitaxial islands on crystalline substrates of fcc metals. To quantify the
effects of strain due to lattice mismatch on the island periphery diffusion, we used
results of atomic-scale simulations reported in the literature [113, 114]. Figure 4.2
shows representative results from our computer simulations for the dependence of the
island migration speed, vm, on the island size, Rs =
√
Aisl with Aisl being the island
area, for current-driven epitaxial island motion on 〈110〉-, 〈100〉-, and 〈111〉-oriented
surfaces of single-crystalline fcc metals that leads to stable steady island morphologies.
For both homoepitaxial islands and coherently strained heteroepitaxial islands, we
found the island migration speed to be directly proportional to the inverse of the
island size for much of the island size range examined and starting from very small
islands; in Fig. 4.2(a) there is no misfit strain, εm = 0, while in Figs. 4.2(b) and
4.2(c) the misfit strain is tensile and compressive, εm = +0.06 and εm = −0.06,
respectively. The results of Figs. 4.2(a), 4.2(b), and 4.2(c) indicate that the misfit
strain has significant impact on the migration speed levels through its direct effect
on the atomic mobility for edge diffusion [113, 114]; compressive misfit strains lead
to the highest migration speeds.
However, the misfit strain level does not have any qualitative effects on the de-
pendence of vm on Rs. In all cases, i.e., for both homoepitaxial and coherently
strained heteroepitaxial islands and for all three surface orientations, we found that
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Figure 4.2. Representative simulation results for the current-driven motion of mor-
phologically stable 1-ML-thick islands on single-crystalline substrates. Dependence of
the migration speed, vm, on the inverse of the island size, 1/Rs, for the current-driven
motion of (a) homoepitaxial and (b,c) coherently strained heteroepitaxial islands with
tensile and compressive misfit strain due to lattice mismatch, (b) εm = +0.06 and (c)
εm = −0.06, respectively. In all cases, the dashed lines give linear least-squares fits
to the simulation results over the size range of smaller islands where the vm(1/Rs)
relation is clearly linear. The deviation of the vm(1/Rs) dependence from linearity
is depicted clearly in (a2), (b1), and (c1) for surfaces with m = 1 and in (a3), (b2),
and (c2) for surfaces with m = 2. In (d), (e), and (f), the scaled island perimeter
P is plotted as a function of 1/Rs at εm = −0.06 for surfaces with m = 1, 2, and
3, respectively. The insets in (d)-(f) show representative island morphologies in the
linear and nonlinear regimes of current-driven island migration. In all cases, (a)-(f),
A = 10 and φ = 0◦.
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vm(1/Rs) dependence deviates from linearity: the dependence becomes nonlinear with
migration speeds decreasing from the linearly dependent ones with increasing island
size, i.e., it is generally sublinear. The onset of this nonlinear behavior, Rs = Rc,1,
is marked with the upward pointing vertical arrows (↑) in the magnifications of the
vm(1/Rs) dependence depicted in Figs. 4.2(a2) and (a3), 4.2(b1) and (b2), and 4.2(c1)
and (c2) and is accompanied by island morphological transition. In Figs. 4.2(a2),
4.2(b1), and 4.2(c1), the downward pointing vertical arrows (↓) mark the onset of a
necking instability of the island’s steady state for surfaces with m = 1 at a critical
island size Rs = Rc,2 > Rc,1. In Figs. 4.2(a3), 4.2(b2), and 4.2(c2), the downward
pointing vertical arrows (↓) mark the onset of a fingering-like morphological tran-
sition of the island’s steady state for surfaces with m = 2 at a critical island size
Rs = Rc,2 > Rc,1; for this surface orientation, however, the islands with the finger-
like features for Rs > Rc,2 remain morphologically stable. The island morphological
response with increasing island size for surfaces with m = 3 is qualitatively the same
with that for surfaces with m = 2. The quantitative strain effect is on the critical
island sizes, as shown in Figs. 4.2(a)-(c), namely, Rc,1(εm 6= 0) > Rc,1(εm = 0) and
Rc,2(εm 6= 0) > Rc,2(εm = 0). For Ag islands on single-crystalline Ag substrates,
under the experimental conditions of Ref. [92], we estimate critical island sizes of
Rc,1 = 19 nm and Rc,2 = 45 nm on 〈111〉-oriented Ag surfaces and of Rc,1 = 16 nm
and Rc,2 = 41 nm on 〈100〉-oriented Ag surfaces. For Cu islands on single-crystalline
Cu substrates, using the material properties reported in Refs. [81, 35, 89] and under
typical experimental conditions such as those of Ref. [92], we estimate critical island
sizes of Rc,1 = 35 nm and Rc,2 = 81 nm for 〈111〉-oriented Cu surfaces and of Rc,1 = 29
nm and Rc,2 = 75 nm for 〈100〉-oriented Cu surfaces.
Figures 4.2(d), 4.2(e), and 4.2(f) show the dependence on 1/Rs of a norm of the
island morphology, the scaled island perimeter P = Ps/Rs (where Ps is the island
perimeter), at εm = −0.06 for surfaces with m = 1, 2, and 3, respectively; the upward
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and downward pointing arrows have the same meaning as in Figs. 4.2(a), 4.2(b), and
4.2(c). The insets in Figs. 4.2(d)-(f) show representative steady island morphologies
in the linear and nonlinear regimes of current-driven island migration. For the {110}
surfaces of Fig. 4.2(d), the onset of nonlinearity in the vm(1/Rs) dependence marks
the onset of formation of concave morphologies on the front (advancing) island side,
which can be viewed as a facet splitting transition and a precursor to the necking
instability; the neck formation also is seen as an inset in Fig. 4.2(d). For the {100}
and {111} surfaces of Figs. 4.2(e) and 4.2(f), respectively, the onset of nonlinearity
is accompanied by a faceting transition from rounded to faceted island steady mor-
phologies; the faceted islands and the islands that have developed morphologies with
finger-like features are seen as insets in Figs. 4.2(e) and 4.2(f). In these cases, the
fingering transition mentioned above also marks the onset of a dynamical transition
in the island driven translation: for Rs > Rc,2, the trajectory of the island’s center of
mass is no longer aligned with the (horizontal) direction of the applied electric field.
We have explored the driven island morphological response over a broad range
of the anisotropy parameters A and φ; We have considered variations in anisotropy
strength over the range 1 < A ≤ 1000. For variations in φ we have considered the
φ = pi/(4m), where the electric-field direction bisects the angle formed by two fast
edge diffusion directions, as a representative case over the range 0 < φ < pi/(2m).
While varying A has only quantitative effects on the island migration speed, varying φ
from zero, i.e., misaligning the direction of the applied electric field with a fast edge
diffusion direction, increases the complexity of the island’s morphological response
within the general framework of the response of Fig. 4.2. Such an interesting complex
behavior is shown in Fig. 4.3 for a 〈110〉-oriented surface, m = 1, for φ = pi/4 at
εm = 0. In this representative case in terms of electric-field misalignment, there is a
critical island size, RHP with Rc,1 < RHP < Rc,2, that corresponds to a Hopf point
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Figure 4.3. (a) Current-induced morphological evolution of single-layer homoepi-
taxial island for Rs = 2.15lE and anisotropy parameters m = 1, A = 10, and φ = pi/4.
The island configurations have been displaced upwards (along y) over time for clarity
regarding their morphological evolution. (b) Evolution of a morphological metric,
given by the island perimeter Ps, for the island of (a). (c) Bifurcation diagram of the
driven island morphological response, where the oscillation amplitude, ε, of the island
perimeter at the asymptotic state is plotted as a function of island size Rs. RHP is
the island size at the Hopf point; the Hopf bifurcation is subcritical, accompanied by
hysteresis marked by ↑ and ↓ arrows. (d) Dependence of the island migration speed,
vm, on the inverse of the island size, 1/Rs. The inset shows the island configuration
at the onset of necking instability for Rs = Rc,2.
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dynamical response, i.e., the transition occurs for island sizes smaller than those
that trigger the necking instability at Rs = Rc,2. The morphological evolution of the
island over a period at the time-periodic state is depicted in Fig. 4.3(a) with the time-
periodic response of the island’s perimeter demonstrated in Fig. 4.3(b). Consequently,
the stable asymptotic state of the island for sizes RHP < Rs ≤ Rc,2 is a time-periodic
state in a frame of reference that translates with speed vm. The Hopf bifurcation is
subcritical [97] and is accompanied by hysteresis, as shown in the bifurcation diagram
of Fig. 4.3(c) with the dashed arrows used to highlight the resulting hysteresis loop.
This Hopf-bifurcation transition is marked on the vm(Rs) diagram of Fig. 4.3(d)
and constitutes the key qualitative difference compared to the responses depicted
in Figs. 4.2(a2), 4.2(b1), and 4.2(c1) at φ = 0. It should be emphasized that,
in the present study, the reported oscillatory shape evolution refers to oscillatory
traveling of stable epitaxial islands associated with time-periodic modulation of their
shape. We have observed such oscillatory shape evolution on surfaces with m = 1 for
nonzero misorientation angle, φ 6= 0, i.e., for electric fields misaligned with respect
to fast edge diffusion directions. For these parameter values, we have also predicted
similar oscillatory morphological response for heteroepitaxial islands with nonzero
misfit strain, both compressive and tensile, over the entire range of εm examined in
this study. For single-layer Ag islands on single crystalline Ag(110) substrates, under
the experimental conditions reported in Ref. [92], we have estimated that such a Hopf
bifurcation transition from stable steady to stable time-periodic states can be realized
experimentally at an island radius Rs = RHP ∼ 43 nm, with the time-periodic states
remaining stable for island radii up to Rs = Rc,2 ∼ 52 nm for an applied electric field
oriented at an angle of pi/4 with respect to the 〈110〉 direction of the [110]-oriented
surface (m = 1).
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4.4 Universal Scaling Theory
Combining Eq. (4.1) and the simple geometrical relation (local projection) between
the constant migration speed of the stable migrating epitaxial island, vm, and the
normal velocity component at a point on the island’s edge, vn, gives an analytical
expression for the migration speed vm. For an island moving in the x-direction (i.e.,

























that depends on the island morphology, θ(s˜), where s˜ ≡ s/Rs. In the right-hand
side of Eq. (4.3), Λ = γ˜el/γ˜; Λ = 0 for homoepitaxial islands. Clearly, β is a
constant at steady state and setting β[θ(s˜)] equal to this constant determines the
steady-state island shape. Equations (4.2) and (4.3) imply that vm/β[θ(s˜)] ∝ 1/Rs,
i.e., that the island migration speed scaled properly with the island shape factor
varies linearly with the inverse of the island size. Figure 4.4 shows that this linear
scaling relationship is universal and is obeyed by islands of all sizes regardless of the
complexity of the island stable morphologies for island sizes beyond the onset of the
nonlinear regime and throughout the range of parameter space examined; in all cases,
the shape factors β[θ(s˜)] have been computed numerically. An analogous linear scaling
relationship has been derived for the migration speed of electromigration-driven voids
in metallic thin films [33, 115]. Finally, Eq. (4.2) can be expressed as vm = Mislq∗sE0,
where Misl = D0,maxΩβ/(kBTRs) is the epitaxial island mobility. It is evident that
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Figure 4.4. Island migration speed, vm, scaled with the island shape factor, β, as
a function of the inverse of the island size, 1/Rs, for representative stable steady
island morphologies translating on the substrate at constant rate for various values
of misfit strain and diffusional anisotropy parameters. The dashed straight line is
a least-squares fit to all the simulation results (symbols) according to the universal
scaling relationship vm/β ∝ 1/Rs. The inset shows in a semi-log plot the dependence
of the island mobility, Misl, on εm at various island sizes and surface orientations.
dependence of D0,max on εm dominate the determination of Misl values as shown in
the inset of Fig. 4.4.
In conclusion, we developed and validated a continuum model for the current-
driven dynamics of single-layer epitaxial islands and used the model to establish the
island-size dependence of the migration speed of stable steady island states. The
findings of this study set the stage for designing numerical simulations and experi-
ments of the current-driven evolution of island populations for both homoepitaxial
and heteroepitaxial islands and for exploring the collective island dynamical phenom-
ena that govern pattern formation on the crystalline surface; e.g., the derived vm(Rs)
dependence can be used to drive individual islands toward their contact and explore
the resulting coalescence and breakup phenomena and the complex patterns they
facilitate on the surface.
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4.5 Current-Driven Complex Oscillatory Dynamics of Epi-
taxial Islands
At zero misorientation angle, φ = 0◦, simulation studies of driven island dynamics
have demonstrated complex nonlinear dynamics for islands exceeding a critical size,
Rc,1 for m = 1 and Rc,2 for m = 2 and 3. Also, in Fig. 4.3, the critical island
size was shown to have a strong dependence on the misorientation angle φ. In this
work, we have conducted a systematic parametric study to identify, demonstrate, and
characterize the complex driven dynamics of single-layer islands and the dependence
of the critical parameters of this dynamics on the anisotropy parameters, especially
substrate surface orientation and misorientation angle, for homoepitaxial islands, i.e.,
εm = 0. A similar, but far from comprehensive, parametric study has been reported
in the literature [35] with respect to the anisotropy parameter A, i.e., the strength
of the anisotropy. For the present study, we have used the same numerical technique
mentioned in Chapter 4.2; also, we have restricted our study to the point of failure
of the single-layer island (through, e.g., breakup into two or more islands), and the
driven dynamical response beyond the point of failure is presented and discussed in
Chapter 4.6.
In Fig. 4.3(a), a representative case of current-driven single-layer island dynamics
is shown on a 〈110〉-oriented surface, m = 1, for φ 6= 0, where the island migrates
along a direction in between the applied electric field direction and the fast edge diffu-
sion direction. Also, in contrast to the φ = 0 case, the driven morphological response
is characterized by a transition of the asymptotic states reached by the island from
steady to time-periodic states mediated by a subcritical Hopf bifurcation at a critical
island size Rs = RHP ; as the island size increases above RHP , the asymptotic states
reached in its morphological response become time-periodic and this transition is char-
acterized by hysteresis, a hallmark of subcritical Hopf bifurcation. When the island

























Figure 4.5. (a) Stable steady morphology reached through current-driven evolution
of a homoepitaxial single-layer island on a crystalline substrate. Parameter values:
m = 1; A = 10; φ = 90◦; and (a1) Rs = 3
√





pilE. (b) Dependence on the misorientation angle φ of the critical sizes RHP
and Rc,2 at the Hopf and the necking instability points, respectively, for parameter
values m = 1 and A = 10.
and the island breaks up into two daughter islands due to a necking instability. With
increasing misorientation angle above φ = 10◦, the critical size RHP for transition in
the dynamical response as a result of Hopf bifurcation increases monotonically with
φ and diverges asymptotically to infinity as the misorientation angle approaches the
value φ = 90◦. For misorientation angles φ ≤ 10◦, no oscillatory dynamics is observed
and the asymptotic states reached by the driven islands are steady (in the frame of
reference moving with the migration velocity of the morphologically stable island).
The necking instability point, at island size Rs = Rc,2, also exhibits a similar behavior
in its dependence on the misorientation angle but over a different range of misorienta-
tion angles, namely, 0 ≤ φ <∼ 75◦. For values of φ beyond the critical misorientation
angle φc ∼ 75◦, large-size islands demonstrate stable oscillatory dynamics, reaching
stable time-periodic asymptotic states, as shown in Fig. 4.10(a) for anisotropy pa-
rameters A = 10, φ = 85◦, and island size (1) Rs = 7
√




(3) Rs = 4.5
√
pilE. The island morphological response remains qualitatively the same
as that shown in Fig. 4.3; the key qualitative difference in the island morphology at
the asymptotic state is the formation of a stable facet (at the upper edge) oriented
along the island migration direction. The edge opposite (lower edge) to the stable
facet exhibits a wavy pattern (of protrusions emanating from the island’s edge) which
migrates in the direction opposite to the island’s migration direction with respect to
the stable facet, in a Lagrangian frame of reference. Confinement due to mass conser-
vation (equivalent to area conservation for the single-layer islands considered) leads
to quantization of the wave pattern, i.e., the number of normal modes, i.e., protru-
sions appearing at the edge of an island of given size will remain constant at any time
during the driven morphological evolution. Moreover, with increasing island size, the
number of normal modes (protrusions) appearing at the faceted island edge increases
but remains constant for the same island size at different misorientation angles.
For the special case of m = 1 and φ = 90◦, neither oscillatory morphological
response nor necking instability is observed over the island size range examined in this
study. For a relatively small size, at this specific misorientation angle and substrate
surface orientation, the stable island morphology is close to a rounded shape; with
increasing island size, a finger-like protrusion emanating from the leading edge of
the traveling island starts appearing in the stable island morphology which, for large
size islands, leads to the formation of an elongated finger-like stable morphology as
shown in Fig. 4.5(a). We have investigated this interesting special case in the driven
island morphological response in full detail as a potential strategy for external-field-
driven nanowire fabrication. Such current-driven nanowire formation is analyzed and
discussed in Appendix E.
A representative current-driven morphological response of an isolated single-layer
island on a 〈100〉-oriented surface, m = 2, for φ 6= 0 is shown in Fig. 4.6. In this
















































Figure 4.6. (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer island on a crystalline
substrate for Rs = 5
√
pilE and anisotropy parameters m = 2, A = 10, and φ = 30◦.
(b) Evolution of a morphological metric, given by the island perimeter P , for the
island of (a). (c) Bifurcation diagram of the driven island morphological response,
where the oscillation amplitude, ε, of the island perimeter at the asymptotic state
is plotted as a function of the island size Rs. RHP is the island size at the Hopf
point; the Hopf bifurcation is subcritical, accompanied by hysteresis marked by ↑ and
↓ arrows. The island morphology at the point of failure is shown in the inset. (d)
Dependence on the misorientation angle φ of the critical sizes RHP and Rc,3 at the
Hopf and the necking instability points, respectively, for parameter values m = 2 and
A = 10. The island morphology at the point of failure for a misorientation angle









































Figure 4.7. (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer island on a crystalline
substrate for Rs = 5
√
pilE and anisotropy parameters m = 3, A = 10, and φ = 5◦.
(b1) Evolution of a morphological metric, given by the island perimeter P , for the
island of (a) with the corresponding phase portrait (b2) and power spectrum (b3) at
the time-periodic asymptotic state.
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size, RHP with Rc,2 < RHP < Rc,3, that corresponds to a Hopf point and marks
the onset of a transition from steady to time-periodic states in the island dynamical
response, i.e., the transition occurs for island sizes smaller than those that trigger
the necking instability at Rs = Rc,3. The morphological evolution of the island
over a full period at the time-periodic state is depicted in Fig. 4.6(a) with the time-
periodic response of the island’s perimeter demonstrated in Fig. 4.6(b). Similar to
the morphological response at m = 1 and φ 6= 0, the Hopf bifurcation is subcritical
and is accompanied by hysteresis, as shown in the bifurcation diagram of Fig. 4.6(c)
with the red solid arrows used to highlight the resulting hysteresis loop. However, in
spite of the similarities with the dynamical response at m = 1 and φ 6= 0, the non-
monotonic dependence of the critical island size Rc,3 on the misorientation angle φ and
the dynamics of failure at m = 2 constitute the key qualitative differences compared
to the response depicted in Fig. 4.5(b) at m = 1. The island size at the necking
point first increases and then decreases monotonically as a function of φ, exhibiting
a maximum at a misorientation angle φc = 10◦. For a misorientation angle lower
than φc, the failure (breakup to daughter islands) of the island is due to a necking
instability as shown in the lower left inset in Fig. 4.6(d). As the misorientation
angle increases beyond φc, the failure is caused by the formation of two protrusions
at the island’s leading edge, which then leads to finger formation followed by finger
growth that triggers the necking instability at the trailing edge of the island as shown
in the inset in Fig. 4.6(c) and the upper right inset in Fig. 4.6(d). Furthermore,
with increasing misorientation angle from φ = φc to φ = pi/(2m), the nature of the
breakup of islands shows a transition from asymmetric to symmetric with respect to
the electric-field direction. Moreover, in case of failure mediated by finger growth, the
fully grown finger undergoes a morphological response similar to that of an individual
island of the same size; e.g., the top finger in the island morphology shown in the
inset in Fig. 4.6(c) demonstrates complex oscillatory behavior. For the special case of
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m = 2 and φ = 45φ, no oscillatory morphological response is observed; however, for an
island of size larger than the critical size Rc,3, symmetric breakup due to an instability
originated from protrusion formation on the island edge, propagated through finger
growth, and completed by necking at the island’s trailing end, as expected for φ > φc,
is observed.
The driven morphological response of an isolated single-layer island on a 〈111〉-
oriented surface, m = 3, for φ 6= 0 is qualitatively similar to the response for m = 2
and φ 6= 0. In addition, the morphology of the asymptotic state for both m = 2 and
3 is similar to that in the asymptotic state described earlier for m = 1 characterized
by a stable facet (at the upper edge) oriented along the island migration direction
and a wavy pattern on the (lower) edge opposite to the stable facet that migrates in
the direction opposite to the island’s migration direction with respect to the stable
facet. One such representative morphological response and the corresponding evo-
lution of the island’s morphological metric P at the time-periodic asymptotic state
are shown in Figs. 4.7(a) and (b), respectively. Furthermore, the bifurcation diagram
in the vicinity of the Hopf point, as shown in Figs. 4.9(a1) and (a2), is qualitatively
the same with that for m = 2. However, beyond the Hopf point, with increasing
island size, the island dynamical response and the evolution of the corresponding
morphology metric along the oscillatory branch of the bifurcation diagram exhibit
interesting complex behavior. This is expressed by the response metric in the bifur-
cation diagram corresponding to the oscillation amplitude, ε, as a function of island
size. With increasing island size, as the response metric ε passes through a maximum,
a morphological transition occurs in the asymptotic state marked by the appearance
of an additional protrusion (normal mode) in the wavy pattern at the island’s edge.
With further increase in the island size, the response metric ε exhibits a minimum
as a function of island size: at this island size, a period doubling bifurcation occurs
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Figure 4.8. (a) Representative complex oscillatory dynamics during the current-
driven morphological evolution of a homoepitaxial single-layer island on a crystalline
substrate for Rs = 9.25
√
pilE and anisotropy parameters m = 3, A = 10, and φ = 5◦.
(b1) Evolution of a morphological metric, given by the island perimeter P , for the
island of (a) with the corresponding phase portrait (b2) and power spectrum (b3) at
the oscillatory asymptotic state.
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The island morphological response and the evolution of the morphological norm at
the two-period oscillatory asymptotic state are shown in Figs. 4.8(a) and (b). We
have characterized these oscillatory asymptotic states in detail, and the correspond-
ing phase portraits and power spectra are shown in Figs. 4.7(b2) and 4.8(b2), and
Figs. 4.7(b3) and 4.8(b3), respectively. The power spectrum expresses the distribu-
tion of frequencies in the Fourier time-series representation of the periodic orbit and
is generated by fast Fourier transform of P (t) at the asymptotic state. The corre-
sponding phase portrait is drawn on the l1l2-plane, where l1 and l2 are the distances
of two points on the island edge with the wavy pattern from the straight island edge.
A universal feature present in all the islands that exhibit stable oscillatory mor-
phological response is that, for a given set of anisotropy parameters, m, A, and φ, the
stable facet (i.e., straight island edge) orientations remain the same regardless of the
island size. Therefore, the stability of these facets depends only on their orientation
and is independent of the island size; this facet stability can be analyzed employing
linear stability theory. To understand the physics that governs the preferential orien-
tation of these stable facets, we have imposed the pseudo steady-state condition [14]










≡ −V ′(θ), (4.4)
where J∗s is the constant edge atomic flux for a facet of stable orientation andM(θ) =
Dsf(θ)/(kBT ). The equation can be further rearranged and written as the energy
conservation equation, Eq. (4.5), for a particle of pseudo mass (γ˜Ω) moving in a
conservative field, V (θ). The position of the particle, θ = θ(s), is a function of time,














































Figure 4.9. (a) Bifurcation diagram of the driven island morphological response for
anisotropy parametersm = 3, A = 10, and φ = 5◦, where the oscillation amplitude, ε,
of the island perimeter at the asymptotic state is plotted as a function of the island size
Rs. (a2) RHP is the island size at the Hopf point; the Hopf bifurcation is subcritical,
accompanied by hysteresis marked by ↑ and ↓ arrows. (a3) The bifurcation diagram
for period doubling bifurcation. (b) Dependence on the misorientation angle φ of the
critical sizes RHP and Rc,3 at the Hopf and the necking instability points, respectively,
for parameter values m = 3 and A = 10.
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Formation of stable facets can be viewed as the existence of multiple degenerate
maxima of the potential V (θ∗), at which the system will stay for a maximum amount
of time, s, during its evolution and will oscillate between two such degenerate maxima.
To analyze the stability of the surface orientation θ(s) = θ0(s), we perturb the
morphology as θ(s) = θ0(s) + εθ1(s) and conduct a linear stability analysis for the
facet orientation θ0 = θ∗ as reported in Refs. [15, 14] in the case of surface facets
under surface electromigration conditions. The resulting dispersion relation for the
growth or decay rate of a shape perturbation, with perturbation wavenumber k, from
the stable edge orientation is
ω(k) = −M(θ∗)Ωγ˜k4 +M(θ∗)V ′′(θ∗)k2 (4.6)
The first term in Eq. (4.6) is always negative since M(θ) > 0. Hence, the surface
orientation θ = θ∗ will be stable if and only if V ′′(θ∗) < 0; i.e., a maximum in V (θ∗)
corresponds to a stable surface (in our case straight island edge) orientation. Using
the above condition for the maxima of V (θ), we have determined analytically the
stable facet orientations θ = θ∗ for each set of anisotropy parameters used in the
cases of Figs. 4.10(a)-(c) and marked these orientations using gray dashed lines. It
is evident from Figs. 4.10 that the predictions of the linear stability theory for the
stable facet orientations are in excellent agreement with the morphologies obtained
from the direct dynamical simulations of current-driven island evolution.
In conclusion, we have conducted a systematic and comprehensive parametric
study to characterize the complex driven dynamics of single-layer epitaxial islands
on crystalline conducting substrates. We have established a theory, based on linear
stability analysis, which can predict the stable facets formed in the oscillatory asymp-
totic states reached by the island dynamical response. The island morphological re-
sponses and instabilities observed in our simulations show a strong dependence of the











Figure 4.10. Complex morphologies reached in the current-driven oscillatory dy-
namics of homoepitaxial single-layer islands on crystalline substrates for anisotropy
parameters A = 10, (a) m = 1 and φ = 85◦, (b) m = 2 and φ = 30◦, and (c)
m = 3 and φ = 30◦. For each parameter set, the island size increases from the bot-
tom to the top. In each case, the gray dashed lines mark the island edge directions
that correspond to stable island facet orientations as predicted by the linear stability
theory.
with respect to the fast edge diffusion directions. This interesting observation sets
the stage for designing nanofabrication strategies based on current-directed assembly,
where the misorientation angle formed by the direction of application of the exter-
nal field can be used as a macroscopic control knob to tune the microscopic surface
features emerging from the driven morphological evolution of single-layer epitaxial
islands on crystalline conducting substrates.
4.6 Surface Nanopatterning from Current-Driven Assembly
of Single-Layer Epitaxial Islands
Motivated by the interesting dynamics with increasing island size reported in
Chapter 4.6, we focus on 〈110〉-oriented substrate surfaces,m = 1, and (for simplicity)
we limit the discussion to cases where the applied electric field is aligned with a fast
surface diffusion direction, φ = 0◦. On such surfaces, a necking instability is observed
for island sizes larger than a critical size, Rs > Rc; this necking instability causes the






Figure 4.11. Schematic representation of two 1-ML-thick epitaxial islands, of the
size R1 (trailing) and R2 (leading) with R1 < R2, in the initial pair configuration. E0
is the applied electric field and ϕm misalignment angle, a geometrical parameter.
response of island pairs, the important geometrical parameters include the sizes of
the two islands in the pair, R1 and R2, and the misalignment angle, ϕm, formed
by the applied electric-field direction and the line connecting the centers of mass of
the two islands in the initial pair configuration as shown in Fig. 4.11. In this initial
configuration, the trailing island is taken to be smaller than the leading island of the
pair; the faster migration speed of the smaller island guarantees that it will catch
up with the slower larger leading island, causing the coalescence of the two islands,
which may be the precursor of very interesting pattern forming dynamics depending
on the size of the island resulting from the coalescence compared to the critical size,
Rc.
We have simulated the driven morphological evolution of single-layer epitaxial
island pairs, with elliptical (perturbed circular) shapes as the island morphologies [19]
in the initial island-pair configuration, employing a well-tested front tracking method
[22, 94] to the island periphery that is discretized to a high-resolution adaptive grid
of nodal points. In the numerical simulations, island breakup is triggered when two
points belonging to different segments on the edge of the same island approach closer
than half the distance between neighboring nodal points along the island edge; a
segment is defined as the edge length spanned by three consecutive grid points on the
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island periphery. Since breakup occurs as a result of a necking instability, the two
segments under consideration are located on opposite regions (advancing and trailing)
of the migrating island’s edge. Merging of two islands upon an island coalescence event
also is treated by an equivalent criterion. The technique is completely analogous with
that used in the simulation of breakup and coalescence of voids in metallic conductors
[28, 38].
Here, we report results of driven island-pair dynamics that lead to stable steady
states after the initial island coalescence event. We have found that the dynamics of
island pairs depend strongly on the initial island sizes and the misalignment angle ϕm.
Depending on the initial island sizes, following coalescence, the resulting larger island
may either form a single-island steady state or break up. If a single steady island is
formed, its size Rs determines its migration speed vm(Rs) according to the findings
of Chapter 4.3. If island breakup happens following coalescence, the distribution of
the resulting islands with respect to the applied electric-field direction is symmetric
for aligned islands, ϕm = 0, and asymmetric for misaligned islands, ϕm 6= 0.
Some representative homoepitaxial island-pair dynamics results in cases where
breakup follows coalescence are shown in Figs. 4.12 and 4.13; the units of length
and time are the characteristic length scale, lE, and the diffusional time scale, τ ,
respectively. In Fig. 4.12(a), the two islands of the original pair are misaligned,
ϕm = 38.7◦, and the island that forms after their coalescence is not symmetric with
respect to the horizontal applied electric-field direction. The island also is larger
than the critical size Rc required for the necking instability; this instability causes
the breakup of the large island, Fig. 4.12(a1), forming two islands that have different
sizes than those of the original islands. The smaller (R′1) and larger (R′2) of the
two islands reach steady states and migrate at constant speeds; see snapshot at t =
60τ of Fig. 4.12(a1). Turning off the current after these stable steady migrating






























































































Figure 4.12. Two cases of current-induced morphological evolution of homoepitaxial
single-layer island pairs on the 〈110〉-oriented surface of a fcc metallic conductor,
exhibiting island coalescence and subsequent breakup of the resulting larger island.
The island configurations in (a1) and (b1) have been displaced over time upwards in
the direction perpendicular to the applied electric-field direction (along y) for clarity
regarding their morphological evolution. The evolution of a morphological norm of
each individual island on the substrate given by the island perimeter is monitored
in (a2) and (b2), respectively. The effect on the post-breakup island size of the
misalignment angle (ϕm) and size of the initially trailing island (R1) is demonstrated
in (c) and (d), respectively. In all cases, the diffusional anisotropy parameter values
are A = 10, m = 1, and φ = 0◦. The remaining parameter values are (a) R1 = 2.66lE,
R2 = 2.84lE, and ϕm = 38.7◦; (b) R1 = 2.13lE, R2 = 2.84lE, and ϕm = 0◦; (c)
R1 = 2.66lE and R2 = 2.84lE; and (d) R2 = 2.84lE and ϕm = 29.06◦. The arrow
indicates the direction of the applied electric field, E0, along the x-axis and the dashed
line segments in the initial configurations connect the centers of the two islands. The
electric field/current is turned on at t = 0 and it is turned off after a period of (a)
t = 60τ and (b) t = 45τ . The final steady-state island configurations (at zero field)
are shown in red in (a1) and (b1). The resulting stable steady states consist of (a)
two islands of different sizes and (b) two equal-size islands.
86
two stationary islands of circular shape (for isotropic γ˜). An analogous dynamical
sequence is depicted in Fig. 4.12(b); however, in this case, the two islands of the
original pair are aligned, ϕm = 0, and the island forming from their coalescence is
symmetric with respect to the horizontal direction and sufficiently large to break up
due to the necking instability. In this case, the resulting symmetry leads to breakup
that produces two equal-size islands that acquire the same stable morphology and
move at the same speed. Figure 4.12(c) shows the effect of varying the misalignment
angle, ϕm, on the size of the daughter islands resulting from island breakup (R′1 and
R′2) for the same initial island sizes (R1 and R2) as those of Fig. 4.12(a). For a critical
value ϕm = ϕm,c, an extremum is exhibited that corresponds to the most asymmetric
breakup; increasing ϕm above ϕm,c leads to a breakup that becomes increasingly
less asymmetric and, eventually, at higher values of ϕm the trailing smaller island
passes the leading larger island without coming into contact with it. Figure-4.12(d)
depicts the effect of varying the trailing island size (R1) on the post-breakup daughter
island size for a given misalignment angle (ϕm = 29.06◦) and leading island size (R2).
Increasing R1 leads to increasingly more asymmetric breakup following the island-pair
coalescence for R1 remaining smaller than R2; upon decreasing R1, the breakup of
the large post-coalescence island is guaranteed if its size remains larger than Rc.
A more complex evolution sequence and outcome is depicted in Fig. 4.13(a), where
the two islands of the original pair are aligned but they are sufficiently large for their
coalescence to produce an island with size much larger than the critical required for
necking instability. In this case, the post-coalescence large island forms two necks,
as shown in the snapshot at t = 25τ in Fig. 4.13(a1), and breaks symmetrically with
respect to the horizontal into three islands, a small one between the two necks and
two equal-size larger ones beyond each neck; the three-island configuration remains
symmetric with respect to the horizontal, as seen in the snapshot at t = 38τ of
Fig. 4.13(a1). The post-breakup smaller middle island is faster than the other two
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and catches up with them, resulting in another coalescence event that forms a single
large-island configuration, which is elongated in the direction perpendicular to the
horizontal, as seen in the snapshot at t = 45τ of Fig. 4.13(a2). A sequence of two sets
of necking instabilities, forming two and then another two necks symmetrically located
with respect to the horizontal, is followed by a sequence of two pairs of breakup events
(one event for each neck) and the formation of a five-island steady state, as seen in
the snapshot at t = 80τ of Fig. 4.13(a2). This five-island stable configuration consists
of one small island in the middle and two pairs of equal-size islands with different
sizes for each pair, i.e., a total of three different sizes. The corresponding equilibrium
configuration consists of five circular islands arranged symmetrically with respect to
the horizontal. The exact island arrangement in the five-island configuration depends
on the time period left for the five stable islands to migrate before the current is
turned off given the different migration speed for each of the three island sizes; this
time period can be controlled for tuning the final pattern.
In all cases, the evolution of island morphological metrics equal to the individual
island perimeters in Figs. 4.12(a2), 4.12(b2), and 4.13(b) gives a detailed quantitative
monitoring of the current-driven island morphological response. The spikes exhib-
ited by these evolution curves correspond to island coalescence and breakup events.
Finally, we point out that in addition to the above types of surface nanopatterns
that correspond to stable steady states when the electric field is on, Figs. 4.12(a1),
4.12(b1), and 4.13(a2), a variety of complex patterns can be obtained if the applied
field is turned off before a stable steady state is reached. Two such examples of seven-
and nine-island patterns are shown in Figs. 4.13(c1) and 4.13(c2), respectively. This
pattern formation is the outcome of current-driven evolution of a pair of islands that
are aligned with the applied field and have sizes R1 = 2.66lE and R2 = 7.98lE, where
the electric field is turned off after periods of 60.4τ and 127τ from its application in




























































Figure 4.13. Many-island pattern formation as a result of the current-induced
morphological evolution of a homoepitaxial single-layer island pair on the 〈110〉-
oriented surface of a fcc metallic conductor. The island configurations in (a1) and (a2)
have been displaced over time upwards in the direction perpendicular to the applied
electric-field direction (along y) for clarity regarding their morphological evolution.
(b) Evolution of a morphological norm of each individual island on the substrate in
(a1) and (a2) given by the island perimeter. The geometrical parameter values are
R1 = 2.13lE, R2 = 5.32lE, and ϕm = 0◦. The arrow indicates the direction of the
applied electric field, E0, along the x-axis and the dashed line segment in the initial
configuration connects the centers of the two islands. The electric field/current is
turned on at t = 0 and it is turned off after a period of t = 80τ . The final steady-
state five-island configuration (at zero field) is shown in red in (a2). Formation of
(c1) seven-island and (c2) nine-island patterns from the current-driven evolution of
the same initial island-pair configuration with geometrical parameters R1 = 2.66lE,
R2 = 7.98lE, and ϕm = 0◦, turning the applied electric field off after a period of (c1)
t = 60.4τ and (c2) t = 127τ . In all cases, the diffusional anisotropy parameter values
are A = 10, m = 1, and φ = 0◦.
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In summary, we carried out a numerical simulation study of crystalline surface
nanopatterning based on the current-driven evolution of pairs of different-size epitax-
ial single-layer islands directed toward their coalescence. Our study establishes the
dependence of the emerging island patterns on the initial island sizes and the initial
misalignment between the line connecting the island centers and the applied electric-
field direction. We found that, following coalescence, the resulting island may either
break up or form a single-island steady state depending on the initial island sizes. If
breakup happens following coalescence, the distribution of the resulting islands is sym-
metric/asymmetric with respect to the electric-field direction for aligned/misaligned
islands. Our parameter-space exploration revealed extremely rich collective nonlinear
dynamics and a variety of complex many-island patterns that can be formed by also
controlling the duration of application of the electric field. It should be mentioned
that, although the results presented in this study are limited to homoepitaxial island
pairs, analogous patterns also emerge from the current-driven evolution of pairs of
heteroepitaxial single-layer islands; the main differences are quantitative due to the
different migration speeds of individual islands at different misfit strains as reported
in Chapter 4.3. The results of our study can be realized experimentally on sub-




SUMMARY, CONCLUSIONS, AND FUTURE WORK
“This is not the end. It is not even the beginning of the end. but it is, perhaps, the
end of the beginning.” - Winston Churchill
5.1 Summary and Conclusions
In summary, we have developed a fully nonlinear surface mass transport model
to examine the surface morphological stability of electrically and thermally conduct-
ing crystalline elastic solids in uniaxial tension and of biaxially coherently strained
epitaxial films on substrates under the combined action of an electric field and a tem-
perature gradient. We have used linear stability theory and self-consistent dynamical
simulations based on our surface mass transport model that accounts for surface elec-
tromigration and thermomigration induced by the applied electric field and thermal
gradient, respectively, surface diffusional anisotropy, and the temperature dependence
of surface diffusivity. We have found that properly directed external fields of mag-
nitude higher than a critical value can stabilize the planar surface morphology and
derived the conditions for synergistic action of the external fields, as well as the criti-
cality conditions for surface stabilization. We have also minimized the critical external
field strength requirements by combining the synergistic action of external forces with
substrate engineering techniques, which, if used without simultaneous external field
action, could not stabilize the surface morphological response. We have also demon-
strated, both analytically and numerically, that the temperature dependence of the
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solid material’s properties does not affect the critical strength requirement of the ap-
plied fields. This is an exciting research direction and a very promising approach to
surface engineering, using external macroscopic forces that are easy to control instead
of complex chemical modification techniques that may improve surface morphological
response merely incrementally.
We have reported results of a systematic computational study of the electric-
field-driven complex surface dynamics of voids in mechanically stressed thin films of
face-centered cubic metals with 〈100〉-oriented film planes. The films are subjected to
an external electric field simultaneously with biaxial mechanical loading, which can
be either purely compressive, ranging from purely isotropic to strongly anisotropic
including uniaxial, or a mixed type of loading with both tensile and compressive
stress components in the applied stress tensor. Our analysis is based on self-consistent
dynamical simulations of driven void surface morphological evolution following a well
validated, two-dimensional, and fully nonlinear model. We find that depending on the
electromechanical conditions, void size, and surface diffusional anisotropy, two types
of asymptotic states can be stabilized in the void surface dynamical response, namely,
morphologically steady or time-periodic traveling voids, and film failure can be caused
by void tip extension. The loading mode as well as the loading anisotropy are found
to be significant factors in determining the void morphological stability domains and
can be tailored to stabilize steady or time-periodic states and to increase the film’s
resistance to failure. Under a mixed (tensile + compressive) loading mode, we find
that it is impossible to stabilize steady states in the void morphological response and
that the stress levels that the film can sustain prior to failure are much lower than
those under purely tensile or purely compressive biaxial loading.
Furthermore, we have developed and validated a nonlinear model for analyzing
the current-driven dynamics of single-layer epitaxial islands on crystalline substrates.
Simulations based on the model have shown that the dependence of the stable steady
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island migration speed on the inverse of the island size is not linear for larger-than-
critical island sizes. In this nonlinear regime, we have discovered morphological tran-
sitions, Hopf bifurcations, and necking or fingering instabilities for various surface
crystallographic orientations and island misfit strains. Moreover, we have studied the
evolution of pairs of different-size islands driven to coalescence and explored the ef-
fects of three key geometrical parameters: the sizes of the two islands of the pair and
their center-to-center line misalignment with respect to the electric-field direction.
We have formed various patterns based on current-driven assembly of such island
pairs, ranging from equal- and different-size stable steady island-pair configurations
to many-island patterns that can be tailored by controlling the initial-pair geometrical
parameters and the duration of application of the electric field.
5.2 Future Research Directions
Based on the understanding and experience developed on the research front of
external-field-driven surface stabilization and patterning, we would like to propose as
future research directions the following, specific, research tasks:
• Development of a nonlinear theory for the secondary rippling (tip-splitting)
instability of uniaxially stressed bulk crystalline solids without and with the
simultaneous action of external fields;
• Simulation studies of external-field-driven complex pattern formation dynamics
for
– mixed (homo- and hetero-) epitaxial island pairs using kinetic Monte Carlo
(KMC) simulation models, and
– general populations (distributions) of islands using the level set method as
the front tracking technique of choice; and
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• Application of the simulation techniques developed for analyzing the dynamics
of single-layer islands on crystalline metallic substrates to study the motion and
morphological evolution of islands, vacancy clusters or pores, and absorbed-
species and their resulting patterns on graphene sheets driven by electric fields
or thermal gradients.
5.2.1 Nonlinear theory for secondary rippling instability
Starting from the weakly nonlinear theory reported in Appendix D of this the-
sis, development of a nonlinear theory [116] for the rippling (tip-splitting) instability
that was reported [45, 100] during the electromigration-driven surface morphological
evolution of a uniaxially stressed bulk crystalline solid will provide some valuable
guidance toward generating and understanding complex patterns of nano-scale sur-
face features. In a recent study [117], it was shown that a faceting instability can be
controlled by electromigration in a manner similar to our stabilization of the ATG
instability by surface electromigration [43–45, 56, 100, 99]. That study [117] also
analyzed a wavelength selection mechanism that is not caused by an instability of
steady states; instead, coarsening is exhibited in the dynamics before a continuous
family of stable nonequilibrium steady states is reached [117]. The discovery of sec-
ondary ripple formation (due to a tip-splitting instability) is an exciting case of such
a nonlinear wavelength selection phenomenon that can be classified as an Eckhaus
instability [118].
5.2.2 Dynamics of general populations of single-layer islands
Here, we outline a plan for the systematic investigation of the driven complex
morphological response of single-layer homoepitaxial and electrically conducting co-
herently strained heteroepitaxial islands grown on conducting solid substrate surfaces.
The proposed work is built on our current work on the analysis of the current-driven
morphological evolution of isolated, monolayer-thick, epitaxial islands reported in
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Chapter 4. We are particularly interested in exploring the concept of external-field-
enabled tunable nanopatterning of substrate surfaces, through separate and simul-
taneous action of electric fields and temperature gradients, as a new paradigm for
materials nanofabrication. Specifically, we propose to extend our work reported in
Chapter 4.6 and Appendix E of this thesis to address toward novel surface engi-
neering applications, the driven dynamics on substrate and epitaxial film surfaces of
assemblies of islands and other surface features including:
• Few-island/feature assemblies at low surface coverage, starting from island/feature
pairs;
• Regular (patterned) distributions of islands/features at higher surface coverage;
• Random distributions of islands/features at higher surface coverage; and
• Few-mixed-island (homoepitaxial and heteroepitaxial) assemblies at low surface
coverage, starting from island pairs.
Building on the understanding of current-driven motion of individual single-layer
epitaxial islands on crystalline conducting substrates that is reported in Chapter 4.3,
a simulation protocol for the current-driven evolution of entire populations of such is-
lands can be designed in order to explore various approaches of external-field-enabled
surface nanopatterning. As reported in Chapter 4.3, the exact value of the island
misfit strain determines its constant speed of migration at a morphologically stable
state, without affecting qualitatively the island driven morphological response with
varying island size (other than the actual critical sizes that mark the onsets of tran-
sition in the island response). As a result, the island sizes, misfit strains, as well
as their initial configurations on the substrate surface are parameters that can be
tailored, in conjunction with the strengths, directions, and time of application of the
externally applied fields, in order to form various interesting nanopatterns consisting
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of stable (steady or complex) asymptotic states of groups or distributions of islands
on the substrate. The exciting island dynamics revealed by these preliminary re-
sults motivate systematic simulation protocols and parametric studies of the multiply
driven island/feature morphological response toward field-enabled tunable nanopat-
terning using the level set method as the appropriate front-tracking method for the
simulation of the driven dynamics of such island populations.
5.2.2.1 Level set methods
In the continuum-scale simulations of population of islands, solid surfaces are
represented as sharp (as opposed to diffuse) interfaces and undergo coalescence or
breakup (see Chapter 4), the propagation of which will be tracked by state-of-the-art
level set methods due to the ineptness of the conventional marker particle meth-
ods to handle the complexity of the driven multiple-island edge evolution process.
In the proposed future research, a front tracking method that we will employ is a
narrow-band level-set formulation [119]. Such complex front tracking problems in-
clude the formation of features resulting from necking and fingering instabilities in
the evolution of epitaxial islands on substrate surfaces, as well as due to breakup
and coalescence of evolving surface morphological features; such breakup and coales-
cence phenomena are particularly important in the morphological stability of large
adatom islands and in the evolution of patterned and random distributions of epi-
taxial islands on substrates. Level set methods [120–123] are specifically designed for
problems that involve topological change, curvature dependence, and formation of
singularities; the corresponding theoretical description, algorithms, and applications
are well documented [123]. The narrow-band formulation, in particular, confines all
the geometric approximations to a thin zone of computational cells around the zero
level set [119], which limits the computational labor of the level set method. It has
been demonstrated that this formulation in conjunction with boundary-integral meth-
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ods is highly effective for the modeling of instability phenomena, such as interface
growth instabilities under stress [124].
Moreover, understanding mixed-island (i.e., homoepitaxial as well as heteroepitax-
ial islands) driven dynamics on crystalline substrates is an interesting future research
direction. To study this problem within a 2D continuum domain framework will be a
complicated task, especially regarding the species inter-diffusion within the resulting
island in the case of coalescence of islands of two different species. We will use KMC
simulation as the appropriate simulation technique for modeling the driven dynamics
of such mixed islands.
5.2.2.2 Kinetic Monte Carlo
The implementation of atomic-scale KMC simulations [81, 89, 125, 126] of driven
single-layer mixed-island morphological evolution will require the availability of a
database of thermodynamic and kinetic properties (for the evaluation of transition
probabilities) predicted according to reliable classical interatomic potentials or first-
principles calculations as described in Chapter 5.2.3.1. The effects of misfit strain on
the diffusional processes of interest, such as atomic diffusion on island edges, have
already been studied based on atomic-scale computations [127–131, 114, 113]; such
findings can be used directly as input to the KMC simulator. In our implementation,
forces due to electromigration, thermomigration, and stress will be introduced in
the KMC propagator through activation strains (strain energy contributions to the
activation barriers) and by properly biasing the activation barriers for atomic hops
[89, 132]. The proper biasing of the activation barrier in KMC simulations is common
KMC practice in the presence of externally applied forces and it is implemented in
the criterion for accepting trial moves in different directions for given external force
field; thorough descriptions of these elements of KMC simulation can be found in
Refs. [89] and [132] and in other articles cited therein.
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5.2.3 Directed assembly on graphene
Graphene is a 2D carbon crystal, consisting of a single layer of sp2-bonded C
atoms arranged in a honeycomb lattice, which exhibits extreme mechanical strength
in conjunction with exceptionally high electrical and thermal conductivity in addition
to many more outstanding properties, that make it extremely appealing for numerous
technological applications [133, 134]; it has the potential to enable an entire class of
new technologies and to replace other materials in existing technologies. Graphene
is endowed with intriguing electronic properties due to its electronic band structure,
which is characterized by the presence of Dirac cones (linear dispersion) around cer-
tain special points in reciprocal space in the vicinity of the Fermi level [135]. Since
its discovery in 2004, graphene’s synthesis, properties, and applications have been
studied and explored extensively [133–135] for enabling technologies that range from
nanoelectronics and photovoltaics to manufacturing of composite materials and pro-
tective coatings, hydrogen storage, catalysis, and sensing.
The 2D nature of graphene, in conjunction with its very high electrical and ther-
mal conductivity and mechanical strength, makes it an ideal material for the study
of the physical phenomena (2D surface dynamics) driven by the simultaneous action
of mechanical stresses, electric fields, and thermal gradients that this thesis focuses
on. Nevertheless, such physical behavior of graphene remains completely unexplored.
A notable exception is a theoretical study of adsorbate transport on graphene by
electromigration [136], which proposed the use of electromigration forces for driving
adsorbate transport across the graphene sheet to aid the chemical functionalization of
graphene. Based on a tight-binding model of adsorbate electromigration on graphene,
parameterized using electronic structure calculations in conjunction with experimen-
tal parameters of graphene-based devices, the drift velocity of atomic oxygen forming
covalent epoxy bonds with the graphene carbon atoms due to the electromigration
force was found to reach levels of ∼ 1 cm/s for temperatures from 300 to 500 K [136].
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Although such drift velocities have not yet been confirmed experimentally, the the-
oretical results are very encouraging for further research on field-induced adsorbate
transport on graphene.
Motivated by our theoretical findings on the driven dynamics of epitaxial islands
and the unique properties of graphene, we propose, for future work, a systematic
study of the driven motion and morphological evolution of islands, vacancy islands,
and patterned distributions on graphene sheets under the action of electric fields
and thermal gradients. This research is completely analogous to the epitaxial island
study mentioned in Chapter 4, with the graphene sheet playing the role of the metal-
lic or semiconducting substrate. The research will pursue and explore on graphene
surfaces the concept of external-field-enabled tunable nanopatterning as discussed
above, which is a very appealing idea for the patterned chemical functionalization
of graphene [136–138]. The main difference between the graphene study and that
of monolayer-thick epitaxial island dynamics is that much more information is avail-
able in the literature about such physical dynamical phenomena on “conventional”
3D material (metal and semiconductor) surfaces than on graphene sheets in terms of
continuum-level model parameterization and validation and in terms of the atomic-
scale calculations required to make such models on graphene predictive. It requires
an atomic-scale simulation approach according to first-principles DFT calculations,
as described below, which will guarantee the required accuracy for the predicted
properties of interest. Important properties for the proposed research are island edge
stiffnesses and diffusion coefficients for all the relevant mass transport modes, such
as edge diffusion (i.e., atomic diffusion on island edges).
To motivate future research in this direction, we show, in Fig. 5.1, the result of
an atomistic simulation study to demonstrate the coalescence of two nanopores in
graphene, that are sufficiently close to each other, due to thermal fluctuations; the
dynamics resembles the observations of the experimental study on the coalescence of
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t = 138 ps t = 196 ps t = 198 ps
t = 398 ps t = 598 ps t = 798 ps
1
Figure 5.1. Sequence of atomic configurations obtained from a molecular-dynamics
simulation of the coalescence, due to thermal fluctuations, of two nanopores in single-
layer graphene that are sufficiently close to each other.
two sufficiently close 1-ML-thick metallic vacancy islands due to thermal fluctuations,
as reported in Ref. [139].
5.2.3.1 Atomic-Scale Modeling
Atomic-scale simulations based on reliable many-body interatomic potentials or
on first-principles quantum mechanical calculations will be used to construct the ma-
terials property database required for the proposed future studies in order to improve
the predictive capabilities of the continuum modeling framework, as well as for input
in KMC simulations, as described in Chapter 5.2.2.2. Calculation of the surface dif-
fusivities and surface free energies and parameterization of the surface stiffness and
surface diffusional anisotropy functions will be based on calculating surface equilib-
rium energetics and activation energies for surface atomic migration, respectively.
100
In the atomic-scale modeling of metallic and semiconductor systems, significant
progress has been made in the development of satisfactory empirical and semi-empirical
many-body potential models for the description of interatomic interactions. For
metallic systems, such as Cu, the atomistic calculations will rely on the Embedded-
Atom-Method (EAM) potential [140–144] through its more recent quantitatively im-
proved parameterizations [145–150]. For covalently bonded graphene systems, the
interatomic interactions will be described according to reliable bond-order potentials,
such as the Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) po-
tential [151].
First, a molecular-dynamics (MD) simulation [152, 153] will be used in conjunc-
tion with the nudged-elastic-band (NEB) method [154, 155] in order to construct
MD-based optimal pathways and provide the underlying energy landscapes/energy
barriers and the resulting transition probabilities for all the important kinetic (rate)
processes. To validate the predictions of the classical potentials or to improve such
predictions of materials properties, targeted first-principles calculations based on den-
sity functional theory (DFT) [156, 157] implemented within the generalized gradient
approximation (GGA) [158] need to be carried out; these DFT/GGA calculations aim
at accurate determination of key surface properties or activation barriers. For proper
representation of the ionic cores, ultrasoft pseudopotentials [159] and the projector-
augmented-wave (PAW) method [160] for C in graphene and for heavier elements
such as the metals under consideration, respectively, have to be employed. The su-
percell approximation [161], plane-wave basis sets [161], and the Monkhorst-Pack
(MP) scheme for integration in reciprocal space [162] as implemented in the commer-
cial code VASP [163, 164] will be employed; all of the proposed DFT/GGA/PAW
calculations will be spin-polarized. To calculate total energies of geometrically opti-
mized configurations, the atomic configurations will be relaxed in the supercells using
a conjugate gradient algorithm [161]. To guarantee the precision of our calculations,
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careful convergence tests with respect to all the relevant computational parameters,
such as the supercell size, the kinetic energy cutoff, and the resolution of the MP grid
in the irreducible wedge of the first Brillouin zone need to be performed.
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APPENDIX A
STABILIZATION OF THE SURFACE MORPHOLOGY OF
STRESSED SOLIDS USING SIMULTANEOUSLY
APPLIED ELECTRIC FIELDS AND THERMAL
GRADIENTS
This work has been published as: Lin Du, Dwaipayan Dasgupta, and Dimitrios
Maroudas, “Stabilization of the surface morphology of stressed solids using simul-
taneously applied electric fields and thermal gradients,” Journal of Applied Physics
116, Article No. 173501, 11 pages (2014).
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APPENDIX B
THE EFFECT OF A THERMAL GRADIENT ON THE
ELECTROMIGRATION-DRIVEN SURFACE
MORPHOLOGICAL STABILIZATION OF AN
EPITAXIAL THIN FILM ON A COMPLIANT
SUBSTRATE
This work has been published as: Georgios I. Sfyris, Dwaipayan Dasgupta, and
Dimitrios Maroudas, “The effect of a thermal gradient on the electromigration-driven
surface morphological stabilization of an epitaxial thin film on a compliant substrate,”
Journal of Applied Physics 114, Article No. 023503, 13 pages (2013).
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APPENDIX C
STABILIZATION OF THE SURFACE MORPHOLOGY OF
STRESSED SOLIDS USING THERMAL GRADIENTS
This work has been published as: Lin Du, Dwaipayan Dasgupta, and Dimitrios
Maroudas, “Stabilization of the surface morphology of stressed solids using thermal
gradients,” Applied Physics Letters 104, Article No. 181901, 4 pages (2014).
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“Stabilization of the Surface Morphology of Stressed Solids
Using Thermal Gradients”
Lin Du, Dwaipayan Dasgupta, and Dimitrios Maroudas
Department of Chemical Engineering, University of Massachusetts Amherst,
Amherst, MA 01003-9303, USA
In this supplementary document, we give a detailed description of the driven sur-
face morphological response taking into account the temperature dependence of the sur-
face diffusivity. Figure S1 shows snapshots from the surface morphological evolution at
ΞT = 0.08 < ΞT,c starting with a sinusoidal perturbation. The surface undergoes the ATG
instability and develops a profile exhibiting cusp-like features. Figure S1(b) shows analogous
snapshots at ΞT = 0.58 > ΞT,c. The amplitude of the initial perturbation decays and even-
tually vanishes. This confirms qualitatively that the temperature dependence of the surface
diffusivity does not affect the stabilization of the surface by a sufficiently strong thermal
gradient. The evolution of the perturbation amplitude at x/λ = 0, where T˜ = 0.5, in the
cases of Fig. S1(a) and Fig. S1(b) is compared with the corresponding theoretical predictions
in Figs. S1(c) and S1(d), respectively. It is evident that, in spite of the temperature depen-
dence of the surface diffusivity introduced into the model, at the early stage of the unstable
surface morphological response and throughout the entire stage of the stable response the
amplitude grows or decays exponentially, respectively, at a rate that can be predicted very
well by the linear stability theory, Eq. (7) in the main article.
Figure S1(e) compares the growth or decay rates of the perturbation amplitudes at
x/λ = −1 (triangles), x/λ = 0 (squares), and x/λ = 1 (circles) over a broad range of ΞT
values for a shape perturbation with k˜ = k˜max. The theoretical predictions for ω(k˜max) at
the domain center, x/λ = 0 (dashed curve), with the surface diffusivity treated as a constant
also are shown together with those according to the dispersion relation of Eq. (7) in the
main article (solid curve), where Ds,min(T ) is an Arrhenius function. The insets in Fig. S1(e)
highlight the early-stage exponential growth or decay of the perturbation at x/λ = 0 for
ΞT = 0 (upper inset) and ΞT = 0.38 > ΞT,c (lower inset) and the computation of their rates
corresponding to the slopes of the linear fits. At low thermal gradients, the dashed and solid
1
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curves almost overlap, but they gradually diverge as the thermal gradient increases since ε in
Eq. (7) in the main article increases with increasing thermal gradient. Most importantly, the
two curves intersect the ΞT axis at the same point, implying that, in spite of the temperature
dependence effect on the growth/decay rate, the critical thermal gradient strength required
to inhibit the ATG instability is identical in both cases. We also see that the three different
sets of symbols, corresponding to rates at different surface locations, overlap very well at
lower thermal gradients, but at ΞT > ΞT,c, the different symbols diverge increasingly with
increasing ΞT with |ω(x/λ = −1)| > |ω(x/λ = 0)| > |ω(x/λ = 1)|. With the thermal
gradient applied in the −xˆ direction, T˜ (x/λ = −1) > T˜ (x/λ = 0) > T˜ (x/λ = 1) in
the prefactor of the polynomial of k˜ in the dispersion relation of Eq. (7) in the main article,
which agrees very well with the simulation results. It is seen that at higher thermal gradients,
the accuracy of the theoretical predictions for ω(k˜max) is relatively lower due to the higher
value of ε and the resulting O(ε2) error in the approximation for Ds,min(T ). However, the
ΞT,c predicted from the simulations at the three different surface locations are identical and
also identical with the simulation predictions in Fig. 3(e) in the main article.
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FIG. S1: Surface morphological evolution,
h˜(x˜, t˜), starting with a perturbation h˜(x˜, 0) =
∆˜0 sin(k˜x˜) at (a) ΞT = 0.08 for k˜ = 0.7 and
∆˜0/λ˜ = 0.01 and (b) ΞT = 0.58 for k˜ = 0.75 and
∆˜0/λ˜ = 0.01. The evolution sequences are from
the bottom to the top, the thermal gradient is
in the −xˆ direction, and the stress is tensile and
applied uniaxially along x. The snapshots corre-
spond to (a) t = 0, 0.21, 0.22, 0.23, 0.37, 0.70,
0.96, 1.09, 1.33, 1.69, 1.90, and 2.08 × 10−1τ ;
and (b) t = 0, 0.22, 0.30, 0.37, 0.52, 0.66, 0.81,
0.96, 1.12, 1.64, 2.96, and 4.89 × 10−1τ . (c)
and (d) Evolution of the perturbation ampli-
tude, ∆˜, for cases (a) and (b), respectively; solid
lines and symbols correspond to theoretical pre-
dictions and simulation results at x/λ = 0, re-
spectively, for the same parameter sets and ini-
tial surface morphologies. (e) Comparison of the
predictions of the linear stability theory (solid
curve) with those of numerical simulations (sym-
bols) for the initial growth or decay rate of sinu-
soidal perturbations with the maximally unstable
wavelength, ω(k˜max). In all the simulations, the
anisotropy parameters are the same with those
that yielded the results of Fig. 2 of the main ar-
ticle and the surface diffusivity is taken to be an
Arrhenius function of temperature. Growth or
decay rates at different surface locations are plot-
ted: open triangles, squares, and circles denote
the ω(k˜max) rates at x/λ = −1, x/λ = 0, and
x/λ = 1, respectively. The value of ΞT that cor-
responds to ω(k˜max) = 0 determines the critical
thermal gradient magnitude ΞT,c that stabilizes
the planar surface of the stressed solid against
the ATG instability. The k˜max predicted by lin-
ear stability theory is used; for stable responses
at ΞT > ΞT,c, k˜max = 0.75 is used. The insets
are plots of ln(∆˜/∆˜0) as a function of time for
ΞT = 0 (upper inset) and ΞT = 0.38 > ΞT,c
(lower inset), which highlight the exponential
growth or decay of the perturbation at early
stages and the computation of ω(k˜max) by cal-
culating the slopes of the linear fits (solid lines)
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CURRENT-DRIVEN NANOWIRE FORMATION ON
SURFACES OF CRYSTALLINE CONDUCTING
SUBSTRATES
This work has been published as: Ashish Kumar, Dwaipayan Dasgupta, Christos
Dimitrakopoulos, and Dimitrios Maroudas, “Current-driven nanowire formation on
surfaces of crystalline conducting substrates,” Applied Physics Letters 108, Article
No. 193109, 5 pages (2016).
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“Current-Driven Nanowire Formation on Surfaces of
Crystalline Conducting Substrates”
Ashish Kumar, Dwaipayan Dasgupta, Christos Dimitrakopoulos, and Dimitrios Maroudas
Department of Chemical Engineering, University of Massachusetts Amherst,
Amherst, MA 01003-9303, USA
In this supplementary document, we present in further detail the Linear Stability Theory (LST) that we
have developed, which predicts the fingering instability along the single-layer island edge that constitutes
the precursor of current-driven nanowire formation. We also compare the island morphological evolution
obtained from the LST with that obtained from the dynamical simulations according to the fully nonlinear
model of driven island edge morphological dynamics. Moreover, we present some additional simulation
results of current-driven island morphological evolution with emphasis on {111} substrate surfaces (while
detailed simulation results on {110} and {100} substrate surfaces also have been presented and discussed in
the main article). The main conclusions and findings of the analysis on {111} substrate surfaces have been
presented in the main article (see, e.g., Fig. 4).
1 Linear stability theory
In this linear stability analysis, we introduce an O() with  1 morphological perturbation to a perfectly
rounded single-layer island under the action of an applied electric field and predict according to LST the
various eigenmodes of the driven dynamical system, including any unstable eigenmodes that grow with time
triggering morphological instabilities of the island’s edge. We conduct our study in the plane polar coordinate
system (r, θ) with the origin fixed at the center of the island; r represents the distance of a point at the
island edge from the island center and θ is the edge orientation. It should be noted that our plane polar
coordinate system differs from the conventional plane polar coordinate system in that, here, θ = 0◦ coincides
with the y-direction of the corresponding Cartesian frame of reference, and θ increases in the clockwise
direction. The distance r can be expressed as an evolving island edge shape function r(θ, t) and represented
by a perturbation expansion of the form





an(t) cos(nθ) + bn(t) sin(nθ)
]
where − pi ≤ θ < pi. (S1)
In Eq. (S1), r0 is the radius of the perfectly rounded island,  is the amplitude of a perturbation from the
rounded morphology ( 1), and an and bn are real coefficients with b0 ≡ 0.
According to the continuity equation, Eq. (1) of the main article, the normal velocity, vn, at a point on



























where − pi ≤ θ < pi, (S3)
f(θ) is the edge diffusional anisotropy function defined in the main article, and length and time have been
made dimensionless by dividing with the characteristic length scale lE =
√
γ˜Ω/|q∗sE0| and the diffusional
time scale τ = l4E/[Ds,maxγ˜Ω
2/(kBT )], respectively.
The arc length increment along the island edge, ds, can be written in terms of the local curvature κ and
the subtended angle, dθ. For the perturbed island morphology, we derive the expression for the curvature κ
in terms of θ and the Fourier coefficients {an(t)} and {bn(t)}, n = 0, 1, 2, ...,∞. Substituting the expressions
for f(θ), ∂s, and κ into Eq. (S3) gives an expression for vn in terms of the Fourier coefficients {an(t)} and
{bn(t)} and θ as

















































where ∆n = an(t) cos(nθ) + bn(t) sin(nθ) and Γn = −an(t) sin(nθ) + bn(t) cos(nθ).
In Eq. (S4), A, m, and φ are the edge diffusional anisotropy parameters as defined in the main article.
The normal velocity component at any point on the island edge, vn, can also be obtained by taking the
inner product of the time derivative of this point’s position vector r (= r(θ, t)eˆr) with the unit vector normal
to the island edge at the point. At any point on the island edge, for an O() perturbed island according to
Eq. (S1), the corresponding unit normal vector can be expressed as




n (−an sin(nθ) + bn cos(nθ))
]
eˆθ, (S5)







· nˆ = r0
∞∑
n=0
a˙n(t) cos(nθ) + b˙n(t) sin(nθ), (S6)
where a dotted Fourier coefficient denotes differentiation of this coefficient with respect to time. By equating
the coefficients of {cos(nθ)} and {sin(nθ)} from Eq. (S4) with the coefficients of {cos(nθ)} and {sin(nθ)}
from Eq. (S6) for each mode n we obtain a set of non-homogeneous linear ordinary differential equations
(ODEs) for the Fourier coefficients, {an} and {bn}. Since  is positive, a˙0 represents the rate of expansion
of the island, a˙1 represents the velocity along θ = 0
◦ (y-direction), and b˙1 represents the velocity along
θ = 90◦ (x-direction). The island morphology is independent of the corresponding three Fourier coefficients;
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hence, these coefficients need not be evaluated. Furthermore, in the derived set of ODEs, we observe that
the evolution of none of the modes (Fourier coefficients) depends on either a1 or b1; hence, the equations for
the evolution of a1 and b1 can be omitted from the set of ODEs that has to be solved to monitor (within
the LST) the island’s morphological evolution.
Expressing the remaining Fourier coefficients a0, a2, b2, a3, b3, . . . as a column vector x yields in compact
form the equation
x˙ = A · x+ b (S7)
for the derived set of linear ODEs for the unknown Fourier coefficients. In this formulation, Eq. (S7), we
have truncated the expansion for the position vector of Eq. (S1) to consider Fourier coefficients only up to
n = 100, i.e., the set of unknown coefficients is {a0, a2, b2, a3, b3, ...a100, b100}. We have checked carefully the
convergence of the series for the resulting shape function and found the truncation error in keeping modes
up to n = 100 to be negligible.





λrt −A−1 · b (S8)
where, {λr}, r = 0, 2, 3, 4, . . . , n, are the eigenvalues of the matrix A, {Zr}, r = 0, 2, 3, . . . , n, are the corre-
sponding eigenvectors, and {Cr}, r = 0, 2, 3, . . . , n, are the unknown coefficients in the linear combination of
the exponentially growing or decaying modes, determined by applying the initial condition, i.e., the shape




(1− ε cos(qθ)) where q = 2 and ε = 0.1 (S9)
is used as the initial condition for both the initial value problem (IVP) governed by the linear ODE set,
Eq. (S7), derived within the LST and the numerical simulation of the island morphological evolution accord-
ing to the fully nonlinear model. The denominator,
√
1 + ε2/2, in the expression for r(θ, 0) in Eq. (S9) ensures
that the perturbed island has the same area as a circular island with radius R0 (r0 = R0/(
√
1 + ε2/2)).
The sequences of island configurations shown in Figs. S1-S4 compare the island evolution obtained from
the linear stability theory with that obtained from the dynamical simulations according to the fully non-
linear model. From these comparisons, it is evident that the linear stability theory predicts correctly the
number of protrusions emanating from the island edge, including the features that are precursors to the
fingers forming clearly at later stages of the evolution, providing a fundamental quantitative understanding
of the numerical simulation results. Although detailed predictions of the island morphology at times longer
than the t→ 0 limit are beyond the scope of linear stability theory, it is clear that LST predicts accurately
the various unstable eigenmodes that govern the fingering instabilities captured by the numerical simulations.
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(a3)(a2)(a1) (a4)t = 6 τt = 3 τt = 0 τ
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t = 9 τ
100 nm
(b3)(b2)(b1) (b4)t = 6 τt = 3 τt = 0 τ
{110}
t = 9 τ
100 nm
FIG. S1. Morphological evolution of single-
layer island edge obtained from (a1-a4) linear
stability theory and (b1-b4) dynamical simu-
lation according to the fully nonlinear model
under the action of an applied electric field
on a {110} substrate surface and for an is-
land size R = 10
√
pilE . The electric field is
directed from left to right and at a misorien-




(a4)t = 2 τt = 1 τt = 0 τ
{100}
t = 3 τ
50 nm
(b3)(b2)(b1) (b4)t = 2 τt = 1 τt = 0 τ
{100}
t = 3 τ
FIG. S2. Morphological evolution of single-
layer island edge obtained from (a1-a4) linear
stability theory and (b1-b4) dynamical simu-
lation according to the fully nonlinear model
under the action of an applied electric field on
a {100} substrate surface and for an island size
R = 6
√
pilE . The electric field is directed from
left to right and at a misorientation angle of
45◦ with respect to the fast edge diffusion di-
rection.
FIG. S3. Morphological evolution of single-
layer island edge obtained from (a1-a4) linear
stability theory and (b1-b4) dynamical simu-
lation according to the fully nonlinear model
under the action of an applied electric field on
a {100} substrate surface and for an island size
R = 10
√
pilE . The electric field is directed from
left to right and at a misorientation angle of
45◦ with respect to the fast edge diffusion di-
rection.
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{100}




(b4)t = 4 τt = 2 τt = 0 τ
{100}
t = 6 τ
(a3)(a2)(a1) (a4)t = 6 τt = 4 τt = 0 τ
{100}




(b4)t = 6 τt = 4 τt = 0 τ
{100}
t = 8 τ
FIG. S4. Morphological evolution of single-
layer island edge obtained from (a1-a4) linear
stability theory and (b1-b4) dynamical simu-
lation according to the fully nonlinear model
under the action of an applied electric field
on a {100} substrate surface and island size
R = 15
√
pilE . The electric field is directed
from left to right and at a misorientation angle




2 Current-driven morphological evolution of islands on {110} sub-
strate surfaces
Figure S5 shows the current-driven morphological evolution of an individual single-layer island from an
initially rounded morphology into a single nanowire as obtained from our dynamical simulations according to
the fully nonlinear model for {110} substrate surfaces at two different island sizes. Regardless of the island
size, for a near-rounded initial island morphology on {110} substrate surfaces under an applied electric field
directed along one of the principal directions of the substrate surface with the fast edge diffusion direction
being along the other principal direction (perpendicular to that of the electric field), the observed fingering
instability (finger formation) occurs always at a specific location, namely, the leading end of the migrating
island with respect to the electric field direction, leading ultimately to the formation of a single nanowire-
shaped island configuration. For this type of substrate surface orientation and electric field application,
increasing the island size leads to an increase in the aspect ratio (length/width) of the nanowire with the
width of the nanowire remaining constant, as established in the main article.
200 nmt = 0 τ
(b1)
t = 50 τ
(b2)
t = 100 τ
(b3)
t = 650 τ
(b4)
t = 4500 τ
(b5) N = 1
50 nmt = 0 τ
(a1)
t = 11 τ
(a2)
t = 33 τ
(a3)
t = 462 τ
(a4)
t = 1452 τ
(a5) N = 1
FIG. S5. Morphological evolution of single-layer Ag island edge for an island size (a1-a5) R = 6
√
pilE and
(b1-b5) R = 14
√
pilE from dynamical simulations according to the fully nonlinear model under the action
of an applied electric field directed from left to right on {110} surfaces of Ag substrates at misorientation
angles of 90◦ with respect to the fast edge diffusion direction.
3 Current-driven morphological evolution of islands on {111} sub-
strate surfaces
The current-driven island morphological dynamics starting from a near-rounded morphology on {111}
substrate surfaces, under a horizontally directed electric field at a misorientation angle of 30◦ with respect
to a fast edge diffusion direction, is shown in Fig. S6 and exhibits strong similarities with the driven island
morphological evolution from the same initial configuration on {100} surfaces under a properly directed
applied electric field, as presented in the main article. Close examination of the driven dynamics on these
two substrate surfaces reveals only one main difference between them. In all cases, except for those where
the driven island evolution on {111} substrate surfaces leads to formation of 2 fingers, Figs. S6(b1-b5) and
S6(c1-c5), the fingers formed on the island’s edge are arranged symmetrically with respect to the electric field
direction, thus leading (upon necking) to an array of nanowires that are parallel to each other and arranged
5
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symmetrically with respect to the same direction (axis of symmetry). On {111} substrates, the number of
symmetrically arranged fingers is always odd, as shown in Fig. S6(d-i), i.e., N = 3, 5, 7, . . . fingers. The
reason for the formation of an odd number of fingers for this substrate surface orientation is the symmetry of
the island morphology after the instability is triggered and the first finger-like feature begins to form on the
island edge, as seen in Figs. S6(d2) and S6(d3). In the case where island evolution on {111} surfaces results
in two asymmetrical fingers, N = 2, the asymmetry also can be explained in a similar manner on the basis
of the asymmetric island morphology after the first finger-like feature begins to form, as seen in Figs. S6(b3)
and S6(c3). A video of the simulated current-driven morphological evolution in the case of Fig. S6(e) has
been uploaded as additional supplementary material.
50 nm
(a1) (a2) (a3) (a4) (a5)
t = 0 τ t = 13 τ t = 208 τ t = 299 τ t = 910 τ
N = 1
100 nm
(b1) (b2) (b3) (b4) (b5)
t = 0 τ t = 15 τ t = 825 τ t = 900 τ t = 3000 τ
N = 2
150 nm
(c1) (c2) (c3) (c4) (c5)
t = 0 τ t = 23 τ t = 1840 τ t = 2000 τ t = 4623 τ
N = 2
200 nm
(d1) (d2) (d3) (d4) (d5)
t = 0 τ t = 30 τ t = 240 τ t = 420 τ t = 6003 τ
 N = 3
200 nm t = 501 τ
(e) N = 5
300 nm t = 504 τ
N = 7(f)
300 nm t = 700 τ
N = 9(g)
300 nm t = 460 τ
N = 11(h)
600 nm t = 400 τ
(i) N = 13
FIG. S6. (a-d) Morphological evolution of single-layer Ag islands toward formation of stable nanowire config-
urations as a result of current-induced (a) fingering instability and (b-d) fingering and necking instabilities
undergone by large-size, (a1-a5) R = 6
√
pilE , (b1-b5) R = 10
√
pilE , (c1-c5) R = 14
√
pilE , and (d1-d5)
R = 18
√
pilE , individual islands under an applied electric field directed from left to right on {111} surfaces
of Ag substrates at misorientation angles of 30◦ with respect to the fast edge diffusion direction. In (a5),
(b5), (c5), and (d5), N (reported on the upper right corner) denotes the number of nanowires per initial
individual island formed at the asymptotic state reached by the driven dynamical system. (e-i) Complex in-
termediate current-induced single-layer island configurations with multiple fingers emanating from the island
edge, similar to those exhibited in the island morphologies of (b4), (c4), and (d4), formed from individual
islands of size (e) R = 24
√
pilE , (f) R = 34
√
pilE , (g) R = 46
√
pilE , (h) R = 60
√
pilE , and (i) R = 64
√
pilE
on the same type of substrate and under applied electric fields with the same orientation as in (a-d) at the
times indicated (recorded on the lower right corner) with the number of fingers N (recorded on the upper
right corner) increasing with increasing island size R.
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4 Calculation of width of nanowire configuration at the asymp-
totic state
To calculate the width of the nanowire configuration at the asymptotic state reached from the driven
evolution of the single-layer island, we computed the width of the configuration at multiple locations on the
island edge along the direction of elongation in the island’s morphologically stable steady state (asymptotic
state) and reported the average width; this sample of widths constitutes a very narrowly peaked distribution
if locations close to the nanowire’s two ends (where the curvature of the edge shape becomes nonzero) are
avoided. We compute the width wi at node i by subtracting its y-coordinate value from that of a node closest
to it on the opposite (parallel) side of the nanowire (denoted by node j), i.e., wi = |yi − yj |. A schematic
depiction of this wi computation is presented in Fig. S7. Using this sampling and averaging technique, we
obtained the nanowire widths of 2.58lE , 2.21lE , and 2.12lE reported in the main article for nanowires formed




ith node: (xi, yi)
jth node: (xj, yj)
FIG. S7. Schematic depiction of the nanowire width computation at the asymptotic states reached by the
current-driven single-layer islands. The diagram shows only a section of the formed nanowire away from the
nanowire’s ends. The large dots (solid circles) represent nodes (grid points) on the nanowire island edge as
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