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第 1 章 はじめに 
1.1 背景 
近年，日本の少子高齢化現象が世界でも早いスピードで進んでいる．平成 28 年の総務省
[1]の統計では，65 歳以上の高齢者人口は 3461 万人で，総人口に占める割合は 27.3％となっ
ている．平成 27 年から比較すると，73 万人と大きく増加しており，人口,割合共に過去最高
となった．高齢者の総人口に占める割合の推移をみると，昭和 25 年以降一貫して上昇が続
いており，昭和 60 年に 10％，平成 17 年に 20％を超え，平成 28 年は 27.3％となった． 
日本に限らず，14 億の人口を持つ中国も同じ問題を抱えている．中国産業新聞[2]による
と，中国で 60 才以上の高齢者人口は 2.12 億人，総人口に占める割合は 15.5%である．そし
て，一人暮らしの高齢者も 1 億人いる． 
そして，一人暮らしの高齢者は身体機能の低下により，様々な不測の事故に遭う危険性が
ある．東京都監察医務院が公表しているデータによると，東京 23 区内における一人暮らし













図 1: 日本の高齢者人口及び割合の推移 
 






























第 1 章 
研究背景と本研究の目的を述べる． 
 
第 2 章 
異常検知と行動認識の既存研究について述べ，それらの問題点を述べる． 
 









第 5 章 
実験について述べる．状態認識モデルと変動検知モデルのパラメータを決定し，また上記
の 2 つのモデルの評価を行った．最後，異常検知手法の評価を行った． 
 



























































Bao ら[11]では，加速度センサを用い，加速度データから 3 種類の特徴値（平均，ＦＦＴ
係数，相関係数）を抽出し，動作の認識手法を提案した． 




























0.3Hz 近辺に，心拍成分は 1.2Hz 近辺に分布することから，最初に高周波成分の除去を行
う．そこで，観測波形に対して 0～2.0Hz を通すローパスフィルタを適用する．ローパスフ
ィルタ適用後のデータに対して式を用いて I-Q 信号の瞬時振幅の生成を行う．I-Q 信号の
瞬時振幅の平均，分散，最大値，最小値，尖度，歪度に着目し，これらの値を SVM で用い
る特徴量とする．また計算時には窓幅を 1000 サンプルに設定し，1 サンプルずつシフトさ
せながら算出する．そして I-Q 信号の瞬時振幅の波形に対して振幅，周波数，位相の推定




























使用したマイクロ波センサの測定範囲は図 5 に示す． 
 
 






















まず，マイクロ波センサと圧力センサで同時に次の 3 つの状態データを取得した． 
  1. 寝ている 2. 座っている 3. 歩いている  
上記の状態の身体情報を取って，状態認識実験を行った．その結果を表 1 に示す． 
表 1：マイクロ波センサと圧力センサの実験結果 
 



















クラスラベル付き学習データ集合を𝐷𝐿 = {(𝑡𝑖 , 𝑥𝑖)} （𝑖 = 1, … , 𝑁）とする．t = {−1, +1}は
教師データであり，学習データx𝑖 ∈ 𝑅
𝑑がどちらのクラスに属するのかを指定する． 
図 7 のように，線形識別関数のマージンを κとすれば，すべての学習データで 
|𝜔𝑇𝑥𝑖 + b| ≥ k 
が成り立つ．係数ベクトルとバイアス項をマージン κ で正規化したものを改めて ω と b
とおけば，線形識別関数は， 
𝑡𝑖 =  +1の場合 𝜔
𝑇𝑥𝑖 + 𝑏 ≥  +1 
t𝑖 =  −1の場合 𝜔
𝑇𝑥𝑖 + 𝑏 ≤  −1 
となる．この場合分けは， 
𝑡𝑖(𝜔





図 7 サポートベクトルマシンによるマージン最大化の原理 
クラス間マージンは，各クラスのデータを ωの方向へ射影した長さの差の最小値 
ρ(ω, b) = 𝑚𝑖𝑛
𝜔𝑇𝑥
||𝜔||














𝑇𝑥 + b0 = 0とすれば，この超平面は最大クラス間マ
ージン 
ρ(w0, b0) = max  𝜌（𝜔, 𝑏） 
を与える．最大マージンD𝑚𝑎𝑥は最大クラス間マージンの 1/2 で与えられる．従って，最適
識別超平面は，𝑡𝑖(𝜔
𝑇𝑥𝑖 + 𝑏) ≥ 1 （𝑖 = 1, … , 𝑁）の制約の下で，ωのノルムを最小にする解 










そして，K 近傍法とは，もっとも近い 1 つの学習データのクラスに識別する代わりに，も
っとも近い k 個の学習データを選び，所属する学習データの数が最も多いクラスに識別す
る方法である．例えば，図 8 のような場合を考える．k = 3の時，最も近い 3 個の学習デー
タのうち，クラス 1 に属する数は 2，クラス 2 に所属する数は 1 なので，データはクラス 1
に識別される．k = 4の時は同数，k = 8では逆にクラス 2 に分類される． 
学習データの集合を𝑇𝑛 = {𝑥1, … , 𝑥𝑛}，それらが所属するクラスの集合をΩ = {C1, … , 𝐶𝐾}，i
番目の学習データが所属するクラスをω𝑖 ∈  Ωとする．入力 x にもっとも近い k 個の学習デ
ータの集合をk(x) = {𝑥𝑖1 , … , 𝑥𝑖𝑘}とし，これらの学習データのうちクラス j に属する学習デー
タの数をk𝑗とする．k =  𝑘1 + ⋯ + 𝑘𝐾が成り立っている場合，K 近傍法の識別規則は， 
識別クラス = {
 𝑗     {𝑘𝑗} = max{𝑘1, … , 𝑘𝐾}の時          




















（1） m=1 から M まで以下を繰り返す 
（a）N 個の d 次元学習データからブートストラップサンプル Zm を生成する 
（b）Zm を学習データとし，以下の手順により各ノードを分割し，決定木 Tm を成長させ
る.終端ノードのデータ数の下現は 1 とする． 
（i） d 個の特徴からランダムに d’の特徴を選択する． 
   （ii） d’個の中から最適な分割を与える特徴と分割点を求める． 





（3） 入力データ x に対する m 番目の決定木の識別結果を ym（x）∈{C1…CK}とする．
ランダムフォレスト{T𝑚}𝑚=1











高齢者人口に占める割合は，昭和 55 年には男性 4.3％，女性 11.2％であったが，平成 22 年
には男性 11.1％，女性 20.3％になっている． 
 
図 10：1 人暮らしの高齢者 
そして，老人ホーム（図 11）を参考に、次のように 1 人暮らしの部屋を実験環境として，













らしで 65 歳以上の人の自宅での死亡者数は平成 25 年に 2869 人となっている．高齢者の孤
独死を防ぐため，高齢者の日常状態を把握する必要があることが分かった． 
 
図 13：1 人暮らしの者の死亡数推移 
ここで，総務省統計局の平成 23 年度の「曜日，男女，ふだんの就業状態，年齢，行動の
種類別総平均時間，行動者平均時間及び行動者率」（表 2）[23]のデータを参考にし，下記









表 2 高齢者の 1 週間の行動時間 
 



























第 4 章 異常検知の手法 
4.1 本研究の異常の定義 
本研究では 3.3 節に紹介した症状をふまえて，高齢者の異常を以下の検知可能な 4 種類の
状況として定義する． 
異常 1. 急な状態間変化 
異常 2. 認知症に対する特定な状態 
異常 3.  意識不明 
異常 4.  日常行動が徐々に緩慢になる． 













状態 1. 深夜 2 時～4 時に移動状態 
状態 2. 深夜 3 時まで寝ていない 
状態 3. 食事継続時間 3 時間以上 
認知症の特定状態は主に時間に関する状態である．状態 1 の深夜 2 時～4 時に移動状態
は，家の中の徘徊の検知を目標とする．状態 2 の深夜 3 時まで寝ていない状態では，不眠や
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れる．異常 4 を検知してから，介護者に報告し，高齢者の飲食，運動などを調整できる． 
上記の異常を検知するために，本研究では，状態認識モデルと変動検知モデルという 2
つのモデルを提案する．状態認識モデルは異常 1 急な状態変化と異常 2 認知症に対する特
定な状態を検知することである．変動検知モデルは異常 3 意識不明と異常 4 日常行動が
徐々に緩慢になるを検知することである．具体的の異常検知手法を 4.2 節で説明する． 
表 5：症状に対する異常 
高齢者の衰弱による転倒 ⇒ 異常 1. 急な状態変化 
認知症 ⇒ 異常 2. 認知症に対する特定な状態 
脳卒中による意識不明 ⇒ 異常 3.  意識不明 







処理流れを図 14 に示す．  
異常 1（急な状態変化）の検知では，状態を認識してから，特定な状態遷移あるいは状態
遷移動作の時間により，異常として検出する．ここで，特定な状態遷移とは，状態 X から
状態 Y になる過程である． 




異常 2（認知症に対する特定な状態）は，認識した状態と 4.1 節に定義した認知症の特定
の状態とが一致した場合，異常として検知する． 
表 6：認知症の症状による特定な状態 
家の中の徘徊 ⇒ 状態 1：深夜 2 時～4 時に移動状態 
不眠 ⇒ 状態 2：深夜 3 時まで寝ていない 
摂食障害 ⇒ 状態 3：食事継続時間 3 時間以上 
 
異常 3（意識不明）は，心拍や呼吸が正常より低く，かつ体動の標準偏差が低いこととし

















最後に，衰弱率が 1 週間続く低下している．更に，30%を超える場合，異常 4 を検知する． 















2.4 節に紹介した３つの分類アルゴリズムを用いて，以下の 4 種類の状態の分類実験を予
備実験として行った． 
状態 1. ベッドに寝ている 
状態 2. ベッドで横になる 
状態 3. 机前に作業している 
状態 4. 部屋に歩いている 
特徴量として次の 11 個変数 
心拍数の平均値 MH，心拍数の標準偏差 DH，呼吸数の平均値 MB，呼吸の標準偏差 DB，
体動の平均値 MSDI，体動の標準偏差 DSDI，体動波形の平均値 MM，体動波形の標準偏差
DM，そして，心拍数と呼吸数の相関係数 crHB，心拍数と体動の相関係数 crHM，呼吸数と




図 15：gini 係数 
そして，GINI 係数を計算した結果（図 15）により，最終的にを特徴値として決めた． 
1. 平均値（心拍数，呼吸数，体動，体動波形） 
2. 標準偏差（心拍数，呼吸数，体動，体動波形） 
次に，分類アルゴリズムの正確性はパラメータにより違いが生じる．図 16，図 17，図 18
により，各分類アルゴリズムのパラメータを決める． 


























































図 18：K 近傍法のパラメータ 
SVM のパラメータを図 16 に示す：Cost=10 Gamma=0.1 
ランダムフォレストのパラメータを図 17 に示す：mtry=2,ntree=38 
k 近傍法を図 18 に示す：k=11 
上記のパラメータに決めた． 
更に、以下の５つケースで実験を行った． 
case1：1 人，1 日間のデータ  
case2：1 人，2 日間のデータ 
case3：2 人それぞれ違う日のデータ 

































 SVM KNN randomforest 
case1 97.51% 89.78% 96.92% 
case2 97.07% 80.54% 91.98% 
case3 73.03% 61.18% 80.85% 
case4 83.32% 79.35% 85.47% 
case5 52.89% 42.56% 65.43% 
 


































≡ [𝑥(𝑡−𝑀−𝑊+1)，… 𝑥(𝑡−𝑊−1)，𝑥(𝑡−𝑊)]   （1） 
𝛸2
（𝑡）
≡ [𝑥(𝑡−𝑀+𝐿−𝑊+1)，…，𝑥(𝑡−𝑊+𝐿)]  （2） 
 データにおいて特徴的パターンを捉える最も素朴な方法は，部分時系列（列ベクトル）
の 1 次結合を考えることである．「特徴的なパターン」とは，各ベクトルが似たような方向
を向いて強め合った結果である．したがって，最適な 1 次結合を求めると 
||𝑋1
（𝑡）
𝑣（𝑡）||2 → 最大化  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑣（𝑡）
T










の上位 m 個の左特異ベクトル（𝑞(𝑡，1)，𝑞(𝑡，2)，… 𝑞(𝑡，𝑚)）が未来側の主部分区
間の基底． 
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   （3） 
4.4.3 変化度の検知手順 
検知手順をまとめると，以下のようになる 
例えば，時系列D = {𝜀(1), 𝜀(2), … 𝜀（𝑇）}を用意し，窓幅 W，過去行列の列サイズ M，ラグ




























波形）．センサ 1 の食事の体動波形を例として示す．図 21a はセンサ 1 の食事の体動波形グ
ラフであり，図 21b は図 21a のデータを高速フーリエ変換したものである． 
状態については食事の他に移動睡眠がある．移動を状態 1，食事を状態 2，睡眠を状態 3
とする．それらの状態における，心拍数，呼吸数，体動の激しさを以下に示す． 
心拍数： 状態 1>状態 2>状態 3 
呼吸数： 状態 1>状態 2>状態 3 
体動の激しさ: 状態 1>状態 2>状態 3 
 




b：センサ 1 の食事体動 FFT 
図 21：センサ 1 の食事データ 
これらから，以下の 7 種類に特徴があると言える． 
最大 FFT 係数 （心拍・呼吸・体動） 
最大 FFT 係数に対応する周波数（心拍・呼吸・体動） 
波形標準偏差（体動） 
そして，これらの特徴を 4.3.1 節で述べたスライディングウィンドウで処理し，そられの
平均値と標準偏差から 14 個の特徴値が得られた． 
独立の特徴値の個数が多ければ，精度が高まると考えられる．本研究では，2 つのマイク
ロ波センサを用いたので，上記 14 個の特徴値を 2 倍して，総計 28 個の特徴値を得た． 
28 個の特徴値の重要度を判断し，最終特徴値を決めた．特徴値の重要度とは，ある特徴
の変動に対し，各要因がどれだけ影響しているかを表したものである．したがって， 本研
究では，MeanDecreaseAccuracy 特徴量加工による重要度 と MeanDecreaseGini  Gini 係数に





















各決定木の特徴量数を決めた後，決定木の数 M を決める必要がある．そこで Out-of-bag
（oob） error と時間に基づき，決定木の最尤数を決める．結果を図 23 に示す． 
oob error とは，ランダムフォレスト評価手法の 1 つである．即ち，サンプリングしていな
いデータをテストデータとして，モデルを評価する．その結果により，決定木数を 2000 ま
で試したが，収束できないクラスがあることが分かった．図 23 から時間など要素を総合的







3.3 節に述べた 9 種類のデータの特徴値を算出し，5.1.2 節でパラメータを決めたランダム
フォレストを使って，oob error を求めた． 
 条件 1: ウィンドウ幅 w= 20/秒，ずれ幅 shift = 10/秒 
 条件 2: ウィンドウ幅 w= 60/秒，ずれ幅 shift = 30/秒 
2 つの条件におけるモデル認識の結果を表 8 に示す．（横：分類したクラス，縦：正解ク
ラス） 
分類結果 1：条件 1 の正確率 74.5% 
分類結果 2：条件 2 の正確率 66.5% 
分類結果 1 と分類結果 2 を考察し，ウィンドウ幅が小さい方の正確率が高くなることが
分かった． 













従って，本研究では，分類結果 1 のモデルを状態認識モデルとする． 
5.1.4 4 種類状況の実験結果 
更に，状態認識モデルの汎用性を評価するために，Ravi らの研究を参考にし，以下の 4 種
類の状況で実験した 
状況 1. 1 人の複数日のデータを混ぜて，oob-error を計算する． 
状況 2. 2 人の複数日のデータを混ぜて，oob-error を計算する． 
状況 3. 1 人の 1 日のデータを学習し，同じ人の他の 1 日データをテストとして，正解率
を計算する． 





評価する．状況 4 では人に対する状態認識モデルの汎用性を評価する． 
 状況 1 の正解率は 86.44%である．状況 2 の正解率は 88.64%である．状況 3 の正解率は







表 9：4 ケースの結果 
a：ケース 1 の結果 
 













の混ぜたデータを学習した場合（状況 1，状況 2）の正確率が高いが，違う日（状況 3）は













4.3 節で提案した変動検知モデルには４つのパラメータがある．その 4 つのパラメーを以
下で示す．w は過去データと未来データの長さ，k は過去データと未来データの数，l は過
去データと未来データの距離，m はパターン数です．高齢者の行動が緩慢であるため，一定
範囲内，例えば，窓幅が 60 秒内のパラメータを試し，変化点を検知できる最適パラメータ
を決定する．図 24 はパラメータによるセンサ 1 の変化度である．図 24a w=60 秒 L=120 秒 
m=3  k=3 で，図 24b w=60 秒 L=120 秒 m=2 k=2 で， 図 24c w=60 秒 L=60 秒 m=3 k=3
である． 
 




b：w=60 秒 L=120 秒 m=2 k=2 
 
c：w=60秒 L=60秒 m=3 k=3 
図 24：パラメータによるセンサ 1の変化度 
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図 24a を見ると，m と k が 3 の時，スコアが 0 から 1 の変化度を得た．図 24b は m と k
が 2 の場合であり，スコアが負の値となり変化度として適さない．よって，m と k を 3 に
決定した．次に，w と L の数値を推定する. 
まず，変化度の平均値と標準偏差を求めて，（変化度）>=（平均値）+（標準偏差）の時
間点を抽出し，最後に抽出した時間点と正解データと比べ，式 1 で状態変化抽出率を算出す




⁄  式 1 
図 24c では，抽出した変化点数は 1051 個で，状態変化抽出率=38%，図 24a では抽出した
変化点数は 1065 個で，状態変化抽出率=36%が得られた．これより，w = 60 秒，L = 60 秒，





















































た．以下の 3 つの変化の衰弱率を求め． 
 変化 1：正常状態 ⇒ 正常状態 
 変化 2：正常状態 ⇒ 衰弱状態 
 変化 3：衰弱状態 ⇒ 正常状態 
上記の 3 つの衰弱率は以下である． 


















表 11：4 つの異常検知手法のまとめ 
異常 手法 評価 
1.急な状態変化 状態認識モデル 正解率：74.5% 
2.認知症にたいする特定な状態 状態認識モデル 正解率：66.93% 
3.意識不明 
心拍，呼吸数 心拍： 60 以上，呼吸： 14 以下 
変動検知モデル 睡眠・外出の変化度 < 0.1 
4.日常行動が徐々に緩慢になる 変動検知モデル 衰弱率を算出できる 
 
4.1 節に定義した異常 1，異常 2 の検知手法は状態認識モデルを用い，状態認識を認
識した．そして，3.2 節に述べた 9 種類の状態を認識した．表 8a の結果を見ると，状
態認識正確率は 74.5%である．更に，状認識モデルの汎用性の実験により，異常 1 の
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付録 
本研究のプログラムを全部 R というソフトで書いた．下記は本研究の一
部のプログラムを示す．（生データの処理と状態認識モデルについてプロ
グラムを省略する） 
 
図 A-1：データの平均と標準偏差を求め 
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図 A-2：スライディングウィンドウの処理 
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図 A-3：変化度の算出 
 
 
 
