Abstract
GTX285 and GTX560 graphics cards have a PCI-E 2.0 data bus, while the newer GTX670 and GTX780 1 have a PCI-E 3.0 data bus that has twice the data transfer rate. The overall effects of improvements in 2 GPU technology have reduced the calculation time for the single-precision version by about seven 3 times. In the following tests, only the calculation times for the single-precision algorithm using the 4 GTX780 GPU are listed. Since the CPU and GPUs follow the IEEE binary floating-point format (Press 5 et al., 2007) , the numerical results (other than the calculation time) are independent of the type of CPU 6 or GPU used. This gives a difference of 0.28% which is twice that obtained with the new ranking function. We also 4 repeated the tests for lines with different numbers of electrodes. The new ranking function gave 5 differences of less than 0.2% between the single and double precision algorithms which are not 6 significant in terms of the resolution obtained with the optimized arrays. The z vector is formed by a multiplication of an m by m matrix B b with the sensitivity vector g for a test 13 array in the comprehensive data set. The y vector is formed by a similar matrix-vector multiplication. 14 For a given base data set, the same A b and B b matrices are used for all the test arrays. The potential and 15 sensitivity values for any four-electrode array can be calculated from similar values from the four 16 relevant current-potential electrode pairs. The sensitivity vector g ABMN for a four-electrode array can be 17 decomposed into the following vectors. 18 The reduction in the computer calculation time is less than the estimated reduction in the number of 3 numerical operations in calculating the Sherman-Morrison update. This is due to the remaining 4 operations that are common to both methods, such as the calculation of the model resolution for the new 5 base data set after each iteration. 6
In the decomposition method, the time taken by the Sherman-Morrison update for the two-7 electrode pairs is about 1 to 2% of the total computer time while 80 to 90% of the computer time is used 8 in reconstituting the g, z and y vectors for the four-electrode arrays in the comprehensive data set. The 9 order at which electrode configurations are processed have a significant effect on the computer time. 10 The computer CPU has a fast internal memory cache that stores recently used data fetched from the 11 slower main computer memory (the Intel 3930 CPU has a 12 MB cache). It can access data stored in the 12 cache several times faster compared to the main memory. The array configurations in the comprehensive 13 data set are sorted using the following function 14 Thus from the model resolution sections, we expect that the optimized data set using only the 1 beta arrays will have a maximum depth of investigation similar to the full data set, but the resolution 2 decreases more rapidly towards the ends of the line. The optimized symmetrical beta arrays will have a 3
shallower depth of investigation with poorer resolution towards the ends as well. If both the symmetrical 4 alpha and beta arrays are used, the loss in resolution towards the ends of the line should be reduced. 5 Figure 3 show the number of arrays (and the calculation times to generate an optimized data set 6 with 10000 arrays) for the full comprehensive data set and the symmetrical arrays subset for survey lines 7 with 60 to 260 electrodes. Beyond 200 electrodes, it was not practical to calculate the optimized arrays 8 for the full comprehensive data set. The calculation time is reduced by fifteen times for a line with 200 9 electrodes by using only the symmetrical arrays. The average resolution of the symmetrical arrays subset 10 is about 75 to 80% of the full set ( Figure 5 ), although the number of data points is only about 1 to 3% of 11 the full set. 12
As an illustration of the improvements made using the different techniques, the time taken to 13 generate 10000 data points for a survey line with 140 electrodes is reduced from 74649 (using the direct 14 method) to 2572 seconds using the decomposition method. This is further reduced to 409 seconds by 15 using the symmetrical alpha and beta arrays subset. 16 In the following discussion, the arrays generated using the full comprehensive data set with all 17 the viable alpha and beta arrays will be referred to as the 'Full' optimized data set. The other data sets 18 generated using the different comprehensive data subsets will be referred to as the 'Beta', ' Symmetrical 19 Beta (Sym-Beta)' and 'Symmetrical (Sym)' optimized data sets. 20
21

RESULTS
22
In this section, we test the quality of the arrays produced by the different data sets using a 23 synthetic model and a field survey. Since the true resistivity distribution for the synthetic model isknown, it provides an objective means to assess the quality of the inversion models from the different 1 
18
The W-S model (Figure 8a ) correctly shows the general two-layer structure and resolves the 19 shallow low resistivity blocks, but does not resolve the three deeper high resistivity blocks. The 20 inversion model for 'Full' optimized data set with the same number of data points resolves all blocks 21 (Figure 8b ) although the data misfit (2.6%) is significantly higher than the W-S data set (0.5%). This is 22 due to the higher average geometric factor (13824 m) of the optimized data set compared to the W-S 23 data set (2343 m). This is consistent with earlier results obtained by Loke et al. (2010a) . The models forthe 'Beta' (Figure 8c ) and 'Symmetrical Beta' (Figure 8d ) optimized data sets manage to resolve the 1 central high resistivity block, but fail to clearly resolve the left and right high resistivity blocks. As 2 shown earlier in the model resolution sections, these arrays have poorer resolution towards the ends of 3 the line. The 'Symmetrical' optimized data set model (Figure 8e) shows the correct shapes of the three 4 high resistivity blocks. It also has a lower data misfit of 1.9% compared to the 'Full' optimized data set 5 due to a lower average geometric factor of 10416 m. 6
To compare the accuracy of the models, we calculate the mean squared misfits between the true (r t ) 7 and the calculated (r c ) model values using the following equation. 8
The W-S model has the largest misfit (Table 2) while the 'Full' optimized data set model has the lowest, 10 which agrees with a visual inspection of the models. The misfit for the 'Symmetrical' optimized data set 11 model is only about 2.5% higher than the 'Full' optimized data set model, although the arrays are derived 12 from a data subset that is only 2% of the full comprehensive data set. The models for 'Beta' and 13 'Symmetrical Beta' optimized arrays data sets do have lower model misfits than the W-S model, but 14 significantly higher misfits compared to the 'Full' and 'Symmetrical' data sets. This is mainly due to the 15 poorer resolution of the left and right high resistivity blocks achieved by these data sets. 16 
17
Field data set 18
The field data were acquired on a well characterised wetland site (Chambers et were measured using a GeoLog-2000 GeoTom instrument. 5
To complete the field surveys in reasonable time, the Wenner-Schlumberger ("W-S") survey was 6 limited to symmetric configurations where the ratio of the current-potential electrode separation to the 7 potential dipole length, n, was an odd integer. Since electrical noise at the site was very low (Chambers 8 et al., 2014) , all possible combinations of dipole length and odd integer n-level were used. This gave 9 4242 measurements with a maximum geometric factor of 3849 m and a maximum median depth-of-10 investigation of 10 m. These limits were applied to select optimized surveys designs from the Full, Beta, 11
Symmetrical Beta ("Sym-Beta"), and Symmetrical ("Sym") comprehensive sets. Reciprocals of these 12 surveys were also constructed so that data quality could be assessed (Labrecque et al., 1996). The 13 arrangement of the measurements in the command sequences was reordered to minimize electrode 14 polarization effects (Wilkinson et al., 2012) . The minimum separation between electrodes being used for 15 current injection followed by potential measurement was 126 configurations for W-S, 279 for Full, and 16 209 for Sym. The measurement rate was ~55 measurements per minute, so these corresponded to 2.3, 17 5.1 and 3.8 minutes respectively, which has proved to be more than sufficient for electrode polarization 18 to decay in previous field surveys (Wilkinson et al., 2012) . The Beta and Sym-Beta surveys were 19 arranged so that electrode polarization would not occur, as with a standard dipole-dipole survey. 20
The apparent resistivity for each configuration was taken to be the mean of the normal and 21 reciprocal measurements and its error estimate ("reciprocal error") was the percentage standard error in 22 that mean. In the first survey (Full), a large proportion of the data involving electrodes at 28, 32.5, 36, 23 37, 37.5 and 38 m along the line had high reciprocal errors (>5 percent). The contact resistance estimatesfor these electrodes were still settling down when this survey was undertaken, being some 20-25 percent 1 higher than for all subsequent surveys. To provide a better comparison between Full and the other 2 optimized surveys, measurements with reciprocal errors >5 percent in the original Full survey were 3 replaced by the same measurements with reciprocal errors <5 percent from either the Sym survey (for 4 preference since this was measured closest in time to the Full survey) or the Beta survey. This new data 5 set is referred to as the "Full (reconstructed)" survey ("Full(r)") and is used in the remainder of this 6 analysis in place of the original Full data. The distributions of reciprocal error in each of the surveys are 7 shown in Table 3 . The data quality is generally excellent with at least 97.6 percent of every survey 8 having reciprocal errors <5 percent (Table 3) . 9
The inversions used an L1-norm for both data misfit and model roughness and the L-curve 10 method was used to select the damping factor. The inverted models and mean absolute misfit errors are 11 shown in Figure 9 . The misfits are consistent with the levels of data noise as characterized by the 12 reciprocal error distributions. All the inverted models ( Figure 9 ) exhibit a conductive surface layer 13 between ~0.5 -2 m thick corresponding to the peat, overlying a thicker resistive layer of sand & gravel. Table 4 . For the optimized surveys, the differences between the borehole and 9
ERT-derived elevations for both interfaces are less than half those obtained with the standard W-S 10 survey. The plots on the right of Figure 9 show the variation of resistivity with elevation at the borehole 11 location. They demonstrate that the optimized surveys more clearly define both the upper (peat) and 12 lower (chalk) boundaries of the sand & gravel layer. This improvement is considerably more 13 pronounced for the chalk interface, which is characterized by steeper resistivity gradients in the 14 optimized images than in the standard image. This is because the chalk interface is deeper, and hence in 15 a region of lower sensitivity, where the advantages of optimized survey designs are greater. For the peat 16 interface, comparisons with the intrusive probe data are shown in Table 5 in terms of mean, mean  17 absolute, and root-mean-squared differences. By all these measures, the shallow peat interface 18 boundaries determined from the optimized survey images also correspond more closely to the intrusive 19 data than the boundary from the standard W-S survey image. For surveys that involve a larger number of electrodes, the calculation time can be further 10 reduced by another order of magnitude by using a subset consisting of the symmetrical arrays from the 11 full comprehensive data set. Although the number of arrays in the symmetrical subset is only about 1 to 12 3% of the full set, the average model resolution is about 75 to 80% of the full comprehensive data set. 13 Optimized arrays generated from the symmetrical subset are also less sensitive to noise due to a smaller 14 average geometric factor value. Tests with a synthetic model show that the misfit between the calculated 15 and true resistivity values derived for the "Symmetrical" optimized arrays is less than 3% higher than the 16 model from the 'Full' optimized data set. The combined effect of the techniques described in this paper For long 2-D survey lines the best compromise at present seems to be the use of the symmetrical 4 arrays subset of the comprehensive data set, although this is at the expense of a small reduction in the 5 model resolution. We are presently investigating the optimum balance between increasing the resolution 6 while minimizing the calculation time by allowing a limited number of non-symmetrical arrays. We are 7 also looking methods to adapt the techniques for multi-channel survey instruments (Wilkinson et al. , 8 2012) . The use of a space varying weighting function to generate arrays that are optimized for resolving 9 structures in specified areas is also being studied. Another area of current investigation is the use of 10 optimized pole-dipole arrays to obtain a deeper depth of investigation (Bloome et al., 2011). As 3-D 11 effects can be a significant factor in some areas, research is being conducted to adapt these techniques to 12 optimized arrays for 3-D surveys (Loke et al., 2014c) . We are also studying the possible improvement in 13 the performance of the optimized arrays by incorporating known topography and non-homogeneous 14 subsurface resistivity distributions. 15 
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