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ABSTRACT 
Each day roughly 250 computer prpgrams arrive at 
' 
the Computing Center of Lehigh University and constitute 
the queue of programs to be processed. The number of 
programs received increases each year. 
To ensure maximum utilization of the computing 
facilities and simultaneously strive to minimize the 
turnaround time of programs received, the priority 
rules used to schedule programs for running become 
important. 
This study investigated the factors pertinent to 
the turnaround time, described these factors using 
Monte Carlo methods and mathematical models, linked 
each model to form the path taken by a computer program 
from arrival into the queue until its return and con-
sidered the resulting model a stochastic system. 
Twelve priority rules for scheduling programs to be 
run were then individually applied to four levels of the 
queue: 150, 200 1 250 and 300 programs per day. The 
ettect of each of these twelve priority rules for each 
level of tha queue has been evaluated, using simulation 
technique~, and tabulated. 
1 
1. INTRODUCTION 
1.1. Objectives of the Investigation 
Between the time a computer program arrives for 
processing and the time it is returned, it can be 
delayed in a number of places for a number of reasons. 
The sum of these delays plus the running time of the 
program will be called the turnaround time of that 
program, i.e. turnaround time is the elapsed time 
between arr1 val and return. Turnaround 1 s composed of: 
1. Any delay due to the computer being idle while 
the program is in the queue. 
2. The sum of the processing times of all programs 
1n the queue which have a higher running 
priority. 
3. The running time of the program itself. 
I 
4. Any waiting time between completion or the 
program and its actual return. 
The first, third, and fourth elements are a function of 
the amount of operator intervention required to process 
those programs preceeding and following the program under 
investigation. Thus, differences in running strategies 
. ; 2 
. ·•···· 
,, . 
. , 
·--·~ 
• t.·j'·;, 
·1 
~; 
·' 
'· 
or priority rules can have a s1gn1t1oant effect on the 
turnarotmd time of a program. 
The objectives of this thesis are: 
1. Test various priority rules of sohedul1ng 
progrsms for their affect on the number of 
programs unprocessed and the backlog (sum of 
the ~J.nning times of these unprocessed programs) 
at the day's end, the greatest backlog, the 
average turnaround time, and the greatest 
number in the queue. 
2. Vary the arrival rate of the programs received 
to obtain the affect on those factors enumera-
ted above. 
3. Vary both of the above factors simultaneously 
to determine their interaction. 
It is felt that this study will be an aid in the pre-
diction of the queue as a function of the expanding 
workload and consequently an aid in predicting the 
obsolescence date of the GE 225 and prolonging that date 
by determining optimum priority rules for any level of 
the workload. 
3 
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1. 2. Method Used 
A study was made to determine the distribution of 
arrivals, of running times, and of waiting times as well 
as the nature of and distribution of delays. 
Using the distributions and information obtained 
above, a queuing simulator was written in FORTRAN to 
describe the model using Monte Carlo methods. A complete 
description of the simulator is found in Fig. 1 of 
Appendix A. 
Using this simulator as a Monte Carlo representation 
of the stochastic system, it was possible to vary the 
arrival rate of the programs and the priority rules. 
4 
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2. JUSTIFICATION OF RANDOM NUMBER GENERATOR 
Since any simulation 1s predicated upon the use 
of pseudo-random numbers, statistical Justification 
will be given for the generator chosen. Use of this 
generator will eliminate bias in the simulation arising 
from the use of the pseudo-random numbers. 
2.1. Generation of Pseudo-Random Numbers 
' Many ideas have been published regarding the yse 
of pseudo-random numbers since the pioneering work of 
Kendall and Babington Smith in 1938 (10). The tremen-
dous rise in data processing capabilities in the past 
decade has been accompanied by the need for pseudo-
random numbers. 
There are electrical and mechanical devices capable 
of generating truly random numbers and a list of a 
million random digits has been published by The Rand 
Corporation and is available, in part or in full, on 
punched cards. 
The need for large quantities of these numbers for 
~I-· 
complex Monte Carlo applications coupled with the extreme-
ly fast cycle time of today's computers makes it more 
5 
\ 
desireable to generate these numbers than to "slow 
down" simulators by reading prepunohed random numbers. 
' 
Hence, deterministic techniques have been developed to 
generate numbers having the same statistical properties 
as random numbers. Numbers generated in this manner 
are called pseudo-random numbers. 
The choice of a pseudo-random number generator 
depends upon the computing facilities available and 
the application of the numbers. The most common methods 
used are: 
1. Mid-square Method 
2. Multiplicative Congruential Method 
3. Mixed Congruential Method 
Current literature provides adequate discussion of the 
advantages, disadvantages, and the use of these techniques. 
(8, 10, 12, 19, 24) Hull and Dobell performed a very 
complete literature search up to 1962 and presented an 
excellent article which includes 143 references (9). 
•·,•co•,. ,· • .,.,,.:'c,c-•,,,-c""'\ . ... , .. , ... , ·· • .... · .. 
2.2 Generator Used 
In order to choose the best generator for any 
application it is necessary to isolate those properties 
of the generator which are most important. The following 
properties were considered to be of importance in this 
application: 
1. Maximum cycle. Since roughly 1,000 numbers 
are required to simulate a day of operation, a 
generator with a long cycle is desireable. 
2. No periodicity in sets of ten numbers. The 
numbers will be used as sets for each period 
in the simulation, hence the generator must not 
have any periodicity for groups of numbers of 
the same size as the set size. 
3. Lack of local randomness. If a group of numbers 
d1splays local non-randomness for a group size 
of 1,000 or 500, then the day of the simulation 
using the numbers of this group will be atypical. 
4. Equal frequency distribution. For a sufficiently 
large sample size, a uniform distribution of 
numbers is expected. 
5. Lack of first order runs. The distribution of 
numbers 0,1,2,3,4,5,6,7,8,9,0,1, ••• has a 
uniform distribution but is obviously not random. 
A check of first order runs up and runs down 
7 
r. ! • 
.o 
was thus considered important. 
6. Serial correlation. The numbers of the sequence 
should show very little correlation, i.e. one 
one should not be able to predict the n+1th 
number of the sequence from a knowledge of the 
first n numbers without knowing the parameters 
of the generator. 
The generator chosen was of the mixed congruential 
type having the form: XN+1 = AxN +C ( Mod P) ; N=1 , 2, 3,. • 
The parameters of the generator are Xe, .A,C, and P. 
The following information was considered in choosing 
the parameters of the generator: 
1. P was chosen to be the word length of the 
GE 225 or 219 • 
2. Rotenberg proves that for ).~2 and Codd, the 
generator will give a full period (20) or 
524,300 numbers. 
3. Stockmal states that if certain general require~ 
ments are met, then the period will not be 
decreased from P. These requirements are: 
a. P:28 , s ~ 3 ( for binary machine) 
b. 3!:,l~ 28-3 and is odd 
c. 1 ~ C ::28-1 and is odd 
d. 1 ~Xe!: 28 -1 and is odd 
e. Xo, A and C should be relatively prime 
to P ( 23). 
8 
...... 1, 
4. Ooveyou states that )_and C should not be 
small (1). 
5.' Peach proves that if: 
a. A =2S+1, s being any integer greater than 
b. 0!:Xc,~28 , s being any integer greater than 
Ce C is any odd number, 
Then Xn+1= .AXn+C (mod 2Y) generates a set of 
identical sequences of a length 2Y. ( 19) 
Based on the above considerations, the parameters 
chosen were: C:337, S::8, P:219 , and Xo=35791. · Thus 
the generator becomes: Xn+1=(28+1)JCn+337 (Mod219 ) 
with a period of 524,300 • 
9 
. . 
1 
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2.3. Evaluation or Generator 
A test program was written to check each or the 
above six properties considered important. The program 
was left sufficiently general to aid in the evaluation 
of new parameters in the event that the statistical 
analysis of the parameters chosen showed them to be 
unsatisfactory. 
It was decided to use the classical chi-square 
test to: test for uniformity. Mann and Wald have proven 
that the best number of class intervals to choose for 
a goodness of fit test is given by: 
Where: Kn= the best number of equal class intervals 
n = sample size 
0(.: size of critical region 
00 
,,... 
1 J -t2/2 -
- 27T e dt (13) 
C 
If oC::0.05 and n=500, then Kn:100. Thus 100 class 
intervals were chosen for the chi-square test or goodness 
of fit. 
Constants of the test program are the number of 
class intervals used to test for frequency and the number 
of consecutive numbers in a group, or group size. The 
latter is 500, roughly one half the quantity of numbers 
10 
1 
., 
needed to simulate an entire day. 
Those parameters of the test program left as 
variables are: the quantity of numbers to be generater 
and discarded prior to the start of the test, number 
of groups of 500 numbers to be tested, size of the set 
to be tested for periodicity, and the starter number Xo• 
The statistical procedures used in the program are 
as follows: 
1. Test for periodicity among sets of 10 numbers within 
groups of 500. 
Generate: ~; 1=1,2,3 ••• 10 
Let: 
• 
• 
• 
• 
• 500 
)' X1 
'xso= ~491 
10 
·-1:. 
, 1· ·1 
--,"-•,.~., •• - :Kl -!t.._ • .,,._ 
The estimate of the population variance is 
k - 2 2 f (X1 - x) 
- -1 
- -
• k-1 
2 
It is also known that E(cf1 ) = V(X) 
n 
1 
• 
Since V(X) = J(.x...i) 2 dx ~ 2 1 , then E(c7x )= l 2n where n 
0 
-is the quantity of numbers from which X was 
computed, in our oase ten. 
2 ffx Since: X = ( k-1 ) 1 
k-1 12n 
And: 
k - - 2 2 [ (X1-X) 
(r. = 1=1 x -k---1--
2 
k -2 k 2 k 2 
~~~1-l) = ·---~ - ~~1 -( ~~) Then: 
2 
X =-1-
k-1 1 
1 2n 12n k 
2 From any statistical handbook, ::X =34.8, 
.05,49 
2 
and X =67.5 
.95,49 
-=' r "--• • ' .. "'~:11 -
Thus, the value of chi-square calculated for each group 
of 500 numbers (each group tested for _periodicity among 
sets of ten numbers) must be such that 34.8~x2~67.5 
to insure that there 1s no local nonrandomness within 
the group. 
. 12 
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2. Teat tor goodness of fit with uniform distribution. 
One hundred claas intervals were chosen for the 
goodness of fit teet as shown above. For each group 
te s ted , E { C j ) =5 where E{CJ) is the expected frequency 
of number& falling in the jth cell. 
2 
100 
(O(Cj) - E(Cj)] 2 F:, Hence: X --99 
E( C j) 
100 
- ..1. F: [ 0 ( CJ ) - 5y] 2 where y 11 - 5y =1 
the number of groups composing the teat. 
As a check against numbers which e.,re "too" good, a two 
tailed chi=square test was performed. The clear portion 
of Figure 1 represents the 
values of chi-square for 
which the numbers are 
ne1 ther "too" good nor "too" 
bad to have come from a popu-
lation of uniformly distributed 
random deviates. 
12403 
Figure 1 - Two Tailed 
Chi-square 3. Test of first orded runs, ?oth up and down. 
Edington has shown that the mean number of first-
order runs (M) is (2N+1)/3 where N is the number of 
observations. He also shows that O"M = ,Ji6N
9
~ 29 
Therefore, tor groups of 500 numbers 315.2~M!2Gg-<352.8. 
(3) 
13 
)• 
J 
C 
'., 
· . , . : :\·_ :t1~,;;\·tr;~1.t)~)~~-~.;:~\~~ ", .·,.. 
4. ·, Test of serial correlation between the Nth and the 
' (N+1 )th 'number. 
Coveyou shows that the serial correlation can be, 
approx1ma ted by : 
P(Xn, Xn+1) = 1 _ 6jc, - jl 
A 
Small values of Pare desireable. 
( 1 ) 
These four tests were incorporated into the test 
program. A listing of this test program is available 
from the files of the author. 
The parameters originally chooaen were found to 
satisfy all the above teats and this generator was 
considered to be statistically unbiased. The results 
of these tests are found in Table 1 of Appendix c. 
14-
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3. INPUT DISTRIBUTION OF COMPUTER PROGRAMS 
In order to simulate the arrival of programs, it 
was necessary to know what factors were significant in 
determining the arrival rate. It was decided that more 
than one type of program ought to be considered. 
The types of programs received can be broken down 
into four mutually exclusive categories: 
1. Special--any program with a submission slip. 
This includes programs which are estimated to 
run over five minutes and/or require operator 
intervention. 
2. Lab--any program having a computing lab account 
number without a submission slip. 
3. FORTRAN--any program not satisfying definitions 
o:d'e or two which requires the FORTRAN Mani tor 
System. This includes both compilations and 
. 
runs. 
4. Regular--any program not satisfying definitions 
one, two, or three; 1.e. any other programs. 
3.1. Collection of Data 
A data c·ollect1on sheet similar in format to Table 1 
15 
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in Appendix B was set up. This data collection form 
was broken down by type and by hour within each type. 
It was decided that variations from month to month 
and week to week could not be considered as pertinent 
variables due to the scope of this study. However, 
variations from day to day and hour to hour were investi-
gated. 
In order to determine the significance of varia-
tion from day to day, hour to hour, and within types; 
it was necessary to have 100% observation over the course 
of a full week. To help incorporate week to week and 
month to month variation as experimental error, it was 
decided to take one quarter time continuous observations 
for each of four weeks thereby giving 100% observations 
scattered over these four weeks. 
-~· 
: ..... ·.-
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I 
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3.2. Transformation and Evaluation of Data 
From the conception of the simulator, 1t was 
apparent to the author that the number of programs 
submitted any given day should be a variable of the 
simulation. 
Since the data collected represented observations 
from each of four weeks, it was necessary to adjust 
them to a common base. Week three was arbitrarily 
chosen as the standard and each hour period of each 
type was adjusted to this base. For example: If the 
number of FORTRAN programs submitted between 10 A.M. and 
11 A.M. on Wednesday of the first week was four, then 
this number was converted to the standard thusly 
4(total number submitted on Wednesday of standard week) total number submitted on Wednesday of first week. 
After making a similar transformation for each of the 
(5 days x 4 types/day x 14 hours/type x 1 cell/hour), or 
for 280 cells, the data was ready for evaluation. The 
format of this transformed data is represented by Table 3 
of Appendix B. 
A distribution function would have to be written 
for each distribution found to be significant. Since 
memory capacity of the computer was regarded as a 
problem from the start, it was hoped that no significant 
difference would be found in the distribution of programs 
submitted from day to day. 
17 
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t, 
Chi-square is a measure of independence. The 
question to be answered 1e whether or not the days are 
independent so the obi-square test was used. 
2 
X 
day 1 
-
-
14 
'.~1 [ E(XJ)-OJ] 
2 
E{Xj) 
w1 th ( 14-1) 
D.O.F. 
Where: E(Xj)=expected number of programs submitted 
during the jth hour of day 1. 
Ojmobserved number of programs submitted during 
the jth hour of day 1. 
Due to the additive property of the chi-square variable: 
2 
X --
2 
X w1 th ( 1 4- 1 ) ( 5- 1 ) =5 2 D. 0. F. 
days day d 
The procedure to determine if there was a significant 
difference between 
1 • Calculate 
2. Calculate 
2 
days as outlined 
2 
X 
day 
2 
x= 
; J=1 , 5 
j 
5 2 
;, X 
above was: 
day j 
3. If X is significant, we must accept the fact 
4. 
that the submisssion distribution varies from· 
day to day. 
2 If X is not significant, we can then test for 
independence or hour and type. 
2 
We know: X =67.5 
.95, 50 
Calculated: 2 X =79.2 
actual · 
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Therefore, days are significantly different. 
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3.3. Fitting Input Data by Lagrange Interpolation 
The factors considered significant for the input 
distribution were the day of the week, the hour of the 
day, and the type of program. To eliminate differences 
between the number of programs submitted from day to 
day, the data was converted to a cumulative percent of 
the programs submitted. This converted data is found 
in Table 4 of Appendix B. Thus, if 200 programs are 
submitted on a Thursday, the expected number of FORTRAN 
programs submitted between 10 A.M. and 11 A.M. is 200X 
( 3 • 45- • 9 5 ) =5 • 
It is noted that the nature of the transformation 
of the data into the format of Table 4 of Appendix B 
gives rise to a monotonically increasing curve. There 
are twenty such curves representing the submission 
distributions of each of the four types for eaoh of 
the five days. 
The curve best fitting the entire set of data was 
found to be a Lagrange Interpolation Polynomial. The 
principle of the Lagrange Interpolation Routine is to 
force an nth order polynomial through n+1 base po1n.ts. 
Although continuous data was available, fifteen base 
points were chosen. This represents a point for each 
hour of the present working day. Using fifteen base 
points, a Lagrange Interpolation program was written to 
fit a fourteenth order curve through each of the twenty 
20 
sets of data given in Table 4 1n Appendix B. This program 
was modeled after a program in McCormi c and Sal vadori ( 14) ·, 
but altered to remove all two dimensional arrays to con-
serve computer memory. 
Due to the many changes made in this program, a 
test case was tried to fit the curve y=x3; x=1,3,4,6. 
The results of this test, given in Table 1, show a 
perfect fit so the program was considered correct. 
X y actual y interpolated 
1 .o 1.0000 1 .0000 
1. 5 3.3750 3.3749 
2.0 8.0000 8.0000 
2.5 15.6250 15. 6249 3.0 27.0000 27 .0000 
3.5 42.8750 42.8749 4.o 64.0000 63.9999 4.5 91 • 1250 91 • 1249 
5.0 125 0 0000 124.9999 5.5 16603750 166.3749 6.0 21600000 21600000 
6.5 27406250 27406249 7.0 34300000 34209999 
Table 1 Results of Lagrange Interpolation 
Using Test Case 
Using the data obtained for the submission of 
programs and the fourteenth order Lagrange Polynomial, 
the number of FORTRAN programs submitted between 10 A.M. 
and 11 A.M. on a Thursday was in the thousands. This was 
of no small concern to the author since the simulator is 
only as good as its data. After considerable investiga-
tion, it was found that a fourteenth order curve simply 
21 
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provided a poor fit to the data. By varying the parameter, 
of the interpolation, the best fit was found to be a 
third order polynomial fit through the two base points 
on either side of the point being interpolated. A 
minute by minute printout for each of the twenty distri-
butions was given using this revised interpolation 
technique. The fit was excellent and consequently used 
to determine the submission rate in the final simulator. 
,,. 
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4. DISTRIBUTION OF RUNNING TIMES 
Another distribution needed for the simulator was 
the distribution of running times of the programs sub-
mitted. Again, the variables considered pertinent to the 
investigation were the day of the week and the type of 
program, 1.e. are the running times different from day 
to day and from type of program to type of program. 
The running time is available for all programs run 
in the past. Hence, the most effective utilization of 
the data is of importance rather than the collection of 
the data itself. 
4.1. Design of the Experiment 
The running times of each program were classified 
as those running 0.0-0.9 min., 1.0-1.9 min., 2.0-2.9 min., 
3.0-3.9 min., ••••• etc. No significant difference 
was found at the 1% level between the distribution of 
regular programs and that of regular programs including. 
those charged to the administration (See Table 2 of 
Appendix C). This was fortunate because those regular 
programs which have been charged to the computing center 
can be lumped with all other regular programs, and the 
... 
definition of regular programs can remain unchanged 
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from Section 3. 
The running times of 3081 programs (consisting of 
2009 regular 9 429 FORTRAN, 420 speci.al and 223 lab) 
were investigatedo The classification of these programs 
by rrequency/type is given in Table 4 of Appendix c. 
The chi-square variable will be used as the measure 
of significance. Chi-square is a test of frequency and 
is only applicable when the expected number of observa-
tions in any given cell is ~5. Therefore, the running 
times were regrouped into six groups: 0-.9 min., 1-1.9 
min., 2-2.9 min., 3-3.9 min., 4-4.9 min., and 5 min. 
and up. 
To eliminate any bias due to differences between 
weeks and months, the observations were taken for one 
week in each of three months, each week being considered 
as a replication of t~e experiment. Thus differences 
between weeks and between months would now show up as 
experimental error. (See Table 5 in Appendix B for the 
structure of the analysis.) 
On any given day there may be more or less programs 
submitted than on any other given day. The factors 
affecting the number of submissions on a given day are 
many and thus it was desired to remove submission 
. fluctuations from the experiment. To accomplish this, 
the data was converted from frequency/day to percent or 
total/day. 
24 
Finally, a table 6 x 4 x 6 x 3 replication was 
available for the analysis, each number or cell in the 
table being the percent of programs submitted that day 
falling into that category. 
The questions to be answered are: 
1. Is there a difference between days? 
2. Ia there a difference between types of programs? 
3. Is there a difference between categories 
within types? 
4. Are all these factors necessary? 
5. Are these criteria sufficient to enable the 
prediction of running times? 
25 
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4.20 Analysis of Running Time Data 
Since there was no reason to suspect that the data 
did not represent randomly drawn observations from a 
normal population and because data was available for a 
complete factorial experiment, analysis of variance was 
used as a test of significance. Table 2 gives the results 
of the analysis. 
Effect DOF Sum of Squares Mean Squares 
A(day) 5 0.13 .026 
B( type) 3 5819.94 1939.98 
C(class) 5 4201 G) 1 2 840.22 
AB 15 113 9 71 7.58 
AC 25 228. 25 9 .13 
BC 15 10722. 79 714.85 
ABC 75 600.43 8. 01 
ERROR 288 3198 .53 11 • 11 
Table 2 Results of Analysis of Variance 
on Running Time Factors 
Since the second order interaction was less than 
the experimental error, it was lumped with the error to 
yield a new error based on 363 DOF with a mean square 
of 10.465. Since the second order interaction is not 
significant, the first order interaction can legiti-
mately be analyzed for significance yielding the following 
results: AB--not significant (visual inspection) 
AC--not significant (visual inspection) 
BO-- 714.Bi =:: 70 therefore significant at 1% 
10.46 
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Due to the fact that neither AB nor AC is sign1f1-
cant, we a~e free to examine factor A (days) and subse-
quently find that it is obviously not aignific~V 
Because the first order interaction BC is significant, we 
cannot examine either factor B or factor C using analysis 
of variance. Thus the results of analysis of v~r1ance 
have shown that there is no difference between days but 
has yielded no useful information regarding significance 
between types of programs. 
In an effort to obtain more information about the 
types of programs and to verify the previously obtained 
information about days, a regression analysis was per-
formed. Noting that each of the replicas appeared quite 
similar and that the error mean-square was quite small 
compared to the mean-square contribution of Factor B (the 
factor now under investigation), two of the three replicas 
from the analysis of variance were used in the regression. 
It was concluded that little or no accuracy would be lost 
by this. 
The results given in Table 3 were obtained from 
the regression by coding the days as 1-6, the types as 
1-4 and the classes as 1-6 and retaining the format of 
Table 5 in AppendiJc B. 
The regression fit was quite good. Factors Band 
C were considered sufficient conditions for predicting 
the percentage of the day~ submissions falling into that 
given cell. 
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Factor Coefficient F Confidence Level 
type(B) 
-2.959 61040 >99% sig. 
claaa(C) 
-1. 763 50086 >99% aig. 
day(A) 
-.0054 0.005 >50% s1g. 
0 0 0 0 0 
constant 17.742 
Table 3 Results of Regression Analysis 
on Running Time Factors 
It was also found that the correlation coefficients 
between AB, AC, and BC were all of the order 10-9, or 
virtually no correlation existed between types and 
class of programs submitted. Thus Band Care necessary 
as well as sufficient conditions for determining the 
running time of a program. 
,. 
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5. FITTING PROBABILITY FUNCTIONS TO THE RUNNING 
TIMES OF EACH OF THE FOUR TYPES OF PROGRAMS 
Knowing that the running time distributions are 
different for each of"the four types of programs but 
that there 1s no significant difference between days, 
weeks, or months; four distribution functions must be 
written. These will be probability density functions. 
5.1. Running Time of Regular Programs 
The general shape of the running time distribution 
of regular programs is that of an exponential curve. 
The first assumption made was that the distribution 
was of the form y:eA+BX. The plot of Logy vs. X 
was not quite straight. Secondly, the curve y:eA+BX+c 
was tried. Using the techniques suggested in Scarborough 
(21) and Kunz (11), the constants were evaluated to be: 
A=7.8062 
B::-0.8521 
C:27 09277 
The equation y:e7.8062 -O.B521 X +'Z'(.9277 gave an average 
per cent deviation of less than 5% an·d thus was considered 
to be a good fit. In hopes of finding a better fit, the 
29 
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parameters were systematically varied until the "best" 
tit was found. It is y:e7.7707 -0.8316X +26. 
Class Observed 
Interval Frequency (y) 
y 
Calculated %Deviation 
0-1 o9m1n. 
1-1 o9 
2-209 
3-309 
4-4.9 
5-509 
6 & up 
Ave. I 
1052 
501 
212 
100 
69 
42 
33 
-
1057 086 
475 0 21 
221 056 
111013 
63.06 
42.13 
33.02 
-Oo56 
5. 15 
-4.51 
-11.13 
8.60 
-0.32 
-0.07 
4.34 
Table 4 Fit of Regular Programs 
Using y:e7.7707-0.8316X+26 
Knowing the equation of the distribution, we oan 
find the density funci;on F(X). 
F(X)= 2069 . [ ( e 7 • 7707-0.B3 16t +26) dt 
F(X) was found to be 1.404. 
To adjust F(X) to a density function, 
Let: G(X)=F,~) 
1. 04 
Thus for: O :: G( X) !5 1 
Then: 0.1 :=x ~7 .9 
The function is plotted in Figure 2. 
1 .00 -G(X) 
0.75 
0.50 
0.25 -
12345678 x- > 
Fig. 2 Density Function of Regular Programs 
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5.2. Running Time of FORTRAN Programs 
The dietr1but1on of FORTRAN programs is given by 
Figure 3. 
Frequency 
80 
60 
40 
20 
147 
o., ,., 
Running 
:.----...---w----"'-t 1 me 
10.'1 
Fig.- 3 Distribution of FORTRAN Programs 
This 1s a rather unique distribution and not 
applicable to any of the conventional curve fitting 
techniques. The technique chosen to fit this distribution 
was to represent it by four rectangles and a trapezoid. 
The resulting five areas are represented as A1 to A5 • 
Frequency 
80 
60 
40 
20 
o.' '·" ,., 
Running 
time A 
10.9 
Fig. 4 Approximation to FORTRAN Distribution-
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6.95 
Atotai=11+147+ 1!5 {A+BX)dx + 
29.95 
10.95 
6 J ( 16+12+10+17 )d:x 
.95 4 
+ 10;;5 idx 
Using the method of least squares to evaluate A and B, 
the normal equations are: 213=5A+22.25B 
794.85=22.25A+109.0125B 
Hence: A=110.685 
B= - 15.300 
Therefore Atotal= 11+147+(110.685 [6.85-1.95] -15.~ x 
2 
=435.50 
Table 5 gives the percentage of the total area lying 
1n each region. 
.. 
Region 
A1 
A2 
A3 
~ 
As 
Area % of Atotal Cumulative% 
1 1 2.5258 
- 11!9 
147 33.7543 36. 2801 
213 48.9093 85. 1894 
55 12.6269 97.8186 
9.5 2 .• 1814 100.0000 
Table 5 Percent of Area by Region 
in FORTRAN Distribution· 
To find the density function for region A3 X .. 
Let: G{X)= J ( 110.685-15.3)dx 
1.95 
15.3 
H(X)=G(X~ = 110.685(x..1.95)- 2 (x2-1.952 ) 
21 213 
32 
J • l • • 't ~J • .., 
It: F(X):H(X) x 0.489093+0.362801 
Then: 0.362801 !5F(X) 50.851984 
Solving for X: .--------~~~-----------2 ,s.3 1Fcx>-o.362a 1s.3 (!) X:110.685! 10.685 _4x 2 213 .48 1 1- 2 
21 
15. 
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110.685i1 .95) 
21) 
15.3 
To find the running time of a FORTRAN progr:am, generate 
a uniformly distributed random number F(X), O ~F(X) 5: 1. 
If F(X) Then 
0.000 !::F(X) ~ .0253 X=0.85 x F(X)/00253+001 
.0253 c.: F~X)::: 03628 X=(F{X}~o0253)/o3357+0o95 
.3628 t:s!F X)=: 08519 X=given by©, 
.8519 cF(X)!:5 09782 X= W(X)=o8519lx 4/01223+6.95 
.9782<F(X)~ 1 X= (F(X)-o9782Jx 19/00218+10.95 
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5.3. Running Time of Special Programs 
The distribution of special programs oan be 
approximated by three rectangles and two trapezoids. 
Bo~ 
Freq. 
60 
40 
20 A2 
A1 A3 A 
0.9 4.9 16.9 34.9 
Fig. 5 Distribution of Special Programs 
Atota1=A1 + A2 + A3 + A4 
4.95 
+ A5 
16.95 
=79+ -J (AX+D)dx+ ~ (CX+D)dx+(35-17)x1 
4.95 .95 
1 
:+(60-35)xb 
Time 
By the method of least squares, the values for A,B,C, 
and D were found. By substitution, it was found that: 
At=79+209+115.2+18+4.2 
=425.4 
Region Area % of Atotal 
A1 79 1805708 
A2 209 49 0 1302 
A3 115. 2 2700804 
~ 1·s 4. 2313 
A5 4.2 0.9873 
Cumulative% 
-67.7010 
94.7814 
99 .0127 
100GOOOO 
Table 6 Percent of Area by Region in Special 
Distribution To Find the Density Function for Region A2 . 
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Using the techniques employed for the Fortran 
distribution, the density fm1ct1on of X was found. 
To find the running time of a special program, 
generate a uniformally distributed random number F(X), 
O~F(X)!:1. 
If F( X) 
o.oooo~F(X) ~.1857 
.1857 ~F(X) !5067701 
.67701 ~F(X) ~ 094781 
.94871 c:::F(X) 5 .99013 
.99013 cF(X) :510.000 
:l. 
Then 
X=F( X) x.85/. 18571 + .1 
X=density function of X 
X=density function of X 
X= (F(X)=-094871) x19/.,0423+16.95 
X= (F(X)-.99013) x25/.00987+34.95 
. . 
" 
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5.4. Running Time of Lab Programs 
The distribution of lab programs can be approxi-
mated by a series of rectangles as seen in Figure 6. 
70~ 
Freq. 
50 
Al 
25 A2 
A3 
10 A4 A6 Ali I A7 I . 
1 2 3 L~ 7o95 16.95 Time 
Fig. 6 Distribution of Lab Programs 
Region Area % of Atotal Cumulative% 
A1 70 300435 -
A2 58 25. 217 55 .652 
A3 24 10.435 66.087 
A4 16 6.956 730043 
A5 29 1 2. 609 85.652 
~ 20 8.696 94.348 13 5.652 100.000 
Table 7 Percent of Area by Region 
in Lab Distribution 
To find the running time of a lab program, generate 
..-r-;·.,. 
a uniformally distributed random number F(X), O!::F(X):: 1. 
If F(X) 
0.000 ~F(X) ;5 03043 
.3043 c: F( X) S 05565 
• 5565 ~ F( )C) != o 6609 
• 6609 cg: F( X) !: o 7304 
• 7304 < F( X) =: 08565 
.8565 ~F( X) ~ 09435 
.9435 <F(X) ~ 1 oOOO 
Then 
X=F(X)xo85/o3043+o1 
X= ( F(X)=,03043) /02522+1.0 
X= ( F(X)c:105565) /01044+2.0 
X: ( F(X)~6609) /00696~3.0 · 
X= ( F(X)=J304) x4/o 1261 +4.0 
X= ( F(X)~o8565 )x9/o0878+8.0 
X= (F(X)=o9435)x 13/00565+17.0 
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6. REMAINING PARAMETERS OF THE SIMULATOR 
6.1. Distribution of Return Time of Programs 
One of the places where a program can be delayed 
is in the output hopper, 1.e. after a program has been 
run it is not necessarily returned immediately. The 
data collection sheet (in Appendix B) was designed to 
collect the information affecting the return time of 
a program. Analysis of the data led to two conclusions: 
1 • The factors affecting the return time of a 
program were: 
a. Whether or not there was a second opera-
tor assisting. 
b. The number of programs in the backlog 
(submitted and not yet run). 
c. The number of programs run and wa1 ting. 
d. The length of time the present program has 
been on. 
2. If the present program has been on six minutes, 
there will be no program run and waiting. 
Figure 7 gives the distribution of return times 
or programs in minutes since signoff. 
37 
Frequency 
20 
15 
10 
5 
2 4 6 8 10 12 14 Time 
Fig. 7 Distribution of Return Times in Minutes 
A linear regression was run based on 195 observa-
tions to determine how much importance each of the 
above factors had in determining the return time, 
whether these factors were all necessary, and whether 
they were sufficient to give a good fit to the curve 
representing the true distribution (Fig. 7). 
The results of the regressipn showed all four 
factors to be highly significant. The resulting 
equation was found to be: 
Return Time= 5.89-3.18 (number of people assisting)+ 
0.23 (number of programs in backlog) 
-0.631 (time present program has been 
on in minutes)+ 0.88 (number run and 
waiting). 
Due to the lack of correlation of any of the factors 
(as seen from the correlation coefficients of the 
regression) and the closeness of the observed and cal-
culated value,s, these four factors were considered 
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necessary and sufficient conditions for predicting the 
return time of computer programs. 
·.· 
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6.2·. Distribution of Computer S1gnon Times 
The signon time of the computer was recorded for 
the three month period from February 1, 1965 - May 1, 
1965. These times were plotted and found to possess a 
normal distribution with a mean of 8:2207 and a standard 
deviation of 12,5 minutes. This is shown in Figure 8. 
Frequency 
8 
6 
4 
2 
8:04 
Fig. 8 
8 1 2 16 20 24 28 32 36 40 44 48 
Di str1but1on of Computer S1gnon Times 
The technique suggested by Tucker (24) to generate 
a random normal deviate with paramet.ers (0,1) is: 
N(o, 1) = Log i1 Sin (2'TrU2) 
Therefore N( - Log -U1 S1n(27TU2 )*12.5+22.7 22.7,12.5)- 1 
where u1 and u2 are un1forma1ly distributed 
random deviates. 
Two hundred numbers were generated using this tech-
nique and found to have the same distribution as the 
signon timeso The first one hundred or these numbers are 
given in Table 3 of Appendix c. 
40 
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7. SUBROUTINES 
It was realized by the author throughout the 
study that a simulator is only as good as the model 
used to repressnt the real system. Since the model 
may change in time, the simulator was kept as general 
as possible by the use of subroutines. The model repre-
senting each distribution was written as a separate sub-
routine. If the parameters of any given distribution 
change, only the subroutine describing that distribution 
need be changed, not the logic of the simulator itself. 
A fringe benefit of this generalized modular design is 
the fact that the simulator can be adapted to other 
scheduling situations. 
There were a total of fourteen subroutines written 
and only the function of each will be explained here. A 
brief write~up of each subroutine as well as a listing 
of the subroutines is available from the author's files. 
The fourteen subroutines can be divided into three 
classes: general, those utilizing the previously described 
distributions, and other working subroutines. 
7.1. General Subroutines 
41 
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1. Subroutine DATE-Since input is limited to 
per card, the author felt that a numbered day (1 ,2, 
3, ••• 366) would conserve cards. Thus the day 
wished to simulate is read in as a number and con-
verted to men/day/year format for easy reading at 
output time. 
2. Subroutine TIME-Military time is used throughout 
the internal logic of the simulator. At printout 
the military time is converted to hours and minutes 
for easier reading. 
3. Subroutine TIMMOD-Whenever the minutes portion of 
the military time becomes 560, the hour portion 
must be incremented and 60 minutes subtracted from 
the minutes portion. TIMMOD performs this function 
of updating military time. 
4. Subroutine DIFTIM-Another problem with the use of 
military times is that the difference between two 
military times cannot be found by conventional 
subtraction. DIFTIM is used to find this time 
difference. 
42 
7.2. Subroutines Utilizing Previously 
Described Distributions 
1. Subroutine SIGNON-Th1s subroutine is used to gen-
erate a normally distributed random variable 
having the parameters of the distribution of 
signon times. It uses the method described 1n 
Section 6. 2. 
2. Subroutine RGTIME-This subroutine is used to gen-
erate a deviate having the distribution of running 
times of regular programs. It uses the model 
specified in Section 5.1. 
3. Subroutine FORTIM~Th1s subroutine is used to gen-
erate a deviate having the distribution of running 
times of FORTRAN programs. It uses the model 
specified in Section 5.2. 
4. Subroutine SPCTIM-This subroutine is used to gen-
erate a deviate having the distribution of running 
times of special programs according ot the model 
specified in Section 5.3. 
5. Subroutine LABTIM~This subroutine is used to gen-
erate a deviate having the distribution of running 
times of lab programs. It uses the model specified 
in Section 5.4. 
6. Subroutine SUBMIT-This subroutine is used to indicate 
whether any programs have been submitted during a 
given period, and, if so, what kind or kinds as well 
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as when. The technique used 1s Lagrange Inter-
polation as described in Section 3o3• 
7. Function FLAT~FLAT is used to generate a uniformally 
.. 
·' 
distributed random deviate y, 0'5y c:1 • 
. •. 
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7.3. Remaining Subroutines 
1. Subroutine PRIOR-PRIOR represents the priority 
rule or scheduling strategy being used. The only 
function of PRIOR 1s to choose the next program 
to be run. The various priority rules used are 
discussed in the next chaptero 
2. Subroutine ESTBAK~ESTBAK provides an estimate of 
the running time of the backlog by performing a 
s11mmation of the running times of the programs 
in the backlog and adding to this the running time 
of the program being executed, if any. 
3. Subroutine PARAM~When called, PAR.AM: answers two 
questions: Is the computer running~ and, if not, 
can another program be started this minute? 
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8. WRITING PRIORITY RULES 
To investigate the effect of any given priority 
rule, a subroutine must be written to represent that 
rule. The information available to the subroutine 
through the use of COMMON includes: the time submitted, 
type, and running time of every program in the backlog; 
the location of each program in the backlog, the time of 
day, the number of programs in the backlog, and working 
hours for the day. 
Using this information, PRIOR must pick a program 
to run, remove that program from the backlog (ISUBTK 
array), enter the present time in WHENON, update the 
available time of the computer (AVLTIM) by adding to 
it the running time of the present program (found in 
the RUNTIM array), and put the time the present program 
was submitted into IRUNONo By obeying these simple 
rules, any priority rule can be written quite easily. 
The author investigated twelve priority rules of 
scheduling programs for each of four levels of the queue. 
The priority rules investigated with the number by which 
they will be referred to from this point on are as 
follows: 
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1. First come-first served 
2. Shortest programs first with any programs less than 
five minutes run on a first come-first served basis. 
3. Regular programs first on a first come~first serve 
basis. Other programs run on a first come~first 
serve basis when there are no regular programs 
available. 
4. Shortest programs first {all programs less than 
five minutes having equal priority) with the first 
program over five minutes being run when the number 
of programs run and waiting is ~ 6. 
5. Regular programs first (all programs less than five 
minutes having equal priority) with the first program 
over five minutes being run when the number of 
programs run and ivai ting =' 6. 
6. All programs over ten minutes are run on a first 
come~first serve basis after six P.M., all other 
programs run first come-first served. 
"' 7. Lab programs first, with a first come-first served 
policy both within lab and non~lab programs. 
8. Programs ~ two minutes have top and equal priority, 
otherwise run on a shortest first basis. 
9. Programs 5 five minutes have top and equal priority, 
otherwise run on a first come-first served basis. 
10. FORTRAN programs first, with a first come-first 
served policy within both FORTRAN and non-FORTRAN 
-47 
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program groups. 
11. First come-first served until the backlog is greater 
than ten programs, then run shortest first until the 
backlog is less than ten programs again. 
12. First come-first served with all programs greater 
than 30 minutes being run in the evening. Lab 
programs have top priority for five minutes every 
hour on the half hour and will be run on a first 
come-first serve basis. 
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9 • MAIN SIMULATOR 
Throughout the writing of the simulator, consid-
eration was given to three aspects: generalization, 
speed, and memory requirements. 
Every effort has been made to keep the simulator 
completely generalo It is applicable to a 24 hour day, 
seven days per week. It can accommodate any distri-
bution changes by changing the appropriate subroutine. 
An effort was made to use sequential sampling 
techniques wherever possible and to use computational 
techniques requiring a minimum of computer time. To 
simulate a complete day only requires four minutes of 
computer time on the GE 225 
The author felt that the simulator would have a 
more universal application if it could be kept within 
8K of memory. Every effort possible was made to conserve 
memory. The final simulator with all subroutines 
including those required from the systems tape take 
14,500 8 locations with another 2,0008 locations being 
required in COMM:ON for the storage of constants and 
variables. 
Figure 9 shows the structure of the simulator. A 
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Calculate 
required 
info. and 
print 
Run 
them 
Return 
them 
In1t1al1ze 
variables 
Read 
parameters 
Test 
switches for 
print time 
Add min. 
to time 
Calculate 
info. for 
output 
Add min. 
to time 
rint 
,;· . 
no 
Generate 
sign on 
time 
no 
Re1n1 t1al1ze 
Figure 9 - Simulator Logic 
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detailed flow chart is found in Appendix A. 
Input to the simulator consists of: 
1 • Number of random numbers to generate and discard 
prior to the start of the simulation. 
2. Beginning and ending times of each of the working 
days of the week. 
3. Number of base points to be used with the submission 
subroutines. 
4. Number of each type of program in the queue at the 
start of the day. 
5. The day- to start simulation. 
6. Number of programs to be submitted during each of 
the working days. 
7. Cumulative submission distribution information for 
input of each type of program (see Table 4 of 
Appendix B for example). 
1 • 
2. 
3. 
4. 
s. 
6. 
1. 
8. 
9. 
Output from the simulator consists of: 
A listing of all parameter cards. 
Hypothetical day to simulate 
Time of day of this printout I •. 
Number of programs submitted since last printout 
Number of each type of prograi"'n in -the queue. 
Estimate of computer backlog in minutes. 
Number of programs returned since last printout 
Number of programs run and waiting to be returned. 
Average waiting time since last printout. 
51 
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10 •. Average waiting time for this day. 
11. Average turnaround time since the last printout. 
12. Average turnaround time for this day. 
A sample of this can be found in Table 1 in Appendix A. 
Operating instructions with the listing in the 
Supplementary Appendix are available from my files. 
... 
10. RESULTS OF THE SIMULATION 
There are many factors which must be considered in 
determining the "best" priority rule. Using the priority 
rule shortest first gives good turnaround time for most 
people. However, the only way the longest program can 
be run is for a longer program to be submitted. Some 
Jobs are more important than others. The loss realized 
by keeping an important program waiting may be many times 
the loss of keeping another program waiting the same 
amount of time. 
The author did not wish to assign ultimate values to 
the many or1 teria to be considered in choosing the "best" 
priority rule. The results of the simulation have been 
tabulated in Tables 8-14 for the reader to evaluate 
according to his circumstances. Examples of possible 
criteria are later discussed in order to see the effect 
ot scheduling on the present system. 
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150 
Frogs 
200 
Progs 
250 
Progs 
300 
Progs 
Day 
Mon 
Tues 
Wed 
Thurs 
Fri 
Mon 
Tues 
tved 
Thurs 
Fri 
Mon 
Tues 
Wed 
Thurs 
Fri 
Mon 
Tues 
Wed 
Thurs 
Fri 
#1 #2 #3 
15.6 10.5 10.4 
18.6 12.5 11.3 
12.3 11.9 11.2 
13.6 10.9 11.U 
10.7 9.4 10.8 
-',,;.r,;'.,,",t,'!(,,;,;:,,.,..3:;-.... --;-~~ ... ~~-ct"".::~.:F~-~.....-;:'....;y'"~~..r.....~~~~~™~~~~~~:.2.;~~~"l:, .. ~ 
#4 #5 #6 #7 #8 #9 #10 #11 #12* 
16.7 16.5 14.7 11.9 13.3 14.o 12.3 15.6 15.8 
19.3 19.5 17.7 13.0 15.5 16.4 13.0 18.5 18.6 
11.9 12.l 11.5 10.6 11.3 11.3 11.2 12.3 12.3 
14.8 14.8 14.8 12.2 10.6 12.1 10.7 13.6 13.6 
11.0 11.0 11.0 10.1 10.6 10.7 10.2 10.7 11.0 
16.9 10.8 11.9 19.2 19.1 14.9 11.7 12.6 13.7 12.3 16.9 16.9 
-12.5 14.7 11.0 13.0 12.9 12.1 10.8 11.6 11.7 11.1 12.5 12.5 
14.6 13.6 12.5 14.8 15.1 14.5 11.8 13.2 13.6 12.0 14.6 14.6 
35.3 22.4 18.0 41.1 40.2 25.0 14.6 20.8 24.0 15.4 34.2 35.1 
12.8 12.0 11.8 13.6 13.6 12.3 11.4 11.9 12.1 11.2 12.8 12.8 
106.3 25.7 21.5159.2162.6 40.1 19.4 25.9 42.8 19.4 43.8 97.4 
43.6 19.5 16.1 60.3 59.0 22.4 15.7 15.7 18.7 21.9 34.5 43.5 
43.2 19.0 17.4 47.8 47.7 26.3 16.5 18.0 26.0 16.3 35.1 41.5 
34.9 23.7 16.7 43.6 43.6 30.9 15.4 21.2 24.5 15.6 33.2 34.5 
17 9 14.2 13.3 20.5 20.2 16.8 12.3 13.8 14.6 12.2 17.9 17.9 
165.1 23.4 29.6 xx 196.0 63.4 22.8 21.9 52.2 26.6 50.2164.1 
78.6 18.3 19.4111.3102.5 41.7 16.5 17.6 32.8 19.3 39.2 73.3 
157.9 23.6 23.8168.8183.9 57.3 24.5 21.9 50.3 23.2 46.4133.1 
119.2 23.1 25.7 xx 174.4 69.5 22. 21.5 39.1 21.3 44.1102.2 
32.0 18.1 15.6 40.1 38.9 28.2 14.3 17.3 20.4 16.0 29.8 32.1 
*These numbers refer to the order of definitions of the priority rules given 
in Chapter 8. 
Table 8 - Average Turnaround Time 
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Table 9 - Greatest Backlog in Minutes 
#1 #2* #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 
Mon 30 15 15 35 35 56 40 56 56 26 31 34 
150 Tue 15 39 50 27 'Z7 19 27 39 27 27 27 16 
Wed 1 1 9 19 16 16 19 19 19 19 13 19 1 2 
Pro Thu 36 15 46 42 42 57 44 37 57 38 47 22 
Fri 7 1 1 35 35 35 35 35 35 35 35 35 35 
* Mon 30 10 27 31 31 27 32 27 30 28 33 33 
200 Tue 15 43 1 1 16 16 20 20 20 20 16 20 24 
Wed 1 1 15 12 15 15 15 15 19 15 15 15 20 
Pro Thu 48 66 66 66 66 55 66 66 66 66 66 43 
Fri 22 33 28 24 24 28 24 33 33 33 28 22 
* Mon 170 179 174 174 170 176 176 183 180 170 180 173 
250 Tue 96 91 86 77 79 93 85 100 91 91 99 101 
Wed 73 94 74 65 72 91 67 94 77 69 74 82 
Pro Thu 43 69 69 58 58 59 57 53 69 54 60 46 
Fri 26 28 29 27 27 28 37 28 28 27 28 28 
* Mon 199 216 190 XX 199 205 210 208 212 201 214 190 
300 Tue 184 194 197 168 176 171 171 193 185 190 189 174 
vied 184 200 191 140 145 154 183 196 201 181 205 185 
Pro Thu 166 184 175 10C 172 181 180 180 181 180 182 175 
Fri 62 79 72 52 52 73 72 79 78 72 73 72 
• 
*only printed every hour 
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#1 #2* #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 
Mon 1500 1800 1800 1500 1500 1500 1500 1500 1500 1000 1500 1500 
150 Tues 1130 1200 1200 2130 2130 1200 2130 2200 2130 2130 2130 1130 
Wed 1430 2200 1900 1900 1900 1900 1900 1900 1900 1900 1900 1430 Progs Thurs 1130 1200 1130 1130 1130 1130 1130 1130 1130 1130 1130 1200 Fri 2130 900 830 830 830 830 830 830 830 830 830 830 
* Mon 1300 1400 1200 1300 1300 1300 1300 1230 1300 1230 1300 1300 
~- 200 Tues 1130 1200 1400 1130 1130 2130 2130 2130 2130 1130 2130 1130 Wed 1500 1500 1500 1500 1500 1500 1500 1500 1500 1500 1500 1500 Progs Thurs 1130 2100 2100 2100 2100 1000 2100 2100 2100 2100 2100 1500 Fri 1000 1700 1700 1930 1930 1700 1930 1700 1700 1700 1700 1000 
* Mon 1500 1500 1400 1500 1500 1500 1430 1500 1500 1600 1500 1500 250 Tues 1400 1330 1200 1400 1400 1400 1400 1400 1330 1400 1400 1400 
Wed 1000 1000 1000 1130 1000 1000 1130 1000 1130 1130 1130 1000 Progs Thurs 1200 1200 1200 1200 1200 1430 1430 1430 1200 1200 1430 1200 
Fri 2130 1700 1800 2100 1700 1230 1230 1700 1700 2130 1700 2130 
* Mon 1730 1700 1700 xx 1730 +730 1700 1700 1700 1730 1730 1730 300 Tues 2200 2200 2200 2200 2200 2200 2200 2200 2200 2200 2200 2200 
Wed 1530 1530 1600 1530 1500 1530 1530 1530 1530 1530 1530 1530 Frogs Thurs 1700 1700 1700 xx 1700 1700 1700 1700 1700 1700 1700 1700 Fri 1800 1800 1800 1800 1800 1800 1800 1800 1800 1800 1800 1800 
* only printed every hour 
Table 10 - Time of Day of Greatest Backlog 
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Table 11 - Greatest Number of Programs in Queue 
#1 #2* #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 
Mon 6 1 2 7 7 4 6 3 4 7 6 6 
150 Tues 7 5 9 9 9 7 9 6 6 6 7 7 
V Wed 3 3 3 3 3 2 3 2 3 3 3 3 
Progs Thurs 7 3 4 8 8 4 5 4 4 6 7 5 Fri 4 4 4 4 4 4 4 4 4 4 4 4 
* Mon 10 2 7 12 12 5 9 5 5 1 1 10 10 
200 Tues 5 14 4 5 5 3 4 3 3 5 5 5 Wed 5 4 3 6 6 5 4 3 4 6 5 5 Progs Thurs 15 13 9 19 18 13 14 16 1 1 19 15 13 
Fri 4 4 3 5 5 4 4 4 4 4 4 4 
* 
Mon 65 1:2 35 87 86 16 73 1 1 20 69 19 51 
250 Tues 27 13 15 42 42 10 33 10 10 29 19 27 Wed 25 8 19 28 26 17 . 26 7 14 28 15 21 
Frogs Thurs · 15 12 10 28 27 14 19 1 2 __J_O 17 1 2 15 Fri 7 4 5 13 13 7 7 5 4-- '7 - 7 7 
* Mon 87 16 57 100+ 93 41 91 15 25 
-
24 84 
300 Tues 54 12 27 61 64 69 69 49 1 1 20 55 35 Wed 92 18 46 96 97 54 95 15 28 88 22 73 Frogs Thurs 71 17 48 100+ 
-
44 80 12 20 79 22 57 Fri 19 7 9 29 29 . l3 18 7 6 21 14 19 
* only printed every hour 
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#1 #2* #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 
Mon 1530 900 1430 1530 1530 1030 1130 1200 1130 1530 1530 1530 
150 Tues 1700 2200 1230 1700 1700 1700 1700 2000 2000 1700 1700 1700 
Wed 1430 2200 1430 1430 1430 1130 930 1530 1430 930 1430 1430 
Frogs Thurs 1230 1200 1200 1200 1200 1130 1230 1200 1200 1130 1200 1230 
Fri 900 900 900 900 900 900 900 900 900 900 900 900 
* Mon 1300 1400 1300 1230 1230 1200 1300 1200 1200 1230 1300 1300 
200 Tues 1400 1200 1400 1400 1400 1000 1400 1000 1000 1400 1400 1400 
Wed 2130 1430 1000 2130 2130 2130 1430 1000 1430 2130 930 930 
Progs Thurs 1530 1600 1100 1100 1230 1600 1530 1630 1600 1630 1530 1100 
Fri 1030 1030 1000 1130 1130 1000 1030 1030 1030 1030 1030 1030 
* Mon 1700 1500 1500 1630 1600 1500 1700 1500 1600 1700 1230 1500 
250 Tues 1500 1700 1400 1430 1430 1430 1430 1700 1400 1600 1400 1500 
Wed 1130 1130 1200 1130 1500 1430 1100 1130 1430 1130 1030 1100 
Progs Thurs 1530 1600 1300 1700 1700 1630 1600 1600 1030 1630 1500 1700 
Fri 1100 1230 1200 1230 1230 1230 1130 1100 1200 2200 1200 1100 
* Mon 1630 1430 1700 1430 1530 2130 1800 1430 1430 - 1230 1800 
300 Tues 2200 2200 2200 2200 2200 2200 2200 2200 1530 2130 1530 2200 
I 
Wed 1530 1500 1700 1530 1530 2100 1530 1430 1500 1500 1500 1530 
Progs Thurs 1700 1630 1700 1630 - 2200 1700 1630 1800 1700 1330 1700 
Fri 1200 1200 1200 1200 1200 1900 1200 1200 1730 1200 1200 1200 
*only printed every hour 
**in event of tie, only the first time appears 
Table 12 - Time of Day of Greatest Number in Queue** 
\.n 
\0 
NUM. 
PROG 
150 
200 
250 
300 
" ::...._ - • ·- - .-·.--- a!...·'-~- - -· ~-.-
DAY #1 #2 #3 #4 #5 #6 #.7 #8 #9 #10 
MON 0 0 0 0 0 0 0 0 0 0 
TUES 5 C 5 2 3 7 5 1 1 4 .;I 
\vED 2 3 l 2 2 2 2 l 1 2 
THRS 4 0 4 4 4 4 4 4 4 4 
FRI 4 2 3 4 4 4 4 2 3 3 
MON 0 0 0 0 0 0 0 0 0 0 
TUES 0 0 0 0 0 0 0 0 0 0 
WED 0 0 0 0 0 0 o· 0 0 0 
THRS 0 0 0 0 0 0 0 0 0 0 
FRI 1 1 1 1 1 1 1 l 1 1 
MON 5 2 3 11 12 10 10 2 2 4 
TUES 3 3 2 3 3 3 2 1 3 3 
WED 1 1 1 1 l 1 1 1 1 1 
THRS g 7 7 8 8 8 8 7 7 8 
FRI 5 4 4 7 7 7 5 4 4 7 
MON 20 4 17 xx 34 24 35 4 12 xx 
TUES 54 12 28 61 64 69 49 11 15 51 
\rfED 46 5 21 46 47 44 45 5 10 56 
THRS 28 13 19 xx xx 44 28 12 10 34 
FRI 10 4 6 13 13 13 10 3 5 8 
TABLE 13 - Number 0£ Programs Remaining at End 0£ Day 
#11 #12 
...... lo. 
0 0 
5 6 
2 2 
4 4 
4 4 
0 0 
0 0 
0 0 
0 0 
1 l 
5 5 
3 3 
1 1 
8 g 
5 5 
12 19 
14 51 
10 46 
9 JO 
10 10 
: · 1 . 
. ! 
: ~ 
: ~ 
- ! 
\ 
. r 
/ 
0\ 
0 
NUM. 
PROG 
150 
200 
250 
300 
DAY 
MON 
TUES 
WED 
THRS 
FRI 
MON 
TUES 
°v'IED 
THRS 
FRI 
MON 
TUES 
VlED 
THRS 
FRI 
i1oir 
TUES 
WED 
THRS 
FRI 
#1 
0 
11 
5 
4 
7 
0 
0 
0 
0 
4 
33 
5 
1 g 
9 
47 
184 
120 
102 
20 
~----- - -- ~~ .. - . -· -• • . ·•- -· ... ,;.., ... .._:_;;::F:5;';,---'· ,·~...:~·-~_--,.~-:,'c··:_, .. ....-. ~-~. · . ..-.'··')l"'.•. --~":'...;;~,-~~--,.:'::1"..,;!·--:.~.;'".";__., .- -
#2 #3 #I+ #5 #6 #7 #8 #9 #10 #11 #12 
0 0 2 2 2 2 2 2 2 2 1 
13 14 6 7 13 15 39 11 10 13 13 
9 5 5 5 5 5 5 5 5 5 5 
0 15 5 5 15 7 5 15 5 5 7 
3 8 8 8 8 $ 10 11 10 g g 
3 1 1 1 l 1 1 1 1 1 9 
2 2 2 2 2 2 2 2 2 2 9 
4 4 4 4 4 4 4 4 4 4 9 
1 1 1 1 1 1 1 1 1 1 1 
9 9 9 9 9 9 9 9 9 9 6 
56 49 41 44 47 59 56 36 39 52 33 
8 8 8 8 8 7 7 g g g g 
4 2 4 2 4 4 4 4 4 4 4 
9 12 10 10 9 10 8 9 9 10 11 
17 15 15 13 17 12 17 17 12 12 12 
64 48 xx 49 47 56 36 50 51 45 38 
194 197 168 176 171 193 185 171 190 189 174 
139 113 71 77 66 115 156 125 125 132 122 
123 114 xx 76 69 103 125 127 122 114 74 
35 16 31 31 31 20 33 48 32 21 20 
TABLE 14 - Backlog at End of Day in Minutes 
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11 • DISCUSSION OF RESULTS 
11.1. Effect of Various Scheduling Rules 
on The Present System 
I 
I 
A desireable priority rule from the viewpoint of the 
user is Rule 1 (first come-rirst served). The advantages 
to the user from a rule of th1 s nature are: 
1. Programs are stacked independent of length. 
2. Programs are stacked independent of language. 
3. Programs are stacked independent of the amount of 
operator intervention required in running them. 
4. Programs are stacked independent of their impor-
tance or the status of the submittor. 
The vast majority of the users are students submitting 
relatively unimportant programs (unimportant except to the 
student), thus this rule is to the advantage of the majority 
of users. 
A first some-first served strategy also has des1reable. 
character1et1cs ·ror the computing center. There can be 
no misunderstandings about how to stack programs or com-
~--plaint a by users who have been displaced in the queue. 
With most queuing situations it is desireable to 
minimize the number of jobs waiting to be processed. 
-~ 
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For this reason, priority rule 2 (shortest ~irst) was 
1nvestigatedo This is advantageous to the user with a 
' , I 
short program. In order not to discriminate against 
relatively short programs in favor of extremely short 
programs, all programs less than five minutes were con-
sidered to have equal priority. This priority rule 
should give rise to the minimum number of programs 
waiting. There are also disadvantages to a rule of this 
nature. The only way a long program can be run is to 
eliminate all shorter programs. The only ways the long-
est program can be run are to completely exhaust the rest 
of the queue or to have a longer program submitted. 
The priority rule designed to further pursue the 
effect of scheduling shortest first programs is rule 
eight. The only difference between this rule and rule 
number two is the assignment of highest priority to pro-_· 
grams less than two minutes, i.e. programs two minutes or 
less are given top priority, programs leas than five 
· minutes are given next and equal priority, and all others 
are run on a shortest first basis. 
The calculated results show that the average turn-
around time using rule eight was slightly less than that 
by use of rule two, but for each level of the queue inves-
tigated, the mean turnaround times were within± one 
standard deviation of each other and thus not signifi-
cant. Investigation of greatest backlog, backlog at 
62 
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day's end in minutes and greatest number of programs 1n 
the queue revealed them all to be slightly less when 
using rule eight for all levels of the queue greater 
than or equal to 200. For a submission rate of 150, the 
converse was found to be truec However, none of these 
differences were significant. Since rule eight has no 
statistical advantage over rule two and places an extra 
restriction on both the submittor and the operation of 
many programs, it will be discarded in favor of rule two. 
In order to prevent the pile up 01· programs run and 
waiting to be returned, priority rule four (and rule five 
to be discussed later) was derived. This rule is a 
derivative of rule two. It states: Give all programs 
less than five minutes equal priority, run shortest first 
until there are six or more programs waiting to be re-
tlrned and run the first program in the stack greater 
than five minutes when the number run and waiting is 
equal to six. The running of a iong program should give 
the operator enough free time to return those programs 
waiting and subsequently reduce the turnaround time. 
This rule proved to be extremely poor because it 
produces a large number of programs 1n the backlog. In 
the case of 300 programs per day, there are greater than 
100 programs in the queue for two of the five days inves-
tigated and 96 on a third day. For 250 programs per day, 
the mean-greatest number of programs in the queue and 
63 
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mean-average turnaround time in minutes were 40 and 66 
respect! vely o These ,1ere in order of magn1 tude with the 
worst priority rules investigated and significantly worse 
than the values of 9.8; a standard deviation of 3.4 and 
20.4! a standard deviation of 4.0 for the same properties 
using rule two. 
It would appear that this rule is poor because o~ 
the high percentage of times there are six or more 
programs waiting to be returned, i.e. this rule drives 
the running strategy close to longest first. Due to 
its poor results for each of the factors investigated, 
this rule was rejected in favor of rule two. 
Seventy five per cent of the runs submitted are 
regular programs submitted by students. A running 
strategy of regular first would be to the advantage o~ 
this large majority of· the users. Priority rule three 
investigates such a strategy. This rule says.as long as 
there are regular programs to be run, run them on a first 
come-first served basis. When there are no longer any 
regular programs 9 run the remaining programs on a first 
come-first served basis. 
This rule is to the distinct disadvantage of all 
users except students since several students could tie 
up the system by continuously resubmitting a program 
while several dozen FORTRAN or special programs wait in 
the queue. 
64 
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Instead of satisfying the maximum number of people, 
it might be advantageous to please those people whose 
work has the greatest significance. '·"' When a person -··-gets 
more sophisticated in his programming, he is usually 
driven to FORTRAN due to the limitations of WIZo Thus, 
as a rule, the programs run in FORTRAN are more important 
than regular programs. An effort to please these people 
rather than the majority led to rule ten. This rule 
says run all FORTRAN runs and/or compiles first on a 
first come-first served basis and when the FORTRAN pro-
grams have been depletedfrom the queue, run the remaining 
programs on a first come-first served basis. 
One disadvantage of this rule is that lab programs 
get lower priority than FORTRAN programs and thus get 
held back until all FORTRAN programs have been run. Lab 
programs can be classified as those of writing, modifying or 
evaluating a program for the ultimate benefit of the 
student. Many computing lab reports have a due date and 
must be run as soon as possible. A new program being 
written c8ll1,ot aid the users until it has been debugged 
and is in the computing library. This led to priority 
rule seven. 
Priority rule seven says run lab programs first on 
.a first come-first served basis. When there are no more 
lab programs to be run, run the remaining programs on a 
first come-first served basis. 
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The statistical results of priority rules three, 
seven and ten are given in Table 15. Analysis of this 
table shows that there is no significant difference 
between these three rules for the five categories con-
sidered, and that the statistical properties of FORTRAN 
first are almost identical to those of regular first. 
Since none of these rules is significantly better than 
any other, all three will be retained for the final 
quantitative evaluation. 
Rule five was investigated to see if the rule regular 
first could be improved by adding another condition, run 
a longer program when six or more programs are run and 
waiting. This rule was found to be significantly worse 
than simply running regular first and thus was discarded 
from future consideration. 
Three derivatives of the first come-first served 
strategy were investigated with the hope of reducing the 
average turnaround without reducing those inherent 
advantages of this strategy. 
Priority rule six adds to rule one the condition 
that all programs over ten minutes will be run in the 
evening. This is intended to keep the system availaple 
I 
I 
during the day for all but the exceptionally long pro-
grams. These programs will be run in the evening when 
usage is low and less people will be inconvenienced. 
Priority rule nine adds to rule one the condition 
that programs five minutes or less will be given top 
66 
I ; 
::: 
,, 
Table 15 - Statistical Results 
of Priority Rules Three, Seven & Ten 
Property Level Regular FORTRAN Lab 
First First First 
M ~ M (T M CT 
Average 150 10.9 0.3 11. 4 10o3 11 • 2 10.6 Turnaround 200 13.0 2.5 12o4 1 ~ 5 1 2.0 103 Time 250 17.0 2.6 15.8 2.3 15.8 2o3 
300 2208 4.9 21 • 1 3.3 20.0 3o9 
Greatest# 150 4.4 2.4 5.2 1 • 5 5.4 2 0 1 
of Programs 200 5.2 2.4 9.0 5.5 1.0 4o0 in Queue 250 16.8 1 o. 2 30.0 21 • 1 31.6 22.4 
300 37.4 17.2 xx xx 66.6 290 2 
Greatest 150 33.0 14.0 2708 1 Q e 1 33.0 9.0 Backlog 200 28 .8 19.9 31 G 6 18. !5 31 .4 1801 
in Minutes 250 86.4 47.8 820 2 48.5 84.4 48o4 
300 165.0 47 .1 16405 47.0 163.2 47o4 
Backlog 150 8.4 5.6 6.4 3. 1 7.0 3~6 
at Day's 200 3.4 3.0 3.4 3.0 3.4 3.0 End in 250 17.2 16 .5 14.4 12 .6 18.4 20.5 Minutes 300 97.6 62.5 104.0 56.8 93.0 51. 7 
# of 150 2.6 1 • 9 2.6 1 .5 3.0 1 .8 Programs 200 Oe2 o.4 0.2 o.4 0.2 o.4 Remaining 250 3.4 2.1 4.6 2.6 5o2 3o4 Day' B End 300 18.2 7. 1 xx xx 33.4 1308 
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and equal priority. 
For levels of the queue less than 250 programs per 
day, there was no significant difference between these 
two rules and rule one. For levels of the queue greater 
than or equal to 250 programs, both rules six and nine 
gave significantly less programs in the queue at all 
hours during the day. They did not have a:ny significant 
effect on the greatest backlog or the backlog at the end 
of the day. This is to be expected as neither should 
affect the submission distribution or operator efficiency. 
Using rule six, the queue at any given time would thus 
be expected to be of the same length but consisting of 
fewer programs than the queue obtained from using first 
come-first served. 
Neither rule six nor rule nine had any significant 
effect on the number of programs remaining at the day's 
end for 250 submissions per day, but rule nine was found 
to give rise to significantly fewer programs in the queue 
at the end of the day than rule one. Because of their 
statistical significance compared to rule one, both of 
these rules will be retained for a quantitative evaluation. 
Rule eleven adds to rule one the restriction that 
·the strategy will be changed to shortest first whenever 
there are greater then ten programs in the queue. This 
is to reduce the number of unprocessed programs quickly 
~t peak loads. The disadvantage is that a person may 
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not be able to predict when his program will be run. 
He may advance three quarters of the way up the queue 
only to find himself set back by the sudden submission 
of many short programs such as at the passing of classes, 
lunch hour 9 laboratory assignment, etc. 
Compared with rule one, this rule was seen to give 
a significantly faster turnaround time for 300 submissions 
per day, give rise to s1gn1f1ca.ntly less programs in 
the queue for 250 or more submissions per day, result 1n 
significantly less unprocessed programs at the end of 
days containing 300 submissions, and have no effect on 
the greatest backlog or backlog at the end of the day 
for any level of the queue. Rule eleven was found to be 
statistically comparable to rule nine and possessed certain 
undesireable properties not possessed by rule nine. For 
this reason, rule eleven was discarded. 
Experience has shown that a combination of the more 
desireable aspects or several of the previously mentioned 
rules works well in practice. Rule twelve corresponds 
to the present method used to schedule programs at 
.. 
Lehigh's Computing Center. It says any program over 30 
minutes will be run in the evening so as not to tie up 
the system with exceptionally long programs. It also 
permits lab programs to have top pr1or1ty every hour on 
the half hour for a period of five minutes. This in-
sures a known time when a lab staff member can have hie 
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program run and yet not tie up the system W1 th lab 
programs. Any other program will be run on a first 
come-first served basis. 
This rule has no effect on the turnaround time for 
200 or less submissions per day. For 250 or more, it 
. gives rise to a significantly longer turnaround time than 
all rules except one, four and five. From the point of 
view of turnaround time, our present priority rule is 
one of the worst, Its effect on both the greatest back-
log and backlog at the end of the day is negligible, 
however. For a submission rate of 200 or leas programs, 
it has no effect on. the greatest number of programs 
remaining at the end of the day. For 250 submissions or 
more per day, it is found to give rise to more programs in 
the queue than rules two, three, nine or eleven; and for 
300 submissions per day, it is found to give more un-
processed programs at the end of the day than rules two, 
nine or eleven. 
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11.2. Quantatative Determination of the Best Priority 
Rules 
To determine the 11best" scheduling rule, it was 
decided to look at the problem from the viewpoint of 
three people: 
1. The average student user who submits short, 
relatively insignificant programso 
2. The graduate student or instructor submitting 
longer and more important programs. (By more 
important it is meant that the results could 
not be obtained conveniently by hand and future 
work may depend on the results. This is con-
trasted with the assigned problem to the 
student, the answer already known, for educa-
tional purposes.) 
3. Lab staff of the computing center. 
Fast turnaround time is not of direct concern to the 
average student. He is only concerned with whether or 
not he can get two or three submissions in a day and have 
his last submission returned in time for his class the 
following day. 
As a rule, the graduate student is more concerned 
with the turnaround time than the student. Future work 
or a deadline may depend upon the results of his program. 
The lab staff would like to please the most influential 
people and secondarily please as many as possible. 
71 
They 
would like fast turnaround of important lab submissions 
without tying up the system. 
A value of 20 was arbitrarily chosen to represent 
the "cost" of a slow turnaround time to the person eub-
m1 tt1ng important programs. Based on this value of 20, 
values of 10 and 20 per minute were assigned as the "cost" 
to the student and lab staff respectively. The assign-
ment of all future values is based relative to this 
arbitrary value of 20. "Costs 11 of 20, 5 and 15 per 
program were assigned to unreturned programs as viewed 
from the student, lab staff, and graduate student 
respectively. 
Usually the student is not as concerned with the 
backlog as the person submitting an important program. 
The only concern to the lab staff of a large backlog is 
the public image and the staffing of operators. Values 
of 3,5 and 2 per minute for maximum backlog were assigned 
as the cost of the backlog to the above parties. 
The staff would like to complete all programs by 
the end of the day. The student and graduate student are 
less concerned with the backlog than the number or pro-
grams remaining. though the two are by no means mutually 
'. 
exclusive. · Costs of 5,2 and 2 per program remaining 
were assigned respectively. 
Considering the above costs as being representative 
of the inconvenience inflicted by each property upon each 
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person's objectives, quantative results were obtained as 
the "cost" of each rule to each person. These rules are 
given in Table 16. Minimum cost was the criteria used to 
determine the best rules. 
Person Rule No. Cost Rule No. Cost 
Student 9, 2 &3 515 
-- --
~ 
Lab Staff 7 535 3 &12 785 
Grad. Student 10 580 7 850 
Overall 7 &10 780 3 810 
Table 16 - Least Costly Rules 
As seen from this table, the best overall rules in 
this hypothetical s1tuat1on where the properties have the 
specified cost values are FORTRAN first and Lab programs 
first. A good alternative is regular first. Each of 
these is significantly better than derivatives of the 
shortest first policy, although this policy proves the 
best for the interest of the undergraduate. 
Similar calculations could be made to determine 
which priority rule would be best for every possible 
set of circumstances. The above values should not be 
considered final. Thus, we are again able to retain the 
generality of this simulator. 
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1 2. CONCLUSIONS 
The purpose of this study was to determine the 
effect on the queue of two factors: 
1. Priority rules of scheduling programs 
2. Increased number of submissions 
The complete results were tabulated in Chapter 10 
for 12 priority rules acting upon four levels of daily 
submissions. 
The determination of an optimum priority rule is 
left to the user considering his individual application, 
but certain general tendencies will be pointed out: 
1. The number of programs remaining at the end of a 
day is minimized by using priority rules employing 
shortest first strategies. However, these rules 
give rise to the greatest backlog at the day's end. 
2. The backlog at the end of the day is min'imized by 
using priority rules employing the strategy of 
intermixing long and short runs or running long 
programs in the evening. However, these rules 
give rise to the greatest number of programs in the 
queue at the end of the day. 
3. The backlo.g during the day is minimized by using 
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shortest first strategy and maximized by inter-
mixing long programs. 
4. The average turnaround time is independent of the 
priority rule for 200.·.or less submissions per day. 
5. The average turnaround time is minimized using 
derivatives of the shortest first strategy and 
maximized using derivatives of the first come-first 
served strategy where there are 200 or more sub-
missions per day. 
6. The greatest backlog during the day is independent 
of the priority rule. 
7. Consideration ought to be given to running a second 
shift when the number of submissions per day exceeds 
250. 
,; ;_ 
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13. RECOMMENDATIONS 
Several areas warrant more investigation than the 
scope of this study permitted. The areas to which the 
author believes future time and effort should be devoted 
are: 
1. The effect of limited preparation stations or 
keypunch machines on the queue discipline. 
2. A better estimate of the distributions used 
in the simulation. Variance reducing techniques 
might warrant investigation. 
3. A study of the factors pertinent to the sub-
mission rate, i.e. the ability to predict the 
number of submissions per day would make the 
simulator a more powerful tool. 
4. A quantatative evaluation of the consequence 
of each priority rule. Based on this evaluation, 
the "be st" priority rule for Lehigh Uni vers1 ty 
could be obtained. 
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APPENDIX A 
MAIN SIMULATOR 
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Fig. 1 - Simulator Flow Diagram 
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Calculate 
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time" 
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down time & call it---
'>-------311 printout time 
up 
Add ~ hour to 
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up 
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time & call it 
printout time 
s 
rintout 
1me ~conven-
tional 
time 
yes 
Calculate num 
of each type 
submitted sine 
last printout 
2 
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printout time 
I, ' 
I 
2 
Convert 
printout time 
to conventional 
time 
Add numo to 
respective 
queuetypes 
Calculate 
estimate of 
backlog 
Convert day 
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mon/day/yr 
Print 
date 9 time, 
numo sub-
mit.ted, 
num/type 
in queµe, 
esto blog 
_/r 
~ 
E 
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Time= 
time + 1 
n 
yes 
Print time, 
numo submi tte 
since last 
prin t,ou t 9 num 
type in queue, 
est. of b'klo , 
etc. 
Ini t1al1ze 
E 
G 
4:···· 
·····.·······• 
Reset es 
time to 
"begin tine 
Read new 
hours of 
o eration 
Print summaries 
of numo submitte, 
numo by type, 
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Initialize 
variables 
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counters 
yes 
down 
no 
Read new 
.._------~~ base points 
for new week 
D 
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Read new 
parameters 
up 
Read new 
hours of 
o eration 
D 
Table 1 
Sample Simulation Output 
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.. 
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------·---------------------------------- ____________________________________ ·--------------------------------------------------------------- __ W E l.Q HJ ~ ----------------·----·-""· _ NUM, NUMBER TEO 
-~ ____________ P!.-.JR~Ow...:G::_..si-=•~---------------lDWJt ___ - ------=· A::!....:V:...!:E=--.!,!...____.!.:-w !!:...E 1..:l G=--· --~AVE ' we l G H. 'VE. SUB- SST~ PROGS. WAIT· MTED TURN9 TED TURNR 
I 
I 0 
I 
' 
10 
----------------------~M_ lI• _________ N_U_M_B_ER_· __ _.:l=....c..M!....:....:A~T~E _ __!__R~E'--.!..T.__:_Q _____ ~l Nfi AVE o __ A_ROU_ND __________ AVE e _ ___ A ROUND LONG"' TEO BY TVPE OF' URNF.D NO, Ti-ME·------W-AfT-~- TIME TURN~ TiME--TUTA-l~ EST 
' 
I 
II 
' 
I 
I 
I 
______ DA TE ______________ SI _N_Cl: ____ __,.__l _Nc___. _ j_~t: ~ UEU~ BACK SINCE RUN S l NC_~--- ___ J~_JG _______ S._J_N_~~--------_ei_B_Q_~~-Q _________ §)(f~L.ti_ ____ NO o MOLD LAST LUG LAST ANO LAST TIME LAST TIME HOLUS ~ObVS NOT 
M/0/Y TIME ~PRINT -.~~~--···--·--~ IN PRJNT WAIT• PRINT T1il_S PRINT TMIS GR. 1 GR 1 PAXN~ 0 UT REG t T L AB SP C M l N , OUT I NG OU T DAY OUT DAY HOUR HOUR TE C ---- .. 0 
-
--------------------------------------------------------------------------·------
-
5 / 2JJL6 5 _________ 9 * JLO ___ AM 5 -· ... 0 0 0 0 1 4 1 6,7 6,7 9,0 9,0 
5/20/65 9-ttJO AM 8 0 0 0 0 0 6 3 7,0 6,9 8,3 8,6 
... S I 2_.0_Lr,i,,t5 __ ,. 1 0 ti OJL_A M 13 2 0 1 1 14 3 e 6 I .., 6,8 ?,3 8 0 3 u_i_ _ ____,a..:;___--s;,.. _________________ ....::..;;;i __ -----l~----W.--_:::;.,.,JL..!'----~....::.t---....L...!L...:E---~L...:!::'.'------------· 5/20/65 10030 AM 16 5 3 1 2 15 i. 4 3 10,6 8,8 23,9 16,4 
_!!f.2Jllt\5. -11-~Jl.ll_A M 17 .6 4 1 4 46 12 4 11,5 9.6 32,6 21, 4 e ____,,...___--'L.-_ __.,"-=_.-'----~::..__-____;;__..-_:_-=---------"'L..:L-'..!..--'--------------5/20/65 11*30 AM 11 8 5 4 6 108 6 1 a,o 9,4 36,5 23,4 
5/2_0/65 12 ~ Q_O PM a 12 5 5 8 57 2 0 6,5 9,3 53,0 24, 6 
5/20/65 12e-30 PM 11 18 6 5 9 67 2 1 6,0 9,1 45,5 25,5 e 
------~--_____::___~~--__!._-----=---~--_::__i_.::..___ _ ___:_-=-=------=--...!~'...____---=--_;____:_-=----------------
512_P/65 1 ~J) 0 PM 11 22 4 5 7 61 1 11 6,0 9,1 3J,0 25, 6 
5/20/65 1-:130 PM 15 29 7 7 8 79 13 0 18,2 11,0 140,8 49, 4 
5/20165 ---- 2 <ti O O . PM____ ~- ___ 11_ ____ 35 -- 9 8 8 101 0 4 0 I 11,0 0 • 49, 4 
----=--~-.;.__---=-=--___;::;___-=-=. __ --,,,--!~--~=-----..=;...;;..-=---___;;~__;__-----------· 
e 
5/20165 2v'l30 PM 14 39 11 10 9 125 9 0 10,3 10.9 128,0 59,2 
6l__2_Q_/6_5 ~ •_OJL_F!__M 12 38_ 15 10 8 124 5 5 10,6 10,9 145,6 64,8 
5/20/65 3*30 PM 14 49 15 10 8 129 e 0 11.4 10,9 181,9 75, 8 e 
5L2.0/65 4• o_o __ PM 16 5 17 10 9 152 6 6 9,3 10,8 159,3 81,4 Q __ 
- • 5/20165 4*30 PM 18 57 20 10 9 157 6 8 10,0 10,8 154 .. 0 85,8 
!?_/20l65 ___ 5~ O_O PM ___ ---~1_5 ___ 59 23 8 7 172 19 3 16,7 11~1 207,6 105,8 e 
5/20/65 5•30 PM 11 63 23 6 5 167 0 14 0 I 11,7 0 • 105,8 
. 5 /_2_0 165 __ ... _ __ _ t, ~-OJl PM 6 61 22 2 4 147 14 14 21,9 12,8 254,1 121,8 ----·- -------- ·-
5/20/65 6~30 PM 8 60 19 2 J 142 13 14 34,8 14,8 256,1 134,0 e 
5/20165 7~_oo PM 7 535 t6 36 3 131 a 28 96,7 19,2 291,4 142,3 ' 
5/20/65 7~30 PM 5 529 16 36 104 28 34,3 21,5 240,4 157,7 . 2 14 
5/20/65 8•00 PM 5 518 13 36 1 83 10 24 33.6 22,2 237,1 161,9 - -e 
5/20165 8•30 PM 7 518 14 36 1 78 29 1 26,2 22,? 224,8 170,2 
5/2_0_165 9 w QJL__P M __ 9 514__ 17 37 1. so 1 3 11,3 a2.4 194,0 171,0 
5/20/65 9~30 PM 10 514 13 38 0 72 7 10 26,9 22,5 209,6 172,1 e 
5/20/65 10•00 PM 12 517 13 39 0 76 19 Q 16,5 22,1 204,1 174,4 
. ell 
---------------------------------------------------'----------
10 e ------------.. -_____ -. -----'---------------"-~----~~---'-----'----------'--. ----,--~_..;...,._ ~-------· -------------------
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APPENDIX B 
DATA COLIJECTION AND TRANSFORMATION 
..... 
' 
-~' ,. 
. ·ii 
.• 1 
Date 
-----
Observer 
-------
9- 10- 11- 12-
8-9 10 1 1 12 1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 
" Reg 
FORT ., 
Spec 
Lab 
Each number within a cell represents the submission time 
of a program. 
9-10 
Table 1 - Data Collection Sheet for Submission Distribution 
.. 
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m Date e n 
e e n 
r i 
V n 
e g 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
6 
16 
17 
.. 
Table 2 Data Collection Sheet For 
Factors Affecting Retu~n Time 
D \fuen # '10tal 0 A p II Backlog 
0 D:n·m Rim Time p s :r Jfrogo 
1:J Last & of e s e fun Opo Ob3o 
n \~~ tlit r i s 'lbday est~ est, 
tlg a a e 
t t n 
0 t 
r :.I 
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# C 
}rogo 0 
in m 
b1log m 
e 
n 
t 
s 
, ,. _. .- .. · ,,, ..••. , , , , . ·· - , ~. ~ ·------·--· .... ---"""'9U~.w-~1h 1''"~i~~'J;~it,i!Jij,J,~~ - • -. . ·Am ..i.· .. ,i,,.1t~~J.i:".'7::~:;."1r1.::-~;., 
,_'. . '< ·-.·~ ,\,:., t<~:(··;,.1:.;/·iJ;!·'·1 ~-,.1,{.'h,..i· ·'. .•. ~ ~., '---~· •. .... ..: .,- .. ,::: ''. ,'~;.r,~.~;,· .... r:,!:r1;..,._ ~--·~ ~;_,-. .. ,, '.' 
CX> 
\0 
Day Type Time of Day 
8-9 9-10 10-11 11-12 12-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 
R 8032 7.07 
Mon F 2oOe 6.46 
s 0 • 
L • • 
R 
Tue F 
s 
L 
R 
Wed F 
s 
L 
R 
Thu F 
s 
L 
R 
Fri F 
s 
L 
Each cell represents observed number submitted 
Table 3 - Submission Distribution Standardized To a Common Base 
,/·..-·---.-
8-9 9-10 
.. 
.... 
-,:.;._, 
\0 
0 
·-~---~....::...:..... .. ~ . -·.-'. .. 
DAY 
1'i0N 
TUES 
WED 
THRS 
.. 
.. 
.. 
.. 
·: FRI 
·. 
TYPE osoc 
REG 0.00 
FORT 0.00 
SPEC 0.00 
LAB 0.00 
REG o.oo 
FORT 0.00 
SPEC o.oo 
LAB 0.00 
REG o.oo 
FORT 0.00 
SPEC 0.00 
LAB 0.00 
REG 0.00 
FORT 0.00 
SPEC o.oo 
LAB 0.00 
REG 0.00 
FORT 0.00 
SPEC 0.00 
LAB 0.00 
~-~-.. ~- ..... ,- ..,.. ,:;_ -~· .... ~~ ..• -·:-.:-~"'-~·.,,,;...-..,....( ... ,.-.. ~ . . ----,.....,·--:---···- ::.•-,::-: 
.. 
HOUR 
0900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200 
3.37 6.23 10.68 15.53 19.98 24.03 29.69 35.99 40.94 42.35 43.54 47.61 51.21 53.91 
0.84 3.46 5.07 8.72 11.95 14.55 16.98 17.54 19.20 20.20 20.20 20.20 20.20 21.10 
o.84 1.86 2.67 3.48 5.10 6.69 8.31 8.80 10.44 11.44 11.84 11.84 12.74 13.64 
0.00 1.00 1.81 3 .43 5.05 5.05 6.26 6.82 7.24 8.65 8.65 8.65 9.99 11.34 
1.02<" 3.99 7.34 11.03 14.66 17.47 21.49 27.39 35.03 39.58 4).40 46.96 52.47 56.06 
0.00 0.69 2.97 5.66 7.05 10.59 12.13 12.47 12.82 13.36 14.75 16.28 18.20 19.75 
0.86 1.74 2.25 5.40 6.78 8.36 8.36 a.36 9.40 9.94 9.94 11.98 12.68 15.72 
0.35 1.58 2.46 2.46 4.20 5.81 5.81 6.51 6.86 7.93 7.93 7.93 7.93 8.47 
0.98 4.40 8.65 11.67 11.61 20.83 31.90 36.85 42.72 44.37 49.14 53.40 58.76 61.60 
0.49 3 .43 3.92 4-79 5.71 7.12 7.61 8.49 9.36 11.10 12.02 13.49 13.90 15.41 
0.49 0.49 1.90 J.18 5.88 7.21 9.51 10.75 11.20 11.62 12.1112.60 13.01 13.01 
0.49 2.94 5.26 6.09 6.09 6.91 6.91 7.78 7.78 8.20 8.20 8.20 8.61 9.99 
1.64 5.84 11.09 13.4118.08 2).83 28.51 36.60 44.98 47.96 51.58 54.39 56.66 61.30 
0.40 0.95 3-54 4.32 5.25 6.98 9.34 10.44 12.88 15.15 16.35 16.76 19.03 20.94 
o.oo 0.76 1.71 J.65 4.19 5.92 6.70 7.25 7.25 7.25 7.25 7.25 8.00 9.17 
0.00 1.88 J.92 5.43 6.53 6.91 7.29 7.83 8.21 8.59 a.59 8.59 8.59 8.59 
2.02 7.01 13.51 21.68 25.20 29.82 35.79 43.48 48.44 51.98 54-50 56.48 59.96 62.93 
o.oo 0.50 1.51 1.51 2.51 5.59 6.58 6.58 8.57 9.06 9.06 11.05 13.53 16.01 
1.52 3 .OJ 4.05 5.57 6.07 6.07 6.57 7.08 8.08 11.56 12.55 13.55 15.53 17.02 
o.oo 0.50 1.01 2.02 2.02 2.02 J.04 3 .43 4.04 4.04 4.04 4.04 4.04 4.04 
TABLE 4 - Cumulative S11mmation of Submission Percentages 
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Type Regular FORTRAN Special Lab Regular ) 
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Three 
Replications 
Each cell represents the frequency of· :the 3081 observations falling into 
that cell. 
Table 5 Structure of Running Time Analysis 
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APPENDIX C 
INTERMEDIATE RESULTS 
Table 1 Results of Random Number Test Program 
Chi~square of Each Group 
Tested For Periodicity 
Group ~lumbers 
1-33 34=66 67-100 
52o4 39.7 57.3 
48o0 58.9 46.5 
61 0 1 39.3 45.6 
40.0 56. 1 56.8 
43.2 40.2 62.4 
43.5 37.2 40.2 
52.5 48.5 52.5 
62o3 53. 1 46.4 
57.,5 50.9 49.4 
39.7 51 .3 45.8 
44.3 55.9 68.3 
37e0 28.8 45.4 
37o3 51. 7 63.0 
54.4 38.7 43.4 
48.4 64.1 45. 7 
59.0 66.o 57 .1 
42.8 52.0 50.7 
45.0 57.0 47 .6 
39.9 43.1 59.5 
30.8 34.2 39. 2 
65.4 66.4 55e4 
56.5 61. 6 54.2 
59.0 75.2 62.2 
52.7 44.8 44.1 
42o7 50.5 29. 1 
4106 53.4 45.9 
31.9 37.6 45.8 
41 .4 50.9 44.2 
47.7 51.0 57.0 
46.2 43.4 58. 2 
50.1 48.0 42.4 
42.5 43.5 60.0 
· 35.6 40.2 480 2 
36o2 
Number of First 
Order Runs Per Group 
1-=33 
334 
335 
336 
335 
336 
322 
328 
334 
328 
346 
336 
330 
328 
321 
330 
341 
334 
329 
329 
323 
329 
339 
347 
335 
334 
325 
330 
338 
338 
343 
340 
318 
330 
Groun Numbers 
... 
324 
334 
328 
340 
336 
322 
326 
336 
333 
334 
334 
330 
322 
338 
332 
325 
334 
326 
330 
324 
328 
343 
336 
344 
337 
323 
332 
342 
328 
343 
337 
.316 
331 
326 
331 
331 
340 
328 
325 
334 
332 
336 
343 
326 
333 
323 
336 
341 
326 
328 
328 
334 
325 
332 
341 
336 
329 
324 
325 
322 
347 
332 
340 
329 
313 
322 
326 
Number of Groups Tested Serial 
Correla, tion 
. ) 2 5 10 50 100 Coefficient 
2 
Grand Frequency X 99.2 89.7 85.8 61 .8 55.2 0.387 
93 
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Table 2 - Statistical Comparison of Regular Programs 
vs. Regular With Administrative Charges {R with A) 
Class Number E(RwithA) O(RwithA) 
in Mino Regular 
Programs 
0-.9 1045 1087.4 1052 
1-1.9 484 503.8 501 
2-2.9 190 197.8 212 
3-3.9 91 94.7 100 
4-4.9 66 68.7 69 
5-5.9 35 36.4 42 
6&up 19 19.8 33 
Regular=1930 
Regular with Adm1n1strat1on=2009 
·~ 
2 
X 
.05,6 
=11 • 1 
2 X :15.1 
.01,6 
:. Not Significant at 1% Level 
94 
IE-0 I ( IE-0 I) 2 JEc:Ol2 
E 
35.8 1028. 2 0.94 
2.8 7.8 0.01 
14.2 201.6 1.02 
5.3 28.1 0.30 
0.3 o. 1 o.oo 
5.6 31 .4 0.86 
13.2 174.2 8.80 
[11 .93 
.,,..... ' "' 'I • • J ~.'.,, ' ' ~·" : ' ' 
r 
822 
814 
831 
831 
811 
809 
822 
815 
823 
818 
809 
829 
840 
815 
826 
817 
825 
822 
824 
825 
821 
828 
807 
824 
813 
f ' 
825 841 823 
833 825 838 
817 821 822 
805 831 832 
828 811 831 
816 830 817 
826 831 816 
817 820 833 
818 815 843 
826 831 820 
828 830 833 
811 822 825 
811 846 828 
820 831 844 
815 825 813 
802 831 819 
830. 821 813 
823 824 807 
811 812 820 
814 815 813 
824 817 811 
803 827 834 
824 821 836 
810 827 805 
806 823 821 
Table 3 - First 100 Normal Random 
Deviates Generated Using SIGNON 
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Time 
O-o9 min. 
1-1 o9 
2-2~9 
3-309 
4-4.9 
5-5.9 
6-6.9 
. . 
7-709 ,. 
8-8.9 
9-9 o9 · 
10-10.9 
11-11.9 
1 2-12.9 
13-13.9 
14-14.9 
15-15.9 
16-16.9 
17-17.9 
18-18 o9 
19-19.9 
20-20.9 
21an21.9 
22-22.9 
23-23 .9 
24-24.9 
25-25.9 
26-26.9 
27-27 e9 
28-28.9 
29-29 .9 
30-30.9 
31-31.9 
32-32.9 
33-33.9 
34-34.9 
35-35.9 
36-36.9 
37-37.9 
• • 
• • 
44-44.9 
45-45.9 
46 & up 
Table 4 - Classification of 3081 Program• 
By Frequency/ Type/ Time 
I 
Regular FORTRAN Special 
1052 1 1 79 
501 147 81 ,~ 
21~2 72 59 
100 60 45 
69 44 24 
42 23 ' 18 
33 14 9 
0 16 14 
0 12 12 
• 10 1 1 
• 17 1 1 
• 1 9 
. 0 7 
.• 
1 8 
0 4 
1 8 
0 2 
0 0 
1 
• I 
• 
'• 3 
• 1 
.. 1 
0 
' ' 1 
1 
. 
3 I . ·: 
;. : 1 
0 
• .a..: 1 
. ' 0 
'' 
' . 
. O· 
1 
. ' 0 
1 
; 
1 
., 0 .' 
2 
: 0 
• 
.. 
' . • 
0 
1 
0 
96 
) 
/ 
:t\~/ 
70 
58 
24 
16 
9 
7 
5 
8 
3 
2 
3 
2 
2 
3 
3 
3 
2 
1 
1 
1 
1 
1 
1 
0 
0 
• 
• 
• 
. 
. 1 • 
2. 
3. 
4. 
5. 
6. 
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