Introduction and preliminaries
In Extreme Value Theory (EVT) we deal essentially with the estimation of parameters of extreme or rare events. A large number of applications in areas such as hydrology, telecommunications, finance, biology and environmental studies, reveals the need for an adequate estimation of those parameters.
The classical assumption in EVT is that we have a set of independent and identically distributed (i.i.d.) random variables (r.v.'s), X 1 , . . . , X n , from an unknown distribution function (d.f.) F and we are concerned with the limit behavior of either M n ≡ X n:n = max(X 1 , . . . , X n ) or m n ≡ X 1:n = min(X 1 , . . . X n ) as n → ∞. Thinking on maximum values, whenever it is possible to linearly normalize M n so that we get a non-degenerate limit, as n → ∞, such a limit is of the type of the extreme value (EV ) d.f., 
We then say that F is in the domain of attraction for maxima of EV γ , denoting this by F ∈ D M (EV γ ).
There is a large variety of parameters of extreme events, but the estimation of the extreme value index, the parameter denoted γ, in (1) , is of primordial importance by itself and because it is the basis for the estimation of all other parameters of extreme events. Among the most relevant parameters of extreme events, and assuming that we are interested in large values,
i.e. in the right tail of the underlying model F , we can mention:
• the probability of exceedance of a high level x ≡ x H , p x := P(X > x) = 1 − F (x);
• the return period of a high level x, which is given by r x := 1/(1 − F (x)) in any i.i.d. scheme;
• the right endpoint of an underlying model F , x * ≡ x F := sup{x :
• a high quantile of probability 1 − p, p small, situated in the border or even beyond the range of the available data, defined as χ 1−p := inf {x : F (x) ≥ 1 − p} =: F ← (1 − p) = U (1/p), p < 1/n, where U (t) = F ← (1 − 1/t), t ≥ 1 is the associated reciprocal quantile function. In financial frameworks χ 1−p is known as the Value at Risk at a level p (VaR p ).
The EV γ d.f., in (1), incorporates the three Fisher-Tippett types:
• Gumbel: Λ(x) = EV 0 (x) = exp(− exp(−x)), x ∈ R, (γ = 0), the limit for exponential tailed distributions;
(γ = 1/α > 0), the limit for heavy tailed distributions;
(γ = −1/α < 0), the limit for short tailed distributions.
We can consider location and scale parameters, µ ∈ R and σ > 0, respectively, in the EV γ d.f., denoting it by EV γ (x; µ, σ) = EV γ ((x − µ)/σ).
To say that F ∈ D M (EV γ ) means that for large values of n we can consider the approximation P [X n:n ≤ x] = F n (x) ≈ EV γ ((x − b n )/a n ), for adequate a n > 0 and b n ∈ R. The shape parameter γ is directly related to the weight of the right tail, F := 1 − F , of the underlying model F . As γ increases the right tail becomes heavier and heavier. Figure 1 shows the behavior of the right-tails for the three different types of EV models, and the Gauss model for comparison. • If γ = 0, the right tail is of an exponential type. The right endpoint can then be either finite or infinite;
• If γ > 0, the right tail is heavy, of a negative polynomial type, and F has an infinite right endpoint;
• If γ < 0, the right tail is light, and F has a finite right endpoint, is said to have an extremal index θ ∈ (0, 1] if, for all τ > 0, there exists a sequence of levels (u n (τ )) n∈N , such that
From this definition we see that the extremal index , θ, can be informally defined by the approximation 
as n −→ ∞, for normalizing sequences {a n > 0} and {b n }, if and only if,
where
is a extreme value d.f. with location, scale and shape parameters (µ θ , σ θ , γ θ ) given by
The extremal index estimation is then important not only by itself but also because of its influence in the estimation of other important parameters of rare events.
Extreme value index and extremal index estimation
Here, we consider models with a heavy right tail, i.e. models for which γ > 0.
We write
Given a sample (X 1 , . . . , X n ), let X 1:n ≤ · · · ≤ X n:n be the associated ascending order statistics. The semi-parametric estimation of γ is usually based on the k top order statistics in the sample. Several estimators have been extensively studied by many authors. For heavy right tail models, we consider here a classical estimator, the Hill estimator (Hill, 1975) , H, and a more recent very well behaved estimator, the minimum-variance reduced-bias estimator (Caeiro et al., 2005) , H, defined, respectively, as
and Identifying clusters by the occurrence of downcrossings or upcrossings, we can write
The classical up-crossing U C-estimator, Θ U C (Nandagopalan, 1990; Gomes, 1990 Gomes, , 1992 Gomes, , 1993 , is a naive estimator that comes directly as an empirical counterpart of (4),
for a suitable threshold u n , where I(A) denotes, as usual, the indicator function of A.
Consistency of this estimator is obtained provided that the high level u n is a normalized level, i.e. if with τ ≡ τ n fixed, the underlying d.f. F verifies
A deterministic level u ∈ [X n−k:n , X n−k+1:n [ is considered. The U C−estimator can now be written as a function of k, the number of top order statistics above the chosen threshold,
For many dependent structures, the bias of Θ U C (k) has two dominant components of orders k/n and 1/k (see Gomes et al., 2008b) ,
whenever n → ∞ and
The Generalized Jackknife methodology has the properties of estimating the bias and the variance of any estimator, helping the building of estimators with bias and mean squared error often smaller than those of an initial set of estimators.
The Generalized Jackknife methodology states that if the bias has two main terms we would like to reduce, we need to have access to three estimators, with the same type of bias. such that
the Generalized Jackknife Statistic (of order 2) is given by
Using the information obtained from (7) 
This is an asymptotically unbiased estimator of θ, in the sense that it can remove the two dominant components of bias referred to in (7).
Monte Carlo simulations
Asymptotically, the reduced-bias estimators in (3) and (8) Choosing
, as n → ∞, i.e. {Y n } has then extremal index θ = 1/2 (see Leadbetter and Rootzén, 1988) . 
, a}/(a + 1) and 1/2 ≤ θ ≤ 1 (see Davidson, 2011 ).
An illustration of the finite sample behavior of the extreme value index estimators
Extensive comparative simulation studies of the extreme value index estimators H and H, in (2) and (3), respectively, can be seen in Caeiro et al. Heuristic choice of the optimal sample fraction 1. Given an observed sample (x 1 , . . . , x n ), compute, for k = 1, . . . , n − 1, the observed values of T (k).
2. Obtain j 0 , the minimum value of j, a non-negative integer, such that the rounded values, to j decimal places, of the estimates in Step 1
. . , n − 1, the rounded values of T (k) to j decimal places. 
max , now with two extra decimal places, i.e. compute T (k) = a 6. The best estimate is the value of T that corresponds to the maximum run size l T computed in Step 3.
From the models described above, samples were generated for some values of the parameters. Table 1 Table 1 : Results from the application of the adaptive algorithm to the models described. Random samples were generated considering the true values of parameters pointed out.
In Figure 11 , we present the sample paths of the estimators of γ for two independent samples from Fréchet models with γ = 1 and γ = 0.25, as a function of k, together with the adaptive choices provided by the algorithm. 
Concluding remarks
The heuristic algorithm described above seems to perform very well in the choice of the level k to be used in the estimation of both γ and θ. Further simulation studies are now in progress. For the estimation of γ, and as expected, the algorithm leads to large k-estimates and consequently to more reliable estimates of γ. A similar comment applies to the adaptive estimation of θ.
However we think that future research is still welcome for improving the estimators of θ, so that more stable patterns can be obtained and possibly other alternative adaptive estimators too.
