ABSTRACT The outage probability of an interference-limited linear vehicular ad hoc network (VANET) with random multiple access protocol is studied in this paper. All nodes in the VANET, including the intended transmitter-receiver pair and the interferers, are assumed to form a homogeneous Poisson point process. Communications between any two nodes in the network are carried out by using nodes between them as relays. For a given network section, more nodes between the source and the destination means more relays, thus a stronger signal component due to smaller pathloss between two neighboring nodes. Meanwhile, more nodes generate more mutual interference. A random multiple access protocol, where each node transmits with a certain probability, is adopted to reduce interference. To characterize the competing effects between pathloss and interference, we derive analytically the upper and lower bounds of the outage probability for a cluster of nodes over a fixed section of the network under the interference-limited environment. The outage probability bounds are derived as explicit functions of various system parameters, including the pathloss exponent, node mobility, transmission probability, and cluster size. Optimum designs are then performed to minimize the outage probability with respect to several system parameters, such as the node density, cluster size, and node mobilities.
I. INTRODUCTION
Vehicular ad hoc network (VANET) provides a platform for vehicles on the road to exchange information with each other without the need of an infrastructure. VANET on highways can be modeled as a linear multi-hop network, where all vehicles (nodes) in the network are randomly distributed on a line, and a pair of nodes can communicate with each other by using the vehicles between them as intermediate relays [2] .
Next generation wireless networks are envisioned to support low latency broadband wireless services for a large number of simultaneous users with extremely limited spectrum resources. To meet this goal, we need to adopt aggressive spectrum reuse schemes that can support a large number of users in a unit area. Consequently, interference will become a dominating factor for network design, and it will play a significant role in various aspects of the network performance, such as outage probability [3] , [4] , transport capacity [5] , transmission capacity [6] , network connectivity [7] - [10] and transmission delay [11] , [12] . The connectivity of a static ad hoc network is studied in [7] , where interference-aware scheduling algorithms are proposed to maximize the network connectivity. In a VANET, the network topology and the number of nodes change with time due to node mobility [10] . In [11] , the end-to-end delay of a linear ad hoc network is minimized by considering random network topology. The delay-constrained network connectivity of a VANET with random topology and dynamic node population is studied in [10] .
The outage probability plays an important role in planning, designing and evaluating VANETs and other ad hoc networks. The outage probabilities of single-hop transmissions have been studied extensively in the literature for various channel configurations [13] - [17] . In VANET, the employment of multi-hop transmission and the presence of mutual interference will have significant impact on the system performance. The outage probability of multihop inter-vehicular communication with regenerative and non-regenerative relays are studied in [18] , which considers the so-called n * Rayleigh distribution. In [19] , the outage probability of a multi-hop network is studied by using a decentralized compute-and-forward protocol. Nevertheless, the impacts of co-channel interference are not considered in the above works. In [20] , the outage probability of a two-hop multi-user system is optimized by using opportunistic relay selection, which is designed to minimize the interference generated by randomly distributed relays. The outage probability of linear mobile ad hoc network with dual hop relays and amplify-and-forward is studied in [21] for an interferencelimited environment. The results in [19] and [20] cannot be readily extended to networks with more than two hops, which is important for source-destination pair with large distance.
In this paper, we study the outage probability of an interference-limited linear VANET. Under the interferencelimited assumption, the impact of noise can be ignored because the effect of the co-channel interference is much greater than that of noise [9] , [11] . We adopt a practical system model that includes a large number of operation factors, including the effects of large-scale pathloss, small-scale multipath fading, random node position, and dynamic node population due to node mobility. It is assumed that the nodes in the VANET form a homogeneous Poisson point process (PPP), with the average density determined by the node mobility as shown in [10] . Adjacent nodes within a finite section of the network are grouped into clusters, and nodes within the same cluster communicate with each other by using their immediate neighbor as relays. Under the interference-limited assumption, the outage is defined by using the signal-tointerference ratio (SIR) [5] , [11] , [12] , that is, an outage event occurs in a cluster if the SIR of at least one pair of neighboring nodes is below a predetermined threshold.
The number of nodes in a finite network section plays a critical role on the network outage probability. A larger number of nodes means a stronger signal power at the receiver due to smaller pathloss with a shorter inter-node distance per hop. On the other hand, more nodes lying in the finite section of the linear network means more mutual interference, which will degrade the SIR. To reduce interference, we adopt a random multiple access protocol where each node transmits with a certain probability to reduce the number of concurrent transmissions. We characterize the competing effects between pathloss and interference by developing upper and lower bounds of the outage probability in a cluster of nodes located in a finite section of the network. The outage probability bounds are expressed as functions of the SIR threshold, cluster size, the pathloss exponent and the transmission probability. It is shown that the outage probability is a quasiconvex function with the average cluster size, mainly due to the two competing effects between pathloss and interference.
Optimum designs are performed to identify the optimum system operation parameters, such as the cluster size and node mobility, which can minimize the outage probability.
The main contributions of this work are summarized as follows. First, the new theoretical outage probability bounds obtained in this work analytically quantify the impacts of node density and node mobility on the competing effects between pathloss and interference in a multi-hop VANET. This is different from most previous works, which either use interference-free assumption [18] , [19] , artificially limit the number of hops [20] , or assume static or fixed number of nodes. Second, the new analytical results enable the optimum designs of multi-hop VANET by considering a wide range of practical system configurations, such as node mobility, cluster size, transmission probability, and pathloss exponent. The optimum designs theoretically identify the optimum cluster size that can minimize the outage probability in the presence of random co-channel interference and dynamic node populations due to node mobility. To the best of our knowledge, such optimum designs are not available in the previous literature.
The remainder of this paper is organized as follows. Section II introduces the system model and problem formulation. Section III develops the analytical outage probability approximations by considering practical system operations. The impacts of the average cluster size and node mobility on the outage probability are studied in Sections IV. Numerical and simulation results are presented in Section V, and Section VI concludes the paper.
II. SYSTEM MODEL AND ASSUMPTIONS

A. NETWORK ARCHITECTURE
Consider a VANET with moving nodes (vehicles) randomly distributed on the road. Assume the vehicles follow a Poisson process with average arrival rate λ 0 , and nodes can pass each other freely. Let V denote the random speed of a vehicle, and assume that the speeds of different vehicles are identically and independently distributed (i.i.d.) [10] , [22] . Then during the steady state, the nodes moving on the road form a PPP with intensity [10] ,
The value E V −1 depends on the distribution of the random vehicle speed V , which in turn depends on the mobility pattern. For different mobility patterns, we can always calculate E V −1 analytically or numerically by following the statistical distributions of V .
To improve communication quality, adjacent nodes are grouped into clusters. Assume all nodes in a length-L section are grouped into one cluster, where the section length L can be adjusted to control the cluster size. Without loss of generality, we study the road section with coordinate [0, L] as illustrated in Fig. 1 . The cluster size, K , is defined as the number of nodes in finite section [0, L] . Then the cluster size K is a random variable (RV) following Poisson distribution with mean z = λL. As shown in Fig. 1 , we order the nodes n i (i = 1, 2, · · · , K ) based on their positions, and denote the coordinates of the nodes as X 1 ≤ X 2 ≤ X 3 ≤ · · · . Multihop transmission with the decode-and-forward (DF) scheme is used in the network.
B. INTERFERENCE MODEL AND SIR
We assume a full resource reuse model, that is, all nodes in the network use the same spectrum resources and they will interfere with each other. Thus the transmission between any pair of adjacent nodes is subject to the interference from all other co-currently transmitting nodes in the network. Due to the large number of interfering nodes in the network, we focus on the interference-limited systems, that is, the impact of noise is negligible compared to the dominating impact of the interference. We adopt a random access protocol [23] , where each node transmits with probability ρ ∈ (0, 1]. The parameter ρ can be adjusted to control the interference level.
For the (i − 1)-th hop, the SIR at node n i is
where P k is the transmission power of node n k , I i is the set of all nodes in the network except nodes n i−1 and n i , α is the large-scale pathloss exponent, h k,i denotes the small-scale fading, d k,i is the distance between nodes n k and n i , and t k is a Bernoulli RV with parameter ρ, with t k = 1 representing node k in the transmission mode. The potential interferers of the (i − 1)-th hop include all nodes in the linear network except the transmitter-receiver pair n i−1 and n i . It should be noted that the interference includes both the nodes in the same cluster and all nodes from other clusters. The channel is assumed to experience Rayleigh fading, i.e. h k,i ∼ CN(0, 1).
C. OUTAGE PROBABILITY
A cluster of nodes communicate with each other by using their immediate neighbors as relays. An outage event occurs in the cluster if the SIR between at least one pair of neighboring nodes in the cluster is less than a predefined threshold β.
The outage probability of a cluster of nodes located in [0, L] can then be defined as
where is the conditional probability of no outage given that k nodes are in the cluster. The objective of this paper is two fold. First, analytically identify the relationship between the outage probability and the system parameters, such as the node density, cluster size, pathloss, and SIR threshold. Second, minimize the outage probability by finding the optimum system parameters, such as the optimum cluster size (the number of hops, the dynamic population) and node mobility. We first develop the analytical outage probability in Section III. The optimizations are discussed in Sections IV-A and IV-B.
III. OUTAGE PROBABILITY
The outage probability of a cluster of nodes located in [0, L] is unsuccessful is studied in this section.
As illustrated in Fig. 2 , denote the distance of the adjacent transmitter-receiver pair as Y n = X n −X n−1 , for n = 1, 2, · · · . To simplify notation, denote X 0 = 0, and then
From (2), if the distance Y n is given, the randomness of the SIR γ n depends on the small-scale fading. Therefore, the SIRs are mutually independent conditioned on inter-node distances.
Then, P s (L|k) in (4) can be derived as
where
A. STATISTICAL PROPERTIES OF γ i AND Y
We first study the statistical distributions of γ i and Y , and the results will be used to develop the outage probability in the next two subsections. 
where q α = 
As a result, the success probability of one hop transmission with length y i , Pr(γ i ≥ β|Y i = y i ), is bounded by exp −c 0 λρβ 1 α q α y i , and the upper and lower bounds converge as λ and/or β is small. We will show through numerical results that they can provide insights on approximating the outage probability for practical values of λ and β.
The joint distribution of the distance vector Y is derived as below.
Lemma 2: Consider a homogeneous PPP with
Proof: The proof is in Appendix B.
B. CONDITIONAL SUCCESS PROBABILITY P S (L|K )
In this subsection, we will derive the conditional success probability, P s (L|k), which is the conditional success probability when there are k nodes in the cluster in
From Lemmas 1 and 2, the conditional probability P s (L|k) can be written as
where c 0 = 1, 2, and H n (x) is defined as
The results regarding H n (x) can be derived in the following lemma.
Lemma 3: H n (x) defined in (10) can be solved as 
where c 0 = 1, 2.
Proof: The proof is in Appendix D. The infinite summation in (12) can be used to facilitate the derivation of the unconditional success probability, which is given in the following theorem. 
Proof: The proof is in Appendix E. Theorem 2 provides an explicit expression to approximate the outage probability of a cluster with length L, which includes a number of system parameters, such as, the densitylength product z = λL, the SIR threshold β, the transmission probability ρ, and the pathloss exponent α. The result in Theorem 2 analytically identifies the impacts of these system parameters on the outage probability, and we can minimize the outage probability by adjusting some of the controllable parameters.
It can be easily seen from (13) 
This can be explained by the fact that if we increase λ or L, the number of hops in the section increases. Thus the probability that the SIRs of all hops are above the threshold simultaneously drops to 0 as the number of hops goes to infinity.
With the outage probability given in Theorem 2, we can calculate the throughput of the system as,
The throughput is calculated by assuming perfect decoding at the receiver once the SIR is above the threshold β [5] , [24] , [25] .
IV. OPTIMUM SYSTEM DESIGNS
In this section, we study the impacts of various system parameters on the outage probability, and identify the optimal designs which can minimize the outage probability. Specifically, we will study the impacts of cluster size, transmission probability and node mobility patterns. (1) the outage probability P out (L) in ( (13) is increasing with the transmission probability ρ, and it satisfies,
The proof is in Appendix F. As mentioned above, the optimum density-length product z * expressed in (16) depends on the SIR threshold β and the pathloss exponent α. For a VANET, the node density λ is related to the average arrival rate λ 0 and the nodes speed distribution as shown in (1). Thus λ cannot be directly controlled. For a given λ, we can minimize the outage probability by dynamically controlling L * = z * λ , the length of the section related to one cluster.
In addition, it is shown in Theorem 3 that the outage probability increases with ρ. This is due to the fact that a higher transmission probability means more interference. The lower and upper bounds in (17) are obtained by setting ρ → 0 and ρ = 1, respectively.
B. IMPACT OF NODE MOBILITY ON THE OUTAGE PROBABILITY
The impacts of node mobility on the outage probability are studied in this subsection.
In order to analytically identify the impacts of node mobility, we consider a simple model with the node speeds are uniformly distributed between [v 0 , v 0 + ], and this is the same as the model used in [22] and [26] . This model is applicable when traffic is not congested and there is no disturbing factor, e.g., uncongested freeway traffic. Under the uniform speed model, the mean and variance of the node speed arev
From (1), the relationship between the node density and the node speed is
Next we will study that for given L and λ 0 , the optimum values of v 0 and that can minimize the outage probability. 
where λ * = z * L with z * given in (16) . Given speed gap , the optimum value of v 0 that minimizes the outage probability is
Proof: The proof is in Appendix G.
V. SIMULATION RESULTS
Simulation and numerical results are presented in this section.
For all simulation examples, the nodes in the linear network are generated by following a homogeneous PPP over an interval on [−l 0 , l 0 ], i.e., the number of the nodes is a RV following the Poisson distribution with mean 2λl 0 , and the nodes are uniformly distributed between −l 0 and l 0 . We set l 0 = 100, 000 to model an infinite field. We focus on a cluster of nodes located between [0, L] in the network, and evaluate the outage probability. The pathloss exponent is α = 3 for all examples. We first validate the analytical bounds on the one-hop success probability with given inter-node distance Y as presented in Lemma 1. Fig. 3 presents the one-hop success probability as a function of the distance Y between the source and destination for given system parameters. The parameters are β = 0 dB, ρ = 1, and λ = 10 −3 or 10 −4 . It is shown that the simulated probability falls between the upper and lower bounds, and the gap between the bounds and the exact expression becomes smaller with the decrease of λ. The upper bound with c 0 = 1 is closer to the simulation results than the lower bound. Thus the expression with c 0 = 1 can provide a very good approximation of the exact outage probability of a multi-hop transmission. In the following analysis, we will use the expression obtained by c 0 = 1 to approximate the true value.
As illustrated in Fig. 4 , the outage probability of an interference-limited linear multi-hop transmission is presented as a function of the length of the section L, under various values of the parameter ρ. Again the approximation with c 0 = 1 is very tight for the exact outage probability. As expected, reducing the transmission probability ρ will decrease the outage probability due to less interference. As presented in Theorem 3, for a given ρ and λ, the outage probability is a quasi-convex function of the average cluster size z and L. It can be seen that when L < z * λ , the outage probability decreases in L. In this case, the positive effects of stronger signal due to shorter distance per hop dominate the negative effects of interference. Once the value of L is greater than z * λ , the situation reverses and the outage probability increases in L. Fig. 5 shows the throughput as a function of the cluster size. The analytical results are obtained by setting c 0 = 1. The throughput is quasi-concave in the cluster size λL, because the outage probability is quasi-convex in the cluster size. Thus we can obtain the optimum cluster size that can maximize the throughput. In addition, increasing the SIR threshold from 0 dB to 5 dB lead to a higher peak throughput under the optimum cluster size for different system configurations. This is due to the fact that increasing the SIR threshold leads to a higher spectral efficiency, which outweighs the The outage probability of an interference-limited VANET is presented as a function of v 0 under various values of section length L in Fig. 6 . The speed gap is = 20 km/hr. When and L are given, the probability that the multihop transmission in VANET is failing is quasi-convex in the minimum speed v 0 . The optimum values of v 0 that minimize the outage probability are 33.44, 41.85, and 50.29 km/hr for L = 500, 600, and 700 m, respectively. The result indicates that a VANET cluster can cover a longer distance on roads with higher speed limits. Once reaches its bottom, the logarithm of the outage probability increases almost linearly in L, with the slope determined by the average speed. A higher speed results in a larger value of the average distance L * . When L is small, the network with a smaller average speed has a lower outage probability. On the other hand, the success transmission of longer network section benefits more from higher speed.
VI. CONCLUSION
The outage probability of an interference-limited linear multi-hop VANET with random multiple access protocol has been studied in this paper. The analysis was performed by using a system model that can capture the complex interactions among various system parameters, such as largescale pathloss, small-scale fading, the mutual interference from nodes in the same network, random node locations, and dynamic node populations due to node mobility. Due to aggressive spectrum reuse inside a cluster of nodes, it has been shown that there are competing effects between pathloss and interference. These effects have been identified through the development of an upper and lower bound of the outage probability. The outage bounds explicitly characterize the impacts of various system parameters on the system performance. Specifically, it has been shown that the probability bounds are quasi-convex in the density-length product, which has been optimized to minimize the outage probability.
APPENDIX A
Two cases are considered here. In case I, we only consider the interferers located on the right hand side (RHS) of the receiver, and this corresponds to the upper bound of the probability due to less interference. In case II, we consider all nodes in the PPP are interferes, but assume that the transmitter and receiver are not part of the PPP. Since the transmitter and receiver are not part of the interfering PPP in above two cases, some interferers can be located between the transmitter and receiver in case II. Thus case II corresponds to the lower bound of the outage probability because it has more interference than the actual configuration.
Denote the SIRs of case I and case II as γ i and γ i , respectively. Since case I has less interferers than the actual scheme, and case II has more interferers than the actual scheme, we have
Consequently, {γ i ≥ β} ⊆ {γ i ≥ β} ⊆ {γ i ≥ β}. Then, the conditional CCDF of γ i is bounded by,
The probability lower bound can be obtained with the configuration in case II. Denote the total interference power as
where L I i (ξ ) is the Laplace transform of the PDF of I i . Since the interferers are generated by homogenous PPP with intensity λρ, we can calculate the Laplace transform L I i (ξ ) by using Campbell's Theorem [27] as,
Substituting (28) into (26) yields the lower bound in (6) . For the upper bound in case I, the analysis is similar to the lower bound, except the integration limit in (27) . Since only the interferers from the RHS of the receiver are considered, the integration limit in (27) needs to be changed to [0, ∞] in the calculation of the upper bound, which leads to the upper bound in (6) .
APPENDIX B
Since the nodes located in [0, L] are generated by PPP with intensity λ, these nodes are distributed between 0 and L independently and uniformly, and the number of the nodes lying in the interval is a RV that follows Poisson distribution with mean λL [10] , [28] . Define the extended distance vector [10, Lemma 3] , the joint PDF of the vectorỸ is
The proof is completed by solving the integral in (30) with (29).
APPENDIX C
It can be proved by mathematic induction. Let a 0 = c 0 ρβ 1 α q α . For n = 1, we have,
Assume (11) holds for n = m. When n = m + 1,
The above integral can be solved by combining (35) with the expression in (11), then it yields,
The proof is completed.
APPENDIX D
From (9) and (11), we have
where a 0 = c 0 ρβ 1 α q α , and
Combining (40) and (41) yields
Finally (12) can be obtained by simplifying (42).
APPENDIX E
As mentioned in Theorem 1, the end-to-end success probability of a multi-hop transmission in a linear network with dynamic population (3) can be calculated as,
where a 0 = c 0 ρβ
and
Let u = a −1 0 , we have
Applying the identities below in s 2 , s 3 and s 4 ,
and simplifying results in the end-to-end success probability, then the outage probability defined in (3) is obtained in (13) .
APPENDIX F
(1) We first analyze the impacts of the cluster size on the outage probability. Define a new function
Then, we have f (z) = P out (L). The first derivative of f (z) is
The first and second derivatives of g(z) are, respectively,
Therefore, g(z) is convex. Solving g (z) = 0 yields z 0 = log a 0 a 0 −1 > 0, which is the point minimizing g(z). It can be easily shown that g(0) = 0. Since z 0 > 0, we have g(z) ≤ 0 for z ∈ [0, z 0 ]. Next it will be shown that lim z→∞ g(z) = ∞. When a 0 > 1, it is straightforward that lim z→∞ g(z) = ∞. When 0 < a 0 < 1, g(z) can be written as
It can be obtained that
Because g (z 0 ) = 0 and g (z) strictly increases with z, it can be obtained that when z > z 0 , g (z) > 0. Then, g(z) strictly increases in (z 0 , ∞). Given that g(z 0 ) ≤ 0, and lim z→∞ g(z) = ∞, there exists exactly one z * in [z 0 , ∞) such that g(z * ) = 0.
Therefore, when z ∈ (z * , ∞), g(z) ≥ 0, and, when z ∈ [0, z * ), g(z) ≤ 0 . From (52), we have
f (z) ≥ 0, for λ ∈ [z * , ∞).
Therefore f (z) is quasi-convex in z = λL. In addition, the optimum z * that minimizes f (z) can be derived by solving g(z) = 0. 
Combining the above equation with (60) yields (16) . (2) The impacts of the transmission probability on the outage probability are investigated as follows.
Define a new function
where ≥ 0. Therefore, the outage probability is a decreasing function with ρ.
In the following, the proof of eq. (67) will be given by mathematic induction.
For k = 2, D 1 (z 1 , x) = {z 1 |0 < z 1 ≤ x}, then,
Assume ( where (a) is obtained by (69), and (b) is obtained by the assumption for k = n + 1. Therefore, (67) holds for k ∈ R, and the outage probability is increasing with ρ. Then, P out (L|ρ = 0) ≤ P out (L) ≤ P out (L|ρ = 1). The proof is completed.
