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2Re´sume´
La the`se est compose´e de deux parties.
Dans la premie`re partie, nous allons e´tudier le flot quasi-invariant de´fini par une e´quation
diffe´rentielle stochastique de Stratanovich avec le de´rive ayant seulement la BV-re´gularite´
sur un espace euclidien, en ge´ne´ralisant des re´sultats de L. Ambrosio sur l’existence,
unicite´ et stabilite´ des flots lagrangiens associe´s aux e´quations diffe´rentielles ordinaires
[Invent. Math. 158 (2004), 227–260]. Comme une application d’un re´sultat de stabilite´,
nous allons construire une solution explicite a` l’e´quation de transport stochastique en
terme de flot stochastique. La diffe´rentiabilite´ approximative du flot sera aussi investie,
lorsque le de´rive posse`de une re´gularite´ de Sobolev.
Dans la deuxie`me partie, nous allons ge´ne´raliser la the´orie de DiPerna-Lions aux cas des
varie´te´s riemanniennes comple`tes. Nous allons utiliser le semi-groupe de la chaleur pour
re´gulariser des fonctions et des champs de vecteur. L’estimation sur le commutateur sera
obtenue par la me´thode probabiliste. Une application de cette estimation est de prouver
l’unicite´ des solutions a` l’e´quation de transport a` l’aide du concept des solutions renormal-
isables. L’e´quation diffe´rentielle ordinaire associe´e a` un champ de vecteur de re´gularite´ de
Sobolev sera enfin re´solue en adoptant une me´thode due a` L. Ambrosio. La fin de cett par-
tie consacre a` la construction des processus de diffusion, par la me´thode de la variation de
constante, sur une varie´te´ riemannienne comple`te, ayant comme ge´ne´rateur, un ope´rateur
elliptique contenant le de´rive non-re´gulier. Pour cela, nous allons donner des conditions
sur la courbure pour que le flot horizontal canonique soit un flot de diffe´omorphismes.
Keywords: e´quation diffe´rentielle stochastique, flot des applications quasi-invariantes,
e´quation de transport stochastique, diffe´rentiabilite´ approximative, commutateur, solu-
tions renormalisables, Flot de DiPerna-Lions.
3Quasi-invariant flows associated with
irregular vector fields
Abstract
The thesis mainly consists of two parts.
In the first part, we study the quasi-invariant flow generated by the Stratonovich stochas-
tic differential equation with BV drift coefficients in the Euclidean space. We generalize
the results of Ambrosio [Invent. Math. 158 (2004), 227–260] on the existence, uniqueness
and stability of regular Lagrangian flows of ordinary differential equations to Stratonovich
stochastic differential equations with BV drift coefficients. As an application of the sta-
bility result, we construct an explicit solution to the corresponding stochastic transport
equation in terms of the stochastic flow. The approximate differentiability of the flow is
also studied when the drift coefficient has some Sobolev regularity.
In the second part, we generalize the DiPerna-Lions theory in the Euclidean space to the
complete Riemannian manifold. We define the commutator on the complete Riemannian
manifold which is a probabilistic version of the one in the DiPerna-Lions theory, and
establish the commutator estimate by the probabilistic method. As a direct application
of the commutator estimate, we investigate the uniqueness of solutions to the transport
equation by the method of the renormalized solution. Following Ambrosio’s method, we
construct the DiPerna-Lions flow on the Riemannian manifold. In order to construct the
diffusion process associated to an elliptic operator with irregular drift on the complete
Riemannian manifold, we give some conditions which guarantee the strong completeness
of the horizontal flow. Finally, we construct the diffusion process with the drift coefficient
having only Sobolev regularity.
Besides, we present a brief introduction of the classical theory on the ordinary differential
equation in the smooth case and the quasi-invariant flow of homeomorphisms under the
Osgood condition before the first part; and we recall some basic tools and results which
are widely used throughout the whole thesis after the second part.
Keywords: Stochastic differential equation, quasi-invariant flow, stochastic trans-
port equation, approximate differentiability, commutator, renormalized solution, DiPerna-
Lions flow
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Chapter 1
Summary
1.1 Introduction and background
Let’s begin our journey by considering the Itoˆ stochastic differential equation (abbreviated
as SDE) on Rd, i.e.,
dXt =
m∑
i=1
Ai(Xt) dw
i
t + A0(Xt) dt, X0 = x, (1.1.1)
where A0, A1, · · · , Am are vector fields on Rd and wt = (w1t , · · · , wmt ) is an m-dimensional
standard Brownian motion on Rm defined on the complete filtered probability space
(Ω,F , {F}t≥0, P ). In the classical theory of SDE, if the coefficients A0, A1, · · · , Am have
linear growth, which means there is a constant C0 > 0 such that
m∑
i=1
|Ai(x)|2 ≤ C0(1 + |x|2), |A0(x)| ≤ C0(1 + |x|),
then, for any x ∈ Rd, almost surely (abbreviated as a.s.), the solution Xt(x) to SDE
(1.1.1) does not explode in a finite time; in another word, the life-time is infinity. If the
coefficients A0, A1, · · · , Am satisfy the global Lipschitz condition, which means there is a
constant C > 0 such that
m∑
i=1
|Ai(x)− Ai(y)|2 ≤ C|x− y|2, |A0(x)− A0(y)| ≤ C|x− y|, (1.1.2)
for x, y ∈ Rd, then SDE (1.1.1) has a unique strong solution , denoted by Xt(x), which
starts from x at time 0. Then, similar as the case of solutions to an ordinary differential
equation (abbreviated as ODE), it is reasonable to ask whether the solutions Xt(x) define
a flow of diffeomorphisms, i.e.,
(a) Xt(x) is continuous in t and x a.s.;
(b) Xt : Rd → Rd is a diffeomorphism for any t a.s.;
(c) X0 = Id and Xs ◦Xt = Xs+t for any s, t a.s..
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To answer this question is not as easy as the ODE case, since the solution Xt(x) is defined
only outside a null set depending on the initial state (0, x). However, it was proved that
SDE (1.1.1) generates a global stochastic flow of homeomorphisms on Rd (see [46, 47, 51]).
But, different from the ODE theory, the homeomorphisms are only of Ho¨lder continuity
with order α ∈ (0, 1). Hence, it is not clear whether the push forward measure of the
Lebesgue measure Ld on Rd by the flow Xt, denoted by (Xt)#Ld, admits a density with
respect to Ld. There is a fundamental result in the classical SDE theory, which states,
the SDE has a unique strong solution if and only if the weak solution exists and the
pathwise uniqueness of solutions holds. The global Lipschitz condition can be weakened
to the linear growth condition plus the local Lipschitz condition, where the latter means
the coefficients A0, A1, · · · , Am satisfy that, for all R > 0, there is a positive constant CR
depending on R such that, for any x, y ∈ B(R) (open ball centered at 0 with radius R),
m∑
i=1
|Ai(x)− Ai(y)|2 ≤ CR|x− y|2, |A0(x)− A0(y)| ≤ CR|x− y|.
In fact, the local Lipschitz condition guarantees the local existence and pathwise unique-
ness of solutions as well as continuous dependence of the local flow on initial conditions,
while the linear growth condition allows us to pass from local to global by the applica-
tion of the Gronwall’s lemma procedure. Thus, SDE (1.1.1) has a unique strong solution
Xt(x). Moreover, the map (t, x) 7→ Xt(x) is continuous for all time, which means SDE
(1.1.1) is strongly complete in common language, and for all t > 0, the map Xt : Rd → Rd
is injective. However, it is not clear if the map is surjective in this case. In the one-
dimensional situation, the linear growth condition and local Lipschitz condition on the
coefficients also imply the strong completeness, and the proof is based on a comparison
theorem (see [73]). If the coefficients A0, A1, · · · , Am are globally Lipschitz continuous
and there exists a positive constant C such that the diffusion coefficients satisfy
m∑
i=1
〈x,Ai(x)〉2 ≤ C(1 + |x|2), for all x ∈ Rd,
then the stochastic flow generated by SDE (1.1.1) leaves the Lebesgue measure Ld quasi-
invariant (see Theorem 1.2 in the recent work [38]). Here and in the sequel, by quasi-
invariance, we mean that the push forward measure of the reference measure is absolutely
continuous with respect to itself and with positive Radon-Nikodym derivative. The proof
of this result is based on an a priori estimate for the Radon-Nikodym density (see Theorem
2.2 in [38]) and a limit theorem (see Theorem A in [48]).
In the case that the vector fields A0, A1, · · · , Am are in C∞b (Rd,Rd), SDE (1.1.1) defines
a flow of diffeomorphisms (see [51]). Also, Kunita [52] showed that the measures on Rd,
which are absolutely continuous with respect to the Lebesgue measure Ld with positive
smooth density, are quasi-invariant under the flow. This result was generalized by Luo [59]
to the case that the drift coefficient A0 is log-Lipschitz continuous. We should mention
that even for coefficients A0, A1, · · · , Am are C∞ with linear growth, if no restriction is
imposed on the growth of the derivatives of the coefficients, SDE (1.1.1) may not define
a flow of diffeomorphisms. In [55], instead of the Itoˆ SDE, the Stratonovich SDE in the
form
dXt =
m∑
i=1
Ai(Xt) ◦ dwit + A0(Xt) dt, X0 = x (1.1.3)
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was considered on a complete Riemannian manifold, where ◦ denotes the Stratonovich
integration. The advantage of the Stratonovich formulation is that SDE on manifolds
in this formulation transform consistently under diffeomorphisms between manifolds. It
is easy to see that if the diffusion coefficients are smooth enough (say C1), then Itoˆ
SDE (1.1.1) and Stratonovich SDE (1.1.3) are equivalent to each other. And Li [55]
proved that if the diffusion coefficients A1, · · · , Am belong to C2+α and the drift coefficient
A0 belongs to C
1+α, and all have linear growth, and the growth speed of the first and
second order derivative of the diffusion coefficients are of order
√
log |x| and the first
order derivative of the drift coefficient is of order log |x|, then SDE (1.1.3) generates a
global flow of diffeomorphisms. Recently, in [56], a 2-dimensional SDE with bounded
and smooth coefficients was constructed to show that it is complete, i.e., the SDE has a
global strong solution for each initial condition, but not strongly complete (see [34, 55]
for positive examples).
Apart from the Lipschitz coefficient case, there is a great interest on the non-Lipschitz
coefficient case. S. Fang and T. Zhang [39] obtained the pathwise uniqueness and the
non-contact property for SDE (1.1.1) under the general Osgood condition, which means
for positive constants C, c0 and any x, y ∈ Rd with |x− y| ≤ c0, it holds
m∑
i=1
|Ai(x)−Ai(y)|2 ≤ C|x−y|2 r(|x−y|2), |A0(x)−A0(y)| ≤ C|x−y| r(|x−y|2), (1.1.4)
where r is a positive continuous differentiable function on (0, c0] satisfying
∫ δ
0
ds
sr(s)
= +∞
for any δ > 0. The non-contact property here means that for x, y given such that x 6= y,
almost surly, Xt(x) 6= Xt(y) for t ≥ 0. In the case that r(s) = log 1s , in the same
paper, S. Fang and T. Zhang constructed the strong solution Xt(x) to SDE (1.1.1) by
the Euler approximation procedure and proved it is continuous with respect to (t, x) on
[0,+∞)×Rd; moreover, if the coefficientsA0, A1, · · · , Am have compact support, then SDE
(1.1.1) generates a stochastic flow of homeomorphisms on Rd (see [57]). Also, X. Zhang
[75] proved that SDE (1.1.1) defines a flow of homeomorphisms, under the condition that
the coefficients A0, A1, · · · , Am are Lipschitz at infinity, which means that (1.1.4) holds
for all x, y ∈ Rd and the function r satisfies the further assumption which requires r is
bounded on [1,+∞).
In the case that the diffusion coefficients are uniformly elliptic, a classical result due
to Stroock and Varadhan [67] says that if the diffusion coefficients A1, A2, · · · , Am are
bounded and continuous and the drift coefficient A0 is bounded and Borel measurable,
then the weak uniqueness of SDE (1.1.1) holds, in other words, uniqueness in law of the
diffusion. This result was strengthened in [71] by Veretennikov who showed that, in fact,
the pathwise uniqueness of the solutions holds. When m = d and the diffusion matrix
σ = Id, the identity, where σ = (σij)1≤i,j≤d and σ·j = Aj, j = 1, 2, · · · , d, Krylov and
Ro¨ckner [50] considered SDE (1.1.1) with quite singular drift coefficient, more pecisely,
A0 ∈ Lploc(Rd) with p > d+2, and they verified that the pathwise uniqueness of solutions
holds. X. Zhang [74] relaxed the restriction on σ, not requiringm is equal to the dimension
d and only requiring a := σ∗σ is non-degenerate. He verified that SDE (1.1.1) admits
a unique strong solution, under the further assumption that the diffusion coefficients
A1, A2, · · · , Am are bounded and continuous and all are in the Sobolev space W 1,2loc (Rd),
and the drift coefficient A0 is in L
2(d+1)
loc (Rd).
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We should mention that, in a recent work [42], Flandoli, Gubinelli and Priola studied
the case that diffusion coefficients are in C3b (Rd,Rd) with the drift coefficient locally
uniformly α-Ho¨lder continuous for some α ∈ (0, 1), and they obtained a stochastic flow
of C1-diffeomorphisms.
On the other hand, if the diffusion coefficients are completely degenerate, i.e., A1 = A2 =
· · · = Am = 0, both SDE (1.1.1) and SDE (1.1.3) reduce to the ODE on Rd, i.e.,
dXt
dt
= A0(Xt), X0 = x, (1.1.5)
where A0 may be a time dependent vector field on Rd. There are some well-known
classical theories on the well-posedness of ODE (1.1.5). When the vector field A0 is
Lipschitz continuous with respect to the spatial variable and uniformly with respect to
the time variable, the well-posedness of ODE (1.1.5) is simple and classical. This is the
so-called Cauchy-Lipschitz theory. Moreover, additional regularity of the vector field A0
is inherited by the flow. More precisely, if the vector field A0 is infinitely differentiable
with bounded derivatives, then the solution Xt(x) of ODE (1.1.5) provides a unique flow
of diffeomorphisms of Rd satisfying (1.1.5) and the flow property, namely, Xt+s = Xt ◦Xs.
In the classical setting, by the method of characteristics, the ODE has a strong connection
with the transport equation, a first order linear partial differential equation (abbreviated
as PDE), on Rd, i.e.,
∂tu+ A0 · ∇u = 0, u|t=0 = θ. (1.1.6)
That is, if Xt is a solution of ODE (1.1.5), then h(t) := ut(Xt) is constant with respect
to the time variable. In fact, formally,
dh(t)
dt
= ∂tut(Xt) +∇ut(Xt) · dXt
dt
= ∂tut(Xt) +∇ut(Xt) · A0(Xt) = 0.
It means that ut(x) := θ(X
−1
t (x)) is a unique solution of PDE (1.1.6).
In the past three decades, there is a big interest on the study of the cases that A0 is
less regular, especially on extensions of the elementary method of characteristics theory.
The main motivation stems from the study of many nolinear partial differential equations
in mathematical physics, such as the models from the kinetic theory and fluid mechan-
ics, where the vector field A0 is always of limited regularity, e.g., A0 is only of Sobolev
regularity with respect to the spatial variable.
In 1983, A.B. Cruzeiro [19] proved that on the Wiener space (W,H, µ) with a vector field
A0 : W → H in the Sobolev space D2∞(W,H) if, for all λ > 0,
(i)
∫
W
eλ(|A0|H+|divµ(A0)|) dµ < +∞,
(ii)
∫
W
eλ|∇A0|H⊗H dµ < +∞,
then there exists a unique flow of measurable maps Ut : W → W such that (Ut)#µ = Ktµ
and
Ut(x) = x+
∫ t
0
A0(Us(x)) ds,
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where Kt is the density of the flow Ut with respect to µ. This result has been generalized
in several works (see [12, 64], for example). And, at the same moment, Cruzeiro proved
that on Rd, if the vector field A0 is in C3(Rd,Rd) and
∫
Rd e
λ0(|A0|+|divσ(A0)|) dσ < +∞, for
some λ0 > 0, then the similar results hold, where σ is the standard Gaussian measure
on Rd. Note that there is no restriction on the gradient of A0. In that case, the ODE
with coefficient A0 has a unique solution up to the explosion time. So condition (ii)
insures the non-explosion and the existence of the density of the flow. In [17], Cipriano
and Cruzeiro obtained similar results under the hypotheses that A0 is in W
1,1
loc (σ) and
divσ(A0) is exponentially integrable, where W
1,1
loc (σ) and divσ denote the Sobolev space
and the divergence on Rd with respect to the Gaussian measure σ, respectively. We
comment here that for the Wiener space case, even A is smooth in the sense of Malliavin
calculus, it is not in general continuous with respect to the Banach norm of W . So we
have to use a procedure of smoothing and the estimate on e|∇A|H⊗H is usually needed.
In 1989, in the seminal work [23], R.J. Di Perna and P.L. Lions studied the situation in
which vector fields are in the Sobolev spaceW 1,1loc (Rd) with respect to the Lebesgue measure
Ld on Rd. They successfully solved ODE (1.1.5) by establishing the well-posedness of
PDE (1.1.6), where A0 is a vector field in W
1,1
loc (Rd). And they proved that ODE (1.1.5)
determines a unique flow of measurable maps Xt on Rd such that the Lebesgue measure
Ld is quasi-invariant under the flow. We should mention that there is no assumption on
the exponential integrability of the gradient of A0. An important concept in the DiPerna-
Lions theory is the renormalized solution, i.e., for any function β ∈ C1b (R), β(ut) solves
PDE (1.1.6) again in distribution sense. This concept was first introduced in the study
of the Boltzmann equation by Di Perna and Lions in [21, 22], and then applied to study
the transport equation by many other authors (see [1, 13, 14, 15], for example). And a
basic result in their theory is that if c²(f, A0) = (A0 · ∇f) ∗ χ²−A0 · ∇(f ∗ χ²) for a fixed
positive convolution kernel χ², i.e.,
χ ∈ C∞c (Rd),
∫
Rd
χ(x)dx = 1, χ²(·) = 1
²d
χ(
·
²
),
for ² > 0, then for any q > 1, there is a constant C > 0 such that
‖c²(f, Z)‖L1 ≤ C‖f‖Lp (‖∇Z‖Lq + ‖div(Z)‖Lq) . (1.1.7)
Later in 2004, L. Ambrosio [1] considered the continuity equation, i.e.,
∂tµ+Dx · (A0µ) = 0, µ|t=0 = µ0,
where Dx· is the formal divergence operator with respect to the spatial variable and µ0 is
a given Radon measure on Rd, and constructed a flow of quasi-invariant maps associated
to the vector field A0 with only BV regularity. His construction mainly consists of two
steps:
(1) applying a smoothing argument and the Prokhorov theorem, construct a coupling
measure η on the product space Rd ×W (Rd) such that (piRd)#η = µ0, (et)#η = µt
and
dγ(t)
dt
= A0(γ(t)), γ(0) = x
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holds η-almost everywhere (abbreviated as a.e.), whereW (Rd) = C([0, T ],Rd), piRd :
(x, γ) 7→ x is the projection map and et : (x, γ) 7→ γ(t) is the evaluation map for
any x ∈ Rd and γ ∈ W (Rd).
(2) show that there exists a map X : Rd → W (Rd) such that η = (Id×X)#µ0.
Then Xt constructed above solves ODE (1.1.5). Recently, Ambrosio and Figalli [4] proved
the existence and uniqueness of the so-called Lr-regular flow associated to the vector field
A0 on the abstract Wiener space (W,H, µ), mainly under the assumption of low Sobolev
regularity of A0 and the integrability of e
λdivµ(A0) for large enough λ > 0, and a similar
estimate as (1.1.7) was shown for the Ornstein-Ulenbeck semi-group on W (see also [36],
in which a small λ > 0 is enough and, further, the quasi-invariant flow via the transport
equation was constructed).
Now it is natural to pose the following questions.
Question 1. What is the stochastic counterpart of Ambrosio’s theory?
Question 2. Can we construct the DiPerna-Lions flow on the Riemannian manifold?
As for the first question, we should mention that Figalli [41] studied the connection be-
tween weak solutions in the sense of Stroock-Varadhan (see the definition in [67]) and
Fokker-Planck equations, which is a generalization of the DiPerna-Lions theory to the
stochastic counterpart following Ambrosio’s method (see [1, 2, 3]), and the study is done
by purely partial differential equation methods. Inspired by the work done by Ambrosio,
Lecumberry and Maniglia [7], Crippa and De Lellis [18] obtained some new type of es-
timates for ODEs whose coefficients are of Sobolev regularity. The key gradient of their
method is to estimate the following quality, i.e.,∫
B(R)
sup
0≤t≤T
sup
0<r<2R
[
1
Ld(B(x, r))
∫
B(x,r)
log
( |Xt(x)−Xt(y)|
r
+ 1
)
dy
]p
dx
in terms of ‖∇A0‖Lp (p > 1), where B(x, r) = {y ∈ Rd : |y − x| ≤ r}. To this
end, the inequality concerning the maximal function is used to control the difference of
|A0(t,Xt(x))−A0(t,Xt(y))| due to the absence of the Lipschitz condition. The inequality
states, for f ∈ W 1,1loc (Rd),
|f(x)− f(y)| ≤ Cd|x− y|(MR|∇f |(x) +MR|∇f |(y)) (1.1.8)
holds for x, y /∈ N and |x−y| ≤ R, where N is a null subset of Rd andMRg is the maximal
function of g defined by
MRg(x) = sup
0<r≤R
1
Ld(B(x, r))
∫
B(x,r)
|g(y)| dy.
We remark that inequality (1.1.8) was first introduced in [7] to prove the approximate
differentiability of the regular Lagrangian flow. X. Zhang [76] developed Crippa and De
Lellis’ results to the stochastic context and extended the DiPerna-Lions flow to the case
of the SDE. He also considered BV drift coefficient case, but the diffusion coefficients were
assumed to be constant.
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As for the second question, Dumas, Golse and Lochak gave an outline of the proof of the
DiPerna-Lions flow of the ODE on the compact and smooth Riemannian manifold in [27].
And in a recent work [79], X. Zhang extended the DiPerna-Lions flow of the ODE to the
SDE on the compact and smooth Riemannian manifold, and his method is based on a
detailed analysis of the corresponding Riemannian distance and a key estimate following
the idea originally from [18]. To our knowledge, there is no attempt to establish the
DiPerna-Lions theory on the non-compact Riemannian manifold.
We should mention that, in order to simplify the exposition and avoid annoying tech-
nicalities, the constants appear in the estimates are not sharp in almost all cases. All
the statements are rigorous, while concerning the proofs we sometimes choose to skip
some details, to merely specify the main steps, to enlighten some important or delicate
points, or to indicate some references. For the notation used, we refer the reader to the
Appendices or to the first place where each symbol or term appears.
In the subsequent sections of this chapter, we will briefly introduce the main results of
this thesis.
1.2 Quasi-invariant flows generated by Stratonovich
SDEs with BV drift coefficients in Rd
Consider the Stratonovich SDE (1.1.3) with BV drift coefficient A0, a vector field on Rd.
In the ODE case, i.e., A1 = A2 = · · · = Am = 0, Ambrosio [1] showed the existence,
uniqueness and stability of the regular Lagrangian flow (see [1] Definition 6.1) relative
to ODE (1.1.5). Here, we generalize these results to the stochastic context. In fact, we
show that SDE (1.1.3) admits a unique stochastic flow of measurable maps that leaves
the Lebesgue measure Ld quasi-invariant. This result is stated in the following theorem.
Theorem 1.2.1 Assume that vector fields A1, A2, · · · , Am are in C3+δb (Rd,Rd), and the
drift vector field A0 satisfies
(1) A0 has sublinear growth, i.e., there exists some ²0 ∈ (0, 1) such that |A0(x)| ≤
C(1 + |x|1−²0), x ∈ Rd;
(2) A0 ∈ BVloc(Rd,Rd);
(3) the distributional divergence D · A0 is absolutely continuous with respect to Ld with
locally bounded density function div(A0).
Then the SDE (1.1.3) generates a unique stochastic flow of measurable maps Xt : Rd → Rd
that leaves the Lebesgue measure Ld quasi-invariant.
The starting point of the proof of Theorem 1.2.1 is the relationship between the distri-
butional derivative (a Radon measure in the present case) of the drift coefficient A0 and
that of the transformed vector field A˜0 defined below. The main technique used is the
application of Ocone-Pardoux’s decomposition (see [63]), which is carried out in two steps.
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First, consider the Stratonovich SDE with the same starting point as (1.1.3) without drift
coefficient, i.e.,
dX˜t =
m∑
i=1
Ai(X˜t) ◦ dwit, X˜0 = x.
If the coefficients A1, A2, · · · , Am are sufficiently regular (say C2+δb ), by the classical results
(see [47]) in the SDE theory, X˜t : x 7→ X˜t(x) is a stochastic flow of diffeomorphisms on
Rd. Denote by Jt(x) = ∇xX˜t(x) the Jacobian matrix of X˜t(x) and Kt(x) = (Jt(x))−1 its
inverse. Define a new stochastic vector field A˜0 by
A˜0(t, x) = Kt(x)A0
(
X˜t(x)
)
.
Second, consider the following ODE
dYt = A˜0
(
t, Yt
)
dt, Y0 = x.
Then the solution of SDE (1.1.3) can be represented as
Xt(x) = X˜t
(
Yt(x)
)
.
Following the procedure of [1] (see also [2, 3] for the general case), we are able to prove
that Yt is a unique regular Lagrange flow (see [54] Definition 2.4 and note it is slightly
different from the definition given in [1]) of measurable maps of Rd, which leaves the
Lebesgue measure Ld quasi-invariant for all t ≥ 0. Thus, by the generalized Itoˆ formula
in [52], we can prove the above theorem.
Also, as a generalization of the stability result of ODE (1.1.5) in [1] Theorem 6.6, the
stability of the solutions to SDE (1.1.3) is studied. Indeed, we have the following result.
Theorem 1.2.2 Assume the conditions of Theorem 1.2.1 hold. Let An0 : Rd → Rd,
n = 1, 2, · · · , be vector fields satisfying
(1) there are C > 0 and ²0 ∈ (0, 1), such that supn≥1 |An0 (x)| ≤ C(1 + |x|1−²0), x ∈ Rd;
(2) An0 converges to A0 in L
1
loc(Rd,Rd);
(3) for any n ≥ 1, ∇An0 is locally bounded;
(4) for any R > 0, supn≥1 ‖div(An0 )‖L∞(B(R)) < +∞.
Let Xnt be the flow associated to (1.1.3) with A0 being replaced by A
n
0 . Then, for any p > 1
and T, R > 0, the convergence result∫
B(R)
sup
t∈[0,T ]
|Xnt (x)−Xt(x)| dx→ 0, as n→∞
holds almost surely and in Lp(Ω, P ).
It is well known that when the coefficients are smooth enough, the solution to the cor-
responding transport equation can be expressed in terms of the flow generated by SDE
(1.1.3). As an application of the above stability result, we show that the similar result
still holds in the case of BV drift coefficient.
14 Chapter 1. Summary
Theorem 1.2.3 Assume that the conditions in Theorem 1.2.1 hold and the divergence
div(A0) is bounded. Let θ0 : Rd → R be a measurable function with polynomial growth.
Then, θ(t, x) := θ0(X
−1
t (x)) is a solution to the stochastic transport equation
dθ(t) = −
m∑
i=1
〈∇θ(t), Ai〉 ◦ dwit − 〈∇θ(t), A0〉 dt, θ|t=0 = θ0
in distribution sense, that is, for any φ ∈ C∞c (Rd),
(θ(t), φ)L2 = (θ0, φ)L2 +
m∑
i=1
∫ t
0
(θ(s), div(φAi))L2 ◦ dwis +
∫ t
0
(θ(s), div(φA0))L2 ds,
where (·, ·)L2 is the inner product in L2(Rd, dx).
The proof follows the idea of the proof of Theorem 5.1 in [35]. However, since the initial
value θ0 is assumed to be only measurable, weaker than the original continuity assumption
in [35], the proof needs more detailed analysis.
As for the regularity of the flow with respect to the spatial variable, we investigate its
approximate differentiability. We consider a slightly more regular drift coefficient, namely,
A0 is in the Sobolev space W
1,1
loc (Rd,Rd), and show that, almost surely, the stochastic
flow Xt(x) generated by SDE (1.1.3) is approximately differentiable Ld-a.e. in Rd, or
equivalently, for every ² > 0 and R > 0, there is a set E ⊂ B(R) with Ld(B(R) \ E) < ²
such that the restriction of the flowXt toE, denoted byXt|E, is Lipschitz. This generalizes
the results in [7, 18] to the stochastic context. The result is stated in the next theorem
below.
Theorem 1.2.4 Assume that vector fields A1, A2, · · · , Am are in C3+δb (Rd,Rd), and the
vector field A0 is in W
1,1
loc (Rd,Rd) satisfying
(1) A0 has sublinear growth;
(2) div(A0) is locally bounded on Rd;
(3) for any R > 0, ∫
B(R)
‖∇A0‖ log(2 + ‖∇A0‖) dx < +∞.
Then, for a.s. w ∈ Ω0, for any R > 0 and δ > 0, there exists a Borel set E ⊂ B(R) such
that Ld(B(R) \ E) < δ and Xt|E is a Lipschitz map for any t ∈ [0, T ]. In particular, Xt
is approximately differentiable Ld-a.e. in Rd for any t ∈ [0, T ].
Here, Ω0 is a subset of Ω with full measure. The proof follows the idea of [18] and is based
on some results on the maximal function (see Section 3.5 for details).
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1.3 The DiPerna-Lions theory on a complete Rie-
mannian manifold M
We have mentioned in Section 1.1 that the commutator estimate, i.e., (1.1.7) is important
in the DiPerna-Lions theory (see [23]). Suppose M is a d-dimensional complete and
connected Riemannian manifold. In order to establish the DiPerna-Lions theory on a
Riemannian manifold M , it is of first importance to define the commutator on M and
establish the commutator estimate. In our case, for f ∈ C∞c (M) and X be a C∞-vector
field with compact support on M , we define
ct(f,X) = LX(TMt f)− TMt (LXf), (1.3.1)
where LX denotes the Lie derivative with respect to the vector field X and {TMt }t≥0 is the
corresponding heat semi-group on M (see Section 4.3). We call ct(f,X) the commutator
with respect to the function f and vector field X for the heat semi-group. In fact, the first
term on the right hand side of (1.3.1) originally comes from Bismut’s formula in [11] and
the second one originally comes from Driver’s formula in [25]. Both formula, especially
Bismut’s formula, are important and useful in probability theory.
We establish the a priori commutator estimate in the following theorem at first.
Theorem 1.3.1 Let q ≥ 2. Assume that there is a constant Cx0 > 0 depending on x0
such that for all r ∈ O(M),
max{|ricr|, |J(r)|} ≤ Cx0
(
1 + dM(pi(r), x0)
2
)
. (1.3.2)
Then for any compact set K ⊂M , there are constants CK,1, CK,2 > 0 such that for t > 0
small enough, it holds
‖ct(f,X)‖L1(K,dx) ≤ CK,1 ‖f‖L2p‖∇X‖Lq + CK,2
√
t ‖f‖L2p‖X‖Lq + ‖f‖Lp‖div(X)‖Lq ,
where p is the conjugate number of q.
Here, x0 is a fixed reference point in M , dx is the Riemannian measure on M , ric is the
representation of the Ricci curvature tensor on the orthonormal frame bundle O(M) of
M , and J is the sum of Lie derivatives of ric with respect to the canonical horizontal
vector fields H1, H2, · · · , Hd on O(M), i.e.,
J(r) =
d∑
α=1
(LHαric)(r)εα, r ∈ O(M),
where {ε1, · · · , εd} is the canonical basis of Rd.
We prove this theorem by the probabilistic method. One technique used is the Lyons-
Zheng decomposition formula, which originally appeared in [60]. This formula can be
used to avoid the appearance of the second order derivative in the Itoˆ formula, on the
premise that the corresponding process is reversible. In our proof, the reason that we use
the Lyons-Zheng decomposition formula instead of applying the Itoˆ formula directly is
that we do not expect the appearance of the second order derivative of ric.
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As a direct application of the commutator estimate, we study the uniqueness of the
solution to the transport equation on M , i.e.,
dut
dt
+ Vt · ∇ut + ξtut = 0, u|t=0 = u0, (1.3.3)
where Vt is a time dependent vector field on M and ξ : [0, T ] ×M → R is a measurable
function. In order to prove the uniqueness of the solution, we use the procedure of
renormalized solutions (see [23]). We can prove the uniqueness of solutions to (1.3.3)
in the space L∞([0, T ], Lp(M) ∩ L2p(M)) when the vector field Vt is of some Sobolev
regularity.
Theorem 1.3.2 Assume that the condition (1.3.2) holds and V ∈ L1([0, T ],W 1,q(TM))
(q ≥ 2) which is a time dependent vector field on M , and div(V ), ξ ∈ L1([0, T ], L∞(M)).
Then the equation (1.3.3) has at most one solution in L∞([0, T ], Lp(M)∩L2p(M)), where
p is the conjugate number of q.
As for the construction of the DiPerna-Lions flow on M , we cannot embed M into an
Euclidean space RN and carry out the construction on RN , since the flow associated
to the extended vector field on RN is only defined almost everywhere. Since we have
the uniqueness result of the transport equation in hand, we follow the method used by
Ambrosio in [1, 2, 3] (see also [33]). And we state the main result in Section 4.3 in the
next theorem.
Theorem 1.3.3 Let q > 2. Assume the condition (1.3.2) holds and the Ricci cur-
vature is bounded from below by a constant. Let V be a vector field satisfying V ∈
L1([0, T ],W 1,q(TM)). Assume that div(V ) ∈ L1([0, T ], L∞(M)) and∫ T
0
∫
M
|Vt(x)|q dxdt < +∞.
Then there exists a unique flow of maps Xt :M →M such that, for a.e. x ∈M ,
d
dt
Xt(x) = Vt(Xt(x))
and (Xt)#µ0 = kt dx; moreover,
kt ≤ e
∫ t
0 ‖div(Vs)‖L∞ ds.
The proof of this theorem has technical difficulties and we argue by contradiction.
In order to construct a diffusion process on M having 1
2
∆M + V as its generator with the
irregular drift V in W 1,q(TM), we consider the SDE
drt(w) =
d∑
i=1
Hi(rt(w)) ◦ dwit, r0(w) = r0, (1.3.4)
where r0 ∈ O(M) and wt = (w1t , · · · , wdt ) is a standard Brownian motion on Rd. We
want to find suitable conditions such that the horizontal flow generated by SDE (1.3.4)
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is strongly complete. This question was asked by Elworthy in [28]. We conclude this
section by our answer presented in the next theorem (see Section 4.5 for details). Set, for
u ∈ O(M),
Jˆ(u) = sup
|e|=1
∣∣∣∣ d∑
i=1
(LHiΩu)(εi, e)
∣∣∣∣,
where Ω is the curvature 2-form.
Theorem 1.3.4 Suppose that there are constants C1, C2 > 0 such that for some reference
point x0 ∈M and for u ∈ O(M),
(i) sup|e|=1 |Ωu(εi, e)|2 ≤ C1
(
1 + dM(pi(u), x0)
2
)
for all i = 1, 2, · · · , d;
(ii) Jˆ(u) ≤ C2
(
1 + dM(pi(u), x0)
2
)
.
Then for any p ≥ 2, there exists a small T0 > 0 such that for any compact K ⊂M ,
sup
u∈pi−1(K)
E
(
sup
s≤T0
|U ′s(u)|2p
)
< +∞,
where U ′t(u) is the derivative of the solution of SDE (1.3.4) denoted by Ut(u).
As a consequence, we conclude that the map u 7→ Ut(u) is a diffeomorphism of O(M) for
any t > 0.
Finally, we construct the diffusion process associated to the elliptic operator 1
2
∆M +V on
M . This result is stated in the following theorem.
Theorem 1.3.5 Let M be a complete Riemannian manifold. Assume that the Rieman-
nian curvature tensor, as well as its first two order derivatives are bounded. Then for a
vector field V onM in the Sobolev space W 1,q(TM) with q > 2 such that div(V ) ∈ L∞(M)
and, almost surely, ∫ T
0
∫
O(M)
(∣∣V˜t(w, r)∣∣q + ∣∣∇V˜t(w, r)∣∣q) drdt < +∞, (1.3.5)
the SDE on O(M)
dXt =
d∑
k=1
Hk(Xt) ◦ dwkt + V˜ (Xt) dt, X0 = r (1.3.6)
has a strong solution Xt(w, r); moreover, the push forward measure Xt(w, ·)#(dr) has a
density Kt(w, r) with respect to the measure dr on O(M). The projected process xt :=
pi(Xt) on M has the generator
1
2
∆M + V.
Chapter 2
The classical theory of ODE and
quasi-invariant flow of
homeomorphisms
In this chapter, as a warm-up, in Section 2.1 and 2.2, we recall some well-known results of
the theory of the ordinary differential equation (abbreviated as ODE) under the smooth
framework. In Section 2.3, we show the relation between the ordinary differential equation
and the transport equation, namely, the method of characteristics. We do not go into
detail on the classical ODE theory. However, in order to keep the consistency of the
context, we sometimes illustrate a sketch of the proofs. In Section 2.4, we study the quasi-
invariant flow of homeomorphisms under the Osgood condition. The general references
for this chapter are [8, 30, 33, 44].
2.1 Existence and uniqueness
Consider the Cauchy problem for the ODE
dXt
dt
= Vt(Xt), Xt0 = x0, (2.1.1)
where (t0, x0) ∈ U , an open subset of R × Rd and V : U → Rd is a continuous time
dependent vector field. Let [t1, t2] be a closed interval in R. A solution to ODE (2.1.1) is
a function X ∈ C1([t1, t2],Rd) such that (2.1.1) holds for every t ∈ [t1, t2]. In particular,
we must require t0 ∈ [t1, t2]. First of all, note that integrating both sides of the ODE with
respect to t shows that (2.1.1) is equivalent to the following integral equation
Xt = x0 +
∫ t
t0
Vs(Xs) ds. (2.1.2)
The first classical result on the well-posedness of ODE (2.1.1) is the Picard-Lindelo¨f
theorem, which requires that the vector field V is Lipschitz continuous with respect to
the spacial variable and uniformly with respect to the time variable.
Let
D = {(t, x) ∈ R× Rd : |t− t0| ≤ a, |x− x0| ≤ b}.
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Theorem 2.1.1 (Picard-Lindelo¨f) Let V be a continuous vector field defined on an
open set containing the rectangle D and Lipschitz continuous with respect to the spacial
variable, uniformly with respect to the time variable on D, i.e., there is a constant C > 0
such that
|Vt(x)− Vt(y)| ≤ C|x− y| for any (t, x), (t, y) ∈ D. (2.1.3)
Let K be a bound for |V | on D. Then there is a unique solution X ∈ C1([t0−δ, t0+δ],Rd)
to (2.1.1), where δ = min{a, b
K
}.
The classical procedure to find the solution is called Picard iteration. And a short proof
of this theorem is to apply the fixed point theorem.
If the Lipschitz continuity of V is not required, then the uniqueness of the solution to
ODE (2.1.1) does not hold. However, the existence of the solution still holds due to the
following result.
Theorem 2.1.2 (Peano) Let V be a continuous vector field defined on an open set con-
taining D. Let K be a bound for |V | on D. Then ODE (2.1.1) possesses at least one
solution on [t0 − δ, t0 + δ], where δ = min{a, bK}.
As we know, the Lipschitz condition is a sufficient condition for the uniqueness of the
solution. There are some other conditions, which are a little more general than the
Lipschitz condition, to guarantee the uniqueness. A famous one is the Osgood condition
which is contained in the next theorem.
Theorem 2.1.3 (Osgood) Let V be a continuous vector field defined on an open set
U ⊂ R× Rd and satisfy the Osgood condition with respect to the spatial variable, i.e.,
|Vt(x)− Vt(y)| ≤ ω(|x− y|) for any (t, x), (t, y) ∈ U, (2.1.4)
where ω : [0,∞) → [0,∞) is an increasing function and satisfies ω(0) = 0, ω(r) > 0 for
any r > 0, and ∫ 1
0
dr
ω(r)
=∞. (2.1.5)
Then there is a unique solution to ODE (2.1.1) in U .
Since the study in Section 2.4 is under the Osgood condition, we would like to recall the
proof of the theorem here.
Proof. Assume X1(t) and X2(t) are two solutions to ODE (2.1.1), then
X1(t)−X2(t) =
∫ t
t0
[Vs(X1(s))− Vs(X2(s))] ds.
Set ξ(t) = |X1(t)−X2(t)|. Hence, by (2.1.4), for t ≥ t0,
ξ(t) ≤
∫ t
t0
ω(ξ(s)) ds.
Since ω is increasing, we have, for any ² > 0,
ξ(t) ≤
∫ t
t0
ω(ξ(s) + ²) ds.
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We apply the Gronwall inequality to deduce that
ξ(t) ≤ φ²(t), for any t ≥ t0 and ² > 0,
where φ² is uniquely defined on [0,∞) by
d
dt
φ²(t) = ω(φ²(t) + ²), φ²(t0) = 0.
Thus ∫ φ²(t)
0
du
ω(u+ ²)
= t− t0.
Now the hypothesis (2.1.5) implies
lim
²↓0
φ²(t) = 0, for any t ≥ t0.
So we have ξ(t) = 0, for all t ≥ t0. Similarly, we can show ξ(t) = 0, for t ≤ t0, and we
complete the proof. ¤
Remark 2.1.4 (i) The Lipschitz condition (2.1.3) is a special case of the Osgood condi-
tion, since ω(s) = Cs obviously satisfies the Osgood condition.
(ii) An important example to which Theorem 2.1.3 applies is
ω(s) = s log
1
s
, for s ≤ 1
2
.
This arises in the study of incompressible fluids (see Chapter 17 in [69]).
In fact, the solution obtained from the previous theorems is local in time. Hence, we
conclude this section by recalling a theorem on the extensibility of the solution.
Theorem 2.1.5 Let V : I × Rd → Rd be a bounded and continuous vector field, where I
is an interval of R. Assume V is locally Lipschitz continuous with respect to the spatial
variable, uniformly with respect to the time variable. Then all solutions to ODE (2.1.1)
are defined for all t ∈ I.
Indeed, if X : (t1, t2) ⊂ I → Rd is a solution of ODE (2.1.1), then, for t1 < s < t < t2, by
the integral equation (2.1.2), we have
|Xt −Xs| ≤
∫ t
s
|Vu(Xu)| du ≤ K|t− s|,
where K is an upper bound for |V | on I×Rd. Hence, X is Lipschitz and admits a unique
extension defined on the closed interval [t1, t2].
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2.2 Smooth property of the flow
Considering the solution of ODE (2.1.1) as a function not only of the time but also of the
initial point, we are led to the following definition of a flow associated with a vector field.
Definition 2.2.1 Let V : I × Rd → Rd be a bounded and continuous vector field, where
I is an interval of R, and let t0 ∈ I. The flow associated with the vector field V starting
at time t0 is a map X : I × Rd → Rd satisfying
∂X
∂t
(t, x) = Vt(X(t, x)), X(t0, x) = x.
Compare two solutions X and Y of ODE (2.1.1) with initial points x and y at time t0,
respectively. Then
Xt − Yt = x− y +
∫ t
t0
[Vs(Xs)− Vs(Ys)] ds.
Hence,
|Xt − Yt| ≤ |x− y|+ Lip(V )
∫ t
t0
|Xs − Ys| ds,
where Lip(V ) is the Lipschitz constant of V . Applying the Gronwall inequality, we have
|Xt − Yt| ≤ |x− y| exp (Lip(V )|t− t0|) .
It implies that the solution depends Lipschitz continuously on the initial point. In fact,
we have the following result, which can be considered as a corollary of Theorem 2.1.5;
more precisely, we can immediately obtain the existence and uniqueness of the flow from
Theorem 2.1.5.
Proposition 2.2.2 Let V : I × Rd → Rd be a bounded and continuous vector field,
where I is an interval of R. Assume V is locally Lipschitz continuous with respect to the
spacial variable, uniformly with respect to the time variable. Then, for every t0 ∈ I, there
is a unique flow associated with V starting at time t0. Moreover, the flow is Lipschitz
continuous with respect to t and x.
We now begin to study the differentiability of the flow associated with the vector field with
respect to the spacial variable. At first, from Proposition 2.2.2, by the Rademacher the-
orem (see Theorem 5.3.2 in the Appendices), Lipschitz functions on Rd are differentiable
Ld-a.e..
Let e be a unit vector in Rd. We first study the differentiability of the flow in the
direction of e. Assume V is continuously differentiable with respect to the spacial variable,
uniformly with respect to the time variable. For any small δ ∈ R, we need to compare
X(t, x) and X(t, x+ δe). Consider the ODE
∂ze(t, x)
∂t
= ∇xVt(X(t, x))ze(t, x), ze(t0, x) = e. (2.2.1)
From the results introduced above, it is easy to know that for every x ∈ Rd there exists a
unique solution ze(t, x) defined for t ∈ I; moreover, ze(t, x) depends continuously on the
variable x.
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Claim
lim
δ→0
X(t, x+ δe)−X(t, x)
δ
= ze(t, x).
It implies ∇xX(t, x)e = ze(t, x). Since ze(t, x) is continuous with respect to x, we deduce
that the flow X(t, x) is differentiable in x and the differential is continuous.
Proof of the claim. Let
ze,δ(t, x) =
X(t, x+ δe)−X(t, x)
δ
.
Then
∂ze,δ
∂t
(t, x) =
1
δ
[
∂X
∂t
(t, x+ δe)− ∂X
∂t
(t, x)
]
=
1
δ
[Vt(X(t, x+ δe))− Vt(X(t, x))]
=
(∫ 1
0
(∇xVt) (t, sX(t, x+ δe) + (1− s)X(t, x)) ds
)
ze,δ(t, x)
= [(∇xVt)(t,X(t, x)) + Φe,δ(t, x)] ze,δ(t, x), (2.2.2)
where
Φe,δ(t, x) =
∫ 1
0
[(∇xVt)(t, sX(t, x+ δe) + (1− s)X(t, x))− (∇xVt)(t, x)] ds.
Since the vector field V is continuously differentiable with respect to the variable x, we
have
lim
δ→0
Φe,δ(t, x) = 0,
uniformly with respect to t and x. Let φe,δ(t, x) = ze,δ(t, x) − ze(t, x). Then, by (2.2.1)
and (2.2.2), φe,δ satisfies
∂φe,δ(t, x)
∂t
= ∇xVt(X(t, x))φe,δ(t, x) + Φe,δ(t, x)ze,δ(t, x), φe,δ(t0, x) = 0.
Since |Φe,δ(t, x)| = o(1) and ze,δ(t, x) = O(1) as δ → 0, we have |φe,δ(t, x)| = o(1) as
δ → 0. Therefore, we complete the proof of the claim. ¤
We conclude by the theorem below which improves the result of Proposition 2.2.2.
Theorem 2.2.3 Let V : I ×Rd → Rd be a bounded and Ck (k ≥ 1) vector field, where I
is an interval of R. Then, for every t0 ∈ I there exists a unique Ck flow associated with
V starting at time t0.
We consider the ODE
d
dt
X(t, s, x) = Vt(X(t, s, x)), X(s, s, x) = x. (2.2.3)
From Theorem 2.2.3, we conclude:
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(i) for any t1, t2, t3 ∈ I and any x ∈ Rd,
X(t1, t2, X(t2, t3, x)) = X(t1, t3, x),
i.e., the flow property;
(ii) for all s, t ∈ I, the map x 7→ X(t, s, x) is a diffeomorphism of Rd with inverse
X(s, t, x).
Indeed, (i) directly comes from the uniqueness of ODE (2.2.3); while (ii) is deduced from
(i) by taking t1 = t3.
2.3 The transport equation
In this section, we recall the main idea of the method of characteristics in the theory of
partial differential equations. We consider ODE
dXt
dt
= V (Xt), X0 = x (2.3.1)
and the transport equation
∂tut + V · ∇ut = 0, u|t=0 = θ, (2.3.2)
where the time independent vector field V : Rd → Rd, function θ : Rd → R are known,
and u : [0, T ]× Rd → R is unknown.
Suppose the time independent vector field V is in C1b (Rd,Rd). Then ODE (2.3.1) can be
solved by Picard iteration and the solutions x 7→ Xt(x) constitute a flow of diffeomor-
phisms of Rd, and the inverse map x 7→ X−1t (x) solves
dX−1t
dt
= −V (X−1t ), X−10 = x,
which is easily deduced from ODE (2.2.3) and by setting Xt(x) = X(t, 0, x). Let θ ∈
C1(Rd). By the method of characteristics, u(t, x) = θ(X−1t (x)) solves PDE (2.3.2).
In fact,
dut
dt
= θ′(X−1t ) ·
dX−1t
dt
(2.3.3)
and
∇ut · V = θ′(X−1t ) · ∇VX−1t . (2.3.4)
Now differentiate the equality x = X−1t (Xt(x)) with respect to the time t, we get
0 =
dX−1t
dt
(Xt) + (X
−1
t )
′(Xt) · dXt
dt
=
dX−1t
dt
(Xt) + (X
−1
t )
′(Xt) · V (Xt)
=
dX−1t
dt
(Xt) + (∇VX−1t )(Xt).
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Since Xt is bijective, for every x ∈ Rd, the above equality gives
dX−1t
dt
+∇VX−1t = 0.
With (2.3.3) and (2.3.4), we have
dut
dt
= −θ′(X−1t ) · ∇VX−1t = −∇ut · V.
Hence,
dut
dt
+∇ut · V = 0,
with u|t=0 = θ ∈ C1(Rd). Conversely, if ut ∈ C1(Rd) is a solution to PDE (2.3.2), then,
by direct computation,
d
dt
[ut(Xt)] =
dut
dt
(Xt) + u
′
t(Xt) ·
dXt
dt
=
dut
dt
(Xt) + u
′
t(Xt) · V (Xt)
=
dut
dt
(Xt) + (∇ut · V )(Xt) = 0,
which means the quantity ut(Xt) is constant with respect to time. Hence, ut(Xt) = θ or
ut = θ(X
−1
t ). It is the unique solution to (2.3.2).
As a conclusion of this section, we present the following proposition.
Proposition 2.3.1 Assume the vector field V : [0, T ] × Rd → Rd and the initial value
θ : Rd → R are C1. Then the transport equation (2.3.2) has the unique solution
u(t, x) = θ(X−1t (x)) = θ(X(0, t, x)).
Similarly, in the case of a nonhomogeneous transport equation
∂tu(t, x) + Vt(x) · ∇u(t, x) = g(t, x)
with the same initial value θ, where g is C1, we have the explicit solution
u(t, x) = θ(X(0, t, x)) +
∫ t
0
g(s,X(s, t, x)) ds,
where the flow X(t, s, x) satisfies ODE (2.2.3).
2.4 Quasi-invariant flow of homeomorphisms under
the Osgood condition
In this section, we assume V : Rd → Rd is a bounded and continuous time independent
vector field satisfying the Osgood condition
|V (x)− V (y)| ≤ C|x− y| log 1|x− y| , (2.4.1)
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where C is a positive constant, x, y ∈ Rd and |x− y| ≤ δ < 1. Then ODE
dXt
dt
= V (Xt), X0 = x (2.4.2)
has a unique solution (Xt)t≥0.
Convolve V with a convolution kernel χn and set Vn = V ∗ χn. For example, we can
choose χ ∈ C∞c (Rd) such that
χ ≥ 0, supp(χ) ⊂ B(1),
∫
Rd
χ(x) dx = 1,
and let χn(x) = 2
dnχ(2nx), for n ≥ 1. Obviously, Vn is a bounded and smooth vector field
on Rd.
Proposition 2.4.1 There exists ζ > 1 such that, for n big enough,
sup
x∈Rd
|Vn(x)− V (x)| ≤ ζ−n (2.4.3)
Proof. By the Osgood condition (2.4.1) and the definition of Vn,
|Vn(x)− V (x)| ≤
∫
Rn
|V (x− y)− V (x)|χn(y) dy ≤ C
∫
B(2−n)
|y| log 1|y|χn(y) dy
≤ C2−n log 2n
∫
B(2−n)
χn(y) dy.
Thus, there exists ζ > 1 such that, for n big enough, (2.4.3) is true. ¤
Lemma 2.4.2 Assume ψ : [0,∞) → (0, 1) is a differentiable function such that for
C > 0,
ψ′(t) ≤ Cψ(t) log 1
ψ(t)
, (2.4.4)
then
ψ(t) ≤ (ψ(0))e−Ct , for t ≥ 0.
Proof. Since logψ(t) is negative, by (2.4.4), we have
ψ′(t)
ψ(t) logψ(t)
≥ −C.
Integrating both sides on (0,t), we have∫ ψ(t)
ψ(0)
ds
s log s
≥ −Ct, or log
(
logψ(t)
logψ(0)
)
≥ −Ct.
Thus, logψ(t) ≤ logψ(0)e−Ct, or ψ(t) ≤ (ψ(0))e−Ct . ¤
Consider the ODE
dXn
dt
(t, x) = Vn(Xn(t, x)), Xn(0, x) = x, (2.4.5)
where x ∈ Rd. Let (Xn(t, x))t≥0 be its solution. Then we have the following theorem.
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Theorem 2.4.3 For any T > 0,
lim
n→∞
sup
0≤t≤T
sup
x∈Rd
|Xn(t, x)−X(t, x)| = 0. (2.4.6)
Proof. For simplicity of notation, we suppress x in the following deduction. Set
ξn(t) = |Xn(t)−X(t)|2 and τn = inf{t > 0 : ξn(t) ≥ δ2}. Then, by (2.4.1) and (2.4.6), for
t ≤ τn and n big enough,∣∣∣∣dXn(t)dt − dX(t)dt
∣∣∣∣ ≤ |Vn(Xn(t))− V (Xn(t))|+ |V (Xn(t))− V (X(t))|
≤ ζ−n + C|Xn(t)−X(t)| log 1|Xn(t)−X(t)| ;
and hence,∣∣∣∣dξn(t)dt
∣∣∣∣ = 2 ∣∣∣∣〈Xn(t)−X(t), dXn(t)dt − dX(t)dt 〉
∣∣∣∣ ≤ 2δζ−n + Cξn(t) log 1ξn(t) .
Set ηn(t) =
2δ
C
ζ−n + ξn(t). Then, for n big enough,
2δζ−n + Cξn(t) log
1
ξn(t)
≤ Cηn(t) log 1
ηn(t)
.
Hence,
dηn(t)
dt
≤ Cηn(t) log 1
ηn(t)
.
By Lemma 2.4.2, for t ≤ min{τn, T},
ξn(t) ≤ ηn(t) ≤ (2δζ−n)e−Ct ≤ (2δζ−n)e−CT .
For n big enough, the last quantity above is smaller than δ2. Hence, τn ≥ T and
sup
0≤t≤T
sup
x∈Rd
ξn(t) ≤ (2δζ−n)e−CT .
Letting n→∞, (2.4.6) follows. ¤
As a consequence of Theorem 2.4.3, the maps x 7→ Xt(x) define a flow of homeomorphisms
of Rd. In fact, by the previous section, X−1n (t) as well as X−1t satisfy the same type of
ODEs. By the same procedure above, X−1n (t) converges uniformly to X
−1
t with respect
to t and x on any compact subset of [0,∞)× Rd.
Now assume the divergence div(V ) exists in distribution sense, i.e.,∫
Rd
div(V )(x)φ(x) dx = −
∫
Rd
V (x) · ∇φ(x) dx, for φ ∈ C∞c (Rd),
and belongs to L1loc(Rd). Hence,
div(Vn)(x) =
d∑
i=1
∂
∂xi
V in(x) =
d∑
i=1
∫
Rd
V i(y)
∂
∂xi
χn(x− y) dy
= −
∫
Rd
V (y) · ∇yχn(x− y) dy
=
∫
Rd
div(V )(y)χn(x− y) dy
= div(V ) ∗ χn(x).
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From which, we deduce div(Vn) converges to div(V ) in L
1
loc(Rd) as n→∞.
Theorem 2.4.4 Assume that condition (2.4.1) holds and div(V ) exists. Let θ ∈ C(Rd).
Then ut(x) = θ(X
−1
t (x)) solves the following transport equation
∂tut + V · ∇ut = 0, u|t=0 = θ
in the sense that, for any φ ∈ C∞c (Rd),
(ut, φ)L2 = (θ, φ)L2 +
∫ t
0
(us, div(φV ))L2 ds, (2.4.7)
where (·, ·)L2 is the inner product in L2(Rd).
Proof. We prove this theorem in two steps.
Step 1. Assume θ ∈ C1(Rd). Let Xn be the solution to ODE (2.4.5) and let un(t) =
θ(X−1n (t)). Then, for any φ ∈ C∞c (Rd),
(un(t), φ)L2 = (θ, φ)L2 +
∫ t
0
(un(s), div(φV ))L2 ds. (2.4.8)
Since div(φVn) = φ div(Vn) + ∇φ · Vn, it is easy to see that the support of div(φVn) is
contained in K := supp(φ). Let R = sup0≤t≤T supx∈K |X−1(t, ·)(x)|, which is finite. By
(2.4.6), for n big enough, X−1n (t, ·)(x) ∈ B(R+1) for all 0 ≤ t ≤ T and x ∈ K. Thus, for
any ² > 0, there exists a positive integer n0 such that for n ≥ n0,
sup
x∈K
sup
0≤t≤T
|θ(X−1n (t, ·)(x))− θ(X−1(t, ·)(x))| < ².
Letting n→∞ in (2.4.8), we have (2.4.7).
Step 2. Assume θ ∈ C(Rd). Choose a sequence {θn;n ≥ 1} in C1(Rd) such that θn
converges to θ on every compact subset of Rd as n→∞. Let unt = θn(X−1t ). From Step
1, we know that unt satisfies (2.4.7). Then, θn(X
−1
t ) converges uniformly to θ(X
−1
t ) on K,
the support of φ. Therefore, letting n→∞ in
(unt , φ)L2 = (θn, φ)L2 +
∫ t
0
(uns , div(φV ))L2 ds,
we complete the proof. ¤
Corollary 2.4.5 If div(V ) = 0, then Xt leaves the Lebesgue measure invariant. In this
case, Xt is an incompressible flow.
Proof. Assume θ ∈ Cc(Rd). Let K = supp(θ) and let KT =
⋃
0≤t≤T Xt(K). Then KT
is compact, since it is the image of [0, T ]×K under the map (t, x) 7→ Xt(x). If x /∈ KT ,
then X−1t (x) /∈ K for any t ∈ [0, T ], and hence θ(X−1t (x)) = 0. Choose φ ∈ C∞c (Rd) such
that φ|KT = 1. Then, for 0 ≤ s ≤ t ≤ T ,
(us, div(φV ))L2 =
∫
Rd
us(x)∇φ(x) · V (x) dx = 0.
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Hence ∫
Rd
θ(X−1t (x)) dx = (ut, φ)L2 = (θ, φ)L2 =
∫
Rd
θ(x) dx.
It means that X−1t leaves the Lebesgue measure dx on Rd invariant, and so does Xt. ¤
If div(V ) is bounded, then the Lebesgue measure Ld on Rd is quasi-invariant under the
flow Xt, which means that the push forward measure of the Lebesgue measure Ld on
Rd under Xt, denoted by (Xt)#Ld, is absolutely continuous with respect to Ld, and the
Radon-Nikodym density of (Xt)#Ld with respect to Ld is positive. We conclude this
section by the next theorem (see [58] for the more general case).
Theorem 2.4.6 Assume div(V ) ∈ L∞(Rd). Then the Lebesgue measure Ld on Rd is
quasi-invariant under the flow Xt. Let kt :=
d(X−1t )#Ld
dLd be the Radon-Nikodym density.
Then
e−t‖div(V )‖L∞ ≤ kt ≤ et‖div(V )‖L∞ . (2.4.9)
Proof. Choose a positive function θ ∈ Cc(Rd) and let ut = θ(X−1t ). By the proof of the
above corollary, there exists R > 0 such that ut(x) = 0 for 0 ≤ t ≤ T and |x| > R. Then,
for φ ∈ C∞c (Rd) such that φ(x) = 1 for |x| ≤ R, we have, for 0 ≤ s ≤ T ,
(us, div(φV ))L2 =
∫
Rd
us(x)div(V )(x) dx.
Hence, by (2.4.7), we have∫
Rd
ut(x) dx =
∫
Rd
θ(x) dx+
∫ t
0
(∫
Rd
us(x)div(V )(x) dx
)
ds.
It implies that the map t 7→ ∫Rd ut(x) dx is absolutely continuous and∣∣∣∣ ddt
∫
Rd
ut(x) dx
∣∣∣∣ ≤ ‖div(V )‖L∞ ∫
Rd
ut(x) dx.
Hence,
e−t‖div(V )‖L∞
∫
Rd
θ(x) dx ≤
∫
Rd
θ(X−1t (x)) dx ≤ et‖div(V )‖L∞
∫
Rd
θ(x) dx.
It follows that the push forward measure (X−1t )#Ld is absolutely continuous with respect
to Ld and (2.4.9) holds. ¤
Remark 2.4.7 The above discussion has a connection with the nearly incompressible
vector field. We call that a bounded vector field V : [0, T ] × Rd → Rd is nearly incom-
pressible if there exist a function u ∈ L∞([0, T ]×Rd) and a positive constant C such that
C−1 ≤ u(t, x) ≤ C for Ld+1-a.e. (t, x) ∈ [0, T ]× Rd and
∂tut + div(Vtut) = 0
holds in distribution sense (see [20]). We conclude that every vector field V with bounded
divergence is nearly incompressible. In fact, if the vector field V is smooth enough with
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respect to the spatial variable and the flow generated by V is X, which satisfies ODE
(2.2.3), then denote by JX(t, x) = ∇xX(0, t, x), the Jacobian marix of the flow. Let
ut(x) = det(JX(t, x)). By simple calculation, we get
ut(x) = exp
(
−
∫ t
0
div(Vs)(X(s, t, x)) ds
)
,
where X(s, t, ·) is the inverse of X(t, s, ·). Thus, ut(x) is bounded. And, since
ut(X(t, 0, x)) = exp
(
−
∫ t
0
div(Vs)(X(s, 0, x)) ds
)
by the application of the flow property, we have
[∂tut +∇ut · Vt] (X(t, 0, x)) = −ut(X(t, 0, x))div(Vt)(X(t, 0, x)).
Hence, ∂tut + div(Vtut) = 0.
Chapter 3
Quasi-invariant flows generated by
Stratonovich SDEs with BV drift
coefficients in Rd
Starting from this chapter, we begin to consider the non-smooth case. We investigate
the Stratonovich SDE with BV drift coefficients in Rd. In the first section, we give an
introduction of the background and main results. In Section 3.2, some preliminaries
are given, including an important lemma on BV vector fields (see Lemma 3.2.2) and
known results on the ODE. In Section 3.3 and Section 3.4, we generalize the results of
Ambrosio [1] on the existence, uniqueness and stability of regular Lagrangian flows of
ODEs to Stratonovich SDEs with BV drift coefficients, and then we construct an explicit
solution to the corresponding stochastic transport equation in terms of the stochastic
flow. Finally, in Section 3.5, the approximate differentiability of the flow is studied when
the drift coefficient is of some Sobolev regularity.
3.1 Introduction
Let A0, A1, · · · , Am be vector fields on Rd and wt = (w1t , · · · , wmt ) an m-dimensional stan-
dard Brownian motion defined on a complete filtered probability space (Ω,F , {Ft}t≥0, P ),
i.e., F is P -complete, Ft contains all of the null sets of F , Fs ⊂ Ft for s < t, and the
filtration {Ft}t≥0 is right continuous. Consider the Stratonovich SDE
dXt =
m∑
i=1
Ai(Xt) ◦ dwit + A0(Xt) dt, X0 = x. (3.1.1)
It is well known that if Ai ∈ C2+δb (Rd,Rd) (i = 1, 2, · · · ,m) and A0 ∈ C1+δb (Rd,Rd),
then the above equation has a unique solution which defines a stochastic flow of C1-
diffeomorphisms on Rd. These conditions on the boundedness of the vector fields and
their derivatives were relaxed in [55], by allowing the local Lipschitz constants on the
balls centered at the origin to grow as fast as the logarithmic function. In the case that
δ equals 0, it is proved in [34] that under the same growth conditions, (3.1.1) still gives
rise to a flow of homeomorphisms on Rd. This result is generalized in [35] to the case
when the drift coefficient A0 satisfies only the general Osgood condition, at the price of
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assuming the diffusion coefficients are all in C3+δb (Rd,Rd); if in addition the distributional
divergence of A0 exists and is bounded, then the Lebesgue measure is quasi-invariant
under the action of the stochastic flow of homeomorphisms (see [59]).
On the other hand, the ODE
dXt = A0(Xt) dt, X0 = x (3.1.2)
with A0 of Sobolev or even BV regularity has been studied intensively in the past three
decades. Here, A0 may be a time dependent vector field. The existence of the quasi-
invariant flow of measurable maps associated to a vector field A0 with Sobolev regularity
was first studied by Cruzeiro (see [19]). A thorough treatment was carried out by DiPerna
and Lions in the celebrated paper [23], where the authors deduced the existence and
uniqueness of flows generated by ODE (3.1.2) from the well-posedness of the corresponding
transport equations. Similar results were obtained in [17] by taking the standard Gaussian
measure as the reference measure. Ambrosio [1] generalized the results to the case where
A0 has only BV regularity by considering the continuity equation. The extension of these
results to the infinite dimensional Wiener space have been done in [4, 36]. Using the local
maximal function, Crippa and De Lellis obtained in [18] some new estimates which allow
them to give a direct proof of the existence and uniqueness of the DiPerna-Lions flow.
Inspired by these studies of ODE, there have been several attempts to solve the SDE with
Sobolev coefficients. Following the method in [18], X. Zhang [76] showed the existence and
uniqueness of the stochastic flow of measurable maps generated by Itoˆ SDE with Sobolev
coefficients, provided that the derivatives of the diffusion vector fields are bounded. The
SDE with BV drift vector field was also considered in the same paper, but the diffusion
coefficients were assumed to be constant. In [38], the authors took the standard Gaussian
measure as the reference measure and proved a priori estimate on the Lp norm of the
density of the flow, which enabled them to construct the unique flow associated to (3.1.1),
provided that the gradients of the diffusion coefficients and the divergences with respect
to the Gaussian measure are exponentially integrable. In the recent work [78], X. Zhang
studied the Stratonovich SDE with drift coefficient belonging toW 1,1loc (Rd,Rd), and he also
provided a Freidlin-Wentzell type large deviation estimate for the stochastic flow.
In the following sections of this chapter, we consider the Stratonovich SDE (3.1.1) with
BV drift vector field. Our method is based on Ocone-Pardoux’s decomposition [63] of the
flow generated by SDE (3.1.1) into the stochastic flow of the diffusion part, and a flow
associated to random ODEs whose driving vector field is a transformation of the drift
coefficient A0 by the stochastic flow. This approach was applied in [35] to deal with the
Stratonovich SDE with drift satisfying the general Osgood condition.
Theorem 3.1.1 Assume that vector fields A1, A2, · · · , Am are in C3+δb (Rd,Rd), and the
drift vector field A0 satisfies
(1) A0 has sublinear growth, i.e., there exists some ²0 ∈ (0, 1) such that |A0(x)| ≤
C(1 + |x|1−²0), x ∈ Rd;
(2) A0 ∈ BVloc(Rd,Rd);
(3) the divergence D · A0 ¿ Ld with locally bounded density function div(A0).
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Then SDE (3.1.1) generates a unique stochastic flow of measurable maps Xt : Rd → Rd
that leaves the Lebesgue measure Ld quasi-invariant.
This result will be proved in Section 3.3. Note that the sublinear growth of A0 ensures
that the vector field A˜0 defined in (3.3.1) has the similar growth (see Lemma 3.3.1), which
in turn implies the classical growth estimates on the solution of the ODE. The sublinear
growth of A0 also allows us to assume only the local boundedness of the divergence div(A0)
(as in (ii) of Theorem 6.2 in [1]), compared to the global boundedness assumption in [2, 23].
As has been mentioned in Section 1.2, the starting point of the proof of Theorem 3.1.1
is the relationship between the distributional derivative (a Radon measure in the present
case) of the drift coefficient A0 and that of the transformed vector field A˜0 defined in
(3.3.1). This will be done in Lemma 3.2.2, where we also show that if the divergence
D ·A0 is absolutely continuous with respect to Ld, then so is D · A˜0, and they are related
to each other by quite a simple equality.
The result on the stability of solutions to SDE (3.1.1) when a sequence of vector fields
{An0 ;n ≥ 1} converges in some sense to A0 as n tends to infinity is presented in the
following theorem.
Theorem 3.1.2 Assume the conditions of Theorem 1.2.1 hold. Let An0 : Rd → Rd,
n = 1, 2, · · · , be vector fields satisfying
(1) there are C > 0 and ²0 ∈ (0, 1), such that supn≥1 |An0 (x)| ≤ C(1 + |x|1−²0), x ∈ Rd;
(2) An0 converges to A0 in L
1
loc(Rd,Rd);
(3) for any n ≥ 1, ∇An0 is locally bounded;
(4) for any R > 0, supn≥1 ‖div(An0 )‖L∞(B(R)) < +∞.
Let Xnt be the flow associated to (3.1.1) with A0 being replaced by A
n
0 . Then, for any p > 1
and T, R > 0, the convergence result∫
B(R)
sup
t∈[0,T ]
|Xnt (x)−Xt(x)| dx→ 0, as n→∞
holds almost surely and in Lp(Ω, P ).
It is well known that when the coefficients are smooth enough, the solution to the cor-
responding stochastic transport equation can be explicitly expressed in terms of the flow
generated by SDE (3.1.1) (see [35] Theorem 5.1 for the case that A0 satisfies the general
Osgood condition). As an application of the above stability result, we will show that the
similar representation still holds even in the situation of BV drift coefficient.
Finally, as for the regularity of the flow, we will consider a slightly more regular drift co-
efficient belonging to the Sobolev space. Indeed, we require A0 ∈ W 1,1loc (Rd,Rd). We show
that, almost surely, the stochastic flow Xt is approximately differentiable with respect to
the spatial variable on Rd. This result generalizes the ones in [7, 18] to the stochastic
context.
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3.2 Preparations and known results of ODE
We first recall the definition of the bounded variation (abbreviated as BV) and locally
bounded variation (abbreviated as BVloc) function (see Section 5.4 in the Appendices).
Definition 3.2.1 Let b ∈ L1(Rd,Rm). We call that b is a BV vector field on Rd and
denote b ∈ BV(Rd,Rm), if the distributional derivative of b is representable by a finite
Radon measure on Rd, i.e., if for any ψ ∈ C1c (Rd),∫
Rd
bj ∂iψ dx = −
∫
Rd
ψ dDib
j, i = 1, 2, · · · , d; j = 1, 2, · · · ,m,
for some Rd+m-valued measure Db = (Dibj)1≤i≤d,1≤j≤m on Rd. We call b : Rd → Rm a
BVloc vector field if b ∈ BV(U,Rm) for every U ⊂⊂ Rd.
If b : Rd → Rm is continuously differentiable, then we still denote by Db the gradient
matrix ∇b on Rd. If m = d, we denote by D · b = tr(Db) = ∑di=1Dibi the divergence of
the BV vector field b, which is again a Radon measure on Rd. In the following, det(·)
means the determinant of a matrix. For a measurable map f : Rd → Rd and a measure
µ on Rd, f#µ denotes the push forward measure of µ by f .
Now we give an important lemma.
Lemma 3.2.2 Let b : Rd → Rd be a BVloc vector field and ϕ : Rd → Rd a C2-
diffeomorphism, then
(1) the composition b ◦ ϕ is still a BVloc vector field and
D(b ◦ ϕ) = |det(Jϕ)|−1J∗ϕ [(ϕ−1)#Db],
where J∗ϕ is the transpose of Jϕ, the Jacobian matrix of ϕ, and J
∗
ϕ [(ϕ
−1)#Db] is the
matrix product of J∗ϕ and (ϕ
−1)#Db;
(2) if the divergence D · b¿ Ld with density function div(b), then
D · [J−1ϕ (b ◦ ϕ)] = 〈div(J−1ϕ ), b ◦ ϕ〉+ div(b) ◦ ϕ,
where div(J−1ϕ ) is a vector field whose components are the divergences of the column
vectors of J−1ϕ .
Proof. (1) For every i ∈ {1, · · · , d}, we only have to show that bi ◦ ϕ is a BV function.
By Theorems 5.4.1 in the Appendices, there exists a sequence of functions {bin}n≥1 ⊂
BVloc∩C∞(Rd) such that bin → bi in L1loc(Rd) and the sequence of vector valued measures
{DbinLd;n ≥ 1} converges weakly to Dbi as n → ∞. Note that the compositions bin ◦ ϕ
belong to C2. Hence, by the integration by parts formula, for any ψ ∈ C∞c (Rd),∫
Rd
ψ [D(bin ◦ ϕ)] dx = −
∫
Rd
(bin ◦ ϕ)∇ψ dx. (3.2.1)
We have, by the chain rule, D(bin ◦ ϕ) = J∗ϕ [(Dbin) ◦ ϕ]. It follows from the change of
variable formula that∫
Rd
ψ [D(bin ◦ ϕ)] dx =
∫
Rd
ψJ∗ϕ [(Db
i
n) ◦ ϕ] dx
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=
∫
Rd
[(ψJ∗ϕ) ◦ ϕ−1](Dbin)|det(Jϕ−1)| dx
→
∫
Rd
[(ψJ∗ϕ) ◦ ϕ−1] · |det(Jϕ−1)| d(Dbi),
as n→∞, due to the weak convergence of (Dbin)Ld to Dbi. Now we have∫
Rd
[(ψJ∗ϕ) ◦ ϕ−1] · |det(Jϕ−1)| d(Dbi) =
∫
Rd
ψ|det(Jϕ−1) ◦ ϕ|J∗ϕ d[(ϕ−1)#Dbi]
=
∫
Rd
ψ|det(Jϕ)|−1J∗ϕ d[(ϕ−1)#Dbi],
where the last equality follows from Jϕ−1 ◦ ϕ = (J∗ϕ)−1. Hence,
lim
n→∞
∫
Rd
ψ [D(bin ◦ ϕ)] dx =
∫
Rd
ψ|det(Jϕ)|−1J∗ϕ d[(ϕ−1)#Dbi]. (3.2.2)
Now we consider the convergence of the right hand side of (3.2.1). Again, by the change
of variable formula,
−
∫
Rd
(bin ◦ ϕ)∇ψ dx = −
∫
Rd
bin · [(∇ψ) ◦ ϕ−1] · |det(Jϕ−1)| dx,
whose right hand side converges to the left hand side of
−
∫
Rd
bi · [(∇ψ) ◦ ϕ−1] · |det(Jϕ−1)| dx = −
∫
Rd
(bi ◦ ϕ)∇ψ dx,
as n tends to ∞. Combining this with (3.2.1) and (3.2.2), we have∫
Rd
ψ|det(Jϕ)|−1J∗ϕ d[(ϕ−1)#Dbi] = −
∫
Rd
(bi ◦ ϕ)∇ψ dx,
which means that bi ◦ ϕ is a BV function and
D(bi ◦ ϕ) = |det(Jϕ)|−1J∗ϕ [(ϕ−1)#Dbi].
(2) By the chain rule and (1), it is easy to know that J−1ϕ (b ◦ ϕ) is a BVloc vector field,
and
D · [J−1ϕ (b ◦ ϕ)] = 〈div(J−1ϕ ), b ◦ ϕ〉+ 〈J−1ϕ ,D(b ◦ ϕ)〉, (3.2.3)
where the second 〈·, ·〉 is the inner product of matrices regarded as elements in Rd×d. By
the expression in (1), we have
〈J−1ϕ ,D(b ◦ ϕ)〉 = |det(Jϕ)|−1tr[(ϕ−1)#Db] = |det(Jϕ)|−1(ϕ−1)#tr(Db). (3.2.4)
Since tr(Db) = D · b = div(b)Ld, we have, for any ψ ∈ C∞c (Rd),∫
Rd
ψ d[(ϕ−1)#tr(Db)] =
∫
Rd
(ψ ◦ ϕ−1) d[tr(Db)]
=
∫
Rd
(ψ ◦ ϕ−1) · div(b) dx
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=
∫
Rd
ψ · [div(b) ◦ ϕ] · |det(Jϕ)| dx.
Therefore, (ϕ−1)#tr(Db) = [div(b) ◦ ϕ] · |det(Jϕ)|. Combining this equality with (3.2.3)
and (3.2.4), we complete the proof. ¤
The next technical result will be used in Section 3.4.
Lemma 3.2.3 Let ϕ : Rd → Rd be a C2-diffeomorphism and let ρ˜ := d(ϕ#Ld)
dLd be the
Radon-Nikodym derivative. Then we have
(ρ˜−1∇ρ˜) ◦ ϕ = div(J−1ϕ ).
Proof. It is well known that ρ˜ ◦ ϕ = ∣∣det(J−1ϕ )∣∣. Since ϕ is a C2-diffeomorphism of Rd,
the function Rd 3 x 7→ det(J−1ϕ )(x) does not change the sign. Without loss of generality,
we may assume that det
(
J−1ϕ
)
> 0 on the whole Rd; hence ρ˜ ◦ ϕ = det(J−1ϕ ). Since
∇(ρ˜ ◦ ϕ) = J∗ϕ[(∇ρ˜) ◦ ϕ], we have
(∇ρ˜) ◦ ϕ = (J−1ϕ )∗∇(ρ˜ ◦ ϕ) = (J−1ϕ )∗∇det
(
J−1ϕ
)
.
Note that ∇det(J−1ϕ ) = −[det(Jϕ)]−2∇det(Jϕ), so the equality that we should prove is
∇det(Jϕ) = −det(Jϕ)J∗ϕ div
(
J−1ϕ
)
.
For simplicity of notation, we let J = Jϕ, K = J
−1
ϕ , and then Jij = ∂jϕ
i, 1 ≤ i, j ≤ d. We
consider the determinant det(·) as a smooth function defined on Rd×d. By the chain rule
and Jacobi’s formula (see [62] Part Three, Section 8.3), we have, for any l ∈ {1, · · · , d},
∂ldet(J) =
d∑
i,j=1
∂det
∂xij
(J) · ∂lJij =
d∑
i,j=1
det(J)Kji∂ljϕ
i. (3.2.5)
For any j ∈ {1, · · · , d}, it holds that
δjl =
d∑
i=1
KjiJil =
d∑
i=1
Kji∂lϕ
i.
Therefore,
d∑
i=1
(∂jKji)(∂lϕ
i) +
d∑
i=1
Kji(∂jlϕ
i) = 0,
or
d∑
i=1
Kji(∂jlϕ
i) = −
d∑
i=1
(∂jKji)(∂lϕ
i).
Combining this with (3.2.5), we have
∂ldet(J) = −det(J)
d∑
j=1
d∑
i=1
(∂jKji)(∂lϕ
i)
= −det(J)
d∑
i=1
(∂lϕ
i)
d∑
j=1
(∂jKji)
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= −det(J)
d∑
i=1
Jildiv(K·i)
= −det(J)(J∗div(K))l.
The proof is complete. ¤
Now we recall the definition of the regular Lagrangian flow associated to a time dependent
vector field bt (see [2, 18]).
Definition 3.2.4 Let b ∈ L1loc([0, T ] × Rd,Rd). We call a map Y : [0, T ] × Rd → Rd a
regular Lagrangian flow for the vector field b if
(1) for a.e. x ∈ Rd, the map [0, T ] 3 t 7→ Yt(x) is an absolutely continuous integral
solution of
dYt = bt(Yt) dt, Y0 = x; (3.2.6)
(2) (Yt)#Ld ¿ Ld for all t ∈ [0, T ].
Note that this definition is slightly different from the one in [18], in which it is required
that (Yt)#Ld is dominated by CLd on the whole Rd, where C is a positive constant.
Given a measurable map Y : Rd → Rd, we say that Z : Rd → Rd is a measurable
inverse map of Y if Z is measurable and for a.e. x ∈ Rd, x = Y (Z(x)) = Z(Y (x)).
We often denote by Y −1 the measurable inverse map of Y (see [76] Lemma 3.4 for the
characterization of this notion). In the following theorem, we summarize the results
concerning the existence and uniqueness of the regular Lagrangian flow generated by a
BV vector field.
Theorem 3.2.5 Let bt : Rd → Rd be a time dependent vector field satisfying
(1) |bt(x)|
1+|x| ∈ L∞([0, T ]× Rd);
(2) bt ∈ BVloc(Rd) for a.e. t ∈ [0, T ], and for any R > 0, |Dbt|(B(R)) ∈ L1loc([0, T ]) and∫ T
0
‖div(bt)‖L∞(B(R))dt < +∞.
Then, the vector field b generates a unique regular Lagrangian flow {Yt : 0 ≤ t ≤ T}.
Moreover, for any t ∈ [0, T ], Yt admits a measurable inverse map Y −1t : Rd → Rd and
(Y −1t )#Ld = ρt Ld with
ρt(x) = exp
(∫ t
0
div(bs)(Ys(x)) ds
)
.
Proof. The first part of this theorem was first proved in [1] for a bounded vector field b,
and then in [2] for the general case (see the remark at the end of Section 5 in [2]), while
the second part was proved in [76] for a BV vector field b independent of time (just let the
diffusion coefficients σ be 0 in Theorem 2.6 of [76] ), but the proof for the time dependent
vector field case is similar. ¤
Remark 3.2.6 For the density function ρ˜t :=
d((Yt)#Ld)
dLd , we have
ρ˜t(x) = exp
(
−
∫ t
0
div(bs)
[
Ys(Y
−1
t (x))
]
ds
)
.
See [17] Theorem 2.1, wherein the expressions are given using double time parameters.
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3.3 Existence and uniqueness of SDE (3.1.1) with BV
drift coefficient
In this section, we will prove Theorem 3.1.1. At first, we introduce Ocone and Pardoux’s
decomposition of the Stratonovich SDE (3.1.1) (see [63] PART II or [35] Section 2).
Consider the following Stratonovich SDE without drift, i.e.,
dX˜t =
m∑
i=1
Ai(X˜t) ◦ dwit, X˜0 = x.
It is well-known that under the condition that vector fields A1, · · · , Am are in C3+δb (Rd,Rd)
for some δ > 0, the solution of the above SDE admits a version X˜t(x,w) such that there
existing a full subset Ω0 of Ω, for each w ∈ Ω0 and each t > 0, the map x 7→ X˜t(x,w) is
a C2-diffeomorphism of Rd. Set ϕt(x) = X˜t(x,w). Let Jt(x) = ∇xϕt(x) be the Jacobian
matrix of ϕt : Rd → Rd and letKt(x) = (Jt(x))−1, the inverse of Jt(x). Define, for w ∈ Ω0,
A˜0(t, x) = Kt(x)A0(ϕt(x)). (3.3.1)
We consider the differential equation
dYt = A˜0(t, Yt) dt, Y0 = x. (3.3.2)
Then the solutions of (3.1.1) can be expressed as (at least when A0 is smooth enough)
Xt(x) = ϕt(Yt(x)). (3.3.3)
Therefore, it is sufficient to study the well-posedness of the random ODE (3.3.2) under
the assumptions on A0 in Theorem 3.1.1, and then show that the representation (3.3.3)
indeed gives the flow associated to the original Stratonovich SDE (3.1.1).
In the next lemma, we will collect various growth results concerning the stochastic flow
ϕt and its derivatives, and the random vector field A˜0 defined in (3.3.1) (see [35] Lemma
2.2 for a proof).
Lemma 3.3.1 Assume the conditions of Theorem 3.1.1 hold, we have, for any T > 0,
(1) for any α > 1 and β > 0, there exist positive functions F and G in ∩p>1Lp(Ω) such
that for all (t, x) ∈ [0, T ]× Rd,
|ϕt(x)| ≤ F · (1 + |x|α), ‖Jt(x)‖ ∨ ‖Kt(x)‖ ≤ G · (1 + |x|β);
(2) there exist ²1 ∈ (0, 1) and ΦT ∈ ∩p>1Lp(Ω) such that for all (t, x) ∈ [0, T ]× Rd,
|A˜0(t, x)| ≤ ΦT (1 + |x|1−²1).
Now we can prove the following result.
Proposition 3.3.2 Under the conditions of Theorem 3.1.1, for almost surely w ∈ Ω0,
ODE (3.3.2) generates a unique regular Lagrangian flow Yt which leaves the Lebesgue
measure quasi-invariant. Moreover, for all t ≥ 0, Yt has a measurable inverse map Y −1t :
Rd → Rd.
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Proof. We only need to check that the conditions in Theorem 3.2.5 are satisfied for
almost surely w ∈ Ω0. First, by (2) of Lemma 3.3.1, the vector field A˜0 satisfies the
condition (1) in Theorem 3.2.5.
Second, for all t ∈ [0, T ], since ϕt is a C2-diffeomorphism on Rd and Kt : Rd → Rd×d
is continuously differentiable, Lemma 3.2.2 and the definition (3.3.1) of A˜0 tell us that
A˜0(t, ·) ∈ BVloc(Rd,Rd). Moreover, by the chain rule and Lemma 3.2.2 (1),
DA˜0(t) = (DKt)A0(ϕt) +KtD(A0(ϕt))
= (DKt)A0(ϕt) + |det(Jt)|−1KtJ∗t [(ϕ−1t )#DA0]. (3.3.4)
Fix any R > 0. Recall that we identify a locally integrable function f on Rd with the
Radon measure f dx. Since Kt is continuously differentiable with respect to the spatial
variable, we know that (t, x) 7→ DKt(x) is bounded on [0, T ] × B(R). Moreover, by the
sublinear growth of A0 and Lemma 3.3.1 (1), it is easy to obtain the boundedness of
A0(ϕt) on [0, T ]×B(R). Hence, there exists a positive constant CT,R, depending on w in
Ω0, such that the total variation satisfies
|(DKt)A0(ϕt)|(B(R)) ≤ CT,RLd(B(R)),
which implies that t 7→ |(DKt)A0(ϕt)|(B(R)) is in L1([0, T ]). Now we consider the second
term on the right hand side of (3.3.4). Again, the functions |det(Jt)|−1, Kt and J∗t are
bounded on [0, T ] × B(R). Thus, we only need to show that t 7→ |(ϕ−1t )#DA0|(B(R)) is
in L1([0, T ]). We have
|(ϕ−1t )#DA0|(B(R)) = |DA0|(ϕt(B(R))).
By (1) of Lemma 3.3.1, the set ∪0≤t≤Tϕt(B(R)) ⊂ B(F (1 +Rα)) is bounded, from which
we conclude that [0, T ] 3 t 7→ |(ϕ−1t )#DA0|(B(R)) is a bounded function, and hence it is
in L1([0, T ]).
Finally, we check the last condition in (2) of Theorem 3.2.5. By Lemma 3.2.2 (2), we have
|div(A˜0(t))| ≤ |〈div(Kt), A0(ϕt)〉|+ |div(A0) ◦ ϕt|.
Since div(Kt)(x) and A0(ϕt(x)) are bounded on the product space [0, T ]×B(R), we know
that t 7→ ‖〈div(Kt), A0(ϕt)〉‖L∞(B(R)) is in L1([0, T ]). By the local boundedness of div(A0)
and Lemma 3.3.1 (1), we obtain t 7→ ‖div(A0) ◦ ϕt‖L∞(B(R)) is in L1([0, T ]). Summing up
these discussions, we arrive at∫ T
0
‖div(A˜0(t))‖L∞(B(R))dt < +∞.
Therefore, all the conditions of Theorem 3.2.5 are verified, and we complete the proof. ¤
Now we are able to give the proof of the first theorem.
Proof of Theorem 3.1.1. (Existence) We only need to show that the flow Xt(x) =
ϕt(Yt(x)) satisfies the Stratonovich SDE (3.1.1). Remark that, for all w ∈ Ω0 and any
t ∈ [0, T ], the map Xt : Rd → Rd is well defined almost everywhere. By the generalized
Itoˆ formula (see Theorem 3.3.2 in [52]) and the definitions of ϕt and Yt, we have, for a.e.
x ∈ Rd,
dXt(x) = (dϕt)(Yt(x)) + (∇xϕt)(Yt(x)) dYt(x)
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=
( m∑
i=1
Ai(ϕt) ◦ dwit
)
(Yt(x)) + Jt(Yt(x))Kt(Yt(x))A0
[
ϕt(Yt(x))
]
dt
=
m∑
i=1
Ai(Xt(x)) ◦ dwit + A0(Xt(x)) dt.
To show the quasi-invariance of the flow Xt, let ρ˜t be the Radon-Nikodym density of
(Yt)#Ld with respect to Ld. Then, for any φ ∈ C∞c (Rd),∫
Rd
φ(Xt(x)) dx =
∫
Rd
φ
[
ϕt(Yt(x))
]
dx
=
∫
Rd
φ[ϕt(y)]ρ˜t(y) dy
=
∫
Rd
φ(x)
(
ρ˜t|det(Kt)|
)
(ϕ−1t (x)) dx,
where the last equality follows from the change of variable. Hence,
(Xt)#Ld =
(
ρ˜t|det(Kt)|
)
(ϕ−1t )Ld.
(Uniqueness) Supposing there is another solution Zt, we consider Z˜t = ϕ
−1
t (Zt). We will
show that Z˜t solves ODE (3.3.2). In fact, by [11] (see pp. 103–106) or (5.1) in [35],
dϕ−1t (x) = −Kt
(
ϕ−1t (x)
)( m∑
i=1
Ai(x) ◦ dwit
)
. (3.3.5)
Again, by the generalized Itoˆ formula ([52] Theorem 3.3.2), we have
dZ˜t = (dϕ
−1
t )(Zt) +
[
(∇xϕ−1t )(Zt)
] ◦ dZt.
Recall that, for a.e. x ∈ Rd, Zt(x) solves the Stratonovich SDE (3.1.1), and ∇xϕ−1t (x) =
Kt
(
ϕ−1t (x)
)
. Combining these results with (3.3.5), it gives rise to
dZ˜t(x) = −Kt
(
Z˜t(x)
)( m∑
i=1
Ai(Zt(x)) ◦ dwit
)
+Kt
(
ϕ−1t (Zt(x))
) ◦ ( m∑
i=1
Ai(Zt(x)) ◦ dwit + A0(Zt(x)) dt
)
= Kt(Z˜t(x))A0
[
ϕt(Z˜t(x))
]
dt
= A˜0(t, Z˜t(x)) dt. (3.3.6)
That is, Z˜t(x) solves ODE (3.3.2) for a.e. x ∈ Rd. But, by Proposition 3.3.2, this equation
generates a unique flow Yt : Rd → Rd. Hence, Yt = Z˜t = ϕ−1t (Zt) for almost every x ∈ Rd,
which implies that any solution Zt to SDE (3.1.1) can be expressed as the composition
ϕt(Yt). We get the uniqueness of SDE (3.1.1). ¤
From Proposition 3.3.2, we know that the stochastic flow Xt in Theorem 3.1.1 has an
inverse flow X−1t = Y
−1
t ◦ ϕ−1t which consists of measurable maps on Rd.
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3.4 Stability of SDE (3.1.1) and stochastic transport
equation
In this section, we will study the stability of the Stratonovich SDE (3.1.1), namely, proving
Theorem 3.1.2. As an application, we will give an explicit solution to the corresponding
stochastic transport equation.
Proposition 3.4.1 Suppose the conditions of Theorem 3.1.2 hold. For each n ≥ 1, let
A˜n0 (t, x) = Kt(x)A
n
0 (ϕt(x)). Let Y
n
t be the unique flow generated by ODE (3.3.2) with A˜0
being replaced by A˜n0 . Then almost surely, for any T, R > 0, we have
lim
n→∞
∫
B(R)
sup
0≤t≤T
|Y nt (x)− Yt(x)| dx = 0.
Proof. We need to check the conditions (6.3)-(6.6) of Theorem 6.6 in [1]. Remark again
that the uniform boundedness assumption in (6.4) can be relaxed to allow the uniform
linear growth, and also note Remark 6.3 in [1] which implies that to check the condition
(6.6) of Theorem 6.6 in [1] it is sufficient to check the condition (d) below. Thus, we need
to check the following conditions:
(a) A˜n0 (·, x) is L1-measurable in [0, T ] for any x ∈ Rd;
(b) supn≥1 |A˜n0 (·, x)| ≤ C(1 + |x|) and A˜n0 → A˜0 in L1loc([0, T ]× Rd,Rd);
(c) ∇A˜n0 ∈ L∞([0, T ]×B(R)), for any n ≥ 1 and R > 0;
(d) for all R > 0,
sup
n≥1
∫ T
0
‖div(A˜n0 (t, ·))‖L∞(B(R)) dt < +∞.
It is clear that condition (a) is satisfied. Since the vector fields An0 have the same sublinear
growth, we can prove a uniform growth estimate for A˜n0 (t, x) similar to the one given in
(2) of Lemma 3.3.1. Next we check that A˜n0 converges in L
1
loc([0, T ]×Rd,Rd) to A˜0 defined
in (3.3.1). By the definition of A˜n0 and A˜0, we have
|A˜n0 (t, x)− A˜0(t, x)| ≤ ‖Kt(x)‖ · |An0 (ϕt(x))− A0(ϕt(x))|.
Since (t, x) 7→ Kt(x) is continuous on [0, T ]×B(R), there is CT,R > 0 such that
sup{‖Kt(x)‖ : (t, x) ∈ [0, T ]×B(R)} ≤ CT,R.
Hence,∫ T
0
∫
B(R)
|A˜n0 (t, x)− A˜0(t, x)| dxdt ≤ CT,R
∫ T
0
∫
B(R)
|An0 (ϕt(x))− A0(ϕt(x))| dxdt
= CT,R
∫ T
0
∫
ϕt(B(R))
|An0 − A0| · |det(Kt(ϕ−1t ))| dxdt.
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By Lemma 3.3.1, the set ∪0≤t≤Tϕt(B(R)) ⊂ B
(
F (1 +Rα)
)
is bounded, and the function
|det(Kt(x))| is bounded on [0, T ]×B(R). As a consequence,∫ T
0
∫
B(R)
|A˜n0 (t, x)− A˜0(t, x)| dxdt ≤ C ′T,RT
∫
B(F (1+Rα))
|An0 − A0| dx,
which, by condition (2) of Theorem 3.1.2, converges to 0 for almost surely w ∈ Ω0 as
n→∞.
Now we check the condition (c). By the definition of A˜n0 (t, x), it holds
∇A˜n0 (t, x) = (∇Kt(x))An0 (ϕt(x)) +Kt(x)(∇An0 )(ϕt(x))Jt(x),
and hence
‖∇A˜n0 (t, x)‖ ≤ ‖∇Kt(x)‖ · |An0 (ϕt(x))|+ ‖Kt(x)‖ · ‖Jt(x)‖ · ‖(∇An0 )(ϕt(x))‖.
The terms ‖∇Kt(x)‖, ‖Kt(x)‖ and ‖Jt(x)‖ are bounded on [0, T ] × B(R). By Lemma
3.3.1 and the fact that An0 have the uniform growth, it is easy to show that the sequence
{|An0 (ϕt(x))|;n ≤ 1} has an upper bound on [0, T ] × B(R) independent of n. Regarding
the last term, notice again that ∪0≤t≤Tϕt(B(R)) is a bounded subset and that ‖∇An0‖,
n = 1, 2, · · · , are locally bounded. Summing up the above arguments, we obtain the
boundedness of ∇A˜n0 (t, x) on [0, T ]×B(R).
Finally, to check the condition (d). By the definition of A˜n0 and (2) of Lemma 3.2.2, we
have
|div(A˜n0 (t, ·))| ≤ |div(Kt)| · |An0 ◦ ϕt|+ |div(An0 ) ◦ ϕt|.
Similar discussions as above lead to the desired result. Thus the conditions (a)-(d) are
satisfied, and we complete the proof. ¤
Corollary 3.4.2 Under the conditions of Theorem 3.1.2, for any p ≥ 1, almost surely,
lim
n→∞
∫
B(R)
sup
0≤t≤T
|Y nt (x)− Yt(x)|p dx = 0.
Proof. By Proposition 3.4.1, the sequence {sup0≤t≤T |Y nt −Yt|;n ≥ 1} converges to 0 in
the Lebesgue measure sense on the ball B(R) as n → ∞. Hence, we only need to show
that this sequence is bounded in Lp(B(R), dx) for any p > 1. Then the desired result
follows from the uniform integrability.
By the growth estimate of A˜0 in Lemma 3.3.1, it is easy to deduce that |Yt(x)| ≤ Φ˜·(1+|x|),
where Φ˜ ∈ ∩p>1Lp(Ω) (see (iii) in the proof of [59] Lemma 3.2). Remark that, for every
n ≥ 1, A˜n0 has the same growth as A˜0, and hence supn≥1 |Y nt (x)| ≤ Φ˜ · (1+ |x|). Therefore,
sup
0≤t≤T
|Y nt (x)− Yt(x)|p ≤ 2pΦ˜p(1 + |x|p), (3.4.1)
which implies clearly the boundedness of the sequence in Lp(B(R), dx). ¤
Now we can prove Theorem 3.1.2.
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Proof of Theorem 3.1.2. We use the representations of the solutions Xt = ϕt(Yt) and
Xnt = ϕt(Y
n
t ). By computation,
Xnt (x)−Xt(x) = ϕt(Y nt (x))− ϕt(Yt(x))
=
(∫ 1
0
∇xϕt
(
(1− u)Yt(x) + uY nt (x)
)
du
)
(Y nt (x)− Yt(x)). (3.4.2)
By Lemma 3.3.1 and the growth estimates of Yt and Y
n
t given in the proof of Corollary
3.4.2, ∥∥∇xϕt((1− u)Yt(x) + uY nt (x))∥∥ ≤ G(1 + |Yt(x)|β + |Y nt (x)|β)
≤ G(1 + 2Φ˜β)(1 + |x|β).
Hence, by (3.4.2),
|Xnt (x)−Xt(x)| ≤
(∫ 1
0
∥∥∇xϕt((1− u)Yt(x) + uY nt (x))∥∥du)|Y nt (x)− Yt(x)|
≤ G(1 + 2Φ˜β)(1 + |x|β)|Y nt (x)− Yt(x)|. (3.4.3)
As a result, for w ∈ Ω0,∫
B(R)
sup
0≤t≤T
|Xnt (x)−Xt(x)| dx ≤ G
(
1 + 2Φ˜β
)(
1 + |R|β) ∫
B(R)
sup
0≤t≤T
|Y nt (x)− Yt(x)| dx,
which converges to 0 almost surely as n→∞, by Proposition 3.4.1.
Now we prove the Lp(Ω) convergence of solutions for any p ≥ 1. Indeed, we can prove a
stronger result, i.e., for any p ≥ 1,
lim
n→∞
E
∫
B(R)
sup
0≤t≤T
|Xnt (x)−Xt(x)|p dx = 0.
Similar to Corollary 3.4.2, it is enough to show that the sequence
{ ∫
B(R)
sup0≤t≤T |Xnt (x)−
Xt(x)|p dx;n ≥ 1
}
is bounded in some Lq(Ω) (q > 1). However, this follows easily from
(3.4.1), (3.4.3) and the fact that G, Φ˜ belong to all Lq(Ω). The proof of Theorem 3.1.2 is
complete. ¤
As an application of the stability result, now we study the corresponding stochastic trans-
port equation with the purpose of constructing an explicit solution to it by using the flow
generated by SDE (3.1.1). At first, we give some remarks on the “inverse” flow associated
to SDE (3.1.1). To this end, we regularize the drift coefficient, i.e., the vector field A0, by
the the method of convolving it with a standard kernel. Let χn := 2
dnχ(2nx), where χ is
a positive function in C∞c (Rd) satisfying
supp(χ) ⊂ B(1),
∫
Rd
χ(x)dx = 1.
Define An0 = φn · (A0 ∗ χn) from now on in this section, and here φn(x) = φ(x/n) with
φ ∈ C∞c (Rd, [0, 1]) satisfying
φ|B(1) ≡ 1, supp(φ) ⊂ B(2).
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Let Xnt (x,w) be the smooth flow associated to SDE (3.1.1) with A0 being replaced by
An0 . Then it is clear that the conditions in Theorem 3.1.2 are satisfied, and hence, for any
p > 1 and T,R > 0, we have
lim
n→∞
E
∫
B(R)
sup
0≤t≤T
|Xnt (x)−Xt(x)|p dx = 0. (3.4.4)
Fix some T > 0. Define the time-reversed Brownian motion by wˆTt = wT − wT−t and
consider
dXˆTt =
m∑
i=1
Ai
(
XˆTt
) ◦ d(wˆTt )i − A0(XˆTt ) dt, Xˆ0 = x. (3.4.5)
Under the conditions of Theorem 3.1.1, this equation still generates a unique flow XˆTt , 0 ≤
t ≤ T . Similarly, we have Xˆn,Tt
(
x, wˆT
)
, which is the solution of (3.4.5) with An0 in place
of A0. Then we have (X
n
T )
−1 = Xˆn,TT and
lim
n→∞
E
∫
B(R)
sup
0≤t≤T
|Xˆn,Tt (x)− XˆTt (x)|p dx = 0. (3.4.6)
With the convergence results (3.4.4) and (3.4.6) in hand, we are able to prove the following
lemma.
Lemma 3.4.3 Assume that the conditions of Theorem 3.1.1 hold and the divergence
div(A0) is bounded on Rd. Then, for every T > 0, X−1T = XˆTT a.e. on Rd, and the
density function σT of (X
−1
T )#Ld with respect to Ld has the expression:
σT (x) = exp
( m∑
i=1
∫ T
0
div(Ai)(Xs(x)) ◦ dwis +
∫ T
0
div(A0)(Xs(x)) ds
)
. (3.4.7)
Proof. For every n ≥ 1, by Lemma 4.3.1 in [52], we have ((Xnt )−1)#Ld = σ(n)t Ld with
σ
(n)
t (x) = exp
( m∑
i=1
∫ t
0
div(Ai)(X
n
s (x)) ◦ dwis +
∫ t
0
div(An0 )(X
n
s (x)) ds
)
.
Next, div(An0 ) = 〈∇φn, A0 ∗χn〉+ φn · (div(A0) ∗χn). Since A0 has sublinear growth, it is
obvious that there exists C > 0 such that
sup
n≥1
|(A0 ∗ χn)(x)| ≤ C(1 + |x|).
By the definition of φn,
|〈∇φn, A0 ∗ χn〉| ≤ 1
n
|∇φ(·/n)| · |A0 ∗ χn|
≤ C‖∇φ‖∞
n
(1 + |x|)1{n≤|x|≤2n}
≤ 3C‖∇φ‖∞.
Since
|div(An0 )| ≤ |〈∇φn, A0 ∗ χn〉|+ |φn · (div(A0) ∗ χn)| ≤ 3C‖∇φ‖∞ + ‖div(A0)‖∞,
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we deduce the divergences are uniformly bounded on Rd. As a result (see Lemma 3.5 in
[59]), for any p ∈ R,
sup
n≥1
sup
0≤t≤T
sup
x∈Rd
E
[
(σ
(n)
t (x))
p
]
< +∞. (3.4.8)
By (3.4.4), we can easily get, for any R > 0,
lim
n→∞
E
∫ T
0
∫
B(R)
|div(An0 )(Xns (x))− div(A0)(Xs(x))| dxds = 0,
and
lim
n→∞
E
∫ T
0
∫
B(R)
|div(Ai)(Xns (x))− div(Ai)(Xs(x))| dxds = 0.
Hence, there is a subsequence, still denoted by n, such that for almost all (w, x),
lim
n→∞
σ
(n)
T (x) = σT (x), (3.4.9)
where σT (x) is defined by (3.4.7). Note that for any nonnegative φ and ψ in Cc(Rd),
almost surely, ∫
Rd
φ(Xˆn,TT (x))ψ(x) dx =
∫
Rd
φ(x)ψ(XnT (x))σ
(n)
T (x) dx. (3.4.10)
Letting n → ∞ in L1(Ω) for both sides of (3.4.10), by (3.4.4), (3.4.6) and (3.4.9), up to
a subsequence if necessary, we get that for all nonnegative φ and ψ in a countable dense
subset C of Cc(Rd) and almost surely,∫
Rd
φ(XˆTT (x))ψ(x) dx =
∫
Rd
φ(x)ψ(XT (x))σT (x) dx. (3.4.11)
Hence, we can find a common null set N ⊂ Ω such that (3.4.11) holds for all w /∈ N and
φ, ψ ∈ C. Therefore, we complete the proof by the monotone class theorem. ¤
This lemma implies that if div(A0) is bounded, then the flow we constructed in Theorem
3.1.1 is indeed an almost everywhere stochastic invertible flow in the sense of Definition
2.1 in [76]. Furthermore, by (3.4.6), it holds
lim
n→∞
E
∫
B(R)
∣∣(Xnt )−1(x)−X−1t (x)∣∣p dx = 0, (3.4.12)
for any t > 0.
Now we turn to construct an explicit solution to the corresponding stochastic transport
equation by using the inverse flow X−1t as in Theorem 5.1 of [35]. Though we follow the
idea of the proof of Theorem 5.1 in [35], the difference is that here we only assume that
the initial value θ0 is measurable. Hence the proof of (3.4.25) is more complicated than
(5.18) in [35] (see [76] Proposition 2.3 for a different method, but θ0 is supposed to be
bounded there).
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Theorem 3.4.4 Assume that the conditions in Theorem 3.1.1 hold and div(A0) is bounded.
Let θ0 : Rd → R be a measurable function with polynomial growth. Then, θ(t, x) :=
θ0(X
−1
t (x)) is a solution to the stochastic transport equation
dθ(t) = −
m∑
i=1
〈∇θ(t), Ai〉 ◦ dwit − 〈∇θ(t), A0〉 dt, θ|t=0 = θ0 (3.4.13)
in distribution sense, that is, for any φ ∈ C∞c (Rd),
(θ(t), φ)L2 = (θ0, φ)L2+
m∑
i=1
∫ t
0
(θ(s), div(φAi))L2 ◦dwis+
∫ t
0
(θ(s), div(φA0))L2ds, (3.4.14)
where (·, ·)L2 is the inner product in L2(Rd, dx).
Proof. First we express the equation (3.4.14) into the Itoˆ form, i.e.,
(θ(t), φ)L2 = (θ0, φ)L2 +
m∑
i=1
∫ t
0
(θ(s), div(φAi))L2dw
i
s +
∫ t
0
(θ(s), div(φA0))L2ds
+
1
2
m∑
i=1
∫ t
0
(
θ(s), div(div(φAi)Ai)
)
L2
ds. (3.4.15)
The idea of the proof is similar to that of Theorem 5.1 in [35] and we divide it into two
steps.
Step 1. We assume θ0 ∈ C∞c (Rd). In this step, similar to the proof of Theorem 5.1 in
[35], here the key point is to show
lim
n→∞
E
(
sup
|x|≤R
|θn(t, x)− θ(t, x)|p
)
= 0,
where θn(t, x) = θ0
(
(Xnt )
−1(x)
)
and Xnt is defined before Lemma 3.4.3. However, different
from (5.12) on p.1102 of [35], we only need a weaker form of the convergence result here,
i.e.,
lim
n→∞
E
∫
B(R)
|θn(t, x)− θ(t, x)|p dx = 0. (3.4.16)
To this end, noticing that |θn(t, x)− θ(t, x)| ≤ ‖∇θ0‖∞|(Xnt )−1(x)−X−1t (x)|, by (3.4.12),
we still have
E
∫
B(R)
|θn(t, x)− θ(t, x)|p dx ≤ ‖∇θ0‖p∞ E
∫
B(R)
|(Xnt )−1(x)−X−1t (x)|pdx→ 0,
as n → ∞. Hence (3.4.16) holds and the rest of the arguments in Step 1 of the proof of
Theorem 5.1 in [35] still work here.
Step 2. Now suppose that θ0 is measurable with polynomial growth. Define θ
n
0 =
φn · (θ0 ∗ χn). Then, there exist C > 0 and a positive integer q0 which are independent of
n such that
|θn0 (x)| ≤ C (1 + |x|q0), for x ∈ Rd. (3.4.17)
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Use again the notation θn(t, x) to denote θn(t, x) = θ
n
0 (X
−1
t (x)), where Xt(x) is now the
solution to SDE (3.1.1). Then, by Step 1, θn satisfies (3.4.15). Now using the SDE (3.4.5)
and the moment estimate (see [34]), we have, for any T > 0 and t ∈ [0, T ],
E
(
sup
0≤s≤t
|Xˆ ts(x)|p
)
≤ Cp,T (1 + |x|p).
In particular, for each t ∈ [0, T ],
E
(|X−1t (x)|p) ≤ Cp,T (1 + |x|p).
By (3.4.17), it holds that
sup
t≤T
E
(|θn(t, x)|p)+ sup
t≤T
E
(|θ(t, x)|p) ≤ Cp,T (1 + |x|pq0). (3.4.18)
Therefore, for any p > 2 and φ ∈ C∞c (Rd) with supp(φ) ⊂ B(R),∫ T
0
E
(|(θn(t), φ)L2|p) dt ≤ (∫
Rd
|φ|q dx
)p−1 ∫ T
0
∫
B(R)
E(|θn(t, x)|p) dxdt
≤ Cp,T
(∫
Rd
|φ|q dx
)p−1 ∫
B(R)
(1 + |x|pq0) dx
< +∞, (3.4.19)
where q is the conjugate number of p.
Fix some constant M > 0. We have
E
∫
B(R)
|θn(t, x)− θ(t, x)|2dx = E
∫
X−1t (B(R))
|θn0 (y)− θ0(y)|2σt(y) dy
≤ E
(∫
B(M)
+
∫
X−1t (B(R))\B(M)
)
|θn0 (y)− θ0(y)|2σt(y) dy
=: In1 (t) + I
n
2 (t). (3.4.20)
Since div(A0) is bounded, we have, by Lemma 3.5 in [59], that
sup
0≤t≤T
sup
x∈Rd
E(σt(x)) ≤ CT < +∞,
and hence
lim sup
n→∞
In1 (t) = lim sup
n→∞
∫
B(M)
|θn0 (y)− θ0(y)|2E(σt(y)) dy
≤ CT lim
n→∞
∫
B(M)
|θn0 (y)− θ0(y)|2 dy (3.4.21)
= 0, (3.4.22)
where the last equality follows from the convergence of θn0 to θ0 in L
2
loc(Rd, dx). By the
Cauchy-Schwartz inequality,
In2 (t) ≤
(
E
∫
X−1t (B(R))\B(M)
|θn0 (y)− θ0(y)|4σt(y) dy
)1/2(
E
∫
X−1t (B(R))\B(M)
σt(y) dy
)1/2
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=:
(
In2,1(t)I
n
2,2(t)
)1/2
. (3.4.23)
We have, by (3.4.18),
In2,1(t) ≤ E
∫
X−1t (B(R))
|θn0 (y)− θ0(y)|4σt(y) dy
= E
∫
B(R)
∣∣θn0 (X−1t (x))− θ0(X−1t (x))∣∣4 dx
≤ C ′
∫
B(R)
(1 + |x|4q0) dx
< +∞. (3.4.24)
Next, the function σt1X−1t (B(R))\B(M) converges to 0 as M tends to +∞ for P × Ld-a.e.
(w, y) ∈ Ω0 × Rd; moreover, σt1X−1t (B(R))\B(M) ≤ σt1X−1t (B(R)) and
E
∫
Rd
σt1X−1t (B(R)) dy = E
∫
Rd
1B(R)dy = Ld(B(R)) < +∞.
Hence, by the dominated convergence theorem, we have
lim
M→+∞
In2,2(t) = 0.
This plus (3.4.23) and (3.4.24) leads to
lim
M→+∞
In2 (t) = 0.
Therefore, by (3.4.21), first letting n goes to ∞ in (3.4.20), and then letting M goes to
+∞, we obtain
lim
n→+∞
E
∫
B(R)
|θn(t, x)− θ(t, x)|2dx = 0.
From this, we deduce that for any φ ∈ C∞c (Rd) with supp(φ) ⊂ B(R),
E
[(
(θn(t), φ)L2−(θ(t), φ)L2
)2] ≤ (∫
Rd
φ2dx
)
E
∫
B(R)
|θn(t, x)−θ(t, x)|2dx→ 0, (3.4.25)
as n → ∞. Now (3.4.19) and (3.4.25) allow us to pass to the limit and the proof is
complete. ¤
Now we discuss the connection between the stochastic transport equation (3.4.13) and
the following transport equation associated with the random vector field A˜0 defined in
(3.3.1), i.e.,
dut = −〈∇ut, A˜0(t)〉 dt, u|t=0 = u0. (3.4.26)
To this end, we first need some preparations. Recall that ϕt is the smooth flow defined
at the beginning of Section 3.3. Let
ρ˜t =
d((ϕt)#Ld)
dLd and ρt =
d((ϕ−1t )#Ld)
dLd ,
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which are the Radon-Nikodym derivatives. We have the following simple equality, i.e.,
ρ˜t(x) =
[
ρt
(
ϕ−1t (x)
)]−1
. (3.4.27)
Indeed, for any ψ ∈ C∞c (Rd), we have∫
Rd
ψ(x) dx =
∫
Rd
ψ
[
ϕt
(
ϕ−1t (x)
)]
dx
=
∫
Rd
ψ[ϕt(y)]ρt(y) dy
=
∫
Rd
ψ(x)ρt
(
ϕ−1t (x)
)
ρ˜t(x) dx,
which leads to (3.4.27) due to the arbitrariness of ψ ∈ C∞c (Rd). Moreover, by Lemma
4.3.1 in [52], the density ρt has the explicit expression:
ρt(x) = exp
( m∑
i=1
∫ t
0
div(Ai)(ϕs(x)) ◦ dwis
)
. (3.4.28)
Now we show that the solutions of (3.4.13) and (3.4.26) in distribution sense are related
to each other by the smooth flow ϕt.
Proposition 3.4.5 Suppose that θt is a solution to the stochastic transport equation
(3.4.13) in distribution sense. Then, almost surely, ut := θt(ϕt) solves the transport
equation (3.4.26) with u|t=0 = θ0.
Proof. For any ψ ∈ C∞c (Rd), we have∫
Rd
θt(ϕt)ψ dx =
∫
Rd
θtψ(ϕ
−1
t )ρ˜t dx. (3.4.29)
Now we compute the Stratonovich stochastic differentials of ψ(ϕ−1t ) and ρ˜t. By [11] (see
pp. 103–106) or (5.1) in [35],
dϕ−1t = −Kt(ϕ−1t )
m∑
i=1
Ai ◦ dwit. (3.4.30)
Hence
dψ(ϕ−1t ) =
〈
(∇ψ)(ϕ−1t ), ◦ dϕ−1t
〉
= −
m∑
i=1
〈
(∇ψ)(ϕ−1t ), Kt(ϕ−1t )Ai
〉 ◦ dwit.
Noting that ∇(ψ(ϕ−1t )) = K∗t (ϕ−1t )(∇ψ)(ϕ−1t ), we obtain
dψ(ϕ−1t ) = −
m∑
i=1
〈∇(ψ(ϕ−1t )), Ai〉 ◦ dwit. (3.4.31)
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Next, we compute dρ˜t. By (3.4.28),
dρt = ρt
m∑
i=1
div(Ai)(ϕt) ◦ dwit.
Hence, we deduce from (3.4.30) and the generalized Itoˆ formula that
d
[
ρt(ϕ
−1
t )
]
= (dρt)(ϕ
−1
t ) +
〈
(∇ρt)(ϕ−1t ), ◦ dϕ−1t
〉
= ρt(ϕ
−1
t )
m∑
i=1
div(Ai) ◦ dwit −
m∑
i=1
〈
(K∗t∇ρt)(ϕ−1t ), Ai
〉 ◦ dwit.
Using again the Itoˆ formula and by the relation (3.4.27), we arrive at
dρ˜t = −
[
ρt(ϕ
−1
t )
]−2 ◦ d[ρt(ϕ−1t )]
= −ρ˜t
m∑
i=1
div(Ai) ◦ dwit + ρ˜2t
m∑
i=1
〈∇(ρt(ϕ−1t )), Ai〉 ◦ dwit.
Since ∇ρ˜t = −ρ˜2t∇(ρt(ϕ−1t )) by (3.4.27), we finally obtain
dρ˜t = −ρ˜t
m∑
i=1
div(Ai) ◦ dwit −
m∑
i=1
〈∇ρ˜t, Ai〉 ◦ dwit
= −
m∑
i=1
div(ρ˜tAi) ◦ dwit.
(3.4.32)
Now, by the equalities (3.4.31), (3.4.32) and the fact that θt solves the stochastic transport
equation (3.4.13), we have
d
[
θtψ(ϕ
−1
t )ρ˜t
]
= ψ(ϕ−1t )ρ˜t
(
−
m∑
i=1
〈∇θt, Ai〉 ◦ dwit − 〈∇θt, A0〉 dt
)
−
m∑
i=1
θtρ˜t〈∇(ψ(ϕ−1t )), Ai〉 ◦ dwit −
m∑
i=1
θtψ(ϕ
−1
t )div(ρ˜tAi) ◦ dwit.
Since
div(ψ(ϕ−1t )ρ˜tAi) = ψ(ϕ
−1
t )div(ρ˜tAi) + ρ˜t〈∇(ψ(ϕ−1t )), Ai〉,
we arrive at
d
[
θtψ(ϕ
−1
t )ρ˜t
]
= ψ(ϕ−1t )ρ˜t
(
−
m∑
i=1
〈∇θt, Ai〉 ◦ dwit − 〈∇θt, A0〉 dt
)
−
m∑
i=1
θtdiv
(
ψ(ϕ−1t )ρ˜tAi
) ◦ dwit.
The above equality should be understood in distribution sense. More precisely, we have
obtained∫
Rd
θtψ(ϕ
−1
t )ρ˜t dx =
∫
Rd
θ0ψ dx+
m∑
i=1
∫ t
0
(∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sAi
)
dx
)
◦ dwis
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+
∫ t
0
∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sA0
)
dxds
−
m∑
i=1
∫ t
0
(∫
Rd
θsdiv(ψ(ϕ
−1
s )ρ˜sAi)dx
)
◦ dwis
=
∫
Rd
θ0ψ dx+
∫ t
0
∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sA0
)
dxds.
As in Theorem 3.4.4, we denote by (·, ·)L2 the inner product in L2(Rd, dx). By (3.4.29),
we have
(θt(ϕt), ψ)L2 = (θ0, ψ)L2 +
∫ t
0
∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sA0
)
dxds. (3.4.33)
By the definition of ρ˜s,∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sA0
)
dx
=
∫
Rd
θs
[〈
(K∗s∇ψ)(ϕ−1s ), A0
〉
+ ψ(ϕ−1s )ρ˜
−1
s 〈∇ρ˜s, A0〉+ ψ(ϕ−1s )div(A0)
]
ρ˜sdx
=
∫
Rd
θs(ϕs)
[〈∇ψ,KsA0(ϕs)〉+ ψ〈(ρ˜−1s ∇ρ˜s)(ϕs), A0(ϕs)〉+ ψdiv(A0)(ϕs)]dx.
Lemma 3.2.3 leads to
div
(
A˜0(s)
)
= 〈div(Ks), A0(ϕs)〉+ div(A0)(ϕs)
=
〈
(ρ˜−1s ∇ρ˜s)(ϕs), A0(ϕs)
〉
+ div(A0)(ϕs).
It follows that ∫
Rd
θsdiv
(
ψ(ϕ−1s )ρ˜sA0
)
dx =
∫
Rd
θs(ϕs)div
(
ψA˜0(s)
)
dx.
Combining (3.4.33) we have
(θt(ϕt), ψ)L2 = (θ0, ψ)L2 +
∫ t
0
(
θs(ϕs), div(ψA˜0(s))
)
L2
ds,
which means that, almost surely, θt(ϕt) is a solution to the transport equation (3.4.26) in
distribution sense with initial value θ0. ¤
Remark 3.4.6 Originally, we intended to prove the uniqueness of the solutions to the
stochastic transport equation (3.4.13) by using the above proposition. Indeed, if any solu-
tion of (3.4.26) can be represented as ut = u0
(
Y −1t
)
, where Yt is the flow generated by A˜0,
then, by the above proposition, we must have θt(ϕt) = θ0
(
Y −1t
)
(since θt(ϕt)|t=0 = θ0),
which gives us
θt = θ0
[
Y −1t
(
ϕ−1t
)]
= θ0
(
X−1t
)
.
That is to say, any solution of (3.4.13) is expressed as the composition of θ0 and the
inverse flow X−1t . However, since the divergence div(A˜0) of A˜0 is unbounded, it is difficult
to get a meaningful result of uniqueness for the equation (3.4.26) (see [1, 2, 23]).
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3.5 Approximate differentiability of the flow gener-
ated by SDE (3.1.1)
In this section, we will study the approximate differentiability of the stochastic flow Xt
associated to the Stratonovich SDE (3.1.1) with drift coefficient A0 belonging to the
Sobolev space W 1,1loc (Rd,Rd). The first results relative to the approximate differentiability
of the flow was obtained in [7], in which the authors studied the case that A0 is in the
Sobolev space W 1,ploc (Rd,Rd) with p > 1. The requirement that p > 1 comes from the fact
that some tools from the theory of maximal functions are used. Recently, the consequences
were improved substantially in [18].
At first, we introduce some notations and results on maximal functions. For any bounded
measurable subset U ⊂ Rd with positive Lebesgue measure, i.e., Ld(U) > 0, define the
average of f ∈ L1loc(Rd) on U by
−
∫
U
f(x) dx =
1
Ld(U)
∫
U
f(x) dx.
Then, for any x ∈ Rd and R > 0, the local maximal function of f , denoted by MRf , is
defined by
MRf(x) = sup
0<r≤R
−
∫
B(x,r)
|f(y)| dy,
where B(x, r) = {y ∈ Rd; |y − x| ≤ r}. Here are some results regarding the maximal
function (see [65]; for a proof of the second result, see the Appendix of [38]).
Lemma 3.5.1 (1) For R, ρ > 0, there are Cd, Cd,ρ > 0 such that for all f ∈ L1loc(Rd),
we have ∫
B(ρ)
MRf(x) dx ≤ Cd,ρ + Cd
∫
B(R+ρ)
|f(x)| log(2 + |f(x)|) dx,
and for any α > 0,
Ld(x ∈ B(ρ) :MRf(x) > α) ≤ Cd
α
∫
B(R+ρ)
|f(x)| dx.
(2) Let f ∈ W 1,1loc (Rd). Then, there is Cd > 0 (independent of f) and a null set N ⊂ Rd,
such that for all x, y ∈ N c with |x− y| ≤ R,
|f(x)− f(y)| ≤ Cd|x− y|
(
(MR|∇f |)(x) + (MR|∇f |)(y)
)
.
We first prove the following result on the approximate differentiability of the regular
Lagrangian flow generated by a Sobolev vector field b. This is an extension of Corollary
2.5 in [18] to the case that b has linear growth (see [18] Corollary 3.5 and [7] Remark 3.8
for the more general case, but therein the divergence of b is assumed to be bounded on
Rd).
Proposition 3.5.2 Assume that the vector field b is in L1
(
[0, T ],W 1,1loc (Rd,Rd)
)
and sat-
isfies
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(i) |bt(x)|
1+|x| ∈ L∞([0, T ]× Rd);
(ii) for any R > 0, ∫ T
0
‖div(bt)‖L∞(B(R))dt < +∞,
and ∫ T
0
∫
B(R)
|∇bt| log(2 + |∇bt|) dxdt < +∞.
Let Yt be the regular Lagrangian flow generated by b. Then, for any R > 0 and ² > 0,
there exists a Borel set E ⊂ B(R) such that Ld(B(R) \E) < ² and the restriction Yt|E is
a Lipschitz map for any t ∈ [0, T ]. In particular, for any t ∈ [0, T ], Yt is approximately
differentiable Ld-a.e. in Rd.
Proof. We follow the idea of the proof of Corollary 2.5 in [18]. For 0 ≤ t ≤ T, 0 < r ≤
2R and x ∈ B(R), define
Q(t, x, r) = −
∫
B(x,r)
log
( |Yt(x)− Yt(y)|
r
+ 1
)
dy.
From Definition 3.2.4 (1), it follows that, for a.e. x and for all r ∈ (0, 2R], the map
t 7→ Q(t, x, r) is Lipschitz and
dQ
dt
(t, x, r) ≤ −
∫
B(x,r)
∣∣∣∣dYtdt (x)− dYtdt (y)
∣∣∣∣ · (|Yt(x)− Yt(y)|+ r)−1dy
= −
∫
B(x,r)
|bt(Yt(x))− bt(Yt(y))|
|Yt(x)− Yt(y)|+ r dy. (3.5.1)
By condition (i) and Gronwall’s inequality, it is easy to show that
|Yt(x)| ≤ (1 +R)eCT , for all x ∈ B(R), 0 ≤ t ≤ T.
Hence, for a.e. x ∈ B(R) and y ∈ B(x, r), we have
|Yt(x)− Yt(y)| ≤ |Yt(x)|+ |Yt(y)|
≤ (1 +R)eCT + (1 + 3R)eCT
= 2(1 + 2R)eCT =: R˜.
Since (Yt)#Ld ¿ Ld, we can apply Lemma 3.5.1 (2) to get
|bt(Yt(x))− bt(Yt(y))| ≤ Cd|Yt(x)− Yt(y)| ·
[
(MR˜|∇bt|)(Yt(x)) + (MR˜|∇bt|)(Yt(y))
]
.
Substituting this estimate into (3.5.1), we have
dQ
dt
(t, x, r) ≤ −
∫
B(x,r)
Cd
[
(MR˜|∇bt|)(Yt(x)) + (MR˜|∇bt|)(Yt(y))
]
dy
= Cd(MR˜|∇bt|)(Yt(x)) + Cd −
∫
B(x,r)
(MR˜|∇bt|)(Yt(y)) dy.
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Integrating with respect to time on [0, T ], we obtain, for all t ∈ [0, T ],
Q(t, x, r) ≤ log 2 + Cd
∫ T
0
(MR˜|∇bs|)(Ys(x)) ds+ Cd
∫ T
0
−
∫
B(x,r)
(MR˜|∇bs|)(Ys(y)) dyds.
Set
Φ(x) =
∫ T
0
(MR˜|∇bs|)(Ys(x)) ds.
Then, by Fubini’s theorem,
Q(t, x, r) ≤ log 2 + CdΦ(x) + Cd −
∫
B(x,r)
Φ(y) dy, for all t ∈ [0, T ].
Hence, by the definition of the maximal function,
sup
0≤t≤T
sup
0<r≤2R
Q(t, x, r) ≤ log 2 + CdΦ(x) + Cd(M2RΦ)(x). (3.5.2)
For positive η small enough, we have
Ld
(
x ∈ B(R) : log 2 + CdΦ(x) + Cd(M2RΦ)(x) > 1/η
)
≤ Ld
(
x ∈ B(R) : CdΦ(x) > 1/(3η)
)
+ Ld
(
x ∈ B(R) : Cd(M2RΦ)(x) > 1/(3η)
)
.
(3.5.3)
By the Chebyshev inequality,
Ld
(
x ∈ B(R) : CdΦ(x) > 1/(3η)
) ≤ 3ηCd ∫
B(R)
Φ(x) dx.
Using the second inequality of Lemma 3.5.1 (1), we have
Ld
(
x ∈ B(R) : Cd(M2RΦ)(x) > 1/(3η)
) ≤ 3ηCdC ′d ∫
B(3R)
Φ(x) dx.
Substituting these two estimates into (3.5.3) and by the definition of Φ(x), we obtain
I := Ld
(
x ∈ B(R) : log 2 + CdΦ(x) + Cd(M2RΦ)(x) > 1/η
)
≤ 3ηCd(1 + C ′d)
∫
B(3R)
Φ(x) dx
= 3ηCd(1 + C
′
d)
∫ T
0
∫
B(3R)
(MR˜|∇bt|)(Yt(x)) dxdt.
Since
ρ˜t :=
d((Yt)#Ld)
dLd ,
we get
I ≤ 3ηCd(1 + C ′d)
∫ T
0
∫
Yt(B(3R))
(MR˜|∇bt|)(y)ρ˜t(y) dydt.
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In view of the expression of ρ˜t given in Remark 3.2.6, for any x ∈ B(3R) and t ∈ [0, T ],
ρ˜t(Yt(x)) = exp
(
−
∫ t
0
div(bs)(Ys(x)) ds
)
≤ exp
(∫ T
0
‖div(bs)‖L∞(B(R1))ds
)
=: L,
where R1 = (1 + 3R)e
CT . Hence, by the first inequality of Lemma 3.5.1 (1),
I ≤ 3ηCd(1 + C ′d)L
∫ T
0
∫
B(R1)
(MR˜|∇bt|)(y) dydt
≤ 3ηCd(1 + C ′d)L
∫ T
0
[
Cd,R1 + C
′′
d
∫
B(R1+R˜)
|∇bt| log(2 + |∇bt|) dy
]
dt
=: ηL1.
Now, for any ² > 0, let η = ²/L1. Then, by (3.5.2) and the definition of I, we have
Ld
(
x ∈ B(R) : sup
0≤t≤T
sup
0<r≤2R
Q(t, x, r) >
L1
²
)
≤ I ≤ ²
L1
· L1 = ².
Let
E =
{
x ∈ B(R) : sup
0≤t≤T
sup
0<r≤2R
Q(t, x, r) ≤ L1
²
}
.
Then, Ld(B(R) \ E) ≤ ². And, for any x ∈ E, 0 ≤ t ≤ T and 0 < r ≤ 2R, the definition
of Q(t, x, r) leads to
−
∫
B(x,r)
log
( |Yt(x)− Yt(y)|
r
+ 1
)
dy ≤ L1
²
. (3.5.4)
Now fix any x, y ∈ E and let r = |x− y| which is assumed to be less than 2R. We have,
by the triangular inequality,
log
( |Yt(x)− Yt(y)|
r
+ 1
)
≤ log
( |Yt(x)− Yt(z)|+ |Yt(z)− Yt(y)|
r
+ 1
)
≤ log
( |Yt(x)− Yt(z)|
r
+ 1
)
+ log
( |Yt(z)− Yt(y)|
r
+ 1
)
.
Thus, by (3.5.4),
log
( |Yt(x)− Yt(y)|
r
+ 1
)
= −
∫
B(x,r)∩B(y,r)
log
( |Yt(x)− Yt(y)|
r
+ 1
)
dz
≤ −
∫
B(x,r)∩B(y,r)
[
log
( |Yt(x)− Yt(z)|
r
+ 1
)
+ log
( |Yt(z)− Yt(y)|
r
+ 1
)]
dz
≤ C˜d −
∫
B(x,r)
log
( |Yt(x)− Yt(z)|
r
+ 1
)
dz + C˜d −
∫
B(y,r)
log
( |Yt(z)− Yt(y)|
r
+ 1
)
dz
Section 3.5. Approximate differentiability of the flow generated by SDE (3.1.1) 55
≤ 2C˜d · L1
²
,
where the constant C˜d only depends on the dimension d. Therefore,
|Yt(x)− Yt(y)| ≤ re2C˜dL1/² = |x− y|e2C˜dL1/²,
and it holds for all x, y ∈ E. Hence, Lip(Yt|E) ≤ e2C˜dL1/². The proof is completed since
the approximately differentiable map can be approximated by Lipschitz maps in the Lusin
sense (see Theorem 5.3.3 in the Appendices). ¤
Now we are ready to prove the main result of this section.
Theorem 3.5.3 Assume that vector fields A1, · · · , Am are in C3+δb (Rd,Rd), and the vec-
tor field A0 is in W
1,1
loc (Rd,Rd) satisfying
(1) A0 has sublinear growth;
(2) div(A0) is locally bounded on Rd;
(3) for any R > 0,
∫
B(R)
‖∇A0‖ log(2 + ‖∇A0‖) dx < +∞.
Then, for a.s. w ∈ Ω0, for any R > 0 and δ > 0, there exists a Borel set E ⊂ B(R)
such that Ld(B(R) \ E) < δ and the restriction of the flow Xt to E is a Lipschitz map
for any t ∈ [0, T ]. In particular, Xt is approximately differentiable Ld-a.e. in Rd for any
t ∈ [0, T ].
Proof. Since Xt = ϕt(Yt) and for a.s. w ∈ Ω0, the map ϕt : Rd → Rd is a C2-
diffeomorphism on Rd, we only have to prove the result for the solution Yt of the random
ODE (3.3.2).
Now, we check that A˜0 satisfies the conditions given in Proposition 3.5.2.
Firstly, by the definition of A˜0 and the conditions on A0, it is clear that A˜0 is in
L1([0, T ], L1loc(Rd,Rd)). Moreover,
∇A˜0(t, x) = (∇Kt(x))A0(ϕt(x)) +Kt(x)(∇A0)(ϕt(x))Jt(x),
and hence
‖∇A˜0(t, x)‖ ≤ ‖∇Kt(x)‖ · |A0(ϕt(x))|+ ‖Kt(x)‖ · ‖Jt(x)‖ · ‖(∇A0)(ϕt(x))‖. (3.5.5)
The terms ‖∇Kt(x)‖, ‖Kt(x)‖ and ‖Jt(x)‖ are bounded on [0, T ]×B(R). By Lemma 3.3.1
and the fact that A0 has sublinear growth, it is easy to show that |A0(ϕt(x))| has an upper
bound on [0, T ]×B(R). As for the last term in (3.5.5), noting that L := ∪0≤t≤Tϕt(B(R))
is a bounded subset of Rd, we have∫ T
0
∫
B(R)
‖∇A˜0(t, x)‖ dxdt ≤ CT,R + C ′T,R
∫ T
0
∫
B(R)
‖(∇A0)(ϕt)‖ dxdt
= CT,R + C
′
T,R
∫ T
0
∫
ϕt(B(R))
‖∇A0‖ · |det(Kt)(ϕ−1t )| dxdt
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≤ CT,R + C ′′T,R
∫
L
‖∇A0‖ dx
< +∞,
where the last but two inequality follows from the boundedness of |det(Kt)| on [0, T ] ×
B(R). Hence, A˜0 ∈ L1([0, T ],W 1,1loc (Rd,Rd)).
Secondly, by Lemma 3.3.1, the condition (i) in Proposition 3.5.2 is easily checked for A˜0.
The first condition in Proposition 3.5.2 (ii) can be verified by using the equality in Lemma
3.2.2 (2), similar as what we have done at the end of the proof of Proposition 3.3.2.
Finally, we check that A˜0 satisfies the second condition in Proposition 3.5.2 (ii). Again,
by (3.5.5) and the above discussions, we have
‖∇A˜0(t)‖ ≤ CT,R(1 + ‖(∇A0) ◦ ϕt‖).
Hence, by the simple inequality log(1 + s) ≤ s for all s ≥ 0, we have
log
(
2 + ‖∇A˜0(t)‖
) ≤ log [(2 + CT,R)(2 + ‖(∇A0) ◦ ϕt‖)]
≤ (1 + CT,R) + log
(
2 + ‖(∇A0) ◦ ϕt‖
)
.
As a result,
‖∇A˜0(t)‖ log
(
2 + ‖∇A˜0(t)‖
)
≤ CT,R(1 + CT,R)
(
1 + ‖(∇A0) ◦ ϕt‖
)[
1 + log
(
2 + ‖(∇A0) ◦ ϕt‖
)]
≤ CT,R(1 + CT,R)
[
2
(
1 + ‖(∇A0) ◦ ϕt‖
)
+ ‖(∇A0) ◦ ϕt‖ log
(
2 + ‖(∇A0) ◦ ϕt‖
)]
.
(3.5.6)
Again, by the fact that L := ∪0≤t≤Tϕt(B(R)) is bounded for any R > 0, we have, by the
condition (3), that∫ T
0
∫
B(R)
‖(∇A0) ◦ ϕt‖ log
(
2 + ‖(∇A0) ◦ ϕt‖
)
dxdt
≤
∫ T
0
∫
ϕt(B(R))
‖∇A0‖ log
(
2 + ‖∇A0‖
)|det(Kt) ◦ ϕ−1t | dydt
≤ C ′T,R T
∫
L
‖∇A0‖ log
(
2 + ‖∇A0‖
)]
dy
< +∞,
where C ′T,R = sup{|det(Kt(x))| : (t, x) ∈ [0, T ] × B(R)} which is finite. This and (3.5.6)
clearly imply that∫ T
0
∫
B(R)
‖∇A˜0(t, x)‖ log
(
2 + ‖∇A˜0(t, x)‖
)
dxdt < +∞.
Thus, the second condition in Proposition 3.5.2 (ii) is verified and the proof is complete.
¤
Chapter 4
The DiPerna-Lions theory on a
complete Riemannian manifold M
In Section 4.1 and Section 4.2 of this chapter, the preliminaries on analysis on Riemmanian
manifold and Riemmannian path space are given. In order to establish the DiPerna-Lions
theory on a complete Riemannian manifold, the commutator estimate is established, and
the uniqueness of the solutions to the transport equation on the Riemannian manifold
is studied in Section 4.3. In Section 4.4, following Ambrosio’s method, we construct the
DiPerna-Lions flow on the Riemannian manifold. In Section 4.5, the main purpose is
to find suitable conditions to guarantee that the horizontal flow is strongly complete.
In section 4.6, we construct diffusion processes associated to an elliptic operator with
irregular drift.
4.1 Preparation of geometric materials
We begin with a preparation of the geometric background, for which good general refer-
ences are [9, 45, 47, 49, 66].
Let (M,ρ) be a complete and connected Riemannian manifold of dimension d, where ρ is
the Riemannian metric, and let O(M) be the principal bundle of orthonormal frames of
M . An element r in O(M) is an isometry from Rd onto the tangent space Tpi(r)M , where
pi : O(M)→M is the natural projection and TxM is the tangent space of M at the point
x ∈M ; hence the group SO(d) of special orthogonal matrices acts on O(M) on the right,
i.e., R(g)(r) = r ◦ g. Let q ∈ so(d) be a skew-symmetric matrix on Rd, where so(d) is the
Lie algebra of SO(d), that is, the space of d× d skew symmetric matrices. Define
V (q)(r) =
{ d
d²
R(e²q)(r)
}
²=0
. (4.1.1)
Then V (q) is a complete smooth vector field on O(M), called the vertical vector field,
such that
pi′(r)V (q)(r) = 0,
where r ∈ O(M) and pi′(r) is the differential map from TrO(M) to Tpi(r)M .
Let ∇ be the Levi-Civita connection on (M,ρ). For each a ∈ Rd and r ∈ O(M), there
exists a unique geodesic {γ(t); t ≥ 0} on M , such that γ(0) = pi(r) and γ′(0) = ra. Let
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τ γt←0 be the parallel translation along γ. For each frame u ∈ pi−1(γ(0)) and b ∈ Rd, set
u(t)b = τ γt←0(ub),
which is in Tγ(t)M . Then t 7→ u(t) is a smooth curve on O(M). Define
H(a)(r) =
{ d
dt
u(t)
}
t=0
. (4.1.2)
The vector field H(a) is called the horizontal vector field on O(M). It is known that
the vector field H(a) for a ∈ Rd is complete, i.e., there is a global 1-parameter group of
transformations of M which induces H(a).
We shall choose a precise canonical basis of tangent spaces of O(M). Let {ε1, · · · , εd} be
the canonical basis of Rd here and in the sequel, and let qij ∈ so(d) such that
qijεj = −εi, qijεi = εj, qijεk = 0, for k 6= i, j.
In what follows, we shall denote by
Hi = H(εi) and Vij = V (qij), for 1 ≤ i < j ≤ d. (4.1.3)
Then for u ∈ O(M), {Hi(u), Vij(u); 1 ≤ i < j ≤ d} is a basis of the tangent space
TuO(M).
Set D(d) := Rd × so(d). Recall that the parallelism (θ, ω) on O(M) is a D(d)-valued
differential 1-form such that {
θ(Hi) = εi, θ(Vij) = 0,
ω(Hi) = 0, ω(Vij) = qij.
(4.1.4)
The following relations hold
R(g)∗θ = g−1θ, R(g)∗ω = Ad(g−1)ω, (4.1.5)
or equivalently,
R(g)∗H(a) = H(g−1a), R(g)∗V (q) = V (g−1qg). (4.1.6)
where g ∈ SO(d), a ∈ Rd, q ∈ so(d) and Ad is the adjoint representation of Lie group.
The following structure equations hold, i.e.,{
dθ = −θ ∧ ω,
dω = −ω ∧ ω + Ω,
where Ω is the curvature 2-form on O(M). It can be shown that
Ωr(a, b) = r
−1R(ra, rb)r, for a, b ∈ Rd and r ∈ O(M),
where R is the Riemannian curvature tensor on M .
Recall that the exterior differential of a 1-form φ is defined by
dφ(X1, X2) = X1φ(X2)−X2φ(X1)− φ([X1, X2]),
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where [X1, X2] is the Lie bracket of the two vector fields X1 and X2 on M . With the
structure equations, it comes that
[H(a), H(b)] = −V (Ω (a, b)) ;
[V (q1), V (q2)] = V ([q1, q2]);
[V (q), H(a)] = H(qa).
(4.1.7)
where a, b ∈ Rd and q, q1, q2 ∈ so(d).
Now endow on so(d) the inner product 〈·, ·〉G, i.e., for q1, q2 ∈ so(d),
〈q1, q2〉G = 1
2
tr(q1 · q∗2), (4.1.8)
where q∗ denotes the transpose of q. Under this metric, {qij; 1 ≤ i < j ≤ d} is an
orthonormal basis of so(d). Let u ∈ O(M), define the metric on TuO(M) such that
{Hi, Vij; 1 ≤ i < j ≤ d}
constitutes an orthonormal basis of TuO(M). Therefore, for each u ∈ O(M), (θu, ωu)
sends TuO(M) isometrically onto D(d) endowed with the metric
‖(a, q)‖2 = |a|2Rd + |q|2G, (4.1.9)
where | · |Rd is the usual metric on Rd and | · |G is the metric on so(d) induced by the inner
product 〈·, ·〉G.
Let ∇O(M) be the Levi-Civita connection on O(M) associated to the metric defined in
(4.1.9).
Proposition 4.1.1 We have
(i) ∇O(M)H(a) H(b) = −
1
2
V (Ω(a, b));
(ii) ∇O(M)H(a) V (q) = −
1
2
d∑
i=1
〈V (Ω(a, εi)), V (q)〉Hi;
(iii) ∇O(M)V (q1)V (q2) =
1
2
V ([q1, q2]);
(iv) ∇O(M)V (q) H(a) = −∇O(M)H(a) V (q) +H(qa).
Proof. We are going to check (iii) only, the other are similar. By straight calculation,
we have
2
〈∇O(M)V (q1)V (q2), H(a)〉 = −〈[V (q1), H(a)], V (q2)〉 − 〈[V (q2), H(a)], V (q1)〉
+〈[V (q1), V (q2)], H(a)〉,
which is 0, due to (4.1.7). For the vertical component, we have
2
〈∇O(M)V (q1)V (q2), V (q3)〉 = −〈[V (q1), V (q3)], V (q2)〉 − 〈[V (q2), V (q3)], V (q1)〉
+〈[V (q1), V (q2)], V (q3)〉,
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which is equal, by the second formula in (4.1.7), to
−〈V ([q1, q3]), V (q2)〉 − 〈V ([q2, q3]), V (q1)〉+ 〈V ([q1, q2]), V (q3)〉.
But note that
〈V ([q1, q3]), V (q2)〉+ 〈V ([q2, q3]), V (q1)〉 = 〈[q1, q3], q2〉G + 〈[q2, q3], q1〉G = 0,
since ad(q3) is skew-symmetric. So we get the expression in (iii). ¤
Proposition 4.1.2 Let a ∈ Rd and let q ∈ so(d). With respect to ∇O(M), the horizontal
vector field H(a) and the vertical vector field V (q) on O(M) have divergence zero, i.e.,
div(H(a)) = 0, div(V (q)) = 0.
Proof. By (i) in Proposition 4.1.1,
〈∇O(M)Hi H(a), Hi〉 = 0. By (ii) and (iv), the vector
field ∇O(M)V (qij)H(a) is horizontal, and hence
〈∇O(M)V (qij)H(a), V (qij)〉 = 0. In order to, calculate
the divergence of V (q), first by (ii),
〈∇O(M)Hi V (q), Hi〉 = 12〈V (Ω(²i, ²i)), V (q)〉 = 0.
Then by (iii),
〈∇O(M)V (qij)V (q), V (qij)〉 = 12〈V ([qij, q]), V (qij)〉 = 12〈[qij, q], qij〉G = 0.
We get the results. ¤
The following expression for the Ricci curvature tensor on O(M) is borrowed from [53].
Proposition 4.1.3 The Ricci curvature tensor RicO(M)r at r ∈ O(M) admits the expres-
sion,
〈RicO(M)r H(a), H(b)〉 = 〈ricra, b〉 −
3
4
d∑
α,β=1
〈Ωr(a, εα)εβ,Ωr(b, εα)εβ〉
+
1
4
d∑
α,β=1
〈Ωr(εα, εβ)a,Ωr(εα, εβ)b〉.
〈RicO(M)r H(a), Vij〉 =
d∑
α=1
〈(LHαΩ)r(εα, a)εi, εj〉,
〈RicO(M)r Vij, Vij〉 =
1
2
d∑
α=1
|Ωr(εi, εj)εα|2 + d− 2
4
, for i 6= j,
〈RicO(M)r Vij, Vk`〉 =
1
2
d∑
α=1
〈Ωr(εi, εj)εα,Ωr(εk, ε`)εα〉, for (i, j) 6= (k, `),
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Here ric is the representation on O(M) of the Ricci curvature tensor Ric of M , which is
defined by
ricr(a) =
d∑
i=1
Ωr(a, εi)εi, for a ∈ Rd and r ∈ O(M).
Let dx be the Riemannian measure on M (note that we have used dx to denote the
Lebesgue measure on Rd before this chapter, but there will be no confusion) and dg the
Riemannian measure on SO(d) associated to the metric defined in (4.1.9) which is a Haar
measure on SO(d). Introduce the Riemannian measure dr on O(M), which is locally
equal to the product measure dx× dg, that is, for F ∈ C(O(M), [0,∞)),∫
pi−1(U)
F (r) dr =
∫
U
(∫
SO(d)
F (Rg(s(x))) dg
)
dx, (4.1.10)
where U is an open set of M and s : x ∈ U 7→ s(x) ∈ O(M) a smooth section. By the
invariance of dg, it is clear that dr is invariant under the action of Rg, and hence∫
O(M)
F
(
Re²q(r)
)
dr =
∫
O(M)
F (r) dr.
Taking the derivative with respect to ² at ² = 0, we have∫
O(M)
(LV (q)F )(r) dr = 0, (4.1.11)
where L denotes the Lie derivative. On the other hand, for the horizontal vector field
H(a), we also have ∫
O(M)
(LH(a)F )(r) dr = 0. (4.1.12)
The proof of (4.1.12) is delicate, we refer to [66] p.186 for details.
Consider the Bochner-Laplace operator on O(M), i.e.,
∆O(M) =
d∑
i=1
L2Hi . (4.1.13)
The fundamental property of the Bochner-Laplace operator is that it is the lift of the
Laplacian operator 4M on M . That is, for every f ∈ C∞c (M),
4O(M)(f ◦ pi) = (4Mf) ◦ pi. (4.1.14)
According to (4.1.11), (4.1.12), ∆O(M) is a self-adjoint operator on L
2(O(M), dr), i.e.,∫
O(M)
∆O(M)F1 · F2 dr =
∫
O(M)
F1 ·∆O(M)F2 dr, (4.1.15)
for any F1, F2 ∈ C∞c (O(M)). With an abuse of notation we denote ∆O(M) its unique
self-adjoint extension. Denote by T
O(M)
t the semigroup associated to
1
2
∆O(M). Then
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∫
O(M)
T
O(M)
t F1 · F2 dr =
∫
O(M)
F1 · TO(M)t F2 dr, (4.1.16)
for any positive continuous functions F1, F2 on O(M). In particular, for any positive Borel
function F on O(M), ∫
O(M)
T
O(M)
t F dr =
∫
O(M)
F dr. (4.1.17)
4.2 Background for analysis on the Riemannian path
space
In this section, we will mainly recall some general framework on the analysis on the Rie-
mannian path space and state Bismut’s formula and Driver’s formula from the integration
by parts point of view. We refer the reader to [24, 25, 32, 37, 61] for details.
Consider a standard Brownian motion wt = (w
1
t , · · · , wdt ) on Rd, defined on a complete
filtered probability space (Ω,F , {Ft}t≥0, P ). The Stratonovich SDE on O(M), i.e.,
drt(w) =
d∑
i=1
Hi(rt(w)) ◦ dwit, r0(w) = r0, (4.2.1)
admits a unique strong solution {rt(w)}t≥0 up to the life-time, denoted by ζ(w, r0), where
r0 ∈ O(M) is a fixed frame by which we shall identify Rd with Tpi(r0)M . Let
γt(w) = pi(rt(w)).
It is known that the law of w 7→ γ·(w) on the path space
W (M) = {γ : [0, T ]→M ; γ is continuous}
is independent of the choice of the initial frame r0 ∈ pi−1(x), where T > 0 is fixed here
and in the sequel. The following result is taken from [66] p.199.
Theorem 4.2.1 Let x0 ∈M be a fixed point. If there exists an integer p ∈ N such that
〈RicxXx, Xx〉TxM ≥ −
p2
d
(
1 + dM(x, x0)
2
) |Xx|2, (4.2.2)
for all x ∈ M and Xx ∈ TxM , then, for any ² ∈ (0, 1) , x ∈ M , T > 0 and R > 0, we
have
Px
(
sup
t∈[0,T ]
dM(γt(w), x0) ≥ R
)
≤ (1 + d+ p)!
(1− ²)1+d+p exp
(
²dM(x, x0)
2
2(1− ²)T
)
e−R
2/(2TepT ), (4.2.3)
where Ricx is the Ricci curvature tensor at x of (M,ρ) and Px denotes the law of w 7→
γ·(w) starting from x.
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In particular, under the hypothesis (4.2.2), the life-time ζ = +∞ almost surely. Note that
if the constant p in (4.2.2) is independent of the reference point x0, then the condition is
reduced to
Ric ≥ −p2/d. (4.2.4)
In this case, taking x = x0 in (4.2.3), we have
Px
(
sup
t∈[0,T ]
dM(γt, x) ≥ R
)
≤ (1 + d+ p)!
(1− ε)1+d+p e
−R2/(2TepT ). (4.2.5)
In what follows, we always assume that (4.2.2) holds. The semi-group T
O(M)
t considered
in Section 4.1 admits the expression(
T
O(M)
t F
)
(r0) = E
(
F (rt(w, r0))
)
, for F ∈ C(O(M), [0,+∞) )
where rt(w, r0) is the solution to (4.2.1). The equality (4.1.17) becomes∫
O(M)
E
(
F (rt(w, r0))
)
dr0 =
∫
O(M)
F (r) dr.
More precisely, let
W (O(M)) =
{
r : [0, T ]→ O(M); r is continuous}.
We denote by P
O(M)
r0 the law of w 7→ r·(w, r0) on W (O(M)). Then, under the probability
law PˆO(M) defined by∫
W (O(M))
F (r) dPˆO(M)(r) =
∫
O(M)
(∫
W (O(M))
F (r) dPO(M)r0 (r)
)
dr0, (4.2.6)
the process {rt; t ∈ [0, T ]} is reversible. Let ϕ ∈ C1c (O(M)). Then, by the Lyons-Zheng
decomposition (see [60]), for each t ∈ (0, T ] fixed, under PˆO(M), there exist a continuous
martingale (M ts)0≤s≤t with respect to the filtration Fs generated by {ru; 0 ≤ u ≤ s} and
another continuous martingale (M¯ ts)0≤s≤t with respect to the filtration F¯s generated by
{rt−u; 0 ≤ u ≤ s}, having the quadratic variations given by
〈M〉ts =
∫ s
0
d∑
j=1
|LHjϕ|2(ru) du,
〈M¯〉ts =
∫ s
0
d∑
j=1
|LHjϕ|2(rt−u) du,
(4.2.7)
such that ϕ(rt) admits the expression
ϕ(rt)− ϕ(r0) = 1
2
(M tt − M¯ tt ). (4.2.8)
Now let f ∈ Cb(M), the space of all bounded continuous function on M . Since the law
of w 7→ pi(r·(w, r0)) is only dependent of x = pi(r0), not of r0, the heat semi-group TMt on
M has the expression
TMt f(x) = E
[
f(pi(rt(w, r0)))
]
= T
O(M)
t (f ◦ pi)(r0).
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By relation (4.1.10), we see that the push forward measure of dr by pi is dx, i.e., pi#(dr) =
dx. Therefore, the symmetry of T
O(M)
t with respect to dr implies the symmetry of T
M
t
with respect to dx, i.e., for f1, f2 ∈ C∞c (M),∫
M
TMt f1 · f2 dx =
∫
M
f1 · TMt f2 dx.
Now let’s state Bismut’s formula. Consider the following resolvent equation
dQt
dt
= −1
2
ricrt(w,r0)Qt, Q0 = IdRd . (4.2.9)
From the condition (4.2.2), it follows
‖Qt‖ ≤ exp
(
p2
2d
∫ t
0
[
1 + dM(γs(w), x0)
2
]
ds
)
. (4.2.10)
Theorem 4.2.2 (Bismut’s formula) Let X be a C1-vector field on M with compact
support. Then for any f ∈ Cb(M), t ∈ (0, T ] and r0 ∈ pi−1(x),(LXTMt f)(x) = 1tEx
[
f(γt(w))
∫ t
0
〈
Qs(r
−1
0 Xx), dws
〉]
, (4.2.11)
where Ex means the expectation with respect to the distribution Px.
This formula was initially obtained by J.M. Bismut on a compact Riemannian mani-
fold (see [11]) from the formula of integration by parts on the Riemannian path space.
Derivative formulae of Markov semi-groups with respect to the spatial variable have been
studied intensively for degenerate and non-degenerate diffusion processes even with jumps
(see [26, 29, 42, 43, 66, 68, 70, 77] for example and the references therein). The simple
martingale approach used in [29] is effective mainly for non-degenerate semi-groups (see
[77]). For jump processes using the Girsanov transforms, see [68]. For infinite dimensional
case, see [72]. Some applications to Mathematical Finance are showed in [43].
In order to understand Bismut’s formula, we recall briefly the basic elements of analysis
on the Riemannian path space.
We restrict ourselves to the time interval [0, T ]. Fix x ∈M and define
Wx(M) = {γ : [0, T ]→M ; γ is continuous and γ0 = x}.
Set
H(TxM) =
{
h : [0, T ]→ TxM ; h(0) = 0, |h|2H :=
∫ T
0
|h˙(s)|2TxM ds < +∞
}
. (4.2.12)
A vector field Z on Wx(M) is the given of data
Z(γ, s) ∈ Tγ(s)M
such that if z(γ(w), s) = τ
γ(w)
0←s Z(γ(w), s), then we have
E
(∫ T
0
|z˙(γ(w), s)|2TxM ds
)
< +∞.
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Now for such a process Z, we define a TxM -valued stochastic process zˆ(w, ·) by
˙ˆz(w, s) = z˙(γ(w), s) +
1
2
ricrs(w) z(γ(w), s), (4.2.13)
where rs(w) is defined by (4.2.1) and γs(w) = pi(rs(w)).
In the sequel, we assume the following upper bound condition for the Ricci curvature
tensor, i.e.,
Ricx ≤ Cx0
(
1 + dM(x, x0)
2
)
, (4.2.14)
where Cx0 is a positive constant dependent of x0. Combining with the condition (4.2.2),
we have
sup
0≤s≤T
∣∣ricrs(w)z(γ(w), s)∣∣2 ≤ C2x0 (1 + sup
0≤s≤T
dM(x0, γs(w))
2
)2
sup
0≤s≤T
|z(γ(w), s)|2.
Using the estimate (4.2.3), we see that, for any p > 1,
E
[(
1 + sup
0≤s≤T
dM(x0, γs(w))
2
)q]
< +∞,
where q denotes the conjugate number of p. Therefore, for some constant Cp,T > 0, we
have
E
(∫ T
0
∣∣ ˙ˆz(w, s)∣∣2ds) ≤ Cp,T [E(|z|2pH )]1/p,
since sup0≤s≤T |z(γ(w), s)|2 ≤ T
∫ T
0
|z˙(γ(w), s)|2ds = T |z|2H .
Let F : Wx(M) → R be a Borel function. We say that F is cylindrical at the level of
O(M) if F can be written in the form
F (γ) = f
(
rt1(w), · · · , rtN (w)
)
, f ∈ C∞c (O(M)N),
where 0 < t1 < · · · < tN ≤ T and N is a positive integer. Let C be the set of all cylindrical
functions at the level of O(M).
Let h ∈ H(TxM). Set
Γh(t) =
∫ t
0
Ωrs(w)(h(s), ◦dws). (4.2.15)
To h, we associate a semi-martingale ξh with it, defined in the Stratonovich form, i.e.,
dξh(t) = Γh(t) ◦ dwt + h˙(t) dt,
or in the Itoˆ form, i.e.,
dξh(t) = Γh(t) dwt +
˙ˆ
h(t) dt.
Hence,
˙ˆ
h(t) = h˙(t) + 1
2
ricrt(w)h(t).
Let F ∈ C. We define the derivative of F along h by
DhF =
{
d
d²
F
(∫ ·
0
e²Γh(s) ◦ dws + ²h
)}
²=0
, (4.2.16)
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which holds in some Lp space. We have
DhF =
N∑
i=1
d∑
α=1
(LHαf)hα(ti)−
N∑
i=1
LΓh(ti)vf, (4.2.17)
where Γh(ti)
v denotes the vertical vector field on O(M) induced by Γh(ti) through
Ev(r) =
{ d
d²
re²E
}
²=0
, for E ∈ so(d).
By Girsanov theorem, the following formula of integration by parts holds, i.e., for F ∈ C,
E(DhF ) = E
(
F
∫ T
0
〈 ˙ˆ
h(s), dws
〉)
. (4.2.18)
Now given a C1-vector field X onM with compact support, and an absolutely continuous
function ` : [0, T ]→ R such that `(T ) = 1, we consider
z(s) = `(s)τ γ0←T
(
XγT (w)
)
.
Let {ei = r0εi; i = 1, 2, · · · , d} be an orthonormal basis of TxM . We write down
z(s) =
d∑
α=1
〈
XγT (w), τ
γ
T←0eα
〉
`(s)eα =
d∑
α=1
Fα(γT (w)) · hα(s),
where Fα(γT (w)) =
〈
XγT (w), τ
γ
T←0eα
〉
and hα(s) = `(s)eα.
Let f ∈ C1c (M). We have
E
[
(LXf)(γT (w))
]
= E
(〈∇f(γT (w)), XγT (w)〉)
= E
(〈
τ γ0←T (∇f(γT (w))), z(T )
〉)
.
By expression (4.2.17), we have
〈
τ γ0←T (∇f(γT (w))), z(T )
〉
=
d∑
α=1
Fα(γT (w)) ·Dhαf.
By the formula of integration by parts (4.2.18), we get
E
(〈
τ γ0←T (∇f(γT (w))), z(T )
〉)
= E
(
f(γT (w)) δ(z)(γT (w))
)
,
where
δ(z) =
d∑
α=1
(
Fα
∫ T
0
〈 ˙ˆ
hα(s), dws
〉−DhαFα). (4.2.19)
We will compute explicitly the term δ(z). Again, by (4.2.17), we have
DhαFα = LHαF˜α − LΓhα (T )v F˜α, (4.2.20)
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where F˜α(r) = 〈Xpi(r), rεα〉. Let Ut be the integral curve on O(M) associated to Hα, i.e.,
dUt
dt
= Hα(Ut), U0 = r.
Let u(t) = pi(Ut). We have
du(t)
dt
= pi′(Ut)Hα(Ut) = Ut εα.
Hence { d
dt
F˜α(Ut)
}
t=0
=
{ d
dt
〈
τu0←tXu(t), eα
〉}
t=0
= 〈∇eαX, eα〉.
Thus
d∑
α=1
LHαF˜α(r) = div(X)(pi(r)), for r ∈ O(M). (4.2.21)
For the other term, we have
LΓhα (T )v F˜α =
{ d
dt
〈
Xpi(r), re
tΓhα (T )εα
〉}
t=0
=
〈
Xx, rΓhα(T )εα
〉
.
Note that
d∑
α=1
Γhα(T )εα =
∫ T
0
d∑
α=1
`(s)Ωrs(εα, ◦ dws)εα = −
∫ T
0
`(s) ricrs ◦ dws.
Finally,
(i) −
d∑
α=1
DhαFα(γT (w)) = −div(X)(γT (w))−
〈
Xγw(T ), rT
∫ T
0
`(s) ricrs ◦ dws
〉
.
For the remaining term, we have
(ii)
d∑
α=1
Fα(γT (w))
∫ T
0
〈 ˙ˆ
hα(s), dws
〉
=
〈
r−1T Xγw(T ),
∫ T
0
(
˙`(s) +
1
2
`(s) ricrs
)
dws
〉
.
Note that
∫ T
0
`(s)ricrs ◦ dws =
∫ T
0
`(s)ricrs dws+
1
2
(correction term). Summing up (i) and
(ii), we have the term
−1
2
[ ∫ T
0
`(s)ricrs dws + (correction term)
]
,
which is nothing but the Itoˆ backward stochastic integral (see [25]) denoted by
−1
2
∫ T
0
`(s)ricrs d¯ws.
Finally, we can present Driver’s formula in the following theorem.
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Theorem 4.2.3 (Driver’s formula) Let T > 0, f ∈ C1c (M) and X be a C1-vector field
on M with compact support. Then
Ex
[
(LXf)(γT (w))
]
= E
(
f(γT (w))
[〈
r−1T XγT (w),
∫ T
0
(
˙`(s)−1
2
`(s)ricrs
)
d¯ws
〉
−div(X)(γT (w))
])
.
(4.2.22)
This formula first appeared in [25] in the above form on a compact Riemannian manifold.
Then it was generalized to the vector bundle case and improved by giving a formula which
does not contain derivatives of the Ricci curvature tensor (see [26]).
4.3 Estimate of the commutator
Recall that (M,ρ) is a complete and connected Riemannian manifold of dimension d,
where ρ is the Riemannian metric, and dx is the Riemannian measure and ∇ is the Levi-
Civita connection with respect to ρ. Also, we use the same notation ∇ to denote the
gradient operator. Let TM be the tangent bundle. For any x inM , the length of a vector
X in TxM is denoted by |X| = ρ(X,X) 12 .
For q ≥ 1 and a C∞-vector field X on M , define
‖X‖Lq :=
(∫
M
|X|q(x) dx
) 1
q
and
‖X‖W 1,q :=
(∫
M
|X|q(x) dx+
∫
M
|∇X|q(x) dx
) 1
q
.
Denote by X(M) the totality of all the smooth vector fields on M . Let Lq(TM) and
W 1,q(TM) be the completions of X(M) with respect to ‖ · ‖Lq and ‖ · ‖W 1,q , respectively.
For f a function in C∞c (M) and X a C
∞-vector field with compact support, we define
ct(f,X) = LX(TMt f)− TMt (LXf). (4.3.1)
We call ct(f,X) the commutator with respect to function f and vector field X for the heat
semi-group. The estimate for the commutator ct(f,X) plays a basic role in the theory of
DiPerna-Lions flow. In the following, we drop w and denote γt(w) by γt for convenience.
Throughout this section, we fix a reference point x0 in M . Define
J(r) =
d∑
α=1
(LHαric)(r)εα, r ∈ O(M). (4.3.2)
Theorem 4.3.1 Let q ≥ 2. Assume that there is a constant Cx0 > 0 such that for all
r ∈ O(M),
max{|ricr|, |J(r)|} ≤ Cx0
(
1 + dM(pi(r), x0)
2
)
. (4.3.3)
Then for any compact set K ⊂M , there are constants CK,1, CK,2 > 0 such that for t > 0
small enough, it holds
‖ct(f,X)‖L1(K,dx) ≤ CK,1 ‖f‖L2p‖∇X‖Lq + CK,2
√
t ‖f‖L2p‖X‖Lq + ‖f‖Lp‖div(X)‖Lq ,
(4.3.4)
where p is the conjugate number of q.
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Proof. In order to do the computation, we rewrite the Itoˆ backward stochastic integral
in Driver’s formula (4.2.22) in the formal of the usual Itoˆ integral. Then, by taking T = t
and `(s) = s/t, 0 ≤ s ≤ t, in the formula (4.2.22), we obtain
Ex
[
(LXf)(γt)
]
= −Ex
[
(fdiv(X))(γt)
]
+
1
t
E
[
f(γt)〈r−1t Xγt , wt〉
]
− 1
2t
E
(
f(γt)
〈
r−1t Xγt ,
∫ t
0
s ricrs dws
〉)
− 1
2t
E
(
f(γt)
〈
r−1t Xγt ,
∫ t
0
sJ(rs) ds
〉)
. (4.3.5)
Combining (4.2.11) and (4.3.5), and using the resolvent equation (4.2.9), we get the
expression
ct(f,X)(x) =
1
t
E
(
f(γt)
〈
r−10 Xx − r−1t Xγt , w(t)
〉)
− 1
2t
E
(
f(γt)
∫ t
0
〈( ∫ s
0
ricruQu du
)
(r−10 Xx), dws
〉)
+
1
2t
E
(
f(γt)
〈
r−1t Xγt ,
∫ t
0
s ricrs dws
〉)
+
1
2t
E
(
f(γt)
〈
r−1t Xγt ,
∫ t
0
sJ(rs) ds
〉)
+ Ex
[
(fdiv(X))(γt)
]
. (4.3.6)
We denote the first four terms on the right hand side of (4.3.6) by a1(t, r0), a2(t, r0), a3(t, r0)
and a4(t, r0) accordingly. Now we shall estimate these terms.
(1) By Bu¨rkho¨lder’s inequality,
E
(∣∣∣∣ ∫ t
0
〈( ∫ s
0
ricruQu du
)
(r−10 Xx), dws
〉∣∣∣∣q) ≤ Cq|Xx|q E[(∫ t
0
(∫ s
0
‖ricruQu‖ du
)2
ds
)q/2]
.
Set
Λx0(w) = 1 + sup
0≤u≤T
dM(x0, γu(w))
2. (4.3.7)
Then, by the condition (4.3.3) on the Ricci curvature tensor and Theorem 4.2.1, for any
compact set K ⊂M ,
sup
x∈K
Ex(eβΛx0 ) < +∞, for small β > 0. (4.3.8)
Furthermore, ‖Qu‖ ≤ euCx0Λx0/2. Thus∫ s
0
‖ricruQu‖ du ≤ sCx0Λx0 esCx0Λx0/2.
It follows that
E
[(∫ t
0
(∫ s
0
‖ricruQu‖ du
)2
ds
)q/2]
≤ Cqx0 Ex
(
Λqx0e
qtCx0Λx0/2
)
t3q/2.
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By (4.3.8), there exists a constant CK > 0 such that for t small enough, it holds
sup
x∈K
Ex
(
Λqx0e
qtCx0Λx0/2
) ≤ CK < +∞.
Hence
E
(∣∣∣∣ ∫ t
0
〈( ∫ s
0
ricruQu du
)
(r−10 Xx), dws
〉∣∣∣∣q) ≤ CqCqx0CK t3q/2|Xx|q.
As a consequence,
|a2(t, r0)| ≤ 1
2t
[
Ex
(|f(γt)|p)]1/p[E(∣∣∣∣ ∫ t
0
〈( ∫ s
0
ricruQu du
)
(r−10 Xx), dws
〉∣∣∣∣q)]1/q
≤ Cq,K,x0
√
t |Xx|
(
TMt |f |p(x)
)1/p
.
Now Ho¨lder’s inequality leads to∫
pi−1(K)
|a2(t, r0)| dr0 ≤ Cq,K,x0
√
t
(∫
K
|Xx|qdx
)1/q(
Vol(K)
)1/2p(∫
K
(
TMt |f |p(x)
)2
dx
)1/2p
≤ C ′q,K,x0
√
t ‖X‖Lq‖f‖L2p ,
(4.3.9)
in which Vol(K) is the Riemannian measure of the set K.
(2) For a3(t, r0), we have
|a3(t, r0)| ≤ 1
2t
[
E
(|f(γt)|2p)]1/2p[E(|Xγt|q)]1/q[E(∣∣∣∣ ∫ t
0
s ricrs dws
∣∣∣∣2p)]1/2p,
by Ho¨lder’s inequality.
Bu¨rkho¨lder’s inequality plus the condition (4.3.3) on the Ricci curvature tensor gives us
E
(∣∣∣∣ ∫ t
0
s ricrs dws
∣∣∣∣2p) ≤ Cp E[(∫ t
0
‖s ricrs‖2 ds
)p]
≤ Cp t3pC2px0 Ex
(
Λ2px0
)
.
Hence
|a3(t, r0)| ≤ Cp,x0
√
t
(
TMt |X|q(x)
)1/q(
TMt |f |2p(x)
)1/2p[Ex(Λ2px0)]1/2p.
Again, by Ho¨lder’s inequality and (4.3.8),∫
pi−1(K)
|a3(t, r0)| dr0 ≤ Cp,K,x0
√
t ‖X‖Lq‖f‖L2p . (4.3.10)
(3) For the estimate of a4, the same argument works under the condition (4.3.3), and
hence we obtain ∫
pi−1(K)
|a4(t, r0)| dr0 ≤ Cq,K,x0
√
t ‖X‖Lq‖f‖L2p . (4.3.11)
(4) The most delicate term to estimate is a1(t, r0). To avoid the apperence of the second
order derivative in Itoˆ’s formula, we shall use the reversibility of the process (r, t) 7→ rt
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under PˆO(M) and the Lyons-Zheng decomposition formula. Recall that {ε1, · · · , εd} is the
canonical basis of Rd; then we have
〈r−1t Xγt , εi〉 = 〈Xγt , rtεi〉.
We know that pi′(r)Hi(r) = rεi. Set ϕi(r) = 〈Xpi(r), pi′(r)Hi(r)〉, which is a smooth
function on O(M). Denote by ϕ(r) = (ϕ1(r), · · · , ϕd(r)). Then a1(t, r0) can be expressed
as
a1(t, r0) = −1
t
E
[
f(γt)
d∑
i=1
wit
(
ϕi(rt(w, r0))− ϕi(r0)
)]
= −1
t
E
[
f(γt)
〈
wt, ϕ(rt(w, r0))− ϕ(r0)
〉]
. (4.3.12)
We have, by Ho¨lder’s inequality,∫
pi−1(K)
|a1(t, r0)| dr0 ≤
[ ∫
pi−1(K)
E
(|f(γt)|2p)dr0]1/2p[ ∫
pi−1(K)
E
(∣∣∣∣wt√t
∣∣∣∣2p) dr0]1/2p
×
[ ∫
pi−1(K)
E
(∣∣∣∣ϕ(rt(w, r0))− ϕ(r0)√t
∣∣∣∣q) dr0]1/q
≤ Cp,K‖f‖L2p
[ ∫
O(M)
E
(∣∣∣∣ϕ(rt(w, r0))− ϕ(r0)√t
∣∣∣∣q) dr0]1/q.
(4.3.13)
Now it remains to estimate∫
O(M)
E
(∣∣∣∣ϕ(rt(w, r0))− ϕ(r0)√t
∣∣∣∣q) dr0,
which is equal to ∫
W (O(M))
∣∣∣∣ϕ(rt)− ϕ(r0)√t
∣∣∣∣q dPˆO(M)(r). (4.3.14)
By the Lyons-Zheng decomposition formula (see [60]), under PˆO(M), for each i = 1, 2 · · · , d,
ϕi(rt)− ϕi(r0) = 1
2
(
Mt − M¯t), (4.3.15)
where s 7→ Ms is a continuous martingale with respect to the filtration Fs = σ(ru; 0 ≤
u ≤ s) and s 7→ M¯s is another continuous martingale with respect to the filtration
F¯s = σ(rt−u; 0 ≤ u ≤ s) and their quadratic variation are given by
〈M〉s =
∫ s
0
d∑
j=1
|LHjϕi|2(ru) du, 〈M〉s =
∫ s
0
d∑
j=1
|LHjϕi|2(rt−u) du. (4.3.16)
For a smooth function F : O(M)→ R, set
∣∣∇HF ∣∣2(r) = d∑
j=1
|LHjF (r)|2.
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By Bu¨rkho¨lder’s inequality,∥∥∥∥Mt√t
∥∥∥∥q
Lq(PˆO(M))
≤ Cq t−q/2 EPˆO(M)
[(∫ t
0
|∇Hϕi|2(ru) du
)q/2]
.
For q ≥ 2, applying Jensen’s inequality, its right hand side is dominated by
Cq t
−1EPˆO(M)
[ ∫ t
0
|∇Hϕi|q(ru) du
]
= Cq t
−1
∫ t
0
∫
O(M)
|∇Hϕi|q dr0 du
= Cq
∫
O(M)
|∇Hϕi|q dr0.
By (4.3.15), we have∥∥∥∥ϕ(rt)− ϕ(r0)√t
∥∥∥∥q
Lq(PˆO(M))
≤ Cq,d
d∑
i=1
∫
O(M)
|∇Hϕi|q dr0. (4.3.17)
Now we shall compute the right hand side of (4.3.17). Let Uj(s) be the flow associated to
Hj on O(M), i.e.,
dUj(s)
ds
= Hj(Uj(s)).
Set mj(s) = pi(Uj(s)). Then
dmj(s)
ds
= pi′(Uj(s))
dUj(s)
ds
= pi′(Uj(s))Hj(Uj(s)) = Uj(s)εj.
So
ϕi(Uj(s)) = 〈Xmj(s), Uj(s)εi〉 = 〈r0Uj(s)−1Xmj(s), r0εi〉.
Therefore, by taking the derivative with respect to s at s = 0, we get the expression
(LHjϕi)(r0) = 〈(∇r0²jX)(x), r0²i〉. (4.3.18)
It follows that
d∑
i,j=1
|LHjϕi|2(r0) = |∇X|2(x). (4.3.19)
Hence, combining this with (4.3.17), we have∥∥∥∥ϕ(rt)− ϕ(r0)√t
∥∥∥∥q
Lq(PˆO(M))
≤ C ′q,d‖∇X‖qLq .
Thus, ∫
pi−1(K)
|a1(t, r0)| dr0 ≤ Cp,d,K‖f‖L2p‖∇X‖Lq .
The proof of Theorem 4.3.1 is complete. ¤
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Remark 4.3.2 Assume thatM is compact. Another formula without involving the deriva-
tive of the Ricci curvature tensor for E(div(X)(γt)) is given by B. Driver and A. Thalmaier
in [26] Theorem 5.10. The formula states
E(div(X)(γt)) = −1
t
E
(
r−1t Xγt(w), Qt
∫ t
0
Q−1s dws
)
, (4.3.20)
where Qt satisfies the resolvent equation (4.2.9). Set
Nt = Qt
∫ t
0
Q−1s dws.
Then, by the Itoˆ formula, we have
dNt = −1
2
ricrt(w,r0)Qt
∫ t
0
Q−1s dwsdt+ dwt,
or
Nt = wt − 1
2
∫ t
0
ricrs(w,r0)Nsds.
Hence,
E(div(X)(γt)) = −1
t
E
(〈r−1t Xγt(w), wt〉)+ 12tE
(
〈r−1t Xγt ,
∫ t
0
ricrsNsds〉
)
. (4.3.21)
Rewrite (4.2.22) as
E(div(X)(γt)) = 1tE
(〈r−1t Xγt(w), wt〉)− 12tE(〈r−1t Xγt , ∫ t0 s ricrsdws〉)
− 1
2t
E
(
〈r−1t Xγt ,
∫ t
0
s J(rs) ds〉
)
,
(4.3.22)
where J is defined in (4.3.2). Note that, as t → 0, the singular term in (4.3.21) is
−1
t
E
(〈r−1t Xγt , wt〉) and in (4.3.22) is 1tE (〈r−1t Xγt , wt〉), and they are with opposite sign.
Clearly,
1
t
E
(〈r−1t Xγt , wt〉) = 1tE (〈r−1t Xγt − r−10 Xγ0 , wt〉) .
This implies that the singular term will disappear at the cost of involving the derivative
of X. Therefore, formula (4.3.20) is not suitable for our purpose.
We also have the following result.
Lemma 4.3.3 Under the conditions of Theorem 4.3.1, it holds
lim
t→0
‖ct(f,X)‖L1loc(M,dx) = 0,
for any C∞-vector field X with compact support and any f in C∞c (M).
74 Chapter 4. The DiPerna-Lions theory on a complete Riemannian manifold
Proof. By the proof of Theorem 4.3.1, it is clear that for any compact set K ⊂M ,
‖ct(f,X)‖L1(K,dx) ≤
∫
pi−1(K)
∣∣a1(t, r0) + E((fdiv)(γt))∣∣dr0 + CK,2√t ‖f‖L2p‖X‖Lq ,
and hence it is enough to show that the first term on the right hand side converges to 0
as t→ 0. Set f˜ = f ◦ pi; then f(γt) = f˜(rt). Using the equation (4.2.1), we have
ϕi(rt) = ϕi(r0) +
d∑
j=1
∫ t
0
(LHjϕi)(rs) ◦ dwjs, i = 1, · · · , d
and
f˜(rt) = f˜(r0) +
d∑
k=1
∫ t
0
(LHk f˜)(rs) ◦ dwks .
Noting that pi(r0) = x, we obtain from the expression (4.3.12) that
a1(t, r0) = −1
t
f(x)
d∑
i,j=1
E
[
wit
∫ t
0
(LHjϕi)(rs) ◦ dwjs
]
−1
t
d∑
i,j,k=1
E
[
wit
(∫ t
0
(LHjϕi)(rs) ◦ dwjs
)(∫ t
0
(LHk f˜)(rs) ◦ dwks
)]
=: I1t + I
2
t .
For the first term, rewriting the integral in Itoˆ form, we have
E
[
wit
∫ t
0
(LHjϕi)(rs) ◦ dwjs
]
= E
[
wit
∫ t
0
(LHjϕi)(rs) dwjs
]
+
1
2
E
[
wit
∫ t
0
(L2Hjϕi)(rs) ds]
= δij E
[ ∫ t
0
(LHjϕi)(rs) ds
]
+
1
2
E
[
wit
∫ t
0
(L2Hjϕi)(rs) ds],
where δij is Kronecker’s delta notation and L2Hjϕi := LHj
(LHjϕi). Thus, by (4.2.21),
I1t = −
f(x)
t
d∑
i=1
E
[∫ t
0
(LHiϕi)(rs) ds
]
− f(x)
2t
d∑
i,j=1
E
[
wit
∫ t
0
(L2Hjϕi)(rs) ds]
= −f(x)
t
∫ t
0
(
TMs div(X)
)
(x) ds− f(x)
2t
d∑
i,j=1
E
[
wit
∫ t
0
(L2Hjϕi)(rs) ds].
Denote by I1,2t the second term on the right hand side of the above equality. Then we
arrive at
a1(t, r0) = −f(x)
t
∫ t
0
(
TMs div(X)
)
(x0) ds+ I
1,2
t + I
2
t .
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Now we shall show that both I1,2t and I
2
t converge to 0 as t→ 0 in L1(pi−1(K), dr0). First,
by Cauchy’s inequality,
∣∣I1,2t ∣∣ ≤ |f(x)|2t
d∑
i,j=1
E
∣∣∣∣wit ∫ t
0
(L2Hjϕi)(rs) ds∣∣∣∣
≤ |f(x)|
2t
d∑
i,j=1
[
E
(|wit|2)] 12[E(∣∣∣∣ ∫ t
0
(L2Hjϕi)(rs) ds∣∣∣∣2)] 12
≤
√
t
2
|f(x)|
d∑
i,j=1
∥∥L2Hjϕi∥∥∞,
where ‖ · ‖∞ denotes the supremum norm. Hence,∫
pi−1(K)
∣∣I1,2t ∣∣ dr0 ≤ √t2
( d∑
i,j=1
∥∥L2Hjϕi∥∥∞)∫
K
|f(x)| dx→ 0,
as t→ 0. For the term I2t , Ho¨lder’s inequality leads to
|I2t | ≤
1
t
d∑
i,j,k=1
[
E
(|wit|2)] 12[E(∣∣∣∣ ∫ t
0
(LHjϕi)(rs) ◦ dwjs
∣∣∣∣4)] 14[E(∣∣∣∣ ∫ t
0
(LHk f˜)(rs) ◦ dwks ∣∣∣∣4)] 14
=
1√
t
d∑
i,j,k=1
[
E
(∣∣∣∣ ∫ t
0
(LHjϕi)(rs) ◦ dwjs
∣∣∣∣4)] 14[E(∣∣∣∣ ∫ t
0
(LHk f˜)(rs) ◦ dwks ∣∣∣∣4)] 14 .
Rewriting the stochastic integral in the Itoˆ form and applying Bu¨rkho¨lder’s inequality, it
is easy to show that there is a constant C > 0 such that[
E
(∣∣∣∣ ∫ t
0
(LHjϕi)(rs) ◦ dwjs
∣∣∣∣4)] 14 ≤ C√t∥∥LHjϕi∥∥∞ + t2∥∥L2Hjϕi∥∥∞
and [
E
(∣∣∣∣ ∫ t
0
(LHk f˜)(rs) ◦ dwks ∣∣∣∣4)] 14 ≤ C√t∥∥LHk f˜∥∥∞ + t2∥∥L2Hk f˜∥∥∞.
Therefore, there exists a constant C¯ > 0 such that
|I2t | ≤ C¯
√
t.
As a consequence,
lim sup
t→0
∫
pi−1(K)
|I2t | dr0 ≤ lim
t→0
C¯
√
tVol(K) = 0.
By the above discussion, it is sufficient to prove that
Kt :=
∫
M
∣∣∣∣− f(x)t
∫ t
0
(
TMs div(X)
)
(x) ds+ TMt
(
fdiv(X)
)
(x)
∣∣∣∣ dx
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converges to 0 as t tends to 0. We have
Kt ≤
∫
M
∣∣∣∣− f(x)t
∫ t
0
(
TMs div(X)
)
(x) ds+
(
fdiv(X)
)
(x)
∣∣∣∣ dx
+
∫
M
∣∣− (fdiv(X))(x) + TMt (fdiv(X))(x)∣∣ dx
:= K
(1)
t +K
(2)
t .
For any p ≥ 1 and g ∈ Lp(M, dx), it holds that limt→0 ‖TMt g − g‖Lp = 0. Hence, by
Ho¨lder’s inequality,
K
(1)
t ≤
∫
M
|f(x)| ·
∣∣∣∣1t
∫ t
0
[(
TMs div(X)
)
(x)− div(X)(x)] ds∣∣∣∣ dx
≤ ‖f‖Lp · 1
t
∫ t
0
∥∥TMs (div(X))− div(X)∥∥Lq(M,dx) ds→ 0,
as t→ 0. Next, since the product fdiv(X) ∈ L1(M, dx), we have
lim
t→0
K
(2)
t = lim
t→0
∥∥TMt (fdiv(X))− fdiv(X)∥∥L1(M,dx) = 0.
Summing up the above two convergence results, we finally complete the proof. ¤
Finally, we can prove
Proposition 4.3.4 (Commutator estimate) Assume q ≥ 2 and the condition (4.3.3)
holds. Let f be in Lp(M)∩L2p(M) and X be a Sobolev vector field in W 1,q(TM), where p
is the conjugate number of q. Then there exists a unique bounded linear operator ct(·, X) :
L2p(M) ∩ Lp(M) → L1loc(M) such that, for any f ∈ C∞c (M), ct(f,X) := LX(TMt f) −
TMt (LXf), and ct(f,X) ∈ L1loc(M), and for any compact set K ⊂ M , there are positive
constants CK,1, CK,2 such that for sufficiently small t > 0,
‖ct(f,X)‖L1(K,dx) ≤ CK,1 ‖f‖L2p‖∇X‖Lq + CK,2
√
t ‖f‖L2p‖X‖Lq + ‖f‖Lp‖div(X)‖Lq .
(4.3.23)
Moreover,
lim
t→0
‖ct(f,X)‖L1loc(M,dx) = 0. (4.3.24)
Proof. First we fix some function f in C∞c (M). For any vector field X in W
1,q(TM),
there exists a sequence of compactly supported C∞-vector fields {Xn}n≥1 such that
lim
n→∞
∫
M
(|Xn −X|q + |∇Xn −∇X|q)dx = 0. (4.3.25)
In particular,
lim
n→∞
‖div(Xn)− div(X)‖Lq = 0.
By Theorem 4.3.1, we know that for any compact set K ⊂M , the family {ct(f,Xn)}n≥1
is a Cauchy sequence in L1(K, dx). Denote by ct(f,X) its limit. Then, by (4.3.4),
‖ct(f,X)‖L1(K) = lim
n→∞
‖ct(f,Xn)‖L1(K)
≤ CK,1 ‖f‖L2p‖∇X‖Lq + CK,2
√
t ‖f‖L2p‖X‖Lq + ‖f‖Lp‖div(X)‖Lq .
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Hence we obtain (4.3.23) in this case. Next, by the linearity of X 7→ ct(f,X), we have
‖ct(f,X)‖L1(K) ≤ ‖ct(f,Xn)‖L1(K) + ‖ct(f,X −Xn)‖L1(K)
≤ ‖ct(f,Xn)‖L1(K) + CK,1 ‖f‖L2p‖∇X −∇Xn‖Lq
+ CK,2
√
t ‖f‖L2p‖X −Xn‖Lq + ‖f‖Lp‖div(X)− div(Xn)‖Lq .
By Lemma 4.3.3, we obtain
lim sup
t→0
‖ct(f,X)‖L1(K) ≤ CK,1 ‖f‖L2p‖∇X −∇Xn‖Lq + ‖f‖Lp‖div(X)− div(Xn)‖Lq ,
whose right hand side converges to 0 as n tends to ∞.
For general f ∈ Lp(M) ∩ L2p(M), again, by the linearity of f 7→ ct(f,X), the same
argument as above works. ¤
As an application of the above commutator estimate, we study the following transport
equation on M , i.e.,
dut
dt
+ Vt · ∇ut + ξtut = 0, u|t=0 = u0, (4.3.26)
where Vt is a time dependent vector field on M and ξ : [0, T ] ×M → R is a measurable
function. This equation is understood in distribution sense.
Definition 4.3.5 A function u : [0, T ] ×M → R is called a solution of (4.3.26) if for
any α ∈ C1c ([0, T )) and ϕ ∈ C1c (M), it holds
−α(0)
∫
M
ϕu0 dx−
∫ T
0
∫
M
α′(t)ϕut dxdt+
∫ T
0
∫
M
α(t)ut
[− div(ϕVt) + ϕξt] dxdt = 0.
(4.3.27)
Remark 4.3.6 This is the standard notion of the weak solution in the partial differential
euqation theory. For smooth solutions, equation (4.3.27) can be immediately obtained from
(4.3.26) by the integration by parts formula.
The existence of solutions to equation (4.3.26) is easy; hence in the following we focus on
the uniqueness. Similarly, following [23], we define here the notion of the renormalized
solution.
Definition 4.3.7 Let V and ξ be defined as above. Let u be a solution of the transport
equation
dut
dt
+ Vt · ∇ut + ξtut = 0.
We say that u is a renormalized solution if for any β ∈ C2b (R) with sups∈R |β′(s)+sβ′′(s)| <
+∞, it holds
d
dt
β(ut) + Vt · ∇β(ut) + ξtutβ′(ut) = 0.
We have the following criterion for the renormalized solution.
Theorem 4.3.8 Assume the conditions of Theorem 4.3.1 hold. Let V be a time dependent
vector field on M belonging to L1([0, T ],W 1,q(TM)) with q ≥ 2 and let ξ be a function
in L1([0, T ], L∞(M)). Then any solution u in L∞([0, T ], Lp(M) ∩ L2p(M)) to equation
(4.3.26) is renormalized, where p is the conjugate number of q.
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Proof. We regularize the function ut by the heat semi-group, which means we let
u²t = T
M
² ut. Then u
²
t is a smooth function on M . In the same way, let ξ
²
t = T
M
² ξt.
Applying the heat semigroup to both sides of the equation (4.3.26), we obtain
du²t
dt
+ Vt · ∇u²t + ξtu²t = c²(ut, Vt) + r²(ut, ξt), (4.3.28)
where c²(·, ·) is the commutator defined in (4.3.1) and r²(ut, ξt) = ξtTM² ut − TM² (utξt).
By Bismut’s formula (4.2.11) and Ho¨lder’s inequality, we have
∣∣∇(TM² f)(x)∣∣p ≤ 1²p (TM² |f |p(x))
[
E
(∣∣∣ ∫ ²
0
Qs dws
∣∣∣p/(p−1))]p−1. (4.3.29)
Under the condition (4.3.3), we have
‖Qs‖ ≤ exp
(
Cx0
2
∫ s
0
[
1 + dM(γu, x0)
2
]
du
)
≤ esCx0Λx0/2,
where Λx0 is defined in (4.3.7). Thus, for any p > 1, by (4.3.8), when s is small enough,
Ex
(‖Qs‖p) ≤ Ex(espCx0Λx0/2) is locally bounded. Hence, for any compact subset K ⊂ M
and sufficiently small ² > 0, we have, by (4.3.29),∫
K
∣∣∇(TM² f)(x)∣∣p dx ≤ Cp,²,K ∫
K
(
TM² |f |p
)
(x) dx ≤ Cp,²,K‖f‖pLp .
This plus Proposition 4.3.4 and the equation (4.3.28) tells us that u² is inW 1,1loc ((0, T )×M).
As a consequence, for a.e. x ∈ M , t 7→ u²t is derivable for a.e. t ∈ [0, T ] in the classical
sense. Thus for β ∈ C2b (R), by (4.3.28),
dβ(u²t)
dt
+ Vt · ∇β(u²t) + ξtu²tβ′(u²t) = β′(u²t)
(
c²(ut, Vt) + r²(ut, ξt)
)
. (4.3.30)
Under the condition that sups∈R |β′(s) + sβ′′(s)| < +∞, letting ² → 0 and by Lemma
4.3.9 below, we obtain
dβ(ut)
dt
+ Vt · ∇β(ut) + ξtutβ′(ut) = 0.
Note that the above equation is the limit of (4.3.30) in distribution sense. Here we only
show the limits ξtu
²
tβ
′(u²t) → ξtutβ′(ut), β′(u²t)c²(ut, Vt) → 0 and β′(u²t)r²(ut, ξt) → 0, as
² → 0. We take arbitrary α ∈ C1c ([0, T )) and ϕ ∈ C1c (M). First, by the mean value
formula,
I² :=
∣∣∣∣ ∫ T
0
∫
M
α(t)ϕ ξtu
²
tβ
′(u²t) dxdt−
∫ T
0
∫
M
α(t)ϕ ξtutβ
′(ut) dxdt
∣∣∣∣
≤ ‖α‖∞
∫ T
0
‖ξt‖L∞
(∫
M
|ϕ| · |u²t − ut| sup
s∈R
∣∣β′(s) + sβ′′(s)∣∣ dx)dt.
By Ho¨lder’s inequality, we have
I² ≤ C‖α‖∞‖ϕ‖Lq
∫ T
0
‖ξt‖L∞‖u²t − ut‖Lp dt.
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For any t ∈ [0, T ], it holds lim²→0 ‖ξt‖L∞‖u²t − ut‖Lp = 0, and
‖ξt‖L∞‖u²t − ut‖Lp ≤ 2‖ξt‖L∞‖ut‖Lp ≤ 2‖ξt‖L∞‖u‖L∞([0,T ],Lp),
whose right hand side is integrable on [0, T ], and hence the dominated convergence theo-
rem gives us that lim²→0 I² = 0. Second, by Lemma 4.3.9 given below, we have∣∣∣∣ ∫ T
0
∫
M
α(t)ϕβ′(u²t) c²(ut, Vt) dxdt
∣∣∣∣
≤ ‖α‖∞‖β′‖∞‖ϕ‖∞
∫ T
0
∫
supp(ϕ)
|c²(ut, Vt)| dxdt→ 0,
as ²→ 0. Finally, by Ho¨lder’s inequality,∣∣∣∣ ∫ T
0
∫
M
α(t)ϕβ′(u²t) r²(ut, ξt) dxdt
∣∣∣∣
≤ ‖α‖∞‖β′‖∞
∫ T
0
‖ϕ‖Lq‖r²(ut, ξt)‖Lp dt,
which, according to Lemma 4.3.9, tends to 0 as ² → 0. We conclude from the above
arguments that ut is a renormalized solution of (4.3.26). ¤
Lemma 4.3.9 Under the same assumptions of Theorem 4.3.8, we have
lim
²→0
∫ T
0
‖c²(ut, Vt)‖L1loc dt = 0 and lim²→0
∫ T
0
‖r²(ut, ξt)‖Lp dt = 0.
Proof. Fix an arbitrary compact subset K of M . From Proposition 4.3.4, we deduce
that for a.e. t ∈ [0, T ], lim²→0 ‖c²(ut, Vt)‖L1(K) = 0. Moreover, by (4.3.23), for ² small
enough,
‖c²(ut, Vt)‖L1(K) ≤ ‖u‖L∞([0,T ],L2p)
(
CK,1‖∇Vt‖Lq + CK,2‖Vt‖Lq
)
+ ‖u‖L∞([0,T ],Lp)‖div(Vt)‖Lq ,
whose right hand side is an integrable function with respect to t on [0, T ]. Hence, the
dominated convergence theorem leads to
lim
²→0
∫ T
0
‖c²(ut, Vt)‖L1(K)dt = 0.
Next, since ut ∈ Lp and ξt ∈ L∞, it is easy to show that ‖r²(ut, ξt)‖Lp converges to 0 as
²→ 0, and
‖r²(ut, ξt)‖Lp ≤ 2‖ut‖Lp‖ξt‖L∞ ≤ 2‖u‖L∞([0,T ],Lp)‖ξt‖L∞ ,
which is also integrable with respect to t on [0, T ]. Again, applying the dominated con-
vergence theorem, we obtain
lim
²→0
∫ T
0
‖r²(ut, ξt)‖Lp dt = 0.
¤
With the above preparation, we can prove the uniqueness of solutions to (4.3.26) in the
space L∞([0, T ], Lp(M) ∩ L2p(M)) when the vector field Vt is of some Sobolev regularity.
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Theorem 4.3.10 (Uniqueness) Assume that the condition (4.3.3) holds, V is a time
dependent vector field on M belonging to L1([0, T ],W 1,q(TM)) with q ≥ 2, and div(V ),
ξ are in L1([0, T ], L∞(M)). Then the equation (4.3.26) has at most one solution in
L∞([0, T ], Lp(M) ∩ L2p(M)), where p is the conjugate number of q.
Proof. Let u ∈ L∞([0, T ], Lp(M) ∩ L2p(M)) be a solution to (4.3.26) with u0 ≡ 0. We
shall prove that ut = 0 for all t ∈ [0, T ]. For suitable β : R → R+, we have by Theorem
4.3.8,
dβ(ut)
dt
+ Vt · ∇β(ut) + ξtutβ′(ut) = 0.
This equation is understood in the distribution sense. Take a sequence of nonnegative
functions {ϕn}n≥1 in C1c (M), such that supn≥1 ‖∇ϕn‖∞ ≤ 1, ϕn ↑ 1 and the sequence of
subsets {ϕn = 1} ↑M as n→∞. Then∫
M
β(ut)ϕn dx = β(0)
∫
M
ϕn dx+
∫ t
0
∫
M
div(ϕnVs)β(us) dxds−
∫ t
0
∫
M
ϕnξsusβ
′(us) dxds.
(4.3.31)
Now we choose the particular function β(s) = (|s| ∧ 1)p in the above equality. (Note that
this β is Lipschitz continuous but not belongs to C2b (R); however, this problem can be
overcome by a tedious approximation argument which we choose to skip it here.) Notice
that β′(s) = 0 for |s| > 1 and |β′(s)| = p|s|p−1 for |s| < 1. Hence |sβ′(s)| ≤ pβ(s). Under
the assumptions, we deduce from (4.3.31) that∫
M
(|ut| ∧ 1)pϕn dx ≤
∫ t
0
∫
M
(|us| ∧ 1)p|Vs · ∇ϕn| dxds
+
∫ t
0
∫
M
(|us| ∧ 1)p
(|div(Vs)|+ p|ξs|)ϕn dxds. (4.3.32)
Denote by Int and J
n
t the two terms on the right hand side of the above equality. Since
(|us| ∧ 1)p ≤ |us| ∧ 1, Ho¨lder’s inequality gives us
Int ≤
∫ T
0
(∫
M
(|us| ∧ 1)p dx
)1/p(∫
M
|Vs · ∇ϕn|q dx
)1/q
ds
≤ ‖u‖L∞([0,T ],Lp)
∫ T
0
(∫
M\{ϕn=1}
|Vs|q dx
)1/q
ds.
Since V ∈ L1([0, T ],W 1,q(TM)), for any s ∈ [0, T ], the integral ∫
M\{ϕn=1} |Vs|q dx tends
to 0 as n → ∞, and ( ∫
M\{ϕn=1} |Vs|q dx
)1/q ≤ ‖Vs‖Lq which is an integrable function
with respect to s on [0, T ]. Thus Lebesgue’s dominated convergence theorem leads to
limn→∞ Int = 0. Next, define Ls = ‖div(Vs)‖L∞ + p‖ξs‖L∞ . Then
Jnt ≤
∫ t
0
Ls
(∫
M
(|us| ∧ 1)p dx
)
ds.
Now letting n→∞ in (4.3.32), we obtain∫
M
(|ut| ∧ 1)p dx ≤
∫ t
0
Ls
(∫
M
(|us| ∧ 1)p dx
)
ds.
Hence,by the Gronwall lemma,
∫
M
(|ut|∧1)p dx = 0, which implies that |ut|∧1 = 0 almost
everywhere. From this we conclude that ut = 0 for all t in [0, T ]. ¤
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4.4 DiPerna-Lions flow on M
The purpose of this section is to construct the flow of maps associated to a vector field V
of Sobolev regularity on a complete and connected Riemannian manifold M . Although
we can embed M isometrically in an Euclidean space RN and extend V to a vector field
V˜ on RN , the flow X˜t associated to V˜ is defined almost everywhere on RN , in which M
is negligible; so the restriction of X˜t to M is impossible.
In the following construction, we follow the idea due to Ambrosio; we refer to [1] for the
original approach in the case of the vector field bearing the BV regularity and to [2] and
[3] for the formalization of the argument in the general case.
We denote by T 1² the de Rham-Hodge semi-group on differential forms, i.e., T
1
² = e
²¤,
where ¤ = −(dδ + δd) and δ is the codifferential of d; for a vector field X, we denote by
X∗ the differential form through the metric. For a differential 1-form ω, we denote by ω]
the associated vector field. And we denote by 〈ω,X〉 the duality between them. Define
T 1² X by
T 1² X = (T
1
² X
∗)]. (4.4.1)
Throughout this section, we assume the condition (4.2.4), i.e., there exists a nonnegative
constant c such that
Ric ≥ −c. (4.4.2)
In this situation, it is well known (see [28] for example) that
|T 1² V | ≤ ec² TM² |V |. (4.4.3)
Hence, for 0 ≤ ² ≤ 1 and p ≥ 1, ‖T 1² V ‖Lp ≤ ec ‖V ‖Lp ; then for V ∈ Lp, lim²↓0 ‖T 1² V −
V ‖Lp = 0. Moreover, T 1² V solves the heat equation(
∂
∂²
+¤
)
(T 1² V ) = 0.
in distribution sense, and (², x) 7→ (T 1² V )(x) is smooth by the ellipticity. Now for V ∈ Lq
and ω ∈ Lp, it holds that ∫
M
〈T 1² ω, V 〉 dx =
∫
M
〈ω, T 1² V 〉 dx. (4.4.4)
Proposition 4.4.1 Assume (4.4.2) holds and X ∈ W 1,q(TM) with q ≥ 1, then
div(T 1² X) = T
M
² (div(X)). (4.4.5)
Proof. Let ϕ ∈ C∞c (M). Then∫
M
div(T 1² X)ϕ dx = −
∫
M
〈
T 1² X, dϕ
〉
dx = −
∫
M
〈
X,T 1² (dϕ)
〉
dx.
Note that dTM² ϕ(x) = T
1
² (dϕ)(x) for all x ∈ M and ² > 0. Then the last term in the
above equality equals
−
∫
M
〈
X, d(TM² ϕ)
〉
dx =
∫
M
div(X)TM² ϕ dx =
∫
M
TM² (div(X))ϕ dx.
The relation (4.4.5) follows. ¤
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Proposition 4.4.2 Let {Vt; t ∈ [0, T ]} be a family of time dependent smooth vector fields
on M and denote by τ(x) the life-time of the solution Xt to the ordinary differential
equation
dXt
dt
= Vt(Xt), X0 = x,
where x ∈M . Assume that ∫ T
0
‖div(Vt)‖L∞ dt < +∞, (4.4.6)
and ∫ T
0
∫
M
|Vt(x)|q dxdt < +∞, for q ≥ 1. (4.4.7)
Then, for almost all x in M , τ(x) ≥ T .
Proof. Note that under the condition (4.2.2), the growth of the volume satisfies
Vol(B(x0, r)) ≤ ecr2 ,
where B(x0, r) is the ball centered at x0 with radius r.
Hence there is a constant λ0 > 0 such that∫
M
e−λ0dM (x,x0)
2
dx < +∞.
Set
µ0(dx) = e
−λ0dM (x,x0)2dx. (4.4.8)
We estimate the term
∫
M
sup
t∈[0,τ(x))
dM(x,Xt(x)) dµ0(x). Note that
dM(x,Xt(x)) ≤
∫ t
0
|Vs(Xs(x))| ds.
Then ∫
M
sup
t∈[0,τ(x))
dM(x,Xt(x)) dµ0(x)
≤
∫
M
(∫ τ(x)
0
|Vt(Xt(x))|dt
)
dµ0(x)
=
∫ T
0
(∫
M
1{τ>t}|Vt(Xt(x))| dµ0(x)
)
dt
≤ Cq,T
[∫ T
0
(∫
M
1{τ>t}|Vt(Xt(x))|q dµ0(x)
)
dt
]1/q
.
Since x 7→ Xt(x) is smooth on the set U := {x ∈ M ; τ(x) > t} and for x ∈ U , the
Jacobian jXt of Xt has the expression (see [66] p.92-94)
jXt(x) = e
− ∫ t0 div(Vs)(X−1t−s(x)) ds.
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Now set
h(x) = e−λ0dM (x,x0)
2
. (4.4.9)
Then ∫
M
1{τ>t}|Vt(Xt(x))|q dµ0(x)
=
∫
M
1{τ>t} ◦X−1t (x)
h(X−1t (x))
jXt(X
−1
t (x))
|Vt(x)|q dx
≤
∫
M
|Vt(x)|qe
∫ T
0 ‖div(Vs)‖L∞ ds dx
= e
∫ T
0 ‖div(Vs)‖L∞ ds
∫
M
|Vt(x)|q dx.
Therefore,
∫
M
sup
t∈[0,τ(x))
dM(x,Xt(x)) dµ0(x) < +∞. Then, for almost all x ∈M ,
sup
t∈[0,τ(x))
dM(x,Xt(x)) < +∞.
It follows that for almost all x in M , τ(x) ≥ T . ¤
In what follows, we will consider a family of time dependent vector fields (Vt)t∈[0,T ] satis-
fying (4.4.6) and (4.4.7). We first regularize the dependence of the time. Set
Vt = 0 for t 6∈ [0, T ].
Choose a convolution kernel α ∈ C∞c (R) such that 0 ≤ α ≤ 1, supp(α) ⊂ (−1, 1) and∫
R α(t) dt = 1. Set α²(t) =
1
²
α( t
²
). We first define
Vˆ ²t (x) =
∫
R
Vs(x)α²(t− s) ds.
Then we have ∫ T
0
‖div(Vˆ ²t )‖L∞ dt ≤
∫ T
0
‖div(Vs)‖L∞ ds, (4.4.10)
and ∫ T
0
∫
M
|Vˆ ²t (x)|q dxdt ≤
∫ T
0
∫
M
|Vs(x)|q dxds, for q ≥ 1. (4.4.11)
Now for simplicity of notation, we let
V ²t = T
1
² Vˆ
²
t .
By (4.4.5), (4.4.10) and (4.4.11), we have, for each ² > 0,∫ T
0
‖div(V ²t )‖L∞ dt ≤
∫ T
0
‖div(Vt)‖L∞ dt, (4.4.12)
and for 0 ≤ ² ≤ 1 and q ≥ 1,∫ T
0
∫
M
|V ²t (x)|q dxdt ≤ ecq
∫ T
0
∫
M
|Vt(x)|q dxdt. (4.4.13)
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It is easy to see that
lim
²→0
∫ T
0
∫
M
|V ²t (x)− Vt(x)|q dxdt = 0.
Now for ² > 0, V ²t is a smooth vector field on M satisfying (4.4.6) and (4.4.7). Let X
²
t,s
be the flow associated to V ²t , i.e.,
dX²t,s
dt
= V ²t (X
²
t,s), X
²
s,s = x.
For θ ∈ Cc(M) nonnegative, the function u²s = θ(X²t,s) satisfies the transport equation
du²s
ds
+ V ²s · ∇u²s = 0, u²t = θ, (4.4.14)
which is understood in distribution sense. It is standard that from the transport equation
(4.4.14), we deduce
e−
∫ t
s ‖div(V ²τ )‖L∞ dτ
∫
M
θ dx ≤
∫
M
θ(X²t,s) dx ≤ e
∫ t
s ‖div(V ²τ )‖L∞ dτ
∫
M
θ dx.
By relation (4.4.12), we have
e−
∫ t
s ‖div(Vτ )‖L∞ dτ
∫
M
θ dx ≤
∫
M
θ(X²t,s) dx ≤ e
∫ t
s ‖div(Vτ )‖L∞ dτ
∫
M
θ dx.
It follows that if k²t,s denotes the density of the push forward measure (X
²
t,s)#(dx) with
respect to the Riemannian measure dx, we have the estimate uniform with respect to
² > 0, i.e.,
e−
∫ t
s ‖div(Vτ )‖L∞ dτ ≤ k²t,s ≤ e
∫ t
s ‖div(Vτ )‖L∞ dτ . (4.4.15)
In what follows, we denote X²t = X
²
t,0 and k
²
t = k
²
t,0. On W (M) = C([0, T ],M), let η² be
the push forward measure of µ0 by x 7→ X²· (x), i.e., η² = (X²· )#µ0. Recall (4.4.8) for the
definition of µ0. It is clear that
η²(W (M)) = µ0(M) < +∞.
Proposition 4.4.3 Assume that (4.4.12) holds and∫ T
0
∫
M
|Vt(x)|q dxdt < +∞, for some q > 2. (4.4.16)
Then the family of finite measures {η²; ² > 0} on W (M) is tight.
Proof. We use the characterization given by the Kolmogorov modification theorem (see
Theorem 4.2 on p.17 and Theorem 4.3 on p.18 in [47]). Firstly, we see that∫
M
dM(x0, X
²
0(x))
q dµ0(x) =
∫
M
dM(x0, x)
q dµ0(x) < +∞.
Section 4.4. DiPerna-Lions flow on M 85
Secondly, we estimate the two-point motion, i.e.,∫
M
dM(X
²
t , X
²
s)
q dµ0.
Let ζ(τ) = X²τt+(1−τ)s, τ ∈ [0, 1], which is an absolutely continuous curve onM connecting
X²s(x) and X
²
t (x). Hence, by the definition of metric, we have
dM(X
²
s, X
²
t ) ≤
∫ t
s
|V ²τ (X²τ )| dτ.
Then ∫
M
dM(X
²
s, X
²
t )
q dµ0 ≤ (t− s)q−1
∫ t
s
(∫
M
|V ²τ (X²τ )|q dµ0
)
dτ.
Recall that if Ric ≥ −c, then
|T 1² Vτ | ≤ ec² TM² |Vτ |.
Hence, combining with (4.4.15), we get∫
M
|V ²τ (X²τ )|q dµ0 =
∫
M
|V ²τ (x)|q h((X²τ )−1(x))k²τ dx
≤ C
∫
M
TM² |Vτ (x)|q dx
= C
∫
M
|Vτ (x)|q dx,
where h is defined by (4.4.9).
Finally, combining the above computation, we have∫
M
dM(X
²
s, X
²
t )
q dµ0 ≤ C(t− s)q−1
∫ T
0
∫
M
|Vτ (x)|q dxdτ. (4.4.17)
When q > 2, the conditions in Theorem 4.3 on p.18 of [47] are satisfied, and hence we
complete the proof. ¤
By the Prokhorov theorem, there exists a sequence {²n;n ≤ 1} tends to 0 such that
η²n converges weakly to a finite measure η on W (M) as n → +∞. In particular, for
ϕ ∈ Cb(M), ∫
W (M)
ϕ(γ(t)) dη(γ) = lim
n→+∞
∫
M
ϕ(X²nt ) dµ0.
Let et : W (M) → M be the evaluation map: et(γ) = γ(t), for γ ∈ W (M). And define
νt = (et)#η. Then the above equality says that∫
M
ϕ dνt = lim
n→+∞
∫
M
ϕ(X²nt ) dµ0. (4.4.18)
Proposition 4.4.4 For each t ∈ [0, T ], νt admits a density kt with respect to the Rie-
mannian measure dx on M and
kt ≤ e
∫ t
0 ‖div(Vs)‖L∞ ds. (4.4.19)
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Proof. Let ϕ ∈ Cb(M). By (4.4.15),∣∣∣∫
M
ϕ(X²nt ) dµ0
∣∣∣ ≤ ∫
M
|ϕ| e
∫ t
0 ‖div(Vs)‖L∞ ds dx = e
∫ t
0 ‖div(Vs)‖L∞ ds ‖ϕ‖L1(dx).
By (4.4.18), letting n→ +∞ in the above inequality, we get∣∣∣∫
M
ϕ dνt
∣∣∣ ≤ e∫ t0 ‖div(Vs)‖L∞ ds ‖ϕ‖L1(dx).
It follows that the density kt of νt with respect to dx exists and satisfies the estimate
(4.4.19). ¤
Proposition 4.4.5 For η-almost all γ in W (M), it holds that
dγ(t)
dt
= Vt(γ(t)), for a.e. t ∈ [0, T ]. (4.4.20)
Proof. Let J :M → RN be an isometrical embedding. Extend Vt to be a smooth vector
field V˜t on RN such that the restriction of V˜t on M is Vt.
On the one hand, we have
dJ(X²t )
dt
= J ′(X²t )V
²
t (X
²
t ),
or
J(X²t )− J(X²0) =
∫ t
0
J ′(X²s)V
²
s (X
²
s) ds.
Then
J(X²t )− J(X²0)−
∫ t
0
J ′(X²s)V˜s(X
²
s) ds
=
∫ t
0
J ′(X²s)
(
V ²s (X
²
s)− V˜s(X²s)
)
ds.
Using the fact that J ′(x) is isometric and the uniform estimate (4.4.19), we have∫
M
1 ∧
∣∣∣J(X²t )− J(X²0)− ∫ t
0
J ′(X²s)V˜s(X
²
s) ds
∣∣∣ dµ0
≤
∫ T
0
∫
M
|V ²s (X²s)− V˜s(X²s)| dµ0 ds ≤ C
(∫ T
0
∫
M
|V ²s (X²s)− V˜s(X²s)|q dµ0 ds
)1/q
≤ C
(∫ T
0
∫
M
|V ²s (X²s)− V˜s(X²s)|q dx ds
)1/q
≤ C
(∫ T
0
∫
M
|V ²s (x)− V˜s(x)|q dx ds
)1/q
≤ C (‖V ² − V ‖Lq([0,T ]×M) + ‖V − V˜ ‖Lq([0,T ]×M)),
where the constant C changes from line to line.
On the other hand, by the weak convergence, we have
lim
n→+∞
∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))V˜s(γ(s)) ds
∣∣∣ dη²n(γ)
=
∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))V˜s(γ(s)) ds
∣∣∣ dη(γ).
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Letting ²n → 0 in the above inequality, we get∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))V˜s(γ(s)) ds
∣∣∣ dη(γ)
≤ C ‖V − V˜ ‖Lq([0,T ]×M).
Now∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))Vs(γ(s)) ds
∣∣∣ dη(γ)
≤
∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))V˜s(γ(s)) ds
∣∣∣ dη(γ) + C ‖V − V˜ ‖Lq([0,T ]×M)
≤ 2C ‖V − V˜ ‖Lq([0,T ]×M),
from which, we get∫
W (M)
1 ∧
∣∣∣J(γ(t))− J(γ(0))− ∫ t
0
J ′(γ(s))Vs(γ(s)) ds
∣∣∣ dη(γ) = 0.
It follows that for η-almost all γ ∈ W (M) and all t ∈ [0, T ],
J(γ(t))− J(γ(0)) =
∫ t
0
J ′(γ(s))Vs(γ(s)) ds. (4.4.21)
Now it is easy to see that, for η-almost all γ ∈ W (M), t 7→ γ(t) is absolutely continuous.
Hence, by (4.4.21), we see that, for almost all t ∈ [0, T ],
d
dt
J(γ(t)) = J ′(γ(t))Vt(γ(t))
or
J ′(γ(t))
dγ(t)
dt
= J ′(γ(t))Vt(γ(t)).
The equation (4.4.20) follows. ¤
From Proposition 4.4.5, we know that the measure η is concentrated on the integral curves
of the vector field V . Let ηx be the disintegration of η with respect to µ0 = (e0)#η, i.e.,
η =
∫
M
ηx dµ0(x) (see Theorem 5.2.2 in the Appendices). Then ηx concentrates on those
integral curves starting from x at time 0. If we can prove that for almost all x in M , ηx is
a Dirac mass, then this implies that there is only one integral curve starting from a given
point, which is exactly the uniqueness of the flow generated by V . In fact, suppose there
exist two different flow X1(t, x) and X2(t, x) generated by the vector field V . Consider for
µ0-a.e. x ∈M the measures η1x = δX1(·,x) and η2x = δX2(·,x). We set ηx = 12(η1x+ η2x). Then,
it is easy to know that for µ0-a.e x ∈ M the measure ηx is concentrated on the integral
curves of V starting from x at time 0 and the measure ηx is not a Dirac mass for every x
in the set {x ∈ M ;X1(·, x) 6= X2(·, x)} with positive Riemannian measure. To this end,
we need the following simple result.
Let M+(W (M)) be the totality of nonnegative Radon measures on W (M).
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Lemma 4.4.6 Assume (4.4.12) holds. Let η ∈M+(W (M)) be a finite measure such that
for η-almost all γ ∈ W (M), it holds
dγ(t)
dt
= Vt(γ(t)) for a.e. t ∈ [0, T ].
Suppose that µηt := (et)#η is absolutely continuous with respect to the Riemannian measure
dx with the density function kηt . Then k
η
t solves the transport equation
dut
dt
+ Vt · ∇ut + div(Vt)ut = 0. (4.4.22)
Proof. Let ϕ ∈ C1c (M). We first check that the map t 7→
∫
M
ϕ dµηt is absolutely
continuous. We recall that a function t 7→ f(t) is said absolutely continuous if, for any
² > 0, there exists δ > 0 such that, for every choice of finitely many pairwise disjoint
intervals (ai, bi) ⊂ [0, T ], i = 1, 2, · · · , n, if
∑n
i=1 |bi − ai| ≤ δ, then
n∑
i=1
|f(bi)− f(ai)| ≤ ².
By the definition of µηt ,∣∣∣∣∫
M
ϕ dµηbi −
∫
M
ϕ dµηai
∣∣∣∣ = ∣∣∣∣∫
M(W )
ϕ(γ(bi)) dη(γ)−
∫
M(W )
ϕ(γ(ai)) dη(γ)
∣∣∣∣
=
∣∣∣∣∫
M(W )
(∫ bi
ai
∇ϕ(γ(t)) · Vt(γ(t)) dt
)
dη(γ)
∣∣∣∣
≤ ‖∇ϕ‖∞
∫
M(W )
(∫ bi
ai
‖Vt‖L∞ dt
)
dη(γ)
= ‖∇ϕ‖∞η(W (M))
∫ bi
ai
‖Vt‖L∞ dt.
This inequality immediately gives the absolutely continuity of the map t 7→ ∫
M
ϕ dµηt
thanks to (4.4.12) and the absolute continuity of the integral. Hence, to check the distri-
butional derivative of the map t 7→ ∫
M
ϕ dµηt , it is sufficient to prove the pointwise one,
and by the above calculation, we simply get
d
dt
∫
M
ϕ dµηt =
d
dt
∫
W (M)
ϕ(γ(t)) dη(γ)
=
∫
W (M)
〈∇ϕ(γ(t)), Vt(γ(t))〉 dη(γ)
=
∫
M
〈∇ϕ, Vt〉 dµηt .
Thus
d
dt
∫
M
ϕkηt dx =
∫
M
〈∇ϕ, Vt〉kηt dx.
The desired result is proved. ¤
Finally we can prove the main result of this section.
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Theorem 4.4.7 Let q > 2. Assume the condition (4.3.3) and (4.4.2) hold. Let V be a
time dependent vector field on M which belongs to L1([0, T ],W 1,q(TM)). Assume that
div(V ) is in L1([0, T ], L∞(M)) and∫ T
0
∫
M
|Vt(x)|q dxdt < +∞.
Then there exists a unique flow of maps Xt : M → M such that, for a.e. x ∈ M ,
d
dt
Xt(x) = Vt(Xt(x)) and (Xt)#µ0 = kt dx. Moreover,
kt ≤ e
∫ t
0 ‖div(Vs)‖L∞ ds. (4.4.23)
Proof. We follow the idea of [1] (see also Theorem 3.8 in [33]) and argue by contradiction.
Consider the measure η on W (M) and its disintegration ηx such that η =
∫
M
ηx dµ0(x).
For a given point x ∈ M , ηx is concentrated on the subset of integral curves γ such
that γ(0) = x. If η is not supported by a graph, which means there exists a map
x 7→ X(·, x) ∈ W (M) such that η = X(·, x)#µ0 with µ0 = (e0)#η, then there exists
a set C ⊂ M with µ0(C) > 0 such that for every x ∈ C, ηx is not a Dirac mass on
Wx(M). Hence, there is a t0 in [0, T ] and two disjoint subsets E, E
′ of M such that
ηx
(
e−1t0 (E)
)
ηx
(
e−1t0 (E
′)
)
> 0, for all x ∈ C.
We can choose the set C so that ηx
(
e−1t0 (E)
)
and ηx
(
e−1t0 (E
′)
)
are bounded from below by
a positive constant ²0 for all x ∈ C. Define
η1x = 1C(x)
ηx
(
e−1t0 (E) ∩ ·
)
ηx
(
e−1t0 (E)
) and η2x = 1C(x)ηx(e−1t0 (E ′) ∩ · )ηx(e−1t0 (E ′)) .
Then η1x, η
2
x are concentrated on the same set as ηx for x ∈ C. Since η1x and η2x are
absolutely continuous with respect to ηx, it is easy to show that µ
η1
t , µ
η2
t admit densities
k1t , k
2
t ∈ L∞([0, T ], L∞(M, dx) ∩ L1(M, dx)), respectively. For ϕ ∈ Cc(M),∫
M
ϕ(x) dµη
1
0 (x) =
∫
M
∫
W (M)
ϕ(γ(0)) d
(
1C(x)
ηx
(
e−1t0 (E) ∩ ·
)
ηx
(
e−1t0 (E)
) ) (γ)dµ0(x)
=
∫
C
∫
{γ;γ(t0)∈E}
ϕ(γ(0))
1
ηx
(
e−1t0 (E)
) dηx(γ)dµ0(x)
=
∫
C
ϕ(x) dµ0(x).
Hence, k10(x) = 1C(x)e
−λ0d(x,x0)2 . A similar calculation gives k20(x) = 1C(x)e
−λ0d(x,x0)2 . It
is easy to check that the conditions in Lemma 4.4.6 are verified. Hence, k1t and k
2
t satisfy
the transport equation (4.4.22) with the same initial value 1C(x)e
−λ0d(x,x0)2 . But in this
class, the uniqueness holds for equation (4.4.22) due to Theorem 4.3.10. Hence µη
1
t = µ
η2
t ,
which is impossible. Therefore, η is supported by the graph of a map X : M → W (M),
and
(Xt)#µ0 = νt = kt dx.
The proof is complete. ¤
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4.5 Strong completeness of the horizontal flow
In order to construct a diffusion process on M having the generator 1
2
4M + V with the
vector field V in W 1,q(TM). Now we go back to SDE (4.2.1), i.e.,
drt(w) =
d∑
i=1
Hi(rt(w)) ◦ dwit, r0(w) = r0, (4.5.1)
where r0 ∈ O(M). The main purpose of this section is to find suitable conditions under
which the horizontal flow above is strongly complete (see [28, 55]). To this end, we
shall use the derivative process as in [55]. Recall that ζ(w, r0) is the life-time of the
solution rt(w, r0) starting from r0. Let T > 0 be fixed. For w ∈ Ω, it is known that
the subset {u ∈ O(M); ζ(w, u) > T} is open. Let Ut(u) = rt(w, u) and denote by U ′t(u)
the derivative of u 7→ Ut(u). Let Θ = (θ, ω) be the parallelism on O(M), that is, the
D(d)-valued differential 1-form. Define (see [28, 61])
Jt(u) = ΘUt(u) ◦ U ′t(u) ◦Θ−1u . (4.5.2)
Then Jt(u) is an endomorphism on D(d). Consider the matrices on D(d), i.e.,
Bk(u)(ξ, A) =
(
A·k,Ωu(εk, ξ)
) ∈ D(d). (4.5.3)
It is known that Jt(u) satisfies the following Stratanovich SDE on D(d), i.e.,
dJt(u) =
d∑
k=1
Bk(Ut)Jt(u) ◦ dwkt , J0(u) = Id. (4.5.4)
Put
Jt = (ξt, At). (4.5.5)
Then the equation (4.5.4) becomes the system{
dξt = At ◦ dwt,
dAt = ΩUt(◦ dwt, ξt).
Rewriting the above system in Itoˆ integral, it yields
dξt = At dwt − 1
2
ricUtξt dt,
dAt = ΩUt(dwt, ξt) +
1
2
d∑
i=1
(LHiΩ)(εi, ξt) dt+
1
2
d∑
i=1
ΩUt(εi, Atεi) dt.
(4.5.6)
Endow the space D(d) with the metric defined in (4.1.9). We have
d|ξt|2 = 2〈ξt, At dwt〉 − 〈ricUtξt, ξt〉 dt+ |At|2 dt,
and
d|At|2 = 2〈At,ΩUt(dwt, ξt)〉+
d∑
i=1
〈At, (LHiΩ)(εi, ξt)〉 dt
+
d∑
i=1
〈At,ΩUt(εi, Atεi)〉 dt+
d∑
i=1
|ΩUt(εi, ξt)|2 dt.
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Set
ηt = |ξt|2 + |At|2.
We have
dηt = 2〈ξt, Atdwt〉+ 2〈At,ΩUt(dwt, ξt)〉 − 〈ricUtξt, ξt〉 dt+ |At|2 dt
+
d∑
i=1
[〈At, (LHiΩ)(εi, ξt)〉+ 〈At,ΩUt(εi, Atεi)〉+ |ΩUt(εi, ξt)|2] dt.
The stochastic contraction of ηt is given by
dηt · dηt = 4
d∑
i=1
(〈ξt, Atεi〉+ 〈At,ΩUt(εi, ξt)〉)2 dt.
Let p ≥ 2. We write down ηpt in the form
dηpt = η
p
t
(
dMt + dat), (4.5.7)
with 
dMt =
2p
ηt
d∑
i=1
(〈ξt, Atεi〉+ 〈At,ΩUt(εi, ξt)〉) dwit,
dat =
p
ηt
Φp(Ut)(ξt, At) dt,
(4.5.8)
where, for any u ∈ O(M),
Φp(u)(ξ, A) = −〈ricuξ, ξ〉+ |A|2
+
d∑
i=1
(〈A, (LHiΩu)(εi, ξ)〉+ 〈A,Ωu(εi, Aεi)〉+ |Ωu(εi, ξ)|2)
+
2(p− 1)
|ξ|2 + |A|2
d∑
i=1
(〈ξ, Aεi〉+ 〈A,Ωu(εi, ξ)〉)2. (4.5.9)
Set, for u ∈ O(M),
Jˆ(u) = sup
|e|=1
∣∣∣∣ d∑
i=1
(LHiΩu)(εi, e)
∣∣∣∣. (4.5.10)
Notice that the term (4.5.10) is similar to J(u) defined by (4.3.2) in Section 4.3. We have
|J(u)| ≤ dJˆ(u). (4.5.11)
Theorem 4.5.1 Suppose that there are constants C1, C2 > 0 such that for some reference
point x0 ∈M and for u ∈ O(M),
(i) sup|e|=1 |Ωu(εi, e)|2 ≤ C1
(
1 + dM(pi(u), x0)
2
)
for all i = 1, 2, · · · , d;
(ii) Jˆ(u) ≤ C2
(
1 + dM(pi(u), x0)
2
)
.
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Then, for any p ≥ 2, there exists a small T0 > 0 such that for any compact K ⊂M ,
sup
u∈pi−1(K)
E
(
sup
s≤T0
|U ′s(u)|2p
)
< +∞. (4.5.12)
From this result and [55, Theorem 4.1], we conclude that for t ≤ T0, the map u 7→ Ut(u)
is a diffeomorphism of O(M). Now using the property of the flow, we see that for any
t > 0, u 7→ Ut(u) is a diffeomorphism of O(M).
Proof of Theorem 4.5.1. By the definition of Mt, the Cauchy inequality and the
condition (i), we have
d〈M〉t = 4p
2
η2t
d∑
i=1
(〈ξt, Atεi〉+ 〈At,ΩUt(εi, ξt)〉)2dt
≤ 8p
2
η2t
d∑
i=1
(|ξt|2|Atεi|2 + |At|2|ΩUt(εi, ξt)|2)dt
≤ 8p
2
η2t
|ξt|2|At|2
(
1 +
d∑
i=1
sup
|e|=1
|ΩUt(εi, e)|2
)
dt
≤ 2p2(1 + dC1)
(
1 + dM(γt, x0)
2
)
dt, (4.5.13)
where γt = pi(Ut(u)) = pi(rt(w, u)). Next we estimate the terms of Φp(u)(ξ, A) defined in
(4.5.9). For u ∈ O(M) and ξ ∈ Rd, by the condition (i), it is clear that there is a constant
Cd > 0 such that
−〈ricuξ, ξ〉 ≤ Cd
(
1 + dM(pi(u), x0)
2
)|ξ|2.
We deduce from (ii) that
d∑
i=1
〈A, (LHiΩu)(εi, ξ)〉 ≤ |A| ·
∣∣∣∣ d∑
i=1
(LHiΩu)(εi, ξ)
∣∣∣∣ ≤ C2(1 + dM(pi(u), x0)2) |A|2 + |ξ|22 .
Moreover, by (i),
d∑
i=1
〈A,Ωu(εi, Aεi)〉 ≤ |A| ·
d∑
i=1
|Ωu(εi, Aεi)| ≤ |A| ·
[
C1
(
1 + dM(pi(u), x0)
2
)] 1
2
d∑
i=1
|Aεi|
≤ [dC1(1 + dM(pi(u), x0)2)] 12 |A|2.
The next term is immediate from (i):
d∑
i=1
|Ωu(εi, ξ)|2 ≤ dC1
(
1 + dM(pi(u), x0)
2
)|ξ|2.
As for the last term, we proceed similarly as in (4.5.13) and obtain
2(p− 1)
|ξ|2 + |A|2
d∑
i=1
(〈ξ, Aεi〉+ 〈A,Ωu(εi, ξ)〉)2 ≤ (p− 1)(1+ dC1)(1+ dM(x, x0)2)(|ξ|2+ |A|2).
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Summing up the above estimates, we conclude that there is a constant Cd,p > 0 such that
Φp(u)(ξ, A) ≤ Cd,p
(
1 + dM(pi(u), x0)
2
)(|ξ|2 + |A|2).
Therefore
at ≤ p
∫ t
0
1
ηs
Cd,p
(
1 + dM(γs, x0)
2
)(|ξs|2 + |As|2)ds
= pCd,p
∫ t
0
(
1 + dM(γs, x0)
2
)
ds. (4.5.14)
Now we should estimate E
(
sups≤t η
p
s
)
. By (4.5.7), we have
ηpt = η
p
0e
Mt− 12 〈M〉t+at .
Cauchy’s inequality gives rise to
E
(
sup
s≤t
ηps
)
≤ ηp0
(
E sup
s≤t
e2Ms−〈M〉s
) 1
2
(
E sup
s≤t
e2as
) 1
2
. (4.5.15)
By (4.5.13) and the definition (4.3.7) of Λx0 , for t ≤ T ,
Ex
(
e6〈M〉t
) ≤ Ex exp(∫ t
0
12p2(1 + dC1)
(
1 + dM(γs, x0)
2
)
ds
)
≤ Ex
(
eCp,tΛx0
)
, (4.5.16)
where Cp,t = 12p
2t(1 + dC1). Take T1 > 0 such that 24p
2T1(1 + dC1)e
b√dC2c+1 < 1; then
Cp,T1 < 1/(2e
b√dC2c+1). Applying Theorem 4.2.1 with ² = 1/2 and T = 1, then there is
C = C(p, T1, d) such that for all x ∈M ,
Ex
(
eCp,T1Λx0
) ≤ C exp(dM(x, x0)2
2
)
.
Thus, by (4.5.16),
Ex
(
e6〈M〉T1
) ≤ C˜ exp(dM(x, x0)2
2
)
< +∞. (4.5.17)
By the Novikov theorem, s 7→ eMs− 12 〈M〉s is a martingale. Applying Doob’s maximal
inequality, we obtain from (4.5.17) that, for all t ≤ T1,
Ex
(
sup
s≤t
e2Ms−〈M〉s
)
≤ 4Ex
(
e2Mt−〈M〉t
)
= 4Ex
(
e2Mt−4〈M〉te3〈M〉t
)
≤ 4(Ex e4Mt−8〈M〉t) 12 (Ex e6〈M〉t) 12
≤ 4
[
C˜ exp
(
dM(x, x0)
2
2
)] 1
2
, (4.5.18)
where in the last inequality we have used the fact that t 7→ e4Mt−8〈M〉t is a supermartingale.
Moreover, by (4.5.14), the same computation as for (4.5.16) leads to
Ex
(
sup
s≤t
e2as
)
≤ Ex exp
(
2pCd,p
∫ t
0
(
1 + dM(γs, x0)
2
)
ds
)
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≤ Ex
(
e2ptCd,pΛx0
)
.
Now take T2 > 0 such that 4pT2Cd,pe
b√dC2c+1 < 1. Then we have 2pT2Cd,p < 1/(2eb
√
dC2c+1).
Again, by Theorem 4.2.1, there is C¯ > 0 such that for all t ≤ T2,
Ex
(
sup
s≤t
e2as
)
≤ C¯ exp
(
dM(x, x0)
2
2
)
< +∞. (4.5.19)
Define T0 = T1 ∧ T2. Combining the inequalities (4.5.15), (4.5.18) and (4.5.19), we get
E
(
sup
s≤T0
ηps
)
≤ ηp0Cˆ exp
(
dM(x, x0)
2
2
)
.
Hence, for the compact set K ⊂M ,
sup
u∈pi−1(K)
E
(
sup
s≤T0
|U ′s(u)|2p
)
≤ Cˆ sup
x∈K
exp
(
dM(x, x0)
2
2
)
< +∞.
¤
4.6 Diffusion processes with irregular drift
Let V be a C1-vector field on M . We denote by V˜ its horizontal lift to O(M). Then
ω(V˜ ) = 0 and θr(V˜ ) = r
−1Vpi(r) for r ∈ O(M). We denote by div(V ) and div(V˜ ) the
divergences of V and V˜ on M and on O(M), respectively.
Proposition 4.6.1 We have
div(V˜ ) = div(V ) ◦ pi. (4.6.1)
Proof. Let Φ be a C1-function on O(M) with compact support. Then we have∫
O(M)
Φdiv(X˜) dr = −
∫
O(M)
〈∇Φ(r), X˜(r)〉TrO(M) dr,
and
〈∇Φ(r), X˜(r)〉 =
d∑
α=1
〈∇Φ(r), Hα(r)〉〈Hα(r), X˜(r)〉 =
d∑
α=1
(LHαΦ)(r) 〈Hα(r), X˜(r)〉.
(4.6.2)
Let F˜α(r) = 〈Hα(r), X˜(r)〉, α = 1, · · · , d. From Section 4.1, we know that the inner
product on TrO(M) is given by
|A(r)|2TrO(M) = |θ(A)|2Rd + |ω(A)|2so(d).
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Then F˜α(r) = 〈²α, r−1Xpi(r)〉. By (4.2.21),
d∑
α=1
LHαF˜α = div(X) ◦ pi. Therefore, according
to (4.6.2),
∫
O(M)
〈∇Φ(r), X˜(r)〉 dr = −
d∑
α=1
∫
O(M)
Φ(r) (LHαF˜α)(r) dr = −
∫
O(M)
Φdiv(X) ◦ pi dr.
The result (4.6.1) follows. ¤
Throughout this section, we make the following hypothesis.
(BD) The components of the Riemannian curvature tensor, as well as their first two order
derivatives are bounded.
We remark first that under the hypothesis (BD), by Proposition 4.1.3, the Ricci curvature
tensor on O(M) is bounded by a constant C, i.e.,∥∥RicO(M)∥∥ ≤ C.
Moreover, if we express the term J in (4.3.2) by the covariant derivative, i.e., J(r) =∑d
α=1(∇r²αRic)(r²α). Then, by Proposition 4.1.1 and the hypothesis (BD),
JO(M) :=
∑
α
(∇HαRicO(M))Hα +∑
i<j
(∇VijRicO(M))Vij
is bounded.
Proposition 4.6.2 Suppose that the components of the Riemannian curvature tensor are
bounded, then
‖V˜ ‖W 1,q ≤ C ‖V ‖W 1,q . (4.6.3)
Proof. We write down X˜ =
d∑
α=1
〈Hα, X˜〉Hα. Then
∇O(M)Hi X˜ =
∑
α
[
(LHi〈Hα, X˜〉)Hα + 〈Hα, X˜〉∇O(M)Hi Hα
]
,
and
∇O(M)V (q) X˜ =
∑
α
[
(LV (q)〈Hα, X˜〉)Hα + 〈Hα, X˜〉∇O(M)V (q) Hα
]
.
Remark that LHi〈Hα, X˜〉(r) = 〈∇r²iX, r²α〉 and LV (q)〈Hα, X˜〉(r) = 〈rq²α, Xpi(r)〉. Now
the result (4.6.3) follows from Proposition 4.1.1. ¤
It follows that any vector field V on M in W 1,q(TM) can be lifted to a horizontal vector
field V˜ on O(M) in W 1,q(TO(M)). Moreover, the relations (4.6.1) and (4.6.3) remain
true for V ∈ W 1,q(TM).
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It is obvious that the hypothesis (BD) implies the conditions in Theorem 4.5.1. Hence
the horizontal flow r 7→ Ut(w, r) is a diffeomorphism of O(M). Let Kt(w) be the density
of r 7→ Ut(w, r)−1 with respect to dr, then, by Lemma 4.3.1 in [52],
Kt(w, r) = exp
(∫ t
0
d∑
α=1
div(Hα)(Us(w, r)) ◦ dws
)
.
Since div(Hα) = 0 for α = 1, · · · , d, we have Kt = 1; in another word, Ut preserves the
measure dr on O(M).
Now we consider the random vector field V˜t(w, r) on O(M) defined by
V˜t(w, ·) = (U−1t (w, ·))∗V˜ . (4.6.4)
Proposition 4.6.3 We have
div(V˜t(w, ·)) = div(V˜ )(Ut(w, ·)). (4.6.5)
Proof. For simplicity of notation, we write V˜t = V˜t(w, ·). Then, for any F ∈ C1c (O(M)),∫
O(M)
F div(V˜t) dr = −
∫
O(M)
〈∇F, (U−1t )∗V˜ 〉 dr. (4.6.6)
Notice that
〈∇F, (U−1t )∗V˜ 〉r = dF (r) · dU−1t (Ut)V˜Ut .
Then the right hand side of (4.6.6) is equal to
−
∫
O(M)
dF (U−1t (r))dU
−1
t (r)V˜r dr = −
∫
O(M)
d(F ◦ U−1t (r))V˜r dr
=
∫
O(M)
F ◦ U−1t div(V˜ ) dr =
∫
O(M)
F div(V˜ )(Ut) dr.
Combining it with (4.6.6), we get (4.6.5). ¤
Now combining (4.6.1) with (4.6.5), we get∫ T
0
‖div(V˜t)‖∞ dt ≤ T‖div(V )‖∞. (4.6.7)
Rewriting V˜ in the form V˜ =
∑d
i=1〈V˜ , Hi〉Hi, we have
V˜t(r) = (U
−1
t )∗V˜ (r) =
d∑
i=1
〈V˜ , Hi〉Ut(r) (U−1t )∗Hi(r) =
d∑
i=1
〈V˜ , Hi〉Ut(r)Ei(r), (4.6.8)
where Ei = (U
−1
t )∗Hi, i = 1, 2, · · · , d, are smooth vector fields on O(M). Suppose that V
is compactly supported, then so is V˜ . Let K be the support of V˜ ; then
sup
i
sup
r∈U−1t (K)
|Ei(r)| ≤ CK(w) < +∞.
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Therefore, by the invariance of the measure dr under Ut,∫
O(M)
∣∣〈V˜ , Hi〉Ut(r)Ei(r)∣∣q dr ≤ CK(w)q ∫
O(M)
∣∣〈V˜ , Hi〉r∣∣q dr.
Combining it with (4.6.8), we have∫ T
0
∫
O(M)
|V˜t(r)|q drdt ≤ Cq,T (w)
∫
M
|V (x)|q dx. (4.6.9)
Let Fi(r) = 〈V˜ , Hi〉r. Then
∇O(M)H(a)
(
Fi(Ut)Ei
)
= F ′i (Ut)(LH(a)Ut)Ei + Fi(Ut)∇O(M)H(a) Ei,
and
∇O(M)V (q)
(
Fi(Ut)Ei
)
= F ′i (Ut)(LV (q)Ut)Ei + Fi(Ut)∇O(M)V (q) Ei.
Note that
‖F ′i (r)‖2 =
d∑
j=1
(LHjFi)2(r) +
∑
α<β
(LVαβFi)2(r),
and there is a positive constant C ′ such that
max{|LHjFi|, |LVαβFi|} ≤ C ′(|∇V |+ |V |).
Thus, there is a positive constant C such that
‖F ′i (r)‖2 ≤ C
(|V |2(pi(r)) + |∇V |2(pi(r))).
As above, ∇O(M)H(a) Ei , ∇O(M)V (q) Ei and LH(a)Ut, LV (q)Ut are all bounded on compact subsets;
so there is a positive constant C(w) such that∣∣∇O(M)(Fi(Ut)Ei)∣∣2 ≤ C(w)(|V |2(pi(Ut)) + |∇V |2(pi(Ut))).
From which, we get∫ T
0
∫
O(M)
∣∣∇O(M)V˜t(r)∣∣q drdt ≤ C ′q,T (w)∫
M
(|V |q(x) + |∇V |q(x)) dx. (4.6.10)
Combining (4.6.9) with (4.6.10), if V is compactly supported, then there is a positive
constant Cq,T,K(w) dependent of the support of V such that∫ T
0
∫
O(M)
(∣∣V˜t(w, r)∣∣q + ∣∣∇V˜t(w, r)∣∣q) drdt ≤ Cq,T,K(w) ‖V ‖qW 1,q . (4.6.11)
Theorem 4.6.4 Let M be a complete Riemannian manifold. Assume that the Rieman-
nian curvature tensor, as well as its first two order derivatives are bounded. Then for a
vector field V onM in the Sobolev space W 1,q(TM) with q > 2 such that div(V ) ∈ L∞(M)
and, almost surely, ∫ T
0
∫
O(M)
(∣∣V˜t(w, r)∣∣q + ∣∣∇V˜t(w, r)∣∣q) drdt < +∞, (4.6.12)
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the SDE on O(M)
dXt =
d∑
k=1
Hk(Xt) ◦ dwkt + V˜ (Xt) dt, X0 = r (4.6.13)
has a strong solution Xt(w, r); moreover, the push forward measure Xt(w, ·)#(dr) has a
density Kt(w, r) with respect to the measure dr on O(M). The projected process xt :=
pi(Xt) on M has the generator
1
2
∆M + V.
Proof. By the above hypotheses, the conditions in Theorem 4.4.7 are satisfied. Thus,
there is a solution Yt to the eqation
dYt
dt
= V˜t(w, Yt), Y0 = r, (4.6.14)
where r ∈ O(M). Let Xt(w, r) = Ut(w, Yt(r)). By the generalized Itoˆ formula (see
[11, 52]), we have
dXt =
d∑
k=1
Hk(Xt) ◦ dwkt + U ′t(w, Yt)V˜t(Yt) dt.
Note that
U ′t(w, Yt)V˜t(Yt) = U
′
t(w, Yt)(U
−1
t )
′(Ut(Yt))V˜ (Ut(Yt)) = V˜ (Xt).
Therefore, Xt is a solution to (4.6.13). For the last part of this theorem, it suffices to
notice that (
1
2
d∑
k=1
L2Hk + V˜
)
ϕ ◦ pi =
[(
1
2
∆M + V
)
ϕ
]
◦ pi.
The proof is complete. ¤
Chapter 5
Appendices
In this Appendices, on the one hand, we collect some notations that used throughout this
text; on the other hand, we recall some results on measure theory, Lipschitz functions,
BV functions, etc. for the reader’s convenience. As for the latter, good general references
are [5, 6, 16, 31, 40].
5.1 Basic notations
1.1 Notation for matrices
We write A = (aij)1≤i≤d,1≤j≤m to mean A is a d×m matrix with (i, j)th entry aij.
trA = trace of the matrix A.
detA = determinant of the matrix A.
A∗ = transpose of the matrix A.
If A = (aij)1≤i≤d,1≤j≤m, then
‖A‖ =
(
d∑
i=1
m∑
j=1
a2ij
) 1
2
.
1.2 Geometric notation
Rd = d-dimensional real Euclidean space; R1 = R.
A typical point in Rd is x = (x1, · · · , xd).
B(x,R) = {y ∈ Rd; |x − y| ≤ R} = closed ball centered at x, with radius R > 0.
We always write B(R) to denote the open ball centered at 0 with radius R > 0.
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If a = (a1, · · · , ad) and b = (b1, · · · , bd) belong to Rd,
〈a, b〉 =
d∑
i=1
aibi, |a| =
(
d∑
i=1
a2i
) 1
2
.
U, V denote open subsets of Rd. We write V ⊂⊂ U (V¯ is the closure of V ), if V¯ ⊂ U
and V¯ is compact.
1.3 Notation for functions
If f : U → R and U is a subset of Rd, we write f(x) = f(x1, · · · , xd) (x ∈ U). If
f : U → Rm, we write f(x) = (f 1(x), · · · , fm(x)) (x ∈ U). The function fk is the
kth component of f , k = 1, 2, · · · ,m.
The convolution of the functions f and g is denoted by f ∗ g.
f |E = restriction of f to a set E.
supp(f) = support of f .
Df = (distributional) derivative of f .
Jf = Jacobian marix of f .
Multiindex notation
(i) A vector of the form α = (α1, · · · , αn), where each component αi is a nonneg-
ative integer, is called a multiindex of order |α| = α1 + · · ·+ αn.
(ii) Given a multiindex α, define
Dαf(x) =
∂|α|f(x)
∂xα11 · · · ∂xαdd
.
(iii) If α = 1, we regard the elements of Df as being arranged in a vector, i.e.,
Df = (
∂f
∂x1
, · · · , ∂f
∂xd
) = ∇f, the gradient of f.
We usually write ∂xif or ∂if for
∂f
∂xi
.
1.4 Function spaces
Let U be an open subset of Rd.
C(U) = {f : U → R; f is continuous}.
Ck(U) = {f : U → R; f is k-times continuously differentiable}.
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C∞(U) = {f : U → R; f is infinitely differentiable} =
∞⋂
k=0
Ck(U).
Cc(U), C
k
c (U), etc. denote these functions in C(U), C
k(U), etc. with compact
support.
Cb(U) = {f : U → R; f is bounded and continuous}.
Cmb (U) = {f : U → R; f has bounded and continuous derivatives of order up to
and including m}.
Cmb (U) =
⋂∞
k=0C
m
b (U).
Lp(U) = {f : U → R; f is Lebesgue measurable, ‖f‖Lp(U) <∞ }, where
‖f‖Lp(U) =
(∫
U
|f |p dx
) 1
p
(1 ≤ p <∞).
L∞(U) = {f : U → R; f is Lebesgue measurable, ‖f‖L∞(U) <∞ }, where
‖f‖L∞(U) = ess sup
U
|f |.
Lploc(U) = {f : U → R; f ∈ Lp(V ) for each V ⊂⊂ U}.
Lp(U, µ) = {f : U → R; f is µ-measurable and (∫
U
|f |p dµ) 1p <∞} (1 ≤ p <∞).
L∞(U, µ) = {f : U → R; f is µ-measurable, µ-ess supU |f | <∞}.
Lploc(U, µ) = {f : U → R; f ∈ Lp(V, µ) for each V ⊂⊂ U}.
W k,p(U) = {f ∈ Lp(U); |α| ≤ k, Dαf exists and belong to Lp(U)} (k = 0, 1, 2, · · · ;
1 ≤ p ≤ ∞) denote Sobolev spaces.
The spaces C(U,Rm), Lp(U,Rm), etc. consist of these functions f : U → Rm,
f = (f 1, · · · , fm) with fk ∈ C(U), Lp(U), etc. (k = 1, 2, · · · ,m).
Cδ(U,Rm) (m = 1, 2, · · · ; 0 < δ ≤ 1) denote the spaces of all locally Ho¨lder contin-
uous functions f : U → Rm with order δ, i.e., the spaces of all f ∈ C(U,Rm) such
that
sup
x,y∈U,x6=y,|x−y|≤1
|f(x)− f(y)|
|x− y|δ <∞.
Ck+δ(U,Rm) = {f ∈ Ck(U,Rm); ‖f‖k+δ;K < ∞ for any K ⊂⊂ U }, where k =
0, 1, 2, · · · , 0 < δ ≤ 1 and
‖f‖k+δ;K = sup
x∈K
|f(x)|
1 + |x| +
∑
1≤α≤k
sup
x∈K
|Dαf(x)|+
∑
|α|=k
sup
x,y∈K,x 6=y
|Dαf(x)−Dαf(y)|
|x− y|δ .
Ck+δb (U,Rm) = {f ∈ Ck+δ(U,Rm); ‖f‖k+δ;U <∞ } (k = 0, 1, 2, · · · ; 0 < δ ≤ 1).
We comment here that we often write Lp(U, µ) or Lp(U,Rm) as Lp when there is no
confusion. We use Ld to denote the Lebesgue measure on Rd; however, for convenience,
sometimes we use dx instead. And for other notations, we refer the reader to the first
place where it appears.
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5.2 Measure theory
Recall that a topological space is Hausdorff if distinct points have disjoint neighborhoods.
A topological space is locally compact if each of its points has an open neighborhood
whose closure is compact.
Let X be a Hausdorff topological space. We denote by B(X) the Borel σ-algebra on X,
i.e., the σ-algebra generated by the open subsets of X; the Borel subsets of X are those
that belong to B(X). A Borel measure on X is a measure whose domain is B(X). Suppose
that A is a σ-algebra on X such that B(X) ⊂ A. A positive measure µ on A is regular if
(i) each set A in A satisfies
µ(A) = inf{µ(U);A ⊂ U, U is open};
(ii) each open subset U of X satisfies
µ(U) = sup{µ(K);K ⊂ U, K is compact};
(iii) each compact subset K of X satisfies µ(K) < +∞.
A regular Borel measure or Radon measure on X is a regular measure whose domain is
B(X).
A topological group is a set G that has the structure of a group (say with group operation
(x, y) 7→ xy) and of a topological space, and is such that the operations (x, y) 7→ xy and
x 7→ x−1 are continuous. A locally compact (topology) group is a topological group whose
topology is locally compact and Hausdorff. Let G be a locally compact group and let µ
be a non-zero regular Borel measure on G. Then µ is a left (right) Haar measure if it is
invariant under left translations in the sense that µ(xA) = µ(A) (µ(Ax) = µ(A)) holds
for each x in G and each A in B(G). We call µ is a Haar measure if µ is both a left Haar
measure and a right Haar measure.
Let X be a separable metric space. We denote byM(X) the totality of Radon measures
on X and by M+(X) the subset of M(X) consisting of all nonnegative Radon measures
on X. Likewise, we can consider vector-valued and matrix-valued measures on X. The
total variation of a measure µ is denoted by |µ|. If µ ∈ M(X) and |µ|(X) < +∞, then
we call that µ is finite. A measure µ in M(X) is concentrated on a Borel subset U of X,
if |µ|(X \ U) = 0. If µ ∈M(X) and ν ∈M+(X), we call that µ is absolutely continuous
with respect to ν, and write µ¿ ν, if |µ|(U) = 0 for every Borel subset U of X such that
ν(U) = 0.
If µ ∈M(X) and f : X → Y is a Borel map between two separable metric spaces X and
Y , we denote by f#µ ∈M(X) the push forward measure of the measure µ by f which is
defined by
(f#µ)(U) = µ(f
−1(U))
for every Borel subset U of Y . An approximation procedure shows that∫
Y
ϕ(y) d(f#µ)(y) =
∫
X
ϕ(f(x)) dµ(x),
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for every bounded Borel function ϕ : Y → R. For a set E ⊂ X, we define the characteristic
function of E, denoted by 1E, as
1E(x) =
{
1 , if x ∈ E,
0 , if x 6∈ E.
A family Λ ⊂M+(X) is bounded, if there is a positive constant such that |µ|(X) ≤ C for
every µ ∈ Λ. We call that a bounded sequence of measures {µn}n≥1 ⊂M+(X) converges
weakly to a finite measure µ ∈M+(X) if
lim
n→∞
∫
X
f dµn =
∫
X
f dµ,
for every f ∈ Cb(X), the space of all bounded and continuous functions on X. We call
that a bounded family Λ ⊂M+(X) of measures is tight, if for any ² > 0 there is a compact
set K ⊂ X such that µ(X \K) ≤ ² for every µ ∈ Λ. A bounded family Λ ⊂ M+(X) of
measures is relatively compact if the closure Λ¯ of Λ is compact. The following theorem
characterizes the relatively compact subsets with respect to the weak topology.
Theorem 5.2.1 (Prokhorov) Assume Λ is a bounded family of measures in M+(X).
(1) If Λ is tight, then Λ is relatively compact;
(2) If X is complete and separable, then Λ is relatively compact implying Λ is tight.
Let X and Y be separable metric spaces and let x ∈ X 7→ ηx ∈M+(Y ) be a measurable
map. We call that ηx is a Borel map if x 7→ ηx(U) is a Borel map for any Borel (or open)
subset U of Y . Then the monotone class theorem leads to
X 3 x 7→
∫
Y
f(x, y) dηx(y)
is Borel measurable for every bounded (or nonnegative) Borel function f : X × Y → R.
We need a particular case of the disintegration theorem (see Theorem 5.3.1 in [6] for the
more general statement in the context of Radon spaces).
Theorem 5.2.2 (Disintegration) Let X and Y be complete and separable metric spaces,
let η ∈ M+(X × Y ) be a finite measure, let pi : X × Y → X be a map, and let
ν = pi#η ∈ M+(X) be a finite measure. Then there is a ν-a.e. uniquely determined
Borel family of finite measures {ηx}x∈X ⊂M+(Y ) such that
η =
∫
X
ηx dν(x),
that is, ∫
X×Y
f(x, y) dη(x, y) =
∫
X
(∫
Y
f(x, y) dηx(y)
)
dν(x),
for every Borel map f : X × Y → [0,∞].
104 Chapter 5. Appendices
Fix a measure µ in M+(X). We call that a sequence of Rm-valued functions {fn}n≥1
defined on X converges in µ-measure to a function f if, for any ² > 0,
lim
n→∞
µ ({x ∈ X; |fn(x)− f(x)| > ²}) = 0.
Finally, we also recall the Chebyshev inequality here. Let µ = Ld and let f : Rd →
R
⋃{−∞,+∞} be an extended real-valued measurable function. Then for any t > 0,
Ld({|f | > t}) ≤ 1
t
∫
{|f |>t}
|f(x)| dx ≤ Ld({|f | > t})
1/q
t
‖f‖Lp ,
where 1
p
+ 1
q
= 1, from which, we can easily get
Ld({|f | > t})1/p ≤ ‖f‖Lp
t
.
5.3 Lipschitz function and approximate differentia-
bility
A map f : U ⊂ Rd → Rm is called Lipschitz provided
|f(x)− f(y)| ≤ C|x− y| (5.3.1)
for some constant C and all x, y ∈ U . The smallest constant C such that (5.3.1) holds
for all x, y is called Lipschitz constant and denoted by
Lip(f) := sup
{ |f(x)− f(y)|
|x− y| ;x, y ∈ U, x 6= y
}
.
The function f : Rd → Rm is called differentiable at x ∈ Rd, if there is a linear map
L : Rd → Rm such that
lim
y→x
|f(y)− f(x)− L(y − x)|
|y − x| = 0.
If such a linear map L exits, it is clearly unique, and we write Df(x) for L, called the
derivative of f at x.
Theorem 5.3.1 (Rademacher) Let f : Rd → Rm be a Lipschitz function. Then f is
differentiable Ld a.e.
It is obvious to see that every real-valued Lipschitz function f : U ⊂ Rd → R can be
extended to a function f˜ : Rd → R with Lip(f˜) = Lip(f) (by extension we mean that
f˜ |U = f). Indeed, define
f˜(x) = inf
a∈U
{f(a) + Lip(f)|x− a|}.
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If b ∈ U , then f˜(b) = f(b). This follows, since for all a ∈ U , f(a) + Lip(f)|b− a| ≥ f(b),
whereas, obviously, f˜(b) ≤ f(b). If x, y ∈ Rd, then
f˜(x) ≤ inf
a∈U
{f(a) + Lip(f)(|y − a|+ |x− y|)}
= f˜(y) + Lip(f)|x− y|,
and similarly f˜(y) ≤ f˜(x) + Lip(f)|x− y|. Moreover, the following stronger result holds.
Theorem 5.3.2 (Kirszbraun) Let f : U ⊂ Rd → Rm be a Lipschitz function. Then
there exists an extension f˜ : Rd → Rm with Lip(f˜) = Lip(f).
A Borel map f : Rd → Rm is called approximately differentiable at x ∈ Rd, if there exists
a linear map L : Rd → Rm such that the difference quotients
y 7→ f(x+ ²y)− f(x)
²
converge locally in Ld-measure to Ly as ² ↓ 0. Obviously, this is a local property. And
the approximate differentiability condition is equivalent to the following statement: there
is a map f˜ , differentiable in the classical sense at x, such that f˜ = f and the set {y ∈ Rd :
f˜(y) = f(y)} has density 1 at x. This characterization, together with the Rademacher
theorem and some extension arguments, shows that if f |U is a Lipschitz function for some
subset U of Rd, then f is approximately differentiable at almost every point of U . In the
next theorem, we show that an approximately differentiable function can be approximated
with Lipschitz functions in the Lusin sense.
Theorem 5.3.3 Let f : U ⊂ Rd → Rm. Assume that there exists a sequence of Borel
subsets {Bn}n≥1 of U such that Ld(U \
⋃∞
n=1Bn) = 0 and f |Bn is Lipschitz for any n.
Then f is approximately differentiable at Ld-a.e. x ∈ U . Conversely, if f is approximately
differentiable at all points of V ⊂ U , we can write V as a countable union of sets Bn such
that f |Bn is Lipschitz for any n (up to a redefinition of f in an Ld-null set).
For the proof of this theorem, refer to Theorem 3.1.16 in [40].
5.4 Function of bounded variation
Let U be an open subset of Rd. Let f ∈ L1(U). We call that f is a function of bounded
variation on U , if the distributional derivative of f is representable by a finite Radon
measure on U , i.e., if∫
U
f
∂ψ
∂xi
dx = −
∫
U
ψ dDif, for any ψ ∈ C1c (U), i = 1, 2, · · · , d,
for some Rd-valued measure Df = (D1f, · · · ,Ddf) on U . The space of all functions of
bounded variation on U is denoted by BV(U), which is a Banach space with the norm
‖f‖BV(U) = ‖f‖L1(U) + |Df |(U).
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We also introduce the space BVloc(U) of functions of locally bounded variation on U as
the class of those functions f : U → R such that f is in BV(V ) for any V ⊂⊂ U . The
spaces BV(U,Rm) and BVloc(U,Rm) are defined by requiring BV and BVloc regularity on
each component, respectively.
Now we introduce some results on approximation which are needed in Section 3.2 (see
Theorems 2 and 3 in Section 5.2 of [31]).
Theorem 5.4.1 Let f ∈ BVloc(U). Then there exists a sequence of functions {fn}n≥1 ⊂
BVloc(U)
⋂
C∞(U) such that
(i) fn → f in L1loc(U) as n→∞;
(ii) DfnLd converges weakly to Df as n→∞.
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