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The ordered alloy CuAu is the fifty atomic per cent alloy in the 
copper-gold system. It was observed by Johansson and Linde(l) and was 
one of the first ordered alloys to be studied by x-ray diffraction 
methods(Z, 3). TWo ordered superlattices of CuAu are observed. CuAu I 
exists below 380° C and has a tetragonal structure which is a slight 
distortion of the face- centered cubic. It is very highly ordered, with 
all copper and all gold atoms in alternate (002) planes, as shown in 
Figure 2. CuAu II, which exists between 380° and 415° C, is orthorhom-
bic in structure(4) and is less highly ordered, as it has anti-phase 
boundaries at five-cell intervals. 
The alloys have been studied during the past forty years, but 
have generally been treated from an order-disorder or statistical view-
point(5,6). With the advent of digital computers, direct calculations 
of electronic wave functions, with the atoms in their correct positions, 
have become practical, and it is possible to study the highly ordered 
alloy as the first step from a completely ordered pure metal toward dis-
order. 
The chief purpose of cohesive energy calculations is to develop 
analytical methods which give a valid theoretical basis for cohesion, 
which explain why the ordered alloy has the observed crystal structure, 
and which give numerical results in agreement with the measured values. 
The distribution of electrons around the atoms is known only approxi-
mately in most crystal lattices, and cohesive energy calculations are 
very sensitive to the electron distribution assumed . The net cohesive 
energy depends chiefly upon the difference between two larger quanti-
ties, the boundary energy of a valence electron, which promotes cohesion, 
and the Fermi energy, which opposes it. A calculation of correct values 
of cohesive energy indicates that the assumed electron distribution is 
correct. 
In the present work, an analysis is made of the nature of binding 
in the pure metals and the alloy to provide a basis for calculating the 
energy of binding. The calculations are then made, using the best pro-
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cedure for each part, and the results are compared with values obtained 
by experiment . It is found that when account is taken of cohesion from 
the d- electrons, using the tight-binding approximation, calculated cohe-
sive energies for the pure metals copper and gold are nearer to the ex-
perimental values than in previous calculations, which gave too small 
results. The strong electron binding between unlike atoms also indi-
cates why the alloy has a tetragonal structure while the pure metals 
are face-centered cubic. 
CHAPTER II 
PHYSICAL CHARACTERISTICS OF THE METALS AND THEIR ALLOYS 









Each has a single s-electron outside of a closed shell of ten 
d-electrons . The s - electron acts chiefly as a valence electron, but 
the d-band overlaps it, and especially in copper and gold, more than 
half of the binding comes from the d-electrons. 
Both copper and gold have face-centered cubic crystal structure, 
as shown in Figure 1. The lat tice constant a is 3 . 61 Angstroms in 
copper and 4.07 Angstroms in gold. 
Copper and gold can form solid solutions in all prop ortions, un-
like copper and silver, which have limited ranges of solid solubility . 
The principal ordered structures in copper-gold alloys are described 
by Nix and Shockley(6). They include Cu3Au, which is 75 atomic per 
cent copper, and CuAu, which is 50 atomic per cent and forms over the 
range of approximately 47 per cent to 53 per cent. 
The ordered alloy CuAu I which is studied here has alternate 
planes of copper and gold, one atomic layer thick, in (00 2) directions, 
as shown in Figure 2. Its structure is face-centered tetragonal, with 
the ratio of lattice distances c/a = 0.92. The atomic density is ap-
proximately the average of that in copper and gold, so that the volume 
occupied by each type of atom is nearly the same as in the pure metals. 
The lattice distance within an atomic plane, a= 3.96 Angstroms, while 
that between planes, c = 3.64 Angstroms . The distance between like atoms 
is 2. 80 Angstroms and between unlike atoms is 2.69 Angstroms, which is 
approximately four per cent less. 
Values of cohesive energy for metals are available in the litera-
ture and in data tables, such as Hultgren, Orr, Anderson, and Kelley(8). 
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For copper and silver, the values are well established, but t he pub-
lished values for gold vary over a wider range. The most reliable 
value for gold seems to be that given by Geschneidner(9) . The values 




81 . 1 kcal/gm atom 
69 . 0 kcal/gm atom 
87.6 kcal/gm atom 
Experimental values for the cohesive ener gy of the ordered alloy 
CuAu I are not found in t he literature, and inquiries from several 
authorities ( l0,11,12,13,14) indicate that the heat of sublimation ex-
periments necessary to obtain this energy directly have not been made. 
Calculations in Table 1, based on thermodynamic date(8,9) give an ap-
proximate value of 86.6 kcal/gm atom, which was confirmed by Jena(lS). 
This is slightly mor e than the aver age of the values for pure copper 
and gold and indicates that the order ed alloy acts much like a pur e 
metal, but that unlike atoms have stronger cohesion than like atoms. 
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CHAPTER III 
ANALYSIS AND THEORY OF CALCULATIONS 
1. Factors in cohesive energy: A crystal lattice acquires cohe-
sive energy when the outer electrons of each atom rearrange themselves 
and find positions of lower energy or greater binding. In a free atom 
the outer electrons are not confined, and boundary conditions on the 
wave function are those of zero value and zero slope at infinity. In 
a crystal, each atom is confined on the average to one atomic cell, and 
its wave function must match those of neighboring atoms, in value and 
slope, at the cell boundaries. The change in boundary conditions, from 
zero slope at infinity to zero slope at the cell boundary, causes a de-
crease in the wave function energy, giving it a larger negative value, 
and this boundary energy is the principal positive factor in cohesion. 
Fermi energy, which is positive and partially counteracts the bound-
ary effect, arises because electrons which would have exactly the same 
energy in free atoms obey the Pauli exclusion principle and spread out 
into bands with different energies in the crystal. In the case of a 
single s-electron, the Fermi energy is taken as simply the kinetic en-
ergy of a free electron. A band which contains several electrons is 
degenerate, and the distribution of energy states in the band is not 
uniform. The true distribution, with correct boundary conditions, must 
then be calculated to find the Fermi energy accurately. 
Correlation energy is the result of statistical correlations in 
position of electrons in the solid, caused for example by the tendency 
of electrons with antiparallel spins to remain apart. The correlations 
appear as local minima in the average electron density, or "holes", 
which surround the electrons and move with them. Wigner and Seitz(28) 
state that, although the effect may be large in itself, it causes only 
a small net change in binding energy, because nearly the same corre-
lations occur in the free atom for an electron in the field of the nu-
cleus and the other electrons. 
Van der Waals forces result from polarization of one molecule in 
the permanent dipole moment or quadrupole moment of another or from 
interaction of the dipole or quadrupole moments themselves. Pauling 
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and Wilson(l6) state that in most cases, the largest Van der Waals 
effect is polarization of one molecule in the rapidly changing field 
due to the instantaneous configuration of electrons and nucleus of 
another molecule, which gives a time-varying dipole moment. The ionic 
radii of copper, silver, and gold are nearly as large as the atomic 
radii, so electron clouds of the ions can overlap and the electrons of 
one ion strongly perturb the motion of electrons in an adjacent ion. 
Friedel(l?) suggests that part of the cohesion in the noble metals is 
the result of a Van der Waals attraction between the outermost d- elec -
trons of the ions, but it is believed that this effect is small. 
In most calculations for the alkali metals, the net cohesive en-
ergy is taken principally as boundary energy less Fermi ener gy, with 
correlation energy and Van der Waals forces making only slight correct-
ions. The present analysis confirms this approach for the noble metals, 
as the measured values of cohesive energy can be accounted for fairly 
well from the first two factors . The chief difference between these 
calculations for the noble metals and previous ones is that binding 
from the d-band electrons is calculated more accurately. In principle, 
however, the cohesion is largely boundary energy less Fermi energy, as 
for metals with a single valence or s-electron. 
Calculations of cohesive energy in the noble metals have been made 
by Fuchs(l8) and Kambe(19). Fuchs obtained a value of 34 kcal/gm atom 
for copper, compared with the measured value of 81.1 kcal/gm atom. Kambe 
calculated cohesive energies for the three noble metals. His results for 
copper a re considerably higher than those of Fuchs. However, all of his 
results are less than the measured values, especially in the case of 
gold, as shown in the follow ing table . 
Copper 
Measured Value 
81.1 kcal/gm atom 
Silver 68 . 0 kcal/gm atom 
Gold 87 .6 kcal/gm atom 
Fuchs 
34 kcal/gm atom 
Kambe 
62.4 kcal/gm atom 
59.0 kcal/gm atom 
52.2 kcal/gm atom 
Arafa(20) calculated the energy of solution of copper- silver alloys, 
which have limited solid solubility and show no highly order ed phases. 
He therefore treated it as impurity mixing of one atom of copper in sil-
ver and one atom of silver in copper. His calculations gave r esults of 
the right sign, but they were inaccurate in magnitude. 
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2. One- electron approximation and the Wigner- Seitz method: 
The basic assumption of the one- electron approximation used for calcu-
lating electronic wave functions in solids is that one electron of an 
atom in the crystal lattice is treated at a time, moving in the aver-
age potential of the others. The total wave function used for the 
system of electrons is a combination of individual functions, each 
involving the coordinates of only one electron. The potential seen 
by this electron is assumed to be the fixed nuclear potential shielded 
by some average potential due to the other electrons, so that the 
electron considered moves essentially independently throughout the 
system. By this approximation, the solution of a many-electron prob-
lem is reduced to solving the Schrodinger equation for one- particle 
wave functions with suitable potential functions and boundary condi-
tions . 
A major difficulty is finding the correct distribution of elec-
tronic charge for one-electron calculations. The Hartree< 21) method 
determines the self-consistent field produced by a charge distribu-
tion, Zf, which is suitable for calculating wave functions. An itera-
tive procedure is usually started by assuming trial wave functions ~ , 
and from ~~~ 2 calculating a charge distribution and the correspond-
ing potential function . The potential is used in Schrodinger's equation 
to find new wave functions which, if they differ from the original ones, 
a r e used as new trial functions, and the process is repeated until it 
is self- consistent. A different charge distribution is needed in Wig-
ner-Seitz(22) calculations, where the change in binding energy of a 
valence electr on is found when the boundary conditions are changed. 
Here, the charge distribution curve, Zp, is chosen to give the correct 
ionic potential distribution in the Schrodinger equation. 
At a point on the surface of a sphere surrounding the nucleus, Qf 
can be taken as the part of the electronic charge of the ion which is 
inside the sphere, while the remaining charge is outside . The radial 
electric field at the sphere depends on the charge inside, Er = Qf/r 2, 
and the external charge does not affect it . Electrostatic potential is 
evalua t ed relative to a point at infinity, and the external charge must 
be cons i dered . Therefor e, the charge Qp used in cal culating potential, 
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Vr = Qp/r, is not equal to the charge Qf inside the sphere. 
Slater< 23) explains how the amount of electronic charge surround-
ing the nucleus is found by integrating the wave function P(r) = rR(r), 
which is the radius times the radial wave function R(r), and gives a 
graphical method by which the curve of Zp for potential is found from 
the charge distribution Zf for field. The electronic charge inside a 
sphere of radius ri around the nucleus: 
I r, Z R1Crt) 1:.2 d t:t = r r. L P 2(r!) d r~ Jo 1~~ ~ 0 Jo ~~~ ~ 
is defined as inner shielding of the nucleus. For calculation of elec-
tric field at ri, the charge inside ri acts as if it were concentrated 
at the center and charge outside ri has no effect. The field at radius 
ri is that from a charge e Zfi at the origin, where: 
rfL = /_ - S:' f..L p2(~)d Yj 
is the nuclear charge, z, less the inner shielding. 
To find an effective charge which can be used to calculate poten-
tial energy at ri, when the zero of potential is taken at infinity, 
charge outside the sphere must be considered as acting at its true radius: 
- Ioo J- ~2 (~) f"i% J G = - ~~ 2_ pZ('d) d..-
Potential Energy = r, ~ I~ r~ a r-.c. a 
This is expressed as an effective charge acting at radius ri: 
r~ z P 2 (fdl (Jj.) d a: 
Potential Energy = l t".t. r~ ~ j 
The effective charge outside a sphere of radius ri: 
foo I p2(r:) (li)d r:; 
J r4 ~~' a ~ ~ 
is defined as outer shielding. The charge used to find potential energy: 
l = l - r~ .L P 2(ra) d ~ - roo 2: P 2(ra) (%) d r-1 
f>..<.- Jo a~.t J'41~~ ~ <l 
is the nuclear charge less inner and outer shielding. 
To satisfy the relation that electric field is the negative grad-
ient of the potential at any point: 
:JV Er == - ;) r 
the two charges are related so that the potential energy Zpi/r produces 
a field Zfi/r 2 everywhere. Therefore: 
r.c-' = _ ..4_( ~rp.c.) = ( ~ p..c.. 
r-'2. dr rz 
The form: "':Z - (:z r d ,Zfi) · ~ ,fL- -z:p.(,- d t" g1.ves 
I d l::P.L) 
r dr 
the geometric relation 
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between the curves of Zpi and Zfi shown in Figure 5, that the tangent 
to the Zpi curve, projected back to the vertical axis, intersects it 
at a height equal to Zfi· 
The principal terms in cohesive energy are the boundary energy 
less the Fermi energy. Other factors, such as electron correlations, 
provide only small corrections to the difference between these two. 
Boundary energy is the energy difference between the bottom of the 
conduction band in the metal and the corresponding energy level of 
the electron in a free atom. For calculating the boundary energy, the 
Wigner-Seitz<22) procedure is used. Ziman(33) comments that this ap-
proximation is a neat way of finding the bottom of the band for valence 
electrons. Fermi energy then measures the average energy of an electron 
above the bottom of the band. 
In the Wigner-Seitz method, the cubic crystal is considered to be 
divided into polyhedral cells, all of the same size and shape, which 
together fill the whole space. Cell boundaries are planes which are 
perpendicular bisectors of lines joining a central atom with each of 
its neighbors. Each cell contains on the average one neutral atom, 
which is considered as a singly charged ion plus the valence electron 
being calculated. In a free atom, the electronic wave function must 
have zero value and slope at infinity. In a crystal, value and slope 
of the wave functions must match across the boundaries of each cell. 
The basic approximation of the Wigner-Seitz method is that, for 
the purpose of setting spherical boundary conditions, the polyhedral 
atomic cell is replaced by a sphere of the same volume. Therefore, the 
method satisfies the Schrodinger equation exactly, but the boundary con-
ditions only approximately. Both copper and gold are face-centered 
cubic, with twelve nearest neighbors, and the ordered alloy CuAu I is 
face-centered tetragonal, with similar geometry. In the cubic, each 
cell is a rhombic dodecahedron whose twelve faces all have the same size 
and shape, and the figure has a high degree of symmetry, so that replac-
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ing its boundaries by a spher e is a good approximation for s-electrons . 
Wave functions used for energy calculations must satisfy the Schro-
dinger equation with a potential derived from the charge distribution 
Zp. If the potential V(r) has spherical symmetry and the boundaries 
are taken as spherical, the Schrodinger equation can be separated in 
spherical coordinates, giving a radial equation: 
1;2. 
2.m 
lf1 ( r, e, c:P) = R (r-) Y ( e, <P) 
J._ ;:L.(r-2 d r2(rJ) + [1:.!!!(£- Vfr))- ~l(i+ l)J f2(r) = 0 
r2. d r d r ~2 \ 1 rz 
This is simplified by the change of variables: P = r R(r), g~v~ng: 
1;2 d z P + [v(r)- E + 1(1+ t)t,1.] P= o 
2m d rz 2m .-z 
which has the form of a one-dimensional differential equation in P(r) 
and is convenient for numerical solution. 
When the distribution of the other electronic charges about the 
nucleus is known, an energy eigenvalue can be substituted in the Schro-
dinger equation and it can be solved by a step-by- step calculation, 
radially outward from the nucleus, to give the form of the radial wave 
function of the valence electron for that energy. The two wave func -
tions of principal interest are the one with zero slope at infinity and 
the one with zer o slope at the surface of the equal- volume sphere. 
Boundary conditions for the two cases are given by: 
cJ R(r}] ~ 0 
;) r Jr::::oo 
and : ~l2 (r)J =0 
;)r r=t"o 
The first gives the ener gy of an electron in the free atom and the 
second gives the energy of an electr on confined to the equal-volume sphere. 
The difference between the two energy eigenvalues is the boundary energy. 
The atomic cell encloses a pos itive ion core and the s-electron, so 
it is electr ically neutral and its interaction arises chiefly from the 
boundary effects. An s-wave has spherical symmetry and the s-electron 
11 
binding depends chiefly upon the volume occupied by each atom and not 
on the boundary shape, so that a spherical app r oximation is quite good 
for this case. 
Fermi energy for s-electrons can be calculated approximately from 
the Sommerfeld equation for free electrons , as given in Kittel(35). The 
total number N of electrons which fill the state to the Fermi level is 
related to the quantum number n: 
The energy: X (z-rrn) 2 En - 2m L l 
becomes: 
Wigner and Seitz(22) express the Fermi energy in terms of Rydberg and 
Bohr units: 
( ) _ ( !ii!.)(...L) ~ j_ = 2.2 I E ~ o - ' o 2. ..,. r2 rz 
Wigner and Seitz ( ZS) note that the simple Sommerfel d equation for 
free electrons probably gives too large a value of Fermi energy or too 
little binding in most cases. 
Kittel(36) shows how to use the effective mass of the s-electron 
to correct the free-electron equation: 
3 I k:z L I o e 2 ( rn ) < E r: > = 5 z m* F =: rs2 aH m* 
This is equivalent to dividing the Fermi energy calculated above by the 
effective mass ratio (m*/m) of the valence electron. 
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3. Formation of energy bands and the tight-binding method: In 
a free atom, each electron is in a sharply defined level, but when many 
atoms combine in a crystal, similar electrons of neighboring atoms are 
forbidden by the Pauli exclusion principle from being in exactly the 
same state. They move to separate levels and form an energy band, com-
posed of a large number of individual energy levels, closely spaced but 
not coincident. 
KrutterC27) shows a diagram of the band structure of copper, which 
is reproduced in Figure 3. The band for the single s-electron is seen 
to be wide in copper. At the radius corresponding to the interatomic 
spacing, the s-band completely overlaps the filled d- band, which con-
tains ten electrons but is much more narrow, indicating relatively small 
interaction of the d-electrons with neighboring atoms. 
In the transition metals and those with similar d-band structure, 
part of the binding comes from a lowering of the center of gravity of 
the occupied d-levels in passing from the free atom to the solid, as 
Seitz(29) suggests. The lowering of the bottom of the band represents 
boundary energy and the height of the center of gravity of the band 
above the bottom is comparable to Fermi energy . Although each contri-
bution is small, Wigner and Seitz<28 ) note that considerable cohesion 
can arise from a filled d-shell, because the d-band has many electrons 
in low-lying levels and the large number of electrons promotes cohesion. 
The bottom of the d-band can be found by the same type of boundary 
energy calculations used for s-electrons. However, finding the center 
of gravity of the band requires more than the simple Fermi energy cal-
culation used for spherical s - waves, because a spherical d-wave is five-
fold degenerate in angle. Interactions with neighboring atoms provide 
non-spherical boundary conditions and cause an uneven distribution of 
electron energies in the d-band . Boundary shape must be taken into 
account to determine the correct distribution of energy states through-
out the Brillouin zone. Calculations of this type were performed by 
Fletcher and Wohlfarth(30) and FletcherC3l) for the d-band of nickel, 
using the tight- binding method, and their procedure is used in the 
present calculations. 
The tight- binding method satisfies the boundary conditions exactly 
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but the Schrodinger equation only approximately. It gives good results 
in this application to the noble metals only because these metals have 
filled d-bands with little overlap between neighboring atoms, as dis-
cussed below. The theory of tight binding is explained by Reitz<32), 
Ziman(33), and Mott and Jones(34), and it can be summarized as follows: 
a wave function for an electron in the field of the whole crystal, which 
is composed of atoms whose electrons interact, is constructed from a 
Linear Combination of Atomic Orbitals for individual electrons (for 
which the abbreviation LCAO is used). The crystal wave function which 
is constructed is substituted in the one-electron Schrodinger equation 
as an approximate eigenfunction, and the energy of an electron in the 
crystal field is found by a perturbation procedure. The net perturba-
tion energy caused by interaction with the crystal potential is the 
total energy less energy for an electron in the individual atom with 
no crystal interactions and less any self-interaction energy. 
Functions are constructed in accordance with the Bloch theorem, 
which states that, for a wave function which satisfies the Schrodinger 
equation, there exists a wave vector k such that translation by a lat-
tice vector R is equivalent to multiplying by the phase factor: eik·R. 
The form of a function which satisfies the Bloch condition is: 
where: R = translation vector of the crystal lattice 
k = wave propagation vector of the Bloch function 
Bloch functions are products of a free electron wave of the form 
eik.R and a function with the translational period of the lattice: 
cpn(r - R) = cP n(r). Physically, a sum of Bloch functions represents 
a series of strongly localized atomic wave functions multiplied by a 
long range phase factor, e-ik·R. Within each atom, the local wave func-
tion predominates and provides a good solution of the local Schrodinger 
equation. 
For an electron in a free atom whose center is at Rj and potential 
is U{r - Rj), the Hamiltonian is: 
~~ =- {'~ V2 + U(r- Ra) 
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In the non-degenerate case, the atomic wave functions <P n (r - Rj) 
are a good set of eigenfunctions for state n in the eigenvalue problem 
with this atomic Hamiltonian: 
An approximate wave function for an electron in the field of the 
whole crystal , with wave vector k, is constructed from a sum of the 
atomic functions : 
When the coefficients Cj (k) are chosen in the correct exponential 
form, the sum satisfies the Bloch condition: 
~ (r-) = j_ 2 e-~ " · e~ ~ ( r- e~) ~ ~ d n Q 
with the summation over all N lattice points of the crystal. 
In the whole crystal , with potential V(r), the Hamiltonian for an 
electron is: 
With this crystal Hamiltonian, the eigenvalue equation becomes: 
and the expecta tion value of energy for a crystal electron is: 
<E> = s~:~.P~d'l: 
s tJ; ~ LPt dT 
If overlap of the wave functions from one atom to another is small 
enough to be neglected, the unnormalized product of wave functions in 
the denominator integrates to unity at each atomic center . To a good 
approximation, the value of the integral is N, the total number of atoms 
in the crystal, and the normalization is correct for this case . 
The perturbing effect of neighboring atoms arises from the overlap 
of their potentials . To calculate the net perturbation, the crystal 
Hamiltonian is separated into two parts: 
is the free atom Hamiltonian: 
H == H0 . + H' . 
J 
0 i:\2 l-t 3 =-2m \lz + U(r- Ra) 
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The main term 
and the perturbation term, which is assumed to be small, comes from the 
change in potential because of interaction of atoms in the crystal : 
When an atomic Hamiltonian of the form H0 . acts upon a crystal wave J 
function, it gives the energy eigenvalue E0 n at atom j : 
wot fcd<P"(r-123)= E~ fC~<P.(r-KJ) 
The perturbation energy En for one electron is: 
< 
-<E- Eo)_ lfr J ~: j;e'"k.e .. (l-4-1---1~) cb(r-R.,) d'C 
En> - n - ) ~: tP.-. d 'C 
Substituting: tp* = ~ L e-.tk.· ea <P*(r-- R.f) 
" ,N a <J 
<En>= }J ~ { f e'"lr.·(~<: .. -£J) s <P*(r- R~)(I-H-I~)cl>(r-l?m)d-r] 
The summation over m cover s N identical terms, and taking Rm as a 
zero origin for each case gives a simplified expression for the pertur-
bation energy, which inc l udes both self-energy, with Rj = O, and over-
lap energy, with Rj ~ 0 . 
<En> = f e-... 1.: "121) cp*(r- R1) [ V(r) - U(r- ~)]¢(r)J t" 
For the calculation of overlap energy, the chief contributions are 
assumed to come from nearest neighbor interactions, with Rj equal to 
one unit of inter-atomic distance, and terms with Rj equal either to 
zero or to more than one unit are neglected. 
I f there were no degener acy, the expression would give a unique 
value of perturbation energy En for each value of wave vector k . For 
the case of a five- fold degener ate d- level, the five d-functions ar e : 
These are used to construct the Bloch function sums: 
, ' = L" e.~, k • ~d ~ ( r- e ) 
'+'n k. ~ tl ~ 
The wave function for an electron in the 
linear combination of the five Bloch functions 
n = 1 
crystal 
tP nk: 




and the perturbation part of the Schrodinger equation is: 
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as a 
If interference or overlap between the atoms is small, the wave 
functions tl'n(k,r) are nearly orthogonal, and multiplying in turn by 
each of the five Bloch functions and integrating gives, for each case: 
j tp:" (H '-e) l O.n,.lJlmk dt ~ O 
Regarding these as a set of homogeneous equations in the (( nm' 
they will have non-trivial solutions if the determinant of coefficients 
of anm vanishes: 
where: 
This is equivalent to diagonalizing the matrix of H'nm in the 
~mk representation, and it leads to five energy eigenvalues for 
each value of wave vector k. 
The complete expression for each matrix element is: 
, r LjJ: k H' tP,~r. d 't 
1--4", = [} tp ~I< !JJ.,_ d 't ]'h[S IJ!!~o IJ! .. kd t" Jh 
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When overlap is small~ the denominators normalize approximately to 
unity~ so that the numerator can be used alone~ and it takes the form : 
~~m= ~.e-l-k· "'~S ~:(r-ea) [vcrJ- U(r--~3)]¢m (r) d 7: 
Total energy is r eferred to a constant base value for the free atom, so 
the net perturbation matrix elements depend only on overlap energy . 
The notation for potentials V and U indicates that : 
V(r) = potential energy of electron in field of ion alone, 
within the unit polyhedron about each ion 
U(r - Rj) = potential energy of electr on from isolated ion at Rj. 
Therefore~ U(r) is the potential energy from an isolated atom at Rj = 0, 
and U(r) is a function of r only. V(r) - U(r - Rj) measures the ef-
fect of overlapping potential from two neighboring atoms. I t is taken 
as zero within a sphere about the origin of radius a/2~ which is half 
of the inter -atomic distance in a face-centered cubic material. 
In calculating values f r om the general form of the matrix element: 
H~m-= fa.,.e--'"-" 12t 5 q,: (r- R3)[V(r)-U(r-~)] <P.., (t-)d 't" 
the integral part gives six different non- zero overlap integrals. For 
example: 
A,=- S <P~(x-~a ,y-i a, t)(v-U) cP,(x,y,l) d 't 
and all six are listed on page 25 and in Table 2. 
The exponential term : exp (-ik·R) gives sines and cosines of wave 
vector k for each element of the five by five matrix, which reduces to 
fifteen different values, because the matrix is symmetric. For example : 
and all twenty- five of the matrix elements are listed in Tabl e 3. 
The matrix must be evaluated to give five energies for all possible 
values of (kx, ky, kz), which cover the first Brillouin zone. Because 
of symmetry~ calculations over a one- sixteenth sector of the Brillouin 
zone are sufficient, as shown in Figure 11 . 
Fletcher(31) notes the major assumptions in applying the tight 
binding method to the d-band of copper: 
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(1) The fundamental assumption of "tight binding" is that the 
atoms in the crystal are far enough apart for little overlap and inter-
action between them. It is the interaction which causes discrete energy 
levels of the isolated atom to broaden into energy bands of the crystal, 
and the assumption is justified only if the d-band width is actually 
small. 
(2) The limited number of atomic functions from which the Bloch 
functions are constructed do not form a complete, orthonormal set, and 
the final wave functions are not orthogonal, but this non-orthogonality 
must be small enough to be neglected. 
(3) It is assumed that: 
J <P:(r}(V-U)</lm(r)J'C = C.~nm 
but <P 1' 4> z, 4> 3 have anti- nodes in the directions of nearest neigh-
bors and ~ 4 and ~ 5 have anti- nodes in the directions of next nearest 
neighbors, so that the integral: 
is slightly smaller for n = 4 and 5 . However, the assumption that 
(V - U) = 0 within a sphere of radius r = a/2{2 about the nucleus makes 
the error very small. 
(4) The major contribution to Hnm is assumed to be from the twelve 
nearest neighbor atoms, and interaction from six next- nearest neighbors 
is neglected. 
Jones(24) gives two criticisms which generally limit the use of 
the tight- binding method, but he explains why it can give good results 
for the filled d- shells in copper and gold: 
(1) The one-el ectron model neglects correlation between electrons 
with anti-parallel spins and, in the limit of widely separated mono-
valent atoms, the Bloch model provides for two valence electrons on one 
atom, so it leads to a wrong energy spectrum. If the crystal is ex-
panded and the atoms are separated, a half - filled band cannot go over 
adiabatically into separated atoms which all have the same orbital 
state, but it goes into atoms with various states of excitation . When 
the band i s completely filled with electrons, as in copper and gold, 
the corresponding sta te of the whole system is non-degenerate~ and as 
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the crystal is expanded, this state goes over adiabatically into the 
non-degenerate state of the single atom. 
(2) The tight-binding method, when applied to s-states, usually 
gives band widths which are too large. For an atom at Rj = 0, the po-
tential (V(r) - U(r)) includes a term proportional to 1/r, which is 
large near the nucleus and has a singularity at r = 0. The modulation 
caused by a basic Bloch function which is slowly varying does not re-
duce it very much, and the contributions to overlap integrals from such 
regions are much too large. For the d-bands of nickel and copper, how-
ever, the contributions almost exactly vanish, as each d-orbital used 
to construct the Bloch function has two nodal planes passing through 
the nucleus. The overlapping function from the neighboring atoms can 
have, at most, one nodal plane passing through the center of this other 
atom. The integral, whose integrand contains a smoothly varying func-
tion: (V(r) - U(r)) over a small sphere about the center, must also 
vanish. In the calculations, zero values are assumed throughout a 
sphere of radius a/2{2: which is half of the inter-atomic distance. 
FletcherC31) found that overlap integrals calculated with this assump-
tion gave a band width in good agreement with experiment, and this is 
confirmed by the present calculations. 
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4. Electron interactions in metals and the alloy: The d-bands 
are full in copper and gold, and it is assumed as a first approximation 
that the d-band can be treated alone and mixing with the s-band neglec-
ted . Jones(24) shows how to extend the tight-binding method to treat 
mixing with other states by using a larger Hamiltonian matrix, which 
includes wave functions of the s and p states . However, he states that 
even using more states may not give exact eigenvalues, because the lo-
calized atomic wave functions with negative energies do not form a com-
plete , orthonormal set. In general, the tight binding method seems 
better suited for finding one energy band approximately than for calcu-
lating the complete band structure of a complicated metal. 
Comparison of the energy bands of copper calculated here and shown 
in Figure 14 with the complete band structure calculated by Segall( 25) 
and shown in Figure 13 indicates that some mixing occurs and that this 
has the effect of broadening the d- band. The analysis is improved by 
considering this effect, as its neglect would lead to too small a value 
for the center of gravity of the d- band and an over-estimate of the co-
hesive energy. 
Each atom in the ordered alloy, which has a face- centered t e tra-
gonal structure, has twelve nearest neighbors, as in a face-centered 
cubic material . Eight neighboring atoms are of the opposite type , so 
that cohesion between unlike atoms is important in the alloy. 
Copper and gold have different atomic size, and their wave func-
tions are not mirror images when they meet at an interface. The bound-
ary c ondition requires that the wave functions match in value and slop e 
at the interface, but the slope is not restricted t o a zero value. It 
is found that the d-wave functions match well with a non-zero slope and 
that this increases cohesive energy of the all oy, so that its value is 
slightly more than the average of the values for pure copper and gold . 
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CHAPTER IV 
PROCEDURES USED FOR CALCULATING COHESIVE ENERGY 
1. Development of charge distribution curve: The potential 
energy used in the Schrodinger equation is a Coulomb term: V = -2Zp/r 
and the charge distribution for potential energy, Zp must be accurately 
known as a function of radius before the boundary energy can be calcu-
lated. For copper, ~-dependent curves of Zp had been published by 
Segall ( 2Z), and these gave good results. The electron charge distri-
bution acting upon a d-electron was developed from the charge distri-
bution acting upon an s-electron, following the method used by Chodo-
row<34). The s-electron curve is modified by subtracting the charge 
distribution of one s-electron and adding the charge of one d-electron, 
estimating as well as possible their average position and distribution. 
For gold, no curve of Zp was directly available, but values of Zf, 
the charge distribution for wave function calculations, are given by 
Douglas, Hartree, and Runciman< 26) and by Henry(38). The two sets of 
values agree well, and a curve of Zp for s-electrons was developed from 
Zf by the graphical method described by Slater<23) and modified to apply 
to d-electrons. 
The equation: Zf = (Zp - r dZp/dr) gives the geometric relation 
that the tangent to the Zp curve, projected backward to the vertical 
axis, r = 0, intersects it at a height Zf, as shown in Figure 5. How-
ever, working graphically from Zf to find Zp is not very accurate, be-
cause the slope of the Zp curve must be chosen before its value is 
determined. Also, the Hartree curves of Zf are not smooth, as they 
are calculated for groups or "shells" of electrons. The curve first 
developed, used with the wave functions for gold given by Douglas, Har-
tree, and Runciman(26), gave poor binding for the d-band. 
Upon the suggestion of Dr. B. Segall(39), his curve for copper was 
scaled up to apply to gold, taking account of the increases in nuclear 
charge from 29 to 79 and in lattice constant from 3.61 to 4.07 Angstroms. 
This curve also gave poor binding when used with the wave functions of 
Douglas, Hartree, and Runciman< 26). Later, Dr. L. M. Falicov(40) sug-
gested trying a series of possible distributions, varying in a syste-
matic way, and assembling the best features in a working curve. After 
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several modifications, the curve of charge distribution listed in Table 
5 and shown in Figu~es 5 and 6 was obtained . It was used with the d- wave 
function listed in Table 9 and shown in Figures 9 and 10 . This combi-
nation is not completely satisfactory, but the curves are approximately 
correct and no curves which differ much from them will give correct re-
sults . 
2. Calculations of wave functions for boundary energy : Boundary 
energy is determined by solving the Schrodinger equation with differ ent 
t r ial values of energy until wave functions are found with the correct 
value and slope to satisfy the desired boundary conditions. The radial 
equation in one-dimensional form is : 
~ ~(r) - [z_,~ (v(r)- E)- .£W-u] P(r) == o 
A second derivative can be written in finite difference form: 
d2 P _ A-(~P)- R,.,.,-2R +R-r 
d r~ - Ar Ar- - (Ar)2. 
This allows a step- by- step numerical solution . When two points, Pn-1 
and Pn are known, the next point on the curve Pn+l can be calculated: 
or: 
Pn 
For starting values at small r, the approximate expansion: 
= rl +l gives P 0 = 0 for all cases and P1 = (!::,r) J +l. 
For s - electrons, l = 0, and the numerical equation reduces to: 
with Pl = 6r. 
The potential V( r), as a function of r, is calculated from the 
curve of charge distribution : V = - 2 Zp I r. Using the energy E as 
a parameter, a series of curves is calculated, giving the form of the 
radial wave function P(r) for each energy. 
In the first paper of Wigner and Seitz<22) , r adial tangents were 
drawn to the curves of P(r) to find points where the wave function: 
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R(r) = P(r) I r has maxima or minima. For our calculations, it is con-
venient also to find the wave function R(r) itself, and the points where 
it has zero slope are then found directly. 
The curve with zero slope at infinity, representing the free atom, 
requires several trials with double precision accuracy, using 16 decimal 
places. Small changes in the energy parameter cause the curve to turn 
up or down at large radius, and a final value is taken as the average of 
the nearest high and low trials. 
For each trial value of energy, the radius at which the wave func-
tion has zero slope is recorded. Energy is plotted against radius for 
a series of such points to give the curves of boundary energy shown in 
Figures 7 and 8. The values are adjusted to zero at large radius, are 
positive indicating repulsion at small radii, and have a minimum at some 
intermediate radius where the binding is strongest. 
The procedure for calculating boundary energy for d-electrons is 
similar to that used for s-electrons. A curve of electronic charge dis-
tribution against radius is developed and used in the Schrodinger equa-
tion, with a series of energy values as parameters, to find the wave 
function shape for each energy. The separated radial equation with J2 
= 2 in finite difference notation has the form: 
Pn-t 
and the starting approximation: Pn = rnl+l gives P1 = (6r) 3 . 
Two wave functions which are especially needed are the one with 
zero slope at infinite radius, which gives electron energy in the free 
atom, and the one with zero slope at the radius of the equal-volume 
sphere, which gives electron energy at the bottom of the d-band. The 
difference between these two energies is the boundary energy per elec-
tron for the d-band. The individual value is small, but for a band 
with ten d-electrons, the total binding energy is large. 
3. Calculation of Fermi energy: For s-electrons, the Fermi 
energy at a radius r has the simple form: 
Fermi energy: EF = 2.21/r2 
and it is entirely positive, representing repulsion, as shown in Figures 
7 and 8. The curve of boundary energy has a minimum, and the net total 
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energy also has a minimum, which indicates the radius and energy of 
maximum cohesion from the s-electrons. The effect of Fermi energy is 
always to decrease cohesion and to move the minimum of the total energy 
to a larger radius than the minimum of the boundary energy curve. 
4. Calculation of matrix elements in the tight-binding method: 
The Fermi energy of d-electrons involves more difficulty, because both 
copper and gold have filled d-bands which are five-fold degenerate and 
can not be treated adequately in a spherical approximation. Distri-
bution of the five energy eigenvalues must be calculated over the pos-
sible range of values of the wave vector k. Following the tight-binding 
procedure used by Fletcher(31), Bloch functions for the d-electrons are 
constructed as linear combinations of atomic orbitals: 
, I = 2 e ~ k. • IG~ _..k (r- f2 ) 
1.-,k i ~n ~ n === I 4o 6 
where the atomic functions are the five second-order polynomials: 
4?z = ~~~: ~; +(r) 
~ xz- y2. (l % = JTC:1r r2. -t(r) 
t' (r-) 
and f(r) is the normalized radial wave function of the isolated atom. 
Matrix elements of the perturbation Hamiltonian: 
have the form: 
HI = L e-,(k·EJ r cP.~{r-12~)[vcr)-U{r-12,)1cPm(r-}d'r n m ~ • ~ o J n <l · -ij 
where the terms in the integral are: 
4>m(r) 
<:Pn(r Rj) 
[ V(r) - U(r 
= polynomial for central atom, at Rj = 0 
= polynomial for neighbor atom, at Rj ~ 0 
- Rj~ = overlap of potentials of central atom and 
neighbor. 
The integrals do not contain the wave~vector k, so their values 
can be calculated separately and used in the matrix elements for all 
values of k. For a face-centered cubic metal with nearest neighbor 
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interactions only, there are six different non- zer o overlap integrals : 
A1 =- J <P~*(x-fa.. y-jq,t)(v- u)c:P,(x, y,-c)dL 
Az:: r ~,* (X, 'j -! G{, l-~a)(v-u) <P. (x, j, ~)d 'C 
A3" ~ cPi" (x -ja, j, ~-~ a)(v-~ <P2 (x, J, z)d L 
A11 == f ¢:(x-fq,J-f q,~)(v-u)~(x .y.~) de 
As. = -f c:P:(x ,J - ta ,:c-ia)(v-u) cPLt ( x,y,-z) cl'C 
A~ = I4st (x) J- ja,l-ia) (v- n)<PLt(X, j,.Z)d z: 
Fletcher(31) evaluated these analytically as two-center integrals 
with infinite limits . To do this, he developed appr oximate expressions 
for the potential and wave function curves, using exponential forms 
which could be integrated. Here, they are evaluated numerically in a 
finite cell by the digital computer, using the tabulated values directly 
for the potential and wave function. Figure 11 shows the cell, which 
has sides 3a/2 x 3a/2 x 2aJ where a is the lattice constant of the metal . 
This cell contains 62, 208 sub- cells or station points when a grid mesh 
of a/24 is used. 
The two charge distributions, Zf and ZP' are both involved in the 
calculation of overlap integrals. The smaller potential charge , ZPJ 
enters directly into each integral, and the larger chargeJ Zf, is used 
in calculating the form of the wave functions in the integrals. For 
copper, the wave functions calculated by Hartree and Hartree (4l ) and 
the ~-dependent charge distributions developed by Segall ( 25) for sand 
d- electrons were used. For goldJ the char ge distributions Zp shown in 
Figure 6 and the wave functions in Figure 10, based on the data of Table 
5 and Table 9, gave the best results and were used as the basis of these 
calculations. 
Each atom is considered to have a sphere of influence, of radius 
a/2 /2: or half of the intera tomic distance) within which overlap poten-
tials are neglected. In numerical calculations, the overl ap potential 
term (V - U) is multiplied by zero for sub-cell s with centers inside 
this radius and by one half for centers at exactly this radius. 
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Five energy eigenvalues are found from the five-by-five determinant 
of coefficients at each value of k: 
n = 1 to 5 
m = 1 to 5 
Because of symmetry, the number of matrix elements whose values 
are different is reduced from twenty-five to fifteen. These are found 
at 219 points of k-space to calculate each density-of-states curve. For 
numerical calculation, the matrix elements are expressed in terms of the 
overlap integrals, A1 to A6, and sines and cosines of components of the 
wave vector (kx, ky, kz). For example: 
H 11 =-4A 1 eos(fL,)cos(~~1)+4A2 (c.osfl:,c.osJ k~+cos ~~~cos~ l~ 
and all of the matrix elements are listed in Table 3. These are calcu-
lated by the computer program described in Chapter V. 
5. Calculation of energy band structure and density of states: 
To find the curve of density of energy states, values of the energy 
arising from overlap of the central atom potential and neighboring atoms 
must be calculated over the range of wave vector k. The possible values 
of k cover the first Brillouin zone, but because of the symmetry of the 
zone, all possible energy values can be found by calculations in a one-
sixteenth sector of the Brillouin zone, as shown in Figure 12. 
Calculated values of the matrix elements Rum are used in the deter-
minant: 
n = 1 to 5 
m = 1 to 5 
and the five energy eigenvalues are found by a Gauss-Jordan reduction 
routine which is stored in the computer. Dividing the one-sixteenth 
sector of the Brillouin zone into steps of ~/8 gives 219 station points 
of (kx, ky, kz) and the five energy eigenvalues are found at each point. 
Some of these results are used in drawing the curves of calculated 
energy d-bands in the three major crystallographic directions, (100), 
(110), and (111), shown for copper in Figure 14 and for gold in Figure 
15. For comparison, Figure 13 shows the complete energy bands for cop-
per, calculated by Segall(25). 
To plot a curve for density of energy states, the values are sorted 
into narrow ranges of energy to find the number in each range. Then the 
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"center of gravity" of the distribution is found from the "moment" of 
energy times number of states with that energy, divided by the sum of 
energies under the curve. These calculations are summarized in Tables 
12 and 13 and are shown as block diagrams in Figures 16 and 18. The 
general shape of the density of states curve is seen more clearly in 
Figures 17 and 19, which are made by fairing the tabulated data. 
6. Matching wave functions of copper and gold in the alloy: 
At an interface between unlike atoms, copper and gold, the boundary 
conditions require that wave functions match in value and slope, as for 
like atoms. However, the wave functions are not mirror images across 
the interface, and the slope need not be zero at the boundary. The s-
wave functions of copper and gold are relatively flat at this point and 
match with approximately zero slope, as in the pure metals. The d-waves 
match with greatest binding when copper is cut back, with a negative 
slope, and the gold wave is extended and turned up to meet it, with a 
positive slope, as shown in Figure 22. 
Values of the matching wave functions should be normalized to unity 
within the equal-volume spheres, with radius r 0 : S: IR(r)l2 r 2dr- = [ P 2dr- =I 
The equal-volume spheres have radii of 2.68 Bohr units in copper and 
3.03 Bohr units in gold and the atomic volumes are essentially the same 
in the ordered alloy, so the wave functions are normalized to these 
values. However, the alloy is slightly tetragonal, with a shorter dis-
tance between unlike atoms, so the values and slopes of the normalized 
wave functions are matched at 2.58 Bohr units for copper and 3.00 Bohr 
units for gold. 
A graphical method of matching the wave functions and finding their 
energies is given by superimposing Figures 20 and 21. The wave function 
value is plotted against energy at the top half of the sheet and the 
slope is plotted at the bottom. When the curve for copper is moved 
across the curve for gold so that the value curves and slope curves in-
tersect at the same energies, the correct value, slope, and energy of 
each wave function is found. The complete matching radial d-wave func-
tions, R(r), for copper and gold are listed in Table 14 and plotted in 
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Figure 22. An increase in cohesive energy and a reduced distance be-
tween unlike atoms are attained when copper is cut back and the wave 




1. Calculate wave function and slope : The program calculates 
curves of s and d- wave funct ions, such as those listed in Table 9 and 
plotted in Figures 9 and 10. To obtain a curve, an energy eigenvalue 
is chosen and a wave function is calcula ted in finite difference steps 
to satisfy the radial Schrodinger equation, starting at zero radius and 
progressing outward. Values of the radius, wave functions P(r) and 
R(r) = P(r)/r, and the slope of R(r) are pr inted ou t at intervals, so 
that p r ogress can be observed during the calculation and the results 
can be plotted. 
At small radius, the curve shape is almost independent of the en-
ergy chosen, but at lar ge radius, a small change in energy can make the 
cur ve turn sharply toward plus or minus infinity. The curves are cal-
culated to 16 decimal places, using double precision, and several trials 
are usually required to find the asymptotic curve exactly . 
Three optional r outines can be used, depending upon the purpose of 
the program: 
(a) To find the curve with zero s lope at infinite radius , the 
slopes are printed out at each print- interval, and t he exact radius, 
wave function value, and slope can be printed wherever the curve has 
zero value or zero slope . The computations stop at pre-set intervals, 
and they can be continued if desired, or new data can be inserted with-
out reading in a complete new pr ogram, if the asymptotic cur ve is seen 
to be turning toward plus or minus infinity. 
(b) For s-wave calculations, to plot a curve of boundar y ener gy 
showing the minimum, as in Figures 7 and 8, exact values of the radius 
are printed out at the two points where the wave function has zero 
slope . 
( c) For d-waves, the value and slope of the wave function at the 
radius of the equal-volume sphere are printed out. The slope is an ex-
tra calculation, not required for continuity of the program, so computer 
time is saved by finding it onl y at the print- out points. For compari-
son of wave functions with zer o slope a t the sphere, it is convenient t o 
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normalize them to unity at that radius , but the normalization factor is 
not known until the calculation progresses to that radius. The program 
can store the values which are printed out in the main run, normalize 
them when the fact or is found, and print out the normalized values at 
the end. 
The equation for the wave function, in finite difference form, is: 
R+
1 
= { 2.+ [ ;,~ (v- E) + i ~,t '1(Ar)2} P,- Pn-• 
The structure of the equation still be clearly seen when it is 
coded in Fortran language, for use on the computer: 
V = - ECON * Q I RHO 
CNTRF = HARML * (HARML - 1. ) I RSQ 
CORE = (PLCON * (V - E) - CNTRF) * DELRQ 
RNU = (( 2. - CORE) * RIT) - ROLD 
These four commands comprise the central part of the computer pro-
gram, and the remainder of the program aids in handling the information 
efficiently . 
The required input data are: 
Values which usually remain the same for a series of runs : 
(~r) interval for calculation 
(~r) interval for printout 
Planck constant value 2mlt 2 
Coulomb constant relating potential to charge 
Order of harmonic 
Radius of equal-volume sphere 
Number of data cards in table 
Data cards for table of charge distribution 
Values which often change from run to run: 
Energy eigenvalue trial 
Radius at which calculation is terminated 
Date of computation 
The output values which are printed out and retained are : 
Printout of all input data, as read 
Radius at each printout interval 
Radial wave function P (r) at the corresponding points 
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Radial wave function R(r) = P I r 
Slope of wave function (Rn+l - Ru) I 6r 
Normalized values of wave function and slope (if desired). 
Making the calculations with double precision requires four times as 
much computer time. The time required for calculation on our IBM 1620, 
Model II computer is approximately seven minutes for each unit of radius 
or 25 minutes for calculation to a radius of 3.5 Bohr units. In some 
cases, a change of one in the eighth decimal place of the energy trial 
value would make the end of the wave function curve begin to veer from 
plus infinity to minus infinity at a radius less than half of the inter-
atomic distance. 
2. Normalize wave function: The program to normalize wave func-
tions integrates the square of ordinates of a radial wave function in a 
sphere, giving a constant which can be used to normalize the wave func-
tion to unity. This allows unnormalized wave function data to be tran-
scribed directly on input cards and corrected by the normalization factor 
as part of other computations. 
The basic equation used for normalization in a sphere is: 
CNORM = S::o R 2 r 2 dr = .CJ~Jr2Jr 
Integration is approximated by a finite-difference summation, using lin-
ear interpolation between points of the tabulated data. Usually the 
program is instructed to continue to a radius of 15 Bohr radii, but the 
summation is printed at a number of intervals, and the program can be 
terminated as soon as the sum is observed to be constant to the sixth 
decimal place. 
Input data: (6r) interval for computation 
(6r) interval for print-out 
Radius at which the calculation terminates 
Number of data cards for table of wave functions 
Data cards for table of wave function vs. radius 
Output data: Radius at each read-out point 
Normalization integral up to each point 
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3. Overlap and normalization integrals: The six overlap inte-
grals have similar form, as each one is a summation of the product of 
three types of terms, the wave function of an electron on a central atom 
at (x,y, z) , the overlap potential (V- U), and the wave function of an 
electron on a nearest neighbor atom, which is at a distance al{2 in the 
face-centered cubic system. 
The overlap potential U is centered about the nearest neighbor 
atom, at a distance al/2, and (V - U) is taken as zero inside a spher e 
of r adius al2{2, or half of the inter-atomic distance, about the central 
atom. 
The procedure is illustrated by the calculations for integral A3: 
As= J c:P. ~(x-ja, 'j, t-i q)(v-rr)<f>.(x,J,t)dt: 
where : ¢, = ~ ~: f(r) 
In any sub-cell, values are found for: 
(yz I r2) f (r) at radius r about the central atom 
(xy I r 2) f (r) at radius r about the neighboring atom 
where f(r) is the radial wave function for a d-electron of each of the 
atoms . Values of the radial wave functions and charge distributions, 
given in Tables 4, 5, 8, and 9, are stored in the computer and r ead, by 
a linear interpolation procedure, in the calculations . The forms of all 
six overlap integrals are listed in Table 2. 
The basic cell used for the calculation of overlap integrals is 
shown in Figure 11. It has a squar e base, 3al2 x 3al2, and thickness 
2a, where a is the lattice constant of the metal. The order of integra-
tion over x, y, z variables is chosen for each integral so that the cen-
tral atom and its neighbor are on the diagonal of the square, al{f apart 
and the same distance from the corners, and the two atoms are at the cen-
ter of the thickness . 
Integrals involving the same neighboring atom use the same orien-
tation of cell, so that they can be calculated at the same time. There-
fore Al and A4 use one program, A2, A5, and A6 a second, and A3 a thir d. 
The symmetry in thickness allows the cal culation of only half the cell 
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in all cases~ so that the time required is reduced by half. Also, four 
of the integrals: A1< <:P 1,4> 1), A 2 (<P 1 ~ q, 1 ), A4 ( cf> 4 ~ ~4), and A5 (4>4 , <J>4 ) 
use the same functions at both centers~ and this symmetry allows calcu-
lation on only one side of the diagonal, or one quarter of the total 
cell . Because of this, the program for A1 and A4 requires one hour of 
computer time, while the other two programs each require two hours. 
The input and output data for each overlap integral program are : 
Input: Number of data cards for wave function and charge distribution 
Value of normalizing integral for wave function data 
Lattice constant of metal, a 
Size of grid mesh to divide cell for computation 
Data cards for wave function and charge distribution 
Output: Calculated values of overlap integrals 
The six normalization integrals, B1 to B6, have a similar form to 
overlap integrals~ but with the overlap potential term, (V - U) removed. 
For example, B3 can be compared with A3 shown above: 
and all six integrals are listed in Table 2. 
In normalization integrals, the assumption is not made that the 
integrand is zero within a sphere around the central atom. The computer 
program for overlap integrals can be adapted to calculate normal ization 
integrals by by-passing those sections which call in the potential func-
tions and the zero condition within a spher e. Inpu t and output data are 
the same as for the overlap integrals. 
4. Density of energy states and center of gravity of the d-band: 
The computer program solves the determinantal equation: 
n = 1 to 5 
m = 1 to 5 
over a grid of points in a typical section of the Brillouin zone. The 
zone is the truncated octahedron shown in Figure 12, and the one six-
teenth section used is the top half of a 45° sector, which covers all 
possible energy values. The sub-cells extend from zero to~ in k-space 
with a grid mesh of ~/8, and cover 219 points . 
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The procedure in computer calculation of the density of states is: 
(a) Set up the 219 station points in the Brillouin zone sector, 
with suitable weight factors for position of each point at the center , 
corner) edge , etc . of the sector. A data card for each point gives the 
coordinates kxJ ky, kz and the weight factors. 
(b) Calculate the values of the 25 Hamiltonian matrix elements, 
Hnm at each point. 
(c) Use the Gauss-Jordan r eduction program to diagonalize the 
5 x 5 matrices and find the five energy eigenvalues at each point. 
(d) Sort the 1095 values into energy groups, giving a distribution 
of energy states throughout the Brillouin zone. 
(e) Calculate the width of the band and the center of gravity of 
the energy distribution above the bottom of the band. 
Sub-routines for the sine and cosine and the Gauss-Jordan r educ tion 
are stored in the computer memory and are called in as needed. 
The input and output data are: 
Input: Value of six overlap integrals, A1 to A6 
Energy constant, 2 x Conversion, Rydberg to electron volts 
Number of stations in Brillouin zone 
Maximum energy in band 
Size of energy interval in band 
Number of energy intervals in band 
At each station: Wave vector coordinates (kx, ky, kz) 
Weight factors (center , corner, etc.) 
Output: Printout of all input data, as r ead 
Five energy eigenvalues at each station point 
Density of states : Energy at center of interval 
Number of states in interval 
Moment = (Energy) x (Number of states) 
Center of gravity of energy band 
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CHAPTER VI 
RESULTS AND DI SCUSSION 
1. Numerical Results: 
(a) Cohesion from s- electrons in pure copper and gold is found 
f rom Wigner-Seitz type calculations of boundary energy less Fermi en-
ergy. The data from Table 6 for copper are plotted in Figure 7 and 
data from Table 7 for gold in Figure 8. In copper, the radius of the 
equal volume sphere is 2.68 Bohr units, but maximum cohesion occurs at 
a radius of 3.3 Bohr units: 
Copper s - electrons 
Boundary energy 
Fermi energy 
Net cohesive energy 
r = 2. 68 
0. 366 Ryd. 
0.306 Ryd. 
0. 060 Ryd. 
18.8 kcal. 




37. 7 kcal/gm atom 
In gold, the radius of the equal volume sphere is 3.03 and cohesion 




Net cohesive energy 
r = 3. 03 
0. 310 Ryd. 
0. 240 Ryd. 
0.070 Ryd . 
22.0 kcal. 




31.4 kcal/gm atom 
(b) Cohesion from d-electrons in pure copper and gold involves a 
similar procedure for the calculation of boundary energy. Energy for 
the wave function with zero value and zero slope at infinity is subtrac-
ted from the energy for the wave function with zero slope at the radius 
of the equal-volume sphere, giving a boundary energy for d-electrons, 
which represents the energy of the bottom of the d- band . The form of 
d-wave functions for energy calculations in copper and gold and the 
change in the wave function when the energy eigenvalue changes are shown 
in Figure 9. 
Fermi energy, taken as the height of the "center of gravity" of the 
ener gy band above its bottom, is subtracted to give a net cohesive energy 
for the average d-electron. 
Normal at sphere 
Asymptote at infinity 
Net boundary energy 
Boundary energy 
C. G. of band 
Copper d-wave 
- 0.5400 Ryd. 
-0. 3541 Ryd. 
-0.1859 Ryd. 
X 13.6 
2. 53 eV 
2. 025 eV 
0.505 eV 
Gold d-wave 
- 1.1652 Ryd. 
-1.0398 Ryd. 
- 0.1254 Ryd . 
X 13.6 
1. 71 eV 
1.14 eV 
0 . 57 eV 
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0 . 505 eV x 23 kcalleV x 10 electrons = 116 kcallgm atom for copper d- band 
0 . 570 eV x 23 kcalleV x 10 electrons = 131 kcal lgm atom for gold d-band 
(c) Width of the d-band is increased because it overlaps the s - band 
and there is interaction between the s and d- electrons. For copper, the 
amount of increase can be estimated by comparing the effective width of 
the d- band calculated by Segall, which includes this interaction as shown 
in Figure 13, with that found in these calculations for the d- band alone, 
as shown in Figure 14. For example, the increase in spreading of the 
(1,0,0) band is: 
( 3. 7 eV - 3. 3 eV ) = 0 . 4 eV 
I f band width is 0.4 eV greater because of s-electron interaction, 
there will be a proportional increase in energy difference between the 
bottom and the "center of gravity" of the band: 
Copp er: 2.025 eV x (3.3 + 0.4) I 3.3 = 2.27 eV C. G. 
Gold: 1.14 eV x (1.88 + 0 . 4) I 1.88 = 1. 38 eV C. G. 
This increases the Fermi energy and decreases the net cohesive energy 
r esulting from d- electrons. 
Copper d- electrons Gold d-electrons 
Boundary energy 2.53 ev 1. 70 eV 
c. G. of band 2. 27 eV 1. 38 eV 
0 . 26 eV 0.32 eV 
0.26 eV x 23 kcalleV x 10 electrons = 60 kcallgm atom d-energy of Cu 
0.32 eV x 23 kcalleV x 10 electrons= 74 kca l lgm atom d-ener gy of Au 
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(d) Total corrected cohesive energy of copper and gold : 
CoEEer Gold 
r = 2.68 r = 3.3 r = 3.03 r = 3.65 
s - electrons 19 kcal . 38 kcal . 22 kcal. 32 kcal. 
d- electrons 60 kcal. 60 kcal. 74 kcal. 74 kcal. 
79 kcal. 98 kcal. 96 kcal. 106 kcal. 
( e) A small amount of cohesive energy is gained by the matching 
of d-wave functions at copper-gold interfaces in the alloy. In the 
pur e metals, net boundary energy is greater in copper than in gold, 
but when the two types of wave function join in the alloy, the bound-
ary condition of zero slope at the radius of each equal-volume sphere 
no longer holds. Then the boundary energy for d-electr ons is reduced 
for copper and increased somewhat more for gold, giving a net gain in 
cohesive energy for eight of the twelve nearest neighbor bonds for each 
atom in the alloy: 
COEEer d- electrons Gold d-electrons 
Energy to match -0.465 Rydberg -1. 244 Rydberg 
Normal at sphere -0.540 Rydberg - 1. 165 Rydberg 
Difference 0.075 Ryd ( loss) 0.079 Ryd (gain) 
Net increase in cohesive energy= (0. 079 0.075) = 0.004 Rydberg 
0.004 Ryd. x 13. 6 eV/Ryd. x 23 kcal/eV x 10 electrons x 8/12 = 8 . 3 kcal. 
(f) Calculated binding energy for the alloy is the average of the 
energies for copper and gold, plus the energy gained by matching wave 
functions in the alloy: 
[( 79; 96 ) + 8 . 3] = 95.8 kcal/gm atom in Cu Au alloy 
( g) Summary of cohesive energy calculations: 
Calculated Observed 
Copper 79 kcal/gm atom 81.1 kcal/gm atom 
Gold 96 kcal/gm atom 87.6 kcal/gm atom 
Cu Au alloy 95.8 kcal/gm atom 86.6 kcal/gm atom 
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2. Discussion of results: Binding caused by the d-electrons is 
an important part of the total cohesive energy in copper and gold. When 
only s-electron binding is considered, as in previous calculations, the 
results are considerably below the observed values. The effect of d -
electrons is so strong in copper and gold that the lattice spacing is 
reduced approximately 17 per cent from the spacing for maximum s-electron 
binding . The contribution from s - electrons is considerably reduced, and 
the result is not half s and half d- electron, but more nearly one-third 
s and two-thirds d- electron binding. 
The d- band overlaps the s - band in copper and gold and interaction 
between them causes a broadening of the d-band. If this effect is not 
taken into account, the calculated cohesive energy is too large. When 
a correction is made for broadening of the d-band, the binding from d-
electrons is reduced and the calculated cohesive energy in both metals 
is near to the measured value . 
Calculated d-bands for copper in the three main directions, (100), 
( 110), and (111), are shown in Figure 14. Complete energy bands calcu-
lated by Segall ( 22) are plotted in Figure 13, and a comparison of the 
curves shows that the width of the d-band is greater for the complete 
calculations. For example, the (100) band spreads to a width of 3.7 
eV, compared with 3.3 eV with no interaction. This 0.4 eV increase in 
band width reduces the calculated binding energy of copper to a value 
slightly less than the obser ved value, and the same correction decreases 
the binding energy of gold to a value slightly above that observed. 
In the alloy, unit cells of copper and gold are assumed to have 
approximately the same volumes as unit cells in the pure metals. Inter-
atomic distance is the same between like atoms in any plane, whether 
copper-copper or gol d- gold, and the interface is midway between the atoms. 
The interface between unlike atoms, copper and gold, can be found approxi-
mately by adjusting it to a position which gives the correct volume for 
the unit cells. To improve this approximation, the interface must be 
located wher e the wave functions match in value and slope. 
At copper-gold interfaces in the alloy, the s - waves can match with 
appr oximately zer o s l ope, and the location of their interface gives the 
correct vo l umes for unit cells. The d-waves of copper and gold must 
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change shape to match in both value and slope, and cohesive energy of 
8 kcal/gm atom is gained in the process. The copper wave function is 
cut back, with negative slope at a reduced radius. The gold wave func-
tion is extended and turns up to meet it with positive slope, as shown 
in Figure 22, and the total distance between atoms is less than the aver-
age for pure copper and gold . This gives a different position of inter-
face for s and d-electrons and indicates that unit cells in the alloy 
are not uniquely defined, but that one cell may be defined for s-elec-
trons and a slightly different cell for d-electrons of the same atom. 
In the pure metals, gold has a lower d-electron boundary energy, 
1 . 71 eV compared with 2.53 eV in copper, but gold has more net cohesive 
energy because overlap of electrons from neighboring atoms is small and 
the d- band is narrow. In the alloy, the ener gy of copper is reduced 
and that of gold is increased, tending toward an equalization of the 
boundary energies of copper and gold. 
The strong cohesion between unlike atoms at a small inter- atomic 
distance suggests that the tetragonal structure of Cu Au I, with c/a 
= 0.92J is caused by this special type of d-electron binding. 
3. Sources of error: (a) Errors in charge distribution curves: 
Finding the distribution of electrons which gives the best average poten-
tial is difficult. The general shape of energy bands is not greatly 
modified by small changes in the potential, but the calculated values 
of cohesive energy are sensitive to such changes. Jones(24) comments 
that the Schrodinger equation can be solved with high accuracy for a 
known potential function, but the mathematical accuracy may be vitiated 
by the uncertainty in the potential . All three steps in developing the 
curves of charge distribution are subject to considerable error . Har-
tree- Fock calculations are very difficult for heavy atoms, finding the 
potential distribution Zp from the wave function distribution Zf does 
not give unique results, and different charge distributions are needed 
for s and d- electrons. Also, the overlap integrals used in the tight-
binding calculations for d- electrons include wave functions calculated 
from the Zf distribution and potentials from the Zp distribution. 
In these calculations for copper, the wave functions calculated by 
Hartree and Hartree(4l) and the Jl -dependent charge distributions devel-
oped by Segall(25) for sand d-electrons were used . For gold, the first 
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calculations used wave functions given by DouglasJ Hart r eeJ and Runci-
man<26) and a char ge distribution Zp developed graphically from their 
Zf distribution. These gave no binding for the d- elec trons of goldJ as 
the wave function has too much overlap with neighboring atoms. Inves-
tigation showed that they had larger value in the " tail " at large rad ii 
than wave functions calculated from the smal ler charge distribution Z 
J pJ 
indicating considerable inaccuracy in the published data . 
A strong central potential produces two effects: one "pulls in" 
the electronic wave function so that it is concentrated at a small radius. 
The extended "tail" which overlaps neighboring atoms becomes small and 
spreading of energy bands because of overlap is reduced . The energy 
eigenvalue has a large absolute value for the strong potential ) but there 
is little difference in energy between the asymptotic wave function and 
one normal to the constant volume sphereJ because the wave function is 
already nearly asymptotic at that radiusJ so the boundary energy is small. 
Hartree and Hartree(41) discuss the problem of self-consistent cal-
culations with exchange) for copper. The number of radial wave func-
tions in Cu+ is almost the largest for which a complete solution of 
Pock 's equation is practicable. Without exchange) addition of one extra 
(nl) group to a configuration increases the number of functions by one. 
When exchange terms are included) a number of other Z functions are in-
troduced) which must be estimated and adjusted. Addition of a (3d)l0 
group to argon increases the number of Zk functions of charge by tenJ 
giving 28 such functions for cu+ with exchange) and the complete solu-
tion of Pock's equations becomes very lengthy . 
The ( 3d)l0 group of cu+ is very sensitive to the atomic field and 
is considerably affected by the inclusion of exchange terms. Over a 
large range of radiiJ the attractive force on a d- electron due to the 
atomic field is not much larger than the centrifugal force, so that a 
small change in the atomic field gives a large proportional change in 
the net force on the electr on. 
Self-consistent field calculations are more difficult f or heavier 
atomsJ and some correction for relativistic effects becomes necessary. 
For goldJ the possibility of error is gr eatly increases) and the calcu-
lations must be carried out to an accuracy impossible wi thout a digital 
computer. The calculations of Henr y(38) agreed well with those of 
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Douglas, Hartree, and Runciman<26) because similar techniques were used. 
Henry's results were left in a logarithmic form which is difficult to 
visualize and the wave function of Douglas, Hartree, and Runciman was 
not normalized. Probably the authors did not realize that their work 
was subject to such large errors . 
(b) Errors from interaction between electrons: The largest source 
of possible error s within the calculations themselves appears to be 
electron interactions, which change the simple model of individual val-
ence electrons which was initially assumed. For sodium, Wigner and 
Seitz(22) estimate the energy of correlation between electrons and the 
change in Fermi energy because the assumption of free electrons is not 
exact. Mott and J ones (34) list the estimates for alkali metals and in-
elude the following values for copper: 
For 
Interaction energy 0.60 e2 I ro 
Fermi hole - 0. 458 e2 I ro 
Anti-parallel spin b e2 I ro 
For copper, r 0 = 2.67 Bohr units and constant b = 0.08 
6E = (0.60- 0.458 - 0.08) e2/r0 = 0.062 e2lr0 
The change is 0.0465 Rydberg or 14.6 kcallgm atom decrease in binding 
Fermi energy is increased by a factor <X: : 
Ek. 
i;2 k1. 
= Eo +~ 2.m 
copper: «: = 1.10 so Fermi energy is increased by 10 per cent: 
0.10 x 0.306 = 0.0306 Rydberg= 9.7 kcallgm atom decrease in binding 
But Kambe(l8) found QC ~ 1.0, giving no change in Fermi energy . 
The correction made in the present calculations is for interaction 
h . h · 1 rge effect Calculated width of between the s and d-bands, w 1c 1s a a · 
the copper d-band, shown in Figure 14, is compared with the bands calcu-
lated by Segall(25), shown in Figure 13, and an increase of 0.4 eV in 
band width is found to be necessary. This reduces the calculated binding 
from d- electrons by 57 kcal/gm atom, a much larger correc tion than any 
estimate for s-electron correlations. 
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(c) Errors from non-orthogonality of Bloch functions: The tight 
binding method uses crystal wave functions which are Bloch sums: 
rh I ~ -Lk·e ..L ( ) ~~<r) = FN te a~"·-~~ 
and are only approximately an orthonormal set of eigenfunctions for the 
atomic electron considered. Fletcher(31) lists the two main assump-
tions necessary for their orthogonality to be a good approximation: 
(1) Interaction integrals between atoms must be small: 
t~~ eJ.k•(R.L- ~)s <P.*(r-12~) <P .. (r-12..)d 't ~ 0 n ~ m 
(2) Complete matrix elements must normalize closely to unity at 
each atomic center, with negligible cross terms : 
' L k k1 r j..¥ ) j_ ) { f .f.or e~: 0 ij e- . J '+'. (r- ~~ cp.,(r dZ' ~ 0 .f'or "'a If 0 
For complete integrals, which include both the central atom and 
overlap, the conditions are included in the requirement that: 
~ r e'"k. (1.'.-1?~) s 4>.~ (r- J?a) cf>.,(r- Ia) dt: 
< < L ~ eL~· (e~- e~) r <Pn ~ (r- fC'. ) <=k ( r- f2) d'C 
' ~ ) ~ n ~ 
or that, at each atomic center, integrals over different types of Bloch 
functions are approximately zero and integrals over the same types are 
approximately unity. In the cases considered here, where the matrix 
elements include only perturbation terms arising from overlap of the 
potentials, all terms should be approximately zero . 
A five-by-five normalizing perturbation matrix is set up, whose 
elements contain integrals similar to the six overlap integrals, A1 to 
A6, but with no potential terms. Four of these integrals contain two 
Bloch functions of the same type: 
B, - - f c:P.* (x- fa, 'j- fa, i) <b. (x,)', ~) d 7: 
8
1
"'" J ¢.•(x> :J -ia ,c-ia) cP. (x, Y ,l.) d r: 
8 4 "' ~ c:P:(x-1 a., ;~-~a,-t) ~ (x, :f, z:) d Y 
Bs"'- ~ ¢4" (x, ~-J a .~-fa) c/>~~(x ,y,r.) d 7: 
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Diagonal elements of the matrix contain only these four integrals. 
The other two integrals contain two Bloch functions of different 
type: 
B3 ~ ~;"(x-J a.,~ ,r-ta) ~2 (x,j ,c) J T 
B6 ::: ~ <P/' (x, y -fa, :C-!f.l) cP4 (x,j,r) dt' 
Off-diagonal matrix elements are composed chiefly (although not en-
tirely) of these two integrals. Therefore, the values of diagonal and 
off-diagonal elements of the normalizing matrix, calculated throughout 
the Brillouin zone, are averaged separately. The following table shows 















0. 28/o/ eV 
The average perturbation in diagonal terms is 3.3 per cent for the 
copper d-band and 1.7 per cent for gold, or approximately one per cent 
per electron volt of band width in each case. The perturbation averaged 
over all off-diagonal terms is 1.0 per cent for copper and 0.5 per cent 
for gold, or approximately 0.3 per cent per electron volt of band width 
in each case. About half of the off-diagonal terms are zero, and the 
average of non-zero terms is twice as great, or approximately two per 
cent for copper and one per cent for gold. The largest perturbation, 
3.3 per cent for diagonal terms in copper, is not excessive, and ortho-
gonality of the eigenfunctions is seen to be a good assumption. 
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(d) Errors from numerical integration: Numerical integration of 
overlap integrals is subject to two major errors: use of too coarse a 
grid and too small a cell. Overlap integrals were calculated with a 
standard grid mesh of 1/24 of the lattice distance a in a cell of dimen-
sions 1.5 a x 1.5 a x 2a, shown in Figure 11. The amount of error was 
estimated by comparing values of the two integrals, A1 and A4, calcu-
lated with larger cells and with various grids, both coarser and finer, 
to find the trends, as shown in Figure 23. Grids ranging from a/8 to 
a/40 were used and cell size was increased to 2a x 2a x 2.4 a. Com-
puter time for the calculation increased from one hour for a grid of 
a/24 to eight hours for the larger cell with a grid of a/40. The er-
rors were found to be 0.6 per cent from grid size and 0.05 per cent 
from cell size, in opposite directions, so that the net combined error 
in calculating the overlap integrals A1 and A4 numerically with a grid 
mesh of a/24 is approximately 0.55 per cent. 
Fletcher(31) used exponential relations to approximate the wave 
function and potential curves, so that his overlap integrals for nickel 
could be evaluated in closed form. For comparison, his expressions were 
integrated numerically, using the true curves and a grid mesh of a/24. 
This process gave results eight to nine per cent higher than his values, 
indicating that the numerical integration gives a smaller error than an 
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Table 1 
Physical Data 
(a) Definition and Conversion of Units: 
1 Bohr Unit= 0.529 Angstrom= 5 . 29 (10) - 11 meter 
1 Electron Volt= 1.602 (10)-l9 Joule 
1 Rydberg= 13.605 eV = 5.21 (l0) - 22 kcal. 
1 ev/atom = 23.07 kcal/gm atom 
1 Rydberg/atom = 314 kcal/gm atom 
{b) Atomic Spacing in Copper and Gold: 
Copper lattice spacing: a = 3 . 61 Angstroms 
Gold lattice spacing: a = 4.07 Angstroms 
Copper-Gold Cu Au I: a = 3.96 Angstroms 
c = 3.64 Angstroms 
= 6.82 
= 7.69 






Radius of equal volume sphere for four atoms in volume 
Copper radius = 1.41 Angstroms = 2.68 Bohr units 
Gold radius = 1.59 Angstroms = 3.03 Bohr units 







Like atoms: 3.96 Ax /2!2 = 2.80 A= 5.29 Bohr units 
Unlike atoms: " (1.98)2 + (1.82)2 = 2.69 A = 5.08 Bohr units 
(c) Heats of Sublimation: 
Copper : 6H0 298 = 81.1 kcal/gm atom 
Gold: 6Ho298 = 87.6 kcal/gm atom 
Heat of formation of ordered Cu Au= -2.23 kcal/gm atom 
cu Au: 6H0 298 = ( 81. 1 ; 87· 6 + 2.23) = 86.6 kcal/gm atom 
Table 2 
Integrals for Overlap and Normalization 
(a) Overlap integr als : 
A,"'-) <P~Cx+=~.y-~a,lXV- rr),P,(x,y,r) d'C 
A
2 
== J ~/"(x, :j-ja, i- ~ a)(v-u) cP, (x,y.~dT 
A?.= f ~~(x-fa,j, l- fa)(V-U)cMx,y,l)dt' 
Ail.=~ <t>:(x -~a l j- ia .~ )(v-u)<A,(x. y.r)dL 
As= -5 <P.t(x, j-; a, r-~ <~XV-D)<P., (x.y,z) d't' 
A"-= ~ ~/'(><, ::1 -fa ,l-fa)(v- u).P~(x,y, l)d-r 
(b) Normalization integrals: These have the form of overlap 
integrals, but the overlap potential term (V - U) is omitted: 
8, :: -) cr.·c x- fa, .Y- ~a' r) <P, (x ' y, e) d'l: 
Bz = J <P,*(x, j -fa, r-ia)¢, (x,y,-l)d'C 
8
3 
== ~ ~i'' (x-fa, .Y , l:- fa) 4>. (x, y, l )d'C 
64 =) <P: (x-fa,J- fa, l ) <P~~ (x, y, l)dt 
B.~:=- f~:(x, j-fa,l-fa) <f>ix,y,i!)dr 








=- - 4 A
1 
CtlS ( fi b) c.os(j-t,)+ L/ A, (Co'!. ~k., G>s ~ ka +cns ~ k~ Cos ~ k .. ) 
Htz=- wA 1 cos(~k~J~~(f k1!)+J.J At(C.()s ~ keeosfkx +c(Js.f kxcosfk1) 
H n = -4 A 
1 
Cos: (f k.) cos(~ k.) + LJ A,( Ct>sfk. co41:1+ cos S}k y c.os 4 k,) 
H~~ = 4A~eos(~l:.)cos(lk,)- 4As(Ctls ~ k1co3 %-b .j.co'i. }b Cos fk. ... ) 
l-!
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=- (~)(~+IIAs)cos (~~.)cu.;(~)+ ~2A~-A~~~,c"5 ~k;+ cos ~fc.cos ~k.) 
1-f,z = ~21 = -4 A3 s;n(l'kc)s.·,(fkx) ~.14 = W11 , = o 
~?.3 = ~~2 =- 4 A3 SJh (f k.)s•n(f~y) 
'-t31 ~ ~ 13 =- 4 A:~s;n(f ky)sin (fk;l) 
H~q = ~42 =- 4 AG;,sin (fkJ)sln (%k~) 
J-..1~~ = ~-.3 = 4AG sin (fkc)sin (~k }() 
W 1s = ~s1"- ~A.., sin(~ b}sin(fk,) 
~•s" Wsz" jf A~ sin (fb) sifl({!- k,.) 
1-13s = l--ls3 = ft A.., sin( f~) sin(tkx) 
1-1.,
5 
= ~S'I = ~ (A~+As)(cos f k1cos~~- cos ~krcos ~ k .. ) 
(b) Normal ization matrix elements : The form of the 25 matrix 
elements for nor malization is the same as for the Hamiltonian matrix 
elements listed above, but integrals B1 to B6 are substituted for Al 
to A6 • 
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Table 4 Charge Distribution Zp for Potential in Copper 
from B. Segall, Phys. Rev. 125, 109 (1962) 
Radius 2 Zp Radius 2 Zp 
Bohr Units s -Wave Bohr Units d-Wave 
.000 58 . 00 . 000 58.00 
. 014 54.00 . 014 54.00 
. 031 50 . 00 . 031 50.00 
.063 45.00 .063 45.00 
.098 40 .00 . 098 40.00 
.144 35.00 .144 35.00 
• 210 30.00 . 210 30.00 
. 280 25.00 . 280 25.00 
.378 20.00 . 379 20.00 
.420 18. 00 . 427 18.00 
.471 16.00 .487 16. 00 
.500 15.00 • 521 15 . 00 
.531 14.00 .555 14.00 
. 564 13. 00 . 595 13.00 
.600 12.00 . 637 12.00 
. 640 11.00 . 683 11.00 
. 689 10.00 . 738 10.00 
. 738 9.00 . 800 9.00 
. 798 8.00 . 873 8.00 
.862 7.00 .961 7.00 
.938 6. 00 1.072 6.00 
1.033 5.00 1. 212 5.00 
1.089 4.50 1.308 4. 50 
1.170 4.00 1. 440 4. 00 
1. 262 3.50 1. 625 3. 50 
1.454 3.00 1.863 3.00 
1.850 2.50 2.500 2. 50 
2.800 2.418 
3.000 2.00 5 . 300 2.00 
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Table 5 Charge Distributions, Gold (Douglas, Hartree, Runciman) 
Radius Au+ Zf Zp s-Wave Zp d-Wave 
. 000 78.00 79.00 79.000 79.000 
.010 77.52 78.52 74.700 74. 700 
. 020 76.53 77.53 70.480 70.480 
. 030 75.56 76.56 66.740 66.740 
.040 74. 53 75.53 63.140 63.140 
• 050 73.25 74.25 59.760 59.760 
. 060 71 . 86 72.86 56.880 56.880 
.070 70 . 46 71.46 54.100 54.100 
. 080 69 . 14 70. 14 51.860 51.860 
.090 67 . 92 68 . 92 49 . 740 49.740 
.100 66.76 67. 76 47.740 47.740 
. 120 64.41 65.41 44. 280 44.280 
.140 61.92 62.92 41.260 41.260 
.160 59.31 60.31 38.680 38.680 
. 180 56.75 57.75 36.420 36.420 
.200 54.44 55.44 34.360 34.360 
. 220 52.40 53 . 40 32.360 32.360 
. 240 50.66 51.66 30.460 30 . 460 
. 260 49 . 09 50.09 28.780 28.780 
. 280 47.62 48.62 27.160 27.160 
.300 46.13 47. 13 25.650 25.650 
. 350 42.21 43.21 22.390 22.390 
. 400 37.94 38.94 19.360 19.360 
.450 33.73 34.73 17.020 17. 090 
.500 29.96 30.96 15.100 15 . 405 
.550 26.82 27.82 13. 450 13.980 
.600 24.33 25.33 12.000 12.645 
. 650 22.34 23.34 10.790 11.675 
.700 20.73 21 .73 9.760 10.790 
.800 18.23 19 . 23 8.020 9.015 
. 900 16.13 17.13 6. 590 7.575 
1.000 14.19 15.19 5.440 6.475 
1.100 12.34 13.34 4. 480 5.540 
1.200 10. 68 11.68 3.750 4.830 
1.300 9 . 18 10. 18 3.230 4.295 
1.400 7.88 8.88 2. 790 3.800 
1.500 6.76 7.76 2.450 3. 305 
1.600 5. 78 6 .78 2.150 2.895 
1.800 LJ .• 25 5. 25 1.720 2.230 
2. 000 3.14 4.14 1.420 1.770 
2.200 2.34 3.34 1. 230 1.530 
2. 400 1. 72 2. 72 1.110 1. 360 
2.600 1. 28 2. 28 1.075 1. 295 
2.800 . 95 1. 95 1.045 1. 235 
3.000 .70 1. 70 1. 025 1.180 
3.200 . 52 1.52 1. 010 1.130 
3.400 • 38 1. 38 1.000 l.llO 
4.000 .15 1.15 1.000 1.084 
5.000 .03 1.03 1. 000 1.042 
6.000 . 00 1.00 1.000 1.000 
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Table 6 Cohesive Energy from Copper s-Wave 
Radius Boundary Net Fermi Net 
Bohr Energy Boundary Energy Energy 
Units Rydberg Energy Rydberg Rydberg 
2.0 - 0. 419 0. 000 0. 550 
2.2 -0. 640 -0.221 0.455 
2.5 - 0.762 -0.343 0. 352 +0.009 
2. 7 - 0.784 - 0.365 0.302 -0. 063 
3. 0 -0.772 - 0.353 0.245 -0. 108 
3.5 -0.709 - 0. 290 0. 179 - 0. 111 
4.0 - 0.650 - 0.231 0.137 -0.094 
4.5 -0.600 - 0.181 0.108 -0.073 
5.2 -0 . 550 -0 . 131 0.081 -0.050 
Infinity - 0.419 0.000 0.000 0.000 
Table 7 Cohesive Energy from Gold s-Wave 
Radius Boundar y Net Fermi Net /,-
Bohr Energy Boundary Energy Energy 
Units Rydberg Energy Rydberg Rydberg 
2. 263 - 0. 386 0.000 0. 430 
2.415 - 0. 545 -0 . 159 0.377 
2. 701 -0 . 655 - 0. 269 0.302 +0.033 
2.834 -0 . 693 - 0. 307 0.274 - 0.033 
3.146 - 0.693 - 0. 307 0.222 -0.085 
3.614 -0.655 -0. 269 0.168 -0.101 
3. 943 - 0.625 -0. 239 0.142 -0.097 
4.342 -0.590 -0. 204 0.117 - 0. 087 
4.916 -0.545 -0. 159 0.091 - 0. 068 
5 . 616 -0.500 -0.114 0. 070 -0.044 
6.687 -0. 450 - 0.064 0.049 -0.015 
Infinity -0.386 0.000 0.000 0.000 
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Table 8 
Copper d-Wave Function 
from D. R. Hartree and W. HartreeJ Proc . Roy . Soc . Al57J 498 (1936) 
Radius Wave Normalized Radius Wave Normalized 
Bohr Unit Function Wave Funct. Bohr Unit Function Wave Funct . 
. 000 .00000 .00000 . 800 1.17100 1.16792 
.010 .02220 . 02214 .900 . 98000 .97742 
. 020 . 08080 .08059 1. 000 . 82100 . 81884 
.030 .16670 . 16626 1 . 100 . 69000 . 68819 
.040 .27500 . 27428 1. 200 . 58200 .58047 
• 050 • 38000 .37900 1.300 . 49150 . 49021 
. 060 .50000 . 49869 1.400 . 41790 . 41680 
.070 . 62860 . 62695 1. 600 . 30500 .30420 
.080 . 76250 . 76050 1.800 . 22560 . 22501 
.090 .88890 . 88656 2. 000 . 16850 . 16806 
.100 1. 01000 1. 00735 2. 200 .12680 . 12647 
.120 1.24200 1. 23874 2. 400 . 09625 .09600 
. 140 1. 45000 1. 44619 2.600 . 07346 .07327 
.160 1. 63100 1. 62671 2.800 .05643 . 05628 
.180 1. 78300 1. 77831 3 . 000 . 04333 . 04322 
. 200 1. 91000 1 . 90498 3.200 .03344 . 03335 
. 220 2.00900 2. 00372 3. 400 . 02588 . 02581 
.240 2. 08800 2. 08251 3.600 . 02000 .01995 
. 260 2. 14200 2. 13637 3.800 . 01553 . 01549 
. 280 2. 17900 2.17327 4.000 . 01225 . 01222 
. 300 2.20000 2. 19422 4.500 . 00645 . 00643 
• 350 2.20000 2.19422 5.000 . 00360 .00359 
.400 2. 13800 2 . 13238 5.500 . 00182 . 00182 
. 450 2. 03800 2.03264 6.000 . 00100 .00100 
.500 1. 91600 1. 91096 7.000 . 00029 . 00029 
.550 1. 78400 1. 77931 8.000 . 00013 . 00013 
. 600 1. 65200 1. 64766 10.000 .00004 .00004 
. 700 1.39700 1. 39333 12.000 .00001 .00001 
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Table 9 
Gold d-Wave Function 
Radius Normalized Radius Normalized 
Bohr Unit Wave Funct. Bohr Unit Wave Funct . 
. 000 0.00000 .600 0.68936 
. 005 0. 14295 . 650 0.89547 
.010 0.45695 .700 1. 03043 
. 015 0.87338 .800 1. 14031 
. 020 1. 34018 .900 1. 11464 
. 025 1. 81916 1.000 1. 02222 
.030 2.28276 1.100 0.90506 
.040 3.09465 1.200 0.78547 
.050 3.69451 1.300 0.67389 
.060 4.06158 1.400 0.57406 
. 070 4.21033 1. 500 0.48667 
.080 4.17259 1.600 0. 41136 
.090 3. 98353 1.800 0. 29252 
.100 3.67880 2.000 0.20781 
.120 2.85409 2.200 0.14819 
.140 1. 90989 2.400 0.10623 
.160 0.98581 2.600 0.07652 
.180 0.16733 2.800 0. 05538 
. 200 -0.50391 3.000 0.04025 
.220 -1.01528 3.200 0.02940 
.240 -1.37283 3.400 0.02160 
. 260 -1.59253 3.600 0.01594 
. 280 -1.69440 3.800 0.01182 
. 300 -1.70023 4.000 0.00879 
.320 -1.63148 4.500 0.00425 
.340 -1.50759 5.000 0.00208 
.360 -1.34474 5.500 0.00102 
.380 -1. 15658 6.000 0.00050 
. 400 -0.95434 6.500 0.00023 
.450 -0.44109 7.000 0. 00011 
.500 0. 02184 8.000 0.00003 
.550 0.40041 9.000 0.00000 
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Table 10 Copper Ener gy Bands (1,0,0), (1,1,0), and (1,1,1) 
Plotted with Band Bottom at -0.540 Ryd. = -7.346 eV 
(kx, ky, kz) E5 eV E4 eV E3 eV E2 eV E1 eV 
o, o, 0 -4. 364 -4.364 -5.731 -5.731 -5 . 731 
Tr/8' o, 0 -4 . 611 - 4.724 -5.668 - 5.668 - 5.793 
Tr/4, o, 0 - 4. 547 - 4. 981 -5.487 -5 . 487 - 5.968 
Jrr/8, o, 0 -4 . 451 - 5.217 -5.217 -5 . 367 - 6. 230 
7r/ 2, o, 0 - 4. 338 -4.898 -4. 898 -5 . 821 - 6. 539 
57r/8, o, 0 - 4.224 - 4. 580 - 4 . 580 -6.275 - 6. 848 
37r/4, o, 0 - 4.128 - 4 . 309 -4 . 309 -6.660 - 7 . 110 
77r/8) o, 0 - 4.064 - 4. 129 - 4.129 - 6.918 - 7.285 
7r, o, 0 - 4.041 - 4. 065 -4.065 -7 . 008 -7.346 
7r/8, 7r/8, 0 -4. 640 - 4. 752 -5.620 -5.643 -5 . 811 
7r/4, 7r/4, 0 -4.596 -5.029 - 5.402 -5.475 - 5.976 
'Jrr/8,'Jrr/8, 0 - 4.508 - 5.072 -5.274 -5.590 - 6.051 
7r/ 2, 7r/ 2, 0 - 4.686 - 4.728 -5 . 302 -5.876 - 5.918 
'Yrr/8,'Yrr/8, 0 -4.434 - 5.047 - 5. 286 -5.414 - 6. 338 
'Jrr I 4' 3TT'I 4' 0 -4. 224 - 4.610 -4.798 -6 . 135 - 6.757 
7r/8, 7r/8, 7r/8 - 4.717 - 4.717 - 5.598 - 5.598 - 5. 836 
Tr/4, 7r/4, 7r/4 - 4. 699 -4.699 -5.498 -5.498 - 6.090 
'Jrr/8,3rr/8,'Jrr/8 - 4. 375 - 4.375 - 5 .704 - 5.704 -6.344 
7r/2, 7r/2, 7r/2 -4. 208 - 4.208 -5 .822 -5.822 -6 . 450 
Table 11 Gold Energy Bands (1,0,0), (1,1,0) , and (1,1,1) 
Plotted with Band Bottom at -1.165 Ryd. = -15 . 850 ev 
(kx, ky, kz) E5 eV E4 eV E3 ev E2 eV El eV 
o, o, 0 -14.506 - 14. 506 -15.091 -15.091 -15 . 091 
7r/8' o, 0 -14. 488 - 14. 545 -15.048 -15.048 -15.120 
7r/4, o, 0 -14.437 -14.658 -14.926 -14 . 926 - 15.202 
)rr/8, o, 0 -14. 360 - 14.744 -14.744 -14.827 -15.325 
7r/2, o, 0 -14. 269 -14.528 -14.528 -15 . 026 -15.470 
'Yrr/8, o, 0 - 14.178 -14.313 -14.313 - 15.225 -15.616 
Jrr/4, 0, 0 -14.101 - 14.130 -14.130 -15.393 -15.739 
7rr/8, o, 0 - 14. 008 - 14. 008 - 14.050 - 15.506 - 15.821 
7r, 0, 0 -13. 966 - 13.966 - 14. 032 -15.545 - 15. 850 
7r/8, 7r/8, 0 - 14. 494 - 14.554 -15 . 016 -15.041 - 15.111 
7r/4, 7r/4, 0 -14.407 -14.661 -14 . 901 -14.923 - 15.141 
'Jrr/8,'Jrr/8, 0 -14. 275 - 14. 701 -14.743 -14.972 - 15.110 
7r/2, 7r/2, 0 - 14.315 -14. 478 -14.718 -14 . 958 - 15.121 
'Yrr/8,57r/8, 0 -14.270 -14.562 -14. 624 -14.680 - 15.311 
3rr/4,'Jrr/4, 0 -14.105 -14. 326 -14. 345 -15.090 - 15.511 
7r/8, 7r/8, 7r/8 - 14.526 - 14.526 -15.012 - 15 . 012 -15.107 
7r/4, 7r/4, Tr/4 -14.437 -14. 437 -14. 959 -14 . 959 - 15.145 
3rr/8,'Jrr/8,'Jrr/8 - 14.202 -14.202 -15.052 - 15.052 - 15 . 183 
7r/2, 7r/2, Tr/2 - 14. 090 - 14. 090 -15 . 105 - 15.105 - 15 . 198 
Table 12 56 
Copper d-electron Energy Bands 
Center of Gravity of Density of States Curve 
Positive Energy Negative Energy 
Energy Density Moment Energy Density Moment 
eV of States En x Dens eV of States En x Dens 
1.275 0.1875 0.23906 -0.025 6.0000 - 0.15000 
1. 225 4.8750 5.97188 -0.075 8. 6250 - 0.64690 
1.175 23.6250 27.75940 -0.125 8.7500 - 1. 09375 
1.125 14.2500 16.03125 -0. 175 19.5000 - 3.41250 
1.075 21.8750 23.51560 -0.225 6.0000 - 1.35000 
1.025 21.7500 22. 29380 -0.275 5.2500 - 1.44375 
0.975 19.1250 18.64690 -0.325 9.0000 - 2.92500 
0.925 6.2500 5. 78125 -0.375 5.2500 - 1.96875 
0.875 17.6250 15.42188 -0.425 7.9375 - 3.37344 
0.825 14.5000 11.96250 -0.475 21.3750 -10.15312 
0.775 13.8750 10.75310 -0.525 9.6250 - 5.05313 
0.725 15.0000 10.87500 -0.575 8.2500 - 4.74375 
0.675 13. 2500 8. 94375 -0.625 9.7500 - 6.09375 
0.625 13.7500 8.59375 -0.675 13.1250 - 8.85940 
0.575 15.6250 8. 98440 -0.725 6.7500 - 4.89375 
0.525 13.8750 7. 28440 -0.775 18.5000 -14.33750 
0.475 13.5000 6.41250 -0.825 13.7500 -11.34375 
0.425 16. 2500 6.90620 -0.875 13.5000 -11.81250 
0.375 9.0000 3.37500 -0.925 13.8750 -12.83440 
0.325 9.3750 3.04690 -0.975 14.2500 -13.89375 
0.275 9.0000 2.47500 -1.025 15.5000 -15.88750 
0.225 3.0000 0.67500 -1.075 7.5000 - 8.06250 
0.175 9.0000 1. 57500 -1. 125 5.5000 - 6.18750 
0.125 17.5000 2.18750 -1. 175 15.0000 -17.62500 
0.075 11. 2500 0.84375 -1. 225 6.3750 - 7.80940 
0.025 12.7500 0.31875 -1.275 3.0000 - 3. 82500 
-1. 325 1.5000 - 1.98750 
Sum + 340.0625 230.87352 -1.375 7.1250 - 9. 79690 
-1.425 3.0000 - 4.27500 
Sum - 304.9375 -230.76103 -1.475 2.2500 - 3. 31875 
-1.525 7.1250 -10.86560 
Total 645.0000 0.11249 -1.575 2.2500 - 3. 54380 
-1. 625 2. 6250 - 4. 26560 
Center of Gravity 0.0002 -1.675 1.5000 - 2.51250 
-1.725 0.1875 - 0.32344 
Bottom of Band 2. 025 -1.775 1.5000 - 2.66250 
-1.825 1.1250 - 2.05312 
Center of Gravity -1.875 1. 5000 - 2.81250 
above Bot tom 2. 025 -1.925 0.7500 - 1.44375 
-1.975 0.3750 - 0.74062 
-2.025 0.1875 - 0.37975 
Sum - 304.9375 -230.76103 
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Table 13 
Gold d- electron Energy Bands 
Center of Gravity of Density of States Curve 
Positive Energy Negative Energy 
Energy Density Moment Energy Density Moment 


























22 . 000 
19 . 625 
15.500 
27.750 
15 . 375 
19 . 000 











16 . 09500 
6.27750 





5 . 70000 







Sum+ 323.312 129 . 04375 
Sum- 321.688 - 129 . 36125 
Total 645.000 - 0.3175 
Center of Gravity - 0.0005 
Bottom of Band 1.14 eV 
Center of Gravity 
above Bottom 1.14 eV 
-0.02 
-0 . 06 
-0 . 10 
-0 . 14 
-0. 18 
- 0.22 
































26 . 500 
21 . 438 
17.875 
31.375 














- 5 . 58750 
- 9.01000 
- 8 . 14625 
- 7.50750 
- 14. 43250 
- 11.00000 
- 6. 48000 
- 10.00500 
- 5.81250 
- 7 . 67250 
- 3. 15000 
- 1.94250 
9.375 - 7.31250 
4.688 - 3.84375 






- 1. 68750 
- 1. 41000 
- 1. 47000 
- 2.67750 
- 0.79500 
0.375 - 0.41250 
0.188 - 0.21375 
321.688 - 129.36125 
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Table 14 
Matching Wave Functions at Interface 
Radius Copper Gold Radius Copper Gold 
Bohr Unit E=-0.465 E=-1.244 Bohr Unit E=-0.465 E=-1.244 
0.05 0.30007 2.55864 1. 60 0.36063 0.44435 
0.10 0. 78821 2.80858 1. 65 0.34421 0.41910 
0.15 1.20944 1. 42808 1. 70 0.32925 0.39549 
0.20 1. 50334 0.03577 1. 75 0.31560 0. 37352 
0. 25 1. 67238 -0.83658 1.80 0.30315 0.35319 
0.30 1. 74493 -1.19185 1.85 0. 29181 0.33448 
0. 35 1. 74960 - 1.18963 1. 90 0. 28146 0.31734 
0.40 1 . 70836 -0.98843 1. 95 0.27204 0.30169 
0.45 1. 63917 -0.70361 2.00 0.26344 0. 28748 
0. 50 1.55374 -0.40338 2.05 0.25560 0.27463 
0.55 1 . 46000 -0.12370 2. 10 o. 24844 0.26308 
0. 60 1. 36368 0.11838 2.15 0.24191 0. 25272 
0.65 1. 26855 0.31700 2.20 0.23596 0.24349 
0. 70 1.17710 0. 47250 2. 25 0.23054 0. 23533 
0. 75 1.09079 0. 58844 2.30 0. 22560 0. 22815 
0. 80 1. 01028 0 . 67011 2.35 0. 22112 0.22191 
0. 85 0.93585 0.72342 2.40 0. 21707 0. 21654 
0.90 0. 86743 0.75389 2.45 0. 21342 0.21201 
0.95 0. 80484 0.76649 2.50 0. 21013 0. 20825 
1. 00 0.74774 0.76534 2.55 0. 20718 0.20522 
1. 05 0.69576 0. 75388 2.58 0.20561* 
1.10 0.64851 0. 7349 2 2.60 0.20457 0. 20288 
1.15 0.60560 0. 71076 2.65 0. 20120 
1. 20 0.56665 0. 68311 2. 70 0.20014 
1. 25 0.53135 0.65331 2.75 0.19967 
1. 30 0.49935 0.62233 2. 80 0.19978 
1. 35 0.47034 0.59092 2. 85 0.20043 
1. 40 0.44403 0. 55967 2. 90 0. 20161 
1. 45 0.42012 0.52906 2.95 0. 20332 
1. so 0. 39840 0.49946 3.00 0. 20553''( 
1. 55 0. 37863 0. 47117 3.05 0.20824 
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Table 15 
Match Value and Slope at Interface 
Energy Copper d-Wave Energy Gold d-Wave 
Rydberg Value Slope Rydberg Value Slope 
-0.44 0.193 -0 . 066 - 1.22 0.1900 0.036 
-0.46 0.204 -0 . 055 - 1. 25 0.2085 0.056 
-0 . 48 0.215 -0.044 - 1.28 0.2275 0.076 
-0 . 50 0. 227 -0.033 
- 0. 52 0.238 -0.022 
-0 . 54 0. 249 -0.011 
Table 16 
Per Cent Error in Numerical Integration 
Vary Grid in Overlap Integrals A1 and A4 
Grid Calculated Per Cent Per Cent Calculated Per Cent Per Cent 
Mesh A1 Base Error A4 Base Error 
4 0 . 0140867 1.24672 24.67% 0.00686994 0.770548 22 . 95% 
6 0.0121428 1. 07468 7.47% 0. 00812250 0. 911037 8.90% 
8 0. 0117257 1 . 03777 3.78% 0.00867582 0.973099 2. 69% 
10 0. 0115480 1. 02204 2.20% 0. 00875100 0.981531 1 . 85% 
12 o. 0113615 1. 00553 0. 55% 0.00886047 0.993810 0.62% 
16 0. 0113156 1. 00147 0.15% 0. 00891155 0. 999539 0.05% 
20 o. 0112989 1.00000 0.00% 0.00891945 1.000425 o. 04% 
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FiGURE I I LAYOUT F'"Of< NuMERICAL 
CALCULATION OF OVERLAP INTEGRALS 
LATTice Ol<sTA"lct: IN METAL= a 
sePARATION oFAror--15 = afrr 
RADius oF" SPHERE Cur Our= afz.rz 
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