Renewable resources like fish stock or forests should be exploited at a rate that supports regeneration and sustainability-a complex problem that requires adaptive approaches to maintain a sufficiently high exploitation while avoiding depletion. In the presence of oblivious agents that cannot keep track of all available resources-a frequent condition in swarm robotics-ensuring that the exploitation effort is correctly balanced is particularly challenging. Additionally, the possibility to exploit resources by multiple robots opens the way to focusing the effort either on a single or on multiple resources in parallel. This means that the swarm needs to collectively decide whether to remain cohesive or split among multiple resources, as a function of the ability of the available resources to replenish after exploitation. In this paper, we propose a decentralised strategy for a swarm of robots that adapts to the available resources and balances the effort among them, hence allowing to maximise the exploitation rate while avoiding to completely deplete the resources. A detailed analysis of the strategy parameters provides insights into the working principles and expected performance of the robot swarm.
Introduction
Exploration of the environment and exploitation of valuable resources represent problems commonly studied in robotics and in particular in the multi-robot systems and swarm robotics sub-fields (Winfield 2009; Ducatelle et al. 2014; Trianni and Campo 2015) . The ability of a robot to move in space and to autonomously identify locations of interest make this problem particularly relevant for a number of different application scenarios, from search and rescue to mining, from precision agriculture to space exploration (Murphy et al. 2008; Cheein and Carelli 2013; Yoshida 2009; Trianni and Dorigo 2005) . Exploration and exploitation are activities commonly executed in the animal kingdom as well, be it to search for mating partners, prey or other valuable goods. Differently from artificial situations, natural examples often lead to some ecological equilibrium in which exploitation remains constrained within the environment carrying capacity (Hui 2006) . This means that natural systems evolved adaptive strategies to balance the exploitation effort among the available resources (e.g. through dietary diversification, see Simpson et al. (2004) ), so that resource depletion is avoided and survival is granted for the whole population. Indeed, when resources are renewable, greedy strategies do not always pay off as the resource depletion would mean losing an important income and expending energy for further exploration. For this reason, animals exploit strategies like trap-lining, which allows to iterate among known resources, hence granting sufficient time for replenishment (Saleh and Chittka 2006) . If, however, cognitive limitations or other ecological constraints do not support the development and utilisation of long-term memory about resource locations, stochastic search strategies remain the only viable alternative (Bartumeus et al. 2005) .
In this study, we propose an adaptive strategy to balance exploitation of renewable resources by a robot swarm. Individual limitations, such as the inability of robots to be aware of each available resource and of its profitability, as well as the fact that the robot behaviour may be constrained to following simple reactive rules, entail that achieving a correct balance is not trivial. In such conditions, a balanced exploitation should result from a collective self-organising process in which information about the availability of resources is shared among the robots to achieve a correct allocation, preventing resource depletion and maximising the flow of goods. To this end, we draw inspiration from the behaviour of honeybees and exploit the guidelines provided by a design pattern hinged on their nest-site selection behaviour (Reina et al. 2015a, b) . Despite being conceived for collective decision-making, the design pattern indicates how the swarm dynamics can switch between convergence towards the exploitation of a single resource (when its quality is good enough to sustain a large swarm) and balancing between the available resources (when no resource has sufficient quality to sustain the whole swarm).
In this paper, we focus on a resource exploitation problem whereby items have to be collected from multiple resources, which can replenish at a fixed, unknown rate. We borrow and adapt the collective decision-making algorithm from Reina et al. (2015b) , and we improve on it by studying for the first time how this algorithm adapts to dynamic environmental conditions that result from continuous resource replenishment after foraging. Indeed, the variation of the number of items within a single resource corresponds to a variation of its perceived quality, which has an impact on the macroscopic dynamics of the proposed algorithm that has never been studied to date. To this end, we isolate the different processes determining the collective dynamics and study their impact. This contributes to the identification of a parameterisation that can lead to a balanced exploitation not only with respect to the regeneration rate of the resources-hence avoiding resource depletion-but also with respect to their distance from the central place where foraged items need to be retrieved. Integrating all these aspects proves particularly challenging, and we present here a large-scale study on the most important parameters determining the system behaviour.
The paper is organised as follows. In Sect. 2, we discuss the state of the art in swarm robotics for exploration and resource exploitation problems. In Sect. 3, we describe the experimental set-up. The results obtained in different experimental conditions are presented in Sect. 4, where the parameters governing the swarm behaviour are analysed to identify the most suitable values to optimise the resource collection rate and exploitation efficiency. Discussion and conclusions are drawn in Sect. 5.
Background
The exploration and resource exploitation problem has been previously approached in swarm robotics, mainly for non-renewable resources. Several studies present adaptive foraging algorithms inspired by the well-known response thresholds model (Bonabeau et al. 1996) . Krieger et al. (2000) studied the effects of heterogeneities in the individual response thresholds and of additional recruitment mechanisms to adapt the size of the foraging group to the features of the available resources. Labella et al. (2006) tested an extended response threshold model with individual learning abilities in a group of robots that foraged for sparse resources and observed the adaptation of the robot activities between foraging and idleness, linking it to hardware differences among robots. Liu et al. (2007) employed a similar adaptation mechanism to allocate workers for a foraging task and later presented a macroscopic probabilistic model that predicts the robotic system dynamics (Liu and Winfield 2010 ). An adaptive response threshold model was presented by Castello et al. (2015) , tailored to fast adaptations to changing environmental conditions. In the above-mentioned studies, task allocation resulted from the adaptivity of the individual behaviour, which balances the foraging rates on the basis of information collected about the resource availability. However, resources were sparsely available in the environment, hence limiting the need for information sharing about the resource locations.
When resources are clustered in specific areas in space, recruitment of robots to areas in which resources are likely to be found becomes important (Krieger et al. 2000) . Gutiérrez et al. (2010) studied the collective behaviour of robots foraging from static resources and sharing information about the resources position, eventually leading to the exploitation of the closest one thanks to a positive feedback given by a larger number of robots promoting the closer alternative. A similar study was presented by Miletitch et al. (2013) , in which the swarm performance was affected by the way in which information received from peers was integrated with the individual knowledge. Hecker and Moses (2015) developed a foraging algorithm based on a delicate balance between individual search and recruitment from peers and optimised the system parameters through a genetic algorithm to fit different environmental conditions, including clustered resources. Similarly, Pitonakova et al. (2016) considered foraging of resources possibly clustered in various deposits, also taking into account dynamic conditions where the quality of the deposit abruptly changed, to evaluate the plasticity of the proposed behaviour. In similar conditions, the need to select the most profitable resource among many available can lead to collective decision-making problems (Valentini et al. 2017) .
The studies mentioned so far did not deal with sustainable resource exploitation, but instead optimised the foraging efficiency, either by choosing the most profitable resource or by switching to different resources when the current one gets depleted. Sustainable or continuous foraging is instead focused on the optimisation of the foraging rate, and in the maintenance of resources in lieu of their depletion (Song and Vaughan 2013; Liemhetcharat et al. 2015) . The "maximum sustainable yield model" introduced by Song and Vaughan (2013) prescribes that resources characterised by a logistic growth should be maintained at the level of maximum regeneration rate. An algorithm was proposed to allocate a slightly higher number of robots to each resource, where each robot adapted its foraging rate to maintain the resource around the optimal size for regeneration. Maximisation of the foraging rate was also studied by Liemhetcharat et al. (2015) , who, however, employed an heterogeneous system in which some agents could have an overview of the resource exploitation level and helped the other foraging agents to adjust their activity rate so as to maximise the system efficiency. Improving on these studies, we present an algorithm for resource exploitation by a homogeneous swarm of robots that does not require global information and that can tune the exploitation effort on the basis of the ability of individual robots to successfully forage from a given resource. Differently from what happens in adaptive response threshold approaches (Labella et al. 2006; Castello et al. 2015) , here the exploitation effort is adjusted without any individual learning component. Similarly to the study by Pitonakova et al. (2016) , our study seeks a balance between exploration and exploitation of resources, but here we consider a continuous change of resource attractiveness that results from the foraging dynamics and from the spontaneous resource replenishment.
Exploration and exploitation of resources by robot swarms

Problem description
This study focuses on a sustainable resource exploitation problem whereby robots have to search for items scattered in an open environment and retrieve them to a home location (hereafter referred to as "nest", in analogy to foraging by social insects). The nest is a circular area (radius: 0.8 m) at the centre of the robot arena represented by a black disc painted over an otherwise white floor (see Fig. 1 ). Retrievable items are cylinder-shaped objects (radius: 0.05 m) clustered together to form a "resource". In this study, we focus on a simplified exploitation problem in which only two resources are present-labelled A and B-although the proposed solution can be easily generalised to larger numbers of resources. Each resource i ∈ {A, B} contains at most M i = 30 items positioned according to a 2D Gaussian distribution around the resource centre (σ R = 0.35 m), keeping a minimum distance d min = 0.14 m between items. Resources are characterised by quality and position. The resource quality r i is defined by the rate of creation of new items (r i ∈ {0.01, 0.03, 0.05, 0.1} items/s). The resource position is defined by the distance from the nest (d i ∈ {4, 6, 8, 10} m). The relative angle α AB between resources is chosen at random with a minimum angle of π 3 between different resources to ensure separation. When the number of items within resource i is lower than M i , new items are generated with the given regeneration rate r i , practically implementing a Bernoulli model for resource regeneration as described by Liemhetcharat et al. (2015) . 
Robots and simulations
Experiments are run in simulation using ARGoS (Pinciroli et al. 2012) . The simulator models the marXbot robot, a differential drive robot developed for swarm robotics research (Bonani et al. 2010; Dorigo et al. 2013) . MarXbots have a differential drive motion, and their speed is measured by a noisy encoder. The readings from the encoder are simulated by adding a Gaussian noise to the nominal speed, with null mean and variance amounting to 5% of the nominal speed. Avoidance of both items and other robots is done at short range (≈ 10 cm) using infrared proximity sensors. Robots can avoid each other at a longer range (≈ 1m) exploiting the infrared range and bearing system (Roberts et al. 2009 ), which is also used for communication among robots. Information from long range sensors is exploited to compute a repulsive virtual force that pushes the robot away from neighbours (Borenstein and Koren 1989) :
where N is the set of robots within the maximum considered distance D M , and v i is a vector indicating the relative position of robot i ∈ N . Each robot contributes to the repulsive force V with a component that is inversely proportional to the distance, and in the opposite direction from the robot. The obstacle avoidance behaviour has been optimised to minimise the effects of robot density and congestion on the ability to navigate back and forth between resources, as detailed in a previous study (Miletitch et al. 2013) . Robots recognise the nest by means of infrared ground sensors, which allow robots to differentiate between the white colour of the floor and the black colour of the nest. Furthermore, robots can localise the items to be collected using their omnidirectional camera to perform a simple blob detection and are able to recognise items up to a distance of 1 m. Items can be reached and then grabbed with a specific claw that rotates around the robot, making it easier to navigate while holding an item. Robots can communicate with each other by means of the infrared range and bearing system (Roberts et al. 2009 ), which allows to locally broadcast short messages that can be perceived within a distance of approximately 0.7 m. Robots broadcast at regular intervals of 0.1 s, and there is no re-broadcast of information received (no multi-hop communication).
Individual and collective behaviour
The overall goal of the robot swarm is to maximise the retrieval rate, that is the number of items per unit time that are successfully transported to the nest. We assume that robots have no a priori knowledge about the position and profitability of resources, nor they have any map of the environment to support navigation. Hence, exploration is required to gather information on the available resources. We also assume that robots can track-e.g. through odometry-the position of the nest and of at most one resource at the time, which is the one most recently visited. In this way, we ensure that robots have up-to-date information about the state of the resources they have found, avoiding to memorise the location of resources that may be unprofitable or completely depleted. Finally, we assume that robots can carry only one item at a time, hence multiple robots can forage from the same resource at the same time to maximise the exploitation rate. The desired swarm behaviour requires a recruitment process, so that robots can spend less time in exploration, focus on the available resources and exploit them in parallel. When multiple resources are available, exploitation can be focused on one of them if its quality is high enough to sustain the whole swarm. Otherwise, a balanced exploitation of the two available resources is preferred. This collective behaviour has properties similar to valuesensitive decision-making studied in house-hunting honeybees (Pais et al. 2013; Reina et al. 2017) . Indeed, when engaged in a collective decision, a honeybee swarm may arrive at consensus when the quality of the option is sufficiently high, or otherwise remains in a "undecided" state when the quality is low, in the hope that a better alternative is discovered later. As a matter of fact, such undecided state corresponds to the swarm being split in subpopulations committed to the low-quality alternatives that they could find. This "undecided" state can be seen as a load-balancing state, because the house-hunting swarm is split among potential nest-sites, much as the foraging swarm is split among the available resources. This highlights the usefulness of framing the load-balancing problem studied here in terms of a value-sensitive collective decision problem.
Starting from this observation, we decided to synthesise the individual robot behaviour taking inspiration from a design pattern derived from the honeybee nest-site selection behaviour (Reina et al. 2015b ). The design pattern provides guidelines to implement the individual behaviour as a probabilistic finite state machine (PFSM), where any robot can be in two macro-states: committed to exploit a known resource, or uncommitted and exploring. Additionally, upon robot-robot encounters, local information exchange can lead to changes in the commitment state. Overall, four concurrent processes need to be implemented in the individual behaviour: (i) spontaneous discovery of any resource i with probability P D,i ; (ii) spontaneous abandonment of commitment to resource i with probability P L,i ; (iii) recruitment of uncommitted agents following interaction with a robot committed to resource i with probability P R,i ; (iv) inhibition of commitment, whereby an agent committed to resource i becomes uncommitted after interaction with a robot committed to resource j = i, with probability P I , j (cross-inhibition). These probabilities are either completely defined by the problem itself (e.g. P D,i for discovery of resource i, see Sect. 4.1) or are parameters defined at design time in order to tune the collective behaviour and to achieve the desired exploitation of the available resources. Cross-inhibition is particularly relevant, as it can determine the switch from the parallel exploitation of multiple resources to full convergence towards a single resource. This mechanism has been observed in house-hunting honeybees (Seeley et al. 2012) and is used to adaptively select nest-sites of high quality, quickly abandoning those of low value (Reina et al. 2017) . Indeed, through cross-inhibition, agents committed to Circles inside the macro-states represent PFSM states in which a robot executes a basic behaviour. The "Explore" behaviour is executed both when the robot is committed and uncommitted; hence, states are named differently to avoid confusion. Arrows represent transitions between states, which are triggered when a certain Boolean expression is verified (AND: "&"; OR: "|"; NOT: "!"; see legend at the bottom of the figure). When a robot is uncommitted (left box), it has no knowledge of any resource and searches for it, periodically returning to the nest. When committed (right box), the robot knows where a resource is and tries to retrieve items from it. The red dashed arrows represent probabilistic transitions a resource can return uncommitted, explore for other-possibly better-alternatives or get recruited by other agents.
In this work, we have implemented the individual behaviour as the PFSM represented in Fig. 2 , which is executed every t = 0.1 s. Here, boxes represent macro-states corresponding to the commitment state of a robot, while circles represent micro-states corresponding to basic behaviours executed until some (probabilistic) transition is triggered. The robot is considered to be committed to a resource when it knows its location; otherwise, it is considered uncommitted. The actual movements of the robot are governed by the following basic behaviours:
-Explore: in this state, the robot explores the arena performing a correlated random walk (Dimidov et al. 2016) . Whenever sufficient information becomes available (e.g. location of nest and resources), either through exploration or following interactions with other robots, a different behaviour may be triggered. -To resource: the robot moves towards the location of a known resource to search for more items to retrieve. -Pick up: when some item is in close range, the robot navigates towards it and picks it up. Should the grasping procedure fail, the robot tries again or chooses another item to pick up, if available.
-To nest: the robot navigates back to the nest, possibly bringing back an item to deposit.
-In nest: when in the nest, the robot deposits the item it is carrying-if any-and then performs a random walk until it moves out of the nest.
Robots start from the nest at the beginning of each experiment and keep track of their positions through individual and social odometry (see Gutiérrez et al. 2010 , more details below). When a robot is uncommitted, it explores the environment to gather information about the location of the nest (if unavailable) and of the resources (see left box in Fig. 2) . With a fixed probability P G , a robot stops exploring and returns to the nest, where it has a high probability of interacting with other robots. With this mechanism, exploration is constrained around the nest and robots do not wander away for too long.
When a robot is committed, it moves back and forth between the nest and a known resource to retrieve some item (see right box in Fig. 2 ). If it loses track of the nest, it explores the neighbourhood until either it finds the nest, or it receives its location by other robots in its neighbourhood. When in the nest, it deposits the carried item and starts another exploitation trip to the known resource. At any time-and from any state in the committed macro-statea robot can abandon commitment for resource i with probability P L,i . This corresponds to erasing the information about the resource and returning back to the nest, from where to retrieve exploration.
Robots interact locally through infrared communication, broadcasting at regular intervals their knowledge about the position of the nest and of the known resource, if available. Such information is used for two purposes. On the one hand, it is used by neighbours to update their own knowledge about the same locations, following the social odometry paradigm (see Gutiérrez et al. 2010, for details) . This assures that the swarm maintains through time a good overall knowledge of the nest and resource positions (Miletitch et al. 2013) . When robots are located in the nest, the same message can lead to recruitment and cross-inhibition of uncommitted and committed robots, respectively. The uncommitted robot can get recruited with a probability P R,i by another robot committed to resource i upon reception of a message. Similarly, a robot committed to resource i can get inhibited with probability P I , j -and turn uncommitted-upon reception of a message from a robot committed to resource j = i (see Fig. 2 ).
In this study, the probability of discovering a resource results from the random exploration that robots perform, and is dependent on the distance d i of resource i from the nest: the closer the resource, the higher the probability of discovering it (see Sect. 4.1). On the other hand, the other probabilities introduced are control parameters that determine the overall macroscopic behaviour of the robots. Here, we use fixed probabilities independent of the resource quality, hence P L,i = P L , P R,i = P R and P I ,i = P I , and we perform a thorough analysis to uncover the effects of the control parameters on the emergent swarm behaviour.
Results
As mentioned above, our goal is to study the macroscopic behaviour resulting from the rules defined in Sect. 3.3 for different values of the control parameters we identified. We want to obtain different types of macroscopic behaviour, from exploitation of a single good resource to a load balancing between two different resources. Additionally, we want to maximise the exploitation efficiency of the robot swarm by optimising the rate of retrieved items, either from one or from multiple resources. To understand the effects of the different processes determining the collective dynamics, we performed a set of experiments to isolate the contri-bution of each component of the developed behaviour. In Sect. 4.1, we analyse the exploration efficiency when robots are uncommitted, while in Sect. 4.2 we focus on the exploitation efficiency when robots are committed to a given resource. We analyse the effects of recruitment in determining the trade-off between exploration and exploitation in Sect. 4.3. Then, we report on the effects of cross-inhibition on the ability of a swarm to converge to the exploitation of a single resource or split among multiple ones, and we assess the exploitation efficiency of the swarm when dealing with multiple resources (see Sect. 4.4) .
Baseline exploration efficiency
Resource exploration is the activity that agents perform when uncommitted. As mentioned above, robots perform a correlated random walk (Dimidov et al. 2016 ) until they find an item to be picked up. Random walk continues either until a resource is found, or until the robot is triggered (with probability P G ) to return to the nest. When in the nest, a robot can share information about the resource found, or interact with other robots.
To evaluate the exploration efficiency of the swarm, we run a series of experiments to measure (i) the average rate of discovery of a resource with respect to the distance and (ii) the average percentage of robots that are found in the nest. The former gives us an idea of the probability of discovery P D as a function of the distance of a resource from the nest: the higher this probability, the sooner the swarm can start exploiting a resource. The latter gives us an idea of the ability of robots to interact with each other when uncommitted and has a bearing on the ability to be recruited by other robots to a known resource. Both metrics depend on the probability P G and on the distance d i of resource i from the nest.
Experimental Set-up In this set of experiments, we use N = 40 robots that are constrained to remain in the uncommitted state: whenever a resource is found, a robot goes back to the nest, but does not store the resource location. In this way, when in the nest a robot starts again an exploration trip. We provide only one resource to be found with high regeneration rate r = 0.1 items/s, so that it remains close to the maximum number of items (i.e. 30 items). This resource is placed at a fixed distance d ∈ {4, 6, 8, 10} m from the nest. Additionally, we vary the probability to spontaneously go back to the nest P G ∈ {0.0001, 0.0005, 0.001, 0.005, 0.01}. These values have been chosen to provide a sufficient exploration time before returning to the nest. Considering that the probabilistic choice is taken 10 times per second, the average exploration time corresponds to (10P G ) −1 s. We simulate the exploration for T = 2000 s, and we measure the rate of discovery and the percentage of robots found in the nest, in average.
Results Figure 3 shows the average results from 100 runs performed in each condition, varying resource distance and probability to go back to the nest. It is possible to note an expected pattern for which the higher the distance of the resource, the smaller is the discovery rate (see the colour shades of the different points). Similarly, the lower the probability P G , the smaller the percentage of robots in the nest. The distance of the resource also has an impact, although relatively small, on the percentage of robots found in the nest, because robots take less time to travel from the resource to the nest once the resource is found. Indeed, such a shift in the percentage of robots within the nest is visible especially for higher discovery rates.
Overall, we note that resources that are 10 m away from the nest are difficult to discover, and only small enough values for P G ensure a non-null rate. However, P G should not be too small, in order to grant a sufficient percentage of robots within the nest. A suitable trade-off is given by P G = 0.001, and we choose this value for the following experiments. With this value, the rate of discovery is non-null also for large distances, and at the same time, the percentage of robots within the nest remains reasonably high, allowing for sufficient robot-robot interactions.
Baseline efficiency in resource exploitation
Once the exploration efficiency of uncommitted robots has been determined, we can evaluate the exploitation efficiency of committed robots. This way, we study separately both subbehaviours (committed and uncommitted) of the implementation. Generally speaking, we can define the exploitation efficiency of a swarm as the overall rate of retrieval of items, that is the number of items retrieved by all robots per second independently of the resource from which the items were collected. The retrieval rate will depend on the quality of the resource, the distance from the nest and the number of robots committed to the resource and actively collecting items from it. Clearly, the way in which the individual behaviour is implemented could lead to interferences and congestion that have an impact on the overall retrieval rate. In order to evaluate the maximum efficiency of a swarm given the implemented behaviour (i.e. navigate back and forth from resources and pick up and deposit collected items, see Sect. 3.3), we perform a series of experiments largely varying the experimental conditions. We then introduce a model of exploitation of multiple resources, which provides a baseline to evaluate the overall efficiency of the swarm when decision-making and load balancing will be introduced.
Experimental Set-up We consider the case in which a fixed number N ∈ [1, 40] of robots exploit a single non-depletable resource (i.e. a resource with the maximum regeneration rate r = 0.1 items/s containing at most 30 items), placed at a fixed distance from the nest (d ∈ {6, 8} m). We measure the retrieval rate of a group of robots that continuously exploit the resource. To this end, we force the robots to stay committed to the given resource and we provide them with perfect information about the resource location (i.e. robots never lose track of the resource and can always navigate back and forth between resource and nest). Under these conditions, we measure the overall rate of returned items per second once the rate reaches a plateau.
Results Figure 4 shows the average results obtained from 100 independent runs in each experimental condition, varying N and d i . Each run lasts T = 2000 s during which robots continuously exploit the known resource. In the left panel of Fig. 4 , the retrieval rate R (d, N ) is shown, indicating a linear dependency between group size N and rate of retrieval. This implies that, for the group sizes and distances considered, there is no negative impact from interferences or congestion, which would instead result in a sub-linear growth. We also note, as expected, that the efficiency is higher for closer resources, due to the fact that robots need to travel shorter distances. This will have an impact on the collective behaviour when multiple resources are presented at the same time. Indeed, the swarm may have to face the choice between exploiting a close-but-poor resource and a farther-but-rich one. The correct balance between the two must emerge from the different expected efficiencies in the exploitation.
To evaluate the efficiency in the presence of two resources with different quality and distance, we provide a compact visualisation built on top of the maximum efficiency computed for single resources and fixed groups. We consider here a total group size of N = 40 robots, and we compute the expected efficiency for all possible allocations of robots to resources A and B, under the assumption that N = N A + N B + N U , where N U is the number of uncommitted robots, which therefore do not contribute to the exploitation. Given the maximum retrieval rate R(d, N ), experimentally obtained for non-depletable resources at different distances shown in Fig. 4 left, we compute the normalised exploitation efficiency of a resource of quality r as follows:
which has its maximum when R(d, N ) = r , corresponding to a resource that can completely support exploitation from N robots without being depleted. The normalised exploitation efficiency slightly decreases when R(d, N ) > r , corresponding to the over-exploitation of the resource, leading to complete depletion. We use this simple model to visualise the combined efficiency in foraging from two resources in parallel. We show the combined efficiency as an heatmap on a ternary plot (see the right panel of Fig. 4) . Here, each point N U , N A , N B corresponds to a given allocation of robots to the two available resources A and B. We colour-code the normalised retrieval rateR A in shades of red (see the horizontal axis for N B = 0), whileR B is visualised in shades of green (see the vertical axis for N A = 0). The combined efficiency is rendered as the sum of the two colours, hence bright yellow for the optimal values given the resources' quality and distance (see Fig. 4 right for an example). This visualisation allows to indicate whether a certain allocation of robots corresponds to the balanced exploitation of both resources and will be used to evaluate the actual efficiency of the swarm when two resources are present, as discussed in Sect. 4.4.
Exploration versus exploitation of a single resource
The trade-off between exploiting a given resource and exploring in search of other possibilities is the result of a delicate balance of multiple forces and needs to be carefully studied. With the implemented behaviour, robots commit to a resource either upon discovery through random search, or upon recruitment from an already committed robot. While individual discoveries are always occurring with a constant probability, as shown in Sect. 4.1, the probability of a robot to be recruited grows with the size of the recruiting population. This creates a positive feedback loop for which the more a swarm exploits a specific resource, the more it recruits to it. On the other hand, resource depletion following excessive foraging provides a negative feedback that works in the opposite direction and tends to stabilise the system, because those robots that do not find an item when they reach a depleted resource turn uncommitted and stop recruiting once back to the nest. To evaluate the coupled effects from recruitment and over-exploitation, we analyse the dynamics of a swarm presented with a single resource of varying quality.
Experimental Set-up We consider the case of a single resource of quality r ∈ {0.01, 0.03, 0.05, 0.1} items/s, placed at distance d = 8 m from the nest. Here, the number of items within a resource can decrease so that resources can get depleted upon high exploitation. Robots execute the complete behaviour discussed in Sect. 3.3, although cross-inhibition is not present as there is only a single resource. We consider a constant probability to go back to the nest P G = 0.001 as resulting from the experiments discussed above. Coherently, we fix the probability of abandonment to P L = 0.001 to have a similar rate of abandonment in both exploration and exploitation. When in the nest, robots can only recruit each other with a probability P R ∈ {0.01, 0.02, 0.03}. Also in this case, every run is executed for T = 2000 s using N = 40 robots, and we perform 100 experimental runs for each experimental condition.
Results To appreciate the macroscopic dynamics resulting from different parameterisations, we show the average percentage of robots committed to the resource, the fraction of robots that switch commitment state per second and the fraction of items left in the resource (see Fig. 5 ). When the quality is high (r = 0.1), nearly all robots get committed to the resource and exploit it and the number of items remaining in the resource stays very high (> 80%). Small recruitment probabilities correspond to a slow increase in the committed population, until a plateau is reached. The larger values we tested lead to a much quicker increase in the committed population, which stabilises earlier (see the top row in Fig. 5 ). Lower qualities of the resource (r ≤ 0.05) lead to a balance between positive and negative feedbacks that stabilises the committed population to a value that strongly depends on the resource quality r , and to a much lesser extent also on the recruitment probability P R . Interestingly, we also observe a higher rate of change in the commitment state in correspondence of higher values of P R , which suggests that the macroscopic dynamics oscillate around the average values displayed in Fig. 5 . Overall, the main impact of P R is on the speed of growth of the committed population. Fast growth is useful for high-quality resources, but not so much for low-quality ones, as the risk to quickly over-exploit the resource may lead to fast depletion of the resource and strong instabilities and oscillations due to massive abandonment. Hence, we consider a value of P R = 0.02 as suitable for balancing quick growth with stability of exploitation. 
Balancing resource exploitation
Whenever two or more resources are present, robots need to choose which resource to exploit, and a competition between the sub-populations committed to one or the other resource is observable due to committed robots recruiting uncommitted ones and cross-inhibiting each other. To evaluate the extent to which such competition leads to a balanced exploitation, we run a set of experiments to understand what is the average allocation of robots among committed populations as a function of varying resources' quality and distance, and for different values of the cross-inhibition probability P I .
Experimental Set-up In this experiment, we consider two available resources which can be at varying distance d i ∈ {6, 8} m and varying quality r ∈ {0.01, 0.03, 0.05, 0.1} items/s. Robots execute the complete behaviour presented in Sect. 3.3, with P G = P L = 0.001 and P R = 0.02, in accordance with the experiments presented above. Here, robots committed to different resources can cross-inhibit each other with probability P I ∈ {0.01, 0.02, 0.03}. We perform 100 runs that last each T = 2000 s, and we look at the final allocation of robots committed to the different resources, or uncommitted. Additionally, we discuss the overall efficiency of the exploitation of the two resources in parallel, following the empirical model introduced in Sect. 4.2.
Results Overall, cross-inhibition defines how tolerant the swarm is of having a segmented population: the smaller the cross-inhibition probability, the lower the negative interaction between committed populations, the higher the probability that sub-populations committed to different resources can coexist [see also similar results from the macroscopic models by Pais et al. (2013) and Reina et al. (2017) ]. The resulting dynamics can lead to convergence to a single resource or balancing among many. This can be understood by looking at the distribution of the commitment state of the robots at the end of each run. The histogram in Fig. 6 represents such distributions, specifically for the percentage of robots committed to any resource (that is,
) and for the percentage of committed robots that chose resource A (that is,
). The former informs us about the ability of robots to successfully exploit resources, in average, given the experimental conditions. The latter informs us about the tendency of committed robots to choose resource A (and conversely to not choose resource B), hence revealing the collective choice or load balancing achieved by the swarm. In our experiments, we observe the full range of macroscopic dynamics for varying experimental conditions, which we discuss in the following (see Fig. 6 ).
Symmetric case, high-quality resources (d A = d B = 6 m, r A = r B = 0.1 items/s, first row in Fig. 6 ). In this condition, both resources could support the whole swarm; hence, a collective decision in which the swarm achieves convergence on the exploitation of a single resource may lead to the best results, as in this condition there are practically no robots uncommitted (i.e. light green bars are shifted to high percentages). We observe that low values of P I do not grant convergence, resulting in a uniform repartition of robots over the two resources in the different runs (see the dark violet histograms). Fig. 6 ). In this condition, no resource can sustain the whole population, and we therefore observe a somewhat equal allocation of the committed robots among the two resources, especially for low cross-inhibition values (P I ≤ 0.02) where a unimodal distribution is present (see dark violet bars). Stronger cross-inhibition leads to a large competition and the appearance of a bi-modal distribution, although less pronounced than in the previous case. The number of uncommitted robots is in general high due to the low quality of the resources (corresponding to light green bars centred around low percentages of committed robots) and increases for larger values of P I . Difference in quality (d A = d B = 6 m, r A = 0.1 items/s, r B = 0.03 items/s, third row in Fig. 6 ). In this condition, resources differ only in the rate of replenishment, leading to a bias towards the choice of the most profitable one (A in this case, see the dark violet bars shifted towards high percentages). The higher the cross-inhibition probability, the stronger the shift of the distribution towards the high-quality resource. Difference indistance (d A = 6 m, d B = 8 m, r A = r B = 0.03 items/s, fourth row in Fig. 6 ).
In this case, resources are both of somewhat low quality, but one is farther away than the other, leading to an exploitation balancing biased towards the closer resource. We can observe here the high number of uncommitted robots, due to the low quality and the large distance of one resource (see the distribution of committed robots centred around low percentages). The effects of the cross-inhibition probability are largely similar to the symmetric case with low-quality resources (second row), but the distribution is biased towards the closer resource (A) especially for larger values of P I . Opposite pressures (d A = 6 m, d B = 8 m, r A = 0.03 items/s, r B = 0.1 items/s, last row in Fig. 6 ). This condition represents the most difficult case for the algorithm as the asymmetries in distance and quality oppose and may compensate each other. Indeed, the distribution of the committed robots (dark violet bars) is very wide, indicating that both resources are selected from time to time as they present advantages and disadvantages. For P I = 0.01, resource quality seems to matter, as the distribution is shifted towards the exploitation of resource B. Higher values of the cross-inhibition probability lead to a larger number of runs ending with a balanced exploitation of both resources, with 50-75% of the committed agents exploiting resource A and the remaining ones exploiting resource B. Nevertheless, some runs end up with full commitment for the high-quality resource (B).
Overall, these results confirm that the implemented strategy for exploration and balanced exploitation results in expected distributions of robots among the available resources, giving preference to the most profitable one by allocating more robots on it. To evaluate the efficiency of the system, we compare the achieved allocation and retrieval rate with the model empirically obtained in Sect. 4.2. Figure 7 shows the heatmaps representing the ideal efficiency for the case of two resources with different distances (d A = 6 m, d B = 8 m), and for all possible combination of resource qualities (r A , r B ∈ {0.01, 0.03, 0.05, 0.1} items/s). On top of the heatmaps, we show a scatter plot corresponding to the results from 100 experimental runs obtained with P I = 0.02 (for additional results in other conditions, see the supplementary material). Each point corresponds to the final allocation of robots to committed or uncommitted populations, and the colour corresponds to the experimentally observed efficiency, using the same colour coding as for the heatmap. It is possible to note that the scatter plot generally matches the areas where efficiency is high or maximal, especially when the closer resource is not the one with the highest quality (r A = 0.1 items/s). Indeed, when A is also a high-quality resource, the distribution is strongly biased towards its exploitation, because the resource is discovered earlier and can sustain a large number of robots. Allocating other robots to the second resource is therefore less probable. When B is the most profitable resource, the distribution is biased towards its exploitation and is more balanced. Also note that the efficiency in the exploitation is matched between model and experiments, as the colours of the points in the scatter plot closely correspond to the underlying heatmap, hence confirming the suitability of the model we have introduced to evaluate the system efficiency.
Discussion and conclusions
In this work, we have implemented a strategy for exploration and balanced exploitation of renewable resources inspired by the honeybee value-sensitive decision-making abilities. We have performed a large-scale simulation analysis to identify the effects of the different parameters governing the individual behaviour on the macroscopic, swarm-level dynamics. The results obtained confirm that our approach is suitable to provide the ability to adaptively balance exploitation of resources at the collective level, without requiring individuals to compare the profitability of different resources and without a central planner with global knowledge of the environmental conditions.
The decentralised approach we adopt naturally leads to generalisations in the number of resources to be considered and different kinds of exploitation dynamics [as also studied in Reina et al. (2017) and Miletitch et al. (2013) ]. Knowledge from modelling studies could be integrated in order to provide parameterisations suitable to deal with more complex working conditions, for instance dealing with a large number of resources in parallel (Reina et al. 2017 ). However, macroscopic models that consider at the same time the dynamics of the swarm and of the renewable resources are not available to date and require an important analytical effort. Work in this direction is already under way and can provide means to obtain a precise micro-macro link between the robotics implementation and the modelling predictions, as obtained elsewhere for collective decision-making problems (Reina et al. 2015a, b) . The study presented here can be considered the first step towards the definition of a decentralised algorithm capable of optimally dealing with complex and dynamic environmental conditions. Thanks to a wide-ranging analysis of the parameter space, we have demonstrated that the macroscopic dynamics correspond to the expectations, opening up the possibility to develop swarm robotics solutions that appropriately balance the exploitation of resources.
Future work aims at a further development of the proposed behaviour to obtain a more robust implementation. For instance, we found that fine-tuning the probability P G of returning to the nest is complex if one wants to deal with a large range of distances, as P G strongly influences the average distance from the nest covered by robots while searching. To deal with a large range in the expected distances of resources, the exploration ability of robots should be changed, possibly exploiting recent results on the usage of Lévy walks, which are more suitable for searching in open environments in which the encounter of resources is an episodic event (Dimidov et al. 2016; Schroeder et al. 2017) . Advancements in the exploration and exploitation abilities can be obtained also by allowing robots to share information widely, while they move, instead of limiting interactions within the nest (Gutiérrez et al. 2010) . To this end, it is necessary to understand how the mobility pattern of robots influences their network of interactions, and what is the bearing of an heterogeneous interaction network on the macroscopic dynamics. Additionally, it is worth considering the ability of agents to provide a motion bias to neighbours, thereby including in the study reinforced random walks (Perna and Latty 2014; Schroeder et al. 2017) . The characterisation of the interaction network resulting from the given mobility pattern can be done in terms of degree distribution and other properties relevant from a network theory point of view (Holme and Saramäki 2012) , while the macroscopic analysis of the effects of the interaction topology on the collective outcome needs to take into account heterogeneous mean field approximations (Moretti et al. 2013) .
The way in which different resources are taken into account within the swarm is also worth further investigation. In this work, we limited robots to store only one resource location at the time, therefore constraining the space of possible actions. Different experimental and mod-elling studies include additional mechanisms that better exploit individual knowledge, such as keeping memory of multiple resources and revisiting previously depleted ones (Dornhaus et al. 2006; Bailis et al. 2010; Granovskiy et al. 2012 ). Thanks to these mechanisms, higher adaptability is possible against variable environmental conditions. In future work, we will study the possibility of preserving information of known resources even when robots are uncommitted, also linking this aspect with the possibility to develop an emergent language used by the robots to refer to each different option. This is useful especially in case the number and position of resources are not known a priori, so that arriving at consensus on a single label for each resource could be useful to let the robot balance exploitation by interacting in terms of labels and associated features (e.g. estimated regeneration rate or profitability). An interesting aspect to study will be the interaction between the exploitation dynamics and the language dynamics (Steels and Belpaeme 2005; Loreto et al. 2011) , which can lead to synergies between the two processes if these are designed in the correct way (e.g. assign a different label only to the most profitable resource, and the same label to those resources that should not be considered by the swarm). Ideally, robots could attach attributes to labels in order to enrich the information conveyed about known resources (e.g. giving an idea of the exploitation effort so far produced), so that they can evolve a language grounded on their experience (Spranger 2013) . The ability to use more informative communication is key for self-organisation in complex and time-varying environments such as the ones considered in the present study, and beyond.
