Abstract. Let Γ\H 3 be a finite-volume quotient of the upper-half space, where Γ ⊂ SL(2, C) is a discrete subgroup. To a finite dimensional unitary representation χ of Γ one associates the Selberg zeta function Z(s; Γ; χ). In this paper we prove the Artin formalism for the Selberg zeta function. Namely, ifΓ is a finite index group extension of Γ in SL(2, C), and π = IndΓ Γ χ is the induced representation, then Z(s; Γ; χ) = Z(s;Γ; π). In the second part of the paper we prove by a direct method the analogous identity for the scattering function, namely φ(s; Γ; χ) = φ(s;Γ; π), for an appropriate normalization of the Eisenstein series.
Introduction
The Artin formalism for the Selberg zeta function associated to finite area surfaces of constant negative curvature has been proved by Venkov and al. in [Ve79] and . Two arguments are presented in these papers: a direct term-byterm comparison of the infinite products defining the Selberg zeta; a term-by-term comparison of the spectral expansions (via trace formula) of the the logarithmic derivative of the Selberg zeta functions. In generalizing the first approach to the 3-dimensional case, the obstacle consists in the more complicated structure of centralizers of hyperbolic elements in discrete subgroups of SL(2, C) than of SL(2, R). The difficulty in extending the spectral method to quotients of H 3 has to do with the continuous spectrum contribution to the trace formula. For discussions of the Artin formalism in the context of the trace formula, see [Br-Sp] , and also, for the case of quotients of compact manifolds, .
The proof of the identity of Selberg zeta functions presented in this paper is very similar to the one in [Fr07] , which studied independently the special case when Γ is a normal subgroup ofΓ. The proof differs from previous approaches in that it avoids entirely the trace formula. Instead of comparing traces of automorphic kernels, we compare the (partial) automorphic kernels themselves. This method can be extended easily to quotients of real hyperbolic spaces of arbitrary dimension.
In the second part of the paper we prove the Artin formalism for the scattering function by a direct method (independent of the Selberg zeta function), and compare that to Venkov's original formula in the 2-dimensional case. , parabolic, and elliptic elements of Γ, respectively, by
Γ par := {P ∈ Γ : tr (P ) = ±2, P = ±I 2 } Γ ell := {P ∈ Γ : tr (P ) ∈ (−2, 2)} Note that we have a disjoint union
For P ∈ Γ hyp , a(P ) denotes the eigenvalue with |a(P )| > 1 and N (P ) = |a(P )| 2 is the norm of P . Let C Γ (P ) denote the centralizer of P in Γ. This is a finitely generated abelian group of rank one. Let
tor be its decomposition into the free and torsion part. A generator P 0 of C Γ (P ) free is called the primitive hyperbolic element of P in Γ. Set m(P ) := |C Γ (P ) tor |. One can define uniquely the Selberg zeta function on Re s > 1 by way of the logarithmic derivative
subject to the condition lim
Re s→+∞ Z Γ (s, χ) = 1. The above sum is over Γ-conjugacy classes [P ] Γ of hyperbolic elements, with P a representative of such a class. We use the notation tr A for the trace of an operator A.
Remark 2.1.
. With this definition, Z(s; Γ; χ) has zeros at s = ±it j , hence on the line Re s = 0.
Definition 2.2. Let z(s; Γ; χ) be the right-hand side of the identity (3). This is also the notation used in .
It is known that z(s; Γ; χ) has a meromorphic continuation to s ∈ C and its polar divisor is well understood, being related to the spectrum of ∆ on L 2 (Γ\H 3 , χ). The meromorphic continuation of Z(s; Γ; χ) itself is more problematic, in that it depends on the specific shape of the polar divisor of z(s; Γ; χ). Various instances are known when Z(s; Γ; χ) has meromorphic continuation to s ∈ C: [Ga-Wa80] in the general rank one case, when Γ has no elliptic elements (and χ = 1); [Fr05] when Γ has no cuspidal elliptic elements (and arbitrary χ). Although, in most cases, [Fr05] (4) is linked, via the trace formula, with a relationship between φ(s; Γ; χ) and φ(s;Γ; π). The second part of this paper is concerned with a proof of this relationship that can be developed separately from (4), by a direct matching of the Eisenstein series on the two spaces. Namely, for a specific normalization of the Eisenstein series, we have the following Theorem 2. For s ∈ C, φ(s; Γ; χ) = φ(s;Γ; π).
Preliminaries
4.1. The map L . Let C(Γ\H 3 ) be the linear space of Γ-invariant, continuous functions on H 3 , and BC(Γ\H 3 ) the subspace of bounded, continuous functions. We use the analogous notation forΓ instead of Γ.
For {α i : 1 ≤ i ≤ n} a set of coset representatives of Γ\Γ one can define the map
It can be easily checked that the map L is independent of the particular choice of α i . The following lemma is straightforward. +∞) ) is a continuous function. This defines a point-pair invariant by
Convergence issues set aside for the moment, by summing over all the Γ-translates of k one obtains the automorphic kernel
which is the kernel of an operator K χ on L 2 (Γ\H 3 , χ) (see [Fr05] for details). Instead of working with the automorphic kernel, we will add translates over proper subsets of Γ to obtain Γ-automorphic functions, rather than kernels, as follows.
Suppose that Ω ⊂ Γ is a proper subset invariant under conjugation. For our purposes we may assume that Ω acts without fixed points on H 3 . That means that Ω does not contain elliptic elements or the identity matrix.
Under the assumption that the function Φ has enough decay at infinity, to each such a subset Ω we can associate the Γ-invariant function
We will call such an object an orbital function, as it is obtained by summing over disjoint unions of conjugacy orbits of Γ. Note that, formally, the orbital function associated to Ω = Γ is the diagonal restriction of the automorphic kernel. The next lemma is needed to establish the convergence of the series defining F Ω χ . To state the lemma we first introduce some notation.
Definition 4.2. Let h = h(Γ) be the number of inequivalent cusps of Γ, and
The properties that make the height useful are: i) inf
ii) For a sequence {ω n } ⊂ H 3 , {y Γ (ω n )} is unbounded if and only if {ω n } has a subsequence that converges to a cusp of Γ. 
Both estimates are uniform in ω ∈ H 3 , with the implicit constant depending on σ (and Γ) only.
Proof. We assume for simplicity that Γ has only one cusp, namely at ∞. Let Γ ∞ be the stabilizer of ∞ in Γ. Then 
In the range σ > 1 the latter series is, by a standard estimate on the Eisenstein series, O y 2σ (ω) as y(ω) → +∞. This finishes the proof of part a) of the Lemma. The proof of part b) follows the argument in [EGM98, p. 157] . Once again, we suppose for simplicity that Γ has only one cusp. Since Γ hyp ⊂ Γ \ Γ ∞ we have, for σ > 2,
This is
with the implied constant depending on σ only. As y(ω) → +∞, this is
By the same standard estimate on the Eisenstein series, when σ > 2,
which finishes the proof of part b).
Note. In the general case (several cusps), one has to decompose the fundamental domain into a finite union of cuspidal sectors (as in
Corollary 4.5. We fix the following assumptions:
• Ω ⊂ Γ is a conjugation-invariant subset, not containing elliptic elements or 
Using part a) of the Lemma we see now that the series defining F Ω χ (ω) converges uniformly on compact subsets of H 3 . In the case Ω ⊂ Γ hyp , one can choose the constant C uniformly in ω ∈ H 3 , hence for α > 2 we have
4.3. Assume now thatΩ ⊂Γ is a conjugacy-invariant subset ofΓ, and Ω =Ω ∩ Γ.
With π = IndΓ Γ we have the following Proposition 4.7. Provided the series defining F Ω χ and FΩ π are uniformly convergent on compact sets, we have
Proof. We follow the notation and the formula for the trace of the induced representation from [Ve-Zo83, p.483]. Let
The trace of π is then given by
In the following computation we will be using two facts: 
In the next two sections, we will show how the appropriate choice of Ω and Φ translates the identity of this Corollary into the result stated at Theorem 3.1.
5. Proof of Theorem 1.
Hyperbolic Orbital Functions.
In this section we restrict to the case Ω = Γ hyp , and denote by F 
Here the sum is over hyperbolic Γ-conjugacy classes [P ] Γ , Γ P is the stabilizer of P in Γ, and g(t) is obtained from Φ(x) via the Selberg transform 
This is a smooth function on (1, ∞), and clearly Φ s (x) = O x −Re (s)−1 as x → +∞. The corresponding transform given by (16) is (18) g s (t) = e −s|t| .
We fix now the parameter s ∈ C, with Re s > 1. 
Proof of Theorem 2.
It was observed in [Ve-Zo83] that the identity stated at Theorem 2 can be obtained as a by-product of the Artin formalism for the Selberg zeta functions combined with the Selberg trace formula.
We present here a direct proof which is independent of the identity of Selberg zeta functions. For the simplicity of exposition we restrict ourselves, throught this section only, to the case when (21)Γ has only one cusp (at ∞) and dim χ = 1, but we remark that our argument works in complete generality (see Remark 6.3 below).
For 1 ≤ i ≤ h = h(Γ), let Γ i := Γ ai the stabilizer of the cusp a i in Γ, and Γ i =Γ ai the stabilizer of a i inΓ. We set
Since all the cusps ofΓ are equivalent to ∞, we will choose the scaling matrices (introduced in Definition 4.2) such that σ i ∈Γ.
6.1. Eisenstein series associated to χ. The degree of singularity of χ (cf. [Ve-Zo83], [Fr05] ) is the integer 1 ≤ κ ≤ h with the following property: the restriction of χ to Γ j is trivial for 1 ≤ j ≤ κ, and non-trivial for κ + 1 ≤ j ≤ h. The Eisenstein series on Γ\H 3 associated to χ are defined, for Re s > 2, by the absolutely convergent series
Here A (Γ, χ) is the linear space of χ-automorphic forms of polynomial growth on Γ\H 3 (see [EGM98, Chap. 3] and [Fr05] , for a more precise definition). It is known that the Eisenstein series have meromorphic continuation to s ∈ C ([Co-Sa80, EGM98, Fr05]).
Given a choice of coset representatives {α i : 1 ≤ i ≤ n} of Γ\Γ, it was shown in [Ve-Zo83] that the representation π = IndΓ Γ χ can be realized on V := C n (column vectors) via left multiplication by the n × n matrices (24) π(g) = χ α i gα
, g ∈Γ.
Coset decomposition.
We will use a specific choice of representatives described by the following proposition.
It is then straightforward to check that the cosets Γβ it σ i are actually disjoint for different pairs of (i, t). From now on we will identify the sets {α ν } and {β it σ i } in the following order:
3. Eisenstein series associated to π. The singular space of the induced representation π is (27)
It is known that it has dimension κ and orthonormal basis
where the 1's occur in the j th block (of length n j ), according to the identification (26). The Eisenstein series onΓ\H 3 associated to π are given, for Re s > 2, by
6.4. The map T . In [Ve-Zo83] the following map is defined:
The following proposition represents the main result of this section.
Proof.
With the change of variable g → σ j g and using the fact that σ jΓ∞ σ −1 j =Γ j , the above sum becomes
With a further change of variable g → β jk g, this equals:
Now,χ(β it σ i θ −1 ) = 0 unless β it σ i θ −1 ∈ Γ. This means that Γβ it σ i = Γθ, which forces θ in the sum θ∈Γ\Γ to equal β it σ i . Hence the ν th component of E j (ω, s; π) equals
Note that
jk σ j ∈Γ ∞ . Therefore the terms in the k-sum are all equal, and the ν
This shows that E j (ω, s; π) = E(ω, s; χ) = S(s; Γ; χ)E(ω, 2 − s; χ).
That is,
The scattering function is (32) φ(s; Γ; χ) := det S(s; Γ; χ).
Similarly, the scattering matrix of π is determined by
By applying the T operator on both sides of the equation (31) we obtain, in view of Proposition 6.2,
Comaparison to (33) gives the relation between the two scattering matrices:
where D is the κ × κ diagonal matrix with n 1/2 i on the diagonal. This implies that the two scattering matrices have the same determinant, which is the statement of Theorem 2. In the remaining section Γ ⊂Γ ⊂ SL(2, R) are cofinite Fuchsian groups. The result (and proof) of Theorem 2 carries over to this case almost word by word: if χ is a finite dimensional unitary representation and π = IndΓ Γ χ, then φ(s; Γ; χ) = φ(s;Γ; π). However, Theorem 3.2 in [Ve-Zo83] states the following (we will use the upper index V Z for the analogous concepts introduced in V Z):
(with the constants Ω(π) and Ω(χ) to be defined shortly). The goal of this section is a direct proof that the two formulas are equivalent. We will keep the assumption thatΓ has only one cusp (at ∞) and dim χ = 1, for simplicity of exposition. We keep the notation a 1 , . . . , a h for the cusps of Γ.
In the 2-dimensional case, stabilizers of cusps in Fuchsian groups are cyclic (mod ± I 2 ). LetS ∞ be a generator ofΓ ∞ . It is easy to see that
The constants Ω(χ) and Ω(π) are defined as follows. First,
Let now det ′ (A) denote the product of the non-zero eigenvalues of a matrix A. Then On the other hand, E V Z j (ω, s; π) = E j (ω, s; π), hence φ V Z (s;Γ; π) = φ(s;Γ; π). Therefore, to show the equivalence of the two versions of Artin formalism for the scattering function, we will prove the following formula. (1 − χ(S j ))
Taking the absolute value on both sides of this identity finishes the proof of Proposition 6.4.
