ABSTRACT
INTRODUCTION
The Network-on-Chip (NoC) is an interconnection of cores and sub-systems of a System on Chip (SOC). The performance of SOC highly depended upon the efficiency of the underlying topology of the NOC. In [34] , different NoC configurations are investigated and it has been shown that no single NoC can be found to provide optimal performance across a range of applications. Over the past ten years, there has been a substantial amount of research on different aspects of NoC [30] , including architecture, circuits, and systems that employ NOC, but many of these works have used conventionally, electrical signaling for communication. As the number of cores is increasing to meet the high-performance requirement of the Multiprocessor System-on-Chip (SoC), the Network-on-Chip (NoC) offered a scalable and alternative method for communication in place of a bus-based system which had the limitation of the bandwidth and more power consuming [29] . The topology decides the physical architecture of the interconnection network and it plays a vital role in faster communication in parallel systems. The fault tolerant routing plays an equal role in faster communication.
2.RELATED WORK
There are many interconnection topologies have been suggested, such as Mesh, Star, Mstar, Torus, Chordal Ring Folded Torus, Fat-tree, hierarchical Ring, DL (2m), Rgrid, X Mesh etc [1] [2] [3] [4] [5] [6] , torus embedded hypercube [8] , meshes of torus [9] , and concentrated form of topology CMesh [31] , DMesh [32] , ONoC [18] [19] [20] , CTorus, and other topology which uses concentration [25] [26] [27] [28] . 2D Mesh [21] [22] [23] [24] , Torus [7] [8] , and Dia Torus [35] are used for designing of the network on chip. The degree of some of the topologies discussed in this literature is not uniform. The degree of both mesh and torus topologies are 4 and the mesh connected ring (MCR) [1] is 3. The mesh connected ring interconnect topology is shown in Fig.1 . From Fig.1 it can be observed that the degree of MCR is not uniform as nodes present at the boundary positions have degree 2 and rest nodes have degree 3.A system is highly scalable without modifying the individual nodes if it has a constant node degree. Similarly, the hardware cost per node of a system is less if it has a small node degree [7] . These two desirable properties are present in the proposed topology.
THE PROPOSED TOPOLOGY
The proposed topology is illustrated in Fig.2 and it has a uniform node degree of 3. The routing algorithm elaborated in [1] cannot choose an alternate path if a fault occurs during routing so it is called static routing as it is fixed. The fault tolerant routing for the selection of an alternate path in case of fault situation is not discussed. As in our proposed topology, there exist many alternate paths between any source and destination pair so we proposed a dynamic routing (fault-tolerant routing) technique which can select an alternate path in presence of the fault. As the node degree is uniform so, it is easier to design router. The router complexity mainly depends upon the network node connectivity (number of input and output ports) [13] [14] [15] [16] [17] , so router complexity of TCR is less than both torus and MCR. Due to the presence of multiple disjoint paths, it enhances fault tolerance property. This topology is highly scalable and it can be achieved by increasing the number of nodes in both X and Y direction without changing the degree of the nodes. Definition 1 A n-dimensional torus topology can be represented as an interconnected structure that has A0×A1×A2×···An-1 nodes where n represent dimension. Each node of the torus can be represented by an n coordinate vector(a0,a1,a2...an-1) where 0≤ai≤Ai-1.Two nodes (a0,a1,a2... an-1) and (b0,b1,b2...bn-1 ) are connected if and only if there exists an i such that ai=(bi±1) mod n and ai=bj for all i.
Definition 2 Ring topology can be represented by an undirected simple graph G (V, E) with the following properties : i) V -{ x | 0≤x≤n-1, n, x Є I }; ii)E -{ < x1, x2> | |x1-x2| -1 (mod n)}.
Definition 3 Torus-Connected Rings (TCR) topology can be represented by a simple connected graph G (V, E) with the following properties -i){ (x, y , z) | 0≤x≤n-1, 0≤y≤m-1, 0≤z≤3, n, m, x, y, z ЄI }; ii) There exist edge between two nodes node1(x1,y1,z1) and node2 (x2,y2,z2) in following cases
TCR can be scalable in two levels. The first layer is ring topology which has four connected nodes. This ring can be treated as a super-node, which can improve the overall performance of the system by enhancing local characteristics of the system. The torus can be called as the next level of the network where super nodes are connected. TCR of 64 nodes is depicted in Fig.2 which consists of 4×4 connected super-nodes. The coordinates of any node in the topology can be represented by three positions. For example node A (x, y, z) represents the position of the torus in x and in y-direction and third coordinate z represents the position number within a ring which has ranged from 0 to 3. In other words, the first coordinate depicts a position along X axis;the second coordinate depicts a position along the Y axis and the third one is the node number within the ring which starts from left to right. For example node (2, 2, 0) indicate 0 th node of the ring of supernode present at the position (2, 2).
Example-1 Let us consider two nodes of TCR for n=3 are node1 (0,3,0) and node2 (3, 3, 2) . Check whether an edge exists, in between two nodes. |x1-x2|=3, |y1-y2|=0, z⊕ z2=2. So, according to case 5 of the definition, there exists an edge between two nodes. 
B.Routing in TCR
The routing of the message in TCR can be both static and/or dynamic. Dynamic routing can be used in case of faults and in case of a fault-free situation, static routing can be used. In the static routing, a path is established and all packets follow the same path which is fixed. But in case of fault occurrence, the route will be chosen dynamically.
C.Static routing
The routing in TCR is an improvement over x-y routing. The route selection depends upon the difference between the source position number and destination position number.
Let the position of two nodes are the source (x1,y1) and destination (x2,y2) So, this difference must satisfy any one of the following condition of the algorithm and the route can be chosen accordingly.
then select a chain link in x direction and |y1-y2| number of torus links in y direction. else if (|x1-x2|! = n-1 & |y1-y2| = m-1) then select a chain link in y direction and |x1-x2| number of torus links in x direction. else if (|x1-x2| = n-1 and |y1-y2| = m-1) then select chain link in x and subsequently choose chain link in y direction. else if (|x1-x2| ! = n-1 and |y1-y2| != m-1) then select |x1-x2| number of torus links in x direction and subsequently |y1-y2| number of torus links in y direction. else If (|x1-x2|= |y1-y2| =0) then select |z1-z2| number of links in same rings. else no route exists.
D.Dynamic Routing
Faults can be at any level of the topology. It may be at the node level or link level. Further, the link fault can present at any link of torus or ring. As there exist more than one path between any source and destination. So, when a fault occurs, an alternate path can be chosen adaptively without restarting the network. 
DESCRIPTION OF ROUTING ALGORITHM
The path of the message is computed from the difference between positions of both source and destination. This position difference between source and destination gives the number of hops/links in between them. So, accordingly, the chained link, LinkX or LankY are selected. The static routing chooses the shortest path from the source to the destination. The dynamic routing selects the alternate path to the destination in case of link or node fault.
From the static routing algorithm, it is observed that there are five cases depending upon which route to the destination is selected. The five cases of the static routing algorithm are followings:
Case 1: (|x1-x2|= n-1 and |y1-y2|! = m-1), choose a chain link in x direction and then |y1-y2| number of torus links in y-direction. Case 2: (|x1-x2|! = n-1 and |y1-y2| = m-1), choose a chain link in y-direction and subsequently |x1-x2| number of torus links in x-direction. Case 3: (|x1-x2| = n-1 and |y1-y2| = m-1), choose chain link in x and subsequently choose chain link in y-direction. Case 4: (|x1-x2| ! = n-1 and |y1-y2| != m-1), choose |x1-x2| number of torus links in xdirection and subsequently |y1-y2| number of torus links in y-direction. Case 5: (|x1-x2|= |y1-y2| =0), choose |z1-z2| number of links in same rings.
The availability of an alternate path in the presence of multiple faults from 003 to 332 is shown in Fig.4 . The number shown on the black shaded path corresponds to the case number of the static algorithm and the number on the gray colour path corresponds to the case number of the dynamic algorithm. Initially, depending upon the difference between the value of x and y position, the path is established. As the difference between x and y is 3, so case 3 of the static algorithm selects chained link in both x and y-direction. During packet transmission, the chained link in y-direction becomes faulty so, according to case 3 of the dynamic algorithm, the new path is established and rest of the packets follow that path. Again fault occurs in LinkX, the case 4 of the dynamic algorithm chooses a new path which is shown in gray colour path.
In order to ensure deadlock-free routing, the router performs computation such that packet position should be: i) if (x2-x1)<0, then the destination node is left side of current node by |x2-x1| number of links, select left link (LinkX) or ring structure upper half of the links of torus as the output channels; ii) if x1=x2 and y2-y1 < 0, then the destination node is |y2-y1| LinkY below the current node, choose the below link(LinkY) of same column or the right half of the links in the ring structure of the torus as the output channels; iii) if x1=x2 and y2>y1, then the destination node is above current node by y2-y1 links in y-direction, choose the above link (LinkY) of same column or the left half of the links in the ring structure of the torus as the output channels; iv) if x1=x2 and y1=y2, the position of both source and destination nodes are in the same ring. If two nodes are adjoining in the same ring, then forward packets to the destination node directly, otherwise, if z1 is either 1 or 3, then forward packets in a counter-clockwise, and if z1 is 0 or 2, then forward packets in a clockwise direction. 
THE PROPERTIES OF PROPOSED TOPOLOGY
The node degree of TCR is 3 irrespective of dimension. TCR topology has following important good topological properties (Assume the number of nodes =4n
2 ) as follows:
Property 1 TCR topology is a regular and the node degree is 3. Due to the uniformity in degree, the design of router complexity is less. The hardware cost per node of a topology is directly related to node degree and a constant node degree indicates that the system is scalable without modifying the individual nodes [6] .
Property 2
The total number of links present in TCR topology is 6n 2 . The number of links that connect each ring is 2n 2 , each ring has 4 links. So, the total of n 2 ring and the total number of links is 4n 2 +2n 2 =6n 2 . Property 3 TCR topology is highly scalable. The scalability is defined as the property of expanding the network size, getting constant performance. The scalability of TCR can be achieved by adding the same number of nodes in both x and y-direction. For example, l number of rings can be added in both x and y-direction of an m×m TCR topology and the new structure will be extended (m+l) × (m+l) TCR topology. After adding new nodes to the connection patterns and links remain the same.
Property 4
The network diameter is defined as the maximum of all the shortest paths between any two nodes. For example, a ring of 4 nodes has diameter 2 and the diameter of the torus is n. The diameter of TCR can be computed from addition of diameter of the torus and the product of the diameters of both torus and ring. Hence, the diameter of TCR is (n+2×n) =3n. The torus is a network with constant node degree and is highly scalable architecture, and it has a smaller network diameter in comparison to mesh.
Property 5
The bisection width of a network is the minimum number of links whose removal disconnect the graph and cuts it in two equal halves. The bisection width of TCR is 2n.
Property 6
The average distance of a TCR network topology structure is the sum of average distances of both torus and ring. The average distance of each ring is 4/4=1 and the n×n torus structure is n/2. So the average distance of TCR is (n/2+n/2×1) =n. As the average distance of MCR is 4n/3 so, latency is more than TCR.
Property 7
The cost of a network is the scalar product of the degree and diameter. As degree and diameter of TCR is 3 and 3n respectively, so the cost is 9n.
Property 8
The packing density of a network is defined as the total number of nodes per total network cost. It indicates the size of chip area of VLSI layout. The larger package density indicates the smaller chip area of VLSI design layout which is also a desirable property. As the size of TCR is N and cost =9n so packing density is N/9n where N=4n 
COMPARISON STUDIES
The performance analysis of TCR topology structure is based upon comparisons of topological properties such as node diameter, average distance, bisection width, and packing density. The diameter of a network affects node latency. The average latency of a network is proportional to the average distance [10] . The bisection width is directly proportional to the throughput. The throughput or a given network topological structure is maximum for the efficient routing algorithm and ideal flow control mechanism [7] . So, the desirable property of any topology is that the network average distance should be minimized as it affects latency in communication, the diameter should more be less and bisection width should be more. The packing density is expressed in terms of the total number of nodes present in a topology per unit cost. The packing density is related to the size of the VLSI chip layout. The higher packing density is the smaller size of the chip design layout.
The excellent features of TCR over MCR and Octagon for Ubiquitous Computing (OUC) [33] are shown in table-1. In our discussion, the number of nodes is N = 4n 2 . From table 1 and 2, it is observed that the diameter, average distance of TCR is less than MCR and OUC and bisection width of TCR is more than MCR but less than OUC. As more number of links are present in OUC and the degree of the router is 7 so, the cost and complexity of router is more. As the bisection width of OUC is more, so the network will be less congestion than other topologies under consideration. The cost of OUC is highest amongst all topologies under consideration. The network diameter has a direct impact on communication overhead [7] . The communication latency is less for small diameter of a topology. The diameter analysis is illustrated in Fig.5 . For small size network, the diameter of OUC is small among all topologies under consideration, but if the node size increases the diameter of OUC, MCR and Mesh increases faster than TCR.
The average distance between any two nodes of mesh and the MCR are the same, so, in our analysis, graph as shown in Fig.6 , we include only MCR and TCR. It is observed from the graph, that the average distance of both MCR and OUC is more than TCR for any size of network. So the network latency of both OUC and MCR is more than TCR. Similarly, Fig.7 depicts the effect of the bisection width of MCR and TCR with respect to the size of the topology. From table 2, it is clear that the bisection width of OUC is more among all other topologies under consideration. But as shown in the Fig.7 , the Bisection width of TCR is more than MCR which prove that the number of links presents between any source and destination pair is more. For the large volume of packets TCR becomes less congestion than MCR.
Cost of TCR is always less than OUC, MCR, and Mesh. The cost analysis is reflected in Fig.8 . For less number of nodes, all three topologies have approximately the same cost, but as size increases the cost of TCR can be clearly distinguished from the other two topologies. The packing density analysis is shown in Fig.9 . It is shown that the packing density of TCR is highest among all other topologies under consideration which is also a desirable property for the VLSI chip design. The other topologies which use concentration versions like CMesh and CTorus have less diameter, but due to the complexity of router, cost is more in comparison to both TCR and MCR. For any network, node connectivity (number of input and output ports) is an important factor that measures the router complexity [11] [12] .
In CMesh and CTorus as each router is shared among the fixed number of terminals so if a fault occurs at a router then that number of nodes becomes disconnected. So, fault tolerance is less in comparison with the proposed TCR topology. 
SUMMARY
This proposed new topology structure called Torus-Connected Ring is regular, flat, and highly scalable, and it exhibits high fault tolerance capability. In a fault-free situation, this TCR interconnect network uses a static routing and dynamic routing is used in a faulty situation. After comparison of topological parameters of TCR with other alternate topologies, it is found that TCR has good topological properties. Due to the presence of multiple disjoint paths between any source and destination, it has better fault tolerance capability than mesh, torus, MCR, and OUC. The cost of TCR is less than both MCR and OUC. TCR topology has a better trade-off between network cost and performance. As the packing density of TCR is highest among MCR, Mesh, and OUC so, it will be suitable for chip design. It is simple in design and efficient interconnection topology for NOC.
