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La limitación de recursos de laboratorio en escuelas de ingeniería, así como 
la demanda de una mayor disponibilidad y flexibilidad de acceso a los mismos, 
para un amplio número de estudiantes, está potenciando la modalidad 
semipresencial en esta rama de estudios universitarios.  
 
En este Trabajo de Fin de Grado se hace una propuesta de adaptación de 
prácticas presenciales de control de robots P3-DX, utilizados en diferentes 
asignaturas y grados de la EPS (UAH), para que se pueda realizar la mayor 
parte de estas de manera remota, monitorizando (audio y video) la respuesta 
del robot a la actividad desarrollada por el estudiante.  
 
I.2 PALABRAS CLAVE 
 
Formación semipresencial, laboratorio de control, robot P3-DX, control 
remoto, supervisión remota. 
I.3 ABSTRACT 
 
The limitation of laboratory resources in engineering schools, as well as the 
demand for greater availability and flexibility of access to them, for many 
students, is promoting the blended modality in this branch of university 
studies. 
 
In this Final Degree Project, a proposal is made for the adaptation of face-to-
face practices of control of P·-DX robots, used in different subjects and degrees 
of the EPS (UAH), so that most of them can be carried out in a remote, 
monitoring (audio and video) the response of the robot to the activity developed 
by the student. 
 
I.4 KEY WORDS 
 












II.1. INTRODUCCIÓN. MOTIVACIÓN. 
 
La pandemia derivada del Covid-19 ha desembocado en una crisis mundial 
que afecta absolutamente a todo lo que se denominaba normalidad. Durante 
pocos meses todas las personas han tenido que renovarse y adaptarse a una 
situación cotidiana excepcional. De igual manera, en el ámbito de la docencia, 
se ha requerido un cambio de metodologías: clases online, exámenes online, 
realización de prácticas de manera remota, etc.  
 
Mas allá de la situación de emergencia sanitaria, las metodologías de 
enseñanza presencial han evidenciado carencias importantes especialmente 
en enseñanzas universitarias con una importante componente experimental: 
restricciones horarias de acceso a laboratorio, limitación de recursos para la 
formación práctica, dificultad de compartir espacios y recursos con otros 
centros de formación, etc.  
 
Las limitaciones comentadas de la formación clásica en ingeniería se han 
visto, en parte, compensadas por la proliferación de herramientas software de 
simulación y emulación de procesos físicos en los que se trabaja con modelos 
de la realidad. Aun reconociendo su contribución, el estudiante de ingeniería 
ha de demostrar las habilidades y competencias adquiridas sobre 
demostradores reales y, por tanto, parte de los resultados de aprendizaje se 
han de evaluar tras los ensayos con prototipos reales.  
 
Por una u otra razón, la formación semipresencial está en el centro de 
atención de la mayoría de los proyectos de innovación docente, como ha 
quedado patente en el XIII Encuentro de Innovación en Docencia 
Universitaria (EIDU) organizado por la UAH y celebrado los días 1 y 2 de 
junio de 2021. 
 
La motivación principal de este TFG es la adaptación de prácticas de sistemas 
electrónicos de control de robots, introduciendo una importante componente 
semipresencial manteniendo las competencias y resultados de aprendizaje 
marcadas en las guías docentes de las asignaturas implicadas, como es el caso 
de Ingeniería de Control Electrónico en el Grado de Ingeniería Electrónica y 
Automática Industrial o Control Industrial en el Grado en Ingeniería 
Electrónica de Comunicaciones.  
 
Con este TFG se pretende cubrir parte de los objetivos fijados en el proyecto 
de innovación docente EASE-I: Metodología y herramientas de apoyo a la 
docencia en Electrónica (Ver Anexo I), que forma parte de la propuesta global 





- Desarrollar acciones de innovación y renovación de metodologías 
educativas facilitando la realización remota de prácticas sobre 
prototipos reales de laboratorio integrando conocimientos de varias 
disciplinas. 
 
- Contribuir a una mejora en la calidad de la docencia en ingeniería en 
la UAH, de forma que se aumenten las horas de disponibilidad de la 
instrumentación y prototipos de ensayo para los estudiantes de forma 
remota, para la mejora de la adquisición de las competencias previstas 





En este contexto, el TFG se centra en la asignatura de Control Industrial de 
GIEC. En la figura 2 se muestran elementos propios de este laboratorio con 
el que los estudiantes realizan sus prácticas. 
 
 

















1. Identificar qué parte de las prácticas son susceptibles de adaptación a 
una ejecución remota y cómo complementarla con sesiones 
presenciales.  
 
2. Analizar el software y el hardware requerido en cada práctica para 
realizar la propuesta de ejecución remota accediendo a prototipos 
reales. 
 
3. Introducir elementos de supervisión que permitan tener una 
realimentación de la práctica realizada. 
 
II.2. PLATAFORMA DE PARTIDA 
 
La ingeniería de control forma parte del currículo de diferentes titulaciones 
de grado y máster. A modo de ejemplo, la Escuela Politécnica Superior (UAH) 
oferta: Grado en Ingeniería Electrónica de Comunicaciones, Grado en 
Ingeniería Electrónica y Automática Industrial, Máster U. en Ingeniería 
Industrial, Máster U. en Ingeniería Electrónica. En todas ellas el/la 
estudiante cuenta con asignaturas que requieren el acceso de, al menos, dos 
horas semanales de prácticas de control electrónico. 
 
Una vez se han explicado y analizado los fundamentos teóricos en el aula, se 
requiere la demostración práctica, con prototipos reales, en laboratorio. Los 
laboratorios en la EPS, generalmente, son espacios con 12 puestos en los que 
el/la estudiante realiza su actividad de forma individual o en pareja. La 
posibilidad de extender el horario de acceso a estos espacios es una demanda 
recurrente entre el estudiantado. 
 
Si nos centramos en un laboratorio de control electrónico, las diferentes 
etapas formativas se muestran en la figura 3. En rojo se indican aquellas 
etapas que requieren interacción con prototipos electrónicos o robóticos, 
mientras que en verde se muestran aquellas que requieren procesamiento y/o 
simulación con herramientas software disponibles en el laboratorio y, según 






Figura 3: Etapas para la realización de prácticas de laboratorio de las asignaturas de Control 
Electrónico 
 
En la figura 4 se muestra el caso de un puesto de trabajo de la asignatura 
Control Industrial (GIEC) donde el prototipo de ensayo es un robot P3-DX, 
controlado remotamente desde un PC de sobremesa, ambos conectados a la 
misma red WLAN. 
 
Tanto en la fase de ensayo en lazo abierto como en la de implementación 
electrónica de controladores (figura 3) el/la estudiante interacciona 
periódicamente con el robot, ejecutando los algoritmos diseñados en el PC de 
sobremesa habilitado pare estas tareas.   
 
 
Figura 4: Puesto de trabajo de la asignatura de Control Industrial 
 
El puesto de laboratorio básicamente está compuesto por un PC, un robot y 




II.2.1. PC REMOTO 
 
El elemento principal de actuación, en lazo abierto y en lazo cerrado, es un 
PC situado en el laboratorio de control y conectado inalámbricamente con el 
proceso a controlar de forma remota.   
 
El alumno genera un archivo ejecutable a partir de la simulación del sistema 
diseñado completo de manera individual usando MATLAB/SIMULINK. 
Dicho archivo ejecutable se lanza en el ordenador remoto, que envía la 
actuación (velocidad lineal y angular) al robot para realizar todas las pruebas 
pertinentes de la práctica para su posterior estudio una vez recibidas las 
velocidades de respuesta del robot. 
 
Este ordenador está conectado a la misma red que el robot a través de SSH 





II.2.1.1. LINUX O WINDOWS 
 
El sistema operativo que utiliza el 
ordenador local del laboratorio es 
Windows 10.  Cabe la posibilidad 
de que el sistema que pueda tener 
este ordenador sea Linux en su 
versión UBUNTU. Esto implica 
que, el driver que utiliza Matlab 
para generar el ejecutable de 
interacción con el robot cambia 
por las distintas librerías internas 
que tiene dicho sistema operativo.  
 
En la siguiente tabla se resumen 
los aspectos diferenciadores de los sistemas operativos mostrados en la figura 
5. 
 
II.2.1.1.1 TABLA COMPARATIVA DE SISTEMAS OPERATIVOS: 





cerrado) más común 
en aplicaciones 
Sistema operativo libre (código abierto), poco común en 
general, excepto en aplicaciones de ingeniería. 











La configuración de periféricos en Linux es más 
complicada pero facilita la personalización. 
Proporciona una 
interfaz gráfica de 
usuario fácil e 
intuitivo. 
Interfaz gráfica menos intuitiva, generalmente se 
trabaja a nivel de línea de comandos. 
Costes de licencia 
por cada usuario 
Sistema Operativo sin costes de licencia. Ubuntu es 




las aplicaciones de 
Microsoft. 
Ofrece aplicaciones equivalentes a Windows y Office, 
pero la portabilidad con los anteriores no está 
garantizada. 
Dentro de MATLAB, 
se dispone unos 
compiladores de 
código más sencillos 
y comunes. 
Los compiladores de código dentro de MATLAB son 
mucho más específicos y complejos de usar. 
 
Trabajando con Matlab/Simulink, según el sistema operativo, cambia el modo 
de compilación y la ejecución del fichero de control.  
 
La solución Windows 10 para el desarrollo de aplicaciones de control con 
Matlab/Simulink evita que el alumno haya de recurrir a una máquina virtual 
compatible con Linux.   
 
El ordenador de laboratorio, a su vez, está dotado del programa de licencia 
libre PuTTY [PuTTY,2021], originalmente para Windows, el cual se utiliza 
como un cliente SSH realizando una conexión remota y segura con el robot 
utilizando dicho protocolo.  
 
En la figura 6 se puede observar el contenido del PC con las aplicaciones 






Figura 6: Contenido del PC del laboratorio utilizado en las clases presenciales                                                         
de control remoto del robot. 
II.2.1.2. DRIVER PC I 
 
Para la interacción del PC con hardware externo, sea el robot o sensores 
externos, en MATLAB se recurre a una s_function, función escrita en C 
siguiendo la correspondiente plantilla y encapsulada en un bloque Simulink, 
véase el Anexo IV.  
 
Este driver esta generado en MATLAB usando la librería WS2_32.lib con el 
código fuente para generar la s-function, La librería WS2_32.lib [Información 
sobre Bibliotecas DLL de Windows, 2021] es una librería que implementa la 
Winsock API, la cual provee una serie de funciones para implementar el 
protocolo TCP/IP y compatibilidad parcial con otras API’s a través de sockets 
[Información sobre Sockets de Internet, 2021]. 
 
Winsock (Windows Socket) [Información sobre Winsocks, 2021] es una 
biblioteca con una serie de funciones que utiliza Windows para implementar 
el protocolo TCP/IP que permite la comunicación entre dos ordenadores de la 
misma red. Esta biblioteca incluye también soporte para envío y recepción de 
paquetes de datos a través de sockets (proceso o hilo que esta tanto en la 
máquina cliente como en la máquina servidora que sirve para que ambos 








El robot utilizado es el robot P3-DX que 
es una base robótica de MobileRobots 
Inc. (ActivMedia Robotics), véase 
figura 7 [Robot P3-DX, 2021]. Desde el 
punto de vista físico el robot dispone de 
2 ruedas activas y una libre. Los 
sensores que tiene son sonares en la 
parte delantera y encoders en las 
ruedas.  
 
Las especificaciones del robot 







En este apartado se van a comentar las distintas componentes software del 




El sistema operativo que utiliza el robot es Linux con versión de UBUNTU 
11.04, sobre el cual se ha generado el driver que se explica a continuación. 
 
Este sistema operativo tiene que estar dotado de un servidor SSH [Instalar 
SSH en UBUNTU, 2021], al que se conecta el PC remoto para la activación 
de dicho driver. 
 
Esta versión de UBUNTU fue lanzada en 2011, la cual ya no dota de servicio 
técnico y se puede considerar obsoleta. 
 
II.2.2.1.2 DRIVER ROBOT 
 
Este driver es generado a través de MATLAB sobre UBUNTU. Este driver 
abre los sockets del robot, para recibir los comandos del ejecutable remoto y 
actuar sobre el propio sistema de tracción diferencial, además envía las 
variables registradas de movimiento al PC remoto para cerrar el lazo de 
control 
 
En el Anexo II se puede observar un ejemplo del código fuente y cabeceras que 
genera el driver para la recepción de datos en el robot y el correspondiente 
envío de variables al PC remoto. 






El hardware del sistema previo a este TFG está compuesto por una Vía Epia, 
un disco duro, un ethernet converter y un convertidor DC-DC.  
 
II.2.2.2.1. VIA EPIA, DISCO DURO Y ETHERNET CONVERTER 
 
El PC montado en el robot consta de una placa base Vía Epia [Via Epia, 2021] 
con procesador tipo VIA, más reducida y con menor consumo que un 
ordenador convencional, pero con los recursos de cálculo suficientes para 
gestionar los movimientos del robot.  
Las características principales de la Vía Epia modelo VIA Nano-ITX 
NX15000G son: 
 
• Procesador C7 1.5 GHz. 
 
• Chipset CX700M  
 
• 1 zócalo SODIMM x DDR2 533 con un máximo de 1 Gb de memoria. 
 
• Sistemas compatibles como Windows xp, Windows Embedded CE, 
Windows Embedded Standar y Linux 
 
• 1 Puerto LAN 
 
• 1 ranura Mini.PCI  
 
• 4 puertos USB 
 
• 2 puertos RS232 
 
 





A esta Vía Epia se le conecta un disco duro [Disco duro, 2021] para el 
almacenamiento del Sistema Operativo y de los datos y su vez uso de un 
conversor de ethernet [Ethernet Converter, 2021]. 
 
Las características principales del disco duro Toshiba modelo MK8032GAX 
son: 
 
• Capacidad de almacenamiento de 80 GB 
 
• Interfaz de hardware IDE 
 
• Firmware AD002D 
 
 
Figura 9: Disco Duro Toshiba MK8032GAX 
Las características principales del ethernet converter son: 
 
• 80211 g Wireless 125 tasas de transferencia de alta velocidad (modo 
Turbo g) cuando se utiliza con puntos de acceso 125 Modo de alta 
velocidad (Turbo g) o routers inalámbricos 
 
• Cuatro puertos 10/100 integrados para hasta 4 dispositivos cableados 
simultáneas. 
 
• Conexiones inalámbricas fácil y seguro con AOSS 
 







Figura 10: Ethernet Converter BUFFALO Wireless-G MIMO. 
 
La colocación física de estos elementos hardware del sistema embarcado se 
puede observar en la figura 11. 
 
 
Figura 11: Disposición de la Vía-Epia, Disco Duro y Ethernet Converter dentro de la caja del robot 
 
II.2.2.2.2. CONVERTIDOR DC-DC 
 
La Vía Epia requiere de alimentaciones de +12 VDC -12VDC y +5VDC. Para 
ello se hizo necesaria la incorporación de un convertidor DC/DC (figura 8) que 
proporcionase esas alimentaciones a partir de las baterías del Robot, tres 
módulos en paralelo de 12VDC [Baterias, 2021]. 
 
 





El convertidor que tenía este sistema es un DC-DC de 12 V a ATX/ 150W 
RGEEK modelo RG120B [Convertidor DC-DC antiguo, 2021] cuyas 
características principales son: 
 
• Salida de ±12V, +5V y 150 W. 
 
• Interfaz de 20 + 4 pines  
 
• 1 puerto SATA 
 
• Potencia nominal <150W. 
 
• Datos de corriente y voltaje: 
 
ITEM 












Avg (A) Peak(A) 
+3.30 V 3.14 3.3 3.47 50 MAX 0 4.0 6.0 
+5.00 VSB 4.75 5 5.25 50 MAX 0.1 1.5 2.0 
+5.00 V 4.75 5 5.25 50 MAX 0 4.0 6.0 
+12.00 V 11.4 12 12.6 120 MAX 0 5.0 8.0 
-12.00 V -11.4 -12 -12.6 120 MAX 0 0.1 0.2 
Figura 13: Datos de Tensión y Corriente del convertidor DC-DC RGEEK RG120B 
II.2.3. RED WLAN 
 
El PC, el robot y los sensores externos (cámaras) son nodos de una misma red 
local. Por tanto, se ha de configurar la IP de cada nodo, de manera que se 
establezca la conexión inalámbrica necesaria entre ellos, especialmente entre 
el Robot y el PC remoto. 
 
II.2.3.1. ROUTER BUFFALO 
 
Router configurado para generar la red local (COVE), a la que están 






Figura 14: Router Buffalo antiguo. 
 
Este router buffalo WHR-HP-G54-DD (figura 14) [Router antiguo, 2021] tiene 
las siguientes características: 
 
• Algoritmo de seguridad WPA2. 
 
• Intervalo de frecuencia 2.412 – 2.472 GHz. 
 
• Consumo energético de 3.4 W. 
 
• Dimensiones: 28 x 130 144 mm. 
 










II.3. PLATAFORMA MODIFICADA 
 
Todo el sistema explicado anteriormente, va a ser modificado en parte, para 




actualizaciones recientes de software. Se busca modernizar en parte el 
sistema de la manera que se va a explicar a continuación.  
 
II.3.1. PC REMOTO 
 
El PC local (laboratorio) está conectado a una doble red. Red local (WLAN) de 
la que el robot es también un nodo, y red externa para permitir el acceso 
remoto del estudiante trabajando en modo semipresencial. Las principales 
actualizaciones en este PC se explican en los siguientes apartados. 
 
II.3.1.1. WINDOWS 10 
 
El sistema operativo desde el que 
vamos a trabajar es Windows 10. Este 
ordenador es el encargado de ejecutar 
el archivo .exe generado por el 
alumno en MATLAB/SIMULINK, 
para mandarle las consignas de 
velocidad lineal y velocidad angular 
al robot, bien en lazo abierto bien en 
lazo cerrado. 
 
Este PC, haciendo uso del programa 
PuTTY, se conecta mediante SSH 
(Secure SHell)  [Información sobre 
Secure Shell (SSH), 2021] con un 
servidor creado en el robot. En primer 
lugar, se ejecuta el driver (ejecutable) 
ubicado en el robot, para abrir los 
sockets esperando a recibir las 
consignas desde el PC remoto y devolviendo los registros del movimiento.  
 
Tras la ejecución, en el ordenador quedan registradas las variables 
programadas en el proyecto de control y generadas en tiempo real, tanto en el 
PC como en el robot. Terminada la ejecución, se pueden analizar dichas 
variables, por ejemplo, para comparar resultados de simulación y de ensayo 
experimental. 
 
II.3.1.2. DRIVER PC II 
 
Para generar el archivo ejecutable con Matlab/Simulink para Windows 
partimos de cómo se generaba el driver en el sistema anterior, haciendo uso 
de las mismas librerías nombradas en el apartado Driver PC I dentro de PC 
remoto en el apartado de Plataforma de partida.  
 




Se continúa haciendo uso de la librería WS2_32.lib y del Winsock para 
generar el ejecutable, a través del driver en el PC remoto.  
 




La plataforma robótica del P3-DX 
mostrada en la figura 16 se sigue 
manteniendo. 
 
Las actualizaciones llevadas a 
cabo en este TFG tienen que ver 





















El elemento principal de procesamiento e interfaz hardware con la plataforma 
básica del robot es un miniPC ubicado tal y como se muestra en la figura 17. 
 
 
Figura 17: Sistema físico completo con miniPC en la plataforma robótica P3-DX 
 




Se trata de un Intel NUC, modelo BXNUC8i5INHX, ver figuras 18 y 19 
[MiniPC, 2021] reduciendo peso y volumen, a la vez que mejorando las 
prestaciones de la Vía Epia.  
 
Las especificaciones técnicas detalladas del miniPC se encuentran en la 
referencia bibliográfica. 
 
La conexión entre en miniPC y la plataforma del P3-DX se realiza mediante 
un cable serie modelo US232R-100-BULK (figura 19) [Cable serie, 2021]. 
 
 
Figura 18: MiniPC Intel-NUC Perfil 
 
Figura 19: MiniPC Intel-NUC desde atrás. 
 





Las características principales del BXNUC8i5INHX se indican a 
continuación: 
 
• Procesador Intel Core i5-8265U 
 
• Contiene dos slots para hasta 16 GB de memoria RAM DDR4 donde se 
ha añadido en este caso un módulo de 8GB. 
 
• Almacenamiento de 1 TB 
 
• Salida de video HDMI 2.0 
 
• SDXC card slot. 
 
• Sistema operativo preinstalado Windows 10, 64 bits. 
 
• Dimensiones de 117 x 112 x 51 mm. 
 
 
II.3.2.1.2. CONVERTIDOR DC-DC 
 
La fuente de alimentación del 
hardware propio y embarcado del 
robot son las baterías del propio 
robot, tres módulos de 12 V y 9 A/h 
conectados en paralelo.  
 
Para cumplir con las especificaciones 
de alimentación del miniPC, 19 VDC, 
se necesita un convertidor DC-DC 
elevador.  
 
En el sistema se va a 
utilizar un convertidor elevador DC-
DC de la marca TECNOIOT 
[Convertidor DC-DC nuevo, 2021]  recibiendo una tensión de entrada de 12 V 
y ajustando los valores de salida a 19 V y 12 A.  
 
Las características del convertidor son las siguientes: 
 
• Módulo de aumento no aislado (BOOST). 
 
• Voltaje de entrada: DC 8.5V-50V. 
 
• Corriente de entrada: 15A máximo.  
 
• Corriente en reposo: 10mA. 
 




• Voltaje de salida: 10-60V. 
 
• Rango Contante: 0,2-12A 
 
• Temperatura: -40 a +85º 
 
• Frecuencia de funcionamiento: 150 KHz 
 
• Eficiencia de conversión: Hasta un 96% 
 
• Protección contra sobre corriente: Si 
 
• Protección de polaridad inversa de entrada: No. 
 
• Dimensiones: 67mm x 48mm x 28mm 
 






Dentro del miniPC el sistema operativo instalado es Linux, versión UBUNTU 
20.04 LTS. En la carpeta target está ubicado ejecutable robot del que 




Figura 22: Logo Sistema Operativo que se utilizará dentro del miniPC. 
 
II.3.2.2.2. EJECUTABLE ROBOT 
 
El ejecutable robot esta generado a partir de un proyecto Matlab/Simulink 
(versión para Linux) haciendo uso de una conexión UART (Puerto Serie). 
Dentro del miniPC no es estrictamente necesario que se encuentra 
MATLAB/SIMULINK instalado, pues el ejecutable puede generarse en otra 
ubicación de MATLAB con el mismo sistema operativo que el de miniPC. 
 
El proyecto simulink incluye el driver Comunica_dr_cam_w10, con una parte 
común para todos los miniPCs/robots y una parte específica relacionada con 
la IP propia.  
 
El código fuente del driver utilizado para generar el driver del robot (ficheros 





II.3.3. RED WLAN 
 
La red local de conexión entre las distintas partes del sistema (robots, PC de 
control, cámaras, etc.).   
 
II.3.3.1. ROUTER NUEVO 
 
Se ha sustituido el Router Buffalo por el 
ARCHER C6 [Router Nuevo, 2021] con 
la misma funcionalidad que el anterior, 
pero con mejores prestaciones. 
 
Las características de este router son: 
 
• Admite el estándar 802.11ac. 
 
• Conexiones simultáneas de 
2.4GHz 300 Mbps y 5GHz 867 
Mbps para 1200 Mbps de ancho 
de banda total disponible. 
 
• 4 antenas externas y una antena 
interna proporcionan conexiones inalámbricas estables y una 
cobertura óptima. 
 
• Fácil administración de la red al alcance de su mano con TP-Link 
Tether. 
 
• MU-MIMO logra el doble de eficiencia al comunicarse con hasta 2 
dispositivos a la vez. 
 
• La tecnología Beamforming ofrece una cobertura inalámbrica más 
amplia. 
 



















II.4. ACCESO REMOTO AL PUESTO DE     
LABORATORIO 
 
La metodología de asignaturas impartidas en modalidad semipresencial 
incluye la posibilidad de que el estudiante pueda realizar prácticas sin tener 
que acudir presencialmente al laboratorio. Con esta idea, en este TFG se ha 
desarrollado un entorno que facilite el acceso remoto a los recursos de un 
laboratorio de control.  
 
Una vez descritos los elementos físicos disponibles en el laboratorio se 
necesita contar con una herramienta de forma que el alumno, desde su 
domicilio o desde su puesto de trabajo, pueda acceder a los recursos del 
laboratorio de una manera ordenada. 
 
Para facilitar esto proponemos varias alternativas: ANYDESK, software libre 
para uso particular pero no institucional; y mediante red privada virtual 




Existe una amplia cantidad de programas que permiten al usuario conectar 
dos ordenadores a través de internet, haciendo uso de una clave 
individual que cada ordenador tiene asignada. Accediendo con esa clave el 
usuario puede controlar el ordenador de manera remota. 
 
la figura 10 se puede ver la sencillez de la conexión entre dos ordenadores a 
través del software ANYDESK. 
  
En este proyecto, el programa que vamos a utilizar es ANYDESK por los 
siguientes motivos: 
  
• Permite cifrar la clave de acceso, esto quiere decir que, la conexión con 
el PC remoto se puede activar en cualquier momento únicamente 
teniendo el código del PC y la clave, la cual generara el administrador 
del sistema.  
  
• Facilita la transferencia de archivos entre ambos ordenadores, lo cual 
simplifica el intercambio de los datos que el PC remoto reciba del robot.  
  
• Tiene versiones para distintos sistemas operativos, y la propia 
instalación detecta el sistema utilizado en el acceso a la página oficial 






Figura 24: Conexión remota a través de ANYDESK 
 
 
Además, ANYDESK presenta otra utilidad de interés. Mediante una ventana 
emergente en el PC local (figura 24), el administrador de este gestiona la 
conexión, de forma que puede admitir o no una solicitud de acceso, e incluso 
desconectar una conexión en curso. La ventana tiene un chat, para la interacción 
entre usuario remoto y administrador local.  La clave de acceso del usuario remoto puede 
ser modificada en cualquier momento por el administrador.   
 
 
Figura 25: Control por el administrador de la conexión a través de ANYDESK al PC remoto 
En el caso de la aplicación abordada en el TFG, el profesor de laboratorio, 
como administrador, gestiona la disponibilidad del PC del laboratorio para 
acceso remoto con usuarios ANYDESK.  
 
En resumen, aunque la conexión pueda ser independiente de cada alumno, en 




se podrá tanto expulsar como eliminar una conexión. (El tema de la gestión 
de conexiones se tratará en apartados posteriores).  
 
En el anexo VI se pude observar una guía de instalación del software 
ANYDESK tanto para Windows como para MacOS. 
 
 
II.4.2. AUDIO Y VIDEO DE MANERA REMOTA 
 
Para que el alumno compruebe de manera semipresencial que el robot 
responde, se le va a proporcionar una cámara Kinect para XBOX 360 modelo 
LPF-00057 [Cámara Kinect, 2021] para poder recibir tanto audio como video 
del robot (figura 26). 
 
 
Figura 26: Cámara Kinect para XBOX360 
 
 
Figura 27: Disposición de la cámara dentro del laboratorio remoto 
Esta cámara necesita un adaptador especifico ya que de fábrica viene con un 
conector especifico de XBOX, en este caso es un ESUMIC modelo VDF-XBOX-







Figura 28: Adaptador para PC de la cámara Kinect 
 
En el anexo VII se puede observar cómo realizar el acceso dentro del 





Se puede barajar otra opción de conexión con el PC remoto haciendo uso de la 
VPN de la UAH, como es habitual en algunas asignaturas que utilizan 
herramientas software de licencia limitada instalada en PCs concretos de un 
laboratorio.  
  
Para ello hay programas, como FortiClient, con licencia UAH, cuyo tutorial 
indica el proceso de instalación y uso. Estando conectado a la VPN se tiene 
acceso a licencias completas de programas, es decir, es como si se estuviera 
conectado directamente a la red de la universidad en el PC que el usuario 
decida.  
 
Establecida la conexión VPN en el PC remoto, se puede acceder al PC de 
laboratorio con IP fija, mediante conexión a Escritorio Remoto. El ‘Escritorio 
Remoto’ es una aplicación Windows que permite una conexión segura a través 
de internet a un PC local e IP fija, pasando el usuario remoto a tener el control 
de teclado y ratón del puesto local.  
 
Una vez accedido al PC local, en este caso el PC del laboratorio, para entrar 
en la red local COVE, utilizamos la herramienta PuTTY ya descrita 
anteriormente. De esta forma se tiene acceso a cada uno de los nodos de la 





Dentro de la bibliografía [Conexión VPN site-to-site, 2021] de este Trabajo de 
Fin de Grado se puede observar la forma correcta para conectarse a un 
entorno de escritorio remoto a través de VPN site-to-site en 2 sencillos pasos. 
 
En la figura 23 se puede observar un pequeño esquema de cómo se realizaría 
la conexión a un escritorio remoto a través de una VPN site-to-site. 
 
 































II.4.4. PUESTA A PUNTO DEL SISTEMA 
 
El estudiante tiene que comprobar el correcto funcionamiento con una 
práctica demo, a partir de ahí, podrá experimentar con su propuesta. 
 
En el siguiente diagrama se van a indicar los pasos a seguir dentro de todo el 
sistema para el funcionamiento del sistema: 
 
 









a) Encender el robot y el miniPC. 
 
b) Comprobar que el PC de laboratorio está conectado a internet. 
 
c) Comprobar que la cámara Kinect está conectada, con audio y video 
activos. 
 
2) PC ESTUDIANTE: 
 
a) Realizar la conexión al PC local del laboratorio a través de ANYDESK. 
 
b) Comprobar la conexión entre PC local y Robot con un ping a través de 
los símbolos del sistema. 
 
c) Con la aplicación PuTTY, conectarse a través de SSH con el miniPC. 
 
d) Dentro del miniPC, haciendo uso de comandos Linux, entrar en la 
carpeta target y ejecutar el programa robot. 
 
e) Iniciar las aplicaciones de audio y video de la cámara. 
 
f) Ejecutar el programa Demo y comprobar la respuesta del robot: 
 
(1)  con la cámara, mientras dura la ejecución, 






g) Si el funcionamiento es correcto, lanzar el ejecutable diseñado por el 
estudiante. En caso de error, consultar al profesor. 
 
h) Si la ejecución es correcta, comprobación y análisis de resultados. 
 
II.4.5. HERRAMIENTA DE GESTIÓN DE TIEMPOS DE 
TRABAJO Y ASIGNACIÓN DE RECURSOS DEL 
LABORATORIO 
 
Para la ejecución del sistema de una manera automática y ordenada, se 
necesitaría una herramienta que gestione las conexiones y sobre todo las 
horas a las que se puede disponer del puesto en el laboratorio.  
   
Una solución es aprovechar la herramienta de BlackBoard de la Universidad 
de Alcalá. Se ha de generar una tabla horaria a la que los alumnos deberán 
apuntarse, evitando solapes, y en coordinación con el profesor de la 
asignatura.  
 
El estudiante podrá utilizar las herramientas de diseño como 
MATLAB/SIMULINK disponibles en su propio PC o en el del laboratorio. 
 










II.5. RESUMEN DE PRÁCTICA SEMIPRESENCIAL 
 
El objetivo del TFG es diseñar un entorno de trabajo para que el alumno tenga 
acceso a los recursos disponibles en laboratorios de la EPS (UAH), 
concretamente en el de Control Electrónico del Departamento de Electrónica. 
 
En el caso de realizar prácticas con el robot P3-DX, el alumno podrá trabajar, 
con las herramientas de diseño y simulación, bien con MATLAB/SIMULINK 
en su propio PC o en el del laboratorio. El ensayo de soluciones de control 
sobre el propio robot se hará en dos fases: 
 
• De forma no presencial, on-line, con el robot operativo, pero sin estar 
en contacto con el suelo. El estudiante se conecta vía internet al PC de 
laboratorio, y después a la red local COVE de la cual forma parte tanto 
el PC como el robot. De esta forma se puede comprobar la viabilidad 
del diseño, corregir posibles fallos y realizar propuestas de mejora. 
Téngase en cuenta que además de los registros, el estudiante puede ver 
y escuchar de forma remota el comportamiento del robot en el ensayo. 
 
• De forma presencial, con el robot listo para realizar las trayectorias 
programadas en lazo cerrado y en el entorno disponible en el 
laboratorio y zona anexa. La dedicación a esta fase se reducirá 
notablemente si se consigue una solución depurada en la fase anterior. 
 
Haciendo alusión a todo lo explicado en apartados anteriores, en la figura 25 
se observa el funcionamiento del sistema antiguo. El alumno realiza su diseño 
y simulación en su propio PC, genera el ejecutable y a través de una memoria 
USB (pendrive) lo instala en el PC de laboratorio conectado de forma 










En la figura 26 se pueden ver las mejoras introducidas con este TFG. 
Haciendo uso de internet el estudiante se conecta (por ejemplo, con 
herramienta ANYDESK), al PC local del laboratorio. Este PC forma parte de 
la red inalámbrica a la que está conectado el robot y sensores externos. 
Además, al mismo PC se conecta una cámara Kinect que facilita el 
seguimiento visual y sonoro del ensayo realizado con el robot operativo, pero 
con las ruedas motrices al aire... 
 
 
Figura 34: Esquema del funcionamiento del sistema nuevo. 
II.6. CONCLUSIONES 
 
Parte de la innovación en la formación universitaria pasa por la modalidad 
semipresencial, especialmente para la realización de prácticas en laboratorio. 
Con ello se consigue optimizar la utilización de los recursos materiales 
(ordenadores, equipos específicos de asignaturas, demostradores reales, etc.). 
Para conseguir este objetivo se requiere, acondicionar los puestos de trabajo 
y realizar una gestión adecuada de permisos y tiempos, garantizando una 
ejecución segura de las prácticas. 
 
Este Trabajo de Fin de Grado presenta una solución semipresencial para la 
realización de prácticas de control electrónico en la EPS, adaptando los 
equipos existentes e incorporando elementos hardware y software para 
disponer de un demostrador real.   
 
Como trabajo futuro se plantea la necesidad de contar con una herramienta 
de gestión de uso del puesto o puestos similares a los presentados en este 
TFG. Garantizando aspectos como: asignación ordenada de franjas 
temporales, la solución de posibles conflictos o solapes, la identificación de los 




trabajo exige el mantenimiento y supervisión adecuado de los mismos por 
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III.4. ANEXO IV: Tools for communication and 
execution of experiments with the robot in Windows 10.  
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1. Creating and configuring a model for real-time execution 
in Simulink 
 
1.1 Simulink model configuration 
In order to generate the executable, it is necessary to correctly configure the Simulink 
model as it is explained below.  
Solver  
As it is shown in Figure 1, the Solver configuration must be the following:  
• Type: Fixed-Step 
• Solver: discrete (no continuous states)  
• Fixed-step size: Ts (the chosen sample time) 
Additionally, both “Tasking and sample time options” at the bottom of in Figure 1 
must be selected.  
 
Figure 1. ”Solver” configuration in Simulink 
Hardware implementation  
The configuration within the Hardware implementation window is shown in Figure 2.  
• Hardware board: Determine by Code Generation system target 
file 
• Device vendor: Intel (or AMD, depending on the PC hardware 
characteristics) 
• Device Type: x86-64 (Windows 64) 
Generally, all these parameters are correctly configured by default, but it is important 





Figure 2. "Hardware Implementation" configuration in Simulink 
Code generation 
First of all, if the “Code Generation” option does not appear, it is necessary to install 
the Matlab module “Simulink Coder”, following the instructions in Appendix 1. . 
Moreover, it can be also necessary installing the Mingw64 compiler, following the 
instructions in the Appendix 2.  
Then, the code generation configuration must be set as shown in Figure 3:  
• Toolchain: MinGW64 | gmake (64 bit Windows) 
• Build configuration: Faster Runs 





Figure 3. "Code Generation" configuration in Simulink 
Interface 
In addition, it must be set the standard math library version to C99 (ISO). This is done 
in the configuration menu, under the “Interface” section. Specifically, accessing to 
"Advanced parameters" by clicking on the three points that appear at the bottom of the 
window "Interface" (Figure 4).  
 





After doing this, new options appear. In the first one: "Standard math library", the 
option "C99 (ISO)" must be chosen. 
 
Figure 5. Standard math library configuration, in the Advanced parameters within the “Interface” 
window.  
 
1.1. S-function comunica_dr_cam_w10 for the access to the 
robots and the camera 
The available s-function comunica_dr_cam_w10 allows communication with the 
robots and cameras in Simulink. To compile the s-function code, the following files are 
required in the Matlab working folder:  
- comunica_dr_cam_w10.c: source code file 
- centro_remoto.h: header file with the main definitions 
- WS2_32.lib: library for socket communications. 
To generate the s-function with the external hardware interface driver, the source file 
(*.c) with the designed code has to be compiled. This allows to obtain the corresponding 
*.mexw64 file using the following command1:  
 
This *.mexw64 file is used by the s-function block in Simulink, that performs the PC-
robot interface tasks. Then, the s-function of the User-Defined Functions library can be 
incorporated into the Simulink model. (see Figure 6) 
 
1 This process requires the MinGW-w64 compiler. If it is not installed, it can be downloaded and installed 
following the steps in the Appendix 2. How to install the MinGW 





Figure 6. s-function Simulink block for configurating the external hardware interfaz driver between the 
PC and the robot.  
In our case, the driver receives two inputs and provides 10 outputs, as shown in Figure 
8. The first 5 correspond to the robot, while the last 5 are associated with the camera 
measurements. The most important outputs are detailed below.  
The s-function comunica_dr_cam_w10 has 3 input parameters:  
- the sample time (Ts),  
- the robot name (a string with the format ‘coveX’ between single 
quotes, where X is the robot number)  
- the camera number (21, 22, 31, 32 or 41) according to the diagram 
in Figure 15.  
Figure 7 shows an example where the s-funtion has been configured to work with the 





Figure 7. Example of the configuration of the s-function comunica_dr_cam_w10 for the robot cove0 and 
the camera 31.  
After compiling the s-function, it must be included in the Simulink model. Figure 8 
shows the s-function inputs and outputs. In this figure, the inputs correspond to the desired 
linear and angular velocity values. Regarding the outputs, the s-function provides 10 
outputs, the first 5 correspond to the robot, while the last 5 are associated with the camera 
measurements. The most important ones are detailed below:   
- V_lin, V_ang: linear and angular velocities measured by the odometric 
sensors onboard the robot.  
- New_meas: flag that is activated when a new measurement is 
available.  
- Pose: pose (x, y, θ)T measured by the camera, with (x, y) in m and θ in 
rad. 
- R: measurement error covariance matrix. Since it is a symmetric 
matrix, only 6 values are needed: 










Figure 8. Diagram of the s-function comunica_dr_cam_w10 for the communication with the robot and 
one of the cameras.  
Connection to the robots 
 
Checking connection 
To check the remote connection between the PC and the robot, it can be used the ping 
command to the robot IP or hostname “coveX” (see Table 1) from the Command Prompt 
(Figure 9).  
cove0 192.168.11.11 cove2 192.168.11.31 cove4 192.168.11.51 
cove1 192.168.11.21 cove3 192.168.11.41 cove5 192.168.11.61 




Figure 9. Response to ping command for cove0 in the Command Prompt. 




To access to the robots from the laboratory PC through ssh, it is used the tool PuTTY2, 
see Figure 10.  
 
Figure 10. Desktop and PuTTY shorcuts in the lab.  
The connections for the available robots are already configured on the laboratory PC 
(Figure 11). So it is enough to make double-click on the robot to which you it is desired 
to connect. If the connections were not saved, it is sufficient to enter the IP address (or 
the robot hostname: coveX) in the field available for this purpose, and then press the 
"Open" button to open the connection. It is also possible to include the user name before 
the IP, separated by the character '@' (Figure 12).  
In all the robots, the information for logging in is the following: Usuario: root; 
Password: 123456   
 
Figure 11. PuTTY main window, included the Saved Sessions for the robots.  
 




Figure 12 shows an example including the configuration for the connection to the robot 
cove0 (whose IP address is 192.168.11.11), whereas Figure 13 presents the login with the 
user name “root”.  
 
Figure 12. PuTTY configuration window with the information for the connection the cove0 robot for the 
user “root”.  
 
Figure 13. Robot response window. 
After login, the system responds with a connection to the robot via remote terminal as 





Figure 14. Robot response window when requesting remote Access through PuTTY.  
1. Execution of experiments with the robots 
Once connected to the robot, it can be accessed through the PuTTY terminal. To launch 
the executable, the following steps must be followed:  
 
1.1 In the remote terminal (robot through ssh):  
1. Access the folder where the executable is located:  
# cd /home/coveN/target  
2. Launch the executable, which remains on hold until it receives 
commands from the PC. 
# ./robotMUIE -v -f  t_execution 
- t_execution is the execution time in seconds. 
- Only in cove 5, the following command must be executed previously:  
# ./TEST_Robot_con_servo –v –f 1    
 
1.1. In the PC 
After launching the executable robotMUIE in the robot, the .exe generated from 
Simulink must be run on the local PC. After the configured time (t_execution), the results 




1. Communication with the cameras 
In the laboratory corridor, there are 5 cameras available, controlled by 3 mini PCs, 





Figure 15. Diagram with the distribution of cameras and mini PCs in the labs LO1-L06 corridor. 
1.1 Access to the cameras 
The first step to access the Kinect cameras is to boot up the corresponding mini PC via 
“Wake on Lan”. Since in Windows 10 this option does not exist natively, it can be done 
using the program " WakeMeOnLan3”, whose shortcut can be found on the desktop in the 
lab. PC (Figure 16). 
 
Figure 16. Desktop and shortcut to WakeMeOnLan 
Once the WakeMeOnLan program is started, a window like the one shown in Figure 
21 appears, in which the MAC addresses of the mini-PCs are configured. To boot up a 
mini PC, it is enough to select it from the list and press F8.  
 





Figure 17. Main window of the WakeMeOnLan programm.  
As with the robots, it is possible to check whether a mini PC is accessible by running 
the ping command to the IP address or using the hostname (minipcX, where X is the 
number of mini PC). The relationship between the robot and cameras hostnames and IP 
addresses can be configured in the system file "hosts", within the directory: 
“C:\Windows\System32\drivers\etc”. Currently, this file includes the elements shown in 




Figure 18. Lists of devices includes in the Windows 10 hosts file in the lab. PC (a) Robots, (b) miniPCs 
Once the mini-PC has been booted, it can be accessed using the PuTTY tool, just as 
with the robots. This can be done by entering the IP address or host name in the main 






Figure 19. Example of configuration for accessing to minipc2 in the PuTTY main window. 
 
Figure 20. Example of the robot remote terminal.  
1.1. Access to the cameras through the remote terminal 
Once connected to the mini PC, the following steps must be followed in the remote 
terminal: 
1. Access to the folder where the executable is located:  
$ cd /home/alcor/workspace/miguel 
2. There are two different alternatives:  
a. Launch the executable “camnet2” directly from the command 
Prompt. In this case, the camera number and the execution time 
must be specified (as shown in Figure 22). For example, the 
following command allows using the camera 21 for 120 seconds.  
$ DISPLAY=:0.0 ./camnet2 –ncam 21 –f 120 
b. Modify and run the “camnet2_launcher” script, which performs 




software execution. The editor “vim4”can be opened with the 
following command:  
$ vim camnet2_launcher 
This causes the contents of the script to appear (Figure 21) on 
which the runtime must be adjusted.  
To enter text insertion mode, press the "i" key. Once the edition is 
finished, to save and/or exit, first press ESC to finish the edition, 
and then:  
- :q to exit without saving the changes.  
- :wq to sabe changes and exit.  
After modifying the script, it can be launched using the following 
command:  
$ ./camnet2_launcher ncamara (Ej.: $ ./camnet2_launcher 21) 
When running camnet2 or camnet2_launcher, the result of the execution is displayed 
on the terminal, showing information about the detected robots. Each robot has a tag 
(tagID) as shown in Table 2 
Robot tagID Robot tagID 
cove0 9 cove3 39 
cove1 19 cove5 49 
cove2 29   
Table 2. TagID asigned to each robot.  
 
Figure 21. Script camnet2_launcher in the editor Vim 
 





The following figures show two examples in which the result of the execution of the 
script for reading the cameras can be seen, in case no robot is detected (Figure 22), and 
having detected the robot cove0 (Figure 23) 
 
Figure 22. Result after running Camnet2 without detecting any robot.  
 
 
Figure 23. Result after running Camnet2 including the detection of the robot cove0 (tagID9) and the 
measured pose ( X, Y are in mm and θ in degrees). 
 




The camera driver can be attached both only to obtain pose information, or to include 
that information into the control loop. In the first case, it is enough to save the data 
obtained from the camera in a file. In case of wanting to compare this pose with the 
reference pose or the robot output one, it should be taken into account the initial pose of 
the robot in the world coordinate system. Furthermore, to incorporate the pose 
information from the cameras to the control algorithm, it is necessary to incorporate a 
block with the kinematics of the robot, to obtain the pose (x, y, θ) from the robot’s linear 
an angular speed. In the Figure 24, it is shown an example of a system in which it has 
incorporated the driver that includes the communication with the robot and the camera.  
 
Figure 24. Example of Simulink model that includes the driver comunica_robot_cam_w10 for 
communication with the robot and the camera.  
The subsystem "Kinematics" has to include different blocks that model the kinematics 
of the robot, according to the following equations: 
θk = θk-1 +ωk · Ts 
vxk = vk · cos(θk) → xk = xk-1 + vxk · Ts 
vyk = vk · sen(θk) → yk = yk-1 + vyk · Ts 
There are different alternatives to model these equations. One of them is the use of 
integrating blocks, and blocks Fcn with mathematical functions. There must be two 
different kinematic blocks: one for the generation of trajectories from the linear and 
angular reference speed, and another one used at the output, for the incorporation of 
information from the cameras in the control loop. 
 
 
1.1 Kinematics block configuration for path generation 
The input kinematics block (Figure 25) models the above mentioned equations to 
obtain the reference pose, from linear and angular velocity. To compare this pose to with 
the output, it is necessary to set the initial values in the discrete-time integrators, in the 





Figure 25. Input Kinematics block, to obtain the reference path from linear and angular velocity.  
 
Figure 26. Configuration of an integrator in the input kinematics subsystem, with internal initial 
condition set to xt_0(3). 
These values can be obtained by accessing the mini PC connected to the camera chosen 
by ssh, as explained in section 0, and running camnet2 for a short time. For example, to 
run camnet2 for camera 31, for 2 seconds, we must write the following line in the 
terminal. 
$ DISPLAY=:0.0 ./camnet2 –ncam 31 –f 2 
As it has been seen previously, in case of detecting a robot, this command shows in 
the screen information about the pose of the robot, corresponding to their coordinates (x, 
y) in millimeters, and the angle (θ) in degrees, so it is necessary to make a change of units 
to introduce the initial values of pose in meters and radians. 
 
1.1. Kinematics block configuration for incorporating the 
camera measurements to the control loop.  
Figure 27 shows an example of the output kinematics block. In this subsystem, the 
discrete-time Integrator blocks, must be configured so that the external reset (External 




external, as shown in Figure 28. Thus, each time there is a new measurement from the 
camera (new_meas is activated), the integrator is restarted with that value. 
 
Figure 27. Example of the output kinematic subsystem for the P3DX robot. 
 
 





Appendix 1. How to install the Simulink Coder Module in 
Matlab 
To generate code from Simulink models, the "Simulink Coder" tool must be installed. 
In case it is not installed, it can be downloaded from the Matlab menu, in the Apps tab, 
selecting "Get more apps" (Figure A1) 
 
Figure A1. Tab APPs in Matlab 
Once the application browser is open (Figure A2) the next step is to find and install 
the Simulink Coder, following the instructions on screen. After finishing the installation, 
Matlab must be restarted before using it.  
 
 






Appendix 2. How to install the MinGW compiler in Matlab 
To compile the s-functions written in C/C++, it is necessary to have previously 
installed the MinGW-w64 compiler in Matlab. In case it is not installed, it can be 
downloaded from the Matlab menu, in the Apps tab, selecting "Get more apps" (Figure 
A3) 
 
Figure A3. Tab APPs in Matlab 
Once the application browser is open (Figure A4) the next step is to find and install 
the C/C++ compiler for Matlab MinGW-w64, following the instructions on screen. After 
finishing the installation, Matlab must be restarted before using the compiler.  
 
Figure A4. Matlab Apps explorer 
To check if the compiler is correctly installed, the command mex –setup should be 









Appendix 3. Summary of the steps for communication and 
execution of experiments with the robot (and cameras) in 
Windows 10. 
1. Create and configure the Simulink model 
Tab Configuration 
Solver Type: Fixed-Step 
Solver: discrete (no continuous states)  
Fixed-step size: Ts (the chosen sample time) 
Tasking and sample time options: the following options must be 
selected:  
Allow tasks to execute concurrently on target  
Automatically handle rate transition for data transfer 
Hardware 
implementation  
Hardware board: Determine by Code Generation system target file 
Device vendor: Intel (or AMD, depending on the PC hardware 
characteristics) 
Device Type: x86-64 (Windows 64) 
Code 
generation5 
Toolchain: MinGW64 | gmake (64 bit Windows) 
Build configuration: Faster Runs 
Select objective: Execution efficiency 
Interface Accessing to "Advanced parameters" by clicking on the 
three points that appear at the bottom of the window 
"Interface". After doing this, new options appear. In the 
first one: "Standard math library", the option "C99 (ISO)" 
must be chosen. 
2. Compile the driver comunica_dr_cam_w10 
Required files (there must be in the working folder):  
- comunica_dr_cam_w10.c: source code file 
- centro_remoto.h: header file with the main definitions 
- WS2_32.lib: library for socket communications. 
Command for compiling the driver (it creates comunica_dr_cam_w10.mexw64) 
 
3. Include in Simulink the s-function for the driver and 
configure it 
The s-function comunica_dr_cam_w10 has 3 input parameters:  
 
5 If the “Code Generation” option does not appear, it is necessary to install the Matlab module “Simulink 




- the sample time (Ts),  
- the robot name (with the format ‘coveX’ between single quotes, 
where X is the robot number)  
- the camera number (21, 22, 31, 32 or 41) according to the diagram 
in Figure 15.  
In case of using the cameras, configure the initial values for the reference and 
the robot6 
4. Complete the model and build it 
With ctrl+B in Simulink, or using the command rtwbuild(‘model_name’);  
5. Connection to the robots and execution of experiments 
Once connected to the robot, it can be accessed through the PuTTY terminal. To launch 
the executable, the following steps must be followed:  
In the remote terminal (robot through ssh) In the PC 
1. Access the folder where the 
executable is located:  
# cd /home/coveN/target  
2. Launch the executable, which 
remains waiting until it receives 
commands from the PC (t_exec is 
the execution time in seconds) 
# ./robotMUIE -v -f  t_exec 
After the executable robotMUIE in the 
robot, the .exe file generated from 
Simulink must be run on the local PC.  
The results are stored in one, or several, 
".mat" files, that can be loaded in 
Matlab. 
6. Communication with the cameras and execution of 
experiments 
In the PC 
1. Configure the Simulink model for using the cameras. Do not forget to 
configure the initial values for the reference and the robot in 
the kinematics subsystems. If needed, compile the driver and build the 
executable. 
2. Access the robot remote terminal using the PuTTY tool. The user and 
password is: root/123456 
3. Boot up the camera miniPC via “Wake on Lan” (if needed) 
 
6 The initial pose of the robot can be obtained by accessing the mini PC connected to the camera chosen 
by ssh, and running camnet2 for a short time. In case of detecting a robot, this command shows in the 
screen information about the pose of the robot, corresponding to their coordinates (x, y) in millimeters, 
and the angle (θ) in degrees, so it is necessary to make a change of units to introduce the initial values of 




4. Access the camera’s miniPC using the PuTTY tool. The user and 
password is: alcor/alcor. 
In the remote terminal (robot through ssh) 
5. Access the folder where the executable is located:  
# cd /home/coveN/target  
6. Launch the executable, which remains waiting until it receives 
commands from the PC (t_exec is the execution time in seconds) 
# ./robotMUIE -v -f  t_exec 
In the remote terminal (camera’s miniPC through ssh) 
7. Access to the folder where the executable is located:  
$ cd /home/alcor/workspace/miguel 
8. Launch the camera executable. There are two different alternatives:  
a. Launch the executable “camnet2” directly from the command 
Prompt (the camera number and the execution time must be 
specified). For example, using camera 21 for 120 seconds.  
$ DISPLAY=:0.0 ./camnet2 –ncam 21 –f 120 
b. Modify and run the “camnet2_launcher” script. It can be launched 
using the following command:  
$ ./camnet2_launcher ncamara (Ej.: $ ./camnet2_launcher 21) 
In the PC 
9. After the executable robotMUIE in the robot, the .exe file generated 
from Simulink must be run on the local PC. The results are stored in 


























































































































III.6. ANEXO VI: Guía de Instalación de ANYDESK 
 
Guía de Instalación AnyDesk con MacOS 
 
1. Acceder a la página oficial del Software AnyDesk 




Figura 35: Página principal Anydesk 
 
2. Clicamos en Descárguelo Ahora donde ya nos marca el sistema 
operativo que estamos utilizando y nos aparecerá donde queremos 
guardar el archivo de descarga. 
 
 
Figura 36: Descarga del fichero para la instalación 
3. Guardamos en el archivo en el directorio deseado donde se descargará 






Figura 37: Apertura del archivo .dmg 
4. Arrastramos el icono de AnyDesk a la carpeta de Aplicaciones donde 
ya tendríamos el programa listo para usar. 
 




Figura 38: Pantalla Principal AnyDesk 
Guía de Instalación AnyDesk con Windows 
 
1. Acceder a la página oficial del Software AnyDesk 







Figura 39: Página principal Anydesk 
 
2. Clicamos en Descárguelo Ahora donde ya nos marca el sistema 
operativo que estamos utilizando y nos aparecerá donde queremos 
guardar el archivo de descarga. 
 
3. Guardamos en el archivo en el directorio deseado donde se descargará 
él .exe y lo ejecutamos. 
 









III.7. ANEXO VII: Pasos para la conexión de Audio y 




1. Buscador inicio Windows (Abajo a la izquierda), buscar la aplicación 





2. En el apartado de ALL de la barra superior, buscar la aplicación 
AUDIO EXPLORER - D2D, donde se puede comprobar por señal de 
audio el correcto funcionamiento del sistema. Para acceder clicamos en 
RUN y se abrirá un sistema donde puedes observar la señal de audio 
de la dirección donde procede. Se puede visualizar la señal tanto en 














1. Si tenemos alguna otra aplicación abierta la cerramos dejando abierto 
el DEVELOPER TOOLKIT BROWSER V1.8.0 (Kinect for Windows). 
 
2. Buscamos dentro del apartado ALL de la barra superior COLOR 
BASICS - D2D. Al darle a RUN, aparecerá una pantalla donde se puede 






3. Para grabar la comprobación visual del funcionamiento remoto, sin 
cerrar COLOR BASICS - D2D, dentro de DEVELOPER TOOLKIT 
BROWSER V1.8.0 (Kinect for Windows), buscamos dentro del apartado 
de ALL en la barra superior, KINECT STUDIO, o la otra opción es 
buscarlo en el inicio de Windows (Abajo a la izquierda), con el mismo 
nombre. 
 
4. Al abrir KINECT STUDIO, se abrirá una pantalla con una línea de 
tiempo y otra donde nos dirá que aplicación esta abierta, en este caso 








5. Clicamos en CONECT. 
 
6. Si necesitamos ver la cámara a otro tamaño, dentro de la pantalla que 
queda (la de la línea de tiempo), en la pestaña VIEW, podemos usar las 
3 opciones: 
 
⁃ La parte de COLOR, es la cámara normal, similar a la abierta 
en COLOR BASICS - D2D. 
⁃ Las otras dos son opciones para otro tipo de aplicaciones 
KINECT más avanzadas. 
 
7. Para grabar, en la línea temporal (KINECT ESTUDIO), pulsamos en 
RECORD, es decir, los dos círculos concéntricos que estarán en rojo. 
 
8. Para parar la grabación pulsamos STOP, dentro de los botones de la 
linea temporal. 
 
9. En la barra se generará el video en cuestión, donde sobre ella podemos 
verlo repetido, frame a frame o incluso, repetir otra toma. 
 
10. Para guardar el video grabado, clicamos en el botón del disquete, donde 
se nos abrirá una pestaña nueva para decidir donde lo guardamos. El 
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