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Abstract
In this thesis, we investigate the problem of identifying individual link metrics in
a communication network from accumulated end-to-end metrics over selected mea-
surement paths, under the assumption that link metrics are additive and constant
during the measurement, and measurement paths cannot contain cycles. We know
from linear algebra that all link metrics can be uniquely identified when the num-
ber of linearly independent measurement paths equals n, the number of links. It is,
however, inefficient to collect measurements from all possible paths, whose number
can grow exponentially in n, as the number of useful measurements (from linearly
independent paths) is at most n. The aim of this thesis is thus to characterize net-
work identifiability by easily verifiable conditions and develop efficient algorithms
for achieving and maximizing network identifiability.
To characterize network identifiability in terms of the network topology and the
number/placement of monitors, our main results are: (i) it is generally impossible to
identify all the link metrics by using two monitors; (ii) nevertheless, metrics of all
the interior links not incident to any monitor are identifiable by two monitors if the
topology satisfies a set of necessary and sufficient connectivity conditions; (iii) these
conditions naturally extend to a necessary and sufficient condition for identifying all
the link metrics using three or more monitors. We show that these conditions not
only allow efficient identifiability tests, but also enable efficient algorithm design
for constructing linearly independent paths and computing individual link metrics.
Specifically, we show that whenever there exists a set of n linearly independent mea-
surement paths, there must exist a set of three pairwise independent spanning trees.
We exploit this property to develop an algorithm that can construct n linearly inde-
iv
pendent, cycle-free paths between monitors without examining all candidate paths,
whose complexity is quadratic in n. A further benefit of the proposed algorithm is
that the generated paths satisfy a nested structure that allows linear-time computa-
tion of link metrics without explicitly inverting the measurement matrix. Next, we
study a complementary problem of how to characterize network partial identifiabili-
ty when n linearly independent paths cannot be found in a given network, for which
we establish an efficient algorithm to determine all identifiable links in an arbitrary
network under a given monitor placement. Finally, we investigate a realistic problem
of how to place monitors such that the network uncertainty with respect to internal
link metrics is minimized. To this end, we first develop efficient algorithm to place
the minimum number of monitors in order to identify all link metrics. Our evalua-
tions on both random and real topologies show that the proposed minimum monitor
placement algorithm achieves identifiability using a much smaller number of moni-
tors than a baseline solution. However, we observe that the complete identification of
all link metrics in a network can require a large number of monitors (e.g., 60% of all
nodes), even if assuming optimal placement of monitors. Therefore, we then study
the problem of placing a given number of monitors (κ monitors) to identify the maxi-
mum number of link metrics. For this problem, we build a polynomial-time algorith-
m to incrementally place monitors such that each newly placed monitor maximizes
the number of additional identifiable links. The significance of this κ-monitor place-
ment algorithm is that it is provable optimal if the network is 2-vertex-connected.
For other types of networks, our evaluation on various ISP topologies shows that the
proposed κ-monitor placement algorithm allows identification for close to the max-
imum number of links while incurring a much lower complexity than brute-force
approaches.
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CHAPTER 1
Introduction
1.1 Overview
Modern communication networks, hybrid in nature, inherently contain multiple sub-
networks due to the presence of (commercial) partners, mobile devices, and third-
party infrastructures (e.g., cellular networks). Though exhibiting high heterogeneity
and complexity, hybrid networks can provide a communication substrate needed to
support services that are vital to daily network operations. This substrate is therefore
required to be reliable and robust to disruptions. In order to provide these quali-
ties, it is essential to have accurate and timely knowledge of network internal states,
e.g., delays on individual links. Moreover, when abnormal behavior is detected, it is
crucial to diagnose and locate the source of the abnormality. In the case of service
disruption, knowledge of where the abnormal source resides can enable fast service
recovery by migrating the affected services and/or routing around the affected re-
gion. However, direct performance measurement of network internal states (e.g.,
link delay) is not always feasible due to the traffic overhead of the measuremen-
t process or the lack of protocol support at network internal elements for making
such measurements [1]. Therefore, this poses challenges on how to reveal network
internal states with minimum internal support.
One effective scheme to address this issue is by employing external approaches,
where we infer network internal states by measuring the performance along selected
paths from a sub-set of nodes with monitoring capabilities, hereafter referred to as
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monitors.
Depending on the granularity of observations, external approaches can be clas-
sified as hop-by-hop approaches or end-to-end approaches. The former rely on spe-
cial diagnostic tools such as traceroute, pathchar [2], and Network Characterization
Service (NCS) [3] to reveal fine-grained performance metrics of individual links by
sending active probes. Traceroute reports delay for each hop on the probed path by
gradually increasing the time-to-live (TTL) field of probing packets. Its refinement,
pathchar, returns hop-by-hop capacities, delays, and loss rates. A later advancement,
NCS, also returns available capacities on each link. While providing fine-grained
information, the above tools require that Internet Control Message Protocol (ICMP)
be supported at each internal node. Even then, they suffer inaccuracies caused by
asymmetry in routes and different priorities of ICMP and data packets. Moreover,
these tools can generate a large number of probing packets, causing extra load and
potential congestion. In risk-sensitive applications, security policies may even block
hop-by-hop measurements.
Alternatively, the end-to-end approaches provide a solution that does not rely on
the cooperation of internal network elements or the equal treatment of control/data
packets. They rely on end-to-end performance metrics (e.g., end-to-end delays) ex-
perienced by data packets to solve for the corresponding hop-by-hop metrics using
network tomography. Network tomography [4, 5] refers to the methodology of in-
ferring internal network characteristics through end-to-end measurements. Without
requiring special cooperation from internal nodes, network tomography can utilize
measurements from data packets to obtain path-level information [6, 7], thus reduc-
ing the need for active probes.
A case of particular interest in network tomography is the inference of additive
link metrics, i.e., the end-to-end metric over a path of multiple links is the sum of
individual link metrics. For instance, delays are additive, while a multiplicative met-
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ric (e.g., packet delivery ratio) can be expressed in an additive form using the log(·)
function. For additive link metrics, we can model the problem as that of solving a
system of linear equations, where the unknown variables are the link metrics, and
the known metrics are the end-to-end path measurements, each equal to the sum of
the corresponding link metrics along a path. Thus, network tomography essential-
ly solves this linear system of equations. In essence, network tomography provides
an efficient and light-weight solution for inferring unknown link metrics from easi-
ly measurable end-to-end paths. Forasmuch as network tomography is a significate
technique in revealing network internal link states, in this thesis, we focus on explor-
ing key issues in identifying additive link metrics via end-to-end path measurements.
1.2 Research Challenges and Objectives
1.2.1 Challenges
Past experience shows that it is frequently impossible to uniquely identify all link
metrics from path measurements [8, 9, 10]. For example, if two links (not necessarily
adjacent) always appear together in measurement paths, then we can at most identify
their sum metric but not the individual metrics. Generally, many measurement paths
are linearly dependent in that some paths are linear combinations of the rest, and
hence their measurements do not provide new information. From the perspective of
linear algebra, link metrics are uniquely identifiable if and only if the number of lin-
early independent measurement paths equals the number of links. There is, however,
a lack of basic understanding of the topological conditions that ensure identifiability,
even in the simplified scenario of constant link metrics. Moreover, even if a network
is known to be identifiable, it is still a challenge to determine a minimum set [11]
of paths to measure as the total number of candidate paths can be exponential in the
number of links. In addition, in cases where networks are not completely identifi-
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able due to improper monitor placement or insufficient monitor deployment budget,
an open question is: which sub-set of link metrics can be identified through a par-
tial deployment of monitors, and where should the monitors be placed to identify
the largest sub-set of link metrics? Therefore, it is also essential to quantitatively
characterize network identifiability when the network is not completely identifiable.
1.2.2 Objectives
In this thesis, the objectives are to address the above issues by solving the challenging
problems below:
(i) Under what conditions can one uniquely identify all link metrics from end-to-
end path measurements;
(ii) Given an identifiable network, how can one construct a sufficient number of
linearly independent paths and compute individual link metrics efficiently us-
ing these measured paths;
(iii) With deployed monitors in a network, which links are identifiable from end-to-
end path measurements between monitors;
(iv) Given a network and κ monitors, where should these monitors be placed in
order to identify the maximum number of links?
We study all above problems by establishing fundamental network condition-
s and efficient algorithms. The significance of this research is to provide insights
and guidance for building effective and reliable monitoring infrastructures in real
networks using network tomography.
1.3 Summary of Contributions
We study here for the first time the fundamental topological conditions for identify-
ing additive link metrics using end-to-end measurements on cycle-free paths. Our
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contributions are nine-fold:
1) We prove that it is generally impossible to identify all link metrics using only
two monitors, irrespective of the network topology and the placement of monitors.
2) We establish necessary and sufficient conditions for identifying the metrics
of all interior links (links not incident to any monitor) using two monitors: the net-
work graph is (i) 2-edge-connected after removing any interior link and (ii) 3-vertex-
connected after adding a direct link between the two monitors. These conditions are
shown to be verifiable in O(|L|(|V | + |L|)) time, where |V | is the number of nodes
and |L| is the number of links.
3) We transform the above result into a necessary and sufficient condition for
identifying all link metrics using κ (κ ≥ 3) monitors by embedding the network
graph in an extended graph, with two virtual monitors connected to all real monitors.
This condition can be verified in O(|V |+ |L|) time.
4) We develop an efficient algorithm to construct |L| linearly independent, cycle-
free paths between monitors in an arbitrary identifiable network in O(|V | · |L|) time,
significantly improving on the exponential complexity of brute-force methods.
5) Given measurements along the constructed paths in 4), we develop an algo-
rithm to calculate the |L| link metrics in O(|V |+|L|) time, improving on the O(|L|3)
complexity of the existing solution [12]. The algorithm exploits a nested structure
of the constructed paths to avoid the need for explicitly inverting the measurement
matrix.
6) We develop an algorithm (called DAIL) to determine all identifiable links for
a given placement of monitors. DAIL has a complexity of O(|V |+ |L|).
7) We propose an algorithm to place monitors in an arbitrary network in O(|V |+
|L|) time, which guarantees the identifiability of all link metrics with the minimum
number of monitors. Our evaluations on both randomly-generated and real topolo-
gies show that the proposed algorithm requires a substantially smaller number of
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monitors than a baseline solution.
8) To maximize the number of identifiable links using κ monitors (κ monitors
are not sufficient to identify the entire network), we first notice that only a sub-
set of nodes can be involved in an optimal placement, based on which we develop
a preprocessing algorithm to select a set of candidate monitors S , guaranteed to
contain an optimal κ-monitor placement, whose size is proportional to the number
of triconnected components and usually much smaller than |V |. We then develop a
polynomial-time algorithm that incrementally selects κ monitors from S such that
each selected monitor maximizes the additional number of identifiable links.
9) The proposed monitor placement algorithm in 8) is optimal for 2-vertex-
connected networks. For non-2-vertex-connected networks, we show via numerical
evaluations on several real ISP topologies that our algorithm closely approximates
the optimal number of identifiable links for all considered values of κ, while incur-
ring a much lower complexity than an exhaustive search.
1.4 Thesis Organization
The organization of the rest of the thesis is as follows.
In Chapter 2, we provide the literature review and problem formulation for addi-
tive link metric identification. Chapter 3 presents a set of easily verifiable network
topological conditions. In regards to completely identifiable networks, Chapter 4
addresses efficient algorithms for path construction and link identification. Under
given monitor locations, algorithms for quantifying network identifiability in terms
of the number of identifiable links are established in Chapter 5. Next, we propose
optimal monitor placement algorithms and heuristics to maximize network identi-
fiability in Chapter 6. Finally, Chapter 7 concludes the thesis and identifies future
work.
CHAPTER 2
Literature Review and Problem
Formulation in Network Tomography
2.1 Literature Review
2.1.1 Complete Network Identifiability
Based on the model of link metrics, existing work for identifying link metrics can
be broadly classified into statistical and algebraic approaches. Statistical approaches
model link metrics as random variables with (partially) unknown probability dis-
tributions, and apply various parametric/nonparametric techniques to estimate the
link metric distributions from realizations of path metrics [13, 1, 14]. Algebraic
approaches consider link metrics as unknown constants, and use linear algebraic
techniques to compute link metrics from cumulative path metrics [8, 9]. Both ap-
proaches emphasize inferring as much about link metrics as possible from available
path measurements. However, the important question of whether the path measure-
ments contain sufficient information to uniquely identify the underlying link metrics
is often ignored.
With link metrics modeled as random variables, multicast, if supported, can be
exploited as a measurement method with broad coverage and low overhead [15, 16,
17]. Sub-trees and unicast are employed in [7, 18] as alternatives, due to the in-
flexibility of multicasting to all receivers. Employing multicast, [7, 19] derive the
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necessary and sufficient conditions on the multicast tree for identifying all link met-
ric distributions. A novel approach proposed in [10] employs the Fourier transform
of the observable path metric distributions to estimate the unobservable link metric
distributions. All the above methods implicitly assume the links to be identifiable,
and the multicast-based methods require multiple monitors to participate in the mea-
surement process. In contrast, we assume unicast measurements in this thesis and
focus on establishing topological conditions for identifying all link metrics by using
the minimum number of monitors.
For constant link metrics, [9, 20] show that it is challenging to solve the inverse
problem due to the presence of linearly dependent paths. If all link metrics are bina-
ry (normal/failed), [21] proves that the network must be (k + 2)-edge-connected to
identify up to k failed links by using one monitor measuring cycles. If the link metric
of interest is the bandwidth, [22] proposes an end-to-end probing technique to locate
the bottleneck link in real Internet. However, for arbitrary valued additive link met-
rics, few positive results are known. If the network is directed (links have different
metrics in different directions), [14] proves that not all link metrics are identifiable
unless every non-isolated node is a monitor. Even if every node is a monitor, unique
link identification is still impossible if measurement paths are constrained to cycles
[8]. If the network is undirected (links have equal metrics in both directions), RRT
(Round Trip Time) is exploited in [23, 2, 24, 25] to infer link metrics, with the as-
sumption of ICMP (Internet Control Message Protocol) being supported in all inner
network elements. However, ICMP-enabled network is not widely employed and the
inferred link information is inaccurate due to routing protocols and the low priori-
ty of ICMP packets in IP networks. As a fundamental work, [26] derives the first
necessary and sufficient conditions on the network topology for identifying all link
metrics, given that monitors can measure cycles or paths possibly containing cycles.
A similar study in [27] characterizes the minimum number of measurements need-
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ed to identify a broader set of link metrics (including both additive and nonadditive
metrics), under the stronger assumption that measurement paths can contain repeated
links. Since routing along cycles is typically prohibited in real networks, it remains
open as to what the conditions are if only cycle-free paths can be measured. In this
regard, we investigate the fundamental relationships between additive link identifia-
bility, network topology, and the number/placement of monitors in this thesis.
2.1.2 Path Construction and Link Identification
Once link identifiability is confirmed, a follow-up problem is to construct linearly
independent paths between monitors to perform measurements. For multicast-based
statistical approaches [15, 16, 7], measurement paths can be conducted along the
multicast tree. For the scenario with link metrics being modeled as constants, [26]
proposes an efficient algorithm to construct measurement paths, given that monitors
can measure cycles or paths containing cycles. Given measurements on |L| linearly
independent paths (|L| is the number of links), a general solution for computing link
metrics using classic linear system solvers (e.g. Gaussian elimination with pivoting)
takes O(|L|3) time [12], which can be slow for large |L|. In this thesis, we overcome
this drawback by developing efficient algorithms for path construction and link iden-
tification in arbitrary identifiable networks, employing only cycle-free paths.
2.1.3 Partial Network Identifiability
Imposing more constraints on the network, [13] proposes algorithms to identify the
worst performing links, with the assumption that most links do not exhibit severe
losses or delays. Similarly, when all but k link metrics are zero, compressive sensing
techniques are used to identify the k non-zero link metrics [28, 29].
However, little is known for characterizing partial network identifiability in cases
of general network conditions. An algorithm is developed in [30] to determine the
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maximum number of linearly independent cycles (i.e., the maximum rank of mea-
surement matrix, see (2.1) in Section 2.2) and the corresponding identifiable links
with a single monitor. Constraining all measurement paths to be cycle-free, [31]
establishes an upper bound for the rank of the measurement matrix in both direct-
ed and undirected graphs. However, this rank is defined over the Galois Field [32]
GF (2), and how this rank is related to the identifiable links in the given network re-
mains unknown. Employing the property that some measurement paths are linearly
dependent, [33, 34] propose linear algebraic solutions to compute the unmeasured
sub-paths based on all available path measurements. To infer link weights under
given routing protocols, [35] proposes algorithms for approximating the relative val-
ue of some link metrics. Under arbitrarily controllable packet routing, we build an
efficient algorithm in [36] to determine all identifiable links in a network with only
two monitors. Breaking the two-monitor constraint, in this thesis, we establish a
linear-time algorithm to determine all identifiable links in an arbitrary network with
any monitor deployment.
2.1.4 Monitor Placement
It is generally challenging [25, 37, 38] to place monitors for ensuring complete net-
work identifiability. For the issue of link failure localization, it is provable [39] that
the problem of monitor placement is NP-hard. In [25, 37], the problem of placing
the minimum number of monitors to identify all link metrics (with arbitrary values)
under uncontrollable routing is also proved to be NP-hard, and the NP-hardness per-
sists even if some nodes can control their local routing policy [40]. In contrast, we
show in this thesis that under controllable cycle-free routing, the problem of mini-
mum monitor placement for complete identifiability can be solved optimally in linear
time. However, in cases where we cannot afford even the minimum number of mon-
itors required for complete identification, it remains open how a limited number of
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monitors affects network identifiability. We address this problem by presenting an
efficient monitor placement algorithm to maximize network identifiability.
2.2 Problem Formulation
In this thesis, all investigated problems are in the context of controllable, cycle-free
measurements, i.e., monitors can direct measurement packets to selected paths as
long as they do not contain cycles. Such routing is generally supported in network-
s under common administration (e.g., single-ISP networks), or overlay networks
formed by overlay nodes and physical paths between these nodes (modeled as over-
lay links), where controllable routing can be achieved by enabling strict (or loose)
source routing (an IP option) [41] at all network nodes during measurement. More
importantly, the assumption of controllable, cycle-free measurements captures capa-
bilities of a new generation of networks performing Software-Defined Networking
(SDN) [42, 43, 44]. In SDN, routing is performed on a per-flow basis in two steps:
a route setup phase where a (logically) centralized SDN controller specifies the path
of a flow by setting entries in the forwarding tables of switches along the path, and a
data forwarding phase where data of the flow are forwarded hop by hop by switches
according to their forwarding tables. Therefore, monitors, in cooperation with the
SDN controller, can dictate paths of measurement packets during route setup, while
the cycle-free constraint precludes formation of endless cycles in the data forward-
ing phase. Moreover, in SDN, there exists a communication bottleneck that lies in
the control channel between the SDN controller and all network nodes; therefore,
directly measuring each link metric initiated by the controller can easily congest
this control channel especially in large networks. In this regard, direct performance
measurement is rather impractical even under the network settings of SDN. Hence,
network tomography can be used to assist in accurately monitoring network perfor-
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mance experienced by data traffic while reducing measurement overhead.
In this thesis, all link metrics are assumed to be additive and constant. Our “con-
stant” link metric refers to one that either changes slowly relative to the measurement
process, or that is a statistical characteristic (e.g., mean, variance) of the link that re-
mains constant over time1. We assume the network topology is known2 and model it
as an undirected graph3 G = (V, L), where V and L are the sets of nodes and links,
respectively. Note that graph G can represent a logical topology where each link in
G corresponds to a combination of physical links/nodes, e.g., in an overlay network.
Without loss of generality, we assume G is connected, as different connected com-
ponents have to be monitored separately. Denote the link incident to nodes u and v
by uv; links uv and vu are assumed to have the same metric. Certain nodes in V are
monitors and can initiate/collect measurements. We assume that each link in G has
two distinct end-points (i.e., no self-loop), and there is at most one link connecting
a pair of nodes. Last, no link metrics in G are known prior to taking measurements.
All graph theory notations used in this thesis are summarized in the table of Math-
ematical Notations (following the convention of [47]). Throughout this thesis, an
area with a dashed border in a graph denotes a sub-graph (nodes/links on the dashed
border are also part of the sub-graph), and a solid line denotes a link/path/cycle.
Let n := |L| denote the number of links in G, {li}ni=1 the set of links in G, w =
(Wl1 , . . . ,Wln)
T the column vector of all link metrics, and c = (WP1 , . . . ,WPγ )T
the column vector of all available path measurements, where γ is the number of
measurement paths and WPi is the sum of link metrics along measurement path Pi.
WPi can be obtained explicitly by probing path Pi or extracted implicitly from da-
1In this case, end-to-end measurements are also statistical characteristics, e.g., path
mean/variance. In the case of variance, we also need the independence between link qualities to
make the metric additive.
2Network topology can be obtained through exchanging control packets [45, 46] explicitly. Note
that network internal states cannot be inferred from these control packets in an accurate manner due
to the unequal treatment of control and data packets.
3We use the terms network and graph interchangeably.
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ta packets that traverse Pi. Since we assume that monitors can control the routing
of measurement packets as long as the path starts and ends at distinct monitors and
does not contain repeated nodes, in the language of graph theory, we limit measure-
ments to simple paths (in contrast, a non-simple path may contain repeated nodes).
Then the path measurements can be expressed in terms of the unknown link metrics
through the following linear system:
Rw = c, (2.1)
where R = (Rij) is a γ × n measurement matrix, with each entry Rij ∈ {0, 1}
denoting whether link lj is present on path Pi. The network tomography problem
therefore is to invert this linear system to solve for w given R and c.
A link is identifiable if the associated link metric can be uniquely determined
from path measurements; network G is completely identifiable if all links in G are
identifiable. Otherwise, the link or the network is said to be unidentifiable. Given
the above linear system, G is completely identifiable if and only if R in (2.1) has full
column rank, i.e., rank(R) = n. In other words, to uniquely determine w, there must
be n linearly independent simple paths between monitors. However, as illustrated in
Section 2.2.2, even if rank(R) < n, it may still be possible to identify some of the
link metrics, i.e., G can be partially identifiable. The number of identifiable links
therefore provides a quantitative measure of network identifiability.
2.2.1 Research Issues
As discussed in Section 1.2.2, four research issues are investigated in this thesis:
(i) derive necessary and sufficient conditions for identifying all link metrics in net-
work G (or certain sub-graphs of G) under a given placement of κ (κ ≥ 2) monitors
by solving the linear system (2.1); (ii) develop efficient algorithms for constructing
monitor-to-monitor measurement paths and calculating each link metric in complete-
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ly identifiable G; (iii) determine the set of links in G that are identifiable for a given
monitor placement, and (iv) find an optimal placement of a given number of monitors
to maximize the number of identifiable links.
Although the linear algebraic answer to the first research issue is straightforward
(the number of linearly independent paths equals the number of links), a useful an-
swer should be expressed in terms of externally verifiable network properties such as
the network topology and the number/placement of monitors. To this end, we estab-
lish necessary and sufficient conditions on network topology and monitor placement
for uniquely identifying link metrics from controllable, cycle-free measurements be-
tween the monitors. To determine the metrics of all identifiable links in the second
research issue, although one can enumerate all possible measurement paths until
finding n linearly independent ones, such a method will incur a large cost (exponen-
tial in n) and is thus unsuitable for large networks. A smart strategy for finding n
linearly independent paths will not only save resources in collecting measurements,
but also increase the efficiency of calculating link metrics by discarding redundant
linear equations. For the third and fourth research issues, they may be answered by
finding the null space of measurement matrix R and enumerating all possible mon-
itor placements, the complexity of such approaches will explode exponentially as
the network size grows. We take a different approach here by drawing insights from
established identifiability conditions in Chapter 3 that relate link identifiability to
network topology and monitor placements. These insights then form the basis of our
efficient polynomial-time algorithms addressing the third and fourth research issues.
We note that our goal is to conduct fundamental research in characterizing iden-
tifiable scenarios for constant additive link metrics under the arbitrarily controllable
cycle-free routing mechanism. In cases where the link metrics are modeled as ran-
dom variables, additional measurements [48] or preprocessing of the measurement
matrix [49] may assist in revealing more network internal information. However,
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Figure 2.1: Sample network with given monitor placement: (a) two monitors m1 and
m2; (b) three monitors m1, m2, and m3.
estimating link parameters under statistical models or identifying non-additive link
metrics (i.e., bandwidth) are beyond the scope of this thesis.
2.2.2 Illustrative Example
Fig. 2.1 (a) displays a sample network with two monitors {m1,m2}, and eleven links
(links l1–l11). To identify these links, ten m1 → m2 simple paths are constructed to
form the measurement matrix R:
P1 : l1 l4 l8 l11
P2 : l1 l4 l7 l9
P3 : l2 l6 l9
P4 : l2 l3 l4 l7 l9
P5 : l2 l5 l8 l10 l9
P6 : l2 l5 l7 l9
P7 : l1 l3 l6 l9
P8 : l1 l4 l5 l6 l9
P9 : l1 l4 l7 l10 l11
P10 : l1 l3 l6 l7 l8 l11
⇛ R =


1 0 0 1 0 0 0 1 0 0 1
1 0 0 1 0 0 1 0 1 0 0
0 1 0 0 0 1 0 0 1 0 0
0 1 1 1 0 0 1 0 1 0 0
0 1 0 0 1 0 0 1 1 1 0
0 1 0 0 1 0 1 0 1 0 0
1 0 1 0 0 1 0 0 1 0 0
1 0 0 1 1 1 0 0 1 0 0
1 0 0 1 0 0 1 0 0 1 1
1 0 1 0 0 1 1 1 0 0 1


. (2.2)
where Rij = 1 if and only if link lj is on path Pi. Measuring the performance along
these paths provides a set of linear equations Rw = c, where c is the vector of path
metrics measured atm2. In Fig. 2.1 (a), it can be verified that adding any other simple
path between m1 and m2 does not provide further information about the link metrics
since it is linearly dependent with the paths in (2.2). In this example, R is non-
invertible, and thus the metrics in w cannot be completely identified. Nevertheless,
measurements of the paths in (2.2) provide sufficient information to identify the
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metrics of seven links: l3, l4, l5, l6, l7, l8, and l10. Specifically, Wl3 = (WP4 +
WP7 − WP2 − WP3)/2, Wl4 = (WP4 + WP8 − WP6 − WP7)/2, Wl5 = (WP6 +
WP8−WP2−WP3)/2, Wl6 = (WP3 +WP8 +WP10−WP1−WP6−WP7)/2, Wl7 =
(WP2+WP10−WP1−WP7)/2, Wl8 = (WP2+WP5+WP10−WP6−WP7−WP9)/2,
and Wl10 = (WP5 +WP9 −WP1 −WP6)/2. Moreover, it can be verified that if we
change the locations of these two monitors, then the number of identifiable links
will decrease. Therefore, the monitor placement in Fig. 2.1 (a) is optimal in that it
maximizes the number of identifiable links among all 2-monitor placements. Note
that a path such as l2l5l4l3l6l9 between m1 and m2 cannot be measured because it
contains a cycle.
Nevertheless, if we add a third monitor (m3) to the network in Fig. 2.1 (a),
displayed in Fig. 2.1 (b), then eleven end-to-end linearly independent paths (one
m1 → m2 path, seven m1 → m3 paths and three m3 → m2 paths) can be construct-
ed to form the measurement matrix R:
m1 → m2 : l1 l4 l8 l11
m1 → m3 : l1 l4 l7
l2 l6
l2 l3 l4 l7
l2 l5 l8 l10
l2 l5 l7
l1 l3 l6
l1 l4 l5 l6
m3 → m2 : l9
l10 l11
l6 l5 l8 l11
⇛ R =


1 0 0 1 0 0 0 1 0 0 1
1 0 0 1 0 0 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0
0 1 1 1 0 0 1 0 0 0 0
0 1 0 0 1 0 0 1 0 1 0
0 1 0 0 1 0 1 0 0 0 0
1 0 1 0 0 1 0 0 0 0 0
1 0 0 1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 1 1 0 1 0 0 1


, (2.3)
In this case, R in (2.3) is invertible, and thus w can be uniquely identified, i.e.,
w = R−1c. In Fig. 2.1 (b), other simple paths can be measured as well, although they
do not provide further information since the measurement matrix already reaches
full rank. In Chapter 6, we will algorithmically prove that three monitors are the
minimum requirement for completely identifying the network in Fig. 2.1.
CHAPTER 3
Network Identifiability Conditions
In this chapter, we built a set of necessary and sufficient conditions for network
identifiability that are explicitly expressed in terms of network topology and the
number/placement of monitors. In a network containing only two monitors, we first
present a negative result that no matter where we place the monitors, we cannot iden-
tify all link metrics using only two monitors; nevertheless, interior links not incident
to any monitor might be identifiable. Accordingly, the second main result in this
chapter is the necessary and sufficient conditions for identifying all the interior links
using two monitors. Finally, we extend these conditions to investigate on complete
network identification using three or more monitors.
3.1 Unidentifiability with Two Monitors
Since at least two monitors are required to identify link metrics by monitoring simple
paths, in this section, we investigate if two monitors suffice to identify all link metrics
in the network. Suppose that two distinct nodes are selected to serve as monitors.
Each measurement starts at one monitor and terminates at the other via a controllable
(i.e., predetermined) simple path. The termination node then reports the end-to-end
metric, which becomes an entry in the measurement vector c. From the perspective
of graph theory, such a network can be represented as G = ({m1,m2, v0, . . . , vk}, L),
where m1 and m2 are the monitors, {v0, . . . , vk} are the non-monitors, and |L| = n.
Let m1m2 be a direct link between m1 and m2 (if it exists), L(G) the set of links
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... ...
m1
m2
a1 b1
a2 b2
a bk2k1
G
H
exterior   links
H: interior  graph
Figure 3.1: Organizing graph G into exterior links and interior graph ({ai}k1i=1 and
{bj}
k2
j=1 may have overlap).
in G, and L(v) the set of links incident to node v (see the table of Mathematical
Notations). Since m1m2 can be easily identified through a one-hop measurement,
we assume without loss of generality that m1m2 /∈ L(G) (i.e., there is no direct link)
in Sections 3.1 and 3.2, where only two monitors are used.
Definition 1.
a) The interior graph H of G is the sub-graph obtained by removing the moni-
tors and their incident links, i.e., H := (V \M,L \ LM) for M = {m1,m2} and
LM = L(m1) ∪ L(m2).
b) We refer to links incident to monitors, i.e., L(m1) ∪ L(m2), as exterior links, and
the remaining links as interior links.
Theorem 3.1. For any given network topology G with n ≥ 2 (n is the number
of links), G is not completely identifiable with two monitors, irrespective of their
placement.
Proof. Any G with ||G|| ≥ 2 can be organized as in1 Fig. 3.1. Let N(v) denote the
set of neighboring nodes of node v. We define A := {a1, a2, . . . , ak1} = N(m1)
and B := {b1, b2, . . . , bk2} = N(m2) to be the sets of neighbors of m1 and m2,
respectively, where k1 := |A|, k2 := |B| and A, B can overlap (m1,m2 /∈ A ∪ B).
1If certain links in G cannot be included in any possible paths constructed from m1 to m2 in
Fig. 3.1, then these links are unidentifiable, resulting in a disconnected or one-edge-connected interior
graph H. In this thesis, an area with a dashed border denotes a sub-graph (nodes/links on the dashed
border are also part of the sub-graph, e.g., {ai}k1i=1 and {bj}
k2
j=1 in Fig. 3.1 are part of H), and a solid
line denotes a link/path/cycle.
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Assuming thatH is connected and all link metrics inH are known, we can reduce
any equation associated with a simple path P between m1 and m2 to the form:
Wm1ai +Wbjm2 = φij, (3.1)
for some ai ∈ A and bj ∈ B. This is obtained by rewriting the original equation
Wm1ai + WP ′ij + Wbjm2 = WPij (P ′ij is the segment of Pij in H) to place the un-
knowns on the left-hand side, and setting φij := WPij − WP ′ij . Thus, we obtain
k1×k2 equations from all of the simple paths between m1 and m2, each correspond-
ing to the sum of the metrics of one link incident to m1 and one link incident to m2.
The corresponding reduced measurement matrix is (each column corresponding to
an unknown link metric):
R =
Wm1a1 · · ·Wm1ak1 Wb1m2 · · ·Wbk2m2



1 1
1 1
.
.
.
.
.
.
1 1
1 1
1 1
.
.
.
.
.
.
1 1
.
.
.
.
.
.
1 1
1 1
.
.
.
.
.
.
1 1
, (3.2)
where the blank entries are zero. We apply the following linear transformation-
s to R. For each q = 1, . . . , k1 − 1 and i = 2, . . . , k2, replace row(qk2 + i) by
row(qk2 + i)− row(i)− row(qk2 + 1) + row(1); it can be verified that the result is
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a row of zeros. Ignoring rows of zeros, R transforms into
R
′ =
Wm1a1 · · ·Wm1ak1 Wb1m2 · · ·Wbk2m2



1 1


k2
rows
1 1
.
.
.
.
.
.
1 1
1 1


k1 − 1
rows
1 1
.
.
.
1 1
, (3.3)
where the rows are linearly independent, and the number of rows equals k1+k2−1.
This transformation preserves the rank of R because R can be reconstructed from
R
′ as follows: the first k2 rows in R and R′ are identical; row(qk2 + 1) in R equals
row(k2 + q) in R′ (q = 1, . . . , k1 − 1); row(qk2 + i) in R equals row(i) + row(k2 +
q) − row(1) in R′ (q = 1, . . . , k1 − 1, i = 2, . . . , k2). Hence, the rank of R equals
k1 + k2 − 1. When H is not connected, some rows in R may not exist because there
is no simple path connecting the corresponding nodes in A and B, and the rank of
R may be even smaller. Since there are k1 + k2 unknown variables (Wm1ai)k1i=1 and
(Wbjm2)
k2
j=1, they cannot be uniquely determined even if all link metrics in H are al-
ready known. Therefore, G with ||G|| ≥ 2 is unidentifiable using two monitors.
In fact, we can show that none of the exterior links is identifiable because met-
ric of any one exterior link will add a linearly independent row to R′ in (3.3), thus
yielding full column rank of R′ (i.e., metrics of the rest exterior links are also deter-
minable).
Corollary 3.2. None of the exterior links (except m1m2) can be identified with two
monitors.
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Proof. Assume that all the interior link metrics are known. We prove Corollary 3.2
by contradiction. From the proof of Theorem 3.1, we see that the transformed
measurement matrix R′ in (3.3) gives a maximum set of linearly independent e-
quations (one equation per row) regarding the exterior link metrics {Wm1ai}k1i=1 and
{Wbjm2}
k2
j=1. Suppose there exists one exterior link metric, say Wm1ai , which is iden-
tifiable. Since each row in R′ only involves two exterior link metrics, it is easy to see
that knowing the metric of any exterior link (i.e., Wm1ai according to the assumption)
will allow unique identification of all the other exterior link metrics, contradicting
the fact that R′ is rank deficient and hence not able to identify all the metrics. Note
the direct link m1m2 (if exists) is always identifiable. Therefore, none of the exterior
links (except m1m2) can be identified with two monitors.
Discussions on Paths with Cycles: At the end of Section III-B in [26], the au-
thors raise the question whether or not monitoring non-simple paths (i.e., paths that
may contain cycles) between two monitors suffices to identify all link metrics in the
network2. According to Corollary 3.2, the exterior links cannot be identified even
if all the interior link metrics are known; allowing cycles in the interior graph H
provides no additional information regarding the exterior links. Consequently, the
answer to that question in [26] is that monitoring (simple or non-simple) paths be-
tween two monitors is not sufficient to identify all link metrics.
3.2 Identifiability of Interior Links with Two Moni-
tors
Section 3.1 shows that we can never identify all link metrics using only two monitors
no matter where these two monitors are placed. Nevertheless, network administra-
2We restrict the paths from containing repeated monitors to exclude measurement of cycles, as is
already solved in [26].
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tors are more interested in using end-to-end measurements to infer the qualities of
links that are at least one-hop away. Therefore, in this section, we only focus on
the interior graph H and derive necessary and sufficient conditions on the network
topology G for identifying all links in H using two monitors (m1 and m2), under the
earlier assumption that no link metrics (including those of links incident to m1 and
m2) are known ahead of time.
Before going into details, we first point out that it is sufficient to solve the case
in which H is a connected graph. This is because if H consists of KH (KH ≥ 2)
connected components Hi (i = 1, . . . , KH), we can decompose the entire graph G
into sub-graphs Gi := Hi +m1 +m2, with G = ∪KHi=1Gi (see the definition of graph
union in Mathematical Notations). Since none of the m1 → m2 simple paths in Gi
can traverse Gj (i 6= j), the identification of links within different Gi’s is mutually
independent. Therefore, in the rest of this section, we assume H is connected with
||H|| ≥ 1. Our result can be applied to each Gi separately when H is disconnected.
We show that the exterior links can never be identified using two monitors (see
Corollary 3.2), but the interior links may be identifiable (see the example in Sec-
tion 2.2.2). To characterize the identifiability of the interior graph of a network with
two monitors, we use the following notions from graph theory.
Definition 2. Graph G of |V | vertices (|L| edges) is said to be k-vertex-connected
(k-edge-connected) if k ≤ |V | − 1 (k ≤ |L| − 1) and deleting any subset of up to
k − 1 vertices (k − 1 edges) does not disconnect G.
The benefit of using k-vertex-connected and k-edge-connected to characterize
network identifiability is that it is easily verifiable via existing algorithms (see Sec-
tion 3.4) in graph theory. Therefore, with Definition 2, we are ready to present the
following necessary and sufficient conditions for characterizing the identifiability of
the network interior graph.
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Theorem 3.3. Assume that the interior graph H (with ||H|| ≥ 1) of G under a given
placement of two monitors (m1 and m2) is connected and direct link m1m2 (incident
to m1 and m2) does not exist in L(G). The necessary and sufficient conditions for
identifying all link metrics in H are:
1© G − l is 2-edge-connected for every interior link l in H;
2© G +m1m2 is 3-vertex-connected.
The necessity proof of Theorem 3.3 can be done by contradiction, i.e., if Condi-
tions 1©– 2© in Theorem 3.3 are not satisfied, some interior links in G are guaranteed
to be unidentifiable. While for the sufficiency of Theorem 3.3, we prove it by con-
struction. In particular, we observe that when Conditions 1©– 2© in Theorem 3.3
are satisfied, there exist two special sub-graphs, each containing an identifiable link.
This observation motivates us to construct one of these two special sub-graphs for
each interior link. If all interior links can be identified by path measurements in
their associated sub-graphs, then we can prove that all interior links are identifiable.
Therefore, the key idea behind the sufficiency proof is that we first formally present
the two types of identifiable links that are involved in two special sub-graphs. Then
we prove that each interior link must fall into one of these two types of identifi-
able links when Conditions 1©– 2© in Theorem 3.3 are satisfied, thus completing the
proof. The detailed proofs of Theorem 3.3 are shown as follows.
3.2.1 Proof of Theorem 3.3: Necessary Part
Suppose all links in H are identifiable. We prove the necessity of Conditions 1©– 2©
in Theorem 3.3 by contradiction.
1) Let l1 ∈ L(H) be an arbitrary interior link. If G − l1 is disconnected, then l1
is a bridge3 in G (shown in Fig. 3.2 (a)). If G1 and G2 in Fig. 3.2 (a) each contains
3A link whose removal will disconnect the graph is a bridge [47].
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Figure 3.2: Illustration of Condition 1©, where {l1, l2} is an edge cut in (c) and (d).
a monitor, then l1 is unidentifiable by Lemma D.1 (Appendix D). If m1 and m2 are
both in G1 (or G2), then l1 cannot be included in any measurement path (otherwise,
l1 will be used more than once), and is thus unidentifiable. Both cases contradict the
assumption that all interior links are identifiable.
2) Suppose there is a bridge l2 in G − l1. If l2 is an exterior link, as shown in
Fig. 3.2 (b), then by Lemma D.1 (Appendix D), its adjacent interior links rai ∈ L(H)
are unidentifiable, contradicting the assumption that all interior links are identifiable.
Thus, l2 must be an interior link. Since by 1), an interior link cannot be a bridge in G,
{l1, l2} must be an edge cut as shown in Fig. 3.2 (c) and 3.2 (d). If both m1 and m2
are in G1 as in Fig. 3.2 (c), then all m1 → m2 paths traversing l1 must traverse l2 as
well. Thus, we can at most identify Wl1 +Wl2 , but not Wl1 and Wl2 individually. If
m1 is in G1 and m2 is in G2 as in Fig. 3.2 (d), then all m1 → m2 paths traverse either
l1 or l2, but not both. Assuming that G1 and G2 in Fig. 3.2 (d) are connected and all
link metrics in them are known, then the resulting measurement matrix R1 is similar
to (3.2), except that each row in R1 has a new entry associated with Wl1 or Wl2:
R1 =
Exterior
Links
Wl1 Wl2



R e1
R e1
.
Here blank entries correspond to zeroes, R is given by (3.2), and e1 is a (k1 × k2)-
element column vector of all ones. Let R2 and R3 denote the first and last k1 × k2
rows in R1, respectively. Then applying the same linear transformations as applied
to (3.2) to both R2 and R3, we can transform R1 into R′1 (ignoring rows of zeros):
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direct link m1m2
(r)
Figure 3.3: Possible scenarios of a cut-vertex r.
R
′
1 =
Exterior
Links
Wl1 Wl2



R
′
e2
R
′
e2
,
where R′ is given by (3.3) and e2 is a (k1 + k2 − 1)-element column vector of all
ones. In R′1, for each q = k1 + k2, . . . , 2k1 + 2k2 − 2, replace row(q) with row(q)-
row(q − k1 − k2 + 1). Ignoring duplicate rows, R′1 transforms into
R
′′
1 =
Exterior
Links
Wl1 Wl2



R
′
e2
−1 1
,
where all rows are linearly independent. Since any sub-set of k (k ≥ 1) equations in
R′′1 contains more than k unknown variables, none of these variables can be identi-
fied. When G1 and G2 are not connected, the rank of R′′1 can be even smaller. Thus,
Wl1 andWl2 are unidentifiable, contradicting the assumption that all the interior links
are identifiable.
Based on 1) and 2), we see that G − l1 must be 2-edge-connected for any l1 ∈
L(H) (i.e., Condition 1© holds).
3) Suppose that all the interior links of G are identifiable, and G +m1m2 is not
3-vertex-connected. Then the connectivity4 of G + m1m2 must be 1 or 2. Before
presenting the proof, one definition is required below.
4The greatest integer k such that G is k-vertex-connected is the connectivity of G.
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Figure 3.4: Possible scenarios of a 2-vertex cut {r, s}.
Definition 3.
a) A cut-vertex is a vertex whose removal will disconnect the graph.
b) A 2-vertex cut is a set of two vertices {v1, v2} such that removing v1 or v2 alone
does not disconnect G, but removing both disconnects G.
(3.i). Suppose that the connectivity of G + m1m2 is 1. Then it must have a
cut-vertex, denoted by r. There are three possible cases as illustrated in Fig. 3.3.
First, if r ∈ {m1,m2}, as shown in Fig. 3.3 (a), then removing r does not disconnect
G +m1m2 since H has been assumed to be connected. Thus, r must be in H. Let
G1 − r and G2 − r denote two of the connected components separated by r. If each
of G1 and G2 contains a monitor, as shown in Fig. 3.3 (b), then removing r does
not disconnect G +m1m2 because link m1m2 still connects G1 and G2; if one of the
components, say G2−r, has no monitor, as shown in Fig. 3.3 (c), then any m1 → m2
path employing links in G2 must both enter and leave G2 through r, forming a cycle
(which is forbidden). Therefore, the connectivity of G+m1m2 must be greater than 1.
(3.ii). Suppose that the connectivity of G + m1m2 is 2. Thus, there must be
a 2-vertex cut, denoted by {r, s}. There are three possibilities. First, if {r, s} =
{m1,m2} (Fig. 3.3 (a)), then removing {r, s} does not disconnect G+m1m2 because
the remaining graph H is still connected. Second, if ∃ one monitor in {r, s}, say
s = m2 as shown in Fig. 3.4 (a), then any m1 → m2 path employing links in G2 must
enter G2 through r and exit through m2. We can effectively view r and m2 as the
3.2. Identifiability of Interior Links with Two Monitors 27
new “monitors” and their adjacent links {rai}k1i=1 and {m2bj}k2j=1 as the new “exterior
links” for G2. Applying Corollary 3.2 yields that {rai}k1i=1 and {m2bj}k2j=1 are all
unidentifiable, contradicting the assumption that all the interior links are identifiable
(because {rai}k1i=1 are interior links). Finally, if both r and s are in H, as shown in
Fig. 3.4 (b), then any m1 → m2 path employing links in G2 must enter/exit G2 via r
and s. Note that there must be a component separated by {r, s} that has no monitor
(e.g., G2) because otherwise link m1m2 will keep the components connected after
removing r and s. For links in G2, r and s are effectively the new “monitors”, and
thus by Corollary 3.2 the links {rai}k1i=1 and {sbj}
k2
j=1 are unidentifiable. This also
contradicts the assumption that all the interior links are identifiable.
Thus, the connectivity of G + m1m2 must be greater than 2, i.e., G + m1m2 is
3-vertex-connected. 
3.2.2 Proof of Theorem 3.3: Sufficient Part
Given Conditions 1©– 2©, we need to show that all links in H are identifiable. We
first introduce two types of identifiable links. The argument then consists of showing
that every interior link belongs to one of these two types.
3.2.2.1 Cross-link, Shortcut, and Non-separating Cycle
We begin by introducing a few notions essential to our proof.
The first notion is a cross-link that connects nodes on two simple paths between
the monitors.
(a) cross-link (b) shortcut
m1
m2
v1
v2
y
P1 P2
P3
P4
yv1 v2
P3
P1 P2m1
m2
y y
Figure 3.5: Two types of identifiable links in H.
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Definition 4. As illustrated in Fig. 3.5 (a), link y is a cross-link if ∃ four m1 → m2
paths PA, PB , PC , and PD formed from simple paths P1, . . . ,P4 by:

PA = P1 ∪ P2
PB = P3 ∪ P4
,


PC = P1 ∪ y ∪ P4
PD = P3 ∪ y ∪ P2
, (3.4)
such that


|P1 ∩ P2| = 1
|P3 ∩ P4| = 1
,


|P2 ∩ P3| = 0
|P1 ∩ P4| = 0
. (3.5)
See Mathematical Notations for definitions of graph union/intersection and | · |;
note that paths are also graphs. The constraints in (3.5) are used to ensure that PA–
PD are simple paths, e.g., |P1 ∩ P2| = 1 (P1 and P2 have no common node other
than v1) ensures that no cycles exist in PA. However, this does not require P1–P4 to
be node disjoint, e.g., P1 and P3 can have common nodes. A cross-link y can then
be identified by
Wy =
1
2
(WPC +WPD −WPA −WPB). (3.6)
The second notion is a shortcut that connects the end-points of a simple path whose
metric is known.
Definition 5. As illustrated in Fig. 3.5 (b), link y is a shortcut if ∃ a simple path P3
whose metric has been identified such that the following m1 → m2 simple paths can
be formed:
PA = P1 ∪ y ∪ P2, PB = P1 ∪ P3 ∪ P2, (3.7)
satisfying |P1 ∩ P3| = 1, |P2 ∩ P3| = 1, and |P1 ∩ P2| = 0.
Again, the constraints are used to guarantee that PA and PB are simple paths. A
shortcut y can be identified by
Wy = WPA −WPB +WP3 . (3.8)
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Figure 3.6: Sample network with identifiable interior graph.
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Figure 3.7: Possible cases of interior link vw: (a) Case A, (b) Case B-1, (c) Case
B-2 (Case B-2 is independent of the two monitor locations).
The third notion is a special kind of cycle defined as follows.
Definition 6. A non-separating cycle in G, denoted by F , is an induced sub-graph5
such that: (i) F is a cycle (see definition in Mathematical Notations), and (ii) F
does not separate any node from monitors, i.e., each connected component in G \ F
contains at least one monitor.
For example, there are four non-separating cycles in Fig. 3.6: v1v2v3v1, v4v3v2v5v4,
m1v1v3v4m1, and v5v2m2v5. Cycle v4v3v1v2v5v4 is not a non-separating cycle as it
is not induced (due to link v2v3), neither is v4m1v1v2v5v4 as it separates v3 from
monitors.
3.2.2.2 The Proof
The key to the sufficiency proof is to show that each interior link can be categorized
as either a cross-link or a shortcut when the network satisfies Conditions 1© and 2©.
The proof proceeds in three steps.
The first step is to show that under Conditions 1© and 2©, every interior link
vw satisfies one of the three cases as shown in Fig. 3.7. Specifically, we have the
following lemma.
5An induced sub-graph G′ of G is a sub-graph such that for any pair of vertices v and w in G′, vw
is an edge in G′ if and only if vw is an edge in G.
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Lemma 3.4. If graph G satisfies Conditions 1© and 2©, then for any interior link vw,
there exists a non-separating cycle F with vw ∈ L(F), a cycle C with vw ∈ L(C),
a simple path P1 connecting one monitor with a node on F − v − w, and a simple
path P2 connecting the other monitor with a node on C − v − w such that
(a) F and C have at most one common node other than v, w (i.e., |V (F)∩ V (C)| ≤
3);
(b) P1 and P2 are disjoint, neither going through v nor w (i.e., P1 ∩ P2 = ∅, v, w /∈
V (P1) and v, w /∈ V (P2));
(c) |V (P1) ∩ V (F)| = 1, |V (P2) ∩ V (C)| = 1.
Proof. See Section E.1 in Appendix E.
Lemma 3.4 states that there must exist two cycles sharing link vw, a non-separating
cycle F and a (not necessarily non-separating) cycle C that satisfy conditions (a)–(c)
in the lemma. These conditions imply three possible cases:
• Case A (Fig. 3.7 (a)): C is also a non-separating cycle, F and C have no
common node other than v and w, and each of F and C connects to a different
monitor by a disjoint simple path;
• Case B-1 (Fig. 3.7 (b)): any path from any node in F − v − w to monitors
must have a common node with C − v − w;
• Case B-2 (Fig. 3.7 (c)): F and C must have at least one common node (denoted
by r) other than v and w.
These cases are guaranteed to be complete by Lemma 3.4. We will show later that
Case A links are cross-links and Case B (including B-1 and B-2) links are shortcuts.
The second step is to recognize that in Case A (Fig. 3.7 (a)), we can construct
four measurement paths PA–PD by (3.4), using P1–P4 marked in the figure. Thus,
a Case A link vw is a cross-link and can be identified as in (3.6). The challenge
is that it is impossible to construct measurement paths as in (3.4) for the other two
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cases (Fig. 3.7 (b) and 3.7 (c)), since the conditions in (3.5) cannot be satisfied. This
motivates us to explore the possibility of identifying Wvw in these two cases by (3.8),
i.e., to investigate whether vw in Fig. 3.7 (b) and 3.7 (c) can be characterized as a
shortcut.
The third step is to show that any link of Case B-1 or B-2 is indeed a shortcut. We
prove this by showing that for any Case B link, we can find a detour path connecting
its end-points such that all the links in this detour path are cross-links, and thus can
be identified by (3.6). To this end, we show the following lemma.
Lemma 3.5. Let m∗1,m∗2 ∈ {m1,m2} with m∗1 6= m∗2 (i.e., m∗1 = m1,m∗2 = m2 or
m∗1 = m2,m
∗
2 = m1). If G satisfies Conditions 1© and 2©, then
(a) for any non-separating cycle in G, there is at most one Case B link in this non-
separating cycle;
(b) for any Case B link vw in the interior graph of G, there exists a non-separating
cycle Fvw with vw ∈ L(Fvw) and m1,m2 /∈ V (Fvw). For this non-separating
cycle Fvw, there exist disjoint simple paths P(m∗1, v) and P(m∗2, w), each in-
tersecting with Fvw only at the end-point, i.e., V
(
P(m∗1, v) ∩ Fvw
)
= {v} and
V
(
P(m∗2, w) ∩ Fvw
)
= {w}.
Proof. See Section E.2 Appendix E.
Lemma 3.5 (b) implies that a Case B link y must reside on a non-separating cycle
F within the interior graph. Meanwhile, Lemma 3.5 (a) implies that all the other
links on cycle F are cross-links, as there is at most one Case B link on each non-
separating cycle. Furthermore, we show in Lemma 3.5 (b) that there exist disjoint
simple paths P1 and P2 connecting the end-points of link y to different monitors,
each sharing only one common node with F at the end-points of link y. Together,
these allow us to construct two measurement paths PA and PB as in (3.7), where
P3 = F − y consists of only cross-links whose metrics are known from (3.6). Thus,
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a Case B link y is a shortcut and can be identified by (3.8).
Therefore, under Conditions 1© and 2©, every interior link is identifiable. 
Discussions on Cross-links and Shortcuts: Fig. 3.6 displays a network satis-
fying Conditions 1© and 2©, where each interior link can be characterized as either
a cross-link or a shortcut. The significance of the classification of cross-links and
shortcuts is that without testing the conditions in Theorem 3.3, the identifiability of
a specific link in a given network can be easily determined by testing if it is a cross-
link or a shortcut. In particular, suppose we are only interested in the identifiability
of link l. If l can be quickly visualized to be included in sub-graphs illustrated in
Fig. 3.5 (a) or Fig. 3.5 (b), then we can deduce that link l is identifiable, and thus
there is no need to test the conditions in Theorem 3.3.
Since we are only able to identify the interior graph in a given network with
two monitors, the next question we seek to answer in the following section is if it is
possible to identify the entire network using more monitors.
3.3 Identifiability with Three or More Monitors
Although two monitors are not sufficient to identify all link metrics in G, we explore
in this section the case of identifying the entire network using three or more monitors.
3.3.1 Conversion into Two-Monitor Problem
Section 3.2 suggests that it is easier to identify links that are one-hop away from the
monitors. This observation motivates us to construct an extended graph Gex of G.
As illustrated in Fig. 3.8, given a graph G with κ monitors, its extended graph Gex is
obtained by adding two virtual monitors m+1 and m+2 , and 2κ virtual links between
each pair of virtual-actual monitors. In this way, all links of interest (actual links in
G) are at least one-hop away from virtual monitors m+1 and m+2 . This construction
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Figure 3.8: (a) G with κ (κ ≥ 3) monitors; (b) Gex with two virtual monitors: m+1
and m+2 .
immediately converts the problem of identifying G using κ monitors to a problem
of identifying the interior graph of Gex using two monitors (again we have no prior
knowledge of link metrics in G or Gex). Therefore, we can apply Theorem 3.3 to
obtain the following result.
Lemma 3.6. Employing κ (κ ≥ 3) monitors to measure simple paths, the necessary
and sufficient condition on the network topology G for identifying all link metrics
in G is that the associated extended graph Gex has an identifiable interior graph, i.e.,
Gex satisfies Conditions 1© and 2© in Theorem 3.3.
Proof. Since G is the interior graph of Gex, it suffices to show that the information
attainable by the real monitors m1, . . . ,mκ is the same as the information attainable
by the virtual monitors m+1 and m+2 , if the virtual monitors can make end-to-end
measurements along simple paths in Gex.
First, we show that any measurement between the real monitors can be obtained
from measurements between m+1 and m+2 . To this end, consider a path miPmj
(i, j ∈ {1, . . . , κ}, i 6= j) in G, as shown in Fig. 3.8 (b). Four simple paths between
m+1 and m+2 can be constructed:


PA = m
+
1 mim
+
2 ,
PB = m
+
1 mjm
+
2 ,
PC = m
+
1 miPmjm
+
2 ,
PD = m
+
1 mjPmim
+
2 .
(3.9)
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Viewing miPmj as a “cross-link”, we can compute WmiPmj from the measurements
on these four paths via (3.6) (replacing Wy by WmiPmj ).
Moreover, we show that measurements between m+1 and m+2 in Gex do not pro-
vide extra information for identifying links in G compared with measurements at-
tainable by the real monitors. This is proved by observing that for any m+1 → m+2
simple path m+1 miPmjm+2 (i, j ∈ {1, . . . , κ}, i 6= j) containing at least one link in
G, the information relevant for identifying links in G can be obtained by measuring
its mi → mj sub-path miPmj , which must also be a simple path.
3.3.2 Complete Identifiability Condition
The special structure of Gex allows us to consolidate the two Conditions 1© and 2©
into a single condition, stated as follows.
Theorem 3.7. Assume that κ (κ ≥ 3) monitors are used to measure simple paths.
The necessary and sufficient condition on the network topology G for identifying all
link metrics in G is that the associated extended graph Gex be 3-vertex-connected.
Proof. To prove Theorem 3.7, we first have two claims.
1) Claim A. Given a graph G employing κ (κ ≥ 3) monitors, the extended graph
Gex of G satisfies Conditions 1© (i.e., Gex − l is 2-edge-connected for each link l in
G) if and only if Gex is 3-edge-connected.
Claim A is proved as follows:
Necessary part.
Suppose Gex − l is 2-edge-connected for all l in G. Consider removing two links
in Gex, denoted by l1 and l2.
(a) If at least one of these links, say l1, is in L(G), then by assumption Gex− l1 is
2-edge-connected. Thus, Gex − l1 − l2 is connected.
(b) Suppose none of these links is in G, i.e., both l1 and l2 are virtual links.
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Since the virtual monitors m+1 and m+2 each connect to all actual monitors in G, and
there are at least 3 actual monitors, m+1 and m+2 are each connected to G via at least
3 virtual links. Therefore, m+1 and m+2 are still connected with G after l1 and l2 are
deleted. Since we have assumed G to be a connected graph, Gex−l1−l2 is connected.
We have shown that Gex remains connected after removing any two links. There-
fore, Gex is 3-edge-connected when Gex − l (l ∈ L(G)) is 2-edge-connected.
Sufficient part.
Suppose Gex is 3-edge-connected. Then obviously, Gex − l is 2-edge-connected
for each l ∈ L(G).
2) Claim B. Given a graph G employing κ (κ ≥ 3) monitors, the extended graph
Gex of G satisfies Conditions 2© (i.e., Gex+m+1 m+2 is 3-vertex-connected) if and only
if Gex is 3-vertex-connected.
Claim B is proved as follows:
Necessary part.
We prove the necessary part by contradiction. Suppose Gex is not 3-vertex-
connected, but Gex + m+1 m+2 is 3-vertex-connected, then the connectivity of Gex
must be 2, because removing one link will decrease connectivity by at most 1. Thus,
there must exist two nodes, denoted by v1 and v2, whose removal will disconnect
Gex. There are 3 possibilities for v1 and v2.
(a) If v1, v2 are m+1 , m+2 , then after their removal, the remaining graph (G) is still
connected.
(b) If v1 is a virtual monitor (m+1 or m+2 ) and v2 is a node in G, then Gex − v1 −
v2 being disconnected will imply Gex + m+1 m+2 − v1 − v2 also being disconnected
(as the remaining graphs of Gex and Gex + m+1 m+2 are the same), contradicting the
assumption that Gex +m+1 m+2 is 3-vertex-connected.
(c) If v1, v2 are both in G (can be real monitors), then two cases may occur
after removing v1 and v2: (a) ∃ a connected component that does not contain any
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Figure 3.9: Gex − v1 − v2 is disconnected, where v1, v2 ∈ V (G).
real monitor; (b) each connected component contains at least one real monitor, as
illustrated in Fig. 3.9. In the case of Fig. 3.9 (a), Gex+m+1 m+2 −v1−v2 is disconnected
as well, contradicting the 3-vertex-connectivity of Gex + m+1 m+2 . In the case of
Fig. 3.9 (b), different components in Gex − v1 − v2 can still connect via virtual
links and virtual monitors, thus contradicting the assumption that Gex − v1 − v2 is
disconnected.
Hence, when Gex+m+1 m+2 is 3-vertex-connected, the connectivity of Gex cannot
be less than 3, i.e., Gex is also 3-vertex-connected.
Sufficient part.
If Gex is 3-vertex-connected, then after adding one link m+1 m+2 , Gex +m+1 m+2 is
also 3-vertex-connected.
3) From the structure of Gex (see Fig. 3.8), Claims A and B suggest that Gex
satisfies Conditions 1© and 2© in Theorem 3.3 if and only if Gex is both 3-edge-
connected and 3-vertex-connected. According to Proposition 1.4.2 in [47], a 3-
vertex-connected graph is also 3-edge-connected. Thus, the necessary and sufficient
conditions in Lemma 3.6 can be simplified to a single condition that Gex be 3-vertex-
connected.
3.4. Testing and Ensuring Identifiability 37
3.4 Testing and Ensuring Identifiability
The conditions we have derived have broader impact than mere theoretical interest.
A major benefit of characterizing network identifiability in terms of network topol-
ogy is that we can leverage existing graph-processing algorithms to efficiently test
for the identifiability of a given network. In this section, we present efficient algo-
rithms that can test for the identifiability of a given network with a given monitor
placement.
3.4.1 Efficient Test for Interior Graph Identifiability
Given a network topology G with two monitors, we know from Theorem 3.1 that it
is impossible to identify the entire G. Nevertheless, we can test whether the interior
graph is identifiable using Conditions 1© and 2© in Theorem 3.3, which transform
into multiple tests of edge/vertex connectivity. The problem of determining whether
a given graph is k-edge/vertex-connected has been well studied. Specifically, fast
algorithms have been proposed to test if a graph is: (i) 2-edge-connected [50], or
(ii) 3-vertex-connected [51], both in time O(|V | + |L|) (|V |: number of nodes; |L|:
number of links). In [50], a spanning tree is used for testing the existence of bridges
in the network; if no bridges exist, then the network is 2-edge-connected. While for
testing a network G be 3-vertex-connected, [51] first decomposes G into triconnected
components (see Definition 8); then the network is 3-vertex-connected if and only if
the number of triconnected components is only one. Using these algorithms, we can
test for the identifiability of the interior graph of G as follows:
(1) For each interior link l, apply the 2-edge-connectivity test in [50] to G − l. G is
unidentifiable if the test fails;
(2) Apply the 3-vertex-connectivity test in [51] to G +m1m2. G is unidentifiable if
the test fails.
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The interior graph of G is identifiable if all the tests succeed. The overall complexity
is O(|L|(|V |+ |L|)).
3.4.2 Efficient Test for Complete Identifiability
Similarly, for network G with three or more monitors, we can test for the identifia-
bility of the entire G using the condition in Theorem 3.7:
(1) Construct the extended graph Gex as in Fig. 3.8;
(2) Apply the 3-vertex-connectivity test in [51] to Gex. G is identifiable if the test
succeeds, and unidentifiable otherwise.
The complexity of this algorithm is O(|V (Gex)| + |L(Gex)|), which is the same as6
O(|V (G)|+ |L(G)|).
In this section, necessary and sufficient topological conditions are established to
characterize the identifiability of the interior and the entire graph under the assump-
tion that the network graph is undirected and all measurement paths are arbitrarily
controllable without containing cycles. Besides the theoretical value, these condi-
tions are also efficiently verifiable using existing algorithms in graph theory. More-
over, in networks with two monitors being employed, the concepts of cross-link and
shortcut used for the theorem proof can also assist in fast determining the identifi-
ability of the given set of links without verifying the satisfaction of Conditions 1©
and 2© in Theorem 3.3. We note that in cases where more routing constraints are
imposed to the network (e.g., controllable routing is not fully supported), the condi-
tions developed in this chapter are only necessary but not sufficient. Nevertheless, as
necessary conditions for networks under constrained routing mechanisms, they are
still capable of revealing some insights regarding network internal states. Specifical-
ly, when these necessary conditions are not satisfied, we can assert that the network
6This is because |V (Gex)| + |L(Gex)| = |V (G)| + 2 + |L(G)| + 2κ ≤ |V (G)| + 2 + |L(G)| +
2|V (G)| = 3|V (G)|+ |L(G)|+ 2.
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(or the interior graph) is not completely identifiable.
CHAPTER 4
Path Construction and Link
Identification for Completely
Identifiable Networks
After verifying that the network is identifiable, i.e., there exist n (n is the number of
links in a network) linearly independent simple paths between monitors, the natural
followup questions are: how can we efficiently find n such paths, and how can we
efficiently compute link metrics from measurements on these paths? In this chapter,
we first provide the key idea behind our solutions and then formally present the
algorithms and analyze their complexities.
4.1 Algorithm Overview
The idea of efficient path construction and link identification originates from the
identifiability condition in Theorem 3.7. Since the condition is necessary, any iden-
tifiable network G must have a 3-vertex-connected extended graph Gex. We further
... ...
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Figure 4.1: The r-extended graph G∗ex of G.
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Figure 4.2: Three internally vertex disjoint paths between v and r imply three
monitor-to-monitor simple paths: S1 ∪ S2, S1 ∪ S3, and S2 ∪ S3.
extend Gex by adding another virtual node r and connecting it to the virtual monitors
m+1 , m
+
2 and any one of the real monitors mi (for any i ∈ {1, . . . , κ}) with three vir-
tual links, as illustrated in Fig. 4.1; we refer to the new graph as the r-extended graph,
denoted by G∗ex. It can be shown that G∗ex is also 3-vertex-connected. Menger’s theo-
rem [47] shows that there exist at least k internally vertex disjoint simple paths (i.e.,
the paths are disjoint except at end-points) between any two nodes in a k-vertex-
connected graph. Therefore, it implies that there exist 3 internally vertex disjoint
simple paths between any two nodes in G∗ex. In particular, as illustrated in Fig. 4.2,
each non-monitor node v has (at least) 3 internally vertex disjoint simple paths to the
virtual node r. Since any path to r must go through at least one (real) monitor, we
can truncate each path at the first monitor on the way to r (i.e., removing the sub-path
from this monitor to r), which provides three v-to-monitor paths S1, S2, and S3 that
are disjoint except at v. This allows us to construct three monitor-to-monitor paths
P1 := S1∪S2, P2 := S1∪S3, and P3 := S2∪S3, each being a simple path valid for
taking measurements. Based on measurements WPi (i = 1, 2, 3) from the construct-
ed paths, we can obtain the individual metrics of Si by solving the following linear
equations:


WS1 +WS2 = WP1 ,
WS1 +WS3 = WP2 ,
WS2 +WS3 = WP3 ,
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where WSi (i = 1, 2, 3) is the path metric on Si. Repeating this procedure for every
node in G yields the metrics from each node to three monitors. Furthermore, we will
show a way to construct these paths such that they are nested, i.e., if a path from v
to monitor m2 goes through a neighbor u, as illustrated in Fig. 4.2, then u must use
the same path to connect to m2. Therefore, we can calculate the metric of link uv by
subtracting the u → m2 path metric from the v → m2 path metric. We now present
the algorithms in detail.
4.2 Spanning Tree-based Path Construction
Given an arbitrary network G, we propose an algorithm, Spanning Tree-based Path
Construction (STPC), to construct linearly independent monitor-to-monitor paths, so
that links can be uniquely identified from measurements on these paths. We assume
that G is identifiable, which can be verified by Theorem 3.7. In essence, STPC ex-
ploits a property of identifiable networks in terms of spanning trees. To this end, we
introduce the following definition.
Definition 7. Two spanning trees of an undirected graph G(V, L) are independent
with respect to (w.r.t.) a vertex r ∈ V if the paths from v to r along these trees are
internally vertex disjoint for every vertex v ∈ V (v 6= r).
For a 3-vertex-connected graph and any given vertex w, Theorem 6 in [52] s-
tates that there exist three spanning trees that are pairwise independent w.r.t. w. In
particular, since the r-extended graph G∗ex is guaranteed to be 3-vertex-connected for
any identifiable network, we will always be able to find three spanning trees in G∗ex
that are pairwise independent w.r.t. r. These spanning trees provide three internally
vertex disjoint paths from each non-monitor node v to r. As previously illustrated in
Fig. 4.2, STPC constructs measurement paths by truncating these node-to-r paths at
monitors (to get S1, S2, and S3 illustrated in Fig. 4.2) and then concatenating each
4.2. Spanning Tree-based Path Construction 43
Algorithm 4.1: Spanning Tree-based Path Construction (STPC)
input : Network G with κ monitors such that every link in G is identifiable
output: Measurement paths in the form of (rows in) a measurement matrix R
1 R = ∅;
2 Construct G∗ex from G; //see Fig. 4.1
3 Find three spanning trees T1, T2 and T3 of G∗ex that are pairwise independent w.r.t. r
by the algorithm in [52];
4 foreach node v in G do
5 if v is a monitor then
6 Pv1 ← Sv1; Pv2 ← Sv2; Pv3 ← Sv3;
7 else
8 Pv1 ← Sv1 ∪ Sv2; Pv2 ← Sv2 ∪ Sv3; Pv3 ← Sv3 ∪ Sv1;
9 end
10 Append all non-degenerate Pvi (i = 1, 2, 3) to R;
11 end
12 foreach link l not in T1 ∪ T2 ∪ T3 do
13 Find a simple monitor-to-monitor path Pl traversing l in graph T1 ∪ T2 ∪ T3 + l
(see Algorithm 4.2);
14 Append Pl to R;
15 end
pair of truncated paths to form simple monitor-to-monitor paths (i.e., paths S1 ∪ S2,
S2 ∪ S3, and S1 ∪ S3 in Fig. 4.2) in the original graph G. See Algorithm 4.1 for
details.
Specifically, STPC has two main steps: (i) constructing measurement paths based
on independent spanning trees, and (ii) constructing additional paths to measure links
not in any of the trees. The first step begins with the application of the algorithm in
[52] to find three spanning trees (see the algorithm in Appendix B) Ti (i = 1, 2, 3)
of G∗ex that are independent w.r.t. r (line 3). Based on these spanning trees, STPC
constructs paths to measure links in the trees (lines 4-11). Let Svi (i = 1, 2, 3)
denote a simple path from node v to the first monitor m (m 6= v) toward r in Ti. If
no such m exists, then Svi represents a degenerate path containing just a single node
v. STPC iterates among all nodes in G: if v is a monitor, then Svi (i = 1, 2, 3) are
already monitor-to-monitor simple paths (line 6); if v is not a monitor, then pairs of
Svi’s again form monitor-to-monitor simple paths, as Sv1, Sv2, and Sv3 are disjoint
except at v (line 8). Therefore, all the constructed paths Pvi (i = 1, 2, 3) that are
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Figure 4.3: Constructing measurement path traversing a non-tree link vw.
non-degenerate (i.e., containing at least one link) are valid measurement paths, and
are thus added to the measurement matrix (line 10).
The second step constructs paths for links not in any of the three trees (lines 12-
15). For a non-tree link l, i.e., l not in any Ti (i = 1, 2, 3), STPC invokes an auxiliary
algorithm, Algorithm 4.2, to construct a measurement path Pl through l such that
all the other links on this path belong to the trees. Algorithm 4.2 utilizes a simple
observation as follows. As illustrated in Fig. 4.3, among the three internally vertex
disjoint paths from v to r along the three spanning trees, there exist at least two
paths, say ve2r and ve3r, that do not traverse w; similarly, there exists at least one
path from w to r, say we1r, that does not traverse v (line 1). Starting from w, we
follow we1r until the first intersection u with either ve2r or ve3r (line 2). If u = r
as in Fig. 4.3 (a), then we1r and ve2r (or ve3r) are disjoint except at r. Truncating
these paths at the first monitors toward r provides two disjoint paths, Swe1r and
Sve2r, that connect w and v to monitors. Connecting these paths by link vw gives a
simple path between monitors that traverses only vw and links in the trees (line 4).
If u 6= r, we assume without loss of generality that u is an internal node on ve2r as
illustrated in Fig. 4.3 (b), which divides path we1r into sub-paths we11u and ue12r,
and ve2r into ve21u and ue22r. The new path formed by we11ue22r is disjoint with
ve3r except at r. Truncating paths we11ue22r and ve3r again provides two disjoint
paths Swe11ue22r and Sve3r connecting w and v to monitors, which together with link
vw form a simple monitor-to-monitor path traversing only vw and links in the trees
(line 6). The validity of the algorithm is guaranteed by the following lemma.
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Algorithm 4.2: Path Construction for Non-Tree Links
input : Trees T1, T2, T3 constructed in Algorithm 4.1 and a link l = vw not in the
trees
output: A simple monitor-to-monitor path Pl traversing l and links in the trees
1 From the trees, find two paths ve2r and ve3r from v to r that do not traverse w, and a
path we1r from w to r that does not traverse v;
2 On path we1r starting from w, find the first intersection node u with either ve2r or
ve3r;
3 if u = r then
4 Pl ← Sve2r ∪ l ∪ Swe1r;
5 else
6 Pl ← Sve3r ∪ l ∪ Swe11ue22r;
7 end
Lemma 4.1. Path Pl constructed by Algorithm 4.2 is a simple monitor-to-monitor
path traversing only l and links in the trees.
Proof. It is easy to see that Pl contains only one non-tree link, link l. To verify it
as a simple path, it suffices to show that the following paths are disjoint except at
r: ve2r and we1r if u = r, or ve3r and we11ue22r if u 6= r. The former is trivially
satisfied. For the latter, note that sub-path we11u is disjoint with ve3r as u is the
first intersection (and ve3r cannot contain u since it is internally vertex disjoint with
ve2r). Moreover, sub-path ue22r is disjoint with ve3r except at r as ve2r and ve3r
are internally vertex disjoint. Thus, paths we11ue22r and ve3r are disjoint except at
r, completing the proof.
The correctness of STPC, i.e., the constructed measurement matrix R has rank
n, will be clear in Section 4.3 when we present an algorithm to explicitly compute
all link metrics from measurements on these paths. In general, further processing is
needed to find n linearly independent rows in R that specify the final set of measure-
ment paths, since R may contain superfluous paths. However, we have a stronger
result showing that the final processing is as simple as eliminating duplicate paths
because all distinct paths (paths that differ in at least one node) found by STPC are
linearly independent.
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Theorem 4.2. The number of distinct paths constructed by STPC equals n, the num-
ber of links in G.
Proof. See Section E.3 in Appendix E.
Since only distinct paths can be linearly independent, and the number of linearly
independent paths constructed by STPC equals n (as these paths can uniquely iden-
tify the n links; see Section 4.3), Theorem 4.2 implies that all distinct paths found
by STPC are linearly independent. Removing duplicate rows in the constructed R
thus generates an n× n invertible measurement matrix.
4.3 Spanning Tree-based Link Identification
Given the paths constructed by STPC, we are now ready to take measurements and
compute link metrics. A straightforward approach is to invert the measurement ma-
trix to solve for the link metrics by w = R−1c (assuming R is invertible)1, with a
complexity of O(n3), which we seek to avoid. Moreover, computing the matrix in-
version may incur rounding errors [53]. We will show that the R generated by STPC
has a special structure that allows us to directly compute link metrics at a much lower
complexity. The algorithm, Spanning Tree-based Link Identification (STLI), consists
of three main steps as shown in Algorithm 4.3: (i) computing node-to-monitor path
metrics (lines 1-3), (ii) identifying links in the spanning trees (lines 4-12), and (iii)
identifying the other links (lines 13-15). In the sequel, we use WP to denote both
measured path metric if P is a monitor-to-monitor path, and calculated path metric
if P is a node-to-monitor path (although the input vector c only contains measured
path metrics).
The first step of STLI aims at computing the node-to-monitor metric WSvi for
every node v ∈ V and every i ∈ {1, 2, 3} (lines 1-3). From the path construction in
1Existing algorithms, e.g., Gaussian elimination [12], can directly solve for w without computing
R
−1; their complexity, however, remain O(n3).
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Algorithm 4.3: Spanning Tree-based Link Identification (STLI)
input : Measurement paths and spanning trees Ti (i = 1, 2, 3) constructed by
Algorithm 4.1, measurements c on the paths
output: Vector w of link metrics in G
1 foreach node v in G do
2 Compute WSvi from measurements WPvi (i = 1, 2, 3) by (4.1);
3 end
4 foreach tree Ti (i = 1, 2, 3) do
5 foreach link vw in tree Ti (v is closer to r) do
6 if v is a monitor then
7 Wvw = WSwi ;
8 else
9 Wvw = WSwi −WSvi ;
10 end
11 end
12 end
13 foreach link l not in T1 ∪ T2 ∪ T3 do
14 Compute Wl by subtracting metrics of the other links on Pl from WPl ;
15 end
steps 6 and 8 of STPC, we see that WSvi is directly measured if v is a monitor. If v
is not a monitor, we can construct three linear equations based on measurements on
Pvi (i = 1, 2, 3): 

WSv1 +WSv2 = WPv1 ,
WSv2 +WSv3 = WPv2 ,
WSv3 +WSv1 = WPv3 ,
(4.1)
from which we can compute WSvi (i = 1, 2, 3).
The second step aims at solving for metrics of all links in the trees (lines 4-12).
Consider a link vw in tree Ti (i ∈ {1, 2, 3}), where v is one hop closer to r. If v
is a monitor, then the node-to-monitor path Swi will only contain link vw, and thus
its metric is also the metric of vw (line 7). If v is not a monitor, then the node-to-
monitor path Svi must be a sub-path of Swi, shorter by just link vw, and thus the
difference in their metrics equals the metric of vw (line 9).
The final step addresses links not in the trees (lines 13-15). Since the measure-
ment path Pl for each non-tree link l only contains l and links in the trees (Lem-
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ma 4.1), we just need to subtract from WPl the metrics of these tree links as identified
in the second step to compute the metric of l (line 14).
Besides computing link metrics, STLI also serves as a constructive proof that the
paths constructed by STPC can uniquely identify all links, i.e., the generated R has
rank n.
4.4 Complexity Analysis
We now analyze the complexity of the proposed algorithms. STPC has an overall
complexity of O(|V |·|L|). Specifically, the complexity of spanning tree construction
in line 3 isO(|V |·|L(G∗ex)|) [52], which isO(|V |·|L|) since |L(G∗ex)| = O(|L(G)|) =
O(|L|). For lines 4-11, paths Pvi (i = 1, 2, 3) can be constructed in O(|V |) time
for each node v; thus, lines 4-11 take O(|V |2) time. Finally, lines 12-15 invoke
Algorithm 4.2 O(|L|) times, and each invocation takes time O(|V |). Combining the
above yields an overall complexity of O(|V | · |L|). We point out that it is possible to
save some computation by removing redundant links in G∗ex using an O(|V | + |L|)-
time algorithm2 in Section 4 of [52], which reduces the number of links to O(|V |)
while maintaining the 3-vertex-connectivity. This step reduces the complexity of
spanning tree construction to O(|V |2), but the overall complexity remains the same.
Given measurements on the constructed paths, STLI can compute link metrics
in O(|V | + |L|) time. Specifically, computing WSvi (lines 1-3) takes O(|V |) time.
Then computing the metric of each link in the spanning trees (lines 6-10) takes on-
ly constant time, and there are O(|V |) links in the trees, making the complexity of
lines 4-12 O(|V |). Finally, computing the metrics of non-tree links (lines 13-15)
takes O(|L|) time as explained below. Thus, the overall complexity is O(|V |+ |L|).
At first sight, it may seem that line 14 takes O(|V |) time as there are O(|V |) link
2This algorithm does a depth-first search and delete non-tree links as many as possible in linear
time.
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Figure 4.5: Spanning trees of G∗ex in Fig. 4.4 (b), independent w.r.t. r (node 1). Here
arrows are only used to illustrate paths to r; the original links are undirected.
metrics to subtract, making the overall complexity of STLIO(|V |·|L|). However, we
observe that this step can be implemented in constant time using the knowledge of
WSvi as follows. Consider the two cases in constructing Pl as illustrated in Fig. 4.3.
Suppose that path we1r belongs to tree Ti1 , ve2r to Ti2 , and ve3r to Ti3 (i1, i2, i3 ∈
{1, 2, 3}, i2 6= i3). In case Fig. 4.3 (a), the measurement path Pl is a concatenation
of link l, path Svi2 , and path Swi1 , and thus the metric of link l can be computed by
Wl = WPl − WSvi2 − WSwi1 . In case Fig. 4.3 (b), if the first monitor along path
we11ue22r appears before or at u (e.g., ma), then Pl consists of l, Svi3 , and Swi1 , and
thus Wl = WPl −WSvi3 −WSwi1 ; if the first monitor appears after u (e.g., mb), then
Pl consists of l, Svi3 , we11u, and Sui2 , and thus Wl = WPl − WSvi3 − (WSwi1 −
WSui1 ) −WSui2 (since the metric of we11u equals WSwi1 −WSui1 ). In all the cases,
Wl can be computed in constant time.
The above complexity results are well aligned with needs in practice. Path con-
struction only needs to be performed once for a given topology, and thus can tolerate
a higher complexity. In contrast, link identification needs to be performed more fre-
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quently to keep monitoring the health of links. In this regard, STLI in conjunction
with STPC enables fast identification of link metrics that can scale to large networks.
4.5 An Example
Table 4.1: Paths for Identifying Tree Links
Node Measurement Paths Path Metrics
3 (m4) Pv1 = 3 4 5 6 7 := P (1) WSv1 = W3 4 5 6 7
Pv2 = 3 (omitted) WSv2 = 0
Pv3 = 3 9 := P (2) WSv3 = W3 9
4 Pv1 = 7 6 5 4 3 := P (3) WSv1 = W4 5 6 7
Pv2 = 3 4 9 := P (4) WSv2 = W4 3
Pv3 = 9 4 5 6 7 := P (5) WSv3 = W4 9
5 Pv1 = 7 6 5 4 3 := P (6) WSv1 = W5 6 7
Pv2 = 3 4 5 9 := P (7) WSv2 = W5 4 3
Pv3 = 9 5 6 7 := P (8) WSv3 = W5 9
6 Pv1 = 7 6 5 4 3 := P (9) WSv1 = W6 7
Pv2 = 10 8 6 5 4 3 := P (10) WSv2 = W6 5 4 3
Pv3 = 10 8 6 7 P (11) WSv3 = W6 8 10
7 (m2) Pv1 = 7 (omitted) WSv1 = 0
Pv2 = 7 6 5 4 3 := P (12) WSv2 = W7 6 5 4 3
Pv3 = 7 8 10 := P (13) WSv3 = W7 8 10
8 Pv1 = 7 8 6 5 4 3 := P (14) WSv1 = W8 7
Pv2 = 3 4 5 6 8 10 := P (15) WSv2 = W8 6 5 4 3
Pv3 = 10 8 7 := P (16) WSv3 = W8 10
9 (m3) Pv1 = 9 4 5 6 7 := P (17) WSv1 = W9 4 5 6 7
Pv2 = 9 3 := P (18) WSv2 = W9 3
Pv3 = 9 (omitted) WSv3 = 0
10 (m1) Pv1 = 10 8 7 := P (19) WSv1 = W10 8 7
Pv2 = 10 (omitted) WSv2 = 0
Pv3 = 10 (omitted) WSv3 = 0
We illustrate the proposed algorithms with an example shown in Fig. 4.4 (a). It
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can be verified that this network is identifiable under the given placement of four
monitors mj (j = 1, . . . , 4), i.e., it satisfies the condition in Theorem 3.7. STPC first
constructs an extended graph G∗ex as in Fig. 4.4 (b), where we label each node numeri-
cally for ease of presentation. It then uses the algorithm in [52] to find three spanning
trees of G∗ex, as shown in Fig. 4.5, that are pairwise independent w.r.t. r. Based on
these trees, STPC constructs three paths Pvi (i = 1, 2, 3) for each non-virtual node
v (lines 4-11), of which all non-degenerate ones are considered measurement paths;
see Table 4.1 for the results, where each path is denoted by a node sequence. After
this step, the measurement matrix R consists of 19 monitor-to-monitor simple paths
P (1)–P (19), among which 9 are duplicates. Removing the duplicate paths yields 10
distinct measurement paths:
3 4 5 6 7 (P(1) = P(3) = P(6) = P(9) = P(12))
3 9 (P(2) = P(18))
3 4 9 (P(4))
9 4 5 6 7 (P(5) = P(17))
3 4 5 9 (P(7))
9 5 6 7 (P(8))
10 8 6 5 4 3 (P(10) = P(15))
10 8 6 7 (P(11))
7 8 10 (P(13) = P(16) = P(19))
7 8 6 5 4 3 (P(14)).
(4.2)
Since there are three links (10 7, 7 5, and 5 3) not in any of the trees, STPC con-
structs one additional measurement path for each of these links using Algorithm 4.2
(lines 12-15), as shown in Table 4.2. Over all, STPC constructs 13 distinct measure-
ment paths for the 13-link network in Fig. 4.4 (a).
After obtaining measurements on these paths, STLI first computes the node-
to-monitor metrics for each node and each tree (lines 1-3), with results shown in
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Table 4.2: Paths for Identifying Non-tree Links
Non-tree Link Measurement Path
10 7 Pl = 10 7
7 5 Pl = 7 5 9
5 3 Pl = 7 6 5 3
Table 4.1, where Wj1j2...jk denotes the sum metric of a path that goes through nodes
j1, j2, ..., jk. Based on these results, 7 out of the 10 links in the trees are already
identified (line 7); the other 3 links are identified as follows (line 9):
T1 : W5 4 = W4 5 6 7 −W5 6 7,
W6 5 = W5 6 7 −W6 7,
T3 : W8 6 = W6 8 10 −W8 10.
(4.3)
Finally, the three links not on spanning trees are identified using known link metrics
and the sum metrics of their corresponding measurement paths in Table 4.2.
4.6 Performance Evaluation
To evaluate the performance of STPC and STLI, we conduct a set of simulations on
both randomly-generated and real network topologies. Given a network topology,
the Minimum Monitor Placement (MMP) algorithm proposed in Section 6.1 (see
Chapter 6 for details) is first applied to select a sub-set of nodes as monitors so that
the network is guaranteed to be identifiable. We then apply the proposed algorithms,
STPC and STLI, to construct measurement paths between the placed monitors and
compute link metrics from measurements on these paths. The focus of our evalu-
ations is on the efficiency, measured by the average running time, of the proposed
algorithms in comparison to benchmarks. For path construction, we also evaluate
the cost of measuring the constructed paths, in terms of average path length (i.e.,
number of hops).
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As a benchmark for STPC, we use the following algorithm3, referred to as Ran-
dom Walk-based Path Construction (RWPC). Given an identifiable network G, RW-
PC repeats the following steps until the rank of the constructed measurement matrix
R equals n (starting from R = ∅):
(i) starting from a randomly selected monitor, follow a random walker until it hits
another monitor;
(ii) remove cycles from the path taken by the random walker to generate a simple
monitor-to-monitor path;
(iii) if the generated path is linearly independent w.r.t. existing paths in R, append
it to R; otherwise, discard the path.
RWPC is essentially a randomized algorithm that examines one path at each iteration
until n linearly independent paths are found. In practice, RWPC may iterate indefi-
nitely for large networks. To control its running time, we impose a maximum number
of iterations IMAX, and force RWPC to terminate after IMAX iterations. Consequently,
we also measure its success rate rsucc, defined as the fraction of Monte Carlo runs
during which RWPC successfully finds n linearly independent paths within IMAX it-
erations (the success rate of STPC is always one). Limiting the number of iterations
leads to underestimating the actual running time of RWPC in constructing n linearly
independent paths, but it allows us to apply the algorithm to large networks.
As a benchmark for STLI, we use the general linear algebraic solution [7] that
inverts the measurement matrix: w = R−1c, referred to as Matrix Inversion-based
Link Identification (MILI). Here R is an invertible matrix computed by RWPC if it
is successful, or STPC otherwise.
Our simulation results include the following metrics:
(a) rsucc: success rate of RWPC;
3Existing path-construction solutions cannot be used as benchmarks since they are not comparable
to STPC for these two reasons: (i) most solutions assume given routing rather than controlled routing
as assumed in this thesis, (ii) even under controlled routing assumption, existing path construction
algorithms may contain cycles, which is prohibited in this thesis.
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(b) Υ: rank(R)/n for RWPC when it is unsuccessful;
(c) tSTPC, tRWPC: average running times of STPC and RWPC;
(d) tSTLI, tMILI: average running times of STLI and MILI;
(e) hSTPC, hRWPC: average lengths of the n paths constructed by STPC and RWPC
(when successful).
The simulation is implemented4 in Matlab R2010a and performed on a computer
with Intel Core i5-2540M CPU @ 2.60GHz, 4.00 GB memory, and 64-bit Win7 OS.
4.6.1 Random Topologies
We first evaluate the proposed algorithms on synthetic topologies generated accord-
ing to three different random graph models: Erdös-Rényi (ER) graphs, Random ge-
ometric (RG) graphs, and Barabási-Albert (BA) graphs. For each model, we fix the
number of nodes to 150, and randomly generate 100 graph realizations5, which are
then fed to the path construction algorithms. For each generated link, we randomly
generate a link metric between 0 and 1, which is then used to compute path metrics.
Here IMAX is set to 3× n. We now explain the models and the corresponding results
separately.
4.6.1.1 Erdös-Rényi (ER) graph
The ER graph is a simple random graph generated by independently connecting
each pair of nodes by a link with a fixed probability p. The result is a purely random
topology where all graphs with an equal number of links are equally likely to be
selected. It is known [55] that p0 = log |V |/|V | is a sharp threshold for the graph to
be connected with high probability, which implies a minimum value of p (p = 0.0334
for |V | = 150).
4In this thesis, Matlab codes for basic graph operations are provided by [54].
5All these realizations are checked before use to ensure they are connected.
4.6. Performance Evaluation 55
4.6.1.2 Random geometric (RG) graph
The RG graph is frequently used to model the topology of wireless ad hoc networks.
It generates a random graph by first randomly distributing nodes in a unit square,
and then connecting each pair of nodes by a link if their distance is no larger than a
threshold dc, which denotes node communication range. The resulting topology con-
tains well-connected sub-graphs in densely populated areas and poorly-connected
sub-graphs in sparsely populated areas. It is known that dc ≥
√
log |V |/(π|V |) en-
sures a connected graph with high probability [56], which gives a minimum range of
dc = 0.1031 for |V | = 150.
4.6.1.3 Barabási-Albert (BA) graphs
The BA model [57] provides a random power-law graph generated by the follow-
ing preferential attachment mechanism. We begin with a small connected graph
G0 := ({v1, v2, v3, v4}, {v1v2, v1v3, v1v4}) and add nodes sequentially. For each new
node v, we connect v to nmin existing nodes, where nmin specifies (a lower bound
on) the minimum node degree, such that the probability of connecting to node w is
proportional to the degree of w. If the number of existing nodes is smaller than nmin,
then v connects to all existing nodes. The BA graph has been used to model many
naturally occurring networks, e.g., Internet, citation networks, and social networks.
Simulation results are presented in Table 4.3, where each row corresponds to a
random graph model, with results averaged over 100 graph realizations (recall that
we have 100 graph realizations for each graph model). Since the number of links n
vary across realizations, we present the average values denoted by n. We have tuned
parameters of each model to make the number of generated links roughly the same.
In Table 4.3, most graphs are 3-vertex-connected, thus requiring only 3 monitors to
achieve identifiability (see Theorem 3.7). From the results, we see that RWPC finds
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all linearly independent paths successfully for ER and BA graphs, but fails most
of the time for RG graphs. This is because node degrees vary significantly in RG
graphs, and once the random walker hits a low-degree node, it has only a few paths to
reach monitors, resulting in a high probability of generating duplicate paths. In fact,
RWPC can quickly find a majority (> 90%) of the linearly independent paths for RG
graphs, but its efficiency drops sharply as the path set grows since most of the newly
generated paths are linearly dependent with existing ones. In contrast, STPC only
generates paths that are guaranteed to be useful in identifying additional links, thus
significantly improving the efficiency. The improvement allows STPC to achieve a
significantly smaller running time than RWPC, especially for RG graphs where we
see a 45-fold speedup. Note that this is only an underestimate as RWPC often fails
to find all the linearly independent paths for RG graphs, and the actual speedup is
even bigger. Our link identification algorithm STLI also shows superior efficiency,
reducing the running time of MILI by an order of magnitude. A further observation
is that tSTPC, tSTLI, and tMILI are roughly the same for different types of graphs, as their
complexity are only determined by the size of the network (measured by n), whereas
the running time tRWPC is sensitive to the network connectivity. Meanwhile, we notice
that STPC tends to generate paths that are longer than those generated by RWPC,
especially for BA graphs. This is because STPC restricts paths to the spanning trees,
selecting a longer path along spanning trees even if alternative shorter paths exist,
while the random walker in RWPC is likely to take shorter paths to monitors. This
is an intentional design in STPC to ensure linear independence of the constructed
paths; it remains open as to whether the problem of minimizing path length while
guaranteeing linear independence is NP-hard, which is left for future work.
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4.6.2 ISP Topologies
We also test these algorithms on real network topologies. We use the Internet Service
Provider (ISP) topologies from the Rocketfuel project [45], which represent physical
connections between backbone/gateway routers of several major ISPs around the
globe. The available data do not include link performance metrics; thus, we simulate
link metrics by randomly generated numbers between 0 and 1. We point out that the
performance of the algorithms is independent of the values of link metrics. Since
RWPC is a randomized algorithm, we repeat it for multiple Monte Carlo runs for
each ISP topology and report average performance; the number of Monte Carlo runs
is 100 unless otherwise stated. In this simulation, we set IMAX = 8 × n since we
observe that IMAX = 3× n results in zero success rate for RWPC.
Simulation results are presented in Table 4.4, where we sort the networks accord-
ing to their number of links (i.e., n). STPC again significantly outperforms RWPC
with a speedup ranging from 6 fold (Abovenet, Tiscali) to 879 fold (Verio). In fact,
RWPC becomes so slow for the largest three networks (AT&T, Sprintlink and Verio)
that it is unable to complete a successful Monte Carlo run (rsucc = 0%) even after
40 hours. To find out the time RWPC takes to find n linearly independent paths, we
remove the limitation on the number of iterations (IMAX = ∞) and let it run until
success. RWPC takes up to 7 days (Verio) to complete a single Monte Carlo run6,
which is in sharp contrast with STPC that finds n linearly independent paths in 10
minutes. For link identification, STLI also outperforms MILI with a speedup ranging
from 2 fold (Abovenet) to 115 fold (Verio). Over all, we observe that the running-
time advantages of STPC and STLI both increase with the size of the network, while
the success rate and the efficiency of RWPC decay. As in the synthetic simulations,
we again observe a relatively larger path length for STPC. However, the increase in
path length is only moderate compared with the decrease in running time, and this is
6For this reason, we only conduct one Monte Carlo run for each of these three networks.
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likely the cost needed to ensure linear independence of the paths.
CHAPTER 5
Link Identification in Partially
Identifiable Networks
If a network G with given monitor placement does not satisfy the complete identi-
fiability condition in Theorem 3.7 (see Chapter 3), then it is impossible to identify
all link metrics in G. Nevertheless, sub-graphs of G may satisfy the conditions in
Theorem 3.3 (see Chapter 3) or 3.7, and thus contain identifiable links. Since any
forms of insights w.r.t. network internal states may assist network operators for fast
localizing potential misbehavior, it is important to determine the set of identifiable
links even if the network is not completely identifiable. This motivates the need for a
finer-grained characterization of network identifiability in terms of the identifiability
of individual links, i.e., partial network identifiability. However, there is no efficient
method to determine which links are identifiable. For instance, although one can find
out identifiable links by explicitly writing down the measurement matrix R based on
all possible measurement paths and then finding the null space of R (links whose
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Figure 5.1: Three cases in identifying links of a 3-vertex-connected sub-graph D.
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corresponding entries are always zero in the basis of the null space are identifiable
[9]), such an approach will incur exponential complexity due to the exponentially
many measurement paths. In this chapter, we propose an alternative algorithm that
leverages the fundamental identifiability conditions in Chapter 3 to efficiently find
all the identifiable links in G (for a given monitor placement) in linear time.
5.1 Algorithm Overview
Our algorithm is based on two basic observations rooted in Theorems 3.3 and 3.7 in
Chapter 3. For a 3-vertex-connected sub-graph D of G:
Observation 1: if D contains or is connected via disjoint external (i.e., outside D)
links to three or more monitors, then D is completely identifiable since it can be
verified that the supergraph ofD including the monitors and their links toD satisfies
the condition in Theorem 3.7;
Observation 2: if D is connected to two external monitors, each via at least two
external links, then all the links in D are identifiable since it can be verified that the
supergraph of D including the monitors and their links to D satisfies the conditions
in Theorem 3.3; moreover, all the external links connected to the two monitors are
unidentifiable by Corollary 3.2 (see Chapter 3).
Given an arbitrary network G, if we decompose it into 3-vertex-connected sub-
graphs (see Algorithm C.2 in Appendix C), then the above observation can be applied
to determine link identifiability in each sub-graph. In general,D can be connected to
monitors via multi-hop paths; for the sake of identifying links inD, however, we will
show that it suffices to only consider internally vertex disjoint paths, which are then
modeled as logical links. Specifically, as illustrated in Fig. 5.1, D is connected to
each monitormi from node µi via an internally vertex disjoint pathPi. Note thatmi’s
may contain duplicates to model multiple (internally vertex disjoint) connections to
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the same monitor, while µi’s are all distinct. Intuitively, each µi provides a vantage
(see Definition 11 for the formal definition) for monitoring the internal state of D.
We classify the possibilities in identifying D (assumed to be 3-vertex-connected)
into three cases based on the number of vantages σ:
(1) σ ≥ 4 (Fig. 5.1 (a)): Abstracting each Pi as a single link, we see from Ob-
servation 1 that all links in D are identifiable if at least three of m1, . . . ,mσ are
distinct; even if there are only two distinct monitors among m1, . . . ,mσ, as long
as each monitor is connected to at least two µi’s, we can still conclude the same
from Observation 2.
(2) σ = 3 (Fig. 5.1 (b)): In this case, if m1, m2 and m3 are distinct, then we can
apply Observation 1 to conclude that all links in D are identifiable; if two of
m1,m2,m3 are the same (e.g., m1 = m2), then Observation 2 applies, viewing
P1, P2, and each concatenation of P3 and an adjacent link of µ3 within D as
single links, implying that all links in D except for those incident to µ3 are iden-
tifiable (note that µ3 has at least three links in D since D is 3-vertex-connected).
(3) σ = 2 (Fig. 5.1 (c)): If m1 and m2 are distinct, then we can apply Observation 2,
viewing each concatenation of P1 (P2) and an adjacent link of µ1 (µ2) as a single
link, to conclude that all links in D except for those incident to µ1 or µ2 are
identifiable.
We will show that these three cases represent all scenarios of interest in deter-
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mining link identifiability of a 3-vertex-connected sub-graph (e.g., the scenario of D
connected to only one monitor is not of interest since none of its links can be probed
via cycle-free paths); see Lemma 5.2 and Section 5.2.3. Our strategy for determining
identifiable links in a general graph is to first decompose the graph into sub-graphs
falling into one of the above cases, and then determine the set of identifiable links in
each sub-graph.
5.2 Algorithm Details
5.2.1 Decomposition into Triconnected Components
The first step of our solution is to decompose the graph into suitably connected sub-
graphs. To this end, we introduce the following definition.
Definition 8. A k-connected component of G is a maximal sub-graph of G that is
either (i) k-vertex-connected, or (ii) a complete graph with up to k vertices. The
case of k = 2 is also called a biconnected component, and k = 3 a triconnected
component.
By this definition, a biconnected component can be either a 2-vertex-connected
sub-graph or a single link (the case of an isolated vertex is excluded by assuming
G to be connected as in the problem formulation of Chapter 2). Similarly, a tri-
connected component can be a 3-vertex-connected sub-graph, a triangle, or a single
link. Intuitively, a biconnected component is a sub-graph connected to the rest of the
graph by cut-vertices (see Definition 3 in Chapter 3), and a triconnected component
(which always resides in a biconnected component) is a sub-graph connected to the
rest of the biconnected component by 2-vertex cuts (see Definition 3 in Chapter 3).
For instance, Fig. 5.2 (b) shows the biconnected components of Fig. 5.2 (a), sepa-
rated by cut-vertex h. Fig. 5.2 (c) shows the triconnected components, separated by
5.2. Algorithm Details 64
cut-vertex h and 2-vertex cuts {a, b}, {a, f}, {a, e}, and {e, g}. However, not all
sub-graphs separated by 2-vertex cuts form triconnected components according to
Definition 8 (e.g., T2 in Fig. 5.2 (c)). To fix this issue, we process the graph to add
virtual links as follows: for each 2-vertex cut whose vertices are not neighbors (e.g.,
{a, f}), connect these vertices by a virtual link; repeat this on the resulting graph
until no such 2-vertex cut exists. It can be verified that all sub-graphs separated by
cut-vertices or 2-vertex cuts in the processed graph are triconnected components.
There exist fast algorithms to decompose an arbitrary graph G into biconnected
components [58] and then triconnected components [51]. Note that the output of
[51] is the set of triconnected components of the processed graph1.
5.2.2 Classification of Triconnected Components
After the decomposition, the next step is to determine to which case of Fig. 5.1 each
triconnected component belongs. To this end, we introduce an auxiliary algorithm
(Algorithm 5.1), which builds upon the graph decomposition algorithms [58, 51] (see
Algorithms C.1 and C.2 in Appendix C) to classify the triconnected components ac-
cording to their connections to monitors. Intuitively, nodes on the boundary of a tri-
connected component, i.e., cut-vertices and nodes in 2-vertex cuts, play crucial roles
in determining its connections to monitors. The classification is therefore based on
a few notions about these boundary nodes as introduced in Definitions 9–11 below.
The first notion, agent, relaxes the notion of monitor to also include nodes that
effectively act as monitors.
Definition 9. An agent w.r.t. a sub-graph G ′ is either a monitor in G ′ or a cut-vertex
that separates G ′ from at least one monitor.
1The algorithm in [51] does not require preprocessing of adding virtual links. Virtual links are
added as needed during graph partitioning.
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Algorithm 5.1: Classification of Triconnected Components
input : Connected graph G with given monitor placement
output: Triconnected components and their categories
1 partition G into biconnected components B1,B2, . . . [58] (see Algorithm C.1 in
Appendix C) and identify agents for each biconnected component;
2 foreach biconnected component Bi with 2 or more agents do
3 partition Bi into triconnected components T1, T2, . . . [51] (see Algorithm C.2 in
Appendix C);
4 foreach triconnected component Tj of Bi do
5 identify vantages of Tj to determine its category;
6 if |Tj | = 3 then
7 record all neighboring triconnected components;
8 end
9 end
10 end
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Figure 5.3: Agent: v1 and v2 are agents w.r.t. B, but v3 is not an agent w.r.t. B
(m1, m2: monitors).
We illustrate the concept of an agent in Fig. 5.3. Consider a sub-graph B illustrat-
ed in Fig. 5.3, which is separated from sub-graphsDj by cut-vertices vj (j = 1, 2, 3).
We say that v1 and v2 are agents w.r.t. B since D1 and D2 both contain monitors;
v3 is not an agent w.r.t. B as D3 does not contain any monitor (but it is an agent
w.r.t. D3). The significance of agents is that if B is a biconnected component, they
essentially serve as “monitors” for identifying links in B as stated below.
Lemma 5.1. Let B be a biconnected component with agents m′1, . . . ,m′κ. The iden-
tifiability of links in B does not depend on whether m′1, . . . ,m′κ are monitors or not,
except for link m′1m′2 (if it exists) when κ = 2.
Proof. 1) Consider the case with κ ≥ 3: Suppose biconnected component B in
Fig. 5.4 contains 3 or more agents. For any simple path Pij connecting two agents
m′i and m′j within B, i.e, V (Pij) ∈ V (B), it suffices to show that path metric WPij
can be calculated by path measurements between real monitors. Employing nodes
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Figure 5.5: Agents m′1 and m′2 wrt biconnected component B.
within B, there exist two internally vertex disjoint paths Piu and Pju connecting m′i
and m′j to another agent m′u (the total agent number≥ 3) with V (Pij ∩Piu) = {m′i}
and V (Pij ∩ Pju) = {m′j}. This is because if any two of these three paths must
have a common node (except for the common end-point), then this common node is
a cut-vertex, contradicting the property of B being 2-vertex-connected. In addition,
there exist three vertex disjoint paths Pi, Pj and Pu, each connecting an agent and a
real monitor (see Fig. 5.4). Abstracting Pi, Pj , Pu, Pij , Piu and Pju as single links,
the augmented graph B′ containing these six links and six nodes (m′i, m′j , m′u, mi,
mj , and mu) satisfies the condition in Theorem 3.7, and thus B′ is fully identifiable.
Therefore, path metric of WPij can be calculated by path measurements between real
monitors when κ ≥ 3.
2) Consider the case with κ = 2: Let m′1 and m′2 be the two agents of bicon-
nected component B in Fig. 5.5 and m′1 (m′2) connects to the real monitor m1 (m2)
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by path2 P1 (P2), i.e., none of m′1 and m′2 are real monitors. In Fig. 5.5, it is im-
possible that P1 and P2 must have a common node; since otherwise m′1 and m′2 are
not cut-vertices, contradicting the processing of localizing agents for a biconnected
component. To identify link metrics in B, all measurement paths involving links in
B are of the following form
WP1 +Wm′1ai +WPij +Wbjm′2 +WP2 = c
′
ij, (5.1)
assuming P1 (P2) is always selected to connect m1 and m′1 (m2 and m′2). We
know that if m′1 and m′2 are real monitors, then each measurement (except direct link
m′1m
′
2) path is of form
Wm′
1
ai +WPij +Wbjm′2 = cij. (5.2)
Therefore, compared with (5.2), (5.1) is equivalent to abstracting each of P1+m′1ai
and bjm′2 + P2 as a single link. By Theorem 3.2, we know that none of the exte-
rior links are identifiable. Thus, the link metrics of exterior links do not affect the
identification of interior links. Therefore, B can be visualized as a network with two
monitorsm′1 andm′2 but each exterior link in {{m′1ai}, {m′2bj}} has an added weight
from WP1 or WP2 . The above argument also holds when m1 (m2) chooses another
path, say P ′1 (P ′2), to connect to m′1 (m′2), then it simply implies that different ex-
terior links in {{m′1ai}, {m′2bj}} in B may have different added path weights when
regarding m′1 and m′2 as two monitors. Moreover, the above conclusion also applies
to the case that one of m′1 and m′2 is a real monitor. Therefore, the identifiability of
all links except for the direct link ld = m′1m′2 (if any) remains the same regardless
of whether m′1, m′2 are monitors or not.
Remark: Since each agent is associated with at least one monitor, the number of
agents w.r.t. a biconnected component cannot exceed the total number of monitors.
2P1 and P2 may not be unique.
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Figure 5.6: Type-k vertex cut: T1, . . . , T6 are triconnected components within the
same biconnected component, for which m′1, m′2, m′3 are agents.
Clearly, for any biconnected component with fewer than two agents, none of its
links is identifiable since any monitor-to-monitor path going into this component via
a node must leave through the same node, creating a cycle. Therefore, it suffices to
only consider biconnected components with two or more agents.
The second notion, type-k vertex cut, classifies 2-vertex cuts based on the number
of (effective) monitors behind a cut.
Definition 10. A type-k vertex cut (denoted by Type-k-VC) w.r.t. a triconnected
component T is a 2-vertex cut {v1, v2} in T that separates T from k agents (exclud-
ing agents in {v1, v2}) in its parent biconnected component (i.e., the biconnected
component containing T ).
We illustrate the concept of a type-k vertex cut in Fig. 5.6, which contains a
biconnected component consisting of six triconnected components and three agents.
Each triconnected component Ti in Fig. 5.6 is separated from the rest by a set of
2-vertex cuts, each cut separating Ti from k ∈ {0, 1, 2, 3} agents. The value of
k determines the type of this cut. Specifically, in Fig. 5.6, we have: (i) Type-2-VC
{a, b}w.r.t. T1, (ii) Type-1-VC {a, b}, Type-2-VC {a, c} and Type-0-VC {d, e}w.r.t.
T2, (iii) Type-3-VC {d, e} w.r.t. T3, (iv) Type-2-VC {f, g} w.r.t. T4, (v) Type-1-VC
{f, g}, Type-0-VC {m′3, h} and Type-1-VC {a, c} w.r.t. T5, and (vi) Type-2-VC
{m′3, h} w.r.t. T6.
The third notion, vantage, further relaxes the notion of agent to also include
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nodes in 2-vertex cuts with connections to monitors.
Definition 11. A vantage (denoted by µ) w.r.t. a triconnected component T is either
an agent w.r.t. T or a node in a Type-k-VC w.r.t. T with k ≥ 1.
Vantages w.r.t. a triconnected component T are the nodes in T that are connected
to monitors, or equivalently agents, through external paths (i.e., paths not involving
links in T , including the degenerate path if the vantage is also an agent). For exam-
ple, if the sub-graph D in Fig. 5.1 is a triconnected component, then all the nodes
labeled µi (i = 1, 2, . . .) are vantages w.r.t. D. We use Fig. 5.6 to illustrate the con-
cept of vantages. According to Definition 11, the vantages for different triconnected
components are (i) a, b,m′1 for T1; (ii) a, b, c for T2; (iii) d, e for T3; (iv) f, g,m′2 for
T4; (v) a, c, f, g,m′3 for T5; and (vi) h,m′3 for T6.
Based on the above definitions, Algorithm 5.1 classifies all triconnected compo-
nents of G according to the numbers of vantages that they contain. It first decom-
poses G into biconnected components using the algorithm in [58] and identifies the
agents in each biconnected component (line 1). It then further decomposes each
biconnected component of interest (i.e., with two or more agents) into triconnected
components using the algorithm in [51] (line 3). For each triconnected component,
it identifies all the vantages (line 5) by first determining the types of its 2-vertex cuts
(w.r.t. itself) according to Definition 10, and then applying Definition 11. Based on
the number of vantages, Algorithm 5.1 classifies the triconnected component into
one of the following three categories (line 5):
(i) Category 1: containing 4 or more vantages (e.g., T5 in Fig. 5.6);
(ii) Category 2: containing 3 vantages (e.g., T1, T2 and T4 in Fig. 5.6);
(iii) Category 3: containing 2 vantages (e.g., T3 and T6 in Fig. 5.6).
If the triconnected component has only three nodes (i.e., triangles), additional infor-
mation is recorded (line 7), the purpose of which will be explained later (see Remark
in Section 5.2.3).
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As explained later in Section 5.2.3, these categories are in 1-1 correspondence
with the three cases introduced in Section 5.1 and illustrated in Fig. 5.1. The follow-
ing lemma guarantees that the above classification is complete for all the non-trivial
cases (recall that biconnected components with fewer than two agents cannot have
any identifiable link as discussed after Lemma 5.1).
Lemma 5.2. Any triconnected component within a biconnected component with two
or more agents belongs to either one of Category 1, 2, or 3.
Proof. It is easy to see that Categories 1–3 are mutually exclusive and cover all pos-
sibilities except for the case containing 0 or 1 vantage. If T only has 0 or 1 vantage,
then the parent biconnected component B can only have 0 or 1 agent located in T ,
as any other agent outside T will imply at least two vantages in T (nodes in the
2-vertex cut separating T from the agent must be vantages). Thus, any triconnected
component with the parent biconnected component containing 2 or more agents falls
into one of Categories 1–3.
5.2.3 Determination of All Identifiable Links
Based on the classification of triconnected components, we propose Algorithm 5.2,
Determination of All Identifiable Links (DAIL), to determine all the identifiable links
in G under a given monitor placement. DAIL sequentially determines the identifiable
links in each triconnected component of interest (i.e., in a biconnected component
with 2 or more agents) based on its category (lines 3-15). These steps are best under-
stood by referring to the illustration in Fig. 5.1, where each mi represents an agent.
Category 1 (processed by line 4) is equivalent to the case in Fig. 5.1 (a). In
particular, Category 1 allows different vantages to connect to the same agent (i.e.,
m1, . . . ,mσ in Fig. 5.1 (a) may not be distinct), implying that all links in a Category
1 triconnected component are identifiable as long as the number of vantages is at least
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Algorithm 5.2: Determination of All Identifiable Links (DAIL)
input : Connected graph G with a given monitor placement
output: All identifiable links in G
1 decompose G into triconnected components3and determine the category of each
triconnected component by Algorithm 5.1;
2 foreach triconnected component Ti within a biconnected component with 2 or more
agents do
3 if Ti is of Category 1 then
4 all links in Ti are identifiable;
5 else if Ti is of Category 2 and 3-vertex-connected then
6 if only one of the three vantages in Ti is an agent, the other two form a
Type-1-VC, and there is no other Type-k-VC with k ≥ 1 in Ti then
7 all links in Ti except for the ones incident to the agent are identifiable;
8 else
9 all links in Ti are identifiable;
10 end
11 else if Ti is of Category 2 and Ti is a triangle then
12 the identification of Ti is determined by Algorithm A.3 (see Appendix A);
13 else // Ti must be of Category 3
14 all links in Ti except for the ones incident to the two vantages (µ1 and µ2) are
identifiable; if ∃ link µ1µ2, then the identifiability of µ1µ2 is determined by
Algorithm 5.3 ;
15 end
16 end
four. This is because the 2-vertex-connectivity of the parent biconnected component
ensures the existence (see Lemma D.4 in Appendix D) of pairwise internally vertex
disjoint paths {P1, . . . ,Pσ} as shown in Fig. 5.1 (a). Accordingly, abstracting all
these paths as single links, the graph in Fig. 5.1 (a) always satisfies Theorem 3.7.
Similarly, Category 2 (processed by lines 6–10 and 12) and Category 3 (processed
by line 14) are equivalent to the cases in Fig. 5.1 (b) and Fig. 5.1 (c), respectively.
In particular, for a 3-vertex-connected component T of Category 2, we have shown
in the explanation of Fig. 5.1 (b) (Section 5.1) that the connection between T and
(external) agents is crucial in determining the identifiability of T , i.e., depending on
the number of distinct agents, T can be partially or completely identifiable. In this
regard, lines 7 and 9 in Algorithm 5.2 are used to capture these factors affecting the
identifiability of T of Category 2.
3According to Theorem D.8 in Appendix D, all triconnected components that are 3-vertex-
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Remark: Link identifiability in a triconnected component cannot be directly de-
termined from our previous observations in some special cases as follows. First, we
have assumed that all the links can be employed by measurement paths, whereas the
virtual links added during triconnected component decomposition (see explanations
after Definition 8) cannot be used for measurements. Moreover, we have indicated
in Lemma 5.1 that the identifiability of the direct agent-to-agent link in a biconnect-
ed component (or the link between two vantages in a triconnected component of
Category 3) cannot be determined based on the internal structure of the component.
For the first issue, we have proved in the Appendix that link identifiability in most
triconnected components remains the same in the presence of virtual links. The on-
ly exceptions are Category 2 triangle components, which are handled separately in
line 12 (by calling Algorithm A.3 in Appendix A). To determine link identifiability
of a (Category 2) triangle component T , Algorithm A.3 requires its neighboring tri-
connected components (see Appendix A for explanations); therefore, line 7 in Algo-
rithm 5.1 is needed to provide this information. For the second issue, we separately
determine the identifiability of direct links in triconnected components of Catego-
ry 3 using Algorithm 5.3, the correctness of which is guaranteed by Lemma D.7 in
Appendix D.
For Algorithm 5.2, Corolloary 3.2 (together with the observation that no link is
identifiable in a biconnected component with fewer than two agents) guarantees that
links not classified as identifiable by DAIL are unidentifiable, i.e., DAIL determines
all the identifiable links. Thus, we have Theorem 5.3.
Theorem 5.3. Algorithm 5.2 (DAIL) can determine all identifiable links in G for a
given monitor placement.
connected (i.e., containing 4 or more nodes) or consist of a single-link are unique over all
triconnected component decompositions, but the triangle components may not be unique. Neverthe-
less, Theorem 5.3 guarantees that the set of identifiable links determined by Algorithm 5.2 does not
depend on the specific decomposition used.
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Algorithm 5.3: Determination of Direct Links in Components of Category 3
input : Triconnected component T of Category 3 with direct link µ1µ2, and the
neighboring biconnected components connected to T through µ1 or µ2
output: Identifiability of link µ1µ2
1 if there exist neighboring triconnected components connecting to T by 2-vertex cut
{µ1, µ2} AND µ1 and µ2 are not the (only two) vantages in one of these neighboring
components then
2 µ1µ2 is determined in neighboring triconnected components;
3 else
4 Let SB1 (SB2 ) be the set of biconnected components containing µ1 (µ2) as the only
common node with T , and nB1 (nB2 ) be the total number of agents (excluding µ1
and µ2) w.r.t. each biconnected component in SB1 (SB2 );
5 if (µ1 is a real monitor OR nB1 ≥ 2) AND (µ2 is a real monitor OR nB2 ≥ 2) then
6 µ1µ2 is identifiable;
7 else
8 µ1µ2 is unidentifiable;
9 end
10 end
Proof. See Section E.4 in Appendix E.
5.2.4 Complexity Analysis
In Algorithm 5.1, partitioning G into biconnected components (line 1) and then tri-
connected components (line 3) takes O(|V | + |L|) time [58, 51]. The classification
of triconnected components (lines 4-9 of Algorithm 5.1) can be performed during
the partitioning with a constant-factor increase in the complexity. Thus, Algorith-
m 5.1, line 1 of Algorithm 5.2 (DAIL), has O(|V |+ |L|) time complexity. In DAIL,
the complexity of lines 3-15 isO(|L(Ti)|) for each triconnected component Ti (Algo-
rithms A.3 and 5.3 in DAIL each takes O(1) time). Therefore, the overall complexity
of DAIL is O(|V |+ |L|).
5.2.5 Example
The sample network in Fig. 5.2 (a) has 2 biconnected componentsB1 andB2 (Fig. 5.2 (b))
with agents {m1, h} and {h,m2,m3}, respectively. There are 5 triconnected com-
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ponents in B1 (Fig. 5.2 (c)), where {T4}, {T1, T2, T5}, and {T3} belong to Categories
1, 2, and 3, respectively. Moreover, B2 itself is a Category 2 triconnected componen-
t. Therefore, the identifiable links are {ab, bf, cd, ae, ag, fe, fg, eg, ei, gi, gj, ij} in
B1, and {hm2, hm3,m2m3} in B2.
CHAPTER 6
Algorithms for Optimal Monitor
Placement
We have established topological conditions in Chapter 3 for testing network identifi-
ability and efficient algorithms in Chapter 5 for determining all identifiable links in
partially identifiable networks under given monitor placement. The next question-
s we want to answer are: (i) Given an arbitrary topology G, what is the minimum
number (κmin) of monitors needed and where should they be placed to identify all
link metrics in G? (ii) In cases where the network operator only has a limited bud-
get of κ monitors (κ < κmin), i.e., cannot achieve complete identifiability using κ
monitors, where should these κ-monitors be placed to identify the largest sub-set
of link metrics? For the first question, one can enumerate all possible placements
for 3, 4, . . . monitors and test for identifiability until an identifiable placement is
found. While for the second question, the optimal κ-monitor placement can be ob-
tained by exhaustive enumeration of all monitor placements, with each placement
being tested by DAIL (see Chapter 5) to determine the number of identifiable links.
However, what we really want are efficient algorithms to achieve the same. This re-
quires a deeper understanding of the structure of an identifiable graph. These deeper
understanding can then form the basis to our efficient polynomial-time algorithms
addressing these two questions for monitor placement.
To this end, in this chapter, we first propose an optimal monitor placement algo-
rithm for achieving complete network identifiability using the minimum number of
6.1. Optimal Monitor Placement for Complete Network Identifiability 76
a
b
c
d
e
f
g
h
j
k
l
o
p
q
r
s
t
u
v
w
a
b
c
d
e
f
g
h
l
k
o
p
q
r
s
tu
v
w
w
r
d
d
k
j
j
d
e
f
f
h
i
j
l
o
p
u
v
d
k
j
g
r
t
w d
G1
G3
G4
s
a
b
q
r
s
w
w
d
u
v
s
k
ic
i
x x
x
G2
i
(a) (b) (c)
monitor virtual link
Figure 6.1: (a) Original graph; (b) biconnected components; (c) triconnected com-
ponents.
monitors in Section 6.1 and then the efficient algorithms to maximize network iden-
tifiability in Section 6.2. Finally, the performance of these algorithms are evaluated
in Section 6.3.
6.1 Optimal Monitor Placement for Complete Network
Identifiability
The optimal monitor placement for ensuring complete network identifiability with
the minimum number of monitors is motivated by the observation of minimum de-
ployment: Using fewer monitors certainly renders the network unidentifiable. This
yields the following rules, as illustrated in Fig. 6.1 (a):
(i) Dangling node (e.g., h) must be a monitor, as otherwise its adjacent link cannot
be measured using simple paths;
(ii) A node on a tandem of links (e.g., j) must be a monitor, as otherwise we can
only identify the sum of its adjacent link metrics (Wdj and Wjk) and not the
individual metrics;
(iii) For a sub-graph with two cut-vertices (e.g., G1) or a 2-vertex cut (e.g., G2), at
least one node other than those cuts must be a monitor, as otherwise even if all
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Algorithm 6.1: Minimum Monitor Placement (MMP)
input : Connected graph G
output: A sub-set of nodes in G as monitors
1 choose all the nodes with degree less than 3 as monitors;
2 partition G into biconnected components B1,B2, . . .;
3 foreach biconnected component Bi with |Bi| ≥ 3 do
4 partition Bi into triconnected components T1, T2, . . .;
5 foreach triconnected component Tj of Bi with |Tj | ≥ 3 do
6 if 0 < sTj < 3 and sTj +MTj < 3 then
7 randomly choose 3− sTj −MTj nodes in Tj that are neither separation
vertices nor monitors as monitors;
8 end
9 end
10 if 0 < cBi < 3 and cBi +MBi < 3 then
11 randomly choose 3− cBi −MBi nodes in Bi that are neither cut-vertices nor
monitors as monitors;
12 end
13 end
14 if the total number of monitors κ < 3 then
15 randomly choose 3− κ non-monitor nodes as monitors;
16 end
links outside this sub-graph have been identified, the vertices in the cuts (w and
d for G1, f and i for G2) are effectively the two “monitors” for this sub-graph,
and Theorem 3.1 in Chapter 3 states that this sub-graph cannot be completely
identified;
(iv) Similarly, for a sub-graph with one cut-vertex (e.g., G3), at least two nodes
other than the cut-vertex must be monitors.
Our strategy is to use the above four rules to deploy the necessary monitors. If
we can prove that these necessary monitors are also sufficient to identify all links,
then our deployment is optimal.
6.1.1 Minimum Monitor Placement (MMP)
To formally present the algorithm, again, we decompose the given network into tri-
connected components as introduced in Section 5.2.1 of Chapter 5. Using the fast
algorithms for partitioning an arbitrary graph G into biconnected components [58]
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and then into triconnected components [51] (see Algorithms C.1 and C.2 in Ap-
pendix C), we propose a master algorithm, Minimum Monitor Placement (MMP), to
place the minimum number of monitors needed to identify G.
Definition 12. Nodes that are cut-vertices or part of 2-vertex cuts are called separa-
tion vertices (e.g., for the network in Fig. 6.1, cut-vertices d, j, k, w, s, and r and
nodes in 2-vertex-cuts {w, d}, {f, i}, and {u, v} are all separation vertices).
As shown in Algorithm 6.1, MMP first applies rules (i) and (ii) to select all the
dangling vertices and vertices on tandems as monitors (line 1), and then applies
rules (iii) and (iv) to select additional monitors in each1 triconnected/biconnected
component. For a component D, let sD denote the number of separation vertices,
cD the number of cut-vertices, and MD the number of (already selected) monitors
in D. MMP goes through each triconnected and then biconnected component that
contains three or more nodes to ensure that: (i) each triconnected component has at
least three nodes that are either separation vertices or monitors (lines 6–8), and (ii)
each biconnected component has at least three nodes that are either cut-vertices or
monitors (lines 10–12). Finally, it selects additional monitors as needed to ensure
that the total number of monitors is at least three (lines 14–16).
6.1.2 Optimality of MMP
It is easy to see from rules (i)–(iv) that MMP only deploys monitors when needed,
and thus no algorithm can achieve identifiability with fewer monitors; on the other
hand, we show that the monitor placement by MMP is also sufficient, i.e., all link
metrics can be identified from end-to-end measurements between the selected moni-
tors. Thus, MMP is optimal as it places the minimum number of monitors to identify
all link metrics in G, as stated in the following theorem.
1MMP does not depend on the order of biconnected/tricon-nected components being considered
for monitor selection.
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Theorem 6.1. For an arbitrary connected network G, Algorithm 6.1 (MMP) gener-
ates the optimal monitor placement in the sense that: (1) all link metrics in G are
identifiable under this placement, and (2) no placement can identify all link metrics
in G with a smaller number of monitors.
Proof. See Section E.5 in Appendix E.
6.1.3 Complexity of MMP
In Algorithm 6.1, lines 1 and 14–16 take O(|V |) time. Splitting G into biconnected
(line 2) and then triconnected components (line 4) takes O(|V |+ |L|) time [58, 51].
Selecting monitors takes O(1) time per component, and the counters (sTj , MTj , cBi ,
and MBi) can be computed during the splitting/selecting process. Therefore, the
entire algorithm has O(|V |+ |L|) time complexity.
6.1.4 Example
Given the graph in Fig. 6.1 (a) as input (total of 22 nodes), MMP selects 11 monitors,
where nodes {h, u, v, t, j, e} are selected by line 1, {b, g, o, p} by lines 6–8, and f
by lines 10–12. It can be verified that the resulting graph satisfies the identifiability
condition in Theorem 3.7.
Discussions on MMP: Compared with the works in [25, 37, 40] that show the
minimum monitor placement for identifying all link metrics under uncontrollable
routing is NP-hard, we prove that MMP is only in linear time complexity. This is
because we assume all measurement paths are arbitrarily controllable, which im-
mediately converts a generally NP-hard issue to be a problem that is linear time
solvable. However, even in networks where measurement paths are not complete-
ly controllable, MMP is still significant in that it can yield a lower bound of the
minimum monitor requirement for achieving network complete identifiability.
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Algorithm 6.2: Candidate Monitor Selection
input : Triconnected components of G (computed by [51])
output: Set of candidates S
1 foreach triconnected component T of G do
2 //AT (v): set of adjacent (non-virtual) links of node
v in T ;
3 Under |AT (v1)| = minv∈V (T ) |AT (v)|, select v1 and v2 with the minimum
|AT (v1) ∪ AT (v2)|;
4 if the selection in line 3 is not unique then
5 Among alternatives generated by line 3, select {v1, v2} with the minimum
|AT (v1) ∪ A
T (v2) \ {v1v2}| (break ties arbitrarily);
6 end
7 add {v1, v2} to S;
8 if |T | ≥ 3 then
9 find v3 with the minimum |AT (v)| over v ∈ V (T ) \ {v1, v2};
10 add v3 to S;
11 end
12 end
6.2 Maximal Identifiability Monitor Placement
In this section, we develop monitor placement algorithm in the case of limited re-
source for monitor deployment. Therefore, in the sequel, we assume κ < κMMP in
order to focus on the unresolved case of partially identifiable networks, where κMMP
is the minimum number of monitors determined by MMP. In the proposed algorithm
(Algorithm 6.3), we first identify candidates that can be part of an optimal monitor
placement, and then develop an efficient algorithm to incrementally select monitors
from the candidates. The significance of this algorithm is that it achieves optimality
for a certain family of network topologies.
6.2.1 Candidate Monitor Selection
The first step of candidate selection is performed by Algorithm 6.2, based on the
following argument. For a 3-vertex-connected network G, Theorems 3.3 and Cor-
rollary 3.2 imply that, for a given 2-monitor placement, all links in G except for the
links incident to the monitors are identifiable (note that the direct link connecting the
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two monitors is always identifiable). Therefore, the optimal 2-monitor placement in
G must be two nodes v1 and v2 with the minimum total number of adjacent links,
excluding the direct link (as in lines 3 and 5 of Algorithm 6.2). For the same G, if
three monitors can be deployed, then G is completely identifiable according to The-
orem 3.7, and no extra monitor is needed (although any placement of 3 monitors will
achieve complete identifiability, the specific choice in line 9 is based on Theorem 6.2;
see the proof in Appendix E). These observations inspire us to deploy monitors only
in a sub-set S of nodes, known as candidates. The value of S is that it helps to
reduce the set of nodes considered in monitor placement without losing optimality.
Theorem 6.2. The candidate set S selected by Algorithm 6.2 always contains an
optimal monitor placement as a sub-set.
Proof. Let dT (v) := |AT (v)|, Uv1v2 := AT (v1) ∪ AT (v2), and dTm := max dT (v),
v ∈ {v1, v2, v3}.
1) Suppose |T | ≥ 3. We first prove that dT (w) ≥ dTm forw ∈ V (T )\{v1, v2, v3}.
According to lines 3 and 5 of Algorithm 6.2, we have dT (v1) + dT (v2) − 1 ≤
dT (v1) + d
T (v3), and thus dT (v2) ≤ dT (v3) + 1. There are two possible cas-
es for the relationship between dT (v2) and dT (v3). (i) dT (v2) ≥ dT (v3): Then
dT (v3) ≤ d
T (v2) ≤ d
T (v3) + 1. Accordingly, we have dT (v2) − dT (v3) = 1 or
dT (v2) = d
T (v3) as d
T (·) is an integer. Hence, there is no integer dT (w) with
dT (v3) < d
T (w) < dT (v2). Moreover, based on the rule to select v3 by line 9,
there is no node w with dT (v1) < dT (w) < dT (v3). (ii) dT (v2) ≤ dT (v3): Then
dT (v1) ≤ d
T (v2) ≤ d
T (v3). If there exists dT (w) with dT (v2) < dT (w) < dT (v3),
then v3 is not chosen according to line 9. If there exists dT (w) with dT (v1) <
dT (w) < dT (v2), then we should select this w as v3, thus contradicting the assump-
tion that dT (v2) ≤ dT (v3). Therefore, dT (w) ≥ dTm for w ∈ V (T ) \ {v1, v2, v3}.
2) Now we prove the completeness of S . It suffices to show that there exists
optimal monitor placement for each triconnected component by using only the nodes
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in S . There are two possible scenarios: (i) |T | = 2 or 3: All nodes in T are
candidates. (ii) |T | ≥ 4: (a) If T is completely identifiable, then {v1, v2, v3} can all
be selected as monitors and no additional nodes in T are required to be monitors for
completely identifying T ; (b) If T is not completely identifiable, then according to
the three categories of triconnected components, T must be of Category 2.2 (defined
in Appendix A) or 3 (as T with |T | ≥ 4 is completely identifiable if it is of the other
categories). When T is of Category 2.2, then only links incident to one vantage, e.g.,
µ3 in Fig. 5.1 (b), in T are unidentifiable. For such case, as illustrated in Fig. 5.1 (b),
we characterize the relationship between candidates and vantages {µ1, µ2} by set
∆ := {v1, v2, v3} \ {µ1, µ2}. Then we select a node in ∆ with the minimum number
of adjacent links within T as a monitor, e.g., µ3 in Fig. 5.1 (b). According to the
argument in 1), there is no node w with dT (w) < dTm for w ∈ V (T ) \ {v1, v2, v3}.
Therefore, for all nodes (in T \ {µ1, µ2}) capable of ensuring T to be of Category
2.2, the one with the minimum number of adjacent links (actually can be chosen
within ∆) is selected as a monitor, i.e., the optimal case for T of Category 2.2. Now
consider the case that T with |T | ≥ 4 is of Category 3. In this case, if two monitors
can be selected from T , then v1 and v2 are chosen to be the two vantages in T ;
therefore, the number of unidentifiable links in T is minimized (by lines 3 and 5),
i.e., |Uv1v2 | (or |Uv1v2 | − 1 when there exists a direct link v1v2 and v1v2 is identifiable
by Algorithm 5.3). If there exists a vantage µ0 and only one monitor can be chosen
from T , then v = argminv∈{v1,v2,v3}\µ0 d(v) is selected as a monitor. Therefore, the
generated candidate set S is complete.
Let NT denote the total number of triconnected components2 in G. Since each
triconnected component contains at most three candidates, the total number of can-
didates in S (|S| can be much smaller than |V |) is upper bounded by 3NT .
2Although the decomposition into triconnected components may not be unique, the total number
of triconnected components NT is always the same according to Theorem D.8 in Appendix D.
6.2. Maximal Identifiability Monitor Placement 83
Algorithm 6.3: Greedy Maximal identifiability Monitor Placement (GMMP)
input : Connected graph G, its candidate set S
output: A κ-monitor placement Oκ
1 if κ = 2 then
2 enumerate all pairs of nodes in S , return O2 = argmaxv1,v2∈SN({v1, v2});
3 else if κ ≥ 3 then
4 enumerate all triples of nodes in S , return
O3 = argmaxv1,v2,v3∈SN({v1, v2, v3});
5 foreach i, i = {4, . . . , κ} do
6 find vm = argmaxvN(Oi−1 ∪ {v}) over v ∈ S \ Oi−1;
7 set Oi = Oi−1 ∪ {vm};
8 end
9 end
10 return Oκ;
6.2.2 Greedy Maximal identifiability Monitor Placement (GMM-
P)
Given an algorithm to calculate the number of identifiable links (using Algorithm 5.2
- DAIL) and preprocessing to identify candidate monitors (using Algorithm 6.2), we
are ready to develop a monitor placement algorithm to maximize (partial) identifia-
bility. While the optimal solution is combinatorial in nature and therefore likely to
be computationally expensive, we propose a simple low-complexity algorithm that
we show, both theocratically and empirically, to have satisfactory performance.
We propose an incremental greedy algorithm, Greedy Maximal identifiability
Monitor Placement (GMMP), that builds upon a suitably-constructed initial place-
ment to select additional monitors, one at a time, so that each selection maximizes the
gain in identifiability; see Algorithm 6.3, where N(O) denotes the number of identi-
fiable links under the monitor placement O (as defined in Mathematical Notations).
The bulk of computation is in constructing this initial placement. GMMP constructs
an optimal κ0-monitor placement for a small value of κ0 (κ0 = 2 for κ = 2, or 3 for
κ ≥ 3) by exhaustively enumerating all selections of κ0 monitors from the candidate
set S (lines 2, 4). If more monitors are available (κ > 3), it then iteratively selects
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Figure 6.2: Example: O2 = {v1, v2} is not a sub-set of O3 = {va, vb, vc}.
additional monitors so that each newly selected monitor maximizes the number of
additional identifiable links (lines 5-8).
The reason for handling the cases of κ = 2 and κ ≥ 3 separately is that the op-
timal 3-monitor placement O3 is not necessarily a superset of the optimal 2-monitor
placement O2. For example, Fig. 6.2 is a graph consisting of a large triconnected
component T and three dangling nodes connected to T via three cut-vertices. Then
O2 can be two nodes {v1, v2} in T with the minimum number of neighbors within
T , while O3 are the dangling nodes {va, vb, vc} (which can be shown to identify all
the links in this graph by Theorem 3.7).
Remark: Although we have used the number of identifiable links as the opti-
mization criterion in GMMP, all the evaluated algorithms are applicable to a more
general criterion given as an arbitrary mapping from the set of identifiable links to a
utility value, as DAIL can actually determine the set of identifiable links. We leave
performance analysis and evaluation in this generalized setting to future work.
6.2.3 Optimality of GMMP for 2-vertex-connected Networks
Besides being an efficient heuristic, GMMP also has theoretical significance in that it
is optimal for a family of network topologies that are 2-vertex-connected. Consider
a graph G that is 2-vertex-connected, i.e., containing no cut-vertex. Let M be a
minimum set of monitors given by MMP3 for complete identification of G. Let O∗κ
denote an optimal κ-monitor placement in G (O∗κ may not be unique). We have the
following theorem.
3This set may not be unique, but the number of nodes inM, i.e., |M|, is unique, and our argument
in Theorem 6.3 holds for any such M.
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Figure 6.3: Optimal monitor placement in 2-vertex-connected networks.
Theorem 6.3. If G is 2-vertex-connected and 3 ≤ κ < |M|, then (i) ∃ O∗κ such
that O∗κ ⊆ M, and (ii) for any given O∗κ with O∗κ ⊆ M, ∃ O∗κ+1 such that O∗κ+1 =
O∗κ ∪ {vm}, where vm = argmaxvN(O∗κ ∪ {v}) over v ∈M \O∗κ.
Proof. We prove it by contradiction.
Definition 13. A vantage v is independent if (i) it is an agent, or (ii) it belongs to
a Type-1-VC {v, v′} where v′ is a monitor, or (iii) it belongs to a Type-k-VC with
k ≥ 2.
1) We first prove O∗κ ⊆M.
(1.i). When |M| = 3, then it is trivial that O∗3 =M.
(1.ii). When |M| > 3, as κ ≥ 3 and G is 2-vertex-connected, each triconnected
component involves at least 2 independent vantages. Therefore, all links in tricon-
nected components (except for some links in triangles of Category 2) with 3 or more
vantages are identifiable, and only links incident to the two vantages in the tricon-
nected components of Category 3 are unidentifiable. Suppose O∗κ with O∗κ ⊆ M
does not exist, then it implies that some nodes in O∗κ cannot be selected from M. In
this case, at least one node in O∗κ is within a triconnected component with 3 or more
6.2. Maximal Identifiability Monitor Placement 86
separation nodes (see Definition 12), say v1 in Fig. 6.3, since this location cannot be
selected by MMP when |M| > 3. If v1 is in the location illustrated as Fig. 6.3 (a),
i.e., all neighboring triconnected components of T1 within G contain monitors, then
placing a monitor at v1 does not contribute link identification in G; therefore, plac-
ing a monitor at v1 is not the optimal solution. Now suppose v1 is in the location
illustrated as Fig. 6.3 (b), i.e., at least one neighboring triconnected component (T2)
of T1 contains no monitors. In this case, placing a monitor at v1 does not contribute
link identification in G either, except for identifying the links in triangles (if T1 is
a triangle, see explanations in Algorithm A.3). Nevertheless, moving the monitor
from v1 to a node4 (a node other than µ1 and µ2) in T2 can maintain the links which
are identifiable when v1 is a monitor. Moreover, links incident to µ1 and µ2 in T2
become identifiable under this new monitor location, which can be selected by MM-
P, i.e., the new location forms a better placement (which can be selected within M)
than O∗κ, contradicting the assumption that O∗κ containing nodes outside M is the
optimal κ-monitor placement.
Hence, based on (i) and (ii), there exists optimal solution O∗κ with O∗κ ⊆M.
2) Now we prove O∗κ+1 can be constructed by O∗κ+1 = O∗κ ∪ {vm}, where vm ∈
M, O∗κ ⊆M.
We obtain node set Vκ+1 by adding node vκ+1 to set O∗κ such that N(Vκ+1) is
maximized. Then on top of O∗κ, suppose |α1| + |α2| extra identifiable links are
achieved by adding node vκ+1, i.e., |α1|+ |α2| = N(Vκ+1)−N(O∗κ), where α1 is the
set of effective exterior links in the triconnected component (e.g., T1 in Fig. 6.4 (a))
involving vκ+1 when nodes in O∗κ are employed as monitors, and α2 is the set of
all other identifiable links (e.g., effective exterior links in T2 and T3 in Fig. 6.4 (a))
determined by adding vκ+1. Now suppose N(Vκ+1) < N(O∗κ+1), then moving nodes
in Vκ+1 to specific locations, i.e., V ′κ+1, can get N(V ′κ+1) > N(Vκ+1). For V ′κ+1,
4Theorem 6.3 only applies to the case that κ ≥ 3, since the following properties cannot be guar-
anteed if κ = 2 in G.
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Figure 6.4: Nested structure of optimal monitor placement in 2-vertex-connected
networks.
there are two possible cases.
(2.i). vκ+1 ∈ V ′κ+1: In V ′κ+1, let Vκ := V ′κ+1 \ vκ+1. We have 3 cases for Vκ,
denoted by V (1)κ , V (2)κ , and V (3)κ . If V (1)κ can determine the identification of all links
in α2, then
N(V ′κ+1) = N(V
(1)
κ ) + |α1|; (6.1)
if V (2)κ can only determine the identification of some links in α2, then
N(V ′κ+1) = N(V
(2)
κ ) + |αi|, (6.2)
where |αi| is an integer with |α1| ≤ |αi| ≤ |α1| + |α2|; finally, if V (3)κ cannot
determine the identification of any links in α1 and α2, then we have
N(V ′κ+1) = N(V
(3)
κ ) + |α1|+ |α2|. (6.3)
We know that N(V (1)κ ) ≤ N(O∗κ), N(V
(2)
κ ) ≤ N(O∗κ), and N(V
(3)
κ ) ≤ N(O∗κ).
Moreover, according to the way of getting Vκ+1, it is achievable for N(V (3)κ ) to
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be N(O∗κ). Therefore, the best case for V ′κ+1 is that N(V
(3)
κ ) = N(O∗κ) in (6.3),
which implies N(V ′κ+1) = N(Vκ+1), contradicting the assumption that N(V ′κ+1) >
N(Vκ+1).
(2.ii). vκ+1 /∈ V ′κ+1: In this case, there exists node vr with vr /∈ O∗κ in V ′κ+1.
Accordingly, V ′κ+1 can be written in the form of V ′κ+1 = Vκ ∪ vr. Then on top of Vκ,
suppose |β1| + |β2| extra identifiable links are achieved by adding node vr, where
β1 is the set of effective exterior links in the triconnected component (e.g., T1 in
Fig. 6.4 (b)) involving vr when nodes in Vκ are employed as monitors, and β2 is the
set of all other identifiable links (e.g., effective exterior links in T2 in Fig. 6.4 (b))
determined by adding vr. Then moving nodes in Vκ to other locations, i.e., V ′κ, there
are three possible cases, denoted by V (1)κ , V (2)κ , and V (3)κ . If V (1)κ can determine the
identification of all links in β2, then
N(V ′κ+1) = N(V
(1)
κ ) + |β1|; (6.4)
if V (2)κ can only determine the identification of some links in β2, then
N(V ′κ+1) = N(V
(2)
κ ) + |βi|, (6.5)
where |βi| is an integer with |β1| ≤ |βi| ≤ |β1| + |β2|; finally, if V (3)κ cannot
determine the identification of any links in β1 and β2, then we have
N(V ′κ+1) = N(V
(3)
κ ) + |β1|+ |β2|. (6.6)
Note that the correctness of (6.4)–(6.6) are ensured by the fact that κ ≥ 3. Following
the similar argument in (2.i), since vr /∈ O∗κ, it is achievable for N(V (3)κ ) to be N(O∗κ)
in (6.6), which implies V ′κ+1 = O∗κ ∪ vr. We know vr 6= vκ+1, vκ+1 /∈ O∗κ, and
N(O∗κ ∪ vr) ≤ N(O
∗
κ ∪ vκ+1); therefore, even for the best case of V ′κ+1 with vκ+1 /∈
V ′κ+1, it cannot achieve a larger number of identifiable links than that determined by
O∗κ ∪ vκ+1. Thus, no matter how we move the nodes in Vκ+1 to other locations, it
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is impossible to find a monitor placement achieving a larger number of identifiable
links. Therefore, Vκ+1 = O∗κ+1.
Consequently, the optimal (κ + 1)-monitor (κ + 1 ≤ |M|) placement O∗κ+1 can
be constructed by O∗κ+1 = O∗κ ∪ {vm}, where vm = argmaxvN(O∗κ ∪ {v}) over
v ∈M \O∗κ.
Theorem 6.3 states that for 2-vertex-connected networks, it is always possible to
find an optimal κ-monitor placement (κ ≥ 3) within M (which is a stronger state-
ment than finding an optimal placement within S asM is a sub-set of S); moreover,
we can always obtain an optimal (κ+1)-monitor placement by expanding an optimal
κ-monitor placement with the monitor that maximizes the increase in the number of
identifiable links. Applied to GMMP, this result implies that the monitor placement
computed by GMMP is optimal as long as G is 2-vertex-connected (e.g., the moni-
tor placement for the sample 2-vertex-connected network in Fig. 6.5 is optimal, i.e.,
O∗3 = O3, O
∗
4 = O4, O
∗
5 = O5, and O∗3 ⊂ O∗4 ⊂ O∗5). We point out that the
2-vertex-connectivity is naturally satisfied by any network that has no single point
of failure (no failure of one node will disconnect the network). Nevertheless, we
will show in Section 6.3.2 that GMMP is near-optimal even if the network is not
2-vertex-connected.
6.2.4 Complexity of GMMP
The complexity of GMMP depends on the number of monitors κ. If κ = 2, O2
is directly obtained by line 2. Since the complexity for computing the number of
identifiable links (using Algorithm 5.2) is O(|V | + |L|), and there are (|S|
2
)
pos-
sible two-monitor placements, the complexity of line 2 is O
(
|S|2(|V | + |L|)
)
. If
κ ≥ 3, the computation involves constructing O3 by line 4 and incrementally ex-
panding it into Oκ. Line 4 incurs O
(
|S|3(|V | + |L|)
)
complexity for examining
identifiability of all the
(
|S|
3
)
monitor placements. In line 6, the argmax operation
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(a) (b) (c)
monitor identifiable link
Figure 6.5: Monitor placement by GMMP in a sample network: (a) κ = 3; (b) κ = 4;
(c) κ = 5, where O3 ⊂ O4 ⊂ O5.
involves |S| − i+ 1 calls of Algorithm 5.2 to compute vm, resulting in a complexity
of O
(
κ|S|(|V | + |L|)
)
for lines 5-8. Therefore, the overall complexity for the case
of κ ≥ 3 is O
(
(|S|3+κ|S|)(|V |+ |L|)
)
, which is the same as O
(
NT
3(|V |+ |L|)
)
, as
both |S| and κ (κ < κMMP ≤ |S|) are in O(NT ) (see Algorithm MMP for the reason
of κMMP ≤ |S|). Note that usually NT ≪ |V |.
6.2.5 Example
Fig. 6.5 illustrates which nodes are selected as monitors by GMMP in a sample
network for κ = 3, 4, and 5 and shows that the optimal monitor placement follows a
nested structure.
6.3 Algorithm Evaluation
6.3.1 Evaluation of MMP
We evaluate MMP through a set of simulations on both randomly-generated and real
network topologies. We use the following algorithm, referred to as Random Monitor
Placement (RMP), as a benchmark for comparison5: Given network G, randomly se-
5To our knowledge, MMP is the first monitor placement algorithm for identifying all additive link
metrics by measuring controllable, cycle-free paths. Thus, we use random placement to represent the
average performance of an arbitrary monitor placement for comparison.
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lect κ (κ = 2, · · · , |V |) nodes as monitors and test the complete identifiability of the
resulting network by Theorem 3.7 using the algorithm in Section 3.4.2. Generally,
RMP cannot guarantee complete network identifiability for arbitrary G and κ. There-
fore, we measure its performance by the fraction of random placements achieving
complete network identifiability over multiple Monte Carlo runs.
6.3.1.1 Random Topologies
We first consider synthetic topologies generated according to four widely used ran-
dom graph models: Erdös-Rényi (ER) graphs, Random Geometric (RG) graphs,
Barabási-Albert (BA) graphs, and Random Power Law (PL) graphs. We randomly
generate 100 graph realizations of each model6, with each realization containing 150
nodes (i.e., |V | = 150). The generated graphs are then input to the monitor place-
ment algorithms. We have introduced ER, RG, and BA graphs in Section 4.6.1 of
Chapter 4. Thus, we only explain the PL graph model as stated below.
Random Power Law (PL) graphs: The BA model introduces an artifact that all
node degrees are lower bounded by nmin. Alternatively, the PL graph [59] provides
another way of generating power-law graphs by directly specifying a sequence of
expected node degrees (d1, ..., d|V |) according to the power law, i.e., di = iα (α > 0).
The generation of a PL graph is similar to that of an ER graph, except that instead of
connecting each pair of nodes with the same probability, nodes i and j in a PL graph
are connected by a link with probability pij = didj/
∑|V |
k=1 dk.
Remark: Our motivation for performing evaluations on random topologies is that
they allow comprehensive evaluation without artifacts of specific network deploy-
ments, which are common in real topologies. Moreover, the selected graph mod-
els represent diverse networking scenarios (e.g., purely random, wireless, Internet),
which provide insights on how the networking scenario affects monitor placement.
6All realizations are guaranteed to be connected, as we discard disconnected realizations in the
generation process.
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Figure 6.6: Comparison between RMP and MMP: densely-connected graphs (n =
441, κMMP = 3 for BA, n = 437, κMMP = 9.36 for ER, n = 437, κMMP = 19.42 for PL
and n = 451, κMMP = 14.52 for RG).
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Figure 6.7: Comparison between RMP and MMP: sparsely-connected graphs (n =
295, κMMP = 73.51 for BA, n = 293, κMMP = 36.76 for ER and n = 297, κMMP = 40.24
for PL).
Next, for the four random graph models, we conduct simulations in two scenar-
ios, densely-connected graphs (Fig. 6.6 with parameter configurations: p = 0.039
for ER, dc = 0.11943 for RG, nmin = 3 for BA, and α = 0.42 for PL; see the defi-
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nition of parameters p, dc, and nmin in Section 4.6.1) and sparsely-connected graphs
(Fig. 6.7 with parameter configurations: p = 0.0253 for ER, nmin = 2 for BA, and
α = 0.32 for PL), to evaluate how graph density affects the performance of MMP
and RMP. Since the number of links n and the minimum number of monitors κMMP
(computed by MMP) vary across graph realizations, we present the average values
denoted by n and κMMP for each graph model, shown in the captions of Fig. 6.6 and
6.7. In each scenario, we have tuned parameters of each model to generate roughly
the same average number of links. As RMP is a randomized algorithm, we repeat it
for 2000 Monte Carlo runs to obtain the average performance for each graph realiza-
tion. We then average the results over the 100 graph realizations to obtain the final
results7, shown in Fig. 6.6 and 6.7.
For densely-connected graphs (Fig. 6.6), the probability that RMP is able to i-
dentify all the links increases with the number of monitors κ. However, fewer than
20% of the ER, RG, and PL graphs are identifiable when κ ≤ 120 (recall |V | = 150),
whereas a careful monitor deployment in the same graphs by MMP ensures identi-
fiability with significantly fewer monitors (κ < 25). Therefore, in most cases, the
proposed algorithm (MMP) substantially outperforms a randomized scheme (RMP)
in the required number of monitors. One exception is the BA graphs, where RM-
P achieves similar performance to that of MMP. This can be explained as follows:
When nmin = 3 (nmin is the minimum node degree), further simulations show that
87.8% of the generated BA graphs are 3-vertex-connected as each node (except the
initial nodes v2, v3, and v4) has at least three neighbors; according to MMP, this
implies that an arbitrary placement of three monitors will achieve identifiability, and
there is no need for a sophisticated placement algorithm. Meanwhile, a comparison
of the BA and the PL models implies that the exceptional performance of RMP in the
7For each graph realization, MMP achieves identifiability with probability one for κ ≥ κMMP and
zero for κ < κMMP. Therefore, the overall probability for MMP to achieve identifiability using κ
monitors is computed as the fraction of graph realizations with κMMP ≤ κ.
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BA model is due to the requirement that all node degrees be lower bounded by three
rather than the power law distribution of node degrees, since it does not achieve the
same superior performance on PL graphs. For ER, RG, and PL graphs, it is easy to
form sparsely-connected sub-graphs, thus requiring more monitors in these sparsely-
connected sub-graphs to guarantee network identifiability. Among the four models,
we observe that RMP exhibits the worst performance in the model with the largest
κMMP. This is because large κMMP is resulted from poor connectivity within certain
sub-graphs, where a considerable number of nodes have to be selected as monitors
to achieve identifiability. Thus, RMP fails to achieve identifiability if it does not
select a sufficient number of nodes in any of these sub-graphs.
We perform similar simulations for sparsely-connected graphs by adjusting the
parameters8, shown in Fig. 6.7. In comparison with Fig. 6.6, both MMP and RMP
perform worse in sparsely-connected graphs, requiring a larger number of monitors
to achieve the same probability of identifiability. This is because sparser graphs im-
pose more constraints on candidate measurement paths between pairs of monitors,
and thus more monitors are needed to identify all links. As we compare the per-
formance of the same graph models in Fig. 6.6 and 6.7, we observe that all models
exhibit smooth transitions when we vary the average number of links n except for
the BA model, which has extremely good performance for nmin = 3 but poor perfor-
mance (except for RG) for nmin = 2. This can again be explained by examining the
3-vertex-connectivity of the generated graph realizations. We have verified that as
we reduce nmin from 3 to 2, the probability for BA graphs to be 3-vertex-connected
drops from 87.8% to 0%, making it unlikely for an arbitrary placement to achieve
identifiability. In fact, when nmin = 2, on average 49.2% of the nodes in BA graphs
have degrees less than 3, which requires them to be selected as monitors by rules (i)
8To generate roughly the same number of links as in the other models, dc for the RG graph
becomes much smaller than
√
log |V |/(pi|V |), making the probability of generating a connected RG
graph very small. Thus, the RG model is omitted from Fig. 6.7.
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and (ii) in MMP. Therefore, RMP fails to achieve identifiability if it misses one of
these nodes, resulting in its poor performance.
6.3.1.2 Autonomous System Topologies
We now test MMP and RMP on real network topologies. We use the Autonomous
System (AS) topologies from both the Rocketfuel [45] (also used in Section 4.6.2)
and the CAIDA [46] projects, which represent IP-level connections between back-
bone/gateway routers of several ASes from major Internet Service Providers (ISPs).
The parameters of selected networks obtained from these two projects are listed in
Tables 6.1 and 6.2, where we sort the networks according to their numbers of links,
and rMMP := κMMP/|V | denotes the minimum fraction of monitors computed by MMP
in a network with |V | nodes.
1) AS topologies from Rocketfuel: As shown in Table 6.1, each AS in Rock-
etfuel corresponds to an ISP. To identify the entire network, we observe that most
ISPs need a significant fraction of nodes to be monitors, ranging from around 30%
(Ebone, AT&T, Sprintlink) to more than 60% (Abovenet). This is because ISP net-
works contain a large number of gateway9 routers to connect to customer networks
or other ISPs, which appear as dangling nodes that have to be selected as monitors
(see rule (i) in Section 6.1). We repeat RMP for 15 · |V | Monte Carlo runs for each
ISP to evaluate its average performance, measured by the fraction of Monte Carlo
runs achieving identifiability, as shown in Fig. 6.8. To facilitate comparison, we
mark the fraction of monitors rMMP needed by MMP in the legends of the same plot;
note that MMP guarantees identifiability for each network so long as κ/|V | ≥ rMMP.
We normalize the number of monitors by the total number of nodes in order to com-
pare networks of different sizes. Moreover, we only plot the results of RMP for
9In real networks, monitor selection may be constrained to a sub-set of nodes, e.g., gateways.
Under such constraint, the issue of achievable number of identifiable links (i.e., partial network iden-
tifiability) is left for future work.
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Table 6.1: Parameters of AS Topologies in Rocketfuel
AS ISP Name |L| |V | κMMP rMMP
6461 Abovenet (US) 294 182 117 0.64
1755 Ebone (Europe) 381 172 55 0.32
3257 Tiscali (Europe) 404 240 138 0.58
3967 Exodus (US) 434 201 85 0.42
1221 Telstra (Australia) 758 318 164 0.52
7018 AT&T (US) 2078 631 208 0.33
1239 Sprintlink (US) 2268 604 163 0.27
2914 Verio (US) 2821 960 408 0.43
3356 Level3 (US) 5298 624 94 0.15
κ/|V | ≥ 95% since RMP fails to achieve identifiability in almost all of the simula-
tions when κ/|V | < 95%.
As in the case of synthetic graphs, we again observe a significant improvement
of MMP over RMP. Specifically, RMP has at most 50% probability of identifying
all the links even if 99% of the nodes are monitors, whereas MMP guarantees i-
dentifiability using at most 64% of nodes as monitors. The poor performance of
RMP is due to the heterogeneous connectivity within ISP networks, which contain
poorly-connected sub-networks that need a large fraction of monitors, a requiremen-
t unlikely to be fulfilled by random placement. We also observe that the relative
performance of MMP and RMP varies for different networks, e.g., Level3 and Ex-
odus experience similar performance under RMP, whereas their minimum fractions
of monitors computed by MMP differ significantly (0.15 for Level3 and 0.42 for
Exodus). Intuitively, this is because RMP performance is determined by the relative
number of valid placements, i.e., the fraction of all the
(
|V |
κ
)
candidate placements
that achieve identifiability, whereas MMP performance is determined by the smallest
κ for which this fraction is non-zero.
2) AS topologies from CAIDA: ISP topologies have evolved since the Rocketfu-
el project; consequently, we repeat the above evaluation on a recent data set obtained
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Figure 6.8: Comparison between RMP and MMP: ISP topologies in Rocketfuel (15 ·
|V | Monte Carlo runs, rMMP := κMMP/|V |).
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Figure 6.9: Comparison between RMP and MMP: AS topologies in CAIDA (3000
Monte Carlo runs, rMMP := κMMP/|V |).
by the CAIDA project; see results in Table 6.2 and Fig. 6.9. Compared with the AS-
es in Rocketfuel data set, we observe that ASes with similar average node degrees
(i.e., 2|L|/|V |) in the CAIDA data set require a larger fraction of monitors for com-
plete identification, e.g., rMMP = 0.71 for AS8717 with average node degree 4.2 in
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Table 6.2, whereas rMMP = 0.32 for AS1755 (Ebone) with average node degree 4.4
in Table 6.1. This is because ASes in the CAIDA data set tend to be more skewed
in connectivity, with more densely-connected cores and a larger number of dangling
nodes (likely the gateways for peer/customer connections). As all dangling nodes
have to be selected as monitors, such skewed connectivity leads to a higher ratio of
monitors although the average node degree is not necessarily smaller. Meanwhile,
comparison with RMP (3000 Monte Carlo runs), presented in Fig. 6.9, shows that
the improvement of MMP over RMP remains significant. As in Fig. 6.8, RMP again
exhibits poor performance for all the ASes considered in Fig. 6.9, which has less
than 35% probability of identifying all links even if the fraction of monitors κ/|V |
is as large as 0.99. In particular, for almost all the networks (except for AS20965) in
Fig. 6.9, RMP fails to identify all the links in more than 60% of the simulations even
if all but one node are monitors. In contrast, carefully selected monitors by MMP can
guarantee complete identification while substantially reducing the required number
of monitors.
We note that AS topologies from both Rocketfuel and CAIDA contain a large
fraction of dangling nodes, which have to be selected as monitors to ensure network
complete identifiability. Simulation results show if we remove all these dangling n-
odes and only interested in identifying the link metrics in the remaining graph (e.g.,
the backbone network), then the required number of monitors can be substantially
reduced. This implies that the network administrators can tailor the network topolo-
gy according to the practical monitoring requirement (e.g., monitoring the links with
high importance), and then feed this well-tailored topology to MMP for computing
the optimal monitor placement.
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Table 6.2: Parameters of AS Topologies in CAIDA
AS |L| |V | κMMP rMMP
15706 874 325 276 0.84
9167 1590 769 483 0.62
8717 3755 1778 1266 0.71
4761 3760 969 624 0.64
20965 8283 968 110 0.11
6.3.2 Evaluation of GMMP
We evaluate GMMP also on the Internet Service Provider (ISP) topologies collect-
ed by the Rocketfuel project [45]. We select three ISPs of similar sizes to evaluate
the impact of different topologies; see Table 6.3 for the details, where NB denotes
the number of biconnected components, and NT the number of triconnected com-
ponents. We apply GMMP to each ISP, with a focus on evaluating the identification
ratio (ratio of number of identifiable links over total number of links) to compare
networks of different sizes. We also evaluate algorithm efficiency, measured by its
running time.
As a benchmark for GMMP, we employ a similar algorithm used for evaluating
MMP (i.e., RMP), referred to as Advanced Random Monitor Placement (ARMP):
Given a total number of monitors κ and a node set Φ, ARMP randomly selects κ
nodes out of Φ as monitors and examines the corresponding number of identifiable
links by DAIL (Algorithm 5.2). This process is repeated δ times, and the selection
yielding the largest number of identifiable links is returned as the final placement by
ARMP. The basic version for ARMP, denoted by ARMP-V , is to select nodes from
the entire network, i.e., Φ = V . A more advanced version of ARMP, denoted by
ARMP-S , limits selection to the candidate set S , i.e., Φ = S , based on the observa-
tion in Theorem 6.2. We employ both versions of ARMP to evaluate the performance
impact of using a refined candidate set. As a randomized alternative to exhaustive
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Table 6.3: ISP Networks for Evaluation of GMMP
ISP |L| |V | |S| NB NT κMMP rMMP
Abovenet (US) 294 182 148 87 129 117 0.64
EBONE (Europe) 381 172 81 28 65 55 0.32
Exodus (US) 434 201 108 38 92 85 0.42
enumeration, ARMP trades off complexity against performance via tuning parame-
ter δ. In this evaluation, we set δ to κ|S| for both versions of ARMP, which implies
a complexity of O
(
κ|S|(|V |+ |L|)
)
. We notice that GMMP in its current form (Al-
gorithm 6.3) will incur a higher complexity due to the enumeration of all 3-monitor
placements (line 4); in fact, even a complete enumeration of 2-monitor placements
(line 2) will incur complexity of O(|S|2(|V |+ |L|)), which is already higher than the
complexity of ARMP for small κ. To ensure fair comparison with ARMP, we sim-
plify GMMP by only examining κ|S| randomly selected 2-monitor placements and
using the one with the maximum number of identifiable links to approximate O2;
O3, . . . ,Oκ are then incrementally constructed based on O2 by repeating lines 6–7
of Algorithm 6.3. In the following, all results labeled “GMMP” are for this simpli-
fied GMMP. We perform the simulations using Matlab R2010a on a computer with
Intel(R) Core i7-2720QM CPU @ 2.2GHz, 16.0 GB memory, and 64-bit Win7 OS.
We report the identification ratio in Fig. 6.10, where the optimal values are ob-
tained by an exhaustive search over all κ-monitor placements10. We make the fol-
lowing observations:
1) Although complete identification of the ISP networks requires a substantial
fraction of nodes to be monitors (0.32 to 0.64 as shown in Table 6.3), many links
can be identified with only a few monitors, e.g., both GMMP and ARMP-S identify
more than half of the links in all the ISPs by placing monitors at only 5% of the
nodes. This is because most ISP networks contain at least one large sub-network
10In Fig. 6.10, we only simulate κ/|V | ∈ (0, κMMP/|V |), as the identification ratio of 1 can always
be achieved by MMP for κ/|V | ≥ κMMP/|V |.
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Figure 6.10: Identification ratio in ISP networks; ⋆ : (κMMP/|V |, 1), i.e., transition
point for complete identification.
(likely the backbone) that tends to be 3-vertex-connected, which can be completely
identified using a small number of properly placed monitors.
2) GMMP can be suboptimal for non-2-vertex-connected networks (none of the
ISPs is 2-vertex-connected, as verified by NB > 1 in Table 6.3). Nevertheless, it
closely approximates the optimal identification ratio for all the networks over al-
l considered values of κ. This observation suggests that, besides being provably
optimal for 2-vertex-connected networks, GMMP is also near-optimal for general
networks (note that this is by the simplified GMMP, and the identification ratio of
the original GMMP can be higher). In comparison, ARMP-V shows a notably lower
identification ratio, e.g., to reach identification ratio 0.85 in EBONE, 16 monitors
are required by GMMP, while 39 are required by ARMP-V . Notice that ARMP-S
achieves intermediate performance, e.g., requiring 21 monitors in EBONE to achieve
identification ratio 0.85. For the same set of evaluations, we have also simulated al-
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Figure 6.11: Algorithm running time in ISP networks.
gorithm running time in Fig. 6.11 which shows11 that GMMP is faster than ARMP-V
and ARMP-S .
These results not only confirm the performance improvement of GMMP over the
benchmarks, but also reveal the factors contributing to this improvement: refined set
of candidate monitors (shown by the improvement of ARMP-S over ARMP-V ) and
strategic selection of monitors from the candidate set (shown by the improvement
of GMMP over ARMP-S). Note that all the algorithms, including the exhaustive
search, depend on the proposed algorithm DAIL to evaluate the number of identifi-
able links under each candidate placement, which otherwise cannot be determined
efficiently (see discussions at the beginning of Chapter 5).
3) Among the three ISPs, we see that EBONE has the highest identification ratio
while Abovenet has the lowest. Intuitively, this is because EBONE is more densely
connected (as shown by a smaller NB in Table 6.3), which gives more flexibility in
11In Fig. 6.11, the running time for an exhaustive search is significantly larger (over 48 hours for
each κ), and is thus omitted in Fig. 6.11.
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constructing measurement paths between monitors, and thus requires fewer moni-
tors for identifying its links; in contrast, Abovenet is poorly connected with a large
number of cut-vertices (as shown by a larger NB), which limits the set of measurable
paths between each pair of monitors and thus requires more monitors. This observa-
tion suggests that networks with better connectivity are more amendable to network
tomography under limited monitor resources.
CHAPTER 7
Conclusions and Future Work
7.1 Conclusions
Network tomography is an effective approach that determines network internal infor-
mation through external end-to-end path measurements. Though providing a light-
weight solution in revealing network internal states without direct performance mea-
surement, network tomography still involves several key issues that are not well un-
derstood. Therefore, in this thesis, we studied a set of fundamental problems that
are essential to network tomography, with particular interest in additive link metric
identification from both theoretical and algorithmic perspectives. To comply with
practical routing restrictions, each research issue in this thesis was explored under
the constraint that all measurement paths be cycle-free (simple paths). Furthermore,
we emphasized efficiency for each research issue. Specifically, we characterized net-
work identifiability by easily verifiable topological conditions and developed high-
ly efficient algorithms for path construction, link identification, and network (par-
tial) identifiability determination/maximization, thus enabling applicable solutions
in building robust monitoring infrastructures.
In this thesis, to the best of our knowledge, we established the first fundamental
conditions on network topology and placement of monitors for identifying additive
link metrics using end-to-end measurements along simple paths between monitors.
We showed that with two monitors, it is impossible to identify all the link metric-
s; however, it is possible to identify the metrics of interior links that are at least
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one hop away from the monitors, for which we derived the necessary and sufficient
conditions in terms of edge/vertex connectivity of the network topology. Next, we
studied the case of three or more monitors and derived the corresponding necessary
and sufficient conditions for identifying all the link metrics. We showed that these
conditions are not only useful for testing network identifiability under a given mon-
itor placement, but also enable efficient algorithm design for link identification and
monitor placement.
To obtain all link metrics in an identifiable network, we then proposed efficient
algorithms for constructing measurement paths and uniquely identifying link metrics
from path measurements. The proposed algorithms utilize a special structure of iden-
tifiable networks in the form of independent spanning trees to strategically construct
linearly independent measurement paths and compute link metrics without explicitly
inverting the measurement matrix. Extensive simulations on both synthetic and real
networks show that the proposed algorithms can guarantee unique identification of
link metrics while being orders of magnitude faster than existing solutions for large
networks.
Considering the fact that some links remain identifiable by measuring cycle-free
paths even if the entire network is not completely identifiable, we further investigat-
ed network partial identifiability by developing linear-time algorithm (called DAIL)
that locates all identifiable links under given monitor placement. We later showed
that this algorithm serves as an efficient sub-routine in designing the algorithm for
optimum monitor placement.
Finally, we studied the problem of maximal identifiability monitor placement in
network tomography. To guarantee complete identifiability, we proposed a mon-
itor placement algorithm using the minimum number of monitors. In cases where
monitor budget is insufficient, we developed an efficient greedy algorithm that incre-
mentally places monitors to maximize the number of identifiable links based on the
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linear-time algorithm DAIL. Our evaluations on real network topologies verified that
the proposed monitor placement algorithms significantly outperform baseline solu-
tions. Moreover, the proposed partial monitor placement algorithm is both provably
optimal for networks without cut-vertices and empirically near-optimal for several
real network topologies, thus providing a quantifiable tradeoff between the level of
identifiability and the number of monitors.
7.2 Future Work
With respect to more practical network conditions, this research work can be fur-
ther extended in the future. Considering that network elements may fail to provide
normal communication functionalities during network operations, it is important to
localize and correct these network failures in a timely manner. To localize potential
failures (non-additive metrics), most existing work experiences limitations in appli-
cability. For instance, algorithm Smallest Consistent Failure Set (SCFS) [60, 61] is
only applicable to tree topologies and heuristic solutions in [62] exhibit severe ac-
curacy issue. Hence, there is still a lack of understanding in characterizing network
failure localizability by network topologies and monitor placements. This issue is
substantially different from the link metric identification in this thesis in that [63]
shows generally more measurement paths are required for localizing link failures.
Furthermore, when the network topology and the network states are unstable, the ac-
curacy of network state inference can be deteriorated. Thus, a tomographic solution
which is capable of adapting to dynamic environments is also a necessity.
All these requirements in network tomography, therefore, motivate future re-
search for solving the following key research issues.
1) Link identification under more constraints: We have identified topological
conditions for uniquely identifying link metrics from path measurements and devel-
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oped an efficient algorithm (MMP) that places the minimum number of monitors to
satisfy the identifiability condition. These results, however, assume that the network
is modeled as a stable undirected graph and all measurement paths are arbitrarily
controllable. In cases that some nodes/links may fail, link metrics are asymmetric,
or measurable paths are (partially) uncontrollable, a follow-up question is: Under
these challenging network settings, which internal (link/node) metrics are identifi-
able and where should the monitors be placed?
2) Determination of network failure localizability: For this issue, two closely-
related questions can be addressed. (i) Given arbitrary networks, under what con-
ditions can we uniquely localize failed nodes? (ii) How many failed nodes can be
localized via end-to-end cycle-free path measurements?
3) Dynamic model for characterizing topology changes in mobile networks: In
hybrid communication networks, network topologies may vary over time. To ap-
ply network tomography in dynamic environments, an efficient method is required
to predict network topologies in the following time slots based on observation-
s/samplings. Accordingly, network administrators can then optimize the measure-
ment path selection and monitor deployment, aiming to maximize network identifi-
ability.
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APPENDIX A
Auxiliary Algorithms
Auxiliary algorithms for DAIL (see Algorithm 5.2 in Chapter 5) are presented in this
appendix. To facilitate the presentation, we first introduce a notion to distinguish
between two types of vantages as follows:
Definition 14. A vantage v is conjugate with another vantage v′ (called a conjugate
pair) if (i) {v, v′} forms a Type-1-VC, and (ii) neither of them is an agent.
The significance of this classification of vantages is that for a given triconnected
component, there exists a set of (external) paths (see Lemma D.4 in Appendix D)
connecting each vantage to an agent such that the path for each independent vantage
(see Definition 13 in Chapter 6) is vertex disjoint with all the other paths, whereas
the paths for vantages in a conjugate pair may lead to the same agent but are disjoint
elsewhere (e.g., {µ1, µ2} and {µ1, µ3} in Fig. A.1 (c) are conjugate pairs). Note
that the definition of conjugate pairs only implies that vantages in a conjugate pair
must connect to the same agent if their paths are constrained to the same neighboring
sub-graph of the parent biconnected component behind the cut (from the perspective
of the triconnected component under consideration). Without this constraint, it is
still possible to find disjoint paths for vantages in conjugate pairs, e.g., conjugate
vantages µ1 and µ2 in Fig. A.1 (c) can connect to agents via disjoint paths P4 and
P2, respectively.
Based on the type of vantages, we further classify triconnected component of
Category 2 into 4 sub-categories:
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Figure A.1: Four sub-categories of Category 2.
(i) Category 2.1: containing only 3 vantages, at least two of which are indepen-
dent (see Definition 13 in Chapter 6), e.g., T in Fig. A.1 (a);
(ii) Category 2.2: containing only 3 vantages, in which only one is independent
and the other two form a conjugate pair, e.g., T in Fig. A.1 (b);
(iii) Category 2.3: containing only 3 vantages {µ1, µ2, µ3}, in which none of them
is independent, and only {µ1, µ2} and {µ1, µ3} are conjugate pairs, e.g., T in
Fig. A.1 (c);
(iv) Category 2.4: containing only 3 vantages, in which none of them is indepen-
dent and each vantage pair forms a conjugate pair, e.g., T in Fig. A.1 (d);
The strategy of DAIL is to apply Theorem 3.3 or 3.7 to each triconnected compo-
nent together with its associated vantage-to-agent connections. Moreover, the pre-
requisite of applying Theorem 3.3 and 3.7 to the (sub-)graph of interest is that all
involved links can be employed for constructing measurement paths. However, for
an individual triconnected component, it may involve virtual links, which do not ex-
ist in the original graph G. To handle this issue, we prove in Appendix E that for
Categories 1, 2.2, 2.4 and 3, even if the associated triconnected component contain-
s virtual links, the conclusions on the sub-graph identifiability in DAIL still hold.
However, triangle components of Category 2.1 and 2.3 are special cases requiring
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Algorithm A.1: Determination of All Identifiable Links in Triangles of Cate-
gory 2.1
input : Triangle component T of Category 2.1, and the neighboring triconnected
components of T
output: Identifiable links in T
1 foreach real link li in T do
2 Suppose li is incident to v1 and v2 and the third node in T is v3. Let S1 (S2) be
the set of immediate neighboring triconnected components connected to T via
{v1, v3} ({v2, v3});
3 Let T ∗1 (T ∗2 ) be a neighboring triconnected component of T with the following
properties: (i) v1 ∈ T ∗1 (v2 ∈ T ∗2 ); (ii) v2 /∈ T ∗1 (v1 /∈ T ∗2 ); (iii) T ∗1 (T ∗2 ) contains
at least two real links which are incident to v1 (v2); (iv) T ∗1 (T ∗2 ) contains 3 or
more vantages;
4 foreach j (j = 1, 2) do
5 if vjv3 is virtual AND vj is not an agent in the parent biconnected component
of T AND {v1, v2} is a Type-0-VC w.r.t. T if {v1, v2} is a 2-vertex cut AND
|Sj | = 1 AND T ∗j satisfying the properties in line 3 does not exist then
6 li is unidentifiable; break;
7 end
8 end
9 if li is not marked as unidentifiable by line 6 then
10 li is identifiable;
11 end
12 end
separate treatment. Therefore, we introduce auxiliary algorithms, Algorithm A.1
and A.2. The key question that Algorithm A.1 and A.2 answers is: when virtual
links are used in identifying a link, are there real paths in neighboring components
to replace these virtual links? Consider a triangle of Category 2.1 (or 2.3) with
vantages µ1, µ2 and µ3. To identify link µ2µ3, the path replacement of µ1µ2 or
µ1µ3 (if they are virtual) may involve agents, which implies that the condition in
Theorem 3.7 (or Condition 2© in Theorem 3.3) is not satisfied (see the proof in Ap-
pendix E). Therefore, we build the conditions in line 9 of Algorithm A.1 (and line 2
of Algorithm A.2) to ensure the existence of path replacements that do not contain
any agents. Specifically, if a triconnected component of Category 2.1 satisfies the
conditions in line 5 (Algorithm A.1), then there is no path replacement of µ1µ2 or
µ1µ3, and thus we can at most identify the sum metric of a path and link µ2µ3, but
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Algorithm A.2: Determination of All Identifiable Links in Triangles of Cate-
gory 2.3
input : Triangle component T of Category 2.3 with two conjugate pairs {µ1, µ2}
and {µ1, µ3}, and a set S1 (S2) of its immediately neighboring triconnected
components connected to T via {µ1, µ2} ({µ1, µ3})
output: Identifiable links in T
1 µ1µ2 (µ1µ3) is identifiable if it is a real link;
2 if (link µ1µ2 is real OR |S1| ≥ 2 OR one component in S1 is 3-vertex-connected)
AND (link µ1µ3 is real OR |S2| ≥ 2 OR one component in S2 is 3-vertex-connected)
then
3 µ2µ3 is identifiable if it is a real link;
4 end
Algorithm A.3: Determination of All Identifiable Links in Triangles of Cate-
gory 2
input : Triangle component T of Category 2 and its neighboring triconnected
components
output: Identifiable links in T
1 if T is of Category 2.1 then
2 the identifiability of T is determined by Algorithm A.1;
3 else if T is of Category 2.2 then
4 all links except for the ones incident to the independent vantage in T are
identifiable;
5 else if T is of Category 2.3 then
6 the identifiability of T is determined by Algorithm A.2;
7 else // T must be of Category 2.4
8 all links in T are identifiable;
9 end
not individual metrics. For a triangle of Category 2.3 with conjugate pairs {µ1, µ2}
and {µ1, µ3}, nevertheless, any path replacement of µ2µ3 in neighboring compo-
nents of T does not involve agents. Thus, this freedom of path selections benefits
the identification of µ1µ2 and µ1µ3. In fact, µ1µ2 and µ1µ3 (if any) are always iden-
tifiable (line 1 of Algorithm A.2). The detailed proof of Algorithms A.1 and A.2 are
presented in Appendix D (Lemmas D.5 and D.6). Since the four sub-categories of
Category 2 can cover all Category 2 cases, we have Algorithm A.3 to identify any
triangle component of Category 2.
APPENDIX B
Independent Spanning Trees
In this appendix, we briefly discuss how to construct the 3 independent spanning
trees in an 3-vertex-connected r-extended graph G∗ex, some unique features of which
will be used in the proofs of Lemma D.3 (Appendix D) and Theorem 4.2.
Definition 15. ([52]) Non-separating ear decomposition: Non-separating ear de-
composition of G is a decomposition V (G) = V (E1 ∪ E2 ∪ · · · ∪ Ene) (each Ei is
called an ear, ne ears in total) such that
1. E1 is an induced cycle,
2. Ei (2 ≤ i ≤ ne) is an induced simple path with only its end-points in common
with E1 ∪ · · · ∪ Ei−1,
3. Let Gi := G\(E1∪E2∪· · ·∪Ei). For each Ei, Gi is connected and each internal
node of Ei has a neighbor in Gi, and
4. |Ene | = 3 and the internal node of Ene does not appear in other ears.
Definition 16. ([64]) s-t numbering: s-t numbering of G is a one-one function f :
V → [1 · · · k] (k = |V |) such that
1. f(s) = 1, f(t) = k, and
2. For each vertex v in G \ {s, t}, it has a neighbor u with f(u) < f(v) and a
neighbor w with f(w) > f(v).
The non-separating ear decomposition and s-t numbering are fundamental in con-
structing independent spanning trees. Suppose Ej is the first ear with node v on it,
then j is called the ear level of v, denoted by g(v) = j. It is proved in [52] that a
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3-vertex-connected graph G∗ex has a nonseparation ear decomposition, by which each
node in G∗ex can be assigned an ear level and an s-t number. With the knowledge of
the ear level and the s-t number of each node, three independent spanning trees can
be constructed accordingly. Without loss of generality, in the sequel, we assume
m1 is a non-cutvertex monitor1 in G and virtual node r connects to m2, i.e., in the
definition of G∗ex (see Section 4.1), mi equals m2. Due to the special structure of
G∗ex, the complicated algorithm [52] of finding E1 can be avoided, i.e., simply choose
rm+1 m1m
+
2 r (m+1 and m+2 are virtual monitors) as E1. Then the rest ears can be
found by the ear decomposition algorithm described in the proof of Theorem 1 [52].
To construct 3 independent spanning trees, one rule for selecting the last ear Ene is
that its internal node must be m2.
By running s-t numbering algorithm [64], the final s-t numbers for r and m+1 are
1 and k (the number of nodes in G∗ex), respectively. With the computed ear level and
s-t numbers of a given 3-vertex-connected graph G∗ex, it is easy to show that each
node v in G∗ex \ {r,m+1 ,m2} has three neighbors w1, w2 and w3 such that (i) ear level
g(w1) > g(v), (ii) f(w2) < f(v) and g(w2) ≤ g(v), and (iii) f(w3) > f(v) and
g(w3) ≤ g(v). Then we construct 3 independent spanning trees as follows:
The above three properties are also the three rules to construct the three indepen-
dent spanning trees T1, T2 and T3 in G∗ex:
• T1: First, add link rm2 to T1. Next, for each node v in Gm\{r,m2}, T1 involves
link vw, where w is a neighbor node of v with g(w) > g(v);
• T2: First, add link rm+2 to T2. Next, for each node v in Gm \ {r,m+2 }, T2
involves link vw, where w is a neighbor node of v with f(w) < f(v) and
g(w) ≤ g(v);
• T3: First, add link rm+1 to T3. Next, for each node v in Gm \ {r,m+1 }, T3
1A non-cutvetex monitor can be found since it it impossible that all monitors are cutvertices in an
identifiable network according to the minimum monitor placement algorithm MMP.
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involves link vw, where w is a neighbor node of v with f(w) > f(v) and
g(w) ≤ g(v).
APPENDIX C
Graph Decompositions
The basic ideas of biconnected and triconnected component decomposition in [58,
51] are outlined in Algorithms C.1 and C.2. See [58, 51] for the algorithm details.
Algorithm C.1: Biconnected Component Decomposition
input : Connected graph G
output: All biconnected components in G
1 each vertex v in G is assigned a “pre” and a “low” number [58], where the “pre”
number is obtained during the depth-first search while the “low” number is computed
according to its connections to neighboring vertices;
2 identify all cut-vertices based on the “pre” and “low” values;
3 store the visited edges in a stack via depth-first search;
4 when a cut-vertex is discovered, pop the edges in the stack to get all edges in the same
biconnected component;
Algorithm C.2: Triconnected Component Decomposition
input : Connected graph G
output: All triconnected components in G
1 partition G into biconnected components B1, B2, . . ., according to Algorithm C.1;
2 foreach biconnected component Bi do
3 find a cycle C in Bi;
4 if C does not exist then
5 Bi is a triconnected component;
6 else
7 B′i = Bi − C;
8 localize all 2-vertex-cuts (see Definition 12) by finding cycles in each
connected component within B′i;
9 follow a depth-first search to store the edges belonging to the same
triconnected component;
10 end
11 end
APPENDIX D
Supporting Theorems
In this appendix, we first list all supporting theorems in Section D.1 used in this
thesis and then give the corresponding proofs in Section D.2.
D.1 Theorems
Lemma D.1. Suppose two monitors are deployed in G to measure simple paths. If
link l is a bridge in G with one monitor on each side, as illustrated in Fig. D.1, then
neither l nor its adjacent links are identifiable.
m2
m1
…
…
a1
b1
a2
b2
ak1
bk2
(a) (b)
…
b1 b2
bk2
a1
a2 k1a
…
m1
r
s
l
l
r
m2
Figure D.1: Two cases of bridge link l: (a) interior bridge, (b) exterior bridge.
Proposition D.2. Using two monitors, the necessary and sufficient condition for
G +m1m2 being a 3-vertex-connected graph is when 2 nodes are deleted in G, the
remaining graph is still connected, or every connected component has a monitor.
With the constructed three independent spanning trees (T1, T2, and T3) in an
identifiable network G, let Gm := T1∪T2∪T3. Then each node in Gm\r (virtual nodes
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m+1 and m+2 are also included) has three internally vertex disjoint paths (denoted by
X (1), X (2) and X (3)) to r, each along the corresponding spanning tree. Combining
any two of these three paths, we get three cycles, i.e., C(1) = X (1) ∪ X (2), C(2) =
X (2) ∪ X (3) and C(3) = X (1) ∪ X (3). Let C be the set of all these cycles.
Lemma D.3. The number of distinct cycles inC is the number of links (both real and
virtual) in Gm, i.e., |C| = ||Gm||. Furthermore, all these distinct cycles are linearly
independent.
Claim 1. A triconnected component T may contain multiple virtual links. For each
involved virtual link whose end-points {v1, v2} (the end-points of a virtual link must
form a vertex cut) form a Type-0-VC w.r.t. T , there exists a simple path Pr with the
same end-points in a neighboring biconnected component BT which connects to T
via {v1, v2}. Pr can be used to replace the associated virtual link in T if this virtual
link is chosen to construct measurement paths for identifying real links in T . This
replacement operation does not affect all existing path construction policies or the
identifiability of real links in T . Such Pr also exists if {v1, v2} forms a Type-k-VC
(k ≥ 1), but no agents (excluding v1 and v2) in BT are used for identifying T .
Lemma D.4. For all vantages {µi} in a triconnected component T of G, there exists
an external µi-to-agent path P (P is a degenerated single node if µi is an agent)
which is internally vertex disjoint with all other µj-to-agent paths (j 6= i).
Lemma D.5. Algorithm A.1, Determination of All Identifiable Links in Triangles of
Category 2.1, can determine all identifiable links in a triangle of Category 2.1.
Lemma D.6. Algorithm A.2, Determination of All Identifiable Links in Triangles of
Category 2.3, can determine all identifiable links in a triangle of Category 2.3.
Lemma D.7. Algorithm 5.3 (in Chapter 5), Determination of Direct Links in Com-
ponents of Category 3, can determine the identifiability of the direct link in a tricon-
nected component of Category 3.
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Theorem D.8. For the triconnected component decomposition of graph G, (i) the 3-
vertex-connected and single-link components are unique, while triangle components
may not be unique; and (ii) the total number of triconnected components NT in G,
however, is a constant.
D.2 Proofs
D.2.1 Proof of Lemma D.1
The proof follows similar arguments as in the proof of Theorem 3.1. Consider the
case of Fig. D.1 (a). Assume all links except link l and its adjacent links air (i =
1, . . . , k1) and sbj (j = 1, . . . , k2) are identified. We can then reduce the linear
equation associated with any m1 → m2 path to the form
Wair +Wsbj +Wl = φij, i = 1, . . . , k1, j = 1, . . . , k2. (D.1)
Writing these equations in matrix form and applying the linear transform in the
proof of Theorem III.1 yield a transformed measurement matrix (blank entries are
zero):
R
′ =
Wa1r · · ·Wak1r Wsb1 · · ·Wsbk2
Wl



1 1 1


k2
rows
1 1 1
.
.
.
.
.
.
.
.
.
1 1 1
1 1 1


k1 − 1
rows
1 1 1
.
.
.
.
.
.
.
.
.
1 1 1
.
This matrix corresponds to the maximum set of linearly independent equations
involving the unknown variables Wl, (Wair)k1i=1, and (Wsbj)
k2
j=1. Since any sub-set of
k equations contains more than k unknown variables, none of these variables can be
identified. Therefore, l and its adjacent links are all unidentifiable.
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In the case of Fig. D.1 (b), similar argument applies, except that Wair is replaced
by Wrai and Wsbj is replaced by Wbjm2 . 
D.2.2 Proof of Proposition D.2
Necessary part.
1) If G is separated by deleting 2 non-monitors, then each component must have
a monitor; otherwise, G +m1m2 is 2-vertex-connected.
2) If one of the deleted nodes is a monitor, then the remaining graph of G is the
same as that of G + m1m2 when these two nodes are deleted (because link m1m2
is deleted). Since G + m1m2 is 3-vertex-connected, this remaining graph must be
connected.
3) If m1 and m2 are deleted, then the remaining graph is the interior graph H,
which is connected according to the assumption.
Sufficient part.
1) If G is always connected after deleting two nodes, then G is 3-vertex-connected,
so is G +m1m2.
2) If G is separated into two connected components after deleting two nodes, and
each component has a monitor, then adding link m1m2 will connect these compo-
nents again. Therefore, G +m1m2 is 3-vertex-connected. 
D.2.3 Proof of Lemma D.3
For illustrative purpose, we color the links on T1 as blue, T2 as green, and T3 as
red (the three independent spanning trees are constructed as stated in Appendix B).
Since the independent trees are constructed w.r.t. r, each link in T1, T2 and T3 has a
natural direction toward r. Therefore, for the simplicity of the following proofs, each
link in T1, T2 and T3 is assigned a direction toward r. Note this direction is for and
only for the theorem proof and only exists on T1, T2 and T3, meaning the assumption
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Figure D.2: Paths generated by merging red and green path segments.
that the original graph (see Section 2.2) is undirected still holds. With this notation,
links l1 on Ti and l2 on Tj (i 6= j) with different colors and different directions might
correspond to the same link in Gm.
In Gm, let b1 be the number of links appearing only in T1 (colored as blue), and b2
be the number of links appearing in two trees: one is T1 (colored as blue), the other
one is either T2 (colored as green) or T3 (colored as red). Then we have:
b1 + b2 = |Gm| − 1, (D.2)
since T1 is a spanning graph of Gm. Consider ear Ei. Let δi be the number of newly
added nodes to E1 ∪ · · · ∪ Ei−1 by Ei. Let v0 · · · vδi+1 denote the nodes in Ei, where
v0 and vδi+1 are end-points already existed in previous ears. Then we can derive the
relationship among the number of links, the number of nodes and the number of ears
in Gm. Suppose there are ne ears in total, then E1 with δ1 new nodes has δ1 links
since E1 is a cycle, whereas Ei (2 ≤ i ≤ ne) which is a path with δi new nodes has
δi + 1 new links. In addition to these links, there exist b1 links only appearing in the
blue tree and not involving in any ears. Hence, we have
||Gm|| = b1 + δ1 +
ne∑
i=2
(δi + 1)
= b1 + δ1 +
ne∑
i=2
δi +
ne∑
i=2
1
= b1 + |Gm|+ ne − 1.
(D.3)
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Figure D.3: Paths generated by merging blue and red/green path segments.
To count distinct cycles in C, we consider merging the cycles obtained from each
pair of independent spanning trees.
1) We first consider the cycles obtained by combining the red and green paths.
For ear Ei, each newly added node in Ei corresponds to a cycle obtained by combin-
ing the red and green paths. However, as Fig. D.2 shows, each link between v1 and
vδi corresponds to two colors, red and green, with opposite directions. Therefore,
cycles formed by combining the red and green paths w.r.t. v1 · · · vδi+1 are identical.
Thus, ear Ei only contributes one distinct cycle when combining the red and green
paths for any of the newly added nodes v1 · · · vδi .
2) Next, we consider merging the cycles generated by combining the red and the
blue paths. For the δi new nodes in ear Ei, each path formed by combining the red
and the blue paths are distinct from each other. However, as Fig. D.3 displays, the
red + blue cycle w.r.t. v1 might be identical with the red + blue cycle w.r.t. v0
(when v0 was first added in the previous operations). Thus, the same cycle might
be counted twice. Let εi indicate if link v0v1 is colored as blue, i.e., εi = 1 if true,
and εi = 0 otherwise. With this notation, the number of distinct cycles formed by
combining the red and the blue paths is δi−εi for ear Ei (2 ≤ i ≤ ne), and δ1−1−ε1
for ear E1.
3) Finally, we consider merging the cycles formed by combining the green and
the blue paths. Following the same argument in 2), each path formed by combining
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the green and the blue paths are distinct from the δi new nodes in ear Ei. However,
the cycles w.r.t. to vδi and vδi+1 might be identical (see Fig. D.3). Let ε′i indicate if
link vδivδi+1 is colored blue, i.e., ε′i = 1 if true, and ε′i = 0 otherwise. Accordingly,
the number of distinct cycles formed by combining the green and the blue paths is
δi − ε
′
i for ear Ei (2 ≤ i ≤ ne), and δ1 − 1− ε′1 for ear E1.
Therefore, the number of distinct cycles, denoted by Qi, contributed by ear Ei is:
Q1 = 1 + δ1 − 1− ε1 + δ1 − 1− ε
′
1,
Qi = 1 + δi − εi + δi − ε
′
i (2 ≤ i ≤ ne).
(D.4)
Thus, the number of distinct cycles in C is
|C| = Q1 +
ne∑
i=2
Qi
= 2δ1 − ε1 − ε
′
1 − 1 + 2
ne∑
i=2
δi +
ne∑
i=2
1−
ne∑
i=2
(εi + ε
′
i)
= 2|Gm|+ ne − 2−
ne∑
i=1
(εi + ε
′
i)
= 2|Gm|+ ne − 2− b2
. (D.5)
Subtracting (D.3) from (D.5) and utilizing (D.2), we get
|C| = ||Gm||. (D.6)
Let G ′m := Gm except all virtual links/nodes in Gm are real links/nodes in G ′m.
Suppose cycle measurement is allowed and r is the only monitor in G ′m, then all cycle
measurements associated with C are sufficient to identify all links in G ′m (following
the same method in STLI, see Section 4.3). Moreover, we have ||Gm|| = ||G ′m||;
therefore, all cycles in C are linearly independent. 
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Figure D.4: Virtual link replacement.
D.2.4 Proof of Claim 1
Fig. D.4 illustrates a triconnected component T with σ vantages (σ ≥ 2), where
some of these σ vantages may form conjugate pairs (see Definition 14 in Appendix A).
For vertex cut {v1, v2} (which is a Type-0-VC), there exists a simple path Pr con-
necting v1 and v2 in the neighboring biconnected component BT within the parent
biconnected component of T as BT contains at least 3 nodes. We know that BT
connects to T via only {v1, v2}; therefore, P1, . . . ,Pσ do not have common nodes
with BT except that µi (i = 1, . . . , σ) may equal v1 (v2). Hence, for virtual link v1v2,
if it is used for identifying real links in T according to Theorem 3.3 or 3.7, then it
can be replaced by Pr which is a simple path and can be abstracted as a real link in
T .
For the case that {v1, v2} forms a Type-k-VC (k ≥ 1) and no agents (excluding
v1 and v2) in BT are used for identifying T , we can ignore these agents in BT .
Accordingly, this Type-k-VC is converted to a Type-0-VC. Therefore, the above
argument applies to this special case, suggesting the existence of replacement path
Pr. 
D.2.5 Proof of Lemma D.4
We consider the following four cases.
1) If vantage µi is an agent, then µi-to-agent path is itself µi (i.e., a path contain-
ing only one node). This is a trivial case that µi-to-agent path is internally vertex
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disjoint with all other vantage-to-agent paths.
2) For triconnected component T in biconnected component B, if vantage µi is
not an agent and µi is in a Type-1-VC, then let µ′i be the other node in this Type-
1-VC, P the µi-to-agent path, and P ′ the µ′i-to-agent path. If µi and µ′i form a
conjugate pair (see Definition 14 in Appendix A), then P and P ′ may have a com-
mon terminating-point (i.e., the agent). In this case, in addition to the common
terminating-point m′, if P and P ′ must have another common node w (an internal
vertex in P and P ′), then it implies that µi and µ′i cannot connect to m′ if w is
deleted. Therefore, w is a cut-vertex in B, contradicting the assumption that B is
a biconnected component. If µi and µ′i do not form a conjugate pair, then µ′i is an
agent. In this case, µ′i-to-agent path is µ′i, which is internally vertex disjoint with P .
3) For triconnected component T in biconnected component B, if vantage µi is
not an agent and µi is in a Type-k-VC (k ≥ 2), then we can always construct µi-to-
m′ path P and µ′i-to-m′ path P ′ (µ′i is another node in this Type-k-VC, suppose µ′i is
not an agent) to make sure that P and P ′ have the same terminating-point m′. Then
the same argument in 2) applies to this case.
4) In 2) and 3), we only consider constructing P and P ′ in the same neighboring
biconnected component BN of T . For the vantage-to-agent paths in other neighbor-
ing biconnected component of T , these paths do not use any nodes in BN (except
for the possible case that the starting-point, i.e., the vantage, is in BN ). Thus, these
vantage-to-agent paths are still internally vertex disjoint with P .
Therefore, for vantages in the same Type-k-VC, their vantage-to-agent paths at
most have one common terminating-point (i.e., the agent). While for vantages in
different Type-k-VCs, their vantage-to-agent paths at most have a common starting-
point (i.e., the vantage). Consequently, For all vantages {µi} in T , there exists an
external µi-to-agent path P which is internally vertex disjoint with all other µj-to-
agent paths (j 6= i). 
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Figure D.5: Triangle identification (v1 is an agent).
D.2.6 Proof of Lemma D.5
For real link li in triconnected component T , let v1 and v2 be the end-points of li, v3
the third node in T , S1 (S2) the set of immediately neighboring triconnected com-
ponents connected to T via {v1, v3} ({v2, v3}), and S∗1 (S∗2 ) the set of immediately
neighboring biconnected components connected to T via {v1, v3} ({v2, v3}) within
the same parent biconnected component. Note all links in S∗1 (S∗2 ) except for v1v3
(v2v3) are real links. It suffices to show how the identifiability of li is determined by
Algorithm A.1. Let T ∗1 (T ∗2 ) be a neighboring triconnected component of T with the
following properties: (i) v1 ∈ T ∗1 (v2 ∈ T ∗2 ); (ii) v2 /∈ T ∗1 (v1 /∈ T ∗2 ); (iii) T ∗1 (T ∗2 )
contains at least two real links which are incident to v1 (v2); (iv) T ∗1 (T ∗2 ) contains 3
or more vantages.
We first consider the condition (called Condition A in the sequel) that: (a) v1v3 is
virtual AND (b) v1 is not an agent in the parent biconnected component of T AND
(c) {v1, v2} is a Type-0-VC w.r.t. T if {v1, v2} is a 2-vertex cut AND (d) |S1| = 1
AND (e) T ∗1 satisfying the properties (i)–(iv) does not exist. We show that if T
does not satisfy any of the five conditions (a)–(e) in Condition A, then there exists
a path replacement for v1v3 (denoted by P(v1, vr)), one v1-to-agent path, and one
vr-to-agent path, with all these three paths being internally vertex disjoint.
1) If v1v3 is a real link, then it is obvious that there is no need to find a path
replacement for v1v3. Moreover, according to the definition of Category 2.1 (see
Appendix A), there exist two vantage-to-agent (i.e., v1-to-agent and v3-to-agent) dis-
joint paths.
D.2. Proofs 133
m1’
P1
v3
v1 v2
S1
* S2
*
P2
P3 P4
Figure D.6: Triangle identification (v1v2 is a cross-link).
2) If v1 is an agent in the parent biconnected component of T , then v1 itself
is a degenerated v1-to-agent path (containing a single node). In this case, if S∗1
contains one agent (excluding v1), say m′1 (as illustrated in Fig. D.5), then there exist
internally vertex disjoint paths m′1e1v1 and m′1e2v3 since each component in S∗1 is
2-vertex-connected. Hence, m′1e1v1 can be used as the path replacement for v1v3.
Note that m′1e2v3 might be merged with another path for identifying v1v2, which
will be clear in later discussions. If S∗1 does not contain any agents except for v1,
then there exists path replacement connecting v1 and v3 within S∗1 . Furthermore, for
this replacement path, the end-point v3 has a vantage-to-agent path in S∗2 or v3 itself
is an agent according to the definition of Category 2.1.
3) If {v1, v2} is a Type-k-VC (k ≥ 1) w.r.t. T when {v1, v2} is a 2-vertex cut,
then, as illustrated in Fig. D.6, v1v2 is a Cross-link (defined in Section 3.2.2.1), which
is identifiable using paths P1, . . . ,P4.
4) If |S1| > 1, then it implies |S∗1 | > 1. Thus, the path replacement for v1v3 can
be chosen from one component in S∗1 and there exist v1-to-agent (v3-to-agent) path
in another component of S∗1 .
5) Suppose there exists T ∗1 satisfying the properties in (i)–(iv). This is the most
complicated condition in Condition A. Let B denote the parent biconnected compo-
nent of T . If we remove the neighboring biconnected component (except for nodes
v1 and v2) connecting to T via v1v2, then, as illustrated in Fig. D.7, v3 is a cut-vertex
in the remaining graph B∗. In B∗, for the connected component containing v1 and
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Figure D.7: Triangle identification (there exists T ∗1 in B1).
v3, there exists a sub-graph B1 which is 2-vertex-connected or a bond1, as illustrated
in Fig. D.7. Note that in Fig. D.7, all links in B1 and B2 are real links since they are
2-vertex-connected (or bonds), and B1 contains B2 when v3 is the only cut-vertex in
B∗. Suppose (a)–(d) in Condition A are satisfied. If there exist real links v1v4 and
v1v5 in B1, then T ∗1 must be a sub-graph in B1. Since v2 and v3 are vantages of T ,
v1 and v4 must be the two vantages of T ∗1 . If T ∗1 contains a third vantage, then it
implies that there exists an agent m′1 (with m′1 6= v1, m′1 6= v4) in B1. Hence, as B1 is
2-vertex-connected, there exist internally vertex disjoint paths v1e1m′1 and v1v4e2v3.
Therefore, v1v4e2v3 is chosen as the path replacement for v1v3. Moreover, there exist
v3-to-agent path (guaranteed by Condition B discussed as follows) in S∗2 or v3 itself
is an agent in B.
Let Condition B be (a) v2v3 is virtual AND (b) v2 is not an agent in the parent
biconnected component of T AND (c) {v1, v2} is a Type-0-VC w.r.t. T if {v1, v2}
is a 2-vertex cut AND (d) |S2| = 1 AND (e) T ∗2 satisfying the properties in (i)–(iv)
1A bond is a graph with only two nodes and one link connecting these two nodes.
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does not exist. The above argument in 1)–5) also applies to the path replacement
for v2v3. If neither Condition A nor Condition B is satisfied, then the two path
replacements for v1v3 and v2v3 can be abstracted as two single links, thus forming
a triangle containing link v1v2. Moreover, there exist vertex disjoint vertex-to-agent
paths for the three vertices in this constructed triangle. Therefore, v1v2 is identifiable
since the resided triangle with three vertex-to-agent paths (abstracting paths as single
links) satisfies the condition in Theorem 3.7.
Remark: When neither Condition A nor Condition B is satisfied, there are two
other possible scenarios. (i) As shown in Fig. D.5, if the replacement path for v2v3 is
v2e3v3, then m′1e2v3+v3e3v2 can be abstracted as a single link in a triangle; (ii) In the
case that v1 and v2 are both agents, if the replacement path for v2v3 is m′2e5v2 or v3 it-
self is an agent, then a quadrangle (i.e., graph ({m′1, v1, v2,m′2}, {m′1e1v1, v1v2, v2e5m′2,
m′1v3m
′
2}) or graph ({m′1, v1, v2, v3}, {m′1e1v1, v1v2, v2e3v3,m′1e2v3}), where path-
s are abstracted as single links) is formed. Nevertheless, this quadrangle with its
vertex-to-agent paths (abstracting paths as single links) also satisfies the condition in
Theorem 3.7.
If (a)–(e) in Condition A are satisfied, then it implies that |S∗1 | = 1 and there
is no agent (except for v4) in B1 (see Fig. D.7). Therefore, we can at most identify
the sum metric of v1v2 and a path within B1, but not the individual link metric on
v1v2. Same argument applies when (a)–(e) in Condition B are satisfied. Therefore,
the identifiability of li (with end-points v1 and v2) of Category 2.1 can be determined
by Algorithm A.1. 
D.2.7 Proof of Lemma D.6
Category 2.3 is defined in Appendix A. Let the two conjugate pairs (see Defini-
tion 14) be {µ1, µ2} and {µ1, µ3} and S1 (S2) the set of immediately neighboring
triconnected components connecting to T via {µ1, µ2} ({µ1, µ3}), as illustrated in
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Figure D.8: Link identifications of Category 2.3.
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Figure D.9: Category 2.3 - unidentifiable µ2µ3.
Fig. D.8. Since {µ1, µ2} and {µ1, µ3} are 2-vertex-cuts, we know that there exist
internally vertex disjoint paths P1, P2, P3 and P4. If µ1µ2 (or µ1µ3) is a real link,
then µ1µ2 (or µ1µ3) is known as a Cross-link (defined in Section 3.2.2.1) since µ2µ3
can be replaced by a path in neighboring biconnected components if µ2µ3 is virtu-
al. Therefore, µ1µ2 (or µ1µ3) is identifiable. Now we focus on the identification of
µ2µ3 in T (when µ2µ3 is a real link). The conditions to guarantee the identifiability
of µ2µ3 is:
(link µ1µ2 is real OR |S1| ≥ 2 OR one component in S1 is 3-vertex-connected) AND
(link µ1µ3 is real OR |S2| ≥ 2 OR one component in S2 is 3-vertex-connected).
Suppose the above condition is not satisfied. Then we can prove µ2µ3 is unidentifi-
able as follows.
We first consider the condition: link µ1µ3 is real OR |S2| ≥ 2 OR one component
in S2 is 3-vertex-connected. If not satisfied, then it implies that there is no real link
µ1µ3 and the only immediately neighboring triconnected component is a triangle,
i.e., µ1-a-µ3 in Fig. D.9 (µ1a and µ3a can be virtual links as well).
1) If agent m′2 is in the location shown in Fig. D.9 (a), then all paths from m′1 to
m′2 traversing µ2µ3 must use one simple path in D1. Therefore, the best case is that
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we can compute the sum metric of link µ2µ3 and another link which is incident to µ3
in D1, but cannot compute them separately.
2) If agentm′2 is in the location shown in Fig. D.9 (b), thenP3 and µ2µ3 become a
“double bridge” connectingD2 andD1. AbstractingP3 as a single link, Section 3.2.1
proves that none of the links in a double bridge is identifiable when constraining the
measurement paths to simple paths. If we choose other paths as P3 in D3, then the
same argument applies. Therefore, based on 1) and 2), µ2µ3 is unidentifiable.
Analogously, we can prove that µ2µ3 is unidentifiable when condition (link µ1µ2
is real OR |S1| ≥ 2 OR one component in S1 is 3-vertex-connected) is not satisfied.
When the required conditions are satisfied, we can prove that µ2µ3 is identifiable
as follows:
If µ1µ2 (µ1µ3) is a virtual link, then it can be replaced by a path in a neighbor-
ing component. For instance, if |S1| ≥ 2, then one replacement path can be found
in one component of S1. If one component in S1 is 3-vertex-connected, then there
exist 2 internally vertex disjoint paths (each with the number of links greater than
1) connecting µ1 and µ2. Thus, we can choose one of them as a replacement path.
Note that the virtual links possibly involved in the replacement paths can be fur-
ther replaced by the paths in their neighboring components within the same parent
biconnected component. After these replacement operations, µ2µ3 in Fig. D.8 is a
Shortcut (defined in Section 3.2.2.1), which is proved to be identifiable.
Therefore, Algorithm A.2 can determine all identifiable/unidentifiable links in a
triangle triconnected component of Category 2.3. 
D.2.8 Proof of Lemma D.7
For direct link µ1µ2 in T , if there exist neighboring triconnected components con-
necting to T by 2-vertex cut {µ1, µ2}AND µ1 and µ2 are not the (only two) vantages
in one of these neighboring components TN , then µ1µ2 is not a direct link connecting
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Figure D.10: Direct link µ1µ2 identification.
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Figure D.11: Direct link µ1µ2 identification in the abstracted graph.
two vantages in TN . Therefore, if TN is of Category 1 or 2, then Algorithm DAIL can
determine the identifiability of µ1µ2; if TN is of Category 3, then µ1µ2 is identifiable
since it is not a direct link in TN . The above argument is complete, since the number
of vantages in TN cannot be less than 2 as the parent biconnected component of T
(and TN ) contains at least 2 agents.
If the condition in line 1 of Algorithm 5.3 is not satisfied, then there is no neigh-
boring triconnected component connecting to T by 2-vertex cut {µ1, µ2}, or all these
neighboring components contain only µ1 and µ2 as vantages, shown in Fig. D.10. In
this case, the identifiability of µ1µ2 can be determined with the assistance of neigh-
boring biconnected components. Let B1 be the only biconnected component con-
necting to T via µ2, as shown in Fig. D.10. Suppose µ2 is not a real monitor and v1
is the only agent (except for µ2) in B1. Then we can at most identify the sum metric
of µ1µ2 and a path connecting µ2 and v1 in B1, but not the individual link metric
on µ1µ2. Therefore, if B1 is the only biconnected component connecting to T by
µ2 and µ2 is not a real monitor, then B1 must contain at least 2 agents (except for
µ2) for identifying µ1µ2. The same argument applies to the biconnected components
connecting to T via µ1. Suppose none of µ1 or µ2 is a real monitor. If there are more
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than one biconnected component connecting to T via µ1 (or µ2), e.g., B2 and B3 in
Fig. D.10, then the total number of agents (except for µ1 (or µ2)) must be no less
than 2 for identifying µ1µ2. If these required conditions regarding neighboring bi-
connected components of µ1 and µ2 are satisfied, then this scenario can be abstracted
as Fig. D.11, which satisfies the condition (suppose µ1 and µ2 are not monitors) in
Theorem 3.7, and thus µ1µ2 is identifiable. Note that for node µ1, if µ1 is a real mon-
itor, then there is no requirement for the neighboring biconnected components of µ1,
since the sub-graph containing µ1µ2, P3, P4 and their associated end-points already
satisfies the condition in Theorem 3.7. The same argument applies to the case when
µ2 is a real monitor. Consequently, Algorithm 5.3 can determine the identifiability
of µ1µ2 when the condition in line 1 is not satisfied, whereas the case satisfying the
condition in line 1 can be determined in neighboring triconnected components. 
D.2.9 Proof of Theorem D.8
Definition 17. merge: In graph G, two triconnected components T1 and T2 with a
common virtual link ab, i.e., ab ∈ L(T1) ∩ L(T2), can be merged. The resulting
graph after the merging operation is G = (V ′, L′), where V ′ = V (T1) ∪ V (T2),
L′ = L(T1) ∪ L(T2) \ {ab}.
1) In [51], it has proved (see Lemma 2 in [51]) that 3-vertex-connected and
single-link components in a graph decomposition are unique. Moreover, Lemma 2
in [51] also proved that if we merge (see Definition 17) all triangle components as
much as possible, then a set of polygons2 are obtained and these polygons are u-
nique. Since there are multiple ways to decompose a polygon, the generated triangle
components may not be unique.
2) To prove the total number of triconnected components NT in G is fixed, it
suffices to show that the total number of triangle components is fixed regardless of
2A polygon is a connected graph with each node connecting two and only two neighbors.
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Figure D.12: Decomposition of triconnected components in a polygon.
the mechanisms being used for graph decomposition, since all other types of tricon-
nected components are unique as proved in 1). To this end, we have one claim: for
a unique polygon D obtained in 1) with τ nodes (τ ≥ 3), the number of triangles
after graph decomposition on D is always τ − 2, which is irrespective of decompo-
sition strategies. We prove this claim by induction. (1) If τ = 3, then there is no
need to further decompose D, since D is already a triangle. Hence, in this case, the
number of triangles is only one, i.e., τ − 2. (2) Suppose the claim is true for τ = k
(k is an integer, k ≥ 3). (3) Consider the case that τ = k + 1. Fig. D.12 (a)–(b)
display a polygon with k + 1 nodes. For real link w1w2 on this polygon, after de-
composition, it must belong to one triangle T . Let the third node on T be v (see
Fig. D.12 (a)–(b)). Then there are two cases for T : (i) vw2 (or vw1) is a real link in
the original graph (Fig. D.12 (a)). In this case, excluding triangle T , the remaining
graph is polygon D1 with virtual link vw1 (or vw2). Then to get all triangles, D1
needs to be further decomposed. We know |V (D1)| = k, and thus it corresponds
to k − 2 triangles according to the hypothesis in (2). Therefore, the total number of
triangles is (k + 1) − 2; (ii) neither vw1 nor vw2 is a real link in the original graph
D. Then excluding triangle T , the remaining graphs are D1 and D2 (Fig. D.12 (b)).
To further decompose D1 and D2, we can first combine D1 and D2 as follows: Let
w1 = w2. The graph combination D′ is the union of D1 and D2, excluding virtual
link vw1 (vw2) (see Fig. D.12 (c)). Then the decomposition of D1 and D2 is equiva-
lent to the decomposition ofD′, conditioned on that the vertex-cut {v, w1} (the same
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as {v, w2}) must be used. We know the generated D′ is a polygon, which contains
k nodes, and thus it always corresponds to k − 2 triangles (including the case that
vertex-cut {v, w1} ({v, w2}) must be used). Therefore, original graphD corresponds
to (k + 1)− 2 triangles, completing the proof. 
APPENDIX E
Theorem Proof
E.1 Proof of Lemma 3.4
Let m∗1 and m∗2 be two nodes with m∗1,m∗2 ∈ {m1,m2} and m∗1 6= m∗2 (i.e., m∗1 =
m1,m
∗
2 = m2 or m
∗
1 = m2,m
∗
2 = m1). In the sequel, Conditions 1©– 2© refer to the
two conditions in Theorem 3.3.
1) In G, we first prove the existence of two cycles C1 and C2 with vw ∈ L(C1),
vw ∈ L(C2) and |V (C1) ∩ V (C2)| = 2 or 3.
(1.i). Existence of C1. For vw ∈ L(H), ∃ an H-path1 Pvw from v to w in
a 2-vertex-connected graph, according to Proposition 3.1.3 [47] (G is a 2-vertex-
connected graph, since G + m1m2 is 3-vertex-connected). Thus, a cycle C1 =
Pvw + vw is formed.
(1.ii). Existence of C2. Suppose C2 does not exist in G. Then to connect v and
w, besides using link vw, C1 − vw is the only alternative way. Hence, each link in
C1 − vw must be a bridge in G − vw, contradicting Condition 1©. Therefore, there
exist C1 with vw ∈ L(C1) and C2 with vw ∈ L(C2) (C1 6= C2).
(1.iii). By contradiction, we prove it is impossible that C1 and C2 must have more
than one common link, i.e., L(C1) ∩ L(C2) = {vw}. Suppose C2 must share some
unavoidable2 common links with C1 \ {vw}. Let rs be one of these common links
(this is the special case that C1 and C2 have more than three common nodes). Then
1P (||P|| ≥ 1) is an H-path of graph H if P meets H exactly in its end-points.
2In this proof, unavoidable nodes/links are the common nodes/links between C1 and C2 in G.
These common nodes/links exist regardless of how C1 and C2 are selected.
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Figure E.1: Two cycles with four common nodes.
if vw is deleted, all possible paths connecting v and w must traverse link rs. In this
case, rs becomes a bridge, contradicting Condition 1©.
(1.iv). By contradiction, we prove it is impossible that C1 and C2 must have more
than three common nodes no matter how C1 and C2 are selected, i.e., C1 and C2 with
|V (C1) ∩ V (C2)| ≤ 3 can be found.
We have min(|V (C1) ∩ V (C2)|) = 2, i.e., C1 and C2 have at least two common
nodes v and w, since vw ∈ L(C1) and vw ∈ L(C2). Suppose there are always
four common nodes between C1 and C2 no matter what strategy is used to select
the two cycles. Let r, s ∈ V (C1) ∩ V (C2) \ {v, w} (shown in Fig. E.1) denote the
two unavoidable common nodes. Without utilizing link vw, to connect v and w, all
paths leaving from v and terminating at w must first traverse r and then traverse s.
Therefore, G can be reformed as sub-graphs G1, G2, G3 (shown in Fig. E.1) with
V (G1 ∩G2) = r, V (G2 ∩G3) = s, and G = G1 ∪G2 ∪G3 + vw. It has been proved in
(1.iii) that C1 and C2 cannot have unavoidable common links apart from vw, thus each
of G1, G2, G3 has at least three nodes. Since at most two sub-graphs, say G1 and G2,
can contain monitors, nodes in G3−s−w are disconnected to monitors, contradicting
Proposition D.2. Then obviously, C1 and C2 cannot have more than four unavoidable
common nodes. Therefore, with the flexibility of selecting all possible C1 and C2, it
is impossible that C1 and C2 must have more than three common nodes.
2) With all possible selections, now we prove C1 and C2 can be selected to ensure
that one of them, say C1, is a non-separating cycle and the properties of vw ∈ L(C1),
vw ∈ L(C2) and |V (C1) ∩ V (C2)| = 2 or 3 can still be preserved.
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Figure E.2: Replacement operation to obtain an induced cycle.
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G2 v0
m1 and m2 are not in G1 and G2
G1-o1-o2 and G2-r-s are 
connected components.
Figure E.3: Counter example - a non-separating cycle containing vw cannot be
found.
(2.i). We prove some links on C1 with |V (C1) ∩ V (C2)| = 2 or 3 can be replaced
to ensure the resulting C1 is an induced graph. If xy ∈ L(G) with x, y ∈ V (C1) and
xy /∈ L(C1), then use xy to replacePC1(x, y) recursively, i.e., C1 = C1\
◦
PC1(x, y)+xy
(see Mathematical Notations), until no such xy exists, where PC1(x, y) is the path
from x to y in C1 with vw /∈ L(PC1(x, y)) (vw is the common link between C1 and
C2). Finally, C1 is an induced cycle. Note for each replacement operation, link xy
does not belong to C2 since C1 and C2 only have 2 or 3 common nodes (two of these
two common nodes are v and w). Therefore, this replacement operation on C1 does
not affect the number of common nodes between C1 and C2. This process is shown
is Fig. E.2, where all red segments are replaced by the blue segments.
(2.ii). We prove that the induced graph C1 can be selected to ensure C1 is a
non-separating cycle. Suppose not. Then for all possible cycles containing vw and
satisfying (a) in Lemma 3.4, none of them are non-separating cycles. In this case,
∃ sub-graph G ′ (m1,m2 /∈ G ′) within G such that when some (not all) nodes in G ′
are used to construct vw-contained cycles (note that at least 2 nodes in G ′ are used),
there exist some nodes that are disconnected to monitors in set A (A ⊂ V (G ′)) no
matter which of these constructed cycles is deleted. This case only happens when
nodes in A are disconnected to monitors when v and w are deleted, contradicting
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Figure E.4: Construction of two cycles and two paths.
Proposition D.2. Thus, there exists non-separating cycle C1.
3) Since cycles can be selected to ensure that C1 is a non-separating cycle; there-
fore, C1 is written as F (F denotes a non-separating cycle, shown in Mathematical
Notations) instead in the sequel. Since G is connected, there exist simple path P1
connecting one monitor and a node on F − v − w, and simple path P2 connecting
the other monitor and a node on C2 − v −w in G. Note P1 (or P2) can be a degener-
ated path without containing any links. Properties of F and C2 are proved in 1) and
2). Now we prove P1 and P2 with P1 ∩ P2 = ∅ can be found.
(3.i). If all P1 (m∗1 ∈ V (P1)) must traverse m∗2, then m∗2 is a cut-vertex in
G, contradicting Proposition D.2. Similarly, m∗1 is not an unavoidable node on P2
(m∗2 ∈ V (P2)).
(3.ii). With the aid of one end-point of vw, we prove that C2 and P2 can be re-
selected when P1 and P2 have one unavoidable node for the given F and C2. Let
F = vsw+ vw. For any P1 and P2, if they must have a common node, say r (r 6= v,
r 6= w, and r can be equal to g), see Fig. E.4 (a)), then r cannot be a cut-vertex,
because G is 2-vertex-connected. Therefore, there must be another path employing
v or w (one and only one of v and w), say m∗2o1 · · · o5vg (r /∈ V (m∗2o1 · · · o5vg); see
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Mathematical Notations), to connect m∗2 and g. In addition, m∗2o1 · · · o5vg might
have common nodes (o1, · · · , o5) with other paths. However, if o4 or o5 is the
common node, then P1 and P2 do not need to traverse r to connect the two cy-
cles. Thus, o4 and o5 are not common nodes. Therefore, C2 can be reselected, i.e.,
C2 = vo1ro4gw+ vw with P2 = m∗2e1o1 and P1 = m∗1rs. Note o1ro4g is impossible
to have unavoidable common nodes withF ; otherwise, m∗2 cannot connect to g when
v and this unavoidable common node are deleted. Moreover, P1 might have com-
mon nodes, say o2 or o3, with newly selected C2. This, however, does not affect the
property that |V (F)∩V (C2)| = 2 or 3, because
◦
vo3o2o1ro4g does not have common
nodes with F . Thus, the reselected C2 will not add any new common nodes between
F and C2.
(3.iii). With the aid of all end-points of vw, we prove that C2, P1 and P2 can
be reselected when P1 and P2 have one unavoidable node r (r 6= v, r 6= w, and r
can be equal to g) for the given F and C2. Let F = vgw + vw (see Fig. E.4 (b)).
Suppose m∗2 can make use of both v and w, say m∗2o1v and m∗2o1w, to connect nodes
on
◦
vg
◦
w. We have r, o3 /∈ V (m∗2o1v ∪ m∗2o1w), since m∗1 and m∗2 must traverse r
to connect to nodes on ◦vg ◦w when v and w are not used. In addition, m∗2o1v and
m∗2o1w do not have common nodes with F − v−w. Therefore, utilizing m∗2o1v and
m∗2o1w, C2 and P2 can be reselected, i.e., if
◦
m∗2o1v and
◦
m∗2o1w have common nodes,
say o1, then C2 = vo1w + vw with P2 = m∗2e2o1; otherwise, C2 = ve2m∗2w + vw
with P2 = {m∗2}. In the case that P2 = m∗2e2o1, if m∗2e2o1 has a common node with
m∗1e1r, say o2, then based on previous operations, we can reselect P1 and P2 with
P1 ∩ P2 = ∅, i.e., P1 = m∗2ro3g and P2 = m∗1e1o2o1. While for the unchanged F ,
it does not have any common nodes with the reselected C2. Although P1 might have
common nodes with the reselected C2, the property of |V (F) ∩ V (C2)| = 2 or 3 is
undamaged.
(3.iv). We prove the common node between P1 and P2 cannot be the common
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node betweenF and C2. According to (3.ii)–(3.iii), ∃ P1, P2, and C2 such thatP1 and
P2 do not have common node r. However, if r is the common node between F and
C2 (see Fig. E.4 (c)), we can also prove it is impossible. In this case, as Fig. E.4 (c)
shows, V (G1) ∩ V (G2) = {r} with m1,m2 /∈ V (G1) and m1,m2 /∈ V (G2) since m1
and m2 must use r or v or w to connect nodes on F − v−w− r and C2− v−w− r.
For the two cycles, we have |G1 − r − v| ≥ 1 and |G2 − r − w| ≥ 1 (since vw is the
only common link between F and C2); therefore, nodes in G1 (G2) without monitors
are separated when r and v (w) are deleted, contradicting Proposition D.2.
Based on (3.i)–(3.iv), therefore, ∃ P1 and P2 without common nodes, i.e., P1 ∩
P2 = ∅.
4) Now we prove that v and w are not unavoidable nodes on P1 and P2, i.e.,
v, w /∈ V (P1) and v, w /∈ V (P2). We first consider P1. In G − m∗2, if P1 must
traverse an end-point of vw, say v, to connect m∗1 and a node on F − v − w, then
nodes onF−v−w are disconnected to m∗1 when v and m∗2 are deleted, contradicting
Proposition D.2. Thus, it is impossible that P1 must traverse an end-point of vw.
However, if P1 cannot avoid traversing one of v and w to connect m∗1 and F−v−w,
then two paths can be constructed. Let ve1gw + vw be F (see Fig. E.4 (d)). The
constructed two paths, connecting m∗1 and g, are m∗1e3tve1g and m∗1e3te2wg with
m∗1e3tv ∩
◦
ve1g
◦
w = ∅ and m∗1e3te2w ∩
◦
ve1g
◦
w = ∅ (if they have intersections, P1
does not have to traverse v or w to connect to a node on ◦ve1g
◦
w). According to
Proposition D.2, g must have a connection to m∗2, m∗2e4g, with m∗2e4g ∩m∗1e3t = ∅
(if m∗2e4g ∩ m∗1e3t 6= ∅, then P1 does not have to traverse v or w to connect to a
node on ◦ve1g
◦
w). Therefore, C2 can be chosen as C2 = vte2w + vw with P2 =
m∗1e3t and P1 = m∗2e4g (if
◦
m∗1e3tv and
◦
m∗1e3te2w do not have common nodes, then
C2 = ve3m
∗
1e2w + vw with P2 = {m∗1}). These two cycles and paths enable vw
to be a cross-link identifiable via the method proposed in Section 3.2.2.1. When
considering P2, the same argument (vw is identifiable via the method proposed in
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Section 3.2.2.1) applies. Therefore, a cross-link can find F , C2, P1 and P2 with all
the properties in Lemma 3.4.
5) With the properties of (a) and (b) in Lemma 3.4. Let P be a path starting at
one monitor and terminating at a node in C − v − w with vw ∈ L(C) and |V (P) ∩
V (C − v − w)| > 1. In this case, simply use the first common node between P and
C as the termination of P . Thus, F , C2, P1 and P2 with properties (a), (b) and (c) in
Lemma 3.4 can be found. 
E.2 Proof of Lemma 3.5
E.2.1 Proof of Lemma 3.5-(a)
Using the method to calculate cross-link (see Section 3.2.2.1), all Case-A links in
H can be identified. While for Case-B links, they can be further categorized into
two classes: (i) Case B-1, V (F ∩ C2) = {v, w} and all P1 must have a common
node with C2, and (ii) Case B-2, V (F ∩C2) = {v, w, r}, where r is another unavoid-
able common node (these three types of interior links are illustrated in Fig. 3.7 of
Chapter 3).
Let vw be a Case-B link in H and vw ∈ L(F). All other links on F can use the
same non-separating cycle when constructing cycles and paths specified by Lem-
ma 3.4, because nodes on C ′2 of other links cannot be disconnected to monitors when
F is deleted.
1) Let vw be a Case B-1 link.
(1.i). In Fig. E.5 (a), suppose xy is Case B-2 link on F , then there is a common
node s (there is at most one common node apart from x and y, proved in Lemma 3.4)
on F and3 Cxy2 . Since F is an induced graph, there must be a node, say v1, on sv1x
and a node, say v2, on sv2y. Note the meaning of common node s is that without
3Let Cl denote a cycle with link l ∈ L(Cl).
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Figure E.5: Case-B links vw and xy cannot be in the same non-separating cycle.
using link xy, s is an unavoidable node to connect x and y. Thus, sv1x cannot have
common nodes with Cvw2 ; otherwise, s is not an unavoidable node. Meanwhile, if
v1 has a path to one monitor in G \ Cvw2 , then x has a path to the same monitor in
G \ Cvw2 as well, contradicting the assumption that vw is a Case B-1 link. Hence, for
all paths connecting v1 and monitors, they must traverse s or y. Thus, when s and
y are deleted, v1 is separated from m1 and m2, contradicting Proposition D.2. This
conclusion also holds when xy and s have common nodes with vw. As the position
of s alters, however, the separated node might change. For instance, when s = w, v2
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is separated from m1 and m2 when x and w are deleted. Therefore, xy cannot be a
Case B-2 link on non-separating cycle F .
(1.ii). Suppose there is another Case B-1 link xy on F and both Cvw2 and Cxy2
must traverse m1 and m2. Then graph G can be reorganized as Fig. E.5 (b), which
is composed of sub-graphs G1, G2, G3 and links vw, xy. There is at least one node,
say r, in G2 −m1 −m2, because we have assumed direct link m1m2 does not exist
in G. Thus, the graph is disconnected when m1 and m2 are deleted, contradicting
Proposition D.2. Therefore, it is impossible that Cvw2 and C
xy
2 must traverse both m1
and m2.
(1.iii). Since vw is a Case B-1 link, all possible P1 must intersect Cvw2 . Thus,
there exist path Pm∗
1
:= P(m∗1, v1) and Pm∗2 := P(m
∗
2, v2) with v1, v2 ∈ V (Cvw2 ) (v1
and v2 can be v and w) and Pm∗
1
∩ Pm∗
2
= ∅ (If Pm∗
1
∩ Pm∗
2
6= ∅, the common node
is a cut-vertex). Suppose there is another Case B-1 link xy on F (see Fig. E.5 (c)).
Then the associated Cxy2 (V (Cxy2 ∩F) = {x, y}) must have two common nodes (since
both vw and xy are Case B-1 links) with Cvw2 , say r and s (we have proved that r
and s cannot be both monitors in (1.ii)). Since xy is another Case B-1 link, if Pm∗
1
connects to
◦
re1vw
◦
s, it must have common nodes with ◦re2
◦
s, say the common node
is o3 (the number of common nodes maybe greater than one, say both o2 and o3). In
addition, we have o3 6= r 6= s, since if o3 must overlap with r or s, then it means v
cannot connect to monitors when r and s are deleted, which is impossible. In Fig.
E.5 (c), let o1 be another node, which can be equal to v, on Cvw2 . Now we consider
the locations of Pm∗
1
and Pm∗
2
. If Pm∗
2
ends at re3s (location α© in Fig. E.5 (c)),
then Pm∗
1
cannot end at ◦re1vw
◦
s, because xy can select xre3sy + xy as Cxy2 , and
then path m∗1o3o2o1v connecting m∗1 and v does not intersect with the newly selected
Cxy2 , resulting xy to be a non-Case B-1 link, contradicting the assumption that xy
is a Case B-1 link. Therefore, Pm∗
1
also ends at re3s. In this case, however, v is
disconnected to monitors when r and s (r and s cannot be both monitors according
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to (1.ii)) are deleted, contradicting Proposition D.2. Now we change the location of
Pm∗
2
. If no Pm∗
1
and Pm∗
2
end at re3s, then both Pm∗
1
and Pm∗
2
(location β© in Fig.
E.5 (c)) end at ◦re1vw◦s. In this case, Cxy2 can be reselected, i.e., Cxy2 = xre3sy + xy
with Pxy2 = m∗2o4r and P
xy
1 = m
∗
1o3o2o1v. Thus, xy with P
xy
1 ∩P
xy
2 = ∅, which is a
cross-link (see Section 3.2.2.1), is not a Case B-1 link, contradicting the assumption
of xy being a Case B-1 link. This conclusion also holds when y = w (or x = v).
Thus, F with Case B-1 link vw cannot have another Case B-1 link.
2) Let vw be a Case B-2 link. For vw, suppose all cycles must traverse r, then G
consists of sub-graph G1, G2 and link vw (see Fig. E.5 (d)). In addition, each of G1
and G2 has a monitor in it; otherwise, G1 (G2) is separated from monitors when r and
v (w) are deleted, contradicting Proposition D.2.
(2.i). Suppose xy ∈ L(G2) (see Fig. E.5 (e)) is a Case B-2 link on the same non-
separating cycle F , all Cxy2 must traverse a node, say s, on F . If s is on
◦
vs
◦
r, G1 is
further split into two sub-graphs (G ′1 and G ′′1 ), contradicting the claim that F − x− y
and Cxy2 − x − y cannot have two common nodes. Thus, s cannot be on
◦
vs
◦
r. If
s = v, then path xe1y is required. Since vw is a Case B-2 link, xe1y must traverse
r as well, resulting that Cxy2 − xy contains a cycle (see Fig. E.5 (f)), contradicting
the basic requirement of simple paths. To avoid employing cycles, Cxy2 must be in
G2 and s must be on rxyw (see Fig. E.5 (g)). Since F is induced, there exist nodes
on
◦
so1
◦
x and ◦so2
◦
y. According to the properties of a non-separating cycle, o1 and o2
have connections to m∗2 in G2 \ F (in Lemma 3.4, we have proved the existence of
F). Using these connections (without containing s, x and y), Cxy2 without traversing
s can be found, contradicting the assumption that xy is a Case B-2 link. When x = r
or y = w or xy ∈ L(G1), the same argument applies. Thus, xy cannot be a Case B-2
link on non-separating cycle F containing a Case B-2 link vw.
(2.ii). Suppose xy ∈ L(G2) (see Fig. E.5 (h)) is a Case B-1 link on the same
non-separating cycle F , we have r = x or r = y, since F and Cxy2 cannot have
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Figure E.6: Case B-2 link vw and monitors are not in the same non-separating cycle.
common nodes, apart from x and y. If r = x, there should be path re1y and re1y
cannot have any links outside G1 and G2; therefore, re1y ⊂ G2. In this case, there is a
path P(m∗1, v) (r /∈ V (P(m∗1, v)). If r must be on P(m∗1, v), then v is disconnected
to monitors when r and w are deleted.) connecting m∗1 and v without intersecting
re1y, contradicting the assumption that xy is a Case B-1 link. The same conclusion
can be obtained when r = y. Thus, xy cannot be a Case B-1 link on non-separating
cycle F containing a Case B-2 link vw..
Therefore, a non-separating cycle with a Case-B link cannot have another Case-B
link. 
E.2.2 Proof of Lemma 3.5-(b)
Lemma 3.5-(b) is proved as follows.
1) We first prove that for any Case-B link vw, there exists a non-separating cycle
Fvw with vw ∈ L(Fvw) and m1,m2 /∈ V (Fvw).
If vw is Case B-1 link, then all paths connecting nodes on Fvw − v − w and
monitors must intersect with Cvw2 . Therefore, m1 and m2 cannot be on Fvw.
If vw is Case B-2 link and all paths (besides direct link vw) connecting v and
w must traverse a monitor, say m1, then it means r = m1 in Fig. E.6. Thus, m2
is in either G1 or G2 (each sub-graph has at least two links; otherwise, the single
link becomes a bridge when vw is deleted). Suppose m2 is in G1, then nodes in
G2−r−w are disconnected to monitors when r (r = m1) and v are deleted (see Fig.
E.6), contradicting Proposition D.2. Then obviously, it is impossible that F must
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Figure E.7: Paths construction for Case-B link vw.
traverse both m1 and m2.
Now suppose either m1 or m2 must be on Fvw. Without loss of generality, let
m1 ∈ V (G1) and m2 ∈ V (G2) (see Fig. E.6). We have proved there exists a non-
separating cycle, denoted by F , for any link vw with vw ∈ L(F) (shown in Fig.
E.6). Since F is an induced graph, re1w cannot be a single link. Thus, there is
at least one node on ◦re1
◦
w. In G2, when re3w is deleted, nodes on
◦
re1
◦
w should be
able to connect to monitors (in this case, the monitor can only be m2); otherwise,
ve4re3w + vw is not a non-separating cycle. Therefore, for a non-separating cy-
cle containing Case B-2 link vw, m2 cannot be on re3w. Similarly, m1 cannot be
on re4v. Therefore, as long as a non-separating cycle F containing Case B-2 link
vw can be found (the existence of F has been proved in Lemma 3.4), F is a non-
separating cycle without traversing m1 or m2.
2) Finally we prove for the non-separating cycle Fvw selected by (b) in Lemma
3.5, there exist simple paths P(m1, v) and P(m2, w) with P(m1, v)∩P(m2, w) = ∅,
P(m1, v)
◦
v ∩ Fvw = ∅ and P(m2, w)
◦
w ∩ Fvw = ∅.
(2.i). Suppose vw is Case B-1 link. Then there exist simple paths P(m1, o1) and
P(m2, o2), where o1, o2 ∈ V (Cvw2 ) (see Fig. E.7 (a)). P(m1, o1) and P(m2, o2) do
not have unavoidable common node; otherwise, monitors cannot connect to nodes
on Cvw2 when the unavoidable common node is deleted. For Case-B link vw, we
have proved the existence of Fvw with m1,m2 /∈ V (Fvw). Therefore, simple paths
P(m∗1, v) and P(m∗2, w) with P(m∗1, v) ∩ P(m∗2, w) = ∅, P(m∗1, v)
◦
v ∩ Fvw = ∅ and
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P(m∗2, w)
◦
w ∩ Fvw = ∅ can be selected, i.e., P(m∗1, v) = m1o1e1v and P(m∗2, w) =
m2o2e2w.
(2.ii). Suppose vw is Case B-2 link. In Section E.2.2-1), we have proved the
existence of non-separating cycle Fvw with vw ∈ L(Fvw). In Fig. E.7 (b), let
Fvw = ve4re3w + vw. Without loss of generality, let m1 be in G1 and m2 be in
G2. Then when re3w is deleted, there must be a path connecting m2 and a node
on
◦
re1
◦
w, say P(m2, o1), where o1 ∈
◦
re1
◦
w. Similarly, there exists path P(m1, o2),
where o2 ∈
◦
ve2
◦
r. Therefore, simple paths P(m∗1, v) and P(m∗2, w) with P(m∗1, v) ∩
P(m∗2, w) = ∅, P(m
∗
1, v)
◦
v ∩ Fvw = ∅ and P(m∗2, w)
◦
w ∩ Fvw = ∅ can be selected,
i.e., P(m∗1, v) = m1o2e2v and P(m∗2, w) = m2o1e1w. 
E.3 Proof of Theorem 4.2
The three independent spanning trees T1, T2 and T3 are constructed by the method
in Section B, where mi = m2 when constructing G∗ex. Leveraging the same method
used in the proof of Lemma D.3 (Section D.2.3), again, we color the links on T1 as
blue, T2 as green, and T3 as red. In addition, each link in T1, T2 and T3 is assigned a
direction toward r (see Appendix B). In Lemma D.3 of Appendix D, we proved that
cycle set C contains ||Gm|| linearly independent cycles, where Gm = T1∪T2∪T3. For
any cycle in C, removing all involved virtual links and the resulting isolated nodes,
we can obtain a monitor-to-monitor simple path since each cycle in C is obtained
G
m1
r
m1 m2
+ +
Figure E.8: Combining red and green paths w.r.t. m1.
E.3. Proof of Theorem 4.2 155
by combining two internally vertex disjoint paths (X (i) and X (j)) (i, j ∈ {1, 2, 3},
i 6= j) along two independent spanning trees and virtual links only appear at the
end of X (i) and X (j). Therefore, following the same operation to each cycle in
C iteratively, we can generate a new set Y with each element Yi representing a
monitor-to-monitor simple paths. In this proof, we first investigate on the number of
linearly independent paths in Y . Note that some paths in Y might contain more than
2 monitors. Hence, we then show how to shorten these paths in the next section.
E.3.1 Number of Linearly Independent Paths After Removing
All Virtual Links
Let V denote the set of virtual links4 in Gm. The goal is to prove the number of
linearly independent paths in Y is ||Gm|| − |V|, and these linearly independent paths
are sufficient to identify all tree links in the original graph G.
For all redundant paths generated by mapping from C to Y , they can be divided
into 3 categories, i.e., 1) trivial topology, 2) linearly dependent paths, and 3) du-
plicate paths. Note in Fig. E.8–Fig. E.14, for all paths (or path segments) colored
as blue/green/red, they represent virtual links if they are outside G; and real simple
paths otherwise.
1) Trivial topology (a graph with no nodes or links). As shown in Fig. E.8,
combining the red and green paths w.r.t. m1 (Gm involves rm+1 m1m+2 r), cycle
rm+1 m1m
+
2 r is formed. However, the corresponding path of rm+1 m1m+2 r after re-
moving the virtual links and the resulting isolated nodes is empty. Therefore, this
trivial path has no contribution for identifying real links in G.
2) Linearly dependent paths. The following 3 cases can generate redundant lin-
early dependent paths.
(2.i). Consider the three cycles constructed w.r.t. m2 (shown in Fig. E.9). The
4Gm is a spanning graph of G∗ex. Thus, the number of virtual links in Gm is less than that in G∗ex.
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Figure E.9: Path construction w.r.t. m2.
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Figure E.10: Path construction w.r.t. ma.
paths associated with blue + red cycle and blue + green cycle are mie1m2 and
m2e2mj , respectively. However, the path associated red+green cycle,mie1m2e2mj ,
is the sum of previously constructed paths mie1m2 and m2e2mj . Therefore, redun-
dant path mie1m2e2mj is linearly dependent with the other two.
(2.ii). Now consider the case shown in Fig. E.10. For Gm, there exists one and
only one monitor ma with link m+2 ma colored as blue in the m+2 → ma direction,
according to the rules for blue tree construction. Now consider ma. According to
the s-t numbering rule and the processing of ear decomposition, we have f(m+2 ) <
f(ma) and g(m+2 ) < g(ma); therefore, m+2 ma is colored5 as green in the other
direction. Then m2e1ma and mie2ma are two paths obtained from green + blue
cycle and green+ red cycle w.r.t. ma, respectively. However, the path generated by
the blue+ red cycle is the sum of m2e1ma and mie2ma, thus redundant in Y .
5Note ma might have more than one neighbor w with f(w) < f(ma) and g(w) < g(ma), in
which case we can still choose m+2 ma to color it as green.
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Figure E.11: Path construction w.r.t. mb.
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Figure E.12: Duplicate paths w.r.t. m1 and m+2 .
(2.iii). Analogously, there exists one and only one monitor mb with link m+1 mb
colored as blue in the m+1 → mb direction (see Fig. E.11). Based on the non-
separating ear decomposition, we have f(m+1 ) > f(mb) and g(m+1 ) < g(mb); there-
fore, m+1 mb is colored6 as red in the other direction. Then mbe1m2 and mbe2mj are
two paths obtained from red + blue cycle and red + green cycle w.r.t. mb, respec-
tively. However, the path generated by the blue+ green cycle is the sum of mbe1m2
and mbe2mj , thus not providing new information for link identifications in G.
3) Duplicate paths. Each of the following 3 cases can generate the same path
twice.
(3.i). We have considered combining the red and green paths w.r.t. m1. Now
consider the paths associated with the blue + red cycle and blue + green cycle. As
Fig. E.12 displays, the paths associated with these two cycles are exactly the same,
6Note mb might have more than one neighbor u with f(u) > f(ma) and g(u) < g(ma), in which
case we can still choose m+1 mb to color it as red.
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Figure E.13: Duplicate paths w.r.t. m+1 .
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Figure E.14: Other virtual links connecting to m+1 or m+2 .
i.e., path m1e1m2 is generated twice.
(3.ii). Following the similar argument, the paths associated with the blue + red
cycle and blue+ green cycle w.r.t. m+2 are also the same, i.e., path m2e2ma (shown
in Fig. E.12) is generated twice when mapping from C to Y . Note ma cannot be
the same as m2 since m2 only appears in the last ear. Therefore, path m2e2ma is
non-trivial.
(3.iii). Similar to (3.i) and (3.ii), the paths associated with the blue + red cycle
and blue + green cycle w.r.t. m+1 are also the same, i.e., mbe1m2 as shown in
Fig. E.13 appears twice when mapping from C to Y . In addition, mbe1m2 is non-
trivial since m2 has the highest ear level which means mb 6= m2.
4) We have discussed 7 cases in 1)–3), each case providing a redundant path
when mapping from C to Y . For the spanning graph Gm, the minimum number of
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virtual links in Gm is also 7, i.e., rm+1 , rm+2 , m+1 m1, m+2 m1, m+2 ma (Fig. E.10),
and m+1 mb (Fig. E.11). However, in addition to these 7 virtual links, there might
exist other virtual links in Gm. As Fig. E.14 shows, suppose there are other N1
virtual links (colored as green and no color on the other direction as m+1 mb has
been colored as blue) connecting m+2 and mgi (i = 1, · · · , N1) and N2 virtual links
(colored as red and no color on the other direction asm+1 mb has been colored as blue)
connecting m+1 and mri (i = 1, · · · , N2). For the 3 paths constructed w.r.t. each
node in {mg1, · · · ,mgN1 ,mr1, · · · ,mrN2}, there exists one path which is linearly
dependent with the other two. To prove this claim, consider mg1 as an example. Two
paths7 m2e1mg1 and mce2mg1 (see Fig. E.14) can be obtained from the green+blue
cycle and green + red cycle w.r.t. mg1. However, the path associated with the
blue + red cycle w.r.t. mg1 is the sum of m2e1mg1 and mce2mg1, thus linearly
dependent with the other two. The same argument can be applied to other nodes
in {mg1, · · · ,mgN1 ,mr1, · · · ,mrN2}. Therefore, we can identify another N1 + N2
linearly dependent paths in Y regarding these N1 +N2 virtual links.
In sum, 1)–4) cover all the possible cases of redundant paths when mapping
from C to Y and the number of these redundant paths is 7 + N1 + N2, which is
also the number of virtual links (denoted by |V|) in Gm. Therefore, removing these
redundant paths, the cardinality of the resulting path set Y ′ is ||Gm||−(7+N1+N2) =
||Gm|| − |V|.
Now we can explore if Y ′ is sufficient to identify all tree links in G∗ex. Recall
that each path (for identifying tree links) constructed by STPC consists of one or
two path segments, each path segment terminating at the first monitor it encounters.
If we let each segment terminate at the last monitor before traversing a virtual link
and combine any two segments w.r.t. real node v (v can be either monitor or non-
monitor), then a new measurement path set J is formed. It is easy to show (using
7Note mc can be any node in {mr1, · · · ,mrN2 ,mb} in Fig. E.14.
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STLI) that this new path set J is sufficient to identify all tree links in G∗ex. Recall
the mapping process from cycle set C to path set Y . Each path in Y is obtained by
removing the virtual links and all resulting isolated nodes of the corresponding cycle
in C. Then each path PJ in J can be obtained by applying the same operation to the
corresponding cycle CJ (CJ ⊃ PJ ) in C; therefore, each path in J must be involved
as one element in Y . Accordingly, Y is sufficient to identify all tree links in G∗ex.
Since Y ′ is obtained by removing redundant paths in the procedure of mapping C
to Y , then Y ′ is also sufficient to identify all tree links in G∗ex, i.e., the measurement
matrices associated with J , Y and Y ′ have the same column rank.
In sum, for graph Gm with ||Gm|| − |V| real links, the property of Y ′ is that it
contains exactly ||Gm|| − |V| paths, with each path containing only tree links in G∗ex.
Therefore, the measurement matrix associated with Y ′ is a square matrix with full
rank.
E.3.2 Number of Distinct Paths by STPC
we now prove that all paths with more than 2 monitors in Y ′ can be shortened to form
a new path set Z which can cover all the paths obtained by STPC (Algorithm 4.1)
for tree link identification, i.e., paths obtained by line 1–11 in STPC algorithm.
1) First, we consider the number of generated paths w.r.t. to node v (line 5–15 in
STPC).
(1.i). If v is a monitor in {m2,ma,mb,mg1, · · · ,mgN1 ,mr1, · · · ,mrN2} (see
Fig. E.14), then one path in {Pv1,Pv2,Pv3} contains no links, resulting to be an
invalid path and discarded without appending to R in line 10 of STPC. In this case,
only two paths are generated in line 6. In 2) and 4) of Section E.3.1, we have shown
that one linearly dependent path, which is the combination of the other two paths
w.r.t. the same node, has been removed, thus not existed in Y ′. Therefore, in Y ′, there
are also two paths w.r.t. to nodes belonging to {m2,ma,mb,mg1, · · · ,mgN1 ,mr1,
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Figure E.15: Shortening a long path in Y ′.
· · · ,mrN2}.
(1.ii). If v is m1, then line 6 of STPC only generates one path, since the other
two paths contain only one node, i.e., m1 itself. In this case, we have also shown
that only path (m1e1m2 colored as blue in Fig. E.12) w.r.t. m1 is retained in Y ′ after
removing one invalid (Section E.3.1-1)) and one duplicate (Section E.3.1-3)-(3.i))
path.
(1.iii). Apart from the above two cases, each node in G corresponds to 3 mea-
surement paths both in Y ′ and PSTPC , where PSTPC is the path set by STPC after
executing line 1–11.
2) Second, we compare the differences between the two path segments obtained
by the two methods w.r.t. to node v on the same tree Ti. Let Sa and Sb denote the
corresponding path segments associated with Y ′ and PSTPC , respectively. Both Sa
and Sb start at v and go toward r along the same tree Ti. The only difference is that
Sa terminates at the last monitor before traversing a virtual link while Sb terminates
at the first monitor it encounters (as shown in Fig. E.15). In Fig. E.15, observe that
w.r.t. mfirst, Sc is constructed and WSc can be computed through measuring the
paths constructed w.r.t. mfirst in Y ′. Therefore, when constructing path segment
Sa w.r.t. v, there is no need to terminate at mlast. Sa can also terminate at mfirst
since WSc can be known from other path measurements directly (there are only two
monitors on Sc) or indirectly (in Fig. E.15, Wmi→mlast and Wmfirst→mi are obtained
from paths constructed w.r.t. mi and mfirst, respectively). Using this operation, each
path with more than 2 monitors in Y ′ can be shortened.
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3) Let Y ′′ denote the path set obtained from Y ′ after the above shortening process.
We can show in set Y ′′, for a monitorm∗ which is not in {m2,ma,mb,mg1, · · · ,mgN1 ,
mr1, · · · ,mrN2}, the corresponding measurement paths can be further shortened.
Let S∗1 , S∗2 and S∗3 denote the corresponding shortened path segments w.r.t. m∗, then
the associated measurement paths in Y ′′ are S∗1 ∪ S∗2 , S∗2 ∪ S∗3 and S∗3 ∪ S∗1 , which
can be further shortened to S∗1 , S∗2 and S∗3 , respectively, forming the same 3 paths as
those obtained by STPC. Suppose the newly formed set from Y ′′ by path shortening
is Z, then Z is also sufficient to identify all tree links in Gm. This is because, from
the perspective of linear algebra, this shortening operation means that one part of
the original linear equation can be eliminated by subtracting the linear combinations
of some other rows; therefore, the resulting matrix rank is the same as the original
matrix. Since we have proved that the measurement matrix associated with Y ′ has a
full rank, the measurement matrix associated with Z also has a full rank.
To identify tree links in G∗ex, based on the above three arguments, we know that
the number of paths constructed w.r.t. v are the same in both Y ′ and PSTPC . More-
over, w.r.t. the same node and along the same independent spanning tree(s), the paths
obtained by these two methods are exactly the same after the path shortening opera-
tion. Thus, the newly generated path set Z can cover all the paths selected by STPC
for tree link identification. The number of paths in Z is the number of tree links
in G∗ex; therefore, the number of distinct paths constructed by line 1–11 in STPC is
exactly the number of tree links in G∗ex.
Finally, we consider the non-tree links of the original graph G. As Gm = T1∪T2∪
T3, all non-tree links are involved in set L(G \ Gm). With the knowledge of tree link
metrics, based on the auxiliary algorithm of STPC for non-tree link identification, in
line 12–15, each non-tree link l (with link metric Wl) corresponds to one new path
measurement involving Wl as the only unknown link metric. Therefore, the number
of newly added paths by line 12–15 equals the number of non-tree links in G and
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they are linearly independent with all other selected paths. A link in G is either a tree
or non-tree link; therefore, the number of distinct paths constructed by STPC equals
the number of links in G. 
E.4 Proof of Theorem 5.3
In Theorem 3.3 and 3.7, the prerequisite for network identifiability is that all in-
volved links can be used for constructing measurement paths. In DAIL, we sequen-
tially consider each triconnected component which possibly contains virtual links.
These virtual links, however, do not exist in real networks. To tackle with this is-
sue, Claim 1 (see Appendix D) states that a replacement path can be found for a
virtual link whose end-points {v1, v2} form a (or an equivalent) Type-0-VC w.r.t.
T . We will discuss the virtual links, not covered by Claim 1, in the following link
identifications for the three categories (where there are four sub-categories for Cate-
gory 2; see Appendix A for the definition of the four sub-categories) of triconnected
components.
1) Category 1.
It suffices to only consider the case of a triconnected component T with 4 van-
tages. This is because, for a triconnected component T with more than 4 vantages,
only four of them are useful for identifying T . Since |V (T )| ≥ 4, T must be
3-vertex-connected, i.e., neither a triangle nor a bond. There are 3 possible sce-
narios after replacing all possible virtual links (according to Claim 1) in T by the
corresponding real paths in neighboring components. (i) For the four vantages, each
vantage-to-agent path is vertex disjoint with all others: As illustrated in Fig. E.16 (a),
there exist 4 vertex disjoint vantage-to-agent paths P1, . . . ,P4. Therefore, abstract-
ing P1, . . . ,P4 as single links, the graph in Fig. E.16 (a) satisfies the condition in
Theorem 3.7, and thus T is fully identifiable. (ii) For two vantages in {µ1, . . . , µ4},
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Figure E.16: Link identifications of Category 1.
say µ1 and µ2, their vantage-to-agent paths are within the same biconnected compo-
nent, as shown in Fig. E.16 (b). In this case, there exists at least one agent (m′1) in
the neighboring biconnected component BT , and two internally vertex disjoint paths
P1 and P2 in Fig. E.16 (b). Hence, abstracting P1, . . . ,P4 in Fig. E.16 (b) as single
links, the graph in Fig. E.16 (b) also satisfies the condition in Theorem 3.7 even if
µ1µ2 is a virtual link, and thus T is fully identifiable. (iii) For two pairs of vantages
in {µ1, . . . , µ4}, the vantage-to-agent paths for each pair are within the same bicon-
nected component, as shown in Fig. E.16 (c). Following the similar argument in
(ii), the graph in Fig. E.16 (c) satisfies the condition in Theorem 3.7 even if µ1µ2 and
µ3µ4 are virtual links as T is 3-vertex-connected, and thus T is fully identifiable. On
top of Fig. E.16 (c), there may exist other pairs of vantages, whose vantage-to-agent
paths are within the same biconnected component. In this case, these vantage-to-
E.4. Proof of Theorem 5.3 165
P2
P3
µ2
µ3
T
P1
m2’
m1’
µ1
(a)
µ2
µ3
T
(b)
m3’
P1
m1’
µ1
P22
P32
m2’
m3’
P21
P31
BT
v2
v1
P4
Figure E.17: Link identifications of Category 2.1.
agent paths can be ignored, since P1, . . . ,P4 in Fig. E.16 (c) are already sufficient to
identify T .
2) Category 2.1.
Suppose T of Category 2.1 (Fig. E.17) is 3-vertex-connected, and all possible
virtual links in T are replaced by the corresponding real paths in neighboring com-
ponents of T . There are two possible scenarios: (i) For the three vantages, each
vantage-to-agent path is within a different neighboring biconnected component (all
these neighboring biconnected components are within the same parent biconnected
comonent): As illustrated in Fig. E.17 (a), there exist 3 vertex disjoint vantage-to-
agent paths P1, . . . ,P3. Therefore, abstracting P1, . . . ,P3 as single links, the graph
in Fig. E.17 (a) satisfies the condition in Theorem 3.7, and thus T is fully identifiable.
(ii) For two vantages in {µ1, . . . , µ3}, say µ2 and µ3, their vantage-to-agent paths are
within the same neighboring biconnected component BT , as shown in Fig. E.17 (b).
In this case, there exist path P4 connecting v1 and v2, and v1 (v2) has at least 3
neighbors in BT . Moreover, µ2 and µ3 must have at least two neighbors in T (we
have assumed all other virtual links in T have been replaced by neighboring compo-
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Figure E.18: Link identifications of Category 2.2.
nents), since T is 3-vertex-connected. Therefore, µ2 and µ3 are not nodes with only
two neighbors, and thus they do not have to be monitors for complete network iden-
tification of Fig. E.17 (b) (see the explanation of MMP in Chapter 6). Abstracting
P1,P21,P22,P31,P32,P4 in Fig. E.17 (b) as single links, the graph in Fig. E.17 (b)
satisfies the condition in Theorem 3.7 even if µ2µ3 is a virtual link, and thus 3-vertex-
connected component T is fully identifiable. Meanwhile, same argument applies if
{µ1, µ2} and/or {µ1, µ3} are type-k-VCs (k ≥ 2).
If T is a triangle, then the identifiability of T is determined by Lemma D.5.
3) Category 2.2.
Fig. E.18 illustrates the case of Category 2.2, where µ1, µ2 and µ3 are the van-
tages in T and {µ1, µ2} is a conjugate pair (see Definition 14 in Appendix A). Since
the parent biconnected component of T is 2-vertex-connected, there exist two paths
P1 and P2 connecting to an agent m′1. P1 and P2 are internally vertex disjoint, s-
ince if P1 and P2 must have a common node (except m′1), then this common node is
a cut-vertex, contradicting the property of the parent biconnected component being
2-vertex-connected (see Lemma D.4). Moreover, there exists path P3 connecting µ3
and m′2 with P1∩P3 = ∅ and P2∩P3 = ∅. By Claim 1, all virtual links in T (except
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µ1µ2) can be replaced by the corresponding real paths in neighboring components;
therefore, we only need to consider one virtual link µ1µ2 (if any) in Fig. E.18. In
the proof of Lemma. 5.1, Fig. 5.5 illustrates that, using two monitors, if one monitor
has only one neighbor v, then all neighboring links of v are unidentifiable. There-
fore, in the case of employing two monitors, this neighboring node of each monitor
v is an effective monitor. We can therefore abstract m′1 and µ3 as two monitors (by
Lemma 5.1) and P1 and P2 as single links in Fig. E.18 (a) to obtain Fig. E.18 (b).
Fig. E.18 (b) satisfies the interior graph identifiability conditions (Theorem 3.3) and
exterior link unidentifiability conditions (Corollary 3.2) naturally if there exists real
link µ1µ2. Now we consider that there is no link µ1µ2 in the original graph, i.e.,
µ1µ2 is a virtual link. If T is a triangle, then the two exterior links (µ1µ3 and µ2µ3
if any) in Fig. E.18 (b) are unidentifiable according to Corollary 3.2. Now consider
the case that T is 3-vertex-connected. Deleting any two links8 in T , the resulting
graph is connected as 3-vertex-connectivity of T implies 3-edge-connectivity. Delet-
ing P1 (or P2) and one link in T , we also get a connected remaining graph. Thus,
Fig. E.18 (b) satisfies Condition 1© in Theorem 3.3. Now consider deleting some
vertices in T . Deleting any two vertices in T , the remaining graph of T is still
connected as T is 3-vertex-connected. In this case, if m′1 is isolated (µ1 and µ2 are
deleted), m′1 can reconnect to the remaining part of T by added link m′1µ3 (see Con-
dition 2© in Theorem 3.3). When deleting m′1 and a node in T , the remaining graph
of Fig. E.18 (b) is obviously connected, thus satisfying Condition 2© in Theorem 3.3.
Therefore, for T of Category 2.2, all real links incident to µ3 are unidentifiable and
the remaining links are identifiable.
4) Category 2.3.
Category 2.3 is illustrated in Fig. D.8. Due to the 2-vertex-connectivity of the
parent biconnected component of T , there exist pairwise internally vertex disjoint
8The link can be a path from neighboring biconnected component for virtual link replacement in
T .
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Figure E.19: Link identifications of Category 2.4.
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Figure E.20: Link identification of Category 3.
vantage-to-agent paths P1, P2, P3 and P4. Consider the case that T is 3-vertex-
connected and all virtual links in T (except µ1µ2 and µ1µ3 if they exist) are replaced
by the corresponding real paths in neighboring components by Claim 1. Then ab-
stracting P1, . . . ,P4 as single links, the graph in Fig. D.8 satisfies the condition in
Theorem 3.3 even if µ1µ2 or µ1µ3 does not exist (i.e., virtual links). Therefore, all
interior links in Fig. D.8 (i.e., all links in T ) are identifiable. In the case that T is a
triangle, the identifiability of T is determined by Lemma D.6.
5) Category 2.4.
Fig. E.19 illustrates triconnected component of Category 2.4. There exist pair-
wise internally vertex disjoint vantage-to-agent paths P1, . . . ,P6. Replacing all vir-
tual links in T (except µ1µ2, µ2µ3 and µ1µ3 if they exist) by the corresponding real
paths in neighboring components by Claim 1 and abstracting P1, . . . ,P6 as single
links, the resulting graph in Fig. E.19 satisfies the condition in Theorem 3.7 even if
µ1µ2, µ2µ3 or µ1µ3 does not exist (i.e., virtual links). Therefore, all links in T of
Category 2.4 are identifiable.
6) Category 3.
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Suppose T contains vantages µ1 and µ2, as illustrated Fig. E.20. There exist
vertex disjoint paths P1 and P2 in the parent biconnected components. Thus, it
is equivalent to the case of Fig. 5.5. By Claim 1, all virtual links in T (except
µ1µ2) can be replaced by the corresponding real paths in neighboring components;
therefore, for T , all real links incident to µ1 and µ2 (except for link µ1µ2 if any) are
unidentifiable and the remaining links are identifiable. Moreover, the identifiability
of µ1µ2 (if it exists) is determined by Lemma D.7.
In DAIL, when triconnected component T is of Category 2, satisfying the con-
ditions in lines 5 and 6 (of DAIL), then this is actually the case of Category 2.2,
which is processed by line 7 (in DAIL). For the case that 3-vertex-connected T is
of Category 2.1, 2.3 and 2.4, the above proof shows that all links in T are identi-
fiable (processed by line 9 in DAIL). When a Category 2 component is a triangle,
the identifiability of this component is determined by Algorithm A.3 (in line 12 of
DAIL).
Given the fact that the triconnected component decomposition is not unique, nex-
t, we prove that link identifiability determined by DAIL does not depend on the
mechanism for triconnected component decomposition. According to Theorem D.8,
all triconnected components are unique except for the triangle components. There-
fore, for a link l in G, under a given graph decomposition, if l falls into a 3-vertex-
connected or single-link component T , then l is always in this component T under
all other decomposition mechanisms, since T is unique. For such T , if it contains
unidentifiable links, then T must be of Category 2.2 or 3. For these unidentifiable
links in T , if they can be identified in neighboring triconnected components, then it
implies that there are some other vantage-to-agent connections that are not consid-
ered for identifying T . Furthermore, these additional vantage-to-agent connections
can convert T to other triconnected component categories that are completely i-
dentifiable, contradicting the fact of T being of Category 2.2 or 3. Therefore, for a
E.4. Proof of Theorem 5.3 170
(a)
P1
P2
µ1
µ2
D
m1’
m2’
µ3l
(b)
µ1
µ2
D
P3m1’
m2’
µ3l
B
B
Figure E.21: Link identification of Category 2.2 in different triconnected compo-
nents.
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Figure E.22: Link identification of Category 3 in different triconnected components.
3-vertex-connected or single-link component T , it is impossible that links marked as
unidentifiable in T can be identified in neighboring triconnected components. Next,
it suffices to show that the identifiability of links within triangle components remain-
s the same for all possible graph decompositions. Consider link l within a triangle
component T under one graph decomposition. If T contains 3 real links, then T
is also unique under all possible graph decompositions (see Lemma 2 in [51]). For
these triangles with 3 real links, above argument for 3-vertex-connected or single-
link component also applies. Therefore, we finally consider triangle component T
involving virtual links. Then there are 5 cases.
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(6.i). T is of Category 2.1. In this case, T is identified by Algorithm A.1 (the
correctness is shown in Lemma D.5). Throughout the proof of Lemma D.5, we con-
sider the identification of l (l ∈ L(T )) only in its parent biconnected component,
instead of triconnected component T , e.g., v1v2 in Fig. D.7 (a) can be classified into
multiple triangle components; however, its parent biconnected component is unique.
Therefore, the generated triconnected component T involving l under different de-
composition mechanisms does not affect the identifiability of l;
(6.ii). T is of Category 2.2. This case is shown in Fig. E.21. Note all links
in Fig. E.21 are real links. If l = µ1µ2 as shown in Fig. E.21 (a), then within the
parent biconnected component, there exist real paths P1 and P2, connecting µ3 to µ2
and µ1, respectively. Abstracting P1 and P2 as single links, l is always identifiable
since l is a cross-link (defined in Section 3.2.2.1). When D in Fig. E.21 (a) is a
polygon, there are multiple triangle decompositions for D; nevertheless, the detailed
triangle decomposition does not prevent l in Fig. E.21 (a) from being a cross-link.
If l = µ1µ3 (or l = µ2µ3) as shown in Fig. E.21 (b), then similar to Fig. E.21 (a),
within the parent biconnected component, there exists path P3, connecting µ2 to µ3
(Fig. E.21 (b)). Abstracting P3 as a single link, both l and P3 are exterior links, thus
unidentifiable. It is possible thatD in Fig. E.21 (b) is a polygon, then there are multi-
ple triangle decompositions for D; nevertheless, the detailed triangle decomposition
does not affect the identifiability of l in Fig. E.21 (b);
(6.iii). T is of Category 2.3. In this case, T is identified by Algorithm A.2 (the
correctness is shown in Lemma D.6). Throughout the proof of Lemma D.6, we con-
sider the identification of l (l ∈ L(T )) only in its parent biconnected component,
instead of triconnected component T , e.g., µ2µ3 in Fig. D.9 (b) can be classified into
multiple triangle components; however, its parent biconnected component is unique.
Therefore, the generated triconnected component T involving l under different de-
composition mechanisms does not affect the identifiability of l;
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(6.iv). T is of Category 2.4. This case is shown in Fig. E.19, where each identifi-
able link µ1µ2, µ1µ3, or µ2µ3 is a cross-link. The property of being a cross-link does
not depend on how triconnected component T is generated; therefore, the identifia-
bility of l within T remains the same for all possible graph decompositions;
(6.v). T is of Category 3. This case is shown in Fig. E.22, where D is 2-
vertex-connected and all links are real except that µ1µ2 possibly is a virtual link.
In Fig. E.22 (a), if l = vµ1, then l is always unidentifiable irrespective of the graph
decomposition ofD (D is a polygon). If l = µ1µ2 as shown in Fig. E.22 (b), then the
identifiability of l is determined by neighboring components according to Algorith-
m 5.3. Within the same parent biconnected component, let BT be the neighboring
biconnected component connecting toD by {µ1, µ2} (see Fig. E.22 (b)). In BT , for a
triconnected component involving l, if this triconnected component is of Category 1,
2.1, 2.2, 2.3, or 2.4, then the arguments in (i)–(iv) and Theorem D.8 have proved the
identifiability of l is independent of the graph decomposition of BT ; however, if this
triconnected component is of Category 3, then the identifiability of l in Fig. E.22 (b)
relies on the external agent connections to neighboring biconnected components ac-
cording to Algorithm 5.3, and thus the identifiability of l only depends on the bicon-
nected component decomposition, which is unique;
Consequently, with the complete coverage of three categories, the identification
efficacy of each category, and independence to graph decompositions, DAIL can
determine all identifiable/unidentifiable links. 
E.5 Proof of Theorem 6.1
It is easy to see from rules (i)–(iv) (stated in Section 6.1) that MMP only deploys
monitors when needed, and thus no algorithm can achieve identifiability with fewer
monitors. Therefore, it suffices to prove the sufficiency of the monitor placement
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computed by MMP (Algorithm 6.1), i.e., all the link metrics can be uniquely identi-
fied from measurements between the selected monitors. The idea of our proof is to
show that the resulting extended graph Gex satisfies the condition in Theorem 3.7.
If G is already 3-vertex-connected, then Gex is always 3-vertex-connected as long
as there are at least three monitors, no matter how they are placed. This case is han-
dled by lines 14–16 in Algorithm MMP. Below we will show that even if G is not
3-vertex-connected, Algorithm MMP still guarantees that Gex is 3-vertex-connected.
We prove this statement by showing that after removing any two nodes u1, u2 in G,
each remaining node in G − u1 − u2 is connected to at least one monitor. There are
three possible cases: 1) u1, u2 belong to the same triconnected component; 2) u1, u2
belong to different triconnected components within the same biconnected compo-
nent; 3) u1, u2 belong to different biconnected components. We now analyze these
cases separately.
1) Consider deleting two nodes u1, u2 in a triconnected component T . If |T | =
2, then T is a bridge. According to rules (i)–(iv) (see Section 6.1), each of the
neighboring components of T must contain at least one monitor other than u1 and
u2. Thus, after deleting u1 and u2, each connected component must contain at least
one monitor.
Now consider the case of |T | ≥ 3. Since T − u1 − u2 must be connected (due
to its triconnectivity), it suffices to show that T − u1 − u2 contains or is connected
to at least one monitor. There are four possibilities depending on the number of
separation vertices in T , denoted by sT :
(a) If sT = 0, then G must be 3-vertex-connected or a triangle. After removing two
vertices, the remaining graph is either connected with at least one monitor, or a
degenerate graph of a single node (which is a monitor).
(b) If sT = 1, then there exists one cut-vertex vc in T (shown9 in Fig. E.23). If
9Note that there may be more than one triconnected sub-graph connecting at vc, but we only
illustrate the minimum for clarity; the same applies to subsequent illustrations in this proof.
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Figure E.23: Possible scenarios for a triconnected component T with sT = 1.
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Figure E.24: Possible scenarios for a triconnected component T with sT = 2.
vc /∈ {u1, u2}, then T − u1 − u2 is still connected to monitors in neighboring
components via vc; if vc ∈ {u1, u2}, then T − u1 − u2 must contain a monitor
because two of the non-separation vertices in T must be monitors by rule (iv).
(c) If sT = 2, then there are two possible scenarios (shown in Fig. E.24), i.e., a 2-
vertex-cut {v1, v2}, or T has two cut-vertices v1 and v2. If {v1, v2} = {u1, u2},
then T − u1 − u2 must contain at least one monitor because T contains at least
one monitor that is not a separation vertex (by rule (iii)). If v2 ∈ {u1, u2} and
v1 /∈ {u1, u2} (or the other way), then T −u1−u2 is still connected to monitors in
neighboring components via v1. Similarly, if v1, v2 /∈ {u1, u2}, then T −u1−u2
is still connected to monitors in neighboring components via v1 and v2.
(d) If sT ≥ 3 (three possible scenarios are shown in Fig. E.25), then Algorithm MM-
P will not place any monitor in T . Nevertheless, after removing two nodes u1
and u2, at least one separation vertex must remain, and thus T − u1 − u2 is still
connected to monitors in at least one neighboring component via the remaining
separation vertex.
The above shows that remaining nodes in T are still connected to monitors after
removing two nodes u1 and u2 within the same triconnected component T .
2) Now consider deleting two nodes u1, u2 in two different triconnected compo-
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Figure E.25: Possible scenarios for a triconnected component T with sT ≥ 3.
nents Ti, Tj (i 6= j) that are in the same biconnected component B. Note that the
remaining graph B′ = B−u1−u2 must be connected, because the only scenario for
B′ to be disconnected is when u1, u2 belong to the same 2-vertex cut of B, which im-
plies that u1, u2 must belong to the same triconnected component, contradicting our
assumption. Similar to Case 1), we have the following four possibilities depending
on the number of cut-vertices in B, denoted by cB:
(a) If cB = 0, then G is biconnected (B = G), and G − u1 − u2 must contain at least
one monitor because the total number of monitors is at least 3 (see lines 14–16).
(b) If cB = 1, then rule (iv) implies that B (|B| ≥ 3) contains two monitors other
than the cut-vertex vc. If vc /∈ {u1, u2}, then B − u1 − u2 is still connected to
monitors in neighboring components via vc; if vc ∈ {u1, u2}, then B − u1 − u2
itself contains a monitor.
(c) If cB = 2, then B connects to neighboring biconnected components via two
cut-vertices v1 and v2. If v1, v2 ∈ {u1, u2}, then B − u1 − u2 itself contains a
monitor, as rule (iii) requires B to contain a monitor that is not a cut-vertex; if
v1 /∈ {u1, u2} (or v2 /∈ {u1, u2}), then B − u1 − u2 is connected to monitors in
at least one neighboring component via v1 (or v2).
(d) If cB ≥ 3, then B connects to neighboring biconnected components via at least
three cut-vertices v1, v2, and v3. There may not be any monitor in B in this case.
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However, B−u1−u2 must be connected to monitors in at least one neighboring
component via the remaining cut-vertex.
The above shows that nodes in B − u1 − u2 are still connected to monitors after
removing nodes u1 and u2 in two different triconnected components but within the
same biconnected component B.
Although our argument has focused on the (triconnected or biconnected) com-
ponent that contains both u1 and u2, it is easy to see that nodes in the neighboring
components that share u1 or u2 are also connected to monitors after these two nodes
are removed, as this is a special case of the above argument where the number of
removed nodes is at most two, and the removed nodes have to be separation vertices.
Remark: The above argument assumes that virtual links have been added (see ex-
planations after Definition 8 in Chapter 5). However, the construction of virtual links
implies that if a node in B − u1 − u2 is disconnected from monitors without virtual
links, then this node must have only two neighbors, and line 1 in Algorithm MMP
would have selected this node as a monitor. Thus, our argument holds without added
virtual links.
3) Finally, consider deleting two nodes u1 and u2 from two different biconnected
components B1 and B2, respectively. Then one of the following scenarios will occur:
(a) If neither u1 nor u2 is a cut-vertex10, then G−u1−u2 is still connected. Moreover,
it contains at least one monitor as there are at least 3 monitors in G.
(b) If u1 is a cut-vertex but u2 is not (or the other way), then we leverage a result
from Cases 1)–2): removing two nodes from a biconnected component (whether
in the same triconnected component or not), all remaining nodes are still con-
nected to monitors. Applying this result, we see that removing one node from a
biconnected component also does not disconnect any remaining node from mon-
itors, i.e., each connected component in G−u1 has at least one monitor. Consider
10u1 and u2 cannot be a 2-vertex cut, because otherwise u1 and u2 are in the same triconnected
component, contradicting our assumption.
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the connected component G ′ containing u2. Removing u2 cannot disconnect G ′,
as otherwise u2 will have to be in the same biconnected component as u1 or a
cut-vertex itself, contradicting our assumptions; furthermore, G ′ must contain at
least two monitors by rule (iv). Thus, each connected component in G−u1−u2,
including G ′ − u2, has at least one monitor.
(c) If both u1 and u2 are cut-vertices, then each connected component in G−u1−u2
must connect to the rest of the graph in the original G through one or two cut-
vertices (i.e., u1 and u2). By rules (iii)–(iv), each of these connected components
contains at least one monitor other than u1 or u2.
In summary, the arguments in Cases 1)–3) imply that, for any G (which may not
be 3-vertex-connected), Algorithm MMP guarantees that all nodes in G−u1−u2 are
still connected to monitors after deleting two arbitrary nodes u1, u2 in G. Since all
the monitors are connected through virtual links and virtual monitors in the extended
graph Gex, Gex − u1 − u2 must be connected. Moreover, if the virtual monitors
m+1 ,m
+
2 are deleted from Gex, then the remaining graph (i.e., G) is still connected
since G is assumed to be connected (see Section 2.2). Finally, if m+1 (or m+2 ) and
u ∈ V (G) are deleted, then we have shown that all the nodes in G − u are connected
to monitors, and since these monitors are still connected via m+2 , the entire graph
Gex−m
+
1 −u is connected. Therefore, employing Algorithm MMP to place monitors,
the resulting extended graph Gex is always 3-vertex-connected. By Theorem 3.7, this
implies that the placed monitors can uniquely identify all the link metrics in G. 
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