Experiments were performed to examine the generation of internal waves by a barotropic tide forcing a continuously stratified fluid over idealized continental shelf/slope topography. A range of responses was observed, including the generation of both internal wave beams and boundary layer boluses, primarily dependent on the values of both the Reynolds number and the topographic steepness parameter. The formation of beams required a critical bottom slope, whilst for bolus formation a large vertical fluid excursion was necessary. A bolus formed when the non-dimensional vertical excursion parameter hN/W 0 > 3.2. Here h is the vertical excursion, N is the buoyancy frequency and W 0 is the near-bottom vertical velocity associated with the local depth-averaged velocity. We simplified the classification of the observed flow regimes using a generation parameter G, defined as the ratio of a Reynolds number to the topographic steepness parameter. The estimated flow regime boundaries were: for G < 3 only a beam was observed, for 3 < G < 50 there was a transitional regime with both a beam and a bolus observed, for 50 < G < 400 there was another transitional regime with no beam but a bolus observed, and finally for the regime with G > 400 there was no bolus observed. We estimated that approximately 4 % of the barotropic energy was converted to baroclinic energy when beams were generated.
Introduction
The action of the tide sweeping stratified water over oceanic topography leads to the generation of internal tides and other high-frequency baroclinic motions which play an important role in deep ocean mixing and large-scale ocean circulation (Munk & Wunsch 1998; Wunsch & Ferrari 2004) . These internal wave motions are commonly observed near continental slopes (Holloway, Chatwin & Craig 2001; Lien & Gregg 2001) , seamounts (Lueck & Mudge 1997; Toole et al. 1997 ) and mid-ocean ridges. The amount of energy transferred from the barotropic tide to baroclinic motions is not well defined, and the ultimate consequences for small-scale turbulent mixing remain unresolved. In order to understand this energy transfer process, the generation mechanisms must first be elucidated for a wide range of forcing parameters and physical conditions. Previous studies of tidal flow over oceanic topography have identified several parameters that govern the generation process (e.g. Garrett & Kunze 2007; Legg & Klymak 2008) . These parameters are the tidal frequency ω, the buoyancy frequency N, the total water depth H, the topographic height h s and horizontal length l s , and the amplitude of the deep-water barotropic tidal velocity U 0 . We exclude the Coriolis parameter f as we conducted our laboratory experiment in the absence of rotation. Assuming inviscid non-diffusive dynamics, four dimensionless parameters can be identified: Fr = U 0 /Nh s , the topographic Froude number; U 0 /ω l s , the tidal excursion parameter; h s /H , the ratio of the shelf height to the total water depth; and γ = S/α, the topographic steepness parameter. Here S is the maximum slope of the topography and α = tan θ, where θ is the angle of the group velocity vector with respect to the horizontal. In a non-rotating stratified fluid, α is defined as
The influence of Fr, γ , U 0 /ω l s and h s /H on the internal tide response has been examined by various authors (e.g. the review by Garrett & Kunze 2007) . Guo & Davies (2003) , for example, observed strong flow separation effects when Fr > 1. For small Fr subcritical topography (γ < 1) and in the limits of U 0 /ω l s 1 and h s /H 1, linear internal tides are generated (Bell 1975; Balmforth, Ierley & Young 2002; Legg & Huijts 2006) . As the topography approaches criticality (γ ≈ 1), the internal tide manifests itself as a beam-like structure, emanating from the critical point on the topography (Gostiaux & Dauxois 2007; Peacock, Echeverri & Balmforth 2008; Zhang, King & Swinney 2008) . For U 0 /ω l s 1, the wave response is dominated by the fundamental tidal frequency, while for U 0 /ω l s > 1, waves at higher harmonic frequencies are generated (e.g. Bell 1975) .
For small Fr, in both steady and oscillatory flows, it is possible that upstream blocking and nonlinear hydraulic effects can occur (Legg & Huijts 2006; Legg & Klymak 2008) . Legg & Klymak (2008) showed that in an oscillating flow with U 0 /ω l s 1, the flow response is strongly dependent on the modified Froude number, Fr z ω = ω/NS (i.e. ∼1/γ ). Their numerical simulations of flow over a ridge revealed two distinct flow regimes: linear waves formed when γ < 3 and nonlinear jump-like behaviour occurred when γ > 3.
Frictional forces due to turbulent stirring may also be important in the region close to the bottom boundary, which leads to the additional important non-dimensional parameter, the Reynolds number, Re = U 0 L/ν. In oscillating flows, the choice of the appropriate length scale L is not entirely clear. For example, Legg & Klymak (2008) suggest that highly nonlinear processes, such as internal hydraulic jumps, only occur if the horizontal inertia-buoyancy length scale L = U 0 /N is considerably larger than any boundary layer scale, resulting in Re = U 2 0 /Nν. We can interpret this definition as the ratio of the intensity of the tidal forcing to the stabilizing effects of both viscosity and stratification. To facilitate comparison with the Legg & Klymak (2008) results, we use their suggested definition.
This study is in part motivated by observations of large-amplitude internal tides and highly nonlinear internal waves on the Australian North West Shelf (NWS). The internal waves that are generated on the continental shelf ultimately break and play an important role in the stirring of the NWS waters Van Gastel et al. 2009 ). The NWS region lies in the parameter space γ < 2, h s /H ∼ O(1), U 0 /ω l s 1 and Fr 1. Measurements made in the field are often sparse and only provide information at point locations, making it difficult to identify the generation mechanisms for the observed internal wave fields. In this paper, we describe the results of laboratory experiments that examined the baroclinic response resulting from a barotropic tide forcing a continuously stratified fluid over continental shelf/slope topography. Specifically, our objective was to examine the response in the regime of small U 0 /ω l s , small Fr and h s /H ∼ O(1). We varied both γ and Re; the large range in Re was accomplished by extending the barotropic forcing to be considerably larger than previous experimental studies (e.g. Gostiaux & Dauxois 2007; Peacock et al. 2008; Zhang et al. 2008) .
Experimental set-up
The experiments were performed in a rectangular glass-walled tank (measuring 5.87 m × 0.53 m × 0.60 m) into which a shelf/slope topography, constructed out of black polyethylene sheets, was inserted across the full width of the tank (figure 1). The shelf-section consisted of a horizontal surface of 3.60 m × 0.30 m. The slope section extended a further 0.8 m from the edge of the shelf (the 'shelf break'). At the 'coastline' end of the shelf, we used several layers of 0.01 m thick filter foam to both dissipate any incoming waves and minimize back reflection off the end wall. The slope section had an approximate hyperbolic tangent shape with the local bottom slope reaching a maximum of 45
• at mid-depth. At the deep end of the tank, a large isosceles triangle-shaped plunger (cf. Baines & Fang 1985) was connected via two guide rods and a ball-lead screw to a precision DC servo electric motor. The motor drive oscillated the plunger vertically over a range of amplitudes, from A = 0.01 to 0.04 m, and frequencies, ω = 0.126 to 0.628 s −1 . This plunger, in turn, generated a barotropic horizontal flow offshore of the continental slope/shelf topography. We quantified the barotropic response under homogenous conditions by making simultaneous measurements of the barotropic velocity field (Vector acoustic Doppler velocimeter, Nortek-AS) and the surface elevation (resistance wave gauge). At the toe of the slope, the surface elevation was close to 90
• out of phase with the barotropic velocity and, although the barotropic response was not perfectly sinusoidal, it was symmetric between the ebb and flood phases. We found that the amplitude of the barotropic velocity at the toe of the slope U 0 could be described in terms of the plunger oscillating frequency ω and forcing amplitude A, U 0 = 0.98ωA.
The tank was filled with a salt-stratified fluid to a total water depth of 0.40 m using the 'two-tank' method. The ratio h s /H was constant at 0.75 for all experiments. The density ρ, and hence the buoyancy frequency N, was determined by vertically traversing a fast-response conductivity and temperature (CT) probe (Precision Measurement Engineering, USA) through the fluid before the start of each experiment. The presence of the shelf/slope topography led to a final stratification consisting of thin, weakly stratified upper and bottom layers, with a near-linearly stratified fluid over the bulk of the water column (figure 1). The ambient buoyancy frequency N was calculated from this part of the water column for each experiment; N ranged from 0.46 to 0.78 s −1 (table 1) . We obtained velocity fields using the particle tracking velocimetry (PTV) technique. The fluid was seeded locally with Pliolite VT resin particles of diameters ranging between 180 and 250 µm and illuminated with a thin light sheet aligned down the centreline of the tank and hence the cross-shelf direction. We created the light sheet with a 2 kW halogen light box mounted above the tank. The emitted light passed through two long and narrow slits to form a 0.01 m wide light sheet. The illuminated flow fields measuring 0.40 m × 0.40 m were recorded using a progressive scan CCD camera (PULNIX TM-1040, Navitar ST16160 lens) at a rate of 30 Hz with no shutter. The acquired digital images (resolution of 2.48 pixels mm −1 ) were captured in a LabVIEW (National Instruments) environment using a digital frame grabber (National Instruments PCI-1422) and written in real time to disk. The digital images were then processed into two-dimensional velocity fields using the software program Fluid Stream 7.01 (Nokes 2007) .
All of the experiments were started from rest and run for between 6 and 8 tidal periods. We used three different stratification conditions. We varied the barotropic tidal velocity amplitude U 0 by altering the forcing amplitude A and/or the tidal frequency ω. Note that for all experiments ω < N, a necessary condition for the existence of internal waves according to linear inviscid theory. In total 17 runs were conducted (table 1). Using the above definitions, γ ranged from 0.62 to 4.85 while Re ranged from 2 to 634 (table 1). Note that the numerical experiments of Legg & Klymak (2008) , where the MITgcm was used to model a flow representative of that near the Hawaiian Ridge, assumed a fixed vertical eddy viscosity of 10 −2 m 2 s −1 , resulting in a similar range of Re to our laboratory experiments.
Local flow properties, such as the particle excursion l, were measured by tracking individual particles near the bottom through an entire ebb and flood phase and observing the particles' maximum horizontal ( x) and vertical excursion ( h) (Nokes 2007) . Table 1 details the experimental parameters and non-dimensional quantities for all runs.
Results
3.1. Observations of the flow response The barotropic forcing resulted in three types of responses over the parameter range of the experiments: (i) an internal beam, (ii) an internal bolus and (iii) neither a beam, bolus or wave-like response was present -termed 'no waves' (table 1). The features of each type of flow response are illustrated below in plots of the total velocity field (arrows) superimposed on the baroclinic velocity field (colours), where the baroclinic velocity was obtained by subtracting the local instantaneous barotropic velocity from the total velocity (figures 2-4). Figure 2 shows a typical example, during the ebb phase, of a beam emanating from the upper part of the slope and radiating away in both the onshore and offshore directions, at the angle determined by the local dispersion relation (1.1) (the stratification was slightly weaker in the upper part of the water column, leading to the slight difference in beam angles). The generation of beams only occurred when a critical point was present on the slope. The velocity field along the beam characteristic decreased in intensity away from the generation region (figure 2).
Beams were generated over a region approximately centred about the location of the critical point. The location and along-slope extent of this region was dependent on the local stratification N, the local bottom slope steepness S l and the tidal oscillating frequency ω. In particular, we observed that the beams formed over the region of bottom slope within the range 0.75 < S l /S crit < 1.30 (as marked in figure 2), where S crit is the slope at the critical point. However, only a few runs (e.g. Runs 2 and 3) were characterized by such a large range. The slight asymmetry seen in figure 2 about the critical point was due to inertial effects, resulting in a larger downslope flow on the ebb phase before turning to flood. The formation of the beams over a finite length of the bottom slope was remarkably consistent for all beam cases and this length was approximately twice the magnitude of the observed near-bottom fluid particle excursions (discussed below).
A second critical point existed on the lower, concave part of the model continental slope; however, due to the locally concave shape of the topography, fluid parcels were prevented from moving freely along the wave characteristic direction and thus no beams were observed to propagate away from this location. Figure 3 is an example of an energetic run with larger forcing (Run 6). The intensity of the near-bottom flow increased compared to the example in figure 2 , and a bolus formed close to the bottom, near the mid-point of the slope. On the ebb phase the near-bottom flow accelerated downslope ( figure 3a) . When the ebb tide relaxed and the offshore flow started to reverse to flood, the fluid from the shelf continued to descend the slope ( figure 3b ). This led to the creation of a vortex instability (left of figure 3b ), which we term an internal bolus after Venayagamoorthy & Fringer (2007) and Lim, Ivey & Nokes (2008) . As the flood tide increased in magnitude the bolus advanced upslope (figures 3c and 3d), before eventually dissipating. This bolus quickly collapsed before the next tidal cycle and this process of bolus formation repeated itself each cycle. Both the tendency for formation and the scale of a bolus increased with stronger tidal forcing.
In some runs we observed both beam and bolus formation. However, for the stronger tidal forcing experiments (Runs 8 and 9), the offshore-and onshorepropagating beams were difficult to identify any significant distance away from the bottom. Even though a critical point existed on the slope, beams were absent altogether for strongly forced runs (e.g. Runs 6, 10, 13, 14 and 15), where strong near-bottom overturning and stirring of the fluid appeared to disrupt the formation of beams.
As shown in the example in figure 4 , no wave-like motions were detectable for runs with very strong barotropic forcing (i.e. Runs 7, 12, 16 and 17), where there was no critical point on the topography. The barotropic flow dominated the response of the fluid and there was no evidence of coherent baroclinic or wave-like motions of any type. In these runs, the forcing frequency was close to but always smaller than the buoyancy frequency.
The strength of the stratification also influenced the flow response. ) have similar amplitudes of tidal forcing (i.e. U 0 and ω), but beams were generated in Run 2 while Run 8 produced a mixed character baroclinic response, generating both a beam and a bolus. The weaker stratification in Run 8 led to a much larger vertical scale of motion, resulting in bolus formation.
Flow structure
As all of our runs were confined to small U 0 /ω l s , small Fr and constant h s /H = 0.75, our parameter space can be simplified to the two dominant non-dimensional parameters, Re and γ . To characterize the flow, we measured the flow excursion in each experiment by tracking near-bottom particles through the total excursion from ebb to flood phase. Particles from a range of heights within the bottom boundary layer (BBL) were tracked and the mean excursion l and the variation (i.e. the error range), through several tidal cycles, were determined for each experiment. We defined the height δ of the BBL as the distance (perpendicular to the slope) from the bottom to the height where the velocity approaches the background flow (see § 3.2.1 for details). The excursion length l, non-dimensionalized by the barotropic tidal excursion length U l /ω is plotted as a function of Re and γ in figures 5(a) and 6(a), respectively. Here U l is the amplitude of the barotropic velocity at the location of wave generation.
In our experiments, Re varied from 2 to 634. For the weakest forcing run (Re = 2), viscous effects were strong and the excursion length was small l/(U l /ω) < 2. For slightly more energetic runs (2 < Re < 15) beams were observed and l/(U l /ω) ∼ 2, approximately equal to the barotropic tidal excursion. With a further increase in forcing to around Re ∼ 50 the excursion length reached a maximum of l/(U l /ω) ∼ 4, and thereafter started to decrease with increased Re. Figure 6 (a) shows a similar variation of excursion length with γ and a peak value at γ ≈ 1.4. In general, in the ranges 15 < Re < 400 and 1 < γ < 3, the largest fluid excursions were observed and a bolus formed. We further assessed the formation of the bolus by examining the vertical excursion of the fluid from its original position, at the start of the ebb, to the point of vortex generation on the downslope phase of motion. In particular, we estimated this total vertical excursion ( h) of the near-bottom flow through the ebb phase and over several tidal cycles. We non-dimensionalized h with the vertical inertia-buoyancy length scale W 0 /N, where W 0 is the vertical velocity at the bottom associated with U l . We plot hN/W 0 again as a function of Re and γ in figures 5(b) and 6(b), respectively, for all of the runs. The results show behaviour similar to the l/ (U l /ω) plots in figures 5(a) and 6(a) with peak values in the vertical excursion in the range 15 < Re < 400, and a bolus feature formed in those runs when hN/W 0 > 3.2. Gayen & Sarkar (2010) report one example of a direct numerical simulation of beam generation from a linear but critical slope. They find no evidence for a bolus but rather a turbulent bottom boundary layer over the whole slope and a beam propagating away. This suggests a possible dependence on the relative magnitude of the excursion length to the length of the slope that is exactly critical -a single point in our experiments with our continuously varying bottom slope.
To compare our experimental results with those of Legg & Klymak (2008) , we follow their non-dimensionalizations and in figure 7 plot hN/U 0 as a function Figure 7 . hN/U 0 for our data and the Legg & Klymack (2008) numerical model data as a function of γ. Symbols: ×, internal beams; ᮀ, internal bolus; , Legg & Klymack (2008) beam; ᭛, Legg & Klymack (2008) internal hydraulic jump. The two lines show linear least-squares best fits calculated separately for the points with γ < 3 (solid) and γ > 4 (dashed). Note that the outlier was not included in the fits.
of γ . The majority of the beam and bolus cases from our experiments follow the linear relationship between hN/U 0 and γ reported by Legg & Klymack (2008) for γ < 3. Legg & Klymack (2008) suggested that internal hydraulic jumps resulting in overturning do not occur until 'the tide lasts long enough for stratification to work against the downslope motions', i.e. γ > 3. However, our laboratory data show that overturning motions are possible for γ < 3.
Bottom boundary layer
We examined the velocity field data within the BBL at the generation location to understand the flow structure for each of the observed responses. As shown in figure 8 , the flow throughout the boundary layer was highly dependent on the phase, with strong near-bottom parallel downslope flow during the ebb phase and contrasting complex motion on the flood phase with clear evidence of turbulent overturning in the BBL. The turbulent motions in the BBL quickly subsided as the tide turned to the ebb phase and the BBL returned to the downslope phase state. Figure 8 shows a strongly sheared mean velocity profile on both the ebb and flood phases, with the peak in the mean velocity field occurring close to the bottom. This distinct BBL was evident for all experiments except for the 'no wave' cases. We defined the thickness δ of the BBL as the distance from the bottom to the height where the velocity approaches the background flow, as shown in the schematic in figure 9 . Vertical profiles of the horizontal velocity field from the mid-point of the generation region were time-averaged over each ebb and flood phase, and the BBL thickness was measured. For each run, the mean BBL thickness and the variation about this mean were determined from several tidal cycles after the flow reached steady state. This method accounts for the temporal variability; however, it excludes spatial variability along the slope away from the critical point. For the bolus runs, we estimated δ only on the ebb phase, as on the flood phase the bolus caused a more complex velocity field and it was difficult to define the BBL thickness.
Figures 5(c) and 6(c) show the BBL thickness, non-dimensionalized by the oscillating Stokes layer thickness as a function of Re and γ , respectively. The thickness of the BBL grew with increased Re and was near constant beyond Re ∼ 200 (figure 5c). Figure 6 (c) suggests the boundary layer thickness reached a maximum at γ ∼ 1.3. As Re → 0 for γ > 1.3 (i.e. the linear beams), δ/(ν/ω) 1/2 → 10; this is twice the Stokes layer thickness for flow over an oscillating plate. The BBL thickness was comparable in scale to the observed beam width (defined perpendicular to the direction of energy propagation, as shown in figure 9 ). For the pure bolus runs, the measured BBL thickness was larger and relatively constant with respect to both Re and γ , δ/(ν/ω) 1/2 ∼ 30. Note that bolus generation resulted from the interaction of the flow with the BBL and the turbulent BBL grew as the bolus propagated upslope.
Flow regimes
Our observations thus show that the flow behaviour varies with both Re and γ . To try to simplify the interpretation of the laboratory experiments, it is convenient to combine the two parameters and define a generation parameter G,
where the simplification is valid when ω 2 N 2 . While this is true for the majority of the laboratory runs, we use the full definition in our results in table 1. Note that G can be interpreted as the ratio of the intensity of barotropic forcing to the stabilizing effects of both viscosity and buoyancy.
We plot l/(U l /ω), hN/W 0 and δ/(ν/ω) 1/2 as a function of G in figure 10 . Note that the boundary layer thickness δ could not be estimated reliably for some of the 'no waves' cases. The non-dimensional parameters, l/(U l /ω) and hN/W 0 , increased with G, peaking near G ∼ 20, and then decreased with increasing G. For G > 400, barotropic forcing was relatively strong and figure 10(a) suggests the data asymptote to l/(U l /ω) ∼ 2 and hN/W 0 ∼ 2. The estimated flow regime boundaries were as follows: for G < 3 only a beam was observed, for 3 < G < 50 there was a transitional regime with both a beam and a bolus observed, for 50 < G < 400 there was another transitional regime with no beam but a bolus observed, and finally for the regime with G > 400 there was no bolus observed. In summary, G thus appears to be a simple but effective way of summarizing the beam and bolus generation results for these experiments.
Energetics
It is of interest to make some estimates of the energy conversion from the barotropic to baroclinic fields in these experiments. We now consider only those runs in which internal beams were generated around the critical point on the slope (defined by 0.75 < S l /S crit < 1.30) and propagated freely as beams, both upslope and downslope, away from the generation region. It was not possible to estimate the conversion of barotropic to baroclinic energy for runs with nonlinear baroclinic motions, i.e. bolus.
The plunger-generated horizontal barotopic energy flux at x, averaged over a tidal period T, is
where p is the pressure and U is the horizontal barotopic velocity. We measured the oscillation in p due to the change in surface elevation using a resistance wave gauge and U with an acoustic Doppler velocimeter and computed the flux directly from (4.1).
As suggested by the observations above, we assumed that the internal wave beams can be described by linear, inviscid theory and the time-averaged baroclinic energy flux across a unit area is (Kundu 1990 )
Here, u and w are the horizontal and vertical (positive upward) velocities, k and m are the corresponding horizontal and vertical wavenumbers, and w 0 is the amplitude of the vertical velocity. Although the beam is composed of a range of wavelengths, we observed that the majority of the energy was contained in a wave with wavelength equal to the beam width. The magnitude of the energy flux passing through a vertical segment of length one vertical wavelength is given by
where q is the particle speed and c p is the phase speed. The fraction of energy lost from the barotropic flow that is converted to baroclinic energy E over the slope can be defined as
Here F BAT is the change in the barotropic energy flux between two positions in x which encompass the region where internal waves are generated (e.g. positions 1 and 2 in figure 9 ). It was much easier experimentally to set up our PIV window to focus on the downward-propagating beam; therefore we insert the factor of 2 in (4.4) to account for the upward beam and assume that the baroclinic energy flux is equal in both the onshore and offshore beams. A conservative measure of E can be estimated by assuming F BAT is the difference in F BAT at the toe of the continental slope and F BAT at the end of the tank (where F BAT = 0). We did not calculate F BAT over the generation region (i.e. 0.75 < S l /S crit < 1.30) as changes in F BAT over this distance were similar in magnitude to the error in the estimate of F BAT . The baroclinic energy flux (4.3) was estimated from the properties of the offshore-propagating beam as this was more distinct than the onshore beam in our experiments. We estimated all beam properties from successive PIV images for each experiment. Phase speed was obtained by directly tracking distinct phase lines and the particle speed was taken as the average over the beam width. We observed that the vertical extent of the beam was effectively one vertical wavelength from these images, agreeing with the observations of Mercier et al. (2010) . Resolving beam properties from the PIV method is difficult, and while it is simplistic to describe the beam by a single plane wave, it is instructive to estimate the conversion of barotropic to baroclinic energetic energy.
Accurate estimates of barotropic energy flux were only possible for the more energetic runs (Runs 4, 5 and 9) as the surface elevation and barotropic velocity were close to 90
• out of phase, and the resulting small energy fluxes were difficult to determine given the instrument resolution for the measurements of velocity and pressure. For Runs 4, 5 and 9, the percentage of barotropic energy converted to baroclinic energy E was 2, 5 and 4 %, respectively. Numerical experiments using direct numerical simulation methods are required to make more precise conversion estimates for beam generation and estimate conversion for the complex nonlinear flow fields associated with bolus generation.
Conclusions
The presence of both a critical slope region and a stable boundary layer was found to be a fundamental criterion for beam generation, ensuring that the movement of fluid in the bottom boundary is along the direction of the preferred wave characteristic oriented parallel to the local bottom slope. Generation was shown to occur within a finite length of the slope about the critical point (0.75 < S l /S crit < 1.3), and this length was approximately twice the local near-bottom barotropic fluid excursion.
Increasingly energetic conditions led to the generation of a bolus, causing much over-turning and presumably stirring as it propagated upslope and dissipated. An analysis of the flow excursion indicates that a large vertical displacement of the fluid was a prerequisite for the generation of a bolus, consistent with previous studies of bolus or similar internal hydraulic jump-like features (Venayagamoorthy & Fringer 2007; Legg & Klymak 2008; Lim et al. 2008) . Moreover, bolus generation occurred near the steepest part of the topography where the vertical excursion was largest. Our results show that these features were formed when hN/W 0 > 3.2.
In our experiments, the baroclinic response depended upon both the topographic steepness parameter γ and a Reynolds number Re that characterized the boundary layer flow. The classification of the various flow regimes observed was simplified using a generation parameter G, defined as the ratio of the Reynolds number to the topographic steepness parameter. For G < 3 only a beam was observed, for 3 < G < 50 there was a transitional regime with both a beam and a bolus observed, for 50 < G < 400 there was another transitional regime with no beam but a bolus observed, and finally for the regime with G > 400 there was no bolus observed.
We used a simple model to quantify the barotropic-to-baroclinic energy conversion for those experimental runs that resulted in the generation of linear internal wave beams. On average, 4 % of the barotropic energy was converted to baroclinic energy. In comparison, Holloway (2001) used a numerical model to estimate that the energy flux of the M 2 internal tide on the North West Shelf was approximately 4 % of the M 2 barotropic tide, across the model domain measuring 1700 km × 700 km. Furthermore, a recent study of internal wave generation at the Luzon Strait by Warn-Varnas et al. (2010) estimated that between 3.6 and 8.3 % of the barotropic energy was converted into internal waves. While the exact methods of calculation of barotropic-to-baroclinic conversion in these studies differ from our methodology, these values are within the range predicted by our experiments. This research was supported by Australian Research Council's Discovery Projects funding scheme (project DP0663334) and by Woodside Energy Ltd and Chevron as part of a Joint Industry Project on internal waves on the North-West of Australia. K.L. acknowledges the support of an Australian Postgraduate Award. We also thank M. C. J. van Ginneken, Eindhoven University of Technology, for her assistance in undertaking some of the laboratory measurements described here. The manuscript benefited substantially from the careful reading and comments of three anonymous reviewers.
