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Abstract
The present work gives a contribution to the investigation of separated ows
and to the set-up of strategies for their control by means of numerical sim-
ulations. The manuscript is divided in two parts. The rst part concerns
the appraisal of a passive control method aimed at reducing and, possibly,
eliminating boundary layer separation. The control strategy consists in the
introduction in solid walls of appropriately-shaped cavities. As a paradig-
matic example of internal ow of engineering interest, to which the passive
control can be applied, we consider herein a plane diuser. The ow Reynolds
number is kept very low (Re = 500, based on the diuser height and on the
inlet velocity on the axis), so that turbulence and tridimensional eects can
be neglected. A conguration characterized by an expansion rate of 2 is
studied, while the diverging angle is chosen such that, in the considered con-
ditions, without the introduction of the control, the ow inside the diuser
is characterized by a large zone of boundary layer separation. The numerical
simulations are validated and the dierent simulation parameters are set by
comparing the results obtained by three dierent codes. From a qualitative
viewpoint, in all the simulations, the ow inside the diuser is steady and
is characterized by a zone of asymmetrical separated ow. Moreover, all the
simulations give very similar quantitative predictions of the ow main quan-
tities. In order to reduce the separated zone and to increase the eciency
of the diuser, a couple of symmetric cavities is introduced in the diuser
walls. An optimization procedure is developed to identify the best cavity
geometry, which can maximize the pressure recovery in the diuser and min-
imize the boundary layer separation extent. The most important geometrical
parameters are identied. The introduction of the optimal cavities leads to
an increase in pressure recovery of more than 13% and to a strong reduction
of the separation extent. The robustness of the control to small changes in
the geometrical parameters of the cavities is also investigated. It is found
that the control is eective as far as the ow is able to reattach immediately
downstream the cavity.
The second part of the present work is a computational contribution to
the Benchmark on the Aerodynamics of a Rectangular 5 : 1 Cylinder, BARC.
Variational multiscale large-eddy simulation (VMS-LES)is used in order to
numerically simulate the high Reynolds, low-turbulence incoming ow around
a stationary, sharp-edged rectangular cylinder of innite spanwise length and
of breadth-to-depth ratio equal to 5. Two dierent eddy-viscosity subgrid
scale (SGS) models are used to close the VMS-LES equations, viz. the
Smagorinsky model and the WALE models. A proprietary research code
is used, which is based on a mixed nite-volume/nite-element method ap-
ii
plicable to unstructured grids for space discretization and on linearized im-
plicit time advancing. The inuence of SGS modeling, grid renement and
Reynolds number on the results is investigated. Two dierent unstructured
grids are considered; similarly two Reynolds numbers values are investigated
(Re = 20000 and 40000 based on the freestream velocity and on the cylinder
depth). The assessment of quality and reliability of VMS-LES results is ad-
dressed: the results obtained are compared together and with other available
numerical results and experimental data. The VMS-LES approach is shown
to be capable of giving results of comparable accuracy to those obtained in
classical LES simulations on noticeably coarser grids. The near wake ow
and the mean drag coecient prediction are found to be almost the same in
all the simulations, while the ow on the cylinder lateral sides, as well as the
time uctuations of lift, are highly sensitive to all the considered parameters.
The vorticity dynamics on the cylinder lateral sides is nally investigated and
typical vortex congurations are identied.
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Chapter 1
Introduction
The present thesis intends to give a contribution to the analysis of massively
separated ows and to the development of strategies for their control, by
means of numerical simulations.
Boundary-layer separation can occur in many external and internal ows,
characteristics of environmental problems, industrial and engineering appli-
cations.
From a practical viewpoint, because of the large energy losses often asso-
ciated with boundary layer separation, a crucial issue in many technological
applications is the development of methodologies to reduce or, possibly, to
avoid separation (see e.g. the reviews in Choi et al. [25] and Gad-el Hak
and Bushnell [38]). In the present work we focus on a passive method for
the control of boundary layer separation. Passive ow control methods are
the ones that may achieve the delay of separation without using an energy
input. The considered strategy is based on the introduction of appropriately
shaped cavities in the solid walls. This method combines the trapped-vortex
and the multi-step afterbody ideas. We refer to the Introduction of Part
I for a detailed description of the two concepts and for relevant references.
These two passive control strategies have been mainly applied to external
ows, as e.g. airfoils for trapped-vortexes of blu-bodies for the multi-step
afterbody body. In the present work we instead focus on boundary-layer
separation control in internal ows. As a paradigmatic example of ow of
technological interest, in which the control of separation could lead to bene-
cial eects, we consider a plane diuser conguration. A diuser is a device
which provides a reduction of velocity and an increase in pressure inside a
duct. This is achieved through a widening of the section of the duct. The
diuser is widely used in many engineering applications, as, for instance, in
the design of vehicles, power plants or wind tunnels. The pressure recovery
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given by a diuser increases with the area expansion rate, that is the ratio
between the outlet and the inlet diuser cross-section, but a boundary layer
separation may occur when this rate becomes too large and this leads to a
signicant decrease of the eciency. This can bring a number of negative
consequences in practical applications, as, for instance, in terms of costs and
fuel consumption reduction. The design and the performances of plane dif-
fusers have been rather extensively investigated in the literature. We again
refer to the Introduction of Part I for a brief review of the literature, to-
gether with the description of separation control methods previously applied
to diuser ows. In the present work, we use numerical simulations to in-
vestigate the eectiveness of the proposed control strategy and we chose to
limit our analysis to low Reynolds numbers. This allows turbulence and 3D
eects to be neglected. We briey recall here the motivations of this choice.
First, from a practical viewpoint, such simulations require much lower com-
putational costs than those at higher Reynolds, which need turbulent models
and possibly three-dimensional grids. Moreover, errors due to numerical dis-
cretization can be made negligible, by checking grid independence and the
sensitivity to the used numerical schemes, and uncertainties due to turbu-
lence models are obviously not present. Finally, it is well known that laminar
boundary layers are less resistant to adverse pressure gradients than turbu-
lent ones and, therefore, control methods successfully reducing or avoiding
separation of laminar boundary layers are a-priori expected to work also in
the turbulent regime. Nonetheless, a nal assessment of the results obtained
in the present work at Reynolds number closer to those of practical applica-
tions could be useful, but it is postponed to future investigation. The aim
of the present work is instead to nd the optimal cavity shape and location,
i.e. the ones allowing the largest reduction of boundary layer separation and,
hence, the largest increase of the diuser eciency, to be obtained. Thanks
to the reduced costs of the numerical simulations for the considered problem,
a complete numerical optimization is carried out of four dierent parameters
characterizing the location and the geometry of the a couple of symmetric
cavities. In particular, a question at issue is whether the optimal cavities
are small (of the order of the boundary layer thickness) as in the multi-step
afterbody or large as for trapped vortex control. Finally, the robustness of
the control to small modications of the optimum cavity parameter is also
addressed.
The rst part (Part I) of the manuscript, which deals with the ow in a
two-dimensional diuser and with its control, is organized as follows. The
diuser geometry and its main geometrical parameters are dened in section
2.2.1. In Section 2.2.2 the simulation set-up and the numerical methodology
3are presented, each of the three codes used for the validation of the results are
presented in more detail. Next, in Section 2.2.3, the dierences obtained with
the three codes are investigated. In Section 2.2.4 sensitivity analysis to the
momentum scheme, to the p-v coupling algorithms and to the pressure and
momentum discretization schemes has been carried out. After the validation
of the results and analysis of the sensitivity to the numerics an optimization
procedure is described in Section 2.3. First an optimization of the diuser
roundings is carried out, followed by the optimization of the cavity shape in
the diuser with roundings and the optimization of the cavity shape in the
diuser with the optimized roundings (sharp edges). In Section 2.4 the same
ow-control device optimization has been repeated modifying only the inlet
boundary layer thickness into the range =h = 0  0:20. Some conclusions
are presented in Section 2.5 and then some further developments in Section
2.6.
From a uid dynamics viewpoint, ow separation generally leads to a
complex ow dynamics, often dominated by tridimensional and intrinsically
unsteady phenomena, which sum up to the tridimensionality and the un-
steadiness due to turbulence. A paradigmatic example is given by blu-body
ows. Blu bodies are present in plenty of engineering applications; examples
are the ow past a submarine or past a road vehicle, or the wind blowing
over a bridge or high-rise building. At Reynolds numbers characteristics
of practical applications, blu-body wakes are turbulent and a critical is-
sue in numerical simulation is the choice of turbulence modeling. It is known
that RANS methods encounter diculties in accurately predicting blu body
ows, while large-eddy simulation (LES) is certainly more promising from the
viewpoint of accuracy. In this context, the present work is part of a research
activity aimed at developing and validating methodologies for LES simulation
of massively separated ows, with the nal goal of the application to ows
of industrial or engineering interest, i.e. characterized by complex realistic
geometries and a dynamics involving a wide range of time and space scales.
Our simulation strategy is based on the following key ingredients : (i) un-
structured grids, (ii) a second-order accurate numerical scheme stabilized by
a numerical viscosity proportional to high-order space derivatives, and thus
acting on a narrow band of smallest resolved scales and tuned by an ad-hoc
parameter, (iii) Variational MultiScale (VMS) large-eddy simulation (LES)
combined with eddy-viscosity subgrid-scale (SGS) models. We refer to Part
II for a more detailed description of these key ingredients. This strategy has
previously been applied to the simulation of the ow around a circular cylin-
der at dierent Reynolds numbers ([92],[133]) In the present work we consider
a spanwise innite rectangular cylinder having a chord-to-depth aspect ratio
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equal to 5. The problem is of interest not only for the purpose of fundamental
research, but also to provide useful information on the aerodynamics of a wide
range of blu bodies of interest in civil engineering (e.g. tall buildings, towers
and bridges) and for other engineering applications. Moreover, this particular
ow conguration is the object of an international Benchmark (Benchmark
on the Aerodynamics of a Rectangular 5:1 Cylinder [7],[8]), launched in 2008
with the support of Italian and international associations. The 5:1 aspect
ratio was chosen because it is characterized by shear-layers detaching at the
upstream cylinder corners and reattaching on the cylinder side rather close
the downstream corners. This leads to a complex dynamics and topology of
the ow on the cylinder side, which adds to the vortex shedding from the
rear corners and to the complex unsteady dynamics of the wake (see e.g.
[13]). In 2011 about 40 groups from 17 dierent countries were contributing
to BARC. Among the aims of the benchmark are the following: to assess the
consistency of computational results obtained through dierent ow models
and numerical approaches, to compare experimental and computational re-
sults, to develop best practices for computations and to create a database to
be made available to the scientic community for future reference. Thus, it
gives also a good opportunity for the assessment and the validation of results
obtained through through our approach. On the other hand, the present
study intends to give a contribution to the characterization of the dynamics
of the considered ow conguration and of its dependency on the Reynolds
number.
The second part (Part II) of the manuscript, dealing with the variational
multiscale large-eddy simulations of the ow around a rectangular cylinder,
is organized as follows. For this part we participated to a benchmark BARC
(Benchmark on the Aerodynamics of a Rectangular 5:1 Cylinder) for which
the state of the art and the objectives are presented in Section 3.1. A brief
description of the methodology used for the numerical simulations is given in
Section 3.2; in particular, the classical LES approach (3.2.1) is presented to-
gether with the numerical method (3.2.2) and the VMS-LES approach (3.2.3).
In section 3.3 the ow conguration and simulation set-up are described. In
Section 3.4 the mean wake ow topology is presented and investigated, to-
gether with with the pressure distribution over the cylinder surface and the
mean ow topology on the cylinder lateral sides. In Section 3.5 the instanta-
neous ow elds for a chosen vortex shedding period are shown. Two types
of typical vortical structures are recognized. The instantaneous eld are in-
vestigated also in dierent cuts in the spanwise direction. Mainly the same
types of structures are found. Finally in Section 3.6 some general conclusions
are drawn.
5The present work is documented in the following publications:
 Large-eddy simulations of a Benchmark on the Aerodynamics of a Rect-
angular 5:1 Cylinder [45]
 Variational multiscale large-eddy simulations of the BARC ow cong-
uration [47]
 A passive method for ow separation control: application to a 2D dif-
fuser conguration [46]
 In preparation:
1. Variational multiscale large-eddy simulationsvof the ow around
a rectangular cylinder
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Part I
Part one

Chapter 2
Passive control of boundary layer separation
in a two-dimensional symmetrical diuser
2.1 Introduction
Boundary-layer separation can occur in many external and internal ows,
characteristic of environmental problems, industrial and engineering applica-
tions. From a practical viewpoint, because of the large energy losses often
associated with boundary-layer separation, a crucial issue in many technolog-
ical applications is the development of methodologies to reduce or, possibly,
to avoid separation (see e.g. the reviews in [39], [37], [65] and [26]).
In the present work, we are interested in appraising the capabilities of a a
passive method for the control of boundary-layer separation. The considered
strategy is based on the introduction of appropriately shaped cavities in the
solid walls. This method combines the trapped-vortex (see e.g. [98], [97],
[16], [15], [52], [24], [28], [134], [90] and [63]) and the multi-step afterbody
ideas (see e.g. [57], [130] and [17]).
The trapped vortex idea (see Figure 2.1) is based on the observation that
the vortices forming inside cavities made in solid walls introduce momentum
into the boundary layer and this may delay the separation. In this con-
trol strategy, the cavities are typically much larger than the boundary-layer
thickness. The trapped-vortex concept was rst introduced and patented by
Ringleb ([98] and [97]), which proposed it for boundary-layer control in both
external and internal ows. Since then, several applications of the trapped
vortex concept for ow control have been studied. This technique has mostly
been investigated and developed for ow control around airfoils or wings in
theoretical/numerical ([52], [16], [15], [24], [134], [30], [31], [90]) and experi-
mental studies ([56], [61], [102], [28], [90], [63]). [1], instead, experimentally
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investigated the ow mechanisms in a vortex controlled diuser.
The rst successful use of a trapped vortex in a ight test was claimed by
[56] in the seventies through to the concept of the Kaspar wing. Experimental
tests aimed at verifying the Kaspar wing behavior ([61]) showed the presence
of vortex shedding instead of steady vortices. Conversely, the trapped-vortex
control applied to airfoils requires a steady, large vortical structure forming in
the cavity and creating a recirculating region closed by the dividing streamline
(see Figure 2.1). The main diculty of this approach is indeed to obtain a
strong and stable vortex inside the large cavity. However, it has been observed
experimentally ([28], [90], [63]) and it has been shown by stability analysis
([52]) that stable vortices only seldom form inside the cavity, and an active
control is therefore almost always necessary. For this reason, some control
strategies have therefore been proposed and tested. The same [61] reported
in his paper some promising results obtained on a wing presenting a vortex
cavity and a ow injection in the cavity to stabilize the vortex. Another
example of trapped-vortex based method for the boundary-layer control on
the aerodynamics surface of an aircraft, coupled with a suction system, are
the investigations on the EKIP aircraft (see e.g. [102]). More recently, [63]
and [28] experimentally studied the possibility of controlling the ow over an
airfoil through a trapped vortex combined with blowing and suction for its
stabilization.
A dierent approach was followed by [134], which investigated through
a potential approach, the possibility of trapping smaller single and multiple
vortices on a surface and on an airfoil by creating a corrugated surface.
Figure 2.1: Sketch of trapped vortex (from [24])
Regarding the trapped vortex control applied to diusers, [98] and [97]
described and patented a vortex controlled diuser, which relied only on the
aerodynamic design of large cusps in the diuser walls to locate vortices.
For a suitably designed cavity, in general having dimensions some orders
of magnitude larger than the boundary-layer thickness, the streamline which
leaves the cusp point tangentially meets or become re-attached to the diuser
wall to provide an enclosed ow area in which a vortex is formed. Moreover
[97] discloses auxiliary devices, such as lips, vanes, secondary walls, that may
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be also used to facilitate the ow reattachment and the vortex formation.
However, only limited success is obtained, due to the diculty in having a
stable vortex system.
The Craneld diuser (see e.g. [1]) overcome this problem by featur-
ing bleed-o directly from the vortex, so that it is replenished by air from
the mainstream, as shown in Figure 2.2(a). The quantity of bleed required
can be maintained at reasonable portions by locating a fence directly down-
stream of the vortex and, thus, creating a partially enclosed vortex chamber.
The mainstream ow is further aided by the formation of a \Coanda Bub-
ble"immediately downstream of the fence which acts in a similar manner to
the vortex proposed in Ringleb's diuser, as can be seen in Figure 2.2(b). [1]
demonstrated experimentally that the pressure recovery in a short diuser
could be enhanced by a stabilized trapped vortex.
(a) Sketch of Craneld diuser (b) Flow mechanisms of vortex con-
trol
Figure 2.2: Craneld vortex diuser (from [1])
The multi-step afterbody idea (see e.g. [57], [130] and [17]), instead,
allows a reduction of the base drag of a blu body to be obtained. It consists
of a number of backward facing steps ahead of the base; a vortex results from
the separation and reattachment of the ow at each step (see Fig. 2.3). These
vortices, generated at each afterbody step, determine a conguration with a
reduction in base area and in base suctions (as it happens in a boat-tailed
base). To achieve the ow separation and reattachment at each afterbody
step, a small step height should be chosen, of the same order as the boundary-
layer thickness. Therefore, these vortices are smaller and weaker compared
to the trapped vortices. Design of ecient multi-step afterbodies requires the
selection of the right combination of step number and step geometry for each
considered application. To our knowledge, the multi-step afterbodies have
been developed only for external ows.
12
2. Passive control of boundary layer separation in a two-dimensional
symmetrical diuser
Figure 2.3: Sketch of multi-step afterbody (from [130])
In the present work we instead focus on boundary-layer separation control
in internal ows. As a paradigmatic example of ow of technological interest,
in which the control of separation could lead to benecial eects, we consider
a plane diuser conguration.
A diuser is a device which provides a reduction of velocity and an in-
crease in pressure inside a duct. This is achieved through a widening of the
section of the duct, which can be gradual (as the one investigated in the
present work) or sudden. The diuser is widely used in many engineering
applications, as, for instance, in the design of vehicles, power plants, piping
systems, turbomachines, combustion chambers or wind tunnels, and in many
micro-applications, such as micropumps, microow devices and systems, elec-
tronic cooling equipment and many other heat-exchanging devices.
The pressure recovery given by a diuser increases with the area expansion
rate, that is the ratio between the outlet and the inlet diuser cross-section
areas, but boundary-layer separation may occur when this rate becomes too
large and this leads to a signicant decrease of the diuser eciency. The
design and the performances of plane diusers have been rather extensively
investigated in the literature in both low Reynolds numbers (see e.g. [33],
[23], [123] [124], [2], [117], [110], [135], [115] and [79]) and high Reynolds
numbers (see e.g. [5], [58], [121] and [34]).
Regarding the laminar ow regimes, that will be studied in this work, [124]
carried out numerical analysis of two-dimensional straight walled diusers.
Two Reynolds numbers, i.e. Re = 56 and Re = 114, and two expansion
ratios, i.e. ER = 3 and ER = 4, are examined. The expansion angles
are varied between  = 15 and  = 90. The results of [124]are in good
agreement with the measurements of [33] and with the experimental data by
[123].
The streamlines for  = 15 and  = 75 are shown in Figure 2.4, as an
example of the dierent ow features, which can be found, respectively, in
a diuser with a gradual expansion or with a sudden one. In the diuser
with  = 15, the ow is attached to the side walls and is symmetric to the
centerline at Re = 56 and ER = 3. As ER increases to 4, a very small
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recirculation region can be seen at the end of the diuser diverging walls. At
the higher Reynolds, i.e. Re = 114, for ER = 3 large recirculating regions
can be seen on both side of the diuser. As for ER = 4, the higher Reynolds
ow leads to a very large asymmetric ow recirculation. In fact, there is a
large recirculation only at one side wall, while the ow attaches to the wall
on the other side. At the largest expansion angle  = 75 the ow always
separates at the beginning of the diuser diverging walls on both sides. At
Re = 56 and ER = 3 the sizes of the two recirculation regions are nearly
identical and the ow remains symmetric. For the other three investigated
cases a small recirculation region is formed on one side and a large one is
formed on the other side. Moreover, it is interesting to note that in the
diuser at Re = 114 and ER = 4 a secondary recirculating zone can be
found on the wall opposite to the tail of the larger one.
Figure 2.4: Sketch of some laminar ow typology (from [124])
From [124] results is therefore clear that dierent ow topologies can be
found in a diuser with a gradual expansion or in a diuser with a sudden
expansion.
[33], [23] and [2] studies for isothermal laminar ow in plane symmetric
sudden expansion have shown that the ow is steady and symmetric for
Reynolds number lower than a critical value, and asymmetric and steady
for Reynolds number higher than the critical value. These investigations
conrm the previously mentioned [124] description of ow typologies in a
sudden expansion.
[117], [110], [135], [115] and [79]) carried out experimental and numerical
investigations on laminar unsteady ows in diusers with gradual expansion.
[117] carried out numerical simulations for compressible laminar unsteady
ows in two-dimensional diusers, changing the Mach number and the area
ratio of the diuser, in order to validate a reduced-order model for large scale
unsteadiness. Their main concern was to control the separation using peri-
odic mass injection near the separation point and to show how this reduces
stagnation pressure loss.
[110] and [135] treat the diuser elements for micropump applications (see
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e.g. [43], [107], [109]). [110] investigates the ow features of low Reynolds
number (Re = 200, Re = 500 and Re = 1000) laminar ow gradually ex-
panding conical and planar diusers. Such diusers are used in valveless
micropumps to eect ow rectication and thus lead to pumping action in
one preferential direction. Fully developed and thin inlet boundary layer
ows through conical and planar diusers are considered. For both diusers,
expansion angles from 2:5 to 70) are investigated. [110] shows that the gen-
eral trend of variation of pressure loss coecient with diuser angle is found
to be similar to that for high Reynolds numbers turbulent ow. However,
unlike at high Reynolds, pressure loss coecients vary signicantly with the
Reynolds number. It is also observed that the trend of variation in pressure
loss coecient with Reynolds number are dierent for small and large dif-
fuser angles. [135] studies through numerical simulations and experiments
the at-walled microdiuser valves for Reynolds numbers varying from 100
to 2000, with expansion angle range from 4 to 120. It is pointed out that
the separation control has a crucial role in the reduction of the diuser loss.
[115] performed numerical simulations for the ow in conical diusers, hav-
ing the expansion semi-angle equal to 2:5 , 5 and 15 at Reynolds numbers
varying from 500 to 33000. It is found that for inlet Reynolds numbers less
than 2000 the separation occurs even for the expansion semi-angle equal to
2:5. For the 5 and 15 cases, at Reynolds numbers higher than 4000, the
separation region does not change anymore. [79] numerically investigated the
three-dimensional laminar incompressible ow through a planar diuser with
gradual expansion for dierent expansion angles, Reynolds numbers, and ex-
pansion ratios. The numerical model is validated against the experimental
data available in the literature. The eects of the expansion angle and of
the expansion ratios on the critical Reynolds number, at which the onset of
asymmetric ow is observed, are investigated.
Besides the trapped-vortex controlled diuser proposed by [97] and [1]
previously described, attempts to control the boundary-layer separation in-
side diusers through moving walls, and in particular by using rotating cylin-
ders, are documented, for instance, in [108] and [119]. The boundary layer
initially formed in the diuser inlet is accelerated by the moving walls and
therefore it may be considered that moving walls have similar eects to those
of a trapped vortex.
In the present work, we use numerical simulations to investigate the eec-
tiveness of the proposed control strategy, based on the introduction of appro-
priately shaped cavities in the diuser walls. We chose to limit our analysis
to low Reynolds numbers. Laminar ow through expansions has numerous
industrial (see e.g. [43], [107], [109] [68] and [120]) and biomedical (see e.g.
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[55]) applications. Moreover, for low Reynolds numbers turbulence and 3D
eects can be neglected. This has some positive implications. First, from
a practical viewpoint, such simulations require much lower computational
costs than those at higher Reynolds, which need turbulent models and possi-
bly three-dimensional grids. Moreover, errors due to numerical discretization
can be made negligible, by checking grid independence and the sensitivity
to the used numerical schemes, and uncertainties due to turbulence models
are obviously not present. Finally, it is well known that laminar boundary
layers are less resistant to adverse pressure gradients than turbulent ones
and, therefore, control methods successfully reducing or avoiding separation
of laminar boundary layers are a-priori expected to work also in the turbulent
regime. Nonetheless, a nal assessment of the results obtained in the present
work also at higher Reynolds numbers closer to those of many practical appli-
cations could be useful, but it is postponed to future investigation. The aim
of the present work is instead to nd the optimal cavity shape and location,
i.e. the ones allowing the largest reduction of boundary-layer separation and,
hence, the largest increase of the diuser eciency, to be obtained. Thanks
to the reduced costs of the numerical simulations for the considered problem,
a complete numerical optimization is carried out of four dierent parameters
characterizing the location and the geometry of the a couple of symmetric
cavities. In particular, a question at issue is whether the optimal cavities
are small (of the order of the boundary-layer thickness) as in the multi-step
afterbody or large as for the trapped-vortex control. Finally, the robustness
of the control to small modications of the optimum cavity parameters is also
addressed.
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2.2 Diuser ow analysis
2.2.1 Diuser geometry
Usually for industrial applications the diuser is preceded and followed
by constant-section duct. Thus, the diuser is generally made of a rst part
having constant height, a second one in which the height grows linearly and
a nal one having again constant height. These three parts are connected
smoothly with roundings. The considered geometry can be seen in Figure
2.5 (note that in this gure and in the following ones the scale of the y-axis
is twice that of the x-coordinate).
Figure 2.5: Diuser geometry and reference frame
Figure 2.6: Streamlines visualization inside the diuser
After preliminary simulations, the diuser geometry was chosen in order
to obtain, at the considered Reynolds number, an asymmetric zone of sep-
arated ow inside the duct, which reattaches before the end of the diuser,
see Figure 2.6. The diuser is characterized by the following dimensionless
parameters:
 h half of the inlet height and is used here as reference length;
 H = 2h half of the outlet height;
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 L1 = 3h the distance from the inlet to the beginning of the diuser
diverging part;
 L2 = 16:35h the length of the diuser diverging part;
 L3 = 30:65h the distance from the end of the diuser diverging part to
the end of the diuser;
  = 3:5 half of the expansion angle;
 r1 = 6h curvature radius of the rst rounding;
 r2 = 6h curvature radius of the second rounding.
The diuser extension ratio is dened as ER = H=h. The considerd
diuser has ER = 2. Moreover, the total diuser length is L = L1+L2+L3 =
50h
The frame of reference has been chosen so that the x axis is coincident
with the streamwise symmetry axis of the diuser and the y axis is along the
diuser height. The origin of the reference frame is located on the simmetry
axis at the beginning of the diuser.
2.2.2 Simulation set-up and numerical methodology
The previously described diuser geometry is considered for the simula-
tions. The parameters used for these simulations are:
 Re=500 (based on the inlet axial velocity and h length)
 The inlet velocity eld upstream of the diuser is specied by using
a Blasius boundary-layer prole with thickness  = 0:10h This value
for the boundary-layer thickness is chosen similar to the study cases
described in [117], however dierent values of  are invesitigated herein
(see Section 2.4)
For the analyses of the uid ow inside the diuser three dierent com-
putational codes are used:
 AERO - an in-house developed numerical code based on a mixed nite-
element/nite-volume discretization method ([20], [21]);
 OpenFoam - a widely used open-source CFD software employing the
nite-volume method ([87]);
 Fluent - a commercial software package based on the nite-volume
method ([35]).
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In all cases the laminar Navier-Stokes equations are discretized. In the
following paragraphs the numerical methodology used by each code are de-
scribed.
AERO
AERO is an in-house developed code which uses a nite-element/nite-volume
space discretization method applicable to tridimensional unstructured grids.
The AERO code is developed for compressible ows.
Pseudo-transient simulations have been carried out for laminar compress-
ible ow until the expected steady solution was reached. An implicit second-
order time advancing scheme starting from initial conditions in which the
velocity is assumed to be uniform and equal zero. The adopted dimension-
less is such that the CFL number is equal to 50. For the space discretization
a second-order accurate scheme is used ([21]).
Since the solver is compressible, another parameter of the simulation is
the free-stream Mach number. It is set to be equal to 0:1 in order to make
a sensible comparison with incompressible simulations. The ow density is
checked after each simulation, in order to verify that it is not changed by
compressibility eects.
Because the solver requires a tridimensional geometry the plane diuser
geometry is extruded along its normal direction. The diuser thickness in
the spanwise direction is equal to 0:1h. Periodic boundary conditions are
imposed in spanwise direction.
No-slip conditions are used along the diuser lateral walls. The velocity
is imposed at the inlet and at the outlet by using the Blasius prole with
an appropriate thickness. At the inlet section the Blausius boundary-layer
thickness is equal to , while at the outlet the prole is rescaled in order to
satisfy the mass ow rate conservation. The velocity values are imposed in
every point of the sections mesh. The inlet and outlet boundary conditions
are numerically imposed by a characteristic based method, see [20]. At the
end of the diuser a buer zone is added (see Figure 2.7) to avoid possible
spurious eects caused by the outow boundary condition. This zone have
a low number of grid elements, so that the numerical dissipation can damp
possible reected waves. The buer zone length is L4.
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Figure 2.7: Geometry of the diuser with the buer zone
The computational grid is unstructured and it is made of tetrahedral
elements, see Figure 2.8. The grid is rened near the diuser walls, in order
to have a high accuracy prediction of the boundary-layer behavior. The mesh
parameters are the cells size at the diuser walls min, its size in the middle
of the diuser cross sections max, its size in the buer zone at the outlet
section maxb, the growth rate between a cell and the following one in the
diuser plane gr.
Sensitivity analyses to the buer-zone length and to the computational
grid have been carried out until the grid independence was obtained. Dierent
buer-zone lengths and grid resolution are tested. The mesh parameters are
presented in Table 2.1. Based on these analyses, the selected conguration
has L4 = 20 and approximatively 1:173  106 cells. The results are presented
in Section 2.2.3.
Figure 2.8: Visualization of the AERO computational grid
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min=h max=h maxb=h gr grn
12:5  10 3 40  10 3 150  10 3 1:05 1
Table 2.1: Summarize of the computational grid parameters
Fluent
Fluent is a commercial software based on the nite-volume discretization
method. Two-dimensional incompressible simulations have been carried out
for the plane diuser geometry.
Unsteady time advancing together with a second-order implicit scheme
is chosen in this case, instead of the pseudo-transient AERO simulations
(see Section 2.2.2). The adopted dimensionless time step is t = 7  10 4
(which corresponds to CFL = 7). As expected, a steady solution is found
(see Section 2.2.3). A second-order upwind scheme is used for the space
discretization.
The segregated PISO algorithm is chosen to couple the pressure and mo-
mentum equations. The PISO algorithm (Pressure-Implicit with Splitting of
Operators) is part of the SIMPLE (Semi-Implicit Method for Pressure-Linked
Equations) family of algorithms and, as the other segregated schemes, it is
based on the predictor-corrector approach. These schemes use a relation-
ship between velocity and pressure corrections to enforce mass conservation
and to obtain the pressure eld. The PISO coupling scheme is based on
the higher degree of the approximate relation between the corrections for
pressure and velocity. The main dierences from the SIMPLE algorithm are
that no under-relaxation is applied and that the momentum corrector step is
performed more that once at each time step (see e.g. [54] and [35]). A more
detailed comparison among the dierent algorithms of the SIMPLE family is
presented in Section 2.2.4.
The boundary conditions imposed along the diuser walls and at the inlet
section are the same as for AERO solver, respectively no-slip and velocity
inlet. A Blasius prole with the previously described thickness is used. At
the outlet section a pressure condition is imposed. The pressure outlet does
not require the buer zone, so that the simulated domain is the one shown
in Figure 2.5. No periodic boundary conditions are required because the grid
is already two-dimensional.
The computational grid used is two-dimensional and unstructured, made
of triangular elements, see Figure 2.9. As for AERO, the grid is rened near
the diuser walls, in order to have a high accuracy prediction of the boundary-
layer behavior, and it is symmetric respect to the diuser longitudinal section.
2.2 Diuser ow analysis 21
Thus, the mesh parameters are the cells size at the diuser walls, min, its
size in the middle of the diuser cross sections, max, and its the growth rate,
gr.
A sensitivity analysis to the grid resolution has been carried out. The
results independence is obtained when the they no longer change with further
grid renement. Based on these analyses, the selected grid has the same
min, max and gr parameters as for the grid used for AERO, (see Table
2.1). The chosen parameters lead to about 4:62  105 triangular elements.
Thus, the Fluent simulations have the same triangular grid as for the plane
in the middle of the spanwise direction of the tridimensional AERO grid.
The results are presented in Section 2.2.3.
Figure 2.9: Two-dimensional mesh particular
OpenFoam
OpenFoam is one of the most widely used open-source packages for CFD
applications and it is based on the nite volume discretization method, see
e.g. [87]. Incompressible simulations have been carried out for the diuser
geometry.
Unsteady time advancing together with a second-order implicit scheme
is chosen, as for Fluent simulations (see Section 2.2.2). Also for OpenFoam
simulations, the adopted dimensionless time step is t = 7  10 4 (which
corresponds to CFL = 7). 100000 time steps are simulated and a steady
solution is found (see Section 2.2.3). A second-order accurate scheme is used
for the space discretization. The segregated PISO algorithm is chosen to
couple the pressure and momentum equations (see Section 2.2.2).
The grid is false-tridimensional, i.e. the two-dimensional plane diuser
grid, unstructured and made of triangular elements, is extruded along its
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normal direction, as can be seen in Figure 2.10. Thus, the volume elements
are prisms with a triangular base. The diuser thickness in the spanwise
direction is equal to 0:1h and periodic boundary conditions are imposed at
the prism faces in spanwise direction. The results in the plane across the
centroids of each cell are considered, i.e. the plane in the middle of the
diuser spanwise direction.
The boundary conditions imposed along the diuser walls and at the inlet
section are the same as for AERO and Fluent solvers, respectively no-slip and
velocity inlet. A Blasius prole with the previously described thickness is
used. At the outlet section a pressure condition is imposed as for Fluent and
the pressure outlet does not require the buer zone, so that the simulated
domain is the one shown in Figure 2.5. Periodic boundary conditions are
imposed in spanwise direction as for AERO.
A sensitivity analysis to the grid resolution has been carried out. The re-
sults independence is obtained when the they no longer change with further
grid renement. Based on these analyses, the selected grid has the same pa-
rameters as for the grids previously used for the other codes. The parameters
min, max and gr are dened in Table 2.1. The chosen parameters lead to
about 4:62  105 prismatic elements. Thus, the OpenFoam simulations have
the same triangular grid in the diuser two-dimensional plane, as for Fluent
and for the plane in the middle of the spanwise direction of the AERO grid.
Moreover, sensitivity analysis to the space discretization scheme has been
carried out by using OpenFoam unsteady simulations. The second-order cen-
tered and the second-order-upwind momentum scheme has given consistent
results. Thus, only the results obtained with the second-order upwind scheme
are presented in Section 2.2.3, because this is the same scheme used in Fluent
and AERO simulations.
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Figure 2.10: Tridimensional extruded mesh particular
2.2.3 Flow features and validation
In this section the comparison among the three obtained steady solutions is
presented.
After a numerical transient the ow inside the diuser is steady. Even if
a symmetrical velocity-inlet prole is used, the diuser is characterized by an
asymmetric ow. The visualization of the ow streamlines, see Figure 2.6,
highlights that the diuser is characterized by a steady asymmetric zone of
separated ow. This ow conguration is bistable (the separation zone can
develop either on each side of the diuser).
The diuser performance is evaluated through the mean pressure recovery
coecient Cp, which is dened as:
Cp =
pout   pin
1
2Uin
2 (2.1)
where pin and Uin are the area-weighted averaged pressure and velocity at
the diuser inlet section (X = 1), pout is the area-weighted averaged pressure
at the diuser outlet (X = 50).
The eciency of the diuser is also evaluated through the parameter of
eciency , which is dened as
 =
Cp
Cpideal
(2.2)
where the ideal pressure recovery coecient Cpideal is calculated as:
Cpideal = 1 

Ain
Aout
2
= 1 

h
H
2
(2.3)
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where Ain is the inlet area and Aout the outlet one (in the present 2D case
Ain = 2h and Aout = 2H). Note that for this diuser (with expansion ratio
H=h = 2) Cpideal = 0:75.
The diuser gives a pressure recovery coecient Cp = 0:37   0:39, and
consequently eciency  = 0:49 0:51, depending on the dierent codes used,
as shown in Table 2.2. In this table the comparison between the separated
region extent is also reported.
Code X separation X reattachment Cp 
AERO 10 36 0.367 0.49
OpenFoam 10 36.6 0.387 0.516
Fluent 10 36.6 0.386 0.514
Table 2.2: Separation region extent and eciency comparison
The simulations are also compared by evaluating the mean pressure co-
ecient Cpx at dierent sections along the length of the diuser, which is
dened as:
Cpx =
px   pin
1
2Uin
2 (2.4)
where px is the area-weighted averaged pressure at the considered x sec-
tion of the diuser. The behavior of Cpx along the diuser axis is shown in
Figure 2.11(a). It can be seen that there is an initial expansion due to the
growth of the boundary layer thickness, which increases to 0:35h from the
initial value of 0:1h. In the diverging part of the diuser, pressure obviously
increases, but, the eect of separation appears clearly by slowing down the
rate of augmentation of Cpx (compare Figure 2.11(a) and Figure 2.11(b)).
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Figure 2.11: Mean pressure coecient and separated region extent
The velocity and pressure coecient local proles are compared at dier-
ent diuser cross-sections. According to the previous Cp and Cpx denitions,
the local pressure coecient Cp is dened as:
Cp =
p  pin
1
2Uin
2 (2.5)
where p is the pressure value in the considered point.
The axial pressure recovery coecient Cpa is dened as:
Cpa =
pa   pin
1
2Uin
2 (2.6)
where pa is the pressure value in the considered point along the diuser axis.
The analyzed sections are sketched in Figure 2.12, while the results are
shown in Figure 2.13, 2.14, 2.15 and Figure 2.16.
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Figure 2.12: Analyzed diuser cross-sections
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(d) Pressure coecient prole at x = 5
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le at x = 10
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(f) Pressure coecient prole at x = 10
Figure 2.13: Velocity and pressure-coecient proles at x = 3; 5; 10
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le at x = 15
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(b) Pressure coecient prole at x = 15
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(c) Velocity prole at x = 20
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(d) Pressure coecient prole at x = 20
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(e) Velocity prole at x = 25
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(f) Pressure coecient prole at x = 25
Figure 2.14: Velocity and pressure coecient proles at x =
15; 20; 25 sections
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(a) Velocity prole at x = 30
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(b) Pressure coecient prole at x = 30
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−0.1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Y
U
X=35
 
 
Aero
Fluent
OpenFoam
(c) Velocity prole at x = 35
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(d) Pressure coecient prole at x = 35
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(e) Velocity prole at x = 40
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(f) Pressure coecient prole at x = 40
Figure 2.15: Velocity and pressure coecient proles at x =
30; 35; 40 sections
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(a) Velocity prole at X = 45
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(b) Pressure coecient prole at X =
45
Figure 2.16: Velocity and pressure coecient proles at X = 45
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It can be seen that at the beginning of the diuser ( Figures 2.13(a) and
2.13(b))) the ow is symmetric with an attached boundary layer. Down-
stream it starts to evolve in an asymmetric manner, with a stronger adverse
pressure gradient in the upper part (see Figures 2.13(c)-(f)). This leads to
boundary layer separation in the upper part of the diuser, and therefore to
a lower pressure in that zone with respect to that in the other half (Figure
2.14 and Figures 2.15 (a),(b)). After the reattachment of the boundary layer
(Figures 2.15(c), 2.15(f)) the ow remains asymmetric, with a larger pressure
in the upper half of the diuser. A symmetric ow is almost recovered at the
end of the diuser (see Figure 2.16).
As for the comparison between the considered codes, the dierences be-
tween the results obtained by Fluent and OpenFoam are negligible, while
AERO gives quantitative dierent predictions especially of pressure. The
main dierences in the Aero computational set-up with respect to those of
the the two codes are: (i) the fact that aero is a compressible solver; (ii) the
dierent outlet boundary conditions (for Fluent and OpenFoam the outlet
pressure is imposed, while for AERO the outlet velocity prole is prescribed
and a buer zone is used). It has been checked that the compressibility ef-
fects are very low, with a maximum density variation of 1:5%. Thus, the
discrepancies are probably due to the dierent outow conditions. Nonethe-
less, the discrepancies in the predictions of Cp and the diuser eciency are
not larger than 5%.
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2.2.4 Sensitivity to numerics
Since all the previous mentioned simulation has given steady results, a steady
state simulation was carried out by using Fluent. The steady and the un-
steady Fluent simulations have given the same results, as can be seen in table
2.3. The comparison between the mean pressure coecient Cpx along the
diuser for the steady and the unsteady simulations is shown in Figure 2.17.
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Figure 2.17: Mean pressure coecient along x axis
Summarizing, a steady solution is found to be for the ow simulation at
Re = 500 inside the considered diuser. The previous described unsteady
and steady simulations have given consistent results, as summarized in Table
2.17 .
Code Time P-V Pressure Momentum t Cp 
OpenFoam Unsteady Piso 2nd order 2nd order centered 5e  06 0.387 0.516
OpenFoam Unsteady Piso 2nd order 2nd order upwind 2e  06 0.386 0.515
Fluent Unsteady Piso 2nd order 2nd order upwind 5e  06 0.386 0.515
Fluent Steady Piso 2nd order 2nd order upwind - 0.386 0.515
Table 2.3: Summarizing of the unsteady and steady simulations
Finally, the sensitivity to the p-v coupling algorithms and to the pressure
and momentum discretization schemes has been investigated for the steady
state Navier-Stokes equations with Fluent. The following following p-v cou-
pling algorithms have been considered:
 coupled p-v algorithm. The coupled algorithm solves a coupled system
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of equations comprising the momentum equations and the continuity
equation.
 segregated p-v algorithm. The solver uses a solution algorithm where
the governing equations are solved sequentially. Whether the solution
is solved iteratively, it is not necessary to fully resolve the pressure-
velocity coupling but one of the following de-coupled algorithm can be
used:
{ SIMPLE (Semi-Implicit Method for Pressure-Linked Equations),
[94]. The SIMPLE algorithm uses a relationship between veloc-
ity and pressure corrections to enforce mass conservation and to
obtain the pressure eld, [35].
{ PISO (Pressure Implicit with Split Operator), [54]. The PISO
pressure-velocity coupling scheme is based on the higher degree
of the approximate relation between the corrections for pressure
and velocity. One of the limitations of the SIMPLE algorithm is
that new velocities and corresponding uxes do not satisfy the mo-
mentum balance after the pressure correction equation is solved.
As a result, the calculation must be repeated until the balance is
satised. To improve the eciency of this calculation, the PISO
algorithm performs two additional corrections: neighbor correc-
tion and skewness correction [35].
The owing pressure discretization schemes have been considered:
 second order
 PRESTO (PREssure STaggering Option): second order scheme which
uses the discrete continuity balance for a staggered control volume
about the face to compute the staggered (i.e. face) pressure.
 rst order
The following momentum discretization schemes have been considered:
 second order upwind
 QUICK: discretization scheme based on a weighted average between the
second order upwind scheme and the centered interpolation scheme.
 rst order upwind
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The sensitivity are shown in Tables 2.4, 2.5 and 2.6.
The comparison highlights that all the p-v coupling schemes and the
discretization schemes give consistent results. The only exception is the rst
order scheme for the momentum equation, which is too inaccurate respect
the other ones.
The sensitivity investigation demonstrates the independence of the sim-
ulation results from the code, the steady-unsteady setting, the P-V coupling
algorithm and pressure and momentum discretization scheme used.
P-V Pressure Momentum Cp 
Coupled 2nd order 2nd order upwind 0.386 0.515
Simple 2nd order 2nd order upwind 0.386 0.515
Piso 2nd order 2nd order upwind 0.386 0.515
Table 2.4: Comparison of P-V coupling schemes (Fluent)
P-V Pressure Momentum Cp 
Simple 2nd order 2nd order upwind 0.386 0.515
Simple PRESTO 2nd order upwind 0.386 0.515
Simple 1st order 2nd order upwind 0.385 0.513
Table 2.5: Comparison of pressure discretization schemes (Fluent)
P-V Pressure Momentum Cp 
Simple 2nd order 2nd order upwind 0.386 0.515
Simple 2nd order QUICK 0.385 0.513
Simple 2nd order 1st order upwind 0.41 0.547
Table 2.6: Comparison of momentum discretization schemes (Flu-
ent)
Based on the analysis carried out in Sections 2.2.3 and 2.2.4, in all the
following simulations the adopted code is Fluent and the 2D steady Navier-
Stokes equations are discretized by the p-v coupled algorithm and the second
order discretization scheme for pressure and momentum equations are cho-
sen. This is the choice which corresponds to the lowest computational costs,
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while leading to results which are in agreement with those of more expensive
calculations.
2.3 Optimization of the diuser shape
As a rst step, it has been investigated whether signicant improvements of
the diuser eciency could be obtained only by optimization of the diuser
roundings. Therefore, a rounding shape optimization procedure has been
developed in order to maximize the pressure recovery in the diuser and,
hence, the eciency parameter  (see Section 2.3.2).
Then, it has been investigated whether larger eciency improvements
could be obtained by using cavities as passive ow control device. Thus a
cavity optimization has been carried out in order to identify the cavity shape
which allows the diuser eciency to be maximized (see Section 2.3.3).
A further optimization of this ow control device has been performed in
the diuser with already optimized roundings to investigate whether a com-
bined use of the two diuser shape modications is convenient (see Section
2.3.4).
These three optimizations have been carried out in the same operating
conditions described in Section 2.2.2 (i.e. inlet boundary layer thickness
=h = 0:10).
The same diuser shape optimizations have been nally repeated for dif-
ferent operating condition, obtained by modifying the inlet boundary layer
thickness. The robustness of the ow control device has been investigated.
More particularly, additional optimizations have been carried out for the inlet
boundary layer thickness =h = 0:05 and =h = 0:15 and additional studies
have been performed also for =h = 0:00 and =h = 0:20 (see Section 2.4).
2.3.1 Optimization procedure
The optimizations are performed through the automatic procedure shown in
the scheme in Figure 2.18.
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Figure 2.18: Scheme of the automatic optimization procedure
In each optimization loop, the diuser geometry is dened, the compu-
tational grid is generated and the cost function is evaluated through the
numerical simulation of the ow inside the diuser. The numerical results
are managed by the optimization algorithm, which determines the modied
congurations nally leading to the optimized geometry.
The optimization procedure has been carried out with ModeFrontier 4.0
([78]). This software is a multidisciplinary and multiobjective optimization
and design environment, written to allow easy coupling to almost any Com-
puter Aided Engineering (CAE) tool, whether commercial or in-house.
The optimization of the diuser shape has been carried out through the
Multi-Objective Genetic Algorithm MOGA-II. The Genetic Algorithms (GA)
are based on the analogy with the natural evolution of species, i.e. natural
selection and reproduction guide the evolution towards individuals that are
better adapted to the environment, in order to lead to optimal choices. The
MOGA-II Algorithm ([78]) uses a smart multi-search elitism for robustness
and directional crossover for fast convergence. Its eciency is ruled by its
reproduction operators: classical crossover, directional crossover, mutation
and selection.
The choice of the problem initial population has a great importance to
identify which input variables most aect the objective function and, hence,
to have a fast convergence of the optimization algorithm. The initial pop-
ulation is dened herein by using the pseudo-random Sobol sequence. The
simulations are uniformly distributed in the design space and the clustering
eects of complete-random sampling are reduced.
The diuser geometry is dened at each optimization loop using a para-
metric CAD, whose parameter are described in Sections 2.3.2, 2.3.3 and 2.3.4.
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The computational grid is generated using the same settings (i.e. wall
base size, growth rate and maximum size on the diuser axis) selected on
the basis of the grid independence analysis (see Section 2.2.2). The resulting
grids have approximatively 5  105-6  105 cells, depending on the parameters
of the considered conguration.
Dierent indexes of the diuser eciency could be chosen as the opti-
mization objective function, i.e. the maximization of the section averaged
pressure recovery coecient Cp, the maximization of the axial pressure re-
covery coecient Cpa , or the minimization of the dissipation function  inside
the diuser.
During the optimization process, Cp, or equivalently the eciency pa-
rameter , is chosen as the objective function. In fact, its evaluation has a
smaller computational cost compared to the  evaluation and represents a
good index of the diuser performance. After the optimization the dissipa-
tion function  and the axial pressure recovery coecient Cpa have been also
evaluated in order to have a further conrmation of the results.
While Cp and Cpa have been already dened in Equation (2.4) and (2.6),
in incompressible regime  is dened as follow:
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The dissipation function  represents the work per unit time and per unit
volume made by the viscous forces on an elementary volume of uid due to
the non-isotropic part of the uid volume deformation. In other words, it
represents the irreversible part of the work made by the contact forces.
The meaning of the dissipation function is clear by referring to the integral
equation of the kinetic energy balance:
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where the three integrals on the right hand side represents, respectively, the
work done on the uid, in unit time, by the pressure p and viscous forces 
acting on the volume boundary and the dissipation  within the uid.
Since the diuser ow is steady (see Section 2.2.3) and the work done on
the uid by the viscous forces  acting on the boundary is zero (V = 0 along
the diuser walls and  is normal to V at the inlet and outlet sections), the
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kinetic energy balance writes:Z
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Equation (2.9) highlights that the the dissipation is immediately con-
nected with the decay of the kinetic and pressure energy in the ow. Thus,
the minimum of the dissipation function  is expected to be found in the
optimized shaped diuser conguration.
For an incompressible ow, the global dissipation in a volume V may be
obtained as a function of the entrophy !2 (the square of vorticity) present
in the volume and the acceleration a at its boundary, through the Bobyle-
Forsyth formula ([9], [36], [105] and [18]):Z
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 dV = 
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S
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2.3.2 Optimization of the diuser roundings
In this section an optimization of the diuser roundings is carried out in
order to to maximize the pressure recovery inside the diuser and, hence, the
eciency  (see Section 2.3.2). The optimization parameters are the radius
of the rounding at the beginning of the diuser diverging walls, r1, and the
radius of the rounding at the end of the diuser diverging walls, r2 (see Figure
2.19). They are varied from 0, i.e. a sharp edge conguration, to 120h, using
h steps.
Figure 2.19: Parameters to be optimized
During the optimization process, 75 diuser congurations have been
tested. The initial population, generated with the Sobol sequence, is com-
posed by 15 individuals. Then, 4 additional generations have been created by
the optimization algorithm MOGA-II, each one composed by 15 individuals.
The summary table of all the simulations is reported in Appendix A.1.
The resulting optimum solution is to use sharp edges (r1=h = 0 and
r2=h = 0) instead of roundings. However, sharp edges lead to an increase
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in the pressure recovery coecient Cp, and so in eciency , of only 1.7%
compared with the reference conguration having roundings r1=h = 6 and
r2=h = 6, as shown in Tables 2.7 and 2.8.
The analysis of the axial pressure recovery coecient Cppa and the dissi-
pation function  inside the diuser conrm these results, see Table 2.7. A
reduction of the dissipation function  is found to be in the optimized shaped
diuser conguration.
Case Cp   var Cpa Cpa var [W=m]  var
Reference 0.386 0.515 0.339 0.1011
Optimum 0.393 0.524 +1.7% 0.345 +1.7% 0.0996 -1.5%
Table 2.7: Optimization results and dissipation evaluation
Case r1=h r2=h Cp 
Reference 6 6 0.386 0.515
Rounding optimization id199 0 0 0.393 0.524
Rounding optimization id42 0 10 0.393 0.524
Rounding optimization id160 0 20 0.393 0.524
Rounding optimization id158 0 30 0.393 0.524
Table 2.8: Roundings optimization optimum results
Sharp edges at the beginning of the diuser diverging walls clearly allow a
slightly larger pressure recovery to be obtained in the rst part of the diuser
(see Figure 2.20(a)). On the other hand, the use of sharp edges does not
signicantly modify the extent of the separated region (see Figure 2.20(b)).
Probably this is due to the boundary layer thickness approaching the edge,
which at the considered low Reynolds number is so thick that roundings have
no benecial eects.
The correlation between the values of the two considered shape parame-
ters (r1=h and r2=h) and the objective function (the Cp maximization) can
be summarized in a correlation matrix The correlation value is 1 when an in-
crease of the rst variable is always accompanied by an increase of the second
one, it is  1 if an increase of the second variable is always accompanied by an
increase of the rst one and it is 0 whether there is not a correlation between
the two variables (note that the correlation coecient range is [ 1; 1]). A
correlation of  0:99 is found between r1 and the objective function, which
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means that the Cp always increases when r1 decreases. Instead, there is not
a signicant correlation between r2 and the Cp value.
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Figure 2.20: Comparison between the reference case and diuser
with optimized roundings
2.3.3 Optimization of the cavity shape in the diuser with round-
ings
As previously mentioned, in this work we want to use cavities as a passive
ow control device. Starting from the diverging wall geometry with roundings
r1=h = r2=h = 6 (see Section 2.2.1), one cavity was positioned on each side
of the diuser (see Figure 2.21(a)). The cavities start with a semi-elliptical
shape and end with a spline shape tangent to the diuser diverging walls (see
Figure 2.21(b)).
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(a) Diuser with cavities
(b) Cavity optimization parameters
Figure 2.21: Cavities optimization (diuser with roundings): ge-
ometry denition
An optimization procedure has been developed to determinate the opti-
mum shape of the passive ow control device, which maximize the pressure
recovery Cp.
The optimization parameters are: the distance from the rounding at the
beginning of the diuser diverging part to the cavity start, d=h, the cavity
total length, t=h, the ellipse major axis (parallel to the diuser diverging
wall), a=h, and the ellipse minor axis (normal to the diuser diverging wall),
b=h (see Figure 2.21(b)). Note that from this point the semi-axis of the
ellipse, instead the axis, will be mentioned. Thus, a=2h and b=2h notation
will be used.
The starting point and the ending point positions are allowed to vary
along all the diusers diverging walls, while the considered semi-axis range is
from one forth to ve times the inlet boundary layer thickness, i.e., in terms
of h, from 0:025h to 0:5h (see Table 2.9).
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d=h t=h a=2h b=2h
Minimun Value 0.0 1.0 0.025 0.025
Maximum Value 12.0 16.0 0.500 0.500
Step 0.1 0.2 0.025 0.025
Table 2.9: Cavities optimization (diuser with roundings): opti-
mization parameters
During the optimization process, 200 diuser congurations have been
tested. The initial population, generated with the Sobol sequence, is com-
posed by 25 individuals. Then, additional 7 generations are created by the
optimization algorithm MOGA-II, each one composed by 25 individuals. The
summary table of all the simulations is reported in Appendix A.3.
Suitably shaped cavities lead to a successful control of boundary layer
separation. In the analyzed operating condition, increases in the diuser
pressure recovery of 10:9% are provided by this passive control method, as
can be seen in Table 2.10. These improvements are considerably higher than
those obtained with the diuser roundings, reported in Section 2.3.2.
The axial pressure recovery coecient Cpa and the dissipation function 
inside the diuser also conrm the optimization results (see Table 2.10).
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.386 0.515 0.339 0.1011
Optimized cavities 0.428 0.571 +10.9% 0.376 +10.9% 0.0923 -8.7%
Table 2.10: Cavities optimization (diuser with roundings): opti-
mum result (id 494)
From the streamline visualizations in the diuser with optimized cavities,
see Figure 2.22, it is evident that the ow reattaches immediately downstream
the vortex contained in the cavity and that the vortex forming inside the
cavities introduces energy into the boundary layer, thus delaying the ow
separation and reducing its extent.
The reduction of the separated region extent is highlighted by comparing
the simulations of the diuser without cavities with the one of the diuser
with optimized cavities, see Figure 2.23(b). The comparison between the Cp
in the diuser with and without cavities is shown in Figure 2.23(a). There is a
signicant increase in pressure in the rst part of the diuser diverging walls,
where the optimized cavities are placed, and a reduction of the pressure losses
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in the following part due to the reduction of the separated region extent.
(a) Diuser with optimized cavities
(b) Streamlines inside the optimized cavity
Figure 2.22: Streamlines in the diuser with optimized cavities
Regarding the optimum cavity parameters (see Table 2.11), the semi-
ellipse axis normal to the diuser diverging walls b=2h has a great importance,
because it determines the width of the trapped-vortex region. In particular
there is an improvement of the Cp with the increase of the normal cavity
height b=2h, as long as the ow reattaches immediately downstream of the
vortex contained in the cavity. Above this value there is an abrupt reduction
of the diuser eciency.
The optimum cavity start at the beginning of the diuser diverging walls
(d=h = 0). The parameter d=h assume the minimum possible value taking
into account the geometric constraint imposed in the optimization, i.e. the
presence of the roundings. Thus the cavities start at about x = 3:2.
The cavities end approximately at the beginning of the asymmetric sepa-
ration zone (t=h = 11:412:6). Note that since the cavities end tangent to the
diuser diverging walls, the geometries including in the optimum t=h range
are very similar and practically can be considered the same conguration.
The semi-ellipse axis normal to the diuser diverging walls a=2h, instead,
does not really matter.
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Figure 2.23: Cavities optimization (diuser with roundings): Cp
and separation
Case d=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.386 0.515
Cavities id494 0.0 12.0 0.100 0.050 0.428 0.571
Cavities id422 0.0 12.0 0.075 0.050 0.428 0.571
Cavities id469 0.0 12.0 0.050 0.050 0.428 0.571
Cavities id418 0.0 11.4 0.050 0.050 0.428 0.571
Cavities id444 0.0 12.6 0.075 0.050 0.428 0.571
Table 2.11: Cavities optimization (diuser with roundings): opti-
mum congurations
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2.3.4 Optimization of cavity shape in the diuser with sharp edges
It has been shown in Section 2.3.3 that the introduction of optimized cavities
leads to improvements of the diuser eciency of the order of 10:9%. These
improvements are considerably higher than those obtained with the diuser
roundings optimization (+1:7%). Now this ow control method is used in
the diuser with already optimized roundings, i.e. in the sharp edges diuser
conguration, to investigate whether cavities are able to improve the e-
ciency even in this conguration, or, better yet, whether cavities and sharp
edges can be combined successfully.
Thus, another cavity shape optimization has been developed in the shape
edge diuser conguration in order to maximize the Cp.
The optimization parameters are: the distance from the beginning of the
diuser diverging part to the cavity start s=h, the cavity total length t=h, the
ellipse major axis (parallel to the diuser diverging wall) a=h, and the ellipse
minor axis (normal to the diuser diverging wall) b=h (see Figure 2.24).
Note that a=h, b=h and t=h, are dened as in Section 2.3.3, while the
parameter s=h is used in place of d=h. In fact, in the sharp edges diuser
conguration the cavity can start immediately after the edges, rather than at
the end of the roundings: s=h = 0 means that the cavity starts in the section
x = 3 (see Figure 2.24), while in the diuser with roundings d=h = 0 means
that the cavity starts in the section x = 3:2 (see Figure 2.21).
Figure 2.24: Cavity optimization parameters, diuser with sharp
edges
The ranges of the optimization parameters are improved keeping into ac-
count the trend outlined for the previous mentioned optimization (see Section
2.3.3).
Since the optimum cavities start as soon as possible, the parameter s=h
is not varied along all the diusers diverging walls, but only in an interval of
positions at the beginning of the diuser. The ending point t=h, instead, is
still varied along all the diverging walls. Regarding the two semi-axis of the
cavity a=2h and b=2h, their variation ranges are reduced around the values of
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the previous dened optimum conguration and more rened steps are used.
The optimization parameters are summarized in Table 2.12.
s=h t=h a=2h b=2h
Minimun Value 0.0 1.0 0.010 0.010
Maximum Value 0.2 16.0 0.200 0.200
Step 0.1 0.2 0.005 0.005
Table 2.12: Cavities optimization (sharp edge diuser): optimiza-
tion parameters
The optimization procedure is the same as already dened in Section
2.3.3. During the optimization process, 200 diuser congurations have been
tested. The summary table of all the simulations is reported in Appendix
A.4.
The geometries of the optimized cavities lead to a signicant increase
in the diuser eciency. The pressure recovery was found to be the 13.0%
compared to the sharp edge diuser conguration without cavity, see Table
2.13. The axial pressure recovery coecient Cpa and the dissipation function
 inside the diuser also conrm the optimization results.
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.393 0.524 0.345 0.0996
Optimized cavities 0.444 0.592 +13.0% 0.390 +13.0% 0.0889 -10.8%
Table 2.13: Cavities optimization (sharp edge diuser): optimum
result (id460)
As previously mentioned in Section 2.3.3, also in the sharp edges diuser
with optimized cavities the ow reattaches immediately downstream the vor-
tex contained in the cavity. The ow streamlines in the cavity are highlighted
in Figure 2.25.
The comparison between the mean pressure recovery in the diuser with
and without cavities (see Figure 2.23(a)) highlights a signicant increase in
pressure coecient Cp in the rst part of the diverging walls, where the
cavities are placed, and a reduction of the pressure losses in the following
part due to the reduction of the separated region extent (see Figure 2.23(b)).
In fact, the vortex forming inside the cavities introduces energy into the
boundary layer, thus delaying the ow separation and reducing its extent.
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Figure 2.25: Cavities optimization (sharp-edge diuser congura-
tion): streamlines
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Figure 2.26: Diuser with inlet boundary layer thickness  = 0:10h
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Regarding the optimum cavity parameters (see Table 2.14), the semi-
ellipse axis normal to the diuser diverging walls b=2h has still a great im-
portance, because it determines the width of the trapped vortex region. The
more rened b=2h variation step has allowed its optimum value to be identi-
ed even better. Its optimum value is found to be b=2h = 0:0600:065. As it
is explained in detail in Section 2.3.5, there is an improvement of the Cp with
the increase of the normal cavity height b=2h, as long as the ow reattaches
immediately downstream of the vortex contained in the cavity. Above this
value there is an abrupt reduction of the diuser eciency.
According to the trends outlined for d=h and t=h in Section 2.3.3, i.e. the
optimum cavities start as soon as possible and they end approximately at
the beginning of the asymmetric separation zone, the optimum cavities are
found to start at s=h = 0 and to have a total length of t=h = 11  13. The
parameter s=h = 0 assume the minimum possible value taking into account
the geometric constraint imposed in the optimization, i.e. the presence of
the sharp edge, while, as mentioned before, the geometries included in the
optimum t=h range are very similar and practically can be considered the
same conguration. The semi-ellipse axis parallel to the diuser diverging
walls a=2h, also in this case, does not really matter. The optimum cavities
results are summarized in Table 2.14.
Case s=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.393 0.524
Cavities id475 0.0 11.2 0.190 0.060 0.444 0.592
Cavities id460 0.0 12.0 0.165 0.060 0.444 0.592
Cavities id467 0.0 12.8 0.190 0.060 0.444 0.592
Cavities id384 0.0 11.2 0.150 0.065 0.444 0.592
Cavities id504 0.0 12.0 0.150 0.065 0.444 0.592
Cavities id481 0.0 12.8 0.165 0.065 0.444 0.592
Table 2.14: Cavities optimization (sharp-edge diuser): optimum
congurations
It should be noted that the use of optimized cavities in the sharp-edges
diuser leads to eciency gain even greater than the one obtained by us-
ing them in the diuser with roundings (see Tables 2.10 and 2.13). In the
sharp-edges diuser with optimized cavities the eciency increase of the 13%
compared to the sharp-edge diuser without cavities, while in the roundings
diuser conguration with optimized cavities the eciency increase of the
10:9% compared to the roundings diuser conguration without cavities, even
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though the reference value of the Cp) in the sharp-edges diuser is greater
than the one in the diuser with roundings.
Should be noted that the sharp-edges diuser with optimized cavities the
eciency increase of the 15% whether it is compared to the roundings diuser
conguration without cavity, i.e. the original conguration of the diuser.
Thus, sharp edge and cavities can be used successfully together to increase
the pressure recovery inside the diuser.
The improvement of the ow control device eectiveness obtained by com-
bining cavities and sharp edges is mainly due to two reasons. First of all, in
the sharp-edges diuser conguration the cavity can start immediately after
the edges, rather than at the end of the roundings. As it is explained in
detail in Section 2.3.5, advancing the beginning of the cavity allowed to be a
signicant increase in pressure in the rst part of the diuser diverging walls,
where the cavities are placed. Moreover, the more rened b=2h steps allowed
a further gain, obtained by increasing the cavity axes normal to the diuser
diverging wall from b=2h = 0:5 to b=2h = 0:60, which it is not allowed in
the rst optimization with coarse step. Also the eect of b=2h variation is
highlighted in detail in Section 2.3.5.
2.3.5 Robustness analysis of the optimized ow control device
In this section is highlighted the eect of some cavity modication on the
diuser pressure recovery, in order to ascertain whether this ow control
device is robust with respect to small variations of the cavity parameters
from the optimum ones.
First of all, we focused on the semi-ellipse axis normal to the diuser di-
verging walls b=2h, which has been highlighted as the most important among
the cavities parameters because it determines the width of the trapped-vortex
region The robustness of the ow-control device to the parameter b=2h is an-
alyzed by varying it into the range 0:020 0:140, while the other cavity pa-
rameters are kept xed, viz. s=h = 0:0, t=h = 12:0 and a=2h = 0:100 0:165
(see Table 2.15).
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Case b=2h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.0996 -
Cavities id700 0.020 0.422 0.563 +7.4% 0.0935 -6.1%
Cavities id701 0.040 0.438 0.584 +11.5% 0.0902 -9.4%
Cavities id492 0.050 0.441 0.588 +12.2% 0.0895 -10.1%
Cavities id490 0.055 0.442 0.589 +12.5% 0.0893 -10.4%
Cavities id460 0.060 0.444 0.592 +13.0% 0.0889 -10.8%
Cavities id504 0.065 0.444 0.592 +13.0% 0.0890 -10.6%
Cavities id486 0.070 0.442 0.589 +12.5% 0.0897 -9.9%
Cavities id489 0.075 0.438 0.584 +11.5% 0.0901 -9.5%
Cavities id491 0.080 0.433 0.577 +10.2% 0.0912 -8.4%
Cavities id702 0.100 0.392 0.523 -0.3% 0.0992 -0.4%
Cavities id703 0.120 0.352 0.469 -10.4% 0.1060 +6.4%
Cavities id704 0.140 0.322 0.429 -18.1% 0.1108 +11.2%
Table 2.15: Cavities optimization (sharp-edge diuser): robustness
to b=2h variation
The eciency gains remain signicant for small changes of the cavity
shape parameters around the optimum value. In the range b=2h = 0:050  
0:070 the proposed conguration is robust, because the eciency increments
are always above the 12% compared to the reference diuser.
In particular, an improvement of the Cp) with the increase of the nor-
mal cavity height is found to be as long as the ow reattaches immediately
downstream of the vortex contained in the cavity, until the optimum value
is reached, i.e. b=2h = 0:060   0:065. For all sub-optimal value of the axis
b=2h, the eciency in the diuser with cavities is better than the one in the
diuser without cavities (see Figure 2.27).
Above the optimum value instead, there is an abrupt decrease of the
diuser Cp), because one side of the diuser is completely separated. (see
Figure 2.28). For over-optimal value of the axis b=2h the diuser eciency
becomes even worse than the one in the diuser without cavities.
The evaluation of the dissipation function  inside the diuser conrm
the optimization results the trends outlined above. In fact the reduction of
the dissipation function  is found to increase as long as the ow reattaches
downstream the cavity, while an increase of  is found to be when one side
of the diuser is completely separated (see Figure 2.29)
Regarding the parameter s=h, it has been already highlighted in Section
2.3.4 that the optimum cavities start at the beginning of the diuser diverging
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Figure 2.27: Robustness to b=2h variation: sub-optimum cavities
results
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Figure 2.28: Robustness to b=2h variation: over-optimum cavities
results
walls, i.e. s=h = 0. In the ow simulation summarized in Table 2.16 s=h is
varied from 0 to 0:2, while the other cavity parameters are kept xed, viz.
b=2h = 0:060 and t=h = 12:0. Increasing in s=h leads to a reduction of the
pressure recovery in the rst part of the diuser (see Figure 2.30(a)) and,
thus, to a reduction of the diuser eciency.
Regarding the cavity total length t=h, the optimized cavities end approx-
imately at the beginning of the asymmetric separation zone, the optimum
cavities are found to have a total length of t=h = 11  13. The robustness
of the ow control device to the parameter t=h is analyzed by varying it into
the range 6:0  16:0, while the other cavity parameters are kept xed, viz.
s=h = 0:0, b=2h = 0:060 and a=2h = 0:100 0:165 (see Table 2.17)
Small increments of the parameter t=h does not cause a signicant re-
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Figure 2.29: Robustness to b=2h variation: eciency and dissipa-
tion
Case s=h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.0996 -
Cavities id460 0.0 0.444 0.592 +13.0% 0.0889 -10.8%
Cavities id108 0.1 0.440 0.587 +12.0% 0.0898 -9.8%
Cavities id404 0.2 0.437 0.583 +11.2% 0.0907 -8.9%
Table 2.16: Robustness to s=h variation
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duction in eciency, because since the cavity ends tangent to the diuser
diverging walls the over-optimum geometries are very similar. A reduction of
t=h determines a Cp decrease, due to an early and unnecessary local reduction
of the diuser cross section (see Figure 2.31).
These trendlines are conrmed also by the dissipation function  evalu-
ation (see Figure 2.32).
Case t=h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.0996 -
Cavities id139 6.0 0.430 0.574 +9.4% 0.0919 -7.8%
Cavities id463 8.4 0.438 0.584 +11.5% 0.0902 -9.4%
Cavities id459 9.6 0.441 0.589 +12.2% 0.0895 -10.1%
Cavities id472 10.4 0.443 0.591 +12.7% 0.0893 -10.4%
Cavities id475 11.2 0.444 0.592 +13.0% 0.0891 -10.5%
Cavities id460 12.0 0.444 0.592 +13.0% 0.0889 -10.8%
Cavities id467 12.8 0.444 0.592 +13.0% 0.0890 -10.7%
Cavities id487 15.2 0.443 0.591 +12.7% 0.0892 -10.4%
Cavities id476 16.0 0.443 0.591 +12.7% 0.0892 -10.4%
Table 2.17: Robustness to t=h variation
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Figure 2.31: Robustness to t=h variation: sub-optimum cavities
results
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Figure 2.32: Robustness to t=h variation: eciency and dissipation
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As mentioned in Section 2.3.4, the semi-ellipse axis normal to the diuser
diverging walls a=2h is not a signicant parameter during the optimization of
the ow control device. In this section, instead of carrying out a robustness
analysis respect to this parameter, we focus on the eect of the cavity semi-
ellipse elimination, i.e. a=2h = 0. Thus, the cavity shape is modied by
replacing the semi-ellipse with a simple step normal to the diuser diverging
walls, with a length equal to a=2h (see Figure 2.33). The ow simulation of
the two dierent cavity geometry are very closer (see Table 2.18). In fact,
since the cavity ends far downstream, also using the step the vortex can
develop and reattaches along the diuser diverging walls (compare Figure
2.33 with Figure 2.25). Thus, the two congurations work in the same way,
from an uid-dynamical point of view, and the choice between them will be
determined by the manufacturing requirements.
Case a=2h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.0996 -
Cavities id460 0.150 0.444 0.592 +13.0% 0.0889 -10.8%
Cavities id496 0.000 0.443 0.591 +12.7% 0.0892 -10.4%
Table 2.18: Eect of the cavity semi-ellipse elimination
X
Y
3 3.5 40.8
1
1.2
Figure 2.33: Eect of the cavity semi-ellipse elimination
2.4 Optimization of cavity shape in dierent operating
conditions
The same ow control device optimization, described in Section 2.3.4 has
been repeated for dierent diuser operating condition, in order to investigate
whether also in this cases it is able to improve the diuser eciency .
The operating conditions are changed by modifying the inlet boundary
layer thickness into the range =h = 0 0:20, while the Reynolds number is
kept constant, i.e. Re = 500 (based on the inlet axial velocity and h length).
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In particular, two additional optimizations have been carried out for the inlet
boundary layer thickness =h = 0:05 and =h = 0:15 and some specic tests
have been performed for =h = 0:00 and =h = 0:20.
2.4.1 Eect of boundary layer modication in the reference dif-
fuser conguration
First of all, the eect of the inlet boundary layer thickness =h for the sharp-
edges diuser congurations has been investigated. Four additional simula-
tions have been carried out by varying =h into the range 00:20h, using 0:05
steps. The boundary layer is dened using the Blasius prole, as mentioned
in Section 2.2.2.
In all the considered operating conditions, the ow features are the same
as described in Section 2.2.3, i.e. the diuser is characterized by a steady
asymmetric ow. The mean pressure recovery coecient Cp, the axial pres-
sure coecient Cpa and the dissipation function  are reported in Table 2.19,
while the separated region extent are shown in Figures 2.34 and 2.35.
=h Uin Cp  Cpa  [W/m]
0 1 0.393 0.524 0.364 0.1111
0.05 0.982 0.393 0.524 0.354 0.1052
0.10 0.963 0.393 0.524 0.345 0.0996
0.15 0.946 0.397 0.530 0.341 0.0949
0.20 0.928 0.402 0.536 0.336 0.0903
Table 2.19: Sharp-edges diuser: eect of the inlet boundary layer
thickness
An increment of the Cpa and a reduction of the separated region extent
are found to be with the inlet boundary-layer thickness =h reduction. In
fact, when the inlet boundary-layer thickness =h is reduced, the boundary
layer has more momentum near the wall and, therefore, the condition of ow
separation is delayed. The reduction of the separated region extent produces
an increasing of the axial pressure recovery pout   pin and, since the axial
velocity Uin is practically the same in all the operating conditions, of the
axial pressure coecient Cpa .
The Cp trend, instead, is not well dened as for the Cpa , because in
this case also the the area-weighted averaged velocity Uin at the diuser inlet
section (X = 1) is increased with the =h reduction. Thus, the mean pressure-
recovery-coecient is the ratio between the pressure recovery pout   pin and
the dynamic pressure 12Uin
2
, which both increase with the reduction of =h.
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Finally, the dissipation function  increase with the =h reduction. In
fact, even if the volume in which is contained the vorticity ! decreases with
the =h reduction, ! is more concentrated and in the Bobyle-Forsyth for-
mula 2.10 the volume integral of the enstrophy !2 becomes greater.
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user with inlet boundary layer thickness  = 0:10h
Figure 2.34: Sharp-edges diuser: eect of the inlet boundary layer
thickness on the separation
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Figure 2.35: Sharp-edges diuser: eect of the inlet boundary layer
thickness on the separation
2.4.2 Optimization of cavity shape in the diuser with sharp edges
=h = 0:05 and =h = 0:15
Two cavity shape optimizations in the sharp-edges diuser conguration are
carried out for the inlet boundary-layer thicknesses =h = 0:05 and =h =
0:15. These studies are performed in order to investigate whether this ow
control device is able to improve the diuser eciency also in these operating
conditions.
The optimization procedure is the same as already dened in Sections
2.3.3 and 2.3.4. The objective function is still to maximize the Cp and,
hence, the eciency .
The optimization parameters are the same of the previous cavity-shape
optimizations in the sharp-edges diuser conguration for the inlet boundary-
layer thicknesses =h = 0:10, viz. the distance from the beginning of the
diuser diverging part to the cavity start s=h, the cavity total length t=h,
the ellipse major axis (parallel to the diuser diverging wall) a=h, and the
ellipse minor axis (normal to the diuser diverging wall) b=h (see Figure
2.24). Also the ranges of the optimization parameters are the same, i.e. s=h
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is varied at the beginning of the diusers diverging walls, t=h is varied along
all the diverging walls, a=2h and b=2h variation ranges are around the values
of the previous dened optimum conguration and rened steps are used (see
Table 2.12).
In both the optimization processes, about 200 diuser congurations have
been tested. The initial population, generated with the Sobol sequence, is
composed by 25 individuals. Then, additional 7 generations are created by
the optimization algorithm MOGA-II, each one composed by 25 individuals.
The summary table of all the simulations is reported in Appendix A.5 and
Appendix A.6.
The geometries of the optimal cavities lead to a signicant increase in
pressure recovery and, hence, in the diuser eciency. In both the ana-
lyzed operating conditions, this passive control provides increments in the
Cp of about 13%, compared to the sharp-edges diuser without cavities in
the same conditions (see Tables 2.22 and 2.23). The axial pressure recovery
coecient Cpa and the dissipation function  inside the diuser (see Tables
2.20 and 2.21), conrm the optimization results. A reduction of the dissipa-
tion function  is found to be in the optimized shaped diuser conguration,
which is proportional to the variation of the pressure recovery.
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.393 0.524 0.354 0.1052
Optimized cavities 0.445 0.593 +13.2% 0.400 +13.1% 0.0937 -10.9%
Table 2.20: Cavities optimization (=h = 0:05): optimum result
(id910)
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.397 0.530 0.341 0.0949
Optimized cavities 0.448 0.598 +12.8% 0.384 +12.7% 0.0852 -10.2c
Table 2.21: Cavities optimization (=h = 0:15): optimum result
(id703)
As mentioned before for =h = 0:10, also for =h = 0:05 and =h = 0:15
the comparisons between the mean pressure recovery in the diuser with
and without cavities (see Figures 2.36(a) and 2.37(a)) highlight a signicant
increase in pressure coecient Cp in the rst part of the diverging walls,
where the cavities are placed, and a reduction of the pressure losses in the
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Case s=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.393 0.524
Cavities id947 0.0 14.0 0.190 0.060 0.445 0.593
Cavities id948 0.0 14.0 0.190 0.065 0.445 0.593
Cavities id206 0.0 14.6 0.120 0.060 0.445 0.593
Cavities id897 0.0 14.6 0.115 0.065 0.445 0.593
Cavities id571 0.0 15.2 0.050 0.060 0.445 0.593
Cavities id905 0.0 15.2 0.045 0.065 0.445 0.593
Table 2.22: Cavities optimization (=h = 0:05): optimum congu-
rations
following part due to the reduction of the separated region extent (see Figure
2.23(b)). In fact, the vortex forming inside the cavities introduces energy
into the boundary layer, thus delaying the ow separation and reducing its
extent.
Regarding the optimum cavity parameters (see Tables 2.22 and 2.23),
the trendlines are the same as those outlined in Section 2.3.4, i.e. the semi-
ellipse axis normal to the diuser diverging walls b=2h has a great importance
because it determines the width of the trapped-vortex region, the optimum
cavities start as soon as possible and they end approximately at the beginning
of the asymmetric separation zone, the semi-ellipse axis parallel to the diuser
diverging walls a=2h does not really matter.
In both operating conditions, the optimum value of the normal semi-
ellipse axis is found to be b=2h = 0:0600:065 while s=h assume the minimum
possible value taking into account the geometric constraint imposed in the
optimization, i.e. s=h = 0. These results are the same as for =h = 0:10.
Regarding t=h, since the separated region extent in the reference diuser
conguration with =h = 0:05 is slightly smaller than the one in the diuser
with =h = 0:15 (see Section 2.4.1), then the optimum cavities end up slightly
downstream along the diuser diverging walls. The optimum cavities have
a total length, respectively, of t=h = 14  15:2 and t=h = 11  12:2. The
condition =h = 0:10 is in the middle between the two previously mentioned
and, in fact, has an optimum total length of t=h = 11  13 (note that the
geometries included in the optimum t=h range are very similar and practically
can be considered the same conguration).
Regarding the robustness of this passive ow control device, the eect of
some cavity modication on the diuser pressure recovery is highlighted in
the following analysis, in order to ascertain whether this ow control device
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Figure 2.36: Diuser with inlet boundary-layer thickness =h =
0:05
Case s=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.397 0.530
696 0.0 11.0 0.190 0.060 0.448 0.597
646 0.0 11.0 0.170 0.065 0.448 0.597
703 0.0 11.6 0.190 0.060 0.448 0.597
698 0.0 11.6 0.200 0.065 0.448 0.597
702 0.0 12.2 0.170 0.060 0.448 0.597
685 0.0 12.2 0.120 0.065 0.448 0.597
Table 2.23: Cavities optimization (=h = 0:15): optimum congu-
rations
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Figure 2.37: Diuser with inlet boundary layer thickness =h =
0:15
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is robust with respect to small variations of the cavity parameters from the
optimum ones.
First of all, we focused on the semi-ellipse axis normal to the diuser di-
verging walls b=2h, which has been highlighted as the most important among
the cavities parameters because it determines the width of the trapped vor-
tex region. In both operating conditions, the robustness of the ow control
device to b=2h is analyzed by varying it into the range 0:010  0:150, while
the other cavity parameters are kept xed in a neighborhood of the optimum
value, viz. s=h = 0:0 and t=h = 14:0  15:2 for =h = 0:05 (see Table 2.24)
and s=h = 0:0 and t=h = 11:0 12:2 for =h = 0:15 (see Table 2.25).
As it was already explained in Section 2.3.5, there is an improvement of
the Cp with the increase of the normal cavity height b=2h, as long as the ow
reattaches immediately downstream of the vortex contained in the cavity.
Above this value there is an abrupt reduction of the diuser Cp), because
one side of the diuser is completely separated.
The eciency gains remain signicant for small changes of the cavity
shape parameters around the optimum value and in the range b=2h = 0:050 
0:070 the proposed conguration is robust
The evaluation of the dissipation function  inside the diuser conrm
the optimization results the trendlines outlined above. In fact the reduction
of the dissipation function  is found to increase until the optimum b=2h
value is reached, i.e. b=2h = 0:060   0:065, while an increase of  is found
to be when one side of the diuser is completely separated (see Figures 2.38
and 2.38).
The Cp) and  trends with respect to b=2h variation are very similar in
the three dierent operating conditions, viz. =h = 0:05, =h = 0:10 and
=h = 0:15. A slight increase of the eectiveness of the device with the =h
reduction is highlighted, probably because the optimum cavities are slightly
longer for smaller =h values.
The robustness of the ow control device to the cavity total length is
analyzed by varying t=h into the range 5:0  16:0, while the other cavity
parameters are kept xed to the optimum-cavity values, viz. s=h = 0:0 and
b=2h = 0:060 (see Tables 2.26 and 2.27).
Small increments of the parameter t=h does not cause a signicant re-
duction in eciency, because since the cavity ends tangent to the diuser
diverging walls the over-optimum geometries are very similar. A reduction
of t=h, instead, determines a Cp decrease, due to an early and unnecessary
local reduction of the diuser cross section). These trendlines are conrmed
also by the dissipation function  evaluation (see Figures 2.40 and 2.40).
The Cp) and  trends with respect to t=h variation in the three dierent
2.4 Optimization of cavity shape in dierent operating conditions 65
Case b=2h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.1052 -
Cavities id167 0.010 0.409 0.545 +4.1% 0.1018 -3.2%
Cavities id159 0.030 0.431 0.574 +9.7% 0.0968 -8.0%
Cavities id909 0.050 0.442 0.590 +12.5% 0.0943 -10.4%
Cavities id947 0.060 0.445 0.593 +13.2% 0.0938 -10.8%
Cavities id948 0.065 0.445 0.593 +13.2% 0.0938 -10.9%
Cavities id175 0.070 0.444 0.592 +13.0% 0.0939 -10.7%
Cavities id215 0.080 0.442 0.590 +12.5% 0.0944 -10.3%
Cavities id149 0.100 0.432 0.576 +9.9% 0.0965 -8.3%
Cavities id123 0.110 0.422 0.563 +7.4% 0.0986 -6.3%
Cavities id19 0.150 0.318 0.425 -19.1% 0.1181 +12.3%
Table 2.24: Robustness to b=2h variation (=h = 0:05)
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Figure 2.38: Robustness to b=2h variation (=h = 0:05): eciency
and dissipation
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Case b=2h Cp   var  [W/m]  var
Without cavities - 0.397 0.530 - 0.0949 -
Cavities id55 0.015 0.420 0.560 +5.8% 0.0906 -4.5%
Cavities id5 0.030 0.435 0.580 +9.6% 0.0876 -7.7%
Cavities id488 0.050 0.445 0.593 +12.1% 0.0857 -9.7%
Cavities id711 0.055 0.447 0.596 +12.6% 0.0850 -10.4%
Cavities id703 0.060 0.448 0.597 +12.8% 0.0846 -10.9%
Cavities id698 0.065 0.448 0.597 +12.8% 0.0850 -10.4%
Cavities id651 0.070 0.446 0.595 +12.3% 0.0855 -9.9%
Cavities id493 0.080 0.443 0.591 +11.6% 0.0860 -9.4%
Cavities id283 0.090 0.435 0.580 +9.6% 0.0879 -7.4%
Cavities id7 0.115 0.372 0.497 -6.3% 0.0988 +4.1%
Table 2.25: Robustness to b=2h variation (=h = 0:15)
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Figure 2.39: Robustness to b=2h variation (=h = 0:15): eciency
and dissipation
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Figure 2.40: Robustness to t=h variation (=h = 0:05): eciency
and dissipation
operating conditions, are very similar but it can be seen once again that
the optimum t=h value is shifted downstream by reducing =h. Probably
the thinner boundary layer (laminar condition) has more momentum near
the walls and the separation condition is delayed, allowing a slightly longer
cavity to be used. This also involves the previous mentioned slight increase
of the device eectiveness with the =h reduction.
Case t=h Cp   var  [W/m]  var
Without cavities - 0.393 0.524 - 0.1052 -
Cavities id216 5.0 0.425 0.567 +8.1% 0.0979 -6.9%
Cavities id388 7.6 0.435 0.581 +10.7% 0.0957 -9.0%
Cavities id951 10.0 0.441 0.588 +12.2% 0.0945 -10.2%
Cavities id44 10.8 0.442 0.590 +12.5% 0.0943 -10.3%
Cavities id949 12.0 0.443 0.591 +12.7% 0.0941 -10.6%
Cavities id888 12.8 0.444 0.592 +13.0% 0.0939 -10.7%
Cavities id947 14.0 0.445 0.593 +13.2% 0.0938 -10.8%
Cavities id206 14.6 0.445 0.593 +13.2% 0.0938 -10.8%
Cavities id571 15.2 0.445 0.593 +13.2% 0.0939 -10.7%
Cavities id945 16.0 0.444 0.592 +13.0% 0.0939 -10.7%
Table 2.26: Robustness to t=h variation (=h = 0:05)
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Case t=h Cp   var  [W/m]  var
Without cavities - 0.397 0.530 - 0.0949 -
Cavities id718 5.4 0.433 0.577 +9.1% 0.0880 -7.2%
Cavities id629 6.6 0.437 0.583 +10.1% 0.0871 -8.2%
Cavities id695 8.2 0.442 0.589 +11.3% 0.0862 -9.1%
Cavities id746 10.0 0.446 0.595 +12.3% 0.0851 -10.4%
Cavities id696 11.0 0.448 0.597 +12.8% 0.0850 -10.4%
Cavities id733 12.0 0.448 0.597 +12.8% 0.0848 -10.7%
Cavities id479 13.0 0.447 0.596 +12.6% 0.0852 -10.2%
Cavities id729 14.0 0.446 0.595 +12.3% 0.0853 -10.1%
Cavities id679 15.0 0.446 0.595 +12.3% 0.0853 -10.1%
Cavities id721 16.0 0.445 0.593 +12.1% 0.0855 -9.9%
Table 2.27: Robustness to t=h variation (=h = 0:15)
6 8 10 12 14 16
−20
−15
−10
−5
0
5
10
15
20
t/h
va
ria
tio
ns
 %
 
 
η variation
φ variation
Figure 2.41: Robustness to t=h variation (=h = 0:15): eciency
and dissipation
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2.4.3 Specic tests on the use of cavities in the diuser with sharp
edges =h = 0:00 and =h = 0:20
Additional studies have been carried out also for other two diuser operating
conditions, i.e. inlet boundary-layer thickness =h = 0:00 and =h = 0:20.
Since the three previously described optimizations have shown clearly the
trendlines of the cavity parameters, for these two additional boundary layer
thicknesses only some specic tests are carried out, instead to perform again
a complete optimization.
This allows us rst to check the again the main trend-lines of the previous
optimization. Moreover, whether these had occurred again, it is developed a
design method of the cavity that requires a lower computational cost. In fact,
in both the considered operating conditions, only 24 specic ow-control-
device congurations have been tested, which has been chosen according to
the previous optimizations results.
The parameters s=h and a=2h are kept xed. All the tested cavities
have s=h = 0 and a=2h = 0:100 (note that a=2h is constant to eliminate
an unnecessary parameter). Only the parameters t=h and b=2h are varied
around the optimum values previously highlighted, i.e. t=h = 10:016:0 and
b=2h = 0:050  0:075. A full-factorial distribution within these parameters-
variation ranges is used.
Also in these new operating conditions, the best cavity geometries lead to
a signicant increase in pressure recovery and, hence, in the diuser eciency.
The best devices provide increments in the Cp of +13:5% for =h = 0:00 and
of +12:7% for =h = 0:20, compared to the sharp-edges diuser without
cavities in the same operating conditions (see Tables 2.28 and 2.29). The
axial pressure recovery coecient Cpa and the dissipation function  inside
the diuser conrm the optimization results.
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.393 0.524 0.364 0.1111
Optimized cavities 0.446 0.595 +13.5% 0.413 +13.4% 0.0989 -11.0%
Table 2.28: Cavities optimization (=h = 0:00): optimum result
(id20)
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Figure 2.42: Diuser with inlet boundary layer thickness  = 0h
Case Cp   var Cpa Cpa var  [W/m]  var
Without cavities 0.402 0.536 0.336 0.0903
Optimized cavities 0.453 0.604 +12.7% 0.379 +12.6% 0.0815 -9.7%
Table 2.29: Cavities optimization (=h = 0:20): optimum result
(id8)
In the Tables 2.30 and 2.31 are summarized all the results performed.
The best b=2h values are again 0:060   0:065. The t=h follows the trend
previously highlighted, i.e. t=h = 16:0 for =h = 0:00 and t=h = 10:0  12:0
for =h = 0:20. The mean pressure recovery coecient along the diuser and
the separated-region extent also conrm these trendlines (see Figures 2.42
and 2.43.
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Case s=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.393 0.524
Cavities id0 0.0 10.0 0.190 0.050 0.440 0.587
Cavities id1 0.0 10.0 0.190 0.055 0.441 0.588
Cavities id2 0.0 10.0 0.190 0.060 0.442 0.589
Cavities id3 0.0 10.0 0.190 0.065 0.442 0.589
Cavities id4 0.0 10.0 0.190 0.070 0.442 0.589
Cavities id5 0.0 10.0 0.190 0.075 0.442 0.589
Cavities id6 0.0 12.0 0.190 0.050 0.442 0.589
Cavities id7 0.0 12.0 0.190 0.055 0.443 0.591
Cavities id8 0.0 12.0 0.190 0.060 0.444 0.592
Cavities id9 0.0 12.0 0.190 0.065 0.444 0.592
Cavities id10 0.0 12.0 0.190 0.070 0.444 0.592
Cavities id11 0.0 12.0 0.190 0.075 0.443 0.591
Cavities id12 0.0 14.0 0.190 0.050 0.443 0.591
Cavities id13 0.0 14.0 0.190 0.055 0.444 0.592
Cavities id14 0.0 14.0 0.190 0.060 0.445 0.593
Cavities id15 0.0 14.0 0.190 0.065 0.445 0.593
Cavities id16 0.0 14.0 0.190 0.070 0.445 0.593
Cavities id17 0.0 14.0 0.190 0.075 0.444 0.592
Cavities id18 0.0 16.0 0.190 0.050 0.444 0.592
Cavities id19 0.0 16.0 0.190 0.055 0.445 0.593
Cavities id20 0.0 16.0 0.190 0.060 0.446 0.595
Cavities id21 0.0 16.0 0.190 0.065 0.446 0.595
Cavities id22 0.0 16.0 0.190 0.070 0.445 0.593
Cavities id23 0.0 16.0 0.190 0.075 0.444 0.592
Table 2.30: Results =h = 0:00
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Case s=h t=h a=2h b=2h Cp 
Without cavities - - - - 0.402 0.536
Cavities id0 0.0 10.0 0.190 0.050 0.450 0.600
Cavities id1 0.0 10.0 0.190 0.055 0.451 0.601
Cavities id2 0.0 10.0 0.190 0.060 0.452 0.603
Cavities id3 0.0 10.0 0.190 0.065 0.453 0.604
Cavities id4 0.0 10.0 0.190 0.070 0.452 0.603
Cavities id5 0.0 10.0 0.190 0.075 0.451 0.601
Cavities id6 0.0 12.0 0.190 0.050 0.451 0.601
Cavities id7 0.0 12.0 0.190 0.055 0.452 0.603
Cavities id8 0.0 12.0 0.190 0.060 0.453 0.604
Cavities id9 0.0 12.0 0.190 0.065 0.453 0.604
Cavities id10 0.0 12.0 0.190 0.070 0.452 0.603
Cavities id11 0.0 12.0 0.190 0.075 0.452 0.603
Cavities id12 0.0 14.0 0.190 0.050 0.451 0.601
Cavities id13 0.0 14.0 0.190 0.055 0.452 0.603
Cavities id14 0.0 14.0 0.190 0.060 0.452 0.603
Cavities id15 0.0 14.0 0.190 0.065 0.451 0.601
Cavities id16 0.0 14.0 0.190 0.070 0.449 0.599
Cavities id17 0.0 14.0 0.190 0.075 0.448 0.597
Cavities id18 0.0 16.0 0.190 0.050 0.451 0.601
Cavities id19 0.0 16.0 0.190 0.055 0.451 0.601
Cavities id20 0.0 16.0 0.190 0.060 0.450 0.600
Cavities id21 0.0 16.0 0.190 0.065 0.449 0.599
Cavities id22 0.0 16.0 0.190 0.070 0.447 0.596
Cavities id23 0.0 16.0 0.190 0.075 0.445 0.593
Table 2.31: Results =h = 0:20
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Figure 2.43: Diuser with inlet boundary layer thickness  = 0:20h
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2.4.4 Summary on the inlet boundary layer thickness =h eect
on the ow control device performance
In this section, the eect of the inlet boundary layer thickness modication
on the ow control device performance has been investigated. Although the
operating conditions have changed, the diuser congurations without the
cavities are always characterized by a steady asymmetric ow. A slight re-
duction of the separated region extent are found to be with the =h reduction,
because the boundary layer has more momentum near the wall by reducing
=h and, therefore, the ow-separation condition is slightly delayed.
In all the considered operating conditions, suitably shaped cavities lead
to a successful control of boundary layer separation in the diuser. The use of
this passive control provides increments in the Cp of 12:6%13:4%, compared
to the sharp edges diuser without cavities in the same conditions (see Table
2.32). Also in these cases the boundary layer separation point is delayed and
the separated region extent is signicantly reduced. The improvement in the
diuser performance is conrmed by the reduction of the dissipation function
, which is found to be in the optimized shaped diuser congurations. As
might be expected,  and Cp variations are proportional to each other.
=h Case Cp   var Cpa Cpa var  [W/m]  var
0.00 Without cavities 0.393 0.524 0.364 0.1111
0.00 Optimized cavities 0.446 0.595 +13.5% 0.413 +13.4% 0.0989 -11.0%
0.05 Without cavities 0.393 0.524 0.354 0.1052
0.05 Optimized cavities 0.445 0.593 +13.2% 0.400 +13.1% 0.0937 -10.9%
0.10 Without cavities 0.393 0.524 0.345 0.0996
0.10 Optimized cavities 0.444 0.592 +13.0% 0.390 +13.0% 0.0889 -10.8%
0.15 Without cavities 0.397 0.530 0.341 0.0949
0.15 Optimized cavities 0.448 0.598 +12.8% 0.384 +12.7% 0.0852 -10.2%
0.20 Without cavities 0.402 0.536 0.336 0.0903
0.20 Optimized cavities 0.453 0.604 +12.7% 0.379 +12.6% 0.0815 -9.7%
Table 2.32: Cavities optimization: summary of the optimum results
The optimum cavities parameter are summarized in Table 2.33. The semi-
ellipse axis normal to the diuser diverging walls b=2h has a great importance
because it determines the width of the trapped vortex region, the optimum
cavities start as soon as possible s=h = 0 and they end approximately at
the beginning of the asymmetric separation zone (t=h parameter), the semi-
ellipse axis parallel to the diuser diverging walls a=2h, instead, is not an
important parameter.
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=h s=h t=h b=2h
0.00 0.0 16.0 0.060-0.065
0.05 0.0 14.0-15.2 0.060-0.065
0.10 0.0 11.2-12.8 0.060-0.065
0.15 0.0 11.0-12.2 0.060-0.065
0.20 0.0 10.0-12.0 0.060-0.065
Table 2.33: Cavities optimization: summary of the optimum pa-
rameters
Regarding the semi-ellipse axis normal to the diuser diverging walls, its
optimum values are found to be very close to each other, even if the inlet
boundary layer thickness has been varied. Its optimum value is found to be
b=2h = 0:0600:065. The proposed congurations are robust respect to small
changes of this parameters around their optimum values as long as the ow
reattaches immediately downstream of the vortex contained in the cavity.
The eciency gains remain above the 12% in the range b=2h = 0:050 0:070.
In all the considered operating conditions, the optimum cavities start at
the beginning of the diuser diverging walls and end up in the rear part of the
diuser, approximately at the beginning of the asymmetric separation zone.
The optimum cavity total length slightly increases with the reduction of the
inlet boundary layer, i.e from t=h = 10:0 12:0 for =h = 0:20 to t=h = 16:0
for =h = 0. As mentioned before, the boundary layer has more momentum
near the wall by reducing =h and, therefore, the separated region is slightly
delayed and reduced. This allowed the optimum cavity to be a little longer,
i.e. cavities end up slightly downstream along the diuser diverging walls,
and the local widening of the diuser due to a slight increase of the diuser
performance. This explains why the device is slightly more eective for lower
boundary layers: the eciency improvement grows from 12:6% to 13:4% by
reducing the inlet boundary layer thickness from =h = 0:20 to =h = 0.
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2.5 Concluding remarks - diuser
The laminar ow inside a 2D plane diuser having an expansion rate of 2 and
a diverging angle of 7 degrees has been investigated. The Reynolds number
is Re=500, based on the inlet axial velocity and the half of the inlet section
of the diuser. The inlet velocity eld upstream of the diuser is specied by
using a Blasius boundary-layer prole with thickness =h = 0:10. The diuser
performance is evaluated through the mean pressure recovery coecient Cp
and the parameter of eciency .
Unsteady laminar ow simulations have been rst carried out in the refer-
ence diuser conguration. Three dierent codes has been used, viz. AERO,
OpenFOAM and Fluent. Grid sensitivity studies have been performed and
the three codes have given consistent results. Even if a symmetrical velocity-
inlet prole is used, the diuser is characterized by a steady asymmetric zone
of separated ow.
Since all the previous mentioned simulation has given steady results, an
additional steady-state laminar simulation of the ow inside the diuser is
carried out by using Fluent. The steady-state and the unsteady Fluent sim-
ulations have given the same results. Thus, the use of the steady simulation
is chosen for the optimizations because has a lower computational costs.
Regarding the diuser performance optimization, as a rst step it has
been investigated whether signicant improvements of the diuser eciency
could be obtained only through the diuser-roundings optimization. The
optimum solution is found to be the use of sharp edges instead of roundings.
However, sharp edges lead to an increase in the eciency  of only 1:7%.
Then, it has been investigated whether larger eciency improvements
could be obtained by using cavities as passive ow-control device. A cavity
optimization has been carried out in order to identify the cavity shape, which
allows the diuser eciency to be maximized. One cavity is positioned on
each side of the diuser diverging walls. The use of suitably-shaped cavities
lead to a successful control of boundary-layer separation in the considered
diuser. The best results are obtained by using the cavities in the sharp-
edges diuser conguration. Increases in the diuser eciency of 13% are
obtained.
In the diuser conguration with optimized cavities the ow reattaches
immediately downstream the vortex contained in the cavity. The vortex
forming inside these cavities introduces energy into the boundary layer, thus
delaying the ow separation and reducing its extent. The Cp along the dif-
fuser increases thanks to the reduction of the pressure losses due to the re-
duction of the separated region extent. Moreover, there is a pressure recovery
increase also in the rst part of the diuser diverging walls, where the opti-
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mized cavities are placed, for the local widening of the diuser cross-section.
The optimum cavity starts at the beginning of the diuser diverging walls
and ends approximately at the beginning of the asymmetric separation zone.
The semi-ellipse axis normal to the diuser diverging walls (a=2h) is not a
signicant parameter during the ow control device optimization. The cavity
semi-ellipse can be also replaced with a simple step normal to the diuser
diverging walls.
In the last part of the work, the same optimization procedure has been
repeated for dierent operating condition, obtained by modifying the inlet
boundary layer thickness into the range =h = 00:20h. Although the oper-
ating conditions have changed, the diuser congurations without the cavities
are always characterized by a steady asymmetric ow. A slight reduction of
the separated region extent are found to be with the =h reduction, because
the boundary layer has more momentum near the wall by reducing =h and,
therefore, the ow-separation condition is sligtly delayed.
In all the considered operating conditions, suitably-shaped cavities lead
to a successful control of boundary-layer separation in the diuser. The op-
timum cavity total length slightly increases with the reduction of the inlet
boundary layer. As mentioned before, the boundary layer has more momen-
tum near the wall by reducing =h and, therefore, the separated region is
slightly delayed and reduced. This allowed the optimum cavity to be a little
longer, i.e. cavities end up slightly downstream along the diuser diverging
walls, and the local widening of the diuser due to a slight increase of the
diuser performance. This explains why the device is slightly more eec-
tive for lower boundary layers: the eciency improvement grows from 12:6%
to 13:4% by reducing the inlet boudary layer thickness from =h = 0:20 to
=h = 0.
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2.6 Future developments
The investigation on the use of dierent types of cavities as ow control
devices will be continued in the following works. The diuser diverging angle
and expansion rate will be varied, in order to ascertain whether the ow
control device work also in these conditions and allowed the diuser eciency
to be increased.
Moreover, multiple cavities will be used to investigate whether there is a
further improvement in the ow control device performance. Two or three
successive cavities will be tested, trying to obtain a ow typology inside the
diuser similar to that created by the multi-step afterbody for the exter-
nal ows. In particular, will be veried whether the appropriately shaped
multiple cavity may further reduce or even completely avoid the asymmetric
ow separation in the diuser, through the controlled trapped vortexes, i.e.
through a controlled local separation and reattachment of the ow along the
diuser diverging walls.
Finally, the performance of this ow control device will be investigated
also at higher Reynolds number, closer to those of industrial applications.
Part II
Part two

Chapter 3
Variational Multiscale Large-Eddy
Simulations of the ow around a rectangular
cylinder
The second part of the thesis is a computational contribution to the Bench-
mark on the Aerodynamics of a Rectangular 5 : 1 Cylinder, BARC ([7], [8]).
The study of the ow around rectangular elongated cylinders is of interest for
engineering applications in general, and, in particular, for civil engineering
(think, for instance, to long span bridges decks, high-rise buildings). From a
more fundamental viewpoint, blu-body ows are a paradigmatic example of
massively separated ows, characterized by a complex ow dynamics, often
dominated by tridimensional and intrinsically unsteady phenomena, which
sum up to the tridimensionality and the unsteadiness due to turbulence.
3.1 Benchmark description
The international benchmark on the aerodynamics of a rectangular 5 : 1
cylinder has been launched in 2008 with the support of Italian and inter-
national associations. This test case is characterized by the high Reynolds
number and low turbulence incoming ow around a stationary, sharp-edged
rectangular cylinder of innite spanwise length and of breadth-to-depth ratio
equal to 5.
In spite of the simple geometry, it is believed that the problem is of
interest not only for the purpose of fundamental research, but also to provide
useful information on the aerodynamics of a wide range of blu bodies of
interest in civil engineering (e.g. tall buildings, towers and bridges) and for
other engineering applications.
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The 5 : 1 aspect ratio was chosen because it is characterized by shear-
layers detaching at the upstream cylinder corners and reattaching on the
cylinder side rather close the downstream corners. This leads to a complex
dynamics and topology of the ow on the cylinder side, which adds to the
vortex shedding from the rear corners and to the complex unsteady dynam-
ics of the wake. The ow eld is also known to develop three-dimensional
structures.
More specically the aims of the Benchmark are the following:
1. to deeply investigate one specic problem in the aerodynamics of blu
bodies, with contributions coming from as many researchers as possible
worldwide;
2. to assess the consistency of wind tunnel measurements carried out in
dierent facilities;
3. to assess the consistency of computational results obtained through
dierent ow models and numerical approaches;
4. to compare experimental and computational results;
5. to assess the possibility of developing integrated procedures relying on
both experimental and computational outcomes;
6. to develop Best Practices for experiments and computations.
In addition, the results provided by the participants are meant to create a
database to be made available to the scientic and technical communities for
future reference.
The benchmark problem was promoted by the Organizing Committee,
with the support of the Italian National Association for Wind Engineering
(ANIV), under the umbrella of the International Association for Wind Engi-
neering (IAWE) and in cooperation with the European Research Community
On Flow, Turbulence And Combustion (ERCOFTAC).
The following common requirements are set for both wind tunnel tests
and numerical simulations (see Figure 3.1):
1. Reynolds number The depth-based Reynolds number Re = UD= has
to be in the range of 2  104 to 6  104.
2. Incidence The oncoming ow has to be set parallel to the base of the
rectangle; such angle of attack is termed  = 0.
3. Intensity of turbulence The maximum intensity of the longitudinal com-
ponent of turbulence is set to Iu = 0:01.
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Figure 3.1: BARC computational domain
4. Spanwise length of the cylinder The minimum spanwise length of the
cylinder for wind tunnel tests and tridimensional numerical simulations
is set to L=D = 3.
5. Sharpness of the section The maximum radius of curvature of the edges
of the cylinder is set to R=D = 0:05.
6. Sampling frequency The minimum sampling frequency is set to
fsD=U = 8, fs being the shedding frequency.
3.1.1 State of the art
The ow around sharp-edge rectangular cylinders attracted the interest of
the scientic community since the early experimental work of [89], [27] and
then later the work of [86].
As said before, we are interested in the study of the high Reynolds number
incoming ow around a stationary, sharp-edged rectangular cylinder with the
chord-to-depth ratio equal to 5. There are some works that correspond to
this specic characteristics. [76] performed wind tunnel experiments for a
two-dimensional rectangular and two-dimensional hexagonal cross sections
in both smooth ow and in turbulent ow. They investigated, in particular,
the spanwise coherence of pressure uctuations; these experiments conrmed
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the largest coherence of pressure uctuations with respect to those of the
oncoming ow.
Ricciardelli and Marra [96] discuss the sectional distribution of the statis-
tics (mean, standard deviation, skewness and kurtosis) of the pressure coef-
cients on a rectangular stationary and vibrating cylinder with B=D = 5,
as derived from wind tunnel experiments. The spanwise correlation of pres-
sure uctuations is also investigated, in the cases of smooth and turbulent
oncoming ow.
As for the specic context of BARC, in 2011 about 40 groups from 17
dierent countries were contributing to BARC. In the present work, we con-
sider for comparison the experimental studies of [104], [6] and [10] and to the
numerical simulations of [4, 11, 12, 13, 70, 71, 95]. We present herein a brief
overview of the main features of these studies, while we refer to the original
papers for more details.
Schewe [104] carried out experiments in the high pressure wind tunnel in
Goettingen, varying the Reynold number and the angle of incidence. For the
two angles of incidence  = 0 and 4 the Reynolds number was varied in
the range 3  104 < Re < 2  106 and for  = 2 and 6, Re = 6  105.
The experimental contributions by [6] and [10] are mainly calibration
studies of the model and of the wind tunnel setup; they provide the section
distribution of the mean and RMS pressure coecients. Both these works
point out the diculties associated with obtaining a perfectly symmetric and
two-dimensional conguration in wind tunnel tests.
Bruno et al. [13] performed numerical simulations on a three-dimensional
grid by modeling the ow in the frame of the LES approach to turbulence,
in which the subgrid model introduces a transport equation for the kinetic
energy kt of the unresolved stresses. The kt equation is damped approaching
the solid wall. The OpenFoam nite volume open source code was used to
numerically discretize the LES equations. The Reynolds number was set to
Re = 4104. In this rst paper, the dynamics of vorticity in the region close to
the cylinder surface and its relationship with the instantaneous pressure eld
was analyzed. In a more recent paper, [12] the same modeling and the same
numerical methodology were used to investigate the eects of the spanwise
length of the domain and also of the grid resolution in that direction. It was
found that for very ne grid resolution in the spanwise direction a signicant
asymmetry of the mean ow emerged, in agreement with the ndings of [6]
and [10].
Mannini et al. [70, 71] performed 2D and 3D numerical simulations of the
ow around the BARC cylinder. The 2D simulations ([70]) were carried out
for a range of Reynolds numbers between 2:6 104 and 1:85 106. and the two
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angles of attack  = 0 and 4. The Unsteady Reynolds-Averaged Navier-
Stokes (URANS) approach was employed, using the one-equation Spalart-
Allmaras ([112]) and the two-equations Explicit Algebraic Reynolds Stress
- Linearised Explicit Algebraic (EARMS-LEA) ([101]) turbulence models.
Only the computations with the LEA turbulence closure were able to re-
produce the unsteadiness of the ow. For  = 0 EARMS-LEA approach
captured the lift increase due to the variation of the Reynolds number. For
the 3D simulations ([70, 71]), Re = 2:6  104 and  = 0 were considered.
The Detached-Eddy Simulation (DES) approach ([113]) was adopted for tur-
bulence. The DES approach gave in general better results than the URANS
models. The sensitivity to the extent of the computational domain in the
spanwise direction was also investigated in [71], as well as the role played by
numerical dissipation.
In [4], 2D and 3D numerical simulations of the BARC test case were
carried by using the FLUENT commercial code, together with LES approach
to turbulence combined with dierent subgrid scale closure models. The
considered Reynolds number is equal to 2:6  104. It is found that, as it could
have been anticipated, 2D LES calculations give poor results and the results
of 3D LES calculations are only modestly inuenced by the subgrid scale
model.
Ribeiro [95] performed 2D URANS simulations of the BARC ow, with
dierent turbulence models. This approach was also used to investigate the
eects on the ow of the degree of sharpness of the cylinder edges and of
geometrical imperfections in the model is studied in the form of asymmetrical
changes in the corners.
A large number of LES and hybrid RANS/LES simulations of the BARC
conguration is nally reported in [131]. They are carried out using Open-
Foam nite volume open source code. Peculiar features of these simulations
are the dimensions of the computational domain, which are much smaller that
those used in the other BARC studies, and the extremely ne grid resolution
(up to 45  106 nodes were used).
3.1.2 Objectives
As previously said, blu-body ows are characterized by intrinsic unsteadi-
ness and tridimensionality, which sum up to the tridimensionality and the
unsteadiness due to turbulence. The specic case of the BARC conguration
is also characterize by a complex dynamics of the ow on the cylinder side,
with shear-layers detaching at the upstream cylinder corners and reattaching
on the cylinder side rather close the downstream corners, which adds to the
vortex shedding from the rear corners and to the complex unsteady dynamics
of the wake. A critical issue in the numerical simulation of such complex ows
86
3. Variational Multiscale Large-Eddy Simulations of the ow around a
rectangular cylinder
is turbulence modeling. It is known that RANS methods encounter diculties
in accurately predicting blu body ows, while large-eddy simulation (LES)
is certainly more promising from the viewpoint of accuracy. The basic idea
of large-eddy simulation is to directly simulate the ow scales that are larger
than a given dimension, while the smaller ones are eliminated by a ltering
operation applied to the governing equations. A closure model is needed
to close the LES equations, which should represent the eects on the large
scale motion of the unresolved scales (subgrid-scale model). In this context,
the present work is part of a research activity aimed at developing and vali-
dating methodologies for LES simulation of massively separated ows, with
the nal goal of the application to ows of industrial or engineering interest,
i.e. characterized by complex realistic geometries and a dynamics involving
a wide range of time and space scales. Our simulation strategy is based on
the following key ingredients : (i) unstructured grids, (ii) a second-order ac-
curate numerical scheme stabilized by a numerical viscosity proportional to
high-order space derivatives, and thus acting on a narrow band of smallest re-
solved scales and tuned by an ad-hoc parameter, (iii) Variational MultiScale
(VMS) large-eddy simulation (LES) combined with eddy-viscosity subgrid-
scale (SGS) models. We refer to Part II for a more detailed description of
these key ingredients. This strategy has previously been applied to the sim-
ulation of the ow around a circular cylinder at dierent Reynolds numbers
([92],[133]).
In particular, the simulations carried out in the present work are all bases
on the VMS-LES approach. A key feature of VMS-LES ([50]) is that the
subgrid-scale (SGS) model is only added to the smallest resolved scales. This
is aimed at reducing the excessive dissipation introduced also on the large
scales by non-dynamic eddy-viscosity SGS models, and this has been shown
to generally improve the behavior of these models, as happens, for instance,
for the Smagorinsky model in boundary layers (see e.g. [51]). Finally, the
additional costs of the VMS procedure remain very low also for complex
geometries and unstructured grids. Previous studies ([92],[133]) indicate that
VMS-LES can give more accurate results than classical LES on coarse grids.
As can be deduced for the brief overview in Sec. 3.1.1, the present one is the
only contribution to BARC using VMS-LES. Therefore, one of the aim of the
present work is to give a further assessment of the capabilities of this approach
through comparison with the other numerical contributions to BARC.
On the other hand, we also intend to give a contribution to characterize
the features and the dynamics of the BARC ow and to investigate how they
are related to the aerodynamics loads acting on the cylinder. In particular,
the eects of the closure model, grid renement and of the ow Reynolds
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number are investigated herein. The eects of the closure model in VMS-LES
simulations of the BARC benchmark are investigated here by considering two
dierent SGS eddy-viscosity models, namely the Smagorinsky (1963) and the
WALE ([85]) models. In VMS-LES, it is a priori expected ([50]) that the SGS
model has a reduced impact with respect to that in classical LES. However,
previous studies of the ow around a circular cylinder [92] indicated that
introduction of the proper amount of SGS viscosity is a crucial issue also
within the VMS-LES formulation.
The eects of Reynolds number are also studied by carrying out VMS-LES
simulations at two dierent values of ReD, based on the free-stream velocity,
and on the cylinder depth, namely ReD = 20000 and 40000. The eects of
Reynolds number were previously investigated by [70], but the analysis was
carried out in URANS simulations and mainly at an angle of incidence of 4.
Also the eect of the renement of the mesh is investigated herein. The
used grids are unstructured and have in all cases a resolution signicantly
coarser with respect to those employed in classical LES simulations of the
BARC benchmark ([12, 13, 131]) and in Detached-Eddy Simulation (DES)
ones ([71]).
3.2 Methodology
3.2.1 Large-eddy simulation approach
The code AERO, used in the present study, is a Navier-Stokes solver for
Newtonian, compressible and tridimensional ows. It permits to simulate
laminar ows and to use dierent turbulence models for RANS, LES and
hybrid RANS/LES approaches.
In classical large-eddy simulation a spatial lter is applied to the Navier-
Stokes equations in order to reduce the number of unknowns and to get rid
of the scales smaller than the lter width. Thus only the large scales are
computed while the small scales are modeled. The spatial lter considered
herein is implicitly applied by the numerical discretization.
The Navier-Stokes equations for a compressible Newtonian uid are con-
sidered. The density weighted Favre lter is introduced by a~and is dened
as ~f = ( f)=(), the over-line denoting the grid lter. Using the Einstein
summation convention they can be written as:8>>><>>>:
@
@t +
@(~uj)
@xj
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where  is the viscosity, p is the pressure, E is the total energy, ui is the
velocity component in the i direction, ~qj is the resolved heat ux. The tensorfij is dened as: fij =  2
3
gSkkij + 2fSij ; (3.1)
fSij being the resolved strain tensor:
fSij = 1
2
(
@~ui
@xj
+
@~uj
@xi
); (3.2)
In modeling the SGS terms resulting from ltering the Navier-Stokes equa-
tions, it is assumed that low compressibility eects are present in the SGS
uctuations. We also assume that the heat transfer and temperature gradi-
ents are moderate. The SGS term in the momentum equation is thus given
by the classical stress tensor:
M
(1)
ij = uiuj   eui euj (3.3)
and by the SGS term M
(2)
ij that takes into account the transport of viscous
terms due to the small scale uctuations. M
(2)
ij can be neglected because we
are interested in high Reynold number ows.
The isotropic part of Mij can also be neglected under the assumption of
low compressibility eects in the SGS uctuations. The deviatoric part, Tij
can be expressed by an eddy-viscosity term in accordance with the Smagorin-
sky model extended to a compressible ow [64]:
Tij =  2sgs(fSij   1
3
gSkk); (3.4)
sgs being the SGS viscosity.
In the total energy equation, the eect of the SGS uctuations, i.e. all the
SGS terms Qj(1), Qj(2) and Qj(3), are modeled by introducing a constant
SGS Prandtl number to be xed a priori:
Prsgs = Cp
sgs
Ksgs
; (3.5)
Ksgs is the SGS conductivity coecient. It takes into account the diusion of
total energy due to SGS uctuations. In the ltered and normalized equation
of energy, this term is added to the molecular conductivity coecient.
Two dierent eddy-viscosity SGS models are used in the present work to
model the SGS stress tensor. The rst one is the classical Smagorinsky model
and the second is the Wall-Adapting Local Eddy -Viscosity model (WALE).
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Smagorinsky model
The SGS eddy-viscosity Smagorinsky model is the best known closure model
([111]). It is well known that this model has some drawbacks but, thanks to
the simplicity of implementation and the low computational costs, it is very
attractive for complex industrial applications. For the classical Smagorinsky
model the eddy-viscosity sgs is dened as follows:
sgs = (Cs)
2jeSj; (3.6)
jeSj =q2fSijfSij ; (3.7)
where  is the lter width and Cs is a specic constant that must be
a priori assigned. The value typically used for shear ows of Cs = 0:1 is
adopted herein.
The grid width lter corresponding to the numerical discretization must
be computed. The lter for each grid element is dened herein as follows:
(l) = V ol(Tl)
1=3 (3.8)
in which V ol(Tl) is the volume of the lth tetrahedron of the mesh.
Many studies have shown that the value assigned to the constant Cs plays
an important role in the quality of the simulation. This value is generally
ow dependent. Moreover, the Smagorinsky model is characterized by the
following drawbacks:
1. a wrong behavior of the ow is predicted in the near wall region, Tij
not vanishing with the correct trend;
2. only a dissipative eect of the small scales is obtained and so it becomes
impossible to properly take into account the backscatter of energy from
the small scales to large scales;
3. it is not able to properly handle transition, since the SGS viscosity does
not vanish for laminar ows with shear.
These problems were partially overcame with the appearance of the dy-
namic version of the Smagorinsky model. In this method, the constant Cs is
calculated during the simulation and takes a local value, obtained from the
smallest resolved scales, which can be negative. This local value is calculated
using an algebric equation and applying a coarser lter than that used for the
ltering of the Navier-Stokes equations ([42]). This allows the above men-
tioned problems of the Smagorinsky model to be overcome. However, if too
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high uctuations in the value of Cs appear during a simulation, this can lead
to instabilities. On unstructured meshes, the increase in complexity is rather
large and also the computational costs. In contrast, the variational multiscale
(VMS) approach might be eective in obtaining a good compromise between
accuracy and computational requirements.
To improve the behavior in the near wall region, another solution is to
use other expressions for the turbulent viscosity term. The WALE model is
an examples of closure model of this type.
WALE model
The WALE (Wall-Adapting Local Eddy -Viscosity) model was introduced in
[85]. This model is based on the square of the velocity gradient tensor. It
detects the eects of the smallest resolved turbulent uctuations relevant for
the kinetic energy dissipation. Moreover it has the the correct behavior near
the walls without using a dynamic procedure neither a damping function. The
model produces zero eddy-viscosity in the case of pure shear being therefore
able to handle the laminar to turbulent transition.
The eddy-viscosity term wale is dened as:
wale = (Cw)
2
(SdijS
d
ij)
3=2
( Sij Sij)5=2 + (SdijS
d
ij)
5=4
(3.9)
where Cw is a constant and is xed to 0:5,
Sdij =
1
2
(g2ij + g
2
ji) 
1
3
ijg
2
kk (3.10)
the symmetric part of the tensor being
g2ij = gikgkj ; (3.11)
where gij =
@ ~ui
@xj
.
It has been shown that the WALE model is particularly eective in cases
of homogeneous isotropic turbulence as well as in turbulent pipe ow using
hybrid meshes ([85]).
3.2.2 Numerical method
The numerical code considered herein (AERO) employs unstructured, tetra-
hedral grids. A mixed nite-volume/nite-element method is used for the
space discretization. The nite-volume formulation is used for the convective
terms and the nite-elements (P1-Galerkin) for the diusive terms. The spa-
tial discretization scheme is vertex centered, i.e. all degrees of freedom are
located at the vertices.
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The computational domain is approximated by a polygonal domain. A
dual nite-volume grid is obtained by building a cell Ci around each vertex
i. The nite-volume cells are built by the rule of medians: the boundaries
between cells are made of triangular interface facets. Each of these facets
has a mid-edge, a facet centroid, and a tetrahedron centroid as vertices.
The convective uxes are discretized on this tessellation by a nite-volume
approach. The Roe scheme [100] (with low-Mach preconditioning) represents
the basic upwind component for the numerical evaluation of the convective
uxes F :Z
@Ci
F (W;~n)d w R(Wi;Wj ; ~n) =
F (Wi; ~n) + F (Wj ; ~n)
2| {z }
centered
  sdr(Wi;Wj ; ~n)| {z }
upwinding
(3.12)
dR(Wi;Wj ; ~n) = P
 1jPR(Wi;Wj ; ~n)jWj  Wi
2
(3.13)
in which Wi is the solution vector at the ith node, ~n is the normal to the cell
boundary and R is the Roe Matrix. The matrix P (Wi;Wj) is the Turkel-
type preconditioning term, introduced to avoid accuracy problems at low
Mach numbers ([48]). Note that, since it only appears in the upwind part of
the numerical uxes, the scheme remains consistent in time and can thus be
used for unsteady ow simulations. The parameter s has been introduced,
which directly controls the spatial dissipation of the scheme. It leads to a
full upwind scheme (the usual Roe scheme) when s = 1 and to a centered
scheme when s = 0.
The spatial accuracy of this scheme is only rst order. The MUSCL linear
reconstruction method (Monotone Upwind Schemes for Conservation Laws),
introduced by Van Leer [127], is therefore employed to increase the order
of accuracy of the Roe scheme. It is compatible with vertex-centered and
edge-based formulations, allowing rather easy and inexpensive higher-order
extensions of monotone upwind schemes on Cartesian grids. The basic idea
consists in expressing the Roe ux as a function of a reconstructed value of
W at the boundary between the two cells centered respectively at nodes i
and j. A reconstruction using a combination of dierent families of approx-
imate gradients is adopted [21]. This allows a numerical dissipation made
of sixth-order space derivatives to be obtained and thus is concentrated on
a narrow-band of the highest resolved frequencies. This is expected to limit
undesirable damping by numerical dissipation of the large scales. Moreover,
the parameter  directly controls the amount of introduced numerical viscos-
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ity and can be explicitly tuned in order to reduce it to the minimal amount
needed to stabilize the simulation. .
An implicit time advancing algorithm is used, based on a second-order
time-accurate backward dierence scheme, which involves an explicit time
derivative expressed only as a spatial residual, so that it does not depend on
time step length. A rst-order semi-discretization of the jacobians is adopted
together with a defect correction procedure ([73]). The resulting method is
second order accurate in space and time and allows stable calculations to be
carried out on very heterogeneous grids (with locally very small cells) and
for a large range of Mach numbers. For a more detailed description of the
AERO code, we refer to [20, 21, 91].
3.2.3 Variational Multiscale LES approach
In the VMS-LES approach, the ow variables are decomposed as follows
([50]):
W = W|{z}
LRS
+ W 0|{z}
SRS
+WSGS (3.14)
where W are the largest resolved scales, W 0 are the smallest resolved scales
and WSGS are the unresolved scales. This method does not compute WSGS ,
but models its eect by damping the scales which have a dimension compara-
ble with the discretization size, while preserving the Navier-Stokes model for
the largest resolved scales. Indeed, given an approximation space Vh, the un-
modied Navier-Stokes system for W is discretized on a coarser subspace of
Vh by means of a Galerkin formulation. In the complementary space, a LES
damping model which applies only on the SRS components is introduced. In
the present study, we follow the VMS approach proposed in [60] for the simu-
lation of compressible turbulent ows through a nite volume/nite element
discretization on unstructured tetrahedral grids.
Let  l be the nite-volume basis functions and l the nite-element basis
functions associated to the used grid. In order to obtain the VMS ow
decomposition, these can be expressed as :  l =  l +  
0
l and l =
l + 
0
l in
which the over-bar denotes the basis functions spanning the nite dimensional
LRS spaces and the prime those spanning the SRS spaces. The basis functions
of the LRS space are dened through a projector operator in the LRS space,
based on spatial average on macro cells (see [60]):
 k =
V ol(Ck)
j2IkV ol(Cj)
j2Ik j (3.15)
for nite-volumes, and
k =
V ol(Ck)
j2IkV ol(Cj)
j2Ikj (3.16)
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Figure 3.2: Cell agglomeration method
for nite-elements, where Cm(k) is the macro-cell containing the cell Ck and
Ik = j=Cj 2 Cm(k). The macro-cells are obtained starting from the grid
nite-volume cells by a process known as agglomeration [62] (see gure 3.2).
For our VMS-LES simulations, the closure term has the eddy-viscosity
expression given in Eq.3.4 together with the dierent denitions of the SGS
viscosities corresponding to the Smagorinsky and WALE models (Eqs. (3.6)
and (3.9) respectively). This term is computed as a function of the smallest
resolved scales W 0 (small-small approach [50]). More specically, the termZ


T 0r0k  d
 (3.17)
is added to the discretized momentum equation. In the previous expression,
we have
T 0ij =  0t(2S0ij  
2
3
S0kkij) (3.18)
S0ij =
1
2
(
@u0i
@xj
+
@u0j
@xi
) (3.19)
0t = sgs(W
0) (3.20)
sgs(W
0) being the SGS viscosity given by either the Smagorinsky or
the WALE model, expressed in terms of the SRS variables; u0i denotes the
component in the i direction of the SRS velocity. The SGS term in the energy
equation is treated in a similar manner. We refer to [60] and [92] for more
details on the adopted VMS-LES approach.
We just emphasize that the key point in VMS-LES is that SGS model,
which is in our case a non-dynamic eddy viscosity model, is applied only to
the SRS. This allows the excessive dissipation introduced by non-dynamic
eddy-viscosity SGS models also on the large scales to be reduced. Moreover,
in the case of the Smagorinsky model, the VMS formulation also corrects
94
3. Variational Multiscale Large-Eddy Simulations of the ow around a
rectangular cylinder
the behavior near solid walls and in laminar ows ([50]). Finally, it has
been inferred in [50] that the quality of the results of VMS-LES should be
less sensitive than those of classical LES to SGS modeling, and, for models
containing a free parameter, as those considered herein, to the value of the
model parameter. Nonetheless, in [92] a signicant sensitivity to the SGS
model was observed also in VMS-LES of the ow around a circular cylinder,
although reduced with respect to LES. In the present study, we keep the
model constants xed equal to classical values proposed in the literature,
but we compare the results given by the Smagorinsky and WALE models, in
order to investigate the impact of SGS modeling in VMS-LES of the BARC
ow conguration.
3.3 Flow conguration and simulation set-up
Simulations are carried out for the ow around a xed sharp-edged rectan-
gular cylinder with a chord-to-depth ratio, B=D, equal to 5. The angle of
attack is zero and two dierent values of the Reynolds number are consid-
ered, namely ReD = U1D= = 20000 and 40000, U1 being the free-stream
velocity, D the cylinder depth and  the uid kinematic viscosity. The free-
stream Mach number is set equal to M1 = 0:1 in order to make a sensible
comparison with incompressible simulations. Preconditioning is used to deal
with the low Mach number regime (see Ouvrard et al. [92] and also Section
3.2.2). The eect of the renement of the mesh is also investigated herein.
Two dierent meshes are considered: a coarse one GR1 and a ner one GR2.
The computational domain is the same as in [13], i.e. it is such that
 15:5  x=B  25:5,  15:1  y=B  15:1,  0:5  z=B  0:5, where x,
y and z denote the streamwise, transverse and spanwise directions respec-
tively, the cylinder center being located at x = y = z = 0 (see Figure 3.1).
In the spanwise direction, periodic boundary conditions are imposed, while
characteristic-based conditions [20] are used at the inow and outow as
well as on the lateral boundaries (y=B = 15:1). A slip condition is im-
posed on the velocity at a distance  from the wall. In our case we consider
 = 0:002D. The Reichart wall-law [49](see equation 3.23) is used to derive
the shear stresses caused by the presence of the wall. y+ is dened as a
non-dimensional parameter:
y+ =
uf

y: (3.21)
The velocity uf is also called friction velocity:
uf =
r
!

; (3.22)
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where ! is the shear stress at the wall. In the Reichardt wall law has the
following form:
u+ =
1
k
ln(1 + ky+) + 7:8(1  e  y
+
11   y
+
11
e 0:33y+) (3.23)
This law has the advantage of describing the velocity prole not only
in the logarithmic region of a turbulent boundary layer, 40  y+, but also
in the laminar sublayer, y+  3, and in the intermediate region. This also
guarantees correct asymptotic behavior at the wall of the SGS terms in the
Smagorinsky model.
The used grids are unstructured and made of tetrahedrons with approxi-
mately 2:09 105 cells for the coarse one (GR1), see Figure 3.3(a) and 9:5 105
cells for the ner one (GR2), see Figure 3.3(b). The minimum grid resolution
in the spanwise direction, i.e. those of the nodes on the cylinder surface, is
constant: zmin=D = 0:2085 for GR1 and zmin=D = 0:05 for GR2, see also
Table 3.1. The grid resolution grows and becomes non-homogeneous moving
away from the cylinder, so that the maximum values are: zmax=D = 1 for
GR1 and zmax=D = 2:5 for GR2.
Grid xmin ymin zmin
GR1 0.05 0.0412 0.2085
GR2 0.025 0.0213 0.05
Table 3.1: Grid characteristics
Because the spatial discretization is vertex centered we consider nw as
being the normal distance from the wall of the rst node layer closest to the
wall, see Figure 3.4. For GR1 its maximum value is max(nw) = 0:0489D, its
minimum min(nw) = 0:0412D and its averaged value is avg(nw) = 0:0441D.
For GR2 the nw values are: max(nw) = 0:0236D, min(nw) = 0:0213D and
avg(nw) = 0:023D. It is estimated a posteriori that the rst node is located
approximately at y+ 2 [1; 20] in GR1 and y+ 2 [0:9; 14] in GR2. The non-
dimensional parameters x+ and z+ are dened the same way as y+ in equation
(3.21) and they have the presented in Table 3.2.
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(a) GR1
(b) GR2
Figure 3.3: Grids used; 2D zoom on the horizontal plane at z = 0
Grid x+min x
+
avg x
+
max y
+
min y
+
avg y
+
max z
+
min z
+
avg z
+
max
GR1 25 206 500 1 9 20 104 861 2084
GR2 12,5 44,5 173 0.9 4 14 25 90 347
Table 3.2: Non-dimensional parameters values for the cases S2 and
S2r
The maximum values are quite large; this because, thanks to the capabil-
ity of unstructured grids, a very coarse resolution can be used far from the
cylinder in order to reduce the total number of nodes.
As for modeling, we recall that the Smagorinsky and WALE models were
used in the VMS-LES approach and the free parameter in the WALE SGS
3.3 Flow conguration and simulation set-up 97
Figure 3.4: Space grid conventions
model is set equal to Cw = 0:5, as suggested in [85] and the one in the
Smagorinsky model equal to Cs = 0:1; the lter width is dened as the third
root of the volume of the grid elements ([92]), and the macro-cells used in
the VMS procedure are obtained from the nite-volume cells associated to
the computational grid by means of one level of agglomeration, see Section
3.2.1.
The results of six dierent VMS-LES simulations are presented herein
plus one with no SGS model (NS2r) in Appendix B.1. We are interested in
investigating the sensitivity to the SGS model, grid resolution and Reynolds
number. Therefore, for each of the SGS models three dierent simulations
were carried out: ReD = 20000 on GR1 (S2 and W2) and on GR2 (S2r and
W2r) and ReD = 40000 on GR1 (S4 and W4).
As for numerics, the parameter controlling the amount of numerical vis-
cosity, s, dened in Section 3.2.2, is set to 0:3 for the simulations S2 and
S4, while it is increased to 0:5 for the other four simulation. This increment
of the value of s is due to some numerical stability problems. Nonetheless,
it has been observed in our previous studies that for this range of values the
impact of numerical viscosity on the results may be considered negligible (see
e.g. [21] and [92]).
In all cases, the governing equations were advanced in time starting from
initial conditions in which the velocity is assumed to be uniform and equal to
the free-stream velocity. The adopted time step is xed such that the CFL
number is equal to 20. A preliminary sensitivity analysis was carried out by
varying the CFL number from 10 to 30 and no signicant dierences were
observed in the results.
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The simulations have been performed thanks to the Cineca PC cluster
(IBM Power6, 4.7 GHz,21 TB (128 GB/node)) and to the Caspur PC cluster
(IBM SP, 2-way quad-core Opteron 2.1GHz with 16 GB of RAM/node). The
simulations for the coarse grid were performed using eight processors and the
simulations on GR2 using 48 processors. The simulations W2, W4 and W2r
were carried out on the Caspur cluster, using for W2 a total of 100h 8 and
for the simulation W2r 100h 48.
3.4 Results and analysis
The time behavior of the computed aerodynamic loads, namely the lift and
drag coecients, obtained in the dierent simulations as a function of the
non-dimensional time tU=D are shown in Figures 3.5, 3.6, 3.7.
The aerodynamic force coecients are dened as follows:
Cl =
l
1=2U2S
Cd =
d
1=2U2S
where l is the global lift and d is the global drag,  and U are the free-stream
ow density and velocity and S is the reference surface. U is also considered
the reference velocity and S in our case is equal to D  L.
The shear-layers detach at the upstream cylinder corners and reattach on
the cylinder side rather close the downstream corners. This, added to the
vortex shedding from the rear corners and to the dynamics of the wake, leads
to a complex unsteady ow. A transient regime can be observed for the rst
time units; later on, a periodic regime, with amplitude modulations much
larger for Cl than for Cd, is observed. The transient regime length is around
90 non-dimensional time units for all six cases, see Table 3.3. This behavior
is very similar to the one obtained in the LES simulation in [13].
The convergence of the mean values and root mean square of the drag and
lift coecients have been checked for increasing extents of the time interval,
tn, used to compute the statistics. The results of the convergence check for
each simulation are reported in Appendix B.2. Also a similar convergence
analysis for the Strouhal number is carried out in all the simulations, see
Appendix B.3. The Strouhal number is an adimensional parameter and is
dened as:
StD =
fD
U
where f is the peak frequency in the spectrum of the time uctuations of Cl
and is a measure of the vortex shedding frequency.
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Figure 3.5: Time behavior of the drag and lift coecients for the
simulations S2 and S4
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Figure 3.6: Time behavior of the drag and lift coecients for the
simulations W2 and W4
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Figure 3.7: Time behavior of the drag and lift coecients for the
simulations S2r and W2r
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Figure 3.8: Mean streamwise velocity prole along the X axis in
the cylinder wake for dierent sampling intervals (S2)
As an example of the sensitivity of averaged quantities to the time-
averaging intervals, the mean streamwise velocity proles along the x axis
downstream the cylinder are shown in Figure 3.8 for dierent intervals (sim-
ulation S2). The proles are practically overlapping, and, thus, the statistical
convergence of the mean velocity eld seems to be good. The same behavior
has been obtained for the other simulations.
The convergence analysis led to the choice of tn reported in Table 3.3
for the dierent simulations.
Case Time
interval
tn Vortex-
shedding
cycles
S2 90-900 810 95
S4 90-908 818 105
S2r 90-1335 1245 218
W2 90-1000 910 118
W4 90-1000 910 113
W2r 90-1420 1330 247
Table 3.3: Time intervals
The main ow bulk parameters obtained in the simulations studied in the
present work are shown in Table 3.4. The experimental and numerical results
available in the literature are presented together with the results from other
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participants to the benchmark in Table 3.5 and Table 3.6 respectively. The
bulk parameters of experiments carried out in the framework of the BARC
benchmark are available only for Schewe [103, 104] and Bartoli et al. [6].
Case mean(Cd) mean(Cl) rms(Cd) rms(Cl)
S2 0.98 -0.097 0.064 0.65
S4 0.97 0.0043 0.055 0.52
S2r 0.96 0.0022 0.042 0.35
W2 0.98 -0.07 0.054 0.52
W4 0.99 -0.07 0.045 0.38
W2r 0.97 -0.1 0.032 0.29
Table 3.4: Bulk ow parameters
Table 3.5: Bulk parameters. Experimental data
mean(Cd) mean(Cl) std(Cl) StD
Bartoli et al. [6] { { { 0.12
Schewe [103, 104] 1.029  0  0:4 0.111
Nakamura and Mizota [80]  1 { { {
Nakamura and Yoshimura [83]  1 { { {
Nakamura and Yoshimura [84] { { { 0.115
Nakamura et al. [82] { { { 0.118
Okajima et al.(1982)1 { { { 0.115
Okajima (1983)1 { { { 0.105
Parker and Welsh [93] { { { 0.105
Stokes and Welsh [116] { { { 0.105
Knisely [59] { { { 0.106
Matsumoto (2005)1  1 { { 0.132
Ricciardelli and Marra [96] { { { 0.116
1 Reported in Mannini et al. [71]
From Table 3.4 it can be observed that in all the simulations presented
herein similar predictions of mean(Cd) are obtained, ranging between 0:96
and 0:99. These values are in good agreement with the available experimental
data and also with the numerical results, which are all very close to 1, except
for a few values that are considerable larger than the others (Arslan et al.
[4] and Wei and Kareem [131]). These values may be due to the fact that
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Table 3.6: Bulk parameters. Numerical results
mean(Cd) mean(Cl) std(Cl) StD
Arslan et al. [4] 0.984 - 1.39 - 0.59 - 0.84 0.07 - 0.16
Mannini and Schewe [69] 0.968 - 1.071 0.0032 - 0.047 0.42 - 1.075 0.094 - 0.102
Mannini et al. [70] 1.015 - 1.172 - 0.108-1.12 0.087 - 0.105
Mannini et al. [71] 0.965 - 1.016 -0.087 - 0.085 0.173 - 0.553 0.087 - 0.119
Ribeiro [95] 1.17 - 0.9 0.073
Bruno et al. [11]1 0.96 - 1.03 -0.315 - -0.0024 0.2 - 0.73 0.112 - 0.122
Bruno et al. [12] 1.03 { 0.73 0.112
Wei and Kareem [131] 1.165{1.305 -0.33{0.42 0.495{1.465 {
Shimada and Ishihara [106] 0.975 { 0.03 { 0.12 0.103-0.119
1 Also in Grozescu et al. [45]
Arslan et al. [4] uses a 2D LES approach and that Wei and Kareem [131] has
a small domain in the spanwise direction.
The time uctuations of lift std(Cl), however, are very sensitive even to
small modication of the ow dynamics and, in particular, to the character-
istics of the ow on the cylinder side surface. A large spreading is observed
also in the literature for this quantity. Compared with the only available
experimental data, most of the numerical results in the literature are larger.
As for the present simulations, the impact of the SGS model on this quantity
is large(S2 vs. W2, S2r vs. W2r) and the grid eects are also very strong
(S2 vs. S2r, W2 vs. W2r). It can be also observed that the Reynold number
eects are not negligible (S2 vs. S4, W2 vs. W4). Considering these obser-
vations, modications are expected in the ow topology and in the pressure
distribution on the cylinder in the present simulations when the dierent
parameters are varied.
Finally, for our simulations the mean(Cl) is always rather low, as ex-
pected, except for the simulation W2r. Because a check of the convergence
of the averaged quantities was made it may be assumed that a value sig-
nicantly dierent from zero is an indication of an asymmetry of the mean
ow. Indeed, for the W2r simulation, the mean ow has been found to be
noticeably asymmetric. This feature will be analyzed in Sections 3.4.1 and
3.4.2. Wei and Kareem [131] and Bruno et al. [13] also found rather high
values for mean(Cl). This may be due to a small time interval used to com-
pute the average quantities. Nonetheless, in Bruno et al. [13] a check of the
convergence of the averaged quantities is made, and, hence,in this case, the
statistical sample may be assumed to be adequate. Therefore, it can be ar-
gued that, like in our W2r case, this is due to a signicant asymmetry in the
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mean ow.
3.4.1 Mean ow topology
The topology of the mean ow around the cylinder is shown in Figure 3.9
and 3.10, where the streamlines obtained from the velocity eld averaged in
time are plotted on the plane at z = 0. In Figure 3.11 a zoom in the region
just downstream the lower upstream corner of the cylinder is presented.
First, in order to prove the homogeneity of the solution averaged in time,
in Figures 3.12 and 3.13 the streamlines in ve dierent cuts along the span-
wise direction are presented for the case S2r. No signicant dierences are
observed. The time-averaged solutions of the other simulations are also ho-
mogeneous in the spanwise direction. Only the ones obtained on the coarser
grid are characterized by a small amount of non-homogeneity in the corners
region due to the insucient number of nodes of the grid.
We will therefore analyze in details the mean ow topology obtained in
the present simulations on the plane at z = 0. For both the simulations
carried out on the rened grid we nd a mean ow pattern very similar
to that in Figure 3.14 taken from a large eddy-simulation of the same ow
conguration [13]. In this gure the streamlines of the solution averaged
in time and along the spanwise direction are plotted in the upper part of
the gure while a synthetic sketch of the recognized mean ow structures
is plotted in the lower part. The mean ow separates at the leading edge
and reattaches just upstream the trailing edge. The main vortex shows an
inclined major axis. In our cases this axis is just slightly inclined, less than in
Figure 3.14. In this gure, Bruno et al. [13] individuates a thin recirculation
region, clearly visible close to the lateral wall, between the main vortex and
the separation point. In a large ow region between the main vortex and the
recirculation region, called inner \region ", no mean structures can be easily
recognized.
Let us analyze, now, in more details the features of the mean ow topology
obtained in the present simulations (Figure 3.9 and 3.10). As said before, in
all cases, a large recirculation region on the cylinder side and one in the wake
immediately behind the cylinder are clearly visible. However, their charac-
teristics are not the same for the dierent simulations. In order to assess the
dierences, we start by evaluating the length of the mean recirculation zone
on the cylinder sides, xr, see Table 3.7. xr represents the x coordinate of the
reattachment point, which has been estimated from the mean velocity eld;
x+r and x
 
r are the coordinates of the reattachment point on the upper and
lower sides of the cylinder. An asymmetry between the length of the lower
recirculation zone and length of the upper one can be observed in Table 3.7.
Therefore we computed and reported in Table 3.7 xr =j x+   x  j. The
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(a) S2
(b) S4
(c) S2r
Figure 3.9: Mean streamlines on the z = 0 plane. Simulations with
the Smagorinsky model
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(a) W2
(b) W4
(c) W2r
Figure 3.10: Mean streamlines on the z = 0 plane. Simulations
with the WALE model
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(a) S2 (b) S4
(c) S2r (d) W2
(e) W4 (f) W2r
Figure 3.11: Zoom of the mean streamlines on the plane z = 0
near the lower upstream corner of the cylinder
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(a) z = 2
(b) z = 1
(c) z = 0
Figure 3.12: S20r cuts on dierent spanwise planes at z = 2; 1; 0
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(a) z =  1
(b) z =  2
Figure 3.13: S20r cuts on dierent spanwise planes at z =  1; 2
Figure 3.14: Flow pattern described in Bruno et al. [13]
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most asymmetric case is found to be W4, followed by W2r. Following the
convergence analysis in Appendix B.2, it can be inferred that this asymmetry
is not due to a lack of statistical convergence. Furthermore, at least for W2r
and W4, it can be excluded that the computed value of xr be completely
due to errors in the estimation of x+r and x
 
r . The issue of the asymmetry of
the mean ow will be discussed in more details in the following.
Case x+r x
 
r xr
S2 2.1 1.98 0.12
S4 1.65 1.68 0.03
S2r 1.64 1.55 0.09
W2 1.93 1.88 0.05
W4 1.25 1 0.25
W2r 1.24 1.04 0.2
Table 3.7: The x coordinates of the main vortex reattachment
points on both sides of the cylinder
The coordinates of the main vortex cores (x+c ,y
+
c - for the upper core, and
x c ,y c - for the lower core) are evaluated in Table 3.8 along with the values
xc =j x+c   x c j and yc =j y+c   y c j.
Case x+c y
+
c x
 
c y
 
c xc yc
S2 0.09 0.805 0.03 -0.805 0.06 0
S4 -0.97 0.76 -0.6 -0.76 0.37 0
S2r -0.17 0.82 -0.14 -0.83 0.03 0.01
W2 -0.54 0.78 -0.64 -0.78 0.1 0
W4 -1.21 0.72 -1 -0.74 0.21 0.02
W2r -0.4 0.79 -0.6 -0.79 0.2 0
Table 3.8: Main vortex core coordinates
For the cases S2 and S4 the cores of the vortex in the lower part of the
cylinder are not very well dened. S4 has 2 vortexes inside the main vortex
(x c =  0:56, x c =  0:64) and S2 has 3 vortexes(in the table the coordinates
of the right vortex core are specied).
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Case xr=D
Bruno et al. [13] 2.165
Bruno et al. in Grozescu et al. [45] 1.215
Mannini et al. [70] (URANS) 2.15
Mannini et al. [71] (DES) 2.25
Matsumoto et al. [76] 1.875
Table 3.9: Recirculation regions lengths in the literature
Table 3.9 reports the values of xr obtained in dierent simulations and
in one experiment in the literature for reference. Analyzing the streamlines
presented above together with Tables 3.7 and 3.8 the following conclusions
on the eects of the dierent considered parameters can be drawn.
1. Increasing the Reynolds number the length of the main vortexes de-
creases considerably, the core of the vertex moves upstream and the
normal distance of the core to the surface slightly decreases (see S2 vs
S4 and W2 vs W4). For instance, the reattachment point on the cylin-
der side is located approximately at xr = 2D for the simulation S2,
while it moves upstream as the Reynolds number increases (xr ' 1:7D
for S4).
2. Rening the grid a secondary recirculation zone downstream the lead-
ing corner is observed, the center of the primary vortex moves slightly
downstream and at a larger normal distance from the side surface, see
Tables 3.7 and 3.8. The reattachment point moves upstream and the
curvature of the mean streamlines is larger (S2 vs S2r and W2 vs W2r).
3. The previous trends are observed for both SGS models even though the
quantitative results are dierent.
4. The SGS model has a strong eect on the prediction of the reattach-
ment point; indeed, in the simulations with the WALE model it is
always upstream that the one in the corresponding simulation with
the Smagorinsky model. Indeed, in the simulations with the WALE
model the main vortexes are shorter and their core is placed upstream
than the main vortexes in the the corresponding simulations with the
Smagorinsky model.
As for the comparison with the data in the literature, the location of the
reattachment point obtained in the highly resolved LES in [47] is signicantly
more upstream than in the other cases and it is in better agreement with the
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present simulations with the WALE model W4 and W2r, while the remaining
ones give xr predictions closer with the other data reported in Table 3.9.
Summarizing, the length and shape of the mean streamlines are dierent
for the dierent simulations and this may explain the dierent behavior of
the mean pressure coecient which will be analyzed in the following section.
3.4.2 Pressure distribution over the cylinder surface
The mean pressure coecient is plotted in Figure 3.15 as a function of the co-
ordinate s on the upper side of the cylinder (dened in Figure 3.4) and com-
pared with the numerical (Figure 3.15(top gure)) and experimental (bot-
tom) data in literature. Small wiggles are observed in the present simulations
at the cylinder corners. This is due to numerical problems connected with
a too coarse grid resolution and, indeed, the wiggles are reduced on GR2.
They could be eliminated by carrying out a further local renement. Except
for this zone, all the present results are well inside the experimental range
and in good agreement with the values of other numerical contributions to
the benchmark. It seems that the numerical results taken from literature are
less scattered that the experimental results, even though dierent numerical
approaches were used.
The Cp given by the simulation of Wei and Kareem [131] IDDESB (Im-
proved Delayed Detached Eddy Simulation) presents the largest dierence
when compared to the other numerical curves shown in gure. This simu-
lation is characterized by very ne grid resolution, but the prediction of Cp
might be aected by the small extent of the computational domain in the
spanwise direction and, therefore, by blockage eects (see Figure 3.15).
Mannini et al. [71] used for the numerical simulation the following ap-
proaches: Unsteady Reynolds Averaged Navier Stokes equation - Linearised
Explicit Algebraic model (URANS-LEA), 1-equation SpalartAllmaras model
(SA) Detached Eddy Simulation (DES) - Matrix Divergence (MD) and SA
DES-SD (Scalar Divergence). Bruno et al. [13] used for the simulations the
classical LES approach in which the equation system is closed by a transport
equation for the kinetic energy of the unresolved stresses.
In Figure 3.16 (upper gure) the standard deviation of the pressure coef-
cient (fCp) is plotted on the cylinder upper surface and compared with some
numerical results. In Figure 3.16 (bottom) our results are compared with
some of the existing experimental results. There are no available results for
the fCp of the simulation S4. It has been observed that the standard devia-
tion of the pressure coecient is highly sensitive to the models, conditions
and parameters used for the simulations. Indeed, a large scatter is observed
in both experimental and numerical results. The results presented herein
are inside the experimental range and close to the experimental results, but
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higher than most of the numerical results obtained by the other contributors
to the benchmark. In the present gures, however, only part of the available
numerical results are plotted for the sake of brevity.
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Figure 3.15: Mean pressure coecient at the cylinder surface. The
blue line represents the S2 case, the red one S4, the black one S2r;
the cyan line represents the W2 case, the magenta one W4 and the
green one W2r. The numerical data from Wei and Kareem [131] refer
to a Reynolds number of 10e + 4, the one from Bruno et al. [13] to
Re = 4e+4 and the ones from Mannini et al. [71] to Re = 2:64e+4
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Figure 3.16: Standard deviation of the pressure coecient at the
cylinder surface. The lines and symbols are the same as the ones
used in Figure 3.15
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Let us now analyze in more details the eects of the dierent parameters
on our results. The inuence of the Reynolds number on the mean pressure
distribution can be observed in Figure 3.17 where the comparison S2 vs S4
and W2 vs W4 are displayed. Increasing the Reynolds number the minimum
value of Cp decreases as well as the length of the plateau, being in good
agreement with the decreasing length of the main recirculation zone (Table
3.7 and Figures 3.9 and 3.10). For all the cases the length of the pressure co-
ecient plateau corresponds to the length from the leading corner to roughly
the center of the main vortex. It can be remarked that, for both considered
SGS models, the trend with the Reynolds number remains the same.
The SGS model (Figure 3.18) and the grid renement (Figure 3.19) have
also an impact on the mean pressure coecient distribution results. It is in
agreement with what was observed earlier regarding the eects of the dierent
parameters on the mean ow topology on the cylinder side in Section 3.4.1.
In VMS-LES simulations the eect of the SGS model is a-priori expected
to be limited, since it is added only to the smallest resolved scales. Nonethe-
less, on the grid GR1 the contribution of the SGS model may be expected
to be signicant due to the grid coarseness. The impact of the SGS model
observed in the present analysis for the rened grid is indeed less important
than for the coarser grid, see Figure 3.19. Further analyzing Figure 3.18 and
Figure 3.19 it can be observed that for the WALE simulations the maximum
suction value is lower and the Cp plateau on the cylinder side is shorter and
this is again consistent with the trend previously observed for the position
and length of the main mean recirculation region on the cylinder side (see
Table3.7).
On the other hand, it can be seen that the base pressure is practically
the same for all the cases, consistently with the fact that the mean drag
coecient is almost the same for all the present simulations. (see Table 3.4).
Let us analyze now the eects of grid renement, see Figure 3.20. As it
was possible to see in Section 3.4.1 the topology of the ow for the simulations
carried out on the rened grid changes and a secondary recirculation zone
appears at the upstream corners. The length of the Cp plateau downstream
the separation point is shorter for the simulations on GR2 with respect to the
ones on GR1, which is in good agreement with the dimensions of the main
mean recirculation region presented in Table 3.7.
The Cp distributions on the lateral cylinder side is characterized, as said
earlier, by a plateau in the upstream zone, where almost constant low pressure
can be observed and, in the downstream zone, by a zone where the pressure
starts to increase. This evolution is in correlation with the streamlines. A
short recirculation zone determines a larger normal distance from the side
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Figure 3.17: Mean pressure coecient at the cylinder surface. Sen-
sitivity to the Reynolds number
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Figure 3.18: Mean pressure coecient at the cylinder surface. Sen-
sitivity to the SGS model; GR1
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Figure 3.20: Mean pressure coecient at the cylinder surface. Grid
renement analysis
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surface to the center of the vortex (see Table 3.8), higher curvature of the
mean streamlines, that in terms of Cp can be translated in a rapid increase of
Cp with an abrupt slope. The base pressure is slightly dierent for the cases
S2 and S2r. The same small inuence can be observed also on the mean
drag coecient value (see Table 3.4). We may consider however that this
dierence is negligible with respect to the dierences observed in the mean
Cp distribution on the cylinder side. As previously said and consistently
with the dispersion of the data in the literature, the standard deviation of Cp
obtained in our simulations varies signicantly. Analyzing the distribution of
the standard deviation of the pressure coecient fCp presented in Figure 3.16
some trends can however be identied. For instance, it can be seen that the
uctuations in the upstream part of the cylinder surface for the simulations
made using the WALE SGS model are larger that for the ones made with the
Smagorinsky SGS model. It seems therefore that the WALE model acts like a
less viscous model when compared to the Smagorinsky model. The maximum
values of fCp corresponds approximatively to the reattachment point of the
main vortex (see Table 3.7) and thus the peaks of the WALE cases are placed
slightly more upstream than in the other cases.
In order to further examine the asymmetries observed in the mean ow
in Section 3.4.1, Cp and fCp are dened as follows and plotted in Figure
3.21 and Figure 3.22
Cp = Cpupper   Cplower (3.24)
fCp = fCpupper  fCplower (3.25)
where 'upper' refers to the upper face of the cylinder and 'lower' to the lower
part.
It can be observed that fCp and Cp are larger for the cases simulated
on the coarse grid than for the ones simulated on the ner grid. It seems
that in terms of Cp the simulation W4 reaches the largest asymmetry peak
(see Figure 3.21) and that the simulation S2r is the most symmetric. The
small wiggles observed at the cylinder corners are due to numerical problems
connected with a too coarse grid resolution. Indeed, the wiggles are reduced
on GR2, as it was observed also in the Cp presented previously in this Section.
We also analyze the dierences in terms of percentage relative dierences:
Cp(%) =
Cp
avg(Cp)
 100
fCp(%) = fCp
avg(fCp)  100
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Figure 3.21: Dierence between the mean pressure coecient at
symmetric locations on the upper and lower cylinder surfaces. Top:
simulations with the Smagorinsky model; bottom: simulations with
the WALE model.
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Figure 3.22: Dierence between the standard deviation of the pres-
sure coecient at symmetric locations on the upper and lower cylin-
der surfaces. Top: simulations with the Smagorinsky model; bottom:
simulations with the WALE model.
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Case Cpavg Cpmax Cp(%)
S2 0.027 0.062 3.7
S4 0.012 0.05 3.83
S2r 0.0077 0.063 1.3
W2 0.017 0.037 5.72
W4 0.035 0.089 2.22
W2r 0.021 0.066 2.83
Table 3.10: Bulk ow parameters
where avg(Cp) and avg(fCp) represent the mean values obtained by averaging
the results of the lower and upper surfaces. These are plotted in Figures 3.23
and 3.24.
This conrms that the WALE cases are the ones with larger asymmetry.
We recall that the asymmetry is not due to a too short time interval con-
sidered for computing the statistics of the simulation since we checked the
convergence of statistical quantities (see Appendix B.2 and Section 3.4).
In order to do a more quantitative assessment of the asymmetries we
dene and analyze:
Cpmax = max(j Cpupper(x)  Cplower(x) j) (3.26)
Cpavg = avg(j Cpupper(x)  Cplower(x) j) (3.27)
Cp(%) = max
j Cpupper(x)  Cplower(x) j
(Cpupper(x)  Cplower(x))=2
 100 (3.28)
The results are presented in Table 3.10. The points at the corners are
excluded for the simulations carried out on the coarse grid because the large
dierences observed in that region are, as previously discussed, due to numer-
ical errors and hence they are not signicant for the present analysis, aimed
at ascertaining whether an asymmetry of the mean ow is actually present.
Examining the values obtained in Table 3.10 we notice that indeed the
simulation W4 has the largest peak of asymmetry but it is not the most
asymmetric case in terms of percent dierences, this being W2. It can be
remarked that by rening the grid the asymmetry decreases. Bruno et al.
[12] found that by increasing the grid resolution in the spanwise direction
the asymmetry becomes larger up to a value of Cp(%) = 39, see Table
3.11. This is in contrast with the trend observed in the present study. Note,
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Figure 3.23: Percentage dierence between Cp over the upper and
lower surfaces. Top: simulations with the Smagorinsky model; bot-
tom: simulations with the WALE model.
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Figure 3.24: Percentage dierence between the standard deviation
of the Cp over the upper and lower surfaces. Top: simulations with
the Smagorinsky model; bottom: simulations with the WALE model.
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Case Notes Cpmax Cp(%)
Bronkhorst et al. [10]  = 0 0.12 13.6
Bruno et al. [11] =D = 0:21 0.02 2.2
Bruno et al. [11] =D = 0:10 0.15 24
Bruno et al. [11] =D = 0:05 0.21 39
Ribeiro [95] URANS 0.005 1.6
Table 3.11: Asymmetry fo the mean pressure coecient found in
dierent studies in the literature
however, that we performed grid renement in all the directions, while Bruno
et al. [12]perform an analysis to grid renement only in the spanwise direction
reaching much ner resolution than for our simulations (see Table 3.11). Ex-
perimental results are available in Bronkhorst et al. [10] for  = 0 where an
asymmetry of Cp(%) = 13:6 was found. The amount of asymmetry found in
our simulations remain signicantly lower also than this experimental value.
All of the results presented above are relative to the solution averaged in
time on the plane z = 0. In order to conrm the previous observations, the
absolute value of the dierence between the mean pressure coecient of the
upper and lower surface of the cylinder is plotted at dierent Z locations in
Figures 3.25, 3.26 and 3.27.
First of all, it can be seen that there are no signicant 3D eects on the
dierences, and, thus, the observations made previously for z = 0 have gen-
eral validity. In all the gures presented above it is evident that the leading
and trailing corners zones present the wiggles observed also in the Cp graphs
(Figure 3.15). As noticed before, by rening the grid the dierence in the Cp
values in these zones are not so large anymore and it can be seen that the
zone where the wiggles can be observed is less extended. Also the asymmetry
zones become more compact and better dened. The same behavior can be
observed in Tables 3.7 and 3.10. The case W4 is the most asymmetric, hav-
ing peaks of asymmetry of 10% and a large zone with 8% of asymmetry (see
Figure 3.26). The case S2r is the most symmetric case. For the simulations
that use Smagorinsky SGS model on GR1 the solution is more asymmetric
for the smaller Reynolds number, the opposite can be said about the sim-
ulations carried out with the WALE SGS model. The same conclusion was
also drawn from the analysis made before (see Section 3.4.1 and Table 3.10).
In all cases it seems that the zone where the asymmetry is always present
is the zone contained between the center of the vortex and the end of the
main separation zone. This nding is not in agreement with the results by
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Figure 3.25: Absolute value of the dierence between the pressure
coecient of the upper and the lower surfaces of the cylinder for the
cases S2 and W2
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Figure 3.26: Absolute value of the dierence between the pressure
coecient of the upper and the lower surfaces of the cylinder for the
cases S4 and W4
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Figure 3.27: Absolute value of the dierence between the pressure
coecient of the upper and the lower surfaces of the cylinder for the
cases S2r and W2r
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Figure 3.28: Analyzed lines position scheme
Bruno et al. [12], in which the most asymmetric zones were located between
the leading corners of the cylinder and the vortex core.
3.4.3 Mean wake ow topology
In order to better understand the ow topology in the wake, we investigate
the mean values of the streamwise velocity u in the center of the wake along
the x axis on the line l1 (y=D = 0, z = 0) and also the proles along the
vertical straight lines l2 (x=D = 2:5, z = 0), l3 (x=D = 3, z = 0), l4
(x=D = 3:5, z = 0), l5 (x=D = 4, z = 0), l6 (x=D = 4:5, z = 0) dened in
Figure 3.28.
The velocity prole along l1 (see Figure 3.29) gives us signicant infor-
mation about the recirculation zone length xb=D, the minimum value of the
velocity reached inside it and also about the velocity recovery ux=80 (also re-
ported in Table 3.12). The velocity recovery is computed at x = 80 because
at that point the mean streamwise velocity u reaches a constant value. As
it can be seen the length of the mean recirculation region in the near wake
is in good accordance with the results in the literature presented in Table
3.13. It can be seen that the SGS model and the grid renement have a
noticeable but small impact inside the recirculation region. Note how the
minimum velocity obtained with the grid GR2 is slightly dierent from those
obtained in the simulations with the grid GR1, especially for the simulations
with the Samgorinsky model. The grid renement seems to slightly aect
also the velocity recovery in the far wake. The simulations on the coarse
grid, GR1, that use the WALE SGS model reach lower values of the mean
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Figure 3.29: Mean values of the streamwise velocity along the
straight line l1
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Case umin xb=D uX=80
S2 -0.09 3.2 0.92
S4 -0.10 3.33 0.93
S2r -0.14 3.4 0.9
W2 -0.11 3.4 0.93
W4 -0.15 3.5 0.92
W2r -0.16 3.41 0.9
Table 3.12: Main ow parameters in the wake
Case xb=D
Bruno et al. [13] 3.26
Mannini et al. [70] (URANS) 3.15
Mannini et al. [71] (DES) 3.47
Galli [40] 3.62
Table 3.13: Recirculation region lengths in the literature
velocity in the recirculation region than the simulation carried out with the
Smagorinsky SGS model.
Considering the coordinates of the cores of the mean recirculation bubble,
presented in Table 3.14, only small dierences can be observed. The cores
move slightly downstream for the simulations on GR2 and also by increasing
the Reynolds number. The asymmetries in the position and dimensions of
the mean vortexes in the wake is lower than that observed for the main recir-
culation region on the lateral sides, discussed in Section 3.4.1. Summarizing,
the mean ow topology in the near wake seems to be only slightly sensitive to
the dierent parameters and clearly much less than the ow on the cylinder
sides. Therefore, we do not carry out further detailed analysis of the eects
of the single parameters.
The proles of the mean values of the streamwise velocity in the sections
dened above are presented in Figure 3.29. The simulation W4 is character-
ized by a noticeable asymmetry in all the proles presented. Moving away
from the cylinder the asymmetry seems however to become smaller.
The observation made earlier that the asymmetry for the W4 case be-
comes smaller by moving away from the cylinder is in fact veried by the
results presented in Table 3.15, where yw = y
+
w + y
 
w are shown. It can
be seen that the same trend is followed by all the cases. By moving away
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Case x+b y
+
b x
 
b y
 
b xb yb
S2 2.77 0.27 2.78 -0.23 0.01 0.04
S4 2.81 0.27 2.86 -0.27 0.05 0
S2r 2.9 0.24 2.9 -0.25 0 0.01
W2 2.85 0.29 2.91 -0.25 0.06 0.04
W4 2.9 0.265 2.88 -0.25 0.02 0.015
W2r 2.95 0.24 2.91 -0.24 0.04 0
Table 3.14: Coordinates of the mean recirculation bubble cores
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Figure 3.29: Mean values of the streamwise velocity along the
straight line l2
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Figure 3.29: Mean values of the streamwise velocity along the
straight lines l3 and l4
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Figure 3.29: Mean values of the streamwise velocity along the
straight lines l5 and l6
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Case x maxxw avgxw
S2 x = 2:5 0.047 0.0400
x = 3:5 0.024 0.0027
x = 4:5 0.021 0.0024
x = 7 0.0013 0.0022
x = 11 0.0016 0.0028
S4 x = 2:5 0.030 0.0027
x = 3:5 0.018 0.0022
x = 4:5 0.016 0.0023
x = 7 0.015 0.0016
x = 11 0.010 0.0016
S2r x = 2:5 0.008 0.0006
x = 3:5 0.018 0.0010
x = 4:5 0.023 0.0012
x = 7 0.0074 0.0012
x = 11 0.0074 0.0012
W2 x = 2:5 0.023 0.0046
x = 3:5 0.027 0.0044
x = 4:5 0.036 0.0045
x = 7 0.020 0.0033
x = 11 0.006 0.0009
W4 x = 2:5 0.076 0.0100
x = 3:5 0.048 0.0090
x = 4:5 0.045 0.0073
x = 7 0.024 0.0040
x = 11 0.015 0.0022
W2r x = 2:5 0.030 0.0037
x = 3:5 0.022 0.0032
x = 4:5 0.015 0.0026
x = 7 0.011 0.0016
x = 11 0.007 0.0011
Table 3.15: The maximum and average values of the dierence
between the upper and lower values of the streamwise velocity at
dierent distances from the cylinder
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from the cylinder the ow in the wake becomes more symmetric. Another
observation can be made in agreement with those made in Section 3.4.2: by
rening the grid the asymmetry decreases.
3.5 Analysis of the instantaneous ow elds
3.5.1 Analysis of the instantaneous ow elds for the S2r case
In the following, the dynamics of the ow around the cylinder is analysed.
Figures 3.30, 3.31, 3.32 show the instantaneous streamlines in this region on
the z = 0 plane for the simulation S2r. The streamlines are sampled with
a step equal to 0:23 non-dimensional time unit during a sampling windows
equal to 9 non-dimensional time units (starting from 636 to 645), roughly
corresponding to a period of the uctuating lift force.
All the gures presented in this section are in time order and have to
be read starting from the top gure in the left corner, going down till the
bottom and then the second column from the top to the bottom.
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Figure 3.30: Instantaneous solutions for the S2r case tU=D = 636 
638:76
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Figure 3.31: Instantaneous solutions for the S2r case tU=D =
638:99  641:52
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Figure 3.32: Instantaneous solutions for the S2r case tU=D =
641:75  644:28
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At a rst glance, as expected, a rather complex vorticity dynamics is ob-
served on the lateral surfaces of the cylinder, while the evolution of the near
wake is dominated by the alternate vortex shedding. In order to better ob-
serve the evolution of the vortexes created from the shear layers separating at
the upstream corners, we analyze in more detail the streamlines in a window
of 1:75D from the beginning of the cylinder. We rst refer only to the z = 0
plane, investigating for the upper part of the cylinder the streamlines for the
time interval comprised between 641:06   643:82 (see Figure 3.33) and for
the lower part of the cylinder between 636:23  638:99 non-dimensional time
units (see Figure 3.34). The same time step is maintained as for the gures
presented before, these gures being only a zoom.
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Figure 3.33: S2r z = 0; time interval 641.06 - 643.82 (time step:
0.23); upper upstream corner
In this particular time interval in the upper part of the cylinder three
vortexes are individuated (V1, V2 and V3). The vortexes V1 and V2 rotate
in clockwise direction and V3 in the counter clockwise direction. These three
vortexes create a triangular zone. The same triangular zone is found near the
leading corner of the cylinder also in Bruno et al. [13]. The main dierence
is that in our case the vortex V3 moves to the left while in [13] it has a
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constant position. Because of the incoming ow, the vortex V1 grows and
moves downstream also due to the induction of V2 and V3; in the meanwhile,
another vortex (V4) is formed. The vortex V2 grows and moves to the right
until it reaches the zone of the main vortex and merges with it. The above
mentioned triangular zone slightly changes shape and dimension. Because of
the dierent rotation direction and of the interaction with the vortexes V1
and V2, the vortex V3 becomes smaller until it disappears.
The same zoom is used for the lower part of the cylinder, but for this
series of gures the time interval is dierent from the one considered on the
upper surface. In this part of the cylinder and this time interval, we observe
more vortexes than for the interval presented in Figure 3.34. Indeed, besides
the main recirculation zone on the side of the cylinder, two clockwise rotating
vortexes (V4 and V5) and three counter clockwise rotating (V1, V2 and V3)
can be observed.
It can be easily observed that all of the vortexes have very small move-
ments, V4 and V5 move slowly to the left and V1, V2 and V3 to the right
(in the streamwise direction). V1 in this interval is just appearing and has
no signicant interaction with the other vortexes. In the right column it can
be observed how the vortex V2 merges with V3, creating a longer vortex
that moves downstream also due to the velocity induced by V5 and so a new
vortex can be seen in the last gure. The intensity of the vortexes V4 and
V5 decreases because of the interaction with V2 and V3 and so V4 slowly
disappears. When V2 and V3 merge, a counter rotating vortex close to the
cylinder surface is generated (see the last two time steps in Figure 3.34).
Let us now analyze the instantaneous ow in dierent cuts along the span-
wise direction in order to see if the same vortex evolutions can be observed.
The cuts analysed are at z = 1;2 at the same identical time steps and
zoom as the ones utilized for the z = 0 plane.
The upper surface of the cylinder in the dierent cuts is presented in
Figures 3.35, 3.36,3.37, 3.38. In all of the cuts the triangular region at the
upstream corner can be observed, but it is not present in the same time
interval as that for the cut z = 0, as it could be expected since the instanta-
neous ow is 3D. The interesting point is that the same dynamical vorticity
patterns are found on all the considered plane cuts, although occurring in
dierent time intervals.
The lower surface of the cylinder in the dierent cuts is presented in
Figures 3.39, 3.40, 3.41, 3.42. In all of the cuts the same type of vortical
structures as that for the cut z = 0 can be observed. A chain of clockwise
rotating vortexes is present in all of the cuts, but the counter clockwise vortex
not in all of them.
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Figure 3.34: S2r z = 0; time interval 636.23 - 638.99 (time
step:0.23); lower upstream corner
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Figure 3.35: S2r z =  2; time interval 641.06 - 643.82 (time step:
0.23); upper upstream corner
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Figure 3.36: S2r z =  1; time interval 641.06 - 643.82 (time step:
0.23); upper upstream corner
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Figure 3.37: S2r z = 1; time interval 641.06 - 643.82 (time step:
0.23); upper upstream corner
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Figure 3.38: S2r z = 2; time interval 641.06 - 643.82 (time step:
0.23); upper upstream corner
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Figure 3.39: S2r z =  2; time interval 636.23 - 638.99 (time step:
0.23); lower upstream corner
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Figure 3.40: S2r z =  1; time interval 636.23 - 638.99 (time step:
0.23); lower upstream corner
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Figure 3.41: S2r z = 1; time interval 636.23 - 638.99 (time step:
0.23); lower upstream corner
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Figure 3.42: S2r z = 2; time interval 636.23 - 638.99 (time step:
0.23); lower upstream corner
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3.5.2 Analysis of the instantaneous ow elds for the W2r case
Like for the S2r case, the dynamics of the ow around the cylinder for the case
W2r is analysed. Figures 3.43, 3.44, 3.45 shows the instantaneous streamlines
in this region on the z = 0 plane. The streamlines are sampled with a
step equal to 0:225 non-dimensional time unit during a sampling windows
equal to 7 non-dimensional time units (starting from 816:5 to 823:5), roughly
corresponding to a period of the uctuating lift force.
All the gures presented in this section are in time order and have to
be read starting from the top gure in the left corner, going down till the
bottom and then the second column from the top to the bottom.
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Figure 3.43: Instantaneous solutions for the W2r case tU=D =
816:5  819:2
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Figure 3.44: Instantaneous solutions for the W2r case tU=D =
819:425  821:9
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Figure 3.45: Instantaneous solutions for the W2r case tU=D =
822:125  823:25
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After a qualitative analysis it seems that the W2r simulation it is char-
acterized by the presence of more vortical structures than the S2r case. This
is consistent with the previous observation that the WALE simulations are
characterized by larger uctuactions of pressure in the upstream part of the
cylinder side surfaces and, therefore, support the conjecture that the WALE
model introduces, at least in that zone, less viscosity than the WALE one.
As for S2r, we analyze in more details the dynamics of the vortex struc-
tures on the lateral upstream part of the cylinder. We rst refer only to the
z = 0 plane, investigating for the upper part of the cylinder the streamlines
for the time interval comprised between 817:5  820:55 (see Figure 3.46) and
for the lower part of the cylinder between 816:5 819:2 non-dimensional time
units (see Figure 3.47). The same time step, 0:225, is maintained as for the
gures presented before, these gures being only a zoom.
Mainly, the same trend as in Figure 3.33 can be recognized here: three
vortexes that rotates in clockwise direction are individuated (V1, V2 and
V4) and a counter clockwise rotating one (V2). V2 moves to the left getting
closer to the upstream corner, V1, V2 and V4 move in the oposite direction
(to the right). The vortex V4 merges with the main vortex and V1 separates
into two vortexes (V5 and V1)
For the lower part of the cylinder, in the time interval considered 816:5 
819:2, only two counter rotating vortexes can be observed at the upstream
corner. A peculiar feature of these snapshots is represented by the number
of vortexes in the zone of the main recirculation. In the last images it seems
that the ow has the tendency to recreate the triangular zone at the upstream
corner.
Let us now analyze the instantaneous ow in dierent cuts along the span-
wise direction in order to see if the same vortex evolutions can be observed.
The cuts analyzed are at z = 1;2 at the same identical time steps and
zoom as the ones utilized for the z = 0 plane.
The upper surface of the cylinder in the dierent cuts is presented in
Figures 3.48, 3.49, 3.50, 3.51. In all these cuts more vortexes are present
than in the S2r case.
In this particular time interval on the upper surface the triangular zone
is mainly observed. The counter clockwise vortex moves to the left, in the
upstream direction and the clockwise rotating vortex moves to the right,
elongating and forming a new vortex. We observe a lot of small vortical
structures that do not have a general trend.
The lower surface of the cylinder in the dierent cuts is presented in
Figures 3.52, 3.53, 3.54, 3.55. In the cuts at z =  2 and z =  1 three
vortexes can be observed in a chain like arrangement. The rst vortex near
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Figure 3.46: W2r z = 0; time interval 817.5 - 820.55 (time step:
0.225); upper upstream corner
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Figure 3.47: W2r z = 0; time interval 816.5 - 819.2 (time step:
0.225); lower upstream corner
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Figure 3.48: W2r z =  2; time interval 817.5 - 820.55 (time step:
0.225); upper upstream corner
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Figure 3.49: W2r z =  1; time interval 817.5 - 820.55 (time step:
0.225); upper upstream corner
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Figure 3.50: W2r z = 1; time interval 817.5 - 820.55 (time step:
0.225); upper upstream corner
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Figure 3.51: W2r z = 2; time interval 817.5 - 820.55 (time step:
0.225); upper upstream corner
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to the leading corner separates and forms two vortexes. All of the vortexes
move until they get closer to the main vortex and merges with it.
At z =  1 (Figure 3.54) three vortexes are recognised in the same posi-
tions as the ones found on the upper surface.
It seems that the ow in the cut z = 2 does not follow any of the previously
identied trends, see Figure 3.55. Two main counter rotating structures can
be observed, named V1 and V2. It looks like the vortexes at the leading
corner are about to form but vortex V1 is too strong and it slows down the
process.
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Figure 3.52: W2r z =  2; time interval 816.5 - 819.2 (time step:
0.225); lower upstream corner
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Figure 3.53: W2r z =  1; time interval 816.5 - 819.2 (time step:
0.225); lower upstream corner
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Figure 3.54: W2r z = 1; time interval 816.5 - 819.2 (time step:
0.225); lower upstream corner
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Figure 3.55: W2r z = 2; time interval 816.5 - 819.2 (time step:
0.225); lower upstream corner
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3.5.3 Analysis of the instantaneous ow elds - Conclusions
We can now draw some general conclusions about the instantaneous ow
elds for the two cases in the chosen time intervals:
1. Even though the WALE SGS model has been found in previous studies
([92]) to introduce a larger SGS viscosity than the Smagorinsky one in
the separated shear-layers and in the wake it is observed that the case
W2r has considerably more vertical structures than the S2r case. This
is in agreement also with the behavior of the standard deviation of the
pressure coecient fCp presented in Section 3.4.2.
2. Two types of conguration and evolution on the vortical structure on
the cylinder sides can be observed: a triangular region and a chain-like
region. Both of these two evolutions can be seen on the upper and also
on lower surface alternating, but they do not last for the same time
period and for this reason not always can be found one type up and the
other down.
For the W2r this evolution can be observed only on the upper surface
of the cylinder. On the lower surface non such sequence can be found
for the chosen time period.
3. In the spanwise direction similar vorticity dynamics mechanisms can be
observed for the considered cuts. Clearly, the instantaneous vorticity
snapshots are dierent for dierent z-cuts, since the ow is tridimen-
sional, but the same vorticity patterns previously identied (triangular
zones and chain-like regions) occur in all the planes perpendicular to
the cylinder axis.
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3.6 Concluding remarks - BARC
Variational multiscale large-eddy simulations of the BARC benchmark have
been presented, validated and analyzed. These simulations have been carried
out on unstructured grids, characterized by signicantly coarser resolution
than those used in LES and DES simulations of the same test case in the
literature.
First, the present work gives a contribution to the assessment of the capa-
bilities of our VMS-LES approach, which was previously applied to dierent
blu-body congurations, viz. circular and square cylinders. In general, the
results obtained in the presented simulations are in good agreement with the
numerical and experimental ones in literature. Moreover, consistently with
the ndings of our previous studies, the variational multiscale formulation
appears to be more ecient than the classical LES approach, because anal-
ogous accuracy is obtained with respect to LES results in the literature, but
on grids having a number of cells much lower than the ones adopted in these
LES studies. This is an interesting feature in the perspective of numerical
simulation in an industrial or engineering context.
Furthermore, from a physical viewpoint, the present thesis has given a
contribution to characterize the features and the dynamics of the BARC ow
and to investigate how they are related to the aerodynamics loads acting on
the cylinder. In particular, the eects of the closure model, grid renement
and of the ow Reynolds number have been investigated.
It has been found that mean ow topology in the near wake is practi-
cally insensitive to all the considered parameters. Consequently, the mean
base pressure and, hence, the mean drag coecient, do not signicantly vary
among the dierent simulations. This is in agreement also with the trend
that can be deduced from the data in the literature; indeed, the mean drag
predictions given by the dierent experimental and numerical contributions
to BARC all agree very well.
Conversely, the topology of the mean ow on the cylinder sides is very
sensitive to all the considered parameters. This in turn aects the distri-
bution of the pressure mean value and uctuations on the cylinder sides,
and, therefore, the amplitude of the time uctuations of the lift coecient.
This is again consistent with the large dispersion observed for these quantities
among the dierent contributions to BARC. Notwithstanding this dispersion,
some trends could be identied in our simulations. Increasing the Reynolds
number, the length of the main vortexes on the cylinder sides decreases con-
siderably and the core of these vortexes moves upstream. The reattachment
point consequently moves upstream. For the simulations carried out with the
WALE SGS model the main vortexes are shorter and have the core placed up-
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stream and at a slightly smaller normal distance from the side surface with
respect to the simulations carried out using the Smagorinsky SGS model.
Finally, by rening the grid the secondary mean recirculation zone imme-
diately downstream the leading corner becomes better detectable and the
reattachment point signicantly moves upstream. As previously said, the
mean pressure distribution on the cylinder side is strictly connected with the
mean ow topology. Indeed, in all cases the mean pressure distribution on
the cylinder side is characterized rst by a plateau and, then, roughly starting
at the main vortex core where the mean streamline curvature changes, by a
positive gradient of the mean pressure. A short recirculation zone obviously
determines a shorter pressure plateau, and, since it is usually related to a
larger streamline curvature, it also implies a stronger pressure gradient. As
for the time uctuations of pressure, they are also related to the mean topol-
ogy of the ow near the cylinder side and we found, as it could be expected,
that the maximum values of the Cp standard deviation roughly correspond
to the reattachment point of the main vortex. Another interesting feature
is that the pressure uctuations in the upstream part of the lateral cylinder
surface found in the simulations with the WALE SGS model are larger than
the ones given by the Smagorinsky SGS model. It seems therefore that the
WALE model acts like a less viscous model when compared to the Smagorin-
sky one, at least in this part of the ow. Nonetheless, a detailed analysis of
the SGS viscosity introduced by the closure models in the dierent simula-
tions has not been carried out and this will probably be the object of further
investigations.
Furthermore, it has been investigated whether the mean ow presents an
asymmetry between the upper and lower cylinder sides, which was recently
pointed out in experimental ([10], [6]) and numerical ([12]) studies on the
BARC problem and which seems not to be due to a lack of statistical con-
vergence. A slight asymmetry has been indeed observed in the mean ow
streamlines and in the mean and uctuating pressure also in our simula-
tions. The case S2r is the most symmetric one and W2 the most asymmetric.
From a quantitative viewpoint, however, the asymmetries found in our sim-
ulations are in all cases not as large as the ones found by Bruno et al. [12]
and Bronkhorst et al. [10]. Moreover, by rening the grid the asymmetries
become smaller, which is contrast to what observed in [12]. Note, however,
that we performed grid renement in all the directions, while [12] perform
an analysis to grid renement only in the spanwise direction reaching much
ner resolution than in our simulations.
Finally, for the two simulations made on the rened grid, the instanta-
neous ow elds have been analyzed for a vortex shedding period. Particular
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attention is paid to the ow near the cylinder lateral sides. This analysis has
been carried out on planes at dierent spanwise coordinates. Clearly, the in-
stantaneous ow topology is even more complex than that of the mean ow.
Nonetheless, two main types of instantaneous vorticity congurations could
be recognized: the rst one is a triangular conguration, very similar to the
one observed in the LES in [13], which is always located near the upstream
corner and is characterized by two vortexes of the same sign together with
another one of opposite sign. The second one is a chain-like conguration,
characterized by three or four vortexes of the same sign in a chain like ar-
rangement. These types of vorticity congurations and dynamics can be seen
on the upper and also on lower surface roughly alternating, but their char-
acteristic evolution time is not the same and, for this reason, when a type
is present on one side not always the other can be found on the other side.
Clearly, the instantaneous vorticity snapshots are dierent for dierent span-
wise cuts, since the ow is tridimensional, but the same vorticity patterns
previously identied occur in all the planes perpendicular to the cylinder axis.
As a nal remark, the case W2r has considerably more vortical structures in
the separated zone on the cylinder side surfaces than the S2r case, and this
conrms the previously made conjecture that the WALE model introduces
less SGS viscosity than the Smagorinsky one in this part of the ow.
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A.1 Optimization of the diuser roundings =h = 0:10)
Case r1=h r2=h Cp 
199 0 0 0.393 0.524
110 0 17 0.393 0.524
160 0 20 0.393 0.524
132 0 29 0.393 0.524
117 0 19 0.393 0.524
158 0 30 0.393 0.524
42 0 10 0.393 0.524
64 0 16 0.393 0.524
175 0 14 0.393 0.524
124 0 31 0.393 0.524
148 0 25 0.393 0.524
133 0 28 0.393 0.524
130 0 18 0.393 0.524
159 0 4 0.393 0.524
61 0 33 0.393 0.524
102 0 23 0.393 0.524
54 0 8 0.393 0.524
73 0 1 0.393 0.524
131 0 5 0.393 0.524
121 0 9 0.393 0.524
111 0 6 0.393 0.524
80 0 2 0.393 0.524
106 0 69 0.392 0.523
72 0 64 0.392 0.523
18 1 10 0.391 0.521
2 1 2 0.391 0.521
51 1 30 0.390 0.520
122 1 0 0.390 0.520
71 1 6 0.390 0.520
157 2 19 0.389 0.519
105 2 14 0.389 0.519
47 0 96 0.389 0.518
90 0 97 0.389 0.518
67 1 97 0.386 0.514
161 4 5 0.386 0.514
Table A.1: Optimization of the diuser roundings (=h = 0:10)
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Case r1=h r2=h Cp 
103 5 0 0.384 0.512
85 6 21 0.382 0.510
65 6 29 0.382 0.510
123 0 128 0.381 0.509
5 8 2 0.380 0.507
48 12 14 0.373 0.498
34 13 4 0.373 0.497
68 12 30 0.372 0.497
108 12 28 0.372 0.496
27 8 96 0.370 0.493
46 8 97 0.369 0.493
115 16 22 0.367 0.489
83 13 72 0.365 0.486
63 13 74 0.364 0.485
32 18 19 0.364 0.485
52 18 67 0.356 0.475
39 28 13 0.349 0.465
17 26 43 0.347 0.462
14 17 99 0.347 0.462
20 30 30 0.343 0.457
43 30 31 0.343 0.457
44 32 23 0.341 0.454
41 32 35 0.338 0.451
1 34 35 0.335 0.447
75 48 30 0.314 0.419
60 56 2 0.309 0.413
45 42 69 0.309 0.413
40 56 6 0.309 0.411
53 65 3 0.297 0.396
38 47 83 0.293 0.391
3 52 79 0.286 0.382
55 77 0 0.282 0.376
57 76 10 0.281 0.374
4 79 52 0.264 0.352
35 82 48 0.262 0.350
77 96 10 0.258 0.344
78 109 3 0.247 0.330
98 109 19 0.245 0.326
6 110 17 0.244 0.326
19 128 2 0.234 0.312
Table A.2: Optimization of the diuser roundings (=h = 0:10)
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A.2 Preliminary study about the use of cavity as pas-
sive ow control device
Before starting the optimization of the shape and position of the cavity a
range of values for each parameter was analyzed. The commercial code Fluent
was used for the simulations. The same ow set-up was considered as for the
prior described simulations, see Sections (2.2.2 and 2.2.2).
The values of the radii were initially xed to b = 0:4h and a = 0:6h.
As a rst trial the cavities were placed upstream the point where separation
occurs in the base case, having the length t that varies from 1:5h to2:5h and
5:7  s  7:2. In all these simulations an opposite eect to what expected was
observed. Indeed, the separation zone is not reduced, rather it is increased
because the separation point moves upstream.
Neither of these attempts managed to achieve a better eciency than
the one obtained in the base case, so a new approach was pursued. The
beginning of the cavity was placed at s = 1:7h. A rst try was made with
a long cavity, the length was then decreased. We learned that for the cases
where the cavities are long, i.e t & 5h, the recirculation zone is very large,
starting from the beginning of the cavity and ending approximately in the
same place as the base case. But for t . 5h three cases of improved eciency
were found, see table A.3.
Case a b s t Cp 
Reference - - - - 0.386 0.514
P1 0.6 0.4 1.7 4.7 0.389 0.514
P2 0.6 0.4 0.7 3.7 0.396 0.528
P3 0.6 0.4 0.7 2.2 0.391 0.521
Table A.3: Comparison between the reference case and the cases
with improved eciency
From the preliminary trials it seems that it is better to place the cavities
at the beginning of the diuser and the length of the cavities has to be limited
(of the order of 3h). Even though the improvement in the pressure recovery
is small it gave us a reason to begin an optimization with a larger range for
the parameters.
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A.3 Optimization cavity shape in the diuser with round-
ings =h = 0:10)
Case s=h t=h a=2h b=2h Cp 
494 0.0 12.0 0.100 0.050 0.428 0.571
422 0.0 12.0 0.075 0.050 0.428 0.571
442 0.0 11.8 0.100 0.050 0.428 0.571
469 0.0 12.0 0.050 0.050 0.428 0.571
441 0.0 12.2 0.075 0.050 0.428 0.571
418 0.0 11.4 0.050 0.050 0.428 0.571
475 0.0 11.6 0.100 0.050 0.428 0.571
420 0.0 11.2 0.075 0.050 0.428 0.571
438 0.0 11.0 0.075 0.050 0.428 0.571
387 0.0 11.0 0.050 0.050 0.428 0.571
419 0.0 10.8 0.075 0.050 0.428 0.571
444 0.0 12.6 0.075 0.050 0.428 0.571
364 0.0 11.0 0.100 0.050 0.428 0.571
346 0.0 10.2 0.075 0.050 0.427 0.570
414 0.0 10.6 0.050 0.050 0.427 0.570
305 0.0 14.6 0.050 0.050 0.427 0.570
358 0.0 10.2 0.050 0.050 0.427 0.570
381 0.0 10.2 0.075 0.075 0.426 0.568
333 0.0 9.2 0.050 0.050 0.426 0.568
490 0.0 10.0 0.100 0.075 0.426 0.568
388 0.0 10.6 0.075 0.075 0.426 0.568
382 0.0 11.2 0.100 0.075 0.426 0.568
483 0.0 11.2 0.075 0.075 0.426 0.568
409 0.0 11.0 0.075 0.075 0.426 0.568
323 0.0 10.8 0.175 0.075 0.426 0.568
380 0.0 8.6 0.075 0.050 0.425 0.567
342 0.0 8.6 0.175 0.075 0.425 0.567
330 0.0 8.8 0.075 0.075 0.425 0.567
362 0.0 8.6 0.100 0.050 0.425 0.567
486 0.1 11.6 0.075 0.050 0.425 0.567
355 0.0 8.6 0.075 0.075 0.425 0.567
372 0.0 8.4 0.125 0.050 0.425 0.567
354 0.1 10.6 0.050 0.050 0.425 0.567
337 0.1 9.8 0.100 0.050 0.425 0.567
487 0.0 9.0 0.125 0.075 0.425 0.567
Table A.4: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
379 0.1 9.8 0.050 0.050 0.425 0.567
315 0.1 10.0 0.050 0.050 0.424 0.566
311 0.0 8.0 0.075 0.075 0.424 0.566
352 0.0 11.4 0.250 0.050 0.424 0.565
301 0.0 7.6 0.100 0.075 0.424 0.565
336 0.0 11.2 0.175 0.075 0.423 0.564
314 0.2 11.0 0.100 0.050 0.423 0.564
327 0.2 12.0 0.050 0.050 0.423 0.564
408 0.1 10.2 0.075 0.075 0.423 0.564
410 0.2 9.8 0.050 0.050 0.423 0.564
359 0.2 10.4 0.125 0.050 0.423 0.564
320 0.1 8.6 0.250 0.075 0.422 0.563
360 0.1 8.8 0.075 0.075 0.422 0.563
317 0.0 7.4 0.150 0.075 0.421 0.562
321 0.1 11.4 0.150 0.075 0.421 0.562
719 0.1 7.0 0.150 0.075 0.420 0.560
324 0.1 7.0 0.150 0.075 0.420 0.560
725 0.1 7.0 0.175 0.075 0.420 0.560
194 0.1 7.2 0.100 0.075 0.420 0.560
677 0.1 7.0 0.225 0.050 0.420 0.560
310 0.1 7.4 0.075 0.075 0.420 0.560
626 0.1 7.0 0.225 0.075 0.420 0.560
712 0.1 7.0 0.200 0.050 0.420 0.560
672 0.1 6.8 0.200 0.075 0.420 0.560
682 0.1 7.0 0.075 0.050 0.420 0.560
667 0.1 7.2 0.125 0.075 0.420 0.560
238 0.1 6.8 0.150 0.075 0.420 0.560
58 0.1 7.0 0.050 0.050 0.420 0.560
482 0.1 12.0 0.100 0.075 0.420 0.560
681 0.1 6.8 0.125 0.075 0.420 0.560
473 0.0 6.2 0.075 0.050 0.419 0.559
693 0.1 6.6 0.225 0.075 0.419 0.559
347 0.0 7.4 0.150 0.050 0.419 0.559
700 0.1 6.2 0.175 0.075 0.418 0.558
345 0.0 8.6 0.250 0.075 0.418 0.557
Table A.5: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
498 0.0 12.0 0.200 0.025 0.418 0.557
731 0.1 5.8 0.175 0.075 0.417 0.556
631 0.3 7.0 0.100 0.050 0.417 0.556
659 0.1 5.8 0.100 0.050 0.417 0.556
497 0.0 5.4 0.075 0.050 0.417 0.556
711 0.3 7.0 0.200 0.050 0.416 0.555
214 0.1 5.8 0.050 0.050 0.416 0.555
440 0.0 11.0 0.075 0.025 0.416 0.555
671 0.3 7.0 0.175 0.050 0.416 0.555
619 0.3 7.0 0.100 0.075 0.416 0.555
480 0.0 5.2 0.075 0.050 0.416 0.555
484 0.0 11.8 0.275 0.025 0.416 0.555
348 0.0 10.8 0.275 0.025 0.415 0.554
367 0.0 8.2 0.175 0.025 0.415 0.553
154 0.3 6.2 0.100 0.075 0.415 0.553
328 0.1 12.0 0.050 0.025 0.414 0.552
356 0.0 11.6 0.050 0.025 0.414 0.552
334 0.0 10.2 0.200 0.025 0.414 0.552
474 0.0 11.4 0.050 0.025 0.414 0.552
630 0.1 6.0 0.150 0.100 0.414 0.552
411 0.1 11.0 0.050 0.025 0.414 0.552
196 0.1 5.8 0.150 0.100 0.414 0.552
688 0.5 7.0 0.225 0.050 0.414 0.552
343 0.2 11.8 0.075 0.025 0.413 0.551
318 0.2 11.6 0.275 0.025 0.413 0.551
616 0.1 5.2 0.150 0.100 0.413 0.551
308 0.2 9.8 0.150 0.025 0.412 0.550
373 0.2 9.6 0.275 0.025 0.412 0.550
648 0.5 6.0 0.050 0.050 0.411 0.548
331 0.0 8.2 0.075 0.025 0.411 0.548
723 0.7 7.0 0.150 0.050 0.411 0.548
608 0.5 5.8 0.050 0.050 0.411 0.548
338 0.0 5.6 0.025 0.075 0.410 0.546
689 0.3 4.0 0.125 0.075 0.407 0.543
697 0.1 7.0 0.275 0.125 0.407 0.543
Table A.6: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
186 A. First appendix
Case s=h t=h a=2h b=2h Cp 
322 0.2 6.0 0.175 0.125 0.406 0.542
241 0.1 2.8 0.150 0.075 0.403 0.537
675 0.1 2.8 0.175 0.075 0.403 0.537
368 0.0 11.0 0.100 0.100 0.403 0.537
715 0.1 2.8 0.175 0.050 0.403 0.537
698 0.1 2.8 0.150 0.100 0.403 0.537
633 0.1 2.8 0.050 0.050 0.402 0.536
609 0.1 2.6 0.050 0.050 0.401 0.535
691 0.1 2.6 0.450 0.225 0.401 0.535
478 0.2 6.0 0.150 0.150 0.400 0.534
313 0.1 5.6 0.250 0.175 0.399 0.532
644 0.1 2.2 0.250 0.250 0.399 0.532
244 0.1 2.2 0.450 0.075 0.399 0.532
174 0.5 3.6 0.375 0.150 0.399 0.532
673 0.1 2.2 0.050 0.050 0.399 0.532
239 0.7 2.8 0.050 0.050 0.399 0.532
664 0.3 2.2 0.100 0.075 0.398 0.531
495 0.0 11.6 0.100 0.100 0.398 0.531
686 1.5 5.6 0.250 0.075 0.397 0.529
246 0.7 2.6 0.200 0.100 0.397 0.529
72 0.5 2.8 0.500 0.200 0.397 0.529
42 0.5 3.0 0.500 0.200 0.397 0.529
168 0.5 2.8 0.425 0.200 0.397 0.529
200 0.5 2.2 0.150 0.075 0.397 0.529
617 0.1 1.8 0.375 0.125 0.397 0.529
199 1.1 3.2 0.100 0.100 0.397 0.529
696 0.1 1.8 0.325 0.125 0.397 0.529
655 0.5 2.2 0.050 0.050 0.397 0.529
656 0.1 1.8 0.125 0.100 0.396 0.528
657 0.1 1.8 0.275 0.125 0.396 0.528
622 0.1 1.8 0.125 0.075 0.396 0.528
369 0.0 6.4 0.175 0.175 0.396 0.528
180 0.1 7.0 0.150 0.150 0.396 0.528
188 0.3 1.8 0.100 0.075 0.395 0.527
704 0.1 1.6 0.150 0.075 0.395 0.527
Table A.7: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
639 0.9 2.0 0.150 0.075 0.394 0.525
208 0.1 1.4 0.500 0.175 0.394 0.525
621 0.1 1.4 0.750 0.075 0.394 0.525
635 1.7 2.8 0.175 0.075 0.394 0.525
645 1.1 7.0 0.250 0.100 0.394 0.525
62 0.9 3.4 0.375 0.350 0.394 0.525
651 0.1 5.8 0.450 0.200 0.394 0.525
52 1.1 2.0 0.250 0.100 0.393 0.524
479 0.1 6.4 0.250 0.175 0.393 0.524
57 1.5 2.0 0.450 0.375 0.392 0.523
652 1.7 4.2 0.250 0.100 0.392 0.523
692 1.1 1.6 0.275 0.150 0.392 0.523
636 0.1 1.2 0.175 0.100 0.392 0.523
5 1.9 6.2 0.100 0.075 0.392 0.523
202 0.3 1.0 0.325 0.200 0.391 0.522
183 0.1 1.0 0.200 0.125 0.391 0.522
242 0.1 1.0 0.175 0.100 0.391 0.523
661 0.1 1.0 0.075 0.075 0.391 0.523
142 1.1 1.2 0.250 0.100 0.390 0.521
428 0.1 0.8 0.350 0.150 0.390 0.521
641 1.1 1.0 0.175 0.075 0.389 0.519
213 0.9 0.8 0.350 0.150 0.389 0.519
303 0.1 11.8 0.125 0.100 0.389 0.519
166 0.1 0.6 0.300 0.150 0.389 0.519
676 0.1 0.6 0.175 0.100 0.389 0.519
206 0.1 0.6 0.300 0.050 0.388 0.517
679 0.9 0.6 0.150 0.075 0.388 0.517
177 2.7 1.8 0.475 0.400 0.388 0.517
613 2.3 1.0 0.375 0.150 0.388 0.517
48 2.1 0.8 0.200 0.150 0.388 0.517
187 3.1 1.4 0.125 0.075 0.388 0.517
212 3.3 1.0 0.050 0.050 0.387 0.516
620 3.1 0.8 0.100 0.075 0.387 0.516
189 3.1 0.8 0.225 0.150 0.387 0.516
178 3.3 1.4 0.450 0.250 0.387 0.516
Table A.8: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
188 A. First appendix
Case s=h t=h a=2h b=2h Cp 
30 3.3 1.6 0.425 0.250 0.387 0.516
623 2.9 2.0 0.375 0.200 0.387 0.516
646 3.3 2.6 0.200 0.100 0.386 0.515
137 3.5 1.6 0.425 0.225 0.386 0.515
11 2.9 2.2 0.500 0.400 0.386 0.515
37 9.9 0.4 0.200 0.050 0.386 0.515
184 3.7 1.4 0.500 0.225 0.386 0.515
69 9.9 0.4 0.350 0.050 0.386 0.515
665 9.9 0.6 0.200 0.125 0.386 0.515
1 3.7 1.8 0.150 0.125 0.386 0.515
40 4.3 1.2 0.375 0.100 0.386 0.515
190 10.1 0.8 0.200 0.150 0.386 0.515
68 10.7 0.8 0.225 0.200 0.386 0.515
625 4.9 0.6 0.200 0.125 0.386 0.515
156 3.7 3.0 0.150 0.075 0.385 0.514
4 11.1 1.2 0.450 0.375 0.385 0.514
35 10.7 0.8 0.300 0.225 0.385 0.514
611 2.7 2.6 0.475 0.200 0.385 0.514
39 10.1 2.0 0.075 0.050 0.385 0.514
149 5.5 1.2 0.275 0.100 0.385 0.514
147 5.1 1.6 0.175 0.075 0.385 0.514
26 6.5 0.8 0.425 0.200 0.385 0.514
179 8.7 1.0 0.300 0.175 0.385 0.514
45 11.1 1.6 0.100 0.100 0.385 0.514
143 5.7 1.2 0.375 0.100 0.385 0.514
249 4.3 1.8 0.375 0.150 0.385 0.514
139 8.7 1.0 0.400 0.175 0.385 0.514
8 11.1 3.2 0.250 0.050 0.385 0.514
386 0.0 15.8 0.100 0.100 0.385 0.514
211 9.9 2.4 0.250 0.050 0.384 0.512
10 8.5 1.4 0.250 0.150 0.384 0.512
138 4.1 2.0 0.275 0.175 0.384 0.512
684 8.1 1.2 0.250 0.250 0.384 0.512
63 9.5 1.6 0.500 0.375 0.384 0.512
185 11.3 3.0 0.200 0.100 0.384 0.512
Table A.9: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
36 2.3 3.8 0.450 0.150 0.384 0.512
67 10.7 2.8 0.350 0.150 0.384 0.512
61 11.1 3.0 0.500 0.200 0.383 0.511
198 10.3 2.6 0.175 0.175 0.383 0.511
151 9.9 4.4 0.275 0.050 0.383 0.511
66 6.5 1.6 0.425 0.250 0.383 0.511
612 4.3 3.0 0.100 0.100 0.383 0.511
683 3.5 2.8 0.150 0.150 0.383 0.511
425 9.7 2.4 0.250 0.250 0.383 0.511
54 3.7 3.0 0.150 0.125 0.382 0.510
33 8.9 2.6 0.400 0.125 0.382 0.510
64 8.5 2.2 0.300 0.150 0.382 0.510
705 5.5 4.0 0.150 0.050 0.382 0.510
73 8.5 2.6 0.350 0.175 0.382 0.510
152 7.9 2.4 0.200 0.200 0.381 0.508
6 9.3 2.8 0.325 0.275 0.381 0.508
643 4.3 2.8 0.150 0.150 0.381 0.508
49 9.7 4.2 0.275 0.150 0.381 0.508
31 8.7 5.2 0.475 0.075 0.380 0.507
38 6.1 5.6 0.325 0.050 0.379 0.505
50 5.9 2.4 0.375 0.250 0.379 0.505
47 7.7 3.2 0.200 0.175 0.379 0.505
155 5.9 3.0 0.250 0.150 0.379 0.505
41 5.7 4.6 0.150 0.075 0.378 0.504
145 5.7 3.4 0.325 0.125 0.378 0.504
158 3.5 3.2 0.275 0.225 0.378 0.504
27 6.1 4.0 0.175 0.100 0.377 0.503
43 7.9 6.4 0.250 0.075 0.377 0.503
51 7.3 5.8 0.150 0.075 0.377 0.503
53 7.5 3.6 0.325 0.225 0.377 0.503
319 0.0 14.2 0.100 0.100 0.377 0.502
0 7.5 3.6 0.275 0.225 0.377 0.502
28 7.1 3.4 0.500 0.350 0.376 0.501
304 0.2 6.2 0.275 0.225 0.375 0.500
12 8.1 5.8 0.275 0.200 0.374 0.499
Table A.10: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
190 A. First appendix
Case s=h t=h a=2h b=2h Cp 
236 6.5 6.2 0.150 0.100 0.373 0.498
191 5.3 4.2 0.350 0.150 0.373 0.498
197 7.9 6.4 0.400 0.200 0.372 0.497
3 5.7 4.4 0.225 0.175 0.372 0.497
9 0.9 5.0 0.375 0.350 0.371 0.495
153 3.9 4.6 0.300 0.175 0.368 0.491
34 5.1 4.2 0.500 0.400 0.365 0.487
173 3.3 4.8 0.425 0.250 0.360 0.480
316 0.2 11.6 0.200 0.100 0.359 0.479
163 3.5 5.4 0.250 0.200 0.359 0.479
44 3.9 5.0 0.325 0.300 0.357 0.476
7 4.7 6.6 0.475 0.250 0.353 0.470
29 1.5 6.8 0.350 0.175 0.351 0.468
350 0.0 10.4 0.150 0.125 0.340 0.454
332 0.1 10.0 0.300 0.150 0.339 0.452
210 3.3 7.0 0.450 0.250 0.339 0.452
32 1.5 6.0 0.375 0.300 0.338 0.451
300 0.1 10.4 0.175 0.150 0.332 0.442
306 0.1 9.0 0.200 0.175 0.332 0.442
312 0.2 10.8 0.150 0.125 0.331 0.441
357 0.1 10.8 0.300 0.150 0.327 0.436
307 0.0 11.2 0.300 0.150 0.312 0.416
46 0.3 6.8 0.450 0.400 0.311 0.415
302 0.2 11.2 0.250 0.200 0.303 0.404
309 0.0 11.4 0.225 0.225 0.281 0.374
Table A.11: Optimization of the cavity shape in the diuser with
roundings (=h = 0:10)
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A.4 Optimization of the cavity shape in the diuser
with sharp-edges =h = 0:10)
Case s=h t=h a=2h b=2h Cp 
Reference - - - - 0.393 0.524
481 0.0 12.8 0.165 0.065 0.444 0.592
410 0.0 12.6 0.165 0.065 0.444 0.592
504 0.0 12.0 0.190 0.065 0.444 0.592
462 0.0 11.4 0.185 0.060 0.444 0.592
460 0.0 12.0 0.165 0.060 0.444 0.592
384 0.0 11.2 0.150 0.065 0.444 0.592
503 0.0 12.0 0.190 0.060 0.444 0.592
475 0.0 11.2 0.190 0.060 0.444 0.592
467 0.0 12.8 0.150 0.065 0.444 0.592
454 0.0 12.8 0.190 0.060 0.444 0.592
407 0.0 11.6 0.190 0.060 0.444 0.592
365 0.0 11.2 0.130 0.060 0.444 0.592
437 0.0 11.4 0.185 0.065 0.444 0.592
432 0.0 11.6 0.200 0.065 0.444 0.592
436 0.0 11.0 0.190 0.065 0.444 0.592
443 0.0 11.0 0.175 0.065 0.444 0.592
393 0.0 10.8 0.165 0.065 0.444 0.592
418 0.0 10.6 0.190 0.065 0.443 0.591
369 0.0 10.8 0.130 0.065 0.443 0.591
452 0.0 11.6 0.200 0.060 0.443 0.591
474 0.0 11.2 0.160 0.070 0.443 0.591
406 0.0 10.8 0.200 0.070 0.443 0.591
469 0.0 11.0 0.150 0.070 0.443 0.591
453 0.0 10.8 0.195 0.065 0.443 0.591
468 0.0 12.6 0.175 0.070 0.443 0.591
472 0.0 10.4 0.190 0.060 0.443 0.591
477 0.0 12.6 0.200 0.060 0.443 0.591
444 0.0 11.0 0.150 0.065 0.443 0.591
457 0.0 11.4 0.200 0.065 0.443 0.591
Table A.12: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
192 A. First appendix
Case s=h t=h a=2h b=2h Cp 
449 0.0 11.2 0.190 0.055 0.443 0.591
227 0.0 10.2 0.185 0.065 0.443 0.591
476 0.0 16.0 0.190 0.060 0.443 0.591
488 0.0 14.6 0.190 0.065 0.443 0.591
360 0.0 11.2 0.200 0.070 0.443 0.591
478 0.0 11.4 0.150 0.065 0.443 0.591
429 0.0 11.0 0.170 0.065 0.443 0.591
373 0.0 10.8 0.185 0.065 0.443 0.591
487 0.0 15.2 0.180 0.060 0.443 0.591
496 0.0 12.0 0.000 0.060 0.443 0.591
458 0.0 12.0 0.025 0.065 0.443 0.591
158 0.0 10.8 0.130 0.060 0.443 0.591
361 0.0 11.2 0.120 0.070 0.443 0.591
144 0.0 11.2 0.120 0.075 0.443 0.591
413 0.0 11.2 0.005 0.065 0.443 0.590
499 0.0 16.0 0.190 0.060 0.443 0.591
500 0.0 16.0 0.190 0.065 0.443 0.591
501 0.0 14.0 0.190 0.060 0.443 0.591
502 0.0 14.0 0.190 0.065 0.443 0.591
506 0.0 10.0 0.190 0.065 0.443 0.591
505 0.0 10.0 0.190 0.060 0.442 0.591
394 0.0 10.6 0.085 0.065 0.442 0.590
137 0.0 11.2 0.185 0.055 0.442 0.590
446 0.0 10.4 0.180 0.070 0.442 0.590
455 0.0 11.2 0.005 0.070 0.442 0.590
377 0.0 10.4 0.095 0.060 0.442 0.590
420 0.0 11.4 0.065 0.055 0.442 0.590
228 0.0 10.4 0.100 0.060 0.442 0.590
461 0.0 11.0 0.185 0.060 0.442 0.590
470 0.0 11.4 0.180 0.055 0.442 0.590
380 0.0 11.2 0.200 0.055 0.442 0.590
147 0.0 10.2 0.130 0.060 0.442 0.589
438 0.0 11.2 0.200 0.060 0.442 0.589
371 0.0 10.0 0.150 0.055 0.442 0.589
409 0.0 11.2 0.150 0.055 0.442 0.589
Table A.13: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
23 0.0 10.8 0.170 0.060 0.442 0.589
400 0.0 11.0 0.180 0.055 0.442 0.589
447 0.0 10.4 0.140 0.065 0.442 0.589
428 0.0 11.2 0.025 0.060 0.442 0.589
180 0.0 10.2 0.125 0.060 0.442 0.589
414 0.0 10.6 0.040 0.060 0.442 0.589
358 0.0 10.8 0.045 0.060 0.442 0.589
425 0.0 11.0 0.085 0.055 0.442 0.589
376 0.0 11.2 0.195 0.055 0.442 0.589
225 0.0 10.4 0.120 0.060 0.442 0.589
128 0.0 10.2 0.135 0.060 0.442 0.589
405 0.0 10.8 0.185 0.055 0.442 0.589
439 0.0 10.8 0.040 0.060 0.442 0.589
419 0.0 10.6 0.040 0.065 0.442 0.589
497 0.0 16.0 0.000 0.065 0.442 0.589
498 0.0 15.8 0.100 0.065 0.442 0.589
499 0.0 14.6 0.000 0.070 0.442 0.589
490 0.0 15.8 0.180 0.055 0.442 0.590
492 0.0 16.0 0.190 0.050 0.442 0.589
494 0.0 16.0 0.000 0.060 0.442 0.589
483 0.0 15.8 0.180 0.065 0.441 0.588
484 0.0 16.0 0.160 0.065 0.441 0.589
459 0.0 9.6 0.150 0.060 0.441 0.589
113 0.0 10.8 0.170 0.080 0.441 0.589
424 0.0 11.2 0.160 0.055 0.441 0.588
130 0.0 14.8 0.105 0.070 0.441 0.588
179 0.0 10.6 0.150 0.055 0.441 0.588
408 0.0 10.6 0.000 0.055 0.441 0.588
383 0.0 10.8 0.000 0.055 0.441 0.588
148 0.0 11.0 0.135 0.050 0.441 0.588
421 0.0 8.6 0.155 0.070 0.441 0.587
349 0.1 11.4 0.135 0.060 0.440 0.587
170 0.0 12.4 0.130 0.080 0.440 0.587
385 0.0 9.6 0.200 0.070 0.440 0.587
108 0.1 12.0 0.140 0.060 0.440 0.587
Table A.14: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
194 A. First appendix
Case s=h t=h a=2h b=2h Cp 
391 0.0 8.2 0.130 0.065 0.440 0.587
187 0.1 10.8 0.185 0.055 0.440 0.587
167 0.0 14.4 0.200 0.045 0.440 0.587
362 0.0 11.2 0.025 0.080 0.440 0.587
142 0.0 13.6 0.200 0.045 0.440 0.586
482 0.0 15.8 0.190 0.070 0.440 0.587
486 0.0 16.0 0.190 0.070 0.440 0.587
493 0.0 16.0 0.000 0.070 0.440 0.587
495 0.0 15.8 0.000 0.070 0.440 0.587
154 0.0 9.6 0.140 0.080 0.439 0.586
231 0.0 10.2 0.185 0.050 0.439 0.586
201 0.1 10.8 0.185 0.060 0.439 0.585
168 0.0 9.0 0.200 0.050 0.439 0.585
162 0.1 11.2 0.185 0.055 0.439 0.585
152 0.1 11.8 0.135 0.055 0.439 0.585
359 0.0 11.2 0.150 0.045 0.439 0.585
52 0.1 11.8 0.135 0.050 0.439 0.585
206 0.0 10.8 0.180 0.085 0.439 0.585
701 0.0 12.0 0.100 0.040 0.438 0.584
190 0.0 11.4 0.145 0.095 0.438 0.584
463 0.0 8.4 0.200 0.060 0.438 0.584
489 0.0 15.8 0.190 0.075 0.438 0.584
157 0.0 13.6 0.130 0.040 0.437 0.583
404 0.2 12.0 0.115 0.060 0.437 0.583
210 0.1 12.2 0.080 0.045 0.436 0.582
351 0.0 8.2 0.035 0.055 0.436 0.582
171 0.0 7.8 0.010 0.060 0.436 0.582
230 0.0 7.6 0.125 0.060 0.436 0.581
3 0.1 12.0 0.075 0.080 0.435 0.581
156 0.1 10.4 0.065 0.045 0.435 0.581
1 0.0 7.8 0.050 0.055 0.435 0.581
161 0.0 7.8 0.010 0.055 0.435 0.580
348 0.1 10.4 0.185 0.045 0.435 0.580
110 0.1 10.4 0.060 0.045 0.435 0.580
159 0.1 10.0 0.060 0.045 0.435 0.580
Table A.15: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
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Case s=h t=h a=2h b=2h Cp 
120 0.1 8.0 0.140 0.070 0.435 0.580
20 0.1 8.8 0.160 0.050 0.435 0.580
146 0.0 7.8 0.170 0.050 0.435 0.579
14 0.2 12.0 0.120 0.050 0.435 0.579
381 0.0 9.8 0.125 0.040 0.434 0.579
367 0.0 9.2 0.185 0.040 0.434 0.579
132 0.1 11.2 0.145 0.040 0.434 0.578
131 0.1 8.4 0.115 0.090 0.434 0.578
442 0.0 11.2 0.130 0.035 0.434 0.578
491 0.0 16.0 0.190 0.080 0.433 0.577
417 0.0 10.4 0.060 0.035 0.432 0.577
118 0.0 6.4 0.175 0.080 0.432 0.576
58 0.2 11.2 0.060 0.040 0.432 0.576
10 0.1 7.0 0.035 0.070 0.432 0.576
5 0.0 14.8 0.025 0.030 0.430 0.574
141 0.0 6.0 0.040 0.060 0.430 0.574
139 0.0 6.0 0.170 0.060 0.430 0.574
143 0.0 6.4 0.045 0.045 0.429 0.572
352 0.0 6.4 0.085 0.045 0.429 0.572
62 0.1 12.4 0.110 0.090 0.428 0.571
117 0.1 5.6 0.010 0.080 0.427 0.569
53 0.1 5.6 0.070 0.080 0.427 0.569
50 0.1 7.0 0.035 0.105 0.426 0.568
16 0.2 15.8 0.130 0.075 0.426 0.567
57 0.2 6.4 0.190 0.045 0.425 0.567
17 0.0 7.4 0.080 0.125 0.425 0.567
151 0.0 12.2 0.085 0.100 0.424 0.566
60 0.1 5.0 0.080 0.060 0.424 0.565
124 0.1 5.0 0.035 0.060 0.424 0.565
207 0.1 5.0 0.135 0.060 0.424 0.565
22 0.2 6.0 0.105 0.100 0.423 0.564
18 0.2 13.0 0.185 0.025 0.423 0.564
700 0.0 12.0 0.100 0.020 0.422 0.563
25 0.1 10.6 0.100 0.105 0.422 0.563
375 0.0 10.8 0.130 0.020 0.421 0.561
Table A.16: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
196 A. First appendix
Case s=h t=h a=2h b=2h Cp 
164 0.0 5.2 0.190 0.140 0.420 0.560
54 0.2 6.4 0.035 0.030 0.419 0.559
13 0.1 5.6 0.165 0.140 0.419 0.558
96 0.1 6.4 0.040 0.140 0.418 0.557
8 0.2 9.8 0.085 0.020 0.417 0.556
24 0.1 5.2 0.070 0.160 0.415 0.554
165 0.0 9.4 0.185 0.015 0.414 0.552
63 0.1 7.0 0.105 0.160 0.411 0.547
109 0.0 10.8 0.170 0.140 0.409 0.545
353 0.1 12.2 0.000 0.010 0.408 0.544
114 0.0 9.4 0.085 0.010 0.408 0.544
129 0.1 10.8 0.170 0.010 0.408 0.544
125 0.2 13.6 0.130 0.010 0.407 0.543
101 0.2 14.0 0.105 0.010 0.407 0.543
150 0.2 8.0 0.130 0.010 0.406 0.542
4 0.2 6.4 0.175 0.180 0.406 0.541
6 0.1 9.2 0.125 0.130 0.405 0.540
37 0.2 14.0 0.010 0.095 0.402 0.535
51 0.1 9.2 0.050 0.135 0.398 0.530
702 0.0 12.0 0.100 0.100 0.392 0.523
7 0.0 15.4 0.190 0.115 0.367 0.490
140 0.1 11.8 0.010 0.130 0.365 0.487
127 0.1 11.8 0.135 0.130 0.365 0.487
11 0.0 8.4 0.115 0.190 0.364 0.486
126 0.1 12.4 0.065 0.130 0.358 0.478
115 0.1 11.8 0.055 0.135 0.357 0.476
15 0.1 10.2 0.030 0.170 0.356 0.474
703 0.0 12.0 0.100 0.120 0.352 0.469
64 0.1 11.2 0.060 0.165 0.349 0.466
2 0.2 13.4 0.150 0.155 0.329 0.439
704 0.0 12.0 0.100 0.140 0.322 0.429
19 0.0 14.4 0.055 0.150 0.318 0.424
9 0.0 12.6 0.140 0.165 0.316 0.421
111 0.0 14.0 0.005 0.195 0.313 0.418
21 0.1 11.6 0.005 0.195 0.312 0.416
160 0.0 14.2 0.045 0.165 0.309 0.412
135 0.0 14.0 0.135 0.190 0.306 0.408
Table A.17: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:10)
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A.5 Optimization of the cavity shape in the diuser
with sharp-edges =h = 0:05)
Case s=h t=h a=2h b=2h Cp 
948 0.0 14.0 0.190 0.065 0.445 0.593
568 0.0 14.0 0.080 0.065 0.445 0.593
947 0.0 14.0 0.190 0.060 0.445 0.593
901 0.0 14.2 0.120 0.065 0.445 0.593
914 0.0 14.0 0.100 0.065 0.445 0.593
206 0.0 14.6 0.120 0.060 0.445 0.593
905 0.0 15.2 0.045 0.065 0.445 0.593
897 0.0 14.6 0.115 0.065 0.445 0.593
571 0.0 15.2 0.050 0.060 0.445 0.593
910 0.0 16.0 0.130 0.060 0.444 0.592
205 0.0 16.0 0.200 0.065 0.444 0.592
133 0.0 16.0 0.180 0.065 0.444 0.592
174 0.0 12.8 0.100 0.065 0.444 0.592
945 0.0 16.0 0.190 0.060 0.444 0.592
946 0.0 16.0 0.190 0.065 0.444 0.592
569 0.0 16.0 0.180 0.055 0.444 0.592
566 0.0 12.6 0.000 0.065 0.444 0.592
913 0.0 12.8 0.000 0.065 0.444 0.592
175 0.0 14.0 0.055 0.070 0.444 0.592
382 0.0 12.8 0.115 0.065 0.444 0.592
908 0.0 15.6 0.160 0.055 0.444 0.592
198 0.0 12.8 0.095 0.065 0.444 0.592
888 0.0 12.8 0.105 0.060 0.444 0.592
572 0.0 14.0 0.040 0.065 0.444 0.592
194 0.0 12.8 0.125 0.070 0.444 0.592
214 0.0 12.8 0.195 0.065 0.444 0.592
168 0.0 12.8 0.190 0.065 0.444 0.592
139 0.0 12.6 0.125 0.070 0.444 0.592
192 0.0 13.0 0.200 0.060 0.444 0.592
896 0.0 12.6 0.085 0.065 0.444 0.592
185 0.0 12.4 0.140 0.065 0.444 0.592
Table A.18: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
198 A. First appendix
Case s=h t=h a=2h b=2h Cp 
903 0.0 13.8 0.105 0.060 0.443 0.591
213 0.0 13.4 0.080 0.070 0.443 0.591
381 0.0 12.8 0.085 0.070 0.443 0.591
892 0.0 13.2 0.115 0.065 0.443 0.591
120 0.0 12.4 0.110 0.070 0.443 0.591
176 0.0 12.2 0.105 0.065 0.443 0.591
204 0.0 12.6 0.115 0.065 0.443 0.591
211 0.0 12.0 0.140 0.060 0.443 0.591
181 0.0 12.6 0.045 0.070 0.443 0.591
146 0.0 12.2 0.100 0.065 0.443 0.591
189 0.0 13.4 0.085 0.070 0.443 0.591
193 0.0 12.6 0.135 0.070 0.443 0.591
154 0.0 16.0 0.000 0.065 0.443 0.591
899 0.0 12.8 0.035 0.065 0.443 0.591
570 0.0 12.8 0.035 0.070 0.443 0.591
202 0.0 12.2 0.035 0.070 0.443 0.591
212 0.0 13.2 0.140 0.070 0.443 0.591
576 0.0 12.8 0.030 0.065 0.443 0.591
178 0.0 14.6 0.035 0.070 0.443 0.591
949 0.0 12.0 0.190 0.060 0.443 0.591
950 0.0 12.0 0.190 0.065 0.443 0.591
163 0.0 11.4 0.125 0.070 0.443 0.591
883 0.0 12.6 0.070 0.070 0.443 0.591
195 0.0 12.6 0.125 0.055 0.443 0.591
891 0.0 16.0 0.165 0.065 0.443 0.591
160 0.0 12.0 0.150 0.070 0.443 0.591
104 0.0 14.8 0.035 0.070 0.443 0.591
156 0.0 11.6 0.140 0.070 0.443 0.591
116 0.0 12.6 0.050 0.055 0.443 0.591
106 0.0 11.6 0.125 0.070 0.443 0.591
131 0.0 11.6 0.145 0.070 0.443 0.591
197 0.0 12.6 0.055 0.075 0.443 0.591
145 0.0 11.6 0.110 0.070 0.443 0.591
121 0.0 11.4 0.055 0.060 0.443 0.591
161 0.0 12.4 0.165 0.075 0.443 0.591
Table A.19: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
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Case s=h t=h a=2h b=2h Cp 
900 0.0 16.0 0.040 0.065 0.442 0.590
147 0.0 11.6 0.120 0.060 0.442 0.590
902 0.0 12.8 0.060 0.075 0.442 0.590
95 0.0 14.8 0.025 0.070 0.442 0.590
150 0.0 10.8 0.090 0.070 0.442 0.590
166 0.0 12.2 0.040 0.055 0.442 0.590
909 0.0 15.2 0.080 0.050 0.442 0.590
44 0.0 10.8 0.170 0.060 0.442 0.590
215 0.0 13.0 0.195 0.080 0.442 0.590
904 0.0 15.8 0.020 0.070 0.442 0.590
210 0.0 12.8 0.040 0.080 0.442 0.590
884 0.0 16.0 0.080 0.050 0.442 0.590
125 0.0 10.8 0.010 0.075 0.441 0.588
390 0.0 16.0 0.120 0.050 0.441 0.588
102 0.0 10.8 0.170 0.080 0.441 0.588
889 0.0 12.8 0.100 0.085 0.441 0.588
951 0.0 10.0 0.190 0.060 0.441 0.588
952 0.0 10.0 0.190 0.065 0.441 0.588
97 0.1 11.2 0.140 0.070 0.440 0.587
687 0.1 11.8 0.135 0.055 0.439 0.586
48 0.1 11.8 0.135 0.050 0.439 0.586
673 0.1 11.8 0.175 0.050 0.439 0.585
151 0.1 11.2 0.105 0.050 0.439 0.585
694 0.0 9.4 0.045 0.055 0.439 0.585
141 0.0 9.4 0.050 0.055 0.439 0.585
119 0.1 15.4 0.000 0.045 0.438 0.583
157 0.0 8.4 0.070 0.080 0.438 0.583
105 0.1 10.8 0.065 0.080 0.437 0.583
152 0.0 7.6 0.170 0.080 0.437 0.583
24 0.1 12.0 0.075 0.080 0.437 0.582
122 0.1 11.2 0.015 0.080 0.437 0.582
187 0.2 11.4 0.125 0.070 0.436 0.581
201 0.0 7.6 0.020 0.070 0.436 0.581
162 0.0 16.0 0.050 0.080 0.436 0.581
388 0.0 7.6 0.100 0.060 0.435 0.581
Table A.20: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
200 A. First appendix
Case s=h t=h a=2h b=2h Cp 
177 0.0 7.6 0.180 0.085 0.435 0.580
668 0.1 12.8 0.085 0.040 0.435 0.580
20 0.1 8.8 0.160 0.050 0.435 0.580
99 0.1 10.4 0.060 0.045 0.435 0.580
1 0.0 7.8 0.050 0.055 0.435 0.580
113 0.0 7.8 0.005 0.055 0.435 0.580
686 0.2 10.8 0.000 0.050 0.435 0.580
140 0.2 14.0 0.000 0.070 0.434 0.579
207 0.0 16.0 0.180 0.035 0.434 0.579
114 0.1 9.0 0.095 0.045 0.434 0.579
173 0.0 12.6 0.055 0.035 0.434 0.579
693 0.1 11.2 0.065 0.040 0.434 0.579
35 0.2 11.2 0.060 0.045 0.434 0.578
96 0.0 8.4 0.115 0.100 0.434 0.578
911 0.2 16.0 0.040 0.065 0.434 0.578
149 0.0 13.0 0.075 0.100 0.432 0.576
87 0.2 11.2 0.060 0.040 0.432 0.576
10 0.1 7.0 0.035 0.070 0.431 0.575
183 0.0 16.0 0.115 0.030 0.431 0.575
159 0.0 14.8 0.115 0.030 0.431 0.574
0 0.1 10.6 0.100 0.105 0.431 0.574
91 0.1 12.4 0.110 0.090 0.431 0.574
5 0.0 14.8 0.025 0.030 0.430 0.574
136 0.0 6.0 0.035 0.080 0.430 0.573
109 0.0 11.2 0.140 0.030 0.429 0.573
191 0.0 11.0 0.130 0.030 0.429 0.572
134 0.0 11.2 0.100 0.030 0.429 0.572
16 0.2 15.8 0.130 0.075 0.428 0.571
38 0.0 7.4 0.080 0.125 0.428 0.571
886 0.2 6.4 0.120 0.065 0.428 0.571
383 0.2 6.4 0.100 0.065 0.427 0.570
132 0.0 5.2 0.070 0.080 0.427 0.569
46 0.1 7.0 0.035 0.105 0.426 0.568
49 0.1 5.6 0.070 0.080 0.426 0.568
112 0.2 11.2 0.140 0.030 0.426 0.568
Table A.21: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
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Case s=h t=h a=2h b=2h Cp 
216 0.0 5.0 0.180 0.060 0.425 0.567
128 0.0 12.0 0.030 0.025 0.425 0.567
53 0.2 6.4 0.190 0.045 0.425 0.566
89 0.1 5.0 0.080 0.060 0.423 0.565
688 0.1 5.4 0.105 0.100 0.423 0.564
43 0.2 6.0 0.105 0.100 0.423 0.564
18 0.2 13.0 0.185 0.025 0.423 0.563
123 0.0 13.8 0.040 0.110 0.422 0.563
50 0.2 6.4 0.035 0.030 0.419 0.558
13 0.1 5.6 0.165 0.140 0.418 0.558
52 0.1 6.4 0.040 0.140 0.418 0.557
117 0.0 6.0 0.105 0.160 0.418 0.557
29 0.2 9.8 0.085 0.020 0.417 0.556
78 0.1 5.2 0.070 0.160 0.415 0.554
92 0.1 7.0 0.105 0.160 0.411 0.548
167 0.0 14.0 0.120 0.010 0.409 0.545
103 0.0 9.4 0.085 0.010 0.407 0.543
115 0.2 14.0 0.110 0.010 0.407 0.543
124 0.2 11.6 0.000 0.010 0.407 0.543
679 0.2 12.4 0.060 0.010 0.407 0.543
90 0.2 14.0 0.105 0.010 0.407 0.543
94 0.1 8.8 0.160 0.010 0.407 0.542
6 0.1 9.2 0.125 0.130 0.406 0.542
4 0.2 6.4 0.175 0.180 0.406 0.542
98 0.0 10.8 0.170 0.140 0.403 0.538
12 0.2 14.0 0.010 0.095 0.403 0.537
47 0.1 9.2 0.050 0.135 0.402 0.536
7 0.0 15.4 0.190 0.115 0.365 0.487
11 0.0 8.4 0.115 0.190 0.362 0.483
148 0.0 12.6 0.050 0.135 0.353 0.471
15 0.1 10.2 0.030 0.170 0.343 0.457
93 0.1 11.2 0.060 0.165 0.332 0.443
9 0.0 12.6 0.140 0.165 0.330 0.440
Table A.22: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
202 A. First appendix
Case s=h t=h a=2h b=2h Cp 
42 0.1 11.6 0.005 0.195 0.324 0.432
23 0.2 13.4 0.150 0.155 0.321 0.428
19 0.0 14.4 0.055 0.150 0.318 0.425
100 0.0 14.0 0.005 0.195 0.304 0.405
Table A.23: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:05)
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A.6 Optimization of the cavity shape in the diuser
with sharp-edges =h = 0:15)
Case s=h t=h a=2h b=2h Cp 
703 0.0 11.6 0.190 0.060 0.448 0.597
733 0.0 12.0 0.190 0.060 0.448 0.597
734 0.0 12.0 0.190 0.065 0.448 0.597
702 0.0 12.2 0.170 0.060 0.448 0.597
696 0.0 11.0 0.190 0.060 0.448 0.597
681 0.0 11.8 0.180 0.065 0.448 0.597
646 0.0 11.0 0.170 0.065 0.448 0.597
682 0.0 11.8 0.170 0.060 0.448 0.597
698 0.0 11.6 0.200 0.065 0.448 0.597
657 0.0 11.8 0.090 0.060 0.448 0.597
661 0.0 11.4 0.155 0.060 0.448 0.597
625 0.0 11.2 0.190 0.060 0.448 0.597
685 0.0 12.2 0.120 0.065 0.448 0.597
687 0.0 11.4 0.115 0.060 0.448 0.597
705 0.0 11.2 0.175 0.060 0.448 0.597
716 0.0 11.2 0.160 0.060 0.448 0.597
680 0.0 11.2 0.050 0.060 0.447 0.596
688 0.0 11.2 0.030 0.060 0.447 0.596
697 0.0 12.6 0.170 0.060 0.447 0.596
706 0.0 12.8 0.180 0.065 0.447 0.596
699 0.0 13.4 0.195 0.060 0.447 0.596
707 0.0 12.8 0.200 0.065 0.447 0.596
479 0.0 13.0 0.200 0.060 0.447 0.596
608 0.0 13.4 0.170 0.055 0.447 0.596
675 0.0 13.8 0.080 0.060 0.447 0.596
655 0.0 13.0 0.040 0.060 0.447 0.596
719 0.0 12.4 0.080 0.065 0.447 0.596
694 0.0 12.8 0.200 0.060 0.447 0.596
711 0.0 11.4 0.190 0.055 0.447 0.596
665 0.0 13.8 0.020 0.060 0.447 0.596
660 0.0 13.8 0.195 0.055 0.447 0.596
623 0.0 12.8 0.195 0.060 0.447 0.596
640 0.0 13.8 0.200 0.060 0.447 0.596
689 0.0 12.4 0.105 0.065 0.447 0.596
642 0.0 13.8 0.120 0.060 0.447 0.596
669 0.0 13.0 0.025 0.060 0.447 0.596
671 0.0 11.0 0.200 0.060 0.447 0.596
Table A.24: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:15)
204 A. First appendix
Case s=h t=h a=2h b=2h Cp 
462 0.0 10.8 0.160 0.060 0.447 0.596
616 0.0 10.8 0.055 0.060 0.447 0.596
490 0.0 10.8 0.190 0.060 0.447 0.596
636 0.0 10.8 0.050 0.065 0.447 0.596
383 0.0 10.8 0.015 0.060 0.447 0.596
613 0.0 10.8 0.090 0.065 0.447 0.596
35 0.0 10.8 0.170 0.060 0.447 0.596
632 0.0 10.8 0.180 0.060 0.447 0.596
683 0.0 10.6 0.105 0.060 0.446 0.595
747 0.0 10.0 0.190 0.065 0.446 0.595
746 0.0 10.0 0.190 0.060 0.446 0.595
674 0.0 10.0 0.185 0.060 0.446 0.595
666 0.0 10.4 0.000 0.060 0.446 0.595
619 0.0 14.0 0.025 0.060 0.446 0.595
729 0.0 14.0 0.190 0.060 0.446 0.595
713 0.0 14.4 0.040 0.060 0.446 0.595
730 0.0 14.0 0.190 0.065 0.446 0.595
637 0.0 14.0 0.150 0.055 0.446 0.595
679 0.0 15.0 0.190 0.060 0.446 0.595
714 0.0 14.4 0.120 0.065 0.446 0.595
201 0.0 15.6 0.170 0.060 0.446 0.595
614 0.0 13.0 0.080 0.050 0.446 0.595
638 0.0 11.4 0.000 0.060 0.446 0.595
691 0.0 11.4 0.000 0.060 0.446 0.595
618 0.0 11.2 0.000 0.060 0.446 0.595
651 0.0 12.6 0.015 0.070 0.446 0.595
633 0.0 13.4 0.185 0.055 0.446 0.595
715 0.0 13.8 0.115 0.055 0.446 0.595
676 0.0 13.0 0.000 0.070 0.446 0.595
708 0.0 10.6 0.060 0.060 0.446 0.595
385 0.0 10.4 0.200 0.060 0.446 0.595
693 0.0 10.2 0.125 0.060 0.446 0.595
645 0.0 10.4 0.040 0.060 0.446 0.595
Table A.25: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:15)
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Case s=h t=h a=2h b=2h Cp 
686 0.0 10.0 0.200 0.060 0.446 0.595
609 0.0 14.2 0.200 0.050 0.445 0.594
639 0.0 14.0 0.080 0.050 0.445 0.593
664 0.0 14.0 0.105 0.050 0.445 0.593
721 0.0 16.0 0.190 0.060 0.445 0.593
727 0.0 16.0 0.190 0.065 0.445 0.593
488 0.0 11.6 0.200 0.050 0.445 0.593
59 0.0 9.2 0.090 0.075 0.444 0.592
710 0.0 9.4 0.125 0.060 0.444 0.592
641 0.1 10.5 0.135 0.065 0.444 0.592
635 0.0 13.2 0.200 0.045 0.444 0.592
652 0.0 14.2 0.195 0.045 0.444 0.591
628 0.0 13.8 0.195 0.045 0.444 0.591
373 0.0 12.6 0.200 0.045 0.443 0.591
493 0.0 11.0 0.030 0.080 0.443 0.591
116 0.0 9.2 0.050 0.075 0.443 0.591
604 0.1 10.5 0.170 0.060 0.443 0.590
197 0.1 10.5 0.110 0.055 0.442 0.589
695 0.0 8.2 0.010 0.060 0.442 0.589
382 0.1 10.5 0.130 0.055 0.442 0.589
39 0.1 11.9 0.135 0.050 0.442 0.589
496 0.1 10.5 0.105 0.065 0.442 0.589
286 0.1 10.5 0.105 0.055 0.442 0.589
384 0.1 11.5 0.145 0.050 0.441 0.589
677 0.0 14.2 0.090 0.040 0.441 0.589
659 0.0 14.6 0.200 0.040 0.441 0.588
377 0.1 10.9 0.080 0.050 0.441 0.588
634 0.0 14.8 0.200 0.040 0.441 0.588
617 0.1 10.1 0.130 0.055 0.441 0.588
650 0.0 7.8 0.180 0.060 0.441 0.588
372 0.0 12.8 0.120 0.040 0.441 0.588
126 0.1 10.1 0.080 0.050 0.441 0.588
199 0.0 11.2 0.200 0.040 0.441 0.587
60 0.0 11.0 0.200 0.040 0.440 0.587
374 0.1 10.7 0.170 0.080 0.440 0.587
Table A.26: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:15)
206 A. First appendix
Case s=h t=h a=2h b=2h Cp 
1 0.0 7.8 0.050 0.055 0.440 0.587
492 0.1 10.5 0.070 0.080 0.440 0.586
200 0.1 10.5 0.200 0.080 0.439 0.586
649 0.2 13.2 0.200 0.060 0.439 0.586
381 0.1 11.5 0.055 0.080 0.439 0.586
465 0.2 10.4 0.110 0.055 0.439 0.586
282 0.1 9.3 0.050 0.080 0.439 0.585
53 0.1 10.1 0.080 0.045 0.439 0.585
32 0.1 8.9 0.160 0.050 0.439 0.585
119 0.0 6.8 0.035 0.075 0.438 0.584
3 0.1 12.1 0.075 0.080 0.438 0.584
120 0.0 7.0 0.045 0.055 0.438 0.584
386 0.0 6.8 0.175 0.060 0.438 0.584
123 0.1 12.7 0.085 0.080 0.438 0.583
610 0.1 10.7 0.170 0.040 0.438 0.583
26 0.2 11.4 0.060 0.045 0.437 0.583
285 0.1 10.5 0.020 0.085 0.437 0.583
629 0.0 6.6 0.170 0.060 0.437 0.583
10 0.1 7.1 0.035 0.070 0.436 0.581
45 0.2 11.4 0.060 0.040 0.436 0.581
118 0.2 11.4 0.015 0.040 0.436 0.581
283 0.0 11.4 0.090 0.090 0.435 0.580
115 0.0 14.8 0.020 0.030 0.435 0.580
56 0.2 8.2 0.105 0.050 0.435 0.580
5 0.0 14.8 0.025 0.030 0.435 0.580
125 0.1 8.7 0.055 0.095 0.435 0.580
195 0.2 8.2 0.065 0.080 0.435 0.580
678 0.0 5.8 0.200 0.060 0.434 0.579
718 0.0 5.4 0.195 0.060 0.433 0.577
40 0.1 5.7 0.070 0.080 0.431 0.575
37 0.1 7.1 0.035 0.105 0.431 0.574
44 0.2 6.6 0.190 0.045 0.430 0.573
114 0.2 8.0 0.050 0.035 0.430 0.573
29 0.0 7.4 0.080 0.125 0.429 0.572
47 0.1 5.1 0.080 0.060 0.429 0.572
Table A.27: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:15)
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Case s=h t=h a=2h b=2h Cp 
111 0.1 10.9 0.120 0.025 0.428 0.571
34 0.2 6.2 0.105 0.100 0.428 0.570
28 0.2 16.0 0.130 0.075 0.427 0.570
54 0.0 8.2 0.065 0.125 0.427 0.570
30 0.2 13.2 0.185 0.025 0.427 0.569
121 0.0 5.2 0.060 0.135 0.426 0.567
41 0.2 6.6 0.035 0.030 0.424 0.565
0 0.1 10.7 0.100 0.105 0.423 0.565
25 0.1 5.7 0.165 0.140 0.423 0.564
8 0.2 10.0 0.085 0.020 0.422 0.562
43 0.1 6.5 0.040 0.140 0.422 0.562
55 0.0 13.0 0.185 0.015 0.420 0.560
36 0.1 5.3 0.070 0.160 0.420 0.560
475 0.1 9.3 0.110 0.120 0.419 0.558
57 0.1 8.9 0.160 0.015 0.418 0.557
50 0.1 7.1 0.105 0.160 0.414 0.552
194 0.1 13.1 0.200 0.010 0.413 0.550
48 0.2 14.2 0.105 0.010 0.412 0.549
52 0.1 8.9 0.160 0.010 0.412 0.549
117 0.2 6.6 0.135 0.010 0.409 0.546
4 0.2 6.6 0.175 0.180 0.409 0.545
6 0.1 9.3 0.125 0.130 0.408 0.544
476 0.1 8.7 0.170 0.140 0.406 0.541
24 0.2 14.2 0.010 0.095 0.404 0.539
38 0.1 9.3 0.050 0.135 0.401 0.534
7 0.0 15.4 0.190 0.115 0.372 0.497
11 0.0 8.4 0.115 0.190 0.369 0.492
611 0.1 11.1 0.170 0.140 0.366 0.488
124 0.1 11.1 0.200 0.160 0.348 0.465
27 0.1 10.3 0.030 0.170 0.347 0.463
31 0.0 14.4 0.055 0.150 0.346 0.462
2 0.2 13.6 0.150 0.155 0.346 0.461
9 0.0 12.6 0.140 0.165 0.342 0.456
51 0.1 11.3 0.060 0.165 0.330 0.441
Table A.28: Optimization of the cavity shape in the diuser with
sharp-edges (=h = 0:15)
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B.1 Navier Stokes simulation
The results of the simulation with no SGS model (NS2r) are presented herein.
The simulation was carried out on the rened grid GR2 for ReD = 20000.
This simulation can be considered as an implicit LES, if the numerical vis-
cosity is assumed to also act as a SGS model. The parameter controlling the
numerical viscosity, s, for this simulation has been set equal to 0:5.
As in all the other cases, the governing equations were advanced in time
starting from initial conditions in which the velocity is assumed to be uniform
and equal to the free-stream velocity. The adopted time step is xed such
that the CFL number is equal to 20.
The time behavior of the computed aerodynamic loads as a function of
the non-dimensional time tU=D are shown in Figure B.1.
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Figure B.1: Time behavior of the drag and lift coecients for the
simulation NS2r
Mainly the same analyses were made for this case as in Sections 3.4, 3.4.1
and 3.4.2.
The convergence of the mean values and root mean square of the drag and
lift coecients have been checked for increasing extents of the time interval,
tn, used to compute the statistics. The results of the convergence check for
each simulation are reported in Table B.1. In order to compute the solution
averaged in time, the interval 90  777 was considered (tn = 687).
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Time step units mean(Cd) mean(Cl) rms(Cd) rms(Cl)
50-777 1.04 -0.13 0.022 0.18
90-777 1.04 -0.12 0.022 0.18
150-777 1.04 -0.12 0.022 0.18
200-777 1.04 -0.12 0.022 0.18
Table B.1: Aerodynamic loads for dierent time-averaging intervals
for the case NS20r
The value of the mean(Cl) is higher that the ones obtained in the other
cases therefore we may argue that the mean ow is very asymmetric. The
streamlines obtained from the velocity eld averaged in time are plotted on
the plane at Z = 0 and shown in Figure B.2. Making a zoom of the region
near the upstream corners we observe a dierent mechanism of separation.
With no SGS model a counter-rotating vortex is present. The same result was
obtained by [72] for the 3D SA DES-SD case and also by Arslan et al. [4] for
a 2D LES (Smagorinsky model). Compared with the other cases previously
presented it can be seen also that, for this case, the main recirculation zone
is considerable shorter, see Table B.2 and Cp plateau is shorter, see Figure
B.3. Also the center of the main vortex moves upstream (see Table B.3).
This case is more asymmetric than the other ones not only because of the
position of tha main vortex but also because of the counter-rotating vortex
near the leading corners which is also signicantly asymmetric, see Table B.4
x+r x
 
r xr
0.65 0.45 0.2
Table B.2: NS2r The x coordinates of the main vortex reattachment
points on both sides of the cylinder
x+c y
+
c x
 
c y
 
c
-0.81 0.8 -0.95 -0.775
Table B.3: Main vortex core coordinates
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Figure B.2: Streamlines z=0 plane
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Figure B.3: Mean pressure coecient on the cylinder surface for
NS2r
x+c y
+
c x
 
c y
 
c
-1.87 0.575 -2.13 -0.56
Table B.4: Upstream vortex core coordinates
From this analysis and from the signicant discrepancies with the other
simulations with SGS models, it seems that, as also found in previous studies
(Ouvrard et al. [92]), the numerical visocosity alone is not able to accurately
reproduce the complex dynamics of the considered ow, at least for the con-
sidered grid resolution.
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B.2 Aerodynamic loads convergence check
Time step interval Strouhal mean(Cd) rms(Cl)
90-900 0.106 0.98 0.65
150-900 0.106 0.98 0.64
200-900 0.106 0.98 0.64
300-900 0.106 0.985 0.65
400-900 0.107 0.984 0.63
Table B.5: Aerodynamic loads for dierent time-averaging intervals
for the case S2
Time step interval mean(Cd) rms(Cd) rms(Cl) mean(Cl)
25-1325 0.96 0.0425 0.34 -
90-1325 0.96 0.042 0.35 0.0022
120-1325 0.96 0.042 0.35 0.0084
150-1325 0.96 0.042 0.35 0.0114
200-1325 0.95 0.042 0.35 0.0130
300-1325 0.96 0.0424 0.35 0.0122
Table B.6: Aerodynamic loads for dierent time-averaging intervals
for the case S2r
Time step units mean(Cd) rms(Cl)
90-900 0.97 0.52
150-900 0.97 0.5
200-900 0.97 0.5
300-900 0.97 0.52
400-900 0.97 0.52
Table B.7: Aerodynamic loads for dierent time-averaging intervals
for the case S4
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Time step units mean(Cd) rms(Cd) rms(Cl) mean(Cl)
40 - 1000 0.978 0.0526 0.51 -0.1
80 - 1000 0.98 0.053 0.52 -0.07
100 - 1000 0.98 0.054 0.52 -0.07
200 - 1000 0.98 0.054 0.53 -0.08
250 - 1000 0.98 0.053 0.52 -0.07
300 - 1000 0.98 0.053 0.51 -0.07
400 - 1000 0.98 0.054 0.53 -0.1
Table B.8: Aerodynamic loads for dierent time-averaging intervals
for the case W2
Time steps interval mean(Cd) mean(Cl) rms(Cd) rms(Cl)
30 - 1420 0.97 -0.09 0.033 0.29
45 - 1420 0.97 -0.09 0.032 0.29
75 - 1420 0.97 -0.09 0.032 0.29
90 - 1420 0.97 -0.1 0.032 0.29
120 - 1420 0.97 -0.1 0.032 0.29
150 - 1420 0.97 -0.09 0.032 0.29
200 - 1420 0.97 -0.08 0.032 0.29
300 - 1420 0.97 -0.09 0.032 0.29
400 - 1420 0.97 -0.1 0.032 0.29
Table B.9: Aerodynamic loads for dierent time-averaging intervals
for the case W2r
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Time step interval mean(Cd) rms(Cd) rms(Cl) mean(Cl)
25 - 1035 0.99 0.045 0.38 -0.056
45 - 1035 0.99 0.045 0.38 -0.06
75 - 1035 0.99 0.045 0.38 -0.07
90 - 1035 0.99 0.045 0.38 -0.07
120 - 1035 0.99 0.045 0.38 -0.07
150 - 1035 0.99 0.044 0.39 -0.08
200 - 1035 0.99 0.0455 0.39 -0.08
300 - 1035 0.99 0.045 0.39 -0.07
400 - 1035 0.99 0.044 0.39 -0.09
Table B.10: Aerodynamic loads for dierent time-averaging inter-
vals for the case W4
B.3 Strouhal number analysis
Case StD
S2 0.107
S4 0.107
S2r 0.122
W2 0.11
W4 -
W2r -
Table B.11: Bulk ow parameters
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