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Resumo
Os veículos autónomos subaquáticos têm sido cada vez mais aplicados em diversas áreas,
nomeadamente em tarefas de risco para o Ser Humano, tendo cada vez mais impacto nas que
envolvem monitorização de estruturas submersas e inspeção ótica para controlo da sua qualidade.
Nesta área o uso de sensores óticos tem vindo a revelar-se essencial, uma vez que, para além
de apresentarem custos apelativos, fornecem maior quantidade de dados e encontram-se bastante
aptos na recolha de informações em curtas distâncias em relação ao fundo oceânico ou das es-
truturas nele presentes. No entanto, ainda é relevante a melhoria de métodos para a utilização de
câmaras em ambientes subaquáticos, devido às características inerentes a este meio .
Para a reconstrução tridimensional das estruturas submersas é possível recorrer-se a lasers,
juntamente com câmaras, que tentam criar uma representação fiel da estrutura a mapear. Para esta
tarefa é necessário estimar, simultaneamente, o movimento do sistema de aquisição e recorre-se,
muitas vezes, à odometria visual. Este método é responsável pela medição do movimento relativo
da câmara, ou seja, entre frames consecutivas.
Desta forma, a presente dissertação passa, numa primeira fase, pela análise da comparação de
métodos de odometria visual monocular para a seleção do mais apto, no contexto pretendido, e pela
descrição do desenvolvimento de um método capaz de acumular as informações tridimensionais
recolhidas ao longo do tempo, combinando também informação RGB para ser possível obter uma
ideia da textura da superfície recolhida. Por fim, são descritos os testes realizados em cenários
terrestre e subaquático, onde foram estudadas diversas particularidades do mapeamento 3D.
A partir das experiências realizadas, verificou-se que o mapeamento tridimensional com in-
formação de textura representa uma mais valia no aumento da perceção dos fundos do mar, bem
como do que nele existe.
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Abstract
Autonomous underwater vehicles are applied more and more in very diverse fields, namely in
tasks that are risky for human beings to perform. They have more and more impact in the sectors
that require the monitorisation and optical inspection of underwater structures for the purpose of
quality control.
Optical sensors have shown themselves essential in this field as they are a more appealing cost
and they supply a larger quantity of data, as well as being quite apt in the recovery of information
at a short distance of the ocean floor or the structures present there. However, it is still important
to improve the methods for using cameras in underwater environments, given the risks involved.
Lasers can be used to reconstruct underwater structures in three dimensions, along with came-
ras which create a faithful representation of the structure one intends to map. To perform this task
it is necessary to simultaneously estimate the movement of the intake system and very often visual
odometry is used. This method is responsible for measuring relative camera movement, that is,
from frame to consecutive frame.
First, this dissertation compares different monocular visual odometry methods to select the
best one for each context, in order to later develop a method that can put together the three dimen-
sional information that has been harvested over time, combining also RGB information as to give
an idea of the texture of the processed surface. Finally, tests performed in underwater and above
ground scenarios are described, wherever the several different specificities of 3D mapping were
studied.
Through the experiments that were performed, it was confirmed that threedimensional map-
ping with texture information is an asset in increasing sea floor perception, as well as that which
exists in it.
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Capítulo 1
Introdução
1.1 Contexto
Atualmente, os veículos autónomos subaquáticos (AUV) são cada vez mais aplicados em di-
versas tarefas específicas de modo a auxiliar o Ser Humano, nomeadamente na monitorização
oceanográfica, desminagem ou recolha de dados batimétricos, em ambientes marinhos ou fluviais,
e inspeção ótica de estruturas submersas. A recolha e análise de informação proveniente do fundo
oceânico fomenta o estudo e a investigação da atividade biológica e, simultaneamente, possibilita
o suporte de atividades e aplicações para a indústria marítima.
Cada vez mais este tipo de informação é obtido com recurso a AUV tipicamente equipados
com diversos sensores, como acústicos, acelerómetros, giroscópios e Global Positioning System
(GPS). Estes sensores tornam-se importantes para assegurar o controlo e a navegação do veículo,
mas são limitados quando é necessário que permaneça submerso durante longos períodos de tempo
ou junto ao fundo do mar, uma vez que nestas situações, são incapazes de fornecer informações
precisas e confiáveis durante toda a operação.
Desta forma, os cientistas têm averiguado a utilização de imagem subaquática para quando
é exigida uma proximidade a estruturas submersas ou a fundos do mar, através da introdução de
câmaras, juntamente com o laser, uma vez que permitem a aquisição de imagens de alta resolução,
com informação 3D, dos fundos oceânicos. Contudo, a aquisição de imagens no meio aquático
torna-se uma tarefa bastante complexa por vários motivos, nomeadamente devido à dificuldade de
submergir completamente uma câmara em água usando um encapsulamento adequado, à necessi-
dade de aplicar fontes de luz artificial, o que pode induzir fenómenos indesejados, e à existência
de sombras induzidas, que são bastante prejudiciais por poderem criar um falso movimento. Uma
vez que existe uma forte atenuação da luz no meio submerso é recomendado que as imagens su-
baquáticas sejam adquiridas o mais próximo possível das estruturas a analisar. Essa proximidade
tem como maior consequência uma substancial redução do campo de visão do veículo e, conse-
quentemente, as tarefas de mapeamento da textura do fundo aquático, bem como de estruturas
submersas, requerem um processamento da informação bastante desafiante. No entanto, devido
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ao facto desta recolha ser realizada tão próximo dos fundos, surgem problemas de paralaxe, que
por vezes podem provocar erros de estimação topológica.
Tendo em conta que a perceção total dos fundos oceânicos ainda é atualmente reduzida, torna-
se crucial desenvolver métodos que a aumentem e permitam o mapeamento subaquático, o mais
próximo da realidade. Assim, embora já existam formas de representação bidimensional dos fun-
dos oceânicos, surge a necessidade de as melhorar e reconstruir os fundos tridimensionalmente,
a partir da fusão de imagens adquiridas pela câmara com informação proveniente, por exemplo,
de um laser ou visão stereo. Este mapeamento assume, cada vez mais, uma crucial importância
na inspeção subaquática, dado que permite uma perceção mais assertiva das estruturas submersas,
permitindo identificar e quantificar quais são as condições físicas em que se encontra a estrutura.
1.2 Objetivos
A presente dissertação para permitir inspeção subaquática com maior precisão, tem como
finalidade o desenvolvimento de um sistema que permita mapear tridimensionalmente, com infor-
mação de textura, uma determinada área do fundo do mar.
Assim, os objetivos principais passam por:
• estudar e avaliar comparativamente métodos relacionados com odometria monocular visual
e mapeamento de textura com relevo em ambientes subaquáticos;
• verificar um algoritmo capaz de fornecer informações tridimensionais (3D);
• incorporar informação 3D com os métodos de odometria e mapeamento a utilizar, para
melhorar a qualidade da informação recolhida;
• realizar testes para validação dos algoritmos;
• reforçar as capacidades percetivas do AUV, designado por MARES, que pertence ao CRAS
do INESC TEC.
1.3 Motivação
Estudos recentes do meio aquático têm sido conduzidos por veículos autónomos subaquáticos
em inúmeras aplicações e tarefas que, anteriormente, eram apenas executadas pelo Ser Humano.
Em profundidade existem locais desconhecidos e inacessíveis, onde a aplicação destes veículos
tem vindo a crescer exponencialmente devido a algumas limitações humanas, acarretando inúme-
ras vantagens, pois liberta o Ser Humano de tarefas mais perigosas, complexas e até dispendiosas.
Como principal motivação à exploração deste tipo de meio estão aplicações como o mapeamento
de estruturas existentes, bem como a monitorização do seu estado, a investigação bióloga e ainda
a inspeção de cascos de navios e zonas portuárias, bem como de diques, barragens, ou minas
inundadas.
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A inserção de câmaras de alta resolução no mundo sensorial, para aquisição de dados, permitiu
aumentar a perceção existente dos fundos oceânicos, embora ainda de uma forma menor do que
a expectável, na medida em que as imagens adquiridas por estas câmaras sofrem com diversos
problemas que surgem na sua aquisição. O primeiro é a atenuação da luz que, devido à sua ab-
sorção por parte da água, afeta todos os comprimentos de onda. Outro dos principais problemas
é o espalhamento provocado pelas partículas suspensas na água que intersetam o campo de visão
entre a câmara e a fonte de iluminação. Por vezes, surge a necessidade de utilizar fontes de luz
artificial que, embora melhorem a qualidade da informação recolhida, provocam iluminação dis-
forme que implica uma aparência menos contrastante e mais escura nas redondezas da incidência
da luz. A utilização do laser da visão stereo para obter a reconstrução de estruturas submersas tri-
dimensionalmente também tem sido responsável pelo aumento da capacidade de perceção destes
veículos.
Em torno da questão do mapeamento de estruturas existem diversos desafios à sua construção,
de forma a fornecer informação consistente e correta. Assim, é necessário e crucial não descurar
dois aspetos importantes como a preservação e o melhoramento da riqueza dos detalhes nas ima-
gens de entrada, bem como a importância dos algoritmos serem capazes de lidar com milhares de
imagens.
Aliar informação de relevo à construção do mosaico permite obter informação tridimensio-
nal e, assim, uma perceção maior e mais realística do fundo oceânico, bem como das estruturas
submersas, que se pretendem monitorizar. Desta forma, o desenvolvimento de técnicas de ma-
peamento e construção tridimensional a partir de fusão sensorial permite aumentar os níveis de
precisão, o que é crucial para que os erros na estimação topológica diminuam e, consequente-
mente torna possível que esta técnica seja utilizada não só para registo dos fundos oceânicos mas
também aplicada em contextos de navegação.
1.4 Contribuições
Esta dissertação apresenta como principais contribuições:
• levantamento e análise do estado da arte no que respeita a mapeamento visual em ambiente
subaquático;
• estudo e análise comparativa de soluções já existentes de estimação de odometria, utilizando
dados visuais monoculares;
• seleção das técnicas de odometria que se revelaram mais aptas para o uso em aplicações
futuras;
• construção de um método capaz de mapear tridimensionalmente, juntamente com informa-
ção de textura, uma determinada área;
• colaboração na criação de um fundo subaquático para aplicar ao tanque da unidade de in-
vestigação, presente na FEUP.
4 Introdução
1.5 Estrutura do documento
Este documento encontra-se dividido em: 5 capítulos. No presente capítulo é realizada a
introdução ao tema, bem como expostos a motivação, os objetivos e as principais contribuições.
No capítulo 2 é apresentado o estudo da literatura realizado no que concerne ao aspetos es-
senciais para a construção de sistemas de mapeamento: técnica de odometria visual, mapeamento
visual e reconstrução tridimensional.
No capítulo 3 é apresentada a análise comparativa a diferentes métodos de odometria visual,
em termos de estimação de movimento e avaliação de gastos temporais e utilização computaci-
onal. Ainda neste capitulo pretende-se justificar a seleção da implementação mais capaz para a
realização desta técnica e, consequentemente, mais apta para um melhor desempenho do trabalho
desenvolvido.
No capitulo 4 é apresentado o algoritmo de mapeamento tridimensional com informação de
textura desenvolvido, bem como algumas das suas particularidades, testes de eficiência e ainda
testes em cenários terrestre e subaquatico.
Por fim, no capitulo 5 são apresentadas as conclusões gerais do trabalho desenvolvido, bem
como sugestões de propostas do trabalho futuro.
Capítulo 2
Princípios de estimação visual de
movimento
Neste capítulo pretende-se apresentar teoricamente os principais temas presentes nesta dis-
sertação. Para as três grandes temáticas apresenta não só alguns conceitos introdutórios como
também o levantamento dos principais trabalhos, disponíveis na literatura. Desta forma, optou-se
por dividir este capítulo em quatro secções principais, começando por uma caracterização do meio,
onde se demonstra alguns dos problemas encontrados na aquisição de dados subaquáticos (Sec-
ção 2.1). De seguida, apresenta-se as técnicas de odometria (Secção 2.2) e de mapeamento visual
(Secção 2.3). Por fim, de modo a completar os temas pressupostos da dissertação apresentam-se
métodos para obter representações 3D de estruturas submersas (Secção 2.4).
2.1 Caracterização do meio
Adquirir imagens no meio aquático torna-se uma tarefa bastante complexa por variados mo-
tivos, não só pelo facto de se ter de submergir completamente uma câmara em água usando um
encapsulamento adequado, também pela aplicação de luz artificial que pode afetar a qualidade das
imagens obtidas e devido à existência de sombras induzidas que são muito prejudiciais, uma vez
que podem criar um falso movimento, na cena [1]. Maioritariamente os problemas encontrados
nas imagens adquiridas são os seguintes:
• atenuação da luz – cresce exponencialmente, devido à absorção da luz por parte da água,
afetando todos os comprimentos de onda, como se pode observar na Figura 2.1. Os maio-
res comprimentos de onda são os primeiros a serem atenuados, sendo que permanecem os
verdes e azuis, como é visível na Figura 2.2. Por outro lado, também as partículas como
o fitoplâncton absorvem a luz nos comprimentos de onda mais curtos, persistindo apenas
os verdes. Uma possível solução será o uso de fontes de luz artificiais apropriadas, não
descurando o facto de que embora as imagens sejam mais brilhantes e ricas em detalhes de
informação, a sua aparência será mais escura e menos contrastante nas redondezas da região
onde a luz incide diretamente, tal como é observado na Figura 2.2.
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Figura 2.1: Atenuação da luz nos diferentes comprimentos de onda do espetro visível [1]
• espalhamento – provocado pela presença de partículas, orgânicas e inorgânicas suspensas
na água, que intersetam o campo de visão da câmara e a fonte de iluminação. É muito
percetível quando a água está turva, sendo que o próprio movimento do veículo pode agitar
as partículas e provocar este efeito.
Figura 2.2: Efeito da atenuação da luz juntamente com a absorção das partículas flutuantes e efeito
provocado pelo uso de fontes de luz artificial [1]
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Para além dos problemas referidos as inconformidades resultantes da iluminação e o movi-
mento de partículas ou resíduos são também prejudiciais à estimação visual. De forma a colmatar
ou minimizar esta degradação de qualidade existem já técnicas de restauro e/ou melhoria que
apresentam bons resultados, conforme visível na Figura 2.3.
Figura 2.3: Exemplo ilustrativo de técnicas de melhoramento em imagens subaquáticas. Adaptado
de [2].
No que concerne a qualquer técnica de mapeamento, existem três etapas inerentes ao mesmo,
tal como visivel na Figura 2.4. Em primeiro lugar é necessário obter alguma informação de lo-
calização que pode ser dada, por exemplo, por técnicas de odometria. De seguida, é necessário
adquirir informações que podem ser 2D ou 3D, mediante o mapa que se pretende construir e, por
fim, a fusão sensorial que é a responsável pela criação do mapa em si.
Figura 2.4: Esquema das etapas inerentes ao processo de mapeamento visual
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2.2 Odometria visual
2.2.1 Conceitos introdutórios
Como pré-requisito de muitas aplicações e tarefas que envolvem o movimento de um robô
tem-se a correta estimação do movimento da câmara, ou seja, do movimento do próprio veículo.
A odometria visual é o processo responsável pela estimação do movimento, tendo apenas
como entrada imagens provenientes de uma ou de múltiplas câmaras. Assim, são analisadas as
alterações entre vários dados de entrada. Segundo [3], o termo surge em 2004 por Nister, que
o escolhe pela semelhança à odometria de rodas - que estima e calcula de forma incremental o
movimento, através da integração do número de voltas das suas rodas ao longo do tempo.
O recurso à odometria visual (VO) apresenta vantagens comparativamente com a de rodas em
situações de possível derrapagem, nomeadamente em terrenos escorregadios ou irregulares, onde
surgem erros que são cumulativos. Sendo mais precisa nestes casos e com menores taxas de erro
pode ser considerada como um suplemento interessante à odometria de rodas, IMUS ou até à
odometria laser, tal como apresentado em [3]. É também importante em ambientes onde o GPS é
escasso, nomeadamente no meio aquático.
Tal como referido anteriormente, o facto de os dados de entrada serem imagens pode, por ve-
zes, dificultar as tarefas de processamento. Deste modo, obtêm-se melhores resultados sempre que
há iluminação suficiente, uma cena estática com textura suficiente para permitir que o movimento
seja extraído, e quando a taxa de aquisição de imagens é rápida o suficiente para garantir que as
imagens apresentam alguma área de sobreposição entre si. Esta tarefa torna-se também desafiante
devido à presença de objetos em movimento independente entre si que violam motion coherence
assumption [4].
A odometria pode dividir-se em duas categorias, mediante o uso de câmaras monoculares ou
stereo. As monoculares geralmente requerem o tracking de características para computar a estru-
tura da cena e assim, reconstruir a trajetória efetuada. o movimento recuperado está afeto a um
factor de escala, que pode ser determinado por medições diretas, restrições de movimento ou a
partir da integração com outros sensores. Apresenta-se como uma ferramenta mais simples e fácil
em termos de hardware. Podendo apresentar duas abordagens diferentes, ou SfM ou matriz fun-
damental que evita a computação da estrutura aquando a atualização da pose, sendo no entanto,
muito dependente de um modelo de movimento ou de uma referência externa para fazer a uma
atualização da posição precisa [5]. Por sua vez, Moravec realizou inúmeros trabalhos na área utili-
zando câmaras stereo, onde as características são diretamente medíveis por triangulação e usadas
para derivar o movimento relativo [3]. Maioritariamente, as aplicações com câmaras multiocu-
lares produzem melhores resultados e, consequentemente, maior robustez, visto que não existem
ambiguidades de escala, uma vez que utilizam múltiplas câmaras com vistas sobrepostas entre si
e com tempo de captura de imagens sincronizado [5]. Para além desta vantagem o uso de uma
câmara secundária aumenta ainda, significativamente, a informação visual disponível diminuindo
o número de conjuntos mal alinhados ou de elementos com má triangulação. Em situações em
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que a distância à cena é maior que a distância entre as duas lentes, as câmaras stereo tornam-se
ineficientes, realçando-se nestes casos o uso de monoculares.
Segundo [3], existem duas abordagens diferentes para computar o movimento relativo:
• Métodos globais ou de aparência – usam informação acerca da intensidade de todos os
pixéis ou de apenas uma região da imagem, sendo menos precisos comparativamente com
os seguintes, mas mais caros computacionalmente. Por outro lado, revelam-se mais fáceis
de utilizar em cenários pouco texturizados.
• Métodos baseados em características – recorrem à deteção de características salientes e
repetíveis que são rastreadas ao longo de todas as frames, requerendo uma maior habilidade
para se obter uma correspondência robusta, mas são mais rápidos e precisos. São, por estes
motivos, implementados mais vezes que os anteriores.
Em termos práticos, um agente em movimento pode ser discretizado em k instantes. No caso
do uso de uma câmara monocular existe uma imagem por instante, enquanto que nas stereo exis-
tem duas imagens. Para facilitar a estimação do movimento do veículo assume-se que a posição
da câmara é a mesma que a posição do veículo. Assim, a principal tarefa da VO é calcular as trans-
formações relativas do instante k a partir das imagens obtidas nesse mesmo instante e no anterior,
concatenando todas as transformações para recuperar a trajetória completa, posição após posição.
Refinando as últimas posições obtém-se uma maior precisão na trajetória local [3].
Modelação, Calibração e Geometria de imagens triplas
Para a odometria visual podem ser utilizadas câmaras omnidirecionais ou de perspetiva. As
últimas assumem um sistema de projeção pinhole onde a imagem é formada através da interse-
ção dos raios de luz, provenientes dos objetos através do centro da câmara, com um plano focal.
Quando o campo de visão da câmara é maior que 45o podem surgir efeitos de distorção radial
que começam a ser visíveis. As câmaras omnidirecionais apresentam campo de visão mais am-
plo (superior, por vezes, a 180o) e têm atualmente dois modelos de projeção: o catadióptrico de
Geyer e Daniilidis e um segundo modelo, que se encontra unificado tanto para as câmaras olho
de peixe como para as catadióptricas, de Scaramuzza [3]. Este modelo unificado assume que o
plano de imagem satisfaz o propósito de que os eixos de simetria da câmara e do espelho estão
alinhados. Caso haja desalinhamentos podem-se modelar através da introdução de uma projeção
de perspetiva entre o plano ideal e o real. A existência de um único centro de projeção permite
modelar qualquer projeção omnidirecional como um mapeamento a partir de um ponto único de
visão a uma esfera, surgindo o modelo esférico descrito em [3]. Na Figura 2.5 é possível observar
as diferentes projeções.
Uma vez que existe uma matriz K destinada à calibração das imagens da câmara, que encapsula
os parâmetros intrínsecos com precisão, é possível efetuar o mapeamento entre as coordenadas da
câmara e as da imagem. Enquanto os parâmetros intrínsecos servem para relacionar as coorde-
nadas 2D de cada pixel com as de pontos do espaço 3D do sistema de referência, os extrínsecos
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Figura 2.5: Modelação de câmaras: (a) projeção de perspectiva, (b) projeção catadióptrica, (c)
projeção esférica [3]
consistem na posição e orientação do referencial de coordenadas 3D da câmara relativamente ao
mundo real, também ele 3D.
Através de um tensor trifocal (dimensão 3x3x3) é possível descrever a relação existente entre
três imagens da mesma cena, pois este encapsula a geometria projetiva entre os diferentes pontos
de vista e é independente da estrutura da cena [6]. Este tensor apresenta a capacidade de mapear
dois pontos característicos correspondentes das imagens A e B na imagem C, necessária no caso
de câmaras stereo. Deste modo, sempre que forem conhecidas informações de calibração e de
egomotion podem-se aglomerar as mesmas, obtendo-se as matrizes de projeção. A partir destas é
possível construir dois tensores que relacionam as duas imagens atuais (da esquerda e da direita)
com o par de imagens anterior.
2.2.2 Processo
Assim, as principais etapas inerentes ao processo da odometria encontram-se na Figura 2.6 e
serão explicadas seguidamente.
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Figura 2.6: Etapas do processo de odometria
Etapa 1: Deteção e correspondência Durante esta etapa as imagens são percorridas de modo
a encontrar pontos salientes. Para aplicações de odometria visual as características mais utilizadas
são cantos e ponto/ilhas. Um canto é definido como a interseção de dois contornos. A ilha é uma
área diferente dos vizinhos imediatos em termos de cor, textura ou intensidade.
Existem duas formas para relacionar as características encontradas nas imagens de entrada,
segundo o descrito em [7], que podem ser distinguidas da seguinte forma:
• Correspondência de características – consiste na deteção de características independen-
tes em todas as imagens, onde a sua correspondência é realizada com base em semelhanças
métricas. Esta abordagem é mais apropriada quando é esperado um movimento ou uma
mudança do ponto de vista. Acaba por ser a mais usada porque a odometria visual é, cada
vez mais, aplicada a ambientes dinâmicos, de grande escala e cujas imagens são obtidas a
uma distância considerável para limitar as questões de drift de movimento. Para a com-
paração das características de duas imagens são usados descritores que a fazem utilizando
uma medida semelhante. Se o descritor for a aparência local da característica é usada a
soma do quadrado das diferenças (SSD) ou uma correlação cruzada normalizada (NCC)
para comparar as intensidades. Para descritores SIFT é usada a distância euclidiana.
• Tracking de caraterísticas – consiste na procura de características numa determinada ima-
gem e o seu tracking nas seguintes, usando uma técnica de pesquisa local como a corre-
lação. Demonstra-se apropriada em casos onde as imagens são obtidas segundo pontos de
vista semelhantes, sendo que SSD e NCC podem trabalhar corretamente. No entanto, se as
características forem rastreadas ao longo de sequências grandes de imagens, a sua aparência
irá modificar-se e, nestes casos, a solução passa por aplicar o modelo da distorção afim a
cada característica.
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Durante esta etapa são utilizados os extratores e descritores apresentados na subsecção 2.3.2
do Mapeamento visual, uma vez que o objetivo desta tarefa é semelhante em ambos os problemas.
Aliado ao estudo de técnicas com aplicação na odometria, entre 2010 e 2011, surgiram três
novos descritores muito mais rápidos que o SURF ou o SIFT [7]. Um descritor binário deno-
minado BRIEF tornou-se muito popular, pois usa comparações de brilho em torno de um ponto
chave. É rápido, fornecendo uma alta taxa de reconhecimento de características, mas ainda apre-
senta problemas em situações de grandes rotações. Inspirado no seu sucesso surge o ORB, onde
se apresenta invariância na orientação e uma otimização do sistema de amostragem para valores
de pares de brilho. BRICK proporciona um detetor de pontos chave baseado no FAST que per-
mite invariância de escala e rotação e é um descritor binário que usa um padrão de amostragem
configurável.
No trabalho descrito em [6], após a deteção e a correspondência de características em ambos
os pares de imagem stereo, foram selecionados subconjuntos por meio de bucketing, uma técnica
que consiste na divisão da imagem em retângulos não sobrepostos. Torna-se relevante que em
cada subconjunto se mantenha um número máximo de pontos característicos. Este passo é im-
portante pois o menor número de características em cada computação reduzirá a complexidade,
o que é crucial, principalmente em aplicações em tempo real, e simultaneamente, garante que as
características usadas são distribuídas uniformemente por toda a imagem, como demonstrado na
Figura 2.7. Assim, em cenas dinâmicas onde na maioria das imagens se encontram objetos em
movimento, há a garantia que nem todas as características se encontram sobre os objetos que se
mexem, mas também sobre o fundo estático. Este facto melhorará substancialmente a precisão da
estimação das velocidades linear e angular.
Figura 2.7: Mecanismo de bucketing [6]
Esta técnica mostra-se eficaz na odometria visual, acarretando igualmente vantagens quando
aplicada ao mosaicking, uma vez que garante a distribuição uniforme das características ao longo
da imagem, que é importante para a combinação de diferentes imagens.
De seguida, os pontos característicos restantes que se localizam nos objetos em movimento
podem ser rejeitados utilizando o RANSAC, descrito anteriormente. Tem como principal objetivo
calcular o modelo de hipóteses de um conjunto de amostras aleatórias e, de seguida, verificar
essas hipóteses sobre os restantes pontos. Para a estimação de movimento a partir de dois pontos
de vista, como a usada na odometria, o modelo estimado é o de movimento (R,t) relativo entre as
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posições da câmara e as posições dos candidatos a características correspondentes [7]. Embora
seja um método probabilístico e não determinístico, pois apresenta uma solução diferente em
cada experiência, a solução tende a estabilizar à medida que o número de iterações cresce. Um
exemplo das melhorias obtidas no processo de estimação da trajetória do veículo é demonstrado
na Figura 2.8.
Figura 2.8: Melhorias obtidas no processo de estimação da trajetória com o uso do RANSAC [7]
Deste modo, a etapa final de estimação apenas usa os inliers, garantindo o uso da melhor
amostra para uma correta estimação do movimento.
Etapa 2: Estimação do movimento
De modo a parametrizar o movimento, ou seja, a orientação espacial do eixo de coordenadas
da câmara quando relacionado com o eixo de referência real, utiliza-se um vetor de translação
juntamente com uma matriz de rotação. A rotação da câmara é parametrizada em ângulos Euler
com uma concatenação de rotação em torno dos três eixos de referência. Assim, o movimento
espacial (R,t) pode ser computado para todos os instantes temporais sempre que o movimento,
nomeadamente as velocidades de translação e rotação, bem como o intervalo de tempo entre duas
frames consecutivas, forem conhecidos [6].
Corresponde à etapa principal da odometria, uma vez que é através dela que a trajetória do
robô é recuperada. Dependendo da forma como as características são especificadas, em duas ou
três dimensões, existem três tipos de métodos que são explicados detalhadamente em [3]:
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• 2D- 2D – a partir de dois conjuntos de características especificados em duas dimensões
A relação entre duas imagens consecutivas de uma câmara calibrada podem ser descritas
por uma matriz essencial (E). Esta matriz contém os parâmetros do movimento da câmara
com um determinado fator de escala desconhecido para a translação.
A matriz E pode ser calculada a partir de um conjunto de correspondências 2D-2D, sendo
que, posteriormente, a rotação e a translação podem ser obtidas diretamente a partir dela.
A principal restrição, nestes casos, é a epipolar que determina a linha onde cada caracte-
rística de uma imagem se encontra na outra. A matriz essencial pode então ser calculada
utilizando a restrição epipolar com um mínimo de cinco pontos, assumindo que a câmara
está calibrada. Para tal, Nister apresentou uma proposta de implementação eficiente. Neste
documento apresenta-se ainda a forma de extração do movimento (R,t).
Para recuperar a trajetória global a partir de uma sequência de imagens, as diferentes trans-
formações relativas têm de ser concatenadas. Surge então a necessidade de calcular escalas
relativas, uma vez que a absoluta não pode ser calculada por se tratar de um cálculo pro-
veniente de imagens monoculares. Para uma maior robustez é calculado o fator de escala
para muitos pares de pontos sendo, posteriormente, usada a média destes no vetor de trans-
lação. Este fator pode ainda ser recuperado através da análise da restrição trifocal entre três
correspondências de características 2D.
• 3D-3D – a partir de uma estrutura 3D de correspondências
O movimento da câmara pode ser calculado através da cálculo da transformação de alinha-
mento de dois conjuntos de correspondências 3D, disponíveis no caso da visão stereo. A
resolução do problema passa por encontrar a transformação que minimiza a distância en-
tre os dois conjuntos. O número de conjuntos mínimo necessário para a obtenção de uma
estimação robusta é de três, desde que sejam não colineares.
Caso sejam conhecidas as incertezas das medições dos pontos 3D, as mesmas podem ser
adicionadas como pesos na estimação, tal como propôs Maimone [6]. Uma vez que se
utiliza uma câmara stereo as transformações calculadas terão escala absoluta, pelo que a
trajetória pode ser obtida diretamente através da concatenação das transformações relativas.
Para calcular a transformação é possível evitar a triangulação dos pontos 3D da câmara
stereo e usar as restrições do tensor quadrifocal. Este tensor permite o cálculo da transfor-
mação diretamente a partir de um conjunto de correspondências 2D-2D, provenientes de
uma câmara stereo.
• 3D-2D – a partir de uma estrutura 3D e de uma imagem com correspondência de
características
Segundo o apresentado em [6], Nister considerou que a estimação do movimento a partir de
correspondências 3D-2D é mais precisa do que o caso anteriormente apresentado, uma vez
que o erro de reprojeção é minimizado. O movimento pode ser estimado a partir de dados
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stereo ou, no caso de uma câmara monocular, a partir de uma triangulação de medidas da
própria imagem e da anterior, através da correspondência entre três pontos de vista dife-
rentes. Neste caso, são necessários, no mínimo, três conjuntos de correspondências 3D-2D.
Este processo, conhecido como perspetiva a partir de três pontos de vista (P3P), retorna qua-
tro soluções que podem ainda ser ambíguas. Para contornar esta situação deve-se adicionar
um ou mais pontos.
O método P3P é um método comum para a robusta estimação do movimento, mesmo na
presença de outliers. Este tipo de estimativa assume que os pontos 2D vêm de uma só câ-
mara, o que indica que no caso do uso de uma câmara stereo estes pontos vêm só da câmara
direita ou esquerda. Caso se use uma câmara monocular é necessário triangular os pontos
3D e estimar a pose a partir das correspondências 3D-2D de uma forma alternada. Neste
caso, e uma vez que apenas existem dois pontos de vista diferentes, o conjunto inicial de
pontos 3D e a primeira transformação são computadas por conjuntos de correspondências
2D-2D. As consequentes transformações são realizadas a partir de conjuntos 3D-2D. Para
tal, as características têm de ser correspondidas ou rastreadas ao longo de várias imagens.
Sempre que há uma nova transformação, são calculadas novas correspondências 3D e adi-
cionadas ao conjunto já existente. O principal desafio deste método é manter a consistência
e precisão dos pontos triangulados, bem como o facto das correspondências 3D-2D serem
construídas a partir de, pelo menos, três imagens anteriores.
De acordo com Nister existem mais vantagens em usar os métodos 2D-2D e 3D-2D compa-
rativamente com o 3D-3D, detetando um melhor desempenho no 3D-2D. Muitas vezes, o uso de
conjuntos 3D-3D leva a que a sua incerteza proporcione enormes erros na estimativa do movi-
mento, embora o erro de posição seja diminuído [3].
As vantagens da utilização do sistema stereo são claras, uma vez que as características 3D são
diretamente calculadas na escala absoluta e as correspondências apenas precisam de utilizar duas
imagens diferentes, enquanto que na monocular são necessárias três. Também a estrutura 3D é
calculada a partir de um único par de imagens em vez de usar várias frames adjacentes.
A triangulação de pontos 3D é uma técnica importante que surge como necessidade da es-
timação do movimento. Os pontos 3D são obtidos a partir dos raios projetados referentes às
correspondências 2D de, pelo menos, duas imagens anteriores. Em condições perfeitas estes raios
intersetam-se num único ponto 3D. No entanto, esta intersecção não acontece, geralmente, devido
ao modelo da câmara, a erros de calibração, a incertezas de correspondência e ao ruído da imagem.
Assim, assume-se como este ponto o que se encontra à mínima distância, através da aproximação
dos mínimos quadrados. Os pontos 3D com grande incerteza são excluídos e devem-se, geral-
mente, ao facto de as imagens serem adquiridas em intervalos muito próximos, comparativamente
com a distância aos pontos da cena [3]. Uma forma de evitar esta situação é descartar algumas
das imagens adquiridas, até que a incerteza mínima seja menor que um determinado limiar. As
imagens selecionadas são conhecidas como keyframes, sendo que este passo é muito importante
na odometria, devendo ser sempre realizado antes da atualização do movimento.
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Estimação de movimento com recurso a Filtros de Kalman
O Filtro de Kalman (KF) é um estimador de duas etapas: predição e atualização do estado.
Este filtro é usado para estimar o estado atual de um sistema dinâmico, assumindo que o mesmo
foi perturbado por ruído branco de média nula. Assim, são usadas medições, referentes às posi-
ções das características, perturbadas por ruído branco e de média nula assumindo-se que estas e
o estado, neste caso o movimento da câmara, estão relacionadas através de uma transformação
linear [6].
Para usar o KF em problemas não lineares é necessária a linearização prévia dos mesmos,
utilizando, por exemplo, uma aproximação de Taylor. Assim, para este efeito surge o Extended
Kalman Filter (EKF). No entanto, surge também a necessidade de se reduzir o erro causado pela
aproximação de Taylor. Em muitos casos a equação das medidas é linearizada em torno de um
estado de estimativa da iteração atual. Surge então o Invariant Extended Kalman Filter (IEKF),
sendo que o processo de iteração é abandonado quando critérios pré-definidos forem cumpridos.
Por vezes, de acordo com o trabalho de Bernd Kitt, Andreas Geiger e Henning Lategahn [6],
os resultados obtidos pelo EKF são bastante pobres devido à aplicação da aproximação de Taylor
de primeira ordem. Nestes casos torna-se uma boa escolha o uso do Filtro de Kalman com base
no Unscented Kalman Filter (UKF) pois este propaga a média e covariância com base em pontos
sigma, da mesma forma que o Iterated Sigma Point Kalman Filter (ISPKF). São melhores nas
estimativas que EKF porque incorporam informação sobre momentos de ordem superior.
No passo de predição assume-se velocidade constante entre intervalos de tempo consecutivos,
de modo a que a equação seja simplificada. Esta suposição é cumprida em quase toda a sua
totalidade sempre que a câmara forneça imagens com alta taxa de aquisição. Se for violada, por
exemplo em casos de aceleração, desaceleração ou viragens, o passo de atualização garante uma
estimativa de movimento fiável.
Na odometria as medidas do filtro são as características de cada imagem. Para cada corres-
pondência do par de imagens anterior, a esperada nas imagens atuais é prevista. Utilizando as
correspondências e as equações do sistema e das medidas, a filtragem de Kalman pode ser reali-
zada.
Assim, mais uma vez segundo o trabalho realizado em [6] o tratamento das não linearidades
na parte de atualização do estimador, o uso do tensor trifocal entre imagens triplas, bem como o do
RANSAC, permitem uma melhor estimativa de movimento com base em medições nas imagens
sem recuperar a estrutura 3D que, muitas vezes, é inatingível porque a precisão da profundidade
diminui com a distância.
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Etapa 3: Otimização da posição da câmara
Tal como referido anteriormente, as transformações relativas vão sendo concatenadas de modo
a obter-se a posição atual do robô. Cada uma destas transformações apresenta uma incerteza e,
consequentemente, a trajetória global irá ser afetada pela mesma. Esta incerteza da trajetória
depende não só da geometria da câmara, como também das características da imagem. Em [7]
pode ser encontrada a equação para o cálculo desta incerteza. Uma vez que a incerteza global
resulta da junção das incertezas relativas é necessário mantê-las pequenas, de modo a que o erro
de acumulativo seja menor. Assim, torna-se crucial uma etapa de otimização.
Sempre que as transformações relativas forem conhecidas podem ser usadas para melhorar
a estimação da pose da câmara, utilizando-as como restrições adicionais na otimização pose-
graph [7]. As posições da câmara obtidas por odometria visual podem ser representadas através
de um gráfico de posições onde os nós são as posições da câmara e as ligações entre os dife-
rentes nós são as transformações sofridas pela mesma, sendo vista como um corpo rígido. Cada
transformação adicional é inserida ao gráfico já existente. A otimização a partir de pose-graph
procura representar a posição da câmara através dos parâmetros que minimizem a função custo.
Para formar as ligações entre os nós existem restrições de ciclo. Estas restrições são muito im-
portantes porque, uma vez que estas ligações maioritariamente são distantes, o desvio de erro que
poderia ser acumulado sem restrições também o seria. Geralmente, eventos como a revisita de um
“marco” que não se via há muito tempo podem ser chamados de deteções de ciclo. Estas restri-
ções podem ser encontradas através da avaliação da semelhança visual entre as imagens atuais da
câmara e as anteriores. Mais recentemente, a deteção de ciclo a partir de dados visuais é chamada
de visual words e, nestas abordagens, uma imagem é vista como um conjunto de bag-of-words
(BoW). A semelhança visual entre duas imagens é calculada a partir da análise do histograma das
bag-of-words de ambas as imagens, tal como explicado em [7]. Assim, o cálculo da semelhança
visual é o primeiro passo da deteção de ciclo, sendo seguido pela computação da transformação
de perspetiva entre as duas imagens. A transformação adquirida é então adicionada ao gráfico de
posições.
Windowed bundle adjustment é semelhante à técnica descrita anteriormente, sendo que a prin-
cipal diferença reside no facto de não otimizar apenas os parâmetros da câmara, mas também os
de referência 3D, simultaneamente. Trata-se de uma implementação não linear dos mínimos qua-
drados aplicado ao problema da geometria projetiva da câmara, com o intuito de reduzir a soma
dos erros residuais entre características detetadas e a projeção da sua estrutura de correspondên-
cias trianguladas[5]. Comparativamente com os métodos filtrados, é mais preciso embora mais
complexo computacionalmente. É aplicável sempre que as características das imagens se mantêm
ao longo de mais de duas frames, definindo uma janela que executa ambas as otimizações em
n frames simultaneamente. Este método reduz o erro de drift obtido aquando a comparação de
duas imagens, pois usa as medidas das características ao longo de mais do que duas imagens. O
tamanho da janela é selecionado tendo em conta razões computacionais, sendo que uma janela de
tamanho pequeno limita o número de parâmetros para otimização, tornando esta técnica aplicável
em situações de tempo-real. Caso se pretenda, é possível reduzir a complexidade computacional
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ao otimizar-se apenas os parâmetros da câmara, mantendo os pontos de referência 3D fixos, desde
que os mesmos tenham sido triangulados a partir de um conjunto stereo com precisão [7].
2.3 Mapeamento visual
2.3.1 Conceitos introdutórios
Devido às inúmeras desvantagens e problemas que a aquisição de imagens no fundo do mar
apresenta, bem como para se aumentar a perceção visual dos fundos oceânicos, surge a necessi-
dade de recolher os dados a uma grande proximidade geométrica destes, implicando a existência
de inúmeras imagens de alta resolução que cobrem uma pequena área, devido à pequena distância
entre a câmara e o fundo. Assim, esta técnica permite a construção de um mapa do fundo do mar
através da composição de múltiplas imagens de área menor. Permite que imagens adquiridas com
pontos de vista diferentes se possam unir de forma a compor um panorama.
Segundo Andry Pinto et al. (em 2010) [8], surge a técnica de construção de mosaico para
aplicações robóticas, que mapeia áreas e deteta movimentos, utilizando o Scale-Invariant Feature
Transform (SIFT). Passado um ano, trabalhos na área utilizaram o algoritmo Lucas-Kanade como
método de combinação de imagens, com a finalidade de obter uma estimativa do movimento da
câmara. Posteriormente, Kanade-Lucas-Tomasi, utiliza o algoritmo RANSAC para calcular a
homografia, pois este analisa características inconsistentes durante o cálculo da matriz. Em 2014,
foi apresentado o primeiro algoritmo de mosaicking para mapeamento subaquático com recurso a
vários robôs.
Tal como apresentado em [1], ao realizar todo este processo de composição de imagens é
necessário e relevante não descurar dois aspetos:
• preservação e melhoramento da riqueza dos detalhes nas pequenas imagens;
• os algoritmos devem ser capazes de lidar com milhares de imagens.
2.3.2 Processo
Esta técnica envolve, essencialmente, quatro etapas que serão explicitadas de seguida, tal como
na Figura 2.9.
Etapa 1: Pré-processamento
Sendo a primeira etapa deste processo, tem a finalidade de melhorar a qualidade das ima-
gens minimizando o impacto de alguns dos problemas que existem na aquisição de imagens neste
ambiente, tal como descrito na secção 2.1 do presente capítulo.
Segundo [9], desde 2006, existem algoritmos de restauração de imagens que, embora apresen-
tem melhorias, demoram muito tempo a processar. O uso de filtros de correção de cor, bem como
do LoG (Laplacian of Gaussian), permite minimizar o efeito de características indesejáveis.
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Figura 2.9: Etapas do processo de construção do mosaico
Assim, esta etapa envolve técnicas de restauro ou melhoramento de imagens. Enquanto a
primeira recupera uma imagem quantitativamente (a nível de cor, por exemplo), a segunda usa
critérios subjetivos qualitativos para produzir uma imagem visualmente o mais agradável possível.
No que diz respeito ao restauro de imagens subaquáticas, em [9] apresentam-se dois métodos:
• Jaffe-McGlamery – que se trata de um modelo radiométrico para a formação de imagem
subaquática. Assenta em dois pressupostos base: sobreposição linear, que decompõe a ra-
diância em três componentes: direta (luz refletida pela superfície do objeto e que entra na
câmara sem dispersão), dispersão forward (luz que é refletida pelo objeto e entra na câmara
depois de espalhada com um ângulo pequeno) e o retroespalhamento (luz que entra na câ-
mara devido à própria dispersão do meio). O segundo pressuposto é o modelo de atenuação,
que assume que a intensidade com que a luz se desloca no meio líquido diminui, exponen-
cialmente, em função do coeficiente de atenuação e da distância percorrida.
• Restauro de cor – algoritmo desenvolvido com base no modelo anterior mas com algumas
simplificações, como o facto de se utilizar apenas a componente direta. Surge, assim, a
equação que permite definir a relação de atenuação em dois meios distintos: água e ar,
tal como visível na Figura 2.10. Necessita também da estimação de alguns parâmetros
geométricos, bem como dos coeficientes de atenuação.
Figura 2.10: Equação que define a relação de atenuação entre a água e o ar
Esta etapa permite também proceder à correção da imagem de acordo com os parâmetros de
calibração da câmara, pois mesmo que existam ajustes automáticos não são os adequados a este
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contexto por serem muito sensíveis ao movimento. Este processo permite que haja uma melhor
qualidade de imagem e que, da sua análise, resultem dados mais precisos e fiáveis.
Etapa 2: Registro de imagem
O registro de imagem determina qual o melhor alinhamento entre duas imagens que apresen-
tem diferentes pontos de vista. Em 2D esta etapa de alinhamento consiste na procura de uma
transformação planar apropriada que permitirá sobrepor duas imagens num único e comum refe-
rencial.
Para tal, segundo [1] podem dividir-se os métodos em:
• Diretos – que maximizam a consistência fotométrica sobre toda a região de sobreposição
de imagens. São úteis quando existem grandes regiões de sobreposição ou em casos com
pequenas rotações e/ou translações. Estes métodos dividem-se em:
– Domínio das frequências, onde é usada a correlação de fase para estimar as transla-
ções. Embora já existam extensões para explicar maiores transformações de rotação e
escala, os autores não o indicam para aplicações underwater, como o caso em estudo.
É computacionalmente caro e requer FFT (Fast Fourier Transform).
– Fluxo ótico, sendo baseado na estimação da disparidade dos pixéis entre um par de
imagens. Normalmente, utiliza-se o Brightness Constancy Model (BCM) que assume
que a luminância e a cor se mantêm constantes. Existem dois grupos de métodos:
os globais, que produzem campos densos de fluxo como o método de Horn-Schunck,
e os locais, que são caracterizados por campos não densos mas regularizados, sendo
menos robustos para ruído, como o caso do método de Lucas-Kanade. Mais tarde,
alternativamente, usou-se o Generalized Dynamic Image Model (GDIM) juntamente
com informação de cor para se obter uma alternativa mais robusta. No entanto, estes
métodos não são bons para casos onde as disparidades excedam um pixel. Como
solução para esta problemática surge a aproximação multi-resolution que, através da
dizimação gradual de imagens, permite a computação dos níveis mais grosseiros para
os mais finos.
• Baseado em características – cujo cálculo da transformação entre imagens usa um con-
junto de características e correspondências. Não requer uma alta taxa de aquisição para
garantir uma elevada taxa de sobreposições, sendo o método mais usado.
Características são elementos presentes nas imagens de entrada que podem ser compara-
das de modo a combiná-las. Uma boa característica é aquela que apresenta: uma precisão
relativamente à posição, repetibilidade, eficiência computacional, robustez e o facto de se
distinguir facilmente. Podem ser cantos, bordas ou contornos completos, sendo que os can-
tos são considerados como as melhores características para a combinação de imagens, uma
vez que são estáveis ao longo de mudanças de ângulos e apresentam sempre uma mudança
brusca de intensidade, o que facilita a sua deteção.
Estes métodos apresentam duas estratégias diferentes:
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– Localizar os pontos de interesse numa imagem, usando um detetor de Harris, Lapla-
cian, Hessian e identificá-los noutra imagem utilizando, por exemplo, correlação.
Apresentam grande precisão quando existem alterações de rotação ou escala mode-
radas, sendo que apenas são adequadas neste caso. Apresentam a desvantagem de ser
necessário um conhecimento à priori para determinar uma estimativa da translação,
bem como do tamanho da janela de pesquisa.
– Baseada na deteção de características, em ambas as imagens usando descritores inva-
riantes como: SIFT que é baseado em histogramas de gradiente calculadas na área que
envolve os pontos de interesse e o SURF que se trata de uma solução semelhante à
estratégia anterior, mas mais rápida. São mais conhecidos que os primeiros e apresen-
tam uma gama mais vasta geométrica e fotometricamente. Estes permitem resultados
robustos até mesmo em casos de rotação forte ou mudanças de escala, bem como na
presença de heterogeneidades de iluminação. São amplamente utilizados, por exem-
plo, na composição de imagem e recuperação de trajetórias.
Embora a maioria das correspondências retornadas por métodos baseados em características
como o SURF e o SIFT estejam corretamente calculadas, é necessário filtrar os resultados que não
proporcionem correspondências corretas, de modo a obter-se uma transformação de perspetiva
mais precisa. Assim, geralmente utiliza-se o RANSAC (RANdom SAmple Consensus) que, sendo
um algoritmo de estimação robusta, encontra a partir de um conjunto de entradas a amostra de
dados que melhor se adapta a um determinado modelo matemático [10]. Este algoritmo pode ser
usado na estimação das linhas epipolares por parte da matriz fundamental (descreve a relação entre
quaisquer duas imagens da mesma cena), de modo a que sejam detetados erros. Assim, se um par
de pontos apresentar uma grande distância bilateral à linha é considerado outlier e é descartado de
forma a não ser considerado aquando da estimação de movimento. Normalmente esta distância é
calculada como uma aproximação de primeira ordem por razões de eficiência.
É necessário ainda ter especial atenção ao efeito de paralaxe que surge quando se assume a
coplanaridade da cena e a distância entre a câmara e o ponto é baixa, para que este não implique
erros de estimação e de registro.
Como principais implementações práticas dos algoritmos de deteção de características, tem-se:
• Harris Corner Detection Algorithm
Segundo o apresentado por Dushyant Vaghela e Kapildev Naina [11], foi desenvolvido por
Chris Harris e Mike Stephens em 1988 e trata-se de um processamento de baixo nível que
auxilia investigadores nas interpretações do ambiente de um determinado robô. Em termos
de deteção e repetibilidade é o mais desejável e utilizado, no entanto é o que apresenta um
maior tempo computacional. É projetada uma janela de deteção que é deslocada ao longo
de uma direção com o objetivo de encontrar variações de intensidade.
Durante o deslocamento, se se tratar de uma região plana não há mudanças de intensidade
em nenhuma direção, se for uma aresta não há mudanças de intensidade na sua direção,
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sendo que se for um canto haverá mudança em todas as direções. Este detetor utiliza uma
abordagem matemática para determinar qual o tipo de região presente nas imagens. É rota-
cionalmente invariante, apresentando variações a nível de escala.
• FAST
Trata-se de um detetor de cantos, tendo sido desenvolvido por Trajkovic e Hedley em
1998 [11]. A deteção de cantos tornou-se prioritária sobre a das arestas, uma vez que os
primeiros conseguem distinguir-se bem dos pontos vizinhos. Este algoritmo surgiu devido
à necessidade da satisfação dos seguintes critérios:
– as posições detetadas devem ser consistentes, ou seja, insensíveis às variações do
ruído;
– os cantos devem ser detetados com o menor erro possível;
– um algoritmo deve ser rápido, sendo que a sua velocidade computacional deverá ser
incrementada ao máximo.
Para o aumento da velocidade computacional e supressão de cantos falsos é usada uma téc-
nica multi-grelha. É um algoritmo preciso, mais rápido e, consequentemente, mais eficiente
que o anterior e de elevada confiabilidade. É invariante na escala e na rotação, mas apresenta
desempenho fraco na existência de ruído.
• SIFT
Lowe, de acordo com o descrito em [11], em 2004, apresentou este algoritmo que deteta
características de uma imagem que podem ser usadas para identificar objetos semelhantes
noutras. Após identificar os principais pontos de interesse, tenta localizá-los e selecioná-los
com base na sua estabilidade (um ponto-chave estável tem que ser resistente às distorções
de imagem). Produz descritores pontos-chave que representam as características. De se-
guida, atribui-lhes uma orientação através do seu gradiente e define os seus descritores. A
combinação de características é feita a partir do algoritmo BBF - Best Bin First. Tal como
referido anteriormente, é usado o RANSAC para remover falsas combinações.
Este algoritmo é invariável rotacionalmente e a nível de escala. É adequado para a deteção
de objetos em imagens de alta resolução. É robusto quando as características são altamente
distintas, sendo que é necessário mais tempo para comparar duas imagens. Sofre com vari-
ações de iluminação.
• SURF
Bay e Tuytelaars, em 2006, apresentaram o SURF que, essencialmente, utiliza três etapas:
deteção, descrição e mistura. Acelera o processo utilizado pelo SIFT, mantendo a qualidade
dos pontos detetados [11]. A matriz Hessiana, utilizada com descritores de baixa dimen-
são, aumenta a velocidade de combinação de características. É eficiente e robusto, sendo
invariante a mudanças de rotação e de escala.
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Apesar da existência de vários métodos, atualmente a escolha recai entre o SURF e o SIFT.
Segundo os resultados obtidos em [12], o SURF apresenta velocidade de processamento muito
superior mas, no que diz respeito à quantidade de características obtidas o número diminui e,
consequentemente, o número de correspondências, tal como ilustrado na Figura 2.11, razão pela
qual o SIFT ainda não caiu em desuso.
Figura 2.11: Comparação entre o número de características extraídas pelo SURF (à esquerda) e
pelo SIFT (à direita). Adaptado de [10].
Etapa 3: Transformação de perspetiva
Para uma correta junção de imagens é necessário que a imagem atual seja projetada no eixo da
anterior, pois estas foram adquiridas a partir de um ponto de vista diferente. Caso as imagens não
estejam alinhadas, as características também não vão alinhar corretamente, gerando várias erros,
daí a importância desta fase.
Caso se possa assumir a coplanaridade da cena, tipicamente como nos fundos do mar, é possí-
vel calcular esta transformação conhecida como homografia, sendo uma transformação no espaço
bidimensional que preserva as linhas. Uma vez que a precisão da homografia está diretamente
ligada com a precisão das correspondências, esta matriz é calculada pela análise dos pares resul-
tantes da aplicação do RANSAC [1].
A homografia codifica a informação acerca do movimento da câmara e da estrutura da cena.
Esta matriz pode ser alterada a partir de um fator de escala sem alteração da transformação pro-
jetiva, sendo que apenas a proporção dos seus elementos é relevante, uma vez que se trata de
uma matriz homogénea. É possível verificar o exemplo de uma transformação de perspetiva na
Figura 2.12.
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Figura 2.12: Exemplo de uma transformação de perspetiva [10]
Etapa 4: Junção de imagens
Sendo a última fase do processo, permite a combinação de duas ou mais imagens que se
sobrepõem parcialmente o que, no final, irá conduzir a uma mais fácil interpretação do fundo do
mar. Surge a necessidade de verificar qual a melhor forma de efetuar a mistura dos pixéis para
que o panorama seja o mais agradável possível visualmente. Obviamente, quanto mais sucesso
tiverem as fases anteriores melhor será o resultado final.
Podem surgir alguns problemas como costuras visíveis, desfocagens e enevoamentos que ocor-
rem devido às diferentes exposições, maus registros, efeitos de paralaxe ou até objetos em movi-
mento.
Para o sucesso desta etapa é necessário minimizar os efeitos de iluminação diferentes entre
imagens, bem como os diferentes tempos de exposição, adequar as costuras para reduzir a visibi-
lidade de desalinhamentos e movimento de objetos e ainda reduzir a própria transição entre as as
imagens [1].
Existem essencialmente duas técnicas para efetuar este processo:
• Feathering and Center - Weighting – uma vez que calcular o valor médio de cada pixel
pode gerar maus resultados devido aos problemas referidos anteriormente, esta técnica dá
pesos aos pixéis do centro da imagem mais elevados, comparativamente com os dados das
bordas. É uma técnica útil no caso das lentes da câmara terem grandes coeficientes de dis-
torção, mas pode causar alguma desfocagem nas bordas, cuja solução é diminuir os valores
dados à ponderação do centro. Faz um bom trabalho na mistura de imagens com diferentes
exposições, podendo por vezes gerar desfocagem e sombras.
Ao analisar os resultados obtidos em [8], onde foram testados diferentes modos de costura,
começando pela média ponderada, seguido do uso de três valores distintos para o desvio
padrão, foi possível concluir, tal como expectável, que os melhores foram obtidos a partir
do desvio de padrão inferior, onde as transições foram preservadas e não houve perda de
informação.
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• Optimal Seam Selection – calculando um diagrama de Voronoi, a procura do máximo local
do mapa de distância é uma forma de selecionar as costuras entre as regiões onde as imagens
se sobrepõem. No entanto, esta abordagem ignora completamente a estrutura da imagem
local subjacente à costura. De forma a obter melhores resultados podem-se encontrar as
regiões onde as imagens não concordam, de modo a que a transição de uma imagem para
a outra não seja visível. Usando esta técnica evita-se os efeito de paralaxe indesejados no
resultado final. Tem a desvantagem de só correr bem juntando apenas duas imagens.
2.3.3 Exemplo de técnica de mapeamento visual - ROLAMOS
Esta subsecção pretende descrever as principais funcionalidades da implementação de mosaic-
king analisada e testada de modo a ter uma melhor perceção da mesma.
2.3.3.1 Caracterização
Após o levantamento do estado da arte procedeu-se à análise e teste da implementação de mo-
saicking de um aluno da Faculdade de Engenharia da Universidade do Porto aquando a realização
da sua dissertação de Mestrado [8].
O RObust and Large-scale MOSaicking (ROLAMOS) consiste num método para construir
um mosaico do fundo oceânico a partir de um conjunto de observações visuais. Permite uma
composição consistente a partir do registro de imagens monoculares baseada na análise de uma
sequência de imagens e, ainda, a gestão do aumento deste mosaico mediante as capacidades de
memória do computador responsável pela sua construção.
Este método apresenta diversas etapas, desde a estimação do movimento da câmara, a partir
da extração e correspondência de um conjunto de características salientes entre dois tipos de vista
consecutivos, à construção do mapa em si, utilizando para tal a região das imagens que se sobre-
põe, produzindo assim um panorama de alta resolução. O extrator que obteve mais sucesso foi
o SURF pelas vantagens enunciadas anteriormente em 2.3.2. Nesta fase é necessária a utilização
de um método robusto para a junção de imagens consecutivas baseado no movimento relativo en-
tre imagens. Por fim, a última fase consiste na gestão de mosaico que permite a reconstrução de
larga escala, unindo vários panoramas mais pequenos para, mais tarde, construírem o mosaico fi-
nal. Assim, passa a ser possível criar um mosaico independentemente das limitações do hardware
existentes.
Este trabalho apresentou inúmeras contribuições relevantes, nomeadamente:
1. Uma técnica que permite a reconstrução do fundo do mar a partir de uma sequência de
imagens com sobreposição entre si;
2. Estimação do movimento da câmara;
3. Um mecanismo que permite o aumento da robustez do processo de criação de panoramas, a
partir da remoção de outliers e da avaliação do movimento relativo entre imagens consecu-
tivas;
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4. Gestão de memória para criação de um mosaico de larga-escala do ambiente subaquático
com elevada resolução, de acordo com o permitido pelo hardware.
A implementação ROLAMOS pode facilmente ser dividida em duas partes:
• Estimação de movimento e junção de imagens
Após receber uma sequência de imagens de entrada procede-se ao seu pré-processamento,
onde são introduzidos os parâmeros responsáveis pela calibração da câmara, sendo seguido
pelo registro de imagens onde se procura o melhor alinhamento entre duas imagens, a partir
de dois pontos de vista diferentes. Uma vez que se trata de uma câmara monocular é neces-
sário considerar sempre um fator de escala. A estimação da pose relativa pode ser obtida
se for adicionada informação como a distância da câmara ao ponto ou a distância entre dois
pontos da cena. Todas as possíveis localizações de um determinado ponto formam uma
linha desde o ponto de correspondência numa imagem até ao epipolar da outra. Esta conhe-
cida restrição epipolar é a básica do SfM (structure from motion). Os pontos são extraídos
e correspondidos na segunda imagem, utilizando o SURF como extrator principal, uma vez
que é invariante à escala e à rotação, seguido pelo uso do RANSAC de modo a excluir más
correspondências. O modelo para adquirir o movimento da câmara pode ser adquirido atra-
vés da homografia que utiliza a transformação planar calculada, analisando apenas as boas
correspondências provenientes do RANSAC.
Por fim, foi desenvolvido um processo de junção das imagens através de blending, onde é
possível combinar duas ou mais partes de uma zona da cena através da sobreposição de duas
ou mais imagens, com o cuidado de uniformizar o panorama final sem que sejam percetíveis
as zonas de sobreposição. Como técnica de blending foram analisados resultados obtidos
através de métodos com recurso à média pesada e à aritmética, sendo que os melhores
resultados foram aquando do uso de média pesada.
Assim, este trabalho melhorou a robustez da estimação do movimento relativo tendo em
consideração a possibilidade de existirem erros de paralaxe, que surge devido à aproximação
ao fundo do mar aquando da aquisição de imagens, ou devido à distribuição não uniforme
das características ao longo da imagem. Desta forma, neste trabalho foi implementado uma
remoção de outliers adicional que analisa empiricamente os resultados das homografias.
Em consequência, existe a garantia de que não existem transições bruscas, o que provocaria
inconsistências no mosaico, pois assume-se que as imagens são adquiridas sequencialmente,
entre curtos intervalos de tempo, não sendo admitidas súbitas mudanças de rotação (180o)
ou translação, bem como grandes mudanças de escala.
• Gestão de mosaico
Um dos problemas deste tipo de aplicações surge quando é pretendido que o veículo passe
a operar em larga escala devido ao processo de construção do mosaico. Deste modo, uma
alta definição na construção do mosaico levará a requisitos de memória elevados que podem
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chegar mesmo a comprometer a operação dos veículos, principalmente se forem usados em
tarefas de navegação.
O mosaico irá crescer com o elevado número de imagens processadas, podendo mesmo
chegar a dimensões que o sistema de processamento não consegue gerir. Assim, é proposto
neste trabalho uma estrutura hierárquica que permite manter o tamanho dos panoramas li-
mitados de acordo com a RAM disponível no sistema de processamento. Caso o panorama
exceda o limite para o seu tamanho são gravados dados relativos ao mesmo que o irão refe-
renciar no mosaico global, bem como o panorama, sendo posteriormente iniciado um novo
panorama. Este processo é repetido até a sequência de imagens de entrada terminar.
O mosaico global não pode ser diretamente construído a partir dos mais pequenos, uma vez
que excederia o limite máximo de pixéis permitidos. Por isso, é calculado um fator de escala
que, após o carregamento dos panoramas, permite a sua redefinição. Portanto, os remendos
podem ser unidos e obtém-se um panorama de baixa resolução que pode facilmente ser
estendido a alta, quando se pretende a observação de apenas uma região do mapa.
De modo a validar esta implementação foi efetuada uma análise nos algoritmos implementados
e, posteriormente, estes foram testados. Para este efeito, recorreu-se novamente à base de dados
australiana Scott Reef 251 que apresenta uma sequência de imagens do fundo oceânico. Assim,
foi possível avaliar não só a junção correta das imagens, como também a técnica de gestão de
memória implementada.
Na sequência desta avaliação, optou-se por tentar reconstruir um padrão simulador do fundo
do mar utilizando, para o efeito, múltiplas imagens. Desta forma as imagens foram recolhidas em
trajetória "zig-zag", de modo a que o mosaico final fosse retangular. Como visível num pequeno
excerto presente na Figura 2.13 é percetível o bom comportamento do algoritmo nomeadamente
nas técnicas de mudança de perspetiva e blending, uma vez que foram bem calculadas e efetuadas,
respetivamente. Nestes excerto não se testou a gestão de memória porque o tamanho final do
mosaico não ultrapassou as limitações computacionais do sistema onde foi testado.
2.4 Mapeamento de estruturas 3D
2.4.1 Conceitos introdutórios
Uma das principais temáticas de estudo no uso dos veículos autónomos é o aumento da sua
capacidade de perceção. O facto de terem de lidar com o relevo do terreno e objetos dinâmicos,
bem como obstáculos ao seu movimento e ainda, muitas vezes, a inexistência de referências faz
com que esta temática seja um verdadeiro desafio. Desta forma, a construção de mapas tridimensi-
onais do meio envolvente, em ambientes não estruturados, é uma tarefa importante que os sistemas
autónomos têm assumido. O aumento desta capacidade de perceção por parte destes veículos já é
notório hoje em dia [13].
1Adquirida em http://marine.acfr.usyd.edu.au/datasets/.
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Figura 2.13: Exemplo ilustrativo do resultado do mosaicking com imagens do fundo do mar
A sua principal aplicação tem vindo a ser realizada em AUV’s, sendo que uma das aplicações
com mais impacto é mesmo a inspeção ótica autónoma para medição e controlo de qualidade,
onde é extremamente necessário obter informação 3D [14].
Como principal motivação à exploração deste tipo de meio estão também outras aplicações,
tal como o mapeamento de estruturas existentes, bem como a monitorização do seu estado, a
investigação científica, o contexto militar, a investigação bióloga e ainda a inspeção de cascos de
navios e zonas portuárias, bem como de diques, barragens, ou minas inundadas.
Geralmente é necessário dividir as missões de reconhecimento em duas grandes etapas:
1. navegação com aquisição de um elevado conjunto de dados;
2. extração de informação utilizando métodos apropriados com o objetivo de extrair e fundir
toda a informação disponível para obter os mapas finais. Estes métodos englobam ainda
filtragem, segmentação e reconstrução de superfícies.
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No meio aquático existem grandes dificuldades devido à existência de pequenas partículas que
absorvem e refletem alterando a direção da luz, bem como do som. Assim, geram-se erros e existe
uma degradação na qualidade da aquisição. Uma vez que o uso de sensores imunes ao ruído ainda
é um verdadeiro desafio, nomeadamente pelo seu custo elevado, pode-se afirmar que a triangu-
lação de pontos é um processo complexo [15]. É de realçar que os sistemas óticos apresentam
como vantagem o facto de fornecerem informações densas a uma taxa elevada de atualização, em-
bora que, quando aplicados ao meio aquático seja necessária uma conceção prudente de modo a
minimizar os efeitos característicos deste tipo de ambiente.
No que diz respeito à aquisição de dados, surgem três técnicas cruciais:
• Técnicas de triangulação, cujo objetivo é a correspondência de pontos obtidos no mesmo
instante temporal, como a estereoscopia. Tem-se apresentado como uma solução comum
ao mapeamento 3D, mas é bastante exigente computacionalmente, com limitações e ainda
pouco precisa neste ambiente, muitas vezes, devido à escassez de iluminação e à dificul-
dade de navegar junto a infraestruturas subaquáticas. Geralmente estas técnicas recorrem
a duas câmaras emparelhadas com luzes, de modo a aumentar a visibilidade, utilizando
duas imagens do mesmo cenário, mas adquiridas sobre uma perspetiva diferente. Como
principais desvantagens apresenta o facto de que todos os objetos cuja dimensão seja su-
perior ao campo visual são um desafio, os erros de dimensionamento são acumulativos, os
algoritmos de correlação são computacionalmente pesados e estes ambientes são bastante
dinâmicos [15].
• Sensores baseados no time of flight (TOF), que estimam o tempo que a luz ou o som de-
mora a percorrer o espaço deste o momento da emissão até à sua receção. Geralmente é
utilizada quando são necessárias distâncias menores, pela facilidade existente em os usar no
meio aquático. A maior qualidade comparativamente com a luz é o facto da propagação do
som ser mais elevada, neste meio. No entanto, é caracterizada por níveis de imprecisão con-
sideráveis devido à velocidade de propagação, que limita o seu desempenho, apresentando
algumas distorções [15].
• Fonte de luz estruturada, onde é projetada uma linha em conjunto de pontos. Esta linha, ao
incidir numa estrutura, aparece distorcida em qualquer perspetiva que não seja a do projetor
e esta distorção é observada por câmaras, de modo a extrair a geometria do objeto a curtas
distâncias (<5m). Este método tem-se tornado benéfico neste meio, principalmente para
aplicações onde a profundidade de operação é baixa, ou seja, com baseline curta [14].
Devido aos seus níveis de precisão e aos resultados satisfatórios o recurso a métodos com
informação proveniente do laser tem incrementado substancialmente. Nestes sistemas óticos su-
baquáticos temos como peças fundamentais: o projetor de luz estruturada, o sensor de imagem e
o objeto a reconstruir. A luz do plano de imagem da câmara é composta por três componentes:
direct light, forward-scattered light, back-scattered light. Enquanto a primeira é a luz que entra
diretamente na câmara, as outras duas são refletidas pelo objetos e pelo meio, respetivamente, com
um determinado espalhamento. Na Figura 2.14 é possível verificar estas três componentes.
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Figura 2.14: Esquema representativo das três componentes da luz [16]
Em técnicas que requerem o uso de laser existem formas de diminuir a difusão, nomeada-
mente aumentando a intensidade do laser ou as taxas de deteção dos próprios sensores, mas estas
medidas, embora eficazes, revelam-se de custo bastante elevado. Neste tipo de medidas, o equi-
líbrio torna-se difícil de encontrar, uma vez que o aumento excessivo do poder do laser provoca
backscattering, sendo por isso recorrente utilizarem-se técnicas de pós aquisição, como a recons-
trução de imagens, melhoria ou restauro [16]. De igual forma, fatores como o desenvolvimento de
ferramentas e bibliotecas, o aumento da capacidade de processamento a partir de CPU’s e GPU’s,
bem como a evolução dos sensores, têm vindo a provocar um maior uso destas tecnologias [13].
Qualquer sistema de mapeamento, tal como apresentado em [13], deve ter como características
cruciais:
• robustez, ou seja, deve estar apto a funcionar corretamente independentemente do tipo de
cenário, sensor de aquisição ou mesmo das limitações do algoritmo a utilizar;
• eficiência, isto é, uma vez que este tipo de procedimentos apresenta um custo computacio-
nal elevado, todos os algoritmos devem ser implementados e integrados tendo em conta as
limitações de hardware existentes.
• modularidade, para que um módulo possa ser substituído por outro sem qualquer problema.
2.4.2 Aplicações
Tal como descrito em [13], Elfes foi o pioneiro no que se refere a qualquer técnica de ma-
peamento e, ao longo do tempo, esta técnica tem sofrido vários desenvolvimentos, sendo que
Radu Bogdan Rusu apresentou o trabalho mais completo na área onde, de forma exaustiva, aborda
a aquisição de dados, a representação de mapas e remoção de outliers, entre outros. Foi tam-
bém Radu quem, mais tarde, em 2011, juntamente com Steve Cousins, desenvolveu a biblioteca
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PCL [17]. É orientada à integração em plataformas robóticas que tenham no seu sistema dis-
positivos de aquisição 3D. Apresenta como principais vantagens o facto de toda a comunidade
poder contribuir para o seu desenvolvimento através da inclusão ou melhoramento de algoritmos
e o apoio existente na comunidade. Em [13] é apresentada uma análise bastante completa desta
biblioteca, demonstrando as suas capacidades de resposta para cada uma das temáticas inerentes
à reconstrução 3D. Apresenta ainda um possível pipeline para esta tarefa, que é utilizado para a
realização dos testes de eficiência e sua análise.
Para o uso do laser surge o método Laser Line Scan (LLS) que se trata de uma técnica que
envolve o varrimento ótico contínuo do campo de visão do recetor, de uma forma síncrona com
uma fonte de laser de faixa larga e tem sido considerada uma das melhores técnicas para o estudo
de imagens e estruturas subaquáticas. Embora seja efetivamente boa para rejeitar o espalhamento
da luz, estes sistemas (com comprimentos de onda entre o azul e o verde) são limitados pelo seu
ruído de disparo. Para melhorar o alcance da operação é possível aumentar a separação entre o
emissor e o recetor mas, desta forma, pode-se acarretar com sistemas volumosos, não compatíveis
com os veículos onde serão incorporados. Assim, em [18] sugere-se que a transmissão seja efetu-
ada de forma intermitente e com tempo de aquisição limitado para que a qualidade e o contraste
das imagens aumente, pois apenas as reflexões provenientes do alvo são captadas e o ruído é muito
reduzido. Na Figura 2.15 é possível verificar as diferenças no contraste e na qualidade utilizando
estas duas técnicas. É do conhecimento geral que em águas turvas o sinal de espalhamento é muito
superior ao sinal que retorna diretamente do alvo, sempre que a separação recetor-emissor é redu-
zida. Este espalhamento pode levar a limitações de gama dinâmica, saturação do componente e
danos no mesmo [18].
Figura 2.15: Diferenças obtidas utilizando LLS (à esq.) e PLLS (à dir.) [18]
Em [14] é possível observar um levantamento dos trabalhos realizados neste meio, sabendo-se
que os primeiros estudos de lasers em ambiente submarino registam o ano de 1966. Neste trabalho
foi desenvolvido um sistema utilizando uma câmara e um laser para triangular todos os pontos var-
ridos pelo feixe. Demonstra a importância da obtenção de uma correta e precisa correlação entre
um ponto da câmara e o correspondente do laser e ainda desenvolve um processo de calibração,
o mais autónomo possível, dando assim importância fulcral a esta etapa, cuja exatidão influencia
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diretamente os resultados obtidos.
Em [15] demonstra-se o trabalho realizado por um aluno da Faculdade de Engenharia da Uni-
versidade do Porto aquando a realização da sua dissertação de mestrado. Desta forma, foi desen-
volvido um sistema com uma fonte de luz estruturada (laser), que apresenta precisão elevada e
cuja aquisição é efetuada por uma câmara. Para o seu desenvolvimento foi efetuada uma análise
no que respeita ao impacto da variação do ângulo entre o referencial do laser e o da câmara, bem
como a análise do impacto da variação da distância entre a câmara e a linha laser, fatores cruciais
para o bom desempenho do sistema. Estes apresentam-se como uma dificuldade na montagem,
pois é necessário manter uma boa relação entre o espaço disponível no veículo com o que seria
a montagem ideal. Assim, foi objetivo dotar o sistema com a capacidade de criar superfícies de
relevo a partir de informação, neste caso pointclouds, enviada ao longo do tempo por outras enti-
dades que o compõem, sendo utilizada a biblioteca PCL. Este sistema utiliza octrees que fornecem
métodos eficientes para a criação de estruturas de dados sob a forma de árvores hierárquicas, o que
produz um armazenamento não só eficiente como também rápido, uma vez que esta etapa se repete
ciclicamente, evitando-se problemas de alocação e desalocação de memória constantes. Com os
resultados obtidos neste trabalho é possível concluir que o algoritmo pode vir a ser aplicado em
contexto real, sendo que o algoritmo implementado foi capaz de realizar a reconstrução dos ma-
pas, quer em ambiente simulado quer em ambiente laboratorial com boa resolução. Deste modo,
a informação das linhas laser possibilitou a construção de modelos de estruturas 3D submersas.
2.5 Conclusão
Este capítulo apresenta alguns conceitos inerentes à temática de estimação visual de movi-
mento, bem como a sua aplicabilidade até ao momento.
O uso dos sistemas óticos tem vindo a crescer acentuadamente mas, tal como referido ante-
riormente, o desafio inerente ao uso de câmaras no meio subaquático começa na necessidade de
submergir completamente uma câmara em água utilizando um encapsulamento adequado. Desta
forma, torna-se crucial utilizar métodos que tentem lidar com erros provocados pela aplicação de
luz artificial e existência de sombras induzidas pelo movimento de partículas ou resíduos, bem
como pelo facto de existir vida marinha abundante. Não descurando a atenuação da luz existente
neste meio, devido à absorção da luz por parte da água, bem como o espalhamento provocado
pelas partículas suspensas, efetuar estimação visual de movimento neste meio torna-se um desafio
com verdadeira complexidade.
De modo a ser possível aumentar-se a perceção visual dos fundos oceânicos, tão relevante em
diversas áreas de estudo, surge a necessidade de recolher os dados cada vez mais perto destes,
implicando a existência de múltiplas imagens de alta resolução que cobrem uma pequena área.
Logo, surge como técnica principal o mapeamento visual, que permite a construção de um mapa
bidimensional do fundo do mar, bem como das estruturas nele submersas, através da composição
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de múltiplas imagens de área menor. Assim, esta técnica tem sofrido um crescente estudo e de-
senvolvimento, bem como as etapas a ela inerentes, possibilitando que imagens adquiridas sobre
perspetivas diferentes se possam unir de forma a compor um panorama de tamanho superior.
Geralmente, aliado a qualquer aplicação que envolva o movimento do veículo e nomeada-
mente da câmara, surge a odometria, que possibilita a estimação de trajetórias efetuadas. Caso se
trate de odometria visual apresenta, geralmente, como entrada apenas imagens com alguma área
de sobreposição entre si, sendo o seu uso mais vantajoso em situações propensas a derrapagens
ou terrenos escorregadios, onde podem surgir erros acumulativos de ordem superior. Torna-se
também relevante em meios onde o sinal GPS seja escasso, como no meio aquático. Uma das
maiores dificuldades desta tarefa é o facto da vida marinha violar, muitas vezes, a suposição do
static world, uma vez que é apresentado movimento independente entre si. Esta informação pode
ser utilizada não só como apoio à navegação mas também como auxílio em tarefas de mapeamento
ou reconstrução tridimensional.
O facto destes veículos terem de lidar com ambientes desconhecidos e não controlados, torna
de relevância superior a construção de mapas tridimensionais com informação de textura, não só
relativamente ao fundo oceânico como também das estruturas que se encontram submersas. Desta
forma, esta reconstrução apresenta fulcral importância em aplicações de inspeção ótica para con-
trolo e qualidade de estruturas ou apenas para verificação do que nele existe. Assim, têm surgido
avanços nas tecnologias a utilizar, bem como nas ferramentas que se apresentam capazes de re-
construir estes mapas, sendo que o uso de câmaras, aliado ao de fontes de luz estruturada, tem-se
tornado aliciante para que esta reconstrução seja possível com elevada resolução, independente-
mente da dimensão e da forma da estrutura.
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Capítulo 3
Análise comparativa de algoritmos de
odometria visual
Devido ao elevado número de métodos de odometria visual disponíveis na literatura, torna-se
imprescindível analisar a performance e as vantagens e desvantagens de cada método, em cenários
de teste semelhantes. Assim, encontra-se organizado em cinco secções: visa caracterizar o estudo
realizado, em particular, os métodos analisados (Secção 3.2), os cenários de teste (Secção 3.3) e
o procedimento usado para a avaliação e aferição da comparação entre os métodos (Secção 3.4).
No final do Capítulo e, tendo por base, o estudo comparativo realizado, é selecionada a técnica de
odometria visual que melhor se adequa a aplicação em questão em ambiente subaquático.
3.1 Introdução
Devido à existência de várias implementações de odometria visual, torna-se importante ana-
lisar o comportamento das mais promissoras, de forma a conhecer as etapas inerentes ao seu
funcionamento, bem como algumas particularidades próprias de cada implementação. Sendo as-
sim, o maior objetivo deste capítulo passa por identificar as potencialidades de cada uma delas,
determinando o(s) método(os) que apresentam uma maior capacidade para utilização em cenários
subaquáticos.
Este estudo propõe então a avaliação da performance de diversos métodos de odometria visual,
em múltiplos cenários caracterizados por datasets públicos, para verificação de qual a mais apta
para os objetivos propostos neste trabalho, isto é, aquela que estima o movimento da câmara
de forma mais adequada, não descurando o facto de ter uma aplicabilidade online num sistema
robótico real. Pretende também propor possíveis melhorias a realizar, bem como adaptações para
o seu uso no meio aquático.
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3.2 Descrição dos métodos em comparação
Os algoritmos em estudo são mono-vo, viso2 e mORB-SLAM1. Estes métodos foram escolhi-
dos após uma avaliação da literatura e da disponibilidade das implementações, tendo em conta as
suas características e resultados demonstrados em experiências já realizadas.
3.2.1 Mono-vo
Segundo Singh em [19] foi desenvolvida em abril de 2015, sendo capaz de correr a cerca
de 5 fps com imagens de alta resolução, uma vez que foi desenvolvida para o dataset KITTI
(Secção 3.3.1), o que a torna mais rápida que muitas outras soluções desenvolvidas até então.
Esta implementação pretende, a partir da entrada de duas imagens sequenciais, calcular a
matriz de rotação (R) e o vetor de translação (t) que descrevem o movimento da câmara. Desta
forma, utiliza o FAST para a deteção de features e, de seguida, o algoritmo Kanade-Lucas-Tomasi
para procurar a correspondência na imagem seguinte. Apresenta um mecanismo que procura
novamente features sempre que o número extraído seja inferior a um determinado limite imposto
pelo utilizador. Embora normalmente seja utilizado o algoritmo de oito pontos foi demonstrado
que o de cinco fornece melhores resultados, uma vez que resolve um conjunto de equações não
lineares e requer um número mínimo de pontos, pois a matriz essencial tem apenas cinco graus
de liberdade. Assim, utilizando este algoritmo, juntamente com o RANSAC, calcula a matriz
essencial removendo os outliers existentes.
É objetivo da implementação utilizar informação de escala a partir de uma fonte externa e,
deste modo, corrigir as estimativas. Assim, a última etapa do processo passa pela concatenação
dos vários R e t de modo a reconstruir a trajetória efetuada pela câmara.
Segundo o autor, esta implementação assume, tal como a maioria deste tipo de aplicações, uma
heurística. Neste caso, esta é a de que o movimento dominante é aquele que é para a frente. Uma
vez que este algoritmo foi realizado para calcular a trajetória de uma câmara que se encontra fixa
num carro haveria um problema sempre que o carro estivesse parado e algum movimento fosse
detetado, por exemplo, num cruzamento rodoviário. Visto que por parte destes algoritmos existe a
suposição de que a maioria dos pontos do seu ambiente são rígidos, o algoritmo consideraria que
existiu um movimento lateral, o que é fisicamente impossível. Assim, nestas situações este tipo de
movimento é ignorado.
3.2.2 Viso2
Foi desenvolvida em 2011 por Geiger, Ziegler e Stiller [20] e trata-se de um método eficiente
para o cálculo da estimativa da posição da câmara, a partir de um conjunto de imagens previamente
retificadas. Apresenta um vasto número de parâmetros configuráveis com diversas combinações
entre si para poder aumentar a robustez dos resultados.
1Neste documento será utilizada esta terminologia sempre que se refere a implementação ORB-SLAM utilizando
câmaras monoculares
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Geralmente, tal como já referido, os sistemas de estimação de movimento a partir de sequên-
cias monoculares não conseguem estimar com uma escala métrica. Assim, nesta implementação
é assumido que a câmara é movida a uma determinada altura fixa e conhecido do solo, de modo
a ser possível estimar o fator de escala. Assim, são necessárias informações sobre a coordenada z
da câmara, dada pela altura da imagem, e sobre inclinação da mesma (pitch).
As características usadas por este estimador são ilhas ou cantos que irão originar um conjunto
grande de pontos de interesse. De seguida, é aplicada uma técnica que procura os máximos locais
para reduzir a quantidade de features recolhidas. Utiliza a técnica de bucketing de modo a que
as mesmas sejam igualmente distribuídas ao longo das imagens e apresenta ainda um mecanismo
para descartar eventuais outliers, onde é definida uma disparidade máxima entre as características
das imagens da sequência.
Para estimar a matriz fundamental utiliza o algoritmo de oito pontos simultaneamente com o
RANSAC. Computa a matriz essencial, bem como os pontos 3D, a matriz R e o vetor t e, por fim,
usa os dois parâmetros (coordenada z e pitch da câmara) para escalar.
Apresenta como limitação o facto de quando a câmara efetua uma rotação pura, independen-
temente de existirem características suficientes, o cálculo da matriz fundamental se degenerar. É
igualmente necessário que exista sempre algum movimento entre as frames consecutivas, de modo
a haja estimação dos seis graus de liberdade.
3.2.3 mORB-SLAM
De acordo com o trabalho desenvolvido por Mur-Artal, Tardos e Montiel (2015) [21], trata-
se de uma implementação com o objetivo de efetuar localização e mapeamento simultâneos. No
entanto, neste contexto, pretende-se avaliar apenas a parte referente à estimação de movimento
odométrico.
Utiliza vocabulário offline criado a partir de um grande conjunto de imagens, que caracte-
rizam o ambiente onde o método será utilizado, através da biblioteca DBoW2 [22], que produz
vocabulário hierárquico. Este servirá para se relocalizar em situações em que se percam as corres-
pondências e para detetar fecho de loop, característica que não será avaliada neste estudo.
Para a tarefa de estimação de movimento esta implementação requer a inicialização do mapa,
uma vez que a profundidade não é recuperada a partir de uma só imagem. Tipicamente, estes
métodos não funcionam bem em algumas situações, como por exemplo com pequena paralaxe, é
apresentada uma nova abordagem para solucionar este aspeto. Esta etapa tem como objetivo o cál-
culo da pose relativa entre duas frames para triangular um conjunto de pontos iniciais. Geralmente
para estimar a posição da câmara, todas as frames são processadas o que provoca desperdício do
poder de computação e um acumular de grandes erros de linearização. Desta forma, este métodos
usa keyframes, realizando o processamento apenas de um determinado conjunto de frames. Como
extrator de features utiliza o ORB, detetando cantos a partir do FAST e o BRIEF como descri-
tor. É utilizado este extrator por ser mais rápido, uma vez que esta implementação está apta para
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tempo real. Recorre também a bucketing para uma melhor distribuição das características extraí-
das. Sempre que o processo de tracking for realizado com sucesso em relação à frame anterior
utiliza um modelo de estimação de velocidades para prever a pose estimada.
Aquando da seleção de uma nova keyframe, executa bundle adjustment local, onde elimina
determinadas features erróneas, bem como keyframes, para conseguir uma reconstrução ideal do
ambiente da câmara.
3.3 Cenários de teste
De modo a avaliar os métodos apresentados, na Secção 3.2, selecionaram-se três cenários de
teste que retratam ambientes interiores e exteriores percebidos durante o movimento de eventu-
ais robôs móveis , denominados KITTI 2, New College3 e MIT Stata Center4. Estes ambientes
pretendem mostrar uma imagem clara do comportamento que será expectável para cada método
de odometria monocular. Desta forma, evidencia-se de uma forma simples, mas efetiva, qual é o
método que apresenta um maior potencial de utilização para a aplicação robótica descrita nesta
Tese.
Estes ambientes são apresentados por três datasets públicos e que são vulgarmente usados para
o desenvolvimento de algoritmos de processamento visual.
3.3.1 KITTI
Este dataset segundo[23], foi criado pelo Karlsruhe Institute of Tecnhology e é composto por
22 sequências de imagens com diferentes trajetórias, capturadas na cidade tanto em ambiente rural
como em autoestradas, tal como visível nas Figuras 3.1 (a e b).
Desta forma, foi equipado um carro com duas câmaras de alta resolução de modo a obter-se
conjuntos de imagens sequencias com qualidade a nível de aquisição. Foi tido em conta o facto da
altura da câmara em relação ao solo ser mantido praticamente constante e o facto da não existência
de muitas oscilações, fatores importantes na maioria das aplicações deste tipo.
É fornecido, juntamente com os parâmetros de calibração das câmaras, o ground-truth de
cada trajetória que foi obtido através de um sistema de localização GPS juntamente com um laser
scanner, tal como descrito em [23]. Fornece ainda informação temporal referente ao momento de
recolha de cada frame.
Este conjunto mostrou-se apto para avaliação deste tipo de aplicações uma vez que engloba
diversas trajetórias, com diferentes dimensões e bastante versáteis.
Para os testes em questão utilizaram-se duas trajetórias mais simples (03 e 10) e duas mais
complexas (07 e 09). A descrição das mesmas encontra-se na Tabela 3.1. Uma vez que as sequên-
cias 07 e 09 apresentam um loop cada e, como não foi objetivo testar a deteção de ciclo, nem o
2Este dataset adquirido em http://www.cvlibs.net/datasets/kitti/eval_odometry.php
3Este dataset adquirido em http://www.robots.ox.ac.uk/NewCollegeData/
4Este dataset adquirido em http://projects.csail.mit.edu/stata/downloads.php
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Figura 3.1: Exemplo ilustrativo do dataset KITTI: (a) ambiente citadino (b) autoestrada
ajuste de toda a trajetória perante tal deteção, excluíram-se as últimas 200 imagens da sequência
07 e 100 imagens da 09.
Tabela 3.1: Descrição das sequências do dataset KITTI utilizadas
Sequência N.o de imagens Loop
03 800 Não
07 1200 Sim
09 1590 Sim
10 1200 Não
3.3.2 New College
Segundo [24], foi criado por investigadores do Oxford Mobile Robotics Group em novembro
de 2008 e fornece cerca de 30 GB de dados que foram recolhidos nos jardins e envolvências do
New College. Na Figura 3.2 encontra-se um exemplo das imagens deste dataset.
É fornecida informação temporal que se encontra sincronizada com as imagens, com bastante
precisão. É fornecido também um conjunto de pastas com sequências menores para quem não
estiver interessado em toda a trajetória capturada. Neste caso, utilizaram-se as primeiras 2500
imagens de modo a que não fechasse totalmente o loop, mas a que fosse um teste com um número
relativamente grande de frames.
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É fornecido, de igual forma, informação de laser, GPS, IMU, bem como dados de odometria
que podem servir como ground-truth.
Todas as imagens são fornecidas sem retificação, mas caso seja pretendido, é possível, através
da compilação e execução de um programa fornecido pelos autores, obter as imagens retificadas.
Esta retificação remove a distorção das lentes e permite que a pesquisa de correspondência entre
frames sequenciais seja facilitada. Para o estudo em causa as imagens foram retificadas previa-
mente sendo, de seguida, colocadas nos algoritmos.
Figura 3.2: Exemplo ilustrativo do dataset New College (imagens não retificadas
3.4 Avaliação e estudo comparativo
Nesta Secção apresentam-se os testes realizados aos algoritmos em estudo, utilizando os data-
sets apresentados anteriormente. Todos os dados foram recolhidos num computador, com sistema
operativo ubuntu 16.04, com 12 GiB de memória, processador Intel Core i7-4720HQ CPU @
2,60GHz x 8 e um disco SSD de 128 GB.
Os dados recolhidos foram normalizados numa escala entre 0 e 1, de modo a ser possível
observar apenas o acompanhamento das estimações em relação ao movimento real, uma vez que
nesta tipo de aplicação o fator de escala não é calculado de igual forma, nem com igual precisão,
nas diferentes implementações. Pretende-se verificar o movimento estimado através da compa-
ração gráfica com o ground-truth, bem como avaliar diferentes características, como o número
de frames processadas, o erro, o tempo gasto no processamento das mesmas e a utilização de
CPU. Estes últimos são relevantes para medir quais as implementações com maiores exigências
computacionais, uma vez que estas não podem ser excessivas em comparação com os recursos
disponíveis. Utilizou-se o método dos mínimos quadrados para se obter o erro das posições em x
e y, obtendo-se assim o erro máximo, médio e o desvio padrão dos dados normalizados de modo
a avaliar quais as implementações fiéis na estimação do movimento e quais as piores nesta tarefa.
Para a realização dos testes, deixou-se permanecer a heurística envolta à implementação mono-
vo, embora com o conhecimento que poderiam surgir erros na estimação do movimento devido à
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existência de situações onde o movimento predominante seria no eixo x. Adicionalmente, como
não era fornecida uma outra fonte de informação externa e dado que não seriam diretamente ava-
liadas as posições estimadas mas sim o movimento descrito por estas, retirou-se o cálculo do fator
de escala. No que se refere ao dataset New College, este foi previamente retificado utilizando o
executável fornecido pelos autores e as sequencias do dataset KITTI não sofreram alterações, uma
vez que já se encontravam retificadas e prontas a utilizar.
Desta forma, os testes encontram-se organizados por dataset, tendo sido retiradas algumas
conclusões em relação ao comportamento de cada implementação. Mais especificamente, começou-
se por testar o dataset KITTI e de seguida o New College. A experiência relativa ao KITTI foi
dividida em quatro trajetos diferentes: sequência 03, 07, 09 e 10.
3.4.1 Cenário de ambiente exterior
O primeiro conjunto de resultados é ilustrado na Figura 3.3 e refere-se à sequência 03 do
KITTI, sendo possível observar as trajetórias obtidas pelas três implementações.
Já com a representação dos resultados em escala normalizada, é observável que a implemen-
tação viso2 não acompanha tão corretamente o movimento ao longo de toda trajetória. Por outro
lado, o sistema mORB-SLAM sobrepõe-se, quase na sua totalidade, ao ground-truth.
Figura 3.3: Trajetórias normalizadas obtidas com o dataset KITTI (sequência 03)
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Pela análise dos dados quantitativos, presentes na Tabela 3.2, é notório que em relação ao erro
normalizado a mORB-SLAM apresenta menores valores, comprovando-se que a sua performance
é substancialmente melhor que a das restantes implementações. Esta implementação estimou o
movimento a partir da seleção prévia de keyframes (KFr). Embora o tempo de processamento seja
superior, apresenta uma utilização de CPU baixa, o que é relevante para este tipo de aplicações.
Tabela 3.2: Resultados comparativos das trajetórias normalizadas obtidos por cada implementação
para o dataset KITTI com a sequência 03
Erro da trajetória normalizadaFrames
processadas Máximo Médio Desvio padrão Tempo CPU
Mono-vo 800 0,11 0,05 0,03 70 s >40%
máx.=46%
Viso2 800 0,13 0,06 0,04 49 s >12%máx.=15%
mORB-SLAM 800
KFr=224
0,02 0,01 0,01 87 s >15%
máx.=19%
Tal como é visível na Figura 3.4, referente à sequência 07 do KITTI, a implementação mono-
vo acompanha, na maioria da trajetória, o movimento efetuado pela câmara. No entanto, a deteção
errada de uma das mudanças de direção é responsável por uma maior discrepância entre as trajetó-
rias real e estimada. Por outro lado, a mORB-SLAM acompanha, embora com um menor desvio,
o movimento corretamente, efetuando todas as mudanças de direção.
Figura 3.4: Trajetórias normalizadas obtidas com o dataset KITTI (sequência 07)
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Através dos dados da Tabela 3.3 verifica-se que a mORB-SLAM apresenta a melhor estimativa
do movimento, ainda que com um tempo do processamento superior. Através do erro médio é
percetível que a mono-vo replica em grande parte a trajetória, apesar da mudança de direção mal
detetada provocar um elevado erro máximo. A viso2 apresenta maiores erros originados pelo
desvio das posições inicialmente estimadas.
Tabela 3.3: Resultados comparativos das trajetórias normalizadas obtidos por cada implementação
para o dataset KITTI com a sequência 07
Erro da trajetória normalizadaFrames
processadas Máximo Médio Desvio padrão Tempo CPU
Mono-vo 1000 0,64 0,13 0,17 85 s >35%
máx.=40%
Viso2 999 0,62 0,32 0,18 74 s >12%máx.=15%
mORB-SLAM 996
KFr=374
0,36 0,10 0,10 109 s >18%
máx.=20%
Na Figura 3.5 é possível observar as trajetórias referentes à sequência 09 do KITTI, onde é per-
cetível que o acompanhamento do movimento é efetuado por todas as implementações, existindo
apenas desvios na parte final do trajeto.
Figura 3.5: Trajetórias normalizadas obtidas com o dataset KITTI (sequência 09)
44 Análise comparativa de algoritmos de odometria visual
Pela análise dos dados da Tabela 3.5, é notório que a mORB-SLAM apresenta valores superio-
res em relação ao erro, nomeadamente no erro máximo, uma vez que a estimação se afasta do valor
final real. É de realçar que quase no final da sequência de imagens o algoritmo perde o tracking de
características e não se consegue relocalizar de novo, podendo ter provocado o desvio apresentado.
Isto, eventualmente deve-se ao facto da sequência de imagens se apresentar mais escura, ou seja,
com menos features para detetar. Por outro lado, comparando as duas implementações restantes
é visível que, embora estimem de igual forma o movimento, a viso2 apresenta menor tempo de
processamento e de utilização de CPU.
Tabela 3.4: Resultados comparativos das trajetórias normalizadas obtidos por cada implementação
para o dataset KITTI com a sequência 09
Erro da trajetória normalizadaFrames
processadas Máximo Médio Desvio padrão Tempo CPU
Mono-vo 1490 0,11 0,04 0,02 136 s >35%
máx.=45%
Viso2 1490 0,14 0,05 0,03 104 s >20%
máx.=25%
mORB-SLAM 1351
KFr=628
0,30 0,05 0,07 161 s
>18%
máx.=20%
Os dados relativos às trajetórias da sequência 10 do KITTI estão representados na Figura 3.6,
onde é possível verificar que a implementação que melhor replica o movimento real, desde o
início, é a mono-vo, embora a que alcança melhor a sequência de posições seja a viso2.
Pelos dados observados na Tabela 3.5, é notório que a viso2 apresenta menor erro ao longo
de todo o trajeto estimado. É também a que demora menos tempo a processar todas as frames,
embora descarte um maior número para a estimação da posição da câmara em comparação com
as restantes implementações. Aparentemente por este motivo, não alcança exatamente a posição
final real. Por outro lado, a mORB-SLAM apresenta um maior erro máximo, pois a estimação do
movimento final fica muito distante das posições verdadeiras, justificável pelo facto de considerar
um menor número de frames para a estimação. A mono-vo apresenta resultados satisfatório a nível
de erros, embora a utilização de CPU seja mais elevada.
Tabela 3.5: Resultados comparativos das trajetórias normalizadas obtidos por cada implementação
para o dataset KITTI com a sequência 10
Erro da trajetória normalizadaFrames
processadas Máximo Médio Desvio padrão Tempo CPU
Mono-vo 1200 0,39 0,19 0,14 118 s >33%
máx.=44%
Viso2 1109 0,25 0,14 0,07 74 s >15%máx.=17%
mORB-SLAM 1167
KFr=504
0,51 0,20 0,12 161 s
>15%
máx.=20%
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Figura 3.6: Trajetórias normalizadas obtidas com o dataset KITTI (sequência 10)
Por fim, através dos resultados obtidos a partir do dataset New College, representados na
Figura 3.7, é possível observar que tanto a mORB-SLAM como a mono-vo tentam acompanhar o
movimento circular da sequência de imagens. Por outro lado a viso2 apresenta um trajeto muito
afastado do pretendido e que pode ser justificado pelo facto da própria câmara apresentar algumas
oscilações, bem como mudanças no eixo z, uma vez que nestas situações a implementação não
estima movimento.
Pela análise dos dados da Tabela 3.6, conclui-se que, embora todas as implementações apre-
sentem erros elevados, a mORB-SLAM apresenta menor erro. No entanto, nem esta nem a mono-
vo, conseguem estimar a posição final pretendida. A nível de tempo de processamento a mono-vo
apresenta melhores resultados, mesmo usando um maior número de frames, ainda que com uma
utilização de CPU um pouco mais elevada.
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Figura 3.7: Trajetórias normalizadas obtidas o dataset New College
Tabela 3.6: Resultados comparativos das trajetórias normalizadas obtidos por cada implementação
para o dataset New College
Erro da trajetória normalizadaFrames
processadas Máximo Médio Desvio padrão Tempo CPU
Mono-vo 2500 1,22 0,61 0,26 127 s >28%
máx.=34%
Viso2 1765 1,11 0,85 0,19 124 s >13%máx.=18%
mORB-SLAM 1657
KFr=293
0,69 0,37 0,16 273 s >19%
máx.=24%
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3.5 Conclusão
No que concerne às implementações testadas, cada uma apresenta determinadas características
relevantes. Na Tabela 3.7 é apresentado um resumo das mesmas, para as três implementações.
Tabela 3.7: Características mais relevantes das implementações de odometria testadas
Particularidades
mono-vo
- Procura novas features quando o número extraído é inferior a um
determinado limite;
- Apresenta um mecanismo de remoção de outliers;
- Revela uma implementação simples;
- Apresenta como limitação o facto da sua heurística ser impeditiva para
trajetórias mais complexas.
viso2
- Permite a configuração de um número vasto de parâmetros;
- Recorre à técnica de bucketing e a um mecanismo de remoção de outliers;
- Impõe uma altura da câmara fixa e conhecida;
- Não estima corretamente a trajetória quando existem rotações puras;
- Estima novas posições apenas quando deteta movimento entre
frames com seis graus de liberdade.
mORB-SLAM
- Utiliza keyframes para a estimação do movimento;
- Apresenta uma técnica de bucketing;
- Apresenta relocalização ajustando a trajetória localmente;
- Usa as mesmas features em todas as etapas, o que torna o sistema mais
eficiente e simples;
- Possibilita a operação em tempo real.
Tendo em conta a avaliação comparativa efetuada, é percetível que a nível de aproximação
ao movimento real a implementação mORB-SLAM é a mais estável a nível de estimação, sendo
que a viso2 também apresenta resultados satisfatórios. Por outro lado, o método viso2 apresentou
menores tempos de processamento, comparativamente com a mORB-SLAM. No que diz respeito
à utilização de CPU, os resultados demonstram que a viso2 apresenta a menor utilização de CPU,
o que é benéfico para aplicações a correr em sistemas reais. De uma forma geral a implemen-
tação mono-vo apresenta resultados razoáveis na estimação do movimento, ainda que com uma
utilização de CPU bastante elevada comparativamente com as restantes implementações.
Adicionalmente, é possível retirarem-se as seguintes conclusões:
• A implementação mono-vo acompanha bem o movimento da maioria das trajetórias, apre-
sentando alguns desvios. Qualquer movimento detetado gera uma nova posição, mesmo
quando a câmara não se move, o que provoca um incremento no erro. Por vezes, deteta
erradamente mudanças de direção. Apresenta tempos de processamento razoáveis mas, no
entanto, a utilização do CPU é a mais elevada de todas as implementações. A heurística
utilizada acaba por ser uma limitação uma vez que as trajetórias a realizar no futuro podem
não ter como movimento predominante o "para a frente".
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• A implementação viso2 apresenta uma boa estimação de movimento sempre que consegue
detetar os seis graus de liberdade em frames consecutivas. Caso contrário, descarta a frame
atual e prossegue, sendo que as trajetórias são, muitas vezes, subdimensionadas. Reage
erradamente, produzindo más estimações, sempre que a câmara apresenta muitas oscilações
ou muda a sua altura, relativamente ao solo. Apresenta uma boa utilização de CPU e no que
se refere a tempo de processamento é a que apresenta sempre melhores resultados.
• A mORB-SLAM também produz bons resultados na maioria dos trajetos, apresentando
apenas desvios perto da posição final. Embora processe apenas parte das frames totais
consegue atingir uma estimação de movimento muito satisfatória. Apresenta uma utilização
baixa de CPU, o que é realmente vantajoso para este tipo de aplicações. Apenas descarta
frames quando não se consegue relocalizar ou inicializar.
Perante os resultados atrás descritos, bem como as características de cada implementação, de
uma forma geral considera-se que a mORB-SLAM e a viso2 são as implementações mais com-
pletas e mais adequadas às aplicações pretendidas. A implementação mORB-SLAM, para além
de ter revelado bons resultados quantitativos em relação à estimação do movimento, demonstra-se
como um método eficiente. Na maioria dos casos a viso2 acompanha o movimento e o facto de se
apresentar como uma implementação configurável revela-se também um aspeto bastante relevante.
De acordo com a aplicação pretendida e com recurso a este tipo de métodos, na presente
dissertação torna-se crucial a seleção de apenas um dos métodos. Pelas qualidades já mencionadas
da viso2 e devido ao facto do mORB-SLAM não estar apta para ambiente subaquático (vocabulário
offline disponibilizado), optou-se pela primeira implementação.
Capítulo 4
Mapeamento visual com informação de
textura
As aplicações da reconstrução tridimensional têm vindo a crescer desde a inspeção ótica até
ao controlo de qualidade de estruturas, neste contexto, submersas. Desta forma, surge a necessi-
dade de desenvolver ou melhorar novas técnicas de reconstrução que utilizam não só informação
espacial mas também RGB, promovendo, cada vez mais, a utilização de veículos robóticos para
este tipo de tarefas.
Assim, o presente capítulo pretende apresentar um método de mapeamento visual 3D (Sec-
ção 4.2) e ainda ilustrar alguns resultados obtidos nos cenários terrestre e subaquático (Secção 4.3).
4.1 Introdução
O trabalho presente nesta dissertação tem como objetivo criar um mapa do ambiente com
recurso à concatenação de pointclouds, de modo a obter uma reconstrução, o mais fiel possível, da
superfície de relevo a mapear.
Uma pointcloud é um conjunto de pontos num determinado sistema de coordenadas. Num
sistema tridimensional estes pontos são usualmente definidos por coordenadas x, y e z de modo
a obter uma representação da superfície externa do objeto. Tal como referido no Capítulo 2, é
possível obter as pointclouds a partir de variados métodos, sendo que, de modo a recorrer a visão,
é normal utilizar-se a triangulação de pontos a partir de estereoscopia ou fusão dos dados obtidos
do laser imagens captadas pela câmara. Assim, é possível aliar a quantidade de dados transmitida
pela imagem da câmara com a precisão do laser para obter uma reconstrução mais fiel da estrutura
ou objeto a inspecionar. Deste modo, acaba por ser necessário criar e melhorar métodos de fusão
das diferentes pointclouds obtidas durante o varrimento da superfície de um objeto, de modo a
obter-se, no final, um mapa com a reconstrução o mais completa possível.
Uma vez que esta reconstrução e acumulação de pontos tem tendência a crescer de um modo
rápido e significativo, por vezes os algoritmos que implementam esta funcionalidade tornam-se pe-
sados computacionalmente. Gerir a memória eficientemente nestes conjuntos de dados torna-se,
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muitas vezes, uma tarefa complexa a que se deve tomar atenção devido às limitações computaci-
onais inerentes ao sistema em questão. Sendo assim, deve ser preocupação do utilizador recorrer
a formas de atenuar este efeito. Uma vez que, geralmente, estes algoritmos correm ciclicamente
até não existirem mais dados à entrada, torna-se crucial que a acumulação dos mesmos seja efe-
tuada de uma forma eficiente e o mais rapidamente possível para não exceder os limites tempo-
rais. Como forma recorrente de melhorar a eficiência do armazenamento e junção das pointclouds
apresentam-se as octrees. Estas são estruturas de dados em árvore onde cada nó que não seja folha
é interligado com outros oito nós, normalmente por meio de ponteiros, tal como representado na
figura 4.1.
Figura 4.1: Exemplo ilustrativo da representação de uma octree
Estas estruturas revelam-se assim capazes de organizar informação tridimensional proveniente
destes pontos e, uma vez que a biblioteca PCL apresenta um módulo responsável pela criação das
mesmas, foram selecionadas para o sistema em questão 1. Este módulo permite a criação de
árvores de dados hierárquicas juntando as pointclouds e ainda a partição espacial e operações de
procura, entre outras. Cada nó da árvore pode ou não apresentar filhos, sendo que cada nó que não
os apresente se denomina folha. A raiz da árvore pode ser representada por um cubo que encapsula
todos os pontos contidos no mapa, como representado na figura 4.2.
O espaço dentro desse cubo vai-se dividindo em cubos menores denominados voxels à me-
dida que a árvore se expande. Estes vão diminuindo o seu tamanho até um determinado limite
denominado resolução da octree. Desta forma, descreve o tamanho do voxel do último nível de
profundidade da árvore.
O uso destas estruturas apresenta como vantagens rotinas de procura de vizinhos mais eficien-
tes, ajuste automático em relação à dimensão da pointcloud e ainda uma gestão de memória que
reduz o custo de operações de alocação e desalocação de memória, isto em cenários onde a octree
seja criada a uma frequência alta, como no caso em questão.
1http://docs.pointclouds.org/1.7.1/group__octree.html
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Figura 4.2: Exemplo ilustrativo da representação de uma octree
4.2 Mapeamento
O sistema desenvolvido pretende melhorar a perceção de um veículo robótico existente na uni-
dade de investigação CRAS do INESC TEC, no sentido em que propõe a junção de informação
tridimensional ao longo do tempo, de modo a obter-se uma reconstrução fiel de estruturas submer-
sas. O principal objetivo do sistema recaiu na obtenção de um mapa proveniente das pointclouds
com informação 3D, mas também RGB, de modo a aumentar a qualidade da perceção que, desta
forma, se demonstra mais detalhada. Assim, na figura 4.3 apresenta-se um diagrama de blocos
com os módulos necessários ao funcionamento do sistema.
Figura 4.3: Diagrama de blocos necessários ao funcionamento do sistema
Tal como observável, o sistema é constituído por três módulos principais que são nós ROS
com funcionamento independente, o que garante a modularidade ao sistema. Esta característica
torna-se crucial para futuras melhorias, adaptações ou novas integrações.
O primeiro módulo representa a aquisição de dados, cuja construção e implementação se en-
contrava realizada, pertencendo o mesmo à unidade de investigação e que se denomina MARESye.
Desta forma, este sistema é composto por duas câmaras e dois lasers responsáveis por adquirir e
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fornecer imagens e pointclouds. As câmaras encontram-se sincronizados e os dados provenientes
do sistema apresentam-se retificados, ou seja, prontos a serem processados.
O módulo responsável pela odometria subscreve o tópico referente a uma das câmaras do
sistema de aquisição, uma vez que a odometria é monocular (podendo, posteriormente ser utilizada
odometria stereo ou informação inercial), de modo a estimar o movimento relativo do veículo
entre duas frames consecutivas. Assim, a partir da obtenção do egomotion é possível verificar
o movimento presente também nas pointclouds, para que seja possível posteriormente efetuar a
sua transformação de perspetiva, de modo a acumularem-se corretamente ao longo do tempo. Este
módulo foi selecionado na primeira fase desta dissertação a partir dos resultados obtidos na análise
comparativa apresentada no capítulo 3.
Por fim, o terceiro módulo desenvolvido nesta dissertação tem como objetivo a construção de
um mapa tridimensional a partir de informação proveniente dos lasers e/ou stereo, bem como da
câmara. As pointclouds subscritas por este nó são acumuladas segundo o movimento dos sensores
e, desta forma, é publicado e gravado um mapa com a informação total para que seja possível
posteriormente proceder-se à sua observação ou utilização. Devido à complexidade computacional
inerente a este tipo de aplicação foi necessário o recurso de técnicas que a reduzem, armazenando
e acumulando os sucessivos conjuntos de pontos de forma mais eficiente.
4.2.1 Ferramentas utilizadas
O método de mapeamento foi desenvolvido com recurso a determinadas ferramentas, nome-
adamente a bibliotecas e a um sistema operativo robótico vulgarmente usadas nesta área. Para
a integração entre os diferentes componentes foi selecionado o uso do ambiente ROS2. Esta op-
ção recaiu no facto de já existirem outros componentes do sistema final elaborados recorrendo
ao mesmo, nomeadamente o sistema de aquisição de dados. Trata-se de uma ferramenta flexí-
vel dedicada ao desenvolvimento de software que simplifica a tarefa de criar um comportamento
complexo através de uma ampla variedade de plataformas robóticas. O ROS fornece um con-
junto de ferramentas e bibliotecas open-source que ajudam na construção de variadas aplicações
robóticas. Uma vez que os vários módulos foram implementados sobre a mesma ferramenta, o
processo de integração dos mesmos foi facilitado, bem como a sua comunicação. Este sistema
operativo permite a criação de nós que, através da entrada de informação, efetuam o seu proces-
samento e originam determinados resultados [25]. Para tal, implementa uma política baseada em
publicadores e subscritores. Os seus componentes fundamentais, tal como ilustrado na figura 4.4,
são:
• Nós - programa com determinada função que apresenta a capacidade de subscrever e publi-
car mensagens em tópicos;
• Mensagens – recurso pelo qual os nós comunicam;
• Tópicos – canal de transmissão de mensagens entre nós.
2http://www.ros.org/
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Torna-se necessário realçar também a importância do facto dos sistemas construídos com re-
curso a esta framework serem modulares, uma vez que, desta forma, é facilitado todo o processo
de melhorias, adaptações ou substituições inerentes ao sistema. Apresenta ainda a vantagem de se
conseguir facilmente integrar com outras bibliotecas como, neste caso em concreto, a OpenCV e
a PCL, o que irá permitir uma maior versatilidade no uso das ferramentas e uma melhor troca de
dados.
Figura 4.4: Exemplo ilustrativo de uma interação entre nós ROS
A OpenCV é uma biblioteca de visão por computador usada na educação, bem como no desen-
volvimento de diferentes produtos. Esta é utilizada em diversas aplicações que envolvem técnicas
como a aplicação de filtros de imagens, calibração de câmaras, reconhecimento e tracking de ob-
jetos, entre outros. Apresenta interfaces para várias linguagens de programação, como C ++, C,
Python e Java e suporte para diferentes sistemas operativos. Tem como foco principal a eficiên-
cia computacional e as aplicações em tempo-real. Fornece inúmeros algoritmos que podem ser
utilizados integralmente ou adaptados para diversas aplicações. O facto do metasistema descrito
fornecer a integração com o OpenCV permite que o utilizador facilmente utilize dados publica-
dos por vários tipos de câmaras em algoritmos desta biblioteca. Neste caso, terá utilidade em
todas as tarefas com objetivo de processamento ou obtenção de informação a partir das imagens
publicadas.
Por fim, para complementar o sistema final, o ROS apresenta ainda a integração com a PCL.
Tal como referido, esta biblioteca permite a manipulação de grandes conjuntos de pontos represen-
tados num determinado sistema de coordenadas que têm como objetivo caracterizar as superfícies
externas dos objetos presentes no mundo real. Desta forma, esta biblioteca terá um papel funda-
mental na junção das diferentes pointclouds recebidas pelo sistema de aquisição [17].
4.2.2 Algoritmo
Tal como referido, um dos intuitos principais desta dissertação é o desenvolvimento de um
nó ROS que responda aos objetivos propostos relativamente à obtenção de informação 3D de
estruturas submersas. O algoritmo principal do nó “Reconstrução” é composto por três partes
principais: inicialização, junção de dados e armazenamento da informação.
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A inicialização tem como função inicializar todas as variáveis necessárias ao longo do pro-
grama e estabelecer ligações com os restantes nós do sistema. Para tal, são necessários publica-
dores e subscritores, sendo que a sua diferença reside no facto de que enquanto os subscritores
esperam que estejam tópicos ativos, os outros são responsáveis por fornecer outputs de um deter-
minado tipo de dados para posterior utilização por parte dos restantes nós. Deste modo, criaram-
se os subscritores necessários para receber mensagens como pointclouds, imagens e informações
respeitantes à calibração da câmara que acionam as respetivas callbacks sempre que o tópico está
ativo, ou seja, quando há mensagens a serem publicadas. Criou-se ainda o publicador que tem a
função de disponibilizar o mapa após cada acumulação de pontos. Este tópico pode ser observado
a partir de um visualizador apropriado para que se acompanhe a construção do mapa 3D online.
Quando um dos tópicos subscritos está ativo a callback correspondente entra em funciona-
mento e executa o seu algoritmo do início ao fim. Esta operação ocorre ciclicamente, terminando
quando não existem mais tópicos a ser subscritos, ou seja, quando não existem mais pointclouds
para aglomerar, uma vez que estas são o tipo principal de dados.
Neste momento, o mapa criado é guardado juntamente com outra informação relevante, no-
meadamente temporal, que auxilia na avaliação da eficiência do armazenamento e da estruturação
de dados.
Conforme mencionado anteriormente, a presente dissertação pretende a construção de um
mapa tridimensional de uma área ou de um determinado objeto, de modo a que este revele infor-
mação 3D juntamente com informação visual, para aumentar a perceção do mapa e, simultanea-
mente, melhorar a qualidade da inspeção.
Desta forma, no algoritmo principal do software desenvolvido podem existir dois diferentes
tipos de dados à entrada, que despoletam a ativação de uma callback específica. A principal
diferença entre estas reside no facto de que uma entra em funcionamento quando os dados de
entrada são pointclouds do tipo XYZRGB, ou seja, quando cada ponto tem associado não só
informação do sistema de coordenadas tridimensional, mas também informação RGB, enquanto a
segunda callback entra em funcionamento quando as pointclouds apresentam apenas informação
XYZ e a informação de cor de cada ponto tem de ser extraída diretamente da imagem fornecida
pela câmara.
Na Figura 4.5 é possível observar o algoritmo que representa o funcionamento geral do sis-
tema, com diferentes tipos de dados à entrada.
No caso da pointcloud ser do tipo XYZRGB, inicialmente, e após a conversão da mensagem
ROS subscrita em dados do tipo PCL, procedeu-se à remoção dos valores NaN, que são um sím-
bolo representativo de um valor numérico não válido. Muitas vezes as pointclouds que chegam
dos diversos sensores podem conter diferentes tipos de erros de medição e/ou imprecisões, o que
conduz à presença de valores NaN nas coordenadas de alguns dos pontos. Desta forma, a remoção
destes valores torna-se crucial porque a maioria das sequências de processamento deste tipo de
dados iria falhar caso a nuvem de pontos não fosse densa (com apenas pontos válidos).
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Figura 4.5: Fluxograma do funcionamento do algoritmo
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De seguida, o algoritmo aguarda pela receção de informação de odometria, ou seja, dados
acerca do movimento estimado da câmara e dos lasers em relação à posição anterior. Assim, foi
utilizado um Listener com duas importantes tarefas: primeiro verifica se a transformação é válida
e de seguida retorna então o resultado do cálculo da transformada entre as duas tf. Neste caso em
concreto, obtém-se a transformação entre o eixo do sensor de aquisição e o eixo correspondente
à odometria. Após a obtenção da transformada, esta é aplicada à pointcloud de modo a orientá-
la corretamente para futura acumulação. É de realçar que, uma vez que se trata de uma junção
geométria, depende sempre dos parâmetros de calibração do sistema visual, ou seja, estes são
utilizados pela implementação de odometria para o cálculo correto da transformada a efetuar.
Por fim, como última etapa apresenta-se a adição dos pontos à octree que, tal como explicado
anteriormente, foi a estrutura selecionada para armazenar os dados rapidamente e sem alocações
e desalocações constantes de memória que são desnecessárias para o resultado final. À medida
que os pontos são adicionados à octree o mapa final é também disponibilizado para que possa ser
observável ou utilizado.
Por outro lado, se a pointcloud for do tipo XYZ é necessário extrair a informação de cor a partir
da imagem e aglomerá-la à respetiva nuvem de pontos. Neste caso as mensagens utilizadas para
o processamento da pointcloud são provenientes de tópicos diferentes e apresentam frequências
distintas, não assegurando assim a sincronização entre os tópicos. Por conseguinte, optou-se pela
implementação de uma lógica de flags, de modo a controlar-se a execução do processamento da
pointcloud e consequentemente a sua junção ao mapa principal, no sentido de garantir a existência
simultânea de uma nuvem de pontos e uma imagem com informação correspondente.
Quando isto acontece, tal como no modo anterior a mensagem, é convertida e, seguidamente,
são removidos os valores NaN. Após estas duas tarefas, a pointcloud é percorrida e, para cada um
dos seus pontos 3D, é calculada a coordenada correspondente no plano de imagem. Consequen-
temente, foi utilizado o modelo de câmara pinhole que descreve a relação matemática entre as
coordenadas dos pontos 3D e a sua projeção no plano de imagem, utilizando uma transformação
de perspetiva, tal como mostra a Figura 4.6.
Figura 4.6: Representação do modelo de câmara pinhole [26]
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Para obter as coordenadas 2D utilizam-se as expressões matemáticas 3 4.1, 4.2 e 4.3.xy
z
= R
XY
Z
+ t (4.1)
x′ = x/z y′ = y/z (4.2)
u = fx ∗ x′+ cx v = fy ∗ y′+ cy (4.3)
Sendo que (X, Y, Z) são as coordenadas dos pontos no espaço tridimensional e (u,v) as coorde-
nadas do ponto de reprojeção em pixéis, surgem os seguintes parâmetros:
• (cx, cy) - o ponto principal da imagem que usualmente é o central;
• ( fx, fy) - parâmetro focal length;
• R - matriz de parâmetros extrínsecos;
• t - vetor de translação.
Uma vez que as imagens são disponiblizadas pelo sistema de aquisição já retificadas, o vetor
t e a matriz R, são um vetor de zeros e uma matriz identidade, respetivamente, tendo a estrutura
representada em 4.4.
R =
1 0 00 1 0
0 0 1
 t =
00
0
 (4.4)
De seguida, para cada pixel é extraída a informação de RGB da frame proveniente da câmara
correspondente. Neste sentido, simultaneamente à pesquisa de cada ponto da pointcloud original, é
criada uma nova pointcloud do tipo XYZRGB onde são colocadas as coordenadas tridimensionais
e a informação de cor adquirida a partir das imagens.
Assim, tendo a pointcloud construída com ambas as informações, o algoritmo passa pelas
etapas descritas anteriormente para concluir o mapa final. No final da junção de pointclouds a flag
de controlo é colocada a falso, ocorrendo este processo ciclicamente até que não haja mais dados
relativos às nuvens de pontos.
3Estas expressões podem ser adquiridas em http://docs.opencv.org/2.4/modules/calib3d/doc/
camera_calibration_and_3d_reconstruction.html
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4.3 Resultados obtidos
Para a comprovação do correto funcionamento do algoritmo torna-se necessário criar uma
forma de o avaliar, bem como verificar algumas das suas particularidades.
Para iniciar a análise ao algoritmo desenvolvido utilizaram-se datasets de cenários terrestres
para ir validando o algoritmo. Desta forma, foram utilizados datasets4 de áreas com alguns objetos
cujo mapeamento foi possível e uma mais-valia para avaliar a performance do algoritmo. Para tal,
utilizaram-se essencialmente conjuntos de dados de um grupo de visão computacional de Garging
(Alemanha) que apresentam diversidade de espaços, desde salas com material de escritório até
áreas de maior dimensão com algumas ferramentas, disponibilizando vários tipos de dados, como
imagens, informação de calibração e pointclouds.
Desde cedo existiu a preocupação de efetuar uma estruturação de dados, bem como o seu ar-
mazenamento, de uma forma eficiente, sendo que se optou pela realização de testes que avaliassem
esta característica através da comparação do tempo necessário para a acumulação das pointclouds
utilizando uma forma eficiente e uma outra tradicional que recorre à concatenação simples de listas
de pontos 3D .
No laboratório da unidade de investigação CRAS, com o polo sediado na FEUP, existe um
tanque cujas dimensões são 4.40x4.56x1.70m, que é usado para efetuar alguns testes de validação
em aplicações robóticas subaquáticas. No entanto, para incrementar o seu uso, principalmente na
área de testes de visão, durante a realização da presente dissertação decidiu-se, juntamente com
a equipa, que seria vantajoso incorporar um padrão que fosse semelhante ao fundo do mar para
efetuar testes em aplicações da área, nomeadamente em reconhecimento de objetos, navegação
visual e mapeamento. Para construção do padrão utilizaram-se diversas imagens com recurso à
técnica de mapeamento visual (ROLAMOS [10]) apresentada anteriormente na secção 2.3.3. O
resultado obtido foi bastante satisfatório, mostrando-se apto a cumprir o objetivo pretendido, tal
como visível na Figura 4.7.
Figura 4.7: Excerto do padrão construído para o fundo do tanque
4Estes podem ser adquirido em https://vision.in.tum.de/data/datasets/rgbd-dataset/
download
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Deste modo, construiu-se uma tela que cobre a maior parte do tanque e que apresenta um fundo
com grande textura e repetibilidade, o que aumenta o realce das características existentes. Neste
contexto, numa fase final de testes foram retirados dados com o sistema de aquisição MARESye,
de modo a validar o algoritmo no ambiente aquático. Foram ainda adquiridos dados com pequenos
objetos sobre o fundo do tanque para verificar o mapeamento correto dos mesmos.
4.3.1 Análise de eficiência
Numa primeira fase, ainda aquando do desenvolvimento do algoritmo, foi efetuado um teste
de eficiência, de modo a avaliar as vantagens no que refere ao gasto temporal do uso de estruturas
apropriadas para o armazenamento e a acumulação de pointclouds. Para tal, optou-se por utilizar
um dataset do grupo de visão computacional descrito anteriormente.
Através dos gráfico da Figura 4.8 é possível verificar que a acumulação dos pontos com recurso
à octree apresenta durabilidades semelhantes entre si, independentemente do aumento do conjunto
de pontos finais. Por outro lado, a acumulação com recurso ao operador tradicional apresenta uma
duração que aumenta de iteração para iteração.
É notório que este aumento se torna torna mais significativo quanto maior for o número de
pontos do mapa final, como visível no segundo gráfico da Figura 4.8, onde é atingido o máximo
de meio segundo por acumulação. De realçar que, com o uso da octree, o tempo nunca atinge os
0.07 segundos, demonstrando-se mais eficiente.
Através da observação dos dados presentes na Tabela 4.1 verifica-se que o tempo total gasto em
acumulação de pontos através de octree é sempre inferior ao segundo método testado, sendo essa
diferença relativamente pequena (cerca de três vezes), ou seja, na ordem dos segundos, quando
pretendemos a junção de cerca de dois milhões e meio de pontos. No entanto, esta diferença
aumenta quando se pretende uma junção de cerca de cinco milhões de pontos, no sentido em
que, enquanto a octree demora no total cerca de 12 segundos, o método com recurso ao operador
“soma” gasta cerca de um minuto e meio só para a tarefa de acumulação.
É ainda notório que o operador “soma”, ao efetuar uma junção com o dobro de pontos, não
demora o dobro de tempo mas sim mais do quádruplo, demonstrando que está a ser consumido
cada vez mais tempo em alocações e desalocações de memória, desnecessariamente.
Desta forma, fica claro que o método implementado no algoritmo permite uma melhor e maior
eficiência em termos de gastos temporais, principalmente com o aumento do número total de
pontos acumulados.
Tabela 4.1: Dados temporais referentes aos testes de eficiência com e sem recurso a octree
N.o de pontos Tempo total gasto
Octree 7.00 sTeste 1
Sem octree
2363648
22.68 s
Octree 12.43 sTeste 2
Sem octree
4713296
89.68 s
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(a) Tempo gasto na acumulação de pontos - 2.5M
(b) Tempo gasto na acumulação de pontos - 5M
Figura 4.8: Gastos temporais da acumulação de pointclouds
4.3.2 Cenário Terrestre
Por forma a verificar o funcionamento correto com a entrada de pointclouds XYZRGB foram
realizados alguns testes, também com um dos datasets do grupo de computação visual alemão. Tal
como explicado em 4.2.2, o método desenvolvido pretende a acumulação de pointclouds segundo
uma transformada de perspetiva obtida a partir de odometria, com o método viso2. O conjunto de
dados utilizado foi gravado a partir de um Kinect, que disponibiliza informação visual simultane-
amente com informação laser (pointclouds), que se encontrava acoplado a um robô. No primeiro
caso de análise, este robô fez o varrimento rotativo de modo a obter dados das quatro paredes de
um armazém. No interior do mesmo encontram-se alguns obstáculos que se pretende igualmente
mapear.
O resultado observável na Figura 4.9 permite verificar a acumulação correta de três point-
clouds, sendo que o movimento entre elas foi bem calculado.
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(a) Vista frontal (b) Vista superior
Figura 4.9: Acumulação de pointclouds obtida
Assim, confirma-se a existência de uma área mais clara referente à parede mapeada, e de um
poste mais pequeno (centro da sala), bem como de um tripé, o que se revela um resultado satisfa-
tório para o teste em questão. Por outro lado, é possível também observar o correto mapeamento
de uma das paredes laterais, bem como o início de outra.
No entanto, aquando a realização de testes foi possível verificar que, por vezes, surgiam alguns
erros no mapeamento, tal como visível na Figura 4.10.
Na primeira figura verifica-se um pequeno desvio, o que causa o aparecimento de dois postes
centrais, o que não seria suposto acontecer. Por outro lado, na Figura 4.10 (b) verifica-se que
uma das pointclouds referentes ao chão e parede lateral é colocada no mapa final com orientação
incorreta. A responsabilidade destes erros recai na odometria, uma vez que, se a informação
recebida a partir da tf referente aos dados estimados pela implementação viso2 estiver incorreta,
a transformação de perspetiva será mal calculada e, consequentemente, responsável por falhas na
acumulação de pontos.
Por outro lado, num outro tipo de teste com outro dataset 5 ocorreram novamente falhas de
odometria, cujo cálculo erróneo da transformada não aconteceu apenas numa iteração esporádica,
mas sim repetidamente. Na Figura 4.10 (c) é possível observar o resultado da ocorrência desta fa-
lha, sendo que a mesma pode ter acontecido devido ao facto do movimento da câmara ter revelado
uma mudança no eixo do z, ou seja, demonstrava uma altura ao solo diferente de frame para frame.
Esta particularidade da implementação viso2 já tinha sido notória nos resultados apresentados no
Capítulo 3.
5Estes podem ser adquiridos em https://vision.in.tum.de/data/datasets/rgbd-dataset/
download.
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(a) Localização de um elemento do armazém - poste central
(b) Construção de uma parede lateral
(c) Construção de uma parede frontal
Figura 4.10: Erros da acumulação de pointclouds causados pela má estimação de odometria
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Na Figura 4.11 é possível verificar a correta acumulação das pointclouds, com representação
de cor baseado no eixo Z do referencial do mapa, de modo a verificar que, para o sensor que
se encontra no centro da sala, as paredes se encontram todas à mesma distância (daí estarem
identificadas a cor verde). No entanto, o problema de odometria é igualmente visível neste teste.
É necessário realçar que estes problemas não ocorrem sempre no mesmo local, uma vez que as
mensagens ROS podem chegar em momentos diferentes.
Figura 4.11: Mapa com representação de cor baseado no eixo Z do referencial com resultado da
acumulação total das pointclouds
Para testar a entrada de dados como pointcloud XYZ recorreu-se ao mesmo dataset do pri-
meiro teste efetuado. Dado que o dataset em questão fornecia os dados da pointcloud já no for-
mato XYZRGB e visto ser pretendido testar este modo, optou-se por apenas ler os dados relativos
à posição e tentar extrair a informação referente à cor através da imagem. Assim, na Figura 4.12
é possível verificar o esquema referente à criação da pointcloud XYZRGB através de uma XYZ
onde se verifica a pointcloud XYZ, juntamente com a imagem correspondente e, por fim, a point-
cloud final.
Desta forma demonstra-se a correta fusão da informação de cor que irá facultar a informa-
ção de textura, com a de posicionamento tridimensional, para que seja possível a acumulação de
nuvens de pontos conveniente.
Assim, testou-se o acumular de pontos ao longo do tempo através das transformadas calculadas
a partir da informação proveniente da odometria e na Figura 4.13 é possível ver uma acumulação
correta. Neste sentido, os resultados obtidos foram em tudo semelhantes aos do teste anterior.
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Figura 4.12: Esquema com o resultado da criação de uma pointcloud XYZRGB através de uma
XYZ com informação extraída da imagem
Figura 4.13: Resultado da acumulação de pointcloud com nuvens de pontos XYZ à entrada
4.3.2.1 Reconstrução de objetos
Ainda dentro dos datasets disponíveis6 existe um vasto conjunto adequado à reconstrução
de objetos tridimensionalmente, o que se torna particularmente interessante para obter resulta-
dos desta dissertação, uma vez que permite medir a correta transformação entre pointclouds, a
sua acumulação e ainda a qualidade dos detalhes. Desta forma testaram-se para o modo 1 três
reconstruções, de modo a ser possível analisar o comportamento do algoritmo desenvolvido.
O primeiro dataset englobava dados, ou seja, pointclouds de um urso que se encontrava sobre
um pedestal. Com o sensor foi realizada uma trajetória circular que ajudaria a mapear o urso de
todos os lados.
Na Figura 4.14 é possível observar-se os resultados obtidos.
6Estes podem ser adquiridos em https://vision.in.tum.de/data/datasets/rgbd-dataset/
download.
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(a) Vista frontal
(b) Vista superior
Figura 4.14: Reconstrução de um urso em cima de um pedestal
Enquanto na primeira (Figura 4.14 (a)) se tenta demonstrar a junção de um menor número
de pointclouds verificando que o urso se encontra bem mapeado, na Figura 4.14 (b) pretende-
se revelar uma vista superior onde se verifica a existência do urso numa parte central da sala e
duas das suas paredes. O resultado foi bastante satisfatório, sendo necessário realçar o correto
mapeamento de um toldo amarelo que se encontra encostado à parede frontal.
O segundo teste efetuado passou pela reconstrução de uma caixa que se encontrava também
no centro de uma sala. A partir das imagens recolhidas é notório que apenas existe a caixa, o que
facilita a reconstrução, bem como o cálculo da odometria.
Tal como observado na Figura 4.15 a reconstrução foi efetuada com sucesso sendo bastante
percetível o objeto em questão. No sentido de demonstrar que a informação recolhida tem dife-
66 Mapeamento visual com informação de textura
rentes valores no eixo do y, isto é, que a caixa é mapeada com deteção da sua altura, recorre-se à
representação de cor baseado no eixo Z do referencial do mapa, onde se verifica que a zona mais
alta é a superfície da caixa e que o chão fica mapeado numa só superfície de nível inferior.
(a) Mapa RGB
(b) Mapa AxisColor
Figura 4.15: Reconstrução de uma caixa
Por último pretende-se o mapeamento de parte de duas salas, onde se encontra uma mesa
central. Nos dados recebidos é possível verificar também que, em ambos os casos, existem objetos
sobre a mesa, ou seja, taças e um vaso. Tal como observável na Figura 4.16, nos três casos, é
notória a correta junção de algumas pointclouds.
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(a) Mesa central com taças
(b) Mesa central com flores
(c) Arrastamento de uma pessoa em torno da mesa central
Figura 4.16: Reconstrução de outros cenários
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No primeiro teste (Figura 4.16 (a)) verifica-se a existência de uma mesa com uma determinada
altura até ao chão, cuja altura é mapeada corretamente. Observa-se que sobre a mesa se encontram
três objetos. Por outro lado, na Figura 4.16 (b) é possível observar a existência de um vaso sobre
a mesa. Imediatamente surge, atrás da mesa, um arrastamento de uma pessoa que podia ser enten-
dido, à primeira vista, como um erro, mas que apenas equivale à figura de um homem que se foi
movendo com um cartão à sua frente, obtendo-se no final da acumulação o resultado observado na
Figura 4.16 (c).
De seguida, testaram-se todos os datasets anteriormente referidos para o modo de funciona-
mento 2. Para exemplificar a junção da informação da pointcloud à cor proveniente da imagem
apresenta-se o resultado da Figura 4.17. Como é possível observar a nuvem de pontos é preenchida
corretamente.
Figura 4.17: Esquema com o resultado da criação de uma pointcloud XYZRGB - caixa
Por fim, na Figura 4.18 observa-se o resultado final da junção de pointclouds onde é visível
a caixa de cor mais escura e a superfície que representa o chão. É notório ainda a existência de
alguma cor mais escura no chão que representa as sombras existentes nas imagens e, dado que a
informação de cor é diretamente extraída das mesmas, surgem na acumulação final.
Figura 4.18: Resultado da acumulação de pointcloud com pointclouds XYZ à entrada
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4.3.3 Cenário Subaquático
Por forma a testar o sistema desenvolvido em ambiente subaquático foi preparado um cenário
de aquisição com a tela já colocada no tanque do laboratório. De forma a obter um ponto de con-
trolo, que torna mais fácil a validação do algoritmo em teste, foram colocadas duas âncoras perto
do canto inferior esquerdo do tanque. Ao longo do tanque encontram-se ainda marcados alguns
pontos de referência com informação de distância para avaliar a parte destinada à odometria. Na
Figura 4.19 é ilustrado o cenário de aquisição dos dados.
(a) Tanque (b) Sistema de aquisição
Figura 4.19: Cenário de aquisição de dados subaquáticos
Por forma a apresentar os resultados desta Subsecção selecionaram-se duas trajetórias obtidas
com o sistema de aquisição. A primeira é caracterizada por um movimento retilíneo que indica
no canto inferior esquerdo do tanque, passa pelo objeto de controlo e termina poucos centímetros
depois, conforme visível no esquema representativo da Figura 4.20.
Figura 4.20: Esquema representativo da trajetória efetuada - Percurso 1
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A segunda trajetória começa no canto inferior esquerdo, passa pelas âncoras e segue em linha
reta até atingir, sensivelmente, dois metros desde o ponto inicial. Neste local efetua uma mu-
dança de direção (deteção de ciclo) que, mais tarde, se desvia da trajetória anterior em diagonal,
aproximando-se por fim do ponto inicial sem que haja condições para deteção de ciclo neste ponto.
Neste sentido, apresenta-se um esquema representativo da mesma na Figura 4.21.
Figura 4.21: Esquema representativo da trajetória efetuada - Percurso 2
4.3.3.1 Análise dos resultados obtidos
De modo a avaliar a qualidade de resultados obtida com o percurso 1 efetuou-se primeira-
mente uma estimação isolada do movimento, proveniente da implementação viso2. Na Figura 4.22
é possível observar o resultado da trajetória normalizada obtido.
Tal como expectável o movimento apresentado é relativamente simples, ou seja, é retilíneo
com uma pequena oscilação que representa a passagem pelo objeto de controlo. Para a acumula-
ção de pontos ser avaliada, juntamente com a informação de odometria, utilizou-se a informação
tridimensional, ou seja, as pointclouds provenientes do sistema de aquisição, adquiridas por trian-
gulação de pontos.
Por forma a avaliar a correta criação da primeira pointcloud XYZRGB a partir dos dados XYZ,
com informação de cor extraída a partir da imagem recebida apresenta-se a Figura 4.23. Tal como
observável a qualidade e veracidade da pointcloud final é elevada.
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Figura 4.22: Trajetória subaquática normalizada obtida com o sistema viso2 - Percurso 1
Figura 4.23: Esquema com o resultado da criação da primeira pointcloud XYZRGB - dados su-
baquáticos
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Na Figura 4.24 ilustra-se a junção de duas pointclouds. Tal como visível a acumulação é
efetuada corretamente, a partir de uma estimação de movimento coerente com a trajetória real.
Figura 4.24: Acumulação de duas pointcloud XYZRGB - dados subaquáticos
De modo a avaliar a qualidade dos resultados obtidos utilizando o percurso 2, dividiu-se a
sua análise em três partes: estimação do movimento, extração da cor na imagem para criação da
pointcloud XYZRGB e acumulação de pontos.
Em primeiro lugar, para efetuar uma avaliação preliminar da correta estimação de movimento
procedeu-se à análise do comportamento da implementação viso2 isoladamente. Desta forma, na
Figura 4.25 é possível observar o gráfico obtido, já com a trajetória normalizada.
Tal como visível, a implementação estima a trajetória efetuada de um modo similar ao correto,
ainda que com algumas oscilações. Estas podem ter sido originadas, nomeadamente, por pequenas
oscilações aquando da aquisição, ou até mesmo por a altura ao fundo, isto é, a referência z, ter
sido um pouco alterada com o decorrer da aquisição o que, tal como já referido anteriormente
na Secção 3.2.2 é uma limitação deste sistema. É de realçar também que, embora com a escala
calculada erradamente, efetua de forma correta a mudança de direção na extremidade, repetindo o
trajecto até perto do ponto inicial, como expectável.
Desta forma, no que se refere ao teste com ambos os tipos de dados de entrada, em primeiro
lugar demonstra-se a boa construção de uma pointcloud XYZRGB. Embora as nuvens de pontos
do sistema sejam fornecidas com ambas as informações, optou-se, para validar também o segundo
modo com os dados subaquáticos, construir a pointcloud a partir da leitura apenas da parte refe-
rente à posição dos pontos e extraindo a informação de cor das imagens correspondentes.
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Figura 4.25: Trajetória subaquática normalizada obtida com o sistema viso2- percurso 2
Por conseguinte, na Figura 4.26 apresenta-se o resultado da construção de uma pointcloud
XYZRGB, referente ao objeto de controlo colocado no tanque.
Figura 4.26: Esquema com o resultado da criação de uma pointcloud XYZRGB - dados subaquá-
ticos
Na Figura 4.27 é possível efetuar uma comparação entre ambas as pointclouds. Como expec-
tável, a qualidade da informação de cor da nuvem de pontos é semelhante em ambos os casos.
Uma vez que o restante algoritmo é independente do tipo de entradas, a aglomeração das
pointclouds é apresentada apenas uma vez. Desta forma, com o intuito de demonstrar os resultados
obtidos pelo processo de acumulação de nuvens de pontos realizaram-se alguns testes.
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(a) Construção da pointcloud XYZRGB (b) Pointcloud XYZRGB fornecida pelo sistema de aqui-
sição
Figura 4.27: Comparação entre as pointclouds para a entrada de dados
Na Figura 4.28 (a) observa-se o acumular da pointcloud de uma vista traseira, juntamente
com a informação de odometria. Tal como é visível, a junção de pontos segue o movimento
estimado pela implementação viso2 descrevendo um movimento de cima para baixo, seguido de
uma mudança lateral. Na Figura 4.28 (b) verifica-se o acumular da nuvem de pontos no final da
trajetória, onde é percetível a correta acumulação em ambos os sentidos.
(a) Construção com informação de odometria (b) Resultado final
Figura 4.28: Exemplo de reconstruções obtidas com o algoritmo desenvolvido
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Tal como referido anteriormente, foi colocado um ponto de controlo no tanque, neste caso
duas âncoras, que se tornaram uma boa ferramenta para o estudo da qualidade do mapeamento.
Desta forma, na Figura 4.29 é possível verificar o mapeamento de uma região do fundo do tanque
e, em pormenor, o resultado do ponto de controlo. Tal como seria esperado é notória a existência
da âncora, o que permite tirar algumas ilações da sua forma, cor e até material. Neste caso apenas
se vê uma âncora porque foi o que o varrimento permitiu.
Figura 4.29: Reconstrução de um objeto - âncora
Embora a qualidade de aquisição da nuvem de pontos seja alta, do ponto de vista lateral ainda
se verifica a existência de pequenos pontos que se encontram para além da área útil da pointcloud
e que podem ser considerados, ainda que em pequena escala, ruído. Dado que é necessário um
acumular destas estruturas, consequentemente, esta vulnerabilidade irá incrementar e, assim, ori-
ginar um mapa menos agradável visualmente. Neste sentido, recorreu-se ao voxel grid de modo a
filtrar cada pointcloud original7. Aplicando um filtro em z é possível obter um mapa sem ruído. Na
7http://wiki.ros.org/pcl_ros/Tutorials/VoxelGrid%20filtering
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Figura 4.30 é possível observar o acumular de pontos sem esta estrutura e com o uso da mesma.
Tal como é visível, o mapa melhora significativamente utilizando esta estrutura de dados.
(a) Sem aplicação do filtro (b) Com aplicação do filtro
Figura 4.30: Comparação dos resultados obtidos com e sem aplicação do voxel grid
É de realçar que também o mapeamento lateral foi obtido com qualidade, nomeadamente
porque todas as pointclouds ficaram unidas no mesmo plano, tal como visível na Figura 4.31, o
que revela qualidade não só na aquisição como na estimação do movimento.
Figura 4.31: Vista lateral para avaliação do plano de alinhamento da acumulação de pointclouds
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De modo a avaliar o desempenho do sistema desenvolvido em modo offline, isto é, utilizando
dados relativos à estimação de movimento obtidos previamente, realizou-se o teste descrito de
seguida. Para a estimação de movimento utilizaram-se as posições da trajetória obtidas a partir
de uma implementação SLAM stereo (ORB-SLAM2)8. Este teste permitiu verificar as vantagens
acarretadas no mapeamento tridimensional, isto é, na acumulação de pointclouds, com um sistema
de SLAM que utiliza uma abordagem de vocabulário, para a estimação de movimento e deteção
de áreas revisitadas. Esta técnica permite, uma vez que é stereo, adquirir uma quantificação de
escala mais correta e realiza um ajuste aos dados obtidos sempre que ocorre uma deteção de ciclo,
conferindo uma maior veracidade dos dados estimados em relação à trajetória real da câmara.
Para a realização desta análise foi escolhido o percurso 2, nomeadamente, por ter um loop e, desta
forma, verificar-se o impacto da otimização da estimação na acumulação de pontos no mapa.
Desta forma, foi necessário a publicação das posições estimadas da câmara, provenientes do
ORB-SLAM2. Apenas são utilizadas para a construção do mapa as pointclouds referentes às ima-
gens que apresentam correspondência com as posições estimadas, uma vez que essa informação é
conhecida.
Sendo assim, na Figura 4.32 é possível verificar a construção do mapa juntamente com as
posições da câmara publicadas, bem como o resultado final.
(a) Construção com informação de odometria (b) Resultado final
Figura 4.32: Exemplo de reconstruções obtidas com o algoritmo desenvolvido - Modo offline
8Dados adquiridos no decorrer da dissertação “Navegação e mapeamento subaquáticos simultaneos”, no corrente
ano letivo.
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Tal como verificado, o mapa acompanha o correto movimento, permitindo uma acumulação
coerente e consistente a nível estrutural. O facto de ter ocorrido um fecho de loop, proporciona
uma sobreposição quase total das pointclouds após a mudança de direção, percetível também na
figura.
Na Figura 4.33 observa-se o mapa completo da trajetória, onde é possível capturar a estrutura
do fundo, bem como da maior parte das estruturas presentes na área mapeada, nomeadamente a
âncora e uma saída de água presente no tanque.
Figura 4.33: Análise das estruturas existentes no mapa final
No entanto, é percetível que existe um erro na acumulação de pontos que leva a um arrasta-
mento indesejado em algumas partes do mapa. Na Figura 4.34 verifica-se que o objeto de controlo
surge no mapa mais do que uma vez.
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Figura 4.34: Identificação da localização e quantificação do erro
Na figura foi marcado um dos locais mais afetados por este erro e cuja quantificação é de cerca
de 7 cm. Este deve-se, possivelmente, à não sincronização 9 entre os dados de estimação de movi-
mento e a acumulação de pontos, dado que o algoritmo de SLAM estimou posições anteriormente,
e podem ter existido pequenos desvios de processamento.
Por fim, na Figura 4.35 também se verifica o correto acumular, numa vista lateral, a nível
de alinhamento das pointclouds, independentemente do movimento livre da câmara aquando a sua
aquisição. Este resultado demonstra a qualidade dos dados de aquisição, bem como no movimento
estimado pela implementação ORB-SLAM2.
9Pretende-se efetuar melhorias a nível de sincronização no futuro.
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Figura 4.35: Vista lateral para avaliação do plano de alinhamento da acumulação de pointclouds -
Modo offline
4.4 Conclusão
Com o presente capítulo pretendeu-se descrever a implementação do sistema desenvolvido,
de algumas das suas particularidades, bem como apresentar resultados em ambiente terrestre que
validaram o algoritmo implementado. De seguida, e com um papel de extrema relevância, foi
possível obter resultados em ambiente real, isto é, com dados visuais adquiridos com um sistema
já existente no tanque do laboratório do CRAS, no pólo da FEUP.
Em primeiro lugar foi efetuada uma análise de eficiência que permitiu avaliar as vantagens
referentes à utilização de estruturas apropriadas para o armazenamento e acumulação de point-
clouds. Através dos testes efetuados verificou-se que o tempo de acumulação a partir da octree é
sempre bastante inferior ao método tradicional de iteração para iteração. É de realçar que o tempo
que a octree demora a acumular os pontos é semelhante ao longo da construção do mapa final,
ao contrário do que acontece com a outra abordagem. Mais concretamente, quando se pretende
reconstruir um mapa com cinco milhões de pontos é de salientar que a última iteração utilizando
octree demora cerca de 13 s, enquanto o método tradicional atinge o minuto e meio. Desta forma,
a partir deste teste é notória a discrepância de resultados no que concerne a gastos computacionais
sendo, consequentemente, a octree a estrutura escolhida para a implementação deste algoritmo.
Dado que o algoritmo principal permite dois tipos de dados de entrada (pointcloud XYZ ou
XYZRGB), a segunda fase passou pela validação do sistema utilizando dados de ambiente ter-
restre. Nos testes efetuados o método de construção da pointcloud XYZRGB mostrou-se eficaz e
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coerente com a informação presente nas imagens. Em ambos os testes o algoritmo mostrou-se
apto para a acumulação de pontos, obtendo-se bons resultados. Ficou explícito que, caso a im-
plementação de odometria viso2 forneça dados de estimação de movimento corretos, o mapa final
apresenta coerência e qualidade de dados. Em alguns casos foi notória a existência de pequenos
erros que podem ir desde a replicação de um objeto contemplado nas pointclouds até à incorreta
junção dos pontos. De salientar que a implementação de odometria não revela sempre os mesmos
resultados, pelo facto de processar mensagens e estas não serem sempre as mesmas. No geral, o
método de mapeamento revelou-se apto e eficaz tanto para o mapeamento de áreas genéricas como
para a reconstrução de pequenos objetos.
Por fim, efetuaram-se alguns testes em ambiente subaquático para testar tanto o sistema viso2
como o correto mapeamento. O algoritmo demonstrou um mapeamento correto e coerente do
fundo do tanque, seguindo as posições estimadas a nível de odometria, tal como visível nos resul-
tados obtidos, nomeadamente numa das vistas laterais onde se verifica que as pointclouds ficam
acumuladas no mesmo plano, conforme expectável. Verificou-se também a correta reconstrução
de objetos neste cenário, nomeadamente de uma âncora que se encontrava presente nos dados re-
colhidos. Por vezes, em algumas pointclouds foi notória a existência de um pequeno ruído no eixo
z, o que, embora não fosse prejudicial à acumulação de pontos, tornava o mapa final menos agra-
dável visualmente. De forma a resolver esta situação recorreu-se ao uso de um filtro voxel grid que
se demonstrou capaz para a resolução do problema, construindo um mapa onde o ruído apresen-
tado é substancialmente menor. Realizaram-se ainda alguns testes utilizando, como informação
de movimento, os dados obtidos pela implementação ORB-SLAM2 para verificar a influência da
estimação stereo, bem como da abordagem de deteção de ciclo no acumular das nuvens de pontos.
Estes testes demonstraram coerência e consistência estrutural de mapeamento, ainda que com um
erro de cerca de 7 cm que pode ser justificado pela não sincronização da obtenção de informações
relativas às pointclouds e posições obtidas.
Desta forma, é possível concluir que o sistema de mapeamento com informação de textura
construído se demonstrou apto para a reconstrução de objetos bem como para o mapeamento de
áreas gerais, tanto a nível terrestre como a nível subaquático.
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5.1 Conclusões
Os AUV têm vindo a ser utilizados, cada vez mais, em diversas aplicações, nomeadamente
em contexto de mapeamento do fundo do mar, bem como das estruturas nele existentes. Inerente-
mente, surge a necessidade de dotar o veículo da capacidade de localização, recorrendo-se muitas
vezes a métodos de odometria. Dado que é necessário aumentar a perceção visual dos fundos
oceânicos, surge a necessidade de recolher os dados perto das estruturas a mapear. Desta forma,
o uso de sensores óticos tem vindo a crescer acentuadamente devido à sua qualidade em opera-
ções a curtas distâncias e considerando também o seu custo apelativo, face aos restantes sensores.
Consequentemente, surgem aplicações no ambiente em estudo de odometria com recurso a da-
dos visuais, nomeadamente pela escassez de sinal de GPS. Assim, é calculada uma estimação do
movimento através da comparação de frames consecutivas no tempo - odometria visual. Através
destes dados é também possível efetuar uma reconstrução 2D da área mapeada a partir da junção
de imagens consecutivas. No entanto, para aumentar a perceção dos fundos oceânicos torna-se
interessante mapear a área, não só com informação 2D mas também com informação de textura e
cor (3D). Estes mapas assumem um papel de extrema importância, nomeadamente em aplicações
de inspeção ótica para controlo e análise da qualidade das estruturas do mar ou apenas para a veri-
ficação do que nele existe. Para tal, têm surgido ferramentas que, através do uso de câmaras aliada
ao de fontes de luz estruturada, têm tornado estes mapeamento aliciante para que seja possível
obter reconstrução com elevada resolução, independentemente da dimensão e da forma.
Por forma a selecionar um método de odometria visual monocular apto para estimar correta-
mente o movimento, foram testadas as implementações: mono-vo, viso2 e mORB-SLAM, com
particularidades relevantes no seu algoritmo. O sistema mono-vo, embora apresente um meca-
nismo de remoção de outliers e uma implementação bastante simples e acessível, perante as aná-
lises efetuadas demonstrou que qualquer movimento detetado gera uma nova posição, mesmo
quando a câmara não se move. Por outro lado, apresenta uma heurística que apenas estima o mo-
vimento que seja maioritariamente “para a frente”, o que é limitativo no contexto subaquático. A
viso2 recorre à técnica de bucketing e permite grande configuração de um vasto número de pa-
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râmetros. Aquando os testes realizados mostrou uma boa estimação do movimento sempre que
são detetados seis graus de liberdade em frames consecutivas. Apresenta ainda uma utilização de
CPU razoável e é o que apresenta melhores resultados em termos de tempo de processamento. Por
fim, na mORB-SLAM é de salientar o uso das mesmas features, em todas as etapas, para tornar
o sistema mais eficiente e simples. Nas análises obtidas foi a que se demonstrou mais estável,
com estimações de movimento muito satisfatórias e com baixa utilização de CPU. Deste modo,
a seleção do método capaz de estimar, o mais corretamente possível, o movimento recaiu entre a
mORB-SLAM e a viso2. No entanto, uma vez que a mORB-SLAM apresenta uma abordagem de
deteção de ciclo e, consequentemente, seria necessário um vocabulário do ambiente, selecionou-se
a viso2 para método de odometria visual.
Ao longo desta dissertação foi desenvolvido um método de mapeamento tridimensional com
informação de textura, através da junção de pointclouds. Por forma a validar o seu desempenho,
efetuaram-se testes com datasets terrestres onde, em primeiro lugar, se analisou a eficiência do
uso da octree como estrutura para armazenamento e acumulação de pointclouds, obtendo-se re-
sultados muito apelativos, refutando qualquer hipótese de não a incluir no algoritmo. É de realçar
que este algoritmo se encontra apto a receber dois tipos de dados, isto é pointclouds XYZRGB
ou XYZ, onde se extrai a informação de cor a partir das imagens recebidas. Neste sentido, tendo
por base os resultados obtidos é possível concluir que o método se mostrou eficaz e coerentes com
a informação presente nas imagens. Os resultados obtidos em termos de acumulação de pontos
foram bons, ficando comprovado que, caso a estimação do movimento seja correta, o mapa final
apresenta coerência e qualidade de dados, tanto no mapeamento de áreas genéricas como na re-
construção de pequenos objetos. Desta forma, a análise comparativa de métodos de odometria
efetuada mostrou-se de elevada relevância. Por fim, foram realizados testes em ambiente subaquá-
tico onde se demonstrou um mapeamento correto e coerente, tanto num panorama geral como do
objeto, realçando que as pointclouds ficam acumuladas corretamente e no mesmo plano. Caso
as nuvens de pontos apresentem algum ruído, a aplicação de um filtro voxel grid demonstrou ser
capaz de resolver este problema e construir um mapa mais agradável visualmente. Utilizando uma
implementação stereo de SLAM, os resultados foram bons ainda que com um erro de mapeamento
devido à não sincronização das informações a juntar.
Desta forma verificou-se que, tanto o estudo inicial da literatura como a análise comparativa
de métodos de odometria visual foram relevantes para a realização desta dissertação, permitindo
retirar conclusões mais assertivas e alcançar resultados finais de forma metódica. O método de
mapeamento desenvolvido demonstrou qualidade nos testes efetuados e a implementação selecio-
nada para a estimação do movimento mostrou-se apta e correta para o contexto pretendido. Assim,
o sistema final revelou importância e demonstrou ser possível o seu uso em ambiente real.
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O trabalho desenvolvido nesta dissertação cumpriu os objetivos propostos inicialmente. No
entanto, é sempre possível aumentar a robustez do sistema de modo a melhorar a sua utilização.
Tendo isto em consideração, como sugestão de trabalho futuro propõem-se as seguintes tarefas:
• aumentar o número de experiências realizadas em ambiente subaquático;
• implementar um método de filtragem dos dados da odometria para colmatar possíveis dis-
crepâncias de dados consecutivos;
• melhorar a eficiência do processo de construção da pointcloud XYZRGB aquando a entrada
de apenas informação tridimensional;
• melhorar o sincronismo entre os dados obtidos pela implementação ORB-SLAM2 e as
pointclouds de modo a corrigir erros existentes.
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