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Manymachine learningbasedalgorithmscontain a training step that
is done once. The training step is usually computational expensive
since it involves processing of huge matrices. If the training profile
is extracted from an evolving dynamic dataset, it has to be updated
as some features of the training dataset are changed. This paper pro-
poses a solution how to update this profile efficiently. Therefore,
we investigate how to update the training profile when the data is
constantly evolving. We assume that the data is modeled by a ker-
nel method and processed by a spectral decomposition. In many
algorithms for clustering and classification, a low dimensional rep-
resentation of the affinity (kernel) graph of the embedded training
dataset is computed. Then, it is used for classifying newly arrived
data points. We present methods for updating such embeddings of
the training datasets in an incremental waywithout the need to per-
form the entire computation upon the occurrences of changes in a
small number of the training samples. Efficient computation of such
an algorithm is critical in many web based applications.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Studying a dataset by extracting constructive information from it is a challenging task. The com-
putational complexity increases when we process evolving data that requires frequent updates of the
profile that represents the training set we use. As time advances, the training profile, whichwas previ-
ously extracted from evolving dynamic data, may not represent accurately the behavior of the current
data. Therefore, the extracted profile has to be updated frequently.
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A straightforward approach to update the training profile is to repeat the whole computational
process that generated previously this training profile. However, it becomes computationally imprac-
tical when dealing with large-scale data while the changes in the training data are small. For example,
consider a face recognition application. Assume the training dataset reflects many facial features such
as color, glasses, haircut, age, etc. Assume some of the features (not all of them)weremodified slightly.
This happens often. The paper proposes a method how can we update efficiently the training profile
while performing a limited and efficient computation that takes into consideration only the current
modified features and not taking all the features.
A common practice in kernel methods is to extract features from a large finite high dimensional
dataset that becomes a training dataset. Then, a similarity graph between the features in the training
dataset is formed. We will use the Diffusion Maps (DM) methodology [1,2] as our exemplary kernel
method (see Section 3.1 for the description of this method) to compute an embedding of this graph
into a low dimensional space. This embedding is accomplished by eigenvectors computation of the
graph affinity matrix, which belongs to the largest eigenvalues. Changes in the affinity matrix will
result in changes in the eigenvectors, thus, it will force us to compute them frequently. In this work,
we propose a solution that is based on the power iteration algorithm combined with the first order
approximation of the perturbed eigenvectors and eigenvalues (eigenpairs) that enables us to update
the training profile dataset by considering only the changes in the training dataset. By using ideas
from perturbation theory, we update the eigenpairs that are based on the perturbations (changes)
in the affinity matrix that eventually require less computational efforts. We tested our algorithm on
affinity matrices that were generated by the diffusion operator of the training similarity graph in the
DMmethodology.
Consider a set of n sensors. Each sensor measuresm different parameters (features). Suppose that
we get themeasurement datamatrix X of size n×m, where the cell (i, j) represents the jmeasurement
of sensor i. Therefore, each sensor is a data point in Rm. We want to embed the sensed data in a low
dimensional space for clustering and classification [3]. We can also predict the parameters values in
locations nearby our sensors by using out-of-sample extension methods [4–6]. Embedding the data
into a low dimensional space is usually done by computing the Singular Value Decomposition (SVD)
of the sensors affinity matrix or by some variation of it (kernel matrix, probability matrix or diffusion
operator matrix). The values of the eigenvectors are used as the coordinates in the low dimensional
space. This affinity can be defined in several ways and it usually depends on the measurements types.
DM, for example, provides an affinity among the features (sensor measurements). Since sensor data is
dynamic and evolving, the embedded low dimensional space have to be updated as the training data
does not represent adequately the incoming data that did not participate in the training phase. Even
if most of the sensors readings were unchanged, we will still need to preform the entire computation
since we cannot determine the effect of such a change on the embedded space. Therefore, the goal
of the paper is to provide an efficient way to update the embedding coordinates without the need
to re-compute the entire SVD again and again provided that the sensors reading are regarded as the
perturbations from the original readings of the sensors affinitymatrix. The perturbations are assumed
to be sufficiently small.
The paper has the following structure: Related works are described in Section 2. Section 3 pro-
vides a formal definition of the problem. The main algorithm and its validity are given in Section 4.
Experimental results are presented in Section 5.
2. Related work
There are severalworks [7] that describe how to adapt elements frommatrix perturbation theory to
achieveeigenpairs approximation.Manyof theseworks focusonupdating the left principal eigenvector
π of a stochastic matrix P where π = πP for eigenvalue 1. Here, π is the stationary distribution of
a Markov chain defined by P. By the Ergodic Theorem for Markov chains, π is unique if P is aperiodic
and irreducible [8]. The above updating methods can help to accelerate algorithms such as Pagerank
and HIT (see [9] for more details) that use the stationary distribution values as rating scores. Recently,
new algorithms [8,10] were introduced to further improve the convergence rate of Google’s Pagerank
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algorithm. These types of methods are suitable only for updating the first eigenvector of the perturbed
matrix, whereas we have to update the first k dominant eigenvectors to create the embedding.
Another way to approximate the eigenvectors is by using the group inverse of A [11]. The group
inverse A# of A is defined as the matrix that satisfies AA#A = A, A#AA# = A#, and AA# = A#A. If
the matrix A is non-singular then A# = A−1. By using the group inverse we can approximate the
perturbed eigenvectors to be φ˜i = φi − (A − λiI)#A˜φi. However, calculating the group inverse is not
trivial even if we only compute its approximation. Computing it for each new perturbation update of
A is inefficient.
Alternatively, random algorithms such as [12] are proved to be effective in a direct computation of
the SVD approximation for large scale matrices. These methods treat the perturbed matrix A˜ as a new
SVD approximation problem and neither use A nor its eigenpairs. Traditional computational methods
such as the power iteration [13], Inverse Iteration and the Lanczos [14] methods operate in the same
way and compute the eigenpairs of each update of the perturbed matrix. Here, the computation is
preformed with a random guess as the initial input without taking the unperturbed matrix and its
eigenpairs into consideration.
Incremental versions of low dimensional embedding algorithms were tailored specifically to fit
Local Linear Embeddings(LLE) [15] and ISOMAP [16]. These algorithms utilizemanifold learningmeth-
ods. They modify the original LLE and ISOMAP algorithms to process the data iteratively rather than
by batch processing. When a new data point arrives, these algorithms add it to the embedding and
then efficiently update all the existing data points in the low dimensional space.
3. Problem description
3.1. Finding a low dimensional embedded space
We are given a set of data points xi in R
D. We want to find a set of data points yi in R
d, d  D,
that preserves up to a small controlled distortion the affinities between them. In other words, nearby
data points remain nearby while distant data points remain distant. This general framework has three
steps:
1. Build a graph G(V, E)which represents the data points xi. Nearby points are connected with an
edge.
2. Build a similarity matrix using weights on the edges E in G.
3. Build an embedded graph by using the eigenvectors of the distance matrix.
The changes between each dimensionality reductionmethod are driven from the way we build the
similarity matrix in step 2.
In words, we build an observational method of the inspected data that can be a large computer
network for example. The fundamental ingredient is the ability to organize and model the data into
a simple (reduced dimension) geometry. Vectors of observations on the data are collected. They are
organized as a graph in which various vectors of observations are linked by their similarity (affinity).
Then, a second graph is built in which the actual entries in the observation vector are linked through
their mutual dependence. Spectral and harmonic analysis of the similarity matrix (or dependence
matrix) is performed thus enabling the organization of the empirical observations into simpler low
dimensional structures. Nonlinear extension of conventional linear statistical tools such as principal
components analysis (PCA), and independent components analysis (ICA) are used. These methods
reduce the observed data to allow a small number of parameters (coordinates) to model all the vari-
abilities in the observations. A robust similarity relationship between two observation vectors is com-
puted as a combination of all chains of pairs that link them. In the DM case [2], these are the diffusion
inference metrics. Clustering in this metric leads to robust clustering of the observations and their
characterization. Various local criteria of linkage between observations lead to distinct geometries.
In these geometries, the user can redefine relevance and filter away unrelated information. The top
eigenfunctions of the matrix define the pair linkages to provide global organization of the given set of
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observations. DM embeds the data into a low dimensional Euclidean space that converts isometrically
the (diffusion) relational inference metric to the corresponding Euclidean distance. Diffusion metrics
can be computed efficiently as an ordinary Euclidean distance in a low dimensional embedding by the
DM. Total computational time scales linearly with the data size wet get, and it can be updated on line.
The diffusion geometry, which is induced by various chains of inference, enables a multiscale hierar-
chical organization of regional folders of observations corresponding to various states of the network
[17].
To better understand the proposed algorithm, we review the DiffusionMaps (DM)methodology [2,
1] that preforms non-linear dimensionality reduction. Given our sensor reading matrix X , we define a
weighted graph over the sensor set, where the weight between sensor i and j is given by the kernel
k(i, j)  e−
‖xi−xj‖
ε . (3.1)
The degree of a sensor (vertex) i in this graph is
d(i) 
∑
j
k(i, j). (3.2)
Normalizing the kernel with this degree produces an n × n row stochastic transition matrix whose
cells are [P]ij = p(i, j) = k(i, j)/d(i) for sensors i and j. This defines aMarkov process over the sensors
set.
The dimensionality reduction achieved by this diffusion process is a result of the spectral analysis
of the kernel. Thus, it is preferable to work with a symmetric conjugate to P that we denote by A and
its cells are denoted by
[A]ij = a(i, j) = k(i, j)√
d(i)
√
d(j)
=
√
d(i)p(i, j)
1√
d(j)
. (3.3)
The eigenvalues 1 = λ1  λ2  · · · of A and their corresponding eigenvectors φk (k = 1, 2, . . .)
are used to obtain the desired dimensionality reduction bymapping each i onto the data point(i) =
(λ2φ2(i), λ3φ3(i), . . . , λδφδ(i)) for a sufficiently small δ, which is dependent on the decay of the
spectrum of A.
3.2. Updating the embedding
We are given the perturbation matrix A˜ of the matrix A. We can assume that the perturbations are
sufficiently small, that is ‖A˜− A‖ < ε for some small ε. We also assume that A˜ is symmetric since we
compute it in the same way as Awas computed. Wewish to update the eigenpairs of A˜ based on A and
its eigenpairs. We now present the problem in mathematical terms.
Given a symmetric n × nmatrix Awhere its k dominant eigenvalues are λ1  λ2  · · ·  λk and
its eigenvectors are φ1, φ2, . . . , φk, respectively, and a perturbed matrix A˜ such that ‖A˜ − A‖ < ε,
find the perturbed eigenvalues λ˜1  λ˜2  · · ·  λ˜k and its eigenvectors φ˜1, φ˜2, . . . , φ˜k of A˜ in the
most efficient way.
4. The Recursive Power Iteration (RPI) algorithm
4.1. First order approximations
To efficiently update each eigenpair of the perturbed matrix A˜, we will first compute the first order
approximation of each eigenpair. Later, it will be used in our algorithm as the initial guess to the RPI
algorithm.
Given an eigenpair (φi, λi) of a symmetric matrix Awhere Aφi = λiφi, we compute the first order
approximation of the eigenpair of the perturbed matrix A˜ = A + A. We assume that the change A
is sufficiently small, which result in a small perturbation in φi and λi. We look for λi and φi that
satisfy the equation
(A + A)(φi + φi) = (λi + λi)(φi + φi). (4.1)
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This equation is expanded to
Aφi + [A]φi + A[φi] + [A][φi] = λiφi + λi[φi] + [λi]φi + [λi][φi].
It becomes
[A]φi + A[φi] = λi[φi] + [λi]φi + O(2). (4.2)
For the rest of the computation, we will ignore the term O(2) as it provides relatively small error.
Since A is symmetric, its eigenvectors are orthogonal and can be used as a basis for the perturbed
eigenvectorφi = ∑Nj=1 	ijφj for some constants 	ij . Substituting this construction in Eq. (4.2), we get
[A]φi + A
⎛
⎝
N∑
j=1
	ijφj
⎞
⎠ = λi
⎛
⎝
N∑
j=1
	ijφj
⎞
⎠+ [λi]φi,
or
[A]φi +
N∑
j=1
	ijAφj = λi
⎛
⎝
N∑
j=1
	ijφj
⎞
⎠+ [λi]φi.
By using that fact that Aφj = λjφj , we get
[A]φi +
N∑
j=1
	ijλjφj = λi
⎛
⎝
N∑
j=1
	ijφj
⎞
⎠+ [λi]φi. (4.3)
We can now simplify Eq. (4.3) by multiplying both sides by φTi
φTi [A]φi +
N∑
j=1
	ijλjφ
T
i φj = λi
⎛
⎝
N∑
j=1
	ijφ
T
i φj
⎞
⎠+ [λi]φTi φi.
By using the fact that for j = i , φj are orthogonal to φi, we get
φTi [A]φi + 	iiλiφTi φi = λi	iiφTi φi + [λi]φTi φi,
and since φTi φi = 1 the equation becomes
[λi] = φTi [A]φi. (4.4)
By multiplying both sides of Eq. (4.3) by φTk , k = i, we get
φTk [A]φi +
N∑
j=1
	ijλjφ
T
kφj = λi
⎛
⎝
N∑
j=1
	ijφ
T
kφj
⎞
⎠+ [λi]φTj φ.
Therefore,
φTk [A]φi + 	ikλkφTkφk = λi[	ikφTkφk] + [λi]φTkφi.
Since φTkφk = 1 and φTkφi = 0, k = i, we get
φTk [A]φi + 	ikλk = 	ikλi + 0,
which yields
	ik = φ
T
k [A]φi
λi − λk . (4.5)
Finally, we require that the perturbed eigenvectors will also be an orthonormal basis and (φi +[φi])T (φi + [φi]) = 1. If we expand this equation, we get
φTi φi + 2φTi [φi] + [φi]T [φi] = 1.
After the removal of high order terms, we get 1 + 2φTi [φi] = 1, or φTi [φi] = 〈φi, [φi]〉 = 0.
Since this product is 	ii, therefore 	ii = 0. Using 	ii = 0 and Eq. (4.5), then [φi] becomes
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[φi] =
N∑
j=1
	ijφj =
∑
j =i
φTj [A]φi
λi − λj φj.
To conclude, we obtained that the following first order approximations for the eigenvalues and
eigenvectors of A˜ by
λ˜i = λi + φTi [A]φi (4.6)
and
φ˜i = φi +
∑
j =i
φTj [A]φi
λi − λj φj. (4.7)
The relative error of the perturbed x˜ from x is defined by
errx = ‖x˜ − x‖L2‖x‖L2
. (4.8)
To analyze the accuracy of these approximations, we calculated the relative error of a 200 × 200
random matrix A, where [A]ij ∼ U(0, 1). The perturbed matrix A˜ was created by adding some noise
to the elements of A at a rates of 1% and 5% (see Fig. 1).
Fig. 1. Approximation error rates. The x-axis is the indexof the ordered eigenvalues. The y-axis is the relative error of the approximated
value (Eq. (4.8)).
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We can see that the error increases for eigenvectors that correspond to eigenvalues of smaller
magnitudes. In other words, the error does not affect the largest eigenpairs. Since the embedding into
a lower dimension space by DM depends on a few largest eigenvalues, the error does not affect the
quality and the validity of the lower dimension space as a faithful representation of the original source
space.
While this method provides a fast computation for the perturbed values, it is limited as it only uses
the first order approximations, which might not be sufficiently accurate for our needs.
4.2. The Recursive Power Iteration method
Power Iteration method has proved to be effective when calculating the principle eigenvector
of a matrix [8]. However, this method cannot find the other eigenvectors of the matrix. In gen-
eral, an initial guess of the eigenvector is also important to guarantee fast convergence of the al-
gorithm. In the algorithm, which we call Recursive Power Iteration (RPI), the original eigenvectors
of A will be the initial guess for each power iteration (eventually this choice will be refined in Sec-
tion 4.3). Once the eigenvector φ˜i is obtained in step i, we transform A˜ into a matrix that has φ˜i+1
as its principle eigenvector. We iterate this step until we recover the k dominant eigenvectors of A˜.
Algorithm 4.1: Recursive Power Iteration algorithm
Input: Perturbed symmetric matrix A˜n×n, number of eigenvectors to calculate k, initial
eigenvectors guesses {vi}ki=1, admissible error err
Output: Approximated eigenvectors
{
φ˜i
}k
i=1, approximated eigenvalues
{
λ˜i
}k
i=1
1: for i = 1 → k do
2: φ ← vi
3: repeat
4: φnext ← A˜φ‖A˜φ‖
5: errφ ← ‖φ − φnext‖
6: φ ← φnext
7: until errφ  err
8: φ˜i ← φ
9: λ˜i ← φ˜
T
i A˜φ˜i
φ˜Ti φ˜i
10: A˜ ← A˜ − φ˜iλ˜iφ˜Ti
11: end for
The correctness of the RPI algorithm is proved based on the fact that the power iteration method
converges and on the spectral decomposition properties of A˜.
Proposition 4.1. Algorithm 4.1 finds the first k eigenpairs of A˜.
Proof. We prove the correctness of the algorithm by induction on k in the algorithm.
For k = 1, we apply the power iteration method on A˜ that converges to the principle component
φ˜1 with its corresponding eigenvector λ˜1. λ˜1 is the largest eigenvalue of A˜.
Let us assume that thealgorithmfound thefirst k eigenpairs of A˜. In each step,we subtract thematrix
φ˜iλ˜iφ˜
T
i from A˜. Then, in stepk+1,weapply thepower iteration loop to thematrixB = A˜−
∑k
i=1 φ˜iλ˜iφ˜Ti .
A˜ is symmetric and has a spectral decomposition of the form A˜ = ∑ni=1 φ˜iλ˜iφ˜Ti , where φ˜i, λ˜i are the
eigenpairs of A˜. Therefore, B = ∑ni=k+1 φ˜iλ˜iφ˜Ti . Since λ˜k+1  λ˜k+2  · · ·  λ˜n, the principle
component of B is φ˜k+1. This principle component is found once we apply the power iterationmethod
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to B, which is exactly what happens in step k + 1. Therefore, in step k + 1 of the algorithm, the power
iteration method will recover the eigenvector φ˜k+1 of A˜. After k + 1 steps, the algorithm recovers the
k + 1 dominant eigenpairs of A˜. 
Toanalyze the computational complexity of theRPI algorithm,weobserve that during the execution
of the algorithm,we perform (I1+· · ·+ Ik)CA˜ operations, where Im is the number of iterations needed
in stepm and CA˜ is the cost of applying the matrix A˜ to a vector followed by its normalization. We also
need to update A˜ during the k steps which costs kn2 operations. Therefore, the total complexity of this
algorithm is O(kn2 + (I1 + · · · + Ik)CA˜).
4.3. RPI algorithm that uses the first order approximations
The RPI finds in each step the principle eigenvector of the modified A˜ by iterating the equation
vk+1 = Avk‖Avk‖ . The convergence rate depends on the initial guess which we provide to the iteration
loop. Algorithm 4.1 uses the unperturbed eigenvector as the initial guess. To improve the convergence
rate, we apply Algorithm 4.1 but use the eigenvectors of the first order approximation, which were
computed in Section 4, as our initial guess.
The justification for this approach is that the first order approximation of the perturbed eigenvector
is inexpensive, and each RPI stepwill guarantee that this approximation converges to the actual eigen-
vector of A˜. The first order approximation should be close to the actual solution we seek and therefore
requires fewer iterations steps to converge. A comparison between the number of iteration needed to
compute the eigenpairs is given in Section 5 for different variations of the RPI algorithm.
The fact that Algorithm 4.1 iterates over k to recover the perturbed eigenvectors can assist us in
automatically selecting the number of eigenvectors to approximate, which is the dimension of the
embedded space. If we approximate the perturbed matrix A˜ by the first k eigenvectors that form the
matrix A˜k , which has rank k, we know that the approximated error is ‖A˜ − A˜k‖  λk . Since in each
iteration we also calculate the eigenvalues, we know to stop when λk is sufficiently small. This is an
advantage over methods that compute the SVD approximation of A˜ that sometimes require k as an a
priori input parameter.
5. Experimental results
We compare the execution time as well as the total number of iterations
∑k
i=1 Ci of the three
variations of the RPI algorithm. The first algorithm uses a random vector as the initial guess in each
step. The second algorithm uses the unperturbed (known) vector of A as the initial guess. The third
algorithm uses the first order approximation of the perturbed eigenvector of A˜ as the initial guess. In
this benchmark, we used a 104 × 104 perturbed diffusion matrix from the DMmethodology. The first
k = 10 eigenpairs are computed.We compared the results for different admissible errors‖φ−φnext‖L2
(see Fig. 2).
As we can see, the RPI algorithm with the first order approximation has the lowest total running
time and also needs fewer number of iterations to complete.
6. Conclusions
In this work, we presented several contributions. The dominant eigenpairs error is relatively small
when the first order approximation is used as the initial guess in the computation. We presented
the RPI algorithm, which uses the power iteration method, to compute the first k eigenpairs of a
perturbed matrix. The algorithm uses the given eigenpairs of the unperturbed matrix. We improved
the algorithm by using the first order approximation of the eigenpairs as the initial guess and showed
that it accelerates the convergence rate of each iteration. After proving the correctness of the algorithm,
we showed that it also preforms well on real data.
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Fig. 2. Performance comparison between the three RPI algorithmic variations. We compute the first 10 eigenpairs of a 104 × 104
matrix. Each bar represents a variation of the RPI algorithm. Each group of bars is compared within a given admissible error.
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