Episturmian words are a suitable generalization to arbitrary alphabets of Sturmian words. In this paper we are interested in the problem of enumerating the palindromes in all episturmian words over a k-letter alphabet A k . We give a formula for the map g k giving for any n the number of all palindromes of length n in all episturmian words over A k . This formula extends to k > 2 a similar result obtained for k = 2 by the second and third author in 2006. The map g k is expressed in terms of the map P k counting for each n the palindromic prefixes of all standard episturmian words (epicentral words). For any n ≥ 0, P 2 (n) = ϕ(n + 2) where ϕ is the totient Euler function. The map P k plays an essential role also in the enumeration formula for the map λ k counting for each n the finite episturmian words over A k . Similarly to Euler's function, the behavior of P k is quite irregular. The first values of P k and of the related maps g k , and λ k for 3 ≤ k ≤ 6 have been calculated and reported in the Appendix. Some properties of P k are shown. In particular, broad upper and lower bounds for P k , as well as for n m=0 P k (m) and g k , are determined. Finally, some conjectures concerning the map P k are formulated.
Introduction
Since 2001, many papers have been written on the subject of episturmian words a suitable generalization to arbitrary alphabets of Sturmian words which are on a two-letter alphabet (see, for instance, [2, 10] ). A generalization of standard Sturmian words was obtained in [9] by extending in a natural way to an arbitrary alphabet a palindromization map, introduced in [4] , capable to generate all standard Sturmian words. In this way one obtains the class of standard episturmian words. A word is episturmian if it has the same set of factors as a standard one. We observe that in the passage from Sturmian to episturmian words some properties (such as the balance property) are lost, and others are saved.
As a consequence of the above construction, one has that episturmian words have many palindromic factors. In fact, episturmian words are rich in palindromes, i.e., any factor has the maximum possible number of palindromic factors [9] . A special class of palindromes are the palindromic prefixes of the standard episturmian words, called epicentral words in analogy with the term central used in the case of Sturmian words (see, for instance, [13] ). Epicentral words satisfy several interesting combinatorial properties (see, for instance, [7, 8] ).
In this paper we shall consider the problem of enumerating the palindromes in all episturmian words over a k-letter alphabet A k . We denote by g k the map counting for any n all palindromes of length n which are factors of episturmian words over A k . In the case of Sturmian words, i.e., k = 2, a formula for g 2 was given in [5] ; the map g 2 depends on the enumeration map P 2 of central words. As is well known [6] for any n ≥ 0, P 2 (n) = ϕ(n + 2) where ϕ is the totient Euler function.
For any k, let us denote by P k the enumeration map of all epicentral words over A k . In Section 5 we shall give a formula (see Theorem 5.3) expressing g k (n) in terms of the values P k (n − 2i) with 1 ≤ i ≤ n/2 − 1. This formula extends to arbitrary alphabets the result obtained in [5] in the case k = 2.
We stress that the preceding proof requires some remarkable structural properties of episturmian words and epicentral words which are proved in Section 4. In particular, it is proved (cf. Theorem 4.3) that the set P ER k of all epicentral words over A k equals the set SBS k of all strictly bispecial factors of the set Fact EP k of all factors of the episturmian words over A k . (A word w is strictly bispecial in Fact EP k if for all x, y ∈ A k , xwy ∈ Fact EP k .) The elements of Fact EP k are usually called finite episturmian words over A k .
The map P k plays an essential role also in the enumeration formula for the map λ k counting for each n the finite episturmian words over A k of length n. In Section 6 we provide a correct version of the formula given in [14] ; for the sake of completeness, we essentially repeat the arguments considered there with a more accurate proof which uses the preceding structural properties of epicentral words.
In Section 7 canonical epicentral words are introduced. If the alphabet A k = {1, . . . , k} is totally ordered by setting 1 < 2 < · · · < k, an epicentral word w is canonical if the order of the first occurrences of the letters in w is the same as the order of A k . Any epicentral word can be obtained from a canonical one by a word isomorphism (i.e., a renaming of its letters). Some properties of the canonical epicentral words which are of interest for counting the epicentral words are shown.
The enumeration map P k is studied in Section 8. The first values of P k and of the related maps g k , and λ k for 3 ≤ k ≤ 6 are respectively reported in Tables 1, 2 , and 4 of the Appendix. In Tab. 3 are reported for 3 ≤ k ≤ 6 the first values of the map U k counting for each n the number of canonical epicentral words of length n having exactly k distinct letters. A quite efficient algorithm to compute P k is briefly described in Section 8. 3 .
Similarly to Euler's function the behavior of P k is quite irregular and oscillating. Some simple properties of P k are shown. Moreover, upper and lower bounds for P k , as well as for n m=0 P k (m), are determined. In this way one obtains also bounds for g k and λ k . However, these bounds are far to be tight.
In conclusion, we formulate some conjectures concerning the map P k based on the numerical values obtained by implementing the algorithm described in Section 8.3.
Notations and preliminaries
In the following A k , or simply A, will denote a finite alphabet of cardinality k > 0 and A * the free monoid generated by A. The elements a 1 , a 2 , . . . , a k of A are usually called letters and those of A * words. We suppose that A is totally ordered by setting a 1 < a 2 < · · · < a k and we shall denote often the letters simply by digits 1, 2, . . . , k, when there is no ambiguity. The identity element of A * , called the empty word, is denoted by ε. We shall set A + = A * \ {ε}. For any word w ∈ A * the length of w is denoted by |w|. The length of ε is conventionally 0.
For any letter x ∈ A, |w| x denotes the number of occurrences of x in w. The Parikh vector of w is a vector whose components are |w| x with x ∈ A. For any w ∈ A * , alph w denotes the set of distinct letters of A occurring in w.
A word u is a factor of w ∈ A * if w = rus for some words r and s. In the special case r = ε (resp., s = ε), u is called a prefix (resp., suffix ) of w. A factor u of w is proper if u = w. A factor u of w is median if w = rus with |r| = |s|. If u is a factor of w, w is also called an extension of u.
A right infinite word, or simply infinite word, x is just an infinite sequence of letters:
For any integer n ≥ 0, x [n] will denote the prefix x 1 x 2 · · · x n of x of length n. A factor of x is either the empty word or any sequence x i · · · x j with i ≤ j. The set of all infinite words over A is denoted by A ω . We also set A ∞ = A * ∪ A ω . For any w ∈ A ∞ we denote respectively by Fact w and Pref w the sets of all factors and prefixes of the word w. For Y ⊆ A ∞ , Fact Y and Pref Y will denote respectively the sets of the factors and of the prefixes of all the words of Y .
A factor u of a word w ∈ A ∞ is called right special if there exist a, b ∈ A, a = b, such that ua and ub are both factors of w. Symmetrically, u is said left special if au, bu ∈ Fact w for some distinct letters a and b. A factor u of w is called bispecial if it is both a right and a left special factor of w. A word u is called a right (resp., left) special factor of a set Y ⊆ A ∞ if there exists letters a, b ∈ A such that a = b and ua, ub ∈ Fact Y (resp., au, bu ∈ Fact Y ). If u is both a right and left special factor of Y , then it is called a bispecial factor of Y . A word u is called a strictly bispecial factor of Y if xuy ∈ Fact Y, for all x, y ∈ A.
Note that if card(A) = k > 1, then a strictly bispecial factor of Y is certainly bispecial, whereas the converse is not in general true.
Let w = w 1 w 2 · · · w n with all w i ∈ A, be a word. The reversal w ∼ is the word w n · · · w 1 . If w = ε, one sets ε ∼ = ε. A word w ∈ A * is a palindrome if w = w ∼ . The set of all palindromes of A * is denoted by P AL A , or simply P AL.
One can introduce in A * the map (+) : A * → P AL which associates to any word w ∈ A * the palindrome w (+) defined as the shortest palindrome having the prefix w (cf. [4] ). We call w (+) the right palindrome closure of w. If Q is the longest palindromic suffix of w = uQ, then one has
For instance, if w = abacbca, then w (+) = abacbcaba. Let us define the map
as follows: ψ(ε) = ε and for all u ∈ A * , x ∈ A,
For instance, if v = abc, one has ψ(abac) = abaabacabaaba. It is readily verified that for all words v ∈ A + if u is a prefix of v, then ψ(u) is a palindromic prefix (and suffix) of ψ(v) and, conversely, every palindromic prefix of ψ(v) is of the form ψ(u) for some prefix u of v.
The map ψ, called (right) iterated palindrome closure or simply palindromization map, is injective. For any w ∈ ψ(A * ) the unique word u such that ψ(u) = w is called the directive word of w. The directive word u of w can be read from w just by taking the subsequence of w formed by all letters immediately following all proper palindromic prefixes of w.
For any x ∈ A, µ x denotes the injective endomorphism of A * µ x : A * → A * defined as: µ x (x) = x, µ x (y) = xy, for y ∈ A \ {x}.
If v = x 1 x 2 · · · x n , with x i ∈ A, i = 1, . . . , n, then we set:
moreover, if v = ε, µ ε = id, where id is the identity map on A * . For any fixed letter a ∈ A, we set Z = µ a (A) and denote by Z * (resp., Z ω ) the set of all finite (resp., infinite) words generated by Z. Moreover, we set Z ∞ = Z * ∪ Z ω . The set Z is a code (cf. [1] ) with a finite deciphering delay equal to 1. A consequence of this property is that any element of Z ∞ can be uniquely factorized by the elements of Z. Moreover, any pair (z, a) with z ∈ A is synchronizing for Z, i.e., for all λ ∈ A * and ζ
A letter a ∈ A is said to be separating for w ∈ A ∞ if it occurs in each factor of w of length 2. It is readily verified the following: Proposition 2.1. Let a be the first letter of w ∈ A ∞ . Then a is separating for w if and only if there exists, and is unique, a word u ∈ A ∞ such that w = µ a (u).
The following formula, due to Justin [11] relates the palindromization map with the endomorphisms µ v , v ∈ A * :
In the particular case v = x ∈ A, one has:
For definitions and notations on words not explicitly given in the text, the reader is referred to the books of Lothaire [12, 13] .
Episturmian words
An infinite word t ∈ A ω is standard episturmian if it is closed under reversal (that is, if w ∈ Fact t, thenw ∈ Fact t) and each of its left special factors is a prefix of t. We denote by SEP (A), or by SEP k , the set of all standard episturmian words over the alphabet A with k = card(A). An infinite word s ∈ A ω is called episturmian if there exists a standard episturmian word t ∈ A ω such that Fact s = Fact t. We shall denote by EP k the class of all episturmian words over A.
The map ψ can then be naturally extended to A ω by setting, for any infinite word x,
The following important result was proved in [9] :
Theorem 3.1. An infinite word t is standard episturmian over A if and only if there exists ∆ ∈ A ω such that t = ψ(∆).
For any t ∈ SEP k , there exists a unique ∆ such that t = ψ(∆). This ∆ is called the directive word of t. If every letter of A occurs infinitely often in ∆, the word t is called a standard Arnoux-Rauzy word. In the case of a binary alphabet, a standard Arnoux-Rauzy word is usually called a standard Sturmian word. An infinite word s is called Arnoux-Rauzy if there exists a standard Arnoux-Rauzy word t such that Fact s = Fact t. We shall denote by SAR k (resp., AR k ) the set of standard Arnoux-Rauzy (resp., ArnouxRauzy) words over A k . The following proposition proved in [9] is a further characterization of standard episturmian words: Proposition 3.3. An infinite word t is standard episturmian if and only if any leftmost occurrence of a palindrome in t is a median factor of a palindromic prefix of t.
The following lemmas are well known. The proof of the first is an immediate consequence of the definition. We report a proof of the second for the sake of completeness (see, for instance, [3] ).
Lemma 3.4. If s ∈ AR k then for each n ≥ 0 there exists a unique right special factor u of length n such that ux ∈ Fact s for all x ∈ A k .
Proof. Let u be a prefix of a standard episturmian word s ∈ SEP k . One has s = ψ(∆) where ∆ = t 1 t 2 · · · t n · · · with t i ∈ A, i > 0. Therefore there exists a palindromic prefix p of s such that u ∈ Pref p. Now p = ψ(t 1 · · · t i ) for some i. We can consider ∆ = t 1 · · · t i t with t ∈ A ω such that any letter of A occurs infinitely many times in t. Hence, s = ψ(∆ ) ∈ SAR k and has the prefix p, so that u ∈ Pref s . Hence, Pref SEP k ⊆ Pref SAR k . Since the inverse inclusion is trivial, one obtains Pref SEP k = Pref SAR k .
Let v ∈ Fact EP k = Fact SEP k . Therefore, there exists a standard episturmian word s such that v ∈ Fact s. There exists a prefix u of s such that v ∈ Fact u. Since, as we have proved above, u ∈ Pref s with s ∈ SAR k , it follows that Fact EP k ⊆ Fact AR k . Since the inverse inclusion is trivial the result follows.
The proofs of the two following lemmas are in [9] . Lemma 3.6. Let t be a standard episturmian word and a be its first letter. Then a is separating for t.
Lemma 3.7. Let t ∈ A ω and a ∈ A. Then µ a (t) is a standard episturmian word if and only if so is t.
In the next sections we shall use the following interesting proposition ( [14] , Lemma 1) on Arnoux-Rauzy words: Proposition 3.8. Let u be a right special factor of Fact AR k . Then there exists s ∈ AR k such that u is a right special factor of s.
Epicentral words
In the following, P ER k will denote the set ψ(A * k ) of the palindromic prefixes of all standard episturmian words over the k-letter alphabet A k . Since by Lemma 3.5, Pref SEP k = Pref SAR k , one has that P ER k equals the set of palindromic prefixes of all standard Arnoux-Rauzy words over A k . One trivially has that Fact SEP k = Fact P ER k .
The words of P ER k are also called k-central, or without making reference to k, simply epicentral words. The class P ER 2 is usually denoted by P ER and the 2-central words are called central words [2, 13] .
We shall set for any n ≥ 0,
i.e., P k (n) counts the number of epicentral words over A k . If k = 1, then P 1 (n) = 1 for all n ≥ 0. In the case k = 2, it was proved [6] that P 2 (n) = ϕ(n + 2), where ϕ is the Euler function.
As we shall see (cf. Theorem 4.3) the set of epicentral words P ER k is equal to the set SBS k of strictly bispecial factors of Fact SEP k . This was proved in the case k = 2 in [6] . However, the proof in [6] cannot be extended to the case k > 2 since it uses the balance property of Sturmian words which, in general, does not hold for episturmian words.
Let us remark that a bispecial factor of Fact SEP k is not in general strictly bispecial. For instance, it is readily verified that ab is a bispecial factor of Fact SEP k but it is not strictly bispecial since by Lemma 3.6, aabb is not a factor of any episturmian word.
The following lemma, needed to prove Theorem 4.3, is an immediate consequence of the local balance property introduced by Richomme in [15] as a characterization of recurrent words which are episturmian. We report a proof of the lemma for the sake of completeness and remark that the two conditions are not equivalent 1 .
Lemma 4.1. Let s be any episturmian word. For all w ∈ A * and a, b ∈ A awa ∈ Fact s and b = a =⇒ bwb ∈ Fact s.
(2)
Proof. We can assume without loss of generality that s is a standard episturmian word. The proof is by induction on the length of the word w. The result is trivially true when |w| = 0. Indeed, from the uniqueness of the separating letter of s one cannot have aa ∈ Fact s and also bb ∈ Fact s with b = a. Let us then assume the statement true for any w ∈ A * with |w | < |w| and s ∈ SEP k and suppose by contradiction that awa, bwb ∈ Fact s for s ∈ SEP k . By Lemma 3.6 the first letter x of s is separating for s. By Proposition 2.1, s = µ x (t) for a unique word t ∈ A ω . By Lemma 3.7, t ∈ SEP k . Since a = b, one has x = a or x = b; we can assume without loss of generality that x = a. Since awa ∈ Fact s and the separating letter of s is x, one derives that the first and the last letter of w have to be x. Hence, we can write by Proposition 2.1
for a suitable word w ∈ A * . Moreover, as xawax ∈ Fact s, one has also that µ x (aw a) ∈ Fact s. From this and the synchronization property of the code µ x (A), it follows that aw a ∈ Fact t. If b = x by the same argument one derives bw b ∈ Fact t; if b = x, then one has bwb = xwx = xµ x (w )xx = µ x (xw x)x ∈ Fact s, so that xw x = bw b ∈ Fact t. In all cases one obtains aw a, bw b ∈ Fact t. Since |w | < |w| we reach a contradiction which concludes our proof. Lemma 4.2. If w is a palindromic right special factor of Fact AR k , then w ∈ P ER k .
Proof. Let w be a right special factor of Fact AR k . By Proposition 3.8 there exists an Arnoux-Rauzy word s, that we can always take standard, such that w is a right special factor of s. Since w is a palindrome, it follows that w is also a left special factor of s and then a palindromic prefix of s. Thus w ∈ P ER k .
Proof. If k = 1, i.e., A = {a} the result is trivial since P ER 1 = ψ(a * ) = a * . Moreover, SEP 1 = a ω , so that Fact SEP 1 = a * and SBS 1 = a * . Let us then suppose k > 1. We first prove that P ER k ⊆ SBS k . Let w ∈ P ER k . Then there exists a directive word v ∈ A * k such that w = ψ(v). For all x, y ∈ A k , one has from Justin's formula ψ(vx) = µ v (x)ψ(v) and
terminates with the letter x one obtains that xψ(v)y = xwy ∈ Fact AR k , i.e., w ∈ SBS k .
Let us now prove that SBS k ⊆ P ER k . Let w ∈ SBS k . Since w is right special in Fact AR k , in view of Lemma 4.2 it is sufficient to prove that w ∈ P AL. Indeed, suppose by contradiction that w is not a palindrome. We can write w = a 1 · · · a n with a i ∈ A, 1 ≤ i ≤ n and set m = min{h | 1 ≤ h ≤ n and a h = a n−h+1 }. Let a m = x ∈ A and set a n−m+1 = y = x. We can then write:
with t ∈ A * and u = a 1 · · · a m−1 . By the hypothesis xwy ∈ Fact AR k , so that there exists a standard episturmian word s such that xwy ∈ Fact s. This implies that xux, yu ∼ y ∈ Fact s. Since s is closed under reversal, we have also yuy ∈ Fact s, a contradiction in view of Lemma 4.1.
Counting palindromes in episturmian words
In this section we are interested in counting for each length n the palindromic factors of length n in the set of all episturmian words over A k . For any fixed k > 0 we set:
where the last equality is a consequence of Lemma 3.5. We introduce the map g k : N → N defined, for all n ≥ 0, as:
As we shall see (cf. Theorem 5.2) the computation of g k will be reduced to the computation of P k .
exists and is unique a letter x ∈ A k such that
Proof. If v ∈ P AL ∩ Fact AR k , then there exists a standard Arnoux-Rauzy word s such that v ∈ Fact s. Since v ∈ P ER k , by Proposition 3.3 the leftmost occurrence of v is s is a proper median factor of a palindromic prefix of s. Therefore, certainly there exists a letter x ∈ A k such that xvx ∈ Fact s ⊆ Fact AR k . Now let us suppose that there exists a letter y = x such that yvy ∈ Fact AR k . Since v is a right special factor of Fact AR k and a palindrome, from Lemma 4.2 we obtain v ∈ P ER k , which is a contradiction.
Proof. Let v be a palindrome of length n in Fact AR k . If v is not epicentral, then by Proposition 5.1 there exists a unique letter x such that xvx ∈ P AL ∩ Fact AR k . If, on the contrary, v is epicentral, then by Theorem 4.3 for all x ∈ A k one has:
Hence, all g k (n) palindromes of length n in Fact AR k can be extended to palindromes of Fact AR k of length n + 2 in number of
Since any palindrome in Fact AR k of length n + 2 has a median factor of length n in Fact AR k , our assertion follows.
From the preceding theorem by iteration of (3) one immediately derives:
One has g k (0) = 1, g k (1) = k and for any n > 0:
We can rewrite equation (4), separating the cases of even and odd integers, as:
In the case k = 2 one has that P 2 (n) = ϕ(n + 2) and, as it is readily verified, equation (4) becomes (see [5] ) :
e., λ k (n) counts the number of finite episturmian words of length n over the alphabet A k . The following holds:
Let us observe that in [14] a similar formula was proved with P k replaced by the map b k counting for each n the bispecial factors of Fact AR k of length n. Actually, this latter formula, as well as all further results in [14] , holds 2 if by b k one means the map counting the bispecial factors in all Arnoux-Rauzy words (i.e., P k ) or, equivalently in view of Theorem 4.3, if one replaces the map b k with the map sb k counting for each length n the strictly bispecial factors of Fact AR k of length n.
We report here a proof of Theorem 6.1 for the sake of clarity.
Proof of Theorem 6.1. Let k > 0. We denote by r k the map counting for each n the right special factors of Fact AR k of length n. The following formula, proved in [6] in the case k = 2, holds:
Indeed, we first observe that by Proposition 3.8 one easily derives that a left special factor of Fact AR k can be extended on the left to a word of Fact AR k by the k letters of A k . Moreover, any right special factor u of Fact AR k of length n is the suffix of length n of at least one right special factor of Fact AR k of length n + 1. Indeed, by Proposition 3.8 there exists s ∈ AR k such that u is a right special factor of s. The Arnoux-Rauzy word s has a unique right special factor of length n, namely u which is suffix of the unique right special factor of s of length n + 1.
If u is the suffix of more that one right special factor of Fact AR k of length n + 1, then it is also left special, so that it is the suffix of k right special factors of Fact AR k of length n + 1, namely xu for any x ∈ A k . Since each xu is right special it follows that for all x, y ∈ A k , one has that xuy ∈ Fact AR k , so that u is a strictly bispecial factor of Fact AR k of length n.
Therefore, the number r k (n + 1) of right special factors of Fact AR k of length n + 1 is obtained by adding to the number r k (n) of right special factors of Fact AR k of length n the further number (k − 1)sb k (n), where sb k (n) is the number of strictly bispecial factors of length n.
The remaining part of the proof can be easily derived from equation (8) by using the relation:
and Theorem 4.3.
In the case k = 2, taking into account that P 2 (n) = ϕ(n + 2), equation (7) simply becomes
This latter formula was proved by several authors using different techniques (see, for instance, [2] and references therein).
Canonical epicentral words
Let v = x 1 · · · x n , x i ∈ A, i = 1, . . . , n, be a word over A. For any x ∈ alph v we denote by j x the first occurrence of x in v, i.e., the least integer i such that x = x i . We order alph v by setting for x, y ∈ alph v:
We define word order of v, the sequence ord v = a 1 · · · a r , where r = card(alph v), a i ∈ alph v, i = 1, . . . , r, and a i ≺ a j for i < j. If v = ε, we set ord v = ε. For instance, if v = baacba, then ord v = bac. Note that | ord v| = card(alph v). If w = ψ(v) is an epicentral word, then it is readily verified, by the definition of ψ(v), that ord w = ord v.
An epicentral word w = ψ(v) over A k will be called canonical if ord v = ord w ∈ Pref 12 · · · k. In order to explain the use of this term we give the following definition: we say that two words w, w ∈ A * k are similar if each can be obtained from the other by a word isomorphism (i.e., a renaming of the letters). This is trivially an equivalence relation. A canonical epicentral word is a suitable choice of a representative in a similarity class of an epicentral word, i.e., it is minimal with respect to the lexicographic order. For instance, on a three-letter alphabet A = {a, b, c} with a < b < c, the epicentral word w = bcbabcb is not canonical since ord w = bca ∈ Pref abc. The canonical epicentral in the similarity class of w is the word w = abacaba.
In general, if w = ψ(v) and ord v = x 1 · · · x i , then the canonical epicentral word similar to w is w = ψ(v ) with v = σ(v) where σ is the isomorphism of A * k defined by σ(x j ) = j for 1 ≤ j ≤ i. It is readily verified that |w | = |w|.
Let w = ψ(v) be an epicentral word over A k . We shall denote by ω the map ω : A * k → N k where for any v ∈ A * k , ω(v) is Parikh vector of w = ψ(v). For i = 1, . . . , k one has
having set:
The importance of the Parikh vector of an epicentral word is due to the following (cf. [7, 8] 
)
Proposition 7.1. The map ω is injective.
We remark that in fact there exists an effective procedure which allows to construct the epicentral word ψ(v) from the knowledge of ω(v) (cf. [7, 8] ).
An interesting characterization of epicentral words which are canonical in terms of their Parikh vectors, is given by Proposition 7.4. We need two lemmas: Lemma 7.2. Let w = ψ(v) be an epicentral word over A k having Parikh vector ω(v). Then for any letter j ∈ A k one has:
Proof. By equation (1), for i = j one has:
indeed, since j = i, the application of µ j to ψ(v) does not change the number of occurrences of the letter i in ψ(jv). For i = j one has:
indeed, if one applies µ j to ψ(v) any occurrence of the letter j in ψ(v) remain unchanged, whereas any occurrence of a letter = j produces a new occurrence of j in µ j (ψ(v)). Hence, |µ j (ψ(v))| j = |ψ(v)|. 
Proof. We proceed by induction on |v|. The statement is trivially true for |v| = 2, so let us assume that |v| > 2 and that the statement holds for all directive words whose length is ≥ 2 and smaller than |v|. By Lemma 7.2 the first letter of the directive word of an epicentral word is the most frequent letter; thus equation (9) holds for i = 1 and the statement of the lemma is proved for m = 2. Let us then assume i ≥ 2 and m > 2. Let v = x 1v . For all 2 ≤ i < j ≤ m, the letter x i occurs in ordv before x j . Thus, since |v| < |v|, by induction hypothesis we have
for all 2 ≤ i < j ≤ m. For all i ≥ 2, x i = x 1 , so that by Lemma 7.2
from which the result follows.
From the preceding lemma, the following proposition easily follows:
Proposition 7.4. Let w = ψ(v) be an epicentral word over the alphabet A k . Then w is canonical if and only if (10) follows. Conversely, suppose that
we want to show that w = ψ(v) is canonical. Indeed, if there exist 1 ≤ i < j ≤ k such that the letter j occurs before the letter i in ord v, then by the preceding lemma, one would derive that ω j (v) > ω i (v), which contradicts our hypothesis.
By the previous proposition if w = ψ(v) is an epicentral word over A k having the Parikh vector ω(v), then the Parikh vector of the canonical epicentral word similar to w is obtained from ω(v) by arranging its components in a decreasing order.
Let w = ψ(v) be a canonical epicentral word over A k . The following proposition allows to construct for any letter j ∈ A k the Parikh vector of the canonical epicentral word similar to ψ(jv). (ω 1 (v), . . . , ω k (v) ). Then for any j ∈ A k the canonical epicentral word in the similarity class of ψ(jv) has Parikh vector
Proof. By Proposition 7.4 one has ω i (v) ≥ ω i+1 for all i = 1, . . . , k −1. From Lemma 7.2 the Parikh vector of ψ(jv) is
If we arrange the components of ω(jv) in a decreasing order we obtain the result in view of Proposition 7.4. Proof. Let us first prove by induction on the integer i that |ψ(1 · · · i)| = 2 i − 1. This is trivial for i = 1, so that assume that the statement is true for all positive integers less than or equal to i < k and prove it for i + 1.
Let us now prove that any canonical epicentral word w = ψ(v) with ord v = 1 · · · i is such that |ψ(v)| ≥ 2 i −1. The proof is obtained by induction on the integer i. The statement is trivially true in the case i = 1. Indeed, v = 1 |v| and ψ(v) = |v| ≥ 1. Let us then assume the statement true up to i < k and prove it for i + 1. We can write v as v = u(i + 1)ζ where ζ ∈ A * k and the letter (i + 1) does not occur in u. Now the word ψ(v) has the prefix ψ(u(i + 1)) of length 2|ψ(u)| + 1. Since ord u = 1 · · · i, by induction one has |ψ(u)| ≥ 2 i − 1, so that |ψ(v)| ≥ |ψ(u(i + 1))| ≥ 2 i+1 − 1, which proves the assertion.
Counting epicentral words
As we have seen in the previous sections, for any k > 0 the enumeration map g k of the palindromes in Fact EP k , as well as the map λ k counting the finite episturmian words of any length, depends on the map P k counting for each n the epicentral words of length n. Therefore, the map P k plays a key role in both counting problems. Another important function is the map P k , which counts for any n the number of epicentral words over a k-letter alphabet of length at most n, i.e.,
Since for all n ≥ 0, P 2 (n) = ϕ(n + 2), one has thatP 2 (n) = Φ(n + 2) − 1, where for all n ≥ 1,
The first values of P k (n), g k (n), and λ k (n) for 3 ≤ k ≤ 6 are respectively reported in Tables 1, 2 , and 4 of the Appendix.
In this section we shall analyze some combinatorial properties of the map P k that will allow us to give some upper and lower bounds for P k andP k ; from this one can derive also bounds for maps g k and λ k . Finally, a quite efficient procedure for counting epicentral words is briefly described.
For each 0 ≤ i ≤ k and n ≥ 0, we shall denote by U i (n) the number of canonical epicentral words u of length n such that ord u = 12 · · · i; in the case i = 0, ord u = ε. The first values of U i (n) for 3 ≤ i ≤ 6 are reported in Table 3 of the Appendix.
From the definition one has that U 0 (0) = 1 and U i (0) = 0 for i > 0. For all n > 0, one has U 1 (n) = 1. Moreover, since for all n ≥ 0, P 2 (n) = ϕ(n+2), one derives that for n > 0, U 2 (n) = (1/2)ϕ(n + 2) − 1. Tab. 3 shows that for any i several initial values of U i (n) are 0. Indeed, by Proposition 7.7 one has that U i (n) = 0 for n < 2 i − 1. Proposition 8.1. For n ≥ 0 the following holds
Proof. We can write
k (n) denotes the number of epicentral words w over A k of length n such that card(alph w) = i. These words can be generated from the canonical epicentral words by replacing the letters 1, 2, . . . , i with any i distinct letters taken from A k (and this can be done in k i ways) and then permuting the i letters in all possible ways (and this can be done in i! ways), so that P
A consequence of the preceding proposition is that for n > 0, P k (n) has the same parity as k. Corollary 8.2. For n > 0 one has:
Proof. The result is trivial for k = 1. Let us then suppose k > 1. Since for all n > 0, U 1 (n) = 1, from Proposition 8.1, we can write:
Proof. The proof is immediately derived from the preceding corollary and equations (5), (6), and (7).
Proposition 8.4. For all k > 1 and n > 0
Proof. From (11) one easily derives:
Since for i varying in the interval [1,
, it follows that the r.h.s. of the above formula is greater than or equal to 1/(k − 1)P k−1 (n). Hence,
from which the assertion follows.
Corollary 8.5. For all k > 1 and n > 0 the following holds:
Proof. The proof is immediately obtained by iterating (12) and taking into account the fact that P 2 (n) = ϕ(n + 2).
Upper bounds
In this section we shall give some upper bounds for the functions P k ,P k , g k , and λ k . Let w = ψ(v) be an epicentral word of length n having the directive word v and Parikh vector ω(v). From Proposition 7.1 the map ω is injective so that for any n ≥ 0
The r.h.s. of preceding equation is upper bounded by the number of all k-tuples (i 1 , . . . , i k ) of integers such that i 1 + · · · + i k = n and i h ≥ 0, h = 1, . . . , k. This latter number is well known [16] and it is called the number of compositions of the integer n into k parts. It is given by the binomial coefficient:
Moreover, it is readily verified that
From this one also obtains:
Note that in the case k = 2 from (13) one obtains P 2 (n) ≤ n + 1 that implies for n > 1, ϕ(n) ≤ n − 1. From equations (5) and (6) we can find easily an upper bound for the map g k . Indeed, from (13) one has:
Hence,
From this one derives:
Proposition 8.6. For any k > 0 one has
Let us observe that the preceding proposition can also be immediately derived from equations (5) and (6) by using the obvious relations:
and (14).
Proposition 8.7. For any k > 0 one has
Proof. The result easily follows from equations (13) and (7).
Lower bounds
In this section we will examine some lower bounds for the functions P k ,P k , and g k .
Proof. Let, by induction on the length of v, the statement be true for all the lengths up to n (the base case for |v| = 0 is trivial). From the definition of ψ, it is clear that, for any v ∈ A * and a ∈ A,
If |v| = n, we have, by induction hypothesis, that
which proves the thesis.
We are now able to prove the following lower bound forP k :
Theorem 8.9. For any k > 1 and n ≥ 0 the following inequality holds:
Proof. From Lemma 8.8, we have that if |v| ≤ log 2 (n + 1), then
Moreover, for any x ∈ A k and log 2 (n + 1) + 1 ≤ p ≤ n the directive word v = x p generates the epicentral word x p . Therefore, there exist at least k(n − log 2 (n + 1) ) additional epicentral words of length ≤ n. So, since ψ is injective and
the assertion is proved.
Corollary 8.10. For any k ≥ 2 the following holds:
Proof. The result follows from the preceding theorem. It is sufficient to observe that k log 2 (n+1) = (n + 1) log 2 k .
Proposition 8.11. For any k > 1 and n ≥ 0 one has:
Proof. Let w = ψ(v) be an epicentral word of length 0 ≤ |w| ≤ n over the alphabet A k . Then for any x ∈ A k the word (wx) (+) = ψ(vx) is an epicentral word of length 1 ≤ |(wx) (+) | ≤ 2n + 1. Since the map ψ is injective, one has that from the set of all epicentral words of length ≤ n one can generate kP k (n) epicentral words of length ≥ 1 and less than or equal to 2n + 1. Moreover, the words x p with x ∈ A k and n + 2 ≤ p ≤ 2n + 1 are kn epicentral words which cannot be produced by the preceding procedure starting from epicentral words of length ≤ n. Therefore, one has:
which proves the assertion.
Theorem 8.12. Let k ≥ 2. Then, for every n ≥ 1,
Proof. Let d be a proper divisor of n + 1, i.e., d |(n + 1) and d = n + 1. We can write n + 1 = (m + 1)d with m > 0. Consider any letter a ∈ A k and
Thus, for every proper divisor d of n+1 and for every word v ∈ (A k \{a}) * such that |ψ(v)| = d − 1, there exists for each possible choice of a ∈ A k a unique word of the type va m such that |ψ(va m )| = n. Since, by definition m > 0 (which makes all the above words distinct) and ψ is injective, we obtain
and the assertion follows.
Corollary 8.13. Let k ≥ 3. Then, for every n ≥ 1,
Proof. This comes from Theorem 8.12 and from the fact that if k ≥ 3, then from Corollary 8.5, for n > 0, P k−1 (n) ≥ k−1 2 ϕ(n + 2). Hence,
Proposition 8.14. Let k ≥ 2. For any n ≥ 0 the following holds:
Proof. From Theorem 8.12 we have:
If n ≥ 2, 2n + 2 has the three proper distinct divisors 1, 2, and n + 1. Therefore, one has:
In the case n = 0, n + 2 has the only proper divisor 1 and in the case n = 1 the only two distinct proper divisors 1 and 2. Hence, one derives that for all n ≥ 0, P k (2n + 1) ≥ kP k−1 (n).
Corollary 8.15. Let k > 2. The following holds:
Proof. From the preceding proposition one has:
so that the result follows from Corollary 8.10.
Lemma 8.16. Let n be an odd integer and k ≥ 2. The following holds:
Proof. Let x be any letter in A k . Let w = ψ(v) be any epicentral word having a unique occurrence of the letter x. Since w is a palindrome, we can write w = uxu ∼ , with u ∈ (A k \ {x}) * , so that |w| = n is an odd integer. Moreover, as x ∈ alph v and x has a unique occurrence in w, it follows that u is a palindromic prefix of w and, therefore, an epicentral word over A k−1 . From Justin's formula one has that ψ(xv) = µ x (ψ(v))x. Since |µ x (u)| = 2|u| = n − 1, one has
Since for any fixed letter in A k the number of epicentral words with a unique occurrence of the letter x having a length equal to the odd integer n is P k−1 ( n/2 ), it follows from the injectivity of ψ that P k (2n) has the lower bound kP k−1 ( n/2 ).
Proposition 8.17. Let k > 2. For n ≥ 2 the following holds:
Proof. By the preceding lemma one has:
If n is even, then n − 1 is odd and the set
Hence, one has if n is even:
If n is odd, then n − 1 is even and n − 2 is odd so that, by the previous argument, one has
For any n,P k−1 ( (n−1)/2 ) ≥P k−1 ( (n−2)/2 ), so that in view of Corollary 8.10 the result follows.
Corollary 8.18. For any k > 2, the following holds:
Proof. From Theorem 5.3 one has that
Hence, the result follows from Corollary 8.15 and Proposition 8.17.
Remark 8.19. The lower bound of preceding corollary is meaningful only if k is quite large. We recall that it was proved in [5] that g 2 (n) = Ω(n 1+α ), with α = log 3 2 = 0.6309 · · · . Hence, since g k (n) ≥ g 2 (n) for all k ≥ 2 and n > 0, one trivially has g k (n) = Ω(n 1+α ). However, for all k > 4 one has that n log 2 (k−1) > n 1+α .
Counting procedure
As observed in Section 7, the map ω associating with any v ∈ A * the Parikh vector ω(v) of ψ(v) is injective. Therefore, counting epicentral words of a given length n over A k is equivalent to counting the vectors ω(v) such that v ∈ A * k and
In view of Proposition 8.1, the counting map P k can be obtained from the number of canonical epicentral words, which have by Proposition 7.4 decreasing Parikh vectors (i.e., such that ω i (v) ≥ ω i+1 (v) for i = 1, . . . , k−1); a vector corresponding to a canonical epicentral word ψ(v) with card(alph v) = j < k will have k − j trailing zero components.
A convenient approach for calculating many values of the functions P k (or g k etc.) by a computer is then to generate all such vectors for a suitable k (k = 8 was used to compute the data in the Appendix) and all lengths n ≤ 2 k − 1. By Proposition 7.7 at most k distinct letters can occur in an epicentral word of such a length n; this allows us to calculate the values of U i (n), P i (n), g i (n), and λ i (n) for all i ≥ 1 and n ≤ 2 k − 1 by straightforward calculations, using the definition of the maps U , P , g, and λ, as well as equations (4), (7), and Proposition 8.1. Thus, in particular, for n ≤ 2 k − 1 one has for all j > k, U j (n) = 0 and by Proposition 8.1
The main iteration for computing the Parikh vectors of canonical epicentral words is a consequence of Proposition 7.5. For any letter j, every vector ω(v) = (ω 1 (v), . . . , ω k (v)) gives rise to new ones of the form (|ω(v)| + 1, ω 1 (v), . . . , ω j−1 (v), ω j+1 (v), . . . , ω k (v)). By Proposition 7.5 these are indeed the Parikh vectors of the canonical epicentral words similar to ψ(a j v). At each step, new vectors whose corresponding lengths are greater than 2 k − 1 are discarded. In this way, starting with the zero vector ω(ε), one obtains all desired vectors, up to length 2 k −1, after which the procedure stops since no new vector can be kept.
Conclusions
For any k, the map P k which counts for any n the epicentral words of length n on the k-letter alphabet, is a suitable extension to the case k > 2 of Euler's totient function. Indeed, for k = 2, P 2 (n) = ϕ(n + 2); for k > 2 a general arithmetic interpretation for P k (n) in terms of a multidimensional generalization of the Euclidean algorithm is in [14] (see also [7] ).
As it appears from Tab. 1, the behavior of P k for any fixed k is quite irregular as n increases. However, some remarkable properties seem to be satisfied by P k (n) even though we are not able to prove them. Therefore, we set the following conjectures.
Conjecture 9.1. Let k ≥ 3 and n > 0. Then P k (n) ≥ n − 1.
We observe that, since for all k and n, P k+1 (n) ≥ P k (n) if the conjecture is true for k = 3, then it is true for all k > 3. Moreover, the lower bound n − 1 is tight since, for example, P 3 (10) = 9. Note that for k = 2, the statement of conjecture is false. For instance, P 2 (6) = ϕ(8) = 4 < 5.
One can prove that the conjecture is true for all n = p m − 2 where p is an odd prime and m ≥ 1. This is an immediate consequence of the fact that from Corollary 8.5, P 3 (n) ≥ (3/2)ϕ(n + 2) and of the relation ϕ(p m ) = p m−1 (p − 1). Moreover, the conjecture has been verified by using a computer for 3 ≤ k ≤ 8 and 1 ≤ n ≤ 510.
The next conjecture is based on the observation that for k > 2 the number of epicentral words of odd length seems to be quite larger than that of even length. For instance, P 6 (63) = 18936, whereas P 6 (62) = 5256 and P 6 (64) = 1716. More precisely, we formulate the following: Conjecture 9.2. For k ≥ 3 and n > 0 one has:
Let us first remark that the statement of the preceding conjecture does not hold for k = 2, Indeed, one has P 2 (313) = 144 < 156 = P 2 (312) = P 2 (314). By a computer the conjecture was verified for 3 ≤ k ≤ 8 and 1 ≤ n ≤ 254.
We observe that if Conjecture 9.2 is true, then one would derive from (5) and (6) that for all k ≥ 3 and n > 0, g k (2n) ≤ g k (2n ± 1). This relation is satisfied for the values of n and k reported in Tab. 2.
A further conjecture concerns the density P k (n)/g k (n) of the epicentral words of length n over A k with respect to all episturmian palindromes of length n. From the tables it seems that the preceding ratio vanishes when n diverges. In the case k = 2 the result is true as proved in [5] . Table 2 : First values of g k (n), for 3 ≤ k ≤ 6. Table 3 : First values of U k (n), for 3 ≤ k ≤ 6. Table 4 : First values of λ k (n), for 3 ≤ k ≤ 6.
