Introduction
Numerous ecological studies have used some variant of Principal Components Analysis (PCA) since its introduction as an analytical method of classification and ordination by Goodall in 1954 . Factor Analysis (FA) is a variant of PCA when communality estimates are incorporated into the matrix. These techniques are used mainly for reduction of data in the exploratory analysis of data sets. PCA may be used to decompose a correlation matrix or a covariance matrix (Noy-Meir et al. 1975; Ludwig & Reynolds 1988) . While transformations may have little effect on correlation matrices, they will strongly affect covariance matrices (Noy-Meir et al. 1975) .
Principal Components Analysis, which includes FA for the following discussion, assumes the data to be linear and normally distributed. Ecological data are notoriously non-normal, most notably species data (Pielou 1984; Austin 1987; Palmer 1993) . However, environmental variables often have linear relationships and are normally distributed, especially when small ranges are sampled. These data must be tested for linearity and normality before continuing with PCA. If the data do not substantially violate linear relationships and normal distributions, use of PCA on a correlation matrix is an appropriate and valuable data reduction or exploratory technique. When analyzing species abundance data, another method (e.g. Canonical Correspondence Analysis; Palmer 1993), PCA of a covariance matrix, or properly transformed data (KaradÏiã & Popoviã 1994) is recommended over PCA of a correlation matrix.
The problem of the 'number of components'
The problem of the 'number of components (factors)' (Howard & Gordon 1963 ) is the most critical one the researcher faces when using PCA (Frane & Hill 1976; Zwick & Velicer 1986; Fava & Velicer 1992; Greig-Smith 1980) . Although methods are available for testing component significance, the general practice has been to rely on intuition (Frane & Hill 1976) or 'rules of thumb' (Singh & West 1971) . Using the number of components the researcher wants to display or interpret has often been the 'rule' used (Gauch 1982; Pielou 1984; Kershaw & Looney 1985) . An incorrect choice may lead to the underextraction of components (i.e. loss of information), but usually results in overextraction (i.e. inclusion of spurious components). Overextraction of components attaches meaning to noise and results in the interpretation of random variation in the data, thus affecting subsequent analyses or component rotations (Zwick & Velicer 1986) . Several methods for determining the number of retained components are used in other disciplines, however there is little consensus in ecology (Legendre & Legendre 1983; Jackson 1993) .
Our objective is to present Parallel Analysis (PA) as a technique for determining the number of retained components when using PCA on a correlation matrix. We summarize current methods for determining component significance, describe PA, apply PA to a research data set as an example, and apply PA to published analyses to illustrate the overinterpretation of PCA components in ecological literature.
Parallel Analysis, a Monte-Carlo test for determining significant Eigenvalues Horn (1965) developed PA as a modification of Cattell's scree diagram to alleviate the component indeterminacy problem. Parallel Analysis is a "sample-based adaptation of the population-based [Kaiser's] rule" (Zwick & Velicer 1986) , and allows the researcher to determine the significance of components, variable loadings, and analytical statistics. The rationale is that sampling variability will produce eigenvalues > 1 even if all eigenvalues of a correlation matrix are exactly one and no large components exist (as with independent variates) (Zwick & Velicer 1986; Buja & Eyuboglu 1992) . The eigenvalues (EV) from research data prior to rotation are compared with those from a random matrix (actually normal pseudorandom deviates) of identical dimensionality to the research data set (i.e. same number of p variables and n samples). Component PCA eigenvalues which are greater than their respective component PA eigenvalues from the random data would be retained. All components with eigenvalues below their respective PA eigenvalue threshold probably are spurious. Frane & Hill (1976) suggested that research data be subsequently reanalyzed (run through PCA/FA again) using only the 'correct' number of components.
Parallel Analysis can be performed by running simulations (App. 1), referencing published work which presents regression models or tables of threshold values to test the significance of components, or readily available programs (Allen & Hubbard 1986; Lautenschlager 1989; Buja & Eyuboglu 1992 ; Pohlmann unpubl. -available from the author upon request). Longman et al. (1989) provided models that generate mean and 95th percentile eigenvalues. With these models, p and n sizes of the research data can be incorporated to calculate PA threshold eigenvalues. To date, the published works are entirely for PCA decomposing a correlation matrix. When decomposing a covariance matrix with PCA, the PA must restrict random matrices to have variable means and standard deviations identical to collected data, and include transformations performed on the variables.
Determining significant loadings
Parallel Analysis determines which variable loadings are significant for each component (Buja & Eyuboglu 1992; Pohlmann unpubl.) , thus parsimoniously simplifying structure and reducing the analysis of noise. The PA procedure would replace subjectively determined thresholds (e.g. common thresholds are 0.5 and 0.8), and the inappropriate interpretation of correlation significance between variables and components. PCA extracts as much variance as possible out of the data. Even when the variables are uncorrelated, PCA will produce non-zero component correlations. If a matrix of zero correlations, with values of one along the diagonal, is subjected to PCA, all eigenvalues (sum of the squared variable-component correlations) will equal one. Hence, the average squared variable-component correlation is the reciprocal of the number of variables. Any inferential analysis of variable-component correlations must consider this bias. Correlation tables fail to provide guidance in the distribution of variable loadings.
A PA procedure applying the same methodology (e.g. rotations) as PCA can be used to derive random variable loadings. Multiplying the total number of variable loadings (number of variables × number of extracted components) by the significance level (i.e. 0.05 = 95th percentile) results in an empirical estimate of the 95th percentile. This empirical estimate is an objectively determined threshold for significant loadings and is appropriate for either correlation or covariance matrix PCA loadings. Buja & Eyuboglu (1992) also report a series of loadings tables (median, 90th, 95th, and 99th quantiles) for determining the significant variable loadings prior to rotation for a correlation matrix. The determination of significant loadings may seem cumbersome, but it is necessary when using a technique without objective stopping rules.
Material and Methods

Example use of Parallel Analysis with ecological data
Environmental data were collected from Land Between The Lakes, a National Recreation Area in western Kentucky and Tennessee, USA. (Franklin et al. 1993 ). Data were visually tested for linearity with scattergrams. Factor Analysis was performed on 15 environmental variables (p) in 133 stands (n) (Anon. 1990 ). Parallel Analysis was employed using the models derived by Longman et al. (1989) (App. 1). Factor Analysis was executed again using the correct number of components. Loadings were tested for significance using the Parallel Analysis program (App. 2).
Application of Parallel Analysis to published analyses
From 1987 to 1993, 61 articles utilizing PCA or FA were published in the Journal of Vegetation Science, Journal of Ecology, Ecology and Ecological Monographs. However, only 50 of the articles contained the necessary information (i.e. sample size, number of variables used in the analysis, and either the percent variance accounted for or eigenvalues for each factor) to run Parallel Analysis (PA). Of these, only 30 articles documented the use of a correlation matrix (22 articles, 73.3 %) or covariance matrix (8 articles, 26.7 %) . Parallel Analysis (equations given by Longman et al. 1989 ; App. 1) was applied for each PCA/FA found in the literature that used a correlation matrix. The PA results were then compared with the published eigenvalues to determine the number of significant components (i.e. those components that should have been retained for subsequent analysis and interpretation).
Results
Example use of Parallel Analysis with ecological data
The EVs for the 4th and subsequent components [factors] were greater in the PA than in the FA analysis, indicating EVs of this magnitude could have been derived from sample noise ( Table 1 ). The same conclusion resulted from using the tables of Buja & Eyuboglu (1992) . Therefore, only three components were retained for further analysis. Cattell's scree test (Fig. 1) matched the above results while Kaiser's rule would have retained five components.
Parallel Analysis (App. 2) was performed using three components and the same rotation methods as FA to generate a random set of variable loadings (Table 2). As described above, the total number of loadings (3 factors × 15 variables = 45) was multiplied by the selected significance level (0.05 × 45 = 2.25, or 2) providing an empirical estimate of the 95th percentile loading, because two of the total number of loadings (i.e. 5 %) are expected to fall outside two standard deviations of the normal distribution. Thus, the second highest random structure loading is an estimate of the 95th percentile value. The absolute value of the second highest loading was |0.545| and thus all loadings below this value were considered insignificant in our analysis (Table 2) . The threshold is where this line separates from the eigenvalue line, which can be a subjective decision (decision = retain three components). The Parallel Analysis threshold is when the eigenvalues from PA are greater than those from PCA/FA (decision: retain three components). Kaiser's rule retains all components with eigenvalues > 1, and would retain five components in this example. Analyses are of environmental data taken at Land Between The Lakes (Franklin et al. 1993) . 
Application of PA to published analyses
Of the analyses reviewed (39 analyses in 22 articles), 8 (20.5 %) used Kaiser's Rule, 2 (5.1 %) used a percent variance explained threshold, 1 (2.6 %) used Parallel Analysis, and 29 (74.4 %) retained components based on interpretability (Table 3) . Parallel Analysis of the 39 PCAs that decomposed a correlation matrix indicated that 26 (66.7 %) overextracted components (Table 3) . We could not determine if components had been underextracted. It appears that better criteria are needed for determining the number of retained components when applying PCA to ecological data.
A few additional observations warrant discussion. Several authors were vague concerning one or more of the necessary criteria for applying PA. Only 60 % of the articles distinguished between the use of a correlation matrix or a covariance matrix, an important difference when using PCA. The size of the matrix was often difficult to discern. More importantly, in some cases (~20 %) neither eigenvalues nor percent variance values were given for each extracted component. This information is necessary to determine the robustness of results. In several articles, correlations of variables with the extracted components were inappropriately used to determine the significance of each variable loading.
As noted earlier, known non-normal distributions of abundance data exclude the application of PCA decomposing a correlation matrix. Almost all articles using PCA of a correlation matrix analyzed environmental data or measurement data which likely conform more closely to PCA assumptions than species abundance data. Nevertheless, few authors mention whether they tested the linearity of their data. Except for a few rare cases, PCA was only applied to species data when decomposing a covariance matrix.
Discussion
Parallel Analysis is an efficient and robust means for determining the number of principal components to retain for further analysis and interpretation when decomposing a correlation matrix. The example analysis of environmental data from Land Between The Lakes shows the capability of PCA to extract meaningful information from a data matrix when the data have a linear relationship and are normally distributed. The example PA demonstrates that significant eigenvalues and variable loadings may be objectively determined. This simple technique leads to parsimonious results, the purpose for analyzing data with PCA.
Our review of the ecological literature indicated that objective criteria to determine retained components often are not used with PCA or FA. This has resulted in potentially misleading interpretation of spurious components. We strongly recommend PA for determining component significance when using PCA to decompose a correlation matrix.
Reliability of PA and other stopping rules
Several methods available for determining the number of components to extract from PCA were tested by Zwick & Velicer (1986) and Jackson (1993) . One common rule is Kaiser's 'eigenvalue greater than 1' method (Kaiser 1960) . A component eigenvalue of one accounts for as much significance as a single variable. If data reduction is one objective of the analysis, retaining components with eigenvalues less than one is inappropriate and not parsimonious (i.e. retained components have less summarizing power than the original variable alone). This popular rule often overextracts components (Zwick & Velicer 1986 ). The Maximum Likelihood test (Lawley 1940 (Lawley , 1941 ), Bartlett's chi-square test (Bartlett 1950 (Bartlett , 1951 , and the Asymptotic Theory (Anderson 1963) are similar in that they test the equality of eigenvalues. Zwick & Velicer (1986) found Bartlett's test to be highly variable because of its sensitivity to a number of influences (e.g. sample size), and proposed the same limitation for the Maximum Likelihood test. Cattell's scree diagram (Cattell 1966 ) also may be used as a stopping rule, but is known to overestimate the number of components and is prone to subjective bias (Zwick & Velicer 1986; Jackson 1993) . However, the scree test was found to be more accurate than Kaiser's rule or Bartlett's test. Zwick & Velicer (1986) argued against the use of Kaiser's rule, Bartlett's test, or the scree test as methods of choice for determining the number of components. Jackson (1993) Bartlett's, Anderson-Rubin (asymptotic) , and Maximum Likelihood in SPSS-X (Anon. 1988) .
The Minimum Average Partial, MAP (Velicer 1976; Reddon 1985 provides FORTRAN program subroutines) based on partial correlations was more accurate than the above methods but it tended to underextract components (Zwick & Velicer 1986 ). The final method tested by Zwick & Velicer (1986) , Parallel Analysis (Horn 1965) , proved consistently accurate with only a slight tendency to overextract components. The MAP and PA techniques were found to be the most accurate methods for determining the number of components (Zwick & Velicer 1986 ). Another form of PA involves adding one random variable into a research data set (Ibanez 1973 in Legendre & Legendre 1983 ). Interpretation ends when the random variable has the most important loading on a component. This PA technique also was considered more appropriate than Bartlett's test for ecological data (Legendre & Legendre 1983) . Jackson (1993) concluded that the broken stick method (Frontier 1976 ) and the bootstrapped eigenvector-eigenvalue method (Lambert et al. 1990 ) appear more promising than the above methods, excluding MAP which was not tested. The broken stick method is similar to the PA described and tested in this article, but does not consider sample size and, thus, cannot really model sampling distributions of eigenvalues (Horn 1965 ). Fisher's proportion test (Fisher 1958) has the same limitation; it does not consider sample size. Jackson (1993) found the bootstrap eigenvalueeigenvector method to be a reliable assessment of 'meaningful' components. Monte Carlo permutation tests are available in the commonly used CANOCO (ter Braak 1988) and MRPP programs (Biondini et al. 1988) . Nevertheless, permutation methods are based on repeated samplings of randomizations of collected data and thus are restricted to the range of values in the data set. There are two arguments here. First, it can be argued that because ecological data are notoriously skewed, use of anything besides the collected data would render a useless comparison. The alternative view rests on known properties of sample distributions. An entire population is rarely sampled. For this reason, sample data are biased to what was collected. Bootstrapping is a good method for estimating expected values, but often the parameter of interest is not an expected value (i.e. biased estimators will yield biased bootstrapped inferences).
There may be concern when using normally distributed data (i.e. normal pseudorandom deviates) in comparison to ecological data, which may be nonlinear and skewed (Lambert et al. 1990; Jackson 1993 ). However, Buja & Eyuboglu (1992) state that permutations offer little advantage over normal assumption techniques except in more complex situations where tabulations are impossible. Skinner (1979) found little difference between his parallel analysis and permutation results. In addition, PA is a much simpler approach to the 'number of components' problem than permutation calculations.
Some authors interpret only components with at least 2 or 3 significant loadings (Zwick & Velicer 1986; Jackson 1993) . In the final analysis, the retained components must make good scientific sense (Frane & Hill 1976; Legendre & Legendre 1983; Pielou 1984; Zwick & Velicer 1986; Ludwig & Reynolds 1988; Palmer 1993) .
Use of PA for other multivariate procedures
Parallel Analysis also may be used for PCA decomposing a covariance matrix by restricting the random matrix to variable means and standard deviations identical to collected data, as well as any transformations. Means and standard deviations were not given in the articles where a covariance matrix was decomposed, thus we could not test their results. However, it is likely that overextraction of components and hence overinterpretation exists in these studies as in the majority of studies that used PCA. Indeed, 64 % of the analyses which used PCA to decompose a covariance matrix did not use an objective method for determining the number of retained components. Although not explored in this report, we suggest that PA could be adapted for many other eigenanalysis techniques used in ecological ordination (i.e. DCA, RA, CCA). All are essentially similar, matrix based procedures.
Generally, we recommend using more than one rule, e.g. Parallel Analysis (randomization) and a permutation test) for determining the number of components to retain for use in any PCA analysis. Use of two rules would add robustness to the 'number of components' decision and subsequent interpretation (Frane & Hill 1976; Zwick & Velicer 1986) . Ultimately, the routine use of PA and other stopping rules for users of multivariate techniques will allow greater confidence in the results and lessen the subjective interpretation of supposedly objective methods.
