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Abstract
L’articolo vuole presentare gli strumenti di supporto alle attività di analisi delle prestazioni di
programmi Fortran 77 sull’elaboratore HP Exemplar SPP2000 installato presso il CILEA. Questo
articolo non ha lo scopo di sostituirsi ai manuali messi a disposizione dall’HP sull’argomento, né di
descrivere nel dettaglio le modalità di ottimizzazione dei programmi su questa macchina.
Per capire come e quanto consuma un pro-
gramma è uso frequente inserire alcune istru-
zioni di stampa, né poche, né troppe, nei punti
strategici del codice. Queste devono essere at-
tentamente studiate perché forniscano tutte le
informazioni utili e devono essere adeguata-
mente supportate con chiamate alle funzioni
che rilevano il consumo di CPU ed il tempo tra-
scorso.
Se si è interessati unicamente al tempo solare,
programmando in Fortran 77, su Exemplar è
disponibile la funzione SECNDS, che rileva
l’inesorabile trascorrere del tempo con la preci-
sione del centesimo di secondo. L’utilizzo di
questa funzione è esemplificato dall’esempio il-
lustrato in fig.1, porzione di codice del pro-
gramma prDGETRF, scritto per misurare le
prestazioni della routine DGETRF della
libreria LAPACK.
...
       real*4 e0, el    ! elapsed time (sec.)
...
       e0 = secnds(0.0)
       call DGETRF(mm,nn,Matr,lda,ipiv,info)
       if ( info.ne.0 ) then
          write(stderr,*) ' info = ',info
       end if
       el = secnds(e0)
       call stampa(mm,info,nproc,el)
...
Fig. 1
La libreria LAPACK è fornita da HP in una
versione ottimizzata per l’Exemplar, perciò
basterebbe utilizzare questa per avere le
migliori prestazioni possibili.
Invece, ricordando che la libreria LAPACK
(http://www.netlib.org/lapack/index.html) è
pubblica, come pure la BLAS
(http://www.netlib.org/blas/index.html); è
possibile recuperarne i sorgenti via Internet ed
utilizzare, stoltamente per quanto riguarda il
buon utilizzo dell’elaboratore, le librerie instal-
late in proprio. Nello specifico le funzioni
LAPACK necessarie sono nel file dgetrf.f; le
funzioni BLAS sono nella libreria
blas_dir/libblas.a.
Avendo a disposizione i codici è sensato
utilizzare il programma CXpa per
“strumentare” il programma. Questa brutta
parola significa semplicemente che nel
compilato il programma CXpa inserisce
istruzioni che permettono di misurare il
verificarsi di specifici eventi, come l’entrata e
l’uscita da funzioni e cicli DO, rilevando anche
il consumo di CPU ed il tempo solare. Tutti
questi dati sono raccolti durante l’esecuzione
del programma e memorizzati in un apposito
file detto PDF, acronimo di Performance Data
File. Ad esempio i comandi in fig.2 permettono
di strumentare il programma prDGETRF e
raccogliere, durante l’esecuzione, le
informazioni relative alle chiamate delle
funzioni, al consumo di CPU, al tempo solare.
L’esecuzione del programma prDGETRF.inst ci
dice che nella funzione  DGETRF sono stati
spesi 91.86 secondi di tempo solare. Inoltre è
stato generato il file prDGETRF.inst.27901.pdf,
che contiene i dati relativi all’esecuzione.
Il CXpa possiede un’interfaccia grafica, che pre-
senta le statistiche sui dati raccolti in forma sia
testuale che grafica.
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Ci si rende conto presto però che una cosa è
usare l’ambiente grafico su Personal Computer
o su Workstation dedicata, un’altra cosa è
utilizzarlo su una macchina, pur potente
quanto si vuole, ma sita a qualche chilometro di
distanza e utilizzata, per di più, da diversi
utenti. Perciò, dopo aver attivato per sbaglio
l’interfaccia grafica di CXpa con
cxpa_prDGETRF.inst.27901.pdf, ci si af-
fretta ad uscire, disgustati dalla lentezza dei
collegamenti. In realtà non c’è bisogno di
un’interfaccia grafica per vedere come si è com-
portato il programma e tutta la disquisizione
fatta è servita ad avere una scusa per dire che
CXpa si può usare anche, efficacemente, in
forma non grafica, perfino se ci si collega
all’Exemplar in ambiente grafico.
In fig.3 è presentato, un poco riformattato,
l’output del comando:
cxpa -nw prDGETRF.inst.27901.pdf
 (CXpa) analyze cpu
...
=============================================
         Routine Performance Analysis
=============================================
                                  Computation
 (less children)
CPU Time      %        ...    PS Routine Name
----------  -----      ...    ---------------
    91.399   99.4%     ...             dgetrf
     0.582    0.6%     ...             genera
     2.158m   0.0%     ...          e  _start
     0.027m   0.0%     ...             ilaenv
(e) incomplete, contains exit.
(CXpa) quit
Fig.3
La fig.3 mostra che gran parte del consumo è
dovuto alla DGETRF. Lo si sapeva già, ma la
farsa è servita almeno a prendere conoscenza
del CXpa. Si continua a far finta di non sapere
nulla dell’esistenza della libreria LAPACK ot-
timizzata e ci si ricorda invece che la DGETRF
richiama funzioni BLAS. Tuttavia la libreria
BLAS non è stata ancora strumentata: per
questo motivo CXpa non può indicare le fun-
zioni BLAS utilizzate dal programma. Per
strumentare le librerie, in generale qualunque
compilato, si usa il comando cxoi:
cxoi blas_dir/libblas.a -o
blas_dir/libblas.inst.a
Quindi si deve rigenerare l’eseguibile caricando
la nuova libreria e strumentarlo come in fig.2
per ottenere statistiche più accurate, illustrate
in fig.4.
> cxpa -nw prDGETRF.inst.27926.pdf
(CXpa) analyze cpu
...
==============================================
         Routine Performance Analysis
==============================================
Computation
         (less children)      (plus children)
  CPU Time      %               CPU Time
%                PS Routine Name
------------  -----           -- ------------
      89.618   95.2%                    dgemm
       1.457    1.5%                     dger
       1.269    1.3%                    dtrsm
       1.013    1.1%                    dswap
       0.604    0.6%                   genera
...
Fig.4
Dunque DGEMM è la routine che consuma di
gran lunga più delle altre. Per analizzarla in
dettaglio è necessario compilare il sorgente con
l’opz. +pal. Dopo di chè si strumenta di nuovo
l’eseguibile, ma ora allo scopo di raccogliere i
dati sui cicli DO della DGEMM, come in fig.5.
> cxpa -nw prDGETRF
Reading executable prDGETRF...
Selecting profile prDGETRF.pdf...
(CXpa)     select loop all
(CXpa)     collect wall_clock cpu
(CXpa)     save executable prDGETRF.inst
(CXpa)     instrumenting, enter <CTRL+C> to
abort.
...10%...20%...30%...40%...50%...60%...70%...8
0%...90%...100%
(CXpa)     instrumentation finished.
(CXpa)     quit
Fig 5
Le statistiche prodotte da CXpa (fig. 6)
evidenziano che il solo ciclo DO a riga 228 è
responsabile praticamente del consumo di tutto
il programma.
Giacchè si è investito qualcosa nel mostrare il
funzionamento minimo del CXpa e si sarà capi-
to ormai che il suo utilizzo è almeno di pari ef-
ficacia all’introduzione artificiosa di stampe
furbamente organizzate, non è carino
terminare qui senza mostrare come finisce la
> cxpa -nw prDGETRF << EoF
Reading executable prDGETRF...
Selecting profile prDGETRF.pdf...
(CXpa)     select routine all
(CXpa)     collect wall_clock cpu call_graph
(CXpa)     save executable prDGETRF.inst
(CXpa)     instrumenting, enter <CTRL+C> to
abort.
...10%...20%...30%...40%...50%...60%...70%...8
0%...90%...100%
(CXpa)     instrumentation finished.
(CXpa)     quit
Fig.2
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storia. Il pezzo di codice interessante è mostrato
in fig.7.
Si vede subito che è possibile eliminare i test
senza alterare i risultati. Questi test hanno
senso per gli elaboratori di tipo vettoriale, non
per l’Exemplar. Il loop 80 inoltre sembra essere
un buon candidato per l’utilizzo dell’opzione
+Odataprefetch, di ottimizzazione della cache.
      SUBROUTINE DGEMM ( TRANSA, TRANSB, M, N,
     $               K, ALPHA, A, LDA, B, LDB,
     $                   BETA, C, LDC )
*     .. Scalar Arguments ..
      CHARACTER*1        TRANSA, TRANSB
      INTEGER         M, N, K, LDA, LDB, LDC
      DOUBLE PRECISION   ALPHA, BETA
*     .. Array Arguments ..
      DOUBLE PRECISION A( LDA, * ),
     $               B( LDB, * ), C( LDC, * )
...
*
*           Form  C := alpha*A*B + beta*C.
*
           DO 90, J = 1, N
              IF( BETA.EQ.ZERO )THEN
                 DO 50, I = 1, M
                    C( I, J ) = ZERO
  50             CONTINUE
              ELSE IF( BETA.NE.ONE )THEN
                 DO 60, I = 1, M
                    C( I, J ) = BETA*C( I, J )
  60             CONTINUE
              END IF
              DO 80, L = 1, K
                 IF( B( L, J ).NE.ZERO )THEN
                    TEMP = ALPHA*B( L, J )
                     DO 70, I = 1, M
                       C( I, J ) = C( I, J ) +
     $                          TEMP*A( I, L )
  70                CONTINUE
                 END IF
  80          CONTINUE
  90       CONTINUE
...
Fig.7
Però non si otterrebbe il risultato voluto se
prima non si eliminasse TEMP. Dopo aver dun-
que modificato il codice e ricompilato con
l’opzione +Odataprefetch le prestazioni miglio-
rano e la DGETRF consuma “solo” 31.68
secondi solari. Ci si accontenta di questo
risultato, anche perché ormai ci si era quasi
dimenticati del CXpa. Con la scusa di
riprenderne il discorso, pentiti di averne
denigrato le interfacce grafiche, si presenta la
finestra CXpa che mostra il rapporto tra
consumo di CPU e tempo solare Questo
permette di individuare le funzioni meno
efficienti.
Ad esempio le funzioni GENERA, STAMPA e
ILAENV sono poco efficienti. Se queste fossero
usate più spesso sarebbe il caso di investirci del
lavoro nell’ottimizzazione.
Per finire e per farsi perdonare l’esposizione un
po’ affrettata, si presenta la tabella delle
prestazioni ottenute con la libreria ottimizzata
dall’HP e con la funzione DGEMM migliorata
in proprio. Per una descrizione più completa dei
programmi illustrati si invitano gli interessati a
consultare il materiale in bibliografia.
Tabella dei tempi DGETRF in secondi solari,
relativi ad una matrice piena, precisione
doppia, 2000x2000:
Bibliografia
• CXpa Reference, Exemplar X-Class and X-Class
Servers, B5639-90002, Hewlett-Packard, 1997
• CXpa e Cxoi man pages
cxpa -nw prDGETRF.inst.29323.pdf
(CXpa) analyze cpu loop
...
=============================================
Loop Performance Analysis
For: dgemm
=============================================
Optimized Loops:
Computation
                         Times  (less inner)
 Line    NL Optimization  Exec     CPU Time
-------  -- ----------- --------  ----------
   206    0                    0       0.000
   228    0                   31      85.663
   270    0                    0       0.000
...
Fig.6
Threads 1 2 3 4
vers. HP 11,51 5,33 3,58 2,73
vers. migliorata 31,68 17,93 14,22 11,85
