dk, Qk{z) := z -Pjc{z) is the projection onto the complex hyperplane perpendicular to a^ s% := 1 -|α^| 2 . The map φk is an involution of the ball (see Rudin [4] ). Note that Q k {B n ) = {z: P k (z) = 0} = {z: z • a k = 0}.
We write This is an invariant distance: if φ is an automorphism of the ball (i.e. any composition of unitary transformations and the above involutions), d G (φ(z) ,φ(w)) = d G (z,w) .
PASCAL J. THOMAS
We will study hyperplanes in the ball, denoted by:
The point α 7 is the point in Vj closest to the origin. It is also the center of the n -1-complex-dimensional ball which Vj defines inside B n . This definition makes no sense when α, = 0, so we will not consider that case. However, the problem we will consider is automorphisminvariant and if there is a hyperplane going through the origin, applying to the whole sequence an automorphism φ a , with \a\ small enough, will preserve the hypotheses (at the expense of a change in the value of δ, see below) and yield the conclusion. We define c°-k to be the "center" of the hyperplane φk(Vj) 9 i.e.
We further consider the angle between φk{Vj) and V k :
""'"•-ΐfiS The proofs of all lemmas are deferred until §4.
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The interpolation problem. This definition is the one given by Amar [1] and reduces in the case n = 1 to that of Shapiro and Shields [5] . REMARK 
a
(for/? > 1) the following necessary condition:
We also get that any sequence {b k } must be separated in the Gleason distance; thus there exists δ > 0 such that if j Φ k, then
We say that the hyperplanes are separated.
The main result.
We are looking for a sufficient geometric condition to ensure that a sequence of hyperplanes be //^-interpolating. To do so, we define another family of neighborhoods for the hyperplanes. 
Those neighborhoods of the hyperplanes will be larger than those given by separatedness in the Gleason distance. This will follow from:
From this we can prove that all points of the ball which are close enough to V k in the invariant distance must be within the tube. Indeed, by applying Lemma 2(1) and the fact that
hich shows the inequality holds for z g T#(V k ).
THEOREM. There exists a number c 0 = co(δ) > 0 such that if
)-interpolating sequence of hyperplanes.
REMARKS. (1) It was proved in [6] that (ii) together with forms a sufficient condition for {V k } to be an H°° inteφolating sequence of hyperplanes.
(2) A similar result holds for a sequence of points, but condition (i) is enough, with any constant Co < 1 [8] . Here CQ will have to be even smaller; therefore condition (i) by itself is enough to ensure separatedness of the points, since in particular each term of the sum must be less then c O Proof of the Theorem. We will construct an approximate extension, i.e. an operator 
(z).
Comparison with zero-set results. Clearly, if {V k } keZ+ satisfy the hypotheses of the theorem, then their union will be a subset of a zero set for H ι functions. To see it, simply adjoin to the sequence a hyperplane VQ such that (i) and (ii) still hold (this can be achieved by taking 0Q on dB n \\J k<ι T 2 s{V k ) and \a$\ very close to 1); then interpolate 1 on VQ and 0 everywhere else. This needs to be compared to the results of N. Th. Varopoulos, at least in the special case of a divisor made up of a countable union of complex hyperplanes [9, §8] It can be shown (see e.g. [3] ) that (8.18), which is a Carleson measure condition, is equivalent to On the other hand, if we assume separatedness in the invariant distance, (8.19 ) is satisfied in the following stronger form:
Note that the above set is non-empty only when h < 2/C5.
The idea of the proof is first to use the triangle inequality for the Koranyi distance to reduce oneself to the case where ζ e VjΓ)dB n ; then to apply an automorphism to bring Vj to φj(Vj) 9 which is a hyperplane through the center of B n . The region K h (ζ) is transformed into a similar region, because <Z/, by the assumption that j is in the above set, is far enough away from ζ. If another index k was also in the set, the hyperplane φj(V k ) would pass through φj(K h (ζ)), and thus its projection onto φj(Vj) would come too close to the boundary, violating the conclusion of Lemma 5, given below.
Varopoulos' theorem, as he pointed out, provides no control over the value of p (which could indeed be very small, if one works out the constants involved). This is essentially because the norm of the Carleson measure supported by the divisor cannot be made arbitrarily small. For this very special structure of the divisor (J 7 Vj, our result provides additional control on the exponent, although the actual zero set involved could be much larger than U ; P/ Namely: 
Q(V)
We apply this lemma with a = c\ and θ = θj^. Since, under the separatedness condition, V } -Π V k = 0, we always have |Λ a^| = I^HcJJcos^ > |%||c^|(l -Icjtl 2 ) 1 / 2 > 0, i.e. c^ ^ ^ 0. Replacing the Jacobian by its value (see Lemma 1(2)), we get for each term of the sum:
2n-i{
We now make use of (ii): Thus each term in our sum is bounded by
hich Lemma 1(3) and some arithmetic reduces to:
Q k (B" \Cjk\ 2 We must estimate |c y/ t| 2 = l/^p + (1 -|tf/| 2 )(l -|^| 2 ) from below. Simply writing that % £ 7ί(^), condition (ii) implies In either case, \c jk \ 2n > \l jk \ 2n > C{δ)\\ -α, sum is majorized by , and our whole ί \a k (z)\dλ 2n -2(z).
It will now be enough to pick •" |z a p + 1 |zp " 1 -\z\ 2 z\ 2 )l\z . α*p' so to minimize Ψ we have to maximize l-|z| 2 /|z α£| 2 . We can reduce ourselves to the case where z e Sρan(α^,Λ); otherwise, projecting z onto it will not change z a* k and will increase 1 - As above, the maximum of (l-|α| 2 )/|^4+5α| 2 is (l^p-l^l 2 )" 1 , provided that 1^1 > \B\. This last condition simply means that ΦkiΫk) n φ k (Vj) = 0, i.e. y k ΠVj = 0. This is equivalent to \A\ 2 > \B\ 2 , which is easily rewritten into (2).
