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MODIFIED LOG-SOBOLEV INEQUALITIES, BECKNER
INEQUALITIES AND MOMENT ESTIMATES
RADOSŁAW ADAMCZAK, BARTŁOMIEJ POLACZYK, AND MICHAŁ STRZELECKI
Abstract. We prove that in the context of general Markov semigroups Beck-
ner inequalities with constants separated from zero as p → 1+ are equiva-
lent to the modified log Sobolev inequality (previously only one implication
was known to hold in this generality). Further, by adapting an argument by
Boucheron et al. we derive Sobolev type moment estimates which hold under
these functional inequalities.
We illustrate our results with applications to concentration of measure es-
timates (also of higher order, beyond the case of Lipschitz functions) for var-
ious stochastic models, including random permutations, zero-range processes,
strong Rayleigh measures, exponential random graphs, and geometric func-
tionals on the Poisson path space.
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1. Introduction
1.1. Motivation and informal presentation. Functional inequalities are among
the most popular tools for studying concentration of measure phenomena, with the
Poincaré and log-Sobolev inequalities being arguably the most important examples.
The former implies subexponential concentration for Lipschitz functions (as shown
by Gromov and Milman [60]), the latter by the well known Herbst’s argument (see,
e.g., [79, 27]) implies subgaussian bounds. In the work [18] Beckner proposed a
family of inequalities interpolating between the Poincaré and log-Sobolev inequal-
ities and showed that they held true in the case of standard Gaussian measures.
Their form was subsequently generalized by Latała and Oleszkiewicz [77] who used
them to obtain intermediate concentration estimates between subexponential and
subgaussian. See [27] for further developments.
While initially studied mostly in the analytic setting, for diffusions on Rn or on
Riemannian manifolds, all the aforementioned inequalities have their counterparts
for general Markov semigroups, including those of Markov chains on discrete spaces.
They are however not unique, since due to the lack of the chain rule, two forms of
a single inequality, which are equivalent in the continuous framework, may differ
significantly in the general case.
In particular one distinguishes between the log-Sobolev inequality and a weaker
modified log-Sobolev inequality. Also Beckner’s inequalities have two formulations,
one of them stronger than the other one. Before stating our results let us briefly re-
call some of those inequalities. We will introduce the remaining ones in Section 1.4.
For now we will be working in the setting of Dirichlet forms and keep the presen-
tation slightly informal. Our general setting will be described more precisely in
Section 1.2. Below (X ,B, µ) is a probability space and Dom(E) ⊆ L2(X , µ) is a
linear subspace on which a Dirichlet form E is defined.
Recall that one says that µ and E satisfy the Poincaré inequality if there exists
a constant λ > 0 such that
(1.1) λVarµ(f) ≤ E(f, f)
for any f ∈ Dom(E), where Varµ(f) = µ(f2)−µ(f)2 is the variance of f treated as
a random variable on the probability space (X ,B, µ) (we use the common notation
µ(f) =
∫
X f dµ).
Define the entropy of a nonnegative function f : X → R as
Entµ(f) = µ(f log(f))− µ(f) log(µ(f)).
One says that the modified log-Sobolev inequality is satisfied if there exists a con-
stant ρ0 > 0 such that
(1.2) ρ0 Entµ(f) ≤ E(f, log f)
for any nonnegative f ∈ Dom(E) such that log f ∈ Dom(E).
Finally we say that the Beckner inequality with parameter p ∈ (1, 2] holds if
there exists a constant αp > 0 such that
(1.3) αp(µ(fp)− µ(f)p) ≤ p2E(f, f
p−1)
for any nonnegative f ∈ Dom(E) such that fp−1 ∈ Dom(E).
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While for each individual p the Beckner’s inequality (1.3) is equivalent to the
Poincaré inequality, from the point of view of the concentration of measure theory
the full strength of (1.3) is captured in the behaviour of the constants αp as p→ 1+.
In particular it is a well known observation made by many authors that the
Beckner inequality (1.3) with αp separated from zero on the interval (1, 2] implies
the modified log-Sobolev inequality (1.2). Indeed, it is enough to divide both sides
of (1.3) by p − 1 and take lim inf as p → 1+ (see, e.g., [23, 63, 72]). However,
somewhat surprisingly, the reverse implication is not present in the literature and in
fact there are quite a few works where Beckner’s inequalities are proved or discussed
separately from the modified log-Sobolev inequality for the same models (see, e.g.,
[30, 28] and [23, 63, 72, 42, 104]). This is in contrast with the continuous case in
which the equivalence has been obtained in [77] (for the Reader’s convenience we
describe all the connections between various inequalities in Section 1.4 below).
Our main result (the proof of which is presented in Section 2) can be summarized
as follows.
Theorem 1.1. The modified log-Sobolev inequality (1.2) holds with some constant
ρ0 > 0 if and only if the Beckner inequality (1.3) holds for every p ∈ (1, 2] with
some αp bounded away from zero. Moreover, the optimal constants with which they
hold satisfy ρopt0 (µ) = 2 limp→1+ α
opt
p (µ).
Apart from being important in its own right from the point of view of abstract
theory of functional inequalities for Markov semigroups, the above result is mo-
tivated by applications to the theory of concentration of measure. The classical
Herbst’s argument allows for deducing deviation estimates for Lipschitz (in an ap-
propriate sense) functions from log-Sobolev inequalities. As proven by Aida and
Stroock [6] (see also [21] for the discrete case), the usual log-Sobolev inequality due
to Gross [62] (see Definition 1.3 below) implies certain moment estimates, which can
be a starting point for obtaining concentration for more general functions, in par-
ticular polynomials or more generally functions with bounded derivatives of higher
order. Such estimates were obtained in [2, 24, 1] in the continuous setting and
subsequently in [58, 4] in the discrete one (in particular for the Ising model).
In the discrete case however, the usual log-Sobolev inequality is much more re-
strictive than its modified version (1.2) – on infinite spaces it is strictly stronger,
while on finite spaces it often holds with much worse constants, which affects the
concentration estimates. At the same time Beckner inequalities for product dis-
tributions (treated as a special case of modified φ-Sobolev inequalities) were used
by Boucheron, Bousquet, Lugosi, and Massart [28] in order to obtain moment esti-
mates for functions of independent random variables which generalize the classical
Efron–Stein inequality for the variance. It turns out that their argument can be
adapted to the setting of general semigroups and beyond, providing moment esti-
mates of the same nature as those by Aida–Stroock but under a weaker assumption
of modified log-Sobolev inequality (1.2). This allows to treat a variety of models and
obtain Sobolev type inequalities with various types of gradients. Since the precise
formulation of the general inequality requires an introduction of some additional
notation, we postpone it to Section 3 (see Propositions 3.1 and 3.3).
Finally, Section 4 is devoted to various applications of the above results, in
particular to the symmetric group, measures with stochastic covering properties,
exponential random graphs and the Poisson space.
Acknowledgements. We would like to thank Franck Barthe, Sergey Bobkov, and
Paweł Wolff for discussions concerning the equivalence between various functional
inequalities and encouragement to pursue the topics presented in this article.
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1.2. General setting. Let (X ,B, µ) be a probability space and consider a symmet-
ric non-negative definite bilinear form E : Dom(E) × Dom(E) → R, where Dom(E)
is a linear subspace of the space of B-measurable functions L0(X , µ).
We will consider the following abstract assumption on E .
Assumption 1. If ϕ : R→ R is a contraction and f ∈ Dom(E), then also ϕ ◦ f ∈
Dom(E). Moreover, for any f1, f2, g1, g2 ∈ Dom(E) if we have a pointwise inequality
(f1(x)− f1(y))(f2(x) − f2(y)) ≤ (g1(x)− g1(y))(g2(x)− g2(y))(1.4)
for all x, y ∈ X , then
E(f1, f2) ≤ E(g1, g2).(1.5)
Remark 1.2. Let us provide some basic consequences of Assumption 1, which we
are going to use. First, if f ∈ Dom(E) and ϕ : R→ R is a contraction, then
E(ϕ(f), ϕ(f)) ≤ E(f, f).(1.6)
Another consequence is the equality
E(f, c) = 0
for any constant c ∈ R. Finally, if ϕ : R → R is non-decreasing and f, ϕ ◦ f ∈
Dom(E), then
E(f, ϕ ◦ f) ≥ 0.
Assumption 1 is satisfied in particular if E is a Dirichlet form of a reversible
Markov semigroup (for completeness of the exposition we recall basic properties
of Dirichlet forms in the Appendix). This is one of the main motivations for our
investigations, however we prefer not to restrict to this specific setting, since in appli-
cations to concentration of measure and moment inequalities one often encounters
quadratic forms which do not correspond to Markov semigroups. For instance, it
may happen that the functional inequalities of interest are in fact valid for a larger
class of functions than the domain of the Dirichlet form associated with some µ-
reversible Markov process or that the quadratic form appearing on the right-hand
side does not correspond to a Dirichlet form, while it still satisfies Assumption 1
and the available functional inequalities are meaningful from the concentration of
measure point of view. In addition, Assumption 1 will allow us to avoid unnecessary
discussion of domains and help us state our main results in a more concise way.
In our examples with E one will often associate a subspace A ⊆ L0(X , µ) and
a symmetric bilinear function Γ: A×A → L0(X , µ) such that Γ(f, f) ≥ 0 and for
f, g ∈ A ∩Dom(E),
E(f, g) =
∫
X
Γ(f, g)dµ.(1.7)
In what follows we will write Γ(f) for Γ(f, f).
In the Markovian setting Γ will be the carré du champ operator defined as
Γ(f, g) =
1
2
(
L(fg)− gLf − fLg
)
,(1.8)
where L is an infinitesimal operator of a reversible Markov semigroup on L2(X , µ)
with domain Dom(L). In this case Γ is first defined on a suitable algebra of func-
tions A0 ⊆ Dom(L) and then extended to a larger algebra A. We refer to the
monograph [13] for a very detailed description of the relations between the domain
of the infinitesimal generator, the domain of the Dirichlet form, and the algebra A.
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1.3. Examples. We will now provide several concrete examples covered by the
setting described above. We remark that even though our setting is not the same
as in [63] the exposition below parallels to some extent the one from this article.
As a first example let us take a diffusion (Xt)t≥0 on X = Rn, with the infinites-
imal generator L given by
Lf(x) =
n∑
i,j=1
aij(x)
∂2f(x)
∂xi∂xj
+
n∑
i=1
bi(x)
∂f(x)
∂xi
,
a = σσT , where σ is a smooth, locally bounded function from Rn to the space of
n× d matrices and b : Rn → Rn is a smooth function. In this case A = C∞(Rd) is
the set of all smooth functions and
Γ(f, g) =
n∑
i,j=1
aij
∂f
∂xi
∂g
∂xj
.
In order to make this class of processes fit into our setting, we need to assume that
(Xt)t≥0 has an invariant probability measure µ, in which case one defines
E(f, g) =
∫
X
n∑
i,j=1
aij
∂f
∂xi
∂g
∂xj
µ(dx)
for f, g ∈ A0 – the space of smooth compactly supported functions, and then
extends this to an appropriate domain, which is the completion of A0 with respect
to the norm ‖f‖ = √µ(f2) + E(f, f). The assumption concerning the existence
of µ is satisfied, e.g., if a is the identity matrix and b = −∇V for some function
V : R → R such that e−V is integrable. One can then show that the normalized
measure µ(dx) = 1Z e
−V (x)dx is an invariant measure of the process. One can also
consider more general diffusions on Riemannian manifolds. At this point we should
stress that this class of examples satisfies the chain rule and as a consequence many
functional inequalities become equivalent, even though in the general situation they
are not. For this reason, this class will not be in our focus in the subsequent part
of the article, even though we will state some Sobolev type estimates which to our
best knowledge are new also in this setting (see Section 4.1).
Another particular case of the operator Γ, which will become for us an important
source of examples, is given by
Γ(f, g)(x) =
1
2
∫
X
(f(y)− f(x))(g(y) − g(x))Qx(dy),(1.9)
where x 7→ Qx is a map from X to the set of positive measures on X such that
for all A ∈ B, x 7→ Qx(A) is measurable and Qx, µ satisfy the following detailed
balance condition:
(1.10) Qx(dy)µ(dx) = Qy(dx)µ(dy).
The bilinear form is well-defined on A×A, where
A = {f ∈ L0(X , µ) :
∫
X
(f(y)− f(x))2Qx(dy) <∞ µ-a.s.}.
In this case
E(f, g) = 1
2
∫
X
∫
X
(f(y)− f(x))(g(y)− g(x))Qx(dy)µ(dx)(1.11)
with Dom(E) = {f ∈ L0(X , µ) :
∫
X
∫
X (f(y) − f(x))2Qx(dy)µ(dx) < ∞}. It is
straightforward to check that in this case Assumption 1 is sa
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the detailed balance condition (1.10) we can further write
E(f, g) =
∫
X
∫
X
(f(x)− f(y))+(g(x)− g(y))Qx(dy)µ(dx)(1.12)
and
E(f, f) =
∫
X
∫
X
(f(x)− f(y))2+Qx(dy)µ(dx) =
∫
X
Γ+(f)dµ,(1.13)
where
Γ+(f)(x) =
∫
X
(f(x)− f(y))2+Qx(dy).(1.14)
We remark that in many applications to concentration of measure, passing from Γ
to Γ+ is essential, since the latter can be often effectively bounded, especially under
certain convexity or monotonicity assumptions on the function f .
The case when X is countable and Qx(X ) <∞ for all x ∈ X , corresponds to the
Markov jump process with generator
Lf(x) =
∫
X
(f(y)− f(x))Qx(dy).
We will however see that examples of this nature appear also in spaces which are
not necessarily discrete, e.g., on the Poisson space and for general product spaces
endowed with Glauber type dynamics.
Let us also note that in some applications one considers Γ which does not corre-
spond to a Markov process for which µ is the invariant measure, but for instance to
a Markov process reversible with respect to some other measure of reference. Exam-
ples of this kind can be found, e.g., in [17], where the authors consider log-Sobolev
inequalities for the Ising model as well as quenched log-Sobolev inequalities for the
Sherrington–Kirkpatrick model with Γ being the carré du champ operator for the
Glauber dynamics induced by the product measure on the cube. The Assumption 1
is also satisfied in this situation.
1.4. Functional inequalities. Let us now introduce more precisely the functional
inequalities we will investigate. In addition to restating the definitions of Poincaré,
modified log-Sobolev, and the Beckner inequalities in the abstract setting described
in Section 1.2, we will introduce the usual log-Sobolev inequality and Beckner in-
equality in its original version from [18].
Definition 1.3. Let E be a symmetric, nonnegative definite bilinear form on
Dom(E) × Dom(E), where Dom(E) is a linear subspace of L0(X , µ). We will say
that:
(i) the Poincaré inequality is satisfied if there exists a constant λ > 0 such that
(P) λVarµ(f) ≤ E(f, f)
for any f ∈ Dom(E);
(ii) the modified log-Sobolev inequality is satisfied if there exists a constant
ρ0 > 0 such that
(mLSI) ρ0 Entµ(f) ≤ E(f, log f)
for any nonnegative f ∈ Dom(E) such that log f ∈ Dom(E);
(iii) Beckner’s inequality (Bec-p) with parameter p ∈ (1, 2] holds if there exists
a constant αp > 0 such that
(Bec-p) αp(µ(fp)− µ(f)p) ≤ p2E(f, f
p−1)
for any nonnegative f ∈ Dom(E) such that fp−1 ∈ Dom(E);
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(iv) the log-Sobolev inequality is satisfied if there exists a constant ρ1 > 0 such
that
(LSI) ρ1 Entµ(g2) ≤ E(g, g)
for any g ∈ Dom(E);
(v) Beckner’s inequality (Bec-q) with parameter q ∈ [1, 2) holds if there exists a
constant βq > 0 such that
(Bec-q) βq(µ(g2)− µ(gq)2/q) ≤ (2− q)E(g, g)
for any nonnegative g ∈ Dom(E).
Remark 1.4. Since we only assume that Dom(E) ⊆ L0(X , µ), the inequalities intro-
duced above assert in particular that the left-hand sides are well-defined. In general
estimates of the form A ≤ B in this article should be understood as: if B < ∞,
then A is well-defined and the inequality holds.
If E is a Dirichlet form corresponding to a diffusion, then by a substitution
f = g2 and by the chain rule one can easily see that the modified log-Sobolev
inequality (mLSI) and the log-Sobolev inequality (LSI) are equivalent. Similarly
Beckner’s inequality (Bec-p) for given p is equivalent to Beckner’s inequality (Bec-q)
for q = 2/p (one substitutes fp = g2).
In general however there is no such equivalence. It remains true that the Poincaré
inequality is implied by each of the other inequalities. Other known relations be-
tween them are presented in Figure 1. Below we briefly comment on each of the
implications. Since usually they are proved in the literature in a particular context,
not necessarily agreeing with our setting, in Appendix B we also provide their proofs
(being simple adjustments of the arguments known from the literature). In the next
section we will prove the remaining implication, between (mLSI) and (Bec-p), in
particular proving Theorem 1.1.
Beckner (Bec-p)
with inf αp > 0
Beckner (Bec-q)
with inf βq > 0
modified log-Sobolev (mLSI) log-Sobolev (LSI)
with ρ0≥2 lim supp→1 αp
\
with αp≥βq, p=2/q
with ρ1≥ 12 lim supq→2 βq
\
with ρ0≥4ρ1
with βq≥qρ1
Figure 1. Arrows denote known implications.
The implication (LSI) =⇒ (mLSI) with ρ0 ≥ 4ρ1 was obtained by Bobkov and
Tetali in [23]. The reverse implication is not true in general: if µ = Poiss(λ), and
one considers
E(f, g) =
∑
n≥0
(f(n+ 1)− f(n))2µ({n})
corresponding to the birth and death Markov process with generator Lf(n) =
f(n+1)−f(n)+λ−1n(f(n−1)−f(n)), then the log-Sobolev inequality (LSI) does
not hold (see [22]), while the modified log-Sobolev inequality (mLSI) is satisfied
(see [43]).
As observed in the original article [18] by Beckner, if (Bec-q) holds for every
q ∈ [1, 2) with βq bounded away from zero, then the log-Sobolev inequality (LSI)
holds as well with ρ1 ≥ 12 lim supq→2− βq. The reverse implication can be found
in [77].
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The implication (Bec-q) =⇒ (Bec-p) with αp ≥ βq (where p = 2/q) seems
to be a part of folklore (we have not been able to find an explicit statement in
the literature). It can be easily proved using arguments used to the best of our
knowledge for the first time in [47] (see Appendix B for details). The reverse impli-
cation also holds, but in this case one gets βq ≥ q(2 − q)αp, so the dependence on
constants degenerates when q → 2. Such a degeneration indeed takes place, as the
Poisson measure satisfies (Bec-p) with αp separated from zero (which can be easily
proved by known results on the two point space [23] together with tensorization and
Poisson limit theorem, similarly as it was done in [43] for the modified log-Sobolev
inequality), whereas it cannot satisfy (Bec-q) with βq separated from zero, since
this would imply (LSI), which as already mentioned fails for the Poisson measure.
The observation that if (Bec-p) holds for every p ∈ (1, 2] with αp bounded
away from zero, then the modified log-Sobolev inequality (mLSI) holds with ρ0 ≥
2 lim supp→1+ αp can be found, e.g., in [23] or [63] (to see this divide both sides
of (Bec-p) by p− 1 and take p→ 1+).
One can thus see that to complete the above diagram one should verify whether
(mLSI) =⇒ (Bec-p) with infp∈(1,2] αp > 0. We will establish this implication in
the following section.
2. From modified log-Sobolev to Beckner’s inequalities
2.1. Main result. Throughout this section we assume that we are in the setting
described in Section 1.2, in particular that Assumption 1 holds. The next theorem
contains the precise statement of the result announced above, in Theorem 1.1.
Theorem 2.1. Let µ be a probability measure which satisfies the modified log-
Sobolev inequality (mLSI) with constant ρ0 > 0. For p ∈ (1, 2] and θ ∈ (0, 1) denote
k(p, θ) :=
(
1− 2
(
(1 + θ)p − 1)
p(p− 1)(1− θ)2
)
· θ
p−1
ep−1(1 + θ)p−1
,
Kp := max
{
(1− 1/p); p
2
· sup
θ∈(0,1)
k(p, θ)
}
.
Then, for any p ∈ (1, 2], µ satisfies the Beckner inequality (Bec-p) with constant
αp ≥ Kpρ0.
Moreover, limp→1+ Kp = limp→2− Kp = 1/2 and infp∈(1,2]Kp ≥ 0.17. In partic-
ular αp ≥ ρ0/6.
Note that this result is sharp in the most interesting regime, p → 1+, since if
the Beckner inequality (Bec-p) holds with some constants αp, then the modified
log-Sobolev inequality (mLSI) holds with ρ0 ≥ 2 lim supp→1+ αp. Combining this
observation and the above theorem yields immediately the following corollary, which
in particular implies Theorem 1.1 from the Introduction.
Corollary 2.2. The modified log-Sobolev inequality (mLSI) holds with some con-
stant ρ0 > 0 if and only if the Beckner inequality (Bec-p) holds for every p ∈ (1, 2]
with some αp bounded away from zero. Moreover, the optimal constants with which
they hold satisfy ρopt0 (µ) = 2 limp→1+ α
opt
p (µ).
2.2. Auxiliary lemmas. In this section we gather technical lemmas to be used in
the proof of Theorem 2.1.
Since we work in the abstract setting described in Section 1.2, we need the
following lemma which asserts that it suffices to check the validity of the inequal-
ity (Bec-p) for bounded functions only. Its proof, as well as proofs of some other
auxiliary lemmas, is deferred to Appendix A.
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Lemma 2.3. If for some p ∈ (1, 2] the the Beckner inequality (Bec-p) is satisfied
(with some constant αp > 0) for all bounded nonnegative functions f such that
f, fp−1 ∈ Dom(E), then it is satisfied with the same constant for all nonnegative
functions f such that f, fp−1 ∈ Dom(E). In particular, for all such functions
µ(fp) <∞.
We will also need the following two well-known lemmas.
Lemma 2.4 ([27, Lemma 14.4]). For any nonnegative f ∈ Lp(X , µ) and p ∈ (1, 2]
µ(fp)− µ(f)p ≤ Covµ(f, fp−1).
Lemma 2.5 ([47, Lemma 2.6]). For p ∈ (1, 2], a, b,> 0,
(a− b)(ap−1 − bp−1) ≤ (ap/2 − bp/2)2 ≤ p
2
4(p− 1)(a− b)(a
p−1 − bp−1).
Another point-wise inequality to be used in the proof of Theorem 2.1 is given in
the next lemma.
Lemma 2.6. If a, b ≥ e, then for all p ≥ 1,
(ap − bp)(log a− log b) ≤ (a− b)(ap−1 log a− bp−1 log b) .
Proof. The inequality is equivalent to ab(ap−1 − bp−1)( log aa − log bb ) ≤ 0, which
follows since the function log xx is decreasing for x ≥ e. 
The last lemma we need is a simple fact concerning differentiability of the bilinear
form. To verify that it holds just under Assumption 1 we provide its complete proof
in Appendix A.
Lemma 2.7. Let s ≥ 1. Assume that f ∈ Dom(E) is bounded and satisfies 0 <
inf f . Then v(s) = E(f, fs−1) is well-defined, differentiable for s ∈ (1,∞), right-
differentiable at s = 1 and its derivative is given by the (also well-defined) formula
v′(s) = E(f, fs−1 log f) for s ∈ [1,∞).
2.3. Proof of Theorem 2.1. Let us start with a simple proposition, which al-
lows to deduce Beckner’s inequality (Bec-p) from the modified log-Sobolev inequal-
ity (mLSI) with constant αp degenerating as p→ 1+.
Proposition 2.8. If µ satisfies satisfies the Poincaré (P) inequality, then for all p ∈
(1, 2] it satisfies Beckner’s inequality (Bec-p) with constants satisfying the relation
αp ≥ 2p− 1
p
λ.
In particular, if the modified log-Sobolev inequality (mLSI) holds, then αp ≥ p−1p ρ0.
Proof of Proposition 2.8. Fix p ∈ (1, 2] and take any nonnegative f such that
f, fp−1 ∈ Dom(E). By Lemma 2.3 we may and do assume that f is bounded so that
all the expressions below are well-defined. By Assumption 1, the Lipschitz property
of the mapping xp−1 7→ xp/2 on the set [0, sup f ] implies that fp/2 ∈ Dom(E). We
have Covµ(f, g) = 12
∫
X
∫
X (f(x)−f(y))(g(x)−g(y))µ(dx)µ(dy). Using Lemma 2.4,
Lemma 2.5 and the Poincaré inequality (P) we see that
λ(µ(fp)− µ(f)p) ≤ λCovµ(f, fp−1) ≤ λCovµ(fp/2, fp/2) ≤ E(fp/2, fp/2).
By Assumption 1 and another application of Lemma 2.5 we conclude that
λ(µ(fp)− µ(f)p) ≤ p
2
4(p− 1)E(f, f
p−1),
which ends the proof. The second part follows from the fact that the modified log-
Sobolev inequality (mLSI) implies the Poincaré inequality (P), see Proposition B.5
in the Appendix. 
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To handle the case of p→ 1+, we will need the following proposition.
Proposition 2.9. Suppose that the modified log-Sobolev inequality (mLSI) holds
with some constant ρ0 > 0. Then for any p ∈ (1, 2] and any bounded f ∈ Dom(E)
such that inf f > 0,
ρ0(µ(fp)− µ(f)p) ≤
(
e
µ(f)
inf f
)p−1
E(f, fp−1).
Proof. Fix any p ∈ (1, 2] and any bounded f ∈ Dom(E) satisfying inf f > 0. By
homogeneity, we may and do assume that inf f = e.
For s ∈ [1, p], let u(s) := µ(fs) − µ(f)s and v(s) := E(f, fs−1). For s ∈ (1, p),
Lemma 2.7 implies that v(s) and v′(s) = E(f, fs−1 log f) are well-defined. Recall
the variational formula for the entropy
Entµ(g) = sup
h∈U
µ(gh),
where U is the family of all measurable functions h : X → R, such that µ(eh) = 1
(see, e.g., [27, Theorem 4.13]).
Using this formula with g = fs and h = log fµ(f) , we obtain
u′(s) = µ(fs log fµ(f) ) + log(µ(f))u(s) ≤ Ent(fs) + log(µ(f))u(s).
Hence, by the modified log-Sobolev inequality (mLSI) and Lemma 2.6 combined
with Assumption 1,
ρ0
(
u′(s)− log(µ(f))u(s)) ≤ ρ0 Ent(fs) ≤ sE(fs, log f)
≤ sE(f, fs−1 log f) = sv′(s).
Consequently, since sµ(f)1−s ≤ se1−s ≤ 1, we arrive at
ρ0
(
u(s)µ(f)1−s
)′
= ρ0µ(f)1−s
(
u′(s)− log(µ(f))u(s)) ≤ sµ(f)1−sv′(s) ≤ v′(s).
Integrating both sides over the interval [1, p] yields the result (recall that inf f =
e). 
Having Propositions 2.8 and 2.9 we can turn to the proof of the main result.
Proof of Theorem 2.1. Fix any p ∈ (1, 2] and take any bounded nonnegative func-
tion f such that f, fp−1 ∈ Dom(E). For θ ∈ (0, 1) denote g = max(f, θµ(f)) and
Pθ = P(f < θµ(f)). Then µ(fp) ≤ µ(gp) and, since µ(g) ≤ (1 + θPθ)µ(f) and
x 7→ (1 + θx)p is convex for x ∈ [0, 1],
µ(fp)− µ(f)p ≤ µ(gp)− µ(g)p + µ(f)p((1 + θPθ)p − 1)
≤ µ(gp)− µ(g)p + µ(f)pPθ
(
(1 + θ)p − 1).(2.1)
Clearly µ(g)/ inf g ≤ (1 + θ)/θ, therefore Proposition 2.9 implies that
(2.2) ρ0(µ(gp)− µ(g)p) ≤
(
e 1+θθ
)p−1 E(g, gp−1) ≤ (e 1+θθ )p−1 E(f, fp−1),
where we also used the fact that x 7→ max(x, a) is a contraction and Assumption 1.
Combining (2.1) and (2.2) yields a defective Beckner inequality:
(2.3) ρ0(µ(fp)− µ(f)p) ≤ ρ0µ(f)pPθ
(
(1 + θ)p − 1)+ (e 1+θθ )p−1 E(f, fp−1).
It remains to deal with the first summand on the right-hand side
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By Taylor’s expansion with the integral form of the remainder (and since p ≤ 2)
µ(fp)− µ(f)p = p(p− 1)µ
(∫ f
µ(f)
up−2(f − u) du
)
≥ p(p− 1)µ
(
1{f<µ(f)}
∫ µ(f)
f
up−2(u− f) du
)
≥ p(p− 1)
2
µ(f)p−2µ
(
(µ(f)− f)2+
)
,
while by Chebyshev’s inequality
Pθ = P
(
(1− θ)µ(f) ≤ (µ(f)− f)+
) ≤ µ((µ(f)− f)2+)
(1 − θ)2(µ(f))2 ,
whence
Pθµ(f)p ≤ 2(µ(f
p)− µ(f)p)
p(p− 1)(1− θ)2 .
Plugging the above estimate into (2.3) and optimizing over θ ∈ (0, 1) yields Beck-
ner’s inequality (Bec-p) with
αp ≥ ρ0 · p2 · supθ∈(0,1)
k(p, θ),
where we recall that
k(p, θ) =
(
1− 2
(
(1 + θ)p − 1)
p(p− 1)(1 − θ)2
)
· θ
p−1
ep−1(1 + θ)p−1
.
The extension to not necessarily bounded functions follows by Lemma 2.3.
Of course, for some values of p ∈ (1, 2] the bound αp ≥ (1 − 1/p)ρ0 provided
by Proposition 2.8 may be better. We shall now compare both expressions to get
some more explicit estimates on the multiplicative factor
Kp = max{1− 1/p; p/2 · sup
θ∈(0,1)
k(p, θ)}.
It is easy to see that limp→2− Kp = 1/2. Since limp→1+ k(p, (p − 1)2) = 1 and
obviously k(p, θ) ≤ 1, we conclude that limp→1+ Kp = 1/2.
Moreover one can check that
Kp ≥ max{1− 1/p; p/2 · k(p, 0.25 · (1− p)2)} ≥ 0.17.(2.4)
This ends the proof of the theorem. 
Remark 2.10. Note that the numerical bound (2.4) cannot be substantially im-
proved if we want it to hold for all p ∈ (1, 2]. Indeed, we have
K6/5 ≤ 0.18.
Identification of the best constants Koptp such that αp ≥ Koptp ρ0 seems to be an
interesting open question.
3. Moment estimates derived from Beckner’s inequalities
In this section we revisit the arguments by Boucheron et al. [27, Theorem
15.5] and present them in the context of general Beckner inequalities. We derive
moment inequalities, which are valid in particular under the assumption of mod-
ified log-Sobolev inequality. These moment estimates will lie at the core of the
applications presented in subsequent sections. In this section we still work with
a probability space (X ,B, µ). Accordingly all the moments of functions/random
variables are calculated with respect to the measure µ, i.e., for g : X → R, we set
‖g‖r = (µ(|g|r))1/r.
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Proposition 3.1. Assume that Γ+ is defined, as in (1.14), via some kernel Qx
satisfying the detailed-balance condition (1.10). Let E be given by (1.11) and assume
that for all p ∈ (1, 2] the Beckner inequality (Bec-p) is satisfied with constant αp ≥
a(p− 1)s for some a > 0, s ≥ 0. Then for every measurable f : X → R and r ≥ 2,
‖(f − µ(f))+‖2r ≤ (1− 2−(s+1))
rs+1
a
κ(s) ‖Γ+(f)‖r/2 ,(3.1)
‖(µ(f)− f)+‖2r ≤ (1− 2−(s+1))
rs+1
a
κ(s) ‖Γ+(−f)‖r/2 ,(3.2)
where κ(s) = (1− e−(s+1)/2)−1.
The case of s = 0 corresponds via Theorem 2.1 to the modified log-Sobolev in-
equality (mLSI), while the case s = 1 via Proposition 2.8 to the Poincaré inequality.
In fact, if the inequality (Bec-p) holds for some p ∈ (1, 2], then also the Poincaré
inequality holds (see Proposition B.6) and so one can find a > 0, such that (Bec-p)
holds for all p ∈ (1, 2] with αp ≥ a(p − 1). Thus the interesting range of the
parameter s in the above proposition is [0, 1].
In most applications that we have in mind, Γ will be indeed defined by some
kernel. However, similar estimates may be derived also in a more abstract setting,
encompassing in particular general reversible Markov semigroups. In Section 4.1 we
will use such a statement to present certain weighted Lp Poincaré inequalities. In
line with our general approach of writing the inequalities in an abstract form, under
structural assumptions, we will formulate the next result in terms of the following
additional assumption.
Assumption 2.
• For any bounded f ∈ A, any c ∈ R, and any γ > 1, t ≥ 1,
E(|f + c|γ , |f + c|) ≤ 2γ∥∥|f + c|γ−1∥∥ t
t−1
∥∥Γ(f)∥∥
t
.(3.3)
• For any f ∈ A there exists a sequence fn of bounded elements of A, such
that fn → f and Γ(fn) ≤ Γ(f) µ-a.s.
Remark 3.2. The first part of the above assumption is satisfied in particular if
A is any algebra contained in the domain of the infinitesimal operator L of a
Markov semigroup reversible with respect to µ. The second part may depend
on the choice of A, however in most cases in the theory of Dirichlet forms one
chooses A which is stable under composition with smooth functions, which allows
for appropriate truncations, implying the second part (see, e.g., Definition 3.3.1.
of the extended algebra A in the monograph [13]). We provide derivation of both
parts of Assumption 2 in this standard Markovian setting in Proposition C.2 in the
Appendix.
Proposition 3.3. Let E : Dom(E) × Dom(E) → R be a nonnegative definite sym-
metric bilinear form and let Γ: A×A → L0(X , µ), where A ⊆ Dom(E) is a linear
subspace, be a bilinear form related to E by (1.7). If Assumptions 1 and 2 are satis-
fied and for all p ∈ (1, 2] the Beckner inequality (Bec-p) holds with αp ≥ a(p− 1)s
for some a > 0, s ≥ 0, then for all f ∈ A and r ≥ 2,
‖f − µ(f)‖2r ≤
rs+1κ(s)
a
‖Γ(f)‖r/2 ,(3.4)
where κ(s) is as in Proposition 3.1.
Remark 3.4. We remark that the inequalities of Propositions 3.1 and 3.3 should be
again understood in the following sense: if the right-hand side is finite, then the
left-hand side is well-defined and the inequality holds. Let us also mention that the
inequalities of Proposition 3.3 can be extended beyond the space A, if one replaces
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the right-hand side via a family of norms extending the moments of
√
Γ(f) and
defined by appropriate duality. We will not pursue this direction and refer to the
article [6] by Aida–Stroock where similar moment estimates were proved under the
stronger assumption of the log-Sobolev inequality (LSI). The inequalities derived
by Aida–Strock from (LSI), in our setting read as
||f − µ(f)‖2r ≤ ρ−11 (r − 3/2)‖Γ(f)‖r/2.(3.5)
We remark that the derivation of moment estimates from the log-Sobolev in-
equality by Aida and Stroock is based on computing the derivative of ‖f‖2t with
respect to t ∈ [2, r], and identification of a part corresponding to Ent |f |t, which
can be estimated via (LSI). Such an estimation allows for convenient cancelations
and yields a uniform bound on the derivative on the interval [2, r]. This approach
has been subsequently used, e.g., in [25, 2, 1] in the context of weighted log-Sobolev
inequalities or various modified log-Sobolev inequalities on Rn (of different nature
than (mLSI)). It does not seem however that this approach can work with (mLSI).
Theorem 2.1 allows to pass from (mLSI) to (Bec-p) and use the argument intro-
duced by Boucheron, Bousquet, Lugosi, and Massart for product measures.
It is also known (see, e.g., Proposition 2.5. in [88] for the proof in the case
Γ(f) = |∇f |2), that the Poincaré inequality implies moment estimates of the form
‖f − µ(f)‖2r ≤
C
λ
r2‖Γ(f)‖r/2(3.6)
for r ≥ 2. This corresponds to the case s = 1 in Proposition 3.3.
Remark 3.5. It is easy to check that Assumption 2 is verified in the setting of
Proposition 3.1. In fact the moment inequality of Proposition 3.3 provides better
constants than one would obtain by combining the two estimates of Proposition 3.1
and pointwise estimates Γ+(f),Γ+(−f) ≤ 2Γ(f).
Remark 3.6. An inspection of the proofs of Propositions 3.1 and 3.3 shows that if
one assumes that the inequality (Bec-p) holds just for p ∈ [p0, 2] for some p0 > 1,
then the moment estimates will still hold, but for 2 ≤ r ≤ r0 = p0p0−1 . We will use
this observation in Section 4.1.
Proof of Proposition 3.1. Let us start with the inequality (3.1) and consider the
case of bounded functions f ∈ A.
We will show by induction a slightly stronger statement, namely that for all
positive integers k and r ∈ (k, k + 1]
‖(f − µ(f))+‖2r ≤ cr ‖Γ+(f)‖max(r/2,1) ,
where
cr =
1
a
max
(κr(s)rs+1
κ2(s)
; 1
)
, κr(s) =
(
1−
(
r − 1
r
)(s+1)r/2 )−1
ր κ(s)(3.7)
as r →∞.
In what follows the parameter r will change while s will remains fixed, so to
simplify the notation we will suppress the dependence of κr(s) on s and write
simply κr.
For k = 1 and any r ∈ (1, 2],
‖(f − µ(f))+‖2r ≤ ‖f − µ(f)‖2r ≤ ‖f − µ(f)‖22 ≤
1
a
E(f, f) ≤ cr ‖Γ+(f)‖1 ,(3.8)
where in the second step we used Jensen’s inequality, in the third one the Poincaré
inequality (which holds if (Bec-p) holds, see Proposition B.6 in the Appendix),
while the last one follows from (1.13) and cr ≥ c1 = 1/a. This yields the induction
basis.
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Assume that the induction hypothesis holds for all integers smaller than some
k > 1. Consider any r ∈ (k, k + 1] and a bounded function f : X → R. Choose p
such that r = pp−1 and denote γ =
1
p−1 , g = (f − µ(f))+. Applying the Beckner
inequality (Bec-p) to the function gγ and using the form (1.12) of E (which is a
consequence of the detailed balance condition (1.10)), together with the convexity
of x 7→ xγ , we get
αp(µ(gγp)− µ(gγ)p) ≤ p2
∫
(gγ(x) − gγ(y))+(g(x) − g(y))+Qx(dy)µ(dx)
≤ γp
2
∫
gγ−1(x)Γ+(g)µ(dx).(3.9)
Since (g(x) − g(y))+ ≤ (f(x) − f(y))+, we have Γ+(g) ≤ Γ+(f), and so by
Hölder’s inequality with exponents γpγp−2 and
γp
2 (recall that γ + 1 = γp = r), we
obtain
αp(µ(gγp)− µ(gγ)p) ≤ γp2 (µ(g
γp))
γp−2
γp ‖Γ+(f)‖γp/2 .(3.10)
Denoting lr = ‖g‖r and observing that αp ≥ a/rs, the above inequality divided by
αp and restated in terms of r gives
lrr ≤ lrr−1 + lr−2r
rs+1
2a
‖Γ+(f)‖r/2 .
The induction hypothesis allows us to estimate lr−1:
(3.11) lrr ≤
(
cr−1 ‖Γ+(f)‖max((r−1)/2,1)
)r/2
+ lr−2r
rs+1
2a
‖Γ+(f)‖r/2 .
Note that we can assume that ‖Γ+(f)‖r/2 > 0, since otherwise (as r > 2) we
obtain ‖Γ+(f)‖1 = 0 and by the induction assumption (f − µ(f))+ = 0. Recall
that cr = max
(
κrr
s+1/κ2; 1
)
/a and thus, by the monotonicity in u of κu and
‖Γ+(f)‖max(u/2,1), and since r > 2,
cr−1 ‖Γ+(f)‖max((r−1)/2,1)
cr ‖Γ+(f)‖r/2
≤ cr−1
cr
≤
(
r − 1
r
)s+1
.
Consequently, dividing (3.11) by (cr ‖Γ+(f)‖r/2)r/2, leads to(
l2r
cr ‖Γ+(f)‖r/2
)r/2
≤
(
r − 1
r
)(s+1)r/2
+
κ2
2κr
(
l2r
cr ‖Γ+(f)‖r/2
)(r−2)/2
.(3.12)
The function
h(x) =
(
r − 1
r
)(1+s)r/2
+
1
κr
x1−2/r − x
is strictly concave on [0,∞), positive at x = 0 and h(1) = 0 (by the definition of
κr). As a consequence, h(x) ≥ 0 implies x ≤ 1, whence (note that κ2/2 ≤ 1)
l2r ≤ cr ‖Γ+(f)‖r/2
which proves the induction step and demonstrates (3.1) for bounded functions f .
Let us now remove the boundedness assumption. If f : X → R is an arbitrary
function with ‖Γ+(f)‖r <∞ , then E(f, f) = ‖Γ+(f)‖1 <∞ and as a consequence
by the Poincaré inequality, we obtain µ(|f |) <∞ and
Varµ(f) ≤ 1
a
E(f, f).
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In particular, defining fM = max(min(f,M),−M) we obtain fM → f pointwise
and µ(fM )→ µ(f) as M →∞. Applying (3.1) to fM we obtain
‖(fM − µ(fM ))+‖2r ≤ (1− 2−(s+1))
rs+1
a
κ(s)‖Γ+(fM )‖r/2.(3.13)
However
Γ+(fM )(x) =
∫
X
(fM (x) − fM (y))2+Qx(dy)
≤
∫
X
(f(x)− f(y))2+Qx(dy) = Γ+(f)(x).
Therefore Fatou’s lemma implies that (3.1) for f follows from (3.13) by letting
M →∞.
The inequality (3.2) follows by (3.1) applied to −f . 
Proof of Proposition 3.3. The general scheme of the proof is analogous as in the
case of Proposition 3.1, one just needs to appropriately replace the pointwise esti-
mates with the kernel Qx by the abstract assumptions. Therefore instead of writ-
ing the complete proof we will just explain how to modify the arguments leading
to (3.1).
We again prove by induction that for all positive integers k, r ∈ (k, k + 1], and
bounded f ∈ A,
‖f − µ(f)‖2r ≤ cr‖Γ(f)‖max(r/2,1)
with cr = κr(s)rs+1/a ≥ 1/a. The quantity κr(s) is defined as in (3.7), note
however the difference between the definition of cr in this proof and therein.
For k = 1, this follows analogously as in (3.8), by ignoring the first inequality
and using E(f, f) = ‖Γ(f)‖1 in the last estimate (note that finiteness of ‖Γ(f)‖1
implies that µ(f) is well-defined).
As for the induction step, we consider g = f −µ(f) and γ = 1p−1 where r = pp−1 .
By Assumption 1, g, |g| ∈ Dom(E).
Assume that ‖g‖∞ =M and observe that for a, b ∈ [−M,M ]∣∣|a|γ − |b|γ∣∣ ≤ γMγ−1|a− b|.
Therefore, again by Assumption 1, |g|γ ∈ Dom(E).
Applying thus (Bec-p) with parameter p to |g|γ we obtain
αp
(
µ(|g|γp)− µ(|g|γ)p) ≤ p
2
E(|g|γ , |g|).(3.14)
Now, by the first part of Assumption 2 applied with t = γp/2 = r/2 together
with the equality tt−1 = γp/(γp− 2) = γp/(γ − 1), we get
αp
(
µ(|g|γp)− µ(|g|γ)p) ≤ γp(µ(|g|γp)) γp−2γp ‖Γ(f)‖γp/2.
The last inequality is a direct analogon of (3.10), the difference being just the lack
of the factor 1/2 on the right-hand side.
The rest of the induction step is the same as in the proof of Proposition 3.1,
leading to
‖f − µ(f)‖r ≤ c′r‖Γ(f)‖r/2
for bounded f ∈ A, the only difference being the lack of the factor κ2/2 in the
counterpart of (3.12), which in the proof of Proposition 3.1 was estimated from
above by one.
The extension to general f ∈ A follows easily by approximation from the second
part of Assumption 2. 
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4. Applications
We will now present applications of our results to various stochastic models
in which modified log-Sobolev inequalities or Beckner inequalities are proven. Our
main goal is to obtain new moment inequalities and derive from them concentration
etimates.
4.1. The continuous setting. As already mentioned in the Introduction, in the
diffusive case, when the chain rule is satisfied, there is equivalence between the modi-
fied log-Sobolev inequality (mLSI) and the usual log-Sobolev inequality (LSI) as well
as between the two forms (Bec-p) and (Bec-q) of Beckner’s inequality. Therefore,
as explained in Section 1.4 the equivalence between the log-Sobolev inequalities
and Beckner inequalities has been known in this case. Nevertheless, the equiv-
alence of (Bec-p) and (Bec-q) as well as some known examples of measures sat-
isfying (Bec-q) allow us to obtain moment estimates in Lr with optimal rate of
dependence on r as r →∞ in several situations of interest.
We will start with a result proved by Wang [103, Corollary 1.3] in the setting of
Riemannian manifolds.
Proposition 4.1. Let E be a d-dimensional non-compact connected complete Rie-
mannian manifold with Ricci curvature bounded from below. Let ρ(x) be the Rie-
mannian distance between x and a fixed point o. Consider µ(dx) := ZeV dx, where
V is a continuous function on M such that V + θργ is bounded for some γ ∈ (1, 2]
and θ > 0, dx stands for the Riemannian volume measure, and Z is the normaliza-
tion. Let E(f, f) := µ(|∇f |2) with D(E) = H1,2(µ). Then there exists β > 0 such
that (Bec-q) holds for all q ∈ [1, 2) with βq ≥ β(2− q)2/γ−1.
As a consequence, by Proposition 3.3 applied to A being the class of smooth
compactly supported functions, followed by standard approximation techniques,
we obtain
Corollary 4.2. In the setting of Proposition 4.1, there exists a constant C, de-
pending only on β, such that for any smooth function f : M → R and all r ≥ 2,
‖f − µ(f)‖r ≤ Cr1/γ‖∇f‖r,(4.1)
where the norms are taken in Lr(E, µ).
We remark that the example of measures µγ (γ ∈ [1, 2]) on Rd with density
cdγ exp(−
∑d
i=1 |xi|γ) (as investigated by Latała and Oleszkiewicz in [77], who proved
that in this case β > 0 can be taken to be a universal constant) shows that the
exponent 1/γ in the above corollary is optimal. We also note that in the case of Rd,
moment estimates of the form (4.1) for γ ∈ (1, 2) can be derived from a combination
of recent result [16] and [2] (the case γ = 2 corresponds to results by Aida–Stroock,
the case γ = 1 can be found in [88]). The former article establishes an implica-
tion between Beckner inequalities (Bec-q) and certain log-Sobolev inequalities with
modified energy form (introduced by Gentil et al. in [54]), which are shown in [2]
to imply (4.1). However in both of the said implications, additional dependence on
γ is introduced and the constants explode for γ → 1. To the best of our knowledge,
the above corollary is new even in the case of measures µγ , γ ∈ (1, 2).
Another example we would like to discuss concerns weighted inequalities for
heavy tailed measures. We will focus on the Cauchy measure, defined on Rn as
νn,b(dx) =
1
Z(1 + |x|2)b
for b > n/2 (where Z is a normalizing constant).
MODIFIED LOG-SOBOLEV AND BECKNER INEQUALITIES 17
Being heavy-tailed, the measure νn,b cannot satisfy the usual functional inequal-
ities of Definition (1.3) with E(f, g) = µ(〈∇f,∇g〉). Nevertheless as shown in
[97, 20, 26, 89], for b ≥ n+1, νn,b satisfies the following weighted Poincaré inequal-
ity for smooth functions:
Varνn,b(f) ≤
1
2(b− 1)
∫
Rn
|∇f(x)|2(1 + |x|2)νn,b(dx).
Moreover the weight 1+ |x|2 is of optimal growth at infinity and the constant 12(b−1)
is optimal. We remark that the weighted Poincaré inequality (without optimal
constant) is known in a larger range of parameters (see, e.g., [25]), in what follows
we however restrict to b ≥ n+1, as we are going to use recent Beckner inequalities
obtained under this assumption.
In [34] the above inequality has been complemented by a weighted log-Sobolev
inequality
Entνn,b(f
2) ≤ Cn,b
∫
Rn
|∇f(x)|2(1 + |x|2) log(e+ |x|2)νn,b(dx),
where Cn,b is a constant, depending only on n, b. Again, the growth of the weight
is optimal at infinity (the result was earlier proved with a weight of faster growth
in [25]).
By known approaches to moment estimates, related to (3.6) and (3.5) the above
results provide for r ≥ 2 bounds of the form
‖f − νn,b(f)‖Lr(νn,b) ≤
C√
b− 1r‖
√
ω1∇f‖Lr(νn,b),(4.2)
where ω1(x) = 1 + |x|2, and C is a universal constant, and
‖f − νn,b(f)‖Lr(νn,b) ≤
√
Cn,b(r − 3/2)‖√ω2∇f‖Lr(νn,b),(4.3)
where ω2(x) = (1+|x|2) log(e+|x|2). See [25, 34] where similar moment inequalities
were considered for Lipschitz functions. It is easy to see that (4.2) and (4.3) are
not comparable. The latter has better dependence on r, the former may perform
better if the function is supported far from the origin.
Recently, Bakry, Gentil, and Scheffer [14] proved that for q ∈ [1, 2− 2b−n+1 ], the
measure νn,b satisfies a weighted Beckner inequality
2(b− 1)
(
νn,b(f2)− νn,b(f q)2/q
)
≤ (2− q)
∫
Rn
|∇f(x)|2(1 + |x|2)νn,b(dx).(4.4)
Interpreting E(f, g) = ∫
Rn
〈∇f,∇g〉ω1dνn,b as a Dirichlet form related to the diffu-
sion with generator Lf = ω1∆f + 〈∇ω1 − ω1∇V,∇f〉, where V = − log(νn,b(dx)dx ),
and using the relation between the inequalities (Bec-q) and (Bec-p) discussed in
Section 1.4 we see that for all p ∈ [1 + 1b−n , 2],
2(b− 1)(νn,b(fp)− νn,b(f)p) ≤ E(f, fp−1).
Note that this inequality cannot be satisfied for all p ∈ (1, 2] with a uniform
constant, since this would contradict the optimal growth of weight w2 for the log-
Sobolev inequality. Using thus Remark 3.6 with Γ(f, g) = 〈∇f,∇g〉ω1, we obtain
the following
Corollary 4.3. If b ≥ n + 1 then for any smooth function f : Rn → R, and
r ∈ [2, b− n+ 1],
‖f − νn,b(f)‖Lr(νn,b) ≤
C√
(b − 1)
√
r‖√ω1∇f‖Lr(νn,b),(4.5)
where C is a universal constant.
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The above corollary complements the inequalities (4.2) and (4.3), improving
on some of their aspects in the situation when b is substantially larger than n
and r is large, as it provides better dependence on r than (4.2) and at the same
is based on the weight ω1 which is smaller than ω2 used in (4.3). However, in
the case of fixed b the range of r for which the estimate holds is restricted. We
remark that weighted Beckner inequalities for more general heavy tailed convex
measures have been recently obtained in [90]. They have been also generalized
to the manifold setting in [55]. In all these cases one can derive similar weighted
moment inequalities, we chose the case of the Cauchy measure to simplify the
exposition.
4.2. Product spaces. The Herbst argument, which is now the main tool for de-
riving concentration estimates from log-Sobolev type inequalities, appeared for the
first time in the 1970s in an unpublished letter from I. Herbst to L. Gross. In
the mid 1990s in the seminal paper [78] Ledoux demonstrated the strength of this
argument in the context of concentration inequalities in product spaces, recovering
many inequalities by Talagrand, obtained by a more difficult inductive approach
based on appropriate notions of isoperimetry [101, 100]. Since then the method
was further developed by many authors, most notably by Boucheron, Bousquet,
Lugosi, and Massart. Massart [85] and Boucheron, Lugosi, and Massart [29, 30]
developed many modified log-Sobolev inequalities for product spaces, which were
applied to a variety of problems, ranging from information theory through combi-
natorics to statistics and probability in Banach spaces. In a subsequent paper with
Bousquet [28] they also established moment estimates, which are a direct inspira-
tion for our Proposition 3.1. For this purpose they developed Beckner inequalities
of the form (Bec-p) in product spaces, by deriving first tensorization properties for
φ-entropies (present also in the work [77] by Latała and Oleszkiewicz) and then
establishing one dimensional cases of (Bec-p) (thus proceeding in a manner parallel
to the derivation of the modified log-Sobolev inequality in product spaces, based
on tensorization properties of the usual entropy functional).
Our contribution in the context of product measures is an observation that
thanks to the equivalence of (Bec-p) and (mLSI) with a mild change in constants,
the Beckner’s inequalities obtained in [28] can be derived directly from the most
basic modified log-Sobolev inequality for product distributions. We would like to
stress again that the subsequent derivation of moment inequalities that we present
in Proposition 3.1 relies very heavily on the approach from [28].
For reader’s information and for comparison with the more general case of
Glauber dynamics, discussed in the next section, we will now state some of the
moment inequalities presented in [28] (we remark that this paper provides also
other moment inequalities obtained under additional assumptions on the random
variables in question).
Theorem 4.4 ([28, Theorem 2]). Let (X1, . . . , Xn) be independent random vari-
ables with values in a measurable space E and let Z = f(X1, . . . , Xn) for some mea-
surable function f . Let moreover X ′1, . . . , X
′
n be independent copies of X1, . . . , Xn
and set Zi = f(X1, . . . , Xi−1, X ′i, Xi+1, . . . , Xn).
Then for r ≥ 2,
‖(Z − EZ)+‖r ≤
√
κr‖
√
V+‖r,(4.6)
where
V+ = E
( n∑
i=1
(Z − Zi)2+
∣∣∣X1, . . . , Xn)
and κ =
√
e√
e−1 .
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We remark that for p = 2 this result recovers (up to constants) the Efron–Stein
inequality for the variance.
Let us now relate the above theorem to our Theorem 2.1 and Proposition 3.1 and
explain how they imply a version of the estimate (4.6). Denote by µ the distribution
of the sequence (X1, . . . , Xn) and observe that the quantity V+ coincides with our
Γ+(f) (recall (1.14)) for Γ given by
Γ(f, g) =
1
2
∫
En
(f(y)− f(x))(g(y) − g(x))Qx(dy),
for the kernel
Qx(A) =
∫
En
n∑
i=1
1A(x1, . . . , xi−1, yi, xi+1, . . . , xn)µ(dy),
reversible with respect to µ (as already mentioned this can be seen as a special case
of Glauber dynamics).
The modified log-Sobolev inequality (mLSI) holds in this case simply due to
Jensen’s inequality and tensorization (the idea present already in the paper [78] by
Ledoux). Indeed, for any random variable X , denoting by X ′ its independent copy,
we have
Ent(f(X)) ≤ E f(X) log f(X)− E f(X)E log f(X)
= E f(X)(log f(X)− log f(X ′))
=
1
2
E(f(X)− f(X ′))(log f(X)− log f(X ′)),
which, when combined with the well known tensorization property of entropy (see,
e.g. [27, Theorem 4.10])
Entµ(f) ≤
∫ n∑
i=1
Entµi(f)dµ,
for µ = µ1 ⊗ · · · ⊗ µn gives (mLSI) with ρ0 = 1 (here Entµi denotes the entropy
computed on a product space just with respect to the i-th coordinate and the
measure µi, with the other coordinates fixed). By Theorem 2.1 this gives Beckner’s
inequality (Bec-p) with αp ≥ 16 . Now, Proposition 3.1 applied with a = 1/6 and
s = 0 gives (4.6) with κ = 3
√
e√
e−1 , which is worse than Theorem 4.4 just by a
factor
√
3.
4.3. Glauber dynamics. Let us now consider X = EI , where I is a finite set and
E is a Polish space endowed with the Borel σ-field. Let µ be a probability measure
on X . For x ∈ X and J ⊆ I, let xJ = (xi)i∈J . Let also X = (Xi)i∈I be an X -valued
random variable distributed according to µ. Finally for i ∈ I let X ′i be an E-valued
random variable such that its (regular) conditional distribution given X satisfies
µi(·|x) := P(X ′i ∈ · |X = x) = P(Xi ∈ · |X{i}c = x{i}c ).
In other words, X ′i and Xi are conditionally i.i.d. givenX1, . . . , Xi−1, Xi+1, . . . , Xn.
Denote X i = (Yj)j∈I where Yj = Xj for j 6= i and Yi = X ′i (i.e., X i is obtained
from X by replacing Xi with X ′i). The Glauber dynamics (known also as the Gibbs
sampler or heath bath) is given by a generator of the form
Lf(x) =
∑
i∈I
∫
E
(f(x1, . . . , xi−1, y, xi+1, . . . , xn)− f(x))µi(dy|x)
and corresponds to a càdlàg Markov process (X(t))t≥0 in which at rate |I| a coor-
dinate i ∈ I is chosen uniformly and Xi(t−) is replaced with a value drawn from
the distribution µi(·|X(t−)), while the remaining coordinates are kept intact.
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Let us note that if µ is a product measure, then µi(·|x) equals to the i-th mar-
ginal of µ (in particular is independent of x) and the situation reduces to the case
described in the previous section with I = [n] := {1, . . . , n}. In the general case
the generator and the carré du champ operator are given by the kernel
Qx(A) =
∫
X
∑
i∈I
1A(x1, . . . , xi−1, yi, xi+1, . . . , xn)µi(dy|x).(4.7)
Plugging this kernel into formulas (1.9) and (1.14), and using the properties of
the variables X i, we obtain
Γ(f) =
1
2
∑
i∈I
E((f(X)− f(X i))2|X),
Γ+(f) =
∑
i∈I
E((f(X)− f(X i))2+|X).
Therefore, a combination of Theorem 2.1, Proposition 3.1 and Proposition 3.3 gives
in this setting the following corollary.
Corollary 4.5. In the setting described above, if the Glauber dynamics satisfies
the modified log-Sobolev inequality (mLSI) with constant ρ0, then for p ∈ (1, 2] it
satisfies (Bec-p) with αp ≥ ρ0/6. Moreover for every function f : X → R and r ≥ 2,
‖(f(X)− E f(X))+‖r ≤ K
√
r
∥∥∥(∑
i∈I
E((f(X)− f(X i))2+|X)
)1/2∥∥∥
r
≤ K√r
∥∥∥(∑
i∈I
(f(X)− f(X i))2+
)1/2∥∥∥
r
and
‖f(X)− E f(X)‖r ≤ K
√
r
∥∥∥(∑
i∈I
E((f(X)− f(X i))2|X)
)1/2∥∥∥
r
≤ K√r
∥∥∥(∑
i∈I
(f(X)− f(X i))2
)1/2∥∥∥
r
,
where K =
√
3
√
e
ρ0(
√
e−1) .
Inequalities of this type have been recently derived for measures on finite prod-
uct spaces [58] using the Aida–Stroock approach, based on the usual log-Sobolev
inequality (LSI). This results in the constant K being a multiple of ρ−1/21 . However
in many cases (even if µ is a product measure on a finite set) the constant ρ1 is
much smaller than ρ0. Moreover, as shown in [64] in the general case ρ1 > 0 for the
Glauber dynamics only if µ is finitely supported, which is in contrast to ρ0 which,
as stated in the previous section, is positive, e.g., for all product measures. Using a
Holley–Stroock type perturbation argument (cf. [70, 8]) one can also easily produce
examples of non-product measures with infinite support and ρ0 > 0.
Several examples satisfying the modified log-Sobolev inequality (mLSI) and the
log-Sobolev inequality (LSI) have been recently presented by Sambale and Sinulis
in [96]. They are based on a general theorem concerning approximate tensorization
of entropy under a Dobrushin type condition due to Marton [84] (see also [58]). Let
us now state their general result.
Assume that E is finite and define the Dobrushin matrix A = (Aij)i,j∈I as
Aij = sup
x,y∈X : x{j}c=y{j}c
‖L(Xi|X{i}c = x{i}c)− L(Xi|X{i}c = y{i}c)‖TV
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for i 6= j and Aii = 0 (where ‖ · ‖TV denotes the total variation norm). Let
α = 1 − ‖A‖ℓ2→ℓ2 , where ‖A‖ℓ2→ℓ2 is the operator norm of the matrix A. Define
also for J ( I and i /∈ J
βi,J = inf
xJ∈E
J,yJc∈E
Jc
(xJ ,yJc )∈supp(µ)
P(Xi = (yJc)i|XJ = xJ )
(for J = ∅ we understand the above simply as infy∈supp(µ) µ({y})).
Finally set
β = inf
J(I
inf
i/∈J
βi,J .
Theorem 4.6 ([96, Theorem 4.1]). If α, β > 0, then
ρ0 ≥ α2β, ρ1 ≥ log(2)α
2β
2 log(β−1)
.
(Recall that here ρ0 is the constant on the left-hand side in the modified log-
Sobolev (mLSI) and note that due to a different normalization of the Dirichlet
form and a different convention concerning constants in [96] our parameter ρ0 cor-
responds to 2|I|/ρ0 therein). Using Theorem 2.1 we immediately obtain
Corollary 4.7. If α, β > 0, then for p ∈ (1, 2] the inequality (Bec-p) holds with
αp ≥ α
2β
6 .
Sambale and Sinulis apply Theorem 4.6 to several stochastic models, including
exponential random graphs, random graph colorings, hardcore model. In an earlier
paper [64] with Götze they also treat the Ising model. They are primarily interested
in situations when for a family of models on sets In with |In| → ∞ the constants
ρ0, ρ1 are uniformly separated from zero. From this point of view the sufficient
conditions that can be obtained from Theorem 4.6 are the same for both constants.
If one is however interested in a more quantitative analysis, and looks at the depen-
dence of the constants on the parameters of the model, then typically ρ0 is of smaller
order than ρ1 (as β becomes small). In particular, a combination of Corollary 4.5
with estimates on ρ0 given in Theorem 4.6 indeed gives better dependence of con-
stants in moment inequalities than those derived from the Aida–Stroock approach
based on ρ1.
Below we discuss this in more detail for selected classical stochastic models.
4.3.1. Exponential random graphs. Let In = {(i, j) ∈ [n]2 : i < j} and identify
elements of Gn = {0, 1}In with simple graphs on n-vertices in a natural way. For
γ = (γ1, . . . , γs) ∈ Rs and simple connected graphs Gi = (Vi, Ei), i = 1, . . . , s, let
µγ be a probability measure on Gn given by the weight of the form
exp(−Hγ(x)), x ∈ Gn,
with
Hγ(x) = n2
s∑
i=1
γi
NGi(x)
n|Vi|
,
where for simple graphs H = (VH , EH) and G = (VG, EG), NH(G) is the number
of homomorphisms from H to G, i.e., injective maps i : VH → VG, which preserve
edges. We assume (by convention) that G1 is the complete graph on two vertices
and that |Ei| > 1 for i > 1. Then, for s = 1, the measure µγ corresponds to the
distribution of the Erdős–Rényi random graphG(n, p) with p = eγ1(1+eγ1)−1. The
general model for arbitrary s and graphs Gi is known as the exponential random
graph model and it has been an object of intensive studies in recent years, both from
the theoretical point of view and in connection to applications, e.g., to modeling of
social networks. We refer to [38] and [40] for a detailed presentation. Sambale and
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Sinulis provide a sufficient condition for the constants ρ0 and ρ1 to be separated
from zero independently of the size n of the model. An inspection of their proof
reveals that if
δ :=
1
2
s∑
i=2
|γi||Ei|(|Ei| − 1) < 1,
then one can apply Theorem 4.6 with some α ≥ 1−δ and β ≥ ce−2|γ1| for a universal
constant c > 0. Thus in this case the bounds on ρ0 and ρ1 differ by a factor of order
|γ1| when |γ1| → ∞. It is an interesting question to verify if the constant ρ1 indeed
depends on γ1, which corresponds to the Erdős–Rényi product-type behaviour of
the graph.
4.3.2. Ising model on finite sets. Let I = {1, . . . , n} and consider the measure on
X = {+1,−1}n given by
µ({ε}) = 1
Z
exp
(1
2
n∑
i,j=1
Jijεiεj −
n∑
i=1
hiεi
)
,
where J = (Jij)ni,j=1 is a symmetric matrix with vanishing diagonal and h ∈ Rn.
From the statistical physics point of view the matrix J correspond to interaction
between spins, while h describes the external field. Concentration inequalities for
the Ising model have been considered by many authors starting from the 1990s [83,
41], as it is arguably the most basic discrete model with dependencies. The interest
in them has been recently revived in relation to algorithmic applications [45, 44, 56].
Estimates on ρ0 given by Theorem 4.6 have been a starting point for inequalities
obtained in [58, 4], with the Aida–Stroock approach playing a crucial role. Since
each function of the discrete cube can be regarded as a polynomial, by considering
its Fourier–Walsh expansion, it is natural to investigate concentration of measure
in terms of characteristics related to the polynomial representation. In this case
the dependence of the estimates from the said papers on the constant ρ1 increases
with the degree of the polynomial. Therefore an application of Corollary 4.5 again
allows to improve the behaviour of inequalities in the asymptotic case. As for the
parameters α, β of Theorem 4.6, an inspection of the calculations from [58] (cf.
Lemma 3.1. therein) reveals that in this case they can be taken as
α ≥ 1−max
i≤n
∑
j≤n
|Jij |, β ≥ ce−‖h‖∞ .(4.8)
Since the constants in the modified log-Sobolev inequalities do not depend on h in
the product case J = 0, the same question as in the case of exponential random
graphs seems natural also in this setting.
We note that in both cases it is not clear to us whether the above estimates on ρ0
and ρ1 can be improved in a general situation and what the true gap between the
two constants is. Let us also point out that the gap in the estimates of Theorem 4.6
appears in the regime β → 0 and is only logarithmic in 1/β, while the dependence
of the bounds for ρ0 and ρ1 on β is polynomial.
4.3.3. Hardcore model. We will conclude this section with another example of a
classical stochastic model. In this case the model does demonstrate a gap between
ρ0 and ρ1 and not just their known lower bounds. More specifically we will show a
family of hardcore models on a growing sequence of graphs, for which ρ0 remains
separated from zero, while ρ1 → 0.
Let G = (V,E) be a finite simple graph with maximum degree ∆ and let η > 0 be
a parameter. A binary function ε = (εi)i∈V ∈ X := {0, 1}V will be called admissible
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if εiεj = 0 whenever {i, j} ∈ E. Thus admissible functions describe allocations of
particles on V in which one can have at most one particle per vertex and no two
adjacent vertices can be occupied simultaneously. Let µ be a probability measure
on X given by
µ({ε}) = 1
Z
∏
i∈V
ηεi1{ε is admissible},
where Z is the normalization constant. Recently Conforti [42] obtained modified
log-Sobolev inequalities and Beckner inequalities for this model. In particular, im-
proving earlier estimates from [50], under the assumption η∆ < 1 he proved that
ρ0 := ρ0(G, η) ≥ 1− η(∆− 1) + 2min(η, 1 − η∆)1 + η .(4.9)
(we remark that the Glauber dynamics considered by us is slowed down by a factor
1 + η with respect to the one used in [42]). He obtained also general Φ-Sobolev
inequalities, in particular (Bec-p). Estimates for ρ0 and ρ1 independent on |V |
have been also obtained in [96] by means of Theorem 4.6, under the assumption
η(∆−1) < 1, however due to the dependence on the parameter β, they are of worse
order.
Below we will provide a sequence of graphs Gn = (Vn, En) with |Vn| = n + 1,
maximum degree ∆n = n, and such that ρ0 = ρ0(Gn, 1/(2∆n)) is bounded away
from zero, while ρ1 = ρ1(Gn, 1/(2∆n)) = O( 1logn ). Let Gn be a star with center 0
and n rays, i.e., Vn = {0} ∪ [n], En = {{0, i} : i ∈ [n]}.
Note that the set of admissible ε’s is composed of 2n + 1 elements: ε∗ placing
a single particle at zero and 2n configurations with ε0 = 0. Among them let us
distinguish ε◦ such that ε◦(0) = 0, ε◦(i) = 1 for i ∈ [n].
In particular it follows from the above discussion that Z = η+(1+η)n, µ({ε∗}) =
η
Z , µ({ε◦}) = η
n
Z .
Let us test the inequality (LSI) with f = 1{ε◦}. Denoting p = µ({ε◦}), we obtain
Ent f = p log(p−1).
On the other hand
E(
√
f,
√
f) = E(f, f) = E
n∑
i=0
(f(X)− f(X i))2+,
where X,X i are defined at the beginning of this section.
Now, f is nonnegative and equal 0 on {ε◦}c, therefore if X 6= ε◦, then
n∑
i=0
(f(X)− f(X i))2+ = 0.
On the other hand, if X = ε◦ then X0 = X and for i 6= 0, X i 6= X with conditional
probability 11+η . Thus
E(
√
f,
√
f) =
pn
1 + η
.
This shows that ρ1 ≤ n(1+η) log(p−1) . Since p−1 = η+(1+η)
n
ηn ≥ 1ηn , we obtain
ρ1 ≤ 11 + η
1
log(η−1)
.
In particular for η = 12n , we get ρ1 = O
(
1
logn
)
, whereas by (4.9) ρ0 ≥ c for some
c > 0, independent of n.
4.4. The symmetric group.
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4.4.1. General moment estimates. Consider the symmetric group Sn of permuta-
tions of the set [n] equipped with the uniform probability measure πn. We will
view this measure as the stationary distribution for the interchange process. Recall
that this process describes the dynamics of n particles, labeled by the set [n] which
occupy n distinct sites (also labelled by [n]). At rate one a randomly chosen pair
of particles exchange their positions. Let L be the infinitesimal operator for this
process, i.e.,
Lf(σ) =
1
n(n− 1)
n∑
i,j=1
(
f(σ ◦ τij)− f(σ)
)
=
2
n(n− 1)
∑
1≤i<j≤n
(
f(σ ◦ τij)− f(σ)
)
,
where τij stands for the transposition of elements i and j. The corresponding
Dirichlet form is
E(f, g) = 1
2n(n− 1)n!
∑
σ∈Sn
n∑
i,j=1
(
f(σ ◦ τij)− f(σ)
)(
g(σ ◦ τij)− g(σ)
)
=
1
n(n− 1)n!
∑
σ∈Sn
∑
1≤i<j≤n
(
f(σ ◦ τij)− f(σ)
)(
g(σ ◦ τij)− g(σ)
)
.
The modified log-Sobolev inequality for this process with ρ0 ≥ 1n−1 was obtained
independently by Gao–Quastel [53] and Bobkov–Tetali [23], who also obtained the
Beckner inequality (Bec-p) with αp =
p(n+2)
2n(n−1) (we note that the normalization of
the generator L differs across various references, we provide here scaled constants
matching our setting). The Poincaré constant was computed earlier by Diaconis
and Shahshahani [48]. These results can be considered another example demon-
strating that the behavior of constants in Poincaré, modified log-Sobolev or Beck-
ner inequalities can be much better than of the constant in the classical log-Sobolev
inequality, which was proved by Lee and Yau [81] to be of order 1n logn . In a recent
work Götze–Sambale–Sinulis [58] used the result from [81] in combination with the
Aida–Stroock approach to obtain certain tail estimates on the symmetric group.
However the constants in their estimates explode as n→∞.
As a consequence of Beckner inequalities we obtain the following moment esti-
mate for functions on the symmetric group.
Proposition 4.8. Let σ be a uniform random permutation of the set [n]. For an
arbitrary function f : Sn → R and any r ≥ 2,
(4.10) ‖f(σ)− E f(σ)‖r ≤ D4.8
√
r
∥∥∥( 1
n+ 2
n∑
i,j=1
(f(σ) − f(σ ◦ τij))2
)1/2∥∥∥
r
and
(4.11) ‖(f(σ)− E f(σ))+‖r ≤ D4.8
√
r
∥∥∥( 1
n+ 2
n∑
i,j=1
(f(σ)− f(σ ◦ τij))2+
)1/2∥∥∥
r
,
where D4.8 =
√ √
e√
e−1 .
Proof. We have
Γ(f)(σ) =
1
2
Lf2(σ)− f(σ)Lf(σ) = 1
2n(n− 1)
n∑
i,j=1
(
f(σ)− f(σ ◦ τij)
)2
.
The assertion follows by the aforementioned result of Bobkov–Tetali and Proposi-
tions 3.1 and 3.3 (with s = 0 and a = minp∈(1,2]
p(n+2)
2n(n−1) =
(n+2)
2n(n−1) ). 
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4.4.2. Hoeffding statistics. In the special case of Hoeffding statistics, i.e., functions
of the form
(4.12) f(σ) =
n∑
k=1
akσ(k),
where (aij)ni,j=1 is a real matrix, the inequality (4.10) was proved for integer r by
Chatterjee [37] (with slightly different constants), who also obtained a Bernstein
type inequality for matrices with positive bounded entries. Since then, concentra-
tion of measure for Hoeffding statistics has been investigated, e.g., by Albert [7]
and Bercu–Delyon–Rio [19]. They obtained Bernstein type estimates for general
bounded entries. The methods used in these references are quite diverse: while
Chatterjee uses Stein’s method, Albert relies on Talagrand’s convex distance in-
equality on the symmetric group [100] and Bercu–Delyon–Rio on martingale meth-
ods (used for the first time in the context of random permutations by Maurey [86]).
Let us mention that Hoeffding statistics have been widely studied in the liter-
ature, starting from the article [68] of Hoeffding himself who obtained their as-
ymptotic normality under certain assumptions (a result known as combinatorial
CLT, which in fact motivated Stein to introduce his method for proving weak con-
vergence). They are important since they include many functions of interest in
combinatorics or non-parametric statistics. In particular it is easy to see that one
can encode in the form (4.12) sums of functions of samples without replacement
from a finite populations.
Below we will use the second inequality of Proposition 4.8 together with an
approach of Boucheron–Bousquet–Lugosi–Massart [28] to obtain an inequality for
suprema of Hoeffding statistics. In the special case of sampling without replacement
this inequality will improve certain aspects of an estimate obtained by Tolstikhin–
Blanchard–Kloft [102]. Their main motivation were applications to transductive
learning, we believe that bounds of this type may be also useful in the context of
bootstrap for empirical processes.
Proposition 4.9. Let A be a collection of n× n matrices and let σ be a uniform
random permutation of the set [n]. Define the random variable
Z = sup
a∈A
n∑
k=1
akσ(k).
Then for any r ≥ 2,
(4.13) ‖(Z − EZ)+‖r ≤ 4D4.8
√
rA+ 10D24.8rBr,
where A = E supa∈A
√∑n
k=1 a
2
kσ(k), Br =
∥∥maxk≤n supa∈A |akσ(k)|∥∥r, and D4.8 is
the constant from Proposition 4.8. As a consequence, for any r ≥ 0,
(4.14) P
(
Z ≥ EZ + 4eD4.8
√
rA+ 10eD24.8rBr
)
≤ e2−r.
Before we prove the above proposition, we will provide two examples of applica-
tions, comparing it with the results mentioned above.
Example 4.10. If A consists of a single element and one does not pay attention
to universal constants, then inequality (4.14) is a strengthening of the results by
Bercu–Delyon–Rio [19] and Albert [7]. Their results give
P
(
Z ≥ EZ +K
(√
r
( 1
n
n∑
ij=1
a2ij
)1/2
+ r max
i,j≤n
|aij |
))
≤ 2e−r(4.15)
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for a certain universal constant K. The parameters A and Br of Proposition 4.9
read in this case as
A = E
√√√√ n∑
k=1
a2kσ(k), Br =
∥∥max
k≤n
|akσ(k)|
∥∥
r
.
Clearly maxij |aij | ≥ Br, moreover in certain situation maxij |aij | may be signif-
icantly greater than the r-th moment Br (this happens when there are few large
elements in the matrix (aij) and r is not too large).
By Jensen’s inequality we also have (n−1
∑n
ij=1 a
2
ij)
1/2 ≥ A, but in fact the
difference of these two quantities is at most of the order ‖maxk |akσ(k)|‖2 (see the
proof of Proposition 4.9 below), so it can be absorbed in the coefficient in front of
r. Hence, (4.14) does not improve on the subgaussian coefficient of (4.15). This is
not surprising, since (as observed in [19]) if one defines
dij = aij − n−1
n∑
l=1
ail − n−1
n∑
l=1
alj + n−2
n∑
l,m=1
alm,
then
∑n
k=1 dkσ(k) = Z − EZ and n−1
∑n
ij=1 d
2
ij = Var(Z).
To summarize, the main advantage of Proposition 4.9 over (4.15) is the fact that
maxi,j≤n |aij | can be replaced by a smaller parameter Br.
Example 4.11. Let us now specialize to the setting of sampling without replacement
and compare our result with the one of Tolstikhin–Blanchard–Kloft [102]. To this
end we will need to rephrase both results in the same notation. Let us consider a
set of vectors X ⊆ {x ∈ Rn : x1 + . . . + xn = 0}. For m ≤ n let I1, . . . , Im be a
uniform sample without replacement and J1, . . . , Jm a sample with replacements
from the set [n]. Define
Z = sup
x∈X
m∑
k=1
xIk , Z
′ = sup
x∈X
m∑
k=1
xJk .
Thus Z ′ can be considered a supremum of the empirical process in independent
random variables Jk. The tails of such suprema have been thoroughly studied,
beginning with the seminal work by Talagrand [101], who obtained Bernstein and
Bennett type inequalities. The authors of [102] combined optimal forms of such
inequalities proved by Bousquet [31] with a stochastic domination between Z and
Z ′ (due to Hoeffding) to derive a bound of the form
P
(
Z ≥ EZ ′ +√2vr + r
3
sup
x∈X
‖x‖∞
)
≤ e−r(4.16)
for r ≥ 0, where v = m supx∈X Var(xJ1) + 2 supx∈X ‖x‖∞ EZ ′.
One can easily see that the variable Z corresponds to the supremum of Hoeffding
statistics over matrices given by axij = xj for i ≤ m, and axij = 0 for i > m.
Therefore Proposition 4.9 yields
P
(
Z ≥ EZ + 4eD4.8
√
rA+ 10eD24.8rBr
)
≤ e2−r(4.17)
with
A = E sup
x∈X
( m∑
k=1
x2Ik
)1/2
, Br =
∥∥∥ sup
x∈X
max
k≤m
|xIk |
∥∥∥
r
.
Again, in certain situations, especially for relatively small values of r, the quan-
tity Br may be of smaller order than supx∈X ‖x‖∞ used in (4.16). However, the
main difference between the two estimates is the fact that (4.17) provides deviation
above EZ, while (4.16) considers deviations above EZ ′, which always exceeds EZ
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(see the inequality (4.18) below) and in certain situation can be significantly larger.
The Authors of [102] provide a bound
EZ ′ − EZ ≤ 2m
3
n
sup
x∈X
‖x‖∞.
Specializing to the case X ⊆ [−1, 1]n, it follows from the above estimate that if
one is interested in a bound on Z − EZ which is of the order √m (corresponding
to the CLT type rates one would like to obtain in statistical applications), the
inequality (4.16) is applicable for m = O(n2/5). Note that EZ ′ ≤ m, so the
quantity
√
v is of the right order
√
m. On the other hand E supx∈X
(∑m
k=1 x
2
Ik
)1/2
also equals at most
√
m, so (4.17) provides a bound on Z − EZ of the order √m
without any restrictions onm (we remark that the interesting case is m ≤ n/2 since
thanks to the mean zero assumption one can always pass from m to n−m).
Let us now discuss in more detail the subgaussian coefficients of the two inequal-
ities. As pointed out in [61] it follows from an argument due to Hoeffding [69] that
if E is a normed space and f : [n]→ E, then for any convex function Ψ: E → R,
(4.18) EΨ
( m∑
k=1
f(xIk)
)
≤ EΨ
( m∑
k=1
f(xJk)
)
.
In particular this implies that
A2 ≤ E sup
x∈X
m∑
k=1
x2Ik ≤ E sup
x∈X
m∑
k=1
x2Jk ≤ m sup
x∈X
Var(xJ1) + 8 sup
x∈X
‖x‖∞ EZ ′′,
with Z ′′ = supx∈X
∑m
k=1 εkxJk , where ε1, . . . , εm are i.i.d. Rademacher variables
independent of J1, . . . , Jm. The last inequality is a classical result of the theory of
empirical processes (see, e.g., [99, 85, 28]) based on symmetrization and Talagrand’s
contraction principle for Rademacher averages [80]. If the set X is symmetric with
respect to the origin, one can further write EZ ′′ ≤ 2EZ ′. Thus in this case the
subgaussian coefficient of (4.17) is up to absolute constants dominated by
√
v used
in (4.16). Let us note that using results from [28] one can also provide a similar
bound on the subgaussian coefficient of (4.17) with ‖maxi≤m supx∈X |xJi |‖2 in
place of supx∈X ‖x‖∞. Since our goal is rather to illustrate Proposition 4.8 than to
provide the most general estimate, we skip the details.
The above discussion shows that (4.17) may give better estimates than (4.16).
On the other hand (4.16) has better constants, in particular provides the optimal
constant
√
2 in the subgaussian part. Let us remark that [102] contains also a
more refined Bennett type inequality for the deviation of Z above EZ ′, which
does not follow from the moment type bounds we consider here, however a similar
improvement, giving concentration around EZ can be up to constants recovered
from the modified log-Sobolev inequality on the symmetric group. We do not
discuss it in detail, since it is necessarily expressed in terms of v and supx∈X ‖x‖∞
and we are interested primarily in improvements one can obtain by looking at the
p-th moments rather than the ℓ∞-norm.
Let us now pass to the proof of Proposition 4.9.
Proof of Proposition 4.9. Without loss of generality we can assume that A is fi-
nite, the general case follows then by approximation. For i, j ∈ [n] define Zij =
supa∈A
∑n
k=1 akσ(τij(k)). Note that by the definition of Z and the triangle inequality
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in ℓ2,( n∑
i,j=1
(Z − Zij)2+
)1/2
≤ sup
a∈A
( n∑
i,j=1
(aiσ(i) + ajσ(j) − aiσ(j) − ajσ(i))2
)1/2
≤ 2√n sup
a∈A
( n∑
i=1
a2iσ(i)
)1/2
+ 2 sup
a∈A
( n∑
i,j=1
a2ij
)1/2
.
Therefore, by Proposition 4.8, we obtain
‖(Z − EZ)+‖r ≤ 2D4.8
√
r
∥∥∥ sup
a∈A
( n∑
i=1
a2iσ(i)
)1/2∥∥∥
r
+ 2D4.8
√
r
(
sup
a∈A
1
n
n∑
i,j=1
a2ij
)1/2
.
(4.19)
We start with estimating the first summand. Denote
S = sup
a∈A
( n∑
k=1
a2kσ(k)
)1/2
, Sij = sup
a∈A
( n∑
k=1
a2kσ(τij(k))
)1/2
.
By another application of Proposition 4.8, we get
‖(S − ES)+‖r ≤ D4.8
√
r
∥∥∥( 1
n
n∑
i,j=1
(S − Sij)2+
)1/2∥∥∥
r
.(4.20)
For a fixed value of σ let a ∈ A be such that
S =
( n∑
i=1
a2iσ(i)
)1/2
.
Fix i, j ∈ [n] and denote
s =
√∑
k 6=i,j
a2kσ(k), x =
√
a2iσ(i) + a
2
jσ(j), y =
√
a2iσ(j) + a
2
jσ(i).
Denote also by ϕ the function t 7→ √s2 + t2. Then ϕ is convex and increasing on
R+. Moreover, if (S − Sij)+ is nonzero, then x2 > y2, in particular x > 0 and so
ϕ is differentiable at x. As a consequence, by convexity and monotonicity of the
function t 7→ t2+, we obtain
(S − Sij)2+ ≤ (ϕ′(x)(x − y))2+ ≤ ϕ′(x)2x2 =
(a2iσ(i) + a
2
jσ(j))
2
S2
≤ 2
a2iσ(i) + a
2
jσ(j)
S2
max
k≤n
a2kσ(k).
Summing over all i, j ∈ [n] we obtain
n∑
i,j=1
(S − Sij)2+ ≤ 4nmax
k≤n
sup
a∈A
a2kσ(k),
which in combination with (4.20) gives
‖(S − ES)+‖r ≤ 2D4.8
√
r
∥∥∥max
k≤n
sup
a∈A
|akσ(k)|
∥∥∥
r
= 2D4.8
√
rBr.(4.21)
Hence,
(4.22) ‖S‖r ≤ ‖ES‖r + ‖(S − ES)+‖r ≤ A+ 2D4.8
√
rBr.
Let us note that
A = ES ≥ sup
a∈A
E
( n∑
i=1
a2iσ(i)
)1/2
.
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Applying (4.22) with r = 2 to the one element sets {a} instead of A, we obtain(
sup
a∈A
1
n
n∑
i,j=1
a2ij
)1/2
=
(
E
n∑
i=1
a2iσ(i)
)1/2
≤ A+ 2√2D4.8
∥∥∥max
k≤n
|akσ(k)|
∥∥∥
2
≤ A+ 2√2D4.8Br.
Combining the above inequality with (4.19) and (4.22) we obtain
‖(Z − EZ)+‖r ≤ 4D4.8
√
rA+ 10D24.8rBr,
which ends the proof of (4.13). The inequality (4.14) is now an easy consequence
of Chebyshev’s inequality in Lr (note that for r ≤ 2 the right-hand side exceeds
one, so the inequality is trivial). 
4.4.3. Multislices. Let us conclude this section with a remark concerning multislices.
For a positive integers n ≥ l and a sequence κ = (κ1, . . . , κl) ∈ Nl+ such that
κ1 + . . .+ κl = n consider
Uκ = {x = (x1, . . . , xn) ∈ [l]n : #{j : xj = i} = κi for i = 1, . . . , l}
– the multislice of [l]n consisting of all the sequences which for i ≤ l take the value i
exactly κi times. If l = 2 then Uκ can be identified with a slice of the discrete cube
{0, 1}n by a hyperplane perpendicular to the vector (1, . . . , 1). The dynamics corre-
sponding to switching a randomly chosen pair of coordinates of an element of Uκ is
related to the Bernoulli–Laplace model of statistical mechanics (which can also be
interpreted as an urn scheme). In [23] Bobkov and Tetali proved Beckner inequali-
ties for this dynamics in the case of l = 2. From this result they inferred modified
log-Sobolev inequalities, which were proven independently by Gao–Quastel [53].
Again the constant ρ1 in the log-Sobolev inequality (LSI) degenerates as n → ∞.
It was first computed in [81] for l = 2. Recently estimates on this constant for
general n, l, κ were obtained in [51]. These estimates are optimal for l fixed and
also deteriorate as n tends to ∞. We would like to point out that in the case of
Beckner and modified log-Sobolev inequalities the results on the symmetric group
cited in the previous section can be projected onto Uκ yielding inequalities with
constants of a better order than ρ1, which can be then used to conclude moment
estimates. We skip the rather standard details.
4.5. Stochastic covering property. New examples of measures satisfying the
modified log-Sobolev inequality have been recently obtained in the work by Her-
mon and Salez [66, 67]. A thorough discussion is beyond the scope of this article,
therefore in this and the following section we will provide just an outline of their
results and briefly comment on what can be obtained by combining them with ours.
The results in [67] concern measures on X ⊆ {0, 1}n. In order to present them
let us recall the definition of stochastic covering property (abbrev. SCP) introduced
by Pemantle and Peres [92]. For x, y ∈ X we will say that x covers y (x⊲ y) if
x = y or ∃i≤n x = y + ei,
where ei’s are the standard basis vectors, i.e., if x 6= y then x can be obtained from y
by increasing a single coordinate. For probability measures ν1, ν2 on X we say that
ν1 covers ν2 if there is coupling of ν1, ν2 supported on the set {(x, y) ∈ X 2 : x⊲ y}.
Let µ be a probability measure on X and X a random vector with law µ. For
a set I ⊆ [n] we will write XI = (xi)i∈I . We say that µ satisisfies the SCP if for
every I ⊆ [n] and x, y ∈ {0, 1}I, such that P(XI = x),P(XI = y) > 0 and x ⊲ y,
one has
P(XIc ∈ ·|XI = y)⊲ P(XIc ∈ ·|XI = x).
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Let us moreover introduce a relation ∼ on X : x ∼ y if and only if x and y differ at
a single coordinate or by a transposition of two coordinates.
Examples of measures satisfying the SCP are given, e.g., by laws of weighted
random bases of balanced matroids [98], in particular the uniform measure on the
set of all spanning trees of a given graph (we identify here the spanning tree with
an element of {0, 1}E, where E is the set of edges). We refer to [92] for further
examples.
The authors of [67] obtain modified log-Sobolev inequalities for measures with
SCP.
Theorem 4.12. Let X be a random vector with values in X ⊆ {0, 1}n and law µ,
satisfying the SCP.
(i) Let Q be any kernel, reversible with respect to µ. Then the measure µ satis-
fies (mLSI) with constant ρ0 ≥ minx,y∈X ,x∼ymax(Qx(y), Qy(x)).
(ii) There exists a kernel Q such that for all x ∈ X , Qx(·) is supported on
{y ∈ X : y ∼ x}, ∑y∈X\{x}Qx(y) ≤ 1 and (mLSI) is satisfied with ρ0 ≥ 1/n.
(iii) If µ is supported on the set {x ∈ X : ∑ni=1 xi = k}, then one can find a
kernel supported on {y ∈ X : x and y differ by a transposition of two coordinates},
such that
∑
y∈X\{x}Qx(y) ≤ 1 and (mLSI) is satisfied with ρ0 ≥ 1/(2k).
Combining the above theorem with Theorem 2.1 and Proposition 3.1 we imme-
diately obtain the following corollary.
Corollary 4.13. In the setting of Theorem 4.12, for p ∈ (1, 2], the measure µ
satisfies (Bec-p) with αp ≥ ρ0/6. As a consequence, for any function f : X → R
and r ≥ 2,
‖(f(X)− E f(X))+‖r ≤ K√p
∥∥∥(∑
y∈X
(f(y)− f(x))2−Qx(y)
)1/2∥∥∥
r
,(4.23)
where K =
√
3
√
e
ρ0(
√
e−1) .
To the best of our knowledge this is the first result in the literature providing
Beckner inequalities for measures satisfying the SCP.
The case (i) of Theorem 4.12 applies in particular to Q given by the Metropolis-
Hastings kernel Qx(y) = 12kn min
(
µ(x)
µ(y) , 1
)
if y ∼ x and Qx(y) = 0 otherwise.
Note however that, e.g., in the case of the uniform distribution on slices of the
cube application of this part of Theorem 4.12 gives a suboptimal bound (cf. the
discussion in Section 4.4.3 and [23, 53]). Part (ii) gives the right order of ρ0,
however the existence of Q is obtained via an inductive procedure with respect to
the dimension n and so in general it is not explicit.
4.6. Zero-range processes. Another class of examples coming from the recent
work of Hermon and Salez is decribed in [66] and concerns zero-range processes,
i.e., stochastic systems in which a fixed number m of particles occupy m sites. The
particles leave the present site, with rates λi depending on the number of particles
they share it with, and choose the new site according to a prescribed probability
measure p common for all the particles. More precisely, letm,n be positive integers
and let X = {x ∈ Nn : ∑ni=1 xi = m}. Consider functions λi : {0} ∪ [m] → [0,∞),
i = 1, . . . , n, such that λi(0) = 0 and let p = (p1, . . . , pn) be a probability vector.
The zero-range dynamics is given by a Markov generator of the form
Lf(x) =
n∑
i,j=1
(f(x+ ej − ei)− f(x))λi(xi)pj ,(4.24)
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where e1, . . . , en is the standard basis in Rn. This dynamics is reversible with
respect to the probability measure µ on X , defined by
(4.25) µ({x}) = 1
Z
n∏
i=1
pxii
λi(1) · · ·λi(xi) .
Hermon and Salez obtained a modified log-Sobolev inequality for the case when
the rates of escape are sandwiched between two linear functions, with constant ρ0
depending only on the directional coefficients of the functions. In particular, this
provides a solution to a conjecture posed by Caputo, Dai Pra, and Posta [33, 32].
Below we state their theorem and a corollary one can obtain from it with our results.
Theorem 4.14. Assume that for l ∈ N,
δ ≤ λi(l + 1)− λi(l) ≤ ∆,(4.26)
where δ,∆ are positive constants. Then the zero range dynamics corresponding to
the generator (4.24) satisfies the modified log-Sobolev inequality with ρ0 ≥ δ22∆ .
Theorem 2.1 and Proposition 3.1 immediately yield the following
Corollary 4.15. If the assumption (4.26) is satisfied, then the zero-range dynamics
satisfies for any p ∈ (1, 2] the Beckner inequality (Bec-p) with constant αp ≥ δ212∆ .
As a consequence, if X = (X1, . . . , Xn) is a random vector with law µ given
by (4.25), then for every function f : X → R and r ≥ 2,
‖(f(X)−Ef(X))+‖r ≤ K
√
∆
δ
√
r
∥∥∥( n∑
i=1
n∑
j=1
(f(X+ej−ei)−f(X))2−λi(Xi)pj
)1/2∥∥∥
r
,
where K =
√
6
√
e√
e−1 .
We remark that Beckner’s inequalities for zero-range processes were previously
considered in [72] and very recently in [42] in the case of p being the uniform
distribution and under a restriction on ∆, δ (for instance [42] assumes that ∆ ≤ 2δ).
See Remark 5.3 in [42] for a detailed discussion of the applicability of the Bakry-
Émery approach used in these references.
4.7. The Poisson space. We will now present applications of our results to con-
centration of measure on the Poisson space. In literature there are quite a few re-
sults, providing functional inequalities and concentration estimates on path spaces
of Poisson point processes. In particular Ané and Ledoux [9] obtained certain mod-
ified log-Sobolev inequalities (of a different form than (mLSI)), Wu [105] proved
a modified log-Sobolev inequality implying in particular the one from [9] as well
as (mLSI), Chafaï [35] considered general Φ-Sobolev inequalities (including ones of
Beckner type), Reynaud-Bouret [95] obtained concentration estimates for suprema
of compensated stochastic integrals (see also [71, 3] for multiple stochastic integrals).
More recently Reitzner introduced a version of the convex distance inequality [94],
Bachmann and Peccati [11] used modified log-Sobolev inequalities due to Wu to ob-
tain concentration results with focus on geometric functionals, an approach which
was subsequently extended by Bachmann [10], Bachmann and Reitzner [12]. Nour-
din, Peccati, and Yang [91] proved restricted hypercontractive for certain classes
of functions, whereas Gozlan, Herry, Peccati [59] obtained transportation type in-
equalities.
Our goal is to complement these results with moment estimates and derive from
them concentration inequalities. We will start by a necessarily brief introduction
of the setting. We refer to [74, 73] for a detailed presentation of Poisson point
processes and stochastic calculus on the Poisson space.
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Let (X ,B) be a measurable space endowed with a σ-additive measure λ. Consider
a Poisson process η with intensity λ. We will think of η as a random element with
values in the space N of all N ∪ {∞}-valued measures on (X ,B). The measurable
structure on N that we consider is given by the smallest σ-field G such that for all
B ∈ B the map µ 7→ µ(B) is G measurable.
In what follows we will assume that η is proper, i.e., there exists a random
variable κ ≤ ∞ and a sequence of X -valued random variables Xi such that
η =
κ∑
i=1
δXi ,(4.27)
where δx stands for Dirac’s mass at x (Corollary 3.7 in [74] asserts that one can
always find a copy of η which satisfies this property).
We will consider inequalities for functions defined on the path space (N ,G). For
F : N → R and x ∈ X define
D+x F (η) = F (η + δx)− F (η)
and
D−x F (η) = F (η)− F (η − δx)
if x ∈ supp(η) and D−x F = 0 otherwise.
In [105] Wu proved that for arbitrary positive integrable F : N → [0,∞),
(4.28) EntF ≤ E
∫
X
(D+x Φ(F )− Φ′(F )D+x F )λ(dx),
where Φ(t) = t log t. From this inequality it easily follows that η satisfies the
modified log-Sobolev inequality
EntF ≤ E(F, logF )(4.29)
for positive, integrable F : N → [0,∞), where
E(F,G) =
∫
X
E(D+x F )(D
+
xG)λ(dx).
Recall now the Mecke formula (see, e.g. [74, Theorem 4.1]), which asserts that
for every measurable function H : N ×X → [0,∞),
(4.30) E
∫
X
H(η, x)η(dx) =
∫
X
EH(η + δx, x)λ(dx).
For ρ ∈ N define a measure Qρ on N as
Qρ(A) =
∫
X
1A(ρ+ δx)λ(dx) +
∫
X
1A(ρ− δx)ρ(dx).
If ρ =
∑κ
k=1 δxk (with κ ≤ ∞), we can rewrite the above formula as
Qρ(A) = λ({x : ρ+ δx ∈ A}) +
κ∑
k=1
1A(ρ− δxk).
By Mecke’s formula (4.30) for every measurable G : N ×N → [0,∞),
E
∫
N
G(σ, η)Qη(dσ)
= E
∫
X
G(η + δx, (η + δx)− δx)λ(dx) + E
∫
X
G(η − δx, η)η(dx)
= E
∫
X
G(η, η − δx)η(dx) + E
∫
X
G(η, η + δx)λ(dx)
= E
∫
N
G(η, σ)Qη(dσ).
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Thus the kernel Qσ is reversible with respect to the law of η. Note that by
another application of Mecke’s formula (4.30), we get
E(F,G) = 1
2
(
E
∫
X
(F (η) − F (η − δx))(G(η) −G(η − δx))η(dx)
+ E
∫
X
(F (η + δx)− F (η))(G(η + δx)−G(η))λ(dx)
)
=
1
2
E
∫
N
(F (σ)− F (η))(G(σ) −G(η))Qη(dσ).
Thus, if we define
Γ(F,G) =
1
2
∫
N
(F (η) − F (σ))(G(η) −G(σ))Qη(dσ)
=
1
2
( ∫
X
(F (η)− F (η − δx))(G(η) −G(η − δx))η(dx)
+
∫
X
(F (η + δx)− F (η))(G(η + δx)−G(η))λ(dx)
)
=
1
2
∫
X
(D−x F (η))(D
−
x G(η))η(dx) +
1
2
∫
X
(D+x F (η))(D
+
x G(η))λ(dx)
and
Γ+(F ) =
∫
N
(F (η)− F (σ))2+Qη(dσ)(4.31)
=
∫
X
(F (η)− F (η − δx))2+η(dx) +
∫
X
(F (η + δx)− F (η))2−λ(dx)
=
∫
X
(D−x F (η))
2
+η(dx) +
∫
X
(D+x F (η))
2
−λ(dx),
we are in the setting of our main results (cf. (1.9), (1.11), (1.14)) and (4.29) becomes
just (mLSI) with ρ0 = 1. In particular we also obtain Beckner’s inequality (Bec-p)
with αp ≥ 1/6.
Remark 4.16. We remark that Γ is closely related to the carré du champ operator for
the Ornstein–Uhlenbeck process on the Poisson space (see [73]). In [49, Proposition
2.6] it is shown that under suitable assumptions Γ(F,G) actually coincides with the
carré du champ operator. Similarly as in [11] we find it however simpler to introduce
Γ and Γ+ via the Mecke formula (4.30), which gives greater generality and does not
require a detailed discussion of domains.
Beckner’s inequality (Bec-p) and Propositions 3.1 and 3.3 imply the following
proposition providing Sobolev type inequalities on the Poisson space.
Proposition 4.17. For any F : N → R and any r ≥ 2,
‖F − EF‖r ≤ D4.17
√
r‖
√
Γ(F )‖r
= D4.17
√
r
∥∥∥( ∫
X
(D+x F )
2λ(dx) +
∫
X
(D−x F )
2η(dx)
)1/2∥∥∥
r
and
‖(F − EF )+‖r ≤ D4.17
√
r‖
√
Γ+(F )‖r
= D4.17
√
r
∥∥∥( ∫
X
(D+x F )
2
−λ(dx) +
∫
X
(D−x F )
2
+η(dx)
)1/2∥∥∥
r
,
where D4.17 =
√
3
√
e√
e−1 .
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Recently Bachmann and Peccati [11] used Wu’s inequality (4.28) to derive con-
centration inequalities for Poisson functionals by various variants of the Herbst
argument. They put special emphasis on increasing functionals, i.e., functionals
F such that D+x F ≥ 0 arguing that for them the first integral on the right-hand
side of (4.31) vanishes, while the second integral can be often relatively easily esti-
mated by appealing just to geometric properties of the functional, without taking
into account the dependence on the intensity λ. Further applications of inequalities
from [11] were presented in [10, 12]. The approach used in these papers relies on
Herbst’s argument, which usually requires either that Γ+(F ) or Γ(F ) is uniformly
bounded or that the function has some self-bounding properties (e.g., Γ+(F ) ≤ ϕ(F )
for some function ϕ). One aspect in which moment estimates of Proposition 4.17
complement this approach is that they can be easily used also if Γ(F ) or Γ+(F )
have heavier tails, e.g., if they are not exponentially integrable.
Proposition 4.17 may also be an efficient tool in the self-bounded setting leading
to inequalities which are (up to constants) comparable to those presented in said
articles. We will illustrate it with use of the following proposition, which may be
considered a counterpart of [11, Corrolary 3.5], which instead of moments concerns
the Laplace transform.
Proposition 4.18. Assume that F : N → [0,∞) is a measurable function which
satisfies
Γ+(F ) ≤ FαG(4.32)
for some α ∈ [0, 2) and a function G : N → [0,∞). Then for r ≥ 2 and ε ∈ (0, 1),
‖(F − EF )+‖r ≤ 2D4.17
√
r(EF )α/2‖G1/(2−α)‖1−α/2r
+ (2D4.17)
2/(2−α)r1/(2−α)‖G1/(2−α)‖r,
(4.33)
where D4.17 is the constant from Proposition 4.17.
Proof. Denote A := ‖(F − EF )+‖r. We will first show that if EGr/(2−α) < ∞,
then A < ∞. Note that the inequality aα/2(a1−α/2 − b1−α/2)+ ≤ (a − b)+ implies
that
FαΓ+(F 1−α/2) ≤ Γ+(F ) ≤ FαG.
As a consequence Γ+(F 1−α/2) ≤ G and thus if EGq/2 < ∞, then by Proposi-
tion 4.17 EF q(1−α/2) <∞. Choosing q = 2r/(2− α) we obtain that A <∞.
Passing to the main part of the proof, we can assume that the right-hand side
of (4.33) is finite and as a consequence A < ∞. By Proposition 4.17 and the
assumption (4.32),
Ar ≤ Dr4.17rr/2 EFαr/2Gr/2 ≤ Dr4.17rr/2(EF r)α/2(EGr/(2−α))1−α/2,
where in the second estimate we used Hölder’s inequality. Using the triangle in-
equality in Lr, together with subadditivity of the function t 7→ tα/2 we get
A ≤ D4.17
√
r‖F‖α/2r ‖G1/(2−α)‖1−α/2r
≤ D4.17
√
rAα/2‖G1/(2−α)‖1−α/2r +D4.17
√
r(EF )α/2‖G1/(2−α)‖1−α/2r ,
which easily implies that either
A ≤ 2D4.17
√
r(EF )α/2‖G1/(2−α)‖1−α/2r
or
A ≤ (2D4.17)2/(2−α)r1/(2−α)‖G1/(2−α)‖r,
proving the proposition. 
Let us illustrate Proposition 4.18 with two applications.
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4.7.1. Suprema of Poisson stochastic integrals. Let F be a countable family of real
valued functions on X . Consider random variables of the form
Z = sup
f∈F
∫
X
f(x)η(dx),(4.34)
where all functions f ∈ F are nonnegative and F ⊆ L1(X , λ) and
S = sup
f∈F
∫
X
f(x)(η − λ)(dx),(4.35)
where F ⊆ L2(X , λ). Here the compensated integral is defined in the usual way, first
directly on L1(X , λ)∩L2(X , λ), then extended by density – we refer to [74, Chapter
12] for background on the Wiener-Ito integral in the Poisson case. In the case when
the functions in F are uniformly bounded and λ is finite, concentration inequalities
for Z and S were obtained by Reynaud-Bouret in [95]. Here we will complement
them with moment inequalities valid for not necessarily bounded classes or finite
intensity measures.
The inequalities we obtain can be considered counterparts of results due to
Giné–Latała–Zinn [57] for empirical processes in independent random variables.
Originally they were derived from Talagrand’s concentration inequality for empir-
ical processes and the Hoffman–Jørgensen inequality; an alternate proof based on
moment estimates of Theorem 4.4 was provided by Boucheron–Bousquet–Lugosi–
Massart [28]. We remark that it should be possible to use this inequality together
with infinite divisibility of Poisson processes in a similar way as in [95] to recover
the estimates we present below (passing through finite intensity measures first), it
seems however that this approach would require dealing with more technicalities in
comparison with a direct application of general Poissonian moment estimates.
Let us start with the estimate on Z. Assume first that F is a finite class of
functions. Note that if f ≥ 0 for all f ∈ F , then Z(η) ≤ Z(η + δx) and as a
consequence
Γ+(Z) =
∫
X
(D−y Z)
2
+η(dy).
If gη ∈ F is such that Z(η) =
∫
X gη(x)η(dx), then for all y ∈ supp(η)
D−y Z ≤
∫
X
gη(x)η(dx) −
∫
X
gη(x)(η − δy)(dx) = gη(y).
Thus
Γ+(Z) ≤
∫
X
gη(y)2η(dy) ≤ ZG
where
G = sup
y∈supp(η)
sup
f∈F
f(y)(4.36)
and as a consequence, an application of Proposition 4.18 with α = 1 (followed by
the monotone convergence theorem if F is infinite) gives
Corollary 4.19. If Z is given by (4.34), and EZ < ∞, then for a universal
constant C and all r ≥ 2 and any ε > 0,
‖(Z − EZ)+‖r ≤ C(
√
r
√
EZ
√
‖G‖r + r‖G‖r)
≤ C(εEZ + (1 + ε−1)r‖G‖r).
Let us now pass to the variable S given by (4.35). By a limiting argument, we
can again assume without loss of generality that F is finite. Further we can assume
that F ⊆ L1(X , λ)∩L2(X , λ), so that one can consider separately integration with
respect to η and λ.
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Let gη ∈ F be such that S =
∫
X gη(x)η(dx) −
∫
X gηλ(dx). Arguing similarly as
for the variable Z, we have
Γ+(S) ≤
∫
X
gη(y)2−λ(dy) +
∫
X
gη(y)2+η(dy)
≤ sup
f∈F
∫
X
f(x)2λ(dx) + sup
f∈F
∫
X
f(x)2η(dx).
Thus, by Proposition 4.17, the subadditivity of the function x 7→ x1/2 and the
triangle inequality, we obtain
‖(S − ES)+‖r ≤ C
√
r
((
sup
f∈F
∫
X
f(x)2λ(dx)
)1/2
+
∥∥∥ sup
f∈F
∫
X
f(x)2η(dx)
∥∥∥1/2
r/2
)
.
The second term can be bounded from above by Corollary 4.19 applied to F ′ =
{f2 : f ∈ F}, which results in
Corollary 4.20. If S is given by (4.35), then for all r ≥ 4,
‖(S − ES)+‖r ≤ C
(√
rΣ + r
∥∥∥ sup
x∈suppη
sup
f∈F
|f(x)|
∥∥∥
r
)
,
where
Σ2 = sup
f∈F
∫
X
f(x)2λ(dx) + E sup
f∈F
∫
X
f2(x)η(dx)
and C is a universal constant.
We remark that if the class F is uniformly bounded, then by Chebyshev’s inequal-
ity, the above corollary allows to recover (up to universal constants) the exponential
upper tail estimates for S obtained in [95].
4.7.2. Non-negative U -statistics. Another application of Proposition 4.18 is related
to geometric functionals of the Poisson process, specifically certain non-negative U -
statistics, investigated recently by several authors [10, 11, 12, 59]. For a measurable
kernel h : Xm → [0,∞), symmetric under permutation of arguments, let us define
U(η) =
6=∑
i1,...,im
h(Xi1 , . . . , Xim),
where theXi’s are given by the representation (4.27) and the superscript 6= indicates
that the summation is taken over pairwise disjoint indices.
Let us note that for nonnegative h we have D+Xh ≥ 0, therefore
Γ+(U) =
∫
X
(D−x U)
2
+η(dx) = m
2
∑
i
( 6=∑
i1,...,im−1 : ij 6=i
h(Xi1 , . . . , Xim−1 , Xi)
)2
.
Therefore, using Proposition 4.18 and Chebyshev’s inequality, we get the following
corollary.
Corollary 4.21. If U is an almost surely finite Poisson U -statistic based on a
non-negative symmetric kernel h, and there exists a ≥ 0 and α ∈ [0, 2) such that
∑
i
( 6=∑
i1,...,im−1 : ij 6=i
h(Xi1 , . . . , Xim−1 , Xi)
)2
≤ aUα(4.37)
then for any r ≥ 2,
‖(U − EU)+‖r ≤ C
√
rm
√
a(EU)α/2 + (Crm2a)1/(2−α),
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where C is some universal constant. As a consequence, for t ≥ 0,
P(U ≥ EU + t) ≤ 2 exp
(
−min
( t2
C′m2a(EU)α
,
t2−α
C′m2a
))
,
where C′ is some universal constant.
Let us remark that the references [11, 12, 59] provide also bounds on the left tail
of U . It does not seem that such a bound can be easily recovered from the moment
approach, since it relies heavily on an another property of Poisson U -statistics with
non-negative kernels, namely an appropriate notion of convexity, which allows for
an application of certain correlation inequalities [11] or the Poisson convex distance
inequality [12, 59]. It is an interesting question what moment estimates can be
obtained under an additional convexity assumption. We remark that for the usual
notion of convexity on Rn, certain self-normalized moment estimates have been
derived for all measures satisfying the convex concentration property [5].
The upper bounds on the upper tail of U , presented in the above references are
P(U ≥ EU + t) ≤ exp
(
− ((EU + t)
1−α/2 − (EU)1−α/2)2
2m2a
)
,
P(U ≥ MedU + t) ≤ 2 exp
(
− t
2
4m2a(t+MedU)α
))
.
where MedU is the median of U . One can show that their behaviour (disregarding
the exact values of constants and using the fact that median and the mean of
concentrated random variables are not far apart) is the same as of the upper bound
of Corollary 4.21.
In [10] Bachmann and Reitzner verified the assumption (4.37) for a general class
of U -statistics of Poisson processes on Rd, with α = 2 − 1m and a depending on
the dimension d and certain parameters of the kernel. In particular they showed
that this assumption is satisfied in the case when U is the number of copies of a
given connected graph H on m vertices in the Gilbert graph based on η. They
also proved that the above bounds are of the right order as t→∞ and agree with
known limit theorems if one increases the intensity of the process.
This shows that the moment bounds of Proposition 4.17 may be an alternative
for proving exponential inequalities for the upper tail of geometric functionals. It is
an interesting question, however beyond the scope of this article, to verify whether
Proposition 4.17 can give meaningful bounds in cases when functionals in question
are known to have polynomial tails.
5. Higher order concentration
We will now describe applications of our results to higher order concentration
inequalities, which provide estimates on probabilities of deviations from the mean
for not necessarily Lipschitz functions, expressed in terms of higher order derivatives.
Such estimates were obtained, e.g., in [2, 1, 24, 58, 4], both in the discrete and
continuous settings. Since the latter case follows in a straightforward way from
results in [2] we will focus here mainly on the discrete case. We will however start
with an abstract statement, and only later specialize it to concrete examples.
5.1. Abstract inequality. Let A be a linear space of functions on X andDi : A →
RX , i = 1, . . . , n be linear maps (we will think of them as directional deriva-
tives). For positive integers k, i1, . . . , ik denote Di1...ikf = Di1 · · ·Dikf , Dkf =
(Di1...ikf)
n
i1,...,ik=1
. Thus D = D1 corresponds to the gradient and Dk for k > 1 to
tensors of higher order derivatives, in particularDkf(x) ∈ (Rn)⊗k. For x1, . . . , xk ∈
Rn, let x1 ⊗ · · · ⊗ xk = (x1i1 · · ·xkik)ni1,...,ik=1 ∈ (Rn)⊗k.
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Let us also define the inner product on (Rn)⊗k with the formula
〈x, y〉 =
n∑
i1,...,ik=1
xi1...ikyi1...ik .
The following fact was proved in [2] in the case of the usual derivatives (see
Proposition 3.2. therein). Since the easy proof is completely analogous to the one
presented in [2] (it uses only linearity of Di’s) we will skip it. Below |·| denotes the
euclidean norm on Rn.
Proposition 5.1. Let X be an X -valued random variable. Assume that r ≥ 2 and
that there exists a constants K such that for all f ∈ A,
‖f(X)− E f(X)‖r ≤ K
∥∥∥|Df(X)|∥∥∥
r
.
Then for any integer d and any function f : X → R in the domain of Di1...id ,
i1, . . . , id ≤ n such that Ddf(X) ∈ Lr,
‖f(X)− E f(X)‖r ≤C
dKd
rd/2
‖〈Ddf(X), G1 ⊗ · · · ⊗Gd〉‖r
+
d−1∑
k=1
CkKk
rk/2
‖〈EX Dkf(X), G1 ⊗ · · · ⊗Gk〉‖r,
where G1, . . . , Gd are i.i.d. standard Gaussian vectors in R
n, independent of X,
and C is a universal constant.
If Dd is uniformly bounded and X satisfies Beckner’s inequality, then one can
combine the above proposition with moment estimates of Theorem 3.1 and inequal-
ities for multilinear forms in i.i.d. Gaussian vectors, obtained by Latała [76], which
we will now recall.
Let us start by introducing the (rather involved) notation. For i = (i1, . . . , id) ∈
[n]d and I ⊆ [d] we will write iI = (ik)k∈I . We will also denote |i| = maxj≤d ij
and |iI | = maxj∈I ij. Let moreover Pd be the set of partitions of [d] into nonempty,
pairwise disjoint sets. For a partition I = {I1, . . . , Ik} ∈ Pd and a d-indexed matrix
A = (ai)i∈[n]d , define
‖A‖I = sup
{ ∑
i∈[n]d
ai
k∏
l=1
xl
iIl
: ‖(xl
iIl
)‖2 ≤ 1, 1 ≤ l ≤ k
}
,(5.1)
where ‖(xiIl )‖2 =
√∑
|iIl |≤n x
2
iIl
. Thus, e.g.,
‖(aij)i,j≤n‖{1,2} = sup
{ ∑
i,j≤n
aijxij :
∑
i,j≤n
x2ij ≤ 1
}
=
√∑
i,j≤n
a2ij = ‖(aij)i,j≤n‖HS,
‖(aij)i,j≤n‖{1}{2} = sup
{ ∑
i,j≤n
aijxiyj :
∑
i≤n
x2i ≤ 1,
∑
j≤n
y2j ≤ 1
}
= ‖(aij)i,j≤n‖ℓn2→ℓn2 ,
‖(aijk)i,j,k≤n‖{1,2}{3} = sup
{ ∑
i,j,k≤n
aijkxijyk :
∑
i,j≤n
x2ij ≤ 1,
∑
k≤n
y2k ≤ 1
}
,
where for simplicity in the notation we skip the outer brackets and commas in the
subscript and write, e.g., ‖ · ‖{1}{2} instead of ‖ · ‖{{1},{2}}.
In the special case of d = 2, ‖ · ‖{1,2} and ‖ · ‖{1}{2} are just the Hilbert–Schmidt
and operator norms of a matrix. We remark that for every d and I ∈ Pd we have
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‖A‖I ≤ ‖A‖{[d]} =
√∑
|i|≤n a
2
i
. The norm ‖A‖{[d]} can be considered a counterpart
of the Hilbert–Schmidt norm for higher order tensors.
The result by Latała provides bounds on moments of multilinear forms in i.i.d.
Gaussian variables in terms of the I-norms of the corresponding matrix of coeffi-
cients.
Theorem 5.2 ([76]). Let G1, . . . , Gk be independent standard Gaussian vectors in
Rn and let A ∈ (Rn)⊗k. There exist constants Ck, depending only on k, such that
for any r ≥ 2,
1
Ck
∑
I∈Pk
r|I|/2‖A‖I ≤ ‖〈A,G1 ⊗ · · · ⊗Gk〉‖r ≤ Ck
∑
I∈Pk
r|I|/2‖A‖I ,
Combining this result with Proposition 5.1, we obtain the following corollary.
Corollary 5.3. Assume that there exist constants M,γ > 0 such that for all func-
tions f ∈ A, and all r ≥ 2,
‖f(X)− E f(X)‖r ≤Mrγ
∥∥∥|Df(X)|∥∥∥
r
.(5.2)
Then for every integer d ≥ 1, any r ≥ 2 and for every f in the domain of Dd such
that Ddf(X) ∈ Lr,
‖f(X)− E f(X)‖r ≤Cd
(
Md
∑
J∈Pd
r(γ−
1
2 )d+
|J |
2
∥∥∥‖Ddf(X)‖J∥∥∥
r
+
d−1∑
k=1
Mk
∑
J∈Pk
r(γ−
1
2 )k+
|J |
2 ‖EDkf(X)‖J
)
,
where Cd depends only on d. Moreover if D
df(x) is uniformly bounded on X , then
for t > 0,
P(|f(X)− E f(X)| ≥ t) ≤ 2 exp
(
− 1
C′d
ηf (t)
)
,
where C′d is another constant depending only on d and
ηf (t) = min(A,B)
with
A = min
J∈Pd
( t
Md supx∈X ‖Ddf(x)‖J
) 2
(2γ−1)d+|J |
,
B = min
1≤k≤d−1
min
J∈Pk
( t
Mk‖EDkf(X)‖J
) 2
(2γ−1)k+|J |
.
Proof. To obtain the moment estimate we combine Proposition 5.1 with K =Mrγ
and Theorem 5.2. The second part follows from the first one by an application of
Chebyshev’s inequality for the r-th moment and optimization in r. 
A typical application of the above corollary is the situation in which γ = 1/2
(such a subgaussian bound holds by Proposition 3.3, e.g., under the assumption of
modified log-Sobolev inequalities) and f has bounded derivatives of second order.
The tail bound one obtains is then
P(|f(X)− E f(X)| ≥ t)
≤ 2 exp
(
− cmin
( t2
supx∈X ‖D2f(x)‖2HS + |EDf(X)|2
,
t
supx∈X ‖D2f(x)‖ℓ2→ℓ2
))
.
Estimates of this type are counterparts of the well known Hanson–Wright inequality
for quadratic forms in independent subgaussian random variables (see [65, 75]).
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Let us also mention that if X = Rn, Di’s correspond to the usual partial deriva-
tives, X is a standard Gaussian vector and f is a polynomial of degree d then the
inequalities of Corollary 5.3 can be reversed (up to constants depending on d) [2].
The fact that in this case the assumptions of the corollary are satisfied was proved
for the first time by Maurey and Pisier (see, e.g., [93]). Other continuous type
examples for which this assumption is satisfied are described in [2, 1] by means of
various types of modified log-Sobolev inequalities corresponding to tail behaviour
between exponential and Gaussian. As announced, we will not describe in details
such examples. Instead we will now focus on the discrete case and discuss a general
situation, related to applications considered in previous sections, in which one can
find gradients Di satisfying (5.2).
5.2. Discussion on the choice of gradients. We will consider the following
setting. Let G be a group with a set of generators g1, g2, . . . , gm, acting on a
countable set X (we will denote the result of the action of g ∈ G on x ∈ X simply
by gx). Assume that g1, . . . , gm are pairwise distinct, distinct from the neutral
element of G (denoted by e) and that no two distinct elements among the gi’s are
reciprocal to each other.
Let µ be a probability measure on X . Set A = {gi, g−1i : i ≤ m} and let λ : X ×
A→ [0,∞) be a function satisfying the detailed balance condition
λ(x, g)µ(x) = λ(gx, g−1)µ(gx)(5.3)
for x ∈ X , g ∈ A.
Finally consider the Markov process with the generator
Lf(x) =
∑
g∈A
(f(gx)− f(x))λ(x, g)
and the corresponding Dirichlet form
E(f, h) = 1
2
∑
x∈X
∑
g∈A
(f(gx)− f(x))(h(gx) − h(x))λ(x, g)µ(x) = EΓ(f, h)
with
Γ(f, h)(x) =
1
2
∑
g∈A
(f(gx)− f(x))(h(gx) − h(x))λ(x, g)
=
1
2
∫
X
(f(y)− f(x))(h(y)− h(x))Qx(dy),
where
Qx(y) =
∑
g∈A : gx=y
λ(x, g)
Moreover the pair (Q,µ) satisfies the detailed balance condition. Therefore if the
form E satisfies Beckner’s inequality with αp ≥ a(p − 1)s, for p ∈ (1, 2], then by
Proposition 3.3 for all functions f : X → R, and all r ≥ 2
‖f − µ(f)‖r ≤ Kr
1+s
2
∥∥∥(∑
g∈A
(f(gx)− f(x))2λ(x, g)
)1/2∥∥∥
r
,(5.4)
for K =
√
κ(s)/2a.
The above inequality allows for a direct use of Corollary 5.3 with gradients
Dgf(x) = (f(gx) − f(x))
√
λ(x, g). This choice however may have some disadvan-
tages from the point of view of higher order concentration, especially when one
deals with finite groups. To illustrate this let us focus on the situation when for
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some g ∈ A, g2 = e (in the sequel we will discuss natural examples when this is
true for all elements of A). One then gets
DgDgf(x) = Dg(f(gx)− f(x))
√
λ(x, g)
=
(
(f(x)− f(gx))
√
λ(gx, g)− (f(gx)− f(x))
√
λ(x, g)
)√
λ(x, g)
= (f(x) − f(gx))(
√
λ(x, g) +
√
λ(gx, g))
√
λ(x, g).
In particular, if M is the constant from Corollary 5.3, it may happen that
M2‖D2f(x)‖{1,2} ≥M‖Df(x)‖{1} =M |Df(x)|
and so Corollary 5.3 applied with d = 2 is strictly weaker than its assumption
corresponding to d = 1 (while the goal of introducing second order concentration
is handling functions for which first order bounds are too conservative). Also, in
certain situations, especially when dealing with a class of processes or when one
does not have full knowledge about the transition rates, one may want to have
a notion of gradient, which depends only on the function f and not on the rates
λ(x, gi). For these reason one may want to replace the natural choice of the gradient
with another one. We will now briefly discuss some possibilities.
Let us view the set X with the action G as a graph, i.e., define the set of
edges E = {{x, y} : x, y ∈ X , ∃i≤my = gix or x = giy}. Impose also an arbitrary
orientation on the edges, by choosing functions s, t : E → X such that for all {x, y} ∈
E, {s(x, y), t(x, y)} = {x, y}. Then one can define for g ∈ A,
Dgf(x) =
(
f(t(x, gx)) − f(s(x, gx)))√max(λ(x, g), λ(gx, g−1)).
Clearly, by (5.4), we then have
‖f(X)− E f(X)‖r ≤ Kr
1+s
2
∥∥∥|Df(X)|∥∥∥
r
.
Moreover for g2 = e, Dgf(x) = Dgf(gx) and so DgDgf(x) = 0. If λ∗ :=
supx∈X maxg∈A λ(x, g) <∞ one can also take
D˜gf(x) = f(t(x, gx)) − f(s(x, gx)),
obtaining a gradient independent of the transition kernel, at the cost of changing
the constant K by a factor
√
λ∗. Such situation may happen especially in the
finite case, when the Markov semigroup is obtained by embedding in continuous
time a discrete time Markov chain as, e.g., in the case of Glauber dynamics (cf.
Section 4.3).
For instance if X = {−1, 1}m and gi’s act on X by flipping the i-th coordinate
then all gi’s satisfy g2i = e. In this case it is natural to choose t(x, y) = max(x, y),
s(x, y) = min(x, y) where max,min are taken with respect to the lexicographic or-
der. It is then easy to see that in this case D˜gif coincides, up to a factor of 2, with
the usual partial derivative of the polynomial corresponding to the Fourier-Walsh
representation of the function f . The article [4] uses the strategy described above
to obtain counterparts of Latała’s inequalities for Gaussian polynomials for polyno-
mials in Ising models satisfying the Dobrushin condition discussed in Section 4.3.
We will generalize the inequalities obtained therein in Corollary 5.4 below.
Another situation in which all the gi’s are of order two is related to transposi-
tions, and the action of the symmetric group, corresponding to moment inequalities
described in Propositions 4.8 and 4.12 (iii). In this case it is also natural to use
the lexicographic order to define the functions t and s. Note that in this case we
have
(
n
2
)
directional derivatives along transpositions. For instance in the setting of
Proposition 4.8, one has
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Dτijf(x) =
1
n− 1
(
f(max(σ ◦ τij , σ)) − f(min(σ ◦ τij , σ))
)
.
In the more general situation of Proposition 4.12 (ii) one can consider the action of
the group Zn2 × Sn. One may also consider actions of infinite groups, for instance
Z or more generally Zn, as Beckner and log-Sobolev inequalities are well known
for various measures on Z, e.g., for stationary measures of various birth-and-death
processes (see [36, 43, 32, 87, 15])
5.3. Applications to tetrahedral polynomials. Let us now provide an applica-
tion of Corollary 5.3 to tetrahedral polynomials of random vectors with values in a
cube, say [−1, 1]n, for which the corresponding Glauber dynamics satisfies (mLSI)
(as discussed in Section 4.3). This will generalize results in [58, 4] concerning the
Ising model and results from [64] concerning exponential random graphs (and by
the discussion in Section 4.3 will allow also for a slight strengthening of the depen-
dence of constants on the parameters in these models). Recall that a polynomial
f : Rn → R is tetrahedral, if it is affine in every variable, i.e. it is of the form
f(x1, . . . , xn) =
d∑
k=0
∑
I⊆[n],|I|=k
aI
∏
j∈I
xi.
Assume that X = (X1, . . . , Xn) is distributed according to a measure µ on
[−1, 1]n, which satisfies (mLSI) with constant ρ0 > 0 for the Glauber dynamics.
Recall Corollary 4.5. Let A be the linear space of tetrahedral polynomials and note
that for any f ∈ A, the inequality |Xi −X ′i| ≤ 2 implies that
|f(X)− f(X i)| ≤ 2
∣∣∣ ∂f
∂xi
(X)
∣∣∣.
As a consequence, by Corollary 4.5, the assumptions of Corollary 5.3 are satisfied
with D = ∇, γ = 1/2 and K = Cρ−10 for some universal constant C. Noting that
partial derivatives of tetrahedral polynomials are tetrahedral, and for a polynomial
f of degree d, ∇df is constant, we obtain
Corollary 5.4. Assume that µ is a measure on [−1, 1]n, satisfying the inequal-
ity (mLSI) with ρ0 > 0 for the Glauber dynamics. Let X be a random vector with
law µ and let f : Rn → R be a tetrahedral polynomial of degree d. Then for any
t > 0,
P
(∣∣∣f(X)− E f(X)∣∣∣ ≥ t) ≤ 2 exp(− 1
Cd
min
1≤k≤d
min
J∈Pk
( ρk/20 t
‖E∇kf(X)‖J
)2/|J |)
.
(5.5)
In particular the above corollary applies to the Ising model, exponential random
graphs and hardcore models under the assumptions presented in Section 4.3. Note
that in these cases (or more generally for measures supported on {−1, 0, 1}n) every
polynomial can be reduced to a tetrahedral one.
Let us illustrate the above corollary with an application to triangle count in
random graphs. Consider a simple random graph G = (V,E), where |V | = n. For
distinct vertices v, w ∈ V , let Xv,w = 1{v,w}∈E. Then, the number of triangles in G
can be written as T = 16
∑ 6=
u,v,w∈V Xu,vXv,wXw,u. The problem of tail behaviour
for subgraph counts in Erdős–Rényi random graphs has a long history, and a lot of
progress has been made recently in the large deviation regime (see, e.g., [39, 82]).
Here, we would like to illustrate how Corollary 5.4 may be used to obtain bounds
for the non-product case.
Assume that G is exchangeable in the following sense: for any permutation
σ : V → V , the distribution of the random set Eσ = {{σ(v), σ(w)} : {v, w} ∈ E} is
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the same as that of E (in other words, the adjacency matrix of G has distribution
invariant under a simultaneous permutation of rows and columns). Assuming that
n ≥ 3 and V = [n], let us define A = EX1,2, B = EX1,2X2,3 (i.e., A is the
probability of finding an edge and B is the probability of finding a cherry at a fixed
place in G). If the random vector (Xv,w)1≤v<w≤n satisfies (mLSI), then one can
estimate the I-norms appearing in Corollary 5.4 to find a tail estimate for T . Note
that the expected derivatives of T are expressed in terms of A and B.
In the Erdős–Rényi case such estimates were obtained in [2] and combined with a
slight refinement of (5.5), specific to the product situation which allowed to replace
ρ0 with an appropriate subgaussian norm. Surprisingly, the inequality obtained
from such a general approach turned out to be optimal in the large deviation regime
for edge probability p ≥ (n1/4√log(n))−1. In [64] the calculations from [2] were
combined with (LSI) in the case of exponential random graphs (cf. Section 4.3).
The dependence on ρ1 is not specified there, but one can easily derive it from the
proof. Corollary (5.4) allows to relax the dependence on ρ1 to dependence on ρ0,
leading to the following estimate (we skip the detailed calculations, which are based
on those from [2] and present just the final result):
P(|T − ET | ≥ t)
≤ 2 exp
(
− 1
C
min
( t2
n3(ρ−30 + ρ
−2
0 A
2) + n4ρ−10 B2
,
t
√
nρ
−3/2
0 + nρ
−1
0 A
,
t2/3
ρ−10
))
for t ≥ 0 and a universal constant C.
Appendix A. Auxiliary lemmas
In this section we provide proofs of technical lemmas used in Section 2.
Proof of Lemma 2.3. Consider a nonnegative f such that f, fp−1 ∈ Dom(E). For
t > 0, let ft denote min(f, t). The function x 7→ min(x, t) is a contraction, whence
ft, f
p−1
t ∈ Dom(E). Moreover for any t > 0 and any non-decreasing function ϕ
(ft(x) − ft(y))(ϕ(ft(x)) − ϕ(ft(y))) ≤ (f(x)− f(y))(ϕ(f(x)) − ϕ(f(y))),
so by Assumption 1,
sup
t>0
E(ft, fp−1t ) ≤ E(f, fp−1).
It remains to show that µ(fp) − µ(f)p is well-defined and is the limit of µ(fpt ) −
µ(ft)p as t → ∞. By the Lebesgue monotone convergence theorem, it suffices
to show that µ(f) < ∞. To this end it is enough to show that supt µ(ft) < ∞.
This inequality is trivially satisfied if supt µ(ft)
p ≤ E(f, fp−1). Assume thus that
µ(ft)p > E(f, fp−1) for some t. Applying Beckner’s inequality (Bec-p) to the
function ft, we get that
1+αp
αp
µ(ft)p ≥ µ(fpt ) (recall that p/2 ≤ 1). Whence, by the
Paley–Zygmund inequality (see, e.g., [46, Corollary 3.3.2])
µ
(
f >
1
2
µ(ft)
)
≥ µ
(
ft >
1
2
µ(ft)
)
≥
( 1
2p
µ(ft)p
µ(fpt )
) 1
p−1 ≥ 2− pp−1
( αp
1 + αp
) 1
p−1
.
Thus 12µ(ft) must be bounded by an appropriate quantile of f and so supt>0 µ(ft)
is finite as desired. 
Proof of Lemma 2.7. Fix any s ≥ 1. Lipschitz property of the appropriate maps on
the interval [inf f, sup f ] and Assumption 1 imply that for any u, fu−1, fu−1 log f ∈
Dom(E). Denote hε(x) = xε−1ε − log x and assume without loss of generality that
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1− s ≤ ε. Then fs−1hε(f) ∈ Dom(E) (since Dom(E) is a linear space) and by the
bilinearity of E
v(s+ ε)− v(s)
ε
= E(f, fs−1 log f) + E(f, fs−1hε(f)).
We will show that ∣∣xs−1hε(x)− ys−1hε(y)∣∣ ≤ C |ε| · |x− y|
for all x, y ∈ [inf f, sup f ] and some positive constant C dependent on s and f . By
Assumption 1, this will allow to conclude that
∣∣E(f, fs−1hε(f))∣∣ ≤ C |ε|·E(f, f)→ 0
as ε→ 0.
By the Taylor expansion of xε in ε with the integral form of the remainder
hε(x) =
1
ε
∫ ε
0
(ε− u)xu log2 xdu,
so
xs−1hε(x)− ys−1hε(y) = 1
ε
∫ ε
0
(gu(x)− gu(y))(ε− u) du,
where gu(x) = xu+s−1 log2(x). We can also assume without loss of generality
that ε ≤ 1. Recalling that f is bounded and separated from zero, it follows that
supu,x
1
2 |g′u(x)| =: C < ∞. The proof is concluded by taking the absolute value,
passing with it under the integral and estimating the increments of gu.

Appendix B. Known implications between functional inequalities
In this section we provide sketches of proofs of previously known implications
between functional inequalities discussed in Section 1.4. Although in the literature
the results are commonly stated in the Markov kernel setting (sometimes only in
the finite state space or continuous case), their proofs are mostly based on point-
wise inequalities which imply comparison of Dirichlet forms. Hence by virtue of
Assumption 1 they pass directly to our setting at the cost of adding just a few
technical details (needed mostly in order to make sure that all quantities are well-
defined). We remark that a section containing implications between the Poincaré,
log-Sobolev, and modified log-Sobolev inequality in an abstract setting, but under
a somewhat different set of assumptions than ours, can be found in the article [23]
by Bobkov and Tetali. In all the statements below we assume that Assumption 1
is satisfied.
Let us start with the implication between (LSI) and (mLSI).
Proposition B.1. If the log-Sobolev inequality (LSI) holds with some constant ρ1,
then the modified log-Sobolev inequality (mLSI) holds with ρ0 ≥ 4ρ1.
Proof. The argument is based on the following pointwise inequality introduced by
Bobkov and Tetali [23]:
4
(√
a−
√
b
)2 ≤ (a− b)(log(a)− log(b)), a, b > 0.(B.1)
Assuming that (LSI) holds for all g ∈ Dom(E), let us consider f , such that
f, log f ∈ Dom(E). Denote fε = max(f, ε). By Assumption 1, the fact that x 7→
max(x, ε) is a contraction and monotonicity of the log, one can easily see that
E(fε, log(fε)) ≤ E(f, log(f)). Taking into account that Entµ(f) = limε→0 Entµ(fε),
one can thus assume that f is separated from zero. Thus, again by Assumption 1,
and Lipschitz property of the quare root away from zero, g =
√
f ∈ Dom(E), and
ρ1 Entµ(f) ≤ E(
√
f,
√
f) ≤ 14E(f, log(f)), where in the last inequality we used (B.1)
and Assumption 1. 
MODIFIED LOG-SOBOLEV AND BECKNER INEQUALITIES 45
Let us now pass to the relation between (Bec-q) and (LSI).
Proposition B.2. If Beckner’s inequality (Bec-q) holds for every q ∈ [1, 2) with
βq bounded away from zero, then the log-Sobolev inequality (LSI) holds as well with
ρ1 ≥ 12 lim supq→2− βq. Conversely if (LSI) holds, then so does (Bec-q) for every
q ∈ [1, 2), with βq ≥ qρ1.
Proof. To obtain the first part of the proposition, it is enough to apply (Bec-q) to
|g| (note that |g| ∈ Dom(E) by Assumption 1), divide by 2− q and pass to the limit
q → 2, observing that
µ(g2)− µ(gq)2/q
2− q −→
1
2
Entµ(g2) as q → 2−.
One obtains (2−1 lim supq→2− βq) Entµ(g
2) ≤ E(|g|, |g|) ≤ E(g, g), where the last
inequality follows from another application of Asumption 1.
The second part follows from a lemma proved in [77], which asserts that if
g ∈ L2(X , µ), then the function
[1, 2) ∋ q 7−→ µ(g
2)− µ(gq)2/q
1/q − 1/2
is increasing. Note that in our setting square integrability of g for g ∈ Dom(E) is a
part of the assumption (LSI). 
Proposition B.3. If the Beckner inequality (Bec-p) holds for every p ∈ (1, 2] with
αp bounded away from zero, then the modified log-Sobolev inequality (mLSI) holds
as well with ρ0 ≥ 2 lim supp→1+ αp.
Proof. Let us consider f such that f, log(f) ∈ Dom(E). Additionally, let us as-
sume that f is bounded and separated from zero. In particular fp ∈ Dom(E)
for p ≥ 1. Taking the right derivative of the function p 7→ µ(fp) − µ(f)p at
p = 1 and using (Bec-p) together with Lemma 2.7, we obtain (mLSI) with ρ0 ≥
2 lim supp→1+ αp.
It remains to remove the additional assumptions on f . The assumption that f
is separated from zero can be removed in the same way as in the proof of Propo-
sition B.1. Let us therefore focus on the boundedness assumption. The argu-
ment is a variation of the one used in Lemma 2.3. Setting ft = min(f, t), by
Assumption 1 we have E(ft, log(ft)) ≤ E(f, log(f)) < ∞, so it remains to show
that supt>0 µ(ft) < ∞, as it will prove integrability of µ, which will allow to pass
to the limit with t → ∞ in (mLSI) for ft. Let ϕ : [0,∞) → [0,∞) be any in-
creasing convex function, ϕ(0) = 0, such that for large x, ϕ(x) = x log x. Set
gt = ft/µ(ft). Since x log x is bounded from below, and Entµ(ft) = µ(gt log(gt)),
we obtain supt>0 µ(ϕ(gt)) < ∞. Thus limδ→0 supt>0 ϕ(δgt) = 0. Let δ < 1/4 be
such that for all t > 0, µ(ϕ(δgt)) < 1/4. Denoting by ϕ∗ the Legendre transform
of ϕ, given by ϕ∗(y) = supx≥0(xy − ϕ(x)), we have
1 = µ(gt) ≤ δ + µ(gt1{gt>δ}) ≤ δ + µ(ϕ(δgt)) + ϕ∗(δ−1)µ(gt ≥ δ),
which gives
µ(f ≥ δµ(ft)) ≥ µ(ft ≥ δµ(ft)) = µ(gt ≥ δ) ≥ 12ϕ∗(δ−1) > 0.
This shows that supt>0 µ(ft) is dominated by an appropriate quantile of f and is
therefore finite, ending the proof. 
Let us now pass to the relation between Beckner’s inequalities (Bec-p) and (Bec-q).
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Proposition B.4. Let p ∈ (1, 2] and q = 2/p ∈ [1, 2). If Beckner’s inequal-
ity (Bec-q) holds with constant βq then Beckner’s inequality (Bec-p) holds with
constant αp ≥ βq. Conversely, if (Bec-p) holds with constant αp, then (Bec-q)
holds with constant βq ≥ q(2 − q)αp.
Proof. Assume first (Bec-q). By Lemma 2.3 in order to prove (Bec-p) it is enough
to show that it holds for bounded f . Assume thus that f is bounded and f, fp−1 ∈
Dom(E). Set g = fp/2. Since p/2 ≥ p− 1, g ∈ Dom(E) and thus
βq(µ(fp)− µ(f)p) = βq(µ(g2)− µ(gq)2/q) ≤ (2− q)E(g, g) = 2(p− 1)
p
E(g, g)
By Lemma 2.5, E(g, g) ≤ p24(p−1)E(f, fp−1), which implies (Bec-p).
The second part of the proposition follows by the first inequality of Lemma 2.5
for functions g separated from zero and infinity (the assumption is needed in order
to assure that for f = g2/p we have f, fp−1 ∈ Dom(E). An extension to general
functions can be obtained by appropriate truncations analogously as in the other
implications we have considered so far. Since we do not use this implication in any
part of this paper, we skip the details. 
Finally, let us show that the Poincaré inequality is implied both by the modified
log-Sobolev inequality (mLSI) and by Beckner’s inequality (Bec-p) (with fixed p)
Proposition B.5. If the modified log-Sobolev inequality (mLSI) holds with constant
ρ0, then the Poincaré inequality (P) holds with λ ≥ ρ0/2.
Proof. Again the argument is well known and one just needs to adjust it to our
setting. If f ∈ Dom(E) is bounded (say ‖f‖∞ = M), then set gε = eεf . Using
Taylor’s expansion we get
Entµ(gε) =
1
2
ε2Varµ(f) + o(ε2).
On the other hand, using the inequality
(ea − eb)(a− b) ≤ eεM (a− b)2
valid for a, b ∈ [−εM, εM ], together with Assumption 1, we obtain
E(gε, log gε) ≤ ε2eεME(f, f).
To obtain (P) for bounded functions it is thus enough to apply (mLSI) to gε and let
ε → 0+. To extend this to Dom(E) note that the Poincaré inequality for bounded
functions implies (in fact is equivalent to) (Bec-p) with p = 2 for bounded functions.
Thus by Assumption 1 and Lemma 2.3 if f ∈ Dom(E), then f is square integrable.
It is thus enough to set ft = max(−t,min(f, t)) for t > 0, apply (P) to ft and pass
with t→∞, using the fact that by Assumption 1, E(ft, ft) ≤ E(f, f). 
Proposition B.6. Let p ∈ (1, 2]. If Beckner’s inequality (Bec-p) holds with con-
stant αp, then the Poincaré inequality (P) holds with constant λ ≥ αp.
Proof. As in the proof of Proposition B.5, it is enough to prove (P) for bounded
functions. Assume thus that f ∈ Dom(E) is bounded. Then, for sufficiently small
ε, (1 + εf)p−1 ∈ Dom(E). Thus
αp
(
µ((1 + εf)p)− (µ(1 + εf))p
)
≤ p
2
E(1 + εf, (1 + εf)p−1) = εp
2
E(f, (1 + εf)p−1).
The Taylor expansion reveals that for ε→ 0,
µ((1 + εf)p)− (µ(1 + εf))p = 1
2
p(p− 1)ε2Varµ(f) + o(ε2).
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On the other hand
εE(f, (1 + εf)p−1) = (p− 1)ε2E(f, f) + εE(f, (1 + εf)p−1 − 1− (p− 1)εf).
To finish the proof it is thus enough to show that
E(f, (1 + εf)p−1 − 1− (p− 1)εf) = o(ε)
for ε→ 0+. Denote M = ‖f‖∞ and denote g(x) = (1 + x)p−1 − 1 − (p− 1)x. For
a, b ∈ [−M,M ] we have
|a− b||g(εa)− g(εb)| ≤ ε(a− b)2Aε.
where Aε = supt∈[−εM,εM ] |g′(t)|. Thus, by Assumption 1, E(f, (1 + εf)p−1 − 1 −
(p − 1)εf) ≤ εAεE(f, f) and it remains to show that limε→0+Aε = 0. This is
however true, since g is continuously differentiable in the neighbourhood of 0 and
g′(0) = 0. 
Appendix C. Connections with Dirichlet forms
In this section we will provide a link between our assumptions and the usual
theory of Dirichlet forms associated with Markov semigroups, in particular showing
that our main assumptions are satisfied in this setting. As reference we suggest the
monographs [52, 13]. Recall that we work on a probability space (X ,B, µ).
Let P : [0,∞)×X ×B → [0, 1] be a homogeneous Markov transition function for
which µ is an invariant measure. We will assume that P is reversible with respect to
µ. We will often write Pt(x,B) for P (t, x,B) and we will also denote by (Pt)t≥0 the
semigroup of operators on L2(X , µ) related to the transition function and defined
as
Ptf(x) =
∫
X
f(y)Pt(x, dy).
We will assume that this semigroup is strongly continuous.
It can be shown that for each f ∈ L2(X , µ) the function
t 7→ 1
2t
∫
X
∫
X
(f(y)− f(x))2Pt(x, dy)µ(dx)
is non-increasing. Denoting
Dom(E) =
{
f ∈ L2(X , µ) : sup
t≥0
1
2t
∫
X
∫
X
(f(y)− f(x))2Pt(x, dy)µ(dx) <∞
}
and defining for f, g ∈ E ,
E(f, g) = lim
t→0
1
2t
∫
X
∫
X
(f(y)− f(x))(g(y) − g(x))Pt(x, dy)µ(dx)
we obtain a nonnegative definite symmetric quadratic form.
In particular, for f ∈ Dom(E) we obtain
E(f, f) = lim
t→0
1
2t
∫
X
∫
X
(f(y)− f(x))2Pt(x, dy)µ(dx)
and it is straightforward to check that the Assumption 1 is satisfied in this case.
Let us now discuss the Assumption 2. If L is the infinitesimal operator of the
semigroup (Pt)t≥0, defined as
Lf = lim
h→0+
Phf − f
h
with the convergence in the L2 sense, and f, g ∈ Dom(L), then
E(f, g) = −
∫
X
fLgdµ.
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If also fg ∈ Dom(L), then one obtains further the equality (1.7) where the carré
du champ operator Γ is given by (1.8). One shows that Γ(f, f) ≥ 0. In most
applications the operator Γ is first defined on a suitable algebra of functions A0 ⊆
Dom(L) and then extended to some larger class A. This is the situation described,
e.g., in Chapter 1.14 of [13]. In the case of diffusions on Riemannian manifolds one
usually takes A0 to be the algebra of smooth compactly supported functions and A
– the algebra of all smooth functions. However in the abstract setting there is no
canonical choice of A, so we will stick here to the basic case of A ⊆ Dom(L) and
refer to Chapter 3 of [13] for the axiomatic approach, which allows to introduce a
general framework for an abstract counterpart of the theory of diffusions in Rn.
The following proposition shows that in our basic setting the first part of As-
sumption 2 is satisfied for every algebra A ⊆ Dom(L).
Proposition C.1. Assume that f : X → R is a bounded function and f, f2 ∈
Dom(L). Let t, t′ ≥ 1 satisfy 1t + 1t′ = 1. Then for every differentiable convex,
nondecreasing function ϕ : [0,∞)→ R and every c ∈ R
E(ϕ(|f + c|), |f + c|) ≤ 2
∫
X
ϕ′(|f + c|)Γ(f)dµ ≤ 2
∥∥∥ϕ′(|f + c|)∥∥∥
t′
∥∥∥Γ(f)∥∥∥
t
.
Proof. Note that if f2, f ∈ Dom(L) and f is bounded then
(C.1)
1
u
∫
X
(f(x)− f(y))2Pu(x, dy)
=
1
u
∫
X
(f2(y)− f2(x))Pu(x, dy)−2f(x) 1
u
∫
X
(f(y)− f(x))Pu(x, dy) u→0+→ 2Γ(f)
in L2.
By boundedness of f , the fact that convex functions are locally Lipschitz, and
Assumption 1 (which we know to be satisfied in the Markov case), ϕ(|f+c|), |f+c| ∈
Dom(E). Moreover, denoting g = f + c,
E(ϕ(|g|), |g|)
= lim
u→0+
1
2u
∫
X
∫
X
(ϕ(|g(x)|) − ϕ(|g(y)|))(|g(x)| − |g(y)|)Pu(x, dy)µ(dx)
= lim
u→0+
1
u
∫
X
∫
X
(ϕ(|g(x)|) − ϕ(|g(y)|))+(|g(x)| − |g(y)|)+Pu(x, dy)µ(dx)
≤ lim inf
u→0+
∫
X
ϕ′(|g(x)|) 1
u
∫
X
(f(x)− f(y))2+Pu(x, dy)µ(dx)
≤ lim inf
u→0+
∫
X
ϕ′(|g(x)|) 1
u
∫
X
(f(x)− f(y))2Pu(x, dy)µ(dx)
= 2
∫
X
ϕ′(|f(x) + c|)Γ(f)dµ.
where in the second equality we used reversibility of the semigroup together with
monotonicity of ϕ, and in the first inequality – convexity of ϕ. The last equality
follows by boundedness of f and (C.1).
This proves the first inequality of the proposition. The second one follows by
Hölder’s inequality. 
As for the second part of Assumption 2, it is satisfied, e.g., if A ⊆ Dom(L) is an
algebra stable under compositions with smooth functions vanishing at zero, which is
a common assumption in this context (see Chapter 1.13 of [13]). Indeed, in this case
one can define an appropriate sequence of smooth contractions ψn : R → R with
ψn(0) = 0, converging to ψ(x) = x pointwise and take fn = ψn(f). Then clearly
fn → f and |fn| ≤ |f | µ-a.s. Moreover, for general f such that f, f2 ∈ Dom(L) one
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still has (C.1) but this time in L1. Thus using the contraction property of ψn one
can easily show that
Γ(fn) = Γ(ψn(f)) ≤ Γ(f) µ-a.s.
Combining this observation with Proposition C.1 one obtains.
Proposition C.2. If A ⊆ Dom(L) is an algebra stable under composition with
smooth functions vanishing at zero, then the Assumption 2 is satisfied.
This gives the basic setting for applying moment estimates of Proposition 3.3 in
the Markovian case. Clearly, in concrete applications the moment inequalities can
be extended to larger classes of functions – the details of such an extension and
the choice of the class of functions may however depend on the particular case. We
again refer to Chapter 3 of [13] for an extensive discussion of this issue.
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