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We investigate the lateral transport of excitons in ZnSe quantum wells by using time–resolved
micro-photoluminescence enhanced by the introduction of a solid immersion lens. The spatial and
temporal resolutions are 200 nm and 5 ps, respectively. Strong deviation from classical diffusion
is observed up to 400 ps. This feature is attributed to the hot–exciton effects, consistent with
previous experiments under cw excitation. The coupled transport–relaxation process of hot excitons
is modelled by Monte Carlo simulation. We prove that two basic assumptions typically accepted
in photoluminescence investigations on excitonic transport, namely (i) the classical diffusion model
as well as (ii) the equivalence between the temporal and spatial evolution of the exciton population
and of the measured photoluminescence, are not valid for low–temperature experiments.
I. INTRODUCTION
Real–space transport of excitons in semiconductor is
an important aspect of excitonic dynamics and plays an
essential role in many opto–electronic applications. In
a quantum–well (QW) structure, the excitons are con-
fined in the QW plane by the potential barriers. The
two–dimensional lateral transport of excitons in a num-
ber of semiconductor QW structures has been exten-
sively studied during the past two decades by several
optical techniques, e.g., transient grating, pump–probe
and photoluminescence (PL). In transient–grating exper-
iments, a spatially periodic distribution of carrier den-
sity is generated by the interference of two laser pulses
with different angles of incidence. The decay of this pe-
riodic distribution is then detected by the diffraction of
a third pulse, and the diffusivity can be deduced from
this decay.1,2,3,4,5,6,7 In pump–probe measurements, an
intense laser pulse is used to generate excitons, which dis-
tribution is then detected by measuring the absorption
of a delayed and much weaker probe beam. Scanning
the probe beam with respect to the pump beam, one can
obtain information on excitonic transport.8,9,10,11,12,13
Different from these nonlinear techniques, experiments
based on PL can be performed in the low–density regime,
where the interactions between carriers are negligible.
This makes the interpretation of the experimental results
and the deduction of the physics on exciton–environment
coupling more straightforward. Two types of PL–based
methods have been developed during the past decade. In
time–of–flight experiments, the sample surface is covered
by masks. Small holes are etched on this cover to trans-
mit the excitation laser beam and the luminescence. The
decay of the PL from the hole after a pulsed excitation
can be attributed to both the radiative decay and the
transport of excitons out of the hole, i.e., out of the detec-
tion window. Since the radiative decay can be measured
independently by using samples without mask, informa-
tion on transport can be deduced by modelling the PL
decay by, normally, diffusion equation.14,15,16,17,18,19,20
The other method is PL imaging, in which the spatial
profiles of the luminescence are measured directly e.g.
by a microscope.21,22,23,24,25,26,27,28 Extensive informa-
tion about the carrier diffusivity, mobility and diffusion
length has been extracted based on these two methods.
In these optical investigations based on PL, exci-
tons are excited by laser photons with an excess en-
ergy Eexcess of typically several tens to several hun-
dreds of meV.14,15,16,17,18,19,20,21,22,23,24,25,26,27,28 Despite
of the possibility that the transport can happen when
the excitons are still hot, i.e. with high kinetic en-
ergy, the hot–exciton effects are typically neglected in
this kind of studies. For the measurements performed
on room temperature,25,26,27,28 hot–exciton effects are
less pronounced due to fast relaxation. However, for
low–temperature PL experiments with a rather high
Eexcess,
14,15,16,17,18,19,20,21,22,23,24 the relaxation can take
several hundreds of picoseconds.29 If hot excitons play a
role in the transport process, two basic assumptions of
these PL experiments are questionable. The first prob-
lem is the validity of the diffusion equation in describing
the transport process. During the relaxation, the kinetic
energy and the group velocity of the hot excitons are de-
creasing. Thus, the transport during relaxation cannot
be described as diffusion with a constant diffusivity. Sec-
ondly, the measured temporal and spatial evolution of
the PL is not equivalent to that of the exciton popula-
tion. Due to the negligible photon momentum, the PL
can only be used to monitor the cold excitons which have
small enough momentum to be able to couple to a pho-
ton (see e.g. Ref. 30). The hot excitons are invisible in
these techniques. For this reason, the spatio–temporal
evolution of the total exciton population including hot
excitons can be quite different from that directly deduced
from these experiments.
In this paper, we show that these two problems have
to be accounted for in typical PL investigations on the
transport of QW excitons. By performing temporally re-
solved micro-PL and Monte Carlo simulation, we investi-
gate the excitonic transport in ZnSe QWs. Strong devia-
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FIG. 1: Temporally resolved micro–photoluminescence en-
hanced by introducing a solid immersion lens (SIL).
tion from classical diffusion on a time scale of several hun-
dreds of picoseconds is observed in the low–temperature
experiments and is attributed to a persistent hot–exciton
population. From the simulation, we obtain the spatio–
temporal evolution of the total exciton population and
find a pronounced difference from that directly deduced
from the PL.
II. EXPERIMENT
The experimental setup is a time–resolved micro–PL
(µ–TRPL) enhanced by introducing a solid immersion
lens (SIL). The spatial and temporal resolutions are
200 nm and 5 ps, respectively. Figure 1 shows schemat-
ically the configuration. The laser system including
an Argon–ion laser and a Ti:Sapphire laser with dou-
ble frequency by BBO crystal generates tunable blue
laser pulses of 150 fs with a repetition rate of 76 MHz.
The pulse shaper reduces its spectral width to 0.2 meV.
The beam is then spatially expanded to fit the diameter
of the objective (magnification 20×, numerical aperture
NA = 0.4), and focused on the sample surface. The lumi-
nescence is collected by the same objective, i.e. confocal
configuration, and focused on the image plane of the mi-
croscope. A set of pinholes with different sizes is installed
in this plane, achieving local detection. By moving the
pinhole in the image plane, one can scan the detection
spot with respect to the excitation spot in a well–defined
way. The signal transmitting the pinhole is then spec-
trally resolved by a spectrometer, temporally resolved by
a streak camera and recorded by a CCD. Additionally, a
shiftable set of mirror and lens is installed in front of the
spectrometer, reflecting and focusing the light to another
CCD camera connected with a monitor. This configura-
tion achieves a direct imaging of the sample surface on
the monitor, thus ensures fine alignments of the laser
beam, the objective and the pinhole.
The high spatial resolution is achieved by using a
hemispherical SIL made of ZrO2 with refractive index
of 2.16.31 The SIL is adhesively fixed to the sample sur-
face. The diameter of the SIL is chosen to be 1 mm,
which is large enough for giving a sufficient field of view,
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FIG. 2: Time–integrated (lower panel) and time–resolved (up-
per panel) photoluminescence spectra.
but still small enough to be stuck on the sample sur-
face adhesively even in vertical configuration. The SIL
enhances not only the spatial resolution by about two
times due to the increased refractive index of the media
outside the sample, but also the collection efficiency by
more than five times due to a larger collection angle.32
These enhancements are of crucial importance for the
current investigation. All measurements are performed
at a sample temperature of 10 K.
Two ZnSe multiple–QW samples with different peri-
ods as well as different barrier materials are studied.
Since similar transport properties are observed in both
samples, we focus here on the study of a 10–period
ZnSe/ZnMgSSe multiple QW with 8 nm well width and
11 nm barrier width grown by molecular–beam epitaxy.
Figure 2 shows time–integrated (lower panel) and time–
resolved (upper panel) PL spectra of this sample excited
by continuous–wave (cw) laser or pulsed laser, respec-
tively. In both cases, the energy of the excitation pho-
ton is chosen to be 2.9013 eV. The heave–hole exciton
resonance is observed at 2.8287 eV with a linewidth of
2.9 meV. The rise time and decay time of this peak is
measured as 65 ps and 205 ps, respectively. The lower–
energy peak is attributed to charged excitons and is not
examined here.
The µ–TRPL spectra are measured by moving the pin-
hole in the image plane, thus scanning the detection spot
(450 nm in diameter, defined by the pinhole size) with
respect to the fixed excitation spot. From these spectra,
we obtain the temporal evolution of the spatial profile of
heavy–hole exciton luminescence. The detection window
used in this extraction is a small spectral region around
the excitonic resonance. Figure 3 shows several PL pro-
files measured at a set of times after a pulsed–laser exci-
tation. The photon energy of the laser is 2.9013 eV. The
excitation power is less than 1 µW, ensuring the condi-
tion of a low exciton density. The expansion of the PL
profile which originates from the real–space transport of
excitons is clearly observed.
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FIG. 3: Temporal evolution of the photoluminescence (PL)
profile and of the exciton population profile. Points with dif-
ferent shapes: The PL profiles at different times after the
excitation measured by scanning the pinhole. Solid (dashed)
lines: The corresponding PL (total exciton population) pro-
files obtained by the Monte Carlo simulation.
III. MONTE CARLO SIMULATION
Monte Carlo (MC) simulations33 have been success-
fully applied in investigations on carrier dynamics in
semiconductor QWs.34,35,36,37,38,39,40,41 In the present
study we use the MC method to simulate the laser excita-
tion, excitonic transport, relaxation, and recombination
processes. The model used for the simulation is based on
the solid understanding of the hot–exciton formation and
relaxation processes in ZnSe QW. After a laser excitation
with a suitable photon energy, an electron–hole pair is
excited in the continuum states. Generally, the electron–
hole pair may (i) rapidly form a hot exciton with large
center–of–mass wavevector, followed by hot–exciton re-
laxation, or (ii) dissociate into individual carriers that
relax to their band minima separately. In GaAs semi-
conductor structures, both theoretical and experimental
studies have revealed a fast exciton–formation process
following the excitation if the excess energy of the exci-
tation is large enough for a LO–phonon emission of the
excited electron–hole pair.42,43,44,45,46,47 In polar II–VI
QWs, the LO–phonon–assisted exciton formation is as
fast as sub–picosecond due to the strong Fro¨hlich cou-
pling and thus dominates over the dissociation process.
This has been verified by the experimental observations
of hot–exciton luminescence in these structures.48,49,50
Our previous investigations on hot–exciton luminescence
in ZnSe QWs by temporally resolved29 or spatially
resolved51 LO–phonon–sideband (PSB) spectroscopy as
well as the observation of a pronounced LO–phonon cas-
cade in PL excitation spectrum52 also confirm the domi-
nant role of this fast exciton–formation process. Thus, in
the simulation, we neglect the dissociation process and
assume that all of the excited electron–hole pairs form
excitons by LO–phonon emission.
In the case that the hot exciton is formed with a
center–of–mass kinetic energy Ek larger than the LO–
phonon energy (ELO = 31.8 meV in ZnSe QW), it re-
laxes rapidly toward its band minimum by LO–phonon
emissions on a time scale of 100 fs, until Ek < ELO.
52
Then the rest of the relaxation is achieved by the much
slower acoustic–phonon emission, and continues over sev-
eral hundreds of picoseconds.29 Since the LO–phonon
assisted formation and relaxation are much faster than
the rest of the relaxation process, as a good approxi-
mation we can neglect the transport during the former
processes. So the physical process in our experiment
and thus in the model used for the simulation can be
simplified as follows: The laser pulse generates hot ex-
citons with Ek = Eexcess − nELO. In our experiment
Eexcess = 72.6 meV, so n = 2 and Ek = 9 meV. The ini-
tial spatial distribution of the excitons is defined by the
profile of the laser spot. After the generation, the hot
excitons travel in real space and relax in energy space
simultaneously until it recombines at Ek ≈ 0. The radia-
tive recombination induces the PL.
The scattering processes included in our simulation are
acoustic–phonon scattering and interface–roughness scat-
tering. For the acoustic–phonon scattering, we calculate
the scattering rates at temperature of 10 K by using the
model proposed by Takagahara.53 The differential scat-
tering rates as functions of scattering angle θ and Ek are
shown in Figs. 4a and 4b for emission and absorption pro-
cesses, respectively. The scattering by acoustic–phonon
emission prefers backward scattering, i.e., the maximum
scattering rate is found for θ = π. On the contrary, the
acoustic–phonon absorption prefers forward scattering.
Also, at low temperature the scattering rate of emission
is much larger than that of absorption.
In a semiconductor QW sample, the well width is not
uniform due to the imperfection of each interface between
well and barrier. Such a fluctuation introduces poten-
tial variations which influence the exciton dynamics, es-
pecially the lateral transport process. The structure of
the fluctuation is characterized by a height ∆, which is
normally assumed to be one or two monolayers,38 and a
lateral correlation length λ. Since we have no detailed
information about the interface quality of the sample,
in our simulation we take the ∆ to be one monolayer
(0.283 nm) and use the λ as a free parameter to fit the
experiments. Another choice would be to leave both of
them as free parameters for the fitting. But this will
make the fitting more unreliable due to the one more
free parameter. Since the purpose of the simulation is to
describe the general transport behavior of the excitons,
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FIG. 4: Differential scattering rates of acoustic–phonon emis-
sion (a), acoustic–phonon absorption (b), and interface–
roughness scattering (c) as function of scattering angle for
several exciton kinetic energies Ek from 1 to 9 meV.
rather than to extract the information of the interface
structure of the sample, we choose the first option. Thus,
due to the uncertainty of the ∆ used in the calculation,
the fitted λ shouldn’t be used as a reliable number de-
scribing the interface structure. The interface–roughness
scattering rates are calculated by using the method by
Basu et al,54 as shown in Fig. 4c as functions of scat-
tering angle and Ek. For these curves, the λ is set to
be 3.7 nm, which is obtained by fitting the experiments.
The directional property of the interface–roughness scat-
tering depends strongly on the exciton energy. For hot
excitons the forward scattering is preferred, while the
excitons with smaller energy are more likely to be scat-
tered backwardly. This feature originates from the fact
that the angular dependence of the differential scattering
rate,
(1− cosθ) · exp[−(λk)2sin2
θ
2
], (1)
with k represents the exciton wavevector, is composed
of a forward factor and a backward factor. Thus the λk
determines the relative weight of these two factors.
The exciton–exciton scattering is neglected since the
experiment is performed with low exciton density. The
optical–phonon scattering is not included in our simu-
lation since the exciton energy (9 meV) is too low for
an optical–phonon emission and the optical–phonon ab-
sorption is negligible at the sample temperature of 10 K.
For the recombination process, we assume that the ex-
citon can recombine if its kinetic energy is smaller than
the spectral linewidth (2.9 meV), and the recombination
rate Γ is independent of the energy within this recombi-
nation window.55 In the simulation, Γ is used as a second
free parameter to fit the experiments. Although the in-
vestigated samples are multiple QWs based on the polar
material ZnSe, the influence of the polariton formation
on the transport process is not included in the simulation.
This is based on the fact that similar transport proper-
ties were observed in cw experiments from both single–
QW and multiple–QW samples.56 Also in the present
time–resolved experiments, we observe similar transport
behaviors from two multiple–QW samples with different
barrier materials as well as different periods of QW.
At the beginning of the simulation, an ensemble of ex-
citons is generated by the program. The position of each
exciton is defined by random numbers such that the over-
all spatial distribution of the excitons coincides with the
profile of the laser spot used in the experiment. The
kinetic energy of the excitons is 9 meV according to the
experiment condition, and the direction of the velocity of
each exciton is selected randomly within the QW plane.
Since the width of the laser pulse (150 fs) is much shorter
than the temporal resolution of our study, the excitons
are assumed to be generated simultaneously. After gen-
eration, the exciton travels in QW plane according to
its velocity until it is scattered. The length of this ’free
flight’ duration is selected by a random number generated
according to the total scattering rate of all scattering pro-
cesses considered. Then one of the scattering process is
chosen to happen, according to the relative scattering
rate among these processes. According to the type of the
scattering process selected, we can determine the state of
the exciton after this scattering event. This state is used
as the initial state of the next ’free flight’. The above
procedure is repeated many times until the radiative re-
combination happens which terminates the existence of
this exciton. In the simulation, an ensemble of 30 million
excitons is simulated by this method.
IV. DISCUSSION
As we have discussed, the hot–exciton effects are typ-
ically neglected in the PL investigations on excitonic
transport in QW. In the absence of hot–exciton effects,
the exciton population n(~r, t) obeys the two–dimensional
diffusion equation
∂n(~r, t)
∂t
= D∇2n(~r, t)−
n(~r, t)
τ
(2)
with a constant diffusivity D.8 The last term describes
the exciton recombination with a lifetime τ . Also, the
measured PL I(~r, t) is equivalent with the exciton pop-
ulation, i.e. I(~r, t) ∝ n(~r, t), since all of the excitons are
in the recombination window. Based on these assump-
tions, the measured temporal evolution of the full–width
at half–maxima (FWHM) of the PL profile obeys8
FWHM2(t) = FWHM2(t = 0) + 16ln2Dt. (3)
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FIG. 5: Temporal evolution of the FWHM2 for Gaussian fits
to measured photoluminescence profiles (squares), the Monte
Carlo simulated photoluminescence profiles (solid line), and
the Monte Carlo simulated total exciton population (dashed
line).
That is, the square of the FWHM increases linearly with
time with a slope being proportional to D.
To compare our experiments with the above formula,
we fit the measured PL profiles in Fig. 3 by Gaussian
functions (not shown in this figure) to get the FWHM’s.
The obtained temporal evolution of the FWHM2 is shown
in Fig. 5 as the squares. We find a strong deviation from
a linear function, namely a sub–linear rise of the FWHM2
in the time–range up to 400 ps. This result shows that
the excitonic transport cannot be assumed as a classical
diffusion. It implies the importance of the hot–exciton
effects.
Beside the nonlinear expansion observe here, we have
other evidences for the important role the hot exciton
plays. From a temporally resolved PSB experiment we
have directly observed that the hot excitons remain non–
thermal on a hundred–picosecond time scale in ZnSe
QWs.29 This time scale is long enough that significant
transport can take place. We have also found from a spa-
tially resolved cw PSB measurements that a non–thermal
distribution of hot excitons can still be observed after a
transport of 1.3 µm.57 From a cw measurement on the
zero–phonon line of the PL, we have revealed the im-
portance of the excitonic kinetic energy on the transport
process.56 These results together with the nonlinear ex-
pansion observed here by µ–TRPL strongly suggest that
the hot excitons, rather than the relaxed excitons, dom-
inate the transport.
We want to discuss now the detailed results of the MC
simulation of the hot–exciton transport. As discussed in
the previous section, two free parameters, the correlation
length of the interface roughness λ and recombination
rate Γ, are used in the simulation to fit the experiment.
As anticipated, these two parameters are relatively in-
dependent. With other conditions fixed, the λ affects
the spatial distribution of the PL, but has little influence
on the temporal evolution. The opposite is true for the
Γ. With Γ = 5.7 × 109 /s, the PL decay is fitted sat-
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FIG. 6: Average kinetic energy (a), effective diffusivity (b),
and mean free path (c) of the excitons as functions of time.
The effective diffusivity is obtained by modelling the I(~r, t)
(solid line) or n(~r, t) (dashed line) with the modified diffusion
model, respectively. Note that different vertical scales are
used for different time–ranges in (b).
isfactorily (not shown here). The best fit of the spatial
distribution is obtained when λ = 3.7 nm, as shown in
Fig. 3. Please note that the solid lines in this figure are
not the just mentioned Gaussian fits to the experimental
data, but are obtained by MC simulation of the exci-
tonic dynamics. Figure 5 provides a more quantitative
comparison of the experiment (squares) and the simu-
lation (solid line) in terms of FWHM. It is remarkable
that a perfect agreement is achieved by adjusting only
one parameter, λ. This fact also confirms the validity of
our model.
Beside its ability to reproduce the directly observ-
able experimental results, the simulation also provides
us deeper insight into the underlying carrier dynamics.
From the simulation, one can extract many aspects of
the process which are not accessible in experiments. Fig-
ure 6a shows the temporal evolution of the average ki-
netic energy of excitons obtained from the simulation.
The energy relaxation from the initial value (9 meV) to
the thermal energy is clearly observed. We find the ex-
citons remain hot up to about 400 ps. This is consistent
with the sub–linear increase of the FWHM2 up to 400 ps
observed in Fig. 5, and confirms again that the excitonic
transport on a time scale of several hundreds of picosec-
onds cannot be described as a classical diffusion with a
constant D. After 400 ps, the relaxed excitons show the
features of diffusive transport. On this regime, interface
roughness can localize the relaxed excitons and can result
6in a sub–diffusive transport.58 Since the PL decay time is
measured as 205 ps (Fig. 2), only a small fraction of the
exciton ensemble can reach this regime. So these effects
have minor influence on the excitonic transport studied
here under nonresonant excitation.
If what we proved above were the only problem exist-
ing in previous PL investigations on excitonic transport,
one could modify the diffusion model to fix this prob-
lem by simply substituting the constant diffusivity D by
an effective diffusivity varying with time, Deff(t).
9 One
could even extract Deff(t) from the measured PL expan-
sion by applying Eq. (3) to intervals which are so small
that the energy variation is negligible. However, a sec-
ond problem arises from the hot–exciton effects, as we
mentioned in the introduction and will demonstrate in
the following, that such a modified model is still invalid
in describing the PL expansion.
The problem is, that the measured PL I(~r, t) is not
equivalent to the exciton population n(~r, t) due to the
invisibility of hot excitons in these techniques. Since a
large portion of the exciton ensemble populates high ki-
netic energy states, i.e. dark states, during the relax-
ation, this is quite obvious. Nevertheless, this problem
is typically neglected.14,15,16,17,18,19,20,21,22,23,24 From our
simulation, we find that during the relaxation the n(~r, t)
is significantly different from the measured I(~r, t), as
shown in Fig. 3. In other words, the spatial distribu-
tions of excitons shown as the dashed lines in Fig. 3 can
result in a narrower PL profile as shown by the solid lines.
In Fig. 5 this difference is revealed in a quantitative way.
The FWHM2 of the n(~r, t) (dashed line) is significantly
larger than that of I(~r, t) (solid line) within about 400 ps.
This can be understood by the fact that the hot excitons
with high velocity can travel out of the excitation spot
quite fast, but they are not visible in the spectrum.
In Fig. 5 we find a striking peak around 30 ps. This
peak implies a breathing of the spatial distribution of
the hot excitons. That is, in average the hot excitons ini-
tially travel out of the excitation spot, then move back
for a while until they go outward again. Such an os-
cillation is in striking contrast to the model of classical
diffusion, and can be understood according to the direc-
tional property of acoustic–phonon scattering. According
to the differential scattering rates shown in Fig. 4a, the
scattering of acoustic–phonon emission prefers a back-
ward scattering. Initially, the hot excitons are generated
with an outward velocity in average. During their trav-
elling, interface–roughness scattering events can happen.
Since in this transport regime the energy of the excitons
is still high (9 meV), the direction of the velocity is only
slightly changed due to the forward–scattering character
of interface roughness for hot excitons (Fig. 4c). As soon
as an acoustic–phonon scattering event happens, the di-
rection of the velocity is most likely reversed. Then the
excitons in average move toward the excitation spot, re-
sulting in the peak observed in Fig. 5. The next acoustic–
phonon scattering event changes the direction of the ve-
locity again. However, since the scattering events happen
to each exciton in a random manner, the oscillating fea-
ture is averaged out after few scattering events. So, only
one peak is observed in Fig. 5. We are aware of the fact,
that we cannot give a direct experimental proof for the
occurrence of the oscillations found in the MC simula-
tions. But, the important message is here: when such
oscillations of the hot–exciton population happen, they
are not detectable in a standard PL.
To confirm quantitatively the invalidity of the modi-
fied diffusion model in describing the PL expansion, we
compare in Fig. 6b the curves of Deff(t) extracted by
modelling I(~r, t) (solid line) or n(~r, t) (dashed line) with
the modified diffusion model, respectively. We find the
curves to be quite different, especially in the first 100 ps.
The Deff(t) obtained from n(~r, t) increases rapidly in
about 30 ps, then drops to a negative value. This feature
is induced by the breathing of the hot–exciton popula-
tion. The difference between these two curves becomes
smaller as the hot excitons relax toward the band mini-
mum. After about 400 ps the two curves overlap, indicat-
ing the excitons are thermalized. This is consistent with
the energy relaxation process obtained from the simula-
tion, as shown in Fig. 6a.
From the simulation, we also extract the mean free
path (l) for each exciton. Figure 6c shows the temporal
evolution of the averaged l of the whole ensemble. Since
the rate of the interface–roughness scattering is larger
than that of acoustic–phonon scattering, the l is gov-
erned by the interface–roughness scattering. During the
energy relaxation, the exciton velocity decreases. Also,
the interface–roughness scattering rate increases with de-
creasing the exciton energy. These two factors induce the
decrease of l with time. We note that initially the mean
free path is nearly 100 nm, reflecting the ballistic trans-
port right after the hot–exciton generation.
V. CONCLUSION
In conclusion, we show by µ–TRPL and MC simulation
that the excitonic transport in ZnSe QWs at low temper-
ature is dominated by hot excitons. Consequently, two
basic assumptions in previous PL investigations on exci-
tonic transport: (i) the description by classical diffusion
as well as (ii) the equivalence between the total exciton
population and the measured PL profiles, are not valid
in low–temperature experiments.
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