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Abstract
We study invariance principles and convergence to a Gaussian limit for stochastic series of the
form S(c, Z) =
∑
∞
m=1
∑
α1<...<αm
c(α1, ..., αm)
∏m
i=1
Zαi where Zk, k ∈ N is a sequence of centred
independent random variables of unit variance. In the case when the Zk’s are Gaussian, S(c, Z) is an
element of the Wiener chaos and convergence to a Gaussian limit (so the corresponding nonlinear CLT)
has been intensively studied by Nualart, Peccati, Nourdin and several other authors. The invariance
principle consists in taking Zk with a general law. It has also been considered in the literature, starting
from the seminal papers of Jong, and a variety of applications including U -statistics are of interest.
Our main contribution is to study the convergence in total variation distance and to give estimates of
the error.
Contents
1 Introduction 2
2 Notations 5
3 Convergence of series for smooth test functions 7
4 Variational calculus using a splitting method 10
4.1 The splitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.2 Differential operators and Sobolev spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.3 Integration by parts formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.4 Regularization and non degeneracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5 Sobolev norms and non-degeneracy for stochastic series 15
6 Convergence in total variation 21
6.1 Error estimates for finite series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6.2 Gaussian limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.3 A convergence result for infinite series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
A Burkholder inequality for Hilbert valued discrete time martingales 30
∗Universite´ Paris-Est, LAMA (UMR CNRS, UPEMLV, UPEC), INRIA, F-77454 Marne-la-Valle´e, France. Email:
bally@univ-mlv.fr.
†Dipartimento di Matematica, Universita` di Roma - Tor Vergata, Via della Ricerca Scientifica 1, I-00133 Roma, Italy.
Email: caramell@mat.uniroma2.it
1
B The Lp estimates in Lemma 5.6 32
B.1 Contractions and cumulants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
B.2 Some Lp estimates for series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
B.2.1 The basic lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
B.2.2 The “product formula” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
B.3 Lp estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
References 45
1 Introduction
The aim of this paper is to provide invariance principles for stochastic series of the form
SN (c, Z) =
N∑
m=1
Φm(c, Z), with Φm(c, Z) =
∑
|α|=m
c(α)Zα. (1.1)
Let us explain the notation: α = (α1, ..., αm) ∈ Nm is a multi-index with length |α| = m; Zk, k ∈ N, is a
sequence of independent random variables with E(Zk) = 0 and E(Z
2
k) = 1 and Z
α =
∏m
i=1 Zαi . Moreover
c(α) ∈ R are coefficients which are symmetric, null on the diagonals and verify the normalization condition
E(SN (c, Z)
2) =
N∑
m=1
m!
∑
|α|=m
c2(α) = 1. (1.2)
There are two types of results: first we consider infinite series, so N = ∞, and sequences of coefficients
c(n) = (c(n)(α))α which verify the above normalization condition and we give sufficient conditions for the
convergence of S∞(c
(n), Z) to a standard Gaussian law. This will be convergence in law on one hand and
convergence in total variation distance on the other hand. These are asymptotic results. In a second
stage we restrict ourself to finite series, so N < ∞ is fixed, and we obtain non asymptotic estimates of
the error. Here our first aim is to estimate
∆Z,Z(c, f) =
∣∣E(f(SN (c, Z))) − E(f(SN(c, Z)))∣∣
where Zk, k ∈ N, is a sequence of independent standard normal random variables. The second aim
is to estimate the distance between the law of SN (c, Z) and the standard Gaussian law. In the case
N = 1 this is just the CLT. Notice also that since Zk, k ∈ N, are standard normal random variables
then Φm(c, Z) is (in law) a multiple stochastic integral of order m and, starting with the seminal paper
of Nualart and Peccati [23], a lot of work has been done in order to obtain the CLT for such multiple
integrals. So, once we are able to estimate ∆Z,Z(c, f) (this is the invariance principle), we may use the
above mentioned results concerning the Wiener chaos, in order to obtain the distance to the Gaussian
distribution. However, the two problems have to be discussed separately because the Gaussian law is not
the single possible limit for such series: for example, Nourdin and Peccati in [17] give sufficient conditions
in order that such series converge to a chi-squared distribution. We address the problem of non Gaussian
limits in the working paper [3].
This type of nonlinear invariance principle turns out to be of interest in several very different fields of
applications: Mossel, O’Donnell and Oleszkiewicz in [14] provided interesting applications in theoretical
computer science and in social choice theory. And similar objects appear in the U -statistics theory see
e.g. Koroljuk and Borovskich [10].
The first results concerning the convergence in law of SN (c, Z) to the Gaussian distribution has
been obtained by Jong [7] and [8]. Afterwards, Mossel, O’Donnell and Oleszkiewicz in [14] obtained an
invariance principle in Kolmogorov distance. Finally, under a supplementary regularity condition on the
2
laws of Zk (that we discuss below) Nourdin and Poly [20] gave a convergence result in total variation
distance. Let us shortly present these results. The central quantity which controls the convergence of
the series SN (c, Z) is the so called “low influence factor” defined by
δN (c) =
N∑
m=1
δm(c) with δm(c) = max
k
∑
|α|=m−1
c2(k, α). (1.3)
Roughly speaking
∑
|α|=m−1 c
2(k, α) may be considered as the influence on the particle k of all the other
particles. And if δN (c) is small we say that we have low influence. Consider now a sequence of coefficients
c(n), n ∈ N and the corresponding series SN (c(n), Z). In [14] one proves that, if limn→∞ δN (c(n)) = 0 then
lim
n→∞
sup
a∈R
∆Z,Z(c
(n), 1(a,∞)) = 0
which means that the Kolmogorov distance between SN (c
(n), Z) and SN (c
(n), Z) converges to zero as
n →∞. Actually the authors of that paper look to a more particular problem, namely to a single level
Φm(c
(n), Z) and Φm(c
(n), Z), so in this sense our problem is more general because it concerns series.
Moreover, in [20] for Φm(c
(n), Z) and Φm(c
(n), Z) as well, under the hypothesis limn→∞ δN (c
(n)) = 0, one
proves convergence in total variation distance that is
lim
n→∞
sup
‖f‖∞≤1
∆Z,Z(c
(n), f) = 0.
But the authors are obliged to assume more regularity, namely that the law of Zk is locally lower bounded
by the Lebesgue measure: there exist r, ε > 0 and zk ∈ R such that for every measurable set A ⊂ Br(zk)
one has
P(Zk ∈ A) ≥ ελ(A) (1.4)
where λ is the Lebesgue measure. (1.4) is analogous to what is known in the literature as the Doeblin
condition. Then they use a splitting method and the Γ-calculus settled in [5] to obtain the regularity
which is needed in order to handle test functions f which are just measurable. This strategy is close to
the method that we use ourselves in this paper. Notice that the hypothesis (1.4) is in fact very mild
(almost necessary): indeed, in the case of the classical CLT (which corresponds to N = 1), Prohorov
proved in [25] that in order to obtain convergence in total variation distance one needs that the law of
the random variables has at least a piece of absolutely continuous component (and it turns out that this
is very close to (1.4), see the discussion in Section 2 of [1]).
Let us now present the contributions of our paper. We first prove that if f ∈ C3b then
∆Z,Z(c, f) ≤ C‖f ′′′‖∞ δN (c) (1.5)
where C is a constant which depends on Mp = Mp(Z) = maxk E(|Zk|p) with p = 3, see Theorem 3.1
for a precise statement. In this case the regularity condition (1.4) is not required. The proof is a rather
standard application of the Lindeberg method.
We discuss now the convergence to a Gaussian law. First we have to introduce the “fourth cumulant”
defined for a random variable X by κ4(X) = E(X
4) − 3E(X2)2. This quantity is known to be a mea-
sure of the distance between the law of X and the standard Gaussian law in the sense that, if limn→∞
κ4(Xn) = 0 then Xn → G in law, where G is a standard normal random variable (for which κ4(G) = 0).
The celebrated “Fourth Moment Theorem” proved in [23] (and then refined in several other papers of Nu-
alart, Nourdin, Peccati and co-authors, see https://sites.google.com/site/malliavinstein/home
for updated references on this subject) asserts that the convergence of the multiple stochastic integrals
Φm(c
(n), Z) to the normal law is equivalent to the convergence of the fourth cumulant. So we define
κN (c) =
N∑
m=1
κ
1/4
4 (Φm(c, Z)), with Zk, k ∈ N, i.i.d. standard normal. (1.6)
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Notice that, having used independent standard normal random variables, κN (c) is in some sense an
intrinsic quantity related to the coefficient c.
We present now our convergence results. Let c(n) = (c(n)(α))α be a sequence of coefficients which
verify the normalization condition (1.2) and such that for every N ∈ N
lim
n→∞
κN (c
(n)) = 0 and lim
n→∞
δN (c
(n)) = 0, (1.7)
δN (c
(n)) being given in (1.3). We will consider also the following “uniformity” assumption:
lim sup
N→∞
lim sup
n→∞
∑
k≥N
kq × k!
∑
|α|=k
|c(n)(α)|2 = 0, q ∈ N. (1.8)
We prove that if (1.7) and (1.8) hold, with q = 0, then S∞(c
(n), Z) → G in law as n → ∞ (so, a result
for infinite series). In the case of multiple stochastic integrals (that is when Zk are standard normal) this
result has already been proved in [9], so, what is new here, is the invariance principle we are going to
introduce in (1.9) (see Theorem 3.2 for the precise statement, which needs some more hypotheses on the
moments). Moreover, if (1.8) holds with q = 1, then we prove that S∞(c
(n), Z) → G in total variation
distance (see Theorem 6.4 for the precise statement). Notice that
‖S∞(c(n), Z)‖22 =
∑
k≥1
k!
∑
|α|=k
|c(n)(α)|2
so, in some sense, (1.8) with q = 0 says that S∞(c
(n), Z), n ∈ N, belongs to a “uniform class” in L2. And
if (1.8) holds with q = 1, one gets a stronger uniformity condition concerning the Malliavin derivatives -
which is morally coherent.
We come back now to our non asymptotic results. The challenging problem now is to replace ‖f ′′′‖∞
with ‖f‖∞ in (1.5), so to obtain the distance in total variation between SN (c, Z) and SN (c, Z). In
Theorem 6.1 we prove that for each p∗ ≥ 1 one has
∆Z,Z(c, f) ≤ C∗N ‖f‖∞ (δN (c) + κp∗N (c)) (1.9)
where C∗N is a constant which depends on p∗, on N and on Mp(Z) for some p. Here we are obliged to
take a finite N.
In the papers presented above, that is [14] and [20], the only quantity which was supposed to be small
is the low influence factor term δN (c). So, the fact that the 4th cumulant term κN (c) appears in (1.9)
may be seen as a weak point. However, as long as we deal with convergence to a Gaussian law, we know
that, by the Fourth Moment Theorem, we need to ask κN (c
(n)) → 0 as n → ∞. For a general limit, in
[3] we will prove that
∆Z,Z(c, f) ≤ CNδ
1/N
N (c). (1.10)
The advantage of (1.10) is that κN (c) does not appear in the right hand side, so (1.10) works for general
limits. But the interest of (1.9) is that we get a more accurate estimate (because one has δN (c) instead
of δ
1/N
N (c)).
Let us now present our nonlinear CLT. We set |c|2m =
∑
|α|=m c(α)
2 and αN (c) = minm≤N |c|m 1|c|m>0.
One may prove (see next (2.13)) that δN (c) ≤ α−1N (c)κN (c), so (1.9) with p∗ = 1 reads
∆Z,Z(c, f) ≤ C∗N ‖f‖∞ (1 + α−1N (c))κN (c). (1.11)
Moreover the Fourth Moment Theorem by Nourdin and Peccati in [17] says that if Zk, k ∈ N, are
standard normal then
dTV (SN (c, Z), G) ≤ CNκN (c).
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Therefore, putting things together, in Theorem 6.2 we prove that∣∣E(f(SN (c, Z)) − E(f(G))∣∣ ≤ C‖f‖∞ (1 + α−1N (c))κN (c). (1.12)
The proof of (1.9) is based on integration by parts methodology, inspired from Malliavin calculus and
which has been settled in [4], [2] and has already been used in [1]. As usual the difficult point which
has to be handled is the non degeneracy condition. In [20] Nourdin and Poly use the Carbery-Wright
inequality for small balls probabilities in order to solve a similar problem - and we are doing the same
in [3]. This approach avoids to use the cumulants κN (c) but makes appear the power 1/N in δ
1/N
N (c).
So we give out this approach here and we use an ad-hoc method based on martingale arguments and
Burkholder inequality. A serious technical difficulty comes from the fact that for general stochastic series
we do not have the product formula which is available for multiple stochastic integrals (see Lemma B.4
and Remark B.5 in Appendix B).
The paper is organized as follows. In section 2 we introduce the rather heavy notation and in Section
3 we prove the convergence result for smooth test functions, that is (1.5). In Section 4 we recall the
variational calculus that use here and in Section 5 we estimate the Sobolev norms of SN (c, Z) and give
the non degeneracy estimate. In order to obtain this last estimate a heavy calculus based on Burkholder
inequalities and a martingale method is needed - we postpone these calculations in Appendix A. Finally
in Section 6 we prove the main results, namely (1.9) and (1.12).
2 Notations
The basic objects which appear in this paper are the following.
 We denote Γm = N
m, that is Γm is the set of the multi-indexes β = (β1, ..., βm). When m = 0,
we define Γ0 as the set containing only the null multi-index β = ∅. For β ∈ Γm, we say that β
has length m, and we define the length as |β| = m. We set Γ = ∪m≥0Γm the set of all multi-
indexes. For a fixed J ∈ N, we set Γm(J) as the multi-indexes whose components do not exceed
J : Γm(J) = {β ∈ Γm : βi ≤ J for every i}. Finally we consider the set of “ordered” multi-indexes
Γom and Γ
o
m(J): when considering the superscript
o we mean that the multi-index β has ordered
components, that is βi < βi+1 for all i. For z ∈ RN, z = (zk)k∈N and for β ∈ Γm we denote
zβ =
m∏
k=1
zβk . (2.1)
 We consider a sequence of independent (non necessarily identically distributed) random variables
Zk, k ∈ N which, for some p ≥ 1, verify
E(Zk) = 0 and E(Z
2
k) = 1∀k, Mp(Z) := maxk E(|Zk|p) <∞ and we set Mp(Z) = bpMp(Z) (2.2)
where bp is the constant in the Burkholder inequality of order p (see Appendix A).
 We consider a family of coefficients c(α), α ∈ Γ, which are symmetric and null on all the diagonals:
if α = (α1, ..., αm) ∈ Γm, then for every permutation π of {1, ...,m} one has c(α) = c(απ) with
απ = (απ1 , ..., απm); if αi = αj for some i 6= j then c(α) = 0.
We set
|c|m =
( ∑
α∈Γm
c2(α)
)1/2
, ‖c‖m = (
m∑
i=1
|c|2i )1/2, (2.3)
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and, for q ∈ N and M > 0,
Nq(c,M) =
( ∞∑
m=q
Mm−q × m!
(m− q)! ×m! |c|
2
m
)1/2
. (2.4)
Moreover we denote
δ1(c) = sup
k
|c(k)| and δm(c) = sup
k
( ∑
α∈Γm−1
c2(k, α)
)1/2
, m ≥ 2. (2.5)
We use the notation (k, α) = (k, α1, ..., αm−1) for α = (α1, ..., αm−1) ∈ Γm−1 (note that if m = 1 then
Γm−1 contains only the void multi-index and c
2(k, ∅) = c2(k)). Roughly speaking δm(c) quantifies the
maximum action of a single particle on the other ones, and, if δm(c) is required to be small, we say that
we have a “low influence” condition. Moreover we denote
ε0(c,M) = sup
k
( ∞∑
m=1
M2m ×m!(
∑
α∈Γm
c2(k, α))
)1/2 ≤ ∞∑
m=0
M2m ×m!× δm+1(c). (2.6)
Given Z and c as above we define
Φm(c, Z) =
∑
α∈Γm
c(α)Zα and Φom(c, Z) =
∑
α∈Γom
c(α)Zα (2.7)
Since c is symmetric we have Φm(c, Z) = m!Φ
o
m(c, Z).
Remark 2.1 We notice that Φm(c, Z) is (in law) a multiple stochastic integral when the r.v.’s Zk, k ∈ N,
are i.i.d. standard normal. In fact, W denoting a Brownian motion in R, one has
Φom(c, Z) =
∫ ∞
0
∫ tm
0
· · ·
∫ t2
0
f(t1, . . . , tm)dWt1 · · · dWtm−1dWtm
when we take Zk =Wk+1 −Wk, k ∈ N and
f(t1, . . . , tm) =
∑
α∈Γm
c(α)
m∏
i=1
1[αi,αi+1)(ti).
We finally set
S(c, Z) =
∞∑
m=1
Φm(c, Z). (2.8)
For finite sums, we will use the notation
SN (c, Z) =
N∑
m=1
Φm(c, Z). (2.9)
For a random variable X we denote by κ4(X) the fourth cumulant, that is
κ4(X) = E(X
4)− 3E(X2)2. (2.10)
We will use the notation
κ4,m(c) = κ4(Φm(c, Z)) when Z1, Z2, . . . are i.i.d. ∼ N (0, 1), (2.11)
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where, from now on, N (µ, σ2) denotes the normal law with mean ν and variance σ2. Recall that κ4,1(c) =
0, because Φ1(c, Z) is centered Gaussian. We also denote
κ4,N (c) =
N∑
m=1
κ
1/4
4,m(c). (2.12)
Moreover it is known (see [18] or (B.8)) that
δm(c) ≤ 1
m!m |c|m
√
κ4,m(c), m ≥ 2. (2.13)
In particular
ε0(c,M) ≤
( ∞∑
m=1
M2m
m!m2
κ4,m(c)
|c|2m
)1/2
. (2.14)
3 Convergence of series for smooth test functions
The aim of this section is to discuss the convergence in law of the series of the form (2.8). The following
estimates are immediate consequences of the isometry property and of Burkholder inequality (but see
also next Lemma 5.1):
‖S(c, Z)‖2 = N0(c, 1) = (
∞∑
m=0
m! |c|2m)1/2 and (3.1)
‖S(c, Z)‖p ≤ N0(c,M
2
p(Z)) = (
∞∑
m=0
M
2m
p (Z)×m! |c|2m)1/2. (3.2)
Our first result consists in comparing S(c, Z) and S(c, Z) for two different sequences Zj, Zj , j ∈ N of
random variables.
Theorem 3.1 Let Z = (Zk)k∈N and Z = (Zk)k∈N be two sequences of independent random variables
such that E(Zk) = E(Zk) = 0 and E(Z
2
k) = E(Z
2
k) = 1. Recall (2.2), (2.4), (2.6) for the definition of
Mp(Z) and Mp(Z), N0(c,M), ε0(c,M) respectively.
A. Let M3 =M
2
3(Z) ∨M23(Z) <∞. Then for every f ∈ C3b (R),∣∣E(f(S(c, Z))) − E(f(S(c, Z))∣∣ ≤ 1
3
‖f (3)‖∞M33N0(c,M3)2ε0(c,M3). (3.3)
B. Suppose moreover that E(Z3k) = E(Z
3
k) = 0 and M4 = M
2
4(Z) ∨M24(Z) < ∞. Then for every
f ∈ C4b (R) ∣∣E(f(S(c, Z))) − E(f(S(c, Z))∣∣ ≤ 1
12
‖f (4)‖∞M44N0(c,M4)2ε20(c,M4). (3.4)
Proof. A. Let m,J ∈ N and
Sm,J(c, Z) =
m∑
n=1
∑
α∈Γn(J)
c(α)Zα.
We will prove (3.3) with Sm,J(c, Z) instead of S(c, Z). Since the upper bound in the right hand side will
not depend on m and J, the inequality for S(c, Z) is obtained by passing to the limit with m,J →∞.
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For k = 1, ..., J and θ ∈ [0, 1] we define the vector Ẑk(θ) by
Ẑk(θ) = (Z1, ..., Zk−1, θZk, Zk+1, ..., ZJ).
Then
E(f(Sm,J(c, Z))) − E(f(Sm,J(c, Z))
=
J∑
k=1
[
E(f(Sm,J(c, Ẑ
k(1)))) − E(f(Sm,J(c, Ẑk(0))))
]
−
J∑
k=1
[
E(f(Sm,J(c, Ẑ
k(0)))) − E(f(Sm,J(c, Ẑk−1(1))))
]
.
We write
Sm,J(c, Ẑ
k(1)) = sk + Zkvk
with
sk = Sm,J(c, Ẑ
k(0)) and vk = c(k) +
m∑
n=2
∑
β∈Γn−1(J)
k/∈β
c(k, β)(Ẑk(0))β
(recall that (k, β) = (k, β1, ..., βm−1) for β = (β1, ..., βm−1)). Then, by using a development in Taylor
series of order three,
f(Sm,J(c, Ẑ
k+1(1)))) − f(Sm,J(c, Ẑk+1(0)) = f ′(sk)Zkvk + 1
2
f ′′(sk)Z
2
kv
2
k+
+
1
6
∫ 1
0
f ′′′(sk + θZkvk)Z
3
kv
3
kθdθ.
By taking expectation, by using independence and E(Zk) = 0, E(Z
2
k) = 1, we obtain
E(f(Sm,J(c, Ẑ
k(1))) − E(f(Sm,J(c, Ẑk(0))) = 1
2
E(f ′′(sk)v
2
k)+
+
1
6
∫ 1
0
E(f ′′′(sk + θZkvk)Z
3
kv
3
k)θdθ.
In a similar way we get
E(f(Sm,J(c, Ẑ
k(0)))) − E(f(Sm,J(c, Ẑk−1(1))) = −1
2
E(f ′′(sk)v
2
k)+
− 1
6
∫ 1
0
E(f ′′′(sk + θZkvk)Z
3
kv
3
k)θdθ.
The term containing f ′′ is the same in the two cases, so it cancels when taking sums. Then we obtain
E(f(Sm,J(c, Z))) − E(f(Sm,J(c, Z)) = 1
6
J∑
k=1
∫ 1
0
E(f ′′′(sk + θZkvk)Z
3
kv
3
k))θdθ
− 1
6
J∑
k=1
∫ 1
0
E(f ′′′(sk + θZkvk)Z
3
kv
3
k))θdθ.
Since Zk is independent of vk we have∣∣E(f ′′′(sk + θZkvk)Z3kv3k))∣∣ ≤ ∥∥f ′′′∥∥∞ E(|Zk|3)E(|vk|3) ≤ ∥∥f ′′′∥∥∞M33 (Z)E(|vk|3).
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Now, using (3.2) with p = 3, we obtain (recall that M3 =M
2
3(Z) ∨M23(Z))
E(|vk|3) ≤ (
m−1∑
n=0
Mn3 × n!
∑
|β|=n
k/∈β
c2(k, β))3/2
and so ∣∣E(f ′′′(sk + θZkvk)Z3kv3k))∣∣ ≤ ∥∥f ′′′∥∥∞M33 (m−1∑
n=0
Mn3 × n!
∑
|β|=n
k/∈β
c2(k, β))3/2.
The same estimate holds if we take Zk instead of Zk. We conclude that∣∣E(f(Sm,J(c, Z))) − E(f(Sm,J(c, Z))∣∣ ≤1
3
∥∥f ′′′∥∥
∞
M33
J∑
k=1
(
m−1∑
n=0
Mn3 × n!
∑
|β|=n
c2(k, β))3/2
≤1
3
∥∥f ′′′∥∥
∞
M33 max
k≤J
(
m−1∑
n=0
Mn3 × n!
∑
|β|=n
c2(k, β))1/2×
×
J∑
k=1
m−1∑
n=0
Mn3 × n!
∑
|β|=n
c2(k, β).
Notice that
J∑
k=1
m−1∑
n=0
Mn3 × n!
∑
|β|=n
c2(k, β) =
m−1∑
n=0
Mn3 × n!
∑
|α|=n+1
c2(α) ≤ N0(c,M3)2
and
max
k≤J
(
m−1∑
n=0
Mn × n!
∑
|β|=n
c2(k, β))1/2 ≤ ε0(c,M).
We conclude that∣∣E(f(Sm,J(c, Z))) − E(f(Sm,J(c, Z))∣∣ ≤ 1
3
M33
∥∥f ′′′∥∥
∞
ε0(c,M3)N0(c,M3)
2
so the proof of (3.3) is completed. The proof of (3.4) is identical: one just go further to order 4 in the
Taylor expansion. 
We discuss now the convergence to a Gaussian random variable. This immediately follows from
the previous result and from Theorem 3 in [9]. We consider a sequence c(n) = (c(n)(α))α∈Γ, n ∈ N of
coefficients and the corresponding stochastic series S(c(n), Z). Our assumptions will be the following:
i) lim sup
N→∞
lim sup
n→∞
∑
k≥N
k!
∑
|α|=k
|c(n)(α)|2 = 0,
ii) lim
n→∞
k!
∑
|α|=k
|c(n)(α)|2 =: σ2k,
iii)
∞∑
k=1
σ2k = σ
2
iv) lim
n→∞
κ4,k(c
(n)) = 0, ∀k ∈ N.
(3.5)
Theorem 3.2 Let Z = (Zk)k∈N be a sequence of independent random variables such that E(Zk) = 0,
E(Z2k) = 1 and M3 = maxk∈N E(|Zk|3) < ∞. Consider also a sequence c(n) = (c(n)(α))α∈Γ, n ∈ N of
coefficients which satisfy (3.5). Then limn→∞ S(c
(n), Z) = N (0, σ2) in law.
9
Proof. Notice first that the sequence of laws of S(c(n), Z) is tight, so the only thing to be proven is
that any limit point is in fact N (0, σ2). Let Zk, k ∈ N be a sequence of independent and standard normal
random variables, so that S(c(n), Z) is an infinite sum of multiple stochastic integrals (see Remark 2.1).
Then, under the hypothesis (3.5), Hu and Nualart proved (see Theorem 3 in [9]) that limn→∞ S(c
(n), Z) =
N (0, σ2) in law. And (3.3) guarantees that limn→∞ S(c(n), Z) is the same. 
4 Variational calculus using a splitting method
In order to study the convergence in total variation and some related invariance principles, our spe-
cific point is to consider a class of random variables which have a regularity property allowing one to
extrapolate an “absolutely continuous noise”.
4.1 The splitting procedure
We say that the law of the random variable Z ∈ R is locally lower bounded by the Lebesgue measure if
there exists z ∈ R and ε, r > 0 such that for every non negative and measurable function f : R→ R+
A(z, r, ε) : E(f(Z)) ≥ ε ∫ f(ξ − z)1B(0,r)(ξ − z)dξ. (4.1)
We denote by L(z, r, ε) the class of the random variables which verify A(z, r, ε). Given r > 0 we consider
the functions θr, ψr : R→ R+ defined by
θr(t) = 1− 1
1− ( tr − 1)2
ψr(t) = 1{|t|≤r} + 1{r<|t|≤2r}e
θr(|t|). (4.2)
If Z ∈ L(z, r, ε) then
E(f(Z)) ≥ ε
∫
f(ξ − z)ψr(|ξ − z|2)dξ. (4.3)
The advantage of ψr(|ξ − z|2) is that it is a smooth function (which replaces the indicator function of the
ball) and (it is easy to check) that for each l ∈ N, p ≥ 1 there exists a constant Cl,p ≥ 1 such that
sup
t∈R
ψr(t)|θ(l)r (|t|)|p ≤
Cl,p
rlp
(4.4)
where θ
(l)
r denotes the derivative of order l of θr. Moreover, in Proposition 3.1 in [1] it is proved that if
Z ∈ L(z, r, ε) then Z admits the following decomposition (the equality is understood as identity of laws):
Z = χV + (1− χ)U (4.5)
where χ,U, V are independent random variables with the following laws:
P(χ = 1) = εm(r) and P(χ = 0) = 1− εm(r),
P(V ∈ dξ) = 1
m(r)
ψr(|ξ − z)|2 dξ
P(U ∈ dξ) = 1
1− εm(r)(P(Z ∈ dξ)− εψr(|ξ − z|
2)dξ)
(4.6)
with
m(r) =
∫
ψr(|ξ|2)dξ. (4.7)
Assumption 4.1 From now on, we consider functionals of a sequence of independent random variables
Zk ∈ R, k ∈ N, having all moments and such that Zk ∈ L(zk, r, ε) for every k ∈ N. Remark that Zk are
not identically distributed but we assume that r and ε are the same for all of them (on the contrary, zk
may depend on k).
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4.2 Differential operators and Sobolev spaces
We use the stochastic differential calculus (an abstract finite dimensional Malliavin type calculus) based
on Vk, k ∈ N settled in [4] [2] and, for this kind of splitting, in [1]. The crucial point is that the law of
Vk is absolutely continuous and has the nice density ψr(|z − zk)|2). We recall the results we need in the
following sections.
We denote by P the subspace of the measurable functions Φ : RN → R that are polynomials. So
Φ ∈ P with degree n means that there exists n ∈ N and (c(β))β∈∪nm=1Γm such that
Φ(z) =
m∑
n=1
∑
β∈Γn
c(β)zβ . (4.8)
We define the space of simple functionals
S = {F = Φ(Z) : Φ ∈ P} (4.9)
where P is the space of the polynomials defined above. For F = Φ(Z) ∈ S we define the derivative
operator
DkF =
∂
∂Vk
F = χk
∂
∂Zk
F = χk∂kΦ(Z). (4.10)
We look to DF = (DkF )k∈N as to a random element of the Hilbert space
H =
{
z ∈ RN : |z|2H :=
∞∑
k=1
z2k <∞
}
. (4.11)
Moreover we define the higher order derivatives in the following way. Let n ∈ N be fixed and let
α = (α1, ..., αn). For F = Φ(Z) ∈ S, we define
D(n)α F = Dαn · · ·Dα1F =
( n∏
j=1
χαj
)
(∂αn · · · ∂α1Φ)(Z) =
( n∏
j=1
χαj
)
∂αΦ(Z). (4.12)
We look to D(n)F = (D
(n)
α F )α∈Γn as to a random element of H⊗n. For n = 1, we write D(1)F = DF .
We define now
LF = −
∞∑
k=1
(DkDkF +DkF ×Θk) with Θk = 2θ′r(|Vk − zk|2)(Vk − zk). (4.13)
Elementary integration by parts gives the following duality relation: for every F,G ∈ P
E(〈DF,DG〉H) = E(FLG) = E(GLF ). (4.14)
We define now the Sobolev norms. For q ≥ 1 we set
|F |1,q =
q∑
n=1
|D(n)F |H⊗n and |F |q = |F |+ |F |1,q . (4.15)
Moreover we define
‖F‖1,q,p =
(
E(|F |p1,q)
)1/p
, ‖F‖q,p =
(
E(|F |pq)
)1/p
(4.16)
and
‖|F |‖1,q,p = ‖F‖1,q,p + ‖LF‖q−2,p , ‖|F |‖q,p = ‖F‖p + ‖|F |‖1,q,p . (4.17)
Finally we define the Sobolev spaces
D
q,p = S‖·‖q,p , Dq,∞ = ∩∞p=1Dq,p D∞ = ∩∞q=1Dq,∞. (4.18)
Notice that the duality relation (4.14) implies that the operators D(n) and L are closable so we may
extend these operators to Dq,p in a standard way.
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4.3 Integration by parts formula
In this section we recall some results from [2] and [4]. All these results are stated in that papers for a
functional F which depends on Z1, ..., ZJ only (a finite number of random variables). But all of them
extend in a trivial way to F ∈ Dq,p.
We recall first the basic computational rules and the integration by parts formula. For φ ∈ C1(RM ) ∈
(D2,∞)M we have
Dφ(F ) =
M∑
j=1
∂jφ(F )DF
j , (4.19)
and for φ ∈ C2(RM )
Lφ(F ) =
M∑
j=1
∂jφ(F )LF
j − 1
2
M∑
i,j=1
∂i∂jφ(F )
〈
DF i,DF j
〉
H
. (4.20)
In particular for F,G ∈ D2,∞
L(FG) = FLG+GLF − 〈DF,DG〉H . (4.21)
For a functional F = (F 1, ..., FM ) ∈ (D2,∞)M we define the Malliavin covariance matrix σF by
σi,jF =
〈
DF i,DF j
〉
H
, i, j = 1, ...,M. (4.22)
The lower eigenvalue of σF is
λF = inf
|ξ|=1
〈σF ξ, ξ〉 = inf
|ξ|=1
∞∑
k=1
〈
D(k)F, ξ
〉2
H
. (4.23)
If σF is invertible we denote γF = σ
−1
F . Moreover we denote
σF (p) = 1 ∨ E((det σF )−p), λF (p) = 1 ∨ E((λF )−p) (4.24)
We are now able to give the Malliavin integration by parts formulae. Here, C∞p (R
M ) denotes the set
of the infinitely differentiable functions whose derivatives, of any order, have polynomial growth.
Theorem 4.2 Let F = (F 1, ..., FM ), Fi ∈ D2,∞ and G ∈ D1,∞ be such that σF (p) < ∞ for every p ≥ 1.
Then for every φ ∈ C∞p (RM ) and every i = 1, ...,M
E(∂iφ(F )G) = E(φ(F )Hi(F,G)) (4.25)
with
Hi(F,G) = GγFLF + 〈D(GγF ),DF 〉H (4.26)
Moreover let m ∈ N,m ≥ 2 and α = (α1, ..., αm) ∈ {1, ...,M}m . Suppose that F = (F 1, ..., FM ), Fi ∈
D
m+1,∞ and G ∈ Dm,∞. Then
E(∂αφ(F )G) = E(φ(F )Hα(F,G)) (4.27)
with Hα(F,G) defined by H(α1,...,αm)(F,G) := Hαm(F,H(α1,...,αm−1)(F,G)).
Proof. We give here only a sketch of the proof, a detailed one can be found e.g. in [2] and [4].
Using the chain rule Dφ(F ) = ∇φ(F )DF so that
〈Dφ(F ),DF 〉H = ∇φ(F ) 〈DF,DF 〉H = ∇φ(F )σF .
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It follows that ∇φ(F ) = γF 〈Dφ(F ),DF 〉H. Then, by using (4.21) and the duality formula (4.14),
E(G∇φ(F )) = E(GγF 〈Dφ(F ),DF 〉H) = E(GγF (L(φ(F )F ) − φ(F )LF + FLφ(F ))
= E(φ(F )(FL(GγF ) +GγFLF + L(GγFF )).
We use once again (4.21) in order to obtain Hi(F,G) in (4.26). By iteration one obtains the higher order
integration by parts formulae. 
We give now useful estimates for the weights which appear in (4.27):
Lemma 4.3 Let F ∈ SM be such that σF (p) <∞ for every p ≥ 1 and let G ∈ S. Then for each m, q ∈ N
there exists a universal constant C ≥ 1 (depending on M,m, q only) such that for every multi-index α
with |α| ≤ q one has
|Hα(F,G)|m ≤ C(1 ∨ (det σF )−1)q(m+1)(1 + |F |2Mq(m+2)1,m+q+2 + |LF |qm+q) |G|m+q . (4.28)
In particular we have
‖Hα(F,G)‖p ≤ CσF (2pq)(1 + ‖|F |‖6qM1,q+2,4p) ‖G‖q,4p (4.29)
The proof is long so we skip it, details may be found in [4] and in [2] Theorem 3.4. We will also need
the following:
Lemma 4.4 For every l ∈ N there exists a constant Cl ≥ 1 such that for every q ∈ N, p ≥ 1 and
G ∈ Dq,∞,
‖Gl‖q,p ≤ Cl ‖G‖lq,2lp (4.30)
The proof is straightforward so we skip it.
4.4 Regularization and non degeneracy
In this section we consider a functional F ∈ (D2,∞)M . As it is clear from (4.28), a delicate point in using
the integration by parts formulae is to ensure that the functionals at hand are non degenerate, that is
detσF > 0. And in fact this is never true almost surely: this is because χ1 = · · · = χm = 0 with strictly
positive probability. In order to bypass this difficulty we use a regularization argument involving the
lowest eigenvalue λF of σF . We denote
λδ,η,q(F ) = δ
−1
P(λF ≤ η)1/q + η−1, δ, η > 0, q ∈ N. (4.31)
We also set
γδ(z) =
1
m(1)
√
δ
ψ1(δ
−1 |z|2) (4.32)
where ψ1 is the function defined in (4.2) and m(1) is the normalization constant from (4.7) (with r = 1).
For f : Rd → R we denote
fδ = f ∗ γδ, (4.33)
the symbol ∗ denoting convolution. We also consider a supplementary random variable
Z0 ∼ 1
m(1)
ψ1(|z|2)dz
which we assume to be independent of Zk, k ∈ N, and we define
Fδ = F +
√
δZ0. (4.34)
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Lemma 4.5 Let q ∈ N, M ∈ N with M ≥ 1 and p1, p2, p3 > 0 be such that p−11 + p−12 + p−13 = 1. Then
there exists a constant C such that for every δ, η > 0, every multi-index α with |α| = q, every measurable
function f : RM → R and every F ∈ (Dq+2,∞)M and G ∈ Dq+1,∞ one has
|E(∂αfδ(F )G)| ≤ CλMqp1δ,η,Mqp1(F ) ‖f‖∞ (1 + ‖|F |‖
4Mq
1,q+2,4Mqp2
) ‖G‖q,qp3 . (4.35)
Proof. We notice first that
E(∂αfδ(F )G) = E(∂αf(Fδ)G).
We work with the integration by parts formula based on Z0 and on Zk, k ∈ N. Then
DkFδ = DkF for k ≥ 1 and D0Fδ =
√
δ for k = 0.
and D(n)Fδ = D
(n)F for n ≥ 2. So ‖Fδ‖1,q+2,p ≤ ‖F‖1,q+2,p +
√
δ. Moreover
LFδ = LF +
√
δ(lnψ1)
′(|Z0|2)× 2Z0
so that, by (4.4) we obtain ‖LFδ‖q+2,p ≤ ‖LF‖q+2,p + C
√
δ. We conclude that
‖|Fδ|‖1,q+2,p ≤ ‖|F |‖1,q+2,p + C
√
δ.
We look now to the covariance matrix:
〈σFδ , ξ, ξ〉 =
∞∑
k=0
〈DkFδ , ξ〉2 = 〈D0(
√
δZ0), ξ〉2 +
∞∑
k=0
〈DkF, ξ〉2
≥ δ |ξ|2 + λF |ξ|2 ,
so the lowest eigenvalue of σFδ verifies λFδ ≥ δ + λF . Using the integration by parts formulae (4.27) for
Fδ we obtain
E(∂αf(Fδ)G) = E(f(Fδ)Hα(Fδ, G)).
By (4.28) with m = 0
|Hα(Fδ , G)| ≤ C(1 ∨ (λFδ)−1)Mq(1 + |F |4Mq1,q+2 + |LF |qq) |G|q
so that, using Ho¨lder’s inequality
E(|Hα(Fδ , G)|) ≤ C(1 ∨ E((λFδ)−Mqp1)1/p1(1 + ‖F‖4Mq1,q+2,Mqp2 + ‖LF‖
4Mq
q,qp2
) ‖G‖q,qp3 .
We write now
E((λFδ )
−Mqp1) = E((λFδ)
−Mqp11{λF≤η}) + E((λFδ)
−Mqp11{λF>η})
≤ δ−Mqp1P(λF ≤ η) + η−Mqp1
≤ (δ−1P(λF ≤ η)1/Mqp1 + η−1)Mqp1 = λMqp1δ,η,Mqp1(F ).
We conclude that
E(∂αfδ(F )G) = |E(∂αf(Fδ)G)| ≤ ‖f‖∞ E(|Hα(Fδ , G)|)
≤ CλMqδ,η,Mqp1(F ) ‖f‖∞ (1 + ‖F‖
4Mq
1,q+2,Mqp2
+ ‖LF‖4Mqq,4qp2) ‖G‖q,qp3

In order to pass from fδ to f we will use the following lemma:
Lemma 4.6 Let M ∈ N, M ≥ 1. There exist constants C, p, a ≥ 1 such that for every η > 0, δ > 0,
every F ∈ (D3,p)M and every bounded and measurable f : RM → R one has
|E(f(F ))− E(fδ(F ))| ≤ C ‖f‖∞
(
P(λF < η) +
√
δ
ηp
(1 + ‖|F |‖3,p)a
)
(4.36)
The above Lemma is Lemma 2.5 in [2]. There γδ is the Gaussian density of covariance δ but the proof
is exactly the same with γδ defined in (4.32).
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5 Sobolev norms and non-degeneracy for stochastic series
The stochastic series S(c, Z) =
∑∞
m=1 Φm(c, Z) are a natural generalization of the decomposition in
Wiener chaoses - indeed, if Zk are standard normal then the Φm(c, Z)’s represent multiple stochastic
integrals of order m (Remark 2.1). The aim of this section is to obtain estimates of the Sobolev norms of
S(c, Z) and of LS(c, Z) which are analogous to the ones we have in the Gaussian case. To this purpose, it
is useful to introduce random variables taking values on a Hilbert space U that are derivable in Malliavin
sense. In fact, DS(c, Z) is a r.v. in H (see (4.11)) and can be written again as a stochastic series whose
coefficients are in H. So, in order to handle properly our problem, we consider stochastic series whose
coefficients c(α) belongs to a separable Hilbert space U . We denote with 〈·, ·〉U and | · |U the associated
inner product and norm, respectively. We set LpU = {F ∈ U : ‖F‖U ,p := (E(|F |pU ))1/p < ∞}. Even if
F ∈ R (as it is the case in our paper), the derivative DF takes values in U = H which is a Hilbert space.
We set
H(U) = {x ∈ UN :
∞∑
k=1
|xk|2U <∞}. (5.1)
H(U) is clearly a Hilbert space, the inner product and the norm being given by
〈x, y〉H(U) =
∞∑
k=1
〈xk, yk〉U and |x|H(U) =
( ∞∑
k=1
|xk|2U
)1/2
respectively. Notice that H(R) is the space H defined in (4.11). Remark also that H(H(U)) = H(U)⊗2,
and more generally H(H(U)⊗n) = H(U)⊗(n+1).
Let A be a random variable taking values in U which is measurable with respect to σ(Zi, i = 1, 2, . . .)
and take p ≥ 1. We set D0,pU = LpU and we set
‖A‖U ,0,p ≡ ‖A‖U ,p = ‖|A|U‖p.
We say that A ∈ D1,pU if A ∈ LpU , 〈A,h〉U ∈ D1,p for every h ∈ U and there exists DA ∈ H(U) such that
DA ∈ LpH(U) and 〈(DA)k, h〉U = Dk〈A,h〉U , k ∈ N.
In the following, we use the notation DkA = (DA)k, k ∈ N. For A ∈ D1,pU we define the Sobolev norm
‖A‖U ,1,p = ‖A‖U ,p + ‖DA‖|H(U),p.
Note that if U = R then the above definition F ∈ D1,p agrees with the standard definition: D1,p
R
≡ D1,p.
This reasoning can be iterated in order to define a random variable A in U which is q ≥ 2 times
differentiable: for p ≥ 1, we say that A ∈ Dq,pU if A ∈ Dq−1,pU , 〈A,h〉U ∈ Dq,p for every h ∈ U and there
exists D(q)A ∈ H(U)⊗q such that
D(q)A ∈ Lp
H(U)⊗q
and < (D(q)A)α, h〉U = D(q)α < A,h〉U , |α| = q.
We set D
(q)
α A = (D(q)A)α, |α| = q, and
‖A‖U ,q,p = ‖A‖U ,q−1,p + ‖D(q)A‖H(U)⊗q ,p = ‖A‖U ,p +
q∑
j=1
‖D(j)A‖H(U)⊗j ,p.
As an example, take F a random variable in R. Then F ∈ D2,p if F ∈ D1,p (standard definition) and
DF ∈ D1,pH following the above definition, that is looking at A = DF as a random variable taking values
in the Hilbert space U = H, and one has ‖F‖2,p = ‖F‖U ,2,p with U = R. And in general, F ∈ Dq,p if for
every 1 ≤ k ≤ q − 1, D(k)F ∈ D1,p
H⊗k
and one has ‖F‖q,p = ‖F‖U ,q,p with U = R.
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We consider now the random variable S(c, Z) =
∑
α c(α)Z
α in (2.8) with c(α) ∈ U for every α. We
denote
|c|U ,m =
( ∑
α∈Γm
|c(α)|2U
)1/2
. (5.2)
For q, p ∈ N and M ∈ R we set
Nq(c,M) =
( ∞∑
m=q
Mm−q × m!
(m− q)! ×m! |c|
2
U ,m
)1/2
(5.3)
(for a comparison, see (2.4) for U = R).
We recall that we are assuming that Zk, k ∈ N are independent and
E(Zk) = 0 and E(Z
2
k) = 1. (5.4)
The following basic relations are immediate consequences of the isometry property for Hilbert space
valued discrete martingales. Let Φm(c, Z) =
∑
|α|=m c(α)Z
α with c(α) ∈ U . Then
E(〈Φm(c, Z),Φm′ (c, Z)〉U ) =
{
0 m 6= m′
m! |c|2U ,m m = m′.
(5.5)
Lemma 5.1 Let Zk, k ∈ N, be independent such that (5.4) holds. Let S(c, Z) =
∑∞
m=1 Φm(Z) and
Nq(c,M) be defined in (5.3).
(i) The series S(c, Z) is convergent in L2U if and only if N0(c, 1) <∞ and in this case
‖S(c, Z)‖U ,2 = N0(c, 1) = (
∞∑
m=1
m! |c|2U ,m)1/2.
(ii) Let bp be the constant in the Burkholder’s inequality (see (A.1)) and
Mp =
√
2bpMp(Z), with Mp(Z) = sup
k∈N
‖Zk‖p . (5.6)
Then
‖S(c, Z)‖U ,p ≤ N0(c,M2p ) =
( ∞∑
m=1
M2mp m! |c|2U ,m
)1/2
. (5.7)
Remark 5.2 As an immediate consequence one has the following estimate for multiple integrals in
Wiener chaoses: ‖Im(f)‖p ≤
√
2bpMp(G)
√
m! ‖f‖L2(Rm+ ) where G ∼ N (0, 1). More accurate estimates
concerning the Gaussian chaoses can be found in Latala [12].
Proof of Lemma 5.1. (i) immediately follows from (5.5). As for (ii), we fix J ∈ N and we denote
|c|2U ,m,J =
∑
α∈Γm(J)
|c(α)|2U and
Φm,J(c, Z) =
∑
α∈Γm(J)
cαZ
α, Φom,J(c, Z) =
∑
α∈Γom(J)
c(α)Zα.
We set
Sn,J(c, Z) =
n∑
m=1
Φm,J(c, Z) =
n∑
m=1
m!Φom,J(c, Z)
and we prove that for every n, J ∈ N
‖Sn,J(c, Z)‖2U ,p ≤
n∑
m=1
M2mp m! |c|2U ,m,J ≤ N20 (c,Mp). (5.8)
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Then (5.7) follows by passing to the limit. We prove (5.8) by recurrence on n. For n = 1, we use the
Burkholder inequality (A.2) and we have
‖S1,J(c, Z)‖2U ,p =
∥∥∥ J∑
j=1
cjZj
∥∥∥2
U ,p
≤ b2p
J∑
j=1
‖cjZj‖2U ,p ≤ b2pMp(Z)2
J∑
j=1
|cj |2U ≤M2p |c|2U ,1,J .
For n > 1, we use the following basic decomposition:
Φom,J(c, Z) =
J∑
j=1
Zj
∑
α∈Γom−1(j−1)
c(α, j)Zα.
This gives
Sn,J(c, Z) =
n∑
m=1
m!Φom,J(c, Z) =
J∑
j=1
Zj
n∑
m=1
m!
∑
α∈Γom−1(j−1)
c(α, j)Zα
=
J∑
j=1
Zjcj +
J∑
j=1
Zj
n∑
m=2
∑
α∈Γm−1(J)
(m1Γ(j−1)(α)c(α, j))Z
α
=
J∑
j=1
Zj(cj + Sn−1,J(c
j))
with
cj(α) = (1 + |α|)× 1Γ(j−1)(α)c(α, j) α ∈ Γm−1(J).
Notice that Sn−1,J(c
j) is measurable with respect to σ(Z1, ..., Zj−1) so that Sn,J(c, Z) is a martingale.
Then, by Burkholder’s inequality (A.2),
‖Sn,J(c, Z)‖2U ,p ≤ b2p
J∑
j=1
‖Zj‖2p
∥∥cj + Sn−1,J(cj , Z)∥∥2U ,p
≤ 2b2pM2p (Z)
( J∑
j=1
|cj |2U +
J∑
j=1
∥∥Sn−1,J(cj , Z)∥∥2U ,p ).
Using the recurrence hypothesis
J∑
j=1
∥∥Sn−1,J(cj , Z)∥∥2U ,p ≤ J∑
j=1
n−1∑
m=1
M2mp m!
∣∣cj∣∣2
U ,m,J
=
n−1∑
m=1
M2mp m!(m+ 1)
2
J∑
j=1
∑
α∈Γm(j−1)
|c(α, j)|2U
Since
|c|2U ,m+1,J = (m+ 1)
J∑
j=1
∑
α∈Γm(j−1)
|c(α, j)|2U
we obtain
J∑
j=1
∥∥Sn−1,J(cj , Z)∥∥2U ,p ≤ n−1∑
m=1
M2mp (m+ 1)! |c|2U ,m+1,J .
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We conclude that
‖Sn,J(c, Z)‖2U ,p ≤M2p
(
|c|2U ,1 +
n∑
m=2
M2(m−1)p m! |c|2U ,m,J
)
=
n∑
m=1
M2mp m! |c|2U ,m,J .

We estimate now the derivatives of S(c, Z).
Proposition 5.3 We assume that (5.4) holds and, for p ≥ 2, set Mp as in (5.6). For q ∈ N one has
‖D(q)S(c, Z)‖H(U)⊗q ,p ≤
√
2
( ∞∑
n=q
n!
n!
(n− q)!M
2(n−q)
p |c|2U ,n
)1/2
=
√
2Nq(c,M
2
p ).
As a consequence,
‖S(c, Z)‖U ,q,p ≤
√
2
q∑
k=0
Nk(c,M
2
p ). (5.9)
Proof. Let us denote ∂jΦm(c, Z) = ∂ZjΦm(c, Z) so that DjΦm(c, Z) = χj∂jΦm(c, Z). We write
∂jΦm(c, Z) =
∑
β∈Γm
c(β)∂jZ
β = m
∑
α∈Γm−1
j /∈α
c(α, j)Zα = Φm−1(c
j, Z)
with
cj(α) = (1 + |α|)c(α, j)1{j /∈α}.
So we may write
∂jS(c, Z) =
∞∑
m=1
∂jΦm,J(c, Z) = cj +
∞∑
m=2
Φm−1,J(c
j , Z).
We set c0 = (cj)j∈N and cα = (c
j
α)j∈N. Notice that c0, cα ∈ H(U), so the above equality reads
∇S(c, Z) = c0 +
∞∑
m=1
Φm,J(c, Z) = c0 + S(c, Z) ∈ H(U) (5.10)
where ∇S(c, Z) = (∂jS(c, Z))j∈N ∈ H(U). By using (5.7),
‖∇S(c, Z)‖2H(U),p ≤ 2(|c0|2H(U) + ‖S(c, Z)‖2H(U),p) ≤ 2
(
|c(0)|2H(U) +
∞∑
m=1
M2mp m!|c|2H(U),m
)
(5.11)
We have |c0|2H(U) =
∑∞
j=1 |cj |2U = |c|2U ,1 and
|c|2H(U),m =
∞∑
j=1
∑
α∈Γm
∣∣cj(α)∣∣2
U
=
∞∑
j=1
∑
α∈Γm
(1 + |α|)2 |c(α, j)|2U 1{j /∈α} (5.12)
= (m+ 1)2
∑
β∈Γm+1
|c(β)|2U = (m+ 1)2 |c|2U ,m+1 .
By inserting in (5.11), this gives
‖∇S(c, Z)‖2H(U),p ≤ 2
(
|c|2U ,1 +
∞∑
m=1
M2mp m!(m+ 1)
2 |c|2U ,m+1
)
= 2
(
|c|2U ,1 +
∞∑
m=1
M2mp (m+ 1)!(m + 1) |c|2U ,m+1
)
≤ 2
∞∑
m=1
M2mp m!m |c|2U ,m = 2N1(c,M2p )2,
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that is ‖∇S(c, Z)‖H(U),p ≤
√
2N1(c,M
2
p ). Finally, one has DkS(c, Z) = χk∂jS(c, Z) and since χk ∈
[0, 1] then |DS(c, Z)|H(U) ≤ |∇S(c, Z)|H(U). So, ‖DS(c, Z)‖H(U),p ≤ ‖∇S(c, Z)‖H(U),p and the proof is
completed for the first order derivative.
Let us now estimate the second order derivatives. We have DDΦm,J(c, Z) = DΦm,J(c, Z). Using
(5.12) one checks that
|c|H(U),1 +N1(c,M2p ) ≤
√
2N2(c,M
2
p )
and so we may use the result for the first order derivatives. For higher order derivatives the argument is
the same. 
We estimate now the Sobolev norms of LS(c, Z).
Proposition 5.4 We assume that (5.4) holds and, for p ≥ 2, set Mp as in (5.6). For every q ∈ N there
exists a constant C (depending on q and p only) such that
‖LS(c, Z)‖U ,q,p ≤
C
rq+1
( q+1∑
n=1
|c|U ,n +Nq+2(c,M2p )
)
. (5.13)
Proof. Notice that 〈DZk,DZj〉 = 0 for k 6= j. Using the computational rules one obtains for
β = (β1, ..., βm) with m ≥ 2
LZβ =
m∑
k=1
LZβk
∏
j 6=k
Zβj
and, using the symmetry of c(β), this gives
LΦm(c, Z) = m!LΦ
o
m(c, Z) = m!m
∞∑
j=1
LZj
∑
α∈Γom−1(j−1)
c(α, j)Zα
= m2
∞∑
j=1
LZj
∑
α∈Γm−1(j−1)
c(α, j)Zα =
∞∑
j=1
LZjΦm−1(ĉ
j , Z)
with
ĉj(α) = (1 + |α|)2 × 1maxk αk≤j−1 c(α, j).
For m = 1 we have LΦ1(c, Z) =
∑∞
j=1 cjLZj. It follows that, for Sn(c, Z) =
∑n
m=1 Φm(c, Z),
LSn(c, Z) =
n∑
m=1
LΦm(c, Z) =
∞∑
j=1
cjLZj +
∞∑
j=1
LZj
n∑
m=2
Φm−1(ĉ
j , Z)
=
∞∑
j=1
LZj(cj + Sn−1(ĉ
j , Z)).
Notice that Sn−1(ĉ
j , Z)) is σ(Z1, ..., Zj−1) measurable. Since LSn(c) verifies (A.3) with Bj = cj +
Sn−1(ĉ
j , Z) and Λm = 0, we will use (A.4) (actually, we should use Sn,J(c, Z) and then pass to the limit
following the standard technique). We have
∞∑
j=1
‖Bj‖2U ,q,p ≤ 2
(
|c|2U ,1 +
∞∑
j=1
∥∥Sn−1(ĉj , Z))∥∥2U ,q,p )
≤ C
(
|c|2U ,1 +
∞∑
j=1
q∑
ℓ=1
∥∥∥D(l)Sn−1(ĉj , Z))∥∥∥2
H(U)⊗ℓ,p
)
.
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By using (5.9) we obtain
∞∑
j=1
‖Bj‖2U,q,p ≤ C
(
|c|2U ,1 +
∞∑
j=1
q∑
ℓ=1
∞∑
n=ℓ
n!
n!
(n− ℓ)!M
2(n−ℓ)
p
∣∣ĉj∣∣2
U ,n
)
=: C(|c|2U ,1 + I).
In order to handle I, we compute
∞∑
j=1
∣∣ĉj∣∣2
U ,n
= (n + 1)4
∞∑
j=1
∑
α∈Γn(j−1)
|c(α, j)|2U = (n+ 1)4n!
∞∑
j=1
∑
α∈Γon(j−1)
|c(α, j)|2U
= (n + 1)4n!
∑
β∈Γon+1
|c(β)|2U = (n+ 1)3
∑
β∈Γn+1
|c(β)|2U = (n+ 1)3 |c|2U ,n+1 .
Therefore,
I =
q∑
ℓ=1
∞∑
n=ℓ
M2(n−ℓ)p (n+ 1)!
(n + 1)!
(n − ℓ)! (n+ 1) |c|
2
U ,n+1
=
q∑
ℓ=1
(
((ℓ+ 1)!)2(ℓ+ 1) |c|2U ,ℓ+1 +
∞∑
m=ℓ+2
M2(m−1−ℓ)p m!
m!
(m− 1− ℓ)!m |c|
2
U ,m
)
≤ C
q∑
ℓ=1
( |c|2U ,ℓ+1 +N2ℓ+1(c,M2p ))
Now, for k ≤ q + 2 straightforward computations give
Nk(c,M)
2 ≤ k!|c|2U ,k +MNk+1(c,M)2 ≤ · · · ≤ C
( q+1∑
i=k
|c|2U ,i +Nq+2(c,M)2
)
and by inserting we obtain
I ≤ C
( q+1∑
n=2
|c|2U ,n +Nq+2(c,M2p )
)
.
By resuming,
∞∑
j=1
‖Bj‖2U,q,p ≤ C
( q+1∑
n=1
|c|2U ,n +Nq+2(c,M2p )2
)
and by applying (A.4) we get
‖LS(c, Z)‖U ,q,p ≤ C
rq+1
( ∞∑
j=1
‖Bj‖2U,q,p
)1/2 ≤ C
rq+1
( q+1∑
n=1
|c|U ,n +Nq+2(c,M2p )
)
and the statement is proved. 
As an immediate consequence of Proposition 5.3 and 5.4 we obtain:
Proposition 5.5 We assume that (5.4) holds and, for p ≥ 2, set Mp as in (5.6). For every q ≥ 2 there
exists a constant C ≥ 1 depending on p, q such that
‖|S(c, Z)|‖q,p ≡ ‖S(c, Z)‖q,p + ‖LS(c, Z)‖q−2,p ≤
C
rq−1
( q−1∑
n=1
|c|U ,n +Nq(c,M2p )
)
. (5.14)
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We conclude this section with a result concerning the non degeneracy of the Malliavin covariance
matrix of S(c, Z). Actually we are not able to obtain such estimates for general series but for finite series
only.
Lemma 5.6 For N ∈ N, set
SN (c, Z) =
∑
1≤|α|≤N
c(α)Zα and iN (c) =
N∑
m=1
∑
α∈Γm
m!c(α)2.
Then for every p ≥ 1 such that supk ‖Zk‖2p <∞ there exists a universal constant Cp such that for every
η ≤ 12m(r)iN (c) we have
P
(
σSN (c,Z) ≤ η
) ≤ (Cp(1 + iN (c))
m(r)iN (c)
(N !)32NN−5/4(κN (c) + δN (c))
)p
(5.15)
with
κN (c) =
N∑
l=1
κ
1/4
4,l (c) and δN (c) =
N∑
l=1
δl(c). (5.16)
Proof. We write
σSN (c,Z) =
∞∑
j=1
|∂jSN (c, Z)|2 χj =
∞∑
j=1
|∂jSN (c, Z)|2 χ˜j +m(r)
∞∑
j=1
|∂jSN (c, Z)|2
=
∞∑
j=1
|∂jSN (c, Z)|2 χ˜j +m(r)
( ∞∑
j=1
|∂jSN (c, Z)|2 − iN (c)
)
+m(r)iN (c).
We set
I˜N (c, Z) =
∞∑
j=1
|∂jSN (c, Z)|2 χ˜j and IN (c, Z) =
∞∑
j=1
|∂jSN (c, Z)|2 .
For η ≤ m(r)i(c)2 , it follows that
P
(
σSN (c,Z) ≤ η) =P
(
I˜N (c, Z) +m(r)
(
IN (c, Z)− iN (c)
) ≤ −m(r)iN (c)
2
)
≤P
(
I˜N (c, Z) ≤ −m(r)iN (c)
4
)
+ P
(
m(r)
(
IN (c, Z)− iN (c)
) ≤ −m(r)iN (c)
4
)
≤P
(
|I˜N (c, Z)| ≥ m(r)iN (c)
4
)
+ P
(
|(IN (c, Z)− iN (c)| ≥ iN (c)
4
)
≤
( 4
m(r)iN (c)
)p(‖I˜N (c, Z)‖pp + ‖IN (c, Z)− iN (c)‖pp)
Now, the real difficulty is to produce Lp estimates for I˜N (c, Z) and IN (c, Z) − iN (c). Section B.2 in
Appendix B is devoted to such a problem, and the final result is given in Lemma B.8. So, we use (B.30)
and the statement immediately follows. 
6 Convergence in total variation
In this section we study the convergence of stochastic series to the Gaussian law in two situations: first,
we consider finite series and we obtain estimates of the error which are not asymptotic; in a second stage
we deal with infinite series and we prove a convergence result, but in this case we are no more able to
get the rate of convergence.
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6.1 Error estimates for finite series
The aim of this section is to obtain non asymptotic estimates for the invariance principle in total variation
distance. We stress that here N is finite and fixed and that we consider a fixed set of coefficients
c = (c(α))α - so the results is not asymptotic. The estimates will be given in terms of κN (c) defined in
(2.12) and of δN (c) =
∑N
l=1 l!δl(c) with δN (c) defined in (2.5). We will use the normalization hypothesis
iN (c) =
N∑
m=1
∑
α∈Γm
m!c(α)2 = 1 (6.1)
and
N∑
ℓ=1
ℓ!ℓδℓ(c)
2 ≤ iN (c)
4
=
1
4
(6.2)
Given two sequences (Zk)k∈N and (Zk)k∈N we denote
Mp =Mp(Z,Z) = max
k
‖Zk‖p ∨
∥∥Zk∥∥p .
The main result in this section is the following:
Theorem 6.1 Let (Zk)k∈N and (Zk)k∈N satisfy (5.4) and such that Zk ∈ L(r, ε), Zk ∈ L(r, ε) and
Mp = Mp(Z,Z) < ∞ for every p ≥ 1. We also assume that (6.1) and (6.2) hold true. Then for every
p∗ ≥ 1 there exist positive constant C∗, d∗, c∗ and M∗ such that for every N ∈ N∣∣E(f(SN (c, Z))) − E(f(SN(c, Z)))∣∣ ≤ C∗
(m(r)r)d∗
MN∗ N
c∗(N !)3p∗ ‖f‖∞ (κN (c)p∗ + δN (c)). (6.3)
We stress that all constants depend on the random sequences (Zk)k∈N and (Zk)k∈N only through Mp =
Mp(Z,Z) for a suitably large p.
Proof. We first give some estimates which are specific to finite series (under the hypothesis that
c(α) = 0 if |α| ≥ N). First of all, for q ≥ 1,
Nq(c,M) =
( N∑
m=q
Mm−q × (m!)
2
(m− q)!
∑
α∈Γm
c(α)2
)1/2 ≤M (N−q)/2N q/2( N∑
m=q
m!
∑
α∈Γm
c(α)2
)1/2
(6.4)
≤ M (N−q)/2N q/2
the last inequality being true if iN (c) ≤ 1. As an immediate consequence of this and of (5.14), for every
p ≥ 1
‖|SN (c, Z)|‖q,p ≤
Cp
rq−1
×M2Np N q/2. (6.5)
Moreover let c˜k(α) = c(k, α). Then
∞∑
k=1
N3q (c˜
k,M) ≤ M3(N−q)/2N3q/2
∞∑
k=1
( N∑
m=q
m!
∑
α∈Γm
c(k, α)2
)3/2
(6.6)
≤ M3(N−q)/2N3q/2δN (c)
∞∑
k=1
( N∑
m=q
m!
∑
α∈Γm
c(k, α)2
)
≤ M3(N−q)/2N3q/2δN (c).
We are now able to start the proof itself.
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Step 1. Let f : R → R be such that ‖f‖∞ ≤ 1. For δ > 0, let fδ denote its regularization, as in
(4.33). Then we have ∣∣E(f(SN (c, Z))) − E(f(SN (c, Z)))∣∣ ≤ aN (δ) + bN (δ) + bN (δ) (6.7)
in which
aN (δ) = |E(fδ(SN (c, Z))) − E(fδ(SN (c, Z)))|,
bN (δ) = |E(f(SN (c, Z)))− E(fδ(SN (c, Z)))|, bN (δ) = |E(f(SN (c, Z)))− E(fδ(SN (c, Z)))|.
So, we study separately such contributions.
Step 2: estimate of aN (δ). We use some facts developed in the proof of Theorem 3.1. Let J ∈ N
and
SN,J(c, Z) =
N∑
n=1
∑
α∈Γn(J)
c(α)Zα.
We also set
aN,J(δ) = |E(fδ(SN,J(c, Z))) − E(fδ(SN,J(c, Z)))|.
Since the estimate for aN,J will not depend on J , we will get the result for aN (δ) by passing to the limit.
So, we recall the following facts.
For θ ∈ (0, 1), in Theorem 3.1 we have denoted
Ẑk(θ) = (Z1, ..., Zk−1, θZk, Zk+1, ..., ZJ), k = 0, 1, . . . , J,
with Ẑ0(θ) = (Z1, . . . , ZJ) and Ẑ
J(θ) = (Z1, ..., ZJ−1, θZJ). Moreover we have denoted
sk = SN,J(c, Ẑ
k(0)) and vk = c(k) +
N∑
n=2
∑
β∈Γn−1(J)
k/∈β
c(k, β)(Ẑk(0))β
so that
SN,J(c, Ẑ
k(θ)) = sk + θZkvk
and we have proved that
E(fδ(SN,J(c, Z))) − E(fδ(SN,J(c, Z)) = 1
6
J∑
k=1
∫ 1
0
E(f ′′′δ (sk + θZkvk)Z
3
kv
3
k))θdθ
− 1
6
J∑
k=1
∫ 1
0
E(f ′′′δ (sk + θZkvk)Z
3
kv
3
k))θdθ.
In the original proof of Theorem 3.1 we upper bounded f ′′′δ (sk + θZkvk) by ‖f ′′′δ ‖∞ but now we will use
integration by parts in order to get rid of the derivatives. In order to do it we will use Lemma 4.5 with
Fk = sk + θZkvk and Gk = Z
3
kv
3
k, M = 1 and q = 3. Then we apply (4.35) with p1 = p2 = p3 = 3: for
every ηk > 0 we obtain∣∣E(f ′′′δ (sk + θZkvk)Z3kv3k))∣∣ ≤ C ‖f‖∞ λ3δ,ηk,9(sk + θZkvk)(1 + ‖|sk + θZkvk|‖121,5,36)∥∥Z3kv3k∥∥3,9 (6.8)
with (see (4.31))
λδ,ηk,9(sk + θZkvk) =
1
δ
P(λsk+θZkvk ≤ ηk)
1
9 +
1
ηk
.
We denote
ck,θ(α) = c(α)(1{k/∈α} + θ1{k∈α}).
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Then
sk + θZkvk = SN,J(c, Ẑ
k(θ)) = SN,J(c
k,θ, Ẑk(1)).
So, we take ηk = m(r)im,J(c
k,θ), with iN,J(c
k,θ) =
∑N
ℓ=1
∑
α∈Γℓ(J)
ℓ!ck,θ(α)2, and we use (5.15) with
p¯ ≥ 1: we get
P(λsk+θZkvk ≤ ηk) ≤
( Cp,N
m(r)iN,J(ck,θ)
)p¯
κN (c
k,θ)p¯
for every θ ∈ (0, 1), where Cp,N = CpDN is given in Lemma 5.6:
DN = (N !)32NN−5/4.
Now, observe that
iN,J(c
k,θ) =
N∑
ℓ=1
∑
α∈Γℓ(J)
ℓ!ck,θ(α)2 =
N∑
ℓ=1
∑
α∈Γℓ(J)
ℓ!c(α)2 − (1− θ)
N∑
ℓ=1
∑
α∈Γℓ(J)
ℓ!c(α)21k∈α
≥ iN,J(c)− (1− θ)
N∑
ℓ=1
ℓ!ℓδℓ(c)
2.
Under (6.2), for every θ ∈ (0, 1) and for every J large, one can write
iN,J(c
k,θ) ≥ iN (c)
2
− iN (c)
4
=
1
4
.
One also has
κN (c
k,θ) ≤ 2κN (c) and δN (ck,θ) ≤ 2δN (c),
so finally
P(λsk+θZkvk ≤ ηk) ≤
(Cp¯,N
m(r)
)p¯
(κN (c) + δN (c))
p¯.
Moreover, for every k ∈ N, θ ∈ (0, 1) and for every J large we have
1
η k
≤ 16
m(r)
and then
λδ,ηk,9(sk + θZkvk) =
1
δ
(Cp¯,N
m(r)
) p¯
9
κN (c)
p¯
9 +
16
m(r)
.
Now we choose
δ = δp =
(Cp¯,N
m(r)
) p¯
9
(κN (c) + δN (c))
p¯
9 (6.9)
and then
λδp,ηk,9(sk + θZkvk) ≤ 1 +
16
m(r)
.
Coming back to (6.8), we have∣∣∣E(f ′′′δp(sk + θZkvk)Z3kv3k))∣∣∣ ≤ Cm3(r) ‖f‖∞ (1 + ‖|sk + θZkvk|‖121,5,36)∥∥Z3kv3k∥∥3,9 . (6.10)
We recall that sk + θZkvk = SN,J(c
k,θ, Ẑk(1)) and we use (6.5) with c replaced by ck,θ and we obtain
‖|sk + θZkvk|‖1,5,36 ≤
C
r4
MN36N
5/2.
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Since Zk and vk are independent we have∥∥Z3kv3k∥∥3,9 = ∥∥Z3k∥∥3,9 ∥∥v3k∥∥3,9 ≤ CM327 ‖vk‖33,27
the last inequality being true because of (4.30). Summing on k in (6.10) we get
J∑
k=1
∣∣∣E(f ′′′δp(sk + θZkvk)Z3kv3k))∣∣∣ ≤ CM12N36 N30m3(r)r48 ‖f‖∞
J∑
k=1
‖vk‖33,27 .
Since vk = c(k) + Sm−1,J(c˜
k, Ẑk(0)) with c˜k(α) = c(k, α), we use (5.9) and (6.6) and we obtain
J∑
k=1
‖vk‖33,27 ≤ C
J∑
k=1
(
3∑
l=0
Nl(c˜
k,M227))
3
≤ C
3∑
l=0
J∑
k=1
N3l (c˜
k,M227)
≤ CM3N27 N9δN (c).
Inserting in the previous inequality we get
J∑
k=1
∣∣∣E(f ′′′δp(sk + θZkvk)Z3kv3k))∣∣∣ ≤ CM15N27 N39m3(r)r48 ‖f‖∞ δN (c).
Since the same estimate holds with Z replaced by Z we conclude that
aN (δp) ≤ CM
15N
27 N
39
m3(r)r48
‖f‖∞ δN (c). (6.11)
Step 3: estimate of b(δp) and b(δp). We use the regularization inequality (4.36) in Lemma 4.6 with
η = 12m(r)iN (c) =
1
2m(r) and we obtain:
bN (δ) ≤ C∗ ‖f‖∞
(
P
(
λSN (c,Z) ≤
m(r)
2
)
+
√
δ
m(r)l∗
(
1 + ‖|S(c, Z)|‖3,l∗
)a∗)
where C∗, l∗, a∗ are universal constants. We take now δ = δp as in (6.9) and we use (5.15), so that
bN (δp) ≤ C∗ ‖f‖∞
((Cp̂DN
m(r)
(κN (c) + δN (c))
)p̂
+
(
Cp¯DN
m(r) (κN (c) + δN (c)))
p¯
18
m(r)l∗
(
1 + ‖|SN (c, Z)|‖3,l∗
)a∗).
By applying (6.5) and taking p̂ = p∗ and p = 18p∗, with p∗ ≥ 1, we get
bN (δp) ≤ C∗ ‖f‖∞
( DN
m(r)
(κN (c) + δN (c))
)p∗ × ( 1
r2
×MNl∗ N3/2
)a∗
≤ C∗
(m(r)r)d∗
MN∗ N
c∗Dp∗N ‖f‖∞ (κN (c) + δN (c))p∗ .
The same estimate holds for b(δp). This together with (6.11) and (6.7) yield (6.3). 
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6.2 Gaussian limit
In this section we estimate the total variation distance between SN (c, Z) and a standard normal dis-
tributed random variable G. This will be an immediate consequence of the result from the previous
section and the following theorem due to Nourdin and Peccati [17].
Theorem 6.2 Let (Zk)k∈N with Zk standard normal random variables and let G be another standard
normal random variable. Suppose that (6.1) holds. There exists an universal constant C such that for
every N and every measurable and bounded function f
∣∣E(f(SN (c, Z)))− E(f(G))∣∣ ≤ 3 ‖f‖∞N3(2N)!N !3 N∑
l=0
κ
1/4
4,l (c). (6.12)
Moreover, if c(α) = 0 for |α| = 1, then
∣∣E(f(SN (c, Z)))− E(f(G))∣∣ ≤ 3 ‖f‖∞N3(2N)!N !3 N∑
l=0
κ
1/2
4,l (c). (6.13)
Proof. The proof of (6.13) is an immediate consequence of the results in [17], see (3.38) in Theorem
3.1 and Proposition 3.7 therein. But in order to obtain (6.12) we have to complete the argument from
[17]. Since the argument is essentially the same we just sketch the proof and in particular we explain why
κ
1/4
4,l (c) appears instead of κ
1/2
4,l (c). Let us briefly recall the notations from [17]. For a symmetric kernel
φn ∈ L1(Rn+) one denotes by In(φn) the multiple stochastic integral with kernel φn. This is an element
of the Wiener space and the Malliavin derivative and the Ornstein operator for it are defined as
DsIn(φn) = nIn−1(φn(◦, s), LIn(φn) = −nIn(φn). (6.14)
Consider now a functional FN =
∑N
n=1 In(φn). The operators DFN and LFN extend by linearity. Now,
(3.38) in [17] says that
|E(f(FN ))− E(f(G))| ≤ 2 ‖f‖∞ (E((1 −
〈
DFN ,−DL−1FN
〉
)2))1/2. (6.15)
So our aim now is to estimate the quantity in the right hand side of (6.14). This is done in Proposition
3.7 from [17] but there one considers multiple integrals In(φn) with n ≥ 2 only. If I1(φ1) comes in also,
one more term appears and we explain this now. Following [17] we use (6.14) and we obtain〈
DFN ,−DL−1FN
〉
= n
∫
R+
In−1(φn(◦, s))Im−1(φm(◦, s))ds
=
N∑
n,m=1
n
∫
R+
In−1(φn(◦, s))Im−1(φm(◦, s))ds
= A+ ‖φ1‖2L2(R+) +B +B′
with
A =
N∑
n,m=2
n
∫
R+
In−1(φn(◦, s))Im−1(φm(◦, s))ds,
B =
N∑
m=2
∫
R+
φ1(s)Im−1(φm(◦, s))ds =
N∑
m=2
Im(φ1 ⊗1 φm),
B′ =
N∑
n=2
n
∫
R+
In−1(φn(◦, s))φ1(s))ds =
N∑
n=2
nIn(φ1 ⊗1 φn).
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Using the product formula for multiple stochastic integrals (see (2.29) in [17] for this formula) one obtains
A =
N∑
n,m=2
n
n∧m−1∑
r=0
r!
(
n− 1
r
)(
m− 1
r
)
In+m−2−2r
(∫
R+
φn(◦, s)⊗˜rφm(◦, s)ds
)
=
N∑
n,m=2
n
n∧m−1∑
r=0
r!
(
n− 1
r
)(
m− 1
r
)
In+m−2−2r(φn⊗˜r+1φm)
=
N∑
n,m=2
n
n∧m∑
r=1
(r − 1)!
(
n− 1
r − 1
)(
m− 1
r − 1
)
In+m−2r(φn⊗˜rφm)
=
N∑
n=2
n! ‖φn‖2L2(Rn+) +A
′
with A′ just defined by the above equality: so it represents the sum over (n,m, r) such that (n,m, r) 6=
(n, n, n). Notice that in this case∥∥In+m−2r(φn⊗˜rφm)∥∥2 = (n+m)!∥∥φn⊗˜rφm∥∥2 ≤ (n+m)!κ1/24,n (c) ∨ κ1/24,m(c)
≤ (n+m)!(κ1/24,n (c) + κ1/24,m(c))
the last inequality being a consequence of well-known facts, which has been here collected in Appendix
B, see (B.5) and (B.3). So ∥∥A′∥∥
2
≤ N3(2N)! ×N !3
N∑
n=2
κ
1/2
4,n (c).
And using (B.7) we get ‖Im(φ1 ⊗1 φm)‖2 = m! ‖φ1 ⊗1 φm‖2 ≤ m! ‖φ1‖2 κ1/44,n (c) (we stress that κ1/44,n (c)
appears here instead of κ
1/2
4,n (c)) so that
‖B‖2 +
∥∥B′∥∥
2
≤ 2N N !
N∑
n=2
κ
1/4
4,n (c).
We suppose now that
∑N
n=1 n! ‖φn‖2L2(Rn+) = 1 and we write
〈
DFN ,−DL−1FN
〉
= 1 + A′ + B + B′ so
that ∥∥1− 〈DFN ,DL−1FN〉∥∥2 ≤ ∥∥A′∥∥2 + ‖B‖2 + ∥∥B′∥∥2 ≤ 3N3(2N)! ×N !3 N∑
n=2
κ
1/4
4,n (c)
and using (6.15) this gives
|E(f(FN ))− E(f(G))| ≤ 3 ‖f‖∞N3(2N)!×N !3(
N∑
n=2
κ
1/4
4,n (c)). (6.16)
Of course, κ
1/4
4,n (c) can be replaced by κ
1/2
4,n (c) if φ1 = 0.
We come now back to stochastic series and we define fc(m) to be the kernels which correspond to the
coefficients c(α) : fc(m)(t1, ..., tm) = c(α) if ti ∈ [αi, αi + 1), i = 1, ...,m. Then FN = SN (c, Z) and the
hypothesis (6.1) says that
∑N
n=1 n!‖fc(n)‖2L2(Rn+) = 1. And using (6.16) we obtain (6.12). 
The main result in this section is the following:
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Theorem 6.3 Let (Zk)k∈N satisfy (5.4) and such that Zk ∈ L(r, ε). We also assume that supk ‖Zk‖p <∞
for every p ≥ 1 and we suppose that (6.1) and (6.2) hold true. There exist some constants C, a ≥ 1 such
that for every N ∈ N and every bounded and measurable function f one has
|E(f(SN (c, Z))) − E(f(G))| ≤ C ‖f‖∞
(rm(r))a
N3(2N)!N !3
(
κN (c) + δN (c)
)
. (6.17)
As a consequence, there exist C, a ≥ 1 such that for every N ∈ N and every bounded and measurable
function f one has
|E(f(SN(c, Z))) − E(f(G))| ≤ C ‖f‖∞
(rm(r))a
N3(2N)!N !3(1 + α−1N (c))κN (c), (6.18)
in which αN (c) = minm≤N |c|m 1|c|m>0.
Proof. We take a sequence Zk, k ∈ N, of standard normal r.v.’s and we write
|E(f(SN(c, Z))) − E(f(G))| ≤
∣∣E(f(SN(c, Z))) − E(f(SN (c, Z)))∣∣ + ∣∣E(f(SN (c, Z))) − E(f(G))∣∣ .
(6.17) now follows by applying Theorem 6.1 with p∗ = 1 and Theorem 6.2. Moreover, by using (2.13)
one has δN (c) ≤ α−1N (c)κN (c), so (6.18) immediately follows from (6.17). 
6.3 A convergence result for infinite series
We consider a sequence c(n) = (c(n)(α))α of coefficients and the corresponding infinite series S∞(c
(n), Z).
Our aim is to give sufficient conditions in order to obtain convergence to the Gaussian law in total
variation distance. Here are our hypotheses. First we assume the normalization condition
i(c(n)) =
∞∑
k=1
k!
∑
|α|=k
c(n)(α)2 = 1. (6.19)
We also assume that for every p ≥ 1
sup
n
3∑
k=0
Nk(c
(n),M2p ) <∞ (6.20)
where Nk(c
(n),M2p ) is defined in (2.4). Moreover we suppose that
lim sup
N→∞
lim sup
n→∞
∑
k≥N
k × k!
∑
|α|=k
|c(n)(α)|2 = 0. (6.21)
Notice that this is analogous to the “uniformity condition” in (3.5), which is used by Hu and Nualart [9]
for getting convergence in law for infinite series. Then we have the following convergence result:
Theorem 6.4 Let (Zk)k∈N be a sequence of independent centred random variables with E(Z
2
k) = 1 and
which have finite moments of any order. Let c(n) = (c(n)(α))α be a sequence of coefficients which verify
(6.19), (6.20), (6.21) and such that
lim
n→∞
κ4,m(c
(n)) = 0 and lim
n→∞
δm(c
(n)) = 0, (6.22)
for each m ∈ N. Then
lim
n→∞
dTV (S∞(c
(n), Z), G) = 0 (6.23)
where G is a standard Gaussian random variable and
dTV (S∞(c
(n), Z), G) := sup
‖f‖∞≤1
|E(f(S∞(c(n), Z))) − E(f(G))|. (6.24)
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Remark 6.5 In view of (2.13), a sufficient condition in order that (6.22) holds is the following:
lim
n→∞
κ4,m(c
(n))
(
1 +
1
|c(n)|2m
1{|c(n)|>0}
)
= 0, for every m ∈ N.
Proof of Theorem 6.4. We set SN (c, Z) = S∞(c, Z)− SN (c, Z). Then, we have
σS∞(c(n),Z) − σSN (c(n),Z) = |DS∞(c(n), Z)|2 − |DSN (c(n), Z)|2
= 〈DSN (c(n), Z),DS∞(c(n), Z) +DSN(c(n), Z)〉.
So, by Cauchy-Schwartz inequality
E(|σS∞(c(n),Z) − σSN (c(n),Z)|) ≤ ‖DSN (c(n), Z)‖2(‖DS∞(c(n), Z)‖2 + ‖DSN (c(n), Z)‖2).
Setting
εN (n) =
∑
k≥N
k × k!
∑
|α|=k
|c(n)(α)|2,
by Proposition 5.3, we have
E(|σS(c(n),Z) − σSN (c(n),Z)|) ≤ εN (n) · 2ε0(n)
We take η = 12m(r) and we use (5.15) in order to get
P(σS∞(c(n),Z) ≤ η) ≤ P(|σS∞(c(n),Z) − σSN (c(n),Z)| ≥ η) + P(σSN (c(n),Z) ≤ 2η)
≤ 1
η
2ε0(n)εN (n) + CN (κN (c
(n)) + δN (c
(n))),
where CN is a constant which depends on N but not on n. Now we use (6.22) and we obtain, for each
fixed N
lim sup
n→∞
P(σS∞(c(n),Z) ≤ η) ≤
1
η
lim sup
n→∞
2ε0(n)εN (n) + CN lim sup
n→∞
(κN (c
(n)) + δN (c))
=
1
η
lim sup
n→∞
2ε0(n)εN (n).
Then by (6.21),
lim sup
n→∞
P(σS∞(c(n),Z) ≤ η) ≤
2
η
lim sup
N→∞
lim sup
n→∞
ε0(n)εN (n) = 0. (6.25)
Now we use the regularization Lemma 4.6: for every δ > 0∣∣∣E(f(S∞(c(n), Z)))− E(fδ(S∞(c(n), Z)))∣∣∣ ≤ C ‖f‖∞ (P(σS∞(c(n),Z) ≤ η) +
√
δ
ηp
(1 + ‖|S(c(n), Z)|‖3,p)a
)
≤ C ‖f‖∞
(
P(σS∞(c(n),Z) ≤ η) +
√
δ
ηp
C
)
the last inequality being a consequence of (5.9) and (6.20). And a similar inequality holds for G. So∣∣∣E(f(S∞(c(n), Z)))− E(f(G))∣∣∣ ≤ ∣∣∣E(fδ(S∞(c(n), Z)))− E(fδ(G))∣∣∣
+C ‖f‖∞
(
P(σS∞(c(n),Z) ≤ η) + P(σG ≤ η) +
√
δ
ηp
C
)
≤
∣∣∣E(fδ(SN (c(n), Z)))− E(fδ(G))∣∣∣
+
∣∣∣E(fδ(S∞(c(n), Z)))− E(fδ(SN (c(n), Z)))∣∣∣
+C ‖f‖∞
(
P(σS∞(c(n),Z) ≤ η) +
√
δ
ηp
C
)
=: AδN (n) +B
δ
N (n) + C ‖f‖∞
(
P(σS∞(c(n),Z) ≤ η) +
√
δ
ηp
C
)
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in which we have used the fact that σG = 1 > η, so that P(σG ≤ η) = 0. Now, by using Theorem 6.3 and
by recalling that ‖fδ‖∞ ≤ ‖f‖∞,
lim sup
n→∞
sup
‖f‖∞≤1
AδN (n) = 0,
for every fixed N > 0. Moreover, since ‖f ′δ‖∞ ≤ ‖f‖∞/δ, we can write
BδN (n) ≤
‖f‖∞
δ
E
(|SN (c(n), Z)|) ≤ ‖f‖∞
δ
εN (n)
1/2
so that
lim sup
N→∞
lim sup
n→∞
sup
‖f‖∞≤1
BδN (n) = 0
because of (6.21), for every δ > 0. By using (6.25) we finally get
lim sup
n→∞
sup
‖f‖∞≤1
∣∣∣E(f(S∞(c(n), Z)))− E(f(G))∣∣∣ ≤ C√δ
ηp
.
Since δ > 0 is arbitrary the proof is complete. 
A Burkholder inequality for Hilbert valued discrete time martingales
We consider a Hilbert space U and we denote |·|U and 〈·, ·〉U respectively the norm and the inner product
on U . Recall LpU and Dq,pU defined at the beginning of Section 5.
We consider a martingale Mn ∈ U , n ∈ N and we recall Burkholder’s inequality in this framework:
for each p ≥ 2 there exists a universal constant bp ≥ 1 such that
‖Mn‖U ,p ≤ bp
(
E
(( n∑
k=1
|∆k|2U
)p/2))1/p
, ∆k =Mk −Mk−1. (A.1)
As an immediate consequence
‖Mn‖U ,p ≤ bp
( n∑
k=1
‖∆k‖2U ,p
)1/2
. (A.2)
Indeed, by using (A.1),
‖Mn‖2U ,p ≤ b2p
∥∥ n∑
k=1
|∆k|2U
∥∥
p/2
≤ b2p
n∑
k=1
‖|∆k|2U‖p/2 = b2p
n∑
k=1
‖∆k‖2U ,p.
We give now estimates which are used in order to upper bound the Sobolev norms of LS(c, Z). Recall
the definition of the space Dq,pU given in Section 5 and we set D
∞
U = ∩p≥1 ∩q≥0 Dq,pU .
Proposition A.1 Suppose that Zk ∈ L(zk, r, ε), k ∈ N. Let Bk,Λk ∈ U be random variables such that
Bk,Λk ∈ D∞U for every k and Bk is σ(Z1, ..., Zk) measurable. Consider the process
Ym =
m−1∑
k=1
BkLZk+1 + Λm. (A.3)
Then for every q ∈ N and p ≥ 2 there exists a universal constant C ≥ 1 such that
max
m≤n
‖Ym‖U ,q,p ≤
C
rq+1
×Cq,p(B,Λ) (A.4)
with
Cq,p(B,Λ) =
( n∑
k=1
‖Bk‖2U ,q,p
)1/2
+max
m≤n
‖Λm‖U ,q,p . (A.5)
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Proof. We will use the following facts, proved in Lemma 3.2 in [1]: E(LZk) = 0 and there exists a
universal constant C such that
‖LZk‖q,p ≤
C
rq+1
. (A.6)
Step 1. Let q = 0, so that ‖Ym‖U ,q,p = ‖Ym‖U ,p . We have to check that
max
m≤n
‖Ym‖U ,p ≤
C
r
× C0,p(B,Λ). (A.7)
Since Bk is σ(Z1, ..., Zk) measurable and E(LZk+1) = 0, it follows that Mm =
∑m−1
k=1 BkLZk+1 is a
martingale. By (A.2)
‖Mm‖U ,p ≤ bp
( m∑
k=1
‖LZk+1Bk‖2U ,p
)1/2
.
Since LZk+1 and Bk are independent,
‖LZk+1Bk‖2U ,p = ‖LZk+1‖2p ‖Bk‖2U ,p ≤
C
r2
‖Bk‖2U ,p .
From Ym =Mm + Λm, we conclude that
‖Ym‖U ,p ≤ ‖Mm‖U ,p + ‖Λm‖U ,p ≤ C
r
(( m∑
k=1
‖Bk‖2U ,p
)1/2
+ ‖Λm‖U ,p
)
and the statement holds for q = 0.
Step 2. We estimate the derivatives of Ym. We have
Y m := DYm =
m−1∑
k=1
BkLZk+1 + Λm.
with Bk = DBk and Λm =
∑m−1
k=1 DLZk+1Bk +DΛm. Notice that Y m, Bk and Λm take values in H(U)
(defined in (5.1)). So, by applying the step above, we get
max
m≤n
‖DYm‖H(U),p ≤
C
r
C0,p(B,Λ),
where
C0,p(B,Λ) = max
m≤n
(( m∑
k=1
∥∥Bk∥∥2H(U),p )1/2 + ∥∥Λm∥∥H(U),p ).
If we prove that
C0,p(B,Λ) ≤ C
r
× C1,p(B,Λ) (A.8)
(hereafter, C > 0 denotes a constant that may vary) and recalling that C0,p(B,Λ) ≤ C1,p(B,Λ), then we
obtain
max
m≤n
‖Ym‖U ,1,p ≤ C
r2
C1,p(B,Λ).
And by iteration, we get (A.4). So, let us prove (A.8).
We have ‖Bk‖H(U),p = ‖DBk‖H(U),p ≤ ‖Bk‖U ,1,p. We analyze now Λm. First, ‖DΛk‖H(U),p ≤
‖Λm‖U ,1,p. Let Im :=
∑m−1
k=1 DLZk+1Bk. Since DpLZk+1 = 0 if p 6= k + 1 we obtain
|Im|2H(U) =
m−1∑
k=1
|Dk+1LZk+1|2 |Bk|2U .
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Recalling that Dk+1LZk+1 and Bk are independent and that ‖Dk+1LZk+1‖2p ≤ Cr−2, we can write
‖Im‖H(U),p = ‖|Im|2H(U)‖1/2p/2 ≤
(m−1∑
k=1
‖ |Dk+1LZk+1|2 |Bk|2U ‖p/2
)1/2
=
(m−1∑
k=1
‖Dk+1LZk+1‖2p‖Bk‖2U ,p
)1/2 ≤ C
r
×
(m−1∑
k=1
‖Bk‖2U ,p
)1/2
.
By inserting all these estimates, we get (A.8). 
B The Lp estimates in Lemma 5.6
B.1 Contractions and cumulants
We briefly recall some well known facts concerning contractions of kernels and cumulants, and we give
some easy consequences which are used in our paper. The results in this section involve |c|m (see
(2.3)), δm(c) (see (2.5)) and κ4,m(c) (see (2.10)). We denote by c(m)(α) = 1{|α|=m}c(α), so c(m) ∈ H⊗m
represents the restriction of c to Γm. Then for m,n ∈ N and 0 ≤ r ≤ m ∧ n we define the contraction
c(m) ⊗r c(n) ∈ H⊗(m+n−2r) as follows
c(m) ⊗r c(n)(α, β) =
∑
|γ|=r
c(m)((α, γ))c(n)((β, γ)) =
∑
|γ|=r
c((α, γ))c((β, γ)) (B.1)
where α = (α1, ..., αm−r), β = (β1, ..., βn−r). Since for m 6= n, c(m) ⊗r c(n) is not symmetric, we define
c(m)⊗˜rc(n) to be the symmetrization of c(m) ⊗r c(n): for η ∈ Γm+n−2r,
c(m)⊗˜rc(n)(η) =
1
(n+m− 2r)!
∑
π∈Πm+n−2r
c(m) ⊗r c(n)(pm−r(ηπ), qn−r(ηπ)), (B.2)
in which Πm+n−2r denotes the permutations of {1, . . . ,m + n − 2r}, for π ∈ Πm+n−2r then ηπ =
(ηπ1 , . . . , ηπm+n−2r ), pm−r is the projection on the first m − r coordinates and qm−r is the projection
on the last n− r coordinates, with the convention p0 = q0 = ∅.
Finally we recall Remark 2.1: that if Z = (Zk)k∈N with Zk independent standard normal random
variables then Φm(c, Z) = Im(fc(m)) is the multiple stochastic integral with the piecewise constant kernel
fc(m)(t1, ..., tm) = c(α) if ti ∈ [αi, αi + 1), i = 1, ...,m. So we come back to the Wiener space (the results
known in the literature usually concern multiple stochastic integrals) and we summarize all the needed
results in the next lemma.
Lemma B.1 • One has
κ4,m(c) =
m−1∑
r=1
m!2
(
m
r
)2
{∥∥c(m) ⊗r c(m)∥∥2 + ( 2m− 2rm− r
)∥∥c(m)⊗˜rc(m)∥∥2}. (B.3)
• For 0 ≤ r ≤ m ∧ n, one has∥∥c(m)⊗˜rc(n)∥∥2 ≤ 12(∥∥c(m) ⊗m−r c(m)∥∥2 + ∥∥c(n) ⊗n−r c(n)∥∥2) (B.4)∥∥c(m) ⊗r c(n)∥∥2 ≤ ‖c(m) ⊗m−r c(m)‖ ‖c(n) ⊗n−r c(n)‖ (B.5)
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• For 0 < r < m ∧ n ∥∥c(m)⊗˜rc(n)∥∥ ≤ max(√κ4,m(c)
m!

m
r


,
√
κ4,n(c)
n!

n
r


)
∥∥c(m) ⊗r c(n)∥∥ ≤ max(√κ4,m(c)
m!

m
r


,
√
κ4,n(c)
n!

n
r


) (B.6)
• For 1 ≤ m ≤ n− 1∥∥c(m) ⊗m c(n)∥∥ ≤ ‖c(m)‖2 ‖c(n) ⊗n−m c(n)‖ ≤ ‖c(m)‖2( √κ4,n(c)
n!
(
n
n−m
))1/2. (B.7)
• The following estimate for the influence factor δm(c) holds:
δm(c) ≤ 1|c|m
∣∣c(m) ⊗m−1 c(m)∣∣2m−2 ≤
√
κ4,m(c)
m!m |c|m
(B.8)
Proof. We first recall that κ4,m(c) = κ4(Φm(c, Z)) with Zk, k ∈ N, standard normal. So, the identity
(B.3) is proved in [23] for iterated integrals and remains true for stochastic series because ‖fc(m)‖L(Rm+ )
= ‖c(m)‖ and fc(m) ⊗ fc(n) = fc(m)⊗c(n) . (B.4) is straightforward (but see also formula (13) in [22]) and
(B.5) appears in [22] and [19]. (B.6) is an immediate consequence of (B.4)-(B.5) and (B.3). Concerning
(B.7), straightforward computations give
‖c(m) ⊗m c(n)‖2 =
∑
ρ,ρ¯∈Γm
c(m)(ρ)c(m)(ρ¯)c(n) ⊗n−m c(n)(ρ, ρ¯).
By using the Cauchy-Schwarz inequality we get ‖c(m)⊗mc(n)‖2 ≤ ‖c(m)‖2‖c(n)⊗n−mc(n)‖. Last inequality
in (B.7) follows from (B.6). Finally, the inequality (B.8) has been proved in [18] 
B.2 Some Lp estimates for series
B.2.1 The basic lemma
We start with the basic definitions of this section.
Assumption B.2 1. We fix m,n ≥ 0 integers and we consider a coefficient
a : Γm × Γn → R, (α, β) 7→ a(α, β)
that satisfies:
• for n+m ≥ 1, as a function of γ = (α, β) ∈ Γm+n, a is null on the diagonals;
• for m,n ≥ 2, Γm ∋ α 7→ a(α, β) and Γn ∋ β 7→ a(α, β) are both symmetric (so a is symmetric
in each argument, separately).
We define
|a|m,n,J =
( ∑
α∈Γm(J)
∑
β∈Γn(J)
a2(α, β)
)1/2
(B.9)
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2. Take now a = (aj)j∈N, with aj : Γm×Γn → R which satisfies the hypotheses in 1. and furthermore
with
aj(γ) = 0 if j ∈ γ.
In this case, we denote
|a|m,n,J =
( ∞∑
j=1
∑
α∈Γm(J)
∑
β∈Γn(J)
a2j(α, β)
)1/2
. (B.10)
3. We consider a sequence of centred and independent random variables (Zk, Yk, χ˜k), k ∈ N (with
χ˜j = χj − E(χj), Zk and χk having the usual meaning) and we denote
Mp(Z, Y ) = sup
k
‖Zk‖p ∨ ‖Yk‖p . (B.11)
Notice that we do not require that Yk is independent of Zk and/or of χ˜k. We are interested in the
following double series: for a fixed a as in 1.,
tm,n(J, a) =
∑
α∈Γm(J)
∑
β∈Γn(J)
ZαY βa(α, β) (B.12)
and for a = (aj)j∈N as in 2.,
Tm,n(J, a) =
∑
α∈Γm(J)
∑
β∈Γn(J)
ZαY β
∞∑
j=1
aj(α, β)χ˜j . (B.13)
Lemma B.3 Under Assumption B.2 one has
‖tm,n(J, a)‖p ≤
(
(m+ n)!
)1/2
(
√
2 bpMp(Z, Y ))
(n+m)|a|m,n,J , (B.14)
‖Tm,n(J, a)‖p ≤
(8b2p(4m+n − 1)(m+ n)!
3
)1/2(√
2 bpMp(Z, Y )
)m+n |a|m,n,J . (B.15)
Proof. We recall that a and aj are all null on the diagonals. So, the sums in (B.12) and (B.13) are
really done on the multi-indexes α and β that do not have common components. So, we consider such
kind of indexes.
Step 1. We denote
Λ′m,n(J
′) = (Γm(J
′) \ Γm(J ′ − 1)) × Γn(J ′ − 1)
Λ′′m,n(J
′) = Γm(J
′)× (Γn(J ′) \ Γn(J ′ − 1)).
So (α, β) ∈ Λ′m,n(J ′) if maxj=1,...mαj = J ′ and maxj=1,...n βj ≤ J ′ − 1. And the definition of Λ′′m,n(J ′) is
similar, with α replaced by β. Finally we put
Λm,n(J
′) = Λ′m,n(J
′) ∪ Λ′′m,n(J ′).
So, we have
tm,n(J, a) =
∑
α∈Γm(J)
∑
β∈Γn(J)
ZαY βa(α, β) =
J∑
J ′=1
∑
(α,β)∈Λm,n(J ′)
ZαY βa(α, β).
In order to prove (B.14), the first step is to establish a recurrence formula. We define
(Q′Ja)(α, β) = a((α, J), β) and (Q
′′
Ja)(α, β) = a(α, (β, J)) (B.16)
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and we write
tm,n(J, a) =
J∑
J ′=1
∑
(α,β)∈Λ′m,n(J
′)
ZαY βa(α, β) +
J∑
J ′=1
∑
(α,β)∈Λ′′m,n(J
′)
ZαY βa(α, β).
But (α, β) ∈ Λ′m,n(J ′) if and only if β ∈ Γn(J ′ − 1) and α contains J ′, the remaining entries forming a
multi-index in Γm−1(J
′ − 1). And similarly for (α, β) ∈ Λ′′m,n(J ′), changing the role to α and β. So, by
using the symmetry of α 7→ a(α, β) and β 7→ a(α, β), we can write
tm,n(J, a) = m
J∑
J ′=1
ZJ ′
∑
α∈Γm−1(J ′−1)
∑
β∈Γn(J ′−1)
ZαY βa((α, J ′), β)
+n
J∑
J ′=1
YJ ′
∑
α∈Γm(J ′−1)
∑
β∈Γn−1(J ′−1)
ZαY βa(α, (β, J ′))
=
J∑
J ′=1
(ZJ ′mtm−1,n(J
′ − 1, Q′J ′a) + YJ ′ntm,n−1(J ′ − 1, Q′′J ′a)).
Let Gn = σ{(Zk, Yk, χ˜k) : k ≤ n}. Notice that tm−1,n(J ′ − 1, Q′J ′a) and tm,n−1(J ′ − 1, Q′′J ′a) are GJ ′−1
measurable so the above sums are martingales with respect to the filtration Gn, n ∈ N, and we may use
Burkholder’s inequality. Using the above recurrence formula and the recurrence hypotheses (B.14) we
obtain
‖tm,n(J, a)‖2p ≤ (
√
2bpMp(Z, Y ))
2
( J∑
J ′=1
m2‖tm−1,n(J ′, Q′J ′a)‖2p +
J−1∑
J ′=1
n2‖tm,n−1(J ′, Q′′J ′a)‖2p
)
≤ (m+ n− 1)!(
√
2bpMp(Z, Y ))
)2(n+m)
(
J∑
J ′=1
∑
α∈Γm−1(J ′−1)
∑
β∈Γn(J ′−1)
m2a2((α, J ′), β)
+
J∑
J ′=1
∑
α∈Γm(J ′−1)
∑
β∈Γn−1(J ′−1)
n2a2((α, J ′), β))
≤ (m+ n− 1)!(
√
2bpMp(Z, Y ))
)2(n+m) × (m+ n) ∑
α∈Γm(J)
∑
β∈Γn(J)
a2(α, β),
so (B.14) is proved.
Step 2. We prove (B.15). We write
Tm,n(J, a) =
J∑
J ′=1
∑
(α,β)∈Λm,n(J ′)
ZαY β
∞∑
j=J ′+1
aj(α, β)χ˜j +
J∑
J ′=1
∑
(α,β)∈Λm,n(J ′)
ZαY β
J ′−1∑
j=1
aj(α, β)χ˜j
= Am,n(J, a) +Bm,n(J, a).
Notice that the term j = J ′ does not appear: for (α, β) ∈ Λm,n(J ′) then J ′ ∈ (α, β), so aJ ′(α, β) = 0 by
our assumption. Now we write
Am,n(J, a) =
∞∑
j=2
χ˜j
J∧(j−1)∑
J ′=1
∑
(α,β)∈Λm,n(J ′)
ZαY βaj(α, β) =
∞∑
j=1
χ˜jtm,n(J ∧ (j − 1), aj).
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We use Burkholder’s inequality and (B.14) in order to obtain
‖Am,n(J, a)‖p ≤ 2bp(
∞∑
j=2
‖tm,n(J ∧ (j − 1), aj)‖2p)1/2 (B.17)
≤ 2bp(
√
2bpMp(Z, Y ))
(n+m)((m+ n)!)1/2 ×
×
( ∞∑
j=1
∑
α∈Γm(J∧(j−1))
∑
β∈Γn(J∧(j−1))
a2j(α, β)
)1/2
.
Step 3. We estimate now ‖Bm,n(J, a)‖p . We write
Bn,m(J, a) =
J∑
J ′=1
ZJ ′m
∑
α∈Γm−1(J ′−1)
∑
β∈Γn(J ′−1)
ZαY β
∞∑
j=1
1{j<J ′}(Q
′
J ′aj)(α, β)χ˜j
+
J∑
J ′=1
YJ ′n
∑
α∈Γm(J ′−1)
∑
β∈Γn−1(J ′−1)
ZαY β
∞∑
j=1
1{j<J ′}(Q
′′
J ′aj)(α, β)χ˜j
=
J∑
J ′=1
(ZJ ′mTm−1,n(J
′ − 1, q′J ′a) + YJ ′nTm,n−1(J ′ − 1, q′′J ′a)).
with
(q′J ′a)j(α, β) = 1{j<J ′}(Q
′
J ′aj)(α, β) = 1{j<J ′}aj((α, J
′), β)
(q′′J ′a)j(α, β) = 1{j<J ′}(Q
′′
J ′aj)(α, β) = 1{j<J ′}aj(α, (β, J
′)),
Q′Jaj and Q
′′
Jaj being defined in (B.16). By using Burkholder’s inequality,
‖Bm,n(J, a)‖2p ≤ 2b2pM2p (Z, Y )
J∑
J ′=1
(m2
∥∥Tm−1,n(J ′ − 1, q′J ′a)∥∥2p + n2 ∥∥Tm,n−1(J ′ − 1, q′′J ′a)∥∥2p).
So finally
‖Tm,n(J, a)‖2p ≤ 2 ‖Am,n(J, a)‖2p + 2 ‖Bm,n(J, a)‖2p
≤ 2 ‖An,m(J, a)‖2p + 2b2pM2p (Z, Y )
J∑
J ′=1
(m2
∥∥Tm−1,n(J ′ − 1, q′J ′a)∥∥2p + n2 ∥∥Tm,n−1(J ′ − 1, q′′J ′a)∥∥2p)
Using the recurrence hypothesis and (B.14) we conclude the proof of (B.15). 
B.2.2 The “product formula”
We have to deal with |S(f, Z)|2 with
S(f, Z) =
∑
m≥0
∑
α∈Γm
f(m)(α)Z
α,
where f = {f(m)}m is a symmetric sequence of coefficients inH⊗m, m ∈ N, which are null on all diagonals.
Note that the case m = 0 is allowed, by setting f(0) ∈ R, Γ0 = {∅} and Z∅ = 1. We then study |S(f, Z)|2.
To this purpose, we recall that Πn denotes the set of all permutations of (1, . . . , n); for η ∈ Γn and
π ∈ Πn, we set ηπ = (ηπ1 , . . . , ηπn).
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Lemma B.4 We have
|S(f, Z)|2 =
∑
m≥0
∑
n≥0
∑
γ∈Γm
∑
η∈Γn
(Zγ)2ZηAn,m[f ](η, γ) (B.18)
where, for n,m ≥ 0, η ∈ Γn and γ ∈ Γm,
An,m[f ](η, γ) =
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
) ∑
π∈Πn
f(a+m)(pa(ηπ), γ)f(n−a+m)(qn−a(ηπ), γ) (B.19)
in which, for η ∈ Γn and a = 0, 1, . . . , n,
pa(η) =
{
∅ for a = 0
(η1, . . . , ηa) for 1 ≤ a ≤ n
and qn−a(η) =
{
(ηa+1, . . . , ηn) for 0 ≤ a ≤ n− 1
∅ for a = n
(B.20)
Note that Am,n[f ](η, γ) = 0 if η and γ have common components and the maps η 7→ Am,n[f ](η, γ) and
γ 7→ Am,n[f ](η, γ) are both symmetric.
Remark B.5 People working in Wiener chaos use the product formula for multiple stochastic integrals
in order to compute |S(f, Z)|2. But this is not possible here. Suppose that we want to do it in the case
where the Zk’s are standard normal - so S(f, Z) is a sum of multiple stochastic integrals (Remark 2.1).
We stress that the kernels of these integrals are piecewise constant on the intervals [k, k + 1) and if we
use the product formula we get multiple stochastic integrals with kernels which are no more piecewise
constant on the same grid [k, k + 1), k ∈ N - so we get out from our framework. Put it otherwise:
stochastic series with Gaussian random variables Zk, k ∈ N, are functionals of the increments of the
Brownian motion on [k, k + 1), k ∈ N. And if we use the product formula for such series we obtain
functionals of the whole Brownian path. Just as an example, if Wt is a Brownian motion and if Z1 =W1
then Z21 = 2
∫ 1
0 WsdWs + 1. Moreover, in the general case we have no Itoˆ formula which permits to get
the above representation of Z21 . So we have to replace the product formula by (B.18). This leads to some
algebraic difficulties but not only. In fact, the product formula allows to eliminate squares - one comes
down to linear combinations of multiple stochastic integrals and this is very nice because then one may use
the standard Burkholder inequality for them. But here this does not work and then we have to estimate
double series as the ones defined in (B.12) and (B.13).
Proof of Lemma B.4. For α, β multi-indexes, let #α ∩ β denote the number of the components
which are common to both α and β. For m,n ≥ 0 and r = 0, . . . ,m ∧ n, we set Λm,nr = {(α, β) ∈
Γm × Γn : #α ∩ β = r}. Then,
S(f, Z) =
∑
m≥0
∑
n≥0
∑
(α,β)∈Γm×Γn
f(m)(α)f(n)(β)Z
αZβ =
∑
m≥0
∑
n≥0
m∧n∑
r=0
∑
(α,β)∈Λm,nr
f(m)(α)f(n)(β)Z
αZβ.
We set Γ˜m as the set of the non-ordered multi-index, that is the set of all subsets of N
m, and Πm the
set of all permutations of (1, . . . ,m). For α = {α1, . . . , αm} ∈ Γ˜m and for π ∈ Πm we set απ ∈ Γm by
απ = (απ1 , . . . , απm). Finally, for α ∈ Γ˜m and β ∈ Γ˜m we set α ∪ β and α ∩ β as the standard reunion
and intersection respectively.
Now, (α, β) ∈ Λm,nr if and only if there exist γ ∈ Γ˜r, α¯ ∈ Γ˜m−r, β¯ ∈ Γ˜n−r, π ∈ Πm and σ ∈ Πn such
that γ ∩ α¯ = ∅, γ ∩ β¯ = ∅, α¯ ∩ β¯ = ∅ and finally, α = (α¯ ∪ γ)π and β = (β¯ ∪ γ)σ . Therefore, by using the
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symmetry property for f(m),∑
(α,β)∈Λm,nr
f(m)(α)f(n)(β)Z
αZβ =
∑
(π,σ)∈Πm×Πn
∑
(γ, α¯, β¯) ∈ Γ˜r × Γ˜m−r × Γ˜n−r
γ ∩ α¯ = ∅, γ ∩ β¯ = ∅, α¯ ∩ β¯ = ∅
f(m)(α¯, γ)f(n)(β¯, γ)Z
α¯Z β¯(Zγ)2
=m!n!
∑
γ∈Γ˜r
∑
(α¯, β¯) ∈˜˜Γm−r × Γ˜n−r
α¯ ∩ β¯ = ∅
f(m)(α¯, γ)f(n)(β¯, γ)Z
α¯Z β¯(Zγ)2
Since γ 7→ f(m)(α¯, γ)f(n)(β¯, γ)Z α¯Z β¯(Zγ)2 is symmetric, and similarly for α¯ and β¯, we get∑
(α,β)∈Λm,nr
f(m)(α)f(n)(β)Z
αZβ =m!n!
1
r!(m− r)!(n − r)!×
×
∑
γ∈Γr
∑
η∈Γm−r+n−r
f(m)(pm−r(η), γ)f(n)(qn−r(η), γ)Z
η(Zγ)2.
Then, we have
S(f, Z) =
∑
m≥0
∑
n≥0
m∧n∑
r=0
r!
(
m
r
)(
n
r
) ∑
η∈Γm+n−2r
∑
γ∈Γr
f(m)(pm−r(η), γ)f(n)(qn−r(η), γ)(Z
γ)2Zη
=
∑
r≥0
r!
∑
m≥r
∑
n≥r
(
m
r
)(
n
r
) ∑
η∈Γm+n−2r
∑
γ∈Γr
f(m)(pm−r(η), γ)f(n)(qn−r(η), γ)(Z
γ)2Zη
We consider the change of variable a = m− r and b = m− r + n− r = a+ n− r. We get
S(f, Z) =
∑
r≥0
∑
a≥0
∑
b≥a
r!
(
a+ r
r
)(
b− a+ r
r
) ∑
η∈Γb
∑
γ∈Γr
f(a+r)(pa(η), γ)f(b−a+r)(q(b−a)(η), γ)(Z
γ )2Zη
=
∑
r≥0
∑
b≥0
∑
η∈Γb
∑
γ∈Γr
A˜b,r[f ](η, γ)(Z
γ)2Zη
where, for η ∈ Γb and γ ∈ Γr,
A˜b,r[f ](η, γ) = r!
b∑
a=0
(
a+ r
r
)(
b− a+ r
r
)
f(a+r)(pa(η), γ)f(b−a+r)(qb−a(η), γ).
We notice that γ 7→ A˜b,r[f ](η, γ) is symmetric but η 7→ A˜b,r[f ](η, γ) is not. So, in order to work with a
coefficient Ab,r[f ](η, γ) which is (separately) symmetric in both variables η and γ, we use the fact that∑
η∈Γb
A˜b,r[f ](η, γ)Z
η =
∑
η∈Γb
1
b!
∑
π∈Πb
A˜b,r[f ](ηπ, γ)Z
η
where Πb denotes all the permutations of (1, . . . , b) and for π ∈ Πb, ηπ = (ηπ1 , . . . , ηπb). Therefore,
S(f, Z) =
∑
r≥0
∑
b≥0
∑
η∈Γb
∑
γ∈Γr
Ab,r[f ](η, γ)(Z
γ)2Zη
and Ab,r[f ] fulfils formula (B.19). 
For n, r ≥ 0, m ≥ r, η ∈ Γn and ρ ∈ Γr we define
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Bn,r,m[f ](η, ρ) =
∑
β∈Γm−r
An,m[f ](η, (ρ, β))
=
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
) ∑
π∈Πn
∑
β∈Γm−r
f(a+m)(pa(ηπ), ρ, β)f(n−a+m)(qn−a(ηπ), ρ, β)
=
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
) ∑
π∈Πn
f(a+m) ⊗m−r f(n−a+m)
(
(pa(ηπ), ρ), (qn−a(ηπ), ρ)
)
, (B.21)
pa and qn−a being defined in (B.20). As a consequence, Bn,r,m[f ](η, ρ) = 0 if η and ρ have common
components and the maps η 7→ Bn,r,m(η, ρ) and ρ 7→ Bn,r,m(η, ρ) are both symmetric.
Lemma B.6 Let Yi = Z
2
i −1, i ≥ 1 and let tn,r(·, ·) be defined in (B.12) with respect to Z = (Zi)i∈N and
Y = (Yi)i∈N. We have
|S(f, Z)|2 =
∑
r≥0
∑
m≥r
∑
n≥0
(
m
r
)
tn,r(+∞, Bn,r,m[f ]), (B.22)
Bn,r,m[f ] being given in (B.21).
Proof. We start from the equality
m∏
i=1
x2i = 1 +
m∑
r=1
∑
Λ={Λ1,...,Λr}⊂{1,...,m}
r∏
i=1
(x2Λi − 1).
Fix now γ ∈ Γm. For a fixed r = 1, . . . ,m and Λ = {Λ1, . . . ,Λr} ⊂ {1, . . . ,m}, we set γΛ = (γΛ1 , . . . , γΛr).
Then
(Zγ)2 =
m∏
i=1
Z2γi = 1 +
m∑
r=1
∑
Λ={Λ1,...,Λr}⊂{1,...,m}
r∏
i=1
(Z2γΛi
− 1)
= 1 +
m∑
r=1
∑
Λ={Λ1,...,Λr}⊂{1,...,m}
Y γΛ .
Then, for η ∈ Γn, we can write∑
γ∈Γm
(Zγ)2An,m[f ](η, γ) =
∑
γ∈Γm
An,m[f ](η, γ) +
m∑
r=1
∑
γ∈Γm
∑
Λ={Λ1,...,Λr}⊂{1,...,m}
An,m[f ](η, γ)Y
γΛ
=
∑
γ∈Γm
An,m[f ](η, γ) +
m∑
r=1
∑
ρ∈Γr
Y ρ
(
m
r
) ∑
β∈Γm−r
An,m[f ](η, (ρ, β)),
the last inequality following from the fact that γ 7→ An,m[f ](η, γ) is symmetric. We also notice that the
case r = 0 can be easily inserted in the sum of the above r.h.s. (as usual, Γ0 = {∅} and Y ∅ = 1). Then,
∑
γ∈Γm
(Zγ)2An,m[f ](η, γ) =
m∑
r=0
∑
ρ∈Γr
Y ρ
(
m
r
) ∑
β∈Γm−r
An,m[f ](η, (ρ, β)).
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By inserting in (B.18), we obtain
|S(f, Z)|2 =
∑
m≥0
∑
n≥0
∑
η∈Γn
Zη
∑
γ∈Γm
(Zγ)2An,m[f ](η, (ρ, β))
=
∑
m≥0
∑
n≥0
∑
η∈Γn
Zη
m∑
r=0
∑
ρ∈Γr
Y ρ
(
m
r
) ∑
β∈Γm−r
An,m[f ](η, (ρ, β))
=
∑
r≥0
∑
m≥r
∑
n≥0
(
m
r
) ∑
η∈Γn
∑
ρ∈Γr
ZηY ρ
∑
β∈Γm−r
An,m[f ](η, (ρ, β))
=
∑
r≥0
∑
m≥r
∑
n≥0
(
m
r
)
tn,r(+∞, Bn,r,m[f ]).

We take now c = (c(m))m≥1, with c(m) ∈ H⊗m, c(m) symmetric and null on all diagonals. We set
|c|m = |c(m)|m = ‖c(m)‖H⊗m . Recall that
Φm(m,Z) =
∑
α∈Γm
c(m)(α)Z
α and S(c, Z) =
∑
m≥1
Φm(c(m), Z).
We also set ∂jS(c, Z) as the derivative of S(c, Z) w.r.t. Zj and DjS(c, Z) as the Malliavin derivative in
the jth direction. Thus,
DjS(c, Z) = χj∂jS(c, Z).
We recall that we have to deal with ‖I˜(c, Z)‖p and ‖I(c, Z) − i(c)‖p, where
I˜(c, Z) =
∑
j
χ˜j|∂jS(c, Z)|2, I(c, Z) =
∑
j
|∂jS(c, Z)|2, i(c) =
∑
m≥1
m!|c|2m = ‖S(c, Z)‖22.
We also recall that
∂jS(c, Z) =
∑
m≥0
Φm(cˆ
j
(m), Z) = S(cˆ
j , Z), with cˆj(m) = (1 +m)c(α, j)1j /∈α, α ∈ Γm. (B.23)
The case m = 1 is allowed: just set Γ0 = {∅}, Z∅ = 1 and cj(0) = c(j). Therefore, we can write
I˜(c, Z) =
∑
j
χ˜j|S(cˆj , Z)|2 and I(c, Z) =
∑
j
|S(cˆj , Z)|2,
with cˆj(m) = (1 +m)c(α, j)1j /∈α, α ∈ Γm
(B.24)
We can then write I˜(c, Z) and I(c, Z) as follows.
Lemma B.7 (i) Let I˜(c, Z) and Tn,r(·, ·) (associated to Zi and Yi = Z2i − 1, i ∈ N) be defined in (B.24)
and (B.13) respectively. Then,
I˜(c, Z) =
∑
r≥0
∑
m≥r
∑
n≥0
Tn,r(+∞, e˜n,r,m[c]) (B.25)
in which e˜n,r,m[c] = (e˜
j
n,r,m[c])j∈N and for j ∈ N, η ∈ Γn, ρ ∈ Γr,
e˜jn,r,m[c](η, ρ) =
(m+ 1)(m+ 1)!
n!
n∑
a=0
(
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
×
×
∑
π∈Πn
c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j)).
(B.26)
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As a consequence, e˜jn,r,m[c](η, ρ) = 0 if η and ρ have common components or if j ∈ (η, ρ). And the maps
η 7→ e˜jn,r,m[c](η, ρ) and ρ 7→ e˜jn,r,m[c](η, ρ) are both symmetric.
(ii) Let I(c, Z) and tn,r(·, ·) (associated to Zi and Yi = Z2i −1, i ∈ N) be defined in (B.24) and (B.12)
respectively. Then,
I(c, Z) =
∑
r≥0
∑
m≥r
∑
n≥0
tn,r(+∞, en,r,m[c]) (B.27)
in which, for η ∈ Γn and ρ ∈ Γr,
en,r,m[c](η, ρ) =
(m+ 1)(m+ 1)!
n!(m− r + 1)
n∑
a=0
(
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
×
×
∑
π∈Πn
c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ)).
(B.28)
As a consequence, en,r,m[c](η, ρ) = 0 if η and ρ have common components and the maps η 7→ en,r,m[c](η, ρ)
and ρ 7→ en,r,m[c](η, ρ) are both symmetric.
Proof. (i) By (B.24), we use Lemma B.6 with f(m) = cˆ
j
(m) and we obtain
I˜(c, Z) =
∑
j
χ˜j|S(cˆj , Z)|2
=
∑
j
χ˜j
∑
r≥0
∑
m≥r
∑
n≥0
(
m
r
)
tn,r(+∞, Bn,r,m[cˆj ]).
We develop tn,r(+∞, Bn,r,m[cˆj ]) according to (B.12) and we find that the coefficient of ZηY ρχ˜j is Bn,r,m[cˆj ]
(η, ρ). And by definition we have denoted this quantity by e˜jn,r,m[c](η, ρ). Using now the expression given
in (B.21) we obtain
e˜jn,r,m[c](η, ρ) =
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
) ∑
π∈Πn
cˆj(a+m) ⊗m−r cˆj(n−a+m)
(
(pa(ηπ), ρ), (qn−a(ηπ), ρ)
)
.
Since cˆj(m)(α) = (1 +m)c(1+m)(α, j), we get
cˆj(a+m) ⊗m−r cˆj(n−a+m)
(
(pa(ηπ), ρ), (qn−a(ηπ), ρ)
)
=
= (a+m+ 1)(n − a+m+ 1)c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j)).
(B.29)
So,
e˜jn,r,m[c](η, ρ) =
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
)
(a+m+ 1)(n − a+m+ 1)×
×
∑
π∈Πn
c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j))
=
(m+ 1)(m+ 1)!
n!
n∑
a=0
(
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
×
×
∑
π∈Πn
c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j))
and the proof of (i) is completed.
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(ii) By (B.24), we use Lemma B.6 with f(m) = cˆ
j
(m) and we have the result with en,r,m[c](η, ρ) =∑
j≥1Bn,r,m[cˆ
j ](η, ρ). By inserting formula (B.21), we obtain
en,r,m[c](η, ρ) =
∑
j≥1
m!
n!
n∑
a=0
(
a+m
m
)(
n− a+m
m
) ∑
π∈Πn
cˆj(a+m)⊗m−r cˆj(n−a+m)
(
(pa(ηπ), ρ), (qn−a(ηπ), ρ)
)
.
We use now (B.29) and we get∑
j≥1
cˆj(a+m) ⊗m−r cˆj(n−a+m)
(
(pa(ηπ), ρ), (qn−a(ηπ), ρ)
)
=
= (a+m+ 1)(n − a+m+ 1)
∑
j≥1
c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j))
=
(a+m+ 1)(n − a+m+ 1)
m− r + 1 c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ)).
Then,
en,r,m[c](η, ρ) =
m!
n!(m− r + 1)
n∑
a=0
(
a+m
m
)(
n− a+m
m
)
(a+m+ 1)(n − a+m+ 1)×
×
∑
π∈Πn
c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ))
=
(m+ 1)(m+ 1)!
n!(m− r + 1)
n∑
a=0
(
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
×
×
∑
π∈Πn
c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ))

B.3 Lp estimates
We can now use Lemma B.3 and finally state the estimate for the Lp norms of I˜(c, Z) and I(c, Z)− i(c).
Here we are obliged to restrict ourselves to finite series, so we fix N and we suppose that
c(α) = 0 for |α| > N.
In this case we denote I˜N (c, Z), IN (c, Z) and iN (c) instead of I˜(c, Z), I(c, Z) and i(c). We also recall
that κ4,ℓ(c) is the 4th cumulant given in (2.10) and Mp(Z) = 1 ∨ supk ‖Zk‖p.
Lemma B.8 Fore each p ≥ 1 there exists a universal constant Cp ≥ 1 such that
‖I˜N (c, Z)‖p + ‖IN (c, Z)− iN (c))‖p ≤ Cp(1 + iN (c))1/2(N !)32NN−5/4×
×
[ N∑
l=1
κ4,l(c)
1/4 +
N∑
l=1
δl(c)
]
,
(B.30)
where Cp > 0 is a constant depending on p only.
Proof. Step 1: estimate of I˜N (c, Z). We recall the expression (B.25) for I˜N (c, Z), based on the
coefficients e˜jn,r,m[c](η, ρ) = (e˜
j
n,r,m[c](η, ρ))j given in (B.26). We notice that e˜
j
n,r,m[c] ≡ 0 if, for every
a = 0, 1, . . . , n, one has c(a+m+1) ⊗m−r c(n−a+m+1) ≡ 0, and this latter property holds if a+m+ 1 > N
or n− a+m+ 1 > N . Then, e˜jn,r,m[c] ≡ 0 if m+ 1 > N .
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Moreover, for a = 0, 1, . . . , n we have(
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
=
(a+m+ 1)!
(m+ 1)!
(n− a+m+ 1)!
(m+ 1)!
(
n
a
)
1
n!
≤ 2
n
n!
(a+m+ 1)!
(m+ 1)!
(n− a+m+ 1)!
(m+ 1)!
.
Recall that in e˜jn,r,m[c](η, ρ) this term multiplies c(a+m+1)⊗m−r c(n−a+m+1) which is null for a+m+1 > N
or n−a+m+1 > N . So, we consider only the terms with a such that a+m+1 ≤ N and n−a+m+1 ≤ N ,
and notice that this gives the following request:
m+ 1 ≤ N and n ≤ 2(N −m− 1). (B.31)
So, we can write (
a+m+ 1
m+ 1
)(
n− a+m+ 1
m+ 1
)
≤ 2
n
n!
(N !)2
((m+ 1)!)2
. (B.32)
Then,
|e˜jn,r,m[c](η, ρ)| ≤
2n(N !)2
(n!)2m!
n∑
a=0
∑
π∈Πn
|c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j))|,
thereby
|e˜jn,r,m[c](η, ρ)|2
≤
(2n(N !)2
(n!)2m!
)2 × n× n! n∑
a=0
∑
π∈Πn
|c(a+m+1) ⊗m−r c(n−a+m+1)((pa(ηπ), ρ, j), (qn−a(ηπ), ρ, j))|2 . (B.33)
Now we have to distinguish two cases: m ≥ r+1 and m = r. We assume first that m ≥ r+1 and we use
(B.6) in order to obtain
|e˜n,r,m[c]|2n,r,∞ =
∑
j≥1
∑
η∈Γn
∑
ρ∈Γr
|e˜jn,r,m[c](η, ρ)|2
≤
(2n(N !)2
(n!)2m!
)2 × n× n! n∑
a=0
|c(a+m+1) ⊗m−r c(n−a+m+1)|2
≤
(2n(N !)2
(n!)2m!
)2
× n× n!2
n∑
a=0
κ4,a+m+1(c)
((a+m+ 1)!)2
(
a+m+ 1
m− r
)2
so that
|e˜n,r,m[c]|2n,r,∞ ≤
(2n(N !)2
(n!)2m!
)2 × n× n!× 2
((m+ 1)!)2
N∑
l=1
κ4,l(c). (B.34)
If instead m = r, (B.33) gives
|e˜n,r,r[c]|2n,r,∞ ≤
(2n(N !)2
(n!)2r!
)2
× n× n!×
×
n∑
a=0
∑
π∈Πn
∑
j≥1
∑
η∈Γn
∑
ρ∈Γr
|c(a+r+1)(pa(ηπ), ρ, j)c(n−a+r+1)(qn−a(ηπ), ρ, j)|2
≤
(2n(N !)2
(n!)2r!
)2 × n× n!× n∑
a=0
δ2a+r+1(c)|c|2n−a+r+1
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and we obtain
|e˜n,r,r[c]|2n,r,∞ ≤
(2n(N !)2
(n!)2r!
)2 × n× n!× iN (c) N∑
l=1
δ2l (c). (B.35)
Therefore, by (B.25), recalling the conditions ((B.31)), and by using (B.15), we can write
‖I˜(c, Z)‖p ≤
N−1∑
r=0
N−1∑
m=r
2(N−m−1)∑
n=0
‖Tn,r(+∞, e˜n,r,m[c])‖p
≤
N−1∑
r=0
N−1∑
m=r
2(N−m−1)∑
n=0
Cp(4
n+r(n+ r)!)1/2(
√
2 bpMp)
n+r|e˜n,r,m[c]|n,r,∞,
in which Cp is a constant depending on p only (which may vary in next lines) and
Mp =Mp(Z, Y ) = sup
k
‖Zk‖p ∨ ‖Yk‖p ≤ 2 sup
k
‖Zk‖22p =: Ap.
We now split the cases m > r + 1 and m = r and we use the estimates (B.34) and (B.35). Then
‖I˜(c, Z)‖p ≤Cp
N−2∑
r=0
N−1∑
m=r+1
2(N−m−1)∑
n=0
(4n+r(n+ r)!)1/2(
√
2 bpAp)
n+r 2
n(N !)2
(n!)2m!
√
nn!
1
(m+ 1)!
( N∑
l=1
κ4,l(c)
)1/2
+Cp
N−1∑
r=0
2(N−r−1)∑
n=0
(4n+r(n+ r)!)1/2(
√
2 bpAp)
n+r 2
n(N !)2
(n!)2r!
√
nn!
(
iN (c)
N∑
l=1
δ2l (c)
)1/2
≤Cp
N−1∑
r=0
2(N−r−1)∑
n=0
(4n+r(n+ r)!)1/2(
√
2 bpAp)
n+r 2
n(N !)2
(n!)2r!
√
nn!×
×
[ N∑
l=1
κ4,l(c)
1/2 +
√
iN (c)
N∑
l=1
δl(c)
]
≤Cp(N !)2((2N − 2)!)1/2
[ N∑
l=1
κ4,l(c)
1/2 +
√
iN (c)
N∑
l=1
δl(c)
]
,
in which we have used the fact that (n+ r)! ≤ (2N − 2)! for r and n in the range of the above series.
Step 2: estimate of IN (c, Z) − iN (c). We recall the expression (B.27) for IN (c, Z), based on the
coefficients en,r,m[c](η, ρ) given in (B.28). We notice that the term iN (c) is actually the term in the series
(B.27) when one takes n = r = 0, so that
IN (c, Z)− iN (c) =
∑
r≥0
∑
m≥r
∑
n≥0∨(1−r)
tn,r(+∞, en,r,m[c])
Following the same arguments developed in Step 1, we can say that en,r,m[c] ≡ 0 if m+ 1 > N and the
constraints in (B.31) hold. And by using (B.32), we obtain
|en,r,m[c](η, ρ)| ≤ 2
n(N !)2
(n!)2m!(m− r + 1)
n∑
a=0
∑
π∈Πn
|c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ))|,
so that
|en,r,m[c](η, ρ)|2
≤
( 2n(N !)2
(n!)2m!(m− r + 1)
)2
× n× n!
n∑
a=0
∑
π∈Πn
|c(a+m+1) ⊗m−r+1 c(n−a+m+1)((pa(ηπ), ρ), (qn−a(ηπ), ρ))|2.
(B.36)
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We have now to split the case r > 0 and r = 0. For r > 0, we use (B.6) and, similarly as before, we
obtain
|en,r,m[c]|2n,r,∞ ≤
( 2n(N !)2
(n!)2m!(m− r + 1)
)2 × n× n!× 2
((m+ 1)!)2
n+m+1∑
l=m+1
κ4,l(c).
When r = 0 (recall that in this case n ≥ 1) we have a different behavior in the sum as a = 0, . . . , n. In
fact, for a = 1, . . . , n − 1 we use again (B.6) and we obtain the same estimate as before. But for a = 0
and a = n, we cannot use (B.6) but we can use (B.7). So, we obtain
|en,0,m[c]|2n,0,∞ ≤
( 2n(N !)2
(n!)2m!(m+ 1)
)2 × n× n!× 2
((m+ 1)!)2
n+m∑
l=m+2
κ4,l(c)+
+
( 2n(N !)2
(n!)2m!(m+ 1)
)2 × n× n!× 2|c(m+1) ⊗m+1 c(n+m+1)|2
≤
( 2n(N !)2
(n!)2m!(m+ 1)
)2 × n× n!( 2
((m+ 1)!)2
n+m∑
l=m+2
κ4,l(c) +
2
(m+ 1)!
|c|2m+1κ4,n+m+1(c)1/2
)
≤ 2(1 + iN (c))
( 2n(N !)2
(n!)2m!(m+ 1)
)2
× nn!
(m+ 1)!
n+m+1∑
l=m+1
κ4,l(c)
1/2
By resuming, for n, r ≥ 0 such that n+ r ≥ 1 we have
|en,r,m[c]|2n,r,∞ ≤ 2(1 + iN (c))
( 2n(N !)2
(n!)2m!(m− r + 1)
)2 2
nn!((m+ 1)!)2
N∑
l=1
κ4,l(c)
1/2.
Therefore, by (B.27), recalling the conditions (B.31), and by using (B.14) and the estimate Mp(Z, Y ) ≤
Ap, we can write
‖IN (c, Z)− iN (c)‖p ≤
N−1∑
r=0
N−1∑
m=r
2(N−m−1)∑
n=0
1n+r≥1‖tn,r(+∞, en,r,m[c])‖p
≤
N−1∑
r=0
N−1∑
m=r
2(N−m−1)∑
n=0
1n+r≥1
(
(n+ r)!
)1/2
(
√
2 bpAp)
(r+n)|en,r,m[c]|n,r,∞
≤
N−1∑
r=0
N−1∑
m=r
2(N−m−1)∑
n=0
(
(n+ r)!
)1/2
(
√
2 bpAp)
(r+n) 2(1 + iN (c))
1/22n(N !)2
√
nn!
(n!)2m!(m− r + 1)(m+ 1)!
N∑
l=1
κ4,l(c)
1/4
≤ Cp(1 + iN (c))1/2(N !)2
N∑
l=1
κ4,l(c)
1/4 × S
where S is a sum which has a behavior similar to the one studied in step 1. So,
‖IN (c, Z)− iN (c)‖p ≤ Cp(N !)2((2N − 2)!)1/2
N∑
l=1
κ4,l(c)
1/4.
The Stirling’s approximation formula now gives
∃ lim
N→∞
((2N − 2)!)1/2
2NN−5/4N !
∈ (0, 1)
so ((2N − 2)!)1/2 ≤ 2NN−5/4N ! and the statement finally holds. 
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