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1. Introduction
The Witt algebra W is an infinite dimensional Lie algebra over the complex field C,
with basis {Lm |m ∈ Z} and the defining relations:
[Lm, Ln] = (m− n)Lm+n, for any m,n ∈ Z.
The unique nontrivial one-dimensional central extension of W is the Virasoro algebra
Vir, which is closely related to Kac-Moody algebras and plays an important role in 2D
conformal field theory. There exist different generalizations of the classical Witt algebra
and the Virasoro algebra, which have been studied by many authors (see for example
[4, 13, 20, 23, 21], etc.). In [17] and [13], a class of representations I(a, b) =
⊕
m∈Z
CIm
for W with two complex parameters a and b were introduced. The action of W on
I(a, b) is given by
Lm · In = −(n+ a + bm)Im+n, ∀m,n ∈ Z.
I(a, b) is the so called tensor density module. In [25], the representations ofW (2, 2) have
been studied in terms of vertex operators algebras. In [21], they consider a generation
of the Witt algebra W:
W(a, b) =
⊕
m∈Z
CLm
⊕
n∈Z
CIn
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2and determine its structures. W(a, b) has been considered in the mathematical and
physical literature in [18]. In this paper, we consider the following generalization of
the Lie algebra W(a, b)(reference to [21]).
Let Wg(a, b) =
⊕
m∈Z
CLm
⊕
n∈Z
CIn
⊕
k∈Z
CYk+1/2 equipped with the following brackets:
[Lm, Ln] = (m− n)Lm+n, (1.1)
[Lm, In] = −(n + a+ bm)Im+n, (1.2)
[Lm, Yn+1/2] = −(n + 1−m+ a+ bm
2
)Ym+n+1/2, (1.3)
[Im, In] = 0, (1.4)
[Ym+1/2, Yn+1/2] = (m− n)Im+n+1, (1.5)
[Im, Yn+1/2] = 0. (1.6)
for all m,n ∈ Z. ThenWg(a, b) is an infinite dimensional Lie algebra over the complex
field C. The Lie algebra Wg(a, b) is actually the same as La,b which is called the
original deformative Schro¨dinger-Virasoro algebras by [16] up to isomorphism. In [16],
the second cohomology group of original deformative Schro¨dinger-Virasoro algebras
were determined. It is clear that Wg(a, b) ≃ W ⋉ Ig(a, b), where W is the Witt
algebra and Ig(a, b) =
⊕
m∈Z
CIm
⊕
n∈Z
CYn+1/2 is an ideal of W
g(a, b). In this paper, our
aim is to determine the derivation algebra and the automorphism group of Wg(a, b).
2. The derivation algebra of Wg(a, b)
Let G be a commutative group, g =
⊕
g∈G
gg a G-graded Lie algebra. A g-module V
is called G-graded, if
V =
⊕
g∈G
Vg∈G, ggVh ⊆ Vg+h, ∀ g, h ∈ G.
Let g be a Lie algebra and V a g-module. A linear map D : g −→ V is called a
derivation, if for any x, y ∈ g,
D[x, y] = x.D(y)− y.D(x).
If there exists some v ∈ V such that D : x 7→ x.v, then D is called an inner derivation.
Denote by Der(g, V ) the vector space of all derivations, Inn(g, V ) the vector space of
all inner derivations. Set
H1(g, V ) = Der(g, V )/Inn(g, V ).
Denote by Der(g) the derivation algebra of g, Inn(g) the vector space of all inner
derivations of g.
3In this section, we shall determine all the derivations of the Lie algebra Wg(a, b).
Lemma 2.1. For the Lie algebra Wg(a, b) defined in (1.1)-(1.6), we have
(1) As Lie algebras, Wg(a, b) ≃Wg(a+ k, b) for any k ∈ 2Z.
(2) Wg(a, b) is perfect.
(3) the center of Wg(a, b) is
Cent(Wg(a, b)) =
 CI0, if (a, b) = (0, 0),0, otherwises.
(4) Wg(a, b) has a natural 1
2
Z-grading defined by
Wg(a, b) =
⊕
m∈Z
Wg(a, b)m
2
= (
⊕
m∈Z
Wg(a, b)m)
⊕
(
⊕
m∈Z
Wg(a, b)m+ 1
2
),
where Wg(a, b)m = CLm
⊕
CIm,W
g(a, b)m+ 1
2
= CYm+ 1
2
.
Proof. It is straightforward to prove the lemma by the definition of Wg(a, b). 
Remark 2.2. By (1) of Lemma 2.1, we may assume that a = 0 or a = 1, if a ∈ Z.
By Proposition 1.1 in [5], we have the following lemma.
Lemma 2.3.
Der(Wg(a, b)) =
⊕
n∈Z
Der(Wg(a, b))n
2
,
where Der(Wg(a, b))n
2
Wg(a, b)m
2
⊆Wg(a, b)m+n
2
for all m,n ∈ Z.

Lemma 2.4. For any 0 6= n ∈ Z, a 6= 1, we have H1(Wg(a, b)0,Wg(a, b)n
2
) = 0.
Proof. We have to prove
H1(Wg(a, b)0,W
g(a, b)m) = 0, ∀m ∈ Z, m 6= 0,
and
H1(Wg(a, b)0,W
g(a, b)m+ 1
2
) = 0, ∀m ∈ Z.
(1)For any nonzero integer m, let ϕ : Wg(a, b)0 7−→ Wg(a, b)m be a derivation, then
we may assume
ϕ(L0) = a1Lm + b1Im, ϕ(I0) = a2Lm + b2Im,
where ai, bi ∈ C, i = 1, 2. Because ϕ[L0, I0] = [ϕ(L0), I0] + [L0, ϕ(I0)], we get
a2(m− a) = 0, a1(a+ bm) + b2m = 0. (2.1)
4Since a = 0 or a = 1 or a 6∈ Z, we have b2 = −a1(a+bm)m and the following several cases.
Case1. a = 0 or a 6∈ Z. We have a2 = 0 and
ϕ(L0) = a1Lm + b1Im, ϕ(I0) = −a1(a+ bm)
m
Im.
Set Em = −a1
m
Lm − b1
m+ a
Im, we have ϕ(L0) = [L0, Em] and ϕ(I0) = [I0, Em], which
suggests that ϕ ∈ Inn(Wg(a, b)0,Wg(a, b)m).
Case2. a = 1.
Subcase2.1: m 6= 1. By (2.1), we have a2 = 0.
If m 6= −1. Set Em = −a1
m
Lm − b1
m+ 1
Im, we also have
ϕ(L0) = [L0, Em] ϕ(I0) = [I0, Em].
So ϕ ∈ Inn(Wg(a, b)0,Wg(a, b)m).
If m = −1. Set E−1 = −a1L−1, we have
ϕ(L0) = adE−1(L0) + b1I−1 ϕ(I0) = adE−1(I0).
Subcase2.2: m = 1. By (2.1), we have a2 ∈ C and
ϕ(L0) = a1L1 + b1I1, ϕ(I0) = a2L1 − a1(1 + b)I1.
Set E1 = −a1L1 − b1
2
I1, we have
ϕ(L0) = ad(−E1)(L0) ϕ(I0) = ad(−E1)(I0) + a2L1.
(2) For all m ∈ Z, let ϕ : Wg(a, b)0 7−→ Wg(a, b)m+ 1
2
be a derivation, then we may
assume
ϕ(L0) = a1Ym+ 1
2
, ϕ(I0) = b1Ym+ 1
2
,
where a1, b1 ∈ C. Since ϕ[L0, I0] = [ϕ(L0), I0] + [L0, ϕ(I0)], we have
ϕ(−aI0) = −ab1Ym+ 1
2
= [L0, b1Ym+ 1
2
] = −b1(m+ 1 + a
2
)Ym+ 1
2
,
then
b1[
a
2
− (m+ 1
2
)]Ym+ 1
2
= 0. (2.2)
Case1. a = 0 or a 6∈ Z. By (2.2), we have b1 = 0 and
ϕ(L0) = a1Ym+ 1
2
, ϕ(I0) = 0
Set Em+ 1
2
=
a1
m+
1 + a
2
Ym+ 1
2
, we have
ϕ(L0) = a1Ym+ 1
2
= [Em+ 1
2
, L0], ϕ(I0) = 0 = [Em+ 1
2
, I0].
5So ϕ ∈ Inn(Wg(a, b)0,Wg(a, b)m+ 1
2
).
Case2. a = 1. By (2.2), if m 6= 0, we have b1 = 0 and
ϕ(L0) = a1Ym+ 1
2
, ϕ(I0) = 0
If m 6= −1, set Em+ 1
2
=
a1
m+ 1
Ym+ 1
2
, we have
ϕ(L0) = [Em+ 1
2
, L0] = adEm+ 1
2
(L0), ϕ(I0) = 0 = adEm+ 1
2
(I0).
If m = −1. By the relations of brackets forWg(a, b), we know ϕ is an outer derivation.
By (2.2), if m = 0, we have b1 ∈ C and
ϕ(L0) = a1Y 1
2
, ϕ(I0) = b1Y 1
2
.
Set E 1
2
= a1Y 1
2
, we have
ϕ(L0) = [E 1
2
, L0] = adE 1
2
(L0), ϕ(I0) = adE 1
2
(I0) + b1Y 1
2
.
This completes the proof of lemma. 
Lemma 2.5. HomWg(a,b)0(W
g(a, b)m
2
,Wg(a, b)n
2
) = 0 for all m,n ∈ Z, m 6= n, a 6= 1.
Proof. We have to consider the following four identities:
HomWg(a,b)0(W
g(a, b)m,W
g(a, b)n) = 0, m 6= n,m, n ∈ Z; (2.3)
HomWg(a,b)0(W
g(a, b)m,W
g(a, b)n+ 1
2
) = 0, m, n ∈ Z; (2.4)
HomWg(a,b)0(W
g(a, b)m+ 1
2
,Wg(a, b)n) = 0, m, n ∈ Z; (2.5)
HomWg(a,b)0(W
g(a, b)m+ 1
2
,Wg(a, b)n+ 1
2
) = 0, m 6= n,m, n ∈ Z. (2.6)
For integersm 6= n, let f ∈ HomWg(a,b)0(Wg(a, b)m2 ,Wg(a, b)n2 ), then forE0 ∈Wg(a, b)0,
Em ∈Wg(a, b)m
2
, we have
f([E0, Em
2
]) = [E0, f(Em
2
)]. (2.7)
(1)It follows from f([L0, Lm]) = [L0, f(Lm)] that f(−mLm) = [L0, f(Lm)]. Assume
f(Lm) = a1Ln + b1In, we have −ma1Ln − mb1In = −a1nLn − b1nIn − b1aIn. Since
m 6= n, we get
a1 = 0, (m− n− a)b1 = 0. (2.8)
For a = 0 or a 6∈ Z, we have b1 = 0 and f(Lm) = 0. On the other hand,
we have f([L0, Im]) = [L0, f(Im)]. Similarly, we have f(Im) = 0. Therefore,
HomWg(a,b)0(W
g(a, b)m,W
g(a, b)n) = 0.
For a = 1. By (2.8), we get
b1 = 0, m− n 6= 1; b1 ∈ C, m− n = 1.
6So f(Lm) = b1Im−1. Consequently (2.3) holds.
(2)By f([L0, Lm]) = [L0, f(Lm)] and f([L0, Im]) = [L0, f(Im)] we have
mf(Lm) = (n+
1 + a
2
)f(Lm), (2.9)
(m+ a)f(Im) = (n+
1 + a
2
)f(Im). (2.10)
For a = 0 or a 6∈ Z, obviously, f(Lm) = 0 and f(Im) = 0.
For a = 1, by (2.9) and (2.10), we have
f(Lm) = 0, m− n 6= 1; f(Im) = 0, m 6= n.
Then
HomWg(a,b)0(W
g(a, b)m,W
g(a, b)n+ 1
2
) = 0, a 6= 1,
which shows (2.4).
(3) By (2.7), we have f([L0, Ym+ 1
2
]) = [L0, f(Ym+ 1
2
)]. Assume f(Ym+ 1
2
) = xnLn + ynIn,
we have
− (m+ 1 + a
2
)(xnLn + ynIn) = −xnnLn − yn(n + a)In. (2.11)
For a = 0 or a 6∈ Z, we have xn = 0, yn = 0. Then f(Ym+ 1
2
) = 0. For a = 1, by (2.11),
we have
(m+ 1− n)xn = 0, (m− n)yn = 0.
So
xn = 0, m− n 6= −1; yn = 0, m 6= n
Therefore
HomWg(a,b)0(W
g(a, b)m+ 1
2
,Wg(a, b)n) = 0, a 6= 1.
This shows (2.5).
(4) Assume f(Ym+ 1
2
) = xnYn+ 1
2
, by f([L0, Ym+ 1
2
]) = [L0, f(Ym+ 1
2
)], we have
(m+
1 + a
2
)f(Ym+ 1
2
) = (n+
1 + a
2
)f(Ym+ 1
2
).
Since m 6= n, we get f(Ym+ 1
2
) = 0. So
HomWg(a,b)0(W
g(a, b)m+ 1
2
,Wg(a, b)n+ 1
2
) = 0, m 6= n.
This proves (2.6). 
By Lemma 2.4-2.5 and Proposition 1.2 in [5], we have the following Lemma.
Lemma 2.6.
Der(Wg(a, b),Wg(a, b)) = Der(Wg(a, b))0 + Inn(W
g(a, b)) + Der(Wg(a, b))1
+Der(Wg(a, b))−1 +Der(W
g(a, b)) 1
2
+Der(Wg(a, b))− 1
2
.
7Lemma 2.7. (1) Up to isomorphism, for (a, b) 6∈ {(0, 0), (0, 1), (0, 2)}, we have
H1(Wg(a, b)m
2
,Wg(a, b)m
2
) = CD¯,
where
D¯(Lm) = 0, D¯(Im) = Im, D¯(Ym+ 1
2
) = Ym+ 1
2
, ∀ m ∈ Z.
(2) H1(Wg(0, 0)m
2
,Wg(0, 0)m
2
) = CD¯1
⊕
CD¯2
⊕
CD¯3, where
D¯1(Lm) = mIm, D¯1(Im) = 0, D¯1(Ym+ 1
2
) = 0,
D¯2(Lm) = (m− 1)Im, D¯2(Im) = 0, D¯2(Ym+ 1
2
) = 0,
D¯3(Lm) = 0, D¯3(Im) = Im, D¯3(Ym+ 1
2
) = Ym+ 1
2
, ∀ m ∈ Z.
(3) H1(Wg(0, 1)m
2
,Wg(0, 1)m
2
) = CD¯1
⊕
CD¯2, where
D¯1(Lm) = 0, D¯1(Im) = Im, D¯1(Ym+ 1
2
) = Ym+ 1
2
;
D¯2(Lm) = m(m− 1)Im, D¯2(Im) = 0, D¯2(Ym+ 1
2
) = 0∀ m ∈ Z.
(4) H1(Wg(0, 2)m
2
,Wg(0, 2)m
2
) = CD¯1
⊕
CD¯2, where
D¯1(Lm) = 0, D¯1(Im) = Im, D¯1(Ym+ 1
2
) = Ym+ 1
2
;
D¯2(Lm) = m
3Im, D¯2(Im) = 0, D¯2(Ym+ 1
2
) = 0 ∀ m ∈ Z.
Proof. For D ∈ Der(Wg(a, b),Wg(a, b))0, assume that
D(Lm) = a
m
11Lm + a
m
12Im, D(Im) = a
m
21Lm + a
m
22Im, D(Ym+ 1
2
) = bm+
1
2Ym+ 1
2
,
for all m ∈ Z, where amij , bm+
1
2 ∈ C, i, j = 1, 2. By the definition of derivation and the
product in Wg(a, b), we get
(m− n)am+n11 = (m− n)am11 + (m− n)an11, (2.12)
(m− n)am+n12 = (m+ a + bn)am12 − (n+ a + bm)an12, (2.13)
− (n+ a + bm)am+n21 = (m− n)an21, (2.14)
(n + a+ bm)am+n22 = (n + a+ bm)a
m
11 + (n+ a+ bm)a
n
22, (2.15)
(n +
1−m+ a+ bm
2
)bm+n+
1
2 = (n+
1−m+ a+ bm
2
)(am11 + b
n+ 1
2 ), (2.16)
(m+ a+ bn)an21 = (n+ a+ bm)a
m
21, (2.17)
(n+
1−m+ a + bm
2
)am21 = 0, (2.18)
(m− n)am+n+121 = 0, (2.19)
(m− n)am+n+122 = (m− n)bm+
1
2 + (m− n)bn+ 12 , (2.20)
8for all m,n ∈ Z. Let n = 0 in (2.12)-(2.15), we have
a011 = 0, (2.21)
(a+ bm)a012 = aa
m
12, (2.22)
− (a+ bm)am21 = ma021, (2.23)
(a + bm)am22 = (a+ bm)(a
m
11 + a
0
22). (2.24)
On the other hand, let m = 0 in (2.14) and (2.18), we get
aan21 = 0, a
0
21(n+
1 + a
2
) = 0 (2.25)
It follows from (2.12), (2.19) and (2.20) that
am+n11 = a
m
11 + a
n
11, m 6= n, (2.26)
am+n+121 = 0, m 6= n,
am+n+122 = b
m+ 1
2 + bn+
1
2 , m 6= n. (2.27)
Let m = −n 6= 0 in (2.26) and combine (2.21), we have
a−m11 = −am11, ∀m ∈ Z.
On the other hand, let n = 1 in (2.26), we have
am+111 = a
m
11 + a
1
11, m 6= 1. (2.28)
By induction on m ∈ Z+ in (2.28), we get
am11 = a
2
11 + (m− 2)a111, m 6= 1. (2.29)
Let m = 4, n = −2 in (2.26), we have
a211 = 2a
1
11. (2.30)
Combine (2.29) and (2.30), we get
am11 = ma
1
11, ∀m ∈ Z.
Let m = 0 in (2.19), we have an+121 = 0, n 6= 0. Moreover let n = −m 6= 0 in (2.19),
We also have a121 = 0. So we get
am21 = 0, ∀m ∈ Z.
Case 1: a 6∈ Z. By (2.22), we have am12 =
a+ bm
a
a012 for all m ∈ Z.
Subcase 1.1: If bm+ a 6= 0 for all m ∈ Z, By (2.24), we have
am22 = a
m
11 + a
0
22 = ma
1
11 + a
0
22, ∀m ∈ Z
9. Let n = 0 in (2.27), we have
bm+
1
2 = am+122 − b
1
2 = (m+ 1)a111 + a
0
22 − b
1
2 , m 6= 0. (2.31)
On the other hand, let n = 0, m = 1 in (2.16) and use (2.31), we have
b
1
2 = b1+
1
2 − a111 = a111 + a022 − b
1
2 (2.32)
So
b
1
2 =
1
2
(a111 + a
0
22).
Combine (2.31) and (2.32), we get
bm+
1
2 = ma111 + b
1
2 = (m+
1
2
)a111 +
1
2
a022, ∀m ∈ Z.
Then
D(Lm) = ma
1
11Lm +
a + bm
a
a012Im, D(Im) = (ma
1
11 + a
0
22)Im,
D(Ym+ 1
2
) = [(m+
1
2
)a111 +
1
2
a022]Ym+ 1
2
,
for all m ∈ Z. Set E0 = −a111L0 +
a012
a
I0, then
D(Lm) = adE0(Lm), D(Im) = adE0(Im) + (a
0
22 − aa111)Im,
D(Ym+ 1
2
) = adE0(Ym+ 1
2
) +
1
2
(a022 − aa111)Ym+ 1
2
,
for all m ∈ Z. Let D¯ ∈ H1(Wg(a, b)m
2
,Wg(a, b)m
2
) such that
D¯(Lm) = 0, D¯(Im) = Im, D¯(Ym+ 1
2
) = Ym+ 1
2
for all m ∈ Z, then we have
H1(Wg(a, b)m
2
,Wg(a, b)m
2
) = CD¯.
Subcase 1.2: If there exists some µ ∈ Z such that bµ+ a = 0, then it follows from
(2.24) that
am22 = a
m
11 + a
0
22 = ma
1
11 + a
0
22, m 6= µ.
Obviously, µ 6= 0, (or else a = 0, a contradiction.) Letting m = n = µ in (2.15), we get
aµ22 = a
2µ
22 − aµ11 = 2µa111 + a022 − aµ11 = µa111 + a022.
Therefore, we still have am22 = ma
1
11 + a
0
22 for all m ∈ Z. Let m = µ, n = −µ in (2.16)
and use (2.31), we have
b
1
2 =
1
2
(a111 + a
0
22).
According to (2.31), we still get bm+
1
2 = (m + 1
2
)a111 +
1
2
a022 for all m ∈ Z. Then we
have the same result as Subcase 1.1.
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Case 2: a = 0. From (2.22) we get ba012 = 0. Obviously, a
0
12 = 0 when b 6= 0. Let
n = −m in (2.13), then we have
(1− b)[am12 + a−m12 ] = 2a012, m 6= 0. (2.33)
Subcase 2.1: b = 0. From (2.13) and (2.15), we have
(m− n)am+n12 = mam12 − nan12, (2.34)
am+n22 = a
m
11 + a
n
22, n 6= 0. (2.35)
Let n = 1 in (2.34) and (2.35) respectively, we have
(m− 1)am+112 = mam12 − a112. (2.36)
am+122 = a
m
11 + a
1
22 = ma
1
11 + a
1
22, ∀m ∈ Z. (2.37)
On the other hand, let n = 1, m = −1 in (2.35), we have
a122 = a
1
11 + a
0
22. (2.38)
From (2.37) and (2.38), it is easy to deduce that
am22 = ma
1
11 + a
0
22, ∀m ∈ Z.
It follows from (2.33) that
a−m12 = 2a
0
12 − am12, ∀ m ∈ Z. (2.39)
By induction on m > 1 in (2.36), we can deduce that
am12 = (m− 1)a212 − (m− 2)a112, m > 0.
Set m = −2 in (2.36) and use (2.39), then we get
a012 = 2a
1
12 − a212.
Combine the two identities, we have
am12 = ma
1
12 − (m− 1)a012, ∀m ∈ Z.
Let n = 0, m = 2 in (2.16) and use (2.31), we have
b
1
2 =
1
2
(a111 + a
0
22).
So we get
bm+
1
2 = ma111 + b
1
2 = (m+
1
2
)a111 +
1
2
a022, ∀m ∈ Z.
Therefore,
D(Lm) = ma
1
11Lm + [ma
1
12 − (m− 1)a012]Im,
D(Im) = (a
0
22 +ma
1
11)Im, D(Ym+ 1
2
) = [(m+
1
2
)a111 +
1
2
a022]Ym+ 1
2
,
11
for all m ∈ Z. Setting E0 = −a111L0, we can deduce that
D(Lm) = adE0(Lm) + [ma
1
12 − (m− 1)a012]Im,
D(Im) = adE0(Im) + a
0
22Im, D(Ym+ 1
2
) = adE0(Ym+ 1
2
) +
1
2
a022Ym+ 1
2
.
Let D¯1, D¯2, D¯3 ∈ H1(Wg(0, 0)m
2
,Wg(0, 0)m
2
) such that
D¯1(Lm) = mIm, D¯1(Im) = 0, D¯1(Ym+ 1
2
) = 0;
D¯2(Lm) = (m− 1)Im, D¯2(Im) = 0, D¯2(Ym+ 1
2
) = 0;
D¯3(Lm) = 0, D¯3(Im) = Im, D¯3(Ym+ 1
2
) = Ym+ 1
2
,
for all m ∈ Z, then they are all outer derivations and
H1(Wg(0, 0)m
2
,Wg(0, 0)m
2
) = CD¯1
⊕
CD¯2
⊕
CD¯3.
Subcase 2.2: b = 1. Then a012 = 0. By (2.13) and (2.15), we have
(m− n)am+n12 = (m+ n)[am12 − an12], m, n ∈ Z. (2.40)
am+n22 = a
m
11 + a
n
22, m+ n 6= 0. (2.41)
Letting n = ±1 respectively in (2.40) and using induction on m, we can deduce
am12 =
m(m− 1)
2
a−112 +
m(m+ 1)
2
a112 =
m(m− 1)
2
[a−112 + a
1
12] +ma
1
12,
for all m ∈ Z. It is easy following (2.41) to see that
am22 = a
m
11 + a
0
22 = ma
1
11 + a
0
22, m 6= 0.
So we get
am22 = ma
1
11 + a
0
22, ∀m ∈ Z.
Letting n = 0 in (2.16), we get
bm+
1
2 = ma111 + b
1
2 = (m+
1
2
)a111 +
1
2
a022,
for all m ∈ Z. Therefore,
D(Lm) = ma
1
11Lm + [
m(m− 1)
2
a−112 +
m(m+ 1)
2
a112]Im,
D(Im) = (ma
1
11 + a
0
22)Im, D(Ym+ 1
2
) = [(m+
1
2
)a111 +
1
2
a022]Ym+ 1
2
.
Set E0 = −a111L0 + a112I0, then
D(Lm) = adE0(Lm) +
m(m− 1)
2
[a−112 + a
1
12]Im,
D(Im) = adE0(Im) + a
0
22Im, D(Ym+ 1
2
) = adE0(Ym+ 1
2
) +
1
2
a022Ym+ 1
2
.
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Let D¯1, D¯2 ∈ H1(Wg(0, 1)m
2
,Wg(0, 1)m
2
) such that
D¯1(Lm) = 0, D¯1(Im) = Im, D¯1(Ym+ 1
2
) = Ym+ 1
2
;
D¯2(Lm) = m(m− 1)Im, D¯2(Im) = 0, D¯2(Ym+ 1
2
) = 0,
for all m ∈ Z, then we have
H1(Wg(0, 1)m
2
,Wg(0, 1)m
2
) = CD¯1
⊕
CD¯2.
Subcase 2.3: b 6= 0, 1. Then we always have a−m12 = −am12 from (2.33) for all m ∈ Z.
Let n = 1 in (2.13), we have
(m− 1)am+112 = (b+m)am12 − (bm+ 1)a112.
Then
(m− 1)[am+112 − (m+ 1)a112] = (m+ b)[am12 −ma112]. (2.42)
Let m = −2 in (2.42), we have
(b− 2)[a212 − 2a112] = 0.
Hence
a212 = 2a
1
12, b 6= 2.
By induction on m in (2.42), we can deduce that
am12 = ma
1
12, ∀m ∈ Z.
By (2.24), we have
am22 = a
m
11 + a
0
22 = ma
1
11 + a
0
22, m ∈ Z.
Similar to the computations in subcase1.1, we have
bm+
1
2 = ma111 + b
1
2 = (m+
1
2
)a111 +
1
2
a022, ∀m ∈ Z.
So
D(Lm) = ma
1
11Lm +ma
1
12Im, D(Im) = (ma
1
11 + a
0
22)Im,
D(Ym+ 1
2
) = [(m+
1
2
)a111 +
1
2
a022]Ym+ 1
2
.
Set E0 = −a111L0 +
a112
b
I0, then
D(Lm) = adE0(Lm), D(Im) = adE0(Im) + a
0
22Im,
D(Ym+ 1
2
) = adE0(Ym+ 1
2
) +
1
2
a022Ym+ 1
2
.
Consequently, for b 6= 0, 1, 2, we have
H1(Wg(0, b)m
2
,Wg(0, b)m
2
) = CD¯,
where D¯(Lm) = 0, D¯(Im) = Im, D¯(Ym+ 1
2
) = Ym+ 1
2
for all m ∈ Z.
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If b = 2, by induction on m in (2.42), we have
am12 =
m3 −m
6
a212 −
m3 − 4m
3
a112 =
a212 − 2a112
6
m3 − a
2
12 − 8a112
6
m,
for all m ∈ Z. Then
D(Lm) = ma
1
11Lm + (
a212 − 2a112
6
m3 − a
2
12 − 8a112
6
m)Im, D(Im) = (ma
1
11 + a
0
22)Im,
D(Ym+ 1
2
) = [(m+
1
2
)a111 +
1
2
a022]Ym+ 1
2
.
Set E0 = −a111L0 −
a212 − 8a112
12
I0, then
D(Lm) = adE0(Lm) +
a212 − 2a112
6
m3Im, D(Im) = adE0(Im) + a
0
22Im,
D(Ym+ 1
2
) = adE0(Ym+ 1
2
) +
1
2
a022Ym+ 1
2
.
Consequently, we have
H1(Wg(0, 2)m
2
,Wg(0, 2)m
2
) = CD¯1
⊕
CD¯2,
where D¯1(Lm) = 0, D¯1(Im) = Im, D¯1(Ym+ 1
2
) = Ym+ 1
2
; D¯2(Lm) = m
3Im, D¯2(Im) = 0,
D¯2(Ym+ 1
2
) = 0 for all m ∈ Z.
Case 3: a = 1. Similar to the above discussions for the case a 6∈ Z completely, we
only need to take a = 1 in these discussions and get the same results as case 1. 
Lemma 2.8. Up to isomorphism,
H1(Wg(a, b)m
2
,Wg(a, b)m
2
±1) = 0.
Proof. By [21], ∀D¯ ∈ H1(Wg(a, b)m
2
,Wg(a, b)m
2
+1), we may assume that
D¯(Lm) = 0, D¯(Im) = 0, D¯(Ym+ 1
2
) = bm+1+
1
2Ym+1+ 1
2
.
By D¯([Lm, Yn+ 1
2
]) = [D¯(Lm), Yn+ 1
2
] + [Lm, D¯(Yn+ 1
2
)], we have
(n+
1−m+ a + bm
2
)bm+n+1+
1
2 = (n+ 1 +
1−m+ a+ bm
2
)bn+1+
1
2 (2.43)
Let m = 0 in (2.43), we get bn+1+
1
2 = 0 for all n ∈ Z. So D¯(Ym+ 1
2
) = 0. Consequently,
we get
H1(Wg(a, b)m
2
,Wg(a, b)m
2
+1) = 0.
For H1(Wg(a, b)m
2
,Wg(a, b)m
2
−1), similar to the above discussion, we have the same
results. 
Lemma 2.9. Up to isomorphism,
H1(Wg(a, b)m
2
,Wg(a, b)m+1
2
) = 0.
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Proof. ∀D ∈ Der(Wg(a, b)) 1
2
, we assume that
D(Lm) = b
m+ 1
2
1 Ym+ 1
2
, D(Im) = b
m+ 1
2
2 Ym+ 1
2
, D(Ym+ 1
2
) = am+111 Lm+1 + a
m+1
12 Im+1.
By the definition of derivation and the bracket for Wg(a, b), we have
(m− n)bm+n+
1
2
1 = (m+
1− n + a+ bn
2
)b
m+ 1
2
1 − (n+
1−m+ a+ bm
2
)b
n+ 1
2
1 (2.44)
(n+ a + bm)b
m+n+ 1
2
2 = (n+
1−m+ a+ bm
2
)b
n+ 1
2
2 (2.45)
(n+
1−m+ a+ bm
2
)am+n+111 = (n+ 1−m)an+111 (2.46)
(n+
1−m+ a + bm
2
)am+n+112 = (n−m)bm+
1
2
1 + (n+ 1 + a + bm)a
n+1
12 (2.47)
(m− n)bm+
1
2
2 + (m+ a + b(n + 1))a
n+1
11 = 0 (2.48)
(m− n)bm+n+1+
1
2
2 = −(n +
−m+ a+ b(m+ 1)
2
)am+111 + (m+
−n + a+ b(n + 1)
2
)an+111
(2.49)
Let n = 0 in (2.44), we have (1 + a)b
m+ 1
2
1 = (1 − m + a + bm)b
1
2
1 . Since a 6∈ Z or
a = 0, a = 1, we get
b
m+ 1
2
1 =
1 + a−m+ bm
1 + a
b
1
2
1 , ∀m ∈ Z.
Let m = 0 in (2.45), (2.46) and (2.47), we have
(a− 1)bn+
1
2
2 = 0, (2.50)
(a− 1)an+111 = 0, (2.51)
(a+ 1)an+112 = −2nb
1
2
1 . (2.52)
Then we get an+112 =
−2n
a + 1
b
1
2
1 , for all n ∈ Z since a 6∈ Z or a = 0, a = 1. Let m = −1 in
(2.48) and use (2.51), we obtain
(n+ 1)ban+111 = (n+ 1)b
−1+ 1
2
2 , ∀n ∈ Z. (2.53)
Case 1: a 6∈ Z or a = 0. It follows from (2.50) and (2.51) that
b
n+ 1
2
2 = 0, a
n+1
11 = 0, ∀n ∈ Z.
So
D(Lm) =
1 + a−m+ bm
1 + a
b
1
2
1 Ym+ 1
2
, D(Im) = 0, D(Ym+ 1
2
) =
−2m
1 + a
b
1
2
1 Im+1.
Set E =
2b
1
2
1 + a
Y 1
2
, then
D(Lm) = adE(Lm), D(Im) = adE(Im), D(Ym+ 1
2
) = adE(Ym+ 1
2
).
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Case 2: a = 1. Let n = −1 in (2.48), we have
b
m+ 1
2
2 = −a011, m 6= −1. (2.54)
By (2.53), we also have
b
−1+ 1
2
2 = ba
n+1
11 , n 6= −1. (2.55)
Let n = 0, m = 1 in (2.45) and use (2.54), we get
(1 + b)a011 = 0. (2.56)
On the other hand, let m+ n = −1 in (2.46), we get
an+111 =
3− b
4
a011, n 6= −1. (2.57)
Subcase 2.1: b = 0. From (2.54)-(2.57), we get
b
m+ 1
2
2 = 0, a
n+1
11 = 0, ∀m,n ∈ Z.
So we have the same results as case1.
Subcase 2.2: b 6= 0. If b 6= −1. By (2.56), we have a011 = 0, then by (2.54), (2.55),
(2.57), we obtain
b
m+ 1
2
2 = 0, a
n+1
11 = 0, ∀m,n ∈ Z.
So we get the same results as subcase 2.1 completely.
If b = −1, By (2.54), (2.55), (2.57), we have
an+111 = a
0
11, b
m+ 1
2
2 = −a011, ∀m,n ∈ Z. (2.58)
On the other hand, let n = 0, m = 1 in (2.49) and use (2.58), we obtain a011 = 0. Then
an+111 = b
n+ 1
2
2 = 0, for all n ∈ Z and we get the same results as subcase 2.1. 
Lemma 2.10. Up to isomorphism,
H1(Wg(a, b)m
2
,Wg(a, b)m−1
2
) =
{
CD¯, (a, b) = (1,−1)
0, else
where
D¯(Lm) = 0, D¯(Im) = 0, D¯(Ym+ 1
2
) = Im.
Proof. ∀D ∈ Der(Wg(a, b))− 1
2
, we assume that
D(Lm) = b
m− 1
2
1 Ym−1+ 1
2
, D(Im) = b
m− 1
2
2 Ym−1+ 1
2
, D(Ym+ 1
2
) = am11Lm + a
m
12Im.
By the definition of derivation and the bracket for Wg(a, b), we have
(m−n)bm+n−
1
2
1 = (m−1+
1− n+ a+ bn
2
)b
m− 1
2
1 −(n−1+
1−m+ a+ bm
2
)b
n− 1
2
1 (2.59)
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(n+ a + bm)b
m+n− 1
2
2 = (n− 1 +
1−m+ a + bm
2
)b
n− 1
2
2 (2.60)
(n +
1−m+ a+ bm
2
)am+n11 = (n−m)an11 (2.61)
(n +
1−m+ a+ bm
2
)am+n12 = (n + 1−m)bm−
1
2
1 + (n+ a + bm)a
n
12 (2.62)
(m− 1− n)bm−
1
2
2 + (m+ a + bn)a
n
11 = 0 (2.63)
(m− n)bm+n+
1
2
2 = −(n +
1−m+ a+ bm
2
)am11 + (m+
1− n+ a + bn
2
)an11 (2.64)
Let n = 0 in (2.59) and m = 0 in (2.60)-(2.62), we have the following identities
(a− 1)bm−
1
2
1 = (−1−m+ a + bm)b−
1
2
1 , (2.65)
(a− 1)an12 = −2(n + 1)b−
1
2
1 , (2.66)
(a + 1)b
n− 1
2
2 = 0, (a+ 1)a
n
11 = 0.
Since a 6∈ Z or a = 0 or a = 1, we get
b
n− 1
2
2 = 0, a
n
11 = 0, ∀n ∈ Z.
Case 1: a 6∈ Z or a = 0. By (2.65) and (2.66), we get
b
m− 1
2
1 =
−1 + a−m+ bm
a− 1 b
−
1
2
1 , a
n
12 =
−2(n+ 1)
a− 1 b
−
1
2
1 , ∀m,n ∈ Z.
Then
D(Lm) =
−1 + a−m+ bm
a− 1 b
−
1
2
1 Ym− 1
2
, D(Im) = 0, D(Ym+ 1
2
) =
−2(m+ 1)
a− 1 b
−
1
2
1 Im.
Set E =
2b
−
1
2
1
a− 1Y− 12 , so
D(Lm) = adE(Lm), D(Im) = adE(Im), D(Ym+ 1
2
) = adE(Ym+ 1
2
).
Case 2: a = 1. By (2.66), we have b
−
1
2
1 = 0. So let m+ n = 0 in (2.59), we have
(3− b)(bm−
1
2
1 + b
−m− 1
2
1 ) = 0,
then
(b
m− 1
2
1 + b
−m− 1
2
1 ) = 0, b 6= 3, ∀m ∈ Z.
On the other hand, let n = 1 in (2.59), we have
(m− 1)bm+1−
1
2
1 = (m+
b− 1
2
)b
m− 1
2
1 − (1 +
b− 1
2
m)b
1− 1
2
1 ,
that is
(m− 1)(bm+1−
1
2
1 − (m+ 1)b1−
1
2
1 ) = (m+
b− 1
2
)(b
m− 1
2
1 −mb1−
1
2
1 ) (2.67)
17
Induction on m ∈ Z, m ≥ 3 in (2.67), we get
b
m− 1
2
1 =
(3 + b)(5 + b) · · · (2m− 3 + b)
2m−2(m− 2)! (b
2− 1
2
1 − 2b1−
1
2
1 ) +mb
1− 1
2
1 . (2.68)
Let n = −1 in (2.62), we have
b− 1
2
mam−112 = bma
−1
12 −mbm−
1
2
1 . (2.69)
Subcase 2.1: b = 1. By (2.67) and using induction, we have
b
m− 1
2
1 = (m− 1)b2−
1
2
1 − (m− 2)b1−
1
2
1 , ∀m ∈ Z, m 6= 0. (2.70)
On the other hand, by (2.69), we get
b
m− 1
2
1 = a
−1
12 , ∀m ∈ Z, m 6= 0. (2.71)
Let n = 0 in (2.62) and use (2.71), we obtain
am12 = (m+ 1)a
0
12 − (m− 1)a−112 , m 6= 0. (2.72)
Let m = −1 in (2.72), we get a−112 = 0. Consequently, we obtain
b
m− 1
2
1 = 0, a
m
12 = (m+ 1)a
0
12, ∀m ∈ Z.
So
D(Lm) = 0, D(Im) = 0, D(Ym+ 1
2
) = (m+ 1)a012Im.
Set E = −a012Y− 1
2
, then we have
D(Lm) = adE(Lm), D(Im) = adE(Im), D(Ym+ 1
2
) = adE(Ym+ 1
2
).
Subcase 2.2: b 6= 1. By (2.69), we have
am−112 =
2b
b− 1a
−1
12 −
2
b− 1b
m− 1
2
1 , m 6= 0. (2.73)
Let n+ 1−m = 0 in (2.62), we have
(n+ 1)(b+ 1)a2n+112 = 2(n+ 1)(b+ 1)a
n
12,
then
(b+ 1)a2n+112 = 2(b+ 1)a
n
12, n 6= −1. (2.74)
If b 6= −1, we have a2n+112 = 2an12, n 6= −1. using (2.73), we get
b
2m+2− 1
2
1 = 2b
m+1− 1
2
1 − ba−112 , m 6= −1. (2.75)
Especially, b
2− 1
2
1 − 2b1−
1
2
1 = −ba−112 . Combine (2.75) and (2.68), we get
ba−112 = 0. (2.76)
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Consequently, we get
b
m− 1
2
1 = mb
1− 1
2
1 , a
m−1
12 = −
2m
b− 1b
1− 1
2
1 , ∀m ∈ Z.
Set E =
2
b− 1b
1− 1
2
1 Y− 1
2
, then we have
D(Lm) = adE(Lm), D(Im) = adE(Im), D(Ym+ 1
2
) = adE(Ym+ 1
2
).
If b = −1, by (2.68), we still have
b
m− 1
2
1 = mb
1− 1
2
1 , a
m−1
12 = a
−1
12 +mb
1− 1
2
1 , ∀m ∈ Z.
Set E = −b1−
1
2
1 Y− 1
2
, then we have
D(Lm) = adE(Lm), D(Im) = adE(Im), D(Ym+ 1
2
) = adE(Ym+ 1
2
) + a−112 Im.
Then we get
H1(Wg(a, b)m
2
,Wg(a, b)m−1
2
) = CD¯,
Where D¯(Lm) = 0, D¯(Im) = 0, D¯(Ym+ 1
2
) = Im. 
Now, by lemma 2.7-2.10, we obtain the main theorem of this section as following.
Theorem 2.11. Up to isomorphism, we have
H1(Wg(a, b),Wg(a, b)) =

CD1
⊕
CD0,02
⊕
CD3, (a, b) = (0, 0),
CD1
⊕
CD0,12 , (a, b) = (0, 1),
CD1
⊕
CD0,22 , (a, b) = (0, 2),
CD1,−13 , (a, b) = (1,−1),
CD1, otherwise,
where for all m ∈ Z,
D1(Lm) = 0, D1(Im) = Im, D1(Ym+ 1
2
) = Ym+ 1
2
, (2.77)
D0,02 (Lm) = (m− 1)Im, D0,02 (Im) = 0, D0,02 (Ym+ 1
2
) = 0, (2.78)
D0,12 (Lm) = (m
2 −m)Im, D0,12 (Im) = 0, D0,12 (Ym+ 1
2
) = 0, (2.79)
D0,22 (Lm) = m
3Im, D
0,2
2 (Im) = 0, D
0,2
2 (Ym+ 1
2
) = 0, (2.80)
D3(Lm) = mIm, D3(Im) = 0, D3(Ym+ 1
2
) = 0, (2.81)
D1,−13 (Lm) = 0, D
1,−1
3 (Im) = 0, D
1,−1
3 (Ym+ 1
2
) = Im.(2.82)
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3. Automorphism groups of Wg(a, b)
Denote by I the inner automorphism group of Wg(a, b). Obviously, I is gener-
ated by {exp ki ad Ii, exp li adYi | ki, li ∈ C, i, j ∈ Z} and is a normal subgroup of
Aut(Wg(a, b)). We can verify easily that I is isomorphism to C∞ × C∞ as sets. But
by computation, these generators satisfy the following relation:
(expα adYj+ 1
2
)(exp β adYi+ 1
2
)(expα adYj+ 1
2
)−1(exp β adYi+ 1
2
)−1 = exp γ ad Ii+j+1,
where γ = αβ(j−i). And the others is commutable each other. Hence I is isomorphism
to C∞ ⋊ C∞ as groups.
For any
t∏
j=s
exp(kijadIij + lijadYij+ 12
) ∈ I, we have
t∏
j=s
exp(kijadIij + lijadYij+ 12
)(In) = In, (3.1)
t∏
j=s
exp(kijadIij + lijadYij+ 12
)(Yn+ 1
2
) = Yn+ 1
2
+
t∑
j=s
lij(ij − n)Iij+n+1. (3.2)
As Ig(a, b) is an unique maximal proper ideal ofWg(a, b), we have the following lemma.
Lemma 3.1. For any σ ∈ Aut(Wg(a, b)), σ(In), σ(Yn+ 1
2
) ∈ Ig(a, b) for all n ∈ Z.

For any σ ∈ Aut(Wg(a, b)), denote σ|W = σ′. Then according to the automorphisms
of the classical Witt algebra, we have σ′(Lm) = ǫα
mLǫm for all m ∈ Z, where α ∈ C∗
and ǫ ∈ {±1}. So we have the following lemmas.
Lemma 3.2. For a 6∈ Z, Aut(Wg(a, b)) ∼= (C∞ ⋊ C∞)⋊ (C∗ × C∗).
where C∞ = {(ai)i∈Z | ai ∈ C, all but a finite number of the ai are zero }, C∗ = C\{0}.
Proof. For any σ ∈ Aut(Wg(a, b)), assume
σ(L0) = ǫL0 +
q∑
i=p
λiIi +
t∑
j=s
ljYj+ 1
2
,
where λi, lj ∈ C, p, q, s, t ∈ Z, p ≤ i ≤ q, s ≤ j ≤ t.
Since a 6∈ Z, we let τ1 =
q∏
i=p
exp( λi
ǫ(i+a)
adIi)
t∏
j=s
exp(
lj
ǫ(j+ 1+a
2
)
adYj+ 1
2
) ∈ I, then
τ1(ǫL0) = ǫL0 +
q∑
i=p
λiIi +
t∑
j=s
ljYj+ 1
2
+
q′∑
k=p′
bkIk = σ(L0) +
q′∑
k=p′
bkIk,
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where bk ∈ C, p′, q′ ∈ Z. On the other hand, let τ2 =
q′∏
k=p′
exp( −bk
ǫ(k+a)
adIk) ∈ I and
τ = τ2τ1 ∈ I, we have τ(ǫL0) = σ(L0). Consequently, σ¯ = τ−1σ and σ¯(L0) = ǫL0.
By Lemma 3.1, we may assume
σ¯(Ln) = α
nǫLǫn +
∑
λniIni +
∑
µmjYmj+ 12
, n 6= 0,
σ¯(Im) =
∑
cpIp +
∑
dqYq+ 1
2
,
σ¯(Ym+ 1
2
) =
∑
euIu +
∑
fvYv+ 1
2
,
where each formula is of finite terms and λni, µmj , cp, dq, eu, fv ∈ C, ni, mj, p, q, u, v ∈ Z,
α ∈ C∗, ǫ = ±1. For any n 6= 0, by the relation [σ¯(L0), σ¯(Ln)] = −nσ¯(Ln), we have
λni[ǫ(ni + a)− n] = 0, µmj [ǫ(mj +
1 + a
2
)− n] = 0.
Since a 6∈ Z, this forces that λni = 0, µmj = 0 for all ni, mj ∈ Z. So we obtain
σ¯(Ln) = α
nǫLǫn, ∀n ∈ Z.
Since [σ¯(L0), σ¯(Im)] = −(m + a)σ¯(Im), [σ¯(L0), σ¯(Ym+ 1
2
)] = −(m + 1+a
2
)σ¯(Ym+ 1
2
), we
have
cp[ǫ(p+ a)− (m+ a)] = 0, dq[ǫ(q + 1 + a
2
)− (m+ a)] = 0,
eu[ǫ(u+ a)− (m+ 1 + a
2
)] = 0, fv[ǫ(v +
1 + a
2
)− (m+ 1 + a
2
)] = 0.
Therefore, if ǫ = 1, then p = m, v = m and all dq = 0, eu = 0; If ǫ = −1, then
p = −m − 2a and q = −m − 1 + 3a
2
, which implies that a ∈ Z
2
and a ∈ 2Z− 1
3
. We
also have all fv = 0 and u = −m − 1 + 3a
2
which implies that a ∈ 2Z− 1
3
if ǫ = −1.
Since a 6∈ Z, either a ∈ Z
2
or a ∈ 2Z− 1
3
holds.
If a ∈ Z
2
, from the above discussion, it forces that ǫ = 1, otherwise it must be that
σ¯(Ym+ 1
2
) = 0, which is contradiction. If a ∈ 2Z− 1
3
, we have
σ¯(Im) = d−m− 1+3a
2
Y
−m− 1+3a
2
+ 1
2
, σ¯(Ym+ 1
2
) = e
−m− 1+3a
2
I
−m− 1+3a
2
,
where d
−m− 1+3a
2
, e
−m− 1+3a
2
∈ C∗. But by [σ¯(Ym+ 1
2
), σ¯(Yn+ 1
2
)] = (m − n)σ¯(Im+n+1), we
have d
−m−n−1− 1+3a
2
= 0 which means σ¯(Im) = 0. This also is a contradiction. So we
obtain
σ¯(Lm) = α
mLm, σ¯(Im) = cmIm, σ¯(Ym+ 1
2
) = fmYm+ 1
2
, ∀m ∈ Z.
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where α, cm, fm ∈ C∗.
On the other hand, from the relations that
[σ¯(Lm), σ¯(In)] = −(n + a+ bm)σ¯(Im+n),
[σ¯(Lm), σ¯(Yn+ 1
2
)] = −(n + 1−m+ a+ bm
2
)σ¯(Ym+n+ 1
2
),
[σ¯(Ym+ 1
2
), σ¯(Yn+ 1
2
)] = (m− n)σ¯(Im+n+1),
we have
(n+ a + bm)(Cm+n − Cnαm) = 0, αmfn = fm+n, fmfn = Cm+n+1,
for all m,n ∈ Z. It is easy to deduce that
Cm = α
mµ, fm = α
m√αµ, ∀m ∈ Z,
where µ is a nonzero complex number. Therefore,
σ¯(Lm) = α
mLm, σ¯(Im) = α
mµIm, σ¯(Ym+ 1
2
) = αm
√
αµYm+ 1
2
∀ m ∈ Z. (3.3)
Conversely, if σ¯ is a linear operator on Wg(a, b) satisfying (3.3) for some α, µ ∈ C∗ ,
then it is easy to check that σ¯ ∈ Aut(Wg(a, b)). Denote by σ¯(α, µ) the automorphism
of Wg(a, b) satisfying (3.3), then
σ¯(α1, µ1)σ¯(α2, µ2) = σ¯(α1α2, µ1µ2), (3.4)
and σ¯(α1, µ1) = σ¯(α2, µ2) if and only if α1 = α2, µ1 = µ2. Let
a1 = {σ¯α,µ | α, µ ∈ C∗}.
By (3.4), a1 ∼= C∗ ×C∗ is a subgroup of Aut(Wg(a, b)). On the other hand, similar to
the proof in [7], [8] or [22], I ∼= C∞ ⋊ C∞. Consequently, we have
Aut(Wg(a, b)) = I⋊ a1 ∼= I⋊ (C∗ × C∗),
where a 6∈ Z. 
Lemma 3.3. For a = 0, Aut(Wg(a, b)) ∼= (C∞ ⋊ C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
where C∞ = {(ai)i∈Z | ai ∈ C, all but a finite number of the ai are zero }, Z2 = Z/2Z,
C∗ = C\{0}.
Proof. For any σ ∈ Aut(Wg(a, b)), σ(L0) is the same as in lemma 3.2. Since a = 0. Let
τ1 =
q∏
i=p
exp(
λi
ǫi
adIi)
t∏
j=s
exp(
lj
ǫ(j + 1
2
)
adYj+ 1
2
) ∈ I, where i 6= 0. We use the same idea
as in Lemma 3.2, then there exists τ ∈ I such that σ(L0) = τ(ǫL0)+λ0I0. Set σ¯ = τ−1σ,
then σ¯(L0) = ǫL0+λ0I0. As the assumption in Lemma 3.2, for any n 6= 0, m ∈ Z, since
[σ¯(L0), σ¯(Ln)] = −nσ¯(Ln), [σ¯(L0), σ¯(Im)] = −mσ¯(Im)
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we have
µmj [ǫ(mj +
1
2
)− n] = 0, dq[ǫ(q + 1
2
)− n] = 0.
This forces that µmj = 0, dq = 0 for all mj , q ∈ Z. Therefore,
σ¯(W(a, b)) = W(a, b).
On the other hand, according to [σ¯(L0), σ¯(Ym+ 1
2
)] = −(m+ 1
2
)σ¯(Ym+ 1
2
), we have
eu(ǫu−m− 1
2
) = 0, fv[ǫ(v +
1
2
)− (m+ 1
2
)] = 0.
So eu = 0, v = ǫ(m+
1
2
)− 1
2
and
σ¯(Ym+ 1
2
) = fǫ(m+ 1
2
)− 1
2
Yǫ(m+ 1
2
),
for all m ∈ Z. Consequently, by [21], we have the following cases.
Case 1 b = 0. Assume
σ¯(Lm) = ǫα
mLǫm + α
m(cm+ d)Iǫm, σ¯(Im) = α
mµIǫm,
σ¯(Ym+ 1
2
) = fǫ(m+ 1
2
)− 1
2
Yǫ(m+ 1
2
) ∀ m ∈ Z,
where α, µ, fǫ(m+ 1
2
)− 1
2
∈ C∗, c, d ∈ C. By
[σ¯(Lm), σ¯(Yn+ 1
2
)] = −(n+1 −m
2
)σ¯(Ym+n+ 1
2
), [σ¯(Ym+ 1
2
), σ¯(Yn+ 1
2
)] = (m−n)σ¯(Im+n+1),
we have
fǫ(m+ 1
2
)− 1
2
= αmfǫ(0+ 1
2
)− 1
2
, ǫfǫ(m+ 1
2
)− 1
2
fǫ(n+ 1
2
)− 1
2
= αµ.
It is easy to deduce that
fǫ(m+ 1
2
)− 1
2
= αm
√
ǫαµ.
Therefore
σ¯(Lm) = ǫα
mLǫm + α
m(cm+ d)Iǫm, σ¯(Im) = α
mµIǫm, (3.5)
σ¯(Ym+ 1
2
) = αm
√
ǫαµYǫ(m+ 1
2
) ∀ m ∈ Z. (3.6)
Denote by σ¯(ǫ, α, µ, c, d) the automorphism of Wg(0, 0) satisfying (3.5) and (3.6), then
σ¯(ǫ1, α1, µ1, c1, d1)σ¯(ǫ2, α2, µ2, c2, d2) = σ¯(ǫ1ǫ2, α
ǫ2
1 α2, µ1µ2, c1+µ1c2, ǫ2d1+µ1d2), (3.7)
and σ¯(ǫ1, α1, µ1, c1, d1) = σ¯(ǫ2, α2, µ2, c2, d2) if and only if ǫ1 = ǫ2, α1 = α2, µ1 = µ2,
c1 = c2, d1 = d2. Let
σ¯ǫ = σ¯(ǫ, 1, 1, 0, 0), τ¯α,µ = σ¯(1, α, µ, 0, 0), σ¯c,d = σ¯(1, 1, 1, c, d)
a3 = {σ¯ǫ | ǫ ∈ {±1}}, b3 = {τ¯α,µ | α, µ ∈ C∗}, c3 = {σ¯c,d | c, d ∈ C}.
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From (3.7) we can see that a3, b3 and c3 are all subgroups of Aut(W
g(0, 0)), and
a3 ∼= Z2, b3 ∼= C∗ × C∗, c3 ∼= C × C. Using (3.1), (3.2) and (3.7), one can deduce that
I commutates with c3. By (3.7), we have the following relations:
σ¯ǫτ¯α,µ = σ¯(ǫ, α, µ, 0, 0), τ¯α,µσ¯c,d = σ¯(1, α, µ, µc, µd), σ¯ǫσ¯c,d = σ¯(ǫ, 1, 1, c, d),
τ¯α,µσ¯ǫ = σ¯(ǫ, α
ǫ, µ, 0, 0), σ¯c,dτ¯α,µ = σ¯(1, α, µ, c, d), σ¯c,dσ¯ǫ = σ¯(ǫ, 1, 1, c, ǫd),
τ¯−1α,µσ¯ǫτ¯α,µ = σ¯(ǫ, α
1−ǫ, 1, 0, 0), σ¯ǫτ¯α,µσ¯ǫ = τ¯αǫ,µ,
σ¯−1c,d τ¯α,µσ¯c,d = σ¯(1, α, µ, (µ− 1)c, (µ− 1)d), τ¯−1α,µσ¯c,dτ¯α,µ = σ¯µ−1c,µ−1d,
σ¯−1c,d σ¯ǫσ¯c,d = σ¯(ǫ, 1, 1, 0, (1− ǫ)d), σ¯ǫσ¯c,dσ¯ǫ = σ¯c,ǫd.
Therefore, Ic3 is an abelian normal subgroup of Aut(W
g(0, 0)). Similar to [22], we
have
Aut(W(0, 0)) = (Ic3)⋊ (a3 ⋉ b3) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
Case 2 b = 1. According to [21], we may assume
σ¯(Lm) = ǫα
mLǫm + α
mm[mc + d]Iǫm, σ¯(Im) = α
mµIǫm,
σ¯(Ym+ 1
2
) = fǫ(m+ 1
2
)− 1
2
Yǫ(m+ 1
2
), ∀ m ∈ Z.
where α, µ, fǫ(m+ 1
2
)− 1
2
∈ C∗, c, d ∈ C. Similarly, we can deduce that
fǫ(m+ 1
2
)− 1
2
= αm
√
ǫαµ.
Therefore
σ¯(Lm) = ǫα
mLǫm + α
mm(cm+ d)Iǫm, σ¯(Im) = α
mµIǫm, (3.8)
σ¯(Ym+ 1
2
) = αm
√
ǫαµ Yǫ(m+ 1
2
) ∀ m ∈ Z. (3.9)
Denote by σ¯(ǫ, α, µ, c, d) the automorphism of Wg(0, 1) satisfying (3.8) and (3.9), then
σ¯(ǫ1, α1, µ1, c1, d1)σ¯(ǫ2, α2, µ2, c2, d2) = σ¯(ǫ1ǫ2, α
ǫ2
1 α2, µ1µ2, ǫ2c1 + µ1c2, d1 + µ1d2),
(3.10)
and σ¯(ǫ1, α1, µ1, c1, d1) = σ¯(ǫ2, α2, µ2, c2, d2) if and only if ǫ1 = ǫ2, α1 = α2, µ1 = µ2,
c1 = c2, d1 = d2. Let
σ¯ǫ = σ¯(ǫ, 1, 1, 0, 0), τ¯α,µ = σ¯(1, α, µ, 0, 0), σ¯c,d = σ¯(1, 1, 1, c, d)
a4 = {σ¯ǫ | ǫ ∈ {±1}}, b4 = {τ¯α,µ | α, µ ∈ C∗}, c4 = {σ¯c,d | c, d ∈ C}.
From (3.10) we can see that a4, b4 and c4 are all subgroups of Aut(W
g(0, 1)), and
a4 ∼= Z2, b4 ∼= C∗ × C∗, c4 ∼= C × C. Similar to the proof above, using (3.1), (3.2) and
(3.10), we also have I commutates with c4. By (3.10), we have the following relations:
σ¯ǫτ¯α,µ = σ¯(ǫ, α, µ, 0, 0), τ¯α,µσ¯c,d = σ¯(1, α, µ, µc, µd), σ¯ǫσ¯c,d = σ¯(ǫ, 1, 1, c, d),
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τ¯α,µσ¯ǫ = σ¯(ǫ, α
ǫ, µ, 0, 0), σ¯c,dτ¯α,µ = σ¯(1, α, µ, c, d), σ¯c,dσ¯ǫ = σ¯(ǫ, 1, 1, ǫc, d),
τ¯−1α,µσ¯ǫτ¯α,µ = σ¯(ǫ, α
1−ǫ, 1, 0, 0), σ¯ǫτ¯α,µσ¯ǫ = τ¯αǫ,µ,
σ¯−1c,d τ¯α,µσ¯c,d = σ¯(1, α, µ, (µ− 1)c, (µ− 1)d), τ¯−1α,µσ¯c,dτ¯α,µ = σ¯µ−1c,µ−1d,
σ¯−1c,d σ¯ǫσ¯c,d = σ¯(ǫ, 1, 1, (1− ǫ)c, 0), σ¯ǫσ¯c,dσ¯ǫ = σ¯ǫc,d.
Therefore, Ic4 is an abelian normal subgroup of Aut(W
g(0, 1)) and
Aut(Wg(0, 1)) = (Ic4)⋊ (a4 ⋉ b4) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
Case 3 b 6= 0, 1. By [21], we assume
σ¯(Lm) = ǫα
mLǫm + α
mmλǫIǫm, σ¯(Im) = α
mµIǫm,
σ¯(Ym+ 1
2
) = fǫ(m+ 1
2
)− 1
2
Yǫ(m+ 1
2
), ∀ m ∈ Z.
Similarly, we still have
fǫ(m+ 1
2
)− 1
2
= αm
√
ǫαµ, ∀m ∈ Z.
Therefore
σ¯(Lm) = ǫα
mLǫm + α
mm(cm+ d)Iǫm, σ¯(Im) = α
mµIǫm, (3.11)
σ¯(Ym+ 1
2
) = αm
√
ǫαµ Yǫ(m+ 1
2
) ∀ m ∈ Z. (3.12)
By the automorphism group of Iv(0,−1) in [7], we have
Aut(Wg(0, b)) ∼= (C∞ ⋊ C∞)⋊ (Z2 ⋉ (C∗ × C∗)),
where b 6= 0, 1. 
Lemma 3.4. For a = 1, Aut(Wg(a, b)) ∼= (C∞ ⋊ C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
where C∞ = {(ai)i∈Z | ai ∈ C, all but a finite number of the ai are zero }, Z2 = Z/2Z,
C∗ = C\{0}.
Proof. For any σ ∈ Aut(Wg(1, b)), similar to the ideas in lemma 3.2-3.3, there exist
τ ∈ I and σ¯ = τ−1σ. We may assume that
σ¯(L0) = ǫL0+λ−1I−1+l−1Y−1+ 1
2
, σ¯(Ln) = ǫα
nLǫn+α
n
∑
λniIni+α
n
∑
µmjYmj+ 12
, ∀n 6= 0,
σ¯(In) =
∑
cpIp +
∑
dqYq+ 1
2
, σ¯(Yn+ 1
2
) = αn
∑
euIu +
∑
fvYv+ 1
2
, ∀ n ∈ Z,
where each
∑
formula is of finite terms and λni, µmj , cp, dq, eu, fv ∈ C, ni, mj, p, q, u, v ∈ Z,
α ∈ C∗, ǫ = ±1. By identities
[σ¯(L0), σ¯(Ln)] = −nσ¯(Ln), [σ¯(L0), σ¯(In)] = −(n + 1)σ¯(In),
[σ¯(L0), σ¯(Yn+ 1
2
)] = −(n+ 1)σ¯(Yn+ 1
2
),
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we have
µmj [ǫ(mj + 1)− n] = 0, λ−1bnIǫn−1 =
∑
[ǫ(ni + 1)− n]λniIni.
dq[ǫ(q + 1)− (n+ 1)] = 0, ǫ
∑
cp(p+ 1)Ip +
∑
l−1dq(q + 1)Iq = (n + 1)
∑
cpIp,
eu[ǫ(u+ 1)− (n+ 1)] = 0, fv[ǫ(v + 1)− (n + 1)] = 0.
So
mj = ǫn− 1, λ−1b = 0, ni = ǫn− 1,
l−1 = 0, p = q = ǫ(n+ 1)− 1, u = v = ǫ(n + 1)− 1,
and
σ¯(L0) = ǫL0 + λ−1I−1, σ¯(Ln) = ǫα
nLǫn + α
nλǫn−1Iǫn−1 + α
nµǫn−1Yǫn−1+ 1
2
,
σ¯(In) = cǫ(n+1)−1Iǫ(n+1)−1 + dǫ(n+1)−1Yǫ(n+1)−1+ 1
2
,
σ¯(Yn+ 1
2
) = αneǫ(n+1)−1Iǫ(n+1)−1 + fǫ(n+1)−1Yǫ(n+1)−1+ 1
2
.
On the other hand, for m 6= n, by [σ¯(Im), σ¯(In)] = 0, we have
dǫ(m+1)−1dǫ(n+1)−1ǫ(m− n) = 0.
So
dǫ(n+1)−1 = 0
for all n ∈ Z. Consequently, by [σ¯(Lm), σ¯(In)] = −(n+ 1 + bm)σ¯(Im+n), we have
(n + 1 + bm)(αmcǫ(n+1)−1 − cǫ(m+n+1)−1) = 0.
We can deduce that
cǫ(m+1)−1 = α
mµ,
So
σ¯(Im) = α
mµIǫ(m+1)−1, ∀m ∈ Z (3.13)
where µ is a fixed nonzero complex number. For m 6= n, by
[σ¯(Lm), σ¯(Ln)] = (m−n)σ¯(Lm+n), [σ¯(Ln), σ¯(Ym+ 1
2
)] = −(m+1+ bn− n
2
)σ¯(Ym+n+ 1
2
),
[σ¯(Ym+ 1
2
), σ¯(Yn+ 1
2
)] = (m− n)σ¯(Im+n+1),
we have
µǫm−1[m+
(b− 1)n
2
]− µǫn−1[n + (b− 1)m
2
] = (m− n)µǫ(m+n)−1, (3.14)
µǫm−1µǫn−1ǫ(m− n) + λǫm−1(m+ bn)− λǫn−1(n+ bm) = (m− n)λǫ(m+n)−1, (3.15)
(m+1+
(b− 1)n
2
)αm+neǫ(m+n+1)−1−(m+1+bn)αm+neǫ(m+1)−1 = ǫ(m+1−n)αnµǫn−1fǫ(m+1)−1,
(3.16)
αnfǫ(m+1)−1(m+ 1 +
(b− 1)n
2
) = (m+ 1 +
(b− 1)n
2
)fǫ(m+n+1)−1, (3.17)
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fǫ(m+1)−1fǫ(n+1)−1ǫ = α
m+n+1µ. (3.18)
Let n = 0 in (3.16) and (3.18), we have
µ−1 = 0, fǫ(m+1)−1 = ǫα
m+1µf−1ǫ−1, ∀m ∈ Z,
where f−1ǫ−1 = f is a fixed nonzero complex number. From (3.17), we can deduce
fǫ(n+1)−1 = α
nfǫ−1 for all n ∈ Z. Taking it into (3.18), we get fǫ−1 = √ǫαµ, then
fǫ(n+1)−1 = α
n√ǫαµ, ∀n ∈ Z. (3.19)
Case 1: b = 0. Let n = −m,n = 1 in (3.14) respectively, we get
µǫm−1 + µǫ(−m)−1 = 0, (3.20)
(2m− 1)µǫm−1 − (2−m)µǫ−1 = (2m− 2)µǫ(m+1)−1, ∀m ∈ Z. (3.21)
Using induction on m ≥ 2 in (3.21), we obtain
µǫm−1 =
(2m− 3)!!
2m−2(m− 2)!(µǫ2−1 − 2µǫ−1) +mµǫ−1, m ≥ 2. (3.22)
On the other hand, let m = −3, n = 1 in (3.14) and use (3.20), (3.22), we have
µǫ2−1 − 2µǫ−1 = 0. So
µǫm−1 = mµǫ−1, ∀m ∈ Z. (3.23)
Let m = −1 in (3.16) and use (3.23), (3.19), we obtain
eǫ(n+1)−1 = 2ǫ(n + 1)µǫ−1
√
ǫαµ, ∀n ∈ Z. (3.24)
From (3.15) and (3.23), we have
mnǫ(m − n)µ2ǫ−1 +mλǫm−1 − nλǫn−1 = (m− n)λǫ(m+n)−1. (3.25)
Let m+ n = 0 in (3.25), we have
λǫm−1 + λǫ(−m)−1 = 2λ−1 + 2m
2ǫµ2ǫ−1, ∀m ∈ Z. (3.26)
Let n = 1 in (3.25) and use induction on m, we obtain
λǫm−1 = (m− 1)(λǫ2−1 − λǫ−1) + (m− 1)(m− 2)ǫµ2ǫ−1 + λǫ−1, m ≥ 1. (3.27)
On the other hand, let m = −2, n = 1 and m = −5, n = 3 in (3.25) respectively and
use (3.26), (3.27), then
−4ǫµ2ǫ−1 + 2λ−1 + 2λǫ2−1 − 4λǫ−1 = 0, −4ǫµ2ǫ−1 + 3λ−1 + 3λǫ2−1 − 6λǫ−1 = 0.
Combine the two identities, we get
λ−1 = −λǫ2−1 + 2λǫ−1 and µǫ−1 = 0.
So
λǫm−1 = m(λǫ−1 − λ−1) + λ−1, ∀m ∈ Z.
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Set λǫ−1 − λ−1 = c, λ−1 = d, then
σ¯(Ln) = ǫα
nLǫn + α
n(nc + d)Iǫn−1, (3.28)
σ¯(In) = α
nµIǫ(n+1)−1, σ¯(Yn+ 1
2
) = αn
√
ǫαµ Yǫ(n+1)−1+ 1
2
, (3.29)
for all n ∈ Z. Where α, µ ∈ C∗, c, d ∈ C, ǫ = ±1. Denote by σ¯(ǫ, α, µ, c, d) the
automorphism of Wg(1, 0) satisfying (3.28) and (3.29), then
σ¯(ǫ1, α1, µ1, c1, d1)σ¯(ǫ2, α2, µ2, c2, d2) = σ¯(ǫ1ǫ2, α
ǫ2
1 α2, α
ǫ2−1
1 µ1µ2, c1+α
−1
1 µ1c2, ǫ2d1+α
−1
1 µ1d2),
(3.30)
and σ¯(ǫ1, α1, µ1, c1, d1) = σ¯(ǫ2, α2, µ2, c2, d2) if and only if ǫ1 = ǫ2, α1 = α2, µ1 = µ2,
c1 = c2, d1 = d2. Let
σ¯ǫ = σ¯(ǫ, 1, 1, 0, 0), τ¯α,µ = σ¯(1, α, µ, 0, 0), σ¯c,d = σ¯(1, 1, 1, c, d)
a3 = {σ¯ǫ | ǫ ∈ {±1}}, b3 = {τ¯α,µ | α, µ ∈ C∗}, c3 = {σ¯c,d | c, d ∈ C}.
Similar to the discussion in the lemma 3.3, we have the same results
Aut(Wg(1, 0)) = (Ic3)⋊ (a3 ⋉ b3) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
Case 2: b = 1. We have λ−1 = 0, so σ¯(L0) = ǫL0. Let m+ n = 0 in (3.14) and (3.15),
we have
µǫm−1 + µǫ(−m)−1 = 0, (3.31)
µǫm−1µǫ(−m)−1 = 0, (3.32)
for all m ∈ Z. From (3.31) and (3.32), we can deduce that
µǫm−1 = 0, ∀m ∈ Z.
Consequently, by (3.15), we have
(m+ n)(λǫm−1 − λǫn−1) = (m− n)λǫ(m+n)−1 (3.33)
Let n = −1 in (3.33) and use induction on m, we get
λǫm−1 =
m(m− 1)
2
(λǫ−1 + λ−ǫ−1) +mλǫ−1, ∀m ∈ Z.
By (3.16), we have
(m+ 1)eǫ(m+n+1)−1 = (m+ n+ 1)eǫ(m+1)−1. (3.34)
Let m = 0 in (3.34), we get
eǫ(n+1)−1 = (n+ 1)eǫ−1, ∀n ∈ Z.
Set c =
λǫ−1 + λ−ǫ−1
2
, d = λǫ−1 − c, e = eǫ−1, then
σ¯(Ln) = ǫα
nLǫn + α
nn(nc+ d)Iǫn−1, σ¯(In) = α
nµIǫ(n+1)−1, (3.35)
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σ¯(Yn+ 1
2
) = αn(n+ 1)eIǫ(n+1)−1 + α
n√ǫαµ Yǫ(n+1)−1+ 1
2
, (3.36)
for all n ∈ Z. Where c, d, e ∈ C, α, µ ∈ C∗, ǫ = ±1. If σ¯ is a linear operator
on Wg(a, b) satisfying (3.35) and (3.36) for some α, µ ∈ C∗, then it is easy to check
that σ¯ ∈ Aut(W g(a, b)). Denote by σ¯(ǫ, α, µ, c, d, e) the automorphism of Wg(1, 1)
satisfying (3.35) and (3.36), then
σ¯(ǫ1, α1, µ1, c1, d1, e1)σ¯(ǫ2, α2, µ2, c2, d2, e2) (3.37)
= σ¯(ǫ1ǫ2, α
ǫ2
1 α2, α
ǫ2−1
1 µ1µ2, ǫ2c1 + α
−1
1 µ1c2, d1 + α
−1
1 µ1d2, α
ǫ2−1
1 µ1e2 + α
ǫ2−1
1 ǫ2e1
√
ǫ2α2µ2),
and σ¯(ǫ1, α1, µ1, c1, d1, e1) = σ¯(ǫ2, α2, µ2, c2, d2, e2) if and only if ǫ1 = ǫ2, α1 = α2,
µ1 = µ2, c1 = c2, d1 = d2, e1 = e2. Let
σ¯ǫ = σ¯(ǫ, 1, 1, 0, 0, 0), τ¯α,µ = σ¯(1, α, µ, 0, 0, 0), σ¯c,d,e = σ¯(1, 1, 1, c, d, e)
a3 = {σ¯ǫ | ǫ ∈ {±1}}, b3 = {τ¯α,µ | α, µ ∈ C∗}, c3 = {σ¯c,d,e | c, d, e ∈ C}.
From (3.37), we can see that a3, b3, c3, are subgroups of Aut(W
g(1, 1)). Similar to the
discussion in lemma 3.3 and [22], we have
Aut(Wg(1, 1)) = (Ic3)⋊ (a3 ⋉ b3) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
Case 3: b 6= 0, 1. We always have λ−1 = 0. Let n = −m,n = 1 in (3.14) respectively,
we have
(3− b)(µǫm−1 + µǫ(−m)−1) = 0, (3.38)
(2m+ b− 1)µǫm−1 − [2 + (b− 1)m]µǫ−1 = 2(m− 1)µǫ(m+1)−1.
That is
2(m− 1)[µǫ(m+1)−1 − (m+ 1)µǫ−1] = (2m+ b− 1)[µǫm−1 −mµǫ−1]. (3.39)
Subcase 3.1: b 6= 3. From (3.38), we have
µǫ(−m)−1 = −µǫm−1, ∀m ∈ Z. (3.40)
So using induction on m ≥ 2 in (3.39), we obtain
µǫm−1 =
(3 + b)(5 + b) · · · (2m− 3 + b)
(2m− 4)!! (µǫ2−1 − 2µǫ−1) +mµǫ−1, m ≥ 3. (3.41)
On the other hand, let m = 3, n = −1 in (3.14) and use (3.40), (3.41) we have
(5 + 4b− b2)µǫ2−1 = 2(5 + 4b− b2)µǫ−1. (3.42)
If 5 + 4b− b2 6= 0, that is b 6= −1 and b 6= 5, then µǫ2−1 = 2µǫ−1. Consequently,
µǫm−1 = mµǫ−1, ∀m ∈ Z.
From (3.15), we have
mnǫ(m− n)µ2ǫ−1 + λǫm−1(m+ bn)− λǫn−1(n+ bm) = (m− n)λǫ(n+m)−1. (3.43)
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Let n = −1, m+ n = 0 in (3.43) respectively, we get
−m(m+ 1)ǫµ2ǫ−1 + λǫm−1(m− b)− λǫ(−1)−1(−1 + bm) = (m+ 1)λǫ(m−1)−1 (3.44)
(1− b)(λǫm−1 + λǫ(−m)−1) = 2ǫm2µ2ǫ−1 (3.45)
Let m = 2 in (3.44) and use (3.45), we have
(−4 + 2b)ǫµ2ǫ−1 + (2− b)(1− b)λǫ2−1 = (1− b)(4− 2b)λǫ−1 (3.46)
If b 6= 2, we have
2ǫµ2ǫ−1 + 2(1− b)λǫ−1 = (1− b)λǫ2−1 (3.47)
Using (3.45), we obtain
λǫ2−1 = 3λǫ−1 + λǫ(−1)−1. (3.48)
Similarly, we also get
λǫ3−1 = 6λǫ−1 + 3λǫ(−1)−1
Then induction on m in (3.44) and using (3.45) and (3.48), we have
λǫm−1 =
m(m+ 1)
2
λǫ−1+
m(m− 1)
2
λǫ(−1)−1 =
m(m− 1)
2
[λǫ−1+λǫ(−1)−1]+mλǫ−1, ∀m ∈ Z.
Let m = 0, n = 1 and m = −1 in (3.16) respectively, we have
(b+ 1)(eǫ2−1 − 2eǫ−1) = 0 (3.49)
and
b− 1
2
eǫn−1 − be−1 = −ǫαµǫn−1f−1, n 6= 0. (3.50)
From the two identities, we have e−1 = 0 if b 6= −1. So
eǫn−1 =
−2ǫnαµǫ−1f−1
b− 1 , ∀n ∈ Z.
Consequently, by (3.19), we get
eǫ(n+1)−1 =
−2ǫ(n+ 1)µǫ−1√ǫαµ
b− 1 , ∀n ∈ Z.
Set
λǫ−1+λǫ(−1)−1
2
= c, λǫ−1 = d, then by (3.45), µǫ−1 =
√
ǫ(1− b)c. So we get
σ¯(Ln) = ǫα
nLǫn + α
nn((n− 1)c+ d)Iǫn−1 + αnn
√
ǫ(1− b)cYǫn−1+ 1
2
, (3.51)
σ¯(In) = α
nµIǫ(n+1)−1, (3.52)
σ¯(Yn+ 1
2
) = αn
−2ǫ(n + 1)√(1− b)cαµ
b− 1 Iǫ(n+1)−1 + α
n√ǫαµ Yǫ(n+1)−1+ 1
2
, (3.53)
for all n ∈ Z. Where c, d ∈ C, α, µ ∈ C∗, ǫ = ±1. Similar to the discussion in lemma
3.3, we have
Aut(Wg(1, b)) ∼= (C∞ ⋊ C∞)⋊ (Z2 ⋉ (C∗ × C∗)), b 6= 0, 1, 2, 3,−1, 5.
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If b = 2, Induction on m in (3.44) and using (3.45), we have
λǫm−1 =
m(m− 1)(m+ 1)
6
λǫ2−1−m(m − 1)(m− 2)
6
[λǫ−1+λǫ(−1)−1]−m(m− 2)(m+ 2)
3
λǫ−1,
for all m ∈ Z. Similar to the above discussion, we have
Aut(Wg(1, 2)) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
If b = −1, by (3.14), we have
µǫm−1 + µǫn−1 = µǫ(m+n)−1. (3.54)
Let n = 1 in (3.54) and induction on m > 1, according to (3.40), we still get
µǫm−1 = mµǫ−1 for all m ∈ Z. By (3.50), we obtain eǫn−1 = ǫαnµǫ−1f−1 + e−1 for
all n ∈ Z. We still have the following result
Aut(Wg(1,−1)) ∼= (C∞ ⋊ C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
If b = 5, by (3.14), we get
µǫm−1 =
m(m− 1)(m+ 1)
6
(µǫ2−1 − 2µǫ−1) +mµǫ−1, ∀m ∈ Z.
Let m+ n = 0, n = 1 in (3.15) respectively, for all m ∈ Z, we have
2(λǫm−1 + λǫ(−m)−1) = −ǫµ2ǫm−1, (3.55)
ǫ(m− 1)µǫm−1µǫ−1 + (m+ 5)λǫm−1 − (1 + 5m)λǫ−1 = (m− 1)λǫ(m+1)−1. (3.56)
Let m = ±2 in (3.56) respectively and use (3.55), we obtain
λǫ2−1 = −ǫ(µǫ2−1 − µǫ−1)
2
2
+ 2λǫ−1, (3.57)
λǫ3−1 = ǫµǫ2−1µǫ−1 − 7
2
ǫ(µǫ2−1 − µǫ−1)2 + 3λǫ−1. (3.58)
On the other hand, let m = −3 in (3.56) and use (3.55), (3.57), we have
λǫ3−1 = 26ǫµǫ2−1µǫ−1 − 43
2
ǫµ2ǫ−1 − 8ǫµ2ǫ2−1 + 3λǫ−1. (3.59)
Combine (3.58) and (3.59), we still get
µǫ2−1 = 2µǫ−1.
So
µǫm−1 = mµǫ−1, ∀m ∈ Z.
Consequently, we get the complete same results as the above lemma, that is
Aut(Wg(1, 5)) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
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Subcase 3.2: b = 3. Letting n = ±1 in (3.14) respectively and using induction on m,
we can deduce
µǫm−1 =
m(m− 1)
2
(µǫ−1 + µǫ(−1)−1) +mµǫ−1, ∀m ∈ Z. (3.60)
Let m+ n = 0, n = 1 in (3.15) respectively, for all m ∈ Z, we have
λǫm−1 + λǫ(−m)−1 = ǫµǫm−1µǫ(−m)−1, (3.61)
ǫ(m− 1)µǫm−1µǫ−1 + (m+ 3)λǫm−1 − (1 + 3m)λǫ−1 = (m− 1)λǫ(m+1)−1. (3.62)
Induction on m > 2 in (3.62) and computation by computer, we obtain
λǫm−1 = mλǫ−1 − m(m− 1)
2
ǫµ2ǫ−1 +
m(m3 +m− 2)
4
ǫ(µǫ−1 + µǫ(−1)−1)µǫ−1, m > 2.
(3.63)
At the same time, let m = −3n in (3.15), we have
λǫ(−2n)−1 = −2λǫn−1 + ǫµǫ(−3n)−1µǫn−1, ∀n ∈ Z. (3.64)
Let n = −2 and n = 1 in (3.64) and use (3.60), we have
λǫ4−1 = 4λǫ−1 + 15ǫµ
2
ǫ−1 + 45ǫµ
2
ǫ(−1)−1 + 66ǫµǫ−1µǫ(−1)−1. (3.65)
On the other hand, by (3.63), we have
λǫ4−1 = 4λǫ−1 + 60ǫµ
2
ǫ−1 + 66ǫµǫ−1µǫ(−1)−1. (3.66)
Compare (3.65) with (3.66), we obtain
µ2ǫ−1 = µ
2
ǫ(−1)−1
If µǫ−1 = −µǫ(−1)−1, by (3.60), (3.61) and (3.63), we have
µǫm−1 = mµǫ−1, λǫm−1 = mλǫ−1 +
m(m− 1)
2
(λǫ−1 + λǫ(−1)−1), ∀m ∈ Z.
Similar to the discussion in lemma 3.3, we get
Aut(Wg(1, 3)) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).
If µǫ−1 = µǫ(−1)−1, by (3.60), (3.61) and (3.63), we have
µǫm−1 = m
2µǫ−1, λǫm−1 = mλǫ−1 +
m(m3 − 1)
2
(λǫ−1 + λǫ(−1)−1), ∀m ∈ Z.
Set
λǫ−1 + λǫ(−1)−1
2
= c,
λǫ−1 − λǫ(−1)−1
2
= d, then µǫ−1 =
√
2cǫ. Consequently, we have
σ¯(Ln) = ǫα
nLǫn + α
nn(n3c+ d)Iǫn−1 + α
nn2
√
2ǫcYǫn−1+ 1
2
, (3.67)
σ¯(In) = α
nµIǫ(n+1)−1, (3.68)
σ¯(Yn+ 1
2
) = −αnǫ(n + 1)
√
2cαµIǫ(n+1)−1 + α
n√ǫαµ Yǫ(n+1)−1+ 1
2
, (3.69)
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for all n ∈ Z, where c, d ∈ C, α, µ ∈ C∗, ǫ = ±1. Similar to the discussion in lemma
3.3, we still have
Aut(Wg(1, 3)) ∼= (C∞ ⋊C∞)⋊ (Z2 ⋉ (C∗ × C∗)).

By lemma 3.2-3.4, we get the main theorem of this section.
Theorem 3.5.
Aut(Wg(a, b)) ∼=
{
(C∞ ⋊C∞)⋊ (C∗ × C∗), if a 6∈ Z,
(C∞ ⋊C∞)⋊ (Z2 ⋉ (C
∗ × C∗)), otherwise.
where C∞ = {(ai)i∈Z | ai ∈ C, all but a finite number of the ai are zero }, and
Z2 = Z/2Z, C
∗ = C\{0}.

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