We report experimental results on the relative performance of simultaneous and sequential versions of the Abreu-Matsushima mechanism. Under the simultaneous version, subjects typically use undominated strategies, but apply only a limited number of iterations of dominance. Consequently the unique strategy surviving iterative elimination of strictly dominated strategies is rarely observed. Under the sequential version, subjects also typically use undominated strategies, but apply only a limited number of steps of backward induction. Thus the backward induction outcome is also rarely observed. The sequential version results in fewer observed outcomes corresponding to the predicted outcome than the simultaneous version. Journal of Economic Literature Classification Number(s): C72, C92. 
INTRODUCTION
In this paper we consider two mechanisms that can, in principle, be applied to a wide range of games to implement desired outcomes, and compare their performances in a laboratory environment. The first mechanism, proposed by Abreu and Matsushima [1] , hereafter AM, virtually implements almost any social choice function via iterative elimination of strictly dominated strategies. The second mechanism, proposed by Glazer and Perry [7] , hereafter GP, is a modification of the AM mechanism that implements via backward induction.
An appealing feature of iterative strict dominance is that it can be based on simple rationality postulates. If players use undominated strategies and this is common knowledge, then the outcome of a game will be that selected by iterative strict dominance. However, some authors have argued that when many iterations of dominance are required, and each involves a small payoff difference, this solution concept is not compelling. Glazer and Rosenthal [8] argue that the AM mechanism implements outcomes in a manner that is susceptible to this criticism (but see also AM's reply, [2] ).
In a laboratory experiment, Sefton and Yavas [15] investigated the AM mechanism and found that the game-theoretic prediction is indeed a poor predictor of subjects' behavior. While subjects overwhelmingly do play undominated strategies, at the same time they fail to drive the logic of iterative dominance to its conclusion. Rather, subjects can be loosely characterized as only carrying out a limited number of applications of iterated dominance (usually 3 or 4). In fact, limited application of iterative dominance is typical of experimental results from other games. For example Costa-Gomes et al. [6] find that compliance with equilibrium is high in normal-form games that are solvable by one or two rounds of iterated dominance, but much lower in games that require three rounds. In dominance-solvable ''beauty contest game'' experiments there is also evidence that subjects apply a limited number of rounds of dominance, although they tend to apply more rounds with experience: see Nagel [12] for a survey.
These results suggest that the AM mechanism may not be robust to one or more of a number of possible factors-lack of common knowledge, bounded rationality, or uncontrolled aspects of subjects preferences. Thus, it is natural to ask whether other mechanisms provide robust alternatives to this mechanism. Glazer and Rubinstein [9] point out that it is sometimes possible to construct an extensive game representation of a normal form game with the property that the backward induction outcome of the extensive game involves the same comparisons between strategies as is made in a particular order of elimination of strategies in the normal form game. In such a case they argue that the calculation of the backward induction outcome may be simpler than the calculation of the outcome surviving iterative dominance, since the extensive form provides an explicit guide to the order in which strategies should be compared. The GP mechanism can be viewed as such an extensive game. This mechanism is a dynamic version of AM that implements the desired outcome via backward induction. GP argue that sequential mechanisms, relying on backward induction, seem to be more intuitive and simpler to understand than simultaneous counterparts.
However, as with iterative dominance, some authors have stated reservations about the backward induction solution concept. For example, Selten [16] argues that the backward induction outcome is an implausible prediction in a game where there are many subgames to consider, and Rosenthal [13] points out that the effect of decision costs or a small probability of a ''mistake'' may be compounded in games with many subgames.
2 There is also evidence of the limited predictive power of backward 2 In addition, the dynamic structure introduces difficult issues involving what rational players should do when they find themselves off the backward induction path. For different approaches to these issues see Aumann [3] and Ben-Porath [4] . induction in experimental games. In experiments with centipede games subjects' decisions do not lead to the backward induction outcome, although decisions move closer to the prediction as subjects repeat the game (McKelvey and Palfrey [11] ). In alternating offer bargaining games subjects also systematically deviate from the backward induction outcome (see Roth [14] for a survey), although for some parameter values outcomes closer to the backward induction can be obtained by giving subjects experience in the relevant subgames (Harrison and McCabe [10] ). These experiments suggest that the vulnerability of iterative dominance to lack of common knowledge, bounded rationality, or uncontrolled preferences is shared, to some extent, by backward induction.
Which solution concept is more robust is difficult to determine using existing experimental evidence, because the games in which each has been studied differ considerably. In the present paper we compare the predictive performance of the AM and GP mechanisms using the game discussed by Glazer and Rosenthal [8] .
The sessions involving the AM mechanism are based on Experiment I of Sefton and Yavas [15] , but involve slightly different parameters and procedures. The results reported here are broadly consistent with those from the earlier study: subjects overwhelmingly play undominated strategies, but do not drive the logic of iterative dominance to its conclusion; as a result the predicted outcome is rarely observed. Sessions with the GP mechanism are designed to be comparable with these AM sessions. Again, the vast majority of subjects play undominated strategies, but this time the unravelling process that leads to the backward induction outcome fails; as a result the backward induction outcome is rarely observed. Indeed, we observe relatively fewer outcomes corresponding to the predicted outcome under the GP mechanism than under the AM mechanism.
The remainder of the paper is organized as follows. In the next section we describe the games studied, and in Section 3 we describe our experimental design and procedures. In Section 4 we present the results and Section 5 concludes.
THE MECHANISM GAME
The games investigated here are based upon the coordination game of Fig. 1 . (This game was used by Glazer and Rosenthal [8] as an example to illustrate some of their concerns with the way that the AM mechanism works.) The game is a symmetric two-player game with two pure-strategy equilibria, (a, a) and (b, b) .
We compare the performances of the AM and GP mechanisms in implementing the outcome (a, a). Both mechanisms modify the game in two ways. First, players play the game in pieces. Instead of simultaneously making a single choice, each player chooses a sequence of T choices, where each choice is either a or b. These sequences are then matched choice by choice, and for each pair of choices payoffs are those given in Fig. 1 divided by T. Second, a player who includes a choice of b in his or her sequence may have to pay a small fine, F.
The Abreu-Matsushima Mechanism
In the AM mechanism the sequences are chosen simultaneously. A fine is then imposed on the player whose earliest choice of b in her sequence occurs before that of her opponent (they both incur the fine if their earliest choices of b occur in the same stage).
FIG. 1. Payoff matrix for coordination game.
Consider the following example with T=10 pieces and a fine of F=50. Players one and two submit the following sequences: 
where
The first summation in the payoff function is the payoff from pieced play, while the second incorporates the fining part of the mechanism. The fining part of the mechanism depends on a recursive relation for A ik . When A ik =1 the fining term is ''switched on'' and i incurs a fine by choosing b in the kth stage, and when A ik =0 the fining term is ''switched off.'' The recursion works as follows: in the first stage the fining term is switched on, so either player incurs a fine if the first choice in their sequence is b. The fining term then remains switched on as long as both players choose a. As soon as a player chooses b, the fine is incurred by that player (possibly both) and the fining term is switched off.
When F > 200/T, the following results are easily established.
(1) Let x i2 , ..., x iT be arbitrarily given. The strategy (0,
(2) Any strategy with x i1 =0 is undominated. (3) The unique strategy profile surviving iterative elimination of dominated strategies has x ik =0 for i=1, 2, k=1, 2, ..., T.
To see (1) , first suppose that player j's strategy has x j1 =1. Then player i's payoff from the strategy beginning with x i1 =1 is P+200/T − F, where P represents her payoff from the last T − 1 pieces. Player i's payoff from the same strategy but replacing x i1 =0 is P. Thus, if F > 200/T player i can avoid the fine by delaying her first choice of b, and this outweighs her first piece payoff loss of 200/T. Alternatively, suppose player j's strategy has x j1 =0. Then the strategy beginning with x i1 =1 gives player i a payoff of P − F, while the strategy beginning with x i1 =0 yields at least P+100/T − F. Thus, even if delaying the first choice of b does not lead to the avoidance of the fine, the increase in first piece payoff makes the choice x i1 =0 worthwhile.
In fact, suppose j's strategy is x j =(1, x j2 , ..., x jT ) where x j2 , ..., x jT are arbitrarily given. Then i's strict best response is x i =(0, x j2 , ..., x jT ). Since a strategy cannot be dominated if it is a best response to some strategy, result (2) follows. Note that this means even a ''non-monotonic'' sequence such as (0, 1, 0, ..., 0) is undominated. Assuming common knowledge of rationality, property (1) implies that player i knows her opponent's sequence will begin with x j1 =0. Knowing this, the same calculations as before imply that sequences with x i2 =1 are strictly dominated by the same sequence but replacing x i2 =1 with x i2 =0. Continuing this process of iterative elimination of strictly dominated strategies leads to result (3).
The Glazer-Perry Mechanism
In the GP mechanism the players complete their choices sequentially: player 1 makes her first choice, this choice is then observed by player 2, player 2 then makes her first choice, and so on. Finally, having observed the T choices of her opponent, player 2 chooses the Tth element of her own sequence (and thus the game is one of perfect information). The player who last chooses b incurs the fine (and since the players move sequentially only one player can incur the fine).
Consider the following example, again with T=10 and F=50: 
Note that the GP mechanism introduces an asymmetry in player roles. For player 2, in the last stage the fining term is switched on so she incurs a fine if her last element is b. The fining term remains switched on as long as both players choose a as we work backwards through the sequences. As soon as a player chooses b (again, working backwards), the fine is incurred by that player and the fining term is switched off.
When To see (4) , first suppose that player 1's last choice is b, i.e., x 1T =1. Then player 2's payoff from choosing x 2T =1 is P+200/T − F, where P is the payoff from the first T − 1 pieces, while her payoff from choosing x 2T =0 is P. Thus, assuming F > 200/T, x 2T =0 is optimal if x 1T =1. Now consider the other case: x 1T =0. Now x 2T =1 yields P − F, while x 2T =0 yields at least P+100/T − F. Again, x 2T =0 is optimal.
Anticipating this, player one's optimal choice has x 1T =0, and the backward induction outcome (5) is established in the usual manner.
EXPERIMENTAL DESIGN
The experiment consisted of two sets of five sessions conducted at Penn State University in Summer/Fall 2000. One set employed the AM mechanism with T=10 and F=50, while the other set employed the GP mechanism with the same parameters.
Subjects were respondents to e-mail invitations sent to upper division undergraduates enrolled in the College of Business. The e-mail stated that sessions would last up to one hour, and participants would receive a participation fee of $5, plus an opportunity to make additional earnings dependent on decisions. Subjects were not allowed to take part in more than one session.
When subjects arrived for the experiment they were randomly allocated to a computer terminal, and given a set of written instructions, which a monitor then read aloud. 5 After hearing the instructions subjects were 5 Copies of the instructions are available at http://www.nyu.edu/jet.
given a quiz. When all subjects had completed the quiz correctly the decision-making part of the experiment began. The only permitted communication between subjects was via formal decisions transmitted by pressing keys on a computer terminal. In seven of the sessions, eighteen subjects participated in 17 rounds, where each round consisting of a single play of the mechanism game against an anonymous opponent. Subjects were rematched between rounds so that each subject played every other subject once. Two AM sessions and one GP session were conducted with 16 subjects (due to no-shows). These subjects also participated in 17 rounds, playing 13 other subjects once and 2 other subjects twice. 6 For the GP sessions each subject played nine times in one role and eight in the other, according to a predetermined sequence. Allowing subjects to repeat a decision task gives them opportunities to learn about the strategic structure of the game. However, because we were primarily interested in the (one-shot) games described in the previous section, we had subjects play different opponents in different rounds in order to reduce repeated game effects. 7 For example, if the same two subjects were paired in all 17 rounds of the AM mechanism game, then, except for the final round, it would not be true that sequences beginning with b are dominated. At the beginning of around each subject was informed of the current round number and point earnings, but were not given any information as to the identity of his or her opponent. Subjects then made their decisions according to the rules of the relevant mechanism. At the end of the round each subject was shown the decisions made in the game he or she had played, and his or her own point earnings from the game.
The first three rounds were designated practice rounds: point earnings from these did not count toward final point earnings. Final point earnings were the accumulated point earnings from rounds 4 to 17. These were converted into cash using an exchange rate of 1 cent per point at the end of the session, which was added to the $5 participation fee. Earnings averaged $16.97, and ranged from $3 to $23.70. Sessions lasted less than one hour, averaging approximately 45 minutes.
RESULTS
Iterative dominance and backward induction make sharp predictions in the games that we study. We begin this section by comparing the actual outcomes with these predictions. Fig. 2 graphs the proportion of games resulting in the predicted outcome for each round.
In round 4, the first round that counted toward earnings, not one out of 43 AM mechanism games resulted in the outcome surviving iterative dominance, while only 3 of 44 GP mechanism games ( % 7%) resulted in the backward induction outcome. By the final round rather more games resulted in the predicted outcome: 30% of the AM mechanism games and 18% of the GP mechanism games. (Note that the AM versus GP ranking based on play in the final round reverses that based on initial play.) Nevertheless, a notable point is that the majority of games do not result in the predicted outcome. Across all rounds for which subjects were paid, 15%
FIG. 2. Proportion of games resulting in predicted outcome.
IMPLEMENTATION BY ITERATIVE DOMINANCE of AM mechanism games and 10% of GP mechanism games resulted in the predicted outcomes.
This finding should not be interpreted necessarily as evidence of irrational behavior. Consider, for example, the extent to which subjects play dominated strategies. In the AM mechanism game, any strategy with x i1 =1, i.e., placing b in the first element of the sequence, is dominated. Any other strategy is undominated. In the GP mechanism game any secondmover strategy that results in x 2T =1 (i.e., the second mover placing b in the last element of the sequence) is dominated by another strategy that is identical except it plays x 2T =0 after any history. Thus we associate any observed second-mover sequence ending with a choice of b with the use of a dominated strategy, and any other second-mover sequence with the use of an undominated strategy. Figure 3 shows the proportion of dominated strategies observed across rounds.
It is clear from Fig. 3 that most observed strategies were undominated, and that the use of dominated strategies declined over the course of the sessions. In fact, across all rounds for which subjects were paid, 95% of submitted AM strategies were undominated, while 98% of (second-mover) GP strategies were undominated. Again the AM versus GP ranking depends upon whether it is based on final or initial play.
FIG. 3. Proportion of dominated strategies.
Taken together, Figs. 2 and 3 show that while dominated strategies are rarely used (especially in later rounds), subjects fail to drive the logic of iterated dominance/backward induction to its conclusion. That subjects use a limited number of iterations of dominance in the AM mechanism games and a limited number of steps of backward induction in the GP mechanism games is borne out by another strong pattern in our data. Note that in the AM mechanism, a subject has 2 10 pure strategies from which to choose. In the GP mechanism a player's pure strategies can generate 2 10 distinct sequences. However, for each mechanism only 11 of these possible sequences have the following monotonicity property. A monotonic sequence in the AM mechanism game has, for k > m, x ik \ x im , while a monotonic sequence in the GP mechanism game has, for k > m, x ik [ x im . For the AM mechanism 92% of the sequences observed in rounds 4-17 are monotonic, while the corresponding percentage for the GP mechanism is 90%. Moreover, just as the frequency of dominated strategies declines over the course of a session, so too does the frequency of non-monotonic sequences (see Fig. 4 ), particularly in the case of the AM mechanism.
Thus, subjects in the AM sessions typically submitted sequences consisting of a number of a choices followed by a number of b choices, while subjects in the GP sessions tended to do the reverse. In Fig. 5 we show the average number of a choices in a sequence, restricting attention to monotonic sequences. This figure indicates that subjects using monotonic sequences initially choose sequences consisting of, on average, three or four a's. As the session progresses, they gradually choose more as so that, by the final round, sequences involve mainly a choices.
Figures 2-5 all exhibit dynamics that move data in the direction of the predicted outcome. These dynamics are consistent with an explanation whereby subjects learn to eliminate more and more conditionally dominated strategies as they repeat the game against different opponents. Even though subjects face different opponents in each round, such a learning process could result from a model whereby subjects tend to change their behavior in the direction of better replies to past opponents choices, as in Selten and Stoecker's [17] analysis of finitely repeated prisoner's dilemma supergames. If anything, the figures suggest that the rate of learning is faster in the simultaneous-move game.
We close this section with a statistical comparison of the two mechanisms. Both predict the same outcome-albeit using different solution concepts-and both are applied to the same game. For formal statistical tests of mechanism equivalence we first take an individual session as our unit of observation. Thus, for any particular measure of performance, our design yields five observations on each mechanism, which we compare using a two-tailed Wilcoxon test. We consider several measures of performance. We consider the percentage of games resulting in the predicted outcome, first pooling over all rounds for which subjects were paid (rounds [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] , and second focussing on the last half of these rounds. We also consider the percentage of a choices in rounds 4 to 17, as well as the percentage in rounds [11] [12] [13] [14] [15] [16] [17] . The data are presented in Table I .
Averaging over all sessions the AM mechanism outperforms the GP mechanism according to all of these measures. However, the observed difference is only significant at the 10% level in the case of the percentage of a choices in the last seven rounds.
Comparing mechanisms at a more disaggregated level is problematic since individual decisions within a session cannot be taken to be independent. Our design does, however, allow a clean comparison of first-round data, since each first-round game can be considered as independent. The proportions of first-round games resulting in the predicted outcome, 0/43 for the AM and 4/44 for the GP mechanism, are not significantly different at conventional levels (the p-value for Fisher's exact test is 0.116). Likewise, while a choices are more frequently observed in the first-round games of the AM sessions (48%) than the GP sessions (42%), the difference is not significant (p-value for the Wilcoxon test is 0.1183).
Thus, in our laboratory setting the GP mechanism does not outperform its static counterpart. In most cases observed differences between the two mechanisms favor the AM mechanism, although these differences are usually statistically insignificant. The one exception is the percentage of a choices in later rounds: using this measure the AM mechanism has a statistically significant advantage.
CONCLUSION
The research goal of identifying simple and practical mechanisms for implementing desired outcomes requires a combination of innovative theory and empirical scrutiny. This paper has reported laboratory experiments to compare two recently proposed mechanisms that use alternative solution concepts to implement desired outcomes. The first mechanism, due to Abreu and Matsushima [1] , uses iterative strict dominance, a solution concept that has a strong decision-theoretic foundation. However, when the predicted outcome calls for many iterations of dominance, some commentators have expressed reservations about this concept, and laboratory evidence finds substantial discrepancies between predicted and actual outcomes. The second mechanism, due to Glazer and Perry [7] , uses backward induction. This solution concept is, arguably, more intuitive and simpler to understand. However, this concept has also been criticized when many steps of backward induction are required, and it has been found wanting in some laboratory settings. Our experiment applies the two mechanisms to the same implementation task, making possible a direct comparison of their performance.
This task clearly presents a challenge to both mechanisms: the majority of outcomes fail to conform to that predicted by iterative strict dominance or backward induction. However, both mechanisms have promising features. The pervasive use of undominated strategies indicates that subjects are aware of the incentives to avoid being fined, and there is a tendency for subjects to apply more steps of dominance/induction with repetition.
Overall we find that, according to simple measures of performance, the AM mechanism outperforms the GP mechanism, although differences are usually statistically insignificant. Thus, our experiment fails to support the argument that sequential mechanisms will be more successful in implementing desired outcomes.
