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A promising route to realize entangled magnetic states combines geometrical frustration with quantum-
tunneling effects. Spin-ice materials are canonical examples of frustration, and Ising spins in a transverse mag-
netic field are the simplest many-body model of quantum tunneling. Here, we show that the tripod kagome lattice
material Ho3Mg2Sb3O14 unites an ice-like magnetic degeneracy with quantum-tunneling terms generated by
an intrinsic splitting of the Ho3+ ground-state doublet, realizing a frustrated transverse Ising model. Using neu-
tron scattering and thermodynamic experiments, we observe a symmetry-breaking transition at T ∗ ≈ 0.32 K
to a remarkable quantum state with three peculiarities: a continuous magnetic excitation spectrum down to
T ≈ 0.12 K; a macroscopic degeneracy of ice-like states; and a fragmentation of the spin into periodic and ape-
riodic components strongly affected by quantum fluctuations. Our results establish that Ho3Mg2Sb3O14 realizes
a spin-fragmented state on the kagome lattice, with intrinsic quantum dynamics generated by a homogeneous
transverse field.
I. INTRODUCTION
Quantum spin liquids are exotic states of magnetic mat-
ter in which conventional magnetic order is suppressed by
strong quantum fluctuations [1]. Frustrated magnetic mate-
rials, which have a large degeneracy of classical magnetic
ground states, are often good candidates to observe this be-
havior. A canonical example is spin ice, in which Ising
spins occupy a pyrochlore lattice of corner-sharing tetrahe-
dra [2, 3]. Classical ground states obey the “two in, two out”
ice rule for spins on each tetrahedron, and thermal excitations
behave as deconfined magnetic charges [4, 5]. These frac-
tionalized excitations—also known as magnetic monopoles—
interact via Coulomb’s law and correspond to topological de-
fects of a classical field-theory obtained by coarse-graining
spins into a continuous magnetization. In principle, topologi-
cal quantum excitations can be generated by adding quantum-
tunneling terms to the classical spin-ice model [6–8]—e.g., by
introducing a local magnetic field transverse to the Ising spins
[9, 10]. A search for pyrochlore materials that realize such
quantum spin-ice states has found several promising candi-
dates (see, e.g., [11–21]. However, important challenges re-
main, including the determination of the often-complex spin
Hamiltonians [22–24], the subtle role that structural disor-
der may play [25–27], and the computational challenges as-
sociated with simulations of three-dimensional (3D) quantum
magnets [28, 29].
A promising alternative route towards quantum analogs of
ice is offered by quasi-two-dimensional magnets. In par-
ticular, the kagome lattice—a 2D network of corner-sharing
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FIG. 1. Spin fragmentation on a kagome lattice, based on Ref. [30].
Spins are represented by black arrows. Each triangle has two spins
pointing “in” (towards its center) and two pointing “out” (away from
its center). The emergent magnetic charge of a triangle is defined as
the number of spins pointing “in” minus the number pointing “out”.
Positive (+) and negative (−) magnetic charges are represented as
red and blue triangles, respectively, and form a staggered arrange-
ment. Such states are macroscopically degenerate because three dif-
ferent spin arrangements are possible for each single charge, two
of which are shown in the left image. Spin fragmentation decom-
poses each unit-length spin into divergence-full and divergence-free
channels (center and right images, respectively). The fragmented
spins are shown as orange circles with diameter proportional to the
length of the fragmented spin. The divergence-full channel corre-
sponds to an “all-in/all-out” (AIAO) ordering of fragmented spins
containing the staggered arrangement of + and − magnetic charges.
The divergence-free channel corresponds to a Coulomb phase for
which each triangle is charge neutral. Due to the macroscopic de-
generacy, the divergence-free part can fluctuate independently of the
divergence-full part.
triangles—is frustrated for Ising spins coupled by dipolar
magnetic interactions [31–33]. These interactions favor a
kagome analog of spin ice with “one in, two out” and “two
in, one out” spin states on each triangle that carry ±1 emer-
gent magnetic charges [34]. At low temperatures, the effec-
tive Coulomb interaction between magnetic charges drives
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2a phase transition to a state with staggered charge ordering
[31, 32]. Nevertheless, this state possesses nonzero entropy,
because each magnetic charge retains a threefold degener-
acy of spin orientations [31]; hence, ordering of the mag-
netic charges does not imply complete ordering of the spins.
Fig. 1 shows that such spin structures can actually be decom-
posed into a divergence-full channel that is spatially ordered,
and an divergence-free channel that remains spatially disor-
dered and can fluctuate independently of the divergence-full
channel—a process known as spin fragmentation [30, 33].
Neutron-scattering measurements provide a direct experimen-
tal signature of spin fragmentation via the coexistence of mag-
netic Bragg peaks with highly-structured magnetic diffuse
scattering [17, 35, 36]. In the divergence-free channel, ev-
ery triangle has zero magnetic charge in a spin-fragmented
ground state, and thermal excitations behave as deconfined
topological defects, yielding a Coulomb phase analogous to
pyrochlore spin ice [33]. Similar to quantum ice states on py-
rochlore and square lattices, introducing quantum-tunneling
terms in a spin-fragmented phase may likewise generate ex-
otic quantum dynamics on a kagome lattice [7, 10].
In this work, we show that quantum dynamics exist at
the lowest measurable temperatures (∼0.1 K) in the kagome
Ising magnet Ho3Mg2Sb3O14 [37]. This material is one
of an isostructural series of “tripod kagome” materials de-
rived from the pyrochlore structure by chemical substitution,
yielding kagome planes of magnetic rare-earth ions separated
by triangular planes of nonmagnetic Mg2+ ions [Fig. 2(a)].
Previous neutron-scattering measurements of isostructural
Dy3Mg2Sb3O14 revealed a spin-fragmented state at low tem-
perature, in which spin dynamics were unmeasurably slow
[35]. In contrast, our measurements of Ho3Mg2Sb3O14 re-
veal a spin-fragmented state with a broad continnum of low-
temperature spin excitations—an experimental signature of
quantum dynamics [38, 39]. We explain our experimental re-
sults using a model that invokes two symmetry properties: the
lower symmetry of the tripod-kagome structure compared to
pyrochlore, and the non-Kramers nature of Ho3+ ions. Be-
cause time-reversal symmetry does not require non-Kramers
ions to have degenerate crystal-field levels, all crystal-field
levels are singlets if the point symmetry of the magnetic site
is sufficiently low [40]. Consequently, the low-energy crystal-
field scheme of Ho3Mg2Sb3O14 comprises two singlets, sep-
arated by an energy gap of similar magnitude to the magnetic
interactions. This two-singlet model maps to an iconic model
of quantum magnetism—interacting Ising spins in a trans-
verse magnetic field [41]—that provides a mechanism for the
quantum dynamics we observe. Our results demonstrate that
a quantum spin-fragmented state occurs in Ho3Mg2Sb3O14
which has two favorable properties: its quasi-2D structure
allows detailed modeling, and its transverse field is intrinsic
rather than induced by chemical disorder [18, 42].
Our paper is structured as follows. In Section II, we sum-
marize the experimental and modeling methods that we em-
ploy. In Section III, we introduce the transverse-field Ising
model appropriate for Ho3Mg2Sb3O14 at low temperature,
motivated by neutron-scattering measurements and point-
charge modeling of the crystal-field excitations. In Section IV,
we report specific-heat measurements that identify a magnetic
phase transition at T ∗ = 0.32 K. In Section V, we report in-
elastic neutron-scattering measurements in the paramagnetic
phase above T ∗, and show that the paramagnetic spin dynam-
ics obey the form expected for the transverse Ising model.
In Section VI, we report low-temperature inelastic neutron-
scattering measurements, which show that spin fragmentation
occurs below T ∗ and a continuum of spin excitations persists
in this phase. We show that multi-spin quantum fluctuations
beyond mean-field theory are necessary to explain these spin
dynamics. Finally, we conclude in Section VII with a discus-
sion of the general implications of our study.
II. METHODS
Polycrystalline samples of Ho3Mg2Sb3O14 were synthe-
sized by a solid-state method, following previously-reported
procedures [37, 43]. Stoichiometric ratios of Ho2O3 (99.9%),
MgO (99.99%), and Sb2O3 (99.99%) fine powder were care-
fully ground and reacted at a temperature of 1350◦C in air for
24 hours. This heating step was repeated until the amount
of impurity phases as determined by X-ray diffraction was
not reduced further. The sample contained a small amount
of Ho3SbO7 impurity (2.29(18) wt%), which orders antifer-
romagnetically at TN = 2.07 K [44].
Low-temperature (0.076 ≤ T ≤ 7 K) specific-heat mea-
surements were performed in a 3He-4He dilution refrigerator
using the semi-adiabatic heat pulse technique. The powder
samples were cold-sintered with Ag powder. The contribu-
tion of the Ag powder was measured separately and subtracted
from the data. The lattice contribution to the heat capacity
was estimated from measurements of the isostructural non-
magnetic compound La3Zn2Sb3O14.
Powder X-ray diffraction measurements were carried out
with Cu Kα radiation (λ = 1.5418 A˚) in transmission mode.
Powder neutron-diffraction measurements were carried out
using the HB-2A high-resolution powder diffractometer [45]
at the High Flux Isotope Reactor at Oak Ridge National Lab-
oratory, with a neutron wavelength of 1.546 A˚. Rietveld re-
finements of the crystal and magnetic structures were car-
ried out using the FULLPROF suite of programs [46]. Peak-
shapes were modeled by Thompson-Cox-Hastings pseudo-
Voigt functions, and backgrounds were fitted using Cheby-
shev polynomial functions.
Inelastic neutron-scattering measurements were carried out
using the Fine-Resolution Fermi Chopper Spectrometer (SE-
QUOIA) [47] at the Spallation Neutron Source of Oak
Ridge National Laboratory, and the Disk Chopper Spectrom-
eter (DCS) [48] at the NIST Center for Neutron Research.
For the SEQUOIA experiment, a ∼5 g powder sample of
Ho3Mg2Sb3O14 was loaded in an aluminum sample con-
tainer and cooled to 4 K with a closed-cycle refrigerator. Data
were measured with incident neutron energies of 120, 60, and
8 meV. The same measurements were repeated for an empty
aluminum sample holder and used for background subtrac-
tions. For the DCS measurements, the same sample was
loaded in a copper can and cooled to millikelvin temperatures
3using a dilution refrigerator. The measurements were carried
out with an incident neutron energy of 3.27 meV at tempera-
tures between 0.12 and 40 K. Measurements of an empty cop-
per sample holder were also made and used for background
subtractions. Due to the large specific heat and related relax-
ation processes below 1 K, a thermal stabilization time of 6 h
was used; no change in the data obtained was observed after
this waiting time. Data reduction was performed using the
DAVE program [49]. Data used for fitting were corrected for
background scattering using empty-container measurements
and/or high-temperature measurements, as specified in the
text. These data were also corrected for neutron absorption,
placed on an absolute intensity scale by scaling to the nuclear
Bragg profile, and the magnetic scattering from the Ho3SbO7
impurity below its TN of 2.07 K was subtracted as described
in Ref. [35].
Point-charge calculations were performed using the soft-
ware package SIMPRE [50] based on a radial effective charge
model. The model considers eight effective oxygen charges
surrounding a Ho3+ ion whose coordinations were defined
by the Rietveld refinements to the powder-diffraction data
(see Appendix A). The model is then adjusted numerically to
match the measured crystal-field spectrum.
For convenience, in the following sections, we use a unit
system with kB = 1 and ~ = 1, so that all energies are given
in units of K.
III. FROM CRYSTAL STRUCTURE TO TRANSVERSE
FIELD
The crystal structure of Ho3Mg2Sb3O14 (space group
R3¯m) is shown in Fig. 2(a), and contains kagome planes of
magnetic Ho3+ ions separated by nonmagnetic Mg2+ trian-
gular layers [37]. The Ho3+ site has C2h point symmetry and
its local environment contains eight oxygens [37, 43]. The ori-
entations of Ho3+ spins are constrained by the crystal field to
point along the line connecting Ho3+ to its two closest oxygen
neighbors, which are situated near the centroids of MgHo3
tetrahedra [Fig. 2(b)]. Rietveld co-refinements to X-ray and
neutron powder-diffraction data confirm this crystal structure,
and reveal a small amount of Ho3+/Mg2+ site mixing such
that 3.2(2)% of Ho3+ atomic positions are randomly occu-
pied by Mg2+ (see Appendix A). Hence, the extent of chemi-
cal disorder in Ho3Mg2Sb3O14 is less than in its Dy3+ analog,
where the corresponding value is 6(2)% [35].
High-energy inelastic neutron-scattering measurements on
our powder sample of Ho3Mg2Sb3O14 resolve five crystal-
field excitations, with energies and relative intensities that
resemble those of pyrochlore spin ice Ho2Ti2O7 [51, 52]
except for an overall downwards renormalization in energy
[Fig. 2(c)]. This is expected due to the similar local Ho3+
environments in the two systems. However, there is a cru-
cial difference between them: the monoclinic C2h symmetry
of the Ho3+ site in Ho3Mg2Sb3O14 is lower than the trigo-
nal D3d site symmetry in Ho2Ti2O7. Consequently, whereas
the crystal-field ground-state in Ho2Ti2O7 is a non-Kramers
doublet, in Ho3Mg2Sb3O14 all crystal-field levels are neces-
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FIG. 2. (a) Partial crystal structure of Ho3Mg2Sb3O14, showing
alternating Ho3+ kagome layers (large blue spheres) and Mg2+ tri-
angular layers (small orange spheres). (b) Local Ho3+ environment,
showing eight oxygens (small pink spheres), two Mg2+ ions, and
four nearest-neighbor Ho3+ ions around a central Ho3+ ion. The
three tripod-like Ising axes are enforced by the oxygen in the center
of each MgHo3 tetrahedron. Spins are labeled by black arrows and
+ and − magnetic charges are illustrated by red and blue spheres,
respectively. The crystal-field singlets |0〉 and |1〉 can be effectively
described as a transverse field hx acting on the non-Kramers dou-
blet (|±〉). The local mean field hz is a consequence of multi-site
magnetic interactions and may mix these singlets into static magnetic
states |0m〉 and |1m〉 at low temperature. (c) Crystal-field levels mea-
sured by high-energy neutron-scattering experiments. Open black
circles and blue squares indicate intensities measured with incident
neutron energies of 60 and 120 meV, respectively. Five crystal-field
levels are observed at energies of 190(2), 238(2), 388(9), 627(5),
and 743(9) K, whose peaks are shown as black dashed lines from
Lorentzian fits to the data. The overall fit with phonon background
scattering is shown as a red line. Inset: comparison between the
observed crystal-field levels at 4 K of Ho3Mg2Sb3O14 and those of
Ho2Ti2O7 (from Ref. [51]). Note that whereas crystal field theories
predict six doublets with five singlet levels for Ho2Ti2O7, and 17 sin-
glet levels for Ho3Mg2Sb3O14, some excitations(splittings) are not
experimentally observed(resolved) due to small neutron scattering
cross-sections or limited instrument resolutions.
sarily singlets [37]. The anticipated two-singlet splitting of
doublets in Ho3Mg2Sb3O14 is too small to observe directly in
our high-energy neutron scattering measurements, so we pro-
ceed using point-charge calculations,, with effective charges
chosen to match the measured crystal-field excitation energies
(see Appendix B). This model predicts that the two lowest-
4energy singlets are separated by an energy gap ∆ ≈ 1.7 K and
are well described by symmetric and antisymmetric combina-
tions of free-ion states,
|0〉 ≈ 1√
2
(|8〉+ |−8〉),
|1〉 ≈ 1√
2
(|8〉 − |−8〉), (1)
where |±8〉 ≡ |J=8, Jz=±8〉. Only these two singlets
will be thermally populated at low temperatures, because of
their large (190 K) separation from higher crystal-field levels
[Fig. 2(c)]. While both |0〉 and |1〉 states are individually non-
magnetic, there is a large matrix element α = 〈0|Jˆz|1〉 ≈ 8
between them, where Jˆz is the z-projection angular momen-
tum operator. This generates a∼10µB dynamic magnetic mo-
ment
µi = −gµBασzi zˆi, (2)
where g = 54 is the Ho
3+ Lande´ factor, σz is the z Pauli
matrix, and zˆi is a local Ising axis shown in Fig. 2(b).
The magnetic Hamiltonian of Ho3Mg2Sb3O14 therefore
contains two relevant terms at low temperatures: the two-
singlet crystal field HCF, and a pairwise interaction Kij be-
tween Ising magnetic moments,
H = HCF + 1
2
∑
i,j
Kijµi · µj . (3)
It is an established result [41, 42] that Eq. (3) maps exactly
to a transverse-field Ising model (TIM),
H = hx
∑
i
σxi +
1
2
∑
i,j
Jijσ
z
i σ
z
j , (4)
where the intrinsic transverse field hx = ∆/2, and the inter-
action between Ising spins Jij = Kijα2zˆi · zˆj/g2µ2B. Pos-
itive values of Jij denote antiferromagnetic interactions be-
tween Ising spins, but correspond to ferromagnetic values of
Kij because zˆi · zˆj = −0.28 is negative. By analogy with
isostructural Dy3Mg2Sb3O14 [35], we expect that Jij con-
tains a nearest-neighbor exchange term J and the long-range
magnetic dipolar interaction D,
Jij = Jnnδrij ,rnn +Dr
3
nn
[
zˆi · zˆj − 3(zˆi · rˆij)(zˆj · rˆij)
r3ij
]
,
(5)
where δrij ,rnn is the Kronecker delta function, rnn is the dis-
tance between nearest-neighbor Ho3+ ions, rij is the distance
between ions at positions ri and rj , and rˆij = (ri − rj)/rij .
The value of D = µ0µ2/(4pikBr3nn) = 1.29 K is fixed by
the crystal structure, and we will obtain an experimental es-
timate of Jnn ∼ 1 K in Section V. Consequently, the mag-
netic interactions are comparable in magnitude to the trans-
verse field. In principle, interactions between transverse spin
components are also possible, but we expect them to be very
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FIG. 3. Specific heat of Ho3Mg2Sb3O14, showing the following
contributions: (i) sum of the magnetic and nuclear part of the spe-
cific heat (Cmn, blue squares) obtained by subtracting the lattice con-
tribution from the measured specific heat, (ii) modeled nuclear con-
tribution assuming 100% static moments of length 10µB (C10µBnuc , red
dashed line), (iii) modeled nuclear contribution assuming 75% static
moments (red solid line), and (iv) estimated magnetic contribution
(Cm = Cmn − 0.75C10µBnuc , green circles). Inset: entropy change ∆S
for Cmn (blue squares), and Cm (green circles) from 0.08 to 25 K.
weak in Ho3Mg2Sb3O14 because of the strongly Ising char-
acter of the magnetic moment [Eq. (1)], so we do not consider
them further.
The TIM defined by Eq. (4) has been used to model di-
verse physical phenomena, including ferroelectricity [53, 54],
superconductivity [55], quantum information [56, 57], and
quantum phase transitions [58, 59]. The interactions that
drive magnetic ordering compete with the transverse field
that drives quantum tunneling. In a mean-field picture with-
out frustration, a phase transition occurs to a magnetically-
ordered state |0m〉 with a static magnetic moment, provided
the longitudinal field hz due to interactions dominates hx.
The interplay of frustration and transverse field may gener-
ate exotic quantum phases [9, 42, 60, 61]. On the kagome
lattice, the TIM with nearest-neighbor antiferromagnetic in-
teractions is predicted to have a quantum-disordered ground
state for small hx [9, 60, 61]. On the pyrochlore lattice, an ex-
ternal field cannot be applied transverse to all spins simultane-
ously because different local Ising axes are not coplanar, and
an intrinsic transverse field is absent in chemically-ordered
pyrochlores. However, transverse fields generated by chem-
ical disorder have been identified as a possible route to py-
rochlore QSL states [42], and used to explain the spin dynam-
ics of Pr2Zr2O7 [18, 20] and Tb2Ti2O7 [62, 63]. Neverthe-
less, a potential challenge to modeling such materials is that
chemical disorder generates a broad distribution of transverse
fields in the sample [64]. In this context, a key feature of
Ho3Mg2Sb3O14 is that its transverse field is intrinsic to the
chemically-ordered structure, and to a first approximation is
therefore homogeneous.
5IV. SPECIFIC-HEAT MEASUREMENTS
We use specific-heat measurements to reveal thermody-
namic properties of Ho3Mg2Sb3O14 and identify phase tran-
sitions. A sharp peak in the specific heat is observed at T ∗ =
0.32 K, indicating a symmetry-breaking magnetic phase tran-
sition [Fig. 3]. The value of T ∗ is consistent with a broad
peak previously reported at ∼0.4 K in the ac susceptibility
[37]. Although the ac susceptibility peak is frequency depen-
dent [37], the sharpness of the specific-heat peak is incon-
sistent with a conventional spin-glass transition. The value
of T ∗ is also close to the temperature at which isostruc-
tural Dy3Mg2Sb3O14 undergoes a spin-fragmentation transi-
tion (∼0.3 K in Ref. [35] and ∼0.37 K in Ref. [43]). We will
show in Section VI that T ∗ corresponds to the onset of quan-
tum spin fragmentation in Ho3Mg2Sb3O14.
Below 1 K, a broad specific heat feature is observed in ad-
dition to the sharp peak, consistent with a nuclear contribu-
tion. The nuclear specific heat originates from the hyperfine
interaction between electronic and nuclear spins, and can be
calculated numerically (see Appendix C). In Ho-containing
systems with doublet ground states, such as Ho metal [65],
Ho2Ti2O7 [66], and LiHoF4 [67], the nuclear specific heat
can be modeled by assuming that all electronic spins pos-
sess a magnetic moment of 10µB/Ho3+ that is static on the
timescale of spin-lattice nuclear relaxation. In contrast, this
assumption strongly overestimates the magnitude of the nu-
clear specific-heat peak in Ho3Mg2Sb3O14 [Fig. 3]. This
suggests that a fraction of the electronic spins is fluctuating
faster than the timescale of spin-lattice nuclear relaxation; i.e.,
the fraction of static electronic spins fs < 1. We estimate
fs ≈ 0.75 by scaling the calculated nuclear specific heat so
that the residual electronic spin contribution to the specific
heat is always positive, and the associated electronic spin en-
tropy change between 0.08 and 25 K is close to R ln 2, as ex-
pected for Ising Ho3+ spins [Fig. 3, inset]. As the large nu-
clear contribution to the specific heat overlaps with the elec-
tronic transition at T ∗, it is not possible to obtain independent
estimates of both f and the magnetic entropy change. Never-
theless, the noticeably reduced nuclear contribution compared
to other Ho-based compounds provides a first hint of the pres-
ence of persistent electronic spin dynamics at low tempera-
tures, similar to the pyrochlore quantum spin-ice candidate
Pr2Zr2O7 [68].
V. PARAMAGNETIC SPIN DYNAMICS
We use high-resolution inelastic neutron-scattering mea-
surements to further investigate the spin dynamics in
Ho3Mg2Sb3O14. We consider first the paramagnetic phase
above T ∗, and compare our experimental data with calcula-
tions for the TIM. At temperatures between 0.8 K and 10 K,
the measured inelastic neutron-scattering intensity shows a
broad dependence on energy transfer ω, which is weakly cor-
related with the dependence on wavevector Q [Fig. 4(a)]. The
Q-dependence of the magnetic diffuse scattering was obtained
by integrating the inelastic scattering over −25 ≤ ω ≤ 25 K.
It shows that a broad peak centered at approximately 0.65 A˚−1
develops on cooling the sample, indicating the development
of local ice-like correlations [35] [Fig. 4(b)]. The energy de-
pendence was obtained by integrating the inelastic scattering
over 0.4 ≤ Q ≤ 1.6 A˚−1. It shows three main magnetic fea-
tures: an intense resolution-limited central peak; a broad in-
elastic tail extending to ω ≈ 15 K; and a weak inelastic peak
at ω ≈ 8 K [Fig. 4(c)]. The presence of significant intensity
in the quasi-elastic channel (ω < 1 K) is qualitatively consis-
tent with the specific-heat results: a majority of spin spectral
weight appears static on the timescale of spin-lattice relax-
ation.
To interpret the observed spin dynamics, we first discuss the
paramagnetic behavior expected for the TIM. If two-site mag-
netic interactions were absent, the magnetic scattering would
contain only a single crystal-field excitation at energy trans-
fer ∆ = 2hx. However, the presence of interactions strongly
modifies this picture. Mean-field theory predicts that interac-
tions split the crystal-field excitation into n dispersive modes,
where n = 3 is the number of magnetic Ho3+ ions in the prim-
itive unit cell [41]. If the interactions are sufficiently strong
compared to the transverse field, they may eventually drive
a phase transition to a magnetically-ordered state via soft-
mode condensation, analogous to the soft phonon modes as-
sociated with order-disorder ferroelectric transitions [53, 69].
Experiments on model two-singlet systems such as LiTbF4
generally support this picture, but show that the dispersive
modes are strongly damped [70–72]. Subsequent theoretical
work proved that this damping is intrinsic to the TIM, and
is strongest for Jij ∼ hx [73–75]. Phenomenologically, the
damping can be modeled using “relaxation-coupled oscilla-
tor” (RCO) dynamics, in which dispersive longitudinal modes
are coupled to exponentially-relaxing transverse spin compo-
nents [70, 72]. Within this framework, the dynamical suscep-
tibility of mode µ is given by [69, 70]
χµ(Q, ω) =
4hx〈σx〉
[ωµ(Q)]2 − ω2 − iωγ(ω) , (6)
where ω denotes energy transfer, 〈σx〉 = tanh(hx/T ) is the
high-temperature expectation value of the transverse spin, and
[ωµ(Q)]
2 = 4hx{hx−〈σx〉[λµ(Q)−λ]} is the dispersion re-
lation of the µ-th mode derived from an effective-field theory,
where λµ(Q)−λ is obtained from the two-site magnetic inter-
actions (see Appendix D). The damping function γ(ω) obeys
the RCO form
γ(ω) = Γ +
δ2
φ− iω , (7)
where Γ is the damping constant of a dispersive mode, φ is
the energy of a relaxing mode, and δ is the coupling constant
of the two modes [69, 70].
Inelastic neutron-scattering data directly measure the imag-
inary part of χ(Q, ω), and hence provide a detailed experi-
mental test of validity of the RCO model in Ho3Mg2Sb3O14.
We find that the RCO model accounts very well for the energy
linewidth of the paramagnetic scattering. In contrast, simpler
models such as the damped harmonic oscillator disagree with
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FIG. 4. Neutron-scattering data of Ho3Mg2Sb3O14 at temperatures T = 10 K, 4 K, 0.8 K, and 0.12 K (top to bottom panels). (a) Dependence
of the inelastic magnetic neutron-scattering intensity I(Q,ω) on wavevector transfer Q and energy transfer ω (temperatures as labeled). The
upper (lower) two datasets were collected on the SEQUOIA (DCS) instrument with neutron wavelengths of 3.2 (5.0) A˚. (b) Energy-integrated
(−25 ≤ ω ≤ 25 K) magnetic neutron-scattering intensity Isub(Q) at four temperatures, showing experimental data collected on the DCS
instrument (black circles) and fits to the relaxation-coupled oscillator (RCO) model described in the text (red lines). The correlated magnetic
scattering has been isolated by subtracting high-temperature (average of T = 20 and 40 K) data. For T = 0.12 K, the calculated pattern for
the classical spin-fragmented state is shown as a blue dashed line, and the calculated pattern for the quantum spin-fragmented (QSF) state
with hx = 1.05 K is shown by the red solid curve (see Section VI). (c) Energy dependence of magnetic neutron-scattering intensity I(ω) at
four temperatures, showing data collected on the DCS instrument (black circles) and the SEQUOIA instrument (blue squares), and fits to the
RCO model (red lines). Alternative fits to damped harmonic oscillator (DHO, olive dotted line) and three-pole (magenta dashed line) energy
lineshapes are shown in the upper panel, and represent poorer agreement with the experimental data than the RCO model (see Appendix D for
details). Data are integrated over wavevector transfers 0.4 ≤ Q ≤ 1.6 A˚−1 and corrected for background scattering using empty-container
measurements. For T = 0.12 K, the calculated density of states for single-site excitations of the QSF state is shown by orange peaks.
our experimental data [Fig. 4(c)], because they fail to account
for the existence of both a strong central peak and a high-
energy tail. This same result was reported for LiTbF4 [70],
suggesting that the transverse field generates similar paramag-
netic dynamics in both materials. A fit to our data indicates a
very small relaxing mode energy φ and in this limit χµ(Q, ω)
reduces to the sum of two terms: a resolution-limited central
peak and a damped harmonic-oscillator response with renor-
malized resonance frequency [Ωµ(Q)]2 = [ωµ(Q)]2 + δ2.
Moreover, our observation of a weak ω ≈ 8 K peak can
be modeled if a small fraction f ≈ 0.1 of the dispersive
modes are underdamped with damping constant Γ1 < Ωµ(Q),
while the rest are strongly overdamped with a temperature-
dependent damping constant Γ0(T )  Ωµ(Q). Considering
these effects, our final expression for the scattering function
reads (see Appendix D for details),
7S(Q, ω) =
4hx〈σx〉
N
N∑
µ=1
|Fµ(Q)|2
{
Tδ2R(ω)
[ωµ(Q)]2[Ωµ(Q)]2
+
ω
pi[1− exp(−ω/T )]
[
(1− f)Γ0
{[Ωµ(Q)]2 − ω2}2 + (ωΓ0)2
+
fΓ1
{[Ωµ(Q)]2 − ω2}2 + (ωΓ1)2
]}
, (8)
where Fµ(Q) is a structure factor defined in Appendix D, and
R(ω) is the elastic energy resolution function of the experi-
mental data.
We used Eq. (8) to fit hx, Jnn, δ, Γ0, Γ1(T ), and f to
the momentum, energy and temperature dependence of our
paramagnetic neutron-scattering data. The interaction param-
eter Jnn is mainly constrained by the Q dependence of our
data, whereas the other parameters are constrained by its en-
ergy dependence. Fits to data are shown in Figs. 4(b) and
4(c), and fitted parameter values are given in Table I. We
obtain Jnn ≈ 1 K, similar to pyrochlore spin ice materials
[76], and hx ≈ 1.5 K (∆ = 3 K), which is within a factor of
two of the point-charge estimate (∆ ≈ 1.7 K). The observed
peak at
√
(2hx)2 + δ2 ≈ 8 K is explained by the strong cou-
pling between oscillating modes and exponentially-relaxing
transverse spin components. We obtain excellent agreement
with experiment at 4 K and 10 K, and note that the effective-
field theory is not applicable at lower temperatures because of
strong short-range spin correlations. This agreement shows
that paramagnetic Ho3Mg2Sb3O14 behaves as a canonical
TIM, with spin dynamics that resemble model systems such
as LiTbF4, and justifies the use of the TIM at lower tempera-
tures.
TABLE I. Values of the refined parameters from the high-
temperature effective-field fits. The Gaussian full width half max-
imum (FWHM) was fixed to 1.04 K for the DCS data and 1.73 K for
the SEQUOIA data. Except for f , all parameters have units of K.
Jnn h
x δ Γ4 K0 Γ
10 K
0 Γ1 f (%)
0.89(3) 1.48(4) 7.28(6) 79(3) 51(2) 4.7(2) 9.7(5)
VI. SPIN FRAGMENTATION AND QUANTUM DYNAMICS
We now turn to the low-temperature region for T < T ∗,
where the combination of frustration and quantum tunneling
induced by hx may lead to non-trivial quantum states. Be-
low T ∗, the most striking feature of our neutron-scattering
data is the persistence of continuous magnetic excitations at
our lowest measured temperature of 0.12 K. Moreover, these
excitations possess additional structure that was absent in
the paramagnetic phase. A prominent mode at ω ≈ 3 K is
now present in I(Q,ω), as well as a high-energy tail extend-
ing to ω ≈ 15 K [Fig. 4(a) and Fig. 4(c)]. The presence
of low-temperature spin dynamics over a wide energy range
strongly contrasts with classical systems such as Ho2Ti2O7
and Dy3Mg2Sb3O14, in which spin dynamics are too slow
to observe in neutron-scattering measurements at comparable
temperatures [35, 77].
Our energy-integrated neutron data contain both magnetic
Bragg peaks and magnetic diffuse scattering for T < T ∗
[Fig. 4(b)]. To explain these data, we first simulate a clas-
sical spin-fragmented phase using Monte Carlo simulations
of Eq. (4) with hx = 0 [35]. The scattering calculated
from this model qualitatively reproduces the relative inten-
sities of the magnetic Bragg peaks and the overall shape
of the magnetic diffuse scattering observed experimentally
[Fig. 4(b)]. This result shows that spin fragmentation oc-
curs in Ho3Mg2Sb3O14. However, the observed magnetic
Bragg intensities are strongly reduced compared to the clas-
sical simulation [Fig. 4(b)]. The magnetic Bragg intensity is
proportional to the square root of the ordered magnetic mo-
ment, which is µ/3 = 3.3µB per site for a classical spin-
fragmented state in the absence of chemical disorder [Fig. 1]
[33, 35]. In contrast, Rietveld refinements to our 0.12 K data
indicate an ordered magnetic moment of only 1.70(3)µB per
Ho3+ (see Appendix A). Importantly, Dy3Mg2Sb3O14 has
both a larger ordered moment (2.66(6)µB per Dy3+ at 0.20 K
[35]) and a greater degree of site mixing (see Section III),
which suggests that the observed ordered-moment reduction
in Ho3Mg2Sb3O14 cannot be explained by chemical disorder.
Instead, the simultaneous enhancement of inelastic scattering
and reduction of magnetic Bragg intensity provides experi-
mental evidence for quantum fluctuations.
To gain more insight on the low-temperature state and exci-
tations observed in Ho3Mg2Sb3O14, we use mean-field theory
as the simplest starting point to simulate the model of Eq. (4).
In the mean-field ground state |0m〉 =
∏
i |0m〉i, the expecta-
tion value of the static spin at site i is given by [53]
〈σzi 〉 =
hzi√
(hx)2 + (hzi )
2
, (9)
and can vary between −1 and 1. The z-component of the
mean field arises from two-site magnetic interactions, and is
given by
hzi =
∑
j
Jij〈σzj 〉. (10)
We obtain mean-field equilibrium states by iteratively solv-
ing Eqs. (9) and (10) [78], using classical spin-fragmented
states as initial trial spin configurations (see Appendix E). The
mean-field solution is a product state that includes a full quan-
tum treatment at the level of a single site, but does not capture
collective quantum effects such as multi-spin entanglement.
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FIG. 5. Mean-field simulations of our frustrated transverse Ising model. (a) Mean-field phase diagram as a function of Jnn/D and hx/D. The
color represents the degree of correlation with the classical spin-fragmented states used as trial states,
∑
i〈σzi 〉initial〈σzi 〉final/N . The white star
indicates the optimal fitting parameters for Ho3Mg2Sb3O14 (hx = 1.05 K, Jnn = 1.00 K, D = 1.29 K). (b) Representative spin configurations
in the quantum spin fragmented (QSF) phase and the “one in, one out” (OIOO) phase. The size of the arrows is scaled with the magnitude of
the static spin 〈σzi 〉. Empty arrows denote spins with larger static spins, |〈σzi 〉| > 0.9. Filled arrows denote |〈σzi 〉| < 0.9. (c) Top: illustration
of the fragmentation process of the QSF states. Bottom: two types of elementary charge excitations of the QSF state. Single spin flips of
the smaller (labeled by number 1) and larger spins (labeled by number 2) are related to the solid and dashed orange areas of the calculated
excitation density of states in Fig. 4(c), respectively. (d) The ordered moment of QSF states as a function of hx. The orange line corresponds
to the observed ordered moment of 1.70µB per Ho3 at 0.12 K. (e) Normalized distribution of static spin lengths, |〈σzi 〉|. (f) Normalized
distribution of magnetic charges, defined as the sum of 〈σzi 〉 for each triangle. Both distributions are obtained using the optimal parameters
marked by the star in (a).
The mean-field phase diagram as a function of Jnn and hx
is shown in Fig. 5(a). As anticipated, a nonmagnetic singlet
ground state with 〈σzi 〉 = 0 is obtained for large hx. For
small hx and non-frustrated interactions (Jnn/D  0), a
conventionally-ordered “all-in/all-out” (AIAO) ground state is
obtained in which the mean field has the same magnitude on
all sites. In contrast, frustrated interactions (Jnn/D & −1.5)
favor states within the manifold of “one in, two out” and “two
in, one out” spin configurations, generating a mean field that
varies in magnitude from site to site. Consequently, a nonzero
transverse field yields mean-field states in which the magni-
tude of 〈σzi 〉 is spatially modulated [78]. This favors two
possible frustrated states, depending on the relative strength
of hx compared to the magnetic interactions. For larger hx,
we find a spin-liquid-like phase characterized by a local con-
straint on every triangle: two of the three static spins form
a “one in, one out” (OIOO) state and trace out closed loops
in kagome planes, while the third spin remains entirely dy-
namic (i.e., the static moment vanishes); hence triangles are
magnetic-charge neutral in this state [Fig. 5(b)]. For smaller
hx, we obtain a mean-field phase resembling a classical spin
fragmented state but dressed with quantum fluctuations; we
call this phase quantum spin fragmented (QSF) and discuss it
in detail below. We note that we could obtain fully periodic
state by careful choice of ordered initial configurations (see
Appendix E); however, we expect that aperiodic states are en-
tropically favored at finite temperatures due to their macro-
scopic degeneracy.
In the QSF phase of our mean-field calculations, quantum
fluctuations are manifest for each triangle in the form of one
“long” static spin with a large magnitude, and two “short”
static spins with smaller (and possibly different) magnitudes
[Figs. 5(b) and 5(e)]; hence, the shorter spins reflect the pres-
ence of persistent dynamics. Remarkably, this state remains
spin-fragmented because each triangle has a “one in, two out”
or “two in, one out” arrangement of static spins that yields
a well-defined magnetic charge, and the charges form a stag-
gered arrangement [Figs. 5(b) and 5(f)]. As for the classical
case, ordering of magnetic charges does not imply complete
ordering of the static spins; instead, the static spin structures
can be decomposed into a divergence-full channel that is spa-
tially ordered and a divergence-free channel that remains spa-
tially disordered. The divergence-full channel has a reduced
ordered moment compared to the classical case, because of the
9intrinsic dynamics associated with the short spins [Fig. 5(c)].
The divergence-free channel has near-zero magnetic charge
on each triangle [Fig. 5(c)], demonstrating its proximity to a
Coulomb phase—an important criterion for a quantum ice-
like state [7].
We now compare the behavior of our model in the QSF
phase to experimental observations. The ordered moment of
1.70(3)µB per Ho3+ implies hx = 1.05 K, for fixed Jnn =
1.0 K [Fig. 5(d)]. This value is in reasonable agreement with
hx ∼ 1.5 K obtained from fits to our paramagnetic neutron-
scattering data (see Section V). Moreover, simulations of
the QSF state with hx = 1.05 K show much better qualita-
tive agreement with the measured energy-integrated scatter-
ing compared to the classical model with hx = 0 [Fig. 4(b)].
Hence, the mean-field QSF state satisfactorily captures the
spatial correlations of the experimental system. Turning to the
dynamics, the energy gap between the ground state |0m〉 and
excited state |1m〉 on a single site is 2
√
(hx)2 + (hzi )
2. The
density of magnetic states for the QSF state with hx = 1.05 K
contains two peaks at ω ≈ 3.1 K and 7.7 K [orange areas
in Fig. 4(c)], obtained by individual flips of short and long
static spins, respectively. These two types of single-spin flips
create distinct magnetic-charge excitations: flips of the short
spins disrupt the staggered charge arrangement by generat-
ing pairs of adjacent triangles with the same charge, whereas
flips of the long spins generate a pair of triangles with all-in
and all-out spin arrangements [Fig. 5(c)]. The former excita-
tions qualitatively explain the inelastic mode at ω ≈ 3 K in
our experimental data, but the latter excitations are not ob-
served experimentally as a distinct mode [Fig. 4(c)]. More-
over, the mean-field model explains neither the large amount
of spectral weight at small energy transfer nor the continu-
ous nature of the excitation spectrum. We therefore conclude
that single-site quantum excitations from a mean-field ground
state are evidently insufficient to explain the observed spin dy-
namics. Collective quantum effects must therefore play a key
role in the low-temperature behavior of Ho3Mg2Sb3O14. We
speculate that these correlations may involve quantum-loop
dynamics [6, 8, 61], which would allow the system to move
between degenerate spin-fragmented ground states and would
therefore occur at small energy transfers, as well as deconfine-
ment of charged excitations at higher energies.
VII. DISCUSSION & CONCLUSIONS
Our experimental study reveal that a quantum
spin-fragmented phase occurs at low temperature in
Ho3Mg2Sb3O14. Our results motivate theoretical calcu-
lations to investigate the interplay of spin fragmentation and
multi-site quantum tunneling, which will be necessary to
explain the continuous low-temperature spin dynamics we
observe experimentally. Crucially, quantum calculations
appear more feasible in Ho3Mg2Sb3O14 than in pyrochlore
quantum ices [42], because of the homogeneous transverse
field and the quasi-two-dimensional magnetism of the
tripod kagome lattice. Moreover, quantum Monte Carlo
modeling of Ho3Mg2Sb3O14 does not suffer from the sign
problem, because the interactions involve only the local-z
spin components and the transverse field is not frustrated.
Experimentally, we anticipate that the application of physical
or chemical pressure may drive the system towards a fully
fluctuating state, due to its proximity to the phase boundary
between quantum-spin fragmented and spin-liquid-like states.
Our study also highlights the crucial role played by sym-
metry lowering and long-ranged magnetic interactions. The
TIM emerges in Ho3Mg2Sb3O14 because the symmetry of the
Ho3+ site is lower than that in pyrochlore spin ices. When
long-ranged interactions are absent in a TIM, theory predicts
that the low temperature states obtained at small transverse
fields are continuously connected to the high-field paramag-
netic state, and a quantum phase transition to an ice-like state
is present only when a small longitudinal magnetic field is ap-
plied [9, 60, 61]. Long-range dipolar interactions and tripod-
like Ising axes in Ho3Mg2Sb3O14 generate emergent mag-
netic charges as essential ingredients for realizing kagome ice,
through which topological defects are allowed to form and
condense without external fields. Consequently, perhaps the
most wide-ranging implication of our study is that symmetry
lowering and long-ranged interactions need not be a compli-
cating factor in condensed-matter systems, but can actually
enable simple models of quantum frustration to be observed
experimentally.
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APPENDIX A: STRUCTURAL AND MAGNETIC MODELS
The structural model of Ho3Mg2Sb3O14 was obtained by
Rietveld co-refinements to 50 K neutron-diffraction data col-
lected using the HB-2A diffractometer [Fig. 6(a)] and 300 K
laboratory X-ray diffraction data [Fig. 6(b)]. Refined values
of structural parameters, and selected bond lengths and an-
gles are given in Table II. The canting angle of the Ising axes
with respect to the kagome plane is 22.28(2)◦ from the co-
refinement.
The average magnetic structure of the QSF state was ob-
tained by Rietveld refinement to energy-integrated neutron-
scattering data collected on the DCS spectrometer [Fig. 6(c)].
To isolate the magnetic Bragg scattering below T ∗, the dif-
ference between data measured at 0.12 K, and the average of
0.4 and 0.8 K was used. The average magnetic structure, the
AIAO state, belongs to the same irreducible representation
as in Dy3Mg2Sb3O14, described by Γ3 in Kovalev’s notation
[79], consistent with a spin-fragmented state [35]. The refined
average moment is 1.70(3)µB per Ho3+ with a spin canting
angle of 24.9◦ with respect to the kagome plane.
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FIG. 6. Rietveld refinements to diffraction data. Co-refinements of
the crystal structure to neutron and X-ray diffraction data are shown
in (a) and (b), respectively. Refinement of the average magnetic
structure to low-temperature magnetic diffraction data is shown in
(c). In all panels, experimental data are shown as red circles, Ri-
etveld fits as black lines, and difference (data–fit) as blue lines. Inset:
illustrations of the all-in/all-out (AIAO) average magnetic structure
within a unit cell and a single kagome layer.
TABLE II. Crystallographic parameters from Rietveld co-refinement
to neutron and X-ray diffraction data. Anisotropic atomic displace-
ment parameters were used for Mg1. Fixed parameters are denoted
by an asterisk (∗). Selected bond lengths and angles are listed.
Atom Site x y z Occ.
Mg1 3a 0 0 0 1
Mg2 3b 0 0 0.5 0.905(7)
Ho(SD) 3a 0 0 0.5 0.095(7)
Ho 9d 0.5 0 0.5 0.968(2)
Mg(SD) 9d 0.5 0 0.5 0.032(2)
Sb 9e 0.5 0 0 1
O1 6c 0 0 0.1166(4) 1
O2 18h 0.5214(2) 0.4786(2) 0.88960(14) 1
O3 18h 0.4694(2) 0.5306(2) 0.35556(13) 1
Neutron diffraction, T = 50 K
Lattice para. (A˚) a = b = 7.30195(15), c = 17.2569(4)
Ban.(Mg1)(A˚
2
) B11 = B22 = 0.0124(22)
B33 = 0.0002(4), B12 = 0.0062(11)
Biso(A˚
2
) B(Ho) = B(Sb) = 0∗
B(Mg2) = 0.07(13), B(O1) = 0.14(8)
B(O2) = 0.11(5), B(O3) = 0.24(5)
Impurity frac. (%) f (Ho3SbO7) = 2.29(18)
Bond lengths (A˚) Ho–O1 = 2.278(3)
Ho–O2 = 2.456(2)
Ho–O3 = 2.522(3)
Bond angles (◦) O1–Ho–O2 = 78.69(10)
O1–Ho–O3 = 76.54(17)
X-ray diffraction, T = 300 K
Lattice para. (A˚) a = b = 7.30939(13), c = 17.2696(3)
Biso(A˚
2
) Overall B = 1.38(3)
Impurity frac. (%) f (Ho3SbO7) = 0.75(11)
Bond lengths (A˚) Ho–O1 = 2.280(3)
Ho–O2 = 2.458(2)
Ho–O3 = 2.524(3)
Bond angles (◦) O1–Ho–O2 = 78.68(10)
O1–Ho–O3 = 76.55(17)
APPENDIX B: POINT-CHARGE CALCULATIONS
Due to the low point symmetry at the Ho3+ site, as many
as 15 Steven operators are required to describe the crystal-
field Hamiltonian of the system [40]. As for fitting the crystal-
field spectrum using Steven operators, the number of observ-
ables from the inelastic neutron scattering measurements are
considerable less than the number of fitting variables, mak-
ing conventional fitting procedures impracticable. Instead, we
calculated the crystal-field levels and wavefunctions from an
effective electrostatic model of point charges around a Ho3+
ion [50]. The coordinates of the oxygen charges was defined
by the refined structural model while their effective charges
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were scanned numerically to match the overall measured in-
elastic neutron scattering spectrum. By performing calcula-
tions for Ho2Ti2O7, we verified that the point-charge model
yields a good estimate of the crystal-field levels and their
wavefunctions [52]. For Ho3Mg2Sb3O14, our point charge
model predicts that the two lowest-energy singlets are sepa-
rated by 1.7 K (hx = 0.8 K), and their wave-functions in the
total angular momentum (J = 8, Jz = −8, ... + 8) basis are
given by
|0〉 = 0.688(|8〉+ |−8〉)− 0.023(|7〉 − |−7〉)
+ 0.008(|6〉+ |−6〉)− 0.133(|5〉 − |−5〉)
+ 0.049(|4〉+ |−4〉) + 0.024(|3〉 − |−3〉)
+ 0.013(|2〉+ |−2〉) + 0.069(|1〉 − |−1〉)− 0.020 |0〉 ,
|1〉 = 0.691(|8〉 − |−8〉)− 0.034(|7〉+ |−7〉)
+ 0.008(|6〉 − |−6〉)− 0.120(|5〉+ |−5〉)
− 0.000(|4〉 − |−4〉) + 0.066(|3〉+ |−3〉)
+ 0.005(|2〉 − |−2〉)− 0.047(|1〉 − |−1〉)− 0.000 |0〉 .
APPENDIX C: NUCLEAR SPECIFIC HEAT
The low-temperature nuclear specific heat is given by fsCn,
where fs is the fraction of static moments, and
Cn =
R
T 2
I∑
i=−I
I∑
j=−I
(
W 2i −WiWj
)
exp [−(Wi +Wj)/T ]
I∑
i=−I
I∑
j=−I
exp [−(Wi +Wj)/T ]
(11)
is the nuclear Schottky anomaly. The energy levels are given
by
Wi = a
′i+ P
[
i2 − 1
3
I(I + 1)
]
, (12)
where I is the nuclear spin quantum number, P is the electric
quadrupole coupling constant, and a′ = Ahf
µstatic
gJµB
is the hy-
perfine coupling constant, proportional to the static moment
size. Assuming static moments of 10µB per Ho3+, we have
I = 7/2, gJ = 5/4, a′ = 0.319 K, and P = 0.0004 K
[65, 80]. The QSF states give rise to a distribution of static
moments shown in Fig. 4(e). We can take this into account
when computing the nuclear specific heat by replacing a′ with
a′|〈σzi 〉| and averaging over all the spins,
CQSFn =
∑
i
Cn (|〈σzi 〉|) /N . (13)
The result is compatible with the experimental data, assuming
a reduced fraction of static spins fs = 0.75 [Fig. 7].
APPENDIX D: PARAMAGNETIC EFFECTIVE-FIELD FITS
We used an effective-field approach to calculate the inelas-
tic neutron-scattering pattern in the paramagnetic phase, based
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FIG. 7. Calculated nuclear specific heat of Ho3+ with full moment
of 10µB per Ho3+ (red line) and that of the QSF state considering
the static moment distribution shown in Fig. 4(e) (black dashed line).
A reduced fraction of static spins fs = 0.75 is applied for both cases.
on the Onsager reaction-field approximation [81]. In this ap-
proximation, the inelastic scattering function is given by
S(Q, ω) =
1
npi[1− e−ω/T ]
N∑
µ=1
∣∣F⊥µ (Q)∣∣2 Im [χµ(Q, ω)] ,
(14)
where n = 3 is the number of Ho3+ ions in the primitive unit
cell, ω is energy transfer in K, and the susceptibility for each
normal mode µ is given by the RCO form in Eq. (7) [69, 70].
The magnetic structure factor is given by
F⊥µ (Q) =
N∑
i=1
z⊥i Uiµ(Q) exp (iQ · ri) , (15)
whereQ is the scattering vector, ri is the position of magnetic
ion i in the primitive cell, and z⊥i is its local Ising axis pro-
jected perpendicular to Q. The eigenvectors Uiµ and mode
energies λµ are given at each Q as the solutions of
λµ(Q)Uiµ(Q) =
∑
j
Jij(Q)Ujµ(Q), (16)
where the Fourier-transformed interaction Jij(Q) =∑
R Jij(R) exp (iQ ·R) includes nearest-neighbor exchange
and long-range dipolar contributions, and R is the lattice vec-
tor connecting atoms i and j. The dipolar interaction was cal-
culated using Ewald summation [82]. The Onsager reaction
field λ is determined by enforcing the total-moment sum rule
1
nNq
∑
i,q
〈σzi (q)σzi (−q)〉 = 1, (17)
which leads to the self-consistency equation [81]
4hx〈σx〉
nNq
∑
µ,q
nµ(q) +
1
2
ωµ(q)
= 1, (18)
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where the thermal population factor nµ(q) =
[exp(ωµ(q)/T )− 1]−1, and q is a wavevector in the
first Brillouin zone. We note that Eq. (18) assumes that
the excitations describe delta functions in energy, and we
will relax this assumption by considering relaxation effects
below. However, we have checked numerically that the
total-moment sum rule remains satisfied to within 3% over
the temperature range we consider, so the error introduced by
this approximation is small.
The imaginary part of the RCO formula for χµ(Q, ω) is
given by
Im [χµ(Q, ω)]
4hx〈σx〉 =
ω(rφ+ Γ)
{[ωµ(Q)]2 − ω2(1− r)}2 + ω2(rφ+ Γ)2
,
(19)
where r ≡ δ2/(φ2 + ω2). Preliminary fits showed that the
limit of small φ (i.e., φ  δ2/Γ and φ  [ωµ(Q)]2 + δ2)
was satisfied for our data. In this limit, Eq. (19) reduces to the
sum of a damped harmonic oscillator and a Lorentzian central
peak [72],
Im [χµ(Q, ω)]
4hx〈σx〉 =
ωΓ0
{[Ωµ(Q)]2 − ω2}2 + (ωΓ0)2
+
δ2
[ωµ(Q)]2[Ωµ(Q)]2
ωΓL
ω2 + Γ2L
, (20)
where the pole frequencies of the damped harmonic os-
cillator are given by [Ωµ(Q)]2 ≡ [ωµ(Q)]2 + δ2, and
the Lorentzian central peak has half-width at half-maximum
ΓL = φω
2
µ(Q)/Ω
2
µ(Q) [72]. We found that ΓL was smaller
than the instrumental energy resolution R(ω), and therefore
replace the normalised Lorentzian by the instrumental resolu-
tion function and take the limit ω  T for this central peak.
To obtain optimal agreement with experiment, we further as-
sumed that a fraction f of the system relaxes with damping
rate Γ1 and the rest with damping rate Γ0. This yields our fi-
nal expression for the scattering function, Eq. (8), which was
used to obtain the fits shown in Figs. 4(b) and 4(c).
The RCO function reduces to simpler models in two limits.
First, for δ = 0, Eq. (19) reduces to the damped harmonic-
oscillator (two-pole) form,
Im [χµ(Q, ω)]
4hx〈σx〉 →
ωΓ
[ωµ(Q)]2 − ω2 + (ωΓ)2 . (21)
Second, for Γ = 0, Eq. (19) reduces to a three-pole form
previously proposed for the transverse Ising model [73],
Im [χµ(Q, ω)]
4hx〈σx〉 →
ωφδ2
φ2 {[ωµ(Q)]2 − ω2}2 + ω2 {[ωµ(Q)]2 + δ2 − ω2}2
. (22)
For all fits, the scattering intensities were calculated as
I(ω) = C
[
µf(Q)
µB
]2 ∫ Q1
Q0
〈S(Q, ω)〉Q dQ, (23)
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FIG. 8. Mean-field calculations results using initial spin configura-
tions other than spin-fragmented states, i.e. (a–c) Ising paramagnet
and (d–f) long-range ordered states. (a,d) show examples of initial
spin configurations in one kagome layer. (b,e) show the spin config-
urations of the converged states with parameters for Ho3Mg2Sb2O14
(hx = 1.05 K, Jnn = 1.00 K, D = 1.29 K). (c,f) show phase di-
agrams of ordered magnetic moments for the two initial configura-
tions.
where Q0 = 0.4 A˚−1 and Q1 = 1.6 A˚−1, and
I(Q) = C
[
µf(Q)
µB
]2 ∫ ω′
−ω′
〈S(Q, ω)〉ω dω, (24)
where ω′ = 30 K, angle brackets here denote numerical spher-
ical averaging, f(Q) is the Ho3+ magnetic form factor [83],
µ = 10µB is the total magnetic moment per Ho3+, and the
constant C = (γnre/2)
2
= 0.07265 barn. The integrals were
performed numerically.
APPENDIX E: MEAN-FIELD CALCULATIONS
We obtain the mean-field Hamiltonian for an arbitrary site
i at zero temperature by replacing the operator σzj in Eq. (5)
by its ground state expectation value 〈σzj 〉,
HiMF = h
xσxi − hzi σzi , (25)
with the local mean-field given by Eq. (10) and ground-state
expectation value on that site given by Eq. (9). The value of
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FIG. 9. Energy difference between the converged mean-field states
using different initial configurations. EECO and Eord denote the en-
ergy of the converged mean-field states starting from the classical
magnetic charge-ordered configurations and the long-range ordered
state, respectively. Different initial configurations converge to the
same final state in the non-magnetic phase and the AIAO phase, so
there is no energy difference in these regions. For the parameters best
describing Ho3Mg2Sb2O14, hx = 1.05 K, Jnn = 1.00 K, D = 1.29 K,
the energy difference is 2.1%.
σzi can vary between −1 and +1. We seek self-consistent so-
lutions to above two equations for a large box of spins using
an iterative procedure. Our configurations contain 18 kagome
layers and a total of N = 7776 spins. Starting with an initial
distribution of spins, the mean field hzi is computed at a ran-
dom site according to Eq. (10) and the new spin on that site
is updated by Eq. (9). A total of N such random updates is
defined as a sweep. The difference between the old and new
configuration is calculated after every sweep and this proce-
dure is repeated until the convergence criterion is met,∑
i
|〈σzi 〉new − 〈σzi 〉old|/N < 10−5 . (26)
The interaction matrix Jij consists of nearest-neighbor ex-
change and long-range dipolar interactions, and is calculated
only once at the beginning of the simulation and stored for
subsequent computation. The dipolar interaction is treated
by Ewald summation with tinfoil boundary conditions at in-
finity [84, 85], using the formulas for non-cubic unit cells
of Ref. [86]. The effective nearest-neighbor interaction is
fixed to be Jnn = 1.00 K and the dipolar interaction strength
D = 1.29 K in all the mean-field calculations.
We follow Ref. [35] to calculate the static-moment contri-
bution to the powder-averaged magnetic scattering. The cal-
culated magnetic scattering shown in Fig. 3(b) is obtained as
the sum of static diffuse Idiff(Q), Bragg IBragg(Q), and inelas-
tic Iin(Q) contributions, minus the high-temperature param-
agnetic Ipar(Q) contribution,
Isub(Q) = Idiff(Q) + IBragg(Q) + Iin(Q)− Ipar(Q), (27)
where the Bragg and diffuse contributions are calculated fol-
lowing Ref. [35]. To enforce the total-moment sum rule, the
additional inelastic contribution is given by
Iinelastic(Q) =
2
3
C
[
µf(Q)
µB
]2
1
N
∑
i
(
1− |〈σzi 〉|2
)
. (28)
The low-temperature mean-field calculations are mathe-
matically equivalent to solving simultaneous equations in a
high-dimensional space, giving rise to many self-consistent
solutions that are local minima in energy. Therefore, it is nec-
essary to start from different initial spin configurations (trial
states) and calculate the energies of corresponding converged
spin configurations (final states). In the absence of transverse
fields, the thermodynamics of a classical Ising dipole model
on a tripod kagome lattice is described by four temperature
regimes: a high-temperature paramagnet that smoothly con-
nects to a short-range order kagome spin ice region, a low-
temperature spin-fragmented phase, and an ultra-low temper-
ature long-range spin-ordered phase [32, 35]. The results
shown in Fig. 5 are obtained using the spin-fragmented states
as trial states. The calculated results using other physically-
meaningful states as initial spin configurations are shown in
Fig. 8. We first carry out the mean-field iteration from the
Ising paramagnetic states where the initial values for 〈σz〉 at
each site are randomly assigned. By varying hx and Jnn, an
almost identical phase diagram is obtained [Fig. 8(c)] to that
using classical magnetic-charge ordered states as initial states
[Fig. 5(a)]. Within the QSF phase space, some differences
are observed due to the formation of charge-ordered domains.
We also perform the mean-field calculation starting from the
ultra-low temperature long-range ordered state. According to
classical Monte Carlo simulations, this 3D-ordered state is
characterized by a propagation vector k = (1/2, 1/4, 1/2),
different from the
√
3×√3 long-range ordered state expected
for a single kagome layer [32] [Fig. 8(d)]. The same type of
order has also been predicted by Luttinger-Tisza theory [43].
Using this long-range ordered state as the initial state, a simi-
lar phase diagram is obtained [Fig. 8(f)] with the replacement
of the QSF state by a 3D ordered state that also has a modula-
tion in the static spin length [Fig. 8(c)]. States resulting from
the long-range ordered configuration always have lower en-
ergy than those converged from the classical magnetic-charge
ordered configurations. Therefore, the QSF state is not the
mean-field ground state of Ho3Mg2Sb3O14. However, the en-
ergy difference between the two states is within 3% [Fig. 9].
Given the small energy difference, the QSF state may be more
entropically favorable at finite temperature due to its macro-
scopic degeneracy.
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