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Exact short-time height distribution for the flat Kardar-Parisi-Zhang interface
Naftali R. Smith1, ∗ and Baruch Meerson1, †
1Racah Institute of Physics, Hebrew University of Jerusalem, Jerusalem 91904, Israel
We determine the exact short-time distribution − lnPf (H, t) = Sf (H) /
√
t of the one-point height
H = h(x = 0, t) of an evolving 1+1 Kardar-Parisi-Zhang (KPZ) interface for flat initial condition.
This is achieved by combining (i) the optimal fluctuation method, (ii) a time-reversal symmetry
of the KPZ equation in 1+1 dimension, and (iii) the recently determined exact short-time height
distribution − lnPst (H, t) = Sst (H) /
√
t for stationary initial condition. In studying the large-
deviation function Sst (H) of the latter, one encounters two branches: an analytic and a non-analytic.
The analytic branch is non-physical beyond a critical value of H where a second-order dynamical
phase transition occurs. Here we show that, remarkably, it is the analytic branch of Sst (H) which
determines the large-deviation function Sf (H) of the flat interface via a simple mapping Sf (H) =
2−3/2Sst (2H).
PACS numbers: 05.40.-a, 05.70.Np, 68.35.Ct
I. INTRODUCTION
The one-dimensional Kardar-Parisi-Zhang (KPZ)
equation [1] describes the non-equilibrium stochastic dy-
namics of the height h(x, t) of a growing interface at the
point x of a substrate at time t as
∂th = ν∂
2
xh+
λ
2
(∂xh)
2
+
√
D ξ(x, t). (1)
Here ξ(x, t) is a Gaussian noise with zero average and
〈ξ(x1, t1)ξ(x2, t2)〉 = δ(x1 − x2)δ(t1 − t2). (2)
At late times, the lateral correlation length grows as t2/3,
and the interface width grows as t1/3. The famous expo-
nents 2/3 and 1/3 define an important universality class
of non-equilibrium growth [2–8].
In recent years, much effort has gone into the study of
quantities which describe the height fluctuations of the
KPZ interface in greater detail. One of them is the full
probability distribution P (H, t) of the interface height
at specified point and time H = h (x = 0, t). The shape
of this distribution strongly depends the initial condition
h (x, t = 0), and this dependence persists at arbitrarily
long times [6–8]. The three most physically relevant, and
extensively studied initial conditions are the sharp-wedge
or “droplet”, where h (x, t = 0) = |x| /δ with δ → 0, the
flat initial condition h (x, t = 0) = 0 and the “station-
ary” interface, where the initial height profile h(x, t = 0)
is randomly chosen from the steady-state distribution. A
significant achievement was the derivation of exact repre-
sentations for a generating function of exp[(λ/2ν)H], at
any time, for these three initial conditions [9–15]. These
representations are given in terms of Fredholm deter-
minants or Pfaffians. Using the exact representations,
it was shown that typical fluctuations at long times,
∗ naftali.smith@mail.huji.ac.il
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t  ν5/(D2λ4), for the flat, “droplet” and stationary
initial conditions are described by the Gaussian orthogo-
nal ensemble (GOE) Tracy-Widom distribution [16], the
Gaussian unitary ensemble (GUE) Tracy-Widom distri-
bution and the Baik-Rains distribution [17], respectively.
Lately, there has been growing interest in short-time
t ν5/(D2λ4) fluctuations of the KPZ interface height.
Here the tails of P (H, t) were seen to exhibit new scal-
ing behavior. A direct method of obtaining the short-
time distribution P (H, t) is by extracting the short-time
asymptotics from the exact representations. These cal-
culations, although technically difficult, were performed
for the droplet [18] and stationary [19] initial conditions.
In both cases, the distributions scale, in a proper mov-
ing frame [20], as − lnP ' S (H) /√t, where the large-
deviation functions S(H) were found exactly. For the
flat initial condition, no such calculation has yet been
performed, but the first four cumulants of the distribu-
tion were found using the Fredholm representations [21].
A powerful, although approximate, alternative tool for
studying height fluctuations is the optimal fluctuation
method (OFM), also known by the names weak-noise
theory, instanton method and macroscopic fluctuation
theory. Originating in condensed matter physics [22–25],
the OFM found applications in the studies of turbulence
and turbulent transport [26–28], diffusive lattice gases
[29] and stochastic reactions on lattices [30, 31]. It was
applied to the KPZ equation and closely related systems
in Refs. [32–47]. In the OFM the path integral of the
stochastic process, conditioned on a specified large de-
viation, is evaluated using the saddle-point approxima-
tion. Of course, this requires a proper small parameter.
The ensuing minimization procedure leads to equations
for the optimal (most likely) path of the system and the
most likely realization of the noise, which can be cast into
Hamiltonian form. The “classical” action, evaluated on
the optimal path, yields − lnP up to a pre-exponential
factor. Importantly for the following, for the KPZ equa-
tion in 1+1 dimension, the OFM becomes asymptotically
exact in the short-time limit t→ 0.
The OFM immediately yields the short-time scaling
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2behavior − lnP ' S (H) /√t. The large-deviation func-
tion S (H) is found from the solution of the ensuing
variational problem. The latter involves nonlinear and
coupled partial differential equations, so this solution is
difficult to obtain. To date, no exact analytic solution
to the OFM’s variational problem for the KPZ equation
has been found for arbitrary H. Approximate analyti-
cal solutions for small H, for large positive H and for
large negative H were obtained for the flat [37–39, 41],
“droplet” [42] and stationary [43] initial conditions. For
the flat interface, S(H) was computed numerically in a
broad range of H [41].
As regards the large-deviation function Sst (H) for
the stationary interface, the OFM led to the discovery
of a second-order dynamical phase transition: a jump
of the second derivative ∂2HSst at a critical value of
λH = λHc > 0. This phase transition is due to a sponta-
neous breaking of the spatial mirror symmetry x ↔ −x
of the optimal path of the interface [43]. In addition
to the non-analytic branch of Sst(H), there is an ana-
lytic branch, corresponding to spatially-symmetric inter-
face histories. At λH > λHc, this branch gives a larger
action, so it is not optimal and therefore not physical
[43]. Both of the branches of Sst(H) were subsequently
found exactly by Krajenbrink and Le Doussal [19] from
the exact representations. Recently, a Landau theory was
developed for this dynamical phase transition [47].
In this work we use the OFM in order to obtain the
exact analytical form of the short-time large-deviation
function Sf(H) for the flat initial condition, see Fig. 1 and
Eqs. (37)-(42) below. We achieve this without solving the
OFM problem explicitly. Rather, we incorporate into
the OFM formalism a recently established time-reversal
symmetry of the KPZ equation. Then we exploit this
symmetry to obtain an exact mapping between the OFM
formulations for the flat and stationary KPZ interfaces.
This enables us to obtain the remarkably simple relation
Sf(H) =
1
2
√
2
Sst(2H) (3)
between Sf(H) and the analytic branch of Sst(H). As
this branch is known exactly [19], we immediately obtain
exact Sf(H), which is the main result of this work.
The remainder of this paper is organized as follows. To
make this paper self-contained, we present in section II
the OFM formulations for the flat [37, 41] and station-
ary [43] interfaces. In section III we discuss symmetries
of the KPZ equation, as manifested in the OFM. In sec-
tion IV we exploit a time-reversal symmetry in order to
find an exact mapping between the OFM problems for
the flat and stationary interfaces, and obtain Sf(H) ex-
actly. We summarize and discuss our results in Sec. V. A
more detailed discussion of the time-reversal symmetry
is relegated to the Appendix.
FIG. 1. Solid line: The rescaled large-deviation function
sf(H), defined by Eqs. (12) and (13), for the flat initial condi-
tion. The analytical form of sf(H) is given by Eqs. (37)-(42).
Shown are the regimes of typical fluctuations (a) and large
deviations (b). The different intervals J1,2,3, see Eq. (40), are
plotted in different colors, but sf(H) is an analytic function
of H. Symbols: numerical results from Ref. [41].
II. OPTIMAL FLUCTUATION METHOD
We will use the subscripts ‘f’ and ‘st’ for the flat and
stationary initial conditions, respectively. We will omit
the subscript in equations which are valid for both initial
conditions. Let us start from the flat interface.
A. Flat interface
We introduce the time T at which the interface height
is measured, so H = h (x = 0, t = T ). After rescaling
x/
√
νT → x, t/T → t, |λ|h/ν → h, Eq. (1) takes the
dimensionless form [41]
∂th = ∂
2
xh−
1
2
(∂xh)
2
+
√
 ξ (x, t) , (4)
where  = Dλ2
√
T/ν5/2 is the dimensionless noise
strength, and we assume λ < 0 without loss of gener-
ality [48]. In the weak-noise (or short-time) limit, which
formally corresponds to  → 0, one can use the saddle-
point approximation in order to evaluate the proper path
integral of Eq. (4). This leads to a minimization problem
3for the action sdyn, where
sdyn =
1
2
∫ 1
0
dt
∫ ∞
−∞
dx
[
∂th− ∂2xh+
1
2
(∂xh)
2
]2
. (5)
It is convenient to recast the ensuing Euler-Lagrange
equation into Hamiltonian equations for the optimal his-
tory h (x, t) of the height profile and its canonically con-
jugate “momentum” ρ (x, t) which describes the optimal
realization of the noise ξ [34, 37, 41]:
∂th = δH/δρ = ∂2xh−
1
2
(∂xh)
2
+ ρ, (6)
∂tρ = −δH/δh = −∂2xρ− ∂x (ρ∂xh) . (7)
Here
H =
∫ ∞
−∞
dx ρ
[
∂2xh−
1
2
(∂xh)
2
+ ρ/2
]
is the Hamiltonian.
The initial condition for the flat interface is
hf (x, t = 0) = 0. (8)
The constraint
h(x = 0, t = 1) = H (9)
leads to
ρ (x, t = 1) = Λ δ (x) , (10)
where Λ is a Lagrange multiplier whose value is ulti-
mately determined by H.
Having solved the OFM problem, one can evaluate the
rescaled action sf = sdyn, which is nothing but the short-
time large-deviation function of the height:
sdyn =
1
2
∫ 1
0
dt
∫ ∞
−∞
dx ρ2 (x, t) . (11)
This gives P up to logarithmic accuracy: − lnP ' s/,
or
− lnP (H,T ) ' ν
5/2
Dλ2
√
T
s
( |λ|H
ν
)
(12)
in the physical variables. s(H) is the dimensionless large-
deviation function of the short-time height distribution.
Its relation to S(H), which appears in the Abstract and
Introduction, is
S (H) =
ν5/2
Dλ2
s
( |λ|H
ν
)
. (13)
B. Stationary interface
The effective action for the stationary initial condition
is a sum of two terms: sst = sdyn + sin, where sdyn (5) is
the dynamic contribution, and
sin =
∫ ∞
−∞
dx (∂xh)
2
∣∣∣
t=0
(14)
is the “cost” of the (a priori unknown) initial height pro-
file. As a result, the initial condition (8) gives way to [43]
ρst (x, t = 0) + 2∂
2
xhst (x, t = 0) = Λδ (x) . (15)
In addition, we demand ∂xhst (|x| → ∞, 0) → 0, guar-
anteeing the boundedness of sin. Finally, without losing
generality, we can pin the initial Brownian interface at
x = 0:
hst (x = 0, t = 0) = 0. (16)
III. KPZ SYMMETRIES IN THE OFM
FORMALISM
The KPZ equation respects several symmetries, which
play an important role in its analysis [1–4, 8, 49–51]. How
do these symmetries manifest themselves in the OFM
equations (6) and (7)? First of all, the KPZ equation is
invariant under translations of x, t or h, leading to an in-
variance of the OFM equations under the transformation
h (x− x0, t− t0) + C → h (x, t) , (17)
ρ (x− x0, t− t0)→ ρ (x, t) (18)
for arbitrary x0, t0 and C. Secondly, there is invariance
under spatial inversion
h (−x, t)→ h (x, t) , ρ (−x, t)→ ρ (x, t) . (19)
Thirdly, there is invariance under the Galilean transfor-
mation
xv + h (x− vt, t)→ h (x, t) , ρ (x− vt, t)→ ρ (x, t)
(20)
for arbitrary v. The next two symmetries are nontriv-
ial and involve time reversal. The OFM equations are
invariant under the transformation [50, 52]
−h (x,−t)− 2 ln |2ρ (x,−t)| → h (x, t) , (21)
ρ (x,−t)→ ρ (x, t) . (22)
The other nontrivial symmetry is the following [49–51]:
−h (x,−t)→ h (x, t) , (23)
ρ (x,−t) + 2∂2xh (x,−t)→ ρ (x, t) . (24)
It is important to note that, while the symmetries (17)-
(22) can be extended to arbitrary spatial dimension, the
last symmetry (23) and (24) only holds in 1+1 dimension.
It is intimately related to the simple, λ-independent form
of the stationary distribution of interface profiles [the
latter determines the “cost” (14) of the initial interface
in terms of the action]. Technically, the symmetry (23)
and (24) is a consequence of the following exact property
of the KPZ action. For any given profiles h0(x) and h1(x)
which satisfy ∂xh0 (|x| → ∞) = ∂xh1 (|x| → ∞) = 0, and
for any (not necessarily optimal) trajectory h(x, t), sat-
isfying h(x, 0) = h0(x) and h(x, 1) = h1(x), one has
sin [h0 (x)] + sdyn [h (x, t)]
= sin [−h1 (x)] + sdyn [−h (x, 1− t)] . (25)
4Equations (23)-(25) are vital ingredients in the mapping,
performed in the next section. In the Appendix we prove
Eq. (25) and show that the symmetry (23) and (24) fol-
lows from it.
IV. MAPPING BETWEEN FLAT AND
STATIONARY PROBLEMS
A. Relation between optimal histories
The symmetries of the previous section are in general
violated by the boundary conditions of the OFM prob-
lem. The stationary interface provides a remarkable ex-
ception. Here the whole problem is invariant under a
combination of the symmetry (23) and (24) and proper
translations of t and h. Indeed, the boundary condi-
tions (9), (10), (15) and (16) are invariant under the
transformation
H − hst (x, 1− t)→ hst (x, t) , (26)
ρst (x, 1− t) + 2∂2xhst (x, 1− t)→ ρst (x, t) . (27)
Less surprisingly, the boundary conditions are also in-
variant under spatial inversion (19) [43].
For the stationary interface, there is a unique solution
to the OFM problem at subcritical heights H > Hc =
−3.70632489 . . . [19, 43], so this solution must respect
all of the problem’s symmetries. In particular, hst (x, t)
must obey the equations
hst (x, t) = hst (−x, t) = H − hst (x, 1− t) . (28)
At supercritical heights H < Hc there are three solutions
to the OFM problem. There is a non-optimal (and there-
fore, non-physical) solution which satisfies the symme-
tries (28), and whose action coincides with the analytic
branch sast (H) of the large-deviation function sst(H). In
addition, there are two symmetry-broken, optimal so-
lutions with equal actions, corresponding to the non-
analytic branch of sst(H) [19, 43]. These two solutions
do not satisfy Eq. (28), but they do satisfy the combined
symmetry hst (x, t) = H − hst (−x, 1− t) [47, 53].
Henceforth, we will only consider solutions hst(x, t)
which satisfy the symmetries (28), and denote them with
the superscript ‘a’ (from the word “analytic”). These so-
lutions are optimal among all the histories h(x, t) which
are conditioned by h(x = 0, t = 1) = H and respect spa-
tial mirror symmetry. As one can see from Eq. (28), for
these solutions
hast
(
x,
1
2
)
=
H
2
, (29)
that is, the interface hast (x, t) is flat at t = 1/2 [54].
Now, the OFM problem for the flat interface is known
to have a unique solution, which respects spatial mirror
symmetry [37–39, 41]. Therefore, it follows from Eq. (29)
that hast (x, 1/2 ≤ t ≤ 1) is the optimal interface history
which leads from a flat interface at height H/2 at t = 1/2
to height H at x = 0 and t = 1. In its turn, this implies
a relation between the solutions to the OFM problems
for the stationary and flat interfaces:
H
2
+ hf
(√
2x, 2t− 1, H
2
)
= hast
(
x,
1
2
≤ t ≤ 1, H
)
. (30)
Here the dependence of the profiles on H is indicated
explicitly, by adding the third argument to h. The factor√
2 in Eq. (30) comes from the same rescaling of units
which leads to Eq. (4). Using Eqs. (7) and (30), we obtain
an additional relation,
2ρf
(√
2x, 2t− 1, H
2
)
= ρast
(
x,
1
2
≤ t ≤ 1, H
)
, (31)
between the optimal realizations of the noise ρf (x, t)
and ρast (x, t) which correspond to the interface histories
hf (x, t) and h
a
st (x, t), respectively. If h
a
st (x, t) is known,
hf (x, t) can be obtained directly from Eq. (30). Con-
versely, if hf (x, t) is known, h
a
st (x, 1/2 ≤ t ≤ 1) is found
from Eq. (30). Then, using Eq. (28), one can obtain
hast (x, 0 ≤ t ≤ 1/2) as well.
B. Relation between height distributions
Now we can use the relations (30) and (31) between
the solutions to the OFM problems for the flat and sta-
tionary interfaces in order to obtain a relation between
their actions. Plugging t = 0 into Eq. (28) we find
hast (x, t = 0) = H − hast (x, t = 1) . (32)
By virtue of Eq. (29)
sin [h
a
st (x, t = 1/2)] = 0 (33)
(the “cost” of the flat interface is zero). Let us now write
sast(H) = sst,1 + sst,2, where
sst,1 = sin [hst (x, 0)] +
1
2
∫ 1/2
0
dt
∫ ∞
−∞
dx [ρast (x, t)]
2
, (34)
sst,2 =
1
2
∫ 1
1/2
dt
∫ ∞
−∞
dx [ρast (x, t)]
2
. (35)
It follows from Eqs. (25), (32) and (33) that sst,1 = sst,2.
On the other hand, by plugging Eq. (31) into Eq. (35),
one can show that sst,2 =
√
2 sf (H/2). Altogether this
leads to the simple relation
sf (H) =
sast (2H)
2
√
2
(36)
between the large-deviation functions of the flat interface
and the analytic branch of the large-deviation function
of the stationary interface. As mentioned above, sast(H)
was found exactly in Ref. [19]. Using their results and
Eq. (36), we will now present sf(H) [55].
5C. sf(H)
Using similar notation to that in Ref. [19], we define
Ψ0 (z) =
1
pi
∫ ∞
0
dy
(
1 +
1
y
)√
y ln
(
1 +
ze−y
y
)
, (37)
Φ0 (z) = Ψ0 (z)− 2zΨ′0 (z) , (38)
and denote the following intervals:
I1 = [0,+∞] , I2 = I3 =
[
0, e−1
]
, (39)
J1 = [0,+∞] , J2 =
[
Hc
2
, 0
]
, J3 =
[
−∞, Hc
2
]
.(40)
To remind the reader, Hc < 0 in our units. The large-
deviation function sf(H) is given in a parametric form by
the following equations:
e−H =

z [Ψ′0 (z)]
2
, z ∈ I1, H ∈ J1,
z
[
Ψ′0 (z)− 2z
√−W0 (−z)]2, z ∈ I2, H ∈ J2,
z
[
Ψ′0 (z)− 2z
√−W−1 (−z)]2, z ∈ I3, H ∈ J3,
(41)
sf
2
√
2
=

Φ0 (z) , z ∈ I1,
Φ0 (z) +
4
3 [−W0 (−z)]3/2 , z ∈ I2,
Φ0 (z) +
4
3 [−W−1 (−z)]3/2 , z ∈ I3,
(42)
where W0(. . . ) and W−1(. . . ) are the first and second
real-valued branches of the Lambert function, respec-
tively [56, 57]. W (z) is defined implicitly as the root of
the equation WeW = z. The resulting sf(H) is plotted
in Fig. 1. It is seen to agree perfectly with the numerical
results of Ref. [41].
In spite of the presence of three branches in Eqs. (41)
and (42), sf(H) is an analytic function, as is s
a
st (H) [19].
The asymptotic behaviors of sf(H) are
sf(H)=

8
√
2
15piH
5/2 + 8
√
2
3pi H
3/2 lnH
+ 4
√
2
9pi
[
2 + 3 ln
(
4
9pi2
)]
H3/2 + . . . , H → +∞,√
pi
2 H
2 +
√
pi
72 (pi − 3)H3 + . . . , |H|  1,
8
√
2
3 |H|3/2−8
√
2 ln(2)|H|1/2+ . . . , H → −∞.
(43)
The leading-order terms of the both tails |H| → ∞ were
obtained in Refs. [37–39, 41]. The subleading terms have
been previously unknown. As has been known for some
time [37, 41], the tail H → −∞ agrees with the slower-
decaying tail of the GOE Tracy-Widom distribution [16].
Using Eqs. (12), (41) and (42), one can evaluate the
short-time cumulants of Pf (H, t). There is a shortcut,
however, in the form of a simple relation between the the
q-th cumulants, κq,f and κq,st, for the flat and stationary
interfaces, respectively:
κq,f = 2
q−3
2 κq,st. (44)
Plugging the first several nontrivial cumulants κq,st from
the main text and Supplemental Material of Ref. [19] into
Eq. (44), we find their counterparts for the flat interface:
κ2,f ' D
√
T
2piν
, (45)
κ3,f ' (pi − 3)D
2λT
4piν2
, (46)
κ4,f '
[
5 +
(√
2− 3)pi]λ2D3T 3/2
(2pi)
3/2
ν7/2
, (47)
κ5,f ' −
5
[
21 + 2
(
4
√
2 − 9)pi]λ3D4T 2
16pi2ν5
, (48)
κ6,f '
3
[
252 + 140
(√
2− 2)pi + (15− 20√2 + 8√3)pi2]
16
√
2pi5/2
× λ
4D5T 5/2
ν13/2
. (49)
Equation (44) for the particular case q = 2, and Eq. (45),
have been known for a long time [58]. Equations (45)-
(47) are in full agreement with Ref. [21]. The cumulants
κ2,f and κ3,f were also calculated in Ref. [41]. The cumu-
lants κ5,f and κ6,f have not been previously known. In-
terestingly, the third cumulants of the two distributions
coincide.
V. SUMMARY AND DISCUSSION
We obtained the exact large-deviation function sf(H)
which describes the short-time height distribution of
the 1d KPZ interface with a flat initial condition, see
Eqs. (37)-(42) and Fig. 1. We achieved this by establish-
ing an exact relation (36) between sf(H) and the analytic
(non-optimal) branch of the short-time large-deviation
function sst(H) of the stationary initial condition. The
latter was recently found exactly [19]. The relation (36)
is a consequence of a time-reversal symmetry of the OFM
formulation for the 1d KPZ equation.
It was predicted, for a whole class of initial conditions
[41–44], that the OFM results for the λH → +∞ tail,
and sufficiently far into the λH → −∞ tail, are valid at
all times. For the droplet initial condition, these predic-
tions are by now firmly established: analytically [59–61],
numerically [60, 62], and rigorously [63].
The connection (36) between the large-deviation func-
tions for the stationary and flat interfaces can be ex-
tended to finite systems, and in the reciprocal direction.
Indeed, recently the short-time single-point height distri-
bution Pf (H,L, t) for an initially flat KPZ interface on a
ring of length 2L was found in several limits [46]. For an
initially stationary interface on the same ring the height
distribution Pst (H,L, t) is presently unknown, but can
be found using the results of Ref. [46]. Within the regime
of parameters where the optimal history for the station-
ary interface satisfies the symmetries (28) (that is, in the
absence of dynamical phase transition), Eq. (36) yields
the relation
− lnPst (H,L, t) ' −2 lnPf
(
H
2
, L,
t
2
)
(50)
6between the two (short-time) distributions.
Finally, the OFM predicts a very simple connection
between any full-space (|x| < ∞) problem with spa-
tial mirror symmetry of the optimal path on the one
hand and the corresponding half-space (x ≥ 0) prob-
lem with the same initial condition and the “reflecting
wall” boundary condition ∂xh (x = 0, t) = 0 on the other
hand. Indeed, for the half-space problem, the lower
limit of the spatial integration in Eq. (11) is replaced
by 0. Therefore, if ρ (x, t) in the full-space problem is
spatially-symmetric at all t, the large-deviation functions
s (H) and sh.s. (H) of the full-space and half-space prob-
lems, respectively, are related via sh.s. (H) = 12s (H).
The examples of flat and droplet interfaces (and, more
generally, of any deterministic interface which is mirror-
symmetric around x = 0) are almost trivial in this re-
spect. A less trivial, but still simple, example is the sta-
tionary interface. Here the optimal history for the full-
space problem is symmetry-broken at supercritical H. In
the half-space problem, however, the solution must come
from the analytic branch sast (H), which corresponds to
spatially-symmetric interface histories. Evaluating the
integrals (11) and (14) on these histories over the half
space x ≥ 0 leads to sh.s.st (H) = 12sast (H).
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APPENDIX: PROVING EQS. (23)-(25)
Here we discuss the time-reversal symmetry of the KPZ
equation in 1 + 1 dimension in some detail. We prove
Eq. (25), and then use it in order to prove the symme-
try (23) and (24). Let us denote by sLHS and sRHS the
left and right hand sides of Eq. (25), respectively. Using
Eqs. (5) and (14), we obtain
sLHS =
∫ ∞
−∞
(∂xh0)
2
dx
+
1
2
∫ ∞
−∞
dx
∫ 1
0
dt
[
∂th− ∂2xh+
1
2
(∂xh)
2
]2
(A1)
and
sRHS =
∫ ∞
−∞
(∂xh1)
2
dx
+
1
2
∫ ∞
−∞
dx
∫ 1
0
dt
[
∂th+ ∂
2
xh+
1
2
(∂xh)
2
]2
. (A2)
Subtracting Eq. (A1) from Eq. (A2), we obtain
sRHS − sLHS =
∫ ∞
−∞
dx
[
(∂xh1)
2 − (∂xh0)2
]
+
∫ ∞
−∞
dx
∫ 1
0
dt
[
2∂th∂
2
xh+ ∂
2
xh (∂xh)
2
]
. (A3)
Now we use the identity
2∂th∂
2
xh = 2∂x (∂th∂xh)− ∂t
[
(∂xh)
2
]
(A4)
in Eq. (A3) to obtain
sRHS − sLHS =
∫ ∞
−∞
dx
∫ 1
0
dt ∂x
[
2∂xh∂th+
1
3
(∂xh)
3
]
= 0,
(A5)
completing the proof of Eq. (25).
The symmetry (23) and (24) follows from Eq. (25).
Indeed, for given profiles h0(x) and h1(x), let h∗(x, t)
be the history which minimizes sdyn [h (x, t)] under the
constraints
h (x, 0) = h0 (x) , h (x, 1) = h1 (x) . (A6)
Then it follows from Eq. (25) that
h˜∗ (x, t) ≡ −h∗ (x, 1− t) (A7)
minimizes sdyn
[
h˜ (x, t)
]
under the constraints
h˜ (x, 0) = −h1 (x) , h˜ (x, 1) = −h0 (x) . (A8)
As is seen from Eqs. (4) and (A7), the optimal real-
izations ξopt∗ (x, t) and ξ˜
opt
∗ (x, t) of the noise, which cor-
respond to the optimal histories h∗ (x, t) and h˜∗ (x, t),
respectively, are related via
ξ˜opt∗ (x, t) = ξ
opt
∗ (x, 1− t) +
2√

∂2xh∗ (x, 1− t) . (A9)
Since h∗ (x, t) and h˜∗ (x, t) are optimal histories, and in
view of the relation ρ (x, t) =
√
 ξopt (x, t), which follows
from Eqs. (4) and (6), we find that Eqs. (A7) and (A9)
lead to the invariance of the OFM equations (6) and (7)
under the transformation (23) and (24). Of course, this
invariance can be also verified directly.
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