Time-resolved imaging in microscopy is important for the direct observation of a range of dynamic processes in both the physical and life sciences. However, the image sequences are often corrupted by noise, either as a result of high frame rates or a need to limit the radiation dose received by the sample. Here we exploit both spatial and temporal correlations using low-rank matrix recovery methods to denoise microscopy image sequences. We also make use of an unbiased risk estimator to address the issue of how much thresholding to apply in a robust and automated manner. The performance of the technique is demonstrated using simulated image sequences, as well as experimental scanning transmission electron microscopy data, where surface adatom motion and nanoparticle structural dynamics are recovered at rates of up to 32 frames per second.
Introduction
Observing dynamic behaviour using microscopy can play a crucial role in revealing new insights into chemical reactions, structural transformations and biological processes. In these direct observations, length scales can range from millimetres in light microscopy to picometres in aberration-corrected transmission electron microscopy (TEM), whilst observation timescales may reach the femtosecond regime [1] . Important analysis of the image sequences can include particle tracking [2] , migration of defects and grain boundaries [3, 4] , and bond making and breaking [5] .
Dynamic imaging brings with it a considerable set of challenges. Acquiring rapid image sequences requires short exposure times for each frame, and the resulting low photon or electron counts lead to a degradation in the signal-to-noise ratio (SNR). Similarly, long observations of radiation-sensitive materials can alter the very processes being observed, causing severe damage to the specimen. Again, this requires the use of low dose imaging and thus a degraded SNR. Developing effective methods to denoise image sequences is therefore essential to expanding the applications of dynamic imaging.
Denoising is a well-studied problem in image processing, and many methods are capable of making significant improvements to the SNR. The related problem of video denoising has also been widely studied, and the most effective schemes for video denoising exploit the temporal correlation between frames. Recently, patch-based methods from image denoising have been extended to image sequences, such as the V-BM4D algorithm [6] , which couples motion estimation with noise filtering to achieve state-of-the-art results.
Another promising approach for signal recovery is low-rank matrix approximation [7] , which is closely related to the method of principal component analysis (PCA) [8] . Recently, low-rank matrix approximation has been combined with a patch-based approach to denoise dynamic MRI sequences [9] . This exploits the fact that a stack of correlated, vectorized frames from a video will form a matrix with low-rank, the recovery of which can be formulated as a convex optimization problem, known as nuclear norm minimization, and solved efficiently using singular value thresholding [10, 11] .
In this paper we describe a robust algorithm for denoising time-resolved microscopy image sequences, Poisson-Gaussian Unbiased Risk Estimator for Singular Value Thresholding (PGURE-SVT). The proposed approach, based on low-rank matrix approximation, comprises a number of features designed to address effectively the particular challenges of microscopy image sequences. These include optimal threshold selection, automated estimation of the noise characteristics, and motion estimation of image features. Importantly, the approach preserves, and indeed exploits, the temporal information of the data, and is generally applicable to many types of microscopy, including fluorescence microscopy and TEM. Using simulated image sequences, PGURE-SVT is shown Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/ultramic to be competitive with the state-of-the-art in video denoising methods. In addition to rigorous evaluation via simulations, an example application to experimental annular dark-field scanning transmission electron microscopy (ADF-STEM) is presented, highlighting the potential of PGURE-SVT to reveal new insights into dynamic processes at the atomic level.
Theory
As the volume of data collected in microscopy experiments grows, there is an increasing need to process the datasets in a manner that extracts the key information content. This concept of dimensionality reduction is usually tackled with PCA and related methods, which seek to explain a large dataset in terms of a few principal components by exploiting correlations and structure in the data. Matrices that exhibit correlations between columns (or rows) can be described as low-rank matrices, and it is this attribute that enables the use of PCA. In a microscopy experiment, the underlying data is often low-rank but corrupted by noise, and so the low-rank data must be recovered from these noisy observations. The methods developed here share many principles with PCA, but some distinctive features are particularly advantageous, including robust automation of how much thresholding to apply.
Given a corrupted observation Y of a low-rank matrix X 0 , the goal of low-rank matrix approximation is to recover X 0 as accurately as possible. A natural approach to this problem is to find the optimal solution to:
where X is the decision variable and λ is a regularization parameter [10] . − Y X F 2 represents the square of the Frobenius norm,
i.e. the sum of the squared differences of the matrix elements,
2 . Stating the problem in this way thus imposes a lowrank constraint on the estimated matrix X, whilst the use of a Frobenius norm ensures X is also a good fit of the observations, Y.
The following section outlines a computationally attractive algorithm for solving Eq. (1), and presents an automated approach for calculating the optimal value of λ under the experimental conditions encountered in microscopy.
Nuclear norm minimization
In practice, optimization of the rank function in Eq. (1) is an intractable problem. However, Candés and Recht demonstrated a powerful approach involving minimization of the nuclear norm of the matrix as a convex approximation to the rank function [10] . This approach is based on the singular value decomposition (SVD), defined for an × m n matrix Y as:
where U is an × m m matrix of left singular vectors, V is an × n n matrix of right singular vectors (V T represents the transpose of V), and Σ is an × m n diagonal matrix. The values along the diagonal of Σ are denoted as s i , and are known as the singular values of the matrix Y. The SVD is a common method for decomposing datasets in PCA, where the dataset is separated into scores Σ U , and loadings V.
Nuclear norm minimization seeks to approximate X 0 by an optimal low-rank solution^λ X according to:
where * X is the nuclear norm of X, which is defined as the sum of the singular values of a matrix, σ ∑ i i [10] . Cai et al. showed that a solution to Eq. (3) can be found in a computationally attractive manner using soft singular value thresholding (SVT) [11] , according to:
where λ is the soft thresholding operator, and for each singular value s i :
The soft thresholding operator contrasts with the typical hard thresholding approach in PCA, which retains only those components with singular values above a threshold λ [12] . Eq. (5) instead reduces all the singular values towards zero by a fixed amount.
For practical application to image sequences, a refinement to Eq. (4) can be made. Instead of applying a single threshold value to all singular values, a weighted threshold can be applied on the basis that larger singular values correspond to more important image features, and so should be reduced by a smaller amount [13] . Defining the weighted nuclear norm of X as σ
is a weight assigned to the singular value s i , a solution is now sought for:
where the parameter λ has been incorporated into the weighted nuclear norm. The approach taken in [13] uses weights w i in the order < <… < w w 0 n 1 (based on the fact that the singular values of a matrix are always sorted in descending order
). This ensures the use of soft singular value thresholding remains valid [14] . In the present work we propose to use an exponential weighting scheme to minimize the computational complexity compared to the scheme in [13] . Letting
, the exponentially weighted SVT operator incorporating the parameter λ is:
and the weighted SVT function is:
Patch-based nuclear norm minimization
In forming a so-called Casorati matrix, whose columns are the vectorized frames from an image sequence, the correlation between frames in the sequence means that such a matrix will be low-rank [15] . In reality, the size of the spatial dimension will often exceed the size of the temporal dimension (
, where n n x y is the number of pixels in each frame and T is the number of frames), and this may lead to problems with the SVT approach due to limited degrees of freedom [9] . Analyzing the image sequence via a patch-based approach can overcome this problem. The patch-based approach is illustrated in Fig. 1 , where a × 3 3 pixel patch is extracted from each frame and vectorized to form a column of the Casorati matrix C. Fig. 2 shows an example of SVT applied to a Casorati matrix formed by vectorized images of a 2D Gaussian peak. The resulting Casorati matrix shown in Fig. 2b is in fact rank 1, as can be seen in the singular value plot in Fig. 2e . These singular value plots can be interpreted in a similar way to a scree plot in PCA, in which most of the variance in the Casorati matrix (and by extension the original image sequence) can be explained by the first component, and the remaining components mainly describe the noise in the dataset. In PCA, these remaining components would be discarded to reconstruct the low-rank approximation, whereas in nuclear norm minimization all the components are retained, but their influence on the result is reduced according to the soft thresholding operation.
Optimizing the denoising function
As with many other denoising algorithms, weighted SVT (Eq. (8)) relies on appropriate selection of the thresholding parameter λ. If λ is too large, noise is insufficiently removed from the image sequence, and if it is too small then spatio-temporal blurring can occur. This is equivalent to the bias-variance trade-off when selecting the appropriate number of components to describe a dataset in PCA. Robust, automated methods of determining an optimal λ are therefore of critical importance.
If Y is the observed noisy matrix, and λ f represents a denoising function dependent on the parameter(s) λ, then it is desirable to select λ such that the difference between the denoised matrix ( ) λ f Y and the true noise-free matrix X 0 is minimized. A common method is to choose λ such that it minimizes the mean-squared error (MSE) or risk:
where N is the number of elements in the matrix. Practically, the ground truth X 0 is unknown, so to achieve an automated approach, unbiased estimators of the risk must be used to optimize the parameter λ. In this work, ( ) ( )
from Eq. (8) . Determining the appropriate estimator first requires a consideration of the characteristics of the image acquisition process, as accounting for the detector model and noise statistics is critical to maximizing the performance of any denoising algorithm. The arrival of photons or electrons at the detector in the case of low counts can be modelled as a Poisson process, whilst further additive noise from the detector and electronic circuits may be modelled as a Gaussian process. The observed images are therefore corrupted by a mixture of Poisson and Gaussian noise, which can be difficult to address in subsequent processing and analysis. Often a variance-stabilizing transform such as the Generalized Anscombe Transform is used to overcome this challenge [16] . The variance of the transformed image is independent of the signal, allowing it to be denoised with methods designed for Gaussian noise removal, followed by the application of the inverse transform to return the image to the original domain. Alternatively, the mixed noise statistics can be dealt with directly [17, 18] .
In this section we restate the unbiased risk estimators for Gaussian [9] and Poisson [19] noise models, and extend the result of [20] for a mixed Poisson-Gaussian noise model to include a detector offset.
Stein's unbiased risk estimator
In an additive zero-mean Gaussian noise model, where s 2 is the variance of the noise, the noisy matrix Y is defined as:
where the corrupting noise E is drawn from a Gaussian (or normal) distribution, . Based on this model, Stein's unbiased risk estimator (SURE) of the MSE is [9] :
where
Yn
. It has been shown that the expectations of the MSE and SURE are equal,   { }= { } MSE SURE [20] , making SURE an estimator of the MSE that does not depend on knowledge of the ground-truth X 0 .
Poisson unbiased risk estimator
A similar estimator can be derived for a Poisson noise model, where the noisy observations are drawn from a Poisson distribution, :
The Poisson unbiased risk estimator (PURE) is [21] :
where ∘ A B is the element-wise multiplication of two matrices, and
where C n is a matrix of zeros except for the nth element, which is set to 1. If λ f is smooth, then via a Taylor expansion
, and PURE can be simplified as:
Poisson-Gaussian unbiased risk estimator
For a mixed noise model containing both a Poisson component and an additive Gaussian component:
By this definition, α is the gain of the detector, and μ corresponds to a detector offset. As α → 0 the model corresponds to Gaussian noise (Eq. (10)), and conversely, by setting α = 1 and μ σ = , 0 the model corresponds to Poisson noise (Eq. (12)). Extending the result in [20] to incorporate a non-zero detector offset μ, a Poisson-Gaussian unbiased risk estimator (PGURE) can be defined as:
In [20] the authors outlined an empirical method for calculating Eq. (16) that does not directly evaluate the terms
The empirical method allows denoising algorithms to be used as "black-box" processes, requiring no knowledge of their partial derivatives. This is the approach taken in this work, although a closed-form solution for SURE-SVT was derived in [9] .
The restriction on the denoising function λ f is that it must be smooth and weakly differentiable, and that  { }
Denoising functions which do not meet this requirement include hard thresholding methods, for example applied to Fourier or wavelet coefficients or to singular values. The latter example is important when relating SVT to PCA. Both approaches seek a low-rank approximation to a dataset, but in PCA only those components with singular values above a threshold are retained for reconstruction. Usually in PCA an appropriate threshold is selected by visual inspection of the scree plot. An objective method for selecting the optimum number of components would be preferable, but in hard thresholding the singular values, the unbiased risk estimators presented here cannot be applied directly to PCA.
Applicability of PGURE to SVT
The use of a Frobenius norm for the data fidelity term in Eq. (6) assumes a Gaussian model on the corrupting noise in order for the estimate^λ X to be fully optimal. Severe corruptions to the data can lead to a non-optimal estimate of the low-rank matrix in Eq. (6) . In these cases a more robust l 1 -norm data fidelity term may be able to deal with arbitrarily large corruptions encountered with very low pixel counts, or when only a subset of the underlying matrix is observed. Invoking an l 1 -norm, however, requires more complex approaches such as Poisson PCA [22] , Poisson Maximum Likelihood SVT [23] , or robust PCA (RPCA) [24, 25] . The last two methods are iterative, with the computational bottleneck being the repeated calculation of the SVDs of the Casorati matrices. The choice of SVT combined with PGURE over SURE or PURE in this work is thus motivated by a wish to minimize the computational complexity of the algorithm with a single SVD calculation for each Casorati matrix, combined with an improved consideration of the detector noise model, since the parameters α μ , , and s 2 are all quantities that can be measured in an experiment. The results of extensive simulations in Section 4 show that this choice is appropriate for most scenarios.
Noise estimation
Eq. (16) assumes that all three parameters of the Poisson-Gaussian noise model, α μ , , and s 2 are known, which is often not the case in practical applications, and they must be estimated instead. There are several methods for estimating the amount of zero-mean Gaussian noise, including wavelet [26] and SVD-based approaches [27] . Estimating the parameters for mixed Poisson-Gaussian noise is more complicated. Variance stabilizing transforms can again be applied, based on the assumption that the optimal parameters for the transform will result in a stabilized variance approaching unity [28] . Alternatively, an expectation-maximization method has been proposed for time-lapse fluorescence microscopy [17] . The approach taken here follows work in [29] , and is based on the premise that homogeneous regions of each frame of an image sequence can used to fit equations relating the expectation and variance of a noisy signal. Each frame in the sequence is partitioned into regions of homogeneous variance using a quadtree segmentation procedure [18] . A robust estimate of the mean and variance of each region is then obtained. From the mixed noise model in Eq. (15):
where the subscript i refers to the ith region from the quadtree segmentation, and  { } Y i and { } Y Var i represent the mean and variance of the region Y i . These two identities lead to Eq. (19) , which shows that a linear regression in
will provide an estimate of α and σ αμ ( − )
To complete the noise estimation, the values of the detector offset μ and variance s 2 must be determined from the intercept,
. Often, μ can be estimated directly from the image sequence to be denoised as
i . This will usually be the case in fluorescence microscopy where only a fraction of the space in each image contains signal from the fluorescing sample, and also in general for any image sequence in which regions of the image do not contain any sample (e.g. regions corresponding to vacuum in STEM). If a sufficient background region free of signal from the sample is not available, for example in ADF-STEM imaging of a continuous sample or a substrate that fills the field of view, then a separate reference image R should be obtained using the same acquisition settings to give the sample-free background, and therefore
Motion estimation
A key assumption in applying the SVT algorithm to video denoising is that the Casorati matrix formed by patches from consecutive frames will be low-rank [9] . In cases where motion between frames is significant this assumption may no longer hold. This is illustrated in Fig. 3b , where the unaligned patches from a simulated sequence do not form a low-rank Casorati matrix. To overcome this problem, the motion of a patch through the sequence can be estimated, and the trajectory information used to align the individual patches and hence reduce the rank of the Casorati matrix (Fig. 3c) . Given the position of a patch in frame t, the motion from frame t to + t 1 can be estimated by searching the local neighbourhood in frame + t 1 for the most similar patch, based on the MSE criterion. To reduce the computational cost of the motion estimation step, an adaptive rood pattern search (ARPS) method is used here [30] . A simple median filter is also used to improve the motion estimation, although all subsequent steps are performed on the unfiltered data.
Methods

PGURE-SVT algorithm
Here we outline the proposed PGURE-SVT algorithm for denoising image sequences in microscopy. The algorithm is also illustrated in Fig. 4 . The use of automatic noise, motion and threshold estimation means that only a few user-defined parameters are necessary, which are analysed in Sections 4.1-4.4.
1. The frames of the sequence are first grouped into overlapping blocks of length T. Steps 2-9 are then carried out for each temporal block, producing independent noise and λ estimates to deal with changes in brightness or background over the whole sequence.
2. A quadtree segmentation is applied to each frame in the block, and linear regression of the mean and variance of each region is used to estimate the parameters α, μ and s. 3. A spatial median filter is applied to each frame to initially reduce noise and aid the motion estimation process. 4. For each spatial patch in the median-filtered block, motion trajectories are estimated using the ARPS method. 5. Motion trajectories are extracted from the noisy block and reshaped into Casorati matrices. 6. To reduce computational cost, the SVDs of the Casorati matrices are precalculated. 7. Weighted SVT is applied to each Casorati matrix with threshold λ according to Eq. (8). 8. The block of frames is reconstructed from the Casorati matrices via a simple averaging of pixel values from overlapping patches. 9. The value of PGURE is calculated according to Eq. (16) . If it is minimized to be within an acceptable tolerance, the algorithm terminates, otherwise return to Step 6. 10. The full image sequence is reconstructed from the denoised temporal blocks. A simple averaging of the overlapping blocks was found to introduce motion blurring artefacts, so instead the denoised version of frame 1 was taken from block 1, frame 2 from block 2, and so on.
Algorithm performance
The computational bottleneck of the PGURE-SVT algorithm is precalculating the SVDs of the Casorati matrices. The complexity of the SVD for an × m n matrix is ( ) mn 2 , and although the patchbased approach means that the matrix dimensions are typically small, there are many SVD computations to perform. Parallelization on multi-core machines can speed up this step, and for larger frame sizes the overlap between patches can be reduced to further improve performance. Processing a × 128 128 pixel image sequence took approximately 2.5 s per frame on a PC with an 8-core 3.4 GHz CPU and 16 GB of RAM. A C þ þ implementation of PGURE-SVT using the Armadillo linear algebra library [31] is available to download from http://tjof2.github.io/pgure-svt/, and includes a Python wrapper for integration with the HyperSpy software package [32] .
Simulations and performance metrics
To investigate the performance of the PGURE-SVT algorithm, three test sequences were taken from a recent study of particle tracking methods for fluorescence microscopy [2] . Three further sequences were generated by adding a randomly varying "cloudy" background to the original data. The sequences are deliberately chosen because of the differing types of motion, for testing of the motion estimation procedure. The Microtubule sequence exhibits directed motion, Vesicle exhibits Brownian (diffusive) motion, and Receptor is a combination of directed and Brownian motion. Example frames of the test sequences are shown in Fig. 5 . The intensity range of the images in Fig. 5 , and throughout this work, is normalized to between 0 and 1. The reader is encouraged to consult Supplementary Movies 1-6 to interpret the different types of motion and background.
Using simulated data means that the ground-truth signal is available for quantitative analysis. The performance of the PGURE-SVT algorithm is measured using a normalized squared Euclidean distance (NSED), defined for two images X and Y as:
This normalized definition is chosen over the conventional MSE or peak signal-to-noise ratio (PSNR) metrics because the shrinkage applied by the PGURE-SVT algorithm has the effect of reducing the overall intensity of the image, and the resulting offset can dominate the metric calculation over the actual image features when comparing denoising performance with other methods.
While a valuable metric, the NSED does not directly assess spatial or temporal similarities in the image sequences. To do this, the Earth Mover's Distance (EMD) 1 can be used instead. The EMD is a distribution-based metric commonly used in image retrieval applications, and is considered to closely follow human perceptions of image similarity [33] . If each pixel in an image has its intensity I represented by a pile of I units, then the EMD corresponds to the minimum amount of work required to transform a source image X into a target image Y by moving the units between pixels. Spatial information can be incorporated by weighting the units according to the inter-pixel distances. That is, the intensity of pixel Y ij is more closely related to the neighbouring pixels in X than to pixels further away [34] . In the present work, algorithms for the fast calculation of the EMD [35, 36] have been adapted to incorporate the temporal information present in image sequences.
Calculating the EMD between two image sequences in full, considering both the spatial and temporal relationships between all pixels, is a computationally intensive task, so in this work the following simplifications are made. First, the image sequences are sliced into 2D slices along the spatial (x, y) and temporal (t) directions. Next, the EMD from a slice i to the corresponding ground-truth slice is calculated. The values from each slice are then averaged over the sequence and normalized according to:
where n x , n y and T are the dimensions of the image sequence. Finally the three results are averaged to give the EMD of the sequence as:
where D is the bit depth of the image sequence.
Simulation studies-evaluation of PGURE-SVT algorithm
PGURE as an estimator of MSE
The behaviour of PGURE as an estimator for the MSE is investigated in Fig. 6 . The Microtubule sequence was corrupted with Poisson-Gaussian noise with α¼0.1, s ¼0.1 and μ¼ 0.1. The resulting robust estimates of the local mean and variance obtained from the quadtree segmentation are plotted in Fig. 6a , as well as the corresponding fitting of Eq. (19) . The slope of the fit in Fig. 6a therefore corresponds to the estimated value of α, and the y intercept to the estimated value of σ αμ ( − ) 2 . When the noise parameters are known exactly, both MSE and PGURE give the same optimal threshold λ (Fig. 6b) . Scenarios where each noise parameter was over-and under-estimated while the others were held constant were then considered, to investigate the effects of the noise estimation procedure outlined in Section 2.4. The sensitivity of PGURE to the estimated values of α and s is small (Figs. 6c-d, g-h) , as although there is a significant offset in the y-axis, the location of the minima of the MSE and PGURE are relatively similar. Figs. 6e-f show that PGURE is much more sensitive to the estimate of the detector offset, μ. This is particularly important in the case of ADF-STEM images, where a non-zero background due to the presence of a substrate can lead to the poor estimation of μ. This will then lead to different λ from PGURE than that predicted by the MSE, resulting in too much or too little shrinkage being applied to the cleaned sequence. This highlights the importance of either an accurate estimate of μ, or suitable specimen-free background region(s) within the images (or requiring a separate reference image as discussed in Section 2.4), to ensure the best performance.
To investigate the effects of other algorithm parameters independently of the noise estimation procedure, and for a fair comparison with V-BM4D, known noise parameters were used for the remaining simulation studies in this work.
Motion estimation
The motion estimation procedure is designed to improve the correlation between frames of the sequence before the SVT step of the algorithm. Fig. 7 and Supplementary Movie 7 show that the motion estimation procedure offers both a qualitative and quantitative improvement of the denoised Vesicle sequence, with the particles appearing smoother and closer to their uncorrupted appearance (see insets).
Effect of the spatial patch size
The use of both noise estimation and PGURE to automate the threshold selection in the algorithm means that there are only a few parameters that need to be defined by the user. The first of these is the size of the spatial patch. Fig. 8 shows the result of the PGURE-SVT algorithm applied to the Microtubule sequence using a small and large patch size. Clearly selecting too large a patch leads to a degradation in the quality of the recovered sequence, as evidenced by the severe spatio-temporal blurring present in Fig. 8d and in Supplementary Movie 8. This blurring highlights the importance of using patches within frames, rather than each frame as a whole, to form Casorati matrices of low-rank.
Practically, the optimal patch size is dependent on the size of the image features and the use of motion estimation. Experience suggests that, for the image sequences analyzed here, selecting a patch size of 4-8 pixels is a good choice, both in terms of image quality and the speed and memory requirements of the algorithm.
Effect of the temporal block size
Another user-defined parameter closely related to the spatial patch size is the length, in frames, of the block used to form the Casorati matrix. As with the patch size, the motion estimation step helps to relax the stringency with which the block size must be chosen. However, any significant changes in scene such as stage drift, or particles leaving the field-of-view, will likewise affect the signal recovery, since the motion estimation only searches in a small local neighbourhood. The optimal choice again depends on the image sequence being processed; in this work a block length of 15 frames was found to offer good performance in terms of recovered signal quality and computation time.
Comparison to V-BM4D
The performance of the PGURE-SVT algorithm is now compared with another patch-based method, V-BM4D, which is widely regarded as the current state-of-the-art in video denoising [6] , and incorporates a motion estimation step similar to that used in the present work. In this comparison, the default algorithm parameters defined in the source code available from the authors are used [37] .
V-BM4D is designed for videos corrupted with zero-mean Gaussian noise, so here it is combined with the Generalized Anscombe Transform for variance stabilization to deal with the Poisson-Gaussian noise model [16] . The algorithm consists of two filtering steps, the first of which involves a hard threshold. As stated in Section 2.3.3, this means that the unbiased risk estimators used in this work cannot be applied to automate the parameter selection. The size of each patch is also limited to 2 N pixels in V-BM4D, whereas PGURE-SVT can be freely adjusted to suit the size of the features in the image sequence. Furthermore, as we note in Section 2.3.4, PGURE-SVT offers the option of an extension to arbitrarily large corruptions such as missing pixels, unlike V-BM4D. Fig. 9 shows clean, noisy and denoised frames from each of the test sequences. The insets highlight particular regions of interest in each sequence; for example, two neighbouring particles in the Vesicle and Receptor sequences. Readers are encouraged to consult the electronic version of Fig. 9 as well as the full sequences available in Supplementary Movies 9-14.
Under the challenging noise conditions, both V-BM4D and PGURE-SVT are able to recover much of the detail from the image sequences. The collaborative filtering and weighted aggregation method applied by V-BM4D creates "blocking" artefacts, with round particles such as in the Vesicle sequence having a square shape. The exponentially weighted shrinkage of PGURE-SVT, on the other hand, results in perceptually smoother denoising that matches the shapes of the particles more successfully.
The perceptual benefits of PGURE-SVT are further highlighted in the three sequences with a cloudy background, where V-BM4D again produces "blocking" artefacts and also washes out much of the intensity variations of the clouds. This is apparent in the inset of the Vesicle þclouds sequence, where the washed-out clouds in the V-BM4D image make identification of the particle against the background harder than the comparable PGURE-SVT image. It is noted that many image features appear brighter in the V-BM4D results compared to PGURE-SVT, which is a result of the global shrinkage applied in the weighted SVT step. Table 1 contains the numerical evaluation of the performance of each algorithm for the sequences presented in Fig. 9 . The numerical evaluation shows that both algorithms achieve effective denoising, providing images closer to the ground truth. V-BM4D performs better for the simpler NSED metric, but PGURE-SVT consistently yields superior performance according to the "spatially and temporally aware" EMD metric. This reflects the observations in Fig. 9 and Supplementary Movies 9-14, where PGURE-SVT is seen to recover the features of the image sequences more accurately.
Application of PGURE-SVT to experimental ADF-STEM image sequences
In this section the PGURE-SVT algorithm is applied to experimental image sequences obtained with aberration-corrected ADF-STEM. The sample studied comprised a graphene oxide substrate onto which size-selected Cu clusters were soft-landed using the custom deposition instrument described in [38] . Aberration-corrected ADF-STEM imaging was performed on an FEI Titan 3 (S)TEM equipped with a CESCOR probe aberration corrector. The image sequences were acquired at 80 kV, with a probe semi-convergence angle of 20 mrad and an ADF detector inner angle of 36 mrad. A beam current of 60 pA, per-pixel dwell times of 0.4-13 μs, pixel sizes of 19-53 pm and frame sizes of × 128 128 and × 256 256 pixels were used to obtain rapid image sequences. Three examples of the acquired sequences are used here to demonstrate the PGURE-SVT approach. Materials insights and other image sequences will be reported in a future publication. Fig. 10 presents three consecutive frames of a sequence acquired at 8 frames per second. While single atoms can just about be discerned in the raw images, they are much more readily identified after denoising with PGURE-SVT. Significantly, the PGURE-SVT denoising enables clear tracking of the arrival of a third atom to form a trimer structure with large inter-atomic distances, which remains stable for up to 1.5 s. Through the rest of the sequence (Supplementary Movie 15) , the PGURE-SVT results reveal further evidence of individual atoms jumping between sites on the graphene oxide substrate under the influence of the electron beam. This example, with important frame-by-frame dynamics, highlights the success of the algorithm, providing robust denoising without significant spatio-temporal blurring.
Motion of adatoms on graphene oxide
Nanoparticle structural dynamics
Along with tracking the motion of relatively isolated point sources such as adatoms on surfaces, PGURE-SVT can also be applied to observations of more densely arranged image features, such as the structure of nanoparticles. The nanoparticle analyzed here is simply a stray nanoparticle found on the graphene oxide support. The measured lattice spacings of the nanoparticle are consistent with either Au or Ag, but the actual identity is not important here for the purposes of demonstrating the performance of PGURE-SVT.
In Fig. 11 and Supplementary Movie 16, applying PGURE-SVT to a sequence acquired at 4 frames per second shows that the denoised sequence can enable nanoparticle surface dynamics to be discerned more readily; for example, revealing the motion of an atom at the edge of a large nanoparticle as highlighted in the insets.
The conditions in Fig. 12 and the corresponding Supplementary Movie 17 challenge PGURE-SVT further, with a sequence acquired at 32 frames per second. The raw data (Fig. 12a ) reveals very little discernible information about the structure of the nanoparticle. Summing the 100 frames of the sequence (Fig. 12c) does at least show evidence of the nanoparticle structure but obviously destroys the temporal information. In Fig. 12b , the PGURE-SVT denoising is shown to offer an improvement in the per-frame signal, such that atomic structure is revealed without needing to sum the frames and thus lose valuable temporal information. This is further confirmed by comparison of the intensity profiles in Fig. 12d , where peaks corresponding to the atomic column positions are revealed in an individual frame of the denoised sequence.
Discussion
The development of scanning protocols, fast cameras and direct electron detectors means that the acquisition of rapid image sequences in microscopy is becoming increasingly common. In conjunction with these advances in hardware, new data processing techniques are necessary to deal with the challenges these datasets bring in order to reveal the dynamic behaviour under investigation. The PGURE-SVT algorithm has been developed with these challenges in mind, and has been shown to accurately recover image sequence details under severe noise conditions whilst maintaining broad applicability to different methods of dynamic microscopy.
The robust noise estimation based on a mixed Poisson-Gaussian noise model has been applied here for dealing with low SNR as a result of high frame rates. It is equally applicable to investigations where a low radiation dose is critical in the image sequences, but ultra-rapid dynamics are perhaps less important. PGURE-SVT could thus be utilized for imaging of beam-sensitive specimens in dynamic electron microscopy. The low dose benefits of PGURE-SVT could be further enhanced with the extensions described in Section 2.3.4, which use an l 1 -norm to incorporate arbitrarily large errors. Additionally, recent work has shown that significant dose reductions in STEM can be achieved by pixel subsampling [39, 40] , and by adapting the Frobenius norm term in Eq. (1), nuclear norm minimization could also be applied to fill in the missing pixels. Studies have shown that low-rank matrices can be efficiently recovered from just 0.4% of their sampled entries [11] .
Here, in Section 5, PGURE-SVT was applied to several experimental ADF-STEM image sequences. One of the strengths of ADF-STEM is that the incoherent imaging model allows for quantitative analysis of the image intensities, based on its monotonic mass- thickness and atomic number dependence (the latter often referred to as Z contrast). This has been utilized for atom identification and for counting atoms in the atomic columns of nanoparticles [41, 42] . Methods for atom counting include fitting 2D Gaussians to the projected columns in images [43] , and calculating the probe-position integrated cross section [44] . Both approaches require accurate positions and widths of the atomic columns in order to estimate the intensity attributable to a particular column. As seen in Fig. 12 , PGURE-SVT can be used to aid the calculation of column positions. The rapid acquisition minimizes the effects of atom motion, opening up the possibility of quantitative STEM on a frame-by-frame basis. However, the shrinkage of the singular values in the PGURE-SVT algorithm means that the algorithm does not preserve absolute pixel counts. Whether PGURE-SVT still preserves relative intensities sufficiently for atom-counting is a subject for further study. The use of low-rank matrix techniques such as nuclear norm minimization is not limited to just time-resolved imaging. Already PCA and related techniques are well-known as powerful methods for analyzing electron energy-loss [45] and energy-dispersive X-ray [46] spectrum images. However, selecting the number of components to retain is a well-known challenge, and typically undertaken by visual inspection of a scree plot and user judgement. The automated parameter estimation outlined here could be useful in this regard. It is worth noting that low-rank datasets can be found in tomography, where correlations between images in a tilt series could be exploited to form a low-rank matrix, provided the angular increment is fine enough, such as in [47] . Another example is scanning electron diffraction, where the acquired diffraction patterns at neighbouring pixels within crystalline grains are also typically correlated [48] .
Finally, the concepts of big data and machine learning have been proposed as a route for dealing with the large datasets such as image sequences that are now being generated in microscopy [49] , and are highly pertinent to the approaches developed here. In particular, online methods for nuclear norm minimization and robust PCA enable the processing of datasets beyond the reach of many conventional techniques due to their size, and also offer the potential of real-time image sequence processing [50] .
Conclusions
A new algorithm is proposed for the denoising of image sequences acquired in microscopy. Robust noise and parameter estimation is combined with novel low rank matrix techniques to accurately recover image details with performance comparable to other state-of-the-art methods. Applied to high-resolution ADF-STEM image sequences, the algorithm enables the study of single atom dynamics with unprecedented temporal resolution. 
