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ABSTRACT
The broadcast nature of the wireless medium and its sus-
ceptibility to interference not only aﬀects the capacity of
wireless networks but also has an impact on the ﬁdelity, ac-
curacy and eﬃciency of wireless network simulation. This is
because transmission of a wireless signal has to be received
and processed by a potentially large number of nodes that
operate on the same channel. How to faithfully and yet ef-
fectively carry out simulation has thus been an important
issue to realizing real-time, large scale wireless network sim-
ulation.
In this paper, we take a systematic approach and investigate
the process of signal transmission in the various stages: sig-
nal propagation, signal interference, and interaction with the
PHY/MAC layers. We identify the key components that af-
fect the simulation performance and quantify their impacts
whenever possible. Speciﬁcally, we ﬁrst investigate the im-
pact of the signal propagation limit on the accuracy and
eﬃciency of simulation. Second, we devise a simple com-
putation model to capture the eﬀect of the grid size — the
parameter that characterizes how nodes that are subject to
interference are being located — on simulation eﬃciency in
a concave manner and derive its optimal value. Third, we
make a key observation on whether or not, and when, a
node needs to respond to a signal arrival event from the per-
spective of the MAC layer, and propose a reactive channel
model (RCM) which can eﬀectively reduce the large num-
ber of events related to signal transmissions by an order of
magnitude. The simulation results have demonstrated that
RCM, with the appropriate choices of the signal propaga-
tion limit and grid size, gives an order of magnitude im-
provement in the execution time. This, coupled with the
fact that RCM can be implemented in a modular manner,
requires only modest changes to existing PHY/MAC layers
in the simulator, and does not incur extra memory consump-
tion, suggests that RCM is a promising approach to enabling
large-scale wireless network simulation.
Categories and Subject Descriptors
I.6.5 [Simulation and Modeling]: Model Development;
I.6.4 [Simulation and Modeling]: Model Validation and
Analysis
General Terms
Algorithms, Performance
Keywords
Wireless network simulation, grid location management, re-
active channel model, scalability
1. INTRODUCTION
With the proliferation of portable computing platforms and
small wireless devices, wireless networks have received sig-
niﬁcant attention as a means of data communication among
untethered devices. As the communication activities in the
shared wireless medium are quite complex and aﬀected by
factors across the protocol stack (e.g., from signal attenu-
ation, path loss, and small-scale fading in the PHY layer,
contention and collision in the MAC layer, up to congestion
control in the transport layer), they do not lend well to theo-
retical analysis. It is not unusual that performance analysis
can be rigorously made by focusing only on one protocol
function, while leaving out (sometimes subtle) protocol de-
tails in other layers. As a result, packet-level, event-driven
simulation studies are usually carried out to evaluate the
performance of wireless networks.
Several simulators are currently available in the R&D com-
munity that either include wireless extensions from their
wired network counterpart (e.g., ns-2 [14], J-Sim [1], and
OpNet [3]) or are built with wireless networks as the ma-
jor simulation domain (e.g., QualNet [4]). A major prob-
lem with event-driven, packet-level simulation in such sim-
ulators is the vast number of events generated, a major-
ity of which are related to signal transmission. Due to the
broadcast nature of a wireless channel, transmission of a
signal has to be, in principle, received and processed by
all the nodes operating on the same channel (and neigh-
boring channels if co-channel interference exists). This im-
plies that one signal transmission event will trigger a large
number of signal arrival (and accompanying signal ending)
notiﬁcation events. It takes non-negligible time to enqueue
these events according to their event ﬁring times. Moreover,
processing each of the signal arrival events takes, in addi-
tion to all the operations performed for packet transmis-
sion/receipt, the following operations: (i) calculation of the
signal attenuation (based on the channel propagation model
used); and (ii) the computation of signal-interference-noise-
ratio (SINR) (and/or BER) in order to determine whether a
frame can be received correctly. As the CPU time required
is roughly proportional to the number of events that have
to be executed, simulation of wireless networks at the sig-
nal/packet level easily becomes computationally expensive
or even intractable.
To have a feel of the gravity of the problem, we consider a
multi-hop wireless ad hoc network of n nodes. A total of
40 connections are established, each of which carries CBR
traﬃc at the rate of 40 packets/second (with the packet size
set to 512 bytes). As shown in Fig. 1, it takes 299 seconds
(resp. 3876 seconds or 1.1 hours) in real time to carry out
a 60-second simulation run in the case of n = 100 (resp.
n = 500). To understand why the execution time increases
so dramatically, we keep track of the number of events gen-
erated and their types. At n = 200, on average 2.48 × 106
events are generated every second, 86.4% of which are signal
arrival (and accompanying signal ending) events. As shown
in Fig. 1(b), 39% of the run-time is spent on enqueueing
events alone.
In spite of all the overheads incurred in carrying out simula-
tion for wireless networks, the need for large-scale simulation
of wireless networks (and hybrid networks where wired and
wireless networks coexist) is increasing [8]. How to improve
simulation eﬃciency while not compromising accuracy has
become a pressing issue. To tackle this issue, we take a sys-
tematic approach, and 1) categorize the operations of signal
transmission in the various stages: signal propagation, sig-
nal interference, and interaction with the PHY/MAC layers;
and 2) examine, in each stage, whether or not certain op-
timization can be made to improve computation eﬃciency.
We identify three key components, and investigate (via pro-
totyping them in simulators) their impacts on simulation
eﬃciency and accuracy.
Speciﬁcally, we ﬁrst quantify the impact of the propaga-
tion limit on simulation accuracy by considering an accu-
mulated interference model and assuming a general CSMA-
based MAC protocol. The analysis enables us to determine
the minimum propagation limit in order to achieve a pre-
determined level of simulation accuracy (with respect to
PHY/MAC-level interference). Second, we devise a com-
putation model to capture the eﬀect of the grid size —
the parameter that characterizes how nodes that are sub-
ject to interference are being located — on the execution
time. With the devised model, we derive the optimal grid
size that renders the most time eﬃciency. Third, we make
a key observation that for each signal transmission, a large
number of signal arrival notiﬁcation events are scheduled for
all the nodes within the propagation limit. A majority of
them are, however, redundant, either because the signal will
not perturb the state of a node or because the node does not
need to know the perceived signal strength level in its cur-
rent state. An example for the former case is that the signal
is below the reception threshold (RXThresh), and the node
has no intention to transmit and therefore does not sense
the medium at all. An example for the later case is that
the signal is insigniﬁcant to raise the accumulated signal
strength perceived by the node beyond the sensing thresh-
old (CSThresh). Motivated by this observation, we then
propose a Reactive Channel Model (RCM)1 in which nodes
receive signal arrival events voluntarily depending on their
perceived signal strength and current PHY/MAC states.
We perform an extensive simulation study and observe that
the simulation speed-up achieved by choosing an adequate
propagation limit and an optimal grid size is rather limited
(e.g., approximately 1.2 in the result given in Fig. 6). On the
other hand, RCM can achieve more than an order of magni-
tude improvement in the execution time, while not incurring
extra resource (such as memory) usage, in a wide spectrum
of network scenarios of varying node densities, traﬃc loads,
ﬁeld sizes and propagation limits. This suggests that the
key step to expediting simulation is to reduce the number
of redundant and surplus signal arrival events.
The remainder of the paper is organized as follows. In Sec-
tion 2, we give a succinct summary of research eﬀorts on fast,
scalable simulation of wireless networks. In Section 3, we in-
vestigate the various stages of signal transmission in the con-
ventional channel model and identify components that can
be further optimized. A taxonomy of related work for each
stage is also given there. In Section 4, we analyze the impact
of the signal propagation limit on simulation accuracy. In
Section 5, we study the eﬀect of the grid size on simulation
eﬃciency. Following that, we propose in Section 6 RCM and
elaborate on its detailed operations. Finally, we present the
performance evaluation study in Section 7, and conclude the
paper in Section 8.
2. RELATED WORK
In spite of its importance, the issue of expediting simulation
of wireless networks has not been extensively addressed in
literature. Parallel simulation gives signiﬁcant performance
improvement in simulating memory systems, but its use in
simulating wireless networks with conservative methods [5,
9] has been shown to be rather ineﬀective [12]. This is due
to the fact that simulation engines have to synchronize with
each other and hence a simulation engine cannot advance
or lag behind the others by more than the so-called looka-
head time. This lookahead time is constrained by the delay
between two subsets of wireless entities whose events are ex-
ecuted on two simulation engines. Unfortunately as wireless
network simulation is usually carried out at the granularity
of signal levels (in order to capture all the wireless phys-
ical characteristics), the lookahead time is usually in the
microsecond range. This, coupled with the fact that any
two subsets of wireless entities cannot usually be “loosely”
decoupled due to the broadcast nature of wireless media, di-
minishes the beneﬁt of parallel simulation. The only advan-
tage of leveraging parallel simulation for simulating wireless
networks is perhaps the memory space made available on
multiple machines.
Eﬀorts have also been made on using the caching technique
to improve computation eﬃciency. For example, in J-Sim [1]
path losses that have been previously calculated are cached
1The channel model discussed in the paper refers to
the series of operations carried out in signal transmis-
sion/reception, and should not be confused with the channel
model that models the physical characteristics in wireless
communications.
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Figure 1: Execution time required to carry out a 60-second simulation of a multi-hop wireless ad hoc network
with n nodes. There are totally 40 connections with each carrying out 40 packets/sec traﬃc.
and indexed for future reuse. The staged simulation [15] fur-
ther explores the possibility of reusing previous computation
results in the same run or across diﬀerent runs of simulation.
Another eﬀort made is to exploit the notion of ﬂuid model-
based simulation [7] in which a large number of packets are
abstracted as a single ﬂuid chunk, and analytical models are
developed to fully characterize their operational behaviors
at the MAC layer in IEEE 802.11-operated WLANs. Fluid
model-based simulation is then realized with the use of the
time stepped simulation technique [16]. Two orders of mag-
nitude improvement have been reported at, however, the
cost of losing packet-level dynamics [7]. All the aforemen-
tioned research complements the work reported in this paper
and can be integrated to improve simulation eﬃciency.
The work that comes closest to our is that by Ji et al. [6].
They propose a Lazy event Scheduling and Corrective Retro-
spection (LSCR) mechanism, with the objective of reducing
the number of events generated in signal transmission. (We
will provide a detailed description of LSCR in Section 3,
where LSCR will be put into the perspective of how the
channel model interacts with the PHY/MAC layers.) The
major problem associated with LSCR is that it is tightly
coupled with the speciﬁcs of a MAC protocol, meaning that
implementing LSCR requires modiﬁcation to the MAC pro-
tocol in the simulator. Also, as will be shown in Section 7,
LSCR incurs large memory overhead as the simulation time
moves forward.
3. AN INVESTIGATION OF THE WIRELESS
CHANNEL MODEL
The channel model is an important component in a wireless
network simulation environment. It is a crucial element that
determines validity, accuracy and eﬃciency of the simula-
tion. To facilitate our investigation on where operations can
be further optimized, we “decompose” (from the perspec-
tive of network simulation) the operation of signal trans-
mission/reception in the channel model into three stages:
signal propagation, signal interference and interaction with
the PHY/MAC layers. (The “decomposition” diﬀers slightly
from one simulation environment to another, depending on
the level of details that a simulation environment emulates
and the architectural layout of the simulator.) In what fol-
lows, we elaborate on the events generated/processed in each
stage.
Signal propagation
In this stage, a propagation model is used to describe how
a radio signal is attenuated and distorted along the path
from a transmitter to a receiver. Commonly used propaga-
tion models are the free space model, two-ray ground model
[10], and irregular terrain model [11]. They capture the
statistical wireless characteristics of the ﬁeld. The complex-
ity involved in computing the path loss and the transmis-
sion/interference range (as determined by the propagation
model) have a direct eﬀect on the simulation eﬃciency. How-
ever, the choice on the propagation model cannot be made
simply to reduce the execution time, but rather depends on
the physical characteristics of the ﬁeld to be simulated.
Signal interference
In this stage, an interference model is used to determine
whether the signal can be correctly received in the presence
of other signals and noise. A commonly used criterion is
the Signal-Interference-Noise-Ratio (SINR) threshold [13].
As SINR considers the eﬀect of accumulated interference, a
signal even with very weak strength can not be arbitrarily
ignored. Ji et al. [6] have shown that failure to consider
the eﬀect of accumulated interference properly can produce
drastically diﬀerent throughput results. Our study in Sec-
tion 4 will further demonstrate that omitting seemingly in-
signiﬁcant signals will also impair the delay results. This
implies that in the worst case all the nodes operating on the
same channel as the sender node may have to be notiﬁed of
the signal transmission event. The cost incurred in process-
ing each event includes event enqueueing (i.e., the event has
to be inserted into a proper position of the event queue),
calculation of the propagation delay and the ultimately re-
ceived signal strength, and possibly state transitions in the
PHY/MAC layers. As shown in Fig. 1(b), although event
enqueueing is purely part of the simulation overhead, it con-
stitutes a non-negligible portion of the execution time.
To properly consider the eﬀect of accumulated interference
while not requiring all the nodes to be notiﬁed of signal ar-
rival events, we take into account of the fact that signals
Lx
n2 gridsn1 grids
n3
grids
n4
grids
a
b
xL
(a) Overview (b) Details
Figure 2: An example that shows grid location man-
agement. The circle presents the signal propagation
range. Node lists associated with gray grids will
be searched, but only nods colored in black will be
scheduled with signal arrival events.
attenuate with the distance in an exponential fashion, and a
receiver node needs not be notiﬁed of a signal arrival event
if the distance between the sender and itself is larger than
the signal propagation limit. The larger this limit, the more
accurate the simulation results, but also the longer the exe-
cution time. Clearly, there is a tradeoﬀ between simulation
accuracy and eﬃciency. The impact of the propagation limit
on the inaccuracy was explored in [6] in which the authors
derive an upper bound on the inaccuracy introduced by the
propagation limit under a CSMA-based MAC protocol. We
will carry out a similar study, but from a diﬀerent perfor-
mance angle.
Another issue that pertains to determining the accumulated
interference is how to locate nodes that are within the prop-
agation limit. Grid-based location management has been re-
ported in both [12] and [8] to improve simulation eﬃciency.
The ﬁeld is partitioned into small grids with the grid size
g, as shown in Fig. 2(a). The grids are indexed using a
two-dimension matrix (under the assumption of a ﬂat ﬁeld).
Each grid stores a list of nodes that are located within it.
Each node is attached to one and only one grid. The grid-to-
node mapping is built during simulation initialization and
updated in the presence of node mobility (either periodically
or before the received signal strength is computed). Each
time a node transmits a signal, the channel will compute
the indices of the boundary grids that completely contain
the propagation range of the signal. For each grid in the
boundary grids, the channel traverses its node list, locates
nodes that are within the propagation limit, and schedules
for each of them a signal arrival event. In the scenario given
Fig. 2(a), all the nodes within the gray grids are searched
and only nodes inside the circle are scheduled for signal ar-
rival events. (Note that the node aggregation approach pro-
posed in [12] achieved similar objectives.)
JiST [2] further reﬁnes grid location management with a hi-
erarchical grid structure. Essentially the area is recursively
divided both in the horizontal and vertical directions, and
the tree structure is used to store grid coordinates. Nodes
reside in the leaves of the tree. In this manner, location up-
dates can be performed in constant amortized time, and the
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Figure 3: The design space for the wireless channel
model (from the perspective of simulation).
time incurred in searching a list of neighbor nodes is pro-
portional to the list size. Naoumov et al. [8], on the other
hand, propose a list structure to keep track of nodes in the
ascending order of their x-coordinates. It does not consider
the eﬀect of the accumulated inference, and the propagation
limit is set to the carrier sensing range in these studies [12,
8]. Moreover, the issue of determining the optimal grid size
remains open, and will be the subject of Section 5.
Interaction with the PHY/MAC layers
In this stage, a mechanism has to be devised to instrument
how the PHY/MAC layers of a wireless node retrieve from
the channel the information of a signal. The information in-
cludes the arrival time, the duration, and the signal strength.
Conceptually, signal transmission is composed of two steps:
the transmitter node injects the signal to the channel, and
the channel notiﬁes the receiver nodes within the propaga-
tion limit (as determined in the second stage). The ﬁrst step
is simply a function call. How to realize the second step is,
however, more involved, and in our opinion, is predominant
in reducing the simulation overhead. The simplest method
is for the channel model to schedule and enqueue, for each
receiver node (identiﬁed in the second stage), an event that
will be triggered at the respective arrival time. It is then
up to each receiver node to determine, after processing the
event, whether or not it will be aﬀected by the event. This
is the conventional method used by most, if not all, of the
simulators. However, as will become clearer in Section 6,
this method generates a large amount of surplus and unnec-
essary events.
In spite of the potential for signiﬁcant improvement in sim-
ulation eﬃciency, there has not been much research along
this direction. The only known work is perhaps LSCR [6].
In LSCR, the channel model only schedules and enqueues
signal arrival notiﬁcation events for nodes within the trans-
mission range. For nodes that are within the propagation
limit but outside the transmission range, the channel model
merely records the signal information in the signal history
at each receiver node. The signal history provides suﬃcient
information for a node to look up whenever necessary. As
such, the number of events generated in each signal trans-
mission is reduced. Since no signal arrival notiﬁcation events
are scheduled for a node outside the transmission range, the
node may fail to operate correctly. For example, in the case
that IEEE 802.11 DCF is used as the MAC protocol, a node
is allowed to transmit only if the medium is sensed idle for
a speciﬁed time interval, called the distributed inter-frame
space (DIFS). If the medium is sensed busy, a random value
is uniformly chosen in [0, CW ] and used to initialize the
backoﬀ timer, where CW is the current contention window.
The backoﬀ timer is decremented as long as the channel
is sensed idle, frozen when the channel becomes busy, and
reactivated when the channel is sensed idle again for more
than DIFS. As the node outside the transmission range of a
signal is not notiﬁed of the signal arrival, it cannot infer the
channel status correctly.
To remedy this problem, a second technique, called Cor-
rective Retrospection, is then used to retrospectively correct
premature backoﬀ timeouts. The corrective retrospection
requires a complete knowledge of the MAC protocol oper-
ations in order to parse the signal history. This implies,
for each speciﬁc MAC protocol, the corrective retrospec-
tion phase has to be re-designed. Another problem associ-
ated with corrective retrospection is that the signal history
recorded at each node will build up as the simulation goes
on. For nodes that perform corrective retrospection, they
can clear up signals that are no longer useful. However, for
nodes that do not have packets to transmit and are outside
of the transmission range of any other nodes that have pack-
ets to transmit, their signal history records will accumulate.
As a result, the memory may deplete as a result of storing
a large number of un-purged signal history records. Finally,
although the proposed corrective retrospection procedure
can handle false backoﬀ time-outs, it is unable to launch
and ﬁre the EIFS timer properly as required in 802.11 DCF
in response to a collision. This is because a collision ends
when the total signal strength drops below CSThresh. This
may occur when a weak signal ﬁnishes. However, in LSCR
a node knows the arrivals/ends of signals whose strength
below CSThresh only in the corrective restropection proce-
dure. As corrective restropection is called only whenever
a backoﬀ timer ﬁres, a node may not tell when a collision
ends.
As compared to the conventional channel model that proac-
tively schedules signal arrival notiﬁcation events for all the
nodes within the propagation limit, LSCR, in some sense,
takes a passive approach in scheduling signal arrival events.
As shown in Fig. 3, while the complexity of the conven-
tional channel model is low, it suﬀers from poor simula-
tion eﬃciency (i.e., the number of surplus events scheduled).
LSCR, on the other hand, generates a much smaller num-
ber of events, but the retrospective correction procedure re-
quired to ensure validity is quite complicated, and in certain
cases still cannot produce correct results. What seems to be
reasonable in the design space is a reactive channel model
that is situated in between and achieves the best of both
extremes. This is the issue we will address in Section 6.
4. IMPACT OF THE SIGNAL PROPAGA-
TION LIMIT
As discussed in Section 3, to accurately ﬁgure in accumula-
tive interference in wireless network simulation, ideally one
has to use an inﬁnitely large signal propagation limit. How-
ever, for the beneﬁt of simulation eﬃciency, the propaga-
tion limit should be set to a small enough value, subject to
simulation accuracy. In this section, we derive, under the
assumption of a general carrier-sense based MAC protocol,
the minimum propagation limit that ensures the maximum
accumulated interference ignored be below a pre-speciﬁed
level.
Table 1: Upperbound (Pintf) of accumulated inter-
ference signal ignored by imposing the propagation
limit L.
L (m) 550 1100 1650 2200 2750 3300
KL 1 2 3 4 5 6
Pintf (dBm) -74 -81 -86 -89 -91 -94
4.1 Determining the propagation limit L
Let the sensing range be denoted as distCST and be deter-
mined by the sensing threshold. We estimate the impact of
the signal propagation limit, L, on simulation accuracy by
considering the worst scenario in which a maximal2 number
of nodes transmit simultaneously with a uniform transmis-
sion power Pt. By virtue of the carrier sense mechanism,
at most one node within a sensing range can transmit. As
a result, as shown in Fig. 4, the nodes that can simulta-
neously transmit form a hexagon structure [10], with each
node being located at an apex of the equilateral triangle.
To obtain an upper bound of the accumulated interference,
Pintf , that is ignored at a receiver, we assume the receiver
node is located at an apex of an equilateral triangle. With-
out loss of generality, let the receiver node be located at
the apex that is shared by the center six equilateral trian-
gles as shown in Fig. 4). All the interfering nodes form co-
centered hexagons. Let Hk denote the k-th hexagon, where
the hexagons are numbered in the order of the increasing
size. There are a total of 6k nodes on Hk and their dis-
tances to the receiver node are between k(
√
3/2) · distCST
and k · distCST .
For the purpose of demonstration, we use the two-ray ground
model [10] as an exemplary path loss model:
Pr = PtGtGr
ht
2hr
2
d4
(1)
where Pt and Pr are, respectively, the transmission and
received signal power, G and h are the antenna gain and
height, and the subscriptions t and r represent, respectively,
the transmitter and the receiver nodes. Now the accumu-
lated interference, Pintf , that is ignored can be calculated
as
Pintf ≤
k=KH∑
k=KL
6k
PtGtGrht
2hr
2
(k
√
3/2 · distCST )4 (2)
where KH =
⌈ √
2F
distCST
⌉
, KL =
⌊
L
distCST
⌋
, and F is the side
length of the the square area. With the above expression,
the signal propagation limit can be calculated by setting a
pre-determined value of Pintf .
4.2 Numerical example
We have carried out a numerical study by considering an
ﬁeld of 4000m × 4000m (F = 4000m), and setting Gt =
Gr = 1, ht = hr = 1.5m, Pt = 0.2818W , and the other
PHY layer parameters in compliance with Table 4. Table 1
gives the calculated upper bound, Pintf , for KL = 1, · · · , 6.
We have also performed a simulation study with similar pa-
2as governed by the MAC protocol
distCST
Figure 4: The worst scenario in
which the maximum number of
nodes transmit simultaneously.
distCST is the sensing range
0 5 10 15 20 25
0
1
2
3
4
5
6
Offered load (Mbps)
(a) Throughput (Mbps)
k = 1
k = 2
k = 3
k = 4
0 5 10 15 20 25
0
0.5
1
1.5
2
2.5
3
Offered load (Mbps)
(b) Delay (sec.)
k = 1
k = 2
k = 3
k = 4
0 1 2 3 4 5
3
4
5
6
7
8
9
10
x 10−3
Figure 5: The throughput and delay performance obtained under dif-
ferent propagation limits L = k × distCST . A total of 300 nodes are
randomly and uniformly distributed in a ﬁeld 2000m × 2000m. 50 con-
nections are established randomly, with each connection carrying the
same amount of traﬃc.
rameters used in the numerical study. A total of 300 nodes
are randomly and uniformly distributed in a 2000m×2000m
ﬁeld. 50 connections are established, each carrying the same
amount of traﬃc. The total system throughput and the av-
erage packet delay are kept track of, with respect to diﬀerent
traﬃc loads and signal propagation limits L = k×distCST ,
where distCST = 550m and k = 1 · · · 4. Note that when
k = 4, L is very close to 2000
√
2m, which approximates the
case when all the nodes are within the propagation range of
every signal.
Fig. 5 depicts the simulation results. Several observations
are in order. First, when the traﬃc load is large than 5Mbps,
the throughput measured in the case of k = 1 is notably dif-
ferent from that in the case of k = 4. The discrepancy
decreases as k increases because less signals are ignored in
the calculation of the accumulative interference. Second,
the discrepancy in the packet delay measured at diﬀerent
values of k exhibits the same trend as that in the through-
put. However, we do observe a more signiﬁcant increase in
the discrepancy when k increases, even under light traﬃc.
This indicates that the accumulative interference aﬀects the
packet delay performance more than the throughput perfor-
mance.
Note that the impact of the accumulative interference on the
throughput results has been well recognized and discussed
in literature. However, its impact on the delay results has
not been identiﬁed and analyzed. In particular, our simu-
lation study indicates that even under light traﬃc, a large
propagation limit is required to provide faithful simulation
results for packet delay.
5. IMPACT OF GRID SIZE
As discussed in Section 3, given a ﬁnite signal propagation
limit L, it is unnecessary and costly to traverse the entire
list of nodes to dispatch the signal arrival event. A better
way, called grid location management, is to partition the
ﬁeld into into small grids, with each grid storing a list of
nodes that are located in it. Each time a node transmits a
signal, the channel only needs to search for nodes that are
associated with a small number of grids containing the signal
propagation range. Intuitively when the ﬁeld size is much
larger than the propagation limit, grid location management
renders signiﬁcant saving in the computation.
In the current state of art, the grid size is chosen in an ad
hoc manner and has not been rigorously analyzed. Con-
ceptually, the optimal value of the grid size depends on the
ﬁeld size, the signal propagation limit, the nodal density
and distribution, and the traﬃc distribution. On the one
hand, the smaller the grid size, the less execution time is
incurred in inspecting nodes that are within the boundary
grids but outside the propagation limit. On the other hand,
the grids themselves require maintenance — it takes mem-
ory and time to store and traverse all the grids that contains
the propagation area of a signal. The smaller the grid size,
the larger these maintenance costs. In what follows, we con-
duct a quantitative study to determine the optimal value of
the grid size.
5.1 Determining the optimal grid size
For tractability of the analysis, we assume the ﬁeld size is
inﬁnite, and nodes are randomly and uniformly distributed
in the ﬁeld with density λ. The ﬁeld is partitioned into grids
with the grid size x, where x < L. Consider the scenario
in which the propagation area of a signal is covered by M
grids. The computational costs, y, incurred in propagating
the signal is essentially composed of two parts: 1) Compute
the distance from each of the nodes in the M grids to the
transmitter node. The cost is M x2λA, where A is the unit
cost incurred in computing the distance between a pair of
nodes. 2) Inquire the M grids for the node lists they own.
The cost is MB, where B is the unit cost of an inquiry.
Therefore, we have
y = M(Aλx2 + B). (3)
M can be derived given the location of the transmitter node,
the grid size x and the propagation limit L. As illustrated by
Fig. 2(b), the transmitter node is randomly located in a grid.
Let the distances to the right and top sides of the grid be
denoted by a and b, respectively, and the minimum number
of grids required along the horizontal and vertical directions
to cover the propagation range be denoted by n1 + n2 + 1
and n3 + n4 + 1, respectively. Then we have
n1 =
⌈
L− (x− a)
x
⌉
, n2 =
⌈
L− a
x
⌉
, (4)
n3 =
⌈
L− (x− b)
x
⌉
, n4 =
⌈
L− b
x
⌉
. (5)
For simplicity (so that a close-form solution can be derived),
we assume the grid size x is chosen to be an integral fraction
of L, i.e., L = kx, where k is an integer. With this assump-
tion, we have n1 =
⌈
k − 1 + a
x
⌉
, and n2 =
⌈
k − 1 + x−a
x
⌉
.
For 0 < a < x, n1 + n2 = 2k; and for a = 0 or x,
n1 + n2 = 2k − 1. Under the assumption that nodes are
randomly and uniformly distributed, the probability that
a = {0 or x} is 0 and hence n1 +n2 = 2k and n3 +n4 = 2k.
As a result, M = (2k + 1)2 and Eq. (3) becomes
y = (2k + 1)2(Aλx2 + B)
= 4Bk2 + 4Bk + B + 4AλL2 + 4AλL2
1
k
+ AλL2
1
k2
.
(6)
For simplicity, we replace the integer k with a real variable
z in Eq. (6). As y is a concave function of z, i.e., d
2y
dz2
=
8B+2z−4(4z+3)AλL2 > 0, we diﬀerentiate y with respect
to z and set the result to zero ( dy
dz
= 0) to obtain the optimal
value of z as z = 3
√
AλL2
2B
. The minimum computational cost
results approximately when
xopt = int
(
3
√
κ
L
λ
)
, (7)
where κ =
(
A
2B
)−1
, and the ratio A
B
has been empirically
measured to be 20 (κ = 0.1) in our experiments. As shown in
Eq. (7), the optimal grid size depends only on the ratio of the
signal propagation limit to the node density, L
λ
. Moreover,
it increases/decreases very slowly with L
λ
(because of the
exponent 1
3
in Eq. (7)). Also, as shown in the expression of
d2y
dz2
, the impact of the grid size x is more signiﬁcant when
x is small (z is large and d
2y
dz2
is large). We will validate the
analysis via simulation in Section 5.2.
Note that Eq. (7) is derived under the assumption that nodes
are uniformly distributed in an inﬁnite ﬁeld. If the assump-
tion does not hold, the computational cost will depend on
the nodal distribution (and perhaps the traﬃc distribution)
in a complex manner. Also, the analysis does not consider
the memory usage. As the grid size becomes smaller, it takes
more memory and time to store and traverse all the grids
that contains the propagation area of a signal. This justiﬁes
for a large value of grid size. All these are a subject of our
future investigation.
5.2 Performance evaluation
We conduct a simulation study and use the set up similar to
that in Section 4.2: a total of 800 nodes are randomly and
uniformly distributed in a 4000m × 4000m ﬁeld. 100 con-
nections are established, each carrying the traﬃc load of 20
packets/second. We set L to 1100m, 1650m and 2200m, re-
spectively, and for each value of L, we vary the grid size and
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Figure 6: The simulation speed-up versus the grid
size as compared to that without the grid location
management. The simulation setup is the same as
that in Fig. 5.
keep track of the simulation speed-up thus achieved. The
simulation results are given Fig. 6, along with the optimal
value of the grid size x = xopt, obtained in Eq. (7).
Several observations are in order. First, the speed-ups achieved
by varying the grid size in general exhibit the concave trend.
This is consistent with our analysis (Eq. (6)). Second, the
optimal value of the grid size increases as L increases, al-
though at a very slow rate. This agrees with our analysis
in Eq. (7) (note the exponent 1
3
). Third, when the grid size
becomes too small, the performance becomes worse than
the case without grid location management. Moreover, the
feasible range (i.e., the range in which simulation beneﬁts
from grid location management) of the grid size becomes
narrower as the propagation limit grows. This is because
the ﬁeld size is ﬁnite and the beneﬁt that results from par-
titioning the ﬁeld diminishes as L gets larger. Finally, the
simulation speed-up given in Fig. 6 is no more than 1.2, sug-
gesting that the key step to fast, scalable simulation does not
lie in the determination of an optimal grid size (as long as
the size is not set to a small value). In the next section, we
seek for eﬀective means in the phase of interacting with the
PHY/MAC layers.
6. THE REACTIVE CHANNEL MODEL
6.1 Motivation
As discussed in Section 1, enqueueing and dequeuing signal-
transmission-related events is a major source of computa-
tion in event-driven packet-level wireless simulation. For
each signal transmission, a large number of signal arrival
notiﬁcation events are scheduled for all the nodes within
the propagation limit. Due to the broadcast nature of the
wireless medium and its susceptibility to the eﬀect of accu-
mulative interference, the propagation limit has to be set
to a much larger value than the transmission range and the
carrier sensing range. This implies many signals that arrive
at a receiver node may be not receivable (i.e., below the re-
ception threshold RXThresh), or even cannot be sensed (i.e.,
below the sensing threshold CSThresh). From the perspec-
tive of a wireless radio, 1) a signal that cannot be sensed
will not aﬀect the current PHY status of the channel unless
nodes within cir(R)
nodes registered and within cir(L) but outside cir(R)
nodes not registered and within cir(L) but outside cir(R)
nodes outside cir(L)
The reactive channel only schedules signal arrival
events to nodes in the set {    ,     }
R
L
R: transmission range
L: propagation range
: the transmitter node
Figure 7: A snapshot of the network when a signal
transmission takes place under RCM.
it raises the accumulated interference level above CSThresh;
and 2) a signal that is not receivable may not aﬀect the MAC
operations depending on the nature (e.g., CSMA-based or
not), and the current state (e.g., whether or not the node
intends to transmit and is in the listen-before-talk mode),
of the MAC protocol. The arrival events of such signals
are redundant in the physical sense for the ﬁrst case, and
in the protocol sense for the second case. Elimination of
such redundant events will expedite the simulation, while
not impairing simulation accuracy.
To exploit the above observation, we propose RCM and re-
design the interaction between the channel model and the
PHY/MAC layers of wireless nodes with the following re-
quirements. First, the proposed design should be imple-
mented in a modular manner, with the minimum modiﬁca-
tion/coupling to the PHY/MAC operations. For example,
the backoﬀ procedure (that dictates when the backoﬀ timer
should start, pause, resume and expire) as stipulated by the
IEEE 802.11 MAC protocol should remain intact. Second,
how the interference takes place and its eﬀect on transmis-
sion activities of each node should be faithfully captured.
Finally, the model should not improve the computational
performance at the expense of excessively consuming other
resources (such as memory).
6.2 The proposed mechanism
In RCM, a node is allowed to selectively receive signal arrival
events on a voluntary basis under certain circumstances.
When the channel receives a signal transmission event, it
generates signal arrival events only for nodes that either
meet certain condition and therefore are forcedly to receive
such events or have voluntarily selected to receive these
events.
The condition for the channel to determine which nodes are
mandatorily scheduled with a signal arrival event, should
be, in principle, as strict as possible in order to minimize
the number of signal arrival events. On the other hand, to
maintain a clear and simple interface between the channel
and the PHY/MAC layers, it is not desirable that the chan-
nel has to rely on detailed PHY/MAC information to make
this decision. A good compromise is to mandatorily schedule
all nodes within the transmission range with signal arrival
events. For all the nodes that are outside the transmission
range but within the propagation limit, RCM provides a
register/de-register primitive that allows nodes to voluntar-
ily register/cancel to receive signal arrival events. Fig. 7
illustrates a snapshot of the network when a signal trans-
mission takes place under RCM.
To explain why this mechanism can eﬀectively suppress sur-
plus and redundant signal arrival events, we take the most
popular wireless MAC protocol, IEEE 802.11 DCF, as an
example, and consider a network in which all the nodes are
equipped with half-duplex radios. In RCM, each node is
allowed to make local decisions on whether to register/de-
register depending on its own PHY/MAC states. Speciﬁ-
cally, a wireless node may be in one of the following PHY
states: transmit, receive, idle, sleep and power-oﬀ. Further-
more, as deﬁned in IEEE 802.11 DCF, a node in the idle
state may be in the backoﬀ or defer state. Obviously a node
in the sleep or power-oﬀ state is “disconnected” from the
network. A node that is in the transmitting state cannot re-
ceive at the same time (under the half-duplex mode). Thus,
there is no need to notify nodes in these states of the signal
arrival event. On the other hand, a node in the backoﬀ/defer
(listen-before-talk) or defer states has to sense the wireless
medium. For example, a node that operates under IEEE
802.11 DCF has to ensure the medium has been sensed idle
for a DIFS, before it can transmit. That is, the node has to
obtain the information on all the on-going transmissions. If
the medium is sensed busy, the node sets up a backoﬀ timer
with the backoﬀ interval drawn from a uniform distribution
[0, CW ]. In this case, the node has to continuously receive
signal arrival notiﬁcation events (if any). A node in the re-
ceive state has to continuously monitor the wireless medium
to keep track of the interference level throughout the dura-
tion of the signal reception. In this way, the receiver node is
able to detect if a collision occurs and/or if the signal being
received is corrupted because the accumulative interference
exceeds certain threshold.
Table 2 gives the list of states in which nodes should register/de-
register with the channel. Note that in the backoﬀ proce-
dure, the backoﬀ timer may be frozen while the medium
is sensed busy, or running otherwise till the counter counts
down to zero. We further diﬀerentiate these two MAC states
so that nodes register themselves when the backoﬀ timers
start/resume running, and de-register themselves when the
backoﬀ timers are frozen. Fig. 8 gives an example that il-
lustrates when a node registers/de-registers throughout the
backoﬀ procedure. When a node is in the receive state, it ex-
presses its interest in receiving signal notiﬁcation events by
(i) acquiring a list of current, on-going signal transmissions
to calculate the current interference level; and (ii) register-
ing itself to continuously monitor the medium status. By
the end of the duration of the received signal, the node de-
registers itself. Similarly, when a node is in the idle state
and intends to transmit, it continuously senses the channel
by ﬁrst inquiring the channel to calculate if the current in-
terference level is below CSThresh. If so (i.e., the channel
is sensed idle), the node starts its backoﬀ timer and con-
tinuously senses the channel by registering itself with the
channel until the backoﬀ timer freezes, i.e., when the chan-
nel is sensed busy. When the backoﬀ timer resumes (i.e.,
the channel has been idle for more than a DIFS), the node
registers itself again. (Note that when the channel will be-
come idle can be calculated with the information on the all
the signal durations.) The process repeats until the backoﬀ
timer expires.
Table 2: The PHY/MAC states in which nodes
should register with the channel
State Register?
transmit 
receive
√
idle
backoﬀ
√
defer
√
−− 
sleep 
power-oﬀ 
interference
level
timer
backoff (BO)
(1) (2) (3) (4)
(1) inquire the medium status: IDLE; start the BO timer; register
(2) freeze the BO timer; deregister
(4) the BO timer times out; deregister
t
CSThresh
(3) resume the BO timer; register
Figure 8: An example that illustrates when a node
registers/de-registers during a backoﬀ procedure
under RCM.
6.3 Implementation
To realize RCM, we have designed several APIs between
the channel and wireless nodes in addition to the trans-
mit interface and the schedule-signal-arrival-event interface
that already exist. They can be categorized into two sets:
register/de-register and inquiry. The former have been in-
troduced above.
The inquiry APIs are provided for wireless nodes to obtain
the current medium status. Note that under RCM, wireless
nodes no longer keep track of the complete signal informa-
tion. At the time when a node needs to know the medium
status (e.g., when it intends to transmit and hence has to
sense if the medium is idle), a mechanism should be available
to retrieve the missing information. The information may
be simply the current level of accumulated interference, or
if the current medium is sensed busy, at what time instant
it will become idle again. Moreover, even when a node reg-
isters, say, at time t, due to the non-zero propagation delay,
the node may still not receive the arrival event of a signal
that is transmitted before t but arrives at this node after
t. To deal with all the above situations, we have devised
three inquiry APIs that (1) compute and return the total
strength of “missing” signals; (2) return a list of “missing”
signals that have arrived at the node and not yet ﬁnished;
and (3) return a list of “missing” signals that have been
transmitted but not yet arrived.
Next, we consider how the inquiry APIs are implemented.
We have two design choices: (a) the channel acts as a cen-
tral server, stores all the signal information, and accepts
inquiries from wireless nodes; (b) each node stores its own
local view of signals (note that a signal arrives at diﬀerent
nodes at diﬀerent time instants and with diﬀerent strengths).
The ﬁrst choice may save some storage space but each time
the channel accepts an inquiry from a particular node, it
has to compute the arrival time and the received signal
strength for the speciﬁc node. The second choice is more
computation-cost eﬀective and yet does not consume more
memory than the conventional channel model. Hence the
second design is chosen in the current implementation of
RCM.
6.4 Discussion
Usually the number of events generated in, and the execu-
tion time required to carry out, a simulation run are used
to evaluate mechanisms with respect to their scalability. To
perform a rough analysis on the number of events reduced
with the use of RCM, we consider the case in which N wire-
less nodes are distributed uniformly in an area of size F ×F .
The area size is large enough so that the edge eﬀect can
be ignored. The node density is then λ

= N/F 2. Under
the symmetric propagation assumption (i.e., both the trans-
mission range and the signal propagation range are circles
with radius R and L, respectively), the number of nodes
for which the channel schedules signal arrival notiﬁcation
events is Θ(λπL2) under the conventional channel model,
and Θ(λπR2 + βλπ(L2 − R2)) under RCM, where β is the
average percentage of nodes that are in the idle states but
intend to transmit or in the receive states. Thus a total
of Θ(λπ(1 − β)(L2 − R2)) events is saved for each signal
propagation. The saving could be considerable if β is much
smaller than 1 and/or L is much larger than R. The latter is
true since to account for the eﬀect of the accumulative inter-
ference, L has to be much larger than distCST and distCST
is larger than R. Table 3 lists the speciﬁcations of several
typical wireless cards and conﬁrms the fact. The value of β
depends on the traﬃc load and distribution. As will be seen
in Section 7, the number of events reduced is in the range
of one order of magnitude.
Table 3: Speciﬁcation of Several Wireless Cards
Tx
Range
Receiver
Sensibility
distCST* L†
ORiNOCO 160m -82dBm 400m 1200m
Aironet 350 244m -85dBm 632m 1896m
SMC2336W-AG 300m -82dBm 400m 1200m
* calculated using two-ray model
† L is set to 3× distCST
(All data are obtained when the cards operate at 2.4GHz,
IEEE802.11b, 11Mbps)
Although RCM reduces the number of events and hence the
execution time incurred in enqueueing the events, it also in-
curs computation costs in registration/de-registration, main-
tenance of the signal lists in wireless nodes, and calculation
of the interference levels. RCM is scalable only if the saving
in event scheduling outweighs the additional computation
costs. As it is diﬃcult, if not impossible, to analytically
derive these costs, we will carry out simulation studies in
Section 7 to quantify the performance of RCM.
7. PERFORMANCE EVALUATION
In this section, we conduct ns-2 simulation to evaluate the
eﬃciency of RCM and compare it against the conventional
channel model and LSCR.3 As ns-2 (we use ns-2.27 but what
we discuss here is generally still true in the most recent re-
lease ns-2.29) does not take into account of the eﬀect of
accumulative interference, we ﬁrst modify ns-2 to incorpo-
rate that eﬀect in order to improve the simulation ﬁdelity.
While RCM and the conventional channel model (under the
revised version of ns-2 ) produce exactly the same simulation
results and traces at the signal level, LSCR does not, due
to the the reason given in Section 3. However, the simula-
tion results generated (in terms of number of packets totally
transmitted, instead of the throughput/delay performance)
under LSCR are approximately in the same range of those
generated under RCM and the conventional channel model.
The PHY layer parameters used in the simulation study are
listed in Table 4. With this setup, the nominal transmis-
sion range R is approximately 250m and the sensing range
distCST is 550m. Unless stated otherwise, the propagation
limit is set to 3× distCST , i.e., 1650m. IEEE 802.11 DCF
(without the RTS-CTS ﬂoor acquisition mechanism) is used
as the MAC protocol, and DSR is chosen as the underlying
ad-hoc routing protocol. Grid-based location management
is used with the grid size set to approximately the value
calculated in Eq. (7). For each connection, the source and
destination nodes are randomly selected. In the simulation
study, we vary several system parameters, i.e., the propa-
gation limit, the node density, the ﬁeld size and the traﬃc
load to study the performance. We then keep track of the
time consumption rate, i.e., the average execution time (sec-
onds) required to carry out 1-second simulation. Note the
inverse of the consumption rate gives simulation eﬃciency.
As mobility has the same eﬀect on all the channel models
(as the same grid-based location management is assumed),
the results obtained with mobility exhibit similar trends as
those without. In what follows we only present simulation
results obtained under static scenarios.
Table 4: The PHY Layer Parameters
Propagation Two-Ray Radio frequency 914 MHz
Data rate 11Mbps SNRThresh 10 dB
RXThresh -64 dBm CSThresh -78 dBm
Antenna height 1.5m Tx power 24.5 dBm
All the simulation runs are carried out on a Dell Dimension
4600 computer with Dual CPU 3.0GHz, 1G RAM and Linux
3LSCR is the only representative model in the reactive cat-
egory.
Fedora Core (kernel: 2.6.5-1.358smp). The simulation time
in each run is 100 seconds unless otherwise speciﬁed.
7.1 Modification made in ns-2
ns-2 employs a simple collision detection mechanism in the
MAC layer. The physical layer is a very thin layer and its
only function is to inject the signal into the channel, pass
the signals to the receivers’ MAC layer, and update the en-
ergy. Signals with the strength below RXThresh are marked
as corrupted. Signals with the strength below CSThresh are
discarded. The MAC layer keeps track of at most two over-
lapping signals. It captures the ﬁrst signal that arrives re-
gardless its signal strength. A collision is detected when the
second signal arrives with suﬃcient strength. The collision
ends when the longer one of the two ﬁnishes.
To incorporate the eﬀect of additive interference and use
SINR as the criterion for determining whether or not a sig-
nal can be correctly received, we add in the MAC layer a
variable that records the level of accumulated interference
and a list of signals which are considered as interference. A
signal whose SINR is below the threshold SNRThresh or that
arrives when some other signal is currently being captured
will be considered as interference and is inserted into the list
in the increasing order of signal ending times. Its strength
will be added to the interference level. A timer is dedicated
to notify the node of the ending instant of each interfer-
ence signal. In the revised PHY/MAC mechanism, a signal
will be captured only if its strength is above RXThresh and
its SINR upon arrival is above SNRThresh. A collision is
detected when a signal arrives and raises the total interfer-
ence strength to the level high enough to corrupt the signal
being captured. A collision ends when the total perceived
signal strength (include the one being captured) drops be-
low CSThresh, at which point the navTimer is started with
EIFS as the initial value.
7.2 Simulation results
Figure 9(a)–(d) depict the time consumption rate under
RCM, LSCR, and the conventional channel model as (a) the
node density, (b) the traﬃc load, (c) the ﬁeld size, and (d)
the propagation limit increases, respectively. In the ﬁrst sce-
nario (Fig. 9(a)), we ﬁx the ﬁeld size at 2000m×2000m, and
increase the number of nodes from 150 to 500 nodes at step
size 50. A total of 40 CBR connections are created, each
carrying 20 packets/second traﬃc. In the second scenario
(Fig. 9(b)), we ﬁx both the ﬁeld size (2000m× 2000m) and
the number of nodes (300) and create 50 CBR connections.
The traﬃc rate of each CBR connection varies from 5 to
50 packets/second, and the throughput is maintained above
70%. In the third scenario (Fig. 9(c)), the node density is
ﬁxed at 1/(100m × 100m), and the ﬁeld size varies from
500m× 500m to 3000m× 3000m in steps of 500m× 500m.
To keep the traﬃc load increases proportionally with the
ﬁeld size, 20% pairs of nodes are chosen randomly as the
CBR sources and destinations, with each pair carrying 40
packets/second traﬃc. In the fourth scenario (Fig. 9(d)),
1000 nodes are randomly placed in a 5000m× 5000m area.
A total of 100 CBR connections are established, each carry-
ing 10 packets/second traﬃc. The propagation limit varies
from 1× distCST to 6× distCST .
As shown in Fig. 9, the execution time under the conven-
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Figure 9: Simulation eﬃciency achieved by the conventional channel
model, RCM, and LSCR with respect to node density, traﬃc load, ﬁeld size
and propagation limit. In (c) the ﬁeld size is normalized to 500m × 500m.
In (d) the propagation limit is normalized to distCST .
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tional channel model, RCM,
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tional channel model increases drastically as either of the
system parameters (node density, traﬃc load, ﬁeld size, and
propagation limit) increases. The performance of RCM is
comparable to that of LSCR (except for Fig. 9(b)), and both
of them achieve approximately an order of magnitude im-
provement in expediting simulation over the conventional
channel model. To further understand/validate where the
performance gain results from, we measure the number of
events generated per second, and the execution time spent
on enqueueing all the events in the same scenario of Fig. 9(a).
As shown in Fig. 10, both RCM and LSCR reduce the num-
ber of events generated per second and the event enqueueing
time by an order of magnitude.
One interesting ﬁnding is that RCM performs slightly worse
than LSCR in Fig. 9(b) when the traﬃc load is heavy. On
the other hand, when the propagation limit L = 7 in Fig. 9(d),
the LSCR process is killed by the kernel before the simula-
tion completes, due to excessive memory usage (as a re-
sult of storing a large number of un-purged signal history
records). These are attributed to two counteracting factors.
On the one hand, LSCR dispatches signal arrival notiﬁca-
tion events only to nodes within the transmission ranges and
thus achieves the most saving in the number of events. On
the other hand, the corrective retrospection phase taken by
LSCR has to parse the signal history records and sort sig-
nal starting/ending times. When the signal history is large,
the corrective retrospection operation becomes expensive.
Moreover, when the memory usage required for storing the
signal history records becomes excessively large (which oc-
curs when the ﬁeld size and/or the propagation limit are
large and as the simulation time goes on), out-of-memory
exception occurs. (We will further discuss this problem in
Fig. 11.)
Another interesting ﬁnding is that the improvement (speed-
up) achieved by RCM exhibits a decreasing trend in Fig. 9
(b). This is because the increase in the traﬃc load im-
plies more simultaneous transmission attempts are made,
and hence more signal arrival events have to be scheduled
under RCM. Also, as shown in Fig. 9(d), L plays perhaps
the most signiﬁcant role in the number of events generated.
When L is equal to 6× distCST, it takes 140 seconds to carry
out one-second simulation under the conventional channel
model, while it takes only 15 seconds under RCM.
Figure 11 shows the memory usage under the three channel
models. We use the same scenario of Fig. 9(d) except that
in Fig. 11(b) the propagation limit is set to 3 × distCST .
Because an out-of-memory exception occurs under LSCR
when L = 7, the last data point of LSCR is not available.
As shown in Fig. 11, LSCR consumes more memory than
the other channel models, and the diﬀerence becomes more
pronounced as L or the simulation time increases. RCM, on
the other hand, consumes slightly less memory than the con-
ventional channel model. This is because in RCM less signal
arrival events are generated and consequently less packet
copies are made. The signal information written into the
local list at each node takes less space than the packet in-
formation. Signals that have ended are purged whenever a
new signal is inserted or an inquiry is performed. Recall that
in LSCR, the signal history is maintained at each node. A
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Figure 11: Memory usage under three channel models. The propagation limit is normalized to distCST.
signal that is not received but originates within the propaga-
tion limit will be written into the signal history at a receiver
node. The signal history will be used by a node which en-
counters a false backoﬀ time-out. It is suggested in [6] that
the signal history be cleared every time corrective retrospec-
tion is performed — the signals that ended before the time
of corrective retrospection are removed. In our implemen-
tation, we follow the guideline, and in addition, add in the
function checkBackoﬀTimer() the operation of purging the
signal history as long as the backoﬀ timer is not running.
This function is called whenever the MAC state changes.
Even with all the above reﬁnements, LSCR incurs quite sig-
niﬁcant memory consumption. This, on the one hand, in-
creases the time to perform the corrective retrospection; and
on the other hand, causes frequent page-in/out operations
in the kernel and even memory thrashing.
8. CONCLUSION
In this paper, we take a systematic approach and study the
impact of the operations of signal transmission in wireless
network simulation, with respect to ﬁdelity, accuracy, and
eﬃciency. We investigate the operations of signal transmis-
sion in the various stages: signal propagation, signal inter-
ference, and interaction with the PHY/MAC layers. The
contribution of the paper is two-fold. First, we perform
a quantitative analysis on the eﬀects of signal propagation
limit and grid size, respectively, on simulation accuracy and
eﬃciency. We observe that the propagation limit has a sig-
niﬁcant impact on the system throughput performance when
the traﬃc load is heavy, and on the packet delay perfor-
mance even when the traﬃc load is not heavy. Our analy-
sis, corroborated by simulation, also indicates that the grid
size aﬀects simulation eﬃciency in a concave manner and
that the optimal value is largely determined by the node
density and the chosen propagation limit. Second, based
on the observation that an enormous amount of surplus,
redundant signal arrival events are generated and sched-
uled by the channel model, we propose a reactive channel
model (RCM) to eﬀectively reduce such redundant events
by Θ
(
λπ(1− β)(L2 −R2)) (ref. Section 6.4) and hence the
execution time incurred in enqueueing these events. The
simulation study indicates an order of magnitude of speed-
up, while not compromising the accuracy of simulation re-
sults. This, coupled with the fact that RCM can be imple-
mented in a modular manner, requires only modest changes
to existing PHY/MAC layers in the simulator, and does not
incur extra memory consumption, suggests that RCM is a
promising approach to enabling large-scale wireless network
simulation.
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