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Stabilization rates for the damped wave equation with
Ho¨lder-regular damping
Perry Kleinhenz
Abstract
We study the decay rate of the energy of solutions to the damped wave equation
in a setup where the geometric control condition is violated. We consider damping
coefficients which are 0 on a strip and vanish like polynomials, xβ . We prove that the
semigroup cannot be stable at rate faster than 1/t(β+2)/(β+3) by producing quasimodes
of the associated stationary damped wave equation. We also prove that the semigroup
is stable at rate at least as fast as 1/t(β+2)/(β+4). These two results establish an explicit
relation between the rate of vanishing of the damping and rate of decay of solutions.
Our result partially generalizes a decay result of Nonnemacher in which the damping
is an indicator function on a strip.
1 Introduction
Let M = (M,g) be a Riemannian manifold. Fix some W ∈ L∞(M),W ≥ 0. We study the
asymptotic behavior as t→∞ of solutions to the damped wave equation
∂2t u−∆u+W (x)∂tu = 0 in M × R
+
(u, ∂tu)|t=0 = (u0, u1) in M
u|∂M = 0 if ∂M 6= ∅.
(1)
The quantity of particular interest is the energy
E(u, t) =
1
2
(
||∇u(·, t)||2L2 + ||∂tu(·, t)||
2
L2
)
. (2)
In this paper we will work on the square M = [−b, b]× [−b, b] or torus M = T2, which we
parametrize by (x, y). We will give detailed proofs in the case of the square then show how
those results can be applied to the torus.
For some fixed β ≥ 0 and a, σ > 0, such that a+σ < b, we study dampingW ∈ L∞(M)
of the form
W (x, y) =

0 |x| < a
(|x| − a)β a < |x| < a+ σ
c(|x|) > 0 a+ σ < |x| < b,
(3)
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In particular note that the damping is invariant in the y direction.
Remark. The particular form of c(x) does not affect our result so long as c(x) ∈
L∞(a+ σ, b) and it is uniformly bounded away from 0. However choosing a c such that W
is smooth for |x| > a and W = C > 0 for |x| > a+2σ is perhaps the most interesting case
in the context of existing results.
Definition 1. Let f(t) be a function such that f(t) → 0 as t → ∞. We say that (1) is
stable at rate f(t) if there exists a constant C > 0 such that for all (u0, u1) ∈ (H
2(M) ∩
H10 (M))×H
1
0 (M) (or H
2(M)×H1(M) if ∂M = ∅) if u solves (1) with (u0, u1) as Cauchy
data then
E(u, t) ≤ Cf(t)2
(
||u0||
2
H2(M) + ||u1||
2
H1(M)
)
for all t > 0.
Our main result is
Theorem 1.1. For all ε > 0, with W as in (3) the equation (1) cannot be stable at rate
t
−β+2
β+3
−ε
.
More precisely if we use m1(t) to denote the best possible f for which definition 1 holds
then this result along with Lemma 4.6 of [AL+14] and Proposition 3 of [BD08] show that
m1(t) ≥ C/(1 + t)
β+2
β+3 for some C > 0, where we use the notation of [BD08].
We also show that
Theorem 1.2. For W as in (3) with β > 0 the equation (1) is stable at rate
t−
β+2
β+4 .
Again using Lemma 4.6 of [AL+14] and Proposition 3 of [BD08] this shows m1(t) ≤
C/(1 + t)
β+2
β+4 for some C > 0.
The decay of energy of the damped wave equation is a well studied question. The
strongest possible decay is uniform stabilization, which is defined as the existence of F (t)→
0 as t→∞ such that, for all u solving (1) with initial data in H1(M)× L2(M)
E(u, t) ≤ F (t)E(u, 0), t ≥ 0.
It was established by [RT75] that uniform stabilization occurs with F = Ce−κt for
some κ,C > 0, when ∂M = ∅, W ∈ C0(M) and supp W satisfies the geometric control
condition (GCC). We recall that a set U satisfies the GCC if there exists T > 0 such that
for every geodesic γ on M of length T , γ ∩ U 6= ∅. The reverse implication, that uniform
stabilization with any F implies supp W satisfies the GCC, was shown in [Ral69]. These
results were extended to the case M 6= ∅ by [CBR92] and [BG97]. This in turn guarantees
that when uniform stabilization occurs one can always let F = Ce−κt for some κ,C > 0.
For a finer discussion of when uniform stabilization occurs for L∞ damping see [BG18].
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A natural next question to ask is what occurs when the GCC does not hold for supp W .
Because of the necessity of the GCC for uniform stabilization, as soon as it does not hold
we must adjust the kind of decay we hope for. The next best thing is the stability defined in
Definition 1, which comes from [Leb96] and requires initial data with an additional spatial
derivative.
In [Bur98], the author showed that the energy of a solution to (1) decays at least
logarithmically (f(t) = 1/ log(2 + t)) as soon as the damping W (x) ≥ c > 0 on some
open, nonempty set. In [Leb96] the author gave explicit examples of domains on which
f(t) = 1/ log(2+ t) is the exact decay rate, in particular when M = S2 and {W > 0} does
not intersect a neighborhood of the equator. For related work see also [LR97].
In the case of the square when the damped region contains a vertical strip, [LR05]
established a decay rate of f(t) = (log(t)/t)1/2. This was expanded to the case of partially
rectangular domains when {W > 0} contains a neighborhood of the nonrectangular part
in [BH07]. Additionally in [BH07] a relation between vanishing rate of the damping and
decay rate for the damped wave equation was established.
These results were refined by [AL+14]. The authors established a decay rate of f(t) =
1/t1/2 for the damped wave equation in a more general setting, so long as the associated
Schro¨dinger equation is controllable. This includes the case of not identically vanishing
damping on the 2 dimensional square (or torus) as a consequence of [Jaf90] (resp. [Mac10],
[BZ12]).
Continuing in the case of the 2 dimensional square [AL+14] also show that the system
can not be stable at rate f(t) = 1/t1+ε for any ε > 0, when {W > 0} does not satisfy GCC,
(this condition is referred to as the GCC being strongly violated). They further show the
existence of a smooth damping coefficient which strongly violates the GCC for which the
energy decays at rate f(t) = 1/t1−ε for any ε > 0.
In an appendix to [AL+14], Nonnenmacher shows that when the damping is the in-
dicator function on a strip on the square or torus the system cannot be stable at rate
f(t) = 1/t2/3+ε, for any ε > 0. The complementary result was shown in [Sta17] to estab-
lish f(t) = 1/t2/3 as the exact rate of decay when damping is a strip on the square or torus.
The difference in behavior between the smooth and discontinuous damping led the authors
of [AL+14] to pose the problem of establishing an explicit relation between the vanishing
rate of the damping and the decay rate.
An explicit relation was established by [LL17] in a slightly different setting. The authors
study the case of a general manifold in which the damping is supported everywhere but a
flat subtorus. In the 2 dimensional case this is an example of the GCC not holding but also
not being strongly violated. The damping is required to be invariant along this subtorus
and must satisfy W (x) ≤ C|x|β near where it vanishes. When this is the case the authors
show that the system cannot be stable at rate f(t) = 1/t
β+2
β
+ε
, for any ε > 0. They also
show that if the vanishing behavior of the damping is further limited to C−11 |x|
β ≤W (x) ≤
C1|x|
β the system is stable at exactly the rate f(t) = 1/t
β+2
β (See also [BZ15]).
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Note that in [LL17] decreasing β corresponds to faster vanishing (i.e. less regular damp-
ing) which produces faster decay, which is counter to the behavior exhibited in [AL+14],
[BH07] and our own result, namely that faster vanishing (i.e. less regular damping) pro-
duces slower decay. However the dynamics in 2 dimensions in the two situations are
different, with only one undamped orbit in the former as opposed to a whole family in the
latter.
Our paper provides a partial answer to the problem posed by [AL+14]. We establish an
explicit relation between the rate of vanishing of the damping and the stability rate of the
system, in a case where the GCC is strongly violated on the square or T2. Our work also
partially extends that of Nonnenmacher in the appendix to [AL+14], which agrees with
our first theorem when β = 0, although that result follows from the existence of modes
of the stationary equation where we produce quasimodes. Our two results provide further
evidence for the fact, discussed in [AL+14], [LL17], [BH07], that once the support of the
damping is fixed the rate of vanishing of the damping is the most significant feature when
determining the decay rate.
We note that our second result improves that of Theorem 1.2 of [BH07], which gives a
decay rate of f(t) = 1/tβ/(β+4) (see also [AL+14] Theorem 2.6). We also note that there
is a gap between our two results. Closing this gap would be an interesting area for further
work.
In the next section we outline the proof of Theorem 1.1. Sections 3, 4 and 5 contain
the details of the proof. Section 6 contains the proof of Theorem 1.2.
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an early manuscript. The author would also like to thank the referees for their prompt,
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2 Outline of Proof of Theorem 1.1
To prove Theorem 1.1 we rely on the following result from [AL+14] (Proposition 2.4) and
[BT10] which relates energy decay of the damped wave equation to resolvent estimates of
the stationary damped wave equation. With this result it is sufficient to produce sufficiently
good quasimodes, to do so we reduce the problem to one dimension and then the interval
[0, b]. We will then show that we can use solutions to a related problem, the complex
absorbing potential, on the half line to produce the desired quasimodes. We finally show
that such solutions of the complex absorbing potential problem exist by producing solutions
on (0, a) and (a,∞) separately, the latter following from a rescaling argument, we are able
to glue these solutions together via a compatibility condition which we satisfy via the
implicit function theorem.
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Proposition 2.1. Fix α, if there exist sequences {qj} ∈ C, {uj} ∈ H
2(M) ∩H10 (M), (or
H2(M) if ∂M = ∅) and some j0 ∈ N, such that for all j > |j0|∣∣∣∣−∆uj + iqjW (x)uj − q2juj∣∣∣∣2L2(M) ≤ C|Re(qj)|2/α
(
||uj ||
2
H1(M) + |qj|
2 ||uj||
2
L2(M)
)
, (4)
and
|qj| → ∞, | Im(qj)| ≤
C
|Re(qj)|1/α
, (5)
then for all ε > 0 the system (1) is not stable at rate
1/tα+ε.
Remark. Although Proposition 2.1 has ||uj ||
2
H1 on the right hand side of (4) the
quasimodes uj we will apply it to satisfy a stronger inequality, namely∣∣∣∣−∆uj + iqjW (x)uj − q2juj∣∣∣∣2L2(M) ≤ C|Re(qj)|2 ||uj ||2L2(M) . (6)
The strength of the conclusion we obtain from applying Proposition 2.1 to these quasimodes
is instead limited by the qj for which we have such an estimate due to (5).
Note that producing sequences qj and uj which satisfy the hypotheses of this proposition
with α = β+2β+3 proves Theorem 1.1.
We will make two simplifications before proceeding. First we will reduce the problem to
obtaining quasimodes of an ordinary differential equation on [−b, b]. We will then further
restrict our attention to the same equation on [0, b]. After making these simplifications
we will introduce three key parameters and the complex absorbing potential problem on
(0,∞), solutions of which we will use to produce our desired quasimodes.
For the first simplification note that for any sequence of integers mj if u˜j is a sequence
of functions on [−b, b] which satisfy
∣∣∣∣∣∣∣∣−∂2xu˜j + iqjWu˜j + (4pi2m2jb2 − q2j) u˜j∣∣∣∣∣∣∣∣2
L2(−b,b)
≤ C
|Re(qj)|2
||u˜j||
2
L2(−b,b) as j →∞
u˜j(x) = 0 |x| = b,
(7)
then uj(x, y) = u˜j(x) sin
(
2pimjy
b
)
satisfy (6). Therefore it is enough for us to find functions
which satisfy (7) with qj which satisfy (5) with α =
β+2
β+3 .
The second simplification we make is to limit our attention to [0, b] from [−b, b]. Since
our damping is even, if we find integers mj and functions u˜j on [0, b] which satisfy
∣∣∣∣∣∣∣∣−∂2xu˜j + iqjWu˜j + (4pi2m2jb2 − q2j) u˜j∣∣∣∣∣∣∣∣2
L2(0,b)
≤ C|Re(qj)|2 ||u˜j ||
2
L2(0,b) as j →∞
u˜j(x) = 0 x = b
u˜j(0) = 0 or u˜′j(0) = 0
(8)
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we can extend the u˜j to −b ≤ x < 0 by setting u˜j(−x) = −u˜j(x) (or u˜j(−x) = u˜j(x) resp.)
and the resulting functions satisfy (7). Therefore it is enough for us to find functions which
satisfy (8) with qj which satisfy (5) with α =
β+2
β+3 .
Before we introduce the complex absorbing potential we introduce three new parame-
ters. Let h ∈ [0, 1) be a small parameter which will be sent to 0 and have b
2pih2
∈ N. Let
l be a bounded parameter, when working in the case u(0) = 0 we impose l ∈ Z and when
u′(0) = 0 we impose l + 12 ∈ Z but otherwise leave l free in relation to h. We define
λh =
pilh
a
+ Chh
(β+4)/(β+2) Ch = Oh(1) ∈ C. (9)
We will eventually specify Ch more completely in Section 4. When appropriate we will
refer to sequences of these parameters as hj , λhj , lj and Chj , where we emphasize that λhj
and Chj depend on hj .
Now we introduce the complex absorbing potential problem on (0,∞){
0 = −h2∂2xv + i(x− a)
β
+v − λ
2
hv
v(0) = 0 or v′(0) = 0.
(10)
In order to relate this to (8) we make an ansatz for relations between the parameters.
If vj are a sequence of solutions of (10) for some hj , lj , λhj , Chj , we define qj and mj as
follows
mj =
b
2pih2j
∈ N (11)
qj =
1
h2j
+
λ2hj
2
=
1
h2j
+
pi2l2jh
2
j
a2
+
2Chjpilj
a
h
(2β+6)/(β+2)
j + C
2
hjh
(2β+8)/(β+2)
j .
Note that in this regime
Re(qj) =
1
h2j
+O(h2j ) Im(qj) =
2 Im(Chj )pilj
a
h
(2β+6)/(β+2)
j +O(h
(2β+8)/(β+2)
j ),
so
qj →∞ and | Im(qj)| ≤
C
|Re(qj)|(β+3)/(β+2)
as j →∞.
As we will see shortly, solutions of (10) in this regime satisfy the inequality in (8) but
not necessarily the boundary condition at x = b. In order to ensure they do we multiply
these solutions by a cutoff function which is 0 in a neighborhood of b. We will see the
resulting functions still satisfy the inequality in (8) as the solutions of (10) in this regime
have rapid decay on the support of the potential (see Lemma 3.1), which is exactly where
errors introduced by the cutoff function appear.
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Remark We note also that it is because we are working with solutions to (10) on the
half-line that we will only produce quasimodes rather than real modes. It is necessary for
us to work on the half-line in order to perform a rescaling that allows us to set h = 0, if we
were working on a finite interval the rescaling would make the interval depend on h which
our approach is not well adapted to address.
Fix δ > 0 such that a+ σ < b− 2δ; we define φ ∈ C∞(0,∞) to satisfy
φ(x) =
{
1 x < b− 2δ
0 x > b− δ
(12)
Proposition 2.2. Fix M > 0, let {vj} ∈ H
2(0,∞) be a sequence of solutions of (10) with
eigenvalues
λhj =
piljhj
a
+ Chjh
(β+4)/(β+2)
j , Chj = O(1) ∈ C,
where |lj | ≤M and hj → 0 as j →∞ and
b
2pih2j
∈ N. Set
uj(x) = φ(x)vj(x).
Then for j large enough so that hj < σ
β/2 the functions uj with qj,mj as defined in (11)
satisfy (8) and (5).
It remains to be seen that we can indeed find solutions to the complex absorbing
potential problem with eigenvalues of this form.
Theorem 2.3. For all l ∈ Z, (or l + 12 ∈ Z), there exists h0 > 0 and K > 0 such that for
all h ∈ (0, h0), there exists a Ch with |Ch| < K and v ∈ H
2(0,∞) ∩H10 (0,∞), v 6= 0 (resp.
H2(0,∞)) satisfying (10) with v(0) = 0 (resp. v′(0) = 0) with λ given by (9).
Using Theorem 2.3 we obtain a sequence {vj} of solutions of (10) which satisfy the hy-
potheses of Proposition 2.2 which in turn produces sequences which satisfy the hypotheses
of Propositions 2.1 which in turn proves Theorem 1.1.
Remark. It is straightforward to extend these results to the case M = T2. We
parametrize T2 by [−b, b]× [−b, b] with parallel edges identified. Thus it is enough to show
that the quasimodes we produced on the square satisfy periodic boundary conditions and
are thus functions on the torus. Our quasimodes are of the form
u(x, y) = vj(x)φ(x) sin
(
2pimjy
b
)
,
so it is straightforward to see they satisfy periodic boundary conditions in y and x (as
u(x, y) ≡ 0 for |x− b| < δ and |b+ x| < δ).
We will prove Proposition 2.2 in Section 3, we will then prove Theorem 2.3 in Section
4. We prove a necessary estimate in Section 5. We finally prove Theorem 1.2 in Section 6.
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3 Proof of Proposition 2.2
We begin by stating an estimate necessary for the proof.
Lemma 3.1. Let v ∈ H1(0,∞) be a solution of (10) with eigenvalue λ = O(h) and let φ
be as in (12). Fix s ∈ R then for h < σβ/2 for all N there exists CN,s > 0 such that
||φv||2Hsh(a+σ,b)
≤ CN,sh
N ||φv||2L2(0,b) . (13)
This will be proved in Section 5 using the semiclassical ellipticity of −h2∂2x+i(x−a)
β
+−
λ2h on (a+ σ/4, b).
Proof of Proposition 2.2. We have a sequence vj of solutions of
0 = −h2j∂
2
xvj + i(x− a)
β
+vj − λ
2
hjvj , x ∈ (0,∞),
with
λhj =
pilhj
a
+O
(
h
(β+4)/(β+2)
j
)
, hj → 0 as j →∞.
It is clear that uj = φvj has uj(b) = φ(b)vj(b) = 0. Recalling (11) and the subsequent
discussion qj,mj satisfy (5). It remains to be seen that uj satisfies the inequality in (8).
By (11) and (10) uj satisfies
−∂2xuj + iqjW (x)uj +
(
4pi2m2j
b2
− q2j
)
uj
= φ
(
i
λ2hj
2
(x− a)β+vj −
λ4hj
4
vj
)
− φ′′vj − 2φ
′v′j + iqj
(
W (x)− (x− a)β+
)
φvj .
Thus∣∣∣∣∣
∣∣∣∣∣−∂2xuj + iqjW (x)uj +
(
4pi2m2j
a2
− q2j
)
uj
∣∣∣∣∣
∣∣∣∣∣
2
L2(0,b)
≤
λ4hj
4
∣∣∣∣∣∣(x− a)β+uj∣∣∣∣∣∣2
L2(0,b)
+
λ8hj
16
||uj ||
2
L2(0,b) +
∣∣∣∣φ′′vj∣∣∣∣2L2(0,b)
+ 4
∣∣∣∣φ′v′j∣∣∣∣2L2(0,b) + |qj |2 ∣∣∣∣∣∣(W − (x− a)β+)φvj∣∣∣∣∣∣2L2(0,b) .
Since b− δ > a+ σ, by Lemma 3.1 for any N > 0∣∣∣∣φ′′vj∣∣∣∣2L2(0,b) + ∣∣∣∣φ′v′j∣∣∣∣2L2(0,b) ≤ Ch2 ||φvj ||H2h(b−δ,b) ≤ CNhN ||φvj||2L2(0,b) .
Furthermore by Lemma 3.1 for any N > 0∣∣∣∣∣∣(W − (x− a)β+)φvj∣∣∣∣∣∣2
L2(0,b)
≤ C ||φvj ||
2
L2(a+σ,b) dx ≤ CNh
N ||φvj ||
2
L2(0,b) .
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Therefore∣∣∣∣∣
∣∣∣∣∣−∂2xuj + iqj(x− a)β+uj +
(
4pi2m2j
b2
− q2j
)
uj
∣∣∣∣∣
∣∣∣∣∣
2
L2(0,b)
≤ C
λ4hj
4
||uj||
2
L2(0,b) +
λ8hj
16
||uj||
2
L2(0,b) + CNh
N ||uj ||
2
L2(0,b)
≤
C
|Re(qj)|2
||uj||
2
L2(0,b) .
Where we used that |Re(qj)| = 1/h
2
j +O(h
2
j ) and λhj = O(hj).
We now show that there are solutions of (10) with the desired eigenvalues.
4 Proof of Theorem 2.3
From this point on we focus on solutions of (10) on (0,∞). We begin by considering the
cases when v(0) = 0 or v′(0) = 0, but focus on the case v(0) = 0 for the bulk of the section.
We then explain how the proof changes for v′(0) = 0.
In order to produce solutions to (10) with the desired eigenvalues we will solve it on
(0, a) and (a,∞) separately. That is given solutions vl, vr ∈ H
2 of (10) on (0, a) and (a,∞)
respectively, with the same values of λh and h, if there exists B ∈ C such that{
vl(a) = Bvr(a)
v′l(a) = Bv
′
r(a),
(14)
then
v =
{
vl(x) x < a
Bvr(x) a < x,
solves (10) on (0,∞) with the same λh and h and v ∈ H
2(0,∞) ∩H10 (0,∞) (or H
2(0,∞)
if v′l(0) = 0) . We will refer to equations (14) as the compatibility condition.
We will explicitly solve (10) on (0, a). We will then use a rescaling of the equation on
(a,∞) and the implicit function theorem to show that the compatibility condition can be
satisfied when λh is of the form (9) and h is small enough.
On (0, a) (10) is solved by
vl(x) = e
iλh(x−a)/h +Ref(λh, h)e
−iλh(x−a)/h,
where we choose Ref(λh, h) to ensure the boundary condition at 0 is satisfied. That is
Ref(λh, h) =
{
−e−2iλha/h v(0) = 0,
e−2iλha/h v′(0) = 0.
We will work now specify to the case where v(0) = 0 and work through it in detail and
then summarize how the proof changes for v′(0) = 0.
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We now rescale the equation on (a,∞). If F solves{
0 = −F ′′(x) +
(
ixβ −
λ2h
h2β/(β+2)
)
F (x) x ∈ (0,∞)
F ′(0) = 1,
(15)
then vr(x) = F (h
−2/(β+2)(x−a)) solves (10) on (a,∞) with v′r(a) = h
−2/(β+2). This follows
immediately from the definition of F and (10).
Remark. This rescaling is necessary; in order to show the compatibility condition can
be satisfied for all h in a neighborhood of 0 we will apply the implicit function theorem and
so must be able to set h = 0. This can not be done in a satisfactory way with solutions of
(10); however for λh of the form (9), (15) is well defined at h = 0 as
λ2h
h2β/(β+2)
∣∣∣∣
h=0
=
1
h2β/(β+2)
Ch2 +O(h(2β+6)/(β+2))
∣∣∣∣
h=0
= 0.
Before we apply the implicit function theorem we first establish an inequality for u ∈
H1(0,∞) using some facts about the Neumann spectrum of −∂2x + x
β on (0,∞). We then
use this inequality to establish the existence and uniqueness of H2(0,∞) solutions to (15)
and to show the boundary value F (0) is bounded away from 0 uniformly in the spectral
parameter. We then explain how we can use the implicit function theorem to satisfy the
compatibility condition and make use of these properties of F to do so.
Let σN (−∂
2
x + x
β) be the spectrum of −∂2x + x
β on (0,∞) with Neumann boundary
conditions, and let
λ˜1 = inf σN (−∂
2
x + x
β).
Lemma 4.1.
λ˜1 > 0
and
λ˜1 ||u||
2
L2(0,∞) ≤
∣∣∣∣u′∣∣∣∣2
L2(0,∞)
+
∣∣∣∣∣∣xβ/2u∣∣∣∣∣∣2
L2(0,∞)
, (16)
for all u ∈ H1(0,∞).
Proof. The Neumann spectrum is discrete (this follows for instance from [HS12] Theorems
5.10 and 10.7) so we know that λ˜1 is the lowest eigenvalue of the operator. We also know
that the spectrum doesn’t contain 0, since
||∂xu||
2
L2(0,∞) +
∣∣∣∣∣∣xβ/2u∣∣∣∣∣∣2
L2(0,∞)
> 0,
for nontrivial u ∈ H1. Thus λ˜1 > 0.
The inequality follows immediately from the variational principle for the spectrum of
self adjoint operators (see [HS12] Corollary 12.2).
10
Lemma 4.2. For any |η| < λ˜1, there exists a unique H
2(0,∞) solution of{
0 = −F ′′(x) + ixβF (x)− ηF (x)
F ′(0) = 1.
(17)
Furthermore if we let F (0, η) be the value of this function at x = 0 there exists C > 0 such
that for all |η| ≤ λ˜12
1/C ≤ |F (0, η)| ≤ C.
and F (0, η) is holomorphic in η on that same neighborhood.
Proof. We first show the existence of a solution. Let ψ ∈ C∞0 (0,∞) with ψ
′(0) = 1, ψ(0) =
0. Define Q(η, ψ) as
Q(η, ψ) := ψ′′ − ixβψ + ηψ.
Now let J solve {
−J ′′ + ixβJ − ηJ = Q
J ′(0) = 0,
(18)
and note that F = ψ+ J solves (17). We will apply the Lax-Milgram theorem to show the
existence of solutions to (18).
Let
H = H1(0,∞) ∩ x−β/2L2(0,∞),
and define the norm
||u||2H = ||u||
2
H1(0,∞) +
∣∣∣∣∣∣xβ/2u∣∣∣∣∣∣2
L2(0,∞)
,
noting that H is a Hilbert space with this norm.
We define the sesquilinear form B : H ×H → C
B[u, v] =
ˆ ∞
0
u′v¯′ + ixβuv¯ − ηuv¯.
For any u, v ∈ H
|B[u, v]| ≤
ˆ
|u′||v′|+ xβ|u||v| + |η||u||v| ≤ C ||u||H ||v||H .
Furthermore for u ∈ H ⊂ H1 using (16)
|B[u, u]| ≥
ˆ
|u′|2 + xβ|u|2 − |η||u|2dx ≥
(
1−
|η|
λ˜1
)ˆ
|u′|2 + xβ|u|2dx ≥ C ||u||2H .
Therefore by Lax-Milgram for any Q ∈ H there exists a unique J ∈ H such that
B[J, v] =
ˆ
Qv¯dx,
11
for all v ∈ H.
Therefore there exists an F ∈ H solving (17) given by F = J + ψ.
Now to show that F (0, η) is holomorphic in η we restate the result of our application
of Lax-Milgram. We have shown that when |η| < λ˜1, for all Q ∈ H there exists a unique
J ∈ H such that ∣∣∣∣∣∣(−∂2x + ixβ − η)−1Q∣∣∣∣∣∣
H
= ||J ||H ≤ C ||Q||H .
Therefore (−∂2x+ix
β−η) is bijective with a bounded inverse for |η| < λ˜1. Thus the resolvent
(−∂2x + ix
β − η)−1 exists for |η| < λ˜1 and by [HS12] Theorem 1.2 it is holomorphic in η
there as well.
Now recall that the trace operator T : H1(0,∞) → R is linear and continuous on H.
Thus TJ = J(0, η) is also holomorphic in η. Recall that F (0, η) = J(0, η)+ψ(0) = J(0, η),
so F (0, η) is holomorphic in η.
To see that F is unique assume otherwise, so there exists F1 ∈ H
1(0,∞) which also
solves (17) with F1(0) 6= F (0). Set F2 = F1 − F , then F
′
2(0) = 0, F2 ∈ H
1(0,∞) and
0 = −∂2xF2 + ix
βF2 − ηF2.
Multiply both sides by F¯2 and integrate then integrate by parts
0 =
ˆ ∞
0
|∂xF2|
2 + ixβ |F2|
2 − η|F2|
2dx.
Then using (16)
0 ≥
ˆ
|∂xF2|
2 + xβ |F2|
2 − |η||F2|
2dx ≥
(
1−
|η|
λ˜1
)ˆ
|∂xF2|
2 + xβ|F2|
2dx > 0,
since F2 ∈ H
1(0,∞). The inequality is strict since |η| < λ˜1, which is a contradiction.
To establish the stated regularity of F note that the equation (17) is elliptic and the
left hand side is 0 so in fact F ∈ H∞(0,∞) and thus F ∈ H2(0,∞) in particular.
Now we show that F (0, η) is bounded away from 0 and ∞. The upper bound follows
immediately by the holomorphy of F (0, η) and the boundedness of η.
To see |F (0, η)| > 1/C it is enough to show that F (0, η) 6= 0 since F is continuous
and we are considering η in a compact set. Assume otherwise, so F (0, η0) = 0 for some
η0 ∈ C, |η0| ≤ λ˜1/2. Multiply both sides of (17) by F¯ then integrate and integrate by parts
0 =
ˆ ∞
0
|∂xF |
2 + ixβ|F |2 − η0|F |
2dx.
Then using (16) (noting that here F ∈ H10 ⊂ H
1)
0 ≥
ˆ
|∂xF |
2 + xβ |F |2 − |η0||F |
2dx ≥
(
1−
|η0|
λ˜1
)ˆ
|∂xF |
2 + xβ|F |2dx > 0,
We note that the inequality is strict since |η0| < λ˜1, which is a contradiction.
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Now we introduce µh ∈ C. We use it to clarify the dependence of λh on h and will
implicitly solve for it in terms of h in order to show that the compatibility condition can
be satisfied. If F0 is the Dirichlet data of the unique H
2 solution of (15) for h = λh = 0,
we set C1 = A1 + µh so our definition of λh in (9) becomes
λh =
pilh
a
+A1h
(β+4)/(β+2) + µhh
(β+4)/(β+2),
where l ∈ Z and
A1 =
pilF0
a2
.
Now take vr(x) = F (h
−2/(β+2)(x− a)), where F is the unique H2 solution of (15) with
the above λh. Recalling the explicit form of vl(x), the compatibility condition becomes
iλh
h
(1− Ref(µh, h)) = Bh
−2/(β+2)
1 + Ref(µh, h) = BF (0, µh, h),
where F (0, µh, h) denotes the Dirichlet data of F and Ref(µh, h) = Ref(λh, h) and both are
written this way to emphasize their dependence on µh and h. Divide the top equation by
the bottom(
pili
a
+A1ih
2/(β+2) + iµh2/(β+2)
)(
1 + exp(−2piil − 2A1iah
2/(β+2) − 2iaµhh
2/(β+2))
)
F (0, µh, h)
= h−2/(β+2)
(
1− exp(−2piil − 2A1iah
2/(β+2) − 2iaµhh
2/(β+2))
)
.
Now Taylor expand the exponentials for small h(
pili
a
+A1ih
2/(β+2) + iµhh
2/(β+2)
)(
2− 2A1iah
2/(β+2) − 2iaµhh
2/(β+2) + g(h)
)
F (0, µh, h)
= h−2/(β+2)
(
2A1iah
2/(β+2) + 2iaµhh
2/(β+2) − g(h)
)
,
where g(h) is the remainder term from the Taylor expansion with g(h) = O(h4/(β+2)).
So in order to prove Theorem 2.3 it is enough to establish that for all h near 0 ∈ [0,∞)
there exists µh ∈ C such that the following function has a zero at (µh, h);
G(µ, h) =
(
pili
a
+A1ih
2/(β+2) + iµh2/(β+2)
)(
2− 2A1iah
2/(β+2) − 2iaµh2/(β+2)) + g(h)
)
F (0, µ, h)
− 2A1ia− 2iaµ + g(h)h
−2/(β+2) . (19)
To do so we apply the implicit function theorem with weak regularity hypotheses to solve
for µh. We recall the implicit function theorem as stated in Theorem 11.1 of [LS90] (pp.
166) can be applied if there exists some h0 such that
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1. G(0, 0) = 0
2. G is continuous on [0, 1] × [0, h0)
3. DµG exists and is continuous on [0, 1] × [0, h0)
4. DµG(0, 0) is invertible.
To begin we see immediately that
G(0, 0) =
2pili
a
F0 − 2A1ia =
2pili
a
F0 −
2pili
a
F0 = 0.
In the following two lemmas we show that points 2 and 3, and 4 are satisfied.
Lemma 4.3. There exists h0 > 0 such that G as defined in (19) is continuous and
∂
∂µG
exists and is continuous on {µ ∈ C; |µ| < 1} × [0, h0).
Proof. To see that G is continuous it will be enough to show that F (0, µ, h) is continuous
as the other terms in G(µ, h) are clearly continuous in µ and h. Similarly to see that ∂∂µG
exists and is continuous it is enough to see that ∂∂µF (0, µ, h) exists and is continuous in µ
and h.
We recall that F (0, µh, h) is the Dirichlet data for the L
2 solution of (17) with spectral
parameter
η =
λ2h
h2β/(β+2)
=
pi2l2h4/(β+2) + (2A1pil + 2pilµ)h
6/(β+2)
a
+ (A21 + µ
2 +A1µ)h
8/(β+2).
By Lemma 4.2 the Dirichlet data for the L2 solution is holomorphic in |η| < λ˜1. This η is
a sum of functions which are jointly continuous in µ and h and continuously differentiable
in µ, therefore F (0, µ, h) is as well.
Furthermore since |µ| < 1 and there is a positive power of h in each term of η there
exists some h0 such that |η| < λ˜1/2 for |µ| < 1 and h ∈ [0, h0).
Lemma 4.4. With G defined as in (19)
∂
∂µ
G(µ, h)
∣∣∣∣
h=0,µ=0
6= 0,
and thus is invertible.
Proof. Note
G(µ, 0) =
2pili
a
F (0, µ, 0) − 2A1ai− 2aiµ
so
∂
∂µ
G(µ, 0) =
2pili
a
(
∂
∂µ
F (0, µ, 0)
)
− 2ai.
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When h = 0 the equation F solves is 0 = −F ′′(x) + ixβF (x). Therefore when h = 0 there
is no dependence on µ so ∂∂µF (0, µ, h = 0) = 0. Thus
∂
∂µ
G(µ = 0, h = 0) = −2ai 6= 0.
Now that we have shown we can apply the implicit function theorem we conclude the
proof of Theorem 2.3. That is given some l we let h0 be as in the proof of Lemma 4.3 and
let K = pi|F0|
a2
+ 1. Then we choose an h ∈ (0, h0) and use the implicit function theorem to
produce a µh ∈ [0, 1] such that G(µh, h) = 0 and |µh| < 1. We set Ch =
piF0
a2
+ µh we are
then able to solve (10) on (0, a) and (a,∞) for λh =
pilh
a +A1h
(β+4)/(β+2) + µhh
(β+4)/(β+2)
such that the compatibility conditions are satisfied giving us a solution v ∈ H2(0,∞) ∩
H10 (0,∞), v 6= 0 with |Ch| < K and λ of the appropriate form.
4.1 Case u′(0) = 0
We now discuss how these proofs change when u′(0) = 0. When this is the case
Ref(λh, h) = e
−2iλha/h.
Because of this we take l + 1/2 ∈ Z rather than l ∈ Z. This changes the specific steps
taken when going from the compatibility condition to the definition of G in (19) but the
eventual definition of G is the same. The specific form of l is otherwise not used so the
remaining proofs in this section hold unchanged.
5 Proof of Lemma 3.1
Proof. To show this result we consider our operator Ph = −h
2∂2x + i(x − a)
β
+ − λ
2
h on
(a + σ/4, b). We note that the coefficients are smooth away from a and so it makes sense
to look at the pricipal symbol
|ξ|2 + i(x− a)β+.
It is straightforward to see from this that Ph is semiclassically elliptic on (a+ σ/4, b).
Recall in our definition of φ that we required a+σ < b− 2δ and in (12) that φ satisfies
φ(x) =
{
1 x < b− 2δ
0 b− δ < x.
We now define ψ ∈ C∞(0, b) satisfying
ψ =
{
0 x < a+ σ/2
1 a+ σ < x < b,
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so that φψ ∈ Ψ0h(0, b) with WFh(φψ) ⊂ ellh(Ph).
If v is a solution of Phv = 0, by standard semiclassical elliptic estimates (see for instance
[Zwo12] Theorem 7.1) there exists χ ∈ C∞0 (a+ σ/4, b) such that for all s ∈ R
||φψv||Hsh(a+σ/2,b)
≤ O(h∞) ||χv||L2(a+σ/4,b)
In particular
||φv||Hsh(a+σ,b)
≤ O(h∞) ||v||L2(0,b) .
It remains to show that
||v||L2(0,b) . ||φv||L2(0,b) .
To proceed we multiply both sides of (10) by v¯ then integrate and integrate by parts
0 = h2
ˆ ∞
0
|∂xv|
2dx+ i
ˆ ∞
0
(x− a)β+|v|
2dx− λ2h
ˆ ∞
0
|v|2dx.
Take the imaginary part of both sides and rearrange
ˆ ∞
0
(x− a)β+|v|
2dx = Im(λ2h)
ˆ ∞
0
|v|2dx ≤ O(h2)
ˆ ∞
0
|v|2dx.
Furthermore ˆ ∞
a+σ
σβ|v|2dx ≤
ˆ ∞
a+σ
(x− a)β+|v|
2dx ≤
ˆ ∞
0
(x− a)β+|v|
2dx.
So ˆ ∞
a+σ
|v|2dx ≤
h2
σβ
ˆ ∞
0
|v|2dx.
Add
´∞
0 |v|
2dx to both sides and rearrange(
1−
h2
σβ
)ˆ ∞
0
|v|2dx ≤
ˆ a+σ
0
|v|2dx.
Notice that (b− 2δ, b) ⊂ (0,∞) and (0, a+ σ) ⊂ (0, b− 2δ) so(
1−
h2
σβ
)ˆ b
b−2δ
|v|2dx ≤
(
1−
h2
σβ
)ˆ ∞
0
|v|2dx ≤
ˆ a+σ
0
|v|2dx ≤
ˆ b−2δ
0
|v|2dx.
Therefore for h < σβ/2
ˆ b
0
|v|2dx =
ˆ b−2δ
0
|v|dx +
ˆ b
b−2δ
|v|2dx ≤
(
1 +
σβ
σβ − h2
)ˆ b−2δ
0
|v|2dx ≤ C
ˆ b
0
|φv|2dx.
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6 Proof of Theorem 1.2
In this section we establish a rate of decay of the energy by adapting and improving
Section 3 of [BH07] for our particular setup. That result and our result rely heavily on an
observability result by Burq and Zworski (Proposition 6.1) in [BZ04].
To prove Theorem 1.2 we again rely on Proposition 2.4 of [AL+14] (see also [BT10])
which we state a variant of.
Proposition 6.1. If there exists C > 0 and q0 ≥ 0 such that∣∣∣∣(−∆+ iqW (x)− q2)−1∣∣∣∣
L2→L2
≤ C|q|
1
α
−1 (20)
for all q ∈ R, |q| ≥ q0 then (1) is stable at rate 1/t
α.
Proof of Theorem 1.2. Consider u ∈ H2(M) solving
(−∆+ iqW − q2)u = f ∈ L2(M), u|∂M = 0, q ≫ 1. (21)
Let 0 ≤ χ ∈ C∞0 (R) be a cutoff function with χ = 0 for |x| ≥ 2 and χ = 1 for |x| ≤ 1.
Now let χq = χ(q
γW (x)) with γ = ββ+2 . Note that χq is identically 0 for |x| > a+ σ/4 for
q large enough since W > 0 on [a + σ, b]. Because of this χq and it’s derivatives are only
supported where W has the form (|x| − a)β+. Furthermore on the support of χ
′
q(x)
W (x) ∼
1
qγ
, q ≫ 1. (22)
Remark. The proof in [BH07] uses an analogous setup with γ = 1. The key change we
make is to set γ = ββ+2 . The rest of our argument is similar to the proof in [BH07] but we
detail it for the convenience of the reader and to explain why this value of γ is ideal.
The function χqu still vanishes on ∂M (or if ∂M = ∅ it still satisfies the periodicity
condition) and satisfies on M
(−∆− q2)χqu = χqf + χ
′′
qu− 2∂x(χ
′
qu)− iqW (x)χqu. (23)
We apply Proposition 6.1 of [BZ04] to this equation choosing the control region ωx =
[a+ σ/4, a + σ/2] and setting ω := wx × [−b, b] to obtain
||χqu||
2
L2 ≤ C
(∣∣∣∣χqf + χ′′qu− 2∂x(χ′qu)− iqW (x)χqu∣∣∣∣H−1x L2y(M))+ ||χqu|ω||2L2(ω)
≤ C
(
||χqf ||
2
L2 +
∣∣∣∣χ′′qu∣∣∣∣2L2 + ∣∣∣∣χ′qu∣∣∣∣2L2 + ||qWχqu||2L2) . (24)
We emphasize that χq vanishes on ω, which allowed us to drop that term. We now estimate
the remaining terms on the right hand side. Using that W is exactly (|x| − a)β+ on the
support of χq and its derivatives we obtain the following bound on the derivative of χq,
|χ′q| = |q
γχ′q(q
γW (x))W ′(x)| ≤ Cqγ/β, (25)
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and similarly
|χ′′q | ≤ Cq
2γ/β .
Note that on the support of χ′q and χ
′′
q the damping W is smooth, so this computation is
valid for all β > 0.
Now write
χ′qu =
χ′qW
1/2u
W 1/2
,
then using (25) and (22) ∣∣∣∣ χ′qW 1/2
∣∣∣∣ ≤ qγ(1/2+1/β),
and consequently ∣∣∣∣χ′qu∣∣∣∣2L2 ≤ Cqγ(1+2/β) ∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2L2 . (26)
We estimate the L2 norm of χ′′qu in a similar way∣∣∣∣χ′′qu∣∣∣∣2L2 ≤ O(1)qγ(1+4/β) ∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2L2 . (27)
Finally a similar argument shows
||qWχqu||
2
L2 ≤ O(1)q
2−γ
∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2
L2
. (28)
The smaller the terms on the right of (26), (27) and (28) are the stronger the resolvent
estimate is. Because of this we would like to minimize
max{2− γ, γ(1 + 4/β), γ(1 + 2/β)}.
This is attained when
2− γ = γ(1 + 4/β),
i..e. γ = β/(β + 2). Therefore (26), (27), (28) along with (24) give
||χqu||
2
L2 ≤ O(1)
(
||f ||2L2 + q
(β+4)/(β+2)
∣∣∣∣∣∣W 1/2u∣∣∣∣∣∣2
L2
)
.
Now note that pairing (21) with u¯
|q|
ˆ
W |u|2dx ≤ ||f ||L2 ||u||L2 . (29)
Therefore
||χqu||
2
L2 ≤ O(1)
(
||f ||2L2 + q
2/(β+2) ||f ||L2 ||u||L2
)
.
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It remains to control the L2 norm of (1−χq)u. To do so we remark that 1−χq is supported
in the set where W ≥ 1/qγ . Using (29) again
||(1− χq)u||
2
L2 ≤ q
γ
ˆ
(1− χq)W |u|
2dx ≤ qγ−1 ||f ||L2 ||u||L2 .
Therefore
||u||2L2 ≤ O(1)
(
||f ||2L2 + q
1/(β+2) ||f ||L2 ||u||L2
)
and thus we obtain
||u||L2 ≤ O(1)q
2/(β+2) ||f ||L2 , q ∈ R, |q| ≫ 1,
which along with Proposition 6.1 gives stability at the stated rate.
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