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Abstract
Peracetic acid (PAA) is well-known as an antimicrobial agent for disinfection, and has
particular applicability for treatment of wastewater for reuse. The performance of a per-
acetic acid disinfection system is a function of site, specific water characteristics, intrinsic
kinetics, and reactor hydraulics. Often on-site pilot testing is important to determine the
site-specific kinetics. Prediction and optimization of disinfection performance is often dif-
ficult without modeling the full-scale disinfection system. Metamodels offer an elegant
solution to this problem. In this thesis, we present the results of microorganism inacti-
vation in a mobile serpentine pilot reactor using a three-dimensional computational fluid
dynamics (CFD) model. A 3-D CFD model was used for the prediction of transport of
momentum as well as the concentrations of the disinfectant PAA and its decay, and the
microorganisms (dead and alive). The CFD model developed was calibrated with tracer
data from the on-site pilot reactor and used to analyze the chemical and biological per-
formance of such a system. Polynomial fit and ANN-based metamodels were developed
from the CFD model predictions of microorganism inactivation in lieu of experimental
disinfection data. It was determined through cross-validation analysis that the 5-neuron
ANN was the optimum metamodel for this application. The metamodel was applied to
obtain algebraic relations of the disinfection rate as a function of the inlet conditions of
the microbial concentration and PAA dose.
xiii
Chapter 1
Introduction
1.1 Background
The treatment of wastewater with peracetic acid has not been fully studied. There are
significant gaps in the literature regarding the reaction kinetics involved in wastewater dis-
infection. Many factors of the wastewater quality and composition have great influence on
the ensuing disinfection reaction. The effect of the wastewater matrix on the performance
of PAA is not easy to accurately predict. For this reason, the effective reaction kinetics
specific to each local wastewater must be experimentally determined.
1.1.1 Wastewater Disinfection Methodologies
The term wastewater refers to water which has been contaminated in its use by people. This
includes industrial, municipal and agricultural forms of wastewater. Wastewater reuse is an
effective method of expanding freshwater resources as well as protecting the environment
[1]. Many wastewater disinfection technologies exist. Each method/disinfectant has its
own particular advantages and disadvantages. Some of these methods, such as chlorine
disinfection are industry standards and are widely used, while other methods are limited
to very specific applications. This is a current area of research and many of these methods
are still in development.
Chlorine
Chlorine is the industry standard for water disinfection. It is the most commonly used
wastewater disinfectant since it inactivates target organisms by destroying their cellular
material [2] and has a low cost [3]. Drinking water chlorination has been in effective
practice for nearly a century. The disinfection of wastewater was a major breakthrough
in public health preventing the spread of waterborne diseases such as cholera, typhoid
1
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fever, and dysentery [4]. Chlorine also has negative effects on the processed water and the
environment to which the water is released. Excess sodium hypochlorite (NaClO) has the
potential to exist in the eﬄuent and thus in the body of water the eﬄuent flows into. This
can pose environmental dangers.
Ozone
Ozone (O3) is a pale-blue gas that is most famous for it’s ultraviolet-absorbing properties.
While extremely useful in the stratosphere, ozone is toxic to life. This makes it one of
the most effective microbial disinfectants. Ozone is such a strong disinfectant, it is widely
used for drinking water disinfection in Europe [5]. Since ozone is a gas, it must be bubbled
through the water it is disinfecting. This process is known as bubble diffusion. While ozone
is a very good bacterial disinfectant, it is an excellent virucide [6]. Ozone disinfection is
more expensive than chlorine, making it less prevalent in the United States.
Ultraviolet Light
Ultraviolet (UV) light is electromagnetic radiation with frequencies just higher than that of
visible light. It has wavelengths shorter than 380nm. UV is commonly used for disinfecting
medical and lab equipment. It is a promising alternative to chlorine for water disinfection.
It is a chemical-free method which can be easily applied to flowing wastewater. However, it
is possible that some microorganisms which were not fully inactivated by the UV radiation
can undergo DNA repair and reactivate. This process is called photo reactivation [7]. This
presents difficulty in ensuring the UV dose was sufficient.
1.1.2 Modeling of Flow and Transport in Disinfection
The hydrodynamics of a wastewater contactor play a large role in its disinfection efficacy.
Since each contactor has its own specific design, and each local wastewater has it’s own
specific chemical properties, modeling the flow is beneficial to understanding the perfor-
mance of the reactor. It is an excellent tool to acquire data in lieu of experimental systems.
Models have been used in research for many disinfection technologies.
Early attempts to model disinfection were analytical and empirical models of reac-
tion kinetics. These models were limited to contactors with simple geometries since they
lack considerations of complex flow-conditions [8]. Numerical simulation models such as
computational fluid dynamics (CFD) are quite often used to predict the performance of
wastewater disinfection contactors due to their power and cost-efficiency. In the past 15
years, publications on CFD analysis of water disinfection technologies has tripled [8].
There are many components of the simulation since CFD captures the multiple physics
at play in wastewater disinfection. The flow simulation, which is comprised of the Navier-
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Stokes equations and turbulence models, capture the hydrodynamics of the contactor. The
species transport and chemical modeling capture the evolution of chemical and microbial
concentration in the wastewater. Both tracer and inactivation simulations have been con-
ducted with CFD. Simulations can also be conducted to highlight and analyze the effects
of specific changes to a system. Thus a major application of such simulation analysis is the
optimization of contactor configuration. In Cardiff, Wales, a team of researchers refined
modeling practices to simulate and optimize a full-scale chlorine disinfection contactor [9].
Some potential difficulties may arise when modeling wastewater disinfection with CFD.
Unsteady flow structures from turbulence can result in large errors if not correctly modeled.
There is potential for such errors to propagate into the chemistry modeling as well. Disin-
fection with ozone is a two-phase problem which can present unique modeling difficulties.
Many early models ignored the gaseous nature of ozone. However, it has been found that
such assumptions can lead to erroneous results [8].
This study utilized CFD along with experimental data to calibrate the model. With the
model, the hydrodynamic conditions of the contactor were optimized to provide the most
uniform disinfectant residence time. Other research has utilized CFD models to investigate
ozone disinfection of wastewater with particulates [10]. Numerical models have also been
used to simulate the kinetics of UV disinfection [11].
1.2 Motivation
Peracetic acid (PAA, Figure 1.1) is an organic chemical compound with the formula
CH3CO2OH and molar mass 76.051kg/kmol. It is chemically related to acetic acid (CH3COOH),
the main ingredient in vinegar. PAA differs from acetic acid in that it has a hydroperoxyl
group (OOH) in place of the hydroxyl group (OH) in acetic acid. Recent interest has been
directed at PAA for its wastewater disinfection qualities[12]. It is an effective disinfectant
for a variety of reasons:
• It is an organic molecule with harmless organic by-products (acetic acid).
• It has a stronger oxidation capacity than Chlorine
• It has a longer shelf-life than sodium hypochlorite
This chemical is not entirely new for disinfection applications. PAA has frequently been
used to bleach paper, sterilize pharmaceutical equipment and disnifect produce before it is
distributed and sold. However, it is new for wastewater disinfection. As PAA penetrates
the market, its benefits must be financial as well as environmental. Properly-developed
mathematical models can determine the optimum PAA injection for a given wastewater
disinfection plant. Research must be conducted in the area of wastewater disinfection with
PAA in order to develop an easy-to-use, reliable model for the industry.
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Figure 1.1: Peracetic acid (a) is similar in chemical structure to acetic acid (b) which is the
main ingredient in vinegar. Note the peracetic acid’s hydroperoxyl group in place of the
acetic acid’s hydroxyl group. Here the black atoms are carbon, the red atoms are oxygen,
and the white atoms are hydrogen.(Photos courtesy of Wikipedia [13] [14])
1.3 Objectives
The main objective of this research was to develop meta-models to predict the efficacy of
PAA as a disinfectant in wastewater treatment. The metamodels resulting from this study
will help rapidly determine optimal PAA injection parameters for any given wastewater
treatment plant. These parameters may include: injection concentration, number of injec-
tion points, and injection location(s). The steps of this metamodel development process
are as follows:
1. Identify the relevant parameters and their ranges which influence the disinfection of
wastewater with PAA in the serpentine pilot reactor.
2. Develop a reliable computational fluid dynamics (CFD) model for predicting turbu-
lent flows in the serpentine pilot reactor.
3. Introduce PAA transport, PAA decay, and related microorganism inactivation chem-
istry into the developed CFD model.
4. Perform a parametric study of microorganism inactivation with the relevant param-
eters with CFD simulations.
5. Develop metamodels predicting microorganism inactivation of various forms and se-
lect the optimum model.
6. Verify the metamodel with:
(a) Data from additional CFD trial simulations.
(b) Experimental data from on-site trials.
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7. Apply these metamodel development techniques to a full scale reactor.
(a) Identify relevant parameters of full-scale reactors which influence wastewater
disinfection including:
i. Chemical reaction kinetics
ii. Reactor geometry
iii. Wastewater flow rate
(b) Develop reliable CFD models of full-scale contactors.
(c) Perform parametric studies of microbial inactivation with CFD simulations.
(d) Develop multiple metamodels predicting microorganism inactivation and select
the optimum model
(e) Verify the metamodel with:
i. Data from additional CFD trial simulations.
ii. Experimental data from on-site trials.
8. Use the full-scale reactor metamodel to determine optimum disinfection conditions.
1.4 Thesis Outline
Chapter 2 of this thesis reviews the literature on CFD simulations, wastewater disinfection
and the disinfection capabilities of peracetic acid, and metamodel development. Mathemat-
ical modeling of reacting flows and relevant CFD techniques are summarized in Chapter 3.
Validation of the CFD models and approximations are also explained in detail. Chapter 4
discusses the computer modeling of the mobile serpentine pilot reactor constructed by
PeroxyChem. Chapter 5 describes the work regarding metamodels, including metamodel
development and selection. Chapter 6 summarizes the conclusions of this study as well as
suggestions on future research steps and objectives.
Chapter 2
Literature Review
The literature review consists of two main segments. In the first section, CFD methods
and their use in disinfection simulations were summarized. The second section explores
the literature on building metamodels, especially with artificial neural networks.
2.1 Studies of Wastewater Disinfection Systems
The chemical disinfection of wastewater has been well-studied over the years. Various mod-
els of predicting microbial kill have been developed to describe a wide range of disinfection
phenomena. These models were developed by analyzing controlled checmial jar tests. Their
reactions were then intelligently fitted to chemical reaction equations. Many such models
had been developed for various chemicals. One such model (amongst the simplest) is the
Chick-Watson disinfection model (written for a batch system with constant disinfection
concentration in eq. 2.1). This is the result of assuming a reaction that is first order in
microorganism concentration and “n” order in disinfectant concentration.
[MO] (t) = [MO]0 e
Λ[PAA]nt (2.1)
Disinfection studies and field tests quantify the efficacy of a disinfection system by its
reduction of an indicator bacteria. The indicator organism (of disinfection efficiency) is
chosen to be easy to measure and to have sensitivity similar to pathogens. In wastewater,
fecal coliforms or enterococci are frequently used to set eﬄuent standards, so not infre-
quently these organisms are used to assess performance of disinfection systems [15].
Often, experimental studies are conducted to analyze the efficacy of the disinfectant in
a pilot-scale or full-scale reactor. A pilot reactor is a small-scale test reactor from which
the behavior of a full-scale reactor may be extrapolated. Pilot-scale systems are often used
in the wastewater industry. For example, in Italy, ultrasound and ultraviolet irradiation
disinfection were investigated by Naddeo et al. [16]. In Abbotsford, British Columbia, pilot
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studies were conducted to test ultraviolet disinfection techniques in their existing wastew-
ater treatment plant [17]. However, when experimental data is difficult or expensive to
obtain, computer simulations can play an effective role in predicting the process dynamics
within a wastewater reactor. CFD simulations of wastewater disinfection in a reactor have
been conducted by Santoro et al. [18].
A way to effectively simulate the physics of complicated flow and reaction problems is
through computational fluid dynamics (CFD). Such techniques utilize the finite difference
or finite volume methods to discretely solve the governing differential equations. These
numerical methods were developed and explored in the 1920s and 30s. However, it wasn’t
until modern computing came into maturity in the 1960s and 70s that the CFD field grew
[19]. Simple investigations of potential flow around arbitrary bodies were conducted by
Hess and Smith in 1967 [20]. Prior to the popularization of computational techniques,
much research was dedicated to finding analytical solutions to novel problems such as wind
flow over an idealized mountain [21].
In 2008, CFD simulations conducted by Lin et al. were used to predict the contact
time in the reactor [22]. This numerical tracer test was offered as an alternative to field
tracer tests. The study confirms the applicability of CFD techniques to wastewater reactor
studies. The flow data obtained from the CFD simulation was further used to improve
and optimize the hydraulics of the reactor for chlorine disinfection. The work by Santoro,
Greene, Bartrand and others from Drexel University is the first incorporation of microbial
reaction kinetics into CFD models for studying wastewater reactors. Greene et al. inves-
tigated this technique for analyzing the efficacy of chlorine contractors in 2004 [23] and
further investigated reactor mixing effects with CFD in 2006 [24]. CFD techniques were
applied to full-scale PAA contactors by Santoro, Bartrand et al. in 2005 [18].
2.2 Peracetic Acid as a Disinfectant
Peracetic acid (PAA) has had various established uses as a disinfectant and bleaching agent
[12]. Often used to bleach paper products and disinfect produce surfaces, PAA is gaining
popularity in wastewater disinfection. Various treatment plants in Europe are using PAA
as the primary disinfecting agent [25]. Its extremely low by-products make it very attrac-
tive for disinfection of reuse water and water that is discharged back into sensitive bodies
of water. Recently, a wastewater plant in St. Augustine, Florida, USA has been employing
PAA as the primary disinfectant [26].
The reaction kinetics of PAA in idealized settings have been studied. Yuan et al. [27]
characterized the decay PAA in distilled water at various pH levels. PAA reversibly decays
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when in a water solution:
CH3COO-OH + H2O
 CH3CO-OH + H2O2 (2.2)
Experimentally, the rates of the reactions were determined via laboratory jar tests. The
results of these tests (Table 2.1) showed that the decay of PAA is a second order reaction
in relation to the concentration of PAA. A reaction which is second order with respect to
it’s sole reactant has the form:
d [PAA]
dt
= kPAA [PAA]
2 (2.3)
Studies by Santoro et al. characterized the PAA demand, decay and microbial inactivation
Table 2.1: Observed second-order rate constants as a function of pH at 40°C from study
by Yuan et al. [27]
pH kobs(×10−4m3/kmol − s)
5.50 0.71
6.00 1.91
6.25 3.01
6.50 6.77
6.75 8.78
7.00 12.23
7.25 26.71
7.50 43.10
7.75 55.29
8.20 73.60
8.50 65.60
9.00 36.50
outside the laboratory [25]. Wastewater treatment plants in Canada and Italy were ob-
served. For those specific wastewater treatment plants, data was gathered on the reaction
kinetics at play. The study determined the inactivation kinetics of Italy are best described
by the 4-parameter Hom Power Law (eq. 2.4). While the Canadian reaction kinetics were
best described by the 3-parameter Power Law (eq. 2.5). The 3-parameter power law is
obtained from the Hom power law when γ = 1. The specific constants varied from site to
site.
d [MO]
dt
= −k∗ [PAA]n γ [MO]λ tγ−1 (2.4)
d [MO]
dt
= −k∗ [PAA]n [MO]λ (2.5)
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2.3 Metamodels
Numerical methods of simulating physical phenomena provide excellent predictions of the
real life physics. However, numerical models which solve the governing differential equa-
tions directly are extremely computationally expensive. A simulation space of n nodes
will at least require the solution of an n× n matrix. Considering the non-linear nature of
coupled governing partial differential equations, these solutions may require hours or days
to converge. It is not uncommon for such simulations to fail to converge on a solution.
When direct simulation is not necessary, alternative modeling methods may be ap-
propriate. Mathematical constructs which provide a framework for a particular class of
problems are known as metamodels. There are various types of metamodels that can be
utilized for predicting data [28][29], including:
• Regression Models
– Linear Regression
– Polynomial Regression
– Other Functional Regressions (Logarithmic, exponential, etc.)
• Artificial Neural Networks
Artificial neural networks (ANNs) are a rather effective metamodel form. They have many
applications in image recognition computing and decision algorithms. They have also been
employed to approximate the dispersion of aerosols in a room without the need for full
scale CFD calculations [30]. IIn the past metamodels have been developed to predict the
performance of wastewater disinfection. A study by Gerrity et al. developed correlating
models to efficiently predict inactivation performance [31]. ANN based metamodels have
been developed for wastewater disinfection systems. A protocol for constructing such
metamodels has been outlined by Wu et al. [32].
2.4 Literature Review Summary
Peracetic acid has excellent potential for wastewater disinfection. The kinetics of its decay
have been studied in a lab setting but non-ideal reaction kinetics must also be investi-
gated. Metamodels are an effective method of predicting and approximating the response
of wastewater disinfection processes. Trained with experimental data, they can help ana-
lyze and determine the optimum peracetic acid disinfection configuration.
In lieu of experimental data, computational fluid dynamics (CFD) can be an effec-
tive substitute. Derived from the relevant governing equations, such models have been
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employed to simulate the physics behind many flow problems including wastewater disin-
fection contactors.
Artificial neural networks (ANNs) are an efficient and effective metamodel structure.
Due to their nonlinear nature, they provide much more flexibility and accuracy than their
function-derived counterparts. While ANN-based metamodels for chemical disinfection
of wastewater are not new, they have not yet been constructed to predict and optimize
the efficacy of a full-scale reactor from pilot trials. Knowledge of PAA reaction kinetics
and microbial inactivation, supplemented with experimental field data, will be used in
conjunction with CFD simulations to directly correlate pilot test results to full-scale reactor
results. This will better assist a wastewater treatment plant in determining the optimum
PAA dose.
Chapter 3
Development and Validation of the
Computational Fluid Dynamics
Model
Computational Fluid Dynamics (CFD) is the discrete numerical solution of the governing
equations of fluid flow. The capabilites of CFD techniques and software expand beyond
just fluid dynamics. These solution techniques can be applied to nearly any tzphysics (heat
and mass transfer, chemistry, electromagnetism, etc.). Such simulations and solutions are
often refered to as multiphysics. The governing equations represent the balance laws an-
alyzed over a differential volume. They are nonlinear, multiple-order, partial differential
equations that often have no closed-form solution, and thus discrete numerical analysis is
the only successful method.
3.1 Computational Model Formulation
3.1.1 Fluid Flow Model
The law of conservation of mass governs all fluid flow. All fluid particles within the studied
control volume must consistently be accounted for. For a continuum fluid the conservation
of mass is expressed by eq. 3.1.
u
∂ρ
∂x
+ v
∂ρ
∂y
+ w
∂ρ
∂z
+ ρ
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
= 0 (3.1)
If an incompressible fluid is considered (ρ is constant), all derivatives of ρ are zero. Con-
servation of mass reduces to the continuity criterion eq. 3.2.
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (3.2)
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Furthermore, fluid flow is governed by the system of partial differential equations known
as the Navier-Stokes system of equations, eq. 3.3. Here Φ represents a momentum source
(force) function.
u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
)
+ Φx (3.3a)
u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
+ ν
(
∂2v
∂x2
+
∂2v
∂y2
+
∂2v
∂z2
)
+ Φy (3.3b)
u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂p
∂z
+ ν
(
∂2w
∂x2
+
∂2w
∂y2
+
∂2w
∂z2
)
+ Φz (3.3c)
For pipe flow it is often more convenient to analyze these equations in polar-cylindrical
coordinates eq. 3.4-3.5.
1
r
∂ (rur)
∂r
+
1
r
∂uθ
∂θ
+
∂uz
∂z
= 0 (3.4)
ur
∂ur
∂r
+
uθ
r
∂ur
∂θ
− u
2
θ
r
+ uz
∂ur
∂z
= −1
ρ
∂p
∂r
+ gr+
ν
[
1
r
∂
∂r
(
r
∂ur
∂r
)
− ur
r2
+
1
r2
∂2ur
∂θ2
− 2
r2
∂uθ
∂θ
+
∂2ur
∂z2
] (3.5a)
ur
∂uθ
∂r
+
uθ
r
∂uθ
∂θ
+
uruθ
r
+ uz
∂uθ
∂z
= − 1
ρr
∂p
∂θ
+ gθ+
ν
[
1
r
∂
∂r
(
r
∂uθ
∂r
)
+
uθ
r2
+
1
r2
∂2uθ
∂θ2
− 2
r2
∂ur
∂θ
+
∂2uθ
∂z2
] (3.5b)
ur
∂uz
∂r
+
uθ
r
∂uz
∂θ
+ uz
∂uz
∂z
= −1
ρ
∂p
∂z
+ gz+
ν
[
1
r
∂
∂r
(
r
∂uz
∂r
)
+
1
r2
∂2uz
∂θ2
+
∂2uz
∂z2
] (3.5c)
This study included analysis of axisymmetric pipes. all θ-components of velocity are 0 and
all derivatives with respect to θ are 0. Thus eq. 3.5 reduces to eq. 3.6.
ur
∂ur
∂r
+ uz
∂ur
∂z
= −1
ρ
∂P
∂r
+ gr + ν
[
1
r
∂
∂r
(
r
∂ur
∂r
)
− ur
r2
+
∂2ur
∂z2
]
(3.6a)
ur
∂uz
∂r
+ uz
∂uz
∂z
= −1
ρ
∂P
∂z
+ gz + ν
[
1
r
∂
∂r
(
r
∂uz
∂r
)
+
∂2uz
∂z2
]
(3.6b)
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3.1.2 Scalar Concentration Model
For the numerical tracer study (Section 4.4.3) the transport of a scalar concentration
was tracked through the simulation. The tracer study consisted of simulating a one-time
tracer injection at the inlet, and then tracking the tracer concentration at the outlet. The
governing equation of a generic scalar C is:
∂ [C]
∂t
+ u
∂ [C]
∂x
+ v
∂ [C]
∂y
+ w
∂ [C]
∂z
= DC−S
[
∂2 [C]
∂x2
+
∂2 [C]
∂y2
+
∂2 [C]
∂z2
]
(3.7)
Here [C] is the value of the scalar concentration (in this case, the concentration of the
tracer), and DC−S is the mass diffusivity of the scalar in the solvent. The transient term
is retained due to the time-dependent nature of the simulation. In the tracer simulation,
the flow-field and turbulence models were frozen. The hydrodynamics were assumed to not
vary over the course of the tracer simulation and were solved in steady state. The tracer
concentration was then solved transiently given the constant flow-field.
3.1.3 Chemical Species Transport Model
Species transport in a fluid must be considered for the disinfection within this model. The
transport of a chemical species in fluid is analogous to the transport of heat in a fluid.
Both are scalar values and thus, their governing differential equations are very similar.
The chemistry of disinfection of wastewater with PAA consists of the decay of the PAA
and the inactivation of the microorganisms. PAA decays into byproducts which are inert
in the sense that they do not affect microorganism inactivation. Since the residual PAA
is the chemical species of interest, It is not necessary to track all of the decay byproducts
individually. Instead, it is more practical to consider a single chemical species representing
all inert byproducts (PAA*). Thus, the simulated chemical reaction equation is as such:
PAA
kPAA−−−−→ PAA* (3.8)
Likewise, microorganisms are inactivated by the PAA. This reaction does not consume the
residual PAA. The active microorganisms (MO) are killed to become inactive microorgan-
isms (MO*). The simulated chemical reaction equation for microbial inactivation is:
PAA + MO
kMO−−−→ PAA + MO* (3.9)
This means that all PAA becomes PAA* and all MO becomes MO*. This allows for simple
species conservation equations to be written (eq. 3.10). Further discussion of the reaction
kinetics can be found in Section 4.3.
MO(x, y, z) + MO*(x, y, z) = MO0 (3.10a)
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PAA(x, y, z) + PAA*(x, y, z) = PAA0 (3.10b)
Each individual chemical species in the simulation has its own transport equation (eq. 3.11).
All four are solved simultaneously.
u
∂[PAA]
∂x
+ v
∂[PAA]
∂y
+ w
∂[PAA]
∂z
=
ΦPAA +DPAA−H2O
[
∂2[PAA]
∂x2
+
∂2[PAA]
∂y2
+
∂2[PAA]
∂z2
] (3.11a)
u
∂[PAA*]
∂x
+ v
∂[PAA*]
∂y
+ w
∂[PAA*]
∂z
=
ΦPAA∗ +DPAA*−H2O
[
∂2[PAA*]
∂x2
+
∂2[PAA*]
∂y2
+
∂2[PAA*]
∂z2
] (3.11b)
u
∂[MO]
∂x
+ v
∂[MO]
∂y
+ w
∂[MO]
∂z
=
ΦMO +DMO−H2O
[
∂2[MO]
∂x2
+
∂2[MO]
∂y2
+
∂2[MO]
∂z2
] (3.11c)
u
∂[MO*]
∂x
+ v
∂[MO*]
∂y
+ w
∂[MO*]
∂z
=
ΦMO∗ +DMO*−H2O
[
∂2[MO*]
∂x2
+
∂2[MO*]
∂y2
+
∂2[MO*]
∂z2
] (3.11d)
The volumetric source/sink terms of the species transport equations (eqs. 3.11) come from
the chemical reaction kinetics introduced in Chapter 2. Specifically, these terms are rates
of concentration change, with the units of concentration per unit time. For this study, the
first order Chick-Watson model (eq. 2.1) was chosen to describe the microbial inactivation,
while the PAA was modeled with a second order decay law (eq. 2.3). The selection of these
particular kinetics models is further discussed in Section 4.3. The source/sink terms in the
species transport equations are:
ΦPAA = kPAA [PAA]
2 (3.12a)
ΦPAA∗ = −kPAA [PAA]2 (3.12b)
ΦMO = kMO [PAA] [MO] (3.12c)
ΦMO∗ = −kMO [PAA] [MO] (3.12d)
The source/sink terms of the inert byproducts (PAA*, MO*) are equal and opposite to
their parent species (PAA, MO). This is because the parent species only degrade into their
respective byproducts (eq. 3.10. Both reactions (MO inactivation and PAA decay) are
second order overall and both reaction rate constants kMO and kPAA have the units of
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m3/kmol − s.
All terms in the species transport equations have units of concentration per time. For
chemicals (e.g. PAA), the units are mol/L− s. These units are equivalent to kmol/m3− s
(kmol = 1000mol) which are the units used in these CFD simulation.
The convective terms are:
u
∂ [PAA]
∂x
=
m
s
kmol
m3 −m =
kmol
m3 − s (3.13)
The source/sink term is:
ΦPAA = kPAA [PAA]
2 =
m3
kmol − s
(
kmol
m3
)2
=
kmol
m3 − s (3.14)
The diffusive terms are:
DPAA−H2O
∂2 [PAA]
∂x2
=
m2
s
kmol
m3 −m2 =
kmol
m3 − s (3.15)
On the other hand, microbial concentration has the units: number of microbes (also
called Colony Forming Units or CFUs) per unit volume. Thus terms in the microbial
species transport equations have the units 1/m3 − s.
The convective terms are:
u
∂ [MO]
∂x
=
m
s
1
m3 −m =
1
m3 − s (3.16)
The source/sink term is:
ΦMO = kMO [PAA] [MO] =
m3
kmol − s
kmol
m3
1
m3
=
1
m3 − s (3.17)
The diffusive terms are:
DMO−H2O
∂2 [MO]
∂x2
=
m2
s
1
m3 −m2 =
1
m3 − s (3.18)
For these studies, the mass diffusivity terms of PAA and PAA∗ were assumed to be
the same. Likewise, the diffusivity of MO and MO∗ were also assumed to be the same.
To the author’s knowledge, the diffusivity of PAA in water had not been published at the
time of this study. The value of the diffusivity of acetic acid in water was used in lieu of a
published value of the diffusivity of PAA in water. The diffusivity of acetic acid in water
is 12.1× 10−9m2/s.
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The diffusivity of MO was determined through Einstein’s relations of Brownian motion
of small particles [33].
DMO−H2O =
kBT
6piRµ
(3.19)
Here kB is the Boltzmann constant (1.38× 10−23m2kg/s2 −K), T is the temperature
of the mixture, and R is the diameter of the particle. In this study, it was assumed that
the average radius of the MO cells was 10−6m and the temperature was taken to be 300K.
Using eq. 3.19, the diffusivity constants of MO and MO∗ were 2.192× 10−13.
3.1.4 Turbulence Model
Flow in the turbulent regime is much more difficult to model than its laminar counterpart.
This is due to the inherent randomness of such flows. Laminar flows may have simple
analytical solutions because their predictability allows for the neglect of several terms in
the Navier-Stokes equations. This simplification cannot be performed for turbulent flows
if accurate results are expected.
Turbulent flows are best described by time averaging the velocity components. This
implies that each component of velocity (u, v, w) consists of two elements, a time-averaged
mean component and a random turbulent fluctuation component: ui = ui + u
′
i. This
fluctuating component represents the kinetic energy due to the turbulence of the flow [34].
Thus the turbulent kinetic energy per unit mass of a fluid is: k = 12
(
u′2 + v′2 + w′2
)
.
This kinetic energy dissipates within the fluid as the randomly moving particles interact
with each other. The dissipation(ε) describes how much the turbulent kinetic energy will
dissipate to the surrounding fluid. It is directly related to the turbulent viscosity. The
dissipation has 2 components, εs or solenoidal dissipation (the incompressible part) and εd
or dilation dissipation (the compressible part). Incompressible flows do not have dilation
dissipation. Like all forms of energy, this turbulent kinetic energy must be conserved. Thus
the turbulent kinetic energy of the fluid is governed by its own transport equation, eq. 3.20.
∂
∂xi
(ρuik) = ρP − ρ (εs + εd) + ∂
∂xi
[(
µ+
µt
σx
)
∂k
∂xi
]
(3.20)
The dissipation is also conserved and has its own governing equation:
∂
∂xi
(ρuiε) = (Cε1 − Cε2)
ρPε
k
+
∂
∂xi
[(
µ+
µt
σs
)
∂ε
∂xi
]
(3.21)
Where the production term P is defined as:
P = νt
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂um
∂xm
δij
)
∂ui
∂xj
− 2
3
k
∂um
∂xm
(3.22)
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In these equations, µt is the turbulent viscosity, Cε1 , Cε2 , σx, and σs are constants in the
model. This method of solution is known as the k-ε model and is amongst the first com-
putational solutions to turbulent flow scenarios [35]. There are several versions of the k-ε
model for various applications. For example, the renormalized group (RNG) k-ε method
systematically removes small-scale motions. This is achieved by altering the constants of
the governing equation and redefining the constitutive stress relations. Both the standard
and RNG k-ε models are high-Reynolds Number models. They do not solve near the walls
where viscous effects dominate turbulence effects. Instead, they employ wall functions
which approximate the flow very near physical boundaries.
Likewise, k-ε models exist for low-Reynolds Number simulations. The low-Reynolds
Number k-ε models permit the integration of the momentum and turbulent kinetic energy
conservation equations all the way to the wall. CFD-ACE+ applies the Chien low-Re
model, but several others also exist. These methods require a fairly high grid density near
physical boundaries to be accurate. The k-ε family of turbulence models are easily time
averaged to apply to steady state simulations [36].
Other methods of solving for turbulent flow also exist. The large eddy simulation
(LES) turbulence model solves for the variant fluctuations, or eddies, in the flow. This
method is derived from directly simulating the turbulent flow transiently. Various models
can be applied for the specific turbulent viscosity. By employing numerical low-pass filters
in a process called ”scale separation”, the major fluctuations (large-eddies) remain in the
solution. The high-frequency eddies which ultimately play only a small role in the overall
flow are removed from the solution. Since LES methods directly solve for the turbulent
fluctuations themselves, they must be solved in a transient simulation.
3.1.5 Porous Media Model
A porous medium is a material which allows some flow through it. Examples of porous
media are sponges and filters. A porous media model was utilized in this study to simplify
calculations of flow through the baﬄe plate. Two additional parameters are utilized in
porous media calculations, porosity (ϕ) and permeability(κ). The porosity can be deter-
mined by the ratio of the void area to the total area:
ϕ =
Av
AT
(3.23)
The permeability is defined by Darcy’s Law [37] which equates the flow rate to the pressure
drop as such:
Q =
κ
µ
∆p
l
A (3.24)
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Here µ is the dynamic viscosity, l is the thickness of the porous medium, and κ is the
permeability constant. These parameters are utilized in modified conservation equations
to sold for the transport in porous volumes.
Mass Conservation
The general mass conservation governing equation is modified to include the effects of the
porous medium.
∇ · (ϕρ~v) = 0 (3.25)
If the porosity of a volume is unity, implying that the fluid is not impeded by a porous
medium, the standard mass conservation equation is restored. Here ~v is the fluid velocity
vector.
Momentum Conservation
For modeling flow through a porous medium, the momentum conversation equations are
modified as such:
∇ · (ϕρ~v~v) = −ϕ∇p+∇ · (ϕτ¯) + ϕΦ− ϕ
2µ
κ
~v − ϕ
3CFρ√
κ
|~v|~v (3.26)
Here, τ¯ is the shear stress tensor and CF is a constant scaling parameter.
Turbulence Modeling
The modeling of turbulent flows through porous media requires modification to the turbu-
lent kinetic energy and dissipation conservation equations:
∂
∂xj
(ρϕujk) = ρp− ρϕε+ ∂
∂xj
[(
µ+
µt
σk
)
∂(ϕk)
∂xj
]
+ Ckρ
ϕk|uj |√
κ︸ ︷︷ ︸
TurbulenceProduction
(3.27a)
∂
∂xj
(ρϕujε) = Cε1ρp
ε
k
−Cε2ρϕ
ε2
k
+
∂
∂xj
[(
µ+
µt
σk
)
∂(ϕε)
∂xj
]
+ Cε2Ckρ
ϕε|uj |√
κ︸ ︷︷ ︸
TurbulenceProduction
(3.27b)
Both equations have added terms which represent the production of turbulence due to
flow through the porous medium. The parameters σk and Ck are empirically determined
constants within the porous media turbulence model.
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3.1.6 Numerical Solution Schemes
Since closed form, analytical solutions to the governing equations are impossible to obtain,
discrete numerical approaches are required for CFD simulations to be solved. The domain
is discretized into a mesh of nodes and elements. Within the fine distances from one el-
ement to an adjacent element, the governing equations have well-behaved solutions. The
aggregate effect of applied boundary conditions all the elements’ simultaneous solutions is
discrete numerical solution of the governing equations on the specified domain.
In order to solve the discretized governing equations, the finite volume method is em-
ployed by the CFD-ACE+ software. Finite volume methods integrate the governing equa-
tions over the volume of each cell to compute the cell-average values, which are stored at
the center of the cell. The governing equations for transport of a general variable φ has
the form:
∂ρφ
∂t︸︷︷︸
Transient
+∇ · (ρ~vφ)︸ ︷︷ ︸
Convection
= ∇ · (Γ∇φ)︸ ︷︷ ︸
Diffusion
+ Sφ︸︷︷︸
Source
(3.28)
Where ρ is a spatial density function and Γ is a transport diffusion constant (viscosity,
diffusivity, etc.). By integrating this generic transport equation over the control volume ϑ,
it takes the form:∫
ϑ
∂ρφ
∂t
dϑ+
∫
ϑ
∇ · (ρ~vφ)dϑ =
∫
ϑ
∇ · (Γ∇φ)dϑ+
∫
ϑ
Sφdϑ (3.29)
Each of the integrated terms of the generic governing equations is individually discretized.
These simplifications allow the governing equations to be solved algebraically. The transient
term is thus represented by: ∫
ϑ
∂ρφ
∂t
dϑ =
ρφϑ− ρ0φ0ϑ0
∆t
(3.30)
Here the superscript 0 denotes the parameter’s value at the previous time-step and no
superscript denotes the current time-step. Whereas the convection term takes the form:∫
ϑ
∇ · (ρ~vφ)dϑ =
∑
e
m˙eφe (3.31)
Here, e denotes each individual surface of the discrete volume and m˙e is the mass flux
through a surface. The diffusion term becomes:∫
ϑ
∇ · (Γ∇φ)dϑ =
∑
e
Γe
~n · ~e
(
∂φ
∂~e
)
e
Ae −
∑
e
~τ · ~eΓe
~n · ~e
(
∂φ
∂~τ
)
e
Ae (3.32)
Where ~e is the vector from the center of one cell to the adjacent cell, and ~n is the unit
vector normal to the surface between the cells. The points C1 and C2 are the nodes of
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the surface edges between the two evaluated cells, and ~τ is the unit vector tangent to the
surface between the two nodes. The derivatives are further discretized as:(
∂φ
∂~e
)
3
=
φE − φP
δP,E
(3.33a)
(
∂φ
∂~τ
)
e
=
φC2 − φC1
δC2,C1
(3.33b)
Where δP,E and δC1,C2 are the distances between the cell centers and surface nodes respec-
tively. The source term is most easily computed by linearizing it [38]. Such linearization
results in a source term form of:
Sφ = S
U + SPφ (3.34)
The terms SU and SP are linearized functional values of φ. Integrating the source term
yields: ∫
ϑ
Sφdϑ = S
U + SPφl (3.35)
The individual call-face values of φe are determined by interpolation between adjacent
cells. These interpolations schemes determine the accuracy and stability of a solution.
Many interpolation schemes are offered by CFD-ACE+. Among them is the first order
upwind scheme (eq. 3.36). Where φP and φE are the parameter values at the evaluated
cell and adjacent cell respectively. Which value is used depends on the direction of flow
across the cell interface. This scheme is the simplest and most stable for solution.
φUPe =
{
φP if ~v · ~ne > 0
φE if ~v · ~ne < 0 (3.36)
A more accurate scheme is the second-order central interpolation scheme (eq. 3.37). Al-
though it is more accurate, it is significantly less stable in solution, particularly in the
convection terms. Here Υe is a geometric interpolation factor which is derived from the
geometry of the two adjacent cells.
φCDe = ΥeφP + (1−Υe)φE (3.37)
In order make the central difference interpolation scheme more stable, it can be blended
with the upwind solution (eq. 3.38). A user-defined blending factor (α) which ranges
between 0 and 1 controls how much of the parametric values are based on the upwind
interpolation scheme.
φe = αφ
UP
e + (1− α)φCDe (3.38)
In some cases, second-order simulations (blended with the upwind scheme) were not stable
enough to converge on a solution. It is only for that reason that second-order differencing
schemes were not exclusively used. This method of solution was developed in theory and
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put into practice beginning in the 1960s [20].
The addition of the porous media model altered the governing equations with constants.
The finite volume processes used to solve the differential equations did not change due to
the addition of the porous media.
3.2 CFD Model Validation
The modules of CFD-ACE+ needed to be validated before the simulation results could be
trusted in this study. Many simple simulations were conducted and compared to analytical
solutions.
3.2.1 Validation of the Flow Model
A simple pipe flow simulation was conducted to validate the correctness of a fluid flow
solution. The test setup is shown in Figure 3.1. The purpose of this trial was to confirm
the power and accuracy of the fluid flow model.
Figure 3.1: The simulated domain used to test the fluid flow module.
Simulation Parameters
The flow test simulation consisted of 1cm diameter pipe with a length of 5cm. The density
of water was assumed to be ρ = 1000kg/m3. The kinematic viscosity used in this simulation
was ν = 10−6m2/s. The inlet flow of the pipe was 0.005m/s which provided a flow Re = 50.
The flow was chosen to be low in order to achieve the necessary entrance length within
5cm. The entrance length for laminar flow is predicted by eq. 3.39.
Boundary Conditions
At the entrance of the pipe, the flow has a uz = 0.005m/s and all other components of
velocity are 0. Along the wall of the pipe, the no slip condition is assumed. All components
of velocity are 0 along the wall. At the outlet, a reference pressure of 1atm was specified.
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Numerical Scheme
The pipe was divided up into 6250 square 2D cells each 0.0002m x 0.0002m. 250 cells lined
the axial direction of the pipe and 25 cells lined the radial direction of the pipe. The cell
mesh is shown in Figure 3.2. The pipe was analyzed axi-symmetrically for a steady state
flow condition. Liquid fluid models were employed for this simulation. The velocities were
solved for by a 2nd order differencing method and a blending factor of 0.1. A convergence
criterion of 0.0001 was used.
Figure 3.2: The 2-D axisymmetric mesh of the simulation domain.
Flowfield Analysis
The axial component of the velocity(u) along the centerline becomes constant when the
flow is fully developed. This leveling occurs around the predicted entry length of 3cm as
seen in Figure 3.3. The value of at z = 3cm is 0.00988m/s which is 98.2% the centerline
value at z = 5cm.
Figure 3.3: Axial component of velocity along the centerline of the test pipe.
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(a) l = 0.05le (b) l = 0.1le (c) l = 0.2le
(d) l = 0.4le (e) l = le
Figure 3.4: Axial velocity (uz) profiles at various axial distances from the inlet of the pipe
Flow through a pipe can be classified as laminar if Re<2300. Laminar flow conditions
were derived by Poiseuille [39]. The entrance length, or length for the flow to become fully
developed, was calculated to be:
ξ =
le
D
= 0.06ReD (3.39)
Furthermore, the velocity profile of the fully developed flow was described in eq. 3.40 where
∆p
l is the pressure drop over a specific length of pipe, r0 is the radius of the flow volume and
r is the radial position. This is known as the Hagen-Poiseuille equation. In fully developed
laminar flow, there is no y-component of the flow velocity.
uz (r) =
∆p
4lµ
(
r20 − r2
)
(3.40)
The profiles of the developing region of the pipe can be seen in Figure 3.4. Taking the
centerline pressure gradient at z = 3cm, a theoretical velocity profile can be formulated.
Comparisons between the calculated and theoretical profiles are shown in Figure 3.4e.
Compared to the Hagen-Poiseuille equation for fully-developed Laminar flow, this value is
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2.8% off.
While the flow is developing, there is an r-component of velocity ur. This diminishes
as the flow becomes fully developed. As seen in Figure 3.5, the r-component of velocity
diminishes to zero as the laminar flow develops. The greatest magnitude of ur (Figure 3.5a)
occurs at 0.06cm from the inlet and 0.44cm from the centerline, and is 0.001362m/s. In
contrast, the greatest magnitude of ur at the entrance length (3cm from the inlet) is
0.0000075m/s (Figure 3.5e). In Figure 3.5b-e magnitude of the r-component of velocity
dramatically decreases as the flow develops.
(a) l = 0.02le (b) l = 0.1le (c) l = 0.2le
(d) l = 0.4le (e) l = le
Figure 3.5: Radial velocity (ur) profiles at various axial distances from the inlet of the pipe
Shear Stress Analysis
The friction along the wall applies a stress to the flowing fluid causing the velocity profile
changes seen in the velocity analysis section. The wall applies this shear stress normal to
the r-plane and in the direction of the z-axis. In Newtonian fluids, this shear stress, τrz, is
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expressed by eq. 3.41 [40].
τrz = τzr = µ
(
∂uz
∂r
+
∂ur
∂z
)
(3.41)
Since for fully-developed laminar flow, ur = 0, the shear stress equation becomes eq. 3.42.
τrz = µ
∂uz
∂r
(3.42)
Considering that the profile of fully developed laminar flow is parabolic, analytically, the
shear stress profile should be linear in the radial direction. In the developing region, the
shear stress profile changes. The profiles at various stages of development can be seen in
Figure 3.6. For the expected fully-developed laminar regions, the shear stress profile is
linear as expected, as shown in Figure 3.6e.
(a) l = 0.05le (b) l = 0.1le (c) l = 0.2le
(d) l = 0.4le (e) l = le
Figure 3.6: Shear profiles at various axial distances from the inlet of the pipe
Pressure Distribution
As the fluid enters the pipe, the profile of its z component of velocity changes suddenly as
it develops into a full laminar, parabolic profile. While the pressure does drop along the
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length of the pipe, the pressure gradient is not constant until the flow is fully-developed.
The expected pressure drop for fully-developed laminar flow is constant with respect to
axial distance. This can be seen in Figure 3.7. The pressure drop (first derivative of
pressure) is 1.6295 Pa/m at the expected fully-developed length of 3cm. For the remainder
of the pipe, the pressure gradient only varies by 1.7% of that value.
(a) (b)
Figure 3.7: Relative pressure (a) and pressure gradient (b) along the axial length of the
flow test pipe.
3.2.2 Plausibility of the Chemical Species Transport Model
The plausibility of the correctness of the chemical species transport model must be con-
firmed before it can be utilized in this study. For this reason, a simple test simulation
was conducted to assess the model. The sample chemical reaction was simulated in a T-
junction pipe at low flow velocities and the chemical concentrations at the centerline were
compared to analytical expectations. In-line with the study, a second order PAA decay
and a first order microbial inactivation were modeled.
Simulation Parameters
The flow test simulation consisted of 5cm diameter T-junction pipe with a length of 1m.
The water containing PAA was injected by a 1cm thick injection pipe 10cm upstream
from the inlet (Figure 3.8). The density of water was assumed to be ρ = 1000kg/m3.
The kinematic viscosity used in this simulation was ν = 10−6m2/s. The inlet flow of the
pipe was 0.1m/s and the injection velocity was 1m/s. This set up is similar in principle
to mixing which occurs in the physical pilot reactor. The second order PAA decay rate
constant was taken to be 10m3/kmol − s. The first order MO inactivation rate was taken
to be 100m3/kmol − s.
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Figure 3.8: Dimensions of the pipe simulated to confirm the plausibility of the chemical
species transport model.
Boundary Conditions
At the entrance of the pipe, the flow has a u = 0.1m/s and all other components of velocity
are 0. Along the wall of the pipe, the no slip condition is assumed. All components of
velocity are 0 along the wall. At the inlet of the injection pipe, the flow has a v = −1m/s
and all other components are 0. At the outlet, a reference pressure of 1atm was specified.
An initial PAA concentration of 0.01kmol/m3 in the injection was applied. The injection
was assumed to be free of MO. The main inlet had a full reference concentration of MO and
was free of PAA. All concentrations at the inlet were specified to be entirely homogeneous.
Numerical Scheme
The T-junction was divided up into 5900 rectangular 2D cells. The T-junction was analyzed
for a time-independent, steady state flow condition. Liquid fluid models were employed
for this simulation. The velocities and chemical reactions were solved for by a 90% 2nd
order and 10% 1st order upwind differencing method. This blending of numerical schemes
helped ensure a converged solution. A convergence criterion of 0.0001 was employed.
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Chemical Concentration Results
The concentrations of the four chemical species (PAA, PAA*, MO, MO*) were observed
throughout the simulation domain. Reaction rate equations, which are discussed in further
detail in Section 4.3, describe the concentration state as it evolves with time. Although the
this is a time-independent study, knowledge of the flow direction indicates that downstream
of the injection corresponds to a longer residence time.
Figure 3.9: Contour plot of PAA concentration throughout the T-junction pipe.
Considering the specified reaction kinetics, certain chemical trends were expected. The
PAA concentration should decrease as it flows down the pipe. This is due to both dilution
with the main flow and decay. As seen in Figure 3.9, this expected decrease is observed.
Likewise, the concentration of PAA*, the decay byproducts, should increase as the flow
progresses. This trend is also verified in Figure 3.10.
Similar congruency was observed for trends of MO and MO*. The concentration of MO
should decrease upon mixture with the PAA injection. This was observed and can be seen
in Figure 3.11. Similarly, the concentration of MO* should increase upon mixture with the
PAA. Figure 3.12 shows a steady increase in MO* concentration past the injection point.
These trends are consistent with the specified reaction kinetics. Both the microbial
inactivation and the PAA decay reactions were simultaneously active in this simulation.
Through the results of this test, it is reasonable to trust the output of the CFD-ACE+
chemistry module. It was employed in subsequent simulations of this study.
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Figure 3.10: Contour plot of PAA* concentration throughout the T-junction pipe.
3.2.3 Validation of the Turbulence Model
In order to justify the use of the turbulence module of the CFD-ACE+ software, the solu-
tions of a standard turbulence problem must be compared to experimental measurements.
A paper published by Sudo et. al in 2000 [41] investigated the hydrodynamics in a 180°
pipe-bend (Figure 3.13) with laser-doppler velocimetry. The flow was in the turbulent
regime and was a prime standard validation test for the turbulent flow CFD model. The
standard k-ε turbulence model used for this test and other simulations throughout this
research. It is one of the simplest turbulence models and is applicable to large-scale flows
[35].
Simulation Parameters
The simulation followed the experimental study exactly. The fluid studied was air, which
was considered to have constant density of ρ = 1.2647kg/m3. The dynamic viscosity of the
air was µ = 1.983× 10−5Pa− s. The pipe diameter was 0.104m and constant throughout
the entire domain. The radius of curvature of the bend is 2 diameters (0.208m). There
are 29 diameters (3.0m) of pipe upstream of the bend and 5 diameters (0.55m) of pipe
downstream of the bend. The inlet velocity was measured to be uin = 8.7 ± 0.14m/s so
the inlet velocity of the simulation was set to 8.7m/s. This yielded an averageReD = 60000.
The reference pressure was 1atm. The inlet turbulent intensity was 1.5% and the initial
dissipation was ε = 0.00131.
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Figure 3.11: Contour plot of MO concentration throughout the T-junction pipe.
Pressure Distribution
Static pressures found along the wall by Sudo et. al and those computed by CFD-ACE+
are compared in Figure 3.14. Pressure was normalized to Cp = (p− pref ) /
(
ρWa2/2
)
.
Where the reference pressure was found at 17.6 diameters upstream of the bend. This
reference pressure was 33.64Pa. The pressure in the pipe varies along the bend. Due to
the inertia of the flow, the outer wall of the pipe bend experiences an increased pressure
while the inner wall of the pipe bend experiences low pressure (Figure 3.15).
Analysis of Secondary Flows
Secondary flows occur when a fluid flows around a bend. Since there is a boundary layer,
the fluid is moving at different velocity magnitudes at different distances from the wall of
the tube. As the pipe bend turns, fluid near the wall turns with the wall, while fluid by
the center continues to flow straight due to its inertial.
This difference in flow paths generates what’s known as secondary flows. In addition to
the fluid moving through the pipe, vortices form in the r − θ plane (Figure 3.16). At the
start of the turn (Figure 3.16a), the fluid had begun to turn with the surrounding pipe.
By 90° into the turn (Figure 3.16b), the secondary flows had formed two distinct vortices.
At the outlet of the turn (Figure 3.16c), the vortices had damped out.
The maximum magnitude of the secondary flow velocity ranged from about 1.0 to
2.0m/s. By comparison, the free stream velocity was 8.7m/s. The secondary flows are
thus as high as 23% of the free stream velocity. Thus, significant swirling was induced by
the pipe bend. The analysis of these secondary flows is imperative to capturing the physics
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Figure 3.12: Contour plot of MO* concentration throughout the T-junction pipe.
of turbulent flow in a bent pipe.
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Figure 3.13: Setup of the 180° turbulent U-bend experiment by Sudo et. al [41]. All
dimensions are in mm.
Figure 3.14: Simulated and experimentally measured coefficient of pressure (Cp) along the
inner and outer edges of the 180° turbulent pipe bend.
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Figure 3.15: Pressure contours through the turbulent 180° bend simulation.
(a) (b) (c)
Figure 3.16: Secondary flows in the bend of the pipe at 0°(a), 90°(b), and 180°(c) points in
the bend. The center of the turning radius is up.
Chapter 4
Computational Fluid Dynamics
Simulations of a Mobile
Wastewater Disinfection System
Keeping the original goal in mind, PeroxyChem has constructed a standard physical re-
actor to experimentally extract relevant reaction kinetics from the local wastewater. The
reactor was designed so it may be transported to wastewater treatment site for measure-
ments. Sets of experimental data from the reactor will provide a range of appropriate
reaction kinetics for PAA disinfection of wastewater. CFD simulations of the reactor will
then be conducted to first provide agreement with the experimental data. Once agreement
is established, additional CFD simulations with reaction kinetics within the experimental
range will be conducted to build data sets to construct the meta-model.
In order to accept the CFD model as a reliable representation of the physics at hand,
rigorous validation was required. Trial simulations of the individual physics solver modules
were tested and compared to published experimental and analytical data to confirm the
simulations’ accuracy. The fluid flow, turbulence, and species transport models were all
tested for validation. The porous media model was tested for approximation accuracy
and the entire combination of hydrodynamics was tested against experimental field data
provided by PeroxyChem.
4.1 Physical Setup and Description
A Serpentine Pilot Reactor was built to asses the chemical properties (Figure 4.1). The
reactor was designed to be transported to the wastewater treatment plant for on-site testing
and sampling. The setup needed to be easily linked up to a supply of local wastewater.
Multiple tap points with chemical concentration sensors were included in the design to give
34
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a larger picture of the reaction kinetics present in the disinfection of local wastewater. The
Figure 4.1: The physical Peroxychem Serpentine Pilot Reactor. (Photo courtesy of Perox-
yChem)
reactor was designed to collect experimental data on-site at a client’s wastewater treatment
plant. The physical setup of the serpentine pilot reactor was intended to fit onto a tractor
trailer for easy transport. The reactor has 7 sample taps positioned along its axial length
for the purpose of providing a more accurate picture of the reaction kinetics in effect.
4.1.1 Reactor Geometry
The entire serpentine reactor spans a length of roughly 90ft and has 3 - 180° turns in order
to fit within the overall dimensions of 4ft× 4ft× 22ft. Each turn contains two sharp 90°
bends and one 1.5” short straight section of pipe. The three turns separate the four 20”
long ”legs” of the serpentine reactor.
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4.1.2 Baﬄe
Figure 4.2: Pattern of 72-1/2” diameter holes
in the baﬄe located 4” downstream of the
reactor inlet.
The mixing baﬄe was placed 4” into
the serpentine from the inlet. It is
0.25” thick. Its profile is shown in
Figure 4.2. A total of 72 holes with
a diameter of 0.5” were in the baf-
fle for mixing. Considering an overall
flow rate of 25gal/min of water (ρ =
1000kg/m3, ν = 10−6m2/s), the average
fluid velocity through the baﬄe holes is
0.173m/s. This yields a Reynolds num-
ber for each hole of 2193.08 (the Re of
the unrestricted sections of the serpentine
is 6579.24).
The baﬄe itself served the purpose of
reducing the recirculation zones near the in-
let of the pilot reactor. The center region
of the baﬄe was purposely blocked off in
order to diffuse the jet streaming from the
inlet of the reactor. This would effectively
increase the portion of the reactor where
the flow was relatively uniform.
4.1.3 Inlet Mixing Section
Figure 4.3: Schematic of inlet mixing section upstream of the Serpentine Pilot Reactor
(not to scale).
The peracetic acid and wastewater are mixed in the pipe which feeds the pilot reactor.
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The inlet mixing section before the serpentine reactor was modeled based on the speci-
fications given by PeroxyChem. The wastewater is pumped in at a volumetric flow rate
of 25gal/min (0.001575m3/s). With the 2” pipe diameter, the untreated wastewater (no
PAA) flowed with an average velocity of 0.777m/s. Concentrated PAA was injected to
yield a disinfectant concentration of 10mg/L (1.316 × 10−4M). The concentrated PAA is
stored (and thus injected) at a concentration of 15% by volume (1.9737M). Given that
the densities of PAA and water are similar, the injection concentration is also 15% by
mass. In order to deliver the correct dose, a PAA volumetric flow rate of 1.05× 10−7m3/s
was required. The PAA was injected via a 1/4” pipe and thus the injection velocity was
3.32 × 10−3m/s. The cross-sectional area ratio was 64:1. A diagram for portion of the
apparatus can be seen in Figure 4.3.
The PAA injection point is 9ft upstream of the pilot reactor entrance. The 35” static
mixer (McMaster part no. 35385K37) was 18” downstream of the PAA injection point. It
is a 2” diameter mixer with 12 internal blades. The manufacturer-provided data relating
the volumetric flow rate through the mixer and the subsequent pressure loss. At a flow
rate of 25gal/min, the mixer is expected to have a pressure drop of approximately 3.3psi
(22.75kPa).
4.2 Three-Dimensional CFD Models
To simulate the physics of the serpentine pilot reactor and the inlet mixing section, three-
dimensional CFD models were constructed. Full 3D models were necessary due to the
geometry of the reactor and mixing section. There are no symmetries in the reactor or
mixing section that were conducive to reducing the dimension of the models.
4.2.1 Three-Dimensional Inlet Mixing Section
The inlet mixing pipe was modeled to determine what chemical concentration distributions
were present at the inlet of the serpentine pilot reactor. The model was constructed form
an extruded structured mesh (Figure 4.4b). The circular pipe cross section consisted of
cells. A square section of cells was extruded perpendicular to the main pipe to simulate the
injection pipe. The injection pipe was square to preserve the structured nature of the mesh.
The effects of the inline static mixer were simulated by 5 helical thin walls. Thin walls
are a CFD simulation technique where an interface between two volumes acts as a wall for
both volumes. Fluid cannot pass through it in either direction and the no-slip condition is
applied. However, a thin wall has no depth dimension since it is only the interface between
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(a)
(b) (c)
Figure 4.4: 3-D view of baﬄe locations within the CFD model of the inlet pipe.
two modeled volumes.
Five thin walls were evenly spaced along 35” stretch of pipe. Each wall covers half of
the cross-sectional area of the pipe. They are positioned in a helical arrangement, that is,
each baﬄe is oriented 90° clockwise in relation to the previous baﬄe as shown in Figure 4.4c.
The pressure drop simulated with the baﬄed model was a gauge at how effective the
mixing was within the simulated ”static mixer”. This pressure drop was intended to be
matched with the manufacturer data provided to assist in the modeling of the static mixer.
The 5-baﬄe model yielded a pressure drop of only 7.25kPa, roughly one-third of the
manufacturer specifications. This would imply that this mixer would be only one-third
as effective as the purchased mixer. Results would ultimately show that even 1/3 of the
mixing potential of the physical in-line mixer is sufficient.
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Figure 4.5: Mesh of the inlet pipe model near the injection point.
4.2.2 Approximations for Modeling
To simplify the computational expense of the CFD runs, several approximations were made.
The baﬄe was approximated by a porous media section. The inlet concentration condition
was assumed to be fully-mixed.
Porous Media Baﬄe Aprroximation
Figure 4.6: Cross-section of the full-baﬄe
model revealing an unstructured mesh of
tetrahedra merged with a structured mesh
downstream.
The baﬄe is a complicated 3-dimensional
structure whose hydrodynamic effects must
be determined in order to have a valid
CFD model. The geometry does not
lend itself to being accurately modeled
with a structured mesh. For this rea-
son, an unstructured tetrahedral mesh
was required to model the baﬄe. The
range of tetrahedral sizes is quite large
since the diameter of each hole is only
0.5”, the thickness of the baﬄe is
0.25”, yet the overall reactor diameter is
12”. For reliable CFD results, adjacent
cells should have a volume ratio under
50:1.
In addition, the pilot reactor geome-
try downstream of the baﬄe remains un-
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changed. That geometry was easily represented with a structured mesh. Since the hydro-
dynamics downstream of the baﬄe are rather simple, the structured mesh can be rather
coarse. The unstructured mesh and the transition to the structured mesh can be seen in
Figure 4.6.
An alternative method to model the effects of a baﬄe plate in the serpentine is to treat
it as a porous medium. The 0.25” thick baﬄe plate can be considered a homogeneous
porous medium with equivalent porosity and permeability values. The porosity of this
baﬄe is 0.1454.
Through this method, the entire serpentine reactor can be modeled using a structured
mesh. The 4 inches on either side of the baﬄe were modeled with a finer mesh than the
rest of the serpentine (Figure 4.7b). This was to smooth the transition from the baﬄe to
the rest of the serpentine. The 0.25” baﬄe was modeled with 5 axial cells (the highest cell
density in the serpentine) to ensure accuracy. The cross-sectional mesh which is extruded
throughout the entire length of the serpentine is shown in Figure 4.7a. The mesh was not
the radial ”wedge” since sharp angles in the cells are problematic for the solution. Instead
a square is constructed in the center of the face to eliminate all sharp angles. This type
of mesh is known as a butterfly mesh. A 2” circle at the center of the butterfly mesh was
highlighted in order to apply the condition of the inlet pipe.
(a) (b)
Figure 4.7: The cross-sectional mesh grid (a) was extruded through the entire length of
the serpentine. The mesh density was gradually increased around the baﬄe (b).
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The Inlet Concentration Boundary Condition
The flow at the inlet to the reactor was expected to have a uniform chemical concentration.
This assumption was made by Peroxychem and needed to be verified through simulation.
The inlet mixing section was modeled for this purpose. The outlet of this section corre-
sponds to the inlet condition of the serpentine pilot reactor. The inlet was the 2” diameter
center the beginning of the reactor. This represents the point where the inlet pipe meets
the reactor volume.
4.2.3 Serpentine Pilot Reactor
Ultimately three models of the serpentine reactor were constructed. One did not include a
baﬄe plate. Three were constructed for the purpose of comparisons to observe the resulting
effect of the baﬄe on the hydrodynamics (and subsequently the chemical concentrations).
It was constructed by extruding the structured cross-sectional mesh (Figure 4.7a)along
the entire length of the pilot reactor geometry. This resulted in a 3D CFD model of the
reactor constructed of a fully structured mesh. The cross-sectional mesh included a 2” di-
ameter center face where the inlet flow could be applied. This model had 120832 total cells.
Figure 4.8: The full 3D CFD model of the Serpentine Pilot Reactor.
The second model featured a fully modeled baﬄe. Such a model required an un-
structured mesh which is naturally more computationally expensive. That model required
660616 total cells. The third model was a porous media baﬄe model. The same cross-
section as the non-baﬄe model was utilized, however a different axial distribution was
utilized to allow for the baﬄe region (Figure 4.7b). Within the porous region, the center
2” was not a fluid region. This was to simulate the center-blocked nature of the baﬄe
CHAPTER 4. CFD SIMULATIONS OF A MOBILE SYSTEM 42
The 3D CFD models simulated the serpentine geometry of the pilot reactor. Each bend
and turn and straight length was modeled to the geometric building specifications. The
shape of the models can be seen in (Figure 4.8).
4.3 Disinfection Kinetics
The on-site reaction kinetics at each wastewater reactor are location-specific. One of the
purposes of the serpentine pilot reactor is to experimentally investigate the local reaction
kinetics. However in lieu of such experimental data, the reaction kinetics provided for the
CFD model were taken from the literature.
4.3.1 Peracetic Acid (PAA) Decay
The decay of PAA in water is due to an equilibrium reaction. PAA has a long shelf
life when not diluted in a water solution, since there would not be much water to drive
the reaction toward an equilibrium. As discussed in Section 3.1.3, the PAA decays into
inert byproducts. These byproducts are modeled as a single chemical species, PAA*. The
equilibrium reaction takes the form of eq 2.2. Yuan et al. experimentally determined this
decay to be second order with respect to the concentration of PAA [27]. This means the
time dependent concentration of PAA takes the form:
1
[PAA] (t)
= kt+
1
[PAA]0
(4.1)
Note that the decay reaction is not influenced by the concentration of microorganisms.
Since the concentration of microorganisms is dependent on the concentration of PAA, this
means that the reactions are coupled in only one direction.
4.3.2 Microorganism (MO) Inactivation
The inactivation of microorganisms by PAA can take many forms based on the species of
bacteria and the local reaction kinetics. The microorganisms are killed by the PAA to form
inactivated microorganisms. These inactivated microorganisms were modeled by their own
chemical species, MO*. Further discussion can be found in Section 3.1.3. Based on a paper
by Kitis et al. the inactivation reaction is first order with respect to the concentration of
microorganisms and PAA. That reaction rate takes the form of the m=1 Chick-Watson
relationship:
d [MO]
dt
= kMO [PAA] [MO] (4.2)
Considering the PAA decay to be second order, the concentration of microorganisms with
respect to time in an ideal batch reactor is expected to be:
[MO] (t) = [MO]0 (kPAAt [PAA]0 + 1)
− kMO
kPAA (4.3)
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These reaction rate forms were utilized in this study.
4.4 Results and Discussion
4.4.1 Validity of the Modeling Approximations
In order to accept the modeling approximations, each one needed to be verified. This
verification was performed by comparing the approximate model with a more accurate
model or assumption. The hope was to reduce the computational time and expense without
sacrificing accuracy through these approximations.
The Inlet Concentration Boundary Condition
The inlet boundary condition of the pilot reactor was given to be fully-mixed with respect to
all chemical species. This condition was specified by PeroxyChem. This must be confirmed
to ensure the accuracy of the CFD model. The 35” static mixer was essential to the mixing
upstream of the inlet of the reactor. Without a static mixer, the inlet section does not
generate enough mixing for this assumption to be valid (Figure 4.9).
The inline static mixer was modeled with a set of 5 helically-staggered baﬄes. The
intent was to match the pressure drop of the physical static mixer. These 5 baﬄes ulti-
mately generated only a third of the expected pressure drop. The model results show that
this was sufficient mixing for the concentration assumption to be valid (Figure 4.10). It is
evident in Figure 4.10b and Figure 4.10b that the PAA begins to disperse and mix when
the it interacts with the static mixing baﬄes.The fully-mixed inlet boundary condition was
thus applied to all subsequent CFD simulations of the reactor with confidence.
The baﬄes representing the static mixer generated interesting characteristics of the
flow through the inlet mixing section. The pressures on the vertical cross section fluctuate
spatially due to the helical nature of the baﬄes. The pressure contours can be seen in
Figure 4.11.
The specified conditions of this mixing scenario (flow rates, velocities, etc.) have not
been investigated by any previous literature. The results regarding the inlet mixing section
obtained in this study require further investigation. The large discrepancy between the
injection and main-flow momentums may produce flow instabilities which could change the
composition at the inlet of the serpentine reactor. The results do show that the inline
mixer provides a great deal of mixing which would mitigate heterogeneities in the inlet
of the reactor. For the purposes of the rest of the investigation, the assumption that the
reactor inlet is chemically homogeneous is reasonable.
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(a)
(b)
(c)
Figure 4.9: Concentrations of residual PAA in the inlet mixing section with the static
mixer viewed on a vertical cross-section (a), a 60° counterclockwise offset (b), and a 60°
clockwise offset (c).
The Porous Media Baﬄe Approximation
In order to approximate the baﬄe with a porous disk, such an approximation must be
deemed acceptable. With a physical item such as the baﬄe plate, the model was vali-
dated by comparing the overall effect of the porous media baﬄe on the chemical reactions
throughout the pilot reactor to the effect of the fully-modeled baﬄe.
In accordance with the porous media parameters required by the model, the porosity
and permeability must be calculated to in order to properly represent the physical system
being modeled. The porosity, φ, was determined considering the existence of the 72 baﬄe
holes. Each baﬄe hole was 1/2” in diameter. The effective porosity is thus, 0.1545. Tak-
ing into account the pressure drop calculated by empirical values for orifice plates (20Pa)
and the volumetric flow rate of approximately 25gal/min, the effective permeability of the
baﬄe plate was calculated with eq. 3.24 to be 8.23x10−9m2.
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(a)
(b)
(c)
Figure 4.10: Concentrations of residual PAA in the inlet mixing section with the static
mixer viewed on a vertical cross-section (a), a 60° counterclockwise offset (b), and a 60°
clockwise offset (c).
The microbial kill was compared over the axial length of the serpentine. Simulations
of the serpentine pilot reactor were conducted for scenarios of: no baﬄe, the fully modeled
baﬄe, and the porous-media baﬄe approximation. The resulting analysis of microbial
concentration highlights the effect of the baﬄe on the disinfection (Figure 4.12). The
results show that although the baﬄe does influence the performance of the serpentine, the
ultimate effect is rather small. The log reduction of microbes at the end of the simulated
pilot reactor, 1076 inches downstream of the baﬄe, is only 0.3 logs greater with the baﬄe
added. Furthermore, the microbial kill differed by only about 0.1 logs between the Fully-
Modeled Baﬄe and the Porous Media Baﬄe approximation. Thus, it is concluded that the
porous media baﬄe is an appropriate approximation for the simulation of the serpentine
pilot reactor. The benefits of a porous media baﬄe were obvious while the simulation was
running.
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Figure 4.11: Pressure contours on the vertical cross section of the inlet mixing pipe.
Figure 4.12: Concentration of active microorganisms along the axial length of the serpentine
reactor for various baﬄe configurations.
4.4.2 Mesh-Size Dependency
The accuracy of the solution is, in part, dependent on the mesh of the simulation domain.
While continuum simulations do not have an inherent length scale, the accuracy of the
integration increases with mesh fineness. A mesh which is too coarse (too few simulation
cells) would not have sufficient resolution to calculate an accurate solution. Finer meshes
have more nodal values to solve for, and thus take longer than necessary to converge on
a solution. Mesh-size analysis was conducted to determine an optimal mesh. An optimal
mesh would reliably converge to reasonably accurate results while incurring the least com-
putational cost for such accuracy.
Three meshes were constructed to investigate the necessary mesh size for reasonably
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Table 4.1: Computational performance overview of the 3 different baﬄe models.
Model # of Cells Unstructured Region? Computation Time
w/o Baﬄe 120832 No 1.5 hr
Full Baﬄe 660616 Yes >24 hr
Porous Model 133120 No 5 hr
accurate results. The results of trial simulations were compared. When further refining
the mesh no longer benefited the solution, that mesh was chosen for the study. All meshes
consisted of a cross-section 2D face mesh extruded through the length of the reactor. The
details of the 3 analyzed meshes can be found in Table 4.2.
Table 4.2: Mesh details and trial simulation results for mesh-size dependency analysis.
Model Face Cells Extruded Cells Total Cells Outlet [MO]
Coarse 80 138 11040 1.62× 10−4
Medium 300 400 120000 1.34× 10−4
Fine 1040 575 598000 1.32× 10−4
The results of the mesh analysis shows that while the coarse mesh had significant error
in the output, the meshes of 120000 and 598000 cells produced similar output values. The
coarse mesh was thus far too inaccurate to be included in this study. The optimum fineness
of the mesh was somewhere around the medium mesh. Further increasing the mesh fineness
provided only a slight increase in accuracy.
4.4.3 Validation of the CFD Model Through Tracer Test
Tracer tests are a common gauge of wastewater reactor kinetics. Reactor properties such as
residence time can be determined by performing tracer tests [42]. Such tests are conducted
by injecting a tracer at the inlet of the reactor. A tracer is a chemical that flows without
reacting or decaying for the purpose of investigating its transport through the reactor. A
very common chemical tracer is sodium bromide (NaBr). The tracer is injected for a very
brief period of time, ideally a dirac delta function. Considering the time scales of reactor
flow, with residence times as long as a half hour or more, injections lasting a couple of
seconds are reasonable approximations of a Dirac delta injection. At the outlet of the
reactor, batch test samples are taken to monitor the NaBr concentration at the outlet of
the reactor over time.
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Experimental data was taken on-site at the serpentine reactor with a bromide probe.
However, the bromide concentrations recorded at the eﬄuent reflected less total tracer than
was injected. This was due to a bromide probe calibration error. Subsequently, simulating
the total tracer injection amount would not be accurate. The simulation results needed
to be normalized to the total observed eﬄuent tracer. This was done by numerically inte-
grating the experimental concentration data to determine the total observed tracer. The
simulated tracer results were then scaled to match the total tracer injection of the experi-
ment.
A CFD simulation was performed to compare the model with the hydrodynamics ob-
served in the physical system. For this, a transient simulation was run. Since the NaBr is
inert, it was modeled as a single chemical species without reaction source terms. A time-
dependent inlet tracer concentration was employed to effectively represent the injection of
the tracer. Time steps of ∆t = 0.1s were used for the first 10 seconds of simulation time,
during which, the tracer was injected. Afterwards, time steps of ∆t = 0.5s were utilized.
With the model’s 3D mesh, this was the largest transient time step that would solve.
The inlet tracer concentration was a sharp exponential decay function. A pulse step
function, or rect function was not used since such a drastic, non-differentialble jump in
inlet concentration had the potential to further complicate the convergence of the solution.
The inlet concentration of the tracer was represented by the function: [PAA] (t) = e−100t.
Data from the PeroxyChem tracer experiments was received and processed. Tracer con-
centration data was taken every 10 seconds for 30 minutes or more. Multiple tracer tests
were conducted at various flow rates. The 25gal/min test was emulated with a CFD tracer
simulation. The results of the tracer study comparison are presented in Figure 4.13.
Figure 4.13: Comparison of the experimental and numerical tracer studies for the serpentine
pilot reactor.
The correlation between the experimental data and the simulated tracer study is very
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(c) (d)
Figure 4.14: Progression of tracer concentration at the inlet of the serpentine pilot reactor
at 10ms(a), 50ms(b), 0.25s(c), and 0.5s(d).
good. This confirms that the actual hydrodynamics of the pilot reactor are simulated by
the CFD model rather well. Tracer contours immediately after the injection moment can
be seen in Figure 4.14. Moving forward, this computer model is an accurate representation
of the physical system and may be used to help generate the meta-model.
4.4.4 Computational Fluid Dynamics Results of the Mobile Reactor
The CFD model of the mobile serpentine pilot reactor was run to predict the hydrodynamics
of the physical reactor. The specific hydrodynamic characteristics of the mobile reactor
were modeled. The resulting flow and chemical effects were observed in the simulation
outputs.
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Flow Field Analysis
The flow of wastewater through the reactor is influenced by its geometry. The sharp turns
and baﬄe area played a significant role in the flow field of the reactor simulation. The
center-blocked baﬄe produced recalculation regions near it. These vortices can be seen in
Figure 4.15. The 180° bends of the reactor were comprised of two sharp 90° corners sep-
Figure 4.15: Vectors of the flow through the blocked porous baﬄe at the inlet of the pilot
reactor. Small recirculation regions form near the baﬄe.
arated by a short straight section. Immediately following the first corner, a recirculation
region appeared due to the high inertia of the flow and the sharp bend. The vortices can
be seen in Figure 4.16.
Secondary flows were generated by the sharp turns in the bends. The swirling vortices
provide additional hydrodynamic character to the mobile pilot reactor. The vortices pro-
duced by the sudden change in direction are quickly damped out along the straight lengths
of the reactor. These secondary flows can be seen in Figure 4.17.
Effects of Hydrodynamics on Chemical Concentrations
A common simplification of disinfection systems is a plug flow model. The fluid is approx-
imated to move with a uniform velocity throughout the entire reactor. Hydrodynamics are
ignored in a plug flow model. This can also be effectively explained by making the flowing
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Figure 4.16: Vectors of the flow through the first turn of the serpentine reactor showing
resulting vortices.
fluid inviscid. An individual fluid volume stays together and does not mix with other fluid
volumes over the course of the reactor.
In order to realize the magnitude of the effects of the reactor hydrodynamics, numerical
simulations of the pilot reactor were compared to the mathematical plug flow predictions.
Two extreme reaction scenarios were analyzed and their microorganism concentrations
were compared. A scenario of very low effective microbial inactivation (Figure 4.18a) and
one of very high effective microbial inactivation (Figure 4.18b) were analyzed. The simula-
tion parameters are tabulated in Table 4.3. The hydrodynamics of the reactor affects the
chemical concentrations throughout. The concentration of MO is ultimately affected by
the baﬄe and the turns. Immediately downstream of the baﬄe, the effects of the concen-
tration can be seen in Figure 4.19. The concentration at the center is noticeably lower due
to the recirculating region caused by the blocked center of the baﬄe. This effect damps
out by the end of the first leg of the reactor. The bends of the reactor also affect the
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Table 4.3: The parameters of the disinfection cases simulated for comparison with plug
flow.
Trial Decay kPAA (m
3/kmol − s) Inactivation kMO (m3/kmol − s)
a High 24.46 Low 57.6
b Low 12.23 High 115.2
concentration. Non-linearities in the axial concentration profile are caused by the effect of
the flow by the turns of the reactor (Figure 4.18).
Farther along the serpentine reactor, the concentrations of PAA and MO are not uni-
form on cross-sections of the pipe. This is due to viscous geometric effects. The wastewater
flows at different speeds at different radial positions within the pipe. Since the reaction is
time dependent, wastewater in slower streams of the pipe naturally take longer to achieve a
certain axial distance, and thus are further along in the disinfection process than wastewa-
ter in faster streams. This means that the concentrations of microorganisms and PAA are
lower in the slower streams (near the pipe walls of the reactor) than in the faster streams
(near the center of the reactor pipe). This effect can be seen for case (a) from the plug flow
comparison. This simulation was the extreme low-kill case and had a very high PAA decay
rate (24.46 m3/kmol · s), a very low MO inactivation rate (57.6 m3/kmol · s). Concen-
tration profiles throughout the entire serpentine reactor can be seen in Figure 4.20. The
turns of the serpentine cause the leading flow edge to venture away from the center. The
concentration profiles reflect this shift in the velocity profile.
Chemical Concentration Trends
The CFD trial simulations were performed to build a database for the training of the
metamodels. The input parameters spanned the entire range of the study. The relevant
input parameters for training the models were the PAA decay rate constant (kPAA), the
microbial inactivation rate constant (kMO) and the initial PAA dosage ([PAA]0). Each of
these parameters were simulated for their median value and ±50% of their median value.
The median values were selected from various sources. The initial PAA dose was pre-
scribed by PeroxyChem. A median value of their injection is 2.0 mg/L(1.316x10−4M).
The median microbial inactivation rate was selected from the paper by Kitis [12]. The
first order microbial inactivation rate constant is 107.108 1/M − s. The PAA decay rate
constant was chosen with help from the paper by Yuan et al. [27]. This paper investigated
the decay kinetics of PAA in a laboratory setting. There is also alternate reaction rate
data investigated by Santoro et al. [25]. All combinations of these parameter values were
simulated and Table 4.4 is a list of all the training simulations’ parameters. The full set
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of training data points and simulation results can be seen in Appendix C (Table C.1).
Analysis of this data uncovered trends in the various input parameters’ influence in disin-
fection performance. Such trends provide insight to the effects of each input parameter and
can aid in the development of function-fitted metamodels. They also can act as a check to
ensure the simulation results make physical sense.
From these correlations, the trends of parametric influence were extracted. The con-
centrations (both MO and PAA) are linearly dependent on the PAA decay rate constant
(kPAA), the microbial inactivation constant (kMO), and the PAA dose ([PAA]0). The
concentrations are quadratically dependent on the axial distance (x). See Figure 4.21,
Figure 4.22,
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Table 4.4: List of simulations and their parameters used to train the meta-models.
Trial # kPAA (1/Ms) kMO (1/Ms) [PAA]0 (mg/L)
1 7.3165 107.108 1.0
2 14.633 107.108 1.0
3 21.9495 107.108 1.0
4 7.3165 214.216 1.0
5 14.633 214.216 1.0
6 21.9495 214.216 1.0
7 7.3165 321.324 1.0
8 14.633 321.324 1.0
9 21.9495 321.324 1.0
10 7.3165 107.108 2.0
11 14.633 107.108 2.0
12 21.9495 107.108 2.0
13 7.3165 214.216 2.0
14 14.633 214.216 2.0
15 21.9495 214.216 2.0
16 7.3165 321.324 2.0
17 14.633 321.324 2.0
18 21.9495 321.324 2.0
19 7.3165 107.108 3.0
20 14.633 107.108 3.0
21 21.9495 107.108 3.0
22 7.3165 214.216 3.0
23 14.633 214.216 3.0
24 21.9495 214.216 3.0
25 7.3165 321.324 3.0
26 14.633 321.324 3.0
27 21.9495 321.324 3.0
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(d) (e) (f)
Figure 4.17: Secondary flow vectors around the first turn of the serpentine pilot reactor.
Cross section are immediately before the turn (a), just past the 1st corner (b), halfway
between the 1st and 2nd corner (c), just past the 2nd corner (d), 5” downstream of the
turn (e), and 9” downstream of the turn (f). In all figures, the main fluid flow is coming
out of the page.
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(a) (b)
Figure 4.18: Active microorganism concentrations along the pilot reactor for high decay
and low kill (a) and low decay and high kill (b) compared to their idealized plug flow
predictions.
Figure 4.19: Active microorganism concentrations along the inlet leg of the serpentine
showing the immediate effect of the baﬄe on the disinfection.
(a) (b)
Figure 4.20: Concentrations of active microorganisms (a), and viable PAA (b) throughout
the entire serpentine on the center cross-hatch.
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Figure 4.21: The viable PAA concentrations along the axial length of the serpentine reactor
follow a generally quadratic trend with respect to axial distance.
(a) (b)
Figure 4.22: The concentrations of viable PAA at the eﬄuent follow a generally linear
trend with respect to decay rate (a) and dose (b).
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Figure 4.23: Concentrations of active microorganisms along the axial length of the serpen-
tine for high PAA dose, high microbial inactivation rate, and low PAA decay (Trial 25),
medium PAA decay (Trial 26) and high PAA decay (Trial 27). These trials had the most
complex response to axial distance and can be reasonably approximated with a 2nd-order
polynomial.
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Figure 4.24: The effect of PAA decay rate constant on active MO concentrations at the
eﬄuent appears to be linear.
Figure 4.25: The effect of MO inactivation rate constant on active MO concentrations at
the eﬄuent appears to have a linear trend.
Chapter 5
Artificial Neural Network-Based
Metamodel Development
5.1 Introduction
metamodels are mathematical constructs which approximate and predict the physics of a
class of problems by relatively simple means. metamodels are by nature simpler than full-
scale simulations which directly solve the governing differential equations. For this reason,
they are much easier to use in a field or industrial setting to give a reasonable estimate of
the physical system at hand.
5.2 Model Selection
Various types of metamodels can be produced with varying accuracy and computational
difficulty. Each type of metamodel differs in structure and has its own set of benefits
and shortcomings. linear, least-squares-based models and artificial neural network (ANN)
models were considered for this application. Models were developed with each methodology
and compared to determine the best model for the given needs of this research.
5.2.1 Linear Models
Standard linear metamodels are simple and effective curve fitted models. Much like finding
the line of best fit for a set of data points, these metamodels are constructed by fitting a
predefined functional structure to data sets. In this case, the data sets were obtained by
trial CFD simulations. The functional structure in question is determined though obseva-
tions. Once the functional structures and input parameters are determined, the system is
solved with the method of least squares. The coefficients of the functional values are thus
determined to define the meta model. An example of a least-squares model is a polynomial
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fit:
f(x1, x2, . . .) = a0 + a1x1 + b1x2 + a2x
2
1 + b2x
2
2 + . . . (5.1)
One advantage of such models is their ease of computation. The resulting functional
coefficients are easily computed through simple matrix operations. The metamodel itself
is also easy to work with. A relatively simple functional representation can be easily coded
into a executable program or MATLAB script. Unfortunately, the simplicity of these
models lends themselves to inherent inaccuracies. A simple polynomial fit over multiple
input parameters has a great deal of room for error. Other model structures are often more
accurate, and thus will also be investigated.
5.2.2 Artificial Neural Networks
Artificial Neural Networks are a modeling framework based on the brain structures of
vertibrate animals [43]. Brain cells or neurons are interconnected in the central nervious
system. They pass electrochemical signals through axons to the receptors, called dentrites,
on other neurons. The electrochemical connections between the axon of one neuron and
the dentrite of another is called a synapse (Figure 5.1). Neurons can grow new dendrites
and extend the branches of their axons to create new connections and signal paths.
Figure 5.1: The structure of an animal neuron
lends itself to complex, multilayered informa-
tion processing.(Photo courtesy of Wikipedia
[44])
Neural networks ”learn” much like animal
brains learn. A network with a predeter-
mined structure is trained to sets of target
data. The network’s parameters are then
tuned to provide the best fit, much like a
least-squares fit. This training process can
be repeated multiple times so that new data
and trends may be ”learned” by the net-
work and added to its previously learned
”knowledge”. This is the beauty of artifi-
cial neural networks. They can take in new
data and new information and thus become
stronger predictive models. It is for this
reason they are very effective algorithms
for image processing and face recognition.
The networks are a nonlinear structure of
data flow as seen in Figure 5.2. Each neu-
ron represents a transfer function relating the data inputs to the outputs. The web structure
of these transfer functions gives the network its ability to mimic a great deal of nonlinear
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responses. The general form of the network transfer function is:
Xj = g
(∑
k
ωjkxk
)
(5.2)
Here, g is the activation function of the network. This function is selected carefully and
could be any nonlinear function. A very common activation function is the hyperbolic
tangent. This function is a sigmoid-type function which is defined for all input values and
is limited to the range (−1, 1). This range limitation is important since it clips the output
at very large positive and negative values. The hyperbolic tangent function is represented
by the following arrangement of exponentials:
g(x) = tanh (βx) =
eβx − e−βx
eβx + e−βx
(5.3)
In this form, β is a tunable parameter which controls the steepness of the neuron’s hyper-
bolic tangent transfer function.
5.3 Model Fitting and Evaluation
Figure 5.2: The general structure of Artificial
Neural Networks was inspired by the struc-
ture of neurons in the central nervous sys-
tem of vertebrate animals.(Photo courtesy of
Wikipedia [45])
Various metamodels were constructed and
compared to determine the optimum
model for this study. Each model
was built and trained to the data ob-
tained from the CFD trial simulations.
Weighting criteria were used to iden-
tify the optimum model. The opti-
mum model is one that is not more
complicated or computationally expen-
sive than necessary. Over-complicated
models are also prone to being overfit-
ted.
The overfitting of models may occur
when there are more model parameters to
optimize than the training data will sup-
port. While an overfitted model may hit
the target outputs more accurately, other
outputs within the parametric domain may
have serious irregularities. This makes the model invalid for regions of the parametric
domain. Plots of the metamodel output are useful in determining the ”goodness of fit” of
each metamodel.
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5.3.1 Evaluation Criteria
Goodness of Fit
How well a model fits the training data is apparent in graphs plotting the outputs of
the model against the target points. Visually plotting the data illustrates the how well
the model can represent the data it was trained with. Furthermore, any abnormalities or
nonphysical responses of the model can be highlighted graphically.
The AIC and BIC Information Criteria
There are several ways of evaluating the effectiveness of a metamodel. Criteria such as the
Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) weight the
overall error in the outputs to the number of parameters in the model [46]. The weighting
function for the AIC is:
AIC = N ln (sse) + 2P (5.4)
Here sse is the sum of squared errors. The parameter N represents the number of data
points for which the sse was analyzed. The BIC is similar in structure to the AIC. However,
their parametric weighting functions differ. The BIC is calculated by:
BIC = N ln (sse) + ln (N)P (5.5)
The value P is the number of parameters of the metamodel. This is based on the class of
models chosen for the metamodel and the complexity chosen for that given class of models.
Cross-Validation
Another form of evaluation is the cross-validation. Cross-validation is conducted by parsing
the data into several groups. The metamodel is then trained or fitted to all but one of the
groups. The fitted model is used to predict the target values of the omitted group of data.
This test is repeated for all groups of data. This tests the model structures propensity to
be over-fitted. Cross-validation evaluations were conducted to analyze the artificial neural
networks.
These criteria are expected to trend downward as the model becomes more complex.
However, there is a point where further compicating the model in fact increases these crite-
ria. This point identifies the optimum model complexity. Knowledge of these performance
criteria were used in the selection of the optimum metamodel structure [47].
5.4 Results and Discussion
Results from the 27 trial simulations discussed in Section 4.4.4 were used to train the
metamodels in lieu of experimental data. The simulation parameters are tabulated in
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Table 5.1: Constants and performance metric values for each of the polynomial-fit meta-
models generated for this study.
Parameter MO PAA
0 2.0125 1.0702× 10−5
1 1.0521× 10−2 −2.4352× 10−7
2 −5.3592× 10−3 9.5259× 10−6
3 −0.5169 −1.0436× 10−8
4 −2.2998× 10−3 2.8364× 10−12
5 2.936× 10−7 N/A
R2 0.8210 0.9369
sse 40.817 2.999× 10−10
AIC 713.0188 -1371.4
BIC 732.4693 -1360.7
Table 4.4 and a full list of training data points can be found in Appendix C.
5.4.1 Metamodel Development
Linear-Fit Metamodels
The polynomial forms of the linear-fit metamodels were determined by observation of trends
in the outputs of CFD simulations (see Section 4.4.4). It was determined that, given the
CFD data, it was reasonable to approximate the chemical concentration responses to be
linearly dependent on PAA dose, decay rate constant, and inactivation constant (where
applicable) while quadratically dependent on linear distance. Given that, the general forms
of the metamodels are:
[PAA] (kPAA, [PAA]0 , x) = a0 + a1kPAA + a2 [PAA]0 + a3x+ a4x
2 (5.6a)
[MO] (kPAA, kMO [PAA]0 , x) = b0 + b1kPAA + b2kMO + b3 [PAA]0 + b4x+ b5x
2 (5.6b)
Here the α and β coefficients are the model constants which are fitted to the training data
using the method of least-squares. A code was written in MATLAB to optimize these
model parameters given the CFD simulation data. The resulting metamodel constants are
listed in Table 5.1.
ANN-Based Metamodels
Artificial neural networks were trained with the CFD data to build the metamodels. The
data and target outputs were used to find the optimum values of the network parameters.
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Matlab was used to build the ANN environment and train the networks. Random initial
values for the parameters were assigned and the ANNs were optimized with the Levenberg-
Marquardt (Damped Least Squares) minimization algorithm. This algorithm is effective
in optimization routines, but is prone to finding local minima. Networks with 1 to 10
hidden neurons were trained. The training process was as follows. For each number of
neurons, a network was trained and its sse was recorded. The training algorithm was
then performed 10 additional times (with different random initial values). If at any point
a network achieved a lower sse than the first network, that network became the new
standard and the training algorithm made 10 additional attempts to best it. When a
network outperformed 10 consecutive attempts, it was deemed the best possible network
(within a reasonable computational effort). The algorithm can be visualized in Figure 5.3.
Figure 5.3: Flow chart of the ANN training algorithm which searches for the best possible
ANN.
In the ANN metamodels utilized in this study, the number of parameters is directly
related to the number of neurons. The relevant parameters are the weights and biases
of the network. For each input neuron, there is an input weight for each hidden neuron.
There is an additional output weight linking each hidden neuron to each output neuron.
Individual biases are applied to each hidden neuron and output neuron, making he total
number of parameters:
WEIGHTS = (INPUTS + OUTPUTS)×HIDDEN NEURONS (5.7a)
BIASES = HIDDEN NEURONS + OUTPUTS (5.7b)
P = WEIGHTS + BIASES (5.7c)
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5.4.2 Optimum Model Selection
Goodness of Fit
How well a model fits the training data is apparent in graphs plotting the outputs of
the model against the target points. Such plots were generated for all models developed.
The linear-fitted models (Figure 5.4 and Figure 5.5) are overall much less accurate than
the multi-neuron networks. This is due to the overall complexity (or lack thereof) of the
models.
Neural networks with large numbers of neurons exhibit inconsistencies in their output
Figure 5.4: The least squares-fit second order polynomial metamodel for active MO con-
centration plotted against the training CFD data.
functions between training data points. This results in a model that is obviously unreliable
for regions of the parametric domain space. This is an unwanted consequence and thus,
without more training data, this model is less-than-optimum. The 10-neuron networks
were drastically overfit (Figure 5.6 and Figure 5.7).
The AIC and BIC
The AIC and BIC were calculated for each of the artificial neural network structures de-
veloped. It was intended to provide insight on the advantages of higher-complexity neural
network models. The point where the AIC or BIC starts increasing indicates when further
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Figure 5.5: The least squares-fit second order polynomial metamodel for PAA concentration
plotted against the training CFD data.
complicating the ANN provides insufficient benefit.
The AIC and BIC were calculated for all ANN metamodels developed for both PAA and
MO concentrations. ANN models consisting of 1-10 neurons were trained and analyzed.
The AIC and BIC were analyzed and can be seen in Figure 5.8 and tabulated in Table 5.2.
The AIC did not select an optimum network for either the PAA or MO. However, the
BIC selected the 5-neuron MO and the 8-neuron PAA network as optimal network models.
Further inspection of the 8-neuron network shows nonphysical responses indicative of over-
fitting. The outputs of the 8-neuron PAA network can be found in Appendix B. These
over-fit metamodels predict the training data points very accurately, but in areas between
the points, they exhibit responses that are clearly incorrect. Over-fitting can be clearly
seen in the outputs of the 10-neuron MO (Figure 5.6) and PAA (Figure 5.7) ANNs. Thus,
it is reasonable to conclude that these criteria are not useful at determining over-fitting.
They may also not be useful criteria for analyzing ANNs in general. Graphical outputs of
networks of all neuron-counts can be found in Appendix B.
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Figure 5.6: The 10-neuron artificial neural network metamodel for MO concentration was
overfitted.
Cross-Validation
The cross validation of the networks was performed. The data was divided into 7 groups,
one for each distance location. The cross-validation analysis was then performed for all
neural network models. The sum of squared errors (sse) was analyzed for the output of
the trained network and the target values of the omitted data group. The total see for
each model was plotted against the number of neurons of the model in Figure 5.9 and was
tabulated in Table 5.2. The 5-neuron networks for both MO and PAA were optimal by this
metric. Their graphical outputs are shown in Figure 5.10 and Figure 5.11, respectively.
5.4.3 Model Validation
The optimum metamodel was validated to confirm its effectiveness in predicting the con-
centrations of PAA and MO. Random values were generated for the input parameters. A
random number generator produced numbers between 0.5 and 1.5 (representing ±50%).
These random numbers were multiplied by the median values of the three input parameters
to obtain the parameters for 12 validation tests. Thus, all parameters for all tests were
within the training parametric range. Computer simulations of these random parameters
were conducted. These inputs were fed into the metamodel and the outputs were com-
pared to the target concentration data, which was extracted from the CFD simulations.
CHAPTER 5. ANN-BASED METAMODEL DEVELOPMENT 69
Figure 5.7: The 10-neuron artificial neural network metamodel for PAA concentration was
overfitted.
The CFD data and metamodel outputs were compared for 7 axial distances (x) along the
pilot reactor. The test parameters and the resulting errors are tabulated in Table 5.3.
The outputs of the trained neural networks were plotted against the random trials data
generated by the CFD simulations. The MO network outputs are shown in Figure 5.12
and the PAA network outputs are shown in Figure 5.13.
5.4.4 Recommended Metamodel
Through analysis and validation, the recommended metamodel for this specific application
is the 5-neuron ANN-based metamodel. This form is recommended for prediction of both
PAA and microorganism concentration. The mathematical forms of the selected metamod-
els were saved as MATLAB functions. These functional metamodels take an input vector
of reaction kinetics (kPAA, kMO), initial dose ([PAA]0) and position along the reactor (x).
The metamodels output the concentrations of PAA and microorganisms. The codes for
the selected metamodels are found in Appendix A.
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Table 5.2: The AIC, BIC and cross-validation analysis results for ANN selection. First
minimum values are in bold.
Neurons Parameters
AIC BIC Cross-Validation
MO PAA MO PAA MO PAA
1 7 444.28 -3986.4 466.97 -3963.7 15.477 8.11E-10
2 13 184.88 -4288.9 227.02 -4246.7 2.4402 2.20E-10
3 19 -45.776 -4851.7 15.817 -4790.1 0.90156 9.50E-12
4 25 -310.28 -5190.3 -229.24 -5109.2 0.35223 2.70E-12
5 31 -511.12 -5306.8 -410.63 -5206.3 0.15029 1.89E-12
6 37 -530.55 -5393.0 -410.61 -5273.1 0.20408 2.06E-12
7 43 -660.97 -5663.4 -521.57 -5524.0 N/A
8 49 -726.71 -5887.6 -567.87 -5728.7 N/A
9 55 -776.90 -5903.5 -598.60 -5725.2 N/A
10 61 -913.98 -6282.9 -716.23 -6085.2 N/A
Table 5.3: Simulations conducted to validate the 5-neuron metamodel and the error of the
metamodel prediction.
Trial # kPAA (1/Ms) kMO (1/Ms) [PAA]0(mg/L) MO sse PAA sse (10
−13)
1 20.57 211.08 2.515 0.0162 3.82
2 9.174 278.54 2.486 0.0158 3.07
3 20.68 137.50 1.784 0.00769 2.59
4 16.56 197.45 2.311 0.00823 2.84
5 8.743 303.27 1.342 0.0143 3.20
6 11.39 276.81 2.412 0.0184 3.51
7 15.31 312.64 1.063 0.0120 4.12
8 21.32 247.57 1.554 0.0225 4.61
9 21.43 114.75 1.092 0.0223 4.13
10 9.622 289.01 1.194 0.0223 4.47
11 21.51 307.18 2.647 0.0218 4.34
12 21.32 252.50 2.390 0.0247 3.88
Training
Average sse: 0.0018 0.171
Data
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(a) (b)
Figure 5.8: Plots of the AIC and BIC information criteria for the MO networks (a) and
the PAA networks (b).
(a) (b)
Figure 5.9: Plots of the cross-validation sum of square errors(SSE) for the active MO
networks (a) and the viable PAA networks (b).
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Figure 5.10: The 5-neuron artificial neural network metamodel for MO concentration was
determined to be the optimum network through cross-validation analysis.
Figure 5.11: The 5-neuron artificial neural network metamodel for PAA concentration was
determined to be the optimum network through cross-validation analysis.
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Figure 5.12: Random inputs validation of the selected active MO neural network meta-
model.
Figure 5.13: Random inputs validation of the selected viable PAA neural network meta-
model.
Chapter 6
Summary, Conclusions, and Future
Research
6.1 Summary and Conclusions
After extensive research, a metamodel was developed and tested for reaction kinetics of a
serpentine pilot reactor. The metamodel was based on an artificial neural network struc-
ture. It was trained with data acquired from CFD simulations. The metamodel was able
to predict with reasonable accuracy the simulated results of randomly selected input pa-
rameters. It can be concluded that this procedure is valid for developing a metamodel for
wastewater disinfection.
To review, the original goals of this research were to:
1. Identify the relevant parameters and their ranges which influence the disinfection of
wastewater with PAA in the serpentine pilot reactor.
2. Develop a reliable computational fluid dynamics (CFD) model of the serpentine pilot
reactor.
3. Perform a parametric study of the relevant parameters with CFD trial simulations.
4. Develop metamodels of various forms and select the optimum model.
5. Verify the metamodel with:
(a) Data from additional CFD trial simulations.
(b) Experimental data from on-site trials.
6. Apply this procedure to a full scale reactor.
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The parameters relevant to this study were the reaction kinetics parameters. They are the
microbial kill rate (kMO), the PAA decay rate, (kPAA), and the initial PAA dose. Without
experimental data, knowledge of the range of reaction kinetics was quite limited. The
reaction rate constants were pulled from the literature. In lieu of experimental knowledge
of the range of the reaction parameters, the literature rate constants were considered to be
the median values and the range was ± 50% of that value.
A 3D CFD model was developed to represent the serpentine pilot reactor. Several ap-
proximations were made in the construction of the model. The baﬄe plate was considered
a porous media. The inlet concentration condition was considered to be uniform and ho-
mogeneous. A numerical tracer test was compared to an experimental tracer test. A good
correlation was observed and thus the CFD model was an acceptable representation of the
physical pilot reactor.
Metamodels of many forms were produced to predict the MO and PAA concentrations.
Polynomial fits and artificial neural networks (ANNs) were trained with the CFD simulation
data. The optimum metamodel was determined to be the 5-neuron ANN through cross-
validation analysis. The information criteria AIC and BIC were not sufficient in detecting
the overfitting of the metamodels.
6.2 Future Research
This research does not conclude the study of wastewater disinfection with peracetic acid.
This metamodel construction technique will be applied to real experimental data. Experi-
mental data will be obtained from on-site runs of the serpentine pilot reactor. By observing
these on-site runs, a range for the input parameters can be determined. Furthermore, other
parameters such as temperature and reaction order may be discovered to play a signifi-
cant role. These trials will generate data that will provide a better picture of the reaction
kinetics involved. The data can be used to more accurately train the metamodel. CFD
simulations can supplement the experimental data to better train the metamodel.
Further research may be conducted to bridge the serpentine pilot reactor metamodel to
a full-scale reactor metamodel. Geometry, flow rate and injection point input parameters
must be included in the metamodel. The ultimate goal is to produce a simple mathematical
model which will predict the optimum PAA injection dose for any wastewater reactor.
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Appendix A
Metamodel Functions
Table A.1: The microorganism 5-neuron metamodel function.
function [Y,Xf,Af] = monet(X,~,~)
%MONET neural network simulation function.
%Generated by Neural Network Toolbox function genFunction,
%26-Aug-2014 20:47:17.
% [Y] = monet(X,~,~) takes these arguments:
% X = 1xTS cell, 1 inputs over TS timsteps
% Each X{1,ts} = 4xQ matrix, input #1 at timestep ts.
% and returns:
% Y = 1xTS cell of 1 outputs over TS timesteps.
% Each Y{1,ts} = 1xQ matrix, output #1 at timestep ts.
% where Q is number of samples (or series) and TS is the number
% of timesteps.
%#ok<*RPMT0>
% ===== NEURAL NETWORK CONSTANTS =====
% Input 1
x1_step1_xoffset = [7.3165;107.108;1;52];
x1_step1_gain = [0.13667737306089;0.00933637076595586;1;
0.00194552529182879];
x1_step1_ymin = -1;
% Layer 1
b1 = [-1.3568273562210473315;-0.59708766275596336648;
1.6994806945884770588; 2.2168794607254715956;
-0.18155086763888977908];
IW1_1 = [-0.020671130807591735906 -0.051208700557818599697
0.81110834658588204515 0.39657097848574085486;
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-0.020416498806325105581 0.2544250887612757861
0.5596446691305457799 0.2933672153529741089;
0.026317820971258624324 -0.33036062945028488169
-0.36067401618493649673 0.53397920063503878652;
0.18308255774119364112 -0.37037249422932255749
-0.63175041772974471765 -0.68356553523004892625;
0.054928740566459063888 -2.1892078407811732532
0.29584699942496367475 -0.8106390617842396118];
% Layer 2
b2 = 1.0812162316359514858;
LW2_1 = [0.96516076154911967233 -1.2879174107012025807
-1.8678008557911285337 1.3916772894500371027
0.054835079164606725932];
% Output 1
y1_step1_ymin = -1;
y1_step1_gain = 0.396438019127459;
y1_step1_xoffset = -5.07688694841607;
% ===== SIMULATION ========
% Format Input Arguments
isCellX = iscell(X);
if ~isCellX, X = {X}; end;
% Dimensions
TS = size(X,2); % timesteps
if ~isempty(X)
Q = size(X{1},2); % samples/series
else
Q = 0;
end
% Allocate Outputs
Y = cell(1,TS);
% Time loop
for ts=1:TS
% Input 1
Xp1 = mapminmax_apply(X{1,ts},x1_step1_gain,x1_step1_xoffset,
x1_step1_ymin);
% Layer 1
a1 = tansig_apply(repmat(b1,1,Q) + IW1_1*Xp1);
% Layer 2
a2 = repmat(b2,1,Q) + LW2_1*a1;
% Output 1
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Y{1,ts} = mapminmax_reverse(a2,y1_step1_gain,y1_step1_xoffset,
y1_step1_ymin);
end
% Final Delay States
Xf = cell(1,0);
Af = cell(2,0);
% Format Output Arguments
if ~isCellX, Y = cell2mat(Y); end
end
% ===== MODULE FUNCTIONS ========
% Map Minimum and Maximum Input Processing Function
function y = mapminmax_apply(x,settings_gain,settings_xoffset,
settings_ymin)
y = bsxfun(@minus,x,settings_xoffset);
y = bsxfun(@times,y,settings_gain);
y = bsxfun(@plus,y,settings_ymin);
end
% Sigmoid Symmetric Transfer Function
function a = tansig_apply(n)
a = 2 ./ (1 + exp(-2*n)) - 1;
end
% Map Minimum and Maximum Output Reverse-Processing Function
function x = mapminmax_reverse(y,settings_gain,settings_xoffset,
settings_ymin)
x = bsxfun(@minus,y,settings_ymin);
x = bsxfun(@rdivide,x,settings_gain);
x = bsxfun(@plus,x,settings_xoffset);
end
X(1, :) = kPAA (1/M −s), X(2, :) = kMO (1/M −s), X(3, :) = [PAA]0 (mg/L), X(4, :) = x
(in).
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Table A.2: The peracetic acid 5-neuron metamodel function.
function [Y,Xf,Af] = paanet(X,~,~)
%PAANET neural network simulation function.
% Generated by Neural Network Toolbox function genFunction,
% 26-Aug-2014 20:50:42.
% [Y] = paanet(X,~,~) takes these arguments:
% X = 1xTS cell, 1 inputs over TS timsteps
% Each X{1,ts} = 4xQ matrix, input #1 at timestep ts.
% and returns:
% Y = 1xTS cell of 1 outputs over TS timesteps.
% Each Y{1,ts} = 1xQ matrix, output #1 at timestep ts.
% where Q is number of samples (or series) and TS is the number
% of timesteps.
%#ok<*RPMT0>
% ===== NEURAL NETWORK CONSTANTS =====
% Input 1
x1_step1_xoffset = [7.3165;107.108;1;52];
x1_step1_gain = [0.13667737306089;0.00933637076595586;1;
0.00194552529182879];
x1_step1_ymin = -1;
% Layer 1
b1 = [0.59490234210951697946;-4.970354630365647175;
0.58729077131544094037;-4.6179276548464551766;
0.53220751189297310635];
IW1_1 = [-0.19370906200016169141 6.4203243074903909365e-06
-0.12499404023613921999 -0.07313315900864655883;
0.20895542569313740877 -9.6531686741131763068e-05
0.36547690702847673849 -0.58302020442455315674;
-0.18718002350994872307 6.1953002159115711807e-06
-0.12081071609391991206 -0.069851367743095804652;
0.38019261635848095038 5.6009557387070979236e-05
-0.35234519841014244612 -0.083055864258273867651;
0.59474645569077555507 -0.00010973925086057019192
-0.088515436571587044479 0.16121261455789276384];
% Layer 2
b2 = 286.76889403045538529;
LW2_1 = [311.04340750173707875 812.5526887920146919
-323.56625437894916786 -531.25363340504134158
-1.5008682567061553126];
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% Output 1
y1_step1_ymin = -1;
y1_step1_gain = 69254.8509457328;
y1_step1_xoffset = 1.000252179e-05;
% ===== SIMULATION ========
% Format Input Arguments
isCellX = iscell(X);
if ~isCellX, X = {X}; end;
% Dimensions
TS = size(X,2); % timesteps
if ~isempty(X)
Q = size(X{1},2); % samples/series
else
Q = 0;
end
% Allocate Outputs
Y = cell(1,TS);
% Time loop
for ts=1:TS
% Input 1
Xp1 = mapminmax_apply(X{1,ts},x1_step1_gain,x1_step1_xoffset,
x1_step1_ymin)
% Layer 1
a1 = tansig_apply(repmat(b1,1,Q) + IW1_1*Xp1);
% Layer 2
a2 = repmat(b2,1,Q) + LW2_1*a1;
% Output 1
Y{1,ts} = mapminmax_reverse(a2,y1_step1_gain,y1_step1_xoffset,
y1_step1_ymin);
end
% Final Delay States
Xf = cell(1,0);
Af = cell(2,0);
% Format Output Arguments
if ~isCellX, Y = cell2mat(Y); end
end
% ===== MODULE FUNCTIONS ========
% Map Minimum and Maximum Input Processing Function
function y = mapminmax_apply(x,settings_gain,settings_xoffset,
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settings_ymin)
y = bsxfun(@minus,x,settings_xoffset);
y = bsxfun(@times,y,settings_gain);
y = bsxfun(@plus,y,settings_ymin);
end
% Sigmoid Symmetric Transfer Function
function a = tansig_apply(n)
a = 2 ./ (1 + exp(-2*n)) - 1;
end
% Map Minimum and Maximum Output Reverse-Processing Function
function x = mapminmax_reverse(y,settings_gain,settings_xoffset,
settings_ymin)
x = bsxfun(@minus,y,settings_ymin);
x = bsxfun(@rdivide,x,settings_gain);
x = bsxfun(@plus,x,settings_xoffset);
end
X(1, :) = kPAA (1/M −s), X(2, :) = kMO (1/M −s), X(3, :) = [PAA]0 (mg/L), X(4, :) = x
(in).
Appendix B
Artificial Neural Network Outputs
B.1 Peracetic Acid ANN Outputs
One Neuron
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Two Neurons
Three Neurons
APPENDIX B. ARTIFICIAL NEURAL NETWORK OUTPUTS 88
Four Neurons
Five Neurons
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Six Neurons
Seven Neurons
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Eight Neurons
Nine Neurons
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Ten Neurons
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B.2 Microorganism ANN Outputs
One Neuron
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Two Neurons
Three Neurons
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Four Neurons
Five Neurons
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Six Neurons
Seven Neurons
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Eight Neurons
Nine Neurons
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Ten Neurons
Appendix C
CFD Data
Table C.1: Raw CFD parametric inputs and extracted concentration data used to train
the metamodels.
kPAA kMO [PAA]0 x (in) log(
[MO]
[MO]0
) [PAA]
7.3165 107.108 1 52 -0.032140612 1.31E-05
7.3165 107.108 1 103 -0.064229809 1.30E-05
7.3165 107.108 1 308 -0.189562034 1.28E-05
7.3165 107.108 1 565 -0.342844817 1.25E-05
7.3165 107.108 1 770 -0.44655215 1.23E-05
7.3165 107.108 1 1027 -0.604236144 1.20E-05
7.3165 107.108 1 1080 -0.634059232 1.19E-05
14.633 107.108 1 52 -0.032051 1.30E-05
14.633 107.108 1 103 -0.063896593 1.29E-05
14.633 107.108 1 308 -0.186773121 1.24E-05
14.633 107.108 1 565 -0.334000103 1.18E-05
14.633 107.108 1 770 -0.431807428 1.15E-05
14.633 107.108 1 1027 -0.577893522 1.10E-05
14.633 107.108 1 1080 -0.605181757 1.09E-05
21.9495 107.108 1 52 -0.031962134 1.30E-05
21.9495 107.108 1 103 -0.063568127 1.28E-05
21.9495 107.108 1 308 -0.184092501 1.21E-05
21.9495 107.108 1 565 -0.325739909 1.13E-05
21.9495 107.108 1 770 -0.418290062 1.08E-05
21.9495 107.108 1 1027 -0.55438425 1.01E-05
21.9495 107.108 1 1080 -0.579536548 1.00E-05
7.3165 214.216 1 52 -0.064031537 1.31E-05
7.3165 214.216 1 103 -0.128113035 1.30E-05
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7.3165 214.216 1 308 -0.377464644 1.28E-05
7.3165 214.216 1 565 -0.682627709 1.25E-05
7.3165 214.216 1 770 -0.889360751 1.23E-05
7.3165 214.216 1 1027 -1.203448383 1.20E-05
7.3165 214.216 1 1080 -1.26283178 1.19E-05
14.633 214.216 1 52 -0.063853286 1.30E-05
14.633 214.216 1 103 -0.127449414 1.29E-05
14.633 214.216 1 308 -0.371950814 1.24E-05
14.633 214.216 1 565 -0.66512321 1.18E-05
14.633 214.216 1 770 -0.86013663 1.15E-05
14.633 214.216 1 1027 -1.151212404 1.10E-05
14.633 214.216 1 1080 -1.205569577 1.09E-05
21.9495 214.216 1 52 -0.063676517 1.30E-05
21.9495 214.216 1 103 -0.126795226 1.28E-05
21.9495 214.216 1 308 -0.366649135 1.21E-05
21.9495 214.216 1 565 -0.648768098 1.13E-05
21.9495 214.216 1 770 -0.833334095 1.08E-05
21.9495 214.216 1 1027 -1.104572781 1.01E-05
21.9495 214.216 1 1080 -1.154691563 1.00E-05
7.3165 321.324 1 52 -0.095682375 1.31E-05
7.3165 321.324 1 103 -0.191661758 1.30E-05
7.3165 321.324 1 308 -0.563827792 1.28E-05
7.3165 321.324 1 565 -1.019561741 1.25E-05
7.3165 321.324 1 770 -1.328670658 1.23E-05
7.3165 321.324 1 1027 -1.797959816 1.20E-05
7.3165 321.324 1 1080 -1.886657623 1.19E-05
14.633 321.324 1 52 -0.095416401 1.30E-05
14.633 321.324 1 103 -0.190670418 1.29E-05
14.633 321.324 1 308 -0.555645601 1.24E-05
14.633 321.324 1 565 -0.993563039 1.18E-05
14.633 321.324 1 770 -1.285207713 1.15E-05
14.633 321.324 1 1027 -1.720239163 1.10E-05
14.633 321.324 1 1080 -1.801458881 1.09E-05
21.9495 321.324 1 52 -0.095152639 1.30E-05
21.9495 321.324 1 103 -0.189693134 1.28E-05
21.9495 321.324 1 308 -0.547775655 1.21E-05
21.9495 321.324 1 565 -0.969261598 1.13E-05
21.9495 321.324 1 770 -1.245331276 1.08E-05
21.9495 321.324 1 1027 -1.650815344 1.01E-05
21.9495 321.324 1 1080 -1.725724899 1.00E-05
7.3165 107.108 2 52 -0.063841522 2.60E-05
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7.3165 107.108 2 103 -0.127422219 2.58E-05
7.3165 107.108 2 308 -0.371829725 2.48E-05
7.3165 107.108 2 565 -0.664819589 2.37E-05
7.3165 107.108 2 770 -0.859670705 2.29E-05
7.3165 107.108 2 1027 -1.150446417 2.19E-05
7.3165 107.108 2 1080 -1.204740117 2.17E-05
14.633 107.108 2 52 -0.063491745 2.58E-05
14.633 107.108 2 103 -0.126131564 2.53E-05
14.633 107.108 2 308 -0.361494612 2.35E-05
14.633 107.108 2 565 -0.633353949 2.15E-05
14.633 107.108 2 770 -0.808525654 2.04E-05
14.633 107.108 2 1027 -1.062454548 1.88E-05
14.633 107.108 2 1080 -1.108945641 1.85E-05
21.9495 107.108 2 52 -0.063145543 2.55E-05
21.9495 107.108 2 103 -0.124868736 2.48E-05
21.9495 107.108 2 308 -0.351838774 2.23E-05
21.9495 107.108 2 565 -0.605385268 1.97E-05
21.9495 107.108 2 770 -0.764432079 1.83E-05
21.9495 107.108 2 1027 -0.989712912 1.65E-05
21.9495 107.108 2 1080 -1.030337971 1.61E-05
7.3165 214.216 2 52 -0.126730443 2.61E-05
7.3165 214.216 2 103 -0.253533177 2.58E-05
7.3165 214.216 2 308 -0.737852175 2.48E-05
7.3165 214.216 2 565 -1.319308622 2.37E-05
7.3165 214.216 2 770 -1.706983006 2.30E-05
7.3165 214.216 2 1027 -2.284920075 2.19E-05
7.3165 214.216 2 1080 -2.392794717 2.17E-05
14.633 214.216 2 52 -0.126033761 2.58E-05
14.633 214.216 2 103 -0.250956382 2.53E-05
14.633 214.216 2 308 -0.717458813 2.35E-05
14.633 214.216 2 565 -1.257093879 2.15E-05
14.633 214.216 2 770 -1.60559985 2.04E-05
14.633 214.216 2 1027 -2.110298956 1.88E-05
14.633 214.216 2 1080 -2.202675247 1.85E-05
21.9495 214.216 2 52 -0.125348481 2.55E-05
21.9495 214.216 2 103 -0.248450608 2.48E-05
21.9495 214.216 2 308 -0.698507183 2.23E-05
21.9495 214.216 2 565 -1.202086522 1.97E-05
21.9495 214.216 2 770 -1.518678386 1.83E-05
21.9495 214.216 2 1027 -1.966749056 1.65E-05
21.9495 214.216 2 1080 -2.047535773 1.61E-05
APPENDIX C. CFD DATA 101
7.3165 321.324 2 52 -0.188729939 2.61E-05
7.3165 321.324 2 103 -0.378396753 2.58E-05
7.3165 321.324 2 308 -1.098646414 2.48E-05
7.3165 321.324 2 565 -1.964192739 2.37E-05
7.3165 321.324 2 770 -2.542447793 2.30E-05
7.3165 321.324 2 1027 -3.403589783 2.19E-05
7.3165 321.324 2 1080 -3.564256873 2.17E-05
14.633 321.324 2 52 -0.187695059 2.58E-05
14.633 321.324 2 103 -0.374560929 2.53E-05
14.633 321.324 2 308 -1.068587059 2.35E-05
14.633 321.324 2 565 -1.87236251 2.15E-05
14.633 321.324 2 770 -2.392504306 2.04E-05
14.633 321.324 2 1027 -3.145116252 1.88E-05
14.633 321.324 2 1080 -3.282831421 1.85E-05
21.9495 321.324 2 52 -0.186677102 2.55E-05
21.9495 321.324 2 103 -0.370830404 2.48E-05
21.9495 321.324 2 308 -1.040628373 2.23E-05
21.9495 321.324 2 565 -1.7910849 1.97E-05
21.9495 321.324 2 770 -2.263823124 1.83E-05
21.9495 321.324 2 1027 -2.932405892 1.65E-05
21.9495 321.324 2 1080 -3.052930869 1.61E-05
7.3165 107.108 3 52 -0.095138464 3.89E-05
7.3165 107.108 3 103 -0.189664972 3.83E-05
7.3165 107.108 3 308 -0.547696901 3.62E-05
7.3165 107.108 3 565 -0.969126747 3.38E-05
7.3165 107.108 3 770 -1.245161538 3.24E-05
7.3165 107.108 3 1027 -1.65059714 3.04E-05
7.3165 107.108 3 1080 -1.725498082 3.00E-05
14.633 107.108 3 52 -0.094360379 3.83E-05
14.633 107.108 3 103 -0.18681502 3.72E-05
14.633 107.108 3 308 -0.525777742 3.34E-05
14.633 107.108 3 565 -0.904756283 2.96E-05
14.633 107.108 3 770 -1.142756671 2.75E-05
14.633 107.108 3 1027 -1.479729869 2.47E-05
14.633 107.108 3 1080 -1.540491094 2.42E-05
21.9495 107.108 3 52 -0.093601102 3.78E-05
21.9495 107.108 3 103 -0.184080185 3.62E-05
21.9495 107.108 3 308 -0.506052103 3.10E-05
21.9495 107.108 3 565 -0.850532246 2.63E-05
21.9495 107.108 3 770 -1.059782253 2.38E-05
21.9495 107.108 3 1027 -1.348202693 2.08E-05
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21.9495 107.108 3 1080 -1.399329035 2.03E-05
7.3165 214.216 3 52 -0.188210355 3.89E-05
7.3165 214.216 3 103 -0.37646537 3.83E-05
7.3165 214.216 3 308 -1.083337679 3.62E-05
7.3165 214.216 3 565 -1.916817997 3.38E-05
7.3165 214.216 3 770 -2.464461243 3.24E-05
7.3165 214.216 3 1027 -3.267646544 3.04E-05
7.3165 214.216 3 1080 -3.415950189 3.00E-05
14.633 214.216 3 52 -0.186677102 3.83E-05
14.633 214.216 3 103 -0.370830404 3.72E-05
14.633 214.216 3 308 -1.040628373 3.34E-05
14.633 214.216 3 565 -1.7910849 2.96E-05
14.633 214.216 3 770 -2.263823124 2.75E-05
14.633 214.216 3 1027 -2.932405892 2.47E-05
14.633 214.216 3 1080 -3.052930869 2.42E-05
21.9495 214.216 3 52 -0.185180861 3.78E-05
21.9495 214.216 3 103 -0.365421694 3.62E-05
21.9495 214.216 3 308 -1.002120855 3.10E-05
21.9495 214.216 3 565 -1.684942444 2.63E-05
21.9495 214.216 3 770 -2.100937652 2.38E-05
21.9495 214.216 3 1027 -2.673819648 2.08E-05
21.9495 214.216 3 1080 -2.775360617 2.03E-05
7.3165 321.324 3 52 -0.279430601 3.89E-05
7.3165 321.324 3 103 -0.560674345 3.83E-05
7.3165 321.324 3 308 -1.609088547 3.62E-05
7.3165 321.324 3 565 -2.846756995 3.38E-05
7.3165 321.324 3 770 -3.66209192 3.24E-05
7.3165 321.324 3 1027 -4.856449119 3.04E-05
7.3165 321.324 3 1080 -5.076886948 3.00E-05
14.633 321.324 3 52 -0.277161801 3.83E-05
14.633 321.324 3 103 -0.552311283 3.72E-05
14.633 321.324 3 308 -1.546404934 3.34E-05
14.633 321.324 3 565 -2.661928495 2.96E-05
14.633 321.324 3 770 -3.366466931 2.75E-05
14.633 321.324 3 1027 -4.361955454 2.47E-05
14.633 321.324 3 1080 -4.541372621 2.42E-05
21.9495 321.324 3 52 -0.274987275 3.78E-05
21.9495 321.324 3 103 -0.544359681 3.62E-05
21.9495 321.324 3 308 -1.490007268 3.10E-05
21.9495 321.324 3 565 -2.505950659 2.63E-05
21.9495 321.324 3 770 -3.12646513 2.39E-05
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21.9495 321.324 3 1027 -3.980346431 2.08E-05
21.9495 321.324 3 1080 -4.131678355 2.03E-05
Table C.2: 5-neuron ANN metamodel parametric inputs and outputted concentration data.
kPAA kMO [PAA]0 x (in) log(
[MO]
[MO]0
) [PAA]
7.3165 107.108 1 52 -2.88E-02 1.31E-05
7.3165 107.108 1 103 -6.28E-02 1.30E-05
7.3165 107.108 1 308 -1.86E-01 1.28E-05
7.3165 107.108 1 565 -3.25E-01 1.25E-05
7.3165 107.108 1 770 -4.40E-01 1.23E-05
7.3165 107.108 1 1027 -6.07E-01 1.19E-05
7.3165 107.108 1 1080 -6.47E-01 1.19E-05
14.633 107.108 1 52 -3.21E-02 1.31E-05
14.633 107.108 1 103 -6.43E-02 1.29E-05
14.633 107.108 1 308 -1.81E-01 1.23E-05
14.633 107.108 1 565 -3.12E-01 1.18E-05
14.633 107.108 1 770 -4.18E-01 1.15E-05
14.633 107.108 1 1027 -5.72E-01 1.10E-05
14.633 107.108 1 1080 -6.08E-01 1.09E-05
21.9495 107.108 1 52 -3.55E-02 1.30E-05
21.9495 107.108 1 103 -6.62E-02 1.28E-05
21.9495 107.108 1 308 -1.77E-01 1.20E-05
21.9495 107.108 1 565 -3.00E-01 1.13E-05
21.9495 107.108 1 770 -4.00E-01 1.08E-05
21.9495 107.108 1 1027 -5.42E-01 1.01E-05
21.9495 107.108 1 1080 -5.76E-01 9.99E-06
7.3165 214.216 1 52 -6.03E-02 1.31E-05
7.3165 214.216 1 103 -1.33E-01 1.30E-05
7.3165 214.216 1 308 -3.99E-01 1.28E-05
7.3165 214.216 1 565 -6.97E-01 1.25E-05
7.3165 214.216 1 770 -9.22E-01 1.23E-05
7.3165 214.216 1 1027 -1.22E+00 1.19E-05
7.3165 214.216 1 1080 -1.28E+00 1.19E-05
14.633 214.216 1 52 -6.05E-02 1.31E-05
14.633 214.216 1 103 -1.29E-01 1.29E-05
14.633 214.216 1 308 -3.85E-01 1.23E-05
14.633 214.216 1 565 -6.69E-01 1.18E-05
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14.633 214.216 1 770 -8.82E-01 1.15E-05
14.633 214.216 1 1027 -1.16E+00 1.10E-05
14.633 214.216 1 1080 -1.22E+00 1.09E-05
21.9495 214.216 1 52 -6.11E-02 1.30E-05
21.9495 214.216 1 103 -1.27E-01 1.28E-05
21.9495 214.216 1 308 -3.71E-01 1.20E-05
21.9495 214.216 1 565 -6.45E-01 1.13E-05
21.9495 214.216 1 770 -8.48E-01 1.08E-05
21.9495 214.216 1 1027 -1.11E+00 1.01E-05
21.9495 214.216 1 1080 -1.16E+00 9.99E-06
7.3165 321.324 1 52 -7.42E-02 1.31E-05
7.3165 321.324 1 103 -1.83E-01 1.30E-05
7.3165 321.324 1 308 -5.76E-01 1.28E-05
7.3165 321.324 1 565 -1.01E+00 1.25E-05
7.3165 321.324 1 770 -1.35E+00 1.23E-05
7.3165 321.324 1 1027 -1.81E+00 1.19E-05
7.3165 321.324 1 1080 -1.92E+00 1.19E-05
14.633 321.324 1 52 -8.73E-02 1.31E-05
14.633 321.324 1 103 -1.91E-01 1.29E-05
14.633 321.324 1 308 -5.65E-01 1.23E-05
14.633 321.324 1 565 -9.72E-01 1.18E-05
14.633 321.324 1 770 -1.29E+00 1.15E-05
14.633 321.324 1 1027 -1.70E+00 1.10E-05
14.633 321.324 1 1080 -1.80E+00 1.09E-05
21.9495 321.324 1 52 -1.01E-01 1.30E-05
21.9495 321.324 1 103 -2.00E-01 1.28E-05
21.9495 321.324 1 308 -5.56E-01 1.20E-05
21.9495 321.324 1 565 -9.42E-01 1.13E-05
21.9495 321.324 1 770 -1.24E+00 1.08E-05
21.9495 321.324 1 1027 -1.62E+00 1.01E-05
21.9495 321.324 1 1080 -1.71E+00 9.99E-06
7.3165 107.108 2 52 -7.49E-02 2.60E-05
7.3165 107.108 2 103 -1.43E-01 2.58E-05
7.3165 107.108 2 308 -3.89E-01 2.48E-05
7.3165 107.108 2 565 -6.59E-01 2.38E-05
7.3165 107.108 2 770 -8.65E-01 2.30E-05
7.3165 107.108 2 1027 -1.14E+00 2.19E-05
7.3165 107.108 2 1080 -1.21E+00 2.17E-05
14.633 107.108 2 52 -7.73E-02 2.58E-05
14.633 107.108 2 103 -1.42E-01 2.53E-05
14.633 107.108 2 308 -3.75E-01 2.34E-05
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14.633 107.108 2 565 -6.27E-01 2.16E-05
14.633 107.108 2 770 -8.17E-01 2.03E-05
14.633 107.108 2 1027 -1.06E+00 1.88E-05
14.633 107.108 2 1080 -1.12E+00 1.85E-05
21.9495 107.108 2 52 -8.05E-02 2.55E-05
21.9495 107.108 2 103 -1.42E-01 2.48E-05
21.9495 107.108 2 308 -3.64E-01 2.22E-05
21.9495 107.108 2 565 -6.01E-01 1.98E-05
21.9495 107.108 2 770 -7.77E-01 1.83E-05
21.9495 107.108 2 1027 -1.00E+00 1.65E-05
21.9495 107.108 2 1080 -1.05E+00 1.61E-05
7.3165 214.216 2 52 -1.20E-01 2.60E-05
7.3165 214.216 2 103 -2.50E-01 2.58E-05
7.3165 214.216 2 308 -7.36E-01 2.48E-05
7.3165 214.216 2 565 -1.29E+00 2.38E-05
7.3165 214.216 2 770 -1.70E+00 2.30E-05
7.3165 214.216 2 1027 -2.24E+00 2.19E-05
7.3165 214.216 2 1080 -2.36E+00 2.17E-05
14.633 214.216 2 52 -1.18E-01 2.58E-05
14.633 214.216 2 103 -2.43E-01 2.53E-05
14.633 214.216 2 308 -7.05E-01 2.34E-05
14.633 214.216 2 565 -1.22E+00 2.16E-05
14.633 214.216 2 770 -1.61E+00 2.03E-05
14.633 214.216 2 1027 -2.09E+00 1.88E-05
14.633 214.216 2 1080 -2.19E+00 1.85E-05
21.9495 214.216 2 52 -1.19E-01 2.55E-05
21.9495 214.216 2 103 -2.38E-01 2.48E-05
21.9495 214.216 2 308 -6.78E-01 2.22E-05
21.9495 214.216 2 565 -1.17E+00 1.98E-05
21.9495 214.216 2 770 -1.53E+00 1.83E-05
21.9495 214.216 2 1027 -1.97E+00 1.65E-05
21.9495 214.216 2 1080 -2.06E+00 1.61E-05
7.3165 321.324 2 52 -1.80E-01 2.60E-05
7.3165 321.324 2 103 -3.81E-01 2.58E-05
7.3165 321.324 2 308 -1.12E+00 2.48E-05
7.3165 321.324 2 565 -1.94E+00 2.38E-05
7.3165 321.324 2 770 -2.56E+00 2.30E-05
7.3165 321.324 2 1027 -3.39E+00 2.19E-05
7.3165 321.324 2 1080 -3.57E+00 2.17E-05
14.633 321.324 2 52 -1.86E-01 2.58E-05
14.633 321.324 2 103 -3.78E-01 2.53E-05
APPENDIX C. CFD DATA 106
14.633 321.324 2 308 -1.08E+00 2.34E-05
14.633 321.324 2 565 -1.85E+00 2.16E-05
14.633 321.324 2 770 -2.41E+00 2.03E-05
14.633 321.324 2 1027 -3.13E+00 1.88E-05
14.633 321.324 2 1080 -3.29E+00 1.85E-05
21.9495 321.324 2 52 -1.97E-01 2.55E-05
21.9495 321.324 2 103 -3.81E-01 2.48E-05
21.9495 321.324 2 308 -1.05E+00 2.22E-05
21.9495 321.324 2 565 -1.78E+00 1.98E-05
21.9495 321.324 2 770 -2.30E+00 1.83E-05
21.9495 321.324 2 1027 -2.94E+00 1.65E-05
21.9495 321.324 2 1080 -3.08E+00 1.61E-05
7.3165 107.108 3 52 -6.28E-02 3.90E-05
7.3165 107.108 3 103 -1.76E-01 3.83E-05
7.3165 107.108 3 308 -5.68E-01 3.61E-05
7.3165 107.108 3 565 -9.62E-01 3.39E-05
7.3165 107.108 3 770 -1.25E+00 3.23E-05
7.3165 107.108 3 1027 -1.66E+00 3.04E-05
7.3165 107.108 3 1080 -1.76E+00 3.00E-05
14.633 107.108 3 52 -6.68E-02 3.83E-05
14.633 107.108 3 103 -1.74E-01 3.72E-05
14.633 107.108 3 308 -5.42E-01 3.34E-05
14.633 107.108 3 565 -8.98E-01 2.98E-05
14.633 107.108 3 770 -1.14E+00 2.74E-05
14.633 107.108 3 1027 -1.47E+00 2.47E-05
14.633 107.108 3 1080 -1.54E+00 2.42E-05
21.9495 107.108 3 52 -7.41E-02 3.78E-05
21.9495 107.108 3 103 -1.76E-01 3.62E-05
21.9495 107.108 3 308 -5.24E-01 3.10E-05
21.9495 107.108 3 565 -8.51E-01 2.64E-05
21.9495 107.108 3 770 -1.06E+00 2.37E-05
21.9495 107.108 3 1027 -1.32E+00 2.08E-05
21.9495 107.108 3 1080 -1.38E+00 2.03E-05
7.3165 214.216 3 52 -1.89E-01 3.90E-05
7.3165 214.216 3 103 -3.89E-01 3.83E-05
7.3165 214.216 3 308 -1.12E+00 3.61E-05
7.3165 214.216 3 565 -1.90E+00 3.39E-05
7.3165 214.216 3 770 -2.48E+00 3.23E-05
7.3165 214.216 3 1027 -3.25E+00 3.04E-05
7.3165 214.216 3 1080 -3.42E+00 3.00E-05
14.633 214.216 3 52 -1.87E-01 3.83E-05
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14.633 214.216 3 103 -3.77E-01 3.72E-05
14.633 214.216 3 308 -1.06E+00 3.34E-05
14.633 214.216 3 565 -1.78E+00 2.98E-05
14.633 214.216 3 770 -2.28E+00 2.74E-05
14.633 214.216 3 1027 -2.92E+00 2.47E-05
14.633 214.216 3 1080 -3.06E+00 2.42E-05
21.9495 214.216 3 52 -1.92E-01 3.77E-05
21.9495 214.216 3 103 -3.74E-01 3.62E-05
21.9495 214.216 3 308 -1.02E+00 3.10E-05
21.9495 214.216 3 565 -1.68E+00 2.64E-05
21.9495 214.216 3 770 -2.13E+00 2.37E-05
21.9495 214.216 3 1027 -2.67E+00 2.08E-05
21.9495 214.216 3 1080 -2.78E+00 2.03E-05
7.3165 321.324 3 52 -2.81E-01 3.90E-05
7.3165 321.324 3 103 -5.67E-01 3.83E-05
7.3165 321.324 3 308 -1.63E+00 3.61E-05
7.3165 321.324 3 565 -2.81E+00 3.39E-05
7.3165 321.324 3 770 -3.70E+00 3.23E-05
7.3165 321.324 3 1027 -4.84E+00 3.04E-05
7.3165 321.324 3 1080 -5.08E+00 3.00E-05
14.633 321.324 3 52 -2.70E-01 3.83E-05
14.633 321.324 3 103 -5.43E-01 3.72E-05
14.633 321.324 3 308 -1.55E+00 3.34E-05
14.633 321.324 3 565 -2.62E+00 2.98E-05
14.633 321.324 3 770 -3.38E+00 2.74E-05
14.633 321.324 3 1027 -4.35E+00 2.47E-05
14.633 321.324 3 1080 -4.57E+00 2.42E-05
21.9495 321.324 3 52 -2.75E-01 3.77E-05
21.9495 321.324 3 103 -5.38E-01 3.62E-05
21.9495 321.324 3 308 -1.49E+00 3.10E-05
21.9495 321.324 3 565 -2.47E+00 2.64E-05
21.9495 321.324 3 770 -3.14E+00 2.37E-05
21.9495 321.324 3 1027 -3.959360853 2.08E-05
21.9495 321.324 3 1080 -4.135872681 2.03E-05
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Appendix E
Metamodel MATLAB Code
E.1 Artificial Neural Network Training Codes
Microbial Kill Network:
load(’simdata.mat’)
l=length(AR);
tol=inf;
sse=1;
for i=4:6
j=0;
g=0;
while j < 10
clearvars mo_net;
mo_net=feedforwardnet(i);
mo_net = configure(mo_net,AR,LOGMO);
%setting all the data to training
mo_net.divideFcn=’dividetrain’;
[mo_net.divideParam.trainInd,mo_net.divideParam.valInd,
mo_net.divideParam.testInd] = dividetrain(l);
mo_net.trainParam.epochs = 500000;
mo_net.trainParam.min_grad = 1e-7;
mo_net=train(mo_net,AR,LOGMO);
genFunction(mo_net,’monet’);
y=monet(AR);
sse=(norm(y-LOGMO))^2;
if sse < tol
tol=sse;
[a,b,~]=AIC(sse,l,4,i,1);
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j=0;
g=g+1;
i
g
tol
a
b
sn=int2str(i);
S=strcat(’monet_’,sn,’.mat’);
save(S);
else
j=j+1;
end
end
if g == 0
g
break
end
end
Peracetic Acid Concentration Network:
load(’simdata.mat’)
l=length(AR);
tol=inf;
sse=1;
for i=4:6
j=0;
g=0;
while j < 10
clearvars paa_net;
paa_net=feedforwardnet(i);
paa_net = configure(paa_net,AR,PAA);
%setting all the data to training
paa_net.divideFcn=’dividetrain’;
[paa_net.divideParam.trainInd,paa_net.divideParam.valInd,
paa_net.divideParam.testInd] = dividetrain(l);
paa_net.trainParam.epochs = 500000;
paa_net.trainParam.min_grad = 1e-17;
paa_net=train(paa_net,AR,PAA);
genFunction(paa_net,’paanet’);
y=paanet(AR);
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sse=(norm(y-PAA))^2;
if sse < tol
tol=sse;
[a,b,~]=AIC(sse,l,4,i,1);
j=0;
g=g+1;
i
g
tol
a
b
sn=int2str(i);
S=strcat(’paanet_’,sn,’.mat’);
save(S);
else
j=j+1;
end
end
if g == 0
g
break
end
end
E.2 Network Evaluation Codes
AIC and BIC function ”AIC.m”
function [aic,bic,p]=AICBIC(sse,cases,inputs,neurons,outputs)
b=neurons+outputs;
iw=neurons*inputs;
p=b+iw+neurons;
aic=cases*log(sse)+2*p;
bic=cases*log(sse)+log(cases)*p;
end
Cross-Validation of the Microbial Kill Network
load(’crossvalid.mat’);
m=6;
ssm=zeros(m,1);
x=(1:m);
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for i=1:m
clear mo_net;
sn=int2str(i);
S=strcat(’monet_’,sn,’.mat’);
load(S);
wb=mo_net;
for k=1:7
mo_net=wb;
i
k
%Setting all the data to training
mo_net.divideFcn=’dividetrain’;
[mo_net.divideParam.trainInd,mo_net.divideParam.valInd,
mo_net.divideParam.testInd] = dividetrain(162);
mo_net.trainParam.epochs = 500000;
mo_net.trainParam.min_grad = 1e-9;
mo_net=train(mo_net,AA{k},LM{k});
genFunction(mo_net,’monet’);
y=monet(BB{k});
ssm(i)=ssm(i)+(norm(y-CLM{k}))^2;
end
end
plot(x,ssm)
Cross-Validation of the Peracetic Acid Network
load(’crossvalid.mat’);
m=6;
ssp=zeros(m,1);
x=(1:m);
for i=1:m
clear paa_net;
sn=int2str(i);
S=strcat(’paanet_’,sn,’.mat’);
load(S);
wb=paa_net;
for k=1:7
paa_net=wb;
i
k
%Setting all the data to training
paa_net.divideFcn=’dividetrain’;
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[paa_net.divideParam.trainInd,paa_net.divideParam.valInd,
paa_net.divideParam.testInd] = dividetrain(162);
paa_net.trainParam.epochs = 500000;
paa_net.trainParam.min_grad = 1e-9;
paa_net=train(paa_net,AA{k},PAA{k});
genFunction(paa_net,’paanet’);
y=paanet(BB{k});
ssp(i)=ssp(i)+(norm(y-CPAA{k}))^2;
end
end
plot(x,ssp)
Network Performance Plots
load(’simdata.mat’);
ml = 2.0125-0.0022998.*AM(:,1)+2.936e-07.*AM(:,1).^2-0.51688.*AM(:,2)+
0.010521.*AM(:,3)-0.0053592.*AM(:,4);
figure(’Name’,’Least Squares MO Fit’)
subplot(3,3,1)
plot(AM(1:7,1),ml(1:7),’k’,AM(1:7,1),LOGMOT(1:7),’*k’,AM(8:14,1),ml(8:14),
’b’,AM(8:14,1),LOGMOT(8:14),’*b’,AM(15:21,1),ml(15:21),’r’,AM(15:21,1),
LOGMOT(15:21),’*r’)
title(’Low Dose, Low Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
legend(’Low PAA Decay’,’’,’Medium PAA Decay’,’’,’High PAA Decay’,’’,’Location’,
’NorthWestOutside’)
subplot(3,3,2)
plot(AM(22:28,1),ml(22:28),’k’,AM(22:28,1),LOGMOT(22:28),’*k’,AM(29:35,1),
ml(29:35),’b’,AM(29:35,1),LOGMOT(29:35),’*b’,AM(36:42,1),ml(36:42),’r’,
AM(36:42,1),LOGMOT(36:42),’*r’)
title(’Low Dose, Medium Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,3)
plot(AM(43:49,1),ml(43:49),’k’,AM(43:49,1),LOGMOT(43:49),’*k’,AM(50:56,1),
ml(50:56),’b’,AM(50:56,1),LOGMOT(50:56),’*b’,AM(57:63,1),ml(57:63),’r’,
AM(57:63,1),LOGMOT(57:63),’*r’)
title(’Low Dose, High Kill’)
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xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,4)
plot(AM(64:70,1),ml(64:70),’k’,AM(64:70,1),LOGMOT(64:70),’*k’,AM(71:77,1),
ml(71:77),’b’,AM(71:77,1),LOGMOT(71:77),’*b’,AM(78:84,1),ml(78:84),’r’,
AM(78:84,1),LOGMOT(78:84),’*r’)
title(’Medium Dose, Low Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,5)
plot(AM(85:91,1),ml(85:91),’k’,AM(85:91,1),LOGMOT(85:91),’*k’,AM(92:98,1),
ml(92:98),’b’,AM(92:98,1),LOGMOT(92:98),’*b’,AM(99:105,1),ml(99:105),
’r’,AM(99:105,1),LOGMOT(99:105),’*r’)
title(’Medium Dose, Medium Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,6)
plot(AM(106:112,1),ml(106:112),’k’,AM(106:112,1),LOGMOT(106:112),’*k’,
AM(113:119,1),ml(113:119),’b’,AM(113:119,1),LOGMOT(113:119),’*b’,
AM(120:126,1),ml(120:126),’r’,AM(120:126,1),LOGMOT(120:126),’*r’)
title(’Medium Dose, High Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,7)
plot(AM(127:133,1),ml(127:133),’k’,AM(127:133,1),LOGMOT(127:133),’*k’,
AM(134:140,1),ml(134:140),’b’,AM(134:140,1),LOGMOT(134:140),’*b’,
AM(141:147,1),ml(141:147),’r’,AM(141:147,1),LOGMOT(141:147),’*r’)
title(’High Dose, Low Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,8)
plot(AM(148:154,1),ml(43:49),’k’,AM(148:154,1),LOGMOT(148:154),’*k’,
AM(155:161,1),ml(155:161),’b’,AM(155:161,1),LOGMOT(155:161),’*b’,
AM(162:168,1),ml(162:168),’r’,AM(162:168,1),LOGMOT(162:168),’*r’)
title(’High Dose, Medium Kill’)
xlabel(’Axial Distance (in)’)
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ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
subplot(3,3,9)
plot(AM(169:175,1),ml(169:175),’k’,AM(169:175,1),LOGMOT(169:175),’*k’,
AM(176:182,1),ml(176:182),’b’,AM(176:182,1),LOGMOT(176:182),’*b’,
AM(183:189,1),ml(183:189),’r’,AM(183:189,1),LOGMOT(183:189),’*r’)
title(’High Dose, High Kill’)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
for i=1:10
p=0;
j=0;
k=0;
clear mo_net;
sn=int2str(i);
S=strcat(’monet_’,sn,’.mat’);
load(S);
genFunction(mo_net,’monet’);
y=monet(AT);
figname=strcat(’MO’,’ ’,sn,’ Neuron’);
figure(’Name’,figname)
for j=1:3
if j==1
dose=’Low’;
elseif j==2
dose=’Medium’;
elseif j==3;
dose=’High’;
end
for k=1:3
p=p+1;
if k==1
kill=’Low’;
elseif k==2
kill=’Medium’;
elseif k==3;
kill=’High’;
end
APPENDIX E. METAMODEL MATLAB CODE 118
x1=312*(p-1)+1;
x2=x1+103;
x3=x2+1;
x4=x3+103;
x5=x4+1;
x6=x5+103;
t1=21*(p-1)+1;
t2=t1+6;
t3=t2+1;
t4=t3+6;
t5=t4+1;
t6=t5+6;
TITLE=strcat(dose,’ Dose, ’,kill,’ Kill’);
subplot(3,3,p)
plot(xs,y(x1:x2),’k’,A(4,1:7),LOGMOT(t1:t2),’*k’,xs,y(x3:x4),’b’,
A(4,1:7),LOGMOT(t3:t4),’*b’,xs,y(x5:x6),’r’,A(4,1:7),
LOGMOT(t5:t6),’*r’)
title(TITLE)
xlabel(’Axial Distance (in)’)
ylabel(’log[MO]’)
axis([0,1100,-5.5,0])
if j==1 && k==1
legend(’Low PAA Decay’,’’,’Medium PAA Decay’,’’,
’High PAA Decay’,’’,’Location’,’NorthWestOutside’)
end
end
end
end
