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Abstract
We consider a rectangular Vandermonde matrix V on Chebyshev nodes. Using combi-
natorial identities, we give an explicit factorization of the matrix V, a factorization of the
pseudo-inverse of V, and prove that the condition number κ2(V ) does not depend on
the dimension of nodes set. We also discuss the numerical properties of the proposed formulas.
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1. Introduction
Chebyshev polynomials of the first kind are defined by
Tn(x) = cos(n arccos(x)), −1  x  1, n = 0, 1, . . . , (1)
and their roots (the so-called Chebyshev points, or nodes) are
xi = cos
[
2i − 1
2n

]
, i = 1, . . . , n. (2)
This paper deals with rectangular Vandermonde matrix
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Vij = xj−1i , i = 1, . . . , n, j = 1, . . . , m, (3)
where we define 00 = 1 and we assume n  m.
This matrix arises in the (discrete) polynomial least squares approximation prob-
lem on Chebyshev points:
min
p
n∑
i=1
(
(p, xi)− yi
)2
, (4)
where (p, xi) is a polynomial of degree m− 1, p = (p0, . . . , pm−1) is the vector
of its coefficients, and yi are the data to be fitted.
Problem (4) can also be formulated as
min
p
∥∥Vp − y∥∥22, (5)
and is solved by p = V †y, where V † = (V TV )−1V T is the Moore–Penrose pseudo-
inverse of V.
Rectangular Vandermonde matrices on general nodes have been considered in [1],
where fast algorithms for the Cholesky factorization of the normal matrix B = V TV
and for the QR factorization of V have been given.
Very recently, in [2], for the case of integer nodes, a Cholesky factorization of the
normal matrix B, a factorization of the pseudo-inverse of V and asymptotic estimates
of the extremal eigenvalues of B have been proposed.
Here we give explicit formulas for a factorization V = HUD, where H is rectan-
gular, U is triangular and D is diagonal. Moreover, we propose a factorization of the
pseudo-inverse V † and also prove that the condition number of V does not depend on
the dimension of the nodes set. This work generalizes some results given in [3] for
the case n = m, which corresponds to the polynomial interpolation problem. As in
[2–4] we obtain the results using combinatorial identities and other arguments from
number theory.
From the practical point of view the proposed formulas give an algorithm that is
fast and accurate. The effect of finite precision arithmetic is investigated by perform-
ing several numerical experiments.
2. Main results
In the sequel, we find a factorization of Vandermonde matrix V in terms of a rect-
angular matrix H, an upper triangular matrix U and a diagonal matrix D. Moreover,
we give a formula for U−1. Throughout the paper, the notations · and · will
denote the “floor” and “ceiling” functions, respectively [5]. Moreover, it is relevant
to introduce the definition of the binomial coefficient for all real numbers r and all
integers k:
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r
k
)
=
∏
1jk
(
r + 1 − j
j
)
, integer k  0,
(
r
k
)
= 0, integer k < 0,
(6)
from which the basic identity(−r
k
)
= (−1)k
(
r + k − 1
k
)
, integer k, (7)
follows immediately.
Proposition 1. The Vandermonde matrix V can be factorized as follows:
V = HUD, (8)
where the entries of the matrix H are
Hi,j = cos
[
(2i − 1)(j − 1)
2n
π
]
, i = 1, . . . , n, j = 1, . . . , m; (9)
the nonzero entries of the upper triangular matrix U are

U2i,2j =
(
2j − 1
j − i
)
, i = 1, . . . , ⌊m2 ⌋ , j = i, . . . , ⌊m2 ⌋ ,
U2i−1,2j−1 =
(
2j − 2
j − i
)
, i = 2, . . . , ⌈m2 ⌉ , j = i, . . . , ⌈m2 ⌉ ,
U1,2j−1 =
(
2j − 3
j − 1
)
, j = 1, . . . , ⌈m2 ⌉ ;
(10)
and the elements of the diagonal matrix D are given by{
Di,i = 12i−2 , i = 2, . . . , m.
D1,1 = 1.
(11)
Moreover, F = HTH is diagonal, and is given by
Fi,j =
{
n, i = j = 1,
1
2nδij , i, j > 1.
(12)
Proof. Let the Vandermonde matrix on Chebyshev nodes be defined by
Vi,j = cos
[
2i − 1
2n

]j−1
, i = 1, . . . , n, j = 1, . . . , m. (13)
First, we consider the even indices entries of (13)
V2i,2j = cos
[
4i − 1
2n

]2j−1
, i = 1, . . . , ⌊n2⌋ , j = 1, . . . , ⌊m2 ⌋ . (14)
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By applying the formula [6]
cos(x)2n−1 = 1
22n−2
n−1∑
k=0
(
2n− 1
k
)
cos
[
(2n− 2k − 1)x],
Eq. (14) becomes
V2i,2j = 122j−2
j∑
k=1
(
2j − 1
j − k
)
cos
[
(2k − 1)(4i − 1)
2n
π
]
,
i = 1, . . . , ⌊n2⌋ , j = 1, . . . , ⌊m2 ⌋ . (15)
It is straightforward to show that the elements, given by (15), can be obtained as
product of the following three matrices:
H 2i,2j = cos
[
(2j − 1)(4i − 1)
2n

]
,
i = 1, . . . , ⌊n2⌋ , j = 1, . . . , ⌊m2 ⌋ , (16)
U2i,2j =
(
2j − 1
j − i
)
, i = 1, . . . , ⌊m2 ⌋ , j = i, . . . , ⌊m2 ⌋ , (17)
D2i,2i = 122i−2 , i = 1, . . . ,
⌊
m
2
⌋
. (18)
Following the same lines and by using formula [6]
cos(x)2n = 1
22n
n−1∑
k=0
2
(
2n
k
)
cos
[
2(n− k)x]+ (2n
n
)
,
the odd indices entries of (13) are obtained by the factorization
H 2i−1,2j−1 = cos
[
(2j − 2)(4i − 3)
2n

]
,
i = 1, . . . , ⌈n2⌉ , j = 1, . . . , ⌈m2 ⌉ , (19)


U2i−1,2j−1 =
(
2j − 2
j − i
)
, i = 2, . . . , ⌈m2 ⌉ , j = i, . . . , ⌈m2 ⌉ ,
U1,2j−1 =
(
2j − 3
j − 1
)
, j = 1, . . . , ⌈m2 ⌉ ;
(20)

D2i−1,2j−1 =
1
22i−3
, i = 2, . . . , ⌈m2 ⌉ ,
D1,1 = 1.
(21)
By inspection we observe that H 2i,2j , H 2i−1,2j−1 and D2i,2j , D2i−1,2j−1 exactly
are the even and odd indices entries of the matrices H and D, respectively.
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Finally, since the following orthogonality conditions hold
n∑
k=1
cos
[
(2k − 1)(i − 1)
2n

]
cos
[
(2k − 1)(j − 1)
2n

]
= 0, i /= j,
as shown in [7, p. 27], one has that
n∑
k=1
cos
[
(2k − 1)(i − 1)
2n

]2
=
{
n, i = 1,
1
2n, i > 1,
which proves (12). 
A further result is the explicit expression of the inverse of U.
Proposition 2. Let Q = U−1. The nonzero entries of Q are given by

Q2i,2j = (−1)i+j 2j − 12i − 1
(
i + j − 2
j − i
)
,
i = 1, . . . , ⌊m2 ⌋ , j = i, . . . , ⌊m2 ⌋ ,
Q2i−1,2j−1 = (−1)i+j j − 1
i − 1
(
i + j − 3
j − i
)
,
i = 2, . . . , ⌈m2 ⌉ , j = i, . . . , ⌈m2 ⌉ ,
Q1,2j−1 = (−1)j+1, j = 1, . . . ,
⌈
m
2
⌉
.
(22)
Proof. By Eqs. (20) and (22), proving the lemma is equivalent to verify the follow-
ing three identities:∑
k
(−1)k+i 2k − 1
2i − 1
(
i + k − 2
k − i
)(
2j − 1
j − k
)
= δi,j , (23)
∑
k
(−1)k+i k − 1
i − 1
(
i + k − 3
k − i
)(
2j − 2
j − k
)
= δi,j (24)
j∑
k=2
(−1)k+1
(
2j − 2
j − k
)
+
(
2j − 3
j − 1
)
= δ1,j . (25)
By inspection and by (7) it is easy to show that
(−1)k+i 2k − 1
2i − 1
(
i + k − 2
k − i
)
=
(
1 − 2i
k − i
)
− 2
( −2i
k − i − 1
)
.
Therefore, identity (23) becomes∑
k
(
1 − 2i
k − i
)(
2j − 1
j − k
)
− 2
∑
k
( −2i
k − i − 1
)(
2j − 1
j − k
)
= δi,j ,
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which, by using the Vandermonde’s convolution formula [5]
∑
k
(
r
k
)(
s
n− k
)
=
(
r + s
n
)
, integer n,
gives (
2j − 2i
j − i
)
− 2
(
2j − 2i − 1
j − i − 1
)
= δi,j ,
that is true by inspection. This proves the identity (23).
Identity (24) can be proved in the same way. As far as identity (25) is concerned,
we note that its l.h.s. can be written as
l.h.s =
j∑
k=1
(−1)k+1
(
2j − 2
j − k
)
+
(
2j − 3
j − 1
)
−
(
2j − 2
j − 1
)
,
and, by a change of variable, we have
l.h.s = (−1)j+1
j−1∑
k=0
(−1)k
(
2j − 2
k
)
+
(
2j − 3
j − 1
)
−
(
2j − 2
j − 1
)
. (26)
Now, by using the following property [5]
∑
qn
(−1)q
(
r
q
)
= (−1)n
(
r − 1
n
)
, integer n  0,
expression (26) becomes
l.h.s = 2
(
2j − 3
j − 1
)
−
(
2j − 2
j − 1
)
,
which, by applying the addition formula [5](
r
k
)
=
(
r − 1
k
)
+
(
r − 1
k − 1
)
, integer n,
is equivalent to
l.h.s =
(
2j − 3
j − 1
)
−
(
2j − 3
j − 2
)
,
that verifies identity (25). 
Remark. Note that both the entries of U (formulas (10)) and those ofU−1 (formulas
(22)) are integer numbers.
From factorization (8) of V and formula (12) the main result immediately follows:
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Theorem 1. The pseudo-inverse of V is factorized as
V † = 1
n
D−1QBHT, (27)
where B = nF−1 is the diagonal matrix such that B1,1 = 1, Bi,i = 2, i = 2, . . . , n.
3. The condition number κ2(V )
Norms and condition numbers of monomial Vandermonde matrices have been
extensively studied by Gautschi [8], Gautschi and Inglese [9] and Tyrtyshnikov [10];
the condition of polynomial like-matrices has been investigated in [11]. For the
monomial square Vandermonde on the Chebyshev points, simple formulas for the
Frobenius condition number have been derived in [3].
In this section, we present a result that enables us to recognize that the condition
number of the Vandermonde matrix V does not depend on the dimension of the nodes
set.
Let Vn,m and Vm,m be the Vandermonde matrices of n×m and m×m dimen-
sions, respectively.
Proposition 3. The condition number of the Vandermonde matrix Vn,m is given by
κ(Vn,m)
2 = ∥∥Vm,m∥∥22
∥∥∥(V Tm,mVm,m)−1∥∥∥2 . (28)
Proof. We start from the definition of condition number [12]
κ(Vn,m)
2 = ∥∥Vn,m∥∥22
∥∥∥(V Tn,mVn,m)−1∥∥∥2 .
The definition of 2-norm of a rectangular matrix, factorization (8) and property (12)
simply allow us to show that∥∥Vn1,m∥∥22∥∥Vn2,m∥∥22 =
n1
n2
, n1, n2  m.
Consequently, imposing n1 = n and n2 = m, we obtain∥∥Vn,m∥∥22 = nm
∥∥Vm,m∥∥22.
Following the same lines, we get∥∥∥(V Tn,mVn,m)−1∥∥∥2 = mn
∥∥∥(V Tm,mVm,m)−1∥∥∥2 ,
which proves the proposition. 
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Table 1
Relative errors for the entries of y within [0, 1]
(m, n) Mean Max
Orth. polyn. Proposed Orth. polyn. Proposed
(2, 40) 5.2 × 10−15 7.2 × 10−15 1.7 × 10−12 2.3 × 10−12
(3, 60) 1.2 × 10−14 1.5 × 10−14 3.6 × 10−11 2.5 × 10−11
(4, 80) 1.3 × 10−14 1.8 × 10−14 3.0 × 10−11 5.8 × 10−11
(5, 100) 8.2 × 10−15 1.4 × 10−14 1.1 × 10−11 2.4 × 10−11
(6, 120) 3.5 × 10−14 8.0 × 10−14 1.8 × 10−10 3.3 × 10−10
(7, 140) 1.8 × 10−14 2.0 × 10−14 5.5 × 10−11 7.8 × 10−11
(8, 160) 3.5 × 10−14 5.0 × 10−14 1.3 × 10−10 2.0 × 10−10
(9, 180) 2.5 × 10−14 1.3 × 10−14 8.0 × 10−11 3.2 × 10−11
(10, 200) 4.7 × 10−14 3.1 × 10−14 1.8 × 10−10 1.1 × 10−10
(2, 80) 5.4 × 10−15 1.1 × 10−14 3.9 × 10−12 3.8 × 10−12
(3, 120) 9.5 × 10−15 2.5 × 10−14 1.7 × 10−11 2.8 × 10−11
(4, 160) 1.7 × 10−14 3.0 × 10−14 5.0 × 10−11 7.0 × 10−11
(5, 200) 8.5 × 10−15 2.5 × 10−14 1.3 × 10−11 2.0 × 10−11
(6, 240) 1.5 × 10−14 3.0 × 10−14 1.9 × 10−11 3.1 × 10−11
(7, 280) 5.8 × 10−14 5.4 × 10−14 1.3 × 10−10 1.5 × 10−11
(8, 320) 1.6 × 10−14 1.6 × 10−14 2.7 × 10−11 1.4 × 10−11
(9, 360) 3.0 × 10−14 2.7 × 10−14 4.8 × 10−11 3.7 × 10−11
(10, 400) 5.5 × 10−14 6.8 × 10−14 9.2 × 10−11 1.1 × 10−10
4. Numerical experiments
We report here some numerical experiments, aimed at investigating the effective-
ness of factorization (27) in solving problem (5).
The proposed method has been implemented in MATLAB [13], and the exact re-
sults have been computed using the Mathematica package [14], which allows arbi-
trary precision numbers.
For some values of m and n, we have generated 10 000 vectors y, with entries uni-
formly distributed in [0,1], and have computed the solution p of problem (5) both by
p = D−1(Q(B(HTy)))/n and, for comparison, using the orthogonal polynomials
method [15,16], which is at today the most accurate way to solve this problem [17].
For each pair (y, p) we have computed the maximum componentwise relative
error E. The mean and the maximum of E over 10 000 runs have then been com-
puted, and reported in Table 1. The experiment has been repeated with y uniformly
distributed in [−1, 1]; these results are presented in Table 2.
We see that the accuracy of the solution p = D−1(Q(B(HTy)))/n compares to
that of the orthogonal polynomials methods up to the considered values of m and n.
The main reason is that the entries of D−1, Q and B are integer numbers that can be
stored without rounding.
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Table 2
Relative errors for the entries of y within [−1, 1]
(m, n) Mean Max
Orth. polyn. Proposed Orth. polyn. Proposed
(2, 40) 3.2 × 10−15 3.3 × 10−15 1.2 × 10−12 1.2 × 10−12
(3, 60) 5.1 × 10−15 5.0 × 10−15 1.1 × 10−11 5.6 × 10−12
(4, 80) 5.3 × 10−15 4.9 × 10−15 1.9 × 10−11 1.2 × 10−11
(5, 100) 5.8 × 10−15 5.5 × 10−15 6.2 × 10−12 1.4 × 10−11
(6, 120) 1.2 × 10−14 1.0 × 10−14 1.1 × 10−11 5.1 × 10−12
(7, 140) 2.6 × 10−14 1.7 × 10−14 1.0 × 10−10 5.0 × 10−11
(8, 160) 5.0 × 10−14 2.2 × 10−14 2.2 × 10−10 1.0 × 10−10
(9, 180) 8.6 × 10−14 3.4 × 10−14 3.5 × 10−10 1.4 × 10−10
(10, 200) 2.5 × 10−14 1.5 × 10−14 7.5 × 10−11 6.5 × 10−11
(2, 80) 3.5 × 10−15 3.5 × 10−15 2.5 × 10−12 2.8 × 10−12
(3, 120) 5.5 × 10−15 6.5 × 10−15 9.5 × 10−12 1.2 × 10−11
(4, 160) 2.9 × 10−14 2.2 × 10−14 1.2 × 10−10 9.5 × 10−11
(5, 200) 1.0 × 10−14 1.0 × 10−14 2.6 × 10−11 2.6 × 10−11
(6, 240) 1.4 × 10−14 1.6 × 10−14 2.9 × 10−12 2.9 × 10−11
(7, 280) 9.7 × 10−15 7.2 × 10−15 7.9 × 10−12 7.2 × 10−12
(8, 320) 2.7 × 10−14 1.6 × 10−14 5.1 × 10−11 2.6 × 10−11
(9, 360) 1.8 × 10−14 1.2 × 10−14 2.4 × 10−11 1.7 × 10−11
(10, 400) 2.8 × 10−14 1.8 × 10−14 3.6 × 10−11 2.5 × 10−11
From the computational point of view, the cost of computing Q and H is m2/4
and 3mn, respectively. Thus, solving a single fitting costs m(5n+ 2m) flops, which
is less than the cost of the orthogonal polynomials method, which is 13mn+ 8m2.
If several fittings have to be done on the same points, the proposed formulas
are particularly useful, as the cost of each fitting after the first is 2mn, an order of
magnitude less than that required by the orthogonal polynomials.
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