We present a technique to systematically measure the change in the blurring function of an optical microscope with distance between the source and the coverglass (the depth) and demonstrate its utility in threedimensional (3D) deconvolution. By controlling the axial positions of the microscope stage and an optically trapped bead independently, we can record the 3D blurring function at different depths. We find that the peak intensity collected from a single bead decreases with depth and that the width of the axial, but not the lateral, profile increases with depth. We present simple convolution and deconvolution algorithms that use the full depth-varying point-spread functions and use these to demonstrate a reduction of elongation artifacts in a reconstructed image of a 2 m sphere.
INTRODUCTION
Three-dimensional (3D) deconvolution microscopy is a powerful tool for visualizing complex biological structures. This technique enhances resolution and contrast by using prior knowledge of a microscope's imaging response to estimate the underlying spatial pattern of fluorescent dye that gave rise to a measured image [1] . Practically, the blurring function can either be measured experimentally using sub-diffraction-sized fluorescent particles or calculated using a theoretical representation of the microscope's image forming optics [2] .
The blurring function of a point source of a microscope's imaging optics is, in general, a function of the 3D position of the source in the sample plane. Theoretically, the pointspread function, or PSF, describes the blurring function of a linear and shift invariant (LSI) imaging system [3] . However, in the microscopy literature it has become common to use PSF to describe a microscope's blurring function [4] , and we use the term PSF to refer to a single 3D blurring function for a microscope. In this paper, we address the change in the blurring function with depth below a coverglass, and term this response the depthvarying (DV) point-spread function (DVPSF).
Experimentally measured PSFs often yield the most accurate results due to subtleties in the optical system that are not captured by an idealized theoretical calculation. Specifically, aberrations induced by the objective lens or other elements in the imaging path are not captured by such parameters as the light wavelength, magnification, and numerical aperture of the imaging lens and the index of refraction of the material being probed. For example, spherical aberrations that result from the refractive index mismatch between the objective lens and coupling oil can be severe [5, 6] , especially in systems using highnumerical apertures. Also, the PSF has been measured to vary significantly with coverslip thickness and the refractive index of the sample [7] . These are just some of the complexities that make theoretical generation of the PSF difficult to achieve accurately. For the past half century, a large effort has been undertaken to correct for spherical and other aberrations optically [8] [9] [10] [11] [12] [13] . Modern techniques using absorbing [6] or adaptive optics [14] [15] [16] have been successfully used to reduce many of these effects. However, a perfect, aberration-free imaging system has yet to be demonstrated.
Three-dimensional image deconvolution from a stack of two-dimensional (2D) images is further complicated by several factors. First, axial movement of the sample stage influences the position of the focal plane within the sample because of the index of refraction mismatch between the objective coupling medium, usually oil n ϳ 1.5, and the sample medium, water for biological samples n ϳ 1.3. This effect, termed the focal shift, can result in an axial image elongation of up to two times if not corrected. Corrections for the focal shift have been calculated theoretically and measured experimentally [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
Second, the amount of light collected from a point source decreases with depth because of an axial broadening of the PSF. This is predicted by theoretical calculations that take into account spherical aberrations and the refractive index mismatch at the specimen interface [19, 27, 28] and has been measured using subresolution beads either embedded in an optical cement [7] or fixed to a tilted surface [18] . However, both of these measure-ments use beads placed at random depths to measure this effect. Because the depth is not changed systematically in these experiments, one must interpolate between the measured PSFs to use them for 3D deconvolution [29] . Additionally, the index of an optical cement may not match the index of the final sample to be measured, and the use of different beads at each step may introduce bead-bead variation into the measured response. Motivated by these findings and their potential to reduce 3D deconvolution artifacts, we sought to design a system in which the DVPSF could be measured systematically and quickly with a single bead in any liquid medium.
MATERIALS AND METHODS
Our optical-trapping fluorescence microscope (Fig. 1) is a Nikon TE2000 equipped with epifluroescence imaging and modified to accept a 1064 nm laser (Spectra-Physics). Optical traps are convenient tools for manipulating the 3D position of sub-micrometer-sized objects [30, 31] . Stable trapping of small fluorescent beads has been shown previously [32] [33] [34] . For all measurements reported here the trapping laser output was 300 mW. Axial steering of the laser focus was achieved using a motorized micrometer (Thorlabs) attached to a three-axis translation stage. Laser deflection signals were recorded using a position-sensitive detector (PSD) (Pacific Silicon Sensors) mounted in a plane conjugate to the back aperture of the condenser lens (Fig. 1, L3, PSD) . PSD signals were amplified using custom electronics, antialias filtered, and recorded using a peripheral component interconnect (PCI)-based data acquisition card (National Instruments). The specimen, contained in a flow cell made from a glass slide and coverslip separated by double-stick tape, was mounted on a computer-controlled, three-axis piezo stage with subnanometer positioning accuracy over a 100 m ϫ 100 m ϫ 20 m range (Physik Instrumente). It is worth noting that the same aberrations that affect the blurring function for imaging also degrade the trapping laser focus, causing a reduction in trapping efficiency [35] .
Images were recorded with a charge-coupled device (CCD) camera (QImaging) with 1392ϫ 1040 pixels with physical dimensions of 6.45 m ϫ 6.45 m. We used an infinity-corrected Apo total internal reflection fluorescence (TIRF) 100ϫ / 1.49 NA oil-immersion objective lens with a 5ϫ projection lens. By binning the camera acquisition by a factor of 2 in both lateral dimensions, we achieve an effective pixel size of 42 nmϫ 42 nm within the recorded image. Data acquisition and instrument control was implemented in LABVIEW (National Instruments), and all analysis was performed using custom software written in IGOR PRO (Wavemetrics) and the C programming language. Fourier transforms were implemented using the FFTw subroutine library [36] .
We quantified the focal shift in our optical system by measuring the interference between the forwardscattered laser light and the light reflected between the trapped bead and planar coverglass surface as described by Neuman et al. [22] . Our measured focal shift of 0.71 agrees well with calculations from a purely theoretical model that incorporates diffraction at the interface [17] and yields a value of 0.75 for both the optical trapping wavelength of 1064 nm and the imaging wavelength of 532 nm. Our measurement is complicated by a decrease in the axial trap stiffness with depth [22] . However, we estimate that this correction is less than 3% by measuring the apparent change in the calculated focal shift as a function of depth and by directly measuring the trap stiffness at different depths. Furthermore, the lack of any PSF width increases with depth in the lateral direction (see Section 4) implies that the focal shift in our measurement of the DVPSF is not changing with depth and is approximately the same for the visible and IR light.
We used 170 nm Dragon Green fluorescent calibration beads (Bangs Labs) for the PSF recordings. These beads are of the order of the lateral diffraction-limited size of the imaging system of ϳ180 nm, and as such only approximate point sources. We chose these beads for our initial measurements as a trade-off between their reconstructed image size and their trapping efficiency, which scales as r −3 . Smaller beads require significantly more laser power to trap than the laser output used here and are difficult to detect with the PSD. Furthermore, it is formally possible to deconvolve the measured PSFs assuming a perfect 170 nm spherical source to achieve the true point-blurring function for applications in which the highest possible resolution is required. Here, we focus on demonstrating a reduction of deconvolution artifacts and do not perform this extra step.
To demonstrate the use of deconvolution with our DVPSF, we used 1.90± 0.08 m diameter YG fluorescent beads (Polysciences) adhered to the surface of a coverslip. To reduce the effect of readout noise in the reconstructions, we preconditioned the measured PSFs by thresh- Fig. 1 . Schematic of the optical-trapping deconvolution microscope. Excitation light from a xenon light source is coupled into the microscope via dichroic mirror D2, which reflects the excitation light but transmits the fluorescence emission wavelengths. The optical-trapping laser is injected via dichroic mirror D1, which reflects the IR laser but transmits visible wavelengths. Lenses L1 and L2 are set up in a one-to-one telescope such that L1 images the back aperture of the objective onto L2. Lens L2 is mounted on a three-axis stage with a motorized control along the optical axis, which allows for 3D steering of the optical trap in the object plane (see Section 3). The trapping light is transmitted through the objective and condenser lenses (O, C) and projected onto a position-sensitive detector imaged in the back-aperture of the condenser by lens L3. The specimen is mounted to a threeaxis nanopositioning piezo stage (S).
olding them such that all pixels at or below 3% of the maximum measured intensity were set to zero. Because our DVPSF only contains blurring functions for positions above the surface, i.e., within the sample, we apply the restoration algorithm only to parts of the image that lie above the surface. In our experiments we use the optical trap to measure the position of the surface relative to the objective focal plane to within approximately 20 nm [37] . This procedure yields surface positions that are confirmed by imaging small imperfections on the coverslip surface with differential interference contrast (DIC) microscopy.
MEASUREMENT OF THE DVPSF
By placing one lens of a one-to-one telescope from the laser-beam path in a plane conjugate to the back focal plane of the objective (Fig. 1, L2) we can steer the optical trap in 3D within the object space [31] . Briefly, moving the lens along the microscope optical axis changes the collimation of the laser, which shifts the z position of the laser focus, and hence the trap position, relative to the focal plane of the objective. By moving the piezodriven specimen stage and the optical trap axially, we can control both the axial trap position and the bead-surface separation independently.
We calibrated the imaging system and trap steering using the piezo-driven sample stage, which is calibrated against a National Institute of Standards and Technology (NIST)-traceable standard. By moving a surface-fixed bead laterally we measured the effective size of the CCD pixels to be 42 nmϫ 42 nm within the image. The stage was also used to calibrate the axial movement of the trap in the object space. We moved the stage a known amount and then measured the change in the position of the lens for which a trapped bead came into contact with the coverglass. We found that a millimeter of lens motion moved the optical trap 500 nm axially.
The DVPSF was recorded using a single 170 nm fluorescent trapped calibration bead and the following procedure. To form a PSF we scanned the axial position of the bead relative to the objective focal plane in 100 nm steps and recorded the bead image at each location. To measure the change in the PSF with depth, we scanned the stage position in 100 nm steps from in contact with the bead to approximately 5 m below the trapped bead for each bead position. Because we used the same step increment for the bead and stage movements, we can recombine these images into PSFs from each bead depth (Fig. 2) . In total our procedure records 2000 images, which are then reconstructed into 50 PSF image stacks that are each 40 planes high. This procedure, which is fully automated by computer, takes approximately 3 min for a 75 ms camera exposure in each frame.
Even with careful alignment of the three-axis lens stage relative to the optical axis of the microscope, we measured the residual X -Z and Y -Z position cross talk to be 3.2% and 7.8%, respectively. This mixing results in a tilting of each 3D PSF within the full DVPSF because we use the lens to move the bead relative to the imaging focal plane. PSFs centered at each depth were therefore corrected for this cross talk by shifting successive z planes in a direction opposite the measured tilt before use with deconvolution.
FEATURES OF THE DVPSF
Our systematically measured DVPSF exhibits similar features to those reported previously. In overall shape, the PSF changes from a fairly symmetric axial shape, resembling an "X," to an asymmetric, upright "Y" shape (Fig. 2) . PSF images are displayed using a nonlinear logarithm scaling, which enhances the low-amplitude portions of the image (␣ was set to 500, for a full description see McNally et al. [7] , p. 1058). This change in shape has been observed in several previous measurements of beads placed at different depths [7] .
Axial and lateral line profiles of the DVPSF (Fig. 3) reveal two main effects of changes in depth. First, the peak intensity of the PSF decreases with depth (Fig. 4) . Over a distance of 3 m we measure a decrease in the peak intensity of the PSF of more than 40%. A similar decrease was observed by Diaspro et al. [18] and is predicted by theory [19, 27, 28] .
Second, we observe an increase in the width of the PSF in the axial, but not the lateral direction with depth ( Figs.  3 and 5 ). This increase has been reported previously [18] and is predicted by theory [19, 27, 28, 38] . The effect of this increase in axial width on 3D image reconstruction is clear; features deep within the sample will appear dimmer and more blurred. In these measurements the total amount of light collected from the bead does not appear to change with depth. The decrease in peak amplitude is coincident with an increase in the profile width, such that the total collected light remains essentially constant.
CONVOLUTION AND DECONVOLUTION ALGORITHMS
In this section we develop a simple DV convolution algorithm that takes advantage of the fact that our uniformly spaced DVPSF includes a separate blurring function for each plane of intensity. We implement this convolution operation treating each plane of intensity separately and blurring it with the appropriate 3D PSF from the DVPSF set. The source image, s͑x o ͒ where x o = ͑x 0 , y 0 , z 0 ͒ is a 3D point in object space, can be written as the sum over the individual planes of intensity:
where
and Z is the set of all planes in the source image stack. The blurred image, g͑x i ͒ where x i is a 3D point in image space, can then be written as the sum of a series of 3D convolutions:
where h z ͑x͒ is the measured PSF centered at depth z as described in Section 3. For deconvolution, we implemented Jansson's algorithm [39] for use with the convolution procedure described above. Jansson's algorithm constrains the restoration output to be positive gradually without forcing a truncation in the data, thus retaining information that truncating algorithms might lose [40] . For all reconstructions, we used a gain value of 2 [equivalent to the parameter b defined in Crilly [40] , Eq. (7b)], and terminated the reconstruction when the percent change in the output image was less than 0.1% per iteration.
DECONVOLUTION OF A 2 m SPHERE
Using our microscope we took a 3D image stack of a 1.9 m fluorescent bead fixed to the coverglass. Figure 6a shows axial and lateral medial sections of the raw data. The raw fluorescence image appears elongated axially, being pointed on both the bottom and the top. Additionally, interference rings are present in both the axial and lateral sections.
Using this data and our measured DVPSF, we performed two different deconvolution procedures to compare our DV technique with more traditional non-depthvarying algorithms. Figure 6b shows the results of a deconvolution that ran for a total of 229 iterations using a single surface-bound PSF (3D) for all z planes. As has been noted previously [7] , the top of the deconvolved bead image became pointed. Additionally, the interference rings are still present at low amplitudes, and the bright wings of intensity that extend diagonally from the bead remain, especially in the upper portion of the image. Fig. 4 . Intensity of the PSF decreases with depth. The maximum measured intensity for a measured PSF is normalized by the value at the surface. The depth axis has been corrected for the measured focal shift. Figure 6c shows the results of a deconvolution that ran for a total of 284 iterations using the full DVPSF. The DV deconvolution appears more spherical than the 3D deconvolution, lacking the pointed top to the bead image. The interference rings and bright wings have also been eliminated in the resultant image. This is especially apparent at larger depths, where the true PSF is very different from that measured at the surface, which is used in the 3D deconvolution.
The reduction in elongation artifacts is most easily seen in medial-axial line profiles through the middle of each reconstruction (Fig. 7) . While the line profiles from the two methods are similar for depths less than 2 m, the 3D deconvolution contains significant amplitude at depths up to ϳ3 m, whereas the DV line profile reaches an intensity count of 1 at 2.5 m.
DISCUSSION
Using an optical trap we have developed a method for calibrating the full DVPSF of a wide-field fluorescence microscope. By independently controlling the axial position of the microscope sample and an optically trapped calibration bead, we are able to record changes to the PSF systematically with depth. We measure a change in axial symmetry and an axial broadening of the PSF in agreement with previous theoretical and experimental results. We further use this DVPSF to restore the 3D image of a 2 m diameter bead, showing a reduction in deconvolution artifacts present in conventional reconstructions.
While our technique uses an optical trap to systematically localize the calibration bead, one could also use a bead physically attached to a probe such as an atomic force microscope (AFM) tip to achieve a similar result. However, unlike our purely optical approach, a physical probe will interact with both the excitation and emission light, making the interpretation of the measured DVPSF difficult. Another advantage of our all-optical system is that it is easily added onto any existing fluorescence microscope, wide-field or confocal, by introducing a single dichroic mirror (Fig. 1, D1 ) into the existing light path. Existing transoptical and epioptical paths can remain unmodified.
Furthermore, while we used an optical trap to measure the change in PSF with depth, one could also use translations of the optical trap to measure any lateral distortions in the blurring function. This, in principle, would allow the correction of all aberrations present in an image. However, the total amount of time, data, and computational power needed would probably be prohibitive.
In this work we used a fairly simple iterative algorithm to performing the DV image deconvolution for its ease of computation. Preza and Conchello [38] presented a stratum-based convolution model that takes into account a small number of PSFs for different depths and then interpolates between them. Using this algorithm they formulated an expectation-maximization (EM) algorithm to obtain pseudomaximum likelihood (ML) estimates (an EM-ML algorithm) for deconvolution assuming that the PSF is spatially varying weakly such that it is invariant over small regions, similar to algorithms developed for astronomical imaging [41, 42] . However, while their algorithm can be used for a true DV deconvolution using a different PSF for each plane, EM-ML algorithms require many more iterations to reach convergence than simple algorithms such as the one used here. These algorithms typically require the square of the number of iterations needed for Jansson's algorithm. Additionally, Markham and Conchello [43] demonstrated that Jansson's algorithm typically yields reconstructions that are of similar quality to those from EM-ML reconstructions.
It is worth noting that our calibration technique requires the use of a high-power objective with large numerical aperture because of the requirements of a high gradient-to-scattering force ratio needed for stable optical trapping [31] . For very deep specimens, an alternative technique will have to be developed. However, for small biological specimens such as bacteria, our technique is uniquely suited for performing 3D image reconstructions for the purpose of localizing specific fluorescently labeled intracellular structures. 
