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Coupling the Kolmogorov Diffusion:
maximality and efficiency considerations
SAYAN BANERJEE,∗ University of Warwick
WILFRID KENDALL,∗∗ University of Warwick
Abstract
This is a case study concerning the rate at which probabilistic coupling occurs
for nilpotent diffusions. We focus on the simplest case of Kolmogorov diffusion
(Brownian motion together with its time integral or, more generally, together
with a finite number of iterated time integrals). We show that in this case
there can be no Markovian maximal coupling. Indeed, there can be no efficient
Markovian coupling strategy (efficient for all pairs of distinct starting values),
where the notion of efficiency extends the terminology of Burdzy & Kendall
(“Efficient Markovian couplings: examples and counterexamples”, Annals of
Applied Probability, 2000, 10.2, 362–409). Finally, at least in the classical case
of a single time integral, it is not possible to choose a Markovian coupling that
is optimal in the sense of simultaneously minimizing the probability of failing to
couple by time t for all positive t. In recompense for all these negative results,
we exhibit a simple efficient non-Markovian coupling strategy.
Keywords:
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1. Introduction
This paper is written in homage and thanks to our friend and colleague Nick
Bingham, who has always made it his mission to encourage and to spur on younger
colleagues. It is a case-study of probabilistic coupling for a particular simple non-elliptic
diffusion, namely the Kolmogorov diffusion (B,
∫
B dt) (Brownian motion together with
its time integral), studied for example in McKean’s celebrated stochastic oscillator
paper [20]. The work forms part of a long-running programme of study of coupling for
nilpotent diffusions, by which we mean, diffusions with infinitesimal generators of the
form
χ0 +
k∑
i=1
χ2i
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for smooth vectorfields χ0, χ1, χ2, . . . , χk such that the Lie algebra generated by the
vectorfields is nilpotent (iterated Lie brackets of the vectorfields vanish at a sufficiently
high order of iteration), so that consequently the diffusion has smooth positive prob-
ability transition densities. (Note that there is a fully worked out structure theory
for diffusions for which the vectorfields form a nilpotent Lie algebra: see for example
[18, Section 4.9].) As a case-study this work can be usefully compared with the study
[16] of probabilistic coupling for scalar Brownian motion together with local time at
the origin. In this introductory section, we begin by making a careful definition of an
iterated generalization of (B,
∫
B dt), and then introduce some key coupling concepts.
1.1. The Kolmogorov diffusion
The classical two-component Kolmogorov diffusion is obtained by pairing a real
Brownian motion B with its time integral
∫
B dt. The vectorfields in question are
χ0 = x1∂/∂x2 and χ1 = ∂/∂x1, and nilpotence follows from the fact that [χ1, χ0] =
χ2 = ∂/∂x2, and noting that [χ1, χ2] = [χ0, χ2] = 0. The diffusion (B,
∫
B dt) was
studied, for example, by McKean [20] as a simple example of a stochastic oscillator;
see also [1]. Distributional properties have been investigated, for example, in [11,
26, 13], while Lp estimates are studied in [27] when Brownian motion is replaced
by a continuous local martingale. It has arisen in statistical studies: see [2] for an
application to polynomial regression. There are potential applications (for example,
to model relativistic diffusion of photons [3], also to model the motion of a tracer
in fluid flow [12]); however its main interest is as a simple model for a non-elliptic
diffusion. Coupling properties have been studied in [5] and numerically in [12], also
(when supplemented by further iterated time integrals) in [17]; this problem provides
the simplest non-trivial example of a diffusion with nilpotent group symmetries which
admits a Markovian or immersed coupling. Most interest to date has focussed on
the classical two-component Kolmogorov diffusion. Here we follow [17] in considering
coupling for (in the most part) the case of index k (k iterated time integrals), since the
general structure adds clarity to the arguments.
We begin with an explicit definition. Given B, a standard real-valued Brownian
motion (hence begun at 0), we define the standard generalized Kolmogorov diffusion
I˜ = (I˜0, I˜1, . . . , I˜k)
⊤ of index k by the finite recursion
I˜0(t) = B(t) ,
I˜r(t) =
∫ t
0
I˜r−1(s) ds for r = 1, 2, . . . , k . (1)
Thus I˜r is simply the r-fold iterated time-integral of Brownian motion. We shall refer
to the index 1 case as the classical Kolmogorov diffusion, written in column vector
form as (I˜0, I˜1)
⊤ = (B,
∫
B dt)⊤.
Nilpotence for I˜ follows by considering the infinitesimal generator
χ0 +
1
2
χ21
where χ1 = ∂/∂x1 (differentiation in the “Brownian” direction, temporarily deviating
from the indexing convention of (1) for the sake of convenience of exposition) but
χ0 = x1χ2 + x2χ3 + . . . + xk−1χk, where χr = ∂/∂xr. An inductive argument based
on [χr, χ0] = χr+1 (for r = 1, . . . , k − 1) shows that kth-iterated Lie brackets vanish.
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Bearing in mind the form of the law of I˜ (t+s) conditional on Ft = σ{B(u) : u ≤ t},
we define the index k Kolmogorov diffusion I , begun at x = (x0, x1, . . . , xk)
⊤, using
Ir(t) = I˜r(t) + xr + txr−1 +
t2
2
xr−2 + . . .+
tr
r!
x0 . (2)
This definition arises from considering the integral curve of χ0 determined by the initial
values x = (x0, x1, . . . , xk)
⊤ of I at time 0, and using linearity.
The Kolmogorov diffusion is simple enough to allow for explicit calculations, and yet
exhibits interesting properties from the point of view of probabilistic coupling. Much
of the interest of the index k Kolmogorov diffusion I lies in the observation that the
random vector I (t) has a positive continuous density over all Rk+1 for any positive
time t > 0. This is related of course to Ho¨rmander’s hypoellipticity theorem (since I is
indeed a hypoelliptic diffusion), but can be seen much more directly by calculating the
covariance structure of I (t) and noting that the resulting variance-covariance matrix
is non-singular. This computation is carried out in section 2; but first we introduce
some relevant concepts from coupling.
1.2. Maximal couplings
The technique of probabilistic coupling dates back to Doeblin [8]. However Griffeath
[10] was the first to prove a remarkable optimization result: it is possible to construct
a coupling in a maximal way, in the following sense. Given two coupled copies X , X˜ of
a random process, let T be the (random) coupling time, namely T = inf{t > 0 : Xs =
X˜s for all s ≥ t}. Then a given coupling is maximal if it simultaneously minimizes
P [T > t] for all t > 0; in particular P [T > t] is then given by the total variation
distance between the distributions of Xt and X˜t. Thus a maximal coupling occurs at
altogether the fastest possible rate. Griffeath proved the existence of maximal couplings
for discrete-time Markov chains. Pitman [21] gave an elegant explicit construction for
homogeneous discrete-time Markov chains on a countable state-space case (and in fact
his construction generalizes easily), while Goldstein [9] extended the result to general
discrete-time random processes. For further generalizations see, for example, [24].
The notion of coupling contains many subtleties. For example, in general (and in
contrast to the Markovian case described below) the simpler random time inf{t >
0 : Xt = X˜t} may fail to produce a coupling time; this relates to the notion of
faithful coupling [22] (note however that constructions of Pitman type deliver maximal
couplings for which this simpler random time does produce a coupling). We note
in passing that one can relax the definition of coupling to allow for arbitrary time-
shifts: this is the notion of shift-coupling [25]. In general it is hard to produce
explicit constructions of maximal couplings. On the other hand it is much easier to
build Markovian couplings : couplings which jointly produce a Markov process, whose
transition probability kernel has as marginals the transition probability kernels of the
coupled diffusions. There is an important detail here: the marginals must be transition
probability kernels with respect to the natural filtration of the coupled process. A slightly
more general notion of coupling, that of immersed coupling (also called co-adapted
coupling) can be described succinctly and with more clarity: the martingales for the
filtrations of X and X˜ remain martingales for the joint filtration of (X, X˜) [16], so that
the filtrations of X and X˜ are immersed in the joint filtration of X and X˜. However
in the following we will restrict ourselves to consideration of Markovian couplings.
4 S. Banerjee and W.S. Kendall
Note that the above constructions beg the question of whether the coupling time
T can be chosen to be almost-surely finite, in which case the coupling is said to be
successful. In the case of the Kolmogorov diffusion it can be shown that successful
Markovian couplings exist [5, 17]; The extent to which this is the case for a general
nilpotent diffusion is an interesting open question (but see [5, 14, 15, 16]).
Markovian couplings are relatively easy to construct and verify (consider for example
the classic reflection coupling of Brownian motion); however in general they will not be
maximal (the Brownian reflection coupling provides a rare exception). In the case of
driftless Brownian motions on rather general spaces, Kuwada [19] showed that maximal
Markovian couplings only occur in highly symmetrical cases; it is shown in [4] that if
a smooth elliptic diffusion on a Riemannian manifold admits a Markovian maximal
coupling then the manifold must be a space form, the diffusion must be Brownian
motion plus drift, and the drift must arise from a continuous one-parameter group of
symmetries of the space form (possibly augmented by dilations in the Euclidean case).
Thus (at least in the elliptic case) Markovian maximal couplings are very rare.
1.3. Efficient couplings
We have asserted that we should not expect maximal couplings to be readily con-
structable. But for practical purposes it will often suffice to obtain a coupling such
that the probability of failing to couple by time t is comparable (asymptotically in t)
to the probability of failing to couple maximally by t.
Efficient couplings were introduced in [6] for the case of Markov chains in which
there is rapid convergence to a stationary distribution: a coupling is efficient if the
(presumed exponential) rate of coupling from generic initial states equals the (presumed
exponential) rate of convergence to stationarity. Here we generalize to cases where
a stationary distribution need not exist: instead of considering exponential rates of
convergence, we consider the rate of coupling compared to the maximum possible rate.
Definition 1. Let µx,y be a successful coupling of two Markov processesX and Y with
state space S. Suppose that X and y start from distinct points x, y ∈ S respectively,
with coupling time τ , and let dt(x, y) denote the corresponding total variation distance
between their distributions. We call µx,y an efficient coupling if there exists a positive
constant C(x, y) such that
µx,y{τ > t}
dt(x, y)
≤ C(x, y) (3)
for all t > 0 (note that dt(x, y) ≤ µx,y{τ > t} follows from Aldous’ inequality).
We call the family of couplings {µx,y : x, y ∈ S} an efficient coupling strategy if µx,y
is an efficient coupling for every pair of distinct starting points x, y ∈ S.
Note that the constant C(x, y) and the maximal coupling rate may, and often do,
depend on initial conditions. Note also that it is entirely possible for a diffusion to
exhibit efficient couplings from some distinct pairs of starting points, while still failing
to possess an efficient coupling strategy from all possible distinct pairs of starting
points. (Examples can be constructed using diffusions which are ordered pairs of
independent component diffusions, of which the first coordinate is efficient, and the
second inefficient.)
Even when maximal or efficient Markovian couplings do not exist, it is still possible
that there may be a Markovian coupling which is optimal, in the sense of simultaneously
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minimizing P [T > t] for all t > 0 over the class of all Markovian couplings. Such a
coupling exists in the case of simultaneous coupling of Brownian motion and its local
time at zero [16].
1.4. Questions
The purpose of this paper is to address the following questions:
Q1: Is there a maximal Markovian coupling for the generalized Kolmogorov diffusion
I ? The work of [4] is primarily concerned with smooth elliptic diffusions and its
main results do not directly apply.)
Q2: If not, is there an efficient Markovian coupling for the generalized Kolmogorov
diffusion I ?
Q3: Maximal couplings are typically hard to compute. Is there an efficient non-
Markovian coupling for the generalized Kolmogorov diffusion I which is relatively
easy to describe?
We shall also address the question of whether there might be an optimal Markovian
coupling, but only in the case of the classic Kolmogorov diffusion (B,
∫
B dt). We
restrict here to the classic case; indeed in the case of generalized Kolmogorov diffusions
I of index exceeding 2 we know only of implicit and indirect constructions of Markovian
couplings [17], while construction of a successful Markovian coupling at index 2 is direct
but requires a somewhat involved analysis.
Section 1 describes basic coupling concepts and gives an exact definition of the
generalized Kolmogorov diffusion. Section 2 carries out some basic calculations for the
generalized Kolmogorov diffusion, from which is derived the straightforward Theorem
1, which establishes the rate of maximal coupling. Section 3 establishes a sequence
of negative results: for the generalized Kolmogorov diffusion it is not possible to
construct a Markovian maximal coupling (Theorem 2), nor are there any efficient
Markovian coupling strategies (Theorem 3). Moreover, for the classical Kolmogorov
diffusion, Theorem 5 (by way of the analytical Theorem 4 giving coupling rates for the
coupling described in [5]) shows there can be no optimal Markovian strategy (we restrict
here to the classical case of (B,
∫
B dt) to avoid considerable potential complexity).
Section 4 gives a more positive result in the form of Theorem 6; working in the class
of non-Markovian couplings which look ahead only over bounded intervals of time,
this theorem exhibits a simple but efficient non-Markovian coupling strategy. Finally,
Section 5 discusses possible future research directions.
2. Explicit calculations for the Kolmogorov diffusion
The Kolmogorov diffusion is a linear Gaussian diffusion, and therefore permits
explicit calculation. From (2) the Kolmogorov diffusion I (t) of index k, using x as
initial configuration, can usefully be expressed in terms of the standard Kolmogorov
diffusion in vector form:
I (t) = I˜ (t) +H (t) x . (4)
Here the (k + 1) × (k + 1) lower-triangular matrix H (t) can be written as H (t) =
D(t)H D(t−1), where D(t) is the (k + 1) × (k + 1) diagonal matrix with entries 1, t,
6 S. Banerjee and W.S. Kendall
. . . , tk running down the diagonal, and
Ha,b =
{
1
(a−b)! if a ≥ b ,
0 otherwise.
(5)
Note that H (t + s) = H (t)H (s). Note also that detH = 1, so that H and H (t) (for
t > 0) are non-singular matrices.
Consider the Kolmogorov diffusion I˜ of index k and begun at 0. Mathematical
induction establishes the following linear relationship of Volterra integral type:
I˜k(t) =
∫ t
0
(t− s)k−1
(k − 1)! B(s) ds for k > 0 .
Fixing T , and defining F (T − t) = (T − t)k/k! for k > 0, an application of Itoˆ’s formula
to F (T − t)B(t) for standard Brownian motion B shows that
I˜k(T ) =
∫ T
0
(T − t)k
k!
dB(t) .
In fact this holds for all k ≥ 0. Applying L2 isometry for Itoˆ integrals, we find that for
all a, b ≥ 0
E
[
I˜a(T )I˜b(T )
]
=
∫ T
0
(T − t)a
a!
(T − t)b
b!
dt =
(
a+ b
a
)
T a+b+1
(a+ b+ 1)!
.
Thus the variance-covariance matrix V (T ) for I˜ (T ), equivalently I (T ), is given by
V (T ) = T D(T )V D(T ) where
Va,b =
(
a+ b
a
)
1
(a+ b+ 1)!
for a, b ≥ 0 . (6)
Note that V is non-singular: given a vector a of coefficients, the L2-isometry implies
a⊤ V a = Var
[∫ 1
0
n∑
k=0
ak
(1 − t)k
k!
dB(t)
]
=
∫ 1
0
(
n∑
k=0
ak
(1− t)k
k!
)2
dt =
∫ 1
0
(
n∑
k=0
ak
tk
k!
)2
dt ,
and this integral is zero only if the polynomial
∑n
k=0 ak
tk
k! vanishes identically, forcing
a = 0. Thus V is symmetric positive-definite.
Consider the Cholesky decomposition of the symmetric matrix V (unique up to ±
sign, since V is positive-definite). This provides a lower-triangular non-singular matrix
L such that
V = LL⊤ . (7)
Applying (6), (7), and the lower-triangular nature of L, note for future use that the
top row of L can be taken to be (1, 0, . . . , 0). There follows a representation of the
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distribution of I (T ) in terms of a vector W filled with k + 1 independent standard
Brownian motions: for fixed T we obtain
I (T )
D
= D(T )
(
H D(T−1) x +LW (T )
)
. (8)
(Note however that this equality in distribution cannot be translated into a sample-
path equality as T varies.)
Suppose I (1), I (2) are begun at x (1), x (2) respectively. Then (8) can be used to
compute the total variation distance between the Gaussian distributions L
(
I (1)(T )
)
and L
(
I (2)(T )
)
. These Gaussian distributions have the same variance-covariance
matrix, and therefore the total variation distance is given by the following expression,
with z = x (1)− x (2):
distTV
(
L
(
I (1)(T )
)
,L
(
I (2)(T )
))
= P
[
|N(0, 1)| ≤ 1
2
√
T
‖L−1H D(T−1) z ‖
]
≤ ‖L
−1H D(T−1) z ‖√
2πT
. (9)
For large T , the bound and the total variation distance are asymptotically equivalent.
The relationship between coupling, maximal coupling and total variation distance
[10, 21, 9] (in particular Aldous’ inequality) immediately establishes sharp bounds on
the coupling rate for Kolmogorov diffusions, with coupling rate depending on the extent
of agreement between low-index initial conditions.
Theorem 1. (Maximal coupling rate for the generalized Kolmogorov diffusion.) If
I (1), I (2) are coupled copies of the generalized Kolmogorov diffusion begun at x (1), x (2)
respectively, with z0 = . . . = zr−1 = 0 and zr 6= 0 for z = x (1)− x (2), and τ denotes
the coupling time, then
P [τ > T ] ≥ P
[
|N(0, 1)| ≤ 1
2
√
T
‖L−1H D(T−1) z ‖
]
∼ O
(
1
T r+
1
2
)
,
and this sharp lower bound is achieved by a maximal coupling between I (1) and I (2).
Proof. It is classical that the maximal coupling achieves the upper bound provided
by total variation distance [10, 21, 9]. Hence this result follows directly from (9) and
the lower-triangular nature of H and L and hence of L−1H . From (9), P [τ > T ] is
controlled by P
[
|N(0, 1)| ≤ 1
2
√
T
‖L−1H D(T−1) z ‖
]
. But if the first r indices of z
vanish then ‖L−1H D(T−1) z ‖ = O(T−r), and the result follows from the na¨ıve bound√
2
π
ℓ e−ℓ
2/2 ≤ 1√
2π
∫ ℓ
−ℓ
exp
(
−u
2
2
)
du ≤
√
2
π
ℓ .
This has implications for efficient (albeit possibly non-Markovian) coupling strate-
gies for the generalized Kolmogorov diffusion: coupling will occur much faster if the
initial states give the same initial Brownian locations and agree up to the first r−1 ≥ 0
iterated integrals.
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3. Markovian couplings of Kolmogorov diffusions
In this section we consider the rate of coupling for Markovian couplings of Kol-
mogorov diffusions: can Markovian couplings be maximal in this case? or efficient?
or, failing either of these, can there be Markovian maximal couplings of Kolmogorov
diffusions which are optimal in the sense of coupling faster than any other Markovian
couplings? We shall see that the answers to the first two of these questions are negative
for Kolmogorov diffusions of whatever positive index. For the third question we shall
consider only classic (index one) Kolmogorov diffusions, and show that at least in this
case the answer is again negative.
3.1. Markovian Kolmogorov couplings are never maximal
For a very general class of Markov processes, if a Markovian maximal coupling
exists for two copies of such a process started from distinct points, then this coupling
must satisfy some specific properties. Maximal coupling has to occur at the space-time
interface defined by equality of the transition probabilities of the two coupled diffusions.
If in addition the coupling is Markovian, then Varadhan asymptotics show that at a
given time the interface must be of a specific form (a hyperplane, if the diffusive part
of the diffusion is Brownian). Both properties follow from ‘soft’ arguments and do
not depend explicitly on the specific process being considered. This is the content of
Section 1.1 of [4] and the results there can be used to show the following:
Theorem 2. There is no Markovian maximal coupling for the Kolmogorov diffusion
of any positive index, started from any pair of distinct points.
Proof. Consider the implications of the existence of a Markovian maximal coupling
between two index k generalized Kolmogorov diffusions I+ and I−, begun at different
starting points, x+0 and x
−
0 respectively. Suppose that the coupling time is τ .
First consider the case where the last coordinates of x+0 and x
−
0 differ. By linearity,
we may suppose that x+0 + x
−
0 = 0 (the zero vector). By (8), for any fixed t > 0,
I±(t) D= D(t)
(
LW±(t) +H D(t−1) x±0
)
.
Here W± are (k + 1)-dimensional Brownian motions which are coupled (not neces-
sarily in a Markovian manner). The Gaussian distributions of I±(t) have the same
non-singular variance matrix tV (t) = tD(t)V D(t): the corresponding probability
densities agree on a hyperplane H(t; x+0 , x−0 ) which runs through 0 and is orthogonal
to the vector given by the vector expression
(tD(t)V D(t))−1D(t)H D(t−1) z = t−1D(t−1)V−1H D(t−1) z ,
where z = x+0 − x−0 . Note that invertibility of V and H imply that this vector is
non-zero.
It is convenient to scale this vector expression by t1+2k, and so to deduce that the
hyperplane H(t; x+0 , x−0 ) is normal to the vector
(tkD(t−1)) V−1H (tkD(t−1)) z , (10)
where tkD(t−1) is a diagonal (k + 1)× (k + 1) matrix whose diagonal is composed of
tk, tk−1, . . . , t, 1.
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The hyperplaneH(t; x+0 , x−0 ) separates Rk+1 into disjoint half-spaces, one containing
I+(0) and the other containing I−(0). We call the respective half spaces H+(t; x+0 , x−0 )
and H−(t; x+0 , x−0 ). Now the following observations must necessarily hold for a Marko-
vian maximal coupling µ of I± with coupling time τ :
1. Denote the probability densities corresponding to I±(t) by p±t (x
±
0 , ·). Let αt(·) =
p+t (x
+
0 , ·) − p−t (x−0 , ·). Then [4, Lemma 2] states that, for any Borel measurable
set A ∈ Rk+1,
µ{I±(t) ∈ A, τ > t} =
∫
A
α±t (z ) d z
where α+(z ) = max{p+t (x+0 , z ) − p−t (x−0 , z ), 0} and α−(z ) = max{p−t (x−0 , z ) −
p+t (x
+
0 , z ), 0}.
Thus, if coupling has not been successful by time t, then at time t the diffusions
I±(t) must lie on different sides of the hyperplaneH(t; x+0 , x−0 ). Moreover we may
use the Gaussian nature of I±(t) to deduce that under the conditioning τ > t
the support of I+(t) (respectively I−(t)) must be the whole of H+(t; x+0 , x−0 )
(respectively H−(t; x+0 , x−0 )).
2. Let µt denote the joint law of the coupled I
± evaluated at time t. The coupling
is Markovian and maximal, so [4, Lemma 3] shows that for almost every pair
(x+, x−) of distinct points in the support of µt it must be the case that the
forward processes I±(t + ·) must generate a new Markovian maximal coupling
starting from x+ and x− respectively. We will denote the set of such (x+, x−)
by M(µt).
The first observation shows that, for any positive t, s, when conditioned on τ >
t + s, the support of the conditional distribution of I+(t + s) must be the whole
of H+(t + s; x+0 , x−0 ). Adding the second observation, we may deduce that for all
(x+, x−) ∈M(µt), when conditioning on I+(t) = x+ and I−(t) = x−, then the support
of the conditional distribution of I+(t + s) (also given τ > t + s) must be the whole
of H+(s; x+, x−), where H(s; x+, x−) is the hyperplane on which the densities at time
s agree for two generalized Kolmogorov diffusions begun at x+ and x− respectively.
Thus for (x+, x−) ∈M(µt) we must have H+(t+ s; x+0 , x−0 ) = H+(s; x+, x−).
Arguing as above, the common hyperplane must be normal to the vector
(skD(s−1)) V−1H (skD(s−1))(x+− x−)
= (skD(s−1)) V−1 (skD(s−1))× (s−kD(s)) H (skD(s−1))(x+− x−) .
Now consider the limit of this vector as s ↓ 0. We see that (skD(s−1)) V−1 (skD(s−1))
converges to a matrix all of whose entries are zero save for the (k, k) position. Moreover
this entry is that same as the (k, k) entry of V−1: since V is symmetric positive-
definite, it follows that V−1 is also symmetric positive-definite, and therefore its (k, k)
entry must be positive.
On the other hand, consider the lower-triangular matrix (s−kD(s)) H (skD(s−1)).
All off-diagonal entries must tend to zero with s; the on-diagonal entries are not affected
and, by (5), all are equal to 1.
10 S. Banerjee and W.S. Kendall
These facts, along with the assumption that the last coordinate of z is non-zero,
imply that as s ↓ 0 so (skD(s−1)) V−1H (skD(s−1))(x+− x−) converges to a vec-
tor parallel to (0, 0, . . . , 0, 1)⊤, and this vector is non-zero if s > 0. Consequently
H(t; x+0 , x−0 ) is normal to ek = (0, 0, . . . , 0, 1)⊤ for all positive t.
Together with (10), this tells us that, for each t > 0, there is a non-zero scalar λt
such that
(tkD(t−1)) V−1 (tkD(t−1))× (t−kD(t)) H (tkD(t−1)) z = λt ek
or equivalently
(t−kD(t)) H (tkD(t−1)) z = λt(t−kD(t)) V (t−kD(t)) ek . (11)
For any 0 ≤ i ≤ k, (11) yields
i∑
j=0
ti−jHi,jzj = t−k+iVi,kλt . (12)
Putting i = k in (12), we find
λt = V
−1
k,k
k∑
j=0
tk−jHk,jzj .
Substituting this value of λt back into (12), we obtain the following equation:
i∑
j=0
ti−jHi,jzj =
Vi,k
Vk,k
k∑
j=0
ti−jHk,jzj .
Setting i = 0 in the above equation and comparing coefficients of inverse powers of
t, the explicit formulae (5) for H and (6) for V lead to z = 0, and we thus obtain a
contradiction of the initial hypothesis that zk 6= 0.
If the last coordinates of x+0 and x
−
0 agree, then consider the largest j < k such that
I+j (0) 6= I−j (0). Without loss of generality, suppose I+j (0) > I−j (0). Path continuity of
the diffusion shows that there must be T > 0 such that the measure µ{I+j (t)− I−j (t) >
0 for all t ≤ T } must be positive. But
I+k (t)− I−k (t) =
∫ t
0
∫ sk−1
0
· · ·
∫ sj+1
0
(
I+j (sj)− I−j (sj)
)
dsj . . . dsk−1 ,
and therefore µ{I+k (t)− I−k (t) > 0 for all 0 < t ≤ T } > 0.
In particular, µT {I+k (T ) 6= I−k (T )} > 0. Under the hypothesis of existence of a
Markovian maximal coupling starting from x+0 and x
−
0 , and using [4, Lemma 3], we can
find (x+T , x
−
T ) ∈ M(µT ) such that the coupled forward processes (I+k (T + ·), I−k (T + ·))
started from (x+T , x
−
T ) create a Markovian maximal coupling. The previous argument
applied to this coupling then leads to a contradiction.
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3.2. Markovian Kolmogorov couplings are never efficient
As before, let dt(x , y) denote the total variation distance between the laws of
generalized Kolmogorov diffusions (of the same positive index k) started from x and
y respectively. From Theorem 1, if the first coordinates of x and y disagree then
dt(x , y) ∼ t−1/2, while if they agree then dt(x , y) ∼ t−3/2 or even higher powers of t−1
(if further coordinates agree). That is to say, for efficient (possibly non-Markovian)
coupling strategies (see Definition 1), the coupling happens much faster when the scalar
Brownian motions, driving the coupled Kolmogorov diffusions of index k, both start
from the same point. This turns out to be the key observation in proving Theorem 3.
The theorem, on the absence of efficient Markovian coupling strategies, will follow as
a direct corollary of the following lemma.
Lemma 3.1. Let µ be any successful Markovian coupling of Kolmogorov diffusions
starting from distinct points x and y whose first coordinates agree. Let τ denote the
coupling time. Then there are positive constants Cµ, tµ (possibly depending on the
coupling µ) such that, for all t ≥ tµ,
µ{τ > t} ≥ Cµ√
t
. (13)
Proof. Let I (1) and I (2) denote specific Markovian-coupled copies of the generalized
Kolmogorov diffusions starting from x and y (with first coordinates agreeing but second
coordinates disagreeing). This corresponds to a Markovian coupling of the driving
Brownian motions B and B˜. Let Ft = σ{I (1)(s), I (2)(s) : s ≤ t} be the corresponding
σ-algebra of events determined by time t. Consider the possibility that µ{B(t) =
B˜(t)} = 1 for all t. A Fubini argument then shows that
µ{B(t) = B˜(t) for almost every t > 0} = 1 .
By path continuity of Brownian motion, the above would imply that B and B˜ are
synchronously coupled µ-almost surely and hence µ{I (1)(t)−I (2)(t) = x − y for all t >
0} = 1. So a successful Markovian coupling cannot be obtained in this manner. Thus
for a successful Markovian coupling µ there must exist t0 > 0 such that µ{B(t0) 6=
B˜(t0)} > 0. Now, for every t > t0,
µ {τ > t} = Eµ [ Eµ [I(τ > t) | Ft0 ] ] ,
where Eµ represents expectation with respect to the probability measure µ. Introduce
the ordinary Brownian coupling time τ∗ = inf{s > t0 : B(s) = B˜(s)}. Evidently this
happens no later than the Kolmogorov coupling time, so I(τ > t) ≥ I(τ∗ > t). As the
coupling is Markovian, the shifted process
(
(θt0B(s), θt0B˜(s)) : s > 0
)
(when condi-
tioned on Ft0) gives a coupling of Brownian motions starting from (B(t0), B˜(t0)). If
dBrt (x, y) represents the total variation distance between the distributions of Brownian
motions starting from x and y at time t, then we know that for all t > 0 and all x, y
satisfying |x− y| ≤ 2√t,
dBrt (x, y) = P
[
|N(0, 1)| ≤ |x− y|
2
√
t
]
≥ 1√
2πe
|x− y|√
t
.
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There is tµ > t0 such that, for all t ≥ tµ,
Eµ
[
|B(t0)− B˜(t0)| ; |B(t0)− B˜(t0)| ≤ 2
√
t− t0
]
≥
√
2πeCµ ,
where Cµ =
1
2
√
2πe
Eµ|B(t0) − B˜(t0)|. (The left-hand side converges to 2
√
2πeCµ as
t→∞.) Thus, for t ≥ tµ,
Eµ [ Eµ [I(τ > t) | Ft0 ] ] ≥ Eµ [ Eµ [I(τ∗ > t) | Ft0 ] ] ≥ Eµ
[
dBrt−t0(B(t0), B˜(t0))
]
≥ 1√
2πe
Eµ
[
|B(t0)− B˜(t0)|√
t− t0
;
|B(t0)− B˜(t0)|√
t− t0
≤ 2
]
≥ Cµ (t− t0)−1/2 ≥ Cµ t−1/2 ,
which proves the lemma.
Theorem 3. There does not exist any efficient Markovian coupling strategy (in the
sense of Definition 1) for the Kolmogorov diffusion of index k (for k > 0).
Proof. We argue by contradiction. If there is such an efficient Markovian coupling
strategy, then there must exist an efficient Markovian coupling µ of the generalized
Kolmogorov diffusions starting from x and y (with first coordinates agreeing but
second coordinates disagreeing) with coupling time τ . Then, by Lemma 3.1, there
exist positive constants Cµ, tµ such that µ{τ > t} ≥ Cµt−1/2 for all t ≥ tµ.
But, as noted in the discussion preceding Lemma 3.1, since the first coordinates of
x and y agree we have
dt(x , y) ∼ t−3/2 ,
or even faster. Thus efficiency of the coupling strategy (in the sense of Definition 1)
must fail, proving the theorem.
Remark 1. Theorem 3 shows that any Markovian coupling strategy is non-efficient,
in the sense that there exist some pairs of distinct starting points from which it is
impossible to construct efficient couplings. But it does not imply Theorem 2, which
shows non-maximality of Markovian couplings from any pair of distinct starting points.
3.3. Markovian classic Kolmogorov couplings cannot be optimal
To begin with, recall the simplest version of the Markovian coupling for the classic
Kolmogorov diffusion [5, 17]. Write U for the process corresponding to the difference
between the Brownian motions, and V for the difference in the time integrals of the
Brownian motions. We assume U0 = 1 and V0 = 0; generalization to the case of
arbitrary distinct starting points should be clear. We write the coupling probability
measure as µˆ(u,v) when starting values are U0 = u, V0 = v.
We describe the coupling strategy of [5, 17] for µˆ(1,0). When U and V have the same
sign, we apply reflection coupling (so that U evolves as a Brownian motion run at rate
4). Thus the visits of (U, V ) to the axis V = 0 have to occur at isolated instants of
time: between each pair of visits the particle (U, V ) describes a “half-cycle” about the
origin. Over the kth cycle, we actually apply reflection coupling until U hits U = ±2−k
or V = 0, taking the sign ± as the opposite of the sign of U at the start of the half-
cycle. We then apply synchronous coupling till V = 0, so that U is held constant. As
a result, |U | will be no larger than 2−k at the end of the kth half-cycle.
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It is convenient to introduce some notation. Suppose that the kth cycle begins at
time Sk−1 (so S0 = 0). Then Sk = inf{t > Sk−1 : V (t) = 0}. Let Tk = min{Sk, inf{t >
Sk−1 : U(t) = (−1)k2−k}} be the first time that U hits U = (−1)k2−k, or Sk if
that happens first. Thus [Tk, Sk) is the part of the half-cycle in which synchronous
coupling is applied: one might think of this as the ballistic phase, while [Sk−1, Tk) is
the Brownian phase. Note that the ballistic phase will be trivial if the Brownian phase
hits the (V = 0)-axis (that is, Tk = Sk).
The time of successful coupling is the time at which (U, V ) hits the origin, and thus
it is given by
τ = lim
k→∞
Sk =
∞∑
k=0
(Sk+1 − Sk) .
Borel-Cantelli arguments show that this limit is finite [5]. Our first task is to determine
the precise rate of decay of the probability of failing to couple by time t.
Theorem 4. Under the coupling µˆ(1,0) described above, the coupling time τ satisfies
C1
t1/3
≤ µˆ(1,0) {τ > t} ≤
C2
t1/3
for t ≥ 1 , (14)
for some positive constants C1, C2.
Proof. Note that scaling arguments show that Sk+1−Sk has the same distribution as
2−kS1, so that the principal computation concerns the rate of decay of µˆ(1,0){S1 > t}.
Now S1 = T1 + 2V (T1) = 2
∫ T1
0 (
1
2 + U(s))ds, since either V (T1) = 0 (when T1 =
S1) or the velocity of V over [T1, S1] is fixed at − 12 . Writing 12 + U = 2W˜ for a
Brownian motion W˜ started from 34 (over the time interval [S0, T1]), and noting that
S1 = T1 + 2V (T1) = 4
∫ T1
0 W˜dt (since T1 = inf{t > 0 : W˜t = 0}), we see that S1/4 can
be viewed as having the density of the random area under a one-dimensional Brownian
motion started from a positive level and measured till the first time it hits zero.
The density for this random area can be obtained from the calculations of [13,
equation (12)]. Consider a standard (rate 1) Brownian motion W started from a > 0.
If σa = inf{t > 0 : Wt = 0}, then the martingale E
[
exp(−λ ∫ σa0 W (s)ds)|Ft] can be
used to show that the moment generating function of
∫ σa
0
W (s)ds (viewed as a function
of the starting position a) must solve an Airy partial differential equation. The moment
generating function can be inverted to yield the distribution of
∫ σa
0
W (s)ds:
P
[∫ σa
0
W (s)ds ∈ du
]
=
21/3
32/3Γ
(
1
3
) a
u4/3
exp
(
−2a
3
9u
)
du . (15)
From (15), it follows that for t ≥ 1,
61/3e−
2a3
9
Γ
(
1
3
) 1
t1/3
≤ P
[∫ σa
0
W (s)ds > t
]
≤ 6
1/3
Γ
(
1
3
) 1
t1/3
. (16)
As S1/4 has the density (15) with a =
3
4 , (16) gives us the following for t ≥ 1:
241/3e−
3
32
Γ
(
1
3
) 1
t1/3
≤ µˆ(1,0){S1 > t} ≤
241/3
Γ
(
1
3
) 1
t1/3
. (17)
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We now apply this rate computation to τ =
∑∞
k=0(Sk+1−Sk). By Boole’s inequality,
scaling, and (17), if t ≥ 1 then
µˆ(1,0)
{ ∞∑
k=0
(Sk+1 − Sk) > t
}
≤
∞∑
k=0
µˆ(1,0)
{
Sk+1 − Sk >
√
2− 1√
2
2−k/2 t
}
=
∞∑
k=0
µˆ(1,0)
{
S1 >
√
2− 1√
2
2k/2 t
}
≤ 24
1/3
Γ
(
1
3
) ( √2√
2− 1
)1/3
1
1− 2−1/6
1
t1/3
,
and this establishes the right-hand inequality in (14). On the other hand (17) shows
that if t ≥ 1 then
µˆ(1,0)
{ ∞∑
k=0
(Sk+1 − Sk) > t
}
≥ µˆ(1,0) {S1 > t} ≥
241/3e−
3
32
Γ
(
1
3
) 1
t1/3
,
and this establishes the left-hand inequality in (14), thus completing the proof.
The order of decay of the failure probability of coupling by time t is t−1/3, therefore
this Markovian coupling is far from efficient even when the Brownian motions start
from different points. In principle similar analyses should be possible for Markovian
couplings of generalized Kolmogorov diffusions, though in such cases progress is difficult
because we only know of implicitly defined Markovian coupling constructions for index
exceeding 2, while analysis for the case of index 2 is complicated [17].
We now consider the interesting question, can there be an optimal coupling rate,
optimizing over all Markovian couplings but obtained by a single Markovian coupling
of a Kolmogorov diffusion? For a study of this question in the different context of
coupling for Brownian motion together with a local time, see [16]. In contrast to the
case of [16], we will prove that such a coupling cannot exist for the classical Kolmogorov
diffusion.
Theorem 5. There does not exist an optimal Markovian coupling strategy for two
copies of the classical Kolmogorov diffusion.
Proof. Fix attention on classical Kolmogorov diffusions which initially differ only in
their second coordinate. Denote by U the difference between the Brownian motions and
by V the difference in the time integrals. By scaling and stopping arguments, we may
concentrate on the situation in which U0 = 0 and V0 = 1. Our strategy will be to obtain
for each t > 0, a specific Markovian coupling µ(t) with coupling time τ (t) such that
µ(t){τ (t) > t} ≤ Ct for all t > 0, where the constant C does not depend on t. If there
were to exist an optimal Markovian coupling ν with coupling time τ∗, then the above
would imply that it should satisfy ν{τ∗ > t} ≤ Ct for all t > 0. This would contradict
Lemma 3.1, which shows that for any (successful) Markovian coupling ν there must
exist positive constants Cν , tν such that for all t ≥ tν , ν{τ∗ > t} ≥ Cνt−1/2.
First we must describe the coupling µ(t). The coupling µ(t) differs from the coupling
described at the start of this subsection essentially only by early completion of the
Brownian phase of its initial half-cycle:
1. Couple the Brownian motions by reflection till time
T ′1 = inf{t > 0 : Ut = − 4t } ∧ inf{t > 0 : Vt = 0} .
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Then couple synchronously till time
S1 = inf{t ≥ T ′1 : Vt = 0} .
2. Starting from (US1 , 0), employ the coupling µˆ(US1 ,0) described at the start of this
subsection.
In the following, C1, C2, . . . will be positive constants that do not depend on t.
First observe that T ′1 is smaller than the hitting time of the (rate 4) Brownian motion
U on the level 4t when started at 0. Therefore arguments using the reflection principle
show that µ(t){T ′1 > 1} ≤ C1t . On the other hand,
V (T ′1) =
∫ T ′1
0
(U(s) + 4/t)ds− (4/t)T ′1 ≤
∫ T ′1
0
(U(s) + 4/t)ds ,
and we can apply (15) to deduce that µ(t){VT ′
1
> 2} ≤ C2t . Now S1 − T ′1 ≤ t2 on the
event {VT ′
1
≤ 2}. By scaling arguments and Theorem 4,
µ(t)
{
τ (t) − S1 > t
2
}
≤ µˆ( 4
t
,0)
{
τ >
t
2
}
= µˆ(1,0)
{
42
t2
τ >
t
2
}
≤ C3
t
,
where τ denotes the coupling time under the coupling strategy described at the start
of this subsection.
Combining the above facts, we obtain µ(t){τ (t) > t+1} ≤ C4t . The theorem follows.
4. Efficiency for the finite-look-ahead coupling
Despite these negative results, nevertheless it is possible to exhibit a simple and ex-
plicit efficient coupling strategy if we allow couplings which are allowed finite but vary-
ing amounts of precognition. In this section, we will describe a simple non-Markovian
coupling strategy which achieves efficiency. Our approach will be to divide time into
successive intervals [Sn, Sn+1] of growing size and then to couple the driving Brownian
motions (and hence the Kolmogorov diffusions) according to a non-Markovian recipe
on each such interval. We call this coupling a finite-look-ahead coupling as the coupling
construction on each interval [Sn, Sn+1], although non-Markovian, requires information
on the driving Brownian paths only till time Sn+1. Further, the coupling of the future
paths of the Kolmogorov diffusions conditional on the paths run up till time Sn depends
on the past only through the values taken at time Sn. Thus the coupling restricted to
times Sn (for n = 0, 1, . . .) can be considered to have a Markovian property.
Recall that in (8), we wrote down a representation for the Kolmogorov diffusion in
terms of a Brownian motion vector W at time T . Note in particular that the lower-
triangular form of L means that (8) represents I0(T ) by I0(T )
D
= x0+W0(T ). However
this holds only for the stipulated fixed time T ; we cannot maintain the representation
(8) of I (T ) in terms of the full vector W of independent standard Brownian motions
while simultaneously writing I0(t) = x0 +W0(t) for 0 ≤ t ≤ T . The representation
(8) can be best understood as a fragment of an infinite-dimensional representation
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as follows. Consider the initial Brownian path {B(t) : 0 ≤ t ≤ T } as a Gaussian
vector in the infinite dimensional space C([0, T ]) of continuous paths. Realize this
as the evaluation at time T of an infinite-dimensional Brownian motion B starting
at the zero path and taking values in the Banach space C([0, T ]), and evolving in
“algorithmic time” (as opposed to the “process time” t used for the stochastic process
{B(t) : 0 ≤ t ≤ T }). A candidate for this is given by the Karhunen-Loe`ve expansion
B(ζ, t) = x0 +
∞∑
k=1
√
λk wk(ζ) fk(t/T ) (18)
for ζ, t ∈ [0, T ], where λk = 1(k− 12 )2π2 , fk(t) =
√
2 sin
((
k − 12
)
πt
)
denote the eigen-
values and eigenfunctions respectively of the covariance kernel of Brownian motion
viewed as a bounded operator acting on L2[0, 1], and the wk’s are independent standard
Brownian motions. Here ζ represents the algorithmic time and t represents the process
time. (See [7] for more on stochastic analysis on infinite dimensional spaces.)
Set I0(t) = x0 + B(T, t). For 1 ≤ r ≤ k and t ∈ [0, T ], the iterated integrals Ir(t)
can be viewed as Ir(T, t) where {Ir(ζ, t) : ζ, t ∈ [0, T ]} have the representation
Ir(ζ, t) = xr + txr−1 +
t2
2
xr−2 + . . .+
tr
r!
x0 + T
r
∞∑
k=1
√
λk wk(ζ) fr,k(t/T ) (19)
with fr,k(t) =
∫ t
0
. . .
∫ s1
0
fk(s0) ds0ds1 . . . dsr−1.
It follows from (8) and (19) that, for a fixed process time T , the random process
{W (ζ) : ζ ∈ [0, T ]} obtained by
W (ζ) = L−1D(T−1)
(
I (ζ, T )−D(T )H D(T−1) x) (20)
is a standard (k+1)-dimensional Brownian motion evolving in algorithmic time up to
time T . Further, from the representation in (19), it follows that the Brownian motion
W , obtained in this way, does not depend on T . Thus we can write the components
Wj of W as linear combinations of the Brownian motions wk:
Wj(ζ) =
∞∑
k=1
wk(ζ)ej,k , (21)
where the ej,k do not depend on T .
It will be convenient to define the infinite matrix E whose (j, k)-th entry is given
by ej,k, and to note that its rows must form an independent orthonormal set in the
sequence space l2.
We now describe the finite-look-ahead coupling by constructing the coupled paths in
each of the successive time intervals (look-ahead-blocks) [T1+ . . .+Tn, T1+ . . .+Tn+1]
using the Brownian motion Bn on the infinite-dimensional space C[0, Tn] described
in (18), for Tn = α
n for some fixed α > 1. In the following, set S0 = 0 and Sn =
T1 + . . .+ Tn to be the time of initiation of the n
th look-ahead-block.
Before commencing detailed analysis, we provide a brief heuristic description of the
coupling. Recall that the reflection coupling of Brownian motions started from distinct
points gives a maximal coupling by using reflection on one Brownian path to produce
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the other (till the coupling time), using the hyperplane that bisects the line joining
their respective starting points. Although the Kolmogorov diffusion {I (t) : t ∈ [0, T ]} is
not a Brownian motion in process time, the process {W (ζ) : ζ ∈ [0, T ]} obtained from
I (ζ, T ) in (20) for a fixed process time T evolves as a Brownian motion in algorithmic
time. With this observation in mind, we couple two Kolmogorov diffusions I (1) and
I (2) started from x (1) and x (2) respectively on the block [0, T ] as follows:
1. Couple two infinite-dimensional Brownian motions {B(1)n (ζ, t) : ζ, T ∈ [0, T ]}
and {B(2)n (ζ, t) : ζ, T ∈ [0, T ]} in such a way that the processes W (1) and
W (2) obtained from B(1)n and B(2)n respectively via (19) and (20) are reflection
coupled (in algorithmic time) by reflecting in the hyperplane bisecting the initial
discrepancy vector W (1)(0)−W (2)(0).
2. Repeat this construction on each block [Sn, Sn+1] updating the starting points
of the respective Kolmogorov diffusions to I (1)(Sn) and I
(2)(Sn).
This coupling of the infinite-dimensional Brownian motions projects down to a coupling
of the corresponding driving Brownian motions (and hence the Kolmogorov diffusions)
by setting
I
(i)
0 (t) = I
(i)
0 (Sn) + B(i)n (Tn+1, t− Sn) (22)
for t ∈ [Sn, Sn+1] and i = 1, 2.
It is reasonable to expect that if such a coupling is achieved then it will be efficient,
as we are using reflection coupling of Brownian motions (in algorithmic time) in each
block. The coupling is analysed in what follows, and efficiency of the coupling is shown
in Theorem 6.
We will give an inductive description of the coupling for Kolmogorov diffusions I (1)
and I (2) started from x (1) and x (2) respectively. Suppose we have constructed the
coupling on [0, Sn]. If I
(1)(Sn) = I
(2)(Sn), we can synchronously couple the Brownian
motions I
(1)
0 and I
(2)
0 after Sn. So, henceforth we assume I
(1)(Sn) 6= I (2)(Sn). We will
couple two infinite-dimensional Brownian motions B(1)n and B(2)n on the block [0, Tn+1],
which are represented by the Karhunen-Loe`ve expansion
B(i)n (ζ, t) =
∞∑
k=1
√
λk w
(i)
n,k(ζ) fk(t/Tn+1) (23)
for ζ, t ∈ [0, Tn+1] and i = 1, 2. The corresponding coupling for the Brownian motions
I
(1)
0 and I
(2)
0 (and thus for the entire diffusions I
(1) and I (2)) on the block [Sn, Sn+1]
can then be obtained by (22).
The (k + 1) dimensional Brownian motions running in algorithmic time obtained
from the iterated integrals by (20) are denoted by W (1)n and W
(2)
n respectively.
Write Zn = I
(1)(Sn)− I (2)(Sn). Define the unit vectors νn =
L−1D(T−1n )Zn
‖L−1D(T−1n )Zn ‖(
taking ν0 =
L−1 z
‖L−1 z ‖
)
and η
n
=
(L−1H D(α−1)L)νn
‖(L−1H D(α−1)L)νn‖
. Let {Bn,j : j ≥ 1} be
independent standard scalar Brownian motions. Recall the matrix E defined just after
(21). The infinite vector vn,1 = E
T η
n
has l2-norm one. We can extend it to an
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orthonormal basis of l2, say {vn,1, vn,2 . . . }. Let P denote the (infinite) orthogonal
matrix with columns formed by these vectors. Note that P is a unitary matrix, and
therefore the rows of P are also orthonormal. Now, we can define a coupling of the
component Brownian motions w
(i)
n,k in terms of the matrix P and the Brownian motions
Bn,j . Define the stopping time σn = inf
{
ζ > 0 : Bn,1(ζ) = − 12‖L−1H D(T−1n+1)Zn ‖
}
.
Then the coupling is a reflection coupling as follows:
w
(i)
n,k(ζ) =
{
(−1)i+1Pk,1Bn,1(ζ) +
∑∞
j=2 Pk,jBn,j(ζ) when ζ ≤ σn ,
w
(i)
n,k(σn) +
∑∞
j=1 Pk,j (Bn,j(ζ) −Bn,j(σn)) when ζ > σn ,
(24)
for i = 1, 2. This gives the coupling between B(1)n and B(2)n , and thus the corresponding
Kolmogorov diffusions I (1) and I (2), via (23).
Note that the reflection coupling recipe (24) along with (21) give us
W (1)n (ζ) −W (2)n (ζ) = 2Bn,1(ζ ∧ σn) ηn . (25)
Thus the (k+1) dimensional Brownian motionsW (1)n andW
(2)
n (running in algorithmic
time) are coupled in such a way that their difference is a rate 4 scalar Brownian motion
running along the vector η
n
. This will be the crucial fact we will use to prove efficiency
of this coupling strategy in the following theorem.
Theorem 6. (Efficient finite-look-ahead coupling strategies.) The finite-look-ahead
coupling of the Kolmogorov diffusion of index k, constructed as above over successive
intervals of lengths Tn = α
n for some fixed α > 1, provides an efficient coupling strategy
for the Kolmogorov diffusion.
Remark 2. An efficient coupling strategy for the Kolmogorov diffusion has to couple
at a much faster rate when the initial discrepancy vector z has an initial segment
z0, z1, . . . , zr−1 which is zero: see Theorem 1.
Proof. Consider the above coupling between two index k generalized Kolmogorov
diffusions I (1), I (2), begun at x (1), x (2) respectively, with z = x (1)− x (2). Setting
Z 0 = z = x
(1)− x (2) and S0 = T0 = 0, and employing the representation (20), we may
write for n ≥ 1,
Zn(ζ) = I
(1)(Sn−1+ζ)−I (2)(Sn−1+ζ) = D(Tn)
(
H D(T−1n )Zn−1(Tn−1)+L∆nW (ζ)
)
,
(26)
where ∆nW (ζ) = W
(1)
n−1(ζ) −W (2)n−1(ζ) and ζ ∈ [0, Tn]. We will write Zn for Zn(Tn)
and ∆nW for ∆nW (Tn).
Set F0(0) = ‖L−1 z ‖ and ν0 =
L−1 z
‖L−1 z ‖ . For n ≥ 1, write Fn(ζ) = ‖L
−1D(T−1n )Zn(ζ)‖
and recall the unit vectors νn =
L−1D(T−1n )Zn
‖L−1D(T−1n )Zn ‖
and η
n
=
(L−1H D(α−1)L)νn
‖(L−1H D(α−1)L)νn‖
(defined when I (1)(Sn) 6= I (2)(Sn)). As before, we will write Fn for Fn(Tn).
Then (26) gives us the following:
Fn(ζ) = ‖L−1D(T−1n )Zn(ζ)‖ = ‖L−1H D(T−1n )Zn−1+∆nW (ζ)‖
= ‖Fn−1(L−1H D(α−1)L)νn−1 +∆nW (ζ)‖ . (27)
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Suppose I (1)(Sn−1) 6= I (2)(Sn−1). Then from (25), we have
∆nW (ζ) = 2Bn−1,1(ζ ∧ σn−1) ηn−1 .
Substituting this into (27), and noting the definition of the stopping time σn−1, we get
Fn(ζ) =
(
Fn−1 + 2
Bn−1,1(ζ ∧ σn−1)
‖(L−1H D(α−1)L)νn−1‖
)
‖(L−1H D(α−1)L)νn−1‖ . (28)
Suppose the coupling has not been successful in [0, Sn]. Then putting ζ = Tn in (27)
and using (25) again, we proceed similarly as above to obtain the following recursive
relation:
Fnνn =
(
Fn−1 + 2
Bn−1,1(Tn ∧ σn−1)
‖(L−1H D(α−1)L)νn−1‖
)
(L−1H D(α−1)L)νn−1 . (29)
Thus, for this sequential coupling scheme it follows from (29) that the vector νn is
deterministic, and indeed
νn =
(L−1H D(α−1)L)νn−1
‖(L−1H D(α−1)L)νn−1‖
= . . . =
(L−1(H D(α−1))n L)ν0
‖(L−1(H D(α−1))n L)ν0‖
. (30)
So we can re-express (28) in terms of ν0:
Fn(ζ) =
(
Fn−1 + 2
Bn−1,1(ζ ∧ σn−1)
‖(L−1H D(α−1)L)νn−1‖
)
‖(L−1(H D(α−1))n L)ν0‖
‖(L−1(H D(α−1))n−1 L)ν0‖
. (31)
Consequently, if we define
Gn(ζ) =
Fn(ζ)
‖(L−1(H D(α−1))n L)ν0‖
for ζ ∈ [0, Tn], then (31) gives us
Gn(ζ) =
(
Gn−1 + 2
Bn−1,1(ζ ∧ σn−1)
‖(L−1(H D(α−1))n L)ν0‖
)
, (32)
for ζ ∈ [0, Tn], where as before, we write Gn−1 for Gn−1(Tn−1).
Consider now the (deterministic) evolution of the length ‖(L−1(H D(α−1))n L)ν0‖.
The matrices L−1H D(α−1)L and H D(α−1) share the same eigenvalues. Since H is
lower-triangular, and has values 1 along the diagonal, and since α−1 ∈ (0, 1), it follows
that the eigenvalues of L−1H D(α−1)L are distinct and positive, and are 1, α−1, . . . ,
α−k. Consequently it follows that L−1H D(α−1)L has k + 1 distinct eigenvectors; let
e0, e1, . . . , ek be the eigenvectors corresponding to the eigenvalues 1, α
−1, . . . , α−k; we
suppose these to be of unit Euclidean norm. Note in particular that e0 = (1, 0, . . . , 0)
⊤
while e1, . . . , ek all have zero initial coordinate (this follows from the lower-triangular
nature of the matrices L, H , D(α−1); moreover the explicit construction of L implies
that its top row is given by (1, 0, . . . , 0)). Write ν0 = γ0 e0+γ1 e1 + . . .+ γk ek.
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We suppose first that γ0 6= 0. From the above it follows that
‖L−1(H D(α−1))n L ν0‖ = ‖γ0 e0+γ1α−n e1+ . . .+ γkα−kn ek ‖ , (33)
which by the triangle inequality lies in the range
|γ0| −max{|γi| : i = 1, . . . , k}α−n
≤ ‖L−1(H D(α−1))n L ν0‖ ≤
|γ0|+max{|γi| : i = 1, . . . , k}α−n . (34)
Choose n0 such that the lower bound of this range exceeds 0 for n ≥ n0.
Observe from the “algorithmic time” interpolation (32) that if we setG(0) = F0(0) =
‖L−1 z ‖ and G(ζ) = Gn(ζ − Sn−1) for ζ ∈ [Sn−1, Sn], then G is driven by a time-
changed Brownian motion built up from the increments
2
Bn−1,1((ζ − Sn−1) ∧ σn−1)
‖L−1(H D(α−1))n L ν0‖
for Sn−1 < ζ ≤ Sn .
Moreover, G(ζ) = 0 for some ζ ∈ [Sn−1, Sn] (this happens when ζ − Sn−1 = σn−1)
if and only if Fn = 0 and thus the Kolmogorov diffusions I
(1) and I (2) (running in
“process time”) couple by time Sn. The ratio Sn/Sn−1 always equals α, so a simple
asymptotic analysis shows that for coupling efficiency considerations it is sufficient to
analyse the hitting time of zero for the process G.
We see from (34) that by time Sn = α+. . .+α
n the intrinsic time of the time-changed
Brownian motion will lie between the two values
n0−1∑
m=1
4αm
‖L−1(H D(α−1))m L ν0‖2
+
n∑
m=n0
4αm
(|γ0| ∓max{|γi| : i = 1, . . . , k}α−m)2
and so the probability of G not yet having hit zero will be of order
C1√
Sn
≤
(
C3 +
n∑
m=n0
4αm
(|γ0| ∓max{|γi| : i = 1, . . . , k}α−m)2
)−1/2
≤ C2√
Sn
for positive constants C1, C2, C3.
Asymptotic analysis for large n now shows that efficiency follows in the case γ0 6= 0.
Suppose γ0 = 0, so the first coordinate of z must vanish. In case the first r > 0
coordinates of z vanish, the deterministic evolution of νn given by (30) together with
the lower-triangular nature of L−1H D(α−1)L ensures that the first r coordinates of
νn also vanish, for all n. Hence,
‖(L−1H D(α−1)L)νn‖ ≤ α−r . (35)
We now argue much as above, but working with the rather simpler comparison process
G˜(t) = 2αnrBn−1,1((ζ − Sn−1) ∧ σn−1) + αr‖(L−1H D(α−1)L)νn−1‖G˜(Sn−1) ,
for Sn−1 < ζ ≤ Sn, where G˜(0) = ‖L−1 z ‖.
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From (35), αr‖(L−1H D(α−1)L)νn−1‖ ≤ 1. Thus, the jumps of the process G˜ at
the times {Si}i≥0 decrease the value of G˜. Hence, the hitting time of zero for 12 G˜(Sn)
is dominated by that of a new Brownian motion run till time
α2rT1 + . . .+ α
2nrTn = α
2r+1 + . . .+ αn(2r+1) ∼ C1−2α(n+1)(2r+1) .
This avoids 0 up to this time with probability of order C1/α
(n+1)(2r+1)/2. Since Sn ∼
C2α
n+1, we deduce that the asymptotics for the probability of avoiding zero before Sn
are of order at most 1/S
r+1/2
n .
As a consequence it follows that this finite-look-ahead coupling provides an efficient
coupling strategy, taking efficient advantage of faster coupling when an initial set of
coordinates of z vanish. This completes the proof.
Suppose we require the range of precognition to be bounded throughout the coupling
procedure: is it still possible to produce efficient couplings, so long as the Brownian
components of the two coupled Kolmogorov diffusions start at different points? We
do not yet have a general answer to this question, but can show that the obvious ap-
proach cannot work. Consider the above finite-look-ahead coupling of the Kolmogorov
diffusion of index k, defined over successive intervals of length Tn = 1 (so in particular
the look-ahead is bounded). Then this coupling may not even succeed!
We justify this assertion by proceeding as in the proof of Theorem 6, but taking
Tn = 1, so Sn = n. Then (28) and (30) simplify: we obtain
Fn(ζ) = ‖(L−1H L)νn−1‖Fn−1 + 2Bn−1,1(ζ ∧ σn−1) ,
νn =
(L−1H L)νn−1
‖(L−1H L)νn−1‖
=
L−1H (n) z
‖L−1H (n) z ‖ . (36)
Accordingly we obtain
Fn(ζ) =
‖L−1H (n) z ‖
‖L−1H (n− 1) z ‖Fn−1 + 2Bn−1,1(ζ ∧ σn−1) .
But asymptotically (considering the action of H(n) on z for large n)
‖L−1H (n) z ‖
‖L−1H (n− 1) z ‖ ∼
(
n
n− 1
)k
(note that the index k satisfies k ≥ 1). Therefore the time-changed Brownian interpo-
lation of the Fn/n
k (following the proof of Theorem 6) may be compared with a scalar
Brownian motion run up to time ∑
n
1
n2k
.
This sum converges, and therefore there is a positive probability of the Brownian
motion not reaching zero.
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5. Conclusion
In this paper we have studied rates at which the (generalized) Kolmogorov diffusion
can be coupled using Markovian or near-Markovian couplings. While this diffusion
does possess successful Markovian couplings [5, 17], such couplings cannot be maximal
(Theorem 2), nor can there be an efficient Markovian coupling strategy (Theorem 3).
Moreover, at least in the classical case, there can be no optimal Markovian coupling
(Theorem 5). By way of compensation, it is possible to exhibit a simple efficient finite-
look-ahead coupling strategy even for the generalized Kolmogorov diffusion (Theorem
6). Thus a controlled amount of anticipation suffices to obtain efficiency of coupling.
The results of [4] show that smooth elliptic diffusions only admit Markovian maximal
couplings in cases of very special geometry. The Kolmogorov diffusion is the simplest
non-trivial nilpotent diffusion, and so its failure to admit Markovian maximal couplings
suggests the conjecture that no smooth non-trivial nilpotent diffusions can admit
Markovian maximal couplings. Certainly this seems plausible for the case of planar
Brownian motion plus Itoˆ stochastic area [5, 14, 15]: perhaps the conjecture can be
resolved in the manner of [4], using ideas from the geometry of nilpotent groups.
The above results can be compared with those of [16], concerning the coupling of
scalar Brownian motion together with its local time at zero. That case lies outside the
range of nilpotent diffusions, however it does seem to provide relevant insights. For the
local time coupling a (partly numerical) argument shows that there is no Markovian
maximal coupling, but a control-theoretic argument shows that a simple reflection /
synchronous coupling is optimal Markovian. It would be most interesting to determine
whether the existence of efficient Markovian couplings for a given smooth diffusion, or
of optimal Markovian couplings, can enforce geometric rigidity in a manner similar to
the existence of maximal Markovian couplings. (The results in [6, Sections 3, 4] can
be viewed as providing a very preliminary exploration to this kind of problem in the
special case of reflecting Brownian motion in a compact convex domain.) This would
further elucidate the enigmatic roˆle of geometry in probabilistic coupling theory.
A further detailed question for future research is, whether it is possible to attain
efficiency for a bounded horizon finite-look-ahead coupling for a Kolmogorov diffusion.
The coupling described in Theorem 6 has a horizon which extends at a geometric rate
over successive blocks: as noted after the proof of Theorem 6, the obvious bounded
horizon coupling does not even have the property of being successful. There are
instances in which a small amount of look-ahead can have a dramatic influence on
coupling rate – see the work of Smith [23] on coupling for a Gibbs’ sampler on the
simplex – it would be very interesting if one could map out the circumstances in
which this might apply in the relatively well-behaved case of smooth diffusions. As
exemplified in [23], probabilistic coupling has a large part to play in the analysis of
random algorithms; it would be of considerable advantage to gain some case history
for the potential of modestly non-Markovian coupling to deliver faster couplings in the
amenable instance of smooth diffusions.
Acknowledgement
This work was supported by EPSRC Research Grant EP/K013939.
We are grateful to an anonymous referee whose suggestions greatly improved the
paper.
Coupling the Kolmogorov Diffusion 23
References
[1] Alili, L. and Wu, C. T. (2014). Muntz linear transforms of Brownian motion.
Electronic Journal of Probability 19, 13.
[2] Aue, A., Horva´th, L. and Husˇkova´, M. (2009). Extreme value theory for
stochastic integrals of Legendre polynomials. Journal of Multivariate Analysis
100, 1029–1043.
[3] Bailleul, I. (2008). Poisson boundary of a relativistic diffusion. Probability
Theory and Related Fields 141, 283–329.
[4] Banerjee, S. and Kendall, W. S. (2014). Rigidity for Markovian Maximal
Couplings of Elliptic Diffusions. arXiv 1412.2647, 42pp.
[5] Ben Arous, G., Cranston, M. and Kendall, W. S. (1995). Coupling
constructions for hypoelliptic diffusions: Two examples. In Stochastic Analysis:
Proceedings of Symposia in Pure Mathematics 57. ed. M. Cranston and M. Pinsky.
vol. 57. American Mathematical Society, Providence, RI Providence. pp. 193–212.
[6] Burdzy, K. and Kendall, W. S. (2000). Efficient Markovian couplings:
examples and counterexamples. The Annals of Applied Probability 10, 362–409.
[7] Da Prato, G. and Zabczyk, J. (2014). Stochastic Equations in Infinite Di-
mensions Second ed. vol. 152 of Encyclopedia of Mathematics and its Applications.
Cambridge University Press, Cambridge.
[8] Doeblin, W. (1938). Expose´ de la The´orie des Chaˆınes simples constants de
Markoff a´ un nombre fini d’E´tats. Revue Math. de l’Union Interbalkanique 2,
77–105.
[9] Goldstein, S. (1979). Maximal coupling. Probability Theory and Related Fields
46, 193–204.
[10] Griffeath, D. (1975). A maximal coupling for Markov chains. Zeitschrift fu¨r
Wahrscheinlichkeitstheorie und verwandte Gebiete 31, 95–106.
[11] Groeneboom, P., Jongbloed, G. and Wellner, J. (1999). Integrated
Brownian Motion, Conditioned to be Positive. The Annals of Probability 27,
1283–1303.
[12] Jansons, K. M. and Metcalfe, P. D. (2007). Optimally coupling the Kol-
mogorov diffusion, and related optimal control problems. Journal of Computation
and Mathematics 10, 1–20.
[13] Kearney, M. J. and Majumdar, S. N. (2005). On the area under a
continuous time Brownian motion till its first-passage time. Journal of Physics
A: Mathematical and General 38, 4097–4104.
[14] Kendall, W. S. (2007). Coupling all the Le´vy stochastic areas of multidimen-
sional Brownian motion. The Annals of Probability 35, 935–953.
24 S. Banerjee and W.S. Kendall
[15] Kendall, W. S. (2010). Coupling time distribution asymptotics for some
couplings of the Le´vy stochastic area. In Probability and Mathematical Genetics:
Papers in Honour of Sir John Kingman. ed. N. H. Bingham and C. M. Goldie.
London Mathematical Society Lecture Note Series. Cambridge University Press,
Cambridge ch. 19, pp. 446–463.
[16] Kendall, W. S. (2015). Coupling, local times, immersions. Bernoulli 21, 1014–
1046.
[17] Kendall, W. S. and Price, C. J. (2004). Coupling iterated Kolmogorov
diffusions. Electronic Journal of Probability 9, 382–410.
[18] Kunita, H. (1997). Stochastic Flows and Stochastic Differential Equations.
Cambridge University Press, Cambridge.
[19] Kuwada, K. (2009). Characterization of maximal Markovian couplings for
diffusion processes. Electronic Journal of Probability 14, 633–662.
[20] McKean Jr., H. P. (1963). A winding problem for a resonator driven by a white
noise. J. Math. Kyoto Univ. 2, 227–235.
[21] Pitman, J. W. (1976). On coupling of Markov chains. Zeitschrift fu¨r
Wahrscheinlichkeitstheorie und verwandteGebiete 35, 315–322.
[22] Rosenthal, J. S. (1997). Faithful Couplings of Markov Chains: Now Equals
Forever. Advances in Applied Mathematics 18, 372–381.
[23] Smith, A. M. (2013). A Gibbs Sampler on the n-Simplex. Annals of Applied
Probability 24, 114–130.
[24] Sverchkov, M. Y. and Smirnov, S. N. (1990). Maximal coupling for processes
in D[0,]. Dokl. Akad. Nauk SSSR 311, 1059–1061.
[25] Thorisson, H. (1994). Shift-coupling in continuous time. Probability Theory and
Related Fields 99, 477–483.
[26] Wellner, J. A. and Smythe, R. T. (2002). Computing the covariance of two
Brownian area integrals. Statist. Neerlandica 56, 101–109.
[27] Yan, L. (2004). Two inequalities for iterated stochastic integrals. Archiv der
Mathematik 82, 377–384.
