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Abstract 
Grain growth in alumina is strongly affected by the impurities present in the material. 
Certain impurity elements are known to have characteristic effects on abnormal grain 
growth in alumina. Specialty alumina powders contain multiple impurity species 
including MgO, CaO, SiO2, and Na2O. In this work, sintered samples made from 
alumina powders containing various amounts of the impurities in question were 
characterized by their grain size and aspect ratio distributions. Multiple quantitative 
methods were used to characterize and classify samples with varying microstructures. 
The grain size distributions were used to partition the grain size population into 
subpopulations depending on the observed deviation from normal behavior. Using both 
grain size and aspect ratio a new visual representation for a microstructure was 
introduced called a morphology frequency map that gives a fingerprint for the material. 
The number of subpopulations within a sample and the shape of the distribution on the 
morphology map provided the basis for a classification scheme for different types of 
microstructures. 
Also using the two parameters a series of five metrics were calculated that 
describe the character of the abnormal grains in the sample, these were called abnormal 
character values. The abnormal character values describe the fraction of grains that are 
considered abnormal, the average magnitude of abnormality (including both grain size 
and aspect ratio), the average size, and variance in size. The final metric is the 
correlation between grain size and aspect ratio for the entire population of grains. The 
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abnormal character values give a sense of how different from “normal” the sample is, 
given the assumption that a normal sample has a lognormal distribution of grain size 
and a Gaussian distribution of aspect ratios.  
 In the second part of the work the quantified measures of abnormality were 
correlated with processing parameters such as composition and heat treatment 
conditions. A multivariate statistical tool called canonical correlation analysis was 
adopted to seek out relationships between a set of input variables and the abnormal 
character values. The input variables include the MgO, CaO, Na2O, and SiO2 contents, 
the ratio of MgO:(CaO+SiO2), and the annealing time and temperature. The analysis 
was applied to 33 different samples and showed that the composition ratio and MgO 
content were the strongest processing variables. These variables are most closely related 
to the correlation between grain size and aspect ratio, the average magnitude of 
abnormality, and the variance in grain size.  
 The physical implications of these relationships are explored for a number of 
samples with different abnormal grain growth behaviors. Several of the samples 
contained a β”-alumina phase that is shown to have a dampening effect on abnormal 
grain growth. TEM investigation provides evidence that there is a grain boundary 
complexion with a different composition and structure than the second phase. A series 
of samples are compared after annealing for different times and are shown to have very 
different behaviors as a result of the second phase competing with complexions for 
control over the microstructure.  
	   3	  
1 Introduction 
 
Grain size is an important factor in engineering polycrystalline materials. Numerous 
material properties depend on grain size including toughness, hardness, creep resistance 
and electrical conductivity. Understanding grain growth allows for control over these 
properties. By making alterations in processing parameters such as time and 
temperature of heat treatments grain growth can be directly manipulated. Work on grain 
boundaries has led to greater understanding of the mechanisms behind phenomena like 
abnormal grain growth1,2. Abnormal grain growth causes discontinuities in a 
microstructure that can affect its properties. There has been an enormous amount of 
work done on abnormal grain growth, how it changes material properties, and what 
causes it. The identification and study of grain boundary complexions has provided a 
leap in understanding abnormal grain growth3,4.  
 Less often, however, has any sort of quantification or classification of abnormal 
grain growth been attempted5. The current work builds on previous studies in which the 
large grains in a distribution were analyzed to show departure from theoretical 
distributions6,7. By using the concept of grain boundary complexions and a procedure 
for analyzing grain size distributions, a system for quantifying and categorizing various 
aspects of abnormal grain growth will be presented. Following this a statistical method 
will be explored that identifies relationships between processing variables, such as 
composition and heat treatment parameters, and abnormal grain growth. The 
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multivariate statistical approach adopted in this work is chiefly utilized in other fields in 
which many related variables cannot be isolated from one another8. 
This analysis is applied to commercially available specialty alumina powders in 
which there are varying degrees of abnormal grain growth and multiple impurity species. 
By combining concepts from the well-established areas of grain boundary engineering 
and statistical analysis, a novel approach to understanding microstructure variability has 
been achieved. This method has numerous potential applications within materials 
science, and could even be considered to contribute to the advancement of materials 
processing and selection as highlighted by the Materials Genome Initiative9.  
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2 Background 
 
In this chapter a brief review of the relevant literature is given. Theories for both normal 
and abnormal growth are summarized. Common impurities in alumina and their known 
effects are introduced. Accepted methods for grain size measurement and grain size 
distribution representation are also discussed. In addition to the major accomplishments, 
knowledge gaps in the literature and unanswered questions will be pointed out. 
2.1 Grain growth theories  
2.1.1 Normal grain growth 
Every model for grain growth includes a number of assumptions and governing 
equations. The Burk-Turnbull model for grain growth10 follows two key assumptions; 
first, that the behavior described is an average for the whole system and second, that the 
grain boundary energy, γgb, is isotropic and not dependent on crystallographic direction, 
and that the width of the grain boundary δgb is a constant10,11. The velocity of a grain 
boundary vb is the change in grain size G with time t, and is represented by the grain 
boundary mobility Mb multiplied by the driving force across the boundary Fb: 
𝒗𝒃 = 𝒅𝑮𝒅𝒕 = 𝑴𝒃𝑭𝒃       (2.1) 
The basic driving force for grain growth, Fb, comes from local difference in chemical 
potential across a grain boundary. This can be thought of analogously to pressure 
differences. By thinking of a grain boundary as the surface of an ellipse the Young 
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Laplace equation relates the principle radii of curvature of an ellipse !!! + !!!  to the 
pressure difference across the boundary using the grain boundary energy, γgb, 
𝜟𝒑 = 𝜸𝒈𝒃 𝟏𝒓𝟏 + 𝟏𝒓𝟐        (2.2) 
 The radius of curvature is related to the grain size through a geometric constant α, 
𝟏𝒓𝟏 + 𝟏𝒓𝟐 = 𝜶𝑮        (2.3) 
The driving force can thus be related to the pressure change, the chemical potential 
difference, and the grain size,  
𝑭𝒃 = 𝒅𝝁𝒅𝒙 = 𝒅𝒅𝒙 𝜴𝜟𝒑 = 𝟏𝜹𝒈𝒃 𝜴𝜸𝒈𝒃𝜶𝑮       (2.4) 
Ω is the atomic volume and the distance dx across the grain boundary is δgb. The flux of 
atoms across the boundary J is related to the chemical potential difference through 
equation 2.5 incorporating the diffusion coefficient for atomic motion across the 
boundary as well as Boltzmann constant, k, and temperature, T 
𝑱 = 𝑫𝒂𝜴𝒌𝑻 𝒅𝝁𝒅𝒙 = 𝑫𝒂𝜴𝒌𝑻 𝜴𝜸𝒈𝒃𝜶𝜹𝒈𝒃𝑮        (2.5) 
Equation 2.5 then relates to the grain boundary velocity by 
𝒗𝒃 ≈ 𝒅𝑮𝒅𝒕 = 𝜴𝑱 = 𝑫𝒂𝒌𝑻 𝜴𝜹𝒈𝒃 𝜶𝜸𝒈𝒃𝑮        (2.6) 
From this, Fb and Mb can be extracted in terms of grain size and temperature 
𝑭𝒃 = 𝜶𝜸𝒈𝒃𝑮  , 𝑴𝒃 = 𝑫𝒂𝒌𝑻 𝜴𝜹𝒈𝒃       (2.7) 
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Integrating !"!"  leads to the standard equation for normal grain growth including the 
grain growth constant K 
𝑮𝟐 − 𝑮𝟎𝟐 = 𝟐𝜶𝜸𝒈𝒃𝑴𝒃𝒕 = 𝑲𝒕     (2.8) 
Thus experimentally, the mobility can be determined for different temperatures by 
measuring changes in grain size with time. The experimentally determined value for 
mobility in real polycrystalline systems is rarely identical to the calculated value due to 
many effects in real polycrystalline systems such as drag or disordering due to solute at 
the boundaries, inclusions, pores, and second phase films.11 
Another model for grain growth is the Lifshitz-Slyozov-Wagner theory, also 
known as Ostwald ripening.11 This model considers coarsening of precipitates within a 
medium that can be solid or liquid, and applies to particle, grain and pore growth. In 
this model, larger particles grow at the expense of smaller ones The basic assumptions 
are as follows: the growth rate of a precipitate is equal to the atomic flux at the 
precipitate surface, the distribution of precipitate sizes is continuous, and mass 
conservation of the precipitates is conserved. Hillert explored grain growth under this 
context as a part of the body of literature known as “mean field theory” for describing 
grain growth based on the behavior of a single grain applied to the whole range of 
grains11,12. The theory predicts that in a system of second phase particles within a matrix 
the largest particle size attained should be 3/2 times the average.12 Hillert looked at the 
curvature factor of grain growth averaged over all grain sizes, R, in a sample and 
showed that there is a critical radius Rcr above which grains grow and below which 
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grains shrink. This was used to modify the grain growth equation with constant α and 
the factor Mσ, which is related to mobility 
𝒅𝑹𝒅𝒕 = 𝜶𝑴𝝈 𝟏𝑹𝒄𝒓 − 𝟏𝑹        (2.9) 
Equation 2.9 shows that the growth rate approaches a constant value at αMσ/Rcr for 
grains that are growing12. After showing that Rcr=Ravg Hillert then went on to 
demonstrate that in a system where steady state growth has been obtained there will not 
be any grains larger than 2Rcr and concluded that if there are grains larger than this they 
will grow abnormally until they have consumed the other grains which will result in a 
new, narrower distribution of grain sizes.12 
2.1.2 Solute drag and second phase pinning 
Solute drag and second phase pinning are two phenomena that have been long 
known to affect microstructure development of materials. The basic idea behind solute 
drag is that the presence of impurity species at grain boundaries exhibits a retarding 
force in the opposite direction to grain boundary motion. Cahn’s treatment of the effects 
of solute of dilute concentration has been widely cited and used13. There are four 
assumptions in the Cahn model. It assumes that there is a dilute concentration of solute, 
C, and that the chemical potential, µ, for the solute species is dependent on 
concentration such that 𝜇 = 𝜇! + 𝑘𝑇𝑙𝑛𝐶 where k is Boltzmann’s constant, T is 
temperature and µ0 is a constant. The model also assumes that there is an interaction 
potential energy, U, between the solute and the boundary that is a function of distance, x, 
from the boundary and is independent of the boundary velocity and solute concentration. 
The final assumption is that steady state conditions apply, making vb a constant. The 
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force exerted on the boundary by the solute atoms − !"!" relates to the net force exerted 
by the solute, Fs, as a function of distance by 
𝑭𝒔 = −𝑵𝒗 𝑪 𝒙 − 𝑪! 𝒅𝑼𝒅𝒙 𝒅𝒙!!!       (2.10) 
At high and low boundary velocities the force exerted by the solute is  
𝑭𝒔 = 𝜶𝑪!𝒗𝒃𝟏!𝜷𝟐𝒗𝒃𝟐        (2.11) 
in which α is the solute drag per unit velocity and unit concentration and 1/β is the drift 
velocity for an impurity atom across the boundary and are both dependent on the 
diffusion coefficient for solute atoms across the boundary. Incorporating the solute drag 
force with the grain boundary force from Equation 2.7, the net driving force for 
boundary migration becomes  
𝑭 = 𝑭𝒃 + 𝑭𝒔 = 𝒗𝒃𝑴𝒃 + 𝜶𝑪!𝒗𝒃𝟏!𝜷𝟐𝒗𝒃𝟐     (2.12) 
For low boundary velocity the equation can be simplified and rearranged to give a 
boundary velocity, accounting for solute drag when solute atoms are segregated to the 
boundary core11,13, 
𝒗𝒃 = 𝑭𝟏 𝑴𝒃!𝑴𝒔        (2.13) 
where mobility due to solute drag, Ms is given by: 
𝑴𝒔 = 𝑫𝒃𝟒𝑵𝒗𝒌𝑻𝜹𝒈𝒃𝑸𝑪!       (2.14) 
Zener pinning is a model that describes particle inhibited grain growth in a 
similar manner to the way Cahn’s model described grain growth inhibition by solute at 
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the grain boundary11. Zener pinning assumes uniformly sized, spherical, particles that 
are insoluble, immobile, and randomly distributed throughout the matrix. The force 
exerted by the particle on the boundary is calculated and considered as the extra work 
needed for the same amount of boundary motion without the particle(s). Unlike Cahn’s 
solute drag model the Zener model takes into account the size, r, of the particles 
involved. The extra work needed to be done by the boundary to achieve the same 
amount of motion once in contact with a spherical inclusion depends on r and grain 
boundary energy, γgb, and is given by  
𝑭𝒓 = 𝜸𝒈𝒃 𝐜𝐨𝐬𝜽 𝟐𝝅𝒓 𝐬𝐢𝐧𝜽      (2.15) 
The force is at a maximum when θ=45° and thus 
𝑭𝒓𝒎𝒂𝒙 = 𝝅𝒓𝜸𝒈𝒃       (2.16) 
which translates to a maximum retarding force per volume of boundary of  
𝑭𝒅𝒎𝒂𝒙 = 𝟑𝒇𝜸𝒈𝒃𝟐𝒓         (2.17) 
in which f is the volume fraction of inclusions. Taking this slowing force into account 
along with the geometry factor from Equation 2.3, the net driving force for boundary 
migration in the presence of a pinning particle is 
𝑭𝒏𝒆𝒕 = 𝑭𝒃 − 𝑭𝒅𝒎𝒂𝒙 =   𝜸𝒈𝒃 𝜶𝑮 − 𝟑𝒇𝟐𝒓       (2.18) 
Following this equation, the limiting grain size where boundary motion will stop can be 
found by determining when Fαmax=Fb.  
𝑮𝑳 = 𝟐𝜶𝟑 𝒓𝒇        (2.19) 
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The limiting grain size is thus proportional to the size and number of inclusions in the 
material11,14. 
2.2 Abnormal grain growth 
2.2.1 Grain size distributions  
In order to describe grain growth with the terms “normal” and “abnormal” they 
must first be defined. While understanding what causes abnormal grain growth, or what 
drives it at the atomic level is one task, classifying and describing the normality of grain 
growth is another task entirely. Srolovitz et al. defined normal grain growth as a steady 
state kinetic process characterized by the time invariance of the normalized grain size 
distribution function. In other words, when a sample exhibits self-similar grain size 
increase it is undergoing normal growth15. Feltham was among the first to identify the 
lognormal distribution as an empirical fit for measured grain size, and concluded that a 
normal distribution of grains would follow a lognormal distribution and be invariant 
with time16. The probability density function (PDF) for the lognormal distribution is as 
follows: 
𝒇 𝒓;𝝁,𝝈 = 𝟏𝒓𝝈 𝟐𝝅 𝒆𝒙𝒑 − 𝟏𝟐 𝒍𝒏 𝒓 !𝝁𝝈 𝟐      (2.20) 
where r is the grain size, µ is the location parameter which corresponds to the mean of 
the logarithm of the dataset, and σ is the shape parameter which corresponds to the 
standard deviation of the logarithm of the dataset17. Barmak et al. found that a 
lognormal distribution describes a thin film of CoPt at stagnation.18 
Following from this definition for normal grain growth a related definition for 
abnormal grain growth emerges as a distribution that exhibits change with time19. When 
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simulating grain growth Rollett et al. used abnormal grain growth to refer to a minority 
of grains with high mobility growing in a matrix of smaller, normal, grains. They 
considered abnormal grains as having their own distribution, separate from normal 
grains, which they found to fit better with a lognormal approximation than to Hillert’s 
model which used LSW theory to predict grain sizes20. Working within these definitions 
for normal and abnormal that include entire distributions of measurements, statistical 
analysis plays a large role.  
When considering abnormally large grains, it is the large values in the tail of the 
distribution that will be of most interest. Some researchers have used aspects of 
Extreme Value Theory to describe the populations and subpopulations of grains that are 
considered abnormal6,7,21. The Gumbel distribution is a specific case following the 
generalized extreme value distribution, and was originally derived to describe maxima 
in data sets like flood levels and earthquake intensities. Dierickx et al. discussed the 
difference between using the lognormal distribution and the Gumbel distribution to 
describe samples of sintered zirconia with a bimodal microstructure due to a phase 
transformation stabilized by doping with yttria21. They reported that when the grain size 
data are separated out into the larger matrix grains and smaller transformed grains, the 
Gumbel distribution is a better fit for both the full bimodal data set and the 
subpopulation of larger grains. Wang and Liu generated a dataset fit to a Weibull 
distribution and subjected it to normal grain growth conditions through a Monte Carlo 
Potts model and found that it remained as a Weibull distribution rather than evolving 
into a Hillert distribution22. Though lognormal and Hillert distributions are often 
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accepted as descriptive of normal growth, these studies show it is possible for other 
distributions to provide a better fit. Mullins derived a set of equations for grain size 
distributions that do not relate to the lognormal and has argued that the lognormal 
distribution was a stochastic solution with no theoretical basis23. 
Recognizing that the lognormal distribution may not completely describe real 
data, Donegan et al. investigated the “tail departure” of both experimental and simulated 
data7. Tail departure refers to the upper tail in the histogram or a probability plot 
describing the data. Probability plots will be discussed below. Since they were looking 
at the large values in the distribution, they used analysis techniques from Extreme Value 
Theory (EVT). Traditional EVT looks at the maxima from multiple datasets, which here 
would correspond to only the largest grains from a series of datasets rather than a range 
of multiple grains from a single set. However, the authors took the concepts and applied 
them to the analysis of the range of larger grains in a single population. A points-over-
threshold analysis was applied to choose a threshold value above which all grains are 
considered extremes.  These data were then plotted using specific diagnostic plots to fit 
them to a Generalized Pareto Distribution as per the theorems employed by EVT. By 
fitting the extreme values to a distribution the authors were able to show it is possible to 
correlate deviations in the tail with over or under-prediction by the lognormal 
distribution in a quantitative manner. Recently, Rickman et al. used a different form of 
tail fitting to tailor the probability density functions for experimentally obtained datasets 
to better account for different shapes in the tail.24 
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Liu et al. used probability plots to investigate the tail shapes in both theoretical 
and experimental data. As shown by Donegan et al. and Liu et al., probability plots are a 
useful tool for identifying how well a dataset fits a given distribution6,7. A probability 
plot is a specific case of a quantile-quantile plot in which the natural logarithm of the 
data is plotted against the probability in quantiles for a specific distribution. A quantile 
is a measure of a specific portion of the data, defined as the x%-quantile, for which q is 
the x% quantile if x% of the data values are ≤ q25. Specific and commonly used 
examples of quantiles are the percentile and the quartile. Each percentile represents 
1/100 of the data and each quartile represents ¼ of the data. The 50% quantile is also 
known as the 50th percentile and 2nd quartile. The probabilities listed on the vertical axis 
of a probability plot are scaled so that a lognormal distribution will fall along a straight 
line. In practice, the data are considered to fit the theoretical distribution if the majority 
of the data between the 25% and 75% quantiles follow the line25. An example of such a 
plot can be seen below in Figure	  2.1a. Figure	  2.1b-c. show examples of distributions 
that do not fit the lognormal, in this case they are sets of numbers generated to fit the 
Gaussian distribution, the Weibull distribution and the Gumbel distribution. The lines 
superimposed on the plots pass through the quartiles of the data (the 25% and 75% 
quantiles). 
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a.	   b.	    
c.	    d.	    
Figure 2.1 Example probability plots for a set of numbers generated to fit a. the 
lognormal distribution, b. the Gaussian distribution, c. the Weibull distribution and, d. 
the Gumbel distribution. The vertical axis is the cumulative probability and the 
horizontal axis is the natural logarithm of the generated data points. The data sets were 
all generated to be centered at 1. On this type of plot, only a lognormal distribution falls 
along a straight line.  
These plots demonstrate the deviation from lognormal when the data fit a different 
distribution. Donegan et al. looked at data with tails with upward deviation like these 
plots. However, when studying abnormal grains it is of more interest when the tail dips 
downward. This indicates the presence of more large grains than the lognormal 
distribution would predict and is the characteristic shape for a bimodal distribution. 
While these works have laid the groundwork for quantifying abnormal grain growth the 
picture is far from complete. There is room for more quantification in a way that would 
allow for a comparison from sample to sample. 
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Despite the extensive work on grain size distributions and abnormal grain 
growth, an actual definition of “abnormal” remains relatively illusive, and the 
distinction between normal and abnormal grains varies widely. Most of the time the 
threshold value is presented as a multiple of the average grain size. Hillert derived 
threshold for abnormal grain growth at 2 times the average, while Feltham used 2.512,16. 
Srolovitz et al. used between 2.5 and 3 as a cutoff for normal grains and in simulation 
planted abnormal grains ranged from 5-20 times the average15. Fjeldberg et al used a 
larger cutoff of 15 times the average, while Yoo et al. and Bae and Baik used 1026–28. 
Bojarski used personal judgment based on the distributions in the data and chose either 
2.7 or 3 times the average depending on the purpose of the specific analysis29. Dillon et 
al. went a similar route and opted to avoid a multiple of the average all together and 
simply stated that “normal” and “abnormal” are relative to the rest of the 
microstructure30,31.  
Song and Coble used a classification scheme for grains that included elongation 
coupled with large size, though there has been very little other work considering aspect 
ratio of abnormal grains beyond simply noting the presence of elongation5,32,33. A few 
studies have investigated the distribution of the aspect ratios of particles in metal matrix 
composites, or of grains in ceramic systems, though these studies focused on the effects 
on properties like toughness or oxidation, not grain growth behavior34–37. To the best of 
this author’s knowledge, there has been no work on the distribution of aspect ratios in 
the context of abnormal grain growth in alumina. A quantitative two-dimensional study 
of abnormality including both aspect ratio and grain size has not been undertaken.  
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2.2.2 Complexions 
Hillert’s analysis discussed in Section 2.1.1 predicted that grains larger than 
twice the average size would have to have some sort of advantage to grow so much 
faster than the rest of the matrix so that it should be considered “abnormal.”12 It was 
subsequently shown however that such a grain shape advantage did not provide enough 
driving force to make the large grains grow larger in a system where there is uniform 
grain boundary energy and mobility. The following analysis from Thompson et al. 
compares the relative growth rates of abnormal and normal grains.  The growth rate of a 
large grain in a matrix of small grains is given by the following equation, 
𝒅𝒂𝒅𝒕 = 𝟐𝑴𝒃𝜸𝒈𝒃 𝟏𝒂∗ − 𝟏𝒂        (2.21) 
in which a* is the critical radius at which a grain will neither grow nor shrink. The 
growth rate of a grain of this critical radius is then given by the following, 
𝒅𝒂∗𝒅𝒕 = 𝑴𝒃𝜸𝒈𝒃𝟐𝒂∗          (2.22) 
The growth rate for a large grain relative to the matrix grains is given by, 
𝒅𝒅𝒕 𝒂𝒂∗ = 𝟏𝒂∗ 𝟐 𝒂∗ 𝒅𝒂𝒅𝒕 − 𝒂 𝒅𝒂∗𝒅𝒕      (2.23) 
Combining equations 2.24 and 2.43 yields, 
𝒅𝒅𝒕 𝒂𝒂∗ = −𝑴𝒃𝜸𝒈𝒃𝟐𝒂𝒂∗ 𝒂𝒂∗ − 𝟐 𝟐      (2.24) 
which shows that the relative growth rate for a large grain is negative. This means that a 
large grain of the same grain boundary energy and mobility as the smaller matrix grains 
will in fact grow slower than the other grains. Under these conditions the rest of the 
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grains will eventually catch up to it and it will no longer be abnormally large38. 
Srolovitz et al. used simulation to explore the behavior of a single large grain within a 
matrix of smaller grains15. The conclusion from this analysis was that abnormal grain 
growth must be due to differences in grain boundary mobility, which could arise from 
segregation of impurity atoms, formation of a liquid phase at the boundary, or due to 
breakaway from pores or second phase particles.11 Rollett and Mullins also found that 
abnormal grain growth must be due to mobility differences at the grain boundaries39,40. 
Another explanation for mobility driven abnormal grain growth, which is 
gaining acceptance, is the grain boundary complexions concept3. A complexion has 
been formally defined as an interfacial material or strata that is in thermodynamic 
equilibrium with the abutting phase(s)3,41 In simple terms, a grain boundary complexion 
is the equilibrium state of a grain boundary. Complexions are different from bulk phases 
in that they cannot exist without the phases surrounding them, though they can and 
frequently do have structural and compositional differences from those phases. In 
addition a complexion has the to the capability to have a structural gradient, as opposed 
to a bulk phase which must have a uniform structure throughout. Complexions have a 
finite and stable thickness, which can range from a single atom to a few nanometers3. A 
given complexion is stable for a specific set of thermodynamic conditions including 
temperature, pressure, chemical potential, grain boundary shape and misorientation.  
Some of the first comprehensive work categorizing and characterizing 
complexions came from Dillon and Harmer’s work on ultra high purity alumina doped 
with various elements that are commonly known to cause abnormal grain growth in 
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alumina including calcia, silica, magnesia, and neodymia and yttria1,2,30,33,42–44. The 
grain boundary mobilities were measured for normal and abnormal grains in each of the 
samples after annealing for a series of times and temperatures and were found to fall 
into six regimes spanning several orders of magnitude. The samples were further 
characterized using high-resolution transmission electron microscopy (HRTEM or 
HAADF-STEM) and it was found that each of the different mobility regimes could be 
correlated with a distinct grain boundary structure and composition2,42. The slowest 
mobility regime showed a submonolayer of atoms along the grain boundaries. The 
second regime corresponded to clean boundaries in undoped alumina. The third regime 
was faster and corresponded to a bilayer of segregated dopant atoms, the fourth showed 
multiple layers of adsorbed atoms, the fifth had a nanolayer intergranular film with a 
thickness up to 1.5nm. The sixth and fastest mobility regime corresponded to a wetting 
layer up to 20nm thick. A schematic of each of the complexion types can be seen 
corresponding to the appropriate mobility regime in Figure	  2.2.  
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Figure 2.2 Schematics of 6 Dillon-Harmer discrete complexion and the corresponding 
mobility regime in doped ultra high purity alumina. Reprinted from reference (3).  
One of the key accomplishments of this study was an understanding of how 
certain elements cause abnormal grain growth in alumina. By sorting out and separately 
characterizing abnormal and normal boundaries the study demonstrated that abnormal 
growth occurred in samples where two (or more) types of grain boundary complexions 
were in coexistence1,2. For each of the dopants there were temperatures at which the 
mobility behavior abruptly changed and these points corresponded with appearance, 
disappearance, or change in abnormal grains, and a transition in complexion type. This 
led to the conclusion that complexion transitions are key to understanding the effects 
that dopants have on the microstructural development of a material. An extensive 
overview was published recently by Cantwell et al. in which complexions and 
complexion transitions are discussed in detail3. 
In addition to studies on high purity alumina, work has been done on various 
other material systems, both ceramic and metal, revealing either a specific complexion 
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or a variety of complexions correlated with an abrupt change in the material’s behavior. 
The six complexion types identified by Dillon and Harmer in alumina have all been 
observed in metallic systems including copper, Cu-Bi, Ni-Bi, Al-Ga, and Mo-Ni, and 
are referred to as Dillon-Harmer discrete complexions3,45–48. Continuing work has 
identified different complexions and types of complexion transitions in numerous metal 
and ceramic systems3. Figure	  2.3 and Figure	  2.4 show the different types of 
complexion transitions and suggested classification scheme that have been identified to 
date. 
 
Figure 2.3 Types of complexion transitions. Reprinted from reference (3). There are 
three types of complexion transitions currently known, congruent, faceting and 
dissociation transitions. 
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Figure 2.4 Categories of complexions. Reprinted from reference (3). There are three 
general distinctions for complexions, the Dillon-Harmer discrete complexions, intrinsic 
versus extrinsic, and ordered versus disordered. 
There are multiple ways to identify complexion transitions in materials. The 
most direct is through high-resolution electron microscopy used to individually 
characterize complexions on boundaries of interest. However this method is time 
consuming, tedious, expensive, and requires great skill in addition to a specific set of 
material conditions that may require bicrystal experiments to reproduce.  These 
limitations have led to exploration of alternative methods of identifying complexion 
transitions. Measuring grain boundary mobility changes through time-temperature 
studies is one method that can identify characteristic changes in a material. These 
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studies can be used to produce an estimated complexion diagram that approximates 
regions of stability for certain compositions based on temperature and the presence or 
absence of abnormal grains and known complexion transitions. Figure	  2.5 shows such a 
diagram for yttria-doped alumina constructed based off of a series of experimental data 
points. The data points and regions of complexion stability are superimposed on a 
pseudo-binary phase diagram for Al2O3 and Y2O3.3  
 
Figure 2.5 Experimentally derived complexion diagram including regions of 
complexion stability superimposed on a pseudo-binary phase diagram for yttria doped 
alumina. Points 1-10 are from experimental data. Reprinted from reference (3). 
On a diagram such as this the stable complexion listed represents what is expected for 
the average boundary in the system, the diagram cannot account for all of the degrees of 
freedom involved in grain boundary character and complexion transitions. Creating a 
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time-temperature-transformation type diagram is a current challenge being undertaken 
by the complexions research community to account for the kinetic factors involved. 
Bojarski laid out the groundwork for compiling such a diagram in her work on grain 
boundary character distributions in Y-doped alumina29. 
Complexion transitions can be correlated with changes in grain boundary energy 
in what is known as a mesoscale approach3. The relative grain boundary energy can be 
measured using atomic force microscopy (AFM) by obtaining the height and width of a 
grain boundary groove. Saylor and Rohrer and Handwerker et al. demonstrated how to 
apply Mullins’ analysis to AFM measurements of grain boundary grooves to obtain the 
grain boundary energy relative to the surface energy through the following 
relationship49–51 
𝜸𝒈𝒃𝜸𝒔 = 𝟐 𝐜𝐨𝐬 𝝍𝒔𝟐         (2.25) 
The situation represented by this equation can be seen in the schematic from reference 
(49) in Figure	  2.6. The geometric parameters of the groove width, W, depth, d, and 
groove angle, β, can be used to calculate the dihedral angle, Ψs. Since the surface 
energy, γs remains unknown, only the relative grain boundary energy can be obtained 
from this analysis. 
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Figure 2.6 Schematic of a grain boundary groove and the geometric parameters used to 
extract the grain boundary energy relative to the surface energy. Reprinted from 
reference (49). 
 In general, when there is a transition to a higher order complexion or film there 
is also a transition to a lower relative grain boundary energy, indicating a transition to a 
more thermodynamically stable state31,52. Dillon et al. and Bojarski et al. looked at 
normal and abnormal boundaries in various samples and found that abnormal 
boundaries had a decrease in energy from the normal boundaries with a more ordered 
complexion53–57. In addition to using AFM to measure the energies of specific 
boundaries, changes in the whole polycrystalline sample can be tracked using the grain 
boundary character distribution (GBCD). It has been shown through the GBCD that 
there tend to be fewer high-energy grain boundaries present in a sample than low energy 
grain boundaries such that a change in this distribution indicates a change in adsorption 
behavior and thus complexion type49,58. It has also been shown that higher energy grain 
boundaries will undergo complexion transitions before lower energy grain boundaries.55 
This series of studies illustrates both the effectiveness of using the character of a 
distribution to track changes in complexion transitions but also the usefulness of an 
indirect method for identifying complexion transitions.  
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2.2.3 Non-complexions theories 
While the complexions concept is a new theory for explaining abnormal grain growth 
which has gained wide acceptance, there are alternative theories for abnormal grain 
growth. One of the most notable competing explanations is 2-D nucleation limited 
growth involving a roughening transition temperature and terrace-ledge-kink 
description of the atomic structure of surfaces59,60. One of the major assumptions of this 
model is that there is always some quantity of liquid present in ceramics during 
sintering, and that ceramics undergo coarsening through Ostwald ripening by the 
migration of the solid-liquid interface61. In this framework, it is the shape of a grain 
boundary that drives or prevents abnormal grain growth rather than mobility. Grains 
with a spherical shape and atomically rough interface will not undergo abnormal grain 
growth, and angular grains that are atomically smooth will. Growth in spherical grains 
is controlled by diffusion while for rough grains it is controlled by 2-D nucleation. This 
is argued based on the idea that on a smooth surface in a liquid matrix the attachment of 
a new atom will lead to broken bonds and the increase in energy caused by this is the 
barrier to nucleation60,61. The growth rate will be very small until the driving force for 
growth reaches a critical value, which is dependent on size. Whether a sample can reach 
this critical size and energy barrier is dependent on the step free energy parameter; 
which is dependent on crystal shape and can be altered by changing temperature of 
adding impurity atoms. A few of the systems in which evidence for this mechanism 
have been claimed are BaTiO3, Si3N4, WC-Co, SrTiO3, MgAl2O4 and Al2O3, which will 
be discussed below.59,60,62  
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 Criticism for this theory focuses on the limited cases in which it has been shown 
to apply1, and the assertion (in alumina specifically) that all abnormal grains are 
“singular” or faceted. Critics also found issue with their assumption that all ceramics 
have some form of intergranular film30. Their counterargument being that aluminas with 
impurities on the parts per million level do not always have films, and that the 
proponents of the 2D-nucleation limited growth theory were over generalizing their 
claim63.  
2.3 Impurities in alumina 
It has been shown that abnormal grain growth is not an intrinsic property of alumina but 
rather it is the result of impurities64,65. Whether the impurities are inherently present due 
to processing procedures or intentionally added as dopants, there are nearly always 
measurable levels of foreign elements in alumina. Commercial aluminas will have more 
impurities than high purity or ultra high purity materials, though often the impurities are 
of the same species. It is very important to study and understand the various effects that 
impurities have on grain growth in alumina including glassy film and bulk second phase 
formation.  
2.3.1 MgO, CaO and SiO2 
Coble first identified the usefulness of MgO as a sintering aid in alumina in the 
1960’s when it was used to sinter alumina to transparency66. Since then numerous 
studies have investigated what the effects of MgO are, how it interacts with other 
common impurities known to cause abnormal grain growth, and proposed several 
underlying mechanisms for its behavior50,67–72.  
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It was found that MgO leads to an increased densification rate, and a decreased 
grain growth rate in high purity and dense alumina67–69,72. Bateman et al. concluded that 
the more uniform microstructure seen when MgO was added to alumina was due to a 
decreased grain boundary mobility70. They found that in high purity systems MgO 
additions can decrease the grain boundary mobility by as much as 50 times relative to 
undoped alumina70. Handwerker et al. studied the changes in thermal groove geometry 
in alumina due to doping with magnesia and found that, similar to the grain size 
distribution and morphology in alumina, when doped with small amounts of magnesia 
the distribution of relative grain boundary energies was more uniform50. While previous 
attempts to observe segregation of magnesia to grain boundaries had been either 
unsuccessful or ambiguous, Soni et al. were able to show that there was indeed 
magnesia solute at the grain boundaries in alumina by using secondary ion mass 
spectroscopy (SIMS)71. Several studies detected Ca in the samples, even though only 
very small amounts were present in the starting powders69,71. Bateman et al. found an 
aluminosilicate phase at the grain boundaries of large elongated grains in samples 
without MgO additions70. The authors all recognized the likelihood that there are 
complex interactions between the impurities that affect abnormal grain growth.  
Numerous studies have explored how CaO and SiO2 affect grain growth 
behavior and how those characteristics change in the presence of MgO5,28,32,65,73–83. Both 
calcia and silica have are associated with abnormal grain growth while magnesia 
suppresses it. Song and Coble looked at the effects of silica, calcia and magnesia in 
different ratios and amounts on two alumina powders with background impurities in the 
	   29	  
hundreds of parts per million range5,32. They assigned one of four designations to the 
grains: either platelike, platelet, elongated or equiaxed depending on the combination of 
size and aspect ratio. In the samples codoped with calcia and silica the large platelike 
grains appeared, but for samples with more silica than calcia the number of such grains 
decreased while samples containing MgO had no platelike grains5,32.  
Baik and White observed anisotropic segregation of calcia that induced 
formation of liquid-like phases at certain boundaries but not others, leading to formation 
of bimodal microstructure. Magnesia on the other hand exhibited more isotropic 
behavior, and more uniform microstructures75. Kim and Baik found faceted grains to be 
associated with calcia segregation, but when MgO was added to samples together with 
calcia, the anisotropy of calcia segregation and faceting was decreased76,77. The same 
relationship was found for calcia and silica based intergranular films. When magnesia 
was added, the anisotropy decreased and the films formed more homogeneously 
throughout the microstructure. It was concluded that in order for magnesia to suppress 
abnormal grain growth it must be present in at least the same amount as calcia73. By 
doping ultrapure alumina in a series of concentrations of silica and calcia it was 
determined that the critical concentrations at which abnormal grain growth occurs are 
300ppm silica, 200ppm silica-10ppm calcia, 150ppm silica-20ppm calcia, or 30ppm 
calcia. It was pointed out the critical concentrations in commercial powders will be 
lower than for ultrapure powders due to the presence of other impurities that will either 
lower the solubilities or induce glassy phase formation28.  
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Approaching the problem from a different angle, Bae and Baik found that in 
ultrapure alumina the average grain size at the appearance of abnormal grains was 
inversely related to silica content up to 500ppm, and the calcia content after exceeding 
30ppm74,78. This was taken to mean that the more impurities present in alumina the 
sooner abnormal grain growth will initiate and the more abnormal grain growth the 
sample will undergo. Altay and Gulgun found a similar relationship in commercial 
99.8% pure alumina in which all of the grain boundaries contained a calcium 
aluminosilicate glass phase79. By calculating the excess Ca at the boundaries for various 
levels of bulk Ca concentration they were able to show that abnormal grain growth 
occurred at decreasing average grain size with increasing Ca excess. Using SIMS, 
Gavrilov et al. were able to look at the level of segregation of silica and magnesia at 
grain boundaries and found that codoping led to decreased segregation of both 
elements80,81. They were also able to show that abnormal grain growth did not occur 
until there was more silica than magnesia in the system, or in other words, until the 
silica:magnesia ratio was greater than 1, the same relationship proposed by Bae and 
Baik for calcia and magnesia73,81.  
Some studies focused on the effects that overall amounts of glassy or liquid 
films have rather than the specific elements82,83. Commonly found intergranular and 
glassy film compositions are CaO-Al2O3-2SiO2 (anorthite), NaAlSi3O8 (alibite), CaO-
6Al2O3, and 2CaO-Al2O3-SiO2. Groups that focused on faceting and roughening 
transitions have found the same patterns in samples containing calcia and silica based 
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glassy films. Silica and calcia lead to glassy film formation, faceting, and abnormal 
grain growth, while magnesia suppresses these phenomena84–87.  
Following the numerous results pointing to an inverse relationship between 
silica concentration and grain size at the onset of abnormal grain growth Yoo et al. 
developed a benchmark value termed the “equivalent silica concentration” (ESC)27. The 
ESC is intended to be used for alumina powders of at least 99.9% purity and is given in 
ppm of excess silicon, it represents the total amount of glass forming impurities present 
beyond their combined solubility. The ESC is obtained by measuring the average grain 
size when abnormal grains first develop in a sample, and then finding the corresponding 
concentration of silica required to induce abnormal grain growth at that grain size. It 
was presented as a tool to avoid the complicated task of determining exact compositions 
of intergranular glassy films, and to give an estimate of the total glass forming 
impurities in a sample27. 
These studies have explored the complex interactions of impurity elements in 
alumina and how they affect the microstructure development. A few groups have 
proposed specific relationships, like the equivalent silica content, and the calcia to 
magnesia ratio or the silica to magnesia ratio as governing rules for the appearance of 
abnormal grain growth27,73,80. These relationships have not been fully quantified in 
terms of the distribution of grains, or compared, for example, in a system in which all 
three of the aforementioned impurities are present. Neither do the studies give a sense 
of which impurities are controlling the microstructure. It is yet to be seen what 
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connection the distribution of abnormal grains has with the impurities that seem to 
cause it.  
2.3.2 β”-Alumina 
In any material, when the level of impurities surpasses the solubility limit 
second phase will precipitate and change the character of the microstructure. In alumina, 
high enough levels of sodium will produce β-alumina. β-alumina is a nonstoichiometric 
phase with variable composition. Dunn et al. recognized that it is not a single compound 
but rather a whole family of solid electrolytes88. Its chief functional property as a bulk 
material is its capacity for fast ion exchange so much of the work on β-alumina has been 
an attempt to understand and control the ion exchange potential. 
The theoretical compositions of the two most stable forms of beta-alumina are 
Na2O-11Al2O3 and Na20-5Al2O3, known as β- and β” respectively, though many 
compositions have been reported89–92. Both β- and β”-forms consist of blocks of 
hexagonal spinel-type structure separated by a conducting plane of sodium and bridging 
oxygen ions. In the spinel blocks layers of aluminum ions sit octahedrally and 
tetrahedrally coordinated with oxygen ions89,93,94. β-alumina has a unit cell made up of 
two spinel blocks and β”- has a rhombohedral three block unit cell belonging to the 𝑅3𝑚 class. The three blocks are rotated 120° with respect to one another and a c-
parameter 1.5 times that of β-alumina95. A schematic of the unit cells for both forms can 
be seen in Figure	  2.7. The β”- form has more potential sites in the conduction plane for 
Na+ ions, which results in more vacancies and a higher potential for conduction of large 
ions than the two-block form93,95,96.  
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Figure 2.7 Schematic representation of the unit cell for a. three block Na β”-alumina 
and b. two block Na β-alumina. Reprinted from reference (95). 
The conducting plane is what allows for a large part of the variation in the structure and 
chemistry of β-aluminas; it can accommodate up to 25% excess sodium through oxygen 
vacancies making it a good ionic conductor, but can also withstand 50% alkali cation 
vacancies and still retain its crystal structure89,94,97,98.  
Weber et al. published a patent for Ford Motor Company citing the use of MgO, 
CoO, NiO and Li2O as additives that increase the stability of beta alumina90. It is 
believed that Mg2+ ions replace Al3+ ions in the spinel blocks which relieves lattice 
strain and stabilizes the β”-form, which is otherwise only metastable in the binary 
Na2O-Al2O3 system90,91,93,95–97,99–101. Ray et al. cite the decomposition of the β”- phase 
into α-alumina at 1250˚C without MgO, while with it β”- phase was stable up to 1700˚C  
while other studies report MgO stabilized β”- remaining stable at this temperature. 
92,96,97 Magnesium stabilized β”-alumina has the formula Na1.67Mg0.67Al10.33O17, or when 
the variability is accounted for is Na1+xMgxAl11-xO17 with x ranging from 0.61-794,95,98.  
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Many of the studies on the family of beta-aluminas have contradicting or 
ambiguous results due to both the variable nature of a non-stoichiometric metastable 
phase, the volatility of sodium and the ability for complete ion exchange within the 
conduction plane. The conducting plane can accommodate excess sodium through 
oxygen vacancies making it a good ionic conductor, and allowing for ion exchange with 
mono-, di-, and trivalent cations94,95,98. Calcium is an ion commonly used in exchange 
experiments with β”-aluminas, though others used include K+, Li+, Ag+, Cs+, In+, Tl+, 
Rb+, Cu+, Sr2+, Ba2+, Cd2+, Pb2+, Mn2+, Zn2+, Eu2+, Gd3+, Eu3+, Nd3+, Cr3+, Bi3+, Sm3+, 
Du3+, Tb3+, Dy3+, NH4+ and even H3O 88,89,94,98,102,103 .  The majority of the exchanges 
have been found to be complete and reversible, and can be achieved at relatively low 
temperatures and short times89,102,104.  
There has been relatively little work done on β”-alumina as a second phase in α-
alumina. It has been noted that it can decompose into α-alumina, NaAlO2 and spinel 
under certain conditions and occasionally α-alumina has been used as a precursor 
material, but its effect on the microstructure in bulk α-alumina has not been extensively 
studied91,92,98.  
2.3.3 Commercial alumina  
Alumina is one of the most widely used oxide ceramics and has a wide range of both 
technical and traditional uses. Traditional uses include clays to make pottery, bricks, 
tiles, and ovens. Technical uses are typically insulating components (both thermal and 
electrical), wear resistant components, spark plugs, tap washers, pump seals, electronic 
substrates, grinding media, abrasion resistant tiles, cutting tools, joint implants, body 
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armor, and lab ware. Applications often exploit the refractory properties of strength 
retention at high temperatures, resistance to thermal shock and chemical corrosion, and 
low thermal conductivity to make crucibles and interiors for furnaces, kilns and 
incinerators. Alumina has a very high hardness that makes for excellent abrasives and 
polishing materials105. Other properties include high compression strength, high 
dielectric strength, high electrical resistivity, and transparency to microwave radio 
frequencies. Chief of alumina’s assets is the natural abundance of its raw materials106. 
There are multiple commercial grades of alumina including smelter grade used 
for production of aluminum metal, calcined alumina used for ceramic and refractory 
applications, and low soda calcined aluminas which tend to be used for electronic 
applications. Reactive aluminas generally have high purity, small crystal size and are 
used in applications requiring high strength wear resistance, high temperature, good 
surface finish, and high chemical inertness including components in analytical 
instruments, electronics, microelectronics and semiconductors107.  
Specialty aluminas with purities ranging from 99-99.8%, high purity aluminas, 
classified as being at least 99.99%, and calcined aluminas are all made using the Bayer 
process. This process involves breakdown of bauxite in caustic soda and precipitation of 
aluminum hydroxide through addition of seed crystals. In addition to Al2O3, bauxite ore 
contains Al(OH)3 (gibbsite), γ-AlO(OH) (bohemite), and α-AlO(OH) (diaspore) with 
FeO(OH) (goethite), Fe2O3 (haematite), Al2Si2O5(OH)4 (kaolinite) and anatase TiO2. 
Bauxite contains 30-50% alumina, which is extracted by crushing and grinding in 
sodium hydroxide, the mixture is then dissolved to extract the alumina content. The 
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resulting slurry is then decanted to remove any red mud, which is the source of many 
oxide impurities. Aluminum trihydrate is used as a seed for precipitation of 
agglomerates of Al2O3. The mixture is then calcined in gas-fired rotary kilns to create 
feedstocks in which properties like surface area and crystal size can be specified and 
controlled through the use of additives. The calcined alumina is then ground either by 
batch or continuous ball mill depending on the desired particle size distribution. 
Reactive and specialty aluminas have MgO added during the milling process to affect 
sinterablility, and are evaluated post-milling for powder characteristics like particle size, 
surface area, wet screen residue, magnetic iron content, green density, fired density, 
shrinkage and composition107.   
Multiple passes of the Bayer process will produce higher purity materials, 
though all will contain some amount of impurities left over from the original ore. 
Elements like Ti, Fe, Si are inherently present in the resulting alumina powder, while 
others, like MgO and Na2O, are introduced during processing. Much of the research 
over the years has been conducted on high purity or ultra high purity alumina, but it is 
also important to understand how these impurities interact and affect the resultant 
microstructure in widely used commercial powders.  
2.3.4 Complexions in MgO/CaO/SiO2 doped alumina 
Based on their common occurrence and extensive research on CaO, SiO2 and 
MgO in Al2O3, these were logical dopants for Dillon and Harmer to investigate in their 
study of complexions1,2,30,33,42–44. Ultra high purity alumina (99.995%) was doped with 
either 30, 100 or 500ppm calcia, 200ppm silica, or 500ppm magnesia. The samples 
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were annealed for various times and temperatures in order to acquire kinetic data for the 
grain growth. It was found that the magnesia-doped samples had a reduced grain 
boundary mobility compared to undoped alumina below 1600˚C and above it the 
mobility was faster (see Figure	  2.2). It was shown that this change corresponded with a 
complexion transition from a monolayer to a bilayer. There was no temperature region 
in which the two complexions coexisted, so none of the samples exhibited abnormal 
grain growth2,43,108. A schematic complexion diagram for MgO doped alumina can be 
seen in Figure	  2.8. 
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a.  
b.	    
Figure 2.8 a. Schematic complexion diagram for MgO doped Al2O3 with a single 
transition at 1600˚C from a monolayer to a bilayer complexion and no region of 
coexistence b. example micrograph of MgO-doped ultra high purity alumina, reprinted 
from reference (2). 
For calcia doped alumina the mobility depended on temperature and was always 
higher than undoped alumina. There was abnormal grain growth at all temperatures 
included in the study. The grains in the samples were measured in different groups 
based on the morphology in order to separate different grain boundary mobility 
behaviors. By dividing up the grains into different types, or generations, it was possible 
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to determine that there were different types of abnormal grains, each corresponding to a 
different mobility and complexion type1,2,33. Through HAADF-STEM this work 
disproved earlier assumptions that the long flat basal plane boundaries would have an 
intergranular film. Instead they showed that the non-basal planes corresponding to the 
fast growing direction of the grain contain the calcia-rich film. The key conclusion from 
this work is that the distinctive elongated abnormal grains in calcia-doped alumina are a 
consequence of different complexions forming on different types of boundaries and that 
up to four of these can coexist within the same temperature range33. A schematic 
complexion diagram for this system can be seen in Figure	  2.9. There are multiple 
transition temperatures, and at least two complexions coexisting at all temperatures. 
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a.  
b.	    
Figure 2.9 a. Schematic complexion diagram for CaO doped Al2O3 showing four 
different temperature regions, all exhibiting multiple stable complexions including 
bilayer, trilayer, nanolayer complexions and wetting films b. Micrograph of abnormal 
grain growth in CaO-doped ultra high purity alumina, reprinted from reference (33). 
Silica-doped alumina was thoroughly studied in the same manner1,2,30,43,44. 
Normal grains were separated from abnormal grains, however unlike the calcia doped 
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samples, there were no distinctly faceted or elongated basal planes associated with 
abnormal grains. Figure	  2.10 shows a schematic complexion diagram for the SiO2 
doped Al2O3 system, in which there are three transition temperatures, and only one 
region of coexistence. Abnormal grain growth was only seen in samples annealed 
between 1400˚C and 1500˚C when bilayer and trilayer complexions coexist2,44.  
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a.  
b.	    
Figure 2.10 a. Schematic complexion diagram for SiO2 doped Al2O3 showing four 
temperature regions for bilayer, trilayer and nanolayer type complexions, the only 
coexistence region is between 1400˚C and 1500˚C in which bilayer and trilayer 
complexions are both stable b. Micrograph of SiO2-doped ultra high purity alumina, 
reprinted from reference (44). 
One of the key points these studies emphasized is the importance of 
understanding “normal” and “abnormal” grain growth as a function of complexion 
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coexistence and transitions rather than intrinsic versus extrinsic behavior. A sample 
with “normal” grain growth simply means it has one type of stable complexion. 
“Abnormal” growth occurs when a transition from that one type to another type(s) has 
begun and the microstructure appears bimodal. A new “normal” type of grain growth 
will be observed when all of the boundaries have completed the transition and the 
microstructure is again unimodal1,30,44. This concept becomes more complicated, and 
specific transitions are more difficult to isolate when there are multiple complexion 
transitions occurring in parallel, such as the case in calcia-doped alumina. It is even 
more difficult when there are multiple impurity species present each with their own set 
of stability conditions for each type of complexion and if appreciable second phase is 
present in the system. As such, the complexions concept has not been extended into use 
with complex commercial powders in which there are different types of impurities and 
often second phases.  
2.4 Grain size measurement: EBSD 
Mendelson wrote a review of how to measure the average grain size in polycrystalline 
ceramics in which he compares the validity of assumptions such as spherical shape 
versus tetrakeidecahedron (a structure with 6 square faces and 8 hexagonal faces), and 
how well measuring grain size by the intercept method fits with a lognormal 
distribution as compared to a Hillert distribution and a Feltham distribution109. Later, 
Exner also explored ways to measure particle and grain sizes, specifically taking into 
account that a grain or particle is a three dimensional entity while any measurement 
technique based on a micrograph or image is two dimensional110. It was suggested that 
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the most useful measured quantities are the area of the grain, and the “equivalent area 
diameter” which is the diameter of a geometrically simple shape having the same area 
as the feature or grain. He concluded that assuming a spherical diameter and using the 
circle equivalent diameter method are acceptable and in fact better than using the linear 
intercept method110. Though capabilities in measurement techniques and data 
acquisition have improved exponentially in the decades since these studies their 
findings still hold as the underlying assumptions for grain size measurement.  
Electron Backscatter Diffraction (EBSD) is a powerful tool that can be used to 
gain a wealth of information about a sample. Its original purpose was to understand 
local relationships between microstructure and orientation111. Using the electrons 
scattered off of the surface of a sample in an SEM it is possible to obtain the orientation 
of the grain using the Kikuchi diffraction pattern112. This information can then be used 
to report the grain size distribution, the orientation distribution (or texture) of the 
material, among a wealth of other properties. To conduct EBSD, the sample must first 
be polished very flat and be tilted to a 70˚ angle relative to the beam, this angle will 
collect the maximum amount of backscattered electrons coming off of the sample. The 
beam scans across the sample in discrete steps of a size determined by the user, the 
steps must be small enough to capture an adequate number of measurement points from 
each grain but not so small as to become smaller than the beam size and overlap, 
causing oversampling of those points. Some knowledge or estimate of the grain size is 
required before a proper step size can be chosen. The step size and the time spent 
acquiring a pattern from each point are the key variables in the speed and accuracy with 
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which EBSD data is collected112,113. The material being studied is selected from a 
database of known material crystal structures, the diffraction patterns are indexed based 
on the data, and each point is given a specific orientation112. After data collection the 
grains are reconstructed based on clusters of points that have the same orientation111. 
Alternately, grains can be defined as all of the points that are confined by high angle 
boundaries. Boundaries are identified by points for which patterns from both abutting 
grains are detected. Mingard et al. showed that compared with SEM images in which 
grain size is measured by linear intercept method, EBSD captures more small 
grains113.The colors in an EBSD map correspond to specific orientations assigned to the 
grains. There are a few factors that change the quality of the data being collected. The 
“image quality” represents how strong the signal was at each point. Low image quality 
is caused by distortion in the crystal lattice, often caused by a scratch or surface 
contamination. A grain boundary will also cause low image quality due to the close 
proximity of material belonging to different orientations and the inability to determine 
the appropriate diffraction pattern and orientation for the point. Using the image quality 
parameter a map can be generated that will appear like a typical micrograph of a 
polycrystalline surface, Figure	  2.11, in the place of thermally or chemically induced 
grooves at the grain boundaries, grains are distinguished by low image quality points at 
the grain boundaries. 
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Figure 2.11 Image quality EBSD map in a polycrystalline alumina sample. The dark 
grey and black points correspond to points with low image quality, most often the result 
of a grain boundary, polishing scratch, pore or surface contamination. 
 Grain boundaries and surface imperfections will also cause a certain number of 
points to be improperly indexed, or not indexed at all, necessitating a clean up 
procedure to remove or reassign such points114. Mingard et al. compared various step 
size and clean up parameters and the effects on the grain size measurement results113. It 
was found that a minimum cluster size of 3 points was sufficient and that choosing a 
cluster size larger did not significantly improve accuracy, and ran the risk of removing 
real grains. This means that the user must make an estimate of the minimum grain size 
in the sample prior to choosing the step size to avoid artifacts in the data. 
The grain size is calculated from the data by software using what is called the 
“circle equivalent diameter method.” The area of the grain is determined from the 
number of points within that grain, and the diameter of a circle having the same area is 
then reported as the grain size. The grain size is dependent on the number of points 
included in the grain and in turn the user defined step size111. The grain shape is 
measured in a similar way. An ellipse is fit to the reconstructed grain and the aspect 
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ratio is reported as the small axis of the ellipse over the large axis of the ellipse. The 
ellipse is fit using either a least squares method, or by setting the maximum distance 
within the grain to the major axis of the ellipse and the minor axis can either be 
determined through averaging or from the narrowest distance within the grain114. 
While the literature is extensive for grain growth in alumina and how specific 
dopants affect the grain growth behavior, and even on the mechanisms behind different 
types of grain growth, it remains a challenge to describe microstructures in any sort of 
universal way. The grain growth theories have extensively tested out theoretical 
distributions, though in many cases the results only apply to simulated microstructures 
or to idealized cases. There have also been many different definitions of “abnormal” 
with the complexions work providing a definition that states that abnormal is a 
condition that is relative to the specific microstructure30,31. A two dimensional approach 
including grain size distribution and grain shape has never been undertaken. And further, 
little characterization of grains considered abnormal has been attempted. Dillon’s work 
in which the mobility of the boundaries in large grains were measured separately from 
the matrix grains, and the work of Donegan et al. and Liu et al. are the closest examples 
of quantifying a body of abnormal grains. While complexions explain why abnormal 
grain growth exists, the concept does not help to quantify abnormality or set up any 
comparative framework.   
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3 Statement of Purpose 
 
Normal grain growth has been well defined for polycrystalline materials, but a 
quantifiable definition or measure of abnormal grain growth remains relatively 
ambiguous. Small changes in processing parameters can lead to significant changes in 
the character of the microstructure in ceramic materials. The purpose of this work is to 
understand the tendency for non-uniformity in the microstructure of specialty alumina 
ceramics.  
 The first objective is to create a system by which variability in the size and 
shape of grains in alumina can be classified and quantified. This will be accomplished 
by analyzing distributions of grains in aluminas exhibiting different microstructures. 
The second objective is to correlate processing variables such as composition and heat 
treatment with susceptibility to non-normal grain growth. Detailed statistical testing will 
be used to sort through and define the interactions and relationships between processing 
variables and microstructure.  
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4 Experimental Procedure 
 
The following sections outline the laboratory procedures and experiments undertaken in 
this work. Powder compositions, powder processing, heat treatment, and 
characterization methods are outlined. 
4.1 Materials 
 Starting materials for a majority of the samples were provided by Almatis, Inc. The 
impurity levels were measured in weight percent at an Almatis laboratory by 
inductively coupled plasma mass spectroscopy in Bauxite, AR by Timothy Bullard. 
Parts per million (ppm) levels were calculated based on the weight percent values. A16 
was processed using the Bayer method and is commercially available. A16 was 
processed and produced at the Leetsdale, PA facility, and AES11 is made by Sumitomo 
in Japan (Sumitomo Chemical Co., Ltd., Tokyo, Japan). A16 LS was produced by 
altering part of the processing sequence to reduce introduction of unintentional Na2O. 
A16LSLM was produced in the same method as A16 LS with the additional stipulation 
that no MgO was added to the powder. The higher purity powders, HPA and HPALM 
were produced in a lab batch process rather than the typical processing methods. As a 
result, there was a higher level of control over the impurity content, the major difference 
between the two being the addition of MgO into HPA and the absence of MgO in 
HPALM.  
Several of the samples were doped after powder processing to achieve certain 
levels of impurities. Any doping was done using precursor compounds of 
Mg(NO3)26H2O, Ca(NO3)24H2O, or C8H20O4Si, (Alfa Aesar, Ward Hill, MA). The 
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compounds were first dissolved in 200-proof ethanol and then mixed with the 
appropriate amount of powder. Powders were dried under a hood while being heated 
slightly and stirred until the ethanol evaporated. All powder handling was carried out in 
clean room conditions using high-density polyethylene and poly-tetrafluoroethylene 
labware. Labware were cleaned using the following procedure: 
• 1 hour soak in Aqua Regia (1 part HNO3: 3 parts HCl)  
• Triple rinse with deionized (DI) water  
• 1 hour soak in H2O2  
• Triple rinse with DI water  
• Final rinse in ethanol  
The composition data for each of the various powders used can be seen in the Table	  4.1 and Table	  4.2. The compositions of powders that were processed by Almatis 
were measured and reported in weight percent, for powders that were further altered at 
Lehigh the composition adjustments were calculated, with the exception of A16M, 
which was also measured by Almatis after doping at Lehigh. The compositions listed in 
parts per million cation are calculations based on the weight percent measurements and 
therefore are only reported to 2 significant figures. It is also important to note that while 
the measurement and calculation techniques are themselves accurate, the large scale 
processing of these powders in batches of tons at a time creates a large amount of 
natural variability. The “others” category in Table	  4.1 includes other impurities that 
were measured but were either not present in significant amounts or were not 
specifically studied here. These impurities include Fe2O3, TiO2, ZnO, CuO, Ga2O3, 
V2O5, MnO, Cr2O3, B2O2, Li2O, BeO, K2O, NiO, and ZrO2. The powders are listed in 
order of decreasing impurity content.  
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Table 4.1 Powder compositions in weight percent 
 
Table 4.2 Powder compositions in parts per million 
	  
The two powders with the highest impurity contents were altered at Lehigh by adding 
magnesia to A16, resulting in A16M, and calcia to AES11, resulting in AES11C. The 
doping levels were determined based on expected effects of the impurities, MgO is 
considered to have a positive influence on the microstructure while CaO and SiO2 are 
both considered to have a negative influence.  
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The other two permutations of A16 listed in Tables 2.1 and 2.2 were produced 
by decreasing specific impurity levels. The first change was a reduction in Na2O content 
for A16LS (the “L” signifies “low” and the “S” signifies soda); the other key impurities 
remained at similar levels. In A16LSLM (“low soda, low magnesia”) the MgO content 
was also reduced. Due to the changes in processing and the natural variability of the 
processes, the calcia content was inadvertently reduced between A16, A16LS and 
A16LSLM, though the silica content remained more or less constant for all three 
powders.  
The powders named “HP” for their higher purity underwent a similar series of 
alterations and permutations. HPA and HPB were both studied as received with no 
further alterations, and had very similar chemistries. The largest difference between 
HPA and HPB was the level of impurities in the “other” category. For HPALM the 
magnesia content was reduced prior to receiving it, and was the major intentional 
change in composition from HPA, though the soda and silica content also appreciably 
decreased. Three HP powders had elevated impurity contents, HPAC, HPASi, and 
HPACSi. These powders were doped to achieve around 400ppm each of silica and/or 
calcia.  
Throughout the results and discussion the samples will be referred to by the powder 
name followed by any chemistry alteration, and the heat treatment information. The 
three original powders are A16, HPA, and AES11, and the letters following these names 
signify alterations to their original chemistries. “C”, “M”, “Si”, and “CSi” signify CaO, 
MgO, SiO2 doped, and CaO+SiO2 codoped, respectively. “LS” and “LM” stand for “low 
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soda” and “low magnesia.” For example, “A16M AS” refers to the sample from the 
MgO doped A16 powder that was analyzed “as SPS’ed” at 1300˚C without further heat 
treatment. “HPA 1650” refers to the original HPA powder annealed at 1650˚C. If no 
time is specified the sample was annealed for 2 hours. The samples labeled with a “T_” 
are samples that were annealed at 1550˚C for the time series. For example, “A16LSLM 
T20” is a sample from low soda and low magnesia A16 powder annealed at 1550˚C for 
20 hours, “A16 T5” is a sample from the unaltered A16 powder annealed at 1550˚C for 
5 hours. If no temperature or time is specified this indicates a general referral to the 
samples from that powder. 
4.2 Sintering and sectioning 
All powders were sintered by Spark Plasma Sintering (SPS model 10-4, Thermal 
Technologies, LLC, Santa Clara, CA). The SPS operates under vacuum conditions, 
which in combination with the high level of carbon from the use of graphite results in a 
reducing atmosphere. Uniaxial mechanical pressure and heat are both applied through 
the rams into the die assembly. Resistive heating is achieved by sending a pulsed DC 
current from the rams through the die assembly. The temperature is monitored by 
optical pyrometer through a hole in the side of the graphite die. The SPS conditions 
were kept the same for all powders and chemistries, and can be seen in Figure	  4.1. 
Between 6g and 8g of powder was loaded into a cylindrical graphite die (Thermal 
Technologies, LLC, Santa Clara, CA) with an opening 3cm in diameter. The opening 
was lined with graphite sheet (99.8%, Alfa Aesar, Ward Hill, MA) to ensure proper 
contact was maintained between the two die punches and the die walls. The die 
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assembly was loaded into the SPS chamber and a 10MPa initial load was placed on the 
die. 
 
Figure 4.1 SPS conditions for typical sintering procedure. The initial temperature hold 
was followed by a hold at high temperature and increased pressure to achieve full 
sintering and density. 
Upon reaching sufficiently low vacuum for operating conditions the temperature 
was raised to 600°C with a heating rate of 150°C/min and held for the purpose of 
allowing trapped gasses from the doping and fabrication processes to evaporate and for 
calcination of the powders. The hold time at this initial temperature varied between 30 
and 60 minutes depending on the processing history of each powder and the vacuum 
conditions within the chamber. The temperature was then increased at 150˚C/min to the 
final dwell temperature of 1300°C, while simultaneously the applied pressure was 
increased at 8MPa/min to a maximum of 50MPa. The dwell time was 1 hour to ensure 
complete sintering and densification. Once complete, the temperature and pressure were 
both decreased back to starting conditions at 10MPa/min and 150°C/min.  
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Once removed from the die the pressed material was sectioned into individual 
samples using a high-speed saw (Accutom 5, Struers, Westlake, OH) with a diamond 
blade (Superabrasive grinding wheel diamond cutoff blade, Norton Abrasives North 
America, Worcester, MA). The outermost material was removed to ensure no carbon 
contamination of the remaining material; approximately 1.5mm was removed from the 
top and bottom, as well as the edges. The plug was then sectioned into rectangular 
samples with sides roughly 3-4mm in size. The samples were then cleaned in acetone, 
ethanol and deionized (DI) water, successively.  
4.3 Annealing 
Annealing took place in two furnaces: a tungsten mesh heating element furnace (M60-
3X8-W-D-D6A3-C-20, Centorr Vacuum Industries, Nashua, NH) using N2-5%H2 gas 
(AirGas Inc, Allentown, PA), or a box furnace with a molydisilicide heating element 
(High Temperature Furnace, CM Furnaces, Bloomfield, NJ) open to the atmosphere. 
All samples were contained in high purity alumina crucibles and lids (99.8%, CoorsTek, 
Inc., Golden, CO) and surrounded by ultra high purity alumina powder (AKP-30, 
99.995%, Sumitomo Chemical, Osaka, Japan) for the dual purpose of preventing 
contamination of the samples from the furnaces and also to prevent impurities from 
leeching from the samples into the furnaces. Prior to use all crucibles were cleaned 
using the following procedure: 15 minute soak in trichloroethylene (Fisher Chemical, 
Fairlawn, NJ), 15 minute soak in acetone, 15 minute soak in ethanol, triple rinse with 
DI water. 
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In the M60 the system is vacuumed to below 100mTorr four times before the 
gas flow is started to prevent oxidation of the furnace heating elements. The 
temperature was increased at 30°C/min to the annealing temperature, either 1550°C, 
1650°C or 1750°C. Upon completion of annealing the furnace was cooled quickly, with 
an initial chamber cooling rate near 400°C/min for the first few hundred degrees. 
Samples were annealed for 1, or 2 hours.  
In the CM box furnace the samples were contained in two crucibles, one larger 
and one smaller, both packed with ultra-high purity powder, resulting in a double layer 
of insulation. The furnace uses a heating and cooling rate of 5˚C/min. Samples were 
only annealed at 1550˚C in this furnace for longer times of 5, 10, 20 and 40 hours.  
4.4 Polishing and cleaning 
The samples were mounted in epoxy (Ultrathin epoxy resin and hardener, Pace 
Technologies, Tucson, AZ) before polishing on an automatic polisher (ATM Saphir, 
Mager Scientific, Inc., Dexter, MI). The polishing procedure followed the same basic 
steps (listed in Table	  4.3) with variations in time and load as needed per each sample; 
parameters listed represent those most often used. The samples were first ground on a 
diamond embedded disk to flatten and remove epoxy from the surface. Diamond 
suspensions with progressively smaller particle sizes were used with polishing cloths to 
polish the surface of the sample. The time spent on each step was determined by 
polishing in shorter segments and checking the surface with a light optical microscope, 
when no further improvement was seen the next step was begun. Determination of the 
load depends on the number of samples being polished. The final polishing step took 
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place on a vibratory polisher (Vibromet I, Buehler LTD, Lake Bluff, IL) for the purpose 
of removing surface damage from the samples.  
Table 4.3 Guidelines for polishing procedure of alumina samples 
 
1All diamond suspensions from Wendt Dunnington, Royersford, PA 
2All polishing surfaces from Struers, Bellrup, Denmark 
After polishing samples were removed from the epoxy and cleaned by ultrasonicating in 
acetone and then ethanol for 30min-1 hour each with a DI water rinse in between. 
4.5 Sample characterization 
To prepare for scanning electron microscopy (SEM) observation the samples were 
mounted on SEM stubs using carbon or copper tape, then coated with approximately 
1nm of iridium (EMS575 Turbo Sputter Coater, EMS, Hatfield, PA) to ensure surface 
conductivity. The samples were imaged using both secondary and backscatter electron 
modes (SE and BSE respectively) in a Hitachi S4300 N SEM (Hitachi High 
Technologies America, Inc., Peabody, MA). In addition to imaging, the SEM was used 
for energy dispersive spectroscopy (EDS) and electron backscatter diffraction (EBSD) 
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for the purpose of acquiring grain size and shape data114. The details of data acquisition 
and calculations made by the software will be discussed in the following section. 
 In addition to SEM work, transmission electron microscopy (TEM) and electron 
micropbrobe were used as well. An electron microprobe was used to obtain chemical 
information from a few of the samples. (JEOL JXA-8900 SuperProbe Electron probe 
Microanalyzer with Advanced MicroBeam software) Mineral standards were used to 
determine the amounts of Na2O, CaO and MgO in the sample. (Microprobe work was 
done with help from William Mushock.) A Focused ion beam mill (FIB) was used to 
mill TEM specimen from selected samples (Dual Beam 235, or Scios, FEI, Hillsboro, 
OR). TEM specimens were made from regions of interest in the sample, namely across 
boundaries of abnormal grains or second phase particles. Following FIB milling and 
extraction the specimen was nanomilled (Fischione 1040, E. A. Fischione Instruments, 
Inc., Export, PA) to remove surface damage and to thin the sample to appropriate 
thickness. Three transmission electron microscopes were used to observe and 
characterize the samples and obtain chemical information through EDS; the JEOL 
2000FX, JEOL 2200FS, and the JEM-ARM 200CF (JEOL USA, Peabody, MA). All 
FIB, nanomill, and TEM work was either done by Dr. Animesh Kundu, Dr. Zhiyang Yu, 
or Christopher Marvel.  
4.6 Grain size measurement and data acquisition 
During EBSD the microscope is set to an accelerating voltage of 20kV with 
brightness set to 3, the condenser lens set to 4, and no aperture inserted. These settings 
allow for the maximum amount of current with the smallest probe size. EDAX TSL 
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OIM Analysis software was used for EBSD data collection and analysis114. Collection 
parameters such as step size and number of points collected for each scan varied for 
each sample depending on the grain size and desired collection time. Grain size data 
was collected from multiple fields for most samples. Clean up within TSL software 
consisted of removal of erroneous points through grain dilation, in which points or 
clusters of points below a certain size are reassigned to neighboring grains. Most 
frequently the minimum size was set to 2 or 3 points, meaning any cluster of points 
below this size was reassigned to have the orientation of a neighboring grain. Clean up 
using pseudosymmetry correction was also used for most samples. The image in Figure	  4.2 shows an example of a grain before and after pseudosymmetry clean up.  
 
Figure 4.2 Example EBSD map before and after pseudosymmetry clean up, the grain in 
question is circled. Reprinted from reference (114). 
Due to the low symmetry of the crystal structure of alumina some orientations have 
very similar diffraction patterns and the software has difficulty distinguishing between 
the two. The misorientation relationship between the points in question is identified by 
the user and is then used to change all of the points to the orientation most prevalent 
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within the grain. The most commonly misidentified misorientation in the alumina 
samples was 60˚ about the <0001> direction. 
Following collection and clean up within the TSL software the grain size and 
shape data was exported for further analysis. Depending on the quality of the data and 
the cleanup parameters used additional manual cleanup was applied by removing any 
remaining grains below a size corresponding to two scan points and smaller. The colors 
on an EBSD maps represent the orientation assigned to each grain, and the gray scale 
values superimposed on the majority of the maps presented here represents the Image 
Quality measure which shows the strength of the Kikuchi pattern for each point.   
In samples containing second phase, multiple SE and BSE images were taken 
from positions all over the sample. These images were then analyzed using ImageJ 
software to measure the fraction of second phase115. The image magnification was 
calibrated within the software using the micron bar, then the second phase particles 
were highlighted and the “threshold” function was used to erase the rest of the image, 
leaving the highlighted portions only. The software measures the area and diameter of 
each of the particles and lists total volume fraction of second phase in the image and the 
size of each of the particles.  
4.7 Use of computational software  
Handling the large volumes of data created by EBSD can be a cumbersome task. 
Microsoft Excel, the R console, and Wolfram Mathematica were used to carryout 
calculations, produce graphs and maps, and implement statistical testing116–118. Excel 
was used to organize and process raw data and do basic statistical calculation. R was 
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used to produce all probability plots, histograms, scatterplots, frequency maps, to 
perform many of the calculations, and to conduct statistical analysis including 
Canonical Correlation Analysis (CCA). There are numerous packages that can be added 
on to R to perform specific types of functions and analyses, the packages used 
extensively here included “ggplot2,” and “e1071” for producing graphs and plots, 
“CCA,” “CCP,” “stats,” and “calibrate” for performing statistical analyses119–123. These 
techniques and methods will be discussed in detail below, and the code can be found in 
Appendix A. 
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5 Objective 1) Quantifying Abnormal Grain Growth 
 
5.1 Methodology 
In this section, the procedure for quantifying grain size distributions and abnormal grain 
growth is presented. The analysis includes three parts. First, partitioning the data into 
multiple subpopulations based on shape of the probability plot is described. Second, a 
two-dimensional technique is described in which grain size and aspect ratio are both 
considered in determining what grains are abnormal. Third, a series of metrics are 
presented which quantify various aspects of the upper tail of the distribution of grains. 
5.1.1 Grain size distribution partitioning 
In nearly all analyses the data were normalized by their means. Normalizing the 
data makes for easier direct comparison between samples and helps highlight extreme 
values by neutralizing the effects of steady state grain growth. In order to try to isolate a 
subpopulation of normal grains within a sample exhibiting non-uniform growth a 
partitioning procedure was followed that used two assumptions. First, it was assumed 
that “normal” behavior is described by a lognormal distribution, and second, that any 
grain larger than twice the average is abnormal12,15,16,20. Determining what was twice 
the average size was done in one of two different ways. The value was either taken 
directly as twice the average of the entire population, or an iterative process was 
followed as per Bojarski29. In this second method, the average of the whole population, 
avg, was doubled. Then this value, 2xavg, was used as a cutoff point and all grains 
below this point were used to calculate a new, avg2. This new average was then 
doubled to get, 2xavg2, which was taken as the new cut off. This was repeated until all 
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of the remaining grains fell below the cutoff. Partitioning the data in such a way uses an 
absolute cutoff point which is, in reality, statistically incorrect; any real distribution will 
continue to have some probability of finding large grains at sizes much larger than 2 
times the average even if that probability is very small.  
To check the fit of the partitioned grain size data with a lognormal distribution 
the natural logarithm of the grain sizes were then plotted using a probability plot. 
Nearly all plots of experimental data exhibit departure from a straight line at the lower 
tail with discontinuity in the data and a downward turn. This is due to the finite 
resolution of the data collection. This does not affect the usefulness of the plot however, 
as studies concerned with abnormal grain growth are focused on the shape of the plot 
above 50% and in the upper tail. A departure from linear at the high end of the data by 
curving downward indicates that there are more grains of a larger character than 
predicted by the lognormal distribution6.  
In the partitioning process, after removing the grains above the threshold value 
the data was plotted on a probability plot and if it fell along a straight line between the 
25% and 75% quantiles it was considered to have been successfully partitioned into 
distinct subpopulations. If the data still curved downward at the upper tail, further 
partitioning was applied until the data followed a line or until too few data points 
remained. For the higher partitions that contain only the large grains from a distribution, 
the average will naturally be skewed towards larger values. For this reason, in sections 
of data higher in the distribution, the mean is used for the subsequent cutoff rather than 
two times the mean.  
	   64	  
5.1.2 Two dimensional analysis of grain size and shape 
A second way the data were analyzed was by including the aspect ratio in addition to 
grain size. This two-dimensional analysis was used to quantify various aspects of the 
distribution of grains, starting with a threshold for abnormal grains and a series of 
metrics that describe the abnormal grains as defined by both size and shape.   
Cutoff values and morphology frequency maps 
The first task in quantifying abnormal grains is to determine what qualifies as 
abnormal. Threshold grain size values for abnormal grain growth tend to fall between 2 
and 3 times the average, and occasionally larger at 5 or 10 times the 
average.12,15,16,26,27,29 When extending the concept of a threshold value into two 
dimensions there are two options: the dimensions can be treated individually, assuming 
no relationship between them, or they can be considered jointly. By taking both grain 
size and aspect ratio into account in the calculation of a cutoff value two basic 
assumptions are being invoked. First, a grain has to be of both large size and elongated 
shape to be considered abnormal in this analysis. This assumption sets up the analysis to 
be most sensitive for samples with grains exhibiting both elongation and large sizes. 
Grains that are very large in size but have an equiaxed shape are not uncommon, 
however those grains are not likely to be considered abnormal here. It is important to 
note that the calculations can be altered to include these grains, should the researcher so 
choose. The second assumption is that the distributions of grain size and aspect ratio 
can simply be added together and that the morphology distribution of a sample in “grain 
size-aspect ratio space” is described by  
𝑭 𝑮,𝑨 = 𝒇 𝑮 + 𝒇 𝑨        (5.1) 
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A visual representation of grain size-aspect ratio space can be seen in Figure	  5.1 
as scatterplots for two samples with distinctly different grain size-aspect ratio 
relationships. The horizontal axis is normalized grain size and the vertical axis is 
normalized aspect ratio. Each grain becomes a point with grain size-aspect ratio 
coordinates, and the population of grains becomes the collection of points described by 
Equation 5.1 for the composite distribution. When a color scale is added to this type of 
plot, Figure	  5.1c-d, the result is a frequency map that shows where the bulk of the data 
in the distribution lies. These maps are called morphology frequency maps, or MFM’s.  
a.  b.  
c.  d.   
Figure 5.1 Scatterplots of a. A16 1750 and b. A16LSLM 1550 with normalized grain 
size on the horizontal axis and normalized aspect ratio on the vertical axis. And 
frequency maps for c. A16 1750 and d. A16LSLM 1550 with the color scale 
representing the number of grain with specified dimensions. 
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The threshold for abnormality is now a point on one of these maps having grain 
size-aspect ratio coordinates. The cutoff point is found using an analogue to the value 
known as the radius of gyration in structural engineering and mechanics. The radius of 
gyration refers to the root-mean-squared distance of an object’s components from its 
center of mass or a given axis124. It is expressed in terms of the mass moment of inertia, 
I, in either continuous form (appropriate for a single body) or in discrete form 
(appropriate for a collection of bodies), which depends on mass, m, and distance from 
the center of mass or origin, r, as follows.  
𝑰 = 𝒓𝒊𝟐𝒎𝒊         (5.2) 𝒓𝒊 = 𝒙𝒊𝟐 + 𝒚𝒊𝟐        (5.3) 
The radius of gyration, C, is equivalent to the moment of inertia divided by the 
total mass of the object(s). 
𝑪 = 𝑰𝒎𝑻         (5.4) 
These equations translate into grain size-aspect ratio space by using grain size, G, in 
place of x, aspect ratio, A, in place of y, and the total number of grains, N, in place of the 
total mass, mT. The mass of each point is set to 1 and the expression for the moment of 
inertia becomes  
𝒓𝒊 = 𝑮𝒊𝟐 + 𝑨𝒊𝟐        (5.5)   𝑰 𝑮,𝑨 = 𝑮𝒊𝟐 + 𝑨𝒊𝟐𝑵𝒊!𝟏       (5.6) 
 and the equation for the radius of gyration becomes 
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𝑪 𝑮,𝑨 = 𝑮𝒊𝟐!𝑨𝒊𝟐𝑵𝒊!𝟏 𝑵       (5.7) 
If C is taken as the cutoff point, it then is a function of specific grain size and aspect 
ratio values GC and AC. To find those specific points on the morphology frequency map 
for the distribution it is easiest to think of C as a vector extending from the origin out 
into the distribution (Figure	  5.2) and its position is found as follows. The vector with 
length C can fall along any point in a circle centered at the origin with radius C, as seen 
in Figure	  5.2a., the equation for that circle is given by  
𝑪 = 𝒙𝟐 + 𝒚𝟐 = 𝑮𝟐 + 𝑨𝟐       (5.8) 
if A is set to 0, what remains is the position at which the vector C crosses the grain size 
axis, which will be taken as GC and is expressed simply as 
𝑮𝒄 = 𝑪       (5.9) 
If G is set to zero, the value where the circle crosses the aspect ratio axis would be the 
same, however inspection of the map in Figure	  5.2a. shows the circle crossing the axes 
at different values. The scales of the grain size axis and aspect ratio axis are not the 
same, because the ranges of values in the two distributions are different. This scale 
difference is true for all samples. In order to account for this a scaling factor, δ, is 
applied. This scaling factor is taken to be the ratio of the maximum values for grain size 
and aspect ratio in the sample, 
𝜹 = 𝑮𝒎𝒂𝒙𝑨𝒎𝒂𝒙         (5.10) 
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By applying this factor the hypothetical circle traced by the vector C becomes an ellipse 
described by equation 5.11, with the ratio between the major and minor axes equal to 𝛿, (Figure	  5.2b. and c.); 
𝑪 𝑮,𝑨 = 𝑮𝒄𝟐 + 𝜹𝑨𝒄𝟐      (5.11) 
The equations for GC and AC in terms of grain size and aspect ratio and the number of 
grains in the sample are as follows; 
 
𝑮𝑪 = 𝑪 = 𝑮𝒊𝟐!𝑨𝒊𝟐𝑵𝒊!𝟏 𝑵        (5.12) 
𝑨𝒄 = 𝑪 𝜹 = 𝑮𝒄 𝑨𝒎𝒂𝒙𝑮𝒎𝒂𝒙 = 𝑨𝒎𝒂𝒙 𝑮𝒊𝟐!𝑨𝒊𝟐𝑵𝒊!𝟏𝑮𝒎𝒂𝒙𝑵     (5.13) 
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a.  b.  
c.  
Figure 5.2 Visual representation of derivation of cutoff values a. cutoff value C as a 
vector from the origin on the morphology frequency map for HPA 1750, b. 
determination of GC and AC from ellipse fit to data based on different ranges for grain 
size and aspect ratio within the sample, difference between major and minor axis 
lengths is related to the ratio of Gmax and Amax c. ellipse fit to map showing location of 
each cutoff. 
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Figure 5.3 Morphology frequency map with lines for each cutoff value extended across 
map to show grains defined as abnormal. Figure	  5.3 shows the extension of each cutoff value across the whole map thus isolating 
the grains to be included as abnormal in the analysis. Only the grains in the upper right 
corner, or quadrant, of the map are currently included. It is possible to tailor the 
calculation to include the grains in any combination of the four quadrants and change 
the focus of the analysis if the application so requires.  
Abnormal character values 
After the determination of a cutoff grain size and aspect ratio for normal and abnormal 
grains, a series of metrics were calculated to describe the character of the sample based 
on the grains above the cutoff. These metrics will be referred to as “abnormal character 
values” or ACV’s for simplicity. Five ACV’s were chosen based on what they describe 
about the tail of these distributions. The equations for each value can be seen in Table 
5.1 along with a schematic of what each is describing.  
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Table 5.1 List of Abnormal Character Values accompanied by schematic representation 
of what each represents from the distribution  
 
The first, termed “frac” is the fraction of the grains considered abnormal. The second 
ACV, “avgab2” gives a measure of the average magnitude of the abnormality of the 
grains as dependent on both aspect ratio and grain size. It does not have a direct 
physical analogue, but is a hybrid of the center of mass and moment of inertia. It could 
be viewed as a variation of the center of mass that is more sensitive to large values, 
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which is desirable for an analysis focusing on the extreme values of a distribution. The 
third and fourth ACV’s were calculated using only the grain size values and represent 
the average size and the variance of the grains in the upper tail of the distribution. The 
average, labeled “avgtail” is the mean size of the abnormal grains, µ, and “vartail” is 
the variance in the grain size above the cutoff. The final ACV, “gsarcor”, is the Pearson 
correlation coefficient relating grain size and aspect ratio for the entire population of 
grains in the sample, without the cutoff applied. 
A second set of ACV’s was calculated for each sample based on the 
assumptions that a “normal” grain size distribution would follow a lognormal 
distribution and a “normal” distribution of aspect ratios would follow a Gaussian 
distribution. The location and scale parameters, µ and σ, for each sample were 
calculated such that the resultant distributions were an approximation of the 
experimental data if fitted to the appropriate distribution. For the Gaussian distribution 
these parameters are simply the median and standard deviation. For the lognormal 
distribution they are related the mode, Gp and standard deviation, σ, such that 
𝒍𝒏 𝑮𝒑 = 𝝁− 𝝈𝟐        (5.14) 
and  
𝑮𝒑𝒑 𝑮𝒑 = 𝟏𝟐𝝅𝝈 𝒆 !𝝈𝟐 𝟐       (5.15) 
in which p(Gp) is the value for the probability density function for a lognormal 
distribution at the mode. The values for µ and σ were obtained analytically for each 
sample by finding the peak location in the histogram of the data and the corresponding 
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value for p(Gp), then entering these values into equation 5.15 to find σ and equation 
5.14 to calculate µ. The same cutoff values determined from the experimental datasets 
were applied to the calculated distributions and four of the five ACV’s were 
recalculated using the fitted distributions rather than data. No theoretical gsarcor values 
were calculated as it was assumed that there is zero correlation between aspect ratio and 
grain size in a theoretically “normal” sample. These values correspond to what would 
be expected for a “normal” sample with no abnormal grain growth and act as a 
benchmark for the values obtained from the experimental data. Following this logic, the 
ratio of the experimental ACV’s to the theoretical ACV’s will give an indication of how 
much each sample deviated from “normal” behavior.  
A third set of ACV’s representing this ratio was calculated for each of the values 
except gsarcor. Instead, the values of 1+gsarcor were calculated, making this value 
relative to 1 as well, the closer to 1 the smaller the correlation, the closer to 0 or 2, the 
larger the correlation. If an ACV is much larger than 1, the sample can be considered to 
be very abnormal (by that measure) and if it is less than one, it is in fact more 
homogeneous than predicted by the lognormal and Gaussian distributions. 
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5.2 Results 
In this section the results from EBSD, the grain size partitioning procedure, and the 
two-dimensional analysis are summarized. Characteristics of the distributions for each 
powder are identified by the visual and numerical methods presented. 
5.2.1 Grain size characteristics 
The grain size measurements from the EBSD investigation are presented in four 
ways: an EBSD map, a grain size histogram, the basic descriptive statistics and a 
probability plot. The average grain size, the standard deviation, the maximum grain size, 
and the ratio of the maximum grain size to the average grain size are the key descriptive 
statistical parameters used to describe each sample. In general, for a given powder there 
were no drastic changes in microstructure type between heat treatments. Of course no 
microstructure was entirely unresponsive to heat treatment, but in no case was there a 
sudden onset or disappearance of extreme abnormal grain growth. Given these 
observations, a single representative sample will be shown for each powder, unless the 
effects of time or temperature on those samples are being discussed specifically. The 
additional EBSD maps, histograms, and probability plots can be seen in Appendix B. 
A16 powders 
There are four different versions of the A16 powder, one with increased magnesia 
content, A16M, one with decreased soda, A16LS, one with decreased soda and 
magnesia, A16LSLM, and the unaltered powder. The representative EBSD maps and 
histograms can be seen in Figure	  5.4, and the descriptive statistics in Table	  5.2. 
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Table 5.2 Descriptive statistics for samples from A16 series of powders  
 
*the samples listed at 1300˚C were characterized as SPS’ed so no annealing time is 
listed  
 
 
 
	   76	  
a.  b.  
c.  d.  
Figure 5.4 EBSD maps and grain size histograms for a. A16 1750 b. A16M 1650 c. 
A16LS 1550 and d. A16LSLM 1650. 
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The average grain size for the annealed samples from the original A16 powder 
increased only slightly at the two lower temperatures, but between 1650˚C and 1750˚C 
there was a jump in average size of over 250%. The ratio of maximum grain size to 
average grain size (max/avg) is a helpful way to gauge increases in extreme grain size. 
Between 1550˚C and 1650˚C this value doubled, but after annealing at 1750˚C only 
increased further by another 25%. The standard deviations increased at a rate similar to 
the average grain sizes, with a small initial increase and then a large jump at the higher 
temperature. A16M had mean values that showed less variation, but were slightly larger 
overall. At lower temperatures the max/avg ratios were comparable to A16, but actually 
decreased at higher temperatures relative to the unaltered powder.  
 The data for A16LS shows that these samples had slightly smaller average sizes 
than the unaltered powder, and max/avg values similar to the A16M samples but 
standard deviations were smaller. The max/avg ratio never increased more than about 
10% meaning that the growth behavior was more or less the same for all temperatures, 
and the standard deviations also remained smaller than both of the other powders. These 
observations can be taken to indicate that the grain growth in these samples was more 
uniform than the other two powders. The samples from A16LSLM had the greatest 
variation in microstructure and grain growth characteristics. All measures increased 
over the other three powders. As can be seen in the maps there are clearly many very 
large and elongated grains in all of the samples. The max/avg ratios are at least twice as 
large as the other samples, with the largest grain at the highest temperature reaching 
100µm. 
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AES11 powders The	  histograms	  and	  maps	  for	  representative	  samples	  from	  AES11	  and	  AES11C	  are	  shown	  in	  Figure	  5.5,	  and	  the	  data	  for	  all	  six	  samples	  from	  these	  two	  powders	  are	  given	  in	  Table	  5.3.	  When	  compared	  with	  the	  unaltered	  A16,	  AES11	  had	  a	  more	  homogenous	  microstructure,	  with	  slightly	  smaller	  average	  grain	  sizes	  and	  standard	  deviations	  while	  the	  max/avg	  ratios	  were	  comparable.	  After	  doping	  with	  calcium,	  the	  AES11C	  powders	  had	  larger	  average	  grain	  sizes,	  and	  larger	  standard	  deviations,	  though	  the	  max/avg’s	  were	  roughly	  equivalent.	  At	  1650˚C	  the	  average	  grain	  size	  increased	  84%	  but	  the	  max/avg	  ratio	  only	  increased	  by	  38%.	  This	  can	  be	  taken	  to	  indicate	  an	  increase	  in	  grain	  growth,	  however	  not	  necessarily	  abnormal	  grain	  growth.	  
Table 5.3 Descriptive statistics for AES11 series of powders 
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a.  b.  
Figure 5.5 EBSD maps and grain size histograms for a. AES11 1650 and b. AES11C 
1650. 
HPA powders 
The HPA series of powders have the most drastic changes in microstructure character of 
the three sets. The histograms and maps can be seen in Figure 5.6 and the statistics in 
Table 5.4. There are six versions of this powder: HPA1LM with decreased MgO 
content, HPAC, HPASi, and HPACSi each with increased CaO, SiO2, or both, and 
HPB, which has a similar composition to HPA but different levels of background 
impurities.  
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Table 5.4 Descriptive statistics for samples from HPA series of powders 
 
 
	   81	  
a.  b.  
c.  d.  
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e.  f.  
Figure 5.6 EBSD maps and grain size histograms for a. HPA 1650, b. HPB AS, c. 
HPALM 1650, d. HPAC AS, HPASi AS, HPACSi AS. 
The microstructures and grain sizes are very similar for HPA and HPB, both are among 
the smallest average sizes and the narrowest distributions of all 12 powders studied. The 
samples for HPA1LM all showed significant elongation and abnormal growth, similar 
to the A16LSLM samples. The max/avg ratios reached as high as 16.5, and for the 
1750˚C sample the average grain size was 6.51µm as opposed to only 1.96µm in the 
unaltered HPA powder. HPAC and HPASi had behavior very similar to the samples 
from the unaltered HPA powder, as seen in the histograms and maps. Looking at the 
grain size data, the average grain size increased by around 20% for both samples with 
the max/avg seeing a similar increase. The codoped sample, HPACSi, had the same 
average grain size as the unaltered powder but had clusters of very large, equiaxed 
grains, bringing the max/avg to 13 for an increase of over 300% from the undoped HPA 
sample.   
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Using probability plots can help identify abnormality in the form of deviation 
from an expected distribution and act as an additional visual representation of the 
distribution. Samples with more “normal” microstructures tend to fall along a straighter 
line, which indicates consistency with a lognormal distribution, while those with more 
complex, non-uniform microstructures will exhibit a bent shape as discussed above. The 
probability plots corresponding to the samples discussed above in Figure	  5.4-5.6 can be 
seen below in Figure	  5.7. 
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a. b. c.  
d. e. f.   
g.  h. i.  
 j. k. l.  
Figure 5.7 Probability plots for representative samples a. A16 1750, b. A16M 1650, c. 
A16LS 1550, d. A16LSLM 1650, e. AES11 1650, f. AES11C 1650, g. HPA 1650, h. 
HPB as, i. HPALM 1650, j. HPAC as, k. HPASi as, l. HPACSi as. The horizontal axis 
is the natural log of the normalized grain size, the vertical axis is the cumulative 
probability, the red line is fitted to pass through the 25% and 75% quantiles. 
The plots for half of the samples either follow a straight line for the majority of the 
distribution or exhibit an upward curving deviation such as the case for HPA 1650 
(Figure	  5.7g.). This means that these samples either follow a lognormal distribution, or 
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if curved upwards, they actually have fewer large grains than predicted by the 
lognormal. The remaining samples, all exhibit varying degrees of a downward curve in 
the upper tail. This means that by the definition of lognormal behavior as “normal” 
these samples have abnormal growth. The samples with the largest degrees of deviation 
from the line also had the largest max/avg ratios in the grain size statistics. In the 
samples from A16LSLM and HPALM many of the large grains were also highly 
elongated as can be seen in their EBSD maps.  
5.2.2 Grain size distribution partitioning 
To demonstrate the effectiveness of the partitioning process for isolating grain 
size subpopulations, a selection of samples with different microstructure types will be 
used. As the grain size data showed, there are powders which produced samples with 
homogeneous microstructures (HPA, HPB) and there are powders for which the 
samples had clearly discontinuous microstructures (A16LSLM, HPALM, HPACSi). 
The rest of the samples have microstructures somewhere in between. Two samples with 
highly non-uniform microstructures and one sample with an intermediate microstructure 
will be partitioned to demonstrate the result for different microstructures. None of the 
samples exhibiting uniform microstructure that follow a lognormal distribution will be 
partitioned since these samples are already deemed “normal” and the grains are 
considered to be part of a single population. The EBSD maps for the three samples that 
are to undergo partitioning can be seen in Figure	  5.8. The kink near the center of the 
plot for A16LSLM 1550 is due to the data collection method; in order to ensure enough 
of the large grains were measured for reliable statistics, additional data was collected 
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with an increased step size, and the point near the center of the data is an artifact of the 
combination of data with different resolutions. 
a. b. c.  
Figure 5.8 EBSD maps for 3 samples to undergo grain size partitioning a. A16LSLM 
1550, b. A16 1750and c. HPACSi AS. A16LSLM 1550 and HPACSi AS are considered 
to have “severely abnormal” grain growth while A16 1750 has an intermediate level of 
abnormal grain growth. Figure	  5.9 shows the successive probability plots and the grain size histogram for 
A16LSLM 1550.  Each plot corresponds to a different section of the data, as 
represented by color in the histogram. The listed cutoff values are normalized grain size. 
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a.  b.  
c.  d.  
Figure 5.9 Probability plots for different sections of data representing subpopulations 
for A16LSLM 1550, a. grains below 1.07, b. grains, between 1.07 and 2.7, c. grains 
larger than 2.7, d. histogram with color distinctions corresponding to each probability 
plot. 
  
Figure 5.10 Probability plot for A16LSLM 1550 of data above the initial cutoff value 
of 1.07, the plot exhibits departure from lognormality and was taken as an indication the 
data was not fully sectioned and that further partitioning was necessary. 
The first cutoff was made after finding twice the average for the entire dataset using the 
iteration method. Figure	  5.9a. is the probability plot for all of the data below the cutoff 
of 1.07, and it follows the lognormal line for the full interval between 25% and 75%. 
A16LSLM 15 partitioned
g/g(avg)
Fr
eq
ue
nc
y
0 2 4 6 8 10 12 14
0
20
0
40
0
60
0
80
0
12
00
log(lslm15[1:2381, 1])
P
ro
ba
bi
lit
y 
in
 %
-1.0 -0.8 -0.6 -0.4 -0.2 0.0
0.
1
1
5
20
50
80
99
Quantile: qnorm
log(g/gavg) 
	  
log(lslm15[2381:2821, 1])
P
ro
ba
bi
lit
y 
in
 %
0.2 0.4 0.6 0.8 1.0
1
5
20
50
80
95
Quantile: qnorm
log(g/gavg) 
	  
log(lslm15[2821:3035, 1])
P
ro
ba
bi
lit
y 
in
 %
1.0 1.5 2.0 2.5
1
5
20
50
80
95
99
Quantile: qnorm
log(g/gavg) 
	  
log(lslm15[2381:3035, 1])
P
ro
ba
bi
lit
y 
in
 %
0.0 0.5 1.0 1.5 2.0 2.5
1
5
20
50
80
95
Quantile: qnorm
log(g/gavg) 
	   88	  
This is an indication that the data follow a lognormal distribution and that a 
subpopulation of grains has been successfully isolated. The sharp upward turn at the top 
of the tail in this and many of the partitioned probability plots is due to the blunt cutoff 
value and is an artifact of the partitioning method.  
After the first partition, all of the data above the cut off were plotted, which can 
be seen in Figure	  5.10. The data still exhibited a downward curving tail so additional 
partitioning was necessary. The plot in Figure	  5.9b. includes the data between the initial 
cut off of 1.07 and a second cutoff value of 2.7 and the data again fit the lognormal line 
between 25% and 75%. This is taken to indicate that a second subpopulation of grains 
has been isolated. The final plot in Figure	  5.9c. is for the data above the second cutoff. 
While this plot exhibits departure from lognormal, no further partitioning was applied 
because the number of remaining data points was quickly diminishing and drawing 
further conclusions would not be statistically accurate. As a result of this procedure, 
A16LSLM 1550 has been shown to contain three separate subpopulations of grains. 
The partitioning for A16 1750 can be seen in Figures 5.11 and 5.12. The same 
procedure was followed, resulting in an initial cutoff value of 1.7 and a second cut off 
of 2.3. The first cut off is higher than the previous sample and the second is lower. The 
differences in cut off values are related to the features of the distribution; this sample 
had a larger standard deviation, which led to a larger first cut off, and a smaller max/avg 
ratio which led to a smaller second cut off. 
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a.  b.  
c.   d.  
Figure 5.11 Partitioned probability plots representing subpopulations for the grain size 
distribution in A16 1750 a. grains below 1.7, b. grains between 1.7 and 2.3, c. grains 
larger than 2.3, d. histogram with color distinctions corresponding to each probability 
plot. 
Similar to A16LSLM 1550, two cutoffs were made and the data below the first cutoff 
and between cutoffs (Figure	  5.11a. and b.) show successful fits to the lognormal line. 
These results can be considered to show that again there are 3 subpopulations of grains 
within the sample, even though the highest of which did not conform to the lognormal 
distribution.   
 The probability plot for HPACSi AS has a different shape than the previous two 
samples. In A16LSLM 1550 and A16 1750 the deviation in the tail involves two slope 
changes, a decrease that initiates departure from lognormal line and a second inflection 
point in which the slope increases again. The second bend is not seen in the probability 
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plot for HPACSi AS, and the data in the tail get continuously farther away from the 
lognormal line. The grains in the tail of this sample were simply removed at the point of 
deviation from lognormal. If this were to be taken as a cutoff value, it falls at 3.7, which 
is much higher than the other two samples. Figure	  5.13 shows the probability plot after 
removal of the large grains and colored histogram for this sample.  
a.  b.  
Figure 5.12 Probability plot for HPACSi after removal of large grains, represents a low 
subpopulation of grains b. colored histogram showing point of cutoff for large grains, 
the frequency scale has been adjusted to magnify the tail of the distribution. 
Even though the small number of large grains does not statistically constitute a full 
population they have been shown to be separate from the smaller grains and it can be 
said that the distribution in this sample was divided into two subpopulations. This 
sample can be considered bimodal, whereas A16LSLM 1550 and A16 1750 both 
showed evidence of having at least three separate populations of grains. This process 
could be applied to any of the samples exhibiting departure from lognormal behavior.  
5.2.3 Two dimensional analysis and quantified abnormality 
A two dimensional approach to the analysis will be taken next by including the aspect 
ratio of each grain in addition to its size. Similar to grain size, aspect ratio will also be 
discussed in terms of values normalized by the mean. Even though aspect ratio is 
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already a unit-less figure, normalizing by the mean serves the same purpose as for grain 
size; by normalizing the values it becomes easier to directly compare samples to one 
another and to detect extreme values. Figure 5.14 shows the distribution of aspect ratios 
for several samples.  
a. b. c.  
d. e. f.  
Figure 5.13 Histograms of normalized aspect ratio for several samples, a. A16 1750, b. 
A16LSLM 1650, c. AES11 1650, d. HPA AS, e. HPALM 1650, f. HPACSi AS. 
In general there is less variation in the aspect ratio distributions than in the grain size 
distribution. As can be seen in the Figure	  5.13, the majority of the samples have a 
maximum around 2-2.5, and the sample with the widest distribution of aspect ratios 
only goes up to 6. The tails of the distributions are generally not long enough to fit the 
lognormal, and nearly all of the distributions have some level of skewness that prevent a 
good fit with the Gaussian. The aspect ratio distributions themselves say relatively little 
about the samples, however when coupled with grain size a more complete picture of 
the microstructure emerges.  
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To take advantage of the new visual representation tool, Figure	  5.14 displays a 
series of MFM’s for samples from three different powders, HPA, A16 and A16LSLM 
that underwent all four of heat treatments.  
a.  b.  
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g.  h.   
i. j.  
 k. l.  
Figure 5.14 Morphology frequency maps for samples as SPS’ed, annealed at 1550˚C, 
1650˚C and 1750˚C for samples from a.-d. A16 as SPS’ed, annealed at 1550˚C, 1650˚C 
and 1750˚C, e.-h. HPA as SPS’ed, annealed at 1550˚C, 1650˚C and 1750˚C, i.-l. 
A16LSLM as SPS’ed, annealed at 1550˚C, 1650˚C and 1750˚C. 
 The top row shows the morphology frequency maps for four A16 samples; as 
SPS’ed, annealed at 1550˚C, 1650˚C, and 1750˚C. The three annealed samples have a 
triangular shape. The second row contains the MFM’s for four of the HPA samples: as 
SPS’ed, 1550˚C, 1650˚C and 1750˚C. These samples exhibit the most uniformity of the 
three sets, which is consistent with the previous analyses on the samples. The majority 
of the data for these samples lies within the limits of aspect ratio of 2 and grain size of 3. 
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There is very little change in the distributions across the 4 heat treatments. The sample 
that was characterized in the as SPS’ed state does not show the triangular shape, but did 
follow a lognormal grain size distribution. This shows that with the added information 
from the aspect ratio distribution, simply labeling a sample lognormal or not no longer 
distinguishes between the samples. 
 The morphology frequency maps for four of the A16LSLM samples are shown 
in the bottom row of Figure	  5.14. The maps for these samples showed a remarkable 
amount of change across the four temperatures. These samples span the largest range of 
the three powders, with a maximum aspect ratio reaching 6 and grain size reaching 
nearly 15. Between A16LSLM AS and A16LSLM 1550 there is significant expansion 
on both axes, accompanied by an increase in correlation between large grain size and 
large aspect ratio. A16LSLM 1650 has a few outliers at very large grain sizes/aspect 
ratios and in A16LSLM 1750 gaps between the bulk and the outliers have been filled in 
and the shape has again become similar to the AS sample, albeit with a larger scatter. 
The MFM’s capture the significant variability in microstructures for different 
compositions and different heat treatments. 
The cutoff values and abnormal character values were calculated for 33 samples 
from 11 of the 12 powders with a range of microstructure types. Table C.1 in Appendix 
C lists the various cutoff values obtained for grain size and aspect ratio. The values for 
GC range from 1.4-1.83 with an average of 1.56, and AC ranges from 0.534-1.36 with an 
average of 1. Because these are normalized values they correspond directly to multiples 
of the average for each sample. The range of values for GC is relatively narrow given 
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the span of grain sizes across the different samples. The samples with AC values at or 
below 1 demonstrate the effect of the symmetry of the composite distribution. The 
samples with low aspect ratio cutoffs tended to have wider grain size distributions 
coupled with narrower aspect ratio distributions, and thus a larger scaling factor and a 
more asymmetrical composite distribution. All three sets of ACV’s calculated for the 
samples can be seen in Tables C.2-C.4 in Appendix C. The first set was determined 
directly from experimental data and the second set was determined based on the 
lognormal and Gaussian estimates for the data. The third set, the relative ACV’s, come 
from the ratio of the two sets, and this is the set that will be focused on for analysis. 
Any set of metrics that depend on one or two measurable components from a 
distribution could be used in an analysis of this type. The cutoff values could also be 
considered metrics in their own right. There are also other theoretical distributions that 
could be tested. For example, some extreme value theory studies have explored the 
Gumbel and Weibull distributions, and these distributions could just as easily be the 
benchmark in a different set up21,125. The abnormal character values could also be 
inverted so that a higher value indicates a sample with a more homogeneous grain size 
distribution. In this way the ACV’s could be used as a sort of figure of merit to judge 
microstructure quality among samples.  
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5.3 Discussion 
This section explores the implications of the results from the previous section. The 
characteristics from the grain size distributions and two dimensional morphology 
frequency maps from the previous section are used to set up a classification scheme for 
abnormal samples. The quantified abnormal character values are discussed and parallels 
between the methods are drawn.  
5.3.1 Self-similarity and abnormal grain growth  
The introduction of morphology frequency maps that use aspect ratio in addition to 
grain size to describe a distribution brings another level of characterization to each 
microstructure. Rollett et al. used Mullins’ definition of normal grain growth that says a 
normal sample is undergoing uniform grain growth, and that the normalized grain size 
distribution will be self-similar, or unchanging with time20. Using the morphology 
frequency maps this definition can be extended into two dimensions. Figure	  5.15 
illustrates this point by showing the deconstruction of the maps for HPA 1550 and 1650. 
There is little difference between the two samples, particularly in the main body of data 
shown by yellow, orange and light purple colors. This can also be seen in the single 
histograms for grain size and aspect ratio, which are aligned with the appropriate axes.   
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a. b.  
Figure 5.15 Deconstruction of morphology maps with corresponding grain size and 
aspect ratio histograms for a. HPA 1550 and b. HPA 1650. 
The similar shapes indicate that there is no change in grain size distribution, aspect ratio 
distribution, or in the level of correlation between them. While the maps show 
consistency in the shape of the distribution of normal grains, they show variability in 
the shape of the distributions for “abnormal” grains. Often the differences relate to the 
correlation between grain size and aspect ratio. Sample A16 1750 (Figure	  5.14a.) was 
considered abnormal by the definitions employed during the grain size partitioning 
process, but still had the triangular shape shared by many of the normal samples. 
A16LSLM AS and A16LSLM 1750 (Figure	  5.14c.) both deviated from lognormal 
grain sizes but their maps showed different shapes. In A16LSLM AS most of the data 
were confined to smaller grain sizes with more spread along the aspect ratio axis, and in 
A16LSLM 1750 the data extended farther out into the grain size axis and the points 
were scattered out towards the upper right corner reaching large values on both axes. 
The definition of a normal microstructure as one in which the grain size and aspect ratio 
distribution remain self-similar continues to be satisfactory when applied to the two-
dimensional grain size/aspect ratio analysis.  
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5.3.2 Classification of abnormal samples 
While defining normal grain growth as having self-similar distributions is valid, the 
opposite it not true. Simply defining abnormal grain growth as anything that deviates 
from self-similarity is inadequate. The grain size partitioning procedure and the shapes 
seen in the MFM’s provide guidelines for a classification scheme. The results showed 
that samples either had two or three distinct subpopulations and the fit of the highest 
subpopulation provides the outline for further delineations. The number of 
subpopulations in a sample was found to correspond to the number of inflection points 
in the upper tail of the probability plot for the entire distribution. A sample for which 
the probability plot has two slope changes will have three subpopulations, and a sample 
for which the probability plot has a single slope change will have two subpopulations. Figure	  5.16 highlights the points of inflection for three samples with different degrees 
of deviation from lognormal. The difference between samples in which the tail had two 
inflection points (Figure	  5.16a. and b.) lies in the severity of the initial slope change. 
The first had a weaker initial deviation and the second had a stronger initial deviation. 
These distinctions are consistent for the three samples partitioned in section 5.2.2.  
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a. b.  
c.  
Figure 5.16 Probability plots with slope changes highlighted a. A16 1750 has two 
inflection points, b. A16LSLM T20 has two inflection points, c. A16LSLM T5 has one 
inflection point.  
The density of a subpopulation is determined by the presence of gaps and 
discontinuities in the data. If there are not enough data points in the partition to 
accurately determine a fit to a distribution it is considered “sparse.” The highest 
subpopulations invariably contain at least a few outliers that deviate from linear on a 
probability plot, but despite this, some still fit a lognormal distribution between the 25% 
and 75%. This approximate fit is considered as the final distinction in the classification 
scheme. The guidelines for classification of samples showing abnormal grain growth 
are the number of inflection points, the strength of the initial inflection point, and the 
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level of completeness and fit of the highest subpopulation. A flow chart for this 
classification scheme can be seen in Figure	  5.17.  
 
Figure 5.17 Classification system based on probability plots and grain size distribution 
partitioning results. Distinguishing characteristics include the number of slope changes 
in the upper tail of the probability plot, the strength of the initial departure from linear, 
the density of points remaining in the highest subpopulation, and whether the highest 
subpopulation conforms to a lognormal distribution or not.  
Further classification of microstructures can be achieved by looking at the 
morphology frequency maps and considering the two dimensional distribution. The 
degree of correlation between grain size and aspect ratio and the shape of the data on 
the MFM can distinguish samples from one another. A plot can be triangular, 
diagonally correlated, uniaxially coordinated, or scattered. Figure	  5.18 shows specific 
samples that are examples of each of these types.  
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a. b.  
c.  d.  
e.  f.  
Figure 5.18 Examples of different signature shapes found in morphology frequency 
maps a. triangle, b. diagonally correlated, c.-d. uniaxially coordinated, e.-f. scattered. 
Using both of these facets of distinction samples can be more accurately described and 
distinguished from one another. The two-dimensional shape distinctions allow for 
samples with lognormal grain size distributions that would simply fall under the 
category of “normal” to be classified as well. Considering A16LSLM T40 (Figure	  5.18b. and Figure	  6.15d.), its grain size distribution has strong deviation from 
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lognormal, includes three subpopulations, the highest of which is continuous and fits a 
lognormal distribution and in two dimensions it has a diagonally correlated map. HPASi 
AS and A16 AS both have grain size distributions that follow a lognormal distribution 
but HPASi AS has a uniaxially coordinated MFM while A16 AS has a scattered MFM. 
In this manner individual samples can be organized and classified. Song and Coble also 
considered grain size and aspect ratio when distinguishing between “platelike,” 
“platelet,” “elongated,” and “equiaxed” grains5. Their work is the closest analogue to 
this classification scheme found in the literature for alumina.  
 Based on the results and analysis presented in the previous sections it is possible 
to propose a definition of abnormal grain growth. Rather than considering the kinetic 
factors that go into the “self-similar” definition discussed earlier, abnormal will be 
defined here for a single distribution of grains as found in an individual sample. A 
sample can be considered abnormal if above a certain predetermined threshold it 
contains more grains than predicted by an assumed theoretical distribution. This work 
used the radius of gyration method to determine a cutoff by considering both grain size 
and grain shape. The theoretical distributions assumed for the two parameters were 
lognormal and Gaussian, respectively. Departure from the given distributions was 
measured in two ways: by a heavy upper tail on a probability plot and by an abnormal 
character value greater than 1.      
5.3.3 Abnormal character value trends 
The values used for cutoffs in this work are lower than almost all values used in 
the literature 12,15,16,26,27,29.With the exception of samples with high correlation between 
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aspect ratio and grain size, a higher cutoff value would have eliminated too many grains 
leaving too few, or none, for analysis. It is possible that a single consistent value would 
be considered more desirable from a procedural standpoint. However, an immediately 
identifiable artifact would be inadequate representation of some microstructures, or over 
sampling in others. Perhaps when dealing with only one parameter a specific cutoff 
value would be sufficient, however, when dealing with two parameters, the relationship 
between the two distributions needs to be taken into account.  
The idea of calculating metrics for the extreme portion of a dataset has been 
explored in other fields. Like the analogues from mechanics for calculating the cutoff 
values, the ACV’s also have related values in other fields that help explain their purpose. 
In addition to the use of extreme value theory to describe tail departures in metals6,7 
these concepts have been used in areas totally unrelated to materials science. The fields 
of finance and risk assessment have employed the concept of exceedances in terms of 
predicting potential financial losses given a certain high level of risk126. The cutoff 
values represent an exceedance value that serves as a threshold above which the system 
will be evaluated. In finance, the tail conditional probability is used to gauge the 
average risk given that it is above a certain exeedence127. Here, the corresponding value 
is the average grain size among abnormal grains.  
To illustrate how the abnormal character values describe different 
microstructural features three samples will be singled out: HPA 1750, A16 1750, and 
A16LSLM T40. Figure	  5.19 shows the relative ACV’s for samples side by side for 
comparison. Based on previous analysis of the samples, the HPA sample (teal) is the 
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most homogeneous of the three and would be expected to have very small values for all 
five metrics. The A16LSLM sample (purple) is the most inhomogeneous and should 
have very high values.  
 
Figure 5.19 Relative abnormal character values for three samples from powders with 
different behaviors. HPA produces the most homogeneous samples, A16LSLM 
produces consistently inhomogeneous samples, and A16 annealed at 1750˚C has an 
intermediate degree of abnormality. HPA has the lowest values for all five measures, 
and A16LSLM has the highest for a majority of the metrics. 
Three of the five ACV’s were the highest for A16LSLM T40, and for all five values 
HPA 1750 had the lowest. For vartail, the variance of grains in the analysis, A16LSLM 
T40 had vastly larger value than the other samples. In physical terms, this means that 
the range of values considered abnormal for this sample was much larger than the other 
samples. For frac and avgtail, the values were the largest for A16 1750. This means that 
this sample had the largest fraction of grains considered abnormal and that the average 
size of those grains was the highest. Despite the fact that there are a lot of larger 
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elongated grains in A16LSLM T40, the number of small grains vastly outweighs it 
resulting in a small fraction of grains considered abnormal. The difference in values for 
avgtail is the result of the comparison to a predicted value from the lognormal 
distribution. As listed in Table C. 2, the avgtail value calculated from the experimental 
data is larger for A16LSLM T40 than A16 1750, but the value calculated for avgtail 
based on a lognormal fit for this sample is also larger, resulting in a smaller relative 
value for avgtail. This says that despite having a number of extremely large grains 
(reflected by the vartail value) the average size of the abnormal grains is closer to what 
is predicted by a lognormal distribution in A16LSLM T40 than for A16 1750. These 
small differences show why having multiple quantitative metrics is necessary to truly 
describe the range of microstructures exhibited by the samples and the behavior of the 
grains in the extreme tail of those samples. Table 5.5 lists the samples in order of 
increasing average abnormal character including all five metrics. Nearly a third of the 
samples fall at or below 1, meaning that overall, those samples have a narrower 
distribution and fewer large grains than predicted by a lognormal distribution. The grain 
size distributions for all ten of those samples either fit the lognormal line in their 
probability plots, or had an upward bend in the tail. Nine out of the ten samples have a 
triangular shaped morphology frequency map.  
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Table 5.5 Samples listed in order of increasing average abnormal character, as 
calculated by averaging all five relative ACV’s 
 
The samples with the largest average abnormal character range up to 5.9. Many of these 
samples, had high gsarcor values, which means that there was strong correlation 
between large grain size and elongation. Many of the samples also had very large 
vartail values indicating that these samples had the largest range in sizes of abnormal 
grains. In terms of the basic descriptive statistics, this would translate to high max/avg 
values. All of these samples showed deviation from lognormal in their probability plots, 
though the maps showed a range of shapes.  
 These trends are consistent with the findings from the distribution partitioning. 
The samples with multiple subpopulations tended to have high abnormal character 
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values, and those whose grain sizes followed a lognormal distribution had low abnormal 
character values. It is also in agreement with what intuition says should be the most 
abnormal samples based on the EBSD maps and basic descriptive statistics.      
5.4 Conclusions 
The previous sections show that grain size populations can be partitioned into 
multiple subpopulations when non-normal growth is present. It has also been shown 
that the distribution of size and shape of the grains can both be used to classify the  
morphology distribution for the sample that aids in classifying the type of 
microstructure. The definition of normal as self-similarity in the distributions still holds 
true when the distribution of aspect ratios is considered jointly with grain size 
distribution. Morphology frequency maps show a fingerprint for the distribution that 
allows further distinctions to be laid out that distinguish between samples that are not 
considered normal. In addition to the shape of the MFM, deviation from lognormal and 
the number of subpopulations within a sample’s grain size distribution are the basis for 
classifying samples beyond simply “abnormal.” A series of metrics have been presented 
that account for different features of abnormality that can quantitatively describe 
abnormality among samples with different behaviors.   
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6 Objective 2) Correlating Abnormal Grain Growth with 
Processing Variables 
 
6.1 Canonical correlation analysis 
The previous chapter demonstrated how to classify and quantify abnormal grain growth 
and compare across samples. This section will explore how to apply those distinctions 
and correlate relationships between abnormal character and composition, and annealing 
conditions. Canonical correlation analysis will be used to find relationships between the 
composition variables, processing parameters and the quantified abnormal character 
values. It provides a measure of how well each set of variables is predicted by the other. 
The methods, results and implications will be discussed. 
6.1.1 Methodology 
Canonical correlation (CCA) is the most general from of a linear parametric test. It 
describes relationships between multiple input variables and multiple output variables, 
whereas other parametric tests, such as multiple regression and principal component 
analysis only accommodate a single output variable. CCA is commonly employed in the 
biological and social sciences where there are often many interrelated or interdependent 
variables8,128,129.  
CCA identifies connections between a set of input variables X and response 
variables Y, by utilizing the covariance matrices and correlations between the two sets 
of variables. X has p components and Y has q components such that,  
𝑿 = 𝑿𝟏,𝑿𝟐,… ,𝑿𝒑        (6.1) 𝒀 = 𝒀𝟏,𝒀𝟐,… ,𝒀𝒒        (6.2) 
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These variables are then arranged into linear combinations, known as variates U and V, 
so that the correlation between the variates is maximized.128 There are as many 
combinations as the smaller number of variables; if p<q, there will be p variate pairs.  
𝑼𝟏 = 𝒂𝟏𝟏𝑿𝟏 + 𝒂𝟏𝟐𝑿𝟐 +⋯+ 𝒂𝟏𝒑𝑿𝒑  𝑼𝟐 = 𝒂𝟐𝟏𝑿𝟏 + 𝒂𝟐𝟐𝑿𝟐 +⋯+ 𝒂𝟐𝒑𝑿𝒑 𝑼𝒑 = 𝒂𝒑𝟏𝑿𝟏 + 𝒂𝒑𝟐𝑿𝟐 +⋯+ 𝒂𝒑𝒑𝑿𝒑 𝑽𝟏 = 𝒃𝟏𝟏𝒀𝟏 + 𝒃𝟏𝟐𝒀𝟐 +⋯+ 𝒃𝟏𝒒𝒀𝒒 𝑽𝟐 = 𝒃𝟐𝟏𝒀𝟏 + 𝒃𝟐𝟐𝒀𝟐 +⋯+ 𝒃𝟐𝒒𝒀𝒒 𝑽𝒑 = 𝒃𝒑𝟏𝒀𝟏 + 𝒃𝒑𝟐𝒀𝟐 +⋯+ 𝒃𝒑𝒒𝒀𝒒              (6.3) 
The coefficients, a and b, for each of the pairs are obtained from the eigenvectors of the 
matrix Σ, which is the product of four individual covariance and cross-covariance 
matrices for each set of variables  
𝚺 = 𝚺𝒚𝒚 𝚺𝒚𝒙𝚺𝒙𝒚 𝚺𝒙𝒙        (6.4) 
The eigenvalues, λ, of Σ represent the proportion of the variance shared by the 
two sets of variables. The square roots of the eigenvalues are the canonical correlations 
between the variate pairs, R. The canonical correlation gives a measure of how well the 
variate pair describes the data.  
𝑹𝟏 = 𝝀𝟏…𝑹𝟐 = 𝝀𝟐…𝑹𝒑 = 𝝀𝒑    (6.5) 𝑼𝟏,𝑽𝟏 → 𝑹𝟏 𝑼𝟐,𝑽𝟐 → 𝑹𝟐 𝑼𝒑,𝑽𝒑 → 𝑹𝒑               (6.6) 
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Each successive variate pair maximizes the correlation for the variance that was not 
accounted for in the previous pair, essentially the left over variance, so the correlations 
decrease rapidly after the first one or two pairs. The coefficients, also called the weights, 
give the impact that a specific variable has on the variate when all other variables are 
held constant128. 
In addition to the canonical correlation and the coefficients there are a number 
of other values that describe important relationships among the variables. The loadings, 
l, are represented by the correlation between the observed variables and their 
corresponding variates. The squares of the loadings measure what fraction of the 
variance in an observed variable is accounted for by the variate. In other words, the 
squared loading describes how well the specific variable is described by the function, 
much in the same way the squared canonical correlation value quantifies how well the 
whole set of variables is described by the variates129. These are calculated by 
multiplying the matrix of correlations between variables, cx or cy, and the corresponding 
matrix of weights, a or b for each set of variables, X or Y.  
𝑎!! ⋯ 𝑎!!⋮ ⋱ ⋮𝑎!! ⋯ 𝑎!! * 𝑐!!! ⋯ 𝑐!!!⋮ ⋱ ⋮𝑐!"! ⋯ 𝑐!"" = 𝑙!!! ⋯ 𝑙!!!⋮ ⋱ ⋮𝑙!"! ⋯ 𝑙!""  𝑏!! ⋯ 𝑏!!⋮ ⋱ ⋮𝑏!! ⋯ 𝑏!" * 
𝑐!!! ⋯ 𝑐!!!⋮ ⋱ ⋮𝑐!"! ⋯ 𝑐!"# = 𝑙!!! ⋯ 𝑙!!!⋮ ⋱ ⋮𝑙!"! ⋯ 𝑙!""  
The coefficients and loadings are the key values in describing the relationships among 
the variables. The weights represent how much each individual variable contributes to 
the variate while the loadings represent how much the variable has in common with the 
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variate. Each set of values can be used in interpretation of the results, however some 
authors only use the loadings due to the high sensitivity of the weights8,129,130. Large 
differences in the weights and loadings indicate that there is high interdependence 
among the set of variables (known as multicolinearity) and that they may have non-
linear relationships8. 
An additional quantity obtained from a CCA is the redundancy. The redundancy 
coefficient for a variable is obtained from the squared loading, l2, multiplied by the 
square of the canonical correlation value, R2. The redundancy coefficient for each 
variable gives the portion of the variation in that variable explained by the variate. The 
sum of redundancy coefficients over every variable in X represents the total amount of 
variation in X explained by the whole set of variables in Y. In other words the 
redundancies measure the ability of one set of variables to predict the other128. For all of 
the values reported in a CCA, a higher value indicates stronger relationships. After 
using a CCA, the researcher is able to determine which variables are related, how 
strongly they are related, and how well they can be predicted from one another. 
A significance test is conducted after the calculation of the variate pairs, weights 
and loadings to determine which levels are significant, and which canonical variate(s) 
carries enough weight to be included in interpretation. The test hypothesis is that none 
of the eigenvalues are different from zero and that there is no correlation between the 
variates, so in order for a variate to be included, it must fail the test indicating that the 
eigenvalue is larger than zero. Similar to the canonical correlation values, each 
successive significance test looks at all of the variance in the model minus the variance 
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accounted for by the previous pair, so the test value gets progressively smaller. 
Typically only the first 1-3 levels are considered significant. The test statistic F is given 
by Wilk’s Lambda, Λ, using Rao’s F, which is given by the following equations: 
𝑭 =𝒎𝟐𝒌 𝟏− 𝚲𝒌 𝟏 𝝊𝒌 𝒎𝟏𝒌𝚲𝒌𝟏 𝝊𝒌     (6.7) 𝚲 = 𝟏− 𝝀𝒋𝒕𝒋!𝟏        (6.8) 
𝝂𝒌 = 𝒔!𝒌 𝟐 𝒒!𝒌 𝟐!𝟒𝒔!𝒌 𝟐! 𝒒!𝒌 𝟐!𝟓      (6.9) 𝒎𝟏𝒌 = 𝒔− 𝒌 𝒒− 𝒌 ,  
 𝒎𝟐𝒌 = 𝝂𝒌 𝒏− 𝟏𝟐 𝒔+ 𝒒+ 𝟑 − 𝒔!𝒌 𝒒!𝒌𝟐 + 𝟏   (6.10) 
in which m1k and m2k are the degrees of freedom, k is the counter ranging from 1 to the 
number of eigenvalues to be tested, s is the number of X variables, q is the number of Y 
variables, and n is the total number of samples128.  
The significance test is important because if none of the dimensions are 
significant (if all of the eigenvalues are equal to zero) it means that the model does not 
describe any meaningful relationship between X and Y and there is nothing more to be 
learned from the analysis. It is also useful in that it reduces the amount of interpretation 
necessary to uncover the meaningful relationships among the data. After the relevant 
dimensions are determined only the correlations, coefficients and loadings from those 
variates are included in interpretation.  
The output for a typical CCA analysis consists of a list of the canonical 
correlations, R, two matrices for coefficients for the X variables and Y variables, a and b 
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respectively, and two matrices for the loadings for the X and Y variables, lx and ly. A 
table of the results from the significance test is also necessary and will include the test 
statistic, the approximate corresponding F value, the degrees of freedom and the 
corresponding p-value.128,129.  
6.1.2 Results 
A canonical correlation analysis (CCA) was run for the 33 samples discussed in 
Section 5.2 to search for meaningful relationships among five compositional variables, 
two processing variables, and five abnormal character values. The seven input variables 
{X} included the levels of MgO, CaO, Na2O, and SiO2 in parts per million, see Table	  4.2, as well as the value given by the ratio of compositions represented by 
MgO:(CaO+SiO2). The final two input variables were annealing temperature in degrees 
Celsius, 1300, 1550, 1650, or 1750, and annealing time in hours; 1, 2, 5, 10, 20, or 40. 
The five relative abnormal character values, discussed in the previous chapter were used 
as the set of response variables {Y} and can be found in Table	  C.	  4.  
𝑋 = 𝑋!,𝑋!,… ,𝑋! = 𝑀𝑔𝑂,𝐶𝑎𝑂,𝑁𝑎!𝑂, 𝑆𝑖𝑂!, 𝑟𝑎𝑡𝑖𝑜,𝑇𝑒𝑚𝑝, 𝑡𝑖𝑚𝑒  𝑌 = 𝑌!,𝑌!,… ,𝑌! = 𝑓𝑟𝑎𝑐,𝑎𝑣𝑔𝑎𝑏2, 𝑎𝑣𝑔𝑡𝑎𝑖𝑙, 𝑣𝑎𝑟𝑡𝑎𝑖𝑙,𝑔𝑠𝑎𝑟𝑐𝑜𝑟  
Using R, the data were arranged into two matrices for input and output and the 
canonical correlation analysis and significance test were run using the “yacca” and 
“CCP” packages119–121. The full code and results can be seen in Appendices A and D. 
The significance test showed that of the five canonical variates, only the first was 
significant at the α=0.05 level, and therefore only the results from the first dimension 
were included in analysis, which can be seen in Table	  6.1 The canonical correlation, R1, 
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was 0.92, which means that 84.5% of the variance in all of the variables was accounted 
for by the model. The total redundancy coefficient for the Y variables was 0.507, which 
means that the 50.7% of the variation in the ACV’s was predicable by variation in the 
composition and processing variables.  
Table 6.1 CCA results for first dimension 
 
Note: bold numbers indicate strongest values, italic numbers indicate moderately strong 
values 
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When arranged in order of decreasing weight, the linear equations for this system would 
read as 
 
 
The weights were highest for ratio, gsarcor and avgab2 with the input and output sides 
having opposite signs indicating an inverse relationship. On the input side, the loadings 
were highest for ratio and MgO, and were weaker but still significant for time, CaO, 
and Na2O with all showing negative correlation except time. On the response side the 
loadings were strong and all positive for gsarcor, avgab2, vartail, and to a lesser extent 
avgtail. The redundancy coefficients show that when ratio increases, 55.5% of the 
variation is accounted for by a decrease in U1, and when gsarcor increases 80.9% of the 
variation as is accounted for by an increase in V1. 
 The bubble plot in Figure	  6.1 is a visual representation of these results. The 
horizontal axis represents the absolute value of the loading, the vertical axis represents 
the absolute value of the weight, and the size of each bubble is determined by the 
redundancy coefficient.  
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Figure 6.1 Bubble plot representing strength of variables in canonical correlation 
analysis. The absolute values of the weights are on the vertical axis, and the absolute 
values of the loadings are on the horizontal axis. The size of the bubble is the 
redundancy coefficient for that variable. The larger the bubble, and the farther from the 
origin the stronger the variable is. 
The CCA results show that there are a few strong variables that contribute a lot to the 
model, while the others are quite weak. The composition ratio of MgO:(CaO+SiO2) was 
the strongest factor in determining the correlation between aspect ratio and grain size, 
the average magnitude of the abnormal grains, the size of abnormal grains and the 
spread of sizes of the abnormal grains. Overall, when ratio increases, abnormal grain 
growth decreases. The individual levels of magnesia, calcia and soda were also 
significant factors. This means that both the absolute and relative amounts of impurities 
are important in determining abnormal grain growth behavior. Temperature is the 
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weakest variable in the model. While this may seem surprising given that adding heat 
promotes grain growth, the data were normalized so the ACV’s do not include the 
effects of normal grain growth, which is directly dependent on temperature. Removing 
this factor removes a large part of the contribution of temperature to grain growth. 
Additionally, the experiment was set up mainly to investigate how compositional 
changes affected abnormal grain growth with temperature as a secondary variable with 
only four possible values.  
By looking at cross-correlation values, a few specific relationships can be 
identified within the results. The cross-correlations for all variables are listed in Table	  D.	  10. Removing the magnesia from a powder leads to a higher correlation between large 
size and high aspect ratio and also larger overall size and elongation of abnormal grains. 
Increasing calcia leads to larger grains and larger variation in the size of abnormal 
grains. Increasing the composition ratio MgO:(CaO+SiO2) decreases all measures of 
abnormality. While the CCA identified which variables were strongest, the individual 
cross-correlations explain which components are most closely related. 
6.1.3 Sensitivity of CCA 
There are a few considerations and assumptions that must be taken into account 
when setting up and interpreting a canonical correlation analysis. One is that the set up 
requires a certain level of common sense, meaning that the researcher isn’t looking for 
relationships among things that are known to be totally unrelated130,131. Type I error in 
statistical testing results from oversampling of the data leading to a false identification 
of meaningful relationships. While CCA is more resistant to Type I error than other 
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statistical tests, it is still possible129,130. The ratio variable is a combination of other 
input variables which could potentially be seen as oversampling, and the strength of this 
variable could be Type I error. In order to test the validity of the results the CCA was 
rerun with changes to the ratio variable. One test run was executed with a different ratio 
of compositions that is not known to have any physical meaning in alumina, and a 
second test removed the ratio variable all together. The erroneous ratio value tested was 
the SiO2 content to the Na2O content (SiO2:Na2O). Both test runs failed the significance 
test, which showed that the original set up and results with the ratio of MgO:(CaO+ 
SiO2) were valid.  
Another assumption of CCA is that the relationships between the variables are 
linear. In a true kinetics study the dependence on time is not linear, but rather grain size 
depends on the square root of time as seen in equation 2.8 for normal grain growth. The 
CCA was run using the square root of time rather than the actual time values (in hours). 
The model passed the significance test for the first dimension as in the original run, 
though other than a small increase in the strength of time, very little change was 
observed in the relationships between the variables. There are two possible conclusions 
from this result. First, it is possible that the relationship of the ACV’s with time is in 
fact linear as this was not a robust kinetics study, nor are the ACV’s measuring normal 
grain growth. The second possible conclusion is that perhaps accounting for non-
linearity by changing the values before entering into the model is a way to work around 
this requirement if the true relationship is known. More data with more time values 
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need to be included in the model to be able to fully determine which conclusion is 
correct. 
Large differences between the weights and loadings can be caused by non-linear 
relationships between the variables or multicolinearity8,129. Having multicolinearity 
means there is interdependence among the variables, which causes instability in the 
weights. This does not mean that the model is any less valid but it does indicate that 
there are complex relationships between the variables that are not entirely explained by 
the model. It also indicates that the weights alone do not fully account for the 
relationships between the variables. When looking at the results in Table	  6.1 it can be 
seen that there are differences between the strength of the weights and loadings for 
many of the variables. On the input side, ratio is the only variable that has similar 
strength according to both values. On the response side gsarcor, avgab2, and avgtail, all 
have similar strengths for both values, while frac and vartail are the only variables with 
large discrepancies between the two values. This is an indication that there are complex 
relationships between the compositional and processing variables and a few of the 
abnormal character values that remain to be quantified.    
6.1.4 Composition ratio and abnormal grain growth 
The results from the canonical correlation analysis show that there are multiple 
composition factors that determine the nature of abnormal grain growth, and that both 
the absolute and relative amounts of impurities matter. This also means that the overall 
purity of a sample does not dictate abnormal grain growth alone. The most direct 
evidence of this is that the two powders of highest purity, A16LSLM and HPALM, also 
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have the most severe abnormal grain growth. The major difference between HPALM, 
and HPA, which had the most homogeneous microstructure, is the removal of MgO. 
Given the extensive literature discussed in Section 2.3 documenting the ability of MgO 
to homogenize the microstructure of alumina, the logical conclusion would be that this 
simply confirms that MgO is the controlling element. While this may seem to fit the 
HPA family of powders, the story is not as simple for the A16 series.   
 The effects of magnesia can be seen by looking at differences between A16 and 
A16M, and between A16LS and A16LSLM. A16M and A16LS have higher magnesia 
contents than A16 and A16LSLM respectively. At high temperatures the relative 
ACV’s decreased from A16 to A16M, which is expected since A16M had more 
magnesia. For A16LSLM and A16LS at the lower annealing temperature of 1550˚C the 
ACV’s increased for A16LS, which is not expected for a powder with more magnesia. 
In AES11 and AES11C the magnesia level remained constant and the only 
compositional difference was the calcia content. Adding calcia led to an increase in 
abnormality and a departure from a lognormal grain size distribution in AES11C. This 
shows that adding magnesia alone cannot be the solution to abnormal grain growth; the 
confounding trends indicate that there is more to the story than simply adding MgO. 
These individual observations corroborate the findings of the CCA that in order 
to obtain the most homogeneous microstructure the amounts of the impurities relative to 
one another must be taken into account. Bae and Baik made a similar conclusion in their 
work after finding that when MgO and CaO were present in equal amounts the 
microstructure was homogeneous, but when the amount of CaO exceeded the amount of 
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MgO abnormal grains appeared73. The ratio used here is composed of the amount of a 
homogenizing impurity (MgO) compared to the amount of impurities associated with 
abnormal grain growth (CaO and SiO2), and was shown by CCA to have the largest 
effect on abnormality. Table	  6.2 lists the compositions for each of the 13 powders 
ordered by the ratio of MgO:(CaO+SiO2).  
Table 6.2 Powder compositions ranked by ratio of MgO to CaO+SiO2 
  
If	  Table	  6.2	  is	  compared	  with	  Table	  5.5,	  in	  which	  the	  samples	  were	  ranked	  by	  increasing	  relative	  ACV’s,	  definite	  similarities	  emerge.	  The	  three	  powders	  with	  the	  lowest	  ratios	  were	  HPALM,	  A16LSLM,	  and	  HPACSi,	  and	  it	  can	  be	  seen	  that	  all	  of	  the	  samples	  from	  those	  powders	  fall	  in	  the	  top	  half	  of	  the	  rankings	  with	  the	  highest	  ACV’s.	  Likewise,	  the	  powders	  with	  the	  highest	  MgO:(CaO+SiO2)	  ratios,	  HPA,	  AES11	  and	  A16M,	  coincided	  with	  the	  samples	  in	  the	  lower	  half	  of	  the	  rankings.	  HPA	  had	  the	  highest	  ratio	  and	  all	  four	  samples	  from	  this	  powder	  were	  among	  the	  lowest	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ranked	  samples.	  These	  results	  confirm	  the	  earlier	  findings	  that	  show	  that	  this	  ratio	  of	  MgO:(CaO+SiO2)	  is	  the	  largest	  factor	  governing	  abnormal	  grain	  growth	  behavior	  in	  the	  samples.	  The	  samples	  from	  powders	  with	  the	  lowest	  ratio	  have	  the	  largest	  amount	  of	  abnormal	  grain	  growth	  and	  samples	  from	  powders	  with	  the	  highest	  ratio	  have	  the	  most	  homogeneous	  microstructures.	  	  
The samples HPAC AS, HPASi AS, and HPACSi AS demonstrate the 
importance of the composition ratio. HPA was chosen as the starting powder because it 
exhibits the most continuous grain growth and the most homogeneous microstructure. 
When calcia and silica were added individually for HPAC and HPASi the 
microstructures remained homogenous. But when they were added together for 
HPACSi so that their combined level was greater than magnesia, very large abnormal 
grains emerged and the microstructure became bimodal. These samples were the first in 
a series to be studied particularly for the purpose of understanding the roles of calcia 
and silica. More compositions need to be studied in order to fully understand the 
relationships between the impurity species.  
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6.2 Second phase and complexions 
After showing that the compositional variables are key in determining abnormal 
grain growth behavior it is logical to turn to the physical consequences of differing 
impurity levels, and explore the relationships between composition and morphology 
character within the samples. The second phase content and the effects of complexion 
transitions will be discussed, as well as the effect of the secondary processing variable 
of time.  
To help understand the relationships between complexions, second phase and 
abnormal grain growth a schematic complexion diagram was created. The diagram in Figure	  6.2 shows the progression of a hypothetical microstructure as the impurity 
content in the system increases and crosses into the two-phase region of a pseudo-
binary phase diagram. The schematic also includes regions of stability for two different 
complexions that have a region of coexistence in which both are stable.  
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Figure 6.2 Schematic two-phase complexion diagram. Reprinted from reference (132). 
The points along this diagram correspond to the schematic microstructures for a 
hypothetical material in which the impurity content is increasing into the two-phase 
region of the diagram. Temperature regions for complexion stability are shown with a 
region of coexistence where both are stable. The schematics show the combined effects 
of complexions and second phase particles on grain size. 
In the diagram, point 1 is in the single-phase region of the system, and is also in a single 
complexion region; its corresponding microstructure consists of small, equiaxed grains. 
At point 2, the material has a slightly higher impurity content, and though it is still a 
single phase it has transitioned into a region of complexion coexistence. The 
microstructure at point 2 is bimodal, the boundaries of the large grains have the higher 
temperature (higher mobility) complexion and the boundaries of the small grains have 
the lower temperature (lower mobility) complexion. Point 3, is also still in the single-
phase region and the increased impurity content has shifted the material into the second 
single complexion region for the higher temperature complexion. The microstructure at 
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this point will exhibit impinged large grains. At point 4, the impurity content has 
become high enough to cross into the two-phase region of the diagram and small 
amounts of second phase will form at triple junctions imposing effects like pinning that 
will slow grain growth; now the temperature for complexion transitions is constant so it 
is still in a single complexion region. At point 5 there will be increasing second phase 
with particle sizes more comparable to the matrix grains. At point 6 the material has the 
same composition as at point 5, but in a region of complexion coexistence the 
microstructure at this point will have a bimodal microstructure and second phase 
particles. The larger grains will not be as large as in the single-phase region because 
even though their grain boundaries have high mobility, they are still subject to the 
effects of pinning.  
6.2.1 Second phase identification 
Samples from A16, A16M, A16LS, AES11 and AES11C all contained a second 
phase. Based on the morphology of the particles, the elements present, and its crystal 
structure it was determined that it was a form of magnesia stabilized Na β”-alumina. In 
most cases the β”-alumina particles exhibited an elongated shape, which aided in 
identifying the phase, as β-aluminas are known to grow anisotropically due to the 
layered nature of the crystal89,93. An SEM micrograph from a sample from each of the 
powders with second phase particles can be seen in Figure	  6.3. Only trace amounts of 
silica- or iron-based phases were found in A16LSLM or any of the HPA powders, 
which is unsurprising given the low levels of sodium and magnesium in these powders.  
 
	   126	  
a.   b. 
c.  d.  
e.  
Figure 6.3 SEM images of samples containing second phase a. A16 1550, b. A16M 
1650, c. A16LS 1550, d. AES11 1650 e. AES11C 1550. The darker grey, elongated 
grains are β”-alumina, a few of which have been circled in black. 
Volume fraction measurements were made for a number of samples containing 
β”-alumina. A16 1550 was found to have 1.25±0.4% second phase, A16 1650 was 
found to have 1.5±0.5%, A16 1750 was found to have 1.6±1.5% second phase, and 
AES11 1550 was found to have 1.3±1.1% second phase. In general, the second phase 
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particles were found to be slightly larger than the average matrix grains. The large 
margin of error in these measurements is due in part to the limited number of images 
sampled, but also to a large spread in the data as the particle sizes varied greatly within 
each sample. A16LS 1550 and 1650 had lower amounts of second phase at 0.6±0.8% 
and 0.6±0.5% respectively, which was unsurprising as it had reduced sodium and 
magnesium contents, both of which are necessary to form stable β”-alumina.  
EDS was one tool used to identify the phase through compositional information. 
Two EDS spectra can be seen in Figure	  6.4, taken from within the second phase and 
from the matrix near the second phase. 
a. b.  
Figure 6.4 EDS spectra from A16M 1650 for a. second phase particle and b. matrix 
grain. The Ir peak is from the coating on the samples and the second Al is a sum peak. 
The EDS spectra in Figure	  6.4 show that there is a difference in chemistry 
between the second phase grains and the matrix. Specifically, there is measureable Na, 
Si Ir Al 
Second	  phase	  grain 
keV 
Si Ca Ir Al 	  
Matrix	  grain 
keV 
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Mg, Ca, and a very small peak indicating the presence of Si though it is too small to 
quantify, and in the matrix only very small bumps at Na and Mg appeared that are too 
small to quantify. This means the second phase is rich in Na, Mg, Ca, and potentially Si 
as compared to the matrix. 
Electron microprobe was used to quantify the composition of the second phase. 
The probe results built on the EDS findings and showed that the phase was composed of 
roughly 90 wt% Al2O3, 2wt% MgO, 3wt% Na2O, and 1.4 wt% CaO, with the remaining 
3.6% being due to measurement error and unmeasured elements (comprised of the 
remaining known impurities including SiO2). The match with β”-alumina was made 
based on the combination of these results and a literature search for stable phases within 
alumina containing these specific impurities. The composition is not an exact match for 
the MgO stabilized sodium-β”-alumina found on a phase diagram which is due to its 
extensive capacity for nonstoichiometry and ion exchange; calcium ions replace sodium 
ions within the conducing plane of the β”-alumina structure. The probe results also 
showed a depletion of MgO, CaO and Na2O in the matrix relative to the bulk powder 
composition, which can be taken as an indication that the phase is acting as a sink for 
the impurities.  
The use of TEM provided final confirmation that the phase was in fact β”-
alumina. The structural observations obtained with TEM provide more definitive 
identification of the nature of the phase that cannot be provided by chemical 
measurements due to the variable and non-stoichiometric nature of the β-alumina family 
of phases. A TEM specimen was prepared from A16 1750 that contained multiple 
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grains and a β”-alumina particle. Figure	  6.5 shows the bright field (BF) and high angle 
annular dark field (HAADF) TEM images of the TEM specimen at low magnification. 
The β”-alumina particle is the region in the upper left corner that is lighter in the BF 
image and darker in the HAADF image. (TEM work courtesy of Zhiyang Yu).  
a.  b.   
Figure 6.5 Low resolution TEM images in a. bright field and b. dark field, of the 
specimen containing multiple grains and a second phase particle, outlined by the dotted 
white box. 
The EDS spectrum and maps taken from this specimen can be seen in Figure	  6.6 and Figure	  6.7, and confirm what was seen in the SEM EDS spectra above. The 
second phase is rich in Ca, Mg, and Na relative to the matrix. The spectrum also shows 
the presence of small amount of silicon, which was only barely detectable in the SEM 
spectra, and appears to be randomly distributed in the EDS map. Though ion exchange 
is possible with a wide range of mono-, di-, and tri-valent elements, silicon, as a quadri-
valent element is not known to undergo ion exchange with sodium, so it is not known 
how Si interacts with β-alumina98,102.  
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Figure 6.6 TEM EDS spectrum for second phase particle showing presence of O, Na, 
Mg, Al, and Ca and a small amount of Si in a specimen from A16 1750. 
a. b. c.  
d. e. f.  
Figure 6.7 TEM EDS maps for elements present the second phase particle in A16 a. BF 
image of the sample, b. Na, c. Mg, d. Al, e. Si, f. Ca. The Na, Mg, and Ca amounts are 
higher in the particle than the surrounding matrix grains.   
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Following these measurements, a high resolution HAADF image was taken of the 
lattice within the second phase particle and was matched to a simulated [10-11] zone 
axis in the β”-alumina structure, seen in Figure	  6.8.  
a.  
b.  
Figure 6.8 a. High resolution HAADF TEM image from second phase particle b. 
simulated structure of β”-alumina that matches the BF image.   
The chemical and structural evidence together leave no doubt that the second phase 
present in the samples is MgO stabilized β”-alumina that has undergone at least 
moderate ion exchange to accommodate the Ca present in the powders.  
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6.2.2 Evidence of complexions 
Several samples were studied more in depth to uncover evidence of complexions 
and the effects of complexion transitions. TEM was used to investigate grain boundaries 
in A16 1750 and A16LSLM 1550. The area looked at in A16 1750 was a boundary in 
contact with the second phase particle, but between two α-alumina grains. HAADF 
images did not show any segregation or complexions, but BF images showed an 
amorphous film of about 1.2nm thick, which can be seen in Figure	  6.9. 
  
Figure 6.9 Bright field TEM images of a grain boundary in A16 1750 showing an 
amorphous film. 
An EDS line scan across the boundary, Figure	  6.10 b., showed an increase in Ca 
content at the boundary, Na and Mg and Si were too close to the background noise to 
distinguish. An EDS spectrum taken from a single point on the boundary, Figure	  6.10 
c., showed there was in fact some Si present, though no Mg or Na.  
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a.  
b.  
c.  
Figure 6.10 a. EDS line scan profile across grain boundary in A16 b. EDS line scan 
profile across brain boundary with scale magnified to see elements present in lower 
amounts c. EDS spectrum taken from grain boundary in A16 showing Si and Ca but no 
Na or Mg. 
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Mg 
Si 
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These results show that there is a different composition in the grain boundary 
complexion than there is in the second phase. The boundary contained Ca and Si while 
the second phase contained Mg, Na and Ca. This is notable because it is precisely what 
is expected if the phase and the complexion are both in equilibrium.  
In A16LSLM 1550 multiple boundaries were looked at including boundaries of 
small grains and boundaries on the fast and slow moving edges of large elongated 
grains. There was evidence of increased calcia and silica content at the grain boundaries 
for both large grains and smaller grains, however there was not any evidence of films at 
the grain boundaries. Figure	  6.11 shows three EDS spectra taken from different 
boundaries within the specimen; all three show peaks for both silica and calcia that are 
not present in the grain interior.   
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a.  
b.  
c.  
Figure 6.11 TEM EDS spectra for a grain boundary within A16LSLM 1550 a.-b. fast 
moving boundaries from different large elongated grains, and c. boundary between two 
small grains. The solid teal is from the grain interior and the red line is from the 
boundary. 
Si Ca 
Si Ca 
Si Ca 
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These results mean that while there is segregation of Si and Ca to the boundaries in both 
samples, there was only direct evidence of a film in A16 1750. However, the results do 
not rule out the existence of a lower order complexion in A16LSLM and in fact, the 
consistent segregation of calcia and silica to the boundaries suggests there must be a 
complexion of some kind, even though it is not visible with the TEM techniques used 
here.  
To	  get	  a	  sense	  of	  how	  the	  presence	  of	  grain	  boundary	  complexions	  and	  second	  phase	  affected	  the	  microstructure	  development	  in	  A16	  and	  A16LSLM,	  samples	  were	  annealed	  at	  1550˚C	  for	  5,	  10,	  20,	  or	  40	  hours	  in	  an	  air	  furnace.	  The	  difference	  in	  behavior	  for	  each	  sample	  will	  be	  shown	  using	  morphology	  frequency	  maps,	  probability	  plots,	  grain	  size	  partitioning	  and	  ACV’s	  as	  discussed	  in	  Chapter	  5.	  Since	  discontinuous	  grain	  growth	  is	  attributed	  to	  the	  presence	  of	  multiple	  complexion	  types,	  the	  number	  of	  subpopulations	  within	  a	  sample	  corresponds	  to	  the	  number	  of	  complexions	  that	  are	  expected	  to	  be	  in	  that	  sample1,2,132.	  A	  change	  in	  the	  number	  of	  subpopulations	  indicates	  a	  change	  in	  the	  number	  of	  complexions.	  The	  EBSD	  maps,	  grain	  size	  histograms,	  and	  probability	  plots	  can	  be	  seen	  in	  Figure	  6.12	  and	  Figure	  6.13	  for	  the	  samples	  from	  A16	  and	  Figure	  6.14	  and	  Figure	  6.15	  for	  the	  samples	  from	  A16LSLM.	  The	  grain	  size	  statistics	  and	  relative	  ACV’s	  can	  be	  seen	  in	  Table	  6.3	  and	  Table	  6.4.	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a.  b.   
c.  d.  
Figure 6.12 EBSD and grain size histograms for A16 samples annealed at a. 5 hours, b. 
10 hours, c. 20 hours, d. 40 hours. 
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a.  b.   
c.  d.   
Figure 6.13 Probability plots for A16 samples annealed at a. 5 hours, b. 10 hours, c. 20 
hours, d. 40 hours. 
The EBSD maps for the A16 time series samples show relatively little variation 
in microstructure. The probability plots show the same trend in decreasing deviation 
from lognormal as annealing time increases. The sample annealed for 5 hours in Figure	  6.13a. shows clear departure from lognormal, which decreases until the sample 
annealed for 40 hours shows a strong fit with lognormal, Figure	  6.13d.  
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Table 6.3 Grain size statistics and relative abnormal character values for samples from 
A16 annealed at 1550˚C for 5h, 10h, 20h, and 40h  
 
The grain size statistics show simply that the average grain sizes and standard 
deviations increased with increasing annealing times while the max/avg values showed 
no clear trend. None of the samples had much correlation between large size and aspect 
ratio. The general trend in the ACV’s for these four samples is an increase between 5h 
and 20h, and then the values for 40h are smaller.   
The grain size populations for the samples annealed for 5h, 10h, and 20h were 
partitioned using the same method described in Section 5.2.2. A16 T5 and T10 were 
separated into 3 subpopulations. In sample A16 T20, only two subpopulations were 
distinguished, which implies that the system is transitioning from a multimodal 
distribution to a bimodal distribution. The fourth sample, A16 T40, showed only one 
population of grains that followed a lognormal distribution. 
The EBSD maps in Figure	  6.14 for the A16LSLM time series samples all have 
large elongated grains, and by inspection it appears the number of elongated grains 
increases with time. This is also seen in the histograms by the small bulge emerging on 
the high end of the main peak in the 20h and 40h samples. The probability plots in 
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Figure	  6.15 all exhibit extreme departure from lognormal, with 20h and 40h showing 
multiple slope changes in the tail.  
a.  b.  
c.  d.  
Figure 6.14 EBSD and grain size histograms for A16LSLM annealed at a. 5 hours, b. 
10 hours, c. 20 hours, d. 40 hours. 
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a.  b .  
c.  d.  
Figure 6.15 Probability plots for A16LSLM samples annealed at a. 5 hours, b. 10 hours, 
c. 20 hours, d. 40 hours.  
The grain size statistics indicate the expected increase in average grain size and 
standard deviation with time. Again, the max/avg ratio decreases with time indicating 
that the smaller subpopulation(s) of grains is catching up to the larger subpopulation. 
All of the ACV’s increased with annealing time, signifying a definite increase in 
abnormality, by all five measures, including the correlation between aspect ratio and 
grain size.  
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Table 6.4 Grain size statistics and relative abnormal character values for samples from 
A16LSLM annealed at 1550˚C for 5h, 10h, 20h, and 40h 
 
The partitioning procedure adds to the evidence from the histograms and 
probability plots that there are multiple subpopulations that mature with annealing time 
in these samples. The probability plot for the 5h sample only shows one slope change in 
the probability plot and was only into two subpopulations. The samples annealed at 10h, 
20h, and 40h were all partitioned in to 3 subpopulations. The density of points that 
followed the lognormal line increased with time from 10h to 40h, which confirms that 
the largest subpopulation was maturing with time.  
To continue the analysis of the time series samples in two dimensions 
morphology frequency maps were plotted for each of the eight samples and can be seen 
in Figure	  6.16 and Figure	  6.17.  
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a. b.   
c. d.  
Figure 6.16 Morphology frequency maps for A16 samples annealed at 1550˚C for a. 5h, 
b. 10h, c. 20h, d. 40h. 
a. b.   
c. d.  
Figure 6.17 Morphology frequency maps for A16LSLM samples annealed at 1550˚C a. 
5h, b. 10h, c. 20h, d. 40h. 
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The maps for the A16 time series samples all have a triangular shape. The A16LSLM 
samples show an increase in the correlation between grain size and aspect ratio with 
increasing time. The four maps show a clear progression demonstrating that the 
distribution is maturing and the larger subpopulations are filling out with time as more 
grains appear in the space between the bulk and the outliers. This is consistent with the 
observations made from the grain size statistics, probability plots and grain size 
histograms. 
6.2.3 Second phase, complexions and abnormality 
 Large differences in the behavior of the samples from A16 and A16LSLM have 
been explored in a number of ways. The composition ratio identified by the canonical 
correlation analysis also differed for the two powders. A16 had a ratio of 1.04 while for 
A16LSLM it was much lower at 0.14. The higher composition ratio means two things: 
in A16 there was more magnesia than calcia and silica, and there was enough soda and 
magnesia to stabilize a bulk second phase. The samples from A16LSLM did not have 
measureable second phase, and showed consistent evidence of multiple complexions 
and maintained abnormality. In A16, there was appreciable second phase, and there was 
direct evidence that the second phase and the grain boundary complexion had different 
compositions. The A16 samples also had and a more moderate degree of abnormality 
that decreased with longer annealing time.  
To return to the hypothetical complexion diagram in Figure	  6.2, the samples 
from A16 would roughly fit with the microstructures for points 5 and 6. At these points 
the microstructures contained both second phase, moderately sized grains, and at point 6 
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multiple complexion types. The samples from A16LSLM would be nearer to the single-
phase region, with only trace amounts of second phase, however it was not enough to 
impede the abnormal grain growth that results from having multiple complexions. The 
microstructures for samples from A16LSLM tend to be more like point 2 in the 
schematic (even though the powder is not single-phase) with very large exaggerated 
abnormal grains. This scenario suggests that the second phase in A16 is present in large 
enough amounts to pin grains that have high mobility complexions. This could explain 
the decrease in the number of subpopulations with annealing time. While at smaller 
sizes the high mobility boundaries were able to outgrow their slower neighbors. Once 
the grain size reached a certain threshold size, given by Equation 2.19 in Section 2.1.2, 
the fast grains were pinned and the microstructure grew more homogeneously. In 
A16LSLM, there is not enough second phase to slow down the grains with high 
mobility boundaries, and the sample exhibits large amounts of abnormal grain growth. 
There is an alternative explanation for the change in behavior seen by the A16 
samples. At a constant temperature, a microstructure can go from bimodal to unimodal 
with time if nucleation and completion of a complexion transition is kinetically slow. In 
the A16 samples annealed for long times the change from a distribution containing three 
subpopulations to a distribution with a single population could also indicate a kinetic 
transformation to a single complexion44,57. A complexion transition could have occurred 
between the SPS temperature of 1300˚C and the annealing temperature of 1550˚C but 
did not have sufficient time to complete after 5 hours of annealing. After 40 hours 
however, all of the grain boundaries had transitioned to a single complexion type, and 
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the sample had a more uniform distribution of grain boundary mobilities and grain sizes. 
The samples from A16LSLM, on the other hand, show that there are multiple 
subpopulations that are stable and mature with time. This shows that in these samples 
there are multiple coexisting complexions and that they are stable at 1550˚C.   
A third possible explanation for the different behaviors in the samples is that the 
second phase and the complexions interact beyond simple pinning effects. It is 
conceivable that the β”-alumina in these samples acts as a sink for CaO atoms that are 
not stable at the boundaries and would otherwise form complexions that induce 
accelerated grain growth and elongation. It is well documented that β”-alumina is 
capable of undergoing complete ion exchange with Ca2+ ions102–104. It is possible that 
with time the Ca ions moved from the grain boundaries to the second phase particles. 
This could potentially have changed the complexion type to a lower mobility type and 
resulted in a more uniform microstructure. This scenario indicates that the coexistence 
of the second phase and complexions is a delicate balance of thermodynamic and 
kinetic stability. Further investigation of both the grain boundaries and the second phase 
particles is needed to clarify which of these potential explanations is correct. Systematic 
TEM and microprobe work are necessary to fully understand the relationships between 
the second phase and complexions seen in samples from the A16 powder. 
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6.3 Conclusions 
This chapter presented a series of ways to show correlations between abnormal grain 
growth and composition. The physical implications of the quantification system 
presented in Chapter 5 have been explored. Through a canonical correlation analysis it 
was shown that in specialty aluminas the strongest variables in the level of abnormal 
grain growth are the ratio of MgO:(CaO+SiO2), the absolute amount of MgO, and to a 
lesser extent the heat treatment time, the calcia content and the soda content. The 
measures of abnormal grain growth that are best predicted by these parameters are the 
correlation between grain size and aspect ratio, the average magnitude of abnormality 
(as measured by both grain size and aspect ratio), and the variance of the size of 
abnormal grains.  
TEM work combined with abnormal character analysis showed that 
complexions and second phase particles both play a role in controlling grain growth in a 
microstructure. While a material remains a single phase, complexion transitions will 
dominate the appearance or disappearance of abnormal grain growth. But as increasing 
impurity content leads to formation of appreciable second phase a balance emerges in 
which both features contribute to microstructural control. Investigation of samples from 
A16 and A16LSLM showed examples of each of these behaviors. It was also shown 
that the complexions and second phase can be stable with different compositions. This 
implies that grain boundaries are capable of selective segregation in the presence of a 
sink for unstable ions. The resulting compositions of the second phase and complexion 
are the result of a balance of thermodynamic and kinetic stability.  
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7 Conclusion 
 
7.1 Summary of conclusions 
The first objective in this work was to demonstrate how to quantify abnormal grain 
growth in a systematic manner. Samples from 12 specialty alumina powders with 
varying chemistries were characterized using EBSD. Probability plots were used to 
visualize the entire grain size distribution. Deviations from a straight line in the upper 
tail were characterized to uncover subpopulations of grains within the samples. 
Distributions were found to have one, two, or three partitions of data corresponding to 
subpopulations of grains. A single slope change in the plot indicated two 
subpopulations, while two slope changes indicated three subpopulations. 
 By including aspect ratio distributions along with grain size distributions a two-
dimensional analysis of the population of grains was introduced. The joint parameters 
were used to plot the grains on a morphology frequency map that showed a number of 
characteristic shapes for different microstructure types, including triangular, uniaxially 
coordinated, diagonally correlated, or scattered. A threshold for abnormal grains was 
calculated using an analogous method to the moment of inertia from mechanics that 
accounted for both distributions. The grains above this cutoff value were then used to 
calculate a series of five metrics that describe the character of their distribution, called 
abnormal character values. The abnormal character values describe the fraction of 
grains in the sample that are considered abnormal, the average magnitude (size and 
elongation) of abnormality, the average size alone, the variance in size, and the 
correlation between grain size and aspect ratio. The trends in abnormal character values 
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were consistent with the grain size distribution partitioning results; those samples with 
multiple subpopulations tended to have, on average, larger abnormal character values. 
 The second objective of the work was to find correlations between the abnormal 
character of the samples and the variations in composition among the different powders. 
A multivariate statistical analysis called canonical correlation was employed to seek out 
relationships between composition and processing variables and the abnormal character 
values. The analysis found that the ratio of MgO:(CaO+SiO2) was the most important 
composition factor, and that the absolute amounts of MgO, CaO, and Na2O also had a 
little influence on abnormality. The analysis also found that annealing time played a 
role, but that temperature was less important in this study. The abnormal character 
values that were most strongly tied to these composition variables were the correlation 
in grain size and aspect ratio, the average magnitude of abnormality and the variance in 
abnormal grain sizes.  
 The physical implications of these relationships were examined as well. The 
presence of second phase β”-alumina in some of the samples was shown to have an 
effect of abnormal grain growth by suppressing the effects of complexion transitions 
that in other samples led to development of large elongated grains. A series of samples 
from two powders were annealed at varying times to demonstrate the kinetic effects of 
the presence of the second phase on complexion transitions. The samples containing 
second phase had decreasing abnormality with increasing annealing time and the 
samples without second phase had increasing abnormality with time. This indicated that 
without the second phase multiple complexions remained stable for long periods of time 
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at the chosen annealing temperature. TEM was used to show that the second phase 
particles and the grain boundary complexions that were present in the same sample had 
different compositions, indicating that they are both stable and that selective segregation 
occurred, altering the grain boundary chemistry.  
7.2 Impact 
This work has presented a number of novel concepts. This is the first time abnormal 
grain growth has been considered systematically in two-dimensions by including both 
grain size and shape. While other studies have noted the presence of elongation, few 
have done any kind of quantitative analysis. The morphology maps allow for the 
microstructure of a material to be visually represented in a unique way that leaves a 
signature for the distribution of grains within the sample. This is also the first detailed 
classification scheme for abnormal grain growth that has been used. The metrics 
describing various aspects of the abnormal character of the sample could very easily be 
tailored to describe or highlight other features of a distribution. The entire process could 
be applied to quantify any two parameters that have a distribution of values within a 
sample: for example, pore size or second phase particle size could replace aspect ratio.  
 In the past, the work on complexions has focused on ultra high purity materials 
in which there is a high level of control over the system. The work presented here is the 
first work specifically applying the complexions concept for abnormal grain growth to 
aluminas with relatively high impurity contents and multiple impurity species. This 
study also provided direct evidence of coexistence of a second phase and complexion 
with different compositions has been shown. 
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 Perhaps the aspect of this work that has the greatest potential for impact on the 
field of materials science is the adoption of canonical correlation to identify 
relationships between properties and processing variables. Working with material 
systems that have many variables can be very challenging. A numerical method that 
will sort through the various parameters that go into the processing of a material to find 
those that best correlate with abnormality is an incredibly useful tool. Like the two-
dimensional quantification of abnormality, this process could also be used in a number 
of other ways. One possible adaptation is to use material properties like hardness or 
strength in place of either the processing variables, or the abnormal character values. 
This type of analysis has the potential to be a powerful tool in material selection and 
optimizing processing conditions. Seeking out relationships between processing, 
properties and structure is at the core of all materials research, and this analytical 
process is ideally set up to do just that.  
7.3 Future work 
There are many directions this work can be taken in. First, as mentioned previously, the 
quantification method can be tailored to suit a broader range of researcher needs. There 
are likely many different metrics that can be used to explore the character of the 
distribution of grains (or other entity) within a sample and this needs further 
development to discover all of the potential avenues. Additional TEM work is required 
to fully understand the nature of the interactions between the β”-alumina and 
complexions and their combined impact on abnormal grain growth.  
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 The potential of the correlation analysis has just begun to be explored. First, 
more samples with more composition adjustments and more variation in heat treatment 
parameters need to be added to the data. The analysis is meant to describe not only large 
numbers of variables but also large numbers of samples. Statistical accuracy will only 
increase by adding more data. The model set up needs to be explored and adjusted to 
achieve optimization so that insignificant factors are removed. Nuances in the model 
and relationships will only be fully understood once more data is added and the 
sensitivity of the model is explored further. In addition, the model has the potential for 
predictive capabilities that can only be developed with a better understanding of the 
important factors and the implications of the results.    
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Appendices 
Appendix A: R and Mathematica code 
Both R and Mathematica were used for various parts of the analysis to perform 
calculations on the data. R was used to calculate the cutoff grain size and aspect ratio 
values, generate the MFM’s, probability plots and histograms, and run the CCA. 
Mathematica was used to estimate a lognormal curve for the data and to calculate the 
theoretical ACV’s. Bold text indicates file or input names that change with every 
sample. 
R code  
Cutoff values: Data is read into R from a text file arranged in 2 columns with grain 
size in the first column and aspect ratio in the second. 
>samplemat<-matrix(scan('datatextfile.txt'),ncol=2,byrow=TRUE) 
>i=seq(1,nrow(samplemat),1) 
>distmat<-matrix(nrow=nrow(samplemat),ncol=1) 
>for(i in(1:nrow(samplemat))) 
{distmat[i,1]=sqrt(samplemat[i,1]^2+samplemat[i,2]^2)} 
>radius=sqrt(sum(distmat^2)/length(samplemat[,1])) 
>scale=max(samplemat[,1])/max(samplemat[,2]) 
>arcut=radius/sqrt(scale) 
>gscut=radius 
>gscut;arcut 
The output for this script will be 2 values, one for the grain size cutoff and one for the 
aspect ratio cutoff. 
Morphology Frequency Maps: data is read into R from a text file arranged in 2 
columns with grain size in the first column and aspect ratio in the second. 
>library(ggplot2) 
>samplename=read.table('datatextfile.txt') 
>mybreaks=c(1,2,3,4,10,30,90,200,400,700,1000) 
>gwidth=max(samplename$V1)/30;awidth=max(samplename$V2)/30; p<-
ggplot(samplename,aes(x=samplename$V1,y=samplename$V2)) 
+geom_bin2d(binwidth=c(gwidth,awidth)) 
+scale_fill_gradient(low="blue",high="yellow",trans="log",breaks=mybr
eaks,labels=mybreaks,guide="legend") 
>p+labs(x='grain size', y='aspect ratio',title='Sample name') 
The output for this script will be a map with grain size on the horizontal axis, aspect 
ratio on the vertical axis, and a color scale (including a legend) that will range from 
blue for low frequency counts to yellow for high frequency counts. 
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Probability plots and histograms: data is read into R from a text file arranged in 2 
columns with grain size in the first column and aspect ratio in the second. 
>library(e1071) 
>samplename=read.table('datatextfile.txt') 
>probplot(log(samplename$V1) 
>hist(samplename$V1,breaks=20,prob=TRUE,col=’blue’,xlab=’grain 
size’,main=’Sample name’) 
The output from these commands will be a probability plot with a line passing through 
the 25% and 75% quantiles, and a histogram with density on the vertical axis. 
Canonical correlation analysis: The input file is a table in which each row is a different 
sample and each column is a variable, the X variables are listed first and the Y 
variables are listed second 
> library(yacca) 
> library(CCA) 
> library(CCP) 
> allvars=read.table('datatable.txt') 
> invars<-allvars[,1:7]; colnames(invars)=c('Xvariable1',' 
Xvariable2',' Xvariable3',' Xvariable4',' Xvariable5',' Xvariable6',' 
Xvariable7') 
> outvars<-allvars[,8:12]; colnames(outvars)=c('Yvariable1',' 
Yvariable2',' Yvariable3',' Yvariable4',' Yvariable5') 
> ccares=cca(invars,outvars) 
> ccares 
> rho<-ccares$corr;N<-dim(invars)[1];p<-dim(invars)[2];q<-
dim(outvars)[2] 
> p.asym(rho,N,p,q,tstat='Wilks') 
> matcor(invars,outvars) 
The output will be a series of matrices including the canonical correlations, the X 
coeffieicents, the Y coefficients, the X loadings, the Y loadings, the Aggregate 
redundancy coefficients, the Wilk’s Lambda significance test of the dimensions, the 
X-X correlations, the Y-Y correlations, and the X-Y correlations. 
Mathematica code  
For estimation of lognormal fit to grain size data and Gaussian fit to aspect ratio data, 
includes calculation of theoretical ACV’s. The inputs (in bold) are the cutoff values 
for grain size and aspect ratio, the mean grain size and mean aspect ratio, the median 
and standard deviation of the aspect ratios, and the parameters mu and sigma as 
calculated using the method described in Section 5.1.2 using equations 5.14 and 5.15  
gcut = 1.549; (* Cutoffs *) 
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 acut = 0.979; 
 meangrain = 3.842; (* Mean grain size *)  
mean = 1.921; (* Mean aspect ratio *)  
meanin = 1.887; (* Input for normal dist. *)  
siggauss = 0.365;  
muin = 1.093; (* Input for lognormal dist. *)  
sigin = 0.42;  
 
gaussfit[x_] := ((1.0/Sqrt[2.0 * Pi * siggauss * siggauss]) * Exp[-(((x-
meanin)^2)/((2.0*siggauss*siggauss))]  
lognorm[x_]:= (1.0/Sqrt[2.0*Pi*sigin*sigin*x*x])* Exp[-(((Log[x] -
muin)^2)/((2.0*sigin*sigin))]  
quant0 = NIntegrate[lognorm[gr] * gaussfit[aspect], {gr, gcut * meangrain, Infinity}, {aspect, 
acut * mean, Infinity}]; (* Area in tail. *)  
Print["quant0: ", quant0]  
 quant2 = NIntegrate[ gaussfit[aspect] * lognorm[gr] *  (((gr / meangrain))^2 + ((aspect / 
mean))^2),  
{gr, gcut * meangrain, Infinity}, {aspect, acut * mean, Infinity}] /  quant0; (* Average of 
G^2+a^2 *) 
 Print["quant2: ", quant2] 
 quant3 = NIntegrate[gaussfit[aspect] * lognorm[gr] * (((gr / meangrain))),  
{gr, gcut * meangrain, Infinity}, {aspect, acut * mean, Infinity}]  / quant0; (* Average of G in 
tail *)  
Print["quant3: ", quant3]  
quant4 = NIntegrate[gaussfit[aspect] * lognorm[gr] *(((gr / meangrain))^2),  
{gr, gcut * meangrain, Infinity}, {aspect, acut * mean, Infinity}] /  quant0;  
quant4 = quant4 – (NIntegrate[gaussfit[aspect] * lognorm[gr] * (((gr / meangrain))),  
{gr, gcut * meangrain, Infinity}, {aspect, acut * mean, Infinity}] /  quant0)^2; (* Variance of 
G in tail *)  
Print["quant4: ", quant4]  
The outputs for this script are the values “quant0”, “quant2”, “quant3”, and “quant4” 
which are the ACV’s frac, avgab2, avgtail, and vartail, which are the theoretical 
ACV’s used to calculate the relative ACV’s used in the canonical correlation analysis.  
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Appendix B: EBSD maps, histograms and probability plots 
The EBSD maps for each of the samples included in this study can be found 
below. In most cases multiple maps were obtained for every sample, the ones included 
here are simply representative of the sample. The scale of each map is determined 
based on the density of information within, meaning the size of the grains intended to 
be captured. The resolution of each map is determined by the step size used to collect 
the data, this is also dependent on the size of the grains being measured. In general, the 
scale of the map is decided by the largest grain and the resolution is decided by the 
smallest grains. 
 The histograms for the samples can also be seen below. The histograms are 
mostly based on the normalized grain size. This means that the data were all divided 
by the sample average before plotting so that the mean is located at 1. The vertical axis 
is scaled by density rather than frequency. In a number of plots the vertical scale goes 
higher than 1, which seems like an error, but is not. This happens because the bin size 
is less than 1, so when the bin size is multiplied by the height, it is still less than 1, and 
the sum of the areas of all the bins still adds up to 1. The histograms that were not 
normalized are labeled.  
 The probability plots are based on normalized grain size as well. The 
horizontal axis for these plots is the natural log of the normalized grain size. The 
vertical axis is the probability that a grain in the sample is smaller than that point, also 
known as the cumulative probability, scaled so that a lognormal distribution would fit 
a straight line. The average of every distribution is 1 after normalization, and so is at 
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0.0 on these plots, and corresponds to the 50% quantile. The red line on each plot is fit 
to pass between the 25% and 75% quantiles and is used to help judge how well the 
data fit lognormal.  
a.  b. c.   
d.  e. f.  
g.  h.  i.  
j.  k.  l.  
Figure B. 1 EBSD maps, histograms and probability plots for samples from A16 a-c. 
as pressed, d-f.1550, g-i.1650, j-l.1750. 
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a.  b.  c.  
d.  e.  f.  
g.  h.  i.  
j.  k. l.  
Figure B. 2 EBSD maps, histograms and probability plots for samples from A16M a-
c. as pressed, d-f.1550, g-i.1650, j-l.1750. 
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a.  b.  c.  
d.  e. f.  
g.  h. i.  
j.  k.  l.  
Figure B. 3 EBSD maps, histograms and probability plots for samples from A16LS a-
c. as pressed, d-f.1550, g-i.1650, j-l.1750 (not normalized).  
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a.  b.   c.  
d.  e.  f.  
g.  h.  i.  
j.  k.   l.  
Figure B. 4 EBSD maps, histograms and probability plots for samples from 
A16LSLM a-c. as pressed, d-f.1550, g-i.1650, j-l.1750. 
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a.  b.  c.   
d.  e.  f.  
g. h.  i.  
j.  k.  l.  
Figure B. 5 EBSD maps, histograms and probability plots for samples from A16 Time 
series a-c.  5 hours, d-f. 10 hours, g-i. 20 hours, j-l. 40 hours. 
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a. b.  c.  
d.  e.  f.  
g.  h. i.  
j.  k.  l.  
Figure B. 6 EBSD maps, histograms and probability plots for samples from 
A16LSLM Time series a-c. 5 hours, d-f.10 hours, g-i.20 hours, j-l.40 hours. 
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a.  b.  c.   
d.  e.  f.  
g.  h.  i.  
Figure B. 7 EBSD maps, histograms and probability plots for samples from AES11 a-
c. as pressed (not normalized), d-f.1550 (not normalized), g-i.1650. 
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a.  b.  c.  
d.  e.  f.  
g.  h. i.  
Figure B. 8 EBSD maps, histograms and probability plots for samples from AES11C 
a-c. 1550 (not normalized), d-f.1650, g-i.1750 (not normalized). 
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a.  b.  c.  
d.  e.  f.  
g.  h.  i.  
j.   k.  l.  
Figure B. 9 EBSD maps, histograms and probability plots for samples from HPA a-c. 
as pressed, d-f.1550, g-i.1650, j-l.1750. 	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a.  b.  c.  
d.  e.  f.  
g.  h.  i.   
j.  k.  l.  
Figure B. 10 EBSD maps, histograms and probability plots for samples from HPB a-c. 
as pressed, d-f.1550 (not normalized), g-i.1650 (not normalized), j-l.1750 (not 
normalized). 
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a.  d. c.  
d.  e. f.  
g.  h.  i.  
j.  k.  l.  
Figure B. 11 EBSD maps, histograms and probability plots for samples from HPALM 
a-c. as pressed (not normalized), d-f.1550 (not normalized), g-i.1650, j-l.1750. 
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a.  b.  c.  
Figure B. 12 EBSD maps, histograms and probability plots for samples from HPAC 
a-c. as pressed. 
 
a.  b.  c.  
Figure B. 13 EBSD maps, histograms and probability plots for samples from HPASi 
a-c. as pressed. 
a.  b.  c.  
Figure B. 14 EBSD maps, histograms and probability plots for samples from HPACSi 
a-c. as pressed. 
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Appendix C: Abnormal character values 
The cutoff values for all 33 samples and the three sets of abnormal character values 
can be seen in the following tables. The experimental abnormal character values were 
calculated from the data, the theoretical abnormal character values were calculated 
based on a lognormal and Gaussian fit to the grain size and aspect ratio distributions, 
respectively, and the relative abnormal character values were calculated by taking the 
experimental values divided by the theoretical values. 
Table C. 1 Cutoff values in terms of normalized grain size and aspect ratio 
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 Table C. 2 Experimental Abnormal Character Values 
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Table C. 3 Theoretical Abnormal Character Values 
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Table C. 4 Relative Abnormal Character Values 
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Appendix D: CCA results 
The complete results for the data discussed in Chapter 6 can be seen below, 
including the covariance and correlation matrices for each set of variables. In the 
tables, “CV1” stands for canonical variate 1, “CV2” is canonical variate 2, and so on. 
The X variables were a set of 7 processing variables and the Y variables were a set of 
5 ACV’s. There were 33 samples tested in total.  
Table D. 1 Canonical correlations 
 
Table D. 2 Coefficients or weights for X variables 
 
Table D. 3 Coefficients or Weights for Y variables 
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Table D. 4 Structural Coefficients or Loadings for X variables 
 
 
Table D. 5 Structural Coefficients or Loadings for Y variables 
 
 
Table D. 6 Total Redundancy Coefficients  
 
 
Table D. 7 Wilk’s Lambda significance test results 
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Table D. 8 Correlation matrix for X variables 
 
 
Table D. 9 Correlation matrix for Y variables 
 
 
Table D. 10 Cross-correlation matrix for X and Y variables 
 
 
 
 
 
	   187	  
Table D. 11 Covariance matrix for X variables 
 
 
Table D. 12 Covariance matrix for Y variables 
 
 
Table D. 13 Cross-covariance matrix 
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