Change-point models are useful for modeling time series subject to structural breaks. For interpretation and forecasting, it is essential to estimate correctly the number of change points in this class of models. In Bayesian inference, the number of change points is typically chosen by the marginal likelihood criterion, computed by Chib's method. This method requires to select a value in the parameter space at which the computation is done. We explain in detail how to perform Bayesian inference for a change-point dynamic regression model and how to compute its marginal likelihood. Motivated by our results from three empirical illustrations, a simulation study shows that Chib's method is robust with respect to the choice of the parameter value used in the computations, among posterior mean, mode and quartiles. Furthermore, the performance of the Bayesian information criterion, which is based on maximum likelihood estimates, in selecting the correct model is comparable to that of the marginal likelihood.
Introduction
Economic and financial time series are subject to changes in their pattern over long periods, see e.g. Stock and Watson (1996) for US macroeconomic data, Pastor and Stambaugh (2001) and Liu and Maheu (2008) for financial series. It is therefore interesting to take into account the possibility of structural change in time series models, both for interpreting historical data and for forecasting future values. Researchers do not usually assume that break dates are known. Models allowing for the possibility of changing structure or parameters have thus been developed over the last twenty years. In particular, the change in model parameters can be modelled by a Markov-switching discrete process, following the impetus given by Hamilton (1989) . The states of this process, which correspond to the parameter values, are recurrent as the process can move from one state to any other state at any date. The computation of the marginal likelihood of a given Markov-switching model can be performed by the method of Chib (1995) . This method only uses the Gibbs output, while other methods like those Newton and Raftery (1994) and Gelfand and Dey (1994) are either unstable or need an additional tuning function. Chib's method is based on the marginal likelihood identity, namely that the marginal likelihood is equal to the product of the likelihood and the prior divided by the posterior. Since each element on the right hand side of this identity depends on the model parameters, a particular value must be chosen, even if the result does not depend in principle on this value. Chib recommends to choose a high posterior density value for numerical efficiency reasons. Many researchers use the posterior mean, see e.g. Kim and Nelson (1999) , Elerian, Chib, and Shephard (2001) , Kim and Piger (2002) , Kim, Morley, and Nelson (2005) , Pesaran, Pettenuzzo, and Timmermann (2006) , Johnson and Sakoulis (2008) , Liu and Maheu (2008) , Maheu and Gordon (2008) , Fruhwirth-Schnatter and Wagner (2008) , Nakajima and Omori (2009) , and few, such as Paroli and Spezia (2008) , use the mode. To the best of our knowledge, no study has clearly documented the sensitivity of the marginal likelihood value obtained by Chibs' method to the value of the parameter chosen for its computation in the case of Markov-switching models.
The first goal in this paper is precisely to assess this sensitivity in the case of a changepoint regression model. As mentioned above, change-point models are a particular case of Markov-switching models. In the general case of recurrent states, the number of parameters of the transition matrix of the Markov chain is equal to K 2 − K, where K is the number of states. A change-point model is much more parsimonious in this dimension since it requires only K − 1 parameters. Even if a change-point model may require a higher K than a general Markov-switching one, it is not likely that the number of change points will be as high as
Another advantage of change-point models is the fact that they are not subject to the label switching problem of general Markov-switching models, which renders estimation much more difficult.
Based on a simulation study, our conclusion is that Chib's method is not much sensitive to the chosen value of the parameter for computing the marginal likelihood, and we recommend to use indifferently the posterior mode, mean or median rather than other values. Our simulation study is based on three change-point regression models whose specification and parameter values are closely inspired by models that we estimated using real time series.
Moreover, for models of the type we consider, Chib's method uses, as always, the output of the Gibbs sampler, but requires additional simulations due to the presence of the latent variables. This explains, at least partially, why computations are typically heavy. The second objective of this paper is to compare the model choices resulting from the application of the BIC and of the marginal likelihood criterion. Computing the BIC requires of course to maximize the log-likelihood function, which is not an easy task when the number of change points is large, the reason being the existence of multiple local maxima. The simulation results show that the BIC leads to choose the correct model in a higher proportion of replications than the marginal likelihood criterion, and that a correct computation of the BIC is not necessarily less heavy than for the marginal likelihood.
The paper is structured as follows: in Section 2, we present change-point models and how Bayesian inference is done. This is done in detail so as to make the presentation, done in Section 3, of the computation of the marginal likelihood and BIC understandable. Section 4 contains the empirical examples and Section 5 the simulation results. Section 6 concludes.
Model and inference
In Section 2.1 we explain how breaks can be introduced in a time series model, drawing on the work of Chib (1998) and Pesaran, Pettenuzzo, and Timmermann (2006) . In Section 2.2, we define the prior densities, and in Section 2.3, we explain how to compute the posterior density of the parameters of this type of model by Gibbs sampling.
Concerning notations, we adopt some conventions: by default vectors are columns and y denotes the transpose of y. Data densities (including predictive) for observable or latent variables, whether discrete or continuous, are denoted by f (.). Prior and posterior densities are denoted by ϕ(.). Parameters of prior densities are identified by underscore bars (e.g. a), those of posterior densities by overscore bars (e.g. a).
Model
Let y t be the time series we want to model over the sample period {1, 2, . . . , T }. Let s t be an integer latent variable (also called state variable) taking its value in the set {1, 2, . . . , K}, K being assumed known. The state variable s t indicates the active regime generating y t at period t in the sense that y t is generated from the data density
where
, Y 0 being a vector of known initial conditions (observations prior to date t = 1), and θ s t is a vector of parameters indexing the density. There are
We assume that the active regime at t is selected by a discrete first-order Markov process for the s t process. As in Chib (1998) , the transition probability matrix P K (more simply denoted by P when indicating the number of regimes is not important) allows either to stay in the regime operating at t−1 or to switch to the next regime and has therefore the following structure:
Notice that the last regime is an absorbing state over the sample period. Given the zero entries in P , the discrete Markov chain generates potentially K − 1 breaks, at random dates
and s τ k +1 = k + 1. A posterior density on these dates is therefore a direct by-product of the inference on the state variables. A convenient prior density, based on the assumption of independence between the parameters of the matrix P , takes the form of a product of identical beta densities with parameters a and b:
The assumption that the beta densities are identical can be easily relaxed. This prior implies that the (strictly positive integer) duration of regime k,
is approximately geometrically distributed with parameter p ii and expected value (a+b)/a. For example, by fixing a = b = 1, the prior is uniform for each probability. Actually, fixing a = b implies that E(d k ) = 2 and a priori, on average, a lot of regimes. To choose a prior on the probabilities consistent with K, T /K should be the expected number of observations per regime. Hence one should fix E(
and fixes one of the parameters given the other. The other parameter can be deduced by fixing the variance of the beta distribution and solving. 1 Pesaran, Pettenuzzo, and Timmermann (2006) , an essential ingredient of the model specification is the prior assumption that the parameter vectors θ i are drawn independently from a common distribution, i.e. θ i ∼ ϕ(θ i |θ 0 ) where θ 0 itself is a parameter vector endowed with a prior density ϕ(θ 0 |A), A denoting the prior hyper-parameters. This is called a hierarchical prior or a meta-distribution. For example, if θ i contains location parameters and a scale one, the prior can be a normal density on the location parameters and a gamma density on the scale one. Generally, the joint prior on the θ parameters is
Following
Behind the common prior (4) lies the belief that the regime parameters differ and evolve independently of each other. Another possible prior belief is that the regime parameters evolve in a more structured way. For example the conditional mean of y t could be increasing
. This idea can be formalized through a joint normal prior on ( are the hyper-parameters to be endowed with a prior density implying that m 0 is positive with high probability.
The model is fully specified by defining the conditional densities f (y t |Y t−1 , θ s t ). In this study, we use the following assumption:
where x t is a vector of m exogenous variables and β st a vector of coefficients, so that θ st = (β st σ 2 st ) . In our applications, the model within a regime is autoregressive, i.e. x t includes the constant 1 and p lags of y t , hence m = p + 1.
Prior densities for location and scale parameters
In the model developed in the previous sub-section, the hierarchical prior (4) is defined by a prior for each β j (j = 1, 2, . . . , K) and an independent prior for each σ 2 j , given additional random parameters (forming θ 0 ) defined below, to which prior densities are assigned. The hierarchy can be divided into two independent pieces, one for the regression coefficients and one for the variances. We define the two pieces, provide the formulas of some moments, and discuss how to define weakly informative (proper) prior densities. Improper prior densities are excluded as we want to compute the marginal likelihood.
Regression coefficients
The hierarchical prior is 
Although the prior marginal density of β j is not known analytically, its moments can be obtained by applying the law of iterated expectations:
To be weakly informative on the β j parameters, one usually sets B 
Variances
The hierarchical prior is defined as
with υ 0 independent of d 0 . We use the following definition of a Gamma(ν,s) density for x where ν is the degrees of freedom and s is the scale parameter:
Its expected value is ν/s and its variance is 2ν/s 2 . Equivalently to (11), and using the terminology of Bauwens, Lubrano, and Richard (1999) , σ 2 j has an inverted gamma-2 density,
The prior marginal density of σ −2 j (or its inverse) cannot be computed analytically, but its expectation can:
Note however that E(σ 2 j ) does not exist since υ 0 < 2 has a non-zero probability if
The non-informative version of a prior density on a variance σ 2 j is usually taken as ϕ(σ 2 j ) ∝ 1/σ 2 j or equivalently ϕ(σ In the next sub-section where the Gibbs algorithm is described, it is shown that the full conditional posterior density of υ 0 does not belong to a known class of density functions.
Hence it is not possible to compare the hyper-parameters λ 0 and ρ 0 to their counterparts from the information set. We set λ 0 = 1 and ρ 0 = 0.01, so that the prior mean and standard deviation of υ 0 are both equal to 100, such that our prior densities are weakly informative
Inference
The joint posterior density of S T = (s 1 s 2 . . . , s T ) and the parameters is proportional to
where f (s t |s t−1 , P ) is the transition probability from state t − 1 to state t and is one of the non null elements of P . The parameters are θ i , i = 0, 1, . . . , K, jointly denoted by Θ (or Θ K to emphasize that K regimes are assumed), and the diagonal elements of the matrix P . This density lends itself to simulation by Gibbs sampling in three blocks corresponding to the full conditional densities:
, which does not depend on Θ and Y T , and
Sampling S T is done as Chib (1998) and detailed below (notice that s T = K by assumption). Sampling P is done by simulating each p ii from a beta density with parameters a + T i and b + 1 where T i is the number of states equal to i in the sampled S T vector. Sampling Θ implies usually to break it into sub-blocks and to sample each sub-block given the other, plus S T . We give all the necessary details below for the case when f (y t |Y t−1 , θ s t ) is the normal density defined in (5).
Chib's algorithm for sampling the states
The algorithm is explained in Chib (1996) for the case when the matrix P is not restricted and in Chib (1998) for the case when P is restricted like in (2), but the differences between the two cases are minor. The state vector S T is sampled from ϕ(S T |Θ, P, Y T ), by sampling sequentially from T to 1 using the backward sequential factorization
and the fact that the model structure implies that s T = K and s 1 = 1 with probability 1. 
which also shows that ϕ(s t |s t+1 , Y T , Θ, P ) = ϕ(s t |s t+1 , Y t , Θ, P ). Indeed, as in equation (7) in Chib (1996) , and using the notation S t+1 = (s t+1 s t+2 . . . s T ) and similarly for Y t+1 ,
The first line (21) follows from
For (22),
and f (s t+1 |Y t , s t , Θ, P ) = f (s t+1 |s t , P ) from the model assumption about the Markov chain for the states. The third line (23) follows from from the fact that the third factor of the rhs of the second line does not depend on s t .
One starts with generating a random draw from ϕ(
where s T −1 is set equal to the random draw generated from the previous factor, and so on until s 2 is generated. Actually, ϕ(s t |s t+1 , Y t , Θ, P ) can only take two values given the structure of P in (2), therefore one can just compute these two values according to the rhs of (20) and divide by their sum to obtain normalized probabilities.
In the rhs of (20), f (s t+1 |s t , P ) is the same as in (18), and f (s t |Y t , Θ, P ) is computed by recurrence from f (s t−1 |Y t−1 , Θ, P ). One starts at t = 2 with initial condition f (s 1 |Y 1 , Θ, P ) = 1 if s 1 = 1 and = 0 otherwise (at t = 1, only state 1 can occur), and one ends at T − 1 since
is done in two steps (prediction and updating):
Prediction step: by the law of total probability,
given that f (s t |s t−1 = j, P ) = f (s t |s t−1 = j, Y t−1 , Θ, P ) from the assumptions on the model.
Update step: by Bayes theorem,
which is easily normalized by dividing by the sum of the rhs over all values of s t (even if actually the rhs is strictly positive only for two values of s t ).
Gibbs algorithm for Θ
The prior densities are given in (6)- (8) and (11) 
. , K).
We provide the conditional posterior density of each block (given the relevant other parameters and the state vector S T when it is needed).
Each of these is obtained by keeping all parts of
that depend on the relevant elements. The hyperparameter A corresponds to the parameters of (7), (8), (12), and (13). Given S T , we assign each observation to one of the K regimes and thus we form K vectors y j and matrices X j that contain the y t and x t observations assigned to regime j. We denote by T j the number of observations assigned to regime j. Below we state the result for each block and sketch how we obtain it.
• For each j = 1, . . . , K:
• For each j = 1, . . . , K: σ
• B −1
exp[−0.5trB
Since this is not belonging to a known class of densities, we simulate it by inverting numerically its cdf computed by Simpson's rule (rather than using a a Metropolis algorithm as PPT do).
Marginal likelihood and BIC computation
In this section, we give details about the computation of the marginal log-likelihood (MLL) and the Bayesian information criterion (BIC). We are interested by the following questions:
1. Is the value of the MLL computed by Chib's algorithm reliable?
2. If we apply the BIC to choose the number of change points, do we get approximately the same results as if we apply the MLL criterion?
Answers to these questions are provided in Sections 4 and 5. The motivation for using the BIC is that it is well known, and in large samples it usually leads to choose the model also picked by the MLL criterion, see the discussion in Kass and Raftery (1995) . The BIC is generally more quickly programmed and computed than the MLL. For the change-point models we consider, this is especially true in terms of programming time. Once a correct computer program is available, only computing time matters, and in that respect computing the BIC is not necessarily quicker than computing the MLL, because obtaining the global maximum of the log-likelihood function may require many computations (see below).
Marginal likelihood
The posterior density defined in (18) is conditional on a known value of K, the number of regimes in the sample period. Obviously, K can range from 1, the no break scenario, to T (the sample size). The latter case can be interpreted as a time-varying parameter (TVP) model, for which one often assumes θ i = θ 0 + Φθ i−1 + v t where θ 0 , Φ are parameters (often set equal to 0 and I, respectively) and v t is a multivariate normal vector with zero mean and unknown covariance matrix.
We can choose the model corresponding to the value of K that maximizes the marginal likelihood (also called predictive density) of the sample. We can also use model averaging, over a range of values of K, say K ∈ {1, 2, . . . ,K} whereK is the largest number of regimes that we wish to consider. Model averaging requires posterior model probabilities, which themselves require prior model probabilities and the marginal likelihood value for each model.
To compute the marginal log-likelihood for the data Y T and the model M K with parameters Θ K = (θ 0 , θ 1 , . . . , θ K ) and P K = (p 11 , p 22 , . . . , p K−1,K−1 ) defined in the previous section, we use the idea of Chib (1995) . The predictive density is related to the prior, posterior and data density by the equality
Since this holds for any admissible parameter value, we can pick a value (Θ * K , P * K ) of the parameters and compute log f (Y T |M K , Θ can be any value in the parameter space, but the posterior mean or mode is an easy and recommended choice. In Sections 4 and 5, we report results throwing light on the sensitivity of the value of the marginal log-likelihood with respect to the value of Θ * K . The first term in (26) is the log-likelihood function of the model, which can be written as
In each term of the above sum, the first factor is equivalent to f (y t |Y t−1 , θ * j ) and the second is obtained by the prediction step of Chib's algorithm, see (24). Actually, the log-likelihood function does not depend on θ * 0 . The prior density is defined analytically and easily computed. The difficult part is the computation of the log-posterior since it must be computed numerically. We use the factor- 
BIC
To compute the BIC, we must of course compute the maximum likelihood estimator since we need to evaluate the log-likelihood at its maximum and penalize it by the usual term 0.5m K log T , where m K is the number of parameters of model M K . The log-likelihood function of the change-point model is given in (27)-(28). We maximize it by a gradient method (algorithm BFGS of Ox). There may be several local maxima. Thus we maximize the objective function many times, using different starting values. We choose them as follows:
for a given number of change points, we draw randomly the break dates, taking care that each regime has at least 30 observations, and given these dates, we estimate the model by 
Empirical examples
In this section, we apply the change-point model to three time series. Our empirical results serve to motivate and design the simulation experiments reported in the next section. We use an AR(p) model in each regime, with p ≤ 4. We limit the number of regimes to be equal to 3 at most. According to the BIC and MLL criteria, the best model is an AR (1) with two regimes. Table 1 Table 2 . The posterior median of the break date is 1983, second quarter (July) as shown in Figure 6 . The break corresponds to a large reduction of the error variance and is called "the great moderation" by economists. The persistence parameter of the AR(1) hardly changes after the break.
Quarterly growth rate of US GDP

Monthly growth rate of US industrial production
The sample for this series covers the period from January 1950 to January 2009 (709 observations). The original series, downloaded from Datastream (USIPTOT.G series), is a volume index of the industrial production of the USA and is seasonally adjusted, equal to 100 in 2002. We work with the growth rate series, plotted in Figure 6 , defined as the first difference of the logarithm of the original series.
We use an AR(1) model in each regime. We limit the number of regimes to be equal to 7 at most. According to the BIC and MLL criteria, the best model has four regimes, see Table 
Monthly US 3-month T-bill rate
This monthly series was analyzed by Pesaran, Pettenuzzo, and Timmermann (2006) Figure 6 , together with the regimes resulting from the detected break dates (posterior medians of change points).
The number of regimes is equal to 11 according to the BIC to the different values of the MLL criterion (see Table 5 ). The decrease of the criteria values as K increases is marked until K = 8, indicating that the choice of the number of regimes after that is not clear. A similar pattern is prevalent in the other applications, suggesting that there is a much bigger risk of picking too many regimes than too few in this type of model.
The posterior means, standard deviations, and modes for 11 regimes are reported in Table   6 . The regime changes seem to correspond mainly to changes in the the error term variance.
Changes in the mean coefficients of the interest rate changes (β j2 , j=1,2,. . . ,11) seem less important as their posterior means are close to 0 except in regimes 3, 10 and 11.
Simulation study
The simulation design is inspired by the empirical results of the previous section. We choose three DGPs, one with a single change point, one with three, and one with seven. In each regime, a sample of size T is generated by an AR (1) 
Single change point (K = 2)
The results of the simulations are contained in Tables 8 and 9. Table 8 contains means (across the 100 repetitions) of BIC and MLL values. Table 9 shows the proportions in which the models with 1, 2 (the true value), 3 or 4 regimes are selected by the BIC or the MLL criterion. From these results, the answers to the two questions we raise in the beginning of 3 are rather clear:
1) The MLL values depend very little on the parameter value chosen for its computation, when the values being considered are the means, mode, medians, 0.25-quantiles (q25), and 0.75-quantiles (q75), where the quantiles are from each marginal distribution. For a given K, the largest difference is 2 (K = 4, T = 500) when comparing mean, mode, and median-based results (Table 8) , which is very small compared to 692. Between mode and median, the difference is always smaller than 1. When comparing mean, mode or median with the quartiles, the differences are a bit larger, with the largest difference occurring for q25 in the cases K = 2, T = 250 (difference of 3.622) and 500 (difference of 6.19). The sensitivity does not seem to be related to the sample size T and may be slightly more pronounced for K = 4 than for smaller values. This is expected as inference for an over-parameterized model is likely to be less precise.
2) Concerning the model selection criteria (Table 9 ), the performance of the BIC in the selection of the correct model is very good (at least 97 per cent of correct choices) and even slightly better than for the MLL. The MLL performance is the best when its computation is based on central values of the parameters (more than 90 per cent of correct choices). When T is increased from 250 to 500, the performance of the BIC and MLL computed with the mode and median increases.
Three change points (K = 4)
The results of the simulations are contained in Tables 11 and 12. Table 11 contains means (across the 100 repetitions) of BIC and MLL values. Table 12 shows the proportions in which the models with 2 to 6 regimes are selected by the BIC or the MLL criterion. From these results, the answers to the questions raised are rather clear:
1) The MLL values depend very little on the parameter values chosen for its computation.
For a given K, the largest difference is 3.95 (for K = 3) when comparing mean, mode, and median-based results (Table 11) , which is very small compared to 913. Between mode and median, the difference is smaller than 1 except for K = 3, where the value at the mode is slightly different. When comparing mean, mode or median with the quartiles, the differences are increasing with K, because inference for an over-parameterized model is likely to be less precise.
2) Concerning the model selection criteria (Table 12) , the performance of the BIC and the MLL criterion (whatever the evaluation point) is good, since the right model (4 regimes) is picked in about 89 to 94 per cent of the repetitions. The risk of choosing a wrong number of regimes is entirely concentrated on the over-parameterized models (especially the model with 5 regimes).
Ten change points (K = 11)
The results of the simulations are contained in Tables 14 and 15. Table 14 contains means (across the 50 repetitions) of BIC and MLL values. Table 15 shows the proportions in which the models with 9 up to 13 regimes are selected by the BIC or the MLL criterion. From these results, the answers to the questions we are interested in are rather clear:
1) The MLL values (Table 14) do not depend much on the parameter value chosen for its computation, but they vary more than in the two previous cases. The largest difference occurs for K = 13 between mean and mode (difference of the order of 10 per cent). However, between mode and median, the differences are very small.
2) Concerning the model selection criteria (Table 15) , the performance is not good. The BIC selects the correct number of breaks only in 24 per cent of the repetitions and puts too much weight (50 per cent) on over-parameterized models (K = 12 and 13). This is even much more pronounced with the MLL criterion, since it selects the models with too many regimes in 90 per cent of the repetitions. This bad performance of the criteria may be explained by the following feature of the DGP: there are many regimes, among which some with few observations, and some which are not very different. This confirms our intuition, based on the applications to real data, that there is a tendency to select too many breaks with the type of model we consider.
Conclusion
There are two objectives in this paper. The first is to assess the sensitivity of the marginal likelihood value obtained by Chibs' method in the case of a change-point regression model.
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