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Abstract
This work is concerned with a class of semilinear stochastic functional parabolic differential equations
of retarded type. We first establish conditions to ensure the existence of a unique non-negative solution of
the stochastic delay partial differential equation under investigation. Subsequently, the problem of explosive
or blow-up solutions in mean L p-norm sense, p ≥ 1, in a finite time to the stochastic system is considered.
Several examples are given to illustrate the theory established in the work.
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1. Introduction
Stochastic partial differential equations (SPDEs) are playing an increasingly important role in
applications to finance, physics and biology. In the meanwhile, it becomes apparent that the
principle of causality is only the first-order approximation to the true situation and a more
realistic model should include some of the past states of the systems. By regarding some
stochastic dynamical systems with memory as stochastic functional partial differential equations
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of Itoˆ type, we know that the existence and uniqueness of a long-time solution of the equations
could be well established under some Lipschitz and linear growth conditions on the state
dependence in the drift and diffusion terms (cf. [1,6,10,12,18] among others).
On the other hand, it is a well-known fact that a variety of nonlinear partial differential
equations, e.g., parabolic or hyperbolic, tend to develop singularities in finite time when the
equations admit even simple coefficient nonlinearity such as polynomial ones (cf. [9,16,17]).
This means that these equations only have local solutions. For their random counterparts, it is thus
important to study the effects of random perturbation on the solution behavior of such equations.
In fact, for a stronger nonlinear noise term, it is plausible to anticipate an explosive solution
(cf. [2,4]). In [14], Mueller and Sowers investigated the problem of a noise-induced explosion
for a class of random heat equations. It was shown that under some reasonable conditions
the solution may explode in finite time with positive probability. In a recent work [5], Chow
considered the existence of explosive solutions in the L p-norm sense, p ≥ 1, for a class of
nonlinear stochastic reaction–diffusion differential equations (a precise definition of explosion
in mean L p-norm will be given in (3.3)). In practice, the blow-up solutions can be used to model
physical phenomena such as the explosion in turbulent combustion and the Tsunami wave in the
ocean due to earthquake, e.g. see [9].
In the deterministic case, consider the initial-boundary problem of a reaction–diffusion
equation with a constant delay in a bounded domain O ⊂ Rd with smooth boundary ∂O:
∂u(t, x)
∂t
= 1u(t, x)+ f (x, u(t − r, x)), x ∈ O, t > 0,
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ O; u(t, x) = 0, x ∈ ∂O, t > 0,
(1.1)
where r ≥ 0,∆ is the Laplace operator and f, φ are functions given in such a way that the
problem (1.1) has a unique solution in one sense or another. It is well known that under suitable
conditions on f, φ and r (see, e.g., [19]), a global solution on R+ = [0,∞) may exist for
Eq. (1.1). In general, the solution of Eq. (1.1) could become infinite or explode at a finite
time (of course, in a proper sense). Without time delay (i.e., r = 0), it is known that the
reaction–diffusion equation perturbed by a random source may have an explosive solution (see,
e.g., [5]). Mathematically, it is of interest to study the effect of time delay on the existence of
explosive solutions. This consideration has led us to investigate the problem of nonexistence
of a global solution to stochastic delay partial differential equation, for example, the randomly
perturbed Eq. (1.1):
∂u(t, x)
∂t
= 1u(t, x)+ f (x, u(t − r, x))+ g(x, u(t − r, x))∂W (t, x)
∂t
,
x ∈ O, t > 0,
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ O; u(t, x) = 0, x ∈ ∂O, t > 0,
(1.2)
where g is some appropriate diffusion coefficient and W is a given Wiener random field described
below.
Let us denote L2(O;R1) by H , the usual L2 real Hilbert space equipped with standard inner
product ⟨·, ·⟩ and norm ∥·∥, respectively. Let T ≥ 0 and W (t, x) be a continuous Wiener random
field defined on a complete probability space (Ω ,F ,P) with mean zero and covariance function
q(x, y) such that
EW (t, x) = 0, E{W (t, x)W (s, y)} = (t ∧ s)q(x, y), s, t ∈ [0, T ], x, y ∈ O.
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The associated covariance operator Q in H with kernel q(x, y) is defined by
(Qφ)(x) =

O
q(x, y)φ(y)dy, x ∈ O, φ ∈ H.
For simplicity, in this paper we shall always assume that the covariance function q(x, y) is
bounded, continuous and there is q0 > 0 such that
sup
x,y∈O
|q(x, y)| ≤ q0 and Tr Q =

O
q(x, x)dx <∞.
Let r ≥ 0 and δ(·), τ (·) : [0,∞) → [0, r ] be two arbitrarily given continuous functions.
Consider the following initial-boundary value problem, which is clearly more general than (1.2),
for the time-delay parabolic equation with gradient-dependent noise on [0, T ],
∂u(t, x)
∂t
= Au(t, x)+ f (u(t, x), u(t − δ(t), x), t, x)
+ g(u(t, x), u(t − τ(t), x),∇u(t, x), t, x)∂W (t, x)
∂t
, x ∈ O, t ∈ [0, T ],
u(t, x)|∂O = 0, t ∈ [0, T ],
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ O = O ∪ ∂O,
(1.3)
where φ(·, ·) : [−r, 0] × O → R1 is a continuous function and A = di, j=1 ∂∂xi [ai j (x) ∂∂x j ] is
a symmetric, uniformly elliptic operator with smooth coefficients (say, in C3(O), that is, there
exist constants b0, a0 > 0 such that
b0∥ζ∥2Rd ≥ b(x, ζ ) :=
d
i, j=1
ai j (x)ζiζ j ≥ a0∥ζ∥2Rd , (1.4)
for all x ∈ O and ζ = (ζ1, . . . , ζd) ∈ Rd .
This work is concerned with the problem of explosive solutions for semilinear stochastic
functional parabolic differential equations of retarded type as given by Eq. (1.3). The paper is
organized as follows. In Section 2, we first find sufficient conditions for a class of semilinear
stochastic time delay reaction–diffusion differential equations to have a non-negative solution.
Based on this result, we shall establish in Section 3 the main results showing that, under some
reasonable conditions on the drift or diffusion term, the solutions of the stochastic systems will
explode at a finite time in the mean L p-norm sense, p ≥ 1. Here we approach the problem
of explosive solutions by distinguishing the system under investigation in a bounded domain
O ⊂ Rd and the whole space Rd , d ∈ N. In the analysis, a key ingredient is to assume that
the nonlinear functions involved are either convex or concave so that the Jensen’s inequality can
be used to obtain the lower or upper bound for the average functions of the solution. In spite of
the time delay, such nonlinearities can cause the solution to blow up. In the meantime, the time
delay has the effect of shifting the explosion time, but the dependence of the nonlinear function
g on u(t − τ(t), x) in (1.3) could be the cause of blow-up. Then, in Section 4, three examples
are given to illustrate some applications of our theory. Finally, we add an Appendix to present a
direct proof of a time delay version of Itoˆ’s formula for a class of the so-called Itoˆ functionals
which will play a key role in this work.
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2. Positive solutions
We can reformulate the Eq. (1.3) with a homogeneous boundary condition into an Itoˆ equation
with time delays in some Hilbert space. To this end, let H k = W k,2(O) denote the L2-Sobolev
space of order k for any integer k ≥ 0, which consists of L2-functions u with k-times generalized
partial derivatives under norm
∥u∥k =
 k
j=0
d
i=1

O
∂ j u(x)∂x ji

2
dx

1/2
.
We denote by H k0 the closure in H
k of the space of all Ck-functions with compact support in
O. The dual space of H k is denoted by H−k with norm ∥ · ∥−k and the duality pairing between
H k and H−k denoted by ⟨⟨·, ·⟩⟩k . For brevity, we also use ∥ · ∥ to denote the operator norm
on L (H, H), the space of all bounded linear operator from H to itself when no confusion
underlying is possible.
Let u(t) = u(t, ·), F(u(t), u(t − δ(t)), t) = f (u(t, ·), u(t − δ(t), ·), t, ·),G(u(t), u(t −
τ(t)), t) = g(u(t, ·), u(t − τ(t), ·),∇u(t, ·), t, ·) and W (t) = W (t, ·) for t ≥ 0, then we can
rewrite the Eq. (1.3) as a stochastic system in H ,
du(t) = Au(t)dt + F(u(t), u(t − δ(t)), t)dt + G(u(t), u(t − τ(t)),∇u(t), t)dW (t),
t ∈ [0, T ],
u(t) = φ(t, ·), t ∈ [−r, 0],
(2.1)
where A is currently regarded as a linear operator from H1 into H−1 with domain D(A) =
H10 ∩ H2, F : H × H × R+ → H is continuous and for (u, u˜, ζ, t) ∈ H1 × H1 × Hd ×
R+,G(u, u˜, ζ, t) : C(O)→ H can be regarded as a multiplication operator. It can be shown that,
under some conditions such as global Lipschitz continuity, the Eq. (2.1) has a unique (strong)
solution u ∈ C([0, T ]; H) ∩ L2([0, T ]; H10 ) for any T ≥ 0 (cf. [1]). However, if the nonlinear
terms F and G are locally Lipschitz, one can only assert the existence of a unique local solution.
In this case, the solution u(t) of the system (2.1) in H may explode or blow up in a finite time in
a proper probabilistic sense.
A non time-delay version of the following Itoˆ’s lemma follows from a general result first
proved by Pardoux [15]. His proof is based on a regularization technique by treating the equation
under investigation as the limiting case of a stochastic parabolic equation with a monotone
nonlinear term. In this work, we shall present a more direct proof based on the method of
smoothing by means of the Friedrichs’ mullifiers. Such a proof will be provided in Appendix.
Lemma 2.1. Let u be the solution of the Eq. (1.3) or (2.1). Suppose that Φ(x) : H → R1 is an
Itoˆ functional in the sense that it satisfies:
(i) Φ is twice (Fre´chet) differentiable so that Φ′(·) and Φ′′(·) are locally bounded on H;
(ii) Φ′(·) is continuous on H;
(iii) for all trace class operator S,Tr(SΦ′′(·)) is continuous on H;
(iv) for u ∈ H1,Φ′(u) ∈ H1 and ⟨⟨Φ′(u), v⟩⟩1 is continuous on H1 for each v ∈ H−1;
(v) for any u ∈ H1, ∥Φ′(u)∥1 ≤ C(1+ ∥u∥1), ∥Φ′′(u)∥ ≤ C for some constant C > 0.
Then for any t ∈ [0, T ], there is the equality
Φ(u(t)) = Φ(u(0))+
 t
0
⟨⟨Φ′(u(s)), Au(s)⟩⟩1ds +
 t
0
⟨Φ′(u(s)), F(u(s), u(s − δ(s)), s)⟩ds
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+
 t
0
⟨Φ′(u(s)),G(u(s), u(s − τ(s)),∇u(s), s)dW (s)⟩
+ 1
2
 t
0
Tr

Φ′′(u(s))G(u(s), u(s − τ(s)),∇u(s), s)QG∗(u(s), u(s − τ(s)),∇u(s), s)ds.
Before considering the problem of explosive solutions, we first develop a theory about positive
(non-negative) solutions of the system (2.1). Let T > 0 and suppose that the stochastic time
delay parabolic differential equation (2.1) or (1.3) has a unique (strong) solution u(t) for t ≤ T .
In addition, we assume that:
(A1) let
L(u, u˜, ζ, t, x) := 1
2
q(x, x)g2(u, u˜, ζ, t, x)−
d
i, j=1
ai j (x)ζiζ j
and there exist constants α ≥ 0, γ ≥ 0 such that L(u, u˜, ζ, t, x) ≤ αu2 if u˜ ≥ 0 and
L(u, u˜, ζ, t, x) ≤ αu2 + γ u˜2 if u˜ ≤ 0 for all u ∈ R1, x ∈ O, ζ = (ζ1, . . . , ζd) ∈ Rd and
t ∈ [0, T ];
(A2) there is a constant β ≥ 0 such that f (u, u˜, t, x) ≥ βu˜ if u˜ ≤ 0, and f (u, u˜, t, x) ≥ 0 if
u˜ ≥ 0 for all x ∈ O, t ∈ [0, T ] and u ∈ R1;
(A3) the initial datum φ(t, x) on [−r, 0] ×O is non-negative and continuous.
To state the main results of this section, we first present a useful lemma.
Lemma 2.2. Let T > r ≥ 0 and δ(·), τ (·) : [0, T ] → [0, r ] be two continuous functions.
Suppose that u(·), v(·) and w(·) are continuous nonnegative functions and α(·) is a non-
decreasing function on [0, T ]. Assume that h(·) is a nonnegative function on [−r, T ] satisfying
the relation
h(t) ≤ α(t)+
 t
0
u(s)h(s)ds +
 t
0
v(s)h(s − δ(s))ds +
 t
0
w(s)h(s − τ(s))ds
for any t ∈ [0, T ]. (2.2)
Then for any t ∈ [0, T ], it holds true that
h(t) ≤

α(t)+

sup
−r≤θ≤0
h(θ)
 r
0

v(s)+ w(s)

ds

× exp
 t
0

u(s)+ v(s)+ w(s)

ds

. (2.3)
Proof. Firstly, note that from (2.2), we can see that function α(·) is non-negative,
α(t) ≥ α(0) ≥ h(0) ≥ 0 for any t ∈ [0, T ].
Define
z(t) := α(t)+
 t
0
u(s)h(s)ds +
 t
0
v(s)h(s − δ(s))ds +
 t
0
w(s)h(s − τ(s))ds (2.4)
which is non-decreasing on [0, T ]. By virtue of (2.2), it is easy to see that
h(t) ≤ z(t) for t ∈ [0, T ]. (2.5)
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On the other hand, we clearly have the following inequalities
h(t − δ(t)) ≤

sup
−r≤θ≤0
h(θ)

+ z(t) for t ∈ [0, r ],
h(t − τ(t)) ≤

sup
−r≤θ≤0
h(θ)

+ z(t) for t ∈ [0, r ],
(2.6)
and
h(t − δ(t)) ≤ z(t − δ(t)) ≤ z(t) for t ∈ [r, T ],
h(t − τ(t)) ≤ z(t − τ(t)) ≤ z(t) for t ∈ [r, T ]. (2.7)
For t ∈ [0, r ], substituting (2.6) into (2.4) and taking (2.5) into account, we can easily obtain
that
z(t) ≤ α(t)+

sup
−r≤θ≤0
h(θ)
  r
0

v(s)+ w(s)ds +  t
0
[u(s)+ v(s)+ w(s)]z(s)ds.
(2.8)
In a similar manner, for t ∈ [r, T ], by substituting (2.6), (2.7) into (2.4) and taking (2.5) into
account, we can easily obtain that
z(t) ≤ α(t)+
 t
0
u(s)z(s)ds +

sup
−r≤θ≤0
h(θ)
  r
0

v(s)+ w(s)ds
+
 t
r
[v(s)+ w(s)]z(s)ds
≤ α(t)+

sup
−r≤θ≤0
h(θ)
  r
0

v(s)+ w(s)ds +  t
0
[u(s)+ v(s)+ w(s)]z(s)ds.
(2.9)
In view of the well-known Gronwall’s inequality, both (2.8) and (2.9) yield that
z(t) ≤

α(t)+

sup
−r≤θ≤0
h(θ)
  r
0

v(s)+ w(s)ds exp t
0

u(s)+ v(s)+ w(s)ds
and the desired inequality (2.3) follows immediately from (2.5). Therefore, the proof is
complete. 
Before proceeding to state the main theorem in this section, we need to introduce some
auxiliary functions. For s ∈ R1, let s− denote the negative part of s, i.e.,
s− =

−s, s < 0,
0, s ≥ 0, (2.10)
and put k(s) = (s−)2 so that
k(s) =

s2, s < 0,
0, s ≥ 0. (2.11)
P.-L. Chow, K. Liu / Stochastic Processes and their Applications 122 (2012) 1709–1729 1715
For any ε > 0, let kε(s) be a C2-regularization of k(s) defined by
kε(s) =

s2 − ε2/6, s < −ε,
− s
3
ε

s
2ε
+ 4
3

, −ε ≤ s < 0,
0, s ≥ 0.
(2.12)
It is a direct computation to see that k′ε(s) = 0 for s ≥ 0, and k′ε(s) ≤ 0, k′′ε (s) ≥ 0 for any
s ∈ R1. Moreover, as ε→ 0, we have
kε(s)→ k(s), k′ε(s)→−2s− and k′′ε (s)→ 21(−∞,0)(s), (2.13)
for any s ∈ R1, where 1(−∞,0)(s) = 0 for s ≥ 0 and 1(−∞,0)(s) = 1 for s < 0.
Theorem 2.1. Suppose that the conditions (A1)–(A3) hold true. Then the solution of the initial-
boundary problem (1.3) remains non-negative so that u(t, x) ≥ 0 almost surely for almost every
x ∈ O and t ∈ [0, T ].
Proof. Let u(t) = u(t, φ) denote the unique solution of the stochastic retarded parabolic Itoˆ
equation (1.3), corresponding to non-negative initial φ ∈ C([−r, 0] × O;R+). For any ε > 0
small enough, define
Φε(u(t)) = ⟨1, kε(u(t))⟩ =

O
kε(u(t, x))dx, t ∈ [0, T ].
By using Lemma 2.1, we can obtain that for t ∈ [0, T ],
Φε(u(t)) = Φε(φ(0))−
 t
0

O
k′′ε (u(s, x))b(x,∇u(s, x))dxds
+
 t
0

O
k′ε(u(s, x)) f (u(s, x), u(s − δ(s), x), s, x)dxds
+ 1
2
 t
0

O
k′′ε (u(s, x))q(x, x)g2(u(s, x), u(s − τ(s), x),∇u(s, x), s, x)dxds
+
 t
0

O
k′ε(u(s, x))g(u(s, x), u(s − τ(s), x),∇u(s, x), s, x)W (ds, x)dx
= Φε(φ(0))+
 t
0

O
k′′ε (u(s, x))L(u(s, x), u(s − τ(s), x),∇u(s, x), s, x)dxds
+
 t
0

O
k′ε(u(s, x)) f (u(s, x), u(s − δ(s), x), s, x)dxds
+

O
 t
0
k′ε(u(s, x))g(u(s, x), u(s − τ(s), x),∇u(s, x), s, x)W (ds, x)dx,
where b(·, ·) is given in (1.4) and L is defined by (A1). To proceed further, let At = {(s, x) ∈
[0, t] × O : u(s − τ(s), x) ≥ 0} and ACt = {[0, t] × O} \ At for each t ∈ [0, T ]. By taking
expectation on both sides of the above equality and using the conditions (A1)–(A3), we can
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obtain that for t ∈ [0, T ],
EΦε(u(t)) ≤ Φε(φ(0))+ αE

At
k′′ε (u(s, x))u(s, x)2dxds
+E

ACt
k′′ε (u(s, x))

αu(s, x)2 + γ u(s − τ(s), x)2dxds
+E
 t
0

O
k′ε(u(s, x)) f (u(s, x), u(s − δ(s), x), s, x)dxds
≤ Φε(φ(0))+ αE

[0,t]×O
k′′ε (u(s, x))u(s, x)2dxds
+ γE

ACt
k′′ε (u(s, x))u(s − τ(s), x)2dxds
+E
 t
0

O
k′ε(u(s, x)) f (u(s, x), u(s − δ(s), x), s, x)dxds. (2.14)
Let ε → 0 in (2.14), then the relation (2.14), together with (2.13) and (A1)–(A3), implies that
for t ∈ [0, T ],
E

O
(u(t, x)−)2dx ≤

O
(φ(0, x)−)2dx + 2αE
 t
0

O
1(−∞,0)(u(s, x))u(s, x)2dxds
+ 2γE

ACt
u(s − τ(s), x)2dxds
− 2E
 t
0

O
u(s, x)− f (u(s, x), u(s − δ(s), x), s, x)dxds. (2.15)
By virtue of (A2) and (A3), it is easy to see that φ(0, ·)− = 0, 1(−∞,0)(u)u2 = (u−)2 and
−2u− f (u, u˜, s, x) ≤ 2βu− · u˜− ≤ β2(u−)2 + (u˜−)2,
for all u, u˜ ∈ R1, so that the Eq. (2.15) can be reduced to
E∥u(t)−∥2 ≤ (2α + β2)
 t
0
E∥u(s)−∥2ds +
 t
0
E∥u(s − δ(s))−∥2ds
+ 2γ
 t
0
E∥u(s − τ(s))−∥2ds.
Since u(θ, x)− = φ(θ, x)− = 0 for any θ ∈ [−r, 0], x ∈ O, it thus follows by virtue of
Lemma 2.2 that
E∥u(t)−∥2 ≤ e(2α+2γ+β2+1)t (1+ 2γ )r

sup
−r≤θ≤0
E

O
(u(θ, x)−)2dx

= 0
for any t ∈ [0, T ]. Hence, it is valid that u(t, x)− = 0 almost surely for almost all x ∈ O and
t ∈ [0, T ]. The proof is complete now. 
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3. Explosive solutions
In this section, we shall consider unbounded solutions to a class of semilinear stochastic time
delay reaction–diffusion equation in the following form:
∂u(t, x)
∂t
= Au(t, x)+ f (u(t, x), u(t − δ(t), x), t, x)
+ g(u(t, x), u(t − τ(t), x), t, x)∂W (t, x)
∂t
, x ∈ O, t ∈ [0, T ],
u(t, x)|∂O = 0, t ∈ [0, T ],
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ O,
(3.1)
where φ(t, x) : [−r, 0] ×O→ R1 is a continuous function and A is given as in Eq. (1.3). Note
that for the operator A, it is well known (see, e.g., [7]) that all the eigenvalues of −A are strictly
positive, increasing and the eigenfunction ψ0 corresponding to the smallest eigenvalue λ0 does
not change sign in the domain O. Therefore, we can normalize it in such a way that
O
ψ0(x)dx = 1, ψ0(x) ≥ 0 for any x ∈ O. (3.2)
In other words, the function ψ0 could be regarded as a probability density function (pdf) of some
random variable ξ defined on some probability space (Ω˜ , F˜ , P˜).
Recall that for the stochastic system (3.1), a solution u(t) in H is said to explode or blow
up if the probability P{τ < ∞} > 0, where τ is the explosion time defined by τ = inf{t >
0 : ∥u(t)∥ = ∞} [8]. In this paper, we shall introduce an alternative definition which is quite
close to the deterministic case. Precisely, we say that the solution u(t) of (3.1) explodes in mean
L p-norm sense, p ≥ 1, if there exists a constant ρp > 0 such that the left limit
lim
t→ρp−
E|u(t)|p := lim
t→ρp−
E

O
|u(t, x)|pdx
1/p
= ∞, (3.3)
where ρp is called an explosion time. To find blow-up solutions in the sense of L p-norm, we
intend to impose the following conditions.
(H1) There exist continuous functions F and F˜ where F is convex, positive and F˜ is concave,
non-negative on [0,∞) such that
f (u, u˜, t, x) ≥ F(u)− F˜(u˜) ≥ 0
for any x ∈ O, t ∈ [0,∞) and u, u˜ ≥ 0.
(H2) The function F˜ is bounded with upper bound δ > 0 and there exist a constant γ > 0 such
that
F(u)− λ0u − δ > 0 for all u ≥ γ,
where λ0 is the smallest eigenvalue of −A. Moreover, the integral below is convergent, ∞
γ
1
F(u)− λ0u − δ du <∞.
(H3) The positive initial datum φ in (3.1) satisfies the condition
⟨ψ0, φ(0)⟩ =

O
ψ0(x)φ(0, x)dx > γ,
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where ψ0 is the normalized eigenfunction corresponding to the smallest eigenvalue λ0
of −A.
Theorem 3.1. Suppose that the initial-boundary value problem (3.1) has a unique local
solution and the conditions (A1)–(A3) are satisfied. In addition, we assume that the
conditions (H1)–(H3) are true. Then for any p ≥ 1, there exists a constant ρp > 0 such that
lim
t→ρp−
E|u(t)|p = lim
t→ρp−
E

O
|u(t, x)|pdx
1/p
= ∞.
In other words, the solution explodes at the finite time ρp in mean L p-norm sense.
Proof. First of all, note that under the conditions (A1)–(A3), the Eq. (3.1) has a unique non-
negative solution according to Theorem 2.1.
We will prove this theorem by contradiction. We suppose that the conditions (H1)–(H3) are
satisfied and the conclusion, however, is false. Then there exists a global non-negative solution u
such that
sup
0≤t≤T
E

O
|u(t, x)|pdx
1/p
<∞ for any T > 0.
Recall that ψ0(≥0) is the eigenfunction of the eigenvalue λ0 as given in (H3), and we thus define
uˆ(t) :=

O
u(t, x)ψ0(x)dx ≥ 0. (3.4)
In view of (3.2), ψ0 can be regarded as the probability density function of a random variable ξ on
some probability space (Ω˜ , F˜ , P˜). Thus the equality (3.4) can be interpreted as an expectation
uˆ(t) = E˜{u(t, ξ)}. Since uˆ is a linear functional of u, we can deduce from (3.1) and (3.4) that
uˆ(t) = ⟨φ(0), ψ0⟩ +
 t
0

O
[Au(x, s)]ψ0(x)dxds
+
 t
0

O
f (u(s, x), u(s − δ(s), x), s, x)ψ0(x)dxds
+

O
 t
0
g(u(s, x), u(s − τ(s), x), s, x)ψ0(x)W (ds, x)dx . (3.5)
Since A is self-adjoint and, after taking the expectation E(·) over (3.5) and changing the order of
the expectation and an integration by appealing to Fubini’s theorem, we obtain
Euˆ(t) = ⟨φ(0), ψ0⟩ − λ0
 t
0
Euˆ(s)ds
+E
 t
0

O
f (u(s, x), u(s − δ(s), x), s, x)ψ0(x)dxds,
which, together with the condition (H1), yields that (in the differential form), for t ∈ [0, T ],
dEuˆ(t)
dt
≥ −λ0Euˆ(t)+ E

O
F(u(t, x))ψ0(x)dx − E

O
F˜(u(t − δ(t), x))ψ0(x)dx
Euˆ(θ) = ⟨φ(θ), ψ0⟩ ≥ 0, θ ∈ [−r, 0].
(3.6)
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By virtue of (H1), F(u) is convex and positive for u ≥ 0, and thus we have by using the
well-known Jensen’s inequality that for all t ≥ 0,
E

O
F(u(t, x))ψ0(x)dx = EE˜F(u(t, ξ)) ≥ F(EE˜{u(t, ξ)}) = F(Euˆ(t)). (3.7)
In a similar way, since F˜(u) is concave and non-negative for u ≥ 0, we have by using the Jensen’s
inequality again that for all t ≥ 0,
E

O
F˜(u(t − δ(t), x))ψ0(x)dx ≤ F˜(Euˆ(t − δ(t))). (3.8)
Thus, by combining (3.6)–(3.8) together and using (H2), we have
dEuˆ(t)/dt ≥ F(Euˆ(t))− λ0Euˆ(t)− δ, t ≥ 0,
Euˆ(0) = ⟨φ(0), ψ0⟩ > γ. (3.9)
This implies that Euˆ(t) is strictly increasing for t ≥ 0. Indeed, since dEuˆ(t)/dt > 0 at t = 0, by
continuity, it will remain positive for some t > 0. Now suppose that Euˆ(t) is non-increasing and
let t0 be the first time when
dEuˆ(t)
dt |t=t0 = 0. However, we have at t0 Euˆ(t0) ≥ Euˆ(0) > γ so as
that F(Euˆ(t0))− λ0Euˆ(t0)− δ > 0, which implies by (3.9) the relation dEuˆ(t0)/dt > 0. This is
clearly a contradiction and so dEuˆ(t)/dt > 0 for t ≥ 0 and Euˆ(·) is strictly increasing. Put
Ψ(s) = 1
F(s)− λ0s − δ , s ≥ γ.
The inequality in (3.9) can be written as
1 ≤ Ψ(Euˆ(t))dEuˆ(t)
dt
,
which, by integrating it from 0 to T and using (H2) and (H3), yields that
T ≤
 T
0
Ψ(Euˆ(t))

dEuˆ(t)
dt

dt =
 Euˆ(T )
Euˆ(0)
Ψ(t)dt ≤
 ∞
γ
Ψ(t)dt <∞. (3.10)
However, the relation (3.10) cannot be true for any large T , which is a contradiction. This
contradiction shows that Euˆ(t) must blow up at a finite time ρ > 0. Since ψ0 is bounded and
continuous on O, we apply Ho¨lder’s inequality for each p > 1 to get
Euˆ(t) ≤

O
|ψ0(x)|qdx
1/q
E

O
|u(t, x)|pdx
1/p
,
where q = p/(p−1). When p = 1, it is immediate for the solution to explode in the L1-norm in
a finite time. Therefore, we can conclude that the positive solution explodes at some finite time
ρp > 0 in the L p-norm sense for each p ≥ 1. The proof is thus complete. 
Alternatively, we can develop a blow-up solution theory by imposing conditions on the noise
term of (3.1) as follows.
(H1′) The correlation function q(x, y) is continuous and positive for x, y ∈ O such that
O

O
q(x, y)v(x)v(y)dxdy ≥ κ

O
v(x)2dx
for any non-negative v ∈ H and some constant κ > 0.
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(H2′) The function f (u, u˜, x, t) is continuous onR1×R1×O×[0, T ] such that f (u, u˜, x, t) ≥ 0
for u, u˜ ≥ 0 and x ∈ O, t ∈ [0, T ].
(H3′) There are continuous functions G and G˜ such that G(u) is convex, strictly increasing,
positive and G˜(u) is concave, non-negative for u ≥ 0, satisfying
g(u, u˜, x, t) ≥ G(u)− G˜(u˜) ≥ 0
for all u, u˜ ≥ 0, x ∈ O, t ∈ [0,∞). There exist a constant δ > 0 and a positive, convex,
strictly increasing function G0 such that
G2(u) ≥ 2G0(u2), G˜2(u˜) ≤ δ,
for any u, u˜ ≥ 0.
(H4′) There exists a constant γ > 0 such that
κG0(u)− λ0u − κδ > 0 for all u ≥ γ,
and the following integral is convergent, ∞
γ
1
κG0(u)− λ0u − κδ du <∞.
(H5′) The initial datum satisfies the condition
⟨ψ0, φ(0)⟩ =

O
ψ0(x)φ(0, x)dx > γ.
Theorem 3.2. Assume that the initial-boundary value problem (3.1) has a unique nonnegative
local solution and the conditions (H1′)–(H5′) given above hold true. Then for any p ≥ 2, there
exists a constant ρp > 0 such that
lim
t→ρp−
E|u(t)|p = lim
t→ρp−
E

O
|u(t, x)|pdx
1/p
= ∞. (3.11)
In other words, the solution explodes in finite time in mean L p-norm sense.
Proof. Once again, we otherwise assume that the assertion is false. Then the solution u exists
and for some p ≥ 2,E|u(t)|p <∞, t ∈ [0, T ], for any T > 0.
Let uˆ(t) = ⟨ψ0, u(t)⟩, t ≥ 0, defined as in (3.4). By applying Lemma 2.1 to uˆ2(t), we can
proceed as in the proof of Theorem 3.1 that for any t ≥ 0,
uˆ2(t) = ⟨φ(0), ψ0⟩2 − 2λ0
 t
0
uˆ2(s)ds
+ 2
 t
0

O
uˆ(s) f (u(s, x), u(s − δ(s), x), x, s)ψ0(x)dxds
+ 2
 t
0

O×O
q(x, y)ψ0(x)ψ0(y)g(u(s, x), u(s − τ(s), x), x, s)
× g(u(s, y), u(s − τ(s), y), y, s)dxdyds
+
 t
0

O
uˆ(s)g(u(s), u(s − τ(s)), x, s)W (ds, x)dx . (3.12)
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Let η(t) = Euˆ2(t), t ≥ 0. By taking expectation on both sides of the Eq. (3.12), we can further
obtain that for any t ≥ 0,
η(t) = ⟨φ(0), ψ0⟩2 − 2λ0
 t
0
η(s)ds
+ 2E
 t
0

O
uˆ(s) f (u(s, x), u(s − δ(s), x), x, s)ψ0(x)dxds
+ 2E
 t
0

O×O
q(x, y)ψ0(x)ψ0(y)g(u(s, x), u(s − τ(s), x), x, s)
× g(u(s, y), u(s − τ(s), y), y, s)dxdyds,
or, in the differential form, for t ≥ 0,
dη(t)
dt
= −2λ0η(t)+ 2E

O
uˆ(t) f (u(t, x), u(t − δ(t), x), x, t)ψ0(x)dx
+ 2E

O×O
q(x, y)ψ0(x)ψ0(y)g(u(t, x), u(t − τ(t), x), x, t)
× g(u(t, y), u(t − τ(t), y), y, t)dxdy. (3.13)
However, by virtue of (H1′) and (H3′), and using the well-known Cauchy–Schwarz inequality
and the simple relation
(a − b)2 ≥ a
2
2
− b2 for any a, b ∈ R1,
we can get for any t ≥ 0 that
O

O
q(x, y)ψ0(x)g(u(t, x), u(t − τ(t), x), x, t)ψ0(y)g(u(t, y),
u(t − τ(t), y), y, t)dxdy
≥ κ

O
ψ20 (x)

G(u(t, x))− G˜(u(t − τ(t), x))
2
dx
≥ κ

O
ψ0(x)

G(u(t, x))− G˜(u(t − τ(t), x))

dx
2
≥ κ(G(uˆ(t))− G˜(uˆ(t − τ(t)))2)
≥ κ

G(uˆ(t))2
2
− G˜(uˆ(t − τ(t))2)

≥ κ(G0(uˆ2(t))− δ). (3.14)
In view of (H2′), it is easy to see that the second term on the right-hand side of (3.13) is non-
negative. Therefore, by virtue of (3.14) and the well-known Jensen inequality, we can deduce
from (3.13) and (3.14) that
dη(t)
dt
≥ [−2λ0η(t)+ 2κEG0(uˆ2(t))− 2κδ]
≥ [−2λ0η(t)+ 2κG0(η(t))− 2κδ]. (3.15)
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By analogy with (3.10), it is easy to follow from (3.15) that
T ≤
 η(T )
η(0)
1
κG0(u)− λ0u − κδ du ≤
 ∞
γ
1
κG0(u)− λ0u − κδ du <∞.
Again, this shows that T cannot be arbitrarily large. Hence, the mean square η(t) = E⟨ψ0, u(t)⟩2
must blow up at some finite time ρ > 0. It follows from the Ho¨lder inequality that the assertion
(3.11) must hold for any p ≥ 2. The proof is complete now. 
Remark 3.1. Without assuming that the local solution is nonnegative, Theorem 3.1 can be
restated as follows:
Assume that the local solution and the conditions (H1′)–(H5′) given above hold true.
Then there cannot exist a nonnegative global solution u of (3.1) which satisfies the condition
E ∥u(t)∥p <∞, for any p ≥ 2 and for all times t > 0.
This is the stochastic version of a similar theorem in the deterministic case (see, e.g.,
Theorem 2, p. 549 [7]).
It is possible to consider the explosive solution problem for the Eq. (3.1) when the domain O
is unbounded, e.g., O = Rd . Precisely, consider the following system
∂u(t, x)
∂t
= Au(t, x)+ f (u(t, x), u(t − δ(t), x), t, x)
+ g(u(t, x), u(t − τ(t), x), t, x)∂W (t, x)
∂t
, x ∈ Rd , t ∈ [0, T ],
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ Rd ,
(3.16)
where φ(t, x) : [−r, 0] × Rd → R1 is a continuous function and A is given as in Eq. (1.3). Let
B(R) = {x ∈ Rd : ∥x∥Rd < R} be an open ball of radius R > 0 in Rd where ∥ · ∥Rd denotes the
standard Euclidean norm in Rd .
Theorem 3.3. Suppose that the initial-boundary value problem (3.16) has a unique local
solution and the conditions (A1)–(A3) with O = Rd are satisfied. Then for any R > 0, there
exists a constant ρp(R) > 0 such that
lim
t→ρp(R)−
E

B(R)
|u(t, x)|pdx
1/p
= ∞, (3.17)
provided that the conditions (H1)–(H3) for p ≥ 1 or (H1′)–(H5′) for p ≥ 2 with O = Rd hold.
Proof. We will only sketch the proof under Conditions (H1)–(H3) because the proof under
Conditions (H1′)–(H5′) is similar.
By restricting the solution u to B(R), let uˆ(t) = B(R) u(t, x)ψ0(x)dx ≥ 0 as defined in (3.4).
Note that, by Green’s identity, one would get
⟨⟨ψ0, Au(t)⟩⟩1 = −λ0uˆ(t)+

∂B(R)
u(t, x)

−∂ψ0(x)
∂ν

d S (3.18)
where d S is the element of surface area on ∂B(R), and ∂
∂ν
denotes the differentiation with
respect to the conormal vector field ν = (ν1, . . . , νd) with νi (x) = dj=1 ai j (x)n j , and
n = (n1, . . . , nd) being the unit outward normal vector to the boundary ∂B(R). Since the
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matrix [ai j (x)] is uniformly positive definite, in view of Eq. (1.4), ν · n = i, j ai j ni n j ≥ 0.
Hence, the conormal vector field ν(x) is an exterior direction field. Since ψ0 > 0 in B(R) and
ψ0 = 0 on ∂B(R), we have
∂ψ0(x)
∂ν
≤ 0. (3.19)
Substituting (3.18) into (3.5) and meanwhile taking (3.19) into account, we can immediately
get the same inequality (3.6) again and the rest of proof can be completed exactly as in
Theorem 3.1. 
4. Examples
In this part, we shall present three examples to illustrate the theory developed in the previous
sections.
Example 4.1. In the first example, let us study some simple initial-boundary value problems to
show the underlying difference between SPDEs and time-delay SPDEs, as far as the explosive
solution is concerned. To this end, we first consider the initial-boundary value problem for a
deterministic reaction–diffusion equation in domain [−1, 1]:du(t, x) = 1u(t, x)dt + u(t, x)
2dt, t > 0,
u(0, x) = φ(x), x ∈ [−1, 1],
u(t,−1) = u(t, 1) = 0, t > 0,
(4.1)
where ∆ is the Laplace operator. It was shown by Kaplan [10] that the solution of the Eq. (4.1)
becomes infinite or explodes at a finite time, provided that the initial datum φ satisfies appropriate
conditions, e.g., φ is a non-negative continuous function such that the inner product ⟨φ,ψ0⟩ ≥ γ
for a sufficient large constant γ > 0, where ψ0 is the first eigenfunction as introduced before (cf.
also [7] for a detailed statement).
An analogous result could be expected if one would consider a stochastic version with
multiplicative noise of the problem (4.1) in the following form:du(t, x) = 1u(t, x)dt + u(t, x)
2dt + γ u(t, x)dw(t), t > 0,
u(0, x) = φ(x), x ∈ [−1, 1],
u(t,−1) = u(t, 1) = 0, t > 0,
(4.2)
where γ > 0 is a constant. In this case, it was shown by Chow [5] that the solution of (4.2) will
blow up in finite time in the mean L p-norm, p ≥ 1, provided that the initial datum φ satisfies the
appropriate condition mentioned above.
In general, although it happens that the system (4.2) has only a unique local solution, it is
true, however, for a time-delay version of (4.2) to have a global solution on the whole area
[−r,∞)× [−1, 1]. More precisely, let r > 0 and consider a stochastic delay reaction–diffusion
equation of retarded type:du(t, x) = 1u(t, x)dt + u(t − r, x)
2dt + γ u(t, x)dw(t), t > 0,
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ [−1, 1],
u(t,−1) = u(t, 1) = 0, t > 0.
(4.3)
We can construct a global solution of (4.3) by carrying out a step-by-step procedure. Indeed, we
consider, as the first step, the Eq. (4.3) on the interval t ∈ [0, r ]. In this case, since t−r ∈ [−r, 0],
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the Eq. (4.3) is reduced to a linear equation in the formdu(t, x) = 1u(t, x)dt + φ(t − r, x)
2dt + γ u(t, x)dw(t), t ∈ [0, r ],
u(t, x) = φ(t, x), t ∈ [−r, 0], x ∈ [−1, 1],
u(t,−1) = u(t, 1) = 0, t ∈ [0, r ].
(4.4)
For the Eq. (4.4), it is well known (e.g., see [3]) that for a large set of initial data φ, there exists
a unique solution in the area [−r, r ] × [−1, 1]. By taking the solution u(t) on [0, r ] as the new
initial datum, we can further consider the Eq. (4.4) to construct similarly a unique solution u(t)
on the interval [r, 2r ]. By repeating this procedure, we can finally construct a unique solution
u(t) on [−r, T ] for any T > 0.
Example 4.2. Let θ ∈ (0, 1) and consider the following problem in a spherical domain O =
B(R) = {x ∈ R3 : ∥x∥R3 < R}, R > 0, in R3:
∂u(t, x)
∂t
= 1u(t, x)+ µu(t, x)2 + κ|u(t − e−γ t , x)|θ + σu(t, x)∂W (t, x)
∂t
,
t > 0,
u(t, x) = Meαt−β∥x∥R3 , t ∈ [−1, 0], x ∈ O,
u(t, x)|∥x∥R3=R = 0, t > 0,
(4.5)
where W (t, x) is a continuous Wiener random field with the covariance function
q(x, y) = C exp{−ρ(x · y)} for any x, y ∈ R3. (4.6)
Here, all of the constants µ, κ, σ, ρ, γ, α, β, M,C are strictly positive and x · y =3i=1 xi yi .
It is clear that the functions f (u(t, x), u(t − e−γ t , x)) = µu(t, x)2 + κ|u(t −
e−γ t , x)|θ , g(u(t, x)) = σu(t, x) and φ(t, x) = Meαt−β∥x∥R3 , t ∈ [−1, 0], satisfy
the conditions (A1)–(A3). Hence, in view of Theorem 2.1, it is clear that the functions
f (u(t, x), u(t − e−γ t , x)) = µu(t, x)2 + κ|u(t − e−γ t , x)|θ , g(u(t, x)) = σu(t, x) and
φ(t, x) = Meαt−β∥x∥R3 , t ∈ [−1, 0], satisfy the conditions (A1)–(A3). Hence, in view of
Theorem 2.1, the solution of the Eq. (4.5) is non-negative.
Next we consider the blow-up solution problem. Firstly, it is not difficult to find the smallest
eigenvalue λ0 = (π/R)2 and the corresponding normalized eigenfunction
ψ0(x) = 1
4R2∥x∥R3
sin
π∥x∥R3
R
for 0 < ∥x∥R3 ≤ R.
Let F(u) = µu2 and F˜(u˜) = 0 so that the condition (H1) holds for any u ≥ 0. Let γ = 2π2
µR2
and
δ > 0 small enough, then for u ≥ γ > 0, it holds true that
F(u)− λ0u − δ ≥ γπ
2
R2
− δ > 0.
Meanwhile, for any δ > 0 small enough the integral
∞
γ
1
µu2−λ0u−δ du is clearly convergent so
that the condition (H2) is also satisfied. Lastly, we can show that the condition (H3) holds if the
initial amplitude M in (4.5) is large enough such that
M
4R3
 R
0
1
u
exp{−βu} sin πu
R
du >
2π2
µR2
.
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Therefore, in view of Theorem 3.1 the solution of the Eq. (4.5) will blow up in finite time in
mean L p-norm sense, p ≥ 1.
Example 4.3. Let r > 0 and consider the following initial-boundary value problem in the
domain O = R3:
∂u(t, x)
∂t
= 1u(t, x)+ µu(t, x)1+θ + γ u(t − r | sin t |, x)∂W (t, x)
∂t
, t > 0,
u(t, x) = Me−β∥x∥R3 , t ∈ [−r, 0], x ∈ R3,
(4.7)
where µ > 0, β > 0, γ > 0 and θ ∈ (0, 1) are constants and W (t, x) is a continuous Wiener
random field with covariance function q(x, y) given by (4.6).
For any R > 0, let us consider the same Cauchy problem for which the domain of x is
restricted to the ball B(R) = {x ∈ R3 : ∥x∥R3 < R} in R3. It is clear that
q(x, y) ≥ C exp{−ρR2} := κ
for all x, y ∈ B(R), and then for any non-negative v ∈ H , we have
O

O
q(x, y)v(x)v(y)dxdy ≥ κ

O
v(x)2dx .
On the other hand, G(u) = µu1+θ is convex and so is G0(u) = µ22 u1+θ for any u ≥ 0, and
G˜(·) ≡ 0. Recall that λ0 = (π/R)2 and let γ =
 4π2eρR2
C R2µ2
1/θ , then the condition (H4′) holds
true since it is easy to see that
1
2
κµ2u1+θ − λ0u − κδ > π
2
R2

4π2eρR
2
C R2µ2
1/θ
− κδ > 0,
for u ≥ γ > 0 and δ > 0 small enough and the integral in (H4′) is consequently convergent.
Similarly, the condition (H5′) is satisfied if M is large enough such that
M
4R3
 R
0
u exp{−βu} sin πu
R
du >

4π2eρR
2
C R2µ2
1/θ
.
Since R > 0 is arbitrary, in view of Remark 3.1 following Theorem 3.3 there does not exist a
global nonnegative solution of the Eq. (4.7) in mean L p-norm sense for p ≥ 2.
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Appendix
In this section, we shall give a direct proof of Lemma 2.1. To this end, we first put
B(t) = F(u(t), u(t − δ(t)), t), M(t) =
 t
0
G(u(s), u(s − τ(s)),∇u(s), s)dW (s)
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where u is the unique solution of the Eq. (1.3). Instead of the Eq. (1.3) itself, let us consider the
Cauchy problem for a stochastic parabolic equation without time delays,
du(t) = Au(t)dt + B(t)dt + d M(t), t ∈ [0, T ],
u(0) = u0 ∈ H. (A.1)
Clearly, in order to show Lemma 2.1, it suffices to establish a corresponding lemma for the Eq.
(A.1). For the sake of highlighting the main ideas, we only present the desired result on the
assumption that
E sup
0≤t≤T
Tr[Q(t)] <∞, (A.2)
where Q(t) is the covariance operator of the martingale M(t) defined by the kernel
q(t, x, y) = q(x, y)G(u(t, x), u(t − τ(t), x),∇u(t, x), t)G(u(t, y),
u(t − τ(t), y),∇u(t, y), t).
Lemma A.1. Suppose that Φ(x) : H → R1 is an Itoˆ functional in the same sense as
in Lemma 2.1. Then for any t ∈ [0, T ], there is the equality
Φ(u(t)) = Φ(u(0))+
 t
0
⟨⟨Φ′(u(s)), Au(s)⟩⟩1ds +
 t
0
⟨Φ′(u(s)), B(s)⟩ds
+
 t
0
⟨Φ′(u(s)), d M(s)⟩ + 1
2
 t
0
Tr[Φ′′(u(s))Q(s)]ds. (A.3)
Proof. The proof of Lemma A.1 is based on smoothing Eq. (A.1) by means of the Friedrichs’
mullifier ρε defined as
gε(x) = (ρε ∗ g)(x) =

ρε(x − y)g(y)dy,
where ρε is a certain positive, C∞-function with compact support in an ε-neighborhood of the
origin such that

ρε(x)dx = 1. We apply ρε to Eq. (A.1) to obtain the mullified system
duε(t) = Auε(t)dt + Bε(t)dt + d Mε(t), t ∈ [0, T ],
uε(0) = u0 ∈ H. (A.4)
Since the mullified function uε(t) is smooth (C∞) in x , we can apply the well-known Itoˆ’s
formula to (A.4) for each x ∈ Rd to get [11, see page 92]
Φ(uε(t)) = Φ(u0)+
 t
0
⟨⟨Φ′(uε(s)), Auε(s)⟩⟩1ds +
 t
0
⟨Φ′(uε(s)), Bε(s)⟩ds
+
 t
0
⟨Φ′(uε(s)), d Mε(s)⟩ + 1
2
 t
0
Tr[Φ′′(uε(s))Qε(s)]ds (A.5)
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where Qε(s) is the covariance operator of the martingale Mε(s) with the kernel
qε(s, x, y) =

ρε(x − ξ)ρε(y − η)q(s, ξ, η)dξdη.
By some well-known properties of the mullifier ρε (see Chapter 1 of [13]), we have, as ε → 0,
that
E
 t
0
⟨⟨Φ′(uε(s)), Auε(s)⟩⟩1ds −
 t
0
⟨⟨Φ′(u(s)), Au(s)⟩⟩1ds
→ 0.
Indeed, it is easy to see that
E
 t
0
⟨⟨Φ′(uε(s)), Auε(s)⟩⟩1ds −
 t
0
⟨⟨Φ′(u(s)), Au(s)⟩⟩1ds

≤ E
 t
0
|⟨⟨Φ′(uε(s)), A(uε(s)− u(s))⟩⟩1|ds
+E
 t
0
|⟨⟨Φ′(uε(s))− Φ′(u(s)), Au(s)⟩⟩1|ds
≤ CE
 t
0
(1+ ∥uε(s)∥1 + ∥u(s)∥1)∥uε(s)− u(s)∥1ds, (A.6)
for some constant C > 0. Here we use the facts ⟨⟨u, Av⟩⟩1 ≤ ∥u∥1∥v∥1, ∥u∥ ≤ c∥u∥1, c > 0,
and the condition (v) in Lemma 2.1. Therefore,
E
 t
0
⟨⟨Φ′(uε(s)), Auε(s)⟩⟩1ds −
 t
0
⟨⟨Φ′(u(s)), Au(s)⟩⟩1ds

≤ 8C

E
 T
0
(1+ ∥uε(s)∥21 + ∥u(s)∥21)ds
1/2
E
 T
0
∥uε(s)− u(s)∥21ds
1/2
(A.7)
which converges to zero as ε→ 0.
We can also prove that
E
 t
0
⟨Φ(uε(s)), Bε(s)⟩ds −
 t
0
⟨Φ(u(s)), B(s)⟩ds
→ 0 as ε→ 0 (A.8)
and
E
 t
0
Tr{Φ′′(uε(s))Qε(s)}ds −
 t
0
Tr{Φ′′(u(s))Q(s)}ds
→ 0 as ε→ 0. (A.9)
For instance, let us verify the claim (A.9). To this end, note that t
0
Tr{Φ′′(uε(s))Qε(s)}ds −
 t
0
Tr{Φ′′(u(s))Q(s)}ds

≤
 t
0
TrQ(s) · ∥Φ′′(uε(s))− Φ′′(u(s))∥ds + C
 t
0

O

qε(s, x, x)− q(s, x, x)dxds
=
 t
0
TrQ(s) · ∥Φ′′(uε(s))− Φ′′(u(s))∥ds
+C
 t
0

O

O

O
ρ˜ε(ξ, η)|q(s, x − ξ, x − η)− q(s, x, x)|dξdη

dxds (A.10)
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for some constant C > 0, where ρ˜ε(x, y) = ρε(x)ρε(y). By an analogous argument to the proofs
of Lemma 1.3(d) in [13], we can show that
lim
ε→0

O

O

O
ρ˜ε(ξ, η)|q(s, x − ξ, x − η)− q(s, x, x)|dξdη

dx = 0 (A.11)
for each s ∈ [0, t] almost surely. With the aid of the bounded convergence theorem, we deduce
in view of (A.11) that the relation (A.9) holds true.
Now it remains to show that
lim
ε→0E
 t
0
⟨Φ′(uε(s)), d Mε(s)⟩ −
 t
0
⟨Φ′(u(s)), d M(s)⟩
→ 0.
To this end, we first notice that
E
 t
0
⟨Φ′(uε(s)), d Mε(s)⟩ −
 t
0
⟨Φ′(u(s)), d M(s)⟩

≤ E
 t
0
⟨Φ′(uε(s))− Φ′(u(s)), d M(s)⟩
+ E  t
0
⟨Φ′(uε(s)), d(Mε(s)− M(s))⟩
 .
By means of Burkholder–Davis–Gundy’s inequality for martingales, we have
E
 t
0
⟨Φ′(uε(s))− Φ′(u(s)), d M(s)⟩

≤ C ′

E sup
0≤t≤T
Tr Q(t)
1/2
E
 t
0
∥Φ′(uε(s))− Φ′(u(s))∥2ds
1/2
≤ C ′

E sup
0≤t≤T
Tr Q(t)
1/2
E
 t
0
∥uε(s)− u(s)∥2ds
1/2
(A.12)
for some constant C ′ > 0, which immediately implies that
E
 t
0
⟨Φ′(uε(s))− Φ′(u(s)), d M(s)⟩
→ 0 as ε→ 0.
By carrying out more or less a similar argument as above, we can also show that
E
 t
0
⟨Φ′(uε(s)), d(Mε(s)− M(s))⟩
→ 0 as ε→ 0.
Therefore, letting ε→ 0 on both sides of (A.5), we can obtain the desired result (A.3). The proof
is thus complete. 
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