Abstract. We generalize theorems of Kesten and Deuschel-Pisztora about the connectedness of the exterior boundary of a connected subset of Z d , where "connectedness" and "boundary" are understood with respect to various graphs on the vertices of Z d . We provide simple and elementary proofs of their results. It turns out that the proper way of viewing these questions is graph theory, instead of topology.
in the *-boundary of a connected subgraph C ⊂ Z d * that are Z d -visible from infinity is connected in Z d . Similar results were shown about the case when C is in an n × n box of Z d [DP] , or Z d * [H] . See the second paragraphs of Theorem 2 and Theorem 3 for the precise statements.
We generalize these results about Z d and Z d * to a very general family of pairs of graphs. This method also gives an elementary and short alternative to the original proofs for the cubic grid case. Our approach seems to be efficient to treat possible other questions about the connectedness of boundaries. Although [K] mentions that some use of algebraic topology seems to be inavoidable, the greater generality (and simplicity) of our proof is a result of using graph theory arguments.
Theorems about connectedness of boundaries are not only interesting in themselves, but have a wide use in probability and statistical physics. To list some representatives of the many, connectedness of the boundaries in [DP] and [K] are used in the study of Ising and Potts models [Pi] , first passage percolation [K] , Bernoulli percolation [KZ] , [AP] , and random walks on percolation clusters [Pe] . Our generalizations may help to extend some of these results to graphs beyond Z d .
The graphs we consider can be finite or infinite, but we always assume that they are locally finite (that is, every vertex has finite degree). The boundaries are always taken to be outer boundaries, but our arguments would apply just as well for inner boundaries.
By a cutset we always understand a cutset of vertices. Addition in this paper is always understood modulo 2, and this is how we define the sums of sets of edges (regarded as vectors over the 2-element field), in particular, this defines the generation of cycles by other cycles. For an arbitrary graph G, let Ends(G) be the the set of ends in G, where an end is an equivalence class of infinite simple paths, two being equivalent if there exist infinitely many pairwise disjoint paths between them. So, Ends(G) = ∅ iff G is finite, and |Ends(G)| = 1
A path from an end x (or, between an end and a vertex y) is some path in the equivalence class that defines x (and starting from y respectively). A cutset between
x ∈ Ends(G) and a y ∈ V (G) is a subset of V (G) that every path between x and y intersects. Given some graph G, say that a cycle C in G is chordal in G, if any two points in C are adjacent in G. If C is a set of cycles in G, say that C is chordal in G, if any cycle in C is chordal.
The next lemma is the key for our proofs. A slightly weaker version is in [T] .
Lemma 1. Let G be some graph, and S a minimal cutset between two points x, y ∈ G ∪ Ends(G). Let C be a set of cycles that generate every cycle in G. Then for any partition (S 1 , S 2 ) of S, there is some cycle O ∈ C that intersects both S 1 and S 2 . Let E 2 be the set of edges connecting S 2 to the component of G \ S that contains x. Then there is also an O with the above property and such that |O ∩ E 2 | is odd.
Proof. Choose paths P i between x and y, i = 1, 2, such that P i does not intersect S 3−i . Such paths exist by minimality of S. There is a subset A ⊂ C such that
Let A 1 ⊂ A be the set of those cycles that intersect S 1 , and A 2 := A \ A 1 . The previous equation can be written as
The right hand side here does not intersect S 1 , so it has to intersect S 2 (since x and y are the only vertices with an odd degree in P 2 + C∈A 2 C, so they are in the same component of it). Furthermore, P 2 contains an odd number of elements from E 2 , and every cycle in A 2 contains an even number of elements from E 2 . Thus the total number of elements of E 2 in the sum on the right side is odd. We conclude that the left side has to contain some cycle O that intersects E 2 in an odd number of edges (since P 1 doesn't intersect E 2 ), and
For a subgraph C of G, and x ∈ V (G) ∪ Ends(G), the outer boundary of C visible from x is ∂ vis(x) (C) := {y ∈ V (G) : y is adjacent to some point in C, and there is a path between x and y disjoint from C}. When there are two graphs, G and G ′ on the same vertex set, we will also use ∂
and there is a G-path between x and y disjoint from C}. Hence ∂ G vis G (x) (C) = ∂ vis(x) (C). Finally, the set of points v in ∂ G ′ vis G (x) (C) that are outer visible from x is defined as the set of points v such that there is a path from x to v with no inner vertex in ∂
we mean the 4-cycle surrounding some 2-face in a unit cube in Z d . Note that the cycle space of Z d always has a generating set of basic 4-cycles: think about Z d as a Cayley graph for the free Abelian group. Then the set of basic 4-cycles is the set of all conjugates of the pairwise commutators of the generating elements, whose products clearly generate any word equal to the identity -and cycles of Z d correspond to such words.
The *-connectedness of the boundary of a connected set in Z d is shown in [DP] . Note that Theorem 2 is stronger even in this Z d case: it implies that the boundary of a connected subset of Z d is connected in the graph Z d ∪ {edges connecting two points of some basic 4-cycle}, which does not follow from the topological proof in [DP] .
Theorem 2. Let G be a graph, and G + be a graph that contains G. Suppose that there is a generating set C for the cycle space of G such that C is chordal in G + . Then for any connected subset C of G and any
In particular, any connected subset of Z d has a *-connected outer exterior boundary, and if C ⊂ B n , the outer boundary of C in any component of B n \ C is *-connected.
Proof. For an arbitrary G-connected subset C ′ , letS C ′ := ∂ vis(x) (C ′ ), and S C ′ := ∂ outvis(x) (C ′ ).
WriteS :=S C and S := S C . Then S is a minimal cutset in G.
Partition S arbitrarily to S 1 and S 2 . Choose O ∈ C to intersect both S 1 and S 2 , as in Lemma 1. These intersection points are G + -adjacent (C is chordal in G + ). We conclude that the distance between S 1 and S 2 in G + is 1, and since their choice was arbitrary, S is connected in G + . So, if S =S, the claim is proved. Now, if there were an element v ∈S that is in a G + -component different from that of S, then the G-path from v to x in G \ C enters some component C ′ of G \S before intersecting S and such that ∂C ′ is not G + -connected. Take an y ∈ C, and consider ∂ outvis(y) (C ′ ). Since every point of ∂C ′ ⊆S is on the boundary of the connected C, we have ∂ outvis(y) (C ′ ) = ∂C ′ . Hence, applying the previous paragraph (for C ′ and y in the place of C and x), we obtain that ∂C ′ is G + -connected. This contradicts the assumption on C ′ . Since v was arbitrary, we conclude thatS is G + -connected.
For G = Z d , choose C to be a generating set of basic 4-cycles. Use that Z d ∪ {edges connecting two points of each basic 4-cycle} =:
The Z d version of the following theorem is due to Kesten. Its proof in [K] takes a section, with references to results from algebaic topology.
Theorem 3. Let G + be a connected graph, and G a connected subgraph of G + on the same vertex set. Suppose that there is a generating set C G for the cycle space of G that is chordal in G + , and that for every edge e ∈ G + there is a cycle O e in G + such that O e \ e ⊂ G, and O e is chordal in G + . Let C be a connected subgraph of G + , and x ∈ (V (G)∪Ends(G + ))\C.
d is finite and *-connected, then the subset of its exterior outer boundary in Z d * that is accessible by an infinite path in
there is some G-path P v between v and x with no inner vertex inS}. Writẽ S :=S C and S := S C . The set S is a cutset in G between x and C. Denoting the component of x in G \ S by C x , define H as G ∪ (G * \ {edges induced byS or incident to C x }). Then S is a cutset in H, and H \ S has a connected component that consists of C and possibly elements ofS. Call this componentC. Let C be a generating set for the cycles of H, consisting of cycles that are chordal in G + . Such a choice for a generating set can be made for H := {O e : e ∈ H \ G} ∪ C G by our assumptions. On the other hand, any cycle U in H is generated by H, because U + e∈U\G O e is a 2-regular graph in G, and hence it is generated by C G .
Furthermore, S is a minimal cutset betweenC and x for the following reason. Every y ∈ S(⊂S) is adjacent in G + (and hence in H) to some z ∈ C. Appending z to P y , we get a H-path between C and x that intersects S only in y.
Let (S 1 , S 2 ) be an arbitrary partition of S, and O be as in Lemma 1. Denote by E 2 the set of edges with one endpoint in S 2 and the other inC. Using Lemma 1 we chose O ∈ C so that |O ∩ E 2 | is odd. Our goal will be to show that then O contains a G-path iñ S between some element of S 1 and some element of S 2 . From this we conclude that S is in one connected G-component ofS, since the partiton S 1 , S 2 was arbitrary. By a similar argument as in the proof of Theorem 2, one will obtain thatS is also G-connected (see the two paragraph before the last one).
So we first need to prove that there is a G-path inS between S 1 and S 2 . Call each maximal subpath of elements of S 2 in O a block. For each block, there are two edges in O incident to it but not in it; call the union of these edges B. We have E 2 ∩ O ⊂ B. If B has some element with an endpoint in S 1 , we are done: S 1 and S 2 have distance 1 iñ S ∩ H =S ∩ G.
Thus we may assume that every element of B is incident toC ∪ C x . If all of them are incident toC, then |O ∩ E 2 | = |B| is even, a contradiction to the choice of O.
So at least one element of B is incident to a v ∈ C x . Furthermore, some arch A between a block and some element of S 1 has to be inC. Otherwise every component of O \ (C x ∪ S) has both endpoints incident in O to the same S i (i = 1 or 2), hence each such component (arch in O) contributes an even number of elements to O ∩ E 2 , and |O ∩ E 2 | would be even. On the other hand, no vertex ofC \S = C can be in O, because the G + -edge between this vertex and v (which edge exists since C is chordal in G + and O ∈ C)
would cause v ∈S, contradicting v ∈ C x . But this means that A is inS. Thus some vertices of S 1 and S 2 are in the same H-component (and hence G-component) ofS. If S = S then the claim is hence proved.
If there were an element v ∈S that is in a G-component different from S, then consider the maximal subpath P of P v between v and some point of S. Such a point exists by definition of S; call it v 1 . Let v 2 ∈ P be the point closest to v in P such that v 1 and v 2 are in the same G-component ofS. Let v 3 ∈ P be a point between v 2 and v such that v 3 ∈S and closest to v 2 in P among all such points. Note that v 2 and v 3 are in different G-components ofS, by the choice of v 2 . The subpath of P between v 2 and v 3 intersects some G + -component C ′ of G \S, and C ′ = C (since C ∩ P = ∅). Choose any y ∈ P ∩ C ′ . Then v 2 , v 3 ∈ ∂ For the Z d case, for any edge e ∈ Z d * , let O e be a cycle such that O e \ e only has edges from the unit cube that contains e.
Remark 4.
The proof shows that the conditions on the cycle spaces of G and G + can be weakened:
the argument remains valid if every cycle of H that intersectsS can be generated by cycles in H that are chordal in G + .
All the results above hold if we consider inner boundaries.
