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PREFACE 
One of the roles of Systems and Decision Sciences at IIASA is to  pro- 
vide tools for studying sophisticated control systems. Accordingly, the task 
"Nondifferentiable Optimization" has been created t o  study modern methods 
in the field of mathematical programming, and t o  implement efficient mini- 
mization codes. 
This paper describes the role of nondifferentiable optimization from 
the point of view of systems analysis, briefly describes the state of the art, 
and gives a new minimization method. 
The author considers that this method is afirst result of the Nonsmooth 
Optimization Workshop held at IIASA from March 28 to April 9, 1977, 
during which many ideas were exchanged so that the method could see the 
hght of day. 

SUMMARY 
Nonsmooth optimization is a field of research actively pursued at 
IIASA. In this paper, we show what it is; a thing that cannot be guessed 
easily from its definition by a negative statement. Also, we show why it 
exists at IIASA, by exhibiting a large field of applications ranging from the 
theory of nonlinear programming to  the computation of economic equilib- 
ria, including the general concept of decentralization. Finally, we show 
how it can be done, outlining the state of the art, and developing a new 
algorithm that realizes a synthesis between the concepts commonly used in 
differentiable as well as nondifferentiable optimization. 
Our approach is as non-technical as possible, and we hope that a non- 
acquainted reader will be able to follow a non-negligible part of our develop- 
ment. 

ABSTRACT 
In Section 1, we give the basic concepts underlying nonsmooth 
optimization and show what it consists of. We also outline the classical 
methods, which have existed since 1959, aimed at optimizing nondifferen- 
tiable problems. 
In Section 2, we give a list of possible applications, including accelera- 
tion of gradient type methods, general decomposition--by prices, by 
resources, and Benders decomposition--minimax problems, and computa- 
tion of economic equilibria. 
In Section 3, we give the most modern methods for nonsmooth 
optimization, defined around 1975, which were the first general descent 
methods. 
In Section 4, we develop a new descent method, which is based on 
concepts of variable metric, cutting plan approximation and feasible 
directions. We study its motivation, its convergence, and its flexibility. 

Nonsmooth O p t i m i z a t i o n  and 
Descen t  Methods 
1 .  BASIC CONCEPTS 
1 . 1 .  The a im o f  "nonsmooth o p t i m i z a t i o n "  i s  t o  p r o v i d e  a l g o r i t h m s  
which minimize o b j e c t i v e  f u n c t i o n s  f  whose g r a d i e n t  i s  n o t  con- 
t i n u o u s .  I n  such  s i t u a t i o n s ,  t h e  known c l a s s i c a l  methods f a i l  
t o  p r o v i d e  e v e n  a  g r o s s  a p p r o x i m a t i o n  o f  a n  optimum. T h i s  i s  
r a t h e r  o b v i o u s  f o r  t h e  g r a d i e n t  t y p e  methods ( s t e e p e s t  d e s c e n t ,  
c o n j u g a t e  g r a d i e n t ,  quasi-Newton, ... ) b u t  it i s  a l s o  t r u e  i n  
g e n e r a l  f o r  methods which d o  n o t  compute d e r i v a t i v e s  (Hook-Jeeves,  
Gauss -Se ide l ,  ... ) and t h i s  f a c t  i s  p e r h a p s  less w e l l  known. 
1 . 2 .  S i n c e  t h e  g r a d i e n t  is  n o t  c o n t i n u o u s ,  t h e r e  must be  some 
- 
p o i n t s  where it i s  n o t  d e f i n e d .  However, we w i l l  s u p p o s e  t h a t  
f  i s  smooth enough s u c h  t h a t ,  even i f  t h e  g r a d i e n t  d o e s  n o t  
e x i s t  a t  a  p o i n t  x ,  it d o e s  e x i s t  a t  some p o i n t  x + d x  a r b i t r a r i l y  
c l o s e  t o  x .  It i s  known t h a t  convex f u n c t i o n s  a r e  smooth enough 
i n  t h i s  s e n s e ,  a n d ,  f o r  s i m p l i c i t y ,  we w i l l  r e s t r i c t  o u r  deve lop-  
ment t o  t h e  convex c a s e .  
1 . 3 .  Thus ,  we suppose  t h a t ,  g i v e n  a  p o i n t  x ,  it i s  p o s s i b l e  t o  
-
compute t h e  v a l u e  f  ( x )  (which i s  c o n t i n u o u s )  t o g e t h e r  w i t h  some 
v e c t o r ,  which we c a l l  g ( x ) ,  which is  e i t h e r  t h e  g r a d i e n t  Vf ( x )  
i f  it e x i s t s ,  o r  t h e  g r a d i e n t  a t  some p o i n t  i n f i n i t e l y  c l o s e  
t o  x. A s i m p l e  example shows how t h i s  s t a t e m e n t  c a n  be  i n t e r -  
p r e t e d :  
I n  one  d i m e n s i o n ,  l e t  f  be d e f i n e d  by 
The 1 -vector g(x) will be 0 if x <  1 and 2x if x >  1. At the 
point x =  1, there is no gradient, but we can take 0 or 2 as g(1). 
Thus, g(x) can, for example, be defined as 
Note that g(1) = 2  is not a gradient of f anywhere, but it is the 
limit of Vf(x) as x +  1. Of course, from the discontinuous nature 
of the gradient, the process for computing g(x) has to be highly 
unstable (small changes in x may induce large changes in g(x)). 
This is the reason why classical methods fail, and nonsmooth op- 
timization is precisely aimed at eliminatinq this bad effect. 
The vector g(x), thus com~uted, will be called a subgradient of 
f at x. 
To sum it un, nonsmooth optimization has nothing to do with 
derivative-free methods, but rather with special devices added 
to gradient methods for ensurinc convergence. 
1.4. For minimizing such a nondifferentiable function, the sim- 
p
plest method is the so-called "subgradient optimization", largely 
developed in the Soviet Union (see [ I 5 1  for a review of the lit- 
erature). It consists of constructing iteratively a sequence 
{x,}: at each xn, we compute g(xn) and we make a step tn > 0 along 
the normalized direction - g (x ) : 
n 
Generally, the stepsize is chosen "off-line", for example: 
where to > 0 and p is a positive number slightly smaller than 1. 
Although  t h i s  k i n d  o f  method i s  q u i t e  s i m p l e  ( 5  m i n u t e s  a r e  
enough f o r  anybody t o  implement  it on a  c o m p u t e r ) ,  t h i s  a d v a n t a g e  
is   aid f o r  bv a  s e r i o u s  drawback:  t h e r e  i s  no r e a s o n a b l e  s t o p -  
p i n g  c r i t e r i o n ;  one  must s t o p  t h e  i t e r a t i o n s  when t h e  s t e p s i z e  t n  
h a s  become c o n v e n i e n t l y  s m a l l ,  and  o n e  h a s  no i n f o r m a t i o n  on t h e  
o p t i m a l i t v  o f  xn. Moreover,  t h e  s e q u e n c e  o f  o b j e c t i v e  v a l u e s  
{ f ( x n ) }  i s  n o t  m o n o t o n i c a l l y  d e c r e a s i n g .  Y e t ,  a  monotone d e c r e a s e  
o f  t h e  o b j e c t i v e  would be  a  v e r y  n i c e  p r o p e r t y ,  which would p ro-  
v i d e  a t  l e a s t  two s a f e g u a r d s :  
- S t a b i l i t y :  t h e  r e q u i r e m e n t  f ( ~ , + ~ )  < f ( x  ) p r e v e n t s  x  
n  n  
t o  d i v e r g e  o r  t o  c y c l e .  
- Emergency s t o p :  i f  t h e  method f a i l s  f o r  some r e a s o n  
( s u c h  a n  e v e n t u a l i t y  must u n f o r t u n a t e l y  n e v e r  b e  n e g l e c t e d )  
t h e n  one  h a s  t o  s t o p  t h e  i t e r a t i o n s  "by hand".  I n  t h a t  
c a s e ,  o n e  i s  a t  l e a s t  a s s u r e d  o f  h a v i n g  made p r o g r e s s  i f  
t h e  method i s  d e s c e n t - w i s e :  t h e  l a s t  i t e r a t e  i s  i n  p a r -  
t i c u l a r  b e t t e r  t h a n  t h e  f i r s t  one! 
1 . 5 .  I f  it i s  d e s i r e d  t o  make p r o g r e s s  a t  e a c h  i t e r a t i o n  
-
( f  ( x ~ + ~ )  < f  (x,) ) , one  must  spend  much t i m e  comput ing a  d i r e c t i o n  
o f  d e s c e n t  b e c a u s e  o n e  must t a k e  i n t o  a c c o u n t  a l l  t h e  p o s s i b l e  
v a l u e s  f o r  g ( x  ) .  More p r e c i s e l y ,  xn b e i n g  g i v e n ,  c o n s t r u c t  a  
n  
s e q u e n c e  yi + x n  s u c h  t h a t  Vf ( y . )  h a s  a  l i m i t  ( t h i s  is  p o s s i b l e :  
1 
see 1 . 2 ) .  C o n s i d e r  a l l  s u c h  s e q u e n c e s  {yi}  and t h e  set  M(x ) 
n  
made up o f  a l l  t h e  c o r r e s p o n d i n g  l i m i t s  o f  t h e  g r a d i e n t s .  Note  
t h a t  M(xn) i s  j u s t  a  m a t h e m a t i c a l  c o n c e p t ,  and it i s  g e n e r a l l y  
i m p o s s i b l e  t o  know it e x p l i c i t l y .  
Then it c a n  b e  shown t h a t  a  d i r e c t i o n  dn  i s s u i n g  f rom xn i s  
a  d i r e c t i o n  o f  d e s c e n t  ( i . e .  such  t h a t  it is  p o s s i b l e  t o  f i n d  
tn > 0, s u c h  t h a t  f  (xn + t n d n )  < f  (x,) ) i f  and o n l y  i f  
( d n r g )  < 0 , f o r  a l l  g  E M(xn) . 
I n  some s p e c i a l  c a s e s ,  s t u d i e d  by Demjanov [ 2 ]  , M(xn) i s  a  
f i n i t e  set  { g l , . . . , g k }  t h a t  c a n  b e  c o n s t r u c t e d  e x p l i c i t l y .  Then 
it is possible to find a descent direction, which has to satisfy 
a set of k inequalities. It turns out that, among all the descent 
directions, there is one which is particularly important: the 
opposite of the projection of the origin onto the convex polyhe- 
dron generated by M(xn), which plays the role of the gradient 
in the nondifferentiable case. This direction is therefore the 
solution of the quadratic prouram: 
I min 1 dl 2 
Therefore, this program is of importance for computing a descent 
direction. 
1.6. Another old method is the so-called cutting-plane method 
-
([I] ,[7]). It is based on the following observation: from con- 
vexity, we know that 
f(x) 2 f(y) + (g(y),x-y) for all x and y . 
Therefore, we can write f(x) under the sophisticated form 
= max [f(y) + (g(y) ~ X - Y ) ]  
Y 
and to minimize f(x) is equivalent to minimize this max, or 
equivalently to solve the linear program with in infinite number 
of constraints (the variables are v and x): 
min v 
v 2 f (y) + (g(y) rx - y) Vy . 
T h i s  program c a n n o t  b e  s o l v e d  d i r e c t l y ,  and t h e  c u t t i n g -  
p l a n e  method c o n s i s t s  i n  s o l v i n g  a  sequence  o f  l i n e a r  programs 
w i t h  o n l y  a  f i n i t e  s u b s e t  o f  c o n s t r a i n t s :  when x 1 , x 2 ,  ... lXn  
have been g e n e r a t e d  t o g e t h e r  w i t h  g  ( x l  , g  ( x 2 )  .. . , g  ( x n )  one  
s o l v e s  
min v  
v , f ( x i ) +  ( g ( x i ) , x - x i )  , i = l r 2 , . . . , n  . 
One c a l l s  vn+l  and x ~ + ~  t h e  s o l u t i o n  o f  t h i s  program. S i n c e  
t h e r e  a r e  fewer  c o n s t r a i n t s ,  it i s  c l e a r  t h a t  v n + l  i s  a  lower  
bound f o r  min f  ( x )  . Then, o n e  computes f  (xn+ ) and g  (xn+ ) and 
one  s o l v e s  a g a i n  t h e  l i n e a r  program w i t h  n +  1  c o n s t r a i n t s .  
Among t h e s e  t h r e e  methods,  w e  c o n s i d e r  t h e  l a s t  two a s  t h e  
most i n t e r e s t i n g :  1 . 5 .  because  it i s  t h e  most n a t u r a l  e x t e n s i o n  
o f  s t e e p e s t  d e s c e n t ,  and 1.6 .  b e c a u s e  it a p p r o x i m a t e s  convex 
f u n c t i o n s  by s u p p o r t i n g  h y p e r p l a n e s ,  a  t e c h n i q u e  which d e s e r v e s  
a t t e n t i o n .  W e  s h a l l  u s e  them a s  a  b a s i s  f o r  t h e  methods deve loped  
i n  S e c t i o n s  3 and 4 .  
2. FIELD OF APPLICATION FOR NONDIFFERENTIABLE OPTIMIZATION 
The f i r s t  q u e s t i o n  w e  must answer i s :  i s  it r e a l l y  s o  i m -  
p o r t a n t  t o  s t u d y  a l g o r i t h m s  f o r  n o n d i f f e r e n t i a b l e  o p t i m i z a t i o n ,  
o r  i s  it o n l y  a  m a t h e m a t i c a l  s p o r t ?  A c t u a l l y ,  s u c h  a l g o r i t h m s  
have  a  r a t h e r  l a r g e  f i e l d  o f  a p p l i c a t i o n .  
2 .1 .  The c l a s s  o f  o b j e c t i v e s  w e  a r e  i n t e r e s t e d  i n  c a n  b e  a p p r o x i -  
- 
mated by smooth f u n c t i o n s  ( f o r  example p o l y n o m i a l s )  which can  b e  
minimized by c l a s s i c a l  methods. However, when t h e  a p p r o x i m a t i o n  
becomes t i g h t e r ,  t h e  m i n i m i z a t i o n  becomes s l o w e r ,  and o n e  migh t  
t r y  t o  a c c e l e r a t e  it. 
Saying  it a n o t h e r  way, n o n d i f f e r e n t i a b l e  o p t i m i z a t i o n  c a n  
be viewed a s  a  s t u d y  o f  a c c e l e r a t i n g  c l a s s i c a l  methods f o r  s t i f f  
problems.  T h i s  i s  a  v e r y  i m p o r t a n t  a p p l i c a t i o n .  
2.2. I t  seems t h a t  t h e  main f i e l d  of a u p l i c a t i o n  should be t h e  
g e n e r a l  decomposi t ion uroblem. Suppose we have t o  s o l v e  a l a r g e -  
s c a l e  decomposable problem 
i n  which t h e  v e c t o r  b can be cons ide red  a s  r e sou rces  t o  be shared  
between t h e  l o c a l  u n i t s  indexed by i. On way of  decomposing t h i s  
problem is  t o  a t t r i b u t e  a p r i c e  of consumption X t o  t h e  r e sou rce :  
a l o c a l  u n i t  consuming g .  ( x .  ) has t o  pay (X,gi ( x i )  ) so  t h a t  i t s  
1 1  
own o b j e c t i v e  becomes 
C a l l  hi(A) t h e  optimum va lue  of t h i s  program. The coord i -  
n a t i o n  problem i s  t hen  t o  f i n d  t h e  op t ima l  A ,  i . e .  such t h a t  t h e  
s o l u t i o n s  of ( 2 )  make up a s o l u t i o n  of ( 1 ) .  
Dua l i t y  t heo ry  says  t h a t  such p r i c e s  e x i s t  i f  ( 1 )  i s  convex 
and they  s o l v e  t h e  nonsmooth o p t i m i z a t i o n  problem: 
max 1 hi (A)  - (Arb)  = h(X) - 
Decomposition theo ry  is  e x t e n s i v e l y  s t u d i e d  i n  t h e  l i t e r a t u r e .  
See f o r  example [ 9 ]  f o r  a comprehensive e x p o s i t i o n .  
Note t h a t  t h e  index i might be t h e  t ime ,  i . e .  ( 1 )  might be 
a dynamic problem, i n  which xi i s  t h e  d e c i s i o n  v e c t o r  t o  be made 
a t  t ime i and b i s  t h e  t o t a l  r e s o u r c e  a v a i l a b l e  over  t h e  p lanning  
hor izon  { 1 , 2 , .  . . , m j  ( c f .  [ I71 ) . 
2.3.  Another method f o r  s o l v i n g  ( 1 )  i s  t h e  s o - c a l l e d  " r i g h t -  
-
hand s i d e "  decomposi t ion ( [4 ]  , [GI, [20]  ) . The r e sou rce  b can be 
shared  i n t o  "quotas"  y l ,  . . . , y m ,  such t h a t  C y i =  b ,  which a r e  
a t t r i b u t e d  t o  t h e  l o c a l  u n i t s .  Each l o c a l  u n i t  i i s  t h e n  n o t  
a l l o w e d  t o  consume more t h a n  y i ,  and i t s  own o p t i m i z a t i o n  problem 
becomes 
min f  . ( x .  ) 
1 1  
g i ( x i )  5 y  
( 3 )  
i .  
C a l l  vi  ( y i )  t h e  optimum v a l u e  i n  ( 3 ) .  A s  i n  2 . 2 ,  t h e  c o o r -  
d i n a t i o n  p rob lem i s  t o  f i n d  t h e  o p t i m a l  q u o t a s ,  s u c h  t h a t  t h e  
s o l u t i o n s  o f  ( 3 )  make up a  s o l u t i o n  o f  ( 1 ) .  I t  c a n  b e  shown 
r a t h e r  e a s i l y  t h a t  t h i s  c o n s i s t s  o f  s o l v i n g  t h e  nonsnooth   rob- 
1 e m  
I n  t h e s e  two examples  2.2 and 2 . 3 ,  comput ing t h e  v a l u e  and 
t h e  s u b g r a d i e n t  o f  t h e  o b j e c t i v e  f u n c t i o n  ( h ( X )  i n  2 .2 ,  v ( y )  i n  
2 .3 )  amounts  t o  s o l v i n g  m l o c a l  p rob lems ,  which m i g h t  b e  a  r a t h e r  
l o n g  p r o c e s s .  T h i s  j u s t i f i e s  s e e k i n g  a  s o n h i s t i c a t e d  method,  which 
c a r e f u l l y  u s e s  t h e  i n f o r m a t i o n  g i v e n  by  t h i s  p r o c e s s .  
2.4.  More g e n e r a l l y ,  one  may have  t o  s o l v e  a n  o r d i n a r y  o p t i m i -  
- 
z a t i o n  problem i n  which a  n a t u r a l  g r o u p i n g  o f  t h e  v a r i a b l e s  ap- 
p e a r s .  C o n s i d e r  f o r  example  t h e  problem 
min c ( x , y )  
X t Y  
and s u p p o s e  t h a t ,  f i x i n g  x ,  t h e  m i n i m i z a t i o n  w i t h  r e s p e c t  t o  y  
a l o n e  i s  v e r y  s i m p l e  ( f o r  example ,  i f  c  i s  l i n e a r  i n  y ) .  
I t  i s  t h e n  d e s i r a b l e  t o  s t r i v e  t o  s o l v e  min f ( x ) ,  where  
f ( x )  i s  t h e  f u n c t i o n  
f ( x )  = min c  ( x , y )  , 
Y 
Here a g a i n ,  f ( x )  is  i n  g e n e r a l  n o t  d i f f e r e n t i a b l e ,  and we 
can  j u s t i f y  t h i s  s t a t e m e n t  i n t u i t i v e l y .  I f  t h e  min imizer  y  ( x )  
is  u n i q u e ,  one  h a s  f  ( x )  = c  ( x , y  ( x )  ) . Then we can  w r i t e  f o r m a l l y  
ac 
NOW, s i n c e  y ( x )  is  o p t i m a l  one  h a s  - = 0. T h e r e f o r e ,  when a Y d  f  
t h e  min imizer  y  ( x )  is  u n i q u e ,  one  h a s  i n  g e n e r a l  g  ( x )  = - 
a dx 
- - 
- a x  c ( x 1 y  ( x )  1 .  
When it i s  n o t  u n i q u e ,  t h e r e  a r e  s e v e r a l  " g r a d i e n t s " ,  i . e .  
no g r a d i e n t  a t  a l l .  Computing M(x) ( d e f i n e d  i n  1 . 5 . )  c o n s i s t s  i n  
t h a t  c a s e  i n  f i n d i n g  a l l  t h e  s o l u t i o n s  o f  min c ( x , y ) .  
Y 
Such a  t e c h n i q u e  is  known a s  t h e  Benders  decompos i t ion .  I t  
h a s  been a ~ p l i e d  i n  [5 ]  f o r  mixed i n t e g e r  programming problems,  
u s i n g  a l g o r i t h m s  o f  t h e  t y p e  1 .6 .  
2.5.  Some problems c a n  b e  e n c o u n t e r e d  i n  which t h e  o b j e c t i v e  
- 
f u n c t i o n  h a s  t h e  s o - c a l l e d  minimax form: 
m 
f ( x )  = max f i  ( x )  . 
i= 1  
Again,  t h e r e  is  no g r a d i e n t  a t  p o i n t s  x  such  t h a t  t h e  max 
i s  o b t a i n e d  f o r  s e v e r a l  v a l u e s  o f  i. A s  a  good example,  w e  can  
ment ion t h e  problem o f  f i n d i n g  an  economic e q u i l i b r i u m  [ 8 ] .  
For  i =  1 , 2 ,  ..., n  l e t  Z i (x )  b e  n  f u n c t i o n s ,  c a l l e d  t h e  e x c e s s  
demands, depending  on t h e  p r i c e  x.  G e n e r a l l y ,  t h e s e  f u n c t i o n s  
have  t h e  p r o p e r t y  t h a t ,  f o r  each  x ,  t h e r e  i s  a t  l e a s t  o n e  Zi(x)  
which is  n o n n e g a t i v e ,  and t h e r e  e x i s t s  a n  x such  t h a t  t h e  Z i ( x )  
a r e  a l l  z e r o .  Such an  x, c a l l e d  a n  economic e q u i l i b r i u m ,  must  
b e  found .  
I n  some examples ,  Z . ( x )  a r e  m u l t i v a l u e d  f u n c t i o n s ,  and i n  
1 
t h a t  c a s e ,  t h e r e  e x i s t s  o n l y  o n e  a l g o r i t h m  [ I91  f o r  f i n d i n g  a n  
e q u i l i b r i u m .  I t  is  c o m b i n a t o r i a l  i n  n a t u r e ,  and i t s  computat ion-  
a l  e f f i c i e n c y  i s  much d e b a t e d .  
On t h e  o t h e r  hand,  when Z i  ( x )  a r e  w e l l - d e f i n e d  c o n t i n u o u s  
f u n c t i o n s ,  it might  b e  more i n t e r e s t i n g  t o  have " d e s c e n t "  methods 
i n  which t h e  e x c e s s  demand i s  reduced  a t  e a c h  i t e r a t i o n .  
T h i s  c a n  b e  done  by d e f i n i n g  t h e  f u n c t i o n  
f ( x )  = max a . Z .  ( x )  
i= 1  1 1  
where t h e  p o s i t i v e  c o e f f i c i e n t s  ai a r e  s u i t a b l y  chosen .  T h i s  
f u n c t i o n  i s  a lways  p o s i t i v e ;  i t s  minimum i s  z e r o ,  o b t a i n e d  a t  a n  
e q u i l i b r i u m  x. Minimizing f  ( x )  i s  a  nonsmooth o p t i n i z a t i o p  prob-  
i t m  ( n o t e  t h a t  w e  d o  n o t  suppose  t h a t  Z .  ( x )  is  c o n t i n u o u s l l r  d i f -  
1 
f e r e n t i a b l e )  . 
3. METHODS OF DESCENT 
3.1 .  Most c l a s s i c a l  a l g o r i t h m s  o f  m i n i m i z a t i o n  d e t e r m i n e  t h e  new 
- 
i t e r a t e  x ~ + ~  by comput ing f i r s t  a  d i r e c t i o n  dn i s s u e d  f rom x  n '  
and  t h e n  a  p o s i t i v e  s t e p s i z e  tn. 
For  comput ing t h e  s t e p s i z e ,  a  t e c h n i q u e  h a s  been r e c e n t l y  
deve loped  i n  [ 2 1 ] ,  which seems q u i t e  s a t i s f a c t o r y ;  w e  d e s c r i b e  
it now. 
I n  a d d i t i o n  t o  xn and d n ,  o n e  h a s  on hand a  n e g a t i v e  number 
q .  C o n s i d e r i n g  t h e  u n i v a r i a t e  f u n c t i o n  h  ( t )  = f  (xn + t d n )  , d e f i n e d  
f o r  t 2 0 ,  q  i s  g e n e r a l l y  a n  e s t i m a t e  o f  h '  ( 0 )  : q =  ( d n ,  g n )  . 
Then two numbers m l  and m2 s u c h  t h a t  0  < m2 < m l  < 1  a r e  chosen .  
They a r e  g e n e r a l l y  f i x e d  t h r o u g h o u t  t h e  a l g o r i t h m ;  m,  = 0 . 2 ,  
m 2 = 0 . 1  i s  a  r e a s o n a b l e  c h o i c e .  The s t e p s i z e  tn i s  s o u g h t ,  w i t h  
x  = x  + t n d n ,  and gn+ = g  (xn+,  ) s a t i s f y i n g  two r e q u i r e m e n t s :  
n + l  n  
R e c a l l i n g  t h e  i n t e r p r e t a t i o n  o f  q ,  ( a )  means t h a t  t h e  new 
g r a d i e n t  i s  s u f f i c i e n t l y  d i f f e r e n t  f rom t h e  o l d  o n e ,  and ( b )  
means t h a t  t h e  o b j e c t i v e  h a s  s u f f i c i e n t l y  d e c r e a s e d .  
I t  can  b e  shown t h a t  t h e s e  two r e q u i r e m e n t s  a r e  c o n s i s t e n t ,  
p r o v i d e d  q  - > h '  ( 0 ) .  I f  t h i s  d o e s  n o t  h o l d  (which migh t  b e  t h e  
c a s e  when x  i s  a  p o i n t  of  n o n d i f f e r e n t i a b i l i t v )  t h e n  ( b )  miqh t  
n  
b e  in??oss ib le  t o  o b t a i n  w i t h  tn > 0 .  
I n  o r d e r  t o  p r e v e n t  t h i s  c a s e ,  one  must c h o o s e  a n  a d d i t i o n -  
a l  t o l e r a n c e  E > 0  and l o o k  f o r  tn s u c h  t h a t  ( a )  i s  s a t i s f i e d  t o -  
g e t h e r  w i t h  
I t  c a n  be  shown a l s o  t h a t ,  when ( b )  i s  i m p o s s i b l e ,  t h e n  ( a )  
and ( b ' )  a r e  s a t i s f i e d  by any tn s m a l l  enough. The i n t e r p r e t a -  
t i o n  o f  E i s  g i v e n  by o b s e r v i n g  t h a t  t h e  t e r m  £ ( x ~ + ~ )  - t n ( g n + l r d n )  
i s  t h e  v a l u e  a t  y  = x  o f  t h e  l i n e a r  f u n c t i o n  £ ( x ~ + ~ )  + ( g n + , , y  - 
n  
x n + l ) .  T h i s  is  t h e  a p p r o x i m a t i o n  o f  t h e  convex f u n c t i o n  f ,  l i n -  
e a r i z e d  a t  x  
n + l '  Thus,  ( b ' )  h o l d s  when t h e  a p p r o x i m a t i o n  a g r e e s  
w i t h  t h e  a c t u a l  f ( x n )  t o  a  p r e c i s i o n  o f  a t  l e a s t  E. 
When ( b ' )  h o l d s  w i t h  a  s m a l l  E ,  t h i s  means t h a t  g  i s  a l -  
n+ l  
most  i n  M(x ) .  T h e r e f o r e ,  t h i s  gn+l  s h o u l d  b e  t a k e n  i n t o  a c c o u n t  
n  
when d e f i n i n g  a  d e s c e n t  d i r e c t i o n  (which s h o u l d  s a t i s f y  ( g  ,dl < 0 )  
n+ 1  
( s e e  1 . 5 ) .  A s  a  consequence ,  when t h e  l i n e  s e a r c h  f a i l s  t o  m e e t  
( b )  , and g i v e s  ( a )  - ( b '  ) , a  new d i r e c t i o n  is  c o m ~ u t e d  f rom x  
n  ' 
t a k i n g  i n t o  a c c o u n t  t h e  new i n f o r m a t i o n  g  
n + l '  
3 . 2 .  The n rob lem o f  comwuting t h e  d i r e c t i o n  w r o p e r l y  i s  n o t  s o  
e a s y ,  and we s h a l l  i n v e s t i g a t e  it now. I t  i s  commonly a d m i t t e d  
t h a t  t h i s  c o m p u t a t i o n  s h o u l d  make u s e  o f  t h e  i n f o r m a t i o n  x  l r x 2 '  
. - . , x n  and g , , g  2 , . . . , g n  accumula ted  d u r i n g  t h e  n r e v i o u s  i t e r a -  
t i o n s ,  which must be  memorized i n  one way o r  a n o t h e r .  ~ l l  
c l a s s i c a l  a c c e l e r a t i n g  d e v i c e s  d o  t h a t .  
A method which h a s  p r o v e d  r a t h e r  e f f i c i e n t ,  c a l l e d  t h e  "con- 
j u g a t e  s u b g r a d i e n t  method",  p r o c e e d s  a s  f o l l o w s :  a c c o r d i n g  t o  
some s e l e c t i o n  r u l e ,  e x t r a c t  a  s u b s e t  In C { 1 , 2 ,  ..., n}.  Then de- 
f i n e  t h e  f i n i t e  set Gn = {gi I i E I n } .  
The method computes t h e  d i r e c t i o n  dn by f i n d i n g  t h e  p r o j e c -  
t i o n  o f  t h e  o r i g i n  o n t o  Gn.  I n  o t h e r  words ,  o n e  s o l v e s  t h e  qua-  
d r a t i c  program 
min I d. 1 2 
d = -  1 Aigi 
i E 1  
n  
I 
Then, t h e  s t e p s i z e  i s  computed by t h e  l i n e  s e a r c h  o f  S e c t i o n  
3 .1 ,  where  ii = - / d n  1 2 ;  t h e  t o l e r a n c e  E is  a c o n v e r g e n c e  p a r a m e t e r ,  
and when d n  i s  z e r o ,  t h e n  convergence  i s  o b t a i n e d  w i t h i n  E : f ( x n )  
< min f +  E ( p r o v i d e d  t h e  s e l e c t i o n  r u l e  i s  a l s o  b a s e d  o n  t h e  u s e  
- 
o f  E ) .  
To i n t e r p r e t  and d e f i n e  t h e  s e l e c t i o n  r u l e ,  we c a n  compare 
w i t h  t h e  a l g o r i t h m  o f  S e c t i o n  1 .5 .  We see t h a t  G n  i s  supposed 
t o  a p p r o x i m a t e  M(x ) .  T h e r e f o r e ,  o n e  s h o u l d  s e l e c t  t h o s e  g i  such  
n  
t h a t  xi  i s  c l o s e  t o  xn,  t o  a  d e g r e e  r e l a t e d  t o  E .  Convergence 
h a s  b e e n  p roved  f o r  v a r i o u s  s e l e c t i o n  r u l e s  ( [ I  1  ] , [ 1 4 1  , [21] ) . 
The a l g o r i t h m  h a s  b e e n e n c o d e d  a s  a  FORTRAN program,  implemented 
i n  p a r t i c u l a r  a t  IIASA o n  t h e  PDP 11 compute r .  I t  is  c u r r e n t l y  
used  f o r  example t o  compute economic e q u i l i b r i a  i n  t h e  i n t e r n a -  
t i o n a l  models  f o r  food  and a g r i c u l t u r e .  
T h i s  program i s  r a t h e r  e a s y  t o  u s e ,  w i t h  r e s n e c t  t o  i t s  de-  
g r e e  o f  g e n e r a l i t y .  The u s e r  h a s  t o  w r i t e  a  suborogram which 
computes  f ( x )  and  g ( x ) ,  and t o  d e f i n e  some t o l e r a n c e s .  The a l -  
g o r i t h m  is  q u i t e  f a i l - s a f e ,  and some s a f e g u a r d s  have  been i n c o r -  
p o r a t e d  t o  t a k e  c a r e  o f  n o n c o n v e x i t y .  However, we must s a y  t h a t  
it is r a t h e r  s l o w ,  i n  p a r t i c u l a r  i f  some o f  t h e  t o l e r a n c e s  a r e  
n o t  c a r e f u l l y  chosen .  
3.3. The c o n j u g a t e  g r a d i e n t  method h a s  a  c e r t a i n  l a c k  o f  f l e x i -  
- 
b i l i t y ,  which p a r t l y  e x p l a i n s  i t s  modest pe r formances :  f o r  e a c h  
g i ,  t h e  o n l y  c h o i c e  i s  t o  d i s c a r d  it o r  t o  i c c o r ~ o r a t e  it i n t o  
Gn.  NO p o s s i b i l i t y  is  a l l o w e d  t o  w e i g h t  it. Y e t ,  i n  view o f  
S e c t i o n  1 . 5 . ,  t h e  p r o j e c t i o n  o f  t h e  o r i g i n  o n t o  Gn h a s  a  meaning 
o n l y  i f  Gn = M (xn)  . 
T h e r e f o r e ,  it should  b e  b e t t e r  t o  u s e  some a p p r o x i m a t i o n  of 
M(xn) which is  n o t  s i m p l y  a  s u b s e t  o f  { g l r g 2 , . . . , g n } .  I t  a p p e a r s  
t h a t  o n e  c a n  d e f i n e  t h e  n  p o s i t i v e  numbers 
and c o n s i d e r  t h e  convex po lyhedron  
where E i s  some p o s i t i v e  nutrber. By s u i t a b l y  a d j u s t i n g  E ,  o n e  
can  make G , ( E )  approx imate  M(xn) .  One i s  t h e n  l e d  t o  t h e  "bundle  
method" d e f i n e d  i n  [ 1 2 ] :  t h e  d i r e c t i o n  dn i s  computed a s  t h e  
s o l u t i o n  o f  t h e  q u a d r a t i c  program 
, min ( d l  2  
The s t e p s i z e  i s  t h e n  computed a s  i n  3 .1  and 3.2.  
I t  can  b e  shown t h a t  t h i s  method i s  c l o s e l y  r e l a t e d  t o  t h e  
method o f  S e c t i o n  1.6.  Thus, it r e a l i z e s  a  s y n t h e s i s  between 
t h e  d e s c e n t  methods o f  t h e  t y p e  1 .5 ,  and c u t t i n g - p l a n e  methods 
(which a r e  n o t  d e s c e n t ) .  I t  h a s  been i m ~ l e m e n t e d  a s  an e x p e r i -  
m e n t a l  FORTRAN Drogram. I t s  p e r f o r m a n c e s  aDDear t o  b e  v e r y  sen-  
s i t i v e  t o  t h e  c h o i c e  o f  E, which u n f o r t u n a t e l y  i s  d i f f i c u l t  t o  
choose .  I n  f a c t ,  o n e  n e e d s  more i n f o r m a t i o n  s u c h  a s  c u r v a t u r e  
t o  g u e s s  i t s  proDer  v a l u e .  
4 .  A NEW mTHOD 
The d e s i g n  o f  a  method makes u s e  o f  a  "model" o f  t h e  o b j e c -  
t i v e  f u n c t i o n .  F o r  example,  a  c o n j u g a t e  g r a d i e n t  o r  quasi-Newton 
method u s e s  a  q u a d r a t i c  model,  i . e .  it s u p p o s e s  t h a t  t h e  o b j e c -  
t i v e  l o o k s  l i k e  a  q u a d r a t i c .  On t h e  c o n t r a r y ,  a  c u t t i n g - p l a n e  
method s u p p o s e s  t h a t  it l o o k s  l i k e  a  p i e c e w i s e  l i n e a r  f u n c t i o n .  
Of c o u r s e ,  t h e  pe r fo rmance  o f  a  g i v e n  method i s  l i k e l y  t o  depend 
o n  how t h e  a c t u a l  o b j e c t i v e  f i t s  i n t o  t h e  c h o s e n  model .  C u r i o u s l y  
enough, it h a s  been  o b s e r v e d  e x p e r i m e n t a l l y  t h a t  a  q u a d r a t i c  model 
i s  g e n e r a l l y  a  r a t h e r  good r e p r e s e n t a t i o n ,  even  o f  p i e c e w i s e  l i n -  
e a r  f u n c t i o n s .  T h i s  j u s t i f i e s  o u r  n e x t  deve lopment ,  i n  which we 
a d o p t  t h e  s t r a t e g y :  t r y  t o  u s e  a  q u a d r a t i c  model a s  l o n g  a s  it 
d o e s  n o t  d e v i a t e  t o o  much from t h e  a c t u a l  o b j e c t i v e .  
4 . 1 .  M o t i v a t i o n  
L e t  u s  d e n o t e  d  t h e  movement f rom xn - 
- xn+l  = Xp + d '  
Sup- 
p o s e  t h a t  a  symmetr ic  p o s i t i v e  d e f i n i t e  m a t r i x  An 1s g i v e n ,  s o  
t h a t  t h e  v a l u e  o f  t h e  o b j e c t i v e  f ( x n + d )  c a n  b e  approx imated  by 
t h e  q u a d r a t i c  f u n c t i o n  
( I f  t h e  o b j e c t i v e  were  a  q u a d r a t i c ,  An s h o u l d  b e  i t s  h e s s i a n ) .  
On t h e  o t h e r  hand ,  t h e  c u t t i n g - p l a n e  r e l a t i o n s  g i v e  n  lower  
bounds on t h e  p r e d i c t a b l e  v a l u e  f ( ~ ~ + ~ ) :  
T h i s  c a n  b e  a r r a n g e d  a s  
o r ,  u s i n g  t h e  d e f i n i t i o n  ( 4 )  : 
T h e r e f o r e ,  i f  we want f  (xn  + d )  t o  be  s t r i c t l y  lower  t h a n  f  ( x n )  , 
it i s  a b s o l u t e l y  n e c e s s a r y  t h a t  d  s a t i s f y  
I n  ( 6 ) ,  e a c h  t e r m  -a,+ ( g i , d )  r e p r e s e n t s  t h e  b e s t  p o s s i b l e  
d e c r e a s e  from f  ( x n )  t o  f ( x  + d )  ; t h e y  must be s t r i c t l y  n e g a t i v e .  
n  
I t  i s  t h e r e f o r e  c o n v e n i e n t  t o  l o o k  f o r  a  d  which makes a  b a l a n c e  
between d i m i n i s h i n g  t h e  a p p r o x i m a t i o n  (5) a s  much a s  p o s s i b l e ,  
w h i l e  k e e p i n g  a l l  t h e  lower  bounds ( 6 )  a s  s m a l l  a s  p o s s i b l e .  
We t h i n k  it r e a s o n a b l e  t o  t a k e  d  which s o l v e s  t h e  f o l l o w i n g  
program i n  d  and v: 
1  
min v  + (d ,A d )  
n  
-a. + ( d , g i )  5 v  , i = 1 ,  ..., n  . 
4 . 2 .  J u s t i f i c a t i o n  
T h i s  program is  c l o s e l y  r e l a t e d  t o  t h e  d i r e c t i o n - f i n d i n g  
problem of  P s h e n i c h n y i  [ l a ] ,  and t o  t h e  b o x s t e p  method [ I31  ( i n  
which one would t a k e  a  "box" o f  t h e  form (d,And)  ( t ) .  I t  c a n  
b e  p a r t l y  j u s t i f i e d  by some h e u r i s t i c  c o n s i d e r a t i o n s .  
S i n c e  a. > 0 ,  t h e  p o i n t  d =  0, v =  0 i s  f e a s i b l e  i n  ( 7 )  and 
1 - 1  t h e  optimum d n , v n  must s a t i s f y  vn + (dn,Andn) < 0. ( I f  it were  
0, xn would b e  o p t i m a l . )  S i n c e  An i s  p o s i t i v e  d e f i n i t e ,  t h i s  
i m p l i e s  v  < 0 and 
n  
A l s o ,  s i n c e  % = O ,  we have 
Thus ,  d  a t  l e a s t  makes t h e  b a l a n c e  ment ioned  above ,  i n  some 
n  
s e n s e .  A l s o ,  it seems r e a s o n a b l e  t o  suppose  t h a t  t h e  l a s t  con- 
s t r a i n t  ( d , g n )  ( v  i s  a c t i v e  i n  t h e  optimum ( o t h e r w i s e  dn would 
n o t  depend on g n ) ,  SO t h a t  ( 7 )  i s  j u s t  a  d i s g u i s e d  way t o  w r i t e  
which we d o  n o t  l i k e  b e c a u s e ,  i n  nonsmooth o p t i m i z a t i o n ,  t h e r e  
i s  no r e a s o n  t o  p a r t i c u l a r i z e  gn ( f o r  example ,  it h a s  no meaning 
i f  f  i s  a  p i e c e w i s e  l i n e a r  f u n c t i o n ,  whose kn i s  a  v e r t e x ) .  How- 
e v e r ,  i t s  i n t e r p r e t a t i o n  i s  c l e a r :  we r e q u i r e  t h a t  t h e  lower  
bounds ( 6 )  b e  n o t  t i g h t e r  t h a n  t h e  c l a s s i c a l  f i r s t - o r d e r  approx-  
i m a t i o n ,  and t h e  f reedom l e f t  f o r  d  i s  used t o  min imize  t h e  qua-  
d r a t i c  a p p r o x i m a t i o n  ( 5 ) .  
4.3.  The A l g o r i t h m  
Once dn  i s  computed by ( 7 1 ,  one  s h o u l d  make a  l i n e  s e a r c h  
p r o d u c i n g  e i t h e r  ( a )  and ( b )  , o r  ( a )  and ( b ' )  . From t h e  d i s c u s -  
s i o n  i n  S e c t i o n  4.2 ( h l ( 0 )  i s  ( g n , d n )  , which i s  v n ) ,  it is  con- 
v e n i e n t  t o  t a k e  q = v n  ( t h e  n o t a t i o n s  a r e  t h o s e  o f  S e c t i o n  3 . 1 ) .  
However, w e  d o  n o t  see e x a c t l y  how t o  c h o o s e  E .  Moreover,  con- 
v e r g e n c e  i s  h e l p e d  i f  tn i s  bounded f rom be low.  T h e r e f o r e ,  we 
w i l l  make t h e  l i n e  s e a r c h e s  a s  f o l l o w s .  
T r y  f i r s t  t = 1. I f  f  (xn + d n )  - < f  (x,) + m2vnr t h e n  (b) i s  s a t -  
i s f i e d ,  and we e x t r a p o Z a t e  t o  f i n d  tn 5 I  s a t i s f y i n g  ( a ) ,  ( b )  . 
T h i s  w i l l  be c a l l e d  a  s e r i o u s  s t e p ;  x , A  and t h e  cri w i l l  b e  up- 
n  n 
d a t e d .  F o r  u p d a t i n g  A ,  we choose  t h e  f a s h i o n a b l e  BFGS f o r m u l a  
s i n c e  ( a )  p r e s e r v e s  p o s i t i v e  d e f i n i t e n e s s  [ 3 ] .  
I f  f ( x n + d n )  > f ( x n )  +m2vn, t h e n  w e  w i l l  recompute a  new d i -  
r e c t i o n  i s s u e d  from t h e  same xn by adding  i n  ( 7 )  a  new c o n s t r a i n t  
+ 
-a + ( g+ ,d )  5 v  
+ + 
where g  = g  (x, + d,) and a i s  computed a s  i n  ( 4 )  , namely 
+ + 
a = f  (x,) - [ f  (x, + d n )  + ( g  ,xn - xn - d n )  I , 
T h i s  w i l l  be  c a l l e d  a  n u l l - s t e p .  
For  s o l v i n g  (7), it i s  conven i en t  t o  c o n s i d e r  i t s  d u a l ,  
which g i v e s  u s e f u l  i n fo rma t ion .  The Lagrange f u n c t i o n  is  
1 L  ( v , d ,  A )  = 2 (d,And) + ( d l  CXigi) - C X i c l i  + (1 - CXi)v. I t  i s  d e f i n e d  
f o r  X 2 0.  The d u a l  f u n c t i o n ,  h ( X)  = min L ( v , d , X ) ,  i s  d e f i n e d f o r  
v  1 d  
1 X i  = 1 ( o t h e r w i s e  it i s  -m)  and i s  t h e n  o b t a i n e d  f o r  
Thus,  ( 7 )  i s  s o l v e d  by t h i s  d ( X ) ,  where X maximizes t h e  d u a l  
f u n c t i o n ,  namely: 
1  - 1  
min - 2 (1 Xigi, 1 XiAn g i )  + 1 Xiai 
X i , 0  * 
To r e c o v e r  vn ,  w e  can  w r i t e  t h a t  t h e  d u a l  and p r ima i  v a l u e s  
a r e  e q u a l ,  i. e .  
which because of (9) can be written as 
Thus, vn is a convergence parameter, supposed to converge to 
zero, which, when it is small, provides an approximate optimality 
condition given by the following result: 
- 1 2 Theorem I :  I f  vn 2-E, and i f  (An Z,Z) L C ~ Z I  ,YZ, t h e n  one 
has 
Yy: f(y) , f(xn) - m I Y  -xnl - E a 
P r o o f :  From convexity and ( 4 )  
which, by convex combination, gives 
where X solves (10). 
Now vn is composed of two negative terms so that vn L-E 
implies (dn,And,) 5 E and 1 Xiai 5 E. 
Now set s = Andn = -1 Xi gi. 
The positive definiteness of A-l can be written: 
n 
so that ( C  Xigi I 2 m. 
Finally, by applying the Cauchy-Schwarz inequality to 
(1 Aigity - xn) , we obtain: 
Yy: f (y) 2 f(xn) - I y  -xn1 - E . Q.E.D. 
We can now state an algorithm extending quasi-Newton methods 
to nondifferentiable objective functions: 
Step 1 
xn; gl,...,gn; al,...,a are given; E > O  is a tolerance. 
n 
H = A - ~  is a quasi-Newton matrix (HI = the identity matrix). 
n n 
Solve (1 0) for X and obtain dn and v by (9) and (1 1 ) . n 
If v ~ F - E  STOP. 
Step 2 
Compute f (xn + dn) and gn+l = g (xn + dn) . 
If f (xn + dn) > f (x,) + mZvnr then: 
- Set xn+ - xn . 
Compute \+l = f(x n - f (xn+ dn) + (gn+l 
Increase n by 1 and go to 1. 
Step 3 
Otherwise, extrapolate to find tn 2 1 and gn+l = g (xn + tndn) 
such that 
Set x ~ + ~  =xn + tndn. 
Change ui to ui + f ( x ~ + ~ )  - f (xn) - (girXn+l - Xn) i = 1 ,. - . ,n 
and set an+l = 0. 
Update Hn, for example by the well-known Broyden-Fletcher- 
Goldfarb-Shanno formula [ 3 ] .  Save gn+l for possible subse- 
quent update of H. 
Increase n by 1 and go to 1. 
4.4. Convergence 
According to Theorem 1, there are two independent properties 
which ensure { x }to be a minimizing sequence for f. One is that 
n 
a subsequence of vn tends to zero, in order that the STOP in 
Step 1 eventually occurs. The second is that Hn remains uniform- 
ly positive definite, so that the optimality condition holds. 
T h i s  second p r o p e r t y  depends j u s t  on s t u d i e s  i n  quasi-Newton 
methods. Thanks t o  t h e  m, r e q u i r e m e n t  and t h e  f a c t  t h a t  v  < - E  
n  
and  t n l _ l ,  it seems t h a t  it should  h o l d  ( c f .  [ 1 6 ] ) .  T h e r e f o r e  
we w i l l  s t u d y  h e r e  t h e  f i r s t  p r o p e r t y  o n l y .  
Theorem 2 :  T h e r e  c a n n o t  be  a n  i n f i n i t e  number o f  s e r i o u s  
s t e p s  u n l e s s  f  (x '  ) + -=. 
n  
P r o o f  ( s t r a i g h t f o r w a r d ) :  Between two c o n s e c u t i v e  s e r i o u s  
s t e p s ,  s a y  n  and  p ,  we have 
I f  v  < - E  f o r  a l l  s e r i o u s  s t e p s ,  f ( x  ) goes  t o  -m.  Q . E . D .  
P-1 I? 
Theorem 3 :  T h e r e  c a n n o t  b e  a n  i n f i n i t e  number o f  n u l l -  
s t e p s ,  u n l e s s  g  i s  unbounded.  
n  
P r o o f :  We f o l l o w  [ l o ,  Theorem 2.31, by p r o v i n g  f i r s t  t h a t  
dn and vn  a r e  bounded, and t h e n  t h a t  t h e r e  i s  a  subsequence o f  
vn which t e n d s  t o  z e r o .  
I t  i s  v e r y  i m p o r t a n t  t o  n o t e  t h a t ,  when a  s e r i e s  o f  n u l l -  
s t e p s  i s  b u i l t  up,  Hn and  e v e r y  a a r e  f i x e d .  i 
1  I t  is  c l e a r  t h a t ,  i f  I d n (  ++-, t h e n  (dn,Andn) + +- l i k e  
1 dn  1 , whereas  v  c a n n o t  go t o  -- f a s t e r  t h a n  1 dn 1 . T h e r e f o r e  n  
t h e  o p t i m a l  v a l u e  i n  ( 7 )  c a n n o t  remain  n e g a t i v e .  
Hence, d n  i s  bounded, and vn i s  bounded from below. 
Now t a k e  a  subsequence  s u c h  t h a t  dn + d and vn + ;. I t  i s  
c l e a r  t h a t  ; ( - E .  L e t  n  and p ,  p > n  be two c o n s e c u t i v e  i n d i c e s  
o f  t h i s  subsequence .  From t h e  f e a s i b i l i t y  o f  d  and  v  we have 
P  P' 
t h a t  
Now when e x e c u t i n g  S t e p  2,  we have 
which,  t o g e t h e r  w i t h  t h e  d e f i n i t i o n  o f  an+l  = f  (x,) - f (xn + d n )  
+ (gn+l  , d n )  , i m p l i e s  
Adding ( 1 2 )  and ( 1 3 )  y i e l d s  
P a s s  t o  t h e  l i m i t :  i f  gn+l  i s  bounded, t h e  l e f t - h a n d  s i d e  t e n d s  
t o  z e r o ,  and 
S i n c e  m2 1 ,  v - > 0  which c o n t r a d i c t s  v 5-E. O.E.D. 
I t  is  worth ment ion ing  t h a t  t h e s e  two p r o o f s  a r e  indepen-  
d e n t  o f  t h e  chosen  fo rmula  f o r  u p d a t i n g  Hn.  I n  o t h e r  words ,  t h e  
a l g o r i t h m s  t e r m i n a t e  a t  some p o i n t  p r o v i d e d  t h a t  e a c h  Hn i s  p o s i -  
t i v e  d e f i n i t e .  ~t is  o n l y  f o r  g e t t i n g  o p t i m a l i t y  c o n d i t i o n  a t  
t h i s  p o i n t  t h a t  t h e  un i fo rm p o s i t i v e  d e f i n i t e n e s s  o f  Hn i s  re- 
q u i r e d .  
4 . 5 .  V a r i a n t s  
I n  t h e  d u a l  form (10)  o f  t h e  d i r e c t i o n  f i n d i n g  problem,  t h e  
l i n e a r  t e r m  C hiai can  b e  c o n s i d e r e d  a s  t h e  d u a l i z a t i o n  o f  a  con- 
s t r a i n t  o f  t h e  form C 1 . a .  < E ,  f o r  some E .  T h i s  means t h a t  t h e r e  
1 1 -  
e x i s t s  € 2 0  such  t h a t  ( 1 0 )  i s  e q u i v a l e n t  t o  
which a p p e a r s  t o  be s t r o n g l y  r e l a t e d  t o  t h e  bundle  methods o f  
S e c t i o n  3.3 .  We c a n  a c t u a l l y  show t h a t  o u r  p r e s e n t  method i s  a  
form o f  b o x s t e p  method, i n  which t h e  box i s  chosen  a c c o r d i n g  t o  
t h e  norm induced  by An ( i n s t e a d  of  t h e  E u c l i d e a n  norm, a s  i n  3 .3 ,  
o r  a  l i n e a r  norm a s  i n  [ 1 3 ] ) .  I n  such  a  method, t h e  d i r e c t i o n  d  
i s  t h e  s o l u t i o n  o f  
I min v  
and p r o c e e d i n g  a s  i n  [ 1 2 ] ,  we c a n  show t h a t  t h i s  g i v e s  t h e  s o l u -  
t i o n  o f  (7), p r o v i d e d  t h a t  t i s  s u i t a b l y  chosen .  T h i s  o b s e r v a -  
t i o n  s u g g e s t s  t h a t  t h e  r o l e  o f  An i s  r e l a t i v e l y  minor and it 
might  s u f f i c e  t o  c o n s i d e r  f o r  example a  d i a g o n a l  m a t r i x .  I t  
would b e  v e r y  wor thwhi le  s i n c e  t h e  p r e s e n t  form w i t h  a  f u l l  ma- 
t r i x  r e q u i r e s  a  l a r g e  amount o f  d a t a .  
Another  m o d i f i c a t i o n  c o n c e r n s  t h e  l i n e  s e a r c h :  t h e  r e a s o n  
why w e  have g i v e n  up a  comple te  l i n e  s e a r c h  i s  t h a t ,  i n  c a s e  o f  a  
s e r i o u s  s t e p ,  tn must b e  bounded from below ( c f .  t h e  p r o o f  o f  
Theorem 2)  a n d ,  i n  c a s e  of  a  n u l l - s t e p ,  tn = 1  s u f f i c e s  t o  p r o v i d e  
which is  t h e  key argument  f o r  p r o v i n g  Theorem 3. 
However, r e q u i r i n g  t > 1  f o r  a  s e r i o u s  s t e p  migh t  b e  t o o  
n  - 
s e v e r e .  P a r t i c u l a r l y  a t  t h e  b e g i n n i n g  o f  t h e  a l g o r i t h m ,  when 
Hn i s  n o t  y e t  p r o p e r l y  upda ted ,  o n e  migh t  have  t o  make many n u l l -  
s t e p s ,  which do n o t  d i m i n i s h  t h e  o b j e c t i v e ,  and do  n o t  u p d a t e  Hn.  
T h e r e f o r e ,  it might  be w i s e  t o  a l l o w  f o r  s m a l l e r  v a l u e s  f o r  t 
n  
( f o r  example t > 0.1)  by modi fy ing  S t e p  2  o f  t h e  a l g o r i t h m :  when 
n  - 
f  (xn + d n )  > f  (x,) + m2vn, we t es t  f  (xn  + 0.1 dn)  > f  (x,) + 0.1 m2vn. 
I f  it is  t r u e ,  w e  compute an+l  = f  ( X  ) - f  (xn + 0.1 d n )  + 0.1 n  
( g ( x n  + 0.1 d n )  , d n )  and go t o  S t e p  1. I f  it i s  f a l s e ,  w e  d e t e r -  
mine a  s e r i o u s  s t e p  t € [ 0 . 1 , 1 ] .  
n  
The proof  o f  Theorem 2  s t i l l  h o l d s ,  and w e  now show t h a t  
t h e  p r o o f  o f  Theorem 3 a l s o  h o l d s .  
T h e o r e m  4 :  L e t  t €1 0 ,  I ]  . S u p p o s e  f  (xn + td,) > f  ( X  ) + tm2vn, 
n  
and d e n o t e  g  = g  ( x  + td,) , f  = f  (x, + td,) .  S e t  a  = f  (x,) - f  + t ( g , d n ) .  n  
T h e n  




