This article gives a brief overview of FSR sequences, both linear and non-linear.
I. Introduction
Binary random sequences are useful in many areas of engineering and science.
Well known applications are digital ranging and navigation systems because of the sharp peak in their autocorrelation functions [1] , spread spectrum modulation and synchronization using some of their correlation properties [2] , [3] , [4] , [5] , [6] , and streamciphers in which the message bits are exclusive-ORed with key streams which must be as random as possible [7] , [8] . Several randomness tests for binary sequences have been proposed in practice [8] , but no universal consensus has been made yet with regard to the true randomness of binary sequences [9] .
Random binary sequences can be obtained in theory by flipping an unbiased coin successively, but this is hardly possible in most practical situations. In addition, not only the random sequence itself must be produced at some time or location but also its exact replica at remote (in physical distance or time) locations must also be produced in spread spectrum modems. This forces us to consider the sequences which look random but can be easily reproduced with a set of simple rules or keys. We call these pseudorandom or pseudonoise (PN) sequences. It has been known and used for many years that feedback shift registers (FSR) are most useful in designing and generating such PN sequences. This is due to their simplicity of defining rules and their capability of generating sequences with much longer period [10] . Approaches using FSR sequences solve the following two basic problems in most applications: cryptographic secrecy and ease of generating the same copy over and over.
One of the basic assumptions in conventional cryptography is that the secrecy of a system does not depend on the secrecy of how it functions rather it depends on the secrecy of the key which is usually kept secret [11] . Feedback shift registers are most suitable in this situation because we do not have to keep all the terms of the sequences secret. Even though its connection is revealed and all the functionality of the system is known to the public, any unintended observer will have an hard time of locating the exact phase of the sequence in order to break the system provided that the initial condition is kept secret. The current CDMA modem (which is used in the successful second and third generation mobile telephone systems) depends heavily on this property for its privacy [12] .
One of the difficulties of employing spread spectrum communication systems a few decades ago was on the effort of reproducing at the receiver the exact replica of PN sequences that were used at the transmitter [2] . Store-and-replay memory wheels to be distributed initially were once proposed, and using a secret and safe third channel to send the sequence to the receiver was also proposed. The theory and practice of FSR sequences have now been well-developed so that by simply agreeing upon the initial condition and/or connection method (which requires much smaller memory space or computing time) both ends of communicators can easily share the exact same copy.
In Section II, the very basics of feedback shift registers (FSR) and their operations are described, following the style of [10] . We will concentrate only on some basic terminologies, state transition diagrams, truth tables, cycle decompositions, and the like. In fact, the detailed proofs of claims and most of discussions and a lot more can be found in [10] . Section III covers mostly the linear FSRs.
The linear FSR sequences have been studied in various mathematics literature under the name of linear recurring sequences. Lidl and Niederreiter gave a comprehensive treatment on this subject in [13] . Some other well-known textbooks on the theory of finite fields and linear recurring sequences are [14] , [15] , [16] , [17] , [18] . In this article, we will discuss the condition for their output sequences to have maximum possible period. The maximum period sequences which are known as m-sequences, are described in detail, including randomness properties.
Two properties of m-sequences deserve special attention: m-sequences of period P have the two-level ideal autocorrelation which is the best over all the balanced binary sequences of the same period, and they have the linear complexity of log 2 (P ) which is the worst (or the smallest) over the same set. Some related topics on these properties will also be discussed. To give some further details of the ideal two-level autocorrelation property, we describe a larger family of balanced binary sequences which come from, so called, cyclic Hadamard difference sets. An m-sequence can be regarded as the characteristic sequence of a cyclic Hadamard difference set of Singer type. To give some better understanding of the linear complexity property, we describe the Berlekamp-Massey algorithm (BMA) that determines the shortest possible linear FSR that generates a given sequence.
In Section IV, we describe some special cases of FSRs (including non-linear FSRs) with disjoint cycles in their state diagrams. Branchless condition and balanced logic condition will be discussed. De Bruijn sequences will briefly be described. Finally, 4-stage FSRs are analyzed in detail for a complete example.
Section V gives some concluding remarks. We will restrict our treatment to only the sequences over a binary alphabet {0, 1} in this article.
II. Feedback Shift Register Sequences, Truth Tables, and State

Diagrams
The operation of an FSR can best be described by its state transition diagram.
Its output at one time instant depends only on the previous state. 
to be fed back to the rightmost stage. The leftmost stage gives an output sequence in which the first L terms are in fact given as an initial condition.
A state of this FSR at one instant k can be defined simply as the vector
, and this will be changed into (
at the next instant. An FSR is called linear if the connection logic is a linear
, that is, if it is of the form
for some fixed constants c 1 , c 2 , . . . , c L . Otherwise, it is called non-linear. Here, the values of x i are either 0 or 1, and hence the sequence is said to be over a binary alphabet, which is usually denoted as F 2 , and c i ∈ F 2 for all i. The operation ⊕ can easily be implemented as exclusive-OR and c i x k−i as AND operation both using digital logic gates. In the remaining discussion, we will simply use addition and multiplication (mod 2), respectively, for these operations. Over this binary alphabet, therefore, one can add and multiply two elements, and the subtraction is the same as addition. There is only one non-zero element (which is 1) and the division by 1 is the same as the multiplication by 1.
Another method of describing an FSR is to use its truth branches and some absorbing states. Therefore, the FSR in Fig. 2 will output eventually the all-zero sequence, while that in Fig. 3 will output a sequence of period 7 unless its initial condition is 000.
In order to investigate this situation more closely, observe that any state has a unique successor, but up to 2 predecessors. From this, we observe that a branch occurs at a state which has two predecessors, and this happens in a state dia- For these two states to be distinct, the rightmost component must be different.
That is,
Then, the above relation can be written as 
III. Linear Feedback Shift Registers and M-sequences
A. Basics
The output sequence {s(k)|k = 0, 1, 2, . . .} of a linear feedback shift register (LFSR) with L stages as shown in Fig. 4 satisfies a linear recursion of degree L.
or equivalently,
The recursion is called homogeneous linear if b = 0 and inhomogeneous linear if b = 0. We will assume that b = 0 in this section and mainly consider the homogeneous linear recursion.
The characteristic polynomial of the homogeneous linear recursion in (4) or (5) is defined as
It contains all the connection coefficients, and this will completely determine the operation of the LFSR provided that the initial condition is specified. Note that c L = 0 in order for this LFSR to be genuinely with L stages. Otherwise, the recursion becomes of degree less than L, and the LFSR with less than L stages can also be used to implement the recursion.
Note that it is also the characteristic polynomial of the sequence satisfying this recursion. A given sequence may satisfy many other recursions which are different from each other. The minimal polynomial of a given sequence is defined as the characteristic polynomial of the minimum degree recursion satisfied by the sequence. We will return to this and more later when we discuss the linear complexity of sequences.
In the state diagram of any LFSR, every state will have a unique successor and a unique predecessor, as stated at the end of the previous section. This forces the diagram to be (possibly several) disjoint cycles of states. In Fig. 3 , the state diagram has two disjoint cycles, one with length 7, and the other with length 1.
From this, we can easily see that the output sequence of an LFSR is periodic, and the period is the length of the cycle that the initial state (or the initial condition) belongs to. We can conclude, therefore, that the output sequence of a LFSR is periodic with some period P that depends on both the initial condition and the characteristic polynomial.
One special initial condition is the all-zero state, and this state will always form different phases of this m-sequence depending on the 7 initial conditions. Note also that the history of any stage is the same m-sequence in different phase.
The operation of an LFSR is largely determined by its characteristic polynomial. It is a polynomial of degree L over the binary alphabet F 2 . How it factors over F 2 is closely related to the properties of the output sequence. In order to discuss the relation between the characteristic polynomials and the corresponding output sequences, we define some relations between sequences of the same period.
Let {s(k)} and {t(k)} be arbitrary binary sequences of period P . Then we have the following three important relations between these two sequences. (1) One is said to be a cyclic shift of the other if there is a constant integer τ such 
The elementary theory of finite fields (or, Galois fields) discusses much more about these primitive polynomials, which we will not discuss in detail here. Instead, we refer the reader to some references for further exploration in theory [13] , [14] , [15] , [16] , [17] , [18] . See [19] for the list of primitive polynomials of degree up to a few hundreds, which will be mostly enough for any practical application.
Some primitive polynomials are shown in Table I Details on the property of PCR and some other properties of FSRs will be given at the end of Section IV.
B. Properties of m-sequences
Now, we will describe some basic properties of m-sequences of period 2 L − 1, mostly without proofs. The first three properties, namely, balance, rundistribution, and ideal autocorrelation are commonly known as Golomb's postulates on random sequences [10] . Most of the following properties can be easily checked for the examples shown in Fig. 3 and in Fig. 5 .
B.1 Balance Property
In one period of an m-sequence, the number of 1's and that of 0' are nearly the same. Since the period is an odd integer, they cannot be exactly the same, but differ only by one. This is called the balance property. When a matrix of Table II . The span property of m-sequences implies this run distribution property.
B.3 Ideal Autocorrelation Property
A periodic unnormalized autocorrelation function R(τ ) of a binary sequence {s(k)} of period P is defined as
where k − τ is computed mod P . When binary phase-shift-keying is used to digitally modulate incoming bits, we are considering the incoming bits whose values are taken from the complex values {+1, −1}. The change in alphabet between s i ∈ {0, 1} and t i ∈ {+1, −1} is commonly performed by the relation 
The ideal two-level autocorrelation property of an m-sequence enables one to construct a Hadamard matrix of order 2 L of, so called, cyclic type. A Hadamard matrix of order n is an n × n matrix with entries only of ±1 such that any two distinct rows are orthogonal to each other [20] . When the symbols of an msequence are mapped onto {±1} and all the cyclic shifts are arranged in a square matrix of order (2 L − 1), the relation in (7) implies that the dot product of any two distinct rows is exactly −1 over the complex numbers. Therefore, adjoining a leftmost column of all +1's and a top row of all +1's will give a cyclic Hadamard matrix of order 2 L .
Cyclic type Hadamard matrices can be constructed from a balanced binary sequence of period P ≡ 3 (mod 4) that has the ideal two-level autocorrelation function. M-sequences is one such class of sequences. Some other well-known balanced binary sequences with period P ≡ 3 (mod 4) will be described later. property refers to the fact that there exists exactly one among all these such that it is fixed with 2-decimation. An m-sequence in this phase is said to be in the characteristic phase. Therefore, for the m-sequence {s(k)} in the characteristic phase, the following relation is satisfied:
The relation in ( That is, for any given constants τ 1 ≡ τ 2 (mod 2 L − 1), there exists yet another constant τ 3 such that
This is the cycle-and-add property of m-sequences. On the other hand, if a balanced binary sequence of period P satisfies the cycle-and-add property, then P must be of the form 2 L − 1 for some integer L and the sequence must be an m-sequence.
Golomb has conjectured that the span property and the ideal two-level autocorrelation property of a balanced binary sequence implies its cycle-and-add property [22] . This has been confirmed for L up to 10 by many others, but still awaits a complete solution. , for all x ∈ F 2 n . See [13] , [14] , [15] , [16] , [17] , [18] for the detailed properties of the trace function.
Let q = 2 L and α be a primitive element of F q . Then, an m-sequence {s(k)} of period 2 L − 1 can be represented as
where λ = 0 is a fixed constant in F q . We just give a remark that λ corresponds to the initial condition and the choice of α corresponds to the choice of a primitive polynomial as a connection polynomial when this sequence is generated using an LFSR. Any such representation, on the other hand, gives an m-sequence [17] .
When λ = 1, the sequence is in the characteristic phase, and the constant-onthe-coset property can easily be checked since s(2k) = tr
for all k.
B.9 Crosscorrelation Properties of M-sequences
No pair of m-sequences of the same period have the ideal crosscorrelation. The best one can achieve is a three-level crosscorrelation, and the pair of m-sequences with this property is called a preferred pair. Since all m-sequences of a given period are some decimations or cyclic shifts of each other, and they can all be represented as a single trace function from F 2 L to F 2 , the crosscorrelation of a pair of m-sequences can be described as
where d represents that the second m-sequence is a d-decimation of the first, and τ represents the amount of phase offset with each other.
Lots of values of d have been identified that result in a preferred pair of m-
sequences, but it is still unknown whether we have found them all. The most famous one that gives a Gold sequence family comes from the value d = 2 i + 1
is odd. Some good references on this topic are [36] , [37] , [38] , and also Chapter 5 of [2] .
B.10 Linear Complexity
Given a binary periodic sequence {s(k)} of period P , one can always construct an LFSR that outputs {s(k)} with a suitable initial condition. One trivial solution is the pure cycling register as shown in Fig. 8 . It has P stages, the whole period is given as its initial condition, and the characteristic polynomial (or the connection) is given by f (x) = x P + 1 corresponding to s(k) = s(k − P ). The best one can do is to find the LFSR with the smallest number of stages, and the linear complexity of a sequence is defined as this number. Equivalently, it is the degree of the minimal polynomial of the given sequence, which is defined as the minimum degree characteristic polynomial of the sequence.
The linear complexity of a PN sequence, in general, measures cryptographically how strong it is. It is well-known that the same copy (whole period) of a binary sequence can be generated whenever 2N consecutive terms or more are observed 
It is not difficult to check that ( The BMA updates the degree L n (S) and the characteristic polynomial f (n) (x)
constructed, where the LFSR with connection f (n) (x) of degree L n (S) generates
The next discrepancy, d n , is the difference between s(n) and the (n + 1)-st bit generated by so far the minimal-length LFSR with L n (S) stages, and given as
Let m be the sequence length before the last length change in the minimallength register, i.e.,
The LFSR with the characteristic polynomial f 
. , s(n).
The connection polynomial and the length of the new LFSR are updated by the following:
The complete BM algorithm for implementations is as follows.
(a) Initialization: 
, r = r + 1 and go to (f).
(e) If d = 0 and 2L ≤ n, then
(f) Increase n by 1 and return to (b).
When n = N and the algorithm is stopped in step (b), then the quantities produced by the algorithm bear the following relations.
An example of BM algorithm applied to a binary sequence of length 7 is shown in Table III .
D. Balanced Binary Sequences with the Ideal Two-Level Autocorrelation
In addition to m-sequences, there are some other well-known balanced binary sequences with the ideal two-level autocorrelation function. For period P = 4n−1 for some positive integer n, all these are equivalent to (4n − 1, 2n − 1, n− 1)-cyclic difference sets [24] .
In general, a (v, k, λ)-cyclic difference set (CDS) is a k-subset D of the integers mod v, Z v , such that for each non-zero z ∈ Z v there are exactly λ ordered pairs [24] , [25] , [26] , [27] , [28] . For other values of t, the value 1 is assigned to s(t). This completely characterizes binary sequences of period v with two-level autocorrelation function, and it is not difficult to check that the periodic unnormalized autocorrelation function is given as [29] 
The out-of-phase value should be kept as low as possible in practice, and this could happen when v = 4(k − λ) − 1, resulting in the out-of-phase value to be independent of the period v. The CDS with this parameter is called a cyclic
Hadamard difference set, and this has been investigated by many researchers [24] , [25] , [26] , [27] , [28] .
In the following, we will simply summarize all the known constructions for (4n − 1, 2n − 1, n − 1) cyclic Hadamard difference sets, or equivalently, balanced binary sequences of period v = 4n − 1 with the two-level ideal autocorrelation function, which are also known as Hadamard sequences [30] .
There are three types of periods currently known: (a) v = 4n−1 is a prime, (b) 
Currently, this is a most active area of research, and at least seven families are known. All the sequences of this case can best be described as a sum of some decimations of an m-sequence, or a sum of trace functions from F 2 L to F 2 . M-sequences for all the positive integers L and GMW sequences for all the composite integers L [32] , [33] have been known for many years. One important construction of a larger period from a given one is described in [34] . Recent discoveries are summarized in [35] , most of which have now been proved by many others.
IV. Some Properties of FSR with Disjoint Cycles
We now return to the basic block diagram of an L-stage FSR as shown in Unless otherwise stated, the feedback connection
of all FSRs in this section satisfy the branchless condition given in (3).
The simplest FSR with L stages is the pure cycling register (PCR), as shown in 
where x represents the complement of x. A de Bruijn sequence can best be described using Good's diagram. It is shown in Fig. 9 for L = 2 and L = 3.
Note that any node in a Good's diagram has two incoming edges as well as two 
All these satisfy the branchless condition, and the output sequences from CCR and CSR for L = 4 are listed in Table IV . Table VI. This table   also Table V .
V. Concluding Remarks
There is, in fact, a large amount of literature on FSRs, on FSR sequences, and their variations, generalizations, and applications.
Analysis of LFSR and LFSR sequences can also be done using at least two other standard methods than described in this article: the generating function approach and the matrix representation approach. See [10] , [13] for the details.
There are generalizations of LFSR over a non-binary alphabet. For this, at least two operations, addition and multiplication, must be well-defined over the alphabet. The well known example of such an alphabet is a finite field with q elements. A finite commutative ring sometimes serves as an appropriate alphabet over which an LFSR is operating. Integers mod 4 is the best known in this regard due to the application of the output sequences into QPSK modulation. See [13] , [38] for the details.
There are other directions to which FSR may be generalized. All these topics are currently under active research, and one should look at journal transactions for the most recent results and applications. 
