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Resumen
Este proyecto final de carrera considera los sistemas linear parameter varying, LPV
como herramienta de modelado de un helico´ptero a dos grados de libertad, el Twin
Rotor MIMO System, TRMS. El sistema LPV es representado en espacio de estados
como un familia de modelos linealizados en distintos puntos de funcionamiento.
Una vez obtenido el modelo LPV, e´ste es utilizado para la sı´ntesis de un observador
de estado y el disen˜o de un controlador por realimentacio´n de estado del TRMS.
En el disen˜o del observador y del controlador se ha hecho uso de las desigualda-
des lineales matriciales, LMI. El formalismo de las LMI permite el uso de me´todos
nume´ricos para la asignacio´n de polos que se usan en la sı´ntesis de leyes de con-
trol.
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Overview
This final project considers the systems linear varying parameter, LPV as a model-
ing tool for an helicopter with two degrees of freedom, the Twin Rotor MIMO System,
TRMS. The LPV system is represented in state space as a family of linearized mod-
els at different operating points.
Once we have the LPV model, it is used for the synthesis of a state observer and
design a state feedback controller of the TRMS. In the design of the observer and
the controller has made use of linear matrix inequalities, LMI. The LMI formalism
allows the use of numerical methods for the synthesis of observer and controller.
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INTRODUCCIO´N
El helico´ptero es una aeronave que en la actualidad tiene un uso importante en
nuestra sociedad. Dentro de las posibilidades que ofrece nos encontramos con el
transporte de personas, el uso medicalizado, la extincio´n de incendios, control del
tra´fico, etce´tera.
La irrupcio´n del helico´ptero tal y como lo conocemos hoy en dı´a data de mediados
del siglo XX , no obstante la idea del vuelo vertical se remontan a la antigua China
en el 400 A.C. con un pequen˜o juguete que consistı´a en plumas en el extremo de
un palo que se hacia girar ra´pidamente entre las manos para generar sustentacio´n y
luego se dejaba volar libremente, aunque esto no es ma´s que un juguete es tal vez la
primera muestra tangible de lo que hoy entendemos por un helico´ptero. Es evidente
que para poder alcanzar el estado actual del helico´ptero han pasado ma´s de dos
milenios y numerosos avances en el conocimiento fueron necesarios. La invencio´n
del motor de combustio´n interna de principios del siglo pasado y la compresio´n de
los feno´menos aerodina´micos fueron fundamentales para llevar a cabo con e´xito el
primer vuelo en helico´ptero controlado.
Llegados a este punto los avances han ido en la direccio´n de las ayudas al pilota-
je y al confort de los pasajeros. Es aquı´ donde los sistemas de control toman un
papel protagonista. El control de un helico´ptero es un problema de ingenierı´a reta-
dor ya que es un sistema con unas no linealidades grandes con acoplamiento en el
movimiento de los distintos ejes.
En este proyecto final de carrera se estudia el problema de control de un helico´ptero
a dos grados de libertad, a partir de un modelo de laboratorio simplificado, el twin
rotor mimo system, TRMS, desarrollado por Feedback Instruments Ltd. El TRMS
guarda gran similitud con el comportamiento de un helico´ptero, sigue siendo un
sistema altamente no lineal con acoplamiento de movimiento entre sus ejes, aunque
presenta simplificaciones importantes en el control frente a un helico´ptero:
• El TRMS es un sistema de dos grados de libertad mientras que un helico´ptero
tiene seis.
• El control del sistema se hace por la variacio´n de la velocidad de rotacio´n de
los rotores, mientras que en el helico´ptero se ejerce por el cambio de paso del
a´ngulo de ataque de las palas de los rotores y por el movmiento longitudinal
y lateral de la cabeza del rotor principal.
• En el TRMS no hay movimiento de batimiento ni de arrastre.
Adema´s de los problemas de modelado que pueda presentar la dina´mica del TRMS,
encontramos problemas caracterı´sticos de la teorı´a de control en espacio de esta-
dos como la inaccesibilidad a medidas de algunos de los estados y salidas del
sistema.
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0.1. Objetivo del proyecto
El objetivo principal del proyecto es disen˜ar un sistema de control para el TRMS a
partir de un modelo LPV. Para ello se han marcado las siguientes metas:
• Elaborar un modelo no lineal del sistema.
• Validar el modelo obtenido con datos experimentales y/o nume´ricos.
• Elaborar un modelo lineal del sistema mediante modelos linear parameter var-
ying, LPV.
• Validar el modelo lineal obtenido frente al modelo no lineal.
• Disen˜ar un observador de estado para estimar todas las variables de estado
y salidas no accesibles.
• Disen˜ar el sistema de control.
0.2. Justificacio´n
Un helico´ptero es una aeronave compleja que requiere mucho trabajo por parte del
piloto, es por eso que el estudio de sistemas de control que ayuden a facilitar el
pilotaje es una buena idea. Por otra parte y fuera del uso convencional de los he-
lico´pteros donde el piloto interactu´a con la ma´quina esta´n los aviones no tripulados,
UAV, donde la falta de piloto hace totalmente imprescindible la figura del sistema de
control, es por esto que todo estudio en la vı´a de los sistemas de control esta´ total-
mente justificado.
En los u´ltimos an˜os el uso de las te´cnicas LPV en el disen˜o de sistemas de con-
trol esta´n tomando una papel importante y han sido muchos los casos donde han
tenido e´xito. En la bibligrafı´a se pueden encontrar ejemplos de disen˜o de sistemas
de control mediante te´cnicas LPV en aviones de combate, misiles tierra-aire, bra-
zos meca´nicos, etce´tera. Adema´s los modelos LPV son una buena aproximacio´n al
modelo no lineal ya que al trabajar en varios puntos de operacio´n no se pierde tan-
ta informacio´n del sistema como cuando se trabaja con modelos lineales, por otra
parte tiene la ventaja de poder aplicar las te´cnicas de control lineal sobre el modelo
LPV. Es por eso que el uso de esta te´cnica para el control del TRMS es una buena
idea.
Desde un punto de vista social toda innovacio´n o mejora en las sistemas de control
repercute en beneficios para e´sta, ya que mediante e´stos se mejoran facetas del
dı´a a dı´a, que permiten que nuestros esfuerzos se centren en tareas no rutinarias o
bien aportan comodidades de las que no podı´amos disfrutar anteriormente.
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0.3. Contenido de los capı´tulos
El proyecto se ha dividido en cinco capı´tulos de acuerdo a los objetivos marcados:
• Capı´tulo 1. Descripcio´n general del TRMS donde se incluyen sus caracterı´sti-
cas de funcionamiento desde el punto de vista del control. Se realiza el mo-
delo no lineal del sistema y por u´ltimo se valida el modelo obtenido a partir de
datos de referencia.
• Capı´tulo 2. Introduccio´n a los sistemas LPV y a las distintas te´cnicas existen-
tes para la obtencio´n de los mismos. Obtencio´n de modelo LPV del TRMS
mediante una de las te´cnicas descritas anteriormente.
• Capı´tulo 3. Introduccio´n al concepto de observador de estado, uso de las de-
sigualdades lineales matriciales, LMI en el disen˜o de observadores de estado.
Disen˜o y presentacio´n de los resultados obtenidos por el observador de esta-
do del TRMS.
• Capı´tulo 4. Introduccio´n al disen˜o de controladores mediante realimentacio´n
de estados, uso de las LMI para el disen˜o de controladores. Disen˜o y presen-
tacio´n de los resultados obtenidos por el controlador para el TRMS.
• Capı´tulo 5. Conclusiones del proyecto.
3
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CAPI´TULO 1. TWIN ROTOR MIMO SYSTEM,
TRMS
En este capı´tulo vamos a introducir al lector en el sistema estudiado, se realizara´ una
descripcio´n detallada del mismo y de su funcionamiento. Adema´s se realizara´ un
modelo matema´tico del mismo. Este modelo lo obtendremos de la subdivisio´n del
sistema en modelos reducidos de los cuales conocemos su comportamiento. Esta
subdivisio´n nos permitira´ reducir la complejidad del modelado del sistema.
1.1. Descripcio´n del sistema
El Twin Rotor Mimo System, TRMS, es un sistema de laboratorio desarrollado por
Feedback Instruments Ltd. En ciertos aspectos podemos decir que su comporta-
miento es similar al de un helico´ptero. Por ejemplo un acople grande entre el movi-
miento vertical (rotor principal) y el movimiento horizontal (rotor de cola). A pesar de
estas similitudes tambie´n hay diferencias destacables. En la siguiente tabla se listan
las principales diferencias.
TRMS Helico´ptero
Punto de pivote Entre los dos rotores Cabeza del rotor principal
Generacio´n de la Velocidad de rotacio´n Variacio´n AoA de
sustentacio´n del rotor principal las palas
Guin˜ada controlada Velocidad de rotacio´n Variacio´n AoA de
por del rotor de cola las palas
Control cı´clico No Si
Tabla 1.1: Principales diferencias entre un TRMS y un helico´ptero
El sistema, representado en la figura 1.1, esta´ compuesto por una viga pivotada en
su base de manera que e´sta puede rotor libremente en el plano vertical y horizon-
tal. Estos movimientos se consiguen por las fuerzas aerodina´micas generadas por
ambos rotores ubicados cada uno en los de los extremos de la viga, la disposicio´n
de los mismos es a 90 grados el uno respecto del otro. El sistema esta´ equipa-
do con un contrapeso pendular unido a la viga principal el cual permite controlar
el momento angular en estado estacionario o con carga. Adema´s la viga principal
esta´ bloqueada de tal manera que el movimiento de balanceo esta´ impedido.
Como hemos dicho anterioriormente el TRMS esta´ equipado con dos rotores. El
rotor principal se encarga de generar el empuje vertical el cual permite el movimiento
5
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Figura 1.1: TRMS
de cabeceo (pitch en ingle´s), rotacio´n en el plano vertical alrededor del eje Y. Y el
rotor de cola que genera el empuje horizontal dotando al sistema del movimiento de
guin˜ada (yaw en ingle´s), rotacio´n en el plano horizontal respecto al eje Z.
Las variables que nos permiten describir el estado de la viga son: los a´ngulos de
guin˜ada (ψ) y cabeceo (θ) medidos por sensores de posicio´n ubicados en el punto
sobre el que pivota la viga principal y el momento angular horizontal (Hh) y vertical
(Hv). Adema´s hemos de tener en cuenta cuatro variables ma´s, las velocidades an-
gulares de los rotores (ωm y ωt ), medidas por tacogeneradores acoplados con los
motores de corriente continua que accionan los rotores, y las intensidades de e´stos
(im y it ).
En un helico´ptero convencional, las fuerzas aerodina´micas esta´n controladas por
el cambio del a´ngulo de ataque de las palas, mediante el uso del colectivo para
el rotor principal y mediante el uso de los pedales para el rotor de cola. El TRMS
esta´ construido de tal manera que el a´ngulo de ataque de las palas es fijo. Ası´ pues
las fuerzas aerodina´micas son controladas por la variacio´n de la velocidad de los
rotores. De manera que las entradas de control sera´n los voltajes suministrados a
ambos rotores (Um y Ut ). Un cambio en el voltaje suministrado a los motores resulta
en un cambio de la velocidad de rotacio´n del rotor, y esto repercute en un cambio
en la fuerza aerodina´mica, lo que a su vez repercute en un cambio de posicio´n del
sistema.
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1.2. Obtencio´n del modelo no lineal
La estrategia para obtener el modelo no lineal sera´ la de considerar los distintos
subsistemas que integran el TRMS por separado, de manera que podamos abordar
el modelado de una forma ma´s sencilla. Realizando un pequen˜o ana´lisis del TRMS
podemos identificar tres grandes grupos: el modelado de los motores, el modelado
de la traccio´n generada porcada uno de los rotores y por u´ltimo el modelado del
conjunto meca´nico viga-rotores.
1.2.1. Motores CC
El modelo no lineal de los motores surge de la accio´n combinada de las caracterı´sti-
cas meca´nicas y ele´ctricas de e´stos. Los motores que accionan cada uno de los
rotores son ide´nticos en funcionamiento, solo se diferencian por las cargas meca´ni-
cas. Hecho por el cual solo se van a desarrollar las ecuaciones gobernantes para
uno de ellos.
Desde el punto de vista ele´ctrico podemos idealizar el motor mediante una resistan-
cia, una inductancia y la fuerza electromotriz generada. Este sistema idealizado se
muestra en la figura 1.2.
Figura 1.2: Circuito equivalente de un motor CC
Aplicando la ley de tensiones de Kirchhoff al circuito equivalente obtenemos la si-
guiente ecuacio´n diferencial para el comportamiento ele´ctrico de los motores hori-
zontal y vertical.
dit
dt
=
Ut− kaωt−Rit
L
(1.1)
dim
dt
=
Um− kaωm−Rim
L
(1.2)
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La parte meca´nica de los motores consiste en un eje conectado directamente al
rotor.
Figura 1.3: Comportamiento meca´nico de los motores
En la figura 1.3 vemos los distintos momentos aplicados al eje, donde τJ es el mo-
mento debido a la aceleracio´n angular, τ f el momento debido a la friccio´n y τmotor el
momento debido a la carga meca´nica. Atendiendo al momento debido a la friccio´n
sabemos que la friccio´n se puede dividir en tres tipos; friccio´n viscosa, esta´tica y de
Coulomb.
• La friccio´n viscosa representa una fuerza que tiene una relacio´n lineal entre
la fuerza aplicada y la velocidad.
• La friccio´n esta´tica representa una fuerza que tiende a impedir el movimiento
inicial, una vez inicia el movimiento e´sta desaparece.
• La friccio´n de Coulomb es una fuerza que tiene una amplitud constante con
respecto al cambio de la velocidad.
No obstante las tres componentes de la friccio´n vamos a asumir que solo tiene
un papel importante la friccio´n viscosa. Por u´ltimo deberemos tener en cuenta el
momento electromagne´tico. Aplicando ∑M = 0 tendremos la siguiente ecuacio´n
para el comportamiento meca´nico de los motores horizontal y vertical:
dωt
dt
=
kait− kthsign(ωt)ωt
2−Btωt
Jtr
(1.3)
dωm
dt
=
kaim− ktvsign(ωm)ωm
2−Bmωm
Jmr
(1.4)
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1.2.2. Modelado de las fuerzas aerodina´micas
En esta seccio´n vamos a explicar como se genera la fuerza de traccio´n en los rotores
del sistema que permiten el movimiento de cabeceo y guin˜ada del mismo. Adema´s
se desarrollara´ un modelo para poder determinar dichas fuerzas.
En la seccio´n 1.1. se han descrito las diferencias existentes entre el TRMS y un
helico´ptero. La principal diferencia de las expuestas es que en el TRMS el paso
de las palas es fijo y el control sobre la magnitud de la traccio´n generada por los
rotores es funcio´n de la velocidad de rotacio´n de estos. A pesar de esta diferencia
los principios para describir la generacio´n de dicha traccio´n son los mismos, es por
ello que vamos a basarnos en la teorı´a aerodina´mica de los helico´pteros.
El empuje generado por un rotor surge del movimiento de una masa de aire a trave´s
de e´l, ver figura 1.4. En te´rminos de las leyes de conservacio´n de la energı´a, esto
significa que el rotor experimenta una fuerza en la direccio´n contraria al aire acele-
rado por e´ste. Esta fuerza recibe el nombre de empuje.
Figura 1.4: Modelo fluido en el rotor
Para calcular el empuje generado por un rotor podemos usar la teorı´a de conserva-
cio´n de momento o la teorı´a de elemento de pala. Nosotros utilizaremos la segunda
de ellas.
La teorı´a de elemento de pala permite realizar estimaciones radiales de las fuer-
zas actuantes en el rotor. Dicha teorı´a presupone que cada seccio´n de pala actu´a
como un perfil bidimensional que produce fuerzas aerodina´micas y momentos. El
comportamiento global del rotor lo podremos obtener mediante la integracio´n de las
cargas aerodina´micas de las distintas secciones. Dicha teorı´a realiza las siguientes
simplificaciones:
• La influencia de las cargas aerodina´micas de secciones adyacentes son des-
preciables en la seccio´n de estudio.
• Cada seccio´n de pala se comporta como un perfil 2-D.
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En la figura 1.5 podemos ver de forma esquema´tica las condiciones fluidas y las
fuerzas aerodina´micas representativas en un elemento de pala. Sabemos que todo
perfil genera una fuerza perpendicular a la direccio´n de la velocidad incidente sobre
e´ste llamada sustentacio´n. Adema´s tambie´n se produce otra fuerza perpendicular
a la sustentacio´n llamada resistencia. La resultante de ambas fuerzas es la fuerza
aerodina´mica generada por el perfil. Descomponiendo dicha fuerza en unos ejes
rectangulares obtendremos las fuerzas perpendiculares y paralelas al plano del ro-
tor. La fuerza en el eje vertical recibe el nombre de traccio´n. Atendiendo a la figura
1.5 tenemos:
Figura 1.5: Velocidades incidentes y configuracio´n aerodina´mica en un elemento de
pala
dFz = dLcosφ−dDsinφ
dFx = dLsinφ+dDcosφ
Ası´ pues las contribuciones de empuje, torque y potencia del rotor sera´n:
dT = NbdFz
dQ = NbdFxy
dP = NbdFxωy
Para poder calcular en el empuje u´nicamente es necesario sustituir el valor de las
fuerzas diferenciales de sustentacio´n, de resistencia y de las velocidades del pro-
blema podrı´amos calcular la traccio´n generada por el rotor. Una vez llegados a este
10
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punto el problema estarı´a cerrado, no obstante e´ste presenta inco´gnitas an˜adidas
de las que aun no hemos hablado.
El movimiento del aire a trave´s del rotor genera una velocidad inducida que no es co-
nocida y se tiene que calcular. En funcio´n de la fase de operacio´n del rotor esta tarea
puede ser ma´s sencilla o ma´s complicada. Considerando la situacio´n ma´s gene´rica,
vuelo en avance, sabemos que la velocidad inducida generada por el rotor varia en
funcio´n del radio. Hay distintas aproximaciones para solucionar este problema tales
como proponer modelos de velocidad inducida lineales o el modelo propuesto por
Mangler y Squire [16]. Ası´ vemos que el ca´lculo de la traccio´n generada por un rotor
no es un problema sencillo es por eso que vamos a utilizar una aproximacio´n ma´s
sencilla al problema del ca´lculo de la traccio´n. Dicha aproximacio´n es la propues-
ta en [1] donde se considera que la traccio´n sera´ una constante, kT mp, kT mn, kTt p o
kTtn, en funcio´n del signo de la velocidad de rotacio´n del rotor y del rotor en cuestio´n
multiplicada por la velocidad de rotacio´n del rotor en cuestio´n al cuadrado:
Tm =
{
kT mpsign(ωm)ω
2
m si ωm ≥ 0
kT mnsign(ωm)ω
2
m si ωm < 0
(1.5)
Tt =
{
kTt psign(ωt)ω
2
t si ωt ≥ 0
kTtnsign(ωt)ω
2
t si ωt < 0
(1.6)
1.2.3. Modelado meca´nico del conjunto viga-rotores
En esta seccio´n vamos obtener el modelo matema´tico de todo el conjunto, para ello,
vamos a usar una aproximacio´n Newtoniana. Para obtener el modelo se calculan
los distintos momentos e inercias que actu´an en el sistema. Para ello vamos a estu-
diar el problema en dos partes una centrada en el movimiento alrededor del plano
vertical y la otra referente al movimiento en el plano horizontal.
1.2.3.1. Movimiento en el plano vertical
En el estudio del movimiento alrededor del plano vertical podemos identificar los
distintos momentos:
• Momento debido a la fuerza de la gravedad.
• Momento provocado por la friccio´n.
• Momento provocado por la fuerza centrı´peta debida a la rotacio´n de la viga.
• Momento girosco´pico.
• Momento provocado por la traccio´n del rotor principal.
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Una vez tengamos identificados los distintos momentos involucrados aplicamos la
segunda ley de Newton al sistema para tener totalmente caracterizado el movimien-
to alrededor del plano vertical.
∑M =
dHv
dt
Para el ca´lculo del momento debido a la fuerza de la gravedad vamos a considerar
cada una de las partes del sistema por separado concentrando su peso en el centro
de gravedad de las mismas. En la figura 1.6 vemos esta divisio´n con las distancias
existentes entre cada uno de los centros de gravedad y la fuerzas.
Figura 1.6: Fuerzas gravitatorias actuantes ma´s distancias entre centros de grave-
dades
Ası´ pues atendiendo al esquema de la figura anterior llegamos a la siguiente expre-
sio´n para el momento gravitatorio:
Mgra = g[(A−B)cosθ−Csinθ] (1.7)
donde,
A =
(mtb
2
+mts +mt
)
lt
B =
(mmb
2
+mms +mm
)
lm
C =
(mcb
2
+mc
)
lc
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Para el ca´lculo del momento provocado por la friccio´n al igual que en el caso del
comportamiento meca´nico del motor de corriente continua, vamos a considerar u´ni-
camente la friccio´n viscosa. Como ya hemos visto en ese mismo caso este es pro-
porcional a la velocidad angular entonces expresaremos el momento como:
M f v =−kvθ˙ (1.8)
El momento debido a la fuerza centrı´fuga lo calcularemos de manera similar al de
las fuerzas gravitatorias. Dividiremos el ana´lisis en los efectos que se producen en el
rotor principal, rotor de cola y contrapeso, en la figura 1.7 podemos ver un esquema.
Centre´monos primero en el rotor principal, sabemos que la fuerza centrı´fuga se
define como:
Fc =−mω
2r
Y que esta tiene direccio´n radial al centro de giro, ası´ pues no es difı´cil darse cuenta
que la u´nica componente que nos provocara´ momento es la que viene del giro de
guin˜ada. Por contra la fuerza centrı´peta del giro de cabeceo estara´ siempre alinea-
da con el eje de giro y no hara´ momento. Ası´ aplicando la definicio´n de la fuerza
centrı´fuga tendremos,
Figura 1.7: Fuerzas centrı´petas actuantes
Fc,m =−
(mtb
2
+mts +mt
)
ψ˙2lmcosθ
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Proyectando la expresio´n anterior y multiplicando por el brazo de palanca obtene-
mos el momento debido a la fuerza centrı´fuga para el rotor principal,
MFc,m =−
(mtb
2
+mts +mt
)
ψ˙2lm
2cosθsenθ =
B
2
lmsen2θ
Realizando el mismo proceso en el rotor de cola y en el contrapeso llegamos a la
expresio´n final del momento de la fuerza centrı´fuga,
MFc =−
D
2
ψ˙2sen2θ (1.9)
donde,
D = Alt +Blm +Clc
El siguiente momento que tenemos que analizar es el causante por el efecto gi-
rosco´pico. Dicho efecto surge cuando un cuerpo gira en torno a un eje mo´vil. Ma-
tema´ticamente podemos expresar el efecto girosco´pico como el producto vectorial
de la velocidad angular por el momento cine´tico del cuerpo esto es Fg = αxJω
adema´s sabemos que la direccio´n del momento que produce dicha fuerza sera´ per-
pendicular a los ejes de giro, ası´ pues podremos expresar el momento girosco´pico
como:
Mg = kgTmψ˙cosθ (1.10)
Por u´ltimo hemos de tener en cuenta el momento que produce la traccio´n del rotor
principal, en la seccio´n anterior ya hemos caracterizado dicha fuerza y el momento
u´nicamente consiste en la multiplicacio´n de dicha fuerza por el brazo de palanca lm.
Mm = Tmlm (1.11)
Sumando todos los momentos obtenidos en las ecuaciones 1.7, 1.8, 1.9, 1.10 y
el momento de la fuerza aerodina´mica tenemos que el momento neto en el plano
vertical es:
Mv = g[(A−B)cosθ−Csinθ]− kvθ˙−
D
2
ψ˙2sen2θ+ kgTmψ˙cosθ+Tmlm (1.12)
Ası´ pues el movimiento en el plano vertical del conjunto viga-rotores sera´:
dHv
dt
= g[(A−B)cosθ−Csinθ]− kvθ˙−
D
2
ψ˙2sen2θ+ kgTmψ˙cosθ+Tmlm (1.13)
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1.2.3.2. Movimiento en el plano horizontal
Para el estudio del movimiento en el plano horizontal seguiremos el mismo proceso
que en el caso del movimiento vertical. Primero identificaremos los distintos mo-
mentos que afectan al movimiento en dicho plano, una vez tengamos el momento
neto actuante en el plano horizontal aplicaremos la segunda ley de Newton.
Los momentos actuantes en el plano horizontal son los siguientes:
• Momento debido a la traccio´n del rotor de cola.
• Momento provocado por la friccio´n.
• Momento provocado por el cable existente entre el ma´stil y la viga. La funcio´n
de dicho cable es la de transmitir la energı´a ele´ctrica desde la base a los
motores que accionan los rotores, en la figura 1.8 podemos ver el cable.
Figura 1.8: Cable existente entre el ma´stil y la viga
El momento provocado por la traccio´n al igual que en el plano vertical es el producto
de la traccio´n del rotor de cola, caracterizada en la seccio´n 1.2.2., por el brazo de
palanca lt .
Mt = Tt lt (1.14)
Para la caracterizacio´n del momento provocado por la friccio´n seguiremos las mis-
mas hipo´tesis que en el caso del plano vertical, esto es, solo tendremos en cuenta la
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friccio´n de cara´cter viscosa, ası´ pues dicho momento sera´ una constante de friccio´n,
kh, por la velocidad angular ψ˙.
M f h =−khψ˙ (1.15)
Para la caracterizacio´n del momento provocado por el cable utilizaremos el modelo
propuesto en [1] donde se caracteriza como una constante, k f hp o k f hn en funcio´n
del signo del a´ngulo de guin˜ada multiplicado por el mismo a´ngulo de guin˜ada, esto
es:
Mcable =
{
kchpsign(ψ)ψ si ψ≥ 0
kchnsign(ψ)ψ si ψ < 0
(1.16)
El momento neto actuante en el plano horizontal sera´ el sumatorio de cada uno de
los momentos descritos anteriormente. Aplicando la segunda ley de newton tene-
mos la ecuacio´n del movimiento para el plano horizontal:
dHh
dt
= Tt lt− khψ˙−Mcable (1.17)
1.2.4. Modelo no lineal
Finalmente teniendo en cuenta todas las ecuaciones obtenidas en las secciones
1.2.1., 1.2.2. y 1.2.3. el modelo no lineal del TRMS sera´:
dim
dt
=
Um− kaωm−Rim
L
(1.18)
dωm
dt
=
kaim− ktvsign(ωm)ωm
2−Bmωm
Jm
(1.19)
dHv
dt
= g[(A−B)cosθ−Csinθ]− kvθ˙−
D
2
ψ˙2sen2θ+ kgTmψ˙cosθ+
+Tmlm (1.20)
dθ
dt
= Hv +
ktωm
Jv
(1.21)
dit
dt
=
Ut− kaωt−Rit
L
(1.22)
dωt
dt
=
kait− kthsign(ωt)ωt
2−Btωt
Jt
(1.23)
dHh
dt
= Tt lt− khψ˙−Mcable (1.24)
dψ
dt
= Hh +
kmωm cosθ
Dcosθ2 +Esinθ2 +F
(1.25)
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1.3. Validacio´n del modelo
Una vez obtenido el modelo no lineal teo´rico el siguiente paso es la implementacio´n
de e´ste. Para ello se ha utilizado Simulink, en la figura 1.9 se muestra el modelo no
lineal disen˜ado en Simulink. Durante el desarrollo teo´rico del modelo no lineal se
ha hecho uso de una serie de para´metros de los que no hemos hablado hasta este
punto, dichos para´metros caracterizan el comportamiento de nuestro modelo y por
tanto es importante el conocimiento de los mismos para tener un comportamiento
adecuado de nuestro modelo. La adquisicio´n de estos para´metros se podrı´a realizar
mediante ensayos de laboratorio y te´cnicas de optimizacio´n. No obstante este no es
el objetivo del proyecto, es por eso que hemos tomado los valores de [1]. En la tabla
1.2 se pueden ver los valores de los mismos:
Para´metro Valor Para´metro Valor
lt 0,282 Jt 2,48 ·10
−5
lm 0,246 Bt 2,3 ·10
−5
lc 0,290 Bm 4,5 ·10
−5
lcb 0,276 kth 5 ·10
−8
rms 0,155 ktv 5,6 ·10
−7
rts 0,1 k1 6,5
mtr 0,221 k2 8,5
mmr 0,236 kg 0,2
mcb 0,068 kv 1,31 ·10
−3
mt 0,015 kh 4,7 ·10
−3
mm 0,014 kTt p 1,84 ·10
−6
mb 0,022 kTtn 2,20 ·10
−6
mts 0,119 kT mp 1,62 ·10
−5
mms 0,219 kT mn 1,08 ·10
−5
Ra 8 kt 2,6 ·10
−5
La 0,86 ·10
−3 km 2 ·10
−4
ka 0,0202 kchp 8,54 ·10
−3
Jmr 1,272 ·10
−4 kchn 7,686 ·10
−3
Tabla 1.2: Para´metros del modelo no lineal
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Para realizar la validacio´n y dado de que tenemos acceso a la planta real del sistema
podrı´amos realizar una adquisicio´n de datos y a continuacio´n se comparan e´stos
con los proporcionados por el modelo teo´rico disen˜ado. No obstante e´sta no va a
ser la te´cnica de validacio´n que utilizaremos ya que tal y como hemos explicado
antes nuestro modelo no esta´ calibrado para la planta a la que nosotros tenemos
acceso sino que lo esta para la que han utilizado en [1]. En lugar de usar un proceso
de validacio´n estandar lo que haremos sera´ comparar los resultados de nuestro
modelo no lineal con los obtenidos por el modelo no lineal desarrollado en [1], ya
que los resultados del modelo no lineal de [1] sı´ que han sido validados de forma
satisfactoria con la planta real. Entonces si nuestro modelo no lineal tiene unos
resultados satisfactorios frente al modelo no lineal de [1] podremos asegurar que
tambie´n los tendra´ frente a la planta real.
Para realizar la validacio´n se van a introducir las mismas entradas que hay publica-
das en [1], las cuales esta´n en la tabla 1.3.
Tipo Frecuencia (Hz) Amplitud (V)
Entrada 1 Rotor principal Seno 0.5 1
Rotor cola Seno 0.5 0.5
Entrada 2 Rotor principal Seno 1 2.5
Rotor cola Seno 1 2.5
Entrada 3 Rotor principal Cuadra´tica 0.2 1
Rotor cola Cuadra´tica 0.5 1.5
Entrada 4 Rotor principal Seno 0.5 1.5
Rotor cola Cuadra´tica 0.5 1.5
Entrada 5 Rotor principal Cuadra´tica 0.2 1
Rotor cola Seno 0.5 2
Tabla 1.3: Caracterı´sticas del conjunto de entradas
El resultado de las simulaciones llevadas a cabo se puede ver en las figuras 1.10
a la 1.19. Se puede observar que la respuesta que proporciona el modelo no lineal
desarrollado es mejor en el a´ngulo de guin˜ada que en el de cabeceo, no obstante
el error que presente en el a´ngulo de cabeceo es pequen˜o ası´ que podemos decir
que el modelo no lineal desarrollado proporciona una respuesta buena de acuerdo
al modelo no lineal de [1] y consecuentemente podemos decir que tambie´n tiene
una buena respuesta con la planta real.
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Figura 1.10: A´ngulo de cabeceo (entrada 1)
Figura 1.11: A´ngulo de guin˜ada (entrada 1)
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Figura 1.12: A´ngulo de cabeceo (entrada 2)
Figura 1.13: A´ngulo de guin˜ada (entrada 2)
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Figura 1.14: A´ngulo de cabeceo (entrada 3)
Figura 1.15: A´ngulo de guin˜ada (entrada 3)
22
Modelizacio´n y control LPV de un helico´ptero a dos grados de libertad
Figura 1.16: A´ngulo de cabeceo (entrada 4)
Figura 1.17: A´ngulo de guin˜ada (entrada 4)
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Figura 1.18: A´ngulo de cabeceo (entrada 5)
Figura 1.19: A´ngulo de guin˜ada (entrada 5)
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CAPI´TULO 2. MODELOS LINEAR
PARAMETER VARYING, LPV. TEORI´A Y
APLICACIO´N
En este capı´tulo se van a exponer las bases teo´ricas de los modelos Linear Para-
meter Varying, LPV. Se explicara´n las distintas te´cnicas existentes para la obtencio´n
de dichos modelos; aproximacio´n Jacobiana, transformacio´n de estados y funcio´n
de sustitucio´n. Por u´ltimo se obtendra´ un modelo LPV del TRMS.
2.1. Sistemas LPV y Quasi-LPV
En esta seccio´n vamos a describir las principales caracterı´sticas de los sistemas
LPV y quasi-LPV. Formalmente podemos definir un sistema LPV como sigue. Dado
un subconjunto compacto P ⊂ R s, la variacio´n del conjunto de para´metros estable-
cidos Fp denota el conjunto de todas las funciones continuas a trazos de mapping
R + (tiempo) en ρ con un nu´mero finito de discontinuidades en cualquier intervalo.
Teniendo en cuenta las funciones contı´nuas:
A : R s → R n×n, B : R s → R n×nu , C : R s → R ny×n y D : R s → R ny×nu
Un sistema lineal de para´metros variables de orden n se define como:
x˙(t) = A(ρ(t))x(t)+B(ρ(t))u(t) (2.1)
y(t) = C(ρ(t))x(t)+D(ρ(t))u(t) (2.2)
Una caracterı´stica de los sistemas LPV es que el vector de estado, x(t), y el de
control, u(t) han de ser lineales, mientras que las matrices A,B,C y D normalmente
son funciones no lineales del vector de scheduling.
Los sistemas quasi-LPV son una variante de los sistemas LPV donde alguna de
las variables de scheduling, ρ(t), es tambie´n una variable de estado del sistema.
Entonces podemos dividir el vector de estado del sistema no lineal en estados
scheduling, z(t), y estados non-scheduling, w(t), por lo tanto el vector de estado
sera´ x(t) = [z(t) w(t)]T .
Para el caso de sistemas quasi-LPV podemos reescribir las ecuaciones 2.1 y 2.2
como:
z˙(t) = A11(ρ(t))z(t)+A12(ρ(t))w(t)+B1(ρ(t))u(t) (2.3)
w˙(t) = A21(ρ(t))z(t)+A22(ρ(t))w(t)+B2(ρ(t))u(t) (2.4)
y(t) = C1(ρ(t))z(t)+C2(ρ(t))w(t)+D(ρ(t))u(t) (2.5)
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De acuerdo a las definiciones de los modelos LPV y quasi-LPV podemos observar
que el TRMS se corresponde con un modelo quasi-LPV, dado que las variables de
scheduling tambie´n son variables de estado.
2.2. Obtencio´n de un sistema LPV
En esta seccio´n vamos a explicar tres te´cnicas para la obtencio´n de un modelo
LPV a partir del sistema no lineal. Estas te´cnicas son la aproximacio´n Jacobiana, la
transformacio´n de estado y la funcio´n de sustitucio´n:
• La aproximacio´n Jacobiana consiste en la linealizacio´n de las ecuaciones no
lineales del sistema entorno a puntos de equilibrio de intere´s de la envolvente
de funcionamiento del sistema. La descripcio´n completa del sistema se ob-
tendra´ por interpolacio´n entre los distintos puntos de equilibrio seleccionados
(seccio´n 2.2.1.).
• La transformacio´n de estado consiste en la obtencio´n de un modelo quasi-
LPV del sistema no lineal, donde los estados non-scheduling se seleccionan
de manera que incluyan todos los te´rminos no lineales de las ecuaciones. El
modelo LPV obtenido por esta te´cnica tambie´n se evalua bajo ciertos puntos
de equilibrio (seccio´n 2.2.2.).
• La funcio´n de sustitucio´n obtiene un modelo LPV en torno a un u´nico punto de
equilibrio mediante la descomposicio´n de funciones no lineales. La descom-
posicio´n se realiza como si se tratara de un problema de optimizacio´n. Las
ecuaciones lineales resultantes son sustituidas por los te´rminos no lineales
del sistema inicial (seccio´n 2.2.3.).
2.2.1. Aproximacio´n Jacobiana
La aproximacio´n Jacobia es la metodologı´a ma´s utilizada para linealizar sistemas.
Podemos utilizarla para crear un modelo LPV o una familia de modelos LPV respecto
a un conjunto de puntos de equilibrio que representa la envolvente de funcionamien-
to de intere´s. Esta metodologı´a tiene los inconvenientes debidos a la aproximacio´n
de primer orden para obtener el sistema lineal y las interpolaciones entre los distin-
tos puntos de equilibrio. La aproximacio´n de primer orden es solo aceptable dentro
de pequen˜as variaciones del punto de equilibrio. Esto puede dar lugar a un compor-
tamiento divergente respecto al modelo no lineal, para entradas de control grandes.
Para evitar este comportamiento se realiza la aproximacio´n alrededor de un conjun-
to adecuado de puntos de equilibrio.
Mediante esta te´cnica es pra´cticamente imposible capturar el comportamiento tran-
sitorio de la planta no lineal. Existen estudios mediante los cuales se puede tener en
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cuenta las caracterı´sticas esenciales de la repuesta transitoria para un tipo particular
de sistemas no lineales.
La aproximacio´n Jacobiana consiste en linealizar las ecuaciones no lineales del
sistema mediante una expansio´n de Taylor de primer orden en torno a distintos
puntos de equilibrio. Supongamos un sistema no lineal de la siguiente forma:
z˙(t) = f1(z(t),w(t),u(t), p(t)) = A11(ρ(t))z(t)+A12(ρ(t))w(t)+
+B1(ρ(t))u(t)+E1(ρ(t))p(t)
(2.6)
w˙(t) = f2(z(t),w(t),u(t), p(t)) = A21(ρ(t))z(t)+A22(ρ(t))w(t)+
+B2(ρ(t))u(t)+E2(ρ(t))p(t)
(2.7)
El vector de estado se define por x(t) = [z(t)w(t)]T , las entradas de control por
u(t), y el vector de scheduling por ρ(t) = [z(t)p(t)]T ∈ Fp, donde p(t) es una vector
formado por para´metros de scheduling exogeneos.
Como hemos dicho anteriormente el objetivo es linealizar el sistema respecto al
punto de equilibrio ρeq = (zeq, pep). Aplicando la teorı´a de pequen˜as variaciones y
utilizando una aproximacio´n de primer orden tenemos que
x = xeq +δx (2.8)
x˙≈ x˙eq + δ˙x (2.9)
Aplicando expansio´n de Taylor,
z˙ = f1(zeq,weq,ueq, peq)+
[
∂A11
∂z
z+A11 +
∂A21
∂z
w+
∂B1
∂z
u+
∂E1
∂z
p
]
eq
δz+
[
A12
]
eq
δw +
[
B1
]
eq
δu +
[
∂A11
∂p
z+A11 +
∂A21
∂p
w+
∂B1
∂p
u+
∂E1
∂p
p+E1
]
eq
δp
(2.10)
EL primer te´rmino en el lado derecho de la igualdad es nulo, ya que por definicio´n la
derivada es nula en el equilibrio. Los te´rminos de orden superior son despreciables
si el a´rea de intere´s esta´ lo suficientemente restringida a las zonas cercanas al punto
de equilibrio. Aplicando una linealizacio´n similar en w˙, el modelo Jacobiano sera´
δ˙z = a11eqδz +a12eqδw +b1eqδu + e1eqδp (2.11)
δ˙w = a21eqδz +a22eqδw +b2eqδu + e2eqδp (2.12)
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Evaluado en el punto de equilibrio,eq = [zeq, peq], y donde los te´rminos matriciales
son:
a11 =
∂A11
∂z
z+A11 +
∂A12
∂z
w+
∂B1
∂z
u+
∂E1
∂z
p (2.13)
a12 = A12 (2.14)
a21 =
∂A21
∂z
z+A21 +
∂A22
∂z
w+
∂B2
∂z
u+
∂E2
∂z
p (2.15)
a22 = A22 (2.16)
b1 = B1 (2.17)
b2 = B2 (2.18)
e1 =
∂A11
∂p
z+
∂A12
∂p
w+
∂B1
∂p
u+
∂E1
∂p
p+E1 (2.19)
e2 =
∂A21
∂p
z+
∂A22
∂p
w+
∂B2
∂p
u+
∂E2
∂p
p+E1 (2.20)
Finalmente para obtener el modelo quasi-LPV evaluamos el modelo en espacio de
estados anterior en distintos puntos de equilibrio de la envolvente de funcionamiento
del sistema. Los valores en el equilibrio para los estados de non-scheduling, weq, y
las entradas de control, ueq, se determinan sustituyendo en las ecuaciones 2.6 y 2.7
el punto de equilibrio deseado e igualando las derivadas a cero. Por lo tanto, esta-
mos parametrizando el modelo en te´rminos de las variables de scheduling elegidas,
ρ = [z p]T .
2.2.2. Transformacio´n de estado
Esta segunda te´cnica recibe la denominacio´n de transformacio´n de estado porque el
modelo quasi-LPV se obtiene a trave´s de transformaciones exactas de los estados
no lineales. Ba´sicamente se realiza una transformacio´n basada en funciones dife-
renciables de los estados non-scheduling y de las entradas de control con el objetivo
de eliminar cualquier te´rmino no lineal independiente de la variable de scheduling.
Esta te´cnica fue desarrollada por Shamma y Cloutier, y se ha utilizado en un gran
abanico de aplicaciones, tales como: control de aeronaves de combate como el F-16
y el VAAC Harrier, misiles tierra-aire, etce´tera.
Para poder utilizar esta´ te´cnica, el sistema no lineal a de ser de la siguiente forma:
z˙(t) = k1(ρ(t))+A11(ρ(t))z(t)+A12(ρ(t))w(t)+B1(ρ(t))u(t) (2.21)
w˙(t) = k2(ρ(t))+A21(ρ(t))z(t)+A22(ρ(t))w(t)+B2(ρ(t))u(t) (2.22)
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y(t) = [z(t)w(t)] (2.23)
donde z(t) ∈ R nz es el vector de estados de scheduling, w(t) ∈ R nw los estados de
non-scheduling, u(t) ∈ R nu es el vector de entradas de control, y el vector de salida
medible viene dado por y ∈ Fp. Las matricas A, B y k pueden ser no lineales en
funcio´n del vector de scheduling, ρ(t).
Adema´s sera´ necesario que nz = nu, de lo contrario el sistema sera´ no detectable.
Este hecho se ha de tener en cuenta ma´s adelante para la correcta sintetizacio´n
del controlador LPV. Si el sistema cumple todas las caracterı´sticas enunciadas, e´ste
puede ser transformado en un modelo quasi-LPV en espacio de estados en funcio´n
de las variables de scheduling, ρ(t). Esto implica que las variables de scheduling
han de ser medibles en tiempo real.
Supongamos que existen las funciones diferenciables weq(ρ(t)) y ueq(ρ(t)) tal que
para cada ρ(t) el sistema esta´ en estado estacionario
0 = k1(ρ(t))+A11(ρ(t))z(t)+A12(ρ(t))weq(ρ(t))+
+B1(ρ(t))ueq(ρ(t)) (2.24)
0 = k2(ρ(t))+A21(ρ(t))z(t)+A22(ρ(t))weq(ρ(t))+
+B2(ρ(t))ueq(ρ(t)) (2.25)
Uno de los inconvenientes ma´s importantes de este me´todo es que no existe la
seguridad de que tengamos puntos de equilibrio en el rango de funcionamiento de
intere´s para una combinacio´n particular de variables de scheduling. Solo se puede
asegurar que el modelo obtenido es va´lido en el rango de funcionamiento restrin-
gido, el que tiene un nu´mero aceptable de puntos de equilibrio. En consecuencia
antes de generar el modelo quasi-LPV es necesario hacer un estudio de los puntos
de equilibrio.
Las funciones de equilibrio definidas anteriormente, 2.24, pueden utilizarse para
transformar las ecuaciones 2.21 y 2.22. Tra´s cierta manipulacio´n algebraica obtene-
mos el siguiente modelo quasi-LPV:
z˙ = A12(ρ)(w−weq(ρ))+B1(ρ)(u−ueq(ρ)) (2.26)
w˙− w˙eq = (A22(ρ)−
∂weq
∂z
∣∣∣∣
ρ
A12(ρ))(w−weq(ρ))+
+ (B2(ρ)−
∂weq
∂z
∣∣∣∣
ρ
B1(ρ))(u−ueq(ρ))
(2.27)
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Las ecuaciones 2.26 y 2.27 representan el modelo quasi-LPV obtenido mediante
la transformacio´n de estado. Podemos observar que los te´rminos no lineales de la
matriz k(ρ) han desaparecido, adema´s el modelo obtenido representa el sistema no
lineal generado a trave´s de una transformacio´n exacta. Este hecho es una de las
principales ventajas de esta te´cnica, el modelo LPV obtenido es una representacio´n
exacta del modelo no lineal.
2.2.3. Funcio´n de sustitucio´n
La u´ltima de las te´cnicas propuestas fue planteada por primera vez por Tan, W
en [7], para sistemas quasi-LPV con no linealidades en la entrada de control; hay
que recordar que los sistemas quasi-LPV deben ser lineales respecto a los estados
de non-scheduling y las entradas de control. En el trabajo de Tan, W se propone
una transformacio´n de la entrada no lineal para obtener una lineal. El sistema se
convierte en un modelo LPV donde la entrada real se calcula a trave´s de la inversa
de la entrada no lineal prevista.
Supongamos un sistema no lineal con una entrada de control no lineal
z˙(t) = k1(ρ(t))+A11(ρ(t))z(t)+A12(ρ(t))w(t)+B1(ρ(t))u˜(ρ,δ) (2.28)
w˙(t) = k2(ρ(t))+A21(ρ(t))z(t)+A22(ρ(t))w(t)+B2(ρ(t))u˜(ρ,δ) (2.29)
donde z ∈ R nz es el vector de estado de scheduling, w ∈ R nw los estados de non-
scheduling, u˜ : R nz×np×nδ → R nδ es el vector de entrada de control invertible res-
pecto a δ, la entrada no lineal. Las matrices A y B son funciones sin singularidades.
El vector de variables de scheduling es ρ = [z p]T ∈ Fp.
Es posible encontrar una funcio´n v˜ : R nz×np×nδ → R nδ tal que para todo ρ ∈ Fp, y
u ∈ R nδ
u˜(z, p, v˜(z, p,δ)) = u (2.30)
El te´rmino u˜(z, p,δ) linealiza las ecuaciones 2.28 y 2.29. Por lo tanto, es posible
tratar u como la entrada del sistema no lineal y reescribir las ecuaciones 2.28 y 2.29
como
z˙(t) = k1(ρ(t))+A11(ρ(t))z(t)+A12(ρ(t))w(t)+B1(ρ(t))u (2.31)
w˙(t) = k2(ρ(t))+A21(ρ(t))z(t)+A22(ρ(t))w(t)+B2(ρ(t))u (2.32)
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El sistema no lineal descrito por las ecuaciones 2.31 y 2.32, ya esta´ listo para ser
modelado como LPV. Es importante reflejar que la entrada actual, δ, se calcula a
trave´s de la inversa de u˜,
δ(t) := v˜(z(t), p(t),u(t)) (2.33)
Para simplificar el problema vamos a suponer que no hay variables exo´genas de
scheduling, ρ = z ∈ R nz , lo que significa que el modelo sera´ quasi-LPV. Definimos
las siguientes funciones
ηz = z− ztrim
ηw = w−wtrim (2.34)
ηu = u−utrim
donde ztrim es una condicio´n de equilibrio elegida y wtrim, y utrim las valores en el
equilibrio correspondientes para los estados de non-scheduling y las entradas de
control.
Sustituyendo las ecuaciones 2.34 en las ecuaciones 2.31 y 2.32 y re ordenando
te´rminos
η˙z− z˙trim = A11(ηz + ztrim)ηz +A12(ηz + ztrim)ηw +B1(ηz + ztrim)ηu+
+F (ηz,wtrim,utrim)
(2.35)
η˙w− w˙trim = A21(ηz + ztrim)ηz +A22(ηz + ztrim)ηw +B2(ηz + ztrim)ηu+
+F (ηz,wtrim,utrim)
(2.36)
donde F (ηz,wtrim,utrim) sera´ respectivamente
F (ηz,wtrim,utrim) = A11(ηz + ztrim)ztrim +A12(ηz + ztrim)wtrim+
+B1(ηz + ztrim)utrim + k1(ηz + ztrim)
(2.37)
F (ηz,wtrim,utrim) = A21(ηz + ztrim)ztrim +A22(ηz + ztrim)wtrim+
+B2(ηz + ztrim)utrim + k2(ηz + ztrim)
(2.38)
El objetivo es descomponer F (ηz,wtrim,utrim) en funciones lineales en ηz ∈ R
nz
y sustituir el resultado en las ecuaciones 2.35 y 2.36. Definimos la funcio´n de des-
composicio´n como
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F (ηz,wtrim,utrim) = f1(z)ηz1 + f2(z)ηz2 + . . .+ fn(z)ηzn (2.39)
donde las funciones f1(z), f2(z), . . . , fn(z) son las inco´gnitas a determinar. El ca´lcu-
lo de e´stas se puede tratar como un problema de optimizacio´n.
Una vez obtenidas las funciones de descomposicio´n inco´gnitas podemos reescribir
las ecuaciones 2.35 y 2.36 como
z˙ = (A11(z)+ f1(z))(z− ztrim)+A12(z)(w−wtrim)+B1(z)(u−utrim) (2.40)
w˙ = (A21(z)+ f2(z))(z− ztrim)+A22(z)(w−wtrim)+B2(z)(u−utrim) (2.41)
obteniendo ası´ el modelo quasi-LPV por la te´cnica de la funcio´n de sustitucio´n.
2.2.4. Comparacio´n entre las distintas te´cnicas de modelado LPV
En las secciones 2.2.1., 2.2.2. y 2.2.3. se han explicado las bases teo´ricas de las dis-
tintas te´cnicas de obtencio´n de un modelo LPV. A continuacio´n haremos un ana´lisis
de las principales ventajas y desventajas de cada una de las te´cnicas y selecciona-
remos una de ellas para la obtencio´n del modelo LPV del TRMS.
Mediante la aproximacio´n Jacobiana obtenemos un modelo LPV que resulta una
aproximacio´n de primer orden del modelo no lineal estudiado. Por contra, esta te´cni-
ca es la ma´s extendida, y es de la que se tiene un conocimiento teo´rico y pra´ctico
ma´s profundo. De la aplicacio´n de la transformacio´n de estado obtenemos un mode-
lo LPV exacto, el cual teo´ricamente sera´ igual que el modelo no lineal de referencia.
No obstante en el uso de e´sta, se presupone que existen funciones de equilibrio
para los estados de non-scheduling, w, y para las entradas de control, u. Desafor-
tunadamente, esto no se puede garantizar en todos los casos. Ambas te´cnicas, la
aproximacio´n Jacobiana y la transformacio´n de estado se han de evaluar en distin-
tos puntos de equilibrio de la envolvente de funcionamiento. La descripcio´n total en
espacio de estados del sistema se obtendra´ mediante interpolacio´n de los distintos
puntos de equilibrio seleccionados.
La u´ltima de las te´cnicas estudiadas, la funcio´n de descomposicio´n, presenta la ven-
taja que el modelo LPV obtenido es alrededor de un u´nico punto de equilibrio, hecho
que nos reduce el error de aproximacio´n ya que no sera´ necesaria la interpolacio´n
entre distintos puntos de equilibrio. Por contra esta´ te´cnica es la que presenta un
bagaje teo´rico menos extenso y aun presenta muchas inco´gnitas en su correcta
aplicacio´n sobre todo en como afecta la seleccio´n del punto de equilibrio alrededor
del cual se realiza el modelo LPV en la sı´ntesis del controlador.
Vistas las principales ventajas e inconvenientes de cada una de las distintas te´cni-
cas se ha decido emplear la aproximacio´n Jacobiana al ser e´sta la que consta con
ma´s ejemplos pra´cticos desarrollados con e´xito.
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2.3. Modelo LPV del TRMS
En esta seccio´n se van a detallar los pasos seguidos para la obtencio´n del mode-
lo LPV del TRMS. El primer punto a tratar es la envolvente de funcionamiento del
TRMS. Como ya se dijo en 1.1. las entradas de control del TRMS son los voltajes
aplicados a los motores de los rotores, dichos voltajes esta´n limitados por el fabri-
cante del del sistema entre los 0-2 Voltios, ası´ pues e´sta sera´ nuestra envolvente de
funcionamiento.
Una vez caracterizada la envolvente de funcionamiento se han de calcular los pun-
tos de equilibrio. Antes de calcular los puntos de equilibrio se ha de decidir donde
queremos calcularlos. Como ya hemos explicado anteriormente vamos a obtener el
modelo LPV a partir de la aproximacio´n Jacobiana. Esto implica que hemos de rea-
lizar una baterı´a de submodelos LPV en distintos puntos de la envolvente de funcio-
namiento e ir interpolando para obtener la descripcio´n total del sistema, la decisio´n
de cuantos submodelos se van a emplear es una decisio´n de compromiso entre la
exactitud que deseamos tener y el ca´lculo que queremos realizar. Una apreciacio´n
evidente es que cuantos ma´s submodelos utilicemos mayor precisio´n obtendremos
pero necesitaremos ma´s capacidad de ca´lculo, se podrı´a hacer un sı´mil con las
te´cnicas de elementos finitos. Ası´ pues se ha decidido utilizar una bateria de 16 mo-
delos repartidos a incrementos de 0.5 voltios en las entradas de control, de manera
que los modelos estara´n calculados en torno a las entradas de la tabla 2.1.
Modelo Voltaje rotor principal Voltaje rotor cola
Modelo 1 0 0
Modelo 2 0.5 0
Modelo 3 1 0
Modelo 4 1.5 0
Modelo 5 0 0.5
Modelo 6 0.5 0.5
Modelo 7 1 0.5
Modelo 8 1.5 0.5
Modelo 9 0 1
Modelo 10 0.5 1
Modelo 11 1 1
Modelo 12 1.5 1
Modelo 13 0 1.5
Modelo 14 0.5 1.5
Modelo 15 1 1.5
Modelo 16 1.5 1.5
Tabla 2.1: Puntos de operacio´n baterı´a submodelos
El punto de partida para poder calcular los valores en el equilibrio y los modelos
LPV son las ecuaciones del movimiento calculadas en el capı´tulo 1. En 1.2. hemos
obtenido las ecuaciones 1.18, 1.19, 1.20, 1.21, 1.22, 1.23, 1.24 y 1.25 las cuales
determinan el comportamiento no lineal del TRMS mediante ocho variables de es-
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tado. En la seccio´n 2.2.1. se ha descrito el procedimiento ha seguir para obtener el
modelo LPV. Para ello hemos de hacer la linealizacio´n de primer orden respecto a
las variables estado, mediante el desarrollo en serie de Taylor de cada una de las
ecuaciones del modelo no lineal. A continuacio´n se muestra el proceso de ca´lculo
de la serie para una de las ecuaciones que forman el modelo no lineal, se ha es-
cogido la ecuacio´n que describe el movimiento en el plano vertical. Por brevedad,
representaremos dicha ecuacio´n como:
dHv
dt
= f4(ωm,θ,ωt ,ψ) (2.42)
Entonces realizando la serie de Taylor tenemos,
f4 =
d f4
dωm
∇ωm +
d f4
dθ
∇θ +
d f4
dωt
∇ωt +
d f4
dψ
∇ψ (2.43)
Repitiendo este proceso para cada una de las ecuaciones del modelo no lineal
obtenemos el modelo LPV. La expresio´n gene´rica del modelo LPV sera´:


d(∆im)
dt
d(∆ωm)
dt
d(∆Hv)
dt
d(∆θ)
dt
d(∆it)
dt
d(∆ωt)
dt
d(∆Hh)
dt
d(∆ψ)
dt


=


∂ f1
∂im
∂ f1
∂ωm
∂ f1
∂Hv
∂ f1
∂θ
∂ f1
∂it
∂ f1
∂ωt
∂ f1
∂Hh
∂ f1
∂ψ
∂ f2
∂im
∂ f2
∂ωm
∂ f2
∂Hv
∂ f2
∂θ
∂ f2
∂it
∂ f2
∂ωt
∂ f2
∂Hh
∂ f2
∂ψ
∂ f3
∂im
∂ f3
∂ωm
∂ f3
∂Hv
∂ f3
∂θ
∂ f3
∂it
∂ f3
∂ωt
∂ f3
∂Hh
∂ f3
∂ψ
∂ f4
∂im
∂ f4
∂ωm
∂ f4
∂Hv
∂ f4
∂θ
∂ f4
∂it
∂ f4
∂ωt
∂ f4
∂Hh
∂ f4
∂ψ
∂ f5
∂im
∂ f5
∂ωm
∂ f5
∂Hv
∂ f5
∂θ
∂ f5
∂it
∂ f5
∂ωt
∂ f5
∂Hh
∂ f5
∂ψ
∂ f6
∂im
∂ f6
∂ωm
∂ f6
∂Hv
∂ f6
∂θ
∂ f6
∂it
∂ f6
∂ωt
∂ f6
∂Hh
∂ f6
∂ψ
∂ f7
∂im
∂ f7
∂ωm
∂ f7
∂Hv
∂ f7
∂θ
∂ f7
∂it
∂ f7
∂ωt
∂ f7
∂Hh
∂ f7
∂ψ
∂ f8
∂im
∂ f8
∂ωm
∂ f8
∂Hv
∂ f8
∂θ
∂ f8
∂it
∂ f8
∂ωt
∂ f8
∂Hh
∂ f8
∂ψ




∆im
∆ωm
∆Hv
∆θ
∆it
∆ωt
∆Hh
∆ψ


+


∂ f1
∂Um
∂ f1
∂Ut
∂ f2
∂Um
∂ f2
∂Ut
∂ f3
∂Um
∂ f3
∂Ut
∂ f4
∂Um
∂ f4
∂Ut
∂ f5
∂Um
∂ f5
∂Ut
∂ f6
∂Um
∂ f6
∂Ut
∂ f7
∂Um
∂ f7
∂Ut
∂ f8
∂Um
∂ f8
∂Ut


[
∆Um
∆Ut
]
(2.44)
Una vez hemos realizado la serie de Taylor para todas la ecuaciones del modelo no
lineal, ya estamos en disposicio´n de calcular los puntos de equilibrio de cada sub-
modelo. Para ello basta con igualar a cero cada una de las expresiones obtenidas
con las series de Taylor y solucionar el sistema.
Este proceso se ha realizado con la ayuda del programa matema´tico Matlab. Como
ya hemos dicho en el capı´tulo 1 hemos implementado el modelo no lineal en Simu-
link, dicho programa dispone de la herramienta de ca´lculo linear analysis la cual nos
permite obtener los puntos de equilibrio a partir del modelo no lineal.
Llegados a este punto es cuando hemos de plantearnos la implicacio´n existente
al trabajar con la planta real del sistema y no con un sistema simulado. Durante
todo el proceso no hemos tenido en cuenta que queremos trabajar sobre la planta
real, esto implica que no todas las variables de estado van a estar disponibles en
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todo momento, ya que no tenemos sensores que nos den valores de cada una de
nuestras variables de estado. Tal y como hemos descrito en la seccio´n 1.1. el TRMS
u´nicamente dispone de sensores que miden la posicio´n en el espacio mediante
las a´ngulos de elevacio´n y acimut adema´s de los tacogeneradores que miden la
velocidad angular de los rotores principal y de cola respectivamente. Es por eso
que solo podremos trabajar con estas variables y ası´ deberemos especificarlo en la
herramienta linear analysis de Matlab, la cual adema´s de calcular los valores de los
puntos de equilibrio tambie´n determinara´ las matrices A, B y C de cada uno de los
submodelos en espacio de estados.
En la figura 2.1 podemos ver la herramienta de ca´lculo linear analysis en la que ya
se han calculado los puntos de equilibrio de los 16 submodelos que componen el
modelo LPV adema´s de las matrices en espacio de estados de cada uno de ellos.
Figura 2.1: Herramienta Linear Analysis de Matlab
Para llegar a este resultado hay que especificarle al sistema cuales son las entradas
y las salidas, en nuestro caso tenemos que las entradas sera´n los voltajes suminis-
trados a los motores de los rotores, Um y Ut , y las salidas sera´n ωm, θ, ωt y ψ. Una
vez especificadas las entradas y las salidas, el siguiente paso es especificar los
valores de entrada de cada submodelo, los cuales esta´n en la tabla 2.1, y realizar
la simulacio´n del sistema hasta que todos las variables de estado hayan llegado al
equilibrio, es decir cuando todas las variables de estado este´n en re´gimen estacio-
nario. En la tabla 2.2 se adjuntan los resultados para todas las variables de estado
y cada submodelo, an˜adir que aparentemente para algunas variables de estado pa-
rece que los valores en el equilibrio permanecen constantes esto es debido a que el
la tabla 2.2 se han presentado los valores redondeados el objetivo de dicha tabla es
orientar al lector del orden de magnitud de los valores en el equilibrio no presentar
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los mismo con el cien por cien de exactitud, si este fuera el caso se apreciarı´an las
diferencias entre los unos y los otros.
Modelo im ωm Hv θ it ωt Hh ψ
1 0 0 2.423e-5 -0.015 0 0 0 0
2 0.336 77.1 1.68e-4 0.074 0 0 -0.275 2.71e-6
3 0.739 127.9 4.41e-4 0.234 0 0 -0.437 8.65e-5
4 1.167 168.9 9.95e-4 0.429 0 0 -0.558 1.27e-5
5 0 0 -0.051 -0.015 0.145 103.6 8.34e-7 0.531
6 0.336 77.1 -0.051 0.074 0.145 103.6 -0.275 0.563
7 0.739 127.9 -0.051 0.234 0.145 103.6 -0.437 0.608
8 1.167 168.9 -0.051 0.429 0.145 103.6 -0.558 0.643
9 0 0 -0.097 -0.015 0.318 195.9 6.302e-6 1.898
10 0.336 77.1 -0.097 0.074 0.318 195.9 -0.274 2.011
11 0.739 127.9 -0.097 0.234 0.318 195.9 -0.437 2.173
12 1.167 168.9 -0.097 0.428 0.318 195.9 -0.558 2.295
13 0 0 -0.138 -0.015 0.512 279.7 -1.05e-5 3.872
14 0.336 77.1 -0.138 0.074 0.512 279.7 -0.275 4.104
15 0.739 127.9 -0.138 0.234 0.512 279.7 -0.436 4.433
16 1.167 168.9 -0.138 0.428 0.512 279.7 -0.558 4.683
Tabla 2.2: Valores en el equilibrio para cada submodelo
Una vez obtenidos los valores en el equilibrio para cada submodelo ya estamos
en disposicio´n de calcular los modelos linealizados en torno al equilibrio. Se ha
decidido realizar una representacio´n discreta en espacio de estados para cada uno
de los distintos submodelos.
x(k+1) = Ax(k)+Bu(k)
y(k+1) = Cx(k) (2.45)
Ası´ pues tendremos que calcular las matrices A, B y C de la representacio´n en
espacio de estados de cada submodelo para ello basta con substituir los valores en
el equilibrio en las expresiones generales que hemos obtenido mediante la serie de
Taylor en 2.44. Este paso como ya hemos dicho anteriormente tambie´n lo realiza la
herramienta Linear Analysis. En el ape´ndice A se muestran los valores de cada una
de las matrices para cada submodelo.
Una vez tenemos determinados cada uno de los submodelos que generara´n nuestro
modelo LPV el u´ltimo paso es realizar la interpolacio´n entre cada uno de ellos segu´n
convenga. Para ello se ha implementado una funcio´n de comparacio´n que otorga un
peso a cada uno de los modelos. Dicha funcio´n emplea las variables de scheduling
ωm y ωt , ya que estas tienen una repuesta inmediata a la accio´n de control, para
realizar la comparacio´n entre las salidas que obtenemos del modelo no lineal y
los valores que hemos determinado en el equilibrio. Segu´n en el rango que nos
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encontremos asignara´ un peso a cada submodelo otorgando ma´s importancia a los
modelos que este´n en las proximidades del valor proporcionado por el modelo no
lineal. El co´digo completo de la funcio´n de comparacio´n esta´ en el ape´ndice B. En
las figuras 2.2 y 2.3 se muestra un fragmento del esquema global del modelo LPV
y el detalle de un modelo en concreto en espacio de estados respectivamente en
Simulink.
Figura 2.2: Fragmento en Simulink del modelo LPV
Figura 2.3: Simulink del Modelo 1 en espacio de estados
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Una vez llegados a este punto podrı´amos decir que el modelo LPV ya esta´ finali-
zado, no obstante hay que recordar que ya que no disponemos de sensores que
nos determinen el valor de todas las variables de estado sera´ necesario el disen˜o
de un observador de estado para tener el comportamiento completo del TRMS. En
el capı´tulo 3 trataremos el disen˜o del observador de estado y con ello tendremos el
modelo LPV completo del TRMS.
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CAPI´TULO 3. DISEN˜O DEL OBSERVADOR
DE ESTADO
En este capı´tulo se expondra´ al lector varios conceptos ba´sicos del disen˜o de sis-
temas de control en el espacio de estados. En primer lugar se introducira´n los con-
ceptos de observabilidad y de observador de estado. Adema´s se realizara´ una des-
cripcio´n de las desigualdades matriciales lineales, LMI (de sus siglas en ingle´s),
herramienta que se utilizara´ para realizar el disen˜o del observador de estado. Por
u´ltimo se le presentara´ al lector los resultados obtenidos entre el modelo no lineal y
el modelo LPV ma´s el observador de estado.
3.1. Observabilidad de un sistema
Un aspecto muy importante en los sistemas en espacio de estados es la posibilidad
de estimar u observar el valor que toman las variables de estado que no son medi-
bles directamente. Dicha estimacio´n o reconstruccio´n se realiza a partir de la medida
de la salida del sistema durante cierto nu´mero mı´nimo de periodos de muestreo y
de los valores de la sen˜al de control que se introducen en el sistema. Se considera
que la salida siempre es medible.
Figura 3.1: Concepto de observador de estado
Si tenemos un sistema definido por las ecuaciones 2.45. Sabemos que la solucio´n
de estado para un sistema lineal en tiempo discreto es
x(n) = Anx(0)+
n−1
∑
j=0
An− j−1Bu( j) (3.1)
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y la salida del sistema tendra´ la siguiente expresio´n
y(n) =CAnx(0)+
n−1
∑
j=0
CAn− j−1Bu( j) (3.2)
En la ecuacio´n 3.2 conocemos A,B y C y conocemos tambie´n la secuencia de en-
tradas que se le ha introducido al sistema u(0), . . ., u(n−1) por lo que el segundo
te´rmino de la parte derecha de dicha expresio´n nos es completamente conocido.
Puesto que este te´rmino siempre es conocido, podemos simplificar un poco el pro-
blema de determinar la observabilidad de un sistema limita´ndonos a analizar el sis-
tema no forzado, es decir con entrada de control cero.
Dicho de otro modo, si podemos determinar para el sistema no forzado cua´l era
el estado inicial de partida del sistema a partir de la observacio´n de las salidas
del sistema, entonces podremos determinarlo tambie´n para el sistema sujeto a una
secuencia de entradas de control.
3.1.1. Observabilidad completa de estado
Un sistema se dice que es completamente observable si todo estado inicial x(0)
puede ser determinado a partir de la observacio´n de la salida y(k) del sistema en
un nu´mero finito de intervalos de muestreo.
Considerando el sistema no forzado, las ecuaciones de e´ste quedan reducidas a
x(n) = Ax(n−1)
y(n−1) = Cx(n−1) (3.3)
y aplicando recursivamente la expresio´n de la ecuacio´n de estado obtenemos que
la salida del sistema sera´
y(n−1) =CAn−1x(0) (3.4)
De acuerdo con la definicio´n de observabilidad, dada la secuencia de salidas y(0),
y(1), . . ., y(n− 1) un sistema sera´ observable si es posible determinar a partir de
ellas el estado inicial x(0). Si expresamos la salidas en funcio´n del estado inicial
tenemos
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y(0) = Cx(0)
y(1) = CAx(0)
...
y(n−1) = CAn−1x(0) (3.5)
y en forma matricial


y(0)
y(1)
...
y(n−1)

=


C
CA
...
CAn−1

x(0) (3.6)
A la matriz [C CA . . . CAn−1]T se le denomina matriz de observabilidad, Mo. Como
A es una matriz n× n, la matriz Mo = [C CA . . . CA
n−1]T tiene dimensio´n mn× n.
Por lo tanto, para que el sistema de ecuaciones tenga solucio´n dicha matriz Mo tiene
que tener rango n.
Ası´ podremos decir que la condicio´n necesaria y suficiente para que un sistema sea
observable es que el rango de la matriz de observabilidad sea n.
rango(Mo) = n (3.7)
3.2. Disen˜o de observadores de estado
Tal y como hemos comentado anteriormente en el TRMS de todas las variables
de estado que tenemos u´nicamente son medibles θ, ψ, ωm y ωt es por esto que
resulta necesario estimar las variables el resto de variables de estado. La estructura
gene´rica de un observador de estado responde al esquema mostrado en la figura
3.2.
Puesto que se esta´ suponiendo que las variables de estado no son accesibles o
medibles, la u´nica informacio´n que podemos utilizar para determinar el estado en
el que esta´ el sistema son las entradas que se le suministran y las salidas con
las que e´ste responde. En el caso de que ninguna de las variables de estado sea
medible necesitaremos que el observador de estado estime todas ellas, a este tipo
de observador se le denomina observador de orden completo. No obstante este no
es nuestro caso es por eso que nos vamos a centrar en el observador de orden
reducido.
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Figura 3.2: Sistema con observador de estado
3.2.1. Observador de orden reducido
Los estimadores de estado de orden reducido tienen por objetivo estimar las varia-
bles de estado que no son medibles. Este tipo de observadores se utilizan cuando
parte de las variables de estado del sistema son variables de salida, tal y como es
nuestro caso.
Supongamos que en el modelo del sistema tenemos que una parte de las variables
de estado son medibles xm y otra parte de las variables no xn. Si dividimos el vector
de estado x en dos submatrices, el modelo de estado del sistema nos queda de la
siguiente forma
[
xm(k+1)
xn(k+1)
]
=
[
Amm Amn
Anm Ann
][
xm(k)
xn(k)
]
+
[
Bm
Bn
]
u(k)
y(k) =
[
I 0
][xm(k)
xn(k)
]
(3.8)
Si esta expresio´n matricial la ponemos en forma de ecuaciones tenemos
xm(k+1) = Ammxm(k)+Amnxn(k)+Bmu(k)
xn(k+1) = Anmxm(k)+Annxn(k)+Bnu(k) (3.9)
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Figura 3.3: Observador de orden reducido
De la primera ecuacio´n de 3.9 podemos medir o conocer todos los te´rminos salvo
el te´rmino en xn(k) de la parte derecha de la expresio´n. Si separamos este te´rmino
la ecuacio´n nos queda
xm(k+1)−Ammxm(k)−Bmu(k) = Amnxn(k) (3.10)
y podemos reescribir la segunda de ecuacio´n de 3.9 agrupando entre corchetes los
te´rminos medibles
xn(k+1) = Annxn(k)+ [Anmxm(k)+Bnu(k)] (3.11)
Si comparamos las ecuaciones 3.10 y 3.11 con las de un sitema ficticio gene´rico de
la forma
x′(k+1) = A′x′(k)+B′u′(k) (3.12)
y′(k) = C′x′(k) (3.13)
donde
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x′(k) = xn(k)
y′(k) = xm(k+1)−Ammxm(k)−Bmu(k)
A′ = Ann (3.14)
B′u′(k) = Anmxm(k)+Bnu(k)
C′ = Amn
Si para el sistema 3.10 un observador de estado tiene la forma
xˆ′(k+1) = (A′−LC′)xˆ′(k)+B′u′(k)+Ly′(k) (3.15)
sustituyendo aquı´ las matrices y vectores por las expresiones completas 3.15 nos
queda que el observador para la parte no medible del sistema tiene la siguiente
ecuacio´n
xˆ(k+1) =(Ann−LAmn)xˆn(k)+Anmxm(k)+Bnu(k)+
+L[xm(k+1)−Ammxm(k)−Bmu(k)]
(3.16)
xˆ(k+1) = Axˆ(k)+Bu(k)+L[y(k)− yˆ(k)] (3.17)
y en el disen˜o de este observador, tendremos que ajustar la matriz L de forma que
los polos de la ecuacio´n caracterı´stica este´n en unas posiciones que nos propor-
cionen el resultado que consideremos correcto. Para ello utilizaremos la te´cnica de
asignacio´n de polos mediante desigualdades lineales matriciales, LMI, propuesta
por Mahmoud Chilali y Pascal Gahinet en [8].
3.3. Desigualdades lineales matriciales
Una desigualdad lineal matricial es una restriccio´n de la forma:
A(x) = A0 + x1A1 + . . .+ xnAn < 0 (3.18)
donde
• x = (x1,x2, . . . ,xn) es el vector de variables de decisio´n compuesto por n es-
calares desconocidos.
• A0,A1, . . . ,An son matrices sime´tricas conocidas.
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• La desigualdad < 0 en 3.18 indica la condicio´n de negativa definida es decir,
que el mayor autovalor de A(x) es negativo.
Una LMI define un problema convexo sobre la variable x, el cual se puede resolver
nume´ricamente con la garantı´a de encontrar una solucio´n, si existe alguna. Un sis-
tema basado en mu´ltiples LMIs puede ser considerado como un conjunto de LMIs
simples, lo que permite que se mantenga la condicio´n de convexidad.
3.3.1. Asignacio´n de polos mediante LMI
En esta seccio´n se detalla el procedimiento para la ubicacio´n de los polos allı´ donde
nos convenga. Sabemos que la respuesta transitoria de un sistema lineal esta´ ı´nti-
mamente relacionada con la localizacio´n de los polos en el plano complejo. Por
ejemplo la respuesta a un escalo´n en un sistema de segundo orden con los po-
los en λ = −ζωn± jωd esta´ totalmente determinada en te´rminos de la frecuencia
natural no amortiguada ωn = |λ|, el coeficiente de amortiguamiento ζ y la frecuen-
cia natura amortiguada ωd . Mediante la imposicio´n de λ en una regio´n determina-
da, podemos establecer lı´mites especı´ficos en estas magnitudes para asegurar una
respuesta transitoria satisfactoria. Las regiones de intere´s incluyen regiones de es-
tabilidad α donde Re(s) ≤ −α, tiras verticales, discos, sectores co´nicos, etce´tera.
Ası´ nos interesa como podemos establecer dichas regiones mediante las LMI.
3.3.1.1. Regiones LMI
Definimos las regiones LMI como subconjuntos D del plano complejo caracterizado
por
D = {z ∈ C | fD(z)< 0} (3.19)
donde
fD(z) = α+ zβ+ zβ
T = [αkl +βklz+βlkz]l≤k,l≤m (3.20)
siendo α una matriz sime´trica que pertenece a R m×m y β una matriz que pertenece
a R m×m. No´tese que la funcio´n caracterı´stica fD toma valores en el espacio de
m×m de las matrices Hermitianas y que la desigualdad < 0 indica la condicio´n de
negativa definida.
En otras palabras, una regio´n LMI es un subconjunto del plano complejo que esta´ re-
presentado por una LMI en z y z, o equivalentemente, una LMI en x = Re(z) e
y = Im(z). Como resultado, las regiones LMI son convexas. Adema´s, las regiones
LMI son sime´tricas respecto al eje real ası´ para cualquier z∈D , fD(z) = fD(z)< 0.
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Una vez definidas las regiones LMI hemos de plantearnos el problema de la ubica-
cio´n de los polos en el interior de e´stas. Para ello y dado que es posible la aplicacio´n
del teorema de Lyapunov en las regiones LMI haremos uso del mismo. Esto es
MD(A,X) = α⊗X +β⊗ (AX)+β
T ⊗ (AX)T = [αklX +βklAX +βlkXA
T ]l≤k,l≤m
(3.21)
donde la notacio´n M = [akl]l≤k,l≤m significa que M es una matriz m×m con entrada
gene´rica akl .
Entonces diremos que la matriz A es D-estable si y solo si existe una matriz sime´tri-
ca X tal que
MD(A,X)< 0, X > 0 (3.22)
No´tese que MD(A,X) en 3.21 y fD en 3.20 esta´n relacionadas por la sustitucio´n
(X , AX , XAT )←→ (1, z, z). Ası´ el problema a resolver sera´ el que plantea la ecua-
cio´n 3.22.
Por u´ltimo se muestran algunos ejemplos de regiones LMI de intere´s junto con la
funcio´n caracterı´stica de las mismas en los problemas de ubicacio´n de polos.
• Disco con centro en (−q,0) y radio r
fD =
(
−r q+ z
q+ z −r
)
(3.23)
Figura 3.4: Regio´n LMI. Disco
• Sector co´nico centrado en el origen y a´ngulo interior θ
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fD =

 sin θ2(z+ z) cos θ2(z− z)
−cos θ
2
(z− z)+ z sin θ
2
(z+ z)


(3.24)
Figura 3.5: Regio´n LMI. Sector co´nico
• Tiras verticales h1 < x < h2
fD =
(
2h1− (z+ z) 0
0 (z+ z−2h2
)
(3.25)
Figura 3.6: Regio´n LMI. Tiras verticales
3.4. Disen˜o del observador
El disen˜o del observador puede solucionarse con la te´cnica de asignacio´n de po-
los con LMI, seccio´n 3.3.1., que permite localizar los polos del observador en una
subregio´n de la parte izquierda del plano complejo mediante el uso de una regio´n
LMI.
En nuestro caso particular hemos utilizado un disco como regio´n LMI definido por la
ubicacio´n del centro del disco en (−q,0) y el radio, r, del mismo tal que (q+ r) <
1. Los dos escalares q y r son utilizados para determinar una regio´n especı´fica
incluida dentro del cı´rculo unidad donde hemos de ubicar los valores propios del
observador, para que este tenga un comportamiento estable. Entonces, esta regio´n
circular impone un lı´mite inferior en el decremento exponencial y en el coeficiente
de amortiguamiento de la respuesta en lazo cerrado. El disen˜o del observador LPV
de manera que los polos del observador este´n situados en el interior de la regio´n
LMI descrita requiere determinar para cada submodelo j (con j ∈ [1, . . . , N]) la
ganancia del observador L j y la matriz sime´trica X j = X
T
j > 0 esto es:
(
−rX j qX j +X
T
j (A j(ρ)−L jC j(ρ))
(q+[A j(ρ)−L jC j(ρ)]
T )X j −rX j
)
< 0 (3.26)
La expresio´n 3.26 es una desigualdad matricial bilinel, BMI, la cual no puede solu-
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cionarse con las herramientas cla´sicas de las LMI. Pero si realizamos la siguiente
sustitucio´n Wj = L
T
j X j es posible transformar 3.26 en
[
−rX j qX j +X
T
j A j(ρ)−W
T
j C j(ρ)
(q+A j(ρ)
T )X j−C j(ρ)
TWj −rX j
]
< 0 (3.27)
La expresio´n 3.27 ahora sı´ que se trata de una LMI, entonces el procedimiento de
disen˜o consistira´ en la resolucio´n del LMI de la ecuacio´n 3.27 y despue´s determi-
naremos la matriz de ganancia del observador deshaciendo el cambio de variable
realizado mediante la expresio´n.
L j = (WjX
−1
j )
T (3.28)
Para la resolucio´n de la ecuacio´n 3.27 hemos hecho uso de la LMI toolbox de
Matlab. Con la ayuda de dicho programa hemos implementado una funcio´n que
nos calcula cada una de las matrices de ganancia para los 16 submodelos de los
que esta´ compuesto nuestro modelo LPV, dicha funcio´n calcula las ganancias a par-
tir de las los para´metros de la regio´n LMI q y r y las matrices de cada submodelo Ai
y Ci. Los valores que caracterizan la regio´n LMI utilizada son:
q = −0,6
r = 0,4
A continuacio´n se presentan los resultados obtenidos entre el modelo no lineal y el
modelo LPV con el observador de estado para entradas de la tabla 1.3. Adema´s se
muestra la implementacı´on del observador en Simulink, la estructura general para
el observador es la misma que la del modelo LPV, figura 2.2, an˜adiendo la matriz de
ganancia a cada submodelo en la representacio´n en espacio de estados, ver figura
3.7
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Figura 3.8: A´ngulo de cabeceo (entrada 1)
En las figuras 3.8 a 3.17 observamos que el modelo LPV con el observador de
estado sigue de manera satisfactoria el modelo no lineal.
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Figura 3.9: A´ngulo de guin˜ada (entrada 1)
Figura 3.10: A´ngulo de cabeceo (entrada 2)
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Figura 3.11: A´ngulo de guin˜ada (entrada 2)
Figura 3.12: A´ngulo de cabeceo (entrada 3)
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Figura 3.13: A´ngulo de guin˜ada (entrada 3)
Figura 3.14: A´ngulo de cabeceo (entrada 4)
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Figura 3.15: A´ngulo de guin˜ada (entrada 4)
Figura 3.16: A´ngulo de cabeceo (entrada 5)
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Figura 3.17: A´ngulo de guin˜ada (entrada 5)
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CAPI´TULO 4. DISEN˜O DEL CONTROLADOR
En este capı´tulo siguiendo con el trabajo desarrollado en el capı´tulo 3 se le ex-
pondra´n al lector ma´s conceptos ba´sicos del disen˜o de sistemas de control en el
espacio de estados. En primer lugar se introducira´n los conceptos de controlabili-
dad y control por realimentacio´n de estado. De nuevo y al igual que en el capı´tulo 3
haremos uso de las LMI para el disen˜o de las ganancias del controlador. Por u´ltimo
se le presentara´ al lector el resultados obtenidos por el controlador disen˜ado.
4.1. Controlabilidad de estado
Al igual que hicimos en el capı´tulo 3 vamos a considerar un sistema en espacio de
estado en tiempo discreto representado por la ecuacio´n 2.45. Diremos que el sis-
tema de control, de dimensio´n n, es completamente controlable en estado si existe
una entrada u definida entre [0, n−1] tal que es posible hacer pasar al sistema des-
de un estado inicial arbitrario x(0) a otro estado final arbitrario x(n) en un periodo
finito de tiempo (n periodos de muestreo).
De forma intuitiva, podemos pensar que si una variable de estado es independiente
de la sen˜al de control, entonces resulta imposible controlar la evolucio´n de esta
variable de estado y por lo tanto el sistema no sera´ controlable. Veamos co´mo se
puede analizar si un sistema es o no controlable.
Vamos a estudiar la controlabilidad para un sistema lineal de tiempo discreto inva-
riante en el tiempo con entrada de tipo escalar. Supongamos que el sistema viene
definido por la siguiente ecuacio´n de estado:
x(k+1) = Ax(k)+Bu(k) (4.1)
donde A : n× n, B : n× 1, x : n× 1 y u : 1× 1. Recordando que la solucio´n de
la ecuacio´n de estado para un sistema lineal de tiempo discreto invariante tenı´a la
forma
x(n) = Anx(0)+
n−1
∑
j=0
An− j−1Bu( j) (4.2)
que si lo expresamos en forma matricial tenemos
x(n)−Anx(0) =
[
B AB . . . An−1B
]


u(n−1)
u(n−2)
...
u(0)

 (4.3)
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Dado que B es una matriz n×1 y que A es n×n, la matriz
Mc =
[
B AB . . . An−1B
]
(4.4)
tendra´ dimensiones n×n. En el sistema de ecuaciones 4.3 conocemos los estados
iniciales, x(0), y final, x(n), y podemos calcular la matriz Mc. Para poder determinar
el vector de entradas de control se tiene que verificar que el rango de la matriz Mc
sea n. A la matriz Mc se le denomina matriz de controlabilidad.
La condicio´n necesaria y suficiente para que un sistema sea completamente con-
trolable en estado es que el rango de la matriz de controlabilidad sea n.
rango(Mc) = n (4.5)
4.2. Controlabilidad de la salida
En la seccio´n anterior se ha comentado el concepto de controlabilidad de estado. El
hecho de que un sistema sea completamente controlable en estado no nos garantiza
que podamos controlar la salida del sistema, salvo en el caso en el que el sistema
tenga una u´nica salida. En general cuando se disen˜a un sistema de control lo que
se busca es controlar la salida del sistema ma´s que controlar el estado del mismo.
Por ello, es necesario realizar un ana´lisis similar al anteriormente indicado para la
contralabilidad completa del estado, pero en este caso para la salida.
Diremos que un sistema de control de dimensio´n n es completamente controlable
en la salida si existe una entrada u definida entre [0, n−1] tal que es posible hacer
pasar al sistema desde una salida inicial arbitraria y(0) a otra salida final arbitraria
y(n) en un periodo finito de tiempo (n periodos de muestreo).
Veamos la controlabilidad de salida para un sistema lineal de tiempo discreto inva-
riante en el tiempo con entrada de tipo escalar. Supongamos que el sistema viene
definido por las siguientes ecuaciones:
x(k+1) = Ax(k)+Bu(k) (4.6)
y(k) = Cx(k) (4.7)
donde A : n× n, B : n× 1, C : m× n, x : n× 1, u : 1× 1, y : m× 1 y m ≤ n.
Recordando que la solucio´n de la ecuacio´n de estado para un sistema lineal de
tiempo discreto invariante viene dado por la ecuacio´n 4.2 de donde tenemos que la
salida del sistema tendra´ la siguiente expresio´n
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y(n) =CAnx(0)+
n−1
∑
j=0
CAn− j−1Bu( j) (4.8)
y de aquı´ que
y(n)−CAnx(0) =
[
CB CAB . . . CAn−1B
]


u(n−1)
u(n−2)
...
u(0)

 (4.9)
Dado que B es una matriz n× 1 y que A es n× n, que C es una matriz m× n, la
matriz de controlabilidad de la salida MCS =
[
CB CAB . . . CAn−1B
]
tendra´ di-
mensiones m× n. En el sistema de ecuaciones 4.9 conocemos los estados inicial
y(0) y final y(n), y podemos calcular la matriz MCS. Para poder determinar el vector
de entradas de control se tiene que verificar que el rango de la matriz MCS es m. A
la matriz MCS se le denomina matriz de controlabilidad de la salida.
La condicio´n necesaria y suficiente para que un sistema sea completamente con-
trolable en la salida es que el rango de la matriz de controlabilidad de la salida sea
m.
rango(MCS) = m (4.10)
La contralabilidad completa de estado implica controlabilidad completa de la salida
si y solo si las m filas de la matriz C son linealmente independientes.
4.3. Control por realimentacio´n de estado
El control por realimentacio´n de estado consiste en ubicar los polos del sistema en
lazo cerrado a partir de una matriz de ganacia K. Si un sistema es completamente
controlable en estado, entonces los polos en lazo cerrado del sistema pueden ser
libremente situados en las posiciones p1, p2, . . ., pn que se deseen mediante una
realimentacio´n de estado con una matriz K de ganacias adecuada.
Este esquema de control que se muestra en la figura 4.3. hara´ que la ecuacio´n
caracterı´stica del sistema realimentado tome la forma
(z− p1)(z− p2) . . .(z− pn) = 0 (4.11)
La eleccio´n de las posiciones deseadas de los polos se hace de forma que se cum-
plan unas ciertas especificaciones de disen˜o. Esta te´cnica es aplicable so´lo a sis-
temas lineales invariantes en el tiempo. Veamos co´mo podemos determinar el valor
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Figura 4.1: Sistema con realimentacio´n de estado
de la matriz de ganancias que nos permite situar los polos del sistema realimentado
en el lugar deseado. Esta te´cnica de control nos va a permitir situar los polos del
sistema realimentado en las posiciones que deseemos para que se cumplan ciertos
requisitos en cuanto a la respuesta dina´mica del sistema. El mero hecho de poder
situar los polos en las posiciones que deseemos no nos garantiza que el sistema
cumpla las especificaciones de re´gimen permanente ya que esta te´cnica no permite
modificar las posiciones de los ceros del sistema.
Supongamos el sistema mostrado en la figura 4.3., las ecuaciones del mismo son
x(k+1) = Ax(k)+Bu(k)
y(k) = Cx(k) (4.12)
donde A : n×n, B : n×1, C : 1×n, x : n×1, u : 1×1, y : 1×1 Adema´s, la sen˜al
de control al sistema viene dada por la siguiente expresio´n
u(k) = r(k)−Kx(k) (4.13)
De las ecuaciones 4.12 y 4.13 tenemos (siendo K de dimensio´n 1×n)
x(k+1) = [A−BK]x(k)+Br(k) (4.14)
Tomando transformada z, se tiene
zX(z) = (A−BK)X(z)+BR(z) (4.15)
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por lo tanto,
(zI−A+BK)X(z) = BR(z) (4.16)
X(z) = (zI−A+BK)−1BR(z) (4.17)
la salida tendra´ la expresio´n
Y (z) =C[zI−G+BK]−1BR(z) (4.18)
de donde se tiene que la funcio´n de transferencia del sistema realimentado tendra´ la
siguiente forma
F(z) =
Y (z)
R(z)
=C[zI−A+BK]−1 (4.19)
en la ecuacio´n 4.19 se puede observar que el denominador de la funcio´n de transfe-
rencia viene dado por el determinante de |zI−(A−BK)|. Por tanto, si deseamos un
cierto comportamiento dina´mico del sistema, nos basta con ajustar las posiciones
de los polos del sistema en lazo cerrado. Para ello, es necesario determinar en primir
lugar las posiciones p1, p2, . . ., pn deseadas para los polos, con ello determinamos
la ecuacio´n caracterı´stica deseada y de aquı´
|zI− (A−BK)|= (z− p1)(z− p2) . . .(z− pn) (4.20)
En la expresio´n 4.20 lo u´nico que no se conoce son los valores de los coeficientes
de la matriz K, pero igualando los coeficientes con del te´rmino del lado izquierdo
a los de la parte derecha de la expresio´n es posible resolver el sistema. La condi-
cio´n necesaria y suficiente para poder resolver este sistema es que el rango de la
matriz de controlabilidad de estado sea n, es decir, que el sistema sea totalmente
controlable. Este es el procedimiento cla´sico para sintonizar la matriz de ganancias
de control, pero al igual que en el caso del observador de estado haremos uso de
la asignacio´n de polos mediante LMI.
Para ello y al igual que en 3.4. utilizaremos un disco como regio´n LMI con las mismas
caracterı´sticas descritas en 3.4., realizando los cambios pertinentes en la ecuacio´n
3.26 para el caso del disen˜o del controlador tenemos
(
−rX j qX j +X
T
j (A j(ρ)−B j(ρ)K j)
T
(q+[A j(ρ)−B j(ρ)K j])X j −rX j
)
< 0 (4.21)
De nuevo tenemos que la expresio´n 4.21 es una desigualdad matricial bilinel, BMI,
la cual no puede solucionarse con las herramientas cla´sicas de las LMI. Pero si
realizamos la siguiente sustitucio´n W j = K jX j es posible transformar 4.21 en
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[
−rX j qX j +X
T
j A
T
j (ρ)−W
T
j B
T
j (ρ)
(q+A j(ρ))X j−B j(ρ)Wj −rX j
]
< 0 (4.22)
k j =W jX
T
j (4.23)
Llegados a este punto el procedimiento de disen˜o es el mismo que en 3.4. teniendo
en cuenta que los polos del controlador han de ser ma´s lentos que los del observar,
esto significa que la regio´n LMI del controlador ha de estar mas alejada del eje
imaginario del plano complejo que la del observador. Los valores que caracterizan
la regio´n LMI utilizada son:
q = 0
r = 0,8
A continuacio´n se presentan los resultados obtenidos para un salida deseada con-
sistente en diversos escalones aplicados en el tiempo, en la tabla 4.1. se resumen
las caracterı´sticas de la misma.
Tipo Tiempo (s) Amplitud (V)
Entrada 1 Rotor principal Escalo´n 250 0.05
Entrada 2 Rotor principal Escalo´n 350 0.05
Tabla 4.1: Salida deseada
En las figuras 4.2 a 4.6 podemos observar los resultados para la salida deseada. En
ellas podemos observar que el modelo no lineal sigue satisfactoriamente la salida
impuesta, entonces podemos asegurar que el controlador esta´ bien disen˜ado. Por
u´ltimo en las figuras 4.7 y 4.8 se muestra el esquema general de la estrategia de
control y el detalle de un modelo en concreto respectivamente en Simulink.
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Figura 4.2: Salida deseada por el modelo no lineal
Figura 4.3: Accio´n de control
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Figura 4.4: Respuesta del sistema a la salida deseada. A´ngulo de cabeceo
Figura 4.5: Ampliacio´n de la respuesta del sistema para el a´ngulo de cabeceo
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Figura 4.6: Respuesta del sistema a la salida deseado. A´ngulo de guin˜ada
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Figura 4.7: Fragmento en Simulink de la estrategia de control
Figura 4.8: Simulink del controlador del Modelo 1
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CAPI´TULO 5. CONCLUSIONES
El objetivo principal del presente proyecto es el disen˜o de un sistema de control
mediante te´cnicas LPV del Twin Rotor MIMO System, para ello se han marcado
varios objetivos intermedios.
El primero de ellos es el modelado dina´mico del sistema, el cual se ha realizado a
partir de la meca´nica newtoniana. En el desarrollo del modelo completo del sistema,
varias partes se han modelado por separado para despue´s integrarlas simplificando
ası´ el problema inicial. Las respuestas del modelo no lineal obtenido se han com-
parado con las del modelo obtenido en [1] las que a su vez han sido validadas con
la planta real del sistema de forma satisfactoria. En esta comparacio´n se ha visto
que el modelo obtenido tiene un comportamiento adecuado en la representacio´n del
sistema. Una vez obtenido el modelo no lineal del sistema el siguiente paso es la
elaboracio´n de un modelo linear parameter varying, LPV.
El modelo LPV consiste en una familia de modelos linealizados en distintos pun-
tos de operacio´n con una aproximacio´n jacobiana, para tener el comportamiento
completo representado por el modelo no lineal es necesario integrar los distintos
modelos linealizados a trave´s de una funcio´n de interpolacio´n entre ellos. El modelo
LPV obtenido describe el comportamiento completo del sistema, no obstante en la
planta real no todas las variables son accesibles para disen˜ar el controlador. Este
problema se ha solventado disen˜ando un observador de estado.
El disen˜o del observador de estado se ha realizado a partir de las desigualdades
lineales matriciales. Se ha comprobado que el uso de las LMI para el disen˜o de ob-
servadores es una te´cnica que permite el uso de algoritmos matema´ticos de conver-
gencia segura. Todos los problemas considerados permiten contemplar respuestas
del tipo: no existe una ganancia de la clase propuesta o bien si existe la ganancia
es e´sta.
Una vez integrado el observador en el modelo LPV e´ste ya es capaz de describir
el comportamiento completo del sistema. Las respuestas del modelo LPV se han
comparado con las obtenidas por el modelo no lineal, previamente validado. En esta
comparacio´n se ha comprobado que el modelo obtenido sigue satisfactoriamente al
modelo no lineal.
Por u´ltimo se ha disen˜ado el controlador del sistema por realimentacio´n de estado.
El disen˜o de la matriz de ganancia del controlador tambie´n se ha hecho mediante
LMI. Las respuestas del controlador se han comparado con la salida deseada. En
esta comparacio´n se ha comprobado que el controlador sigue satisfactoriamente la
salida.
Si bien el objetivo principal del proyecto se ha alcanzado satisfactoriamente, el pro-
yecto no se puede considerar cerrado. El modelo obtenido y por tanto controlado
no esta ajustado a la planta real disponible, antes de poder usar el controlador di-
sen˜ado en la planta real hay que ajustar el modelo a e´sta. La calibracio´n se realizarı´a
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a partir del disen˜o de experimentos sobre la planta real y el empleo de te´cnicas de
optimizacio´n. Una vez ajustado el modelo a la planta real tambie´n deberı´a reconsi-
derarse las matrices de ganancias del observador y del controlador. Es por esto que
podemos decir que este proyecto queda abierto para futuras investigaciones.
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LISTA DE SI´MBOLOS
Sı´mbolo Descripcio´n
AoA A´ngulo de ataque
Bm Coeficiente de friccio´n viscosa del motor del rotor principal (kgm
2/s)
Bt Coeficiente de friccio´n viscosa del motor del rotor de cola (kgm
2/s)
g Aceleracio´n de la gravedad (m/s2)
Hh Momento angular en el plano horizontal (rad/s)
Hv Momento angular en el plano vertical (rad/s)
im Intensidad en el motor del rotor principal (A)
it Intensidad en el motor del rotor de cola (A)
Jm Momento de inercia alrededor del eje horizontal (kgm
2)
Jt Momento de inercia alrededor del eje vertical (kgm
2)
Jmr Momento de inercia del motor del rotor principal (kgm
2)
Jtr Momento de inercia del motor del rotor de cola (kgm
2)
ka Constante de momento (Nm/A)
kchn Constante experimental del momento del cable
kchp Constante experimental del momento del cable
kT mn Constante experimental de la traccio´n del rotor principal
kT mp Constante experimental de la traccio´n del rotor principal
kTtn Constante experimental de la traccio´n del rotor de cola
kTt p Constante experimental de la traccio´n del rotor de cola
kg Constante experimental del momento girosco´pico
kh Constante experimental del momento de la friccio´n horizontal
km Constante experimental de la velocidad angular en el plano vertical
kt Constante experimental de la velocidad angular en el plano horizontal
kth Constante experimental de la velocidad angular del rotor de cola
ktv Constante experimental de la velocidad angular del rotor principal
kv Constante experimental del momento de la friccio´n vertical
L Impedancia de los motores del rotor principal y del de cola (H)
lc Longitud de la viga del contrapeso (m)
lcb Distancia entre el contrapeso y el punto de pivote (m)
lm Longitud de la viga del rotor principal (m)
lt Longitud de la viga del rotor de cola (m)
mb Peso de la viga del contrapesa (kg)
Mcable Momento del cable (Nm)
mcb Peso del contrapeso (kg)
MFc Momento de la fuerza centrı´peta (Nm)
M f h Momento de la fuerza de friccio´n horizontal (Nm)
M f v Momento de la fuerza de friccio´n vertical (Nm)
Mg Momento girosco´pico (Nm)
Mgra Momento gravitatorio (Nm)
Mm Momento de la traccio´n del rotor principal (Nm)
mm Peso de la viga del rotor principal (kg)
mmr Peso del motor del rotor principal (kg)
mms Peso de la coraza del rotor principal (kg)
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Mt Momento de la traccio´n del rotor de cola (Nm)
mt Peso de la viga del rotor de cola (kg)
mtr Peso del motor del rotor de cola (kg)
mts Peso de la coraza del rotor de cola (kg)
Nb Nu´mero de palas del rotor
R Resistencia de los motores del rotor principal y del de cola (Ω)
rms Radio de la coraza del rotor principal (m)
rts Radio de la coraza del rotor de cola (m)
Tm Traccio´n del rotor principal (N)
Tt Traccio´n del rotor de cola (N)
Um Voltaje en el motor del rotor principal (V )
Ut Voltaje en el motor del rotor de cola (V )
θ A´ngulo de cabeceo del TRMS (rad)
ψ A´ngulo de guin˜ada del TRMS (rad)
ωm Velocidad del rotor principal (rad/s)
ωt Velocidad del rotor de cola (rad/s)
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APE´NDICE B. CO´DIGO MATLAB
B.1. Funcio´n de comparacio´n
function x=comparacion(u)
wm=u(1);
wt=u(2);
wm1=0;
wm2=77.1022;
wm3=127.9951;
wm4=168.9115;
wt1=0;
wt2=103.6318;
wt3=195.8581;
wt4=279.7779;
if wt<wt1
n1=1;
n2=0;
n3=0;
n4=0;
elseif and(wt>=wt1,wt<wt2)
n1=(wt2-wt)/(wt2-wt1);
n2=1-n1;
n3=0;
n4=0;
elseif and(wt>=wt2,wt<wt3)
n1=0;
n2=(wt3-wt)/(wt3-wt2);
n3=1-n2;
n4=0;
elseif and(wt>=wt3,wt<wt4)
n1=0;
n2=0;
n3=(wt4-wt)/(wt4-wt3);
n4=1-n3;
elseif wt>=wt4
n1=0;
n2=0;
n3=0;
n4=1;
end
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if wm<wm1
m1=1;
m2=0;
m3=0;
m4=0;
elseif and(wm>=wm1,wm<wm2)
m1=(wm2-wm)/(wm2-wm1);
m2=1-m1;
m3=0;
m4=0;
elseif and(wm>=wm2,wm<wm3)
m1=0;
m2=(wm3-wm)/(wm3-wm2);
m3=1-m2;
m4=0;
elseif and(wm>=wm3,wm<wm4)
m1=0;
m2=0;
m3=(wm4-wm)/(wm4-wm3);
m4=1-m3;
elseif wm>=wm4
m1=0;
m2=0;
m3=0;
m4=1;
end
x(1,1)=n1*m1;
x(1,2)=n1*m2;
x(1,3)=n1*m3;
x(1,4)=n1*m4;
x(1,5)=n2*m1;
x(1,6)=n2*m2;
x(1,7)=n2*m3;
x(1,8)=n2*m4;
x(1,9)=n3*m1;
x(1,10)=n3*m2;
x(1,11)=n3*m3;
x(1,12)=n3*m4;
x(1,13)=n4*m1;
x(1,14)=n4*m2;
x(1,15)=n4*m3;
x(1,16)=n4*m4;
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B.2. Funcio´n para el ca´lculo de las ganancias del ob-
servador de estado
function [L1,PolesL1]=LMIobs(A1,C1,Q,R)[
state null
]
= size(A1);[
dimC null
]
= size(C1);
setlmis([])
X1 = lmivar(1,[state 1]);
L-1 = lmivar(2,[dimC state]);
lmiterm(
[
1 1 1 X1
]
,-R,1,’s’);
lmiterm(
[
1 1 2 X1
]
,Q,1);
lmiterm(
[
1 1 2 −X1
]
,1,A1);
lmiterm(
[
1 1 2 −L−1
]
,-1,C1);
lmiterm(
[
1 2 1 X1
]
,Q,1);
lmiterm(
[
1 2 1 X1
]
,A1’,1);
lmiterm(
[
1 2 1 L−1
]
,-C1’,1);
lmiterm(
[
1 2 2 X1
]
,-R,1,’s’);
lmiterm(
[
−9 1 1 X1
]
,1,1,’s’)
lmis = getlmis;
[tmin,x f eas] = feasp(lmis,
[
0 0 0 0 1
]
,0);
X1 = dec2mat(lmis,xfeas,X1);
L-1 = dec2mat(lmis,xfeas,L-1);
L1 = (L1 ∗ inv(X1))
′;
PolesL1= eig(A1−L1∗C1);
B.3. Funcio´n para el ca´lculo de las ganancias del con-
trolador
function [K1,PolesK1]=LMIobs(A1,C1,Q,R)[
state1 g
]
= size(A1);[
dimB g
]
= size(B1);
setlmis([])
X1 = lmivar(1,[state1 1]);
W-1 = lmivar(2,[dimB state1]);
lmiterm(
[
1 1 1 X1
]
,-R,1,’s’);
lmiterm(
[
1 1 2 X1
]
,Q,1);
lmiterm(
[
1 1 2 −X1
]
,1,A1’);
lmiterm(
[
1 1 2 −W −1
]
,-1,B1’);
lmiterm(
[
1 2 1 X1
]
,Q,1);
lmiterm(
[
1 2 1 X1
]
,A1’,1);
lmiterm(
[
1 2 1 L−1
]
,-B1,1);
lmiterm(
[
1 2 2 X1
]
,-R,1,’s’);
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lmiterm(
[
−9 1 1 X1
]
,1,1,’s’)
lmis = getlmis;
[tmin,x f eas] = feasp(lmis,
[
0 0 0 0 1
]
,0);
X1 = dec2mat(lmis,xfeas,X1);
W-1 = dec2mat(lmis,xfeas,W-1);
K1 = (K1 ∗X1
(−1));
PolesK1= eig(A1−B1∗K1);
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