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ABSTRACT
This thesis focuses on collision avoidance for multi-vehicle coordinated missions. Building
upon an existing cooperative control framework, we propose collision-avoidance methods
that rely on practicably available obstacle information and allow safe operation without
compromising on the mission objectives.
Several applications of multi-vehicle coordinated missions require the vehicles to satisfy rel-
ative temporal constraints, such as maintaining formation throughout the mission or reaching
their respective destinations at the same time. With such applications in focus, two differ-
ent methodologies for collision avoidance are explored. We first consider a speed-adjustment
based approach that can be used to avoid moving obstacles. Using obstacle information
which may be available in real world applications such as air traffic management and high-
way driving, the proposed algorithm allows collision avoidance without requiring any vehicle
to deviate from its path or lose coordination with other vehicles.
Next, trajectory replanning approach for obstacle avoidance is considered. Applicable to
both static and moving obstacles, this method may require the vehicle to steer away from its
originally intended path. The deviations in position, velocity and acceleration caused by the
avoidance maneuver, however, are small and respect bounds that can be computed oﬄine.
These bounds can be used during the mission-planning phase to guarantee satisfaction of
vehicle dynamic constraints and inter-vehicle safety distance even during collision avoidance
maneuver. Through novel use of Be´zier curves and surfaces for representing uncertain tra-
jectories, these algorithms make use of partial information on obstacle trajectory and are
computationally efficient.
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CHAPTER 1
INTRODUCTION
During the recent years, unmanned aerial vehicle (UAV)s have been shown to be useful for
a growing number of applications. Examples include aerial photography for sciences such as
archeology [1], ecology [2], geosciences [3], topography, [4] and epidemiology [5]; industrial
and infrastructure inspection [6, 7]; precision agriculture [8]; search and rescue [9, 10]; and
package delivery [11], to name a few.
Beyond single vehicle scenarios, under the NextGen Air Transportation System, au-
tonomous and coordinated multi-vehicle missions may be carried out in the National Airspace
System [12]. Applications that will benefit directly from these coordinated missions include
(i) surveillance or search and rescue missions, where it is advantageous to have multiple
vehicles coordinate in order to simultaneously explore the region of interest; (ii) sequen-
tial auto-landing of multiple UAVs, where coordination is required if more than one vehicle
needs to land on a single strip; (iii) calibration of sensors onboard airplanes or satellites,
where several vehicles may need to fly and collect data from the same location at the same
time; and (iv) atmospheric science missions; where vehicles may need to fly in formation
to collect correlative data in a synchronous manner. In applications such as the aforemen-
tioned, absolute temporal constraints that may force vehicles to execute the mission at fixed
clock times are often not required. Rather, relative-temporal constraints that merely enforce
synchronous execution of the mission by all the vehicles, can suffice.
The purpose of this thesis is to propose collision-avoidance solutions for such multi-vehicle
missions. In this regard, the challenge of simultaneously satisfying multiple constraints that
appear in the form of obstacle avoidance, vehicle dynamic constraints, minimum inter-vehicle
separation, and uninterrupted coordination between vehicles is addressed. For real world
applications, a further challenge appears in the form of incomplete information about the
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obstacle’s trajectory. During the last decade, ADS-B broadcasters have become commonly
deployed on aircraft [13, 14]. Through this data sharing resource, obstacle’s path along
with its instantaneous position and velocity can be ascertained. Unfortunately, the available
obstacle information does not extend beyond these parameters and any future variations
in the speed of the obstacle as it moves along its path cannot be predicted. Challenge of
ensuring safe operation as the obstacle moves with an unpredictable speed is also addressed
in this thesis.
With the backdrop of the multi-vehicle time-coordinated missions, two distinct approaches
can be motivated for collision-avoidance. In the case of a mission without absolute tempo-
ral constraints, varying the speeds of vehicles does not compromise on mission objectives.
Therefore, the collision-avoidance algorithm can be required to rely on speed adjustment for
avoiding obstacles as a preferred approach. Second, if varying speeds of vehicles is not a feasi-
ble solution (e.g. if the mission has absolute temporal constraints and requires completion at
a particular time instant), the algorithm may update the mission plan by generating new tra-
jectories. These trajectories, however, need to satisfy all mission objectives including vehicle
dynamic constraints, inter-vehicle separation and any other mission-specific constraints.
This thesis presents multiple algorithms for the aforementioned approaches of collision-
avoidance. A control technique executed on a central command station is utilized for the
speed-adjustment approach for obstacle avoidance. Once one of the vehicles is in a collision
course, the algorithm varies the speeds of all vehicles so that the obstacle is avoided while
coordination between the vehicles is maintained. By design, this algorithm can only be used
to avoid one obstacle at a time and requires communication between the command station
and the vehicles. On the other hand, a distributed approach is used when generating new
trajectories for the vehicles. By utilizing Be´zier curves and surfaces for trajectory represen-
tation, these algorithms allow efficient verification of mission constraints without requiring
any discretization. Furthermore, by proposing Be´zier surfaces for representing uncertain
trajectories, this thesis allows mission replanning with incomplete trajectory information.
Keeping the focus on collision-avoidance, the algorithms proposed in this thesis delegate
the tasks of initial mission planning, time-coordination and path-following to other methods.
Specifically, the thesis views collision avoidance from the perspective of cooperative-control
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framework as presented in [15]. This framework utilizes Be´zier curve based multi-vehicle
trajectory generation algorithms for initial mission planning [16–18]. Furthermore, it in-
cludes path-following and time-coordination algorithms that allow heterogeneous vehicles to
follow the prescribed trajectories in a coordinated manner, even in the presence of distur-
bances [19–27].
The proposed collision-avoidance algorithms operate within the cooperative control frame-
work through the flowchart shown in Figure 1.1. During the oﬄine mission planning, the
trajectories are generated such that (i) the vehicle speeds may be varied by a small amount
and/or (ii) a chosen number of small detours1 may be added online, without violating vehicle
dynamic constraints. These assumptions are discussed in detail in Chapter 2 and onwards.
During the mission execution, upon detection of an imminent collision, a choice between
the two collision-avoidance methodologies is made. Since the speed-adjustment method keeps
all the vehicles on their initially planned paths, it is the preferred approach for avoiding any
collisions. The algorithm, however, can only be used to avoid one obstacle at a time. Hence,
the trajectory replanning methods are used if (i) multiple vehicles are in a collision course,
and/or (ii) the speed variations necessary for safe operation are beyond what was allowed
during the oﬄine mission planning and are, therefore, possibly dynamically infeasible.
Assuming a bound on the size and early detection of the obstacle, the trajectory replan-
ning methods add a detour of known characteristics to the original trajectory. Consequently,
through appropriate oﬄine mission planning, the replanned trajectory can be guaranteed to
ensure collision avoidance along with the satisfaction of vehicle dynamic constraints. On the
other hand, if the number of detours that were allowed during the oﬄine mission planning
have already been added, and/or the assumption on the obstacle size or its early detection
is not satisfied, these algorithms cannot guarantee the satisfaction of vehicle dynamic con-
straints for the replanned trajectories. In this case, the algorithms can only be used with an
additional step of verifying the feasibility of the replanned trajectory.
1The characteristics of the detour can be calculated given a bound on the size and the detection time of
the obstacle. This calculation is discussed in Chapters 5 and 6.
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Figure 1.1: A flowchart depicting the proposed collision-avoidance methodologies as utilized
within the cooperative control framework.
1.1 Related Work
The general problem of collision avoidance has been researched for several decades with a
wide variation in approaches. Some of these methods put simplicity on the forefront and
4
modify only the instantaneous velocity (or acceleration) of the vehicle. Interestingly, these
methods are often able to provide good performance, without planning future trajectories.
Through the use of artificial potential fields [28] for example, navigation functions - that
are able to guide a robot to its destination while avoiding collisions - can be constructed
[29]. Recent papers have extended this methodology to more constrained scenarios such as
those requiring formation control [30], robots with unicycle constraints [31], and robots with
actuator limits [32]. Another well-known approach that only modifies the instantaneous
velocity of the vehicle, is Velocity Obstacle (VO) [33]. At every time step, the vehicle
determines the current position and velocity of the obstacle and selects its own velocity
that averts the collision. Recently, this technique has found application in simulating large
number of agents that need to move in small spaces and avoid collisions from each other [34].
In terms of sensory requirements, reactive methods have been shown to behave well while
relying on minimal information such as only line-of-sight [35]. Despite several advantages of
reactive collision-avoidance approaches, these methods are often not compatible with time-
coordinated missions. This stems from the fact that time-coordination, e.g. as defined in [15]
for multi-vehicle missions, requires each vehicle to have the knowledge of its progress along
its planned mission. Whereas, once a collision-avoidance method forces the vehicle away
from its original path and onto a trajectory of unknown length, this information can be
difficult to infer.
As an exception to the rule, reactive methods that only vary speed of the vehicle do not
hinder time-coordination. Research on these methods has been carried out in automobile
industry for more than a decade now. Interestingly, however, the automobile industry found
motivation for these algorithms because of their simplicity, and not their usability for time-
coordinated missions. Under the name of Adaptive Cruise Controllers, control methods that
adjust the speed of the vehicle for avoiding a collision have also been put in production [36].
This application oriented research has proposed methods ranging from simple linear [37] to
stochastic nonlinear control [38]. In contrast to this thesis, however, adaptive cruise control
research has focused on scenarios where coordination between vehicles is not required. Use
of speed adjustment for coordinated missions can also be found in [39], albeit for a different
application.
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A different approach to avoid collisions is to employ optimal control techniques and gen-
erate collision-free trajectories [40–42]. Within these papers, receding horizon based method
of Model Predictive Control (MPC) has been able to gain widespread recognition. These
approaches often employ time-discretization of vehicle trajectories, in order to pose a finite-
dimensional optimization problem [43–45]. The optimization is then solved using meth-
ods such as Sequential Quadratic Programming (SQP), Mixed Integer Linear Programming
(MILP), Nonlinear Programming (NLP) or Second Order Cone Programming (SOCP). A
representative recent example of this methodology is [46], in which non-convex constraints
are successively linearized such that the convergence of the optimization problem as well as
satisfaction of the original (non-linearized) constraints is still guaranteed.
In contrast to optimal control methods - where the control input is explicitly calculated
during the optimization procedure - a different set of more computationally efficient ap-
proaches directly find the dynamic-geometric trajectory for the vehicle [47]. Some recent
papers employ differential flatness property through which it is not only possible to verify
the dynamic constraints for the trajectory, but also compute the control input associated
with the trajectory, if needed [48–50]. Similar to optimal control methods, these algorithms
often rely on time-discretization of trajectories and, therefore, can guarantee the satisfaction
of constraints only at the discretization nodes. Recently, [51] and [52] avoided this limita-
tion of time-discretization by adding a finite number of new constraints to the optimization
problem. The resulting trajectories are guaranteed to satisfy the constraints on the whole
trajectories albeit at the cost of producing more conservative solutions, particularly for the
case of vehicles with dynamic constraints.
Lastly, sampling based methods, such as Probabilistic Roadmaps (PRM) [53], Rapidly
exploring Random Trees (RRT) [54] and LQR-trees [55] have been shown to be useful for
generating collision-free trajectories. Recently, variations of these algorithms have been
shown to be provably asymptotically optimal [56].
A potential weakness in trajectory-planning based collision-avoidance algorithms appears
with regards to knowledge about obstacle’s future trajectory. Although complete information
about the obstacle’s trajectory is often not available, such methods frequently assume it to
be known. As a fix to this problem, some recent methods have proposed to assume a future
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trajectory for the obstacle, and to regenerate the solution whenever the assumed trajectory
is found to be inaccurate [57,58].
In contrast, other methods have tried to rely on more realistic assumptions on the knowl-
edge of obstacle’s trajectory. Research focusing on conflict detection and resolution between
aircraft has actively discussed such assumptions [59]. Although some well known meth-
ods have assumed known trajectories for all aircraft involved [60, 61], others have proposed
a probabilistic representation. Utilizing any and all available data, ranging from weather
conditions to aircraft intent through protocols such as ADS-B [62], [63] has proposed build-
ing a probability function for the obstacle’s future trajectory. Some other methods assume
knowledge about the obstacle’s intended trajectory and consider small variations in it due
to uncertainties in the environment including wind [64–71].
Assuming ADS-B broadcasters onboard all vehicles, this thesis considers the path of the
obstacles to be known, whereas, their speed profile is uncertain. Through the novel use
of Be´zier surfaces, we build over the current research on collision-avoidance with uncertain
obstacle trajectories and allow trajectory replanning without requiring any discretization.
The use of Be´zier surfaces is also an extension to the research based on Be´zier curves. For
over a decade, these polynomial curves have been used for representing trajectories [72–77],
however, this research has been limited by the restrictive assumption of completely known
obstacle trajectory.
1.2 Dissertation Outline
The dissertation is divided into seven chapters for which a brief overview is given below:
• The collision-avoidance algorithms proposed in this thesis are focused on multi-vehicle
time-coordinated missions and integrate within the cooperative control framework of
[15]. To formulate objectives of these algorithms, Chapter 2 introduces the cooperative
control framework and outlines the interaction between different components within
the framework.
• Algorithms proposed in this thesis use Be´zier curves and surfaces for trajectory repre-
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sentation. In fact, the design and analysis of these algorithms is based on the proper-
ties of these curves and surfaces. To provide the necessary mathematical background,
Chapter 3 introduces Be´zier curves and surfaces and discusses their relevant properties.
• As discussed earlier, varying vehicle speeds may provide a feasible approach for avoiding
obstacles. Chapter 4 proposes an algorithm based on such an approach. Using a control
law to continuously update the speeds of the vehicles, the algorithm not only allows
safe operation but also guarantees satisfaction of all mission constraints.
• Although appropriate adjustment of vehicles’ speeds may provide a simple solution for
collision avoidance, this approach is limited to avoiding moving obstacles. Moreover,
it requires satisfaction of speed constraints limiting its applicability depending on the
type of vehicles. For example, it is feasible for multirotors to experience zero speed
while avoiding an obstacle. However, such a maneuver is not viable for fixed-wing
aircraft. In order to broaden the applicability of collision-avoidance, a Be´zier curve
based method that modifies the mission plan by generating new vehicle trajectories is
proposed in Chapter 5.
• Extending the algorithm of Chapter 5, a Be´zier surface based collision-avoidance algo-
rithm is presented in Chapter 6. Through the novel use of Be´zier surfaces for represent-
ing uncertain trajectory, the new method is able to address the problem of incomplete
information about the obstacle trajectory.
• Finally, the thesis is concluded in Chapter 7 by summarizing its contributions and
outlining some open problems and future work.
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CHAPTER 2
THE COOPERATIVE CONTROL FRAMEWORK
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Figure 2.1: The cooperative control framework.
Collision-avoidance algorithms presented in this thesis are designed with a focus on multi-
vehicle time-coordinated missions. By integrating within a cooperative control framework,
these algorithms allow safe operation without comprising on the objectives of such multi-
vehicle missions. Hence, as background for the proposed collision-avoidance algorithms, this
chapter briefly introduces the objectives of the cooperative-control framework and discusses
its components most relevant to collision avoidance. A detailed discussion of this framework
can also be found in [15].
The cooperative control framework is illustrated in Figure 2.1. The framework contains
an oﬄine trajectory-generation algorithm [16–18] that produces the initial trajectories for all
vehicles involved. The onboard collision-avoidance module [78–81] takes these trajectories as
an input and modifies them online, if needed. Receiving inputs from the collision-avoidance
module, the time-coordination [19,21] and path-following algorithms [19,20] ensure that all
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vehicles follow their desired paths while maintaining coordination. Here, the path-following
algorithm acts as an outer loop controller utilizing low-level autopilot to achieve its goals.
In the following, the broader objectives of the framework are introduced in Section 2.1.
This is followed by a description of the different components of the framework with initial
trajectory generation discussed in Section 2.2, path following briefed in Section 2.3, followed
by time-coordination algorithms in Section 2.4 and collision avoidance in Section 2.5.
2.1 Objectives of the Cooperative Control Framework
Multi-vehicle coordinated missions present the challenge of simultaneous satisfaction of sev-
eral objectives including planning of a safe and feasible mission, coordinated execution of
that planned mission by all vehicles involved, and its real-time modification upon discovery
of any obstacles in the region. After introducing relevant notation, this section introduces
these objectives and provides a brief description of the approach taken by the cooperative
control framework. In the following, we begin the discussion by describing the methodology
of trajectory generation and introducing the necessary notation.
In order to allow time-coordination, the cooperative control framework essentially divides
trajectory generation into two steps. First, the initial trajectories are planned oﬄine for
all vehicles using the approach from [16–18]. This process is shown as the blue block in
the Figure 2.1. Specifically, for a mission with N vehicles, the algorithm produces initial
trajectories as:
pi(td) : [0, t
f
i]→ Rn, i ∈ {1, 2, · · · , N}, (2.1.1)
where n ∈ {2, 3}, tfi is the mission-time interval for the ith vehicle and td is a variable used
for time-parameterization of the trajectory.
Here, the variable td is not the same as the actual time t. In fact, during mission execution,
the cooperative control framework actively governs the evolution of td with respect to t. This
is achieved by considering a virtual-time variable θi(t) to define a mapping from the actual
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time t to the variable td:
θi(t) : R+ → [0, tfi],
such that the desired position of the ith vehicle at time t is given as
pi(θi(t)).
In this formulation, θi(t) represents the progress of the ith vehicle along its initial planned
trajectory pi. Furthermore, the mission progression rate for the vehicle is directly determined
by θ˙i(t) where the overdot represents the derivative with respect to the actual time t.
With the trajectory for the ith vehicle given as pi(θi(t)), the goals of the cooperative
control framework can be summarized as follows:
1. Flyable Trajectories: A trajectory that satisfies the vehicle-dynamic constraints is
often called a flyable trajectory. As the name indicates, given appropriate control
laws, these trajectories can be followed by the vehicles with precise tracking. On the
other hand, trajectories that are not flyable may lead to significant tracking errors and,
therefore, cause failure of the mission. To this end, the cooperative control framework
is required to ensure that the trajectories pi(θi(t)), i ∈ {1, · · · , N} employed for any
mission are flyable.
2. Deconflicted Trajectories: In addition to the satisfaction of vehicle-dynamic con-
straints, trajectories in a multi-vehicle coordinated mission also need to ensure decon-
fliction between vehicles. Depending on the safety requirements, temporal or spatial
separation between vehicles may need to be guaranteed. That is, in the case of tempo-
ral separation, the trajectories may need to guarantee that the vehicles stay a desired
distance away from each other at every time instant during the mission. Whereas, in
the case of more conservative spatial separation, entire vehicle paths may need to be
separated from each other by a desired distance.
3. Boundary Conditions: In terms of trajectories employed, the framework is also
required to ensure satisfaction of given boundary conditions. Examples of such con-
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straints include the initial and final positions and velocities.
4. Path Following: Through the use of appropriate control laws, the cooperative control
framework is required to guarantee that all vehicles follow their designated trajectories
accurately.
5. Time Coordination: Considering the relative temporal constraints that may be re-
quired for the applications of interest, the framework is required to enable coordination
between vehicles. As mentioned earlier in this section, the virtual-time variable θi(t)
tracks the progress of the ith vehicle in its mission. Thus, to ensure all vehicles progress
in their mission synchronously, the framework is required to ensure that θi(t) ≈ θj(t)
for all i, j ∈ {1, · · · , N}.
6. Desired Mission Rate: From the definition of virtual time variable θi(t), it follows
that θ˙i(t) represents the rate at which the ith vehicle progresses in its mission. Given
the scheduling requirements for the mission, a desired mission rate θ˙d(t) can be set.
The framework has to ensure that all vehicles advance in their mission at this desired
rate, i.e. θ˙i(t) ≈ θ˙d(t) for all i ∈ {1, · · · , N}.
7. Collision Avoidance: Finally, in order to achieve safe operation, the framework is
required to avoid obstacles that may share the space with the vehicles. Furthermore,
the collision-avoidance maneuvers need to be designed such that the other objectives
of the mission are affected minimally.
Through the architecture of the cooperative control framework, the first two objectives are
satisfied in two decoupled steps and require further clarification. To this end, the following
text describes these goals in further detail.
2.1.1 Guaranteeing Flyable Trajectories
For the trajectories to be flyable, pi(θi(t)), i ∈ {1, · · · , N}, need to satisfy the vehicle
dynamic constraints. As should be clear, such constraints may require both the initial
12
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Figure 2.2: Definition of the inertial frame {I}, flight-path angle γ(t), and the course ψ(t).
trajectory pi(td) and the virtual time θi(t) to meet some criteria. This is discussed in the
following for both multirotor vehicles and fixed-wing aircraft.
Multirotor Vehicle: Consider the ith vehicle to be a multirotor with its desired position
at time t given as pi(θi(t)). Since such vehicles are only constrained in terms of their speed
and acceleration, pi(θi(t)) is considered to be flyable if
vi(t) ≤ vmax, ai(t) ≤ amax, (2.1.2)
where the bounds vmax and amax represent the speed and acceleration that the vehicle can
follow, and vi(t), ai(t) are given as
vi(t) =
∥∥∥∥dpi(θi(t))dt
∥∥∥∥ = ∥∥∥∥dpi(td)dtd θ˙i(t)
∥∥∥∥ , (2.1.3)
ai(t) =
∥∥∥∥d2pi(θi(t))dt2
∥∥∥∥ = ∥∥∥∥d2pi(td)dt2d θ˙2i (t) + dpi(td)dtd θ¨i(t)
∥∥∥∥ . (2.1.4)
Fixed-Wing Aircraft: In contrast to multirotor vehicles, flyable trajectories for fixed-
wing aircraft need to satisfy several additional constraints. These constraints include mini-
mum speed, minimum and maximum flight-path angle, maximum rate of flight-path angle
and maximum turn rate. For this, let the inertial frame {I} be defined by the three or-
thonormal vectors {iˆ, jˆ, kˆ} such that the unit vector kˆ points opposite to the gravity vector
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(See Figure 2.2). Now consider the ith vehicle to be a fixed-wing aircraft with its initial
trajectory represented in frame {I} as pi(td) = [xi(td), yi(td), zi(td)], and its desired position
at time t given as pi(θi(t)). It follows that the flight-path angle γi and the heading angle ψi
for any mission-time td are given as
γi(td) = sin
−1
(
dzi(td)/dtd
vi(td)
)
, ψi(td) = tan
−1
(
dyi(td)/dtd
dxi(td)/dtd
)
. (2.1.5)
With the above formulation, the mathematical formulation for the required constraints can
be given as
vmin ≤ vi(t) ≤ vmax, ai(t) ≤ amax, (2.1.6)
γmin ≤ γi(θi(t)) ≤ γmax, |γ˙i(t)| ≤ γ˙max, |ψ˙i(t)| ≤ ψ˙max, (2.1.7)
where
γ˙i(t) =
dγi(θi(t))
dt
=
dγi(td)
dtd
θ˙i(t), ψ˙i(t) =
dψi(θi(t))
dt
=
dψi(td)
dtd
θ˙i(t), (2.1.8)
and the bounds amax, γmin, γmax, γ˙max and ψ˙min depend on the vehicle in use and can be
derived using the differential flatness property [48].
From Equations (2.1.2) - (2.1.8), it follows that the vehicle-dynamic constraints can be
satisfied in two decoupled steps [15]. First, the terms related to oﬄine trajectory generation
can be bounded appropriately. For a multirotor vehicle, there are only two such terms given
as ∥∥∥∥dpi(td)dtd
∥∥∥∥ , ∥∥∥∥d2pi(td)dt2d
∥∥∥∥ ,
whereas, for a fixed-wing aircraft, these terms include∥∥∥∥dpi(td)dtd
∥∥∥∥ , ∥∥∥∥d2pi(td)dt2d
∥∥∥∥ , γi(td), ψi(td), dγi(td)dtd , dψi(td)dtd .
Second, during mission execution, the online varying terms θ˙i(t) and θ¨i(t) can be appropri-
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ately bounded. Sections 2.2 and 2.4 briefly mention how such bounds are ensured.
2.1.2 Guaranteeing Deconflicted Trajectories
In addition to the satisfaction of vehicle-dynamic constraints, trajectories in a multi-vehicle
coordinated mission also need to ensure deconfliction between vehicles. Given the mission
requirements, this deconfliction can be imposed in the form of either spatial or temporal
separation. In the case of spatial separation, the minimum distance between every pair of
points in the trajectories of the ith and the jth vehicle is required to be greater or equal to
the minimum desired clearance. Conversely, in the case of temporal separation, the desired
position of the vehicles, for any time instant t needs to be greater or equal to the minimum
clearance.
Spatial Separation: In the case of spatial separation, the trajectories are required to
satisfy
‖pi(td,i)− pj(td,j)‖ ≥ E, td,i ∈ [0, tfi], td,j ∈ [0, tfj]. (2.1.9)
for all i, j ∈ {1, · · · , N}, i 6= j.
Temporal Separation: In the case of temporal separation, the trajectories need to
satisfy
‖pi(θi(t))− pj(θj(t))‖ ≥ E, θi, θj ∈ [0,min{tfi, tfj}], (2.1.10)
for all i, j ∈ {1, · · · , N}, i 6= j.
We note that the spatial separation constraint of Equation (2.1.9) depends only on the
initial trajectories pi(td), i ∈ {1, · · · , N} and can be satisfied during the initial trajectory
generation. In contrast, the temporal separation constraint (Equation (2.1.10)) can be sat-
isfied in two steps. First, during oﬄine trajectory generation, it can be guaranteed that
‖pi(td)− pj(td)‖ ≥ E + υ, td ∈ [0,min{tfi, tfj}]
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for some appropriately chosen υ. Then, during mission execution, |θi(t)−θj(t)| can be made
small through the time-coordination algorithm.
2.2 Initial Trajectory Generation
The previous section of this chapter discussed different constraints that need to be satisfied
by the initial trajectories pi(td), i = {1, · · · , N}. We recall that these constraints included
terms defined over the continuous mission-time variable td. Unfortunately, satisfying such
constraints comes with the inherent complexity of dealing with infinite constraints. The
following text discusses this problem followed by the solution proposed in the cooperative
control framework.
2.2.1 The Problem of Discretization
The initial trajectories need to satisfy an infinite number of constraints. A common approach
to circumvent this problem is through time discretization of trajectories [43–45,48,50]. Un-
fortunately, this technique reduces the algorithm’s ability to guarantee satisfaction of con-
straints only on the discretization nodes. This was demonstrated in [18] where DIDO [82],
a MATLAB R© package for solving PS optimal control problems, was utilized for generating
spatially separated trajectories. The resulting trajectories are shown in Figure 2.3. Al-
though the algorithm satisfies the separation constraints over the discretization nodes, it
can be seen that the trajectories are ultimately not spatially separated. We note that this
problem, however, is not limited to PS methods; rather it is a characteristic of methods that
rely on discretization.
Since safety is of utmost importance for the proposed multi-vehicle coordination mis-
sions, the trajectory-generation algorithm within the cooperative control framework avoids
discretization. Instead, the algorithm uses Be´zier curves for representing vehicle trajecto-
ries [83]. As a result, by utilizing a few algorithms available for such curves1, the resulting
trajectories are guaranteed to satisfy all the constraints throughout the mission.
1These algorithms will be introduced in Chapter 3.
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Figure 2.3: Two-dimensional trajectories for a team of two cooperating UAVs that are
supposed to be spatially separated. The top panels show the trajectories generated using
pseudospectral optimal control theory, whereas, the bottom panels show the results obtained
using Be´zier Curves.
2.2.2 Constraints Satisfied by the Trajectories
Considering the necessary criteria for the initial trajectories, the cooperative control frame-
work utilizes Be´zier-curve-based algorithms for finding such trajectories [16–18]. Specifically,
for a cooperative mission with N vehicles, the framework can produce
pi(td) : [0, t
f
i]→ Rn, i ∈ {1, 2, · · · , N},
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where n ∈ {2, 3}, and tfi represents the mission time interval for the i-th vehicle. These
trajectories satisfy the boundary conditions for each vehicle as
pi(0) = p
i
i, vi(0) = v
i
i, pi(t
f
i) = p
f
i, vi(t
f
i) = v
f
i,
where pii, v
i
i, p
f
i and v
f
i represent the desired initial position, initial velocity, final position
and final velocity for the ith vehicle, respectively.
Furthermore, the dynamic constraints are satisfied throughout the mission. Specifically,
if the ith vehicle is a multirotor, then the trajectories can be guaranteed to satisfy∥∥∥∥dpi(td)dtd
∥∥∥∥ ≤ vd,max < vmax, ∥∥∥∥d2pi(td)dt2d
∥∥∥∥ ≤ ad,max < amax, td ∈ [0, tfi], (2.2.1)
where the parameters vd,max and ad,max are set to be more conservative than the vehicle
dynamic limits vmax and amax.
Similarly, if the ith vehicle is a fixed-wing aircraft, then the trajectories satisfy
vmin < vd,min ≤
∥∥∥∥dpi(td)dtd
∥∥∥∥ ≤ vd,max < vmax, ∥∥∥∥d2pi(td)dt2d
∥∥∥∥ ≤ ad,max < amax,
γmin < γd,min ≤ γi(td) ≤ γd,max < γmax,
∣∣∣∣dγi(td)dtd
∣∣∣∣ ≤ γ˙d,max < γ˙max,∣∣∣∣dψ(td)dtd
∣∣∣∣ ≤ ψ˙d,max < ψ˙max,
for all td ∈ [0, tfi], where the parameters vd,min, vd,max, ad,max, γd,min, γd,max, γ˙d,max and ψ˙d,min
are set to be more conservative than the vehicle dynamic limits.
Lastly, the trajectories satisfy necessary constraints for spatial or temporal separation.
That is, in the case of spatial separation, the framework guarantees
‖pi(td,i)− pj(td,j)‖ ≥ Ed > E, ∀td,i ∈ [0, tfi], td,j ∈ [0, tfj],
for all i ∈ {1, · · · , N}, whereas, in the case of temporal separation, the trajectories satisfy
‖pi(td)− pj(td)‖ ≥ Ed > E, ∀td ∈ [0,min{tfi, tfj}],
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for all i ∈ {1, · · · , N}. Here, the parameter Ed enforces vehicle to keep at a distance higher
than the minimum required.
Remark 1. Recall that the trajectories pi(θi(t)), i ∈ {1, · · · , N} could be ensured to be flyable
if θ˙ and θ¨ were bounded, in addition to the constraints on the original trajectories pi(td).
We note that the required bounds on θ˙ and θ¨ can actually be calculated given the constraints
introduced above. To clarify this, take the maximum speed constraint for a multirotor as an
example. From Equations (2.1.3) and (2.2.1), it follows that
vi(t) ≤ vd,max|θ˙i(t)|.
Therefore, as long as |θ˙i(t)| ≤ vmaxvd,max , the maximum speed constraint of Equation (2.1.2) will
be satisfied. Similar arguments can be made for all other constraints.
2.3 Path Following
Given trajectories that satisfy vehicle dynamic constraints, the task of the path-following
algorithm is to guarantee accurate tracking of these trajectories. Although the details of
these algorithms are not related to this document, the performance of these algorithms
directly affects collision-avoidance objectives. Therefore, the guarantees provided by these
algorithms are reviewed in this section.
To discuss the performance guarantees provided by the path-following algorithm, it is
necessary to first mention the difference between its objectives from that of an autopilot.
The cooperative control framework utilizes a multiloop control structure such that an inner-
loop controller is responsible for stabilizing vehicle dynamics, whereas a guidance outer loop
controls the vehicle kinematics. The evolution of kinematic state of the vehicle can be
expressed as
Gk : x˙k,i(t) = fk(xk,i(t),yd,i(t)), (2.3.1)
where xk,i(t) includes the position and attitude of the vehicle, yd,i(t) denotes a vector con-
taining linear and angular velocities, and fk(·) is a known nonlinear function. The dynamics
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Gd of the vehicle can then be written as
Gd :
x˙d,i(t) = gd(xd,i(t),xk,i(t),ui(t),di(t)),yd,i(t) = gd,o(xd,i(t)),
where xd,i(t) denotes a vector representing the dynamic state of the vehicle, u(t) represents
the control signal produced by the autopilot, d(t) is an exogenous disturbance, and gd(·)
and gd,o(·) are partially known (possibly) nonlinear functions. The path-following algorithms
relevant to this document are designed for the kinematic system Gk in (2.3.1) and can be
regarded as guidance outer-loop controllers for the lower level autopilot.
2.3.1 Path-Following Problem
Given the trajectory of the ith vehicle as pi(θi(t)), the path-following algorithm defines the
error vector xPF,i(t) that takes into account the difference between the kinematic state of
the vehicle xd,i(t) and the state dictated by the trajectory pi(θi(t)). Specifically, the error
vector is defined as:
xPF,i(t) = hPF
(
xk,i(t),yd,i(t),pi(θi(t)),
dpi(θi(t))
dt
)
, (2.3.2)
where hPF (·) represents some known nonlinear function.
Using the above error vector, the path-following algorithms [19, 20] solve the following
problem:
Definition 1. (Path-Following Problem) Consider a mission with N vehicles such that
the desired vehicle trajectories pi(θi(t)), i = {1, · · · , N} satisfy the vehicle-dynamic con-
straints. Let the path-following error for the fleet of the vehicles be defined as xPF (t) =
[xPF,1(t)
>, · · · ,xPF,N(t)>]>. If ‖xPF (0)‖ ≤ x0PF,max for some scalar x0PF,max > 0, then the
path-following controller needs to ensure
‖xPF (t)‖ ≤ xPF,max t ≥ 0, (2.3.3)
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where xPF,max is a positive constant characterizing the performance of the algorithm.
2.4 Time Coordination
As discussed in Section 2.1, one of the objectives of the cooperative control framework is
to ensure that θi(t) ≈ θj(t). Moreover, to ensure that the trajectories pi(θi(t)) satisfy the
vehicle dynamic constraints, θ˙i(t) and θ¨i(t) need to be appropriately bounded. The time-
coordination algorithms employed in the framework ensure that these requirements are met.
In addition to satisfying the necessary conditions, this algorithm also allows the framework
to exploit the freedom of controlling θ˙i(t). In this regard, note that the variable θ˙i(t) defines
how fast the ith vehicle is desired to move along its initial trajectory and can be conveniently
called as the mission-progression rate for the vehicle. Although θ˙i(t) is required to be ap-
propriately bounded for satisfying vehicle-dynamic constraints, no strict equality constraints
are imposed on it. Thus, in order to achieve other objectives such as collision-avoidance,
θ˙i(t) should follow a properly selected desired mission-progression rate θ˙d(t). Finally, we
make the following observation about the desired mission progression rate: if θ˙i(t) = 1 at
some time t, then the desired speed of the vehicle
∥∥∥dpi(θi(t))dt ∥∥∥ satisfies
∥∥∥∥dpi(θi(t))dt
∥∥∥∥ = ∥∥∥∥dpi(td)dtd
∥∥∥∥ .
That is, the desired speed of the vehicle matches the speed defined during the initial tra-
jectory generation. Thus, it is reasonable to set θ˙d(t) = 1 as a default value whenever
possible.
The time-coordination algorithm [21] achieves the objectives discussed above by solving
the following problem:
Definition 2. (Time-Coordination Problem) Consider a set of N vehicles such that the
desired position of the ith vehicle at time t is given as pi(θi(t)). Let pi(θi(t)) satisfy the
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dynamic constraints of the vehicle for any θi(t) that satisfies
θ˙min ≤ θ˙i(t) ≤ θ˙max, |θ¨i(t)| ≤ θ¨max, (2.4.1)
for some positive scalars θ˙min, θ˙max and θ¨max. Let the desired mission rate θ˙d(t) satisfy
|1− θ˙d(t)| ≤ θ˙d,max for some positive scalar θ˙d,max. Finally, let all vehicles have onboard
path-following controllers satisfying Definition 1. Then, given appropriate assumptions on
the communication network used by the vehicles and the variables θ˙min, θ˙max, θ¨max, θ˙d,max, and
xPF,max, the time-coordination algorithm needs to ensure that θi(t) satisfies Equation (2.4.1)
for i ∈ {1, · · · , N} and
max
i,j∈{1,··· ,N}
{
|θ˙i(t)− θ˙d(t)|, |θi(t)− θj(t)|
}
≤ xTC,max, t ≥ 0. (2.4.2)
Remark 2. Using Equation (2.4.1), a relationship between future values of θi and t can be
established. Specifically, consider the current time to be t = tc and let θi(tc) = θc. Then the
time t when θi(t) = θ
′
i (and, therefore, the desired position for the ith vehicle is pi(θ
′
i)) for
some θ′i > θc is given as
t = tc + (θ
′
i − θc)δ
with δ ∈
[
1
θ˙max
, 1
θ˙min
]
, where θ˙min = mint θ˙d(t)− xTC,max and θ˙max = maxt θ˙d(t) + xTC,max.
2.5 Collision Avoidance
Being the primary focus of this thesis, collision avoidance will be discussed in detail in
Chapters 4 through 6. In the following, we make a few observations about the algorithm as
it operates within the cooperative control framework and also review some prior work.
First, we note that the collision-avoidance algorithm may have the ability to manipulate
the desired mission-progression rate θ˙d(t) for avoiding a given obstacle. For any mission
without absolute temporal constraints, this technique does not compromise any of the mis-
sion objectives, and is generally desirable. However, θ˙d(t) needs to be chosen carefully such
that the vehicle dynamic constraints are not affected. Later part of this section provides a
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prior algorithm that utilizes this technique. Chapter 4 extends these results to situations,
where the speed profile of the obstacle is not known.
Second, if manipulating θ˙d(t) is not a feasible option for avoiding a collision, the algorithm
may replace the initial trajectory pi(td) for the ith vehicle by a new trajectory pnew,i(td).
This may vary the shape of the trajectory possibly affecting satisfaction of the mission
objectives. Thus, if needed, pnew,i(td) needs to be generated such that it closely resembles
the original trajectory pi(td). Chapters 5 and 6 in this thesis will explore this method of
collision avoidance.
Lastly, it is important to note that there is some uncertainty associated with the evolution
of the virtual-time variable θi(t) for any ith vehicle. To clarify this, let the virtual-time for
the ith vehicle at time t = tc be given as θi(t = tc) = θc. Then, as noted in Remark 2, the
time at which the vehicle is desired to reach p(θ′i) for some θ
′
i > θc can only be specified
to exist in an interval. Chapter 6 in this thesis will explore how such uncertainty can be
handled.
2.5.1 Prior Work: Collision Avoidance with Speed Adjustment
We now introduce a previously developed speed-adjustment based collision-avoidance algo-
rithm2 that can be used to avoid moving obstacles. In the later chapters, this method will
be complemented with other collision-avoidance algorithms that can not only avoid static
obstacles but are also robust to missing information about the obstacle trajectory.
Problem Setup: This algorithm considered N multirotors such that the ith multirotor is
constrained to fly at speeds within the range [vi,min, vi,max] and can experience accelerations
up to ai,max.
For a given mission, the initial trajectories for these vehicles are assumed to be represented
as
pi(td) : [0, t
f
i]→ Rn, i = {1, · · · , N},
2Details of this algorithm along with analysis and simulations can be found in [78]
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where n ∈ {2, 3}, i = {1, · · · , N}. Furthermore, the trajectories are assumed to satisfy
vi,min < vdi,min ≤
∥∥∥∥dpi(td)dtd
∥∥∥∥ ≤ vdi,max < vi,max , td ∈ [0, tfi] (2.5.1)∥∥∥∥d2pi(td)dt2d
∥∥∥∥ ≤ adi,max < ai,max , td ∈ [0, tfi],
for i = {1, · · · , N} and some parameters vdi,min, vdi,max, and adi,max. Now the feasibility
limits on θ˙i(t) and θ¨i(t) can be determined as follows.
Using Equation (2.5.1), it follows that θ˙i(t) needs to be bounded as θ˙i,min ≤ θ˙i(t) ≤ θ˙i,max,
where
θ˙i,min ≥ vi,min/vdi,min, θ˙i,max ≤ vi,max/vdi,max. (2.5.2)
Similarly, it can be concluded that θ¨i(t) needs to be bounded as |θ¨i(t)| ≤ θ¨i,max, where
|θ¨i,max vdi,max + θ˙2i,max adi,max| ≤ ai,max . (2.5.3)
Proposed Solution: Let there be an obstacle with known trajectory po(t). Furthermore,
let there be a virtual time θ∗ and a time-instant t∗ such that the location of the i-th vehicle
at θi = θ∗ and the position of the obstacle at t = t∗ is the same. That is,
||pi(θ∗)− po(t∗)|| = 0 . (2.5.4)
Then the desired mission progression rate θd(t) is governed with the control law given as
θ¨d(t) = k1(1− s¯(t))(1− θ˙d(t))− θ¨maxs¯(t)sign((θ∗ − θi(t))− (t∗ − t)) , (2.5.5)
where3
s¯(t) =
1 if there is an emminent collision avoidable through speed-adjustment0 otherwise
3The exact expression for s(t) can be found in [78].
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From the time-coordination algorithm, it follows that θ˙i(t) → θ˙d(t). Consequently, the
speed of the i-th vehicle varies such that the obstacle is avoided.
Remark 3. The control law of Equation (2.5.5) requires the knowledge of θ∗ and t∗. These
variables, however, can only be found using Equation (2.5.4) and require complete knowledge
of the obstacle trajectory po(t). In Chapter 4, an extension of this algorithm is presented
where this assumption is removed.
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CHAPTER 3
BE´ZIER CURVES AND SURFACES
Be´zier curves have been shown as an advantageous choice for representing vehicle trajecto-
ries [84–86] ( [87] Chap. 3). Through their useful properties and several available algorithms,
these polynomial curves allow fast and efficient verification of vehicle dynamic constraints
and also inter-vehicle separation constraints. To make use of these advantages, the coopera-
tive control framework utilizes these curves for not only trajectory planning [15–18,78] (See
Chapter 2), but also for collision-avoidance as will be discussed in Chapters 5 and 6.
Although Be´zier curves have been used for trajectory representation for over a decade, the
representation has been limited to completely known trajectories. In this thesis, we extend
the capability of these polynomial entities by using Be´zier surfaces for representing uncertain
trajectories, thereby bringing robustness to the proposed collision-avoidance algorithms.
Towards providing a mathematical background for the Be´zier curves and surfaces based
algorithms that follow, this chapter introduces these polynomial entities in Section 3.1. A
brief introduction to some relevant algorithms developed particularly for these curves and
surfaces is provided in Section 3.2. Lastly, use of Be´zier surfaces for representing uncertain
trajectories is demonstrated in Section 3.3.
3.1 Be´zier Curves and Surfaces
In the following, we define Be´zier curves and surfaces, and mention a few relevant properties.
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Figure 3.1: The left and right panel show an example Be´zier curve and an example Be´zier
surface, respectively.
3.1.1 Be´zier Curves
Be´zier curves [83] are polynomial curves parameterized by a scalar defined over the finite
interval ζ ∈ [0, 1]. These curves are completely specified by their control points r¯k and are
given as
r(ζ) =
n∑
k=0
r¯kb
n
k(ζ), ζ ∈ [0, 1], (3.1.1)
where n is the degree of the polynomial, and bnk(ζ) are the Bernstein polynomials defined as
bnk(ζ) =
(
n
k
)
(1− ζ)n−kζk, ζ ∈ [0, 1]. (3.1.2)
In the left hand side panel of Figure 3.1, an example Be´zier curve is shown as blue, defined
by its six control points r¯k, k = 0, 1, · · · , 5, that are shown in green.
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3.1.2 Be´zier Surfaces
Be´zier surfaces are polynomial surfaces parameterized by two scalars ζ1 and ζ2 [83]. These
surfaces are defined over the compact domain (ζ1, ζ2) ∈ [0, 1]× [0, 1] and completely specified
by their control points s¯k1,k2 as
s(ζ1, ζ2) =
n1∑
k1=0
n2∑
k2=0
s¯k1,k2b
n1
k1
(ζ1)b
n2
k2
(ζ2), ζ1 ∈ [0, 1], ζ2 ∈ [0, 1], (3.1.3)
where n1 × n2 is the degree of the polynomial, and bn1k1 (ζ1), bn2k2 (ζ2) are the Bernstein poly-
nomials defined as in Equation (3.1.2).
In the right hand side panel of Figure 3.1, an example Be´zier surface is shown as blue and
red, defined by its twelve control points r¯k1,k2 that are shown in green with k1 = 0, 1, 2, 3 and
k2 = 0, 1, 2.
3.1.3 Properties
Be´zier curves and surfaces exhibit several useful properties. Using a general Be´zier curve
r(ζ) and surface s(ζ1, ζ2) given in Equations (3.1.1) and (3.1.3), a few relevant properties are
described below:
1. As a trivial consequence of Binomial theorem, we have
n∑
k=0
bnk(ζ) = 1, ζ ∈ [0, 1]. (3.1.4)
Therefore, from Equation (3.1.1), it follows that any point on a Be´zier curve r(ζ) is
simply a weighted average of its control points. Similarly, any point on a Be´zier surface
is also a weighted average of its control points.
2. From the previous property, it follows that Be´zier curves and surfaces are always com-
pletely contained within the convex hull of their control points. This is also illustrated
in Figure 3.1, where the convex hulls of the control points are shown using green dot-
ted lines and a green translucent polytope for the example Be´zier curve and surface,
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respectively.
3. The initial and final points of a Be´zier curve are the first and the last control points,
respectively. That is,
r(0) = r¯0, r(1) = r¯n.
Similarly, the four end points of a Be´zier surface are given by the four respective control
points. Specifically,
s(0, 0) = s¯0,0, s(1, 0) = s¯n1,0, s(0, 1) = s¯0,n2 , s(1, 1) = s¯n1,n2 .
4. The derivative of an nth order Be´zier curve
(
q(ζ) = dr(ζ)
dζ
)
is an (n− 1)th order Be´zier
curve with control points given as
q¯k = n(r¯k+1 − r¯k), k = 0, 1, · · · , n− 1. (3.1.5)
5. Addition (or subtraction) of nth order Be´zier curves results in another nth order Be´zier
curve with the control points given as the sum (or difference) of the control points of
the original curves. Similarly, addition (or subtraction) of two Be´zier surfaces of order
n1 × n2 results in a new Be´zier surface with the same order and the control points
given as the sum (or difference) of the control points of the original surfaces.
6. Multiplication of two Be´zier curves defined over the same scalar ra(ζ) and rb(ζ) with
orders na and nb, respectively, results in another Be´zier curve of order na + nb defined
over the scalar ζ. Similarly, multiplication of two Be´zier surfaces defined over the same
variables sa(ζ1, ζ2) and sb(ζ1, ζ2) with order na,1×na,2 and nb,1×nb,2 results in another
Be´zier surface of order (na,1 + nb,1)× (na,2 + nb,2).
7. As a direct consequence of the previous two properties, for any n-th order Be´zier curve
r(ζ), the square of its 2-norm ||r(ζ)||22 can be written as a Be´zier curve of order 2n.
Similarly, for any Be´zier surface s(ζ1, ζ2) of order n1 × n2, the square of its 2-norm
||s(ζ1, ζ2)||22 can be written as a Be´zier surface of order 2n1 × 2n2.
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8. A Be´zier curve can also be written as a Be´zier surface. The appropriate mathematical
expression for such a representation along with a proof is provided in the following
lemma.
Lemma 1. Any n1-th order Be´zier curve
r(ζ1) =
n1∑
k=0
r¯kb
n1
k (ζ1), ζ ∈ [0, 1],
can be written as an n1 × n2 order Be´zier surface
s(ζ1, ζ2) =
n1∑
k1=0
n2∑
k2=0
s¯k1,k2b
n1
k1
(ζ1)b
n2
k2
(ζ2), ζ1, ζ2 ∈ [0, 1] (3.1.6)
for any natural number n2 such that r(ζ1) = s(ζ1, ζ2) for any ζ1, ζ2 ∈ [0, 1]. This is achieved
by setting s¯k1,k2 = r¯k1 for k1 = 0, 1, ..., n1 and k2 = 0, 1, ..., n2.
Proof. Since s¯k1,k2 = r¯k1 , Equation (3.1.6) can be rewritten as
s(ζ1, ζ2) =
n1∑
k1=0
n2∑
k2=0
r¯k1b
n1
k1
(ζ1)b
n2
k2
(ζ2), ζ1 ∈ [0, 1], ζ2 ∈ [0, 1]
=
n1∑
k1=0
r¯k1b
n1
k1
(ζ1)
n2∑
k2=0
bn2k2 (ζ2), ζ1, ζ2 ∈ [0, 1]
Since
∑n2
k2=0
bn2k2 (ζ2) = 1 (See property 2 in Section 3.1.3) for any ζ2 ∈ [0, 1], it follows that
s(ζ1, ζ2) =
n1∑
k1=0
r¯k1b
n1
k1
(ζ1) = r(ζ1), ζ1, ζ2 ∈ [0, 1].
This completes the proof.
3.2 Relevant Algorithms
Using properties of Be´zier curves, several algorithms have been presented in the literature
that efficiently analyze and operate on these curves. A couple of such algorithms relevant to
our collision-avoidance procedure are discussed in the following.
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Figure 3.2: Illustration of the de Casteljau algorithm for Be´zier curves.
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Figure 3.3: Illustration of the deCasteljau Algorithm for Be´zier surfaces.
3.2.1 The de Casteljau Algorithm
The de Casteljau algorithm can be used to subdivide a Be´zier curve or a Be´zier surface into
two independent ones [83]. This algorithm is briefly described in the following.
For the case of any nth order Be´zier curve (such as that of Equation (3.1.1)), given a scalar
ζdiv ∈ (0, 1), the de Casteljau algorithm outputs two Be´zier curves r1 and r2 such that
r(ζ) =

r1
(
ζ
ζdiv
)
, ζ ∈ [0, ζdiv],
r2
(
ζ−ζdiv
1−ζdiv
)
, ζ ∈ [ζdiv, 1].
An illustration of this case is provided in Figure 3.2 where the blue curve shown in the
left panel is subdivided using the de Casteljau algorithm. The two new curves obtained are
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shown in the right panel as red and green with the point of subdivision shown as black.
For the case of any Be´zier surface of order n1×n2 (such as that of Equation (3.1.3)), given
a scalar ζdiv ∈ (0, 1) and an axis of choice between ζ1 and ζ2, the de Casteljau algorithm
outputs two Be´zier surfaces s1 and s2 such that
s(ζ1, ζ2) =

s1
(
ζ1
ζdiv
, ζ2
)
, ζ1 ∈ [0, ζdiv],
s2
(
ζ1−ζdiv
1−ζdiv , ζ2
)
, ζ1 ∈ [ζdiv, 1],
ζ2 ∈ [0, 1].
or
s(ζ1, ζ2) =

s1
(
ζ1,
ζ2
ζdiv
)
, ζ2 ∈ [0, ζdiv],
s2
(
ζ1,
ζ2−ζdiv
1−ζdiv
)
, ζ2 ∈ [ζdiv, 1],
ζ1 ∈ [0, 1].
An illustration for these cases is provided in Figure 3.3, where the left panel shows an
example Be´zier surface. The middle and right panel show the surfaces obtained after subdi-
vision along ζ1 and ζ2, respectively.
3.2.2 Degree Elevation
Using the degree elevation algorithm [83], any n-th order Be´zier curve, such as that of
Equation (3.1.1), can be written as a Be´zier curve of order (n + 1). Furthermore, through
repeated application of this algorithm, the curve can be written as an m-th order Be´zier
curve for any integer m > n. Mathematically, given r¯k for k = 0, 1, ..., n, this algorithm can
be used to find R¯k for k = 0, 1, ...,m such that
r(ζ) =
n∑
k=0
r¯kb
n
k(ζ) =
m∑
k=0
R¯kb
m
k (ζ), ζ ∈ [0, 1], (3.2.1)
where m > n.
Similarly, the algorithm can be used to increase the order of a Be´zier surface. Specifically,
through single application of this algorithm, any Be´zier surface of order n1×n2 can be written
as a surface of order n1 × (n2 + 1) or (n1 + 1) × n2. However, more generally and through
possible multiple applications of this algorithm, the control points s¯k1,k2 for k1 = 0, 1, ...n1
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and k2 = 0, 1, ...n2 of a Be´zier surface of order n1 × n2 can be used to find the new control
points S¯k1,k2 for k1 = 0, 1, ...m1 and k2 = 0, 1, ...m2 such that
s(ζ1, ζ2) =
n1∑
k1=0
n2∑
k2=0
s¯k1,k2b
n1
k1
(ζ1)b
n2
k2
(ζ2) =
m1∑
k1=0
m2∑
k2=0
S¯k1,k2b
m1
k1
(ζ1)b
m2
k2
(ζ2), ζ1 ∈ [0, 1], ζ2 ∈ [0, 1]
where m1 ≥ n1 and m2 ≥ n2, but either m1 > n1 or m2 > n2.
3.2.3 Minimum Distance Calculation
Minimum distance between Be´zier curves or surfaces can be efficiently calculated using the
algorithm presented in [88]. More specifically, given two Be´zier curves r1(ζ) and r2(ζ) with
ζ ∈ [0, 1], the algorithm can calculate
min
ζa,ζb∈[0,1]
||ra(ζa)− rb(ζb)|| and argmin
ζa,ζb∈[0,1]
||ra(ζa)− rb(ζb)||,
without requiring any discretization.
Similarly, given two Be´zier surfaces sa(ζ1, ζ2) and sb(ζ1, ζ2) with (ζ1, ζ2) ∈ [0, 1]× [0, 1], the
algorithm can calculate
min
ζa,1,ζa,2∈[0,1]
ζb,1,ζb,2∈[0,1]
||sa(ζa,1, ζa,2)− sb(ζb,1, ζb,2)|| and argmin
ζa,1,ζa,2∈[0,1]
ζb,1,ζb,2∈[0,1]
||sa(ζa,1, ζa,2)− sb(ζb,1, ζb,2)||,
without discretization.
3.3 Representing Uncertain Trajectories using Be´zier Surfaces
Unlike Be´zier curves that depend on a single scalar variable (e.g. ζ as used in Equa-
tion (3.1.1)), Be´zier surfaces are defined over two scalars (e.g. ζ1 and ζ2 as used in Equa-
tion (3.1.3)). In the context of this thesis, such extra representational power can be utilized
for cases when the trajectory of an obstacle or of any vehicle is only partially known. We
discuss this as follows.
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For collision-avoidance, complete information about the obstacle’s and the vehicle’s future
trajectory can be helpful. In real world scenarios, however, this is often not the case. To this
end, Be´zier surfaces can be used to represent a set of future trajectories for a given obstacle.
Consequently, algorithms based on such surfaces can replan the vehicle trajectory while
considering a collection of possible obstacle trajectories. In the following, the usefulness of
this representational power is explored through a few relevant cases of uncertain obstacle
trajectories representable in such polynomial form.
In all of these cases, we consider the current time to be t = tc. Furthermore, we consider
a nominal future trajectory of the obstacle to be available until a time instant of choice t˜f
and represented as a Be´zier curve:
po(t) =
n∑
k=0
p¯o,kb
n
k
(
t− tc
t˜f − tc
)
, t ∈ [tc, t˜f], (3.3.1)
where p¯o,k are the control points for the nominal trajectory. In the following sections,
different uncertainties are introduced along with derivation of mathematical expressions for
their explicit modeling. Furthermore, it is shown that the expressions obtained can be
written as Be´zier surfaces.
Remark 4. In the cases that follow, it will be assumed that uncertainty in the predicted
position of the obstacle appears due to one particular reason only. In the formal problem
formulations used later in this thesis, however, uncertainty that may appear due to other
possible unknown factors is also considered.
3.3.1 Case 1: Obstacle with Uncertainty along one Axis
Let the uncertainty associated with the obstacle’s trajectory be due to a possible bounded
deviation in the obstacle’s speed along some unit vector u. Furthermore, let the time interval
during which the obstacle is of concern (and its trajectory is needed) be [tc, t
f]. Mathemati-
cally, given the nominal predicted trajectory of the obstacle in Equation (3.3.1), we can set
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Figure 3.4: Examples of Be´zier surfaces representing uncertain obstacle trajectory.
t˜f = tf and write the predicted position of the obstacle at any time t ∈ [tc, tf] to be equal to
po(t) + (t− tc)δu, t ∈ [tc, tf],
for some δ ∈ [−δmax, δmax]. Then, obstacle’s predicted positions can be parameterized using
a scalar ξ to conclude that the obstacle is predicted to be at
qo(ξ, t) = po(t) + (t− tc)[ξδmax − (1− ξ)δmax]u, t ∈ [tc, tf],
at time t ∈ [tc, tf] for some ξ ∈ [0, 1].
With the uncertainty explicitly modeled using the above expression, the following text
concludes that this expression can be equivalently written as a Be´zier surface.
Since b11
(
t−tc
tf−tc
)
= t−tc
tf−tc , b
1
0(ξ) = 1− ξ, and b11(ξ) = ξ, it follows that
qo(ξ, t) = po(t) + (t
f − tc)
[
δmaxb
1
1(ξ)b
1
1
(
t− tc
tf − tc
)
− δmaxb10(ξ)b11
(
t− tc
tf − tc
)]
u, t ∈ [tc, tf],
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or simply
qo(ξ, t) = po(t) +
1∑
k1=0
1∑
k2=0
δ¯k1,k2b
1
k1
(ξ)b1k2
(
t− tc
tf − tc
)
, t ∈ [tc, tf],
where δ¯0,1 = −(tf− tc)δmaxu, δ¯1,1 = (tf− tc)δmaxu, and δ¯0,0 = δ¯1,0 = 0. Lastly, by performing
degree elevation operation and converting the nominal trajectory po(t) to a surface, it can
be concluded that
qo(ξ, t) =
1∑
k1=0
n∑
k2=0
P¯o,k1,k2b
1
k1
(ξ)bnk2
(
t− tc
tf − tc
)
+
1∑
k1=0
n∑
k2=0
∆¯k1,k2b
1
k1
(ξ)bnk2
(
t− tc
tf − tc
)
, t ∈ [tc, tf].
Here P¯o,k1,k2 = p¯o,k2 for k1 = 0, 1, and k2 = 0, 1, ..., n, and ∆¯k1,k2 are found using the degree-
elevation algorithm [83]. Thus, it can be concluded that all possible predicted positions of
the obstacle at any time t ∈ [tc, tf] are represented by the Be´zier surface
qo(ξ, t) =
1∑
k1=0
n∑
k2=0
q¯o,k1,k2b
1
k1
(ξ)bnk2
(
t− tc
tf − tc
)
, t ∈ [tc, tf], (3.3.2)
where q¯o,k1,k2 = P¯o,k1,k2 + ∆¯o,k1,k2 for k1 = 0, 1, and k2 = 0, 1, ..., n.
An example Be´zier surface obtained for this type of uncertainty in the obstacle trajectory
is shown in the left panel of Figure 3.4. In this figure, the nominal predicted trajectory
of the obstacle is a simple constant velocity trajectory shown as black. However, due to
uncertainty along y-axis, the predicted position of the obstacle is represented by the surface
shown as red. Within this surface, the predicted position of the obstacle for a fixed value of
ξ = ξ′ is shown as blue, whereas the set of predicted positions at a particular time instant
t = t′ is shown as green.
Remark 5. Similar to the case discussed above, where the uncertainty in the obstacle’s
trajectory appeared due to a bounded variation in the speed along a certain direction, Be´zier
surfaces can be used for the case when the uncertainty is due to a bounded variation in the
obstacle’s acceleration along a certain unit vector. The order of the final Be´zier surface that
represents the predicted positions of the obstacles in this case, however, will be 2× n (unlike
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1× n as used in Equation (3.3.2)).
3.3.2 Case 2: Obstacle with an Uncertain Speed
Let the nominal predicted trajectory for the obstacle be given as Equation (3.3.1) and the
time interval when the obstacle is of concern be [tc, t
f].
Furthermore, let the obstacle be capable of varying the rate at which it follows this nominal
predicted trajectory by a bounded factor. That is, after the time interval t− tc, the obstacle
might be at the position at which it is nominally predicted to reach after the time interval
(t− tc)δ for some δ ∈ [δmin, δmax], where 0 < δmin < δmax and {1} ∈ [δmin, δmax]. Then, t˜f can
be set as
t˜f = tc + (t
f − tc)δmax, (3.3.3)
and the position of the obstacle at any time t ∈ [tc, tf] can be predicted as
po [tc + (t− tc)δ] , t ∈ [tc, tf],
for some δ ∈ [δmin, δmax]. Here, it is noted that the above expression is well defined if t˜f is
set as in Equation (3.3.3).
Then, using a parameterization more appropriate for later calculations, the predicted
position of the obstacle at time t can be written as
qo(ξ, t) = po [tc + (t− tc)(δmin + ξ(δmax − δmin))] , t ∈ [tc, tf], (3.3.4)
for some ξ ∈ [0, 1]. Using the following lemma, it is concluded that qo(ξ, t) can be represented
using a Be´zier surface.
Lemma 2. Let the nominal predicted position of the obstacle be given by an n-th order
Be´zier curve
po(t) =
n∑
k=0
p¯o,kb
n
k
(
t− tc
t˜f − tc
)
, t ∈ [tc, t˜f]. (3.3.5)
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Furthermore, for some 0 < α ≤ β, let t˜f satisfy
t˜f = tc + (t
f − tc)β,
and the predicted position of the obstacle qo at any time t ∈ [tc, tf] be given as
qo(ξ, t) = po [tc + (t− tc)(α + ξ(β − α)] , t ∈ [tc, tf]. (3.3.6)
Then, qo(ξ, t) can be represented as an n× n order Be´zier surface
qo(ξ, t) =
n∑
k1=0
n∑
k2=0
q¯o,k1,k2b
n
k1
(ξ)bnk2
(
t− tc
tf − tc
)
, t ∈ [tc, tf]. (3.3.7)
Proof. The proof for this lemma along with expressions for q¯o,k1,k2 are provided in the
Appendix A.
An illustration for such uncertainty is provided in the right panel of Figure 3.4. It is noted
that as a direct consequence of Equation (3.3.4), the set of positions covered by the surface
qo(ξ, t) completely overlaps with the set of positions covered by the curve po(t). Therefore,
the figure shows the nominal predicted trajectory of the obstacle as black. Furthermore, the
predicted position of the obstacle for a fixed value of ξ = ξ′ is shown as blue, whereas the
set of predicted positions at a particular time instant t = t′ is shown as green.
3.3.3 Case 3: Vehicle with Uncertain Speed
Let the obstacle be predicted to follow its nominal trajectory of Equation (3.3.1). let the
vehicle’s own trajectory be uncertain due to a possible variation in the desired mission rate1
θ˙d(t). Specifically, consider the case discussed in Chapter 2, where the vehicle’s trajectory is
parameterized as pi(θi(t)) with θ˙i(t) ∈ [θ˙min, θ˙max] with θ˙min > 0. Furthermore, let θi(tc) = θc
and consider the obstacle to be of concern as long as θi ∈ [θc, tf]. Recall from Remark 2 that
1Varying the desired mission rate was shown as a viable approach for collision avoidance in Chapter 2.
However, the case discussed here is agnostic to the purpose behind such variation. For example, it can
be used when the mission rate is varied for real-time rescheduling of the mission and/or in response to
environmental disturbances.
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for any given θ′i > θc, the time variable t satisfies
t = tc + (θ
′
i − θc)δ,
for some δ ∈
[
1
θ˙max
, 1
θ˙min
]
. Then, t˜f can be set as
t˜f = tc + (t
f − θc) 1
θ˙min
,
to write the predicted position of the obstacle at any θi ∈ [θc, tf] as
po [tc + (θi − θc)δ] , θi ∈ [θc, tf].
Using a parameterization more suitable for later analysis, it can be concluded that the
predicted position of the obstacle at any θi ∈ [θc, tf] can be written as
qo(ξ, θi) = po
(
tc + (θi − θc)
[
1
θ˙max
+ ξ
(
1
θ˙min
− 1
θ˙max
)])
, θi ∈ [θc, tf], (3.3.8)
for some ξ ∈ [0, 1]. Using Lemma 2, it can be concluded that the above expression for the
predicted obstacle trajectory can be written as a Be´zier surface.
3.3.4 Case 4: Vehicle and Obstacle with Uncertain Speed
In this case, the two uncertainties discussed in the last two cases are combined. Specifically,
consider the nominal predicted trajectory of the obstacle to be given as Equation (3.3.1),
where the predicted position of the obstacle at time t satisfies
po [tc + (t− tc)δ1] , t ∈ [tc, tf], (3.3.9)
for some δ1 ∈ [δmin, δmax].
Furthermore, consider the vehicle’s trajectory parameterized as pi(θi(t)) where θ˙i(t) ∈
[θ˙min, θ˙max] with θ˙min > 0. Furthermore, let θi(tc) = θc and consider the obstacle to be of
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concern as long as θi ∈ [θc, tf]. From Remark 2, it follows that the time variable t satisfies
t = tc + (θi − θc)δ2, (3.3.10)
for some δ2 ∈
[
1
θ˙max
, 1
θ˙min
]
.
Thus, t˜f can be set as
t˜f = tc + (t
f − θc)δmax
θ˙min
.
Combining Equations (3.3.9) and (3.3.10), the predicted position of the obstacle at any
θi ∈ [θc, tf] can be written as
po [tc + (θi − θc)δ1δ2] , θi ∈ [θc, tf].
Since δ1δ2 ∈
[
δmin
θ˙max
, δmax
θ˙min
]
, the above expression can be re-parametrized to conclude that the
predicted position of the obstacle at any θi ∈ [θc, tf] is given as
qo(ξ, θi) = po
(
tc + (θi − θc)
[
δmin
θ˙max
+ ξ
(
δmax
θ˙min
− δmin
θ˙max
)])
, θi ∈ [θc, tf],
for some ξ ∈ [0, 1]. Similar to the last two cases, Lemma 2 can be used to conclude that the
above expression for the predicted obstacle trajectory can be written as a Be´zier surface.
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CHAPTER 4
SPEED ADJUSTMENT FOR AVOIDING
OBSTACLES WITH VARYING SPEED PROFILES
As prior research, we discussed speed-adjustment based collision avoidance in Chapter 2.
Although the algorithm allowed safe operation without comprising on any time-coordinated
mission objectives, it relied on complete knowledge of the obstacle trajectory.
In this chapter, we relax this rather restrictive assumption and propose a collision-avoidance
method that only requires knowledge of a nominal trajectory for the obstacle. Although
this nominal trajectory is assumed to have correct path information, the speed profile of the
obstacle as described by this trajectory is expected to be inaccurate. As these inaccuracies
are observed, the algorithm employes a control law to adjust vehicle’s own speed profile.
Consequently, the algorithm is able to ensure safe operation while also meeting objectives
of the time-coordination mission.
In the following, we first introduce the time-coordination law used in the cooperative
control framework in 4.1. The mathematical formulation of the problem itself is provided
in Section 4.2. Section 4.3 presents the proposed control law followed by the main result in
Section 4.4. Finally, a demonstration of the algorithm is provided in Section 4.5.
4.1 Time-Coordination Law
As mentioned in Chapter 2, to achieve coordination and collision avoidance objectives, the
cooperative control framework governs the evolution of virtual time θi(t). This section
provides the mathematical characterization of the time-coordination objective followed by
the control law.
Recalling the fact that the virtual time θi(t) represents the progress of the ith vehicle
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along its initial planned trajectory, all vehicles are said to be coordinated at time t if
θi(t) = θj(t), i, j ∈ {1, 2, · · · , N}. (4.1.1)
Furthermore, for some desired mission rate θ˙d(t) > 0, if
θ˙i(t) = θ˙d(t), i ∈ {1, 2, · · · , N}, (4.1.2)
then all vehicles are considered to be progressing in the mission with the desired pace.
In order to achieve coordination between vehicles, it is necessary to have information
exchanged between them. In this regard, it is assumed that the vehicles can communicate
with each other through a supporting time-varying communication graph Γ(t). Let L(t) ∈
RN×N be the Laplacian matrix for Γ(t), andQ ∈ R(N−1)×N be a matrix that satisfiesQ1N = 0
and QQ> = IN−1, where 1N is a vector of length N with all elements equal to 1, and IN−1 is
the identity matrix of size N−1. Finally, defining L¯(t) = QL(t)Q>, the following is assumed
in terms of the communication graph:
1. The ith vehicle can only communicate with neighboring set Ni.
2. The communication between the vehicles is bidirectional and with no time delays.
3. The connectivity of the communication graph Γ(t) satisfies
t+T∫
t
L¯(τ)dτ ≥ µIN−1, t ∈ [0,∞), (4.1.3)
with parameters T, µ > 0 describing the quality of the communication network.
To achieve the time-coordination objective given in (4.1.1) and (4.1.2), the control law is
proposed as
θ¨i(t) = −b(θ˙i(t)− θ˙d(t)) + ˆ¨θd(t)− a
∑
j∈Ni
(θi(t)− θj(t))− α¯(xPF,i(t)), (4.1.4)
θi(0) = θi,0, θ˙i(0) = θ˙i,0,
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where a, b > 0 are coordination control gains and θi,0, θ˙i,0 are the initial conditions for the
virtual time. Here, θ˙d(t) is the desired mission pace, whereas,
ˆ¨θd(t) is an estimate of its
time derivative. These two terms will be later defined by the collision-avoidance algorithm.
Finally, α¯(xPF,i(t)) is defined in [21] and ensures dependency of the virtual time θi(t) on the
actual position of the vehicle.
Lastly, for later analysis, we define the time-coordination error vector as
xTC = [ξ
>(t), z(t)>]>, (4.1.5)
where
ξ(t) = Qθ(t), z(t) = θ˙(t)− θ˙d(t)1N ,
and θ(t) = [θ1(t), θ2(t), · · · θN(t)]>.
4.2 Problem Formulation
This section provides a formalization of the collision-avoidance problem at hand, and in-
troduces the necessary nomenclature for the proposed control law that follows in the next
section.
Consider a cooperative mission with N vehicles that share the space with other obsta-
cles. In particular, let the nominal trajectory of a non-cooperative obstacle pˆo : R→ Rn,
n ∈ {2, 3}, be parameterized by time t such that ‖dpˆo(t)/dt‖ > 0 for all t. Furthermore, let
there be a value of the virtual time θi,∗ ∈ [0, tf] and a time instant t∗ ∈ [0,∞) such that
‖pi(θi,∗)− pˆo(t∗)‖ ≤ dsafe, (4.2.1)
where dsafe > 0 is the required safety distance between the vehicle and the obstacle.
Remark 6. We note that the collision locations pi(θi,∗) and pˆo(t∗), as referred in (4.2.1),
are in the paths of the vehicle and the obstacle, respectively. Although the two locations are
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close to each other, (4.2.1) does not necessarily imply an expected collision. To clarify this,
we recall that the planned position of the ith vehicle at any time t is given as pi(θi(t)). Then,
if θi(t) = θi,∗ and, therefore, pi(θi(t)) = pi(θi,∗) for some t  t∗, we have the ith vehicle
passing through the collision location much earlier than t∗ - the time at which the obstacle is
expected to arrive. This, may imply that the vehicle and the obstacle never collide. On the
other hand, a collision will take place if θi(t∗) = θi,∗.
To represent possible speed variations in the obstacle’s trajectory, let the latter be repa-
rameterized using the virtual time variable θo(t). Specifically, let this reparameterization be
defined such that θ˙o ≡ 1 if the obstacle follows its nominal trajectory. Thus, the reparame-
terized obstacle’s trajectory can be written as
po(θo(t)) = pˆo(θo(t)− θi,∗ + t∗), θo(t) ∈ [θo(0),∞). (4.2.2)
Assuming that the instantaneous speed of the obstacle is known1, θo(t) can be governed as
θ˙o(t) =
‖p˙o(t)‖∥∥∥dpˆo(θ−θi,∗+t∗)dθ |θ=θo(t)∥∥∥ , θo(0) = θi,∗ − t∗. (4.2.3)
Remark 7. We note that the denominator in the above expression represents the nominal
speed of the obstacle as it passes through the position po(t). Thus, (4.2.3) implies that θ˙o(t)
represents the ratio between the actual speed and the nominal speed of the obstacle.
Remark 8. The choice of θo(0) in (4.2.3) is motivated for a clean characterization of the
problem at hand. As will be discussed later, this choice of θo(0) implies that the condition to
be avoided by the proposed control law can be simply stated as θi(t)− θo(t) = 0.
Let the difference in the obstacle speed as compared to its nominal value be bounded in
terms of θ˙o(t) and θ¨o(t). Specifically, let there be constants θ˙o,min ∈ (0, 1], θ˙omax ≥ 1 and
θ¨omax ≥ 0 such that
θ˙o(t) ∈ [θ˙o,min, θ˙o,max], |θ¨o(t)| ≤ θ¨o,max, t ∈ [0,∞). (4.2.4)
1Although we assume the speed of the obstacle to be known, no such assumptions are made for the
acceleration.
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Finally, defining
θδ,i(t) = θi(t)− θo(t),
and using (4.2.1) and (4.2.2), it can be concluded that ‖pi(θi(t))− po(θo(t))‖ ≤ dsafe if
θδ,i(t) = 0 and θi(t) = θo(t) = θi,∗ . Thus, keeping θδ,i(t) = 0 causes the vehicle and the
obstacle reach the collision locations at the same time and, therefore, needs to be avoided.
Conversely, keeping |θδ,i(t)|  0 implies that the vehicle and the obstacle approach the
collision locations at considerably different times. This may be a sufficient condition to avoid
the collision. In fact, we assume its sufficiency as described in the following two cases:
1. Let there be a θsafe > 0 such that, if
θδ,i(t) = θi(t)− θo(t) > θsafe,
for all θi(t) ∈ [0, tf], then
‖pi(θi(t))− po(θo(t))‖ > dsafe, θi(t) ∈ [0, tf].
That is, keeping the virtual time θi(t) of the ith vehicle greater than θo(t) by θsafe or
more ensures collision avoidance.
Additionally, assume that
θδ,i(0) > θsafe. (4.2.5)
In this case, the algorithm is simply required to guarantee
θδ,i(t) ≥ θsafe, t ≥ 0,
to ensure collision avoidance.
2. Let there exist a θsafe < 0 such that, if
θδ,i(t) = θi(t)− θo(t) < θsafe,
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for all θi(t) ∈ [0, tf], then
‖pi(θi(t))− po(θo(t))‖ > dsafe, θi(t) ∈ [0, tf].
That is, collision avoidance can be ensured by keeping the virtual time θi(t) less than
θo(t) by at least θsafe.
Furthermore, consider that
θδ,i(0) < θsafe. (4.2.6)
In this second case, the control law is required to ensure that
θδ,i(t) ≥ θsafe, t ≤ 0.
Remark 9. Cases 1 and 2 are based on the key idea that if the vehicle and the obstacle pass
through the collision locations (See (4.2.1)) at considerably different times, then they remain
safely separated. In particular, Case 1 (Case 2) describes the scenario where the vehicle is
expected to pass the collision location before (after) the obstacle.
In the remainder of this chapter, we provide theoretical analysis by considering Case 1. As
will be later pointed out, Case 2 follows easily by judiciously varying the control law proposed
in the next section.
4.3 Control Law
The collision-avoidance method proposed in this chapter uses θ˙d(t) to appropriately adjust
the speed of the mission. This section provides a control strategy to solve the collision avoid-
ance problem of Case 1 (see Remark 9), followed by a discussion on the physical intuition
behind the law. For the sake of completeness, this section also provides a mathematical for-
mulation of the control law for Case 2; however, the physical intuition and technical details
are similar to the ones pertaining to Case 1, and are therefore omitted.
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4.3.1 Case 1: Collision Avoidance by Setting θδ,i(t) > θsafe
In this case, the vehicle can avoid the obstacle by ensuring that the virtual time θi(t) re-
mains much larger than θo(t). To achieve this, the mission progression rate may need to be
increased.
The proposed control law to appropriately adjust the mission pace is given as
θ˙d(t) = 1 +

0, ω(t) < 1− η,
(ω(t)− 1)ρ(ω(t)), 1− η ≤ ω(t) ≤ 1,
ω(t)− 1, ω(t) > 1,
(4.3.1)
where ω(t) is given as
ω(t) =
θsafe + 
θδ,i(t)
θ˙o(t),
with  > 0 being a design parameter and η > 0 being a small positive number. Lastly,
ρ : [1− η, 1]→ [0, 1] is a smooth function that satisfies2
ρ(1− η) = 0, dρ(1− η)
dω
= 0, ρ(1) = 1,
dρ(1− η)
dω
= 0.
To appropriately select an estimate of θ¨d(t) as used in (4.1.4), we first consider its exact
expression given as
θ¨d(t) =

0, ω(t) < 1− η,
ω˙(t)
(
ρ(ω(t))− dρ(ω(t))
dω
+ ω(t)dρ(ω(t))
dω
)
, 1− η ≤ ω(t) ≤ 1,
ω˙(t), ω(t) > 1,
where
ω˙(t) = −θsafe + 
θ2δ,i(t)
θ˙δ,i(t)θ˙o(t) +
θsafe + 
θδ,i(t)
θ¨o(t)
Since θ¨o(t) depends on the acceleration of the obstacle, ω˙(t) cannot be determined online.
2An example for ρ is ρ(x) = 1− 3
(
x−1
η
)2
− 2
(
x−1
η
)3
.
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Therefore, the control algorithm uses its estimate ˆ˙ω(t) given as
ˆ˙ω(t) = −θsafe + 
θ2δ,i(t)
θ˙δ,i(t)θ˙o(t). (4.3.2)
Finally, an estimate for θ¨d(t) can be given as
ˆ¨θd(t) =

0, ω(t) < 1− η,
ˆ˙ω(t)
(
ρ(ω(t))− dρ(ω(t))
dω
+ ω(t)dρ(ω(t))
dω
)
, 1− η ≤ ω(t) ≤ 1,
ˆ˙ω(t), ω > 1.
(4.3.3)
Now, we briefly explain the physical meaning of the proposed control law. Note that θ˙d(t)
defined in (4.3.1) is a C1-continuous approximation of a max function and satisfies
θ˙d(t) ≈ max {1, ω(t)} = max
{
1,
θsafe + 
θδ,i(t)
θ˙o(t)
}
. (4.3.4)
Therefore, the physical interpretation of the control law can be discussed in terms of the
simpler expression provided above.
First, note that the use of max function ensures that the right hand side of (4.3.4) is always
greater or equal to 1. This choice is motivated by the fact that the collision is guaranteed
to be averted as long as the vehicle passes the collision location sufficiently earlier than the
obstacle. Thus, for the objective of collision avoidance, the pace of the mission may need to
be increased from the nominal value of 1, but never decreased.
Now, we consider the case where ω(t) ≥ 1 and, therefore, θ˙d(t) ≈ ω(t) = θsafe+θδ,i(t) θ˙o(t).
To provide the physical intuition behind the control law in this scenario, we first recall few
facts: (i) the primary goal of the proposed control law is to ensure that θδ,i(t) ≥ θsafe, (ii)
θδ,i(t) increases with time if θ˙i(t) > θ˙o(t), and (iii) the control law given in (4.1.4) ensures
that θ˙i(t) follows θ˙d(t).
Observe that θ˙d(t) ≈ ω > θ˙o(t) whenever 0 < θδ,i(t) < θsafe + . In other words, if θδ,i(t)
gets lower than a threshold, the proposed control law forces the pace of mission θ˙d(t) (and
consequently θ˙i(t)) to be greater than θ˙o(t) causing θδ,i(t) to increase.
Conversely, if θδ,i(t) > θsafe + , we have θ˙d(t) ≈ ω(t) < θ˙o(t), meaning that the control
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law allows the pace of the mission θ˙d(t) (and consequently θ˙i(t)) to be lower than that of
the obstacle. It is important to mention here that θ˙d(t) is still ensured to remain close to or
greater than 1 through the max function of (4.3.4).
Finally, we note that the control law is designed to be C1-continuous in order to ensure
that ˆ¨θd(t) as used in (4.3.3) is defined at all times.
4.3.2 Case 2: Collision Avoidance by Setting θδ,i(t) < θsafe
In this case, the vehicle can avoid the obstacle by maintaining θi(t) much lower than θo(t).
To achieve this, the pace of the mission may need to be decreased.
The proposed control law is given as follows:
θ˙d(t) = 1 +

ω(t)− 1, ω(t) < 1,
(ω(t)− 1)ρ(ω(t)), 1 ≤ ω(t) ≤ 1 + η,
0, 1 + η < ω(t),
where ω(t) is now defined as
ω(t) =
θδ,i(t)
θsafe −  θ˙o(t),
with  > 0 being a design parameter and η being a small positive number. Finally, ρ :
[1, 1 + η]→ [0, 1] is a smooth function that satisfies
ρ(1) = 1,
dρ(1)
dω
= 0, ρ(1 + η) = 0,
dρ(1 + η)
dω
= 0.
Now the estimate ˆ¨θd(t) can be provided as
ˆ¨θd(t) =

ˆ˙ω(t), ω(t) < 1,
ˆ˙ω(t)
(
ρ(ω(t))− dρ(ω(t))
dω
+ ω(t)dρ(ω(t))
dω
)
, 1 ≤ ω(t) ≤ 1 + η,
0, 1 + η < ω(t),
where ˆ˙ω(t) =
θ˙δ,i(t)
θsafe− θ˙o(t).
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4.4 Main Result
The main result of this chapter is provided in the following theorem.
Theorem 1. Consider a set of N vehicles and an obstacle following their corresponding
trajectories pi(θi(t)) and po(θo(t)), where θo(t) satisfies Equation (4.2.4). Let the vehicles
be equipped with on-board path-following controllers that satisfy (2.3.3) for the reference
trajectory pi(θi(t)) with
1− θ˙max ≤ θ˙i(t) ≤ 1 + θ˙max
|θ¨i(t)| ≤ θ¨max
for some θ˙max and θ¨max. Assume that the vehicles communicate with each other over a
network that satisfies the PE-like condition (4.1.3) and that the following conditions are
satisfied
θ˙var < θ˙max, θ¨var < θ¨max,
 ≥ min, κ2θ¨o,maxη¯ < θ˙o,min,
where θ˙var, θ¨var, min, κ2 and η¯ are known positive constants that depend on the initial time
coordination error, the path-following error bound xPF,max, and bounds on obstacle speed and
acceleration variation θ˙o,min, θ˙o,max and θ¨o,max (see Remark 10). Let θ˙d(t) and
ˆ¨θd(t) be given
by Equations (4.3.1) and (4.3.3) and θ¨(t) be governed by Equation (4.1.4). Then, there exist
control gains a and b such that the time-coordination defined in (4.1.5) satisfies
‖xTC(t)‖ ≤ κ1‖xTC(0)‖e−λTCt + κ2 sup
t′∈[0,t]
(‖xPF (t′)‖+ | ˜¨θd(t′)|), (4.4.1)
where ˜¨θd(t
′) = θ¨d(t′) − ˆ¨θd(t′) and κ1 is a known positive constant. Furthermore, if θδ,i(0) >
θsafe, then
θδ,i(t) ≥ θsafe, t ∈ [0,∞). (4.4.2)
Proof. The proof of this theorem is provided in Appendix B.
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Remark 10. The values of the constants θ˙var, θ¨var, min, and η¯ are provided in the proof of the
above theorem. Specifically, the expressions for θ˙var and θ¨var are provided in Equations (B.1.8)
and (B.1.9), respectively. Equation (B.1.11) defines the parameter min and the variable η¯ is
given in Equation (B.1.3). Finally, κ1 and κ2 depend on the quality of service of the network
and are defined in [21].
Remark 11. A result similar to Theorem 1 can be provided for the control law of Sec-
tion 4.3.2. In this case, the values of the constants θ˙var, θ¨var, and min are different and are
provided in Appendix B.2.
4.5 Simulation
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Figure 4.1: Trajectories of the three vehicles shown as blue, green, and yellow along with
the trajectory of the obstacle shown as red.
In this section, the algorithm is demonstrated using a multi-vehicle mission with 3 multiro-
tors. The vehicles are required to fly in a concentric half-circles such that they maintain the
same angle from the common center. The total time for the mission is tf = 25 s. An obstacle
is expected to fly at a constant speed of 3 m/s such that it crosses the path of vehicle 1.
However, the vehicle is expected to pass the collision location safely before the obstacle ar-
rives. The required condition for collision avoidance in this simulation is θδ,1 ≥ θsafe = 1.75 s.
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Figure 4.2: Positions of the vehicles and obstacle at different time instances.
In Figure 4.1, the complete trajectories of the vehicles and the obstacles are shown.
To demonstrate the mission execution, positions of the vehicles at different times of the
mission are shown in Figure 4.2. Here, the faded images of the multirotors indicate the
position of the vehicles for the nominal case θ˙o(t) = θ˙d(t) = 1. At t = 6 s, the obstacle starts
to increase its speed endangering the vehicles. This can be seen in the figure as the actual
position of the obstacle is different from the nominal. However, the vehicles are still able to
maintain a safe distance from the obstacle. This, however, is not true for the case when the
collision avoidance algorithm is not used and θ˙d(t) = 1. As can be seen, vehicle 1 in this case
(shown as the faded multirotor) collides with the obstacle at t ≈ 13.6 s. The coordination
between vehicles is also demonstrated in the figure as the vehicles maintain the same angle
from their concentric circle.
The distance between the vehicles and the obstacle is shown in Figure 4.3, where the
dotted line depicts the distance if the collision avoidance algorithm was not in use.
To demonstrate the evolution of virtual time, the first panel of Figure 4.4 shows θi(t),
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Figure 4.3: Distance between the vehicle and the obstacle shown as solid blue, green, and
yellow lines along with the minimum required safety distance shown as red. The dotted blue
line shows the distance for vehicle 1 if the collision-avoidance algorithm was not used.
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Figure 4.4: Evolution of time-coordination variables and their derivative.
i = {1, 2, 3}. It can be seen that the vehicles start with an initial time-coordination error
(θ1(0) 6= θ2(0) 6= θ3(0)). However, through the coordination control law, they quickly
converge to have the same value. The pink background in this figure, indicates the time
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interval when the collision-avoidance algorithm sets θ˙d(t) 6= 1. As it can be seen, this does
not affect the coordination between vehicles.
The second panel of Figure 4.4 shows θ˙i(t) for all three vehicles along with θ˙o(t) and θ˙d(t).
At t = 6 s, as the obstacle starts to increase its speed, a corresponding rise is seen in θ˙o(t).
In response, θ˙d(t) is increased by the collision-avoidance algorithm to eventually match the
pace of the mission with θ˙o(t). Lastly, at t = 14 s, the obstacle is considered to have left the
area and the collision-avoidance algorithm is turned off to set θ˙d(t) = 1.
The evolution of θδ,1(t) is shown in the third panel of Figure 4.4. Because of the initial
increase in θ˙o(t), a resulting decrease in θδ,1(t) can be seen after t = 6 s. However, as the
collision avoidance algorithm reacts, θδ,1(t) converges to a value greater than θsafe ensuring
collision avoidance. Finally, as the collision-avoidance algorithm is turned off, θδ,1(t) de-
creases again. This, however, does not affect safe operation as the obstacle has already left
the area.
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CHAPTER 5
COLLISION AVOIDANCE THROUGH
TRAJECTORY REPLANNING USING PIECEWISE
BE´ZIER CURVES
In the previous chapter, we discussed a collision-avoidance algorithm that allows safe oper-
ation by varying only the speed of the vehicle. Keeping the vehicle at its original path, this
algorithm is particularly useful for missions that require accurate path following. Examples
include atmospheric science missions and search and rescue. On the flip side, the algorithm’s
inability to vary the vehicle path renders it incapable of avoiding static obstacles.
To complement the algorithm of Chapter 4, we now present a collision-avoidance method
based on piecewise Be´zier curves. Through appropriate use of available algorithms for Be´zier
curves, the algorithm not only allows fast and efficient implementation but also provides
guarantees for collision-avoidance and satisfies vehicle’s dynamic constraints. To achieve
such performance, however, the algorithm assumes that (i) the mission progression rate for
all vehicles is equal to 1, and (ii) once an obstacle is detected, its future trajectory can be
predicted. In Chapter 6, scenarios where such assumptions are not valid will be discussed.
The chapter begins with mathematical formulation for the collision-avoidance problem
in Section 5.1, followed by the algorithm itself in Section 5.2. The analysis and proofs for
the algorithm are provided in Section 5.4. Lastly, a simulation example is presented in
Section 5.5 with the conclusion in Section 5.6.
5.1 Problem Formulation
Consider a multi-vehicle coordinated mission that involves N multirotors. Amongst these
multirotors, let one particular vehicle have the trajectory represented as either p : [0, tf] →
R2, or p : [0, tf] → R3. The trajectory of this particular vehicle, following the algorithms
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of [16–18], is assumed to satisfy the following boundary conditions1:
p(tf) = pf, v(tf) = vf,
where pf and vf are the desired final position and velocity for the vehicle. Furthermore,
consider the trajectory to satisfy dynamic constraints of the vehicle. For example, if the
vehicle is a multirotor, then the trajectory is assumed to satisfy
max
t∈[0,tf]
||v(t)|| ≤ vd,max, max
t∈[0,tf]
||a(t)|| ≤ ad,max. (5.1.1)
Here v(t) = dp(t)
dt
, a(t) = d
2p(t)
dt2
, and vd,max and ad,max represent the maximum allowed speed
and acceleration used during the trajectory-planning phase.2
The trajectory is also assumed to be spatially or temporally separated from the rest of
the vehicles. Mathematically, the trajectory is assumed to satisfy either3
min
j=1,··· ,N−1
||p(t)− pj(tj)|| ≥ Ed, ∀t ∈ [0, tf], tj ∈ [0, tf], (5.1.2)
or
min
j=1,··· ,N−1
||p(t)− pj(t)|| ≥ Ed, ∀t ∈ [0, tf], (5.1.3)
in the case of spatial or temporal separation respectively. Here, pj(t) represents the trajec-
tory generated for the other N − 1 vehicles and the parameter Ed represents a chosen mini-
mum distance; a procedure for its appropriate selection is discussed in Sections 5.4 and 5.5.
Lastly, p(t) is assumed to be in the form of a piecewise Be´zier curve with C2-continuity
1With the assumption of the mission-progression rate being equal to 1, it follows that td can be inter-
changed with the actual time t.
2Conversely, in the case of a fixed-wing aircraft, the trajectory is assumed to satisfy additional constraints
in terms of minimum speed, minimum and maximum flight path angle, maximum rate of flight-path angle
and maximum turn-rate (See Chapter 2).
3For ease of notation, the mission is assumed to be defined over the time interval [0, tf] for all vehicles.
This may not be true for missions such as sequential auto-landing where the vehicles are required to reach
their destination separated by a desired time-interval.
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for smoothness. Specifically, for a sequence of time instants in ascending order
λ = {λ0 = 0, λ1, λ2, · · · , λm = tf}
and a trajectory defined for t ∈ [0, tf], it is assumed that for each interval t ∈ [λi−1, λi] ⊆ [0, tf],
the trajectory is given as
p(t) = pi
(
t− λi−1
λi − λi−1
)
=
n∑
k=0
p¯ikb
n
k
(
t− λi−1
λi − λi−1
)
,
where p¯ik are the control points of the trajectory, n ≥ 5 and i = 1, 2, · · · ,m.
A few points are in order here. First, note that the above representation can be used
for cases when p(·) is a single Be´zier curve, such as generated by the trajectory generation
algorithms discussed earlier. In these cases, λ is simply given as λ = {0, tf}. Second, a
new but equivalent representation of p(t) can always be found by adding a new element
λnew ∈ (λi−1, λi) to the sequence λ for some i ∈ {1, 2, · · · ,m}. This operation can be per-
formed by simply using the de Casteljau algorithm and subdividing pi appropriately.
Consider a scenario where an obstacle is detected by the vehicle at time t = tc. Further-
more, assume the obstacle to have a predicted trajectory given as po(t). In this scenario,
the algorithm must satisfy the following conditions:
1. Collision Prediction: The algorithm needs to check if the vehicle and the obstacle
are to collide at some future time instant during the mission. Mathematically, the
algorithm is required to check if
||p(t)− po(t)|| ≤ dsafe
is satisfied for some time instant t ∈ [tc, tf] and specified safety distance dsafe > 0.
Furthermore, the algorithm is required to identify a collision reference time t = t∗ for
which the above inequality is possibly satisfied. Here, it is noted that only one time
instant t∗, out of possibly infinite instants that satisfy the above criterion, is required
to be found. However, finding one such time instant is sufficient for the subsequent
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collision-avoidance part of the algorithm.
2. Collision Avoidance: At t = tc, let the vehicle predict a collision with reference time
t∗. Furthermore, let the collision last during the interval [t`∗, t
u
∗ ], i.e.
||p(t)− po(t)|| ≤ dsafe, t ∈ [t`∗, tu∗ ], (5.1.4)
||p(t)− po(t)|| > dsafe, t ∈ [tc, t`∗) ∪ (tu∗ , tf],
where t`∗ and t
u
∗ represent the beginning and the end of the window. Then for some
positive constants T1 and T2, if the collision window satisfies
t`∗ − tc > T1, tf − tu∗ > T2, (5.1.5)
then, depending on the dimensionality of the problem, the algorithm is required to
find a new C2-continuous trajectory pnew(t) : [0, t
f]→ R2 or pnew(t) : [0, tf]→ R3 that
keeps the position, velocity and acceleration at tc the same, that is
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc),
and avoids the predicted collision, i.e.
||pnew(t)− po(t)|| > dsafe, t ∈ [t`∗, tu∗ ],
while reaching the desired destination with the desired velocity at the end of the mission
pnew(t
f) = p(tf), vnew(t
f) = v(tf),
where vnew(t) =
dpnew(t)
dt
and anew(t) =
d2pnew(t)
dt2
. Furthermore, the difference in the new
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and the original trajectory is required to be bounded. That is, pnew(t) needs to satisfy
max
t∈[0,tf]
||pnew(t)− p(t)|| < ∆p, max
t∈[0,tf]
||vnew(t)− v(t)|| < ∆v,
max
t∈[0,tf]
||anew(t)− a(t)|| < ∆a,
where the bounds ∆p, ∆v and ∆a can be computed a priori.
Here, a few words about the assumptions are in order. The assumptions specified in Equa-
tion (5.1.5) require the collision window to (i) start T1 seconds after the obstacle detection
time and (ii) end T2 seconds before the end of the mission. In other words, these assumptions
ensure that the vehicle has enough time to move away from its current trajectory before the
start of the predicted collision and also to get back to its final destination after the end time
of the predicted collision.
5.2 Proposed Algorithm
In this section, the algorithm is described in two steps. First, the methodology of predicting
collisions is described which is followed by the trajectory-replanning algorithm.
5.2.1 Collision Prediction
To predict a collision, we rely on the minimum distance algorithm as discussed earlier. The
step-by-step procedure follows.
Step 1: Express Obstacle’s Trajectory using Be´zier Curves
As a first step, we express the obstacle trajectory p¯o as an n-th order Be´zier curve.
Specifically, given the predicted position of the obstacle at n+ 1 different time instants, here
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represented as tj ∈ [0, tf] for j ∈ {0, 1, 2, · · · , n}, we solve the n+ 1 linear equations:
po(tj) =
n∑
k=0
p¯o,kb
n
k
(
tj
tf
)
, j ∈ {0, 1, 2, · · · , n},
to find the n + 1 control points p¯o,k. Here we point out that if
tj
tf
are pre-specified, matrix
inversions required for solving the above system of equations can be performed oﬄine. In
such a case, the only operation to be performed online is multiplication of an (n+1)×(n+1)
matrix by an (n+ 1)× 3 dimensional matrix.
The obstacle trajectory for the entire mission time interval can then be written as
po(t) =
n∑
k=0
p¯o,kb
n
k
(
t
tf
)
, t ∈ [0, tf].
Lastly, using the de Casteljau algorithm, we subdivide po(t) to obtain the obstacle trajec-
tory in a piecewise Be´zier curve. Specifically, we subdivide the trajectory at t = λ to write
the trajectory as
po(t) =
n∑
k=0
p¯io,kb
n
k
(
t− λi−1
λi − λi−1
)
, t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m.
Step 2: Find the Separation Be´zier Curves
With trajectories of the obstacle and the vehicle given as piecewise Be´zier curves, we
can also define the separation between them as a piecewise Be´zier curve. With a simple
subtraction step, we get the separation curve as
d(t) = p(t)− po(t) =
n∑
k=0
(p¯ik − p¯io,k)bnk(t), t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m.
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Step 3: Use Minimum Distance Algorithm for Be´zier Curves
Given the separation Be´zier curves, we can use the minimum distance algorithm to find
min
t∈[λi−1,λi]
||d(t)||, argmin
t∈[λi−1,λi]
||d(t)||
for all subintervals [λi−1, λi] and i = 1, 2, · · · ,m. Thus, we can find
dmin = min
t∈[0,tf]
||d(t)||, argmin
t∈[0,tf]
||d(t)||.
If dmin ≤ dsafe, the algorithm predicts a collision with a reference time t∗ = argmin
t∈[0,tf]
||d(t)||.
Step 4: Find the Distance Be´zier Curve
In the last two steps, we calculate the beginning and the end of the collision window. In
order to calculate these time instants, we first calculate the square of the distance between
the obstacle and the vehicle dsq(t) as a piecewise Be´zier curve. Specifically for every interval
[λi−1, λi], we have
dsq(t) = (dx(t))
2 + (dy(t))
2, t ∈ [λi−1, λi]
or
dsq(t) = (dx(t))
2 + (dy(t))
2 + (dz(t))
2, t ∈ [λi−1, λi]
in the case of 2D or 3D environment, respectively, such that dx(t), dy(t), and dz(t) represent
the x, y and z-component of d(t). Since the right hand side of the above equality is composed
of multiplications and additions of Be´zier curves, it follows that the dsq(t) is also a Be´zier
curve for every t ∈ [λi−1, λi]. Thus, for the whole mission time, we can write the following
equation
dsq(t) = ||d(t)||2 =
2n∑
k=0
d¯sq,kb
n
k(t), t ∈ [λi−1, λi],
for all i ∈ {1, 2, · · · ,m}.
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Step 5: Find the Beginning and the End of the Collision Window
Finally, to calculate the beginning of collision window, we check the distance between the
distance Be´zier curves and a constant Be´zier curve with value (dsafe)
2 for the time interval
[tc, t∗]. That is, using the minimum distance algorithm, we find
min
t∈[tc,t∗]
∥∥∥[t, dsq(t)]> − [t, (dsafe)2]>∥∥∥ , argmin
t∈[tc,t∗]
∥∥∥[t, dsq(t)]> − [t, (dsafe)2]>∥∥∥ .
Since the
∥∥∥[t, dsq(t)]> − [t, (dsafe)2]>∥∥∥ = 0 at t = t`∗ ∈ [tc, t∗], we can find the beginning of the
collision window t`∗ by setting t
`
∗ = argmin
t∈[tc,t∗]
∥∥∥[t, dsq(t)]> − [t, (dsafe)2]>∥∥∥.
In a similar manner, we find tu∗ by considering the time interval [tc, t∗] and using the same
procedure as for t`∗.
5.3 Trajectory Replanning
Consider that at time t = tc, the vehicle predicts a collision with reference time t = t∗ > tc.
In this scenario, the algorithm adds a detour to p(t) in order to find a new trajectory
pnew(t). The magnitude of the detour used has a characteristic profile defined by a few scalar
parameters. The following text describes this magnitude profile, discusses what values of
its defining parameters are considered more desirable, and finally provides the procedure of
finding the complete detour.
5.3.1 Detour Magnitude Profile
As will be shown in Section 5.3.3, the proposed detour will have a constant direction, how-
ever, its magnitude will vary with time. Furthermore, the complete magnitude profile will
be controlled by a few scalar parameters that are found online once a collision has been pre-
dicted. In the following, a normalized version of this magnitude profile is defined in terms of
these parameters. The procedure of finding these parameters and scaling of this normalized
magnitude profile is described in Section 5.3.3.
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The proposed algorithm uses a magnitude profile that is divided into three phases. During
the first phase, the normalized magnitude profile changes smoothly from zero to a maximum
value of 1. The magnitude then stays constant during the second phase. Lastly, during the
third phase, the magnitude drops smoothly back to zero. The beginning and end times of
these detours are given by four other parameters. Specifically,
• tα and tβ define the start and end of the second phase of the detour - the phase during
which the magnitude stays constant at unity,
• the parameters piα and piβ define the time length of the first phase and third phase,
respectively.
Mathematically, by denoting the normalized magnitude profile as Λ, its breakdown into the
three phases can be described as
Λ(t, ρ) =

Λ1(t, tα, piα), tα − piα ≤ t < tα,
Λ2(t, tα, tβ), tα ≤ t < tβ,
Λ3(t, tβ, piβ), tβ ≤ t ≤ tβ + piβ,
t ∈ [tα − piα, tβ + piβ] (5.3.1)
where Λi represents the i-th phase of the magnitude profile and the vector ρ is defined for
the ease of notation as ρ = [tα, tβ, piα, piβ].
Now, the normalized magnitude profile for the first phase of the detour is described.
Represented as Λ1, this profile can be written as a Be´zier curve
Λ1(t, tα, piα) =
n∑
k=0
Λ¯1,kb
n
k
(
t− (tα − piα)
piα
)
, t ∈ [tα − piα, tα] , (5.3.2)
where the first and the last three control points are set as
Λ¯1,k = 0, k = {0, 1, 2}, and Λ¯1,k = 1, k = {n− 2, n− 1, n}. (5.3.3)
This particular choice of control points is to ensure C2-continuity of the detour and the re-
planned trajectory. Specifically, through the properties of Be´zier curves discussed in Chap-
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ter 3, it follows that
Λ1(t, tα, piα)|t=tα−piα = 0, Λ1(t, tα, piα)|t=tα = 1,
dΛ1(t, tα, piα)
dt
∣∣∣∣
t=tα−piα
= 0,
dΛ1(t, tα, piα)
dt
∣∣∣∣
t=tα
= 0, (5.3.4)
d2Λ1(t, tα, piα)
dt2
∣∣∣∣
t=tα−piα
= 0,
d2Λ1(t, tα, piα)
dt2
∣∣∣∣
t=tα
= 0.
That is, the detour starts off at t = tα − piα with not only the magnitude equal to zero,
but also its first and second derivatives equal to zero. Furthermore, the first phase of the
detour ends at t = tα with a magnitude of 1 and the first and second derivative equal to
zero. Therefore, the detour will have C2-continuity at t = tα as long as the second phase of
the detour (that begins at t = tα) starts with the same magnitude and the same first two
derivatives.
Whenever n > 5, the control points Λ¯1,k for 2 < k < n − 2 still need to be defined.
Different criteria can be employed to choose appropriate values for these control points. In
the proposed algorithm, these control points are determined by minimizing the cost function
n−2∑
k=0
(Λ¯1,k+2 − 2Λ¯1,k+1 + Λ¯1,k)2.
It is noted that the above cost function is equal to the 2-norm of a vector containing the
control points of dΛ1(t,tα,piα)
dt2
- the second derivative of the magnitude profile with respect to
time.
Remark 12. The control points Λ¯1,k, k = 0, 1, ..., n are independent of the detour parameters
and only depend on the order of Be´zier curves used for trajectory representation n.
The second phase of the detour is trivially defined as a Be´zier curve with all control points
equal to K. Specifically, the normalized magnitude profile of the second phase Λ2 is defined
as
Λ2(t, tα, tβ) =
n∑
k=0
Λ¯2,kb
n
k
(
t− tα
tβ − tα
)
, t ∈ [tα, tβ] , (5.3.5)
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where the control points Λ¯2,k are given as
Λ¯2,k = 1, k = {0, 1, · · · , n− 1, n}. (5.3.6)
Notice that the use of this constant curve also ensures that
Λ2(t,K, tα, tβ)|t=tα =1, Λ2(t,K, tα, tβ)|t=tβ =1,
dΛ2(t,K, tα, tβ)
dt
∣∣∣∣
t=tα
=0,
dΛ2(t,K, tα, tβ)
dt
∣∣∣∣
t=tβ
=0,
d2Λ2(t,K, tα, tβ)
dt2
∣∣∣∣
t=tα
=0,
d2Λ2(t,K, tα, tβ)
dt2
∣∣∣∣
t=tβ
=0,
which, combined with Equations (5.3.1) and (5.3.4), guarantees C2-continuity of the detour
magnitude at t = tα.
Lastly, the third phase of the magnitude profile Λ3 is defined in a similar manner to the
first phase and given as
Λ3(t, tβ, piβ) =
n∑
k=0
s¯3,kb
n
k
(
t− (tβ + piβ)
piβ
)
, t ∈ [tβ, tβ + piβ] , (5.3.7)
where the first and the last three control points are set as
Λ¯3,k = 1, k = {0, 1, 2}, and Λ¯3,k = 0, k = {n− 2, n− 1, n}. (5.3.8)
Furthermore, whenever n > 5, the remaining control points are found using the same crite-
rion as was used for the first phase of the detour. That is, Λ¯3,k for 2 < k < n− 2 are found
by minimizing
n−2∑
k=0
(Λ¯3,k+2 − 2Λ¯3,k+1 + Λ¯3,k)2.
Through a discussion similar to the previously provided one about the detour magnitude
profile at tα, C
2-continuity of the detour magnitude can be guaranteed at tβ. Furthermore,
since individual Be´zier curves are infinitely smooth, it follows from Equation (5.3.1) that
C2-continuity of the detour magnitude profile at tα and tβ also implies C
2-continuity of the
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tα tβ
K
piα piβ
Figure 5.1: An illustration of the magnitude profile of the detour beginning at t = tα − piα
and ending at t = tβ + piβ.
whole detour.
An illustration of this magnitude profile is provided in Figure 5.1 where the first, second
and the third phase of the detour are marked by the pink, blue and yellow background colors.
In this figure, the order of the curve was set as n = 15. Similar profiles are obtained for
other values of n.
Lemma 3. Assume that the parameters ρ = [tα, tβ, piα, piβ] satisfy tα ≤ tβ and piα, piβ > 0.
Then, the detour magnitude profile as defined in Equation (5.3.1), and its first two derivatives
can be written as
Λmax = max
t∈[tα−piα,tβ+piβ]
|Λ(t, ρ)| = max{ψ1, ψ2, ψ3},
Λ′max = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣ ddtΛ(t, ρ)
∣∣∣∣ = max{ψ′1piα , ψ
′
3
piβ
}
,
Λ′′max = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣ d2dt2 Λ(t, ρ)
∣∣∣∣ = max
{
ψ′′1
pi2α
,
ψ′′3
pi2β
}
,
where ψi, ψ
′
i, and ψ
′′
i for i = 1, 2, 3 are independent of the profile parameters selected online
(namely tα, tβ, piα and piβ) and are given as
ψi = max
τˆ∈[0,1]
∣∣∣∣∣
n∑
k=0
Λ¯i,kb
n
k (τˆ)
∣∣∣∣∣ , ψ′i = maxτˆ∈[0,1]
∣∣∣∣∣ ddτˆ
(
n∑
k=0
Λ¯i,kb
n
k (τˆ)
)∣∣∣∣∣ ,
ψ′′i = max
τˆ∈[0,1]
∣∣∣∣∣ d2dτˆ 2
(
n∑
k=0
Λ¯i,kb
n
k (τˆ)
)∣∣∣∣∣ .
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Proof. With tα ≤ tβ and piα, piβ > 0, Λmax can be written as
Λmax = max
t∈[tα−piα,tβ+piβ]
|Λ(t, ρ)| = max
{
max
t∈[tα−piα,tα]
|Λ(t, ρ)| , max
t∈[tα,tβ]
|Λ(t, ρ)| , max
t∈[tβ ,tβ+piβ]
|Λ(t, ρ)|
}
Defining
Λ1,max = max
t∈[tα−piα,tα]
|Λ1(t, tα, piα)| , Λ2,max = max
t∈[tα,tβ]
|Λ2(t, tα, tβ)| ,
Λ3,max = max
t∈[tβ ,tβ+piβ]
|Λ3(t, tβ, piβ)| ,
we have
Λmax = max{Λ1,max,Λ2,max,Λ3,max}.
Furthermore, using the definition of Λ1, it follows that
Λ1,max = max
t∈[tα−piα,tα]
∣∣∣∣∣
n∑
k=0
Λ¯1,kb
n
k
(
t− (tα − piα)
piα
)∣∣∣∣∣
By change of variables, it can be concluded that
Λ1,max = max
τˆ∈[0,1]
∣∣∣∣∣
n∑
k=0
Λ¯1,kb
n
k (τˆ)
∣∣∣∣∣ = ψ1.
Similarly, it can be shown that Λ2,max = ψ2,Λ3,max = ψ3. Thus, it follows that
Λmax = max{ψ1, ψ2, ψ3}.
Using a similar procedure, the rest of the equations in the lemma can be proved.
5.3.2 Desirable Parameter Values
In this section, parameter values that define the detour are discussed. In this regard, it is
noted that the less the vehicle deviates from its original trajectory, the better. Using this,
the following guidelines about selection of parameter values can be defined.
67
• Since the detour starts at tα − piα, it can be concluded that the parameter tα not only
defines the start time for the second phase but also the start time for the detour itself.
Here, a larger value of tα implies a late start of the detour and is, therefore, preferable.
• The time at which the detour ends is given as tβ + piβ. Thus, it can be concluded that
the parameter tβ directly affects the end time for the detour. Since a smaller value of
tβ implies an early end of the detour, it is generally preferable.
• Unlike the first two parameters, setting a criterion of desirability for the parameter
piα is not simple and may vary from case to case. This parameter is equal to the
time interval of the first phase in which the detour magnitude changes from zero to
its maximum value. Thus, a large value of piα may be considered more desirable since
it implies a slow increase in the detour magnitude and, therefore, small speed and
acceleration caused be the detour. Since the original vehicle trajectory is assumed
to satisfy all dynamic constraints, such small changes imply easy satisfaction of the
dynamic constraints even after adding the detour.
On the flip side, a large piα also leads to an early start of the detour which is not
desirable.
• Similar to piα, a general desirability criterion for piβ is difficult to set. Just like piα, a
large value of piβ may be considered advantageous since, through a longer time interval
for the third phase of the detour, it leads to small variation in speed and acceleration
caused by the detour. However, a large value of piβ also implies a late end of the detour
that should be avoided.
5.3.3 Step by Step Procedure
Step 1: Sample Parameter Values and Finalize the Detour
The algorithm finds the replanned trajectory pnew(t) by simply adding the detour to the
original trajectory p(t). However, through appropriate selection of its parameters the detour
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needs to be finalized first. For this, the algorithm uses a sampling procedure which is detailed
in the following.
The final form of the detour is given by the magnitude profile Λ described earlier multiplied
by a unit vector w and a scaling factor K. That is, the detour is given as
ΛK,ρ(t) = KΛ(t, ρ)w, (5.3.9)
where w = d(t∗)||d(t∗)|| and the parameters K and ρ are selected such that
min
t∈[t`∗,tu∗ ]
||ΛK,ρ(t) + d(t)|| > dsafe (5.3.10)
Ideally, the parameters should be selected through the guidelines discussed in Section 5.3.2
such that they also satisfy the above equation. The sampling method used for such selection
is described below.
Adding the subscript k to denote the k-th sample for any parameter, the sampling proce-
dure is initialized with the 0-th sample K0, ρ0, set as
K0 = 2dsafe, tα,0 = t
`
∗, (5.3.11)
tβ,0 = t
u
∗ , piα,0 = T1, piβ,0 = T2. (5.3.12)
Lemma 4. Let K0 and ρ0 = [tα,0, tβ,0, piα,0, piβ,0] be defined using Equations (5.3.11), (5.3.12)
and ΛK,ρ(t) defined using Equations (5.3.9) (5.3.1), (5.3.5) and (5.3.6). Then, Equation (5.3.10)
holds, i.e.
min
t∈[t`∗,tu∗ ]
||ΛK,ρ(t) + d(t)|| > dsafe.
Proof. Let t be any time instant such that t ∈ [t`∗, tu∗ ]. Then through Equation (5.1.4), it
follows that
||p(t)− po(t)|| ≤ dsafe (5.3.13)
From Equations (5.3.1), (5.3.9), (5.3.6) (5.3.11) and (5.3.12), it can be concluded that
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||ΛK0,ρ0(t)|| = K0 = 2dsafe. Now using reverse triangle inequality, we have
||ΛK0,ρ0(t) + d(t)|| ≥ ||ΛK0,ρ0(t)|| − ||d(t)||
Then, from the definition of d(t) and Equation (5.3.13), it follows that
||ΛK0,ρ0(t) + d(t)|| ≥ ||ΛK0,ρ0(t)|| − ||p(t)− po(t)|| ≥ dsafe
This completes the proof.
In Lemma 4, it is shown that these values of the parameters are guaranteed to satisfy
Equation (5.3.10). However, these parameter values are conservative and may deviate the
vehicle from its original trajectory more than required. Therefore, following the guidelines
set in Section 5.3.2, and noting that a smaller value of the scaling factor K is more desirable,
the algorithm samples additional M values Kk and ρk of the parameters as
Kk ≤ K0, tα,k ≥ tα,0, tβ,k ≤ tα,0, piα ≥ T1, piβ ≥ T2,
such that the whole detour is defined within the interval [tc, t
f], that is
tα,k − piα,k ≥ tc, tβ,k + piβ,k ≤ tf.
Finally, the parameter values are set as K = Kk′ and ρ = ρk′ , where
k′ = argmin
k∈0,··· ,M
c1Kk + c2tα,k − c3tβ,k
subject to min
t∈[t`∗,tu∗ ]
||ΛKk,ρk(t) + d(t)|| > dsafe, (5.3.14)
and c1, c2 and c3 are non-negative scalars chosen arbitrarily. Here, it is noted that the
choice of the optimality function does not affect the mathematical guarantees provided by
the algorithm. Therefore, other optimality functions may be equivalently used.
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Step 2: Finalize the New Trajectory
In this second and final step, the detour is added to the original trajectory to get pnew(t).
For this, the algorithm first adds tα− piα, tα, tβ, and tβ + piβ to the sequence λ to create the
new sequence λnew that has m+ 5 elements:
λnew = {λ0new = 0, λ1new, λ2new, · · · , λjnew = tα − piα, · · · ,
λlnew = tβ + piβ, · · · , λm+4new = tf}.
The original trajectory is then represented as
p(t) = pi
(
t− λi−1new
λinew − λi−1new
)
, t ∈ [λi−1new, λinew],
for i = {1, 2, · · · ,m+ 4}. Similarly, the detour is written in piecewise Be´zier curve form as
ΛK,ρ(t) = Λ
i
K,ρ
(
t− λi−1new
λinew − λi−1new
)
, t ∈ [λi−1new, λinew],
for i = {j + 1, j + 2, · · · , l}, where ΛiK,ρ(·) are Be´zier curves. Then the new trajectory can
be written as
pnew(t) =

pq
(
t−λq−1new
λqnew−λq−1new
)
+ ΛqK,ρ
(
t−λq−1new
λqnew−λq−1new
)
, t ∈ [λq−1new, λqnew],
pr
(
t−λr−1new
λrnew−λr−1new
)
, t ∈ [λr−1new, λrnew],
(5.3.15)
where q = {j + 1, j + 1 · · · , l} and r = {1, · · · , j, l + 1, · · · ,m+ 4}.
5.4 Analysis
In this section, an analysis of the algorithm is provided in terms of its performance guaran-
tees.
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Theorem 2. At mission time t = tc, let the vehicle predict a collision with reference time
t∗ such that ||p(t)− po(t)|| ≤ dsafe for t ∈ [t`∗, tu∗ ] and
t`∗ − tc > T1, tf − tu∗ > T2.
Then the trajectory found through the procedure explained in Section 5.2 will keep position,
velocity and acceleration at current mission time tc unchanged
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc), (5.4.1)
will satisfy the boundary conditions
pnew(t
f) = p(tf), vnew(t
f) = v(tf), (5.4.2)
and will satisfy
||pnew(t)− po(t)|| > dsafe, ∀t ∈ [t`∗, tu∗ ], (5.4.3)
while ensuring a bounded difference in the position, velocity and acceleration
max
t∈[0,tf]
||pnew(t)− p(t)|| < ∆p, max
t∈[0,tf]
||vnew(t)− v(t)|| < ∆v, (5.4.4)
max
t∈[0,tf]
||anew(t)− a(t)|| < ∆a, (5.4.5)
where the bounds ∆p,∆v and ∆a can be computed a priori.
Proof. The proof of this theorem is provided in Appendix C.
Here, it is noted that the bounds ∆p,∆v and ∆a, that are computable through the above
theorem, can be used to guarantee the satisfaction of vehicle dynamic and inter-vehicle
separation constraints during collision avoidance. This is discussed in terms of two different
cases in the following.
First, let a maximum of one detour be active at any time instant during the mission. That
is, if the vehicle adds several detours to its trajectory, any of those detour starts only after
the previous ones have ended. Through the trajectory-generation algorithm of [16–18], it
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is known that v(t) and a(t) satisfy Equation (5.1.1). Thus, the trajectory after collision
avoidance through addition of those detours would satisfy
max
t∈[0,tf]
||vnew(t)|| ≤ vd,max + ∆v, max
t∈[0,tf]
||anew(t)|| ≤ ad,max + ∆a.
Thus, by appropriately selecting vd,max and ad,max, satisfaction of maximum velocity and ac-
celeration constraints can be guaranteed even during collision avoidance maneuvers. Further-
more, since p(t) satisfies Equation (5.1.2) or (5.1.3) in case of spatial or temporal separation,
respectively, pnew is guaranteed to satisfy
min
j=1,··· ,N−1
||pnew(t)− pj(tj)|| ≥ Ed −∆p, ∀t ∈ [0, tf], tj ∈ [0, tf],
or
min
j=1,··· ,N−1
||pnew(t)− pj(t)|| ≥ Ed −∆p, ∀t ∈ [0, tf],
where pj(t) represents the trajectory generated for the other N − 1 vehicles during the mis-
sion. Thus, for multi-vehicle missions, it can be concluded that the inter-vehicle spatial or
temporal separation can be guaranteed by appropriately selecting the value of Ed in Equa-
tion (5.1.2) or (5.1.3), respectively4. Note that the proposed collision-avoidance algorithm
did not explicitly consider trajectories of the other vehicles. However, using the computable
bound on the detour caused by the collision-avoidance algorithm ∆p, appropriate separation
for the initial trajectories can be imposed such that inter-vehicle separation is guaranteed
even after collision avoidance.
Now consider the case when vehicle has to execute k detours simultaneously. In this case,
the trajectory after collision avoidance would satisfy
max
t∈[0,tf]
||pnew(t)− p(t)|| ≤ k∆p, max
t∈[0,tf]
||vnew(t)|| ≤ vd,max + k∆v,
max
t∈[0,tf]
||anew(t)|| ≤ ad,max + k∆a.
4Footnote: For example, if the vehicles need to maintain temporal separation of 1 m, Ed should be chosen
1 m + ∆p in Equation (5.1.3).
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Here, for inter-vehicle missions, significantly larger initial (spatial or temporal) separation
needs to be provided. Similarly, significantly smaller values of vd,max and ad,max are required
to guarantee the satisfaction of vehicle dynamic constraints. Moreover, for large enough
k, guaranteeing constraint satisfaction might not be possible. However, since the bounds
computed above are conservative and only serve as sufficient conditions for constraint satis-
faction, the algorithm may still be used albeit without prior guarantees.
Remark 13. Collision avoidance and satisfaction of dynamic constraints can be guaranteed
if the assumptions described in Section 5.1 are met. However, if these assumptions are not
guaranteed to be satisfied, the algorithm can still be used albeit with an additional last step
for verification of collision avoidance and dynamic constraints.
5.5 Simulations
In this section, the efficacy of the algorithm is demonstrated using a typical mission scenario.
In this mission, three collisions are considered such that the first two illustrate normal
behavior of the algorithm where all assumptions are satisfied. The purpose behind the third
collision is to demonstrate functioning of the algorithm with ill-chosen parameters leading
to assumptions not being satisfied. As mentioned earlier, the algorithm may be used even if
the assumptions are not met. In such cases, however, collision avoidance and satisfaction of
dynamic constraints needs to be verified before execution of the avoidance maneuver.
5.5.1 Mission Scenario and Assumptions
Consider an atmospheric science mission where two vehicles are required to cooperatively
collect data at the periphery of a circular region. During the data collection, the vehicles are
supposed to fly at 1 m/s while maintaining a phase difference of 180 deg. Through its nature,
this mission can be divided into two phases: (i) the initial phase in which the vehicles are
required to approach the data collection region with a phase difference of 180 deg and a final
speed of 1 m/s; and (ii) the data collection phase where the vehicles are supposed to fly in a
circle at 1 m/s. For the simulation, the focus is primarily on the first phase of the mission.
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- Assume two multirotors that require an inter-vehicle safety distance of 1 m; can achieve
a maximum speed of vmax = 10 m/s; can reach a maximum acceleration of amax = 10 m/s
2;
and detect other multirotors far enough to predict a possible collision T1 = 2.5 s before it
starts. Here, it is also assumed that T2 = T1 = 2.5 s.
Finally, in terms of possible collisions, assume the mission space to be shared with other
non-cooperative multirotors where a collision with any multirotor can be avoided by main-
taining a center-to-center distance of 1 m. Assuming the path-following algorithm keeps
the vehicle within 0.15 m of its desired position, the obstacle safety distance is set as
dsafe = 1.15 m, whereas, the inter-vehicle temporal separation is set as Emin = 1.30 m.
5.5.2 Trajectory Generation
Given the details above, the following bounds are obtained for the collision-avoidance ma-
neuver:
∆p = 2.52 m, ∆v = 1.80 m/s, ∆a = 2.93 m/s
2.
Given these bounds, the constraints for the trajectory-generation process can be designed.
Specifically, these constraints are imposed such that the inter-vehicle distance and vehicle
dynamic constraints are satisfied even if each vehicle’s commanded position, velocity and
acceleration are varied up to ∆p, ∆v and ∆a, respectively. This ensures that the mission
is safely executed even if each vehicle executes one detour at any particular time instant
during the mission. Therefore, the constraints are set as
Ed = Emin + 2∆p = 6.34 m, vd,max = vmax −∆v = 8.20 m/s,
ad,max = amax −∆a = 7.07 m/s2.
With these constraints on the vehicle separation, speed and acceleration, trajectories for
the two vehicles are designed for reaching the data collection region simultaneously, with a
phase difference of 180 deg, and a final speed of 1 m/s. The two trajectories obtained, here
represented as p1(t) and p2(t), are shown in the first panel of Figure 5.2.
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Figure 5.2: The first panel shows the original trajectories. The remaining panels show the
actual trajectories followed by the vehicles (including path-following errors) as blue and
green. For comparison, the original trajectories are also shown in the respective lighter
shades. The obstacle and its trajectory is shown as red.
5.5.3 Simulation Results
The two multirotors with onboard time-coordination and path-following algorithms, along
with an obstacle flying in a straight line at a speed slightly varying around 5 m/s, are
simulated. The obstacle first approaches vehicle 1 with5 t`∗ = 5.57 s and t
u
∗ = 6.10 s. The
obstacle is detected 18 m away and 4.38 s before the start of the collision. In this case, all our
assumptions are satisfied and the algorithm generates the new trajectory p1,new(t) to avoid
the collision. Figure 5.2 for t = 5.79 s shows the motion of quadrotor to avoid the collision.
The distance ||p1,new(t)−po(t)|| is shown in Figure 5.3, whereas, the commanded speed and
acceleration caused by the maneuver are shown in Figure 5.4.
The obstacle then approaches vehicle 2 in a collision course such that t`∗ = 10.18 s and
tu∗ = 11.38 s. With the obstacle detected 18 m away and 7.12 s before the start of the collision,
our assumptions are still satisfied. The algorithm then generates the new trajectory p2,new(t)
by adding a detour that continues until the end of the trajectories at t = 16.26. The collision
5Note that the algorithm does not need t`∗ and t
u
∗ . However, for analysis, these parameters can be used
to confirm satisfaction of assumptions.
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Figure 5.4: Speed and acceleration for the vehicle trajectories. The small high frequency
content in the acceleration plot is caused by the vehicles consistently changing the mission-
progression for time-coordination
avoidance maneuver can be seen in Figure 5.2 for t = 10.74 s.
Lastly, in order to show collision avoidance in the case where assumptions are not satisfied,
the obstacle is simulated to abruptly change its trajectory and fly on a collision course with
vehicle 2 again. For this collision, multiple assumptions are violated. First, recall that
vehicle 2 has already added a detour in its trajectory that lasts until the end of the mission.
Therefore, in order to avoid this second collision, the vehicle has to execute two detours at the
same time - a case for which no guarantees were ensured during the trajectory-generation
process. Second, the collision window ends at t`∗ = 15.03 s, whereas the mission ends at
15.90 s, and thus Equation 5.1.5 is not satisfied. However, as shown in Figure 5.2 and 5.3,
the vehicle avoids the collision without violating any constraints. The commanded speed
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and acceleration caused by the maneuver are shown in Figure 5.4.6
5.6 Conclusion
In this chapter, a collision-avoidance algorithm based on piecewise Be´zier curves was pre-
sented. The algorithm is designed to be applicable to multi-vehicle coordinated missions
and can be integrated within a larger cooperative control framework.
Without trajectory discretization, the proposed algorithm is able to check for a possible
collision in the future, and replanning the vehicle’s trajectory, if needed. This replanning is
performed such that mission specific constraints are automatically satisfied. Furthermore,
under a few assumptions, the position, velocity and acceleration changes caused by the
replanning are bounded where these bounds are computable. By taking these bounds into
consideration during the initial mission planning, collision avoidance with satisfaction of
inter-vehicle separation and vehicle dynamic constraints can be guaranteed.
6A video for this simulation is available at https://youtu.be/Rc6yMxixaJc.
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CHAPTER 6
COLLISION AVOIDANCE THROUGH
TRAJECTORY REPLANNING USING PIECEWISE
BE´ZIER SURFACES
The previous chapter presented a Be´zier curve based collision-avoidance algorithm. Although
the algorithm provided guarantees for collision avoidance and vehicle dynamic constraint
satisfaction, it assumed (i) full knowledge of the obstacle’s future trajectory, and (ii) that
the mission-progression rate as used in the cooparative control framework (See Chapter 2)
is unity.
In this chapter, we extend the algorithm to take into account uncertainties in the obsta-
cle’s or vehicle’s own trajectory, such as due to sensory limitations or possible variations
in the mission progression rate. To enable collision-avoidance in the presence of uncertain-
ties, the algorithm incorporates novel trajectory representation based on Be´zier surfaces.
Consequently, the algorithm achieves performance guarantees similar to the algorithm of
Chapter 5, and also affords efficient implementation by taking advantage of the algorithms
available for such surfaces.
The chapter is arranged as follows: the mathematical problem as tackled by the algorithm,
is presented in Section 6.1. Section 6.2 and Section 6.3 describe the two parts of the pro-
posed algorithm, namely collision prediction and trajectory replanning. The analysis of the
algorithm including a discussion on vehicle-dynamic constraints satisfaction for multirotor
and fixed-wing aircraft is provided in Section 6.4. Lastly, simulation examples are provided
in Section 6.5.
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6.1 Problem Formulation
Consider a multi-vehicle coordinated mission that involves N vehicles. Amongst these vehi-
cles, consider one particular vehicle with its trajectory given as
p : [0, tf]→ R3.
Recall from Chapter 2 that the trajectory for the ith vehicle in the cooperative control
framework is parameterized as pi(θi(t)). Note that if θ˙i(t) ≡ 1, then without loss of gener-
ality, the notation can be simplified to pi(t). Although this chapter will discuss cases where
θ˙i(t) is not necessarily equal to 1, such discussion is deferred until Section 6.5. Consequently,
for ease of notation, the trajectory of the vehicle of concern is currently represented as p(t),
where the subscript i has also been dropped.
The trajectory of this particular vehicle, following the algorithms of [16–18], is assumed
to satisfy the following boundary conditions:
p(tf) = pf, v(tf) = vf,
where pf and vf are the desired final position and velocity for the vehicle.
Furthermore, let the trajectory satisfy the dynamic constraints of the vehicle. For example,
if the vehicle is a multirotor, then the trajectory is assumed to satisfy
max
t∈[0,tf]
||v(t)|| ≤ vd,max, max
t∈[0,tf]
||a(t)|| ≤ ad,max. (6.1.1)
Here v(t) = dp(t)
dt
, a(t) = d
2p(t)
dt2
, and vd,max and ad,max represent the maximum allowed speed
and acceleration used during the trajectory-planning phase.1
The trajectory is also assumed to be spatially or temporally separated from the rest of
1Conversely, in the case of a fixed-wing aircraft, the trajectory is assumed to satisfy additional constraints
in terms of minimum speed, minimum and maximum flight path angle, maximum rate of flight-path angle
and maximum turn-rate (See Chapter 2).
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the vehicles. Mathematically, the trajectory is assumed to satisfy either2
min
j=1,··· ,N−1
||p(t)− pj(tj)|| ≥ Ed, ∀t ∈ [0, tf], tj ∈ [0, tf], (6.1.2)
or
min
j=1,··· ,N−1
||p(t)− pj(t)|| ≥ Ed, ∀t ∈ [0, tf], (6.1.3)
in the case of spatial or temporal separation respectively. Here, pj(t) represents the trajec-
tory generated for the other N − 1 vehicles and the parameter Ed represents a chosen mini-
mum distance; a procedure for its appropriate selection is discussed in Sections 6.4 and 6.5.
Lastly, assume p(t) to be in the form of a piecewise Be´zier curve with C2-continuity for
smoothness. Specifically, consider a sequence of time instants in ascending order
λ = {λ0 = 0, λ1, λ2, · · · , λm = tf},
and the trajectory defined for t ∈ [0, tf] to be represented as a piecewise Be´zier curve. Then,
for each interval t ∈ [λi−1, λi] ⊆ [0, tf], consider
p(t) = pi
(
t− λi−1
λi − λi−1
)
=
n∑
k=0
p¯ikb
n
k
(
t− λi−1
λi − λi−1
)
,
where p¯ik are control points of the trajectory, n > 6 and i = 1, 2, · · · ,m.
A few points are in order here. First, note that the above representation can be used
for cases when p(·) is a single Be´zier curve, such as generated by the trajectory generation
algorithms discussed earlier. In these cases, λ is simply given as λ = {0, tf}. Second, a
new but equivalent representation of p(t) can always be found by adding a new element
λnew ∈ (λi−1, λi) to the sequence λ for some i ∈ {1, 2, · · · ,m}. This operation can be per-
formed by simply using the de Casteljau algorithm and subdividing pi appropriately.
Consider a scenario where an obstacle is detected by the vehicle at time t = tc. Let there
2For ease of notation, the mission is assumed to be defined over the time interval [0, tf] for all vehicles.
This may not be true for missions such as sequential auto-landing where the vehicles are required to reach
their destination separated by a desired time-interval.
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be a nominal predicted trajectory for the obstacle given as a Be´zier curve
po(t) =
n∑
k=0
p¯o,kb
n
k
(
t− tc
t˜f − tc
)
, t ∈ [tc, t˜f],
where t˜f ≥ tf is some large enough value3. Furthermore, consider the predicted position
of the obstacle to be affected by two different types of uncertainties. Specifically, consider
(i) one of the four uncertainties discussed in Chapter 3 that can be explicitly modeled using
Be´zier surfaces, and (ii) a deviation in the position of the obstacle in any direction by an
unknown bounded vector . In this case, the position of the obstacle can be mathematically
represented as
qo(ξ, t) + (t), t ∈ [tc, tf], (6.1.4)
for some ξ ∈ [0, 1]. Here qo(ξ, t) is a Be´zier surface explicitly representing one of the types
of uncertainties discussed in Chapter 3. Furthermore, (t) is unknown, but is assumed to
satisfy ||(t)|| ≤ e(t) for some polynomial function e(t) ≥ 0 with e(tc) = 0.
In this scenario, the algorithm must satisfy the following conditions:
1. Collision Prediction: The algorithm needs to check if the vehicle and the obstacle
may be in a collision during the mission. Mathematically, the algorithm is required to
check if the inequality
||p(t)− qo(ξ, t)− (t)|| ≤ dsafe
is satisfied for any ξ ∈ [0, 1], ||(t)|| ≤ e(t), and t ∈ [tc, tf].
2. Collision Avoidance: Consider that at t = tc the vehicle predicts a collision. Fur-
thermore, let there be a time interval [t`∗, t
u
∗ ] ⊆ [tc + T1, tf − T2] for some constants
T1, T2 > 0 such that for every t ∈ [t`∗, tu∗ ] there exists ξ ∈ [0, 1] and ||(t)|| ≤ e(t) such
that
||p(t)− qo(ξ, t)− (t)|| ≤ dsafe. (6.1.5)
3Depending on the uncertainty associated with the obstacle’s trajectory, relevant mathematical expres-
sions for t˜f are provided in Chapter 3.
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Defining the set
C∗ =
{
(ξ, t) : t ∈ [t`∗, tu∗ ], (ξ, t) satisfy Equation (6.1.5)
}
, (6.1.6)
the algorithm is required to find a new C2-continuous trajectory pnew(t) : [tc, t
f]→ R3
that keeps the position, velocity and acceleration at tc the same, that is
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc),
and reaches the desired destination with the desired velocity at the end of the mission
pnew(t
f) = p(tf), vnew(t
f) = v(tf),
where vnew(t) =
dpnew(t)
dt
and anew(t) =
d2pnew(t)
dt2
. Furthermore, the difference in the new
and the original trajectory is required to be bounded. That is, pnew(t) has to satisfy
max
t∈[tc,tf]
||pnew(t)− p(t)|| < ∆p, max
t∈[tc,tf]
||vnew(t)− v(t)|| < ∆v,
max
t∈[tc,tf]
||anew(t)− a(t)|| < ∆a,
where the bounds ∆p, ∆v and ∆a can be computed a priori. Lastly, pnew(t) is required
to avoid the predicted collision, i.e. the algorithm needs to guarantee that
||pnew(t)− qo(ξ, t)− (t)|| > dsafe, (ξ, t) ∈ C˜∗,
for any ||(t)|| < e(t) and some set C˜∗ ⊆ [0, 1]× [tc, tf] such that C∗ ⊆ C˜∗.
6.2 Collision Prediction
In order to predict a collision without requiring any discretization, the proposed algorithm
relies on Be´zier curves and surfaces for trajectory representation. Consequently, the algo-
rithm is restricted to methods and algorithms available for Be´zier curves and surfaces. The
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proposed step-by-step procedure is as follows.
Step 1: Express Obstacle’s Predicted Trajectory using Be´zier Curves
Since Be´zier curves are just polynomial curves written in Bernstein basis; any nth order
polynomial trajectory can be represented as an nth order Be´zier curve. Using this repre-
sentational power, the obstacle’s nominal trajectory p¯o is predicted as an nth order Be´zier
curve4:
po(t) =
n∑
k=0
p¯o,kb
n
k
(
t− tc
t˜f − tc
)
, t ∈ [tc, t˜f],
where i = 1, 2, · · · ,m, and t˜f is chosen using one of the expressions provided in Chapter 3
depending on the uncertainty associated with the trajectory of the obstacle.
Step 2: Express the Vehicle and Obstacle Predicted Trajectories as Piecewise Be´zier Surfaces
In this step, the explicitly modeled uncertainty5 of Chapter 3 is taken into account. That
is, given po(t) and one of the four types of uncertainties discussed in Chapter 3, the methods
of Chapter 3 are used to find a Be´zier surface qo(ξ, t) such that the obstacle’s position at
time t (considering only the explicitly modeled uncertainty) can be written as
qo(ξ, t) =
n1∑
k1=0
n2∑
k2=0
q¯o,k1,k2b
n1
k1
(ξ)bn2k2
(
t− tc
tf − tc
)
, t ∈ [tc, tf]
for some ξ ∈ [0, 1]. Here, n1 and n2 can take different values depending on the type of
explicitly modeled uncertainty associated with the obstacle’s trajectory. Further details
regarding this order are provided in Chapter 3.
Then using the de Casteljau algorithm, the trajectory is written as a piecewise Be´zier
surface. Specifically, for each interval t ∈ [λi−1, λi] ⊆ [0, tf], the control points q¯io,k1,k2 for
4Given the nominal predicted position of the obstacle at n+ 1 preselected time instants, this step can be
performed as multiplication of an (n+ 1)× (n+ 1) matrix by an (n+ 1)× 3 dimensional matrix.
5The uncertainty in the obstacle position introduced by the unknown vector  will be taken into account
later in this section.
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k = 0, 1, · · · , n are found such that
qo(ξ, t) =
n1∑
k1=0
n2∑
k2=0
q¯io,k1,k2b
n1
k1
(ξ)bn2k2
(
t− λi−1
λi − λi−1
)
, t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m.
Lastly, using Lemma 1, each Be´zier curve pi of the vehicle trajectory is converted to a
Be´zier surface qi such that
q(ξ, t) =
n1∑
k1=0
n2∑
k2=0
q¯ik1,k2b
n1
k1
(ξ)bn2k2
(
t− λi−1
λi − λi−1
)
= p(t), t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m.
Step 3: Find the Separation Be´zier Surface
With trajectories of the obstacle and the vehicle given as piecewise Be´zier surfaces, the
separation between them can also be defined as a piecewise Be´zier surface. With a simple
subtraction step, the separation surface is obtained as
d(ξ, t) = q(ξ, t)− qo(ξ, t) =
n1∑
k1=0
n2∑
k2=0
(
q¯ik1,k2 − q¯io,k1,k2
)
bn1k1 (ξ)b
n2
k2
(
t− tc
tf − tc
)
, t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m.
From this point on, the process of predicting the collision may be performed in two different
ways depending on the choice of e(t). In general, the process can be completed using
steps 5-6 that are detailed later. However, in the special case of e(t) = 0 for t ∈ [tc, tf],6
the algorithm can instead be simplified to finish with a single application of the minimum
distance algorithm described here under step 4. Therefore, the following decision is made: if
e(t) = 0 for t ∈ [tc, tf], this step is performed as the last step for predicting a collision7;
6This implies that (t) = 0 for t ∈ [tc, tf] and the only uncertainty associated with the obstacle’s trajectory
is in the form of explicitly modeled uncertainty from Chapter 3
7Even in the case of e(t) = 0 for t ∈ [tc, tf], steps 5-6 may be used instead of step 4. However, for
simplicity it is preferable to use step 4 instead.
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Figure 6.1: A depiction of the decision tree used to choose the steps required in the algorithm.
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Figure 6.2: Illustration of the collision detection algorithm for the case of e(t) = 0.
otherwise, the algorithm skips to step 5 and continues till step 6. A flowchart depicting this
decision tree is shown in Figure 6.1. The exact procedure for step 4 is now described below.
Step 4: If e(t) = 0, Use the Minimum Distance Algorithm for Be´zier Surfaces.
Given the separation Be´zier surfaces and e(t) set as zero, the minimum distance algorithm
is used to find
min
ξ∈[0,1],t∈[λi−1,λi]
||d(ξ, t)||, argmin
ξ∈[0,1],t∈[λi−1,λi]
||d(ξ, t)||
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for all subintervals [λi−1, λi] and i = 1, 2, · · · ,m. Thus, the algorithm is able to compute
dmin = min
ξ∈[0,1],t∈[tc,tf]
||d(ξ, t)||, argmin
ξ∈[0,1],t∈[tc,tf]
||d(ξ, t)||. (6.2.1)
If dmin ≤ dsafe, the algorithm predicts a collision. For the ease of notation, the later part of
this chapter uses ξ∗ and t∗ to represent the solution (ξ∗, t∗) = argmin
ξ∈[0,1],t∈[tc,tf]
||d(ξ, t)||.
An illustration for this algorithm for the case e(t) = 0 is provided in Figure 6.2. Here, it
is assumed that the uncertainty appears due to variation in the speed of the obstacle (case
2 discussed in Chapter 3, Section 3.3). In the left panel, the trajectories of the vehicle and
obstacle are shown as blue and red, respectively. Furthermore, the predicted positions of the
vehicle and the obstacle at t = t∗ are shown, where the vehicle can be clearly seen colliding
with the obstacle for some values of ξ. In the right panel, the separation surface is shown as
blue. Within the surface, the separation for a fixed value of t = t′ and a fixed value of ξ = ξ′
are shown as green and black respectively. Furthermore, the figure shows the point d(ξ∗, t∗)
found by the minimum distance algorithm marked as a bright green dot. It can be seen that
||d(ξ∗, t∗)|| < dsafe. Thus, the algorithm predicts a collision in the illustrated scenario.
Remark 14. For the case e(t) = 0, it can be verified that the following two are equivalent
1. There exist ξ∗ ∈ [0, 1], t∗ ∈ [tc, tf] and ‖(t∗)‖ ≤ e(t∗) such that ‖p(t∗) − qo(ξ∗, t∗) −
(t)‖ ≤ dsafe.
2. dmin found in Equation (6.2.1) satisfies dmin ≤ dsafe.
Step 5: Find the Equivalent Distance Be´zier Surface
Using the properties discussed in Chapter 3, Section 3.1.3, Be´zier surfaces dsq, that rep-
resent the square of the predicted distance between the vehicle and the obstacle, are found
as
dsq(ξ, t) = ||d(ξ, t)||2 =
2n1∑
k1=0
2n2∑
k2=0
d¯isq,k1,k2b
2n1
k1
(ξ)b2n2k2
(
t− λi−1
λi − λi−1
)
, t ∈ [λi−1, λi],
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where i = 1, 2, · · · ,m. Then, using methods discussed in Step 1 and 2, the algorithm finds
the control points e¯isq,k1,k2 to represent the terms (e(t) + dsafe)
2 as a Be´zier surface
esq(ξ, t) =
2n1∑
k1=0
2n2∑
k2=0
e¯isq,k1,k2b
2n1
k1
(ξ)b2n2k2
(
t− λi−1
λi − λi−1
)
= (dsafe + e(t))
2, t ∈ [λi−1, λi],
where i = 1, 2, · · · ,m. This step can be performed as long as e(t) is a polynomial function
of t. Lastly, esq(ξ, t) is subtracted from dsq(ξ, t) to obtain the piecewise Be´zier surfaces
deq(ξ, t) = dsq(ξ, t)− esq(ξ, t) = ||q(ξ, t)− qo(ξ, t)||2− (dsafe + e(t))2, t ∈ [λi−1, λi], (6.2.2)
with i = 1, 2, · · · ,m.
Step 6: Use Minimum Distance Algorithm for Be´zier Surfaces
As a last step, the minimum distance algorithm is used to find the minimum value of
deq(ξ, t) as
min
ξ∈[0,1],t∈[λi−1,λi]
deq(ξ, t), argmin
ξ∈[0,1],t∈[λi−1,λi]
deq(ξ, t)
for all subintervals [λi−1, λi] and i = 1, 2, · · · ,m. Thus, the algorithm can compute
dmin = min
ξ∈[0,1],t∈[tc,tf]
deq(ξ, t), argmin
ξ∈[0,1],t∈[tc,tf]
deq(ξ, t). (6.2.3)
If dmin ≤ 0, a collision is predicted. For later references, we use the notation ξ∗ and t∗ to
represent the solution (ξ∗, t∗) = argmin
ξ∈[0,1],t∈[tc,tf]
deq(ξ, t).
Lemma 5. The following two conditions are equivalent
1. There exist ξ∗ ∈ [0, 1], t∗ ∈ [tc, tf] and ||(t∗)|| ≤ e(t∗) such that ||p(t∗) − qo(ξ∗, t∗) −
(t∗)|| ≤ dsafe.
2. dmin found in Equation (6.2.3) satisfies dmin ≤ 0.
Proof. The proof for this lemma is provided in Appendix D.
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6.3 Trajectory Replanning
At time t = tc, let the vehicle predict a collision with reference time t = t∗ > tc. In this
scenario, the algorithm adds a detour to p(t) in order to find a new trajectory pnew(t). The
magnitude of the detour used has the characteristic profile defined in Chapter 5, Section 5.3.1.
The procedure for finding the complete detour follows.
Step 1: Choose Detour Parameters
The final form of the detour uses the magnitude profile Λ described in Equation (5.3.1)
and is given as
ΛK,ρ(t) = KΛ(t, ρ)w, (6.3.1)
where the parameters K and ρ are selected such that
min
(ξ,t)∈C∗
||ΛK,ρ(t) + d(ξ, t)|| − e(t) > dsafe, (6.3.2)
and w is found as follows:
• If ∂d(ξ,t)
∂ξ
∣∣∣
(ξ∗,t∗)
6= 0, the vector d(ξ∗, t∗) is projected along a plane perpendicular to
∂d(ξ,t)
∂ξ
∣∣∣
(ξ∗,t∗)
. The resulting vector is then normalized to get w.
• Otherwise, w is set as w = d(ξ∗,t∗)||d(ξ∗,t∗)|| .
Ideally, the parameters should be selected through the guidelines discussed in Section 5.3.2
of Chapter 5 such that they also satisfy the above equation. The sampling method used for
such selection is described below.
Adding the subscript k to denote the k-th sample for any parameter, the sampling proce-
dure is initialized with the 0-th sample K0, ρ0 set as
K0 = 2dsafe + max
t′∈[tc,tf]
e(t′), tα,0 = tc + T1, (6.3.3)
tβ,0 = t
f − T2, piα,0 = T1, piβ,0 = T2. (6.3.4)
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Lemma 6. Let K0 and ρ0 = [tα,0, tβ,0, piα,0, piβ,0] be defined using Equations (5.3.11), (5.3.12)
and ΛK,ρ(t) be defined using Equations (5.3.9) (5.3.1), (5.3.5) and (5.3.6). Then, Inequal-
ity (6.3.2) holds, that is
min
(ξ,t)∈C∗
||ΛK0,ρ0(t) + d(ξ, t)|| − e(t) > dsafe
where C∗ is defined in Equation (6.1.6).
Proof. Let (ξ, t) ∈ C∗. Then by definition of C∗ it follows that
||p(t)− qo(ξ, t)− (t)|| ≤ dsafe,
for some ||(t)|| ≤ e(t). From reverse triangle inequality, it follows that
||p(t)− qo(ξ, t)|| ≤ dsafe + e(t).
From the definition of d(ξ, t), it can be concluded that
||d(ξ, t)|| ≤ dsafe + e(t). (6.3.5)
Furthermore, from the definition of C∗, it follows that t ∈ [t`∗, tu∗ ]. Then, from Equa-
tions (5.3.1), (5.3.5) and (5.3.6), it can be concluded that ||ΛK0,ρ0(t)|| = K0 = 2dsafe +
maxt′∈[tc,tf] e(t
′). Now using reverse triangle inequality, we have
||ΛK0,ρ0(t) + d(ξ, t)|| ≥ ||ΛK0,ρ0(t)|| − ||d(ξ, t)||
Using the value of ||ΛK0,ρ0(t)|| and Equation (6.3.5), it can be concluded that
||ΛK0,ρ0(t) + d(ξ, t)|| ≥ 2dsafe + max
t′∈[tc,tf]
e(t′)− dsafe − e(t) ≥ dsafe.
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Since (ξ, t) were arbitrarily chosen within the set C∗, it follows that
min
(ξ,t)∈C∗
||ΛK0,ρ0(t) + d(ξ, t)|| − e(t) > dsafe
This completes the proof.
In Lemma 6, it is shown that these values of the parameters are guaranteed to satisfy
Equation (6.3.2). However, these parameter values are conservative and may deviate the
vehicle from its original trajectory more than required. Therefore, following the guidelines
set in Section 5.3.2 of Chapter 5, and noting that a smaller value of the scaling factor K is
more desirable, the algorithm samples additional M values Kk and ρk of the parameters as
Kk ≤ K0, tα,k ≥ tα,0, tβ,k ≤ tα,0, piα ≥ T1, piβ ≥ T2,
such that the whole detour is defined within the interval [tc, t
f], that is
tα,k − piα,k ≥ tc, tβ,k + piβ,k ≤ tf.
Finally, the parameter values are set as K = Kk′ and ρ = ρk′ where
k′ = argmin
k∈0,··· ,M
c1Kk + c2tα,k − c3tβ,k
subject to min
ξ∈[0,1],t∈[tc,tf]
||ΛKk,ρk(t) + d(ξ, t)|| − e(t) > dsafe, (6.3.6)
where c1, c2 and c3 are non-negative scalars chosen arbitrarily. Here, a couple of remarks
are in order. First, note that the choice of the optimality function does not affect the
mathematical guarantees provided by the algorithm. Therefore, other optimality functions
may equivalently be used. Secondly, Equation (6.3.6) uses a stricter criterion as compared
to that of Equation (6.3.2). The reason behind choosing this criterion stems from the fact
that the set C∗ (as used in Equation (6.3.2)) is hard to compute and, therefore, cannot be
used in an online implementation.
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Step 2: Finalize the New Trajectory
In this second and final step, the detour is added to the original trajectory to get pnew(t).
For this, the algorithm first adds tα− piα, tα, tβ, and tβ + piβ to the sequence λ to create the
new sequence λnew that has m+ 5 elements:
λnew = {λ0new = 0, λ1new, λ2new, · · · , λjnew = tα − piα, · · · ,
λlnew = tβ + piβ, · · · , λm+4new = tf}.
The original trajectory is then represented as
p(t) = pi
(
t− λi−1new
λinew − λi−1new
)
, t ∈ [λi−1new, λinew],
for i = {1, 2, · · · ,m+ 4}. Similarly, the detour is written in piecewise Be´zier curve form as
ΛK,ρ(t) = Λ
i
K,ρ
(
t− λi−1new
λinew − λi−1new
)
, t ∈ [λi−1new, λinew],
for i = {j + 1, j + 2, · · · , l}, where ΛiK,ρ(·) are Be´zier curves. Then, the new trajectory can
be written as
pnew(t) =

pq
(
t−λq−1new
λqnew−λq−1new
)
+ ΛqK,ρ
(
t−λq−1new
λqnew−λq−1new
)
, t ∈ [λq−1new, λqnew],
pr
(
t−λr−1new
λrnew−λr−1new
)
, t ∈ [λr−1new, λrnew],
(6.3.7)
where q = {j + 1, j + 1 · · · , l} and r = {1, · · · , j, l + 1, · · · ,m+ 4}.
6.4 Analysis
In this section, the main results for the proposed algorithm are provided. To this end, we
first provide a lemma that guarantees a useful property of the Be´zier surface qo(ξ, t). This
result will be later used in Theorem 3 to provide the main result for the algorithm.
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Lemma 7. Let one or more of the following be true:
1. The predicted position of the obstacle for any time t ∈ [tc, tf] satisfies
qo(ξ, t) = po(t) + (t− tc)[ξδmax − (1− ξ)δmax]u, t ∈ [tc, tf], (6.4.1)
where ξ ∈ [0, 1], δmax > 0, and po.
2. The nominal obstacle trajectory lies in a straight line. That is, po(t) satisfies
po(t) = po(tc) + w(t)u, t ∈ [tc, tf], (6.4.2)
for some function w : R 7→ R such that dw(t)
dt
> 0 for all t ∈ [tc, tf]. Furthermore, the
predicted position of the obstacle for any time t ∈ [tc, tf] is given as
qo(ξ, t) = po [tc + (t− tc)(α + ξ(β − α)] , t ∈ [tc, tf], (6.4.3)
where ξ ∈ [0, 1] and 0 < α < β.
Then, for any arbitrarily chosen ξ′ ∈ [0, 1], there exists a mapping ωξ′ : [0, 1] × [tc, tf] 7→ R
such that
qo(ξ, t) = qo(ξ
′, t) + ωξ′(ξ, t)u, ξ ∈ [0, 1], t ∈ [tc, tf], (6.4.4)
and
∂wξ′ (ξ,t)
∂ξ
> 0 for all ξ ∈ [0, 1] and t ∈ (tc, tf].
Proof. The proof of this lemma is provided in Appendix D.
Now we provide the main result for this chapter as follows:
Theorem 3. Consider that at mission time t = tc, the vehicle predicts a collision. Fur-
thermore, let there be a time interval [t`∗, t
u
∗ ] ⊆ [tc + T1, tf − T2] such that for every t ∈
[t`∗, t
u
∗ ],∃ ξt ∈ [0, 1] satisfying
||p(t)− qo(ξt, t)− (t)|| ≤ dsafe
for some ||(t)|| ≤ e(t). Let the set (ξt, t) that satisfies the above equation be represented as
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C∗. Then the trajectory found using the algorithm detailed above will keep position, velocity
and acceleration at current mission time tc unchanged
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc), (6.4.5)
will satisfy the boundary conditions
pnew(t
f) = p(tf), vnew(t
f) = v(tf), (6.4.6)
will maintain a bounded difference in the position, velocity and acceleration
max
t∈[tc,tf]
||pnew(t)− p(t)|| ≤ ∆p, max
t∈[tc,tf]
||vnew(t)− v(t)|| ≤ ∆v, (6.4.7)
max
t∈[tc,tf]
||anew(t)− a(t)|| ≤ ∆a, (6.4.8)
where the bounds ∆p,∆v and ∆a can be computed a priori. Lastly, the new trajectory will
satisfy
||pnew(t)− qo(ξ, t)− (t)|| > dsafe, ∀||(t)|| ≤ e(t), (ξ, t) ∈ C∗ (6.4.9)
Furthermore, if any of the conditions of Lemma 7 are met, that is for any ξ′ ∈ [0, 1], the
surface qo(ξ, t) satisfies
qo(ξ, t) = qo(ξ
′, t) + ωξ′(ξ, t)u, t ∈ [tc, tf], (6.4.10)
for some ωξ′ : R2 7→ R such that ∂ωξ′ (ξ,t)∂ξ > 0 for all ξ ∈ [0, 1] and t ∈ (tc, tf], then the
algorithm provides the additional guarantee
||pnew(t)− qo(ξt, t)− (t)|| > dsafe, ∀||(t)|| ≤ e(t), ξ ∈ [0, 1] t ∈ [t`∗, tu∗ ].
Proof. The proof of this theorem is provided in Appendix D.
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6.4.1 Satisfaction of Vehicle Dynamic Constraints
In Chapter 5, the computable terms ∆p,∆v and ∆a were used to guarantee satisfaction of
multirotor vehicle dynamic constraints. In the following, the analysis is extended to fixed-
wing aircraft and the results are utilized in the simulation examples that follow. The analysis
is divided into two cases as follows.
First, assume that no more than one detour is active at any time during the mission.
That is, if multiple detours are added to the vehicle’s trajectory, then any of those detours
begins only after the previous one has finished. Through the trajectory-generation algorithm
of [16–18], it is known the trajectory p(t) satisfies
vmin < vd,min ≤
∥∥∥∥dp(t)dt
∥∥∥∥ ≤ vd,max < vmax, ∥∥∥∥d2p(t)dt2
∥∥∥∥ ≤ ad,max < amax, (6.4.11)
γmin < γd,min ≤ γ(t) ≤ γd,max < γmax,
∣∣∣∣dγ(t)dt
∣∣∣∣ ≤ γ˙d,max < γ˙max, (6.4.12)∣∣∣∣dψ(t)dt
∣∣∣∣ ≤ ψ˙d,max < ψ˙max, (6.4.13)
where γ(t) and ψ(t) represent the flight-path angle and the heading angle as defined in
Section 2.1.1 of Chapter 2.
Through Equations (6.4.7) and (6.4.8), it follows that
vd,min −∆v ≤
∥∥∥∥dpnew(t)dt
∥∥∥∥ ≤ vd,max + ∆v, ∥∥∥∥d2pnew(t)dt2
∥∥∥∥ ≤ ad,max + ∆a. (6.4.14)
Furthermore, using Equation (6.4.7), it can be concluded that dpnew(t)
dt
= dp(t)
dt
+ u such that
the vector u satisfies ‖u‖ ≤ ∆v. Figure 6.3 graphically describes this condition where a
green sphere of radius ∆v is drawn around the velocity vector
dp(t)
dt
. Although dpnew(t)
dt
can
possibly point at any location within the green sphere, the figure depicts the case when
dpnew(t)
dt
is tangent to the green sphere and maximum new flight-path angle γnew is achieved.
Using basic geometric arguments, it follows that
|γnew − γ(t)| ≤ sin−1
(
∆v
vd,min
)
.
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Figure 6.3: Illustration for the calculation of maximum value of γnew(t).
Thus, it can be concluded that the flight-path angle γnew(t) associated with the new
trajectory pnew(t) satisfies
γd,min − sin−1
(
∆v
vd,min
)
≤ γnew(t) ≤ γd,max + sin−1
(
∆v
vd,min
)
.
With similar geometric analysis, it can be shown that∣∣∣∣dγnew(t)dt
∣∣∣∣ ≤ γ˙d,maxvd,min + ∆avd,min −∆v ,
∣∣∣∣dψnew(t)dt
∣∣∣∣ ≤ ψ˙d,maxvd,min + ∆avd,min −∆v .
Consequently, the new trajectory pnew(t) satisfies the vehicle dynamic constraints in terms
of speed, acceleration, flight-path angle, rate of flight-path angle and turn rate if
vd,min ≥ vmin + ∆v, vd,max ≤ vmax −∆v, ad,max ≤ amax −∆a, (6.4.15)
γd,min ≥ γmin + sin−1
(
∆v
vd,min
)
, γd,max ≤ γmax − sin−1
(
∆v
vd,min
)
, (6.4.16)
γ˙d,max ≤ γ˙max(vd,min −∆v)−∆a
vd,min
, ψ˙d,max ≤ ψ˙max(vd,min −∆v)−∆a
vd,min
, (6.4.17)
where the variables with subscripts min and max represent the minimum and maximum
dynamically feasible limit for those parameters, respectively.
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Remark 15. Note that the parameters γd,min, γd,max, γ˙d,max and ψ˙d,max can get significantly
conservative if vd,min is small. Therefore, it may often be suitable to set vd,min higher than
the value dictated by Inequality (6.4.15).
Next, let the vehicle have to execute k detours simultaneously, for example, to avoid
multiple obstacles. In this case, the trajectory after collision avoidance would satisfy
vd,min ≥ vmin + k∆v, vd,max ≤ vmax − k∆v, ad,max ≤ amax − k∆a,
γd,min ≥ γmin + sin−1
(
k∆v
vd,min
)
, γd,max ≤ γmax − sin−1
(
k∆v
vd,min
)
,
γ˙d,max ≤ γ˙max(vd,min − k∆v)− k∆a
vd,min
, ψ˙d,max ≤ ψ˙max(vd,min − k∆v)− k∆a
vd,min
,
Here, significantly conservative values of the parameters vd,min, vd,max, ad,max, γd,min, γd,max,
γ˙d,max and ψ˙d,max are required to guarantee the satisfaction of vehicle dynamic constraints.
Moreover, for large enough k, guaranteeing constraint satisfaction might not be possible.
However, since the bounds computed above are conservative and only serve as sufficient
conditions for constraint satisfaction, the algorithm may still be used albeit without prior
guarantees.
6.5 Simulations
In this section, the algorithm is demonstrated using two different mission scenarios. The
first scenario depicts a single fixed-wing aircraft that can only have an uncertain prediction
for other aircraft in the airspace. The second simulation, on the other hand, demonstrates
a time-coordinated mission with two multirotors. This simulation assumes the path of
obstacles to be known, for example, through ADS-B data. However, the speed of the obstacle
along its path and the mission progression rate is considered to be varying and uncertain.
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Vehicle dynamical Constraints imposed during
limits trajectory generation
Minimum Speed vmin = 15 m/s vd,min = 25 m/s
Maximum Speed vmax = 35 m/s vd,max = 30.31 m/s
Maximum Acceleration amax = 18 m/s
2 ad,max = 17.28 m/s
2
Minimum Flight-Path Angle γmin = −25 deg γd,min = −14.19 deg
Maximum Flight-Path Angle γmax = 35 deg γd,max = 24.19 deg
Maximum Rate of Flight-Path Angle γ˙max = 11.46 deg/s γ˙d,max = 9.28 deg/s
Maximum Turn Rate ψ˙max = 11.46 deg/s ψ˙d,max = 9.28 deg/s
Table 6.1: Vehicle dyanamic constraints along with the constraints imposed during trajectory
generation.
6.5.1 Scenario 1: Fixed-Wing Aircraft
Consider a small RC fixed-wing aircraft with its dynamic limits provided in the second
column of Table 6.1. Let the predicted trajectories for the obstacle be given as
qo(ξ, t) + (t)
where qo(ξ, t) is a Be´zier surface representing the obstacle trajectory with uncertainty of one
of the types discussed in Chapter 3. Let the unknown vector (t) be bounded as ‖(t)‖ ≤
e(t) ≤ 30 m. Furthermore, assume that any possible collision with the aircraft is predicted
at least T1 = 20 s ahead of time and ends T2 = 20 s before the end of the mission. Lastly, let
a safety distance of dsafe = 10 m be sufficient to avoid any obstacles.
With these assumptions, the following bounds an be obtained for the collision-avoidance
maneuver:
∆v = 4.69 m/s, ∆a = 0.72 m/s
2.
Assuming that only one detour is required by the aircraft at any time instant, the bounds
given in the third column of Table 6.1 satisfy Inequalities (6.4.15) to (6.4.17) and, therefore,
ensure that the aircraft satisfies all dynamic constraints even during collision avoidance.
Runtime Simulation: The aircraft is simulated to fly in a straight line at a constant
speed of 25 m/s. An obstacle, moving perpendicularly with the same speed, is detected at
a distance of 1000 m and predicted to move with a constant velocity. However, this velocity
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Vehicle
Obstacle
Figure 6.4: Screenshots of the simulation: Both the vehicle and the obstacle are shown 10
times their size for illustration purposes.
40 50 60 70 80 90 100 110 120
101
102
103
104
t
d
is
ta
n
ce
[m
]
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Figure 6.5: Distance between the vehicle and all possible obstacle positions.
estimate is assumed to have an uncertainty of ±4 m/s in the line-of-sight. Furthermore, the
obstacle can deviate up to 30 m from the constant velocity trajectory.
Screenshots of the simulation are shown in Figure 6.4. The initial straight-line trajectory
p(t) is indicated through a semi-transparent airplane8. Furthermore, six possible positions of
the obstacle, as predicted upon its detection, are shown with red trails. In fact, the obstacle
can possibly be in between these six positions as well. It follows that the initial trajectory
of the vehicle is not safe since it passes in between the six possible positions of the obstacle.
8During the real mission, p(t) is replaced by pnew(t) upon detection of the obstacle and is not followed
afterwards. However, the trajectory is shown here for illustration purposes.
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Figure 6.6: Speed, acceleration, flight-path angle, rate of flight-path angle and turn rate
associated with the initial and the replanned trajectory.
The actual vehicle, tracking the trajectory pnew(t) after the obstacle detection, is shown with
a blue trail maintaining a safe distance from all possible positions of the obstacle.
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The distance between the vehicle and all possible obstacle positions is shown in Figure 6.5.
Furthermore, speed, acceleration, flight-path angle, rate of flight-path angle, and turn rate
associated with the initial and replanned trajectory are shown in Figure 6.6. It can be seen
that the replanned trajectory ensures safe operation while satisfying the dynamic constraints.
6.5.2 Scenario 2: Time-Coordinated Mission with Multirotors
In this simulation, we consider an atmospheric science mission where two multirotors are
required to cooperatively collect data at the two opposite ends of a predefined rectangular
region. Through its nature, this mission can be divided into two phases: (i) the initial phase
in which the vehicles are required to approach the data collection region; and (ii) the data
collection phase where the vehicles are supposed to fly in straight lines. For the simulation,
the focus is primarily on the first phase of the mission.
We assume the vehicles to be two multirotors that require an inter-vehicle safety distance
of 1 m; can achieve a maximum speed of vmax = 12 m/s; can reach a maximum acceleration
of amax = 12 m/s
2; and detect other multirotors far enough to predict a possible collision
T1 = 2.5 s before it starts. Here, it is also assumed that T2 = T1 = 2.5 s. Lastly, let the
mission progression rate for any vehicle θ˙i(t) be bounded as 0.9 ≤ θ˙i(t) ≤ 1.1 and |θ¨i| ≤ 0.1.
In terms of possible collisions, assume the mission space to be shared with other non-
cooperative multirotors where a collision with any multirotor can be avoided by maintaining
a center-to-center distance of 1 m. Assuming the path-following algorithm keeps the vehicle
within 0.15 m of its desired position, the obstacle safety distance is set as dsafe = 1.15 m,
whereas, the inter-vehicle temporal separation is set as Emin = 1.30 m.
With the commanded speed and acceleration of each vehicle given in Equations (2.1.3)
and (2.1.4), it follows that the initial trajectories are required to ensure that
max
t
∥∥∥∥dpi(td)dtd θ˙i(t)
∥∥∥∥ ≤ 1.1 maxtd
∥∥∥∥dpi(td)dtd
∥∥∥∥ ≤ vmax,
max
t
∥∥∥∥d2pi(td)dt2d θ˙2i (t) + dpi(td)dtd θ¨i(t)
∥∥∥∥ ≤ maxtd
∥∥∥∥1.21d2pi(td)dt2d + 0.1dpi(td)dtd
∥∥∥∥ ≤ amax,
where i ∈ {1, 2}. Similarly, the replanned trajectories are also required to ensure the same
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Figure 6.7: Illustration of the collision detection algorithm for the case of e(t) = 0.
limits as
1.1 max
td
∥∥∥∥dpi,new(td)dtd
∥∥∥∥ ≤ vmax, maxtd
∥∥∥∥1.21d2pi,new(td)dt2d + 0.1dpi,new(td)dtd
∥∥∥∥ ≤ amax,
for i ∈ {1, 2}.
To satisfy the above inequalities, we set the limits on the replanned trajectories as
max
td
∥∥∥∥dpi,new(td)dtd
∥∥∥∥ ≤ 10.91 m/s, maxtd
∥∥∥∥d2pi,new(td)dt2d
∥∥∥∥ ≤ 9 m/s2,
where i ∈ {1, 2}.
Given the dsafe, T1 and T2 as above, the following bounds are obtained for the collision-
avoidance maneuver:
∆p = 2.52 m, ∆v = 1.80 m/s, ∆a = 2.93 m/s
2.
Given these bounds, the constraints for the trajectory-generation process can be designed.
Specifically, these constraints are imposed such that the inter-vehicle distance and vehicle
dynamic constraints are satisfied even if each vehicle’s commanded position, velocity and
acceleration are varied up to ∆p, ∆v and ∆a, respectively. This ensures that the mission
is safely executed even if each vehicle executes one detour at any particular time instant
during the mission. Therefore, the constraints are set as
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Ed = Emin + 2∆p = 6.34 m, vd,max = vmax −∆v = 9.11 m/s,
ad,max = amax −∆a = 6.07 m/s2.
With these constraints on the vehicle separation, speed and acceleration, trajectories for
the two vehicles are designed for reaching the data collection region simultaneously. The
two trajectories obtained, here represented as p1(t) and p2(t), are shown in the Figure 6.7.
Runtime Simulation: During the mission execution, an obstacle is simulated to fly in a
straight line. Upon detection, the path of the obstacle is assumed to be known, e.g. through
ADS-B data. However, the speed of the obstacle is assumed to deviate by up to ±10%.
Although the obstacle crosses the path of both vehicles, the first vehicle maintains a safe
distance for all possible mission progression rates and obstacle speeds. The collision predic-
tion algorithm is able to predict safe operation and, therefore, does not replan the trajectory
for the first vehicle. Figure 6.8 shows possible positions of the vehicle and the obstacle.
Here, depending on the evolution of θ(t), the vehicle might take any of the positions shown
within the semi-transparent blue blob, labeled as p˜1(t). Whereas, depending on its uncertain
speed, the obstacle might take any of the positions shown within the semi-transparent red
blob, labeled as p˜o(t). In the top left panel of Figure 6.10, the distance between the vehicle
and the obstacle for all possibilities is shown, whereas, the speed and acceleration associated
with the vehicle’s trajectory are shown in the bottom panels of Figure 6.10.
The second vehicle is in a collision course with the obstacle for a slower than nominal
mission progression rate and faster than nominal obstacle speed. Consequently, the trajec-
tory of the second vehicle is replanned by the algorithm. Figure 6.9 shows possible positions
of the vehicle and the obstacle, labeled as p˜2,new(t) and p˜o(t), respectively. Furthermore,
the possible positions of the vehicle, if it were to follow the initial trajectory are shown as
p˜2(t). At t = 10.0 s, it can be seen that p˜2(t) is close to some parts of p˜o(t). However,
the replanned trajectory maintains a safe distance from all possible obstacle positions for all
possible vehicle positions. The distance between the obstacle and the vehicle is shown in the
top right panel of Figure 6.10, and the speed and acceleration associated with the vehicle’s
trajectory are shown in the bottom panels of Figure 6.10.
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Figure 6.8: Possible positions of the first vehicle p˜1(t) and the obstacle p˜o(t) shown at
different time instants.
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Figure 6.9: Possible positions of the second vehicle p˜2,new(t) and the obstacle p˜o(t) shown at
different time instants. For comparison, possible positions of the vehicle, if it were to follow
the initial trajectory, are also shown as p˜2(t).
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Figure 6.10: Distance between all possible positions of the vehicles and the obstacle is shown
in the top panels. Whereas, the bottom panels demonstrate satisfaction of the maximum
speed and acceleration constraints.
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CHAPTER 7
CONCLUSION
This thesis presented collision-avoidance solutions for multi-vehicle time-coordinated mis-
sions. Two different strategies for avoiding obstacles were explored. The first technique
avoids moving obstacles by varying speeds of all vehicles involved in the mission. The
control law employed in the algorithm not only guarantees safe operation but also allows un-
interrupted time-coordination between vehicles. Through Lyapunov analysis, the algorithm
is proven to guarantee satisfaction of vehicle dynamic constraints as well safety separation
constraints.
Future directions of research for this approach include missions with absolute temporal
constraints and avoidance of (a number of) obstacles by multiple vehicles simultaneously.
The primary challenge for these extension is the possible conflict between the objectives
of collision-avoidance and temporal constraints including time-coordination. One approach
to address this challenge is to use optimization methods and laying out a plan for speed
adjustments during the entire mission rather than the control law based approach currently
taken.
The second methodology discussed in this thesis views collision avoidance from the per-
spective of trajectory planning. This approach was developed in two steps. First, using
a simplifying assumption of known obstacle trajectory, a Be´zier curve based method was
proposed. Without trajectory discretization, the algorithm is able to detect any possible
collisions and replan the mission, if needed. Bounds on the deviations in position, speed,
and acceleration caused by the collision-avoidance maneuver were shown to be computable
a priori. By using these bounds during initial mission planning, vehicle dynamic constraints
and sufficient inter-vehicle safety distance can be guaranteed for the replanned trajectory.
To further build the trajectory replanning approach, a novel representation for uncertain
106
trajectories was proposed in the form of Be´zier surfaces. Without requiring discretization,
the extended algorithm was able to detect collisions even with uncertain behavior of the
obstacle. Once again, through computable bounds on deviations in position, velocity and
acceleration, satisfaction of vehicle dynamic constraints and maintenance of inter-vehicle
safety distance could be guaranteed.
Future work for this approach of collision avoidance includes extension to avoiding multiple
obstacles simultaneously. One approach that may be utilized is to find one or more detours
for the vehicle trajectory using off-the-shelf optimization methods such as non-linear or
mixed integer linear programming. Lastly, the two proposed techniques can be combined
into a single algorithm that may adjust the vehicle speed, find its new trajectory, or both if
required.
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APPENDIX A
PROOFS FOR CHAPTER 3
A.1 Proof for Lemma 2
From Equations (3.3.5) and (3.3.6), it follows that the position of the obstacle at any given
time can be written as
qo(ξ, t) =
n∑
k=0
p¯o,kb
n
k
(
(t− tc)α + ξ(β − α)
tf − tc
)
, ξ ∈ [0, 1], t ∈ [tc, tf].
First, this expression is analyzed by taking into account the fact that bnk(ζ) can be written
as
bnk(ζ) =
n∑
i=k
(−1)i−k
(
n
i
)(
i
k
)
ζ i. (A.1.1)
Thus, it can be concluded that
bnk
(
(t− tc)α + ξ(β − α)
tf − tc
)
=
n∑
i=k
(−1)i−k
(
n
i
)(
i
k
)(
(t− tc)α + ξ(β − α)
tf − tc
)i
=
n∑
i=k
(−1)i−k
(
n
i
)(
i
k
)(
t− tc
tf − tc
)i
(α + ξ(β − α))i .
From the binomial theorem, it follows that
bnk
(
(t− tc)α + ξ(β − α)
tf − tc
)
=
n∑
i=k
(−1)i−k
(
n
i
)(
i
k
)(
t− tc
tf − tc
)i i∑
j=0
(
i
j
)
αi−j(β − α)jξj.
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Therefore, qo(ξ, t) can be written as a polynomial in ξ and
t−tc
tf−tc as
qo(ξ, t) =
n∑
k=0
n∑
i=k
i∑
j=0
p¯o,k(−1)i−k
(
n
i
)(
i
k
)(
i
j
)
αi−j(β−α)jξj
(
t− tc
tf − tc
)i
, ξ ∈ [0, 1], t ∈ [tc, tf].
From the above expression, it is clear that qo(ξ, t) is a multinomial of order n that can be
simply written as
qo(ξ, t) =
n∑
l=0
n∑
m=0
ρl,mξ
l
(
t− tc
tf − tc
)m
, ξ ∈ [0, 1], t ∈ [tc, tf], (A.1.2)
where ρl,m are given as
ρl,m =

∑m
k=0 p¯o,k(−1)m−k
(
n
m
)(
m
k
)(
m
l
)
αm−l(β − α)l, l ≤ m,
0 otherwise.
(A.1.3)
Now this proof considers the right hand side of Equation (3.3.7). Using Equation (A.1.1), it
can be concluded that
n∑
k1=0
n∑
k2=0
q¯o,k1,k2b
n
k1
(ξ)bnk2
(
t− tc
tf − tc
)
=
n∑
k1=0
n∑
k2=0
q¯o,k1,k2
(
n∑
i1=k1
(−1)i1−k1
(
n
i1
)(
i
k1
)
(ξ)i1
)(
n∑
i2=k2
(−1)i2−k2
(
n
i2
)(
i
k2
)(
t− tc
tf − tc
)i2)
.
Once again, from the above expression, it is clear that the right hand side of Equation (3.3.7)
is a multinomial of order n that can be simply written as
n∑
k1=0
n∑
k2=0
q¯o,k1,k2b
n
k1
(ξ)bnk2
(
t− tc
tf − tc
)
=
n∑
l=0
n∑
m=0
σl,mξ
l
(
t− tc
tf − tc
)m
, (A.1.4)
where
σl,m =
l∑
k1=0
m∑
k2=0
q¯o,k1,k2(−1)l+m−k1−k2
(
n
l
)(
n
m
)(
l
k1
)(
m
k2
)
.
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Lastly, from Equations (A.1.2) and (A.1.4), it follows that the equation
qo(ξ, t) =
n∑
k1=0
n∑
k2=0
q¯o,k1,k2b
n
k1
(ξ)bnk2
(
t− tc
tf − tc
)
, ξ ∈ [0, 1], t ∈ [tc, tf]
is true if σl,m = ρl,m. In other words, the proof is complete once σl,m is set as
σl,m =
l∑
k1=0
m∑
k2=0
q¯o,k1,k2(−1)l+m−k1−k2
(
n
l
)(
n
m
)(
l
k1
)(
m
k2
)
= ρl,m,
where ρl,m are defined in Equation (A.1.3). This above expression can be satisfied by simply
setting
q¯o,0,0 = ρ0,0,
and then iteratively finding q¯o,i1,i2 for i1, i2 = 0, 1, ..., n as
q¯o,i1,i2 =
1(
n
i1
)(
n
i2
) [ρi1,i2 − i1−1∑
k1=0
i2−1∑
k2=0
q¯o,k1,k2(−1)i1+i2−k1−k2
(
n
i1
)(
i1
k1
)(
n
i2
)(
i2
k2
)
−
i1∑
k1=0
q¯o,k1,i2(−1)i1−k1
(
n
i1
)(
i1
k1
)(
n
k2
)
−
i2∑
k2=0
q¯o,i1,k2(−1)i2−k2
(
n
k1
)(
n
i2
)(
i2
k2
)]
.
This completes the proof.
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APPENDIX B
PROOFS FOR CHAPTER 4
B.1 Proof for Theorem 1
The first part of the theorem, i.e. Equation (4.4.1) follows easily from the proof given in [21],
and is thus omitted for the sake of brevity.
In order to prove the second part of the theorem, i.e. (4.4.2), we first note that θδ,i(0) > θsafe
implies that there exists an interval [0, tα] for some tα > 0 such that
θδ,i(t) ≥ θsafe, t ∈ [0, tα] (B.1.1)
Now, we show that the dynamic constraints for the time interval [0, tα] are satisfied. For
this, we first calculate bounds on θ˙i and θ¨i. From Equation (4.4.1), it follows that
|θ˙i(t)− 1| ≤ |θ˙d(t)− 1|+ (κ1 + κ2) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(
‖xPF (t′)‖+ | ˜¨θd(t′)|
)}
. (B.1.2)
Recalling that ˜¨θd(t) = θ¨d(t) − ˆ¨θd(t) and using Equation (4.3.3), a bound for | ˜¨θd(t)| can be
calculated as
| ˜¨θd(t′)| ≤
∣∣ ˜˙ω(t′)∣∣max{1, max
ω′∈[1−η,1]
∣∣∣∣ρ(ω′)− dρ(ω′)dω′ + ω′dρ(ω′)dω′
∣∣∣∣}
where ˜˙ω(t′) = ω˙(t′)− ˆ˙ω(t′). By setting
η¯ = max
{
1, max
ω′∈[1−η,1]
∣∣∣∣ρ(ω′)− dρ(ω′)dω′ + ω′dρ(ω′)dω′
∣∣∣∣} , (B.1.3)
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we can write
| ˜¨θd(t′)| ≤
∣∣∣∣θsafe + θδ,i(t′) θ¨o(t′)
∣∣∣∣ η¯ (B.1.4)
Using the above expression along with (4.3.1), we can write inequality (B.1.2) as
|θ˙i(t)− 1| ≤
∣∣∣∣θsafe + θδ,i(t) θ˙o(t)− 1
∣∣∣∣+
(κ1 + κ2) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(
‖xPF (t′)‖+
∣∣∣∣θsafe + θδ,i(t′) θ¨o(t′)
∣∣∣∣ η¯)
}
Using (B.1.1), and the facts that θ˙o(t) ≤ θ˙o,max, θ¨o(t) ≤ θ¨o,max we conclude that for any
t ∈ [0, tα]
|θ˙i(t)− 1| ≤ θsafe + 
θsafe
θ˙o,max − 1
+(κ1 + κ2) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(‖xPF (t′)‖) + θsafe + 
θsafe
θ¨o,maxη¯
}
(B.1.5)
Now we consider bounds on θ¨i(t). From Equation (4.1.4), it follows that
|θ¨i(t)| ≤ b|θ˙i(t)− θ˙d(t)|+ aN max
j∈Ni
|θi(t)− θj(t)|+ | ˆ¨θd(t)|+ |α¯(xPF,i(t))|
Note that the vector xTC contains the entries |θ˙i(t) − θ˙d(t)| and maxj∈Ni |θi(t) − θj(t)|.
Therefore,
|θ¨i(t)| ≤ (b+ aN)‖xTC(t)‖+ | ˆ¨θd(t)|+ ‖xPF (t)‖,
where we used the fact that |α¯(xPF,i)| ≤ ‖xPF,i(t)‖ ≤ ‖xPF (t)‖ for α¯(·) defined in [21].
Assuming b > aN , we can use the time-coordination bound from (4.4.1), to conclude that
|θ¨i(t)| ≤ (2bκ1 + 2bκ2 + 1) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(‖xPF (t′)‖+ | ˜¨θd(t′)|)
}
+ | ˆ¨θd(t)| (B.1.6)
Focusing on the term | ˆ¨θd(t)|, we can use Equations (4.3.3) and (4.3.2) to calculate its bound
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as
| ˆ¨θd(t)| ≤
∣∣∣ ˆ˙ω(t)∣∣∣max{1, max
ω′∈[1−η,1]
∣∣∣∣ρ(ω′)− dρ(ω′)dω′ + ω′dρ(ω′)dω′
∣∣∣∣}
=
∣∣∣∣∣−θsafe + θ2δ,i(t) θ˙δ,i(t)θ˙o(t)
∣∣∣∣∣ η¯
Since θ˙δ,i(t) ≤ |θ˙i(t)| + |θ˙o(t)|, we can use Equation (B.1.5) and the fact that θδ,i(t) ≥ θsafe
for t ∈ [0, tα] to conclude that
| ˆ¨θd(t)| ≤ θsafe + 
θ2safe
(1 + θ˙err(t) + θ˙o,max)θ˙o,maxη¯
for all t ∈ [0, tα], where
θ˙err(t) =
θsafe + 
θsafe
θ˙o,max
+ (κ1 + κ2) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(‖xPF (t′)‖) + θsafe + 
θsafe
θ¨o,maxη¯
}
Thus, using the above expression and (B.1.4), (B.1.1), we can write (B.1.6) as
|θ¨i(t)| ≤ (2bκ1 + 2bκ2 + 1) max
{
‖xTC(0)‖, sup
t′∈[0,t]
(‖xPF (t′)‖+ θsafe + 
θsafe
θ¨o,maxη¯)
}
+
θsafe + 
θ2safe
(1 + θ˙err(t) + θ˙o,max)θ˙o,maxη¯ (B.1.7)
Now we show that ‖xPF (t)‖ remains bounded by xPF,max and that the dynamic constraints
are satisfied during the interval t ∈ [0, tα]. In this regard, we first set θ˙var and θ¨var as
θ˙var =
θsafe + 
θsafe
θ˙o,max − 1 + (κ1 + κ2) max
{
‖xTC(0)‖, xPF,max + θsafe + 
θsafe
θ¨o,maxη¯
}
, (B.1.8)
θ¨var = (2bκ1 + 2bκ2 + 1) max
{
‖xTC(0)‖, xPF,max + θsafe + 
θsafe
θ¨o,maxη¯
}
+
θsafe + 
θ2safe
(1 + θ˙var + θ˙o,max)θ˙o,maxη¯.
(B.1.9)
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Next, we provide a proof by contradiction as follows. Assume that ‖xPF (tδ)‖ ≥ xPF,max
at some instant during tδ ∈ [0, tα]. Combined with the fact that ‖xPF (0)‖ < xPF,max implies
that there exists a time instant tβ ∈ [0, tδ] such that supt′∈[0,tβ ](‖xPF (t′)‖) = ‖xPF (tβ)‖ = xPF,max.
Therefore, using Equations (B.1.8) and (B.1.9) along with the fact that θ˙var < θ˙max and
θ˙var < ˙θmax, the following three statements can be concluded:
(i) : ‖xPF (tβ)‖ = xPF,max
(ii) :
θsafe + 
θsafe
θ˙o,max − 1
+ (κ1 + κ2) max
{
‖xTC(0)‖, sup
t′∈[0,tβ ]
(‖xPF (t′)‖) + θsafe + 
θsafe
θ¨o,maxη¯
}
< θ˙max
(iii) : (2bκ1 + 2bκ2 + 1) max
{
‖xTC(0)‖, sup
t′∈[0,tβ ]
(‖xPF (t′)‖) + θsafe + 
θsafe
θ¨o,maxη¯
}
+
θsafe + 
θ2safe
(1 + θ˙err(t
β) + θ˙o,max)θ˙o,maxη¯ < θ¨max
We note that (i) implies that the path-following error has become greater or equal to
xPF,max. Whereas, (ii) and (iii), combined with Equations (B.1.5) and (B.1.7) imply that
the dynamic constraints
1− θ˙max ≤ θ˙i(t) ≤ 1 + θ˙max
θ¨i(t) ≤ θ¨max
are satisfied for all t ∈ [0, tβ]. This contradicts the assumptions of the theorem and, there-
fore, it can be concluded that the path-following error remains bounded by xPF,max for all
t ∈ [0, tα]. Consequently, from Equations (B.1.5) and (B.1.7), it follows that the dynamic
constraints are also satisfied for all t ∈ [0, tα].
Finally, in order to prove that θδ,i(t) > θsafe for t ≥ 0, we use proof by contradiction. We
know that θδ,i(t) ≥ θsafe for some interval t ∈ [0, tα]. Assume that θδ,i crosses the value of
θsafe at t = t
α. That is, we assume that
θδ,i(t
α) = θsafe, θ˙δ,i(t
α) < 0. (B.1.10)
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In the following, we show the above statement to be false. To this end, we first bound θ˙δ,i
from below. For this, we can write
θ˙δ,i(t) = θ˙i(t)− θ˙o(t) = θ˙d(t)− θ˙o(t) + θ˙i(t)− θ˙d(t)
≥ θ˙d(t)− θ˙o(t)− |θ˙i(t)− θ˙d(t)|
From Equation (4.4.1), it follows that at t = tα, we have
θ˙δi(t
α) ≥ θ˙d(tα)− θ˙o(tα)− κ1‖xTC(0)‖ − κ2 sup
t′∈[0,tα]
(‖xPF (t′)‖+ | ˜¨θd(t′)|).
Using the definition of θ˙d(t) and (B.1.4), we have
θ˙δi(t
α) ≥ θsafe + 
θδ,i(tα)
θ˙o(t
α)− θ˙o(tα)− κ1‖xTC(0)‖
− κ2 sup
t′∈[0,tα]
(
‖xPF (t′)‖+ θsafe + 
θδ,i(t′)
|θ¨o(t′)|η¯
)
.
Since θδ,i(t) ≥ θsafe for t ∈ [0, tα], θδ,i(tα) = θsafe and θ¨o(t′) ≤ θ¨o,max, it follows that
θ˙δi(t
α) ≥ 
θsafe
(
θ˙o(t
α)− κ2θ¨o,maxη¯
)
− κ1‖xTC(0)‖ − κ2(xPF,max + θ¨o,maxη¯).
By defining
min =
θsafe(κ1‖xTC(0)‖+ κ2(xPF,max + θ¨o,maxη¯))
θ˙o,min − κ2θ¨o,maxη¯
, (B.1.11)
it follows that  ≥ min, as assumed in the theorem, and ensures that
θ˙δi(t
α) ≥ 0,
which contradicts (B.1.10), completing the proof.
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B.2 Parameter Values for Remark 11
The values of constants in order to obtain results similar to that of Theorem 1 for the control
law of Section 4.3.2 are provided as follows:
θ˙var =1− θsafe
θsafe −  θ˙o,min + (κ1 + κ2) max
{
‖xTC(0)‖, xPF,max + (1 + η) θ¨o,max
θ˙o,min
η¯
}
,
θ¨var = (2bκ1 + 2bκ2 + 1) max
{
‖xTC(0)‖, xPF,max + (1 + η) θ¨o,max
θ˙o,min
η¯
}
+
(1 + θ˙var + θ˙o,max)θ˙o,max
|θsafe − | η¯
min =
θsafe
(
κ1‖xTC(0)‖+ κ2
(
xPF,max + (1 + η)
θ¨o,max
θ˙o,min
η¯
))
θ˙o,min − κ2θ¨o,maxη¯
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APPENDIX C
PROOFS FOR CHAPTER 5
C.1 Proof for Theorem 2
Recall that the beginning of the detour is at t = tα − piα which satisfies tα − piα ≥ tc. Since
the magnitude of the detour and its first two derivatives are zero at the beginning of the
detour, it follows that
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc).
This proves Equation (5.4.1) of the theorem.
With the same argument for t = tf, it can also be concluded that the position and velocity
remain unchanged at t = tf. That is,
pnew(t
f) = p(tf), vnew(t
f) = v(tf).
This proves Equation (5.4.2) of the theorem.
From Equation (5.3.10), it follows that
||ΛK,ρ(t) + d(t)|| > dsafe, t ∈ [t`∗, tu∗ ].
Given that d(t) = p(t)− po(t) and ΛK,ρ(t) + p(t) = pnew(t), it follows that
||pnew(t)− po(t)|| > dsafe, t ∈ [t`∗, tu∗ ].
This proves Equation (5.4.3) of the theorem.
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Now, note that pnew(t) − p(t) = KΛ(t, ρ)w for t ∈ [tα − piα, tβ + piβ], whereas, pnew(t) −
p(t) = 0, otherwise.
Then it follows that
max
t∈[tc,tf]
||pnew(t)− p(t)|| = max
t∈[tα−piα,tβ+piβ]
||KΛ(t, ρ)w||,
max
t∈[tc,tf]
||vnew(t)− v(t)|| = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣ d
dt
KΛ(t, ρ)w
∣∣∣∣ ,
max
t∈[tc,tf]
||anew(t)− a(t)|| = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣∣∣ d2dt2KΛ(t, ρ)w∣∣∣∣∣∣ .
Since piα ≥ T1, piβ ≥ T2 and K ≤ 2dsafe + maxt∈[tc,tf] e(t), it follows from Lemma 3 that
max
t∈[tc,tf]
||pnew(t)− p(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max{ψ1, ψ2, ψ3} = ∆p
max
t∈[tc,tf]
||vnew(t)− v(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max
{
ψ1
T1
,
ψ3
T2
}
= ∆v,
max
t∈[tc,tf]
||anew(t)− a(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max
{
ψ′′1
T 21
,
ψ′′3
T 22
}
= ∆a,
where ψ1, ψ2 and ψ3 are defined in Lemma 3. This proves Equations (5.4.4) and (5.4.5) of
the theorem.
This completes the proof.
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APPENDIX D
PROOFS FOR CHAPTER 6
D.1 Proof for Lemma 5
This proof is divided into two steps.
First, we prove that if statement 1 of the lemma is true, then statement 2 is also true.
Therefore, it is assumed that
||p(t∗)− qo(ξ∗, t∗)− (t∗)|| ≤ dsafe,
for some ξ∗ ∈ [0, 1], t∗ ∈ [tc, tf] and ||(t∗)|| ≤ e(t∗). Using reverse triangular inequality and
the fact that p(t∗) = q(ξ∗, t∗) for t ∈ [tc, tf] and any ξ ∈ [0, 1], it follows that
||q(ξ∗, t∗)− qo(ξ∗, t∗)|| − ||(t∗)|| ≤ dsafe.
Since ||(t∗)|| ≤ e(t∗), it can be concluded that
||q(ξ∗, t∗)− qo(ξ∗, t∗)||2 − (dsafe + e(t∗))2 ≤ 0.
Now using the definition of deq from Equation (6.2.2), it follows that
deq(ξ∗, t∗) ≤ 0,
for some ξ∗ ∈ [0, 1], t∗ ∈ [tc, tf] and therefore
dmin = min
ξ∈[0,1],t∈[tc,tf]
deq(ξ, t) ≤ 0.
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This proves that statement 2 of the lemma is true.
Now, the converse part of the lemma is proved by assuming statement 2 to be true. That
is, dmin is assumed to satisfy dmin ≤ 0. It follows that there exist ξ∗ ∈ [0, 1] and t∗ ∈ [tc, tf]
such that
deq(ξ∗, t∗) = ||q(ξ∗, t∗)− qo(ξ∗, t∗)||2 − (dsafe + e(t∗))2 ≤ 0.
Through simple algebraic manipulation and the fact that q(ξ∗, t∗) = p(t∗), it can be con-
cluded that
||p(t∗)− qo(ξ∗, t∗)|| − e(t∗) ≤ dsafe.
Let µ = min{||p(t∗)− qo(ξ∗, t∗)||, e(t∗)} and introduce it in the above inequality as
||p(t∗)− qo(ξ∗, t∗)||
(
1− µ||p(t∗)− qo(ξ∗, t∗)||
)
+ µ− e(t∗) ≤ dsafe.
By definition of µ, it follows that
(
1− µ||p(t∗)−qo(ξ∗,t∗)||
)
≥ 0, and therefore, it can be moved
inside the norm to conclude that∣∣∣∣∣∣∣∣p(t∗)− qo(ξ∗, t∗)− µ p(t∗)− qo(ξ∗, t∗)||p(t∗)− qo(ξ∗, t∗)||
∣∣∣∣∣∣∣∣+ µ− e(t∗) ≤ dsafe.
Finally, let (t∗) = µ
q(ξ∗,t∗)−qo(ξ∗,t∗)
||q(ξ∗,t∗)−qo(ξ∗,t∗)|| , which satisfies ||(t∗)|| = µ ≤ e(t∗). It follows that
||p(t∗)− qo(ξ∗, t∗)− (t∗)||+ µ− e(t∗) ≤ dsafe.
The proof is now divided into two cases. First, assume that e(t∗) ≤ ||p(t∗) − qo(ξ∗, t∗)||,
which implies that µ = e(t∗) and, therefore,
||p(t∗)− qo(ξ∗, t∗)− (t∗)|| ≤ dsafe. (D.1.1)
For the second case, assume that ||q(ξ∗, t∗) − qo(ξ∗, t∗)|| < e(t∗). Thus, (t∗) = q(ξ∗, t∗) −
qo(ξ∗, t∗) and
||p(t∗)− qo(ξ∗, t∗)− (t∗)|| = 0 < dsafe. (D.1.2)
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From Equations (D.1.1) and (D.1.2), it can be concluded that condition 1 of the lemma is
true.
This completes the proof.
D.2 Proof for Lemma 7
Considering the first case, let qo(ξ, t) be given by Equation (6.4.1). It follows that for any
ξ′ ∈ [0, 1], the mapping ωξ′ : R2 7→ R can be written as
ωξ′(ξ, t) = 2(t− tc)(ξ − ξ′)δmax.
Furthermore,
∂wξ′(ξ, t)
∂ξ
= 2(t− tc)δmax > 0,
for all ξ and t ∈ (tc, tf]. This completes the proof for the first case.
For the second case, we can use Equations (6.4.2) and (6.4.3) to conclude that for any
ξ′ ∈ [0, 1], we have
qo(ξ
′, t) = po(tc) + w (tc + (t− tc)(α + ξ′(β − α))) u, t ∈ [tc, tf]
Thus, the mapping ωξ′ : R2 7→ R that satisfies Equation (6.4.4) is given as
ωξ′(ξ, t) = w (tc + (t− tc)(α + ξ(β − α)))− w (tc + (t− tc)(α + ξ′(β − α))) , t ∈ [tc, tf].
Since dw(t)
dt
> 0 and β > α, it follows that
∂wξ′ (ξ,t)
∂ξ
> 0 for all ξ and t > tc. This completes
the proof.
D.3 Proof for Theorem 3
Since the beginning of the detour is at t = tα− piα that satisfies t = tα− piα. Then, recalling
that that the magnitude of the detour and its first two derivatives are zero at the beginning
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of the detour, it follows that
pnew(tc) = p(tc), vnew(tc) = v(tc), anew(tc) = a(tc).
This proves Equation (6.4.5) of the theorem.
With the same argument for t = tf, it can also be concluded that the position and velocity
remain unchanged at t = tf. That is,
pnew(t
f) = p(tf), vnew(t
f) = v(tf).
This proves Equation (6.4.6) of the theorem.
Now, note that pnew(t) − p(t) = KΛ(t, ρ)w for t ∈ [tα − piα, tβ + piβ], whereas, pnew(t) −
p(t) = 0, otherwise.
Then it follows that
max
t∈[tc,tf]
||pnew(t)− p(t)|| = max
t∈[tα−piα,tβ+piβ]
||KΛ(t, ρ)w||,
max
t∈[tc,tf]
||vnew(t)− v(t)|| = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣ d
dt
KΛ(t, ρ)w
∣∣∣∣ ,
max
t∈[tc,tf]
||anew(t)− a(t)|| = max
t∈[tα−piα,tβ+piβ]
∣∣∣∣∣∣ d2dt2KΛ(t, ρ)w∣∣∣∣∣∣ .
Since piα ≥ T1, piβ ≥ T2 and K ≤ 2dsafe+maxt∈[tc,tf] e(t), it follows from Lemma 3 of Chapter 5
that
max
t∈[tc,tf]
||pnew(t)− p(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max{ψ1, ψ2, ψ3} = ∆p
max
t∈[tc,tf]
||vnew(t)− v(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max
{
ψ1
T1
,
ψ3
T2
}
= ∆v,
max
t∈[tc,tf]
||anew(t)− a(t)|| ≤
(
2dsafe + max
t∈[tc,tf]
e(t)
)
max
{
ψ′′1
T 21
,
ψ′′3
T 22
}
= ∆a,
where ψ1, ψ2 and ψ3 are defined in Lemma 3 of Chapter 5. This proves Equations (6.4.7)
and (6.4.8) of the theorem.
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From Equation (6.3.2), it follows that
||ΛK,ρ(t) + d(ξ, t)|| − e(t) > dsafe, (ξ, t) ∈ C∗.
Given that d(ξ, t) = p(t)− qo(ξ, t) and ΛK,ρ(t) + p(t) = pnew(t), it follows that
||pnew(t)− qo(ξ, t)|| − e(t) > dsafe, (ξ, t) ∈ C∗.
Using analysis similar to that in the proof of Lemma 5, it follows that
||pnew(t)− qo(ξ, t)− (t)|| > dsafe, ∀||(t)|| ≤ e(t), (ξ, t) ∈ C∗.
This proves Equation (6.4.9) of the theorem.
Finally, the last part of the theorem is proven where it is assumed that for any ξ′ ∈ [0, 1],
Equation (6.4.10) is true. Let t ∈ [t`∗, tu∗ ] and ξ ∈ [0, 1]. Then, the proof can be detailed
separately for the following two possibilities.
1. First, let (t, ξ) ∈ C∗. For any (t, ξ) ∈ C∗, it has already been proved that
||pnew(t)− qo(ξ, t)− (t)|| > dsafe, ∀||(t)|| ≤ e(t).
Thus, this part of the proof is complete.
2. Now consider that (ξ, t) /∈ C∗. That is,
||p(t)− qo(ξ, t)|| > dsafe + e(t). (D.3.1)
Since t ∈ [t`∗, tu∗ ], there exists ξt ∈ [0, 1] such that (ξt, t) ∈ C∗ and therefore
||p(t)− qo(ξt, t)|| ≤ dsafe + e(t). (D.3.2)
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Since (ξt, t) ∈ C∗, it follows that
||pnew(t)− qo(ξt, t)|| = ||p(t) + ΛK,ρ(t)− qo(ξt, t)|| > dsafe + e(t). (D.3.3)
Then, the surface qo(ξ, t) can be written as qo(ξ, t) = qo(ξt, t) + ωξt(ξ, t)u for some
scalar function ωξt(ξ, t) such that
∂ωξt (ξ,t)
∂ξ
> 0 for all ξ ∈ [0, 1] and t ∈ (tc, tf]. Thus,
inequality (D.3.2) can be rewritten as
||p(t)− qo(ξ, t) + ωξt(ξ, t)u|| ≤ dsafe + e(t) (D.3.4)
Similarly, inequality (D.3.3) can be written as
||p(t) + ΛK,ρ(t)− qo(ξ, t) + ωξt(ξ, t)u|| > dsafe + e(t)
Through vector manipulation, it can be concluded that
||p(t)− qo(ξ, t) + ωξt(ξ, t)u||2 + ||ΛK,ρ(t)||2
+2(p(t)− qo(ξ, t) + ωξt(ξ, t)u).(ΛK,ρ(t)) > (dsafe + e(t))2
From the definition d(ξ, t) = p(t) − qo(ξ, t), and Equation (6.4.10), it follows that
∂d(ξ,t)
∂ξ
∣∣∣
(ξ∗,t∗)
< 0. Now recalling that ΛK,ρ(t) = KΛ(t, ρ)w and that w ⊥ ∂d(ξ,t)∂ξ
∣∣∣
(ξ∗,t∗)
whenever ∂d(ξ,t)
∂ξ
∣∣∣
(ξ∗,t∗)
6= 0, it can be concluded from Equation (6.4.10) that
u · (ΛK,ρ(t)) = 0.
Using Equation (D.3.4) and the fact that u.ΛK,ρ(t) = KΛ(t, ρ)u.w = 0, it follows that
||Λ(t,K, ρ)v||2 + 2(p(t)− qo(ξ, t)).(Λ(t,K, ρ)v) > 0 (D.3.5)
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Thus, the following can be concluded
||pnew(t)− qo(ξt, t)||2 = ||p(t)− qo(ξ, t) + Λ(t,K, ρ)v||2
= ||p(t)− qo(ξ, t)||2 + ||Λ(t,K, ρ)v||2
+ 2(p(t)− qo(ξ, t)).(Λ(t,K, ρ)v)
Combining this with Inequality (D.3.5), it follows that
||pnew(t)− qo(ξt, t)||2 > ||p(t)− qo(ξ, t)||2. (D.3.6)
Thus, using inequality (D.3.1), it can be concluded that
||pnew(t)− qo(ξt, t)|| > dsafe + e(t)
or simply
||pnew(t)− qo(ξt, t) + (t)|| > dsafe, ∀||(t)|| ≤ e(t).
This completes the proof.
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