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Abstract 
It is broadly trusted that effective scheduling of flexible demand and energy storage operation will 
offer opportunities for reduced investment in transmission and distribution assets together with the 
associated lower environmental footprint and avoidance of long delays in connecting renewable 
generation.  
Expected demand migration from transport and heat sectors in few next decades is going to give 
additional stress to the electricity networks as this load is characterized with relatively low diversity 
factors restricting the amount of demand growth that can be accommodated into existing networks. 
The potential benefits of using Demand Side Response (DSR) and Storage technologies for network 
applications have not been fully explored due to a lack of rigorous methodology for quantification of 
the effects of these technologies on network operation and development. 
In this context, this work focuses on the investigation of the potential benefits of utilization of DSR, 
Storage and Electric Vehicles (EV) as potential means for network congestion management and for 
maximizing the system capability to employ renewable energy sources.  
To this purpose, novel methodologies are developed based on a multi-period Optimal Power Flow 
(OPF), where DSR, Storage and EV are modelled as a part of the optimisation constraints. The 
proposed optimisation methodologies and techniques are applied to estimate a magnitude of order 
of potential value of DSR, Storage and EV for alternative development of the electricity systems. 
Without loss of generality, DSR principle explained is based on a batch of wet appliances (composed 
by dishwashers, washing machines, and tumble dryers). The benefits are evaluated by comparing 
scenarios without and with these enabling technologies. 
The expected outcome of the research is to identify trends and characteristic conditions in which the 
enabling technologies are likely to have a high value, and also to determine the key driving factors 
for the value of these technologies in the context of releasing latent network capacity. 
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List of Symbols 
The main symbols used throughout this report are defined below. Others will be defined as required 
in the text. 
Sets 
G                          generators 
     generator buses 
                     generators connected to bus   
     network buses  
                       network  branches 
T optimization horizon 
      types of devices 
     load buses 
     Set of PV buses 
                     set of segments for generator   cost function linearization 
     buses where storage may be placed 
 
Indices 
  Index of generators 
  Index of buses 
  Index of time periods 
  appliance group identifier 
       Indices of buses connected with branch   
   Index of branches 
   start time step of Journey 1  
   end  time step of Journey 1 
   start time step of Journey 2 
   end  time step of Journey 2 
    type of Journey 1 (short, medium or long) 
    type of Journey 2 (short, medium or long) 
   index of segments for generator cost function linearization 
 
Variables 
                   production of generator   at time step   [MW] 
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                     active power demand at bus   at time step   [MW] 
   
                       active power flow through branch       , connecting buses   and  ,  
 at time step   [MW] 
                       Voltage phase angle at bus   at time step   [rad] 
                   Involuntary loss of active load at bus   at time step   [MW] 
                   Artificial active load at bus   at time step  , introduced to avoid 
 infeasibility in the solution [MW] 
  
       power exchange from bus   to all incidental buses   at time step   
   
               active demand at bus   at time step   after DSR is applied [MW] 
   
      active demand reduction at bus   at time step   due to DSR [MW] 
   
      active demand payback at bus   at time step   due to DSR [MW] 
                Involuntary loss of reactive load at bus   at time step   [Mvar] 
  
       Reactive power exchange from bus   to all incidental buses at time 
 step   
        Reactive power flow in branch    at time step   [Mvar] 
        Reactive power demand at bus   at time step   [Mvar] 
   
        Reactive demand at bus   at time step   after DSR is applied [Mvar] 
   
      Reactive demand reduction at bus   at time step   due to DSR [Mvar] 
   
      Reactive demand payback at bus   at time step   due to DSR [Mvar] 
       Reactive power of generator   at time step   [Mvar] 
                Artificial reactive load at bus   at time step  , introduced to avoid  
 infeasibility in the solution [Mvar] 
       Voltage magnitude at bus   at time step   [V] 
        number of type   devices at bus   that were originally expected to  
 start their consumption at time step   and after the optimisation are 
 going to start consumption at time step    
  
                  power discharged by storage at bus   at time step   [MW ] 
  
                  power charged by storage at bus   at time step   [MW ] 
                         Energy stored in storage at bus   at time step   [MWh] 
    
                total installed storage capacity in the system [MW] 
    Off-nominal transformer ratio for branch   
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             number journeys for each hour of the day 
             probability of a journey  
        
       total number of journeys during a day 
               Probability that there will be no journeys during hour   
        the number of    type journeys that start at   and finish at   
       
       number of eligible journeys of type    lasting between  and  , 
 for a journey of    type journeys that start at   and finish at   
  
        sum of all eligible journeys for a given Journey 1 
      
        number of vehicles that make one journey of type    between 
   and  , and another journey of type    between  and   
       
       energy required by vehicles for Journey 1 
       
       energy required by vehicles for Journey 2 
         total energy consumed by all the vehicles making type     journey 
between time steps   and   
        
             Charging power of all vehicles in bus   making Journey 1 of type 
    between   and  , and Journey 2 of type    between   and  , 
 during charging time 
   
          Total charging power in bus   at hour   
      Duration of charging period for the battery of a vehicle having 
 one journey of type    between hours    and  , and another journey of 
 type    between hours   and   
     Duration of charging period for journey 1 
     Duration of charging period for journey 2 
        quadratic cost function of generator   
                curtailed charging power 
     elbows of the generator’s   segment   
      costs at elbows point   for generator   
      generator   incremental cost at segment s 
     no load cost of generator   
        Power at segment s of generator   [MW] 
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Constants 
   time horizon length [h]  
         time resolution used in simulations (h) 
Parameters 
                  generator   production cost [£/MW] 
    Conductance of branch   [S] 
    Susceptance of branch   [S] 
   Ratio between reactive and real power 
                          minimal stable generation of generator   [MW] 
   min  Minimal reactive output of generator   [Mvar] 
             maximal active output of generator   [MW] 
        Maximal reactive output of generator   [Mvar] 
     
  
  generator ramping-up rate [MW/h] 
     
      generator ramping-down rate [MW/h] 
   
        reciprocal of reactance of branch       , connecting buses   and   
 [p.u.] 
      element of system matrix   at row   and column   [p.u.] 
   
             capacity limit of branch        connecting buses   and   [MW] 
  
     Thermal capacity limit of branch   [MVA] 
      Upper limit for bus voltages [V] 
      Lower limit for bus voltages [V] 
     number of type   devices available for control at bus   at time step   
      
     max. allowed time for shifting device of type   [h] 
    operating cycle length for type   device [h] 
               consumption pattern for type   device [W] 
      first possible time step where the appliance of type  , starting 
 consumption at time step  , can be shifted to 
      number of successive time steps (starting from    ) which are also 
 possible connection times 
    cost of involuntary load shed [£/MW] 
    cost of overslack [£/MW] 
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     charger’s rating power [kW] 
 
  
  charging cycle efficiency [%] 
     no-load cost  of generator   [£] 
     linear cost coefficient of generator   [£/MW] 
     quadratic cost coefficient of generator   [£/MW
2] 
     number of segments for generator   cost function linearization 
 
 
Storage parameters 
  
                power rating of storage attached at bus   [MW] 
    
      
  cost of installing 1MWh of storage energy capacity [£/MWh] 
    
     
  cost of installing 1MW of storage power [£/MW] 
   
        maximal energy capacity of storage attached at bus   [MWh] 
   
            minimal energy in storage attached at bus   at a specific hour of the 
 day [MWh] 
        efficiency factor of storage attached at bus   
 
Metrics 
     Reduction in operation costs [£] 
     Reduction in wind curtailed [MWh/year] 
          Load factor for branch        
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CHAPTER 1. Introduction  
Significant amounts of renewable energy are planned to be connected to power systems world-wide 
in the near future.  This is driven predominantly by environmental commitment. At present, wind 
power is the main commercially accessible renewable energy resource, and it is envisaged to 
dominate in the short term, out to 2020. The other sources of renewable energy are expected to 
contribute more in the medium and long term. 
In the UK, according to the Renewable Energy Strategy [1], it is expected that up to 30% of electricity 
demand will be supplied from renewable generation by 2020 (compared to the 2012 levels of 6.5%). 
The electricity sector need to be almost completely decarbonised by 2030, in order to meet the 
target proposed by the UK’s Committee on Climate Change with the objective of reducing 
Greenhouse Gas (GHG) emissions by at least 80% by 2050 relative to 1990 levels.  Such a GHG 
reduction requires not only decarbonisation of electricity but also transport and heat which are likely 
to require extensive electrification. 
Under such conditions, it is expected that operational problems will rise from the following reasons:  
- stochastic nature of wind generation, 
- geographical location of the wind resource and its distance from load centres 
- load growth 
One of the main problems regarding stochastic output of wind is that it requires additional 
generation capacity commitment to maintain security of supply and provide enough reserve. A 
larger amount of intermittent renewable generation and relatively inflexible nuclear generation in a 
future decarbonised electricity system is expected. If uncontrollable demand is to be supplied from 
such a generation mix, then the task of balancing demand and supply will become significantly more 
challenging. However, this research will not address the balancing problems related to renewable 
sources. 
The position of the resource and their remoteness relative to demand centres, as well as load 
growth problems are in relation with requirements imposed on the transmission and distribution 
network infrastructure. The key purpose of a network is to provide reliable and efficient transport of 
electricity from generation to demand. Therefore, the location of generation relative to demand as 
well as the amount of power to be transported, are the most important factors driving the design 
and operation of electricity networks. 
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The problem will be aggravated as heat and transport is decarbonised. For example, in [2] it was 
demonstrated that in the UK, the incorporation of Electric Vehicles (EV) and Heat Pumps (HP) could 
increase electric energy consumption by about 50%, while the system peak would increase by 
almost twice. This disproportional increase of demand peaks, comparing to the growth in energy 
demand, will lead to further degradation of the utilisation of generation and network infrastructure. 
Thus, the integration of alternative energy sources and migration of new demand to the existing 
power system will add a significant stress to both transmission and distribution networks. For this 
reason, the questions regarding operation and design of the transmission and distribution networks 
in a cost effective manner need to be explored. 
1.1 Transmission Network issues associated with integrating new forms of 
generation and demand 
Transmission networks will be significantly affected if the massive onshore and offshore wind 
resources are to be exploited. The increased penetration of wind energy will displace fossil fuel 
plants. This will cause control and operational issues in the transmission network: 
 Control issues: The flows of power through the present transmission networks are controlled 
mostly by large generators, i.e. by varying their output. There are two factors that enable 
this kind of control: first, the impedance of the network is determined by the electrical 
characteristics of the circuits used; and second, the transmission network operates with 
fixed topology. However, with the displacement of large generation units, a more 
significantly active role in the network control will be required from demand side. 
 Operational issues: Large scale intermittent generation is mostly available at sites placed 
remotely from load centres. In most systems, transmission networks have not been 
designed for this additional transport of energy from the areas where the new wind plants 
are to be connected, to the demand centres, which are mainly large cities or industrial areas. 
Moreover, existing fossil fuel plants are usually located closer to large demand centres. This 
will cause further stress to the transmission system and produce network congestion 
problems, which will limit the integration of the expected amount of wind power.  
For these reasons, solutions to mitigate the congestion in transmission networks need to be 
explored. Matevosyan in [3] summarizes the following four options to lessen the problem:  
 transmission network reinforcement,  
 utilise dynamic rating of the available transmission capacity, 
 wind-hydro generation coordination and  
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 wind curtailment. 
The network capacity reinforcement is a costly and time consuming solution and is often 
environmentally and socially constrained. Also, due to the low load factor of wind generation, a MW 
per MW based transmission network reinforcement will inevitably lead to low utilization of 
transmission capacity. Dynamic transmission rating methods, which allow short-time overloading of 
transmission lines during high wind, are proposed in [4], [5] and [6]. This solution may postpone 
investment in new transmission capacities, but for high wind periods it will lead to wind energy 
curtailment. Another solution to mitigate transmission congestion problems is through coordination 
of wind and hydro generation, as proposed in [7]. This solution leads to a significant reduction in 
wind curtailment and is most beneficial economically and environmentally but it is confined to the 
system with significant hydro power. Wind curtailment during the periods of high wind when 
congestion in transmission capacity occurs is also explored as a trade-off to investments in 
transmission capacity [8]. However, this wastes wind energy which has low running costs and is 
carbon-free and so this solution should be considered as the last resort. 
In addition to the options discussed above, energy storage and Demand Side Response (DSR) can 
also have a key role in providing additional network capacity to mitigate transmission congestion 
and to increase the utilisation of transmission circuits, especially in systems such as the GB, where 
the connection of wind generation is expected to be in the north (Scotland) or off-shore, whilst large 
demand centres are located in the south and central (England). This option will be investigated in the 
work presented. 
1.2 Distribution Network issues associated with integrating new forms of 
generation and demand 
The historic function of distribution networks in a power system is centred on the fundamental 
requirements of providing efficient transport of electrical energy from a transmission grid to end 
customers, whilst maintaining the required standards of security and quality of supply. The network 
is designed in such a way that sufficient network capacity is available to deal with planned extreme 
demand conditions. Conventionally, operation of distribution network requires no real time 
management, as the control problem is resolved through appropriate investment at the network 
planning stage. This historical passive operation philosophy has now been challenged particularly 
with the introduction of Distributed Generation (DG). This is because the passive network operation 
considerably limits the amount of DG that can be connected and it also restricts the amount of 
demand growth that can be accommodated into the existing networks. Hence, if the passive 
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operation philosophy is to be maintained, significant network reinforcement will be necessary to 
accommodate DG and load growth.  
To respond to these challenges, efficient integration of DG will require distribution network 
operators to change their approach to network operation, protection and control from passive to 
active in order to enhance security of operation, to improve utilisation of the existing network assets 
and to minimise the need for network reinforcements [9]. Adopting an active approach to 
distribution network operation and overcoming the obsolete fit and forget paradigm is suggested in 
[10]. In that work the integration of demand side response with DG into network operation is 
identified as an important step to the active approach.  
Active management means real time active network operation for optimising the utilisation of the 
existing network capacity, deferring network reinforcement, enhancing security of supply and 
improving power quality. It can be realized through simultaneous utilization of classical means for 
network control, such as on-load tap changing transformers, voltage regulators, reactive 
compensators, etc., optimal network topology, and non-networks solutions, e.g. controllable types 
of DG. In addition, a spectrum of enabling technologies such as storage and DSR can be used to 
provide distribution network support services, such as voltage and load flow control. This thesis will 
describe this approach. 
1.3 Demand Side Response 
The idea of load management and the potential benefits it could bring to the system operator has 
been known for many years and utilities have tried to influence the way consumers use electricity. In 
general, there are three main load management strategies: 
- Indirect or conventional load control: the end users themselves take the actions to modify 
their load profile, based on an agreement (incentive or obligatory) with the utility. The 
system operator does not have capability to directly control customers’ load. Conventional 
forms of load management almost always specify the number of load reductions that may 
be requested. Customers sign such contracts because the cost reduction outweighs the 
occasional and relatively unpredictable loss of production or inconvenience. All kinds of 
interruptible programs, time of use tariffs1, dynamic pricing, and in recent years market-
based demand side bidding are the examples of indirect load control [11]. 
                                                            
1 Time of use tariffs are different pre-defined prices of electricity, for different blocks of hours. The Economy 7 
in the UK is one example. 
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- Direct Load Control (DLC): a unidirectional communication infrastructure is established 
between the system operator and customers, who  are provided with suitable hardware. 
Thus, the system operator is able to directly control the load. This kind of control is 
performed in a relatively abrupt manner as the operator does not know the status of the 
device being controlled.  This potentially may cause more inconveniences to the customers 
and generate high spikes of power demand. 
- Demand Side Response: customers are provided with a bidirectional communication 
infrastructure and the required hardware, enabling the system operator to control the load. 
In contrast to DLC, the end user preferences are taken into account, as DSR requires the 
ability and the willingness to curtail demand on almost a daily basis. DSR redistributes the 
load but does not reduce the total energy consumed.  
The demand side response system presented in this thesis explores the possibilities of new 
methodologies that can be implemented by two way communication systems, such as the shifting of 
domestic appliance loads in time and electric vehicles charging. Thermal load control, such as air 
conditioning and heat pumps are not considered in this research. 
Historically, during the last 30 years, utilities and system operators (mainly in the USA) have tried to 
modify the load profile through one-way communication direct load control methodologies, 
primarily as a means to minimize system peaks and reduce production costs. There is a plenty of 
literature on the existing load scheduling algorithms and strategies, e.g. [15], [16], [17], [18] and 
[19]. In the UK radio-controlled heating load has been researched [20], [21]. In Australia, there have 
been several DLC programs for peak reduction, mostly focused on air conditioning systems [12]. 
Common to these approaches is that they all focus mainly on small customers and involve the 
periodic curtailment of domestic appliances and commercial devices, which possess some kind of 
thermal inertia, in a relatively aggressive manner. The control actions are centrally calculated and 
executed, and the end-user’s participation is completely passive. Whilst it is relatively easy to 
implement the DLC program through a one-way communication system, for example with water 
heaters, it is difficult to maintain the end-users’ comfort level, as the system operator has no 
information about the status of the appliances. As a result, some customers may withdraw from DSR 
participation. In addition, one-way communication DLC cannot properly control the payback2 effect 
generated immediately after demand re-connection. This is caused by the fact that the load control 
                                                            
2 The payback effect is the increase in power demand due to energy restoration of controlled loads that 
appears in the period immediately after reconnecting to the system the loads that previously had been 
disconnected. This phenomenon is mainly related to thermal loads and is a function of the duration of 
disconnection and load characteristics. 
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disturbs the natural demand diversity and may create unwanted demand spikes as described in [15], 
[17] and [69]. And more importantly, actually obtained load reduction is usually less than expected 
[22]. This can be avoided if more information is available about the status of the load when sending 
control signals. Two-way communication systems may provide this functionality by enabling the 
appliances to send status information to the system operator. The system operator can then foresee 
the amount of load that is managed, as well as the dynamics of curtailment and re-connection, in 
order to avoid the peaks and network congestion. Moreover, the system operator will know for how 
long they can postpone the operation of each device, thus minimizing the end-users’ discomfort. 
Today, many appliances are already equipped with delayed start functions3 that could be used by 
consumers to change their starting times in order to take advantage of time-of-use tariffs for 
example. Smart appliances go beyond this by having more decentralized (automatic) intelligent 
control that may or may not involve the intervention of the consumer. They are enabled with 
technologies to allow their interaction with the electricity system. Such interaction can involve 
directions to modify their operation cycles such as time shifting or interruption for a limited period 
of time. Such appliances offer comparatively more flexibility preserving the customer’s comfort 
level. 
These new technologies offer an opportunity to address wider system concerns, such as managing 
network congestion problems. However, little attempts have been made so far to this end. It was 
recognized that two-way communication infrastructure for load control can be effectively used to 
help distribution automation (DA) [23]. The paper lists the utilities that have implemented DA and 
DSR programs and concludes that the experience they gained in implementing integrated 
distribution automation and DSR systems is still limited due to the high cost of DA products and the 
uncertainty over the DSR programs to be undertaken. Smith in [24] describes a combined feeder and 
substation control in the future distribution networks, where DA and DSR will be used to even out 
voltage profiles along the feeder, to improve a power factor and balance phase currents. 
The work presented in [25] investigates the benefits of combining new ICT technologies, such as 
Phasor Measurement Units with flexible load on a simple two bus-bar system. It was demonstrated 
that load control was capable of mitigating congestion in a tie line between two systems in the 
presence of highly unpredictable wind generation at one bus. Another attempt is made in [26] 
where a distributed energy storage and non-critical load is examined, such as electric vehicles, to 
                                                            
3 This is a function that allows the consumer to postpone the start time by a fixed time period. 
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increase the network utilization. Even though a full network model is used, a real DSR simulation 
throughout different network locations was not demonstrated. 
References [27] and [28] involve the work that author of the Thesis has done with other part of the 
Imperial College team on the network congestion managing problem. In these references, a more 
detailed analysis of DSR and the energy storage potential for increasing network operation flexibility 
is presented. The papers describe a methodology that reduces congestion costs and that is based on 
a linear OPF combined with thermal load and energy storage control actions. However, there was a 
strong motivation for the further work in this area due to: 
- In [27] and [28], a simplified storage model was used, where a certain storage capacity was a priory 
allocated in each bus of the network (in advance, before the optimization started). With that 
approach, the optimal allocation of storage resources in transmission networks as well as the 
optimal size and position of the storage in distribution networks could not be determined. 
- DSR model used in [27] and [28] is based on thermal load, where DLC approach is used for water 
heater control. As mentioned above, DLC compromises the end-user comfort which puts in question 
the large scale acceptance by the customers. Apart from being relatively inflexible, this kind of 
control may cause high power spikes during load recovery. In this Thesis, a model involving Smart 
Appliances was implemented and based on DSR, rather than DLC. 
- In [27] and [28], the DC-OPF method is used. That method is not capable for voltage control, which 
is of crucial importance in distribution networks. In this Thesis, both DC and AC OPF methods are 
demonstrated. 
- Model in [27] and [28] was based on a two-step procedure: in the first step, economic dispatching 
of generators, assuming infinite network capacity, is performed. The second step performs the 
optimal generator re-dispatching taking into account network constraints. The model presented in 
this Thesis is an improvement of the previous model since the economic dispatching and network 
constraints are now incorporated in one step, thus simplifying the model and reducing 
computational time.  
- A novel model for optimal EV charging strategies in congested distribution networks has been 
developed and implemented. 
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There are other attempts to address the network congestion management issue. In [29], a model for 
congestion management in transmission networks is presented. It is based on large customers who 
are willing to participate in price-incentive schemes. Load is modelled as price-responsive and the 
linear OPF model was used but the paper failed to address the broad utilization of DSR into 
electricity networks. An attempt to apply game theory into distribution networks congestion 
management is presented in [30]. In the proposed ‘game’, the end users represent the players 
whose goal is to minimize the electricity price whilst the daily load profiles represent the set of game 
strategies. The users’ preferences regarding the electricity consumption are weighted with the 
appropriate cost for each time step. A global objective is then obtained through the optimization of 
the individual users’ objectives. The approach is based on classical price-load elasticity and assumes 
the users themselves set up the criteria which describe their readiness to change the load profile in 
exchange for lower energy prices. Apart from the problems related with estimation of realistic value 
for price-load elasticity, the model does not include voltage modelling. 
1.4 Energy Storage 
The utilities and power system operators have been aware of the value and potential benefits of 
energy storage applications since the early days of electricity systems. However, due to the high 
price of battery technology, the practical commercial deployment of energy storage has been 
confined to large scale hydro-pumped storage (HPS) that have been used for daily load levelling. In 
Europe, such HPS were introduced as early as 1910s [31]. The first constructions consisted of a pump 
and a separated generator, and later on reversible pump-generator systems were introduced. 
However, the building of large hydro-pumped storage plants is limited as they require very specific 
geological configurations of the terrain. According to EPRI, there is over 127GW of installed HPS 
capacity world-wide [32]. At present, the largest HPS are in the USA (Bath County Pumped Storage 
Station with installed power of 3GW), Japan (Kannagawa Hydropower Plant – 2.8GW) and China 
(Guangdong Pumped Storage Power Station – 2.4GW) [33]. The potential role of large-scale storage 
gained more attention as significant wind energy penetration began to be considered. As a result, 
many papers have been published on the utilization of energy storage for various purposes, such as 
load levelling and standing reserve [35], [36], [37] or system peak shaving [36]. Nowadays, apart 
from hydro-pumped storage, there is a spectrum of storage technologies under development, such 
as: battery (of all kinds), fluid-based (compressed air, liquefied air), flywheels, superconducting 
magnet energy storage and hydrogen-based storage. The rated power of these storage systems 
ranges from kW to GW, as shown in Figure 1-1. The figure also shows the discharge times and 
designates possible areas of application for each technology type. 
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Figure 1-1: Typical power range versus discharge times for different storage technologies 
 (picture taken from EPRI report [38]) 
As Figure 1-1 illustrates, the range of technologies offers the potential to provide a spectrum of 
system services, such as: spinning reserve [35], [39], power system stabilization [40], [41], as well as 
supporting islanded systems [42] and black start [43]. 
The applications of storage devices on electricity networks have also been investigated in the open 
literature. In [44], a model is presented to increase transmission line utilization and to assess the 
value of compressed air energy storage by coordinated dispatch of storage devices and wind 
generation for different market strategies and different areas in the USA. However, this approach 
does not assess the value of storage distributed throughout the network, as it is based on the 
analysis of a single transmission line at which the storage is attached to. In [45] the congestion 
management problem is solved using a genetic algorithm and combining network and generation re-
dispatching based measures, including wind curtailment. The model is non-linear, taking into 
account       security criterion. The approach is tested on a realistic transmission network with 
large penetration of wind energy. However, the main drawback of the model is that it optimizes 
each time step separately, i.e. there is no inter-temporal relation between the control actions which 
is of essential importance for energy storage. The application of storage in distribution networks is 
considered in [46], where a load connected to the grid with two parallel lines is studied. Similar to 
[44], this approach also does not consider full network operation modelling. The work given in [47] 
CHAPTER 1: Introduction               30 | P a g e  
 
presents a software planning and operational tool for medium voltage distribution networks capable 
of determining the optimal size and placement of energy storage. The work is based on a genetic 
algorithm. Storage is modelled as a bank of several units of different technology types and sizes 
attached to each bus and the optimization chooses the optimal number of units for each type. 
However, storage is modelled to run in on/off mode: when it is on, it can charge or discharge only at 
rated power, which significantly reduces the potential benefits that storage can bring to the system. 
From the literature survey above, it may be concluded that there is still a need for a decision making 
methodology that will evaluate the economic viability of storage in transmission and distribution 
networks, based on all the potential benefits it may bring to the system, which is one of the 
motivation for this research. 
1.5 Electric Vehicles 
The idea of using electric vehicles is almost as old as the automotive industry: with the exception of 
manually produced cars in the private garages in the middle of 19th century, the first manufactured 
electric vehicles were on the road in the last quarter of the 19th century, mostly in Great Britain and 
France [95]. Around that time, an increased interest in electric cars emerged in the USA. Hence the 
period between the two centuries was the most prosperous for electromotive industry [96]. The 
reason for the high demand on electric vehicles at that time was traveller’s comfort and operational 
easiness comparing to the other types of vehicles, especially steam ones. In 1899, an electric car 
named ‘La Jamais Contente’, produced by a Belgian designer Camille Jénatzy even won a world 
record for ground speed of 105.8km/h [97]. However electric vehicles became less popular with: 
massive exploitation of crude oil that significantly reduced the prices of this energy source; invention 
of electric starter for combustion engines; and the improvement in gear changer made the operation 
of gasoline vehicles much easier. Price of electric vehicles at that time was about $1,500USA, while 
Ford offered vehicles in between $500 and $1,000USA [95]. And finally, road building between cities 
required vehicles to have a higher driving range, which electric cars could not manage. All these 
reasons meant electric vehicles slowly declined and by WW2, there was almost no electric vehicle on 
the roads [95]. It was not until 1970s when the international oil crisis hit that the use of electricity 
for road transport was reconsidered [98], in an attempt to reduce the dependence on imported oil 
and gas [99]. Since then there has been a considerable research into electric vehicles with the main 
focus on batteries, which are the main limitations in terms of range, recharging and cost. Further 
interest in electric vehicles arose in mid 1980s, but this time mostly from scientists as a consequence 
of growing awareness of global warming [100]. Namely, the scientists began to conclude that human 
activities were contributing to global warming and in particular Carbon Dioxide (CO2) was identified 
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as a major cause. The UN identified that 21% of GHG emissions worldwide come from transportation 
[101], so the efforts to replace internal combustion engine vehicles with electric has grown since. In 
addition, there are also concerns with other vehicle emissions and air quality particularly within 
cities. Exhaust emissions contain various products hazardous to health, such as Carbon Monoxide, 
Nitrogen Dioxide, Sulphur Dioxide, Benzene, Formaldehyde, Polycyclic hydrocarbons [101]. The 
situation is especially difficult in large cities where vast numbers of vehicles are concentrated. The 
World Health Organization set the air quality standard which specifies that concentration of 
suspended particles (airborne smoke and lead, soot, dust and liquid droplets as a product of fuel 
combustion) should not exceed 90 g/m3 which is already violated in many cities worldwide [101]. 
With increasing number of internal combustion vehicles (ICV) produced globally every year, pollution 
caused by vehicles is likely to continue to increase. 
For these reasons, governments in many countries, including the UK, give various incentives to both 
the automotive industry and to end-buyers to produce, sell and use EV rather than ICV [94]. 
Consequently, the number of manufactured EVs increases each year, as shown in Figure 1-2 [103].  
 
Figure 1-2: Estimation of worldwide EV and PHEV sales  
(picture taken from IEA report [103]) 
However, the increase in the number of EVs raises concerns whether the electricity grid is able to 
supply this additional load. Vehicle-to-grid (V2G) concept, where batteries can be also discharged to 
support grid operation is suggested in [104] and [112]. As for the UK, recent reports say there is 
sufficient generating capacity to supply this added load, if charging EV is performed at off-peak 
periods [107]. The same report states: “The existing national transmission network will be sufficient 
to cope with the demand from vehicles.” On the other hand, increased number of EVs will probably 
lead to congestion and the need to reinforce distribution networks. To this end, many papers have 
been published presenting different algorithms for optimal EV charging strategies. For example, a 
genetic algorithm is used in [105] and a binary particle swarm optimization is applied in [106] to 
optimize car charging in a parking lot. Papers have been published recently where the impact of EV 
CHAPTER 1: Introduction               32 | P a g e  
 
on distribution network has been analyzed, such as [108], [109] and [110], but there is still a lack of 
solutions to manage the vehicles charging once they are connected to the network.  
1.6 Experience 
In order to address these changes in a cost-effective way whilst achieving maximum utilization of the 
network assets, a fundamental revision of the way that generation, transmission and distribution 
systems operate will be required. The scale of this transformation closely follows the advances in 
Information and Communication Technology (ICT). Power systems, enhanced by ICT are generically 
called Smart Grids. Smart Grids symbolize a new paradigm for power generation, transmission and 
distribution where ICT is harnessed to disperse the centralized system control from generation 
towards demand. As such, the Smart Grid concept may be considered as an innovative 
metamorphosis of the electric power system as a whole, rather than the transformation of its 
individual parts, technical or functional. Not surprisingly, the revision of these basic principles of 
power system design and operation attracts a broad public attention, as this new paradigm will not 
have only technological effects, but also environmental, economical and social consequences. 
There is an intensive world-wide work on transforming power networks to Smart Grids. It is 
forecasted that the world-wide market for investment in Smart Grids will attract 200 billion USA 
dollars between 2008 and 2015, including network enhancements and smart metering [48]. Below 
are listed several recent projects on Smart Grids [49]. 
In Miami, Florida, there is a USA$200 million project named Energy Smart Miami, led by Florida 
Power & Light (FPL), with partners GE, Cisco Systems and Silver Spring Networks. In this project, GE 
supplies one million smart advanced wireless meters to every home and most businesses in Miami-
Dade County. With these meters, the FPL customers will be able to reduce their electric bills through 
demand side response and energy savings (for example, air conditioners will be able to 
communicate with smart meters to reschedule high-energy functions or switch to a lower-
consumption mode) [50].  
UK utility Scottish and Southern Energy (SSE) ran a pilot project in Oxfordshire, for which purpose GE 
smart meters were used. With the help of these meters a community of North Leigh reduced energy 
consumption by 10%, for which the village received a £20,000 award from SSE. The aim of the 
project is to identify the most effective methods of influencing consumer behaviour to reduce 
energy usage to achieve the UK government’s goal of 20% CO2 reduction by 2020 [51].  
GE installed 90,000 smart meters for the Swedish utility Gothenburg Energy in Goteborg, Sweden. 
The meters are based on an economical wireless mesh networking, named ZigBee technology. With 
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this technology, the utility will have real-time data access and the customers will have information 
on their actual consumption and ability to adapt their energy usage [52]. 
Not only the utilities, but also the large manufacturers are competing for Smart Grid funding. The 
Association of Home Appliance Manufacturers (AHAM), which includes more than 150 members 
throughout the world, published a White Paper in 2009, where they expressed interest in the 
development of Smart Grid and surrounding policies, articulating the following three crucial 
requirements for the Smart Grid’s interaction with consumers [53]:  
 Pricing must provide incentives to manage energy use more efficiently and 
enable consumers to save money. 
 Communication standards must be open, flexible, secure, and limited in 
number. 
 Consumer choice and privacy must be respected; the consumer is the decision 
maker. 
Whirlpool Corporation, the world’s leading manufacturer of major home appliances, will make all 
the electronically controlled appliances it produces (washing machine, refrigerator, space heater, 
cloth dryer etc.) capable of receiving and responding to signals from Smart Grids by 2015 [54]. 
General Electric, another AHAM member, is investing $40 million in the Smart Grid technology 
centre in Markham, Ontario. The GRID IQTM Innovation Centre will be developing grid enhancement 
technologies [55]. GE has also announced its targets to enable net zero energy homes by 2015, 
where apart from efficient utilization of energy using automated home appliances, residential 
generation will be used (PV cells, micro wind generation etc.) [56].  
All these appliances are designed to minimize user’s discomfort while working in smart mode, which 
is in line with AHAM’s vision that Smart Grid concept can and should be met without causing 
significant disruption or lifestyle changes for the consumer. In order to operate the appliances in 
smart regime, a communication standard between appliances and Smart Grid is required. Since 
AHAM is also a standards development organization, accredited by the American National Standards 
Institute, they support and encourage development of interoperability standards for Smart Grid 
devices and systems. 
Capgemini, Cisco Systems, GE Energy, Hewlett-Packard, Intel and Oracle established the Smart 
Energy Alliance in 2006. The ultimate goal of the Alliance is to drive transmission and distribution 
utilities from Smart Grid roadmaps to the real world.  In their vision, the networks transformation 
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challenges could be addressed only through the complete integration of complex communication 
systems using Internet Protocols [57]. 
However, there is also an example of political obstacles for Smart Grid concept deployment. The 
Town Board of Lewisboro, New York, in a debate lasting for 30 minutes declined even to hear a five 
minute proposal for a project that would make the town a consortium to participate in Demand Side 
Bidding through energy response using smart appliances [58].  
Developments in battery technologies led to commercial applications of energy storage systems. 
ABB has developed energy storage modules (ESM) up to 2MW, voltage range from 120V to 40.5kV, 
50 or 60Hz, single phase or three phase systems. The type of batteries depends on the application 
and size. They also offer optimal product selection regarding the grid conditions [59]. 
UK Government offer an incentive named Plug-In Car Grant for electric-vehicles buyers where 25% 
of the cost of an electric vehicle or up to £5,000 will be granted to the buyers of this type of the car. 
It is estimated there are about 17,000 hybrid or plug-in EV in London. There are planned about 1,300 
publicly accessible charging points for EV to be built in London by 2013. [60] 
 
1.7 Motivation for Thesis 
Traditionally, energy storage and DSR have been considered for energy arbitrage while the use of 
these technologies for unlocking unused network capacity and the provision of system support 
services have barely been considered.  
The potential benefits of using storage and DSR technologies for network applications have not been 
fully explored because of the lack of rigorous methodology and tools for quantification of the effects 
of these technologies on network operation and development. This is however a very complex task 
as the evaluation tools need to be capable of coordinating real time network operation strategies 
and network investment decisions across a number of possible load and generation development 
scenarios whilst minimising the overall costs.  
In this context, electric vehicles (EV) may be considered as a distributed storage, with special 
constraints regarding time of charging and required energy. The effect of migration of transport 
sector to the electricity sector has been explored in many papers at system level, such as load 
levelling, peak shaving, balancing services etc. However, the real problem that emerges with EV is 
related with distribution network congestion. Since the problem of optimal EV charging in 
distribution networks has not been answered, this work will investigate and develop prototype 
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techniques and algorithms required to support the deployment of EV to assist network operators 
and developers to maximise the value of EV in a spectrum of practical applications. 
1.7.1 Challenges 
One of the key challenges of the development of future electricity systems is to ensure cost effective 
integration of renewable resources and additional demand in the operation of the electricity system 
without compromising security of supply and power quality. Potential operational problems could 
emerge at all levels in electricity systems: 
- Generation level: problem of balancing power and providing reserve, which is a 
consequence of the intermittent nature of the output of wind generation. 
- Transmission level: connection of wind generation in remote areas increases the congestion 
in transmission network thus confining the amount of wind generation that can be 
connected to the system.  
- Distribution level: connection of DG and increased electrification of transport and heat 
sectors at distribution level will lead to additional stress in distribution networks, causing 
congestion, voltage problems and deteriorating power quality. 
Problems arise from the fact that wind generators operate at low load factors and network design is 
based on peak output conditions which may lead to network overinvestment and suboptimal 
utilisation of network assets. On the other hand, wind curtailment should be minimized. The 
situation will deteriorate with high penetration of EV that have a very high peak coincidence factor. 
This work will examine in more details the problems at transmission and distribution level. 
Challenges in transmission network 
To achieve a significant reduction in CO2 emissions, renewable and other low carbon energy sources 
must become major contributors to the future electricity power system. The location of these new 
sources, usually at some distance from the centres of demand and (in the UK) predominantly in off-
shore sites, will be of considerable importance in assessing the impacts on the transmission network. 
Thus, deployment of significant amount of renewable generation and rapid growth of electricity 
demand are likely to increase the requirements for transmission in the future. However, this is not 
balanced with the development in new transmission capacities which is often very slow for various 
reasons. It is widely recognized that transmission is the biggest long term barrier to significant wind 
energy expansion, and is already leading to significant challenges for system developers. 
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Challenges in distribution network 
Conventionally, operation of distribution networks requires no real time management, as the real 
time network control problem is resolved through appropriate investment at the network planning 
stage. This historical passive operation philosophy has now been challenged particularly with the 
introduction of Distributed Generation (DG). This is because the passive network operation 
considerably limits the amount of DG that can be connected. New demand that is supposed to 
migrate from transport and heat sectors in the next few decades is going to give additional stress to 
the distribution network since this demand is characterized with relatively low load factors which 
restricts the amount of demand growth that can be accommodated into the existing networks. 
Hence, if the passive operation philosophy is to be maintained, significant network reinforcement 
will be necessary to accommodate DG and load growth. 
Another kind of challenge arises from the computational tractability of the results. Namely, as the 
DSR and EV models are relatively detailed they are not particularly suitable for network optimisation 
applications. In this context the key challenge will be to reduce the complexity of the models whilst 
preserving their main characteristics so that these can be incorporated in network control and 
optimisation algorithms. 
1.7.2 Objective 
Effective scheduling of responsive demand, storages and EVs will offer opportunities for reduced 
investment in transmission and distribution equipment together with the associated lower 
environmental footprint and avoidance of long delays in connecting renewable generation. In this 
context, this work focuses on the investigation of the potential benefits of utilization of Storage, DSR 
and EV as potential means for network congestion management and for maximizing the system 
capability to employ renewable energy sources in systems with constrained capacities.  
In order to achieve the above goals, it is necessary to develop novel optimisation methodologies and 
techniques to estimate the potential value of Storage, DSR and EV for an alternative future 
development of the electricity system.  
Therefore, the outcome of the research is to identify trends and characteristic conditions for which 
the enabling technologies are likely to have some value, and also the conditions under which this will 
not be the case. 
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List of Objectives 
1. Develop models for a storage systems, load control and EV charging strategies for network 
optimisation applications; 
2. Assess the feasibility of alternative applications for DSR, storage and EV charging strategies 
to help address network problems; 
3. Develop techniques for the optimisation of active distribution network operation including 
real time control of storage and load control of devices to help manage network voltage and 
flow profiles in real time; 
4. Develop techniques and methods to determine the optimal size, location, and operating 
strategy of storage technologies to enhance the utilisation of existing network assets and to 
minimise future network reinforcement; 
5. Quantify and optimise the multiple value streams of the various storage applications, DSR 
and EV charging strategies 
1.7.3 Research questions 
The main research questions are: 
1. Identify financial benefits that Storage, DSR and additional flexible demand such as Electric 
Vehicles could have in network optimisation applications. These include: 
- deferring new network investment,  
- increasing the amount of on and off-shore wind generation that can be connected to the 
existing network infrastructure,  
- increasing the amount of additional demand (specifically, EV) that can be connected to 
the existing network infrastructure 
- relieving voltage constrained power transfer problems,  
- relieving congestion in distribution substations,  
- enhancing quality and security of supply to critical load customers,  
- reducing the requirement for standby and peak generation, and  
- corresponding CO2 reduction. 
2. Identify key factors that drive the value of these technologies for network applications, especially 
for: 
- transmission network 
- distribution network 
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Approach: 
The approach adopted to answer these questions is to develop and validate models of Storage 
device, DSR and EV charging strategies that may be relevant for transmission and distribution 
network operation and development. 
This will involve the modelling of storage plant operating regimes and cost drivers specific to 
individual applications, including battery storage and load control for the management of network 
power flows and voltages.  
DSR does not reduce the total energy consumed, but does redistribute the load, lowering its natural 
diversity, which can lead to the occurrence of high peaks. This should be avoided and modelling of 
such phenomenon will be a part of this work.  
Increased electrification of road transport for small and medium size cars is expected in next few 
decades, and the models have to take into account all of the characteristics of this new load, 
including the behaviour of car owners, availability of charging infrastructure, energy required, 
battery constraints etc. 
Apart from the constraints specific for each enabling technology (Storage, DSR, EV), the model also 
has to take into account various constraints such as  
- power balance constraints,  
- network thermal constraints,  
- voltage constraints, and 
- generation plant constraints. 
 
Assessment of the viability of Storage, DSR and EV technologies and their applications is made from 
a network operator’s perspective. The benefit of these enabling technologies will be established as 
the difference between the total costs of the traditional, passive network operation based solutions 
and the costs of the system that includes storage, DSR and EV technologies. The analysis will be 
performed on various voltage level networks. 
On the basis of the case studies, opportunities will be identified and the value of Storage, DSR and 
EV applications quantified in the context of releasing network capacity. The key driving factors for 
the value of these technologies for network applications will also be identified. 
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1.7.4 Contributions 
The main contribution of this work is the integration of demand response models in the optimal 
power flow algorithms and the development of an innovative methodology and appropriate 
simulation tools for transmission and distribution network operation. The approach is based on a 
multi-period optimal power flow in which generation outputs (of both conventional and renewable 
generators) are coordinated with actions of storage and DSR being distributed throughout the 
network. The detailed list of contributions is as follows: 
 Development of mathematical models of different types of loads, such as smart appliances 
and electrical vehicles to be implemented in network optimization applications. 
 Comprehensive assessment of the limitations and advantages of different DSR modelling 
approaches. This includes an evaluation of the benefits that smart demand control brings 
compared to the business as usual approach. By this, smart control is assumed to be based 
on a two way communication and full scheduling of loads, taking into account their 
characteristics and consumer constraints.  
 Development of dedicated demand scheduling algorithms for the optimisation of the 
benefits of controllable load. These algorithms are suitable for integration into larger system 
scheduling tools, such as: system demand and generation scheduling, transmission 
congestion and active distribution network management planning and expansion. 
 Development of a tool capable to perform a multi-period optimisation, as Storage, DSR and 
EV operation require the consideration of time coupling between different periods. 
 The full integration of the developed load models and dedicated demand scheduling 
algorithms into multi-period DC and AC OPF algorithm. This enables to incorporate Storage, 
DSR and EV operation as part of the optimisation and is the main novelty of the model.  
 Quantification of the value of Storage, DSR and EV in the reduction of congestion costs and 
the increase in the amount of wind integrated by the system for different types of networks 
(radial and meshed) 
 Estimation of the potential for using DG, Storage, DSR and EV to support the development of 
Smart Grids by resorting to these technologies for load flow control, voltage support and 
deferral of network reinforcement needs.  
CHAPTER 1: Introduction               40 | P a g e  
 
1.7.5 Thesis Structure 
In order to efficiently present the objectives and the proposed approach discussed above, the thesis 
is structured as follows: 
Chapter 2 gives a detailed description of the smart appliances that operate in limited-duration 
cycles, such as washing machines, dish washers and tumble dryers. This is supported by a survey of 
consumer acceptance, which is taken into account when designing the shifting algorithm for the 
network operation applications.  
Chapter 3 presents a methodology developed to identify and quantify the benefits that non-network 
solutions, such as storage and DSR bring to the operation of transmission networks. A storage model 
suitable for network applications is developed and together with a model of smart appliances 
described in previous chapter is implemented in the proposed methodology. The methodology is 
tested on the UK transmission network with high wind energy penetrations envisioned, and the key 
factors that drive the value of these technologies are identified. 
Chapter 4, based on the methodology developed in the previous chapter, introduces additional 
constraints and requirements specific to distribution network operation, such as voltage magnitude 
limits and reactive power flows, making the problem non-linear. A sequential linear programming 
method is employed for solving this non-linear problem. A model for optimal storage location and 
sizing is also presented in this chapter. The proposed methodology allows to identify main drivers for 
the benefits of the enabling technologies in distribution systems and to quantify the values they 
bring. The models are tested on distribution networks and the improved utilization of the existing 
network assets is shown.  
Chapter 5 presents a novel methodology for optimal charging of the electric vehicles to support 
network operation, reduce peak and help the utilization of renewable energy. The methodology is 
implemented in a multi-period DC OPF where the network and EV constraints are modelled as a part 
of problem formulation. Presented model considers the real life driving statistics of the 
light/medium size vehicles, based on the UK driving patterns, which are also discussed in great 
details in this chapter. The methodology is tested on a meshed distribution network. 
Chapter 6 brings the conclusions and discussions based on this work. This chapter also discusses 
possible future work as a continuation of this research. 
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CHAPTER 2. Smart Appliances and shifting algorithm 
2.1 Introduction 
This chapter focuses on the appliances that operate in limited-duration cycles, such as washing 
machines, dish washers and tumble dryers. Their starting time can be anticipated or postponed 
within a certain time interval allowed by the consumer. Such appliances, when postponed, make a 
virtual reduction of a block of demand that is fully recovered later, once the cycle of the appliance 
takes place.  
Household appliances form a significant part of energy consumption, representing around 10% of 
the total annual energy consumption in the UK (value estimated based on [66]). The contribution of 
an appliance to system flexibility depends on its placement within the daily demand profile. The 
contribution is higher when their operation pattern coincides with more critical operation periods 
such as peak demand. 
An estimate of the diversified daily demand of different appliances in the UK is illustrated in Figure 
2-1 [66]. It is possible to observe that some appliances, e.g. refrigerators and freezers, have a nearly 
constant demand while others, such as dishwashers (DWs), have a higher demand in the evening. 
Obtaining the diversified load curves for each type of appliance requires monitoring a large number 
of consumers for a long period of time [63], [64]. It is out of scope of this work. The aggregated 
system demand from domestic appliances is significant reaching a peak of 14 GW in the UK system4. 
Consequently there is a potential to use this type of loads to provide demand flexibility.  
On the other side, a survey [65] reveals that the acceptance of the smart operation mode highly 
depends on the appliance type. More specifically, the customers are generally reluctant to the 
interruption of the operation cycle of the appliances: for most appliances the maximal allowed 
interruption time does not exceed 15 minutes, therefore this option was not considered in the work 
presented. This research focuses on a batch of shiftable appliances composed of washing machines 
(WM), Dish Washers (DW), and Washing Machines equipped with a Tumble-Dryer5 (WM+TD). These 
are selected based on data availability, and flexibility potential offered by customer acceptance. The 
methodology proposed is sufficiently general to be applied to other appliances.  
                                                            
4 Estimate obtained using appliance energy demand and penetration data obtained from [66] and considering 
a total number of 25 million households in the UK. 
5 It is assumed that the Tumble Dryer is used immediately after washing is finished.  
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Figure 2-1: Domestic appliances’ demand in the UK 
WM-Washing Machine DW - Dishwasher TD-Tumble dryer RF – Refrigerator FR -Freezer 
CP-Circulation Pump AC-Air-Conditioning WH-Water-Heater OS –Oven and Stove  
 
For the selected batch of wet appliances, several smart control options are available. For example, in 
case of a WM, these options are as follows [66]:  
1. postpone the start time of the washing cycle, 
2. interrupt the water heating phase for a certain period of time, 
3. reduce power demand by automatically choosing a lower temperature for the program, 
4. postpone the final rinsing phase, and 
5. use an alternative hot water supply instead of water heating in the WM 
Options 2 to 4 deteriorate the efficiency of the appliance per cycle and will not be considered in this 
work. Namely, washing machine heats the water during its operation cycle. If the operation cycle is 
interrupted, or the heating power reduced, temperature of the water lowers. When the operation 
cycle continues, more energy would be needed to recover water temperature than if there was no 
cycle interruption. From these reasons the energy efficiency of the appliance would be worsen, and 
so the delay start is preferred over operating cycle interruption. Also, option 5 will be disregarded 
since it requires a viable alternative for water heating.  Thus, option 1 is selected and will be used for 
this research. Similar considerations apply to Dish Washer and Tumble dryer.  
Section 2.2 offers important information on the customers’ attitude about the possibility of using 
their appliances as a tool for DSR, Section 2.3 gives detailed data on the appliances that will be used 
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in this work, Section 2.4 explains the shifting algorithm, and Section 2.5 describe a smart appliance 
model used. 
2.2 Consumer Acceptance 
When conducting a study about demand side flexibility, the role of the consumer cannot be 
neglected. Even if the smart appliance technology is available, economically viable and able to bring 
environmental benefits, its deployment cannot be done without engaging the appliance user. A 
smart appliances consumer acceptance study has been carried out in the SMART-A project [65]. 
This study is based on quantitative and qualitative consumer research using interviews, 
questionnaires and focus groups and is conducted in the UK, amongst other countries. It aims to 
reveal to which extent consumers will allow load-shifting, including delaying the start of washing 
cycles or intermediate interruptions of the operation of appliances. The research questions were 
focused on the readiness and flexibility of consumers to change their behaviour and the benefits 
they expect. 
The study shows that in spite of having in general a positive attitude towards smart grid concept, 
consumers have many objections and preconditions regarding the use of smart appliances. The 
acceptance of the smart operation mode is highly appliance-specific, and cannot be generalized. 
These conclusions are reinforced by a set of interviews with appliance industry representatives 
involved in previous smart appliance consumer research initiatives. 
Some of the relevant quantitative results for washing machine, dish washer and tumble dryer are 
given in Table 2-16. 
Table 2-1: Smart appliances acceptance survey 
Device type 
Shifting Operation 
acceptance Delay 
Washing machine (WM) 77% Up to 3h 
Tumble dryer (TD) 77% Up to 3h 
Dish washer (DW) 77% More than 3h 
 
In all cases more than three quarters of the consumers would accept postponing operation cycles. 
The majority of the consumers would expect an economic compensation for shifting their appliances 
in the form of reduction of electricity prices or a discount on the electricity bill. A minority would 
                                                            
6 These results are drawn from a population of 11000 consumer surveys, 10 phone interviews and 3 focus 
groups all in the UK.  
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accept time shifting of their appliances if it guaranteed an increased utilisation of renewable energy. 
The level of flexibility, however, depends on the appliance. Washing clothes is a very sensitive area 
because consumers are reluctant to leave the device operating unattended and the clothes wet 
inside the machine, so only short delays are allowed. For DW the flexibility is comparatively higher 
(more than 3h) because consumers do not put the same importance on the time when the device 
operates.  
The quantitative information about consumer flexibility, for different appliances is included in the 
modelling process. This enables an understanding of how consumer attitudes may impact the overall 
potential of the technology.   
2.3 Shifting Devices Data 
A summary of the smart appliances that will be used in this work is presented in Table 2-2: 
Table 2-2: Summary of device types 
Device type Acronym Max. Delay  
Operation cycle 
duration  
Penetration 
factor 
 
Energy 
consumption 
per cycle 
 
  [h] [h] [ % ] [Wh] 
Washing machine 1h WM1 1 2 20 887.5 
Washing machine 2h WM2 2 2 20 887.5 
Washing machine 3h WM3 3 2 20 887.5 
Dish Washer DW 6 2 80 1192.5 
Washing machine + 
Tumble Dryer 
WM+TD 3 4 20 3347.5 
 
The only difference between WM1, WM2 and WM3 is the maximal delay time for their shifting. All 
other characteristics are identical. Maximum Delay defines the control capabilities for each type of 
devices. For example, the operation cycle for a Washing machine WM3 may be delayed up to 3 
hours. Penetration factor defines the percentage of households having a specific type of device. The 
values for these two quantities are chosen based on the survey performed for Europe Union 
research project [65]. 
Diversified profiles per household for washing machine, dish washer and tumble dryer in 1h 
resolution are shown in Figure 2-2 a, b and c (left hand side), respectively. They are given in [66] as 
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15 minute data, and here averaged to 1h. System-wide consumption for each type of device is then 
simply obtained by multiplying these diversified profiles by the number of households and by 
penetration factor.  
Diversified profile Operation Cycle 
  
(a) washing machine 
  
(b) dish washer 
  
(c) tumble dryer 
Figure 2-2: Diversified profiles and operation cycles for washing machine, dish washer and tumble 
dryer 
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Diversified profiles give information on the time of day a specific device is most used. For example, 
for washing machine (Figure 2-2a), three characteristic periods can be distinguished: there are two 
peaks, one in the morning and another one in the evening, and there is also relatively low demand 
during the night. 
Operation cycle patterns for washing machine, dish washer and tumble dryer, in 1h resolution are 
also given in Figure 2-2, right hand side [66].  
Operation cycle for a washing machine with a tumble dryer (WM+TD) is obtained as follows: 
assuming that a tumble dryer is used immediately after washing cycle has completed, its operation 
cycle is merged with a washing machine’s operation cycle. The unified pattern is then presented in 
Figure 2-3. 
 
Figure 2-3: Operation cycle for a washing machine with tumble dryer 
This device can be shifted up to 3 hours [65]. Energy consumption for a WM+TD is obtained as a sum 
of energies of a washing machine (887.5Wh) and of a tumble dryer (2460Wh), and in total it is 
3347.5Wh. 
2.4 Shifting Algorithm 
Shifting algorithm, presented in [62], originally was designated for the cost optimization and for 
managing the loads in order to obtain a desired (pre-defined) load profile at system level. It was 
applied to a single-bus system and was formulated as a linear-constrained quadratic minimization 
problem. In the following sections it will be shown how this model can be altered and implemented 
to support networks operation. The schematic diagram of the algorithm is given in Figure 2-4: 
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Figure 2-4: Schematic diagram of the shifting algorithm 
The explanation of each component of the algorithm is given below. 
2.4.1 Input data to the algorithm 
The input data to the algorithm is as follows: 
Expected number of smart appliances to be connected to the network, for each device type and for 
each time step: this represents natural diversity of the appliances when no DSR activity is taken and 
reflects behavioural habits of the customers. It determines the number of available devices (in each 
bus) that can be shifted from a specific time step. Expected number of available smart appliances 
can be estimated using diversified curve disaggregating [62]: 
                                
 
   
 (1) 
In (1), the unknown to be found is    - the number of devices starting their operation at time  .    is 
power at time   read from the diversified consumption curve,   represents the optimization horizon, 
  is duration of the device operation cycle and   ,             - the device consumption at 
each time step of the operation cycle. Number    of devices starting their operation at time   is 
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rounded to the nearest integer number. This kind of disaggregating procedure must be performed 
for each type of device. Power    at time step   will be composed of the demand of the devices 
starting their operation at   and of the demand of the devices that have started their operation at 
the previous time steps. Typical appliance usage patterns for the UK are shown in Figure 2-5. Further 
details on diversified curve disaggregating are shown in APPENDIX 2. 
 
Figure 2-5: Estimated number of appliances vs. starting time 
Control possibilities for each type of appliance: This specifies whether the operation cycle shifting is 
allowed or not; if yes, for how many time steps it may be delayed. Control possibilities may also 
contain not before and not after times to start the appliance, etc. 
Demand profile: This is actually a forecasted load profile for the considered time horizon. In the case 
of a network, a demand profile must be provided for each bus. 
Objective function: The objective function depends on the desired goal. For example, it could be: 
- system peak reduction,  
- generation cost reduction,  
- power losses minimization,  
- minimization of the difference in load profile from a pre-defined shape (as done in 
[62]), or  
- minimisation of operating costs by managing network congestion problems 
(formulation of the algorithm will be described in details in Section 3.2) 
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2.4.2 Control possibilities pre-processing 
In the control possibilities pre-processing stage of the algorithm the following quantities are 
calculated (based on the shifting availability and flexibility of each type of device): 
 First possible time step     ) where the appliance of type  , which is expected to start 
operation cycle at step  , can be shifted to. Attention must be paid so that the operation 
cycle does not end beyond the time horizon. If not specified explicitly as an input data, for 
each type of devices that start the operation cycle at time step  , the first possible time step 
is considered to be          .  
 Number        of successive time steps (starting from       determined previously) which 
are also possible connection times. If shifting for a specific device is not allowed or not 
possible, then      is zero, meaning there is no shift in time allowed for that device.   
  If shifting is allowed, the number of successive possible connection time steps must not be 
greater than the maximum allowed delay. At the same time, the operation cycle must not 
end beyond the time horizon. Both conditions may be expressed as: 
                 
                     (2) 
   In previous equation, index   denotes type of appliance,   is the time step when the 
appliance is expected to start,    is time horizon length,       is the first time step where 
the appliance can be shifted to,       is the number of successive time steps where the 
appliance can also be moved to,    is the duration of operation cycle, and       
    is 
maximum allowed time for shifting. Constraints               also ensure that the 
shifted devices will complete their operation cycles within the optimisation horizon. 
Note that       and       must be determined for each device type and for each time step before 
the algorithm is launched.  
2.4.3 Generating a list of control actions 
The shifting algorithm is run in advance, before the start of the control period (for example, it may 
be run one day ahead). At that stage the optimal control actions are calculated. These are the actual 
number of devices to be moved from their expected start time to the subsequent time steps in 
accordance to the objective function, for each device type and time step in each bus of the network.   
From the list of control actions, it is possible to estimate: 
 total power of all disconnected and connected devices in the system at each time step, 
 power of disconnected and connected devices in each bus of the network at each time step, 
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 power of disconnected and connected devices for each type of device at each time step, 
 total disconnected/connected energy for the given interval of time, etc. 
These information will be used to analyse which type of device is most shifted, when, and where 
(which bus of the network). Knowing this, it is possible to assess the contribution of each type of 
device to the problem goal and consequently to obtain the value per appliance for each type of 
device. 
2.4.4 Control actions applications 
When the algorithm finishes, a solution is found and a list containing the optimal value of the 
variables (the shifting actions) is obtained. The actions should be executed in real time during the 
control period using the two way communication capabilities of the system. The algorithm has an 
estimate of the number of devices connected but does not know which particular WM, DW or 
WM+TD will be connecting at that time. Each time that a device is connected, it sends a signal to the 
system operator letting him know that the device is ready for operation. System operator then 
checks the list of possible control actions and depending on the system condition sends either the 
immediate connection permission signal or a connection delay signal back to the device.  
In real-time application of the shifting algorithm, two potentially conflicting situations may arise 
[62]:  
- The most burdensome case is when the number of connection requests is less than 
expected. In other words, the shifting algorithm has got a schedule to shift a certain number 
of appliances, but some of them are not connected at their expected time. A possible 
solution would be to reschedule the non-executed control actions to the next time step. 
- The number of controllable devices requesting connection is greater than expected. In this 
case, control actions from previous time step are executed first (if any). If there are still 
more connection requests, the controller sends the immediate connection permission signal.  
2.5 Modelling of Smart Appliances 
Let    
     and    
     represent the amount of load that is connected and disconnected, 
respectively, at bus b, due to control actions at time step  . These changes of demand are then 
added to the original demand       . New demand is now: 
    
                 
        
                          (3) 
Equation (3) states the new load profile    
    at bus   during time step   is originally forecasted 
load    , less disconnected power    
 , plus payback power    
 
.  
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The power    
     of connected devices at bus   at time step   consists of two parts: 
 Power due to new device connections scheduled for time step  . 
 Power due to device connections scheduled for the time steps that precede step  . 
Mathematically, it can be written as follows: 
    
                
          
                     
    
             
                  (4) 
where       is a number of shifted devices of type   at bus  , from time step   to time step  , and  
    is a power consumption during  
   time step of the operation cycle of a device of type   (see 
Figure 2-2 – operation cycles). 
The power    
     of disconnected devices at bus b can also be separated into two parts: 
 Power due to disconnection of devices that were originally expected to start their 
consumption at time step  . 
 Power due to the disconnection of devices that were originally supposed to start their 
consumption at the time steps before  . 
Mathematical formulation can be done in a similar manner as above: 
 
   
                
          
                     
    
   
     
          
         
             
(5) 
Constraint         in the second term keeps the time indices within time horizon set, which 
contains only positive numbers. 
Constraints related to the shifting algorithm are as follows: 
 The number of shifted devices cannot be negative: 
                                        (6) 
      - is an integer number  
 devices cannot be shifted back in the past and also their controllability constraints must be 
satisfied: 
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         if  
    
       
                       
         
                                    
(7) 
The first constraint       allows shifting only forward in time. Second constraint         
considers control possibilities of the algorithm:     is the first possible time step where the 
devices can be shifted to, so this constraint says the devices cannot be shifted before time 
step    . Third constraint             says that operation cycle of devices must finish 
within allowed time    (compare also with Equation (2)).  
 At each bus b and at each time step  , the total number of devices of type   that are moved 
to all other time steps cannot be greater than the number of devices originally scheduled at 
time step  : 
            
   
                              (8) 
The expected number of the devices    , starting the operation at time step  , is 
determined in Section 2.4.1, Equation (1).  
All decision variables related to the control of smart appliances are associated to each bus of the 
network. In other words, demand side response is now performed for each bus of the network. 
2.6 Summary 
A significant potential of household appliances to provide demand flexibility has been recognized, 
since they make a large part of demand, reaching 10% of the total annual energy consumption in the 
UK and the peak of almost 14GW. 
A batch of shiftable appliances used for this research consists of devices with limited duration of 
operating cycles: washing machines, dish washers and washing machines equipped with a tumble-
dryer. These are selected based on flexibility offered by customer acceptance. The acceptance of the 
smart operation mode and the level of flexibility are highly appliance-specific. The quantitative 
information about consumer flexibility for different types of appliances is included in the modelling 
process.  
Interruption or modification of the operation cycle of these devices may increase their energy 
consumption, and so the energy efficiency of the appliance would be lowered. From this reason, the 
operation cycle postponing, rather than the cycle interruption, is modelled in this work.  
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For each time step of the optimisation horizon, the expected number of available smart appliances 
that start their cycles is estimated on the basis of the appliances’ diversified profiles and operation 
cycle patterns. 
The shifting algorithm is run in advance, before the control period begins. At that stage the optimal 
control actions are calculated. These are the actual number of devices to be moved from their 
expected start time to the subsequent time steps, for each device type, time step and in each bus of 
the network. Control actions are constrained by control possibilities determined in the pre-
processing stage of the algorithm: the first possible time step where an appliance can be shifted to 
and also the number of successive time steps which are also possible connection times.  
Based on the number of shifted devices in each time step and in each bus of the network, which are 
the results of the optimisation, the power of connected and disconnected devices in a bus is 
calculated.  
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CHAPTER 3. Value of Storage and Smart Appliances for Network 
Congestion management in Transmission Networks 
3.1 Introduction 
In this Chapter, a methodology to quantify reductions in operation costs is developed and tested. 
The methodology integrates the shifting algorithm described in the previous chapter and storage 
technologies into transmission network operation. The methodology is implemented in a multi-
period Optimal Power Flow (OPF) algorithm able to schedule both generation and demand side to 
reduce congestion costs. The algorithm dispatches the generators in the merit order, engaging the 
least expensive ones first (usually wind generators). However, due to network constraints, a 
situation may arise when out of merit generators are used instead. This increases the network 
operation costs. Proposed methodology generates the optimal control actions for demand side or 
energy storage throughout different network buses to reduce out of merit generation cost. 
 A multi-period simulation is required to model the inter-temporal link between different 
optimization time steps, as the fully controlled demand pattern allocates the demand reductions and 
recoveries over the whole optimization period.  
Another goal of this Chapter is to explore possible usage of energy storage in transmission networks. 
The storage plant modelled in this work is a generic storage device with losses included. This 
approach has been used in order to capture the benefits of storage operation modes regardless of 
any particular technology. Especially, the power capacity and storage efficiency and their impact on 
power system operation are investigated. 
The benefits of Smart Appliances (SA) and Energy Storage (ES) are evaluated using cost avoidance 
criteria: the benefit is defined as the difference between the annual results obtained without and 
with SA and ES. The used metrics are the reductions in operation costs and wind energy curtailed. 
The value per appliance is estimated as the reductions in operation costs divided by the number of 
devices. The value of storage is obtained as the reduction in operation costs divided by the storage 
capacity.  
This chapter is organized as follows: Section 3.2 gives the formulation of the DC OPF algorithm 
where DSR and Storage models are included as a part of the constraints. Section 3.3 defines the 
metrics used to evaluate the value of storage and DSR. Section 3.4 describes the GB transmission 
system that will be used for algorithm testing and also presents the results obtained, whilst Section 
3.5 presents the conclusions. 
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3.2 Proposed Linear Multi-period Optimal Power Flow 
A multi-period OPF whose objective is to minimize the total network operation costs is at the core of 
the algorithm. Since the methodology is based on a DC OPF, the optimization problem is linear. 
Mathematical formulation is as follows: 
Minimize  
            
      
                     
         
                        
         
 (9) 
The first term on the right-hand side (RHS) represents the total generation cost. The second term is 
the involuntary loss of load. Due to high values of the load shed costs    , the shed power differs 
from zero only in the cases when there is a lack of generation or network capacity to supply the load. 
The third term is introduced to avoid any potential infeasibility in the solution. Decision variable 
               represents artificial load which differs from zero only in case of low load, when the 
output power of the generators cannot be further lowered. Normally,     has a very high value, so 
           variables will be used only to prevent infeasibility. 
3.2.1 Power Balance Constraints 
Nodal power balance constraints must be written for each bus in the network. The total power 
injection into each bus must be equal to the total power supplied from the bus, including power 
exchange with other buses. This is described by (10): 
 
  
       
           
     
                
    
         
                          
             
(10) 
In (10), first two terms depict the storage activities:    
     is storage discharge, i.e. injecting the 
power into the bus   at time  , while   
     is storage charging, which is equivalent to additional 
demand in the bus. The third term represents generation in bus  . The last term is load shed at 
bus  . Load shed is applicable to load buses only and is equivalent to additional generation in the 
bus and so has the same sign as generation. 
The first term on the right hand side (RHS) of (10) is demand, modified by demand side response. 
This term links the network model (OPF) with a demand control model. Demand control model may 
be shifting algorithm (described in CHAPTER 2, Section 2.5), EV model (it will be described in 
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CHAPTER 5) or any other model (such as water heaters, space heating, air conditioning etc.) suitable 
for load control in electricity networks, making this formulation versatile. 
The second term on the RHS in (10) is the power exchange from bus   to all buses  , if bus   and bus 
  are connected with at least one branch of the network [71]:  
   
               
      
                            (11) 
where    is the bus   voltage angle, and     is an element of the system susceptance matrix , at 
row   and column   [72]. 
It is assumed that power flows from bus   to bus  , so the positive sign for this power is from bus  . 
In this way, the (positive) exchange power is added to the total demand in bus  . The value of 
voltage angle in the reference bus is 0 rad (although it can be set to any other value as well). 
The last term in (10) is introduced to avoid infeasibilities. 
3.2.2 Network constraints 
The power flowing through a branch must not exceed the thermal capacity limit of the branch. 
Therefore, the network capacity constraints are: 
     
          
             
                       
                           (12) 
where    
       is the power limit in the branch connecting buses   and  , whilst    
       is the power 
flow through the branch.    
       is the reciprocal reactance of the branch connecting busses   and   
whilst    and    are voltage phase angles in busses   and  , respectively. If there are more than one 
line connecting busses   and  , then this constraint is imposed to each of them. 
3.2.3 Generator constraints 
The output power of the generators must remain within the given limits, which are the minimum 
stable generation and maximum power, so the constraints imposed to each generator are: 
                                   (13) 
Another set of constraints imposed to the generators is ramp-up and ramp–down constraints: 
 
                   
                            
        
              
(14) 
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These constraints prevent the generators from changing their outputs in two consecutive time steps 
for more than the rate defined by ramping parameters      
  
 and      
    . 
3.2.4 Storage Model – Optimal Storage Capacity Allocation 
The model for optimal distribution of energy storage capacities throughout the network is 
developed and presented in this section. 
The first group of constraints are related to storage power limits: 
     
       
       
                       (15) 
     is subset of      where storages are connected. Constraints (15) limit the charge power   
     
and discharge power   
     so that it cannot exceed the storage rated power at any time.  Storage 
rated power   
    is a decision variable which identifies the areas (buses) of the network where 
storage will bring the most benefits to the system.   
Total installed storage capacity in the system is an input parameter: 
    
   
      
     
    (16) 
It will be examined how this parameter impacts the benefits brought by storage. 
Energy contained in storage at the end of current time step is calculated as the energy content at the 
end of previous time step plus energy charged during the current time step minus energy discharged 
during the current time step.  Energy being stored is multiplied by an efficiency coefficient, which 
takes into account the storage energy losses. Therefore, the storage energy balance constraints are: 
                       
       
                          (17) 
where        is the energy content in the storage at bus   at the end of the current time step, 
         is the energy content in the same storage at the end of previous time step,    is storage 
efficiency, and    is time interval (1 hour).  
Note that equation (17) is not defined for the first time step of the optimization horizon (    . At 
the beginning, the initial energy in storage is defined as: 
             
                (18) 
The initial value    
    is given as the input data.  
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3.3 Metrics for DSR and Storage Value Evaluation 
One of goals of this research is to quantify the benefits that DSR and storage bring to the reduction 
in congestion costs and improvement in the utilisation of existing network capacity. The benefits are 
quantified using the following metrics:  
3.3.1 Reduction in the cost of operation 
Total operation cost for a given optimization horizon   is given by   in (9). In order to quantify the 
value of DSR and/or storage, first a base case (with neither DSR nor storage) is performed for the 
whole year, and the obtained value of   is recorded. Let it be   . Then the procedure is repeated, 
but this time with DSR and/or storage. The obtained value for this case is designated as   . The 
reduction in the operation cost is then defined as: 
      
     (19) 
Note that      , and so     is always a non-negative number. As     increase so does the value 
of DSR and/or storage.  
3.3.2 Reduction in the wind curtailed in the system 
One of the objectives of this work is to maximize renewable energy utilization whilst minimizing 
operation costs. Without loss of generality, this work will focus on wind energy. However, due to 
network limits, some (or all) of the wind generators must be curtailed. In order to estimate the 
impact of DSR and storage on the reduction in wind curtailment, the wind spillage is calculated for 
the base case, with no DSR/storage facility in the system; let the calculated wind curtailment for this 
base case is   
 . This quantity is calculated as the difference between total yearly available wind 
energy and total yearly energy actually produced from the wind generators. A similar calculation is 
performed for the case when DSR and/or storage is included into the system; let the obtained wind 
curtailment for this case is  
 . Then, the reduction in wind curtailment due to activity of DSR 
and/or storage is given as: 
       
    
  (20) 
3.3.3 Line utilization and Line Loading Duration Curve 
The utilization of the lines in the network is characterized by the annual load factor. This metric will 
permit the evaluation of the benefits of DSR and/or storage as an indication of the efficient use of 
the existing line capacity. The load factor for branch   is defined as a ratio of the total yearly energy 
flow (in both directions) through a line, and maximum possible energy that could be transferred by 
that line (yearly transferred energy through the line at rated power): 
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                              (21) 
The line utilization factor is between         and the closer the factor to 1, the better the line 
utilization, but also it may indicate highly congested branches. This metric can be used to investigate 
how DSR and/or storage influence the utilization of the lines by comparing its value with the base 
case (without DSR and storage). 
Line Loading Duration Curve is a sorted (usually in descending order) power flow through a line 
during the year. It can give some visual impression of impact of DSR and/or storage technologies to 
the utilization of the network lines. 
3.3.4 Value of Smart Appliances and Storage 
Value per appliance is obtained simply by dividing the reduction in operation cost       by the total 
number of devices available for shifting in the system: 
      
   
   
 (22) 
where    is the number of type   devices. The average value per appliance is the annual saving 
attained by one shifting device. 
If the value per appliance of specific type is of interest, it may be determined through DSR activity. 
DSR activity is defined as amount of shifted energy multiplied by the shifting time. Now, the value 
per appliance of specific type becomes: 
    
            
             
 
   
  
 (23) 
Note the total number     of shifting devices (for all types) is used in denominator in Equation (22), 
in contrast to (23), where only the number   of devices of the specific type is used. 
The values obtained in (22) and (23) are then capitalized by multiplying them by present worth 
inflation series factor, which is defined as [67]: 
 
    
   
   
    
 
 
    
 
(24) 
where    is the interest (discount) rate,   is the inflation rate and   is a time span of interest given in 
years.  
The value of one installed kW of storage capacity is obtained by dividing the reduction in operation 
cost by the total installed storage capacity in the system: 
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 (25) 
where   
    is the capacity of storage allocated to bus  . The value of storage represents savings 
attained by one installed kW of storage. Capitalized value of storage is obtained by multiplying      
by    . 
3.4 Case Study 
The problem of lack of network capacity is emphasized with the intention to produce more energy 
from intermittent sources, especially wind generators from remote areas, far from demand centres. 
In this condition, especially regarding UK transmission system, with limited capacity between the 
northern part of the network where most wind generation capacity is planned to be built and the 
southern part of the network where the large demand centres are placed, a problem of energy 
shipping from one part of the network to another one, arises. This is why the first set of studies is 
focused on increasing wind penetration levels at which the value of DSR and storage is explored. 
The problem of network congestion also rises with load growth: larger amounts of energy must be 
generated and transmitted to the load, which means that network capacity might become even 
more critical. A set of simulations is made to determine a value of DSR and storage under these 
conditions. 
Finally, a sensitivity analysis regarding generation flexibility is performed. Generation inflexibility 
itself does not cause network congestion, but in case of high wind penetrations may lead to a huge 
amount of wind curtailment. In that case, DSR and storage bring additional flexibility to the system, 
which is otherwise provided only by generators, and thereby ensure smooth system operation. This 
will also add a value to DSR and Storage facilities. 
The studies are intended to provide both qualitative and quantitative analyses of the value that DSR 
and storage bring to the system operation as well as the impact of the parameters outlined above on 
their value. Results obtained can be used to assess a techno-economic viability of DSR and Storage 
and their integration in congested networks. 
3.4.1 Test System 
The proposed DC algorithm has been tested on the network representing the GB transmission 
system. The GB system could be conveniently divided in 16 areas, symbolizing 16 Great Britain 
zones. The zones are connected with 15 branches representing the main transmission boundaries, as 
shown in Figure 3-1a [73].  
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Figure 3-1: GB transmission system boundaries (a) and the sixteen bus-bar diagram (b) 
If each zone is symbolized by a single bus, then a 16 bus-bar system is obtained, the electrical 
diagram of which is shown in Figure 3-1b. Line capacities (in MW) are shown in the parentheses next 
to each line. Peak demand for each bus is also shown in the same figure, next to the corresponding 
bus, indicated by an arrow. Total peak demand for the whole system is 59.5GW and total yearly 
energy consumption is 344TWh. Wind power and demand are given as yearly time series in hourly 
resolution. 
There are ten different types of generation (i.e. ten different generator technologies): wind, nuclear, 
marine, gas, coal, other renewable, water, marginal gas, marginal coal and peakers. All generators of 
the same type attached to the same bus of the network are aggregated together and represented as 
one single entity. As a result, a total of 68 units in the system are obtained. Total installed 
conventional generation capacity is about 70GW. Table A. 3-1 in APPENDIX 3 details the distribution 
of generation capacities amongst technologies and network buses, and also lists the production cost 
and CO2 emissions per MWh produced for each technology. In this case study, the chosen network 
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and generation capacity, including the wind installed capacity, describe GB system in period 2016-
2020, according to DTIM User report [74]. 
Figure 3-2a shows wind and total generation capacity distribution on network buses for the case of 
20% wind penetration7. Distribution of load (peak values) among buses is represented in Figure 3-2b. 
 
a) 
b) 
Figure 3-2: Distribution of wind and total generation capacity (a) and distribution of load (b) on 
network buses 
In the northern part of the UK (buses 1 to 7) there are less generation and less demand, but there is 
relatively high wind penetration – more than a half of total wind capacity is installed in this part of 
the network. In the southern part of the UK (especially in buses from 10 to 16) there is much more 
conventional generation and also large demand centres. Under such conditions, congestion 
problems arise during high wind periods when the energy produced by wind generation in the north 
is to be shipped to the south. 
3.4.2 Reference case results 
This section diagnoses the status of the system in terms of network capacity and its ability to 
integrate wind. For that reason, various wind penetration levels are considered: 0%, 10%, 20%, 30% 
and 50% of the yearly energy consumption (344TWh).  
As wind penetration increases, wind curtailment also increases, which is shown in Table 3-1. At 
lower wind penetrations (around 10%) there are no congestions in the network and all available 
                                                            
7 Wind penetration is defined as yearly available wind energy compared to the yearly energy demand. 
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wind energy is absorbed by the system. At higher wind penetrations (30% and more) wind is 
curtailed not only because of network congestion, but also due to lack of demand (in some periods 
demand is lower than available wind power) and due to nuclear generators inflexibility. 
Table 3-1: Reference case results vs. wind penetration 
Wind penetration [% of yearly energy demand] 0 10 20 30 50 
Wind penetration [TWh] 0 34 68 103 172 
Wind Curtailment [% of available wind energy] 0 0 4 12 24 
Operation Costs [x 103 M£/year] 11.64 9.69 8.39 7.48 6.12 
CO2 emissions [x 10
6 ton / year] 142 123 107 94 74 
 
Apart from wind curtailment, two other variables will be particularly analyzed. These are yearly 
operation costs and CO2 emissions. Table 3-1 shows both yearly operation costs and CO2 emissions 
decrease with wind penetration. This is not surprising result, as it is assumed no cost and zero 
carbon emissions are assigned to wind energy.  
Just as an example of the congestion in the network, Figure A. 3-26 in APPENDIX 3 shows a snapshot 
taken during maximum wind (hour 6124) in the system with 20% of wind penetration. In this 
particular system condition, total available wind power has a maximum of 26098MW, while demand 
is 38837MW. Line 7 (connecting Bus 7 and Bus 10) is highly congested being a bottleneck in the 
system. Because of this congestion, a part of wind energy in the northern buses (Bus 1 – Bus 3) 
cannot be used and must be curtailed. All other wind generators are at maximum output, giving 
total of 20350MW to the system.  
3.4.3 DSR Results 
In the UK power system, there are about 25 million households. For this analysis, the shifting 
algorithm and smart appliances explained in CHAPTER 2 are simulated. Main characteristics of the 
devices are as given in Table 2-2.  
In order to explore the role of the smart appliances thoroughly and to find all the sources of the 
benefits they bring to the system, a sensitivity analyses regarding changes in various system and DSR 
parameters is performed. The following variations in the input parameters have been explored in 
particular: 
 increase of wind penetration 
 increase of load 
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 increase of generator flexibility 
 increase of DSR penetration and flexibility 
However, to get a more global picture of the role of DSR and to analyze which of the parameters are 
more influential, it was necessary to observe the variations in several parameters altogether, making 
a systematic sensitivity analysis. 
Increase of wind penetration 
This section explores the effects of smart appliances when wind penetration takes 0, 10%, 20%, 30% 
and 50% of the yearly energy consumption.  
Together with wind changes, various levels of smart appliances penetration are taken, i.e. 10%, 50% 
and 100% of the value given in Table 2-2. These penetrations are designated as “Low”, “Medium” 
and “High” in Table 3-2, respectively. Another parameter that is also influential to the benefits of 
smart appliances is their flexibility in terms of shifting capabilities. “Normal” DSR flexibility is defined 
in column ‘Max. Delay’ in Table 2-2. Besides that, two other extreme shifting capabilities have been 
analyzed: low flexibility (all smart appliances cannot be shifted for more than 1h), and high DSR 
flexibility (all smart appliances can be shifted up to 12 hours). For clarification, this information is 
tabulated in Table 3-2. 
Table 3-2: Smart appliances parameters variations 
Device 
Type 
Flexibility  
[h] 
Penetration factor 
[ % ] 
No. of devices 
for 100% 
penetration 
[million] 
Low Normal High Low Medium High 
WM1 1 1 12 2 10 20 5 
WM2 1 2 12 2 10 20 5 
WM3 1 3 12 2 10 20 5 
DW 1 6 12 8 40 80 20 
WM+TD 1 3 12 2 10 20 5 
 
The effect of DSR on reduction in wind curtailment is given in Figure 3-3. 
CHAPTER 3: Storage and Smart Appliances in Transmission Networks               66 | P a g e  
 
 
Figure 3-3: Effect of DSR on reduction in wind curtailment 
For a wind penetration of 10% the system is capable of absorbing all the available wind energy. With 
further wind penetration, DSR helps the system to absorb more wind. However, since DSR 
capabilities are limited, higher wind penetrations lead to more and more wind energy being 
curtailed in spite of DSR presence. That is why the wind curtailment reduction, relative to wind 
curtailed energy starts decreasing. Figure 3-3 also shows that reduction in wind curtailment 
increases with penetration of smart appliances. The analysis also suggests the higher the DSR 
flexibility, the higher the reduction in wind curtailment (see Figure A. 3-1 in APPENDIX 3). In general, 
wind generation capacities are located in the areas far from demand centres, and due to a 
congested line between them DSR has a low impact on reduction in wind curtailment. 
Figure 3-4 shows the impact of DSR on reduction in generation costs. The results are given relative to 
the base case, which is equivalent to 0% DSR penetration. 
 
Figure 3-4: Effect of DSR on reduction in generation costs 
Reduction in generation costs is defined as the difference between generation costs without DSR 
and the costs with DSR (see also Section 3.3.1, Eq. (19)). It can be noticed that the higher reduction 
in generation costs is obtained for low wind penetrations. When there is no wind, the most 
expensive generators are dispatched during peak periods. DSR reduces the need to use these most 
expensive generators and instead it displaces them with several times less expensive ones. However, 
0
1
2
3
4
0 10 20 30 50
R
e
d
u
ct
io
n
s 
in
 w
in
d
 
cu
rt
ai
lm
e
n
t 
[%
]
Wind Penetration [%]
Reductions in Wind Curt., Norm. DSR Flex.   
DSR 10%
DSR 50%
DSR 100%
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
0 10 20 30 50R
e
d
u
ct
io
n
s 
in
 G
e
n
e
ra
ti
o
n
 
C
o
st
 [%
]
Wind Penetration [%]
Reduct. Gen. Cost - Norm.DSR Flex.DSR 10%
DSR 50%
DSR 100%
CHAPTER 3: Storage and Smart Appliances in Transmission Networks               67 | P a g e  
 
when there is wind energy available in the system, the most expensive generators are displaced in 
favour of wind generation (see also operation costs row in Table 3-1). Thus the number of hours 
when the most expensive generators are used is reduced, and the reduction in generation cost is 
now obtained by replacing the less expensive generators with cheaper ones which brings smaller 
benefit to the system. At the same time, total generation costs also decrease with wind penetration 
(Table 3-1). The relative reduction in generation costs for this system lies within a narrow range 0.2-
1.2%. Reduction in generation costs also increases with both penetration of smart appliances (Figure 
3-4) and DSR flexibility (see Figure A. 3-2 in APPENDIX 3).  
Adjustment in generation for each generator technology, due to DSR action, is given in Figure 3-5 for 
different levels of wind penetration. 
 
Figure 3-5: Effects of DSR on generation adjustment (per technology) 
The intensity of generation adjustments depends largely on DSR flexibility (see Figure A. 3-3 in 
APPENDIX 3). However, the pattern of adjustments depends on generation technology and on wind 
penetration.  
When a detailed time evolution for each generation type is examined, it can be noticed that in the 
case of normal DSR flexibility and zero wind, in winter time when the load is generally high, there is a 
shift from marginal gas to coal generation. The same happens in spring and summer during peak 
times. When there is wind installed, marginal gas generators are partly displaced by wind. In winter 
time, during peak hours, there is shift from marginal gas to coal, and in off-peak there is shift from 
marginal gas and coal to gas. In spring and autumn, since marginal gas is already displaced by wind, 
there is a shift from coal to gas (which does not bring that much benefit due to relatively small 
difference in generation cost of these two technologies). Also note that as wind penetration 
increases, the wind generation adjustment also increases, since there are more periods when the 
wind has to be shed, but now DSR moves demand to the periods of high wind thus reducing wind 
curtailment.  
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Figure 3-6 shows reduction in cost per generation type. The results are given relative to the base 
case, which is equivalent to 0% DSR penetration. It can be seen that one of the most expensive 
generators – marginal coal generators reduce their cost (which means reduce their production) for 
about 80% due to DSR activity. Other expensive generators, such as Marginal Gas and Other 
Renewable reduced their cost (production) up to 20%. Cheaper generation technologies increased 
their production and so their cost reduction is negative. However, since these technologies produce 
most of the demanded energy, their relative cost increase is insignificant. Wind generation also 
increase production, but as it is assumed that wind energy has zero cost (in order to prioritize wind 
energy utilization), there is no cost increase for this generation.  
 
Figure 3-6: Reduction in production cost per technology 
Another important quantity that has been analyzed, especially in the context of electric power 
system impact on environment, is CO2 emissions. Values of emissions [kg CO2 /MWh] for each 
technology type are given in Table A. 3-1 in APPENDIX 3. Based on these values and the generation 
adjustment per technology (Figure 3-5), the reductions in CO2 emissions are obtained.  
In the case of low wind penetrations, there is generally a shift from marginal gas to coal generation, 
as explained previously (Figure 3-5). As the coal generators have higher CO2 footprint than marginal 
gas generators, there is a negative impact of DSR on CO2 emissions. This is illustrated in Figure 3-7. 
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Figure 3-7: DSR effect on reduction in CO2 emissions 
It can be noticed that reductions in CO2 emissions increase with wind penetration. In systems with 
higher wind penetrations (30% and more), marginal gas generators are partly displaced by wind 
generation and so there is mostly a shift from coal to gas generation. Since coal has almost double 
CO2 emissions than gas, there is a positive impact of DSR on reduction in CO2 emissions. Coal 
generators will be less dispatched as wind penetration further increases so this shift from coal to gas 
generation will be reduced. In that case the additional reduction in CO2 emissions comes from wind 
curtailment lessening as wind generation is assumed to be carbon free. Reductions in CO2 emissions 
increase as both DSR penetration and DSR flexibility increase (see Figure A. 3-4 in APPENDIX 3). 
Obtained changes in CO2 emissions are relatively small, order of magnitude of 1% for 100% DSR 
penetration. However, it should be noted that CO2 emissions were not included in the model, as it 
was not the main focus of the research. However, CO2 emissions can easily be included by 
introducing a new term in the objective function (9), whereby production for each generation type 
could be weighted with a CO2 emissions factor from Table A. 3-1 in APPENDIX 3.  
Figure 3-8 shows capitalized value per appliance, for normal DSR flexibility and for different wind 
and smart appliance penetration levels. For this work, the capital interest rate of 10%, inflation rate 
of 0% and life span of 10 years is used, giving the present worth value factor           (see 
Section 3.3.4, Equation (24)).  
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Figure 3-8: Average capitalized value of DSR per appliance 
The value comes only from reduction in generation cost. From definition (22) it is notable that 
capitalized value is proportional to reduction in generation cost, and inversely proportional to the 
number of shifting devices. Reduction in generation cost increases with increased number of shifting 
devices but at lower rate than the number of devices. That is why the value per appliance decreases 
with increasing penetration of DSR even though the reduction in generation cost increases. It has a 
significant consequence that the first installed device (or the first installed MW) of DSR has the 
highest value. As the reductions in operation costs decrease with wind penetration, so does the 
capitalised value of smart appliance. Figure 3-8 illustrates that capitalized value of DSR for this 
specific system is relatively low, being in range from £10 to £25 per appliance. Capitalized value also 
increases with DSR flexibility, as shown in Figure A. 3-5 in APPENDIX 3. 
Capitalized value per appliance type is obtained as explained in Section 3.3.4 and shown in Figure 
3-9 for case of normal DSR flexibility and 100% DSR penetration. 
 
Figure 3-9: Capitalized value per type of device 
It can be seen that dishwasher (DW) brings the highest value to DSR. The reason for this is because 
DW has the highest penetration and highest flexibility compared to the other types of devices. Due 
to high flexibility of DW, they will always be shifted into the periods of high wind, thus reducing wind 
curtailment and the operation costs. Consequently, their value will be higher comparing to the less 
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flexible types of appliances. Also even though WM+TD have the same penetration as WM1h, WM2h 
or WM3h, which is much less than DW, the value of this type of device is relatively high. The reason 
for this is that the activity of this device is also relatively high (compared to its penetration), since 
the energy shifted by one single WM+TD device is 3.3475kWh, which is almost double than DW and 
almost four times more than washing machines. So, even though the number of WM+TD devices is 
relatively small, the energy shifted by them is still significant. 
Increase of load 
This section considers increase in load and its influence on the benefits of flexible demand. Each year 
load increases due to connection of new customers, industry expansion, increasing life standard of 
the existing customers, or electrification of non-electric sectors such as space or water heating and 
transport. International Atomic Energy Agency (IAEA) predicts the average annual growth in 
electricity generation in period 2000-2030 to be around 2.4% [75]. Growth in electricity generation 
in year 2010, comparing to year 2009 in the UK was 1.2% [76]. An average annual UK supply growth 
from 1970 to 2009 had a rate of 1.5% [77]. 
The starting point for the analysis is the system described in reference case, Section 3.4.2, with wind 
penetration fixed to 30% of yearly energy demand. Considered scenarios are load increase for 10% 
and 15% comparing to reference case. The other network parameters remain the same.  
The first point to note is that as the load increases there is a reduction in wind curtailed, as shown in 
Table 3-3 (values are obtained without using DSR). 
Table 3-3: Wind curtailment for different levels of load 
Load increase [%] 0 10 15 
Wind Curtailment [TWh/year] 12.5 11.1 10.6 
Wind Curtailment [% of available wind energy] 12.2 10.9 10.3 
 
As the load grows, during high wind periods, the part of the wind that would otherwise be curtailed 
now is used to supply increased load. In other words, increase of load naturally reduces wind 
curtailment. However, as load grows from 10% to 15% there is a relatively small difference in wind 
curtailed reduction, only 0.6%. Because of highly congested line L7 (Bus 7 – Bus 10) wind generators 
in the north are not able to supply demand in the south during high wind periods. Specifically, of all 
wind energy curtailed, about 99% is in buses 1 – 4, as shown in Figure 3-10. 
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Figure 3-10: Distribution of wind curtailment on network buses 
 
DSR has a positive impact on wind curtailment, as shown in Figure 3-11. 
 
Figure 3-11: Effect of DSR on reduction in wind curtailment as load increases 
As load grows, the periods of excess of wind are reduced and so DSR has less opportunity to reduce 
wind curtailment any further. This is emphasized by the fact that demand centres, where DSR is 
available, are remote from wind generators. Hence the reduction in wind energy curtailed decreases 
(in absolute values) slowly as load increases. Also, increased load naturally reduces wind 
curtailment, so the relative reduction in wind curtailment grows with load. Reductions in wind 
curtailment increase with both penetration of smart appliances (Figure 3-11) and their flexibility 
(Figure A. 3-7 in APPENDIX 3). 
Figure 3-12 shows the reduction in generation cost.  
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Figure 3-12: DSR impact on Reduction in operation cost as load increases 
As load increases generation cost also increases. To cover high load and low wind periods the most 
expensive generators (marginal and peakers) must be dispatched. Any avoidance of using these 
expensive generators will bring significant reduction in system operation costs. As these generators 
are near demand centres, DSR has an opportunity to act and reduce generation costs. As load grows, 
this effect is more expressed. Figure 3-12 shows the reduction in operation cost increases with 
penetration of smart appliances. Figure A. 3-8 in APPENDIX 3 shows the reduction in operation cost 
increases with DSR flexibility.  
Impact of DSR on reduction in CO2 emissions is given in Figure 3-13. It can be noticed that changes in 
CO2 emissions intensify with DSR penetration (and DSR flexibility, as shown in Figure A. 3-9 in 
APPENDIX 3).  
 
Figure 3-13: DSR impact on reductions in CO2 emissions vs. load growth 
Load growth has a negative impact on CO2 emissions. It can be explained by observing Figure 3-14. 
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Figure 3-14: Production adjustment per generation type, for normal DSR flexibility, 100% DSR 
penetration 
For the case when load is not increased (case “Load 1x”), DSR helps to shift generation mostly from 
coal and marginal gas generators to gas and wind generators. Due to the high differences in CO2 
emissions between coal (700 kgCO2/MWh) and gas (390 kgCO2/MWh) generators, there is relatively 
high reduction in CO2 emissions in this case. As load grows, DSR increases the shift from expensive 
marginal gas generators to gas generators, which does not impact CO2 emissions, and also from 
marginal gas generators to coal generators which actually increases CO2 emissions. 
DSR activity for different DSR penetration and for different load levels is given in Figure 3-15. DSR 
activity increases with both DSR penetration and flexibility (see also Figure A. 3-10 in APPENDIX 3). 
Load growth also has a positive impact on DSR activity. As load grows, the number of hours when 
the most expensive generators (marginal and peakers) are used also increases, which gives more 
incentives and opportunities for DSR to act.  
 
Figure 3-15: DSR activity for load growth 
Capitalized value of DSR is given in Figure 3-16. From this figure, it can be seen that the capitalized 
value grows with load, whilst it decreases as DSR penetration rises (this last phenomenon has 
already been explained in Figure 3-8). As load grows expensive generators are used, so the cost 
reduction is also higher whenever these generators are avoided.  
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Figure 3-16: Capitalized value of DSR vs. load growth 
Impact of generation flexibility 
In this section the impact of generator flexibility on the value of DSR is analysed. Generator’s 
flexibility is defined as its capability to increase or reduce its output within a specified time span and 
is determined by ramping up and ramping down constraints (through parameters      
  
 and 
     
     in Equation (14), Section 3.2.3). More flexible generation is more capable of responding 
to sudden and abrupt changes in load or wind penetration.   
Even though these parameters may differ from individual generator to individual generator, it is 
more common to classify the generation technologies according to their flexibility. For example, 
nuclear generators are usually denoted as inflexible (     
        
      ). Coal generators 
are usually classified with low values of flexibility and gas turbines and hydro generators are often 
classified with high values of flexibility.  
For the purposes of this research generator flexibility is grouped into three categories as shown in 
Table 3-4. Here, ramping up and down parameters are given in per cent of maximum generator 
output.  
Table 3-4: Considered generation flexibility levels 
Flexibility 
     
  
      
     
[ % of generator max. power ] 
Low 10 10 
Medium 15 15 
High 30 30 
 
Values in Table 3-4 assume the same flexibility (low, medium or high) for all generator technologies. 
The exceptions are nuclear generators that are treated as inflexible (they cannot change their 
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output) and wind generators that are driven by wind available (no ramping constraints on wind 
generation). Corresponding reference case is 30% of wind penetration.  
Figure 3-17 shows wind curtailment versus generation flexibility. As expected, with low generation 
flexibility, the system is less able to capture available wind. As conventional generation flexibility 
increases, curtailed wind energy decreases, because now generators can follow the wind, i.e. they 
can reduce their production when wind hastily increase. Even with higher generation flexibility, 
there are still some wind energy curtailed caused by network congestion and lack of demand.  
 
Figure 3-17: Wind curtailment vs. generation flexibility 
As shown above, increased generation flexibility reduces wind curtailment. It means the number of 
time periods when conventional generators cannot reduce their production as fast as wind 
increases, is reduced as flexibility increases. So DSR has fewer opportunities to lessen already 
decreased wind curtailment, as shown in Figure 3-18. 
 
Figure 3-18: Effect of DSR on reduction in wind curtailment vs. generation flexibility 
Figure 3-19 shows the impact of DSR on reduction in generation costs.  
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Figure 3-19: Reduction in generation cost vs. generation flexibility 
It can be seen that the highest reduction in generation costs is obtained for low generation 
flexibility. In low flexible systems as load rises, even the amount of load is not high, but the slope of 
load increase is steep, more expensive generators are dispatched in order to follow this increase in 
load. Similarly, in order to track the rate of load lowering, expensive marginal generators have been 
dispatched even though there is enough capacity in gas and coal generators. With DSR, the need to 
dispatch expensive marginal generators is reduced thereby reducing the costs. The benefits of DSR 
thus come from lowering the slope of load (both when it rises and falls). This effect is reduced with 
higher generation flexibility, when conventional generators can match production with load changes 
and so the system will not use expensive generators. The significance of the lower slope of demand 
curve when DSR is applied lays in the fact that the requirements for fast acting generators are 
reduced. As the fast acting generators have high production costs, their avoidance will lead to the 
significant cost reductions. This is a very important finding of the research, which has not been found 
in the open literature. 
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Figure 3-20: DSR impact on reduction in the slope of load changes 
Figure 3-20 (upper chart) shows that DSR reduces the slope of load changes in the low flexible 
system. Without DSR the load increase is steeper, and so the system had to curtail wind and dispatch 
more coal generators between the hours of 1276 and 1280. If it used wind instead, then when the 
slope is the steepest (hour 1279-1280), system could not increase generators production enough to 
cover the rise in load. Even when the coal generators have been committed the system has to 
dispatch marginal gas generators. Figure 3-20 (lower chart) shows the reduction in generation when 
DSR is applied. It can be seen that in between the hours of 1276 and 1280 there is negative 
reduction in wind, meaning wind generators increase the output. Wind and gas generators are more 
used instead of coal. Reduction in marginal gas generators at time of the steepest increase and 
decrease of load is also notable. 
Impact of DSR on system-level reduction in CO2 emissions for different generation flexibility levels is 
given in Figure 3-21. 
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Figure 3-21: Impact of DSR on reduction in CO2 emissions vs. generation flexibility 
It can be seen that reduction in CO2 emissions decreases as generation flexibility rises. As generation 
flexibility increases more wind is integrated in the system and so there is less opportunity for DSR to 
make a shift from coal and gas generators to wind. When DSR is applied in more flexible systems, 
there is a shift from coal to gas generators thus decreasing the reduction in CO2 comparing to less 
flexible systems.  
DSR activity for different DSR penetration and for different generation flexibility is given in Figure 
3-22. Whilst DSR activity increases with DSR penetration, it decreases with generation flexibility. As 
generation flexibility increases, the number of hours when the most expensive generators (marginal 
and peakers) are used decreases, which gives fewer opportunities for DSR to be used.  
 
Figure 3-22: DSR activity vs. generation flexibility 
Capitalized value of DSR is given in Figure 3-23. From this figure, it can be seen that the capitalized 
value decreases with both DSR penetration and generation flexibility. The reason for this is as 
generation flexibility grows there is less need for high expensive generators, so the cost reduction 
also shrinks.  
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Figure 3-23: Capitalized value of DSR vs. generation flexibility 
3.4.4 Storage Testing on a DC Model 
In this section, the role of storage in the UK transmission system is examined. Similar to DSR, the 
following scenarios will be considered regarding changes in:  
 Wind penetration 
 Load growth 
 Generation flexibility 
As explained in Section 3.2.4, given the total storage capacity, the optimization model will allocate 
this capacity among buses, minimizing the total operation costs. From this it may be concluded 
which buses are the optimal location(s) for the storage. System parameters are the same as before.  
Sensitivity analysis is made in terms of total storage capacity and storage efficiency, for all 
combinations of values shown in Table 3-5. The assumed storage energy capacity is 120h discharging 
at rated power. 
Table 3-5: Considered values of total storage capacity and storage efficiency 
Parameter Value 
Total Storage Capacity [GW] 2.5 5 7.5 
Storage efficiency [%] 80 90 100 
Changes in wind penetration 
This section is intended to explore the effects of storage when wind penetration takes 0, 10%, 20%, 
30% and 50% of the yearly energy consumption (see Table 3-1).  
The effect of Storage on reduction in wind curtailment is given in Figure 3-24. 
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Figure 3-24: Effect of Storage on reduction in wind curtailment 
For wind penetration of 20%, a total storage capacity of 2.5GW brings significant reductions around 
80% in the wind curtailed. The portion of saved wind energy increases with storage capacity. As the 
wind penetration increases, wind curtailed also increases so the relative wind savings are less. 
Reductions in wind curtailment decrease with storage efficiency (see Figure A. 3-15 in APPENDIX 3). 
With lower storage efficiency, a part of wind energy, that would otherwise be curtailed, is used to 
cover energy losses in storage. The results suggest that storage has much more influence on 
managing network congestion than DSR. There are two fundamental reasons for this: 
- Flexibility: Storage is much more flexible than DSR 
- Location: Storage can be placed on the transmission networks where it is really needed, in 
contrast to DSR which is available only in large demand centres, and does not have a strong 
impact in other parts of the network. 
Figure 3-4 shows the impact of Storage on reduction in generation costs. 
 
Figure 3-25: Effect of Storage on reduction in generation costs 
In case of low wind penetrations (up to 10%), the most expensive generators are dispatched. Storage 
reduces the need to use these most expensive generators and thus displacing them with several 
times less expensive ones: it is charged during off peak periods from less expensive generators and 
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discharged during peak hours. As the generation costs naturally decrease with wind penetration 
(Table 3-1), the relative reduction in generation costs slightly increase. With further increases of 
wind penetration (20%) the most expensive generators are displaced by wind generation. Storage 
helps reduction in generation costs by displacing marginal gas generators with less expensive 
generators and with the wind energy that would otherwise be curtailed. However, when wind 
penetration further increases, significant wind curtailment occurs. Storage is then used to reduce 
this wind curtailment, displacing energy from both marginal and coal and gas generators with wind 
energy, thus reducing generation cost further. This is illustrated in Figure 3-26 where adjustments 
for each generator technology are given for different levels of wind penetration and storage 5GW, 
efficiency 80%. Reductions in generation costs also increase with available storage capacity and 
efficiency (see Figure A. 3-16 in APPENDIX 3).  
 
Figure 3-26: Impact of storage on generation adjustment per technology type 
Figure 3-27 shows the system level reduction in CO2 emissions for storage efficiency 80% and 
different total installed storage capacities and wind penetrations. In case of low wind, there is, in 
total, a shift of generation from marginal gas to coal (see Figure 3-26). Since coal has much higher 
CO2 emissions (700 kg/MWh) than marginal gas (390 kg/MWh), and also due to storage efficiency 
coal generators now have to produce more energy to cover the losses in storage, there is a negative 
impact of storage on reduction in CO2 emissions.  
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Figure 3-27: Storage effect on reduction in CO2 emissions 
In case of 20% wind penetrations, there is mostly a shift from marginal gas to gas and wind 
generators, which in total has a small impact on CO2 emissions. In case of higher wind penetrations, 
reductions in CO2 emissions come mostly from less wind curtailment. Storage efficiency intensifies 
this impact (see Figure A. 3-17 in APPENDIX 3). Storage capacity has a negative impact on CO2 
emissions in systems with small wind penetrations, and a positive impact in systems with significant 
wind curtailments. 
Figure 3-28 shows the storage capacity allocation throughout the network busses for different wind 
penetrations. As explained in Section 3.2.4, the optimization distributes the given total available 
storage capacity to minimize the operational costs. Storage efficiency does not have an impact on 
this distribution and so only the case of 80% efficiency is shown.  
 
Figure 3-28: Distribution of storage capacities through network nodes 
From the obtained results, it can be seen that the storage capacity allocation strongly depends on 
wind penetration. In the case of no wind, there are no network congestions and storage is evenly 
distributed amongst the buses as no bus is prioritized for storage allocation. The only exception is 
Bus 3, which is connected with a weak line to the network (346MW). Also, there is relatively small 
wind installed capacity in Bus 3 (1.4% of total wind capacity) and so there is no need for large 
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storage in this bus. With smaller wind penetration (10%) there is no wind curtailment, but network is 
almost congested. Especially, line Bus 6 – Bus 7 is at almost full capacity at hour 6675, preventing to 
use low production cost water and marine generators. Allocated storage capacity in buses 1-6 lead 
to fully utilization of these inexpensive generators. Storage capacity allocated in the southern part of 
the network is utilized to displace marginal gas generators with lower cost generation technologies. 
With higher wind penetration the most challenging goal is to transfer wind energy from north (buses 
1-7) to the southern part of the network. There is network congestion leading to significant wind 
curtailment in the northern part of the system. That is why more storage capacity is allocated to the 
north and less to the south. Storage capacity is allocated close to the congested lines (line Bus 1 – 
Bus 2, line Bus 6 – Bus 7 and line Bus 7 – Bus 10). 
Figure 3-29 shows line load factor for case of 30% wind penetration without storage and with 
storage 5GW installed capacity, 80% efficiency.  
 
Figure 3-29: Impact of Storage on Line loading factors  
(total storage capacity 5GW, efficiency 80% and wind penetration 30%) 
It can be noticed that storage increases line loading factors for the weaker northern lines (buses 1-
10). Storage does not have a strong impact on line loading for the southern lines, as these lines are 
not congested. 
Capitalized value of storage is given in Figure 3-30 for different wind penetration levels and different 
storage size. The values are capitalized applying equation (24), where capital interest rate of 10% 
and life span of 10 years are used.  
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Figure 3-30: Capitalized value of storage 
From definition (25), the capitalized value is proportional to the reduction in operation cost and 
inversely proportional to the total storage size. Reductions in operation costs increase with installed 
storage capacity, but at lower rate. Similar to DSR, it means that the first installed MW of Storage 
has the highest value. The capitalized value of Storage is in the range from £400/MW to £700/MW  
in the case of no wind installed and in range £350/MW to £600/MW otherwise. Lower range limits 
correspond to high installed capacity (7.5GW) whilst upper range limits correspond to low installed 
capacity (2.5GW). 
The role of storage at high wind penetration can be seen if power flows are observed and compared 
with the reference case, for example with case of wind penetration 20% which situation is shown in 
Figure A. 3-26. The snapshot with storage 5GW, efficiency 80%, is given in Figure A. 3-27 in 
APPENDIX 3. Situation in the system with storage is now significantly changed compared to the 
reference case. Lines L6 (Bus 6 - Bus 7) and L7 (Bus 7 – Bus 10) are at full load. All storage in the 
north, where wind curtailment occurs, is being charged at full power. Storage in the south is charged 
to increase generation from cheap gas and coal generators and will be discharged later to reduce 
generation from expensive marginal generators. The charging power is driven by the capacity 
available in lower cost generation technologies.  
During peak demand and lower wind blowing (snapshot of which is given in Figure A. 3-28 in 
APPENDIX 3), all available wind energy is used. Line 6 and Line 7 are again at full capacity, storage in 
the north is being charged, whilst storage in the south is being discharged. In this mode of storage 
operation, the flows through the congested lines (L6 and L7) are reduced and kept within 
operational limits. 
Figure 3-31 shows storage impact on total demand in the case of 20% wind penetration and storage 
5GW, 80% efficiency. It can be seen that during periods of high wind, storage is charged, making 
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total load even higher. In some circumstances, for example if the periods of high wind coincide with 
system peak, it can cause a conflict situation, especially in lower voltage networks.   
 
Figure 3-31: Time evaluation of load with and without storage and available wind at the system 
level  
(20% wind penetration, storage 5GW, 80% efficiency) 
Figure 3-32 shows Bus 1 available wind power, actual wind generation, load profile and storage 
charging and discharging, for case of 20% wind penetration, storage 5GW, 80% efficiency. It can be 
seen that storage charging and discharging patterns in this node are driven only by wind profile: 
when wind is high, there is storage charging, when wind is low storage is discharged. Storage activity 
does not depend on load profile. This is because there is relatively low load in this bus (less than 
500MW), whilst there is 5.5GW of installed wind capacity. 
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Figure 3-32: Storage activity at Bus 1 (20% wind penetration, storage 5GW, 80% efficiency): 
storage activity follows wind 
 
Figure 3-33: Storage activity at Bus 16 
Upper chart in Figure 3-33 shows load profile and storage activity at Bus 16, whilst lower chart 
shows wind profile and storage activity in the same bus. Storage at Bus 16 charges when there is 
high wind (hours 6096-6186) regardless of the value of load. During lower wind periods, however, 
Storage at Bus 16 follows load: discharges during high demand and charges when demand is low.   
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Increase of load 
The same increase of load (10% and 15% comparing to reference case) is applied as with DSR.  
Similar to DSR, increase of load naturally increase the utilization of wind energy, thus leaving less 
opportunity for Storage to act for wind energy saving purposes. That is why the reduction in wind 
curtailment obtained by storage decreases with wind, Figure 3-34.  
 
Figure 3-34: Effect of Storage on reductions in wind curtailment as load increases, wind 
penetration 30% 
Figure 3-34 shows that the reduction in wind curtailment depends on load growth and storage size. 
Storage efficiency has a slightly detrimental impact on wind curtailment reduction (Figure A. 3-19 in 
APPENDIX 3). Comparing to DSR (Figure 3-11), it can be seen that reduction in wind curtailment is 
now much higher: in case of DSR, it is circa 1%, but with storage it is 40-60%. There are two basic 
reasons for this: 
- storage flexibility: storage is capable of storing the energy for relatively long time periods 
(days), whilst DSR has flexibility in order of hours 
- storage location: storage is located near wind generators and congested branches, whilst  
DSR is located in demand centres, where there is no congestion in transmission system 
Figure 3-35 show the reduction in generation cost. The shape of graphs is similar to DSR results, and 
all explanations given above still apply. However, the values of reduction in generation costs are 
much higher in the case of storage – for example, in the case of load growth of 15% it is up to 8% for 
storage comparing to approximately 1.2% for DSR. This is a consequence of storage flexibility.  
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Figure 3-35: Storage impact on reduction in generation cost as load increases, wind penetration 
30% 
It can be noticed from Figure 3-35 that reduction in generation costs increase dominantly by storage 
size and load growth. Storage efficiency has also a positive impact on reduction in operation costs 
(Figure A. 3-20 in APPENDIX 3).  
The impact of Storage and load growth on reduction in CO2 emissions in the case of 80% storage 
efficiency and 30% wind penetration is given in Figure 3-36. 
 
Figure 3-36: Storage impact on reduction in CO2 emissions as load grows 
Load growth has negative impact on CO2 emissions, which can be explained by observing Figure 
3-37, which shows generators’ output adjustment for different generation technology.  
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Figure 3-37: Impact of storage on generation adjustment per technology type as load grows 
For base load (increase 0%), storage mostly helps shifting production from coal and marginal gas 
generators to wind generation and in a smaller amount to gas generators. This will bring relatively 
high reduction in CO2 emissions, and also this effect increases with storage size.  
As load grows there is more energy shift from expensive marginal gas to coal and gas generators. At 
the same time, storage will have less impact on reduction in wind curtailed energy as wind energy is 
naturally more utilized by the load, which decreases CO2 emissions reduction. The effect of this also 
increases with storage size. When load reaches 15% of increase for storage size 5GW and more, the 
energy shifted from marginal gas to coal due to storage is so high that CO2 emissions increase. As 
stated above, it is assumed that each storage facility can discharge 120h at rated power. It means, 
the higher storage power, the higher storage energy capacity, which enables to store more cheaper 
energy, in this case from coal generators, which are high CO2 emitters.  
Storage efficiency has a positive impact on reduction in CO2 emissions: the higher the storage 
efficiency, the less energy is lost in storage and so the generators have to produce less energy and 
consequently emit less CO2, as demonstrated in Figure A. 3-21 in APPENDIX 3. 
The capitalized values of Storage are given in Figure 3-38, where it can be seen they grow with load. 
The reason for this is the same as before - as load grows, more high expensive generators are used, 
and the cost reduction is also higher whenever these generators are avoided. Value of storage 
slightly increases with its efficiency, as shown in Figure A. 3-22, APPENDIX 3. Higher efficiency means 
less energy is lost in storage thus leading to higher storage value.  
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Figure 3-38: Capitalized value of Storage vs. load growth 
Impact of generation flexibility 
Three levels of generator flexibility: low, medium and high (see Table 3-4) are examined and system 
operation is compared with and without storage, for wind penetration of 30%. The obtained results 
are similar to those with DSR and so the similar conclusions apply. Only the basic results will be 
presented here and some parallels with DSR will be drawn.  
As generation flexibility increases, the number of periods when the conventional generators cannot 
reduce their production fast enough to follow wind increase is reduced. From this reason the impact 
of Storage on reductions in wind curtailment decreases with generation flexibility as shown in Figure 
3-39. The same figure shows that storage size has a positive impact on wind curtailment (storage 
efficiency does not have an important role on reduction in wind curtailment – regardless the storage 
efficiency, all available wind excess will be exploited, so only the case of storage efficiency 80% is 
shown). Compared to the reductions in wind curtailment obtained with DSR (Figure 3-18) it can be 
seen that Storage performs several times better results.  
 
Figure 3-39: Effect of Storage on reduction in wind curtailment vs. generation flexibility 
Figure 3-40 shows the impact of Storage on reductions in generation costs. The reductions in 
generation costs decrease with generation flexibility and increases with storage installed capacity 
and in smaller measure with storage efficiency (again only case of 80% efficiency is shown).  
0
200
400
600
800
1,000
1 1.1 1.15
C
ap
it
al
iz
e
d
 V
al
u
e
 [£
/k
W
]
Load Growth
Capitalized value, Eff. 80%2.5 GW
5 GW
7.5 GW
20
25
30
35
40
45
50
55
60
65
Low Medium High
R
e
d
u
ct
io
n
s 
in
 w
in
d
 
cu
rt
ai
lm
e
n
t 
[%
]
Generation Flexibility
Storage efficiency 80%  
2.5 GW
5 GW
7.5 GW
CHAPTER 3: Storage and Smart Appliances in Transmission Networks               92 | P a g e  
 
 
Figure 3-40: Reduction in generation cost vs. generation flexibility 
It can be noticed that the highest reductions in operation costs are obtained for low generation 
flexibility. Similar to DSR, reducing the gradient of load, Storage brings the benefits to the system by 
replacing expensive generators with cheaper ones. As explained above, this effect is less obvious as 
generation flexibility increases.  
Impact of Storage on system-level reduction in CO2 emissions is given in Figure 3-41. 
 
Figure 3-41: Impact of Storage on reduction in CO2 emissions vs. generation flexibility  
The reductions in CO2 emissions increase with Storage size whilst decrease with generators’ 
flexibility. The explanation is the same as with DSR. Storage efficiency has a positive impact on 
reductions in CO2 emissions as shown in Figure A. 3-23, APPENDIX 3. 
The capitalized values of Storage are given in Figure 3-42 and it can be seen that this decreases with 
both Storage installed capacity and generator flexibility. The reason for this is as generation 
flexibility grows there is less need for high cost generators and so costs reduce. Value of storage 
grows with Storage efficiency, as shown in Figure A. 3-24, APPENDIX 3. 
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Figure 3-42: Capitalized value of Storage vs. generation flexibility 
3.5 Conclusions 
In this chapter, a methodology to support transmission network operation using demand side 
response and storage technologies is developed. The methodology is applied to and tested on the 
GB transmission network model. The results obtained demonstrate that DSR and storage contribute 
to reducing network congestion and facilitate the utilization of wind energy in the existing network.  
The key drivers for the value of DSR are shown to be: 
- the amount of wind penetration to the network 
- the network congestion levels 
- penetration of controllable appliances 
- controllable appliances’ characteristics especially flexibility regarding shifting in time and 
energy consumption per cycle 
The specific key drivers for the value of Storage are:  
- storage size 
- storage efficiency 
The obtained results suggest that the potential use of DSR and storage is a system-specific and 
depends on the location of load, which restricts its capability to reduce the wind curtailment. 
Summary on DSR results 
The reductions in the wind curtailment (relative to the total wind curtailed) brought by DSR, 
decrease with wind penetration. For this specific system, the wind curtailment occurs at wind 
penetrations of 20% and more. For 20% of wind penetration, the highest reductions in wind 
curtailment are observed in the case of 100% DSR penetration: for normal DSR flexibility the 
reductions are about 4% of total curtailed wind energy and for high DSR flexibility the reductions are 
around 8%. 
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Reductions in generation costs also decrease with wind penetration, being in the range from 0.9% to 
1.2% for normal DSR flexibility and 100% DSR penetration. The reductions are higher for low wind 
penetrations as DSR is used to displace expensive marginal generators. Reductions in generation 
costs increase with DSR flexibility.  
Regarding the reductions in CO2 emissions, the results demonstrate that the utilization of DSR may 
even increase the emissions. It happens in the cases of no wind or low wind penetrations when 
expensive marginal gas generators are displaced with less expensive coal generators, which are 
more CO2 intensive. Maximum reductions in CO2 emissions in the case of 100% DSR penetration, 
normal DSR flexibility and 50% wind penetration are around 0.8%. 
The capitalized value per appliance decreases with wind penetration and lies in the range from 
£10/SA to £25/SA in the case of 100% DSR penetration and normal DSR flexibility. The value of a 
particular type of the device increases with flexibility. In this case Dish Washer exhibits the highest 
flexibility and has the highest capitalized value from £6/DW to £15/DW. In general, the value 
increases with DSR flexibility. Another parameter that brings a value to a particular type of shifting 
devices is the energy per operation cycle. It was shown that WM+TD has much higher capitalized 
value (from £2.5/WM+TD to £5/WM+TD in the case of 100% DSR penetration and normal DSR 
flexibility) than a WM with the same flexibility, whose value is below £1/WM.  
The impact of DSR on reductions in generation costs and consequently on the capitalized value is 
more beneficial in the case of increased load, as the more expansive generators are displaced with 
less expensive ones, but on the other hand, it will lead to increase in CO2 emissions. 
It was also demonstrated that DSR has higher value in the systems with low flexible generation since 
DSR reduces the gradient of demand variations.  
The increased flexibility brought by DSR improves system efficiency, reduces operating costs, carbon 
emissions and increases utilisation of renewable sources. 
Summary on Storage results 
Similar to DSR, reductions in wind curtailment brought by Storage also decrease with wind 
penetration. However, the reductions in wind curtailment are now much higher, more than 90% of 
total curtailed wind energy in the case of 7.5GW storage and 20% of wind penetration. 
Reductions in generation costs are in the range from 4% to 8% for storage 7.5GW and 80% 
efficiency. The reductions increase with wind penetration since storage utilizes wind energy that 
would otherwise be curtailed. Reductions in generation costs slightly increase with storage 
efficiency.  
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In the cases of no wind or low wind penetrations, reductions in CO2 may become negative, for the 
same reason as in the case of DSR. Maximum reductions in CO2 emissions in the case of storage 
7.5GW, 80% efficiency and 50% wind penetration are around 7%, which is an order of magnitude 
higher than with DSR. 
The capitalized value of storage decreases with wind penetration and lies in the range from 
£350/MW to £700/MW, depending on the storage installed capacity. The value slightly increases 
with efficiency.  
The impact of load growth and generation flexibility is similar as in the case of DSR. 
Both DSR and Storage change demand profile in such a way to follow the wind which may lead to a 
potentially conflicting situation to shift load to or charge storage at peak demand time. In the buses 
with large installed wind capacity and relatively small load (such as in the north of the UK), storage 
activity is mostly driven by wind. In buses characterized with high demand (southern part of the UK), 
storage activity is driven by both load and wind. The role of storage in nodes with high demand and 
diverse generation mix is to facilitate price arbitrage: it reduces generation of expensive marginal 
generators and increases production from less expensive generators. In congested areas (northern 
and central part of GB network) the role of storage is focused on increased utilization of wind 
energy.  
In general, storage exhibits better performances than DSR in all parameters considered. There are 
two fundamental reasons for that:  
- storage flexibility (much higher than demand response) 
- storage location  (possibility to build storage where there is a need for it) 
Direct comparison between smart appliances and storage is not presented as DSR penetration is 
defined by the number of shifting appliances, whilst storage is defined by MW of installed capacity.  
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CHAPTER 4. Value of Storage and Smart Appliances for Network 
Congestion management in Distribution Networks 
 
4.1 Introduction 
The linear model, described in CHAPTER 3 is good enough for applications in transmission or sub-
transmission networks, where the branch resistances can be ignored. In such the networks all the 
voltage magnitudes are at their nominal values, and the only voltage change is their angular 
displacement caused by real power flow over the branch reactance. However, in distribution 
networks, branch resistances and reactive power flows cannot be ignored. Under these conditions, 
both voltage magnitude variation and power losses in the network branches will occur.  
The power flows equations are now described with trigonometric functions that cannot be 
approximated by a linear form, thus making the problem non-linear. 
Non liner optimization problems are difficult to solve numerically, especially the problems of large 
dimensions such as those found in optimal power flows. The main difficulty is to assure a stable 
numerical solution is obtained. In order to keep focused on the subject and not to scatter on 
numerical methods for non-linear optimization problems solving, commercial optimization software 
is used.  
The optimization involves examination of the system operation over a time horizon of a day and 
considers: 
 Constraints, such as: 
- power balance constraints,  
- network thermal constraints,   
- voltage limits, 
- storage and DSR constraints 
- generators constraints 
  Coordinated actions across multiple time periods that are required to optimize 
operation of storage and DSR 
In this way, a full non-linear model accomplishes the main objective of the work – to explore all 
possible sources of values for DSR and Storage in distribution networks, such as: 
 Congestion Management, 
 Voltage Control, 
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 Network losses reduction, 
 Benefits of deferring network reinforcement, enhancing security of supply and 
improving power quality. 
Another objective of this work is to develop a methodological framework that could be applied to 
optimal control of active distribution networks in real time.  
Section 4.2 gives the formulation of the AC OPF algorithm where DSR and Storage models are 
included as a part of the constraints. Section 4.3 introduces the optimal storage sizing and location 
model, whilst section 4.4 gives a brief discussion on the solution methodology applied. The proposed 
algorithm is tested on two case studies, described in sections 4.5 and 4.6. Section 4.7 brings the 
conclusions. 
4.2 Non-Linear Multi-period Optimal Power Flow considering Storage and 
DSR 
In the linear model, all voltage magnitudes are assumed to be fixed at their nominal value (1p.u.), 
and voltages are determined only by their angles. In non-linear (AC) model, however, not only the 
angle but also the magnitude of a voltage is subjected to changes – they all are the decision variables 
of the problem. Thus the voltages are now defined with both magnitude and angle [78]: 
               
                           (26) 
where        is complex voltage at bus   and time step  ,       is voltage magnitude,       is 
voltage angle and   is the imaginary unit (      . 
Beside voltage magnitudes, another characteristic of AC models is reactive power, which can be 
characterized through power factor,       [78]: 
       
 
 
 
 
      
 (27) 
In (27),   is the angle between voltage and current phasors [78],   is active power,   is apparent 
power, whilst   is reactive power. Knowing     , it is relatively straightforward to calculate  
    , which represents the ratio between reactive and real power. Starting from (27), one gets:  
        
        
    
 
 
 
 (28) 
Equation (28) allows to compute reactive power , providing that active power   and power factor 
are known. In this way, reactive power can be calculated for each bus of the network. For the sake of 
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simplicity, it is assumed that power factor      is time independent and takes the unique value for 
the whole network. Reactive demand     is thus proportional to the real demand: 
                                              (29) 
The objective function is to minimize the total network operation costs, which mathematically can 
be formulated as follows: 
Minimize  
 
           
      
                                   
         
 
                                        
         
 
(30) 
where               is the involuntary loss of active power at bus   at time step  , while 
          is the corresponding loss of reactive power. This term is introduced to prevent optimizer 
to shed reactive power only, when maintaining network (voltage and line) constraints. 
               and                 are decision variables representing an artificial load. These 
variables will only take positive values in case when the generators reach their lower production 
limits being still higher than load. Cost of using over-slack load     has a very high value, so 
               and                 normally take zero values. 
4.2.1 Power Balance Constraints 
Nodal power balance constraints must be imposed to each bus in the network. The total active 
power injection in each bus must be equal to the total power demand in that bus, including the 
power exchange with other buses, at all time instances: 
 
  
       
           
     
                
    
         
                          
             
(31) 
The meaning of all the terms in Eq. (31) is the same as for Linear Model (see CHAPTER 3 - Section 
3.2.1). On the Left Hand Side (LHS) of (31):   
     is storage discharge, i.e. injecting the active power 
into the bus   at time  , while   
     is storage charging, which is equivalent to additional demand in 
the bus; sum represents generation in bus  ; the last term on the LHS of (31) is load shed at bus  . 
On the RHS of (10)    
    is active demand power, modified by demand side response;   
   is the 
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active power exchange between considered bus   and other buses;                is introduced to 
avoid infeasibilities. 
Similar constraints must be imposed for reactive power as well: 
 
      
     
             
    
         
                                       
(32) 
The meaning of the terms in (32) is similar as those in (31):    is reactive power output of 
generators,            is involuntary loss of reactive power;    
    is reactive power demand with 
DSR,   
   is reactive power exchange from bus  , and               is introduced to avoid 
infeasibility of the solution. Note that storage in this formulation is not used to control reactive 
power (no storage terms in (32)). However, it is relatively easy to incorporate reactive power 
produced by storage in (32) as it was done for the active power in (31).  
Power exchange between considered bus   and other buses   in the network (providing they are 
connected with at least one branch of the network) must be now taken into account for both real 
and reactive power. It is assumed that active and reactive powers flow from considered bus   to 
bus  , so the positive sign for power is from bus  . In this way, the (positive) exchange power is 
added to the total demand in bus   (terms   
      and   
      in (31) and (32)).  
Real power exchange between bus   and other buses is given by: 
 
  
                                            
      
           
               
(33) 
    is defined as a difference between voltage angles in buses   and  : 
                                                           (34) 
    and     are real and imaginary parts of an element of bus admittance matrix Y. 
Similarly, reactive power exchange between bus   and all other buses is given by: 
 
  
                                            
      
           
              
(35) 
Derivation of equations (33) and (35) is given in APPENDIX 1. 
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4.2.2 Demand Side Response Constrains 
DSR constraints described in CHAPTER 2, Section 2.5, are still valid. They define the real power    
 
 
of connected and    
  of disconnected devices that will be added to the original load profile – 
Equation (3). The reactive power of connected and disconnected devices is not directly managed but 
is indirectly estimated using (36) and (37): 
    
          
     (36) 
    
          
     (37) 
Now, by analogy to Equation (3), the reactive demand modified by demand side response becomes: 
    
                 
        
                          (38) 
4.2.3 Network constraints 
The AC model is usually applied to distribution networks, where voltage magnitude constraints are 
often violated. The reason for this is that distribution lines, such as cables, have relatively high 
impedance, causing relatively high voltage drop across the line. Therefore, the constraints to keep 
voltage magnitudes in a specific range are required: 
                                        (39) 
where      and      are minimal and maximal value that voltage magnitude can take. 
A bus where both voltage magnitude and angle are pre-defined is named slack bus. Usually, the slack 
bus coincides with the bus where the biggest plant (supply point) is placed, and its angle is set to be 
  rad. In this model it is assumed that there is only one slack bus in the system. 
Also, in AC model there is another class of buses where the voltage magnitude can be controlled. 
These buses are called generator buses or PV buses. Voltage magnitudes in these buses are usually 
set in advance [78] and held constant: 
                                 (40) 
where               is the set of PV bus indices. 
Similar to the linear model, the power flowing in the branches must be maintained within the 
specified limits. The main difference is that in the non-linear model there are real and reactive 
powers flowing through the network branches, both causing line congestion. This is why the 
apparent power for line limits, rather than merely real power is used in non-linear model.  
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Next two equations define real and reactive power flowing through branch   connecting buses    
and    [79]. Equations are derived for the power leaving bus   : 
   
       
       
                                                     (41) 
 
  
        
       
                                                     
              
(42) 
In (41) and (42) introduced are: 
  - branch index 
      - buses of the network connected by branch  . For easier referencing, bus    is called sending 
bus, while bus    is called receiving bus. 
  
  - real power through branch   leaving the sending bus   , 
  
  - reactive power through branch   leaving the sending bus   , 
    - voltage magnitude at sending bus   , 
    - voltage magnitude at receiving bus   , 
      - off-nominal transformer ratio for branch   at time step  , 
   - conductance of branch  , 
   - susceptance of branch  , 
     is the difference of bus voltage angles in buses    and   : 
                       (43) 
Then, apparent power   
  through the branch   leaving bus    is: 
   
         
     
 
    
     
 
                                     (44) 
In an AC model, power losses in each branch of the network are taken into account. Due to power 
losses, real and reactive power leaving bus    will not be equal (by absolute value) to the 
corresponding power coming to bus   . Real and reactive powers coming to the bus    are [79]: 
   
        
                                                     (45) 
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(46) 
Apparent power   
  through the branch  , coming to bus    is: 
   
         
     
 
    
     
 
                         (47) 
Thermal capacity constraints require that the apparent power through each branch of the network, 
in either direction, must be less than a maximal allowed value   
    [MVA] for that branch: 
       
       
        
                                            (48) 
Another set of constraints limit the difference of voltage angles of two nodes connected by a branch: 
                    
                                                (49) 
4.2.4 Generator constraints 
The generator constraints for real power are the same as in the linear model (see CHAPTER 3, 
Section 3.2.3): 
    min           max                 (50) 
However, in the AC model, an additional set of constraints must be introduced for reactive power: 
    min           max                 (51) 
      and       are lower and upper generator limit for reactive power. Constraints (51) say that 
reactive power of all generators must be within given range at each time step. 
Another set of constraints imposed to the generators is ramp-up and ramp–down constraints: 
 
                   
                            
        
              
(52) 
These constraints state the generators cannot change their active power output in two consecutive 
time steps for more than the rate defined by ramping parameters      
  
 and      
    . Ramp 
constraints for reactive power are not considered here, since excitation control of generators can 
change reactive power output within a minute. However, reactive power ramping constraints may 
be readily added to the model. 
CHAPTER 4: Storage and Smart Appliances in Distribution Networks                       104 | P a g e  
 
 
4.3 Storage Model 
Storage model described in CHAPTER 3, Section 3.2.4 distributes the total available storage capacity 
amongst selected buses according to the optimal operation conditions.  
In this section another storage model will be presented where both storage size and storage location 
are optimized. In this model, the optimization is given several possible locations (buses) eligible to 
place storage and the optimization then chooses between the locations. For example, in the network 
with   buses, there are   buses where storage could fit, and there are          storage devices 
available. The optimization chooses up to   (out of  ) buses in which the storage will be located, 
giving the optimal operation costs. Note that this is mixed-integer non-linear programming problem, 
which is very demanding from the computation point of view.  
The formulation is as follows: 
First group of constraints are related to storage power limits: 
     
       
       
                       (53) 
     is a subset of network buses eligible for storage connection. Storage rated power   
    is a 
decision variable. In this work   
    is assumed to be a continuous variable, although it is possible to 
be given as a set of pre-defined values so the optimization could choose from the set.  
The sum of storage rated power in all buses adds to the total available storage power capacity: 
    
   
      
     
    (54) 
Total installed storage capacity in the system     
    is an input parameter. Usually,     
    is a large 
number to ensure that necessary amount of storage capacity is allocated. On the other hand, in 
order to prevent storage rated power over sizing,   
    is included to the objective function (61). 
Another set of constraints relates network topology and storage:  
     
       
                              
                       (55) 
                    is a binary decision variable which takes value   if storage is allocated to bus   
and   otherwise. If storage is not allocated to bus  , then                     takes value 0, 
forcing charging power   
     and discharging power   
     to be zero as well. Strictly mathematically 
speaking, constraint (55) is not necessary if binary variable                     is incorporated in 
(53) to get: 
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                       (56) 
However, in this case there is a product of two decision variables, one of which is a binary, and this 
significantly slows the optimization time (FICO Xpress Optimization Solver). Thus from practical 
reasons a set of constraints (53)- (55) is used instead of only (54) and (56). 
Number  of storage devices available to be allocated in   buses is also an input parameter: 
                      
      
   (57) 
Energy contained in the storage at the end of current time step is calculated as the energy content at 
the previous time step, plus energy charged during the current time step, minus energy discharged 
during the current time step: 
                       
       
                          (58) 
where        is the energy content in the storage in bus   at the end of the current time step, 
         is the energy content in the same storage at the end of previous time step,    is storage 
efficiency, and    is time interval.  
At the first time step (     the energy is: 
             
          
       
                      (59) 
The initial energy    
    is given as the input data.  
Maximum energy content in storage devices is also constrained: 
           
                  (60) 
where    
    is a decision variable. For the same reason as with   
   , to prevent storage energy 
capacity oversizing    
    is also added to the objective function, which now becomes: 
 
           
      
                                   
         
 
                                       
         
       
      
   
        
       
    
      
 
(61) 
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where     
      
 [£/MWh] and     
     
 [£/MW] are tuning coefficients and represent the cost of 
installing one unit of storage energy capacity and storage power capacity, respectively.  
In this work, storage device is not related to any specific technology; in fact, it can be made of any 
existing storage technology such as battery, chemical, compressed air etc. The main concern of 
storage is to support active power requirements. Of course, it is possible to expand the storage 
model to enclose reactive power as well and it will be shown in the second case study, but VAR 
control from energy storage is not economically justified [80]. Namely, bus voltages and reactive 
power flows in distribution networks could be effectively controlled with much cheaper devices such 
as capacitor banks, under-load tap changing transformers (ULTC) or static VAR compensators (SVC) 
[81],[82].  
4.4 Solution method 
The optimization problem described in Sections 4.2 and 4.3 is a mixed-integer non-linear problem 
whose dimension depends on network size. In order to solve such problems, commercial 
optimization software FICO Xpress [83] has been used. Non-linear problems are loaded and solved 
by invoking SLP module, which states for Successive Linear Programming [84]. In summary, the 
numerical method that has been employed in SLP module makes a linear approximation to the 
original nonlinear problem. Linearization is made in vicinity of initial point. It is a common practice in 
AC power flows to choose the initial point by setting bus voltage magnitudes to 1.0 p.u. and voltage 
angles to 0rad [78]. If the linear optimal solution is enough close to the initial point, then the SLP is 
considered successfully converged and the procedure stops. If not, the next iteration starts: a new 
initial point is calculated from the results of previous iteration and a new linear approximation is 
created. This iterative procedure is repeated until the solution converges [84]. However, the actual 
algorithm that is in the core of the optimization engine is not disclosed. 
FICO Xpress-SLP has a number of tuning parameters which help to create good approximations to 
the original problem and therefore help speed up the convergence. Figure 4-1 refers to an example 
where the non-linear problem has more than 5,000 variables and converges in about 40s time. 
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Figure 4-1: SLP speed of convergence: number of unconverged variables vs. time  
4.5 Case Study 1 
4.5.1 Test system description – 38 bus radial distribution network 
The proposed methodology is applied to a radial 11kV distribution network with 38 buses and 37 
branches, presented in Figure 4-2. The system shown in Figure 4-2 refers to EdF’s (now UK Power 
Networks) East Dereham – Middlemarch Feeder, as a part of an IFI project [85].  
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Figure 4-2: Distribution network 38 bus test system 
The main system characteristics of the network from Figure 4-2 are summarized in Table 4-1, while 
details on load and branches are given in APPENDIX 4.  
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Table 4-1: Main Network Data 
Voltage 
Level 
No. of 
Buses 
No. of 
Branches 
No. of 
Loads 
Peak 
Load 
Consumed 
energy / Day 
11 kV 38 37 23 2.96 MW 56.9 MWh 
 
Load exists in 23 of 38 buses (load is indicated by an arrow next to the corresponding bus) and has a 
total peak demand of 2.96 MW. The assumed power factor for this network is          . Voltage 
limits in all buses are assumed to be in range 6% of the nominal voltage. Transformer in supply 
point has voltage regulation capability in range 10% [86]. The network considered is a semi-urban 
area, thus the problems related to the lack of network capacity and under-voltages in distant buses 
are examined. Network lines are underground cables, dug in conduits, which makes their 
replacement or reinforcement costly. Demand is given as hourly time series data. By this, a typical 
winter day is selected for analyses as a more critical case since demand in the UK is generally higher 
during winter and gives more stress to the network [87]. 
Snapshot of the performed power flows during peak demand is given in Table A. 4-2 and Table A. 
4-3, APPENDIX 4, from which one concludes that during peak time neither overloaded branches nor 
under-voltages in buses are detected in the system.  
The capacity of the Supply Point is assumed to be large enough, thus the only constraints are the 
branch thermal limits and bus voltage magnitudes. 
The cost of energy not served is assumed to be £3000/MWh.  
4.5.2 Reference Case Results 
In this section, the analysis will be focused on the permanent long-term load growth and its effects 
on network conditions. The increase of load causes bus voltage magnitudes to fall below the 
acceptable values specified in standards. This is a well known problem which is discussed in great 
details in distribution network planning literature, for example in [88]. Under-voltages may cause 
severe problems to the customers, such as: overheating or stalling of the induction-motors as their 
torque drops, dimming the incandescent lights, noisy motors and transformers, prolonged utilization 
of thermal loads etc. [63]. Also, load growth will lead to over-loading of network branches, and 
eventually some (or all) of them will have to be reinforced. Both under-voltages and line over-
loading may be resolved by reinforcing the lines, replacing them with the lines of greater cross-
section, which means lower impedance. However, this replacement is related with relatively high 
costs, especially in urban areas, where the cables are usually dug into the trenches under the streets. 
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In some cases reinforcement is even not possible, for example if there is not enough room to replace 
the overloaded transformer with a larger one. This section will give a techno-economical analysis of 
the underground cables replacement due to load growth, and justify or rule out the installation of 
non-network facilities such as Storage and DSR. 
The analysis is performed by increasing demand from 0% to 30% in steps of 1%. Under the 
assumption that annual demand growth rate has a steady value of 1.3% [87], the load growth in year 
  can be expressed by using the following exponential expression [63]:  
                        
    (62) 
where    is the load at current year (year 0),   is time expressed in years, and      is demand in year 
 . Equation (62) allows calculating time (year) when load reaches a certain level. For example, load 
grows 30% after 
   
      
        
                     (63) 
The result is rounded to the nearest integer. This means that analysed load growth of 30% covers 
observation period of 20 years. Then the costs incurred in that year may be referred to the present 
year and compared using present worth analysis [88]. 
As mentioned above, in case of base load (current year, 0% load increase), no under-voltage nor line 
overload occur. The simulation is then performed for each step of load growth.  
It was found that the network is capable to sustain load growth in first three years. However, when 
load increases 5% which happens in Year 4, the under-voltages and line overloading appear. The 
obtained results on under-voltages for the whole network are summarized in Figure 4-3.  
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Figure 4-3: Minimal voltage throughout network vs. load growth 
Figure 4-3 shows distribution of minimal voltages throughout the network as load increases. A 
trapezoidal bar over each bus number is actually consisted of 31 tiny bars, representing load growth 
from 0% to 30%, in steps of 1%. Horizontal line stands for lower voltage limit, which in this case is 
0.94p.u. It can be noticed that voltage in all buses decrease (except in Bus 1 – supply point) as load 
grows. Buses 2-15, which are electrically close to the supply point (in Bus 1) do not experience 
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under-voltage within considered range of load growth. On the contrary, voltage in buses that are 
most distant from supply point, i.e. buses 37 and 38, falls below the limit of 0.94p.u. when load 
grows 5%, which happens in Year 4. As load continues growing, more and more buses experience 
under-voltage conditions. These under-voltages propagate from the most distant bus toward the 
supply point, as illustrated with shaded area in  
Figure 4-4.  
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Figure 4-4: As load increases, under-voltages propagate towards supply point 
Table 4-2 tabulates network lines for which the thermal capacity constraint is violated as load 
increases.  
Table 4-2: Line thermal capacity constraints violation vs. load growth 
Load Growth 
[%] 
Year 
Overload line 
From Bus – To Bus 
Length 
[m] 
Replace Cost (PV) 
[£] 
5 4 1 - 2 275 18960 
14 10 13 - 15 50 2527 
21 15 2 - 3 1900 76664 
21 15 15 - 16 200 8070 
25 17 5 – 7 211 7530 
27 19 3 - 5 326 10956 
27 19 7 - 9 7800 262142 
TOTAL:  7 lines 10762 386849 
First column in Table 4-2 shows the level of demand growth at which the overloading occurs, and the 
second column gives the year when it happens. The year is calculated using Equation (63). Third 
column identifies the line itself, and 4th specifies the line length. Finally, 5th column shows the 
present value of replacement cost. In the bottom row in Table 4-2 , total number of replaced lines, 
their total length and total present value of replacement costs are listed. 
Replacement cost is calculated when the line length is multiplied by the unit cost for asset 
replacement. The unit cost for replacement of 11kV underground cable is £82,900 [£/km] [90]. In 
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order to compare replacement costs arising in different years and to calculate the total cost, the 
Present Value (PV) method is used [88], referring all the costs to the current year: 
                           
   (64) 
In (64),      is the present value of the cost   (given in monetary units)   years in the future;   [km] 
is the length of the line that is replaced,              
 
  
  is the cost for replacement 1km of 11kV 
underground cable, and   is the interest rate which for this work is assumed to be 5%8. 
The results of above preliminary analysis may be summarized as follows: time span of observing the 
network is 20 years, during which load grows 30%. In first 18 years there are totally 7 lines to be 
replaced, total length of which is over 10km and the present value of the replacement cost is £387k. 
This is illustrated in Figure 4-5. In the last two years (year 19 and year 20) when load grows 28-30%, 
there are no new overloaded lines. 
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Figure 4-5: Congested lines caused by load growth 
In Figure 4-5, congested (overloaded) lines are designated with a label beneath the lines specifying 
the year when the overloading occurs. Numbers in the brackets above the congested lines indicate 
thermal capacity in MVA. The length of each overloaded line is also specified in the figure. For 
example, in Year 4 when load increases 5%, line Bus 1 – Bus 2 becomes overloaded, which requires 
replacement 275m of the underground cable. 
As for voltages, in the first 15 years, when load grows up to 21%, there are totally 23 buses in which 
low voltage limit is violated. These buses are Bus 16 to Bus 38, inclusively. The other buses do not go 
                                                            
8 Forecasted long-term average interest rate for the UK in period 2017-2021 is 4.7%. Source:  
http://www.pwc.co.uk/the-economy/issues/long-term-interest-rates-forecasts.jhtml  
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under-voltage in spite of further load increase. The first two buses experiencing under-voltage are 
Bus 37 and Bus 38 when load increases 5%. This happens in Year 4 which is also illustrated in Figure 
4-5. 
4.5.3 DSR Results  
In order to explore the benefits that DSR could potentially bring to managing congestions in 
distribution networks, the same batch of smart appliances is used as it was in CHAPTER 3. These 
appliances are: 
 Washing machine 
 Dish washer 
 Washing machine with tumble dryer 
The input data requirements considering smart appliances are the same as detailed in CHAPTER 2, 
and here will be summarized shortly: 
 the forecasted load profile in each bus in the system 
 operation cycle for each type of device 
 control possibilities for each device 
 expected number of controllable devices available at each time step 
Smart Appliance characteristics, i.e. maximum time allowed for shifting and consumption pattern 
per operation cycle are the same as described in Table 2-2. Since this network represents a semi-
urban area, penetration factor for washing machine is assumed to be greater than the national 
average 80% and is assumed to be 100%. Penetration of dish washer is assumed to remain on the 
same level as before, 80%, as indicated in Table 4-3.  
Table 4-3: Summary of device types 
Device type Acronym 
Shifting 
Capabilities 
Consumption 
pattern 
duration [h] 
Penetration 
factor 
[ % ] 
Number of 
devices 
Washing machine 1h WM1 1h 2 25 750 
Washing machine 2h WM2 Up to 2h 2 25 750 
Washing machine 3h  WM3 Up to 3h 2 25 750 
Dish Washer DW Up to 6h 2 80 2400 
Washing machine + 
Tumble Dryer 
WM+TD Up to 3h 4 25 750 
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Diversified consumption pattern, operation cycle and energy consumption per cycle for each type of 
Smart Appliance are detailed in Section 2.3, CHAPTER 2. 
The number of customers in the network is estimated based on the total network peak. Since the 
network peak is around 3MW, and assuming that diversified load peak for household is about 1kW 
[92], it comes out that the number of households is around 3,000. 
Expected number of smart appliances to start consumption throughout the day and for each type of 
device, is calculated using diversified curve disaggregation technique, as described in CHAPTER 2, 
Section 2.4.1.  
Similar analysis is performed as in Section 4.5.2, this time with a batch of Smart Appliances applied 
to the test system. Again, the load was increased up to 30%, in steps of 1%. Assuming that annual 
load growth is 1.3%, this increase of load covers time period of 20 years. Network parameters and 
load are the same as depicted in Section 4.5.1.  
The results of the analyses show that DSR helps network to endure load growth up to 18%, which 
happens in Year 13. When load increases 18%, Bus 37 and Bus 38 go under-voltage, and line 
between Bus 1 – Bus 2 becomes overloaded. With further increase of load, more and more buses 
experience under-voltage conditions, as shown in Figure 4-6. However, in contrast to the case 
without DSR where voltage limits were violated in 23 buses, in the case with DSR under-voltage is 
detected in 12 buses, namely buses 27-38, inclusively. It clearly shows that DSR could be effectively 
applied to mitigate voltage problems in distribution networks. 
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Figure 4-6:  Under-voltages propagation towards supply point when DSR is applied 
Table 4-4 shows overloaded network lines. 
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Table 4-4: Line thermal capacity constraints violation vs. load growth 
Load Growth 
[%] 
Year 
Overload line 
From Bus – To Bus 
Length 
[m] 
Replace Cost (PV) 
[£] 
18 13 1 - 2 275 12200 
27 19 13 - 15 50 1680 
TOTAL:  2 lines 325 13880 
 
There are totally 2 lines to be replaced (7 lines in base case - compare with Table 4-2), first one in 
Year 13 and second one in Year 19, as shown in Figure 4-7. Total length of these two lines is 325m 
(over 10km in base case) and the present value of the replacement cost is £14k (compared to £387k 
in base case). From the results presented, it can be concluded that for this network the application 
of DSR allows to defer the investments in network reinforcement for about 9 years: instead of 
reinforcing line Bus 1 – Bus 2 in Year 4, as it was required before (see Table 4-2), now this line has to 
be reinforced in Year 13. Cost savings brought by DSR are £373k, which is the difference of total 
costs without DSR and the costs when this facility is used. 
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Figure 4-7: Congested lines caused by load growth in case when DSR is applied 
As explained above, when load increases 18% in Year 13, overloading in line Bus 1 – Bus 2 and 
under-voltage in Bus 37 and Bus 38 occur. It is interesting to compare power flow through this most 
congested line and voltage in the most distant bus (Bus 38) in the situation that just precedes the 
constraints violation, i.e. when load increases 17%. This is shown in Figure 4-8. 
Figure 4-8a shows time evolution of voltage in Bus 38 when load increases 17%. It can be noticed 
that voltage goes as low as 0.92p.u. if DSR is not exercised (solid line). This is below the limit of 
0.94p.u. represented by solid straight line in Figure 4-8a, during peak hours (hours 16-20). On the 
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contrary, when DSR is applied, voltage does not fall below the limit (dashed line). DSR shifts load 
from peak hours to off-peak hours. This is why the voltage in after-peak hours (from 8pm to 12pm), 
when DSR is applied, is lower than the voltage without DSR in the same period. In general, even 
without voltage and line capacity constraints, DSR has a tendency to flatten voltages, which is 
related with network losses, and more details on this may be found in Section 4.5.6 of this chapter. 
An example where this happens is during period of low demand (1-5am). At the beginning (hours 1-
3am), DSR reduces load (see dashed line in Figure 4-8c that represent net DSR activity) which leads 
to voltage increase, and from 4-6am it increases the load, lowering the voltage. 
Figure 4-8b shows apparent power flow through line Bus 1 – Bus 2, observed from Bus 1 side. Note 
that this power at the same time presents total demand plus network losses. When DSR is not 
applied (solid curve), apparent power in branch Bus 1 – Bus 2 during peak hours (hours 16-20) goes 
above thermal capacity limit of 3.553MVA, represented by solid straight line. When DSR is applied, 
apparent power does not excess the limit (dashed line). 
Figure 4-8c shows DSR reduction and payback at system level. Load reduction is conventionally 
assumed to have negative sign, as it is deducted from the load, whilst load payback is assumed to 
have positive sign, as it is added to the load. Dashed line in Figure 4-8c presents net DSR, obtained as 
a sum of load reduction and load payback. As expected, net DSR takes lowest negative values at 
peak hour (5pm). Then as peak ceases so the net DSR does (goes toward zero). After 8pm payback 
becomes greater than load reduction (in absolute values). It is important to note that the total 
payback energy during a day is equal to the total reduced energy, i.e. all energy is recovered. 
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Figure 4-8: a) voltage in Bus 38; b) apparent power flow through line Bus 1 – Bus 2; c) DSR 
reduction and payback at system level 
The information on shifted devices is important to make a judgement on the contribution that each 
type of smart appliance adds to the total system benefit. This information contains, for each device 
type, the number of shifted devices, time step from which they are shifted, time step where they are 
shifted to, and bus number. Only few excerpts of this information are tabulated in Table 4-5. 
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Table 4-5: Details of shifted devices 
From time To time Device type Bus No. of devices 
...     
9 10 WM 1h 15 1 
9 10 WM 1h 16 2 
...     
10 14 DW 9 5 
...     
15 18 WM+TD 37 4 
...     
 
Information on shifted devices is used to calculate DSR activity. DSR activity is defined as amount of 
shifted energy multiplied by the time difference between destination time (time step the device is 
shifted to) and origin time (time step the device is moved from – this is originally scheduled time for 
device operation): 
                                
 
 (65) 
where      is DSR activity for device type   and    is energy consumption per operation cycle for 
device type   (energy consumption per cycle is given in Table 2-2). Summation in (65) is done for all 
rows in Table 4-5 that contain device type  .        and       are data from fifth, second and first 
column in Table 4-5, respectively.  
Results on DSR activity are shown in Figure 4-9a for the case of 17% load increase. As expected, it 
can be noticed that more flexible devices, in terms of shifting in time, exhibit higher DSR activity. For 
devices of the same kind, such as WM1h, WM2h and WM3h, that differ only in shifting flexibility and 
that have all other parameters the same, dependence DSR activity on shifting flexibility is almost 
linear. Since DSR activity depends also on energy consumption per cycle (factor    in (65)), devices 
that have the same shifting capabilities but different energy consumption per cycle will manifest 
different DSR activities. For example, WM3h and WM+TD both may be shifted up to 3h. However, 
since WM+TD has much higher energy consumption per operation cycle (3.3475kWh for WM+TD 
comparing to 0.887kWh for WM3h), WM+TD shows higher DSR activity. Dish Washer (DW) 
demonstrates highest DSR activity mainly as it is the most flexible device (may be shifted up to 6h) 
but also because it has higher energy consumption per cycle than a washing machine.  
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Number of shifted devices for each type of appliance is shown in Figure 4-9b. Comparing Figure 4-9a 
with Figure 4-9b, one can more clearly see the impact of energy consumption per operation cycle on 
DSR activity. For example, number of shifted washing machines with tumble dryer (WM+TD) is 
approximately the same as for the other washing machines, but DSR activity of WM+TD is much 
higher than the activity of all other washing machines together. This is due to TD, which has 
relatively high energy consumption per operation cycle. This is designated in Figure 4-9a with red 
numbers over the bars, representing percentage of total DSR activity. One can see that almost 22% 
of DSR activity is due to WM+TD, while the other three types of washing machines participate 
together less than 14%. 
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Figure 4-9: a) DSR activity; b) number of shifted devices 
In this case study it is assumed that all households have a washing machine (see Table 4-3), so the 
number of washing machines on the network is equal to the number of households: 3,000. However, 
total number of actually shifted washing machines (for all types) is 1397, which is less than half of 
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the full amount. The others that have not been shifted mostly start their operation during off-peak 
time, and their shifting would not contribute reduction in operation costs.  
It is also assumed that 80% of households have a dish washer (DW) – see Table 4-3, thus the 
estimated number of DW on the network is 2,400. As Figure 4-9b shows, 1679 of them (70%) 
participate in energy shifting, which is much higher percentage than WMs. The reason for this is 
relatively high flexibility of DW (may be shifted up to 6h) comparing to all other types of devices. So, 
the higher flexibility of a device, the higher probability it will be used for managing network 
congestions.  
Figure 4-10 shows the total number of shifted WM1h (Figure 4-10a) and DW (Figure 4-10b) for the 
whole network, together with their originally scheduled time (‘from hour’) and the time scheduled 
after the optimization (‘to hour’). This figure is obtained based on Table 4-5, when the rows with 
WM1h (DW) are extracted and summed up for all network buses. Similar graphs may be made for 
other types of smart appliances as well.  
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Figure 4-10: DSR scheduling of WM1h (a) and DW (b) for the whole network 
Figure 4-10a shows that in case of WM1h, due to its small flexibility, most devices are shifted around 
system peak – both ‘from hour’ and ‘to hour’ are within peak period (17-20h). On the contrary, DW 
has more flexibility (up to 6h) and therefore these devices are relocated away from peak period: for 
most devices ‘from hour’ is peak period (17-20h), but the time where they are moved to is the 
period of lower demand (21-23h). 
The value of the smart appliances and the economic impact they bring to the system will be given in 
Section 4.5.5, where a comparative economical analysis between DSR and storage will be made.  
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4.5.4 Storage Results  
Specified storage attached at the most distant bus 
In previous sections it was shown that under-voltage problems start from electrically distant buses in 
the network and propagate towards supply point as load increases (see  
Figure 4-4 and Figure 4-6). From this reason, installing of energy storage in the most distant bus (Bus 
38 in Figure 4-2) is explored. The storage has the following characteristics: 
Table 4-6: Storage characteristics 
Parameter Value 
Rated Power 200 kW 
Energy Capacity 1.2 MWh 
Efficiency 83% 
Type battery 
 
This situation is similar to the case described in CHAPTER 3, where storage capacity was allocated 
among selected buses. In this case, the number of selected buses is reduced to – one. With specified 
storage attached to Bus 38, performed is the same analysis as before: load was increased up to 30% 
in steps of 1%, which covers time period of 20 years (assuming annual load growth of 1.3%). All 
other network and load parameters are the same as before.  
The results of the analyses show that specified storage installed at Bus 38 helps network to support 
load growth up to 12%, which happens in Year 9. When load increases 12%, line between Bus 1 – 
Bus 2 becomes overloaded. In Year 11, when load increases 15%, Bus 37 and Bus 38 go under-
voltage. With further increase of load, under-voltage conditions propagate towards Supply Point, as 
shown in  
Figure 4-11. There are total 23 buses going under-voltage during the observation period, which is the 
same with base case (with no storage). The only difference is that under-voltage in Bus 37 and Bus 
38 occur in Year 11 with storage, comparing to Year 4 in Base Case without storage.  
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Figure 4-11:  Under-voltages propagation towards supply point in case when Storage 200kW, 
1.2MWh is installed in Bus 38 
Table 4-7 shows overloaded network lines, load level and year when overloading occurs, as well as 
line length and present value of replacement costs. 
Table 4-7: Line thermal capacity constraints violation vs. load growth 
Load Growth 
[%] 
Year 
Overload line 
From Bus – To Bus 
Length 
[m] 
Replace Cost (PV) 
[£] 
12 9 1 - 2 275 14858 
24 17 13 - 15 50 1839 
28 19 2 - 3 1900 61991 
TOTAL:  3 lines 2225 78688 
 
There are totally 3 lines to be replaced, total length of which is 2.2km, and the present value of the 
replacement cost is £79k (compare to Base Case: cost to reinforce 7 lines with over 10km was £387k, 
see Table 4-2). Figure 4-12 highlights the lines in the network to be reinforced and indicate the years 
when the reinforcement should take place. From the results presented, it can be concluded that for 
this network with Energy Storage installed at the most distant bus, network reinforcement may 
defer for about 5 years: instead of reinforcing line Bus 1 – Bus 2 in Year 4 in Base Case, with storage 
it has to be reinforced in Year 9. Total costs saving due to this particular storage installed in the most 
distant bus is almost £308k, compared to Base Case. 
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Figure 4-12: Congested lines and reinforcement schedule caused by load growth in case when 
given storage is installed in the most distant bus 
Figure 4-13 shows voltage in the most distant bus (Bus 38), power flow through line Bus 1 – Bus 2 
and storage activity just before and after the overload occurs, i.e. when load increases 11% and 12%.  
By analyzing Figure 4-13 c) that shows storage activity, it can be concluded that it is the storage 
power rather than storage energy capacity that limits the utilization of this specific storage in the 
network: storage has energy capacity of 1.2MWh, thus it is capable to discharge rated power of 
200kW in duration of 6h. Peak duration itself is 3 hours, from 4pm to 7pm. However, when load 
increases 12%, there is line overloading in spite of storage being discharged at full power at 5pm and 
6pm. This overloading occurs since storage rated power is not enough to support increasing load. It 
is worth noting that storage prevents voltage magnitude in Bus 38 falling below the lower limit of 
0.94p.u, as shown in Figure 4-13a. The same chart shows that voltage drops to 0.93p.u. when load 
increases 11% if storage is not applied. 
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Figure 4-13: voltage in the most distant bus (Bus 38) (a); apparent power flow through the most 
congested line (Bus 1 – Bus 2) (b); Storage activity (c) 
Also note in period 1-6am voltage in the most distant bus in case of storage is lower than in base 
case (Figure 4-13a). It is due to storage charging in this period. Storage charging is even higher at 4-
6am, when system demand is lower and voltage in the network is higher (compare to solid line in 
Figure 4-13a representing the voltage in base case). This voltage self-regulation by storage (to charge 
during light demand and discharge during heavy demand) is not specifically modelled. However, it is 
the consequence of reducing network losses, as it will be explained in Section 4.5.6. Note that 
energy discharged from the storage is always less than the energy stored (Figure 4-13c), due to 
energy conversion losses in storage. The role of storage efficiency will be discussed when the losses 
in the network are analyzed. 
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Optimal Storage size and location 
In previous section it was demonstrated that specified storage (200kW, 1.2MWh) installed in the 
most distant bus is insufficient to successfully resolve network congestion problems when load 
increases over 11%. Related to this, several questions arise: 
– What is the maximal load growth that can be resolved by storage utilization? 
– What are storage optimal rated power and optimal energy capacity to support that 
maximal load growth? 
– Where (which bus) should the storage with parameters found above be placed? 
In order to answer these questions, storage model described in Section 4.3 is applied. A set of twelve 
buses eligible for storage installation is: 2, 6, 11, 18, 23, 26, 27, 28, 29, 34, 36, and 38, as indicated 
with circles around buses in Figure 4-14. The selection of eligible buses for storage placement 
depends on the space available for storage and auxiliary equipment installation, bus infrastructure, 
etc. Usually a DNO would install a single storage in the feeder, so the optimization has to choose 
only one amongst these 12 buses to place the storage at. If there were two storage devices, then the 
optimization would chose two buses, etc. The estimated total storage cost is £1,000 per installed kW 
[93]. 
As before, load was increased up to 30% in steps of 1%. All other network and load parameters 
remain intact. 
The results of the analyses show that the optimal storage location is Bus 29, as shown in Figure 4-14. 
Optimal storage size is found to be 750kW and 3.7MWh. This storage helps network to endure load 
growth up to 25%. In Year 18 when load increases 26%, lines Bus 1 – Bus 2 and Bus 13 – Bus 15 
become overloaded and at the same time Bus 37 and Bus 38 go under-voltage. When load further 
increase to 30%, there are total five buses going under-voltage (Bus 34 to Bus 38, inclusively), 
comparing to 23 buses in Base Case.  
Figure 4-14 highlights the lines in the network to be reinforced and indicates the years when the 
reinforcement should take place. 
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Figure 4-14: Congested lines and reinforcement schedule in case of optimal storage location and 
size  
Table 4-8 lists the overloaded network lines. It also shows load level and year when overloading 
occurs as well as line length and present value of replacement costs. 
Table 4-8: Line thermal capacity constraints violation vs. load growth 
 (optimal storage location and size) 
Load Growth 
[%] 
Year 
Overload line 
From Bus – To Bus 
Length 
[m] 
Replace Cost (PV) 
[£] 
26 18 1 - 2 275 9522 
26 18 13 - 15 50 1731 
TOTAL:  2 lines 325 11253 
 
There are totally 2 lines to be replaced, total length of which is 325m, and the present value of the 
replacement cost is about £11k (compare to Base Case: cost to reinforce 7 lines with over 10km was 
£387k, see Table 4-2). From the results presented, it can be concluded that for this network with 
Energy Storage (750kW, 3.7MWh) installed in Bus 29, network reinforcement may defer for about 14 
years, whilst total costs saving is almost £374k. 
Figure 4-15 explains the impact of storage location on voltage in the most distant bus (Bus 38): if 
storage (750kW, 3.7MWh) is installed in Bus 29, as suggested by optimization, no under-voltage 
occurs when load grows 25%. However, if storage is installed in Bus 27, there is under-voltage in Bus 
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38 during peak hours 5-6pm, as the inset in Figure 4-15 shows. This under-voltage is relatively small, 
but it can be demonstrated that the farther storage is installed from Bus 38, the higher the under-
voltage in the bus. This is why storage cannot be placed in any bus closer to the supply point. 
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Figure 4-15: Voltage in Bus 38: voltage stays above low limit only if Storage is installed at Bus 29 
Also because of the low voltage problem, storage cannot be placed in Bus 34, or any other bus 
towards the end of the feeder. Dotted line in Figure 4-15 clearly indicates that during storage 
charging (1-6am) voltage in Bus 38 falls below -6% of the nominal value if storage is installed in Bus 
34. The voltage condition in the most distant bus (Bus 38) would worsen if storage was placed closer 
to the feeder end. Therefore, the optimal storage location amongst eligible buses is Bus 29. 
4.5.5 Economic benefits of Demand Side Response and Energy Storage  
In this section, a comparison of economic benefits between alternative methodologies is presented. 
For this analysis, it is assumed that economic benefits come from the savings in underground cables 
reinforcement costs. As the reinforcements should take place at different years in future, in order to 
get a fair estimation of the total expenditure, all the costs are referred to the current year, which is 
done by using present value calculations as described in Section 4.5.2, Equation (64).  
Table 4-9 gives a summary of the results obtained in previous sections for each discussed approach. 
Tabulated are, apart from the present value of the replacement costs, some additional information 
such as when the first investment is necessary, the total number of lines to be replaced in the 
observed period and their total length.  
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Table 4-9: Comparison of economical benefits of DSR and Storage 
  Methodology 
  Base Case DSR Storage 200kW Storage 750kW 
Year of 1st investment  4 13 9 18 
Number of lines to replace  7 2 3 2 
Total length [m] 10,762 325 2,225 325 
Total replacement cost (PV) [£] 386,849 13,880 78,689 11,254 
Replacement cost savings [£] - 372,969 308,160 375,595 
Investment cost [£] - 21,600 200,000 750,000 
Net benefit [£] - 351,369 108,160 -374,405 
 
Based on the cost for replacement of 11kV underground cable of £82,900 [£/km] [90], total present 
value of replacement cost is calculated. Cost saving for each technology (DSR or Storage) is obtained 
when the replacement cost for that technology is subtracted from the replacement cost in base 
case.  
The net benefit is calculated under certain assumptions. First of all, it is assumed that the storage 
investment cost is £1,000/kW [93]. It means that: 
- investment in 200kW storage costs £200,000 
- investment in 750kW storage costs £750,000 
Investments related to DSR assume there are: 
- mass deployment of smart appliances 
- existence of smart meters in households 
- existence of communication network between smart meters and central DNO 
dispatching centre 
- investment cost per appliance is £4 [67], including the communication between smart 
meter and appliance 
- estimated number of smart appliances in this network is 5,400, therefore the 
investment cost is                 
The net benefit is then calculated when the investment cost is deducted from the cost savings. 
From Table 4-9 and obtained results, it can be concluded that Storage of 200kW is economically 
justified. However, storage of 750kW is still not economically justified, taking into account present 
cost of investment. DSR is economically justified under the above-mentioned assumptions. However, 
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note that in this analysis the only source of economic benefit comes from savings in replacement 
costs. Other stream of revenue for storage and DSR may also come from wind energy integration, 
ancillary system services provision, reduction in CO2 emissions etc. 
The value that storage brings to the system in order to postpone the network reinforcement may be 
defined as avoided costs in the network investments for the observed period: 
      
 
      
  
        
        
  (66) 
where    and       are network investment costs without and with storage, respectively.         
is observation period, in this case 20 years. The values for    and       are taken from Table 4-9. 
For storage 200kW, from Table 4-9 one obtains: 
           
 
  
 
            
   
 
      
  
    
which says that value of storage for the total period of 20 years is      £/kW, and annualized value 
is almost a 80 £/kW. For storage 750kW, value is: 
           
 
  
 
            
   
 
     
  
    
Value of 750kW storage is almost one-third of the 200kW storage. The results are in line with those 
obtained in CHAPTER 3.  
Similarly, the value of smart appliances can be defined as avoided costs in the network investments 
for the observed period. Value per smart appliance (average value) is then: 
     
 
      
  
       
   
  
 
  
 
            
    
 
    
  
     
where      are network investment costs with smart appliances, that also may be found in Table 
4-9.     is total number of smart appliances on the network. Thus, the value that each smart 
appliance brings to the system for the whole observation period is about 70 £/device, and 
annualized value is around 3.5 £/device/year. 
4.5.6 Network losses reduction with DSR and Storage 
This section will discuss a phenomenon which has been discovered during testing the non-linear OPF 
model with DSR and Storage. Namely, as it was mentioned above, both DSR and Storage have a 
tendency to flatten the network voltage profiles: DSR shifts load to the periods of low demand and 
relatively high voltages, thus lowering the voltages in these periods. It also shifts load from the 
periods of higher demand and relatively low voltages, thus increasing voltage. This happens even in 
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case when voltage or line thermal capacity constraints are not infringed. As a result, voltage profiles 
will be less dynamic.  
Similarly, storage is charged during low demand and relatively high voltages and discharged during 
higher demand and relatively low voltages. This results in reduced time-variation of voltages 
throughout the network. However, in contrast to DSR, which is exercised to flatten the voltages at all 
load levels, it was noticed that storage becomes active only when load grows over certain amount. 
During these tests the voltage constraints and line thermal capacity constraints were both disabled, 
so the constraints were not a trigger for storage activity. Since the principal difference, from the 
modelling point of view, between the shifting algorithm incorporated in DSR and storage, is that the 
former one has no losses and the latter one has losses due to efficiency of charging and discharging, 
the research was focused in that direction. When the storage efficiency was set to 100%, it started 
behaving alike to DSR.  
The explanation for this behaviour of DSR and Storage lays in network losses: voltage in the network 
depends on load - the higher the load the lower the voltage. Apart from voltage, the losses in 
network lines also depend on load: losses are higher in periods of higher load. This is shown in Figure 
4-16, which portrays total load (upper chart), total power losses in the network (middle chart) and 
voltage profile in Bus 38 (lower chart).  
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Figure 4-16: Dependence of total network losses (middle chart) and voltage (lower chart) on 
system load (upper chart) 
The optimization tries to reduce the losses, as it will lead to the lower generation costs. In other 
words, it will try to reduce load whenever possible.  
In case of DSR, since there are no losses associated with load shifting, DSR will shift load at all 
demand growth levels. This is shown in Figure 4-17, depicting the net DSR, for the case when there is 
no load increase and the case when load grows 20%. Negative values of net DSR mean load 
reduction, whilst positive values mean payback. It can be seen that for both load growth levels DSR 
is active. This has repercussions to total network losses as shown in Figure 4-18. Finally, Figure 4-19 
depicts voltage in Bus 38. 
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Figure 4-17: Net DSR activity 
 
Figure 4-18: Total losses in the network with and without DSR when: there is no increase in load 
(upper chart) and load increases 20% (lower chart) 
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Figure 4-19: Voltage in Bus 38 with and without DSR, for no load increase and for load increase 
20% 
Even though losses are increased during payback periods (8-12pm), total network losses are reduced 
when DSR is applied, for any load level. Table 4-10 shows network losses, in addition to DSR reduced 
and payback energy for three demand levels: 0%, 10% and 20% growth. 
Table 4-10: Total network losses are reduced due to DSR 
Load 
Network Losses 
[MWh] 
DSR energy 
[MWh] 
Without 
DSR 
With DSR Losses reduction Reduction Payback DSR Losses 
(1) (2) (3) = (1) - (2) (4) (5) (6) = (4) - (5) 
Load + 0% 5.4191 5.3351 0.084 4.1963 4.1963 0 
Load +10% 6.7213 6.6122 0.1091 4.3272 4.3272 0 
Load +20% 8.2108 8.0744 0.1364 4.3984 4.3984 0 
 
Similar analysis is done with a storage (200kW, 1.2MWh, 83%) attached to Bus 38. Here the storage 
rated power, energy capacity size and the bus where it is attached does not play the role, since the 
constraints related to bus voltages and lines thermal capacity are disabled. The main parameter that 
affects optimizer selecting storage activity is storage efficiency, as will be shown in the following 
text.  
Figure 4-20a shows storage activity, for the case when load grows 0%, 10% and 20%. One can see 
that storage is not active for load growth 0% and 10%. This is why losses in the network are the same 
without and with storage, Figure 4-20b – upper chart. The same applies to voltages, Figure 4-20c. 
However, in case of 20% load growth, storage is active (Figure 4-20a), which has impact on losses 
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(Figure 4-20b – lower chart) and voltages (Figure 4-20c). In this case, storage is charged during low 
load period (4-5am) and discharged during peak time (5-6pm). Note that charging and discharging 
power are about 50kW which is far below the storage rated power of 200kW. 
 a) 
 b) 
 c) 
Figure 4-20: Storage (83% efficiency) activity (a); total losses in the network (b) and voltage in Bus 
38 (c) 
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In order to explain this behaviour, tabulated in Table 4-11 are the network losses, losses reduction, 
storage charged and discharged energy as well as losses in storage due to its efficiency. 
Table 4-11: Total network losses are reduced due to storage 
Load 
Network Losses 
[MWh] 
Storage energy 
[MWh] 
Without 
Storage 
With 
storage 
(Eff. 83%) 
Losses reduction Charge Discharge Storage Losses 
(1) (2) (3) = (1) - (2) (4) (5) (6) = (4) - (5) 
Load + 0% 5.4191 5.4191 0 0 0 0 
Load +10% 6.7213 6.7213 0 0 0 0 
Load +20% 8.2108 8.1947 0.0161 0.0919 0.0763 0.0156 
 
In first two cases, 0% and 10% of load increase, storage is not active. When load grows 20%, storage 
becomes active. Total network losses in this case are reduced for 16.1kWh, due to storage. At the 
same time, losses in the storage are 15.6kWh, which is less than the network losses reduction. The 
total energy balance for this case indicates that 0.5kWh energy is saved. The storage is active only 
when the energy losses reduction in the network is greater than the losses in the storage. 
In order to prove this finding, storage efficiency is set to be 100% and the same analysis is repeated. 
Results are given in Figure 4-21 and Table 4-12.  
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 b) 
 c) 
Figure 4-21: Storage (100% efficiency) activity (a); total losses in the network (b) and voltage in Bus 
38 (c) 
As expected, this time storage is active for all case of load growth, as demonstrated in Figure 4-21a. 
Storage is charged in period of low demand (1-6am and one hour in the afternoon – 3pm) and 
discharged when the load is higher: 8am-8pm (except 3pm). When the storage is charged, losses in 
the network increase, comparing to base case without storage (Figure 4-21b) and voltages reduce 
(Figure 4-21c). During discharge period, network losses are reduced and voltages boosted. Total 
reduction in network losses with this 100% efficient storage is greater than DSR case (compare with 
Table 4-10). Reason for this is higher storage flexibility comparing to DSR. 
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Table 4-12: Total network losses are reduced due to storage 
Load 
Network Losses 
[MWh] 
Storage energy 
[MWh] 
Without 
Storage 
With 
storage 
(Eff. 100%) 
Losses reduction Charge Discharge Storage Losses 
(1) (2) (3) = (1) - (2) (4) (5) (6) = (4) - (5) 
Load + 0% 5.4191 5.3022 0.1169 1.2947 1.2947 0 
Load +10% 6.7213 6.5793 0.1420 1.2921 1.2921 0 
Load +20% 8.2108 8.0357 0.1751 1.2886 1.2886 0 
This section may be concluded by saying that both DSR and Storage technologies, modelled to 
reduce system operation costs, have positive side effects. This means they will aim to reduce 
network losses, by reducing network branches loading during peak hours. However, it is not likely 
that storage will be used for network losses reduction only, since there are energy losses in the 
storage itself due to charging and discharging efficiency. Nevertheless, storage is intended to help 
congestions in the heavily loaded networks and thus it will implicitly reduce losses as well. On the 
other hand, as there are no losses associated with smart appliances’ shifting, they could be used for 
network losses reduction as well.  
4.6 Case Study 2 
This case study shows an example of potential deployment of energy storage as a valid alternative to 
improve security of supply and instead of network reinforcement.  
4.6.1 Analyzed test system and problem description 
Leighton Buzzard substation consists of two 33/11kV/kV transformers, rated power 19MVA each 
(38MVA each in emergency regime), supplied from Sundon 132/33 kV/kV substation. Schematic 
diagram of the network is given in Figure 4-22a, showing the normal operation of the transformers. 
The branch supplying transformer T1 in Leighton Buzzard consists of the lines connecting the buses 
1-2-3-4 and 5. This branch will be denoted as Branch 1. Similarly, the branch supplying transformer 
T2 consists of the lines connecting the buses 1’-2’-3’-4’ and 5’. This branch will be denoted as Branch 
2. The lengths of the lines are also shown in Figure 4-22a. The major difference between the two 
branches is that the parallel lines connecting Bus 3 and Bus 4 are 1.63 and 1.64km long, whilst the 
parallel lines, between Bus 3’ and Bus 4’ are 1.02 and 1.06km long. Thermal capacities, expressed in 
MVA, are given in the parenthesis next to each line.  
Normal working condition assumes that transformers T1 and T2 in Leighton Buzzard substation are 
not operated in parallel. Both section breakers SB33 at 33kV and SB11 at 11kV in Leighton Buzzard 
substation are normally opened. 
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Figure 4-22: Schematic diagram of Leighton Buzzard 33/11 kV/kV substation 
Circuit data is given in Table A. 4-4, APPENDIX 4, from which it can be noted that both branches 
supplying T1 and T2 have very similar parameters. Data about transformers T1 and T2 is given in 
Table A. 4-5, APPENDIX 4.  
Of a particular interest for further analysis is a period of relatively high demand as it was, for 
example, in winter 2011. Figure 4-23 shows measured apparent powers flowing through each 
transformer as well as their sum for 12th and 13th January 2011. Peak is very sharp and occurs around 
6pm each day, reaching 34MVA on 12th January.  
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Figure 4-23: Loading of transformers T1 and T2 and total load 
Under normal working conditions no line in the network experience overloading even during the 
peak time. This is demonstrated in the last column in Table A. 4-4, APPENDIX 4, where a snapshot of 
apparent power flows on 12th January 2011 at 18.00 is shown – apparent power in all the network 
lines are within thermal capacities. Assumed power factor for this case study is 0.96. 
Voltage conditions in the network are also regular, with voltage magnitudes being in all buses in the 
range 6% around nominal value. Network voltage profile for the peak time is shown in Figure 4-24. 
 
Figure 4-24: Network voltage profile during peak in normal working conditions (12th January 2011 
at 18.00) 
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However, the problem arises when one of the branches that supply the transformers experiences an 
outage during high demand periods. In that case total load must be supplied from another branch.  
In case of outage of Branch 1 supplying transformer T1, both transformers T1 and T2 are supplied 
from Branch 2 and line Bus 2’ – Bus 3’ becomes a bottleneck in case of heavy load conditions as 
experienced on 12-13 January 2011. Similarly, if Branch 2 supplying transformer T2 has a failure, 
both transformers are supplied from Branch 1 and line Bus 2 – Bus 3 becomes a bottleneck.  
Due to symmetrical network topology, similar results are obtained in either branch failures. 
However, slightly more critical situation is the outage of Branch 2, which consists of somewhat 
shorter lines, in which case both transformers are to be supplied from Branch 1. This circumstance is 
presented in Figure 4-22b, and it will be further analyzed. This analysis assumes that during Branch 2 
outage, load in Leighton Buzzard substation is supplied from both transformers T1 and T2. 
Otherwise, if supplied from only one transformer, that transformer would be slightly overloaded 
over its emergency rating. 
Table A. 4-6, APPENDIX 4 shows apparent power snapshot during peak hour in case of Branch 2 
outage, when total load in Leighton Buzzard substation is supplied from Branch 1, from which one 
can see that line Bus 3 – Bus 2 is overloaded. Time evolution of apparent power through this line is 
given in Figure 4-25. Straight horizontal line denotes the line thermal capacity limit. 
 
Figure 4-25: Apparent power through line Bus 2 – Bus 3 during outage of Branch 2 
From Figure 4-25 it can be seen that this line is overloaded almost half of the day from 8am-9pm on 
12th January 2011. On that day, around peak period, apparent power through the line reaches the 
maximal value over 40MVA. 
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In order to get a better insight on the network conditions during the peak, a detailed snapshot of the 
power flows through network lines is detailed in Table 4-13. Only the lines comprising Branch 1 and 
both transformers T1 and T2 are listed.  
Table 4-13: Apparent power flows and active and reactive power losses in the network lines during 
peak, 12th January 2011 at 18.00 in case of Branch 2 outage 
==============================================================  
|                         Power Flow                         | 
==============================================================  
Line    From   To    From Bus   To Bus    Loss      Loss   
 No.    Bus    Bus    S (MVA)   S (MVA)   P (MW)    Q (Mvar)  
-----  -----  -----  --------  --------  --------  --------  
   1      1      2     15.31    -15.31    0.005      0.00  
   2      1      2     25.32    -25.33    0.006      0.01  
   3      4      5     36.69    -36.21    0.259      0.61  
   4      4      3    -18.30     18.33    0.091      0.06  
   5      4      3    -18.39     18.41    0.092      0.06  
   6      3      2    -36.74     40.28    1.823      4.34  
   7      5      6     18.19    -17.37    0.006      2.38  
   8      5      6     18.03    -17.22    0.006      2.36  
                                         --------  --------  
                               Total:     2.288      9.82  
 
 
Table 4-13 shows significant losses of reactive power in the overloaded line (row 6 in Table 4-13, Bus 
3 – Bus 2) as well as in the transformers, reaching almost 10Mvar during peak. Losses of active 
power are also relatively high in the overloaded line, reaching about 2MW. 
Network voltage profile at peak time, in case of Branch 2 outage is shown in Figure 4-26. Voltage 
magnitude at 11kV (Bus 6 and Bus 6’ in Figure 4-26) is kept near the nominal value as the 
transformers are equipped with tap changers. Transformer voltage at 33kV side (Bus 5) is just below 
the lower margin of -6%.  
 
Figure 4-26: Network voltage profile during peak, in case of Branch 2 outage 
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4.6.2 Solutions to the problem 
Network reinforcement 
As we have seen from above analysis, if Branch 2 experiences an outage during heavy load 
conditions, line Bus 2 – Bus 3 will become overloaded. Similarly, if Branch 1 fails, line Bus 2’ – Bus 3’ 
becomes overloaded. Engineering recommendation P2/6 [91] requires both lines to be reinforced. 
Each of them are approximately 10km long, therefore in total 20km of the line should be reinforced. 
Taking into account that replacement cost for 33kV underground cable is £250,000/km [90], one 
gets the total replacement cost: 
                                        
Therefore, total reinforcement cost of the congested lines is approximately £5M.  
Utilization of Energy Storage 
Instead of network reinforcement, distribution network operator (DNO) considers to install energy 
storage on 11kV side in Leighton Buzzard substation. Since the location is already proposed by DNO, 
the methodology explained in Section 4.3 is applied to determine the optimal size of the storage. 
Based on the load level as it was 12th of January 2011, when Branch 2 was out of order, the obtained 
results suggest installing storage with the following parameters:  
Table 4-14: Required energy storage parameters for power flow control 
Active Power 5.9 [MW] 
Energy 22 [MWh] 
 
Taking into account a rough price of storage technologies to be £1,000/kW, this would cost 
approximately £6M, which is higher than the network reinforcement. 
Time evolution of apparent power through line Bus 2 – Bus 3 without and with storage is given in 
Figure 4-27 (upper chart). We can see that the line thermal capacity is not exceeded when storage is 
exercised. Figure 4-27 (lower chart) shows storage activity, charging and discharging. As expected, 
storage is charged during low load periods and discharged at full capacity during peak hour. 
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Figure 4-27: Apparent power through line Bus 2 – Bus 3 during outage of Branch 2 with and 
without storage (upper chart); lower chart shows storage activities 
With support of storage, voltage conditions in the network are regular even during the abnormal 
working condition, with voltage magnitudes being in the range 6% for all buses, as shown in Figure 
4-28. 
0 6 12 18 24 30 36 42 48
-6
-4
-2
0
2
4
6
time [h]
S
to
ra
g
e
 [
M
W
]
 
 
discharge
charge
0 6 12 18 24 30 36 42 48
15
20
25
30
35
40
45
time [h]
S
 [
M
V
A
]
 
 
with storage
without storage
CHAPTER 4: Storage and Smart Appliances in Distribution Networks                       144 | P a g e  
 
 
Figure 4-28: Network voltage profile during peak, in case of Branch 2 outage with support of 
storage 
 
Energy Storage and Reactive Compensation 
Careful examination of Table 4-13 discovers relatively high reactive power losses in the overloaded 
line and in the transformers during abnormal working conditions. This leads to the suggestion of 
combining and controlling reactive power compensation in addition to the active power output of 
the storage. Such systems are already commercially available, for example the one combining Static 
Var Compensator (SVC) with battery energy storage [89]. 
The methodology explained in Section 4.3 is expanded to involve reactive compensation control by 
adding a term in the objective function (30) that penalizes voltage deviations from the nominal 
value. As a result, the following optimal storage parameters are obtained: 
Table 4-15: Required energy storage parameters for power flow control with reactive 
compensation 
Active Power 2.55 MW 
Reactive Power 9.60 Mvar 
Energy 4.60 MWh 
 
Comparing with the previous results (Table 4-14), when only the active power was controlled, one 
can see that the active power requirement is now almost halved, while the energy capacity 
requirements is reduced more than four times.  
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Using an educated guess that reactive power compensation costs about £50/kvar, total cost is 
approximately: 
           
 
    
                  
 
  
             
This leads to the conclusion that reactive compensation allows significant reduction in storage 
capacity and consequently in the storage costs. 
Time evolution of apparent power through line Bus 2– Bus 3 in base case (without storage) as well as 
with storage and reactive power control is given in the upper chart in Figure 4-29, while middle chart 
shows storage activity: charging and discharging. Finally, lower chart in Figure 4-29 shows reactive 
power provided by storage.  
 
Figure 4-29: Apparent power through line Bus 2– Bus 3 during outage of Branch 2 with and 
without storage (upper chart); storage active power charging and discharging (middle chart); and 
reactive power compensation (lower chart) 
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Voltage conditions in the network are also regular, with voltage magnitudes being in the range 6% 
in all buses. Figure 4-30 shows distribution of voltages throughout the network during the peak. 
 
Figure 4-30: Network voltage profiles during peak time, in case of Branch 2 outage with storage 
and reactive power compensation 
Reactive power control leads to the reduced variance of the network voltages. In case of active 
power control only and no voltage control the voltage variance is 0.0014pu, while in case with 
reactive compensation and voltage control the variance is reduced to 0.0009pu. 
4.7 Conclusions 
In this chapter, a methodology to support distribution network operation using demand side 
response and storage technologies is developed and successfully employed to control the voltages 
and power flows in the network, bringing the benefits to the network operator. The methodology is 
applied to two case studies: 
-  11kV distribution network feeder where the problems related to the lack of network 
capacity and under-voltages in distant buses emerge.  
- 33/11 kV/kV substation where the security of supply of the load is at risk when one of 
the upstream supplying branches is not in operation during high demand periods. 
Utilization of storage was explored as an alternative to network reinforcement.  
In both cases it was demonstrated that the proposed approach with enabling technologies facilitates 
active network management in terms of:  
-  optimizing the existing network capacity utilization 
- deferring network reinforcement  
- reducing network losses 
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- improving power quality and  
- improving security of supply 
A model that optimizes sizing and location of the storage is presented and tested. DSR and storage 
location models in AC networks are non-linear mixed integer optimization problems whose 
dimension depends on network size. Sequential Linear programming approach is used within 
commercial optimization software. 
In the first case study, the benefits that smart appliances and storage bring to the network in terms 
of reinforcement costs savings are quantified using cost avoidance criteria considering a period of 20 
years. Present value method is used to refer all the costs to the current year.  
For this particular system, reinforcement may be postponed for about 9 years by utilization of DSR. 
The length of replaced underground cables during this period is reduced from 10,762m (with no 
DSR) to 325m (with DSR), which brings the net benefit of about £351k to the system if the 
investment in the communication infrastructure and hardware requirements are taken into account. 
Value per device is found to be around £70 for the whole period. Annualized value is about 3.5 
£/device/year.  
With a specific storage device (200kW, 1.2MWh) attached to the most distant bus relative to the 
supply point, the first network reinforcement was necessary in Year 9, which is 5 years deferment 
compared to the base case. It was shown that in this case, storage rated power was insufficient to 
stop line overloading in Year 9. With this particular storage, there is requirement to reinforce three 
lines of total length 2225m during the period of 20 years, comparing to seven lines and more than 
10km without storage. Net benefit to the system is around £108k, and the value of storage is almost 
£80/kW/year.  
The next question answered in this chapter was related to optimal storage sizing (capacity and 
power) and location to maximally postpone investment in network reinforcement. It was found that 
storage 750kW, 3.7MWh located in Bus 29 would defer network reinforcement for about 14 years. 
However, it was shown that this storage would not be economically justified with present cost of 
battery technology. 
Analysis of storage and DSR impact on network losses is also performed. It was shown that both DSR 
and Storage tend to reduce network losses. However, storage is used in this purpose only when the 
energy losses reduction in the network is greater than the energy losses in the storage.  
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Second case study summarises thinking by which energy storage can form a valid alternative in 
future for traditional circuit and transformer reinforcement options. It demonstrates that a DNO can 
operate a storage device with sufficient reliability to meet P2/6 security recommendations.  
Network reinforcement to accommodate the peaks during the abnormal working conditions in case 
of an outage of the upstream network to the supply point would require replacement of 20km long 
33 kV circuit that would cost approximately £5M. An alternative to the network reinforcement is 
instalment of energy storage, and there are two options for this: 
- storage with active power control only: this approach requires a storage of about 6MW 
and 22MWh, which would cost around £6M 
- storage with active power and reactive compensation: this would need a combination of 
SVC and battery energy storage, required to deliver 2.6MW and 9.6Mvar at peak time. 
The required energy capacity for this storage is about 4.6MWh, which is approximately 
2h of work at rated power. This solution would halve the costs to around £3M. 
Both case studies show that Storage and DSR may be used for network assets investments deferral, 
thus more efficiently using the existing network capacity. Both technologies have advantages and 
drawbacks and the benefits they bring to the network operation are very system-specific. DSR is 
distributed throughout the network, but requires communication infrastructure and is less flexible 
than storage. Storage is more beneficial to the network operation due to higher flexibility. On the 
other side, it has inherent energy losses and requires space and maintenance. Also, it is usually set in 
one node on the feeder and this location should be carefully chosen as it was recognized to be one 
of the key drivers for the value of storage, apart from storage size and efficiency. It was also shown 
that reactive power compensation can significantly reduce required storage sizing.  
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CHAPTER 5. Electrical Vehicles in Electricity Networks 
5.1 Introduction 
As explained in CHAPTER 1 a large-scale electrification of the transport sector is expected in next few 
decades, which will require significant investments in generation and network capacity in order to 
overcome problems related with high peaks and network congestion, if vehicles’ battery charging is 
to be performed without any control (Business as Usual). However, due to low diversity of EV 
demand, this will lead to an inefficient utilisation of generation and network assets. In this chapter a 
novel methodology is presented for optimal charging of the electric vehicles to support network 
operation, reduce peak and help the utilization of renewable energy. The methodology is 
implemented in a multi-period DC OPF where the network and EV constraints are modelled as a part 
of problem formulation. By this, considered are the real life driving statistics of the light/medium 
size vehicles (according to the vehicle licensing data [113], more than 92% of total UK fleet consists 
of light/medium size vehicles). The statistics are based on the UK driving patterns [111]. 
Light/medium size vehicles are characterized with short journey times and relatively small distances 
driven, being off road on average 90% of the time [115]. In order to support this type of driving 
patterns, the upcoming electric vehicles will feature relatively modest amount of energy and 
relatively high power ratings of the on board batteries. These characteristics will make EV 
particularly suitable for network operation support, as they offer very flexible charging time. This can 
provide significant benefits, not only to the efficient utilisation of generation capacity, but also to the 
operation of distribution and transmission networks. Presented work considers a grid-to-vehicle 
concept (G2V), where the electric power flows one-way from grid to the batteries in the vehicles. 
Vehicle-to-grid applications (V2G), where the batteries can be discharged to support network 
operation, are not considered in this work. Thus, conservative estimates will be obtained for the 
benefits of incorporating EV demand response to assist with real time network control. This work 
does not consider any specific battery technologies and related battery costs, duty (charge-
discharge) cycles, durability, life expectancy, etc. 
This chapter is organized as follows: Section 5.2 describes essential UK transport characteristics for 
the small/medium size vehicles, based on which several important conclusions will be derived, such 
as driving patterns, number of journeys per day, start/end times of the journeys, daily travelled 
distances and their distributions, as well as probability of a car being stationary. Also, the energy 
required for each type of the journey will be estimated. Section 5.3 explains how driving distance is 
reduced into three basic groups: short, medium and long. The number of vehicles for each journey 
type, their start and end times and the energy required are also determined in Section 5.3. Different 
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charging strategies and their formulation are described in Section 5.4. Testing the algorithm is given 
in Section 5.5. Finally, Section 5.6 brings some conclusions. 
5.2 Basic UK Transport Characteristics 
Annual transport statistics data representing light/medium size vehicles may be found in the 
National Travel Survey (NTS) database [111]. The information refers to individual journeys made by 
the entire vehicle fleet, and is ordered according to journey start and end times, as well as distances 
travelled. An illustrative sample of the data is shown in Table 5-1. 
Table 5-1: Sample of original data from NTS database 
Start time End time Distance band 
No. of journeys 
(yearly) 
00:00 – 00:59 00:00 – 00:59 Under 1 mile 2,526,441 
00:00 – 00:59 00:00 – 00:59 1 to under 2 miles 5,835,213 
00:00 – 00:59 00:00 – 00:59 2 to under 3 miles 5,419,649 
… … … … 
00:00 – 00:59 01:00 – 01:59 2 to under 3 miles 465,936 
00:00 – 00:59 01:00 – 01:59 3 to under 5 miles 1,802,352 
00:00 – 00:59 01:00 – 01:59 5 to under 10 miles 1,171,135 
… … … … 
00:00 – 00:59 02:00 – 02:59 50 to under 100 miles 173,152 
00:00 – 00:59 03:00 – 03:59 100 to under 200 miles 179,448 
00:00 – 00:59 04:00 – 04:59 200 miles and over 141,670 
… … … … 
23:00 – 2359 23:00 – 23:59 25 to under 35 miles 2,828,670 
23:00 – 2359 23:00 – 23:59 35 to under 50 miles 532,048 
23:00 – 2359 23:00 – 23:59 50 to under 100 miles 336,859 
 
For an individual journey type, the data in Table 5-1 specifies the journey start time, end time, and 
distance driven during the journey, as well as the total number of journeys falling into that type 
during a year. There are in total 854 entries in the table9.  
In order to obtain daily numbers of journeys, annual values are divided by 365, resulting in Table 5-2. 
                                                            
9 Due to the size of the table, only a sample is shown. 
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Table 5-2: Daily numbers of journeys and distances (obtained from Table 5-1) 
Start time End time 
Band limit 
[mile] 
No. of 
journeys 
(daily) 
Lower 
distance 
[km] 
Higher 
distance 
[km] 
Average 
distance 
[km] 
00:00 – 00:59 00:00 – 00:59 < 1 6,922 11,137.11 11,137.11 11,137.11 
00:00 – 00:59 00:00 – 00:59 1 - 2 15,987 25,722.90 51,445.80 38,584.35 
00:00 – 00:59 00:00 – 00:59 2 - 3 14,848 47,782.00 71,673.00 59,727.50 
… …  … … … … 
00:00 – 00:59 01:00 – 01:59 2 - 3 1,277 4,107.89 6,161.84 5,134.87 
00:00 – 00:59 01:00 – 01:59 3 - 5 4,938 23,835.49 39,725.81 31,780.65 
00:00 – 00:59 01:00 – 01:59 5 - 10 3,209 25,813.11 51,626.21 38,719.66 
… …  … … … … 
00:00 – 00:59 02:00 – 02:59 50 - 100 474 38,164.54 76,329.08 57,246.81 
00:00 – 00:59 03:00 – 03:59 100 - 200 492 79,104.68 158,209.36 118,657.02 
00:00 – 00:59 04:00 – 04:59 > 200 388 124,902.12 149,882.55 137,392.3 
… …  … … …  
23:00 – 23:59 23:00 – 23:59 25 – 35 7,750 311,734.89 436,428.84 374,081.9 
23:00 – 23:59 23:00 – 23:59 35 - 50 1,458 82,088.45 117,269.22 99,678.83 
23:00 – 23:59 23:00 – 23:59 50 - 100 923 74,247.37 148,494.75 111,371.1 
 
Data in Table 5-2 is obtained in the following way: 
- Number of daily journeys is obtained by dividing the number of journeys per year (from 
Table 5-1) by 365. 
- Lower distance represents the daily lower distance driven within a given journey category, 
and is calculated by multiplying the number of (daily) journeys by the lower limit in the 
distance band (Table 5-1) and by 1.609 (km/mile). Distances “Under 1 mile” are rounded to 1 
mile.  
- Higher distance represents the daily higher distance driven within a given journey category, 
and is calculated by multiplying the number of (daily) journeys by the higher limit in the 
distance band (Table 5-1) and by 1.609 (km/mile). Distances “200 miles and over” are 
calculated as 60 miles/h multiplied by duration of the journey in hours.  
- Average distance is calculated as a mean of lower and higher distance. 
 
Example calculation of an entry in Table 5-2: for journeys that started between 00:00 and 
00:59, and that finished between 00:00 and 00:59, in the category “1 to under 2 miles”, the 
yearly number of journeys is 5,835,213 (from Table 5-1), which gives 5,835,213/365 = 15,987 
journeys a day. The rest of the calculation is tabulated below: 
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(1) (2) = (1)/365 (3) (4) (5) = 1.609(2)(3) (6) = 1.609(2)(4) (7) = ((5)+(6))/2 
No. of 
journeys 
(yearly) 
No. of 
journeys 
(daily) 
Lower 
distance band 
limit  
[mile] 
Higher 
distance band 
limit  
[mile] 
Lower distance 
[km] 
Higher distance 
[km] 
Average 
Distance 
[km] 
5,835,213 15,987 1 2 25,722.90 51,445.80 38,584.35 
 
After processing all entries in the original database, the aggregate parameters for all journeys can be 
obtained in terms of total number of journeys per day, and lower and upper bounds on daily 
distances travelled. The results are shown in Table 5-3. 
Table 5-3: Total daily number of journeys and associated distances (for all categories of journeys) 
Total daily no. of 
journeys 
 [millions] 
Total daily lower 
distance  
[mil. km] 
Total daily higher 
distance  
[mil. km] 
Minimum daily 
energy  
[GWh] 
Maximum daily 
energy  
[GWh] 
67.4 738.8 1,262.3 110.8 189.3 
 
Multiplying the total daily distances by 0.15kWh/km, which is the assumed average energy 
consumption for electric vehicles10, yields an estimate of the lower and upper bound on daily energy 
required for transportation (far right columns in Table 5-3).  
There are about 34.2 million light- to medium-size vehicles registered in the UK [113]. Based on this 
number, and the data in Table 5-3, certain car-usage indicators can be found, as represented in 
Table 5-4. One of the key findings is that, on average, each vehicle makes roughly two journeys per 
day (since there are 67.4 million journeys a day and 34.2 million vehicles). 
Table 5-4: Basic statistics on the UK transportation (daily) 
No. of vehicles (million)  34.2 
Daily distance [million km] 738.8 – 1262.3 
Average daily distance [km/vehicle] 22 - 37 
Energy demand [GWh] 110.8 – 189.3 
Energy demand (average) [GWh] 150 
Average energy per vehicle [kWh/vehicle] 4.4 
                                                            
10 In [112], specific energy consumption is 0.16 kWh/km, although the value of 0.11 kWh/km is also reported. 
Reference [114] uses 0.20 kWh/km. In this work, the consumption of 0.15 kWh/km is assumed. 
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5.2.1 Number of journeys distances, and start/end times 
Table 5-2 allows us to tabulate the number of journeys starting in a specific hour of the day and 
ending in the same or another hour of the day. The summary results are given in Table 5-5 (zero 
elements are shaded).  
Table 5-5: Number of journeys (in thousands) for given start and end times 
 
 End Time (hour of day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 119 27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 57 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 36 8 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 30 15 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 79 40 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 299 174 22 5 3 3 0 0 0 1 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 686 493 42 14 6 2 1 1 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 2172 1463 67 12 3 1 2 0 2 0 1 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 4369 1409 52 14 5 3 2 0 0 1 1 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 3132 935 53 19 4 2 3 3 2 0 1 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 3431 918 56 20 3 5 2 1 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 3517 1067 46 16 8 4 2 0 2 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 3443 1025 42 18 7 4 3 1 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 3402 1007 41 13 6 2 2 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3304 1086 59 20 5 1 2 1 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4041 1220 72 18 8 3 1 1 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3856 1545 81 21 8 3 1 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4216 1458 73 10 3 2 1 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3142 910 33 10 5 1 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2499 535 23 9 1 
20-21 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1619 361 16 6 
21-22 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1208 277 9 
22-23 5 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 823 175 
23-24 123 3 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 455 
 
Similar tables can be compiled for minimum/maximum journey distances and the corresponding 
energies. The results are given in APPENDIX 5, Table A. 5-1 - Table A. 5-4.  
Table 5-5 shows the number of trips for every pair of start and end times. The chart in Figure 5-1 
shows trip profiles within one day. These profiles are important from the power system perspective 
because the system-wide impact of electric vehicles will be highly dependent on the time that 
vehicles are charged, which is directly linked to the time that EV trips occur. 
 
Figure 5-1: Daily journey profiles 
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Figure 5-1 demonstrates that the highest proportion (about 9%) of all journeys occurs in the morning 
hour between 8 and 9am, and in the evening/afternoon hour between 5 and 6pm, which clearly 
reflects commuting transport patterns. Note also that during these peaks, “start time” and “end 
time” curves almost coincide, suggesting that most of these trips last for a relatively short time (one 
hour or less). 
A useful insight into the journey statistics can also be obtained by determining the cumulative 
distributions of the number of journeys per day and distance driven. For a given journey distance, 
these distributions give percentages of all journeys and total daily mileage that are contributed by 
vehicles travelling that distance or less. To illustrate this, higher daily driven distances are used 
(upper band limits from Table 5-1 and “Higher distance” column from Table 5-2), and the results are 
shown in Figure 5-2.  
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Figure 5-2: Cumulative percentage of number of journeys and total (maximum) daily mileage 
 
Figure 5-2 shows that 90% of all journeys made during a day are below 20 miles (32 km); however, 
only 55% of total daily mileage results from these trips. The results also imply that about 75% of all 
miles could be driven by EVs with a 50 mile (80 km) range. Another conclusion following from the 
above figure is that if EVs were assumed to be completely carbon-neutral, the driving range of EV 
should be at least 70 miles (100 km) to generate an 80% reduction in CO2 emissions from light and 
medium-size vehicles. 
Figure 5-3 shows the distribution of aggregated distance (higher values) across distance ranges, 
while Figure 5-4 represents the distribution of the number of journeys. The figures suggest that 18% 
CHAPTER 5: Electric Vehicles Modelling                                     155 | P a g e  
 
of total driven distance and about 21% of all journeys correspond to the trips being in the range of 5-
10 miles.  
 
Figure 5-3: Distribution of aggregated daily distance (upper band limit) vs. distance range 
 
Figure 5-4: Distribution of number of journeys vs. distance range 
From the perspective of an electrical power system with a high penetration of electric vehicles, it is 
crucial to know the probability of a vehicle being parked for each hour of the day, as these off-road 
(parked) vehicles are potentially available for charging. Calculation of this probability is based on the 
number of journeys and their start/end times (Table 5-5). The number             of journeys for 
each hour of the day is calculated as a sum of:  
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1. total number of journeys starting at specific hour   
2. total number of journeys that started before hour   and which have not completed before 
hour   
 
Then, for each hour of the day it is possible to estimate probability of a journey, by dividing 
            with the total number of journeys during a day: 
            
           
        
      
Probability that there will be no journeys during hour  , which is equivalent to the probability that a 
car will be available for charging, is then: 
                               
           
        
      (67) 
The results are graphically presented in Figure 5-5.  
 
Figure 5-5: Probability of cars being off-road during the day 
Figure 5-5 suggests that even during the rush-hour, a very large proportion of cars (89%) are still 
parked. The explanation for this is that the input data contains not only the vehicles for commuting, 
but also the vehicles for other purposes, the usage of which is randomly spread over the day. The 
data is in good correspondence with the findings in [115] where the number of parked cars was 
estimated to be around 90%. 
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5.3 Distance bands aggregation 
The original NTS data (the excerpt of which is given in Table 5-1) is classified into 12 distance bands:  
under 1 mile, 1-2 miles, 2-3 miles, 3-5 miles, 5-10 miles, 10-15 miles, 15-25 miles, 25-35 miles, 35-50 
miles, 50 -100 miles, 100-200 miles, and 200 miles and above.  
This relatively large number of categories is impractical to handle and analyse. For that reason, the 
12 distance bands are grouped into three clusters: Short, Medium and Long, as specified in Table 
5-6. Instead of working with lower and higher distances, the average distance is used (see Table 5-2). 
Table 5-6: Distance band clusters and equivalent distances 
Journey  
type 
Distance band 
[mile] 
Equivalent distance 
[mile] 
Short  15 9 
Medium 15 ÷ 50 20 
Long  50 100 
For all the journeys belonging to the same type (Short, Medium or Long), with the same start and 
end times, all the average distances (from Table 5-2) are summed-up together. The results are 
presented in APPENDIX 5, Table A. 5-5 - Table A. 5-7.  
The energies required to perform the journeys are again obtained by multiplying the distances with 
the average energy consumption of 0.15kWh/km. The results are shown in APPENDIX 5, Table A. 5-8 
- Table A. 5-10. 
After allocating distances and energies, the number of journeys in each category (Short, Medium or 
Long) needs to be assessed. For this purpose, the concept of “equivalent distance” is introduced in 
Table 5-6. The equivalent distance represents the average distance driven within a particular type of 
journey. For example, it is assumed that drivers who only drive short distances can travel any 
mileage between 0 and 15 miles, but on average they travel 9 miles. Similarly, the values of 20 and 
100 miles are assumed as the average values for Medium and Long journeys, respectively. These 
values have been calibrated to ensure that the total number of journeys remain similar to those of 
the original vehicle fleet. 
With equivalent distances defined, the number of journeys can be found by dividing the daily driven 
distances (given in APPENDIX 5, Table A. 5-5 - Table A. 5-7) by the equivalent distances. The results 
for short journeys are presented in Table 5-7, and for medium and long journeys are given in 
APPENDIX 5, Table A. 5-11 and Table A. 5-12. 
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Table 5-7: Number of short journeys defined by the start and end times (in 1,000) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 100.57
63 
16.740
35 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 43.066
95 
13.272
01 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 33.050
1 
5.4667
81 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 21.889
1 
14.832
51 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 76.722
29 
26.357
82 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 258.75
94 
123.43
68 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 598.07
99 
372.86
48 
1.8716
04 
0 1.0023
01 
0.9444
76 
0 0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 1766.1
93 
1112.5
5 
5.8534
38 
0 0 0 0 0 1.6769
27 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 3169.8
03 
1106.6
84 
5.8615
33 
1.1275
89 
0 1.9660
52 
0 0 0 0 0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 2167.3
72 
726.87
37 
5.5010
9 
1.7077
67 
1.2972
09 
0 1.5246
54 
2.4683
59 
0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 2375.4
28 
715.11
86 
3.5304
13 
0.7902
76 
0.5609
03 
0 0.8288
26 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 2450.7
57 
853.87
49 
10.065
42 
0 0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 2449.9
79 
852.16
05 
8.4671
3 
0.8037
68 
0 0 0 0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 2489.0
81 
811.22
39 
10.815
6 
0 0 0 0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2438.7
17 
885.76
27 
6.0107
22 
0.9348
38 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2712.5
46 
988.18
9 
6.1737
89 
1.9564
14 
0 0 0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2946.6
72 
1213.6
41 
7.4883
45 
0 0 0 0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3265.5
38 
1140.0
06 
7.2666
82 
0 0 0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2321.1
8 
735.43
33 
5.1414
19 
0.4683
83 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1794.5
71 
394.00
07 
1.6503
27 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1188.3
48 
294.66
34 
0 0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 929.04
44 
214.30
24 
0 
22-23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 648.70
73 
144.57
69 23-24 84.071
08 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 372.01
06 
 
5.3.1 Combinations of two journeys a day 
As noted above, one of the fundamental findings that emerges from the NTS data is that each 
vehicle on average makes two journeys a day11. This means that all possible combinations of two 
journeys have to be taken into account: some cars will make two short journeys a day, some of them 
will make one short and one medium journey, and so on, ending with vehicles that make two long 
journeys. For each combination of two journeys the following information is required:  
- the number of vehicles involved,  
- start and end times of each journey and  
- the energy needed for each journey.  
This information is necessary for the optimization procedure: start and end times of journeys define 
when the vehicle is on-road; the rest of the time the vehicle is parked and thus available for power 
management (through charging or even discharging – the latter concept is discussed in [112]). 
Energy required for making the journeys is also an essential input into the optimization procedure. 
This energy need to be expanded to account for efficiency losses incurred during battery charging 
i.e. using AC/DC rectifiers, as well as other on-board consumption such as air conditioning etc. 
The required input data is tabulated in Table 5-8. 
                                                            
11 This is intuitively acceptable, since most vehicles are used for commuting, i.e. making journeys 
from home to workplace and back every day. 
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Table 5-8: Data required for optimization 
Journey type Journey 1 Journey 2 
No. of 
vehicles 
E1 E2 
Journey 1 Journey 2 
Start 
time 
End 
time 
Start 
time 
End 
time 
[kWh] [kWh] 
 
The first step in pre-processing this data is to determine which journey combinations are allowed 
with respect to their start/end times: since two journeys are physically taken by a single car, they 
cannot overlap. In other words, a journey cannot begin during another journey. Figure 5-6 shows 
graphical representation of feasible combinations of journeys, within a time horizon of 24 h. 
I J K L
Journey 1 Journey 2
I JK L
Journey 1Journey 2
I J K
Journey 1 Journey 2
L
K L I
Journey 2 Journey 1
J
a)
b)
c)
d)
 
Figure 5-6: Allowed combination of journeys 
Labels in Figure 5-6 have the following meaning: 
   – start  time step of Journey 1 (in this case one time step corresponds to one hour) 
   – end  time step of Journey 1 
   – start  time step of Journey 2 
   – end  time step of Journey 2 
Case a) in Figure 5-6 describes the situation where Journey 2 starts after Journey 1 has finished, and 
both journeys are completed within one day (i.e. within 24 h). Case b) depicts a similar situation, the 
only difference being that Journey 2 precedes Journey 1. Case c) refers to the combination where 
Journey 2 starts after Journey 1 has finished, but it does not finish within the same day; the duration 
of Journey 2 extends until hour   in the next day. Finally, case d) describes a situation similar to the 
previous one, but this time Journey 1 finishes on the following day. All of these journey pairs are 
allowed (feasible) since there is no overlapping.  
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An illustrative example of allowed combinations of two short journeys can be made using data from 
Table 5-7. For this data (short journeys only), if Journey 1 starts in hour 8-9 and finishes in hour 11-
12, then the eligible start/end times for Journey 2 are represented by the shaded cells in Figure 5-7. 
The shaded cells contain the numbers of eligible journeys. Non-shaded elements either represent 
journeys (i.e. start/end time combinations) that do not exist in Table 5-7, or journeys that are not 
allowed due to overlapping. The figure demonstrates that eligible second journeys can start in hour 
0-1 and finish in hour 0-1, start in 0-1 and finish in 1-2 and so on, and start in 7-8 and finish in 7-8. All 
journeys starting between hours 8-9 and 11-12 are not allowed for Journey 2, since they would 
overlap with Journey 1. In this example, the next eligible journey can only start in hour 12-13, after 
Journey 1 has finished. Note that the shaded cells (eligible journeys) will change with different 
selections of start/end times for Journey 1 (different selections of green cell in Figure 5-7 will give 
different patterns of orange cells). 
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 Figure 5-7: An example of eligible combinations of two short journeys 
Once the eligible journeys (i.e. their start/end times, numbers and energies) have been identified, it 
is possible to calculate and fill in the entries in Table 5-8.  
In a short and mathematically less rigorous way, the problem can be described in the following three 
steps: 
1. Task 1: Find the share of number      from the green cell in Figure 5-7 (Journey 1) 
that correspond to any of the shaded cells     (eligible journeys).  
Solution: It is reasonable to assume that this share is directly proportional to 
the numbers in shaded cells (eligible for Journey 2), i.e. the proportion is equal 
to the number in each of the shaded cell divided by the sum of all shaded cells: 
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2. Task 2: Find the energy    that    
    vehicles (calculated in Task 1) will require for 
Journey 1. 
Solution: The part of Journey 1 energy that is assigned to     
    vehicles can be 
calculated by multiplying the specific energy for Journey 1 (the energy per 
vehicle) by the number of vehicles:        
             . 
3. Task 3: Find the energy    that    
    vehicles (calculated in Task 1) will require for 
Journey 2. 
Solution: The part of Journey 2 energy consumption that is assigned to     
    
vehicles can be calculated in a similar manner as above by multiplying the 
specific energy for Journey 2 by    
   :        
             . 
The same steps need to be followed for each possible combination of journey types: beside Short-
Short (example of which is given above), this also has to be repeated for Short-Medium, Short-Long, 
etc. combinations of journeys. In general, eligible start/end times for Journey 2 for each of the 
combinations may differ from those indicated in Figure 5-7.  
A more rigorous problem formulation follows where, for the reasons of conciseness, we adopt the 
following notation for journey types: 
Table 5-9: Journey types definition 
Journey type definition 
Type 
1 Short 
2 Medium 
3 Long 
 
For each journey of type    starting at   and finishing at   (“Journey 1”), it is necessary to determine 
the share of the number of vehicles that corresponds to any other journey of type    occurring 
between   and   (“Journey 2”)                               )
12. Let        denote the 
number of    type journeys that start at   and finish at  , and        
      denote the number of 
corresponding eligible journeys of type    lasting between   and  . This number depends not only 
on indices     and   , but also on the starting point (       , and this is why the latter are included 
in the superscript of   . The dependence on (        is justified by the fact that each selection of 
Journey 1 will deliver a different set of eligible start/end times for Journey 2. Let   
       denote the 
sum of all eligible journeys for a given Journey 1: 
                                                            
12 Compare with Task 1 above 
CHAPTER 5: Electric Vehicles Modelling                                     162 | P a g e  
 
 
  
                  
      
  
   
  
   
 
    
 
                            
(68) 
 
Then the number       
       of vehicles that make one journey of type    between   and  , and another 
journey of type    between  and   is found as: 
        
               
        
      
  
      
                                          (69) 
Next, the energy that      
      number of vehicles require for Journey 1 (a journey of type    that lasts 
between   and  ) has to be found. One way to determine this energy is to assume that all vehicles 
have the same fuel consumption per kilometre driven. This assumption allows calculating the 
specific energy consumption per vehicle for each triplet         . Then, the energy that corresponds 
to        
      number of vehicles is simply obtained by multiplying this number of vehicles by the 
specific energy13: 
         
              
       
       
       
                                          (70) 
Energy         is the total energy that will be consumed by all the vehicles that make type    journey, 
starting at   and finishing at  . Energy        
      is the part of energy        that corresponds only to 
those vehicles that will make another journey of type    between  and  .  
Finally, the energy that       
       number of vehicles need for Journey 2 (a journey of type    that lasts 
between   and  ) needs to be determined. Again, assuming that all vehicles have the same fuel 
consumption per kilometre, the specific energy consumption per vehicle can be calculated for each 
triplet (       . Now the required energy is
14: 
         
              
       
       
       
                                          (71) 
Energy         is the total energy that will be consumed by all the vehicles that make type    journey 
starting at   and finishing at  . Energy        
      is the part of energy        that corresponds only to 
those vehicles whose Journey 1 is of type    and occur between hours   and  .  
                                                            
13 Compare with Task 2 above 
14 Compare with Task 3 above 
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The values determined using Equations (69)-(71) are used to populate Table 5-8. An excerpt from 
the table is given in APPENDIX 5, Table A. 5-13. 
5.4 Charging strategies 
Given the assumption that a vehicle makes on average two journeys a day, there are many possible 
charging patterns. In this work, we will focus on the following five charging strategies: 
1. Charging after the first journey finished 
2. Charging after the second journey finished 
3. Charging after each journey  
4. Charging all available time with minimum power 
5. Optimal charging 
All these charging patterns implicitly assume that the vehicle will be charged in the same electricity 
network. In other words, it is assumed that vehicle will make a journey from place A to place B, 
whereas both A and B are supplied from the same distribution network. This assumption makes 
sense if the network considered covers a certain region. However, if a feeder or low voltage level 
network is considered, then it is reasonable to believe that a vehicle, starting a journey from that 
network, will end the journey in another network, and this should be taken into account when 
modelling such relatively small networks.  
5.4.1 Charging after the first journey finished 
In this case, it is assumed that total energy required for both journeys will be supplied only after the 
first journey is finished. It is illustrated in Figure 5-8. 
I J K L
Journey 1 Journey 2
Charging
J+1 J+NTch
 
Figure 5-8: Charging after 1st journey 
Charging starts immediately after the first journey finishes. It is also assumed that charging is 
performed at the maximal available power    
    that the charger can provide. For example, in the 
UK, a vast majority of households are connected to 0.4kV level distribution network via a single-
phase link, with a limit of electric current of 13A, which gives the maximum possible power of  kW. 
In this case it is assumed that the charging process will be at    
     kW. In contrast to this, in the 
continental part of Europe many houses have 3-phase connection to the distribution network 
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enabling them to pull higher power from the network. For simplicity, it is assumed that all the 
vehicles on the network have the same charging power. 
For a vehicle having one journey of type    between hours    and  , and another journey of type    
between hours   and  , the number of time steps needed to charge the battery can be estimated 
from the following formula:  
 
     
        
                  
         
       
             
    
  
    
                                          
       
(72) 
Here, index   designates the bus in the network. The expression 
       
                
        
      
          
 represents the 
total energy required per car in bus   to make a first journey of type    between hour   and hour  , 
and to make a second journey of type    between hour   and hour  . This energy must be increased 
by factor 
 
   
 to account for energy losses in battery and charger, so the energy seen by the network 
is obtained. Dividing this energy per car by    
    gives total number of hours required for charging. 
If time resolution differs from one hour, number of time steps required for charging is calculated by 
dividing with   . 
In this strategy, charging starts at time step    , immediately after first journey finishes, and lasts 
for next      hours, as indicated in Figure 5-8. However, if the time span between the first and 
second journey is not long enough to charge the battery, charging is interrupted during the second 
journey and continued immediately after the second journey.  
The charging power of all vehicles in bus   that make one journey of type    between   and  , and 
another journey of type    between  and  , during each hour    of charging period is then 
 
         
                
           
                                              
                                   
(73) 
Total charging power in bus   at hour   is then obtained as a sum of all possible combinations of 
charging with respect to types of journeys and their start and end times: 
    
                        
           
        
                         (74) 
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    is time horizon of interest, usually one day (24 hours) and      is the set of load buses. This 
power has to be added to the power of base load already existing in the bus.  
5.4.2 Charging after the second journey finished 
In this case, charging starts immediately after the second journey, as shown in Figure 5-9. Again, it is 
assumed that charging is performed at the maximal available power    
    that the charger can 
provide.  
I J K L
Journey 1 Journey 2
Charging
L+1 L+NTch
time
 
Figure 5-9: Charging after 2nd journey 
The number of time steps needed to charge the battery for both Journey 1 and Journey 2 can be 
estimated using equation (72). 
Charging starts at time step    , immediately after the second journey finishes, and lasts for the 
next      hours (see Figure 5-9). If charging does not finish by the end of the current day, it 
continues on the following day and it can last until the beginning of the first journey (next day). If the 
time span between the end of the second journey and the beginning of the first journey on the next 
day is not long enough to charge the battery, charging is interrupted when the first journey starts 
and continued immediately after it finishes.  
Charging power of all vehicles in bus   with this driving pattern (one journey of type    between 
  and  , and another journey of type    between   and  ), for each hour    of charging period is 
given by 
 
         
                
           
          
                                                                 
(75) 
Now the charging period starts from hour    . Total charging power in bus   at hour   for all 
possible combinations of driving patterns is determined by expression (74). 
5.4.3   Charging after each journey 
This strategy is illustrated in Figure 5-10. Energy required for the first journey is supplied to the 
vehicle immediately after journey 1 finishes. Similarly, energy required for the second journey is 
supplied to the vehicle immediately after this journey finishes. 
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Journey 1 Journey 2
Charging 1
L+1J+1 J+NT1 J+NT2
Charging 2
 
Figure 5-10: Charging after each journey 
The duration of charging period for journey 1 (henceforth it will be referred to as ‘charging period 
1’), expressed in time steps is: 
 
    
        
         
       
             
    
  
    
 
                                             
(76) 
Similarly, the duration of charging period for journey 2 (“charging period 2”) is: 
 
    
        
         
       
             
    
  
    
 
                                             
(77) 
The charging power in bus   of all vehicles that make one journey of type    between   and  , and 
another journey of type    between  and  , during both charging periods is then 
 
         
                
           
          
                                                                    
       
(78) 
The total charging power in bus   at hour   for all possible combinations of driving patterns is 
determined by expression (74). 
It is also necessary to address the situation where the time span between journeys is shorter than 
the required charging times. In general, there are three such possibilities: 
1. Periods required for charging are longer than the time spans between journeys: time 
between first and second journey is shorter than time     required to charge the battery for 
journey 1, and at the same time, period between second and first journey (on the following 
day) is shorter than the time    required to charge the battery for journey 2.  
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In this case, the required energy cannot be supplied to the battery and the problem is 
considered infeasible. 
2. Charging period 1 is longer than the time span between the first and second journey: in this 
case, charging the energy for journey 1 starts immediately after journey 1 finishes, and lasts 
until journey 2. It is then interrupted. During this charging, a portion of energy required for 
journey 1 is supplied to the battery. Charging continues after journey 2 and lasts until the 
total required energy for both journeys is supplied to the battery. 
3. Charging period 2 is longer than the time span between the second and first journey: in this 
case, charging the energy for journey 2 starts immediately after journey 2 finishes, and lasts 
until journey 1 (on the next day). It is then interrupted. Charging continues after journey 1 
and lasts until the total required energy for both journeys is supplied to the battery. 
 
5.4.4  Charging all available time with minimum power 
In this case, vehicles are charged all the time they are off road with minimal possible power, as 
illustrated in Figure 5-11. The advantage of this type of charging is minimum network capacity 
deployment. 
I J K L
Journey 1 Journey 2
Charging
1 I-1 L+1 24
 
Figure 5-11: Charging all the standing time with minimum power 
Time available for charging is the entire time horizon (usually one day, 24h) less journey time. For 
the vehicle that has one journey of type    between   and  , and another journey of type    
between   and  , the number of time steps available to charge the battery is: 
                          (79) 
      is the number of time steps within the optimization horizon. Charging power for all such 
vehicles in bus   during each time step    of charging depends on the required energy for both 
journeys: 
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(80) 
The total charging power in bus   at hour   for all possible combinations of driving patterns is 
determined by expression (74). 
5.4.5  Optimal charging 
In contrast to the charging strategies described above, the optimal charging denotes a way of storing 
the energy to a battery at different rates (different power) and at the times when it is the most 
beneficial to the system. Eligible time for charging periods may be anytime when the vehicle is off 
road. Charging may start, then continue with variable or constant power, or stop and continue later 
on. This gives tremendous flexibility which can be exploited to increase the utilization of intermittent 
sources such as wind, shift load to minimize the system peak or to manage network congestion. 
The following is the mathematical formulation of optimal charging. 
Charging power is a decision variable in the optimization problem. For all vehicles in bus   that make 
one journey of type    between hour   and  , and another journey of type    between hour   and  , 
charging power must be zero during the journeys: 
 
         
              
                                                           
(81) 
The rest of the time, whenever the vehicles are parked, charging power may take any value between 
zero and the maximal available power    
   : 
 
           
                
           
          
                                                                     
(82) 
The energy charged into the batteries must be at least the required energy for both journeys: 
 
          
           
     
   
        
                  
         
 
  
  
 
                                          
(83) 
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As before, total charging power in bus   at hour   is then obtained as a sum of all possible 
combinations of charging with respect to types of journeys and their start and end times, Equation 
(74). This power has to be added to the power of base load existing on the bus. 
5.4.6 Proposed Optimization Problem Formulation 
The approach of incorporating developed electric vehicles charging models into an OPF formulation 
is similar to the procedure shown in CHAPTER 3, where the detailed description of constraints and 
objective function is given. Since the methodology is based on a DC OPF, and developed car charging 
models are also linear, the overall optimization problem remains linear.  
Most of the constraints described in CHAPTER 3 remain intact; thus they will be listed here with only 
the differences highlighted. 
Power Balance Constraints (see CHAPTER 3, Section 3.2.1, Eq. (10) and (11)): As before, nodal power 
balance constraints must be written for each bus in the network. As contrary to DSR where flexible 
demand was a part of total load, now the total load consists of base load and charging power. This is 
described with the two first terms on the right hand side of equation (84). 
 
      
     
                                 
           
           
                     
             
(84) 
where              is curtailed charging power. Charging power    
         may be non-
optimized, as described in sections 5.4.1-5.4.4, or optimized, Section 5.4.5. 
Electric vehicles constraints are defined in sections 5.4.1-5.4.5, taking into account vehicles’ 
availability for charging, maximal charging power, charging efficiency, energy consumption etc.  
Network constraints (see CHAPTER 3, Section 3.2.2, Eq. (12)) limit the power flows over branches. 
Generator constraints: In contrast to the generator model given in CHAPTER 3, where the 
generation cost was a linear function of power, in this model the quadratic cost function is used [72]: 
                       
          (85) 
where    is generator output power,         represent no-load cost,     [£/MW] is linear cost 
coefficient and     [£/MW
2] is quadratic cost coefficient. 
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By doing this, minimization of total generation costs will at the same time lead to flattening load 
profiles [116]. However, to keep the model linear, the quadratic function is approximated with linear 
segments, as shown in Figure 5-12.   
Power
Cost
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ICn
...P
min
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ec2
ec1
ecn-1
IC=tg(   )


 
Figure 5-12: Piece-wise linearization of quadratic generation cost curve 
For a given number     of segments         for generator  , the range between minimum and 
maximum power of the generator is divided into sub-ranges separated by elbows (see Figure 5-12).  
The elbows points are: 
             
           
   
                        (86) 
where     is a set of integers               specified to denote segments for generator  . The 
costs at elbows points for each generator   are obtained using (85): 
                       
                         (87) 
Each segment has a slope which is called incremental cost. Incremental costs are calculated as: 
      
             
           
                      (88) 
If the first segment is extrapolated towards zero (dashed line in Figure 5-12), it intersects the cost-
axis (vertical axis) at the No-Load Cost point (NL): 
                                     (89) 
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Power associated with each segment is a decision variable and it is limited by the surrounding 
elbows: 
                                                                 (90) 
Total generator output power is then a sum of the powers of individual segments 
                         
   
   
                               (91) 
Objective function minimizes the total cost: 
 
                     
             
                          
           
 
                    
           
                          
           
 
(92) 
The cost of the curtailed charging power is multiplied with    , where       making the cost of the 
curtailed charging power smaller than the cost of involuntary load shedding of base demand. In this 
way, in the case when there are not enough generation or network capacities to supply the entire 
load, electric vehicles will stop charging first, until the network conditions improve.  
5.5 Case study 
The algorithm is tested on the IEEE 30 bus test system. The electrical representation of the system is 
shown in Figure 5-13. The main system characteristics are given in Table 5-10. 
Table 5-10: System data 
Number of buses 30 
Number of branches 41 
Number of load buses 21 
Peak Load [MW] 283.4 
 
Figure 5-13 shows a snapshot of the system operating at peak time, without electric vehicles (only 
base load). 
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Figure 5-13: IEEE 30 bus test system 
Base load peak for each bus is shown in the same figure next to the corresponding bus, indicated by 
an arrow. Given only the base load, no overloaded branches are detected. However, when electric 
vehicle charging is added to base load, overloading occurs. Numbers in parentheses show the line’s 
thermal capacity. Thicker lines represent 132kV lines, whilst tinnier ones represent 33kV network. 
Beside the energy source at the General Supply Point (GSP), there are peak-plants attached at bus 2 
and 8. Wind generators are planned to be attached at buses 5, 11 and 13 and their impact on 
network operation is to be investigated. Installed generation capacity as well as production costs are 
summarized in Table 5-11. 
Table 5-11: Generator data 
Bus Type 
Inst. Cap.          
[MW] [ £ ] [ £/MWh ] [ £/(MW)
2h ] 
1 GSP 250 1000 16.19 0.00048 
2 Oil 80 370 22.26 0.00712 
5 Wind 20 0 0 0 
8 Gas 40 670 27.79 0.00173 
11 Wind 20 0 0 0 
13 Wind 20 0 0 0 
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Note that there is a zero production cost associated to all wind generators in order to prioritize the 
usage of wind energy.  
Number of vehicles present on the network is estimated based on statistical data for the UK [113], 
where it is found that there are approximately 1.5 vehicles per household. The number of 
households is in turn estimated with the assumption that the diversified load profile for household 
has a peak demand of 1kW. Since the peak load of the network is 283.4MW (Table 5-10), estimated 
number of households is 
           
         
              
                   
Then, the estimated number of vehicles is 
                                
       
         
                 
As mentioned above, the table of all possible combinations of journeys contains in total 44,161 
entries. It is impractical to deal with this large quantity of data, and also, as it can be seen from 
APPENDIX 5 Table A. 5-13, there are many entries where the involved number of vehicles is 
relatively low, for example, around one. From these reasons a reduction of the data set is desirable. 
This is why all entries with the number of vehicles less than a specified value are removed. However, 
during this process of elimination, the total energy must be conserved. It means the energy 
associated with the eliminated journeys should be distributed amongst the remaining ones. This is 
done in the following steps: 
- Extract from the table all the entries where the number of vehicles is less than a specified 
number    . 
- For all such entries, sum the energies of the first journeys that end at time   and distribute it 
amongst the remaining entries where the first journey also ends at time  . This distribution is 
done in proportion to the amount of the energy of each of the remaining first journeys. The 
same is done for the second journey. 
For example, if         then the table shrinks to 18,866 entries. This is less than half from the 
original table, but still, it is a relatively high number to get a tractable solution in multi-bus networks. 
This is why a further reduction is needed, which is achieved as follows: 
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It is assumed that the number     
    of vehicles in each bus is proportional to the peak of the bus. 
This follows the same logic that was used to estimate the total number of vehicles on the network. 
Profiles are then randomly assigned to the buses paying attention that sum of all vehicles in all 
profiles in one bus is equal to    
   . Next, the profiles are sorted with respect to the number of 
vehicles and only a specified number of profiles with highest numbers of vehicles is taken. The rest 
of the profiles are truncated. Finally, the number of vehicles in the remained profiles (that are not 
been truncated) is increased by the ratio between the sum of the number of vehicles in all profiles 
(before elimination) and the sum of the number of vehicles in remaining profiles. The same is done 
with the energy of the first and second journey. In this way, the number of vehicles in each bus, as 
well as their energies, remains intact. For this case, the number of 2,000 profiles is selected. 
As mentioned above, four different charging strategies with non intelligent charging are examined, 
assuming there are two journeys a day:  
- Charging after first journey 
- Charging after second journey 
- Charging after both journeys 
- Charging all available time with min. power 
Figure 5-14 shows the base load for the whole network, and above it, electric vehicle load, for each 
charging strategy.  
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Figure 5-14: Total network load with different charging strategies 
From Figure 5-14 it is obvious that both charging strategies after the first journey and after the 
second journey represent the worst charging strategies from the point of view of system peak (see 
below Table 5-12) and the number of overloaded branches (see Table A. 5-14 in APPENDIX 5). For 
these two strategies, system peak doubles. A better situation is obtained if the charging is done after 
each journey, where system peak is increased by 65%. Much better network conditions are 
experienced when vehicles are charged at all available times with minimal power – in this case, 
system peak increases by 30%. The least increase of peak, only 15%, is obtained in the case of 
optimal charging, which is shown in Figure 5-15. 
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Figure 5-15: Optimal charging – load is almost flat, and peak is increased about 15% comparing to 
base load 
Table 5-12 details the values of system peak and its relative increase comparing to base load peak, 
for each charging strategy. 
Table 5-12: System peak for different charging strategies 
Charging Strategy 
System peak 
[MW] 
Increase of system peak 
[% of base load]  
After 1 577.8 203.9 
After 2 541.0 190.9 
After both 468.9 165.5 
Min. power 363.7 128.3 
Optimal 324.7 114.6 
 
Table A. 5-14 in APPENDIX 5 shows line lengths, replacement prices, line capacities and maximal 
power flowing through the lines for each charging strategy. The bottom row in Table A. 5-14 gives 
the total number of overloaded elements (transformers and lines).  
Summary of overloaded elements, their replacement costs and total replacement cost for each 
charging strategy type are given in Table 5-13. From the number of overloaded branches point of 
view, the worst case is charging after the second journey, which results in total of 15 overloaded 
elements. This is also the worst case regarding total replacement costs. The reason for this lies in the 
fact that the end of the second journey mostly coincides with the afternoon peak, when the network 
is already most highly loaded. The second worst case is charging after first journey. Charging after 
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each journey and charging with minimal power lead to overloading of five and one elements, 
respectively. Again, optimal charging does not cause overloading of network branches.  
Table 5-13: Summary of replacement costs 
Charging 
strategy 
REPLACEMENT COST 
Transformer OHL 132kV UG Cables 33kV TOTAL 
units [£] units [km] [£] units [km] [£] units [£] 
After 1 2 2037400 9 414.78 34053438 3 22 5649600 14 41,740,438 
After 2 2 2037400 9 414.78 34053438 4 27.68 7108224 15 43,199,062 
After 
both 
1 1018700 4 206.26 16933946 0 0 0 5 17,952,646 
Min. 
power 
0 0 1 25.05 2056605 0 0 0 1 2,056,605 
Optimal 0 0 0 0 0 0 0 0 0 0 
 
From Table 5-13 the importance of offering the drivers an opportunity to charge the vehicles after 
each journey can be observed. For this particular network, the total replacement costs are more 
than halved compared to the case of single charging. Charging with minimum power induces even 
less replacement costs, while optimal charging requires no replacements and therefore no cost. 
Due to lack of network capacities (for charging strategies ‘after first journey’, ‘after second journey’ 
and ‘after both journeys’ there is also lack of generation capacity), not all the vehicles could be 
charged as required. It means, charging of some vehicles must be curtailed. Figure 5-16 shows for 
each bus of the network and for each hour of the day the estimated number of vehicles that are not 
able to fully charge for strategy ‘after first journey’. It can be noted that most of the charging 
curtailment occurred in buses 2, 5, 7 and 8. Electric vehicles are distributed in proportion to the load, 
and these buses supply the largest loads. Charging curtailment mostly occurs between 9am and 4pm 
since in that time most of the vehicles are expected to charge their batteries. After 4pm the number 
of curtailed vehicles drops since, around that time, the second journey starts. 
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Figure 5-16: Estimated number of vehicles that could not be charged for strategy “charging after 
first journey” 
Similar results are obtained for the other types of fixed charging. For example, for the charging 
strategy ‘after second journey’, the number of the curtailed vehicles is, as a function of time of the 
day and the network bus, given in Figure A. 5-1 in APPENDIX 5. The shift in time of the curtailed 
vehicles towards the end of the day is obvious: most vehicles are curtailed between 6pm and 9pm. 
This is due to a fact that second journey for most vehicles ends around 6pm (see also Figure 5-1).  
It is interesting to estimate the maximum number of vehicles that could be maintained on system 
with the given network constraints, without any charging curtailment. The results of such analysis 
are given in Table 5-14. In this table, the total number of vehicles (absolute number and a 
percentage of the estimated number of vehicles which is for this system 425,100) that can be 
connected to the network without overloading any of the lines is given for each charging strategy.  
Table 5-14: Maximum number of vehicles that could be connected to the network 
STRATEGY 
Max No. of EV that can be 
charged 
No. [%] 
After first journey 93522 22 
After second journey 68016 16 
After both journeys 114777 27 
Min. Power 216801 51 
Optimal 437853 103 
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As it can be seen from Table 5-14, charging strategy ‘after second journey’ leads to the least number 
of vehicles that can be connected to the network without overloading of the network assets, which 
is the most prominent. In this case, only 16% of vehicles in this network may be served. About 6% 
more of vehicles can be connected to the network if the charging strategy is only after the first 
journey. The next lowest are charging after both journeys (‘twofold’) and charging all the time when 
the vehicle is off road at minimum power, with 27% and 51% of vehicles, respectively. However, with 
the optimal charging strategy, all the existing vehicles on the network may be charged without 
jeopardizing network assets. In addition, there is enough network capacity to accommodate 3% 
more of the estimated number of vehicles. 
Optimal charging strategy not only allows all the existing vehicles to be charged, but also enables the 
best utilization of intermittent resources, such as wind generation. To investigate this, three wind 
generators are connected to the network at buses 5, 11, 13 (see Table 5-11). For three different 
wind profiles, total wind generation and total load (base load + optimal electric vehicles charging) 
are shown in Figure 5-17.  
 
Figure 5-17: Total load (base load + EV) follows the wind (three different days with different wind 
profiles) 
Wind following is the direct consequence of the assumed zero cost of wind generation. Thus a cost-
driven signal is generated and sent to the customers, so the most vehicles will be charged during the 
low-cost periods. This can be generalized in the sense that the system operator can synthesize such 
a signal in different parts of the network at different times, in order to reduce congestions in the 
network. 
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In order to better illustrate the impact of flexible charging on wind utilization, the installed capacity 
of wind generators is increased to match the capacity of the lines that connect them to the network. 
For example, wind generators in buses 11 and 13 are connected to the network via 65MW 
transformers, and their capacity is increased to be 65MW. Bus 5, where another wind generator is 
placed, is connected to the network via two lines of capacities 130MW and 70MW. However, in bus 
5 there is significant load, so the total wind generation in bus 5 is set to be 220MW, which is 10% 
more than the sum of lines capacity incident on bus 5. By choosing these values for wind generators, 
it is expected that there is no wind curtailment due to lack of connection capacity.  
Figure 5-18 shows wind utilization (left charts) and each generator output (right charts) for each 
charging strategy.  
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Figure 5-18: Wind utilization and total generation by technology 
Figure 5-18 clearly shows that charging strategies after first journey, after second journey and after 
both journeys lead to wind curtailment and utilization of the expensive peak generators in buses 2 
and 8. These are notably reduced if charging is performed with minimal power, and completely 
removed in the case of optimal charging.  
Figure 5-19 explains how, when added together, different charging patterns in different buses give 
smoother curve. Figure 5-19 (upper chart) shows the optimal charging patterns in three buses with 
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relatively large load: bus 5, 8, and 21. Load in buses 5 and 21 have uneven shape between hour 0 
and 12. However, their sum is a relatively smooth line because these two charging patterns 
complement each other: when one of them is low, another one is high and vice versa. In contrast to 
them, charging pattern in Bus 8 is almost flat throughout the day.  
Figure 5-19 (lower chart) demonstrates that the effect of smoothing is emphasized when all network 
buses are taken into account. In the same figure, available wind is represented by the blue line. From 
the figure, it is obvious that charging patterns for the whole network closely follow the shape of the 
wind. 
 
Figure 5-19:  Complementarities of charging: selected buses (upper chart) and all the busses (lower 
chart) 
 
5.6 Conclusion 
In this chapter, a potential impact of driving patterns associated with commuting in the morning and 
making return journeys in the evening is analysed. Driving patterns are based on the UK driving 
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EV charging in the morning hours, between 8am and 9am and evening charging between 6pm and 
8pm. 
Five charging strategies are modelled:  
- charging the after first journey,  
- charging after second journey,  
- charging after both journeys,  
- charging with minimum power all available time, and  
- optimal charging. 
The model is incorporated in multi-bus network and an optimization problem is formulated to 
minimize the total operation cost, while preserving all the system and EV constraints.   
The model was tested on the 132/33kV IEEE 30 bus network. Again, the results are very system 
specific. It was shown that the charging strategy after the second journey, between 6pm and 8pm, 
exhibited the worst performance, since it coincides with system peak. From the results shown, it can 
be concluded that non intelligent charging of electric vehicles in this specific network is related with 
the following problems: 
- system peak is doubled (the exception is charging with minimum power all available time) 
- estimated cost of the required reinforcement of the network assets is more than £40M if the 
charging is made once a day 
- if charging is made twice a day (after each journey) the estimated reinforcement cost halves 
to approximately £18M 
- not all envisioned electric vehicles can be supplied – in the worst case (charging after second 
journey), only 16% of total fleet could be supplied from the network. In the best case 
(charging with minimum power) around 50% of the vehicles could be supplied 
- wind curtailment 
However, prudent charging strategies, lead to:  
- increase peak of 14% 
- no overloading of network assets, therefore no reinforcement cost 
- all envisioned vehicles are integrated and there is room for 3% more vehicles 
- no wind curtailment (optimal charging pattern follows the wind profile) 
- smoothing the load profile  
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From the above, it may be concluded that EV loads are well suited to support network operation due 
to:  
- their relatively modest amount of energy required  
- short distances and consequently short driving times generally associated with small 
passenger vehicles 
- batteries have relatively high power ratings 
- considerable flexibility regarding the time when the vehicles are available for charging 
 
The methodology described in this chapter is based on the real UK driving pattern data, derived from 
a survey with large enough sample to represent the national-level driving statistics of light/medium 
size vehicles. The methodology itself employs a deterministic approach. Whilst this approach is 
appropriate at the UK system-level, it is not likely that it will realistically represent driving patterns in 
the smaller size distribution networks. In order to improve the methodology to deal with these cases 
as well, a probabilistic approach is required, which may be a part of future work. 
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CHAPTER 6. General conclusions and discussions  
Main objective of this work is to investigate the potential benefits of utilization of Storage, DSR and 
EV as alternative means for enhancing the performance of electricity networks. To this end, a novel 
demand response and storage models are developed and incorporated in the existing OPF 
algorithms to estimate a magnitude of order of the potential value of these enabling technologies 
for alternative future development of the electricity system. One of the goals of this research is also 
to identify the key factors that drive the value of these technologies for network applications.  
In this context, the developed models are validated through the systematic testing of the relevant 
transmission and distribution networks operation. It was demonstrated that the proposed models 
could be successfully applied to mitigate network congestion problems, improve the utilization of 
the existing network capacity, and maximize the system capability to employ renewable energy 
sources in systems with constrained capacities.  
DSR model used in this work is based on a batch of shiftable appliances composed of washing 
machines, dish washers, and washing machines with tumble-dryer. The approach can be readily 
extended to other appliances as well. The selection of the appliances is based on their flexibility 
which in turn depends on consumer acceptance and willingness to participate in DSR. Household 
appliances form a significant part of the UK electricity consumption, with 10% of the total annual 
energy and with a peak of almost 14GW, making them a considerable potential to provide demand 
response. 
6.1 Enhancement of transmission network performance 
A novel methodology for the quantification of benefits of DSR and Storage in managing network 
congestion is presented. The methodology is supported by an algorithm where DSR and Storage are 
fully integrated into the network operation optimization, based on a multi-period OPF. The inter-
temporal link between the demand reduction and demand recovery periods (for DSR) and energy 
charging and discharging (for Storage) is taken into account in the overall optimization process. 
The methodology is applied to the GB transmission network, using a set of case studies to quantify 
the benefits of smart appliances and storage. Smart appliances are modelled based on data from 
appliance research work and available results from consumer surveys. The Storage model is a 
generic one and is not dependent on a specific technology. Technology specific characteristics and 
performance parameters can be relatively easily implemented as required.  
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The results obtained demonstrate that DSR contributes to reducing network congestion and 
facilitates the integration of wind generation to an existing network. The key drivers for the value of 
DSR are shown to be the amount of wind penetration to the network and the congestion levels. In 
addition, the penetration of controllable appliances and their specific characteristics, such as 
flexibility and energy consumption per cycle, play an important role on their value. This shows that 
the technology potential is highly dependent on consumer attitude. The results of the shifting 
algorithm presented are based on the diversified curves (profiles) obtained from a survey, reflecting 
the time of use for each type of device and which is used in the algorithm. However, the questions 
on the stochastic behaviour of the profiles, for example, what the consequences might be if the 
estimates were not accurate, as well as the questions on the responsibility of providing this data, 
collecting or aggregating the data, data reliability, whether the customers can get their control back, 
are not in scope of this work. The results obtained also suggest that the potential use of DSR is 
system-specific and depends on the load location, which restricts its capability to reduce the wind 
curtailment. 
Similarly, the key drivers for the value of Storage are storage size and efficiency. The optimization 
model suggests the optimal location for storages, in order to achieve optimal operation cost.  
The value of smart appliances and storage is the highest in the systems with no wind capacity 
installed. In such systems, the generation from expensive marginal gas generators is displaced with 
the production from less expensive coal generators. However, this replacement also means that 
carbon emissions are increased, since coal generators are greater emitters of CO2 than gas 
generators. For the UK network, the capitalized value of DSR for no wind case is about £20 per 
appliance and about £400/MW to £700/MW of installed storage capacity. When there is wind 
generation installed in the system, the value of smart appliances drops to £10 to £15 per appliance 
and about £350/MW to £600/MW for Storage, whilst CO2 emissions is reduced. With present values 
of the required hardware, infrastructure and maintenance costs of £(2-4)/appliance/year [67], 
investment in smart appliances for transmission network congestion management only is not 
economically viable. However, since it is high likely that these enabling technologies will not be used 
for congestion management only, but also for system balancing and other ancillary services, their 
instalment will be economically justified [67]. Similar conclusion applies to storage.  
It was also shown that demand growth has a positive impact on the value of DSR and Storage. On 
the contrary for load growth, the flexibility of conventional generators has negative impact on the 
value of both DSR and Storage. This result is expected, since DSR and Storage flatten demand. With 
flexible generation, there is no need for such a service and the value of these facilities reduces. Both 
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DSR and Storage change demand profile in such a way to follow the wind. Storage is charged during 
periods of high wind and low demand. However, a possible conflict situations are identified when 
there is charging during peak demand. At transmission level this does not produce severe problems 
since transmission networks have relatively large capacity, but it might cause problems at 
distribution levels and this is a fact that must be taken into account when planning distribution 
networks. It was also noted that in the buses with large amount of wind generation installed and 
with relatively small load (in the case of GB network, such buses are located in the north) storage 
activity is mostly driven by wind. In contrast, in buses characterized with high demand (southern 
part of the GB network), storage activity is driven by both load and wind. Storage at busses with 
diverse generation mix facilitates reduction in generation of higher cost marginal generators and 
increase generation from lower cost generators. In northern and central part of the GB network the 
role of storage is focused on maximizing the utilization of the wind energy. The main conclusion is 
that the value per appliance for DSR and value per MW of Storage decrease as the number of 
appliances or installed storage capacity grows. 
In general, storage exhibits several times better performances than DSR in all the parameters 
considered. There are two fundamental reasons for this: firstly, storage flexibility is much higher 
than the flexibility of smart appliances. Secondly, storage can be installed where it is needed 
whereas DSR is constrained to the demand centres. Direct comparison between smart appliances 
and storage is not performed as DSR penetration is defined by the number of appliances available 
for shifting, whilst storage is defined by MW of installed capacity.  
6.2 Enhancement of distribution network performance  
The developed storage and demand side response models are applied to provide distribution 
network support services, such as voltage and power flow control. It was demonstrated that the 
proposed approach facilitates active network management in terms of optimizing the existing 
network capacity utilization, deferring network reinforcement and improving power quality. Two 
storage optimization models are presented: in the first model, the storage size (energy capacity and 
power rating) and its location are specified. The second model optimizes size of storage and finds 
the best location for it. DSR and storage location models in AC networks are non-linear mixed integer 
optimization problems whose dimension depends on network size, and to get tractable solution 
commercial optimization software is used. 
The developed methodology is applied to an 11kV feeder where the problems related to the lack of 
network capacity and under-voltages in distant buses emerge.  
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The benefits that smart appliances and storage bring to the network, as well as their value, are 
quantified using cost avoidance criteria. Compared are the network branches reinforcement costs 
without and with the enabling technologies in a period of 20 years. The analysis is made using 
present value method referring all the costs to the current year, in order to compare the costs that 
appear in different years in future. The obtained results suggest that the potential use of DSR and 
Storage is system-specific. 
For this particular system, annualized value per device is found to be around 3.5 £/device/year 
which is comparable to the investment cost of £(2-4) £/device/year [67]. More flexible devices, in 
terms of shifting in time, exhibit higher DSR activity, as well as the devices with higher energy 
consumption per cycle. It was also shown that the number of actually shifted devices depends on 
their flexibility. This means, the higher the flexibility of a device, the higher the probability it would 
be used for managing network congestions. 
As the under-voltage problems start from the most distant bus relative to the supplying point, the 
system is simulated with specified storage 200kW, 1.2MWh connected at that bus. This enables 
deferment in network assets investments for about five years, and the value of storage is almost 
£80/kW/year.  
Optimal storage sizing (capacity and power) and location to maximally postpone investment in 
network reinforcement are also demonstrated. It is shown that storage can defer network 
reinforcement for about 14 years in this specific system, but this solution is not economically 
justified with present cost of battery technology. 
Analysis of storage and DSR impact on network losses is also performed. It was shown that both 
Storage and DSR have beneficial impact on network losses. DSR tends to reduce network losses at all 
load levels, since in the presented shifting algorithm there are no losses associated with a device 
shifting. In contrast to DSR, storage exhibits network loss reduction only when load exceeds certain 
level. It was shown that storage will charge/discharge only when the energy losses reduction in the 
network is greater than the energy lost in the storage. 
Another case study shows that reactive compensation, in addition to active power control 
significantly reduce sizing of the storage requirements and consequently the investment cost. This 
leads to the conclusion that energy storage can be a viable alternative for traditional network 
reinforcement options.  
The general conclusions on storage and DSR can be summarized as follows: 
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- Both Storage and DSR may be successfully used to mitigate congestion problems in both 
transmission and distribution networks and for deferment of investments in network assets 
thus enhancing the utilization of the existing network capacity. 
- Storage and DSR may successfully be employed to effectively control voltages and power 
flows in electricity networks, bringing benefits to the network operator. 
- The value that DSR and storage bring to the system is very system-specific. 
- DSR is relatively inexpensive per device and it is dispersed throughout the network, but also 
has drawbacks that it requires communication infrastructure and is less flexible than 
storage. 
- Storage has more flexibility than DSR, but also has inherent energy losses and requires space 
and maintenance.  
- The key driver for Storage value is, apart from storage size and efficiency, the location where 
storage is placed. In addition, with current cost of battery storage, the size of the storage 
must be carefully chosen. 
- Reactive power compensation can significantly reduce required storage sizing in distribution 
networks. 
6.3 Electric Vehicles 
In this work a novel methodology for optimal charging of the electric vehicles to support network 
operation is presented. The methodology enables system peak reduction, enhanced network assets 
utilization and more efficient deployment of renewable energy resources. Real life driving statistics 
of the light/medium size vehicles is included in the EV driving patterns modelling. The network and 
EV constraints are modelled as a part of the multi-period DC OPF problem.  
There is considerable flexibility regarding the time when light/medium size vehicles are available for 
charging and this can provide significant benefits to the operation of both distribution and 
transmission networks. This work does not explicitly consider vehicle-to-grid (V2G) applications 
(discharging car batteries to support the grid). By excluding explicit V2G concepts, the analysis 
provides conservative estimates regarding the benefits of incorporating EV demand response for 
real time network control.  
In the analysis it was assumed that average driving patterns observed at the national level are 
statistically similar to those at the local level. From the national statistics data, it is concluded that 
there are on average two journeys a day. This is why the potential impact of driving patterns 
characterized with extensive commuting in the morning and making return journeys in the evening 
was analyzed. Based on that, five charging strategies are introduced and modelled:  
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- charging after first journey (in the morning),  
- charging after second journey (in the afternoon),  
- charging after both journeys (in the morning and in the afternoon),  
- charging with minimum power all available time (all day except journey time), 
- Optimal charging.  
The model was tested on the IEEE 30 bus network. The obtained results confirm that the migration 
of the transport sector into electricity one will cause large problems in overloading network assets if 
the charging of electric vehicles is not performed in an intelligent way, since large peaks are 
observed.  
In the case of non optimal charging this specific network has insufficient capacity to accommodate 
all envisioned electric vehicles. For each charging strategy, the number of vehicles that may be 
connected without jeopardizing network assets was calculated. It was demonstrated that with the 
prudent charging strategy it is possible to accommodate a much higher portion of the envisioned 
fleet without network assets reinforcements comparing to the non-intelligent strategies (in this 
specific example, smart charging enables to connect 3% more vehicles than envisioned). 
When the wind generators were introduced to the network it was noticed that the optimal charging 
pattern followed the wind profile. This result is expected, considering the assumed zero cost of wind 
generation. In the case of non-optimal charging strategies, it was noted that wind curtailment and 
higher utilization of expensive peak generators resulted.  
This work shows that if the transport sector is to be electrified, prudent charging schemes must be 
developed, or else the existing networks have to be significantly reinforced. This transfer from using 
vehicles with internal combustion engines to immense deployment of electric vehicles will not be 
abrupt. Therefore, it leaves enough time to develop wise charging strategies and implement them in 
the upcoming electric vehicle models. The work presented in this thesis exhibits an effort in this 
direction. However, massive uptake of EV into electricity sector will be unlikely without establishing 
appropriate ICT infrastructure facilitated with smart meters. 
6.4 Future work 
Some possible directions regarding future work are as follows: 
Thermal demand modelling: As mentioned above, a large scale electrification of the heat sector is 
expected in near future. Hence, the work to be done in this area includes thermal load modelling, 
such as heat pumps, ventilation and air conditioning. The prospective model must be accurate 
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enough to capture thermodynamics of the buildings as well as interactions between heat source, 
building and environment. Such models are described with differential equations of higher orders 
and as such are not suitable for applications in network operation models. Thus the trade-off 
between the thermal models complexity and tractability of the solution in network control and 
investment optimisation algorithms must be achieved, which will be the main effort of the future 
research. Modelling of heat storage would also be a part of this work. 
Modelling the uncertainty – stochastic programming: The major challenge in this area is to model 
the uncertainty in various driving parameters such as energy prices, demand profiles and wind 
availability in the context of real time optimisation of active distribution networks. Such a problem is 
of huge complexity and the approach should exploit variance reduction methods to achieve 
acceptable tractability of the solution.  
Development of distribution planning methodology taking into account DSR and storage: The main 
challenge is to coordinate long-term investment strategy in network assets and short-term 
operational decisions in the context of real time network control. The methods must be capable to 
determine optimal size, location and operating strategy of storage technologies to enhance the 
utilisation of existing distribution network capacity and to minimise future network reinforcement. 
The network security considerations are required in this kind of analysis, making the problem 
complex and large. To this end, alternative decomposition concepts such as Benders decomposition 
must be explored.   
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APPENDICES 
APPENDIX 1. Node Power Injections 
The complex vector of current injections for the whole network is given as: 
         (A1.1) 
where:  
    - the complex vector of current injections into the nodes of the network 
     - Y-bus matrix of the network (this matrix is the inverse of the Z-bus matrix) 
   - complex vector of nodes’ voltages 
Now, the power injection in node   can be calculated as        
 , or in the form which will be 
simpler to use: 
   
           
    (A1.2) 
Taking into the account previous matrix equation, one gets: 
   
    
      
        
    
    
      
    
       
               
    
 (A1.3) 
Transforming the Euler’s notation of a complex number into trigonometric one, previous equation 
becomes: 
 
  
                                  
    
 
                                                           
    
 
(A1.4) 
Active and reactive injections are now obtained by separating real and imaginary parts of previous 
equation: 
 
                             
    
 
                             
    
 
(A1.5) 
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APPENDIX 2. Diversified Curve Disaggregating 
Equation (1) actually represents the system of linear equations which can be written in a compact 
matrix form. As an example, for a device having the operation cycle duration of 4 time steps, and for 
time horizon containing 24 time steps, the matrix form of (1) is given in Figure A. 2-1.  
 
Figure A. 2-1: Matrix representation of the linear system equations (1) 
On the left-hand side of the matrix equation, given in Figure A. 2-1, there is a vector-column of 
values    obtained from diversified curve (Figure 2-2, left-hand side charts). On the right-hand side 
there is a matrix product of the operation cycle matrix and the vector of unknown number of 
connected devices. The operation cycle matrix is a diagonal matrix with non-zero elements on the 
main diagonal and on the sub-main diagonals beneath it. The number of sub-main diagonals 
containing the consumption pattern data is defined by operation cycle duration. If diversified curve 
has a value different from 0 at the first time step, then the consumption pattern matrix will have 
values different from 0 in the upper right corner. It is shown by the shaded upper right corner of the 
matrix in Figure A. 2-1. It reflects the fact that the power consumed at the beginning of the day will 
consist of the power of the devices starting their consumption at the beginning of the day, and also 
of the devices which have started their consumption the day before, i.e. in the last time steps of the 
previous day. In this example, the consumption of all devices of this type at time step 1 is given by: 
                              
where: 
D1 – number of devices starting their consumption at time step 1 of the present day 
D24 – number of devices starting their consumption at time step 24 of the previous day 
D23 – number of devices starting their consumption at time step 23 of the previous day 
D22 – number of devices starting their consumption at time step 22 of the previous day
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APPENDIX 3. 16 Bus GB Transmission System 
A3.1. Generation installed capacity for GB 16 Bus System 
Table A. 3-1: Distribution of generation installed capacity on network buses and generation types 
Generation 
technology 
Production 
cost 
CO2 
emissions 
Installed capacity [MW] 
Total 
MW 
Bus number 
£/MWh kg/MWh 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
wind15 0 0 5502 606 373 650 113 4933 2224 0 1008 2489 919 630 1182 0 1843 3626 26098 
nuclear 20 0 0 0 0 0 0 1200 3613 0 0 0 0 1200 0 0 0 0 6013 
marine 10 0 260 0 0 0 0 50 50 0 0 0 250 0 0 0 0 0 610 
gas 30 390 0 1100 0 0 0 0 1020 0 1218 1100 2172 0 3385 905 1290 3005 15195 
coal 35 700 0 0 0 0 1152 0 0 0 2000 6751 821 0 2478 0 3200 0 16402 
other 
renewable 
60 0 0 0 0 0 45 45 100 0 100 136 350 0 0 0 0 0 776 
water 10 0 542 0 321 233 0 33 0 0 0 0 0 0 0 0 0 0 1129 
marginal 
gas 
90 390 10 436 0 0 123 120 2080 0 1285 3553 0 0 1108 0 2305 5905 16925 
marginal 
coal 
100 700 0 0 0 0 1152 0 0 0 0 1947 821 0 2478 0 0 0 6398 
peakers 300 780 0 0 0 0 0 0 3229 0 665 168 81 0 519 140 1000 1030 6832 
Total [MW] 6314 2142 694 883 2585 6381 12316 0 6276 16144 5414 1830 11150 1045 9638 13566 96378 
                                                            
15 these values correspond to 20% of wind penetration   
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A3.2. Sensitivity regarding DSR Flexibility and Storage Efficiency 
 
 
Figure A. 3-1: Effect of DSR flexibility on reduction in wind curtailment 
 
 
Figure A. 3-2: Effect of DSR flexibility on reduction in generation costs 
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Figure A. 3-3: Effect of DSR flexibility on Generation adjustment 
 
 
Figure A. 3-4: Effect of DSR flexibility on reduction in CO2 emissions 
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Figure A. 3-5: Effect of DSR flexibility on average capitalized value per appliance 
 
 
Figure A. 3-6: Effect of DSR flexibility on capitalized value per type of device 
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Figure A. 3-7: Effect of DSR flexibility on reduction in wind curtailment as load increases 
 
 
Figure A. 3-8: Effect of DSR flexibility on reduction in generation cost as load increases 
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Figure A. 3-9: Effect of DSR flexibility on reduction in CO2 emissions as load grows 
 
 
Figure A. 3-10: Effect of DSR flexibility on DSR activity as load grows 
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Figure A. 3-11: Effect of DSR flexibility on average capitalized value as load grows 
 
 
Figure A. 3-12: Effect of DSR flexibility on reductions in CO2 emissions vs. generation flexibility 
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Figure A. 3-13: Effect of DSR flexibility on DSR activity vs. generation flexibility 
 
 
Figure A. 3-14: Effect of DSR flexibility on average capitalized value of DSR vs. generation flexibility 
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Figure A. 3-15: Effect of Storage efficiency on reduction in wind curtailment 
 
 
 
Figure A. 3-16: Effect of Storage efficiency on reduction in generation costs 
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Figure A. 3-17: Effect of Storage efficiency on reduction in CO2 emissions 
 
 
 
Figure A. 3-18: Effect of Storage efficiency on capitalized value of storage 
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Figure A. 3-19: Effect of Storage efficiency on reduction in wind curtailment as load increases 
Reduction in wind curtailed decreases with storage efficiency. The reason for that is as follows: with 
higher storage efficiency, in order to discharge the same energy required, less stored energy is 
needed. As this stored energy mostly comes from wind curtailed energy, there is detrimental effect 
of storage efficiency on reduction in wind energy curtailed. 
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Figure A. 3-20: Effect of Storage efficiency on reduction in generation cost as load increases 
 
 
 
Figure A. 3-21: Effect of Storage efficiency on reduction in CO2 emissions as load grows 
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Figure A. 3-22: Effect of Storage efficiency on capitalized value of Storage vs. load growth 
 
 
Figure A. 3-23: Effect of Storage efficiency on reduction in CO2 emissions vs. generation flexibility 
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Figure A. 3-24: Effect of Storage efficiency on capitalized value of Storage vs. generation flexibility 
 
A3.3. DSR activity 
Information about shifted devices is kept tracked in a table whose just few excerpts are given below. 
Table A. 3-2: Distribution of generation installed capacity on network buses and generation types 
Device type Bus From time To time No. of devices 
WM 1h 1 109 110 1930 
WM 1h 1 110 111 2072 
...     
WM 2h 16 113 115 103494 
...     
WM+TD 10 8537 8539 54019 
...     
 
First column in Table A. 3-2 refers to device type. Second column shows the bus number. Third and 
fourth column determine the hour of the year where the devices are shifted from and the hour 
where they are shifted to. Fifth column shows the number of devices shifted. For example, last 
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populated row in Table A. 3-2 says there are 54,019 of WM+TD in bus 10 being moved from hour 
8537 to hour 8539. Although this device can be shifted for three hours, in this particular case it was 
shifted just for two hours. Note that the tables of this type can be rather lengthy.  
Table A. 3-2 enables to determine DSR activity. DSR activity is defined as amount of shifted energy 
multiplied by the time difference between destination and origin time. For the example of WM+TD 
in Table A. 3-2, there are 54,019 devices shifted, each of them consuming 3347.5Wh (see Table 2-2), 
so the totally shifted energy in bus 10 by this type of device from hour 8537 to hour 8539 is about 
181MWh. Now DSR activity is obtained when this energy is multiplied by 2h, which is difference 
between destination and origin time of shifting, giving in total about 362MWh-hour. Similar 
calculation is done for all entries in Table A. 3-2. Summed up for a specific device type it gives DSR 
activity for that type, and summed up for all entries in Table A. 3-2 gives total DSR activity for the 
whole network. Total DSR activity is shown in Figure A. 3-25. 
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Figure A. 3-25: DSR activity 
It can be noticed that DSR activity increases with penetration of flexible devices and with their 
flexibility. However, DSR activity practically does not depend on wind penetration. For all wind 
penetration levels, DSR activity is almost constant, which means that all DSR facility is used 
regardless the wind. It may be explained by no losses in DSR (energy paid back is equal to the energy 
being reduced), so in any condition, all available DSR capacity will be used. 
 
  
0
20000
40000
60000
80000
0 10 20 30 50A
n
u
al
 D
SM
 a
ct
iv
it
y 
[G
W
h
-
h
o
u
r]
Wind Penetration
DSR Activity (High Flexibility) DSR 10%
DSR 50%
DSR 100%
APPENDICES                                        219 | P a g e  
 
A3.4. Snapshots 
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Figure A. 3-26: Snapshots during high wind (hour 6124), wind penetration 20%, base case 
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Pump_Stor 173.6 -116.5
Peakers 1030.0 0.0  
Figure A. 3-27: Snapshots during high wind (hour 6124), with total installed storage capacity of 
5GW, 80% efficiency, wind penetration 20% 
(Continued from previous page) 
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6
7
L6
L7
1
2
4
5
3
L1
L2
L3
L4
L5
Pmax: 3685.0
Pactual: 3503.9
487.9
517.6
481.9
1112.6
2891.7
4016.2
59.5
Pmax: 4091.0
Pactual: 3369.7
Pmax: 346.0
Pactual: 206.4
Pmax: 4487.0
Pactual: 3515.1
Pmax: 4723.0
Pactual: 2407.9
Pmax: 4400.0
Pactual: 4400.0
To Bus 10
Pmax: 7221.0
Pactual: 7220.9
max actual
Wind 4198.7 4198.4
Nuclear 0.0 0.0
Marine 260.0 0.6
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 542.0 0.7
Marg_Gas 10.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 1002.8 -207.9
Peakers 0.0 0.0
max actual
Wind 462.5 462.3
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 1100.0 0.1
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 436.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 390.3 -78.9
Peakers 0.0 0.0
max actual
Wind 284.6 284.4
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 321.0 0.6
Marg_Gas 0.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 53.2 -19.1
Peakers 0.0 0.0
max actual
Wind 496.1 495.9
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 233.0 0.7
Marg_Gas 0.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 389.3 -75.7
Peakers 0.0 0.0
max actual
Wind 86.5 86.4
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 0.0 0.0
Base_Coal 1152.0 0.1
Other Renew 45.0 0.0
Water 0.0 0.0
Marg_Gas 123.0 0.0
Marg_Coal 1152.0 0.0
Pump_Stor 472.9 -81.0
Peakers 0.0 0.0
max actual
Wind 3764.1 3763.9
Nuclear 1200.0 1200.0
Marine 50.0 0.6
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 45.0 0.0
Water 33.0 0.6
Marg_Gas 120.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 482.5 -81.4
Peakers 0.0 0.0
max actual
Wind 1697.0 1696.9
Nuclear 3613.0 3613.0
Marine 50.0 50.0
Base_Gas 1020.0 1019.8
Base_Coal 0.0 0.0
Other Renew 100.0 0.3
Water 0.0 0.0
Marg_Gas 2080.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 651.7 457.2
Peakers 3229.0 0.0
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108 9
1311 12
1614 15
L8 L9
L10
L11 L12
L13
L14 L15
10811.1600.9
7901.62058.7
2796.5 2844.121997.1
779.4
136.8
From Bus 7
L7
Pmax: 3000.0
Pactual: -429.0
Pmax: 5500.0
Pactual: 4247.7
Pmax: 11403.0
Pactual: 10539.0
Pmax: 3500.0
Pactual: 2303.8
Pmax: 10273.0
Pactual: 9741.5
Pmax: 2800.0
Pactual: 1074.8
Pmax: 3477.0
Pactual: -1718.0
Pmax: 7000.0
Pactual: 3618.8
Pmax: 7221.0
Pactual: 7220.9
max actual
Wind 0.0 0.0
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 0.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 172.0 172.0
Peakers 0.0 0.0
max actual
Wind 769.2 769.1
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 1218.0 1218.0
Base_Coal 2000.0 2000.0
Other Renew 100.0 70.0
Water 0.0 0.0
Marg_Gas 1285.0 155.3
Marg_Coal 0.0 0.0
Pump_Stor 172.1 172.1
Peakers 665.0 0.0
max actual
Wind 1898.9 1898.8
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 1100.0 1100.0
Base_Coal 6751.0 6751.0
Other Renew 136.0 95.2
Water 0.0 0.0
Marg_Gas 3553.0 293.0
Marg_Coal 1947.0 0.1
Pump_Stor 172.3 172.3
Peakers 168.0 0.0
max actual
Wind 700.9 700.9
Nuclear 0.0 0.0
Marine 250.0 250.0
Base_Gas 2172.0 2172.0
Base_Coal 821.0 821.0
Other Renew 350.0 245.1
Water 0.0 0.0
Marg_Gas 0.0 0.0
Marg_Coal 821.0 0.1
Pump_Stor 173.5 173.5
Peakers 81.0 0.0
max actual
Wind 480.7 480.7
Nuclear 1200.0 1200.0
Marine 0.0 0.0
Base_Gas 0.0 0.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 0.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 173.6 173.6
Peakers 0.0 0.0
max actual
Wind 901.8 901.8
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 3385.0 3385.0
Base_Coal 2478.0 2478.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 1108.0 166.5
Marg_Coal 2478.0 0.1
Pump_Stor 172.7 172.6
Peakers 519.0 0.0
max actual
Wind 0.0 0.0
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 905.0 905.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 0.0 0.0
Marg_Coal 0.0 0.0
Pump_Stor 173.5 173.5
Peakers 140.0 0.0
max actual
Wind 1406.6 1406.6
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 1290.0 1290.0
Base_Coal 3200.0 3200.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 2305.0 392.8
Marg_Coal 0.0 0.0
Pump_Stor 173.6 173.5
Peakers 1000.0 0.0
max actual
Wind 2767.1 2767.0
Nuclear 0.0 0.0
Marine 0.0 0.0
Base_Gas 3005.0 3005.0
Base_Coal 0.0 0.0
Other Renew 0.0 0.0
Water 0.0 0.0
Marg_Gas 5905.0 1030.7
Marg_Coal 0.0 0.0
Pump_Stor 173.6 173.6
Peakers 1030.0 0.0  
Figure A. 3-28: Snapshots during peak demand and lower wind (hour 5923), with total installed 
storage capacity of 5GW, 80% efficiency, wind penetration 20% 
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APPENDIX 4. Distribution Networks 
 
A4.1. Distribution Network 11kV 38 Bus  
Load data is given in Table A. 4-1 as a time series. On the bottom of Table A. 4-1 shown are peak 
demand and daily energy consumption. 
Table A. 4-1: Load time series data for case of load growth 0%, 10% and 20% 
time Load + 0% Load + 10% Load + 20% 
[h] 
 
[MW] 
 
1 1.9445 2.1390 2.3334 
2 1.8958 2.0854 2.2750 
3 1.8644 2.0508 2.2373 
4 1.7369 1.9106 2.0843 
5 1.7153 1.8868 2.0584 
6 1.9308 2.1239 2.3170 
7 2.3688 2.6057 2.8426 
8 2.5470 2.8017 3.0564 
9 2.6208 2.8829 3.1450 
10 2.6401 2.9041 3.1681 
11 2.6507 2.9158 3.1808 
12 2.6561 2.9217 3.1873 
13 2.6110 2.8721 3.1332 
14 2.6169 2.8786 3.1403 
15 2.5953 2.8548 3.1144 
16 2.7523 3.0275 3.3028 
17 2.9643 3.2607 3.5572 
18 2.9450 3.2395 3.5340 
19 2.8092 3.0901 3.3710 
20 2.6110 2.8721 3.1332 
21 2.4175 2.6593 2.9010 
22 2.1647 2.3812 2.5976 
23 1.9673 2.1640 2.3608 
24 1.8841 2.0725 2.2609 
Max. 2.9643 3.26073 3.55716 
Energy [MWh] 56.9098 62.60078 68.29176 
Table A. 4-2 below shows details on network branches: network topology (the nodes where the 
branch is connected to), branch length in meters, branch resistance and reactance in per unit 
(calculated with base power        ) and thermal capacity limits. Last column in Table A. 4-2 
shows the maximum flow through the branches for 0% load increase, in base case, i.e. when DSR 
and Storage facility are not exercised. Comparing last two columns in Table A. 4-2, it can be 
concluded that in the base case there are no overloaded branches in the network.  
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Table A. 4-2: Network branch data and power flows through the branches during peak hour for 
case 0% load growth 
No. 
From 
Bus 
To Bus Length R X 
Thermal 
Capacity 
Apparent 
Power 
      [m] p.u. [MVA] 
1 1 2 275 0.024876 0.012217 3.553 3.3748 
2 2 4 300 0.006387 0.001726 2.398 0.1071 
3 2 3 1900 0.000131 6.42E-05 3.751 3.0653 
4 3 6 223 0.008896 0.006189 4.884 0 
5 3 5 326 0.011152 0.005483 3.751 2.8859 
6 5 8 237 0.001306 0.000642 3.751 0 
7 5 7 211 0.001098 0.000529 3.553 2.811 
8 10 7 854 0.005256 0.001016 0.88 0.1071 
9 7 9 7800 0.002195 0.001058 3.454 2.6966 
10 9 11 193 0.002195 0.001058 3.553 2.3261 
11 11 12 160 0.003712 0.002584 1.738 0.0714 
12 11 13 10 0.000274 0.000132 3.553 2.2445 
13 13 14 540 0.002917 0.000417 1.441 0.0892 
14 13 15 50 0.005224 0.001392 2.453 2.1541 
15 15 16 200 0.007835 0.002088 2.453 2.0266 
16 16 17 185 0.01977 0.005536 2.651 0.215 
17 17 18 10 0.007066 0.001978 2.651 0.1071 
18 16 19 240 0.000137 6.61E-05 3.553 1.6055 
19 19 20 145 0.008383 0.002265 2.398 0.1125 
20 19 21 106 0.002195 0.001058 3.553 0.44 
21 21 22 80 0.004472 0.002156 3.553 0.3272 
22 22 23 100 0.004832 0.001288 2.453 0.2143 
23 23 24 160 0.000412 0.000198 3.553 0.1071 
24 24 26 80 0.001098 0.000529 3.553 0 
25 24 25 20 0.000798 0.000216 2.398 0.1071 
26 27 19 160 0.005625 0.002711 3.454 1.0527 
27 27 28 315 0.000165 7.93E-05 3.454 0.1124 
28 29 27 80 0.000494 0.000238 3.454 0.9346 
29 29 30 30 0.013025 0.005891 1.738 0.0178 
30 31 29 410 0.005439 0.001691 2.398 0.9164 
31 32 31 12 0.007585 0.002049 2.398 0.8052 
32 32 33 400 0.004626 0.001279 2.398 0.1125 
33 34 32 36 0.003821 0.001068 2.398 0.6883 
34 34 35 143 0.005309 0.001486 2.651 0.1125 
35 36 34 285 0.005428 0.00251 3.168 0.5742 
36 37 36 136 0.006426 0.002252 3.168 0.4654 
37 38 37 30 0.005551 0.002043 2.651 0.1786 
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Table A. 4-3 lists the network buses and load distribution among buses. The load in each bus is 
defined as a percentage of total load which is given in Table A. 4-1. There are totally 23 load nodes in 
the network. Third and sixth column in Table A. 4-3 record the minimal voltages for 0% load 
increase, in base case, i.e. when DSR and Storage facility are not exercised. It can be seen that in the 
base case there are no buses experiencing under-voltages, i.e. voltage in all buses is over the lower 
limit of 0.94p.u. 
Table A. 4-3: Load distribution among buses (in percent) and minimal voltages obtained during 
peak hour for case 0% load growth 
Bus Load % Vmin [p.u.] Bus Load % Vmin [p.u.] 
1 0 1.0961 20 0.0375 0.9704 
2 0 1.034 21 0.0375 0.9704 
3 0.0596 1.0337 22 0.0375 0.9691 
4 0.0358 1.0335 23 0.0358 0.9682 
5 0 1.0069 24 0 0.9682 
6 0 1.0337 25 0.0358 0.9681 
7 0 1.0042 26 0 0.9682 
8 0 1.0069 27 0 0.966 
9 0.1192 0.9992 28 0.0375 0.966 
10 0.0358 1.0038 29 0 0.9656 
11 0 0.9948 30 0.006 0.9654 
12 0.0238 0.9946 31 0.0358 0.9613 
13 0 0.9943 32 0 0.956 
14 0.0298 0.9941 33 0.0375 0.9555 
15 0.0358 0.9848 34 0 0.9537 
16 0.0596 0.9714 35 0.0375 0.9532 
17 0.0358 0.9678 36 0.0358 0.9509 
18 0.0358 0.9671 37 0.0954 0.9482 
19 0 0.9712 38 0.0596 0.9474 
  
A4.2. Leighton Buzzard Substation Data 
Table A. 4-4 below shows details on circuit data supplying Leighton Buzzard Substation: network 
topology, branch length, resistance, reactance and susceptance as well as thermal capacity limits. 
Last column represents apparent power snapshot at peak time, in normal working conditions. 
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Table A. 4-4: Circuit data for Leighton Buzzard Substation network 
No. 
From 
Bus 
To Bus Length R X Susceptance 
Thermal 
Capacity 
Apparent 
Power at 
Peak 
      [km] 
% on 100MVA 
base 
p.u. [MVA] 
1 1  2  0.15 0.23 0.14 0.02 22.29 6.95 
2 1  2  0.13 0.11 0.12 0.02 29.15 11.51 
3 1’  2’  0.13 0.17 0.13 0.01 22.29 9.99 
4 1’  2’  0.13 0.19 0.12 0.02 22.29 9.51 
5 4  5  1.28 1.74 4.08 0.01 57.16 17.71 
6 4’ 5’  1.28 1.74 4.08 0.01 57.16 18.75 
7 4’  3’  1.02 1.55 0.95 0.14 22.29 9.51 
8 4’ 3’  1.06 1.60 0.98 0.15 22.29 9.21 
9 4 3  1.64 2.48 1.52 0.22 22.29 8.81 
10 4  3  1.63 2.47 1.51 0.22 22.29 8.85 
11 2’  3’  9.82 12.35 29.4 0.04 32.87 19.49 
12 3  2  9.84 12.38 29.47 0.04 32.87 18.30 
 
Table A. 4-5 below shows that transformers T1 and T2 have all the parameters practically equal, 
except a small difference in reactance. 
Table A. 4-5: Transformer data for Leighton Buzzard Substation 
From Primary 
LEIGHT BUZZ T1 
(Bus 5) 
LEIGHT BUZZ T2 
(Bus 5’) 
Voltage Primary [kV] 33 33 
To Secondary S1 
Leight Buzz 11 BB 
(Bus 6) 
Leight Buzz 11 BB 
(Bus 6’) 
Voltage Secondary [kV] 11 11 
Vector Group Dy11 Dy11 
Primary 
R 
% on 100MVA 
base 
0.10 0.10 
X 47.02 47.43 
Secondary 
R 0.10 0.10 
X 31.35 31.62 
Minimum Tap % -17.0 -17.0 
Maximum Tap % 3.0 3.0 
TX Nameplate Rating MVA 19/38 19/38 
TX Rating type ONAN/ Emergency ONAN/ Emergency 
 
Table A. 4-6 shows that during critical working conditions, line Bus 2 – Bus 3 becomes overloaded.  
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Table A. 4-6: Snapshot of power flows during peak, 12th January 2011 at 18.00 in case of Branch 2 
outage (all the load supplied from Branch 1) 
No. 
From 
Bus 
To Bus 
Thermal 
Capacity 
Apparent 
Power at 
Peak 
      [MVA] 
1 1  2  22.29 15.32 
2 1  2  29.15    25.33 
3 1’  2’  22.29     0 
4 1’  2’  22.29     0 
5 4  5  57.16    36.70 
6 4’ 5’  57.16 0 
7 4’  3’  22.29     0 
8 4’ 3’  22.29     0 
9 4 3  22.29    18.37 
10 4  3  22.29    18.46 
11 2’  3’  32.87     0 
12 3  2  32.87    40.28 
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APPENDIX 5. Electric Vehicles 
Table A. 5-1: Daily driven minimal distances (in 1,000 km) for given start and end times 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 1005.3 743.0 38.2 79.1 124.9 0.0 0.0 0.0 138.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1-2 0.0 516.9 259.5 39.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2-3 0.0 0.0 331.4 172.8 0.0 287.3 70.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3-4 0.0 0.0 0.0 317.4 346.7 67.3 54.8 222.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
4-5 0.0 0.0 0.0 0.0 753.4 812.4 114.1 104.4 166.5 412.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
5-6 0.0 0.0 0.0 0.0 0.0 2670.5 3818.5 2410.1 737.6 677.9 630.1 0.0 0.0 0.0 248.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
6-7 0.0 0.0 0.0 0.0 0.0 0.0 6255.2 11170.9 3263.6 1995.1 905.7 589.7 253.0 159.3 18.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
7-8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 18797.2 27170.8 5060.9 1630.0 597.4 186.2 564.4 0.0 30.2 0.0 269.2 0.0 0.0 0.0 0.0 0.0 0.0 
8-9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 27573.2 20477.5 4432.1 1868.5 821.2 381.4 302.7 0.0 0.0 69.6 240.1 0.0 0.0 0.0 0.0 0.0 
9-10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 17913.5 15492.6 4771.6 2689.8 772.1 400.4 191.2 31.9 347.0 0.0 291.4 0.0 0.0 0.0 0.0 
10-11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20466.4 15396.3 4449.5 2825.6 445.3 780.4 364.4 92.6 156.8 0.0 0.0 0.0 0.0 0.0 
11-12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20379.6 17041.3 3807.5 2022.5 1888.8 955.5 526.0 0.0 544.0 0.0 0.0 0.0 0.0 
12-13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20310.3 16236.7 3447.6 2452.0 1206.0 958.3 695.4 141.6 127.7 0.0 111.0 0.0 
13-14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20789.4 16336.7 3045.4 1832.7 827.5 584.6 562.1 0.0 0.0 0.0 0.0 
14-15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20994.2 16776.9 4645.4 2701.3 888.5 216.5 596.8 315.0 0.0 0.0 
15-16 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23119.5 19626.5 6085.6 2675.7 1552.3 1038.8 283.1 12.8 0.0 
16-17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 25795.5 28722.3 6426.5 3315.9 1555.2 504.6 277.6 0.0 
17-18 113.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 29906.1 28034.1 5817.2 1505.7 508.6 607.9 381.6 
18-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 21398.9 16582.5 2841.6 1446.3 1097.8 165.1 
19-20 124.9 113.8 0.0 0.0 0.0 0.0 0.0 148.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 15572.4 9890.4 2309.0 1549.5 238.0 
20-21 347.0 0.0 0.0 0.0 115.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10526.2 6361.7 1723.0 1073.8 
21-22 601.6 0.0 116.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 8032.6 4981.5 954.1 
22-23 442.8 324.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6129.2 3733.6 
23-24 2549.0 291.1 125.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3723.9 
 
Table A. 5-2: Energy (in MWh) required for the minimum driven distances 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 150.8 111.5 5.7 11.9 18.7 0.0 0.0 0.0 20.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1-2 0.0 77.5 38.9 5.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2-3 0.0 0.0 49.7 25.9 0.0 43.1 10.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3-4 0.0 0.0 0.0 47.6 52.0 10.1 8.2 33.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
4-5 0.0 0.0 0.0 0.0 113.0 121.9 17.1 15.7 25.0 61.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
5-6 0.0 0.0 0.0 0.0 0.0 400.6 572.8 361.5 110.6 101.7 94.5 0.0 0.0 0.0 37.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
6-7 0.0 0.0 0.0 0.0 0.0 0.0 938.3 1675.6 489.5 299.3 135.9 88.5 37.9 23.9 2.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
7-8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2819.6 4075.6 759.1 244.5 89.6 27.9 84.7 0.0 4.5 0.0 40.4 0.0 0.0 0.0 0.0 0.0 0.0 
8-9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4136.0 3071.6 664.8 280.3 123.2 57.2 45.4 0.0 0.0 10.4 36.0 0.0 0.0 0.0 0.0 0.0 
9-10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2687.0 2323.9 715.7 403.5 115.8 60.1 28.7 4.8 52.0 0.0 43.7 0.0 0.0 0.0 0.0 
10-11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3070.0 2309.4 667.4 423.8 66.8 117.1 54.7 13.9 23.5 0.0 0.0 0.0 0.0 0.0 
11-12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3056.9 2556.2 571.1 303.4 283.3 143.3 78.9 0.0 81.6 0.0 0.0 0.0 0.0 
12-13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3046.5 2435.5 517.1 367.8 180.9 143.7 104.3 21.2 19.2 0.0 16.7 0.0 
13-14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3118.4 2450.5 456.8 274.9 124.1 87.7 84.3 0.0 0.0 0.0 0.0 
14-15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3149.1 2516.5 696.8 405.2 133.3 32.5 89.5 47.3 0.0 0.0 
15-16 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3467.9 2944.0 912.8 401.4 232.8 155.8 42.5 1.9 0.0 
16-17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3869.3 4308.3 964.0 497.4 233.3 75.7 41.6 0.0 
17-18 17.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4485.9 4205.1 872.6 225.9 76.3 91.2 57.2 
18-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3209.8 2487.4 426.2 216.9 164.7 24.8 
19-20 18.7 17.1 0.0 0.0 0.0 0.0 0.0 22.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2335.9 1483.6 346.3 232.4 35.7 
20-21 52.0 0.0 0.0 0.0 17.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1578.9 954.3 258.4 161.1 
21-22 90.2 0.0 17.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1204.9 747.2 143.1 
22-23 66.4 48.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 919.4 560.0 
23-24 382.3 43.7 18.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 558.6 
 
Table A. 5-3: Daily driven maximal distances (in 1,000 km) for given start and end times 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 1682.9
38161 
1221.0
77862 
76.329
07593 
158.20
93574 
149.88
25491 
0 0 0 333.07
23313 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 876.80
59732 
436.72
02774 
78.410
778 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 549.27
79084 
281.04
36576 
0 574.54
97715 
140.16
79394 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 528.51
63997 
575.93
75729 
134.61
67339 
109.63
63091 
340.01
13382 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 1246.3
98298 
1281.7
3866 
228.29
33271 
208.86
41078 
199.84
33988 
618.26
5515 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 4479.9
47758 
6076.8
97746 
4779.5
87954 
1303.8
39397 
1113.8
49388 
1039.4
63234 
0 0 0 670.72
44072 
0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 10429.
1192 
18184.
75701 
6140.9
86414 
3813.8
16974 
1482.1
37179 
920.59
80458 
472.13
00296 
329.88
03881 
25.257
98512 
0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 31488.
01981 
44634.
83577 
9549.0
17203 
3071.9
67746 
977.42
85123 
276.45
0035 
1008.3
76483 
0 48.295
48804 
0 807.70
04034 
0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 46695.
5751 
33908.
81034 
8578.7
28929 
3725.5
52806 
1510.3
44242 
662.74
45493 
557.54
92046 
0 0 122.82
04222 
720.26
89165 
0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 30458.
77774 
25689.
79259 
9306.7
9035 
4794.0
21089 
1184.7
66039 
662.67
51592 
349.10
14373 
51.626
21135 
791.04
67869 
0 874.31
48697 
0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 34612.
1342 
25532.
76286 
8521.6
07024 
5480.4
62347 
762.77
03338 
1327.6
05496 
650.84
41524 
185.27
14843 
376.37
17344 
0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 34692.
34218 
28426.
59936 
7313.8
8675 
3845.1
81285 
2808.3
54874 
1539.0
71731 
946.75
81018 
0 1278.9
97752 
0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 34599.
76889 
27072.
63952 
6618.9
45209 
4638.3
16713 
1971.7
18811 
1548.0
9244 
1254.6
41838 
283.11
14816 
306.42
65448 
0 333.07
23313 
0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 35423.
06124 
26915.
64448 
5797.6
92925 
3362.7
4683 
1506.4
93094 
908.80
1734 
1011.7
07206 
0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 35649.
47409 
27797.
80737 
8788.0
02438 
5109.6
41818 
1533.9
36866 
324.74
5523 
1081.0
97275 
661.56
49181 
0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 39138.
76759 
32166.
55754 
11712.
68976 
4838.9
85854 
2520.5
24867 
1594.5
83786 
509.60
06669 
21.337
44623 
0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43792.
0795 
47438.
76355 
12167.
61799 
5690.5
06086 
2512.4
75619 
801.28
18221 
499.60
8497 
0 
17-18 238.97
93977 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 50578.
96255 
45840.
05106 
11036.
10883 
2676.0
28012 
857.17
55227 
999.21
6994 
686.96
16833 18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 36268.
92618 
27906.
45834 
5455.3
08447 
2753.7
44889 
1643.7
11955 
247.72
25464 19-20 187.35
31864 
204.83
94838 
0 0 0 0 0 534.58
10918 
0 0 0 0 0 0 0 0 0 0 0 26479.
78464 
16631.
12031 
4516.9
32665 
2789.1
33824 
343.89
71821 20-21 520.42
55177 
0 0 0 276.45
0035 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17850.
24831 
10692.
74595 
3369.2
00106 
1864.1
64204 21-22 1203.2
23797 
0 174.86
29739 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13633.
78158 
8374.0
76798 
1838.5
59269 22-23 880.90
69263 
645.50
11171 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10413.
44399 
6155.9
81608 23-24 4341.3
20278 
564.10
65661 
251.88
59506 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6329.4
22085 
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Table A. 5-4: Energy (in MWh) required for the maximum driven distances 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 252.4 183.2 11.4 23.7 22.5 0.0 0.0 0.0 50.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1-2 0.0 131.5 65.5 11.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
2-3 0.0 0.0 82.4 42.2 0.0 86.2 21.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
3-4 0.0 0.0 0.0 79.3 86.4 20.2 16.4 51.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
4-5 0.0 0.0 0.0 0.0 187.0 192.3 34.2 31.3 30.0 92.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
5-6 0.0 0.0 0.0 0.0 0.0 672.0 911.5 716.9 195.6 167.1 155.9 0.0 0.0 0.0 100.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
6-7 0.0 0.0 0.0 0.0 0.0 0.0 1564.4 2727.7 921.1 572.1 222.3 138.1 70.8 49.5 3.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
7-8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4723.2 6695.2 1432.4 460.8 146.6 41.5 151.3 0.0 7.2 0.0 121.2 0.0 0.0 0.0 0.0 0.0 0.0 
8-9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7004.3 5086.3 1286.8 558.8 226.6 99.4 83.6 0.0 0.0 18.4 108.0 0.0 0.0 0.0 0.0 0.0 
9-10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4568.8 3853.5 1396.0 719.1 177.7 99.4 52.4 7.7 118.7 0.0 131.1 0.0 0.0 0.0 0.0 
10-11 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5191.8 3829.9 1278.2 822.1 114.4 199.1 97.6 27.8 56.5 0.0 0.0 0.0 0.0 0.0 
11-12 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5203.9 4264.0 1097.1 576.8 421.3 230.9 142.0 0.0 191.8 0.0 0.0 0.0 0.0 
12-13 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5190.0 4060.9 992.8 695.7 295.8 232.2 188.2 42.5 46.0 0.0 50.0 0.0 
13-14 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5313.5 4037.3 869.7 504.4 226.0 136.3 151.8 0.0 0.0 0.0 0.0 
14-15 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5347.4 4169.7 1318.2 766.4 230.1 48.7 162.2 99.2 0.0 0.0 
15-16 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5870.8 4825.0 1756.9 725.8 378.1 239.2 76.4 3.2 0.0 
16-17 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6568.8 7115.8 1825.1 853.6 376.9 120.2 74.9 0.0 
17-18 35.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7586.8 6876.0 1655.4 401.4 128.6 149.9 103.0 
18-19 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5440.3 4186.0 818.3 413.1 246.6 37.2 
19-20 28.1 30.7 0.0 0.0 0.0 0.0 0.0 80.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3972.0 2494.7 677.5 418.4 51.6 
20-21 78.1 0.0 0.0 0.0 41.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2677.5 1603.9 505.4 279.6 
21-22 180.5 0.0 26.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2045.1 1256.1 275.8 
22-23 132.1 96.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1562.0 923.4 
23-24 651.2 84.6 37.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 949.4 
 
Table A. 5-5: Daily driven short distances ( 15 miles) defined with start time and end time (in 
1,000 km) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 905.18
65 
150.66
32 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 387.60
25 
119.44
81 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 297.45
09 
49.201
03 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 197.00
19 
133.49
26 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 690.50
06 
237.22
04 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 2328.8
35 
1110.9
32 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 5382.7
19 
3355.7
84 
16.844
44 
0 9.0207
09 
8.5002
83 
0 0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 15895.
74 
10012.
95 
52.680
94 
0 0 0 0 0 15.092
34 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 28528.
23 
9960.1
53 
52.753
8 
10.148
3 
0 17.694
47 
0 0 0 0 0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 19506.
35 
6541.8
63 
49.509
81 
15.369
9 
11.674
88 
0 13.721
89 
22.215
23 
0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 21378.
85 
6436.0
68 
31.773
71 
7.1124
82 
5.0481
28 
0 7.4594
32 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 22056.
81 
7684.8
74 
90.588
74 
0 0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 22049.
81 
7669.4
45 
76.204
17 
7.2339
15 
0 0 0 0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 22401.
73 
7301.0
15 
97.340
39 
0 0 0 0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21948.
45 
7971.8
64 
54.096
5 
8.4135
46 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 24412.
92 
8893.7
01 
55.564
1 
17.607
73 
0 0 0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 26520.
04 
10922.
77 
67.395
1 
0 0 0 0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 29389.
84 
10260.
06 
65.400
14 
0 0 0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20890.
62 
6618.9 46.272
77 
4.2154
47 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16151.
14 
3546.0
06 
14.852
94 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10695.
13 
2651.9
7 
0 0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8361.3
99 
1928.7
21 
0 
22-23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5838.3
66 
1301.1
92 23-24 756.63
97 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3348.0
95 
 
Table A. 5-6: Daily driven medium distances (15  50 miles) defined with start time and end time 
(in 1,000 km) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 392.07
12 
534.21
68 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 254.59
22 
128.73
59 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 142.87
42 
123.06
33 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 225.93
41 
233.13
33 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 246.95
93 
741.17
27 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 1246.3
67 
3155.5
31 
86.113
08 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 2849.1
04 
8363.4
12 
801.00
43 
75.201
49 
48.573
05 
0 14.433
13 
14.433
13 
21.649
7 
0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 9182.8
56 
20592.
98 
1227.3
19 
38.702
31 
17.486
3 
42.258
55 
24.772
25 
0 24.147
74 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 8547.8
85 
13094.
06 
592.14
02 
28.102
98 
0 14.155
57 
14.155
57 
0 0 34.799
12 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 4629.8
27 
9981.6
92 
479.67
62 
109.06
38 
0 0 69.077
81 
19.568 0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 6002.2
06 
9853.0
95 
805.60
14 
80.214
92 
13.739
23 
55.147
76 
39.986
03 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 5368.8
14 
10611.
94 
618.69
92 
107.36
38 
0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 5405.2
09 
10064.
35 
556.36
96 
42.796
33 
47.879
15 
0 32.144
95 
0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 5704.5
06 
10945 589.12
17 
63.110
27 
29.976
51 
25.396
77 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6219.3
62 
10543.
44 
1067.4
97 
91.161
2 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6716.1
95 
13506.
59 
990.36
98 
19.359
83 
0 0 0 17.069
96 
0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8211.2
91 
20139.
81 
1470.6
36 
67.377
76 
27.131
52 
27.062
13 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10754.
33 
20321.
06 
1314.6
82 
52.458
89 
28.606
06 
0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7535.2
93 
9935.2
53 
460.76
74 
45.710
71 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4764.6
34 
6197.7
13 
209.97
43 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3347.9
15 
3973.1
02 
161.50
54 
0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2417.1
34 
3119.1
01 
143.67
21 22-23 18.596
54 
12.351
43 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2373.0
88 
2493.9
66 23-24 1652.8
54 
37.262
47 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1567.2
09 
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Table A. 5-7: Daily driven long distances (50+ miles) defined with start time and end time (in 1,000 
km) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 46.838
3 
297.16
3 
57.246
81 
118.65
7 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 54.644
68 
99.92
7 
58.808
08 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 0 54.644
68 
0 430.91
23 
105.12
6 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 0 94.717
44 
100.96
26 
82.227
23 
136.35
15 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 62.451
06 
68.696
17 
171.22 156.64
81 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 0 681.23
7 
3508.7
09 
835.80
34 
563.10
04 
283.11
15 
0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 110.33
02 
2958.6
19 
3884.4
56 
2677.0
69 
711.94
21 
108.24
85 
136.35
15 
0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 64.012
34 
5296.8
91 
6024.9
66 
2125.9
38 
482.95
49 
0 0 0 0 0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 58.287
66 
4138.9
44 
5860.5
12 
2758.7
76 
984.12
47 
266.45
79 
105.12
6 
0 0 61.410
21 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 49.960
85 
4067.6
46 
6510.0
03 
3041.3
67 
476.70
98 
186.31
23 
187.35
32 
0 156.12
77 
0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 158.20
94 
4175.3
74 
5648.1
78 
3917.7
63 
414.25
87 
466.30
13 
46.317
87 
138.95
36 
0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 110.33
02 
4437.1
48 
4851.4
07 
2661.4
56 
1015.8
71 
317.45
96 
0 0 99.921
7 
0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 0 3920.8
86 
4400.7
18 
3227.6
79 
968.51
19 
332.03
15 
95.758
3 
212.33
36 
0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3380.1
64 
3735.0
94 
2237.3
09 
949.25
61 
102.00
34 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 154.04
6 
3772.0
44 
5595.0
95 
3534.2
1 
876.91
7 
0 52.042
55 
0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3496.2
19 
7853.2
21 
3185.5
25 
1233.4
08 
109.28
94 
0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 62.451
06 
7017.9
38 
7759.0
24 
3451.4
62 
1202.1
83 
122.82
04 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 98.360
42 
6355.9
57 
7046.5
62 
1701.2
71 
452.77
02 
262.29
45 
0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 408.01
36 
5690.3
33 
3641.4
17 
1923.4
93 
612.02
04 
0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 110.33
02 
3517.0
36 
3188.1
27 
1835.0
2 
109.28
94 20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 145.19
87 
1902.1
55 
2384.5
9 
1163.1
51 21-22 902.41
78 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 54.644
68 
1629.9
73 
1252.6
64 22-23 643.24
59 
472.54
64 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 59.848
93 
1149.6
2 23-24 1035.6
47 
390.31
91 
188.91
45 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 111.37
11 
 
Table A. 5-8: Energy required for short distances (in MWh) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 135.77
8 
22.599
48 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 58.1 0
38 
17.917
21 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 44.617
64 
7.3801
54 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 29.550
28 
20.023
89 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 103.57
51 
35.583
05 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 349.32
52 
166.63
97 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 807.40
79 
503.36
75 
2.5266
66 
0 1.3531
06 
1.2750
43 
0 0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 2384.3
61 
1501.9
42 
7.9021
41 
0 0 0 0 0 2.2638
51 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 4279.2
34 
1494.0
23 
7.9130
7 
1.5222
45 
0 2.6541
7 
0 0 0 0 0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 2925.9
52 
981.27
95 
7.4264
72 
2.3054
85 
1.7512
32 
0 2.0582
83 
3.3322
85 
0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 3206.8
27 
965.41
02 
4.7660
57 
1.0668
72 
0.7572
19 
0 1.1189
15 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 3308.5
22 
1152.7
31 
13.588
31 
0 0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 3307.4
72 
1150.4
17 
11.430
63 
1.0850
87 
0 0 0 0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 3360.2
6 
1095.1
52 
14.601
06 
0 0 0 0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3292.2
68 
1195.7
8 
8.1144
75 
1.2620
32 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3661.9
38 
1334.0
55 
8.3346
15 
2.6411
6 
0 0 0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3978.0
07 
1638.4
16 
10.109
27 
0 0 0 0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4408.4
76 
1539.0
09 
9.8100
21 
0 0 0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3133.5
92 
992.83
5 
6.9409
15 
0.6323
17 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2422.6
71 
531.90
09 
2.2279
42 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1604.2
69 
397.79
56 
0 0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1254.2
1 
289.30
82 
0 
22-23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 875.75
49 
195.17
88 23-24 113.49
6 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 502.21
43 
 
Table A. 5-9: Energy required for medium distances (in MWh) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 58.810
69 
80.132
52 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 38.188
82 
19.310
39 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 21.431
12 
18.459
49 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 33.890
11 
34.969
99 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 37.043
89 
111.17
59 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 186.95
51 
473.32
96 
12.916
96 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 427.36
56 
1254.5
12 
120.15
06 
11.280
22 
7.2859
57 
0 2.1649
7 
2.1649
7 
3.2474
55 
0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 1377.4
28 
3088.9
47 
184.09
79 
5.8053
47 
2.6229
45 
6.3387
83 
3.7158
38 
0 3.6221
62 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 1282.1
83 
1964.1
09 
88.821
02 
4.2154
47 
0 2.1233
36 
2.1233
36 
0 0 5.2198
68 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 694.47
4 
1497.2
54 
71.951
43 
16.359
58 
0 0 10.361
67 
2.9352 0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 900.33
09 
1477.9
64 
120.84
02 
12.032
24 
2.0608
85 
8.2721
64 
5.9979
04 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 805.32
21 
1591.7
92 
92.804
88 
16.104
57 
0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 810.78
13 
1509.6
53 
83.455
44 
6.4194
49 
7.1818
72 
0 4.8217
42 
0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 855.67
58 
1641.7
5 
88.368
25 
9.4665
4 
4.4964
76 
3.8095
15 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 932.90
44 
1581.5
16 
160.12
45 
13.674
18 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1007.4
29 
2025.9
88 
148.55
55 
2.9039
74 
0 0 0 2.5604
94 
0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1231.6
94 
3020.9
71 
220.59
54 
10.106
66 
4.0697
28 
4.0593
19 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1613.1
5 
3048.1
58 
197.20
22 
7.8688
34 
4.2909
08 
0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1130.2
94 
1490.2
88 
69.115
11 
6.8566
06 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 714.69
52 
929.65
69 
31.496
15 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 502.18
72 
595.96
53 
24.225
81 
0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 362.57 467.86
51 
21.550
82 22-23 2.7894
81 
1.8527
15 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 355.96
32 
374.09
49 23-24 247.92
81 
5.5893
7 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 235.08
14 
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Table A. 5-10: Energy required for long distances (in MWh) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 7.0257
44 
44.574
45 
8.5870
21 
17.798
55 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 8.1967
02 
14.988
25 
8.8212
13 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 0 8.1967
02 
0 64.636
85 
15.768
89 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 0 14.207
62 
15.144
38 
12.334
08 
20.452
72 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 9.3676
59 
10.304
43 
25.683 23.497
21 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 0 102.18
56 
526.30
63 
125.37
05 
84.465
06 
42.466
72 
0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 16.549
53 
443.79
29 
582.66
84 
401.56
03 
106.79
13 
16.237
28 
20.452
72 
0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 9.6018
51 
794.53
36 
903.74
49 
318.89
07 
72.443
23 
0 0 0 0 0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 8.7431
49 
620.84
16 
879.07
68 
413.81
64 
147.61
87 
39.968
68 
15.768
89 
0 0 9.2115
32 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 7.4941
27 
610.14
69 
976.50
04 
456.20
5 
71.506
47 
27.946
85 
28.102
98 
0 23.419
15 
0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 23.731
4 
626.30
61 
847.22
67 
587.66
45 
62.138
81 
69.945
19 
6.9476
81 
20.843
04 
0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 16.549
53 
665.57
22 
727.71
1 
399.21
84 
152.38
06 
47.618
93 
0 0 14.988
25 
0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 0 588.13
29 
660.10
77 
484.15
19 
145.27
68 
49.804
72 
14.363
74 
31.850
04 
0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 507.02
46 
560.26
41 
335.59
64 
142.38
84 
15.300
51 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 23.106
89 
565.80
66 
839.26
42 
530.13
15 
131.53
75 
0 7.8063
83 
0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 524.43
28 
1177.9
83 
477.82
87 
185.01
13 
16.393
4 
0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9.3676
59 
1052.6
91 
1163.8
54 
517.71
93 
180.32
74 
18.423
06 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14.754
06 
953.39
35 
1056.9
84 
255.19
07 
67.915
53 
39.344
17 
0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 61.202
04 
853.54
99 
546.21
26 
288.52
39 
91.803
06 
0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16.549
53 
527.55
53 
478.21
9 
275.25
31 
16.393
4 20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 21.779
81 
285.32
33 
357.68
85 
174.47
27 21-22 135.36
27 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8.1967
02 
244.49
59 
187.89
96 22-23 96.486
89 
70.881
96 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8.9773
4 
172.44
3 23-24 155.34
7 
58.547
87 
28.337
17 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16.705
66 
 
Table A. 5-11: Number of medium journeys defined by the start and end times (in 1,000) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 19.603
56 
26.710
84 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 12.729
61 
6.4367
96 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 7.1437
08 
6.1531
64 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 11.296
7 
11.656
66 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 12.347
96 
37.058
63 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 62.318
35 
157.77
65 
4.3056
54 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 142.45
52 
418.17
06 
40.050
21 
3.7600
74 
2.4286
52 
0 0.7216
57 
0.7216
57 
1.0824
85 
0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 459.14
28 
1029.6
49 
61.365
97 
1.9351
16 
0.8743
15 
2.1129
28 
1.2386
13 
0 1.2073
87 
0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 427.39
43 
654.70
31 
29.607
01 
1.4051
49 
0 0.7077
79 
0.7077
79 
0 0 1.7399
56 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 231.49
13 
499.08
46 
23.983
81 
5.4531
92 
0 0 3.4538
91 
0.9784 0 0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 300.11
03 
492.65
47 
40.280
07 
4.0107
46 
0.6869
62 
2.7573
88 
1.9993
01 
0 0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 268.44
07 
530.59
72 
30.934
96 
5.3681
89 
0 0 0 0 0 0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 270.26
04 
503.21
76 
27.818
48 
2.1398
16 
2.3939
57 
0 1.6072
47 
0 0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 285.22
53 
547.25 29.456
08 
3.1555
13 
1.4988
25 
1.2698
38 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 310.96
81 
527.17
2 
53.374
84 
4.5580
6 
0 0 0 0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 335.80
98 
675.32
93 
49.518
49 
0.9679
91 
0 0 0 0.8534
98 
0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 410.56
46 
1006.9
9 
73.531
79 
3.3688
88 
1.3565
76 
1.3531
06 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 537.71
67 
1016.0
53 
65.734
08 
2.6229
45 
1.4303
03 
0 0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 376.76
47 
496.76
26 
23.038
37 
2.2855
35 
0 0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 238.23
17 
309.88
56 
10.498
72 
0 0 
20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 167.39
57 
198.65
51 
8.0752
69 
0 
21-22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 120.85
67 
155.95
5 
7.1836
07 22-23 0.9298
27 
0.6175
72 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 118.65
44 
124.69
83 23-24 82.642
7 
1.8631
23 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 78.360
47 
 
Table A. 5-12: Number of long journeys defined by the start and end times (in 1,000) 
 
 End Time (hour of a day) 
St
ar
t 
ti
m
e 
(h
o
u
r 
o
f 
a 
d
ay
) 
 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 10-11 11-12 12-13 13-14 14-15 15-16 16-17 17-18 18-19 19-20 20-21 21-22 22-23 23-24 
0-1 0.4683
83 
2.9716
3 
0.5724
68 
1.1865
7 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1-2 0 0.5464
47 
0.9992
17 
0.5880
81 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2-3 0 0 0 0.5464
47 
0 4.3091
23 
1.0512
6 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
3-4 0 0 0 0 0.9471
74 
1.0096
26 
0.8222
72 
1.3635
15 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4-5 0 0 0 0 0.6245
11 
0.6869
62 
1.7122 1.5664
81 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5-6 0 0 0 0 0 0 6.8123
7 
35.087
09 
8.3580
34 
5.6310
04 
2.8311
15 
0 0 0 0 0 0 0 0 0 0 0 0 0 
6-7 0 0 0 0 0 0 1.1033
02 
29.586
19 
38.844
56 
26.770
69 
7.1194
21 
1.0824
85 
1.3635
15 
0 0 0 0 0 0 0 0 0 0 0 
7-8 0 0 0 0 0 0 0 0.6401
23 
52.968
91 
60.249
66 
21.259
38 
4.8295
49 
0 0 0 0 0 0 0 0 0 0 0 0 
8-9 0 0 0 0 0 0 0 0 0.5828
77 
41.389
44 
58.605
12 
27.587
76 
9.8412
47 
2.6645
79 
1.0512
6 
0 0 0.6141
02 
0 0 0 0 0 0 
9-10 0 0 0 0 0 0 0 0 0 0.4996
08 
40.676
46 
65.100
03 
30.413
67 
4.7670
98 
1.8631
23 
1.8735
32 
0 1.5612
77 
0 0 0 0 0 0 
10-11 0 0 0 0 0 0 0 0 0 0 1.5820
94 
41.753
74 
56.481
78 
39.177
63 
4.1425
87 
4.6630
13 
0.4631
79 
1.3895
36 
0 0 0 0 0 0 
11-12 0 0 0 0 0 0 0 0 0 0 0 1.1033
02 
44.371
48 
48.514
07 
26.614
56 
10.158
71 
3.1745
96 
0 0 0.9992
17 
0 0 0 0 
12-13 0 0 0 0 0 0 0 0 0 0 0 0 0 39.208
86 
44.007
18 
32.276
79 
9.6851
19 
3.3203
15 
0.9575
83 
2.1233
36 
0 0 0 0 
13-14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 33.801
64 
37.350
94 
22.373
09 
9.4925
61 
1.0200
34 
0 0 0 0 0 
14-15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.5404
6 
37.720
44 
55.950
95 
35.342
1 
8.7691
7 
0 0.5204
26 
0 0 0 
15-16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 34.962
19 
78.532
21 
31.855
25 
12.334
08 
1.0928
94 
0 0 0 
16-17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.6245
11 
70.179
38 
77.590
24 
34.514
62 
12.021
83 
1.2282
04 
0 0 
17-18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.9836
04 
63.559
57 
70.465
62 
17.012
71 
4.5277
02 
2.6229
45 
0 
18-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4.0801
36 
56.903
33 
36.414
17 
19.234
93 
6.1202
04 
0 
19-20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.1033
02 
35.170
36 
31.881
27 
18.350
2 
1.0928
94 20-21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.4519
87 
19.021
55 
23.845
9 
11.631
51 21-22 9.0241
78 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5464
47 
16.299
73 
12.526
64 22-23 6.4324
59 
4.7254
64 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5984
89 
11.496
2 23-24 10.356
47 
3.9031
91 
1.8891
45 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.1137
11 
 
APPENDICES                                        234 | P a g e  
 
Table A. 5-13: An example of data ready for optimization 
Journey type Journey 1 Journey 2 No. of veh. E1 E2 
Journey 1 Journey 2 
Start 
time 
End 
time 
Start time 
End 
time  
[kWh] [kWh] 
1 1 0 1 1 2 64.93 87.881 88.456 
1 1 0 1 1 3 20.01 27.082 27.473 
1 1 0 1 2 3 49.83 67.441 68.413 
1 1 1 2 0 1 64.70 87.348 87.349 
… … … … … … … … … 
1 2 0 1 1 3 9.71 13.135 29.609 
1 2 0 1 2 3 10.77 14.578 32.861 
1 2 0 1 2 4 9.28 12.556 28.317 
… … … … … … … … … 
1 3 0 1 1 3 1.51 2.039 22.982 
1 3 0 1 2 6 6.5 8.793 97.967 
1 3 0 1 2 7 1.58 2.145 23.952 
… … … … … … … … … 
3 3 15 20 22 2 1.41 21.156 21.338 
3 3 15 20 22 24 3.43 51.474 51.517 
3 3 15 20 23 1 3.09 46.37 46.457 
… … … … … … … … … 
 
Note that Table A. 5-13 is rather lengthy – it contains 71,302 entries (rows). However, some of the 
entries have to be removed since they refer to the same combination of journeys. As an example, 
compare Row 1 and Row 4 in; Row 1 describes a combination of two short journeys of which Journey 
1 lasts between hours 0-1 and another Journey 2 between hours 1-2; Row 4 also describes a 
combination of two short journeys of which one lasts between hours 1-2 and another one between 
hours 0-1. In fact, it is the same combination of journeys, so one of those two rows has to be 
removed from the table. After removing all duplicated rows, the number of entries reduces to 
44,161. 
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Table A. 5-14: Maximal flows through the lines 
From 
bus 
To 
bus 
Length [km] 
Replacement 
price 
[£, £/km]103 
Line 
capacity 
[MW] 
Max. Power flow [MW] 
After 1 After 2 
After 
both 
Min. 
power 
Optimal 
1 2 25.05 82.1 130 296.2 276.8 231.6 157.0 130.0 
1 3 71.96 82.1 130 161.6 144.2 117.4 86.8 78.9 
2 4 75.66 82.1 65 89.5 76.0 62.9 48.9 48.5 
3 4 16.51 82.1 130 155.2 139.6 115.0 83.9 76.7 
2 5 86.38 82.1 130 149.3 152.1 137.8 94.2 101.4 
2 6 76.8 82.1 65 122.1 104.3 84.5 64.8 63.8 
4 6 18.03 82.1 90 144.4 125.1 105.5 70.8 75.0 
5 7 50.53 82.1 70 56.7 45.4 49.3 26.4 43.9 
6 7 35.72 82.1 130 86.1 83.5 83.0 54.9 67.4 
6 8 18.3 82.1 32 64.2 41.5 29.2 30.5 32.0 
6 9 transformer 1018.7 65 63.3 59.3 48.1 36.0 41.2 
6 10 transformer 1018.7 32 36.8 34.5 28.0 20.9 24.0 
9 11 transformer 1018.7 65 0.0 0.0 0.0 0.0 0.0 
9 10 transformer 1018.7 65 63.3 59.3 48.1 36.0 41.2 
4 12 transformer 1018.7 65 88.0 87.8 71.3 52.9 55.8 
12 13 transformer 1018.7 65 0.0 0.0 0.0 0.0 0.0 
12 14 6.97 256.8 32 15.3 15.5 14.1 9.5 12.2 
12 15 3.55 256.8 32 35.1 32.5 30.7 21.0 28.6 
12 16 5.41 256.8 32 17.5 13.5 11.6 8.1 9.5 
14 15 5.44 256.8 16 6.5 4.3 3.8 1.8 4.0 
16 17 5.24 256.8 16 12.5 6.1 7.6 3.6 6.0 
15 18 5.95 256.8 16 11.9 12.6 11.0 7.0 8.8 
18 19 3.52 256.8 16 7.0 5.7 5.2 2.9 5.2 
19 20 1.85 256.8 32 19.8 17.2 15.2 9.1 17.3 
10 20 5.69 256.8 32 22.3 22.0 17.8 11.8 19.8 
10 17 2.3 256.8 32 17.6 20.8 13.9 8.7 12.4 
10 21 2.04 256.8 32 43.9 36.0 29.4 19.6 30.9 
10 22 4.08 256.8 32 20.0 16.6 13.6 9.3 13.9 
21 22 0.64 256.8 32 12.4 12.4 6.9 2.9 10.3 
15 23 5.5 256.8 16 15.5 9.8 9.7 5.2 7.4 
22 24 4.87 256.8 16 13.6 13.4 10.1 6.4 9.2 
23 24 7.35 256.8 16 5.5 3.2 4.2 1.2 3.4 
24 25 8.96 256.8 16 8.5 11.3 9.4 4.2 8.5 
25 26 10.35 256.8 16 13.2 9.3 8.6 4.5 7.1 
25 27 5.68 256.8 16 14.6 17.2 14.3 8.5 10.7 
28 27 transformer 1018.7 65 44.6 39.0 34.1 24.9 28.7 
27 29 11.31 256.8 16 16.0 15.1 12.9 7.7 11.1 
27 30 16.41 256.8 16 17.5 17.5 14.5 8.8 14.3 
29 30 12.34 256.8 16 8.7 9.4 7.8 4.6 9.0 
8 28 87.12 82.1 32 7.6 7.9 6.7 5.3 6.9 
6 28 26.09 82.1 32 44.7 36.7 30.7 19.9 23.0 
          
   
 
Number of 
overloaded 
elements 
14 15 5 1 0 
Colour legend: 
OHL Transformer UG cable 
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Figure A. 5-1: Estimated number of vehicles that could not be charged for strategy “charging after 
second journey” 
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