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Abstract
In recent years there has been a growing interest in image
generation through deep learning. While an important part of
the evaluation of the generated images usually involves vi-
sual inspection, the inclusion of human perception as a fac-
tor in the training process is often overlooked. In this paper
we propose an alternative perceptual regulariser for image-
to-image translation using conditional generative adversarial
networks (cGANs). To do so automatically (avoiding visual
inspection), we use the Normalised Laplacian Pyramid Dis-
tance (NLPD) to measure the perceptual similarity between
the generated image and the original image. The NLPD is
based on the principle of normalising the value of coefficients
with respect to a local estimate of mean energy at different
scales and has already been successfully tested in different
experiments involving human perception. We compare this
regulariser with the originally proposed L1 distance and note
that when using NLPD the generated images contain more
realistic values for both local and global contrast. We found
that using NLPD as a regulariser improves image segmenta-
tion accuracy on generated images as well as improving two
no-reference image quality metrics.
Introduction
Recently, deep learning methods have become state-of-the-
art in conditional and unconditional image generation (Rad-
ford, Metz, and Chintala 2016; Odena, Olah, and Shlens
2017), achieving great success in numerous applications.
Image-to-image translation is one such application, where
the task involves the translation of one scene representa-
tion into another representation. It has been shown that neu-
ral network architectures are able to generalise to different
datasets and learn various translations between scene repre-
sentations. Further, semantic labels have been used to gener-
ate realistic looking scenes which can then be used for data
augmentation, e.g., in an autonomous car system (Isola et al.
2017), where new scenes can be generated by handcrafted
semantic label maps.
Most state of the art methods in image-to-image transla-
tion typically use a Generative Adversarial Network (GAN)
loss with regularisation. The aim of this regularisation is to
maintain the overall structure of the input image in the out-
put image. This is typically achieved with functions such as
the L1, L2 or mean squared error (MSE). However, these
do not account for the human visual system’s perception of
quality. For example, the L1 loss uses a pixel to pixel sim-
ilarity which fails to capture the global or local structure of
the image.
The main objective of these methods is to generate im-
ages that look perceptually indistinguishable from the train-
ing data to humans. Despite this, metrics which attempt to
capture different aspects of images that are important to hu-
mans are ignored. Although neural networks seem to trans-
form the data to a domain where the Euclidean distance in-
duce a spatially invariant image similarity metric, given a di-
verse enough training dataset (Zhang et al. 2018), we believe
that explicitly including key attributes of human perception
is an important step when designing similarity metrics for
image generation.
Therefore, in this paper we propose the use of a per-
ceptual distance measure based on the human visual sys-
tem that encapsulates the structure of the image at various
scales, whilst normalising locally the energy of the image;
the Normalised Laplacian Pyramid Distance (NLPD). This
distance was found to correlate with human perceptual qual-
ity when images are subjected to perturbations such as Gaus-
sian noise, mean shift and compression (Laparra et al. 2016).
NLPD has been shown to be superior in predicting human
perceptual similarity, compared to a number of well-known
metrics such as the MS-SSIM (Wang, Simoncelli, and Bovik
2003) and MSE.
The main contributions of this paper are as follows:
• We argue that human perception should be used in the
objective function of cGANs.
• We propose a regulariser for cGANs that measures human
perceptual quality in the form of NLPD.
• We evaluate our proposed method, comparing it with the
L1 loss using no-reference image quality metrics, image
segmentation accuracy and an Amazon Mechanical Turk
survey.
• We show improved performance over L1 regularisation,
demonstrating the benefits of an image quality metric in-
spired by the human visual system in the objective func-
tion.
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Related Work
Previously, image-to-image translation systems have been
designed by experts and can only be applied to their respec-
tive representations, while being unable to learn different
translations (Hertzmann et al. 2001; Chen et al. 2009). Neu-
ral network are often able to generalise and learn a variety
of mappings and have proven to be successful in image gen-
eration (Radford, Metz, and Chintala 2016).
Conditional Generative Adversarial Networks
Generative Adversarial Networks (GANs) aim to generate
data indistinguishable from the training data (Goodfellow et
al. 2014). The generator network G learns a mapping from
noise vector z to target data y, G(z) −→ y and the discrimi-
nator network D learns mapping from data x to label [0, 1],
D(x) −→ [0, 1] corresponding to whether the data is real or
generated. GANs have become very successful in complex
tasks such as image generation (Radford, Metz, and Chintala
2016). Conditional GANs (cGANs) aim to learn a genera-
tive model that will sample data according to some attribute
e.g. ‘generate data from class A’ (Mirza and Osindero 2014).
This attribute is used to build a conditional generative model
where the generator generates the data with respect to the at-
tribute and the discriminator predicts whether the data is real
or generated subject to the attribute.
LAPGAN
Laplacian Pyramid Generative Adversarial Networks (LAP-
GANs) (Denton et al. 2015) use the laplacian pyramid net-
work framework in order to generate images of increasing
resolution. At each stage of the pyramid, a separate GAN is
trained to generate a higher resolution image, given the out-
put of the previous stage. Although this algorithm uses the
underlying framework, the method is vastly different to what
is proposed in this paper. Training a GAN at each stage of a
laplacian pyramid requires a large amount of parameters and
computation time and given that GANs are troublesome to
train on their own, training a cascade of GANs is extremely
time consuming. As such we suggest the use of a similar loss
function, using only a single GAN and with an additional
normalisation step at each stage of the pyramid. This reduces
the number of parameters and computation time massively.
pix2pix
One application of cGANs is image-to-image translation,
where the generator is conditioned on an input image to gen-
erate a corresponding output image (Isola et al. 2017). Isola
et al. proposed that the cGAN objective function has a struc-
tured loss, whereby the GAN considers the structure of the
output space and pixels are conditionally-dependent on all
other pixels in the image.
Optimising for the GAN objective alone creates images
that lack outlines for the objects in the semantic label map
and a common practice is to use either the L2 or L1 loss as
a reconstruction loss. Isola et al. preferred the L1 loss, find-
ing that the L2 loss encouraged smoothing in the generated
images. The L1 loss is a pixel level similarity metric, mean-
ing it only cares about the distance between single pixel val-
ues ignoring the local structure that could capture perceptual
similarity.
Further using a related method, it has been shown that the
style of one image can be changed to match the style of a
specified image (Zhu et al. 2017). CycleGAN is an extension
of pix2pix where image-to-image translation is performed
bidirectionally and the distance between ground truth im-
ages and images that have been translated to the other do-
main then translated back is calculated and used in the ob-
jective function. As a form of regularisation, a loss is intro-
duced that aims to measure perceptual similarity often called
the Visual Geometry Group (VGG) network loss.
Perceptual Distances
When the output of a machine learning algorithm will be
evaluated by human observers, the image quality metric
(IQM) used in the optimisation objective should take into
account human perception.
In the deep learning community, the VGG loss (Dosovit-
skiy and Brox 2016) has been used to address the issue of
generating images using perceptual similarity metrics. This
method relies on using a network trained to predict percep-
tual similarity between two images. It has been shown to
be robust to small structural perturbations, such as rotations,
which is a downfall of more traditional image quality met-
rics such as the structural similarity index (SSIM). However,
the architecture design and the optimisation takes no inspira-
tion from human perceptual systems and treats the problem
as a simple regression task; given image A and image B,
output a similarity that mimics the human perceptual score.
There is a long tradition of IQMs based on human percep-
tion. Probably the most well know is the SSIM or its multi
scale version (MS-SSIM) (Wang, Simoncelli, and Bovik
2003). While these distances focus on predicting the hu-
man perceptual similarity, their formulation is disconnected
from the processing pipeline followed by the human visual
system. On the contrary, metrics like the one proposed in
by Laparra et al. are inspired by the early stages of the hu-
man visual cortex and show better performance in mimick-
ing human perception than SSIM and MS-SSIM in differ-
ent human rated databases (Laparra, Mun˜oz-Marı´, and Malo
2010). In this work we use an improved version of this met-
ric, the Normalised Laplacian Pyramid Distance (NLPD),
proposed by Laparra et al. (Laparra et al. 2016).
Normalised Laplacian Pyramid
The Laplacian Pyramid is a well known image processing
algorithm for image compression and encoding (Burt and
Adelson 1983). The image is encoded by performing convo-
lutions with a low-pass filter and then subtracting this from
the original image multiple times, each time downsampling
the image. The resulting filtered versions of the image have
low variance and entropy and as such can be expressed with
less storing information.
Normalised Laplacian Pyramid (NLP) extends the Lapla-
cian pyramid with a local normalisation step on the output
of each stage. These two steps are similar to the early stages
of the human visual system. Laparra et al. proposed an IQM
Figure 1: Figure taken from (Laparra et al. 2016). Architec-
ture for one stage k of the Normalised Laplacian Pyramid
model, where x(k) is the input at stage k, L(ω) is a convo-
lution with a low-pass filter, [2 ↓] is a downsample by factor
two, [2 ↑] is an upsample of factor two, x(k+1) is the input
image at stage (k + 1), P (k)(ω) is s scale-specific filter for
normalising the image with respect to the local amplitude,
σ(k) is scale-specific constant and y(k) is the output at scale
k. The input image is defined as x(0).
based on computing distances in the NLP transformed do-
main, the NLPD (Laparra et al. 2016). It has been shown
that NLPD correlates better with human perception than the
previously proposed IQMs. NLPD has been employed suc-
cessfully to optimise image processing algorithms, for in-
stance to design an image compression algorithm (Balle´, La-
parra, and Simoncelli 2016) and to perceptually optimised
image rendering processes (Laparra et al. 2017). It has also
been shown that the NLP reduces the correlation and mu-
tual information between the image coefficients, which is
in agreement with the efficient coding hypothesis (Barlow
1961), proposed as a principle followed by the human brain.
Specifically NLPD uses a series of low-pass filters, down-
sampling and local energy normalisation to transform the
image into a ‘perceptual space’. A distance is then computed
between two images within this space. The normalisation
step divides by a local estimate of the amplitude. The local
amplitude is a weighted sum of neighbouring pixels where
the weights are pre-computed by optimising a prediction of
the local amplitude using undistorted images from a differ-
ent dataset. The downsampling and normalisation are done
at N stages, a parameter set by the user. An overview of the
architecture is detailed in Figure (1).
After computing each y(k) output at every stage of the
pyramid, the final distance is the root mean square error be-
tween the outputs of two images:
LNLPD = 1
N
N∑
k=1
1√
N
(k)
s
||y(k)1 − y(k)2 ||2, (1)
where N is the number of stages in the pyramid, N (k)s is the
number of coefficients at stage k, y(k)1 is the output at stage
k when the input is a training image and y(k)2 is the output at
stage k when the input is a generated image.
Qualitatively, the transformation to the perceptual space
defined by NLPD transforms images such that the local con-
trast is normalised by the contrast of each pixels neighbours.
This leads to NLPD heavily penalising differences in local
contrast. Using NLPD as a regulariser enforces a more re-
alistic local contrast and, due to NLPD observing multiple
resolutions of the image, it also improves global contrast
In image generation, perceptual similarity is the overall
goal; fooling a human into thinking a generated image is
real. As such, NLPD would be an ideal candidate regulariser
for generative models, GANs in particular.
NLPD as a Regulariser
For cGANs, the objective function is given by
LcGAN (G,D) =Ex,y[logD(x, y)]+ (2)
Ex,z[log(1−D(G(x, z))]
where G maps image x and noise z to target image y, G :
x, z −→ y and D maps image x and target image y to a label
in [0, 1].
With the L1 regulariser proposed by Isola et al. (Isola et
al. 2017) for image-to-image translation, this becomes
LcGAN (G,D) + λLL1, (3)
where LL1 = Ex,y,z[||y − G(x, z)||1] and λ is a tunable
hyperparameter.
In this paper we propose replacing the L1 regulariser LL1
with a NLPD regulariser. In doing so the entire objective
function is given by
LcGAN (G,D) + λLNLPD. (4)
In the remainder of the paper Eq. (3) will be denoted by
cGAN+L1 and Eq. (4) by cGAN+NLPD.
Computation Time
NLPD involves 3 convolution operations per stage in the
pyramid, with the same convolution applied independently
to each colour channel of the input. Although this is more
computationally expensive than L1 loss, relative to the en-
tire training procedure of training a GAN, the increase in
computation time is negligible.
In addition to this, with computational packages like Ten-
sorflow and Pytorch, the process of transforming images into
the perceptual space via a laplacian pyramid can simply be
appended to the generator computation graph as extra convo-
lutional layers with a very low number of parameters com-
pared to traditional convolutional layers. There are 3 × k
convolution filters, where k is the number of stages in the
pyramid, that should be stored in memory but the number
of filters stored in a network is several orders of magnitude
greater.
Experiments
Datasets
We evaluated our method on three public datasets,
each varying in difficulty and subject matter; the Fa-
cades dataset (Tylecˇek and Sˇa´ra 2013), the Cityscapes
dataset (Cordts et al. 2016) and a Maps dataset (Isola et
al. 2017). Colour images were generated from semantic la-
bel maps for both the Facades dataset and the Cityscapes
dataset. The Facades dataset is a set of architectural label
drawings and the corresponding colour image for various
buildings. The Cityscapes dataset is a collection of label
maps and colour images taken from the a front facing car
camera, as it drives around various cities. For the Cityscapes
dataset, images were resized to a resolution of 256×256 and
after generating the images they were resized to the original
dataset aspect ratio of 512 × 256, as the network architec-
ture used works best on square images. The third dataset is
a Maps dataset of images taken from Google Maps that was
constructed by Isola et al.. It contains a map layout image
of an area and the corresponding aerial image resized to a
resolution of 256× 256.
The objective of all of these tasks is to generate a RGB
image from the textureless label map. For all datasets, the
same train and test splits were used as in the pix2pix paper,
in order to ensure a fair comparison.
Experimental Setup
For all experiments, the architecture of both the generator
and discriminator is the same as defined by Isola et al. (Isola
et al. 2017). The generator is a U-net with skip connections
between each mirroring layer. The discriminator is a patch
discriminator which observes 70×70 pixel patches at a time,
with dropout applied at training. Full architecture can be
found in the paper by Isola et al. or in the pix2pix repos-
itory 1. In our method we use the least-squares adaptation
of the GAN loss as it improves stability (Mao et al. 2017).
We also used the Adam optimiser (Kingma and Ba 2014)
with learning rate 0.0002 and trained each network for 200
epochs. A batch-size of 1 was used with batch normalisa-
tion and each layer had ReLU activations applied to them.
This methodology is essentially using an instance normal-
isation layer (Ulyanov, Vedaldi, and Lempitsky 2017) and
has been found to be ideal in training image-to-image trans-
lation models (Isola et al. 2017). Random cropping and mir-
roring were applied during training.
For the L1 regulariser, a λ value of 100 was used, the opti-
mal value found by Isola et al. (Isola et al. 2017). For NLPD,
λ = 15 was found to be best after a hyperparameter search.
The number of stages was chosen as N = 6 ensuring that
at the final stage the resolution of the output image will be
4 × 4. The normalisation filters were found by optimising
the weights to recover the original local amplitude from var-
ious perturbed images using the McGill dataset (Olmos and
Kingdom 2004). As these weights were found by optimising
over black and white images, we apply the normalisation to
each channel independently.
We vary the objective function that the network is trained
with in order to highlight the effect of including the Nor-
malised Laplacian Pyramid Distance as a regulariser.
Evaluation
Evaluating generative models is a difficult task (Theis and
Bethge 2015). Therefore we have performed different ex-
periments to illustrate the improvement in the performance
1https://github.com/junyanz/pytorch-CycleGAN-and-pix2pix
when using NLPD as regulariser. In image-to-image transla-
tion, there is additional information in the form of the label
map that images were generated with. A common metric in-
volves evaluating how well a network trained on the ground
truth performs at a task such as image segmentation on the
generated images (Isola et al. 2017; Wang et al. 2018). Nat-
urally, generated images which achieve higher performance
at this task can be considered more realistic. One architec-
ture that has been successfully used for image segmentation
is the fully convolution network (FCN) (Long, Shelhamer,
and Darrell 2015).
FCN-Score In traditional image classification networks,
the final layers often involve fully connected layers. FCNs
replace these fully connected layers with fully convolutional
layers to represent label heat maps (Long, Shelhamer, and
Darrell 2015). As such, most image classification networks
can be adapted into image segmentation networks.
We use the typical approach from the literature (Isola et
al. 2017) and train a FCN-8 for image segmentation on the
Cityscapes dataset at a 256× 256 resolution. Generated im-
ages are then produced from label maps in the validation set
of the Cityscapes dataset. Following this, 3 image segmen-
tation accuracy metrics are calculated. Per-pixel accuracy is
the percentage of pixels correctly classified, per-class accu-
racy is the mean of the accuracies for all classes and class
IOU is the intersection over union, which measures the per-
centage overlap between the ground truth label map and the
predicted one.
We note that the ground truth accuracy is lower due to the
network being trained on images of resolution 256 × 256,
which are then upsampled to the full resolution of the label
map, 2048× 1024.
Loss Pre-PixelAccuracy
Per-Class
Accuracy
Class
IOU
cGAN+L1 0.71 0.25 0.18
cGAN+NLPD 0.74 0.25 0.19
Ground Truth 0.80 0.26 0.21
Table 1: FCN-scores for each loss function trained on
Cityscapes label−→photo. In cGAN+NLPD λ = 15, and in
cGAN+L1 λ = 100.
No-Reference Image Quality Metrics Traditional image
quality metrics often require a reference image, e.g., measur-
ing the root mean square error between a generated image
and the ground truth. However, when generating an image
from a label map, the ground truth is just one possible solu-
tion.
There exist many images that could be feasibly gener-
ated from one label map and, as such, reference image qual-
ity metrics are unsuitable. Therefore we include two no-
reference image quality metrics to more thoroughly evaluate
the generated images, namely BRISQUE and NIQE.
Blind/Referenceless Image Spatial Quality Evaluator
(BRISQUE) is an image quality metric that aims to mea-
sure the ‘naturalness’ of an image using statistics of lo-
cally normalised luminance coefficients (Mittal, Moorthy,
and Bovik 2012). For natural images, these coefficients nor-
mally follow a Gaussian distribution (Ruderman 1994) and
BRISQUE measures how well the mean subtracted contrast
normalised (MSCN) coefficients fit a generalised Gaussian
distribution. BRISQUE also measures how well a set of pair-
wise products between four orientations of the MSCN im-
age fit an asymmetric generalised Gaussian distribution. The
four orientations are vertical, horizontal, right-diagonal and
left diagonal in order to capture the relationship between a
pixel and it’s neighbours. Overall, BRISQUE was found to
be an improvement over some full-reference image quality
metrics, e.g., the structural scale similarity (SSIM).
Natural Image Quality Evaluator (NIQE) (Mittal,
Soundararajan, and Bovik 2013) is a fully blind image qual-
ity metric in that it has no knowledge of the types of distor-
tions applied to the images. NIQE selects patches of the im-
age that provide the most information and computes statis-
tics such as local variance inside the set of patches. The dis-
tribution of these statistics for a query image is then com-
pared to the distribution of natural images and a score is cal-
culated.
AmazonMechanical Turk As our objective is to generate
images which, to humans, look perceptually similar to the
original images, we also evaluate the performance by asking
humans to judge the quality of the generated images.
Experiments were conducted using Amazon Mechanical
Turk (AMT) and users were asked to chose “Which image
looks more natural?” when presented with one image gen-
erated using the L1 regulariser and another by NLPD regu-
lariser. A random subset of 100 images were chosen from the
validation set of each dataset and 5 unique decisions were
gathered per image. The placement on the left or right of the
images for each regulariser were randomly permuted.
Results
Results of images generated using the proposed procedure
and the L1 baseline for the three different datasets are pre-
sented in Figs. 3a, 3b, and 2.
Loss Function BRISQUE(NIQE) Scores
Facades Cityscapes Maps
cGAN+L1 30.08 (5.23) 26.57 (3.86) 30.63 (4.71)
cGAN+NLPD 30.06 (5.21) 24.54 (3.57) 28.99 (4.59)
Ground Truth 37.29 (7.33) 25.40 (3.12) 28.48 (3.35)
Table 2: BRISQUE and NIQE scores for various datasets
and loss functions. For both, the lower the score, the more
natural the image is.
Table 1 shows results for the FCN-scores for the images
generated using the Cityscapes database. In general the im-
ages generated using NLPD show improvement over the L1
regularisation, in particular in the per-pixel accuracy and
class IOU. As such, it can be seen that the NLPD images
contain more features of the original dataset according to
the FCN image segmentation network.
Table 2 shows the scores for both the BRISQUE and
NIQE image quality metrics. The two no-reference image
quality metrics aim to measure the naturalness of an im-
age. A lower value means a more natural image. On aver-
age, NLPD regularisation achieves lower values in both met-
rics. For Cityscapes and Maps, NLPD is close to the scores
achieved by the ground truth. The ground truth scores for
the Facades dataset can be worse than the generated images
due to the large grey or black triangles that are in the Fa-
cades training set, included to crop out some of the sky and
neighbouring buildings. These triangles are very unnatural
textures and as such could cause the scores to be signifi-
cantly worse.
Using Amazon Mechanical Turk we tested the human
perceived quality by querying users regarding the natural-
ness of the presented images. The percentage of users that
found the NLPD images more natural was above chance for
the Maps (52.37%) and Cityscapes datasets (56.16%), while
similar for Facades (50.04%). Visual inspection of Fig. 3a
shows that when generating from a map that contains a large
building, NLPD produces more realistic textures, whereas
L1 contains repeating patterns. In the Cityscapes dataset the
contrast appears slightly more realistic, e.g., the white in the
sky is lighter in Fig. 2, which could result in users prefer-
ring these images. In images generated using the Facades
dataset, it is hard to visually find differences in Fig. 3b and
therefore difficult to measure a preference between the two
regularisers.
Conclusion
Taking into account human perception in machine learning
algorithms is challenging and usually ignored in automatic
image generation. In this paper we detailed a procedure to
take into account human perception in a conditional GAN
framework. We propose to modify the standard objective by
incorporating a term that accounts for perceptual quality by
using the Normalised Laplacian Pyramid Distance (NLPD).
We illustrate its behaviour in the image-to-image translation
task for a variety of datasets. The suggested objective shows
better performance in all the evaluation procedures. Inter-
estingly, it also has a better segmentation accuracy using a
network trained on the original dataset, and produces more
natural images according to two no-reference image quality
metrics. In human perceptual experiments, users showed a
preference for the images generated using the NLPD regu-
lariser over those generated using L1 regularisation.
Figure 2: Images generated from label maps taken from the Cityscapes validation set. Images were generated at a resolution of
256× 256 and then resized to the original aspect ratio of 512× 256.
(a) Maps (b) Facades
Figure 3: Images generated from the (a) Maps dataset and (b) Facades dataset at a resolution of 256 × 256 using both L1 and
NLPD regularisation.
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