Let H be a definite quaternion algebra over Q with discriminant D H and R a maximal order of H. We denote by G n a quaternionic unitary group and put
Let G n be a connected algebraic group defined over Q whose group of Q-valued points is given by
The modular group is defined to be Γ n = GL 2n (R) ∩ G n (Q).
For a ring O with involution ι , we put S n (O) = {x ∈ M n (O) | t x ι = x}. The quaternion upper halfspace of degree n is defined by ∈ G n (R), Z ∈ H n and a function F on H n , we put
When n 2, a modular form F of weight κ is a holomorphic function on H n which satisfies F | κ γ = F for every γ ∈ Γ n . Put
T n = h ∈ S n (H) λ(hβ) ∈ Z for every β ∈ S n (R) and let T + n denote the set of positive definite elements of T n . A modular form F is called a cusp form if it has a Fourier expansion of the form
(cf. Remark 1.3). Let S κ (Γ n ) be the space of cusp forms on H n of weight κ.
Krieg systematically developed the theory of modular forms on H n in [22] , but he makes the following assumptions:
(I) H is the Hurwitz quaternion, i.e., H has a basis {1, i, j, k} over Q such that k = ij = − ji, i 2 = j 2 = −1;
(II) R is the Hurwitz order, i.e., R = Z[i, j, k,
].
The present paper investigates modular forms with respect to the group Γ n which comes from an arbitrary definite quaternion algebra over Q. Let us define a function Lift n ( f ) :
F p,h (α p )e λ(h Z ) .
This is absolutely and uniformly convergent on any compact subset of H n .
Our main result is the following:
Theorem 1. Assume that d = 1, i.e., f is a normalized Hecke eigenform in S k (SL 2 (Z)). Then Lift n ( f ) is an element of S k+2n−2 (Γ n ). Moreover, Lift n ( f ) is a common Hecke eigenform of all Hecke operators whose standard L-function is given by
where S stands for the set of all places of Q at which H is ramified.
The proof of Theorem 1 follows essentially the same line as Ikeda's original proofs [14, 15] , but a large portion of the proof is involved with the technicalities due to the lack of the knowledge of suitable generators of the group Γ n .
We write S new k (d) for the space of newforms for S k (Γ 0 (d)).
We define a subspace G κ (Γ n ) of S κ (Γ n ) as follows. Two matrices h and h ∈ S n (H) are said to be in the same genus if there is β p ∈ GL n (R p ) satisfying h = β * p h β p for every prime number p and h = β * ∞ h β ∞ for some β ∞ ∈ GL n (H). A function F ∈ S κ (Γ n ) belongs to G κ (Γ n ) if A F (h) depends only on the genus of h (cf. Corollary 8.7, Conjecture 10.3). The space G κ (Γ n ) is Hecke invariant and has a C-basis which consists of common eigenforms for all Hecke operators. When n = 2, we shall show the following: 
(d) and those in G k+2 (Γ 2 ).
In the two theorems above we include Hecke operators at prime factors of D H though Euler factors for such prime numbers are omitted. The precise statements of the two theorems are Theorems 4.2 and 4.3, in which we determine the local components of the automorphic representation associated to Lift n ( f ) at all places, including S.
The proof of Theorem 2 is entirely different from that of Theorem 1. Though the method adapted here does not apply to the case n > 2, we expect that when n is even, Lift n ( f ) is a Hecke eigenform in G k+2n−2 (Γ n ) for every d. If n is odd and if d > 1, then this is not the case, but a certain lifting is expected to exist in this case as well. Conjecture 10.1 predicts the existence of such liftings more generally for Hilbert cusp forms. This paper is organized as follows. Section 1 sets up the notion of modular forms on quaternionic unitary groups. Section 2 is devoted to a local study of the Siegel series. In Section 3 we study the Eisenstein series on the quaternion half-space. We give an explicit expression for the functional equation of the Eisenstein series and calculate the Fourier coefficients of the Eisenstein series. As a by-product of these, we obtain the functional equation of the Siegel series. In Section 4 we state our main results. After some preparation in Section 5, we prove Theorem 1 in Section 6.
The proof of Theorem 2 relies heavily on the classical theory of the lifting from Jacobi forms to modular forms of degree two and a relation between Jacobi forms and elliptic modular forms. Under the assumptions (I) and (II) above, these have already been obtained by Krieg [23, 24] . Section 7 extends Krieg's work to the setting of general quaternion algebras. To complete our picture, we connect Lift 2 ( f ), through the spin group, to a certain cusp form on the orthogonal group of signature (2, 6) , which has already been studied by Gritsenko [10] and Sugano [34] . Section 8 elaborates on this step. We include a complete discussion of the relation of spin groups to orthogonal groups and in turn to quaternionic unitary groups since we have not been able to find a reference that contains all of the facts we need. In Section 9 we linearize our lifting, following Kohnen [20] . We discuss a description of the image of this linear map, which eventually completes the proof of Theorem 2.
We shall discuss several open problems in Section 10. In Appendix A, we investigate the automorphic L-function attached to Lift n ( f ), using the doubling method. Finally, in Appendix B, we explain how our lifting fits into the framework of Arthur's conjecture. In particular, we describe the Arthur parameter associated to Lift n ( f ) and discuss the conjectural structure of Arthur packets.
Notation. Let us fix the general notation that we will use. We write N for the set of positive integers.
Throughout this paper we make the convention that the letters k and κ always denote even integers.
Let H be a quaternion algebra central over a field F , but we will mostly take F = Q and assume that H is definite, i.e., H ⊗ Q R H is the Hamilton quaternion division algebra. 
with a matrix d 1 of size m and similarly for g 2 ∈ M 2r (O).
Modular forms on quaternionic unitary groups
Let H be a quaternion algebra over a field F and G n a connected algebraic group defined over F whose group of D-valued points is given by
where ν denotes the reduced norm on M m (H ⊗ F D). It is important that there is an accidental iso-
(1.1) 
we have
It follows that
Since entries of the matrix
are rational functions in the coordinates of X with respect to any given base of S n (H) over F , the induction argument yields a rational function Q (X)
2 is a polynomial map, so
We write Paf for the unique polynomial map that satisfies the condition of Lemma 1.1 and such
We hereafter take F = Q and assume that H is definite. Fix a maximal order R of H . The set of semi-integral hermitian matrices is defined by
We call an element h ∈ S n (H) positive definite if h [x] > 0 for all x ∈ H n \ {0}. Let P n be the set of positive definite hermitian matrices of size n over H. Put
We define the quaternion half-space of degree n by
Recall that κ is tacitly assumed to be even. Define the modular group by setting
We here put
Define algebraic groups Q n and U n by [6, Theorem 3.3] ). It is important to note that
(see [35] ). Provided that n 2, the strong approximation property of the adele group of SL n (H) combined with these yields
If n = 1, then this is not the case in general. This combined with the Iwasawa decomposition above
for n 2. It follows immediately that
The isomorphism (1.1) guarantees that (1.3) remains valid when n = 1. Moreover, it follows easily that
When n = 1, we put 
for all β ∈ G n (Q). The space of modular (resp. cusp) forms of weight κ is denoted by M κ (Γ n ) (resp.
S κ (Γ n )).
, and as such, we get
We will sometimes work adelically and restate the definition of modular forms in terms of adele groups. 
Then F δ is holomorphic and possesses a Fourier expansion of the form
where C (h) = 0 unless h is positive semi-definite (resp. positive definite).
Here, the function F δ is well defined since (det
Remark 1.3.
(1) It is noteworthy that we can restrict β to 1 2n in Definition 1.1 by virtue of (1.3).
(2) Since F is determined by its restriction to G n (R) when n 2 on account of (
Siegel series for quaternion hermitian forms
Fix a prime number p.
where λ is the half of the reduced trace on
The Siegel series associated to h is defined by
where the quantity ν[β] is defined in the following way. Let | · | p denote the normalized valuation 
n , where t g p (X) is the transpose of g p (X) as a matrix of size 2n. Therefore,
where S 2n denotes the space of skew symmetric matrices over Q p of degree 2n. In this case b p (h, s) belongs to the class of local Dirichlet series investigated in [30] , and the proof of (2. 
whence G n is an inner form of SO(2n, 2n). We omit the proof of (2.1) for each prime factor p of D H as it can be proven similarly. A different kind of proof can be found in [7] .
We define the polynomial γ p by
We shall prove the following proposition in Section 3. 
We return to the global situation and conclude this section by stating the following result, which will be needed later. 
In particular, for each N ∈ N, we can find an element h ∈ T + n with D h = N.
Proof. By virtue of Lemma 2.2, it suffices to consider the case n = 1 or 2. Clearly, we have only to treat the case n = 2. Note that 
Fourier coefficients of Eisenstein series
Let χ be a unitary character of A × /Q × . For s ∈ C let I n (s, χ ) be the global degenerate principal series representation of G n (A) on the space of all smooth right C n -finite functions Φ on G n (A)
Provided that Φ is a holomorphic section, we define an Eisenstein series
Such series converges absolutely for s > n − 1 2 . The general results of Langlands state that it can be continued to a meromorphic function in s on the whole plane satisfying a functional equation (see [1] ).
for κ ∈ 2Z. This is an element of I n (s 0 ), where s 0 = (κ + s + 1)/2 − n. The section ε κ,s has the form v ε κ,s,v , where local sections ε κ,s,v of I n,v (s 0 ) are determined by the following conditions:
We consider the Eisenstein series of the following type:
It might be useful to recall the relation between the adelic Eisenstein series on G n (A) and the classical Eisenstein series on H n defined as follows. For α ∈ G n (R) and Z ∈ H n , we set
where Z stands for the imaginary part of Z . These give rise to
For later use, we explicate the functional equation of E n κ (Z , s) under the simplifying assumption
, where du is the Haar measure on U n (A) normalized so that U n (A/Q) has volume 1. 
where the Lebesgue measure dx on S n (H) is defined by viewing S n (H) as
Proof. Lemma 5.4 of [31] proves the skew-hermitian analog of Lemma 3.1 over arbitrary number fields. We can easily deduce our lemma from its proof. 2
Since M(s 0 )ε 0,s is invariant for the right action of C n , we have
Note that
It is easy to see that 
To be more precise, put
Next we present formulas for the Fourier coefficients of
and by meromorphic continuation otherwise. For basic properties of the function Ξ(Y , h; s, s ), the reader is referred to [29] . We note here only that
n . The proof for this formula is straightforward and is omitted.
Proof of Proposition 2.1. Our method of proof is substantially the same as that of [5] . Observe first that
, (3.5) where the right-hand side is actually a finite product by Proposition 14.9 of [30] . Combining (3.2), (3.4) and the Fourier coefficient formula just described, we can derive that
, we see that
As the constant term of F p,h is 1, we have F p,h = 1 whenever h is regular. Since Lemma 2.4 allows us to take h ∈ T + n which is equivalent to h over R p and such that the localizations of h at q are regular for all q = p, the identity (2.2) readily drops out. Let L be a field generated over Q by all p-power roots of unity and R the integer ring of L. Clearly (1) Under the assumptions (I) and (II), the functional equation (3.2) and the Fourier coefficient formula were given in [18] .
(2) These results are basic when n = 1 as
in view of (1.3) and (1.4) . In this case we have
The restriction to F = Q is only for convenience. As was pointed out by Watanabe, we can reprove (2.2) by rewriting the functional equation of the generalized Whittaker functional given in [37] (see the remark after the proof of [17, Proposition 3.1] and [15, §3] ). This method works at least over any nonarchimedean local fields of characteristic zero.
(4) The assertions of Proposition 2.1 except for (2.2) follows also from the formula for b p (h, s) given by Feit [7, 8] (see (9.1)).
Assume that s = 0 and
Proof. From (3.3) and (3.5), the hth Fourier coefficient of E
We can complete the proof of Proposition 3.2, employing Proposition 2.1. 2
Main theorems
For future reference we first let F be an arbitrary number field and H a quaternion algebra central [3, 37] .)
) is of length 2 and its Jordan-Hölder se- [12, 26] .
arises via the Weil representation associated to a nondegenerate hermitian form over H v of dimension n (resp. n − 1). Thus the last assertion follows easily from a basic calculation based on Lemme on p. 73 of [27] . Other assertions are included in [3, 37] . 2
From now on we take
Recall that p coincides with the negative of the Atkin-Lehner sign of f . For each h ∈ T + n we put
We define the function
This series is absolutely and uniformly convergent on any compact subset of H n . This fact can be proven in exactly the same way as in §4 of [14] by using (2.1) and Proposition 2.1.
On the other hand, let D n denote the irreducible lowest weight module of G n (R) with lowest weight det . For each place v of Q we set
Here s p is a complex number satisfying p s p = α p . We consider the restricted tensor product
Our main theorem is the following:
Theorem 4.2. Notation being as above, we assume that
For any nonzero element h ∈ T n , we put
We shall prove the following result in Section 9. 
(3) The construction of Lift n ( f ) is independent of the choice of α p by virtue of (2.2). It is perhaps worthwhile to note that for each h ∈ T + n the hth Fourier coefficient of E
is quite similar to that of Lift n ( f ) and this similarity is important for the proofs of Theorems 4.2 and 4.3.
Fourier-Jacobi expansions
We use the notation
We define some subgroups of G m+r by
frequently. We will specialize to the case m = n − 1 and r = 1 in our application to the proof of Theorem 4.2. 
We identify G r with a subgroup of G m+r via the embedding g → ι 0 (1 2m , g) (see Notation). Put J = G r · V . This embedding and the conjugating action give a homomorphism G r → Sp V /Z , and Kudla [25] gives an explicit local splitting For each l ∈ S(X(A f )) we define l ∈ S(X(A)) by
for x ∈ X(A), and put
As a general fact, this function is left invariant under J (Q). 
The relation between the adelic theta functions on J (A) and the classical theta series on D is made explicit as follows. The group J (R) acts on D by
, and the automorphy factor on
By Remark 5.1, we see that
The left invariance of Θ S (vg; l) under G r (Q) entails the following transformation equation
For later use we introduce an auxiliary space W κ,S as follows. Let W κ,S be the space of complex valued functions Φ on J (A) such that: For Φ ∈ W κ,S and l ∈ S(X(A f )) we put (Q) and g ∈ G r (A) . Then the following conditions are equivalent:
Proof. There is no difficulty in proving that (a) implies (b). We may assume that
We claim that Ψ has the following property: there exists a lattice L ⊂ X(Q) such that the equalities
comparison of the definition of the space W κ,S shows that the left-hand side is equal to
Provided that L is a sufficiently small lattice of X(Q), we see that
where du is the measure on L Z \X normalized to have total volume 1. Now our lemma is an easy consequence of the fact that any holomorphic function on X with the above property equals u → ϑ
The main point to notice here is that G is not assumed to be left invariant under G m+r (Q).
This is well defined and is equal to
by the proof of Lemma 5.1, where L is a sufficiently small lattice of X(Q). If we write
for η ∈ L. Since the integration with respect to u vanishes unless B = ξ ,
Note that C is a constant because of our normalization of the measure du. 
Put Ξ(S) = S −1 (M mr ( R))/M mr (R). For ξ ∈ Ξ(S) let l ξ ∈ S(X(
This is a simple variant of Lemma 5.1 in the classical setting.
The Sth Fourier-Jacobi coefficient
It is immediate that F S ∈ J κ,S (Γ m,r ).
Proof of main theorem
We begin by fixing some notation and reviewing Ikeda's results of [15] . Put K = p SL 2 (Z p ). Let (u, V ) be a finite dimensional continuous representation of K. A V -valued modular form g of weight k with type u is a V -valued holomorphic function on H 1 which satisfies the following conditions:
• g has a Fourier expansion of the form
for some positive integer M.
For each rational prime p let R p be a copy of the reciprocal Laurent polynomial ring C[ For each sequence a 2 , a 3 , . . . , a p , . . . of nonzero complex numbers indexed by prime numbers, the value of Φ ∈ R at (X 2 , X 3 , . . . , X p , . . .) = (a 2 , a 3 , . . . , a p , 
. . .) is denoted by Φ({a p }).
When h is a modular form of weight k for some congruence subgroup Γ , let V(h) be the C- 
satisfying the following conditions:
Then Ikeda obtained the following: 
Then h is a vector valued modular form of weight k with type u.
We now turn to the proof of Theorem 4.2. We may assume that n 2 by Remark 4.2(1). For ease of notations, we put F = Lift n ( f ) and κ = k + 2n − 2.
First of all, F is not identically zero as Proposition 2.1 implies that
A(h) = 1 whenever h ∈ T + n satisfies D h = 1.
Lemma 2.4 ensures the existence of such h.
Next, it is easy to see that F | κ γ = F for γ ∈ P n (Q) ∩ Γ n . Thus (1.2) allows us to define a function
Recall that suitable generators of the Siegel and hermitian modular groups play an important role in Ikeda's constructions of liftings in [14, 15] , as it did in the proof of the Saito-Kurokawa conjecture. Unfortunately, we do not yet know such generators for quaternion modular groups except for the Hurwitz quaternion case (see Conjecture 10.4), which is in fact a main technical problem involved in our proof. To sidestep this difficulty, we will work in adelic form, namely, our goal in this section is to prove the following lemma (see Notation for the definition of the embedding ι 0 :
Lemma 6.2. F is left invariant under
Once this lemma is established, it is clear that F ∈ S n κ and hence F ∈ S κ (Γ n ) by Remark 1.3. We shall determine the local components of F in Appendix A.
We will prove Lemma 6.2 in several steps. From now on the group G 1 (A) will be viewed as a subgroup of G n (A) via ι 0 . By an Iwasawa decomposition of G n (A) relative to the Levi subgroup ι 0 (m(Q n−1 ), G 1 ), it suffices to prove that F (γ x) = F (x) for all γ ∈ G 1 (Q) and elements x of the form j for j ∈ J (A) and = ι 0 (m(c), 1 2 
) with m(c) ∈ Q n−1 (A). Fix c and define a function G : G n (A) → C by G(g) = F (g ).
We should prove the following lemma so as to invoke Lemma 5.1.
Lemma 6.3.
(
Writing βδ as ρxw ∈ P n (Q)G n (R) p C n,p , where we may assume that ρ = n(b)m(a) is independent of β, we obtain
Then it follows that 
another maximal order of H , we deduce from (1.4) that
Let V be the C-vector space generated by {ω S (γ )l | γ ∈ K}. Taking a K-invariant nondegenerate hermitian inner product on V , we regard the conjugate linear form
Now it is enough to prove that
for γ ∈ SL 2 (Z), i.e., h is a V -valued modular form of wight k with type ω S . Indeed, if this is so, then letting α ∈ G 1 (R) and τ = α(i), we have
is left invariant under P 1 (Q) by construction, the claimed result follows at once in view of
We define E κ and g k , replacing F with E 
by the discussion after Definition 5. In what follows, we exclusively consider the case n = 2. To make our formulas short, we write 
Recall that φ ∈ J κ can be expressed as a sum 
Remark 7.2. Proposition 7.1 was proven by Krieg [23] under the assumptions (I) and (II). We should note that he actually showed a more general isomorphism from
. Unfortunately, his proof does not apply to the general case again by the lack of the knowledge of generators of Γ 2 . We get around the problem by connecting the map j with the theta lifting associated to the quadratic form of signature (2, 6) .
Let D be a square-free positive integer. Denote the set of all prime factors of D by Q D . For each
Let T (p) denote the usual Hecke operator acting on the space of modular forms of weight k. We define the map
Proof. The proof is straightforward and is omitted. 2 Proposition 7.3. For any φ ∈ J κ we define σ (φ) : For φ ∈ J κ we define the function φ :
As in the proof of Lemma 6.2, we can see that φ is a V -valued modular form of weight k and type u. 
Observe that
Hence we obtain
e −2λ η ι ξ φ η .
In particular, we get 
. 
e −2λ(ηξ) φ j , ξ ∈ ρ −1 (i), (7.1) for each i ∈ Z/pZ. We write F q for a finite field with q elements. We identify Z/pZ and R p /R p with F p and F p 2 respectively. Define the character ψ p of F p by ψ p (t) = e(p −1 t).
and hence (7.1) holds. Here we view τ and ρ as the trace and the norm of F p 2 over F p respectively.
Finally, the following identity completes our proof:
This is easy and is left to the reader. 2
Maass spaces on spin and orthogonal groups
First of all we recall some well-known facts on Clifford algebras. The basic reference is [33] . For the time being, we will take V to be a finite dimensional vector space over a field F of characteristic different from 2, and let ϕ :
A Clifford algebra of ϕ is an F -algebra A with an F -linear map p : V → A satisfying the following properties:
• A has an identity element, which we denote by 1 A ;
• A as an F -algebra is generated by p(V ) and 1 A ;
• A has dimension 2 over F , where = dim V .
It is known that such a pair (A, p) is unique up to isomorphism. Moreover, p is injective, and as such, V can be viewed as a subspace of A via p. We denote this algebra A by A(V ). The basic equalities
The map μ gives a homomorphism of G + (V ) to F × , and the spin group Spin
Assume that ϕ is isotropic and consider a decomposition
The restriction of ϕ to U is denoted also by ϕ. Let us define an
Then we can see that (M 2 (A(U )), Ψ ) is another Clifford algebra of ϕ, whence Ψ extends to an iso-
Next assume that (U , ϕ) has a decomposition
Specify F = Q and X = Q t (column vectors). Assume further that ϕ 0 is positive definite. Put
The group Spin 
Let γ be an element of Spin
Assume that L 0 = Z t is a maximal integral lattice of X , i.e., it is maximal with respect to the
We define a subgroup Γ * of Γ ϕ by
Let Q ϕ be the parabolic subgroup of SO ϕ which stabilizes the isotropic line spanned by e 0 . Put
(8.1) Definition 8.1. A holomorphic function G on D is called a cusp form of weight κ with respect to Γ + (resp. Γ ϕ , Γ * ) if G| κ γ = G for every γ ∈ Γ + (resp. Γ ϕ , Γ * ) and has a Fourier expansion of the form 
for some function c.
• φ| κ γ = φ for every γ ∈ ϕ ;
• φ possesses a Fourier expansion of the form The following result has been proven by Sugano among others. Proof. We write SO ϕ U for the special orthogonal group of (U , ϕ).
In what follows we assume that (X, −ϕ 0 ) is given by X = H with a quaternion algebra H over F and ϕ 0 is a norm form on H , where F for the moment is an arbitrary field of characteristic different from 2.
Lemma 8.3. Notation and assumption being as above, we can take
where α * is the conjugate transpose of α as a matrix over H . Furthermore,
Notice that p(u) 
There is another useful isomorphism Ξ :
We obtain
Thus Θ restricts to a homomorphism of Spin
We in turn introduce a homomorphism x F : G n (F ) → F × /F ×2 analogous to σ F . For 0 j n let τ j be a Weyl element given by
Recall that
is the relative Bruhat decomposition of G n (F ) with respect to P n (F ).
. Corollary 1.5 of [25] asserts that the coset
by Proposition 1.6 of [25] (see also [37] ). It should be remarked that there is a misprint in [25] . The factor (− ) 
Remark 8.3. More precisely, the morphism Θ gives rise to an isomorphism
(cf. [9] To see this, we recall that 
H) .
A simple calculation gives Θ((e 0 + f 0 )ε) = τ 2 . The desired fact is now obvious. 2
Finally, let F = Q and assume that H is definite. Now the assignment
into account, we can easily verify that the action of Spin
Proof of Proposition 7.
Our task is to show that G ∈ S κ (Γ 2 ). To see this, we define a function G : One bonus of our discussion is an explicit formula for the Siegel series of degree two. This is obtained by employing the homomorphisms θ and Θ.
Here p (h) and l e are defined in Section 2 and Section 3 respectively.
Remark 8.4.
(1) Under the assumptions (I) and (II) in the introduction, this formula is compatible with the explicit formula for the Fourier coefficients of the Eisenstein series of degree two given in [24, Theorem 3] . (2) Alternatively, there is a direct proof using the formula (9.1) below.
Proof. Writing any
we can define functions ε + s,p : Spin
where a ∈ G + (U ) and t ∈ Q × p are defined by
It immediately follows that
by (3.1). The last integral was explicitly calculated by Hirai [11, Theorem 2.1], and our expected formula is an application of his work. 2
We call h ∈ T + n (or T + ) primitive if (h) = 1. The following result, which should be of independent interest, has its origin in Zagier's classical article [38] .
Then the following conditions are equivalent:
Proof. It suffices to prove that (ii) implies (i). Put r, u) .
. Consider a function G − I(φ), which belongs to S κ (Γ ϕ ) by Corollary 8.2. Since it has vanishing primitive Fourier coefficients by (ii), Theorem 3 of [36] concludes that 
be a primitive form as before. Note that
Thus if we define a C-linear map J n on formal power series by
As one can easily check by means of Proposition 8.5, Definition 9.1 is consistent with Definition 4.1 when n = 2 (see the proof of Theorem 4.3 below). For each N ∈ N we define N ∈ R by Choosing complex numbers φ (a; h) in such a way that
we define another C-linear map J n on formal power series by 
Here, μ denotes the Möbius function and
On the other hand, for each prime factor
where
It follows that g is equal to
up to scalar multiple. 2
Proof of Theorem 4.3. When n = 2, Proposition 8.5 shows that
Let us define a C-linear map ς on the formal power series by ς : 
(2) Suppose that F ∈ S k+2n−2 (Γ n ) has a Fourier expansion of the form
Proof. Put t = [ 
(but if m were odd, this would not be the case), the Sth Fourier-Jacobi coefficient F S of F is written as
as a consequence of the invariance of F S with respect to V (Q) ∩ GL 2n (R). 
If n is odd and if we replace F with Lift n ( f ) in the proof above, then
In case d > 1, this is definitely not a modular form, and hence neither is F = Lift n ( f ), even though one allows it to have a level.
Open problems
There are several naturally arising open problems. It is natural to ask for the existence of a lifting that generalizes the liftings described in Theorems 4.2 and 4.3. Let F be a totally real number field and H a totally definite quaternion algebra over F . Let S ∞ be the set of archimedean places of F and S H the set of finite places of F at which H is ramified. Let τ v τ v be an irreducible cuspidal automorphic representation of PGL 2 (A F ), on which we impose the following conditions:
(i) τ v is a discrete series with extremal weight ±k v for v ∈ S ∞ ;
(ii) there is a (possibly empty) subset S d of S H such that:
Since τ v has trivial central character, k v must be even and χ [28] considers the full orthogonal groups, this does not affect the result).
Next we look at the case that v ∈ S H . Let B n be a parabolic subgroup of G n defined by B n = m(a)u ∈ P n a is upper triangular .
For μ ∈ C n the induced representation Ind Finally, we prove the assertions concerning the local components of Lift n ( f ). We may assume that n 2 since our assertion is clear when n = 1 (see Remarks 4.2(1) and 10.1 (1) if p|D H .
Recalling that ε κ,0 ∈ I n ( k−1 2
), we can easily see that the local components of Lift n ( f ) precisely coincide with those of Π n ( f ). 2
Appendix B. An interpretation in terms of Arthur's conjecture
We explain how Conjecture 10.1 can be viewed in the framework of Arthur's conjecture. For details of the conjecture, the reader should consult [2] .
Let L F be the hypothetical Langlands group over F . By a (discrete) A-parameter for G n , we mean an equivalence class of homomorphisms ψ : L F ×SL 2 (C) → L G 0 n = SO 4n (C) which satisfy the following conditions:
• the restriction of ψ to L F has bounded image;
• the restriction of ψ to SL 2 (C) is an algebraic homomorphism;
• the centralizer of the image of ψ in L G 0 n is finite.
We write Z ψ for this centralizer and define the global S-group S ψ to be the quotient of Z ψ by the center of L G 0 n .
The global A-parameter ψ gives rise to the local A-parameter 
