









Las Teorías de los Tests proporcionan
procedimientos para obtener las puntua-
ciones que reflejan adecuadamente el nivel
de conocimiento de los estudiantes y de-
terminar la calidad métrica de las evalua-
ciones y de los instrumentos de evaluación
(o tests). La Evaluación Educativa ha sido
en el pasado y sigue siendo el motor de
buena parte de la investigación en Teoría
de los Tests. Una buena evaluación plan-
tea desafíos métricos impresionantes. Hay
que conseguir instrumentos que permitan
comparar las puntuaciones obtenidas por
distintos centros, países, culturas, idio-
mas…, hay que equiparar las puntuacio-
nes obtenidas con distintos instrumentos,
teniendo control de que todos ellos midan
realmente lo que se pretende medir, sin
sesgos que puedan contaminar las pun-
tuaciones. En el caso de personas con al-
guna discapacidad hay que introducir las
acomodaciones oportunas para que su ren-
dimiento en el test sea el que corresponda
a su nivel de conocimiento. A veces, hemos
de elaborar instrumentos que sean infor-
mativos para el proceso de enseñanza-
aprendizaje, y otras veces que permitan
evaluar si la clase, el centro, el distrito…
cumple o no sus objetivos estratégicos.
Debe informar de la calidad métrica
cuando los ítems son de respuesta selec-
cionada o de respuesta abierta, cuando
evaluamos con un test de opción múltiple
o con un portafolio.
Las principales teorías son dos: la Te-
oría Clásica de los Tests (TCT) y la Teoría
de la Respuesta al Ítem (TRI). En español,
pueden consultarse los libros de Abad,
Olea, Ponsoda y García (2011), Martínez
Arias, Hernández Lloreda y Hernández
Lloreda (2006) y Muñiz (1997, 2000), entre
otros, para aprender más sobre ellas. Hay
otras, como la teoría de la Generalizabili-
dad, pero su importancia para la evalua-
ción educativa es menor.
La TCT parte de unos pocos supuestos
y de la definición de formas paralelas, y
permite, junto con la aplicación de las téc-
nicas de la reducción de dimensionalidad,
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como el análisis factorial, guiar el proceso
de construcción de los tests, determinar
cuantas medidas tiene sentido extraer de
una prueba, establecer sus propiedades
métricas básicas en relación a la precisión
y validez, fijar puntos de corte, e interpre-
tar las puntuaciones mediante los bare-
mos. Son muchos los tests que se siguen
desarrollando bajo la TCT. Sus procedi-
mientos se pueden entender y aplicar fá-
cilmente. La puntuación de la persona en
la dimensión es la suma de puntos que ha
obtenido en los ítems que evalúan la di-
mensión. La dificultad de la pregunta
viene a ser la puntuación media en el ítem
de los que lo han respondido. Su capacidad
de discriminación se puede indicar de va-
rias maneras, pero una muy común es me-
diante la correlación de Pearson entre las
puntuaciones en el ítem y las puntuaciones
en el test. Dos indicadores muy conocidos
de la precisión son el coeficiente de fiabili-
dad y el coeficiente alfa de Cronbach. En
ambos casos, valores próximos a 1 (0) in-
dican buena (mala) precisión.
En la Universidad Autónoma de Ma-
drid esmuy común utilizar exámenes de op-
ción múltiple como parte de la evaluación
del estudiante de los primeros cursos de
grado. En un trabajo reciente (Sierra,
Alonso, Chavero, García, Ponsoda y Pulido,
2010) hemos obtenido las propiedades mé-
tricas de los exámenes y de las preguntas de
todos los exámenes de opción múltiple co-
rregidos automáticamente durante el se-
gundo semestre de 2010, en total más de
300. El principal resultado es que hemos
encontrado exámenes de más de 100 ítems
y de menos de 10, con el consiguiente im-
pacto en los indicadores de precisión. La
peor fiabilidad encontrada ha sido 0.3 y la
mejor, 0.9. ¿Qué consecuencias tiene que
evaluemos con uno o con otro examen? En
el GRÀFIC0 1 semuestra el resultado de si-
mular las respuestas de 1000 estudiantes a
un test de opción múltiple de 30 preguntas.
En realidad, lo que muestra la simulación
son las puntuaciones que cada estudiante
simulado daría a dos tests formalmente
idénticos (es decir, formas paralelas) que tu-
viesen la precisión indicada. Se ha fijado
como punto de corte el valor 15. El coefi-
ciente de fiabilidad del test que aparece a la
izquierda es 0.89 y el de la derecha es 0.32.
La gráfica de la izquierda muestra que ha-
bríamos obtenido con las dos formas la
misma decisión en relación con el punto de
corte en el 86% de los estudiantes (un 50%
de los estudiantes han obtenido puntuacio-
nes en ambas formas por encima de 15 y un
36% en ambas por debajo o iguales a 15).
Un 14% de los estudiantes han obtenido
en una forma puntuaciones por encima y en
la otra por debajo o iguales a 15. En el caso
del test de menor precisión (gráfica dere-
cha), llegaríamos a la misma decisión con
ambas formas en el 61% de los estudiantes
y a distintas en el restante 39% de los casos.
Vemos entonces que la consistencia en las
decisiones depende claramente de la fiabi-
lidad o precisión del test. Si evaluamos con
poca precisión tendremos poca certeza de
obtener parecidas puntuaciones para los
mismos estudiantes de haberles evaluado
con otro test de propiedades similares. En
el caso del test de fiabilidad 0.32 es inacep-
tablemente alta la probabilidad de que el
estudiante dé una puntuación apreciable-
mente distinta ante otro test similar, que-
dando entonces la duda de si la decisión to-
mada con la puntuación observada en el
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La TCT tiene algunas desventajas. Una
importante es que carece de una propiedad
(invarianza) que debiera poseer todo buen
procedimiento de medida. En un examen, si
los estudiantes han estudiado mucho res-
ponderán muchos ítems correctamente y
éstos tendrán entonces medias altas (es de-
cir, el indicador de la dificultad de los ítems
nos dirá que son fáciles). Lo contrario ocu-
rrirá si los estudiantes saben poco. La TCT
no permite separar lo que los alumnos sa-
ben, de las propiedades métricas de los
ítems y del test en su conjunto. La TRI sur-
gió como una teoría alternativa, que re-
suelve este y otros problemas. Por poseer la
propiedad de la invarianza, la puntuación
que asignemos al estudiante no depende
de los ítems concretos administrados. Si
administramos ítems fáciles, el estudiante
tendrá más aciertos (y, entonces, una ma-
yor puntuación según la TCT), que si le ad-
ministramos ítems más difíciles; pero será
básicamente la misma puntuación la que le
asignaríamos con la TRI en ambos casos.
Justamente en esta propiedad se basan los
tests adaptativos informatizados, como ve-
remos más adelante.
La TRI no solo tiene ventajas. Es más
difícil de aplicar y utiliza procedimientos
estadísticos más sofisticados. A las res-
puestas de la muestra a un ítem se ajusta
un modelo estadístico, de manera similar a
como se hace en regresión. Las estimaciones
de los parámetros del modelo ajustado pro-
porcionan la descripción métrica del ítem.
Aplicado el test, a partir de las respuestas
del estudiante a cada ítem y de los valores
de sus parámetros, aplicando un estimador
apropiado, como el demáxima verosimilitud
o bayesiano, se obtiene la puntuación del es-
tudiante. Es posible obtener la función de
información del test, que nos indica la pre-
cisión con la que se mide cada nivel de
rasgo. Tras las evaluaciones PISA está el
modelo TRI logit multinomial de coeficien-
tes mixtos (Adams, Wilson y Wang, 1997),
que no es especialmente simple. Como en
GRÁFICO 1: Consecuencias de la diferente precisión de dos tests
los más sencillos, cada modelo TRI obtiene
la probabilidad de dar cada una de las po-
sibles respuestas al ítem en función de sus
parámetros y del parámetro o parámetros
(en los modelos multidimensionales) que
caracterizan al estudiante. Al final del pro-
ceso, tras aplicar la TRI, volvemos a obtener
como en la TCT las características de los
ítems y de los estudiantes; pero por otros
procedimientos y con otras propiedades.
Desde una perspectiva aplicada, una
ventaja importante de la TRI es que varios
de sus modelos (por ejemplo, los modelos
logísticos de 1, 2 y 3 parámetros) utilizan
la misma escala para describir la dificultad
de los ítems y el nivel de las personas, lo
que posibilita elmapeo de ítems. Por ejem-
plo, se utiliza esta técnica para facilitar la
interpretación de las puntuaciones de la
escala de Matemáticas de la evaluación
NAEP de grado 4 de 2007 (Institute of
Education Sciences). La escala va a de 0 a
500. En el enlace suministrado en la bi-
bliografía se muestra la escala y sus dis-
tintos niveles (Básico, entre 214 y 248 pun-
tos; Competente, entre 249 y 281; y
Avanzado por encima de 282 puntos). Ade-
más, se muestra un ítem apropiado para
varias puntuaciones de la escala. Por ejem-
plo, cuando la puntuación es 287, el ítem
que se muestra es un problema sencillo de
probabilidad. La respuesta correcta es ca-
racterística de esta puntuación pero atípica
en puntuaciones inferiores. Por tanto, a
unas cuantas puntuaciones se adjuntan
los ítems o tareas y las respuestas espera-
das del estudiante que tenga dichas pun-
tuaciones. Esta técnica da por tanto una
detallada información de lo que el estu-
diante que alcanza cada puntuación pro-
bablemente hará (los ítems y tareas aso-
ciadas a esa puntuación e inferiores) y no
hará (a las superiores).
El objetivo principal de este trabajo es
mostrar algunos avances y desarrollos re-
cientes producidos en las teorías de los tests
como resultado de la llegada de las nuevas
tecnologías, en general, y en particular de la
informatización. Entre los asuntos a consi-
derar están los ítems innovadores, los tests
de desempeño, el ensamblaje automático
de tests, la generación automática de ítems,
y los tests adaptivos informatizados. El im-
pacto de la informatización en la práctica y
teoría de los tests ha sido considerable. Los
Standards for Educational and Psychologi-
cal Measurement (AERA, APA y NCME,
1999) reúnen las principales recomenda-
ciones sobre las buenas prácticas en rela-
ción a la construcción y administración de
tests. Cuando se escriben estas líneas, están
en una fasemuy avanzada de una profunda
revisión. Una de las cinco razones aducidas
para la revisión es precisamente tratar con
más detalle el papel de las nuevas tecnolo-
gías en los tests (Wise, Drasgow, Hansen,
Sackett y Tippings, 2010).
Impacto de la informatización
La evaluación mediante tests consta de
distintas fases. Se ha de determinar en
primer lugar qué es exactamente lo que
queremos medir; habremos de elegir o
construir el test o procedimiento de eva-
luación; se habrá de administrar; se habrá
de analizar su calidad métrica y, en su
caso, depurarlo; se habrán de obtener las
puntuaciones de los estudiantes en las va-
riables que interese; se habrá de interpre-
tar e informar de las puntaciones obteni-
das a los interesados. Todas las fases
anteriores se han visto afectadas en mayor
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La informatización permite registrar
respuestas que no eran antes accesibles. Se
puede registrar el tiempo que se tarda en
responder cada ítem; es posible dar retro-
alimentación en tiempo real y ver su efecto;
la información puede presentarse en otros
formatos, como video y audio; es posible re-
gistrar otras medidas, como los movi-
mientos del cursor… En definitiva, resulta
posible medir de otra manera las variables
tradicionales y, además, medir variables
que no resultaba posible medir antes, como
las directamente relacionadas con el
tiempo invertido en responder el ítem
(Olea, Abad, y Barrada, 2010).
Las posibilidades comentadas están en
la base de los nuevos ítems innovadores y
las nuevas estrategias de evaluación del
desempeño. En la construcción de tests los
ordenadores han cambiado sustancial-
mente la manera de proceder. Existen pro-
gramas de ensamblaje automático que se-
leccionan de un banco de ítems los que
deben componer el test de acuerdo con los
objetivos prefijados. En los últimos tiempos
ha habido un considerable desarrollo de
la generación automática de ítems (GAI).
En la GAI no existe un banco de ítems
preparados de antemano para su aplica-
ción. El ítem a administrar en cada mo-
mento se genera de manera automática.
Los ordenadores y la TRI han posibilitado
los tests que se adaptan al rendimiento
que va manifestando el evaluado. De todos
ellos, los tests adaptativos informatizados
han recibido especial atención en los últi-
mos años. De todos estos temas hablare-
mos en los apartados que siguen.
El análisis psicométrico es un tipo es-
pecial de análisis de datos. Comomuestran
los restantes artículos de este monográ-
fico, estos análisis se han visto profunda-
mente afectados por las nuevas tecnolo-
gías y la informatización. Disponemos en
este momento de gran variedad de paque-
tes y programas, de libre distribución y
comercializados, que hacen posible el aná-
lisis clásico y moderno de los tests, y las
tareas específicas, como el estudio del fun-
cionamiento diferencial, la dimensionali-
dad, la calibración del banco, el control de
supuestos… Especial mención merece el
considerable desarrollo actual y previsible
desarrollo futuro de los paquetes en R (Elo-
sua, 2011). En el momento de escribir es-
tas líneas, en la página principal de R,
dentro del bloque Psychometrics, se ofrecen
7 conjuntos de programas (paquetes, en la
terminología de R) para hacer tareas rela-
cionadas con la TCT, 21 con la TRI y 23 con
los modelos de ecuaciones estructurales y
el análisis factorial.
También la investigación se ha visto
afectada por la informatización. En los es-
tudios teóricos es muy común utilizar la si-
mulación estadística o método de Monte
Carlo (Revuelta y Ponsoda, 2003). Por ejem-
plo, si se quiere saber cómo la longitud del
test afecta a la precisión de las puntuaciones,
la simulación (y solo la simulación) permite
conocer el verdadero nivel de cada estu-
diante, lo que posibilita la comparación de los
niveles verdaderos con los niveles estimados
obtenidos en tests de diferente longitud.
Por último, la simulación resulta muy
recomendable en docencia. Por ejemplo, el
autor explica a sus estudiantes el signifi-
cado del coeficiente de fiabilidad y otros
conceptos métricos con simulaciones como
las mostradas en el GRÁFICO 1.
Ítems innovadores
Scalise (2010) propone una taxonomía
de tareas de evaluación educativa cru-
zando dos dimensiones: las restricciones y
la complejidad. Propone en el eje de la di-
mensión restricción 7 niveles, desde el 1 al
7, que van desde respuesta completamente
seleccionada hasta completamente cons-
truida. El eje de la dimensión compleji-
dad tiene 4 niveles y va desde menos (A)
hasta más (D) complejo. Un ejemplo de
ítem del tipo 1A (menor nivel en ambas di-
mensiones) consiste en proporcionar al es-
tudiante una afirmación y ha de indicar si
la considera correcta o falsa. Un ejemplo de
ítem del tipo 6A muestra una tabla con la
población de truchas en diferentes años y
el correspondiente gráfico de líneas. El es-
tudiante ha de modificar dicho gráfico para
que informe adecuadamente de los datos
que contiene la tabla. Un ítem que requiere
una respuesta más compleja, su tipo es
6B, sería el siguiente: se muestran las al-
turas de los 31 niños de una clase. Se pide
al estudiante que coloque las 31 alturas de
modo que tras una inspección rápida de los
datos alguien pueda hacerse una idea de la
altura de la clase. Estos y otros ejemplos de
los 28 tipos de ítems pueden descargarse
de la web (http://pages.uoregon.edu/ks-
calise/). Los ejemplos muestran muy bien
a) que es posible utilizar en evaluación
educativa ítems muy distintos a los que
empleamos habitualmente, b) las nuevas
medidas que se pueden registrar cuando se
utiliza el ordenador como medio de pre-
sentación y recogida de respuestas, y c)
las posibilidades de medida de variables
nuevas que estos ítems abren.
La evaluación del desempeño
La evaluación del desempeño viene te-
niendo un considerable desarrollo en los úl-
timos años (Martínez Arias, 2010). Es cada
vez más factible medir el desempeño, y
hacerlo con los adecuados controles métri-
cos, en tareas como escribir un ensayo, re-
alizar un proyecto, crear un portafolio, re-
solver un problema…, con fines de
evaluación o acreditación. Son varios los
retos métricos de la evaluación del desem-
peño, algunos compartidos con la evalua-
ción más tradicional, pero otros más espe-
cíficos. Un problema específico es cómo
conseguir disminuir el esfuerzo que re-
quiere la corrección de estos ítems y la ob-
tención de correctores fiables. Las agencias
de tests están optando por el desarrollo de
los procedimientos automáticos de correc-
ción. La agencia Educational Testing Ser-
vice ha desarrollado varios, para la correc-
ción de distintos tipos de repuestas, como
textos y problemas de álgebra. El último
SpeechRater evalúa la eficiencia en la co-
municación en inglés (Livingston, 2009).
SpeechRater evalúa el nivel de inglés
hablado en no nativos. Dos son sus princi-
pales módulos: El primero estima la pun-
tuación que un evaluador asignaría tras
considerar la fluencia, pronunciación, di-
versidad del vocabulario y nivel gramatical.
El segundo módulo combina las puntua-
ciones obtenidas en los distintos ítems y
proporciona la puntuación total y el co-
rrespondiente intervalo de confianza. Los
autores (Higgings, Xi, Zechner y William-
son, 2011) reconocen que queda bastante
por hacer: no mide aspectos importantes de
la eficiencia hablada, como la entonación, y
tampoco aspectos demás alto nivel (como la
complejidad de las estructuras lingüísti-
cas, la coherencia temática y el desarrollo
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vel de acuerdo con los evaluadores huma-
nos es inferior al que tienen estos entre sí.
Los nuevos ítems innovadores y los
procedimientos de corrección automática
son asuntos específicamente considerados
en los nuevos Standards. Se pretende es-
pecíficamente resolver el conflicto de inte-
reses existente entre los propietarios de
los algoritmos que puntúan y corrigen au-
tomáticamente los ítems y los usuarios de
los tests que demandan información con-
creta sobre su funcionamiento para poder
evaluarlos (Wise et al., 2010).
Un problema compartido entre los
ítems de respuesta seleccionada y res-
puesta construida es el problema del sesgo.
Al evaluar nivel de conocimiento, por ejem-
plo, hemos de hacer las cosas de modo que
sea eso, y preferiblemente solo eso, lo que
evaluemos. En ítems de respuesta selec-
cionada se sabe que existen diferencias en
rendimiento en las pruebas de acceso a la
universidad, que favorecen por lo general
a los varones, y que estas diferencias no se
mantienen en el desempeño real de unos y
otros. No parece, por tanto, que la explica-
ción de la diferencia sea un mayor nivel en
lo que mide el test; es decir, se trataría más
bien de un sesgo de esos tests de acceso a
la universidad. Posibles explicaciones de
esas diferencias son el diferente compor-
tamiento de mujeres y varones ante el
riesgo, lo que haría que unos y otros se
comportasen de forma diferente cuando se
penalizan las opciones incorrectas, o dife-
rencias en la forma de responder cuando se
dispone de poco tiempo (FairTest). Pues
bien, el estudio del sesgo es algo conocido,
que se debe tener en cuenta en el proceso
de elaboración del test. Se recomienda que
los ítems sean administrados a una mues-
tra piloto y que sean eliminados o modifi-
cados los que muestren comportamiento
diferencial (Gómez- Benito, Hidalgo y Gui-
lera, 2010). Si los ítems de respuesta se-
leccionada tienen el problema de posibles
sesgos, lo tienen también y quizás el pro-
blema es mayor en los ítems de respuesta
construida. González-Espada (2009) mos-
tró a sus estudiantes de un examen de Fí-
sica una imagen en la que aparecía el ins-
pector Gadget elevándose desde el suelo,
como si fuera un helicóptero, con solo un
propulsor. Los estudiantes tenían que de-
cir si era posible volar como se indicaba en
la imagen. Se encontró que el 70% de los
varones dieron con la respuesta correcta,
frente al 50% de las mujeres. El autor pro-
pone como posible explicación el previsible
mayor contacto con helicópteros y aviones
de juguete que han podido tener los varo-
nes cuando eran niños. Sea o no tal hipó-
tesis la causa de la diferencia observada, lo
que parece cierto es que los ítems abiertos,
precisamente por suponer tareas más pró-
ximas a la vida real, tienen más riesgo de
resultar afectados por experiencias pre-
vias u otros factores no anticipados por el
constructor del ítem y de padecer proble-
mas de sesgo.
Ensamblaje automático
La composición de un test a partir del
banco de ítems es un problema complejo,
pues requiere tener en cuenta simultáne-
amente objetivos y restricciones que a ve-
ces son parcialmente contradictorios. Se
viene denominando ensamblaje automá-
tico de tests al conjunto de estudios que se
ocupa específicamente de estos problemas
(Van der Linden, 2005). Diao y Van der
Linden (2011) muestran cómo aplicar el
software de libre distribución R y el
paquete lp_solve versión 5.5 para resolver
algunos problemas concretos de ensam-
blaje.
Supongamos, por ejemplo, que tene-
mos un banco de 165 ítems y que cada uno
mide una de C categorías de contenido.
Queremos construir dos tests de 55 ítems,
sin ítems repetidos, tales que se acerquen
lo más posible a una función de informa-
ción del test objetivo prefijada y que cada
forma muestre al menos nc ítems de la ca-
tegoría c (c: 1, 2... C).
El problema entonces consiste en en-
contrar qué 55 ítems de los 165 han de ir
a una forma y qué otros 55 a la segunda, de
manera que ambas satisfagan lo mejor po-
sible las restricciones y objetivos propues-
tos. La estrategia consiste en convertir los
objetivos y restricciones en un conjunto de
ecuaciones e inecuaciones que el programa
resuelve. Por ejemplo, siendo
el programa ha de encontrar la solución
(los dos vectores anteriores, uno por forma)
que minimiza la diferencia entre las fun-
ciones de información de cada forma y la
función de información objetivo y al mismo
tiempo satisface un conjunto de restriccio-
nes. Por ejemplo, la restricción de que
los ítems de ambas formas sean diferentes
se indica con la inecuación
(para todo i) y la de que cada forma tenga
55 ítems con la ecuación
(para ambas formas). Diao y Van der Lin-
den (2011) muestran las otras 6 ecuaciones
necesarias para que el problema de pro-
gramación entera recoja todas las restric-
ciones planteadas y esté bien especificado.
Estas estrategias se pueden aplicar para
obtener tests de otras características. En el
citado artículo se muestran otros dos ejem-
plos más complejos.
Generación automática de ítems
La generación automática de ítems
(GAI) surge como respuesta a la necesidad
de reducir el coste de generación de cada
ítem individual (Bejar, 1993). Los dos prin-
cipales requerimientos de la GAI son que
podamos describir bien las características
de cada clase de ítem, de forma que un
programa de ordenador pueda crearlos, y
que conozcamos suficientemente bien los
determinantes de su dificultad, para que
podamos considerar de la misma dificultad
todos los ítems desarrollados a partir de
una clase. A la clase se le suele llamarmo-
delo y a los ítems que resultan del modelo,
variantes (Drasgow, Luecht y Bennet,
2006).
Drasgow et al. (2006) distinguen entre
GAI derivada de una teoría fuerte y la de-
rivada de una débil. En el primer caso, se
conocen los verdaderos determinantes de
la dificultad de los ítems y, a partir de
ellos, se predice la dificultad del ítem ge-
nerado automáticamente. Por ejemplo,
Embretson (1998) aplicó la GAI a los ítems
tipo Raven. Un ítem típico muestra, en
una tabla de 3x3 celdillas, 8 figuras que
han sido construidas con una cierta lógica
por filas y columnas. La tarea consiste en
descubrirla y seleccionar entre las posi-


































si el item i (i:1,2… 165) es asig-
nado a la forma f
en otro caso
en la celdilla vacía. Embretson (1998) ha
mostrado que a partir de dos variables de
proceso y tres perceptuales se puede pre-
decir adecuadamente la dificultad de estos
ítems. Tal resultado permite generar de
forma automática ítems con una dificultad
predicha conocida, a partir de los particu-
lares valores de las variables proceso y
perceptuales utilizadas en la generación de
cada ítem particular. Conviene advertir
que tal procedimiento de generar ítems
genera medidas algo más imprecisas. Em-
bretson (1998) ha mostrado que la corre-
lación entre los parámetros predichos y re-
ales (entre 0.7 y 0.8) es inferior que la de
los parámetros estimados y reales (0.9)
que se obtiene con ítems tipo Raven
cuando no se aplica la GAI.
Muchas veces no tenemos una teoría
de cómo se resuelven los ítems, en ese caso
se puede también aplicar la GAI. Se parte
de un ítem padre del que conocemos sus
propiedades métricas y el objetivo es ge-
nerar variantes o isomorfos de ese padre al-
terando las características que por expe-
riencia, intuición, teoría… pensamos que
no afectan a sus propiedades métricas. La
calibración de estos ítems es un asunto es-
pecialmente difícil, pues no tenemos detrás
la teoría fuerte que permita predecir, por
ejemplo, la dificultad. Los procedimientos
que se pueden aplicar proporcionan esti-
maciones de los parámetros menos preci-
sas también en este caso (más detalles en
Revuelta, 2000).
Tests adaptativos informatizados
La combinación de los ordenadores y
la TRI ha hecho posible la aparición y el
desarrollo de los tests adaptativos infor-
matizados (TAIs). Su principal caracte-
rística es que los ítems a administrar se
adaptan al nivel de competencia que va
manifestando el evaluado en los ítems pre-
vios. Cuando el rendimiento manifestado
por el estudiante es alto, el TAI adminis-
trará ítems más difíciles que cuando es
bajo. De lo anterior se desprende que el
TAI seleccionará ítems distintos a los dis-
tintos evaluados. Gracias a la propiedad
de invarianza de la TRI, las estimaciones
del nivel de rasgo obtenidas en los distin-
tos tests son comparables. La idea básica
del TAI es precisamente aprovechar esta
propiedad y presentar preferentemente
los ítems que resultan altamente infor-
mativos para estimar el nivel de cada es-
tudiante.
Una vez calibrado el banco de ítems, el
proceso de aplicación de un TAI a un eva-
luando puede resumirse en los siguientes
pasos. Se inicia con una determinada es-
trategia de arranque, que permite esta-
blecer el nivel de rasgo inicial del eva-
luando (por ejemplo, cero, en la escala
típica). Después de que el evaluando res-
ponde a cada ítem, se realiza una estima-
ción de su nivel de rasgo mediante los pro-
cedimientos de estimación habituales en
TRI. Conocida la estimación provisional
del nivel de rasgo, el siguiente paso es se-
leccionar del banco el ítem a administrar.
El procedimiento estándar consiste en ele-
gir el ítem que resulta más informativo
para el último nivel provisional estimado;
es decir, el ítem que produciría un menor
error estándar. El TAI entra entonces en
un proceso iterativo –administración de
ítem, nuevo nivel de conocimiento provi-
sional y nueva selección del ítem– hasta
que se satisface el criterio de parada, que
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cierto número de ítems, o bien que se haya
alcanzado una determinada precisión.
Un buen test no solo debe ser muy pre-
ciso, debe también muestrear los conteni-
dos adecuadamente y debe procurar que
los evaluados reciban, en la medida de lo
posible, ítems distintos. En esos casos, un
algoritmo adecuado de selección deberá in-
cluir restricciones en la tasa de exposición
de los ítems (por ejemplo, que cada ítem no
sea administrado en más del 20% de los
tests) y otras restricciones, para garantizar
un adecuado muestreo de contenidos. En
los últimos años ha habido mucha investi-
gación sobre el problema de control de la
exposición en los TAIs, que consiste en lo
siguiente. Un punto débil de los TAIs es
que una parte importante del banco de
ítems, en ocasiones hasta un 80% de los
ítems disponibles (Hornke, 2000), no se
administra nunca. Para hacer un buen
test, se elabora un banco de, por ejemplo,
500 ítems, muy cuidado, se estudian todos
ellos minuciosamente, se eliminan los
ítems defectuosos... y, después, el nuevo
TAI es tan eficaz (al presentar solo los
ítems buenísimos) que ¡400 de los 500
ítems del banco no se administran nunca!
Para resolver este problema surgen los
procedimientos de control de la exposición,
que hacen posible la administración de
muchos más ítems del banco y reducen la
tasa de exposición de los que se adminis-
trarían en todos o en casi todos los tests.
Los procedimientos de control consiguen
estos objetivos minimizando la pérdida de
precisión (Revuelta y Ponsoda, 1998). Los
procedimientos siguen distintas estrate-
gias para evitar que el ítem más informa-
tivo sea el ítem seleccionado. Por ejemplo,
el método proporcional (Barrada, Ponsoda,
Olea y Abad, 2010) en vez de elegir el ítem
más informativo, obtiene para cada ítem el
cociente entre la información del ítem y la
información del banco y elige cada ítem al
azar, siendo dichas proporciones las pro-
babilidades de ser seleccionado.
Los TAIs, dada su condición adapta-
tiva, tienen importantes ventajas adicio-
nales a las de cualquier test informatizado
(Olea et al., 2010): La primera es que me-
joran la seguridad del test, ya que gran
parte de los ítems que se presentan a los
evaluados son diferentes. La segunda ven-
taja es que reducen el tiempo de aplicación
(a veces a menos de la mitad), ya que con-
siguen niveles similares de precisión que
los tests convencionales con un número
apreciablemente menor de ítems. En caso
de que el TAI tenga el mismo número de
ítems que un test convencional, realizan
estimaciones más precisas. Por último, la
tercera ventaja es que resultan especial-
mente indicados cuando el test ha de apli-
carse a personas con niveles muy hetero-
géneos en su nivel del rasgo. En estos
casos, los test no adaptativos suelen con-
tener muchos ítems de dificultad media y
miden con poca precisión a las personas
con niveles altos o bajos.
Los TAIs tienen también sus desven-
tajas. Una es que su eficiencia depende
del tamaño y calidad del banco, y tener un
gran y buen banco supone un coste consi-
derable. Una segunda desventaja es la im-
posibilidad de revisar las respuestas. En la
mayoría de los TAIs no se permite al eva-
luando que cambie la respuesta a un ítem
ya respondido, algo que no plantea proble-
mas en los tests convencionales. Una ter-


































nes técnicas de la TRI, hay que añadir las
relativas al equipo y programas informá-
ticos con los que se administra el test.
El crecimiento de los TAIs ha sido ex-
ponencial (Wainer, 2000) desde 1990 al
2000. Más de 20 programas de evaluación
que aplican TAIs aparecen listados en la
web (http://www.psych.umn.edu/psylabs/-
catcentral/). Olea et al. (2010) exponen va-
rios desarrollados dentro y fuera de Es-
paña. El principal campo de aplicación es
la evaluación educativa, la certificación y
acreditación. Fetzer, Dainis, Lambert y
Meade (2008) afirman que el número de
TAIs que se administran al año en el
mundo está entre 4 y 6 millones. Más in-
formación sobre TAIs puede encontrarse
en Olea, Ponsoda y Prieto (1999), Olea y
Ponsoda (2003) y Renom (1993).
Otros tipos de tests informatizados
adaptativos
Existen TAIs con características dife-
rentes de las expuestas, como los TAIs ba-
sados en testlests y los TAIs multietapa
(Drasgow et al., 2006). En los últimos tiem-
pos están ganando relevancia los TAIs ba-
sados en testlests. La mayoría de los mo-
delos TRI requieren el supuesto de
independencia local; es decir, el resultado
en un ítem debe depender solo del nivel de
conocimiento de quien responde y de las
características del ítem, y no de si se ha
acertado o no algún otro ítem. En deter-
minadas situaciones se ha comprobado que
tal supuesto no se cumple. Por ejemplo,
cuando presentamos un fragmento de texto
y hacemos varias preguntas para evaluar
su comprensión, suele aparecer la depen-
dencia local. Si el fragmento ha sido en-
tendido, lo más probable es que se acierten
todas o casi todas las preguntas; mientras
que si no lo ha sido, lo normal es que se fa-
llen. Wainer y Kiely (1987) introdujeron el
término testlet para referirse de forma ge-
nérica a los elementos que forman el test,
que pueden ser un ítem tradicional o el tipo
de ítem comentado antes, formado por un
fragmento de texto y varios ítems sobre el
mismo fragmento. El testlet es en ambos
casos el elemento que forma el test, al ser
el elemento que se puntúa y a partir del
que se obtiene, juntando las puntuaciones
en los distintos testlets, la puntuación en el
test de cada evaluado.
Se han propuesto tests adaptativos
cuyo elemento básico es el testlet. Funcio-
nan como los TAIs descritos anterior-
mente, pero a partir de un banco de tes-
tlests. En cada momento el TAI elige el
más apropiado y a continuación lo pre-
senta. Por lo general, presenta todos los
ítems del testlet, pero se ha explorado si re-
sulta más eficiente presentar también
adaptativamente dichos ítems (Keng,
2008), siendo los primeros resultados pro-
metedores. En este caso, el TAI elige el
mejor testlet y a continuación, en vez de
presentar todos sus ítems, presenta adap-
tativamente un cierto número de ellos.
Resulta a veces difícil en un TAI tener
la seguridad de que cumple ciertas exi-
gencias que se quiere que el test satisfaga,
como un adecuado muestreo de los conte-
nidos a evaluar. En los últimos tiempos
han recibido renovado interés los tests
multietapa, que en adaptabilidad están a
medio camino entre el test tradicional y los
TAIs. En estos tests se establecen unas
pocas posibles rutas a seguir por el estu-
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que todas ellas cumplen los requisitos que
queremos satisfacer. Estos tests aúnan las
ventajas de los TAIs y el juicio de los ex-
pertos que seleccionan los testlets que in-
tegran cada ruta (Hendrickson, 2007). Los
elementos de un test multietapa basado en
testlets son los testlets (o módulos), las
etapas y los paneles. En la primera etapa
suele haber un único módulo. El estu-
diante responde y en función de su resul-
tado se le muestra el módulo más ade-
cuado de la segunda etapa; a continuación,
de nuevo en función del resultado, se le
muestra el más adecuado de la tercera
etapa; y así sucesivamente. Al conjunto de
etapas, módulos y reglas de bifurcación
que se ofrecen al estudiante se llama pa-
nel. Lo normal es tener preparados varios
paneles, para evitar que los estudiantes se
enfrenten a muchos módulos idénticos, y
asignar a cada estudiante un panel al azar.
Conclusiones
Las nuevas tecnologías, y en especial
la informatización, están modificando
prácticamente todas las fases de la eva-
luación mediante tests: el ensamblaje del
test, su administración, la calibración, la
corrección de las respuestas, el análisis de
los resultados… incluso la investigación,
con la progresiva mayor relevancia de la si-
mulación.
En las páginas precedentes hemos de-
tallado algunos de estos impactos, pero no
todos. Resulta evidente que mejorando
nuestras evaluaciones incrementamos
nuestra calidad docente. En la introduc-
ción, se ha expuesto que, como no podía ser
de otra manera, la precisión de los exáme-
nes universitarios de opción múltiple es
mejorable. Dado que muchos de esos exá-
menes utilizan sólo texto en sus ítems, se
nos ocurrió dar un primer paso de lo que
podría ser un sistema automático de veri-
ficación del cumplimiento de las recomen-
daciones dadas por Haladyna, Downing y
Rodríguez (2002) para la correcta redac-
ción de ítems. García, Ponsoda y Sierra
(2011) elaboraron 39 criterios que recaban
información relacionada con algunas de
las anteriores recomendaciones. Por ejem-
plo, el primer criterio (número de palabras
que tiene el ítem) se considera un posible
indicador de las recomendaciones 13 (mi-
nimizar la cantidad de material a leer en
el ítem) y 16 (reducir al mínimo la infor-
mación verbal no necesaria). Otros crite-
rios reflejan lo similares que son el enun-
ciado y las opciones, entre las opciones
entre sí… García et al. (2011) han elabo-
rado un programa de ordenador que lee el
examen y obtiene para cada ítem sus va-
lores en los 39 criterios. El objetivo final es
disponer de un sistema que automática-
mente pueda avisar al profesor, antes de
aplicar el examen, de sus fallos de redac-
ción. En la siguiente fase de este proyecto
estamos aplicando las técnicas de análisis
semántico latente, pues se ha comprobado
que responden a los ítems de opción múl-
tiple de forma bastante similar a como lo
hacen los propios estudiantes (Lifchitz,
Jhean-Larose y Denhière, 2009). Estas téc-
nicas podrían sugerir al profesor, antes de
la aplicación del examen, que revise al-
guna de las respuestas que ha especifi-
cado como correcta.
La lista de impactos en medición de-
bido a las nuevas tecnologías no acaba
aquí. Un asunto de considerable relevan-
cia es el de la invarianza métrica, o estu-


































sión o dimensiones a medir como resultado
del cambio del medio u otras condiciones
de administración del test. Por ejemplo, se
han hecho muchos estudios para compro-
bar si cambian o no las dimensiones que el
test mide cuando se presenta en modo in-
formatizado o en modo lápiz y papel. Con
el incremento de la administración de
tests por internet, se está estudiando si
cambian las dimensiones cuando el test se
administra en condiciones controladas
(con vigilantes) y en condiciones no con-
troladas.
La informatización y las nuevas tec-
nologías han posibilitado nuevos modos de
evaluación, como las simulaciones y los
juegos serios (Winkley, 2010). Las simula-
ciones se proponen cuando la interacción
del estudiante con la realidad resulta de-
saconsejable por ser peligrosa (aprender a
pilotar un avión, por ejemplo), demasiado
lenta o cara. Los juegos serios son juegos
pensados para el aprendizaje. El juego se-
rio FloodSim pretende hacer al jugador
consciente de las muchas variables que in-
tervienen en las inundaciones, del gasto
que se genera y de la importancia del pro-
blema donde el riesgo de inundaciones es
alto. El jugador se enfrenta a una simula-
ción y ha de decidir cuánto gastar en cons-
truir defensas, dónde construir las nuevas
casas, cómo informar a los ciudadanos de
los riesgos… El jugador toma las decisio-
nes, comprueba sus consecuencias y puede
cambiarlas. En las simulaciones se gene-
ran varias medidas que son las puntua-
ciones del estudiante en las variables de in-
terés. Sin embargo, muchas de estas
medidas no pueden ser tratadas con
los modelos de las teorías de los tests dis-
ponibles.
Pese a que la tecnología viene impul-
sando la medición educativa en la dirección
correcta, conviene recordar que existe un
riesgo con los nuevos ítems y tests. La in-
novación no debe ser un objetivo en sí
misma y pierde su sentido si no consigue
mejorar la evaluación. Existe el riesgo de
que tras algunos nuevos ítems y tests haya
solo un mero cambio de apariencia para
hacer el test más atractivo (Winckley,
2010). Bartram (2011) revisa algunos de
las recientes innovaciones en los tests y
afirma que la tecnología, por avanzada que
sea, no podrá nunca hacer innecesarios los
estudios de validez.
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Resumen:
Nuevas tecnologías y medición edu-
cativa
El artículo revisa algunos cambios que
la informatización ha producido en la me-
dición educativa actual. Todas las fases de
la evaluación mediante tests se han visto
en mayor o menor medida afectadas por
las nuevas tecnologías. Los cambios ex-
presamente comentados son los ítems in-
novadores, los tests de desempeño, el en-
samblaje automático, la generación
automática de ítems y varios tipos de tests
adaptativos informatizados. La informati-
zación ha introducido cambios también en
el tratamiento psicométrico de los datos,
con la aparición de programas de ordena-
dor para tareas como la calibración, la de-
terminación del sesgo de los ítems y tests,
el estudio de los supuestos y del ajuste de
los modelos… y ha cambiado también la
manera de investigar, siendo más y más
frecuente la aplicación del método de
Monte Carlo. Se concluye que los cambios
están impulsando la medición educativa en
la dirección correcta. No obstante, existe el
riesgo de olvidar que estas innovaciones
pierden su verdadero sentido si no consi-
guen mejorar la calidad métrica de la eva-
luación.
Descriptores: ítems innovadores, tests
de desempeño, ensamblaje automático,
tests adaptativos informatizados.
Summary:
New technologies and educational
measurement
The effects the new technologies have
had on current educational measurement
are reviewed. They relate to most of the
tasks involved in an educational measure-
ment process. The specific topics conside-
red are: innovative items, performance as-
sessment, automatic test assembly,
automatic item generation and different
types of computerized adaptive testing.
Technology has also changed the psycho-
metric analysis of item and test data, as
there are now available computer pro-
grams for most psychometric tasks, as
item calibration, differential item and test
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del assumptions… Technology has also af-
fected the way to do research, as the use of
Monte Carlo methods is becoming more
and more common. It is concluded that in
general technology is pushing educational
measurement in the right direction. Ho-
wever, it should be kept in mind that these
innovations may lose their true meaning if
they do not really improve the metric qua-
lity of the assessment.
Key Words: innovative items, perfor-
mance test, automatic test assembly, com-
puterized adaptive testing.
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