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ABSTRACT
In this note, we propose a numerical method based on finite differences to solve a class of nonlinear
advection-diffusion fractional differential equation. The consistency and unconditionally stability of
the method are shown. Finally, an example of application of this method is presented.
Keywords Nonlinear Fractional Partial Differential Equation · Fractional Advection-Diffusion Equation · Fractional
Diffusion Equation · Finite Difference Method
1 Introduction
A numerical approach based on finite difference method is proposed for solving the nonlinear fractional diffusion
equation:
∂
∂t
u(x, t) = c2
∂α
∂|x|αu
ν(x, t), (1)
where L ≤ x ≤ R and t > 0.
Here, u(x, t) ≥ 0 is a unknown function, which may be related, e.g, to an density of probability, c2 represents the
diffusion coefficient, and the fractional operator
∂α
∂|x|α is the fractional Riemann-Liouville derivative or the fractional
Riesz derivative of order α (for details, see Ref. [1]). We also consider 1 < α ≤ 2 and ν 6= 1 which are usually related
to unusual relaxation processes and allow us to deal with problems related to anomalous diffusion process (see for
instance [2]). Further, it is worth mentioning that Eq. (1) may be related to a nonlinear stochastic equation with a
colored noise [3]. We present an implicit Euler method, which holds for ν > 0, and show that it is consistent and
unconditionally stable, therefore, convergent (by the well-known Lax Theorem). Additionally, we indicate a form of
iterating that allows us to implement the method.
∗Corresponding author.
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These results can be directly extended for a more complete set of equations, i.e., nonlinear advection-diffusion fractional
equation, of the form
∂
∂t
u(x, t) = −a(x) ∂
∂x
u(x, t) + b(x)
∂α
∂|x|αu
ν(x, t) + f(x, t) , (2)
where a(x), b(x) ≥ 0 for all x ∈ R. For simplicity, we only present the proof for Eq. (1).
2 Preliminaries
In this section, we present some concepts used in this note. According to Ref. [4], we have the following definitions.
Definition 2.1 The Liouville fractional derivative with order α > 0 of a given function f(x), x ∈ R, is defined as
Dαf(x) =
1
Γ(1− α)
d
dx
∫ x
−∞
f(η)
(x− η)α dη , (3)
where Γ(·) is the Euler’s gamma function.
Definition 2.2 The left and right Riemann-Liouville fractional derivative with order α > 0 of a given function f(x),
x ∈ (a, b), are defined, respectively, as
RLDαa,xf(x) =
1
Γ(n− α)
dn
dxn
∫ x
a
f(η)
(x− η)α+1−n dη (4)
RLDαx,bf(x) =
(−1)n
Γ(n− α)
dn
dxn
∫ b
x
f(η)
(x− η)α+1−n dη,
where n is an positive integer such that n − 1 < α ≤ n. As usual in the literature, we call by Riemann-Liouville
fractional derivative the left fractional derivative in (4).
Definition 2.3 The Grünwald-Letnikov derivative of order α > 0 of a given function f(x), x ∈ (a, b), are defined,
respectively, as
GLDαa,xf(x) = lim
h→0
1
hα
bnc∑
k=0
(−1)k Γ(α+ 1)f(x− kh)
Γ(k + 1)Γ(α− k + 1) , nh = x− a.
Definition 2.4 The Riesz fractional derivative of order α is defined as
RZDαxf(x) =
−1
2cos(αpi/2)
(
RLDαa,xf(x) +
RLDαx,bf(x)
)
,
if α 6= 2k + 1, k = 0, 1, 2, · · · .
The following definitions are necessary for the approximations used in the discretizations.
Definition 2.5 The standard backward difference operator and the second-order centered difference operator are given
respectively by
D+(vm) =
vm − vm−1
h
,
D+D−(vm) =
vm+1 + 2vm − vm−1
h2
.
Definition 2.6 The standard Grünwald-Letnikov approximation ([5], [6], [7]) is given by :
GLDαa,xf(x) ≈ h−α
M∑
i=0
wαi f(x− ih) ,
where wαi = (−1)i
(
α
i
)
.
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Definition 2.7 The shifted Grünwald formula ([1], [7], [8]) is given by:
sGLDαa,xf(x) ≈ h−α
M+1∑
i=0
wαi f(x− (i− p)h), (5)
where p is a non-negative integer.
We next recall the well-known definition, which will be useful in our analysis:
Definition 2.8 Let A ∈ Rn×n be a matrix. We say that A is strictly row diagonally dominant if
|aii| >
n∑
j=1,j 6=i
|aij |,
for i ∈ {1, 2, · · · , n}.
Based on Definition 2.8, it follows Theorem 4.1.2 of [9]:
Theorem 2.1 If A ∈ Rn×n is strictly row diagonally dominant then A is invertible and ‖A−1‖1 ≤ 1/δ, where
δ = min
1≤j≤n
|ajj | − n∑
i=1,i6=j
|aij |
 > 0.
3 Numerical Method
After reviewing some concepts in the previous section, we present a numerical approach to obtain solutions to the
nonlinear diffusion equation (1), based on finite differences. The Finite Difference Method is one of the techniques for
searching numerical solutions for partial differential equations (PDEs) as well as fractional partial differential equations
(FPDEs). In the case of integer order, the theory is well-known (see, for instance, [10]) and it is based on a suitable
discretization of the equations on a grid of points (or mesh) in the domain. In this note, for simplicity, we deal with a
one-dimensional case. For linear equations with derivatives of fractional order, some methods were available (see [5],
[6], [7]; see also the review paper [1]). Here, we extend to the nonlinear case the implicit Euler method with shifted
Grünwald formula given by Theorem 2.7 in [8].
In the following, we consider that k and h are positive real numbers, called time-step and space-step, respectively. The
exact solution u(x, t), when evaluated in the grid point (xj , tn), is denoted by u(xj , tn); more briefly unj . We consider
a mesh with 0 ≤ j ≤M and 0 ≤ n ≤ N . The boundary values of the domain are x0 = L and xM = R, and tN = t
denotes the final time. When numerical solutions are considered, we utilize an approximation for the exact solution u in
the grid points, according to the notation v(xj , tn), or vnj . When we consider Eq. (1) in the grid points we look at the
system of discretized equations:
∂
∂t
v(xj , t
n) = c2
∂α
∂|x|α v
ν(xj , t
n) . (6)
The problem is to find a suitable discretization for each term of Eq. (6) in order to assure the convergence of the
numerical method proposed here. As it is known, it is not easy to find a simple approach to address this problem. In this
light, our main contribution is to propose a simple and reliable numerical method to solve nonlinear fractional partial
equations, which are represented by Eq. (6).
We start by assuming ν > 0 and δ > −1 such as ν = 1 + δ. After this, we multiply the Eq. (1) by (1 + δ)uδ(x, t):
(1 + δ)uδ(x, t)
∂
∂t
u(x, t) = (1 + δ)uδ(x, t)c2
∂α
∂|x|αu
ν(x, t) ,
yielding
∂
∂t
uν(x, t) = ν uδ(x, t) c2
∂α
∂|x|αu
ν(x, t) . (7)
Note that the functions on which the derivatives act in nonlinear Eq. (7) are equal, hence the argument for the linear
case in Theorem 2.7 of [8] has a possibility to be adapted to our case if, in each step of time, we can properly evaluate
the weights ν uδ(x, t) (in the grid points, we denote the weights ν vδ(xj , tn) only by δnj := ν (v
δ)
n
j = ν v
δ(xj , t
n)).
In the following, as our main result, we propose a convergent implicit Euler method to solve Eq. (6), and an approach to
evaluate the weights δnj .
3
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Theorem 3.1 The implicit Euler method
−λδn+1j wα0 (vν)n+1j+1 + (1− λδn+1j wα1 )(vν)n+1j − λδn+1j
j+1∑
i=2
wαi (v
ν)
n+1
(j+1)−i = (v
ν)
n
j , (8)
where λ = kc
2
hα and δ
n
j = ν (v
δ)
n
j , to solve the Eq. (7) with 1 < α ≤ 2, ν > 0, on the finite domain L ≤ x ≤ R, together
with a non-negative bounded initial condition u(x, 0) = u0 and boundary conditions u(x = L, t) = 0 = u(x = R, t)
for all t ≥ 0, based on the shifted Grünwald approximation as given in (5), with p = 1 and h = (R − L)/M , is
consistent and unconditionally stable.
Proof: In this proof we adapt the argument used in the proof of Theorem 2.7 of [8].
Initially, since we put a left boundary condition equal to zero, it is possible to extend u(x, t) by u(x, t) = 0 for all
x < L, t > 0, and the Riemann-Liouville fractional derivative (or Riesz derivative) in (7) can be replaced by the
Liouville fractional derivative of order α defined in Eq. (3). The Liouville fractional derivative can be approximated by
the shifted Grünwald formula given in Eq. (5). From Theorem 2.4 of [8], it follows that the order of accuracy of such
approximation is O(h). Therefore, the implicit method (8) is consistent with Eq. (7), with accuracy order O(h) +O(k).
Replacing in Eq. (7) the adequate discretizations (backward difference in time-derivative and shifted Grünwald with
p = 1 in fractional space-derivative of Riemann-Liouville or Riesz type), we obtain
(vν)
n+1
j − (vν)nj
k
= δn+1j c
2h−α
j+1∑
i=0
wαi (v
ν)
n+1
(j+1)−i ,
where δnj = ν (v
δ)
n
j , with ν = 1 + δ and δ > −1. By considering λ = kc2h−α, we have
(vν)
n+1
j − (vν)nj = λ δn+1j
j+1∑
i=0
wαi (v
ν)
n+1
(j+1)−i ; (9)
after a simple rearrangement of the terms in Eq. (9) we obtain Eq. (8), which is a linear system of the type A(vα)n+1 =
(vα)
n, where A = [Ai,j ] is the matrix of coefficients that is the sum of a lower triangular with a super-diagonal matrix,
described by
A0,j =
{
1, if j = 0 ;
0, if 1 ≤ j ≤M ,
Ai,j =

0, if j ≥ i+ 2 for 1 ≤ j ≤M − 1 ;
−λ δn+1i wµ0 if j = i+ 1 , for 1 ≤ j ≤M − 1 ;
1− λ δn+1i wµ1 if j = i , for 1 ≤ j ≤M − 1 ;
−λ δn+1i wµi if j ≤ i− 1 , for 1 ≤ j ≤M − 1 ,
AM,j =
{
0, if 0 ≤ j ≤M − 1 ;
1, if j = M .
To verifying that A is invertible, we initially take z = −1 in the Binomial formula (1 + z)α = ∑∞k=0 (αk)zk and
conclude that
∑∞
k=0 w
α
k = 0. Since 0 ≤ u0 < ∞, we conclude easily that max
0≤i≤N
{|δni |} < ∞; therefore, it follows
that
∞∑
k=0
δn+1i w
α
k = 0 for all i ∈ {0, 1, · · · ,M}. Moreover, since 1 < α ≤ 2, the unique negative term in the sequence{
wαk
}
k∈N is w
α
1 = −α, and because δ > −1, we have δni ≥ 0 for all i ∈ {0, 1, · · · ,M}. Therefore,
−δn+1i wα1 =
∞∑
j=0,j 6=1
δn+1i w
α
j =⇒ −δn+1i wα1 ≥
i+1∑
j=0,j 6=i
δn+1i w
α
i−j+1 . (10)
This implies that
1− δn+1i wα1 ≥
i+1∑
j=0,j 6=i
δn+1i w
α
i−j+1 . (11)
4
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The inequality in Eq. (11) means that the matrix A is strictly diagonal dominant by rows; hence, from Theorem 2.1, A
is invertible. On the other hand, let us consider λ˜ as an eigenvalue of A. If we choose i such that |yi| = max
0≤j≤M
{|yj |},
it follows that
M∑
j=0
Ai,jyj = λ˜yi, and, therefore,
λ˜ = Ai,i +
M∑
j=0,j 6=i
Ai,j
yj
yi
. (12)
Now, if i = 0 or i = M , we have λ˜ = 1; otherwise, replacing the values of Ai,j in Eq. (12) we obtain
λ˜ = (1− λδn+1i wα1 )− λδn+1i wα0
yi+1
yi
− λ
i−1∑
j=0
δn+1i w
α
i−j+1
yj
yi
,
or, after a rearrangement of the terms:
λ˜ = 1− λ
(
δn+1i w
α
1 +
i+1∑
j=0,j 6=i
δn+1i w
α
i−j+1
yj
yi
)
. (13)
Since we choose i such that
∣∣yj
yi
∣∣ ≤ 1, for all 0 ≤ j ≤ N , by considering (10) and (13), we conclude that λ˜ ≥ 1, for
every λ˜ eigenvalue of A. Thus, each eigenvalue ˜˜λ of A−1 satisfies ˜˜λ ≤ 1. Since the spectral radius of A−1 is smaller
than or equal to 1, it follows than an error ε0 in v0 ≈ u0 results in an error ε1 in v1 less than or equal to ε0 , and so
on. This fact means that the error εn in the n-step is bounded by the initial error ε0, hence, the implicit method (8) is
unconditionally stable. 
Remark 3.2 Note that one cannot apply directly the implicit Euler method (8) given in Theorem 3.1, because the
weights δn+1j are considered in the (n+ 1)-step, inserting, in this manner, the unknown values of the function v in the
(n+ 1)-step inside the coefficients of A.
Remark 3.3 Theorem 3.1 can be easily adapted to the equation of advection-diffusion Eq. (2): it is sufficient to discretize
implicitly the advective term utilizing the backward difference operator, and evaluate the font term f(x, t) in the grid
points. The discretization of the advective term produces a new positive term in the coefficients Ai,i, and also yields a
new negative term in the coefficients Ai,i−1 (both without weights δn+1i ) keeping, therefore, the matrix A inversible.
Next, we propose a form of iteration that allows us to implement the convergent method (8) by solve numerically
Eq. (7). We start by evaluate the weights δj to the next time-step. The auxiliary scheme to be solved is:
−λδnj wα0 (vν)n+1j+1 + (1− λδnj wα1 )(vν)n+1j − λδnj
j+1∑
i=2
wαi (v
ν)
n+1
(j+1)−i = (v
ν)
n
j . (14)
In the auxiliary scheme, for each time-step, all the coefficients of A are known, then A−1 can be computed.
The algorithm is:
- solve the system in Eq. (14);
- compute δn+1j ;
- return a step in time and solve the system displayed in Eq. (8).
Remark 3.4 In the case of α = 2, the shifted Grünwald–Letnikov derivative formula (2.7) agrees with the second-order
centered difference operator. Therefore, the method presented in this note also holds for equations (1) and (2) with (the
usual) integer order derivative.
4 Example of Application
Several diffusive phenomena in nature are satisfactory modeled by the Fokker-Plank linear equation
∂
∂t
P (x, t) = D
∂2
∂x2
P (x, t) , (15)
5
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where P (x, t) is the density of probability in the x-space, D > 0 is the diffusion coefficient. One interesting point
about the processes described by Eq. (15) concerns the Markovian characteristics, which is underlined by the linear
time dependence manifested by the mean square displacement, i.e.,
〈
(x− 〈x〉)2
〉
∝ t (usual diffusion). However,
many situations (see for example Refs. [2, 11, 12, 13, 14]) have shown a different behavior (e.g., anomalous diffusion)
of those modeled by Eq. (15). In order to face these scenarios, Eq. (15) has been extended by incorporating fractional
space-derivatives and nonlinear terms. It is worth mentioning that the space-fractional derivatives has been related to
the Lévy distributions and the nonlinear case to correlated-like diffusive processes (see for example Refs.[2, 11]). In
Ref. [11] it is considered the one-dimensional equation
∂
∂t
P (x, t) = D
∂γ
∂xγ
P ν(x, t) , −∞ < γ ≤ 2, ν > −1, x ∈ R, t > 0, (16)
and, under some hypotheses, exact time-dependent solutions are exhibited to γ in several subintervals of (−∞, 2].
In the following, we consider some important cases of Eq. (16) in a bounded domain (by simplicity, we put D = 1) and
we utilize our algorithm to present some numerical solutions for the nonlinear initial-boundary value problem
∂
∂t
u(x, t) =
∂α
∂xα
uν(x, t) , 1 < α ≤ 2, ν > 0, 0 ≤ x ≤ 5,
u(0, t) = 0 = u(5, t) , ∀ t > 0,
u(x, 0) = u0(x) , ∀ 0 ≤ x ≤ 5,
(17)
where the inital data u0 is the Gaussian function given by
u0(x) =
2√
2pi(0.3)
2
exp
(
−(x− 2.5)2
2(0.3)
2
)
.
Since we want to compare our numerical solution with the exact solution of the Problem (17), we choose the well-known
second-order linear equation as Eq. (15). In Table 1, the exact values of the solution u are obtained from the variable
separation method; the numerical values v are obtained from our algorithm, and the error considered is E = v− u. The
time considered is t = 1s. All computations were made in Phyton language, using the Spyder software.
Table 1 - Values of numerical solution v, exact solution u, and error E = v − u,
for α = 2 and ν = 1 in Problem (17), at t = 1.
x v u E
0,0 0,00000000 0,00000000 0,00000000
0,5 0,13650936 0,14492708 - 0,00841772
1,0 0,28017859 0,28987258 - 0,00969399
1,5 0,41875250 0,41990747 - 0,00115497
2,0 0,52474526 0,51329497 0,01145029
2,5 0,56558688 0,54801760 0,01756928
3,0 0,52629428 0,51462415 0,01167013
3,5 0,42130602 0,42221621 0,00208981
4,0 0,28306465 0,29267907 - 0,00961442
4,5 0,13934058 0,14787562 - 0,00853504
5,0 0,00000000 0,00000000 0,00000000
In Figure 1, we present some numerical solutions to Problem (17) at t = 1s: in Figure 1a, we can see some linear cases
(ν = 1), and the effects to fractional space-derivative when α = 1.2, α = 1.4, α = 1.6, α = 1.8 and α = 2.0 (the
normal diffusion case displayed in Table 1). In Figure 1b, some nonlinear cases of Problem (17) are presented, where
α = 1.5 and ν takes the values ν = 2.0, ν = 1.5, ν = 1.0 (linear case), ν = 0.5 and ν = 0.2.
Remark 4.1 In Ref. [11], in order to obtain the exact solution of Eq. (16), the authors assume that ν = 2−γ1+γ . In this
sense, the unique linear case considered in Ref. [11] is when ν = 1 and γ = 0.5 in Eq. (16). Unfortunately, such γ is
not compatible with Theorem 3.1 proposed here, because 1 < α ≤ 2. This is the reason why we consider Eq. (15) to
perform our comparison.
5 Final Remarks
We have proposed a convergent numerical method based on finite differences to solve a class of nonlinear advection-
diffusion fractional differential equation, which are utilized to model, for instance, the porous media as well as
6
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0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
2.5
u0
= 1.2
= 1.4
= 1.6
= 1.8
= 2.0
(a) Numerical solutions for ν = 1.0,
with α = 1.2, α = 1.4, α = 1.6, α = 1.8 and α = 2.0.
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
2.5
u0
= 2.0
= 1.5
= 1.0
= 0.5
= 0.2
(b) Numerical solutions for α = 1.5,
with ν = 0.2, ν = 0.5, ν = 1.0, ν = 1.5 and ν = 2.0.
Figure 1: Numerical solutions at t = 1 for ν = 1.0 and α variable, and for α = 1.5 and ν variable.
phenomena which present anomalous diffusion. We hope that the results presented here be useful to discuss/solve
nonlinear advection-diffusion fractional differential equations in connection with the anomalous diffusion.
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