Introduction
In the area of document retrieval, many clustering algorithms have been introduced and extensively studied to improve the retrieval efficiency and effectiveness [8] . In particular, the similarity or dissimilarity measures, calculated based on the terms or keywords in the documents, are utilized in the clustering algorithms to group the similar documents.
Currently, there is an increcsing need for effectively searching and managing the World Wide Web (WWW). In response to this need, a lot of research work has been carried out on Web document clustering. In most of the existing work, Web documents are clustered based on their static contents, such as keywords [14] , terms, and phrases [13] . However, since WWW is a completely open environment, people can use any synonyms andor abbreviations in their information sources, which potentially affects the effectiveness of those methods. More importantly, compared to the regular documents, the major distinguishing characteristics of the Web documents are the dynamic hyper-structure, i.e., each Web document can be modeled as an individual Uniform Resource Allocator (URL) that can be linked to or from other documents via the hyperlinks. As discussed in [4] , the WWW can be regarded as a directed labeled graph, where the pages represent the nodes and links in the pages represent the edges of the graph. Thus, clustering based on the static content solely, such as terms or keywords, does not well capture the characteristics of the Web documents. Though the approaches in [4] [7] tried to capture such dynamic aspects by taking into account the links among the Web documents, huge manual efforts were required to build the so-called link dictionaries. In addition, the links were still defined by the static contents.
In this paper, we propose a novel affinity-based similarity measure to assist Web document clustering. Different from the common methods which try to discover the similarities among the Web documents by the static contents or require huge manual efforts, our approach aims to develop an effective similarity measure based on users' preferences. More specifically, an afinity-based probabilistic model, which adopts the Markov model concept, is employed to automatically mine the document similarities based on user access pattems. Here, user access patterns can be extracted from the server log records which capture the dynamic characteristics of the Web documents in the sense that each user browsed through the Web site by following the hyperlinks provided in the Web documents. Intuitively, the more two Web documents are accessed together in user queries, the stronger the relation that exists between them. Such important information is then explored by the affinity-based probabilistic model to yield the similarity measure, which can be easily plugged into the different clustering methods for the purpose of Web document clustering. In our previous work, the affinity-based model has been proposed and applied to the management of multimedia database [9] [10] and Web documents 1111. Please note that in [Ill, the clustering technique was applied in the document or URL level; whereas in this work, we aim at exploring the similarity measures among the URL groups belonging to a particular web site, which is reasonable because normally the URLA on the web sites are naturally organized based on their high-level concepts. For instance, the URLs in a computer company might be categorized into company introduction, hardware-related information, programming development, software training, etc. Clustering analysis for the Web site might yield a result that the latter two groups of URLs are highly correlated, which can be used to facilitate the Web document management and Web site re-organization and customization. Web document clustering can also benefit the other applications including Web search engine [2] , adaptive Web site [6], etc.
The rest of the paper is organized as follows. Section 2 describes our approach for calculating the similarity measure. A set of experiments is conducted on a real data set and the experimental results are presented in Section 3. Finally, the paper is concluded in Section 4.
Affinity-based similarity measure
The proposed affinity-based similarity measure is constructed by a probabilistic model, which adopts the Markov model concept. A Markov model is a wellresearched mathematical construct which consists of a number of states connected by transitions. Thus, the mapping between the affinity-based probabilistic model and the construction of similarity measures for the UlU groups are quite straightforward. That is, the states are utilized to model the URL groups, whereas the transitions represent the links among them. In order to obtain the similarity measure, the parameters for each URL group need to be formulated.
Formulations for parameters
In this study, each URL group is represented by a probabilistic model, where the structure of its URLs is modeled by the sequence of the states connected by directed arcs (transitions), which contain probabilistic and other data used to determine the state to be selected next. Two probability distributions are associated w i t h each group, which are described as follows.
1. f is the state transition probability distribution.
In terms of the State transition probability in the probabilistic model, if two states (URLs) m and n are accessed together frequently, the probability that a traversal choice to state R given the current state is in m (or vice versa) should be higher. More specifically, it is used to indicate how closely two URLs are related.
2. l 7 is the initial state probability distribution.
The initial probability distribution of a state (a WRL) indicates the probability that the particular URL can be the initial state for an incoming query within a URL group. These initial probabilities indicate the preference of the URLs for the queries.
Both parameters are formulated based on a training data set. The user access patterns can be obtained by retrieving the access logs of the web site, where the more two URLs are accessed together, the more they are related to each other. Similarly, two UlU groups are said to have a higher similarity value if their member URLs are accessed together more frequently.
2.1.2.
State transition probability distribution. Based on the information in the training data set, the state transition probability distribution 3 for URL group gi can be obtained via the following two steps.
gi)
is defined as 1. The affinity measure of URLs m and n (m, n 2. The state transition probability distribution , ' 4 is constructed by having am,n as the element in the (m,n)lh entry in A where 2.1.3. Initial state probability distribution. For any URL m E gi, the initial state probability is defined as the fraction of the number of occurrences of m with respect to the total number of occurrences for all member URLs in gi from the training data set. The equation is given as follows.
(3)
The value of q,m denotes the probability that a state (WRL) m in group gi can be the initial state for an incoming Web access.
Similarity measure
A similarity value measures how well two URL groups match the instances (queries) in the testing data set.
Let X-( X I , xz ,. . ., xkl} be a set of URLs belonging to the URL group gi, Y = bl, y2 ,...,ye) belonging to group gi and Ski, gJ be the similarity measure between URL groups gi and 8. The similarity value Ski, gJ is calculated for each pair of URL groups g, and gj as shown in Equation (41, with the assumption that the sets Xand Yare conditionally independent given g j and a
where US is a set of all the instance sets, iVk 5 kl+k2 with kl = H, k2 = 14, and d = (01, 0 2 ,..., oNk} is an instance set with the URLs belonging to gi and g, and generated by instance (query) qk.
Since the sets X and Y are conditionally independent given gi and g, it can be further defined as:
where , 4 1 ( x u~u -~) and n,{xl) correspond to axu_l.xu in , Z, and in n,, respectively, for g;. As can be seen from the above equations, the similarity measure between gi and gj is calculated using the parameters Ai, IT, 4, ll,, respectively. F(Nk) = loNk is an adjusting factor since the number of URLs in the instance set ok accessed by query q k may be variable. The resulting similarity values can be constructed as a matrix of N by N, where N is the number of URL groups in the Web site. The similarity matrix is symmetric, which means Ski, g) is equal to Ski, gl). In the next section, we utilize our approach described in this section to construct the similarity matrix on a real data set and compare its performance to two other similarity and dissimilarity measures (for short, clustering measures) using different clustering methods.
Experiments and results
In the experiments, we would like to demonstrate the fact that the more effective a clustering measure is, the better clustering result could be achieved using the same clustering algorithm. In this section, four experiments are conducted to justify the effectiveness of our proposed similarity measure for Web document clustering. The three cIustering measures from the Euclidean distance, Cosine coefficient, and our proposed affinity-based approach are used in four clustering methods for comparison. In addition, the number of inter-cluster accesses is used as the performance metric in the experiments.
The experimenta1 data set
A real data set called the Microsoft Anonymous Web Data, which belongs to Microsoft Web site, is used to construct the training data set and the testing data set for From these URLs, we construct the attribute set of 39 items based on their concepts and contents. For example, the attribute programming is assigned to the URLs whose content are related to the programming languages. We then categorized these URLs into 13 groups based on these predefined attributes, e.g., URL group of Networking and Server, URL group of Service and Support, etc. The set of user accesses is randomly divided into two data sets: training data set and testing data set, which contains 32,7 1 1 and 5,000 instances, respectively. Here, the training data set is applied to construct the three different clustering measures, and testing data set is utilized to test the clustering performance with these measures.
Similarity matrix for the proposed approach
Using the training data set, the state transition probability distributions and the initial state probability distribution for each URL group can be obtained according to Equations (1) to (3) given in Section 2.1. Then, the similarity matrix is constructed by following the steps described in Section 2.2.
Other clustering measures for comparison
A variety of clustering measures are used in document clustering process. Among them, the Euclidean distance, Manhattan (or city-block) distance, Dice coefficient, Jaccard coefficient, and Cosine coefficient are the most well-known measures. For comparison purposes, we select two measures, i.e., Euclidean distance (a dissimilarity measure) and Cosine coefficient (a similarity measure). Further discussions concerning the usage of different coefficients in document retrievaI can be found
As mentioned earlier, we have a set of 39 predefined attributes and 13 URL groups, which contain various numbers of URLs. Therefore, each URL is represented by a binary vector of 39 dimensions and the URL group is represented by the centroid of the group, which is calculated by averaging the attribute values of all the URLs within the group. Let, {qb I 1 2 k 2 39) and (a,,k 1 5 k I 39) be two attribute vectors for URL groups gi and a, respectively; the clustering measures between them can be constructed as follows.
Euclidean distance approach
The dissimilarity value based on the Euclidean distance can be constructed using the following equation.
Cosine coefficient approach The similarity value based on the Cosine coefficient can be obtained using the following equation. are implemented to apply upon the three different clustering measures. Among these four algorithms, the first one belongs to the nonhierarchic method; whereas, the others are hierarchic methods. Their algorithms are briefly introduced below, while the detailed discussions can be found in [2] [3] [5] .
Partitioning Around Medoids (PAM) method
The PAM method can be regarded as a variation of the well-known k-means clustering algorithm. The major difference is that for the PAM method, once the representative objects are selected, they are fixed throughout the clustering process; whereas, in k-mean method, the centroid of each cluster is recalculated when a new object is assigned to the cluster.
The algorithms for these three hierarchic methods are defined similarly in two steps as follows:
Three hierarchic methods
1.

2.
Each item, which needs to be clustered, forms a singleton cluster. While there is more than one cluster, the clusters with the maximum similarity are merged (ties are broken arbitrarily) and the similarity between the newly merged cluster and the remaining clusters is recomputed,
The resulting clustered collection consists of a hierarchy of items in which small clusters with very strongly related items are nested within larger clusters with less strongIy related items. The difference among these methods lies in the way that the similarity between nonsingleton clusters is defined [3] . These four algorithms are applied upon the three clustering measures, obtained from the training data set, to produce the clustering results. In the next subsection, the performance metric and the comparison results achieved using the testing data set are presented.
Performance metric and results
As discussed in the previous subsection, four clustering algorithms are implemented and applied to perform the clustering piocess. Then, the testing data set with 5,000 instances is used for the purpose of performance comparison. A good clustering result should ensure that the requested URL pages in the same user access pattem fall into the same cluster as many as possible. Therefore, we use the number of inter-cluster accesses as the performance metric to compare the three clusteving measures. In other words, the lower the number of inter-cluster accesses is, the better the performance achieved. Figure 1 shows the results obtained by applying the PAM clustering method to the three clustering measures. Since we have totally 13 URL groups, the performances are evaluated with the number of clusters from 1 (i.e., all the URL groups are contained in one cluster) to 13 (i.e., 1 URL group per cluster). The results demonstrate that our affinity-based similarity measure (denoted by AFFWITY) produces the best performance in terms of yielding the lowest number of inter-cluster accesses; whereas in most cases, the Euclidean distance (DISTANCE) gives the worst performance, followed by the cosine coefficient (COSINE). In particular, when the number of clusters is set within a reasonable range, in this case, 3 to I1 (i.e., it is not extremely small or big), the effectiveness of our method becomes more significant in the sense that a dramatic lower number of inter-cluster accesses is produced. This proves that by considering the user access patterns in the construction of affinity-based similarity measure, the dynamic hyper-structure of Web documents is explored effectively. Thus, during the clustering process, the closely related URL groups [Web documents) are placed in the same cluster. Another observation is that the number of inter-cluster accesses increases as the number of cIusters increases, which is because with more clusters, the number of URL groups contained in each cluster decreases and the probability of accessing the Web documents belonging to different clusters becomes higher, Complete Link method, respectively. Note that since the parameter cluster size, which represents the maximal number of URL groups can be contained in each cluster, needs to be pre-defined for the hierarchic clustering methods to perform, in the following three experiments, ''cluster size" instead of "numba of clusters" is set from 1 to 13 for performance evaluations. As can be seen from Figure 2 , our proposed affinity-based similarity measure yields the best results for all the three hierarchic clustering methods, especially when the cluster size is set to a reasonable range.
As for all these different clustering methods, the proposed similarity measure can achieve the best performance, which justifies its effectiveness for Web document clustering. 
Inter-Cluster
Conclusions
In this paper, a novel affinity-based similarity measure is proposed for Web document clustering. In particular, in order to capture the dynamic characteristics of the Web documents, an affinity-based probabilistic model, which adopts the Markov model concept, is employed to automatically explore the similarity measure between a pair of URL groups based on the user access patterns. The experimental results exemplify the effectiveness of our proposed similarity measure approach in the sense that it produces much better clustering results than the other two clustering measures, which utilize only the static information in the data under various clustering methods.
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