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Introduction
L’analyse nume´rique des e´quations aux de´rive´es partielles
Pour aborder le calcul nume´rique (a` l’aide d’un outil informatique) des solutions d’un proble`me ”re´el”, on passe
par les e´tapes suivantes :
1. Description qualitative des phe´nome`nes physiques.
Cette e´tape, effectue´e par des spe´cialistes des phe´nome`nes que l’on veut quantifier (inge´nieurs, chimistes,
biologistes etc.....) consiste a` re´pertorier tous les me´canismes qui entrent en jeu dans le proble`me qu’on
e´tudie.
2. Mode´lisation
Il s’agit, a` partir de la description qualitative pre´ce´dente, d’e´crire un mode`le mathe´matique. On supposera
ici que ce mode`le ame`ne a` un syste`me d’e´quations aux de´rive´es partielles (EDP). Selon les hypothe`ses
effectue´es, la mode´lisation peut aboutir a` plusieurs mode`les, plus ou moins complexes. Dans la plupart
des cas, on ne saura pas calculer une solution analytique, explicite, du mode`le ; on devra faire appel a` des
techniques de re´solution approche´e.
3. Analyse mathe´matique du mode`le mathe´matique.
Meˆme si l’on ne sait pas trouver une solution explicite du mode`le, il est important d’en e´tudier les proprie´te´s
mathe´matiques, dans la mesure du possible. Il est bon de se poser les questions suivantes :
- Le proble`me est-il bien pose´ ? c’est-a`-dire y–a–t’il existence et unicite´ de la solution ?
- Les proprie´te´s physiques auxquelles on s’attend sont elles satisfaites par les solutions du mode`le mathe´matique ?
Si l’inconnue est une concentration, par exemple, peut-on prouver que la solution du mode`le sense´ la
repre´senter est toujours positive ?
- Y a-t-il continuite´ de la solution par rapport aux donne´es ?
4. Discre´tisation et re´solution nume´rique
Un proble`me pose´ sur un domaine continu (espace - temps) n’est pas re´soluble tel quel par un ordinateur,
qui ne peut traiter qu’un nombre fini d’inconnues. Pour se ramener a` un proble`me en dimension finie, on
discre´tise l’espace et/ou le temps. Si le proble`me original est line´aire on obtient un syste`me line´aire. Si le
proble`me original est non line´aire (par exemple s’il s’agit de la minimisation d’une fonction) on aura un
syste`me non line´aire a` re´soudre par une me´thode ad hoc (me´thode de Newton...)
5. Analyse nume´rique
IL s’agit maintenant de l’analyse mathe´matique du sche´ma nume´rique. En effet, une fois le proble`me discret
obtenu, il est raisonnable de se demander si la solution de ce proble`me est proche, et en quel sens, du
proble`me continu. De meˆme, si on doit mettre en oeuvre une me´thode ite´rative pour le traitement des non-
line´arite´s, il faut e´tudier la convergence de la me´thode ite´rative propose´e.
6. Mise en oeuvre, programmation et analyse des re´sultats
La partie mise en oeuvre est une grosse consommatrice de temps. Actuellement, de nombreux codes com-
merciaux existent, qui permettent en the´orie de re´soudre ”tous” les proble`mes. Il faut cependant proce´der
a` une analyse critique des re´sultats obtenus par ces codes, qui ne sont pas toujours compatibles avec les
proprie´te´s physiques attendues...
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CHAPITRE 0. INTRODUCTION
Les principales me´thodes de discre´tisation
Les me´thodes de diffe´rences finies et volumes finis
On conside`re un domaine physique Ω ⊂ IRd, ou` d est la dimension de l’espace. Le principe des me´thodes de
diffe´rences finies (DF) consiste a` se donner un certain nombre de points du domaine, qu’on notera (x1 . . . xN ) ⊂
(IRd)N . On approche l’ope´rateur diffe´rentiel en espace en chacun des xi par des quotients diffe´rentiels. Il faut
alors discre´tiser la de´rive´e en temps : on pourra par exemple conside´rer un sche´ma d’Euler 1 explicite ou implicite
pour la discre´tisation en temps.
Les me´thodes de volumes finis (VF) sont adapte´es aux e´quations de conservation et utilise´es en me´canique des
fluides depuis plusieurs de´cennies. Le principe consiste a` de´couper le domaine Ω en des ”volumes de controˆle” ;
on inte`gre ensuite l’e´quation de conservation sur les volumes de controˆle ; on approche alors les flux sur les bords
du volume de controˆle par exemple pas une technique de diffe´rences finies.
Les me´thodes variationnelles, me´thodes d’e´le´ments finis
On met le proble`me d’e´quations aux de´rive´es partielles sous la forme suivante, dite variationnelle :{
a(u, v) = (f, v)H , ∀v ∈ H,
u ∈ H,
ou` H est un espace de Hilbert2 bien choisi (par exemple parce qu’il y a existence et unicite´ de la solution dans
cet espace), (·, ·)H le produit scalaire sur H et a une forme biline´aire sur H . Dans un tel cadre fonctionnel, la
discre´tisation consiste a` remplacer H par un sous espace de dimension finie Hk, construit par exemple a` l’aide de
fonctions de base e´le´ments finis qu’on introduira plus loin :{
a(uk, vk) = (f, vk)H , ∀v ∈ Hk,
uk ∈ Hk.
Les me´thodes spectrales
L’ide´e de ces me´thodes est de chercher un solution approche´e sous forme d’un de´veloppement sur une certaine
famille de fonctions. On peut par exemple e´crire la solution approche´e sous la forme : u =
∑n
i=1 αi(u)pi, ou`
les pi sont des fonction polynomiales. On choisit la base pi de manie`re a` ce que les de´rive´es de αi et pi soient
faciles a` calculer. Ces dernie`res me´thodes sont re´pute´es couˆteuses, mais pre´cises. Elles sont d’ailleurs plus souvent
utilise´es comme aide a` la compre´hension des phe´nome`nes physiques sur des proble`mes mode`les que dans pour des
applications industrielles.
Quelques exemples d’e´quations aux de´rive´es partielles
- L’e´quation de Poisson : en trois dimension d’espace, elle s’e´crit : −divκ∇u = f , ou` div est l’ope´rateur
divergence qui s’applique a` une fonction vectorielle. Pour w : x = (x1, x2, x3) ∈ IR3 7→ w(x) =
w1(x1, x2, x3) ∈ IR3, divw = ∂1w1 + ∂2w2 + ∂3w3, la notation ∂i de´signant la de´rive´e partielle de par
rapport a` xi, et le symbole nabla∇ (parfois aussi appele´ del) repre´sente le gradient :
∇u =
∂1u∂2u
∂3u
 .
1Leonhard Paul Euler, ne´ le 15 avril 1707 a` Baˆle et mort le 18 septembre 1783 a` Saint-Pe´tersbourg, est un mathe´maticien et physicien suisse,
qui passa la plus grande partie de sa vie en Russie et en Allemagne. Euler fit d’importantes de´couvertes dans des domaines aussi varie´s que le
calcul infinite´simal et la the´orie des graphes. Il introduisit e´galement une grande partie de la terminologie et de la notation des mathe´matiques
modernes, en particulier pour l’analyse mathe´matique, comme pour la notion d’une fonction mathe´matique[2]. Il est e´galement connu pour ses
travaux en me´canique, en dynamique des fluides, en optique et en astronomie.
2David Hilbert (1862 – 1943) est un tre`s grand mathe´maticien allemand du XXe sie`cle. Il est en particulier connu pour les 23 proble`mes
qu’il a e´nonce´s comme de´fis aux mathe´maticiens. Certains de ces proble`mes sont a` ce jour non re´solus.
Un espace de Hilbert H ou espace hilbertien est un espace vectoriel norme´ complet dont la norme, note´e ‖ · ‖, de´coule d’un produit
scalaire(·, ·)H : pour tout u ∈ H, ‖u‖2H = (u, u)H .
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CHAPITRE 0. INTRODUCTION
En une dimension, elle s’e´crit (−(κu′)′ = f . Le re´el κ est un un coefficient de diffusion, et le terme
−κ∇u est un “flux de diffusion”. Il peut s’agir de la diffusion d’une espe`ce chimique, dans ce cas, κ est
le coefficient de diffusion (souvent note´ D, en m2s−1) de la loi de Fick qui donne le flux de diffusion J
(quantite´ de matie`re par unite´ de surface et de temps) en fonction de la concentration u : :
J = −κu′ en dimension 1,qui devient J = −κ∇u en dimension supe´rieure.
Il peut s’agir d’une diffusion thermique. Dans ce cas on parle plus souvent de conduction. Le coefficient
de diffusion est dans ce cas souvent note´ λ, et on l’appelle la conductivite´ thermique (en Wm−1K−1). La
loi de Fourier (1807) donne la densite´ de flux de chaleur j (en Wm−2) en fonction de la tempe´rature u (en
Kelvin) :
j = −λu′ en dimension 1,qui devient J = −λ∇u en dimension supe´rieure.
Dans le cas d’une conduction e´lectrique, le coefficient de diffusion est dans ce cas note´ σ, et on l’appelle la
conductivite´ e´lectrique (en Wm−1K−1). La loi d’Ohm donne la densite´ de courant e´lectrique j (en Wm−2)
en fonction du potentiel e´lectrique u :
j = −σu′ en dimension 1,qui devient j = −σ∇u en dimension supe´rieure.
Avec un coefficient constant κ = 1, l’e´quation de Poisson s’e´crit en une dimension d’espace, : −u′′ = f .
En deux dimensions d’espace, elle s’e´crit : −∆u = f . avec ∆u = ∂2xxu + ∂2yyu, ou` ∂2xxu (resp. ∂2yyu )
de´signe la de´rive´e partielle seconde de u par rapport a` x (respectivement y).
Dans le cas f = 0, on obtient l’e´quation de Laplace −∆u = 0.
- L’e´quation de la chaleur : ut − ∆y = 0, ou` ut de´signe la de´rive´e partielle de u par rapport au temps t : la
fonction u est ici une fonction du temps et de l’espace.
- L’e´quation de transport. En une dimension d’espace, elle s’e´crit : ut+cux = 0, ou` c est un re´el (la vitesse de
transport) et ux de´signe la de´rive´e partielle de u par rapport a` la variable d’espace x. Si on se donne comme
condition initiale u(x, 0) = u0(x), la solution de l’e´quation au temps t est u(x, t) = u0(x − ct) (ceci est
facile a` ve´rifier au moins dans le cas re´gulier).
- L’e´quation des ondes utt −∆u = 0.
Conside´rons maintenant une e´quation aux de´rive´es partielles line´aire, de degre´ 2, de la forme :
Auxx +Buxy + Cuyy = 0
L’appellation “elliptique”, “parabolique” ou “hyperbolique” d’une e´quation aux de´rive´es partielles de cette forme
correspond a` la nature de la conique de´crite par l’e´quation caracte´ristique correspondante, c’est-a`-dire :
Ax2 +Bxy + Cy2 = 0.
Si B2− 4AC < 0, l’e´quation est dite elliptique. Si B2− 4AC = 0, elle est parabolique, et si B2− 4AC > 0, elle
est hyperbolique. Verifiez que l’e´quation de Laplace est elliptique alors que l’e´quation des ondes est hyperbolique.
Notons que tous les exemples que nous avons pre´sente´s sont des e´quations aux de´rive´es partielles line´aires, c.a`.d.
des e´quations qui ne font pas intervenir que des termes line´aires en u et ses de´rive´es. Bien sur, de nombreux
mode`les comportent des e´quations non line´aires : par exemple l’e´quation hyperbolique non line´aire de Bu¨rgers,
qui s’e´crit :
ut + (u
2)x = 0, t ∈ IR+, x ∈ IR,
avec la condition initiale u(x, 0) = u0(x).. Une telle e´quation est dite “hyperbolique non line´aire”. Les e´quations
hyperboliques non line´aires sont discre´tise´es de manie`re usuelle par la me´thode des volumes finis. Les discre´tisations
par e´le´ments finis me`nent a` des sche´mas instables (c’est–a`–dire que les solutions discre`tes ne sont pas borne´es,
inde´pendamment des parame`tres de discre´tisation, par des normes “naturelles”. En ge´ne´ral elles ne ve´rifient pas
non plus certaines proprie´te´s qui sempblent naturelles du point de vue de l’intuition physique. Ceci sera pre´cise´
dans la suite).
Analyse nume´rique des EDP, M1 5 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
Chapitre 1
Diffe´rences finies et volumes finis pour les
proble`mes de diffusion stationnaires
1.1 Principe des deux me´thodes
1.1.1 Cas de la dimension 1
On conside`re le proble`me unidimensionnel
−u′′(x) = f(x), ∀x ∈]0, 1[, (1.1)
u(0) = u(1) = 0, (1.2)
ou` f ∈ C([0, 1]). Les conditions aux limites (1.2) conside´re´es ici sont dites de type Dirichlet1 homoge`ne (le terme
homoge`ne de´signe les conditions nulles). Cette e´quation mode´lise par exemple la diffusion de la chaleur dans un
barreau conducteur chauffe´ (terme source f ) dont les deux extre´mite´s sont plonge´es dans de la glace.
Me´thode de diffe´rences finies.
On se donne une subdivision de [0, 1], c’est a` dire une suite de points (xk)k=0,...,N+1 tels que x0 = 0 < x1 <
x2 < . . . < xN < xN+1 = 1.
x
xi xi+1x0 = 0 x1 xN+1 = 1xi−1 xN
hN+1/2hi+1/2hi−1/2h1/2
FIG. 1.1 – Maillage diffe´rences finies en 1D
Pour i = 0, . . . , N , on note hi+1/2 = xi+1 − xi et on de´finit le ”pas” du maillage par :
h = max
i=0,...,N
hi+1/2. (1.3)
Pour simplifier l’expose´, on se limitera dans un premier temps a` un pas constant :
hi+1/2 = h ∀i ∈ [0, N ].
Le principe de la me´thode des diffe´rences finies consiste a` e´crire l’e´quation aux de´rive´es partielles (1.1) aux points
de discre´tisation xi :
−u′′(xi) = f(xi), ∀i = 1, . . . , N,
1Johann Peter Gustav Dirichlet, mathe´maticien allemand, ne´ a` Du¨ren en 1805 et mort a` Go¨ttingen en 1859. Il a effectue´ ses e´tudes
supe´rieures a` Paris ou` il a cotoye´ les plus grands mathe´maticiens franc¸ais de l’e´poque, dont Legendre, Laplace, Poisson et Fourier. Il retourne
ensuite en 1825 en Allemagne ou` il travaille en particulier avec son ami Jacobi et avec Gauss, dont il reprendra en la chaire a` l’Universite´ de
Go¨ttingen. Il eut entre autres comme e´le`ve Riemann et Kronecker (qui a donne´ son nom au fameux symbole). Les travaux de Dirichlet ont
surtout porte´ sur les se´ries de Fourier et l’arithme´tique.
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puis a` approcher l’ope´rateur diffe´rentiel (ici −u′′) par un quotient diffe´rentiel, de manie`re a` en de´duire un syste`me
d’e´quations en fonction d’inconnues discre`tes sense´es repre´senter des approximations de u aux points de discre´tisation.
Voici comment on proce`de pour l’e´quation de Poisson unidimensionnelle. Effectuons d’abord un de´veloppement
de Taylor en xi, en supposant que u ∈ C4([0, 1]) :
u(xi+1) = u(xi) + hu
′(xi) +
h2
2
u′′(xi) +
h3
6
u′′′(xi) +
h4
24
u(4)(ζi),
u(xi−1) = u(xi)− hu′(xi) + h
2
2
u′′(xi)− h
3
6
u′′′(xi) +
h4
24
u(4)(ηi),
avec ζi ∈ [xi, xi+1], ηi ∈ [xi−1, xi]. En additionnant, on obtient :
u(xi+1) + u(xi−1) = 2u(xi) + h2u′′(xi) +O(h2)
Il semble donc raisonnable d’approcher la de´rive´e seconde−u′′(xi) par le “quotient diffe´rentiel”
2u(xi)− u(xi−1)− u(xi+1)
h2
.
Sous des hypothe`ses de re´gularite´ sur u, on peut montrer (voir lemme 1.13 page 15) que cette approximation est
d’ordre 2 au sens
Ri = u
′′(xi) +
2u(xi)− u(xi−1)− u(xi+1)
h2
= O(h2).
On appelle erreur de consistance au point xi la quantite´Ri. L’approximation de u′′(xi) par un quotient diffe´rentiel
suge`re de conside´rer les e´quations discre`tes suivantes :
2ui − ui−1 − ui+1
h2
= f(xi), i = 1, . . . , N.
dont les inconnues discre`tes sont les ui, i = 1, . . . , N . Notons que la premie`re e´quation fait intervenir u0 tandis
que la dernie`re fait intervenir uN+1. Ces valeurs ne sont pas a` proprement parler des inconnues, puisqu’elles sont
donne´es par les conditions aux limites (1.2). On pose donc u0 = 0 et uN+1 = 0. Le syste`me complet d’e´quations
s’e´crit donc
2ui − ui−1 − ui+1
h2
= f(xi), i = 1, . . . , N. (1.4a)
u0 = 0; uN+1 = 0. (1.4b)
Remarque 1.1 (Inconnues discre`tes et solution exacte) Attention a` ne pas confondreui et u(xi) : les e´quations
discre`tes (1.4) font intervenir les inconnues discre`tes ui, i = 1, . . . , N , et non pas les valeurs u(xi), i = 1, . . . , N
de la solution exacte. En ge´ne´ral, ces valeurs ne sont pas les meˆmes. SI la discre´tisation a e´te´ effectue´e correc-
tement (comme c’est le cas ici, et comme nous le de´montrerons mathe´matiquement plus loin), la re´solution du
syste`me discret nous permettra d’obtenir des valeurs ui, i = 1, . . . , N des inconnues discre`tes qui seront des
bonnes approximations des valeurs u(xi), i = 1, . . . , N de la solution exacte que nous ne pouvons pas, dans le
cas ge´ne´ral, calculer explicitement.
Me´thode des volumes finis.
On ne se donne plus des points mais des volumes de controˆleKi, i = 1, . . . , N, avecKi =]xi−1/2, xi+1/2[, et on
note hi = xi+1/2−xi−1/2. Pour chaque volume de controˆle Ki, on se donne un point xi ∈ Ki =]xi−1/2, xi+1/2[.
On pourra conside´rer par exemple (mais ce n’est pas le seul point possible) : xi = 1/2
(
xi+1/2 + xi−1/2
)
. On
x
xi+1/2xi−1/2xi−3/2x3/2x1/2 = 0 x1 xi−1 xi
xNxN−1/2 xN+1/2 = 1
h1
K1
hi
KiKi−1
hi−1 hN
KN
FIG. 1.2 – Maillage volumes finis en 1D
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inte`gre l’e´quation −u′′ = f sur Ki : ∫ xi+1/2
xi−1/2
−u′′(x)dx =
∫ xi+1/2
xi−1/2
f(x)dx
et on pose fi = 1hi
∫ xi+1/2
xi−1/2
f(x)dx. On obtient :
−u′(xi+1/2) + u′(xi−1/2) = hifi, i = 1, . . . , N, (1.5)
Cette e´quation est un bilan de flux. La quantite´ F i+1/2 = −u′(xi+1/2) est le flux de diffusion en xi+1/2. Pour la
premie`re maille (i = 1), on obtient plus particulie`rement :
−u′(x3/2) + u′(0) = h1f1, (1.6)
et pour la dernie`re (i = N ), :
−u′(1) + u′(xN−1/2) = hNfN . (1.7)
On cherche donc a approcher les flux −u′(xi+1/2) aux interfaces xi+1/2 des mailles, et les flux u′(0) et u′(1) au
bord. Notons que l’ope´rateur a` approcher est ici d’ordre 1, alors qu’il e´tait d’ordre 2 en diffe´rences finies pour la
meˆme e´quation.
On se donne une inconnue par maille (ou volume de controˆle i), qu’on note ui, et on espe`re approcher ainsi la valeur
u(xi) (ou 1hi
∫
Ki
u). En supposant u suffisamment re´gulie`re, on peut effectuer deux de´veloppements de Taylor a`
l’ordre 2 de u entre xi+1 et xi+1/2 et entre xi et xi+1/2 ; en soustrayant ces de´veloppements de Taylor l’un de
l’autre, on se rend compte qu’il est “raisonnable” (voir exercice 13 page 35) d’approcher le terme u′(xi+1/2) dans
l’e´quation (1.5) par le quotient diffe´rentiel
u(xi+1)− u(xi)
hi+1/2
,
au sens ou` l’erreur de consistance sur les flux, de´finie par :
Ri+1/2 = u
′(xi+1/2)− u(xi+1)− u(xi)
hi+1/2
est d’ordre 1 si u ∈ C2([0, 1], IR) (ceci est de´montre´ plus loin, voir lemme 1.28 page 22). Le sche´ma nume´rique
s’e´crit donc :
−ui+1 − ui
hi+1/2
+
ui − ui−1
hi−1/2
= hifi, i = 2, . . . , N − 1. (1.8)
Pour la premie`re et N -ie`me equations, on tient compte des conditions aux limites de Dirichlet homoge`nes (1.2),
et on approche u′(0) dans l’e´quation (1.6) (resp. u′(1)dans l’e´quation (1.7)) par u(x1)−0h1/2 (resp.
0−u(xN )
hN+1/2
, ce qui
donne comme premie`re et dernie`re e´quations du sche´ma nume´rique :
−u2 − u1
h3/2
+
u1
h1/2
= h1f1, (1.9)
uN
hN+1/2
+
uN − uN−1
hN−1/2
= hNfN , (1.10)
La` encore comme dans le cas des diffe´rences finies, attention : les e´quations discre`tes (1.8)-(1.10) font intervenir
les inconnues discre`tes ui, i = 1, . . . , N , et non pas les valeurs u(xi), i = 1, . . . , N de la solution exacte. En
ge´ne´ral, ces valeurs ne sont pas les meˆmes.
Autres conditions limites.
Conditions de Dirichlet non homoge`nes Supposons que les conditions aux limites en 0 et en 1 soit maintenant
de type Dirichlet non homoge`nes, c.a`.d. :
u(0) = a, u(1) = b, (1.11)
avec a et b pas force´ment nuls. Dans ce cas :
1. les e´quations discre`tes du sche´ma aux diffe´rences finies (1.4) restent identiques, mais les valeurs u0 et uN+1
sont maintenant donne´es par : u0 = a et uN+1 = b ;
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2. les e´quations discre`tes du sche´ma de volumes finis (1.8) associe´s aux noeuds internes restent identiques,
mais les valeurs u′(0) et u′(1) sont maintenant approche´s par u(x1)−ah1/2 (resp.
b−u(xN )
hN+1/2
, ce qui donne comme
premie`re et dernie`re e´quations du sche´ma nume´rique :
−u2 − u1
h3/2
+
u1 − a
h1/2
= h1f1, (1.12)
− b− uN
hN+1/2
+
uN − uN−1
hN−1/2
= hNfN , (1.13)
Conditions de Neumann et Fourier On appelle condition de Neumann2 une condition qui impose une valeur
de la de´rive´e, par exemple :
u′(0) = a. (1.14)
On appelle condition de Fourier3 ou condition de Robin4 une condition5 qui impose une relation entre la valeur de
la de´rive´e et la valeur de la solution, par exemple,
u′(1) + αu(1) = b, (1.15)
avec α > 0. Cette condition est donc un me´lange des conditions de Dirichlet et de Neumann, qui est souvent
utilise´e pour exprimer une condition de transfert (thermique par exemple) entre un milieu et l’exte´rieur.
Enfin, on dit que les conditions aux limites sont mixtes si elles sont de type diffe´rent sur des portions de frontie`re du
domaine : on a des conditions mixtes dans le cas unidimensionnel si, par exemple, on a une condition de Dirichlet
en 0 et une condition de Neumann en 1.
Prenons par exemple le cas de conditions mixtes, en conside´rant l’e´quation (1.1) en x = 0 avec les conditions
(1.14) et (1.15) en x = 1. Voyons comment tenir compte de ces nouvelles conditions limites avec les me´thodes DF
et VF.
1. Sche´ma aux diffe´rences finies Pour approcher la condition de Neumann en 0, on effectue un de´veloppement
de Taylor en 0 a` l’ordre 1 :
u′(0) =
u(h)− u(0)
h1/2
+ ε(h) = a.
Ceci sugge`re l’e´quation discre`te suivante pour u0 en e´crivant que :
u1 − u0
h1/2
= a c.a`.d. u0 = u1 − ah1/2.
(Rappelons que dans le cas de la condition de Dirichlet homoge`ne u(0) = 0, la valeur de u0 e´tait simplement
prise comme u0 = 0.)
De la meˆme manie`re, on e´crit un de´veloppement limite´ pour la de´rive´e dans la condition de Fourier (1.15) :
u(1)− u(1− h)
hN+1/2
+ ε(h) + αu(1) = b,
ce qui sugge`re l’approximation suivante :
uN+1 − uN
hN+1/2
+ αuN+1 = b c.a`.d. uN+1 =
uN + bhN+1/2
1 + αhN+1/2
.
2Karl Gottried Neumann est un mathe´maticien allemand, ne´ en 1832 a` Ko¨nigsberg et mort 1925 a` Leipzig. Il fut l’un des pionniers de la
the´orie des e´quations inte´grales. Il a laisse´ son nom aux conditions aux limites que nous mentionnons ici.
3Joseph Fourier est un mathe´maticien et physicien franc¸ais, ne´ en 1768 a` Auxerre et mort en 1830 a` Paris. Il est connu pour ses travaux sur
la de´composition de fonctions pe´riodiques en se´ries trigonome´triques convergentes appele´es se´ries de Fourier et leur application au proble`me
de la propagation de la chaleur. Il a participe´ a` la re´volution, a e´chappe´ de peu a` la guillotine, et a e´te´ nomme´ pre´fet de l’Ise`re par Napole´on.
Il a fait constuirer la route entre Grenoble et Brianc¸on, et fonde´ en 1810 l’Universite´ Royale de Grenoble, dont il fut le recteur. L’universite´
scientifique de Grenoble et l’un des laboratoires de mathe´matiques de cette universite´ portent son nom.
4Victor Gustave Robin est un mathe´maticien franc¸ais ne´ en 1855 et mort en 1897 qui a travaille´ en particulier en thermodynamique et sur la
the´orie du potentiel.
5Voir pour plus de pre´cisions a` ce sujet l’article The third boundary condition—was it Robin’s ? par Karl Gustafson and Takehisa Abe, paru
en 1998 dans “The Mathematical Intelligencer”, Springer.
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2. Sche´ma de volumes finis : La condition de Neumann est particulie`rement simple a` prendre en compte,
puisque le sche´ma de volumes finis fait intervenir l’approximation du le flux en 0, u′(0), dans l’e´quation
(1.6), que l’on discre´tise donc par :
a+
u1 − u2
h3/2
= h1f1. (1.16)
On tient compte ensuite de la condition de Fourier (1.15) pour approcher le terme u′(1) dans l’e´quation
(1.6) : on peut par exemple6 approcher u′(1) par b − αuN ce qui nous donne comme N -ie`me e´quation
discre`te :
FN+1/2 − FN−1/2 = hNfN avec FN+1/2 = αuN − b et FN−1/2 = −uN − uN−1
hN−1/2
(1.17)
1.1.2 Cas de la dimension 2 ou 3
On conside`re maintenant le proble`me de Laplace en dimension 2 ou 3, sur un ouvert borne´ Ω de IRd, d = 2 ou 3,
avec conditions aux limites de Dirichlet homoge`nes :
−∆u = f, surΩ, (1.18a)
u(x) = 0, sur ∂Ω, (1.18b)
ou` f est une fonction de Ω dans IR.
Me´thode de diffe´rences finies.
Supposons (pour simplifier) que le domaine Ω soit un carre´ (c.a`.d. d = 2, le cas rectangulaire se traite tout aussi
facilement). On se donne un pas de maillage constant h et des points xi,j = (ih, jh), i = 1, . . . , N , i = 1, . . . , N .
En effectuant les de´veloppements limite´s de Taylor (comme au paragraphe 1.1.1 page 6) dans les deux directions
(voir exercice 18), on approche−∂2i u(xi,j) (resp. −∂2ju(xi,j)) par
2u(xi,j)− u(xi+1,j)− u(xi−1,j)
h2
(resp. par 2u(xi,j)− u(xi,j+1)− u(xi,j−1)
h2
).
Ce type d’approche est limite´ a` des ge´ome´tries simples. Pour mailler des ge´ome´tries complique´s, on utilise souvent
des triangles (te´trae`dres en dimension 3), auquel cas la me´thode des diffe´rences finies est plus difficile a` ge´ne´raliser,
car on ne peut pas approcher la de´rive´e seconde comme en maillages carte´siens.
Me´thode de volumes finis.
On suppose maintenant que Ω est un ouvert polygonal de IR2, et on se donne un maillage T de Ω, c.a`.d., en gros,
un de´coupage de Ω en volumes de controˆle polygoˆnaux K . En inte´grant l’e´quation (1.18a) sur K , on obtient :∫
K
−∆u dx =
∫
K
f dx.
Par la formule de Stokes, on peut re´e´crire cette e´quation :
−
∫
∂K
∇u(x).nK(x)dγ(x) =
∫
K
f(x)dx,
ou` dγ(x) de´signe l’inte´grale par rapport a` la mesure uni-dimensionnelle sur le bord de l’ouvertΩ, et ou` nK de´signe
le vecteur normal unitaire a` ∂K exte´rieur a` K . Comme K est polygonal, on peut de´composer ∂K en areˆtes σ qui
sont des segments de droite, et en appelant EK l’ensemble des areˆtes de ∂K (trois areˆtes dans le cas d’un triangle),
on a donc :
−
∑
σ∈EK
∫
σ
∇u.nK,σdγ(x) =
∫
K
f(x)dx,
ou` nK,σ de´signe le vecteur normal unitaire a` σ exte´rieur a` K (noter que ce vecteur est constant sur σ). On cherche
donc maintenant a` approcher la de´rive´e normale∇u.nK,σ de manie`re consistante sur chaque areˆte σ. On se donne
6Ce n’est pas la seule possibilite´, voir exercice 12.
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des inconnues discre`tes note´es (uK)K∈T , qui, on l’espe`re vont s’ave´rer eˆtre des approximations de u(xK). Pour
une areˆte σ = K|L se´parant les volumes de controˆleK et L, il est tentant d’approcher la de´rive´e normale∇u.nK,σ
par le quotient diffe´rentiel
u(xL)− u(xK)
dK,L
,
ou` dK,L est la distance entre les points xK et xL. Cependant, cette approximation ne pourra eˆtre justifie´e que si
la direction du vecteur de´fini par les deux points xK et xL est la meˆme que celle de la normale nK,σ, c.a`.d. si le
segment de droite xKxL est orthogonal a` l’areˆte K|L. Pour un maillage triangulaire a` angles strictement infe´rieurs
a` pi/2, ceci est facile a` obtenir en choisissant les points xK comme intersection des me´diatrices du triangle K7,
voir Figure 1.3.
dK,L
xK
K
L
xL
FIG. 1.3 – Exemple de volumes de controˆle pour la me´thode des volumes finis en deux dimensions d’espace
Supposons que cette hypothe`se, dite d’orthogonalite´ du maillage, soit satisfaite ; on approche donc ∇u.nK |σ par
u(xL)− u(xK)
dK,L
et en notant |σ| la longueur de l’areˆte σ, on approche :
∫
σ
∇u.nKdγ par FK,σ = |σ|uL − uK
dK,L
, pour tout σ ∈ EK et pour tout K ∈ T .
Le sche´ma volumes finis s’e´crit donc ∑
σ∈EK
FK,σ = |K|fK , (1.19)
ou` |K| est la mesure de K , et fK = 1|K|
∫
K f(x)dx, et ou` les flux nume´riques FK,σ sont de´finis (en tenant compte
des conditions limites pour les areˆtes du bord) par :
FK,σ =

−|σ|uL − uK
dK,L
si σ = K|L,
−|σ| uK
dK,σ
si σ ⊂ ∂Ω et σ ∈ EK ,
(1.20)
ou` dK,σ est la distance entre le point xK et l’areˆte σ
Comparaison des me´thodes
Cette introduction aux diffe´rences finies et volumes finis nous permet de remarquer que les diffe´rences finies sont
particulie`rement bien adapte´es dans le cas de domaines rectangulaires ou paralle`lepipe´diques, pour lesquels on
peut facilement de´finir des maillages structure´s (carte´siens dans le cas pre´sent) c.a`.d. dont on peut indexer les
mailles par un ordre (i, j) naturel.
7On rappelle que les me´diatrices d’un triangle se coupent en un point qui est le centre du cercle circonscrit au triangle, alors que les me´dianes
se coupent au barycentre, qui est le centre du cercle inscrit dans le triangle ; ces deux points coı¨ncident dans le cas d’un triangle e´quilate´ral.
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Dans le cas de domaines plus complexes, on maille souvent a` l’aide de triangles (ou te´trae`dres) et dans ce cas la
me´thode des diffe´rences finies ne se ge´ne´ralise pas facilement. On a alors recours soit aux volumes finis, dont on
vient de donner le principe, soit aux e´le´ments finis, que nous aborderons ulte´rieurement.
1.1.3 Questions d’analyse nume´rique
Voici un certain nombre de questions, qui sont typiquement du domaine de l’analyse nume´rique, auxquelles nous
tenterons de re´pondre dans la suite :
1. Le proble`me qu’on a obtenu en dimension finie, (avec des inconnues localise´es aux noeuds du maillage dans
le cas de la me´thode des diffe´rences finies et dans les mailles dans le cas de la me´thode des volumes finis)
admet-il une (unique) solution ?
2. La solution du proble`me discret satisfait-elle les proprie´te´s physiques qui sont ve´rifie´es par la solution du
mode`le mathe´matique ?
3. La solution du proble`me discret converge-t-elle vers la solution du proble`me continu lorsque le pas du
maillage h tend vers 0 ? Dans le cas des diffe´rences finies en une dimension d’espace, le pas du maillage est
de´fini par
h = sup
i=1,...,N
|xi+1 − xi|. (1.21)
Dans le cas des volumes finis en une dimension d’espace, il est de´fini par :
h = sup
i=1,...,N
|xi+1/2 − xi−1/2|. (1.22)
en deux dimensions d’espace, le pas h est de´fini par
h = sup
K∈T
diam(K), avec diam(K) = sup
x,y∈K
d(x, y),
ou` T , le maillage, est l’ensemble des volumes de controˆle K . Notons que la re´ponse a` cette question n’est
pas e´vidente a priori. La solution discre`te peut converger vers la solution continue, elle peut aussi converger
mais vers autre chose que la solution du proble`me continu, et enfin elle peut ne pas converger du tout.
1.2 Analyse de la me´thode des diffe´rences finies
On cherche a` discre´tiser le proble`me aux limites suivant :{ −u′′(x) + c(x)u(x) = f(x), 0 < x < 1,
u(0) = u(1) = 0,
(1.23)
ou` c ∈ C([0, 1], IR+) et f ∈ C([0, 1], IR), qui peut mode´liser par exemple un phe´nome`ne de diffusion - re´action
d’une espe`ce chimique. On se donne un pas du maillage constant h = 1N+1 , et une subdivision de ]0, 1[, note´e
(xk)k=0,...,N+1, avec : x0 = 0 < x1 < x2 < . . . < xN < xN+1 = 1. Soit ui l’inconnue discre`te associe´e au
noeud i (i = 1, . . . , N). On pose u0 = uN+1 = 0. On obtient les e´quations discre`tes en approchant u′′(xi) par
quotient diffe´rentiel par de´veloppement de Taylor, comme on l’a vu au paragraphe 1.1.1 page 6. On obtient donc
le syste`me suivant : 
1
h2
(2ui − ui−1 − ui+1) + ciui = fi, i = 1, . . . , N,
u0 = uN+1 = 0.
(1.24)
avec ci = c(xi) et fi = f(xi). On peut e´crire ces e´quations sous forme matricielle :
AhUh = bh, avec Uh =
 u1..
.
uN
 , bh =
 f1..
.
fN
 , (1.25)
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et Ah =
1
h2

2 + c1h
2 −1 0 . . . 0
−1 2 + c2h2 −1 . . .
.
.
.
0
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
. −1 2 + cN−1h2 −1
0 . . . 0 −1 2 + cNh2

. (1.26)
Remarque 1.2 (Notations pour les vecteurs et matrices) Un vecteur u =

u1
u2
.
.
.
uN
 sera aussi note´, par souci de
simplicite´, u = (u1, u2, . . . uN) (ces deux e´galite´s signifiant que les composantes de u dans la base canonique de
IRN sont u1, u2, . . . , uN . Attention toutefois a` ne pas confondre cette notation avec ut =
(
u1 u2 . . . uN
)
,
qui est une matrice 1×N ; c’est la matrice transpose´e de u vu comme une matriceN×1. On peut e´crire le produit
scalaire de deux vecteurs u et v de IRN avec ces notations :
u · v =
N∑
i=1
uivi = u
tv = vtu.
Les questions suivantes surgissent alors naturellement :
1. Le syste`me (1.25) admet-il un unique solution ?
2. A-t-on convergence de Uh vers u et en quel sens ?
Nous allons re´pondre par l’affirmative a` ces deux questions. Commenc¸ons par la premie`re.
Proposition 1.3 Soit c = (c1, . . . , cN ) ∈ IRN tel que ci ≥ 0 pour i = 1, . . . , N ; alors la matrice Ah de´finie par
(1.26) est syme´trique de´finie positive, et donc inversible.
De´monstration : La matrice Ah est e´videmment syme´trique. Montrons qu’elle est de´finie positive. Soit v =
(v1 . . . vN ), on pose v0 = vN+1 = 0. Calculons le produit scalaire Ahv · v = vtAhv. On a :
Ahv · v = 1
h2
(
v1 v2 . . . vN
)

2 + c1h
2 −1 0
−1 . . . . . .
.
.
. −1
0 −1 2 + cNh2


v1
.
.
.
.
.
.
vN
 ,
c’est-a` -dire :
Ahv · v = 1
h2
N∑
i=1
vi
(−vi−1 + (2 + cih2)vi − vi+1) .
On a donc, par changement d’indice :
Ahv · v = 1
h2
 N∑
i=1
(−vi−1vi) +
N∑
i=1
(2 + cih
2)v2i −
N+1∑
j=2
vj−1vj
 .
Et comme on a pose´ v0 = 0 et vN+1 = 0, on peut e´crire :
Ahv · v = 1
h2
N∑
i=1
(2 + cih
2)v2i +
1
h2
N∑
i=1
(−2vivi−1),
soit encore :
Ahv · v =
N∑
i=1
civ
2
i +
1
h2
N∑
i=1
(−2vivi−1 + v2i + v2i−1) + v2N .
On a donc finalement :
Ahv · v =
N∑
i=1
civ
2
i +
1
h2
N+1∑
i=1
(vi − vi−1)2 ≥ 0, ∀v = (v1, . . . , vN ) ∈ IRN .
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Si on suppose Ahv · v = 0, on a alors
N∑
i=1
cih
2v2i = 0 et vi − vi−1 = 0, ∀i = 1, . . . , N + 1.
On a donc v1 = v2 = . . . = vN = v0 = vN+1 = 0. Remarquons que ces e´galite´s sont ve´rifie´es meˆme si les ci
sont nuls. Ceci de´montre que la matrice Ah est bien de´finie.
Remarque 1.4 (Existence et unicite´ de la solution) On a montre´ ci-dessus que Ah est syme´trique de´finie posi-
tive, donc inversible, ce qui entraıˆne l’existence et l’unicite´ de la solution de (1.25). On aurait pu aussi de´montrer
l’existence et l’unicite´ de la solution de (1.25) directement, en montrant que le noyau de (Ah est re´duit a` {0}
(voir exercice 7 page 32). On rappelle qu’en dimension finie, toute application line´aire injective ou surjective est
bijective.
Remarque 1.5 (Caracte`re de´fini et conditions limites) Dans la de´monstration de la proposition 1.3, si ci > 0
pour tout i = 1, . . . , N le terme
∑N
i=1 cih
2v2i = 0 permet de conclure que vi = 0 pour tout i = 1, . . . , N . Par
contre, si on n’a que ci ≥ 0 (ou, bien meˆme ci = 0 pour tout i = 1, . . . , N ), on peut encore montrer que que
vi = 0, pour tout i = 1, . . . , N graˆce aux conditions aux limites de Dirichlet homoge`nes (repre´sente´es par le fait
qu’on pose v0 = 0 et vN+1 = 0 qui permet d’e´crire alors les e´quations 1 et N sous la meˆme forme que l’e´quation
i) ; on a en effet vi = vi−1, pour tout i = 1, . . . , N , et v0 = 0. En particulier, la matrice de discre´tisation de −u′′
par diffe´rences finies avec conditions aux limites de Neumann homoge`nes :{ −u′′ = f,
u′(0) = u′(1) = 0. (1.27)
donne une matriceAh qui est syme´trique et positive, mais non de´finie (voir exercice 15 page 35). De fait la solution
du proble`me continu (1.27) n’est pas unique, puisque les fonctions constantes sur [0, 1] sont solutions de (1.27).
Nous allons maintenant nous pre´occuper de la question de la convergence.
De´finition 1.6 (Matrices monotones) Soit A ∈ MN(IR), de coefficients ai,j , i = 1, . . . , N et j = 1, . . . , N. On
dit que A est positive (ou A ≥ 0) si ai,j ≥ 0, ∀ i, j = 1, . . . , N. On dit que A est monotone (ou que A est une
IP-matrice) si A est inversible et A−1 ≥ 0 ; voir a` ce propos les exercices sur les IP-matrices et les M-marices du
polycopie´ de L3, a` l’adresse http://www.cmi.univ-mrs.fr/∼herbin/PUBLI/anamat.pdf.
L’avantage des sche´mas a` matrices monotones est de satisfaire la proprie´te´ de conservation de la positivite´, qui
peut eˆtre cruciale dans les applications physiques :
De´finition 1.7 (Conservation de la positivite´) Soit A ∈ MN (IR), de coefficients ai,j , i = 1, . . . , N et j =
1, . . . , N ; on dit que A conserve la positivite´ si Av ≥ 0 entraıˆne v ≥ 0 (les ine´galite´s s’entendent composante
par composante).
On a en effet la proposition suivante :
Proposition 1.8 (Monotonie et positivite´) Soit A ∈MN (IR). Alors A conserve la positivite´ si et seulement si A
est monotone.
De´monstration : Supposons d’abord que A conserve la positivite´, et montrons que A inversible et que A−1 a des
coefficients≥ 0. Si x est tel queAx = 0, alorsAx ≥ 0 et donc, par hypothe`se,x ≥ 0. Mais on a aussiAx ≤ 0, soit
A(−x) ≥ 0 et donc par hypothe`se, x ≤ 0. On en de´duit x = 0, ce qui prouve queA est inversible. La conservation
de la positivite´ donne alors que y ≥ 0 ⇒ A−1y ≥ 0. En prenant y = e1 on obtient que la premie`re colonne de
A−1 est positive, puis en prenant y = ei on obtient que la i-e`me colonne de A−1 est positive, pour i = 2, . . . , N .
Donc A−1 a tous ses coefficients positifs.
Re´ciproquement, supposons maintenant que A est inversible et que A−1 a des coefficients positifs. Soit x ∈ IRN
tel que Ax = y ≥ 0, alors x = A−1y ≥ 0. Donc A conserve la positivite´.
Remarque 1.9 (Principe du maximum) On appelle principe du maximum continu le fait que si f ≥ 0 alors
le minimum de la fonction u solution du proble`me 1.23 est atteint sur les bords. Cette proprie´te´ mathe´matique
correspond a` l’intuition physique qu’on peut avoir du phe´nome`ne : si on chauffe un barreau tout en maintenant
ses deux extre´mite´s a` une tempe´rature fixe, la tempe´rature aux points inte´rieurs du barreau sera supe´rieure a` celle
des extre´mite´s. Il est donc souhaitable que la solution approche´e satisfasse la meˆme proprie´te´ (voir exercice 3 page
30 a` ce sujet).
Analyse nume´rique des EDP, M1 14 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
1.2. DIFF ´ERENCES FINIES CHAPITRE 1. DF ET VF POUR LA DIFFUSION
Lemme 1.10 Soit c = (c1, . . . , cN ) ∈ IRN , etAh ∈MN (IR) de´finie par (1.26). Si ci ≥ 0 pour tout i = 1, . . . , N ,
alors Ah est monotone.
De´monstration : On va montrer que si v ∈ IRN , Ahv ≥ 0 alors v ≥ 0. On peut alors utiliser la proposition 1.8
pour conclure. Soit v = (v1, . . . , vN ) ∈ IRN . Posons v0 = vN+1 = 0.. Supposons que Ahv ≥ 0. On a donc
− 1
h2
vi−1 +
(
2
h2
+ ci
)
vi − 1
h2
vi+1 ≥ 0, i = 1, . . . , N (1.28)
Soit
p = min
{
i ∈ {1, . . . , N}; vp = min
j=1,...,N
vj
}
.
Supposons que minj=1,...,N vj < 0. On a alors p ≥ 1 et :
1
h2
(vp − vp−1) + cpvp + 1
h2
(vp − vp−1) ≥ 0.
On en de´duit que
2
h2
cpvp ≥ 1
h2
(vp−1 − vp) + 1
h2
(vp+1 − vp) ≥ 0.
Si cp > 0, on a donc vp ≥ 0, et donc vi ≥ 0, ∀i = 1, . . . , N . Si cp = 0, on doit alors avoir vp−1 = vp = vp+1 ce
qui est impossible car p est le plus petit indice j tel que vj = mini=1,...,N vi. Donc dans ce cas le minimum ne peut
pas eˆtre atteint pour j = p > 1. On a ainsi finalement montre´ que min
i∈{1,...,N}
vi ≥ 0, on a donc v ≥ 0.
De´finition 1.11 (Erreur de consistance) On appelle erreur de consistance la quantite´ obtenue en remplac¸ant
l’inconnue par la solution exacte dans le sche´ma nume´rique. Dans le cas du sche´ma (1.24), l’erreur de consistance
au point xi est donc de´finie par :
Ri =
1
h2
(2u(xi)− u(xi−1)− u(xi+1)) + c(xi)u(xi)− f(xi). (1.29)
L’erreur de consistanceRi est donc l’erreur qu’on commet en remplac¸ant l’ope´rateur−u′′ par le quotient diffe´rentiel
1
h2
(2u(xi)− u(xi−1)− u(xi+1)).
Cette erreur peut eˆtre e´value´e si u est suffisamment re´gulie`re, en effectuant des de´veloppements de Taylor.
De´finition 1.12 (Ordre du sche´ma) On dit qu’un sche´ma de discre´tisation a`N points de discre´tisation est d’ordre
p s’il existe C ∈ IR, ne de´pendant que de la solution exacte, tel que l’erreur de consistance satisfait :
max
i=1,...,N
(Ri) ≤ Chp,
ou` h est le le pas du maillage de´fini par (1.3) (c.a`.d. le maximum des e´carts xi+1 − xi). On dit qu’un sche´ma de
discre´tisation est consistant si
max
i=1,...N
(Ri)→ 0 lorsque h→ 0,
ou` N est le nombre de points de discre´tisation.
Lemme 1.13 Si la solution de (1.23) ve´rifie u ∈ C4([0, 1]), alors le sche´ma (1.24) est consistant d’ordre 2, et on
a plus precise´ment :
|Ri| ≤ h
2
12
sup
[0,1]
|u(4)|, ∀i = 1, . . . , N. (1.30)
De´monstration : Par de´veloppement de Taylor, on a :
u(xi+1) = u(xi) + hu
′(xi) +
h2
2
u′′(xi) +
h3
6
u′′′(xi) +
h4
24
u(4)(ξi)
u(xi−1) = u(xi)− hu′(xi) + h
2
2
u′′(xi)− h
3
6
u′′′(xi) +
h4
24
u(4)(ηi)
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En additionnant ces deux e´galite´s, on obtient que :
1
h2
(u(xi+1) + u(xi)− 2u(xi)) = u′′(xi) + h
2
24
(u(4)(ξi) + u
(4)(ηi)),
ce qui entraıˆne que :
|Ri| ≤ h
2
12
sup
[0,1]
|u(4)|. (1.31)
Remarque 1.14 (Sur l’erreur de consistance)
1. Si on note U¯h : (u(xi))i=1...N le vecteur dont les composantes sont les valeurs exactes de la solution de
(1.23), et Uh = (u1 . . . uN ) la solution de (1.24), on a :
R = Ah(Uh − U¯h), (1.32)
ou` R ∈ IRN est le vecteur de composantes Ri, i = 1, . . . , N , erreur de consistance en xi de´finie en (1.29).
2. On peut remarquer que si u(4) = 0, les de´veloppements de Taylor effectue´s ci-dessus se re´sument a` :
−u′′(xi) = 2u(xi)− u(xi−1)− u(xi+1)
h2
,
et on a donc Ri = 0, pour tout i = 1, . . . , N , et donc ui = u(xi), pour tout i = 1 . . .N . Dans ce cas
(rare !), le sche´ma de discre´tisation donne la valeur exacte de la solution en xi, pour tout i = 1, . . . , N .
Cette remarque est bien utile lors de la phase de validation de me´thodes nume´riques et/ou programmes
informatiques pour la re´solution de l’e´quation (1.23). En effet, si on choisit f telle que la solution soit un
polynoˆme de degre´ infe´rieur ou e´gal a` 3, alors on doit avoir une erreur entre solution exacte et approche´e
infe´rieure a` l’erreur machine.
La preuve de convergence du sche´ma utilise la notion de consistance, ainsi qu’une notion de stabilite´, que nous
introduisons maintenant :
Proposition 1.15 On dit que le sche´ma (1.24) est stable, au sens ou` la norme infinie de la solution approche´e est
borne´e par un nombre ne de´pendant que de f . Plus pre´cise´ment, la matrice de discre´tisation Ah satisfait :
‖A−1h ‖∞ ≤
1
8
. (1.33)
ine´galite´ qui peut aussi s’e´crire comme une estimation sur les solutions du syste`me (1.25) :
‖Uh‖∞ ≤ 1
8
‖f‖∞. (1.34)
De´monstration : On rappelle que par de´finition, si M ∈MN (IR),
‖M‖∞ = sup
v∈IRN
v 6=0
‖M‖∞
‖v‖∞ , avec ‖v‖∞ = supi=1,...,N |vi|.
Pour montrer que ‖A−1h ‖∞ ≤ 18 , on de´compose la matrice Ah sous la forme Ah = A0h + diag(ci) ou` A0h est la
matrice de discre´tisation de l’ope´rateur−u′′ avec conditions aux limites de Dirichlet homoge`nes, et
A0h =

2
h2
− 1
h2
0
− 1
h2
.
.
.
.
.
. − 1
h2
0 − 1
h2
2
h2

(1.35)
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et diag(ci) de´signe la matrice diagonale de coefficients diagonaux ci. Les matrices A0h et Ah sont inversibles, et
on a :
A−10h −A−1h = A−10hAhA−1h −A−10hA0hA−1h = A−10h (Ah −A0h)A−1h .
Comme diag(ci) ≥ 0, on a Ah ≥ A0h, et comme A0h et Ah sont monotones, on en de´duit que :
0 ≤ A−1h ≤ A−10h , (composante par composante).
On peut maintenant remarquer que si B ∈ MN (IR), et si B ≥ 0 (c.a`.d. Bij ≥ 0 pour tout i et j), on a
‖B‖∞ = sup
v∈IRN
‖v‖=1
sup
i=1,...,N
|(Bv)i| = sup
v∈IRN
‖v‖=1
sup
i=1,...,N
∣∣∣∣∣∣
N∑
j=1
Bijvj
∣∣∣∣∣∣ ‖B‖∞ = supi=1,...,N
N∑
j=1
Bij .
On a donc ‖A−1h ‖ = supi=1,...,N
∑N
j=1(A
−1
h )ij ≤ supi=1,...,N
∑N
j=1(A
−1
0h )ij car A
−1
h ≤ A−10h ; d’ou` on de´duit
que ‖A−1h ‖∞ ≤ ‖A−10h ‖∞. Il ne reste plus qu’a` estimer ‖A−10h ‖∞. Comme A−10h ≥ 0, on a
‖A−10h ‖∞ = ‖A−10h e‖∞ avec e = (1, . . . , 1).
Soit d = A−10h e ∈ IRN . On veut calculer ‖d‖∞, ou` d ve´rifieA0hd = e. Or le syste`me line´aire A0hd = e n’est autre
que la discre´tisation par diffe´rences finies du proble`me{ −u′′ = 1
u(0) = u(1) = 0
, (1.36)
dont la solution exacte est :
u0(x) =
x(1− x)
2
,
qui ve´rifie u(4)0 (x) = 0. On en conclut, par la remarque 1.14, que
u0(xi) = di, ∀i = 1 . . .N.
Donc ‖d‖∞ = sup
i=1,N
ih(ih− 1)
2
ou` h =
1
N + 1
est le pas de discre´tisation. Ceci entraıˆne que
‖d‖∞ ≤ sup
[0,1]
∣∣∣∣x(x − 1)2
∣∣∣∣ = 18 , et donc que ‖A−1h ‖∞ ≤ 18 .
Remarque 1.16 (Sur la stabilite´) Noter que l’ine´galite´ (1.34) donne une estimation sur les solutions approche´es
inde´pendantes du pas de maillage. C’est ce type d’estimation qu’on recherchera par la suite pour la discre´tisation
d’autres proble`mes comme garant de la stabilite´ d’un sche´ma nume´rique.
De´finition 1.17 (Erreur de discre´tisation) On appelle erreur de discre´tisation en xi, la diffe´rence entre la solu-
tion exacte en xi et la i-e`me composante de la solution donne´e par le sche´ma nume´rique
ei = u(xi)− ui, ∀i = 1, . . . , N. (1.37)
The´ore`me 1.18 Soit u la solution exacte de { −u′′ + cu = f,
u(0) = u(1) = 0.
On suppose u ∈ C4([0, 1]). Soit uh la solution de (1.24). Alors l’erreur de discre´tisation de´finie par (1.37) satisfait
max
i=1,...,N
|ei| ≤ 1
96
‖u(4)‖∞h2.
Le sche´ma est donc convergent d’ordre 2.
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De´monstration : Soit Uh = (U1, . . . , Un) et U¯h = (u(x1), . . . , u(xN )), on cherche a` majorer ‖U¯h − Uh‖∞. On
a A(U¯h − Uh) = R ou` R est l’erreur de consistance (voir remarque 1.14). On a donc
‖U¯h − Uh‖∞ ≤ ‖A−1h ‖∞‖R‖∞ ≤
1
8
× 1
12
‖u(4)‖∞ = 1
96
‖u(4)‖∞
Remarque 1.19 (Sur la convergence) On peut remarquer que la preuve de la convergence s’appuie sur la sta-
bilite´ (elle-meˆme de´duite de la conservation de la positivite´) et sur la consistance. Dans certains livres d’analyse
nume´rique, vous trouverez la ”formule” : stabilite´ + consistance =⇒ convergence. Il faut toutefois prendre garde
au fait que ces notions de stabilite´ et consistance peuvent eˆtre variables d’un type de me´thode a` un autre (comme
nous le verrons en e´tudiant la me´thode des volumes finis, par exemple).
Remarque 1.20 (Controˆle des erreurs d’arrondi) On cherche a` calculer la solution approche´e de−u′′ = f . Le
second membre f est donc une donne´e du proble`me. Supposons que des erreurs soient commises sur cette donne´e
(par exemple des erreurs d’arrondi, ou des erreurs de mesure). On obtient alors un nouveau syste`me, qui s’e´crit
AhU˜h = bh + εh, ou` εh repre´sente la discre´tisation des erreurs commises sur le second membre. Si on re´sout
AhU˜h = bh + εh au lieu de AhUh = bh, l’erreur commise sur la solution du syste`me s’e´crit
Eh = U˜h − Uh = A−1h εh.
On en de´duit que
‖Eh‖∞ ≤ 1
8
‖εh‖∞.
On a donc une borne d’erreur sur l’erreur qu’on obtient sur la solution du syste`me par rapport a` l’erreur commise
sur le second membre. Le proble`me des erreurs relatives est beaucoup plus subtil, voir a` ce propos l’exercice 7 sur
le “conditionnement efficace”.
1.3 Analyse du sche´ma volumes finis
On va e´tudier la discre´tisation par volumes finis du proble`me (1.1)–(1.2), qu’on rappelle ici :
− u′′ = f, x ∈ ]0, 1[ (1.1)
u(0) = u(1) = 0. (1.2)
De´finition 1.21 (Maillage volumes finis) On appelle maillage volumes finis de l’intervalle [0, 1], un ensemble de
N mailles (Ki)i=1,...,N , telles que Ki =]xi−1/2, xi+1/2[, avec x1/2 = 0 < x 3
2
< xi−1/2 < xi+1/2 < . . . <
xN+1/2 = 1, et on note Ki = xi+1/2 − xi−1/2. On se donne e´galement N points (xi)i=1,...,N situe´s dans les
mailles Ki. On a donc :
0 = x1/2 < x1 < x 3
2
< . . . < xi−1/2 < xi < xi+1/2 < . . . < xN+1/2 = 1.
On notera hi+1/2 = xi+1 − xi, et h = maxi=1,...,N , et pour des questions de notations, on posera e´galement
x0 = 0 et xN+1 = 1.
On rappelle que pour obtenir un sche´ma volumes finis, on part de la forme inte´grale (bilan des flux) obtenue en
inte´grant l’e´quation (1.1) sur Ki =]xi+1/2, xi−1/2[ :
−u′(xi + 1/2) + u′(xi − 1/2) =
∫
Ki
f(x)dx. (1.38)
On pose : fi = 1hi
∫
ki
f(x)dx, et on introduit les inconnues discre`tes (ui)i=1...N (une par maille) et les e´quations
discre`tes du sche´ma nume´rique :
Fi+1/2 − Fi−1/2 = hifi, i = 1, . . . , N, (1.39)
ou` Fi+1/2 est le flux nume´rique en xi+1/2 qui devrait eˆtre une approximation raisonnable de −u′(xi+1/2). On
pose alors :
Fi+1/2 = −ui+1 − ui
hi+1/2
, i = 1, . . . , N,
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F1/2 = − u1
h1/2
, FN+1/2 =
uN
hN+1/2
,
pour tenir compte des conditions aux limites de Dirichlet homoge`nes u(0) = u(1) = 0. On peut aussi e´crire :
Fi+1/2 = −ui+1 − ui
hi+1/2
, i = 0, . . . , N, (1.40)
en posant u0 = uN+1 = 0. (1.41)
On peut e´crire le syste`me line´aire obtenu sur (u1, . . . , uN) sous la forme
AhUh = bh, (1.42)
avec
(AhUh)i =
1
hi
[ −1
hi+1/2
(ui+1 − ui) + 1
hi−1/2
(ui − ui−1)
]
et (bh)i = fi.
Remarque 1.22 (Non consistance au sens des diffe´rences finies)
L’approximation de −u′′(xi) par
1
hi
[ −1
hi+1/2
(u(xi+1)− u(xi)) + 1
hi−1/2
(u(xi)− u(xi−1)
]
n’est pas consistante dans le cas ge´ne´ral : voir exercice 11 page 35.
On peut montrer que les deux sche´mas diffe´rences finies et volumes sont identiques “au bord pre`s” dans le cas
d’un maillage uniforme lorsque xi est suppose´ eˆtre le centre de la maille : voir exercice 1 page 30.
On va de´montrer ici qu’il existe une unique solution (u1, . . . uN ) au sche´ma (1.39)–(1.41), et que cette solution
converge, en un certain sens, vers la solution de proble`me continu (1.1)–(1.2) lorsque le pas du maillage tend vers
0.
Proposition 1.23 (Existence de la solution du sche´ma volumes finis) Soit f ∈ C([0, 1]) et u ∈ C2([0, 1]) solu-
tion du proble`me (1.1)–(1.2). Soit (Ki)i=1,...N le maillage par la de´finition 1.21 page 18. Alors il existe une unique
solution uh = (u1, . . . , uN ) de (1.39)–(1.41).
De´monstration : Ce re´sultat se de´duit facilement de la proposition suivante, qui donne la stabilite´ du she´ma, c.a`.d.
une estimation a priori sur les solutions approche´es. Si fi = 0 pour tout i = 1, . . . , N , la proposition 1.25 nous
donne que ‖DT uT ‖ = 0, ou` DT uT est la “de´rive´e discre`te” de´finie ci-apre`s, et donc ui − ui−1 = 0 pour tout
i = 1 . . .N ; mais comme u0 = 0, on en de´duit que ui = 0 pour tout i = 1 . . .N. Ceci de´montre l’unicite´
de (ui)i=1...N solution de (1.39)–(1.41), et donc son existence, puisque le syste`me (1.39)–(1.41) est un syste`me
line´aire carre´ d’ordre N . (On rappelle qu’une matrice carre´e d’ordre N est inversible si et seulement si son noyau
est re´duit a` {0}).
Nous allons maintenant prouver la stabilite´, sous forme d’une estimation dite a priori, car on effectue une majo-
ration sur une fonction dont on n’a pas force´ment prouve´ l’existence : on e´tablit l’estimation a priori en premier
et on en de´duit l’existence.
Pour de´montrer cette proprie´te´, on commence par introduire une “de´rive´e” discre`te des fonctions constantes par
mailles, qui nous servira dans la suite des de´monstrations.
De´finition 1.24 (De´rive´e discre`te) On conside`re le maillage (Ki)i=1,...N de la de´finition 1.21 page 18. Soit v
une fonction constante par mailles sur les mailles Ki, qui repre´sente une approximation d’une fonction de´finie sur
[0, 1] et nulle en 0 et en 1. En posant v0 = vN+1 = 0, on peut de´finir une sorte de ”de´rive´e discre`te” de v par les
pentes
pi+1/2 =
vi+1 − vi
hi+1/2
, i = 0, . . . , N.
On peut alors de´finir une DT v, fonction constante par intervalle et e´gale a` pi+1/2 sur l’intervalle Ki+1/2 =
]xi, xi+1[. La norme L2 de DT v est alors de´finie par :
‖DT v‖2L2(]0,1[) =
N∑
i=0
hi+1/2p
2
i+1/2 =
N∑
i=0
N∑
i=0
hi+1/2
(vi+1 − vi)2
hi+1/2
,
ou` hi+1/2 =
hi + hi+1
2
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Proposition 1.25 (Stabilite´ : estimation a priori sur les solutions approche´es) Soit f ∈ L2([0, 1]). On conside`re
le maillage (Ki)i=1,...N de la de´finition 1.21 page 18 ; pour i = 1, . . . , N , on note fi la valeur moyenne de f sur la
maille Ki. Si uh est la fonction constante par maille dont les valeurs sur les mailles sont des valeurs (u1, . . . , uN)
qui ve´rifient le sche´ma volumes finis (1.39)–(1.41), alors
‖DT uT ‖L2 ≤ ‖f‖L2 (1.43)
De´monstration : La preuve de cette proposition est calque´e sur l’estimation a priori qu’on peut faire sur les
solutions du proble`me continu : en effet, si u est une solution qu’on supposera aussi re´gulie`re que l’on veut8 du
proble`me (1.1)–(1.2), alors
‖u′‖L2(]0,1[) ≤ ‖f‖L2((0,1)) (1.44)
Nous allons donc mener les preuves de (1.44) et (1.43) en paralle`le. Soit u ∈ C2(]0, 1[ solution de (1.1)–(1.2), et
soit (u1, . . . , uN ) solution de (1.39)–(1.41).
Estimation continue
On multiplie (1.1) par u et on inte`gre entre 0 et 1 :
−
∫ 1
0
u′′(x)u(x) dx =
∫ 1
0
f(x) dx
On inte`gre par parties et on utilise les conditions
aux limites (1.2) :∫ 1
0
(u′(x))2 dx =
∫ 1
0
f(x)u(x) dx
On utilise l’ine´galite´ de Cauchy-Schwarz a` droite.
∫ 1
0
(u′(x))2 dx = ‖f‖L2(]0,1[‖u‖L2(]0,1[
L’ine´galite´ de Poincare´ (voir un peu plus loin dans
la preuve et page 23) s’e´crit
‖u‖L2(]0,1[ ≤ ‖u′‖L2(]0,1[
Et donc
‖u′‖L2(]0,1[) ≤ ‖f‖L2((0,1))
Estimation discre`te
On multiplie (1.39) par ui et on somme sur i :
N∑
i=1
hi
(
−ui+1 − ui
hi+1/2
+
ui − ui−1
hi−1/2
)
ui =
N∑
i=1
hifiui,
On somme par parties en utilisant u0 = uN+1 =
0 (les de´tails sont donne´s apre`s la pre´sentation en
colonnes) :
N∑
i=0
(ui+1 − ui)2
hi+1/2
=
N∑
i=1
hifiui.
On utilise l’ine´galite´ de Cauchy-Schwarz a` droite et
le fait que
∫ 1
0
fT (x)2 dx ≤
∫ 1
0
fT (x)2 dx (ce qui
est encore une conse´quence de Cauchy-Schwarz).
‖(DT uT )2‖L2(]0,1[) ≤ ‖f‖L2((0,1))‖uT ‖L2((0,1))
L’ine´galite´ de Poincare´ discre`te s’e´crit
‖uT ‖L2(]0,1[ ≤ ‖DT uT ‖L2(]0,1[
Et par la de´finition de DT u :
‖DT uT ‖L2 ≤ ‖f‖L2
Donnons les de´tails de la sommation par parties dans la preuve de l’estimation discre`te. On a :
N∑
i=1
−ui+1 − ui
hi+1/2
ui +
N∑
i=1
ui − ui−1
hi−1/2
ui =
N∑
i=1
hifiui.
En effectuant un changement d’indice sur la deuxie`me somme, on obtient :
N∑
i=1
−ui+1 − ui
hi+1/2
ui +
N−1∑
i=0
ui+1 − ui
hi+1/2
ui+1 =
N∑
i=1
hifiui;
en regroupant les sommes, on a donc :
N∑
i=0
(ui+1 − ui)2
hi+1/2
=
N∑
i=1
hifiui.
8En fait la solution unique de (1.1)–(1.2) appartient a` l’espace H1(]0, 1[), comme on le verra plus tard.
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Et on se retrouve bien avec la norme L2 de la de´rive´e discre`te au membre de gauche de l’e´quation.
Il nous faut maintenant donner les de´monstrations des ine´galite´s de Poincare´ continue et discre`te que nous avons
utillise´ dans la preuve ci-dessus. La` encore, nous allons proce´der “en paralle`le, car la de´monstration en discret est
calque´e sur la de´monstration continue.
Proposition 1.26 (Poincare´ en continu et en discret)
– Enonce´ en continu (pour une fonction re´gulie`re) : Soit u ∈ C1([0, 1]) telle que u(0) = 0. Alors
‖u‖L2(]0,1[) ≤ ‖u′‖L2(]0,1[) (1.45)
et
‖u‖L2(]0,1[) ≤ ‖u′‖L2(]0,1[) (1.46)
– Enonce´ en discret On conside`re le maillage (Ki)i=1,...N de la de´finition 1.21 page 18. Soit v une fonction
constante par mailles sur les mailles Ki, et soit DT v sa “de´rive´e discre`te” au sens de la de´finition 1.24. Alors :
‖v‖L2(]0,1[ ≤ ‖DT v‖L2(]0,1[) (1.47)
et
‖v‖∞ ≤ ‖DT v‖L2(]0,1[) (1.48)
De´monstration : La` encore, on va effectuer les de´monstrations en paralle`le, vu que la de´monstration de l’ine´galite´
“discre`te” copie la de´monstration de l’ine´galite´ continue.
Ine´galite´ de Poincare´ continue
On e´crit que u est l’inte´grale de sa de´rive´e, en utili-
sant le fait que u(0) = 0 :
u(x) =
∫ x
0
u′(s) ds
On majore :
|u(x)| ≤
∫ x
0
|u′(s)| ds ≤
∫ 1
0
|u′(s)| ds
ce qui donne tout de suite (1.46). On utilise
l’ine´galite´ de Cauchy-Schwarz a` droite.
|u(x)|2 ≤ ‖u′‖2L2(]0,1[.
On inte`gre entre 0 et 1 et on aboutit au re´sultat :
‖u′‖L2(]0,1[ ≤ ‖u′‖L2(]0,1[.
Ine´galite´ de Poincare´ discre`te
En tenant compte du fait que v0 = 0, on e´crit que :
vi =
i∑
k=1
(vk − vk−1).
On majore :
|vi| ≤
i∑
k=1
|vk − vk−1|
≤
N+1∑
k=1
hk+ 12
|vk − vk−1|
hk+ 12
=
∫ 1
0
|DT vT (s) ds
On utilise l’ine´galite´ de Cauchy-Schwarz a` droite.
|vi|2 ≤ ‖DT vT ‖2L2(]0,1[),
ce qui donne tout de suite (1.48), et en inte´grant
entre 0 et 1 et on aboutit au re´sultat :
‖v‖L2(]0,1[ ≤ ‖DT vT ‖L2(]0,1[).
Notons que dans les deux de´monstrations, on obtient que ‖u‖∞ ≤ ‖u‖L2(]0,1[) et que ‖u‖∞ ≤ ‖u′‖L2(]0,1[)
De´finition 1.27 (Erreur de consistance sur le flux) Soit u : [0, 1] → IR solution du proble`me (1.1)–(1.2). On
se donne une subdivision de [0, 1]. On appelle F¯i+1/2 = −u′(xi+1/2) le flux exact en xi+1/2, et F ∗i+1/2 =
−u(xi+1)−u(xi)hi+1/2 l’approximation du flux exact utilise´e pour construire le flux nume´rique Fi+1/2 = −
ui+1−ui
hi+1/2
.
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On dit que le flux nume´rique est consistant d’ordre p s’il existe C ∈ IR+ ne de´pendant que de u telle que l’erreur
de consistance sur le flux, de´finie par :
Ri+1/2 = F¯i+1/2 − F ∗i+1/2, (1.49)
ve´rifie
|Ri+1/2| ≤ Chp. (1.50)
Lemme 1.28 (Consistance du flux de diffusion) Soit u ∈ C2([0, 1]) solution du proble`me (1.1)–(1.2). Le flux
nume´rique Fi+1/2 = −ui+1−uihi+1/2 est consistant d’ordre 1. Plus pre´cise´ment il existe C ne de´pendant que de ‖u′′‖∞
tel que l’erreur de consistance sur les flux de´finie par (1.49) ve´rifie :
|Ri+1/2| = | − u′(xi+1/2 + u(xi+1)− u(xi)
hi+1/2
| ≤ Ch. (1.51)
De´monstration : La de´monstration de ce re´sultat s’effectue facilement a` l’aide de de´veloppements de Taylor :
voir l’exercice 13 page 35, ou` l’on montre aussi que si xi+1/2 est au centre de l’intervalle [xixi+1], l’erreur de
consistance sur les flux est d’ordre 2, i.e. il existe C ∈ IR+ ne de´pendant que de u telle que Ri+1/2 ≤ Ch2. Notez
que cette proprie´te´ de consistance est vraie sur les flux, et non pas sur l’ope´rateur −u′′ (voir remarque 1.22) et
exercice 11.
De´finition 1.29 (Conservativite´) On dit que le sche´ma volumes finis (1.39)–(1.41) est conservatif, au sens ou`,
lorsqu’on conside`re une interface xi+1/2 entre deux mailles Ki et Ki+1, le flux nume´rique entrant dans une maille
est e´gal a` celui sortant de l’autre.
C’est graˆce a` la conservativite´ et a` la consistance des flux qu’on va montrer la convergence du sche´ma volumes
finis.
The´ore`me 1.30 (Convergence du sche´ma volumes finis) On suppose que la solution u du proble`me (1.1)–(1.2)
ve´rifie u ∈ C2([0, 1]). On pose ei = u(xi) − ui pour i = 1, . . . , N , et e0 = eN+1 = 0. On note eT la fonction
constante par mailles et e´gale a` ei sur la maille i et DT eT sa de´rive´e discre`te, au sens de la de´finition 1.24.
Il existe C ≥ 0 ne de´pendant que de u tel que :
‖DT eT ‖L2(]0,1[) =
( N∑
i=0
(ei+1 − ei)2
h
) 1
2 ≤ Ch, (1.52)
‖eT ‖L2(]0,1[) =
( N∑
i=1
he2i
) 1
2 ≤ Ch (1.53)
‖eT ‖∞ = max
i=1,...,N
|ei| ≤ Ch. (1.54)
(On rappelle que h = supi=1...N hi.)
De´monstration : Ecrivons le sche´ma volumes finis (1.39) :
Fi+1/2 − Fi−1/2 = hifi,
l’e´quation exacte inte´gre´e sur la maille Ki (1.38) :
F¯i+1/2 − F¯i−1/2 = hifi,
ou` F¯i+1/2 est de´fini dans le lemme 1.28, et soustrayons :
F¯i+1/2 − Fi+1/2 − F¯i−1/2 + Fi−1/2 = 0.
En introduisant Ri+1/2 = F i+1/2 − F ∗i+1/2, on obtient :
F ∗i+1/2 − Fi+1/2 − F ∗i−1/2 + Fi−1/2 = −Ri+1/2 +Ri−1/2
ce qui s’e´crit encore, au vu de la de´finition de ei,
− 1
hi+1/2
(ei+1 − ei) + 1
hi−1/2
(ei − ei−1) = −Ri+1/2 +Ri−1/2.
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On multiplie cette dernie`re e´galite´ par ei et on somme de 1 a` N :
N∑
i=1
− 1
hi+1/2
(ei+1 − ei)ei +
N∑
i=1
1
hi−1/2
(ei − ei−1)ei =
N∑
i=1
−Ri+1/2ei +
N∑
i=1
Ri−1/2ei,
ce qui s’e´crit encore :
N∑
i=1
− 1
hi+1/2
(ei+1 − ei)ei +
N−1∑
i=0
1
hi+1/2
(ei+1 − ei)ei+1 =
N∑
i=1
−Ri+1/2ei +
N−1∑
i=0
Ri+1/2ei+1
En re´ordonnant les termes, on obtient, en remarquant que e0 = 0 et eN+1 = 0 :
N∑
i=0
(ei+1 − ei)2
hi+1/2
=
N∑
i=0
Ri+1/2(ei+1 − ei).
Mais
N∑
i=0
(ei+1 − ei)2
hi+1/2
=
N∑
i=0
hi+1/2
(ei+1 − ei
hi+1/2
)2
=
∫ 1
0
(DT eT (s))2 ds = ‖DT eT ‖2L2(]0,1[).
De plus, Ri+1/2 ≤ C h (par le lemme 1.28). On a donc
‖DT eT ‖2L2(]0,1[) ≤ C h
N∑
i=0
|ei+1 − ei| = C h
N∑
i=0
hi+1/2
|ei+1 − ei|
hi+1/2
= C h
∫ 1
0
|DT eT |,
et, par l’ine´galite´ de Cauchy–Schwarz :
‖DT eT ‖L2(]0,1[) ≤ C h.
On a ainsi de´montre´ (1.52). On obtient (1.53) et (1.54) par l’ine´galite´ de Poincare´ discre`te (proposition 1.32).
Remarque 1.31 (Espaces fonctionnels et normes discre`tes) On rappelle qu’une fonction u de l’espace de Le-
besgue9 10 L2(]0, 1[) admet une de´rive´e faible dans L2(]0, 1[) s’il existe v ∈ L2(]0, 1[) telle que∫
]0,1[
u(x)ϕ′(x)dx = −
∫
]0,1[
v(x)ϕ(x)dx, (1.55)
pour toute fonction ϕ ∈ C1c (]0, 1[), ou` C1c (]0, 1[) de´signe l’espace des fonctions de classe C1 a` support compact
dans ]0, 1[. On peut montrer que v est unique, voir par exemple [1]. On notera v = Du. On peut remarquer que
si u ∈ C1([0, 1]), et si on note u′ sa de´rive´e classique, alors Du = u′ “presque partout”. On note H1(]0, 1[)
l’ensemble des fonctions de L2(]0, 1[) qui admettent une de´rive´e faible dans L2(]0, 1[) :
H1(]0, 1[) = {u ∈ L2(]0, 1[) ; Du ∈ L2(]0, 1[)}.
C’est un espace de Hilbert pour le produit scalaire :
(u, v)H1(]0,1[) = (
∫
(]0,1[)
(u(x) v(x) dx+Du(x)Dv(x)) dx.
Tout e´le´ment de H1(]0, 1[) (au sens classe d’e´quivalence de fonctions) admet un repre´sentant continu, et on peut
donc de´finir les valeurs en 0 et en 1 d’une “fonction” de H1(]0, 1[).
H10 (]0, 1[) = {u ∈ H1(]0, 1[) ;u(0) = u(1) = 0}.
9Henri-Le´on Lebesgue (1875 – 1941) est un mathe´maticien franc¸ais. Il est reconnu pour sa the´orie d’inte´gration publie´e initialement dans
sa dissertation Inte´grale, longueur, aire a` l’universite´ de Nancy en 1902. Il fut l’un des grands mathe´maticiens franc¸ais de la premie`re moitie´
du XXe sie`cle.
10Une fonction f de ]0, 1[ dans IR est inte´grable au sens de Lebesgue si f est mesurable et
R
]0,1[
|f | dt < +∞. L’espace L2(]0, 1[)
de´signe l’ensemble des classes d’e´quivalence des fonctions de carre´ inte´grable au sens de Lebesgue, pour la relation d’e´quivalence “ e´gale
presque partout”, ce qui permet de de´finir une norme sur L2(]0, 1[) par ‖u‖L2(]0,1[) = (
R
]0,1[ u
2 dt)
1
2 , ce qui en fait un espace complet.
Cette norme est associe´ au produit scalaire (u, v)L2(]0,1[) =
R
]0,1[
u v dt, ce qui en fait un espace de Hilbert. Pour plus de de´tails sur ces
questions voir le polycopie´ Mesures, inte´gration, probabilite´s sur la page web http://www-gm3.univ-mrs.fr/∼gallouet/
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Pour u ∈ H1(]0, 1[), on note :
‖u‖H10 =
(∫ 1
0
(Du(x))2dx
)1/2
.
C’est une norme surH10 qui est e´quivalente a` la norme ‖.‖H1 de´finie par ‖u‖H1 =
(∫
u2(x)dx +
∫
(Du)2(x)dx
)1/2
,
ce qui se de´montre graˆce a` l’ine´galite´ de Poincare´ 11 qu’on rappelle :
Proposition 1.32 (Ine´galite´ de Poincare´, cas 1D) .
‖u‖L2(]0,1[) ≤ ‖Du‖L2(]0,1[) pour tout u ∈ H10 (]0, 1[). (1.56)
La de´monstration de cette proposition a e´te´ faite dans le cadre de la preuve de la stabilite´ du sche´ma en 1D (voir
proposition 1.25 pour des fonctions re´gulie`res, mais la meˆme preuve s’applique dans le cas d’une fonction H1.
Soit maintenant T un maillage volumes finis de [0, 1] (voir de´finition 1.21), on noteX(T ) l’ensemble des fonctions
de [0, 1] dans IR, constantes par maille de ce maillage. Pour v ∈ X(T ), on note vi la valeur de v sur la maille i ;
on peut e´crire les normes L2 et L∞ de v :
‖v‖2L2(]0,1[) =
N∑
i=1
hiv
2
i ,
et
‖v‖L∞(]0,1[) = max
i=1,...,N
|vi|.
Par contre, la fonction v e´tant constante par maille, elle n’est pas de´rivable au sens classique, ni meˆme au sens
faible. On peut toutefois de´finir une norme H1 discre`te de v de la manie`re suivante :
|v|1,T =
(
N∑
i=0
hi+1/2(
vi+1 − vi
hi+1/2
)2
)1/2
,
ce qui est la norme L2 de la de´rive´e discre`te DT v (voir de´finition 1.24). On peut montrer (Exercice 16) que si
uT :]0, 1[−→ IR est de´finie par uT (x) = ui ∀x ∈ Ki ou` (ui)i=1,...,N solution de (1.39)–(1.41), alors |uT |1,T
converge dans L2(]0, 1[) lorsque h tend vers 0, vers ‖Du‖L2(]0,1[), ou` u est la solution du proble`me (1.1)–(1.2).
Remarque 1.33 (Dimensions supe´rieures) En une dimension d’espace, on a obtenu une estimation d’erreur en
norme ”H10 discre`te” et en norme L∞. En dimension supe´rieure ou e´gale a` 2, on aura une estimation en h, en
normeH10 discre`te, en normeL2, mais pas en normeL∞. Ceci tient au fait que l’injection de SobolevH1(]0, 1[) ⊂
C(]0, 1[) n’est vraie qu’en dimension 1. La de´monstration de l’estimation d’erreur en norme L2 (1.53) se prouve
alors directement a` partir de l’estimation en norme H10 discre`te, graˆce a` une ”ine´galite´ de Poincare´ discre`te”,
e´quivalent discret de la ce´le`bre ine´galite´ de Poincare´ continue 12 (voir (1.56) pour la dimension 1).
1.4 Volumes finis pour la prise en compte de discontinuite´s
On conside`re ici un barreau conducteur constitue´ de deux mate´riaux de conductivite´s λ1 et λ2 diffe´rentes, et dont
les extre´mite´s sont plonge´es dans de la glace. On suppose que le barreau est de longueur 1, que le mate´riau de
conductivite´ λ1 (resp. λ2) occupe le domaine Ω1 =]0, 1/2[ (resp. Ω2 =]1/2, 1[). Le proble`me de conduction de la
chaleur s’e´crit alors : 
(−λ1(x)u′)′ = f(x) x ∈]0, 1/2[
(−λ2(x)u′)′ = f(x) x ∈]1/2, 1[
u(0) = u(1) = 0,
−(λ1u′)(1/2) = −(λ2u′)(1/2)
(1.57)
Remarque 1.34 La dernie`re e´galite´ traduit la conservation du flux de chaleur a` l’interface x = .5. On peut noter
que comme λ est discontinu en ce point, la de´rive´e u′ le sera force´ment elle aussi.
11Henri Poincare´ (1854–1912) est un mathe´maticien, physicien et philosophe franc¸ais. C’est probablement l’un des plus grands hommes de
science de cette e´poque.
12Soit Ω un ouvert borne´ de IRN , et u ∈ H10 (Ω), alors ‖u‖L2(Ω) ≤ diam(Ω)‖Du‖L2(Ω)}.
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On choisit de discre´tiser le proble`me par volumes finis. On se donne un maillage volumes finis comme de´fini par
la de´finition 1.21 page 18, en choisissant les mailles telles que la discontinuite´ de λ soit situe´e sur un interface
de deux mailles qu’on note Kk et Kk+1. On a donc, avec les notations du paragraphe (1.1.1) xk+1/2 = 0.5. La
discre´tisation par volumes finis s’e´crit alors
Fi+1/2 − Fi−1/2 = hifi, i = 1, . . . , N,
ou` les flux nume´riques Fi+1/2 sont donne´s par
Fi+1/2 = λ∗
ui+1 − ui
hi+1/2
, avec λ∗ =
{
λ1 si xi+1/2 > 0.5,
λ2 si xi+1/2 < 0.5.
Il ne reste donc plus qu’a` calculer le flux Fk+1/2, approximation de (λu′)(xk+1/2) (avec xk+1/2 = 0.5). On
introduit pour cela une inconnue auxiliaire uk+1/2 que l’on pourra e´liminer plus tard, et on e´crit une discre´tisation
du flux de part et d’autre de l’interface.
Fk+1/2 = −λ1
uk+1/2 − uk
h+k
, avec h+k = xk+1/2 − xk,
Fk+1/2 = −λ2
uk+1 − uk+1/2
h−k+1
avec h−k+1 = xk+1 − xk+1/2.
L’e´limination (et le calcul) de l’inconnue se fait en e´crivant la conservation du flux nume´rique :
−λ1
uk+1/2 − uk
h+k
= −λ2
uk+1 − uk+1/2
h−k+1
On en de´duit la valeur de uk+1/2
uk+1/2 =
λ1
h+k
uk +
λ2
h−k+1
uk+1
λ1
h+k
+ λ2
h−k+1
On remplace uk+1/2 par cette valeur dans l’expression du flux Fk+1/2, et on obtient :
Fk+1/2 =
λ1 λ2
h+k λ2 + h
−
k+1λ1
(uk+1 − uk).
Si le maillage est uniforme, on obtient
Fk+1/2 =
2λ1λ2
λ1 + λ2
(
ui+1 − ui
h
)
.
Le flux est donc calcule´ en faisant intervenir la moyenne harmonique des conductivite´s λ1 et λ2. Notons que
lorsque λ1 = λ2, on retrouve la formule habituelle du flux.
1.5 Diffe´rences finies et volumes finis pour les proble`mes de diffusion 2D
1.5.1 Diffe´rences finies
On conside`re maintenant le proble`me de diffusion dans un ouvert Ω de IR2 :{ −∆u = f dans Ω,
u = 0 sur ∂Ω.
(1.58)
Le proble`me est bien pose´ au sens ou` : Si f ∈ C1(Ω), alors il existe une unique solution u ∈ C(Ω¯) ∩ C2(Ω),
solution de (1.58). Si f ∈ L2(Ω)et si Ω est convexe (ou a` bord re´gulier) alors il existe une unique fonction
u ∈ H2(Ω) au sens faible13 de (1.58), c.a`.d. qui ve´rifie : u ∈ H
1
0 (Ω),∫
Ω
∇u(x)∇v(x)dx =
∫
Ω
f(x)v(x)dx, ∀v ∈ H10 (Ω). (1.59)
13Par de´finition, H2(Ω) est l’ensemble des fonctions de L2(Ω) qui admet des de´rive´es faibles jusqu’a` l’ordre 2 dans L2(Ω).
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On peut montrer (voir cours Equations aux de´rive´es partielles) que si u ∈ C2(Ω), alors u est solution de (1.58) si et
seulement si u est solution faible de (1.58). Pour discre´tiser le proble`me, on se donne un certain nombre de points,
aligne´s dans les directions x et y, comme repre´sente´s sur la figure 1.4 (on prend un pas de maillage uniforme et
e´gal a` h). Certains de ces points sont a` l’inte´rieur du domaine Ω, d’autres sont situe´s sur la frontie`re ∂Ω.
P5
P2 P3
P4
P1
P˜2
P˜2 P˜3
P˜1
P˜5
FIG. 1.4 – Discre´tisation diffe´rences finies bi-dimensionnelle
Comme en une dimension d’espace, les inconnues discre`tes sont associe´es aux noeuds du maillage. On note
{Pi, i ∈ I} les points de discre´tisation, et on e´crit l’e´quation aux de´rive´es partielles en ces points :
−∆u(Pi)− ∂
2u
∂x2
(Pi)− ∂
2u
∂y2
(Pi) = f(Pi).
1er cas :
Dans le cas de points points ”vraiment inte´rieurs”, tel que le point P1 sur la figure 1.4, i.e. dont tous les points
voisins sont situe´s a` l’inte´rieur de Ω, les quotients diffe´rentiels
2u(P1)− u(P2)− u(P3)
h2
et
2u(P1)− u(P5)− u(P4)
h2
sont des approximations consistantes a` l’ordre 2 de −∂21u(P1) et −∂22u(P1).
Par contre, pour un point “proche” du bord tel que le point P˜1, les meˆmes approximations (avec les points P˜2, P˜3,
P˜4 et P˜5) ne seront que d’ordre 1 en raison des diffe´rences de distance entre les points (faire les de´veloppements
de Taylor pour s’en convaincre.
Une telle discre´tisation ame`ne a` un syste`me line´aire AhUh = bh, ou` la structure de Ah (en particulier sa “largeur
de bande”, c.a`.d. le nombre de diagonales non nulles) de´pend de la nume´rotation des noeuds. On peut montrer
que la matrice Ah est monotone et le sche´ma est stable. De la consistance et la stabilite´, on de´duit, comme en une
dimension d’espace, la convergence du sche´ma.
1.5.2 Volumes finis
Le proble`me mode`le
On conside`re le proble`me mode`le suivant (par exemple de conduction de la chaleur) :
−div(λi∇u(x)) = f(x) x ∈ Ωi, i = 1, 2 (1.60)
ou` λ1 > 0, λ2 > 0 sont les conductivite´s thermiques dans les domaines Ω1 et avec Ω2, avec Ω1 =]0, 1[×]0, 1[
et Ω2 =]0, 1[×]1, 2[. On appelle Γ1 =]0, 1[×{0}, Γ2 = {1}×]0, 2[, Γ3 =]0, 1[×{2}, et Γ4 = {0}×]0, 2[ les
frontie`res exte´rieures de Ω, et on note I =]0, 1[×{1} l’interface entre Ω1 et Ω2 (voir Figure 1.5). Dans la suite, on
notera λ la conductivite´ thermique sur Ω, avec λ|Ωi = λi, i = 1, 2.
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hx
hy
FIG. 1.5 – Domaine d’e´tude
On va conside´rer plusieurs types de conditions aux limites, en essayant d’expliquer leur sens physique. On rappelle
que le flux de chaleur par diffusion est e´gal q est donne´ par la loi de Fourier : q = −λ∇u · n, ou` n est le vecteur
normal unitaire a` la surface a` travers laquelle on calcule le flux.
1. Conditions aux limites de type Fourier (Robin) sur Γ1 ∪ Γ3 : On suppose qu’il existe un transfert thermique
entre les parois Γ1 et Γ3 et l’exte´rieur. Ce transfert est de´crit par la condition de Fourier (Robin dans la
litte´rature anglo-saxonne), qui exprime que le flux transfe´re´ est proportionnel a` la diffe´rence de tempe´rature
entre l’exte´rieur et l’inte´rieur :
−λ∇u · n(x) = α(u(x) − uext), , ∀x ∈ Γ1 ∪ Γ3. (1.61)
ou` α > 0 est le coefficient de transfert thermique, n le vecteur unitaire normal a` ∂Ω exte´rieur a` Ω, et uext
est la tempe´rature exte´rieure (donne´e).
2. Conditions aux limites de type Neumann sur Γ2 On suppose que la paroi Γ2 est parfaitement isole´e, et que
le flux de chaleur a` travers cette paroi est donc nul. Ceci se traduit par une condition dite “de Neumann
homoge`ne” :
−λ∇u · n = 0 ∀x ∈ Γ2. (1.62)
3. Conditions aux limites de type Dirichlet sur Γ4 Sur la paroiΓ4, on suppose que la tempe´rature est fixe´e. Ceci
est une condition assez difficile a` obtenir expe´rimentalement pour un proble`me de type chaleur, mais qu’on
peut rencontrer dans d’autres proble`mes pratiques.
u(x) = g(x), ∀x ∈ Γ4. (1.63)
4. Conditions sur l’interface I : On suppose que l’interface I est par exemple le sie`ge d’une re´action chimique
surfacique θ qui provoque un de´gagement de chaleur surfacique. On a donc un saut du flux de chaleur au
travers de l’interface I . Ceci se traduit par la condition de saut suivante :
−λ1∇u1(x) · n1 − λ2∇u2(x) · n2 = θ(x), x ∈ I. (1.64)
ou` ni de´signe le vecteur unitaire normal a` I et exte´rieur a` Ωi, et θ est une fonction donne´e.
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Discre´tisation par volumes finis
On se donne un maillage “admissible” T de Ω
Ω¯ =
⋃
K∈T
K¯.
Par ”admissible”, on entend un maillage tel qu’il existe des points (xK)K∈T situe´s dans les mailles, tels que chaque
segment xKxL soit orthogonal a` l’areˆte K|L se´parant la maille K de la maille L, comme visible sur la figure 1.6.
L
xK xL
K|L
m(σ)
dK,σ
K
FIG. 1.6 – Condition d’orthogonalite´ pour un maillage volumes finis
Cette condition permet pour obtenir une approximation consistante du flux de diffusion (c’est-a`-dire de la de´rive´e
normale sur l’areˆte K|L) avec deux inconnues discre`tes, voir remarque 1.35. Dans le cas pre´sent, le domaine
represente´ sur la figure 1.5 e´tant rectangulaire, cette condition est particulie`rement facile a` ve´rifier en prenant un
maillage rectangulaire. Par souci de simplicite´, on prendra ce maillage uniforme, et on notera hx = 1/n le pas de
discre´tisation dans la direction x et hy = 1/p le pas de discre´tisation dans la direction y. Le maillage est donc
choisi de telle sorte que l’interface I coı¨ncide avec un ensemble d’areˆtes du maillage qu’on notera EI . On a donc
I¯ =
⋃
σ∈EI
σ¯,
ou` le signe¯de´signe l’adhe´rence de l’ensemble. On se donne ensuite des inconnues discre`tes (uK)K∈T associe´es
aux mailles et (uσ)σ∈E associe´es aux areˆtes.
Pour obtenir le sche´ma volumes finis, on commence par e´tablir les bilans par maille en inte´grant l’e´quation sur
chaque maille K (notons que ceci est faisable en raison du fait que l’e´quation est sous forme conservative, c’est-a`-
dire sous la forme : −div(flux) = f). On obtient donc :∫
K
−div(λi∇u(x))dx =
∫
K
f(x)dx,
soit encore, par la formule de Stokes,∫
∂K
−λi∇u(x).n(x)dγ(x) = m(K)fK ,
ou` n est le vecteur unitaire normal a` ∂Ω, exte´rieur a` Ω, et γ de´signe le symbole d’inte´gration sur la frontie`re. On
de´compose ensuite le bord de chaque maille K en areˆtes du maillage : ∂K =
⋃
σ∈EK
σ¯ ou` EK repre´sente l’ensemble
des areˆtes de K . On obtient alors : ∑
σ∈EK
∫
σ
−λi∇u.nK,σdγ(x) = m(K)fK
ou` nK,σ est le vecteur unitaire normal a` σ exte´rieur a` K . On e´crit alors une “e´quation approche´e” :∑
σ∈EK
FK,σ = m(K)fK ,
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ou`FK,σ est le flux nume´rique a` travers σ, qui approche le flux exactF ∗K,σ =
∫
σ
−λi∇u.nK,σdγ(x). Pour obtenir le
sche´ma nume´rique, il nous reste a` exprimer le flux nume´rique FK,σ en fonction des inconnues discre`tes (uK)K∈T
associe´es aux mailles et (uσ)σ∈E associe´es aux areˆtes (ces dernie`res seront ensuite e´limine´es) :
FK,σ = −λiuσ − uK
dK,σ
m(σ), (1.65)
ou` dK,σ est la distance du point xK a` l’areˆte σ et m(σ) est la longueur de l’areˆte σ (voir Figure 1.6). L’e´quation
associe´e a` l’inconnue uK est donc : ∑
σ∈EK
FK,σ = m(K)fK .
On a ainsi obtenu autant d’e´quations que de mailles. Il nous reste maintenant a` e´crire une e´quation pour chaque
areˆte, afin d’obtenir autant d’e´quations que d’inconnues.
En ce qui concerne les areˆtes inte´rieures, on e´crit la conservativite´ du flux, ce qui nous permettra d’e´liminer les
inconnues associe´es aux areˆtes internes. Soit σ = K|L ⊂ Ωi, On a alors :
FK,σ = −FL,σ. (1.66)
On ve´rifiera par le calcul (cf. exercice 21 page 40) que, apre`s e´limination de uσ, ceci donne
FK,σ = −FL,σ = λim(σ)
dσ
(uK − uL), (1.67)
ou` dσ = d(xK , xL).
Remarque 1.35 (Consistance du flux) On appelle erreur de consistance associe´e au flux (1.65) l’expression :
RK,σ = − 1
m(σ)
∫
σ
∇u(x) · nK,σdγ(x)− F ∗K,σ, ou` F ∗K,σ = −λi
u(xσ)− u(xK)
dK,σ
m(σ),
ou` xσ est l’intersection de σ avec l’areˆte K|L, u la solution exacte.
On dit que le flux nume´rique donne´ par l’expression (1.65) est consistant si
lim
h(T )→0
max
K∈T ,σ∈K
|RK,σ| = 0,
ou` h(T ) est le pas du maillage, i.e. h(T ) = maxK∈T diam(K), avec diam(K) = sup(x,y)∈K2 d(x, y). On ve´rifie
facilement que si u est suffisamment re´gulie`re et si le segment xKxL est coline´aire au vecteur normal n, alors le
flux nume´rique est consistant. Cette proprie´te´, allie´e a la proprie´te´ de conservativite´ des flux, permet de de´montrer
la convergence du sche´ma, comme on l’a fait dans le cas unidimensionnel.
Remarque 1.36 (Cas du maillage carte´sien de la figure 1.5) Dans le cas du maillage care´sien conside´re´ pour
notre proble`me, il est naturel de choisir les points xK comme les centres de gravite´ des mailles. Comme le maillage
est uniforme, on a donc dK,σ = hx2 (resp. hy2 ) et |σ| = hy (resp. |σ| = hx) pour une areˆte σ verticale (resp.
horizontale).
Ecrivons maintenant la discre´tisation des conditions aux limites et interface :
1. Condition de Neumann sur Γ2 Sur Γ2, on a la condition de Neumann (1.62) : λi∇u ·n = 0, qu’on discre´tise
par : σ ∈ EK et σ ⊂ Γ2, FK,σ = 0.
2. Condition de Dirichlet sur Γ4 La discre´tisation de la condition de Dirichlet (1.63) peut s’effectuer de la
manie`re suivante :
uσ =
1
m(σ)
∫
σ
g(y)dγ(y).
L’expression du flux nume´rique est alors :
FK,σ = −λiuσ − uK
dK,σ
m(σ).
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3. Condition de Fourier sur Γ1 ∪ Γ3 Sur Γ1 ∪ Γ3 on a la condition de Fourier (1.61) :
−λi∇u · n = α(u(x) − uext) ∀x ∈ Γ1 ∪ Γ3
qu’on discre´tise par
FK,σ = −m(σ)λi uσ − uK
dK,σ
= m(σ)α(uσ − uext) pour σ ⊂ Γ1 ∪ Γ3.
Apre`s e´limination de uσ (cf. exercice 21 page 40), on obtient :
FK,σ =
αλim(σ)
λi + αdK,σ
(uK − uext). (1.68)
4. Condition de saut pour le flux sur I Si σ = K|L ∈ EI , la discre´tisation de la condition de saut (1.64) se
discre´tise facilement en e´crivant :
FK,σ + FL,σ = θσ, avec θσ =
1
|σ|
∫
σ
θ(x)dγ(x). (1.69)
3.
Apre`s e´limination de l’inconnue uσ (voir exercice 21 page 40), on obtient
FK,σ =
λ1m(σ)
λ1dL,σ + λ2dK,σ
[λ2(uK − uL) + dL,σθσ] . (1.70)
On a ainsi e´limine´ toutes les inconnues uσ, ce qui permet d’obtenir un syste`me line´aire dont les inconnues sont les
valeurs (uK)K∈T .
Remarque 1.37 (Implantation informatique de la me´thode) Lors de l’implantation informatique, la matrice du
syste`me line´aire est construite “par areˆte” (contrairement a` une matrice e´le´ments finis, dont nous verrons plus tard
la construction “par e´le´ment”), c.a`.d. que pour chaque areˆte, on additionne la contribution du flux au coefficient
de la matrice correspondant a` l’e´quation et a` l’inconnue concerne´es.
1.6 Exercices
Exercice 1 (Comparaison diffe´rences finies- volumes finis, CL Dirichlet non homoge`nes) Suggestions en page
40, corrige´ en page 42.
On conside`re le proble`me :
−u′′(x) + sin(u(x)) = f(x), x ∈]0, 1[,
u(0) = a, u(1) = b,
(1.71)
1. Ecrire les sche´mas de diffe´rences finies et volumes finis avec pas constant pour le proble`me (1.71). Pour le
sche´ma volumes finis, on approchera
∫ xi+1/2
xi−1/2
sin(u(x))dx par (xi+1/2 − xi−1/2) sin(u(xi)).
2. Comparer les sche´mas ainsi obtenus lorsqu’on suppose que u reste toujours “petit” et qu’on remplace donc sinu
par u.
Exercice 2 (Comparaison diffe´rences finies- volumes finis, conditions mixtes) Suggestions en page 40.
On conside`re le proble`me :
−u′′(x) = f(x), x ∈]0, 1[,
u(0)− u′(0) = a, u′(1) = b, (1.72)
Ecrire les sche´mas de diffe´rences finies et volumes finis avec pas constant pour le proble`me (1.72), et comparer les
sche´mas ainsi obtenus.
Exercice 3 (Principe du maximum) Suggestions en page 40,
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On conside`re le proble`me : { −u′′(x) + c(x)u(x) = f(x), 0 < x < 1,
u(0) = a, u(1) = b,
(1.73)
ou` c ∈ C([0, 1], IR+), et c ∈ C([0, 1], IR), et (a, b) ∈ IR2.
1. Donner la discre´tisation par diffe´rences finies de ce proble`me. On appelle Uh la solution approche´e (c.a`.d.
Uh = (u1, . . . , uN), ou` ui est l’inconnue discre`te en xi.
2. On suppose ici que c = 0. Montrer que ui ≥ min(a, b), pour tout i = 1, . . . , N .
Exercice 4 (Equation de diffusion re´action)
On s’inte´resse au proble`me elliptique unidimensionnel suivant :
−u′′(x) + 2u(x) = x, x ∈]0, 1[,
u(0) = 1, u′(1) + u(1) = 0. (1.74)
1. Ecrire une discre´tisation de (1.74) par diffe´rences finies pour un maillage uniforme. Ecrire le syste`me line´aire
obtenu.
2. Ecrire une discre´tisation de (1.74) par volumes finis de (1.74) pour un maillage uniforme. Ecrire le syste`me
line´aire obtenu.
Exercice 5 (Equation de transport-diffusion sous forme non-conservative) Corrige´ en page 43.
Cet exercice ainsi que le suivant concernent la discre´tisation d’une e´quation de transport-diffusion sous forme non-
conservative (exercice 5) puis conservative (exercice 6). On a de´ja` vu dans le cours que en une dimension d’espace,
le terme de diffusion unidimensionnel est de la forme −u′′ (tout du moins dans le cas d’un mate´riau homoge`ne
de conductivite´ constante). On appelle terme de transport (en 1D) un terme de la forme v(x)u′(x) (forme dite non
conservative) ou (v(x)u(x))′ (forme conservative), ou` v est la “vitesse de transport” (donne´e) et u l’inconnue,
qui est la quantite´ transporte´e (une concentration de polluant, par exemple). Remarquez d’abord que si la vitesse
v est constante, les deux formes sont identiques, puisque (v(x)u(x))′ = v′(x)u(x) + v(x)u′(x) = v(x)u′(x).
La deuxie`me forme est dite conservative car elle est obtenue a` partir de l’e´criture de la conservation de la masse
(par exemple) sur un petit e´lement x + δx, en passant a` la limite lorsque δx tend vers 0. La premie`re forme, non
conservative, apparaıˆt dans des mode`les de me´canique de fluides (e´coulements compressibles polyphasiques, par
exemple).
Soient v ∈ C([0, 1], IR+) et a0, a1 ∈ IR.
1. On conside`re le proble`me suivant :{ −u′′(x) + v(x)ux(x) = 0, x ∈]0, 1[,
u(0) = a0, u(1) = a1.
(1.75)
On admettra qu’il existe une unique solution u ∈ C([0, 1], IR) ∩ C2(]0, 1[, IR) a` ce proble`me. On cherche a`
approcher cette solution par une me´thode de diffe´rences finies. On se donne un pas de maillage h = 1N+1 uniforme,
des inconnues discre`tes u1, . . . , uN cense´es approcher les valeurs u(x1), . . . , u(xN ). On conside`re le sche´ma aux
diffe´rences finies suivant :{ 1
h2
(2ui − ui+1 − ui−1) + 1
h
vi(ui − ui−1) = 0, i = 1, . . . , N
u(0) = a0, u(1) = a1,
(1.76)
ou` vi = v(xi), pour i = 1, . . . , N .
Noter que le terme de convection v(xi)u′(xi) est approche´ par v(xi)
u(xi+1/2)−u(xi−1/2)
h . Comme la vitesse vi est
positive ou nulle, on choisit d’approcher u(xi+1/2) par la valeur “amont”, c.a`.d. u(xi) ; d’ou` le sche´ma.
1. Montrer que le syste`me (1.76) s’e´crit sous la forme MU = b avec U = (u1, . . . , uN ), b ∈ IRN , et M est une
matrice telle que :
(a) MU ≥ 0⇒ U ≥ 0 (les ine´galite´s s’entendent composante par composante),
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(b) M est inversible,
(c) Si U est solution de MU = b alors min(a0, a1) ≤ ui ≤ max(a0, a1).
2. Montrer que M est une M–matrice, c. a`.d. que M ve´rifie :
(a) mi,i > 0 pour i = 1, . . . , n ;
(b) mi,j ≤ 0 pour i, j = 1, . . . , n, i 6= j ;
(c) M est inversible ;
(d) M−1 ≥ 0 ;
Exercice 6 (Equation de transport-diffusion sous forme conservative) Il est conseille´ d’e´tudier l’exercice 5
avant celui-ci.
Soit v ∈ C([0, 1], IR+) ∩ C1(]0, 1[, IR), et on conside`re le proble`me :{ −u′′(x) + (vu)′(x) = 0, x ∈]0, 1[,
u(0) = a0, u(1) = a1.
(1.77)
On admettra qu’il existe une unique solution u ∈ C([0, 1], IR) ∩ C2(]0, 1[, IR) a` ce proble`me. On cherche ici
encore a` approcher cette solution par une me´thode de diffe´rences finies. On se donne un pas de maillage h = 1N+1
uniforme, des inconnues discre`tes u1, . . . , uN cense´es approcher les valeurs u(x1), . . . , u(xN ). On conside`re le
sche´ma aux diffe´rences finies suivant :{ 2ui − ui+1 − ui−1
h2
+
1
h
(vi+ 12ui − vi− 12 ui−1) = 0, i = 1, . . . , N
u(0) = a0, u(1) = a1,
(1.78)
ou` vi+ 12 = v(
xi+xi+1
2 ), pour i = 0, . . . , N .
Noter que terme de convection (vu)′(xi) peut eˆtre approche´ par 1h (v(xi+ 12 )u(xi+ 12 )− v(xi− 12 )u(xi− 12 )). Comme
v(xi+ 12 ) ≥ 0, on choisit d’approcher u(xi+ 12 ) par la valeur “amont”, c.a`.d. u(xi). C’est une valeur amont dans le
sens ou` elle est choisie en amont de l’e´coulement, si l’on suppose que v est la vitesse de l’e´coulement. On dit que
le sche´ma est “de´centre´ amont”.
1. Montrer que le syste`me (1.78) s’e´crit sous la forme MU = b avec U = (u1, . . . , uN ), , b ∈ IRN ,
2. PourU = (u1, . . . , uN) etW = (w1, . . . , wN ) ∈ IRN , calculerMU ·W , et en de´duire l’expression de (M tW )i,
pour i = 1, . . . , N (on distinguera les cas i = 2, . . . , N − 1, i = 1 et i = N .
3. Soit W ∈ IRN ;
3. (a) montrer que si M tW ≥ 0 alors W ≥ 0 ; en de´duire que si U ∈ IRN est tel que MU ≥ 0 alors U ≥ 0.
3. (b) en de´duire que si U ∈ IRN est tel que MU ≥ 0 alors U ≥ 0.
4. Montrer que M est une M-matrice.
5. Montrer que U solution de (1.78) peut ne pas ve´rifier min(a0, a1) ≤ ui ≤ max(a0, a1).
Exercice 7 (Conditionnement “efficace”.) Suggestions en page 40, corrige´ en page 43.
Soit f ∈ C([0, 1]). Soit N ∈ IN?, N impair. On pose h = 1/(N +1). Soit A la matrice de´finie par (1.35) page 16,
issue d’une discre´tisation par diffe´rences finies (vue en cours) du proble`me (1.1)–(1.2) (page 6).
Pour u ∈ IRN , on note u1, . . . , uN les composantes de u. Pour u ∈ IRN , on dit que u ≥ 0 si ui ≥ 0 pour tout
i ∈ {1, . . . , N}. Pour u, v ∈ IRN , on note u · v =∑Ni=1 uivi.
On munit IRN de la norme suivante : pour u ∈ IRN , ‖u‖ = max{|ui|, i ∈ {1, . . . , N}}. On munit alors MN (IR)
de la norme induite, e´galement note´e ‖ · ‖, c’est-a`-dire ‖B‖ = max{‖Bu‖, u ∈ IRN t.q. ‖u‖ = 1}, pour tout
B ∈ MN(IR).
Partie I Conditionnement de la matrice et borne sur l’erreur relative
1. (Existence et positivite´ de A−1) Soient b ∈ IRN et u ∈ IRN t.q. Au = b. Remarquer que Au = b peut
s’e´crire : {
1
h2 (ui − ui−1) + 1h2 (ui − ui+1) = bi, ∀i ∈ {1, . . . , N},
u0 = uN+1 = 0.
(1.79)
Montrer que b ≥ 0⇒ u ≥ 0. [On pourra conside´rer p ∈ {0, . . . , N+1} t.q. up = min{uj, j ∈ {0, . . . , N+
1}.]
En de´duire que A est inversible.
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2. (Pre´liminaire. . . ) On conside`re la fonction ϕ ∈ C([0, 1], IR) de´finie par ϕ(x) = (1/2)x(1 − x) pour tout
x ∈ [0, 1]. On de´finit alors φ ∈ IRN par φi = φ(ih) pour tout i ∈ {1, . . . , N}. Montrer que (Aφ)i = 1 pour
tout i ∈ {1, . . . , N}.
3. (calcul de ‖A−1‖) Soient b ∈ IRN et u ∈ IRN t.q. Au = b. Montrer que ‖u‖ ≤ (1/8)‖b‖ [Calculer
A(u ± ‖b‖φ) avec φ de´fini a` la question 2 et utiliser la question 1]. En de´duire que ‖A−1‖ ≤ 1/8 puis
montrer que ‖A−1‖ = 1/8.
4. (calcul de ‖A‖) Montrer que ‖A‖ = 4h2 .
5. (Conditionnement pour la norme ‖ · ‖). Calculer ‖A−1‖‖A‖. Soient b, δb ∈ IRN . Soient u, δu ∈ IRN t.q.
Au = b et A(u + δu) = b+ δb. Montrer que
‖δu‖
‖u‖ ≤ ‖A
−1‖‖A‖‖δb‖‖b‖ .
Montrer qu’un choix convenable de b et δb donne l’e´galite´ dans l’ine´galite´ pre´ce´dente.
Partie II Borne re´aliste sur l’erreur relative : Conditionnement “efficace”
On se donne maintenant f ∈ C([0, 1], IR) et on suppose (pour simplifier. . . ) que f(x) > 0 pour tout x ∈]0, 1[. On
prend alors, dans cette partie, bi = f(ih) pour tout i ∈ {1, . . . , N}. On conside`re aussi le vecteur ϕ de´fini a` la
question 2 de la partie I.
1. Montrer que h
∑N
i=1 biϕi →
∫ 1
0 f(x)φ(x)dx quandN →∞ et que
∑N
i=1 biϕi > 0 pour toutN . En de´duire
qu’il existe α > 0, ne de´pendant que de f , t.q. h
∑N
i=1 biϕi ≥ α pour tout N ∈ IN?.
2. Soit u ∈ IRN t.q. Au = b. Montrer que N‖u‖ ≥∑Ni=1 ui = u · Aϕ ≥ αh (avec α donne´ a` la question 1).
Soit δb ∈ IRN et δu ∈ IRN t.q. A(u + δu) = b+ δb. Montrer que ‖δu‖‖u‖ ≤
‖f‖L∞(]0,1[)
8α
‖δb‖
‖b‖ .
3. Comparer ‖A−1‖‖A‖ (question I.5) et ‖f‖L∞(]0,1[)
8α
(question II.2) quand N est “grand” (ou quand N →
∞).
Exercice 8 (Conditionnement, re´action diffusion 1d.)
On s’inte´resse au conditionnement pour la norme euclidienne de la matrice issue d’une discre´tisation par Diffe´ren-
ces Finies du proble`me aux limites suivant :
−u′′(x) + u(x) = f(x), x ∈]0, 1[,
u(0) = u(1) = 0.
(1.80)
Soit N ∈ IN?. On note U = (uj)j=1...N une “valeur approche´e” de la solution u du proble`me (1.80) aux points(
j
N+1
)
j=1...N
.
1. Montrer que la discre´tisation par diffe´rences finies de ce proble`me sur maillage uniforme de pas h = 1N+1
consiste a` chercher U comme solution du syste`me line´aire = AU =
(
f( jN+1 )
)
j=1...N
ou` la matrice A ∈MN (IR)
est de´finie par A = (N + 1)2B + Id, Id de´signe la matrice identite´ et
B =

2 −1 0 . . . 0
−1 2 −1 . . . ...
0
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
. −1 2 −1
0 . . . 0 −1 2

2. (Valeurs propres de la matrice B.)
On rappelle que le proble`me aux valeurs propres
−u′′(x) = λu(x), x ∈]0, 1[,
u(0) = u(1) = 0.
(1.81)
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admet la famille (λk, uk)k∈IN∗ , λk = (kpi)2 et uk(x) = sin(kpix) comme solution. Montrer que les vecteurs
Uk =
(
uk(
j
N+1 )
)
j=1...N
sont des vecteurs propres de la matrice B. En de´duire toutes les valeurs propres de la
matrice B.
3. En de´duire les valeurs propres de la matrice A.
4. En de´duire le conditionnement pour la norme euclidienne de la matrice A.
Exercice 9 (Erreur de consistance) Suggestions en page 41 Corrige´ en page 45.
On conside`re la discre´tisation a` pas constant par le sche´ma aux diffe´rences finies syme´trique a` trois points (vu
en cours) du proble`me du proble`me (1.1)–(1.2) (page 6),, avec f ∈ C([0, 1]). Soit N ∈ IN?, N impair. On
pose h = 1/(N + 1). On note u la solution exacte, xi = ih, pour i = 1, . . . , N les points de discre´tisation, et
(ui)i=1,...,N la solution du syste`me discre´tise´.
1. Ecrire le syste`me line´aire obtenu.
2. Montrer que si f est constante, alors
max
1≤i≤N
|ui − u(xi)| = 0.
3. SoitN fixe´, et max
1≤i≤N
|ui−u(xi)| = 0. A-t-on force´ment que f est constante sur [0, 1] ? (justifier la re´ponse.)
Exercice 10 (Proble`me elliptique 1d, discre´tisation par diffe´rences finies) 14 Suggestions en page 41.
Soit f ∈ C2([0, 1]). On s’inte´resse au proble`me suivant :
−u′′(x) + 11+xu′(x) = f(x), x ∈]0, 1[,
u(0) = a u(1) = b.
(1.82)
On admet que ce proble`me admet une et une seule solution u et on suppose que u ∈ C4(]0, 1[). On cherche une
solution approche´e de (1.82) par la me´thode des diffe´rences finies. Soit n ∈ IN∗, et h = 1N+1 . On note ui la valeur
approche´e recherche´e de u au point ih, pour i = 0, · · · , N + 1.
On utilise les approximations centre´es les plus simples de u′ et u′′ aux points ih, i = 1, · · · , n On pose uh =
(u1, · · · , un).
1. Montrer que uh est solution d’un syste`me line´aire de la forme Ahuh = bh ; donner Ah et bh.
2. Montrer que le sche´ma nume´rique obtenu est consistant et donner une majoration de l’erreur de consistance (on
rappelle que l’on a suppose´ u ∈ C4).
3. Soit v ∈ IRn, montrer que Ahv ≥ 0 ⇒ v ≥ 0 (ceci s’entend composante par composante). Cette proprie´te´
s’appelle conservation de la positivite´. En de´duire que Ah est monotone.
4. On de´finit θ par
θ(x) = −1
2
(1 + x)2ln(1 + x) +
2
3
(x2 + 2x)ln2, x ∈ [0, 1].
4.a. Montrer qu’il existe C ≥ 0, inde´pendante de h, t.q.
max
1≤i≤n
| 1
h2
(−θi−1 + 2θi − θi+1) + 1
2h(1 + ih)
(θi+1 − θi−1)− 1| ≤ Ch2,
avec θi = θ(xi), i = 0, . . . , n+ 1.
4.b On pose θh = (θ1, · · · , θN ). Montrer que (Ahθh)i ≥ 1− Ch2, pour i = 1, . . . , N .
4.c Montrer qu’il existe M ≥ 0 ne de´pendant pas de h t.q. ‖A−1h ‖∞ ≤M .
5. Montrer la convergence, en un sens a` de´finir, de uh vers u.
6. Que peut on dire si u 6∈ C4, mais seulement u ∈ C2 ou C3 ?
7. On remplace dans (1.82) 11+x par αu′(x), avec α donne´ (par exempleα = 100). On utilise pour approcher (1.82)
le meˆme principe que pre´ce´demment (approximations centre´es de u′ et u′′. Que peut on dire sur la consistance, la
stabilite´, la convergence du sche´ma nume´rique ?
14Cet exercice est tire´ du livre Exercices d’analyse nume´rique matricielle et d’optimisation, de P.G. Ciarlet et J.M. Thomas, Collection
Mathe´matiques pour la maıˆtrise, Masson, 1982
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Exercice 11 (Non consistance des volumes finis) Suggestions en page 41, corrige´ en page 45
Montrer que la discre´tisation de l’ope´rateur−u′′ par le sche´ma volumes finis n’est pas toujours consistante au sens
des diffe´rences finies, i.e. que l’erreur de consistance de´finie par (voir remarque 1.22 page 19)
Ri =
1
hi
[ −1
hi+1/2
(u(xi+1)− u(xi)) + 1
hi−1/2
(u(xi)− u(xi−1))
]
− u′′(xi)
ne tend pas toujours vers 0 lorsque h tend vers 0.
Exercice 12 (Condition de Fourier) Suggestions en page 41
On reprend ici la discre´tisation du flux sortant en 1 pour le proble`me (1.1) comme la condition de Fourier (1.15) en
1 et la condition de Neumann (1.14) en 0. On reprend les notations du paragraphe 1.1.1 page 7, et pour simplifier
on note h = hN et on suppose que xN est au milieu de la N -e`me maille, de sorte que hN+1/2 = h2 . On modifie
l’approximation de l’e´quation (1.6) : au lieu d’approcher u′(1) par b− αuN , on introduit une onconnue auxiliaire
uN+1/2 sense´e approcher la valeur u(1), on approche ensuite u′(1) par
uN+1/2−uN−1
hN−1/2
.
1. Montrer que par cette me´thode, en e´liminant l’inconnue auxiliaire uN+1/2, on obtient comme N -e`me e´quation
discre`te non plus (1.17) mais l’e´quation suivante :
FN+1/2 − FN−1/2 = hNfN avec FN+1/2 =
1
1 + αh2
(αuN − b) et FN−1/2 = −
uN − uN−1
hN−1/2
(1.83)
2. Calculer l’erreur de consistance sur le flux approche´ FN+1/2 en 1 dans le cas des discre´tisations (1.17) et (1.83).
Montrer qu’elle est d’ordre 1 dans le premier cas, et d’ordre 2 dans le second.
Exercice 13 (Consistance des flux) Suggestions en page 41, Corrige´ en page 46.
1. Montrer que si u ∈ C2([0, 1]), le flux de´fini par (1.40) est consistant d’ordre 1 dans le cas d’un maillage ge´ne´ral.
2. Montrer que si u ∈ C3([0, 1]), le flux de´fini par (1.40) est d’ordre 2 si xi+1/2 = (xi+1 + xi)/2.
Exercice 14 (Conditions aux limites de Neumann) Suggestions en page 41
On conside`re ici l’e´quation le proble`me de diffusion re´action avec conditions aux limites de Neumann homoge`nes
(correspondant a` une condition physique de flux nul sur le bord) :{ −u′′(x) + cu(x) = f(x), x ∈]0, 1[,
u′(0) = u′(1) = 0, (1.84)
avec c ∈ IR∗+, et f ∈ C([0, 1]). Donner la discre´tisation de ce proble`me par
1. diffe´rences finies,
2. volumes finis
Montrer que les matrices obtenues ne sont pas inversibles. Proposer une manie´re de faire en sorte que le proble`me
soit bien pose´, compatible avec ce qu’on connaıˆt du proble`me continu.
Exercice 15 (Conditions aux limites de Fourier (ou Robin)) Suggestions en page 41, corrige´ en page 47
On conside`re le proble`me : 
−u′′(x) + cu(x) = f(x), x ∈]0, 1[,
u′(0)− α(u − u˜) = 0,
u′(1) + α(u − u˜) = 0,
(1.85)
avec c ∈ IR+, f ∈ C([0, 1]), α ∈ IR∗+, et u˜ ∈ IR.
Donner la discre´tisation de ce proble`me par
1. diffe´rences finies,
2. volumes finis
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Dans les deux cas, e´crire le sche´ma sous la forme d’un syste`me line´aire de N e´quations a` N inconnues, en expli-
citant matrice et second membre (N est le nombre de noeuds internes en diffe´rences finies, de mailles en volumes
finis).
Exercice 16 (Convergence de la norme H1 discre`te)
Montrer que si uT :]0, 1[−→ IR est de´finie par uT (x) = ui ∀x ∈ Ki ou` (ui)i=1,...,N solution de (1.39)–(1.41),
alors |uT |1,T converge dans L2(]0, 1[) lorsque h tend vers 0, vers ‖Du‖L2(]0,1[), ou` u est la solution du proble`me
(1.1)–(1.2).
Exercice 17 (Proble`me elliptique 1d, discre´tisation par volumes finis) Suggestions en page 41, corrige´ en
page 47
Soient a, b ≥ 0, c, d ∈ IR et f ∈ C([0, 1], IR) ; on cherche a` approcher la solution u du proble`me suivant :
−u′′(x) + au′(x) + b(u(x)− f(x)) = 0, x ∈ [0, 1], (1.86)
u(0) = c, u(1) = d. (1.87)
On suppose (mais il n’est pas interdit d’expliquer pourquoi. . . ) que (1.86)-(1.87) admet une solution unique u ∈
C2([0, 1], IR).
Soient N ∈ IN? et h1, . . . , hN > 0 t.q.
∑N
i=1 hi = 1. On pose x 12 = 0, xi+ 12 = xi− 12 + hi, pour i = 1, . . . , N (de
sorte que xN+ 12 = 1), hi+ 12 =
hi+1+hi
2 , pour i = 1, . . . , N − 1, et fi = 1hi
∫ x
i+1
2
x
i− 1
2
f(x)dx, pour i = 1, . . . , N .
Pour approcher la solution u de (1.86)-(1.87), on propose le sche´ma nume´rique suivant :
Fi+ 12 − Fi− 12 + bhiui = bhifi, i ∈ {1, . . . , N}, (1.88)
avec (Fi+ 12 )i∈{0,...,N} donne´ par les expressions suivantes :
Fi+ 12 = −
ui+1 − ui
hi+ 12
+ aui, = i ∈ {1, . . . , N − 1}, (1.89)
F 1
2
= −u1 − c
h1
2
+ ac, FN+ 12 = −
d− uN
hN
2
+ auN . (1.90)
En tenant compte des expressions (1.89) et (1.90), le sche´ma nume´rique (1.88) donne donc un syste`me de N
e´quations a` N inconnues (les inconnues sont u1, . . . , uN ).
1. Expliquer comment, a` partir de (1.86) et (1.87), on obtient ce sche´ma nume´rique.
2. (Existence de la solution approche´e.)
(a) On suppose ici que c = d = 0 et fi = 0 pour tout i ∈ {1, . . . , N}. Montrer qu’il existe un unique
vecteur U = (u1, . . . , uN) ∈ IRN solution de (1.88). Ce vecteur est obtenu en prenant ui = 0, pour
tout i ∈ {1, . . . , N}. (On rappelle que dans (1.88) les termes Fi+ 12 et Fi− 12 sont donne´s par (1.89) et(1.90).)
(b) On revient maintenant au cas ge´ne´ral (c’est a` dire c, d ∈ IR et f ∈ C([0, 1], IR). Montrer qu’il existe
un unique vecteur U = (u1, . . . , uN) ∈ IRN solution de (1.88). (On rappelle, encore une fois, que
dans (1.88) les termes Fi+ 12 et Fi− 12 sont donne´s par (1.89) et (1.90).)
Soient α, β > 0. On suppose, dans tout la suite de l’exercice, qu’il existe h > 0 tel que αh ≤ hi ≤ βh, pour
tout i ∈ {1, . . . , N}. On note ui = 1hi
∫ x
i+1
2
x
i− 1
2
u(x)dx, pour i = 1, . . . , N . (On rappelle que u est la solution
exacte de (1.86)-(1.87).)
3. (Non consistance du sche´ma au sens des diffe´rences finies)
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(a) Montrer que le syste`me peut se mettre sous la forme AU = B, ou` B est de´finie par
B1 = bf1 +
2c
h21
+
ac
h1
,
Bi = bfi, i = 2, ..., N − 1,
BN = bfn +
2d
h2N
.
(b) On pose R¯ = AU¯ − B avec U¯ = (u¯1, . . . , u¯N ). Ve´rifier que pour tout i ∈ {1, ..., N}, R¯i peut se
mettre sous la forme :
R¯i = R¯
1
i + R¯
2
i
ou` supi=1,..,N | R¯1i |≤ C1 et supi=1,..,N | R¯2i |≤ C2h.
(c) On se restreint dans cette question au cas ou` a = 0, b > 0, f = 0, c = 1, d = e
√
b
, N = 2q, hi = h si
i est pair et hi = h2 si i est impair, avec h =
2
3N .
Montrer que ‖R¯‖∞ ne tend pas vers 0 avec h.
4. (Consistance des flux.) En choisissant convenablement (F¯i+ 12 )i∈{0,...,N}, montrer que :
F¯i+ 12 − F¯i− 12 + bhiui = bhifi, i ∈ {1, . . . , N}, (1.91)
et que (F¯i+ 12 )i∈{0,...,N} ve´rifie les e´galite´s suivantes :
F¯i+ 12 = −
ui+1 − ui
hi+ 12
+ aui +Ri+ 12 , i ∈ {1, . . . , N − 1}, (1.92)
F¯ 1
2
= −u1 − c
h1
2
+ ac+R 1
2
, F¯N+ 12 = −
d− uN
hN
2
+ auN +RN+ 12 , (1.93)
avec,
|Ri+ 12 | ≤ C1h, i ∈ {0, . . . , N}, (1.94)
ou` C1 ∈ IR, et C1 ne de´pend que de α, β, et u.
5. (Estimation d’erreur.) On pose ei = ui − ui, pour i ∈ {1, . . . , N} et E = (e1, . . . , eN).
(a) Montrer que E est solution du syste`me (de N e´quations) suivant :
Gi+ 12 −Gi− 12 + bhiei = 0, i ∈ {1, . . . , N}, (1.95)
avec (Gi+ 12 )i∈{0,...,N} donne´ par les expressions suivantes :
Gi+ 12 = −
ei+1 − ei
hi+ 12
+ aei +Ri+ 12 , i ∈ {1, . . . , N − 1}, (1.96)
G 1
2
= − e1
h1
2
+R 1
2
, GN+ 12 = −
−eN
hN
2
+ aeN +RN+ 12 , (1.97)
(b) En multipliant (1.95) par ei et en sommant sur i = 1, . . . , N , montrer qu’il existe C2 ∈ IR, ne
de´pendant que de α, β, et u tel que :
N∑
i=0
(ei+1 − ei)2 ≤ C2h3, (1.98)
avec e0 = eN+1 = 0.
(c) Montrer qu’il existe C3 ∈ IR, ne de´pendant que de α, β, et u tel que :
|ei| ≤ C3h, pour tout i ∈ {1, . . . , N}. (1.99)
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6. (Principe du maximum.) On suppose, dans cette question, que f(x) ≤ d ≤ c, pour tout x ∈ [0, 1]. Montrer
que ui ≤ c, pour tout i ∈ {1, . . . , N}. (On peut aussi montrer que u(x) ≤ c, pour tout x ∈ [0, 1].)
7. On remplace, dans cette question, (1.89) et (1.90) par :
Fi+ 12 = −
ui+1 − ui
hi+ 12
+ aui+1, i ∈ {1, . . . , N − 1}, (1.100)
F 1
2
= −u1 − c
h1
2
+ au1, FN+ 12 = −
d− uN
hN
2
+ ad. (1.101)
Analyser brie`vement le nouveau sche´ma obtenu (existence de la solution approche´e, consistance des flux,
estimation d’erreur, principe du maximum).
Exercice 18 (Discre´tisation 2D par diffe´rences finies)
Ecrire le syste`me line´aire obtenu lorsqu’on discre´tise le proble`me{ −∆u = f dans Ω =]0, 1[×]0, 1[,
u = 0 sur ∂Ω.
(1.102)
par diffe´rences finis avec un pas uniforme h = 1/N dans les deux directions d’espace. Montrer l’existence et
l’unicite´ de la solution du syste`me line´aire obtenu.
Exercice 19 (Proble`me elliptique 2d, discre´tisation par DF) Corrige´ en page 1.8 page 50
Soit Ω =]0, 1[2⊂ IR2. On se propose d’e´tudier deux sche´mas nume´riques pour le proble`me suivant :{
−∆u(x, y) + k∂u
∂x
(x, y) = f(x, y), (x, y) ∈ Ω,
u = 0, sur ∂Ω,
(1.103)
ou` k > 0 est un re´el donne´ et f ∈ C(Ω¯) est donne´e. On note u la solution exacte de (1.103) et on suppose que
u ∈ C4(Ω¯).
1. (Principe du maximum)
Montrer que pour tout ϕ ∈ C1(Ω¯) t.q. ϕ = 0 sur ∂Ω, on a :∫
Ω
∇u(x) · ∇ϕ(x) dx+
∫
Ω
k
∂u
∂x
(x)ϕ(x) dx =
∫
Ω
f(x)ϕ(x) dx.
En de´duire que si f ≤ 0 sur Ω¯, on a alors u ≤ 0 sur Ω¯.
Soit N ∈ IN, on pose h = 1N+1 , et ui,j est la valeur approche´e recherche´e de u(ih, jh), (i, j) ∈ {0, ..., N +
1}2. On pose fi,j = f(ih, jh), pour tout (i, j) ∈ {1, ..., N}2. On s’inte´resse a` deux sche´mas de la forme :{
a0ui,j − a1ui−1,j − a2ui+1,j − a3ui,j−1 − a4ui,j+1 = fi,j , ∀(i, j) ∈ {1, ..., N}2,
ui,j = 0, (i, j) ∈ γ, (1.104)
ou` a0, a1, a2, a3, a4 sont donne´es (ce sont des fonctions donne´es de h) et γ = {(i, j), (ih, jh) ∈ ∂Ω} (γ
de´pend aussi de h). Le premier sche´ma, sche´ma [I], correspond au choix suivant des ai :
a0 =
4
h2
, a1 =
1
h2
+
k
2h
, a2 =
1
h2
− k
2h
, a3 = a4 =
1
h2
.
Le deuxie`me sche´ma, sche´ma [II], correspond au choix suivant des ai :
a0 =
4
h2
+
k
h
, a1 =
1
h2
+
k
h
, a2 = a3 = a4 =
1
h2
.
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2. (Consistance)
Donner une majoration de l’erreur de consistance en fonction de k, h et des de´rive´es de u, pour les sche´mas
[I] et [II]. Donner l’ordre des sche´mas [I] et [II].
3. (Principe du maximum discret)
Dans le cas du sche´ma [II] montrer que si (wi,j) ve´rifie :
a0wi,j − a1wi−1,j − a2wi+1,j − a3wi,j−1 − a4wi,j+1 ≤ 0, ∀(i, j) ∈ {1, ..., N}2,
on a alors
wi,j ≤ max
(n,m)∈γ
(wn,m), ∀(i, j) ∈ {1, ..., N}2.
Montrer que ceci est aussi vrai dans le cas du sche´ma [I] si h ve´rifie une condition a` de´terminer.
4. (Stabilite´)
Montrer que le sche´ma [II] et le sche´ma [I] sous la condition trouve´e en 3. sont stables (au sens ||U ||∞ ≤
C||f ||∞, avec une constante C a` de´terminer explicitement, ou` U = {ui,j}(i,j)∈{0,...,N+1}2 est solution de
(1.104). [On pourra utiliser la fonction φ(x, y) = 12y2].
En de´duire que dans le cas du sche´ma [II] et du sche´ma [I] sous la condition trouve´e en 3. le proble`me
(1.104) admet, pour tout f , une et une seule solution.
5. (Convergence)
Les sche´mas [I] et [II] sont-ils convergents? (au sens max(i,j)∈{0,...,N+1}2(|ui,j − u(ih, jh)|) → 0 quand
h→ 0). Quel est l’ordre de convergence de chacun des sche´mas ?
6. (Commentaires)
Quels sont, a` votre avis, les avantages respectifs des sche´mas [I] et [II] ?
Exercice 20 (Implantation de la me´thode des volumes finis.)
On conside`re le proble`me de conduction du courant e´lectrique
−div(µi∇φ(x)) = 0 x ∈ Ωi, i = 1, 2 (1.105)
ou` φ repre´sente le potentiel e´lectrique, j = −µ∇φ(x) est donc le courant e´lectrique, µ1 > 0, µ2 > 0 sont les
conductivite´s thermiques dans les domainesΩ1 et avec Ω2, avec Ω1 =]0, 1[×]0, 1[ et Ω2 =]0, 1[×]1, 2[.On appelle
Γ1 =]0, 1[×{0}, Γ2 = {1}×]0, 2[, Γ3 =]0, 1[×{2}, et Γ4 = {0}×]0, 2[ les frontie`res exte´rieures de Ω, et on note
I =]0, 1[×{0} l’interface entre Ω1 et Ω2 (voir Figure 1.5). Dans la suite, on notera µ la conductivite´ e´lectrique sur
Ω, avec µ|Ωi = µi, i = 1, 2.
On suppose que les frontie`res Γ2 et Γ4 sont parfaitement isole´es. Le potentiel e´lectrique e´tant de´fini a` une constante
pre`s, on impose que sa moyenne soit nulle sur le domaine, pour que le proble`me soit bien pose´.
La conservation du courant e´lectrique impose que∫
Γ1
j · n +
∫
Γ3
j · n = 0,
ou` n de´signe le vecteur unitaire normal a` la frontie`re ∂Ω et exte´rieure a` Ω.
Enfin, on suppose que l’interface I est le sie`ge d’une re´action e´lectrochimique qui induit un saut de potentiel. On
a donc pour tout point de l’interface I :
φ2(x)− φ1(x) = ψ(x), ∀x ∈ I,
ou` φi de´signe la restriction de φ au sous domaine i. La fonction φ est donc discontinue sur l’interface I . Notons
que, par contre, le courant e´lectrique est conserve´ et on a donc
(−µ∇φ · n)|2(x) + (−µ∇φ · n)|1(x) = 0, ∀x ∈ I.
1. Ecrire le proble`me complet, avec conditions aux limites.
2. Discre´tiser le proble`me par la me´thode des volumes finis, avec un maillage rectangulaire uniforme, (conside´rer
deux inconnues discre`tes pour chaque areˆte de l’interface) et e´crire le syste`me line´aire obtenu sur les inconnues
discre`tes.
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Exercice 21 (Elimination des inconnues d’areˆtes.) Suggestions en page 42, corrige´ en page 53
On se place ici dans le cadre des hypothe`ses et notations du paragraphe 1.5.2 page 26
1. Pour chaque areˆte interne σ = K|L, calculer la valeur uσ en fonction de uK et uL et en de´duire que les flux
nume´riques FK,σ et FL,σ ve´rifient bien (1.67)
2. Pour chaque areˆte σ ⊂ Γ1 ∪ Γ3, telle que σ ∈ EK , calculer uσ en fonction de uK et montrer que FK,σ ve´rifie
bien (1.68)
3. Pour chaque areˆte σ ∈ EI , avec σ = K|L K ∈ Ω1 , calculer la valeur uσ en fonction de uK et uL et en
de´duire que les flux nume´riques FK,σ et FL,σ ve´rifient bien (1.70)
4. Ecrire le syste`me line´aire que satisfont les inconnues (uK)K∈T .
1.7 Suggestions pour les exercices
Exercice 1 page 30 (Comparaison diffe´rences finies- volumes finis)
On rappelle que le sche´ma diffe´rences finies s’obtient en e´crivant l’e´quation en chaque point de discre´tisation, et
en approchant les de´rive´es par des quotients diffe´rentiels, alors que le sche´ma volumes finis s’obtient en inte´grant
l’e´quation sur chaque maille et en approchant les flux par des quotients diffe´rentiels.
1. Ne vous laissez pas impressioner par le sinus, la proce´dure reste la meˆme que dans le cas line´aire, sauf, bien
e´videmment que vous allez obenir un syste`me discret non line´aire.
2. Le syste`me redevient line´aire...
Exercice 1 page 30 (Comparaison diffe´rences finies- volumes finis)
En diffe´rences finies : il faut prendre N + 2 inconnues au lieu des N . Aux points x1, . . .xN , on e´crit les e´quations
et on remplace les de´rive´es par des quotients diffe´rentiels, comme dans le cours. Pour les conditions limites, on
conside`re en plus les valeurs approche´es en 0 et en 1. On e´crit alors le quotient diffe´rentiel u1 − u0
h
pour approcher
u′(0) et de meme, on e´crit le quotient diffe´rentiel uN+1 − uN
h
pour approcher u′(1). On obtient deux e´quations
supple´mentaires qui permettent d’e´liminer u0 et uN+1.
En volumes finis, les de´rive´es en 0 et 1 sont les flux, qui interviennent directement dans la discre´tisation des
e´quations. Donc la condition limite en 1 est directement prise en compte dans l’e´quation de bilan sur la dernie`re
maille. Par contre la condition limite en 0 fait intervenir la valeur u(0) et il faut donc introduire une inconnue
auxiliare u0 qu’on e´limine par la condition limite approche´e.
Exercice 3 page 30 (Principe du maximum)
2. Poser u0 = a, uN+1 = b. Conside´rer p = min{i = 0, · · · , N + 1 ; up = minj=0,··· ,N+1 uj}. Montrer que
p = 0 ou N + 1.
Exercice 7 page 32 (Conditionnement efficace)
Partie 1
1. Pour montrer que A est inversible, utiliser le the´ore`me du rang.
2. Utiliser le fait que ϕ est un polynoˆme de degre´ 2.
3. Pour montrer que ‖A−1‖ = 1
8
, remarquer que le maximum de ϕ est atteint en x = .5, qui correspond a` un point
de discre´tisation car N est impair.
Partie 2 Conditionnement efficace
1. Utiliser la convergence uniforme. 2. Utiliser le fait que Aφ =
(
1 . . .
)t
.
Analyse nume´rique des EDP, M1 40 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
1.7. SUGGESTIONS POUR LES EXERCICES CHAPITRE 1. DF ET VF POUR LA DIFFUSION
Exercice 9 page 34 (Erreur de consistance)
1. Utiliser l’erreur de consistance.
2. Trouver un contre-exemple.
Exercice 10 page 34 (Diffe´rences finies pour un proble`me elliptique)
Questions 1 a` 3 : application directe des me´thodes de de´monstration vues en cours (paragraphe 1.2 page 12).
Question 4 : La fonction θ est introduite pour montrer une majoration de ‖A−1‖, puisqu’on a plus AΦ = 1, ou`
Φi = ϕ(xi) est la etϕ est la fonction “miracle” dans le cas−u′′ = f . Une fois qu’on a montre´ les bonnes proprie´te´s
de la fonction θ (questions 4.a et 4.b), on raisonne comme dans le cours pour la question 4.c (voir de´monstration
de la proposition 1.15 page 16.
Exercice 12 (Traitement de la condition de Fourier)
2. On rappelle que l’erreur de consistance RN+1/2 sur le flux en xN+1/2 est donne´ par la formule (1.49) page 22.
On a donc : RN+1/2 = F¯N+1/2 − F ∗N+1/2 avec F¯N+1/2 = −u′(1).
Pour de´terminer F ∗N+1/2, on remplace l’inconnue discre`te par la solution exacte au point associe´ dans l’expression
du flux discret. Apre`s calculs, ceci doit vous amener a` :
F ∗N+1/2
= αu(xN )− b pour la discre´tisation (1.17)2
αh+ 2
(
αu(xN )− b) pour la discre´tisation (1.17)
(1.106)
Il faut ensuite effectuer appliquer le the´ore`em des accroissemntes finis pour montrer qu’elle est d’ordre 1 dans le
premier cas, et un de´veloppement limite´ pour montrer quelle est d’ordre 2 dans le second.
Exercice 11 (Non consistance des volumes finis)
Prendre f constante et e´gale a` 1 et prendre hi = h/2 pour i pair et hi = h pour i impair.
Exercice 13 page 35 (Consistance des flux)
1. Effectuer deux de´veloppements de Taylor-Young a` l’ordre 2 entre xi et xi+1/2 et entre xi+1 et xi+1/2.
2. Effectuer deux de´veloppements de Taylor-Lagrange a` l’ordre 2 entre xi et xi+1/2 et entre xi+1 et xi+1/2.
Exercice 14 page 35 (Conditions aux limites de Neumann)
1. En diffe´rences finies, e´crire les e´quations internes de manie`re habituelle, et e´liminez les inconnues qui appa-
raissent au bord u0 et uN+1 en discre´tisant convenablement les conditions aux limites. En volumes finis, c’est
encore plus simple (flux nul au bord...)
2. Remarquer les constantes sont solutions du proble`me continu, et chercher alors par exemple une solution a`
moyenne nulle.
Exercice 15 page 35 (Conditions aux limites de Fourier (ou Robin) et Neumann)
Ecrire les e´quations internes de manie`re habituelle, et e´liminez les inconnues qui apparaissent au bord u0 et uN+1
en discre´tisant convenablement les conditions aux limites.
Exercice 17 page 36 (Volumes finis 1D)
1. Pour justifier le sche´ma : e´crire les bilans par maille, et approchez les flux par des quotients diffe´rentiels de
manie`re consistante.
2 (a) On pourra, par exemple, multiplier (1.88) par ui et sommer pour i = 1, . . . , N , puis conclure en remarquant,
en particulier, que
∑N
i=1(ui − ui−1)ui = 12
∑N+1
i=1 (ui − ui−1)2, avec u0 = uN+1 = 0.
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2 (b) Pensez au miracle de la dimension finie. . .
4. Effectuer les de´veloppements de Taylor
5. (b) (c) Se de´barasser des termes de convection en remarquant qu’ils ont ”le bon signe”, et s’inspirer de la
de´monstration du the´ore`me 1.30 page 22.
Exercice 18 (Discre´tisation 2D par diffe´rences finies)
Adapter le cas unidimensionnel, en faisant attention aux conditions limites. Pour montrer l’existence et unicite´,
calculer le noyau de la matrice.
Exercice 21 (Elimination des inconnues d’areˆtes)
1. Ecrire la conservativite´ du flux : FK,σ = −FL,σ et en de´duire la valeur de uσ.
2. Trouver la valeur de uσ qui ve´rifie
−m(σ)λi uσ − uK
dK,σ
= m(σ)α(uσ − uext).
3. Remplacer FK,σ et FL,σ par leurs expressions dans (1.69) et en de´duire la valeur de uσ.
4. Adopter l’ordre lexicographique pour la nume´rotation des mailles, puis e´tablir l’e´quation de chaque maille, en
commena¸nt par les mailles interne.
1.8 Corrige´s des exercices
Exercice 1 page 30
Le sche´ma diffe´rences finies pour l’e´quation (1.71) s’e´crit :
1
h2 (2ui − ui−1 − ui+1) + sinui = fi, i = 1, . . . , N,
u0 = a, uN+1 = b.
Le sche´ma volumes finis pour la meˆme e´quation s’e´crit :
Fi+ 12 − Fi− 12 + h sinui = hfi, i = 1, . . . , N (1.107)
avec Fi+ 12 = −
ui+1 − ui
h
, i = 1, . . . , N − 1 et F 1
2
= −u1 − a
h
2
.
FN+ 12 = −
b− uN
h
2
En remplac¸ant les expressions des flux dans l’e´quation (1.107). On obtient :
1
h2 (2ui − ui+1 − ui−1) + sinui = fi, i = 2, . . . , N − 1
1
h2 (3u1 − 2u2 − a) + sinu1 = 2f1
1
h2 (3uN − 2uN−1 − b) + sinuN = 2fN ,
2. La diffe´rence entre les deux sche´mas re´side uniquement dans la premie`re et la dernie`re e´quations.
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Exercice 5 page 31
1. La matrice M et le second membre b sont donne´s par :
(MU)i =
1
h2
(2ui − ui+1 − ui−1) + 1
h
vi(ui − ui−1), pour i = 2, . . . , N,
(MU)1 =
1
h2
(2u1 − u2) + 1
h
v1u1,
(MU)N =
1
h2
(2uN − uN−1) + 1
h
vN (uN − uN−1),
et b =

( 1h2 +
v1
h )a0
0
.
.
.
0
1
h2 a1

(1.108)
(a) Supposons MU ≥ 0. Soit i0 = min{i;ui = minj uj}.
(i) Si i0 = 1, comme 1h2 (2u1 − u2) + 1hv1u1 ≥ 0, on a : ( 1h2 + 1hv1)u1 + 1h2 (u1 − u2) ≥ 0, et comme
u1 − u2 ≤ 0, ceci entraine u1 ≥ 0.
(ii) Si 2 ≤ i0 ≤ N − 1, on a :
1
h2
(ui0 − ui0+1) +
1
h2
− (ui0 − ui0−1) +
1
h
vi(ui0 − ui0−1) ≥ 0.
Mais par de´finition de i0, on a ui0 − ui0+1 ≤ 0 et , et ui0 − ui0−1 < 0 donc ce cas est impossible.
(iii) Si i0 = N , on a :
1
h2
uN +
1
h2
(uN − uN−1) + 1
h
vi(uN − uN−1) ≥ 0.
Or par de´finition de i0 = N , on a uN < uN−1, et donc uN > 0.
On a donc montre´ que si MU ≥ 0 alors U ≥ 0.
(b) Comme MU ≥ 0⇒ U ≥ 0, on a donc (en prenant U puis −U ) MU = 0⇒ U = 0, ce qui prouve que M
est inversible,
(c) Soit U solution de MU = b. Posons U˜ = (u0, u1, . . . , uN , uN+1), avec u0 = a0 et uN+1 = a1. Re-
marquons d’abord que le minimum et le maximum des composantes ui de U˜ ne peuvent eˆtre atteints pour
i = 1, . . . , N que si les ui sont tous e´gaux (auquel cas ui = a0 = a1 pour tout i = 0, . . . , N + 1). En effet,
pour i = 1, . . . , N , on a :
1
h2
(ui − ui+1) + 1
h2
(ui − ui−1) + 1
h
vi(ui − ui−1) = 0. (1.109)
Soit i0 = min{i;ui = minj uj}, et i1 = min{i;ui = maxj uj}. Par de´finition de i0, on a ui0 − ui0+1 ≤ 0
et , et ui0−ui0−1 < 0 donc (1.109) est impossible si 1 < i0 < N . Donc i0 = 1 ou N . Soit i1 = min{i;ui =
maxj uj}, on a ui1 − ui1+1 ≥ 0 et , et ui1 − ui1−1 > 0 et (1.109) est encore impossible si 1 < i1 < N .
On en de´duit que i0 = 0 ou N +1 et i1 = 0 ou N +1, ce qui prouve que min(a0, a1) ≤ ui ≤ max(a0, a1).
2.
(a) Par de´finition, mi,i = 1h2 + 1hvi, avec vi ≥ 0, ce qui prouve le re´sultat.
(b) Par de´finition, mi,j est soit nul, soit e´gal a` − 1h2 + 1hvi si j = i − 1, soit e´gal a` − 1h2 si j = i + 1, ce qui
prouve le re´sultat.
(c) On a montre´ que M est inversible a` la question pre´ce´dente.
(d) D’apre`s la question 1.2, on sait que si MU ≥ 0, alors U ≥ 0. Soit ei le i-e`me vecteur de la base canonique.
On a ei = M(M−1)ei ≥ 0, et donc M−1ei ≥ 0, ce qui montre que tous les coefficients de M−1 doivent
eˆtre positifs.
Exercice 7 page 32 (Conditionnement “efficace”)
Partie I
1. Soit u = (u1, . . . , uN ). On a
Au = b⇔
{ 1
h2
(ui − ui−1) + 1
h2
(ui − ui+1) = bi, ∀i = 1, . . . N,
u0 = uN+1 = 0.
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Supposons bi ≥ 0, ∀i = 1, . . . , N , et soit p ∈ {0, . . . , N + 1} tel que up = min(ui, i = 0, . . . , N + 1).
Si p = 0 ou N + 1, alors ui ≥ 0 ∀i = 0, N + 1 et donc u ≥ 0.
Si p ∈ {1, . . . , N}, alors
1
h2
(up − up−1) + 1
h2
(up − up+1) ≥ 0
et comme up − up−1 < 0 et up − up+1 ≤ 0, on aboutit a` une contradiction.
Montrons maintenant que A est inversible. On vient de montrer que si Au ≥ 0 alors u ≥ 0. On en de´duit par
line´arite´ que si Au ≤ 0 alors u ≤ 0, et donc que si Au = 0 alors u = 0. Ceci de´montre que l’application line´aire
repre´sente´e par la matrice A est injective donc bijective (car on est en dimension finie).
2. Soit ϕ ∈ C([0, 1], IR) tel que ϕ(x) = 1/2x(1− x) et φi = ϕ(xi), i = 1, N , ou` xi = ih.
(Aφ)i est le de´veloppement de Taylor a` l’ordre 2 de ϕ′′(xi), et comme ϕ est un polynoˆme de degre´ 2, ce
de´veloppement est exact. Donc (Aφ)i = ϕ′′(xi) = 1.
3. Soient b ∈ IRN et u ∈ IRN tels que Au = b. On a :
(A(u ± ‖b‖ϕ))i = (Au)i ± ‖b‖(Aφ)i = bi ± ‖b‖.
Prenons d’abord b˜i = bi + ‖b‖ ≥ 0, alors par la question (1),
ui + ‖b‖φi ≥ 0 ∀i = 1, . . . , N.
Si maintenant on prend b¯i = bi − ‖b‖ ≤ 0, alors
ui − ‖b‖φi ≤ 0 ∀i = 1, . . . , N.
On a donc−‖b‖φi ≤ ‖b‖φi.
On en de´duit que ‖u‖∞ ≤ ‖b‖ ‖φ‖∞ ; or ‖φ‖∞ = 1
8
. D’ou` ‖u‖∞ ≤ 1
8
‖b‖.
On peut alors e´crire que pour tout b ∈ IRN ,
‖A−1b‖∞ ≤ 1
8
‖b‖, donc ‖A
−1b‖∞
‖b‖∞ ≤
1
8
, d’ou` ‖A−1‖ ≤ 1
8
.
On montre que ‖A−1‖ = 1
8
en prenant le vecteur b de´fini par b(xi) = 1, ∀i = 1, . . . , N . On a en effet A−1b = φ,
et comme N est impair, ∃i ∈ {1, . . . , N} tel que xi = 12 ;or ‖ϕ‖∞ = ϕ(12 ) = 18 .
4. Par de´finition, on a ‖A‖ = sup‖x‖∞=1 ‖Ax‖, et donc ‖A‖ = maxi=1,N
∑
j=1,N |ai,j |, d’ou` le re´sultat.
5. Graˆce aux questions 3 et 4, on a, par de´finition du conditionnement pour la norme ‖·‖, cond(A) = ‖A‖‖A−1‖ =
1
2h2 .
Comme Aδu = δb, on a :
‖δu‖ ≤ ‖A−1‖δb‖‖b‖‖b‖ ≤ ‖A
−1‖δb‖‖A‖‖u‖‖b‖ ,
d’ou` le re´sultat.
Pour obtenir l’e´galite´, il suffit de prendre b = Au ou` u est tel que ‖u‖ = 1 et ‖Au‖ = ‖A‖, et δb tel que ‖δb‖ = 1
et ‖A−1δb‖ = ‖A−1‖. On obtient alors
‖δb‖
‖b‖ =
1
‖A‖ et
‖δu‖
‖u‖ = ‖A
−1‖.
D’ou` l’e´galite´.
Partie 2 Conditionnement efficace
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1. Soient ϕ(h) et f (h) les fonctions constantes par morceaux de´finies par
ϕh(x) =
{
ϕ(ih) = φi si x ∈]xi − h2 , xi + h2 [, i = 1, . . . , N,
0 si x ∈ [0, h2 ] ou x ∈]1 − h2 , 1].
et
f (h)(x) =
{
f(ih) = bi si x ∈]xi − h2 , xi + h2 [,
f(ih) = 0 si x ∈ [0, h2 ] ou x ∈]1− h2 , 1].
Comme f ∈ C([0, 1], IR) et ϕ ∈ C2([0, 1], IR), la fonction fh (resp. ϕh) converge uniforme´ment vers f (resp. ϕ)
lorsque h→ 0. On a donc
h
N∑
i=1
biϕi =
∫ 1
0
f (h)(x)ϕ(h)(x)dx→
∫ 1
0
f(x)ϕ(x)dx lorsque h→ 0.
Comme bi > 0 et fi > 0 ∀i = 1, . . . , N , on a e´videmment
SN =
N∑
i=1
biϕi > 0 et SN →
∫ 1
0
f(x)ϕ(x)dx = β > 0 lorsque h→ 0.
Donc il existe N0 ∈ IN tel que si N ≥ N0, SN ≥ β
2
, et donc SN ≥ α = min(S0, S1 . . . SN0 ,
β
2
) > 0.
2. On a N‖u‖ = N supi=1,N |ui| ≥
∑N
i=1 ui. D’autre part, Aϕ =
(
1 . . . 1
)t donc u · Aϕ = N∑
i=1
ui ; or
u · Aϕ = Atu · ϕ = Au · ϕ car A est syme´trique. Donc u · Aϕ =
N∑
i=1
biϕi ≥ α
h
d’apre`s la question 1. Comme
δu = A
−1δb, on a donc ‖δu‖ ≤ ‖A−1‖ ‖δb‖ ; et comme N‖u‖ ≥ α
h
, on obtient : ‖δu‖‖u‖ ≤
1
8
hN
α
‖δb‖‖f‖∞‖b‖ . Or
hN = 1 et on a donc bien : ‖δu‖
‖u‖ ≤
‖f‖∞
8α
‖δb‖
‖b‖ .
3. Le conditionnement cond(A) calcule´ dans la partie 1 est d’ordre 1/h2, et donc tend vers l’infini lorsque le pas
du maillage tend vers 0, alors qu’on vient de montrer dans la partie 2 que la variation relative ‖δu‖‖u‖ est infe´rieure
a` une constante multiplie´e par la variation relative de ‖δb‖‖b‖ . Cette dernie`re information est nettement plus utile et
re´jouissante pour la re´solution effective du syste`me line´aire.
Exercice 9 page 34 (Erreur de consistance)
1. Si f est constante, alors−u′′ est constante, et donc les de´rive´es d’ordre supe´rieur de u sont nulles. Donc par
l’estimation (1.30) page 15 sur l’erreur de consistance, on a Ri = 0 pour tout i = 1, . . . , N .
Si on appelle U le vecteur de composantes ui et U¯ le vecteur de IRN de composantes u(xi), on peut re-
marquer facilement que U − U¯ = A−1R, ou` R est le vecteur de composantes Ri. On a donc U − U¯ = 0,
c.q.f.d.
2. Il est facile de voir que f n’est pas force´ment constante, en prenant f(x) = sin 2pix, et h = 1/2, on n’a donc
qu’une seule inconnue u1 qui ve´rifie u1 = 0, et on a e´galement u(1/2) = sinpi = 0.
Exercice 11 page 35 (Non consistance des volumes finis)
Par de´veloppement de Taylor, pour i = 1, . . . , N , il existe ξi ∈ [xi, xi+1] tel que :
u(xi+1) = u(xi) + hi+ 12u
′(xi) +
1
2
h2i+ 12
u′′(xi) +
1
6
h3i+ 12
u′′′(ξi),
et donc
Ri = − 1
h i
hi+ 12 + hi− 12
2
u′′(xi) + u′′(xi) + ρi, i = 1, . . . , N, (1.110)
Analyse nume´rique des EDP, M1 45 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
1.8. CORRIG ´ES DES EXERCICES CHAPITRE 1. DF ET VF POUR LA DIFFUSION
ou` |ρi| ≤ Ch, C ne de´pendant que de la de´rive´e troisie`me de u. Il est facile de voir que, en ge´ne´ral, Ri, ne tend
pas vers 0 lorsque h tend vers 0 (sauf dans des cas particuliers). En effet, prenons par exemple f ≡ 1, hi = h pour
i pair, hi = h/2 pour i impair, and xi = (xi+1/2 + xi−1/2)/2, pour i = 1, . . . , N . On a dans ce cas u′′ ≡ −1,
u′′′ ≡ 0, et donc :
Ri = −1
4
si i est pair, et Ri = +
1
2
si i est impair.
On en conclut que sup{|Ri|, i = 1, . . . , N} 6→ 0 as h→ 0.
Exercice 13 page 35
1. Par de´veloppement de Taylor-Young, pour i = 1, . . . , N :
u(xi+1) = u(xi+ 12 ) + (xi+1 − xi+ 12 )u′(xi+ 12 ) +
1
2 (xi+1 − xi+ 12 )2u′′(xi+ 12 ) +
1
2 (xi+1 − xi+ 12 )2ε(xi+1 − xi+ 12 ),
u(xi) = u(xi+ 12 ) + (xi − xi+ 12 )u′(xi+ 12 ) +
1
2 (xi − xi+ 12 )2u′′(xi+ 12 ) +
1
2 (xi − xi+ 12 )2ε(xi − xi+ 12 ),
avec ε(x)→ 0 lorsque x→ 0. Par soustraction, on en de´duit que :
u(xi+1)− u(xi) = (xi+1 − xi)u′(xi+ 12 ) +
1
2
(xi+1 − xi)(xi+1 + xi − 2xi+ 12 )u
′′(xi+ 12 ) + ρ˜i+ 12 ,
ou`
ρ˜i+ 12 =
1
2
((xi+1 − xi+ 12 )
2ε(xi+1 − xi+ 12 )− (xi − xi+ 12 )
2ε(xi − xi+ 12 ).
Donc, en posant F ∗i+ 12 = −
u(xi+1)− u(xi)
hi+ 12
, on obtient apre`s simplifications :
F ∗i+ 12 = −u
′(xi+ 12 )−
1
2
[
xi+1 + xi − 2xi+ 12
]
u′′(xi+ 12 ) + ρi+ 12
avec
∣∣∣ρi+ 12 ∣∣∣ ≤ Ch2, ou` h = maxi=1,...,N hi et C ne de´pend que de u′′′.
2. Dans le cas ou` u ∈ C3([0, 1]) xi+ 12 =
xi+1+xi
2 , on a donc
∣∣∣F ∗i+ 12 + u′(xi+ 12 ∣∣∣ ≤ ρi+ 12 , et donc le flux est
consistant d’ordre 2.
Dans le cas ge´ne´ral, on peut seulement majorer 1
2
(
xi+1 + xi − 2xi+ 12
)
par h, on a donc un flux consistant d’ordre
1.
Exercice 14 page 35
1. On se donne une discre´tisation (xi)i=1,...,N de l’intervalle [0, 1], de pas constant et e´gal a` h. On e´crit l’e´quation
en chaque point xi, et on remplace −u′′(xi) par le quotient diffe´rentiel habituel. En appelant u1, . . . , uN les
inconnues localise´es aux points x1, . . . , xN , et u0, uN+1 les inconnues auxiliaires localise´es en x = 0 et x = 1,
on obtient les e´quations discre`tes associe´es aux inconnues i = 1, . . . , N .
1
h2
(2ui − ui−1 − ui+1) + ciui = fi,
avec ci = c(xi) et fi = f(xi). Il reste a` de´termineru0 et uN+1. Ceci se fait en approchant la de´rive´eu′(0)( resp.u′(1))
par
1
h
(u(x1)− u(0))
(
resp.
1
h
(u(1)− u(xN )
)
.
Comme u′(0) = 0 et u′(1) = 0, on obtient donc que u0 = u1 et uN+1 = uN . Le sche´ma diffe´rences finies s’e´crit
donc : 
1
h2
(u1 − u2) + c1u1 = f1
1
h2
(2ui − ui−1 − ui+1) + ciui = fi, i = 2, . . . , N − 1,
1
h2
(uN − uN−1) + cNuN = fN .
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2. On se donne un maillage volumes finis, et on inte`gre l’e´quation sur chaque maille, ce qui donne le sche´ma
Fi+ 12 − Fi− 12 = hifi, i = 1, . . . , N,
ou` Fi+ 12 est le flux nume´rique a` l’interface xi+ 12 . Pour i = 1, . . . , N − 1, ce flux nume´rique est donne´ par
Fi+ 12 =
ui+1 − ui
hi 12
.
Pour i = 0 et i = N + 1, on se sert des conditions de Neumann, qui imposent un flux nul. On e´crit donc :
F 1
2
= FN+ 12 = 0.
Exercice 15 page 35
1. La discre´tisation par diffe´rences finies donne comme i-e`me e´quation (voir par exemple exercice 14 page 35 :
1
h2
(2ui − ui−1 − ui+1) + ciui = fi, i = 1, . . . , N.
Il reste donc a` de´terminer les inconnues u0 et uN+1 a` l’aide de la discre´tisation des conditions aux limites, qu’on
approche par :
u1 − u0
h
+ α(u0 − u˜) = 0,
uN+1 − uN
h
+ α(uN+1 − u˜) = 0
ou` u0 et uN+1 sont les valeurs approche´es en x0 et xN+1, on a donc par e´limination :
u0 =
1
α− 1h
(
αu˜ − u1
h
)
et uN+1 =
1
α+ 1h
(
αu˜ +
uN
h
)
.
Ce qui termine la de´finition du sche´ma.
2. Par volumes finis, la discre´tisation de l’e´quation s’e´crit
Fi+ 12 − Fi− 12 = hifi, i = 1, . . . , N,
et les seuls flux “nouveaux” sont encore F1/2 et FN+ 12 , qu’on obtient a` partir de la discre´tisation des conditions
aux limites. Ceci peut se faire de plusieurs manie`res.
On peut, par exemple, discre´tiser la condition aux limites en 0 par :
F1/2 + α(u0 − u˜) = 0, avec F1/2 = u1 − u0h1
2
.
On a ddans ce cas : −α(u0 − u˜) × h1
2
= −u1 + u0, d’ou` on de´duit que u0 = αu˜h1 + 2u1
αh1 + 2
, et qui conduit a`
l’expression suivante pour F1/2 :
F1/2 =
α
αh1 + 2
(2(u1 − u˜)− αh1u˜) .
Le calcul est semblable pour FN+1/2
Exercice 17 page 36
1. On inte`gre (1.86) sur une maille [xi−1/2, xi+1/2] et on obtient :
−u′(xi+1/2) + u′(xi−1/2) + a[u(xi+1/2)− u(xi−1/2)] + b
∫ xi+1/2
xi−1/2
u(x)dx = bhifi. (1.111)
Pour justifier le sche´ma nume´rique propose´ on remarque que :
u(xi+1) = u(xi+1/2) + (xi+1 − xi+1/2)u′(xi+1/2) + 1
2
(xi+1 − xi+1/2)2u′′(ξi), avec ξi ∈ [xi+1/2, xi+1],
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et de meˆme
u(xi) = u(xi+1/2) + (xi − xi+1/2)u′(xi+1/2) + 1
2
(xi − xi+1/2)2u′′(γi), avec γi ∈ [xi−1/2, xi],
dont on de´duit :
u(xi+1)− u(xi) = hi+1/2u′(xi+1/2) + 1
8
(h2i+1u
′′(ξi)− h2iu′′(γi)).
De plus en utilisant le fait que xi est le milieu de [xi−1/2, xi+1/2] on a (voir de´monstration plus loin)∫ xi+1/2
xi−1/2
udx = u(xi)hi +
1
24
u′′(αi)h3i (1.112)
D’ou` le sche´ma nume´rique.
De´montrons la formule (1.112). Pour cela il suffit (par changement de variable) de de´montrer que si u ∈ C2(IR),
alors pour tout α ≥ 0, on a : ∫ α
−α
udx = 2αu(0) +
1
3
u′′(αi)α3. (1.113)
Pour cela, on utilise une formule de type Taylor avec reste inte´gral, qu’on obtient en remarquant que si on pose
ϕ(t) = u(tx), alors ϕ′(t) = xu(tx), et ϕ′′(t) = x2u′′(tx). Or ϕ(1) − ϕ(0) = ∫ 1
0
ϕ′(t)dt, et par ine´gration par
parties, on obtient donc :
ϕ(1) = ϕ(0) + ϕ′(0) +
∫ 1
0
ϕ′′(t)(1− t)ds.
On en de´duit alors que
u(x) = u(0) + xu′(0) +
∫ 1
0
x2u′′(tx)(1 − t)dt.
En inte´grant entre −α et α, on obtient alors :∫ α
−α
u(x)dx = 2αu(0) +A, avec A =
∫ 1
0
x2u′′(tx)(1 − t)dt dx.
Comme la fonction u′′ est continue elle est minore´e et majore´e sur [−α, α]. Soient donc m = min[−α,α] u′′ et
M = min[−α,α] u′′. Ces deux valeurs sont atteintes par u′′ puisqu’elle est continue. On a donc u′′([−α, α]) =
[m,M ]. De plus, la fonction (x, t) 7→ x2(1− t) est positive ou nulle sur [−α, α]× [0, 1]. On peut donc minorer et
majorer A de la manie`re suivante
m
∫ 1
0
x2(1− t)dt dx ≤ A ≤M
∫ 1
0
x2(1− t)dt dx.
Or
∫ 1
0
x2(1− t)dt dx = 13α3. On en de´duit que 13α3m ≤ A ≤ 13α3M, et donc que A = 13α3γ, avec γ ∈ [m,M ] ;
mais comme u′′ est continue, elle prend toutes les valeurs entre m et M , il existe donc β ∈ [−α, α] tel que
γ = u′′(β), ce qui termine la preuve de (1.113).
2 (a). On multiplie (1.88) par ui et on somme pour i = 1, . . . , N . On obtient apre`s changement d’indice que
i=N∑
i=0
(ui+1 − ui)2
hi+1/2
+
a
2
i=N∑
i=0
(ui+1 − ui)2 + b
i=N∑
i=0
u2ihi = 0.
Ce qui donne ui = 0 pour tout i = 1 . . .N , d’ou` en mettant le sche´ma sous la forme matricielle AU = B on
de´duit que l’application line´aire repre´sente´e par la matrice A est injective donc bijective (graˆce au fait qu’on est en
dimension finie) et donc que (1.88) admet une unique solution.
3 (a). Evident.
(b). On pose R¯ = AU¯ −B. On a donc Ri = R(1)i +R(2)i , avec
R
(1)
i = −
1
hi
[(
u¯i+1 − u¯i
hi+1/2
− u′(xi+1/2)
)
−
(
u¯i − u¯i−1
hi−1/2
− u′(xi−1/2)
)]
,
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R
(2)
i =
a
hi
[(u¯i − u(xi+1/2))− (u¯i−1 − u(xi+1/2))].
De plus on remarque que
u¯i =
1
hi
∫ xi+1/2
xi−1/2
udx = u(xi+1/2)−1
2
u′(xi+1/2)hi+
1
6
u′′(xi+1/2)h2i−
1
24
u(3)(di)h
3
i avec di ∈ [xi−1/2, xi+1/2],
u¯i+1 =
1
hi+1
∫ xi+3/2
xi+1/2
udx = u(xi+1/2)+
1
2
u′(xi+1/2)hi+1+
1
6
u′′(xi+1/2)h2i+1−
1
24
u(3)(δi)h
3
i+1 avec δi ∈ [xi+1/2, xi+3/2].
Ce qui implique que :
u¯i+1 − u¯i
hi+1/2
= u′(xi+1/2) +
1
3
u′′(xi+1/2)(hi+1 − hi) + 1
24
1
hi+1/2
[
u(3)(δi)h
3
i+1 + u
(3)(di)h
3
i
]
et donc
1
hi
[
u¯i+1 − u¯i
hi+1/2
− u′(xi+1/2)
]
= Si +Ki,
avec
|Si| = |1
3
u′′(xi+1/2)
(
hi+1
hi
− 1
)
+
1
24
| ≤ Ch et |Ki| = | 1
hihi+1/2
[
u(3)(δi)h
3
i+1 + u
(3)(di)h
3
i
]
| ≤ Ch,
ou` C ne de´pend que de u. De plus si on pose : Li = 1hi (u¯i − u(xi+1/2), par de´veloppement de Taylor, il existe
C˜ ne de´pendant que de u telle que |Li| ≤ Ch. Finalement on conclut que |R(1)i | = | − Si + Si+1| ≤ C1 et
|R(2)i | = | −Ki +Ki−1 + a(Li − Li−1)| ≤ C2h.
4. Reprendre les re´sultats pre´ce´dents. . . Pour |Ri+1/2| ≤ Ch reprendre calcul du 3 |Ri+1/2| = |hi(−Si−Ki+Li)|.
5 (a). On pose ei = u¯i − ui. Cette de´finition implique que ei est solution du syste`me (1.95)-(1.97). (b). Un calcul
similaire a` celui de la question 2. donne que
b
N∑
1
hiei +
i=N∑
i=0
(ei+1 − ei)2
hi+1/2
+
a
2
i=N∑
i=0
(ei+1 − ei)2 =
i=N∑
i=0
Ri+1/2(ei+1 − ei)
D’ou` en utilisant le fait que
αh ≤ hi ≤ βh et l’ine´galite´ de Cauchy-Schwarz on de´duit que
1
βh
i=N∑
i=0
(ei+1 − ei)2 ≤
(
i=N∑
i=0
(ei+1 − ei)2
)1/2(i=N∑
i=0
R2i+1/2
)1/2
et en utilisant (1.94), et le fait que
i=N∑
i=0
hi = 1 entraine N ≤ 1
αh
, on de´duit :
i=N∑
i=0
(ei+1 − ei)2 ≤ C1 β
α
h3.
En remarquant que ei =
j=i−1∑
j=0
(ej+1 − ej) on a pour tout 0 < i ≤ N que
|ei| ≤
j=i∑
j=0
(ej+1 − ej)2
1/2 i1/2 ≤ (C1 β
α
h3
)1/2
N1/2
et donc |ei| ≤
√
C1β
α h, pour tout 0 < i ≤ N .
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Exercice 19 page 38
On note (x, y) les coordonne´es d’un point de IR2.
1. En multipliant la premie`re e´quation de (1.103) par ϕ et en inte´grant par parties, on trouve, pour tout ϕ ∈ C1(Ω¯)
t.q. ϕ = 0 sur ∂Ω :∫
Ω
∇u(x, y) · ∇ϕ(x, y) dxdy +
∫
Ω
k
∂u(x, y)
∂x
ϕ(x, y) dx =
∫
Ω
f(x, y)ϕ(x, y) dxdy. (1.114)
On suppose maintenant que f ≤ 0 sur Ω. On se donne une fonction ψ ∈ C1(IR, IR) t.q. :
ψ(s) = 0, si s ≤ 0,
ψ(s) > 0, si s > 0.
(On peut choisir, par exemple, ψ(s) = s2 pour s > 0 et ψ(s) = 0 pour s ≤ 0) et on prend dans (1.114) ϕ = ψ ◦ u.
On obtient ainsi :∫
Ω
ψ′(u(x, y)) |∇u(x, y)|2 dxdy +
∫
Ω
k
∂u
∂x
(x, y)ψ(u(x, y))dx =
∫
Ω
f(x, y)ψ(u(x, y)) dxdy ≤ 0. (1.115)
En notant G la primitive de ψ s’annulant en 0, on a : ∂
∂x
G(u(x, y)) = ψ(u(x, y))
∂u
∂x
(x, y). Comme u = 0 sur
∂Ω, on obtient donc :∫
Ω
k
∂u
∂x
(x, y)ψ(u(x, y)) dxdy =
∫
Ω
k
∂
∂x
G(u(x, y)) dxdy =
∫
∂Ω
kG(u(x, y))nx dγ(x, y) = 0,
ou` nx de´signe la premie`re composante du vecteur normal n a` ∂Ω exte´rieur a` Ω, et dγ(x, y) le symbole d’inte´gration
par rapport a` la mesure de Lebesgue unidimensionnelle sur ∂Ω. De (1.115) on de´duit alors :∫
Ω
ψ′(u(x, y)) |∇u(x, y)|2 dxdy ≤ 0,
et donc, comme ψ′ ≥ 0 et que la fonction (x, y) 7→ ψ′(u(x, y))|∇u(x, y)|2 est continue :
ψ′(u(x, y))|∇u(x, y)|2 = 0, ∀(x, y) ∈ Ω¯.
Ceci donne aussi
∇ψ(u(x, y)) = 0, ∀(x, y) ∈ Ω¯.
La fonction ψ ◦ u est donc constante sur Ω¯, comme elle est nulle sur ∂Ω, elle est nulle sur Ω¯, ce qui donne
u ≤ 0 sur Ω¯
2. On s’inte´resse ici a` la consistance au sens des diffe´rences finies. On pose donc
u¯i,j = u(ih, jh) pour i, j ∈ {0, . . . , N + 1}2.
On a bien u¯i,j = 0 pour (i, j) ∈ γ, et pour (i, j) ∈ {1, . . . , N}2, on pose :
Rij = a0u¯i,j − a1u¯i−1,j − a2u¯i+1,j − a3u¯i,j−1 − a4u¯i,j+1 − fi,j .
On rappelle que u est solution de (2.5.84), Rj est donc l’erreur de consistance. Dans le cas du sche´ma [I] on a :
Rij =
2u¯ij − u¯i+1,j − u¯i−1,j
h2
+
2u¯ij − u¯i,j+1 − u¯i,j−1
h2
+ k
u¯i+1,j − u¯i−1,j
2h
− fij .
Comme u ∈ C4(Ω¯), il existe ξij ∈]0, 1[ et ηij ∈]0, 1[ t.q.
u¯i+1,j = u¯i,j + h
∂u
∂x
(ih, jh) +
h2
2
∂2u
∂2x
(ih, jh) +
h3
6
∂3u
∂3x
(ih, jh) +
h4
24
∂4u
∂4x
(ih+ ξijh, jh)
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u¯i−1,j = u¯i,j − h∂u
∂x
(ih, jh) +
h2
2
∂2u
∂2x
(ih, jh)− h
3
6
∂3u
∂3x
(ih, jh) +
h4
24
∂4u
∂4x
(ih+ ηijh, jh).
On obtient des formules analogues pour u¯i,j+1 et u¯i,j−1, et on en de´duit
|Ri,j | ≤ h
2
12
‖uxxxx‖∞ + h
2
12
‖uyyyy‖∞ + kh
2
6
‖uxxx‖∞
ou` ‖uxxxx‖∞ de´signe la norme uniforme sur Ω¯ de la de´rive´e h2 de u par rapport a` x (notations analogues pour
‖uyyyy‖∞ et ‖uxxx‖∞). On obtient finalement
|Rij | ≤ C1h2,
ou` C1 ne de´pend que de u et k. Comme pour h petit, on a h2 ≤ h, on en de´duit que sche´ma [I] est donc d’ordre 2.
Pour le sche´ma [II], on a :
Rij =
2u¯ij − u¯i+1,j − u¯i−1,j
h2
+
2u¯ij − u¯i,j+1 − u¯i,j−1
h2
+ k
u¯ij − u¯i−1,j
h
− fij .
D’ou` l’on de´duit
|Rij | ≤ h
2
12
‖uxxxx‖∞ + h
2
12
‖uyyyy‖∞ + kh
2
‖uxx‖∞,
et donc
|Rij | ≤ C2h
ou` C2 ne de´pend que de u et k. Le sche´ma [II] est donc d’ordre 1.
3. Dans le cas du sche´ma [II], la famille des wij , i, j ∈ {0, . . . , N + 1}2 ve´rifie :
1
h2
(wij − wi+1,j)+
(
1
h2
+
k
h
)
(wij − wi−1,j)+ 1
h2
(wij − wi,j+1)+ 1
h2
(wij − wi,j−1) ≤ 0, ∀i, j ∈ {1, . . . , N}
On pose M = max{wi,j , (i, j) ∈ {0, . . . , N + 1}2} et m = max{wi,j , (i, j) ∈ γ}. Noter que γ = {0, . . . , N +
1}2 \ {1, . . . , N}2. On a bien suˆr m ≤M et il reste donc a` montrer que M ≤ m. Soit A = {(i, j) ∈ {0, . . . , N +
1}2, wi,j = M} et soit (¯i, j¯) ∈ A tel que i¯ = max{i, (i, j) ∈ A} et j¯ = max{i, (i, j) ∈ A}. On distingue deux
cas :
1. Si i¯ ∈ {0, N + 1} ou j¯ ∈ {0, . . . , N + 1}, on a alors (¯i, j¯) ∈ γ et donc M = wi¯,j¯ ≤ m.
2. Sinon, on a i¯ 6∈ {0, N + 1} et j¯ 6∈ {0, N + 1}, et donc (¯i, j¯) ∈ {1, . . . , N}2. On en de´duit que :
1
h2
(
wi¯,j¯ − wi¯+ 1, j¯
)
+
(
1
h2
+
k
h
)(
wi¯,j¯ − wi¯− 1, j¯
)
+
1
h2
(
wi¯, j¯ − wi¯, j¯ + 1
)
+
1
h2
(
wi¯, j¯ − wi¯, j¯ − 1
)
≤ 0,
ce qui est impossible car wi¯,j¯ = M et donc
wi¯, j¯ − wi¯, j¯ − 1 ≥ 0,
wi¯, j¯ − wi¯, j¯ + 1 ≥ 0,
wi¯, j¯ − wi¯− 1, j¯ ≥ 0,
wi¯, j¯ − wi¯+ 1, j¯ > 0,
noter que la dernie`re ine´galite´ est bien stricte car (¯i + 1, j¯) 6∈ A (c’est l’inte´reˆt du choix de i¯). On a donc
bien montre´ que M ≤ m.
Dans le cas du sche´ma [II], si on a i¯ 6∈ {0, N + 1} et j¯ 6∈ {0, N + 1}, et donc (¯i, j¯) ∈ {1, . . . , N}2 le meˆme
raisonnement que celui du sche´ma 1 donne :(
1
h2 − k2h
) (
ui¯j¯ − ui¯+ 1, j¯
)
+
(
1
h2 +
h
2h
) (
ui¯, j¯ − ui¯− 1, j¯
)
,
+ 1h2
(
ui¯j¯ − ui¯, j¯ + 1
)
+
1
h2
(
ui¯j¯ − ui¯, j¯ − 1
)
≤ 0.
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On ne peut conclure a` une contradiction que si 1
h2
− k
2h
≥ 0. Le sche´ma [II] ve´rifie
wi,j ≤ max
(k,`)∈γ
(wk,`) ∀i, j ∈ {1, . . . , N}2
lorsque h ve´rifie la condition (dite Condition de stabilite´) :
h ≤ 2
k
(1.116)
4. La fonction φ ve´rifie
φx = 0
φy = y, φyy = 1,
et donc −∆φ + k ∂φ∂x = −1. On pose maintenant φi,j = φ(ih, jh) pour i, j ∈ {a, . . . , N + 1}2 (Noter que φ ne
ve´rifie pas la condition φi,j = 0 si (i, j) ∈ γ) Comme φxx = φxxx = φxxxx = φyyyy = 0, les calculs de la
question 2 montrent que pour les sche´mas [I] et [II],
a0φi,j − a1φi−1,j − a2φi+1,j − a3φi,j−1 − a4φi,j+1 = −1
pour i, j ∈ {1, . . . , N}2.
En posant wi,j = ui,j + Cφi,j pour (1, j) ∈ {0, . . . , N + 1}2 (et U solution de (1.104)) on a donc
a0wi,j − a1wi−1,j − a2wi+1,j − a3wi,j−1 − a4wi,j+1 = fij − C ∀i, j ∈ {1, . . . , N}
On prend C = ‖f‖∞, de sorte que fi,j − C ≤ 0 pour tout (i, j) pour le sche´ma [II] et pour le sche´ma [I] avec
h ≤ 2/k, la question 3 donne alors pour (i, j) ∈ {1, . . . , N}2,
wij ≤ max{wk`, (k`) ∈ γ} ≤ C
2
,
car ui,j = 0 si (i, j) ∈ γ et −max
Ω
φ =
1
2
. On en de´duit pour (i, j) ∈ {1, . . . , N}2,
wij ≤ C
2
=
1
2
‖f‖∞.
Pour montrer que −wij ≤ 12‖f‖∞, on prend maintenant wij = Cφij − ui,j pour (i, j) ∈ {0, . . . , N + 1}2, avec
C = ‖f‖∞. On a donc
a0wi,j − a1wi−1,j − a2wi+1,j − a3wi,j−1 − a4wi,j+1 = −C − fi,j ≤ 0, ∀i, j ∈ {1, . . . , N}.
Ici encore, pour le sche´ma [II] ou le sche´ma [I] avec la condition h ≤ 2k , la question 3 donne
wij ≤ max{wk`, (k`) ∈ γ} = C
2
donc uij ≥ −C
2
= −‖f‖∞
2
pour tout(i, j) ∈ {1, . . . , N}2. Pour le sche´ma [II] ou le sche´ma [I] avec la condition
h ≤ 2
k
, on a donc :
‖U‖∞ ≤ 1
2
‖f‖∞. (1.117)
Le syste`me (1.104) peut eˆtre vu comme un syste`me line´aire de N2 e´quation, a` N2 inconnues (qui sont les ui,j
pour (i, j) ∈ {1, . . . , N}2). Si le second membre de ce syste`me line´aire est nul, l’ine´galite´ (1.117)(I) prouve que
la solution est nulle. Le syste`me (1.104) admet donc, pour tout f , au plus une solution. Ceci est suffisant pour
affirmer qu’il admet, pour tout f , une et une seule solution.
5. pour (i, j) ∈ {0, . . . , N + 1}2 on pose
eij = u(ih, jh)− ui,j .
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On a donc, pour les sche´mas [I] et [II], avec les notations de la question 2 :
a0eij − a1ei−1,j − a2ei+1,j − a3ei,j−1 − a4ei,j+1 = Rij , ∀i, j ∈ {1, . . . , N}2.
avec les questions 2 et 4, on a donc, pour le sche´ma [I], si h ≤ 2
k
:
max{|eij|, (i, j) ∈ {1, . . . , N}2} ≤ 1
2
C1h
2,
ou` C1 et C2 ne de´pendent que de u et k (et sont donne´es a` la question 2). Les 2 sche´mas sont convergents. Le
sche´ma [I] converge en “h2” et le sche´ma [II] en “h”.
6. Le sche´ma [1] converge plus vite mais a une condition de stabilite´ k ≤ 2h . Le sche´ma [II] est inconditionnelle-
ment stable.
Exercice 21 page 40
1. On a vu au paragraphe 1.5.2 page 26 que si σ est une areˆte du volume de controˆle K , alors le flux nume´rique
FK,σ s’e´crit :
FK,σ = λi
uσ − uK
dK,σ
m(σ).
On cherche a` e´liminer les inconnues auxiliaires uσ. Pour cela, si σ est une areˆte interne, σ = K|L, on e´crit la
conservativite´ du flux nume´rique :
FK,σ = −FL,σ,
Ce qui entraıˆne, si σ n’est pas une areˆte de l’interface I , que :
−λi uσ − uK
dK,σ
m(σ) = λi
uσ − uL
dL,σ
m(σ)
On en de´duit que
uσ
(
1
dK,σ
+
1
dL,σ
)
=
uK
dK,σ
+
uL
dL,σ
,
soit encore que
uσ =
dK,σdL,σ
dσ
(
uK
dK,σ
+
uL
dL,σ
)
.
Remplac¸ons alors dans (1.8). On obtient :
FK,σ = λi
(
dL,σ
dσ
(
uK
dK,σ
+
uL
dL,σ
)
− uK
dK,σ
)
= − λi
dσ
(
dL,σ
dK,σ
uK + uL − uK − dL,σ
dK,σ
uK
)
On obtient donc finalement bien la formule (1.67).
2. Conside´rons maintenant le cas d’une areˆte σ ⊂ Γ1 ∪ Γ3, ou` l’on a une condition de Fourier, qu’on a discre´tise´e
par :
FK,σ = −m(σ)λi uσ − uK
dK,σ
= m(σ)α(uσ − uext).
On a donc
uσ =
1
α+ λidK,σ
(
λiuK
dK,σ
+ αuext
)
On remplace cette expression dans l’e´galite´ pre´ce´dente. Il vient :
FK,σ =
m(σ)α
α+ λidK,σ
(
λi
dK,σ
uK + αuext − αuext − λi
dK,σ
uext
)
,
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Ce qui, apre`s simplifications, donne exactement (1.68).
3. Conside´rons maintenant une areˆte σ = K|L appartenant a` l’interface I . La discre´tisation de la condition de saut
de flux sur I . S’e´crit :
FK,σ + FL,σ =
∫
σ
θ(x)dγ(x) = m(σ)θσ
Supposons que K (resp. L) soit situe´ dans le milieu de conductivite´ (resp. λ2). En remplac¸ant FK,σ et FL,σ par
leurs expressions, on obtient :
−λim(σ)uσ − uK
dK,σ
− λ2m(σ)uσ − uL
dL,σ
= m(σ)θσ.
On en de´duit que
uσ
(
λ1
dK,σ
+
λ2
dL,σ
)
=
(
λ1uK
dK,σ
+
λ2uL
dL,σ
− θσ
)
.
En remplac¸ant uσ dans l’expression de FK,σ , on obtient :
FK,σ = −m(σ)
dK,σ
λ1
1
λ1
dK,σ
+ λ2dL,σ
(
λ1uK
dK,σ
+
λ2uL
dL,σ
− θσ − λ1uK
dK,σ
− λ2uK
dL,σ
)
.
En simplifiant, on obtient :
FKσ = − m(σ)λ1
λ1dL,σ + λ2dK,σ
(λ2uL − λ2uK − dL,σθσ) ,
ce qui est exactement (1.70). On obtient alors l’expression de FL,σ :
FL,σ = m(σ)θσ − FK,σ,
ce qui donne, apre`s simplifications :
FL,σ =
λ2m(σ)
λ1dL,σ + λ2dK,σ
[λ1(uL − uK) + dK,σθσ] .
On ve´rifie bien que FKσ + FL,σ = m(σ)θσ.
4. Le syste`me line´aire que satisfont les inconnues (uK)K∈M s’e´crit
AU = b
avc U = (uK)K∈T . Pour construire les matricesA et b, il faut se donner une nume´rotation des mailles. On suppose
qu’on a n× 2p mailles ; on conside`re un maillage uniforme du type de celui de´crit sur la figure 1.5 page 27 et on
note hx = 1n (resp. hy = 1p ) la longueur de la maille dans la direction x (resp. y). Comme le maillage est carte´sien,
il est facile de nume´roter les mailles dans l’ordre “lexicographique” ; c’est-a`-dire que la k-ie`me maille a comme
centre le point xi,j = ((i − 12 )hx, (j − 12 )hy), avec k = n(j − 1) + i. On peut donc de´terminer le nume´ro de la
maille (et de l’inconnue associe´e) k a` partir de la nume´rotation carte´sienne (i, j) de la maille.
k = n(j − 1) + i
Remarquons que, comme on a choisi un maillage uniforme, on a pour tout K ∈ T : m(K) = hxhy , pour toute
areˆte inte´rieure verticale σ : dσ = hxm(σ) = hy et pour toute areˆte inte´rieure horizontale, dσ = hy et m(σ) = hx.
Pour chaque nume´ro de maille, nous allons maintenant construire l’e´quation correspondante.
Mailles internes i = 2, . . . , n− 1 ; j = 2, . . . , p− 1, p+ 1, . . . , 2p− 1.
L’e´quation associe´e a` une maille interne K s’e´crit∑
σ∈EK
FK,σ = m(K)fK .
Avec l’expression de FK,σ donne´e par (1.67), ceci ame`ne a` :
2λm
(
hx
hy
+
hy
hx
)
uk − λmhx
hy
(uk−n + uk+n)− λm hy
hx
(uk+1 + uk−1) = hxhyfk,
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avec m = 1 si j ≤ p− 1 et m = 2 si j ≥ p+ 1.
Mailles du bord Γ2 Les mailles du bord Γ2 sont repe´re´es par les indices (n, j), j = 2 a` p− 1, j = p+ 1 a` 2p− 1,
(on exclut pour l’instant les coins).
L’e´quation des flux est la meˆme que pour les mailles internes, mais le flux sur la frontie`re Γ2 est nul. Ceci donne :
λm
(
2
hx
hy
+
hy
hx
)
uk − λmhx
hy
(uk−n + uk+n)− λm hy
hx
uk−1 = hxhyfk,
avec k = n(j − 1) + n, j = 2 a` p− 1, j = p+ 1 a` 2p− 1 et m = 1 si j ≤ p− 1,m = 2 si j ≥ p+ 1.
Mailles de bord Γ4 Les mailles du bord Γ4 sont repe´re´es par les indices (1, j), j = 2 a` p− 1, j = p+ 1 a` 2p− 1.
Pour ces mailles, il faut tenir compte du fait que sur une areˆte de Γ4, le flux FK,σ est donne´ par :
FK,σ = −λm gσ − uK
dK,σ
m(σ)
avec gσ =
1
m(σ)
∫
g(y)dγ(y).
D’ou` on tire l’e´quation relative a` la maille k = n(j − 1) + 1, j = 2, . . . , p− 1, p+ 1, . . . , 2p− 1 :
λm
(
2
hx
hy
+ 3
hy
hx
)
uk − λmhx
hy
(uk−n + uk+n)− λm hy
hx
uk+1 = hxhyfk + 2
hy
hx
λmgj ,
avec gj = gσj et m = 1 si j ≤ p− 1,m = 2 si j ≥ p+ 1.
Mailles du bord Γ1 ∪ Γ3 Pour j = 1, ou` j = 2p, i = 2 . . . n− 1. On tient compte ici de la condition de Fourier sur
la maille qui appartient au bord, pour laquelle l’expression du flux est :
FK,σ =
αλmm(σ)
λm + αdK,σ
(uK − uext).
Pour une areˆte σ horizontale, on note : CF,σ =
αm(σ)
λm + αdK,σ
. Notons que CF,σ est e´gal a`
CF =
2αhx
2λm + αhy
.
Notons que ce coefficient ne de´pend pas de σ.
Les e´quations s’e´crivent donc :
λ1
(
2
hy
hx
+ hxhy + CF
)
uk − λ1 hxhy uk+n − λ1
hy
hx
(uk+1 + uk−1) = hxhyfk + λ1CFuext,
k = 2, . . . , n− 1,
λ2
(
2hy
hx
+ hxhy + CF
)
uk − λ2 hxhy uk−n − λ2
hy
hx
(uk+1 + uk−1) = hxhyfk + λ2CFuext,
k = 2n(p− 1) + 2, . . . , 2np− 1,
Mailles des coins exte´rieurs : Il suffit de synthe´tiser les calculs de´ja` faits :
• coin sud-est : i = 1, j = 1, k = 1 ; un bord Dirichlet, un bord Fourier :
λ1
(
3hy
hx
+
hx
hy
+ CF
)
u1 − λ1 hy
hx
u2 − λ1 hx
hy
un+1 = hxhyf1 + λ1CFuext +
2hy
hx
λ1g1
• coin sud-ouest : i = 1n, j = 1, k = n ; un bord Fourier, un bord Neumann :
λ1
(
hy
hx
+
hx
hy
+ CF
)
u1 − λ1 hy
hx
un−1 − λ1 hx
hy
u2n = hxhyfn + λ1CFuext
• coin nord-ouest : i = 2n, j = 2p, k = 2np.
On a encore un bord Fourier, un bord Neumann, et l’e´quation s’e´crit :
λ2
(
hy
hx
+
hx
hy
+ CF
)
u2np − λ2 hy
hx
u2np−1 − λ2 hx
hy
u2n(p−1) = hxhyf2np + λ2CFuext
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• coin nord-est : i = 1, j = 2p k = n(2p− 1) + 1 un bord Dirichlet, un bord Fourier :
λ2
(
3hy
hx
+
hx
hy
+ CF
)
uk − λ2 hy
hx
uk+1 − λ2 hx
hy
(uk−n = hxhyfk + λ2CFuext,+
2hy
hx
λ2gk.
Interface L’expression du flux sur une areˆte de l’interface est donne´e par (1.70). On pose, pour chaque areˆte σ de
l’interface,
sI,σ =
m(σ)
λ1dL,σ + λ2dK,σ
.
Notons que dans le cas du maillage uniforme conside´re´, ce coefficient est e´gal a` :
sI =
2hx
(λ1 + λ2)hy
,
et qu’il est inde´pendant de l’areˆte σ. Tenant compte de ce flux, on obtient, pour k = n(p−1)+ i, i = 2, . . . , N −1
λ1
(
2hy
hx
+
hx
hy
+ λ2SI
)
uk − λ1 hy
hx
uk+1 − λ1 hy
hx
uk−1 − λ1 hx
hy
uk−n − λ1SIuk+n = hxhyfk + λ1SI hy
2
θi,
avec
θi =
∫
σi
θ(x)dγ(x).
Et de meˆme, pour k = np+ i, i = 2, . . . , N − 1,
λ1
(
2hy
hx
+
hx
hy
+ λ1SI
)
uk − λ2 hy
hx
uk+1 − λ2 hy
hx
uk−1 − λ2 hx
hy
uk+n)− λ2SIuk−n = hxhyfk + λ2SI hy
2
θi.
Il ne reste plus qu’a` traiter les coins des interfaces.
• i = 1, j = p k = n(p− 1) + 1. Dirichlet sous l’interface
λ1
(
3hy
hx
+
hx
hy
+ λ2sI
)
uk − λ1 hy
hx
uk+1 − λ1hx
hy
uk+n − λ1sIuk+n = hxhyfk + λ1SI hy
2
θi +
2hy
hx
λ1gj
• i = 1, j = p+ 1 k = np+ 1, Dirichlet, dessus de l’interface
λ2
(
3hy
hx
+
hx
hy
+ λ1sI
)
uk − λ2 hy
hx
uk+1 − λ2 hx
hy
uk+n − λ2sIuk−n = hxhyfk + λ2SI hy
2
θi +
2hy
hx
λ2gj
• i = n, j = p, k = n(p− 1) + n. Neumann, sous l’interface.
λ1
(
hy
hx
+
hx
hy
+ λ2sI
)
uk − λ1 hy
hx
uk−1 − λ1 hx
hy
uk−n − λ1sIuk+n = hxhyfk + λ1SI hy
2
θi
• i = n, j = p+ 1, k = np+ n, Neuman, dessus de l’interface
λ2
(
hy
hx
+
hx
hy
+ λ1sI
)
uk − λ2 hy
hx
uk−1 − λ2hx
hy
uk+n − λ2sIuk−n = hxhyfk + λ2SI hy
2
θi.
On a ainsi obtenu 2np e´quations a` 2np inconnues. Notons que chaque e´quation fait intervenir au plus 5 inconnues.
Exercice 20 page 39
1. Le proble`me complet s’e´crit :
−div(µi∇φ)(x) = 0, x ∈ Ωi, i = 1, 2
∇φ(x) · n(x) = 0, x ∈ Γ2 ∪ Γ4,∫
Γ1
µ1∇φ(x) · n(x) dγ(x) +
∫
Γ3
µ2∇φ(x) · n(x) dγ(x) = 0,
φ2(x)− φ1(x) = 0, ∀x ∈ I,
−(µ∇φ · n)|2(x) − (µ∇φ · n)|1(x) = 0, ∀x ∈ I.
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2. On se donne le meˆme maillage rectangulaire uniforme qu’a` l’exercice pre´ce´dent. On note φK l’inconnue as-
socie´e a` la maille K (ou φk si on la re´fe´rence la maille K par son nume´ro k = n(j − 1) + i, ou` i ∈ {1, . . . , n} et
j ∈ {1, . . . , 2p}. Pour une maille inte´rieure, l’e´quation obtenue est la meˆme que (1.8) en remplac¸ant λm par µm.
Etudions maintenant le cas d’une maille proche de l’interface. Comme indique´, on va conside´rer deux inconnues
discre`tes par areˆte de l’interface. Soient K et L ayant en commun l’areˆte σ˜ ⊂ I , K est situe´e au dessous de L. Les
e´quations associe´es a` K et L s’e´crivent alors∑
σ∈ξK
FK,σ = 0 et
∑
σ∈ξL
FL,σ = 0.
Pour les areˆtes σ ∈ ξK autres que σ˜, le flux s’e´crit de manie`re habituelle
FK,σ = µ1
φK − φM
dσ
, avec σ = K|M.
Pour l’areˆte σ = σ˜, on a FK,σ = µ1 φK−φσdσ m(σ) et FL,σ = µ2
φL−φ+σ
dσ
m(σ), ou` les deux inconnues discre`tes φ+σ
et φ−σ sont relie´es par les relations :
φ+σ − φ−σ = ψσ
(
=
1
m(σ)
∫
σ
ψ(x)dγ(x)
)
FK,σ + FL,σ = 0.
On peut alors e´le´miner φ+σ et φ−σ ; en utilisant par exemple φ+σ = ψσ + φ−σ et en remplac¸ant dans la deuxie`me
e´quation, on obtient :
−µ1φ
−
σ − φK
dK,σ
+ µ2
φ−σ + ψσ − φL
dL,σ
= 0,
ce qui donne :
φσ− =
1
µ1
dK,σ
+ µ2dL,σ
(
µ1
dK,σ
φK +
µ2
dL,σ
φL − µ2
dL,σ
ψσ.
)
.
En remplac¸ant cette expression dans les flux, on obtient :
FK,σ = −FL,σ = m(σ) µ1µ2
µ1dL,σ + µ2dK,σ
(φK − φL + ψσ)
On peut alors e´crire l’e´quation discre`te associe´e a` une maille de nume´ro k situe´e sous l’interface (avec k =
n(p− 1) + i, i = 2, . . . , n− 1). On pose :
µ1µ2
µ1dL,σ + µ2dK,σ
=
µI
dσ
(µI est donc la moyenne harmonique ponde´re´e entre µ et µ2). Notons que pour une areˆte de I , dσ = hy , et
m(σ) = hx. L’e´quation associe´e a` la maille k s’e´crit donc :(
2µ1
hy
hx
+ µ1
hx
hy
+
µIhx
hy
)
uk − µ1 hy
hx
(uk−1 + uk+1)− µ1hx
hy
uk−n − µI hx
hy
uk+n = −µI hx
hy
ψi,
ou` ψi est le saut de potentiel a` travers l’areˆte σi de l’interface conside´re´e ici. De meˆme, l’e´quation associe´e a` une
maille k avec k = np+ i, i = 2, . . . , n− 1, situe´e au dessus de l’interface s’e´crit :(
2µ1
hy
hx
+ µ1
hx
hy
+ µI
hx
hy
)
uk − µ1 hy
hx
(uk−1 + uk+1)− µ1hx
hy
uk+n − µI hx
hy
uk−n = +µI
hx
hy
ψi.
La discre´tisation des conditions aux limites de Neumann sur Γ2 et Γ4 est effectue´e de la meˆme manie`re que pour
le cas du proble`me thermique, voir exercice 21.
Il ne reste plus qu’a` discre´tiser la troisie`me e´quation du proble`me (1.8), qui relie les flux sur la frontie`re Γ1 avec
les flux sur la frontie`re Γ3. En e´crivant la meˆme condition avec les flux discrets, on obtient :
µ1
n∑
i=1
2hx
hy
(ui − uB,i) + µ2
n∑
i=1
2hx
hy
(uH,i − uk(i)) = 0,
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ou` : µB,i repre´sente l’inconnue discre`te sur la i-e`me areˆte de Γ1 et µH,i l’inconnue discre`te sur la i-e`me areˆte de
Γ3, et k(i) = n(p− 1) + i est le nume´ro de la maille jouxtant la i-e`me areˆte de Γ3.
Remarquons que tel qu’il est pose´, le syste`me n’est pas inversible : on n’a pas assez d’e´quations pour e´liminer les
inconnues uB,i et uH,i, i = 1 . . . N . On peut par exemple pour les obtenir conside´rer une diffe´rence de potentiel
fixe´e entre Γ1 et Γ3, et se donner un potentiel fixe´ sur Γ1.
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Chapitre 2
Proble`mes paraboliques : la discre´tisation
en temps
On a vu au paragraphe ?? comme exemple type de proble`me parabolique l’e´quation de la chaleur instationnaire :
ut −∆u = f
qui fait intervenir la de´rive´e en temps d’ordre 1, ut, ainsi qu’un ope´rateur diffe´rentiel d’ordre 2 en espace. Pour
que ce proble`me soit bien pose´, il faut spe´cifier des conditions aux limites sur la frontie`re de Ω, et une condition
initiale en t = 0.
2.1 Le proble`me continu, et la discre´tisation espace-temps
On conside`re maintenant le meˆme proble`me en une dimension d’espace. Au temps t = 0, on se donne une condi-
tion initiale u0, et on conside`re des conditions aux limites de type Dirichlet homoge`ne. Le proble`me unidimen-
sionnel s’e´crit : 
ut − uxx = 0, ∀x ∈ ]0, 1[, ∀t ∈ ]0, T [
u(x, 0) = u0(x), ∀x ∈ ]0, 1[,
u(0, t) = u(1, t) = 0, ∀t ∈ ]0, T [,
(2.1)
ou` u(x, t) repre´sente la tempe´rature au point x et au temps t, ut de´signe la de´rive´e partielle premie`re de u par
rapport a` t et uxx la de´rive´e partielle seconde de u par rapport a` x. On admettra le the´ore`me d’existence et unicite´
suivant :
The´ore`me 2.1 (Re´sultat d’existence et unicite´) Si u0 ∈ C(]0, 1[, IR) alors il existe une unique fonction u ∈
C2(]0, 1[×]0, T [, IR) ∩ C([0, 1]× [0, T ], IR) qui ve´rifie (2.1).
On a meˆme u ∈ C∞(]0, 1[×]0, T [, IR). Ceci est appele´, effet “re´gularisant” de l’e´quation de la chaleur.
Proposition 2.2 (Principe du maximum) Sous les hypothe`ses du the´ore`me 2.1, soit u la solution du proble`me
(2.1) ;
1. si u0(x) ≥ 0 pour tout x ∈ [0, 1], alors u(x, t) ≥ 0, pour tout t ≥ 0 pour tout x ∈]0, 1[.
2. ‖u‖L∞([0,1[×]0,T [) ≤ ‖u‖L∞(]0,1[).
Ces dernie`res proprie´te´s peuvent eˆtre importantes dans le mode`le physique ; supposons pas exemple que u repre´sente
une fraction massique. Par de´finition de la fraction massique, celle-ci est toujours comprise entre 0 et 1. La pro-
position pre´ce´dente nous dit que la quantite´ u donne´ par le mode`le mathe´matique suppose´ repre´senter la fraction
massique d’une espe`ce qui diffuse dans un milieu, par exemple, est aussi comprise entre 0 et 1, de`s que la fraction
massique initiale u0 est dans l’intervalle [0, 1] ce qui est plutoˆt une bonne nouvelle : le mode`le mathe´matique res-
pecte les bornes de la physique. Mais on ne peut pas en ge´ne´ral calculer la solution de (2.1) de manie`re analytique.
On a recours a` la disre´tisation en temps et en espace pour se ramener a` un syste`me d’e´quations de dimension finie.
Il est souhaitable pour la validite´ du calcul que la solution approche´e obtenue par la re´solution de ce syste`me, qui
est suppose´e approcher une fraction massique soit aussi comprise a` tout instant entre 0 et 1. On dit souvent d’une
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me´thode de discre´tisation (ou d’un sche´ma de discre´tisation) qu’elle (ou il) est “robuste” ou “stable” s’il pre´serve
les bornes impose´es par la physique (0 et 1 dans le cas de la fraction massique e´voque´e ci-dessus).
Pour calculer une solution approche´e, on se donne une discre´tisation en temps et en espace, qu’on notera D. On
choisit pour l’instant de discre´tiser par diffe´rences finies en temps et en espace. La discre´tisation consiste donc a` se
donner un ensemble de points tn, n = 1, . . . ,M de l’intervalle ]0, T [, et un ensemble de points xi, i = 1, . . . , N .
Pour simplifier, on conside`re un pas constant en temps et en espace. Soit : h = 1N+1 = ∆x le pas de discre´tisation
en espace, et k = ∆t = TM , le pas de discre´tisation en temps. On pose alors tn = nk pour n = 0, . . . ,M et xi = ih
pour i = 0, . . . , N +1. On cherche a` calculer une solution approche´e uD du proble`me (2.1) ; plus pre´cisement, on
cherche a` de´terminer uD(xi, tn) pour i = 1, . . . , N , et n = 1, . . . ,M . Les inconnues discre`tes sont note´es u(n)i ,
i = 1, . . . , N et n = 1, . . . ,M .
2.2 Discre´tisation par Euler explicite en temps.
L’approximation en temps par la me´thode d’Euler explicite consiste a` e´crire la premie`re e´quation de (2.1) en chaque
point xi et temps tn, a` approcher la de´rive´e en temps ut(xi, tn) par le quotient diffe´rentiel :
u(xi, tn+1)− u(xi, tn)
k
,
et la de´rive´e en espace −uxx(xi, tn) par le quotient diffe´rentiel :
1
h2
(2u(xi, tn)− u(xi−1, tn)− u(xi+1, tn)).
Remarque 2.3 On a choisi une discre´tisation en espace de type diffe´rences finies, mais on aurait aussi bien pu
prendre un sche´ma de volumes finis ou d’e´le´ments finis.
On obtient le sche´ma suivant :
u
(n+1)
i − u(n)i
k
+
1
h2
(2u
(n)
i − u(n)i−1 − u(n)i+1) = 0, i = 1, . . .N, n = 1, . . . ,M,
u0i = u0(xi), i = 1, . . . , N,
u
(n)
0 = u
(n)
N+1 = 0, ∀n = 1, . . . ,M.
(2.2)
le sche´ma est dit explicite, car la formule ci-dessus donneu(n+1)i de manie`re explicite en fonction des (u
(n)
i )i=1,...,N .
En effet on a :
u
(n+1)
i = u
(n)
i − λ(2u(n)i − u(n)i−1 − u(n)i+1),
avec λ =
k
h2
.
2.2.1 Consistance du sche´ma
Soit u¯(n)i = u(xi, tn) la valeur exacte de la solution en xi et tn : L’erreur de consistanceRi en (xi, tn) peut s’e´crire
comme la somme des erreurs de consistance en temps et en espace : R(n)i = R˜
(n)
i + Rˆ
n
i avec :
R˜
(n)
i =
u¯
(n+1)
i − u¯(n)i
k
− ut(xi, tn) et Rˆ(n)i =
1
h2
(
2u¯
(n)
i − u¯(n)i−1 − u¯(n)i+1
)
− uxx(xi, tn).
Proposition 2.4 Le sche´ma (2.2) est consistant d’ordre 1 en temps et d’ordre 2 en espace, c’est a` dire qu’il existe
C ∈ IR+ ne de´pendant que de u tel que :
|R(n)i | ≤ C(k + h2). (2.3)
De´monstration : On a vu lors de l’e´tude des proble`mes elliptiques que l’erreur de consistance en espace R˜(n)i
est d’ordre 2 (voir formule (1.30) page 15). Un de´veloppement de Taylor en temps donne facilement que R˜(n)i est
d’ordre 1 en temps.
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2.2.2 Stabilite´
On a vu a` la proposition 2.2 page 59 que la solution exacte ve´rifie :
‖u‖L∞(]0,1[×]0,T [) ≤ ‖u0‖L∞(]0,1[)
Si on choisit correctement les pas de temps et d’espcace, nous allons voir qu’on peut avoir l’e´quivalent discret sur
la solution approche´e.
De´finition 2.5 On dit qu’un sche´ma est L∞-stable si la solution approche´e est borne´e dans L∞ inde´pendamment
du pas du maillage.
Proposition 2.6 Si la condition de stabilite´
λ =
k
h2
≤ 1
2
(2.4)
est ve´rifie´e, alors le sche´ma (2.2) est L∞–stable au sens ou` :
sup
i=1,...,N
n=1,...,M
|u(n)i | ≤ ‖u0‖∞
De´monstration : On peut e´crire le sche´ma sous la forme
u
(n+1)
i = u
(n)
i − λ(2u(n)i − u(n)i−1 − u(n)i+1),
soit encore :
u
(n+1)
i = (1 − 2λ)u(n)i + λu(n)i−1 + λu(n)i+1.
Si 0 ≤ λ ≤ 1
2
, on a λ ≥ 0 et 1 − 2λ ≥ 0, et la quantite´ u(n+1)i est donc combinaison convexe de u(n)i , u(n)i−1 et
u
(n)
i+1. Soit M (n) = max
i=1,...,N
u
(n)
i , on a alors :
u
(n+1)
i ≤ (1− 2λ)M (n) + λM (n) + λM (n), ∀i = 1, . . . , N,
et donc u(n+1)i ≤M (n). On en de´duit en passant au maximum que :
M (n+1) ≤M (n).
On montre de la meˆme manie`re que
min
i=1,...,N
u
(n+1)
i ≥ min
i=1,...,N
u
(n)
i .
On en de´duit maxi=1,...,N(u(n+1)i ) ≤ maxu0i et mini=1,...,N(u(n+1)i ) ≥ minu0i d’ou` le re´sultat.
2.2.3 Convergence
De´finition 2.7 Soit u la solution du proble`me (2.1) et (u(n)i ) i=1,...N,
n=1,...,M
la solution de (2.2). On appelle erreur de
discre´tisation au point (xi, tn) la quantite´ eni = u(xi, tn)− uni .
The´ore`me 2.8 Sous les hypothe`ses du the´ore`me 2.1, et sous la condition de stabilite´ (2.4), il existe C ∈ IR+ ne
de´pendant que de u tel que
‖e(n+1)i ‖∞ ≤ ‖e(0)i ‖∞ + TC(k + h2), pour tout i = 1, . . . , N et n = 0, . . . ,M − 1.
Ainsi, si ‖e(0)i ‖∞ = 0, alors maxi=1,...N ‖e(n)i ‖ tend vers 0 lorsque k et h tendent vers 0, pour tout n = 1, . . .M .
Le sche´ma (2.2) est donc convergent.
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De´monstration : On note u¯(n)i = u(xi, tn). On a donc, par de´finition de l’erreur de consistance,
u¯
(n+1)
i − u¯(n)i
k
− 1
h2
(2u¯
(n)
i − u¯(n)i−1 − u¯(n)i+1) = R(n)i . (2.5)
D’autre part, le sche´ma nume´rique s’e´crit :
u
(n+1)
i − u(n)i
k
− 1
h2
(2u
(n)
i − u(n)i−1 − u(n)i+1) = 0. (2.6)
Retranchons (2.6) a` (2.5), on obtient :
e
(n+1)
i − e(n)i
k
− 1
h2
(2e
(n)
i − e(n)i+1 − e(n)i−1) = R(n)i ,
soit encore :
e
(n+1)
i = (1− 2λ)e(n)i + λe(n)i−1 + λe(n)i+1 + kR(n)i
Or (1−2λ)e(n)i +λe(n)i−1+λe(n)i+1 ≤ ‖e(n)‖∞, car λ ≤ 12 , et donc comme le sche´ma est consistant, l’ine´galite´ (2.3)
entraıˆne que :
|e(n+1)i | ≤ ‖e(n)‖∞ + kC(k + h2).
On a donc par re´currence :
‖e(n+1)i ‖∞ ≤ ‖e(0)‖∞ +MkC(k + h2)
ce qui de´montre le the´ore`me.
Donnons maintenant un exemple ou` lorsque la condition (2.3) n’est pas ve´rifie´e, le sche´ma est instable.
2.2.4 Exemple de non convergence
Montrons que si la condition λ ≤ 12 n’est pas respecte´e, on peut construire une condition initiale pour lequel le
sche´ma n’est pas stable. Soit u0 ∈ C([−1, 1], IR) qui ve´rifie (voir Figure (2.1) :
u0(x)
−1 −1 + ε 1
x
FIG. 2.1 – Condition initiale pour le contre exemple

u0(x) ≥ 0
u0(x) 6= 0 si x ∈]− 1;−1 + ε[
u0(x) = 0 si x > −1 + ε
On conside`re le proble`me : 
ut − uxx = 0, ∀x ∈]− 1, 1[; ∀t > 0.
u(x, 0) = u0(x), ∀x ∈]− 1, 1[
u(1, t) = u(−1, t) = 0, ∀t > 0.
(2.7)
On peut montrer que la solution exacte u de (2.7) ve´rifie u(x, t) > 0, ∀x ∈]− 1, 1[, ∀t > 0. En particulier, pour un
temps T > 0 donne´, on a u(0, T ) > 0. Soit M ∈ IN et k = T/M . Soit u(n)i la solution approche´e par (2.2), sense´e
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approcher u(xi, tn) (i ∈ {−N, . . . , N}, n ∈ N). On va montrer que uM0 = 0 pour k et h choisis de manie`re non
admissible ; ceci montre que le sche´ma ne peut pas converger. Calculons uM0 :
uM0 = (1− 2λ)uM−10 + λuM−1−1 + λuM−11 .
Donc uM0 de´pend de
u(M−1) sur [−h, h]
u(M−2) sur [−2h, 2h]
.
.
.
u(0) sur [−Mh,Mh] = [−T
k
h,
T
k
h]
Par exemple, si on prend h
k
=
1
2T
on obtient : [−Tk h, Tk h] = [− 12 , 12 ], et donc, si ε < 12 , on a uM0 = 0. On peut
donc remarquer que si hk =
1
2T , meˆme si h→ 0 et k → 0,
uM0 6→ u(0, T ).
Le sche´ma ne converge pas ; notons que ceci n’est pas en contradiction avec le re´sultat de convergence 2.8 page
61, puisqu’ici, on n’a pas satisfait a` la condition k
h2
≤ 1
2
.
2.2.5 Stabilite´ au sens des erreurs d’arrondi
On conside`re le sche´ma d’Euler explicite pour l’e´quation (2.1). On appelle u la solution exacte de (2.1), uD la
solution exacte de (2.2), unum la solution effectivement calcule´e par l’ordinateur. On peut e´crire :
u− unum = u− uD + uD − unum.
On sait que l’erreur de discre´tisation u − uD tend vers 0 lorsque h et k tendent vers 0, sous condition de stabilite´
(2.4), c.a`.d.
λ ≤ 1
2
.
Pour controˆler l’erreur entre la solution uD du sche´ma (2.2) et la solution nume´rique obtenue unum, on cherche a`
estimer l’amplification de l’erreur commise sur la donne´e initiale. Rappelons que le sche´ma s’e´crit :
u
(n+1)
i = (1 − 2λ)u(n)i + λu(n)i−1 + λu(n)i+1,
avec λ =
k
h2
. Ce sche´ma se met sous la forme u(n+1) = AU (n), avec
A =

1− 2λ λ 0 . . . 0
λ 1− 2λ λ . . . ...
0
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
. λ 1− 2λ λ
0 . . . 0 λ 1− 2λ

De´finition 2.9 (Stabilite´ au sens des erreurs d’arrondi) Supposons que l’on commette une erreur ε0 sur la condi-
tion initiale. La nouvelle condition initiale u˜0, s’e´crit donc u˜0 = u0 + ε0. A cette nouvelle condition initiale cor-
respond une nouvelle solution calcule´e u˜(n) = u(n) + ε(n). On dit que le sche´ma est stable au sens des erreurs
d’arrondi s’il existe C > 0 inde´pendant de n tel que ε(n) ≤ Cε(0).
On peut trouver une condition suffisante pour que le sche´ma 2.2 soit stable au sens des erreurs d’arrondi. En effet,
on va de´montrer le re´sultat suivant :
Proposition 2.10 On suppose que λ = kh2 <
1
2 . Alors le sche´ma 2.2 est stable au sens des erreurs d’arrondi.
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De´monstration : Soit donc une condition initiale perturbe´e u˜0 = u0 + ε0 a` laquelle on associe une nouvelle
solution calcule´e u˜(n) = u(n) + ε(n). On a ε(n) = Anε0. Comme A est syme´trique, A est diagonalisable dans
IR. Soient µ1, . . . , µN les valeurs propres de A, et e1, . . . , eN les vecteurs propres associe´s, c’est–a`–dire tels que
Aei = µiei, ∀i = 1, . . .N . On de´compose la perturbation ε0 sur la base des vecteurs propres :
ε0 =
N∑
i=1
aiei. On a donc Anε0 =
N∑
i=1
aiµ
n
i ei = ε
(n).
Si on prend par exemple : ε0 = aiei, on obtient ε(n) = aiµni ei. Il y a diminution de l’erreur d’arrondi sur ε0 si
sup
i=1...N
|µi| ≤ 1
c’est-a`-dire si ρ(A) ≤ 1, ou` ρ(A) de´signe le rayon spectral de A. Calculons ρ(A). On e´crit : A = I + λB ou` B
est la matrice syme´trique de´finie ne´gative, de´finie par :
B =

−2 1 0 . . . 0
1 −2 1 . . . ...
0
.
.
.
.
.
.
.
.
. 0
.
.
.
.
.
. 1 −2 1
0 . . . 0 1 −2

(2.8)
Soit VP(A) l’ensemble de valeurs propres de A. Alors VP(A) = {1 + λµ, µ ∈ VP(B))}. Or VP(B) =
{−4 sin2 jpi2(N+1) , j = 1, . . . , N} (voir Lemme 2.11 plus loin). Pour que ε(n) < ε0, il faut donc que :
sup
j=1,...,N
|1− 4λ sin2 jpi
2(N + 1)
| < 1,
c.a`.d.
λ sin2
jpi
2(N + 1)
<
1
2
.
Une condition suffisante pour avoir une diminution de l’erreur est donc que λ < 12 .
Lemme 2.11 (Valeurs propres de B) L’ensemble VP(B) des valeurs propres de la matrice B de´finie par (2.8)
est donne´ par :
VP(B) = {−4 sin2 jpi
2(N + 1)
, j = 1, . . . , N}.
De´monstration : Les valeurs propresB peuvent se calculer a` partir des valeurs propres de l’ope´rateur continu ; on
commence donc par chercher u solution de : { −u′′ + αu = 0,
u(0) = u(1) = 0.
Cherchons u(x) sous la forme :
u(x) = a cos
√
αx+ b sin
√
αx
Comme u(0) = 0, on a : a = 0. De meˆme, u(1) = B sin
√
α = 0, et donc
√
α = kpi. Les valeurs propres et
vecteurs propres associe´s de l’ope´rateur continu sont donc :
(
k2pi2, sinkpix
)
k ∈ IN∗. Pour k = 1, . . . , N , soit
v(k) ∈ IRN tel que v(k)i = sinkpiih. Calculons Bv(k) :
(Bv(k))i = v
(k)
i−1 − 2v(k)i + v(k)i+1
et donc
(Bv(k))i = sinkpi(i− 1)h− 2 sinkpiih+ sin kpi(i+ 1)h
En de´veloppant, on obtient :
(Bv(k))i = sin kpiih cos(−kpih) + cos kpiih sin(−kpih)− 2 sinkpiih+ sin kpiih coskpih+ cos kpiih sinkpih.
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Apre`s simplifications, il vient :
(Bv(k))i = 2 sinkpiih(−1 + cos kpih).
Or, cos kpih = 1− 2 sin2 kpih
2
. On a donc :
(Bv(k))i = 2 sinkpiih× (−2 sin2 kpih
2
)
= −4 sin2 kpih
2
(v(k))i, ∀k = 1 . . .N.
On a h = 1N+1 , et donc les valeurs propres de B s’e´crivent µk = −4 sin2 kpi2(N+1) , k = 1, . . . , N .
2.2.6 Stabilite´ au sens de Von Neumann
L’analyse de stabilite´ au sens de Von Neumann1 consiste a` e´tudier l’impact du sche´ma sur un mode de Fourier
isole´. Pour que le mode de Fourier en question soit solution du proble`me continu, on remplace les conditions de
Dirichlet homoge`nes du proble`me (2.1) par des conditions pe´riodiques, et pour alle´ger les notations, on conside`re
l’intervalle ]0, 2pi[ comme intervalle de´tude en espace plutoˆt que l’intervalle ]0, 1[.
Proble`me continu avec conditions aux limites pe´riodiques On conside`re le proble`me avec conditions aux
limites pe´riodiques 
ut − u(xx) = 0, t ∈]0, T [, x ∈]0, 2pi[,
u(0, t) = u(2pi, t), ∀t ∈]0, T [,
u(x, 0) = u0(x).
(2.9)
Le proble`me (2.9) est bien pose´, au sens ou` ∀u0 ∈ C([0, 2pi]), il existe une unique u ∈ C2(]0, 2pi[×]0, T [, IR) solu-
tion de (2.9). On suppose que u0 ∈ L2(]0, 2pi[). On rappelle que L2 est un espace de Hilbert, et que {einx, n ∈ ZZ }
est une base hilbertienne2 de L2(]0, 2pi[). On de´compose donc la condition initiale dans cette base hilbertienne :
u0(x) =
∑
n∈ZZ
cn(0)e
inx (au sens de la convergence dans L2). Dans un premier temps, calculons formellement les
solutions de (2.9) sous la forme d’un de´veloppement dans la base hilbertienne :
u(x, t) =
∑
n∈ZZ
cn(t)e
inx.
En supposant qu’on ait le droit de de´river terme a` terme, on a donc :
ut(x, t) =
∑
n∈ZZ
c′n(t)e
inx et uxx(x, t) =
∑
n∈ZZ
−cn(t)n2einx.
On obtient, en remplac¸ant dans l’e´quation
c′n(t) = −n2cn(t)
c’est-a`-dire cn(t) = cn(0)e−n
2t en tenant compte de la condition initiale. On a donc finalement :
u(x, t) =
∑
n∈ZZ
cn(0)e
−n2teinx. (2.10)
Justifions maintenant ce calcul formel. On a :∑
n∈ZZ
|cn(0)|2 = ‖u0‖2L2 < +∞
De plus, en de´rivant (2.10) terme a` terme, on obtient :
ut − uxx = 0.
La condition de pe´riodicite´ est bien ve´rifie´e par u donne´e par (2.10). Enfin on a bien : u(x, t) → u0(t) lorsque
t → 0, donc la condition initiale est ve´rifie´e. On peut remarquer qu’il y a “amortissement” des coefficients de
Fourier cn(0) lorsque t augmente, c.a`.d. qu’on a : cn(t) ≤ cn(0), ∀ t > 0.
1John von Neumann (1903-1957), mathe´maticien et physicien ame´ricain d’origine hongroise, a apporte´ d’importantes contributions tant
en me´canique quantique, qu’en analyse fonctionnelle, en the´orie des ensembles, en informatique, en sciences e´conomiques ainsi que dans
beaucoup d’autres domaines des mathe´matiques et de la physique. Il a de plus participe´ aux programmes militaires ame´ricains.
2Soit H un espace de Hilbert, (ei)i∈ZZ est une base hilbertienne de H si : (ei)i∈ZZ est une famille orthonorme´e telle que ∀x ∈
H, ∃(xi)i∈ZZ ⊂ IR ; x =
X
i∈ZZ
xiei au sens de la convergence dans H , avec xi = (x, ei), ou` (., .) de´signe le produit scalaire sur H .
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Discre´tisation du proble`me (2.9) Si on utilise le sche´ma (2.2), pour la discre´tisation de (2.9) on a :
u
(n+1)
j = (1− 2λ)u(n)j + λu(n)j−1 + λu(n)j+1. (2.11)
On prend comme condition initiale u0(x) = apeipx, pour p ∈ ZZ fixe´ . En discre´tisant, on obtient : u0j(x) =
ape
ipjh
, pour j = 1, . . . , N, avec h = 2piN+1 . On a bien u
0
0 = u
0
N+1 = 0. Calculons :
u
(1)
j = (1− 2λ)apeipjh + λapeip(j−1)h + λapeip(j+1)h
donc : u(1)j = apeipjhξp. On appelle ξp le facteur d’amplification associe´ a` la fonction eipx (appele´ aussi “p-ie`me
mode”). On a donc : 
u
(1)
j = ξpu
(0)
j
.
.
.
u
(n)
j = (ξp)
nu
(0)
j
On dit que le sche´ma est “stable au sens de Von Neumann” : si :
|ξp| < 1, ∀p.
Calculons ξp :
ξp = 1− 2λ+ 2λ cos ph
= 1− 2λ+ 2λ(1− 2 sin2 ph
2
)
= 1− 4λ sin2
(
2pi
N+1 ,
p
2
)
.
Pour avoir |ξp| < 1, il faut λ sin2
(
2pi
N + 1
,
p
2
)
<
1
4
Une condition suffisante pour que le sche´ma soit stable au
sens de Von Neumann est que : λ < 1
2
. Remarquons que c’est la meˆme condition que pour la stabilite´ des erreurs
d’arrondis.
Convergence du sche´ma avec la technique de Von Neumann Soit u ∈ C2(]0, 2pi[×]0, T [, IR) la solution
exacte de (2.9) on a u(jh, nk) =
∑
p∈ZZ
cp(0)e
−p2nkeipjh ou` h =
2pi
N + 1
est le pas de discre´tisation en espace et
k =
T
M
le pas de discre´tisation en temps. Soit uD la solution de (2.2), et :
uD(jh, nk) =
∑
p∈ZZ
cp(0)ξ
(n)
p e
ipjh.
On cherche a` montrer la convergence de uD vers u au sens suivant :
Proposition 2.12 Soit u0 =
∑
n∈ZZ cn(0)e
inx et u la solution du proble`me (2.9). On note uD la solution ap-
proche´e obtenue par le sche´ma d’Euler explicite (2.11). Alors ∀ε > 0, ∃η ≥ 0 tel que si k ≤ η et kh2 ≤ 12 ,
alors
|u(jh, nk)− uD(jh, nk)| ≤ ε, ∀j = 1 . . .N, n = T
k
.
De´monstration : On note (u− uD)(n)j la quantite´ u(jh, nk)− uD(jh, nk). On fera l’hypothe`se supple´mentaire :∑
p∈ZZ
|cp(0)| < +∞.
Donc pour tout ε ∈ IR+, il existe A ∈ IR tel que 2
∑
|p|≥A
|cp(0)| ≤ ε. On e´crit alors :
(u − uD)(n)j ≤
∑
|p|≤A
cp(0)(e
−p2nk − ξnp )eipjh +
∑
|p|≥A
cp(0)(e
−p2nk − ξnp )eipjh
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On a donc :
(u− uD)(n)j ≤ X + 2
∑
|p|≥A
|cp(0)|, avec X =
∑
|p|≤A
|cp(0)|(e−p
2nk − ξnp )
et 2
∑
|p|≥A
|cp(0)| ≤ 2ε. Montrons maintenant que X → 0 lorsque h→ 0. Remarquons que
e−p
2nk − ξnp = e−p
2T − ξnp , et ξp = 1− 4λ sin2
ph
2
.
Or, sin2 ph
2
=
p2h2
4
+ O(h4), et λ =
k
h2
. Donc : 4λ sin2
ph
2
= p2k +O(kh2). On en de´duit :
(ξp)
n =
(
1− 4λ sin2 ph
2
)T/k
et donc ln ξnp =
T
k
ln
(
1− 4λ sin2 ph
2
)
= −Tp2 +O(h2).
On en de´duit que ξnp → e−p
2T lorsque h → 0. Tous les termes de X tendent vers 0, et X est une somme finie ;
on a donc montre´ que (u− uD)(n)j tend vers 0 lorsque h tend vers 0.
Remarque 2.13 On peut adapter la technique de Von Neumann au cas Dirichlet homoge`ne sur [0, 1], en effec-
tuant le de´veloppement de u par rapport aux fonctions propres de l’ope´rateur u′′ avec conditions aux limites de
Dirichlet :
u(x, t) =
∑
cn(t) sin(npix).
L’avantage du de´veloppement en se´rie de Fourier est qu’il marche pour n’importe quel ope´rateur line´aire a` condi-
tion d’avoir pris des conditions aux limites pe´riodiques.
2.3 Sche´ma implicite et sche´ma de Crank-Nicolson
2.3.1 Le θ-sche´ma
Commeno¸ns par un petit rappel sur les ’e´quations diffe´rentielles (voir aussi polycopie´ d’analyse nume´rique de
licence, sur le site web http ://www.cmi.univ-mrs.fr/˜ herbin On conside`re le proble`me de Cauchy :{
y′(t) = f(y(t)), t > 0.
y(0) = y0
(2.12)
Soit k un pas (constant) de discre´tisation , on rappelle que les sche´mas d’Euler explicite et implicite pour la
discre´tisatision de ce proble`me s’ecrivent respectivement :
Euler explicite : y
(n+1) − y(n)
k
= f(y(n)), n ≥ 0 (2.13)
Euler implicite : y
(n+1) − y(n)
k
= f(y(n+1)), n ≥ 0, (2.14)
avec y(n) = y0. On rappelle e´galement que le θ-sche´ma, ou` θ est un parame`tre de l’intervalle [0, 1] se´crit :
y(n+1) = y(n) + kθf(y(n+1)) + k(1− θ)f(y(n)). (2.15)
Remarquons que pour θ = 0 on retrouve le sche´ma (2.13) et pour θ = 1 le sche´ma (2.14). On peut facilement
adapter le θ sche´ma a` la re´solution des e´quations paraboliques. Par exemple, le θ-sche´ma pour la discre´tisation en
temps du proble`me (2.1), avec une discre´tisation par diffe´rences finies en espace s’e´crit :
u
(n+1)
i −u
(n)
i
k =
θ
h2 (−2u
(n+1)
i + u
(n+1)
i−1 + u
(n+1)
i+1 ) +
1−θ
h2 (−2u
(n)
i + u
(n)
i−1 + u
(n)
i+1), ;n ≥ 0, i = 1
u
(0)
i = u0(xi), i = 1, . . . , N.
(2.16)
Si θ = 0, on retrouve le sche´ma d’Euler explicite ; si θ = 1, celui d’Euler implicite. Dans ce cas ou` θ = 1
2
ce
sche´ma s’appelle sche´ma de Crank3-Nicolson4. Notons que de`s que θ > 0, le sche´ma est implicite, au sens ou` on
n’a pas d’expression explicite de u(n+1)i en fonction des u
(n)
j .
3John Crank (6 February 1916 –3 October 2006) mathe´maticien britannique.
4Phyllis Nicolson (21 Septembre 1917 – 6 Octobre 1968) mathe´maticienne britannique.
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2.3.2 Consistance et stabilite´
Proposition 2.14 (Consistance du θ-sche´ma) Le θ sche´ma (2.16) pour la discre´tisation du proble`me (2.1) est
d’ordre 2 en espace. Il est d’ordre 2 en temps si θ = 1
2
, et d’ordre 1 sinon.
De´monstration : On pose u¯nj = u(xj , tn), h = 1N+1 ,
R
(n)
j =
u¯
(n+1)
j − u¯(n)j
k
+
θ
h2
(
−2u¯(n+1)i + u¯(n+1)i−1 + u¯(n+1)i+1
)
+
1− θ
h2
(
−2u(n)i + u(n)i−1 + u(n)i+1
)
On va montrer, en effectuant des de´veloppements limite´s, que :
∣∣∣R(n)j ∣∣∣ ≤ C(k + h2) si θ 6= 12 et que ∣∣∣R(n)j ∣∣∣ ≤
C(k2 + h2) si θ = 12 . En effet, on de´compose
R
(n)
j = T
(n,1)
j + θT
(n,2)
j + (1− θ)T (n,3)j
avec :
T
(n,1)
j =
u¯
(n+1)
j −u¯(n)j
k , T
(n,2)
j =
θ
h2
(
−2u¯(n+1)i + u¯(n+1)i−1 + u¯(n+1)i+1
)
T
(n,3)
j =
1−θ
h2
(
−2u(n)i + u(n)i−1 + u(n)i+1
)
Effectuons un de´veloppement limite´ pour calculer T (n,1)j :
T
(n,1)
j = (u¯t)(xj , tn) +
k
2
(utt)(xj , tn) +R1 avec |R1| ≤ Ck2.
Faisons de meˆme pour T (n,2)j :
T
(n,2)
j = θ
(
u¯xx(xj , tn+1) +R2
)
avec |R2| ≤ Ch2.
Or u¯xx(xj , tn+1) = u¯xx(xj , tn) + ku¯xxt(xj , tn) +R3 avec |R3| ≤ Ck2, donc :
T
(n,2)
j = θ
(
uxx(xj , tn) + +kuxxt(xj , tn) +R4
)
avec |R4| ≤ C(h2 + k2).
De meˆme pour T (n,3)j , on a :
T
(n,3)
j = (1− θ)uxx(xj , tn) +R5, avec |R5| ≤ Ck2.
En regroupant, on obtient que
R
(n)
j = ut(xj , tn)− uxx(xj , tn)
k
2
∂
∂t
ut(xj , tn) + θk(uxx)(xj , tn) +R
avec R = R1 +R4 +R5
• Si θ = 1
2
, on a un sche´ma d’ordre 2 en temps et en espace.
En effet, k2 (u¯tt)(xj , tn)− θk(u¯xxt)(xj , tn) = ∂∂t
(
k
[
1
2 (u¯t)(xj , tn)− θ(u¯xx)(xj , tn)
)]
et ut − uxx = 0.
• Si θ 6= 1
2
: on a un sche´ma d’ordre 2 en espace et d’ordre 1 en temps.
Proposition 2.15 (Stabilite´ au sens de Von Neumann) Si θ ≥ 1
2
le θ-sche´ma est inconditionnellement stable.
En particulier, les sche´mas d’Euler implicite et de Crank-Nicolson sont inconditionnellement stables. Si θ < 1
2
le
sche´ma est stable sous condition.
λ ≤ 1
2(1− 2θ) .
(On retrouve en particulier que le sche´ma d’Euler explicite n’est que si λ ≤ 12 ).
Analyse nume´rique des EDP, M1 68 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
2.3. SCH ´EMAS IMPICITES CHAPITRE 2. EDP PARABOLIQUES
De´monstration : On remplace les conditions aux limites de Dirichlet sur [0, 1] par des conditions pe´riodiques sur
[0, 2pi]. La solution exacte se´crit alors :
u =
∑
p∈ZZ
cp(0)e
−p2teipx.
Pronons comme condition initiale u0(x) = eipx. On a :
u
(n+1)
j − u(n)j =
k
h2
[
−θ(2u(n+1)j − u(n+1)j−1 − u(n+1)j+1 )− (1− θ)(2u(n)j − u(n)j−1 − u(n)j+1),
ce qui se´crit encore, avec : λ = kh2 :
(1 + 2λ)u
(n+1)
j − λθu(n+1)j−1 − λθu(n+1)j+1 = (1− 2λ(1− θ))u(n)j + λ(1 − θ)u(n)j+1 + λ(1− θ)u(n)j−1. (2.17)
En discre´tisant la condition intiale (mode de Fourier) on obtientu(0)j = eipjh et on cherche le facteur d’amplifcation
ξp tel que u1j = ξpu0j = ξpeipjh ; en appliquant le sche´ma ci–dessus pour n = 0, on obtient :
(1 + 2λθ)ξp − λθξp[e−iph + eiph] = [1− 2λ(1 − θ)] + λ(1− θ)[eiph + eiph]
et donc :
ξp =
1− 2λ(1− θ) + 2λ(1− θ) cos ph
(1 + 2λθ)− 2λ cos ph =
1− 4λ(1 − θ) sin2 ph/2
1 + 4λθ sin2 ph2
Pour que le sche´ma soit stable au sens de Von Neumann, il faut que : |ξp| < 1 pour tout p, soit encore :
1− 4λ(1− θ) sin2 ph
2
< 1 + 4λθ sin2
ph
2
(2.18)
et
4λ(1− θ) sin2 ph
2
− 1 < 1 + 4λθ sin2 ph
2
(2.19)
L’ine´galite´ (2.18) est toujours ve´rifie´e. En ce qui concerne l’ine´galite´ (2.19), on distingue deux cas :
1. Si θ ≤ 12 alors 0 ≤ 1− θ ≤ θ et dans ce cas (2.19) est toujours vraie.
2. Si θ < 12 , on veut :
4λ
[
(1− θ) sin2 ph
2
− θ sin2 ph
2
]
< 2
Il faut donc que
λ <
1
2
{
(1− 2θ) sin2 ph
2
}−1
Une condition suffisante est donc :
λ ≤ 1
2(1− 2θ) si θ <
1
2
.
2.3.3 Convergence du sche´ma d’Euler implicite.
Prenons θ = 1 dans le θ-sche´ma : on obtient le sche´ma d’Euler implicite :
(1 + 2λ)u
(n+1)
j − λu(n+1)j−1 − λu(n+1)j+1 = u(n)j (2.20)
On rappelle que ce sche´ma est inconditionnellement stable au sens de Von Neumann. On va montrer de plus qu’il
est L∞–stable :
Proposition 2.16 (Stabilite´ L∞ pour Euler implicite) Si (u(n)j )j=1,...,N est solution du sche´ma (2.20), alors :
max
j=1,...,N
u
(n+1)
j ≤ max
j=1,...,N
u
(n)
j ≤ max
j=1,...,N
u
(0)
j (2.21)
de meˆme :
min
j=1,...,N
u
(n+1)
j ≥ min
j=1,...,N
u
(n)
j ≥ min
j=1,...,N
u
(0)
j (2.22)
Le sche´ma (2.20) est donc L∞ stable.
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De´monstration : Prouvons l’estimation (2.21), la preuve de (2.22) est similaire. Soit j0 tel que u(n+1)j0 = maxj=1,...,N u
(n+1)
j
Par de´finition du sche´ma d’Euler implicite (2.20), On a :
u
(n)
j0
= (1 + 2λ)u
(n+1)
j0
− λu(n+1)j0−1 − λu
(n+1)
j0+1
.
On en de´duit : u(n+1)j0 ≤ maxj=1,...,N u
(n)
j , ce qui prouve que
max
j=1,...,N
u
(n+1)
j ≤ max
j=1,...,N
u
(n)
j .
Donc le sche´ma (2.20) est L∞ stable.
The´ore`me 2.17 Soit e(n) l’erreur de discre´tisation, de´finie par
e
(n)
j = u(xj , tn)− u(n)j pour j = 1, . . . , N.
Alors ‖e(n+1)‖∞ ≤ ‖e(0)‖∞ + TC(k + h2). Si ‖e(0)‖∞ = 0, le sche´ma est donc convergent (d’ordre 1 en temps
et 2 en espace.
De´monstration : En utilisant la de´finition de l’erreur de consistance, on obtient :
(1 + 2λ)e
(n+1)
j − λe(n)j−1 − λe(n)j+1 = e(n)j +R(n)j
et donc :
‖e(n+1)‖∞ ≤ ‖eh‖∞ + kC(k + h2)
On en de´duit, par re´currence sur n, que :
‖e(n+1)‖∞ ≤ ‖e0‖∞ + TC(k + h2)
d’ou` la convergence du sche´ma.
On peut montrer que le sche´ma saute-mouton (ou “Leap-frog”)
u
(n+1)
j − u(n−1)j
2k
=
1
h2
(u
(n)
j−1 − 2u(n)j + u(n)j+1)
est d’ordre 2 en espace et en temps (voir exercice 30 page 74. Malheureusement il est aussi inconditionnellement
instable. On peut le modifier pour le rendre stable, en introduisant le sche´ma de Dufort-Frankel, qui s’e´crit :
u
(n+1)
j − u(n−1)j
2k
=
1
h2
(u
(n)
j−1 − (u(n+1)j + u(n−1)j ) + u(n)j+1).
Ce sche´ma est consistant et inconditionnellement stable (voir exercice 30 page 74).
2.4 Cas de la Dimension 2
Soit Ω un ouvert borne´ de IIR2, on conside`re le proble`me suivant :
ut −∆u = 0 x ∈ Ω, t ∈]0, T [
u(x, 0) = u0(x) x ∈ Ω
u(x, t) = g(t) x ∈ ∂Ω ∀t ∈]0, T [
Si le domaine est rectangulaire, ce proble`me se discre´tise facilement a` l’aide de θ sche´ma en temps et de diffe´rences
finies en espace, en prenant un maillage rectangulaire. On peut montrer, comme dans le cas 1D, la consistance, la
stabilite´, la L∞ stabilite´, la stabilite´ au sens de Von Neumann
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2.5 Exercices
Exercice 22 (Existence de solutions “presque classiques”) Corrige´ en page 80
Soit u0 ∈ L2(]0, 1[). On s’inte´resse au proble`me :
ut(x, t)− uxx(x, t) = 0, x ∈]0, 1[, t ∈ IR?+,
u(0, t) = u(1, t) = 0, t ∈ IR?+,
u(x, 0) = u0(x), x ∈]0, 1[.
(2.23)
1. On de´finit u : [0, 1]× IR?+ → IR par :
u(x, t) =
∑
n∈IN?
e−n
2pi2tan sin(npix), x ∈ [0, 1], t ∈ IR?+, (2.24)
avec an = (
∫ 1
0
u0(x) sin(npix)dx)/(
∫ 1
0
sin2(npix)dx).
Montrer que u est bien de´finie de [0, 1]× IR?+ dans IR et est solution de (2.23) au sens suivant :
u ∈ C∞([0, 1]× IR?+, IR),
ut(x, t)− uxx(x, t) = 0, ∀x ∈ [0, 1], ∀t ∈ IR?+,
u(0, t) = u(1, t) = 0, ∀t ∈ IR?+,
‖u(., t)− u0‖L2(]0,1[) → 0, quand t→ 0.
(2.25)
2. Montrer qu’il existe une unique fonction u solution de (2.25).
Exercice 23 (Discre´tisation par DF)
Soit u0 ∈ C(]0, 1[). On s’inte´resse au proble`me :
ut(x, t) + ux(x, t)− uxx(x, t) = 0, x ∈]0, 1[, t ∈]0, T [,
u(0, t) = a, t ∈ IR?+,
u′(1, t) = b
u(x, 0) = u0(x), x ∈]0, 1[,
(2.26)
avec T > 0, a et b ∈ IR donne´s.
Ecrire une discre´tisation espace-temps du proble`me (2.26) avec le sche´ma d’Euler explicite en temps et par
diffe´rences finies avec un maillage uniforme en espace, en utilisant un sche´ma de´centre´ amont pour le terme
d’ordre 1 ux(x, t).
Exercice 24 (Exemple de sche´ma non convergent) Suggestions en page 80, corrige´ en page 82
Soit u0 ∈ L2(] − 4, 4[). On note u l’unique solution (au sens vu en cours ou en un sens inspire´ de l’exercice
pre´ce´dent) du proble`me suivant :
ut(x, t)− uxx(x, t) = 0, x ∈]− 4, 4[, t ∈]0, 1[,
u(−4, t) = u(4, t) = 0, t ∈]0, 1[,
u(x, 0) = u0(x), x ∈]− 4, 4[.
(2.27)
On sait que la solution de (2.27) est de classe C∞ sur [−4, 4]×]0, 1] (voir l’exercice pre´ce´dent). On admettra que
si u0 ≥ 0 p.p. sur ]− 4, 4[ et u0 6= 0 (dans L2(]− 4, 4[)) alors u(x, t) > 0 pour tout x ∈]− 4, 4[ et tout t ∈]0, 1].
On suppose maintenant que u0 ∈ C([−4, 4], IR), u0(−4) = u0(4) = 0, u0 ≥ 0 sur ] − 4, 4[, u0 nulle sur [−3, 4]
et qu’il existe a ∈]− 4,−3[ t.q. u0(a) > 0. On a donc u(x, t) > 0 pour tout x ∈]− 4, 4[.
Avec les notations du cours, on conside`re la solution de (2.27) donne´e par le sche´ma d’Euler explicite (2.2) avec le
pas de temps k = 1/(M + 1) et le pas d’espace h = 8/(N + 1) (M,N ∈ IN?, N impair). La solution approche´e
est de´finie par les valeurs uni pour i ∈ {−(N + 1)/2, . . . , (N + 1)/2} et n ∈ {0, . . . ,M + 1}. La valeur uni est
cense´e eˆtre une valeur approche´e de uni = u(ih, nk).
1. Donner les e´quations permettant de calculer uni pour i ∈ {−(N+1)/2, . . . , (N+1)/2} et n ∈ {0, . . . ,M+
1}.
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2. On suppose maintenant que k = h. Montrer que uni = 0 pour i ≥ 0 et n ∈ {0, . . . ,M + 1}. En de´duire
que max{|uM+1i − uM+1i |, i ∈ {−(N + 1)/2, . . . , (N + 1)/2} ne tends pas vers 0 quand h → 0 (c’est-a`-
dire quand N →∞).
Exercice 25 (Sche´ma implicite et principe du maximum)
1. Soient T > 0, v ∈ C1([0, 1], IR+), a0, a1 ∈ IR et u0 ∈ C([0, 1]). On conside`re le proble`me d’e´volution suivant :
ut(x, t)− uxx(x, t) + v(x)ux(x, t) = 0, x ∈]0, 1[, t ∈]0, T [,
u(0) = a0, u(1) = a1,
u(x, 0) = u0(x).
(2.28)
dont on cherche a` approcher la solution par diffe´rences finies. On choisit pour cela le sche´ma de la question 1 de
l’exercice 5 pour la discre´tisation en espace, et on discre´tise par le sche´ma d’Euler implicite en temps avec un pas
de temps uniforme k = TP ou` P ≥ 1.
1.1 Ecrire le sche´ma ainsi obtenu et montrer qu’il admet une solution qu’on notera U = (u(p)i )i=1,...N,
p=1,...,P
, ou` u
(p)
i est
cense´ eˆtre une approximation de u(xi, tp), ou` tp = pk, p = 0, . . . , P.
1.2 Montrer que
min(min
[0,1]
u0,min(a0, a1)) ≤ u(p)i ≤ max(max
[0,1]
u0,max(a0, a1)), pour tout i = 1, . . . , N et p = 1, . . . , P .
2. Soit T > 0, et u0 ∈ C([0, 1]). On conside`re maintenant le proble`me d’e´volution suivant :
ut(x, t)− uxx(x, t) + (vu)x(x, t) = 0, x ∈]0, 1[, , t ∈]0, T [,
u(0) = a0, u(1) = a1,
u(x, 0) = u0(x).
(2.29)
dont on cherche a` approcher la solution par diffe´rences finies. On choisit pour cela le sche´ma de la question 2 de
l’exercice 6 pour la discre´tisation en espace, et on discre´tise par le sche´ma d’Euler implicite en temps avec un pas
de temps uniforme k = TP ou` P ≥ 1.
2.1 Ecrire le sche´ma ainsi obtenu et montrer qu’il admet une solution qu’on notera U = (u(p)i )i=1,...N,
p=1,...,P
, ou` u
(p)
i est
cense´ eˆtre une approximation de u(xi, tp), ou` tp = pk, p = 0, . . . , P.
2.2 Montrer que si a0 ≥ 0, a1 ≥ 0 et u0 ≥ 0, alors on a : u(p)i ≥ 0, pour tout i = 1, . . . , N et p = 1, . . . , P .
3. On conside`re maintenant Ω =]0, 1[2 ; soient v ∈ C∞(Ω, (IR+)2) (v(x) est donc un vecteur de IR2), a ∈
C(∂Ω, IR) et u0 ∈ C(Ω, IR+). En s’inspirant des sche´mas e´tudie´s aux questions 3 et 4, donner une discre´tisation
en espace et en temps des deux proble`mes suivants (avec pas uniforme) :
ut −∆u+ v · ∇u = 0,
u|∂Ω = a,
u(·, 0) = u0.
(2.30)

ut −∆u+ div(vu) = 0,
u|∂Ω = a,
u(·, 0) = u0.
(2.31)
Exercice 26 (Sche´mas explicites centre´ et de´centre´) Corrige´ en page 83
Soient α > 0, µ > 0, T > 0 et u0 : IR → IR. On s’inte´resse au proble`me suivant :
ut(x, t) + αux(x, t)− µuxx(x, t) = 0, x ∈]0, 1[, t ∈]0, T [,
u(0, t) = u(1, t) = 0, t ∈]0, T [,
u(x, 0) = u0(x), x ∈]0, 1[.
(2.32)
On rappelle que ut = ∂u∂t , ux =
∂u
∂x et uxx =
∂2u
∂x2 . On suppose qu’il existe u ∈ C4([0, 1] × [0, T ]) solution
(classique) de (2.32) (noter que ceci implique u0(0) = u0(1) = 0). On pose A = min{u0(x), x ∈ [0, 1]} et
B = max{u0(x), x ∈ [0, 1]} (noter que A ≤ 0 ≤ B).
On discre´tise le proble`me (2.32). On reprend les notations du cours. Soient h = 1/(N + 1) et k = T/M (N,
M ∈ IN?).
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1. Sche´ma explicite de´centre´. Pour approcher la solution u de (2.32), on conside`re le sche´ma suivant :
1
k (u
n+1
i − uni ) + αh (uni − uni−1)− µh2 (uni+1 − 2uni + uni−1) = 0,
i ∈ {1, . . . , N}, n ∈ {0, . . . ,M − 1},
un0 = u
n
N+1 = 0, n ∈ {1, . . . ,M},
u0i = u0(ih), i ∈ {0, . . . , N + 1}.
(2.33)
On pose uni = u(ih, nk) pour i ∈ {0, . . . , N + 1} et n ∈ {0, . . . ,M}.
(a) (Consistance) Montrer que l’erreur de consistance du sche´ma (2.33) est majore´e par C1(k+ h), ou` C1
ne de´pend que de u, T , α et µ.
(b) (Stabilite´) Sous quelle condition sur k et h (cette condition peut de´pendre de α et µ) a-t-on A ≤
uni ≤ B pour tout i ∈ {0, . . . , N + 1} et tout n ∈ {0, . . . ,M} ? Sous cette condition, en de´duire
‖un‖∞ ≤ ‖u0‖L∞(]0,1[) pour tout n ∈ {0, . . . ,M} (avec ‖un‖∞ = max{|uni |, i ∈ {0, . . . , N + 1}})
(c) (Estimation d’erreur) On pose eni = uni − uni .
Sous la condition sur k et h trouve´e pre´ce´demment, montrer que |eni | ≤ C2(k + h) pour tout i ∈
{0, . . . , N + 1} et tout n ∈ {0, . . . ,M} avec C2 ne de´pendant que de u, T , α et µ.
2. Sche´ma explicite centre´.
On change dans le sche´ma (2.33) la quantite´ (α/h)(uni − uni−1) par (α/2h)(uni+1 − uni−1).
(a) (Consistance) Montrer que l’erreur de consistance est maintenant majore´e par C3(k + h2), ou` C3 ne
de´pend que de u, T , α et µ.
(b) Reprendre les questions de stabilite´ et d’estimation d’erreur du sche´ma (2.33).
Exercice 27 (Discre´tisation d’un proble`me parabolique.) Suggestions en page 80.
Dans cet exercice on s’inte´resse a` des sche´mas nume´riques pour le proble`me :
ut + ux − εuxx = 0 (x, t) ∈ IR+×]0, T [
u(1, t) = u(0, t) = 0 t ∈]0, T [
u(x, 0) = u0(x) x ∈]0, 1[
(2.34)
ou` u0 et ε sont donne´s (ε > 0). On reprend dans la suite de l’exercice les notations du cours.
1. Donner un sche´ma d’approximation de (2.34) diffe´rences finies a` pas constant et centre´ en espace et Euler
explicite a` pas constant en temps. Montrer que l’erreur de consistance est majore´e parC(k+h2) ; avecC de´pendant
de la solution exacte de (2.34). Sous quelle(s) condition(s) sur k et h a-t’on ‖un‖∞ ≤ ‖u0‖∞, ∀n ≤M ?
Donner un re´sultat de convergence pour ce sche´ma.
2. Meˆme question que 1. en remplac¸ant Euler explicite par Euler implicite.
3. En s’inspirant du sche´ma de Crank-Nicolson (vu en cours) construire un sche´ma d’ordre 2 (espace et temps).
Sous quelle(s) condition(s) sur k et h a-t’on ‖un‖2 ≤ ‖u0‖2, ∀n ≤ M ? Donner un re´sultat de convergence pour
ce sche´ma.
4. Dans les sche´mas trouve´s aux questions 1., 2. et 3. on remplace l’approximation de ux par une approximation
de´centre´e a` gauche. Quel est l’ordre des sche´mas obtenus et sous quelle(s) condition(s) sur k et h a-t’on ‖un‖∞ ≤
‖u0‖∞ ou` ‖u‖u0‖2, ∀n ≤M ? Donner un re´sultat de convergence pour ces sche´mas.
Exercice 28 (Equation de diffusion reaction) Suggestions en page 80, corrige´ 87
Soit u0 une fonction donne´e de [0, 1] dans IR. On s’inte´resse ici a` la discre´tisation du proble`me suivant :
ut(t, x) − uxx(t, x)− u(t, x) = 0, t ∈ IR+, x ∈ [0, 1], (2.35)
u(t, 0) = u(t, 1) = 0, t ∈ IR?+ ; u(0, x) = u0(x), x ∈ [0, 1]. (2.36)
On note u la solution de (2.35), (2.36), et on suppose que u est la restriction a` IR+× [0, 1] d’une fonction de classe
C∞ de IR2 dans IR.
Pour h = 1N+1 (N ∈ IN?) et k > 0, on pose xi = ih, i ∈ {0, . . . , N + 1}, tn = nk, n ∈ IN, uni = u(xi, tn), et on
note uni la valeur approche´e recherche´e de uni .
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On conside`re deux sche´mas nume´riques, (2.37)–(2.39) et (2.38)–(2.39) de´finis par les e´quations suivantes :
un+1i − uni
k
− (u
n+1
i+1 + u
n+1
i−1 − 2un+1i )
h2
− un+1i = 0, n ∈ IN, i ∈ {1, . . . , N}, (2.37)
un+1i − uni
k
− (u
n+1
i+1 + u
n+1
i−1 − 2un+1i )
h2
− uni = 0, n ∈ IN, i ∈ {1, . . . , N}, (2.38)
un+10 = u
n+1
N+1 = 0, n ∈ IN ; u0i = u0(xi),= i ∈ {0, . . . , N + 1}. (2.39)
Pour n ∈ N , on note un = (un1 , . . . , unN) ∈ IRN .
1. (Consistance) Soit T > 0. Pour n ∈ IN, et i ∈ {1, . . . , N}, on note Rni l’erreur de consistance (de´finie en
cours) du sche´ma nume´rique (2.37), (2.39) [resp. du sche´ma nume´rique (2.38), (2.39)]. Montrer qu’il existe
C ∈ IR, ne de´pendant que de u et T , t. q. |Rni | ≤ C(k + h2), pour tout i ∈ {1, . . . , N} et tout n ∈ IN, t.q.
kn ≤ T .
2. Montrer que le sche´ma (2.37), (2.39) [resp. (2.38), (2.39)] demande, a` chaque pas de temps, la re´solution du
syste`me line´aire Aun+1 = a [resp. Bun+1 = b] avec A,B ∈ IRN,N et a, b ∈ IRN a` de´terminer.
Montrer que B est inversible (et meˆme s.d.p.) pour tout h > 0 et k > 0. Montrer que A est inversible (et
meˆme s.d.p.) pour tout h > 0 et k ∈]0, 1[.
3. (Stabilite´) Pour n ∈ IN, on pose ‖un‖∞ = supi∈{1,...,N} |uni |. Soit T > 0. On conside`re le sche´ma (2.38),
(2.39). Montrer qu’il existe C1(T ) ∈ IR, ne de´pendant que de T , t.q. ‖un‖∞ ≤ C1(T )‖u0‖∞, pour tout
h > 0, k > 0, et n ∈ IN tel que kn ≤ T .
Soit α ∈ [0, 1]. On conside`re le sche´ma (2.37), (2.39). Montrer qu’il existe C2(T, α) ∈ IR, ne de´pendant
que de T et de α, t.q. ‖un‖∞ ≤ C2(T, α)‖u0‖∞, pour tout h > 0, k ∈]0, α[, et n ∈ IN tel que kn ≤ T .
4. (Estimation d’erreur) Pour n ∈ IN et i ∈ {1, . . . , N}, on pose eni = uni − uni . Soit T > 0. Donner, pour
kn ≤ T , des majorations de ‖en‖∞ en fonction de T , C, C1(T ), C2(T, α) (de´finis dans les questions
pre´ce´dentes), k et h pour les deux sche´mas e´tudie´s.
Exercice 29 (Discre´tisation par VF)
Ecrire une discre´tisation espace-temps du proble`me (2.26) de l’exercice 23 avec le sche´ma de Crank-Nicolson en
temps, et par volumes finis avec un maillage uniforme en espace, en utilisant un sche´ma de´centre´ amont pour le
terme d’ordre 1 ux(x, t).
Exercice 30 (Sche´mas “saute-mouton” et Dufort-Frankel) Corrige´ en page 89
On conside`re le proble`me suivant :
ut(x, t) − uxx(x, t) = 0, x ∈]0, 1[, t ∈]0, T [,
u(0, t) = u(1, t) = 0, t ∈]0, T [,
u(x, 0) = u0(x), x ∈]0, 1[.
(2.40)
Pour trouver une solution approche´e de ((2.40)), on conside`re le sche´ma “saute-mouton” : u
n+1
j − u(n−1)j
2k
=
unj−1 − 2unj + unj+1
h2
, j = 1, . . . , N − 1, n = 1, . . . ,M − 1,
un+10 = u
n+1
N+1 = 0, n = 1, . . . ,M − 1,
(2.41)
ou` (u0j)j=1,...,N et (u
1
j)j=1,...,N sont suppose´s connus, h = 1/N , k = T/M .
1. Montrer que le sche´ma (2.41) est consistant. Quel est son ordre ?
2. Montrer que le sche´ma (2.41) est inconditionnellement instable au sens de Von Neumann.
On modifie “le´ge`rement” le sche´ma (2.41) en prenant u
n+1
j − u(n−1)j
2k
=
unj−1 − (un+1j + u(n−1)j ) + unj+1
h2
, j = 1, . . . , N, n = 1, . . . ,M − 1,
un+10 = u
n+1
N+1 = 0, n = 1, . . . ,M − 1,
(2.42)
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(sche´ma de Dufort-Frankel).
3. Montrer que le sche´ma (2.42) est consistant avec (2.40) quand h, k → 0 sous la condition kh → 0.
4. Montrer que (2.42) est inconditionnellement stable.
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Exercice 31 (Sche´ma de Gear)
On conside`re le proble`me suivant :
ut − uxx = 0, ∀x ∈ ]0, 1[, ∀t ∈ ]0, T [
u(x, 0) = u0(x), ∀x ∈ ]0, 1[,
u(0, t) = u(1, t) = 0, ∀t ∈ ]0, T [,
(2.43)
On suppose que u0 ∈ C(]0, 1[, IR) . On rappelle que dans ce cas, il existe une unique fonction u ∈ C2(]0, 1[
×]0, T [, IR) ∩C([0, 1]×[0, T ], IR) qui ve´rifie (2.43). On cherche une approximation de la solution de ce proble`me,
par une discre´tisation par diffe´rences finies en espace et en temps. On se donne un ensemble de points {tn, n =
1, . . . ,M} de l’intervalle ]0, T [, et un ensemble de points {xi, i = 1, . . . , N}. Pour simplifier, on conside`re un pas
constant en temps et en espace. Soit : h = 1N+1 le pas de discre´tisation en espace, et k =
T
M , le pas de discre´tisation
en temps. On pose alors tn = nk pour n = 0, . . . ,M et xi = ih pour i = 0, . . . , N + 1. On cherche a` calculer
une solution approche´e uapp du proble`me (2.43) ; plus pre´cisement, on cherche a` de´terminer uapp(xi, tn) pour
i = 1, . . . , N , et n = 1, . . . ,M . Les inconnues discre`tes sont note´es u(n)i , i = 1, . . . , N et n = 1, . . . ,M .
On conside`re le sche´ma suivant :

1
2k
(
3u
(n+1)
i − 4u(n)i + u(n−1)i
)
+
1
h2
(2u
(n+1)
i − u(n+1)i−1 − u(n+1)i+1 ) = 0,
{
i = 1, . . . N,
n = 1, . . . ,M,
u0i = u0(xi), i = 1, . . . , N,
u1i = u1(xi), i = 1, . . . , N,
u
(n)
0 = u
(n)
N+1 = 0, ∀n = 1, . . . ,M,
(2.44)
ou` u1(xi) = u(xi, k) est suppose´e connue.
1. Montrer que ce sche´ma est consistant d’ordre 2 en temps et en espace.
2. Montrer que le sche´ma s’e´crit sous forme matricielle :
Un+1 = BWn (2.45)
ou` Un+1 =
u
n+1
1
.
.
.
un+1N
 , B = (3Id+ 2k
h2
A)−1, A =

2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

, (2.46)
et Wn ne de´pend que de Un−1 =
u
n−1
1
.
.
.
un−1N
 et Un =
u
n
1
.
.
.
unN
 . (2.47)
Donner l’expression de Wn en fonction de Un−1 et Un.
3. En posant
V n =
(
Un
Un−1
)
∈ IR2M ,
mettre le sche´ma sous la forme
V n+1 =MV n
(donner la matrice M en fonction de A).
4. Montrer que µ est valeur propre de M si et seulement si µ2 − 4βµ + β = 0 ou` β est une valeur propre de la
matrice B.
5. Montrer que les valeurs propres de la matrice M sont toutes de module strictement infe´rieur a` 1.
6. Montrer qu’il existe C ∈ IR, qui ne de´pend pas de n, tel que |Un|2 ≤ C, ou` | · |2 de´signe la norme euclidienne
dans IRN .
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Exercice 32 (Proble`me parabolique non line´aire) Corrige´ en page 92
On se propose, dans cet exercice, de montrer l’existence d’une solution faible au proble`me (2.48)-(2.50), a` partir de
l’existence de la solution approche´e donne´e par un sche´ma nume´rique. L’inconnue de ce proble`me est la fonction
u de [0, 1]× [0, T ] dans IR, elle doit eˆtre solution des e´quations suivantes :
∂u
∂t
(x, t)− ∂
2ϕ(u)
∂x2
(x, t) = v(x, t), x ∈]0, 1[, t ∈]0, T [, (2.48)
∂ϕ(u)
∂x
(0, t) =
∂ϕ(u)
∂x
(1, t) = 0, t ∈]0, T [, (2.49)
u(x, 0) = u0(x), x ∈]0, 1[, (2.50)
ou` ϕ, v, T , u0 sont donne´s et sont t.q.
1. T > 0, v ∈ L∞(]0, 1[×]0, T [),
2. ϕ croissante, lipschitzienne de IR dans IR,
3. u0 ∈ L∞(]0, 1[) et ϕ(u0) lipschitzienne de [0, 1] dans IR.
Un exemple important est donne´ par ϕ(s) = α1s si s ≤ 0, ϕ(s) = 0 si 0 ≤ s ≤ L et ϕ(s) = α2(s− L) si s ≥ L,
avec α1, α2 et L donne´s dans IR?+. Noter pour cet exemple que ϕ′ = 0 sur ]0, L[.
Les ensembles ]0, 1[ et D =]0, 1[×]0, T [ sont munis de leur tribu bore´lienne et de la mesure de Lebesgue sur cette
tribu.
On appelle “solution faible” de (2.48)-(2.50) une solution de :
u ∈ L∞(]0, 1[×]0, T [), (2.51)
∫
D
(u(x, t)
∂ψ
∂t
(x, t) + ϕ(u(x, t))
∂2ψ
∂x2
(x, t) + v(x, t)ψ(x, t))dxdt +
∫
]0,1[
u0(x)ψ(x, 0)dx = 0,
∀ψ ∈ C2,1T (IR2),
(2.52)
ou` ψ ∈ C2,1T (IR2) signifie que ψ est une fonction de IR2 dans IR deux fois continuˆment de´rivable par rapport a` x,
une fois continuˆment de´rivable par rapport a` t et t.q. ∂ψ
∂x
(0, t) =
∂ψ
∂x
(1, t) = 0, pour tout t ∈ [0, T ] et ψ(x, T ) = 0
pour tout x ∈ [0, 1]}.
Question 1 (Solution classique versus solution faible)
On suppose, dans cette question seulement, que ϕ est de classe C2, v est continue sur [0, 1] × [0, T ] et u0 est
continue sur [0, 1]. Soit u ∈ C2(IR2, IR). On note encore u la restriction de u a` ]0, 1[×]0, T [. Montrer que u
est solution de (2.51)-(2.52) si et seulement si u ve´rifie (2.48)-(2.50) au sens classique (c’est-a`-dire pour tout
(x, t) ∈ [0, 1]× [0, T ]).
On cherche maintenant une solution approche´e de (2.48)-(2.50).
Soient N,M ∈ IN?. On pose h = 1
N
et k =
T
M
. On va construire une solution approche´e de (2.48)-(2.50) a` partir
de la famille {uni , i = 1, . . . , N, n = 0, . . . ,M} (dont on va prouver l’existence et l’unicite´) ve´rifiant les e´quations
suivantes :
u0i =
1
h
∫ ih
(i−1)h
u0(x)dx, i = 1, . . . , N, (2.53)
un+1i − uni
k
− ϕ(u
n+1
i−1 )− 2ϕ(un+1i ) + ϕ(un+1i+1 )
h2
= vni , i = 1, . . . , N, n = 0, . . . ,M − 1, (2.54)
avec un+10 = u
n+1
1 , u
n+1
N+1 = u
n+1
N , pour tout n = 0, . . . ,M − 1 et vni =
1
kh
∫ (n+1)k
nk
∫ ih
(i−1)h
v(x, t)dxdt, pour
tout i = 1, . . . , N , pour tout n = 0, . . . ,M .
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Question 2 (Existence et unicite´ de la solution approche´e)
Soit n ∈ {0, . . . ,M − 1}. On suppose connu {uni , i = 1, . . . , N}. On va prouver dans cette question l’existence
et l’unicite´ de {un+1i , i = 1, . . . , N} ve´rifiant (2.54) (avec un+10 = un+11 , un+1N+1 = un+1N ).
1. Soit a > 0, Pour s ∈ IR, on pose ga(s) = s + aϕ(s). Montrer que ga est une application strictement
croissante bijective de IR dans IR.
2. Soit w = (wi)i=1,...,N ∈ IRN . On pose w0 = w1 etwN+1 = wN . Montrer qu’il existe un et un seul couple
(u,w) ∈ IRN × IRN , u = (ui)i=1,...,N , w = (wi)i=1,...,N , t.q. :
ϕ(ui) = wi, pour tout i ∈ {1, . . . , N}, (2.55)
ui +
2k
h2
wi =
k
h2
(wi−1 + wi+1) + uni + kv
n
i , pour tout i = 1, . . . , N. (2.56)
On peut donc de´finir une application F de IRN dans IRN par w 7→ F (w) = w ou` w est solution de (2.55)–
(2.56).
3. On munit IRN de la norme usuelle ‖ · ‖∞. Montrer que l’application F est strictement contractante. [On
pourra utiliser la monotonie de ϕ et remarquer que, si a = ϕ(α) et b = ϕ(β), on a |α − β| ≥ (1/L)|a− b|,
ou` L ne de´pend que de ϕ.]
4. Soit {un+1i , i = 1, . . . , N} solution de (2.54). On pose w = (wi)i=1,...,N , avec wi = ϕ(un+1i ) pour
i ∈ {1, . . . , N}. Montrer que w = F (w).
5. Soit w = (wi)i=1,...,N t.q. w = F (w). Montrer que pour tout i ∈ {1, . . . , N} il existe un+1i ∈ IR t.q.
wi = ϕ(u
n+1
i . Montrer que {un+1i , i = 1, . . . , N} est solution de (2.54).
6. Montrer qu’il existe une unique famille {un+1i , i = 1, . . . , N} solution de (2.54).
Question 3 (Estimation L∞(]0, 1[×]0, T [) sur u)
On pose A = ‖u0‖L∞(]0,1[) et B = ‖v‖L∞(]0,1[×]0,T [). Montrer, par re´currence sur n, que uni ∈ [−A− nkB,A+
nkB] pour tout i = 1, . . . , N et tout n = 0, . . . ,M . [On pourra, par exemple, conside´rer (2.54) avec i t.q. un+1i =
min{un+1j , j = 1, . . . , N}.]
En de´duire qu’il existe cu0,v,T ∈ IR+ t.q. ‖un‖L∞(]0,1[) ≤ cu0,v,T .
Question 4 (Estimation de la de´rive´e p.r. a` x de ϕ(u))
Montrer qu’il existe C1 (ne de´pendant que de T , ϕ, v et u0) t.q., pour tout n = 0, . . . ,M − 1,
M−1∑
n=0
N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))2 ≤ C1
h
k
. (2.57)
[Multiplier (2.54) par un+1i et sommer sur i et sur n et utiliser l’ine´galite´ a2 − ab ≥ a
2
2 − b
2
2 .]
Question 5 (Estimation de la de´rive´e p.r. a` t de ϕ(u))
Montrer qu’il existe C2 (ne de´pendant que de T , ϕ, v et u0) t.q.
M−1∑
n=0
h
N+1∑
i=0
(ϕ(uni+1)− ϕ(un+1i+1 ))2 ≤ C2k. (2.58)
et
N+1∑
i=0
(ϕ(un+1i )− ϕ(un+1i+1 ))2 ≤ C2h, pour tout n ∈ {0, . . . ,M}. (2.59)
[indication : multiplier (2.54) par ϕ(un+1i )− ϕ(uni ) et sommer sur i et n]
Dans la suite de l’exercice, il s’agit de passer a` la limite (quand N,M →∞) pour trouver une solution de (2.48)-
(2.50).
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Pour M ∈ IN? donne´, on prend N = M2 (et donc h et k sont donne´s et k = T√h), on de´finit (avec les uni trouve´s
dans les questions pre´ce´dentes) une fonction, uh, sur [0, 1]× [0, T ] en posant
uh(x, t) =
t− nk
k
u
(n+1)
h (x) +
(n+ 1)k − t
k
u
(n)
h (x), si t ∈ [nk, (n+ 1)k]
et
u
(n)
h (x) = u
n
i , si x ∈](i− 1)h, ih[, i = 1, . . . , N, n = 0, . . . ,M.
Enfin, on de´finit ϕ(uh) par ϕ(uh)(x, t) = ϕ(uh(x, t)).
Question 6 Montrer que les suites (uh)M∈IN? et (ϕ(uh))M∈IN? sont borne´es dans L∞(]0, 1[×]0, T [) (on rappelle
que h est donne´ par M ).
Question 7
Montrer qu’il existe C (ne de´pendant que de T , ϕ, v et u0) t.q. l’on ait, pour tout M ∈ IN? :
1. Pour tout t ∈ [0, T ], ∫
IR
|ϕ(uh)(x + η, t)− ϕ(uh)(x, t)|2dx ≤ Cη,
pour tout η ∈ IR?+, avec ϕ(uh)(·, t) prolonge´e par 0 hors de [0, 1].
2. ‖ϕ(uh)(·, t)− ϕ(uh)(·, s)‖L2(]0,1[) ≤ C|t− s|, pour tout t, s ∈ [0, T ].
Une conse´quence des questions 6 et 7 ( que l’on admet ici est que l’on peut trouver une suite (hn)n∈IN et u ∈
L∞(]0, 1[×]0, T [) telle que, en posant un = uhn (on rappelle que kn = T
√
hn), l’on ait, quand n→∞,
1. hn → 0 et kn → 0,
2. un → u dans L∞(]0, 1[×]0, T [) pour la topologie faible-?,
3. ϕ(un)→ ϕ(u) dans Lp(]0, 1[×]0, T [), pour tout p ∈ [1,∞[.
Question 8 Montrer que la fonction u ainsi trouve´e est solution de (2.51),(2.52).
Remarque. On peut aussi montrer l’unicite´ de la solution de (2.51),(2.52).
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2.6 Suggestions pour les exercices
Exercice 24 (Exemple de sche´ma non convergent)
1. Ecrire le sche´ma d’Euler explicite.
2. De´montrer par re´currence que
Si n ∈ {0, . . . ,M + 1}, i ∈
{
−N + 1
2
, . . . ,
N + 1
2
}
et i ≥ −N + 1
4
+ n alors uni = 0.
En de´duire que uni = 0 pour n ∈ {0, . . . ,M + 1} et i ∈
{
0, . . . , N+12
}
et conclure.
Exercice 27 (Discre´tisation d’un proble`me parabolique)
1. Calculer l’erreur de consistance et la majorer par des de´veloppements de Taylor.
Chercher ensuite les conditions pour que :
‖un‖∞ ≤ ‖u0‖∞.
Pour e´tudier la convergence du sche´ma, majorer l’erreur de discre´tisation : enj = u¯nj − unj ou` unj est calcule´ par
(2.70), et u¯nj est la solution du proble`me (2.34) en xj = jh et tn = nk.
Meˆme chose pour les questions suivantes. . .
Exercice 28 (Proble`me de diffusion re´action)
1. Effectuer des de´veloppements de Taylor. . .
3. Montrer par re´currence que maxj=1,...,N unj ≤ (1 + k)nmaxj=1,...,N u0j . et que minj=1,...,N u(n)j ≥ (1 +
k)nminj=1,...,N u
(0)
j .
4. Utiliser l’e´quation, le sche´ma, et l’erreur de consistance.
Exercice 30 (Sche´mas de Saute-Mouton et Dufort-Frankel)
1. Effectuer des de´veloppements de Tyalor pour majorer l’erreur de consistance.
2. Montrer que le facteur d’amplification ξn obtenu par l’analyse de stabilite´ de Von Neumann satisfait :
ξn+1 − αξn − ξn−1 = 0, n ≥ 2.
Etudier ensuite les racines de le´quation r2 − αr − 1 = 0 et montrer que l’une de ses racines est, en module,
supe´rieure a` 1.
4. Reprendre la me´thode de´veloppe´e a` la question 2, en montrant que l’e´quation caracte´ristique pour ξ est mainte-
nant :
p(r) = ar2 + br + c = 0,
avec
a =
1
2k
+
1
h2
, b = −2 cos(ph)
h2
et c =
1
h2
− 1
2h
.
Etudier ensuite les racines de cette e´quation.
2.7 Corrige´s des exercices
Exercice 22 page 71
On note ‖ · ‖2 = ‖ · ‖L2(]0,1[).
1) Pour n ∈ IN∗, on a ∫ 1
0
sin2(npix)dx =
∫ 1
0
1− cos(2npix)
2
dx =
1
2
,
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et ∫ 1
0
|u0(x) sin(npix)|dx ≤ ‖u0‖2
(∫ 1
0
sin2(npix)dx
)1/2
=
r2
2
‖u0‖2.
La quantite´ an est donc bien de´finie et
|an| ≤ r2‖u0‖2
Pour tout t > 0 et x ∈ [0, 1], on a
|e−n2pi2t2an sin(npix)| ≤ r2‖u0‖2e−n2pi2t2 ∀n ∈ IN∗.
Ceci montre que la se´rie
∑
n>0
e−n
2pi2t2an sin(npix) est absolument convergente et donc que u est bien de´finie pour
tout t > 0 et tout x ∈ [0, 1] et meˆme pour tout x ∈ IR.
On remarque ensuite que u est de classe C∞ sur IR × IR∗+, en appliquant les the´ore`mes classiques de de´rivation
terme a` terme d’une se´rie. En effet, soit ε > 0, pour tout x ∈ IR et t > ε on a∣∣∣e−n2pi2t2an sin(npix)∣∣∣ ≤ r2‖u0‖2e−n2pi2ε2 , ∀n ∈ IN∗
Comme (x, t) → e−n2pi2t2an sin(npit) est continue (pour tout n ∈ IN∗), on en de´duit que u est continue sur
IR×]ε,∞[, et finalement sur IR×]0,∞[ car ε > 0 est arbitraire.
Pour de´river terme a` terme la se´rie de´finissant u, il suffit e´galement d’obtenir sur ]ε,∞[×IR (pour tout ε > 0) une
majoration du terme ge´ne´ral de la se´rie des de´rive´es par le terme ge´ne´ral d’une se´rie convergente (inde´pendant de
(x, t) ∈ IR×]ε,∞[. On obtient cette majoration en remarquant que, pour (x, t) ∈ IR×]ε,∞[,
| − n2pi2e−n2pi2t2an sin(npix)| ≤ n2pi2e−n2pi2ε2r2‖u0‖2
On montre ainsi finalement que u est de classe C1 par rapport a` t et que
ut(x, t) =
∑
n>0
−n2pi2e−n2pi2t2an sin(npix), x ∈ IR, t > 0.
En ite´rant ce raisonnement on montre que u est de classe C∞ par rapport a` t sur IR × IR∗+.
Un raisonnement similaire montre que u est de classe C∞ par rapport a` x sur IR × IR∗+ et que l’on peut de´river
terme a` terme la se´rie de´finissant u. On obtient donc aussi
uxx(xt) =
∑
n>0
−n2pi2e−n2pi2t2an sin(npix), x ∈ IR, t > 0,
et ceci donne ut = uxx sur IR× IR∗t et donc aussi un [0, 1]× IR∗+. Le fait que u(0, t) = u(1, t) pour tout t > 0 est
imme´diat car sinnpit = sin 0 = 0, pour tout n ∈ IN∗.
Il reste a` montrer que u(., t)→ u0 dans L2(]0, 1[) quand t→ 0.
On de´finit en ∈ L2(]0, 1[) par en(x) =
√
2 sin(npix). La famille {en, n ∈ IN∗} est une base hilbertienne de
L2(]0, 1[).
On a donc :
N∑
n=1
an sinnpix→ u0, dans L2(]0, 1[), quand n→∞,
et ∞∑
n=1
a2n = 2‖u0‖22.
On remarque maintenant que
u(x, t)− u0(x) = u(x, t)− u(N)(x, t) + u(N)(xt) − u(N)0 (x) − u(N)0 (x) − u0(x),
avec
u(N)(x, t) =
N∑
n=1
ane
−n2pi2t2 sin(npix)
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u
(N)
0 (x) =
N∑
n=1
an sin(npix).
Il est clair que, pour tout N ∈ IN∗, on a u(N)(., t) → u(N)0 uniforme´ment sur IR, quand N → ∞, et donc
u(N)(., t)→ u(N)0 dans L2(]0, 1[).
Comme
‖u(., t)− u(N)(., t)‖22 =
∞∑
n=N+1
a2n
1
2
e−2n
2pi2t2 ≤
∞∑
n=N+1
a2n
1
2
= ‖u(N)0 − u0‖22 → 0
quand N →∞, on en de´duit que u(., t)→ u0, qdt→ 0, dans L2(]0, 1[).
2) On note w la diffe´rence de 2 solutions de (2.25). On a donc
w ∈ C∞([0, 1]× IR∗+, IR)
wt − wxx = 0 sur [0, 1]× IR∗+
w(0, t) = w(1, t) = 0 pour t > 0
w(., t)→ 0, dans L2(]0, 1[), quand t→ 0
Soit 0 < ε < T < ∞. On inte`gre l’e´quation wwt − wwxx = 0 sur ]0, 1[×]ε, T [. En utilisant une inte´gration par
parties (noter que w ∈ C∞([0, 1]× [ε, T ]), on obtient :
1
2
∫ 1
0
w2(x, T )dx− 1
2
∫ 1
0
w2(x, ε).dx +
∫ 1
0
∫ T
ε
w2x(x, t)dxdt = 0.
D’ou` l’on de´duit ‖w(., T )‖2 ≤ ‖w(., ε)‖2. Quand ε→ 0, on a ‖w(., ε)‖2 → 0, on a donc ‖w(., T )‖2 = 0 et donc,
comme w(., t) est contenue sur [0, 1], wX ∈ [0, 1]. Comme T > 0 est arbitraire, on a finalement
w(x, t) = 0 ∀t ∈ [0, 1], ∀t > 0
Ce qui montre bien l’unicite´ de la solution de (2.25).
Exercice 24 page 71
1) La formule pour calculer u0i est :
u01 = u0(ih, 0), i = −
N + 1
2
, . . . ,
N + 1
2
Soit maintenant n ∈ {0, . . . ,M}. On a :
un+1i = 0 pour i = −
N + 1
2
et i =
N + 1
2
un+1i = u
n
i +
k
h2
(
uni+1 + u
n
i−1 − 2uni
)
, i = −N + 1
2
+ 1, . . . ,
N + 1
2
− 1.
2) On va montrer, par re´currence (finie) sur n, que :
Si n ∈ {0, . . . ,M + 1}, i ∈
{
−N + 1
2
, . . . ,
N + 1
2
}
et i ≥ −N + 1
4
+ n alors uni = 0. (2.60)
Pour initialiser la re´currence, on suppose que n = 0 et i ≥ −N + 1
4
. On a alors
ih ≥ −N + 1
4
8
N + 1
= −2 > −3
et donc u0i = 0.
Soit maintenant n ∈ {0, . . . ,M}. On suppose que l’hypothe`se de re´currence est ve´rifie´e jusqu’au rang n, et on
de´montre la proprie´te´ au rang n+ 1. Soit donc i ∈ {−N+12 , . . . , N+12 } tel que i ≥ −N+14 + (n+ 1). Alors :
– Si i = N+12 on a bien u
N+1
i = 0.
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– Si i < N+12 , les indices i− 1, i et i + 1 sont tous supe´rieurs ou e´gaux a` −N+14 + n, et donc par hypothe`se de
re´currence,
un+1i = u
n
i
(
1− 2k
h2
)
+
k
h2
uni+1 +
k
h2
uni−1 = 0.
On a donc bien de´montre´ (2.60). On utilise maintenant l’hypothe`se k = h, c’est–a`–dire 1M+1 = 8N+1 . On a alors
−N + 1
4
+M + 1 = −2(M + 1) +M + 1 = −(M + 1) < 0.
On en de´duit que si n ∈ {0, . . . ,M + 1} et i ≥ 0, alors i ≥ −N+14 + n. On en de´duit que uni = 0 pour
n ∈ {0, . . . ,M + 1} et i ∈ {0, . . . , N+12 }. On remarque alors que
max
{
|uM+1i − u¯M+1i |, i ∈
{
−N + 1
2
, . . . ,
N + 1
2
}}
≥!lamax
{
|u¯M+1i |, i ∈
{
0, . . . ,
N + 1
2
}}
≥ inf
[0,4]
u(x, 1) > 0,
et donc ne tend pas vers 0 quand h→ 0.
Exercice 26 page 72 : sche´ma implicite et principe du maximum
1. Sche´ma explicite de´centre´
(a) Par de´finition, l’erreur de consistance en (xi, tn) s’e´crit : On s’inte´resse ici a` l’ordre du sche´ma au sens
des diffe´rences finies. On suppose que u ∈ C4([0, 1]× [0, T ]) est solution de (2.32) et on pose
u¯ni = u(ih, nk), i = 0, . . . , N, k = 0, . . . ,M.
Pour i = 1, . . . , N − 1 et k = 1, . . . ,M − 1, l’erreur de consistance en (xi, tk) est de´finie par :
Rni =
1
k
(u¯n+1i − u¯ni )−
α
h
(u¯ni − u¯ni−1)−
µ
h2
(u¯ni−1 − 2u¯ni + u¯ni+1). (2.61)
Soit i ∈ {1, . . . , N − 1}, k ∈ {1, . . . , M − 1}. On cherche une majoration de Rni en utilisant des
de´veloppements de Taylor. En utilisant ces de´veloppements, on obtient qu’il existe (ξ`, t`) ∈ [0, 1] ×
[0, T ], ` = 1, . . . , 4, t.q. :
u¯n+1i = u¯
n
i + kut(ih, nk) +
k2
2
utt(ξ1, t1), (2.62)
u¯ni−1 = u¯
n
i − hux(ih, nk) +
h2
2
uxx(ξ2, t2), (2.63)
u¯ni−1 = u¯
n
i − hux(ih, nk) +
h2
2
uxx(ih, nk)− h
3
6
uxxx(ih, nk)− h
4
24
uxxxx(ξ3, t3), (2.64)
u¯ni+1 = u¯
n
i + hux(ih, nk) +
h2
2
uxx(ih, nk) +
h3
6
uxxx(ih, nk) +
h4
24
uxxxx(ξ4, t4). (2.65)
On en de´duit :
Rni = ut(ih, nk) +
k
2
utt(ξ1, t1) + αux(ih, nk) + α
h
2
uxx(ξ2, t2)
−µuxx(ih, nk)− µh
2
24
(uxxxx(ξ3, t3) + µuxxxx(ξ4, t4)) ,
et donc, comme u est solution de (2.32), pour h assez petit, on a :
|Rni | ≤ C1(h+ k),
ou` C1 ne de´pend que de u. Le sche´ma (2.33) est donc consistant d’ordre 1 en temps et en espace.
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(b) Cherchons les conditions pour que un+1i s’e´crive comme combinaison convexe de uni , uni−1 et uni+1.
On peut re´e´crire le sche´ma (2.33) :
un+1i = au
n
i + bu
n
i+1 + cu
n
i−1, avec a = 1−
αk
h
− 2µk
h2
, b =
µk
h2
et c =
αk
h
+
µk
h2
.
Il est facile de voir que a+ b + c = 1, et que b ≥ 0, c ≥ 0. Il reste a` ve´rifier que a ≥ 0 ; pour cela, il
faut et il suffit que αkh +
2µk
h2 ≤ 1. Cette condition se´crit encore :
k ≤ h
2
αh+ 2µ
. (2.66)
Si h et k ve´rifient la condition (2.66), on pose : Mn = maxi=1...N uni (resp. mn = mini=1...N uni .
Comme un+1i est une combinaison convexe de uni , uni−1 et uni+1, on a alors : u
n+1
i ≤ Mn ∀i =
1, . . . , N (resp. un+1i ≥ mn ∀i = 1, . . . , N ) et donc : Mn+1 ≤Mn (resp. mn+1 ≥ mn). On a ainsi
montre´ que :
‖un+1‖∞ ≤ ‖un‖∞.
On a de meˆme :
‖un‖∞ ≤ ‖un−1‖∞.
.
.
.
‖u1‖∞ ≤ ‖u0‖∞.
En sommant ces ine´galite´s, on obtient :
‖un‖∞ ≤ ‖u0‖∞.
Donc, sous la condition (2.66), on a ‖un+1‖∞ ≤ ‖un‖∞ et donc ‖un‖∞ ≤ ‖u0‖∞, pour tout n =
1, . . . , N.
(c) En retranchant l’e´galite´ (2.61) au sche´ma (2.33), on obtient l’e´quation suivante sur eni :
1
k
(en+1i − eni ) +
α
h
(eni − eni−1)−
µ
h2
(eni−1 − 2eni + eni+1) = Rni .
ce qu’on peut encore e´crire :
en+1i = (1−
kα
h
− 2kµ
h2
)eni + e
n
i−1
kµ
h2
+ kRni . (2.67)
Sous la condition de stabilite´ (2.66), on obtient donc :
|en+1i | ≤ ‖en+1‖∞ + C1(k + h)k,
|eni | ≤ ‖en−1‖∞ + C1(k + h)k,
.
.
. ≤ ... + ...
|e1i | ≤ ‖e0‖∞ + C1(k + h)k,
Si a` t = 0, on a ‖e0‖ = 0, alors on e´duit des ine´galite´s pre´ce´dentes que |eni | ≤ C1T (k + h) pour tout
n ∈ IN. Le sche´ma est donc convergent d’ordre 1.
2. Sche´ma explicite centre´.
(a) (Consistance) En utilisant les de´veloppements de Taylor (2.62) (2.64) et (2.65), et les de´veloppements
suivants :
u¯ni−1 = u¯
n
i − hux(ih, nk) +
h2
2
uxx(ih, nk)− h
3
6
uxxx(ξ5, t5),
u¯ni+1 = u¯
n
i + hux(ih, nk) +
h2
2
uxx(ih, nk) +
h3
6
uxxx(ξ6, t6),
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on obtient maintenant :
Rni = ut(ih, nk) +
k
2
utt(ξ1, t1) + αux(ih, nk) + α
h2
12
(uxxx(ξ5, t5) + µuxxx(ξ6, t6))
−µuxx(ih, nk)− µh
2
24
(uxxxx(ξ3, t3) + µuxxxx(ξ4, t4)) ,
On en de´duit que
|Rni | ≤ C3(k + h2),
ou` C3 = max(
1
2‖utt‖∞, 16‖uxxx‖∞, 112‖uxxxx‖∞).
(b) Le sche´ma s’e´crit maintenant :
un+1i = a˜u
n
i + b˜u
n
i+1 + c˜u
n
i−1, avec a˜ = 1−
2µk
h2
, b˜ =
µk
h2
− αk
h
et c˜ =
µk
h2
+
αk
h
.
Remarquons que l’on a bien : a˜+ b˜ + c˜ = 1. Pour que un+1i soit combinaison convexe de uni , uni+1 et
uni−1, il faut et il suffit donc que a˜ ≥ 0, b˜ ≥ 0, et c˜ ≤ 0. L’ine´galite´ c˜ ≥ 0 est toujours ve´rifie´e. Les
deux conditions qui doivent eˆtre ve´rifie´es par h et k s’e´crivent donc :
i. a˜ ≥ 0, i.e. 1− 2µkh2 ≥ 0, soit encore
k ≤ h
2
2µ
.
ii. b˜ ≥ 0 i.e. µkh2 − αkh ≥ 0, soit encore
h ≤ µ
2α
.
Le sche´ma centre´ est donc stable sous les deux conditions suivantes :
h ≤ µ
2α
et k ≤ 1
2µ
h2. (2.68)
Pour obtenir une borne d’erreur, on proce`de comme pour le sche´ma (2.33) : on soustrait la de´finition
de l’erreur de consistance au sche´ma nume´rique, et on obtient :
en+1i = a˜e
n
i + b˜e
n
i+1 + c˜e
n
i−1 + kR
n
i . (2.69)
Par le meˆme raisonnement que pour le sche´ma de´centre´, on obtient donc que si e0i = 0, on a |eni | ≤
C4(k + h
2), avec C4 = TC3.
Exercice 27 page 73
1. On admettra que la solution de (2.34) existe est qu’elle est assez re´gulie`re. Soient M ∈ IN∗ et N ∈ IN∗, et
soient k le pas de temps, choisi tel que Mk = T et h le pas espace, choisi tel que Nh = 1. On applique un sche´ma
d’Euler explicite en temps, et un sche´ma de diffe´rences finies centre´ en espace, on obtient donc :
un+1j = k
[
1
k
unj −
1
2h
(
unj+1 − unj−1
)
+
ε
h2
(
unj+1 + u
n
j−1 − 2unj
)] (2.70)
On tient compte des conditions aux limites et des conditions initiales en posant :{
un0 = u
n
N+1 = 0,
u0j = u0(jh).
On a, par de´veloppement de Taylor :
u(x+ h, t) = u(x, t) + hux(x, t) +
h2
2
uxx(x, t) +
h3
6
u(3)(x, t) +
h4
24
u(4)(α, t),
u(x− h, t) = u(x, t)− hux(x, t) + h
2
2
uxx(x, t)− h
3
6
u′′′(x, t) +
h4
24
u(4)(β, t),
u(x, t+ k) = u(x, t) + kut(x, t) +
k2
2
utt(x, τk), τk ∈ [t, t+ k].
Analyse nume´rique des EDP, M1 85 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
2.7. CORRIG ´ES CHAPITRE 2. EDP PARABOLIQUES
De ces de´veloppements de Taylor, il ressort que l’erreur de consistance ve´rifie |R| ≤ C(k + h2), ou` C ne de´pend
que de u. Le sche´ma est donc explicite d’ordre 1 en temps et 2 en espace.
Cherchons alors les conditions pour que :
‖un‖∞ ≤ ‖u0‖∞.
Par de´finition,
‖un‖∞ = max
j=1,...,N
|unj |.
On essaye d’abord de ve´rifier que : ‖un+1‖∞ ≤ ‖un‖∞, c’est-a`-dire :
max
j=1,...,N
|un+1j | ≤ max
j=1,...,N
|unj |,
On veut donc montrer que 
max
j=1,...,N
un+1j ≤ max
j=1,...,N
unj ,
min
j=1,...,N
un+1j ≥ min
j=1,...,N
unj .
On peut re´e´crire le sche´ma (2.70) :
un+1j = u
n
j
(
1− 2εk
h2
)
+ unj+1
(
− k
2h
+
kε
h2
)
+ unj−1
(
εk
h2
+
k
2h
)
.
Posons :
Mn = max
j=1...N
unj
Supposons que k et h ve´rifient :
1 ≥ 2εk
h2
et
kε
h2
− k
2h
≥ 0,
ce qui s’e´crit encore : 
k
h2
≤ 1
2ε
k ≤ 2ε
h
,
(2.71)
on a alors :
un+1j ≤Mn
(
1− 2εk
h2
)
+Mn
(
− k
2h
+
kε
h2
)
+Mn
(
εk
h2
+
k
2h
)
∀j = 1, . . . , N,
et donc :
Mn+1 ≤Mn.
Posons maintenant :
mn = min
j=1...N
unj .
Si k et h satisfont les conditions (2.71), on obtient de la meˆme manie`re
mn+1 ≥ mn
On a ainsi montre´ que :
‖un+1‖∞ ≤ ‖un‖∞.
On a de meˆme :
‖un‖∞ ≤ ‖un−1‖∞.
.
.
.
‖u1‖∞ ≤ ‖u0‖∞.
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En sommant ces ine´galite´s, on obtient :
‖un‖∞ ≤ ‖u0‖∞.
Donc, sous les conditions (2.71), on a ‖un+1‖∞ ≤ ‖un‖∞ et donc ‖un‖∞ ≤ ‖u0‖∞, pour tout n = 1, . . . , N.
Pour e´tudier la convergence du sche´ma, on va tenter de majorer l’erreur de discre´tisation :
enj = u¯
n
j − unj ,
ou` unj est calcule´ par (2.70), et u¯nj est la solution du proble`me (2.34) en xj = jh et tn = nk.
On a donc, par de´finition de l’erreur de consistance,
1
k
(u¯n+1j − u¯nj ) +
1
2h
(u¯nj+1 − u¯nj−1)−
ε
h2
(−2u¯nj + u¯nj+1 + u¯nj−1) = Rnj
ou` |Rni | ≤ C(k + h2)
ce qui entraine :
1
k
(en+1j − enj ) +
1
2h
(enj − enj−1)−
ε
h2
(−2enj + enj+1 + enj−1) = Rnj
soit encore :
en+1j =
(
1− 2εk
h2
)
enj +
(
− k
2h
+
kε
h2
)
ej+1 +
(
εk
h2
+
k
2h
)
enj−1 + kR
n
j .
de meˆme que pre´ce´demment, on obtient sous les conditions (2.71)
|en+1j | ≤ ‖en‖∞ + C(k + h2)k
.
.
.
|enj | ≤ ‖en−1‖∞ + C(k + h2)k
.
.
.
|e1j | ≤ ‖e0‖∞ + C(k + h2)k.
Et donc en sommant ces ine´galite´s :
‖en‖∞ ≤ ‖e0‖∞ + nCk(k + h2)
Si a` t = 0 on a ‖e0‖∞ = 0, alors :
‖en+1‖∞ ≤ CMk(k + h2) = T (k + h2).
Et donc sous les conditions (2.71) on a ‖en‖∞ qui tend vers 0 lorsque k, h→ 0, ce qui prouve que le sche´ma est
convergent.
Exercice 28 page 73
1. Notons R(n)i l’erreur de consistance en (xi, tn). Pour le sche´ma (2.37), on a donc par de´finition :
R
(n)
i =
u¯
(n+1)
i −u¯
(n)
i
k +
1
h2 (2u¯
(n+1)
i − u¯(n+1)i−1 − u¯(n+1)i+1 )− u¯n+1i
= R˜
(n)
i + Rˆ
n
i ,
ou`
R˜ni =
u¯n+1i − u¯ni
k
− ut(xi, tn) est l’erreur de consistance en temps
et
Rˆni =
1
h2
(2u¯n+1i − u¯n+1i−1 − u¯n+1i+1 )− (uxx(xi, tn)) est l’erreur de consistance en espace.
On a vu (voir (1.30)) que ∣∣∣Rˆni ∣∣∣ ≤ h212 sup[0,1]
∣∣∣∣∂4u∂x4 (·, tn)
∣∣∣∣ , ∀i ∈ {1, . . . , N}
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Effectuons maintenant un de´veloppement de Taylor en fonction du temps d’ordre 2 :
u(xi, tn+1) = u(xi, tn) + kut +
k2
2
utt(xi, ξn)
avec ξn ∈ [tn, tn+1]. Donc u(xi, tn+1)− u(xi, tn)
k
− ut = k
2
utt(xi, ξn). Comme ξn ∈ [0, T ], et utt admet un
maximum (a` xi fixe´) dans [0, T ] (qui est compact), on a donc∣∣∣R˜ni ∣∣∣ ≤ k2 max[0,T ] |utt(xi, ·)| .
Par conse´quent,
|Rni | =
∣∣∣R˜ni + Rˆni ∣∣∣ ≤ ∣∣∣R˜ni ∣∣∣+ ∣∣∣Rˆni ∣∣∣ ≤ k2 max[0,T ] |utt(xi, ·)|+ h212 max[0,1]
∣∣∣∣∂4u∂x4 (·, tn+1)
∣∣∣∣ .
Donc |Rni | ≤ C(k + h2) avec
C =
1
2
max
(
‖utt‖L∞([0,1]×[0,T ];
1
6
‖∂
4u
∂x4
‖L∞([0,1]×[0,T ]
)
.
Le calcul de l’erreur de consistance pour le sche´ma (2.38) s’effectue de manie`re semblable.
2. Le sche´ma (2.37) est comple`tement implicite alors que le sche´ma (2.38) ne l’est que partiellement, puisque le
terme de re´action est pris a` l’instantn. Le sche´ma (2.37) s’e´crit :AUn+1 = Un avecUn+1 = (Un+11 , . . . Un+1N ), Un =
(Un1 , . . . , U
n
N), et
A =

1 + 2λ− k −λ 0 . . . 0
−λ 1 + 2λ− k −λ . . . 0
0
.
.
. 0
0 0 −λ 1 + 2λ− k

ou` λ =
k
h2
. Notons que par de´finition, A est syme´trique. De meˆme, le sche´ma (2.38) s’e´crit : BUn+1 = Un avec
B =
1
1 + k

1 + 2λ −1 0 . . . 0
−1 1 + 2λ . . . 0
0 −1
0 0 −1 1 + 2λ

On a donc A = λAh, ou` Ah est de´finie en (1.26) page 13, avec ci = 1−kλ , et B = λk+1 Ah avec ci = 1λ . Dans
les deux cas, les matrices sont donc s.d.p. en vertu de la proposition 1.3 page 13. Notons que l’hypothe`se k ∈]0, 1[
est ne´cessaire dans le cas du premier sche´ma, pour assurer la positivite´ de ci.
3. Le sche´ma (2.38) s’e´crit
(1 + k)uni = u
n+1
i + λ(2u
n+1
i − un+1i+1 − un+1i−1 ).
On montre facilement par re´currence que maxj=1,...,N unj ≤ (1 + k)nmaxj=1,...,N u0j , (voir preuve de la stabilite´
L∞ d’Euler implicite page 69) et que min
j=1,...,N
u
(n)
j ≥ (1 + k)n min
j=1,...,N
u
(0)
j . On en de´duit que
‖u(n)‖∞ ≤ (1 + k)n‖u0‖∞
Or (1 + k)n ≤ (1 + k)T/k car kn ≤ T . Or
(1 + k)T/k = exp
(
T
k
`n(1 + k)
)
≤ exp(T
k
k) = eT
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On en de´duit le re´sultat, avec C1(T ) = eT . De meˆme, pour le sche´ma (2.37), on montre par re´currence que :
‖u(n)‖∞ ≤ 1
(1 − k)n ‖u
(0)‖.
Mais pour k ∈]0, α[, avec α ∈]0, 1[, on a :
1
(1− k) ≤ 1 + βk,= avec β =
1
(1 − α) .
On en de´duit par un calcul similaire au pre´ce´dent que
(1− k)T/k ≤ eβT ,
d’ou` le re´sultat avec C2(T, α) = eβT .
4. Par de´finition de l’erreur de consistance, on a pour le sche´ma (2.37)
u¯
(n+1)
j − u¯nj
k
− u¯
(n+1)
j+1 + u¯
n+1
j−1 − 2u¯(n+1)j
h2
− u¯n+1j = R(n,1)i
et donc, en notant e(n)j = u¯nj − u(n)j l’erreur de discre´tisation en (xj , tn), on a :
e
(n+1)
j (1 + 2λ− k)− λe(n+1)j−1 − λe(n+1)j+1 = e(n)j + kR(n,1)j
On obtient donc, de manie`re similaire a` la question 3 :
(en conside´rant e(n+1)j0 = max e
(n+1)
j puis e
(n+1)
j0
= min e
(n+1)
j )
1
1− k ‖e
(n+1)‖ ≤ ‖e(n)‖+ kC(k + h2).
Par re´currence sur n, on obtient alors
‖e(n)‖∞ ≤
(
1
1− k
)n
[kC(k + h2) + ‖e0‖∞]
d’ou`
‖e(n)‖∞ ≤ C2(T, α)(TC(k + h2) + ‖e0‖∞).
De meˆme, pour le sche´ma (2.38), on e´crit l’erreur de consistance :
u¯
(n+1)
j − u¯nj
k
− u
(n+1)
j+1 + u¯
n+1
j−1 − 2u¯(n+1)j
h2
− u¯nj = R(n,2)j
et donc :
e
(n+1)
j (1 + 2λ)− λe(n+1)j−1 − λe(n+1)j+1 = e(n)j (1 + k) + kR(n,2)j .
Par des raisonnements similaires a` ceux de la question 3 on obtient alors :
‖e(n)j ‖ ≤ (1 + k)n(‖e(0)‖+ kC(k + h2))
d’ou`
‖e(n)‖∞ ≤ C1(T )(‖e(0)‖+ kC(k + h2)).
Exercice 30 page 74
1. On s’inte´resse ici a` l’ordre du sche´ma au sens des diffe´rences finies. On suppose que u ∈ C4([0, 1]× [0, T ]) est
solution de (2.40) et on pose
u¯nj = u(jh, nk), j = 0, . . . , N, k = 0, . . . ,M.
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L’erreur de consistance est de´finie par :
Rnj =
u¯n+1j − u¯n−1j
2k
− u¯
n
j−1 − 2u¯nj + u¯nj+1
h2
, j = 1, . . . , N − 1, k = 1, . . . ,M − 1.
On cherche une majoration de Rnj en utilisant des de´veloppement de Taylor. Soit j ∈ {1, . . . , N − 1}, k ∈
{1, . . . , M − 1}. Il existe (ξi, ti) ∈ [0, 1]× [0, T ], i = 1, . . . , 4, t.q. :
u¯n+1j = u¯
n
j + kut(jh, nk) +
k2
2
utt(jh, nk) +
k3
6
uttt(ξ1, t1),
u¯n−1j = u¯
n
j − kut(jh, nk) +
k2
2
utt(jh, nk)− k
3
6
uttt(ξ2, t2),
u¯nj−1 = u¯
n
j − hux(jh, nk) +
h2
2
uxx(jh, nk)− h
3
6
uxxx(jh, nk)− h
4
24
uxxxx(ξ3, t3),
u¯nj+1 = u¯
n
j + hux(jh, nk) +
h2
2
uxx(jh, nk) +
h3
6
uxxx(jh, nk) +
h4
24
uxxxx(ξ4, t4).
On en de´duit :
Rnj = ut(jh, nk) +
k2
12
(uttt(ξ1, t1) + uttt(ξ2, t2))− uxx(jh, nk)− h
2
24
(uxxxx(ξ3, t3) + uxxxx(ξ4, t4)) ,
et donc, comme u est solution de (2.40),
|Rnj | ≤ C1(k2 + h2),
ou` C1 ne de´pend que de u. Le sche´ma (2.41) est donc consistant d’ordre 2.
2. Pour e´tudier la stabilite´ au sens de Von Neumann, on “oublie” les conditions aux limites dans (2.40). Plus
pre´cise´ment, on s’inte´resse a` (2.40)avec x ∈ IR (au lieu de x ∈]0, 1[) et on remplace les conditions aux limites
par des conditions de pe´riodicite´ (exactement comme on l’a vu au paragraphe 2.2.6 page 65). Enfin, on prend une
condition initiale de type ”mode de Fourier”, avec p ∈ IR arbitraire, et u0 de´fini par :
u0(x) = e
ipx, x ∈ IR.
La solution exacte est alors :
u(x, t) = e−p
2teipx, x ∈ IR, t ∈ IR+,
c’est–a`–dire
u(·, t) = e−p2tu0, t ∈ IR+.
Le facteur d’amplification est donc, pour tout t ∈ IR+, le nombre e−p2t. Ce facteur est toujours, en module,
infe´rieur a` 1. On va maintenant chercher la solution du sche´ma nume´rique sous la forme :
unj = ξne
ipjh, j ∈ ZZ , n ∈ IN, (2.72)
ou` ξ0 et ξ1 ∈ IR sont donne´s (ils donnent u0j et u1j pour tout j ∈ ZZ ) et ξn ∈ IR est a` de´terminer de manie`re a` ce
que la premie`re e´quation de (2.41) ) soit satisfaite.
Ce facteur ξn va de´pendre de k, h et p. Pour k et h donne´s, le sche´ma est stable au sens de Von Neumann si, pour
tout p ∈ IR, la suite (ξn)n∈IN est borne´e. Dans le cas contraire, le sche´ma est (pour ces valeurs de k et h) dit
instable au sens de Von Neumann.
Un calcul imme´diat donne que la famille des unj , de´finie par (2.72), est solution de la premie`re e´quation si et
seulement si la suite (ξn)n∈IN ve´rifie (on rappelle que ξ0 et ξ1 sont donne´s) :
ξn+1 − ξn−1
2k
=
2
h2
(cos ph− 1)ξn, n ≥ 2,
ou encore, en posant
α =
4k
h2
(cos ph− 1) (≤ 0),
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ξn+1 − αξn − ξn−1 = 0, n ≥ 2 (2.73)
En excluant le cas α = −2 (qui correspond, pour k et h donne´s, a` des valeurs de p tre`s particulie`res), la solution
de (2.73) est
ξn = Ar
n
1 +Br
n
2 , A ≥ 0, (2.74)
ou` A et B sont de´termine´s par ξ0 et ξ1 (de sorte que ξ0 = A+B, ξ1 = Ar1 +Br2) et r1, r2 sont les deux racines
distinctes de :
r2 − αr − 1 = 0. (2.75)
Les nombres r1 et r2 sont re´els et comme r1r2 = 1, l’un de ces nombres est, en module, supe´rieur a` 1. Ceci montre
que (ξn)n est une suite non borne´e (sauf pour des choix tre`s particulier de ξ0 et ξ1, ceux pour les quelles ξ1 = ξ0r2
ou` r2 est la racine de (2.75) de module infe´rieur a` 1). Ce sche´ma est donc instable au sens de Von Neumann, pour
tout k > 0 et h > 0.
3. On reprend les notations de la question 1. On s’inte´resse maintenant a` la quantite´ Snj (qui est toujours l’erreur
de consistance) :
Snj =
u¯n+1j − un−1j
2k
− u¯
n
j−1 − (u¯n+1j + u¯n−1j ) + u¯j+1
h2
, j = 1, . . . , N − 1, k = 0, . . . ,M − 1.
En reprenant la technique de la question 1, il existe (ξi, ti), i = 1, . . . , 6 t.q.
Snj =
h2
12
(uttt(ξ1, t1) + uttt(ξ2, t2))− h
2
24
(uxxxx(ξ3, t3)− uxxxx(ξ4, t4)) + k
2
2h2
htt(ξ5, t5) +
k2
2h2
utt(ξ6, t6).
Ce qui donne, avec C2 ne de´pendant que de u,
|Snj | ≤ C2
(
h2 + k2 +
k2
h2
)
, j = 1, . . . , N − 1, k = 0, . . . ,M − 1.
Le sche´ma est donc consistant quand h→ 0 avec k
h
→ 0.
4. On reprend la me´thode de´veloppe´e a` la question 2, la suite (ξn)n doit maintenant ve´rifier la relation suivante
(avec ξ0, ξ1 donne´s).
ξn+1 − ξn−1
2k
=
2 cos(ph)
h2
ξn − ξn−1 + ξn+1
h2
, n ≥ 2
c’est a` dire :
ξn+1
(
1
2k
+
1
h2
)
− 2 cos(ph)
h2
ξn + ξn−1
(
1
h2
− 1
2k
)
= 0, n ≥ 2.
L’e´quation caracte´ristique est maintenant :
p(r) = ar2 + br + c = 0,
avec
a =
1
2k
+
1
h2
, b = −2 cos(ph)
h2
et c =
1
h2
− 1
2h
.
Pour montrer la stabilite´ au sens de Von Neumann, il suffit d’apre`s (2.74) de montrer que les deux racines du
polynoˆme p sont de module infe´rieur ou e´gal a` 1. On note r1 et r2 ces deux racines (qui peuvent eˆtre confondues)
et on distingue 2 cas :
1. 1er cas : Les racines de p ne sont pas re´elles. Dans ce cas, on a |r1| = |r2| = γ et
γ = | c
a
| < 1,
car k > 0.
2. 2e`me cas : Les racines de p sont re´elles. Dans ce cas, on remarque que
r1r2 =
c
a
< 1,
et l’une des racines, au moins, est donc entre−1 et 1 (strictement). De plus on a p(1) = 2
h2
− 2 cos ph
h2
≥ 0
et p(−1) = 2
h2
+
2 cosph
h2
≥ 0, l’autre racine est donc aussi entre -1 et 1 (au sens large).
On en de´duit que le sche´ma (2.42) est stable au sens de Von Neumann.
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Exercice 32 page 77 : Discre´tisation d’un proble`me parabolique non line´aire
On se propose, dans cet exercice, de montrer l’existence d’une solution faible au proble`me (2.48)-(2.50), a` partir de
l’existence de la solution approche´e donne´e par un sche´ma nume´rique. L’inconnue de ce proble`me est la fonction
u de [0, 1]× [0, T ] dans IR, elle doit eˆtre solution des e´quations suivantes :
∂u
∂t
(x, t)− ∂
2ϕ(u)
∂x2
(x, t) = v(x, t), x ∈]0, 1[, t ∈]0, T [, (2.76)
∂ϕ(u)
∂x
(0, t) =
∂ϕ(u)
∂x
(1, t) = 0, t ∈]0, T [, (2.77)
u(x, 0) = u0(x), x ∈]0, 1[, (2.78)
ou` ϕ, v, T , u0 sont donne´s et sont t.q.
1. T > 0, v ∈ L∞(]0, 1[×]0, T [),
2. ϕ croissante, lipschitzienne de IR dans IR,
3. u0 ∈ L∞(]0, 1[) et ϕ(u0) lipschitzienne de [0, 1] dans IR.
Un exemple important est donne´ par ϕ(s) = α1s si s ≤ 0, ϕ(s) = 0 si 0 ≤ s ≤ L et ϕ(s) = α2(s− L) si s ≥ L,
avec α1, α2 et L donne´s dans IR?+. Noter pour cet exemple que ϕ′ = 0 sur ]0, L[.
Les ensembles ]0, 1[ et D =]0, 1[×]0, T [ sont munis de leur tribu bore´lienne et de la mesure de Lebesgue sur cette
tribu.
On appelle “solution faible” de (2.48)-(2.50) une solution de :
u ∈ L∞(]0, 1[×]0, T [), (2.79)
∫
D
(u(x, t)
∂ψ
∂t
(x, t) + ϕ(u(x, t))
∂2ψ
∂x2
(x, t) + v(x, t)ψ(x, t))dxdt +
∫
]0,1[
u0(x)ψ(x, 0)dx = 0,
∀ψ ∈ C2,1T (IR2),
(2.80)
ou` ψ ∈ C2,1T (IR2) signifie que ψ est une fonction de IR2 dans IR deux fois continuˆment de´rivable par rapport a` x,
une fois continuˆment de´rivable par rapport a` t et t.q. ∂ψ
∂x
(0, t) =
∂ψ
∂x
(1, t) = 0, pour tout t ∈ [0, T ] et ψ(x, T ) = 0
pour tout x ∈ [0, 1]}.
Question 1 (Solution classique versus solution faible)
Soit u ∈ C2(IR2, IR) ; notons u sa restriction a` D =]0, 1[×]0, T [ ; notons que l’on a bien u ∈ L∞(]0, 1[×]0, T [).
Supposons que u satisfait (2.48)-(2.50), et montrons qu’alors u ve´rifie (2.52). Soit ψ ∈ C2,1T (IR2). Multiplions
(2.48) par ψ et inte´grons sur D. On obtient :∫
D
∂u
∂t
(x, t)ψ(x, t)dxdt −
∫
D
∂2ϕ(u)
∂x2
(x, t)ψ(x, t)dxdt =
∫
D
v(x, t)ψ(x, t)dxdt. (2.81)
Par inte´gration par parties, il vient :∫
D
∂u
∂t
(x, t)ψ(x, t)dxdt =
∫ 1
0
u(x, T )ψ(x, T )dx−
∫ 1
0
u(x, 0)ψ(x, 0)dx −
∫
D
u(x, t)
∂ψ
∂t
(x, t).
Comme ψ ∈ C2,1T (IR2) on a donc ψ(x, T ) = 0 pour tout x ∈ [0, 1] et comme u ve´rifie (2.50), on a u(x, 0) =
u0(x). On en de´duit que∫
D
∂u
∂t
(x, t)ψ(x, t)dxdt = −
∫ 1
0
u0(x)ψ(x, 0)dx −
∫
D
∂ψ
∂t
(x, t)u(x, t). (2.82)
Inte´grons par parties le deuxie`me terme de (2.81) :∫
D
∂2ϕ(u)
∂x2
(x, t)ψ(x, t)dxdt =
∫ T
0
[
∂ϕ(u)
∂x
(1, t)ψ(1, t)− ∂ϕ(u)
∂x
(0, t)ψ(0, t)]dt
−
∫
D
∂ϕ(u)
∂x
(x, t)
∂ψ(u)
∂x
(x, t)dxdt.
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et comme u ve´rifie (2.49), on a
∂ϕ(u)
∂x
(0, t) =
∂ϕ(u)
∂x
(1, t) = 0, t ∈]0, T [.
En tenant compte de ces relations et en re´–inte´grant par parties, on obtient :∫
D
∂2ϕ(u)
∂x2
(x, t)ψ(x, t)dxdt = −
∫
D
ϕ(u)(x, t)
∂2ψ(u)
∂x2
(x, t)dxdt. (2.83)
En remplac¸ant dans (2.82) et (2.83) dans (2.81), on obtient (2.48).
Re´ciproquement, supposons que u satisfait (2.52), et soit ψ continuˆment diffe´rentiable a` support compact dans
D. En inte´grant (2.52) par parties et en tenant compte que ψ et toutes ses de´rive´es sont nulles au bord de D, on
obtient : ∫
D
[−∂u
∂t
(x, t) +
∂2ϕ(u)
∂x2
(x, t) − v(x, t)]ψ(x, t)dxdt = 0, ∀ψ ∈ C∞c (D).
Comme u est re´gulie`re, ceci entraıˆne que l’e´quation (2.48) est donc satisfaite par u.
On prend ensuite ψ ∈ C2,1T (IR2), et on inte`gre (2.52) par parties. En tenant compte du fait que ψ(x, T ) = 0, pour
tout x et
∂ψ
∂x
(0, t) =
∂ψ
∂x
(1, t) = 0, pour tout t, on obtient :
−
∫ 1
0
u(x, 0)ψ(x, 0)dx −
∫
D
∂u
∂t
(x, t)ψ(x, t)dxdt +
∫ T
0
∂ϕ(u)
∂x
(1, t)ψ(1, t)dt
−
∫ T
0
∂ϕ(u)
∂x
(0, t)ψ(0, t)dt+
∫
D
∂2ϕ(u)
∂x2
ψ(x, t)dxdt +
∫ 1
0
u0(x)ψ(x, 0)dx = 0.
En regroupant et en utilisant le fait que u satisfait (2.48), on obtient :∫ 1
0
(u0(x) − u(x, 0))ψ(x, 0)dx+
∫ T
0
∂ϕ
∂x
(1, t)ψ(1, t)dt−
∫ T
0
∂ϕ
∂x
(0, t)ψ(0, t)dt = 0.
En choisissant successivement une fonction ψ nulle en x = 0 et x = 1 puis nulle en x = 1 et t = T et enfin nulle
en x = 0 et t = T , on obtient que u satisfait la condition initiale (2.50) et les conditions aux limites (2.49), ce qui
conclut la question.
Question 2 (Existence et unicite´ de la solution approche´e)
Soit n ∈ {0, . . . ,M − 1}. On suppose connu {uni , i = 1, . . . , N}. On va prouver dans cette question l’existence
et l’unicite´ de {un+1i , i = 1, . . . , N} ve´rifiant (2.54) (avec un+10 = un+11 , un+1N+1 = un+1N ).
1. L’application s 7→ s est strictement croissante, et par hypothe`se sur ϕ, l’application s 7→ aϕ(s) est crois-
sante. La somme d’une fonction strictement croissante et d’une fonction croissante est strictement croissante.
D’autre part, comme ϕ est croissante, pour tout ϕ(s) ≤ ϕ(0), ∀s ≤ 0, et donc lims→−∞ ga(s) = −∞. De
meˆme, ϕ(s) ≥ ϕ(0), ∀s ≥ 0, et donc lims→+∞ ga(s) = +∞. La fonction ga est continue et prend donc
toutes les valeurs de l’intervalle ]−∞,+∞[. Comme elle est strictement croissante, elle est bijective.
2. L’e´quation (4.5) s’e´crit encore :
ga(ui) =
k
h2
(wi−1 + wi+1) + uni + kv
n
i , pour tout i = 1, . . . , N,
avec a = kh2 . Par la question pre´ce´dente, il existe donc un unique ui qui ve´rifie cette e´quation ; il suffit alors
de poser ϕ(ui) = wi pour de´terminer de manie`re unique la solution de (2.55)–(2.56).
3. Soit w1 et w2 ∈ IRN et soit w1 = F (w1) et w2 = F (w2). Par de´finition de F , on a :
u1i − u2i +
2k
h2
(w1i − w2i ) =
k
h2
(
(w1i−1 + w
1
i+1)− (w2i−1 + w2i+1)
)
, pour tout i = 1, . . . , N. (2.84)
Comme ϕ est monotone, le signe de w1i − w2i = ϕ(u1i )− ϕ(u2i ) est le meˆme que celui de u1i − u2i , et donc
|u1i − u2i +
2k
h2
(w1i − w2i )| = |u1i − u2i |+
2k
h2
|w1i − w2i |. (2.85)
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Et comme ϕ est lipschitzienne de rapport L, on a
|w1i − w2i | = |ϕ(u1i )− ϕ(u2i )| ≤ L|u1i − u2i |,
d’ou` :
|u1i − u2i | ≥
1
L
|w1i − w2i |. (2.86)
On de´duit donc de (2.84),(2.85) et(2.86) que
1
L
|w1i − w2i |+
2k
h2
|w1i − w2i | ≤
k
h2
(|w1i−1 − w2i−1|+ |w1i+1 − w2i+1|), pour tout i = 1, . . . , N.
On a donc
|w1i − w2i | ≤
1
1 + h
2
2kL
max
i=1,...,N
|w1i − w2i |, pour tout i = 1, . . . , N.
d’ou` on de´duit que ‖w1 − w2‖∞ ≤ C‖w1 − w2‖∞ avec C = 1
1+ h
2
2kL
< 1. L’application F est donc bien
strictement contractante.
4. Soit {un+1i , Si {un+1i , i = 1, . . . , N} est solution de (2.54) et wi = ϕ(un+1i ) pour i ∈ {1, . . . , N}, alors on
remarque que (un+1i )i=1,...,N et (wi)i=1,...,N ve´rifient (2.55)–(2.56) avec wi = wi pour i = 1, . . . , N. On
en de´duit que w = F (w).
5. Soit w = (wi)i=1,...,N t.q. w = F (w). Montrer que pour tout
Par de´finition de F , on a F (w) = w˜ avec (u˜, w˜) ∈ IRN × IRN , u˜ = (u˜i)i=1,...,N , w˜ = (w˜i)i=1,...,N , t.q. :
ϕ(u˜i) = w˜i, pour tout i ∈ {1, . . . , N},
u˜i +
2k
h2
w˜i =
k
h2
(wi−1 + wi+1) + uni + kv
n
i , pour tout i = 1, . . . , N. (2.87)
Comme F (w) = w, on a donc w˜i = wi et on obtient l’existence de un+1i = u˜i tel que wi = ϕ(u
n+1
i )
pour i = 1, . . . , N . Il suffit alors de remplacer wi et w˜i par ϕ(un+1i dans (2.87) pour conclure que {un+1i ,
i = 1, . . . , N} est solution de (2.54).
6. On vient de montrer dans les questions pre´ce´dentes que {un+1i , i = 1, . . . , N} est solution de (2.54) si et
seulement si w de´fini par wi = ϕ(un+1i est solution de w = F (w), ou` F est de´finie par (2.55)− −(2.56).
Comme F est une application strictement croissante, il existe un unique point fixe w = F (w). Donc par
de´finition de F il existe une unique famille {un+1i , i = 1, . . . , N} solution de (2.54).
Question 3 (Estimation L∞(]0, 1[×]0, T [) sur u)
La relation a` de´montrer par re´currence est clairement ve´rifie´e au rang n = 0, par de´finition de A. Supposons
qu’elle soit vraie jusqu’au rang n, et de´montrons–la au rang n+ 1. La relation (2.54) s’e´crit encore :
un+1i = u
n
i +
k
h2
(ϕ(un+1i−1 )− ϕ(un+1i )) +
k
h2
(ϕ(un+1i+1 − ϕ(un+1i )) + kvni , i = 1, . . . , N, n = 0, . . . ,M − 1,
Supposons que i est tel que un+1i = minj=1,...,N u
n+1
j . Comme ϕ est croissante, on a dans ce cas : ϕ(u
n+1
i−1 ) −
ϕ(un+1i ) ≥ 0 et ϕ(un+1i+1 − ϕ(un+1i ) ≥ 0, et on en de´duit que minj=1,...,N un+1j ≥ uni − kB d’ou`, par hypothe`se
de re´currence, minj=1,...,N un+1j ≥ −A − nkB − kB. Un raisonnement similaire en conside´rant maintenant i
tel que un+1i = maxj=1,...,N u
n+1
j conduit a` : maxj=1,...,N u
n+1
j ≤ uni + kB ≤ A + nkB + kB. On a donc
bien :−A− (n+ 1)kB ≤ un+1i ≤ A+ (n+ 1)kB, pour tout i = 1, . . . , N et tout n = 0, . . . ,M .
On en de´duit alors que ‖un‖L∞(]0,1[) ≤ cu0,v,T , avec cu0,v,T = A+BT.
Question 4 (Estimation de la de´rive´e p.r. a` x de ϕ(u))
En multipliant (2.54) par un+1i et en sommant sur i, on obtient An +Bn = Cn, avec
An =
N∑
i=1
un+1i − uni
k
un+1i , Bn = −
N∑
i=1
ϕ(un+1i−1 )− 2ϕ(un+1i ) + ϕ(un+1i+1 )
h2
un+1i et Cn =
N∑
i=1
vni u
n+1
i .
En utilisant l’ine´galite´ a2 − ab = a22 − b
2
2 , on obtient :
An ≥ αn+1 − αn, avec αn = 1
2k
N∑
i=1
(uni )
2.
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En de´veloppantBn, on obtient :
Bn = − 1
h2
( N∑
i=1
(ϕ(un+1i−1 )− ϕ(un+1i ))un+1i +
N∑
i=1
(−ϕ(un+1i ) + ϕ(un+1i+1 ))un+1i )
)
.
Par un changement d’indice sur les sommes, on obtient alors :
Bn = − 1
h2
(N−1∑
i=0
(ϕ(un+1i )− ϕ(un+1i+1 ))un+1i+1 −
N∑
i=1
(−ϕ(un+1i ) + ϕ(un+1i+1 ))un+1i )
)
.
En tenant compte du fait que un+10 = un+11 , un+1N+1 = u
n+1
N , pour tout n = 0, . . . ,M − 1, on obtient alors que :
Bn =
1
h2
(N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))(un+1i+1 − un+1i )
)
.
En utilisant le caracte`re lipschitzien de ϕ, on obtient la minoration suivante :
Bn ≥ 1
Lh2
N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))2.
Enfin, on majore Cn :
Cn ≤ Bcu0,v,T
h
.
L’e´galite´ An +Bn = Cn entraıˆne donc :
αn+1 − αn + 1
Lh2
N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))2 ≤
Bcu0,v,T
h
.
En sommant pour n = 0 a` M − 1, et en notant que αM ≥ 0,on obtient alors :
1
Lh2
M−1∑
n=0
N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))2 ≤
Bcu0,v,T
h
+ α0.
Il reste a` remarquer que α0 ≤ h2k c2u0,v,T pour conclure que :
M−1∑
n=0
N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))2 ≤ C1
h
k
, avec C1 = Lcu0,v,T (B +
1
2
cu0,v,T ).
Question 5 (Estimation de la de´rive´e p.r. a` t de ϕ(u))
Multiplions (2.54) par ϕ(un+1i )− ϕ(uni ) et sommons pour i = 1, . . . , N. On obtient :
An +Bn = Cn, (2.88)
avec An =
N∑
i=1
un+1i − uni
k
(ϕ(un+1i ) − ϕ(uni )), Bn = −
N∑
i=1
ϕ(un+1i−1 )− 2ϕ(un+1i ) + ϕ(un+1i+1 )
h2
(ϕ(un+1i ) −
ϕ(uni )) et Cn =
N∑
i=1
vni (ϕ(u
n+1
i )− ϕ(uni )).
En utilisant le caracte`re lipschitzien de ϕ, on obtient la minoration suivante :
An ≥ 1
Lk
N−1∑
i=1
(ϕ(un+1i )− ϕ(uni ))2. (2.89)
En de´veloppantBn, on obtient :
Bn = − 1
h2
( N∑
i=1
(ϕ(un+1i−1 )− ϕ(un+1i ))(ϕ(un+1i )− ϕ(uni )) +
N∑
i=1
(−ϕ(un+1i ) + ϕ(un+1i+1 ))(ϕ(un+1i )− ϕ(uni )))
)
.
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Par un changement d’indice sur les sommes, on obtient alors :
Bn = − 1
h2
(N−1∑
i=0
(ϕ(un+1i )−ϕ(un+1i+1 ))(ϕ(un+1i+1 )−ϕ(uni+1))+
N∑
i=1
(−ϕ(un+1i )+ϕ(un+1i+1 ))(ϕ(un+1i )−ϕ(uni )
)
.
En tenant compte du fait que un+10 = u
n+1
1 , u
n+1
N+1 = u
n+1
N , pour tout n = 0, . . . ,M − 1, on obtient alors que :
Bn =
1
h2
(N−1∑
i=1
(ϕ(un+1i+1 )− ϕ(un+1i ))((ϕ(un+1i+1 )− ϕ(un+1i ))− (ϕ(uni+1)− ϕ(uni ))
)
.
En utilisant a` nouveau la relation a(a− b) ≥ a22 − b
2
2 , on obtient :
Bn ≥ βn+1 − βn, avec βn = 1
2h2
N−1∑
i=1
(ϕ(uni+1)− ϕ(uni ))2 (2.90)
Enfin, on majore Cn par :
Cn ≤ 1
2Lk
N∑
i=1
(ϕ(un+1i )− ϕ(uni ))2 + C
N∑
i=1
k ≥ C k
h
. (2.91)
En utilisant (2.88), (2.89), (2.90) et (2.91), on obtient :
1
2Lk
N∑
i=1
(ϕ(un+1i )− ϕ(uni ))2 + βn+1 − βn ≤ C
k
h
. (2.92)
En sommant sur n, on obtient d’une part, en utilisant le fait que βn ≥ 0 :
M−1∑
n=0
N∑
i=1
(ϕ(un+1i )− ϕ(uni ))2 ≤ 2LC
k
h
+ 2Lβ0k. (2.93)
d’autre part, en utilisant que le fait que le premier terme est positif, on obtient par (2.92) une majoration sur βM ,
et donc sur βn pour tout n ≤M :
βn ≤ C
h
+ β0. (2.94)
Il ne reste donc plus qu’a` majorer β0 pour obtenir (2.58) et (2.59). Par de´finition, on a
β0 =
N−1∑
i=1
ϕ(u0i )− ϕ(u0i+1)
2h2
.
En utilisant le fait que ϕ est lipschitzienne et que la diffe´rence entre u0i et u0i+1 est en h, on obtient (2.59) a` partir
de (2.93) et (2.58) a` partir de (2.94).
Question 6 Par de´finition de la fonction uh, et grace au re´sultat de la question 3, on a :
sup
x∈](i−1)h,ih[
t∈[nk,(n+1)k]
uh(x, t) ≤ t− nk
k
‖u(n+1)h ‖∞ +
(n+ 1)k − t
k
‖u(n)h ‖∞
≤ cu0,v,T .
ce qui prouve que la suite (uh)M∈IN? est borne´e dans L∞(]0, 1[×]0, T [). Comme ϕ est continue, on en de´duit
imme´diatement que (ϕ(uh))M∈IN? est borne´e dans L∞(]0, 1[×]0, T [)
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Chapitre 3
Me´thodes variationnelles
3.1 Exemples de proble`mes variationnels
3.1.1 Le proble`me de Dirichlet
Soit Ω un ouvert borne´ de IRd, d ≥ 1. On conside`re le proble`me suivant :{ −∆u = f, dans Ω,
u = 0 sur ∂Ω,
(3.1)
ou` f ∈ C(Ω¯) et ∆u = ∂21u + ∂22u, ou` l’on de´signe par ∂2i u la de´rive´e partielle d’ordre 2 par raport a` la i-e`me
variable.
De´finition 3.1 On appelle solution classique de (3.1) une fonction u ∈ C2(Ω¯) qui ve´rifie (3.1).
Soit u ∈ C2(Ω¯) une solution classique de (3.1), et soit ϕ ∈ C∞c (Ω), ou` C∞c (Ω) de´signe l’ensemble des fonctions
de classe C∞ a` support compact dans Ω. On multiplie (3.1) par ϕ et on inte`gre sur Ω (on appellera par la suite ϕ
“fonction test”) : on a donc : ∫
Ω
−∆u(x)ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx.
Notons que ces inte´grales sont bien de´finies, puisque ∆u ∈ C(Ω) et f ∈ C(Ω). Par inte´gration par parties (formule
de Green), on a :∫
Ω
−∆u(x)ϕ(x)dx = −
d∑
i=1
∫
Ω
∂2i u(x)ϕ(x)dx
=
d∑
i=1
∫
Ω
∂iu(x)ϕ(x)dx +
d∑
i=1
∫
∂Ω
∂iu · ni(s)ϕ(s)dγ(s)
ou` ni de´signe la i-e`me composante du vecteur unitaire normal a` la frontie`re ∂Ω de Ω, et exte´rieur a` Ω, et dγ
de´signe le symbole d’inte´gration sur ∂Ω. Comme ϕ est nulle sur ∂Ω, on obtient :
d∑
i=1
∫
Ω
∂iu(x)∂iϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx.
ce qui s’e´crit encore : ∫
Ω
∇u(x) · ∇ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx. (3.2)
Donc toute solution classique de (3.1) satisfait (3.2)
Prenons maintenant comme fonction test ϕ, non plus une fonction de C∞c (Ω), mais une fonction de H10 (Ω). On
rappelle que l’espaceH10 (Ω) est de´fini comme l’adhe´rence deC∞c (Ω) dansH1(Ω) = {u ∈ L2(Ω);Du ∈ L2(Ω)},
ou` Du de´signe la de´rive´e faible de u, voir par exemple [1]. On rappelle que l’espace H1(Ω) muni du produit
scalaire
(u, v)H1 =
∫
Ω
u(x)v(x)dx +
d∑
i=1
∫
Ω
Diu(x)Div(x)dx (3.3)
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est un espace de Hilbert. Les espaces H1(Ω) et H10 (Ω) font partie des espaces dits “de Sobolev” (voir [1] pour une
introduction).
Si ϕ ∈ H10 (Ω), par de´finition, il existe (ϕn)n∈IN ⊂ C∞c (Ω) telle que
ϕn → ϕ dans H1 lorsque n→ +∞,
Soit encore
‖ϕn − ϕ‖H1 = ‖ϕn − ϕ‖2L2 +
∑
‖Diϕn −Diϕ‖2L2 → 0 lorsque n→ +∞.
Pour chaque fonction ϕn ∈ C∞c (Ω) on a par (3.2) :
N∑
i=1
∫
Ω
∂iu(x)∂iϕn(x)dx =
∫
Ω
f(x)ϕn(x)dx, ∀n ∈ IN.
Or la i-e`me de´rive´e partielle ∂iϕn =
∂ϕn
∂xi
converge vers Diϕ dans L2 donc dans L2 faible lorsque n tend vers∞,
et ϕn tend vers ϕ dans L2(Ω). On a donc :∫
Ω
∂iu(x)∂iϕn(x)dx→
∫
Ω
∂iu(x)Diϕ(x)dx lorsque n→ +∞
et ∫
Ω
f(x)ϕn(x)dx→
∫
Ω
f(x)ϕ(x)dx lorsque n→ +∞.
L’e´galite´ (3.1.1) est donc ve´rifie´e pour toute fonction ϕ ∈ H10 (Ω). Montrons maintenant que si u est solution
classique (3.1) alors u ∈ H10 (Ω). En effet, si u ∈ C2(Ω), alors u ∈ C(Ω¯) et donc u ∈ L2(Ω) ; de plus ∂iu ∈ C(Ω¯)
donc ∂iu ∈ L2(Ω). On a donc bien u ∈ H1(Ω). Il reste a` montrer que u ∈ H10 (Ω). Pour cela on rappelle (ou on
admet . . .) les the´ore`mes de trace suivant :
The´ore`me 3.2 (Existence de l’ope´rateur trace) SoitΩ un ouvert (borne´ ou non borne´) de IRd, d ≥ 1, de frontie`re
∂Ω lipschitzienne, alors l’espace C∞c (Ω¯) des fonctions de classe C∞ et a` support compact dans Ω¯ est dense
dans H1(Ω). On peut donc de´finir par continuite´ l’application “trace”, qui est line´aire continue de H1(Ω) dans
L2(∂Ω), de´finie par :
γ(u) = u|∂Ω si u ∈ C∞c (Ω¯)
et par
γ(u) = lim
n→+∞ γ(un) si u ∈ H
1(Ω), u = lim
n→+∞un, ou` (un)n∈IN ⊂ C
∞
c (Ω¯).
Dire que l’application (line´aire) γ est continue est e´quivalent a` dire qu’il existe C ∈ IR+ tel que
‖γ(u)‖L2(∂Ω) ≤ C‖u‖H1(Ω) pour tout u ∈ H1(Ω). (3.4)
Notons que γ(H1(Ω)) ⊂ L2(Ω), mais γ(H1(Ω)) 6= L2(∂Ω). On note H1/2(Ω) = γ(H1(Ω)).
Remarquons que si Ω est un ouvert borne´, alors Ω¯ est compactet donc toutes les fonctions C∞ sont a` support
compact dans Ω¯.
The´ore`me 3.3 (Noyau de l’ope´rateur trace) Soit Ω un ouvert borne´ de IRd de frontie`re ∂Ω lipschitzienne, et γ
l’ope´rateur trace de´fini par le the´ore`me (3.2). Alors
Kerγ = H10 (Ω).
Si u ∈ C2(Ω¯) est une solution classique de (3.1), alors γ(u) = u|∂Ω = 0 donc u ∈ Kerγ, et par le the´ore`me 3.3,
ceci prouve que u ∈ H10 (Ω).
Nous avons ainsi montre´ que toute solution classique de (3.1) ve´rifie u ∈ H10 (Ω) et l’egalite´ (3.2). Cette remarque
motive l’introduction de solutions plus gn´e´rales, qui permettent de s’affranchir de la re´gularite´ C2, et qu’on appel-
lera “solutions faibles”.
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De´finition 3.4 (Formulation faible) Soit f ∈ L2(Ω), on dit que u est solution faible de (3.1) si u est solution de
u ∈ H10 (Ω),
N∑
i=1
∫
Ω
Diu(x)Diϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx, ∀ϕ ∈ H10 (Ω).
(3.5)
De´finition 3.5 (Formulation variationnelle) Soit f ∈ L2(Ω) ; on dit que u est solution variationnelle de (3.1) si
u est solution du proble`me de minimisation suivant : u ∈ H
1
0 (Ω)
J(u) ≤ J(v) ∀v ∈ H10 (Ω)
avec J(v) =
1
2
∫
Ω
∇v(x) · ∇v(x)dx −
∫
Ω
f(x)v(x)dx,
(3.6)
ou` on a note´ : ∫
Ω
∇u(x) · ∇ϕ(x)dx =
d∑
i=1
∫
Ω
Diu(x)Diϕ(x)dx.
On cherche a` montrer l’existence et l’unicite´ de la solution de (3.5) et (3.6). Pour cela, on utilise le the´ore`me de
Lax-Milgram, qu’on rappelle ici :
The´ore`me 3.6 (Lax-Milgram) Soit H un espace de Hilbert, soit a une forme biline´aire continue coercive sur H
et T ∈ H ′. Il existe un unique e´le´ment u tel que u ∈ H,
a(u, v) = T (v). ∀v ∈ H.
(3.7)
De plus, si a est syme´trique, u est l’unique solution du proble`me de minimisation suivant :{
u ∈ H,
J(u) ≤ J(v), (3.8)
ou` J est de´finie de H dans IRN par :
J(v) =
1
2
a(v, v)− T (v). (3.9)
De´monstration :
– Si a est syme´trique l’existence et l’unicite´ de u est imme´diate par le the´ore`me de repre´sentation de Riesz (car
dans ce cas a est un produit scalaire, et la forme line´aire de´finie par ϕ 7→ ∫Ω f(x)ϕ(x)dx est continue pour la
norme associe´e a` ce produit scalaire.).
– Si a est non syme´trique, on conside`re l’application de H dans H , qui a` u associe Au, de´fini par :
(Au, v) = a(u, v) ∀v ∈ H.
L’application qui a` u associe Au est line´aire continue, et
(Au, v) ≤ a(u, v) ≤M‖u‖‖v‖
car a est continue. D’autre part, par le the´ore`me de repre´sentation de Riesz, on a existence et unicite´ de ψ ∈ H
tel que T (v) = (ψ, v), pour tout v ∈ H . Donc u est solution de a(u, v) = T (v), ∀v ∈ H si et seulement si
Au = ψ. Pour montrer l’existence et l’unicite´ de u, il faut donc montrer que A est bijectif.
Montrons d’abord que A est injectif. On suppose que Au = 0. On a (Au, u) ≥ α‖u‖2 par coercitivite´ de a et
comme ‖Au‖ ‖v‖ ≥ (Au, v), on a donc :
‖Au‖ ≥ α‖u‖,
En conclusion, si Au = 0⇒ u = 0.
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Montrons maintenant que A est surjectif. On veut montrer que AH = H . Pour cela, on va montrer que AH
est ferme´ et AH> = {0}. Soit w ∈ AH ; il existe alors une suite (vn)n∈IN ⊂ H telle que Avn → w dans H .
Montrons que la suite (vn)n∈IN converge dans H . On a :
‖Avn −Avm‖ = ‖A(vn − vm)‖ ≥ α‖vn − vm‖H
donc la suite (vn)n∈IN est de Cauchy. On en de´duit qu’elle converge vers un certain v ∈ H. Comme A est
continue, on a donc : Avn → Av dans H , et donc w = Av ∈ AH.
Montrons maintenant que
AH> = {0}
Soit v0 ∈ AH>, comme a est coercive, on a :
α‖v0‖2 ≤ a(v0, v0) = (Av0, v0) = 0,
on en de´duit que v0 = 0, ce qui prouve que AH> = {0}.
Pour conclure la preuve du the´ore`me, il reste a` montrer que si a est syme´trique, le proble`me de minimisation (3.8)
est e´quivalent au proble`me (3.7) Soit u ∈ H solution unique de (3.7) ; montrons que u est solution de (3.8). Soit
w ∈ H , on va montrer que J(u + w) ≥ J(u).
J(u+ w) =
1
2
a(u+ w, u + w)− T (u+ w)
=
1
2
a(u, u) +
1
2
[a(u,w) + a(w, u)] +
1
2
a(w,w) − T (u)− T (w)
=
1
2
a(u, u) +
1
2
a(w,w) + a(u,w)− T (u)− T (w)
= J(u) +
1
2
a(w,w) ≥ J(u) + α
2
‖w‖2
Donc J(u+ w) > J(u) sauf si w = 0.
Re´ciproquement, supposons maintenant que u est solution du proble`me de minimisation (3.8) et montrons que u
est solution du proble`me (3.7). Soit w ∈ H et t > 0. On a : J(u+ tw)− J(u) ≥ 0 et J(u− tw) − J(u) ≥ 0 car
u minimise J . On en de´duit que :
ta(u,w) +
1
2
t2a(w,w) ≥ 0 et − ta(u,w) + 1
2
t2a(w,w) ≥ 0
Comme t est strictement positif, on peut diviser ces deux ine´galite´s par t :
a(u,w) +
1
2
ta(w,w) ≥ 0 et − a(u,w) + 1
2
ta(w,w) ≥ 0
On fait alors tendre t vers 0 et on obtient a(u,w) = 0 pour tout w ∈ H , ce qui montre que u est bien solution du
proble`me (3.7).
Montrons qu’on peut appliquer le the´ore`me de Lax Milgram pour les proble`mes (3.5) et (3.6).
Proposition 3.7 (Existence et unicite´ de la solution de (3.1)) Si f ∈ L2(Ω), il existe un unique u ∈ H10 (Ω)
solution de (3.5) et (3.6).
De´monstration : Montrons que les hypothe`ses du the´ore`me de Lax Milgram sont ve´rifie´es. L’espace H = H10 (Ω)
est un espace de Hilbert. La forme biline´aire a est de´finie par :
a(u, v) =
∫
Ω
∇u(x) · ∇v(x)dx
(
=
N∑
i=1
∫
Ω
Diu(x)Div(x)dx
)
,
et la forme line´aire T par :
T (v) =
∫
Ω
f(x)v(x)dx.
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Montrons que T ∈ H ′ ; en effet, la forme T est line´aire, et on a :
T (v) ≤ ‖f‖L2‖v‖L2 ≤ ‖f‖L2‖v‖H1 .
On en de´duit que T est une forme line´aire continue sur H10 (Ω), ce qui est e´quivalent a` dire que T ∈ H−1(Ω) (dual
topologique de H10 (Ω)).
Montrons maintenant que a est biline´aire, continue et syme´trique. La continuite´ de a se de´montre en e´crivant que
a(u, v) =
∫
Ω
∇u(x) · ∇v(x)dx ≤ ‖∇u‖L2‖∇v‖L2
≤ ‖u‖H1‖v‖H1
Les caracte`res biline´aire et syme´trique sont e´vidents. Montrons maintenant que a est coercitive : en effet,
a(v, v) =
∫
Ω
∇v(x) · ∇v(x)dx =
N∑
i=1
∫
Ω
Div(x)Div(x)dx ≥ 1
diam(Ω)2 + 1
‖u‖2H1,
par l’ine´galite´ de Poincare´ (voir note page 12 page 24. Comme T ∈ H ′ et comme a est line´aire, continue, coercitive
donc le the´ore`me de Lax Milgram s’applique : on en conclut qu’il existe une unique fonction u ∈ H10 (Ω) solution
de (3.5) et comme a est syme´trique, u est l’unique solution du proble`me de minimisation associe´e.
De´finition 3.8 (Solution forte dans H2) Soit f ∈ L2(Ω), on dit que u est solution forte de (3.1) dans H2 si
u ∈ H2(Ω) ∩H10 (Ω) ve´rifie - ∆u = f dans L2(Ω).
Remarquons que si u est solution forte C2 de (3.1), alors u est solution forte H2. De meˆme, si u est solution forte
H2 de (3.1) alors u est solution faible de (3.1). Les re´ciproques sont fausses. On admettra le the´ore`me (difficile)
de re´gularite´, qui s’e´nonce de la manie`re suivante :
The´ore`me 3.9 (Re´gularite´) Soit Ω un ouvert borne´ de IRd. On suppose que Ω a une frontie`re de classe C2, ou
que Ω est convexe a` frontie`re lipschitzienne. Si f ∈ L2(Ω) et si u ∈ H10 (Ω) est solution faible de (3.1), alors
u ∈ H2(Ω). De plus, si f ∈ Hm(Ω) alors u ∈ Hm+2(Ω)
Remarque 3.10 (Diffe´rences entre les me´thodes de discre´tisation) Lorsqu’on adopte une discre´tisation par diffe´rences
finies, on a directement le proble`me (3.1). Lorsqu’on adopte une me´thode de volumes finis, on discre´tise le “bilan”
obtenu en inte´grant (3.1) sur chaque maille. Lorsqu’on utilise une me´thode variationnelle, on discre´tise la formu-
lation variationnelle (3.6) dans le cas de la me´thode de Ritz, la formulation faible (3.5) dans le cas de la me´thode
de Galerkin, voir section 3.2.
Remarquons e´galement que dans la formulation faible, (3.5), les conditions aux limites de Dirichlet homoge`nes
u = 0 sont prises en compte dans l’espace u ∈ H10 (Ω), et donc e´galement dans l’espace d’approximation HN .
Pour le proble`me de Neumann homonge`ne, les conditions aux limites ne sont pas explicites dans l’espace fonction-
nel, voir a` ce sujet l’exercice 42 page 119.
3.1.2 Proble`me de Dirichlet non homoge`ne
On se place ici en dimension 1 d’espace, d = 1, et on conside`re le proble`me suivant :
u′′ = f sur ]0, 1[
u(0) = a,
u(1) = b,
(3.10)
ou` a et b sont des re´els donne´s. Ces conditions aux limites sont dites de type Dirichlet non homoge`ne ; comme
a et b ne sont pas force´ment nuls, on cherche une solution dans H1(Ω) et non plus dans H10 ((Ω)). Cependant,
pour se ramener a` l’espace H10 (Ω) (en particulier pour obtenir que le proble`me est bien pose´ graˆce au the´ore`me de
Lax Milgram et a` la coercivite´ de la forme biline´aire a(u, v) =
∫
Ω
∇u(x)∇v(x)dx sur H10 (Ω), on va utiliser une
technique dite de ”rele`vement”. On pose : u = u0 + u˜ ou` u0 est de´finie par :
u0(x) = a+ (b − a)x.
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On a en particulier u0(0) = a et u0(1) = b. On a alors u˜(0) = 0 et u˜(1) = 0. La fonction u˜ ve´rifie donc le
syste`me : 
−u˜′′ = f,
u˜(0) = 0,
u˜(1) = 0,
dont on connait la formulation faible, et dont on sait qu’il est bien pose´ (voir paragraphe 3.1.1 page 97). Donc il
existe un unique u ∈ H1(Ω) ve´rifiant u = u0 + u˜, ou` u˜ ∈ H10 (Ω) est l’unique solution du proble`me∫ 1
0
u˜′v′ =
∫ 1
0
fv ∀v ∈ H10 (]0, 1[)
De manie`re plus ge´ne´rale, soit u1 ∈ H1a,b(]0, 1[) = {v ∈ H1 ; v(0) = a et v(1) = b}, et soit u¯ ∈ H10 (]0, 1[)
l’unique solution faible du proble`me : 
−u¯′′ = u′′1 + f,
u¯(0) = 0,
u¯(1) = 0.
Alors u¯+ u1 est l’unique solution faible de (3.10), c’est–a`–dire la solution du proble`me
u ∈ H1a,b(]0, 1[),∫ 1
0
u′(x)v′(x)dx =
∫ 1
0
f(x)v(x)dx, ∀v ∈ H10 (]0, 1[).
Remarque 3.11 Il est facile de montrer que u ne de´pend pas du rele`vement choisi (voir exercice 36 page 118).
Conside´rons maintenant le cas de la dimension 2 d’espace : d = 2.
Soit Ω un ouvert borne´ de IRd, conside`re le proble`me :{ −∆u = f dans Ω
u = g sur ∂Ω
(3.11)
Pour se ramener au proble`me de Dirichlet homoge`ne, on veut construire un rele`vement, c’est a` dire une fonction
u0 ∈ H1(Ω) t.q. γ(u0) = g ou` γ est l’application trace. On ne peut plus le faire de manie`re explicite comme en
dimension 1. En particulier, on rappelle qu’en dimension 2, l’espace H1(Ω) n’est pas inclus dans l’espace C(Ω¯)
des fonctions continues, contrairement au cas de la dimension 1. Mais si on a g ∈ H1/2(∂Ω), on sait qu’il existe
u0 ∈ H1(Ω) tel que g = γ(u0). On cherche donc u sous la forme u = u˜ + u0 avec u˜ ∈ H10 (Ω) et u0 ∈ H1(Ω)
telle que γ(u0) = g. Soit v ∈ H10 (Ω) ; on multiplie (3.11) par v et on inte`gre sur Ω :∫
Ω
−∆u(x)v(x)dx =
∫
Ω
f(x)v(x)dx,
c’est–
`
--dire : ∫
Ω
∇u(x)∇v(x)dx =
∫
Ω
f(x)v(x)dx.
Comme u = u0 + u˜, on a donc : u˜ ∈ H
1
0 (Ω),∫
Ω
∇u˜(x)∇v(x)dx =
∫
Ω
f(x)v(x)dx −
∫
∇u0(x)∇v(x)dx, ∀v ∈ H10 (Ω) (3.12)
En dimension 2, il n’est pas toujours facile de construire le rele`vement u0. Il est donc usuel, dans la mise en oeuvre
des me´thodes d’approximation (par exemple par e´le´ments finis), de servir de de la formulation suivante, qui est
e´quivalente a` la formulation (3.12) :
u ∈ {v ∈ H1(Ω); γ(v) = g sur ∂Ω}∫
Ω
∇u(x)∇v(x)dx =
∫
Ω
f(x)v(x)dx ∀ v ∈ H10 (Ω).
(3.13)
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3.1.3 Proble`me avec conditions aux limites de Fourier
On conside`re ici le proble`me de diffusion avec conditions aux limites de type “Fourier” (ou “Robin” dans la
litte´rature anglo-saxonne). { −∆u = f dans Ω,
∇u · n+ λu = 0 sur ∂Ω, (3.14)
ou` :
1. Ω est un ouvert borne´ de IRd, d = 1, 2 ou 3, et ∂Ω sa frontie`re,
2. f ∈ C2(Ω¯),
3. n est le vecteur unitaire normal a` ∂Ω, exte´rieur a` Ω,
4. λ(x) > 0, ∀x ∈ ∂Ω, est un coefficient qui mode´lise par exemple un transfert thermique a` la paroi.
Supposons qu’il existe u ∈ C2(Ω¯) ve´rifiant (3.14). Soit ϕ ∈ C∞(Ω¯) une “fonction test”. On multiplie formelle-
ment (3.14) par ϕ et on inte`gre sur Ω.
On obtient :
−
∫
Ω
∆u(x)ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx.
Par inte´gration par parties, on a alors∫
Ω
∇u(x)∇ϕ(x)dx −
∫
∂Ω
∇u(x) · n(x)ϕ(x)dγ(x) =
∫
Ω
f(x)ϕ(x)dx.
Notons que la fonction ϕ qui n’est pas a` support compact, et que la condition aux limites :
∇u · n = −λu
va donc intervenir dans cette formulation. En remplac¸ant on obtient :∫
Ω
∇u(x) · ∇ϕ(x)dx +
∫
∂Ω
λu(x)ϕ(x)dγ(x) =
∫
Ω
f(x)ϕ(x)dx, ∀ ϕ ∈ C∞(Ω¯).
Par densite´ de C∞(Ω¯) dans H1(Ω), on a donc e´galement∫
Ω
∇u(x) · ∇ϕ(x)dx +
∫
∂Ω
λu(x)ϕ(x) =
∫
Ω
f(x)ϕ(x)dx, ∀ ϕ ∈ H1(Ω).
De´finition 3.12 (Solution faible) On dit que u est solution faible de (3.14) si u est solution de : u ∈ H
1(Ω),∫
Ω
∇u(x) · ∇v(x) + dx
∫
∂Ω
λ(x)u(x)v(x)dx =
∫
Ω
f(x)v(x)dx ∀v ∈ H1(Ω). (3.15)
On peut remarquer que sous les hypothe`ses :
f ∈ L2(Ω), λ ∈ L∞(∂Ω),
toutes les inte´grales de (3.15) sont bien de´finies. (On rappelle que si ϕ ∈ L2(Ω) et ψ ∈ L2(Ω), alors ϕψ ∈ L1(Ω)).
Pour ve´rifier que le proble`me (3.15) est bien pose´, on a envie d’appliquer le the´ore`me de Lax-Milgram. De´finissons
pour cela a : H1(Ω)×H1(Ω)→ IR par :
a(u, v) =
∫
Ω
∇u(x) · ∇v(x)dx +
∫
λ(x)u(x)v(x)dx. (3.16)
Il est facile de voir que a est une forme biline´aire syme´trique. On peut donc lui associer une forme quadratique
de´finie par :
E(v) =
1
2
∫
Ω
∇v(x) · ∇v(x)dx +
∫
∂Ω
λ(x)v2(x)dγ(x) −
∫
Ω
f(x)v(x)dx. (3.17)
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De´finition 3.13 (Solution variationnelle) On dit que u est solution variationnelle de (3.14) si u ve´rifie :{
u ∈ H1(Ω),
E(u) ≤ E(v), ∀v ∈ H1(Ω), (3.18)
ou` E est de´fini par (3.17).
Lemme 3.14 On suppose que λ ∈ L∞(∂Ω). Alors la forme biline´aire de´finie par (3.16) est continue sur H1(Ω)×
H1(Ω).
De´monstration : On a :
a(u, v) =
∫
Ω
∇u(x)∇v(x)dx +
∫
∂Ω
λ(x)u(x)v(x)dγ(x)
≤ ‖∇u‖L2(Ω)‖∇v‖L2(Ω) + ‖λ‖L∞(∂Ω)‖u‖L2(∂Ω)‖v‖L2(∂Ω).
Or par le the´ore`me de trace (the´ore`me 3.2), et plus particulie`rement graˆce a` la continuite´ de la trace (3.4), on a
‖u‖L2(∂Ω) ≤ C‖u‖H1(Ω).
On en de´duit que
a(u, v) ≤M‖u‖H1‖v‖H1
avec M = 1 + C2‖λ‖L∞(∂Ω). Donc a est biline´aire continue
Lemme 3.15 Soit λ ∈ L∞(∂Ω) tel qu’il existe λ > 0 tel que λ(x) ≥ λ p.p. sur ∂Ω. Alors la forme biline´aire a
de´finie par (3.16) est coercitive :
Montrons qu’il existe α > 0 tel que a(v, v) ≥ α‖v‖2, pour tout v ∈ H1 ou`
a(v, v) =
∫
Ω
∇v(x) · ∇v(x)dx +
∫
Ω
α(x)v2(x)dγ(x).
Attention, comme v ∈ H1(Ω) et non H10 (Ω), on ne peut pas e´crire l’ine´galite´ de Poincare´, qui nous permettrait de
minorer
∫
Ω
∇v(x).∇v(x)dx. On va montrer l’existence de α par l’absurde. On suppose que a n’est pas coercive.
Dans ce cas : c’est-a`-dire que :
∀ α > 0, ∃ v ∈ H1(Ω); a(v, v) < α‖v‖2.
On a donc en particulier, en prenant α = 1n :
∀ n ∈ IN, ∃ vn ∈ H1(Ω); a(vn, vn) < 1
n
‖vn‖2H1 .
Dans cette dernie`re assertion, on peut prendre vn de norme 1, puisque l’ine´galite´ est homoge`ne de degre´ 2. On a
donc :
∀n ∈ IN, ∃ vn ∈ H1(Ω); ‖vn‖H1(Ω) = 1; a(vn, vn) < 1
n
.
Or, par le the´ore`me de Rellich, toute suite borne´e (vn)n∈IN de H1(Ω), est relativement compacte dans L2(Ω).
Comme on a ‖vn‖H1(Ω) = 1, il existe donc une sous-suite encore note´e (vn)n∈IN ⊂ H1(Ω) telle que vn converge
vers v dans L2(Ω) lorsque n tend vers +∞.
De plus, comme :
a(vn, vn) =
∫
Ω
∇vn(x).∇vn(x)dx +
∫
∂Ω
vn(x)vn(x)dx <
1
n
→ 00 lorsque n→ +∞,
On en de´duit que, chaque terme e´tant positif :∫
Ω
∇vn(x).∇vn(x)dx→n→+∞ 0 (3.19)
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et ∫
∂Ω
vn(x)vn(x)dx→n→+∞ 0 (3.20)
On a donc : ∇vn → 0 dans L2(Ω) lorsque n→ +∞. On en de´duit que∫
Ω
∂ivn(x)ϕdx→ 0 lorsque n→ +∞, pour i = 1, . . . , d.
Donc par de´finition de la de´rive´e faible (voir note page 23), on a aussi∫
Ω
vn(x)∂iϕ(x)dx → 0 lorsque n→ +∞.
Comme vn → v dans L2(Ω) lorsque n→ +∞, on peut passer a` la limite ci-dessus et e´crire que
∫
Ω
v(x)∂iϕ(x) =
0. On en de´duit que la de´rive´e faibleDiv existe et est nulle dansΩ. La fonction v est donc constante par composante
connexe. Mais par (3.20), on a v = 0 sur ∂Ω, et la trace d’une fonction constante est la constante elle-meˆme. On a
donc
v = 0 dans Ω.
On a ainsi montre´ que
Divn → Div et vn → v = 0 dans L2(Ω) lorsque n→ +∞.
Donc vn → 0 dans H1(Ω) lorsque n→ +∞, ce qui contredit le fait que ‖vn‖H1(Ω) = 1. On a ainsi montre´ la
coercivite´ de a.
Proposition 3.16 Soit f ∈ L2(Ω) et λ ∈ L∞(Ω) t.q. λ ≥ λ p.p. avec λ > 0 alors il existe un unique u solution
de (3.15) qui est aussi l’unique solution de (3.18).
3.1.4 Condition de Neumann
Conside´rons maintenant le proble`me (3.14) avec λ = 0, on obtient le proble`me :
−∆u = f, dans Ω
∂u
∂n
= 0 sur ∂Ω
qu’on appelle proble`me de Dirichlet avec conditions de Neumann homoge`nes. En inte´grant la premie`re e´quation
du syste`me, il est facile de voir qu’une condition ne´cessaire d’existence d’une solution de (3.1.4) est que :∫
Ω
−∆u(x)dx =
∫
∂Ω
∂u
∂n
(x)dx =
∫
Ω
f(x)dx = 0
Si la condition aux limites de Neumann est non-homoge`ne : ∂u
∂n
= g, la condition de compatibilite´ devient∫
Ω
f(x)dx +
∫
∂Ω
g(x)dγ(x) = 0.
Remarquons que si α = 0, la forme biline´aire est
a(u, v) =
∫
Ω
∇u(x) · ∇v(x)dx,
et que celle-ci n’est pas coercive sur H1(Ω). De fait, il est clair que la solution de (3.1.4) n’est pas unique, puisque
si u est solution de (3.1.4) alors u+ c est aussi solution, pour tout c ∈ IR. Pour e´viter ce proble`me on va chercher
les solutions de (3.1.4) a` moyenne nulle. On cherche donc a` re´soudre (3.1.4) dans l’espace
H = {v ∈ H1(Ω);
∫
Ω
v(x)dx = 0}
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On admettra que a est coercive sur H (ceci est vrai graˆce a` l’ine´galite´ de Poincare´–Wirtinger1. Le proble`me u ∈ H,a(u, v) = ∫ fv ∀v ∈ H,
admet donc une unique solution.
3.1.5 Formulation faible et formulation variationnelle.
Nous donnons ici un exemple de proble`me pour lequel on peut e´tablir une formulation faible, mais pas variation-
nelle. On se place en une dimension l’espace N = 1, et on conside`re Ω =]0, 1[ et f ∈ L2(]0, 1[). On s’inte´resse
au proble`me suivant (dit “d’advection diffusion”) :{ −u′′ + u′ = f, dans ]0, 1[
u(0) = u(1) = 0.
Cherchons une formulation faible. Par la meˆme me´thode qu’au paragraphe 3.1.1, on choisit v ∈ H10 (Ω), on
multiplie (3.1.5) par v et on inte`gre par parties :∫
Ω
u′(x)v′(x)dx +
∫
Ω
u′(x)v(x)dx =
∫
Ω
f(x)v(x)dx.
Il est donc naturel de poser :
a(u, v) =
∫
Ω
u′(x)v′(x)dx +
∫
Ω
u′(x)v(x)dx, et T (v) =
∫
Ω
f(x)v(x)dx.
Il est e´vident que T est une forme line´aire continue sur H10 (Ω) (c’est a` dire T ∈ H−1(Ω)) et que la forme a est
biline´aire continue, mais pas syme´trique. De plus elle est coercive : En effet, on a :
a(u, u) =
∫
Ω
u′2(x)dx +
∫
Ω
u′(x)u(x)dx
=
∫
Ω
u′2(x)dx +
∫
Ω
1
2
(u2)′(x)dx
Or, comme u ∈ H10 (Ω), on a u = 0 sur ∂Ω et donc
∫
Ω
(u2)′(x)dx = u2(1) − u2(0) = 0. On en de´duit que :
a(u, u) =
∫ 1
0
(u′)2, et par l’ine´galite´ de Poincare´ (voir page 24), on conclut que a est coercive sur H10 (Ω). On en
de´duit par le the´ore`me de Lax Milgram, l’existence et l’unicite´ de u solution du proble`me :
u ∈ H10 (]0, 1[)∫ 1
0
(u′(x)v′(x) + u′(x)v(x))dx =
∫ 1
0
f(x)v(x)dx.
3.2 Me´thodes de Ritz et Galerkin
3.2.1 Principe ge´ne´ral de la me´thode de Ritz
On se place sous les hypothe`ses suivantes :
H est un espace Hilbert
a est une forme biline´aire continue coercitive et syme´trique
T ∈ H ′
(3.21)
1L’ine´galite´ de Poincare´–Wirtinger s’e´nonce de la fao¸n suivante : soit Ω un ouvert borne´ de IRd de frontie`re lipschitzienne, alors il existe
C ∈ IR+, ne de´pendant que de Ω, Ω, tel que pour tout u ∈ H1(Ω), on a :
‖u‖2
L2(Ω)
≤ C|u|2
H1(Ω)
+ 2(m(Ω))−1(
Z
Ω
u(x)dx)2
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On cherche a` calculer u ∈ H telle que :
a(u, v) = T (v), ∀v ∈ H,
ce qui revient a` calculer u ∈ H solution du proble`me du proble`me de minimisation (3.8), avec J de´finie par (3.9).
L’ide´e de la me´thode de Ritz2 est de remplacer H par un espace HN ⊂ H de dimension finie (ou` dimHN = N ),
et de calculer uN solution de {
uN ∈ HN
J(uN ) ≤ J(v), ∀v ∈ HN , (3.22)
en espe´rant que uN soit “proche” (en un sens a` de´finir) de u.
The´ore`me 3.17 Sous les hypothe`ses (3.21), si HN est un s.e.v. de H et dimHN < +∞ alors le proble`me (3.22)
admet une unique solution.
De´monstration : Puisque HN est un espace de dimension finie inclus dans H , c’est donc aussi un Hilbert. On
peut donc appliquer le the´ore`me de Lax Milgram, et on en de´duit l’existence et l’unicite´ de uN ∈ HN solution de
(3.22), qui est aussi solution de : {
uN ∈ HN ,
a(uN , v) = T (v), ∀v ∈ HN .
Nous allons maintenant exposer une autre me´thode de de´monstration du the´ore`me 3.17, qui a l’avantage d’eˆtre
constructive, et qui nous permet d’introduire les ide´es principales des me´thodes nume´riques envisage´es plus loin.
Comme l’espace HN conside´re´ dans le the´ore`me 3.22 est de dimensionN , il existe une base (φ1, . . . , φN ) de HN .
Si u ∈ HN , on peut donc de´velopper u =
N∑
i=1
uiφi. On note :
U = (u1, . . . , uN) ∈ IRN
L’application ξ qui a` u associe U est une bijection de HN dans IRN . Posons j = J ◦ ξ−1. On a donc :
j(U) = J(u).
Or :
J(u) =
1
2
a
(
N∑
i=1
uiφi,
N∑
i=1
uiφi
)
− T
(
N∑
i=1
uiφi
)
=
1
2
N∑
i=1
N∑
j=1
uiuja(φi, φj)−
N∑
i=1
uiT (φi).
On peut donc e´crire J(u) sous la forme :
J(u) =
1
2
U tKU − U tG = j(U),
ou` K ∈ MN,N(IR) est de´finie par Kij = a(φi, φj), et ou` Gi = T (φi). Chercher uN solution de (3.22) est donc
e´quivalent a` chercher U solution de : {
U ∈ IRN ,
j(U) ≤ j(V ), ∀V ∈ IRN . (3.23)
ou`
j(V ) =
1
2
V tKV − V tG. (3.24)
Il est facile de ve´rifier que la matrice K est syme´trique de´finie positive. Donc j est une fonctionnelle quadratique
sur IRN , et on a donc existence et unicite´ de U ∈ IRN tel que j(U) ≤ j(V ) ∀V ∈ IRN . La solution du proble`me
de minimisation (3.23) est aussi la solution du syste`me line´aire KU = G ; on appelle souvent K la matrice de
rigidite´.
2Walter Ritz, ne´ le 22 fe´vrier 1878 a` Sion et mort le 7 juillet 1909 a` Go¨ttingen, est un physicien suisse. Il a invente´ la me´thode dite “de Ritz”
dans le cadre du calcul des valeurs propres de l’ope´rateur bi-harmonique
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Proposition 3.18 (Existence et unicite´ de la solution du proble`me de minimisation) . Soit j = IRN → IR de´finie
par (3.24). Il existe un unique u ∈ IRN solution du proble`me de minimisation (3.23).
De´monstration : Ceci est une conse´quence du re´sultat ge´ne´ral de minimisation dans IRN (voir cours de licence).
Re´sume´ sur la technique de Ritz.
1. On se donne HN ⊂ H .
2. On trouve une base de HN .
3. On calcule la matrice de rigidite´ K et le second membre G. Les coefficients de K sont donne´s par Kij =
a(φi, φj).
4. On minimise j par la re´solution de KV = G.
5. On calcule la solution approche´e : u(N) =
N∑
i=1
uiφi.
On appelle HN l’espace d’approximation. Le choix de cet espace sera fondamental pour le de´veloppement de la
me´thode d’approximation. Le choix de HN est formellement e´quivalent au choix de la base (φi)i=1...N . Pourtant,
le choix de cette base est capital meˆme si u(N) ne de´pend que du choix de HN et pas de la base.
Choix de la base Un premier choix consiste a` choisir des bases inde´pendantes deN c’est a` dire { base de HN+1} =
{ base de HN} ∪ {φN+1}. Les bases sont donc emboite´es les unes dans les autres. Conside´rons par exemple
H = H1(]0, 1[), et l’espace d’approximation :
HN = V ect{1, X . . . ,XN−1}
Les fonctions de base sont donc φi = X i−1, i = 1, . . . , N. On peut remarquer que ce choix de base ame`ne a` une
me´thode d’approximation qui donne des matrices pleines. Or, on veut justement e´viter les matrices pleines, car les
syste`mes line´aires associe´s sont couˆteux (en temps et me´moire) a` re´soudre.
Le choix ide´al serait de choisir une base (φi)i = 1, . . . , N de telle sorte que
a(φi, φj) = λiδij
ou` δij =
{
1 si i = j
0 sinon (3.25)
On a alors K = diag(λ1, . . . , λN ), et on a explicitement : u(N) =
N∑
i=1
T (φi)
a(ϕi, ϕi)
φi. Conside´rons par exemple
le proble`me de Dirichlet (3.1) Si φi est la i-e`me fonction propre de l’ope´ration −∆ avec conditions aux limites
de Dirichlet associe´e a` λi, on obtient bien la proprie´te´ souhaite´e. Malheureusement, il est rare que l’on puisse
connaıˆtre explicitement les fonctions de base φi.
Un deuxie`me choix consiste a` choisir des bases de´pendantes de N . Mais dans ce cas, la base de HN n’est pas
incluse dans celle de HN+1. La technique des e´le´ments finis qu’on verra au chapitre suivant, est un exemple de ce
choix. Dans la matrice K obtenue est creuse (c’est a` dire qu’un grand nombre de ses coefficients sont nuls). Par
exemple, pour des e´le´ments finis applique´s a` un ope´rateur du second ordre, on peut avoir un nombre de coefficients
non nuls de l’ordre de 0(N).
Convergence de l’approximation de Ritz Une fois qu’on a calcule´ uN solution de (3.23), il faut se pre´ocupper
de savoir si u(N) est une bonne approximation de u solution de (3.2.1), c’est a` dire de savoir si
u(N) → u lorsque N → +∞
Pour ve´rifier cette convergence, on va se servir de la notion de consistance.
De´finition 3.19 (Consistance) Sous les hypothe`ses (3.21), on dit que l’approximation de Ritz de´finie par l’espace
HN ⊂ H avec dimHN = N < +∞ est consistante si d(H,HN ) tend vers 0 lorsque N → +∞, c’est a` dire
d(u,HN )→N→+∞ 0, ∀u ∈ N ou encore inf
v∈HN
‖u− v‖ →N→+∞ 0, ∀u ∈ H .
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L’autre notion fondamentale pour prouver la convergence est la stabilite´, elle meˆme obtenue graˆce a` la proprie´te´ de
coercivite´ de a. Par stabilite´, on entend estimation a priori sur la solution approche´e u(N) (avant meˆme de savoir si
elle existe), ou` u(N) est solution de (3.23) ou encore de : a(u
(N), v) = T (v) ∀v ∈ HN
u(N) ∈ HN
(3.26)
On a l’estimation a priori suivante sur uN :
Proposition 3.20 (Stabilite´) Sous les hypothe`ses du the´ore`me 3.21, on a :
‖u(N)‖H ≤ ‖T ‖H
′
α
.
De´monstration :
Le caracte`re coercif de a nous permet d’e´crire :
α‖u(N)‖2 ≤ a(u(N), u(N)).
Or comme u(N) est solution de (3.26), on a :
a(u(N), u(N)) = T (u(N)).
Comme T est line´aire continue, on obtient
T (u(N)) ≤ ‖T ‖H′‖u(N)‖H .
The´ore`me 3.21 (Lemme de Ce´a3) SoitH un espace de Hilbert re´el, et a une forme biline´aire continue sume´trique
coercive. Soit T une forme line´aire continue et T ∈ H ′, et soit M > 0 et α > 0 tels que a(u, v) ≤ M‖u‖H‖v‖H
et a(u, u) ≥ α‖u‖2H . Soit u ∈ H l’unique solution du proble`me suivant :{
u ∈ H,
a(u, v) = T (v), ∀v ∈ H. (3.27)
Soit HN ⊂ H tel que dimHN = N , et soit u(N) ∈ HN l’unique solution de{
u(N) ∈ HN ,
a(u(N), v) = T (v), ∀v ∈ HN . (3.28)
Alors
‖u− u(N)‖ ≤
√
M
α
d(u,HN ) (3.29)
ou`
d(u,HN ) = inf
v∈HN
d(u, v).
De´monstration :
Etape 1 : On va montrer que u(N) est la projection de u sur HN pour le produit scalaire (·, ·)a induit par a, de´fini
de H × H (u, v)a = a(u, v). On note ‖u‖a =
√
a(u, u), la norme induite par le produit scalaire a. La norme
‖.‖a est e´quivalente a` la norme ‖.‖H , en effet, graˆce a` la coercivite´ et la continuite´ de la forme biline´aire a, on peut
e´crire :
α‖u‖2H ≤ ‖u‖2a ≤M‖u‖2H
Donc (H, ‖.‖a) est un espace de Hilbert. Soit u la solution de (3.27), et soit v = PHNu la projection orthogonale
de u sur HN relative au produit scalaire a(., .). Par de´finition de la projection orthogonale, on a donc
v − u ∈ H⊥N
Soit encore a(v − u,w) = 0, ∀w ∈ HN . On en de´duit que a(v, w) = a(u,w) = T (w), ∀w ∈ H, et donc que
v = u(N). On a donc montre´ que u(N) est la projection orthogonale de v sur HN , c’est–a`–dire u(N) = PHNu.
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Etape 2 : On va e´tablir une estimation de la norme de la diffe´rence entre u et uN ; par de´finition de PHN , on a :
‖u− PHN u‖2a ≤ ‖u− v‖2a, ∀v ∈ HN ,
ce qui s’e´crit (puisque PHNu = u(N)) :
a(u− u(N), u− u(N)) ≤ a(u− v, u− v), ∀v ∈ HN
Par coercivite´ et continuite´ de la forme biline´aire a, on a donc :
α‖u− u(N)‖2H ≤ a(u− u(N), u− u(N)) ≤ a(u− v, u− v) ≤M‖u− v‖2H , ∀ v ∈ HN .
On en de´duit que :
‖u− u(N)‖ ≤
√
M
α
‖u− v‖, ∀v ∈ HN .
En passant a` l’inf sur v, on obtient alors :
‖u− u(N)‖ ≤
√
M
α
inf
v∈HN
‖u− v‖
Ce qui est exactement (3.29).
3.2.2 Me´thode de Galerkin
On se place maintenant sous les hypothe`ses suivantes :{
H espace de Hilbert,
a : forme biline´aire continue et coercive, T ∈ H ′. (3.30)
Remarquons que maintenant, a n’est pas ne´cessairement syme´trique, les hypothe`ses (3.30) sont donc plus ge´ne´rales
que les hypothe`ses (3.21). On conside`re le proble`me u ∈ H
a(u, v) = T (v), v ∈ H.
(3.31)
Par le the´ore`me de Lax Milgram, il y a existence et unicite´ de u ∈ H solution de (3.31).
Le principe de la me´thode de Galerkin4 est similaire a` celui de la me´thode de Ritz. On se donne HN ⊂ H , tel que
dim HN < +∞, et on cherche a` re´soudre le proble`me approche´ :
(PN )
{
u(N) ∈ HN ,
a(u(N), v) = T (v), ∀v ∈ HN . (3.32)
Par le the´ore`me de Lax-Milgram, on a imme´diatement :
The´ore`me 3.22 Sous les hypothe`ses , si HN ⊂ H et dim HN = N , il existe un unique u(N) ∈ HN solution de
(3.32).
Comme dans le cas de la me´thode de Ritz, on va donner une autre me´thode, constructive, de de´monstration de
l’existence et unicite´ de uN qui permettra d’introduire la me´thode de Galerkin. Comme dim HN = N , il existe
une base (φ1 . . . φN ) de HN . Soit v ∈ HN , on peut donc de´velopper v sur la base :
v =
N∑
i=1
viφi,
4Boris Grigoryevich Galerkin, ne´ le 20 fe´vrier 1871 a` Polotsk (Bie´lorussie) et mort le 12 juillet 1945, est un mathe´maticien et un inge´nieur
russe re´pute´ pour ses contributions a` l’e´tude des treillis de poutres et des plaques e´lastiques. Son nom reste lie´ a` une me´thode de re´solution
approche´e des structures e´lastiques, qui est l’une des bases de la me´thode des e´le´ments finis.
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et identifier v au vecteur (v1, . . . , vN ) ∈ IRN . En e´crivant que u satisfait (3.32) pour tout v = φi = 1, N :
a(u, φi) = T (φi), ∀i = 1, . . . , N,
et en de´veloppant u sur la base (φi)i=1,...,N , on obtient :
N∑
j=1
a(φj , φi)uj = T (φi), ∀i = 1, . . . , N.
On peut e´crire cette dernie`re e´galite´ sous forme d’un syste`me line´aire : KU = G,
Kij = a(φj , φi) et Gi = T (φi), pour i, j = 1, . . . , , N.
La matrice K n’est pas en ge´ne´ral syme´trique.
Proposition 3.23 Sous les hypothe`ses du the´ore`me 3.22 le syste`me line´aire (3.2.2) admet une solution .
De´monstration : On va montrer queK est inversible en ve´rifiant que son noyau est re´duit a` {0}. Soit w ∈ IRN tel
que Kw = 0. De´composons w sur le N base (φ1, . . . , φN ) de HN : On a donc :
N∑
j=1
a(φj , φi)wj = 0. Multiplions
cette relation par wi et sommons pour i = 1 a` N , on obtient :
N∑
i=1
N∑
j=1
a(φj , φi)wjwi = 0.
Soit encore : a(w,w) = 0. Par coercitivite´ de a, ceci entraine quew = 0. On en de´duit que wi = 0, ∀i = 1, . . . , N,
ce qui ache`ve la preuve.
Remarque 3.24 Si a est syme´trique, la me´thode de Galerkin est e´quivalente a` celle de Ritz.
En re´sume´, la me´thode de Galerkin comporte les meˆmes e´tapes que la me´thode de Ritz, c’est a` dire :
1. On se donne HN ⊂ H
2. On trouve une base de HN
3. On calcule K et G
4. On re´soutKU = G
5. On e´crit u(N) =
N∑
i=1
uiφi.
La seule diffe´rence est que l’e´tape 4 n’est pas issue d’un proble`me de minimisation. Comme pour la me´thode
de Ritz, il faut se poser la question du choix du sous espace HN et de sa base, ainsi que de la convergence de
l’approximation de u solution de (3.31) par u(N) obtenue par la technique de Galerkin. En ce qui concerne le
choix de la base {φ1, . . . , φN}, les possibilite´s sont les meˆmes que pour la me´thode de Ritz, voir paragraphe 3.2.1.
De meˆme, la notion de consistance est identique a` celle donne´e pour la me´thode de Ritz (voir de´finition 3.19) et la
de´monstration de stabilite´ est identique a` celles effectue´e pour la me´thode de Ritz ; voir proposition 3.20 page 109.
On peut alors e´tablir le the´ore`me de convergence :
The´ore`me 3.25 Sous les hypothe`ses du the´ore`me (3.22), si u est la solution de (3.31) et uN la solution de (3.32),
alors
‖u− u(N)‖H ≤ M
α
d(u,HN ), (3.33)
ou` M et α sont tels que : α‖v‖2 ≤ a(v, u) ≤M‖v‖2 pour tout v dans H (les re´els M et α existent en vertu de la
continuite´ et de la coercivite´ de a).
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De´monstration : Comme la forme biline´aire a est coercive de constante α, on a :
α‖u− u(N)‖2H ≤ a(u − u(N), u− u(N))
On a donc, pour tout v ∈ H :
α‖u− u(N)‖2H ≤ a(u − u(N), u− v) + a(u− u(N), v − u(N))
Or a(u− u(N), v − u(N)) = a(u, v − u(N))− a(u(N), v − u(N)) et par de´finition de u et u(N), on a :
a(u, v − u(N)) = T (v − u(N))
a(u(N), v − u(N)) = T (v − u(N))
On en de´duit que :
α‖u− u(N)‖2H ≤ a(u− u(N), u− v), ∀v ∈ HN ,
et donc, par continuite´ de la forme biline´aire a :
α‖u− u(N)‖2H ≤M‖u− u(N)‖H‖u− v‖H .
On obtient donc :
‖u− u(N)‖H ≤ M
α
‖u− v‖H , ∀v ∈ HN ,
ce qui entraine (3.33).
Remarque 3.26 On peut remarquer que l’estimation (3.33) obtenue dans le cadre de la me´tode de Galerkin est
moins bonne que l’estimation (3.29) obtenue dans le cadre de la me´thode de Ritz. Ceci est moral, puisque la
me´thode de Ritz est un cas particulier de la me´thode de Galerkin.
Graˆce au the´ore`me 3.25, on peut remarquer que u(N) converge vers u dans H lorsque N tend vers +∞ de`s que
d(u,HN ) → 0 lorsque N → +∞. C’est donc la` encore une proprie´te´ de consistance dont nous avons besoin. La
proprie´te´ de consistance n’est pas toujours facile a` montrer directement. On utilise alors la caracte´risation suivante :
Proposition 3.27 (Caracte´risation de la consistance) Soit V un sous espace vectoriel de H dense dans H On
suppose qu’il existe une fonction rN : V → HN telle que
‖v − rN (v)‖H →N→+∞ 0,
alors
d(u,HN )→N→+∞ 0
De´monstration : Soit v ∈ V , et w = rN (v). Par de´finition, on a
d(u,HN) ≤ ‖u− rN (v)‖H
≤ ‖u− v‖H + ‖v − rN (v)‖
Comme V est dense dans H , pour tout ε > 0, il existe v ∈ V , tel que ‖u − v‖H ≤ ε. Choisissons v qui ve´rifie
cette dernie`re ine´galite´. Par hypothe`se sur rN :
∀ε > 0, ∃N0/N ≥ N0 alors ‖v − rN (v)‖ ≤ ε.
Donc si N ≥ N0, on a d(u,HN ) ≤ 2ε. On en de´duit que d(u,HN )→ 0 quand N → +∞.
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3.2.3 Me´thode de Petrov-Galerkin
La me´thode de Petrov-Galerkin s’apparente a` la me´thode de Galerkin. On cherche toujours a` re´soudre :{
a(u, v) = T (v), ∀v ∈ H,
u ∈ H
Mais on choisit maintenant deux sous-espaces HN et VN de H , tous deux de meˆme dimension finie :
dimHN = dimVN = N.
On cherche une approximation de la solution du proble`me dans l’espace HN , et on choisit comme fonction test les
fonctions de base de VN . On obtient donc le syste`me :{
u ∈ HN
a(u, v) = T (v) ∀v ∈ VN
On appelle HN l’espace d’approximation, et VN l’espace des fonctions test. Si (φ1, . . . , φN ) est une base de HN
et (ψ1, . . . , ψN ) une base de VN , en de´veloppant u(N) sur la base de (φ1, . . . , φN ). u(N) =
∑
ujφj , et en e´crivant
(3.2.3) pour v = φj , on obtient : {
u ∈ HN
a(u, ψi) = T (ψi), ∀i = 1, . . . , N.
Le syste`me a` re´soudre est donc : {
u(N) =
∑N
i=1 uiφi,
KU = G,
avec Kj = a(φj , di) et Gi = T (ψi), pour i = 1, . . . , N .
3.3 La me´thode des e´le´ments finis
La me´thode des e´le´ments finis est une fac¸on de choisir les bases des espaces d’approximation pour les me´thodes
de Ritz et Galerkin.
3.3.1 Principe de la me´thode
On se limitera dans le cadre de ce cours a` des proble`mes du second ordre. L’exemple type sera le proble`me de
Dirichlet (3.1), qu’on rappelle ici :  −∆u = f dans Ω
u = 0 sur ∂Ω
et l’espace de Hilbert sera l’espace de Sobolev H1(Ω) ou H10 (Ω).
On se limitera a` un certain type d’e´le´ments finis, dits “de Lagrange”. Donnons les principes ge´ne´raux de la
me´thode.
Ele´ments finis de Lagrange Soit Ω ⊂ IR2 (ou IR3), Soit H l’espace fonctionnel dans lequel on recherche la
solution (par exemple H10 (Ω) s’il s’agit du proble`me de Dirichlet (3.1)). On cherche HN ⊂ H = H10 (Ω) et les
fonctions de base φ1, . . . , φN . On va de´terminer ces fonctions de base a` partir d’un de´coupage de Ω en un nombre
fini de cellules, appele´s, “e´le´ments”. la proce´dure est la suivante :
1. On construit un “maillage” T de Ω (en triangles ou rectangles) que l’on appelle e´le´ments K.
2. Dans chaque e´le´ment, on se donne des points que l’on appelle “noeuds”.
3. On de´finit HN par :
HN =
{
u : Ω→ IR/u|K ∈ Pk, ∀K ∈ T
} ∩H
ou` Pk de´signe l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` k. Le degre´ des polynoˆmes est choisi
de manie`re a` ce que u soit entie`rement de´termine´e par ses valeurs aux noeuds. Pour une me´thode d’e´le´ments
finis de type Lagrange, les valeurs aux noeuds sont e´galement les “degre´s de liberte´”, c.a`.d. les valeurs qui
de´terminent entie`rement la fonction recherche´e.
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4. On construit une base {φi . . . φN} de HN tel que le support de φi soit “le plus petit possible”. Les fonctions
φi sont aussi appele´es fonctions de forme.
Remarque 3.28 (Ele´ments finis non conformes) Notons qu’on a introduit ici une me´thode de´le´ments finis conforme,
c’est–a`–dire que l’espace d’approximation HN est inclus dans l’espace H . Dans une me´thode non conforme, on
n’aura plus HN ⊂ H , et par conse´quence, on devra aussi construire une forme biline´aire approche´e aT ; on
pourra voir a` ce sujet l’exercice 46 page 122 ou` on exprime la me´thode des volumes finis comme une me´thode
de´le´ments finis non conformes.
Exemple en dimension 1 Soit Ω =]0, 1[⊂ IR et soit H = H10 ([0, 1[) ; on cherche un espace HN d’approxi-
mation de H . Pour cela, on divise l’intervalle ]0, 1[ en N intervalles de longueur h = 1N+1 . On pose xi = i,
i = 0, N + 1. Les e´tapes 1. a` 4. de´crites pre´ce´demment donnent dans ce cas :
1. Construction des e´le´ments On a construit n+ 1 e´le´ments Ki =]xi, xi+1[, i = 0, . . . , N .
2. Noeuds : On a deux noeuds par e´le´ment, (xi et xi+1 sont les noeuds de Ki, i = 0, . . . , N ) Le fait que
HN ⊂ H10 (]0, 1[) impose que les fonctions de HN soient nulles en x0 = 0 et xN+1 = 1. On appelle
x1, . . . , xN les noeuds libres et x0, xN+1 les noeuds lie´s. Les degre´s de liberte´ sont donc les valeurs de u en
x1, . . . , xN . Aux noeuds lie´s, on a u(x0) = u(xN+1) = 0
3. Choix de l’espace On choisit comme espace de polynoˆme : P1 = {ax+ b, a, b ∈ IR} et on pose :
HN = {u : Ω→ IR t.q. u|Ki ∈ P1, ∀i = 1 . . .N, u ∈ C(Ω¯) = C([0, 1]) et u(0) = u(1) = 0}.
Rappelons que H = H10 (]0, 1[) ⊂ C([0, 1]). Avec le choix de HN , on a bien HN ⊂ H .
4. Choix de la base de HN .
Si on prend les fonctions de “type 1” de la me´thode de Ritz, on choisit les fonctions de´crites sur la figure 3.1.
On a donc H1 = V ect{φ1}, H3 = V ect{φ1, φ2, φ3}, et H7 = V ect{φ1, φ2, φ3, φ4, φ5, φ6, φ7}, ou` V ect
de´signe le sous espace engendre´ par la famille conside´re´e. Avec ce choix, on a donc H1 ⊂ H3 ⊂ H7.
0 1
φ1φ2 φ3φ4 φ5 φ61 φ7
FIG. 3.1 – Fonctions de forme de type 1 (espaces emboıˆte´s)
Si maintenant on choisit des fonctions de forme de “type 2” on peut de´finir φi pour i = 1 a` N par :
φi : affine par morceaux, continue
supp(φi) = [xi−1, xi+1]
φi(xi) = 1
φi(xi−1) = φi(xi+1) = 0
(3.34)
Il est facile de voir que φi ∈ HN et que {φ1, . . . , φN} engendre HN , c’est a` dire que pour tout u ∈ HN ,
il existe (u1, . . . , uN) ∈ IRN tel que u =
N∑
i=1
uiφi. On a repre´sente´ sur la figure 3.2 les fonctions de base
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obtenue pourH3 (a` gauche) etH7 (a` droite). On peut remarquer que dans ce cas, les espaces d’approximation
ne sont plus inclus les uns dans les autres.
0 1
1
0 1
1
φ4φ1 φ3φ2 φ5 φ6 φ7
φ2 φ3φ1
FIG. 3.2 – Fonctions de forme de type 2 (fonction P1) en une dimension d’espace
Exemple en dimension 2 Soit Ω un ouvert polygonal de IR2, et H = H10 (Ω). Les e´tapes de construction de la
me´thode des e´le´ments finis sont encore les meˆmes.
1. Ele´ments : on choisit des triangles.
2. Noeuds : on les place aux sommets des triangles. Les noeuds xi ∈ Ω (inte´rieurs a` Ω) sont libres, et les
noeuds xi ∈ ∂Ω (sur la frontie`re de Ω sont lie´s. On notera Σ l’ensemble des noeuds libres, ΣF l’ensemble
des noeuds lie´s, et, Σ = ΣI ∪ ΣF .
3. Espace d’approximation L’espace des polynoˆmes est l’ensemble des fonctions affines, note´ P1. Une fonction
p ∈ P1 est de la forme :
p : IR2 → IR,
x = (x1, x2) 7→ a1x1 + a2x2 + b,
avec (a1, a2, b) ∈ IR3. L’espace d’approximationHN est donc de´fini par :
HN : {u ∈ C(Ω¯);u|K ∈ P1, ∀K, et u(xi) = 0, ∀xi ∈ ΣF }
4. Base de HN : On choisit comme base de HN la famille de fonctions {φi}i = 1, . . . , N , ou` N = card (ΣI),
ou` φi est de´finie, pour i = 1 a` N , par :
φi est affine par morceaux,
φi(xi) = 1,
φi(xj) = 0, ∀j 6= 1.
(3.35)
La fonction φi associe´e au noeud xi a donc l’allure pre´sente´e sur la figure 3.3. Le support de chaque fonction
φi (c’est a` dire l’ensemble des points ou` φi est non nulle), est constitue´ de l’ensemble des triangles dont xi
est un sommet.
En re´sume´ Les questions a` se poser pour construire une me´thode d’e´le´ments finis sont donc :
1. La construction du maillage.
2. Un choix cohe´rent entre e´le´ments, noeuds et espace des polynoˆmes.
3. La construction de l’espace d’approximationHN et de sa base {φi}i=1...N .
4. La construction de la matrice de rigidite´ K et du second membre G.
5. L’e´valuation de d(u,HN ) en vue de l’analyse de convergence.
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1
x(1)
x(2)
xi
φi(x)
FIG. 3.3 – Fonction de forme de type 2 (fonction P1) en deux dimensions d’espace
3.3.2 Construction du maillage, de l’espace HN et de sa base φN
Construction des e´le´ments
Soit Ω ∈ IR2 un ouvert borne´ polygonal. On construit un maillage de Ω en divisant Ω¯ en parties ferme´es
{K`}`=1,...,L ou` L est le nombre d’e´le´ments.
Les principes pour la construction du maillage sont :
– Eviter les angles trop grands ou trop petits. On pre´fe`rera par exemple les triangles de gauche plutoˆt que ceux de
droite dans la figure 3.4.
FIG. 3.4 – Exemple de triangles “bons” (a` gauche) et “mauvais” (a` droite)
– Mettre beaucoup d’e´le´ments la` ou` u varie rapidement (ceci ne peut se faire que si on connait a priori les zones
de de variation rapide, ou si on a les moyens d’e´valuer l’erreur entre la solution exacte du proble`me et la solution
calcule´e et de remailler les zones ou celle–ci est juge´e trop grande.
– On peut e´ventuellement me´langer des triangles et des rectangles, mais ceci n’est pas toujours facile.
Il existe un tre`s grand nombre de logiciels de maillages en deux ou trois dimensions d’espace. On pourra pour s’en
convaincre utiliser le moteur de recherche google sur internet avec les mots cle´s : “mesh 2D structured”, “mesh 2D
unstructured”, “mesh 3D structured”, “mesh 3D unstructured”. Le mot “mesh” est le terme anglais pour maillage,
les termes 2D et 3D re´fe`rent a` la dimension de l’espace physique. Le terme “structured” (structure´ en franc¸ais)
de´signe des maillages que dont on peut nume´roter les e´le´ments de fac¸on carte´sienne, le terme “unstructured”
(non structure´) de´signe tous les autres maillages. L’avantage des maillages “structure´s” est qu’ils ne´cessitent une
base de donne´es beaucoup plus simple que les maillages non structure´s, car on peut connaitre tous les noeuds
voisins a` partir du nume´ro global d’un noeud d’un maillage structure´, ce qui n’est pas le cas dans un maillage non
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structure´ (voir paragraphe suivant pour la nume´rotation des noeuds). La figure 3.5 montre un exemple de maillage
FIG. 3.5 – Exemple de maillage structure´ (a` gauche) et non-structure´ (a` droite) d’une surface
de surface structure´ ou non-structure´, pris sur le site web du logiciel Gmsh : a three-dimensional finite element
mesh generator with built-in pre- and post-processing facilities, de´velippe´ par C. Geuzaine and J.-F. Remacle
(http ://www.geuz.org/gmsh/).
Choix des noeuds
On se donne une famille {Si}i=1,...,M de M points de Ω¯, de composantes (xi, yi), pour i = 1, . . . ,M .
Le maillage e´le´ments finis est de´fini par e´le´ments {K`}`=1...L et les noeuds {Si}i=1...M . Ces e´le´ments et noeuds
ne peuvent bien suˆr pas eˆtre choisis inde´pendamment. Dans le cas ge´ne´ral, on choisit tous les e´le´ments de meˆme
type (par exemple, des triangles) et on se donne un nombre fixe de noeuds par e´le´ment, ce qui de´termine le nombre
total de noeuds. Chaque noeud appartient donc a` plusieurs e´le´ments. Dans le cas d’un maillage structure´ tel que
celui qu’on a de´crit dans la figure 1.5 page 27, une nume´rotation globale des noeuds est suffisante pour retrouver
les e´le´ments dont font partie ce noeud, ainsi que tous les voisins du noeud. Par contre, dans le cas d’un maillage
non structure´ (un maillage en triangles, par exemple), on aura besoin d’une nume´rotation locale des noeuds c’est
a` dire une nume´rotation des noeuds de chaque e´le´ment, pour k = 1, . . . , N`, ou` N` est le nombre de noeuds par
e´le´ment ; on aura e´galement besoin d’une nume´rotation globale des noeuds, et d’une table de correspondance,
l’une qui donne pour chaque e´le´ment, les nume´ros dans la nume´rotation globale des noeuds qui lui appartiennent.
i`r = notation globale (`, r) r-ie`me noeud de l’e´le´ment `
Ame´lioration de la pre´cision
On a vu aux paragraphes pre´ce´dents que l’erreur entre la solution exacte u recherche´e et la solution u(N) obtenue
par la me´thode de Ritz ou de Galerkin est majore´e par une constante fois la distance entre H et HN . On a donc
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inte´reˆt a` ce que cette distance soit petite. Pour ce faire, il paraıˆt raisonnable d’augmenter la dimension de l’espace
HN . Pour cela, on a deux possibilite´s :
– augmenter le nombre d’e´le´ments : on augmente alors aussi le nombre global de noeuds, mais pas le nombre
local.
– augmenter le degre´ des polynoˆmes : on augmente alors le nombre de noeuds local, donc on augmente aussi
le nombre global de noeuds, mais pas le nombre d’e´le´ments. Ce deuxie`me choix (augmentation du degre´ des
polynoˆmes) ne peut se faire que si la solution est suffisamment re´gulie`re ; si la solution n’est pas re´gulie`re, on
n’arrivera pas a` diminuer d(H,HN ) en augmentant le degre´ des polynoˆmes.
3.4 Exercices
Exercice 33 ( Fonctions H1 en une dimension d’espace )
Montrer que si u ∈ H1(]0, 1[), alors u est continue. En de´duire que H2(]0, 1[) ⊂ C1([0, 1]).
Exercice 34 (Minimisation de la semi-norme) Suggestions en page 125, corrige´ en page 126
Soit Ω un ouvert borne´ de IRn. On suppose que sa frontie`re est de classe C1 par morceaux. Etant donne´ une
fonction u0 ∈ H1(Ω), on de´signe par u0 +H10 (Ω) l’ensemble {u0 + v, v ∈ H10 (Ω)}.
1. Montrer qu’il existe une unique fonction u ∈ u0 +H10 (Ω) tel que :
|u|1,Ω = inf
v∈u0+H10 (Ω)
|v|1,Ω.
2. Caracte´riser u comme e´tant la solution d’un proble`me aux limites.
Exercice 35 (Formulation faible pour le proble`me de Dirichlet en 1D) Corrige´ en page 127
Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me suivant :
− u′′(x) = f(x), x ∈]0, 1[, (3.36)
u(0) = 0, u(1) = 0. (3.37)
Donner une formulation faible et une formulation variationnelle de (3.37).
Exercice 36 (Rele`vement) Corrige´ en page 129
Soient a et b ∈ IR, et f ∈ C(IR, IR).
1. Soient u0 et u1 de´finies de [0, 1] dans IR par u0(x) = a+ (b− a)x et u1(x) = a+ (b− a)x2. Montrer qu’il
existe un unique u˜ (resp. u¯) tel que u = u0 + u˜ (resp. v = u1 + u¯ ) soit solution de (3.10). Montrer que
u = v.
2. Meˆmes questions en supposant maintenant que u0 et u1 sont des fonctions de C2([0, 1]) telles que u0(0) =
u1(0) = a et u0(1) = u1(1) = b.
Exercice 37 (Rele`vement en une dimension d’espace) Suggestions en page 125
Ecrire une formulation faible pour laquelle on puisse appliquer le the´ore`me de Lax Milgram, dans le cas du
proble`me suivant : 
−u′′(x) = f(x), x ∈ [0, 1]
u′(0) = 0
u(1) = 1.
(3.38)
Exercice 38 (Conditions aux limites de Fourier et Neumann) Corrige´ en page 130
Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me suivant :
−uxx(x) + u(x) = f(x), x ∈]0, 1[,
u′(0)− u(0) = 0, u′(1) = −1. (3.39)
Donner une formulation faible et une formulation variationnelle de (3.39) ; y-a-t-il existence et unicite´ des solutions
faibles de (3.39) ?
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Exercice 39 (Conditions aux limites de Fourier et Neumann, bis)
Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me suivant :{ −u′′(x)− u′(x) + u(x) = f(x), x ∈]0, 1[,
u(0) + u′(0) = 0, u(1) = 1 (3.40)
1. Donner une formulation faible du proble`me de la forme{
Trouver u ∈ H1(]0, 1[);u(1) = 1,
a(u, v) = T (v), ∀v ∈ H. (3.41)
ou` H = {v ∈ H1(]0, 1[); v(1) = 0}, a et T sont respectivement une forme biline´aire sur H1(]0, 1[) et une forme
line´aire sur H1(]0, 1[), a` de´terminer.
2. Y-a-t-il existence et unicite´ de solutions de cette formulation faible ?
Exercice 40 (Conditions mixtes) Suggestions en page 126, corrige´ en page 131
Soit Ω un ouvert borne´ IRd, d = 1ou2, de frontie`re ∂Ω = Γ0 ∪ Γ1, avec Γ0 ∩ Γ1 = ∅ ; on suppose que la mesure
d− 1 dimensionnelle de Γ0 est non nulle, et soit f ∈ L2(Ω). On s’inte´resse ici au proble`me suivant :
−∆u(x) = f(x), x ∈ Ω,
u(x) = 0, x ∈ Γ0,
∇u(x) · n(x) = 0, x ∈ Γ1,
(3.42)
ou` n est la normale unitaire a` ∂Ω exte´rieure a` Ω.
Donner une formulation faible et une formulation variationnelle de (3.42) telle qu’on puisse appliquer le lemme
de Lax-Milgram. (On rappelle que l’ine´galite´ de Poincare´ donne´e en bas de page 12 page 24 pour les fonctions
de H10 (Ω) est encore valable pour les fonctions de H1(Ω) dont la trace est nulle sur un sous-ensemble de ∂Ω de
mesure ((d− 1)–dimensionnelle) non nulle.)
Exercice 41 (Proble`me elliptique pour un proble`me avec conditions mixtes) Corrige´ en page 132
Soit Ω un ouvert borne´ IRd, d = 1 ou 2, de frontie`re ∂Ω = Γ0 ∪ Γ1, avec Γ0 ∩ Γ1 = ∅ ; on suppose que la mesure
d− 1 dimensionnelle de Γ0 est non nulle. On s’inte´resse ici au proble`me suivant :
−div(p(x)∇u(x)) + q(x)u(x) = f(x), x ∈ Ω,
u(x) = g0(x), x ∈ Γ0,
p(x)∇u(x).n(x) + σu(x) = g1(x), x ∈ Γ1,
(3.43)
ou` :
f ∈ L2(Ω),
p ∈ L∞(Ω), est telle qu’il existe α > 0 t.q. p(x) ≥ α p.p.
q ∈ L∞(Ω), q ≥ 0,
σ ∈ IR+,
g0 ∈ L2(Γ0) est telle qu’il existe g˜ ∈ H1(Ω) t.q. γ(g˜)|Γ0 = g0
g1 ∈ L2(Γ1),
n est la normale unitaire a` ∂Ω exte´rieure a` Ω.
1. Donner une formulation faible et une formulation variationnelle de (3.43) telle qu’on puisse appliquer le lemme
de Lax-Milgram.
2. On suppose dans cette question que p ∈ C1(Ω), q ∈ C(Ω) g0 ∈ C(Γ0) et g1 ∈ C(Γ1). Soit u ∈ C2(Ω).
Montrer que u est solution faible si et seulement si u est une solution classique de (3.43).
Exercice 42 ( Proble`me de Neumann homoge`ne ) Suggestions en page 125
On conside`re le proble`me suivant :
−∆u+ u = f dans Ω, (3.44)
∇u · n = 0 sur Ω (3.45)
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ou` Ω est un ouvert borne´ de IRd de frontie`re re´gulie`re de classe C2 et de normale unitaire exte´rieure n, et f ∈
L2(Ω).
1. Montrer que si u est une solution re´gulie`re de (3.45) et ϕ ∈ C∞(IRd), alors∫
Ω
(∇u · ∇ϕ+ u ϕ) dx =
∫
Ω
fϕ dx
En de´duire que u est solution de la formulation faible suivante :
u ∈ H1(Ω), (3.46)∫
Ω
(∇u · ∇v + uv) dx =
∫
Ω
fv dx, ∀v ∈ H1(Ω). (3.47)
2. Montrer que si u est une solution re´gulie`re de classe C2 de (3.47) et ϕ ∈ C∞(IRd), alors u est solution de
(3.45).
Exercice 43 ( Un proble`me de re´action-diffusion ) Suggestions en page 125, corrige´ en page 133
Soit α un re´el positif ou nul, et soit f une fonction continue. On conside`re le proble`me suivant :
−u′′(x) + αu(x) = f(x), x ∈]0, 1[,
u′(0) = u(0),
u′(1) = 0.
(3.48)
ou` u′′ de´signe la de´rive´e seconde de u par rapport a` x.
1. Ecrire une formulation variationnelle de (4.28).
2. On conside`re le proble`me
u ∈ H1(]0, 1[)∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx, ∀v ∈ H1(]0, 1[). (3.49)
2.a De´terminer le proble`me aux limites dont la formulation faible est (4.29).
2.b. Montrer que si α > 0, (4.29) admet une unique solution.
3. Montrer que ceci est encore vrai pour α = 0 en appliquant l’ine´galite´ de Poincare´ a` la fonction v − v(0)).
Exercice 44 (Condition inf-sup) Corrige´ en page 134
Soit V un espace de Hilbert re´el de produit scalaire (·; ·) induisant une norme || · ||. On se donne a(·; ·) une forme
biline´aire continue sur V × V , avec M comme constante de continuite´. Soit L une forme line´aire continue sur V .
On suppose de plus qu’il existe une solution u ∈ V au proble`me suivant :
a(u, v) = L(v), ∀v ∈ V. (3.50)
Soit Vh un sous-espace de V de dimension finie. On suppose qu’il existe βh ∈ R+ telle que :
inf
(vh∈Vh,‖vh‖=1)
(
sup
(wh∈Vh,‖wh‖=1)
(a(vh;wh))
)
≥ βh (3.51)
On cherche alors uh solution de :
uh ∈ Vh,
a(uh, vh) = L(vh), ∀vh ∈ Vh (3.52)
1. Montrer que le proble`me (3.52) admet une unique solution.
2. Soit u la solution de (3.50) et uh la solution de (3.52). Montrer que :
‖u− uh‖ ≤
(
1 +
M
βh
)
inf
vh∈Vh
‖u− vh‖. (3.53)
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Exercice 45 (Condition inf-sup pour un proble`me mixte)
Soient V et Q deux espaces de Hilbert, on note (·, ·)V , ‖ · ‖V et (·, ·)Q, ‖ · ‖Q leurs produits scalaires et normes
respectives, et on conside`re le proble`me suivant :
Trouver u ∈ V, p ∈ Q, tels que
a(u, v) + b(v, p) = (f, v)H , ∀v ∈ V,
b(u, q) = (g, q)Q, ∀q ∈ Q.
(3.54)
ou` a est une forme biline´aire continue et coercive sur V et b est une application biline´aire continue de V ×Q dans
IR.
Pour (u, p) et (v, q) e´le´ments de V ×Q, on pose :
B(u, p; v, q) = a(u, v) + b(v, p) + b(u, q),
F (v, q) = (f, v)H + (g, q)Q.
et on munit V ×Q d’une norme note´e ‖(·, ·)‖, de´finie par ‖(v, q)‖ = ‖v‖V + ‖q‖Q pour (v, q) ∈ V ×Q.
1. Montrer que B est une forme biline´aire continue sur V ×Q.
2. Montrer que le proble`me (3.54) est e´quivalent au proble`me :{
Trouver (u, p) ∈ V ×Q, tels que
B(u, p; v, q) = F (v, q), ∀(v, q) ∈ V ×Q. (3.55)
On conside`re maintenant des espaces d’approximation (par exemple construits par e´lements finis). Soient donc
(Vn)n∈IN et (Qn)n∈IN des espaces de Hilbert de dimension finie tels que Vn ⊂ V et Qn ⊂ Q, pour tout n ∈ IN.
3. On suppose dans cette question que la condition suivante (dite condition “inf-sup”) est satisfaite :
Il existe β ∈ IR∗+ (inde´pendant de n) tel que inf
q∈Qn
sup
w∈Vn,
‖w‖V 6=0
b(w, q)
‖w‖V ≥ β‖q‖Q. (3.56)
(a) Montrer qu’il existe α ∈ IR∗+ tel que :
Pour tout q ∈ Qn et v ∈ Vn, B(v, q; v,−q) ≥ α‖v‖2V . (3.57)
(b) Soit (v, q) ∈ Vn × Qn, montrer qu’il existe w ∈ Vn tel que ‖w‖V = ‖q‖Q et b(w, q) ≥ β‖q‖2Q.
Montrer que pour ce choix de w, on a :
B(v, q;w, 0) ≥ −M‖v‖V ‖w‖V + β‖q‖2Q,
ou` M est la constante de continuite´ de a.
(c) En de´duire qu’il existe des re´els positifs C1 et C2 inde´pendants de n tels que
B(v, q;w, 0) ≥ −C1‖v‖2V + C2‖q‖2Q.
(On pourra utiliser, en le de´montrant, le fait que pour tout a1 ≥ 0, a2 ≥ 0 et  > 0, on a
a1a2 ≤ 1εa21 + εa22.)
(d) Soit γ ∈ IR∗+. Montrer que si γ est suffisamment petit, on a :
B(v, q; v + γw,−q) ≥ C3[‖v‖2V + ‖q‖2Q].
et
‖(v + γw,−q)‖ ≤ C4‖(v, q)‖,
ou` C3 et C4 sont deux re´els positifs qui ne de´pendent pas de n.
(e) En de´duire que la condition suivante (dite de stabilite´) est satisfaite :
Il existe δ ∈ IR∗+ (inde´pendant de n) tel que pour tout (u, p) ∈ Vn ×Qn,
sup
(v,q)∈Vn×Qn,
‖(v,q)‖6=0
B((u, p); (v, q))
‖(v, q)‖ ≥ δ‖(u, p)‖.
(3.58)
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4. On suppose maintenant que la condition (3.58) est satisfaite.
(a) Montrer que pour tout p ∈ Q,
sup
(v,q)∈Vn×Qn,
‖(v,q)‖6=0
b(v, p)
‖(v, q)‖ ≥ δ‖p‖Q.
(b) En de´duire que pour tout p ∈ Q,
sup
(v,q)∈Vn×Qn,
‖(v,q)‖6=0
b(v, p)
‖v‖V ≥ δ‖p‖Q.
5. De´duire des questions pre´ce´dentes que la condition (3.56) est satisfaite si et seulement si la condition (3.58)
est satisfaite.
Exercice 46 (Volumes finis vus comme des e´le´ments finis non conformes) Suggestions en page 126, corrections
en page 136
Soit un ouvert borne´ polygonal de IR2, et T un maillage admissible au sens des volumes finis (voir page 1.5.2 page
28) de Ω.
1. Montrer que la discre´tisation par volumes finis de (3.1) se rame`ne a` chercher (uK)K∈T , qui ve´rifie :∑
σ∈Eint, σ=K|L
τσ(uL − uK) +
∑
σ∈Eext, σ∈EK
τσ uK = m(K)fK (3.59)
ou` Eint repre´sente l’ensemble des areˆtes internes (celles qui ne sont pas sur le bord) Eext l’ensemble des areˆtes
externes (celles qui sont sur le bord), et
τσ =

m(σ)
dK,σ + dL,σ
si σ ∈ Eint, σ = K|L,
m(σ)
dK,σ
si σ ∈ Eext, σ ∈ EK ,
(3.60)
(voir figure 1.6 page 28).
2. On noteHT (Ω) le sous-espace de L2(Ω) forme´ des fonctions constantes par maille (c.a`.d. constantes sur chaque
e´le´ment de T ). Pour u ∈ HT (Ω), on note uK la valeur de u sur K . Montrer que (uK)K∈T est solution de (3.60)
si et seulement si u ∈ HT (Ω) est solution de :{
u ∈ HT (Ω),
aT (u, v) = TT (v), ∀v ∈ HT (Ω), (3.61)
ou` aT est une forme biline´aire sur HT (Ω) (a` de´terminer), et TT est une forme line´aire sur HT (Ω) (a` de´terminer).
Exercice 47 (Discre´tisation du bi-laplacien) Corrige´ en page ??.
La mode´lisation d’une poutre en charge encastre´e a` ses deux extre´mite´s ame`ne a` s’inte´resser au proble`me d’ordre
4 suivant (dit proble`me “biharmonique”) :
u(4)(x) = f(x), x ∈]0, 1[,
u(0) = 0, u′(0) = 0.
u(1) = 0, u′(1) = 0.
(3.62)
ou` u(4) de´signe la de´rive´e quatrie`me de u par rapport a` x, et f est une fonction continue.
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Le proble`me continu
1. On suppose (dans cette question seulement) que f ≡ 1. Calculer la solution exacte u de (3.62), et la repre´senter
graphiquement (grossie`rement).
2. Soit H2(]0, 1[) l’ensemble des fonctions de carre´ inte´grable dont les de´rive´es (faibles) premie`re et seconde sont
e´galement de carre´ inte´grable :
H2(]0, 1[) = {u ∈ L2(]0, 1[), u′ ∈ L2(]0, 1[) et u′′ ∈ L2(]0, 1[).}
On rappelle e´galement que les fonctions de H1(]0, 1[) sont continues sur [0, 1].
2.1 Montrer que H2(]0, 1[) ⊂ C1([0, 1]).
On de´finit alors :
H20 (]0, 1[) = {u ∈ H2(]0, 1[);u(0) = u(1) = 0, u′(0) = u′(1) = 0}.
2.2 Montrer que si u ∈ C4([0, 1]) est solution de (3.62), alors u est solution de :
u ∈ H20 (]0, 1[)∫ 1
0
u′′(x)v′′(x) dx =
∫ 1
0
f(x)v(x) dx, ∀v ∈ H20 (]0, 1[,
(3.63)
2.3 Montrer que re´ciproquement, si u est solution de (3.63) et u ∈ C4([0, 1]), alors u est solution de (3.62).
On admettra que le proble`me (3.63) admet une solution unique.
On cherche maintenant a` trouver une solution approche´e de la solution de (3.62) ou (3.63).
Discre´tisation par diffe´rences finies
3. Soit M > 2 et h = 1M+1 . On construit une subdivision de [0, 1], note´e (yk)k=0,...,M+1, de´finie par : yi =
ih pour i = 0, . . . ,M + 1.
On note ui l’inconnue discre`te associe´e au point yi, i = 0, . . . ,M + 1.
3.1 Soient ϕ ∈ C5(IR), x ∈ IR et h > 0, e´crire les de´veloppements limite´s en x de ϕ(x+2h), ϕ(x+h),ϕ(x−h),
et ϕ(x− 2h) a` l’ordre 5 en h.
3.2 Par une combinaison line´aire ade´quate, en de´duire pour i = 2, . . . ,M − 1, une approximation par diffe´rences
finies de u(4)(yi) en fonction de ui−2, ui−1, ui, ui+1 et ui+2 qui soit consistante d’ordre 2.
3.3 Ecrire un sche´ma de diffe´rences finies consistant pour la discre´tisation de (3.62) sous la forme
(δ(4)u)i = f(yi), i = 2, . . . ,M − 1, (3.64)
u0 = u1 = 0, (3.65)
uM = uM+1 = 0, (3.66)
ou` (δ(4)u)i est l’approximation consistante de u(4)(yi) construite avec les inconnues discre`tes ui−2, ui−1, ui, ui+1
et ui+2 a` la question 3.2.
Ecrire le sche´ma sous forme matricielle, et commenter la structure de la matrice du syste`me line´aire a` re´soudre.
3.4 Soit δ(4)u ∈ IRM−2 dont les composantes sont les valeurs (δ(4)u)i pour i = 2, . . . ,M − 1. Notons (δ(2)u)i =
1
h (ui+1+ui−1−2ui) la discre´tisation habituelle de u′′(yi) par diffe´rences finies. A-t’on (δ(4)u)i = (δ(2)(δ(2)u))i
pour tout i = 2, . . . ,M − 1 ?
Dans toute la suite, on conside`re le maillage suivant : pour N > 2 et h = 1/N , on de´finit les N mailles
(Ki)i=1,...,N par Ki =]xi−1/2, xi+1/2[, avec xi+1/2 = ih pour i = 0, . . . , N , et on note xi = (i − 1/2)h
pour i = 1, . . . , N les centres des mailles. On pose e´galement x0 = 0 et xN+1 = 1. On de´finit e´galement des
mailles “de´cale´es” Ki+1/2 =]xi, xi+1[, pour i = 0, . . . , N .
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Discre´tisation par un sche´ma volumes finis
4. Soit (ui)i=1,N ∈ IRN et u la fonction de ]0, 1[ dans IR, constante par morceaux, de´finie par
u(x) = ui pour tout x ∈ Ki =]xi−1/2, xi+1/2[.
On de´finit Dhu comme la fonction constante par morceaux sur les mailles de´cale´es, de´finie par
Dhu(x) =

Di+1/2u =
1
h(ui+1 − ui) pour tout x ∈ Ki+1/2 =]xi, xi+1[ pour i = 1, . . . , N − 1,
D1/2u =
2
hu1 pour tout x ∈ K1/2 =]x0, x1[,
DN+1/2u = − 2huN pour tout x ∈ KN+1/2 =]xN , xN+1[.
Enfin on de´finit D2hu comme la fonction constante par morceaux sur les mailles Ki, de´finie par :
D2hu(x) = D
2
i u =
1
h
(Di+1/2u−Di−1/2u) pour tout x ∈ Ki =]xi−1/2, xi+1/2[ pour i = 1, . . . , N.
4.a. Calculer D2i u en fonction des valeurs uj , j = 1, . . . , N .
4.b En de´duire, pour k = 1, . . . , N , l’expression de la fonction D2hχk, ou` χk ∈ IRN est la fonction caracte´ristique
de la maille Kk, c.a`.d :
χk(x) =
{
1 si x ∈ Kk
0 sinon.
On note Hh l’espace des fonctions constantes sur les mailles Ki, i = 1, . . . , N , et Hh,0 les fonctions de Hh nulles
sur les mailles 1 et N . On conside`re le sche´ma nume´rique de´fini par la forme faible discre`te suivante :
Trouver u ∈ Hh,0 = {u ∈ Hh;u1 = uN = 0}, (3.67)∫ 1
0
D2hu(x) D
2
hv(x)dx =
∫
f(x) v(x)dx, ∀v ∈ Hh,0. (3.68)
4.c En prenant les fonctions caracte´ristiques des mailles Ki comme fonctions tests dans (3.68), montrer que le
sche´ma (3.67)-(3.68) s’e´crit aussi :
u ∈ Hh,0 (3.69)
Fi+1/2(D
2
hu)− Fi−1/2(D2hu) =
∫
Ki
f(x)dx, i = 1, . . . , N, (3.70)
Fi+1/2(D
2
hu) =
1
h
(D2i+1u−D2i u), i = 1, . . . , N − 1, (3.71)
F1/2(D
2
hu) = −
3
h
D21u et FN+1/2(D
2
hu) = −
3
h
D2Nu. (3.72)
(3.73)
Expliquer pourquoi ce sche´ma peut pre´tendre a` l’appellation “volumes finis”.
Quelques proprie´te´s du sche´ma volumes finis
On se place ici sous les hypothe`ses et notations de la discre´tisation par volumes finis.
5.EXISTENCE ET UNICITE´ DE LA SOLUTION DISCRE`TE.
5.a Montrer que
∀u ∈ Hh,0,
∫ 1
0
u(x)D2hu(x)dx =
∫ 1
0
Dhu(x)Dhu(x)dx.
5.b Soit u ∈ Hh,0 ; montrer que si Diu = 0 pour tout i = 1, . . . , N alors u ≡ 0.
5.c En de´duire que si f = 0, et si u est solution de (3.67)-(3.68) alors u = 0.
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5.d En de´duire l’existence et l’unicite´ de u solution de (3.67)-(3.68).
6. STABILITE´.
6.1 (Poincare´ discret sur u). Soit u ∈ Hh. Montrer que ‖u‖L2(Ω) ≤ ‖Dhu‖L2(Ω).
6.2 (Poincare´ discret sur Dhu). Soit u ∈ Hh,0. Montrer que ‖Dhu‖L2(Ω) ≤ ‖D2hu‖L2(Ω).
6.3 (Estimation a priori sur la solution). Soit u ∈ Hh,0 solution de (3.67)-(3.68). Montrer que ‖u‖L2(Ω) ≤
‖f‖L2(Ω).
Discre´tisation par un sche´ma e´le´ments finis non conformes
7. On conside`re maintenant les fonctions de formeφk des e´le´ments finisP1 associe´es aux noeudsxk, k = 1, . . . , N .
7.1. Donner l’expression des fonctions de forme φk pour k = 1, . . . , N.
Soit Vh l’espace engendre´ par les fonctions φ1, . . . , φN et Vh,0 l’espace engendre´ par les fonctions φ2, . . . , φN−1.
Pour v˜ ∈ Vh,0, on de´finit D˜2hv˜ comme la fonction de Hh de´finie par :
D˜2hv˜(x) = −
1
h
N−1∑
i=2
v˜(xi)
∫ 1
0
φ′i(x)φ
′
k(x) dx, pour tout x ∈ Kk, k = 1, . . . , N.
On conside`re alors le sche´ma suivant pour l’approximation de (3.63).
Trouver u˜ ∈ Vh,0, (3.74)∫ 1
0
D˜2hu˜(x)D˜
2
hv˜(x)dx =
∫
f(x) v˜(x)dx, ∀v˜ ∈ Vh,0. (3.75)
7.2 Expliquer pourquoi le sche´ma (3.74)-(3.75) peut pre´tendre a` l’appellation “e´le´ments finis non conformes”.
7.3 Soit (ui)i=2,...,N−1 ∈ IRN−2 et soient u =
N−1∑
k=2
uiχk ∈ Hh,0 et u˜ =
N−1∑
k=2
uiφk ∈ Vh,0.
(i) Montrer que u˜′ est une fonction constante par morceaux sur les mailles de´cale´es et comparer u˜′ a` Dhu.
(ii) Calculer D˜2hu˜ et comparer D˜2hu˜ a` D2hu.
3.5 Suggestions pour les exercices
Exercice 34 page 118
Rappel ; par de´finition, l’ensemble u0 +H10 est e´gal a` l’ensemble {v = u0 + w,w ∈ 1H10}
1. Montrer que le proble`me s’e´crit sous la forme : J(u) ≤ J(v), ∀v ∈ H , ou H est un espace de Hilbert, avec
J(v) = a(v, v), ou` a est une forme biline´aire syme´trique de´finie positive.
2. Prendre une fonction test a` support compact dans la formulation faible.
Exercice 37 page 118
Conside´rer les espaces
H11,1 = {v ∈ H1(]0, 1[); v(1) = 1} et
H11,0 = {v ∈ H1(]0, 1[); v(1) = 0}.
Exercice 42 page 119
1. On rappelle que l’espace des fonctions de C∞(IRd) restreintes a` Ω est dense dans H1(Ω).
2. On admettra que l’image de H1(Ω) par l’application trace est dense dans L2(∂Ω).
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Exercice 40 page 119
Conside´rer comme espace de Hilbert l’ensemble {u ∈ H1(Ω);u = 0 sur Γ0}.
Exercice 46 page 122
1. Inte´grer l’e´quation sur la maille et approcher les flux sur les areˆtes par des quotients diffe´rentiels.
2. Pour montrer que (3.59) entraıˆne (3.61), multiplier par vK , ou` v ∈ HT (Ω), et de´velopper. Pour montrer la
re´ciproque, e´crire u comme combinaison line´aire des fonctions de base de HT (Ω), et prendre pour v la fonction
caracte´ristique de la maille K . (3.59)
3.6 Corrige´s des exercices
Exercice 34 page 118
1. Par de´finition, on sait que |u|1,Ω = (
∫
Ω
N∑
i=1
|∂iu(x)|2dx) 12 , ou` ∂iu de´signe la de´rive´e partielle de u par rap-
ports a` sa i–e`me variable. Attention ceci | · |1,Ω de´finit une semi-norme et non une norme sur l’espace H1(Ω).
Cependant sur H10 (Ω) c’est bien une norme, graˆce a` l’ine´galite´ de Poincare´. On rappelle que H10 (Ω) = Ker(γ) ={
u ∈ H1(Ω) tel que γ(u) = 0}, ou` γ est l’ope´rateur de trace line´aire et continu de H1(Ω) dans L2(Ω) (voir
the´ore`me 3.2 page 98). Le proble`me consiste a` minimiser
(∫
Ω
N∑
i=1
|∂iu|2 dx
) 1
2
sur u0 + H
1
0 (Ω). Tentons de
nous ramener a` minimiser une certaine fonctionnelle sur H10 (Ω). Soit v ∈ u0 + H10 (Ω). Alors v = u0 + w avec
w ∈ H10 (Ω), et donc :
|v|21,Ω = |u0 + w|21,Ω
=
∫
Ω
N∑
i=1
|∂i(u0 + w)|2 dx
=
∫
Ω
N∑
i=1
∣∣∣(∂iu0)2 + (∂iw)2 + 2 (∂iu0) (∂iw)∣∣∣ dx
= |u0|21,Ω + |w|21,Ω + 2
∫
Ω
N∑
i=1
|∂iu0∂iw| dx
Ainsi chercher a` mimimiser |v|1,Ω sur u0 +H10 (Ω) revient a` minimiser J sur H10 (Ω), ou` J est de´finie par :
J(w) = inf
H10 (Ω)
2
(∫
Ω
N∑
i=1
|∂iu0∂iw| dx+ 1
2
∫
Ω
N∑
i=1
(∂iw)
2
)
.
Pour montrer l’existence et l’unicite´ du minimum de J , nous allons mettre ce proble`me sous une forme faible, puis
utiliser le the´ore`me de Lax-Milgram pour en de´duire l’existence et l’unicite´ d’une solution faible, et finalement
conclure que la fonctionnelle J(w) admet un unique inf. On pose :
a(w, v) =
∫
Ω
N∑
i=1
(∂iw ∂iv) dx, ∀w, v ∈ H10 (Ω)
et
L(v) = −
∫
Ω
N∑
i=1
(∂iu0 ∂iv) dx, ∀v ∈ H10 (Ω)
Voyons si les hypothe`ses de Lax-Milgram sont ve´rifie´es. La forme a(w, v) est clairement syme´trique, on peut
changer l’ordre dew et de v dans l’expression sans changer la valeur de l’inte´grale. La forme a(w, v) est biline´aire.
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En effet, elle est line´aire par rapport au premier argument, puisque : ∀u, v, w ∈ H10 (Ω) et ∀λ, µ ∈ IR, on a : a(λw+
µu, v) = λa(w, v)+µa(u, v). Ainsi par syme´trie, elle est aussi line´aire par rapport au second argument. Donc elle
est bien biline´aire. Pour montrer que la forme a(w, v) est continue, on utilise la caracte´risation de la continuite´ des
applications biline´aires. On va donc montrer l’existence de C ∈ IR+ tel que |a(u, v)| ≤ C‖u‖H1‖v‖H1 pour tous
u, v ∈ H10 (Ω). Or, par l’ine´galite´ de Cauchy-Schwarz, on a :
|a(u, v)| =
∣∣∣∣∣
∫
Ω
N∑
i=1
(∂iu∂iv) dx
∣∣∣∣∣
≤
(∫
Ω
N∑
i=1
(∂iu)
2
dx
) 1
2
(∫
Ω
N∑
i=1
(∂iv)
2
dx
) 1
2
≤ ‖u‖H1‖v‖H1 .
La forme a est donc bien continue. Montrons alors qu’elle est coercive, c’est–a`–dire qu’il existe α > 0 tel que
a(v, v) ≥ α‖v‖2H1 pour tout v ∈ H10 (Ω).
a(v, v) =
∫
Ω
N∑
i=1
(∂iv(x))
2
dx
=
∫
Ω
∇v(x) · ∇v(x)dx
≥ 1
1 + diam(Ω)2
‖v‖2H1 ,
graˆce a` l’ine´galite de Poincare´, qu’on rappelle ici :
‖v‖L2(Ω) ≤ c(Ω)‖∇v‖L2(Ω), ∀v ∈ H10 (Ω). (3.76)
Donc a est bien une forme biline´aire, syme´trique, continue et coercive. Par le meˆme genre de raisonnement, on
montre facilement que L est line´aire et continue. Ainsi toutes les hypothe`ses de Lax-Milgram sont ve´rifie´es, donc
le proble`me :
Trouver u ∈ H10 (Ω) tel que a(u, v) = L(v) pour tout v ∈ H10 (Ω)
a une unique solution dansH10 (Ω). De plus, comme a est syme´trique, la fonctionnelleJ admet un unique minimum.
2. On va maintenant caracte´riser u comme e´tant la solution d’un proble`me aux limites. Soit ϕ ∈ D(Ω), donc ϕ est
a` support compact dans Ω. On a :
a(u, ϕ) = L(ϕ) ∀ϕ ∈ D(Ω),
et donc : ∫
Ω
∇u(x)∇(x)ϕdx = −
∫
Ω
∇u0(x)∇(x)ϕ(x)dx.
Comme u et u0 ∈ H1(Ω), et comme ϕ est re´gulie´re, on peut inte´grer par parties ; en remarquant que ϕ est nulle
sur ∂Ω, on a donc :
−
∫
Ω
∆u(x)φ(x)dx =
∫
Ω
∆u0(x)φ(x)dx.
On en de´duit que−∆u = ∆u0. Comme u ∈ H10 (Ω), ceci revient a` re´soudre le proble`me aux limites u˜ = u−u0 ∈
H1(Ω), tel que −∆u˜ = 0 dans Ω et u˜ = u0 sur ∂Ω.
Exercice 35 page 118 (Formulation faible du proble`me de Dirichlet)
Soit ϕ ∈ C∞c ([0, 1]), on multiplie la premie`re e´quation de (3.37), on inte`gre par parties et on obtient :∫ 1
0
u′(x)ϕ′(x)dx =
∫ 1
0
f(x)ϕ(x)dx. (3.77)
Pour trouver une formulation faible (ou variationnelle) il faut commencer par trouver un espace de Hilbert pour les
fonctions duquel (3.77) ait un sens, et qui soit compatible avec les conditions aux limites. Comme f ∈ L2(]0, 1[),
le second membre de (3.77) est bien de´fini de`s que ϕ ∈ L2(]0, 1[).
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De meˆme, le premier membre de (3.77) est bien de´fini de`s que u′ ∈ L2(]0, 1[ et ϕ′ ∈ L2(]0, 1[).
Comme de plus, on doit avoir u = 0 en 0 et en 1, il est naturel de choisir H = H10 (]0, 1[)
def
= {u ∈ L2(]0, 1[;Du ∈
L2(]0, 1[) et u(0) = u(1) = 0}
(Rappelons qu’en une dimension d’espace H1(]0, 1[) ⊂ C([0, 1]) et donc u(0) et u(1) sont bien de´finis).
Une formulation faible naturelle est donc :{
u ∈ H = {u ∈ H10 (Ω); v(0) = v(1) = 0},
a(u, v) = T (v), ∀v ∈ H,
ou` a(u, v) =
∫ 1
0
u′(x)v′(x)dx et T (v) =
∫ 1
0
f(x)v(x)dx.
La formulation variationnelle associe´e (notons que a est clairement syme´trique), s’e´crit : Trouver u ∈ H,J(u) = min
v∈H
J(v)
avec J(v) =
1
2
a(u, v)− T (v)
Le fait que a soit une forme biline´aire continue syme´trique et coercive etque T ∈ H ′ a e´te´ prouve´ (dans le cas plus
ge´ne´ral de la dimension quelconque) lors de la de´monstration de la proposition 3.7 page 100.
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Exercice 36 page 118
1. Comme f ∈ C(IR, IR), et comme −u′′ = f , on a u ∈ C2(IR, IR). Or u0 ∈ C2(IR, IR) et u′′0 = 0 ; de meˆme,
u1 ∈ C2(IR, IR) et u′′1 = 2(b− a).
Les fonctions u˜ et u¯ doivent donc ve´rifier : 
−u˜′′ = f
u˜(0) = 0
u˜(1) = 0.
et 
−u¯′′ = f + 2(b− a)
u¯(0) = 0
u¯(1) = 0.
Donc u˜ est l’unique solution du proble`me{
u˜ ∈ H10 (Ω)
a(u, ϕ) = T˜ (ϕ), ∀ϕ ∈ H10 (Ω),
avec a(u, ϕ) =
∫ 1
0
u′(x)ϕ′(x)dx et T˜ (ϕ) =
∫ 1
0
f(x)ϕ(x)dx, et u¯ est l’unique solution du proble`me.{
u¯ ∈ H10 (Ω)
a(u¯, ϕ) = T¯ (ϕ), ∀ϕ ∈ H10 (Ω),
avec T¯ (ϕ) =
∫ 1
0
(f(x) + 2(b− a))ϕ(x)dx.
Montrons maintenant que u = v. Remarquons que w = u− v ve´rifie{
w′′ = 0
w(0) = w(1) = 0
ce qui prouve que w est solution de {
w ∈ H10 (Ω)
a(w,ϕ) = 0, ∀ϕ ∈ H10 (Ω),
ce qui prouve que w = 0.
2. Le meˆme raisonnement s’applique pour u0 et u1 ∈ C2([0, 1]) tel que
u0(0) = u1(0) = a et u1(0) = u1(1) = b.
Exercice 37 page 118
On introduit les espaces :
H11,1 = {v ∈ H1(]0, 1[); v(1) = 1}
H11,0 = {v ∈ H1(]0, 1[); v(1) = 0}
Soit u0 :]0, 1[→ IR, de´finie par u0(x) = x. On a bien u0(1) = 1, et u0 ∈ H11,1.
Cherchons alors u sous la forme u = u0 + u˜, avec u˜ ∈ H11,0.∫ 1
0
u′(x)v′(x)dx − u′(1)v(1) + u′(0)v(0) =
∫ 1
0
f(x)vdx, ∀ ∈ H11,0.
Comme v(1) = 0 et u′(0) = 0, on obtient donc :∫ 1
0
u′(x)v′(x)dx =
∫ 1
0
f(x)v(x)dx,
ou encore :∫ 1
0
u˜′(x)v′(x)dx =
∫ 1
0
f(x)v(x)dx −
∫ 1
0
u′0(x)v
′(x)dx =
∫ 1
0
f(x)v(x)dx −
∫ 1
0
v′(x)dx.
car u′0 = 1.
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Exercice 38 page 118
1. Soit v ∈ C∞c ([0, 1]), on multiplie la premie`re e´quation de (3.40), on inte`gre par parties et on obtient :∫ 1
0
u′(x)v′(x)dx − u′(1)v(1) + u′(0)v(0) +
∫ 1
0
u(x)v(x)dx =
∫ 1
0
f(x)v(x)dx.
En tenant compte des conditions aux limites sur u en 0 et en 1, on obtient :∫ 1
0
u′(x)v′(x)dx +
∫ 1
0
u(x)v(x)dx + u(0)v(0) =
∫ 1
0
f(x)ϕ(x)dx − v(1). (3.78)
Pour trouver une formulation faible (ou variationnelle) il faut commencer par trouver un espace de Hilbert pour les
fonctions duquel (3.78) ait un sens, et qui soit compatible avec les conditions aux limites. Comme f ∈ L2(]0, 1[),
le second membre de (3.78) est bien de´fini de`s que v ∈ L2(]0, 1[).
De meˆme, le premier membre de (3.78) est bien de´fini de`s que u ∈ H1(]0, 1[ et v ∈ H1(]0, 1[) def= {u ∈
L2(]0, 1[;Du ∈ L2(]0, 1[). Il est donc naturel de choisir H = H(]0, 1[). On obtient ainsi la formulation faible
suivante : {
u ∈ H = {u ∈ H(Ω)},
a(u, v) = T (v), ∀v ∈ H,
ou` a(u, v) =
∫ 1
0
u′(x)v′(x)dx +
∫ 1
0
u(x)v(x)dx + u(0)v(0) et T (v) =
∫ 1
0
f(x)v(x)dx − v(1).
La formulation variationnelle associe´e (notons que a est clairement syme´trique), s’e´crit : Trouver u ∈ H,J(u) = min
v∈H
J(v)
avec J(v) =
1
2
a(u, v)− T (v)
Pour montrer l’existence et l’unicite´ des solutions de (3.78), on cherche a` appliquer le the´ore`me de Lax–Milgram.
On remarque d’abord que T est bien une forme line´aire sur H , et que de plus, par l’ine´galite´ de Cauchy–Schwarz, :
|T (v)| = |
∫ 1
0
f(x)v(x)dx| + |v(1)| ≤ ‖f‖L2(]0,1[)‖v‖L2(]0,1[) + |v(1)|. (3.79)
Montrons maintenant que |v(1)| ≤ 2‖v‖H1(]0,1[). Ce re´sultat est une conse´quence du the´ore`me de trace, voir cours
d’EDP. Dans le cas pre´sent, comme l’espace est de dimension 1, la de´monstration est assez simple en remarquant
que comme v ∈ H1(]0, 1[), on peut e´crire que v est inte´grale de sa de´rive´e. On a en particulier :
v(1) = v(x) +
∫ 1
x
v′(t)dt,
et donc par l’ine´galite´ de Cauchy–Schwarz,
|v(1)| = |v(x)| +
∫ 1
x
|v′(t)|dt ≤ |v(x)| + ‖v′‖L2(]0,1[).
En inte´grant cette ine´galite´ entre 0 et 1 on obtient :
|v(1)| ≤ ‖v(x)‖L1(]0,1[) + ‖v′‖L2(]0,1[).
Or ‖v‖L1(]0,1[) ≤ ‖v(x)‖L2(]0,1[). De plus
‖v‖L2(]0,1[) + ‖v′‖L2(]0,1[) ≤ 2max(‖v(x)‖L2(]0,1[), ‖v′‖L2(]0,1[))
on a donc (
‖v‖L2(]0,1[) + ‖v′‖L2(]0,1[)
)2
≤ 4max(‖v(x)‖2L2(]0,1[), ‖v′‖2L2(]0,1[))
≤ 4(‖v‖2L2(]0,1[) + ‖v′‖2L2(]0,1[)).
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On en de´duit que
|v(1)| ≤ ‖v‖L2(]0,1[) + ‖v′‖L2(]0,1[) ≤ 2‖v‖H1(]0,1[).
En reportant dans (3.79), on obtient :
|T (v)| ≤ (‖f‖L2(]0,1[) + 2)‖v‖H1(]0,1[)
ce qui montre que T est bien continue.
Remarquons que le raisonnement effectue´ ci–dessus pour montrer que |v(1)| ≤ 2‖v‖H1(]0,1[) s’applique de la
meˆme manie`re pour montrer que
|v(a)| ≤ 2‖v‖H1(]0,1[) pour tout a ∈ [0, 1]. (3.80)
Ceci est une conse´quence du fait que H1(]0, 1[) s’injecte continuˆment dans C([0, 1]).
Il est clair que a est une forme biline´aire syme´trique (notons que le caracte`re syme´trique n’est pas ne´cessaire pour
l’application du the´ore`me de Lax–Milgram). Montrons que a est continue. On a :
|a(u, v)| ≤
∫ 1
0
|u′(x)v′(x)|dx +
∫ 1
0
|u(x)||v(x)|dx + |u(0)||v(0)|
≤ ‖u′‖L2(]0,1[)‖v′‖L2(]0,1[) + ‖u‖L2(]0,1[)‖v‖L2(]0,1[) + |u(0)||v(0)|
Graˆce a` (3.80), on en de´duit que
|a(u, v)| ≤ ‖u′‖L2(]0,1[)‖v′‖L2(]0,1[) + ‖u‖L2(]0,1[)‖v‖L2(]0,1[) + 4‖u‖H1(]0,1[)‖v‖H1(]0,1[)
≤ 6‖u‖H1(]0,1[)‖v‖H1(]0,1[).
On en de´duit que a est continue. Soit u ∈ H1(]0, 1[), Par de´finition de a, on a :
a(u, u) =
∫ 1
0
(u′(x))2dx+
∫ 1
0
(u(x))2dx+ u(0)2
≥ ‖u‖H1(]0,1[).
Ceci prouve que la forme a est coercive. Par le the´ore`me de Lax–Milgram, on en de´duit l’existence et l’unicite´ des
solutions faibles de (3.78).
Exercice 40 page 119
Soit ϕ ∈ H = {v ∈ H1(Ω) : u = 0 sur Γ0}.
Multiplions la premie`re e´quation de (3.42) par ϕ ∈ H . On obtient :∫
Ω
∇u(x).∇ϕ(x)dx +
∫
Γ0∪Γ1
∇u.n(x)ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx
et comme∇u.n = 0 sur Γ1 et ϕ = 0 sur Γ0, on obtient donc∫
Ω
∇u(x).∇ϕ(x) =
∫
Ω
f(x)ϕ(x)dx.
On obtient donc la formulation faible.{
Trouver u ∈ H ;∫
Ω
∇u(x).∇v(x)dx = ∫
Ω
f(x)u(x)dx.
Notons que cette formulation ne diffe`re de la formulation faible du proble`me (3.1) que par la donne´e de la condition
aux limites de Dirichlet sur Γ0 et non ∂Ω dans l’espace H . La condition de Neumann homoge`ne est implicitement
prise en compte dans la formulation faible.
La de´monstration du fait que cette formulation satisfait les hypothe`ses du the´ore`me de Lax-Milgram est similaire
a` celle de la proposition 3.7 en utilisant, pour la coercivite´, le fait que les fonctions a` trace nulle sur une partie du
bord de Ω (de mesure non nulle) ve´rifient encore l’ine´galite´ de Poincare´.
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Exercice 41 page 119
1. Multiplions la premie`re e´quation de (3.43) par ϕ ∈ C∞(Ω) et inte´grons sur Ω. Par la formule de Green, on
obtient :∫
Ω
p(x)∇u(x).∇ϕ(x)dx −
∫
∂Ω
p(x)∇u(x).n(x)ϕ(x)dx +
∫
Ω
q(x)u(x)ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx.
En tenant compte des conditions aux limites sur u et en prenant ϕ nulle sur Γ0, on obtient alors :
a(u, ϕ) = T (ϕ)
avec :
a(u, ϕ) =
∫
Ω
(p(x)∇u(x).∇ϕ(x) + q(x)u(x)ϕ(x))dx +
∫
Γ1
σ(x)u(x)ϕ(x)dγ(x), (3.81)
et
T (ϕ) =
∫
Ω
f(x)ϕ(x)dx +
∫
Γ1
g1(x)ϕ(x)dγ(x). (3.82)
Pour assurer la condition aux limites de type Dirichlet non homoge`ne, on choisit donc u ∈ H1Γ0,g0(Ω) = {u ∈
H1(Ω);u = g0 sur Γ0}, qu’on peut aussi de´composer en : u = u˜ + u0 avec u˜ ∈ H1Γ0,g0(Ω) (“rele`vement” de u)
et u0 ∈ H1Γ0(Ω) = {u ∈ H1(Ω);u = 0 sur Γ0}, Une formulation faible naturelle est alors :{
u ∈ H1Γ0,g0(Ω)
a(u, v) = T (v), ∀v ∈ H1Γ0,0(Ω),
ou encore : 
u = u0 + u˜
u˜ ∈ H1Γ0,0(Ω)
a(u˜, v) = T (v)− T (u0), ∀v ∈ H1Γ0,0(Ω),
(3.83)
L’espace H = H1Γ0,0(Ω) muni de la norme H
1 est un espace de Hilbert. Il est facile de montrer que l’application
a de´finie de H ×H dans IR est biline´aire. Montrons qu’elle est continue ; soient (u, v) ∈ H ×H , alors
a(u, v) ≤ ‖p‖L∞(Ω)‖∇u‖L2(Ω)‖∇v‖L2(Ω) + ‖q‖L∞(Ω)‖u‖L2(Ω)‖v‖L2(Ω) + σ‖γ(u)‖L2(Ω)‖γ(v)‖L2(∂Ω).
Par le the´ore`me de trace, il existe CΩ ne de´pendant que de Ω tel que
‖γ(u)‖L2(∂Ω) ≤ CΩ‖u‖H1(Ω) et ‖γ(v)‖L2(∂Ω) ≤ CΩ‖v‖H1(Ω).
On en de´duit que
a(u, v) ≤ (‖p‖L∞(Ω) + ‖q‖L∞(Ω) + σC2Ω) ‖u‖H1(Ω)‖v‖H1(Ω),
ce qui montre que a est continue. La de´monstration de la coercivite´ de a est similaire a` la de´monstration du lemme
3.15 page 104. Enfin, il est facile de voir que T de´finie par (3.82) est une forme line´aire. On en de´duit que le
the´ore`me de Lax-Milgram s’applique.
2. On a de´ja` vu a` la question pre´ce´dente que si u est solution de (3.83), alors u est solution de (3.43). Il reste a`
de´montrer la re´ciproque. Soit donc u solution de (3.83), et soit ϕ ∈ C∞c (Ω)(⊂ H). En utilisant la formule de
Green, et en notant que ϕ est nulle sur ∂Ω, on obtient :∫
Ω
(−div(p∇u)(x) + q(x)u(x) − f(x))ϕ(x)dx = 0, ∀ϕ ∈ C∞0 (Ω).
Comme u ∈ C2(Ω¯), on en de´duit que :
−div(p∇u)(x) + q(x)u(x) − f(x) = 0, ∀x ∈ Ω.
Comme u ∈ H1Γ0,g0 et u ∈ C2(Ω¯), on a aussi u = g0 sur Γ0. Prenons maintenant ϕ ∈ H1Γ0,0 on a :∫
Ω
p(x)∇u(x)∇ϕ(x)dx +
∫
Ω
q(x)u(x)ϕ(x)dx +
∫
Γ1
σ(x)u(x)ϕ(x)dγ(x) =
∫
Ω
f(x)dx+
∫
Γ1
g(x)ϕ(x)dγ(x).
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Par inte´gration par parties, il vient donc :∫
Ω
−div(p(x)∇u(x))ϕ(x)dx+
∫
Γ1
p(x)∇u(x)·n(x)ϕ(x)dx+
∫
Γ1
σ(x)u(x)ϕ(x)dγ(x)+
∫
Ω
q(x)u(x)ϕ(x)dx =
=
∫
Ω
f(x)ϕ(x)dx +
∫
Γ1
g1(x)ϕ(x)dγ(x).
Or on a montre´ que−div(p∇u) + qu = 0. On a donc :∫
Γ1
(p(x)∇u(x) · n(x) + σu(x)− g1(x))ϕ(x)dγ(x) = 0, ∀ϕ ∈ H1Γ0,g0 .
On en de´duit que :
p∇u · n+ σu− g1 = 0 sur Γ1.
Donc u ve´rifie bien (3.43).
Exercice 43 page 120
1. Soit v une fonction suffisamment re´gulie`re, on multiplie la premie`re e´quation de (4.28) par v et on inte`gre sur
]0, 1[. En effectuant des inte´grations par parties et en tenant compte des conditions aux limites, on obtient :∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx.
Pour que les inte´grales aient un sens, il suffit de prendre u, v ∈ H1(]0, 1[), auquel cas les fonctions sont continues
et donc les valeurs u(0) et v(0) ont aussi un sens. On en de´duit qu’une formulation faible est
u ∈ H1(]0, 1[)∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx, ∀v ∈ H1(]0, 1[).
On en de´duit que la formulation variationnelle est
Trouver u ∈ H1(]0, 1[);
J(u) = min
v∈H
J(v),
avec J(v) = 12a(v, v)−T (v), ou` a est la forme biline´aire de´finie par a(u, v) =
∫ 1
0 u
′(x)v′(x) dx+α
∫ 1
0 u(x)v(x) dx+
u(0)v(0) et T la forme line´aire continue de´finie par T (v) =
∫ 1
0
f(x)v(x) dx.
2. Supposons u re´gulie`re, et prenons d’abord v ∈ C1c (]0, 1[). On a alors∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx
et donc en inte´grant par parties :∫ 1
0
(−u′′(x) + αu(x)− f(x))v(x) dx = 0.
Comme ceci est vrai pout toute fonction v ∈ Cc(]0, 1[), on en de´duit que−u′′(x) + αu(x) = f(x), x ∈]0, 1[.
Prenons maintenant v ∈ H1(]0, 1[), en inte´grant par parties et tenant compte de ce qui pre´ce`de, on obtient
(−u′(0) + u(0))v(0) + u′(1)v(1) = 0.
Comme ceci est vrai pout toute fonction v ∈ H1(]0, 1[), on en de´duit que u ve´rifie (4.28).
2.b. On peut appliquer le lemme de Lax Milgram ; en effet,
– la forme line´aire T est continue car |T (v)| = | ∫ 10 f(x)v(x)| dx ≤ ‖f‖L2‖v‖L2 par l’ine´galite´ de Cauchy–
Schwarz, et donc |T (v)| ≤ C‖v‖L2 avec C = ‖f‖L2 .
– la forme biline´aire a (qui est e´videmment syme´trique, ce qui n’est d’ailleurs pas ne´cessaire pour appliquer
Lax-Milgram) est continue ; en effet :
|a(u, v)| ≤ ‖u′‖L2‖v′‖L2 + α‖u‖L2‖v‖L2 + |u(0)||v(0)|;
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or pour tout x ∈]0, 1[ v(0) = v(x) + ∫ x
0
v′(t)dt et donc par ine´galite´ triangulaire et par Cauchy–Schwarz, on
obtient que |v(0)| ≤ |v(x)| + ‖v′‖L2 . En inte´grant cette ine´galite´ entre 0 et 1, on obtient
|v(0)| ≤ ‖v‖L1 + ‖v′‖L2 ≤ ‖v‖L2 + ‖v′‖L2 ≤ 2‖v‖H1 .
La meme ine´galite´ est e´videmment vraie pour u(0). On en de´duit que :
a(u, v) ≤ ‖u′‖L2‖v′‖L2 + α‖u‖L2‖v‖L2 + 4‖u‖H1‖v‖H1
≤ ‖u‖H1‖v‖H1 + α‖u‖H1‖v‖H1 + 4‖u‖H1‖v‖H1
≤ (5 + α)‖u‖H1‖v‖H1 ,
ce qui prouve que a est continue.
Montrons maintenant que a est coercive. Dans le cas ou` α > 0, ceci est facile a` ve´rifier, car on a
a(u, u) =
∫ 1
0
u′(x)2 dx+ α
∫ 1
0
u(x)2 dx+ u(0)2 ≥ min(α, 1)‖u‖2H1 .
Par le lemme de Lax -Milgram, on peut donc conclure a` l’existence et l’unicite´ de la solution de (4.29). 3. Dans le
cas ou` α = 0, on applique l’ine´galite´ de Poincare´ a` la fonction w = u− u(0), ce qui est licite car w(0) = 0 ; on a
donc : ‖w‖L2 ≤ ‖w′‖L2 , et donc ‖u′‖L2 ≥ ‖u− u(0)‖L2 . On en de´duit que a(u, u) ≥ ‖u− u(0)‖2L2 + u(0)2 ≥
1
2‖u‖2L2 .
On e´crit alors que
a(u, u) =
1
2
a(u, u) +
1
2
a(u, u)
≥ 1
2
‖u′‖2L2 +
1
4
‖u‖2L2
≥ 1
4
‖u‖2H1 ,
ce qui montre que la forme biline´aire a est encore coercive.
Corrige´ de l’exercice 44 page 120
1. Pour montrer que le proble`me (3.52) admet une unique solution, on aimerait utiliser le the´ore`me de Lax-
Milgram. Comme Vh ⊂ V un Hilbert, que a une forme biline´aire continue sur V × V , et que L est une forme
line´aire continue sur V , il ne reste qu’a` montrer la coercivite´ de a sur Vh. Mais la condition (3.51) page 120
n’entraıˆne pas la coercivite´ de a sur Vh. Il suffit pour s’en convaincre de conside´rer la forme biline´aire a(u, v) =
u1u2 − v1v2 sur Vh = IR2, et de ve´rifier que celle-ci ve´rifie la condition (3.51) sans eˆtre pour autant coercive. Il
faut trouver autre chose. . .
On utilise le the´ore`me repre´sentation de F. Riesz, que l’on rappelle ici : Soit H un espace de Hilbert et T une
une forme lineaire continue sur H , alors il existe un unique uT ∈ H tel que T (v) = (uT , v) ∀v ∈ H . Soit
A l’ope´rateur de Vh dans Vh de´fini par a(u, v) = (Au, v) pour tout v ∈ Vh. Comme L est une forme line´aire
continue sur Vh ⊂ V , par le the´ore`me de Riesz, il existe un unique ψ ∈ Vh tel que L(v) = (ψ, v), pour tout
v ∈ Vh. Le proble`me (3.52) s’e´crit donc
Trouver u ∈ Vh tel que (Au, v) = (ψ, v), pour tout v ∈ Vh.
SiA est bijectif de Vh dans Vh, alors u = A−1ψu est donc la solution unique de (3.52). Comme Vh est de dimension
finie, il suffit de montrer que A est injectif. Soit donc w ∈ Vh tel que Aw = 0, on a dans ce cas ‖Aw‖ = 0 et donc
sup
(v∈Vh,,‖v‖=1)
a(w, v) = 0.
Or par la condition (3.51), on a
inf
w∈Vh,w 6=0
sup
(v∈Vh,‖v‖=1)
a(w, v) ≥ βh > 0.
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On en de´duit que w = 0, donc que A est bijectif et que le proble`me (3.52) admet une unique solution. On peut
remarquer de plus que si A est inversible,
inf
v∈Vh,‖v‖=1
sup
v∈Vh,‖v‖=1
a(w, v) = ‖A−1‖−1, (3.84)
et donc si (3.51) est ve´rifie´e, alors
‖A−1‖ ≤ 1
βh
(3.85)
En effet, par de´finition,
‖A−1‖−1 =
(
sup
v∈Vh,v 6=0
‖A−1v‖
‖v‖
)−1
= inf
v∈Vh,v 6=0
‖v‖
‖A−1v‖
= inf
f∈Vh,v 6=0
‖Af‖
‖f‖
= inf
f∈Vh,‖f‖=1
‖Af‖
= inf
f∈Vh,‖f‖=1
sup
w∈Vh,‖w‖=1
(Af,w).
2. Soit v ∈ Vh, v 6= 0 ; par l’ine´galite´ triangulaire, on a :
‖u− uh‖ ≤ ‖u− v‖ + ‖v − uh‖. (3.86)
Mais graˆce a` (3.85), on a :
‖v − uh‖ = ‖A−1A(v − uh)‖
≤ 1
βh
‖A(v − uh)‖
≤ 1
βh
sup
w∈Vh,‖w‖=1)
a(v − uh, w)
≤ 1
βh
sup
w∈Vh,‖w‖=1)
(a(v, w) − a(uh, w))
≤ 1
βh
sup
w∈Vh,‖w‖=1)
(a(v, w) − a(u,w)) ,
car a(uh, w) = L(w) = a(u,w). On a donc
‖v − uh‖ ≤ 1
βh
sup
w∈Vh,‖w‖=1)
a(v − u,w)
≤ 1
βh
sup
w∈Vh,‖w‖=1)
M‖v − u‖‖w‖
≤ M
βh
‖v − u‖.
En reportant dans (3.86), il vient alors :
‖u− uh‖ ≤ ‖u− v‖ + M
βh
‖v − u‖, ∀v ∈ Vh,
et donc
‖u− uh‖ ≤
(
1 +
M
βh
)
inf
v∈Vh
‖u− v‖.
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Exercice 46 page 122
1. Soit K un volume de controˆle du maillage volumes finis. On inte`gre (3.1) sur K et en utilisant la formule de
Stokes, on obtient : ∑
σ∈EK
∫
σ
∇u(x) · nK,σdγ(x) = m(K)fK ,
avec les notations du paragraphe 1.1.2 page 10.
On approche cette e´quation par : ∑
σ∈EK
FK,σ = m(K)fK ,
ou` FK,σ est le flux nume´rique a` travers σ, qu’on approche par :
FK,σ =

m(σ)
dK,σ + dL,σ
(uK − uL) si σ ∈ Eint ∩ EK ,
m(σ)
dK,σ
uK si σ ∈ Eext ∩ EK .
On obtient donc bien le sche´ma (3.59) - (3.60)
2. Soit v = (vK)K∈T ∈ HT (Ω) une fonction constante par volumes de controˆle.
On multiplie l’e´quation (3.59) par VK et on somme sur K . On obtient :
∑
K∈T
 ∑
σ∈Eint
σ=K|L
τσ(uK − uL)vK +
∑
σ∈Eext∩EK
τσuKVK
 =∑
K
m(K)fKvK .
Remarquons maintenant que le premier membre de cette e´galite´ est aussi e´gal, en sommant sur les areˆtes du
maillage a` : ∑
σ∈E
σ=K|L
(τσ(uK − uL)vK) + τσ(uL − uK)vL) +
∑
τ∈Eext
τσuKσvKσ
ou`Kσ de´signe le volume de controˆle dont σ est une areˆte (du bord) dans la deuxie`me sommation. On obtient donc :
aT (u, v) = TT (V ), ∀v ∈ HT (Ω), (3.87)
avec :
aT (u, v) =
∑
σ∈E
σ=K|L
τσ(uK − uL)(vK − vL) +
∑
σ∈Eext
uKσvK,σet TT (v) =
∑
K
m(K)fKvK .
On a donc montre´ que si u = (uK)K∈T la solution de (3.59) - (3.60), alors u est solution de (3.87). Montrons
maintenant la re´ciproque. Soit 1K la solution caracte´ristique du volume de controˆle K , de´finie par
1K(x) =
{
1 si x ∈ K
0 sinon ,
Prenons v = 1K dans (3.87), on obtient alors∑
σ∈Eint
τσ(uK − uL) +
∑
σ∈Eext∩EK
τσuK = m(K)fK .
On retrouve donc bien (3.59).
Notons qu’en faisant ceci, on a introduit une discre´tisation de la formulation faible (3.5) page 99 par une me´thode
de discre´tisation non conforme, puisque HT 6⊂ H1(Ω).
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Chapitre 4
Ele´ments finis de Lagrange
La construction d’ une me´thode d’e´le´ments finis ne´cessite la donne´e d’un maillage, de noeuds et d’un espace de
polynoˆmes, qui doivent eˆtre choisis de manie`re cohe´rente. Les e´le´ments finis de type Lagrange font intervenir
comme ”degre´s de liberte´” (c.a`.d. les valeurs qui permettent de de´terminer entie`rement une fonction) les valeurs de
la fonction aux noeuds. Ils sont tre`s largement utilise´s dans les applications. Il existe d’autres familles d’e´le´ments
finis, comme par exemple les e´le´ments finis de type Hermite qui font e´galement intervenir les valeurs des de´rive´es
directionnelles. Dans le cadre de ce cours, nous n’aborderons que les e´le´ments finis de type Lagrange, et nous
renvoyons aux ouvrages cite´s en introduction pour d’autres e´le´ments.
4.1 Espace d’approximation
4.1.1 Cohe´rence “locale”
Soit T un maillage de Ω, pour tout e´le´ment K de T , on note ΣK l’ensemble des noeuds de l’e´le´ment. On suppose
que chaque e´le´ment a N` noeuds K : ΣK = {a1, . . . , aN`}, qui ne sont pas force´ment ses sommets. On note P un
espace de dimension finie constitue´ de polynoˆmes, qui de´finit la me´thode d’e´le´ments finis choisie.
De´finition 4.1 (Unisolvance, e´le´ment fini de Lagrange) Soit K un e´le´ment et ΣK = (ai)i=1,...,N` un ensemble
de noeuds deK . Soit P un espace de polynoˆmes de dimension finie. On dit que le triplet (K,ΣK , P ) est un e´le´ment
fini de Lagrange si ΣK est P -unisolvant, c’est a` dire si pour tout (α1, . . . , αN`) ∈ IRN` , il existe un unique e´le´ment
f ∈ P tel que f(ai) = αi ∀i = 1 . . .N`. Pour i = 1, . . . , N`, on appelle degre´ de liberte´ la forme line´aire ζi
de´finie par ζi(p) = p(ai), pour tout p ∈ P . La proprie´te´ d’unisolvance e´quivaut a` dire que la famille (ζi)i=1,...,N`
forme une base de P ′ (espace dual de P ).
La P -unisolvance revient a` dire que toute fonction de P est entie`rement de´termine´e par ses valeurs aux noeuds.
Exemple : l’e´le´ment fini de Lagrange P1 Prenons par exemple, en dimension 1, l’e´le´ment K = [a1, a2], avec
ΣK = {a1, a2}, et P = P1 (ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` 1). Le triplet (K,ΣK , P ) est
unisolvant s’il existe une unique fonction f de P telle que :{
f(a1) = α1
f(a2) = α2
Or toute fonction f de P s’exprime sous la forme f(x) = λx+ µ et le syste`me λa1 + µ = α1
λa2 + µ = α2
de´termine λ et µ de manie`re unique.
De meˆme si on conside`re le cas d = 2. On prend comme e´le´mentK un triangle et comme noeuds les trois sommets,
a1, a2, a3 du triangle. Soit P = P1 = {f : IR → IR; f(x) = λx1 + µx2 + ν} l’ensemble des fonctions affines.
Alors le triplet (K,ΣK , P ) est un e´le´ment fini de Lagrange car f ∈ P est entie`rement de´termine´e par f(a1), f(a2)
et f(a3).
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a1 a2
a3
φ1
a1 a2
a3
φ2
a1 a2
a3
φ3
FIG. 4.1 – fonctions de base locales pour l’e´le´ment fini de Lagrange P1 en dimension 2
a1 a2
x
f(x)
FIG. 4.2 – Interpole´e P1 sur [a1, a2] (en trait pointille´) d’une fonction re´gulie`re (en trait continu)
De´finition 4.2 (Fonctions de base locales) Si (K,ΣK , P ) est un e´le´ment fini de Lagrange, alors toute fonction f
de P peut s’e´crire :
f =
N∑`
i=1
f(ai)fi
avec fi ∈ P et fi(aj) = δij . Les fonctions fi sont appele´es fonctions de base locales.
Pour l’e´le´ment fini de Lagrange P1 en dimension 2 conside´re´ plus haut, les fonctions de base locales sont de´crites
sur la figure 4.1
De´finition 4.3 (Interpole´e) Soit (K,ΣK , P ) un e´le´ment fini de Lagrange, et soit v ∈ C(K, IR). L’interpole´e de v
est la fonction Πv ∈ P de´finie par :
Πv =
N∑`
i=1
v(ai)fi
On montre sur la figure 4.2 un exemple d’interpole´e pour l’e´le´ment fini de Lagrange P1 en dimension 1. L’e´tude
de ‖v −Πv‖ va nous permettre d’e´tablir une majoration de l’erreur de consistance d(u,HN ).
Remarque 4.4 Pour que le triplet (K,ΣK , P ) soit un e´le´ment fini de Lagrange, ilfaut, mais il ne suffit pas, que
dimP = cardΣK . Par exemple si P = P1 et qu’on prend comme noeuds du triangle deux sommets et le milieu
de l’areˆte joignant les deux sommets, (voir figure 4.3), (K,ΣK , P ) n’est pas un e´le´ment fini de Lagrange.
Proposition 4.5 (Crite`re de de´termination) Soit (K,Σ, P ) un triplet constitue´ d’un e´le´ment, d’un ensemble de
noeuds et d’un espace de polynoˆmes, tel que :
dimP = cardΣ = N` (4.1)
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1 2 3
FIG. 4.3 – Exemple de triangle a` trois noeuds qui n’est pas un e´le´ment fini de Lagrange)
Alors
si ∃!f ∈ P ; f = 0 sur Σ (4.2)
ou si
∀i ∈ {1 . . .N`}∃fi ∈ P fi(aj) = δij (4.3)
alors (K,Σ, P ) est un e´le´ment fini de Lagrange.
De´monstration : Soit :
φ : P → IRN`
f 7→ (f(ai))ti=1,N` .
L’application φ est line´aire de P dans IRN` , et, par hypothe`se card sΣ = dimP . Donc φ est une application
line´aire continue de P dans IRN` , avec dimP = dim(IRN`) = N`. Si (K,Σ, P ) ve´rifie la condition (4.2) alors φ
est injective. En effet, si φ(f) = 0, alors f(ai) = 0, ∀i = 1, . . . , N`, et donc par hypothe`se, f = 0. Donc φ est
une application line´aire, φ est injective de P dans IRN` avec dimP = N`. On en de´duit que φ est bijective. Donc
toute fonction de P est entie`rement de´termine´e par ses valeurs aux noeuds : (K,Σ, P ) est donc un e´le´ment fini de
Lagrange.
On montre facilement que si la condition (4.3) est ve´rifie´e alors φ est surjective. Donc φ est bijective, et (K,Σ, P )
est un e´le´ment fini de Lagrange.
Proposition 4.6 Soit (K¯, Σ¯, P¯ ), un e´le´ment fini de Lagrange, ou` Σ¯ est l’ensemble des noeuds de K¯ et P¯ un espace
de fonctions de dimension finie, et soit F une bijection de K¯ dans K , ou` K est une maille d’un maillage e´le´ments
finis. On pose Σ = F (Σ¯) et P = {f : K → IR; f ◦ F ∈ P¯} (voir figure 4.4). Alors le triplet (K,Σ, P ) est un
e´le´ment fini de Lagrange.
Kˆ
K
(x, y)
aˆ3
F
aˆ1 aˆ2
(xˆ, yˆ)
a1 = F (aˆ1)
a3 = F (aˆ3)
a2 = F (aˆ2)
FIG. 4.4 – Transformation F
Analyse nume´rique des EDP, M1 139 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
4.1. ESPACE D’APPROXIMATION CHAPITRE 4. EL ´EM ´ENTS FINIS DE LAGRANGE
De´monstration : Supposons que les hypothe`ses de la proposition sont re´alise´es. On veut donc montrer que (Σ, P )
est unisolvant. Soit Σ = (a1, . . . , aN`), et soit (α1, . . . , αN`) ∈ IRN` . On veut montrer qu’il existe une unique
fonction f ∈ P telle que
f(ai) = αi, ∀i = 1, . . . , N`.
Or par hypothe`se, (Σ¯, P¯ ) est unisolvant. Donc il existe une unique fonction f¯ ∈ P¯ telle que
f¯(a¯i) = αi, ∀i = 1, . . . , N`,
(ou` (a¯i)i=1,...,N` de´signent les noeuds de K¯). Soit F la bijection de K¯ sur K , on pose f = f¯ ◦ F−1. Or par
hypothe`se, ai = F (a¯i). On a donc : f(ai) = f¯ ◦ F−1(ai) = f¯(a¯i) = αi. On a ainsi montre´ l’existence de f telle
que f(ai) = αi.
Montrons maintenant que f est unique. Supposons qu’il existe f et g ∈ P telles que :
f(ai) = g(ai) = αi, ∀i = 1, . . . , N`.
Soit h = f − g on a donc :
h(ai) = 0 ∀i = 1 . . .N`.
On a donc h ◦ F (a¯i) = h(ai) = 0. Or h ◦ F ∈ P¯ , et comme (Σ¯, P¯ ) est unisolvant, on en de´duit que h ◦ F = 0.
Comme, pour tout x ∈ K , on a h(x) = h ◦ F ◦ F−1(x) = h ◦ F (F−1(x)) = 0, on en conclut que h = 0.
De´finition 4.7 (Ele´ments affine-e´quivalents) . Sous les hypothe`ses de la proposition 4.6, si la bijection F est
affine, on dit que les e´le´ments finis (K¯, Σ¯, P¯ ) et (K,Σ, P ) sont affine–e´quivalents.
Remarque 4.8 Soient (K¯, Σ¯, P¯ ) et (K,Σ, P ) deux e´le´ments finis afffine–e´quivalents. Si les fonctions de base
locales de (K¯, Σ¯, P¯ ). (resp. de (K,Σ, P )) sont affines, alors celles de K (resp. K¯) le sont aussi, et on a : f¯i = fi ◦ F,
fi = f¯i ◦ F−1,
i = 1, . . . , cardΣ
La preuve de cette remarque fait l’objet de l’exercice 54.
Proposition 4.9 (Interpolation) Sous les hypothe`ses de la proposition 4.10 page 141, soient ΠK¯ et ΠK les
ope´rateurs d’interpolation respectifs sur K¯ et K , voir de´finition 4.3 page 138. Soient v ∈ C(K, IR), ΠK¯v et
ΠKv les interpole´es respectives de v sur (K¯, P¯ ) et (K,P ), alors on a :
ΠKv ◦ F = ΠK¯(v ◦ F )
De´monstration : Remarquons tout d’abord que ΠKv ◦ F et ΠK¯(v ◦ F ) sont toutes deux des fonctions de´finies de
K¯ a` valeurs dans IR, voir figure 4.5. Remarquons ensuite que, par de´finition de l’interpole´e, ΠKv ∈ P . Comme
K
IR
K
F
ΠKv
ΠKv
F ◦ ΠKv
FIG. 4.5 – Ope´rateurs d’interpolation ΠK¯ etΠK
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(K¯, Σ¯, P¯ ) est l’e´le´ment de re´fe´rence, on a donc :
ΠKv ◦ F ∈ P¯
On a aussi, par de´finition de l’interpole´e : ΠK¯(v ◦ F ) ∈ P¯ . On en de´duit que ΠKv ◦ F et ΠK¯(v ◦ F ) sont toutes
deux des fonctions de P¯ . Comme l’e´le´ment (K¯, P¯ , Σ¯) est unisolvant (car c’est un e´le´ment fini de Lagrange), toute
fonction de P¯ est uniquement de´termine´e par ses valeurs aux noeuds de Σ¯. Pour montrer l’e´galite´ de ΠKv ◦ F et
ΠK¯(v ◦ F ), il suffit donc de montrer que :
ΠK¯(v ◦ F )(a¯i) = ΠKv ◦ F (a¯i), i = 1, . . . , N`,
ou` N` = cardΣ¯. De´composons ΠK¯(v ◦ F ) sur les fonctions de base locales (f¯j), j = 1, . . . , N`. On obtient :
ΠK¯(v ◦ F )(a¯i) =
N∑`
j=1
v ◦ F (a¯j)f¯j(a¯i).
On a donc :
ΠK¯(v ◦ F )(a¯i) = v ◦
 N∑`
j=1
F (a¯j)f¯j
 (a¯i) = v ◦ F (a¯i) = v(ai).
Mais on a aussi :
ΠKv ◦ F (a¯i) = ΠKv(F (a¯i)) = ΠKv(ai) = v(ai).
D’ou` l’e´galite´.
4.1.2 Construction de HN et conformite´
Nous allons conside´rer deux cas : le cas ou` l’espace H est l’espace H1 tout entier, et le cas ou` l’espace H est
l’espace H10
Cas H = H1(Ω)
Plac¸ons-nous ici dans le cas ou` H = H1(Ω), ou` Ω ⊂ IRd est un ouvert borne´ polygonal (si d = 2, polye`drique
si d = 3). Soit T un maillage e´le´ments finis, avec T = (K`)`=1,...,L, ou` les e´le´ments finis K` sont ferme´s et
tels que ∪L`=1K` = Ω¯. Soit S = (Si)i=1,...,M l’ensemble des noeuds du maillage e´le´ments finis, avec Si ∈
Ω¯, ∀i = 1, . . . ,M.. On cherche a` construire une me´thode d’e´le´ments finis de Lagrange ; donc a` chaque e´le´ment
K`, ` = 1, . . . , L, est associe´ un ensemble de noeuds Σ` = S ∩K`, et un espace P` de polynoˆmes. On veut que
chaque triplet (K`,Σ`, P`) soit un e´le´ment fini de Lagrange. On de´finit les fonctions de base globales (φi)i=1,...,M ,
par :
φi |K` ∈ P` ∀i = 1, . . . ,M ; ∀` = 1; . . . , L, (4.4)
et
φi(Sj) = δij ∀i = 1, . . . ,M, ∀j = 1, . . . ,M. (4.5)
Chaque fonction φi est de´finie de manie`re unique, graˆce au caracte`re unisolvant de (K`,Σ`, P`), ` = 1, . . . ,M .
On pose HN = V ect(φ1, . . . , φM ). Pour obtenir une me´thode d’e´le´ments finis conforme, il reste a` s’assurer que
HN ⊂ H1.
Une manie`re de construire l’espace HN est de construire un maillage a` partir d’un e´le´ment de re´fe´rence, graˆce a` la
proposition suivante, qui se de´duit facilement de la proposition 4.6 page 139
Proposition 4.10 (Ele´ment fini de re´fe´rence) Soit T un maillage constitue´ d’e´le´ments K . On appelle e´le´ment
fini de re´fe´rence un e´le´ment fini de Lagrange (K¯, Σ¯, P¯ ), ou` Σ¯ est l’ensemble des noeuds de K¯ et P¯ un espace de
fonctions, de dimension finie, tel que, pour tout autre e´le´ment K ∈ T , il existe une bijection F : K¯ → K telle
que Σ = F (Σ¯) et P = {f : K → IR; f ◦ F ∈ P¯} (voir figure 4.4). Le triplet (K,Σ, P ) est un e´le´ment fini de
Lagrange.
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Proposition 4.11 (Crite`re de conformite´, cas H1) Soit Ω un ouvert polygonal (ou polye`drique) de IRd, d = 2 ou
3. Soit T = (K`)`=1,...,L, un maillage e´le´ments finis de Ω,S = (Si)i=1,...,M l’ensemble des noeuds de maillage.
On se place sous les hypothe`ses de la proposition 4.10 ; soient (φi)i=1,...,M les fonctions de base globales, ve´rifiant
(4.4) et (4.5), et on suppose de plus que les hypothe`ses suivantes sont ve´rifie´es :
Pour toute areˆte (ou face si d = 3)  = K`1 ∩K`2 , on a : Σ`1 ∩  = Σ`2 ∩  et P`1 | = P`2 | , (4.6)
ou` P`1 | (resp. P`2 |) de´signe l’ensemble des restrictions des fonctions de P`1 (resp. P`2 ) a` ),
Si  est un coˆte´ de K`, (Σ` ∩ , P`|) est unisolvant. (4.7)
Alors on a : HN ⊂ C(Ω¯) et HN ⊂ H1(Ω). On a donc ainsi construit une me´thode d’e´le´ments finis conformes.
(Notons que les coˆte´s de K` sont des areˆtes en 2D et des faces en 3D.)
De´monstration : Pour montrer que HN ⊂ C(Ω¯) et HN ⊂ H1(Ω), il suffit de montrer que pour chaque fonction
de base globale φi, on a φi ∈ C(Ω¯) et φi ∈ H1(Ω). Or par hypothe`se, (4.4), chaque fonction φi est polynoˆmiale
par morceaux. De plus, graˆce a` l’hypothe`se (4.6), on a raccord des polynoˆmes sur les interfaces des e´le´ments, ce
qui assure la continuite´ de φi. Il reste a` montrer que φi ∈ H1(Ω) pour tout i = 1, . . . ,M . Comme φi ∈ C(Ω¯), il
est e´vident que φi ∈ L2(Ω) (car Ω est un ouvert borne´, donc φi ∈ L∞(Ω) ⊂ L2(Ω).
Montrons maintenant que les de´rive´es faibles Djφi, j = 1, . . . , d, appartiennent a` L2(Ω). Par de´finition, la
fonction φi admet une de´rive´e faible dans L2(Ω) s’il existe une fonction ψi,j ∈ L2(Ω) telle que :∫
Ω
φi(x)∂jϕ(x)dx = −
∫
Ω
ψij(x)ϕ(x)dx, (4.8)
pour toute fonction ϕ ∈ C1c (Ω) (on rappelle que C1c (Ω) de´signe l’ensemble des fonctions de classe C1 a` support
compact, et que ∂j de´signe la de´rive´e classique par rapport a` la j-e`me variable). Or, comme Ω¯ =
L⋃
`=1
K`, on a :
∫
Ω
φi(x)Djϕ(x)dx =
L∑
`=1
∫
K`
φi(x)Djϕ(x)dx.
Sur chaque e´le´ment K`, la fonction φi est polynoˆmiale. On peut donc appliquer la formule de Green, et on a :∫
KL
φi(x)∂jϕ(x)dx =
∫
∂K`
φi(x)ϕ(x)nj(x)dγ(x) −
∫
K`
∂jφi(x)ϕ(x)dx,
ou` nj(x) est la j-ie`me composante du vecteur unitaire normal a` ∂K` en x, exte´rieur a` K`. Mais, si on note Eint
l’ensemble des areˆtes inte´rieures du maillage (i.e. celles qui ne sont pas sur le bord), on a :
X =
L∑
`=1
∫
∂K`
φi(x)ϕ(x)nj(x)dγ(x) =
∫
∂Ω¯
φi(x)ϕ(x)nj(x)dγ(x)
+
∑
∈Eint
∫ [
(φi(x)ϕ(x)nj (x))
∣∣
K`1
+ (φi(x)ϕ(x)nj(x))K`2
]
dγ(x).
ou` K`1 et K`2 de´signent les deux e´le´ments dont  est l’interface.
Comme ϕ est a` support compact, ∫
∂Ω¯
φi(x)ϕ(x)nj(x)dγ(x) = 0.
Comme φi et ϕ sont continues et comme nj(x)
∣∣
K`1
= −nj(x)
∣∣
K`2
pour tout x ∈ , on en de´duit que X = 0. En
reportant dans (4.1.2), on obtient donc que :∫
Ω
φi(x)∂jϕ(x)dx = −
L∑
`=1
∫
K`
∂jφi(x)ϕ(x)dx.
Soit ψi,j la fonction de Ω dans IR de´finie presque partout par
ψij
∣∣∣ ◦
K`
= −∂jφi.
Comme ∂jφi est une fonction polynoˆmiale par morceaux, on a ψi,j ∈ L2(Ω) qui ve´rifie (4.8), ce qui termine la
de´monstration.
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Cas H = H10 (Ω)
Plac¸ons-nous mainteant dans le cas ou` H = H10 (Ω). On de´compose alors l’ensemble S des noeuds du maillage :
S = Sint ∪ Sext
ou`
Sint = {Si, i = 1, . . . , N} ⊂ Ω
est l’ensemble des noeuds inte´rieurs a` Ω et
Sext = {Si, i = N + 1, . . . ,M} ⊂ ∂Ω
est l’ensemble des noeuds de la frontie`re. Les fonctions de base globales sont alors les fonctions φi, i = 1, . . . , N
telles que
φi |K` ∈ P`, ∀i = 1, . . . , N, ∀` = 1, . . . , L (4.9)
φi(Sj) = δij , ∀j = 1, . . . , N, (4.10)
et on pose la` encore HN = V ect{φ1, . . . , φN}. On a alors encore le re´sultat suivant :
Proposition 4.12 (Crite`re de conformite´, cas H10 ) Soit Ω un ouvert polygonal (ou polye`drique) de IRd, d = 2 ou
3. Soit T = (K`)`=1,...,L un maillage e´le´ments finis de Ω, S = (Si)i=1,...,M = Sint ∪Sext l’ensemble des noeuds
du maillage. On se place sous les hypothe`ses de la proposition 4.6. On suppose que les fonctions de base globale
(φi)i=1,...,M ve´rifient (4.9) et (4.10), et que les conditions (4.6) et (4.7) sont ve´rifie´es. Alors on a : HN ⊂ C(Ω¯) et
HN ⊂ H10 (Ω)
De´monstration : La preuve de cette proposition est laisse´e a` titre d’exercice.
Remarque 4.13 (Ele´ments finis conformes dans H2(Ω)) On a construit un espace d’approximation HN inclus
dans C(Ω¯). En ge´ne´ral, on n’a pas HN ⊂ C1(Ω¯), et donc on n’a pas non plus HN ⊂ H2(Ω) (en dimension
1 d’espace, H2(Ω) ⊂ C1(Ω)). Meˆme si on augmente le degre´ de l’espace des polynoˆmes, on n’obtiendra pas
l’inclusion HN ⊂ C1(Ω¯). Si on prend par exemple les polynoˆmes de degre´ 2 sur les e´le´ments, on n’a pas de
condition pour assurer le raccord, des de´rive´es aux interfaces. Pour obtenir ce raccord, les e´le´ments finis de
Lagrange ne suffisent pas : il faut prendre des e´le´ments de type Hermite, pour lesquels les degre´s de liberte´ ne
sont plus seulement les valeurs de la fonction aux noeuds, mais aussi les valeurs de ses de´rive´es aux noeuds. Les
e´le´ments finis de Hermite seront par exemple bien adapte´s a` l’approximation des proble`mes elliptiques d’ordre 4,
dont un exemple est l’e´quation :
∆2u = f dans Ω
ou` Ω est un ouvert borne´ de IR2,∆2u = ∆(∆u), et avec des conditions aux limites ade´quates, que nous ne
de´taillerons pas ici. On peut, en fonction de ces conditions aux limites, trouver un espace de Hilbert H et une
formulation faible de (4.13), qui s’e´crit :
∫
Ω
∆u(x)∆ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx
u ∈ H, ∀ϕ ∈ H.
Pour que cette formulation ait un sens, il faut que ∆u ∈ L2(Ω) et ∆ϕ ∈ L2(Ω), et donc que H ⊂ H2(Ω). Pour
construire une approximation par e´le´ments finis conforme de ce proble`me, il faut donc choisir HN ⊂ H2(Ω), et le
choix des e´le´ments finis de Hermite semble donc indique´.
4.2 Exemples
Pour chaque me´thode d’e´le´ment fini de Lagrange, on de´finit :
1. un e´le´ment de re´fe´rence K¯
2. des fonctions de base locales sur K¯
3. une bijection F` de K sur K`, pour ` = 1, . . . , L, ou` L est le nombre de´le´ments du maillage.
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4.2.1 Ele´ment fini de Lagrange P1 sur triangle (d = 2)
Le maillage du domaine est constitue´ de L triangles (K`)`=1,...,L, et les polynoˆmes d’approximation sont de degre´
1.
Ele´ment fini de re´fe´rence : on choisit le triangle K¯ de sommets (0, 0), (1, 0) et (0, 1), et P¯ = {ψ : K →
IR(x, y) 7→ ax+ by + c, (a, b, c) ∈ IR3}.
Proposition 4.14 (Unisolvance) Soit Σ¯ = (a¯i)i=1,2,3 avec a¯1 = (0, 0), a¯2 = (1, 0) et a¯3 = (0, 1), et
P¯ = {ψ;K → IR; (x, y) 7→ a+ bx+ cy, (a, b, c) ∈ IR3}
Alors le couple (Σ¯, P¯ ) est unisolvant.
De´monstration : Soit (α1, α2, α3) ∈ IR3, et ψ ∈ P¯ . On suppose que ψ(a¯i) = αi, i = 1, 2, 3. La fonction ψ est
de la forme ψ(x, y) = a+ bx+ cy et on a donc :
a = α1
a+ b = α2
a+ c = α3
d’ou` c = α1, b1 = α2 − α1 et b2 = α3 − α2. La connaissance de ψ aux noeuds (a¯i)i=1,2,3 de´termine donc
entie`rement la fonction ψ.
Fonctions de bases locales.
Les fonctions de base locales sur l’e´le´ment fini de re´fe´rence K¯ sont de´finies par φ¯i ∈ P¯ φ¯i(a¯j) = δij , ce qui
de´termine les φ¯ ; de manie`re unique, comme on vient de le voir. Et on a donc
φ¯1(x¯, y¯) = 1− x¯− y¯
φ¯2(x¯, y¯) = x¯
φ¯3(x¯, y¯) = y¯.
Transformation F`
On construit ici une bijection affine qui transforme K¯ le triangle de re´fe´rence en un autre triangle K du maillage.
On cherche donc ` : K¯ → K , telle que
F`(a¯i) = ai i = 1, . . . , 3
ou` Σ = (ai)i=1,2,3 est l’ensemble des sommets de K . Notons (xi, yi) les coordonne´es de ai, i = 1, 2, 3. Comme
F` est une fonction affine de IR2 dans IR2, elle s’e´crit sous la forme.
F`(x¯, y¯) = (β1 + γ1x¯+ δ1y¯, β2 + γ2x¯+ δ2y¯)
et on cherche βi, γi, δi, i = 1, 2 tels que :
F`((0, 0)) = (x1, y1)
F`((1, 0)) = (x2, y2)
F`((0, 1)) = (x3, y3).
Une re´solution de syste`me e´le´mentaire ame`ne alors a` :
F`(x¯, y¯) =
(
x1 + (x2 − x1)x¯+ (x3 − x1)y¯
y1 + (y2 − y1)x¯ + (y3 − y1)y¯
)
D’apre`s la remarque 4.8 page 140, si on note φ¯k, k = 1, 2, 3 les fonctions de base locales de l’e´le´ment de re´fe´rence
(K¯, Σ¯, P¯ ), et φ(`)k , k = 1, 2, 3 les fonctions de base locales de l’e´le´ment (K`,Σ`, P`), on a φ
(`)
k = φ¯k ◦ F−1`
Si on note maintenant (φi)i=1,...,N les fonctions de base globales, on a :
φi
∣∣∣K` = φ(`)k ,
ou` i = ng(`, k) est l’indice du k-ie`me noeud de l’e´le´ment ` dans la nume´rotation globale. Notons que l’e´le´ment
fini de Lagrange ainsi de´fini ve´rifie les crite`res de cohe´rence 4.6 page 142 et (4.7) page 142. Pour comple´ter la
de´finition de l’espace d’approximation HN , il ne reste qu’a` de´terminer les “noeuds lie´s”, de la fac¸on dont on a
traite´ le cas de l’espace H10 (Ω).
Il faut e´galement insister sur le fait que cet e´le´ment est tre`s souvent utilise´, en raison de sa facilite´ d’implantation
et de la structure creuse des syste`mes line´aires qu’il ge´ne`re. Il est particulie`rement bien adapte´ lorsqu’on cherche
des solutions dans l’espace H1(Ω). Il se ge´ne´ralise facilement en trois dimensions d’espace, ou` on utilise alors des
te´trae`dres, avec toujours comme espace de polynoˆme l’espace des fonctions affines.
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4.2.2 Ele´ment fini triangulaire P2
Comme le titre du paragraphe l’indique, on conside`re un maillage triangulaire, et un espace de polynoˆmes de degre´
2 pour construire l’espace d’approximation.
Ele´ment fini de re´fe´rence On choisit comme e´le´ment fini de re´fe´rence le triangle de sommets (0,0), (1,0) et (0,1),
voir Figure 4.6 et on prend pour Σ :
Σ¯ = {(0, 0), (1, 0), (0, 1), (1
2
,
1
2
), (0,
1
2
), (
1
2
, 0)}
1 2
3
45
6
(0,1)
(0,1/2)
(0,0)
(1/2,1/2)
(1,0)(1/2,0)
(1,0,0) (1/2,1/2,0)
(0,1/2,1/2)
(1/2,0,1/2)
(0,1,0)
(0,0,1)
FIG. 4.6 – Ele´ment de re´fe´rence pour les e´le´ments finis P2, avec coordonne´es carte´siennes et barycentriques des
noeuds
Fonctions de base locales Les fonctions de base locales sont de´finies a` partir des coordonne´es barycentriques. On
rappelle que les coordonne´es barycentriques d’un point x du triangle K de sommets a1, a2 et a3 sont les re´els
λ1, λ2, λ3 tels que :
x = λ1a1 + λ2a2 + λ3a3.
Dans le cas du triangle de re´fe´rence K¯ de sommets (0,0), (1,0) et (0,1), les coordonne´es barycentriques d’un point
{x} de coordonne´es carte´siennes x et y sont donc : λ1 = 1 − x − y, λ2 = x, λ3 = y. Par de´finition, on a∑3
i=1 λi = 1 et λi ≥ 0 (car le triangle K est l’enveloppe convexe de l’ensemble de ses sommets). On peut alors
de´terminer les fonctions de base en fonction des coordonne´es barycentriques des six noeuds de K¯ exprime´s par
leurs coordonne´es barycentriques : a1 = (1, 0, 0), a2 = (0, 1, 0), a3 = (0, 0, 1), a4 = (0, 12 ,
1
2 ), a5 = (
1
2 , 0,
1
2 ),
a6 = (
1
2 ,
1
2 , 0). Les fonctions de base sont telles que φi ∈ P2, et φi(aj) = δij , ∀i = 1, . . . , 6, forallj = 1, . . . , 6.
Commenc¸ons par φ1 ; on veut φ1(a1) = 1, et φi(ai) = 0, ∀i = 2, . . . , 6. La fonction φ1 de´finie par
φ1(x, y) = 2λ1(λ1 − 1
2
)
convient, et comme le couple (Σ¯, P2) est unisolvant, c’est la seule fonction qui convient. Par syme´trie, on de´finit
φ2(x, y) = 2λ2(λ2 − 1
2
),
et
φ3(x, y) = 2λ3(λ3 − 1
2
).
Les fonctions de base associe´es aux noeuds a4, a5, a6 sont alors
φ4(x, y) = 4λ2λ3,
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φ5(x, y) = 4λ1λ3,
et φ6(x, y) = 4λ1λ2.
Il est facile de voir que ces fonctions forment une famille libre d’e´le´ments de P2 et comme card Σ¯ = card P2, le
couple (Σ¯, P2) est bien unisolvant.
Transformation F` La bijection F` qui permet de passer de l’e´le´ment fini de re´fe´rence K¯ a` l’e´le´ment K` a de´ja` e´te´
vue dans le cas de l’e´le´ment fini P1 c’est la fonction affine de´finie par :
F`(x, y) =
(
x1 + (x2 − x1)x+ (x3 − x1)y
y1 + (y2 − y1)x + (y3 − y1)y
)
ou` (xi, yi), i = 1, 2, 3 sont les coordonne´es respectives des trois sommets du triangle K`. Comme cette transfor-
mation est affine, les coordonne´es barycentriques restent inchange´es par cette transformation.
On peut montrer (ce n’est pas facile) que l’erreur d’interpolation ‖u− uN‖H1 est controˆle´e, en e´le´ments finis P1
et P2 par les ine´galite´s suivantes :
P1 : si u ∈ H2(Ω), on a ‖u− uN‖H1(Ω) ≤ Ch‖u‖H2(Ω)
P2 : si u ∈ H3(Ω), on a ‖u− uN‖H1(Ω) ≤ Ch2‖u‖H3(Ω).
On peut ge´ne´raliser les e´le´ments finis P1 et P2 aux e´le´ments finis Pk sur triangles, pour k ≥ 1. On prend toujours
le meˆme e´le´ment de re´fe´rence, dont on divise chaque coˆte´ en k intervalles. Les extre´mite´s de ces intervalles sont
les noeuds du mailage. On a donc 3k noeuds, qu’on peut repe´rer par leurs coordonne´s barycentriques, qui prennent
les valeurs 0, 1k ,
2
k , . . . , 1. On peut montrer que si u ∈ Hk+1, alors
‖uN − u‖H1(Ω) ≤ Chk‖u‖Hk+1(Ω)
4.2.3 Ele´ments finis sur quadrangles
Le cas rectangulaire
On prend comme e´le´ment fini de re´fe´rence le carre´ K¯ = [−1, 1]× [−1, 1], et comme noeuds les coins de ce carre´ :
a1 = (1,−1), a2 = (1, 1), a3 = (−1, 1), et a4 = (−1,−1).
On prend comme espace de polynoˆmes
P = {f : K¯ → IR; f ∈ Q1}
ou` Q1 = {f : IR2 → IR; f(x, y) = a + bx + cy + dxy, (a, b, c, d) ∈ IR4} Le couple (Σ, P ) est unisolvant. Les
fonctions de base locales sont les fonctions :
φ1(x, y) = −1
4
(x+ 1)(y − 1)
φ2(x, y) =
1
4
(x + 1)(y + 1)
φ3(x, y) = −1
4
(x− 1)(y + 1)
φ4(x, y) =
1
4
(x− 1)(y − 1).
La transformation F` permet de passer de l’e´le´ment de re´fe´rence carre´ K¯ a` un rectangle quelconque du maillage
K`. Si on conside`re un rectangle K` paralle`le aux axes, dont les noeuds sont note´s (x1, y1), (x2, y1), (x2, y2),
(x1, y2), les noeuds du rectangle K`, la bijection F` s’e´crit :
F`(x, y) =
1
2
(
(x2 − x1)x+ x2 + x1
(y2 − y1)y + y2 + y1
)
.
Conside´rons maintenant le cas d’un maillage quadrangulaire quelconque. Dans ce cas, on choisit toujours comme
e´le´ment de re´fe´rence le carre´ unite´. La transformation F` qui transforme l’e´le´ment de re´fe´rence en un quadrangle
K` est toujours affine, mais par contre, les composantes de F`((x, y)) de´pendent maintenant de x et de y voir
exercice 53 page 166. En conse´quence, le fait que f ∈ Q1 n’entraıˆne plus que f ◦ F` ∈ Q1. Les fonctions de base
seront donc des polynoˆmes Q1 sur l’e´le´ment de re´fe´rence K¯ , mais pas sur les e´le´ments “courants” K`.
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Ele´ments finis d’ordre supe´rieur Comme dans le cas d’un maillage triangulaire, on peut choisir un espace de
polynoˆmes d’ordre supe´rieur, Qk, pour les fonctions de base de l’e´le´ment de re´fe´rence K¯ = [−1, 1]× [−1, 1]. On
choisit alors comme ensemble de noeuds : Σ¯ = Σ¯k = {(x, y) ∈ K¯, (x, y) ∈ {−1,−1 + 1k ,−1 + 1k , . . . , 1}2. On
peut montrer facilement que (Σ¯k Qk) est unisolvant. La` encore, si la solution exacte de proble`me continu est
suffisamment re´gulie`re, on peut de´montrer l’estimation d’erreur suivante (voir [3]) :
‖u− uN‖H′(Ω) ≥ C‖u‖Hk+1(Ω)hk.
Exprimons par exemple l’espace des polynoˆmes Q2. On a :
Q2 = {f : IR → IR; f(x) = a1+a2x+a3y+a4xy+a5x2+a6y2+a7xy2+a8x2y+a9x2y2, ai ∈ IR, i = 1, . . . , 9}
L’espace Q2 comporte donc neuf degre´s de liberte´. On a donc besoin de neuf noeuds dans Σ¯ pour que le couple
(Σ¯, Q2) soit unisolvant (voir exercice 58 page 167). On peut alors utiliser comme noeuds sur le carre´ de re´fe´rence
[−1, 1]× [−1, 1] :
Σ¯ = {(−1,−1), (−1, 0), (−1,−1), (0,−1), (0, 0), (0, 1), (1,−1), (1, 0), (1, 1)}
En ge´ne´ral, on pre´fe`re pourtant supprimer le noeud central (0,0)et choisir :
Σ∗ = Σ¯ \ {(0, 0)}.
Il faut donc un degre´ de liberte´ en moins pour l’espace des polynoˆmes. On de´finit alors :
Q∗2 = {f : IR → IR; f(x) = a1 + a2x+ a3y + a4xy + a5x2 + a6y2 + a7xy2 + a8x2y, ai ∈ IR, i = 1, . . . , 8}
Le couple (Σ∗, Q∗2) est unisolvant (voir exercice 59 page 167), et on peut montrer que l’e´le´mentQ∗2 est aussi pre´cis
(et plus facile a` mettre en oeuvre que l’e´le´ment Q2).
4.3 Construction du syste`me line´aire
On construit ici le syste`me line´aire pour un proble`me a` conditions aux limites mixtes de manie`re ‘a envisager
plusieurs types de conditions aux limites. Soit Ω un ouvert polygonal 1, on suppose que ∂Ω : Γ0 ∪ Γ1 avec
mes(Γ0) 6= 0. On va imposer des conditions de Dirichlet sur Γ0 et des conditions de Fourier sur Γ1 ; c’est ce qu’on
appelle des conditions “mixtes”. On se donne donc des fonctions p : Ω→ IR, g0 : Γ0 → IR et g1 : Γ1 → IR, et on
cherche a` approcher u solution de :
−div(p(x)∇u(x)) + q(x)u(x) = f(x), x ∈ Ω,
u = g0 sur Γ0,
p(x)∇u(x).n(x) + σu(x) = g1(x), x ∈ Γ1,
(4.11)
ou` n de´signe le vecteur unitaire normal a` ∂Ω exte´rieure a` Ω. Pour assurer l’existence et unicite´ du proble`me (4.11),
(voir exercice 41), on se place sous les hypothe`ses suivantes :
p(x) ≥ α > 0, p.p. x ∈ Ω
q ≥ 0
σ ≥ 0
mes(Γ0) > 0.
(4.12)
Pour obtenir une formulation variationnelle, on introduit l’espace
H1Γ0,g0 = {u ∈ H1(Ω);u = g0 sur Γ0}
et l’espace vectoriel associe´ :
H = H1Γ0,0 = {u ∈ H1(Ω);u = 0 sur Γ0}
1Dans le cas ou` la frontie`re ∂Ω de Ω n’est pas polygonale mais courbe, il faut conside´rer des e´le´ments finis dits “isoparame´triques” que
nous verrons plus loin
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Notons que H est un espace de Hilbert. Par contre, attention, l’espace H1Γ0,g0 n’est pas un espace vectoriel. On va
chercher u solution de (4.11) sous la forme u = u˜+ u0, avec u0 ∈ H1Γ0,g0 et u˜ ∈ H1Γ0,0. Soit v ∈ H , on multiplie(4.11) par v et on inte`gre sur Ω. On obtient :∫
Ω
−div(p(x)∇u(x))v(x)dx +
∫
Ω
q(x)u(x)v(x)dx =
∫
Ω
f(x)v(x)dx, ∀v ∈ H.
En appliquant la formule de Green, il vient alors :∫
Ω
p(x)∇u(x)∇v(x)dx −
∫
∂Ω
p(x)∇u(x)nv(x)dγ(x) +
∫
Ω
qu(x)v(x)dx =
∫
Ω
f(x)v(x)dx, ∀v ∈ H.
Comme v = 0 sur Γ0 on a : ∫
∂Ω
p(x)∇u(x)nv(x)dγ(x) =
∫
Γ1
p∇u(x)nv(x)dγ(x).
Mais sur Γ1, la condition de Fourier s’e´crit : ∇u.n = −σu+ g1, et on a donc∫
Ω
p(x)∇u(x)∇v(x)dx+
∫
Γ1
p(x)σu(x)v(x)dγ(x)+
∫
Ω
qu(x)v(x)dx =
∫
Ω
f(x)v(x)dx+
∫
Γ1
g1(x)v(x)dγ(x).
On peut e´crire cette e´galite´ sous la forme : a(u, v) = T˜ (v), avec a(u, v) = aΩ(u, v) + aΓ1(u, v), ou` :
aΩ(u, v) =
∫
Ω
p(x)∇u(x)∇v(x)dx +
∫
Ω
q(x)u(x)v(x)dx,
aΓ(u, v) =
∫
Γ1
p(x)σ(x)u(x)v(x)dγ(x),
et T˜ (v) = TΩ(v) + TΓ1(v), avec
TΩ(v) =
∫
Ω
f(x)v(x)dx et TΓ1 =
∫
Γ1
g1(x)v(x)dγ(x).
On en de´duit une formulation faible associe´e a` (4.11) :{
chercher u˜ ∈ H
a(u0 + u˜, v) = T˜ (v), ∀v ∈ H,
(4.13)
ou` u0 ∈ H1(Ω) est un re´ve`lement de g0, c’est a` dire une fonction de H1(Ω) telle que u0 = g0 sur Γ. Le proble`me
(4.13) peut aussi s’e´crire sous la forme : {
u˜ ∈ H
a(u˜, v) = T (v), ∀v ∈ H.
(4.14)
ou` T (v) = T˜ (v)− a(u0, v). Sous les hypothe`ses (4.12), on peut alors appliquer le the´ore`me de Lax Milgram (voir
the´ore`me 3.6 page 99) au proble`me (4.14) pour de´duire l’existence et l’unicite´ de la solution de (4.13) ; notons que,
comme la forme biline´aire a est syme´trique, ce proble`me admet aussi une formulation variationnelle :
J(u) = min
v∈H1Γ0,g0
J(v),
J(v) =
1
2
a(v, v) + T (v), ∀v ∈ H1Γ0,g0 .
(4.15)
Dans ce cas, les me´thodes de Ritz et Galerkin sont e´quivalentes. Remarquons que l’on peut choisir u0 de manie`re
abstraite, tant que u0 ve´rifie u0 = g0 sur Γ0 et u0 ∈ H1. Inte´ressons nous maintenant a` la me´thode d’approximation
variationnelle. On approche l’espace H par HN = V ect{φ1, . . . , φN} et on remplace (4.14) par :{
u˜N ∈ HN
a(u˜N , φi) = T (φi)− a(u0, φi), ∀i = 1, . . . , N.
(4.16)
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On pose maintenant u˜N =
N∑
j=1
u˜jφj . Le proble`me (4.16) est alors e´quivalent au syste`me line´aire :
KU˜ = G,
avec 
Kij = a(φj , φi), i, j = 1, . . . , N,
U˜ = (u˜1, . . . , u˜N),
Gi = T (φi)− a(u0, φi), i = 1, . . . , N.
L’implantation nume´rique de la me´thode d’approximation ne´cessite donc de :
1. construireK et G
2. re´soudreKU˜ = G.
Commenc¸ons par la construction de l’espace HN et des fonctions de base pour une discre´tisation par e´le´ments
finis de Lagrange du proble`me (4.14).
4.3.1 Construction de HN et Φi
On conside`re une discre´tisation a` l’aide de´le´ments finis de Lagrange, qu’on note : (K`,Σ`, P`) ` = 1, . . . , L, ou`
L est le nombre d’e´le´ments. On note Si, i = 1, . . . ,M, les noeuds du maillage, et φ1, . . . , φN , les fonctions de
base, avec N ≤M . On peut avoir deux types de noeuds :
– les noeuds libres : Si 6∈ Γ0. On a N noeuds libres
– les noeuds lie´s : Si ∈ Γ0. On a M −N noeuds lie´s.
Notons qu’on a inte´reˆt a` mettre des noeuds a` l’intersection de Γ0 et Γ1 (ce seront des noeuds lie´s). Graˆce a` ceci, et
a` la cohe´rence globale et locale des e´le´ments finis de Lagrange, on a HN ⊂ H . On a donc bien des e´le´ments finis
conformes. Re´capitulons alors les notations :
• M : nombre de noeuds total
• N : nombre de noeuds libres
• M0 = M −N : nombre de noeuds lie´s
• J0 = { indices des noeuds lie´s} ⊂ {1, . . . ,M}. On a cardJ0 =M0
• J = { indices des noeuds libres } = {1 . . .M} J0. On a cardJ = N.
Pour la programmation des e´le´ments finis, on a besoin de connaıˆtre, pour chaque noeud (local) de chaque e´le´ment,
son nume´ro dans la nume´rotation globale. Pour cela on introduit un tableau ng(L,N`), ou` L est le nombre
d’e´le´ments et N` est le nombre de noeuds par e´le´ment. (on le suppose constant par souci de simplicite´, N` peut en
fait de´pendre de L. Exemple : triangle - quadrangle). Pour tout ` ∈ {1, . . . , L} et tout r ∈ {1, . . . , N`}, ng(`, r) est
alors le nume´ro global du r-ie`me noeud du `-ie`me e´le´ment. On a e´galement besoin de connaıˆtre les coordonne´es
de chaque noeud. On a donc deux tableaux x et y de dimension M , ou` x(i), y(i) repre´sentent les coordonne´es
du i-e`me noeud. Notons que les tableaux ng, x et y sont des donne´es du mailleur (qui est un module externe par
rapport au calcul e´le´ments finis proprement dit). Pour les conditions aux limites, on se donne deux tableaux :
• CF : conditions de Fourier
• CD : conditions de Dirichlet
(on verra plus tard le format de ces deux tableaux)
4.3.2 Construction de K et G
On cherche a` construire la matrice K d’ordre (N ×N), de´finie par :
Kij = a(φj , φi) i, j ∈ J
Ainsi que le vecteur G, de´fini par :
Gi = T (φi)− a(u0, φi) i ∈ J cardJ = N
La premie`re question a` re´soudre est le choix de u0. En effet, contrairement au cas unidimensionnel (voir exercice
37 page 118), il n’est pas toujours e´vident de trouver u0 ∈ H1Γ0,g0 . Pour se faciliter la taˆche, on commet un “crime
variationnel”, en remplac¸ant u0 par
u0,N =
N∑
j∈J0
u0(Sj)φj .
Analyse nume´rique des EDP, M1 149 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
4.3. CONSTRUCTION DU SYST `EME CHAPITRE 4. EL ´EM ´ENTS FINIS DE LAGRANGE
Notons qu’on a pas force´ment : u0,N ∈ H1Γ0,g0 ; c’est en ce sens que l’on commet un “crime”. Mais par contre,
on a bien u0,N(Sj) = u0(Sj) pour tout j ∈ J . On peut voir la fonction u0,N comme une approximation non
conforme de u0 ∈ H1Γ0,g0 . On remplace donc Gi par :
Gi = T (φi)−
∑
j∈J0
g0(Sj)a(φj , φi).
Calculons maintenant a(φj , φi) pour j = 1, . . . ,M, et i = 1, . . . ,M. On se sert donc pour l’implatation pratique
de la me´thode, des fonctions de forme associe´es aux noeuds “lie´s”, meˆme si dans l’e´criture du proble`me discret
the´orique, on n’en avait pas besoin.
Calcul de K et G
1. Calcul des contributions inte´rieures : on initialise les coefficients de la matrice K et les composantes par les
contributions provenant de aΩ et TΩ.
Kij = aΩ(φj , φi)
Gi = TΩ(φi)
}
i = 1, . . . , N,
j = 1, . . . , N.
2. Calcul des termes de bord de Fourier. On ajoute maintenant a` la matrice K les contributions de bord :
Kij ←− Kij + aΓi(φj , φi), i = 1, . . . , N, j = 1, . . . , N.
Gi ←− Gi + TΓi(φi) i = 1 . . .M.
3. Calcul des termes de bord de Dirichlet. On doit tenir compte ici du rele`vement de la condition de bord :
Gi ←− Gi −
∑
j∈J0
g0(Ni)Kij ∀i ∈ J
Apre`s cette affectation, les e´galite´s suivantes sont ve´rifie´es :
Kij = a(φj , φi) i, j ∈ J(∪J0)
Gi = T (φi)− a(u0,N , φi).
Il ne reste plus qu’a` re´soudre le syste`me line´aire∑
j∈J
Kijαj = Gi, ∀i ∈ J. (4.17)
4. Prise en compte des noeuds lie´s. Pour des questions de structure de donne´es, on inclut en ge´ne´ral les noeuds
lie´s dans la re´solution du syste`me, et on re´sout donc le syste`me line´aire d’ordre M ≥ N suivant :∑
j=1,...,N
K˜ijαj = Gi. ∀i = 1, . . . , N. (4.18)
avec K˜ij = Kij pour i, j ∈ J , K˜ij = 0 si (i, j) 6∈ J2, et i 6= j, et K˜ii = 1 si i 6∈ J. Ces deux syste`mes sont
e´quivalents, puisque les valeurs aux noeuds lie´es sont fixe´es.
Si par chance on a nume´rote´ les noeuds de manie`re a` ce que tous les noeuds lie´s soient en fin de nume´rotation,
c.a`.d. si J = {1, . . . , N} et J0 = {N + 1, . . . ,M}, le syste`me (4.18) est de la forme :
|
K | 0
|
− − − | − −−
|
0 | IdM
|

, U =

α1
.
.
.
αuN
−−
αN+1
.
.
.
αM

, et G =

G1
.
.
.
GN
−−
GN+1
.
.
.
GM

Dans le cas ou` la nume´rotation est quelconque, les noeuds lie´s ne sont pas force´ment a` la fin, et pour obtenir
le syste`me line´aire d’ordreM (4.18) (donc incluant les inconnues αi, i ∈ J0, qui n’en sont pas vraiment) on
peut adopter deux me´thodes :
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(a) Premie`re me´thode : on force les valeurs aux noeuds lie´s de la manie`re suivante :
Kii ←− 1 pour tout i ∈ J0
Kij ←− 0 pour tout i ∈ J0 j ∈ {1 . . .M} i 6= j
Gi ←− g0(Si) pour tout i ∈ J0
(b) Deuxie`me me´thode : on force les valeurs aux noeuds lie´s de la manie`re suivante :
Kii ←− 1020 ∀i ∈ J0
Gi ←− 1020g0(Si) ∀i ∈ J0
La deuxie`me me´thode permet d’e´viter l’affectation a` 0 de coefficients extra-diagonaux de la matrice. Elle
est donc un peu moins che`re en temps de calcul.
Conclusion Apre`s les calculs 1, 2, 3, 4, on a obtenu une matrice K d’ordre M ×M et le vecteur G de IRM .
Soit α ∈ IRM la solution du syste`me Kα = G. Rappelons qu’on a alors :
uN =
N∑
i=1
αiφi,
=
∑
i∈J
αiφi +
∑
i∈J0
αiφi
uN = u˜N + u0
Remarque 4.15 (Nume´rotation des noeuds) Si on utilise une me´thode ite´rative sans pre´conditionnement, la nume´rotation
des noeuds n’est pas cruciale. Elle l’est par contre dans le cas d’une me´thode directe et si on utilise une me´thode
ite´rative avec pre´conditionnement. Le choix de la nume´rotation s’effectue pour essayer de minimiser la largeur
de bande. On pourra a` ce sujet e´tudier l’influence de la nume´rotation sur deux cas simples sur la structure de la
matrice.
4.3.3 Calcul de aΩ et TΩ, matrices e´le´mentaires.
De´taillons maintenant le calcul des contributions inte´rieures, c’est a` dire aΩ(φi, φj) i = 1, . . .M, j = 1, . . . ,M
et TΩ(φi) i = 1, . . . ,M. Par de´finition,
aΩ(φi, φj) =
∫
Ω
p(x)∇φi(x)∇φj(x)dx +
∫
Ω
q(x)φi(x)φj(x)dx.
De´composons Ω a` l’aide du maillage e´le´ments finis.
Ω =
L⋃
`=1
K`.
En notant θ(φi, φj)(x) = p(x)∇φi(x)∇φj(x) + q(x)φi(x)φj(x),
On a donc :
aΩ(φi, φj) =
L∑
`=1
∫
K`
θ(φi, φj)dx.
Pour r et s nume´ros locaux de l’e´le´ment K`, on pose :
k`r,s =
∫
`
θ(φs, φr)dx.
On va calculer k`r,s puis on calcule aΩ(φi, φj), en effectuant un parcours sur les e´le´ments, ce qui s’exprime par
l’algorithme suivant :
Initialisation : Kij ←− 0, i = 1, . . .M, j ≤ i.
Boucle sur les e´le´ments
Pour ` = 1 a` L faire
Pour r = 1 a` N` faire
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i = ng(`, r) nume´ro global du noeud r de l’e´le´ment `
Pour s = 1 a` r faire
calcul de k`r,s
j = ng(`, s)
si i ≥ j
Kij ←− Kij + k`r,s
sinon
Kji ←− Kji + k`rs
Fin pour
Fin pour
On a ainsi construit comple`tement la matrice de rigidite´ K. Il reste a` savoir comment calculer
k`r,s =
∫
`e
θ(φs, φr)(x)dx.
Ce calcul s’effectue sur l’e´le´ment de re´fe´rence, et non sur les e´le´ments K`. On calcule ensuite la valeur de k`r,s par
des changements de variable a` l’aide de la transformation F` (voir Figure 4.4 page 139). Notons :
F`(x¯, y¯) = (x, y) = (a
`
0 + a
`
1x¯+ a
`
2y¯, b
`
0 + b
`
1x¯+ b
`
2y) (4.19)
Notons que les coefficients a`i et b`i sont de´termine´s a` partir des la connaissances des coordonne´es (x(i), y(i)) ou`
i = ng(`, r). En effet, on peut de´duire les coordonne´es locales x(r), y(r), r = 1, N`, des noeuds de l’e´le´ment `, a`
partir des coordonne´es globales des noeuds (x(i), y(i)), et du tableau ng(`, r) = i. Sur l’e´le´ment courant K`, le
terme e´le´mentaire k`r,s s’e´crit donc
k`r,s =
∫
`
θ(φs(x, y), φr(x, y))dxdy.
Or, (x, y) = F`(x¯, y¯) ; donc par changement de variables , on a :
k`r,s =
∫
e¯
θ(φs ◦ F`(x¯, y¯), φr ◦ F`(x¯, y¯))Jacx¯,y¯(F`) dx¯dy¯
ou Jacx¯,y¯(F`) de´signe le Jacobien de F` en (x¯, y¯). Or, φs ◦ F` = φ¯s, et, puisque F` est de´finie par (4.19), on a :
Jac(F`) = Det(DF`) =
∣∣∣∣ a`1 b`1a`2 b`2
∣∣∣∣ = ∣∣a`1b`2 − a`2b`1∣∣
donc k`r,s = Jac(F`)k¯r,s, ou`
k¯r,s =
∫
e¯
θ(φ¯s(x¯, y¯), φ¯r(x¯, y¯))dx¯dy¯
Etudions maintenant ce qu’on obtient pour k¯r,s dans le cas du proble`me mode`le (4.11), on a :
k¯r,s =
∫
¯`
[
p(x¯, y¯)∇φ¯s(x¯, y¯)∇φ¯r(x¯, y¯) + q(x¯, y¯)φ¯s(x¯, y¯)φ¯r(x¯, y¯)
]
dx¯dy¯.
Les fonctions de base φ¯s et φ¯r sont connues ; on peut donc calculer k¯r,s explicitement si p et q sont faciles a`
inte´grer. Si les fonctions p et q ou les fonctions de base φ¯, sont plus complique´es, on calcule k¯r,s en effectuant une
inte´gration nume´rique. Rappelons que le principe d’une inte´gration nume´rique est d’approcher l’inte´grale d ’une
fonction continue donne´e ψ,
I =
∫
¯`
ψ(x¯, y¯)dx¯dy¯, par I˜ =
NPI∑
i=1
ωi(Pi)ψ(Pi),
ou` NPI est le nombre de points d’inte´gration, note´s Pi, qu’on appelle souvent points d’inte´gration de Gauss, et les
coefficients ωi sont les poids associe´s. Notons que les points Pi et les poids ωi sont inde´pendants de ψ. Prenons
par exemple, dans le cas unidimensionnel, K¯ = [0, 1], p1 = 0, p2 = 1, et ω1 = ω2 = 12 . On approche alors
I =
∫ 1
0
ψ(x)dx par I˜ = 1
2
(ψ(0) + ψ(1)).
C’est la formule (bien connue) des trape`zes. Notons que dans le cadre d’une me´thode, il est ne´cessaire de s’assurer
que la me´thode d’inte´gration nume´rique choisie soit suffisamment pre´cise pour que :
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1. le syste`me Kα = G(N ×N) reste inversible,
2. l’ordre de convergence de la me´thode reste le meˆme.
Examinons maintenant des e´le´ments en deux dimensions d’espace.
1. Ele´ment fini P1 sur triangle Prenons NPI = 1 (on a donc un seul point de Gauss), choisissons p1 =
(
1
3 ,
1
3
)
,
le centre de gravite´ du triangle K¯, et ω1 = 1. On approche alors
I =
∫
¯`
ψ(x¯)dx¯ par ψ(p1).
On ve´rifiera que cette inte´gration nume´rique est exacte pour les polynoˆmes d’ordre 1 (exercice 57 page 167).
2. P2 sur triangles. On prend maintenant NPI = 3, et on choisit comme points de Gauss :
p1 =
(
1
2
, 0
)
, p2 =
(
1
2
,
1
2
)
, p3 =
(
0,
1
2
)
et les poids d’inte´gration ω1 = ω2 = ω3 = 16 . On peut montrer que cette inte´gration nume´rique est exacte
pour les polynoˆmes d’ordre 2 (voir exercice 57 page 167).
Remarquons que, lors de l’inte´gration nume´rique du terme e´le´mentaire
k`r,s =
∫
¯`
[
p(x¯, y¯)(F`(x¯, y¯))∇φ¯r(x¯, y¯) · ∇φ¯s(x¯, y¯) + q(x¯, y¯)(F`(x¯, y¯))φ¯r(x¯, y¯)φ¯s
]
dx¯dy¯,
on approche k`r,s par
k¯r,s '
NPI∑
i=1
ωi
[
p(F`(Pi))∇φ¯r(Pi) · ∇φ¯s(Pi) + q(F`(Pi))φ¯r(Pi)φ¯s(Pi)
]
.
Les valeurs ∇φ¯r(Pi), ∇φ¯s(Pi), φ¯r(Pi) et φ¯s(Pi) sont calcule´es une fois pour toutes, et dans la boucle sur `, il ne
reste donc plus qu’a` e´valuer les fonctions p et q aux points F`(Pi). Donnons maintenant un re´sume´ de la mise en
oeuvre de la proce´dure d’inte´gration nume´rique (inde´pendante de `). Les donne´es de la proce´dure sont :
– les coefficients ωi, i = 1, . . . , NPI ,
– les coordonne´es (xpg(i), ypg(i)), i = 1, . . . , NPI des points de Gauss,
– les valeurs de φr, ∂φ∂x et
∂φr
∂y aux points de Gauss, note´esφ(r, i), φx(r, i) et φy(r, i), r = 1 . . .N`, i = 1, . . . , NPI .
Pour ` donne´, on cherche a` calculer :
I =
∫
K¯
p(F`(x¯, y¯))
∂φr
∂x¯
(x¯, y¯)
∂φs
∂y¯
(x¯, y)dx¯dy¯ +
∫
e
q(F`(x¯, y¯))φr(x¯, y)dx¯dy¯φs(x¯, y¯).
On propose l’algorithme suivant :
Initialisation : I ←− 0
Pour i = 1 a` NPI , faire :
pi = p(Fe(Pi))
qi = q(Fe(Pi))
I ←− I + ωi(piφx(r, i)φy(s, i) + qiφ(r, i)φ(s, i))
Fin pour
On proce`de de meˆme pour le calcul du second membre
TΩ(φi) =
∫
Ω
f(x, y)φ′ix, y)dxdy =
L∑
`=1
g`, ou` g` =
∫
`e
f(x, y)φi(x, y)dxdy.
L’algorithme se´crit :
Initialisation de G a` 0 : Gi ←− 0 i = 1 a` M
Pour ` = 1 a` L
Pour r = 1 a` N`
Calcul de gr` =
∫
`e
f(x, y)φr(x, y)dxdy
i = ng(`, r)
Gi ←− Gi + gr`
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Fin pour
Fin pour
Il reste le calcul de gr` qui se rame`ne au calcul de l’e´le´ment de re´fe´rence par changement de variable.
On a :
gr` =
∫
K`
f(x, y)φr(x, y)dxdy =
∫
K¯
f ◦ F`(x¯, y¯)φ¯r(x¯, y¯)Jacx¯,y¯(F`)dx¯dy¯.
L’inte´gration nume´rique est identique a` celle effectue´e pour k¯r,s.
4.3.4 Calcul de aΓ1 et TΓ1 (contributions des areˆtes de bord “Fourier”.
De´taillons maintenant le calcul des contributions des bords ou` s’applique la condition de Fourier, c’est a` dire
aΓ1(φi, φj) i = 1, . . .M, j = 1, . . . ,M et TΓ1(φi) i = 1, . . . ,M. Par de´finition,
aΓ1(φi, φj) =
∫
Γ1
p(x)∇φi(x) · ∇φj(x)dx +
∫
Γ1
q(x)φi(x)φj(x)dx.
Notons que aΓ1(φi, φj) = 0 si φi et φj sont associe´es a` des noeudsSi, Sj de d’un e´le´ment sans areˆte commune avec
les areˆtes de la frontie`re. Soit L1 le nombre d’areˆtes k, k = 1, . . . , L1 du maillage incluses dans Γ1. Rappelons
que les noeuds soumis aux conditions de Fourier sont repertorie´s dans un tableau CF , de dimensions (L1, 2), qui
donne les informations suivantes
1. CF (k, 1) contient le nume´ro ` de l’e´le´ment K` auquel appartient l’areˆte k.
2. CF (k, 2) contient le premier nume´ro des noeuds de l’areˆte k dans l’e´le´ment K`. On suppose que la
nume´rotation des noeuds locaux a e´te´ effectue´e de manie`re “adroite”, par exemple dans le sens trigo-
nome´trique. Dans ce cas, CF (k, 2) de´termine tous les noeuds de l’areˆte k dans l’ordre, puisqu’on connait
le nombre de noeuds par areˆte et le sens de nume´rotation des noeuds. Donnons des exemples pour trois cas
diffe´rents, repre´sente´s sur la figure 4.7.
(a) Dans le premier cas (a` droite sur la figure), qui repre´sente un e´le´ment fini P1, on a CF (k, 2) = 3 et le
noeud suivant sur l’areˆte est 1.
(b) Dans le second cas (au centre sur la figure), qui repre´sente un e´le´ment fini P2, on a CF (k, 2) = 3 et
les noeuds suivants sur l’areˆte sont 4 et 5.
(c) Enfin dans l’e´le´ment P1 “de coin” repre´sente´ a` gauche sur la figure, on a CF (k, 1) = `, CF (k′, 1) =
`, CF (k, 2) = 1, CF (k′, 2) = 2.
K`K`
K`
k
k
12
2
3
P1P1 P1 en coin
k
1 2
1
3
k′
5
6 4
3
FIG. 4.7 – Exemples de nume´rotation d’areˆte du bord
Pour k = 1, . . . , L1, on note Sˆk l’ensemble des noeuds locaux de k, donne´s par CF (k, 2) en appliquant la re`gle
ad hoc (par exemple le sens trigonomt´rique). On peut alors de´finir :
Sk = {(r, s) ∈ (Sˆk)2/r < s}
L’algorithme de prise en compte des conditions de Fourier s’e´crit alors :
Pour k = 1 . . . L1
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` = CF (k, 1).
Pour chaque (r, s) ∈ Sk faire
calcul de I`rs =
∫
Ck
p(x)σ(x)φ`r(x)φ
`
s(x)dx (e´ventuellement avec inte´gration nume´rique)
i = ng(`, r)
j = ng(`, s)
si j ≤ i
Kij ←− Kij + I`rs
sinon
Kij ←− Kji+ I`rs
Fin si
Fin pour
Fin pour
Le calcul de I`rs s’effectue sur l’e´le´ment de re´fe´rence (avec e´ventuellement inte´gration nume´rique). De meˆme, on
a une proce´dure similaire pour le calcul de TΓ1 =
∫
Γ1
p(x)g1(x)v(x)dγ(x).
Gi ←− Gi +
∫
Γ2
p(x)g1(x)φi(x)dγ(x)
4.3.5 Prise en compte des noeuds lie´s dans le second membre
Apre´s les calculs pre´ce´dents, on a maintenant dans Gi :
Gi =
∫
Ω
f(x)φi(x)dx +
∫
Γ1
p(x)g1(x)φi(x)dγ(x)
Il faut maintenant retirer du second membre, les combinaisons venant des noeuds lie´s :
Gi ←− Gi −
∑
j∈J0
g0(Sj)a(φj , φi)
ou` J0 est l’ensemble des indices des noeuds lie´s. On utilise pour cela le tableau CD qui donne les conditions, de
Dirichlet, de dimension M0 ou` M0 = cardJ0. Pour i0 = 1, . . . ,M0, CD(i0) = j0 ∈ J0 est le nume´ro du noeud
lie´ dans la nume´rotation globale. La proce´dure est donc la suivante.
Pour i0 = 1, . . . ,M0, faire
j = CD(i0)
a = g0(Sj)
si (i ≤ j) Gi ←− Gi−aKij sinon Gi ←−
Gi − aKji sinon Fin si Fin pour
4.3.6 Stockage de la matrice K
Remarquons que la matrice K est creuse (et meˆme tre`s creuse), en effet a(φj , φi) = 0 de`s que
supp(φi) ∩ supp(φj) = φ
Examinons une possibilite´ de stockage de la matriceK. SoitNK le nombre d’e´le´ments non nuls de la matriceKOn
peut stocker la matrice dans un seul tableau KMAT en mettant bout a` bout les coefficients non nuls de la premie`re
ligne, puis ceux de la deuxie`me ligne, etc... jusqu’a` ceux de la derniee`re ligne. Pour repe´rer les e´le´ments de K dans
le tableau KMAT , on a alors besoin de pointeurs. Le premier pointeur, nomme´, IC est de dimension NK . La
valeur de IC(k) est le nume´ro de la colonne de K(k). On introduit alors le pointeur IL(`), ` = 1, . . . , NL, ou`
NL est le nombre de lignes, ou` IL(`) est l’indice dans KMAT du de´but de la `-ie`me ligne. L’identification entre
KMAT et K se fait alors par la proce´dure suivante :
Pour k = 1 . . .NK
si IL(m) ≤ k < IL(m+ 1) alors
KMAT (k) = Km,IC(k)
Fin si
Fin pour
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F`
Kˆ
K`
FIG. 4.8 – Transformation isoparame´trique
La matriceK est syme´trique de´finie positive, on peut donc utiliser une me´thode de type gradient conjugue´ pre´conditionne´
(voir cours de Licence). Notons que la structure de la matrice de´pend de la nume´rotation des noeuds. Il est donc
important d’utiliser des algorithmes performants de maillage et de nume´rotation.
4.4 Ele´ments finis isoparame´triques
Dans le cas ou Ω est polygonal, si on utilise des e´le´ments finis de type P2, les noeuds de la frontie`re sont effec-
tivement sur la frontie`re meˆme si on les calcule a` partir de l’e´le´ment fini de re´fe´rence. Par contre, si le bord est
courbe, ce n’est plus vrai. L’utilisation d’e´le´ments finis “isoparame´triques” va permettre de faire en sorte que tous
les noeuds frontie`res soient effectivement sur le bord, comme sur la figure 4.8. Pour obtenir une transformation
isoparame´trique, on de´finit
F` : K → K`
(x¯, y¯) 7→ (x, y)
a` partir des fonctions de base de l’e´le´ment fini de re´fe´rence :
x =
N∑`
r=1
xrφ¯r(x¯, y¯), y =
N∑`
r=1
yrφ¯r(x¯, y¯),
ou` N` est le nombre de noeuds de l’e´le´ment et (xr , yr) sont les coordonne´es du r-ie`me noeud de K`. Remarquons
que la transformation F` isoparame´trique P1 est identique a` celle des e´le´ments finis classiques. Par contre, la
transformation isoparame´trique P2 n’est plus affine, alors qu’elle l’est en e´le´ments finis classiques. Notons que les
fonctions de base locales ve´rifient toujours
φ`r ◦ F` = φr , ∀` = 1, . . . , L, ∀r = 1, . . . , N`.
On peut alors se poser le proble`me de l’inversibilite´ de F`. On ne peut pas malheureusement de´montrer que F`
est inversible dans tous les cas, toutefois, cela s’ave`re eˆtre le cas dans la plupart des cas pratiques. L’inte´reˆt de
la transformation isoparame´trique est de pouvoir traiter les bords courbes, ainsi que les e´le´ments finis Q1 sur
quadrilate`res. Notons que le calcul de φ`r est toujours inutile, car on se rame`ne encore a` l’e´le´ment de re´fe´rence.
4.5 Analyse d’erreur
4.5.1 Erreurs de discre´tisation et d’interpolation
On conside`re toujours le proble`me mode`le (4.11) page 147 sur lequel on a e´tudie´ la mise en oeuvre de la me´thode
des e´le´ments finis. On rappelle que la formulation faible de ce proble`me est donne´e en (4.14) page 148, et que
Analyse nume´rique des EDP, M1 156 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
4.5. ANALYSE D’ERREUR CHAPITRE 4. EL ´EM ´ENTS FINIS DE LAGRANGE
sous les hypothe`ses (4.12) page 147, le proble`me (4.14) admet une unique solution u˜ ∈ H = H1Γ0n = {u ∈
H1(Ω);u = 0 sur Γ0}. La me´thode d’approximation variationnelle du proble`me (4.14) consiste a` chercher u˜N ∈
HN = V ect{φ1, . . . , φN} solution de (4.16) page 148, ou` les fonctions φ1, . . . , φN sont les fonctions de base
e´le´ments finis associe´s aux noeuds x1, . . . , xN . Comme les hypothe`ses (3.21) page 106 sont ve´rifie´es, l’estimation
(3.29) page 109 entre u˜ solution de (4.14) et u˜(N) solution de (4.16) est donc ve´rifie´e. On a donc :
‖u˜− u˜N‖H1 ≤
√
M
α
d(u˜, HN ),
ou` M (resp.α) est la constante de continuite´ (resp. de coercivite´) de a. Comme u = u0 + u˜, on a, en posant
c =
√
M
α ,
‖u− uN‖ ≤ C‖u− w‖∀w ∈ HN , (4.20)
ou` uN = u˜N + u0. Notons que dans l’implantation pratique de la me´thode d’e´le´ments finis, lorsqu’on calcule
T (v) = T (v) − a(u0, v), on remplace u0 par u0,N ∈ HN , donc on commet une le´ge`re erreur sur T . De plus,
on calcule a(φi, φj) a` l’aide d’inte´grations nume´riques : l’ine´galite´ (4.20) n’est donc ve´rifie´e en pratique que
de manie`re approche´e. On supposera cependant, dans la suite de ce paragraphe, que les erreurs commises sont
ne´gligeables et que l’ine´galite´ (4.20) est bien ve´rifie´e. De la meˆme manie`re qu’on a de´fini l’interpole´e sur un
e´le´ment K , (voir de´finition 4.3 page 138, on va maintenant de´finir l’interpole´e sur H1(Ω) tout entier, de manie`re
a` e´tablir une majoration de l’erreur de discre´tisation graˆce a` (4.20).
De´finition 4.16 (Interpole´e dans HN ) . Soit u ∈ H1(Ω) et HN = V ect{φ1, . . . , φN} ou` les fonctions φ1 . . . φN
sont des fonctions de base e´le´ments finis associe´es aux noeuds S1 . . . SN d’un maillage e´le´ments finis de Ω. Alors
on de´finit l’interpole´e de u dans HN , uI ∈ HN par :
uI =
N∑
i=1
u(Si)φi.
Comme uI ∈ HN , on peut prendre W = uI dans (4.20), ce qui fournit un majorant de l’erreur de discre´tisation :
‖u− uN‖H1 ≤ C‖u− uI‖H1
On appelle erreur d’interpolation le terme ‖u− uI‖H1
4.5.2 Erreur d’interpolation en dimension 1
Soit Ω =]0, 1[, on conside`re un maillage classique, de´fini par les N + 2 points (xi)i=0...N+1, avec x0 = 0 et
xN+1 = 1, et on note
hi = xi+1 − xi, i = 0, . . . , N + 1, et h = max{|hi|, i = 0, . . . , N + 1}
On va montrer que si u ∈ H2(]0, 1[), alors on peut obtenir une majoration de l’erreur d’interpolation ‖u− uI‖H1 .
On admettra le lemme suivant(voir exercice 33 page 118) :
Lemme 4.17 Si u ∈ H1(]0, 1[) alors u est continue.
En particulier, on a doncH2(]0, 1[) ⊂ C1([0, 1]). Remarquons que ce re´sultat est lie´ a` la dimension 1, voir injection
de Sobolev, cours d’analyse fonctionnelle ou [1]. On va de´montrer le re´sultat suivant sur l’erreur d’interpolation.
The´ore`me 4.18 (majoration de l’erreur d’interpolation, dimension 1) Soit u ∈ H2(]0, 1[), et soit uI son in-
terpole´e sur HN = V ect{φi, i = 1, . . . , N}, ou` φi de´signe la i-e`me fonction de base e´le´ment fini P1 associe´e au
noeud xi d’un maillage e´le´ment fini de ]0, 1[. Alors il existe c ∈ IR ne de´pendant que de u, tel que
‖u− uI‖H1 ≤ Ch. (4.21)
De´monstration : On veut estimer
‖u− uI‖2H1 = |u− uI |20 + |u− uI |21
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ou` |v|0 = ‖v‖L2 et |v|1 = ‖Dv‖L2 . Calculons |u− uI |21 :
|u− uI |21 =
∫ 1
0
|u′ − u′I |2dx =
N∑
i=0
∫ xi+1
xi
|u′(x)− u′I(x)|2dx.
Or pour x ∈]xi, xi+1[ on a
u′I =
u(xi+1)− u(xi)
hi
= u′(ξi),
pour un certain ξi ∈]xi, xi+1[. On a donc :∫ xi+1
xi
|u′(x)− u′I(x)|2dx =
∫ xi+1
xi
|u′(x) − u′(ξi)|2dx.
On en de´duit que : ∫ xi+1
xi
|u′(x)− u′I(x)|2dx =
∫ xi+1
xi
|
∫ x
ξi
u′′(t)dt|2dx,
et donc, par l’ine´galite´ de Cauchy-Schwarz,∫ xi+1
xi
|u′(x)− u′I(x)|2dx ≤
∫ xi+1
xi
∫ x
ξi
|u′′(t)|2dt|x − ξi|dx
≤ hi
∫ xi+1
xi
(∫ x
ξi
|u′′(t)|2dt
)
dx,
car |x− ξi| ≤ hi. En re´appliquant l’ine´galite´ de Cauchy-Schwarz, on obtient :∫ xi+1
xi
|u′(x) − u′I(x)|2dx ≤ h2i
∫ xi+1
xi
|u′′(t)|2dt
En sommant sur i, ceci entraine :
|u− uI |21 ≤ h2
∫ 1
0
|u′′(t)|2dt. (4.22)
Il reste maintenant a` majorer |u− uI |20 =
∫ 1
0
|u− uI |2dx. Pour x ∈ [xi, xi+1]
|u(x)− uI(x)|2 =
(∫ x
xi
(u′(t)− u′I(t))dt
)2
.
Par l’ine´galite´ de Cauchy-Schwarz, on a donc :
|u(x)− uI(x)|2 ≤
∫ x
xi
(u′(t)− u′I(t))2dt |x− xi|︸ ︷︷ ︸
≤hi
Par des calculs similaires aux pre´ce´dents, on obtient donc :
|u(x)− uI(x)|2 ≤
∫ x
xi
hi
(∫ xi+1
xi
|u′′(t)|2dt
)
dxhi
≤ h3i
∫ xi+1
xi
|u′′(t)|2dt.
En inte´grant sur [xi, xi+1], il vient :∫ xi+1
xi
|u(x)− uI(x)|2dx ≤ h4i
∫ xi+1
xi
(u′′(t))2dt,
et en sommant sur i = 1, . . . , N : ∫ 1
0
(u(x)− uI(x))2dx ≤ h4
∫ 1
0
(u′′(t))2dt.
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On a donc :
|u− uI |0 ≤ h2|u|2
ce qui entraine, avec (4.22) :
‖u− uI‖2 ≤ h4|u|22 + h2|u|22
≤ (1 + h2)h2|u|22
On en de´duit le re´sultat annonce´.
On en de´duit le re´sultat d’estimation d’erreur suivant :
Corollaire 4.19 (Estimation d’erreur, P1, dimension 1) Soit Ω un ouvert polygonal convexe de IRd, d ≥ 1 ; soit
f ∈ L2(Ω) et u ∈ H10 (Ω) l’unique solution du proble`me
u ∈ H10 (Ω)
a(u, v) =
∫
Ω
∇u(x)∇v(x)dx =
∫
f(x)v(x)dx,
,
et uT L’approximation e´le´ments finis P1 obtenue sur un maillage admissible T de pas hT = max
i=1,...,N
{|hi|}. Alors
il existe C ∈ IR ne de´pendant que de Ω et f tel que ‖u− uT ‖ < Ch.
Ces re´sultats se ge´nr´alisent au cas de plusieurs dimensions d’espace (voir Ciarlet), sous des conditions ge´ome´triques
sur le maillage, ne´cessaires pour obtenir le re´sultat d’interpolation. Par exemple pour un maillage triangulaire en
deux dimensions d’espace, intervient une condition d’angle : on demande que la famille de maillages conside´re´e
soit telle qu’il existe β > 0 tel que β ≤ θ ≤ pi − β pour tout angle θ du maillage.
Remarque 4.20 (Sur les techniques d’estimation d’erreur) Lorsqu’on a voulu montrer des estimations d’er-
reur pour la me´thode des diffe´rences finies, on a utilise´ le principe de possitivite´, la consistance et la stabilite´
en norme L∞. En volumes finis et e´le´ments finis, on n’utilise pas le principe de positivite´. En volumes finis, la
stabilite´ en norme L2 est obtenue graˆce a` l’ine´galite´ de Poincare´ discre`te, et la consistance est en fait la consis-
tance des flux. Notons qu’en volumes finis on se sert aussi de la conservativite´ des flux nume´riques pour la preuve
de convergence. Enfin, en e´le´ments finis, la stabilite´ est obtenue graˆce a` la coercivite´ de la forme biline´aire, et la
consistance provient du controˆle de l’erreur d’interpolation.
Meˆme si le principe de positivite´ n’est pas explicitement utilise´ pour les preuves de convergence des e´le´ments finis
et volumes finis, il est toutefois inte´ressant de voir a` quelles conditions ce principe est respecte´, car il est parfois
tre`s important en pratique.
Reprenons d’abord le cas du sche´ma volumes finis sur un maillage T admissible pour la discre´tisation de l’e´quation
(3.1). { −∆u = f dans Ω
u = 0 sur ∂Ω.
Rappelons que le sche´ma volumes finis s’e´crit :
∑
K∈C
 ∑
σ∈ξK∩ξint
τK,L(uK − uL) +
∑
σ∈ξK∩ξext
τK,σuK
 = |K|fK , (4.23)
avec
τK,L =
|K|L|
d(xK , xL)
et τK,σ =
|σ|
d(xK , ∂Ω)
,
ou` |K|, (resp. |σ|) de´signe la mesure de Lebesque en dimension d (resp. d− 1) de K (resp. σ).
Notons que les coefficients τK,L et τK,σ sont positifs, graˆce au fait que le maillage est admissible (et donc
~XKXL = d(XK , XL) ~nKL, ou` ~XKXL de´signe le vecteur d’extre´mite´s XK et XL et ~nKL la normale unitaire
a` K|L sortante de K .
Notons que le sche´ma (4.23) s’e´crit comme une somme de termes d’e´change entre les mailles K et L, avec des
coefficients τKL positifs. C’est graˆce a` cette proprie´te´ que l’on montre facilement que le principe de positivite´
est ve´rifie´. Conside´rons maintenant la me´thode des e´le´ments finis P1, pour la re´solution du proble`me (3.1) sur
maillage triangulaire. On sait (voir par exemple Ciarlet) que si le maillage satisfait la condition faible de Delau-
nay (qui stipule que la somme de deux angles oppose´s a` une meˆme areˆte doit eˆtre infe´rieure a` pi), alors le principe
du maximum est ve´rifie´e. Ce re´sultat peut se retrouver en e´crivant le sche´ma e´le´ments finis sous la forme d’un
sche´ma volumes finis.
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4.5.3 Super convergence
On conside`re ici un ouvert Ω polygonal convexe de IRd, d ≥ 1, et on suppose que f ∈ L2(Ω). On s’inte´resse a`
l’approximation par e´le´ments finis P1 de la solution u ∈ H10 (Ω) du proble`me (3.5). On a vu dans le paragraphe
pre´ce´dent (corollaire 4.19) qu’on peut estimer l’erreur en norme L2 entre la solution exacte u et la solution ap-
proche´e par e´le´ments finis P1 ; en effet, comme l’erreur d’interpolation est d’ordre h, on de´duit une estimation
sur l’erreur de discre´tisation, e´galement d’ordre h. En fait, si la solution u de (3.1) est dans H2, il se produit un
“petit miracle”, car on peut montrer graˆce a` une technique astucieuse, dite“truc d’Aubin-Nitsche”, que l’erreur de
discre´tisation en norme L2 est en fait d’ordre 2.
The´ore`me 4.21 (Super convergence des e´le´ments finis P1) Soit Ω un ouvert polygonal convexe de IRd, d ≥ 1 ;
soit f ∈ L2(Ω), u solution de (3.5), uT la solution apporche´e obtenue par e´le´ments finis P1, sur un maillage
e´le´ments finis T . Soit
hT = max
K∈T
diamK.
Alors il existe C ∈ IR ne de´pendant que de Ω et f tel que :
‖u− uT ‖H1(Ω) ≤ Ch et ‖u− uT ‖L2(Ω) ≤ Ch2.
De´monstration : Par le the´ore`me de re´gularite´ 3.9 page 101, il existe C1 ∈ IR+ ne de´pendant que de Ω tel que
‖u‖H2(Ω) ≤ C1‖f‖L2(Ω).
Graˆce a` ce re´sultat, on a obtenu (voir le the´ore`me 4.19) qu’il existe C2 ne de´pendant que de Ω, β et tel que
‖u− uT ‖H1(Ω) ≤ C2‖f‖L2h
Soit maintenant eT = u− uT et ϕ ∈ H10 (Ω) ve´rifiant∫
Ω
∇ϕ(x).∇ψ(x)dx =
∫
Ω
eT (x)ψ(x)dx, ∀ψ ∈ H10 (Ω). (4.24)
On peut aussi dire que ϕ est la solution faible du proble`me{ −∆ϕ = eT dans Ω
ϕ = 0 sur ∂Ω.
Comme e ∈ L2(Ω), par le the´ore`me 3.9, il existe C3 ∈ IR+ ne de´pendant que Ω tel que
‖ϕ‖H2(Ω) ≤ C3‖eT ‖L2(Ω).
Or ‖eT ‖2L2(Ω) =
∫
Ω
eT (x)eT (x)dx =
∫
Ω
∇ϕ(x).∇e(x)dx, en prenant ψ = eT dans (4.24).
Soit ϕT la solution approche´e par e´le´ments finis P1 du proble`me (4.24), c.a`.d solution de :
ϕT ∈ VT ,0 = {v ∈ C(Ω¯); v|K ∈ P1, ∀K ∈ T , v|∂Ω = 0}∫
Ω
∇ϕT (x)∇v(x)dx =
∫
Ω
e(x)v(x)dx, ∀v ∈ VT ,0
(4.25)
On sait que uT ve´rifie : ∫
Ω
∇ϕT (x).∇(u − uT )(x)dx = 0;
on peut donc e´crire que :
‖eT ‖2L2(Ω =
∫
Ω
∇(ϕ− ϕT )(x).∇(u − uT )(x)dx ≥ ‖ϕ− ϕT ‖H1(Ω)‖u− uT ‖H1(Ω)
D’apre`s le the´ore`me 4.19, on a :
‖ϕ− ϕT ‖H1(Ω) ≤ C2‖e‖L2(Ω)hT et ‖u− uT ‖H1(Ω) ≤ C2‖f‖L2(Ω)hT .
On en de´duit que :
‖eT ‖L2(Ω) ≤ C22‖f‖L2(Ω)h2T .
Ce qui de´montre le the´ore`me.
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4.5.4 Traitement des singularite´s
Les estimations d’erreur obtenues au paragraphe pre´ce´dent reposent sur la re´gularite´ H2 de u. Que se passe-t-il si
cette re´gularite´ n’est plus ve´rifie´e ? Par exemple, si le domaine Ω posse`de un coin rentrant, on sait que dans ce cas,
la solution u du proble`me (3.5) n’est plus dans H2(Ω), mais dans un espace H1+s(Ω), ou` s de´pend de l’angle du
coin rentrant. Conside´rons donc pour fixer les ide´es le proble`me{ −∆u = f dans Ω, ou` Ω est un ouvert
u = 0 sur ∂Ω polygoˆnal avec un coin rentrant.
Pour approcher correctement la singularite´, on peut raffiner le maillage dans le voisinage du coin. On peut e´galement,
lorsque cela est possible, modifier l’espace d’approximation pour tenir compte de la singularite´. Dans le cas d’un
polygoˆne avec un coin rentrant par exemple, on sait trouver ψ ∈ H10 (Ω) (et ψ 6∈ H2(Ω)) telle que si u est solution
de (3.5) avec f ∈ L2(Ω), alors il existe un unique α ∈ IR tel que u− αψ ∈ H2(Ω).
Examinons le cas d’une approximation par e´le´ments finis de Lagrange. Dans le cas ou` u est re´gulie`re, l’espace
d’approximation est
VT = V ect{φi, i = 1, NT },
ou` NT est le nombre de noeuds internes du maillage T de Ω conside´re´ et (φi)i=1,NT la famille des fonctions de
forme associe´es aux noeuds.
Dans le cas d’une singularite´ porte´e par la fonction ψ introduite ci-dessus, on modifie l’espace V et on prend
maintenant : VT = V ect{φi, i = 1, NT }⊕ IRψ Notons que VT ⊂ H10 (Ω), car ψ ∈ H10 (Ω). Reprenons maintenant
l’estimation d’erreur. Graˆce au lemme de Ce´a, on a toujours
‖u− uT ‖H1 ≤ M
α
‖u− w‖H1(Ω), ∀w ∈ VT .
On a donc e´galement :
‖u− uT ‖H1 ≤
M
α
‖u− αψ − w‖H1(Ω), ∀w ∈ VT .
puisque αψ + w ∈ VT . Or, u− αψ = u˜ ∈ H2(Ω).
Donc ‖u− uT ‖H1 ≤ Mα ‖u˜− w‖H1(Ω), ∀w ∈ VT .
Et graˆce aux re´sultats d’interpolation qu’on a admis, si on note u˜I l’interpole´e de u˜ dans VT , on a :
‖u− uT ‖H1(Ω) ≤ M
α
‖u˜− u˜I‖H1(Ω) ≤ M
α
C2‖u˜‖H2(Ω)h.
On obtient donc encore une estimation d’erreur en h.
Examinons maintenant le syste`me line´aire obtenu avec cette nouvelle approximation. On effectue un de´veloppement
de Galerkin sur la base de VT . On pose
uT =
∑
i=1,NT
uiφi + γψ.
Le proble`me discre´tise´ revient donc a` chercher
(us)i=1,NT ⊂ IRN et γ ∈ IR t.q.∑
j=1,NT
uj
∫
Ω
∇φj(x) · ∇φi(x)dx + γ
∫
Ω
∇ψ(x) · ∇φi(x)dx =
∫
Ω
f(x)φi(x)dx, ∀i = 1, NT∑
j=1,NT
uj
∫
Ω∇φi(x) · ∇ψ(x)dx + γ
∫
Ω∇ψ(x) · ∇ψ(x)dx =
∫
f(x)ψ(x)dx.
On obtient donc un syste`me line´aire de NT + 1 e´quations a` NT + 1 inconnues.
4.6 Exercices
’
Exercice 48 (Ele´ments finis P1 pour le proble`me de Dirichlet) Corrige´ en page 168
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Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me suivant :
−u′′(x) = f(x), x ∈]0, 1[,
u(0) = 0, u(1) = 0.
dont on a e´tudie´ une formulation faible a` l’exercice 35.
Soient N ∈ IN, h = 1/(N + 1) et xi = ih, pour i = 0, . . . , N + 1, et Ki = [xi, xi+1], pour i = 0, . . . , N .
Soit HN = {v ∈ C([0, 1], IR) t.q. v|Ki ∈ P1, i = 0, . . . , N , et v(0) = v(1) = 0}, ou` P1 de´signe l’ensemble des
polynoˆmes de degre´ infe´rieur ou e´gal a` 1.
1. Montrer que HN ⊂ H10 .
2. Pour i = 1, . . . , N , on pose :
φi(x) =
1−
|x− xi|
h
si x ∈ Ki ∪Ki−1,
0 sinon.
Montrer que φi ∈ HN pour tout i = 1, . . . , N et que HN est engendre´ par la famille {φ1, . . . , φN}.
3. Donner le syste`me line´aire obtenu en remplac¸antH parHN dans la formulation faible. Comparer avec le sche´ma
obtenu par diffe´rences finies.
Exercice 49 (Conditions aux limites de Fourier et Neumann) Corrige´ en page 169
Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me :
−u′′(x) + u(x) = f(x), x ∈]0, 1[,
u′(0)− u(0) = 0, u′(1) = −1. (4.26)
L’existence et l’unicite´ d’une solution faible ont e´te´ de´montre´es a` l’exercice 49 page 162. On s’inte´resse maintenant
a` la discre´tisation de (4.26).
e (3.40) 1. Ecrire une discre´tisation d par diffe´rences finies pour un maillage non uniforme. Ecrire le syste`me
line´aire obtenu.
2. Ecrire une discre´tisation de (4.26) par volumes finis pour un maillage non uniforme. Ecrire le syste`me line´aire
obtenu.
3. Ecrire une discre´tisation par e´le´ments finis conformes de type Lagrange P1 de (4.26) pour un maillage non
uniforme. Ecrire le syste`me line´aire obtenu.
Exercice 50 (Conditions aux limites de Fourier et Neumann, bis)
Soit f ∈ L2(]0, 1[). On s’inte´resse au proble`me : :{ −u′′(x)− u′(x) + u(x) = f(x), x ∈]0, 1[,
u(0) + u′(0) = 0, u(1) = 1
1. Ecrire une discre´tisation par e´le´ments finis conformes de type Lagrange P1 pour un maillage uniforme. Ecrire
le syste`me line´aire obtenu.
2. Ecrire une discre´tisation par volumes finis centre´s pour un maillage uniforme. Ecrire le syste`me line´aire obtenu.
3. Ecrire une discre´tisation par diffe´rences finies centre´s de pour un maillage uniforme. Ecrire le syste`me line´aire
obtenu.
4. Quel est l’ordre de convergence de chacune des me´thodes e´tudie´es aux questions pre´ce´dentes ?
Exercice 51 (Ele´ments finis pour un proble`me avec conditions mixtes)
Soit f ∈ L2(]0, 1[. On s’inte´resse ici au proble`me
−u′′(x) + u(x) = f(x), x ∈=]0, 1[,
u(0) = 0,
u′(1) = 0,
(4.27)
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Ce proble`me est un cas particulier du proble`me (3.43) e´tudie´ a` l’exercice 41 page 119 page 119, en prenant : Ω =
]0, 1[, p ≡ 1 et q ≡ 1, Γ0 = {0}, Γ1 = {1}, g0 ≡ 0, g1 ≡ 0 et σ = 0.
On s’inte´resse ici a` la discre´tisation du proble`me (4.27). Soient N ∈ IN, h = 1 (N + 1) et xi = ih, pour
i = 0, . . . , N + 1, et Ki = [xi, xi+1], pour i = 0, . . . , N . On cherche une solution approche´e de (4.27), note´e uh,
en utilisant les e´le´ments finis (Ki, {xi, xi+1}, P1)Ni=0.
1. De´terminer l’espace d’approximation Vh. Montrer que les fonctions de base globales sont les fonctions Φi de
[0,1] dans IR de´finies par Φi(x) = (1− |x−xi|h )+, pour i = 1, . . . , N + 1.
2. Construire le syste`me line´aire a` re´soudre et comparer avec les syste`mes obtenus par diffe´rences finies et volumes
finis.
3 A-t-on u′h(1) = 0 ?
Exercice 52 (Ele´ments finis pour un proble`me de re´action-diffusion)
Soit α un re´el positif ou nul, et f est une fonction continue. On conside`re le proble`me suivant
−u′′(x) + αu(x) = f(x), x ∈]0, 1[,
u′(0) = u(0),
u′(1) = 0.
(4.28)
ou` u′′ de´signe la de´rive´e seconde de u par rapport a` x.
Dans toute la suite, on conside`re une subdivision uniforme de l’intervalle [0, 1] : on note h = 1/N ou` N ≥ 2 est
un entier fixe´. On pose xi = ih, pour i = 0, . . . , N.
1. Formulation variationnelle
1.1 Ecrire une formulation variationnelle de (4.28).
———————————————————————————————-
Soit v une fonction suffisamment re´gulie`re, on multiplie la premie`re e´quation de (4.28) par v et on inte`gre sur
]0, 1[. En effectuant des inte´grations par parties et en tenant compte des conditions aux limites, on obtient :∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx.
Pour que les inte´grales aient un sens, il suffit de prendre u, v ∈ H1(]0, 1[), auquel cas les fonctions sont continues
et donc les valeurs u(0) et v(0) ont aussi un sens. On en de´duit qu’une formulation faible est
u ∈ H1(]0, 1[)∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx, ∀v ∈ H1(]0, 1[).
On en de´duit que la formulation variationnelle est
Trouver u ∈ H1(]0, 1[);
J(u) = min
v∈H
J(v),
avec J(v) = 12a(v, v)−T (v), ou` a est la forme biline´aire de´finie par a(u, v) =
∫ 1
0
u′(x)v′(x) dx+α
∫ 1
0
u(x)v(x) dx+
u(0)v(0) et T la forme line´aire continue de´finie par T (v) =
∫ 1
0 f(x)v(x) dx.
———————————————————————————————-
1.2. On conside`re le proble`me
u ∈ H1(]0, 1[)∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx, ∀v ∈ H1(]0, 1[). (4.29)
1.2.a De´terminer le proble`me aux limites dont la formulation faible est (4.29).
———————————————————————————————-
Supposons u re´gulie`re, et prenons d’abord v ∈ C1c (]0, 1[). On a alors
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∫ 1
0
u′(x)v′(x) dx+ α
∫ 1
0
u(x)v(x) dx+ u(0)v(0) =
∫ 1
0
f(x)v(x) dx
et donc en inte´grant par parties :∫ 1
0
(−u′′(x) + αu(x)− f(x))v(x) dx = 0.
Comme ceci est vrai pout toute fonction v ∈ Cc(]0, 1[), on en de´duit que−u′′(x) + αu(x) = f(x), x ∈]0, 1[.
Prenons maintenant v ∈ H1(]0, 1[), en inte´grant par parties et tenant compte de ce qui pre´ce`de, on obtient
(−u′(0) + u(0))v(0) + u′(1)v(1) = 0.
Comme ceci est vrai pout toute fonction v ∈ H1(]0, 1[), on en de´duit que u ve´rifie (4.28).
———————————————————————————————-
1.2.b. Montrer que si α > 0, (4.29) admet une unique solution.
———————————————————————————————-
On peut appliquer le lemme de Lax Milgram ; en effet,
– la forme line´aire T est continue car |T (v)| = | ∫ 10 f(x)v(x)| dx ≤ ‖f‖L2‖v‖L2 par l’ine´galite´ de Cauchy–
Schwarz, et donc |T (v)| ≤ C‖v‖L2 avec C = ‖f‖L2 .
– la forme biline´aire a (qui est e´videmment syme´trique, ce qui n’est d’ailleurs pas ne´cessaire pour appliquer
Lax-Milgram) est continue ; en effet :
|a(u, v)| ≤ ‖u′‖L2‖v′‖L2 + α‖u‖L2‖v‖L2 + |u(0)||v(0)|;
or pour tout x ∈]0, 1[ v(0) = v(x) + ∫ x
0
v′(t)dt et donc par ine´galite´ triangulaire et par Cauchy–Schwarz, on
obtient que |v(0)| ≤ |v(x)| + ‖v′‖L2 . En inte´grant cette ine´galite´ entre 0 et 1, on obtient
|v(0)| ≤ ‖v‖L1 + ‖v′‖L2 ≤ ‖v‖L2 + ‖v′‖L2 ≤ 2‖v‖H1 .
La meme ine´galite´ est e´videmment vraie pour u(0). On en de´duit que :
a(u, v) ≤ ‖u′‖L2‖v′‖L2 + α‖u‖L2‖v‖L2 + 4‖u‖H1‖v‖H1
≤ ‖u‖H1‖v‖H1 + α‖u‖H1‖v‖H1 + 4‖u‖H1‖v‖H1
≤ (5 + α)‖u‖H1‖v‖H1 ,
ce qui prouve que a est continue.
Montrons maintenant que a est coercive. Dans le cas ou` α > 0, ceci est facile a` ve´rifier, car on a
a(u, u) =
∫ 1
0
u′(x)2 dx+ α
∫ 1
0
u(x)2 dx+ u(0)2 ≥ min(α, 1)‖u‖2H1 .
Par le lemme de Lax -Milgram, on peut donc conclure a` l’existence et l’unicite´ de la solution de (4.29).
———————————————————————————————-
(pour les braves : on peut de´montrer que ceci est encore vrai pour α = 0 en appliquant l’ine´galite´ de Poincare´ a`
la fonction v − v(0)).
———————————————————————————————-
Dans le cas ou` α = 0, on applique l’ine´galite´ de Poincare´ a` la fonctionw = u−u(0), ce qui est licite car w(0) = 0 ;
on a donc : ‖w‖L2 ≤ ‖w′‖L2 , et donc ‖u′‖L2 ≥ ‖u−u(0)‖L2.On en de´duit que a(u, u) ≥ ‖u−u(0)‖2L2+u(0)2 ≥
1
2‖u‖2L2 .
On e´crit alors que
a(u, u) =
1
2
a(u, u) +
1
2
a(u, u)
≥ 1
2
‖u′‖2L2 +
1
4
‖u‖2L2
≥ 1
4
‖u‖2H1 ,
ce qui montre que la forme biline´aire a est encore coercive.
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2. Discre´tisation par e´le´ments finis.
Soit Vh l’ensemble des fonctions continues sur [0, 1] dont la restriction a` chaque intervalle [xi, xi+1] est affine pour
0 ≤ i ≤ N − 1.
2.1 Quelle est la dimension de Vh ?
———————————————————————————————-
Une base de l’espace Vh est la famille des fonctions dites “chapeau”, de´finies par
ϕi(x) = min
(
1
h
(x− xi−1)+, ( 1
h
(xi+1 − x)+
)
pour i = 1, . . . , N − 1,
ϕ1(x) =
1
h
(x1 − x)+,
ϕN (x) =
1
h
(x− xN+1)+.
On en de´duit que l’espace Vh est de dimension N + 1.
———————————————————————————————-
2.2. Donner la discre´tisation e´le´ments finis de (4.29).
———————————————————————————————-
Le proble`me discre´tise´ par e´le´ments finis s’e´crit :
uh ∈ Vh∫ 1
0
u′h(x)v
′
h(x) dx+ α
∫ 1
0
uh(x)vh(x) dx+ uh(0)vh(0) =
∫ 1
0
f(x)vh(x) dx, ∀vh ∈ Vh. (4.30)
———————————————————————————————-
2.3 Montrer que le proble`me discret ainsi obtenu admet une solution unique.
———————————————————————————————-
Comme on a effectue´ une discre´tisation par e´le´ments finis conformes, le lemme de Lax Milgram s’applique a`
nouveau.
———————————————————————————————-
2.4 Ecrire le proble`me discret sous la forme d’un syste`me line´aire AU = b en explicitant les dimensions des
vecteurs et matrice et en donnant leur expression.
———————————————————————————————-
Commenc¸ons par le second membre : B = (bi)0≤i≤N , avec bi =
∫ 1
0 f(x)φi(x)dx.
Calculons Ai,j = Aj,i = a(φi, φj) =
∫ 1
0
φ′i(x)φ
′
j(x) dx+α
∫ 1
0
φi(x)φj(x) dx+ φi(0)φj(0), pour i = 1, . . . , N .
En raison de la forme des fonctions de base (φi)i=0,N les seuls termes non nuls sont les termes Ai−1,i, Ai,i et
Ai,i+1. Apre`s calculs, on obtient :
A =

1
h +
αh
3 + 1 − 1h + αh6 0 0 . . . 0
− 1h + αh6 2h + 2αh3 − 1h + αh6
.
.
. 0
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 . . . 0 − 1h + αh6 2h + 2αh3 − 1h + αh6
0 . . . 0 − 1h + αh6 1h + αh3

———————————————————————————————-
2.5 Pour les braves : donner une borne supe´rieure de l’erreur ‖uh − u‖H1(0,1).
———————————————————————————————-
Soit u ∈ H1(]0, 1[) une solution de (4.29). Alors −u′′ = f − αu au sens des distibutions, mais comme f ∈
L2(]0, 1[) et u ∈ L2(]0, 1[), on en de´duit que u ∈ H2(]0, 1[). On peut donc appliquer les re´sultats du cours. On
a vu en cours que si uI l’interpole´e de u dans Vh, On a ‖u − uh‖L2(0,1) ≤ C‖u − uI‖L2(0,1) ou` C est la racine
carre´e du rapport de la constante de continuite´ sur la constante de coercivite´, c.a`.d. C =
√
5+α
min(α,1) . De plus, on a
aussi vu que si u ∈ H2(]0, 1[), l’erreur d’interpolation est d’ordre h ; plus pre´cise´ment, on a :
‖u− uI‖2L2(0,1) ≤ (1 + h2)h2‖u′′‖2L2(0,1)
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On en de´duit que
‖uh − u‖H1(0,1) ≤
√
5 + α
min(α, 1)
√
1 + h2‖u′′‖L2(0,1)h.
Exercice 53 (Ele´ments finis Q1) Corrige´ en page 172
On conside`re le rectangle Ω de sommets (−1, 0), (2, 0), (−1, 1), (2, 1). On s’inte´resse a` la discre´tisation par
e´le´ments finis de l’espace fonctionnelH1(Ω).
I. On choisit de de´couperΩ en deux e´le´ments e1 et e2 de´finis par les quadrilate`res de sommets respectifsM1(−1, 1),
M2(0, 1), M5(1, 0), M4(−1, 0) et M2(0, 1), M3(2, 1), M6(2, 0), M5(1, 0).
On prend comme noeuds les points M1, . . . ,M6 et comme espace par e´le´ment l’ensemble des polynoˆmes Q1. On
note Σ1 = {M4,M5,M2,M1} et Σ2 = {M5,M6,M3,M2}.
On a donc construit la discre´tisation {(e1,Σ1, Q1), (e2,Σ2, Q1)}.
I.1 Montrer que les e´le´ments (e1,Σ1, Q1) et (e2,Σ2, Q1) sont des e´le´ments finis de Lagrange.
I.2. Montrer que l’espace de dimension finie correspondant a` cette discre´tisation n’est pas inclus dans H1(Ω)
(construire une fonction de cet espace dont la de´rive´e distribution n’est pas dansL2). Quelle est dans les hypothe`ses
appele´es en cours “cohe´rence globale” celle qui n’est pas ve´rifie´e ?
II. On fait le meˆme choix des e´le´ments et des noeuds que dans I. On introduit comme e´le´ment de re´fe´rence e le
carre´ de sommets (±1,±1), Σ est l’ensemble des sommets de e et P = Q1.
II.1. Quelles sont les fonctions de base locales de (e,Σ, P ). On note ces fonctions Φ1, . . . ,Φ4.
II.2 A partir des fonctions Φ1, . . . ,Φ4, construire des bijections F1 et F2 de e dans e1 et e2. Les fonctions F1 et F2
sont elles affines ?
II.3 On note Pei = {f : ei → IR, f ◦ Fi|e ∈ Q1}, pour i = 1, 2, ou` les Fi sont de´finies a` la question pre´ce´dente.
Montrer que les e´le´ments (e1,Σ1, Pe1) et (e2,Σ2, Pe2) sont des e´le´ments finis de Lagrange et que l’espace vectoriel
construit avec la discre´tisation {(e1,Σ1, Pe1), (e2,Σ2, Pe2)} est inclus dans H1(Ω) (i.e. ve´rifier la “cohe´rence
globale” de´finie en cours). On pourra pour cela montrer que si S = e1 ∩ e2 = {(x, y);x + y = 1}, alors
{f |S, f ∈ Pei} = {f : S → IR; f(x, y) = a+ by, a, b ∈ IR}.
Exercice 54 (Ele´ments affine–e´quivalents) Corrige´ en page 174
Soit Ω un ouvert polygonal de IR2, et T un maillage de Ω.
Soient (K¯, Σ¯, P¯ ) et (K,Σ, P ) deux e´le´ments finis de Lagrange affine - e´quivalents. On suppose que les fonctions
de base locales de K¯ sont affines.
Montrer que toute fonction de P est affine.
En de´duire que les fonctions de base locales de (K,Σ, P ) affines.
Exercice 55 (Ele´ments finis P2 en une dimension d’espace)
On veut re´soudre nume´riquement le proble`me aux limites suivant
−u′′(x) + u(x) = x2, 0 < x < 1
u(0) = 0,
u′(1) = 1.
(4.31)
1. Donner une formulation faible du proble`me (4.31)
2. De´montrer que le proble`me (4.31) admet une unique solution.
3. On partage l’intervalle ]0, 1[ en N intervalles e´gaux et on approche la solution par une me´thode d’e´le´ments finis
de degre´ 2. Ecrire le syste`me qu’il faut re´soudre.
Exercice 56 (Ele´ments finis P1 sur maillage triangulaire) Corrige´ en page 175
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On veut re´soudre nume´riquement le proble`me
−∆u(x, y) = f(x, y), (x, y) ∈ D = (0, a)× (0, b),
u(x, y) = 0, (x, y) ∈ ∂D,
ou` f est une fonction donne´e, appartenant a` L2(D). Soient M,N deux entiers. On de´finit
∆x =
a
M + 1
,∆y =
b
N + 1
et on pose
xk = k∆x, 0 ≤ k ≤M + 1, yl − l∆y, 0 ≤ l ≤ N + 1
On note
T 0k+1/2,l+1/2 le triangle de sommets (xk, yl), (xk+1, yl), (xk+1, yl+1),
T 1k+1/2,l+1/2 le triangle de sommets (xk, yl), (xk, yl+1), (xk+1, yl+1).
Ecrire la matrice obtenue en discre´tisant le proble`me avec les e´le´ments finis triangulaires line´aires (utilisant le
maillage pre´ce´dent).
Exercice 57 (Inte´gration nume´rique) Corrige´ en page 177
1. Ve´rifier que l’inte´gration nume´rique a` un point de Gauss, donne´ par le centre de gravite´ du triangle, sur l’e´le´ment
fini P1 sur triangle, est exacte pour les polynoˆmes d’ordre 1.
2. Ve´rifier que l’inte´gration nume´rique a` trois points de Gauss de´finis sur le trangle de re´re´rence par p1 =
(
1
2
, 0
)
,
p2 =
(
1
2
,
1
2
)
, p3 =
(
0,
1
2
)
. avec les poids d’inte´gration ω1 = ω2 = ω3 =
1
6
, est exacte pour les polynoˆmes
d’ordre 2.
Exercice 58 (Ele´ments finis Q2) Corrige´ en page 177
On note C le carre´ [0, 1]× [0, 1] de sommets
a1 = (0, 0), a2 = (1, 0), a3 = (1, 1), a4 = (0, 1).
On note
a5 = (1/2, 0), a6 = (1, 1/2), a7 = (1/2, 1), a8 = (0, 1/2), a9 = (1/2, 1/2)
et ∑
= {ai, 1 ≤ i ≤ 8}.
1. Montrer que pour tout p ∈ P2
4∑
i=1
p(ai)− 2
8∑
i=5
p(ai) + 4p(a9) = 0.
2. En de´duire une forme line´aire φ telle que si p ∈ P = {p ∈ Q2, φ(p) = 0} et p(ai) = 0 pour i = 1, . . . 8, alors
p = 0. 3. Calculer les fonctions de base de l’e´le´ment fini (C,P,Σ), avec Σ = {a1, . . . , a8}.
Exercice 59 (Ele´ments finis Q∗2)
Soit C = [−1, 1]× [−1, 1]. On note a1, . . . , a8 les noeuds de C, de´finis par
a1 = (−1,−1), a2 = (1,−1), a3 = (1, 1), a4 = (−1, 1),
a5 = (0,−1), a6 = (1, 0), a7 = (0, 1), a8 = (−1, 0).
On rappelle que Q2 = V ect{1, x, y, xy, x2, y2, x2y, xy2, x2y2} et que dim Q2 = 9. On note Q∗2 l’espace de
polynoˆme engendre´ par les fonctions {1, x, y, xy, x2, y2, x2y, xy2}.
a) Construire (ϕ∗i )i=1,...,8 ⊂ Q∗2 tel que
ϕ∗j (ai) = δij ∀i, j = 1, . . . , 8.
b) Montrer que Σ est Q∗2-unisolvant, avec Σ = {a1, . . . , a8}.
c) Soit S = [−1, 1] × {1}, ΣS = Σ ∩ S, et soit P l’ensemble des restrictions a` S des fonctions de Q∗2, i.e.
P = {f |S; f ∈ Q∗2}. Montrer que ΣS est P -unisolvant. La proprie´te´ est elle vraie pour les autres areˆtes de C ?
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4.7 Corrige´s des exercices
Exercice 48 page 161
1.Soit v ∈ HN , comme HN ⊂ C([0, 1]), on a v ∈ L2(]0, 1[). D’autre part, comme v|Ki ∈ P1, on a v|Ki(x) =
αix+ βi, avec αi, βi ∈ IR. Donc v admet une de´rive´e faible dans L2(]0, 1[), et Dv|Ki = αi on a donc :
‖Dv‖L2 ≤ max
i=1,...,N
|αi| < +∞.
De plus v(0) = v(1) = 0, donc v ∈ H10 (]0, 1[).
On en de´duit que HN ⊂ H10 (]0, 1[).
2. On a :
φi(x) =

1− x− xi
h
si x ∈ Ki
1 +
x− xi
h
si x ∈ Ki−1
0 si x ∈]0, 1[Ki ∪Ki−1
On en de´duit que φi|Kj ⊂ P1 pour tout j = 0, . . . , N .
De plus, les fonctions φi sont clairement continues. Pour montrer que φi ∈ HN , il reste a` montrer que φi(0) =
φi(1) = 0. Ceci est imme´diat pour i = 2, . . . , N − 1, car dans ce cas φi|K0 = φi|KN+1 = 0. On ve´rifie alors
facilement que φ1(0) = 1− hh = 0 et φN (1) = 0.
Pour montrer que HN = V ect{φ1, . . . , φN}, il suffit de montrer que {φ1, . . . , φN} est une famille libre de HN .
En effet, si
N∑
i=1
aiφi = 0, alors en particulier
N∑
i=1
aiφi(xk) = 0, pour k = 1, . . . , N , et donc ak = 0 pour
k = 1, . . . , N .
3. Soit u =
N∑
j=1
ujφj solution de
a(u, φi) = T (φi) ∀i = 1, . . . , N.
La famille (uj)j=1,...,N est donc solution du syste`me line´aire
N∑
j=1
Ki,juj = Gi i = 1, . . . , N
ou` Ki,j = a(φj , φi) et Gi = T (φi). CalculonsKi,j et Gi ; on a :
Ki,j =
∫ 1
0
φ′j(x)φ
′
i(x)dx ; or φ
′
i(x) =

1
h
si x ∈]xi−1xi[
− 1
h
si x ∈]xi, xi+1[,
0 ailleurs
On en de´duit que :
Ki,i =
∫ 1
0
(φ′i(x))
2dx = 2h
1
h2
=
2
h
pour i = 1, . . . , N,
Ki,i+1 −
∫ 1
0
φ′i(x)φ
′
i+1(x)dx = −h×
1
h2
= − 1
h
, pour i = 1, . . . , N − 1,
Ki,i−1 =
∫ 1
0
φ′i(x)φ
′
i−1(x)dx = −
1
h
pour i = 2, . . . , N,
Ki,j = 0 pour |i− j| > 1.
Calculons maintenant Gi :
Gi =
∫ xi+1
xi−1
f(x)φi(x)dx
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Si f est constante, on a alors Gi = f
∫ xi+1
xi−1
φi(x)dx = hf . Si f n’est pas constante, on proce`de a` une inte´gration
nume´rique. On peut, par exemple, utiliser la formule des trape`zes pour le calcul des inte´grales
∫ xi
xi−1
f(x)φi(x)dx
et
∫ xi+1
xi
f(x)φi(x)dx. On obtient alors :
Gi = hf(xi).
Le sche´ma obtenu est donc : {
2ui − ui−1 − ui+1 = h2f(xi) i = 1, . . . , N
u0 = uN+1 = 0
C’est exactement le sche´ma diffe´rences finis avec un pas constant h.
Exercice 49 page 162
1. Soit (xi)i=1,...,N+1 une discre´tisation de l’intervalle [0, 1], avec 0 = x0 < x1 < · · ·xi < xi+1 < xN <
xN+1 = 1. Pour i = 1, . . . , N , on pose hi+ 12 = xi+1 − xi. L’e´quation (4.26) au point xi s’e´crit :
−u′′(xi) + u(xi) = f(x)
On e´crit les de´veloppements de Taylor de u(xi+1) et u(xi−1) :
u(xi+1) = u(xi) + hi+ 12u
′(xi) +
1
2
h2i+ 12
u′′(xi) +
1
6
h3i+ 12
u′′′(ζi), avec ζi ∈ [xi, xi+1],
u(xi−1) = u(xi)− hi− 12u
′(xi) +
1
2
h2i− 12u
′′(xi)− 1
6
h3i− 12u
′′′(θi), avec θi ∈ [xi−1, xi],
En multipliant la premie`re e´galite´ par hi− 12 , la deuxie`me par hi+ 12 et en additionnant :
u′′(xi) =
2
hi+ 12hi− 12 (hi+ 12 + hi− 12 )
[
hi− 12 u(xi+1) + hi+ 12u(xi−1) + (hi+ 12 + hi− 12 )u(xi)
]
−1
6
h2
i+ 12
hi+ 12 + hi− 12
u′′′(ζi) +
1
6
h2
i− 12
hi+ 12 + hi− 12
u′′′(θi).
En posant γi = 2h
i+1
2
h
i− 1
2
(h
i+1
2
+h
i− 1
2
) , on de´duit donc l’approximation aux diffe´rences finies suivante pour tous
les noeuds internes :
γi
[
hi− 12ui+1 + hi+ 12 ui−1 + (hi+ 12 + hi− 12 )ui
]
+ ui = f(xi), i = 1, . . . , N.
La condition de Fourier en 0 se discre´tise par
u1 − u0
h 1
2
− u0 = 0,
et la condition de Neumann en 1 par :
uN+1 − uN
hN+ 12
= −1.
On obtient ainsi un syste`me line´aire carre´ d’ordre N + 1.
2. On prend maintenant une discre´tisation volumes finis non uniforme ; on se donneN ∈ IN? et h1, . . . , hN > 0 t.q.∑N
i=1 hi = 1. On pose x 12 = 0, xi+ 12 = xi− 12 +hi, pour i = 1, . . . , N (de sorte que xN+ 12 = 1), hi+ 12 =
hi+1+hi
2 ,
pour i = 1, . . . , N − 1, et fi = 1hi
∫ x
i+1
2
x
i− 1
2
f(x)dx, pour i = 1, . . . , N .
En inte´grant la premie`re e´quation de (4.26), et en approchant les flux u′(xi+ 12 ) par le flux nume´rique Fi+ 12 , on
obtient le sche´ma suivant :
Fi+ 12 − Fi− 12 + hiui = hifi, i ∈ {1, . . . , N}, (4.32)
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ou` (Fi+ 12 )i∈{0,...,N} donne´ en fonction des inconnues discre`tes (u1, . . . , uN) par les expressions suivantes, tenant
compte des conditions aux limites :
Fi+ 12 = −
ui+1 − ui
hi+ 12
, = i ∈ {1, . . . , N − 1}, (4.33)
F 1
2
= −u1 − u0x1
2
, (4.34)
F 1
2
− u0 = 0 (4.35)
FN+ 12 = −1. (4.36)
Notons que u0 peut eˆtre e´limine´ des e´quations (4.34) et(4.35). On obtient ainsi un syste`me line´aire de N e´quations
a` N inconnues :
−u2 − u1
h 3
2
+
u1
1− x12
+ h1u1 = h1f1, (4.37)
−ui+1 − ui
hi+ 12
+
ui − ui−1
hi− 12
+ hiui = hifi, i ∈ {2, . . . , N − 1}, (4.38)
−1 + uN − uN−1
hN− 12
+ hNuN = hNfN , (4.39)
3. Comme pour les diffe´rences finies, on se donne (xi)i=1,...,N+1 une discre´tisation de l’intervalle [0, 1], avec
0 = x0 < x1 < · · ·xi < xi+1 < xN < xN+1 = 1. Pour i = 1, . . . , N , on pose hi+ 12 = xi+1 − xi et
Ki+ 12 = [xi, xi+1], pour i = 0, . . . , N . On de´finit l’espace d’approximation HN = {v ∈ C([0, 1], IR) t.q.
v|K
i+1
2
∈ P1, i = 0, . . . , N}, ou` P1 de´signe l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a` 1. Remarquons
que l’on a bien HN ⊂ H .
Pour i = 1, . . . , N , on pose :
φi(x) =
1
h i− 12
(x− xi−1) si x ∈ Ki− 12 ,
φi(x) =
1
h i+ 12
(xi+1 − x) si x ∈ Ki+ 12 ,
φi(x) = 0 sinon,
(4.40)
et on pose e´galement
φN+1(x) =
1
hN+ 12
(x− xN ) si x ∈ KN+ 12 ,
φN+1(x) = 0 sinon,
(4.41)
φ0(x) =
1
h 1
2
(x1 − x) si x ∈ K 1
2
,
φ0(x) = 0 sinon,
(4.42)
On ve´rifie facilement que φi ∈ HN pour tout 0 = 1, . . . , N + 1 et que HN = V ect{φ0, . . . , φN+1}.
La formulation e´le´ments finis s’e´crit alors :
u(N) ∈ HN ,
a(u(N), v) = T (v), ∀v ∈ HN , (4.43)
Pour construire le syste`me line´aire a` re´soudre, on prend successivement v = φi, i = 0, . . . , N + 1 dans (4.43).
Soit u(N) =
N+1∑
j=0
ujφj solution de
a(u(N), φi) = T (φi) ∀i = 0, . . . , N + 1.
La famille (uj)j=0,...,N+1 est donc solution du syste`me line´aire
N∑
j=0
Ki,juj = Gi i = 0, . . . , N + 1,
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ou` Ki,j = a(φj , φi) et Gi = T (φi). Calculons Ki,j et Gi ; on a : Kij =
∫ 1
0
φ′j(x)φ
′
i(x)dx +
∫ 1
0
φj(x)φi(x)dx.
Or
φ′i(x) =

1
hi− 12
si x ∈]xi−1xi[
− 1
hi+ 12
si x ∈]xi, xi+1[
0 ailleurs.
Donc si 1 ≤ i = j ≤ N , on a
Ki,i =
∫ 1
0
(φ′i(x))
2dx+
∫ 1
0
(φi(x))
2dx =
1
hi− 12
+
1
hi+ 12
+
hi− 12
3
+
hi+ 12
3
.
Si i = j = N + 1, alors
KN+1,N+1 =
∫ 1
0
(φ′N+1(x))
2dx+
∫ 1
0
(φN+1(x))
2dx =
1
hN+ 12
+
hN+ 12
3
.
Si i = j = 0, alors
K0,0 =
∫ 1
0
(φ′0(x))
2dx+
∫ 1
0
(φ0(x))
2dx+ φ20 =
1
h 1
2
+
h 1
2
3
+ 1.
Si 0 ≤ i ≤ N et j = i+ 1, on a :
Ki,i+1 =
∫ 1
0
φ′i(x)φ
′
i+1(x)dx +
∫ 1
0
φi(x)φi+1(x)dx = −hi+ 12 ×
1
h2
i+ 12
+
hi+ 12
2
−
hi+ 12
3
= − 1
hi+ 12
+
hi+ 12
6
.
La matrice e´tant syme´trique, si 2 ≤ i ≤ N + 1 et j = i− 1, on a :
Ki,i−1 = Ki−1,i = − 1
hi− 12
+
hi− 12
6
.
Calculons maintenant Gi.
Gi =
∫ xi+1
xi−1
f(x)φi(x)dx + φi(1).
Si f est constante, on a alors Gi = f
∫ xi+1
xi−1
φi(x)dx + φi(1) =
1
2
(hi− 12 + hi+ 12 )f + φi(1).
Si f n’est pas constante, on proce`de a` une inte´gration nume´rique. On peut, par exemple, utiliser la formule des
trape`zes pour le calcul des inte´grales
∫ xi
xi−1
f(x)φi(x)dx et
∫ xi+1
xi
f(x)φi(x)dx. On obtient alors :
Gi = 1
2
(hi− 12 + hi+ 12 )f(xi) + φi(1).
Le sche´ma obtenu est donc :
( 1h
i− 1
2
+ 1h
i+1
2
+
h
i− 1
2
3 +
h
i+1
2
3 )ui + (
h
i− 1
2
6 − 1h
i− 1
2
)ui−1 + (
h
i+1
2
6 − 1h
i+1
2
)ui+1
= 12 (hi− 12 + hi+ 12 )f(xi) i = 1, . . . , N
( 1h 1
2
+
h 1
2
3 + 1)u0 + (
1
h
i+1
2
+
h
i+1
2
6 )u1 =
1
2h 12 f(x0)
( 1h
N+1
2
+
h
N+1
2
3 )uN+1(
h
N+1
2
6 − 1h
N+1
2
= 12hN+ 12 f(xN+1) + 1.
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Correction de l’exercice 53 page 166
I.1. On note x, y les deux variables de IR2. L’espaceQ1 est l’ensemble des polynoˆmes de la forme a+bx+cy+dxy
avec a, b, c, d ∈ IR. On a donc dim Q1 = 4 = Card Σ1 = Card Σ2 pour montrer que (e1,Σ1, Q1) est un e´le´ment
fini de Lagrange, il suffit de montrer que f ∈ Q1 et f |Σ1 = 0 implique f = 0. Soient donc a, b, c, d,∈ IR. On pose
f(x, y) = a+ bx+ cy + dxy pour (x, y) ∈ e1 et on suppose que f |Σ1 = 0, c’est a` dire : f(−1, 1) = 0, f(0, 1) =
0, f(1, 0) = 0 et f(−1, 0) = 0. On a donc : 
a− b+ c− d = 0
a+ c = 0
a+ b = 0
a− b = 0
Les deux dernie`res e´quations donnent que a = b = 0, la troisie`me donne alors que c = 0, et la premie`re donne
enfin que d = 0. On a donc montre´ que f = 0. On en de´duit que (e1,Σ1, Q1) est un e´le´ment fini de Lagrange. Pour
montrer que (e2,Σ2, Q1) est un e´le´ment fini de Lagrange, on proce`de de la meˆme fac¸on : soient a, b, c, d ∈ IR et
f(x, y) = a + bx + cy + dxy pour (x, y) ∈ e2. On suppose que f |Σ2 = 0, c’est a` dire : f(0, 1) = 0, f(2, 1) =
0, f(2, 0) = 0 et f(1, 0) = 0. On a donc : 
a+ c = 0
a+ 2b+ c+ 2d = 0
a+ 2b = 0
a+ b = 0
Les deux dernie`res e´quations donnent a = b = 0, la premie`re donne alors c = 0 et, finalement, la quatrie`me donne
d = 0. On a donc montre´ que f = 0. On en de´duit que (e2,Σ2, Q1) est un e´le´ment fini de Lagrange.
I.2. L’espace (de dimension finie) associe´ a` cette discre´tisation est engendre´ par les six fonctions de base globales.
On va montrer que la fonction de base associe´e a` M1 (par exemple) n’est pas dans H1(Ω). On note φ1 cette
fonction de base. On doit avoir φ1|e1 ∈ Q1, φ1|e2 ∈ Q1 et φ1(M1) = 1, φ1(Mi) = 0 si i 6= 1. On en de´duit que
φ1 = 0 sur e2 et φ1(x, y) = −xy si (x, y) ∈ e1. On a bien φ1 ∈ L2(Ω) mais on va montrer maintenant que φ1 n’a
pas de de´rive´e faible dans L2(Ω) (et donc que φ1 6∈ H1(Ω)). On va s’inte´resser a` la de´rive´e faible par rapport a` x
(mais on pourrait faire un raisonnement similaire pour la de´rive´e faible par rapport a` y). On suppose que φ1 a une
de´rive´e faible par rapport a` x dans L2(Ω) (et on va montrer que ceci me`ne a` une contradiction). Supposons donc
qu’il existe une fonction ψ ∈ L2(Ω) telle que
I =
∫ 2
−1
∫ 1
0
φ1(x, y)
∂ϕ
∂x
(x, y)dxdy =
∫ 2
−1
∫ 1
0
ψ(x, y)ϕ(x, y)dxdy, pour tout ϕ ∈ C∞c (Ω). (4.44)
Soit ϕ ∈ C∞c (Ω), comme φ1 est nulle sur e2, on a I =
∫ ∫
e1
φ1(x, y)
∂ϕ
∂x
(x, y)dxdy et donc :
I =
∫ 1
0
(∫ 1−y
−1
(−xy)∂ϕ
∂x
(x, y)dx
)
dy.
Par inte´gration par parties, en tenant compte du fait que ϕ est a` support compact sur Ω, on obtient :
I =
∫ 1
0
[∫ 1−y
−1
y ϕ(x, y)dx − (1− y)yϕ(1 − y, y)
]
dy
=
∫ 1
0
∫ 2
−1
y1e1(x, y)ϕ(x, y)dx −
∫ 1
0
(1 − y)yϕ(1− y, y)dy.
En posant ψ˜(x, y) = −ψ(x, y) + y1e1(x, y) , on a ψ˜ ∈ L2(Ω) et :∫ 1
0
(1 − y)yϕ(1− y, y)dy =
∫ 2
−1
∫ 1
0
ψ˜(x, y)ϕ(x, y)dxdy. (4.45)
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Pour aboutir a` une contradiction, on va montrer que (4.45) est fausse pour certains ϕ ∈ C∞c (Ω). On remarque tout
d’abord qu’il existe ϕ ∈ C∞c (Ω) t.q. ∫ 1
0
(1− y)(y)ϕ(1 − y, y)dy > 0.
(Il suffit de choisir ϕ ∈ C∞c (Ω) t.q. ϕ ≤ 0 et ϕ(1−y, y) > 0 pour y =
1
2
, par exemple.) On se donne maintenant
une fonction ϕ ∈ C∞c (IR) t.q. ϕ(0) = 1 et ρ = 0 sur [−1, 1]c et on e´crit (4.45) avec ϕn au lieu de ϕ, ou` ϕn est
de´finie par :
ϕn(x, y) = ϕ(x, y)ρ(n(x + y − 1))
(noter que l’on a bien ϕn ∈ C∞c (Ω) car ρ ∈ C∞(IR) et ϕ ∈ C∞c (Ω)) On a donc∫ 1
0
(1− y)yϕn(1− y, y)dy =
∫ 2
−1
∫ 1
0
ψ˜(x, y)ϕn(x, y) dxdy.
Le terme de gauche de cette e´galite´ est inde´pendant de n et non nul car ϕn(1− y, y) = ϕ(1− y, y) pour tout n et
tout y ∈ [0, 1]. Le terme de droite tend vers 0 quand n→∞ par convergence domine´e car
ψ˜ϕn → 0 p.p., et |ψ˜ϕn| ≤ ‖ρ‖∞|ψ˜| |ϕ| ∈ L1(Ω).
Ceci donne la contradiction de´sire´e et donc que φ1 6∈ H1(Ω). L’hypothe`se non ve´rifie´e (pour avoir la cohe´rence
globale) est l’hypothe`se (4.7). En posant S = e¯1 ∩ e¯2, on a
Σ1 ∩ S = Σ2 ∩ S = {M2,M5},
et on a, bien suˆr,ϕ1|S = ϕ1|S mais on remarque que ({M2,M5}, Q1|S) n’est pas unisolvant car Card({M2,M5}) =
2 et dim(Q1|S) = 3.
II.1. Les quatre fonctions de base de (e,Σ, P ) sont :
φ1(x, y) =
1
4
(x+ 1)(y + 1)
φ2(x, y) = −1
4
(x+ 1)(y − 1)
φ3(x, y) = −1
4
(x− 1)(y + 1)
φ4(x, y) =
1
4
(x− 1)(y − 1).
II.2.
Construction de F1 Pour (x, y) ∈ e, on pose
F1(x, y) = M1φ3(x, y) +M2φ1(x, y) +M5φ2(x, y) +M4φ4(x, y),
ce qui donne
4F1(x, y) =
(−1
1
)
(1− x)(1 + y) +
(
0
1
)
(1 + x)(1 + y) +
(
1
0
)
(1 + x)(1 − y) +
(−1
0
)
(1− x)(1 − y)
et donc
4F1(x, y) =
(−1 + 3x− y − xy
2(1 + y)
)
.
Pour y ∈ [−1, 1] fixe´, la premie`re composante de F1(x, y) est line´aire par rapport a` x et F1(·, y) est une bijection
de [−1, 1]× {y} dans [−1, 1−y2 ]× { 1+y2 }. On en de´duit que F1 est une bijection de e dans e1.
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Construction de F2 Pour (x, y) ∈ e, on pose
F2(x, y) = M2φ3(x, y) +M3φ1(x, y) +M6φ2(x, y) +M5φ4(x, y),
ce qui donne
4F2(x, y) =
(
0
1
)
(1− x)(1 + y) +
(
2
1
)
(1 + x)(1 + y) +
(
2
0
)
(1 + x)(1 − y) +
(
1
0
)
(1− x)(1 − y)
et donc 4F2(x, y) =
(
5 + 3x− y + xy
2 + 2y
)
Pour y ∈ [−1, 1] fixe´, la premie`re composante de F2(x, y) est line´aire
par rapport a` x et F2(., y) est une bijection de [−1, 1]× {y} dans
[
1−y
2 , 2
]× {1+y2 } On en de´duit que F2 est une
bijection de e dans e2. Les fonctions F1 et F2 ne sont pas affines.
II.3. Les e´le´ments (e1,Σ1, Pe1 ) et (e2,Σ2, Pe2) sont les e´le´ments finis de Lagrange construits a` partir de l’e´le´ment
fini de Lagrange (e,Σ, P ) et des bijections F1 et F2 (de e dans e1 et de e dans e2), voir la proposition 4.10 page
141. Pour montrer que l’espace vectoriel construit avec (e1,Σ1, Pe1) et (e2,Σ2, Pe2) est inclus dans H1(Ω), il
suffit de ve´rifier la proprie´te´ de “cohe´rence globale” donne´e dans la proposition 4.11 page 142. On pose
S = e¯1 ∩ e¯2 = {(x, y) ∈ Ω¯, x+ y = 1}
= {(1− y, y), y ∈ [0, 1]}
On remarque tout d’abord que Σ1 ∩ S = Σ2 ∩ S = {M2,M5}. On de´termine maintenant Pe1|S et Pe2|S . Soit
f ∈ Pe1 . Soit (x, y) ∈ S (c’est a` dire y ∈ [0, 1] et x + y = 1) on a f(x, y) = f ◦ F1(1, 2y − 1). (On a
utilise´ ici le fait que F1({1} × [−1, 1]) = 5). Donc Pe1|S est l’ensemble des fonctions de S dans IR de la forme :
(x, y) 7→ g(1, 2y − 1), ou` g ∈ Q1, c’est a` dire l’ensemble des fonctions de S dans IR de la forme :
(x, y) 7→ α+ β + γ(2y − 1) + δ(2y − 1),
avec α, β, γ, et δ ∈ IR. On en de´duit que Pe1 |S est l’ensemble des fonctions de S dans IR de la forme (x, y) 7→
a+ by avec a, b ∈ IR. On a donc Pe1 |S = Pe2 |S . Ceci donne la condition (4.6) page 142. Enfin, la condition (4.7)
est bien ve´rifie´e, c’est a` dire (Σ1, Pe1 |S) est unisolvant, car un e´le´ment de Pe1 |S est bien de´termine´ de manie`re
unique par ses valeurs en (0, 1) et (1, 0).
Correction de l’exercice 54 page 166(Ele´ments affine–e´quivalents)
Si les fonctions de base de (K¯, Σ¯, P¯ ) sont affines, alors l’espace P¯ est constitue´ des fonctions affines, on peut donc
e´crire.
P¯ = {f¯ : K¯ → IR, x¯ = (x¯1, x¯2) 7→ f(x¯) = a1x¯1 + a2x¯2 + b}.
Comme (K¯, Σ¯, P¯ ) et ((K,Σ, P ) sont affines e´quivalents, on a par de´finition :
P = {f : K → IR; f = f¯ ◦ F−1, f¯ ∈ P¯},
ou` F est une fonction affine de K¯ dans K la fonction F−1 est donc aussi affine et s’e´crit donc sous la forme :
F−1(x) = F−1((x1, x2)) = (α1x1 + α1x2 ++γ, β1x1 + β2x2 + δ)
Donc si f = f¯ ◦ F−1 ∈ P , on a
f(x) = f¯ ◦ F−1((x1, x2))
= f¯ [(α1x1 + α2x2 + γ, β1x1 + β2x2 + δ)]
= A1x1 +A2x2 +B
ou` A1, A2 et B ∈ IR2. On en de´duit que f est bien affine. L’espace P est donc constitue´ de fonctions affines. Pour
montrer que les fonctions de base locales sont affines, il suffit de montrer que l’espace P est constitue´ de toutes les
fonctions affines. En effet, si f est affine, i.e. f(x1, x2) = A1x1 + A2x2 + B, avec A1, A2, B ∈ IR2, on montre
facilement que f¯ : f ◦ F ∈ P¯ , ce qui montre que f ∈ P .
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Exercice 56 page 166
La formulation faible du proble`me s’e´crit :
∫
D
∇u(x)∇v(x)dx =
∫
D
f(x)v(x)dx, ∀v ∈ H10 (Ω)
u ∈ H10 (Ω)
On note I = {(k, `), 1 ≤ k ≤ M, 1 ≤ ` ≤ N} noter que Card I = MN ). L’espace vectoriel de dimension
finie dans lequel on cherche la solution approche´e (en utilisant les e´le´ments finis sugge´re´s par l’e´nonce´) est donc
H = V ect {φi, i ∈ I}, ou` φi est la fonction de base globale associe´e au noeud i. Cette solution approche´e s’e´crit
u =
∑
j∈I
ujφj ou` la famille {uj, j ∈ I} est solution du syste`me line´aire :
∑
j∈I
aijuj = bi, ∀i ∈ I (4.46)
avec bi =
∫
D
f(x, y)φi(x, y)dxdy, pour tout i ∈ I et aij =
∫
D
∇φi(x, y)∇φj(x, y)dxdy, pour tout i.j ∈ I .
La matrice de ce syste`me line´aire est donc donne´e par le calcul de aij pour i, j ∈ I et un ordre de nume´rotation
des inconnues, plus pre´cise´ment, soit ϕ : I → {1, . . . ,MN} bijective. On note ψ la fonction re´ciproque de ϕ. Le
syste`me (4.46) peut alors s’e´crire :
MN∑
n=1
ai,ψ(n)uψ(n) = bi, ∀i ∈ I
ou encore :
MN∑
n=1
aψ(m),ψ(n)uψ(n) = bψ(m), ∀m ∈ {1, . . . ,MN},
{uj, j ∈ I} est donc solution de (4.46) si et seulement si uψ(n) = λn pour tout n ∈ {1, . . . ,MN} ou` λ =
(λ1, . . . , λMN ) ∈ IRMN est solution du syste`me line´aire :
Aλ = C
avec C = (C1, . . . , CMN ), Cm = bψ(m) pour tout m ∈ {1, . . . ,MN} et A = (Am,n)MNm,n=1 ∈ IRMN avec
Am,n = aψ(m),ψ(n) pour tout m,n ∈ {1, . . . ,MN}. Il reste donc a` calculer aij pour i, j ∈ I . Un examen de
support des fonctions φi et φj et le fait que le maillage soit a` pas constant nous montrent que seuls 4 nombres
diffe´rents peuvent apparaitrent dans la matrice :
1. i = j. On pose alors aii = α.
2. i = (k, `), j = (k ± 1, `). On pose alors aij = β.
3. i = (k, `), j = (k, `± 1). On pose alors aij = γ.
4. i = (k, `), j = (k + 1, `+ 1) ou (k − 1, `− 1). On pose alors aij = δ.
En dehors des quatre cas de´crits ci-dessus, on a ne´cessairement aij = 0 (car les supports de φi et φj sont disjoints).
Calculons maintenant α, β, γ et δ.
Calcul de β On prend ici i = (k, `) et j = (k + 1, `) On calcule tout d’abord
∫
T 0
∇φi − ∇φjdx avec T 0 =
T 0k+ 12 ,j+
1
2
. Un argument d’invariance par translation permet de supposer que xk = y` = 0. On a alors
φi(x, y) =
∆x− x
∆x
et φj(x, y)
x ∆y − y ∆x
∆x ∆y
,
de sorte que
∇φi(x, y)−∇φj(x, y) = −
(
1
∆x
)2
.
On a donc ∫
T 0
∇φi −∇φjdx = −
(
1
∆x
)2
∆x∆y
2
= − ∆y
2∆x
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Un calcul similaire donne l’inte´grale de∇φi · ∇φj sur le deuxie`me triangle commun aux supports de φi et φj . Sur
ce deuxie`me triangle, forme´ par les points (k, `), k + 1, `) et (k, `− 1) , note´ T 2, on a
φi(x, y) = 1− x∆y − y ∆x
∆x∆y
et φj(x, y) =
x
∆x
,
de sorte que
∇φi(x, y) · ∇φj(x, y) = −
(
1
∆x
)2
et
∫
T 2
∇φi(x, y) · ∇φj(x, y) dxdy = −
(
1
∆x
)2
∆x∆y
2
= − ∆y
2∆x
.
On a donc, finalement,
β =
∫
D
∇φi(x, y) · ∇φj(x, y) dxdy = −∆y
∆x
.
Calcul de γ Le calcul de γ est le meˆme que celui de β en changeant les roˆles de ∆x et ∆y, on obtient donc
γ = −∆x
∆y
Calcul de δ On prend ici i = (k, `) et j = (k+1, `+1). On a donc, en notant T 0 = T 0k+ 12 ,`+ 12 et T
1 = T 1k+ 12 ,`+
1
2
,
δ =
∫
T 0
∇φi(x, y) · ∇φj(x, y) dxdy +
∫
T 1
∇φi(x, y) · ∇φj(x, y) dxdy.
On peut supposer (par translation) que xk = 0 = y`. Sur T1 , on a alors φi(x, y) = ∆y − y
∆y
et φj(x, y) =
x
∆x
de
sorte que
∫
T 1
∇φi(x, y) · ∇φj(x, y) dxdy = 0 (car ∇φi · ∇φj = 0). En changeant les roˆles de x et y, on a aussi∫
T 0
∇φi(x, y) · ∇φj(x, y) dxdy = 0. On a donc δ = 0.
Calcul de α On prend ici i = j = (k, `). On peut toujours supposer que xk = y` = 0. En reprenant les notations
pre´ce´dentes, on a, par raison de syme´trie :
α =
∫
D
∇φi −∇φidx = 2
∫
T 0
|∇φi|2(x, y) dxdy + 2
∫
T 1
|∇φi|2(x, y) dxdy + 2
∫
T 2
|∇φi|2(x, y) dxdy.
Sur T 0, on a φi(x, y) =
∆x− x
∆x
et donc
∫
T 0
|∇φi|2(x, y) dxdy =
(
1
∆x
)2
∆x∆y
2
=
1
2
∆y
∆x
Sur T1, on a φ1(x, y) =
∆y − y
∆y
et donc
∫
T 2
|∇φi|2(x, y) dxdy =
[(
1
∆x
)2
+
(
1
∆y
)2]
∆x∆y
2
=
1
2
∆y
∆x
+
1
2
∆x
∆y
On en de´duit
α = 2
∆x
∆y
+ 2
∆y
∆x
.
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Exercice 57 page 167
1. Soit K le triangle de re´fe´rence, de sommets (0,0), (1,0) et (0,1). On veut montrer que si p est un polynoˆme de
degre´ 1, alors ∫ ∫
K
p(x, y) dxdy =
∫ ∫
K
dxdy p(xG, yG) (4.47)
ou` (xG, yG) est le centre de gravite´ de K . Comme K est le triangle de sommets (0,0), (1,0) et (0,1), on a xG =
yG =
1
3 . Pour montrer (4.47), on va le montrer pour p ≡ 1, pour p(x, y) = x et pour p(x, y) = y. On a∫ ∫
K
dxdy =
∫ 1
0
∫ 1−x
0
dydx =
1
2
.
On a donc bien (4.47) si p ≡ 1. Et∫ ∫
K
x dxdy =
∫ 1
0
x
∫ 1−x
0
dydx =
∫ 1
0
(x− x2) dx = 1
6
Or si p(x, y) = x, on a p(xG, yG) = 13 , et donc on a encore bien (4.47). Le calcul de
∫ ∫
K
y dxdy est identique ;
on a donc bien montre´ que l’inte´gration nume´rique a` un point de Gauss est exacte pour les polynoˆmes d’ordre 1.
2. On veut montrer que pour tout polynoˆme p de degre´ 2, on a :∫ ∫
K
p(x, y)dxdy = L(p), ou` on a pose´ L(p) = 1
6
(
p
(
1
2
, 0
)
+ p
(
1
2
,
1
2
)
+ p
(
0,
1
2
))
(4.48)
On va de´montrer que (4.48) est ve´rifie´ pour tous les monoˆmes de P2. Si p ≡ 1, on a L(p) = 12 , et (4.48) est bien
ve´rifie´e. Si p(x, y) = x, on a L(p) = 16 , et on a vu a` la question 1 que
∫ ∫
K
xdxdy = 16 . On a donc bien (4.48).
Par syme´trie, si p(x, y) = y ve´rifie aussi (4.48). Calculons maintenant I = ∫ ∫K xydxdy = ∫ 10 × ∫ 1−x0 ydydx.
On a donc
I =
∫ 1
0
× (1− x)
2
2
dx =
1
2
∫ 1
0
(x− 2x2 + x3)dx = 1
24
,
et si p(x, y) = xy, on a bien : L(p) = 16 × 14 . Donc (4.48) est bien ve´rifie´e. Il reste a` ve´rifier que (4.48) est ve´rifie´e
pour p(x, y) = x2 (ou p(x, y) = y2, par syme´trie). Or, J = ∫ ∫
K
x2dxdy =
∫ 1
0
x2
∫ 1−x
0
dydx =
∫ 1
0
(x2 − x3)dx.
Donc J = 13 − 14 = 112 . Et pour p(x, y) = x2, on a bien : L(p) = 16
(
1
4 +
1
4
)
= 112 .
Exercice 58 page 167
I. Comme p ∈ P2, p est de la forme : p(x, y) = a + bx + cy + dxy + αx2 + βy2, on a par de´veloppement de
Taylor (exact car p′′′ = 0) :
2p(a9)− p(a6)− p(a8) = pxx(a9) = α
2p(a9)− p(a5)− p(a7) = pyy(a9) = β
d’ou` on de´duit que
4p(a9)−
8∑
i=5
p(ai) = α+ β. (4.49)
De meˆme, on a :
2p(a5)− p(a1)− p(a2) = α
2p(a7)− p(a3)− p(a4) = α
2p(a6)− p(a2)− p(a3) = β
2p(a8)− p(a1)− p(a4) = β.
Ces quatre dernie`res e´galite´s entraıˆnent :
8∑
i=5
p(ai)−
4∑
i=1
p(ai) = α+ β (4.50)
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De (4.49) et (4.50), on de´duit que :
4∑
i=1
p(ai)− 2
8∑
i=5
p(ai) + 4p(a9) = 0.
2. La question pre´ce´dente nous sugge`re de choisir φ : Q2 → IR de´finie par
φ(p) =
4∑
i=1
p(ai)− 2
8∑
i=5
p(ai) + 4p(a9).
Soit p ∈ P tel que p(ai) = 0, i = 1, . . . , 8. Comme p ∈ Q2, p est une combinaison line´aire des fonctions
de base ϕ1, . . . , ϕ9, associe´es aux noeuds a1, . . . , a9, et comme p(ai) = 0, i = 1, . . . , 8, on en de´duit que
p = αϕ9, α ∈ IR. On a donc φ(p) = αφ(ϕ9) = 4α = 0, ce qui entraıˆne α = 0. On a donc p = 0.
3. Calculons les fonctions de base ϕ∗1, . . . , ϕ∗8 associe´es aux noeuds a1, . . . , a8 qui de´finissent Σ. On veut que
ϕ∗i ∈ P et ϕ∗i (aj) = δij pour i, j = 1, . . . , 8. Or ϕ9(aj) = 0 ∀i = 1, . . . , 8, et φ(ϕ9) = 4. Remarquons alors
que pour i = 1, a` 4 on a
p(ϕi) = 1, et donc si ϕ∗i = ϕi −
1
4
ϕ9,
on a p(ϕ∗i ) = 0 et ϕ
∗
i (aj) = δij pour j = 1, . . . , 8. De meˆme, pour i = 5 a` 8, on a p(ϕi) = −2, et donc si
ϕ∗i = ϕi +
1
2ϕ9, on a p(ϕ
∗
i = 0 et ϕ
∗
i (aj) = δij , pour j = 1, . . . , 8. On a ainsi trouve´ les fonctions de base de
l’e´le´ment fini (C,P ,Σ). Notons que cet e´le´ment fini n’est autre que l’e´le´ment fini (C,Q∗2,Σ) vu en cours (voir
paragraphe 4.2.3 page 147 et que Ker φ = P = Q∗2.
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Chapitre 5
Proble`mes hyperboliques
5.1 Une e´quation de transport
L’exemple type d’e´quation hyperbolique est l’e´quation de transport. Supposons par exemple, qu’on connaisse
l’emplacement d’une nappe de pe´trole due au de´gazement intempestif d’un supertanker au large des coˆtes, et
qu’on cherche a` pre´voir son de´placement dans les heures a` venir, par exemple pour la mise en oeuvre efficace de
barrages. On suppose connu v : IR2 × IR+ → IR2, le champ des vecteurs vitesse des courants marins, qui de´pend
de la variable d’espace x et du temps t ; ce champ de vecteurs est donne´ par exemple par la table des mare´es
(des exemples de telles cartes de courants sont donne´es en Figure 5.1). A t = 0, on connaıˆt ρ0(x) : la densite´
FIG. 5.1 – Exemples de cartes de courants marins au large de coˆtes de Bretagne (source : SHOM)
d’hydrocarbure initiale, et on cherche a` calculer ρ(x, t) = densite´ de d’hydrocarbure au point x et au temps t. On
e´crit alors l’e´quation de conservation de la masse :
ρt + div(ρv) = 0, (5.1)
ρ0(x) =
{
1 x ∈ A,
0 x ∈ Ac,
(5.2)
ou` A repre´sente le lieu initial de la nappe de pe´trole. Dans le cas d’un de´placement maritime, le vecteur v :
IR2 × IR+ → IR2, n’est e´videmment pas constant (la mare´e n’est pas la meˆme a` Brest qu’a` Saint Malo). De plus
le de´placement de la nappe de´pend e´galement du vent, qui affecte donc le vecteur v. On supposera pourtant ici,
pour simplifier l’expose´, que v soit constant en espace et en temps. Alors le proble`me (5.1) - (5.2) admet comme
solution :
ρ(x, t) = ρ0(x− vt), (5.3)
qui exprime le transport de la nappe a` la distance vt du point de de´part dans la direction de V , au temps t. En fait, il
est clair que (5.3) n’est pas une solution “classique” de puisque ρ n’est pas continue, et que ces de´rive´es en temps
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ne sont donc pas de´finies au sens habituel. Nous verrons par la suite comment on peut donner une formulation
correcte des solutions de (5.1) - (5.2). Notons que les syste`mes d’e´quations hyperboliques sont tre`s importants
en me´canique des fluides ; les e´quations d’Euler, par exemple sont utilise´es pour mode´liser l’e´coulement de l’air
autour d’une aile d’avion. Dans le cadre de ce cours, nous n’e´tudierons que le cas des e´quations scalaires. Par souci
de simplicite´, nous n’aborderons dans le cadre de ce cours que les proble`mes pose´s en une dimension d’espace,
tout d’abord dans le cas relativement simple d’une e´quation line´aire (section 5.2 page 180, puis dans le cas d’une
e´quation non line´aire (section 5.4 page 186. Par souci de clarte´, les sche´mas nume´riques seront introduits pour
l’e´quation line´aire ut + ux = 0 (section 5.3 page 183). On donnera ensuite quelques sche´mas pour les e´quations
hyperboliques non line´aires (section 5.5 page 194).
5.2 Equation line´aire, cas 1D
Commenc¸ons par e´tudier le cas d’une e´quation hyperbolique line´aire :{
ut + cux = 0, x ∈ IR, t > 0,
u(x, 0) = u0(x), x ∈ IR.
(5.4)
ou` la vitesse de transport c ∈ IR et la condition initiale u0 : IR → IR sont donne´es. Le proble`me (5.4) s’appelle
“proble`me de Cauchy”. On cherche u : IR× IR+ → IR, solution de ce proble`me. Nous commenc¸ons par une e´tude
succinte du proble`me continu, pour lequel on peut trouver une solution exacte explicite.
Solution classique et solution faible
De´finition 5.1 (Solution classique) On dit qu’une fonction u : IR× IR+ → IR est solution classique du proble`me
(5.4) si u ∈ C1(IR × IR+, IR) et u ve´rifie (5.4).
Une condition ne´cessaire pour avoir une solution classique est que u0 ∈ C1(IR).
The´ore`me 5.2 Si u0 ∈ C1(IR), alors il existe une unique solution classique du proble`me (5.4), qui s’e´crit
u(x, t) = u0(x− ct).
De´monstration : Pour montrer l’existence de la solution, il suffit de remarquer que u de´finie par (5.1) est de
classe C1, et que ut + cux = 0 en tout point. Pour montrer l’unicite´ de la solution, on va introduire la notion de
caracte´ristique, qui est d’ailleurs aussi fort utile dans le cadre de la re´solution nume´rique. Soit u solution classique
de (5.4). On appelle droite caracte´ristique de (5.4) issue de x0 la droite d’e´quation x(t) = ct+ x0, qui est illustre´e
sur la figure 5.2. Montrons que si u est solution de (5.4), alors u est constante sur la droiteDx0 , pour tout x0 ∈ IR.
Soit x0 ∈ IR, et ϕx0 la fonction de IR+ dans IR de´finie par ϕx0(t) = u(x0 + ct, t). De´rivons ϕx0 par rapport au
x
x0
t
x = x0 + ct
x
x0
t
c > 0 c < 0
x = x0 + ct
FIG. 5.2 – Droites caracte´ristiques, cas line´aire
temps :
ϕ′x0(t) = cux(x0 + ct, t) + ut(x0 + ct, t)
= (ut + cux)(x0 + ct, t) = 0,
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car u est solution de (5.4). On en de´duit que
ϕx0(t) = ϕx0(0) = u0(x0), ∀t ∈ IR+.
On a donc u(x0 + ct, t) = u0(x0), ∀x0 ∈ IR, donc u est constante sur la droite caracte´ristique Dx0 , et en posant
x = x0 + ct :
u(x, t) = u0(x − ct),
ce qui prouve l’existence et l’unicite´ de (5.4).
Remarque 5.3 (Terme source) Le mode`le physique peut amener a` une e´quation avec terme source au second
membre f ∈ C(IR × IR+, IR) : {
ut + cux = f(x, t),
u(x, 0) = u0(x),
(5.5)
et u0 ∈ C(IR). Ceci peut mode´liser un de´gazage sur un temps plus long, comme dans le cas du Prestige sur les
coˆtes de Galice en 2003 par exemple. Pour montrer l’unicite´ de la solution de (5.5), on suppose que u est solution
classique et on pose : ϕx0(t) = u(x0 + ct, t). Par un calcul identique au pre´ce´dent, on a
ϕ′x0(t) = f(x0 + ct, t).
Donc ϕx0(t) = ϕx0(0) +
∫ t
0 f(x0 + cs, s)ds On en de´duit que :
u(x0 + ct, t) = ϕx0(0) +
∫ t
0
f(x0 + cs, s)ds.
on pose alors : x = x0 + ct, et on obtient :
u(x, t) = u0(x− ct) +
∫ t
0
f(x− c(t− s), s)ds,
ce qui prouve l’unicite´. On obtient alors l’existence en remarquant que la fonction u(x, t) ainsi de´finie est effecti-
vement solution de (5.5), car elle est de classe C1 et elle ve´rifie ut + cux = f .
Dans ce qui pre´ce`de, on a fortement utilise´ le fait que u0 est C1. Ce n’est largement pas toujours le cas dans la
re´alite´. Que faire si, par exemple, u0 ∈ L∞(IR) ?
De´finition 5.4 (Solution faible) On dit que u est solution faible de (5.4) si u ∈ L∞(IR × IR+, IR) et u ve´rifie :∫
IR
∫
IR+
[u(x, t)ϕt(x, t) + cu(x, t)ϕx(x, t)] dtdx+
∫
IR
u0(x)ϕ(x, 0)dx = 0, ∀ϕ ∈ C1c (IR × IR+, IR). (5.6)
Notons que dans la de´finition ci-dessus, on note IR+ = [0,+∞[, et C1c (IR × IR+) l’ensemble des restrictions a`
IR × IR+ des fonctions C1c (IR × IR). On insiste sur le fait qu’on peut donc avoir ϕ(x, 0) 6= 0. Voyons maintenant
les liens entre solution classique et solution faible.
Proposition 5.5 Si u est solution classique de (5.4) alors u est solution faible. Re´ciproquement, si u ∈ C1(IR
×]0,+∞[) ∩ C(IR × [0,+∞[) est solution classique de (5.17) alors u est solution forte de (5.4).
La de´monstration de cette proposition est effectue´e dans le cadre plus ge´ner´al des e´quations hyperboliques non
line´aires (voir Proposition 5.20). Notons que si on prend ϕ ∈ C1c (IR ×]0,+∞[, IR) au lieu de ϕ ∈ C1c (IR ×
[0,+∞[, IR) dans (5.6), on obtient :
ut + cux = 0,
mais on ne re´cupe`re pas la condition initiale. Il est donc essentiel de prendre des fonctions test dans C1c (IR ×
[0,+∞[, IR).
The´ore`me 5.6 (Existence et unicite´ de la solution faible) Si u0 ∈ L∞loc(IR), il existe une unique fonction u solu-
tion faible de (5.4).
Analyse nume´rique des EDP, M1 181 Universite´ Aix-Marseille 1, R. Herbin, 26 octobre 2011
5.2. EQUATION LIN ´EAIRE, CAS 1D CHAPITRE 5. PROBL `EMES HYPERBOLIQUES
De´monstration : On va montrer que u(x, t) = u0(x − ct) est solution faible. Comme u0 ∈ L∞loc(IR), on a
u ∈ L∞(IR × IR+). Soit ϕ ∈ C1c (IR × IR+, IR), on veut montrer que :∫ ∫
IR×IR+
u(x, t)ϕt(x, t)dxdt +
∫ ∫
IR×IR+
cu(x, t)ϕx(x, t)dxdt +
∫
IR
u0(x)ϕ(x, 0)dx = 0.
Posons
A =
∫ ∫
IR×IR+
u(x, t)ϕt(x, t)dxdt +
∫ ∫
IR×IR+
cu(x, t)ϕx(x, t)dxdt.
Si u(x, t) = u0(x− ct), on a donc :
A =
∫ ∫
IR×IR+
[u0(x− ct)ϕt(x, t) + cu0(x− ct)ϕx(x, t)] dxdt.
En appliquant le changement de variable y = x− ct et en utilisant le the´ore`me de Fubini, on obtient :
A =
∫
IR
u0(y)
∫
IR+
[ϕt(y + ct, t) + cϕx(y + ct, t)] dtdy.
Posons alors
ψy(t) = ϕ(y + ct, t).
On a donc :
A =
∫
IR
(
u0(y)
∫ +∞
0
ψ′y(t)dt
)
dy,
et comme ψ est a` support compact sur [0,+∞[,
A = −
∫
IR
u0(y)ψy(0)dy,
donc finalement :
A = −
∫
IR
u0(y)ϕ(y, 0)dy.
On a ainsi de´montre´ que la fonction u de´finie par u(x, t) = u0(x − ct) est solution faible de l’e´quation (5.4). On
a donc existence d’une solution faible. Montrons maintenant que celle-ci est unique. Soient u et v deux solutions
faibles de (5.4). On pose w = u− v et on va montrer que w = 0. Par de´finition, w satisfait :∫ ∫
IR×IR+
w(x, t)(ϕt(x, t) + cϕx(x, t))dxdt = 0, ∀ϕ ∈ C1c (IR × IR+, IR) (5.7)
Par le lemme 5.7 donne´ ci-dessous, pour toute fonction f ∈ C∞c (IR × IR∗+) il existe ϕ ∈ C1c (IR × IR+, IR), telle
que ϕt + cϕx = f , et on a donc par (5.7) :∫ ∫
IR×IR+
w(x, t)f(x, t)dxdt = 0, ∀f ∈ Cc(IR × IR∗+, IR)
Ceci entraıˆne que w = 0 p.p..
Lemme 5.7 (Re´sultat d’existence) Soit f ∈ Cc(IR × IR∗+, IR), alors il existe
ϕ ∈ C1c (IR × IR+, IR) telle que ϕt + cϕx = f
De´monstration : Soit f ∈ Cc(IR × IR∗+, IR), et T > 0 tel que f(x, t) = 0 si t ≥ T . On conside`re le proble`me :{
ϕt + cϕx = f
ϕ(x, T ) = 0
(5.8)
On ve´rifie facilement que le proble`me (5.8) admet une solution classique
ϕ(x, t) = −
∫ T
t
f(x− c(s− t), s)ds
En effet, avec ce choix de ϕ, on a effectivement
ϕ ∈ C1c (IR × IR+, IR) et ϕt + cϕx = f.
De plus, comme f est a` support compact, ϕ est a` support compact.
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Remarque 5.8 (Sur les proprie´te´s de la solution) Remarquons que la solution faible de (5.4) posse`de les pro-
prie´te´s suivantes :
1. Si u0 ≥ 0 p.p. alors u ≥ 0 p.p.,
2. ‖u(., t)‖Lp(IR) = ‖u0(x)‖Lp(IR) ∀p p ∈ [1,+∞].
Lors de l’e´laboration de sche´mas nume´riques pour la recherche d’une approximation, on s’attachera a` ve´rifier
que ces proprie´te´s sont encore satisfaites par la solution approche´e.
5.3 Sche´mas nume´riques pour ut + ux = 0
On conside`re ici le proble`me de transport line´aire :{
ut + ux = 0,
u(x, 0) = u0(x), u0 ∈ L∞(IR).
(5.9)
On sait que la solution de ce proble`me s’e´crit :
u(x, t) = u0(x − ct).
On rappelle que u est une solution classique si u ∈ C1(IR), et que u est une solution faible si u0 ∈ L∞(IR). On va
chercher a` retrouver cette solution par une approximation nume´rique. Notons que dans le cas line´aire, l’utilisation
d’un sche´ma nume´rique, n’est e´videmment pas utile, mais nous commenc¸ons par ce cas par souci pe´dagogique.
5.3.1 Sche´ma explicite diffe´rences finies centre´es
On effectue une discre´tisation espace temps en se donnant un pas de discre´tisation en espace h, et en posant :
xi = ih, ∀i ∈ ZZ ; de meˆme on se donne un pas de discre´tisation en temps k, et on pose tn = nk, ∀n ∈ IN.
Ecrivons le sche´ma d’Euler explicite pour l’approximation de ut et un sche´ma centre´ pour l’approximation de
ux. On approche ut(xi, tn) par
u(xi, tn+1)− u(xi, tn)
k
et ux(xi, tn) par
u(xi+1, tn)− u(xi−1, tn)
2h
. Le sche´ma
centre´ s’e´crit donc, en fonction des inconnues discre`tes :
un+1i − uni
k
+
uni+1 − uni−1
2h
= 0,
u0i = u0(xi).
(5.10)
(ou` on a suppose´ u0 ∈ C(IR)) Ce sche´ma est inconditionnellement instable, et il faut donc e´viter de l’utiliser.
Qu’entend-on par instable ? On peut montrer que :
1. Le sche´ma (5.10) ne respecte pas la positivite´, car u0(x) ≥ 0∀x n’entraine pas force´ment uni ≥ 0. En effet
si u0 est telle que {
u0i = 0, ∀i ≤ 0,
u0i = 1, ∀i > 0.
Alors :
un+1i = u
n
i −
k
2h
(uni+1 − uni−1)
donne, pour n = 0
u10 = −
k
2h
< 0
2. Le sche´ma (5.10) n’est pas L∞ stable :
‖un‖∞ ≤ C n’entraine pas ‖un+1‖∞ ≤ C.
3. Le sche´ma (5.10) n’est pas L2 stable :
‖un‖2 ≤ C n’entraine pas que ‖un+1‖2 ≤ C.
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4. Le sche´ma n’est pas stable au sens de Von Neumann. En effet, si
u0(x) = e
ipx, ou` i2 = −1 et p ∈ ZZ ,
la solution exacte est u(x, t) = eip(x−t). Une discre´tisation de u0 s’e´crit :
u0j = e
ipjh j ∈ ZZ .
On a donc :
u1i = u
0
i −
k
2h
(u0i+1 − u0i−1)
= eipjh − k
2h
(eip(j+1)h − eip(j−1)h)
= Jk,hu0j ,
avec Jkh = 1− ik
h
sin ph. On a donc |Jkh| > 1 si sin ph 6= 0, ce qui montre que le sche´ma n’est pas stable
au sens de Von Neuman.
5. Le sche´ma (5.10) n’est pas convergent. En effet, on peut montrer qu’il existe u0, k et h telle que la solution
approche´e uh,k : (uni )n∈INi∈ZZ ne converge pas vers u lorsque h et k tendent vers 0.
5.3.2 Sche´ma diffe´rences finies de´centre´ amont
On utilise toujours le sche´ma d’Euler explicite pour la discre´tisation en temps, mais on approche maintenant
ux(xi, tn) par
u(xi, tn)− u(xi−1, tn)
hi−1/2
.
On conside`re de plus un pas de discre´tisation variable, de´fini par hi−1/2 = xi − xi−1. Le sche´ma par diffe´rences
xixi−1 xi+1
hi+1/2hi−1/2
FIG. 5.3 – Maillage volumes finis
finies avec de´centrement amont s’e´crit : 
un+1i −uni
k +
uni −uni−1
hi−1/2
= 0,
u(x, 0) = u0(x).
. (5.11)
Proposition 5.9 Le sche´ma (5.11) est stable sous condition de Courant-Friedrichs-Levy (CFL)
k ≤ h = inf
i∈ZZ
hi−1/2 > 0. (5.12)
c’est a` dire que si A ≤ uni ≤ B, alors A ≤ un+1i ≤ B.
De´monstration : On a : un+1i = uni (1−αi)+αiuni−1 avec αi =
k
hi−1/2
. Donc, si la condition (5.12) est ve´rifie´e,
un+1i est une combinaison convexe de uni et u
n+1
i , et donc u
n+1
i ∈ [uni−1, uni ].
The´ore`me 5.10 (Convergence du sche´ma (5.11)) On suppose que u0 ∈ C2(IR, IR) et que u0, u′0, u′′0 sont borne´es.
Soit A = inf
x∈IR
u0(x) et B = supx∈IR u0(x). Alors :
1. A ≤ uni ≤ B, ∀i ∈ ZZ , ∀n ∈ IN.
2. Soit u¯ni = u(xi, tn), a` u est la solution exacte de (5.9), alors :
sup
i∈ZZ
nk≤T
|uni − u¯ni | ≤ TCu0(k + h),
ou` TCu0 ≥ 0 ne de´pend que de u0.
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De´monstration : le point 1 se de´montre par re´currence sur n a` partir de la proprie´te´ pre´ce´dente. Le point 2
(estimation d’erreur) se de´montre en remarquant d’abord que l’erreur de consistance
u¯n+1i − u¯ni
k
+
u¯ni − u¯ni−1
hi−1/2
= Rni
ve´rifie :
|Rni | ≤ Cu0(h¯+ k)
ou` h¯ = max i ∈ ZZ hi−1/2. On a donc :
u¯n+1i = u¯
n
i
(
1− k
hi−1/2
)
+
k
hi−1/2
u¯ni−1 + kR
n
i ,
or le sche´ma nume´rique s’e´crit :
un+1i = u
n
i
(
1− k
hi−1/2
)
+
k
hi−1/2
uni−1
Par diffe´rence, on obtient :
un+1i − u¯n+1i = (uni − u¯ni )
(
1− k
ki−1/2
)
+ (uni−1 − u¯ni− 1)
k
hi−1/2
− kRni
et donc :
|un+1i − u¯n+1i | ≤ |uni − u¯ni |
(
1− k
hi−1/2
)
+ |uni−1 − u¯ni−1|
k
hi−1/2
+ kCu0(h¯+ k) (5.13)
On effectue alors l’hypothe`se de re´currence :
sup |uni − u¯ni | ≤ (n− 1)kCu0(k + h¯) (5.14)
graˆce a` (5.13) et (5.14), on obtient :
|un+1i − u¯n+1i | ≤ (n− 1)kCu0(k + h¯) + k(Cu0 (k + h¯).
Donc finalement :
|un+1i − u¯n+1i | ≤ TCu0(k + h¯).
Remarque 5.11 (De´centrement) . Pour une e´quation de transport telle que (5.9), le choix du de´centrement est
crucial. Ici, on a approche´ ux(xi) par
ui − ui−1
hi−1/2
. Dans le cas ou` on e´tudie une e´quation de transport de type,
ut + cux = 0, avec c ∈ IR, le choix de´centre´ amont sera toujours
ui − ui−1
h
si c > 0,
par contre, si c < 0, le choix amont donnera
ui − ui+1
h
.
Regardons ce qui se passe si l’on effectue un “mauvais” de´centrement. Conside´rons toujours l’e´quation ut+ ux =
0. Effectuer le “mauvais de´centrement” ame`ne au sche´ma :
un+1i − uni
k
+
uni+1 − uni
h
= 0,
c’est a` dire :
un+1i = u
n
i
(
1 +
k
h
)
− k
h
uni+1.
Examinons le comportement de la solution approche´e donne´e par le sche´ma si on prend une condition initiale u0
telle que u0(x) = 0, ∀x ≥ 0. Dans ce cas, on sait que u(x, t) 6= 0 pour t assez grand, or apre`s calculs on obtient
un+1−1 = u
n
−1
(
1 + kh
)
+0 = u0−1
(
1 + kh
)n
, alors que un+1i = 0 ∀i ≥ 0. On en de´duit que la solution approche´e
est tre`s mauvaise.
Remarque 5.12 (Equation non line´aire, donne´e initiale) 1. Dans le cas non line´aire, la de´monstration pre´ce´dente
de convergence ne s’adapte pas car les solutions ne sont pas re´gulie`res.
2. On a de´fini (5.11) pour u0 ∈ C(IR). Si u0 6∈ C(IR), on peut prendre comme donne´e initiale u0i =∫ xi+1/2
xi−1/2
u0(x)dx.
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5.3.3 Sche´ma volumes finis de´centre´s amont
On conside`re toujours le proble`me (5.9), avec condition initiale u0 ∈ L∞(IR). On se donne une discre´tisation en
espace, c’est a` dire un ensemble de points (xi+1/2)i∈ZZ , tels que xi+1/2 > xi−1/2, et on note hi = xi+1/2 −
xi−1/2. On approche toujours la de´rive´e en temps par un sche´ma d’Euler explicite, on inte`gre (5.9) sur la maille
]xi−1/2, xi+1/2[, et on obtient : ∫ xi+1/2
xi−1/2
(ut + ux)dx = 0.
En approchantu(xi+1/2) (resp. u(xi−1/2)) par uni (resp. uni−1) et en approchantut par un sche´ma d’Euler explicite,
on obtient : 
hi
un+1i − uni
k
+ uni − uni−1 = 0,
u0i =
1
hi
∫ xi+1/2
xi−1/2
u0(x)dx.
(5.15)
Proposition 5.13 Soit (uni )n∈IN
i∈ZZ
la solution de (5.15). Si k ≤ h = minhi et si A ≤ u0(x) ≤ B, alors A ≤ uni ≤
B ∀i ∈ ZZ , ∀n ∈ IN.
La de´monstration est similaire a` celle de la proposition (5.9), et laisse´e a` titre d’exercice.
De´finition 5.14 (Solution approche´e) Soit T un maillage volumes finis de IR de´fini par T = (Ki)i∈ZZ avec
Ki =]xi−1/2, xi+1/2[. On appelle solution approche´e de (5.9) par le sche´ma (5.15) la fonction uT ,k : IR× IR+ →
IR, de´finie par
uT ,k(x, t) = uni si x ∈ Ki et t ∈ [nk, nk + 1[ (5.16)
On admettra le the´ore`me de convergence suivant (voir aussi exercice 5.11) :
The´ore`me 5.15 (Convergence du sche´ma 5.15) Soit u0 ∈ L∞(IR), on suppose que k ≤ h = inf(hi), alors uT ,k
converge vers u dans L1loc(IR × IR+) lorsque h (et k) tend vers 0, c’est a` dire qu’on a :
∫
C
|uT ,k − u|dxdt → 0
pour tout compact C de IR × IR+, lorsque h (et k) tend vers 0.
5.4 Equations hyperboliques non line´aires
On se donne f ∈ C1(IR, IR) et u0 ∈ C(IR) et on conside`re maintenant l’e´quation hyperbolique non line´aire :{
ut + (f(u))x = 0, (x, t) ∈ IR × IR+,
u(x, 0) = u0(x).
(5.17)
Commenc¸ons par donner la de´finition de solution classique de ce proble`me meˆme si, comme nous le verrons apre`s,
celle-ci n’a pas grand inte´reˆt puisque le proble`me (5.17) n’a pas, en ge´ne´ral de solution classique.
De´finition 5.16 (Solution classique) On suppose que u0 ∈ C1(IR) et f ∈ C2(IR, IR). Alors u est solution clas-
sique de (5.17) si u ∈ C1(IR × IR+, IR) et u ve´rifie{
(ut + (f(u))x)(x, t) = 0, ∀(x, t) ∈ IR × IR+,
u(x, 0) = u0(x), ∀x ∈ IR.
Avant d’e´noncer le the´ore`me de non existence, rappelons que dans le cas d’une e´quation diffe´rentielle du type non
line´aire, {
x′(t) = f(x(t)), t ∈ IR+,
x(0) = x0,
si on note Tmax le temps d’existence de la solution, et si Tmax < +∞ alors ‖x(t)‖ → +∞ lorsque t → Tmax.
Donnons maintenant la de´finition des courbes caracte´ristiques de l’e´quation (5.17), qui permet le lien entre les
e´quations hyperboliques non line´aires et les e´quations diffe´rentielles ordinaires.
De´finition 5.17 (Courbe caracte´ristique) On appelle courbe caracte´ristique du proble`me (5.17) issue de x0 ∈
IR, la courbe de´finie par le proble`me de Cauchy suivant :{
x′(t) = f ′(u(x(t), t))
x(0) = x0
(5.18)
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The´ore`me 5.18 (Non existence) Soit f ∈ C1(IR, IR), on suppose que f ′ n’est pas constante, alors il existe u0 ∈
C∞c (IR) telle que (5.17) n’admette pas de solution classique.
De´monstration : Comme f ∈ C2(IR, IR), on a f ′ ∈ C1(IR, IR), et donc le the´ore`me de Cauchy-Lipschitz
s’applique. Il existe donc une solution maximale x(t) de´finie sur [0, Tmax[, et x(t) tend vers l’infini lorsque t tend
vers Tmax si Tmax < +∞. Les quatre e´tapes de la de´monstration sont les suivantes :
1. u(x(t), t) = u0(x0), ∀t ∈ [0, Tmax[, et donc que toute solution de (5.17) est constante sur les caracte´ristiques.
2. Les courbes caracte´ristiques sont des droites.
3. Tmax = +∞ et donc u(x, t) = u0(x0) ∀t ∈ [0,+∞[.
4. On en de´duit alors qu’on n’a pas de solution classique de (5.17).
De´taillons maintenant ces e´tapes.
1. Soit ϕ de´finie par ϕ(t) = u(x(t), t) ; en de´rivant ϕ, on obtient : ϕ′(t) = ut(x(t), t) + ux(x(t), t)x′(t).
Comme x ve´rifie (5.18), ceci entraıˆne : ϕ′(t) = ut(x(t), t) + f ′(u(x(t), t))ux(x(t), t), et donc
ϕ′(t) = (ut + (f(u))x)(x(t), t) = 0.
La fonction ϕ est donc constante, et on a :
u(x(t), t) = ϕ(t) = ϕ(0) = u(x(0), 0) = u(x0, 0) = u0(x0), ∀t ∈ [0, Tmax[.
2. Comme u(x(t), t) = u0(x0), ∀t ∈ [0, Tmax[, on a donc x′(t) = f ′(u0(x0)). Donc en inte´grant, on obtient
que le syste`me (5.18) de´crit la droite d’e´quation :
x(t) = f ′(u0(x0))t+ x0. (5.19)
3. Puisque x ve´rifie (5.19), on a donc
lim
t→Tmax
|x(t)| < +∞. On en de´duit que T = Tmax.
4. Comme f ′ est non constante, il existe v0, v1 tel que f ′(v0) > f ′(v1), et on peut construire u0 ∈ C∞c (IR, IR)
telle que u0(x0) = v0 et u0(x1) = v1, ou` x0 et x1 sont donne´s et x0 < x1, voir figure 5.4. Supposons que
u0(x)
x
x1
u0
u1
x0 x1
x(t) = x0 + f
′(v0)t
x0
x
t
x(t) = x1 + f
′(v1)t
FIG. 5.4 – Droites caracte´ristiques, cas non line´aire
u soit solution classique avec cette donne´e initiale. Alors :
u(x0 + f
′(u0(x0))t, t) = u0(x0) = v0 et u(x1 + f ′(u0(x1))t, t) = u0(x1) = v1.
Soit T tel que x0 + f ′(v0)T = x1 + f ′(v1)T = x¯, c’est a` dire
T =
x1 − x0
f ′(v0)− f ′(v1) .
On a alors :
u(x¯, T ) = u0(x0) = v0 = u0(x1) = v1,
ce qui est impossible. On en conclut que (5.17) n’admet pas de solution classique pour cette donne´e initiale.
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De´finition 5.19 (Solution faible) Soit u0 ∈ L∞(IR) et f ∈ C1(IR, IR), On appelle solution faible de (5.17) une
fonction u ∈ L∞(IR × IR+) telle que∫ ∫
IR×IR+
[u(x, t)ϕt(x, t) + f(u(x, t))ϕx(x, t)]dxdt+
∫
IR
u0(x)ϕ(x, 0)dx = 0, ∀ϕ ∈ C1c (IR × IR+, IR). (5.20)
Donnons maintenant les liens entre solution classique et solution faible.
Proposition 5.20 Soient f ∈ C1(IR, IR) et u0 ∈ C(IR, IR) des fonctions donne´es.
1. Si u est solution classique de (5.17) alors u est solution faible de (5.17).
2. Si u ∈ C1(IR×]0,+∞[) ∩ C(IR × [0,+∞[) est solution faible de (5.17) alors u est solution classique de
(5.17).
3. Soit σ ∈ IR, D1 = {(x, t) ∈ IR × IR+;x < σt} et D2 = {(x, t) ∈ IR × IR+;x > σt}. Alors si
u ∈ C(IR × IR+) est telle que u|Di ∈ C1(Di, IR), i = 1, 2 et que (5.17) est ve´rifie´ pour tout (x, t) ∈ Di,
i = 1, 2, alors u est solution faible de (5.17).
De´monstration :
1. Supposons que u est solution classique de (5.17), c.a`.d. de :{
ut + (f(u))x = 0, (x, t) ∈ IR × IR+,
u(x, 0) = u0(x).
Soit ϕ ∈ C1c (IR × IR+, IR). Multiplions (5.17) par ϕ et inte´grons sur IR × IR+. On obtient :∫
IR
∫
IR+
ut(x, t)ϕ(x, t)dtdx +
∫
IR
∫
IR+
(f(u))x(x, t)ϕ(x, t)dtdx = 0.
L’application du the´ore`me de Fubini et une inte´gration par parties donnent alors :∫
IR
u(x, 0)ϕ(x, 0)dx −
∫
IR
∫
IR+
u(x, t)ϕt(x, t)dtdx −
∫
IR+
∫
IR
f(u)(x, t)ϕx(x, t)dxdt = 0,
(car supp(ϕ) est compact). Et on obtient donc bien la relation (5.20), graˆce a` la condition initiale u(x, 0) =
u0(x).
2. Soit donc u une solution faible de (5.17), qui ve´rifie de plus u ∈ C1(IR×]0,+∞[) ∩ C(IR × [0,+∞[). On
a donc suffisamment de re´gularite´ pour inte´grer par parties dans (5.20).
Commenc¸ons par prendre ϕ a` support compact dans IR×]0,+∞[. On a donc ϕ(x, 0) = 0, et une inte´gration
par parties dans (5.20) donne :
−
∫
IR
∫
IR+
ut(x, t)ϕ(x, t)dtdx −
∫
IR+
∫
IR
(f(u))x(x, t)ϕ(x, t)dxdt = 0.
On a donc : ∫
IR
∫
IR+
(ut(x, t) + (f(u))x(x, t))ϕ(x, t)dtdx = 0, ∀ϕ ∈ C1c (IR×]0,+∞[).
Comme ut + (f(u))x est continue, on en de´duit que ut + (f(u))x = 0. En effet, on on rappelle que si∫
R f(x)ϕ(x)dx = 0 pour toute fonction ϕ continue de IR dans IR, alors f = 0 p.p. ; si de plus f est
continue, alors f = 0 partout.
On prend alors ϕ ∈ C1c (IR × IR+). Dans ce cas, une inte´gration par parties dans (5.20) donne∫
IR
u(x, 0)ϕ(x, 0)dx −
∫
IR
∫
IR+
(ut(x, t) + (f(u))x(x, t))ϕ(x, t)dtdx −
∫
IR
u0(x)ϕ(x, 0)dx = 0.
Mais on vient de montrer que ut + (f(u))x = 0. On en de´duit que∫
IR
(u0(x) − u(x, 0))ϕ(x, 0)dx = 0, ∀ϕ ∈ C1c (IR).
Comme u est continue, ceci entraıˆne u(x, 0) = u0(x). Donc u est solution classique de (5.17).
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3. Soit u ∈ C(IR×IR+) telle que u|Di ve´rifie (5.17), pour tout (x, t) ∈ Di. Montrons que u est solution faible.
Pour cela, calculons :
X =
∫
IR
∫
IR+
u(x, t)ϕt(x, t)dtdx +
∫
IR+
∫
IR
f(u)(x, t)ϕx(x, t)dxdt.
On a donc X = X1 +X2, avec
X1 =
∫
IR
∫
IR+
u(x, t)ϕt(x, t)dtdx et X2 =
∫
IR+
∫
IR
(f(u))(x, t)ϕx(x, t)dxdt.
Calculons X1. Comme u n’est de classe C1 que sur chacun des domaines Di, on n’a pas le droit d’inte´grer
par parties sur IR × IR+ entier. On va donc de´composer l’inte´grale sur D1 et D2 ; supposons par exemple
σ < 0, voir figure 5.5. (Le cas σ > 0 se traite de fac¸on similaire). On a alors D2 = {(x, t);x ∈ IR− et 0 <
t < xσ } et D1 = IR+ × IR+ ∪ {(x, t);x ∈ IR− et xσ < t < +∞}.
t
D1 D2
x
x = σt
t = xσ
FIG. 5.5 – Les domaines D1 et D2
On a donc :
X1 =
∫
IR−
∫ x/σ
0
u(x, t)ϕt(x, t)dtdx +
∫
IR−
∫ +∞
x
σ
u(x, t)ϕt(x, t)dtdx +
∫
IR+
∫
IR+
u(x, t)ϕt(x, t)dtdx.
Comme u est de classe C1 sur chacun des domaines, on peut inte´grer par parties, ce qui donne :
X1 =
∫
IR−
u(x,
x
σ
)ϕ(x,
x
σ
)dx−
∫
IR−
u(x, 0)ϕ(x, 0)dx −
∫
IR−
∫ x
σ
0
ut(x, t)ϕ(x, t)dtdx
+
∫
IR−
u(x,
x
σ
)ϕ(x,
x
σ
)dx−
∫
IR−
∫ +∞
x
σ
ut(x, t)ϕ(x, t)dtdx
+
∫
IR+
(−u(x, 0)ϕ(x, 0)dx −
∫
IR+
∫
IR+
ut(x, t)ϕ(x, t)dtdx. (5.21)
En simplifiant, il vient :
X1 = −
∫
IR
u(x, 0)ϕ(x, 0)dx −
∫ ∫
D1
ut(x, t)ϕ(x, t)dtdx −
∫ ∫
D2
ut(x, t)ϕ(x, t)dtdx.
On de´compose de meˆmeX2 sur D1∪D2, en remarquant maintenant queD1 = {(x, t) ∈ IR× IR+;x < σt}
et D2 = {(x, t) ∈ IR × IR+;x > σt} :
X2 =
∫
IR+
∫ σt
−∞
f(u)(x, t)ϕx(x, t)dxdt +
∫
IR+
∫ +∞
σt
f(u)(x, t)ϕx(x, t)dxdt.
La fonction u est de classe C1 sur chacun des domaines, on peut la` encore inte´grer par parties. Comme ϕ
est a` support compact sur IR × IR+, on obtient apre`s simplification :
X2 = −
∫ ∫
D1
(f(u))x(x, t)ϕ(x, t)dxdt −
∫ ∫
D2
(f(u))x(x, t)ϕ(x, t)dxdt.
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Comme ut + (f(u))x = 0 sur D1 et D2, on a donc :
X = X1 +X2 = −
∫
IR
u(x, 0)ϕ(x, 0)dx,
ce qui prouve que u est solution faible de (5.17).
Notons qu’il existe souvent plusieurs solutions faibles. On a donc besoin d’une notion supple´mentaire pour les
distinguer. C’est la notion de solution entropique, qui nous permettra d’obtenir l’unicite´. Donnons tout d’abord un
exemple de non-unicite´ de la solution faible. Pour cela on va conside´rer une e´quation mode`le, appele´e e´quation de
Burgers, qui s’e´crit
ut + (u
2)x = 0. (5.22)
Pour calculer les solutions du proble`me de Cauchy associe´ a` cette e´quation de manie`re analytique, on conside`re
une donne´e initiale particulie`re, qui se´crit
u0(x) =
{
ug si x < 0,
ud si x > 0,
Ces donne´es initiales de´finissent un proble`me de Cauchy particulier, qu’on appelle proble`me de Riemann, que
nous e´tudierons plus en de´tails par la suite.
Conside´rons alors le proble`me suivant (dit proble`me de Riemann, voir de´finition 5.28) pour l’e´quation de Burgers :
ut + (u
2)x = 0,
u0(x) =
{
ug = −1 si x < 0,
ud = 1 si x > 0.
(5.23)
On cherche une solution faible de la forme :
u(x, t) =
{
ug si x < σt,
ud si x > σt.
(5.24)
Notons que cette e´ventuelle solution est discontinue au travers de la droite d’e´quation x = σt dans le plan (x, t).
On remplace u(x, t) par ces valeurs dans (5.20). Apre`s calculs (voir exercice 68 page 200, ou aussi la proposition
5.29 plus loin), on s’apero¸it que u est solution faible si la condition suivante, dite condition de Rankine et Hugoniot,
est ve´rifie´e :
σ(ud − ug) = (f(ud)− f(ug)), (5.25)
ce qui avec la condition initiale particulie`re choisie ici, donne 2σ = 12 − (−1)2 = 0.
Mais on peut trouver d’autres solutions faibles : en effet, on sait que sur les caracte´ristiques, qui ont pour e´quation
x = x0 + f
′(u0(x0))t, la fonction u est constante. Comme f ′(u) = 2u, les caracte´ristiques sont donc des droites
de pente -2 si x0 < 0, et de pente 2 si x0 > 0. Construisons ces caracte´ristiques sur la figure 5.6 : Dans la zone du
x
t
x1 x0
x = x0x = x1
u(x, t) = ug = −1 u(x, t) = ug = −1
t
x
? x = 2tx = −2t
u(x, t) = ug = −1 u(x, t) = ug = −1
x
2t = ξ
u(x, t) = ξ = x2t
FIG. 5.6 – Proble`me de Riemann pour le´quation de Burgers
milieu, ou` l’on a repre´sente´ un point d’interrogation, on cherche u sous la forme u(x, t) = ϕ
(
x
t
)
, et telle que u
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soit continue sur IR × IR+. La fonction u suivante convient :
u(x, t) =

−1 si x < −2t,
x
2t
si − 2t < x < 2t,
1 si x > 2t.
(5.26)
Comment choisir la “bonne” solution faible, entre (5.24) et(5.26) ? Comme les proble`mes hyperboliques sont
souvent obtenus en ne´gligeant les termes de diffusion dans des e´quations paraboliques, une technique pour choisir
la solution est de chercher la limite du proble`me de diffusion associe´ qui s’e´crit :
ut + (f(u))x − εuxx = 0, (5.27)
lorsque le terme de diffusion devient ne´gligeable, c.a`.d. lorsque ε tend vers 0. Soit uε la solution de (5.27) (on
admettra l’existence et l’unicite´ de uε). On peut montrer que uε tend vers u lorsque ε tend vers 0, ou` u est la
“solution faible entropique” de (5.27), de´finie comme suit.
De´finition 5.21 (Solution entropique) Soit u0 ∈ L∞(IR) et f ∈ C1(IR), on dit que u ∈ L∞(IR × IR+) est
solution entropique de (5.27) si pour toute fonction η ∈ C1(IR) convexe, appele´e “entropie”, et pour toute fonction
φ ∈ C1 telle que φ′ = f ′η′, appele´ “flux d’ entropie”, on a :∫
IR
∫
IR+
(η(u)ϕt + φ(u)ϕx)dxdt +
∫
IR
η(u0(x))ϕ(x, 0)dx ≥ 0, ∀ϕ ∈ C1c (IR × IR+, IR+). (5.28)
Remarque 5.22 (Condition initiale) Noter que dans la de´finition 5.21, on prend une fois de plus ϕ ∈ C1c (IR ×
IR+, IR+) de manie`re a` bien prendre en compte la condition initiale ; ceci n’est pas toujours fait de cette manie`re
dans les travaux plus anciens sur le sujet, mais entraıˆne des difficulte´s lorqu’on s’inte´resse a` la convergence des
sche´mas nume´riques.
On admettra le the´ore`me suivant (duˆ a` Kruskov, 1955)
The´ore`me 5.23 (Kruskov) Soient u0 ∈ L∞(IR) et f ∈ C1(IR) alors il existe une unique solution entropique de
(5.17) au sens de la de´finition 5.21.
Proposition 5.24 Si u est solution classique de (5.17), alors u est solution entropique.
De´monstration : Soit u ∈ C1(IR × IR+, IR), Soit η ∈ C1(IR), convexe, une entropie et φ tel que φ′ = f ′η′, le
flux associe´. Multiplions (5.17) par η′(u) :
η′(u)ut + f ′(u)uxη′(u) = 0
Soit encore, puisque φ′ = f ′η′,
(η(u))t + φ
′(u)ux − 0
On a donc finalement :
(η(u))t + (φ(u))x − 0 (5.29)
De plus, comme u(x, 0) = u0(x), on a aussi : η(u(x, 0)) = η(u0(x)). Soit ϕ ∈ C1c (IR × IR+, IR+), on multiplie
(5.29) par ϕ, on inte`gre sur IR × IR+ et on obtient (5.28) (avec e´galite´) en inte´grant par parties. Dans le cas d’une
solution classique, l’ine´galite´ d’entropie est une e´galite´.
On a de meˆme le re´sultat suivant :
Proposition 5.25 Si u est solution faible entropique de (5.17), alors u est solution faible.
De´monstration : Il suffit de prendre η(u) = u et η(u) = −u dans (5.28) pour se convaincre du re´sultat.
On de´duit de la proposition 5.24, et du the´ore`me 5.23 de Kruskov, que si on a plusieurs solutions faibles au
proble`me 5.17 page 186 et que l’une d’entre elles est re´gulie`re, alors cette dernie`re est force´ment la solution
entropique. Enfin, la caracte´risation suivante, que l’on admettra, est souvent utilise´e en pratique :
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Proposition 5.26 (Entropies de Kruskov) Soit u0 ∈ L∞(IR) et f ∈ C1(IR), alors u ∈ L∞(IR × IR+) est
solution entropique de (5.27) au sens de la de´finition 5.21 si et seulement si pour tout k ∈ IR, alors (5.28) est
ve´rifie´e avec η de´finie par η(s) = |s− k|, et φ, flux d’entropie associe´e, de´fini par :
φ(u) = max(f(u), k)−min(f(u), k).
Notons que η n’est pas de classe C1.
Notons que les solutions d’une e´quation hyperbolique non line´aire respectent les bornes de la solution initiale. Plus
pre´cise´ment, on a le re´sultat suivant, qu’on admettra :
Proposition 5.27 Si u0 ∈ L∞(IR) et soit A et B ∈ IR tels que A ≤ u0 ≤ B p.p.. Soit f ∈ C1(IR), alors la
solution entropique u ∈ L∞(IR × IR+) de (5.17) ve´rifie : A ≤ u(x) ≤ B p.p. dans IR × IR+.
Cette proprie´te´ est essentielle dans les phe´nome`nes de transport, et il est souhaitable qu’elle soit pre´serve´e pour la
solution approche´e donne´e par un sche´ma nume´rique.
Avant d’aborder l’e´tude des sche´mas nume´riques pour les e´quations hyperboliques, nous terminons par un re´sultat
sur les solutions du proble`me de Riemann, dont nous nous sommes d’ailleurs servis pour montrer la non unicite´
des solutions faibles de (5.23).
De´finition 5.28 (Proble`me de Riemann) Soient f ∈ C1(IR, IR), on appelle proble`me de Riemann avec donne´es
ug, ud ∈ IR, le proble`me suivant : 
ut + (f(u))x = 0, x ∈ IR, t > 0
u(0, x) =
{
ug si x < 0
ud si x > 0
(5.30)
Lorsque la fonction f est convexe ou concave, les solutions du proble`me de Riemann se calculent facilement ; en
effet, on peut montrer le re´sultat suivant (voir aussi exercice 69 page 200) :
Proposition 5.29 Soit f ∈ C1(IR, IR) strictement convexe, et soient ug et ud ∈ IR.
1. Si ug > ud, on pose
σ =
[f(u)]
[u]
avec [f(u)] = f(ud)− f(ug) et [u] = ud − ug. (5.31)
alors la fonction u de´finie par {
u(x, t) = ug si x < σt
u(x, t) = ud si x > σt
(5.32)
est l’unique solution entropique de (5.30). Une solution de la forme (5.32) est appelle´e une onde de “choc”.
2. Si ug < ud, alors la fonction u de´finie par
u(x, t) = ug si x < f
′(ug)t
u(x, t) = ud si x > f
′(ud)t
u(x, t) = ξ si x = f ′(ξ)t avec ug < ξ < ud
(5.33)
est l’ unique solution entropique de (5.30). Notons que dans ce cas, la solution entropique est continue. Une
solution de la forme (5.33) est appele´e une onde de “de´tente”.
De´monstration : 1. Cherchons u sous la forme (5.32). Commenc¸ons par de´terminer σ pour que u soit solution
faible. On suppose, pour fixer les ide´es, que σ > 0 (mais le meˆme raisonnement marche pour σ < 0). Soit
ϕ ∈ C∞c (IR × IR+, IR). On veut montrer que
X = X1 +X2 = −
∫
IR
u(x, 0)ϕ(x, 0)dx,
ou` X1 =
∫
IR
∫
IR+
u(x, t)ϕt(x, t)dtdx et X2 =
∫
IR
∫
IR+
f((u(x, t))ϕx(x, t)dtdx.
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Calculons donc X1 et X2 :
X1 =
∫ 0
−∞
∫ +∞
0
u(x, t)ϕt(x, t)dtdx +
∫ +∞
0
∫ x
σ
0
u(x, t)ϕt(x, t)dtdx +
∫ +∞
0
∫ +∞
x
σ
u(x, t)ϕt(x, t)dtdx
= −
∫ 0
∞
ugϕ(x, 0)dx +
∫ +∞
0
ud
(
ϕ(x,
x
σ
)− ϕ(x, 0)
)
dx+
∫ +∞
0
ug
(
−ϕ(x, x
σ
)
dx
= −
∫
IR
u(x, 0)ϕ(x, 0)dx +
∫ +∞
0
(ud − ug)ϕ(x, x
σ
)dx.
De meˆme
X2 =
∫ +∞
0
∫ σt
−∞
f(u)ϕx(x, t)dxdt +
∫ +∞
0
(∫ +∞
σt
f(u)(x, t)ϕx(x, t)
)
dxdt
=
∫ +∞
0
f(ug)ϕ(σt, t)dt −
∫ +∞
0
f(ud)ϕ(σt, t)dt.
En posant [u] = ud − ug et [f(u)] = f(ud)− f(ug), on obtient :
X +
∫
IR
u(x, 0)ϕ(x, 0)dx =
∫ +∞
0
[u]ϕ(x,
x
σ
)dx−
∫ +∞
0
[f(u)]ϕ(σt, t)dt
=
∫ +∞
0
[u]ϕ(σt, t)σdt −
∫ +∞
0
[f(u)]ϕ(σt, t)dt.
On en de´duit que
X +
∫
IR
u(x, 0)ϕ(x, 0)dx = 0 si σ[u]− [f(u)] = 0,
ce qui est vrai si la condition suivante, dite de Rankine et Hugoniot :
σ[u] = [f(u)] (5.34)
est ve´rifie´e.
Voyons maintenant si u est bien solution entropique. Pour cela, on conside`re η ∈ C1 une “entropie”, et φ ∈ C1
le flux d’entropie associe´, t.q. φ′ = η′f ′. Le meˆme calcul que le pre´ce´dent, en remplac¸ant u par η(u) et f(u) par
φ(u) donne que : ∫
IR
∫
IR+
η(u)(x, t)ϕt(x, t)dtdx +
∫
IR+
∫
IR
φ(u)(x, t)ϕx(x, t)dxdt
+
∫
IR
η(u0(x))dx =
∫ +∞
0
(σ[η(u)] − [φ(u)])ϕ(σt, t)dt.
Pour que u soit solution entropique, il faut (et il suffit) donc que
σ[η(u)] ≥ [φ(u)] (5.35)
Il reste a` ve´rifier que cette ine´galite´ est ve´rifie´e pour σ donne´ par (5.34), c.a`.d.
f(ud)− f(ug)
ud − ug (η(ud)− η(ug)) ≥ φ(ud)− φ(ug)
Ceci s’e´crit encore :
(f(ud)− f(ug))(η(ud)− η(ug)) ≤ (φ(ud)− φ(ug))(ud − ug).
Cette ine´galite´ est ve´rifie´e en appliquant le lemme suivant avec b = ug > ud = a.
Lemme 5.30 Soient a, b ∈ IR tels que a < b, soient f et η ∈ C1(IR) des fonctions convexes et φ ∈ C1(IR) telle
que φ′ = η′f ′, alors : ∫ b
a
φ′(s)ds(b − a)ds ≥
∫ b
a
f ′(s)ds
∫ b
a
η′(s)ds
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De´monstration : On a∫ b
a
φ′(x)dx =
∫ b
a
f ′(x)η′(x)dx
=
∫ b
a
f ′(x)(η′(x)− η′(y))dx +
∫ b
a
f ′(x)η′(y)dx, ∀y ∈ IR.
On a donc, en inte´grant par rapport a` y entre a et b :
(b− a)
∫ b
a
φ′(x)dx =
∫ b
a
∫ b
a
f ′(x)(η′(x)− η′(y))dxdy +
∫ b
a
f ′(x)dx
∫ b
a
η′(y)dy
Or ∫ b
a
∫ b
a
f ′(x)[η′(x) − η′(y)]dxdy =
∫ b
a
∫ b
a
f ′(y)(η′(y)− η′(x))dxdy
et donc
(b− a)
∫ b
a
∫ b
a
φ′(x)dx =
∫ b
a
∫ b
a
(f ′(x) − f ′(y)(η′(x) − η′(y)dxdy +
(∫ b
a
f ′(x)dx
)(∫ b
a
η′(y(y)dy
)
.
Comme f ′ et η′ sont croissantes, la premie`re inte´grale du second membre est nulle, et on a donc bien le re´sultat
annonce´.
2. On ve´rifie facilement que la fonction u de´finie par (5.33) est continue sur IR × IR∗+, et qu’elle ve´rifie ut +
(f(u))x = 0 dans chacun des domaines D1, D2, D3 de´finis par
D1 = {t > 0, x < f ′(ug)t}, D2 = {t > 0, f ′(ug)t < x < f ′(ud)t} et D3 = {t > 0, x > f ′(ud)t}.
Donc par le point 3 de la proposition 5.20 page 188, on sait que u est solution faible (mais attention, ce n’est pas
une solution classique car u n’est pas force´ment C1 sur IR × IR+ tout entier).
Soit η ∈ C1(IR, IR) une entropie (convexe) et φ le flux d’entropie associe´, comme ut + (f(u))x = 0 dans Di
pour i = 1 a` 3, en multipliant par η′(u), on a e´galement que (η(u))t + (φ(u))x = 0 dans Di pour i = 1 a` 3. Soit
maintenant ϕ ∈ C1c (IR × IR+, IR+), on va montrer que∫
IR
∫
IR+
(η(u))(x, t)ϕt(x, t)dtdx +
∫
IR
∫
IR
(φ(u))(x, t)ϕx(x, t)dxdt +
∫
IR
η(u0(x))ϕ(x, 0)dx = 0
(dans le cas d’une solution continue, l’ine´galite´ d’entropie est une e´galite´). En effet, en inte´grant par parties les trois
termes pre´ce´dents sur D1, D2, D3, comme on l’a fait dans les questions 1 et 2, comme la fonction u est continue,
les traces des fonctions sur le bord des domaines s’annulent deux a` deux, et il ne reste donc que la condition initiale.
On montre ainsi (faire le calcul pour s’en convaincre. . .) que∫
IR
∫
IR+
(η(u))(x, t)ϕx(x, t)dtdx +
∫
IR
∫
IR+
φ(u)(x, t)(ϕx(x, t))dxdt = −
∫
IR
η(u0(x))ϕ(x, 0),
ce qui prouve que u est la solution entropique.
5.5 Sche´mas pour les e´quations non line´aires
On se donne u0 ∈ L∞(IR et f ∈ C1(IR), et on cherche a` trouver une approximation de la solution entropique du
proble`me (5.17). On utilise les meˆmes notations que pour le sche´ma (5.15). En inte´grant l’e´quation ut+(f(u))x =
0 sur une maille Ki, on obtient, au temps t = tn :∫
Ki
ut(x, tn)dxdt+ f(u(xi+1/2, t))− f(u(xi−1/2, tn)) = 0.
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En utilisant le sche´ma d’Euler explicite pour la discre´tisation de la de´rive´e temporelle, et en notant fni+1/2 le flux
nume´rique, c’est a` dire l’approximation de f(u(xi+1/2, tn)) on obtient le sche´ma nume´rique suivant :
hi
un+1i −uni
k + f
n
i+1/2 − fni−1/2 = 0
u0i =
1
hi
∫
Ki
u0(x)dx.
(5.36)
Pour que ce sche´ma soit comple`tement de´fini, il reste a` pre´ciser fni+1/2 en fonction des inconnues discre`tes uni . Un
premier choix possible est le sche´ma centre´,
fni+1/2 =
f(uni+1) + f(u
n
i )
2
dont on a vu qu’il est a` proscrire, puisque, dans le cas line´aire, il est instable. Rappelons que dans le cas line´aire,
le choix de´centre´ amont donne
si f(u) = u, fni+1/2 = f(u
n
i ), et
si f(u) = −u, fni+1/2 = f(uni+1).
Dans le cadre de ce cours , on va s’inte´resser aux sche´mas les plus simples a` trois points, c.a`.d. que le´quation
associe´e a` l’inconnue uni fait intervenir les trois inconnues discre`tes uni , uni−1 et uni+1. Le flux nume´rique g s’e´crit
sous la forme
fni+1/2 = g(u
n
i , u
n
i+1).
Pour obtenir un “bon” sche´ma, on va choisir un flux “monotone”, au sens suivant :
De´finition 5.31 On dit que qu’une fonction g de´finie de IR2 dans IR est un flux monotone pour la discre´tisation
de (5.17), si
1. g est consistante par rapport a` f , c.a`.d. g(u, u) = f(u),
2. g est croissante par rapport a` la premie`re variable et de´croissante par rapport a` la deuxie`me variable,
3. g est lipschitzienne sur [A,B], ou` A = infIR u0 et B = supIR u0.
Remarque 5.32 (Flux monotones et sche´mas monotones) Si le sche´ma 5.15 est a` flux monotone, et s’il ve´rifie
la condition de CFL, on peut alors montrer que le sche´ma est monotone, c.a`.d. qu’il s’e´crit sous la forme :
un+1i = H(u
n
i−1, u
n
i , u
n
i+1),
ou` H est une fonction croissante de ses trois arguments.
Cas ou` f est monotone Pour illustrer le choix de g, supposons par exemple que f soit croissante. Un choix tre`s
simple consiste alors a` prendre g(uni , uni+1) = f(uni ). On ve´rifie (exercice) que dans ce cas, les trois conditions
ci-dessus sont ve´rifie´es, ce sche´ma est dit de´centre´ amont. On ve´rifiera qu’on retrouve le sche´ma de´centre´ amont
expose´ dans le cas line´aire. De meˆme si f est de´croissante on peut facilement ve´rifier que le choix g(uni , uni+1) =
f(uni+1) convient.
Sche´ma a` de´composition de flux Le sche´ma a` de´composition de flux, appele´ aussi “flux splitting” en anglais,
consiste comme le nom l’indique a` de´composer f = f1 + f2, ou` f1 est croissante et f2 de´croissante, et a` prendre
pour g :
g(uni , u
n
i+1) = f1(u
n
i ) + f2(u
n
i+1)
Sche´ma de Lax Friedrich Le sche´ma de Lax Friedrich consiste a` modifier le sche´ma centre´ de manie`re a` le
rendre stable. On e´crit donc :
g(uni , u
n
i+1) =
1
2
(f(uni ) + f(u
n
i+1)) +D(u
n
i − uni+1)
ou` D ≥ 0 est il faut avoir D suffisamment grand pour que g soit croissante par rapport a` la premie`re variable et
de´croissante par rapport a` la seconde variable.
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Sche´ma de Godunov Le sche´ma de Godunov1 est un des sche´mas les plus connus pour les e´quations hyperbo-
liques non line´aires. De nombreux sche´mas pour les syste`mes ont e´te´ inspire´s par ce sche´ma. Le flux nume´rique
du sche´ma de Godunov s’e´crit :
g(uni , u
n
i+1) = f(wR(u
n
i , u
n
i+1)) (5.37)
ou` wR(u
n
i , u
n
i+1) est la solution en 0 du proble`me de Riemann avec conditions uni , uni+1, qui s’e´crit :
ut + (f(u))x = 0
u0(x) =
{
ug = u
n
i w < 0
ud = u
n
i+1 w > 0
On peut montrer que le flux de Godunov (5.37) ve´rifie les conditions de la de´finition 5.31.
Sche´ma de Murman Une manie`re de simplifier le sche´ma de Godunov est de remplacer la re´solution du
proble`me de Riemann line´aire. On prend alors g(uni , uni+1) = f(w˜R(uni , uni+1) ou` w˜R(uni , uni+1) est solution
de 
ut + αux = 0
u0(x) =
{
uni x < 0
uni+1 x > 0
Comme le proble`me est line´aire, la solution de ce proble`me est connue : u(x, t) = u0(x−αt). Le sche´ma est donc
tre`s simple, malheureusement, le sche´ma de Murman n’est pas un sche´ma monotone (voir exercice (71), car le flux
n’est pas monotone par rapport aux deux variables. De fait on peut montrer que les solutions approche´es peuvent
converger vers des solutions non entropiques. On peut alors envisager une proce´dure ”correction d’entropie”...
The´ore`me 5.33 (Stabilite´ et convergence) Soit (uni )i∈ZZ
n∈IN
donne´e par le sche´ma

hi
un+1i −uni
k + g(u
n
i , u
n
i+1)− g(uni−1, uni ) = 0
u0i =
1
hi
∫
Ki
u0(x)dx
On suppose que g est un flux monotone au sens de la de´finition 5.31. On suppose de plus que :
k ≤ αh
2M
, et αh ≤ hi ≤ h, ∀i,
ou` M est la constante de Lipschitz de g sur [A,B], et A et B sont tels que A ≤ u0(x) ≤ Bp.p.. On a alors
A ≤ uni ≤ Bp.p., et ‖uτ,k‖ ≤ ‖u0‖∞. Sous les meˆmes hypothe`ses, si on note uτ,k la solution approche´e de´finie
par (5.16), alors
uτ,k tend vers u, solution entropique de (5.17) dans L1loc(IR × IR+) lorsque h (et k) tend vers 0.
1Sergei K. Godunov est un mathe´maticien russe ne´ en 1929, membre de l’Acade´mie des Sciences russe, en poste au Sobolev Institute of
Mathematics, Novosibirsk, Sibe´rie
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5.6 Exercices
Exercice 60 (Proble`me line´aire en dimension 1) Corrige´ en page 205
Calculer la solution faible du proble`me :
ut − 2ux = 0, x ∈ IR, t ∈ IR+
u(x, 0) =
{
0 si x < 0,
1 sinon.
(5.38)
1.Tracer sur un graphique la solution a t = 0 et a` t = 1, en fonction de x. Cette solution faible est-elle solution
classique de (5.38) ?
2. Meˆme question en remplac¸ant la condition initiale par u(x, 0) = sinx.
Exercice 61 (Proble`me line´aire en dimension 2) Suggestions en page 205, Corrige´ en page 205
Soit v ∈ IR2 et soit u0 ∈ C1(IR2, IR). On conside`re le proble`me de Cauchy suivant :{
ut + div(vu) = 0,
u(x, 0) = u0(x),
(5.39)
Calculer la solution du proble`me (5.39) (en fonction de u0) en tout point (x, t) ∈ IR2 × IR.
Exercice 62 (Sche´ma de Lax–Wendroff) Corrige´ en page 205
Soit u0 ∈ C∞(IR, IR) et T > 0, et a > 0. On conside`re le proble`me suivant :
∂tu(x, t) + a∂xu(x, t) = 0, x ∈ IR, t ∈ [0, T ], (5.40a)
u(x, 0) = u0(x). (5.40b)
Ce proble`me admet une et une seule solution classique, note´e u. On se donne un pas de temps constant k, avec
k = TN+1 (N ∈ IN). On se donne e´galement un pas d’espace constant h, et des points de discre´tisation en espace,
(xi)i∈ZZ tels que xi+1 − xi = h pour tout i. On pose tn = nk, pour n ∈ {0, . . . , N + 1}. On cherche une
approximation de u(xj , tn) pour n ∈ {0, . . . , N + 1} et i ∈ ZZ . On pose λ = akh .
1. Montrer que la solution u de (5.40) satisfait :
Pour tout j ∈ ZZ et pour tout n ∈ IN,
u(xj , tn+1) = u(xj , tn)− ak∂xu(xj , tn) + 1
2
a2k2∂2xxu(xj , tn) + k
3ε(k), avec ε(k)→ 0 lorsque k → 0,
(5.41)
et
u(xj , tn+1) = u(xj−1, tn) si λ = 1. (5.42)
2. Montrer pourquoi l’e´galite´ (5.41) sugge`re le sche´ma suivant, dit de Lax-Wendroff :{
u
(n+1)
j = u
(n)
j − 12λ(u
(n)
j+1 − u(n)j−1) + 12λ2(u
(n)
j+1 − 2u(n)j + u(n)j−1), j ∈ ZZ , n > 0,
u
(0)
j = u0(xj); j ∈ ZZ .
(5.43)
avec u
(0)
j = u0(xj) pour tout j ∈ ZZ . Donner l’ordre de consistance du sche´ma (distinguer les cas λ 6= 1 et
λ = 1).
3. On prend comme condition initiale u0(x) = eipx, pour p ∈ ZZ fixe´ (avec i2 = −1). Pour j ∈ ZZ , calculer
la valeur u(1)j donne´e par le sche´ma (5.43) en fonction de u(0)j et en de´duire le facteur d’amplification ξp, tel
que u(1)j = ξpu
(0)
j .
Montrer que le sche´ma est stable au sens de Von Neumann sous condition de CFL.
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4. Montrer par un contre exemple que si λ 6= 1, le sche´ma n’est pas stable pour la norme L∞. [On pourra par
exemple prendre u(0)j = 0 pour j < 0, u
(0)
j = 1 pour j ≥ 0, et calculer u(1)0 et montrer ainsi que le sche´ma
est instable si λ < 1, et chercher ensuite un contre-exemple pour le cas λ ≥ 1.]
Exercice 63 (Stabilite´ du sche´ma amont dans le cas line´aire) Corrige´ en page 205
On conside`re le proble`me hyperbolique line´aire (5.9), avec u0 ∈ L1(IR) ∩ L∞(IR), dont on calcule une solution
approche´e par le sche´ma volumes finis amont (5.15). Montrer que ce sche´ma est stable pour les normes L1, L2 et
L∞, c.a`.d. que la solution approche´e satisfait les proprie´te´s suivantes :
1. ‖uT ,k(., n)‖L1(IR) ≤ ‖u0‖L1(IR), ∀n ∈ IN,
2. ‖uT ,k(., n)‖L2(IR) ≤ ‖u0‖L2(IR), ∀n ∈ IN,
3. ‖uT ,k(., n)‖L∞(IR) ≤ ‖u0‖L∞(IR), ∀n ∈ IN,
ou` uT ,k de´signe la solution approche´e calcule´e par le sche´ma (voir (5.16)).
Exercice 64 (Convergence des sche´mas DFDA et VFDA dans le cas line´aire)
Corrige´ en page 206
Soit u0 ∈ C2(IR, IR) et T ∈ IR?+. On suppose que u0, u′0 et u′′0 sont borne´es (sur IR). On conside`re le proble`me
suivant :
ut(x, t) + ux(x, t) = 0, x ∈ IR, t ∈ [0, T ], (5.44)
u(x, 0) = u0(x). (5.45)
Ce proble`me admet une et une seule solution classique, note´e u. On se donne un pas de temps, k, avec k = TN+1
(N ∈ IN), et des points de discre´tisation en espace, (xi)i∈ZZ . On pose tn = nk, pour n ∈ {0, . . . , N + 1}, et
hi+ 12 = xi+1 − xi, pour i ∈ ZZ . On note u
n
i = u(tn, xi) (pour n ∈ {0, . . . , N + 1} et i ∈ ZZ ), et on cherche une
approximation de uni .
1. Soient α, β ∈ IR. On suppose que, pour un certain h ∈ IR, αh ≤ hi+ 12 ≤ βh, pour tout i ∈ ZZ . On
conside`re, dans cette question le sche´ma suivant, appele´ DFDA (pour Diffe´rences Finies De´centre´ Amont) :
un+1i − uni
k
+
1
hi− 12
(uni − uni−1) = 0, n ∈ {0, . . . , N}, i ∈ ZZ , (5.46)
u0i = u0(xi), i ∈ ZZ . (5.47)
(a) (Stabilite´) Montrer que k ≤ αh⇒ inf(u0) ≤ uni ≤ sup(u0), ∀n ∈ {0, . . . , N + 1}, ∀i ∈ ZZ .
(b) (Convergence) Montrer que, si k ≤ αh, on a :
sup
i∈ZZ
|uni − uni | ≤ CT (k + h), ∀n ∈ {0, . . . , N + 1},
ou` C ne de´pend que de u0 et β.
2. On suppose maintenant que xi est le centre de la maille Mi = [xi− 12 , xi+ 12 ], pour i ∈ ZZ . On pose hi =
xi+ 12 − xi− 12 . Soient α, β ∈ IR. On suppose que, pour un certain h ∈ IR, αh ≤ hi ≤ βh, pour tout i ∈ ZZ .
On conside`re, dans cette question le sche´ma suivant, appele´ VFDA (pour Volumes Finis De´centre´ Amont) :
hi
un+1i − uni
k
+ (uni − uni−1) = 0, n ∈ {0, . . . , N}, i ∈ ZZ , (5.48)
u0i =
1
hi
∫
Mi
u0(x)dx, i ∈ ZZ . (5.49)
(a) (Stabilite´) Montrer que k ≤ αh⇒ inf(u0) ≤ uni ≤ sup(u0), ∀n ∈ {0, . . . , N + 1}, ∀i ∈ ZZ .
(b) Etudier la consistance du sche´ma au sens DF.
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(c) (Convergence) On pose uni = u(tn, xi+ 12 ). Montrer que, si k ≤ αh, on a :
sup
i∈ZZ
|uni − uni | ≤ C1(k + h), ∀n ∈ {0, . . . , N + 1},
ou` C1 ne de´pend que de u0, β et T . En de´duire que :
sup
i∈ZZ
|uni − uni | ≤ C2(k + h), ∀n ∈ {0, . . . , N + 1},
ou` C2 ne de´pend que de u0, β et T .
Exercice 65 (Eq. lin., sol. faible, conv. des sche´mas VFDA et DFDA, me´thode VF)
Corrige´ en page 207
Soit u0 ∈ L∞(IR) ∩ L2(IR) et T ∈ IR?+. On conside`re le proble`me suivant :
ut(x, t) + ux(x, t) = 0, x ∈ IR, t ∈ [0, T ], (5.50)
u(x, 0) = u0(x). (5.51)
Ce proble`me admet une et une seule solution faible, note´e u. On se donne un pas de temps, k, avec k = TN+1 (N ∈
IN), et on pose tn = nk, pour n ∈ {0, . . . , N + 1} ; On se donne des points de discre´tisation en espace, (xi)i∈ZZ ,
et on suppose que xi est le centre de la maille Mi = [xi− 12 , xi+ 12 ], pour i ∈ ZZ . On pose hi = xi+ 12 − xi− 12 et
hi+ 12 = xi+1 − xi. Soient α, β ∈ IR. On suppose que, pour un certain h ∈ IR, αh ≤ hi ≤ βh, pour tout i ∈ ZZ .
On conside`re le sche´ma (5.48),(5.49) (sche´ma “VFDA”).
1. (Stabilite´ L∞) Montrer que k ≤ αh⇒ |uni | ≤ ‖u0‖∞, ∀n ∈ {0, . . . , N + 1}, ∀i ∈ ZZ .
2. Montrer que, pour tout n = 0, . . . , N , on a uni → 0 lorsque i→ +∞ ou i→ −∞.
3. (Estimation “BV faible”) Soient ζ > 0. Montrer que :
k ≤ (1 − ζ)αh⇒
∑
n=0,...,N
∑
i∈ZZ
k(uni − uni−1)2 ≤ C(ζ, u0),
ou` C(ζ, u0) ne de´pend que de ζ et u0 (multiplier (5.48) par kuni et sommer sur i et n.)
4. (convergence) On pose T = (Mi)i∈ZZ et on de´finit la solution approche´e sur [0, T ]× IR, note´e uT ,k, donne´e
par (5.48),(5.49), par uT ,k(t, x) = uni , si x ∈Mi et t ∈ [tn, tn+1[.
On admet que uT ,k → u, pour la topologie faible-? de L∞(]0, T [×IR), quand h→ 0, avec k ≤ (1 − ζ)αh
(ζ fixe´). Montrer que u est la solution faible de (5.50)-(5.51).
Remarque 5.34 (VF, DF et convergence forte) On peut montrer le meˆme re´sultat avec (5.46) au lieu de
(5.48). On peut aussi montrer (cf. la suite du cours. . . ) que la convergence est forte dans Lploc(]0, T [×IR),
pour tout p <∞.
Exercice 66 (Construction d’une solution faible) Corrige´ en page 210
1/ Construire une solution faible du proble`me
ut + (u
2)x = 0
u(x, 0) = u0(x) =

1 si x < 0
1− x si x ∈ [0, 1]
0 six > 1
2/ Meˆme question (mais nettement plus difficile...) pour le proble`me
ut + (u
2)x = 0
u(x, 0) = u0(x) =

0 si x < 0
1− x si x ∈ [0, 1]
1 six > 1
Exercice 67 (Proble`me de Riemann)
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Soit f la fonction de IR dans IR de´finie par f(s) = s4. Soit ud et ug des re´els. Calculer la solution entropique du
proble`me de Riemann (5.30) avec donne´es ud et ug en fonction de ud et ug.
Exercice 68 (Non unicite´ des solutions faibles) Corrige´ en page 211
On conside`re l’e´quation 
ut + (u
2)x = 0
u(0, x) =
{
ug si x < 0
ud si x > 0
(5.52)
avec ug < ud.
1. Montrer qu’il existe σ ∈ IR tel que si
{
u(t, x) = ug si x < σt
u(t, x) = ud si x > σt
alors u est solution faible de (5.52).
Ve´rifier que u n’est pas solution entropique de (5.52).
2. Montrer que u de´finie par : 
u(t, x) = ug si x < 2ugt
u(t, x) = x2t si 2ugt ≤ x ≤ 2udt
u(t, x) = ud si x > 2udt
(5.53)
alors u est solution faible entropique de (5.52).
Exercice 69 (Proble`me de Riemann)
1. De´terminer la solution entropique de (5.30) dans le cas ou` f est strictement concave.
2. On se place dans le cas ou` f est convexe puis concave : plus pre´cise´ment, on conside`re f ∈ C2(IR, IR) avec
(i) f(0) = 0, f ′(0) = f ′(1) = 0
(ii) ∃a ∈]0, 1[, tel que f est strictement convexe sur]0, a[, f est strictement concave sur ]a, 1[.
On supposera de plus ug = 1, ud = 0.
(a) Soit b l’unique e´le´ment b ∈]a, 1[ tel que f(b)b = f ′(b) ; montrer que u de´finie par :
u(t, x) = 1 si x ≤ 0
u(t, x) = ξ si x = f ′(ξ)t, b < ξ < 1
u(t, x) = 0 si x > f ′(b)t
est la solution faible entropique de (5.30) (sous les hypothe`ses pre´ce´dentes).
(b) Construire la solution entropique du proble`me de Riemann dans le cas f(u) = u2
u2+ (1−u)
2
4
et ug, ud ∈
[0, 1]. [Complique´. On distinguera plusieurs cas. )
Exercice 70 (Stabilite´ de sche´mas nume´riques) Corrige´ en page 211
Soient f ∈ C1(IR, IR) et u0 ∈ L∞(IR). On conside`re le proble`me suivant :
ut(x, t) + (f(u))x(x, t) = 0, x ∈ IR, t ∈ [0, T ], (5.54)
u(x, 0) = u0(x). (5.55)
On utilise ci dessous les notations du cours. On discre´tise le proble`me (5.54),(5.55) par l’un des sche´mas vu en
cours (“Flux-splitting”, “Godunov”, “Lax-Friedrichs modifie´” et “Murman”). Montrer qu’il existe M (de´pendant
de la fonction “flux nume´rique” et de u0) tel que k ≤Mhi, pour tout i ∈ ZZ , implique :
1. ‖un+1‖∞ ≤ ‖un‖∞ pour tout n ∈ IN.
2. (Plus difficile) ∑i∈ZZ |un+1i+1 − un+1i | ≤ ∑i∈ZZ |uni+1 − uni | pour tout n ∈ IN. (Cette estimation n’est
inte´ressante que si
∑
i∈ZZ |u0i+1 − u0i | <∞, ce qui n’est pas toujours vrai pour u0 ∈ L∞(IR). Cela est vrai
si u0 est une fonction a` “variation borne´e”.)
Exercice 71 (Sche´ma de Murman) Corrige´ en page 212
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Soient f ∈ C1(IR, IR) et u0 ∈ L∞(IR). On suppose que A ≤ u0 ≤ B, p.p. sur IR. On s’inte´resse au proble`me
suivant :
ut(x, t) + (f(u))x(x, t) = 0, x ∈ IR, t ∈ IR+, (5.56)
u(x, 0) = u0(x), x ∈ IR. (5.57)
Pour discre´tiser le proble`me (5.56)-(5.57), on se donne un pas d’espace h > 0 et un pas de temps k > 0. On pose
Mi =]ih, ih+ h[ et on note uni l’approximation recherche´e de la solution exacte dans la maille Mi a` l’instant nk.
On conside`re le sche´ma de Murmann :
h
un+1i − uni
k
+ (fni+ 12
− fni− 12 ) = 0, n ∈ IN, i ∈ ZZ , (5.58)
u0i =
1
h
∫
Mi
u0(x)dx, i ∈ ZZ , (5.59)
avec fn
i+ 12
= g(uni , u
n
i+1) et g ∈ C(IR × IR, IR) de´finie par :
g(a, a) = f(a) et, pour a 6= b,
g(a, b) =
f(a) si f(b)−f(a)b−a ≥ 0,
f(b) si f(b)−f(a)b−a < 0.
1. (Stabilite´) Montrer qu’il existe M , ne de´pendant que de f , A et B (on donnera la valeur de M en fonction
de f , A et B) t.q. pour k ≤Mh on ait :
(a) (Stabilite´ L∞) A ≤ uni ≤ B, pour tout n ∈ IN et tout i ∈ ZZ ,
(b) (Stabilite´ BV ) ∑i∈ZZ |un+1i+1 − un+1i | ≤∑i∈ZZ |uni+1 − uni | pour tout n ∈ IN. (Cette estimation n’est
inte´ressante que si
∑
i∈ZZ |u0i+1 − u0i | < ∞, ce qui n’est pas toujours vrai pour u0 ∈ L∞(IR). Cela
est vrai si u0 est une fonction a` “variation borne´e”.)
2. On prend, dans cette question, f(s) = s2.
(a) (Non monotonie) Montrer que si A < 0 et B > 0, la fonction g n’est pas “croissante par rapport a` son
premier argument et de´croissante par rapport a` son deuxie`me argument” sur [A,B]2.
(b) (Exemple de non convergence) Donner un exemple de non convergence du sche´ma. Plus pre´cise´ment,
donner u0 t.q., pour tout h > 0 et tout k > 0, on ait uni = u0i pour tout i ∈ ZZ et pour tout n ∈ IN (la
solution discre`te est donc “stationnaire”) et pourtant u(., T ) (u est la solution exacte de (5.56)-(5.57))
est diffe´rent de u0 pour tout T > 0 (la solution exacte n’est donc pas stationnaire).
3. (Sche´ma “ordre 2”, question plus difficile) Pour avoir un sche´ma “plus pre´cis”, on pose maintenant pni =
minmod(u
n
i+1−uni−1
2h , 2
uni+1−uni
h , 2
uni −uni−1
h ) et on remplac¸e, dans le sche´ma pre´ce´dent, f
n
i+ 12
= g(uni , u
n
i+1)
par fn
i+ 12
= g(uni + (h/2)p
n
i , u
n
i+1 − (h/2)pni+1). Reprendre les 2 questions pre´ce´dentes (c’est a` dire :
“Stabilite´ L∞”, “Stabilite´ BV ”, “non monotonie” et “Exemple de non convergence”).
Exercice 72 (Flux monotones)
Soient f ∈ C1(IR, IR) et u0 ∈ L∞(IR) ; on conside`re l’e´quation hyperbolique non line´aire (5.17) qu’on rappelle :{
ut + (f(u))x = 0, (x, t) ∈ IR × IR+,
u(x, 0) = u0(x).
(5.60)
On se donne un maillage (]xi−1/2, xi+1/2[)i∈ZZ de IR et k > 0 et, pour i ∈ ZZ , on de´finit une condition initiale
approche´e : u0i =
1
hi
∫
u0(x)dx, avec hi = xi+1/2 − xi−1/2.
Pour calculer la solution entropique de l’e´quation (5.17), on conside`re un sche´ma de type volumes finis explicite a`
trois points, de´fini par un flux nume´rique g, fonction de deux variables.
1. Ecrire le sche´ma nume´rique (i.e. donner l’expression de un+1i en fonction des (uni )i∈ZZ ).
2. On suppose dans cette question que le flux g est monotone et lipschitzien en ses deux variables, c.a`.d. qu’il
existe M ≥ 0 tel que pour tout (x, y, z) ∈ IR3, |g(x, z)− g(y, z)| ≤M |x− y| et |g(x, y)− g(x, z)| ≤M |y− z|.
Montrer que le sche´ma nume´rique de la question pre´ce´dente peut s’e´crire sous la forme
un+1i = H(u
n
i−1, u
n
i , u
n
i+1)
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ou` H est une fonction croissante de ses trois arguments si k satisfait une condition de type k ≤ Chi pout tout i, ou`
C est une constante a` de´terminer.
3. Montrer que si la fonction g est croissante par rapport a` son premier argument et de´croissant par rapport au
second, et si a, b ∈ IR sont tels que a ≤ b, alors g(a, b) ≤ g(ξ, ξ) pour tout ξ ∈ [a, b].
4. En de´duire que si le flux g est monotone, alors il ve´rifie la proprie´te´ suivante :
∀(a, b) ∈ IR2,
{
g(a, b) ≤ mins∈[a,b] f(s) si a ≤ b
g(a, b) ≥ maxs∈[a,b] f(s) si a ≥ b.
5. Soit g un flux monotone qui est tel que pour tous a, b ∈ IR, il existe ua,b dans l’intervalle d’extre´mite´s a et b, tel
que g(a, b) = f(ua,b). Montrer que
∀(a, b) ∈ IR2,
{
g(a, b) = mins∈[a,b] f(s) si a ≤ b
g(a, b) = maxs∈[b,a] f(s) si a ≥ b.
Exercice 73 (Sche´mas pour les proble`mes hyperboliques)
Soient f ∈ C2(IR, IR), T > 0 et u0 ∈ L∞(IR) ∩ BV (IR) ; on cherche une approximation de la solution de
l’equation hyperbolique avec condition initiale :
ut(x, t) + (f(u))x(x, t) = 0, x ∈ IR, t ∈ [0, T ], (5.61)
u(x, 0) = u0(x). (5.62)
On note h (resp. k = 1N+1 ) le pas (constant, pour simplifier) de la discre´tisation en espace (resp. en temps), et uni la
valeur approche´e recherche´e de u au temps nk dans la maille Mi = [(i− 12 )h, (i+ 12 )h], pour n ∈ {0, . . . , N +1}
et i ∈ ZZ . On conside`re le sche´ma obtenu par une discre´tisation par volumes finis explicite a` trois points :
un+1i − uni
k
+
1
h
(fni+ 12
− fni− 12 ) = 0, n ∈ {0, . . . , N + 1}, i ∈ ZZ , (5.63)
u0i =
1
h
∫
Mi
u0(x)dx, (5.64)
avec fn
i+ 12
= g(uni , u
n
i+1), ou` g ∈ C1(IR, IR).
1. Montrer que le sche´ma (5.63),(5.64) posse`de la proprie´te´ de “consistance des flux” ssi g est telle que :
g(s, s) = f(s), ∀s ∈ IR. (5.65)
2. Montrer que le sche´ma, vu comme un sche´ma de diffe´rences finies, est, avec la condition (5.65), d’ordre
1 (c.a`.d. que l’erreur de consistance est majore´e par C(h + k), ou` C ne de´pend que de f et de la solution
exacte, que l’on suppose re´gulie`re). Montrer que si le pas d’espace est non constant, la condition (5.65) est
(en ge´ne´ral) insuffisante pour assurer que le sche´ma (5.63),(5.64) (convenablement modifie´) est consistant
au sens des diffe´rences finies, et que le sche´ma est alors d’ordre 0.
3. On e´tudie, dans cette question, le sche´ma de Godunov, c.a`.d. qu’on prend :
g(ug, ud) = f
(
uug,ud(0, t)
)
,
ou` uug,ud est la solution du proble`me de Riemann :
ut(x, t) + (f(u))x(x, t) = 0, (x, t) ∈ IR × IR+ (5.66)
u(x, 0) = ug si x < 0, (5.67)
u(x, 0) = ud si x > 0. (5.68)
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(a) Montrer que le sche´ma (5.63), (5.64) peut s’e´crire :
un+1i = u
n
i + Ci(u
n
i+1 − uni ) +Di(uni−1 − uni ),
avec : Ci =
k
h
f(uni )− g(uni , uni+1)
uni+1 − uni
≥ 0 et Di = k
h
g(uni−1, u
n
i )− f(uni )
uni−1 − uni
≥ 0.
(b) On pose A = ‖u0‖∞, M = sup
s∈[−A,A]=
|f ′(s)|, et h le pas (constant) d’espace. On suppose que k et h
ve´rifient la condition de CFL :
k ≤ h
2M
.
On note un la fonction de´finie par : un(x) = (uni ) si x ∈Mi ; montrer que :
– Stabilite´ L∞ : ‖un+1‖∞ ≤ ‖un‖∞(≤ . . . ≤ ‖u0‖∞), ∀n ∈ {0, . . . , N + 1}. (E1)
– Stabilite´ BV : ‖un+1‖BV ≤ ‖un‖BV (≤ . . . ≤ ‖u0‖BV ), ∀n ∈ {0, . . . , N + 1}. (E2)
On rappelle que, comme un est une fonction constante par morceaux, on a :
‖un‖BV =
∑
i∈ZZ
|uni+1 − uni |.
(c) Remarque : on peut montrer (ce n’est pas facile) que si on a la condition “CFL” le sche´ma de Godunov
converge.
4. On suppose maintenant f(u) = au, a ∈ IR, et on prend g(λ, µ) = λ+ µ
2
(sche´ma centre´).
Montrer que pour tous k, h > 0, les conditions (E1) et (E2) sont fausses, c.a`.d. qu’il existe u0(∈ L∞∩BV )
t.q. ‖u1‖∞ 6≤ ‖u0‖∞, et ‖u1‖BV 6≤ ‖u0‖BV .
5. On e´tudie maintenant un sche´ma de type “MUSCL”, i.e. On prend dans le sche´ma (5.63) fn
i+ 12
= f(uni +
h
2p
n
i ), ou` :
pni =

εni
2h
min
(|uni+1 − uni−1|, 4|uni+1 − uni |, 4|uni − uni−1|), ou` εni = sign(uni+1 − uni−1)
si sign(uni+1 − uni−1) = sign(uni+1 − uni ) = sign(uni − uni−1)
0 sinon.
(a) Montrer que 1h(fni+ 12−f
n
i− 12
) est une approximation d’ordre 2 de
(
f(u)
)
x
(xi, tn) aux points ou` u ∈ C2
et ux 6= 0.
(b) Montrer que sous une condition de type k ≤ Ch, ou` C ne de´pend que de u0 et f , les conditions de
stabilite´ (E1) et (E2) sont ve´rifie´es.
Exercice 74 (Ele´ments finis pour une e´quation hyperbolique)
Soit f ∈ C1(IR, IR), u0 ∈ C(IR) t.q. u0 borne´e ; on conside`re la loi de conservation scalaire suivante :
∂u
∂t
(x, t) +
∂
∂x
(f(u))(x, t) = 0, x ∈ IR, t ∈ IR+, (5.69)
avec la condition initiale :
u(x, 0) = u0(x). (5.70)
On se donne un pas de discre´tisation en temps constant k, on note tn = nk pour n ∈ IN, et on cherche a` approcher
u(., tn). On note u(n) la solution approche´e recherche´e.
1. Montrer qu’une discre´tisation par le sche´ma d’Euler explicite en temps ame`ne au sche´ma en temps suivant :
1
k
(u(n+1) − u(n)) + ∂
∂x
(
f(u(n))
)
(x) = 0, x ∈ IR, n ∈ IN∗, (5.71)
u0(x) = u0(x). (5.72)
On cherche a` discre´tiser (5.71) par une me´thode d’e´le´ments finis. On se donne pour cela une famille de points
(xi)i∈ZZ ⊂ IR, avec xi < xi+1.
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2. On introduit les fonctions de forme P1, note´es Φi, i ∈ ZZ , des e´le´ments finis associe´s au maillage donne´
par la famille de points (xi)i∈ZZ ; on effectue un de´veloppement de Galerkin de u(n) sur ces fonctions de forme
dans (5.71) et (5.72) ; on multiplie l’e´quation ainsi obtenue par chaque fonction de forme, et on approche le terme
f(
∑
j∈ZZ u
(n)
j Φj) par
∑
j∈ZZ f(u
(n)
j )Φj , et on inte`gre sur IR . Montrer qu’on obtient ainsi un syste`me d’e´quations
de la forme :
∑
j∈ZZ
ai,j
u
(n+1)
j − u(n)j
k
+
∑
j∈ZZ
bi,jf(u
(n)
j ) = 0, i ∈ ZZ , n ∈ IN∗. (5.73)
u0i = u0(xi) i ∈ ZZ . (5.74)
(les ai,j et bi,j sont a` de´terminer).
3. On effectue une “condensation de la matrice de masse”, c.a`.d. qu’on remplace les ai,j dans (5.73) par a˜i,j avec
a˜i,j = 0 si i 6= j et a˜i,i =
∑
j∈ZZ ai,j . Montrer que le sche´ma ainsi obtenu est identique a` un sche´ma volumes
finis sur le maillage (Ki)i∈ZZ ou` Ki =]xi−1/2, xi+1/2[, xi+1/2 = (xi + xi+1)/2, avec approximation centre´e du
flux.
4. Montrer que ce sche´ma est instable, dans un (ou plusieurs) sens a` pre´ciser.
5. On remplace le flux nume´rique centre´ Fi+1/2 du sche´ma volumes finis obtenu a` la question 3 par Gi+1/2 =
Fi+1/2 + Di+1/2(u
(n)
i − u(n)i+1). Montrer que l’approximation du flux reste consistante et que si les Di+1/2 sont
bien choisis, le nouveau sche´ma est stable sous une condition de CFL a` pre´ciser.
On conside`re maintenant la meˆme e´quation de conservation, mais sur IR2 (avec f ∈ C1(IR, IR2), u0 ∈ C(IR2),
borne´e.
ut(x, t) + div(f(u))(x, t) = 0, x ∈ IR2, t ∈ IR+, (5.75)
u(x, 0) = u0(x). (5.76)
Soit T un maillage en triangles de IR2, admissible pour une discre´tisation par e´le´ments finis P1. Soit S l’ensemble
des noeuds de ce maillage et (Φj)j∈S la famille des fonctions de forme e´le´ments finis biline´airesP1. En conservant
la meˆme discre´tisation en temps, on cherche une approximation de u(., tn) dans l’espace engendre´ par les fonctions
Φj .
6. Montrer qu’en suivant la meˆme de´marche qu’aux questions 2 et 3, on aboutit au sche´ma :
u
(n+1)
i − u(n)i
k
∫
IR2
Φi(x)dx −
∑
j∈S
f(u
(n)
j ) ·
∫
IR2
Φj(x)∇Φi(x)dx = 0, n ∈ IN∗ (5.77)
7. Montrer que ce sche´ma peut encore s’e´crire :
u
(n+1)
i − u(n)i
k
∫
IR2
Φi(x)dx +
∑
j∈S
Ei,j = 0, (5.78)
avec
Ei,j =
1
2
(f(u
(n)
i ) + f(u
(n)
j )) ·
∫
IR2
(Φi(x)∇Φj(x) − Φj(x)∇Φi(x))dx.
Montrer que ce sche´ma est instable.
8. Dans le sche´ma (5.78), on remplace Ei,j par
E˜ni,j = E
n
i,j +Di,j(u
n
i − unj ),
ou` Di,j = Dj,i (pour que le sche´ma reste conservatif). Montrer que pour un choix judicieux de Di,j , le sche´ma
ainsi obtenu est a` flux monotone et stable sous condition de CFL.
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5.7 Suggestions pour les exercices
Exercice 61 page 197
Chercher les solutions sous la forme u(x, t) = u0(x− vt).
5.8 Corrige´s des exercices
Exercice 60 page 197
1. En appliquant les re´’sultats de la section 5.2 page 180, la solution faible du proble`me s’e´crit u(x, t) = u0(x+2t),
pour x ∈ IR, et t ∈ IR+, c.a`.d. {
u(x, t) =
{
0, si x < −2t,
1 si x > −2t. (5.79)
La repre´sentation graphique de la solution a t = 0 et a` t = 1, en fonction de x est donne´e en Figure 5.7. Cette
t = 0
u(x)
x
u(x)
x
t = 1
FIG. 5.7 – Repre´sentation graphique de la solution
solution faible n’est pas solution classique de (5.79) car elle n’est pas continue, donc ses de´rive´es en temps et
espace ne sont pas de´finies partout.
2. Dans le cas ou` u0(x) = sinx, la solution faible du proble`me s’e´crit u(x, t) = sin(x + 2t), pour x ∈ IR, et
t ∈ IR+, et cette solution est re´gulie`re, donc solution classique.
Exercice 61 page 197
Pour (x, t) ∈ IR2× IR, on pose u(x, t) = u0(x−vt). Comme u0 ∈ C1(IR, IR), on a u ∈ C1(IR2× IR+, IR) ; on
peut donc calculer les de´rive´es partielles de u par rapport a` au temps t, qu’on notera ∂tu et par rapport aux deux
variables d’espace x1 et x2, qu’on notera ∂1u et ∂2u. On a : ∂tu(x, t) = ∇u0(x − vt) · v. Or div(vu) = v · ∇u
car v est constant, et∇u = ∇u0. On en de´duit que ut(x, t)+div(vu)(x, t) = 0, et donc u est solution (classique)
de (5.39).
Exercice 62 page 197
Corrige´ en cours d’e´laboration
Exercice 63 page 198 (Stabilite´ du sche´ma amont dans le cas line´aire)
On conside`re le proble`me hyperbolique line´aire (5.9), avec u0 ∈ L1(IR) ∩ L∞(IR), dont on calcule une solution
approche´e par le sche´ma volumes finis amont (5.15). Montrer que ce sche´ma est stable pour les normes L2 et L∞,
c.a`.d. que la solution approche´e satisfait les proprie´te´s suivantes :
1. ‖uT ,k(., n)‖L2(IR) ≤ ‖u0‖L2(IR), ∀n ∈ IN,
2. ‖uT ,k(., n)‖L∞(IR) ≤ ‖u0‖L∞(IR), ∀n ∈ IN,
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ou` uT ,k de´signe la solution approche´e calcule´e par le sche´ma (voir (5.16)).
Le sche´ma (5.15) s’e´crit encore :
hi(u
n+1
i − uni ) = k(uni − uni−1).
Multiplions par un+1i . On obtient :
1
2
hi(u
n+1
i − uni )2 +
1
2
hi(u
n+1
i )
2 − 1
2
hi(u
n
i )
2 + k(un+1i − uni )(uni − uni−1) + kuni (uni − uni−1) = 0.
Exercice 64 page 198
1.a) Le sche´ma nume´rique s’e´crit :
un+1i = (1−
k
hi− 12
)uni +
k
hi− 12
uni−1 (5.80)
Comme k ≤ αh ≤ hi− 12 on a
k
hi− 12
∈ [0, 1] On a donc
min(uni , u
n
i−1) ≤ un+1i ≤ max(uni , uni−1)
d’ou` on de´duit que
min
j
(unj ) ≤ un+1i ≤ maxj (u
n
j ), ∀i ∈ ZZ ,
puis, par re´currence sur n, que
inf u0 ≤ uni ≤ supu0 ∀i ∈ ZZ , ∀nnIN.
1.b) Par de´finition de l’erreur de consistance, on a :
u¯n+1i −u¯ni
k = ut(xi, tn) +R
n
i , ou` |Rni | ≤ ‖utt‖∞k,
u¯ni −u¯ni−1
h
i− 1
2
= ux(xi, tn) + S
n
i , |Sni | ≤ ‖uxx‖∞h.β
En posant eni = u¯ni − uni , on a donc
en+1i − eni
k
+
1
hi− 12
(eni − eni−1) = Rni + Sni ≤ C(u0, β)(h+ k),
avec C(u0β) = ‖u′′0‖∞max(β, 1), car (u(t, x) = u0(x, t)) et donc ‖utt‖∞ = ‖uxx‖∞ = ‖u′′0‖∞. On pose
C(u0, β) = C, on obtient alors
en+1i =
(
1− k
hi− 12
)
eni +
k
hi− 12
eni−1 + Ck(h+ k)
donc sup
i
|en+1i | ≤ sup
j
|enj |+ Ck(h+ k). Par re´currence sur n, on en de´duit
sup
i
|eni | ≤ Ckn(h+ k) et donc sup
i
|eni | ≤ CT (h+ k) si 0 ≤ n ≤ N + 1, ou` (N + 1)k = T.
2.a) On a inf u0 ≤ u0i ≤ supu0 puis, pa re´currence :
un+1i = (1−
k
hi
)uni +
k
hi
uni−1.
Comme k ≤ αh ≤ hi on en de´duit comme en 1) a) que :
inf(u0) ≤ uhi ≤ sup(u0).
2.b) Consistance
u¯n+1i − u¯ni
k
= ut(xi, tn) +R
n
i , |Rni | ≤ ‖utt‖∞k
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mais
u¯ni − u¯ni−1
hi
=
u¯ni − u¯ni−1
hi− 12
hi− 12
hi
= [ux(xi, tn) + S
n
i ]
hi− 12
h
, avec |Sni | ≤ ‖uxx‖∞βh,
donc
u¯n+1i − u¯ni
k
+
u¯ni − u¯ni−1
hi
= (ut + ux)(xi, tn) +R
n
i + S
n
i
hi− 12
hi
+ T ni ,
= Rni + S
n
i
h
i− 1
2
hi
+ T ni ,
avec :
|Rni | ≤ ‖utt‖∞k,∣∣∣∣hi− 12hi
∣∣∣∣ |Sni | ≤ ‖uxx‖∞ βhαhβh = β2α ‖uxx‖∞h,
T ni = ux(xi, tn)
hi− 12 − hi
hi
= ux(xi, tn)
hi−1 − hi
2hi
.
En prenant par exemple un pas tel que hi = h si i est pair et hi = h/2 si i est impair, on voit T ni ne tend pas vers
0 lorsque h tend vers 0 ; le sche´ma apparait donc comme non consistant au sens des diffe´rences finies.
c) Convergence. On a
u¯n+1i − u¯ni
k
= ut(xi+ 12 , tn) +R
n
i , |Rni | ≤ ‖utt‖∞k
u¯ni − u¯ni−1
hi
= ux(xi+ 12 , tn) + S
n
i , |Sni | ≤ ‖uxx‖∞βh
donc, avec fni = u¯ni − uni
fn+1i = (1−
k
hi
)fni + f
n
i−1(
k
hi
) + k(Sni +R
n
i )
On a donc :
sup
i
|fn+1i | ≤ sup
i
|fni |+ k‖u′′0‖∞(k + βh)
≤ sup
i
|fni |+ kC1(k + h) C1 = ‖u′′0‖∞max(β, 1),
et par re´currence sur n
sup
i
|fni | ≤ C1nk(k + h) + ‖u′0‖∞hβ
car sup
i
|f0i | ≤ ‖u′0‖∞hβ. D’ou` on dee´duit que
sup
i
|fni | ≤ C1T (k + h) + ‖u′0‖∞βh
≤ C2(k + h), 0 ≤ n ≤ N + 1.
avec C2 = C1T + β‖u′0‖∞ Il reste a` remarquer que |u¯ni − u¯ni | ≤ ‖u′0‖∞βh pour avoir
sup
i
|u¯ni − uni | ≤ C3(h+ k) avec
C3 = C2 + β‖u′0‖∞ = ‖u′′0‖∞max(β, 1)T + 2β‖u′0‖∞.
Exercice 65 page 199
1. On remarque d’abord que |u0i | ∈ [−‖u0‖∞, ‖u0‖∞]. On a vu a` la question 2) a) de l’exercice 64 que un+1i ∈
[uni , u
n
i−1[ ou [u
n
i−1, u
n
i ]. On en de´duit par une re´currence sur n que uni ∈ [−‖u0‖∞, ‖u0‖∞] ∀i, ∀n ≥ 0.
2. On va utiliser le fait que u0 ∈ L2 et montrer la proprie´te´ par re´currence sur n. Pour n = 0, on a :
|u0i |2 ≤
∫ x
i− 1
2
x
i− 1
2
(u0(x))
2dx
1
hi
→ 0 lorsque i→ ±∞ (5.81)
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En effet, comme u01[x,x+η[ → 0pp, u01[x,x+η[ ≤ u0 ∈ L2 donc
∫ x+η
x
|u0|2dx → 0 lorsque x → +∞ par
convergence domine´e, pour tout η > 0. De plus, h ≥ αh(⇒ 1hi ≤ 1αh ), d’ou` on de´duit que (5.81) est ve´rifie´e. On
conclut ensuite par une re´currence imme´diate sur n, que :
|un+1i | ≤ max(|uni ||uni−1|)→ 0 quand i→ ±∞. (5.82)
2. On veut montrer que
N∑
n=0
∑
i∈ZZ
k(uni − uni−1)2 ≤ C(ζ, u0). On multiplie le sche´ma par kuni , on obtient :
hi(u
n+1
i − uni )uni + (uni − uni−1)kuni = 0,
ce qu’on peut re´e´crire :
hi
[
− (u
n+1
i − uni )2
2
+
(un+1i )
2
2
− (u
n
i )
2
2
]
+ k
[
(uni − uni−1)2
2
+
(uni )
2
2
− (u
n
i−1)
2
2
]
= 0.
Comme |un+1i − uni | = khi |uni − uni−1|, ceci s’e´crit aussi :
k(1− k
hi
)(uni − uni−1)2 + hi(un+1i )2 − hi(uni )2 + k(uni )2 − k(uni−1)2 = 0,
et comme
k
h
≤ 1− ζ, on a donc 1− khi ≥ ζ et ζ(uni − uni−1)2 + hi(u
n+1
i )
2 − hi(uni )2 + (uni )2 − (uni−1)2 ≤ 0 en
sommant pour i ∈ {−M, . . . ,M}, et h ∈ {0, . . . , N}, on obtient alors :
ζ
M∑
i=−M
M∑
n=0
(uni − uni−1)2 + αh
N∑
n=0
(unM )
2 − βh
N∑
n=0
(un−M−1)
2 ≤
M∑
i=−M
(u0i )
2.
En remarquant que
k
M∑
i=−M
(u0i )
2 ≤
M∑
i=−M
hi(u
0
i )
2 ≤ ‖u0‖22
(voir (5.81)) et que un−M → 0 qd M →∞ (voir (5.82)), on en de´duit
ζk
∞∑
i=−∞
N∑
n=0
(uni − uni−1)2 ≤ ‖u0‖22,
donc C = ‖u0‖
2
2
ζ convient.
3) (Convergence) Pour montrer la convergence, on va passer a` la limite sur le sche´ma nume´rique. On aura pour
cela besoin du lemme suivant :
Lemme 5.35 Soit (un)n∈IN une suite borne´e dans L∞(IR). Si un → u dans L∞(IR) pour la topologie faible ∗
lorsque n→ +∞, (c.a`.d ∫
IR
un(x)ϕ(x)dx −−−−−→
n→+∞
∫
IR
u(x)ϕ(x)dx, ∀ϕ ∈ L1(IR),
et vn → v dans L1 lorsque n→ +∞, alors∫
un(x)vn(x)dx −−−−−→
n→+∞
∫
u(x)v(x)dx.
De´monstration :
|
∫
un(x)vn(x)dx −
∫
u(x)v(x)dx| ≤ ‖un‖∞‖vn − v‖1 + |
∫
un(x)v(x)dx −
∫
u(x)v(x)dx|
≤ C‖un − v‖1 + |
∫
un(x)vn(x)dx −
∫
u(x)v(x)dx| −−−−−→
n→+∞
0,
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car (un)n est borne´e dans L∞.
On multiplie le sche´ma nume´rique par kϕni , ϕ ∈ C∞c (IR× [0, T [) et ϕni = ϕ(x, tn), et en somme sur i et n (toutes
les sommes sont finies, car ϕ est a` support compact) ; on obtient :
∑
i∈ZZ
∑
n∈IN
un+1i − uni
k
khiϕ
n
i +
∑
i∈ZZ
N∑
n=1
(uni − uni−1)kϕni = 0.
Comme ϕni = 0 si n ≥ N + 1, on a :∑
i∈ZZ
N∑
n=1
hiu
n
i (ϕ
n−1
i − ϕni )−
∑
i
u0iϕ
0
i hi +
∑
i∈ZZ
∑
n
(ϕni − ϕni+1)uni k = 0.
Or :
• T1 =
∑
i∈ZZ
u0iϕ
0
ihi =
∑
i
∫ x
i+1
2
x
i− 1
2
u0(x)ϕ0(xi)dx −−−→
h→0
∫
u0ϕdx.( avec ϕ0 = ϕ(., 0))
car
∑
i
ϕ0(xi)1]x
i− 1
2
,x
i+1
2
[ → ϕ(., 0) dans L1 quand h→ 0.
• T2 =
∑
i∈ZZ
∑
n=1
hiu
n
i
ϕn−1i − ϕni
k
k = −
∫
IR+
∫
IR
uT ,kψT ,kdxdt. Soit
ψT ,k(x, t) =
∑
i∈ZZ
N∑
n=1
ϕn−1i − ϕni
k
1]x
i− 1
2
,x
i+1
2
[1]nk,(n+1)k[.
En effet, pour x ∈ IR et t > 0, |ϕ
n−1
i − ϕni
k
− ϕt(x, t)| ≤ k‖ϕtt‖∞ si (x, t) ∈]xi− 12 , xi+ 12 [×[nk(n + 1)k[,
pour n ≥ 1. On a donc donc ψT ,k → ϕt p.p. sur IR×]0, T [, De plus, et |ψT ,k| ≤ ‖ϕt‖∞1K si βh ≤ 1, ou`
K = [−a − 1, a + 1] × [0, T ], et a est tel que ϕ = 0 sur ([−a, a] × [0, T ])c Donc, par convergence domine´e,
ψT ,k → −ϕt dans L1(IR×]0, T [) lorsque k → 0. Comme uT ,k converge vers u dans Linfty faible ∗, on en
de´duit par le lemme 5.35 que :
T2 == −
∫
IR+
∫
IR
uT ,k(x, t)ψT ,k(x, t)dxdt −−−→
h,k→0
−
∫
IR+
∫
IR
u(x, t)ϕt(x, t)dxdt.
• T3 =
∑
i∈ZZ
∑
n∈IN
ϕni − ϕni+1
hi
uni khi. =
∑
i∈ZZ
∑
n∈IN
kϕni (u
n
i − uni−1)
=
∑
i∈ZZ
∑
n∈IN
kϕni−1(u
n
i − uni−1) +
∑
i∈ZZ
∑
n∈IN
k(ϕni − ϕni− 12 )(u
n
i − uni−1) = T4 + T5, avec :
∗ T4 =
∑
i
∑
n
khi
ϕn
i− 12
− ϕn
i+ 12
h
uni =
∫ ∫
uT k(x)χT k(x)dx ou`
χT k =
ϕn
i− 12
− ϕn
i+ 12
hi
sur ]xi− 12 , xi+ 12 [×]tn, tn+1[ ;
et donc χT k → −ϕx dans L1(IR×]0, 1[) et T4 → −
∫ ∫
u(x)ϕx(x)dxdt lorsque h→ 0,
∗ T5 ≤
M2∑
i=M
N∑
n=0
kβh‖ϕx‖∞(ui− uhi−1) ≤ βkh‖ϕx‖∞
N∑
n=0
M2∑
i=M
(uni − uni−1) si βh ≤ 1, ou` M1 et M2 sont tels
que i 6∈ {M1, . . . ,M2} ⇒]xi− 12 , xi+ 12 [⊂ [−a, a]c, et ϕ = 0 sur ([−a, a]× [0, T ])c. On a donc :
T5 ≤ βkh‖ϕx‖(
M2∑
i=M1
N∑
n=0
(uni − uni−1)2)1/2(
N∑
n=0
M2∑
i=M1
1)1/2
≤ βkh‖ϕx‖∞
√
c√
k
(
∑N
n=0
∑M2
i=M1
1)1/2,
≤ β√kh‖ϕx‖∞
√
c
√
N + 1
√
M2 −M1 (M2 −M1)αh ≤ 2a.
≤ β√kh‖ϕx‖∞√c
√
T√
k
√
2a√
αh
= β‖ψx‖∞√c
√
T√
α
√
h
→ 0 quand h→ 0.
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On en de´duit que T3 → −
∫ ∫
u(x)ϕx(x)dx quand h→ 0.
Comme T1 + T2 + T3 = 0, on a donc∫
IR
∫
IR+
u(x, t)ϕt(x; t)dxdt +
∫
IR
∫
IR+
u(x, t)ϕx(x, t)dxdt +
∫
IR
u0(x)ϕ(x, .)dx = 0
et donc u est solution faible de (5.50)-(5.51).
Exercice 66 page 199
1/ Dans le premier cas, la solution est facile a` construire par la me´thode des caracte´ristiques, pour tout t < 1/2. En
effet, les droites caracte´ristiques sont d’e´quation : x(t) = 2u0(x0)t+ x0, c’est-a`-dire
x(t) =

2t+ x0, si x0 < 0,
2(1− x0)t+ x0, si x0 ∈]0, 1[,
0 si x0 > 1.
Les droites caracte´ristiques se rencontrent a` partir de t = 1/2, il y alors apparition d’un choc, dont la vitesse est
donne´e par la relation de Rankine–Hugoniot :
σ(ug − ud) = (u2g − u2d), et donc σ = ug + ud = 1.
La solution entropique est donc :
u(x, t) =

1 si t <
1
2
et x < 2t ou si t >
1
2
et x < t+
1
2
,
x−1
2t−1
0 si t < 12 et x > 1 ou si t >
1
2 et x > t+
1
2 .
2/ On pourra montrer que la fonction de´finie par les formules suivantes est la solution pour t < 12 (c’est-a`-dire avant
que les droites caracte´ristiques ne se rencontrent, la solution contient deux zones de de´tentes).
u(x, t) = 0, si x < 0, t < 1
2
,
u(x, t) =
x
2t
, si 0 < x < 2t, t < 1
2
,
u(x, t) =
1− x
1− 2t , si 2t < x < 1, t <
1
2
,
u(x, t) =
x− 1
2t
, si 1 < x < 1 + 2t, t < 1
2
,
u(x, t) = 1, si 1 + 2t < x, t < 1
2
.
En t = 12 , on pourra ve´rifier qu’un choc apparaıˆt en x = 1 et se propage a` la vitesse 1. On obtient alors pour t >
1
2
la solution suivante :
u(x, t) = 0, si x < 0, t >
1
2
,
u(x, t) =
x
2t
, si 0 < x < 1
2
+ t, t >
1
2
,
u(x, t) =
x− 1
2t
, si 1
2
+ t < x < 1 + 2t, t >
1
2
,
u(x, t) = 1, si 1 + 2t < x, t > 1
2
.
Remarquons que, bien que la solution initiale soit discontinue, la solution entropique est continue pour t ∈]0, 1/2[.
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Exercice 68 page 200
1. La question 1 de´coule du point 1 de la proposition 5.29 page 192 (il faut que σ satisfasse la condition de
Rankine–Hugoniot.
2. La question 2 de´coule du point 2 de la proposition 5.29 page 192.
Exercice 70 page 200
Les quatre sche´mas s’e´crivent sous la forme :
un+1i = u
n
i −
k
hi
(g(uni , u
n
i+1)− g(uni , uni )) +
k
hi
(g(uni−1, u
n
i )− g(uni , uni ))
soit encore
un+1i = u
n
i + C
n
i (u
n
i+1 − uni ) +Dni (uni−1 − uni ),
avec
Cni =
k
hi
g(uni , u
n
i )− g(uni , uni+1)
uni+1 − uni
si uni 6= uni+1(0 sinon )
Dni =
k
hi
g(uni−1, u
n
i )− g(uni , uni )
uni−1 − uni
si uni 6= uni+1(0 sinon )
On suppose que A ≤ u0 ≤ B p.p. et on remarque qu’il existe L ∈ IR+ tel que :
|g(a, b)− g(a, c)| ≤ L|b− c|,
|g(b, a)− g(c, a)| ≤ L|b− c|
}
∀a, b, c ∈ [A,B]
(On laisse le lecteur ve´rifier qu’un tel L existe pour les 4 sche´mas conside´re´s).
1) Dans le cas des 3 premiers sche´mas (FS, Godunov et LFM), la fonction g est croissante par rapport au 1er
argument et de´croissante par rapport au 2e`me argument. Donc si uni ∈ [A,B], ∀i (pour n fixe´), on a Cni ≥
0 Dni ≥ 0. En prenant 2k ≤ Lhi ∀i on a aussi : Cni , Dni ≤
1
2
et donc un+1i est une combinaison convexe de
uni−1, u
n
i , u
n
i+1 donc un+1i ∈ [A,B] ∀i (et aussi ‖un+1‖∞ ≤ ‖un‖∞). Par re´currence sur n on en de´duit :
uni ∈ [A,B] ∀i, ∀n si k ≤ uhi∀i avec M =
L
2
Dans le dernier cas (Murman), on a
g(a, b) = f(a) si f(b)− f(a)
b− a ≥ 0 (a 6= b), g(a, b) = f(b) si
f(b)− f(a)
b− a < 0 (a 6= b) et g(a, a) = f(a).
Si
f(uni+1)− f(uni )
uni+1 − uni
≥ 0, on a : g(uni , uni+1) = f(un), donc Cni = 0.
Si
f(uni+1)− f(uni )
uni+1 − uni
< 0, on a : g(uni , u
n
i+1) = f(u
n
i+1), C
n
i =
−f(uni+1)+f(un)
uni+1−uni > 0, et C
n
i ≤
1
2
si k ≤Mhi avec
M =
L
2
(L est ici la constante de Lipschitz de f ).
Le meˆme calcul vaut pour Dni et on conclut comme pre´ce´demment car
un+1 = (1− Cni −Dni )un + Cni uni+1 +Dni uni−1
2) On reprend la formule de 1) et la meˆme limitation sur k (pour les 4 sche´mas). On a :
un+1i+1 = u
n
i+1 + C
n
i+1(u
n
i+2 − uni+1) +Dni+1(uni − uni+1)
un+1i = u
n
i + C
n
i (u
n
i+1 − uni ) +Dni (uni−1 − uni )
et donc, en soustrayant membre a` membre :
un+1i+1 − un+1i = (uni+1 − uni ) (1− Cni −Dni+1)︸ ︷︷ ︸
≥0
+Cni+1︸︷︷︸
≥0
(uni+2 − uni+1) + Dni︸︷︷︸
≥0
(uni − uni−1)
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Par ine´galite´ triangulaire, on a donc :
|un+1i+1 − un+1i | ≤ |uni+1 − uni |(1− Cni −Dni+1) + Cni+1|uni+2 − uni+1|+Dni |uni − uni−1|
Sommons alors entre i = −P a` P :
P∑
i=−P
∣∣un+1i+1 − un+1i ∣∣ ≤ P∑
i=−P
∣∣uni+1 − uni ∣∣− P∑
i=−P
Cni
∣∣uni+1 − uni ∣∣+ P∑
i=−P
Cni+1
∣∣uni+2 − uni+1∣∣
−
P∑
i=−P
Dni+1
∣∣uni+1 − uni ∣∣+ P∑
i=−P
Dni
∣∣uni − uni−1∣∣ .
En regroupant :
P∑
i=−P
∣∣un+1i+1 − un+1i ∣∣ ≤ P∑
i=−P
∣∣uni+1 − uni ∣∣+ CnP+1 ∣∣unP+2 − unP+1∣∣+Dn−P ∣∣un−P − un−P−1∣∣ .
Or CnP+1 ∈ [0, 1] et Dn−P ∈ [0, 1] donc
P∑
i=−P
∣∣un+1i+1 − un+1i ∣∣ ≤ P+1∑
i=−P−1
∣∣uni+1 − uni ∣∣ ≤ +∞∑
i=−∞
∣∣uni+1 − uni ∣∣ .
Il ne reste plus qu’a faire tendre P vers +∞ pour obtenir le re´sultat.
Exercice 71 page 200
1) Cette question a e´te´ comple`tement traite´e dans l’exercice 70.
Les estimations sont ve´rifie´es avec M = L
2
, ou` L est la constante de Lipschitz de f sur [A,B].
2) Remarquons que si f(s) = s2 alors f(b)− f(a)
b− a = b+ a.
a) Soit b¯ ∈]0, B[, a¯ ∈]A, 0[ tel que b¯ + a¯ > 0, (par exemple : a¯ = − 2 , b¯ =  avec 0 <  < min(−A,B)). Soit
α ∈]0, a¯ + b¯[. Pour a ∈ [a¯ − α, a¯ + α], on a b¯ + a > 0, et donc g(a, b¯) = f(a) = a2, ce qui prouve que sur
l’ensemble [a¯− α, a¯+ α]× {b¯}, la fonction g est de´croissante par rapport a` a.
b) Soit n u0 de´finie par : u0 =
{ −1 sur IR−
+1 sur IR+
de sorte que u0i =
{
+1 si i ≥ 0
−1 si i < 0
Comme f(u0i ) = +1 ∀i on a u1i = u0i ∀i et donc uni = u0i pour tout i et pour tout n. Par une re´currence facile,
la solution approche´e est donc stationnaire. La solution exacte n’est pas stationnaire (voir proposition 5.29, cas ou`
f est strictement convexe et ug < ud).
Exercice 72 page 201 (Flux monotones)
1. Le sche´ma s’e´crit : un+1i = uni − hik (g(uni , uni+1)− g(uni , uni−1))
2.
uni+1) = u
n
i + C
n
i (u
n
i+1 − uni ) +Dni (uni−1 − uni )
= (1− Cni −Dni )uni + Cni uni+1 +Dni uni−1
avec Cni =
hi
k
g(uni , u
n
i+1)− g(uni , uni )
uni+1 − uni
si uni+1 6= uni (et 0 sinon)
et Dni =
hi
k
g(uni , u
n
i+1)− g(uni , uni )
uni+1 − uni
si uni−1 6= uni (et 0 sinon)
Remarquons que Cni ≥ 0 et Dni ≥ 0 car g est monotone. On en de´duit que H de´finie par
H(uni−1, u
n
i , u
n
i+1) = (1 − Cni −Dni )uni + Cni uni+1 +Dni uni−1
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est une fonction croissante de ses arguments si 1− Cni −Dni ≥ 0, ce qui est ve´rifie´ si k ≤ hi2M pour tout i ∈ ZZ .
3. Comme a ≤ ξ g(a, b) ≤ g(ξ, b), et comme ξ ≤ b, g(ξ, b) ≤ g(ξ, ξ).
4. D’apre`s la question pre´ce´dente, si a ≤ b, on a bien g(a, b) ≤ min{g(ξ, ξ), ξ ∈ [a, b]}, et comme g(ξ, ξ) = f(ξ),
on a le re´sultat souhaite´.
Si a ≥ b, alors on ve´rifie facilement que : g(a, b) ≥ g(ξ, ξ) pour tout ξ ∈ [b, a], ce qui prouve le re´sultat.
5. Comme g(a, b) = f(ua,b), on a mins∈[a,b] f(s) ≤ g(a, b) si a ≤ b et g(a, b) ≤ maxs∈[b,a] f(s) si a ≥ b. On a
donc e´galite´ dans les ine´galite´s de la question 3.
2. Montrer que sous une condition a` pre´ciser, le sche´ma peut s’e´crire sour la forme
un+1i = H(u
n
i−1, u
n
i , u
n
i+1)
ou` H est une fonction croissante de ses trois arguments.
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