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Résumé – Dans cet article nous proposons d’étendre le champ des représentations covariantes en appliquant préalablement au signal une
transformation non-linéaire. Pour ce faire, nous reprenons l’approche proposée par Hlawatsch pour la construction des représentations linéaires
et bilinéaires covariantes avec des opérateurs de déplacement. Nous montrons alors comment faire usage des noyaux de Mercer dans ce contexte,
après un bref rappel sur les espaces de Hilbert à noyau reproduisant.
Abstract – With this paper, we propose to extend covariant representations theory by a non linear pre-transform of the signal. This is done via
Mercer kernels. We use Hlawatsch covariant time frequency analysis, to build linear and bilinear covariant representations. After a brief review
of Mercer kernels, we propose to use them to construct new covariant representations.
Introduction
Le choix d’une classe de représentations de signaux est con-
ditionné par les propriétés que l’on souhaite exploiter, étant
donné un problème d’analyse, d’estimation ou encore de dé-
tection. Nous considérons ici le cas où la covariance avec des
opérateurs de translation est souhaitable. Outre les représen-
tations linéaires et bilinéaires, la littérature traite aussi large-
ment des représentations polynômiales et autres représenta-
tions d’ordre supérieur (par exemple [1]). Celles-ci reposent
sur une transformation préalable du signal sur laquelle est ap-
pliquée une technique de représentation conventionnelle. Nous
proposons d’obtenir de nouvelles représentations en appliquant
préalablement une transformation non-linéaire au signal. Pour
ce faire, nous faisons appel aux noyaux de Mercer qui perme-
ttent de calculer ces représentations sans avoir à appliquer ex-
plicitement aux signaux la transformation retenue.
Dans un premier temps, nous rappelons l’approche pro-
posée par Hlawatsch dans [2] pour l’obtention de représenta-
tions linéaires et bilinéaires covariantes avec un opérateur de
déplacement donné. Cet opérateur généralise les opérateurs
de translation temps-fréquence et dilatation. Nous esquissons
les liens entre cette technique [2] et les techniques employées
par Cohen [3, 4], Baraniuk [5, 6], Jones et Sayeed [7] pour
l’obtention de représentations. Pour plus de précision à ce su-
jet, le lecteur se reportera à [6, 8, 9, 10]. Dans un second temps,
nous proposons de transformer préalablement les signaux afin
d’obtenir de nouvelles classes de représentations non-linéaires.
Nous rappelons des propriétés des espaces de Hilbert à noyau
reproduisant, qui permettent de réaliser ces transformations de
façon élégante et efficace en terme de temps de calcul. Nous
formulons alors les représentations considérées en faisant ap-
paraître des noyaux de Mercer, ce qui permet d’envisager un
grand nombre de représentations et de non-linéarités, pour une
complexité indépendante du choix de l’espace dans lequel les
signaux sont transformés.
1 Représentations linéaires et bil-
inéaires covariantes
La méthode de Hlawatsch [2] vise à obtenir des représentations
covariantes avec certaines transformations qui peuvent être ap-
pliquées au signal. Par exemple, on peut citer les opérateurs de
translation temporelle et fréquentielle, notés T   et F  , définis
par:

T  


	

 et

F  


	 



 (1)
Ces deux opérateurs sont différents des opérateurs hermitiens
de temporel et fréquentiel utilisés par Cohen pour la con-
struction de représentations conjointes [3, 4]. Il y a cepen-
dant une équivalence entre cette dernière approche et celle de
Hlawatsch, comme expliqué dans [10].
1.1 Opérateurs de warping et de modulation
De manière à généraliser le couple des translations temps et
fréquence, Hlawatsch propose une définition des opérateurs de
modulation. Ceux-ci généralisent l’opérateur de translation en
fréquence. En effet nous avons [2]:
Proposition 1.1 Soit un ensemble ﬀﬂﬁ ﬃ  , deux groupes
! #"%$
 et
'&(")
 liés à

ﬃ 
"*
 par les isomorphismes +-, et
+/. et une fonction 0   inversible de ﬀ dans 0  ﬀ  ﬁ  .
Posons 10

2	
+/.

0


. La famille d’opérateurs linéaires
3
M 465
4798 ,: ;<
définie sur =   ﬀ  par:

M 4 


	 ?>A@
8B4C<D
E
8 <


 (2)
est appelée famille d’opérateurs de modulation. La fonction
0

 est appelée fonction de modulation.
De façon symétrique on peut généraliser l’opérateur de trans-
lation temporelle via les opérateurs de warping [2].
Proposition 1.2 Soit un ensemble FGﬁHﬃ  , un groupe
! #"%$

lié à

ﬃ 
"*
 par l’isomorphisme +I. . Posons J/K

 avec LNM
! #"%$
 et

MF une fonction indexée avec les propriétés suiv-
antes:
  Pour un L M
! #"%$
 fixé, JIK   est une fonction inversible,
continûment differentiable qui va de F dans F dont la
dérivé est non-nulle (c’est-à-dire un difféomorphisme)et
qui possède la propriété de composition suivante
J/K

J/K



	
J/K K


 (3)
  Pour un
 fixé, le mapping L JIK   est continu.
Alors la famille d’opérateurs linéaires 3 W K 5
KC798B.: <
définie sur
=


F
 par

W K 

-	
 
J
	
K





J/K


"
L M
! #"%$

"
M F (4)
est appelée famille d’opérateurs de warping. La fonction J K  
est appelée fonction de warping.
Notons que les opérateurs de modulation et de warping sont
unitairement équivalents (aux changements de variable  	
+
,

 et

	
+/.

L
 près) aux opérateurs de translation
fréquentielle et temporelle F  et T   ,
M 4 	 UF 
@
8B4C<
U   et W K 	 UT 
8 K<
U  
" (5)
avec U  = 

ﬃ 

 =


ﬃ 

"-
U 


	

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




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

1.2 Relations entre opérateurs : dualité et
affinité
Ces opérateurs de modulation et de warping généralisent les
opérateurs de translation en temps, en fréquence et de dilata-
tion. Des relations différentes existent entre les opérateurs
de translation temps fréquence et les opérateurs de translation
temps échelle. Hlawatsch généralise ces relations par la dualité
(qui généralise le couple temps-fréquence F  T   ) et l’affinité
(qui généralise le couple temps-échelle T   C  ) [2].
Définition 1 Soient
! #"%$
 et
'&(")
 deux groupes isomorphes
à

ﬃ 
"*
 via les isomorphismes +I. et +
, . Considérons deux
représentations unitaires
3
G K 5CKC7 . et
3
H 495A47, des groupes
! #"%$
 et
'&(")
 sur un espace de Hilbert invariant et minimal
 (c’est-à-dire que  est le plus petit espace non vide invariant
simultanément avec
 
K et
&
4 ). Alors, 3 H 495A47, est appelé dual
de
3
G K 5CKC7 . si
H 4 G K 	   8 K<  @ 8B4C< G K H 4
" (6)
pour tout L M
! #"%$
 ,

M
'&(")

.
Dans la définition précédente, nous avons généralisé la rela-
tion qui existe entre les opérateurs translation en temps et en
fréquence. Nous généralisons maintenant celle qui existe entre
l’opérateur translation en temps et l’opérateur de dilatation [2].
Définition 2 Soient
! #"%$
 et
'&(")
 deux groupes isomorphes
à

ﬃ 
"*
 via les isomorphismes +I. et +
, . Considérons deux
représentations unitaires
3
G K 5CKC7 . et
3
H 495A47, des groupes
! #"%$
 et
'&(")
 sur un espace de Hilbert invariant et minimal

. Alors,
3
H 495A47, est appelé affine de 3 G K?5CKC7 . si
H 
8B4: K<
G K 	 G K H 4
" (7)
avec 

L
"

	
+


,

+
,

 
8

8 K<<
 , pour tout L M
! #"%$
 ,

M
'&(")

.
Nous avons noté, dans (5), que les opérateurs de warping sont
unitairement équivalents à l’opérateur de déplacement tem-
porel T   et que les opérateurs de modulation sont unitairement
équivalents à l’opérateur de déplacement fréquentiel F  . Deux
opérateurs de warping et de modulations G K et H 4 sont donc
duaux si,
G K 	 UT 
8 K<
U   et H 4 	 UF 
@
8B4C<
U  
" (8)
et deux opérateurs G K et H 4 sont affines si
G K 	 VC ﬀﬂﬁﬃ
8

8 K<<
V   et H 4 	 VT  !
@
8B4C<
V  
" (9)
avec U et V deux opérateurs isométriques.
En combinant ces opérateurs, on obtient des opérateurs de
déplacement, notés D " 	 A # B $ , décrivant les déplacements
de la représentation dans le plan %
"'&
. Ces opérateurs de dé-
placement sont en fait des versions unitairement transformées
des couple temps-fréquence et temps-échelle. Ainsi, constru-
ire deux opérateurs duaux ou affine est équivalent à appliquer
une transformation unitaire aux couples F  T   et T   C  . La
méthode de Hlawatsch rejoint ainsi la méthode de Baraniuk et
Jones consistant à utiliser des représentations temps-fréquence
ou temps-échelle sur lesquelles on applique un warping unitaire
[2, 6, 8, 9].
1.3 ( -Représentations covariantes
Après avoir longuement caractérisé les opérateurs de modula-
tion, de warping et de déplacement, nous allons construire des
représentations du signal qui sont covariantes avec les opéra-
teurs de déplacement de paramètre ) [2].
Définition 3 Soit
3
D "5
" 798 *9: <
un opérateur de déplacement
de cocycle + , défini sur un espace de Hilbert  . Une ) -
représentation =-,

)
 est dite covariante avec l’opérateur de
déplacement D " si pour tout  M 
= D .ﬂ/ ,

)

	
+

)
$
)



"
)0

=1,

)
$
)




" (10)
pour tout )
"
)0 M32 .
La représentation du signal reflète donc le déplacement ap-
pliqué au signal. En d’autres termes, l’opération de déplace-
ment et l’opération consistant à calculer la représentations
commutent (à un facteur de phase près). Le facteur de phase
+ est le cocycle de l’opérateur de déplacement. Ainsi, pour
des opérateurs duaux, le cocyle vient du terme exponentiel
dans l’équation (6). Comme le montre l’équation (7), pour
des opérateurs affines, le cocycle est égal à 4 . Pour plus de
détails sur le cocycle, on pourra se référer à [2]. Nous pou-
vons construire des représentations covariantes en utilisant les
théorèmes suivants [2].
Théorème 1 Toutes les ) -représentations linéaires covari-
antes avec l’opérateur de déplacement
3
D "A5
" 798 *9: <
dans un
espace de Hilbert  sont données par
=1,

)

	65 
"
D "
7
	98





D "

;:

=<
"
) M32
" (11)
où

est une fonction arbitraire de  .
De même, pour les représentations bilinéaires [2]
Théorème 2 Toutes les ) -représentations bilinéaires covari-
antes avec l’opérateur de déplacement
3
D "5
" 798 *9: <
dans un
espace de Hilbert  sont données par:
 
,: 

)

	 5 
"
D " KD  
"
7 (12)
8

/
8






:


D " KD


"	
:


"

 <


<


"
) M 2
" (13)
où D " KD


"	
:


"

 représente le noyau de D " KD


"
avec K
un opérateur linéaire arbitraire sur  .
2 Les noyaux de Mercer 

Afin de proposer un formalisme unifié qui comprend les
classes de représentations classiques telles que les classes
affine et de Cohen ainsi que leurs extensions non-linéaires,
sans pour autant engendrer de lourds calculs, nous suggérons
de faire appel à la théorie des noyaux de Mercer. Nous allons
à présent détailler en quoi ces noyaux offrent un formalisme
élégant pour parvenir à ces fins [11, 12].
Soit
&
un espace fonctionnel hilbertien, composé de fonc-
tions  continues sur un espace signal  , et de produit scalaire
5
"

7
, . D’après le théorème de représentation de Riesz, il
existe une fonction unique 


"

 de la variable  , étant donné

fixé, telle que



 	 5

"



"


7
,
" 
NM
&
 (14)
Dans cette expression, 


"

 désigne une fonction définie sur
 , obtenue en fixant le second argument de  à

. Il en ré-
sulte que l’ensemble
3



"



M 5 engendre
&
, et que le
produit scalaire 5
"

7
, ne nécessite d’être défini que sur cet
ensemble de générateurs. Au vu de cette propriété,  est appelé
noyau reproduisant de
&
. En notant 

 la fonction 


"
 ,
l’équation (14) implique
5



"




7
,
	



"

" (15)
pour tout  ,

M . Ce résultat signifie que 


"

 fournit le
produit scalaire des images dans
&
de toute paire d’éléments
de l’ensemble  . En autorisant l’exploitation de ce concept
sans nécessairement connaître explicitement
&
et  , la con-
dition de Mercer a contribué aux plus récents développements
des structures à noyau en reconnaissance des formes [13]. En
effet, cette condition implique que si une application 


"


est définie positive, alors c’est un noyau reproduisant associé à
un produit scalaire dans un espace de Hilbert [11].
Nous allons nous intéresser à quelques exemples de noy-
aux utilisables. Le noyau polynômial, de forme 


"

 	
?*
5 
"

7

 , où 5 
"

7
désigne le produit scalaire
canonique de  et

, est largement utilisé dans les méthodes
à noyaux. Également très utilisés, les noyaux exponentiels ra-
diaux ne font pas intervenir directement le produit scalaire des
observations  et

mais, parce qu’ils remplissent les condi-
tions de Mercer, correspondent à un produit scalaire dans un
espace transformé. Les deux principaux sont le noyau gaussien
radial,  
.


"

 	ﬀﬂﬁ

ﬃ
,


ﬃ



"
et le noyau exponentiel,

 


"

	!ﬀﬂﬁ

ﬃ
,


ﬃ


. Des noyaux qui viennent d’être
présentés se dégagent deux familles plus générales: les noy-
aux projectifs, qui font intervenir le produit scalaire 5  "

7
et les noyaux radiaux qui reposent sur la norme





.
Le choix de noyaux ne se limite cependant pas à ceux-ci. En
effet, il est possible de construire des noyaux pour des appli-
cations particulières. La seule condition étant la positivité de
la fonction, un polynôme à coefficients positifs de noyaux ou
bien l’exponentielle d’un noyau sont des noyaux valides. Gen-
ton étudie une grande variété d’exemples et de techniques de
construction de noyaux dans [14].
3 " -Représentations à noyaux
Le travail proposé ici consiste à utiliser les noyaux re-
produisants pour généraliser les représentations covariantes
présentées plus haut. La combinaison des éléments précédents
nous permet donc d’étendre l’ensemble de représentations co-
variantes avec un opérateur de déplacement de façon très sig-
nificative. On propose ainsi les définitions suivantes.
Définition 4 Soit D " , ) M

2
"%$
 un opérateur de déplacement
dans un espace de Hilbert  . Soit  un noyau de Mercer. Les
représentations données par l’expression
#
=1,

)

	



"
D "


"
) M 2
" (16)
où

est une fonction arbitraire de  , sont appelées représen-
tations linéaires à noyau  .
De façon analogue, les représentations définies par
#$ 
,: 

)
 	



"
D " KD %
"


"
) M 2
" (17)
où K est un opérateur linéaire arbitraire sur  sont appelées
représentations bilinéaires à noyau  . Dans cette expression,
l’opérateur D %
"
désigne l’adjoint de D " vis-à-vis de    "

 , soit


D " 
"

 	



"
D %
"


.
On peut à présent légitimement s’interroger sur la covariance
de ces représentations au même titre que les représentations
originales. Les théorèmes suivants, dont une démonstration va
être proposée, apportent une réponse à ces questions.
Théorème 3 Soit
3
D "A5
" 798 *9: <
un opérateur de déplacement
dans un espace de Hilbert  . Soit  un noyau positif. Les
) -représentations linéaires à noyaux 
#
=1,: 4

)

	



"
D "


"
) M 2
" (18)
où

est une fonction arbitraire de  , sont covariantes avec
l’opérateur de déplacement D " si son adjoint D %
"
est tel que
D %
"
/
D "'& 	 D
"'&="(
/
/
.
Preuve : A partir de (18), on a directement
#
= D .ﬂ/ ,: 4

)

	


D " / 
"
D "

 	



"
D %
"
/
D "


"
soit encore
#
= D .ﬂ/ ,: 4

)

	



"
D
"'"(
/
/

 	
#
=1,: 4

)
$
)




Théorème 4 Soit
3
D "A5
" 798 *9: <
un opérateur de déplacement
dans un espace de Hilbert  . Soit  un noyau positif. Les
) -représentations bilinéaires à noyaux 
#$ 
,: 

)
 	



"
D " KD %
"


"
) M 2
" (19)
où K est un opérateur linéaire arbitraire sur  , sont covari-
antes avec l’opérateur de déplacement D " si son adjoint vis-à-
vis de  est tel que
D %
"
/
D "'& 	 + D
"'&="(
/
/
"
D %
"'&
D " / 	*) D %
"
/
D "'&+ % 	 +
%
D %
"'&="(
/
/
où le terme + est un terme scalaire tel que +
%
+
	
4 .
Preuve : A partir de (19), on a directement
#$ 
D .ﬂ/ ,: D .ﬂ/ 

)
 	


D " / 
"
D " KD %
"
D " /


	



"
D %
"
/
D " KD %
"
D " /


	



"
D %
"
/
D " K ) D %
"
/
D "+ %


	



"
D
"'"(
/
/
KD %
"'"(
/
/


"
ce qui implique donc que
#$ 
D .ﬂ/ ,: D .ﬂ/ 

)
 	
#$ 
,: 

)
$
)




Ainsi la propriété centrale des représentations étudiées ici,
c’est-à-dire la covariance avec un opérateur de déplacement,
est généralement préservée par l’extension non linéaire obtenue
grâce aux noyaux de Mercer. En effet, pour tous les noyaux
projectifs ou radiaux, l’adjoint d’un opérateur de déplacement
3
D " / 5 n’est autre que le déplacement
3
D
"(
/
/
5 . Ainsi pour les
déplacement affines, les conditions des deux théorèmes sont
vérifiées. Pour les déplacements basés sur des opérateurs du-
aux, il y a apparition d’un terme de phase, le cocyle + , qui con-
tredit les conditions du premier théorème. Les conditions du
second sont, elles, vérifiées. Ainsi pour des opérateurs duaux
et des représentations linéaires à noyaux radiaux ou projectifs,
la préservation de la covariance dépendra du noyau considéré.
Conclusion
Cet article a proposé une approche visant à étendre le champ
des représentations d’un signal. Cette extension est significa-
tive car la classe des noyaux satisfaisant la condition de Mer-
cer est vaste. Nous avons alors démontré les conditions pour
que ces classes de représentations restent covariantes. De plus,
il est à noter que l’usage de noyaux convenablement choisis
permet, dans certains cas, d’obtenir des propriétés addition-
nelles. Par exemple, si pour l’application souhaitée, on désire
que la représentation soit réelle ou bien positive, le choix d’un
noyau reproduisant à valeurs dans ﬃ  ou ﬃ 
 
ne pose pas de dif-
ficultés. Tel est le cas des noyaux gaussiens, qui sont à valeurs
dans  
"
4

. Il est aussi possible d’obtenir des représentations
fortement concentrées. Ainsi la concentration d’une représen-
tation basée sur un noyau polynomial augmente avec le degrés
du noyau. Notons à ce sujet que les représentations temps-
fréquence reposant sur un noyau polynômial sont à mettre en
relation avec les représentations de Wigner polynômiales pro-
posées par Stankovic´ [1]. Plus généralement, comme cette
construction est basée sur des opérateurs de déplacements, elle
étend les représentations de la classe de Cohen, mais aussi les
représentations affine, hyperboliques, ou encore les transfor-
mées en ondelettes.
Enfin, il convient de remarquer que l’approche proposée
ne requiert pas de connaissance explicite de la fonction
non linéaire  préalablement appliquée aux signaux, ce qui
n’entraîne pas de calculs importants.
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