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Abstract
We study time-harmonic scattering in Rn (n = 2, 3) by a planar screen (a “crack” in
the context of linear elasticity), assumed to be a non-empty bounded relatively open subset
Γ of the hyperplane Γ∞ = Rn−1 × {0}, on which impedance (Robin) boundary conditions
are imposed. In contrast to previous studies, Γ can have arbitrarily rough (possibly frac-
tal) boundary. To obtain well-posedness for such Γ we show how the standard impedance
boundary value problem and its associated system of boundary integral equations must be
supplemented with additional solution regularity conditions, which hold automatically when
∂Γ is smooth. We show that the associated system of boundary integral operators is com-
pactly perturbed coercive in an appropriate function space setting, strengthening previous
results. This permits the use of Mosco convergence to prove convergence of boundary element
approximations on smoother “prefractal” screens to the limiting solution on a fractal screen.
We present accompanying numerical results, validating our theoretical convergence results,
for three-dimensional scattering by a Koch snowflake and a square snowflake.
1 Introduction
We consider time-harmonic acoustic scattering in Rn (n = 2 or 3) by a non-empty, bounded,
relatively open subset Γ of the hyperplane Γ∞ := Rn−1 × {0} ⊂ Rn. Following the convention in
acoustics and electromagnetism we refer to Γ as a “screen”, but by Babinet’s principle Γ could
equivalently represent a finite “aperture” in a screen of infinite extent, and in linear elasticity Γ
would be referred to as a “crack” or “fracture”. The classical case where the relative boundary ∂Γ
of Γ is smooth (e.g. Lipschitz) has been studied extensively, both analytically and numerically (for
a list of references relating to Dirichlet and Neumann problems see [14]). The current paper forms
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part of an ongoing research programme dedicated to extending the classical theory of screens to the
case where ∂Γ is non-smooth, for example fractal. A prototypical example for the current paper in
the case n = 3 would be where the screen Γ ⊂ R2 × {0} ⊂ R3 is the interior of the Koch snowflake
(see Figure 1, top row).
Our motivation for considering scattering by fractal structures is twofold. On the one hand, from
a modelling perspective, fractals provide a natural mathematical model for the multiscale rough-
ness of many natural and man-made scatterers, such as dendritic structures like the human lung
[1], snowflakes, ice crystals and other atmospheric particles [25], and fractal antennas/transducers
in electromagnetics/ultrasonics ([16, 2]). On the other hand, from a mathematical analysis per-
spective, the study of PDEs and integral equations on domains with fractal boundaries raises chal-
lenging questions that are stimulating new fundamental research in the theory of function spaces,
variational problems and numerical discretizations (see, e.g., [23]).
The current paper concerns scattering by screens on which an impedance (Robin) boundary
condition of the form ∂nu + λu = 0 is imposed, which, when =[λ] > 0, corresponds physically to
the screen absorbing some portion of the wave energy incident upon it. Boundary value problem
(BVP) and boundary integral equation (BIE) formulations of the impedance screen (or crack)
problem were presented in [20] and [5] for screens in 2D and 3D with implicitly assumed, but
unspecified, boundary smoothness. The objectives of the paper are to (i) clarify the smoothness
assumptions under which the formulations in [20] and [5] are well-posed; (ii) present generalised
formulations which are well-posed for arbitrary Γ (including with fractal boundary); (iii) prove
rigorous results concerning the convergence of boundary element method (BEM) approximations
on smoother “prefractal” screens to the limiting solution on a fractal screen in the joint limit of
prefractal and mesh refinement.
The paper builds strongly on the related papers [11], which derives well-posed BVP and BIE
formulations for sound-soft (Dirichlet) and sound-hard (Neumann) acoustic scattering by arbitrary
bounded screens Γ ⊂ Γ∞, and [14], which provides a rigorous convergence analysis for BEM ap-
proximations in the sound-soft case. As in these papers, our analysis is based on a variational
formulation of the BIEs in appropriate fractional Sobolev spaces, which allows the question of
prefractal to fractal convergence to be rephrased in terms of the Mosco convergence (defined in
2.1 below) of the discrete BEM subspaces to the Sobolev space in which the limiting solution (on
the fractal screen) lives. Hence, properties of fractional Sobolev spaces and integral operators on
non-smooth sets, explored recently in [13, 12, 19, 10, 8], are crucial to our arguments throughout.
Our well-posedness analysis is more involved than that of [11], since, in contrast to the Dirich-
let and Neumann cases, the system of boundary integral operators for the impedance problem is
not known to be coercive (strongly elliptic). We note that preliminary results on the impedance
well-posedness analysis were presented in the conference paper [18].
Our analysis of the impedance BVP and BIE formulations follows closely the approach in [5], but
differs from it in a number of respects. First, we take more care than in [5] to distinguish between
distributions on Γ∞ and distributions on Γ, and to state precisely in which function space setting
the impedance boundary conditions are to be imposed. This is crucial when ∂Γ is non-smooth since
certain classical embedding results may fail (e.g. H˜−1/2(Γ) may fail to be embedded in H−1/2(Γ)),
meaning that we need to adopt a different function space setting for the BIE than was used in
[5] (see Remark 3.8). Second, having made this change of function space setting we are able to
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prove that the boundary integral operator is compactly perturbed coercive, rather than merely
compactly perturbed invertible, as was shown in [5]. This improvement is crucial when it comes
to using Mosco convergence to prove prefractal to fractal convergence (see Theorem 4.1). Third,
the lack of smoothness of ∂Γ allows the possibility that H˜1/2(Γ) 6= {u ∈ H1/2(Γ∞) : suppu ∈ Γ}
and/or H
−1/2
∂Γ 6= {0}, meaning that we need to impose additional smoothness assumptions on the
BVP solution in order to guarantee BVP uniqueness (see Definition 3.1 and Theorem 3.3). Fourth,
the proof of BVP uniqueness in [5] cites the earlier paper [20], where a proof is given only for the
case where Γ is a (curved) line segment, with the singular behaviour near ∂Γ being dealt with by
a cut-off argument. Rather than attempting to generalise this argument, we provide a different
uniqueness proof based on distributional calculus that is valid in the general non-smooth case (see
Theorem 3.4). Fifth, we argue that while the well-posedness analysis in [5] purports to hold for
general bounded λ± (with 1/(λ+ + λ−) also bounded and Im [λ±] ≥ 0), we believe this to be false,
since it relies on the incorrect assertion (see [5, p215]) that L∞ functions are multipliers on the
spaces H±1/2 (again, see Remark 3.8). We show how this can be corrected by a simple modification
to the integral equation formulation. Finally, we point out that in [5] and [20] the screen/crack
is allowed to have non-zero curvature, whereas for simplicity we restrict our attention to the case
where the screen/crack is planar (flat), as we did in [11] and [14] for the Dirichlet/Neumann cases.
This simplifies the BIE formulation because the double layer operators Kσ and K
′
σ in equation (9)
of [5] are identically zero on a flat screen. However, we expect that the generalisation to curved
fractal screens (which we leave for future work) should not present too much difficulty (see Remark
3.9).
The structure of the paper is as follows. In §2 we collect some key results concerning variational
problems, Sobolev spaces and boundary integral operators that will be used throughout the paper.
In §3 we state the impedance screen BVP and BIE and present our well-posedness analysis. In §4
we prove convergence of exact and numerical solutions on prefractal screens to solutions on limiting
fractal screens using the framework of Mosco convergence. In §5 we consider some specific examples
of fractal screens to which our analysis applies. In §6 we give details of our BEM implementation
and provide numerical results illustrating our theoretical predictions.
2 Preliminaries
In this section we review some background theory and set our notation.
2.1 Variational problems and Mosco convergence
Suppose that H,H are Hilbert spaces, with H a unitary realisation of H∗ with dual pairing 〈·, ·〉,
meaning that the map u 7→ 〈u, ·〉 is a unitary isomorphism from H to H∗. We recall that a bounded
linear operator A : H → H is said to be coercive if there exists α > 0 such that
|〈Au, u〉| ≥ α‖u‖2H , for all u ∈ H.
We call A compactly perturbed coercive if A = A0 + A1 with A0 coercive and A1 compact. In this
case, A is invertible if and only if it is injective, by the standard Reisz-Fredholm theory.
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Let W ⊂ H be a closed subspace of H and let W := (W a,H)⊥ ⊂ H (where W a,H is the
annihilator of W in H) be the unitary realisation of W ∗ with dual pairing inherited from H ×H
(cf. [13, Lem. 2.2]). We say A is invertible on W if PWA|W is invertible, where PW is H-orthogonal
projection onto W . Equivalently, A is invertible on W if, for every f ∈ W , there exists a unique
uW ∈ W such that
〈AuW , v〉 = 〈f, v〉, for all v ∈ W. (1)
When considering the approximability of the solution of the variational problem (1) by the
solutions of variational problems posed on a sequence of closed subspaces Wj ⊂ H, an important
tool is the notion of Mosco convergence.1
Definition 2.1. Let W and Wj, for j ∈ N, be closed subspaces of a Hilbert space H. We say that
Wj Mosco-converges to W (written Wj
M−→ W ) if
(i) For every w ∈ W and j ∈ N there exists wj ∈ Wj such that ‖wj − w‖H → 0;
(ii) If (Wjm) is a subsequence of (Wj), wm ∈ Wjm, for m ∈ N, and wm ⇀ w as m → ∞, then
w ∈ W .
Lemma 2.2 ([14, Lemma 2.5]). Let W and Wj, for j ∈ N, be closed subspaces of a Hilbert space
H such that Wj
M−→ W as j →∞. Let A : H → H be compactly perturbed coercive, and invertible
on W . Then there exists J ∈ N such that A is invertible on Wj for j ≥ J and
sup
j≥J
∥∥(PWjA|Wj)−1∥∥ <∞.
Further, if given f ∈ H we define uW := (PWA|W )−1 f and uWj := (PWjA|Wj)−1f (for j ≥ J) then
‖uWj − uW‖H → 0 as j →∞.
2.2 Sobolev spaces, traces and boundary integral operators
Our notation follows that of [21] and [13]. Let m ∈ N. For a subset E ⊂ Rm we denote its
complement Ec := Rm \ E, its closure E and its interior E◦. We denote the Hausdorff (fractal)
dimension of E by dimHE. For m > 1 we say that a non-empty open set Ω ⊂ Rm is Lipschitz if its
boundary ∂Ω can at each point be locally represented as the graph (suitably rotated) of a Lipschitz
continuous function from Rm−1 to R, with Ω lying only on one side of ∂Ω. For a more detailed
definition see, e.g., [17, Defn 1.2.1.1]. For m = 1, we say that Ω ⊂ R is Lipschitz if Ω is a countable
union of open intervals whose closures are disjoint and whose endpoints have no limit points.
For s ∈ R, let Hs(Rm) denote the Hilbert space of tempered distributions whose Fourier trans-
forms (defined as uˆ(ξ) := 1
(2pi)m/2
∫
Rm e
−iξ·xu(x) dx for u ∈ C∞0 (Rm)) are locally integrable with
‖u‖2Hs(Rm) :=
∫
Rm
(1 + |ξ|2)s |uˆ(ξ)|2 dξ <∞.
1 Our definition of Mosco convergence coincides with that of [22, Definition 1.1], specialised from the setting of
convex subsets of a general Banach space to the setting of closed linear subspaces of a Hilbert space.
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In particular, H0(Rm) = L2(Rm) with equal norms. The dual space of Hs(Rm) can be unitarily
realised as (Hs(Rm))∗ ∼= H−s(Rm), with dual pairing
〈u, v〉H−s(Rm)×Hs(Rm) :=
∫
Rm
uˆ(ξ)vˆ(ξ) dξ, (2)
which coincides with the L2(Rm) inner product when both u and v are in L2(Rm).
For any non-empty open set Ω ⊂ Rm and any closed set F ⊂ Rm, we define
H˜s(Ω) := C∞0 (Ω)
Hs(Rm)
and HsF := {u ∈ Hs(Rm) : suppu ⊂ F}.
Clearly H˜s(Ω) ⊂ Hs
Ω
, and when Ω is sufficiently regular it holds that H˜s(Ω) = Hs
Ω
; however, in
general these two closed subspaces of Hs(Rm) can differ [13, §3.5]. We also define
Hs(Ω) := {U |Ω : U ∈ Hs(Rm)}, ‖u‖Hs(Ω) := inf
U∈Hs(Rm)
U |Ω=u
‖U‖Hs(Rm).
Although Hs(Ω) is a space of distributions on Ω, it can be identified with a space of distributions on
Rm, namely (HsΩc)⊥ ⊂ Hs(Rm), where ⊥ denotes orthogonal complement in Hs(Rm); the restriction
operator |Ω : (HsΩc)⊥ → Hs(Ω) is a unitary isomorphism between the two spaces. A unitary
realisation of (H˜s(Ω))∗, valid for arbitrary open Ω ⊂ Rm (see [13, Thm. 3.3]) is
(H˜s(Ω))∗ ∼= H−s(Ω) ∼= (H−sΓc )⊥ with 〈u, v〉H−s(Ω)×H˜s(Ω) := 〈U, v〉H−s(Rm)×Hs(Rm), (3)
where U ∈ H−s(Rm) is any extension of u ∈ H−s(Ω) with U |Ω = u. For bounded open Ω ⊂ Rn
and compact K ⊂ Rn the embeddings H t(Ω) ⊂ Hs(Ω) and H tK ⊂ HsK are compact for t > s [21,
Thm 3.27].
Clearly H0(Ω) = L2(Ω) with equal norms. The space H0(Ω) is also unitarily isomorphic to the
space H˜0(Ω), the unitary isomorphism being given by the zero extension operator ˜ : H0(Ω) →
H˜0(Ω) defined for u ∈ H0(Ω) by u˜(x) = u(x) for x ∈ Ω and u˜(x) = 0 for x ∈ Ωc, whose
inverse is the restriction operator |Ω : H˜0(Γ) → H0(Ω). However, we shall continue to use the
notations H0(Ω) and H˜0(Ω), rather than simply writing L2(Ω), in order to maintain the distinction
between distributions on Rm and distributions on Ω, since this distinction is crucial to many of
our arguments. We recall that L∞(Ω) is a space of multipliers on H0(Ω), with ‖φu‖H0(Ω) ≤
‖φ‖L∞(Ω)‖u‖H0(Ω) for φ ∈ L∞(Ω) and u ∈ H0(Ω). We note also that the space H0Ω can be similarly
identified (by a unitary isomorphism) with L2(Ω), which itself can be identified with L2(Ω) if and
only if the Lebesgue measure of ∂Ω is zero.
For the screen scattering problem, we define Sobolev spaces on the hyperplane Γ∞ = Rn−1×{0}
by associating Γ∞ with Rn−1 (so in the definitions earlier in this section we are taking m = n−1) and
setting Hs(Γ∞) := Hs(Rn−1), for s ∈ R. For E ⊂ Γ∞ we set E˜ := {x˜ ∈ Rn−1 : (x˜, 0) ∈ E} ⊂ Rn−1.
Then for a closed subset F ⊂ Γ∞ we define HsF := HsF˜ ⊂ Hs(Γ∞), and for a (relatively) open subset
Ω ⊂ Γ∞ we set H˜s(Ω) := H˜s(Ω˜) ⊂ Hs(Γ∞) and Hs(Ω) := Hs(Ω˜), etc.
In the exterior domain D := Rn \ Γ we work with Sobolev spaces defined via weak derivatives.
Given a non-empty open Ω ⊂ Rn, let W 1(Ω) := {u ∈ L2(Ω) : ∇u ∈ L2(Ω)} and let W 1,loc(Ω)
5
denote the “local” space in which square integrability of u and ∇u is required only on bounded
subsets of Ω. Note that H1(D) $ W 1(D). We define U+ := {(x1, . . . , xn) ∈ Rn : xn > 0} and
U− := Rn \ U+, and from the half spaces U± to the hyperplane Γ∞ we define the standard trace
operators γ± : W 1(U±) → H1/2(Γ∞) and ∂±n : {u ∈ W 1(U±) : ∆u ∈ L2(U±)} → H−1/2(Γ∞). We
adopt the convention that the unit normal vector on Γ∞ points into U+, so ∂±n u
± = (∂u±/∂xn)|xn=0
for smooth u± defined in U±. When applying γ± and ∂±n to elements u of the local space W
1,loc(D)
(with ∆u locally in L2 for ∂±n ), we first pre-multiply u by a cutoff χ ∈ C∞0 (Rn) with χ = 1 in
some neighbourhood of Γ. But whenever an expression is independent of the choice of χ we omit
the cutoff; this applies e.g. to the restrictions γ±u|Γ := γ±χu|Γ and ∂±n u|Γ := ∂±n χu|Γ, and to the
jumps [u] := γ+χu− γ−χu ∈ H1/2
Γ
and [∂nu] := ∂
+
n χu− ∂−n χu ∈ H−1/2Γ , provided u is continuously
differentiable across Γ∞ \ Γ.
Let S : H−1/2
Γ
→ C2(D) ∩W 1,loc(Rn) and D : H1/2
Γ
→ C2(D) ∩W 1,loc(D) be the single- and
double-layer potentials, which for ϕ ∈ C∞0 (Γ) and x ∈ D satisfy
Sϕ(x) =
∫
Γ
Φ(x, y)ϕ(y) ds(y), Dϕ(x) =
∫
Γ
∂Φ(x, y)
∂n(y)
ϕ(y) ds(y), (4)
with Φ(x, y) = eik|x−y|/(4pi|x− y|) (n = 3) or Φ(x, y) = (i/4)H(1)0 (k|x− y|) (n = 2), and let S and
T be the single-layer and hypersingular boundary integral operators defined by
Sϕ := (γ±Sϕ)|Γ, Tϕ := (∂±nDϕ)|Γ, (5)
which extend to continuous operators S : Hs
Γ
→ Hs+1(Γ) and T : Hs
Γ
→ Hs−1(Γ) for all s ∈ R.
3 Problem statement and well-posedness analysis
Let Γ be a bounded, relatively open subset of Γ∞ = Rn−1×{0} ⊂ Rn, n = 2, 3, and let D := Rn\Γ.
The impedance screen BVP we study is stated below. Conditions (9) and (10) are non-standard
assumptions that make the BVP well-posed for arbitrary bounded open screens Γ ⊂ Γ∞. As
explained in §2.2, even though both spaces can be identified with L2(Γ), the motivation for our
use of the notations H0(Γ) and H˜0(Γ) throughout this section is to maintain a clear distinction
between functions/distributions on the screen Γ and those on the hyperplane Γ∞.
Definition 3.1 (Impedance screen BVP). Let k > 0 and λ± ∈ L∞(Γ) with =[λ±] ≥ 0 a.e. on Γ
and 1/(λ+ + λ−) ∈ L∞(Γ). Given g± ∈ H0(Γ) (= L2(Γ)), find u ∈ C2(D) ∩W 1,loc(D) such that
∆u+ k2u = 0, in D, (6)
∂ru− iku = o(r−(n−1)/2), uniformly as r = |x| → ∞, (7)
∂±n u|Γ ± λ±γ±u|Γ = g±, on Γ, (8)
[u] ∈ H˜1/2(Γ), (9)
[∂nu] ∈ H˜0(Γ)
(∼= L2(Γ)) . (10)
To model scattering of an incident wave ui (a solution of the Helmholtz equation in a neighbourhood
of Γ) we would take g± = −(∂±n ui|Γ ± λ±γ±ui|Γ) and interpret u as the scattered field.
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Our main result in this section is the following.
Theorem 3.2. The BVP (6)-(10) in Definition 3.1 is well-posed for any bounded open screen
Γ ⊂ Γ∞.
To prove Theorem 3.2 we follow the same classical argument as in [5]: we first prove BVP
uniqueness (Theorem 3.3), then BVP-BIE equivalence (Theorem 3.5), then BIE existence via Riesz-
Fredholm theory (proving that the boundary integral operator is Fredholm of index zero and that it
is injective, as a consequence of BVP uniqueness and BVP-BIE equivalence). However, the details
of each stage differ from [5] because the arguments in [5] apply only to sufficiently smooth Γ and
λ± (see Remark 3.8).
Before embarking on the proof of Theorem 3.2 we pause to reassure the reader that when Γ is
sufficiently smooth the additional conditions (9) and (10) are redundant, in the sense that the BVP
is well-posed without them.
Theorem 3.3. If H˜1/2(Γ) = H
1/2
Γ
then condition (9) is redundant. If H
−1/2
∂Γ = {0} then condition
(10) is redundant. In particular, if Γ is Lipschitz except at a countable set of points with finitely
many limit points, then both conditions are redundant and the BVP (6)-(8) is well-posed.
Proof. By the assumption that u ∈ C2(D) we know that [u] ∈ H1/2
Γ
and [∂nu] ∈ H−1/2Γ . Hence
the first statement is obvious. For the second statement, from (8) we have that [∂nu]|Γ = ∂+n u|Γ −
∂−n u|Γ = −(λ+γ+u|Γ + λ−γ−u|Γ) + (g+ − g−) ∈ H0(Γ). This means the zero extension ˜[∂nu]|Γ is
well-defined as an element of H˜0(Γ) ⊂ H˜−1/2(Γ) ⊂ H−1/2
Γ
. But the assumption that H
−1/2
∂Γ = {0} is
equivalent to the restriction operator |Γ : H−1/2Γ → H−1/2(Γ) being injective, from which it follows
that [∂nu] = ˜[∂nu]|Γ, so that [∂nu] ∈ H˜0(Γ). The final statement then follows from the first two
statements combined with [13, Theorem 3.24 and Lemma 3.10(xi)].
We now prove BVP uniqueness for (6)-(10). In [5] uniqueness is quoted without proof from
[20], where a proof is given in the case where λ+ = λ−, n = 2, and Γ is a single smooth arc (a
line segment in the flat case). The proof in [20] involves carefully cutting off the singular endpoint
contributions. But we can prove uniqueness for general open Γ in the general case where =[λ±] ≥ 0
using distributional calculus. The assumptions (9) and (10) are invoked to show that certain dual
pairings can be replaced by L2(Γ) inner products.
Theorem 3.4. There is at most one solution to the BVP (6)-(10).
Proof. Suppose that u is a solution of the homogeneous BVP with g± = 0. From (8) we have that
∂±n u|Γ = ∓λ±γ±u|Γ ∈ H0(Γ). This means the zero extensions ∂˜±n u|Γ are well-defined as elements
of H˜0(Γ) ⊂ H˜−1/2(Γ) ⊂ H−1/2
Γ
. Let BR ⊂ Rn denote an open ball of radius R > 0 centered at the
origin such that Γ ⊂ BR, and let B±R = {x ∈ BR : ±xn > 0} denote the corresponding upper and
lower open half-balls. Let χ ∈ C∞0 (BR), with χ = 1 in a neighbourhood of Γ. Apply Green’s first
identity in B±R to the decomposition u = χu+ (1− χ)u and sum the results to get that∫
B+R∪B−R
|∇u|2−k2|u|2 =
∫
∂BR
∂u
∂ν
u−〈∂+n χu, γ+χu〉H−1/2(Γ∞)×H1/2(Γ∞)+〈∂−n χu, γ−χu〉H−1/2(Γ∞)×H1/2(Γ∞) ,
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where ν is the unit outward normal on ∂BR. Since the LHS is real, taking conjugates and then
imaginary parts gives
=
∫
∂BR
∂u
∂ν
u = =
[
− 〈∂+n χu, γ+χu〉H−1/2(Γ∞)×H1/2(Γ∞) + 〈∂−n χu, γ−χu〉H−1/2(Γ∞)×H1/2(Γ∞)] .
Adding and subtracting 〈∂+n χu, γ−χu〉H−1/2(Γ∞)×H1/2(Γ∞) on the RHS, and invoking condition (9)
to justify the replacement of ∂+n χu by ∂˜
+
n u|Γ, gives
=
∫
∂BR
∂u
∂ν
u = =
[
− 〈∂+n χu, [u]〉H−1/2(Γ∞)×H1/2(Γ∞) − 〈[∂nu], γ−χu〉H−1/2(Γ∞)×H1/2(Γ∞)]
= =
[
−
〈
∂˜+n u|Γ, [u]
〉
H−1/2(Γ∞)×H1/2(Γ∞)
− 〈[∂nu], γ−χu〉H−1/2(Γ∞)×H1/2(Γ∞)
]
.
All the arguments in the dual pairings are now L2 functions, by the discussion about ∂˜+n u|Γ above,
and by condition (10), which implies in particular that [∂nu] = ˜[∂nu]|Γ. Hence, by applying the
boundary condition (8), we find that
=
∫
∂BR
∂u
∂ν
u = =
[
−
(
∂˜+n u|Γ, [u]
)
L2(Γ∞)
−
(
˜[∂nu]|Γ, γ−χu
)
L2(Γ∞)
]
= =
[
− (∂+n u|Γ, [u]|Γ)L2(Γ) − ([∂nu]|Γ, γ−u|Γ)L2(Γ)]
= =
[(
λ+γ+u|Γ, γ+u|Γ
)
L2(Γ)
+
(
λ−γ−u|Γ, γ−u|Γ
)
L2(Γ)
]
=
∫
Γ
= [λ+] ∣∣γ+u|Γ∣∣2 + ∫
Γ
= [λ−] ∣∣γ−u|Γ∣∣2 .
Therefore = ∫
∂BR
∂u
∂ν
u ≥ 0, by our assumption that = [λ±] ≥ 0 a.e. on Γ, so by Rellich’s Lemma [15,
Thm 2.13] we get u = 0 in Rn \ BR, and then by unique continuation [15, Thm 8.6] we get u = 0
in the whole of D = Rn \ Γ.
Next we establish BVP-BIE equivalence.
Theorem 3.5. If u solves the BVP (6)-(10) then
u = Dφ− Sψ, (11)
where φ = [u] ∈ H˜1/2(Γ) and ψ = [∂nu] ∈ H˜0(Γ) satisfy the integral equation
A
(
φ
ψ
)
=
 −λ−g+ + λ+g−λ+ + λ−
g+ − g−
 , (12)
with A : H˜1/2(Γ)× H˜0(Γ)→ H−1/2(Γ)×H0(Γ) given by the matrix of operators
A =
 − λ+λ−λ+ + λ− |Γ − T 12 λ+ − λ−λ+ + λ− |Γ
1
2
(λ+ − λ−)|Γ |Γ − (λ+ + λ−)S
 . (13)
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Conversely, suppose that φ ∈ H˜1/2(Γ) and ψ ∈ H˜0(Γ) satisfy (12). Then u defined by (11)
satisfies the BVP (6)-(10), and [u] = φ and [∂nu] = ψ.
Proof. We note first that if u is any element of C2(D) ∩W 1,loc(D) satisfying (11) for some φ ∈
H
1/2
Γ
and ψ ∈ H−1/2
Γ
then multiplying (11) by a cut-off function χ ∈ C∞0 (Rn), with χ = 1 in a
neighbourhood of Γ, and taking Dirichlet and Neumann traces onto Γ∞, gives
γ±χu = ±1
2
φ− γ±χSψ, (14)
∂±n χu = ∂
±
n χDφ±
1
2
ψ, (15)
after application of the relations γ±χDφ = ±1
2
φ and ∂±n χSψ = ∓12ψ [11, (28)-(29)]. Then, restrict-
ing to Γ and applying (5), we obtain
γ±u|Γ = ±1
2
φ|Γ − Sψ, (equality in H1/2(Γ)) (16)
∂±n u|Γ = Tφ±
1
2
ψ|Γ, (equality in H−1/2(Γ)) (17)
which implies that, since λ± are multipliers on H0(Γ) but not on H1/2(Γ) in general,
λ+γ+u|Γ + λ−γ−u|Γ = 1
2
(λ+ − λ−)φ|Γ − (λ+ + λ−)Sψ. (equality in H0(Γ)) (18)
If it holds that ∂±n u|Γ, Tφ, ψ|Γ ∈ H0(Γ) then (17) is an equality in H0(Γ) and it follows that also
λ−∂+n u|Γ + λ+∂−n u|Γ = (λ+ + λ−)Tφ−
1
2
(λ+ − λ−)ψ|Γ. (equality in H0(Γ)) (19)
Now suppose that u satisfies the BVP (6)-(10). Then (11) with φ = [u] and ψ = [∂nu] follows
from (6) and (7) and Green’s representation theorem for screens (see e.g. [9, Thm 3.2]), and the
facts that φ ∈ H˜1/2(Γ) and ψ ∈ H˜0(Γ) are precisely the conditions (9) and (10). The boundary
condition (8) tells us that ∂±n u|Γ ∈ H0(Γ), and that
λ+γ+u|Γ + λ−γ−u|Γ = g+ − g− − [∂nu]|Γ, (equality in H0(Γ)) (20)
λ−∂+n u|Γ + λ+∂−n u|Γ = −λ+λ−[u]|Γ + λ−g+ + λ+g−. (equality in H0(Γ)) (21)
The fact that ∂±n u|Γ ∈ H0(Γ) also implies, by (17), that Tφ ∈ H0(Γ), so that (19) holds. Combining
(19) with (21) and dividing by (λ+ + λ−) produces the first equation in (12). Combining (18) with
(20) produces the second equation in (12).
For the converse, suppose that φ ∈ H˜1/2(Γ) and ψ ∈ H˜0(Γ) satisfy (12). Then u defined by
(11) lies in C2(D) ∩W 1,loc(D) and satisfies (6) and (7). It also satisfies (14)-(15), and then since
[Sψ] = [∂nDφ] = 0 (by [11, (27),(30)]) it follows that [u] = φ and [∂nu] = ψ, and hence that (9)
and (10) hold. It remains to verify the boundary condition (8). For this we note that by the first
equation in (12) we have that Tφ ∈ H0(Γ), and hence by (17) it follows that ∂±n u|Γ ∈ H0(Γ), so
that (19) holds. Furthermore, combining (19) with (λ+ +λ−) times the first equation in (12) (which
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is now known to hold in H0(Γ)) produces (21). And combining the second equation in (12) with
(18) gives (20). Finally, multiplying (20) by ±λ± and adding the resulting equations to (21) gives
(λ+ + λ−)(∂±n u|Γ ± λ±γ±u|Γ − g±) = 0,
from which (8) follows, after division by (λ+ + λ−).
To prove BIE existence, we first establish that the operator A is compactly perturbed coercive.
For this we note that the range space H−1/2(Γ)×H0(Γ) of A provides a unitary realisation of the
dual space of the domain space H˜1/2(Γ)× H˜0(Γ) of A via the dual pairing〈(
u
u′
)
,
(
v
v′
)〉
= 〈u, v〉H−1/2(Γ)×H˜1/2(Γ) + 〈u′, v′〉H0(Γ)×H˜0(Γ) , (22)
where the second pairing on the RHS coincides with the L2 inner product (u′, v′|Γ)L2(Γ).
Theorem 3.6. The operator A : H˜1/2(Γ)×H˜0(Γ)→ H−1/2(Γ)×H0(Γ) defined in (13) is compactly
perturbed coercive (and hence Fredholm of index zero) with respect to the dual pairing 〈·, ·〉.
Proof. We decompose A as
A = A0 + A1,
where
A0 =
( −T0 0
0 |Γ
)
, A1 =
 − λ+λ−λ+ + λ− |Γ − (T − T0) 12 λ+ − λ−λ+ + λ− |Γ
1
2
(λ+ − λ−)|Γ −(λ+ + λ−)S
 ,
with T0 : H˜
1/2(Γ) → H−1/2(Γ) denoting the hypersingular boundary integral operator for the
Laplace equation (k = 0).
To prove that A0 is coercive, we recall that T0 is coercive: there exists c > 0 such that
<
[
〈−T0φ, φ〉H−1/2(Γ)×H˜1/2(Γ)
]
≥ c‖φ‖2
H˜1/2(Γ)
, φ ∈ H˜1/2(Γ).
This result is well-known even for curved screens (see e.g. [5, p.216]), and for planar screens can be
proved using the Fourier transform representation
〈−T0φ, φ〉H−1/2(Γ)×H˜1/2(Γ) =
1
2
∫
Rn−1
|ξ| |φ̂(ξ)|2 dξ, φ ∈ H˜1/2(Γ),
which can be obtained as the k → 0 limit of the corresponding formula for the k > 0 case presented
in [10, (37)]. (This also reveals that 〈−T0φ, φ〉H−1/2(Γ)×H˜1/2(Γ) > 0 in the planar case.) Together,
these observations imply that
<
[〈
A0
(
φ
ψ
)
,
(
φ
ψ
)〉]
= <
[
〈−T0φ, φ〉H−1/2(Γ)×H˜1/2(Γ)
]
+ 〈ψ|Γ, ψ〉H0(Γ)×H˜0(Γ)
≥ min {c, 1}
(
‖φ‖2
H˜1/2(Γ)
+ ‖ψ‖2
H˜0(Γ)
)
,
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so A0 is coercive, as claimed.
To show A1 is compact it suffices to show that each operator appearing in A1 is compact between
the appropriate pair of spaces. In each case this follows by expressing the operator in question
as a composition of bounded operators and a compact embedding. The requisite facts are that
|Γ : H˜1/2(Γ) → H1/2(Γ), |Γ : H˜0(Γ) → H0(Γ), T − T0 : H˜1/2(Γ) → H1/2(Γ), S : H˜0(Γ) → H1(Γ)
and multiplication by an L∞(Γ) function in H0(Γ) are all bounded operators, and that H1(Γ) ⊂
H1/2(Γ) ⊂ H0(Γ) ⊂ H−1/2(Γ) are compact embeddings.
We can now deduce the invertibility of A, and hence BIE existence.
Theorem 3.7. The operator A : H˜1/2(Γ)×H˜0(Γ)→ H−1/2(Γ)×H0(Γ) defined in (13) is invertible.
Proof. The integral operator is injective (as a consequence of Theorems 3.5 and 3.3) and Fredholm
of index zero (by Theorem 3.6), hence also surjective.
The proof of Theorem 3.2 then follows in the standard way.
Proof of Theorem 3.2. Uniqueness of the BVP solution was proved in Theorem 3.3. Existence of
the BVP solution follows from Theorems 3.5 and 3.7.
In the following remark we compare our results with those of [5].
Remark 3.8. In [5] the authors study the BVP (6)-(8) and the associated BIE
A˜
(
φ
ψ
)
=
(
λ−g+ + λ+g−
g+ − g−
)
, (23)
where
A˜ =
 λ+λ−|Γ + (λ+ + λ−)T −12(λ+ − λ−)|Γ
1
2
(λ+ − λ−)|Γ |Γ − (λ+ + λ−)S
 , (24)
which can be obtained formally from our BIE (12) by multiplying the first equation in the system
by −(λ+ + λ−). In [5] it is claimed that A˜ is bounded as a mapping A˜ : H˜1/2(Γ) × H˜−1/2(Γ) →
H−1/2(Γ)× H˜−1/2(Γ)|Γ, presumably with H˜−1/2(Γ)|Γ normed by the norm inherited from H˜−1/2(Γ)
(although this is not explicitly stated in [5]), and that the BVP (6)-(8) and BIE (23) are well
posed under the assumption that λ± ∈ L∞(Γ) with =[λ±] ≥ 0 and (λ+ + λ−)−1 ∈ L∞(Γ), and
g± ∈ H−1/2(Γ) with g+ − g− ∈ H˜−1/2(Γ)|Γ. However, we believe the justification of these claims in
[5] to be incomplete, even for smooth (e.g. Lipschitz) Γ. This is because the analysis in [5] appears
to rely on the incorrect assertion (see [5, p215]) that L∞(Γ) functions are multipliers on the space
H−1/2(Γ), which is false in general.2 This means that, in particular, the operator A˜ does not have
the claimed mapping properties, and the first entry in the right-hand side of (23) is not in H−1/2(Γ)
(as claimed) for general g± ∈ H−1/2(Γ).
2For an illustrative example in the context of Rm let u ∈ C∞0 (Rm) and let φ be the characteristic function of
{x ∈ Rm : xm > 0}. Then φ ∈ L∞(Rm) and u ∈ H1/2(Rm) but φu 6∈ H1/2(Rm) since H1/2(Rm) functions cannot
have jump discontinuities across (m−1)-dimensional manifolds. Thus φ is not a multiplier on H1/2(Rm), and hence,
by duality, not on H−1/2(Rm) either.
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Provided that λ± and (λ + λ−)−1 are sufficiently regular to be multipliers on H±1/2(Γ), which
holds e.g. when they are elements of W 1,∞(Γ) (cf. [21, Theorem 3.20]), the well-posedness analysis
of [5] appears to be valid, albeit under an implicit regularity assumption on Γ. No explicit regularity
assumption on Γ is stated in [5], but we provided sufficient conditions on Γ for the well-posedness
of the BVP (6)-(8) in Theorem 3.3. To see where the analysis breaks down for non-smooth Γ, we
note that in [5] the fact that the operator A˜ is Fredholm of index zero is established by decomposing
A˜ = A˜0 + A˜1,
where
A˜0 =
(
(λ+ + λ−)T −1
2
(λ+ − λ−)|Γ
0 |Γ
)
, A˜1 =
(
λ+λ−|Γ 0
1
2
(λ+ − λ−)|Γ −(λ+ + λ−)S
)
,
and showing that A˜0 is invertible and A˜1 is compact. A necessary condition for A˜0 to be invertible
is that |Γ : H˜−1/2(Γ) → H−1/2(Γ) is injective. This is satisfied for smooth (e.g. Lipschitz) Γ, but
fails in general. In particular, it fails when H˜−1/2(Γ) = H−1/2
Γ
but H
−1/2
∂Γ 6= {0}, as is the case for
the examples studied in §5, including the classical Koch snowflake.
In our analysis we work with an augmented BVP (6)-(10) and a modified BIE (12) in a different
function space setting, which requires us to assume extra regularity of the data g±, namely that
g± ∈ H0(Γ). But this allows us to prove BVP and BIE well-posedness for general λ± ∈ L∞(Γ)
(with =[λ±] ≥ 0 and (λ+ + λ−)−1 ∈ L∞(Γ)) and for arbitrary bounded open Γ ⊂ Γ∞. Furthermore,
the extra assumption that g± ∈ H0(Γ) is completely natural when it comes to scattering problems,
since if the incident wave ui is a solution of the Helmholtz equation in a neighbourhood of Γ then by
elliptic regularity it is C∞ in a neighbourhood of Γ, which means that g± ∈ H0(Γ) automatically.
Remark 3.9. While our analysis is presented for flat (planar) screens, we expect that the extension
to the curved case, where Γ is a relatively open subset of the boundary of a Lipschitz (or possibly
smoother) open set, should be possible in principle. Indeed, the only change to the boundary integral
operator A would be the addition of two extra off-diagonal terms (λ+ − λ−)/(λ+ + λ−)K ′ and
(λ+−λ−)K in the (1, 2) and (2, 1) entries respectively (cf. [5, Equation (9)]), where K and K ′ are
the double-layer and adjoint double-layer boundary integral operators, which are compact between
the relevant spaces and so do not affect the analysis. But we leave this extension to future work.
4 Boundary element method
In this section we present and analyse a Galerkin BEM approach for the approximate solution of the
integral equation (12) in the case where Γ is a arbitrary bounded open subset of Γ∞ = Rn−1×{0}.
The case when ∂Γ is regular (e.g. Γ is a simple polygon) is classical [5]. Here our focus is on the
case when ∂Γ is non-regular, even fractal.
Our approach is to approximate the screen Γ, in a sense made clear in Theorem 4.2(i)′ below,
by a sequence of regular bounded open screens Γj ⊂ Γ∞, j ∈ N0, on which BEM approximation
is possible with a suitable triangulation. When the limiting screen Γ has a fractal boundary we
call Γj a prefractal approximation. Our aim is to prove convergence of the BEM solution on Γj
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to the true solution of the BIE (12) on Γ in the joint limit as j → ∞ with the BEM mesh width
tending to zero. For convenience we assume that Γ and Γj, j ∈ N0, are all contained in some larger
bounded open screen Γ† ⊂ Γ∞.
Theorem 4.1 provides a general theoretical framework from which one can deduce such conver-
gence results. We state the result in abstract terms since we expect it may be of wider interest
beyond the current study. But the notation we use is chosen with Theorem 4.2 in mind, where we
apply Theorem 4.1 to the specific function spaces and boundary integral operator relevant to the
impedance screen problem.
Theorem 4.1. Let V (Γ†) be a Hilbert space and V ∗(Γ†) a unitary realisation of its dual space. Let
V (Γ), V (Γj), Vh(Γj), j ∈ N0, be closed subspaces of V (Γ†) with Vh(Γj) ⊂ V (Γj), j ∈ N0. Suppose
that
(i) A : V (Γ†)→ V ∗(Γ†) is compactly perturbed coercive;
(ii) A is invertible on V (Γ);
(iii) V (Γj)
M−→ V (Γ) as j →∞; (Mosco convergence)
(iv) there exists a dense subspace W˜ ⊂ V (Γ) such that, for all w ∈ W˜ ,
inf
vh∈Vh(Γj)
‖w − vh‖V (Γ†) → 0, j →∞.
Then there exists J ∈ N such that for each j ≥ J and f ∈ V ∗(Γ†) the problem: find uhj ∈ Vh(Γj)
such that
〈Auhj , vhj 〉 = 〈f, vhj 〉V ∗(Γ†)×V (Γ†), for all vhj ∈ Vh(Γj), (25)
is well-posed, and ‖uhj − u‖V (Γ†) → 0 as j →∞, where u is the unique element of V (Γ) satisfying
〈Au, v〉 = 〈f, v〉V ∗(Γ†)×V (Γ), for all v ∈ V (Γ). (26)
Proof. This follows from Lemma 2.2 with H = V (Γ†), W = V (Γ) and Wj = Vh(Γj); the fact that
Vh(Γj)
M−→ V (Γ) follows from (iii), (iv) and [14, Lemma 2.4].
Theorem 4.2 (BEM convergence for the impedance screen problem). Let Γ and Γj, j ∈ N0, be
bounded open subsets of Γ∞ = Rn−1 × {0}, with Γ ⊂ Γ† and Γj ⊂ Γ†, j ∈ N0, for some bounded
open Γ† ⊂ Γ∞. For Ω denoting any of Γ, Γ† or Γj, j ∈ N0, define V (Ω) := H˜1/2(Ω)× H˜0(Ω) (recall
that H˜0(Ω) ∼= L2(Ω)).
In the case n = 2, assume that Γj is a finite union of open intervals whose closures are mutually
disjoint. In the case n = 3, assume that Γj is a finite disjoint union of simple open polygons
whose boundaries intersect only at vertices (or not at all). Let Th(Γj) denote a triangulation of Γj
(in the sense of [6, (3.3.11)]) by intervals (in the case n = 2) or triangles (in the case n = 3).
Define Vh(Γj) := V
1
h,0(Γj)×V 0h (Γj), where V 1h,0(Γj) denotes the space of continuous piecewise linear
functions on Th(Γj) which vanish on ∂Γj, and V 0h (Γj) denotes the space of piecewise constant
functions on Th(Γj), both extended by zero to the whole of Γ∞.
Let A denote the operator introduced in Theorem 3.6, with Γ replaced by Γ†, and suppose that
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(i) ′ H˜1/2(Γj)
M−→ H˜1/2(Γ) and H˜0(Γj) M−→ H˜0(Γ) as j →∞; (Mosco convergence)
(ii) ′ for any compact K ⊂ Γ there exists J ′ ∈ N such that K ⊂ Γj for all j ≥ J ′;
(iii) ′ the meshes are uniformly nondegenerate, i.e. there exists σ > 0 such that σ(T ) ≤ σ for all
T ∈ Th(Γj) and j ∈ N0, where σ(T ) is the chunkiness parameter in [6, §3];
(iv) ′ hj := maxT∈Th(Γj){diam(T )} → 0 as j →∞.
Then the conditions of Theorem 4.1 hold, so that the BEM solution uhj of (25) converges to the
solution u of (26) as j →∞. In this case we say that “BEM convergence holds”.
Proof. We check the conditions of Theorem 4.1. Condition (i) follows from Theorem 3.6, with Γ
replaced by Γ†, and condition (ii) follows from Theorem 3.7. Condition (iii) is immediate from (i)′.
For condition (iv) we take W˜ := (C∞0 (Γ))
2, which is dense in V (Γ) by definition of the latter. By
(ii)′, for any w ∈ W˜ there exists J ′ ∈ N such that suppw ⊂ Γj, and hence w ∈ (C∞0 (Γj))2, for
all j ≥ J ′. Let w = (w1, w2), with w1, w2 ∈ C∞0 (Γj), and in the sequel let C denote an arbitrary
constant independent of w and hj. By standard piecewise polynomial approximation results (e.g.
[6, Theorem 4.4.4 and Theorem 4.4.20]) and the nondegeneracy condition (iii)′, the interpolatory
projection Ihw1 of w1 onto V 1h,0(Γj) ⊂ H˜1(Γj) ⊂ H1(Γ∞) satisfies
‖w1 − Ihw1‖H1(Γ∞) = ‖w1|Γj − Ihw1|Γj‖W 1(Γj) ≤ Chj|w1|Γ|W 2(Γj) = Chj|w1|W 2(Γ∞),
‖w1 − Ihw1‖L2(Γ∞) = ‖w1|Γj − Ihw1|Γj‖L2(Γj) ≤ Ch2j |w1|Γ|W 2(Γj) = Ch2j |w1|W 2(Γ∞),
where | · |W 2(Γ∞) is the usual W 2 seminorm, so that by function space interpolation
‖w1 − Ihw1‖H˜1/2(Γj) = ‖w1 − Ihw1‖H1/2(Γ∞) ≤ Ch
3/2
j |w1|W 2(Γ∞). (27)
Similarly (see e.g. [14, Lemma A.1]) the L2 projection Πhw2 of w2 onto V
0
h (Γj) satisfies
‖w2 − Πhw2‖H˜0(Γj) = ‖w2 − Πhw2‖L2(Γ∞) ≤ Chj |w2|W 1(Γ∞) , (28)
and combining (27) and (28) gives
inf
vh∈Vh(Γj)
‖w − vh‖V (Γ†) ≤ ‖w1 − Ihw1‖H˜1/2(Γj) + ‖w2 − Πhw2‖H˜0(Γj)
≤ C
(
h
3/2
j |w1|W 2(Γ∞) + hj |w2|W 1(Γ∞)
)
≤ Chj‖w‖(W 2(Γ∞))2 , (29)
where in bounding h
3/2
j ≤ Chj we invoked (iv)′. Moreover, since hj is the only j-dependent factor
on the right-hand side of (29), condition (iv) follows by (iv)′.
5 Examples
In this section we apply our convergence theory to some specific examples of fractal screens.
14
Figure 1: The first 5 prefractals Γ0, . . . ,Γ4 for the classical snowflakes with β = pi/6 (top row) and
β = pi/12 (bottom row).
5.1 Classical Snowflakes
The classical snowflakes are a family of bounded open plane sets with fractal boundary, generalising
the Koch snowflake. Fix 0 < β < pi/2. Let Γ0 be the open unit equilateral triangle, and for j ≥ 1
define Γj iteratively by adding open isoceles triangles of apex angle 2β and leg length (2(1+sin β))
−j,
together with the relative interiors of their bases, at the midpoints of each of the sides of Γj−1,
as illustrated in Figure 1 for the cases β = pi/6, which corresponds to the Koch snowflake, and
β = pi/12. This generates a nested increasing sequence of prefractals satisfying Γj−1 ⊂ Γj, j ∈ N,
from which we define Γ := ∪j∈N0Γj. (For full details of the construction see [14, §6.4].)
Proposition 5.1. Let 0 < β < pi/2, and let Γ denote the classical snowflake and Γj, j ∈ N0 its
prefractal approximations defined above. Let the BEM spaces Vh(Γj) be defined as in Theorem 4.2,
and suppose that the associated triangulations are uniformly nondegenerate, with hj → 0 as j →∞.
Then BEM convergence holds for the impedance screen problem.
Proof. We just need to check conditions (i)′ and (ii)′ in Theorem 4.2. Condition (ii)′ is a simple
consequence of the nestedness of Γj and the fact that Γ = ∪j∈N0Γj. But by [14, Prop. 4.3(i)], which
is stated for s = −1/2 but whose proof works also for s ∈ R, these two facts also imply (i)′.
5.2 Square Snowflake
The square snowflake is another bounded open plane set with fractal boundary, the first five pre-
fractals of which are shown in Figure 2. Here Γ0 is the open unit square, and for j ≥ 1 the
prefractal Γj is constructed by removing and adding a square of side-length 1/4
j on each of the
sides of Γj−1. (For details see [8, §5.2].) The resulting sequence of prefractals does not enjoy the
nestedness property of the prefractals for the classical snowflakes. However, it was proved in [8,
§5.2] that there exists a nested increasing sequence of open sets (Γ−j )j∈N0 and a nested decreasing
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Figure 2: The first 5 prefractals Γ0, . . . ,Γ4 for the square snowflake.
sequence of compact sets (Γ+j )j∈N0 such that
Γ−j ⊂ Γj ⊂ Γ+j , j ∈ N0, (30)
and ⋃
j∈N0
Γ−j =
⋂
j∈N0
Γ+j . (31)
One can then define Γ = ∪j∈N0Γ−j . Furthermore, it was also shown in [8, §5.2] that Γ is a so-called
thick domain (in the sense of Triebel, cf. [26, §3]), and hence that
H˜s(Γ) = Hs
Γ
, s ∈ R. (32)
Proposition 5.2. Let Γ denote the square snowflake and Γj, j ∈ N0 its prefractal approximations
defined above. Let the BEM spaces Vh(Γj) be defined as in Theorem 4.2, and suppose that the asso-
ciated triangulations are uniformly nondegenerate, with hj → 0 as j →∞. Then BEM convergence
holds for the impedance screen problem.
Proof. Again, we just need to check conditions (i)′ and (ii)′ in Theorem 4.2. Condition (ii)′ is
a simple consequence of the nestedness of Γ−j , the first inclusion in (30), and the fact that Γ =
∪j∈N0Γ−j . But, combined with (31), (32) and [14, Prop. 4.3(iii)] (again, generalised from s = −1/2
to s ∈ R), these facts also imply (i)′.
6 Numerical experiments
In this section we present numerical experiments validating the theoretical results of §4 and §5. For
brevity we consider only the case n = 3, which corresponds to scattering by a 2D planar screen in
3D ambient space. To implement the BEM approximation spaces described in Theorem 4.2 we use
the open-source software package Bempp [24], which is downloadable from bempp.com.
An obvious challenge in the implementation of BEMs for scattering by fractal screens is that,
for examples like those in §5, as j increases the geometric complexity of the boundary ∂Γj of the
prefractal Γj increases significantly. This makes it non-trivial to construct a suitable sequence of
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uniformly non-degenerate meshes, and, moreover, the number of mesh elements required can grow
rapidly with increasing j. The development of efficient meshing strategies for general sequences of
prefractals is the focus of ongoing research by the authors, the results of which will be presented in
future publications. However, in the present paper we restrict our attention to the simplest possible
situation in which one can use a uniform mesh.
More precisely, we henceforth make the assumption that each prefractal Γj can be embedded in
a uniformly-meshed parallelogram, in the sense explained in §6.1. This endows the BEM matrix
with special structure that can be exploited to allow efficient storage and fast inversion using
an iterative method (GMRES in our case) with matrix-vector products computed using the Fast
Fourier Transform (FFT). This assumption is satisfied by the standard Koch snowflake (β = pi/6)
of §5.1 and the square snowflake of §5.2, numerical results for both of which will be reported in
§6.2.
Our FFT-based approach will allow us to present results for larger problems (specifically, on
higher order prefractals) than were considered for the Dirichlet case in [14] (where uniform meshes
were also used), in spite of the increase in system size associated with the need to discretize
two unknowns in the impedance case rather than just one in the Dirichlet case. However, we
expect that to approximate the solutions most efficiently (in terms of the size of the approximation
space), and to deal with more general Γ (such as the snowflakes with β 6= pi/6 in §5.1), one
should use non-uniform meshes, refined towards areas of geometric complexity, constructed either
a priori, as per the mesh used in [4] in the context of heat conduction across fractal interfaces, or
adaptively as the computation progresses. For such meshes FFT-based inversion is not applicable,
and one should consider alternative compression/acceleration techniques such as the fast multipole
method or H-matrices. Furthermore, to develop a time-efficient solver one would need to consider a
suitable preconditioning strategy to accelerate the convergence of the GMRES iteration. (In all the
experiments we ran, unpreconditioned GMRES converged within a few hundred iterations, which
was acceptable for our purposes.) However, since the main focus of this paper is on analysis rather
than numerics, we leave consideration of these issues for future work.
6.1 BEM implementation on uniform meshes
For each j ∈ N, we assume that there exists a parallelogram
Pj = {(x, y) ∈ R2 : 0 ≤ y < Ry sin θ, y
tan θ
< x < Rx +
y
tan θ
},
with side lengths Rx, Ry > 0 and acute interior angle θ ∈ (0, pi/2], equipped with a uniform mesh
Th(Pj), based on a subdivision of the sides of Pj into Nx and Ny elements in the horizontal and
vertical directions respectively, and comprising a family of NxNy “upward-pointing” triangles
ae1 + be2 + int (Hull(O, e1, e2)) , a = 0, . . . , Nx − 1, b = 0, . . . , Ny − 1
and a family of NxNy “downward-pointing” triangles
ae1 + be2 + int (Hull(e1, e2, e1 + e2)) , a = 0, . . . , Nx − 1, b = 0, . . . , Ny − 1,
where O = (0, 0), e1 = (Rx/Nx, 0), and e2 = ((Ry/Ny) cos θ, (Ry/Ny) sin θ), such that the prefractal
Γj and its mesh Th(Γj) conform to Th(Pj) in the sense that
Th(Γj) ⊂ Th(Pj).
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(a) j = 1, Nx = Ny = 8, h1 = 1/8 (b) j = 1, Nx = Ny = 16, h1 = 1/16
(c) j = 2, Nx = Ny = 16, h2 = 1/16 (d) j = 2, Nx = Ny = 32, h2 = 1/32
Figure 3: Prefractals for the Koch snowflake of §5.1, embedded in uniformly meshed parallelograms
with θ = pi/3 and Rx = Ry = 1. Subfigures (a) and (b) show Γ1, and (c) and (d) show Γ2, each
with two different mesh widths.
Illustrations of this arrangement for the Koch snowflake and square snowflake are provided in
Figures 3 and 4.
Under these assumptions, it is natural to choose the basis of Vh(Γj) (assumed to have dimension
Nj ∈ N) to be a subset of the basis of Vh(Pj) (assumed to have dimension N˜j ∈ N), since then
multiplication by the Galerkin matrix A on Γj (associated with the discrete problem (25)) can be
expressed in terms of multiplication by the Galerkin matrix A˜ on the larger screen Pj by
Av = BT A˜Bv, v ∈ CNj , (33)
where B is a sparse N˜j×Nj matrix with a single non-zero entry in each column; explicitly, Bpq = 1
if the pth basis function of Vh(Pj) coincides with the qth basis function of Vh(Γj), and Bpq = 0
otherwise. The attraction of (33) is that, while A˜ is in general larger than A (i.e. N˜j > Nj),
multiplication by A˜ can be carried out cheaply because of the special structure of A˜ that arises
under certain indexing conventions, as we now elucidate.
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(a) j = 1, Rx = Ry = 1.5, Nx = Ny = 6, h1 = 1/4 (b) j = 1, Rx = Ry = 1.5, Nx = Ny = 12, h1 = 1/8
(c) j = 2, Rx = Ry = 1.625, Nx = Ny = 26, h1 = 1/16 (d) j = 2, Rx = Ry = 1.625, Nx = Ny = 52, h1 = 1/32
Figure 4: Analogue of Figure 3 for the square snowflake of §5.2. Here θ = pi/2.
The standard basis functions in Vh(Pj) split into three families: the continuous piecewise linear
basis functions for V 1h,0(Pj), associated with the interior nodes, and two families of piecewise con-
stant basis functions for V 0h (Pj), associated with the upwards- and downwards-pointing triangles.
Suppose that we index the basis functions according to the schematic in Figure 5, indexing first
the nodes, then the upward triangles, then the downward triangles. Then the matrix A˜ has a 3× 3
block structure, and, moreover, by the translation-invariance of the sesquilinear form, specifically
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25 30 35 40 45 50 55
26 31 36 41 46 51 56
27 32 37 42 47 52 57
28 33 38 43 48 53 58
29 34 39 44 49 54 59
60 65 70 75 80 85 90
61 66 71 76 81 86 91
62 67 72 77 82 87 92
63 68 73 78 83 88 93
64 69 74 79 84 89 94
1 5 9 13 17 21
2 6 10 14 18 22
3 7 11 15 19 23
4 8 12 16 20 24
hj = 0.2
Ry = 1
Rx = 1.4
θ = pi/3
Figure 5: Schematic showing the indexing of the basis elements in Vh(Pj) on the mesh Th(Pj). The
interior mesh nodes (which are indexed before the triangular elements in our scheme) are indicated
by circles. Here θ = pi/3, Rx = 1.4, Ry = 1, Nx = 7, Ny = 5, and hj = 0.2.
the fact that if ϕ, ψ, ϕ(·+ x), ψ(·+ x) ∈ V (Pj) for some x then
〈Aϕ,ψ〉 = 〈Aϕ(·+ x), ψ(·+ x)〉 , (34)
each of the resulting 9 sub-blocks is block-Toeplitz with Toeplitz blocks (BTTB), with the number
and size of each of the constituent sub-sub-blocks indicated in Figure 6.
The BTTB property of the sub-blocks means that the cost of storing the matrix A˜ is O(N˜j), since
A˜ can be reconstructed from its first row and column alone. Furthermore, for BTTB matrices,
cheap matrix-vector products can be obtained by embedding the BTTB matrix inside a larger
block-circulant with circulant-blocks (BCCB) matrix, which can be diagonalised by the discrete
Fourier transform (for details see e.g. [3, 7]). As a result, by proceeding block-wise, and using the
FFT-based approach on each sub-block3, one can compute matrix-vector products for A˜ with a
cost O(N˜j log N˜j).
6.2 Numerical results
We now present results, obtained with the implementation of §6.1, for two specific examples.
We first report results for the Koch snowflake. In Figure 7(a) and Figure 7(b) we plot the
Dirichlet and Neumann components respectively of the BEM solution for plane wave scattering by
the fifth order prefractal Γ5 (as defined in §5.1) with constant impedance parameters λ+ = 1.5k(1+i)
3For completeness we note that the (1, 2), (1, 3), (2, 1) and (3, 1) sub-blocks of A˜ are rectangular, and must first
be embedded inside a square BTTB matrix (with square Toeplitz blocks) by extending the appropriate diagonals
and padding by zeros where necessary, before the BCCB-FFT procedure can be applied.
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Ny
Ny
Ny
Ny
Ny
Ny
Ny
Ny
Nx
Nx
Ny
(Ny − 1)
Ny
(Ny − 1)
Nx
Nx
Ny
(Ny − 1)
Ny
(Ny − 1)
(Nx − 1)
(Nx − 1) (Ny − 1)
(Ny − 1)
Figure 6: The block structure of the matrix A˜ under the indexing convention of Figure 5. At
the highest level A˜ has a 3 × 3 block structure. Each of the 9 sub-blocks is block-Toeplitz with
Toeplitz-blocks (BTTB). The number of sub-sub-blocks in each direction is shown on the outside
of the figure, while the number of elements in each direction in the sub-sub-blocks is shown on the
inside of the figure. For example, the (3,3) sub-block has an Nx × Nx block structure, with each
sub-sub-block being an Ny ×Ny matrix.
and λ− = k(1 + i), incident direction d = (1, 1,−1)/
√
3, wavenumber k = 20 and mesh width
h5 = 3
−5. In Figure 7(c) we show the resulting total field on three faces of a cube of side length 1.4
centred on the scatterer. In Figure 7(d) we present a plot of the relative L∞ error in the scattered
field over this cube, for prefractal levels j = 1, . . . , 4, using j = 5 as a reference solution, for
k ∈ {20, 10, 5}. Here the mesh width hj = 3−j, so in the limit j →∞ we expect BEM convergence
by Proposition 5.1. The results in Figure 7(d) are consistent with this, with the errors decreasing
approximately exponentially with increasing j. As is to be expected, for fixed j the errors increase
as k increases.
In Figure 8 we report analogous results for the square snowflake. Figure 8(a) and Figure 8(b)
show the BEM solution on the fourth order prefractal Γ4 (as defined in §5.2) with the same
wavenumber, incident wave and impedance parameters as in the corresponding plots in Figure
7. The mesh width on each Γj is now
√
2× 4−j = 4−j+1/4, and the domain plot in Figure 8(c) and
the relative L∞ errors in Figure 8(d) are computed on a cube of side length 2 centred on the scat-
terer. Again, the convergence results in Figure 8(d) are consistent with the theoretical predictions
of Proposition 5.2.
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(a) Re([u]) (b) Re([∂nu])
(c) Re(u+ ui) (d) Convergence of u
Figure 7: Scattering by prefractals of the Koch snowflake. Plots (a) and (b) show respectively
the computed Dirichlet and Neumann data on the level 5 prefractal Γ5, for wavenumber k = 20,
plane wave incident direction d = (1, 1,−1)/√3, impedance parameters λ+ = 1.5k(1 + i) and
λ− = k(1 + i), and mesh width h5 = 3−5. Plot (c) shows the resulting total field u + ui on three
sides of a cube surrounding the scatterer. Plot (d) shows the convergence of the scattered field
(relative L∞ error over the faces of the cube shown in plot (c)) with increasing j, for three values
of k, using j = 5 as reference solution and with mesh width hj = 3
−j.
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(a) Re([u]) (b) Re([∂nu])
(c) Re(u+ ui) (d) Convergence of u
Figure 8: Analogue of Figure 7 for the square snowflake. Plots (a)-(c) show results for the level 4
prefractal Γ4, with mesh width h4 = 4
−4+1/4. In plot (d) the reference solution is j = 4, and the
mesh width is hj = 4
−j+1/4.
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