This paper is concerned with the problem of allocating a fixed number of trials between K independent populations from the exponential family, in order to estimate a linear combination of the means wth squared error loss. Introducing independent conjugate priors, a batch sequential procedure is proposed and compared wth the opnmal.
INTRODUCTION.
Given K independent populations P,... ,PK indexed by unknown parameters o,... ,aK respectively, it is wished to estimate a linear combination of their respective means based on a fixed total number of observations M. The problem is one of allocating the M observations between the K populations so as to minimize expected squared error loss. Several special cases of this problem have been studied. For estimating the difference in two Binomial means, Alvo and Cabilio. (1982) proposed an allocation procedure shown to be asymptotically optimal. Rekab (1989) considered problem of estimating the product of means of two normal populations. Robbins, Simon, and Starr (1967) considered the problem of estimating the difference of the means of two normal populations with unknown means and unknown variances. They proposed a sampling scheme that has been applied in a variety of sequential estimation problems. Their work was restricted entirely to the ad hoe design. Woodroofe and Hardwick (1990) considered the problem of estimating the difference between the means of two normal populations with ethical costs. Using a quasi Bayesian approach, they proposed a three stage procedure shown to be optimal to second order for squared error loss.
In the present article we adopt a fully Bayesian approach to the problem of estimating a linear combination of the means of K populations from the general exponential family. A lower bound on the Bayes risk is derived and shown to be achieved asymptotically as M c by a batch sequential procedure. 
The lemma follows by the martingale properties of Ui,Mi.
4.
A BATCH SEQUENTIAL PROCEDURE. In this section a batch sequential procedure is proposed and shown to be asymptotically optimal. Let M,,b denote the number of observations sampled from population P, up to stage b.
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