O. Introduction
Consider a stationary p autoregressive (AR (P» process } :
where {en} are independent, identically distributed (i.i.d.) random variables. The parameters B 1 ' ... , B p satisfy the usual stationarity constraints, namely all zeroes of the polynomial have modulus less than 1.
Now assume that the true order p is unknown but bounded by some finite constant K (N ). Our main purpose here will be to estimate p by P where p will be obtained by minimizing a particular version of Akaikes Information Criterion (AIC) (Akaike, 1973) over the integers {O, 1 , ... , K (N)}. Because we should be willing to examine a greater range of possible orders for our estimate as the number of observations increases, it makes sense to allow K (N) to increase with N . In the finite variance case with K (N) ) .
In the case where two or more orders achieve the minimum, we will take the smallest of those to be our estimate.
For certain reasons, we may also want the autoregressive parameters to vary (with N) over some region of the parameter space. For example, consider the following hypothesis ois in probability rather than almost sure.
We may also wish to consider AR models of the form where Jl is unknown and we retain the same assumptions on the 13 k ' s and {en}' It can be shown (Knight, 1987) As stated earlier, we will want to vary the autoregressive parameters with N. For this reason, we will consider a triangular array of random variables
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where each row is a finite realization of an AR(p) process:
The corresponding triangular array of innovations, {e;;') }ns,N , consists of row-wise independent random variables sampledfrom a common distribution which is in the domain of attraction of a stable law. Given a single i.i.d. sequence {en}' we could construct each element of the triangular array as follows: we will select the true order with arbitrarily high probability. However, for moderate sized N , the probability of underestimating p may be very high. Conversely, if Ipp I is close to 1, then even for small N there will be high probability of selecting the true order. So by allowing Pp = fi p to shrink to zero with N , we may get some idea of the relative sample sizes needed to get the same probability of correct order selection for two different sets of AR parameters. If we view order selection as a hypothesis testing problem (say testing a null hypothesis of white noise versus autoregressive alternatives), shrinking fi p to zero is similar in spirit to the sequence of contiguous alternative hypotheses to a null hypothesis considered in Pitman efficiency calculations.
We should note that the partial autocorrelations do not have tlleir usual finite variance interpretation; however, they can be unambiguously defined in terms of the regular 
Theoretical Results
The main result of this paper is contained in Theorem 7; the first six results provide the necessary machinery for Theorem 7. We begin by stating two results dealing with r-th moments of martingales and submartingales.
n Theorem L (Esseen and von Bahr, 1965) 
The following lemma will allow us to ignore the dependence on N of the moments of {X;N)} by virtue of being able to bound the moments parameters within a compact set.
Lemma 3. Let {X n (~)} be a stationary AR(P) process with parameter~and innovations {en} in the domain of attraction of a law with
Ct.
the parameter for
Proof. X n (f) :;:: 
This implies that E (X 0) is finite for all 0 < 0 < a and the result follows. o
The following lemma will allow us to treat moments of k X n the same as the moments of k en when a > 1 .
Lemma 4.
{X n } a zero mean stal:ioI1lary ) process } a law a>1.
Proof. 
Note that the vectors are not fixed length but may vary with N . I , C 1 is non-negative definite and so it suffices to show that for some 1C < .1..,
and max
To prove (i), it sutaees to show that for some y <~.
• lS1SK To prove (ii), we define X n , v ' En, v as follows:
It remains only to show that N-
If this is true then . p 00 since the probability that this quantity stays bounded clearly must tend to zero.
Thus we need only show that
Now take "( < a and note that. j *' k . If "( < 1 then
unitormly over j :t:k Theorem 1. Thus using equations (la) and (Ib), we have (2a) and (2b) for K<-. 
By similar methods to those used in the proof of Theorem 5, it is easy to show that for some 2. Everything follows from the fact that for any 0 < S < ex, Moreover we will assume that the observations X n are already centered; that is, we have subtracted out the location estimate~(if we are assuming unknown location).
We now use the fact that We also have that The "practical" implication of this theorem is that if N is large, with high probability P will equal p provided that IlJ p I is not too small with respect to N. Or in other words, for fixed (but large) N , the probability of selecting the correct order decreases as
sample Monte Carlo results seem to bear out.
Simulation results
For illustrative purposes, a small simulation study was carried out using four symmetric stable innovations distributions with a = 0.5, 1.2, 1.9 and 2.0 (the latter being the normal distribution). The underlying processes were AR(I) processes with the AR parameter 13 =0.1 ,0.5 and 0.9. The sample sizes considered were 100 and 900. For N =100, the maximum order K was taken to be 10 while for N = 900, K was taken to be 15. 100
replications were made for each of the 24 possible arrangements of a, 13 and N . The results of the study are given in Tables 1 through 8 . However if y(N) grows too quickly with N then the criterion may seriously underestimate the true order p in small samples in both the finite and infinite variance cases. In an application such as autoregressive spectral density estimation (assuming now finite variance), underestimation is more serious than overestimation since, if the order is underestimated, the resulting spectral density estimate may be lacking important features which may indeed exist.
