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Abstract
Communication is the science of “reliable” transfer of information between two
parties, in the sense that the information reaches the intended party with as few
errors as possible. Modern wireless systems have many interfering sources that
hinder reliable communication. The performance of receivers severely deteriorates
in the presence of unknown or unaccounted interference. The goal of a receiver
is then to combat these sources of interference in a robust manner while trying
to optimize the trade-off between gain and computational complexity.
Conventional methods mitigate these sources of interference by taking into
account all available information and at times seeking additional information e.g.,
channel characteristics, direction of arrival, etc. This usually costs bandwidth.
This thesis examines the issue of developing mitigating algorithms that utilize
as little as possible or no prior information about the nature of the interference.
These methods are either semi-blind, in the former case, or blind in the latter
case.
Blind source separation (BSS) involves solving a source separation problem
with very little prior information. A popular framework for solving the BSS prob-
lem is independent component analysis (ICA). This thesis combines techniques of
ICA with conventional signal detection to cancel out unaccounted sources of inter-
ference. Combining an ICA element to standard techniques enables a robust and
computationally efficient structure. This thesis proposes switching techniques
based on BSS/ICA effectively to combat interference. Additionally, a structure
based on a generalized framework termed as denoising source separation (DSS)
is presented. In cases where more information is known about the nature of in-
terference, it is natural to incorporate this knowledge in the separation process,
so finally this thesis looks at the issue of using some prior knowledge in these
techniques. In the simple case, the advantage of using priors should at least lead
to faster algorithms.
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K(2M + 1)
A K ×N mixing matrix
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a K × 1 a column mixing vector
a
′
1× (K − 1) a row vector containing symbols of all users other than
the desired user
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tor
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bˆk 1×M hard-decision estimates of kth user’s symbols, row vec-
tor
bkm scalar kth user’s mth bit
C scalar code length
D T × T linear denoising matrix applied to the source estimate
D∗ T × T linear denoising matrix applied to the entire data
dkl scalar delay of the kth user along lth path
E L×K matrix of the eigenvectors
e K × 1 a column eigenvector
el K × 1 lth column eigenvector
f(.) 1× T denoising function, row vector
F function Fourier transform
F−1 function Inverse Fourier transform
fc scalar carrier frequency
fj scalar jammer frequency
fξ scalar frequency of the out-of-cell interference component
G C × 2KL code matrix containing all the path gains and path
delays
G Na × (L+ 1) a matrix containing the response of a uniform linear
array
G′ C × 2(K − 1) matrix containing all the path gains and delays exclud-
ing the desired user
G N × T gain matrix
g(.) scalar objective function
Ho − null hypothesis that the jammer is absent
H1 − alternative hypothesis that the jammer is present
I scalar global rejection index
i, j, l scalar general purpose indices, usually i refers to observa-
tions, j to sources and l to sphered data
L(.) function likelihood function
L scalar number of retained principal components of yl
L scalar number of significant paths in the channel
L K ×K lower Cholesky factor of the matrix R
l scalar lth path
M scalar number of observations xi
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M scalar block size
n 1× CM row vector containing the noise components
N scalar number of sources sj
Na scalar number of elements in the antenna array
Nt scalar length of the training sequence
O(t) 1× CM out-of-cell interference component
P (t) function pulse shaping function
Pb scalar average bit error probability
P b scalar average bit error probability after some processing
P
†
b scalar “threshold” average bit error probability for determin-
ing the presence of a jammer
Q(.) function Q-function used for probability of error calculations
q(.) function posterior density function
R K ×K cross correlation matrix of the spreading codes
r(t) scalar received signal along with interference before down
conversion
S N × T matrix of N sources with T samples
S K × C matrix containing the spreading codes of all users
S† N × T matrix of N sources that have been normalized and
centered
s 1× T a row vector consisting of a source
sj 1× T a row vector consisting of the jth source
sk 1× C a row vector containing the spreading code of user k
skl 1× 2C a row vector containing the early parts of kth user’s
code along path l
skl 1× 2C a row vector containing the late parts of kth user’s
code along path l
sj(t) scalar value of the jth source at (time) index t.
sk(t) scalar value of the kth user’s spreading code at (time) index
t.
s(t) N × 1 a column vector containing the values of all sources at
time instance t
T scalar number of samples in sources si, and observations xi
T scalar symbol duration
Tc scalar duration of the chip sequence
Us C ×K matrix containing the eigenvectors
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V L×K sphering matrix
v K × 1 a column sphering vector
vl K × 1 lth column sphering vector
vli scalar sphering coefficient of the ith observation in the lth
principal component
W N × L demixing (separating) matrix (from the sphered data)
w N × 1 a column demixing vector
wj N × 1 jth column demixing vector
wji scalar demixing coefficient of the ith observation in the jth
source
X K × T matrix ofM observations with T samples after whiten-
ing
Xorig K × T matrix of M observations with T samples before
whitening
x 1× T a row vector consisting of an observation
xi 1× T a row vector consisting of the ith observation sequence
over time
xi(t) scalar value of the ith observation at (time) index t.
V T ×K whitening matrix
x(t) K × 1 a column vector containing the values of all observa-
tions at time instance t
x(t) CM × 1 vector containing the spread data
Y L× T matrix of sphered components
y 1× T a row vector consisting of a sphered component y1
y C × 1 vector containing the received signals after down con-
version
yl 1× T a row vector consisting of time observations/samples
of the lth sphered component
y(t) scalar received signal before down conversion
Z K × T denoised data or the whitened data
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Chapter 1
Introduction
Man’s cohesive existence depends on the ability to communicate audio-visually.
This basic urge has led to the development of several methods for expression.
Signals, signs, symbols, icons and gestures initially satisfied this need, but given
that man is inventive, these instruments for communication were limited. This
led to the invention of the hieroglyphics, the alphabet and the language. The
industrial revolution kick-started the process of mass dissemination of knowledge
mainly due to the invention of the printing press, a significant milestone that
slowly started a process of accumulation that culminated in the discovery of radio
waves in the 19th century. This process is still not over, and the world has moved
from the simple diplex to radio broadcasts to television to the (modern) wireless
communications. The internet and mobile personal communications are mere
milestones in this evolution of communication. Indeed this urge to communicate,
has brought humans a long way from smoke and light signals to modern day fourth
generation (4G) systems, but the key aspect of all this is error-less communication
that is dependent on effectively reproducing what was to be communicated at the
other end of the communication chain.
Spread spectrum technology forms the back bone of the third generation sys-
tems and possible future ones. Spread spectrum involves the use of a very large
bandwidth for transmitting the information as compared to real bandwidth of
the information. This is achieved by the use of unique codes for “spreading”
and “despreading” the information. When these codes satisfy certain criteria
(See Chapter 2 for a more precise description), several users can simultaneously
communicate leading to the access methodology called Code Division Multiple
17
18 1. Introduction
Access (CDMA).
Naturally, spreading and despreading information requires frequency resources.
These resources are not only limited, but are also heavily controlled by regulatory
authorities. Hence, bandwidth efficiency forms a very important factor for future
wireless networks. Bandwidth efficiency can be achieved at different levels of
design. Good modulation schemes, and network planning and design can help in
increasing the bandwidth efficiency.
One of the major limiting factors to bandwidth efficiency is interference. In-
terference can originate from the other users in the same system, coexisting other
systems (overlayed in frequency), non-linearities in the transmitter and receiver,
man made interference, external interference, etc. Interference must be estimated
and appropriately compensated for, else it will severely degrade the performance
of the system. Hence, interference cancellation, suppression and mitigation form
a core part in receiver design.
Fig. 1.1 shows a block diagram of a digital communication system from the
data modulator to the data demodulator (encryption and channel coding have
been left out as this is not the focus of this thesis). The content of this the-
sis is confined to the receiver design that helps in mitigating interference while
helping to conserve bandwidth. Receivers form the lower block of the diagram
indicated by the dark blocks in the Fig. 1.1. Receivers typically mitigate in-
terference by utilizing the available knowledge about the interference structure.
The more refined this knowledge is, the better the performance of the receiver.
Typical assumptions on the nature of interference are that its components are
additive white Gaussian noise (AWGN), meaning that interference is neither time
structured nor frequency structured. This is a worst case assumption from both
the detection and information theoretic viewpoint. Another assumption is that
the interference is impulsive. Such non-Gaussian interference can be multi-access
interference (MAI) and inter-symbol interference (ISI). Receivers for mitigating
these classes of interference usually require channel state information (CSI). Non-
Gaussian assumptions also arise when transmission is assumed to be uncoordi-
nated. In this case receivers exploit the fact that transmissions are discontinuous
in time. Finally, interference is assumed to be either wide-band (WBI) or narrow-
band (NBI) based on signal correlation properties. In this case receivers use the
interference correlation in the time or frequency or spatial domain.
Another class of receivers has evolved recently. It tends to make minimal as-
sumptions on the interference structure or has a fairly limited a priori system
18
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Figure 1.1: Generic block diagram of a spread spectrum communication system.
Adapted from [49].
information. These receivers are termed as blind receivers. This notion of “blind”
has long existed in the signal processing community. A typical example of it are
blind source separation (BSS) techniques or the blind deconvolution/equalization
techniques. BSS is commonly used to recover sources that have been mixed in
some manner without explicit knowledge of either the mixing process or the
source signals. The notion of blind receivers has gained importance in the com-
munications community for the following reasons:
1. very high demand exists for high bandwidth applications such as video etc. ;
2. wireless communications is growing rapidly;
3. spectrum is limited.
The motivation for using blind receivers in communications stems from the fact
that they do not require the knowledge of the CSI usually needed for conventional
detectors. This information is usually obtained from training sequences. The use
of these sequences reduces the data rate. For practical channels (e.g.,. time-
varying), this has to be performed periodically, which has a detrimental effect on
throughput. For example, in the groupe special mobile (GSM) system around
20% of the symbols are training symbols. Hence, by using blind methods, this
19
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overhead can be eliminated — data symbols can be sent during this period instead
of training sequences. Even though this is in principle appealing, the practical use
of blind methods is restricted due to several reasons. Most blind methods make
some assumptions on the structure of the data which are not always true. Perfor-
mance of these methods is mostly linked to these assumptions. They always have
some ambiguities that make the final detection complicated. However, the use of
some a priori information in blind methods has led to practical algorithms called
“semi-blind” methods. These methods are quite similar to the blind methods,
but usually incorporate some known information for overcoming the problems
faced by blind methods. One way of incorporating some information is to use
shorter training sequences (essentially to overcome the ambiguities). This allows
for increase in the effective data rate. This makes semi-blind techniques popular
and practical for future receivers.
1.1 Scope and contributions of this thesis
This thesis was born out of the need to apply the principles of blind source sep-
aration (BSS) to interference cancellation. The growth in computational power
has led to a surge in popularity of blind methods in various fields of science
and engineering. This has helped to convert several principles into elegant algo-
rithms. Blind methods are successfully used in the fields of biomedical engineering
[194, 195] for identification of artifacts, and in non-invasive fetal ECG extraction
[209], in astrophysics, to analyze multispectral images [46] and in speech process-
ing [184], just to mention a few applications. More examples of BSS applications
can be found in [48, 75].
In the field of communication engineering, the popularity of blind methods
stems from the fact that they enable processing of received signals with minimal
assumptions of the system. With increases in computational power this can
lead to enhancements in the quality of communications. Here, blind methods
are mainly used in desired user separation (summarized in Chapters 2 and 3 of
[202]), or channel identification [47] and in deconvolution [56, 60]. The article
[109] provides a good summary on the existing blind methods. Most methods
here use the linear minimum mean-square error (MMSE) detector as a starting
point and formulate adaptations of this detector [64]. Another approach has been
to use neural networks for estimating the interference. These methods mainly use
training data [2, 121] or adaptation of the learning rate by using recurrent neural
networks [179]. Subspace based approaches [109] try to estimate the interference
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subspace and try to find a linear decorrelator in the direction orthogonal to
the interference subspace. Other blind approaches include adaptations of the
constant modulus algorithm (CMA) to cancel interferences [50, 185]. Even though
several blind approaches exist most of these approaches are based on second-order
statistics. These methods use conventional methods as their starting points and
hence do not fully harness the power of higher-order statistics. Neural approaches
are essentially non-linear but are not entirely blind as they use training data.
Sec. 3.5 of Chapter 3 provides a summary of these methods.
Independent component analysis (ICA) [20, 26, 27, 75, 77, 90] is a popular
technique for solving the BSS problem. ICA relies on higher-order statistics
(typically the fourth-order statistic - kurtosis) to solve the BSS problem. Even
though these methods are very popular in other domains, they are yet to attract
attention in the field of communication engineering. A reason may be that some
of these methods have an artificial neural network [58] background. Some of
the first works to apply ICA in symbol demodulation are [157, 158]. Papers
[29, 30] address the issue of delay estimation with ICA. Jammer mitigation with
a BSS principle is first discussed in [12], where an ICA method called JADE
[20] (briefly explained in Sec. 4.1.7 of Chapter 4) and second-order methods are
used to mitigate a temporally correlated jammer. The paper [11] also addresses
the issue of blind beamforming to jammer mitigation. The papers [212, 213]
investigate anti-jamming for GPS receivers based on subspace projections and
analysis of signal distributions.
However, the principle of applying ICA towards jammer mitigation has not
been very clearly addressed before. The foundations of BSS and ICA provide
a strong motivation for applying them in the area of jammer mitigation and
interference cancellation. The focus of this area is clearly defined in Fig. 1.2 as
an intersection of the fields of Communications, Signal Processing (Blind Signal
Processing) and Interference Cancellation. Hence, the following are defined as
the scope of this thesis:
1. To develop methods that incorporate the principles of blind source separa-
tion for interference cancellation. ICA algorithms are a natural choice as
they provide a framework for these methods and utilize higher-order statis-
tics instead of conventional second-order statistics. It is also assumed that
“independence”, being a stronger assumption than “decorrelation”, should
lead to better algorithms;
2. To effectively utilize available information in the system. This leads to the
development of semi-blind algorithms. Semi-blind because these algorithms
bring in all the benefits of BSS while at the same time retaining some of
the benefits of conventional algorithms. Semi-blind algorithms utilize shorter
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Figure 1.2: Scope of the thesis. The references in this thesis have been classified based
on their area. Though several signal processing methods are well established in com-
munications, blind methods have not been very popular. This thesis focuses on blind
methods in interference cancellation indicated by the darkest intersection. Citations in
bold correspond to the articles that form the basis of this thesis.
training sequences than conventional methods, which can then be used to
transmit the user’s data;
3. To combine traditional and blind methods in an efficient manner by which
they both complement each other. This again leads to semi-blind structures;
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4. To develop blind structures that are simple and efficient and are based on
the principles of BSS and additionally denoising. Denoising source separation
[166] is a framework for constructing source separation algorithms around a
denoising function;
5. To utilize “prior” information efficiently. It is noted in an earlier work [78] that
the use of priors leads to better results with less data. Additionally, priors
also increase the computational speed of the estimation methods. Though
this research was carried out in the field of image analysis, they ideas are
equally applicable here.
Based on the above scope the following novel methods were developed and ana-
lyzed as a part of this thesis:
1. The plain ICA-RAKE receiver structure.
The plain ICA-RAKE is a combination of the RAKE receiver and an ICA
block. The ICA block separates the sources, while the RAKE receiver identi-
fies, despreads and demodulates the desired source.
2. ICA-RAKE Pre-Switch for cancellation of jammers and out-of-cell
interference.
The ICA-RAKE Pre-Switch structure builds upon the plain ICA-RAKE struc-
ture. It is based on a “simple” distance measure, and improves the perfor-
mance of the receivers when the interference level is low i.e., at high signal-
to-interference (SIR) levels.
3. ICA-RAKE Post-Switch for cancellation of jammers and out-of-cell
interference.
ICA-RAKE Post-Switch is a correlation-based receiver that improves the per-
formance of the ICA-RAKE receiver structure at low SIR levels. It is better
suited to handle multipath interference, but is computationally more complex
than ICA-RAKE Pre-Switch.
4. Denoising Source Separation (DSS) technique for interference can-
cellation.
DSS based receiver - IC-DSS - is a blind technique that uses only the spreading
code for reconstructing the “possible” transmitted sequence. It does not use
any other conventional techniques for identification other than the spreading
code. It does not require the use of training data, and hence is blind.
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5. Effective use of prior information in these receivers.
Prior information should be used as and when available. It helps in reducing
the data requirements, improving the quality of the results and finally in
increasing the computational speed of these algorithms. This is examined
with the help of illustrative examples from image analysis, and a possible
means to use them in interference cancellation is provided.
The above methods 1–3 have been built on the basis of the independent com-
ponent analysis (ICA) algorithm - FastICA [73, 75, 76]. Another ICA method
considered was JADE [21]. Additionally, temporally jammed signals were recov-
ered by a BSS technique based on the TDSEP method [214]. The first three
methods are semi-blind as they use minimal pilot sequences for identification of
the signals. These methods address issues 1–3 of the above scope.
Issue 4 of the above scope, the denoising source separation based structure,
was developed additionally as a blind technique. This method has the knowledge
of only the spreading code of the desired user.
Additionally, prior information on the nature of the interference can be ef-
fectively used in order to speed up the algorithms and to improve them. This
information has also been incorporated into the development of these methods
as laid out in the issue 5 of the scope.
These methods generally provide around 5 to 8 dB gain over conventional
techniques depending on the nature of the interference. Additionally, they handle
multipath interference well, and typically provide better block error performance.
This work is presented in the form of a monograph for the sake of clarity and
to make it easier to read. However, the following publications [78, 147, 148, 149,
150, 151, 152, 153, 159, 160, 161] form the basis of the research that is collected
in this thesis. These publications are also listed below.
1.2 List of related publications
Publication 1. T. Ristaniemi, K. Raju, J. Karhunen, Jammer Mitigation
in DS-CDMA Array System Using Independent Component Analysis, Proc.
IEEE Int. Conference on Communications (ICC 2002), New York City, NY,
USA, April 28 - May 2, 2002, pp. 232–236.
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Publication 2. K. Raju, T. Ristaniemi, J. Karhunen, E. Oja, Suppression of
Bit-Pulsed Jamming Using Independent Component Analysis, In Proc. 2002
IEEE Int. Symp. on Circuits and Systems (ISCAS 2002), Phoenix, Arizona,
USA, May 26-29, 2002, pp. I-189/I192.
Publication 3. K. Raju, T. Ristaniemi, ICA-RAKE-Switch for Jammer Can-
cellation in DS-CDMA Array Systems, In Proc. 2002 IEEE Int. Symp. on
Spread Spectrum Techniques and Applications (ISSSTA 2002), Prague, Czech
Republic, September 2-5, 2002, pp. 638–642.
Publication 4. T. Ristaniemi, K. Raju, J. Karhunen, E. Oja, Jammer Can-
cellation in DS-CDMA Array Systems: Pre and Post Switching of ICA and
RAKE, In Proc. 2002 IEEE Int. Symposium on Neural Networks for Signal
Processing (NNSP 2002), Martigny, Switzerland, September 4-6, 2002, pp.
495–504.
Publication 5. K. Raju, T. Ristaniemi, J. Karhunen, E. Oja, Jammer Can-
cellation in DS-CDMA Array Systems using Independent Component Analy-
sis, IEEE Transactions on Wireless Communications, vol. 5, no. 1, January
2006, pp. 77–82 .
Publication 6. T. Ristaniemi, K. Raju, J. Karhunen, E. Oja, ICA-Assisted
Inter-Cell-Interference Cancellation in CDMA Array Systems, In Proc. Fourth
International Symposium on Independent Component Analysis and Blind Sig-
nal Separation (ICA 2003), Nara, Japan, April 1-4, 2003, pp. 739–744.
Publication 7. K. Raju, T. Ristaniemi, Exploiting Independence to Cancel
Interference due to Adjacent Cells in a DS-CDMA System, In Proc. 14th IEEE
Int. Symposium of Personal Indoor Mobile Radio Communications (PIMRC
2003), Beijing, China, Sept 7-10, 2003, pp. 2130 – 2134.
Publication 8. K. Raju, T. Ristaniemi, J. Karhunen, Semi-Blind Interfer-
ence Suppression on Coherent Multipath Environments, In Proc. First IEEE
Int. Symposium of Control, Communications and Signal Processing (ISCCSP
2004), Hammamet, Tunisia, March 21-24, 2004, pp. 283–286.
Publication 9. K. Raju, J. Sa¨rela¨, A Denoising Source Separation based
approach to Interference Cancellation for DS-CDMA Array Systems, In Proc.
38th Asilomar Conference on Signals, Systems and Computers, Pacific Grove,
USA, Nov 07-10, 2004, pp. 1111–1114.
25
26 1. Introduction
Publication 10. K. Raju, B. Phani Sudheer, Blind Source Separation for
Interference Cancellation - A Comparison of Several Spatial and Temporal
Statistics Based Techniques, In Proc. 3rd Workshop on the Internet, Telecom-
munications and Signal Processing, Adelaide, Australia, Dec 20-22, 2004.
Publication 11. K. Raju, T. Huovinen, T. Ristaniemi, Blind Interference
Cancellation Schemes for DS-CDMA Systems, In Proc. IEEE International
Symposium on Antennas and Propagation and USNC/URSI National Radio
Science Meeting, Washington, USA, July 3-8, 2005, pp.
Publication 12. A. Hyva¨rinen, K. Raju, Imposing Sparsity on the mixing
matrix in independent component analysis, Neurocomputing, 49:151–162, 2002
(Special Issue on ICA and BSS).
1.3 Summary of the related publications
Publication 1 is the first paper to address the issue of jammer mitigation in the
presence of signals with low temporal correlation. Continuous wave jamming is
considered both at the carrier frequency and with a frequency offset. This paper
studies the behaviour of the scheme when the signals are not correlated in time.
The selection of the user is based on training sequences. Finally conventional
detection is performed for the selected source. This paper introduces the ICA-
RAKE structure.
In Publication 2, the case of a wide-band jammer is examined. It is as-
sumed that both the jammer and the information signal are temporally uncor-
related at the chip level. The jammer is a bit-pulsed jammer. The ICA-RAKE
structure provides some improvements especially at low Signal-to-Jammer (SJR)
ratios. The results are compared with conventional matched filtering, and with
maximum ratio combining (MRC) RAKE receiver. In the ICA-RAKE case, the
dimensionality of the data from multiple sensors is reduced.
Pre-Switch is introduced in Publication 3. Plain ICA-RAKE structures per-
form poorly when the contribution of the jammer is low, i.e., the results saturate
around 0 dB SJR. This is because the contribution of the jammer is low enough
for plain ICA to ignore it. In Pre-switch, an estimation of the SJR is performed
and on the basis of the SJR, ICA is used to separate the interfering source. This
results in improvements at high SJR’s. The results now are almost identical to
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MF or MRC when the SJR is high, but substantially better when there is signif-
icant jamming. The complexity of the receiver is also substantially reduced due
to less processing at high SJRs.
A soft decision based receiver called Post-Switch is presented in Publication
4. In Post-Switch, two branches of the data are processed independently by plain
ICA and MF. The soft decision outputs along with the training symbols, are used
to decide the decoding branch. Post-Switch provides better results even at high
SJR but at a higher complexity. As a comparison the results of Pre-Switch are
also used here.
Publication 5 is a combination of the above papers in a comprehensive and
thorough manner. The experiments and the results in the above paper have been
revised to include some more settings.
Interference from adjacent cells is addressed in Publication 6. Additionally,
the issue of loads is also examined here. The result of this study is that ICA
viewed external interference (irrespective of the number of sources) as a composite
interference. Along with this interference, the effect of increasing the load in the
given cell-of-interest is also examined.
In Publication 7, some soft lower-bounds (experimental) for adjacent cell
interference cancellation are determined. The results are examined in view of
these bounds. Moreover, the effect of increasing the load of the interfering sources
is also studied. The result was that ICA always viewed this external interference
as a composite interference. This also makes it possible to improve estimates
of users in the other cell. All the results in this paper uses the Post-Switch
ICA-RAKE detector structure.
Multipath propagation and the issue of coherent jammers are addressed in
Publication 8. ICA-RAKE Post-Switch is used to examine the effects of mul-
tipath propagation. Both the interference and the information signal consist of
multipaths. In previous simulations, the use of small block sizes degraded the
results due to the accuracy of the covariance matrix used in the eigenvalue decom-
position during PCA whitening. By examining the slopes of the bit-error-rates
it is possible to examine the right block size given a channel. Most experiments
in this paper are performed with the “adequate” block size.
The DSS-based interference cancellation scheme forms the theme of Publica-
tion 9. The basic DSS algorithm [166] is adapted and applied with a non-linearity
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to suppress the bit-pulsed jammer. The results show improvements over conven-
tional detection. This is a purely blind approach to interference cancellation in
the sense that the DSS-detector uses only the spreading codes of the desired
user, and does not require training sequences for estimation of the channel or
identification of the user.
All the above ICA-RAKE detection methods use FastICA [75] for separating
the sources. In the case of multipath propagation, it is meaningful to exam-
ine other temporal decorrelating schemes too. Publication 10 studies some
temporal and spatial statistics based source separation methods. FastICA and
JADE [21] used spatial statistics while TDSEP [214] used temporal statistics.
The degradation of performance with multipath was not significant with TD-
SEP. Additionally a DSS-based algorithm was also used in the comparisons.
Publication 11 is a joint paper summarizing work on both uplink and down-
link interference cancellation in DS-CDMA systems. This paper examines the
improved non-linear RAKE-ICA receiver [70, 71] for the uplink in addition to
the ICA-RAKE structures for downlink interference cancellation. This paper is
an effort to present both uplink and downlink methods under a unified framework.
The motivation of using prior information stems from the fact that it prevents
over-learning in cases where data are not sufficient. ICA already uses a prior on
the statistical properties of the source. The theory behind prior information on
the mixing matrix is examined in Publication 12. It is shown that a class of pri-
ors known as “Bayesian priors” can be used to improve the maximum likelihood
estimates of ICA. Illustrative examples from the estimation of basis functions of
images prove the viability of this concept. In CDMA however, priors are useful
in the estimation of users symbols in cases of over-saturated systems.
1.4 Author’s contributions to the research
Working on a thesis usually is a two prong methodology. The first is the iden-
tification and carving of a small area of research within a larger framework, and
the second task involves developing methods to address issues in the chosen area.
The fact that very little work was done previously on utilizing ICA in commu-
nications helped in identifying this area. Prof. Tapani Ristaniemi’s work on
symbol demodulation with ICA [157] along with Profs. Belouchrani and Amin’s
paper [12] formed the starting point of this work. Most of the code (developed
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in Matlab and Python) in the papers has been developed by the author. All the
experiments have been planned and carried out by the author. In Publication 1,
Publication 4, Publication 6, the author mainly conducted the experiments while
the manuscript was prepared by Prof. Ristaniemi. All the other manuscripts
have been mostly written by the author. This naturally involved discussions
with other authors. Pre- and Post-Switch was originally the author’s idea, which
was further refined during discussions. The use of ICA to cancel adjacent cells
emerged from a discussion with Dr. Jorma Lilleberg from Nokia Mobile Phones,
during a conference. The planning and experimentation was performed by the
author. The DSS based receivers were a joint work with Drs . Jaakko Sa¨rela¨ and
Harri Valpola. In addition to applying the algorithm and developing it for this
application, the author’s role here has been in discussions, planning, conducting
and writing most of the manuscript. The planning of the experiments, and guid-
ance for Publication 10 was the author’s while Mr. Phani Sudheer performed the
experiments. The analysis of the results and the manuscript were written by the
author. Most of this work was performed as a collaborative work with Profs.
Tapani Ristaniemi, Juha Karhunen and Erkki Oja.
1.5 Structure of this thesis
This thesis is presented as a monograph for clarity and to make it easier to
read. Chapter 2 introduces the field of multiple access communications and in
particular code division multiple access (CDMA). A model for the received signal
is developed in this chapter. This model is used in all the simulations in the
later chapters. Interference structures are described and modeled. Particularly,
the two kinds of interference used in this thesis i.e., out-of-cell interference and
jammers, are described in detail.
A concise review of the existing methods for mitigating these sources of inter-
ference forms Chapter 3. Conventional techniques including the maximal ratio
combining (MRC) RAKE receiver are described. A summary of optimal and sub-
optimal multiuser detection techniques is provided. A general synopsis of blind
methods is provided and a classification of blind methods is made. Existing
subspace based versions of the linear methods are reviewed. Serial and parallel
interference cancellation techniques are presented. Finally, a review of jammer
mitigation techniques is provided and summarized.
Chapter 4 starts the novel contributions of the thesis by presenting the re-
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ceivers based on ICA. A brief review of the concepts of ICA is provided in this
chapter. The methods FastICA and JADE are described and pointers are pro-
vided to additional techniques. Another BSS technique called TDSEP is also
summarized. The next part of this chapter involves description and develop-
ment of the ICA-RAKE, ICA-RAKE Pre-Switch and ICA-RAKE Post-Switch
algorithms. Each algorithm is defined and described. A short pseudo code is
provided for each algorithm, and finally several appropriate scenarios applying
the algorithm are presented. Each scenario looks at the effect of a particular pa-
rameter on the algorithm e.g., the effect of varying signal-to-jammer ratio (SJR)
while keeping other parameters constant, or the effect of a particular interference
on the performance of the algorithm e.g., the effect of narrow-band jamming. A
short analysis of the complexity of the algorithms is made. Finally, theoretical
lower-bounds are investigated in a “semi-analytical” manner. The algorithms
and the results of this chapter are in part included in Publications 1-8, 10.
A denoising source separation (DSS) based approach is described in Chapter 5.
A short summary of the generic DSS algorithm precedes the development of the
DSS algorithm for interference cancellation. Again, the algorithm is evaluated for
different scenarios. Publication 9 includes some of the results in this chapter.
Chapter 6 examines these methods in the context of existing methods. ICA
can often be compared to adaptive beamforming techniques, while the denoising
source separation based receiver is similar to the despread-respread [162] concept.
Additionally, the notion of blindness is examined in relation to both the signal
processing and communication technology fields.
Open questions, future trends and directions are examined in Chapter 7, which
also concludes this thesis.
An approach for using prior information in source separation and interference
cancellation is presented in the Appendix A. A general framework and moti-
vation for the use of prior information is provided following the class of priors
described. These priors, called conjugate priors require minimal changes on the
algorithm. The ICA-RAKE Post-Switch is adapted to incorporate the priors, and
the algorithm is evaluated with the help of a scenario. Publication 12 describes
this theory in relation to image analysis.
Finally, in Appendix B the experimental setup, the data structure, and the
simulation methodology are described briefly.
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Chapter 2
A Mathematical Model for
CDMA Mobile Communications
Allocation of resources, enabling several transmitters to share a common chan-
nel is the essence of multiaccess communication. This idea dates back to the
late 19th century when Thomas A. Edison invented the diplex, which enabled
the simultaneous transmission of two telegraphic messages in the same direction
through the same wire [192]. Modern day examples of several transmitters using
a common channel include mobile telephones, pocket-radio networks, interactive
cable televisions, etc.
Traditionally, each source — referred to as user — is provided with a certain
resource in a multiaccess system. This resource can either be frequency or time
slots, or both. The main question is how this common resource is allocated
among several users keeping in mind that each user in the system must be able
to communicate despite the fact that other users occupy the same resources,
perhaps simultaneously. As the users in the system increase, the demand to
allocate optimally these resources as efficiently as possible also increases.
The first multiple access technique, frequency-division multiple access (FDMA),
refers to a principle where several users coexist by having different carrier fre-
quencies, so that the resulting spectra do not overlap and the users are separated
orthogonally. An example of FDMA-based system is the Nordic mobile telephone
(NMT) system [102] in Scandinavia during the early ’80s.
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Time-division multiple access (TDMA) is FDMA’s equivalent in the time do-
main. Here, orthogonality between users is maintained by allocating each user a
separate time slot. Hence, one user can transmit and receive data during his pre-
determined time interval. The popular mobile communication technique GSM
(groupe special mobile), is based on the principle of dividing a given frequency
slot among several users by means of TDMA. A comprehensive review on the
GSM system can be found in [174]. While TDMA requires the users to maintain
time synchronism, FDMA allows for completely uncoordinated transmissions in
the time domain.
A rather disjoint method of multiple access is the random multiaccess method
where the user transmits the message as if he or she were the sole user in the
system. If indeed nobody else is transmitting, the message is received. However,
since the users are uncoordinated, if another user is transmitting simultaneously,
the messages will interfere — called collisions. If collisions occur, the users wait
for a random period and then retransmit their data. This random communication
system is essentially not orthogonal, but provides a level of orthogonality due to
its inherent randomness. A modification of the above random multiaccess scheme
is the ethernet scheme used in local area networks [178].
The fundamental weakness in the above methods is the assumption that all
users transmit continuously for the same length of time. This might be nearly
true for packet data as in random multiaccess, but is not true in the case of voice
transmission. Time slots are wasted when users’ activity ceases prematurely and
frequency reuse is non-optimal. These factors lead to wastage of resources and
reduce channel capacity [198].
As seen in the above multiaccess techniques, the ability to separate signals
orthogonally is of paramount importance. While FDMA and TDMA use unique
frequency and distinct time slots, a completely different approach is to use orthog-
onal codes. The multiaccess technique using codes is called code-division multiple
access (CDMA). Each user now has a unique code. Heuristically speaking, every
user applies a unique code — called spreading — to the information signal before
transmitting it through the common medium. Since all users can transmit at all
times, the signals interfere with each other. Again by applying this unique code,
the transmitted signal of each user is recovered from the mixture by the receiver.
Examples of systems using CDMA are the American IS-95 system [181] and the
just evolved European third generation (3G) universal mobile telecommunication
system (UMTS) [131]. Fig. 2.1 shows the various multiple access schemes.
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Figure 2.1: Multiple access schemes: FDMA, TDMA, CDMA. While FDMA uses
distinct frequencies, and TDMA uses separate time slots, CDMA uses orthogonal codes
to separate the users. fk is the frequency along the X-axis, tk is the time along the
Y -axis and sk is the code along the Z-axis.
CDMA, in a very simple form consists of using a sequence of ±1 as the code to
spread the information signal. This code is then called the spreading code or chip
sequence. In this case the access method is termed as direct sequence-CDMA
(DS-CDMA) [146]. Frequency hopping (FH) is another technique, where each
user’s code is a pattern of carrier frequencies that are used, hopping from one to
another in predetermined order and time [146]. DS-CDMA is used in the 802.11b
Wifi standard [17], while frequency hopping is used in the bluetooth system [1].
Enhanced CDMA systems include the combination of multi-carrier systems with
CDMA and is termed MC-CDMA. A full classification of the various CDMA
systems is presented in Fig. 2.2.
Another multiple access scheme particularly relevant in multiple antenna com-
munications is the space-division multiple access (SDMA) scheme [163, 186].
SDMA is based on the fact that users are seldom at the same spatial location.
The idea of SDMA is to exploit all the information collected in the spatial do-
main in addition to the temporal dimension in order to achieve improvements in
wireless transmission [163]. Hence, SDMA can be seen to use direction (angle)
as another dimension in the signal space, which can be channelized and assigned
to different users [51]. To this effect SDMA makes use of directional antenna
as shown in Fig. 2.3. Orthogonal channels can be assigned only if the angular
separation between users exceeds the angular resolution of the directional an-
tenna. When using an antenna array, precise angular resolution requires a large
array. This is impractical for the base station or access point and is certainly un-
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Figure 2.2: Classification of various CDMA systems. Direct Sequence and Multicarrier
CDMA are very popular in the area of mobile wireless communications. Adapted from
[43, 192, 198].
feasible in small user terminals [51]. In practice, SDMA is usually implemented
using sectorized antenna arrays, where the 360◦ angular range is divided into
N sectors. There is high directional gain in each sector and little interference
between sectors.
Finally, IDMA [142, 143, 144] or interleave-division multiple access is a multi-
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C-1
C-2
C-3
C-K
Figure 2.3: Space-division multiple access. SDMA uses direction to separate users.
This is achieved by the use of multiple antenna systems. By using antenna arrays each
user is assigned a separate channel (C-1, C-2, . . . , C-K). SDMA is usually implemented
by dividing the 360◦ angular range into N sectors, termed as a sectorized antenna array.
Adapted from [51].
ple access scheme that uses interleaving as a technique to distinguish the users.
Here, the users are separated by different chip-level interleaving methods instead
of the different signatures as in a conventional CDMA scheme. IDMA is a wide-
band scheme, and inherits many of the advantages from CDMA, in particular,
diversity against fading. Random interleaving, combined with forward error cor-
rection (FEC) combats the fading effect [142]. IDMA is particularly effective in
narrowband applications with a small number of users [18, 142].
2.1 Direct sequence spread spectrum
2.1.1 Simplified Model
Assuming a system with only one user, before transmission each symbol b[i] of
the binary data (narrow band information sequence) is ‘directly’ multiplied with
a sequence s – termed as spreading sequence – which is independent of the binary
35
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data to produce a baseband signal as
x[i] = s.b[i], (2.1)
The information sequence of the user b[i] has a symbol duration T and a symbol
rate R = 1/T , while the chip duration of the spreading sequence is Tc with a
chip rate Rc = 1/Tc. This effect of multiplication of the information sequence
b[i] with the spreading sequence s is to spread the baseband bandwidth R of b[i]
to a baseband bandwidth of Rc.
The chip sequence is also termed the pseudo noise (PN) sequence. The ratio
between the durations C = T/Tc (T is the symbol duration and Tc is the chip
duration) is the processing gain. From simple algebra, a C-dimensional vector
space has at most C-orthogonal vectors, and hence for orthogonal synchronous
DS-CDMA systems the processing gain gives a theoretical upper limit for the
number of users that can be supported [192]. The basic operation of spreading
in the time domain is illustrated in Fig. 2.4.
t
t
t
s
b[i] x[i]
T
Tc
Figure 2.4: Illustration of spreading for a single user. Tc is the chip duration
and T is the symbol duration. The spread signal is x. Here the original bit se-
quence b is (1,-1,1,-1), spreading code s is (1,−1,−1, 1), and the spread signal is
(1,−1,−1, 1,−1, 1, 1,−1, 1,−1,−1, 1,−1, 1, 1,−1).
The PN sequences are usually generated by very simple shift registers as in
[192]. These sequences exhibit noise like random properties and should satisfy
three important properties — balance property, run-length property and shift-
and-add property [198]. Certain PN sequences called m-sequences have the fol-
lowing properties:
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• the period of the sequence is C = 2n − 1.
• autocorrelation of the sequence is,
E(s[i]s[i+ j]) =
{
1 , when j = 0, C, 2C, . . .
−1/C , otherwise. (2.2)
Hence, m-sequences have an impulse-like autocorrelation. This implies that a
m-sequence is nearly-orthogonal to its time shifted replica of equal length. An-
other widely used PN sequences are Gold codes. Gold codes have a three-valued
autocorrelation and cross-correlation function with values {−1,−ζ(n), ζ(n)− 2}
[140], where,
ζ(n) =
{
2(n+1)/2 + 1 , for odd n,
2(n+2)/2 + 1 , for even n.
(2.3)
Kasmami codes [140] are another class of PN sequences. Codes other than PN
sequences can also be used for spreading. One such example are orthogonal codes,
that have zero cross-correlation when the offset between codes is zero. However,
they suffer from poor cross-correlation properties with different offsets. Some
examples of these codes are Walsh codes, and orthogonal Gold codes.
In the case where the data would only be subjected to noise, the received data
is of the form,
y[i] = x[i] + n[i]
= sb[i] + n[i],
(2.4)
where,
• x[i] is the transmitted or desired data,
• n[i] is the interfering noise.
2.1.2 DS-CDMA signal model
The previous section dealt with a single user case with direct sequence modula-
tion. In this section a concrete discrete-time model of the DS-CDMA system is
37
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replacemen
bk
PTc(t)
sk
sk(t)
sk(t)
xk(t)
cos(2pifct)
n(t)
r(t)
cos(2pifct)
y(t)∫
(.)dt
t = mT
sgn(.)bˆk
code matched filter
baseband
Figure 2.5: Notations used in the thesis. bk is the kth user’s information bit. PTc(t) is
the rectangular pulse (See (2.8)) of duration Tc and sk is the kth user’s spreading code.
xk(t) is the spread signal. r(t) is the received signal and y(t) is the received signal at
the baseband.
constructed for the purposes of digital signal processing. This model is a base-
band model with fading/non-fading single or multipath channel, and AWGN.
(For simplicity, the notations of this thesis are laid out in Fig. 2.5.) This channel
is modeled as in Fig. 2.6. Assuming that the system now has K users, the signal,
now sent by user k, is [192],
xk(t) =
M−1∑
m=0
bkmsk(t−mT ), (2.5)
which contains the information of M symbols bkm. sk(.) is the kth user’s binary
chip sequence i.e., the spreading code, supported by [0, T ), where T is the symbol
duration. The signal passes through a multipath channel (see Fig. 2.6) which is
assumed to be fixed during one symbol duration. This implies that akl(t) =
aklm, t ∈ [mT, (m + 1)T ]. The variable aklm is called the attenuation factor of
the lth path, which is a complex number and may vary from symbol to symbol.
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x(t)
Zd1 Zd2 Zd3
a1(t) a2(t) a3(t)
r(t)
n(t)
Figure 2.6: Channel model for a L = 3 path channel. x(t) is the data to be sent along
the channel. Zdi is the delay along path i, and is a delay by di chips. ai(t) is the
attenuation for path i at time instant t.
Hence, the received signal has the form,
y(t) =
M−1∑
m=0
K∑
k=1
bkm
L∑
l=1
aklmsk(t−mT − ζklTc) + n(t), (2.6)
where L is the number of resolvable paths, Tc is the chip duration, and ζklTc is
the delay of the lth path of user k, where ζkl = dkl + δkl, with dkl integer and
δkl ∈ [0, 1). The delay of each path is assumed to remain constant during the
interval of M symbols. n(t) denotes the noise, and the chip sequence length (i.e.,
processing gain) is C = TTc . For simplicity, from now it is assumed that Tc = 1.
Since the chip sequence sk(.) is now continuous by definition, it includes not
only the binary chips sk[i], but also a chip waveform p(t). More precisely,
sk(t) =
C−1∑
i=0
sk[i]P (t− iTc), (2.7)
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where P (t) is supported by [0, Tc] only. This thesis assumes rectangular wave-
forms for each user, and hence,
P (t) =
{
1 , when 0 ≤ t ≤ Tc,
0 , otherwise.
(2.8)
In distortionless transmission, the transmitted signal is only subject to scaling
and delaying [23]. In this case, the received signal would be of the form,
ydist(t) =
M−1∑
m=0
K∑
k=1
bkmaksk(t−mT − ζk). (2.9)
Hence, in addition to noise, the channel distortions in (2.6) are modeled by mul-
tiple resolvable paths L and possibly time varying path strengths aklm.
Continuous-to-discrete time conversion of the above model can be realized by a
chip-matched filter, which is a simple integrate-and-dump device. Using chip-rate
sampling, which means integrating over a chip-duration Tc,
y[i] =
∫ iTc+τ
iTc−Tc+τ
P (t− (i− 1)Tc − τ)y(t)dt, (2.10)
where the timing offset 0 ≤ τ ≤ Tc is due to the fact that the receiver might
not have accurate information about the chip edges. Sampling the same yields
C-vectors,
y[sc]m
def
= [y[mC], y[mC + 1], . . . , y[(m+ 1)C − 1]]T , (2.11)
where [.]T denotes the transpose operation and [sc] denotes that this is a “short-
code” model.
The sampled chip sequence of user k is denoted as
sk
def
= [sk[1], sk[2], . . . , sk[C]]
T . (2.12)
Thus each vector sample ym contains all the information from time duration CTc,
i.e., one symbol duration. This is termed as having a processing window of one
symbol duration. It is possible that this sampling is asynchronous with respect
to the symbol, and the vector might contain samples of two successive symbols.
As it is the spread data which is integrated, it means that the first element(s) in
ym corresponds to the late part of the chip sequence sk.
skl = sk(dkl)
def
= [ sk[C−dkl+1], . . . , sk[C], 0, . . . 0 ]T , (2.13)
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while the rest correspond to the early part
skl = sk(dkl)
def
= [ 0, . . . , 0, sk[1], . . . , sk[C − dkl] ]T . (2.14)
In addition, the sampling is chip asynchronous, which is due to τ in (2.10). Chip-
synchronous sampling (with respect to the user k’s path l) would mean integration
with τ = δkl, δkl ∈ [0, 1). This would mean examining the effect of y[i] having
τ ∈ [δkl, δkl+Tc]. But, as sampling is just integration, the chip sequences that are
related to those two successive symbols (with respect to each path) are neither
exactly (2.13) nor (2.14), but their convex combinations [109, 13]:
ckl
def
= (1− δkl)sk(dkl) + δklsk(dkl + 1), (2.15)
ckl
def
= (1− δkl)sk(dkl) + δklsk(dkl + 1). (2.16)
Hence, the vector sample has the known form [13, 75],
y[sc]m =
K∑
k=1
L∑
l=1
(
akl,m−1bk,m−1ckl + aklmbkmckl
)
+ nm, (2.17)
where nm denotes noise. The model in (2.17) is the subspace model based on
short codes. This model was introduced by [13], and is used widely in subspace-
based detection techniques [65, 109, 201]. This model is used in this thesis as the
methods proposed are subspace based.
A more compact representation of the data in (2.17), can be obtained by
defining the code matrix G with dimensions C × 2KL as,
G = [c11, c11, . . . , c1L, c1L, . . . , cKL, cKL], (2.18)
and a 2× 1 vector zklm where,
zklm = [akl,m−1bk,m−1, aklmbkm]T . (2.19)
Stacking all the vectors zklm into a 2KL-vector am,
am = [z
T
11m, . . . , z
T
1Lm, . . . , z
T
KLm]
T , (2.20)
(2.17) can be rewritten in a matrix form as:
y[sc]m = Gam + nm. (2.21)
In this representation, G depends on the spreading codes, and on paths via
their gains and delays, while am depends on the symbols, and on paths via their
numbers and strengths.
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If the channel remains fixed during the period of observation, i.e., aklm =
akl,∀m = 1, . . . ,M , then this model can be simplified further. Now, each path is
a scaled and delayed copy of the first path. Formally, this can be represented as
y[sc]m =
K∑
k=1
[bk,m−1
L∑
l=1
aklckl + bkm
L∑
l=1
aklckl] + nm. (2.22)
The data model in (2.21) still holds, but the dimensions are reduced. The matrix
G is of size C × 2K, G def= [g1, . . . ,g2K ] where,
g2k−1 =
L∑
l=1
aklckl, (2.23)
g2k =
L∑
l=1
aklckl, (2.24)
(2.25)
and the vector am contains only binary symbols,
am = [b1,m−1, b1,m, . . . , bK,m−1, bK,m]T . (2.26)
This data model holds well for several blind source separation tasks. This
thesis uses this data model as a starting point and uses an array structure to deal
with external interferences as explained in Sections 2.2.2 and 2.2.3.
The second order statistics of the data can be obtained from the autocorrela-
tion matrix as,
R = E{y[sc]m y[sc]Hm } = GAGT + σ2I, (2.27)
where A = E{amaHm}, σ2 is the noise variance, I is a 2KL×2KL identity matrix
and H denotes the conjugate transpose.
2.2 Interference sources in CDMA
As with any (digital) communication system, interference is common. It can
range from plain noise to smart jammers. Interference can be categorized into
the following types:
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• interchip interference component, that depends on bk[m+n], n 6= 0. This is
usually termed intersymbol interference (ISI) for non-spread digital modu-
lation;
• the component due to background noise n[m];
• the other-user interference components in the cell-of-interest, which depend
on bj [m], j 6= k (for user k). This is the multiuser interference;
• interference due to users in the neighboring cells - inter-cell interference;
• external interference due to coexisting systems in the same band or due
to adversaries that intentionally disrupt transmission, usually termed as
jammers.
This section examines some of these types of interference, and casts them into a
model that can be used later in the proposed suppression or mitigation methods.
2.2.1 In-cell interference
Due to the nature of CDMA, all users coexist at all times using both the resources
of time and frequency. The other users naturally tend to interfere with the desired
user and this interference can be expressed as:
I(t) =
M−1∑
m=0
K∑
k=1;k 6=kd
bkm
L∑
l=1
aklmsk(t−mT − dklTc), (2.28)
or in discrete representation as,
im = G
′
a
′
m. (2.29)
Here, kd is the desired user, G
′
is a C×2(K−1) code matrix containing all codes
except that of user kd, and a
′
m contains all the elements of am except akdmbkdm.
2.2.2 Inter-cell interference
Inter-cell interference refers to interference originating from the adjacent or neigh-
boring cells. This interference is still a part of the network, but it can cause
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significant loss in performance. A typical macro-cell geometry with a physical
layout of the cell-of-interest and the first two layers of interfering cells is shown
in Fig. 2.7. B0 is the cell-of-interest. The cell B1 and its neighbors in the radius
of din form the first layer of interfering cells. The outer layer of interfering cells
are at the distance of dout from the cell-of-interest.
B0
B1
B2
B3
din
dout
rξ2
R
rξ1
Figure 2.7: Macro-cell geometry with a physical layout of the cell-of-interest and the
first two layers of interfering cells. The inner layer of interfering cells is within a radius
din = 2000 m while the outer layer is within a distance of dout = 3300 m. The cell with
dark boundaries is the cell-of-interest.
This interference originating from the users of the neighboring cell depends on
the difference due to shadowing and distance loss, between the received energy at
the base station-of-interest and the active users’ own base station. In a simplified
model, each cell can be assumed to have a hexagonal shape, and the out-of-cell
interference can be assumed to be limited to the first two layers of interference
cells, as in Fig. 2.7. Under these assumptions, the out-of-cell interference can be
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expressed as [156, 161] 1,
O(t) =
∑
ξ,m
aξbξ,m(
rξ1
rξ2
)γ/210
χξ1
−χξ2
20 sξ(t−mT − dξ). (2.30)
Here, the users are labeled with the symbol ξ, regardless of the cell where the
user is. The complex path gain aξ includes the target signal strength. rξ1 and
rξ2 represent the distances of a user ξ to its own base station and to the base
station of the cell-of-interest. These distances are assumed to be constant over
the observation interval. The parameter γ indicates the power loss. This is
assumed to be of fourth order (γ = 4). The shadowing terms for the ξth user are
modeled as log-normally distributed random variables and are constant over the
observation interval. Therefore, the variables χξ1 and χξ2 are Gaussian random
variables. These variables are assumed to be independent and to have equal
mean ξ¯ and standard deviation σξ. Since every user is not shadowed by the same
object, due to geographical separation, the shadowing process can be assumed to
be independent for each user.
Now the received signal (2.6) contains this interference in addition to informa-
tion bearing term and can be expressed as:
y(t) +O(t), (2.31)
where y(t) is the information bearing term and O(t) is the interference term.
Assuming a uniform linear array (ULA) [85] at the receiver, the received signal
at the nth sensor (n = 1, . . . Na), converted to the baseband can be written as,
yn(t) = y(t)e
j(n−1)θr +
∑
ξ
Oξ(t)e
j2pi(fξ−fc)tej(n−1)θξ , (2.32)
where, without loss of generality, the carriers can be assumed to have the same
initial phase and arrive from a direction θr. In practice, the interfering signals
Oξ(t) arrive from somewhat different directions θξ, which may be closer or far-
ther away from each other depending on the situation. The interference is often
fairly weak and the sum constitutes a kind of additive noise term which disturbs
reception of the information signal r(t). To simplify the situation, it can be said
that all these interfering signals come from the same average direction θq. Then
the interference term in (2.32) can be rewritten as,
ej(n−1)θq
∑
ξ
Oξ(t)e
j2pi(fξ−fc)t. (2.33)
1An exact derivation of the model can be found in [156].
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As in Sec. 2.1.2, the short-code model can be derived. At the receiver, a
uniform linear array is used, and hence the received data after the array can be
represented as,
yi = Θy
[sc]
i + ni, i = 1, . . . , Na, (2.34)
where Θ is the Na × L array steering matrix defined as [85],
Θ =


1 . . . 1
ejθb1 . . . ejθbL
...
...
...
ej(Na−1)θb1 . . . ej(Na−1)θbL

 . (2.35)
2.2.3 External interference
CDMA, or rather older versions of spread spectrum systems were primarily de-
signed for military communications to overcome a jamming situation, i.e., when
an adversary intends to disrupt the communication. In order to disrupt the
communication, the adversary needs to do two things: (a) detect that a commu-
nication is taking place, and (b) to transmit a jamming signal which is designed to
confuse the receiver. Spread spectrum communications are therefore designed to
make these tasks as difficult as possible. For an interesting review of the military
history of spread spectrum systems refer to [170] or chapter 2 of [173].
In modern CDMA systems, there is no longer a real adversary that wishes to
disrupt communications. Jamming here takes place more due to the coexistence
of multiple systems in the same band. This jamming is mostly unintentional
by nature. Such jammers can either be continuous wave (CW, narrow-band) or
pulsed (wide-band) [140]. The jamming signal can be expressed as
j(t) = δp(t)
√
J exp(i2pifjt+ φ), (2.36)
where i =
√−1, and δp(t) = 1 with a probability p during a symbol2. It defines
the nature of jammer. The jammer is a continuous wave when p = 1 and pulsed at
the symbol level otherwise3. The power, frequency, and the phase of the jammer
signal j(t) are denoted by J , fj , and φ respectively. The phase is assumed to be
uniformly distributed over the interval [0, 2pi). Examples of continuous and pulsed
jammers are illustrated in Fig. 2.8. The received signal (2.6) is now jammed and
2Here, i is used as the imaginary constant as opposed to j used widely in the thesis. This is
to differentiate it with the jammer j.
3Another example of wide-band jamming is chip-pulsed jamming.
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Continuous Wave Jammer
Pulsed Jammer
t 
j(t) 
t 
j(t) 
Figure 2.8: Examples of jammers. The upper sub-figure is a continuous wave (CW)
jammer. The jammer at the lower sub-figure is pulsed.
is of the form:
y(t) + j(t), (2.37)
where y(t) is the information bearing term and j(t) is the jammer.
Assuming an antenna array at the receiver, and following the approach of
Sec. 2.2.2, the model can be expressed as
yi = Θy
[sc]
i + ni, i = 1, . . . , Na. (2.38)
where Θ is the array steering matrix as defined in (2.35) and y
[sc]
i is the received
data according to the short-code model, and Na is the number of sensors in the
antenna array.
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2.3 Relation between the models
The relation between the subspace-based short-code model in (2.21) and the array
models of (2.34) and (2.38) is shown in Fig. 2.9. Every block of data in the short-
code model obtained from the channel along every path is now combined by the
array steering matrix Θ. Assuming that the antenna array has Na sensors, the
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Figure 2.9: Relation between the short code model of (2.21) and the array models of
(2.34) and (2.38). The short-code vectors (above) y
[sc]
1 , . . . ,y
[sc]
m are of dimensions C×1.
In the array model (below), N short-code vectors are stacked together to form a 1×NC
received vector (N is the number of blocks considered). Assuming an antenna array with
Na sensors, the final received vector y has a dimension of Na ×NC.
received vector at every sensor is a combination of the array steering matrix with
all the data blocks y
[sc]
1 , . . . ,y
[sc]
m arranged next to the other. Supposing there
are N blocks, the dimension of the received vector y at each antenna array is
now 1 ×NC, where C is the length of the code, while in the short-code model,
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each block of the received vector was of dimension C.
Hence, both the models are quite similar. In the short-code model, the (mix-
ing) structure is contained in the code matrix G, while in the array matrix, the
(mixing) structure is contained in the array steering matrix Θ. Rather than pro-
cessing each block separately, now every vector along each path is first processed
and then the blocks are separated and processed.
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Chapter 3
Review of Detection and
Interference Rejection Methods
Shannon [172] defined precisely communication as a methodology of reproducing
at one point either exactly or approximately a message selected at another point,
and termed this as the fundamental problem in communication. Today after
nearly 60 years, the problem is as fundamental as it was then. Detectors and
interference cancelers are those blocks in the chain that either aim to reproduce
or approximate the message selected at one point. Here, in the context of modern
communications, detection techniques, in addition to demodulating the multiuser
data stream, must reject the interference from various sources. These receiver
structures can either make a joint detection of the symbols of different users —
centralized, or can demodulate a signal of one desired user only — decentralized.
The former class of detectors are sometimes termed joint detectors, while the
latter are also called single user detectors. Algorithmically, these detectors can
additionally be linear, or can be based on estimation of non-linear functions.
Considering the practical importance of the detectors, they can also be classified
on the basis of their complexity. Most of these receivers employ some form of in-
formation (training sequences, channel estimation) for reliable estimation of the
transmitted symbols. Another class of detection techniques using as little infor-
mation as possible has emerged in recent times. These structures are called blind
receivers. Hybrid structures that utilize some information while still following
the framework of blind detectors, have been popular presently. These techniques
are collectively called semi-blind. Fig. 3.1 provides a classification and summary
of various detection techniques.
50
3.1 Conventional detection 51
                 	  

           
            
    ﬀ ﬁ   ﬂ   ﬀ ﬃ

ﬃ ﬁ  ﬀ ! ﬀ ! "
# $
  %   & ' ( ) * + , - . /
0 1 2 3 4 5 6 ) 7 8 9 , 7 : . ;
 <   ﬃ       ﬀ ! "
   = >
  ?   ﬀ @   " 
 <   ﬀ @ ﬀ ﬃ ! A B       C
 = ?    @ @ ﬀ D  E

F
/ , 7 G
 = ?  @ H   
<   ﬃ       ﬀ ! "
 = ?  @ H   
  = >


 I >
 J   H  ﬀ D    = >
K
7 + : ; L : ; : 7 M :
N
. 7 M : / / . + , ) 7
 > @  ﬀ ﬁ   ﬃ  O
= ?       ﬃ 
 P   ! @ B ﬃ  ﬁ A
< ﬃ ﬁ  ﬀ !
 J   H  ﬀ D 
J !   ! !  
 I H  ﬀ ﬁ    Q <
Figure 3.1: Classification of detectors. This is a general classification. There exist
several adaptations and combinations of the above detectors. Partially adapted from
[41, 88, 109, 192].
3.1 Conventional detection
Conventional detection is based on the matched filter detector [192, 198]. This
detector simply correlates the received signal with the desired user’s spreading
code, and samples the output at the bit rate. This is a straightforward exten-
sion of the single user design. This detector does not take into account any
other users in the system or channel dynamics and is therefore not robust to
asynchronous, fading channels or pseudo noise (PN) sequences with substantial
cross-correlations. For a synchronous case with a single path channel (L = 1),
the data (2.21) is of the form1,
ym = akmbkmsk +G
′
a
′
m + nm, (3.1)
1Since this chapter is an overview of several detection and interference rejection methods,
the models used by all the methods are not necessarily the same. Many of these methods use
more specific models. The subspace model developed in Chapter 2 is applicable to sections 3.1,
3.5 and to the following chapters.
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where the C × 2(K − 1) matrix G′ contains all the columns of G except sk, and
the 2(K − 1) vector a′m contains all the elements of am except akmbkm. Now
conventional detection or matched filter involves correlating with the spreading
code as,
bˆkm = sign(s
T
k ym)
= sign(sTk akmbkmsk + s
T
kG
′
a
′
m + s
T
k nm)
= sign(bkm + ρ
T
k a
′
m + n˜km)
= sign(bkm +MAIkm + n˜km).
(3.2)
The vector ρTk represents the multiple access interference (MAI) for the kth
user and is represented as,
ρi,k = s
T
kG
′
i. (3.3)
For slowly fading channels, when the impulse response can be estimated accu-
rately and is assumed to be known, these receivers (now the filter is matched to
the convolution of the signature waveform of the user skm and the channel im-
pulse response akm) perform well [192]. For multipath channels such a matched
filter is called the coherent RAKE receiver [145, 146, 198]. The output of the co-
herent RAKE receiver for user k is obtained by maximal ratio combining (MRC)
the matched filter outputs for different propagation paths (Fig. 3.2), ie. by,
bˆkm = sign(
L∑
l=1
aˆ∗klm(c
T
k (ζˆkl)ym + c
T
k (ζˆkl)ym+1)), (3.4)
where aˆ∗klm is the estimate for the path gain during the mth symbol, and ζˆ is the
estimated path delay.
If the delay spread is significantly smaller than the symbol interval, the in-
tersymbol interference can be assumed to be negligible and a “hard decision”
on the RAKE output y
[MRC]
k yields (near) optimal solution [88]. If the channel
introduces ISI, this receiver is no longer optimal, and a receiver that minimizes
the error probability is significantly more complicated to implement.
3.2 Optimal multiuser detection
Multiuser detection (MUD) is the method of demodulating a particular user by
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Figure 3.2: Multiuser receiver structure. The outputs of L paths are combined coher-
ently at this receiver before multiuser signal processing. The superscripts [MF ] and
[MRC] refer to outputs after matched filtering and maximal ratio combining respec-
tively. The coherent RAKE receiver is similar in structure. The signal processing can
also be performed before multipath combining, in which case the “multipath combining”
and “multiuser” blocks in the above figure are interchanged.
attempting to exploit the structure of the multiple access interference [109, 192,
215]. The optimal detection strategies are referred to individual optimum and
jointly optimum respectively [192]. The former criterion results in the minimum
bit-error-rate. Jointly optimum decisions are obtained by a maximum-likelihood
sequence detector (MLSD) that selects the most likely sequence of transmitted
bits given the observations. Other conceivable intermediate optimality criteria
exist such as demodulating only one user i.e., the receiver selects the most likely
sequence of bits for that user, rather than making individually optimal decisions.
Assume that ΥM is the K(2M + 1) × K(2M + 1) diagonal matrix whose
k + iK element is the amplitude of user k’s ith symbol. Let R be the K(2M +
1)×K(2M + 1) matrix with coefficients
rkl[i] =
∫ ∞
−∞
sk(t− iT − ζk)sl(t− iT − ζl), (3.5)
with sk(), sl() denoting the k and lth user’s spreading codes. The matrix R can
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be written as a function of K ×K crosscorrelation matrices,
R =


R[0] RT [1] 0 . . . 0 0
R[1] R[0] RT [1] . . . 0 0
0 R[1] R[0] . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . R[1] R[0]

 . (3.6)
Furthermore, define
H = ΥMRΥM . (3.7)
Now, the objective is to compute the b that maximizes the likelihood function
exp
( −1
2σ2
∫
[y(t)− y[MF ](t)]2dt) [192] (For a detailed derivation, refer to page 167
of [192]),
Ω(b) = 2bTΥTy[MF ] − bTHb. (3.8)
As the observations in the function to be maximized by the jointly optimum
decisions are from the matched filter outputs, y[MF ] forms a sufficient statistic
for b [192].
The maximization of Ω(b) using combinatorial optimization techniques is usu-
ally not preferred as the complexity is exponential in the product K(2M + 1)
[192]. This complexity is prohibitive in practice due to typically large values of
M . By exploiting the structure of the matrix H, the solution can be cast into a
dynamic programming problem [192]. This can then be solved by the use of the
Viterbi algorithm [44, 197].
The applicability of the optimal MUD is rather limited due to two limitations:
• it is computationally complex;
• it is not applicable in downlink environments, due to the fact that the
detector should know all the codes of the interfering users, which is not the
case in the downlink receiver.
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3.3 Linear suboptimal detection
Linear multiuser detectors are equalizer type detectors that process the matched
filter output vector y[MF ] = [sT1 ym, . . . , s
T
Kym]
T (or the maximal ratio combined
vector y[MRC]) by a linear operator. In other words, the output of the linear
multiuser detector is [41],
y˜m =Wy
[MF ]
m . (3.9)
Different choices of the matrixW yield different multiuser receivers. The identity
matrix W = IMKL, is equivalent to a conventional single user receiver.
3.3.1 Decorrelating detector
The decorrelating detector (DD), which completely removes the MAI, is obtained
when the choice of the matrix W is the inverse of the cross-correlation of the
codes R (the cases for the invertibility of R are discussed in [106]) as [192],
WDD = R
−1. (3.10)
The decorrelating detector has several desirable features. It does not require
the knowledge of the users’ powers, and its performance is independent of the
power of the interfering users. The only requirement is the knowledge of the
timing information. In addition, when the users’ energies are not known, and
the objective is to optimize performance for the worst case MAI scenario, the
decorrelating detector is the optimal approach [106]. However, this receiver in-
volves matrix inversion and its performance degrades as the cross-correlations
between users increase [41]. The decorrelating detector is also closely related to
the zero-forcing equalizer [146, 192].
A partial decorrelator, which also makes the additive channel noise component
white, is the noise-whitening (NW) decorrelator. It is obtained when,
WNW = L, (3.11)
where L is the lower Cholesky factor of R such that R = LTL [40].
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3.3.2 MMSE multiuser detector
Another approach from estimation theory is to assume that the information sym-
bols bkm are independent and uniformly distributed. When the channel is known,
W can be chosen in a way to minimize the mean square errors at the detector out-
puts (the so called linear minimum mean-square error (LMMSE) [92] detectors)
i.e.,
E{(bk −wTk y)2}. (3.12)
The Wopt that solves this cost function is of the form [192],
WLMMSE = [R+ σ
2Υ−2]−1. (3.13)
The LMMSE receiver performs well at low signal-to-noise (SNR) ratios and
maximizes the signal-to-interference-plus-noise (SINR) ratio [111]. It is attractive
due to its applicability to decentralized implementation. Adaptive versions of the
LMMSE algorithm exists, and can be used for slowly fading channels. For an
exhaustive treatment of MMSE detectors please refer to [192].
3.4 Non-linear suboptimal detection
Detectors that utilize feedback to reduce MAI in the received signal widely belong
to a class of non-linear suboptimal detectors. These algorithms can be divided
into three broad classes2:
• multistage detectors [189, 190, 205];
• decision-feedback detectors [39, 40];
• successive interference cancelers [138, 189].
The first two classes of algorithms utilize previously made decisions on the other
users to cancel the interference present in the signal of the desired user. These
algorithms are termed decision-directed algorithms. They require the estimation
2These categories are not actually disjoint and some realizations of suboptimal receivers may
use a combination of these classes. The classification here is to facilitate the presentation of
these detectors.
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of channel parameters and coherent detection. The third class of detectors use
the soft decision outputs rather than hard decision outputs to remove the MAI
components and are described in Sec. 3.6. These algorithms lead themselves to
non-coherent implementation. Several representatives of these three classes of
non-linear detectors are described in Chapter 7 of [192].
3.5 Blind detection
Blind detectors or blind adaptive receivers are receivers that do not require knowl-
edge of the signal waveforms and propagation channels of the interfering sources.
They usually require a minimal amount of information about the desired signal.
Formally, blind schemes can be classified based on the knowledge the receiver
assumes as [109]3:
(C1) the receiver knows the timing (or more generally, the channel) and the spread-
ing waveform of the desired user;
(C2) the receiver knows only the spreading waveform of the desired user;
(C3) the receiver does not know any information about the desired user, other than
the fact that the desired user is digitally modulated at a given symbol rate.
An example of the receiver in category (C1) is the adaptation of the linear MMSE
receiver with a constrained minimum energy output (CMOE) criterion [64, 65].
Some of the receivers in this category are similar to minimum variance beamform-
ing for adaptive antennas [85]. The scheme involves determining the direction of
arrival of the desired signal, and then the interference can be nulled by ensuring
that the output variance is minimized. However, this requires the knowledge
of the spreading codes and the propagation channel of the desired user, and is
analogous to knowing the desired user’s array response in beamforming. Another
device in this category is the ICA-RAKE receiver [159]. It uses the principles of
category (C3) while still employing some timing information.
Receivers in category (C2) can be formulated by adapting the linear MMSE
receiver. There are also several training-based adaptive schemes based on criteria
other than the linear MMSE. It is also possible to obtain recursive decorrelating
detectors [24]. Neural network approaches using training-data exist [2, 121, 179],
though they outperform linear approaches only when the training data is available
3See Sec. 6.1 of Chapter 6 for discussions about the idea of “blind” algorithms.
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for all users. The RAKE-ICA receiver [158] is an example of systems in this
category that employ some ideas from category (C3).
Blind equalization for a single receiver [87, 183], and blind source separation
[20] for a multiuser system form the general area into which receivers from cate-
gory (C3) fit in. The DSS receiver [152] is based on the principles of blind source
separation (Sec. 4.1 of Chapter 4 contains an overview on blind source separation.)
These methods fit into the CDMA system quite well, and if additional informa-
tion is available, then they can be exploited to simplify the implementation and
to improve the results. Some applications of these receivers are mitigation of the
effects of non-cooperative applications. This is one of the applications targeted
in this thesis.
3.5.1 Subspace based detectors
In (3.1), matrix G
′
contributes to the interference, and hence the columns of G
′
span a subspace termed as the interference space, denoted by GI . Let GI⊥sk
denote the projection of sk orthogonal to the interference subspace, as illustrated
in Fig. 3.3.
Interference Subspace GI
G⊥I sk sk Desired VectorOrthogonal Projection
Figure 3.3: Illustration of the interference subspace GI and the orthogonal projection
GI
⊥sk of the code. If this projection is non-zero, then it is possible to choose a lin-
ear correlator that preserves the energy of the desired vector, while ensuring that the
interference contribution is zero.
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If the projection GI⊥sk is nonzero, then a linear correlator chosen along this
direction, forces the contribution of the interference to be zero, while preserving
some energy of the desired vector (due to its nonzero projection in the desired
direction). This is the subspace version of the decorrelating detector described
in Sec. 3.3.1. Formally, the subspace decorrelating detector is a solution to,
argmin
w
E{|wHGam|2}, subject to wHsk = 1. (3.14)
Such a subspace decorrelating detector has the form [201],
wSDD =
1
sTkUs(Λs − σ2I)−1UHs sk
Us(Λs − σ2I)−1UHs sk, (3.15)
where σ2 is the estimated noise variance. The dimensions of signal subspace
parameters (eigenvectors and eigenvalues) Us and Λs are C × K and K × K
respectively. The mth symbol can then be estimated as,
bˆkm = sign(aˆ
∗
kmw
H
SDDym). (3.16)
Although the decorrelating detector totally eliminates MAI, there is some loss
of signal energy relative to the noise energy at the output of the detector i.e.,
immediately preceding the sign decision. This is because the correlator is along
the direction of the orthogonal projection GI⊥sk. This implies that for Gaussian
noise, the exponent of decay of error probability with Eb/No is reduced by the
factor by which the signal energy is reduced [109, 157].
To overcome this effect, the detector must estimate a symbol from the noisy
observations which gives the best fit to the actual symbol. This leads to mini-
mizing the mean-square error (MSE) of the objective function of the form,
argmin
w
E{|bkm −wHym|2}, subject to wHsk = 1. (3.17)
So, the detector is of the form [201]:
wSMMSE =
1
sTkUsΛ
−1
s UHs sk
UsΛ
−1
s U
H
s sk. (3.18)
Both the detectors in (3.15) and (3.18) become identical when the background
noise tends to zero. They can be viewed as matched filters operating in the signal
subspace. The symbol estimate for both the detectors are:
bˆkm = sign(α(Tym)
H(Tsk)), (3.19)
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where α is a scalar, and in the MMSE case, T = Λ
−1/2
s UHs . Hence, both the
data and the code are first projected to the signal subspace which is followed by
matched filtering.
In the case of multipaths, the processing window must be enlarged. With a
window size of D+ 1 symbols, the subspace DD and MMSE detectors are of the
form [200]:
w˜SDD =
L∑
l=1
1
c˜TklU˜s(Λ˜s − σ2I)−1U˜Hs c˜kl
U˜s
(Λ˜s − σ2I)−1U˜Hs c˜kl (3.20)
w˜SMMSE =
L∑
l=1
1
c˜TklU˜sΛ˜
−1
s U˜Hs c˜kl
U˜sΛ˜
−1
s U˜
H
s c˜kl. (3.21)
Now, the dimensions of U˜s and Λ˜s are (D + 2)C × (D + 2)K and (D + 2)K ×
(D + 2)K, respectively.
These methods assume that the desired user’s timing is known, which is not
the case in practice. However, an accurate estimate of the timing is required
to avoid performance loss [137]. The timing can be performed by Nt training
symbols [109],
L∑
l=1
c˜kl =
1
Nt
Nt∑
m=1
bkmy˜m. (3.22)
Other methods for joint timing and symbol demodulation are based on the mul-
tiple signal classification (MUSIC) as in [13, 176] or as in [108] where the CMOE
criterion is used. Multipath scenarios have been considered in [200].
3.5.2 Other blind approaches
The MMSE criterion is a starting point for several blind approaches. Adaptive
MMSE [111] and improved MMSE [25] use training symbols and coarse timing
estimation [111]. Paper [110] describes training symbols for the initial timing
acquisition, and hence avoids coarse timing information completely for estimating
the desired user’s symbols. Bounds for the average near-far resistance have been
derived in [112] with random (short) codes.
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When the channel is fading quickly compared with the symbol rate, least mean-
squares (LMS) and recursive least squares (RLS) based adaptive algorithms do
not work [109, 146]. Paper [7] considers the behavior of the MMSE receiver
in frequency flat-fading channels. In [99] linear MMSE receivers for frequency
selective channels were considered. Here, adequate training for the LMS was
provided by the conventional RAKE receiver.
The receivers of category (C3) are the most challenging approach due to the
fact that neither training symbols nor the code information is used. The only
assumptions are on the symbol rate and the model order. By using the Akaike
information criteria (AIC) or the minimum description length (MDL) [28, 107]
a coarse estimate for the model order can be made. The constant modulus
(CM) criterion [87] can then be used for estimating the desired user’s symbols.
The constant modulus criterion tries to find a filter that yields a symbol whose
modulus is as close as possible to some constant value. Papers [50, 185] were
the first to apply this principle to ISI suppression. The algorithms were based
on a linearly constrained and multistage constant modulus algorithm (CMA).
CMA algorithms are particularly interesting due their close relationship to MMSE
[33, 34, 35]. The local minima of the CMA contrast function correspond to
the MMSE solutions. Since there is another minimum — which is the global
minimum — this usually means that CMA results in better performance. This
local minimum is due to the fact that MMSE heavily relies on the accuracy of the
timing or channel parameter estimation. This relation between CM algorithms
and Wiener (or MMSE) receivers has been shown in [211]. CM algorithms can
be regarded as another method to solve the blind source separation problems
for which they can act as objective functions [20]. Sec. 4.1 of Chapter 4 deals
with blind source separation. Some blind information-theoretic algorithms are
discussed in [199]. Several blind methods for signal reception are summarized in
[202].
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3.6 Interference cancellation
Interference Cancellation4 is quite similar to multiuser detection5. These receivers
generally estimate the multiple-access or the multipath induced interference and
then subtract the interference estimate from the MF (or MRC) output. This can
be viewed as an approximation of the MLSD receiver with the assumption that
the data, the amplitude, and the delays of the interfering users are known [189].
Several principles for estimating the interference lead to several IC techniques.
The interference can be canceled on a user by user basis leading to serial or
successive interference cancellation (SIC). The other approach is to estimate the
interference and cancel it simultaneously from all the users, leading to parallel
interference cancellation (PIC).
In terms of multiple access interference, the received signal can be described
as,
yk = desired signal +MAI due to stronger users(1, . . . , k − 1) + noise. (3.23)
This actually means that the strongest user often interferes with the desired
user to the maximum extent. The strongest user is also least affected by MAI.
These two points form the basis of successive interference cancellation (SIC)
[138]. Hence, SIC cancels signals in the order of their strength i.e., estimates
of the interference from user 1 (the strongest user) are subtracted from the MF
outputs of the other users. The second strongest user is estimated next and
subtracted. This requires that the users must be ordered before cancellation of
the MAI. This is a problem in fast fading channels. The SIC has the inherent
problem in asynchronous CDMA systems, that the processing window of user 1
must ideally be K symbols so that the MAI caused by the users 1, . . . K − 1 can
be canceled from the matched filter output of user K [124]. Another problem is
that the SIC might not yield good results in heavily loaded systems where the
performance of conventional receiver is poor. This is often the reason why the
initial estimate for the SIC is obtained via a conventional receiver. If the MAI
4Cancellation, rejection and suppression are terms used interchangeably in literature quite
often. From a purist point of view, these are different even though they all perform essentially
similar tasks. Cancellation involves estimating and subtracting, while rejection and suppres-
sion does not necessarily mean subtraction. Rejection and suppression are in effect filtering
techniques, that block the interfering source.
5The similarity between interference cancellation and multiuser detection stems from the
fact that they both cancel interferences. Multiuser detection deals with canceling other user’s
interference in the system. Interference cancellation can be thought of canceling all other
interferences e.g., jammers etc.
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estimate of the signal of user 1 is poor in the cancellations, the estimation errors
propagate to all users. However, the SIC has good performance in systems where
the users have distinctly different strengths [63]. This cannot be the case though
in systems with a very large number of users. The SIC has also been applied to
multicarrier CDMA systems [42].
Another method is to subtract simultaneously the signals originating from all
the interfering users from the target user’s signals. This is the parallel interference
cancellation (PIC) [189]. The PIC techniques in general are multistage, where
channel and data estimates of the (n−1)th stage aid the estimation process in the
nth stage. The PIC receiver performs quite well when all the users are of equal
strength. Several adaptations of the PIC method exist for both slowly fading
channels [125, 165, 190] and relatively fast fading channels [62, 68, 101, 100].
Since both SIC and PIC must operate fast enough to keep up with the bit rate
and not introduce intolerable delay, the number of cancellation stages must be
limited. This is consistent with the objective of controlling complexity by choos-
ing an appropriate performance/complexity trade-off. Some practical methods
for implementing them have been proposed in [89]. Matrix-algebraic approaches
to SIC’s and linear PIC’s have been proposed in [154, 177], where it has been
shown that linear SIC schemes correspond to matrix filtering on the received chip-
matched filtered signal. Combinations of SIC-PIC receivers also exist [133, 169].
Groupwise interference cancelers separate the users into groups, detect the
symbols of the users within some group, and form an estimate of all the MAI
caused by the users within that group based on the symbol decisions. The MAI
estimate is then subtracted from the other users’ MF outputs. The groupwise
interference cancellation can be performed either in serial [188] or in parallel
[3, 54].
3.6.1 Narrow-band and wide-band interference cancella-
tion
While the above class of interference cancelers concentrated on MAI, CDMA
is considered to be robust to other sources of interference such as jammers
(Sec. 2.2.3). This is due to the use of spreading codes (also known as band-
width expansion) in CDMA systems. In general, this is acceptable, however
active suppression of external sources of interference can lead to improvement in
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performance gains [119]. This section provides a general overview of narrow-band
interference (NBI) suppression techniques based on signal processing paradigms.
Estimator-Subtractor Methods
The estimator-subtractor methods perform time-domain notch filtering. The
estimator-subtractor implementation is shown in Fig. 3.4. These methods essen-
tially form a replica of the NBI which is then subtracted from the received signal
to enhance the wide-band components. Examples of such systems are described
in [69, 83, 84, 94, 103, 104, 113, 114, 115, 167, 168, 180, 203]. Approaches to form
a replica tend to exploit the predictability of the NBI and the spread spectrum
signal. Since the spread data has a nearly flat spectrum, accurate prediction from
past values are not possible. However, the narrow-band interfering signal can be
predicted on the time scale of the PN signal. Hence, predictions of the received
signal based on the previous values are in effect estimates of the interfering sig-
nal, provided the prediction horizon is beyond the correlation time of the PN
sequence. By subtracting predicted values of the received signal, obtained this
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Figure 3.4: Estimator-Subtractor model for interference cancellation. These methods
form a replica of the NBI and subtract it from the received signal.
way from the actual received signal and using the resultant prediction error as
the input to the PN correlator, the effect of the interfering signal can be reduced
significantly. This procedure is generally a whitening operation on the received
signal.
Alternative methods for implementing the estimator-subtractor scheme involve
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obtaining an estimate of the NBI by interpolation [103, 104, 114]. These methods
provide a better processing gain and have desirable phase profiles. The disadvan-
tage is the delay of order of a few correlation times of the PN sequence, which is
generally less than the duration of a symbol, however.
These estimator-subtractor approaches form a notch filter. These formalisms
employ linear transversal prediction or interpolation filters to create a replica of
the interference. They form a linear prediction of the received signal based on
a fixed number of previous samples, or a linear interpolation based on a fixed
number of previous and future samples. This estimate is then subtracted from
the received signal — which is timed approximately — to obtain the error signal.
This error signal can be used as an input to the PN correlator. The filter taps are
updated using an adaptive algorithm, such as the least mean-square algorithm.
Such processing invariably introduces some distortion into the spread spectrum
signal, which can be overcome if PN sequences of sufficient length are used during
the spreading and despreading process. In general, this length must be greater
than the length of the filter [113]. This requirement is usually met in practical
systems.
Transform-domain methods
Another approach to NBI cancellation is to transform the domain in which inter-
ference cancellation is performed. These transform-domain approaches use the
Fourier transform of the received signal, remove the NBI in the frequency domain
and then transform the signal back to the time domain by the corresponding in-
verse transform for despreading [31, 94, 116, 120, 141] as shown in Fig. 3.5.
Filtering out the NBI can be achieved by using an adaptive mask that removes
those Fourier components with energy levels above a certain threshold [119]. Al-
ternatively, a whitening mask can be used by first applying a non-parametric
spectrum estimator to the received signal, from which the mask can be derived
[94]. This very much depends on the overall system bandwidth and the pro-
cessing speed requirements. Instead of transforming the signal to the frequency
domain, it is possible to obtain a suitable time-frequency representation of the
signal. Some distributions, such as the Wigner-Ville distribution, can be used
to represent the signal in the frequency domain. The interference can then be
suppressed by using a suitable mask. The paper [37] uses short-term Fourier
transform (STFT) [118, 175]. The paper [96] uses the Wigner-Ville distribution
to obtain time-frequency representations of the received signal. Filter-banks can
be used to reduce the signal distortion and can be implemented in situations
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Figure 3.5: Transform-domain methods. Interference cancellation is performed by
transforming the signal to the frequency domain and filtering out the NBI via a notch
filter.
that require low power consumption [86]. Wavelet transforms [175] are another
approach to obtain time-frequency representations of the received signal. Papers
[55, 213] consider estimating the instantaneous frequency of the NBI to construct
a signal subspace to enable the removal of the jammer.
Adaptive antennae
The third approach is to use spatial filtering techniques to eliminate the interfer-
ence. These techniques unlike the estimator-subtractor and the transform-domain
techniques can handle both narrow and wide-band interference. Antenna arrays
eliminate the interference by either null steering or beamforming [139, 171]. The
antennae in the array are weighted so that any particular signal can be nulled,
thus null steering constantly computes the weights in order to maximize the re-
ceived signal energy level. This method actually steers the antenna away from
the interference source. Beamforming is another approach that tries to adjust the
antenna in order to maximize the SNR. The antenna array steers in the direction
of the desired signal. However, it is possible to end up in situations where the
interference is in the same location as the signal source. This implies that the
interference is coherent. In such cases these methods fail to eliminate the inter-
ference [155], and additionally they require an estimate of the direction-of-arrival
(DOA) of the desired signal.
Table 3.1 is a summary of the various interference cancellation techniques dis-
cussed above. They are classified according to cost of processing, size, power
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requirements, flexibility to adapt to changing environments, resolution, and com-
plexity. Techniques based on the estimator-subtractor methods (adaptive filter-
ing) and transform-domain methods generally have low cost and low complexity.
They are adaptable to environment changes, and can offer varying degrees on
resolution. Adaptive antennae techniques have generally high cost, are of large
size and usually have high power requirements, and are of high complexity.
Type Cost Size Power Flexibility Complexity
Estimator-Subtractor low small low
Transform-Domain
STFT low small low env low
Filter Banks low small low env low
Wavelet Transform low small low env, res low
Subspace Processing low small low
Adaptive Antennae
Null steering high large high high
Beam forming high large high high
Table 3.1: Summary of various interference cancellation schemes; env refers to a
changing environment and res indicates multiresolution characteristics.
Other Approaches
There are several other approaches to canceling NBI and WBI. Iterative methods
(similar to the iterative SIC/PIC) to combat them have been proposed in [193].
Approaches based on using bilinear signal representations are examined in [212]
(considered for GPS spread spectrum signals). Blind techniques for cancellation
of narrow-band-interference based on second-order statistics have also been pro-
posed in [11, 12]. Comparison of BSS based interference rejection techniques and
the SIC and PIC techniques is made in [70]. In [71] a group-wise SIC based on
BSS is presented. Paper [98] provides a general summary of both narrow-band
and wide-band interference rejection techniques.
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Chapter 4
ICA Assisted Interference
Cancellation
Blind adaptive receivers generally do not require knowledge of the waveforms
and the channel characteristics of the interfering sources. These detectors oper-
ate with minimal information about both the desired signal and the interfering
source. A classification of blind schemes was presented in Sec. 3.5. Blind signal
separation is an area of signal processing where mixtures of several sources are
separated without the knowledge of the mixing process. A familiar example of
this is the so-called “cocktail party problem” [75], where several different, simulta-
neous conversations are separated by a listener. A popular framework for solving
such problems is Independent Component Analysis (ICA). Several schemes ex-
ist for interference suppression that are based upon a similar principle. In this
chapter, receivers that combine the above principles with conventional detectors
are presented. These techniques fall under category (C1) of the classification in
Sec. 3.5, and are hence semi-blind.
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4.1 A brief overview of ICA
This section presents the generic mixture model used in blind source separation
and independent component analysis. Note that the notations in this section are
different from the remainder of the thesis and this is due to the fact the these
notations are widely used in the BSS/ICA community. A connection between
the generic model described here and the variables in Chapter 2 is established in
Sec. 4.2.
4.1.1 Introduction to ICA
Consider the following linear model ,
Xorig = AS+ ν, (4.1)
where
Xorig =


xorig,1
xorig,2
...
xorig,K

 , S =


s1
s2
...
sN

 , ν =


ν1
ν2
...
νK

 .
This model consists of N sources of T samples, i.e., si = [si(1) . . . si(t) . . . si(T )].
The symbol t represents time, but could represent some other variable, e.g.,
space. The observations Xorig consists of K mixtures of the sources, where,
xorig,i = [xi(1) . . . xi(t) . . . xi(T )]. Usually it is assumed that there are at least
as many observations as sources i.e., K ≥ N . The sources and the observations
are related by a K × N matrix A = [a1 a2 . . . aN ] consisting of the vectors
ai = [a1i a2i . . . aKi]
T . This linear mapping is called the mixing matrix. The
model assumes some noise ν considered to be Gaussian. Fig. 4.1 shows the
schematics of the above problem. Fig. 4.2 shows two original signals and their
mixtures and the scatter plot of these mixtures is shown in Fig. 4.3.
Recovering the unknown parts A and S of (4.1) is a problem under the domain
of linear source separation. Solution to the linear source separation problem is not
possible, if there is no information on some of the variables A or S, in addition
to the observed (known) data Xorig. If the mixing A is known and the noise
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y = sˆs xorig
BA
ν
SeparationMixing
As
Figure 4.1: Schematic illustration of mixing and separation. A is called the mixing
matrix and its estimated inverse B is the unmixing matrix.
is negligible, the sources can be estimated by finding the (unmixing) matrix B,
the (pseudo) inverse of the mixing matrix A, for which BXorig = BAS = S
(Fig. 4.1). If there are as many observations as sources, then A is square and
has full-rank, hence B = A−1. The full-rank assumption is the necessary and
sufficient condition for the existence of the pseudo-inverse of A. When there are
more observations than sources, there exist several matrices B that satisfy the
condition BA = I. In this case, the choice of B depends on the components of
S that we are interested in. For cases where there are fewer observations than
sources, a solution does not exist unless further assumptions are made. Now the
rank of A is less than the number of sources. There are some redundancies in
the mixing matrix, and hence further information is required.
On the other hand, if no non-trivial prior information about the mixing matrix
A is known or assumed, this problem of estimating the matrices A and S is
referred to as blind source separation (BSS). The model defined in (4.1), with
negligible noise ν, is then separable under the following fundamental restrictions
[27]:
(R1) the components of S are statistically independent;
(R2) at most one component of S is Gaussian distributed;
(R3) the mixing matrix A is of full rank.
One very popular technique for solving the BSS problem is independent com-
ponent analysis (ICA) [20, 27, 75, 77, 90]. In BSS, the main focus is to determine
the underlying independent sources. The best known applications of ICA are in
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Figure 4.2: Effect of mixing. The original sources S1 and S2 are shown in the left plot,
and the mixed signals Xorig,1 and Xorig,2 are shown in the right plot. The mixtures also
contain additive white Gaussian noise. The signal-to-noise ratio is about 10dB.
the field of signal and image processing e.g., biomedical engineering [195, 209],
speech processing [184], multispectral image processing [46] etc.
Hence, ICA can be defined as the computation method for separating a multi-
variate signal into its subcomponents assuming that all of these subcomponents
are mutually independent. Alternatively, ICA can also be defined as a linear
transformation on a multivariate signal Xorig: S = BXorig, so that the compo-
nents are as independent as possible, in the sense of maximizing some function
F (s1, . . . , sN ), that measures independence.
This section first reviews the concepts of independence and various measures
to quantify independence. After this a review of several methods to perform ICA
are presented in subsection 4.1.7. Then some preprocessing techniques usually
used in ICA are reviewed briefly in subsection 4.1.6. Subsection 4.1.8 ends this
section with a brief discussion of the ambiguities of BSS.
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Figure 4.3: The scatter plot of the mixtures shown in Fig. 4.2. The curves denote the
standard deviation of the projection of the data in different directions. The dashed lines
depict the directions of the columns of mixing matrix and the solid line is the largest
eigenvector.
4.1.2 Statistical independence
Two random variables s1 and s2 are said to be independent if their joint proba-
bility density is a product of their respective marginal densities [136]. Intuitively,
this appears to be correct: having observed one random variable, all the statistics
of the other, independent random variables remain unchanged. Formally, a ran-
dom vector s = [s1, · · · , sN ]T , with a multivariate density p(s) has statistically
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independent components if the density can be factorized as
p(s) =
N∏
i=1
pi(si). (4.2)
It is assumed that a density function for each random variable exists. This
definition (4.2) leads to the notion of independence based on conditional densities.
Hence, for two random variables s1 and s2,
p(s1|s2) = p(s1, s2)/p(s2) = p(s1)p(s2)/p(s2) = p(s1). (4.3)
In other words, the density of s1 is unaffected by observing s2, when the two
variables are independent.
4.1.3 Measuring independence
Since the definition of independence involves density functions of random vari-
ables, measuring independence is a non-trivial task. It requires estimating density
functions of the variables. A measure of independence can be obtained from the
Kullback-Leibler divergence [97],
K(p‖q) =
∫
p(s) log
p(s)
q(s)
ds, (4.4)
where p and q are n-dimensional probability density functions. This divergence
is always non-negative, and is zero if and only if the two distributions are equal
[28]. This divergence — sometimes called the Kullback-Leibler distance — is not
a proper distance measure, however, as it is not symmetric.
If the random variables si are independent, their joint probability density can
be factorized, according to (4.2). Thus one might measure the independence
of si as the Kullback-Leibler divergence between the real density p = p(s) and
the factorized density q = p1(s1)p2(s2) · · · pn(sn), where pi(.) are the marginal
densities of si. This form of the Kullback-Leibler divergence is called the mutual
information and is defined as [28],
I(s1, s2, · · · , sn) = K(p(s)‖p1(s1) · · · pn(sn)). (4.5)
The distance in (4.5) is zero, if and only if the variables are independent, and is
non-negative otherwise. Therefore mutual information can be used as a measure
of independence.
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The conventional way of defining mutual information though is by differential
entropy [28, 107]:
I(s1, · · · , sn) =
∑
H(si)−H(s), (4.6)
where H(si) = −
∫∞
−∞ p(si) log p(si)dsi is the differential entropy of the random
variable si.
1. Mutual information of this form was already proposed in [172],
where it was called the rate of information transmission.
The idea of minimal entropy can lead to another important measure of inde-
pendence. A fundamental property of a Gaussian distribution is that it has the
largest entropy among all distributions with a given covariance matrix. This is
called the maximal property of the Gaussian distribution. This measure shows
that entropy can be used to measure the non-Gaussianity of a given random
variable. Such a measure can be zero for a Gaussian variable, and non-negative
otherwise. This measure is termed as negentropy and is defined as,
N(s) = H(sgauss)−H(s), (4.7)
where sgauss is a Gaussian random variable having the same covariance matrix
Σ as s [75].
Unfortunately, all the three measures discussed above require the estimation
of the density function, and this has severely restricted the use of these measures.
Some authors have used approximation of mutual information based on polyno-
mial density expansions [5, 27], which leads to the use of higher-order cumulants.
4.1.4 Cumulants and independence
Cumulants [93] provide a practical way to describe distributions using simple
scalar functions. Consider a zero mean random variable s. The characteristic
function of s is defined as hˆ(t) = E{exp(its)}. Expanding the logarithm of the
characteristic function as a Taylor series gives,
log hˆ(t) = κ1(it) +
κ2(it)
2
2
+ ...+
κr(it)
r
r!
+ ..., (4.8)
where the κr are some constants. These constants are called the cumulants (of
the distribution) of s. In particular, the first few (four) cumulants have simple
1(4.6) can also be derived starting from (4.5); for more information refer to [28], page 19.
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expressions,
κ1 = E{s} (4.9)
κ2 = E{s2} (4.10)
κ3 = E{s3}. (4.11)
(4.9) is the mean, zero in this case, (4.10) is the variance, (4.11) is the skewness
— that defines the how symmetric the distribution is .
Of special interest is the fourth order cumulant, called kurtosis, expressed as
[93, 135],
kurt(s) = E{s4} − 3(E{s2})2. (4.12)
Kurtosis can be considered a measure of non-Gaussianity of s. Moreover, negen-
tropy can be approximated using skewness and kurtosis as [27, 75],
N(s) ≈ 1
12
E{s3}2 + 1
48
kurt(s)2, (4.13)
assuming s is zero mean and has unit variance. Many distributions are sparse and
non-symmetric and hence using either of these measures is roughly equivalent to
using negentropy as a measure of non-Gaussianity. Kurtosis is a natural choice
here, but care has to be taken as it is a non-robust measure. It is extremely
sensitive to outliers (distributions with long tails).
For a Gaussian random variable, kurtosis is zero; it is typically positive for
distributions with heavy tails and a peak at zero, and negative for flatter densities
with lighter tails. Distributions of positive (negative) kurtosis are thus called
super-Gaussian (sub-Gaussian). Thus, non-Gaussianity can be measured either
by the absolute value of kurtosis or by the square of kurtosis.
4.1.5 Central limit theorem
The central limit theorem states that a sum of n independent, identically dis-
tributed non-Gaussian random variables tends asymptotically to the normal distri-
bution, as n tends to infinity [117, 135]. In other words, this sum is more Gaussian
than the individual random variables. Therefore, by inverse intuition, it can be
said that the less Gaussian the linear combination of mixtures, the more indepen-
dent the result of this transformation. Hence, the linear combination y =
∑
i wixi
of the observed variables xi will be maximally non-Gaussian if it equals to one of
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the independent components sj [75]. Thus, the task now is to find a transforma-
tion wj such that the distribution of yj = w
T
j x is as non-Gaussian as possible.
Hence, it is plausible to look at maximization of a measure of non-Gaussianity
as an objective for designing an ICA algorithm.
4.1.6 Data pre-processing for ICA
The most common preprocessing technique for multidimensional data is to reduce
the dimensionality of the data, before performing ICA. There are obvious benefits
in dimensionality reduction. Performing ICA on high dimensional data may
lead to poor results due to the fact that such data usually contain very few
latent components. The data might be corrupted by noise, and several original
dimensions might contain only noise. Thus, finding the subspace where the data
exist, termed as the principal subspace, helps in reducing noise. Additionally,
when the number of parameters is too large when compared with the number
of available data points, the estimation of the parameters becomes difficult, and
may lead to over-learning. In ICA, this leads to estimates that have a single spike
or bump and are practically zero everywhere else [79].
In addition to dimensionality reduction, the observed signals are centered and
decorrelated. Decorrelation removes the second-order dependencies between the
observed signals. A popular technique to achieve this is the principal component
analysis (PCA) [67, 75]. Other names for PCA include Hotelling transformation
[67] or Karhunen-Loe´ve transformation [105].
PCA is a transform where the observed vectors Xorig are first centered by
removing their mean. This in practice is the average value of the sample. The
vector is then linearly transformed into another vector X with m elements (pos-
sibly m < n), so that the elements are uncorrelated with each other. This
linear transformation is found by computing the eigenvalue decomposition of the
correlation matrix C = E{XorigXTorig}. This can also be computed using the
empirical estimates as XorigX
T
orig/T . Their eigenvectors form a new coordinate
system into which the data are projected.
Combined with normalization of variances to unity, this process is called
whitening or sphering and is performed by PCA as,
X = Λ−1/2ETXorig = VXorig, (4.14)
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where X is the whitened data matrix, Λ is the diagonal matrix corresponding
to the eigenvalues of the correlation matrix, and E contains the corresponding
eigenvectors of the correlation matrix as its columns. V is called the whitening
matrix. Now, ICA estimation is performed on the whitened data X instead of
the original data Xorig. For whitened data it is sufficient to find an orthogonal
separation matrix if the independent components are assumed white. The effect
of whitening is illustrated in Fig. 4.4.
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Figure 4.4: Effect of whitening. The curved boundaries represent the standard deviation
of the projection of the data in different directions. The figure on the right shows the
effect of whitening on the standard deviation. The dashed lines depict the mixing matrix
while the solid line denotes the direction of the largest eigenvector. Adapted from [166].
The whitening matrix is not unique; another choice would beV = EΛ−1/2ET =
C−1/2. This will be used in the performance analysis in Section 4.10.
Dimensionality reduction is performed by PCA simply by projecting the K
dimensional data to a lower dimensional space spanned by the m (m < K) domi-
nant eigenvectors (i.e., the eigenvectors corresponding to the largest eigenvalues)
of the correlation matrix. The eigenvector matrix E and the diagonal matrix
of eigenvalues Λ are of dimension K × m and m × m respectively. Identifying
the lower dimensional subspace correctly is a non-trivial task in practice. For
noiseless data, this involves finding a subspace corresponding to the non-zero
eigenvalues. In reality, the data are corrupted by the noise, and they are not con-
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tained exactly within the subspace. Now, the eigenvectors corresponding to the
largest eigenvalues should describe the data well; however, in general “weak” in-
dependent components may be lost in the dimension reduction process. Trial and
error are often needed to determine the number of eigenvectors, and subsequently
the number of independent components.
PCA is by no means the only method to perform dimensionality reduction.
Other methods include Local PCA [36, 45] and random projection [16]; however,
PCA is the most popular. This is mainly due to the fact that PCA finds the
orthogonal directions in which the data have maximal variance, and PCA is also
an optimal method of dimensionality reduction in the mean-square error sense.
The separation matrix B in Fig. 4.1 can now be viewed as a two step process
i.e., whitening and rotation as,
B =WTV. (4.15)
The whitening matrix V = Λ−1/2ET can be found by PCA, while the rotation
matrix W is estimated by one of the ICA methods described next in Sec. 4.1.7.
This process is shown in Fig. 4.5.
y = sˆxorig x
WTV
RotationWhitening
Figure 4.5: Schematic of separation: whitening and rotation. The unmixing matrix B
in 4.1 can be regarded as a concatenation of the whitening matrix V and the (orthogonal)
rotation matrix W
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4.1.7 Several routes to independence
From the above discussion non-Gaussianity can be a viable property to perform
ICA. FastICA [73, 75, 76] is one of the popular algorithms using non-Gaussianity
to perform separation. While kurtosis is a measure for non-Gaussianity, it is
possible to perform ICA via higher-order statistics (HOS) methods [126] and
higher-order cumulant tensors. The JADE method [21] uses the principle of
diagonalization of cumulant tensors to separate the sources. A brief discussion
of other algorithms that are based on implicit probability density function (pdf)
estimation is also made in the following subsection. Finally, this definition of
ICA as in (4.1) assumes that the mixtures are random variables; however there
are cases when mixtures of signals containing more structure than simple random
variables — e.g., time signals — are observed. TDSEP [214] is an algorithm that
separates such sources. This section reviews this algorithm, too.
ICA by maximization of non-Gaussianity
FastICA2 [73, 75, 76] is an iterative fixed point algorithm, derived from a general
objective or a contrast function. Assume x is the whitened data vector (see
Section 4.1.6) and wT is one of the rows of the rotation/separating matrix W.
Consider the function,
JG(w) = E{G(wTx)}. (4.16)
The function G is chosen to be a smooth scalar valued function that measures
the deviation of the source estimate y = WTx from the Gaussian distribution.
Different G leads to different approaches. Its derivative g, known as the activation
function, typically appears in the algorithm as a non-linear function.
Maximizing the contrast function (4.16) using an appropriate Newton approx-
imation leads to the following update for w [75]:
w← E{xg(wTx)} − E{g′(wTx)}w, (4.17)
where wT is one of the rows of W, the orthogonal separating matrix. In an
on-line stochastic algorithm the expectations can be omitted, while in practice
they are replaced by their empirical estimates. The nonlinear function g is chosen
so that it is the derivative of the non-quadratic contrast function G that either
measures non-Gaussianity via the kurtosis measure or (an approximation of the)
2http://www.cis.hut.fi/projects/ica/fastica
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negentropy measure. Choosing G(y) = y4, one obtains a kurtosis based algorithm
as described in [76]. More robust choices of G are non-polynomial functions such
as log cosh(y) or exp(−y2) [73, 75].
Before evaluating the algorithm (4.17), the data is pre-processed as described in
Sec. 4.1.6. The unit norm vector w is chosen randomly at first. w is normalized
again to have unit norm after each iteration step of (4.17). The iteration is
continued until the direction of w converges.
The above estimation algorithm is for real valued data. In the case of complex
signals (like the QPSK modulated signals), the complex version of the FastICA
[15] can be used. Here the w, the row of the unmixing matrix W is estimated
as,
w← E{x[wHx]∗g(|wHx|2)} − E{g(|wHx|2) + |wHx|2g′(|wHx|2)}w, (4.18)
where the asterisk denotes complex conjugation and wH is the vector w trans-
posed and complex conjugated. Choosing a kurtosis based function, the above
algorithm for complex cases can be written as,
w← E{x[wHx]∗|wHx|2} − 2w. (4.19)
The independent components (ICs) sj can be estimated one by one — defla-
tionary approach — or can be estimated simultaneously — symmetric approach.
In the former case, one must ensure that the rows wj of the separating matrix
W are orthogonal. This can be done after every iteration step (4.17) or (4.19)
by subtracting from the current estimate wp the projections of all previously
estimated p− 1 vectors before normalization [75]:
wp ← wp −
p−1∑
j=1
(wHp wj)wj . (4.20)
In the latter case, the iteration step (4.17) or (4.19) is computed for all wp, and
after that the matrix W is orthogonalized as
W← (WWH)−1/2W. (4.21)
Papers [73, 130] discuss the convergence properties of the FastICA algorithm.
The asymptotic convergence of the algorithm is at least quadratic, and usually
cubic when the ICA model (4.1) holds. This rate is much faster than that of
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gradient-based optimization algorithms. With a kurtosis based contrast function,
FastICA can be shown to converge globally to the independent components [76].
FastICA can also be derived from the maximum likelihood principle, which is
more sound compared to the heuristic derivation used in this section. The exact
details can be found in [75] or very briefly in Sec. A.2.1. Other ICA algorithms
based on the maximum likelihood principle are the Bell-Sejnowski algorithm [8],
and the natural gradient algorithm [4].
ICA by tensorial methods
Another approach for the estimation of independent components consists of using
higher-order cumulant tensors. Tensors are generalizations of matrices, or linear
operators. Cumulant tensors are then generalizations of the covariance matrix
XorigX
T
orig/T . The covariance matrix is the second order cumulant tensor, and
the fourth order tensor is defined by fourth-order cumulants as cum(xi, xj , xk, xl).
Sec. 4.1.6 used eigenvalue decomposition (EVD) to whiten the data. By whiten-
ing, the data is transformed so that its second-order correlations are zero. This
principle can be generalized so that the off-diagonal elements of the fourth-order
cumulant tensor can be minimized. This kind of (approximate) higher-order
decorrelation results in a class of methods for ICA estimation.
Joint approximate diagonalization of eigenmatrices (JADE) [21] refers to the
principle of computing several cumulant tensors F(Mi), where F represents the
cumulant tensor and Mi represents the eigenmatrices. These tensors are diago-
nalized jointly as well as possible. Consider a matrixW, that diagonalizes F(M)
for any M. In other words, WF(M)WT is diagonal. This is due to the fact
that the matrix F is a linear combination of the terms wiw
T
i , assuming that the
model in (4.1) holds.
A possible objective measure for the diagonality of Q =WF(Mi)W
T can be
the sum of squares of the off-diagonal elements:
∑
k 6=l q
2
kl. Equivalently, since
W is orthogonal, and it does not change the total sum of squares of a matrix,
minimization of the sum of squares of the off-diagonal elements is equivalent to
the maximization of the squares of the diagonal elements. Thus, the following
objective function can act as a good measure of the joint diagonalization process:
JJADE (W) =
∑
i
‖diag(WF(Mi)WT )‖2, (4.22)
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which is the sum of squares of all the diagonal elements of all the diagonalized
cumulant tensors.
Choosing Mi as the eigenmatrices of the cumulant tensor is natural conse-
quence of the fact that the n eigenmatrices span the same subspace as the cumu-
lant tensor, and hence they contain all the relevant information on the cumulants.
Moreover, with this choice, the objective function in (4.22) can be restated as
[75]
JJADE (W) =
∑
ijkl 6=iikl
cum(yi, yj , yk, yl)
2, (4.23)
where y is the estimate of the independent sources obtained by the unmixing
matrix W as y =Wx. Eq. (4.23) means that minimizing JJADE also minimizes
the sum of squared cross-cumulants of yi.
Since JADE uses explicit tensor EVD it is restricted to fairly small dimensions
for computational reasons. Its statistical properties are inferior to methods using
likelihood or non-polynomial cumulants [75]. However, with low dimensional
data, JADE is a competitive alternative to FastICA.
A similar approach that uses the EVD is the fourth-order blind identification
(FOBI) method [19] which is simpler, and deals with the EVD of the weighted
correlation matrix. It is of reasonable complexity, and is probably the most
efficient of all the ICA methods. However, it fails to separate the sources when
they have identical kurtosis. Other approaches include maximization of squared
cumulants [61], and fourth-order cumulant based methods as described in [127,
128].
ICA by other estimation techniques
As mentioned earlier, the above algorithms are by no means the only ones to
perform ICA. Based on the approach one chooses, there exist several algorithms
for separation of independent sources. The Jutten-He´rault algorithm [90] uses
the fact that correlations between non-linear functions of independent variables
are zero. Explicit fourth-order cumulant based methods for ICA are described
in [128, 127]. The Bell-Sejnowski algorithm [8] is based on maximization of
entropy between the outputs of a nonlinear network. Several gradient algorithms
for maximum likelihood estimation exist. The natural gradient algorithm by
Amari, Cichocki and Yang [5] is based on Amari’s natural gradient principle. The
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extended Bell-Sejnowski algorithm is based on maximum likelihood estimation
with an adaptive non-linearity [48]. Source separation algorithms for arbitrary
source PDFs have been considered in [207, 208, 210]. For a more detailed list of
algorithms, refer to [26, 75, 126].
Exploiting time structure
The model in (4.1) assumes linear mixing of independent random variables.
There, the index t is just a sampling index. In fact, the basic model does not
change if the samples are re-ordered. However, in many applications, this is not
the case. What are mixed are not random variables but time signals, or time
series. The fact that time signals have much more structure than simple random
variables, can be used to improve the estimation of the model. This information
can also make the estimation of the model possible, even in cases where basic
ICA fails — e.g., if the independent components are Gaussian but correlated over
time.
In order to account for the time structure, the model in (4.1) can be restated
as,
xorig(t) = As(t) + ν(t), (4.24)
where xorig(t) and s(t), t = 1, . . . , T are column vectors of Xorig and S, respec-
tively and ν(t) is the noise. It should be noted here that xorig(t) denotes the tth
column, while in (4.1) xorig,i represents the ith row.
Now the independent components are time signals, si(t), t = 1, · · · , T , with t
as the time index, and A is the mixing matrix. The independent components are
not restricted to be non-Gaussian. Here, the assumptions for separation are that
the independent components have different autocovariances, or the variances are
non-stationary [75].
The simplest form of time structure is given by linear autocovariances, given
by: cov(xi(t)xi(t − τ)), the covariances between the values of signal at different
time points. τ is some constant time lag, τ = 1, 2, · · · ,. If the data has time
dependencies, these are non-zero.
In addition to the autocovariances of one signal, we also need the covariances
between two signals: cov(xi(t)xj(t − τ)) where i 6= j. All these statistics for a
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given time lag can be grouped together in the time-delayed covariance matrix,
Cxτ = E{xorig(t)xorig(t− τ)T }. (4.25)
The key idea here is to use this information instead of higher-order statistics
[122]. Now, the matrix B must ensure that both the instantaneous and lagged
covariances of y(t) = Bxorig(t) go to zero,
E{yi(t)yj(t− τ)T } = 0, ∀i, j, τ, i 6= j. (4.26)
The motivation for this is that for independent components si(t), the delayed
covariances are all zero due to independence. These delayed cross-covariances
provide extra information to estimate the model. Note that (4.26) means that
E{y(t)y(t− τ)T } is diagonal for all T .
Hence, separation algorithms use several time delays, and simultaneously diag-
onalize all the corresponding delayed covariance matrices. Exact diagonalization
is not possible, since the eigenvectors of different covariance matrices are unlikely
to be identical, except in the theoretical case where the data are exactly gener-
ated by the model in (4.24). The objective function [214] is now to minimize the
sum of the off-diagonal elements of several delayed covariances of y = Wxorig,
as
J1 =
∑
τ∈S
off(WCxτW
T ), (4.27)
where Cxτ is the delayed covariance matrix and S is the set of chosen time delays
τ . Minimizing J1 under the constraint thatW is orthogonal gives the estimation
method. The minimization can be performed using existing EVD methods to
diagonalize simultaneously these matrices approximately. The second-order blind
identification (SOBI) [10] and temporal decorrelation source separation (TDSEP)
[214] algorithms are based on the above principle.
4.1.8 Ambiguities of BSS
The previous section described the principles of a technique for blind source
separation - ICA. While separation is possible, examining the model that (4.1)
represents, it is possible to see that the following ambiguities exist [75]:
1. The energies of the independent components cannot be determined,
Since both A and S are unknown, the effect of multiplication of one of the
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source estimates with a scalar constant α is canceled by dividing its corre-
sponding column in the mixing matrix by α. This indeterminacy can be solved
by ensuring that the random variables have unit variance i.e., E{s2i } = 1.
This still leaves the ambiguity of sign. While this is insignificant in certain
applications, care has to be taken in applications where sign plays a crucial
role.
2. The order of the independent components cannot be determined.
The noiseless version of the model in (4.1) can be written as,
Xorig =
N∑
i=1
aisi = AS. (4.28)
Now, both A and S being unknown, the order of the terms can be changed
freely in (4.28) and any of the independent components can be called the first
one. This implies that the correspondence between a physical signal and the
estimated independent component is not one-to-one. This indeterminacy is
particularly severe in many applications where identification of the estimated
components is of very high importance. Formally, this means that the fol-
lowing relation between the mixing matrix A and the separation matrix B
holds:
AB = P, (4.29)
where P is a permutation matrix.
4.2 ICA model and CDMA
The linear mixing model in (4.1) or (4.24) consists of a set of sources S, mixed
by a mixing matrix A to generate the observed (mixed) signals Xorig. When the
sources are independent, this corresponds to the ICA model, which can then be
solved blindly by any BSS technique generally, and more specifically ICA.
In the models considering interference as defined in (2.34), and (2.38), the
received data is mixed by the matrix Θ, the array steering matrix. This mixing
due to the array is linear. Therefore, comparing the model in (4.24) to (2.34),
(2.38) the following relations can be observed:
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• Θ consisting of the array steering matrix is the
mixing matrix and corresponds to A in (4.24);
• y[sc]i containing the short-code data at each element of the antenna array
corresponds to the sources s(t) in (4.24);
• yi the received data and corresponds to x(t) in (4.24).
On the other hand, the model in (2.21) consists of a linear transformation
of both the independent variables (the transmitted symbols) and their delayed
version, and also resembles the generic ICA model. However, this mixing model
is convolutional. Chapter 23 of [75] deals with convolutional separation when the
channel is assumed to stay constant during a block of M symbols i.e., the fading
coefficients al depend only on the path l but not on the symbol index m. This
convolutional mixing due to the channel is still present in the models defined in
(2.34), and (2.38), but the interest is in the mixing produced by the antenna
array. All the algorithms in this thesis assume the array model as defined in
(2.34) or (2.38).
4.3 Simple interference cancellation scheme: plain
ICA-RAKE
ICA can be used to separate all the sources of interference. Assuming that
the interference is independent of the user-of-interest, ICA can act as a basic
algorithm that separates the sources. Conventional detection can then be used
to process the user-of-interest. The detection in this case can be depicted by
the following diagram. The key issue in the use of simple ICA as in Fig. 4.6 is
identifying the separated users. As seen in Section 4.1.8, it is not possible to
identify the user directly due to the permutation ambiguity. Hence, it is required
to use some other information to identify the user. Pilot sequences or training
sequences (Section 3.5) can achieve this. A simple method to match and identify
the user can be based on the distance measure defined as,
distH [bk, bˆ
t
k] = bk } b
t
k =
Nt∑
m=1
|btkm − bˆtkm|, (4.30)
where btkm is the training sequence of the kth source, and bˆ
t
km is the extracted
binary training sequence after separation by ICA. Nt is the length of the training
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y yˆ yˆk bˆk
ICA
Conventional
Detection
Identification
Figure 4.6: Interference cancellation with ICA. The sources are separated by ICA.
Identification of the sources (signals and the jammers) requires additional information.
After identification, conventional detection sufficiently recovers the users’ signals.
sequence. This distance, termed as Hamming distance [28], gives a measure of
the number of bits (points) at which btkm and bˆ
t
km differ.
Now, the user-of-interest is that user possessing the minimum Hamming dis-
tance with respect to the training sequence and can be identified as,
Ik = argmax
l
{Nt − distH [bk, bˆlk]}, l = 1, . . . , Ns, (4.31)
where Nt is the length of the training sequence, and Ns is the number of sources
estimated by the ICA algorithm, and Ik corresponds to the selected source index.
Finally, conventional detection is performed for the data of the selected source
Ik. This leads to a simple ICA-RAKE formulation.
In Algorithm 1, the section of the code marked FastICA can be replaced
with either JADE or TDSEP or any other ICA algorithm, as long as the data
are pre-processed accordingly.
4.3.1 Choice of ICA Algorithm in plain ICA-RAKE
As illustrated in Section 4.1.7, there are several algorithms that maximize a
particular criterion to achieve source separation. Hence, it is possible to choose
any of the ICA algorithms for interference cancellation as illustrated in Fig. 4.7.
87
88 4. ICA Assisted Interference Cancellation
Algorithm 1 ICA-RAKE Receiver
w ⇐ rand(Na, L)
wˆold ⇐ rand(Na, L)
⇐ 10−6
∆ = norm(w − wold) + 
while ∆ ≥  do
wold ⇐ w {# — FastICA Begins —– #}
z ⇐ y′ ∗ w
w+ ⇐ yM ∗ (abs(z)2 ∗ z)− 2w
w = w+/norm(w+)
∆ = norm(w − wold) {# — FastICA Ends — #}
end while
y˜ ⇐ w′ ∗ y
for i = 1 to Ns do
b˜i ⇐ mrc(y˜i)
di ⇐ Nt − distH [btk, b˜ti]
end for
k˜ ⇐ argmax(d)
bˆk ⇐ sign(b˜k˜)
y yˆ
ICA
FastICA JADE TDSEP
Figure 4.7: Choice of various ICA algorithms. The choices include kurtosis or tanh
based FastICA, the tensorial method JADE, and the temporal decorrelation source sep-
aration technique TDSEP.
However, certain algorithms are better suited for certain tasks. It is therefore
not realistic to choose an algorithm and perform cancellation when the algorithm
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is ill-suited for the task. The most suitable algorithm can thus be determined by
performing trial numerical simulations3.
This thesis presents examples of interference cancellation with the aid of sce-
narios. In the topic of interference cancellation, the parameter space is large
and hence careful selections are made. Each scenario consists of altering a set of
important parameters e.g., the number of users K, the block size M , the signal-
to-interference (SIR) ratio, signal-to-jammer (SJR) ratio, signal-to-noise (SNR)
ratio etc., with a specific aim of evaluating the effect of that parameter on the
algorithm(s) in question. These scenarios are specifically intended for situations
that are not favorable for communications. These situations arise in hostile en-
vironments, especially in sensor networks when sensors are deployed in enemy
territory. Heavy jamming here, prevents any form of communications. Moreover,
in civilian applications, there are several instances where non-cooperative behav-
ior among devices can be observed. The chosen scenarios reflect this. Scenarios
1,2,3,4,9 are typical situations in military applications, while Scenarios 5,6,7,9
are situations that concentrate on interferences due to non-cooperative behavior
between devices operating in an adjacent cell. Scenarios 8, 10 are used to fine
tune the above parameters.
Scenario 1 consists of evaluating the different algorithms against an external
interferer.
All the results are evaluated by using the measures bit-error-rate (BER) and
the coded block-error-rate (BLER). The BER calculates the proportion of erro-
neous bits in a block. With the coded block-error-rate, a block is assumed to
reach the target BER in blocks if 95% of the bits within a block are correct4.
By this definition it is possible to assess how the bit errors are differentially dis-
tributed over the blocks. The use of BLER helps in distinguishing methods that
might have similar BER, but have erroneous bits distributed over a much smaller
set of blocks.
Scenario 1: External interference cancellation. An external interference is
3The simulation set-up is described in Appendix B.
4Typically, a communication system has a RF front-end, IF stage, and then down conversion
and signal processing implemented in a baseband application specific IC or field programmable
gate array. Several stages of RF and IF processing help in boosting the received signal, before
any baseband signal processing is performed. All communication systems also have some form
of channel specific coding along with several stages of error correction. In order to model the
effects RF processing, coding and error correction, the definition of 95% is chosen in this thesis.
As stated in [151] the results are quantitatively similar for thresholds of 98% and 99%.
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considered as a test case here. The interference is a bit pulsed jammer.
The down-link system consists of K = 8 users, spread with Gold codes of
length C = 31. The channel is an AWGN channel with L = 1 path. Heavy
jamming is usually observed in military applications.
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Figure 4.8: Performance of the different ICA techniques. For the scenario considered
in the simulation, FastICA based methods provide the best BER performance. JADE
and TSDEP have a BER performance equivalent to that of MRC. These results have
been previously published in [153].
Fig. 4.8 illustrates the performance differences between various ICA algo-
rithms. It is seen that (a variant of) FastICA provides the best results compared
with JADE and TDSEP. JADE based on cumulants requires a larger number of
samples (M > 5000) to provide reasonable results. TDSEP performs well when
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the number of paths is high5. From the performance results above, FastICA is
the preferred choice of ICA algorithm for the methods developed later in this
chapter.
4.4 Examples of interference cancellation with
ICA-RAKE receiver
The performance of the basic ICA-RAKE receiver (Algorithm 1 in Section 4.3)
is evaluated by simulating a DS-CDMA down-link system. Several simulation
parameters are varied which lead to the several scenarios outlined below. The in-
terference to be canceled includes an external jammer. The model is then similar
to the one outlined in Sec. 2.2.3. The performance of the ICA-RAKE receiver is
compared with the standard MRC described in Sec. 3.1. Other obvious candi-
dates are chip-rate equalization [66] and the MMSE type algorithms described in
Chapter 3. Since, post-processing in the proposed algorithms are based on the
popular MRC receiver, the algorithms are compared with these methods. BER
and BLER are the performance measures used in the analysis.
Scenario 2: Suppression of a continuous jammer. The jammer can be
either locked or unlocked to the carrier frequency of the source. In the
former case, fj = fc, i.e., the jammer is assumed to operate exactly at
the carrier frequency. In the latter case, the frequency offset is set to
fj − fc = 1200Ts , where Ts is the duration of a symbol. This now results
in a total phase shift of 2pi during a block of M = 200 symbols. The SNR
is fixed to 10 dB, while the Signal-to-Jammer (SJR) ratio is varying. The
system has K = 8 users, spread with codes of length C = 31.
Fig. 4.9 shows the results of suppression achieved with the ICA-RAKE receiver.
The BER behavior of ICA-RAKE is quite equal in this case to MRC with Na = 2
antenna elements up to −10 dB SJR after which it saturates. This saturation is
expected due to the fixed level of thermal noise. However, Fig. 4.10 shows that
ICA-RAKE is able to enhance the BLER behavior. Compared to MRC with
Na = 3 antenna elements, approximately a 3 dB gain is achieved when taking
either 10−1 or 10−2 as the target BLER.
5This scenario shall be revisited later in the thesis, when dealing with coherent jammers in
multipath cases.
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Figure 4.9: Suppression of a continuous wave jammer locked exactly to the carrier
frequency. The graph plots the obtained BER for different values of SJR. ICA-RAKE
cancels the interference up to about −10 dB after which, it saturates due to the fixed
level of thermal noise. These results have been previously published in [151].
Clearly, it can be seen from the BER curves in Fig. 4.11 that ICA-RAKE
provides an advantage of 0−−5 dB over the other systems, depending on whether
2 or 3 antenna elements are in use. For example, with Na = 3 antenna elements,
the performance is better by 5 dB when a target BER of 10−1 is chosen. In
Fig. 4.12, the BLER performance is similar, its gains being over 2 dB at the
BLER levels of 10−1 or 10−2.
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Figure 4.10: Suppression of a continuous wave jammer locked exactly to the carrier
frequency. The graph plots the obtained BLER for different values of SJR. ICA-RAKE
cancels the interference up to about −10 dB after which, it saturates due to the fixed
level of thermal noise. These results have been previously published in [151].
Scenario 3: Suppression of a bit-pulsed jammer. The jammer is now bit-
pulsed. This makes it uncorrelated with the sources at the chip level. Bit-
pulsed jammers can either be locked (fj = fc), or unlocked (fj 6= fc). In
the unlocked case, the frequency offset is set to fj − fc = 1200Ts , where Ts
is the duration of a symbol. This now results in a total phase shift of 2pi
during a block of M = 200 symbols. The SNR is fixed to 10 dB, while
the Signal-to-Jammer (SJR) ratio is varying. The system has K = 8 users,
spread with codes of length C = 31.
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Figure 4.11: Bit-error-rate (BER) in the case of suppression of a continuous wave
jammer with a frequency offset set to fj − fc =
1
200Ts
. The symbol duration is Ts.
The means that there is a total phase shift of 2pi during a block of M = 200 symbols.
Saturation effects after SJR = 5 dB can be seen here, too. These results have been
previously published in [151].
Fig. 4.13 shows the results. The case where this frequency offset exists is chosen
for simplicity. Now, ICA-RAKE combination performs comparably with MRC
having similar dimensions in the regions of high jamming (SJR = 0 dB). When
the number of antenna elements is increased, the ICA-RAKE combination now
outperforms MRC by at-least 2 dB in the SJR region between −10 to −5 dB. The
BLER figure (Fig. 4.14), indicates a similar trend. This combination is better by
about 6 dB when 10−2 is used as a target BLER and as much as 3 dB with a
target of 10−1.
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Figure 4.12: Block-error-rate (BLER) in the case of suppression of a continuous wave
jammer with a frequency offset set to fj − fc =
1
200Ts
. The symbol duration is Ts.
This means that there is a total phase shift of 2pi during a block of M = 200 symbols.
Saturation effects after SJR = 5 dB can be seen here, too. These results have been
previously published in [151].
4.5 Semi-blind schemes for interference cancella-
tion
The plain ICA-RAKE receiver [159, 150] is only the first step in the evolution
of ICA based solutions. The ICA-RAKE receiver is semi-blind for the following
reasons:
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Figure 4.13: Achieved BER for the suppression of a bit-pulsed jammer with a frequency
offset set to fj − fc =
1
200Ts
. The symbol duration is Ts. These results have been
previously published in [150].
• the separation of the user-of-interest and the interfering source is blind;
• identification of the separated source requires the use of training sequences;
• since it uses the conventional MRC for post-processing, timing information
is still required, and is obtained by the use of the above training sequence.
Hence, the use of training sequences solves two main problems. As with con-
ventional detection it helps in extracting the timing information, and additionally,
it helps in identifying the user-of-interest. Hence, the ICA-RAKE receiver falls
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Figure 4.14: Suppression of a bit-pulsed jammer with a frequency offset set to fj−fc =
1
200Ts
. The symbol duration is Ts. The BLER performance of ICA-RAKE is superior
to that of MRC. These results have been previously published in [150].
into category (C1) (Sec. 3.5).
From the results in Figs. 4.9, 4.11, and 4.13, it is evident that pre-processing
the received signal with ICA does not provide additional suppression capability
if the powers of the interfering sources and the users’ signal are almost equal.
The performance saturates in all the above cases when the SJR is near 0 dB, and
does not improve further. This saturation is due to the fixed level of the thermal
noise. This can further be observed in the following scenario.
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Scenario 4: Cancellation with varying noise. Consider a situation similar
to Scenario 3. The contribution of the jammer is now fixed i.e., SJR
= −5 dB, and the thermal noise varies. All other parameters are similar to
that of Scenario 3.
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Figure 4.15: BER in the case of suppression of a bit-pulsed jammer with a frequency
offset set to fj−fc =
1
200Ts
. The symbol duration is Ts. The contribution of the jammer
was now fixed to SJR = −5 dB, with the thermal noise varying. The saturation effect
is visible after SNR = 5 dB. These results have been previously published in [150].
The result is shown in Fig. 4.15. The BER performance of ICA-RAKE is
similar to that of MRC with multiple antenna elements. Moreover, the BLER
performance, in Fig. 4.16, is better by around 2 dB at a target of 10−2. However,
ICA-RAKE receivers saturate beyond 5 dB SNR. Conventional detectors, on
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Figure 4.16: Achieved BLER for the suppression of a bit-pulsed jammer with a fre-
quency offset set to fj −fc =
1
200Ts
. The symbol duration is Ts. The contribution of the
jammer was now fixed to SJR = −5 dB, with the thermal noise varying. The saturation
effect is visible after SNR = 5 dB. These results have been previously published in [150].
the other hand, do not saturate. They offer improvements when the SNR or
the SJR is high e.g., > 10 dB. Hence, for low interference it is natural to use
conventional detection, while ICA based structures are suitable for situations
where the interference is high. This leads to the switching structures described
in the following section.
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4.6 The pre-switching detector: ICA-RAKE Pre-
Switch
The ICA-RAKE Pre-switch is a structure that uses the training sequences effec-
tively to overcome saturation effects. These sequences can be used to determine
the extent of the interference. Based on this estimate the choice between sim-
ple detection and pre-processing is made. Thus, the Pre-switch estimates the
training sequence based on the received signal. By comparing the estimated
training symbols with the “true” training symbols, an estimate on the extent of
the interference is obtained,
∆t = sign(Nt − max
l=1,...,Na
(distH [b
t
k, bˆ
l
k])− δswNt), (4.32)
where Nt is the length of the training sequence, b
t
k is the training sequence of
user k and bˆlk is the estimated sequence. δsw is the switching constant, usually a
fraction of the number of training sequences Nt. Na corresponds to the number
of elements in the antenna array, which in-turn is the number of available mix-
tures. The illustration in Fig. 4.17 demonstrates this switching mechanism. The
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∆t = sign()}
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MRC
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bˆk
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Figure 4.17: Illustration of ICA-RAKE Pre-switch. The training sequences are ex-
tracted from the received data y, which is then compared to the “true” training sequence.
This comparison yields a raw estimate on the amount of interference, which is then used
to decide the right detection technique.
switch between conventional detection and ICA-RAKE detection is based on the
estimate of the interference, for each block of the data. The motivation behind
this is that when the signal is jammed, estimates of the training sequence are
100
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poor, and hence further processing and suppression is required. If the estimates
are good — usually a case when the SIR is quite high — ∆t is negative, indicat-
ing that filtering and processing with ICA will not yield any better results. This
further avoids the computational burden of filtering every block of received data
by ICA and intuitively selects only blocks of data that are severely jammed.
An outline for the ICA-RAKE Pre-switch is shown in Algorithm 2. The
training sequences are first extracted and an estimate on the training-bit-error-
rate is made. Based on the estimate a choice is made between using ICA for
separating the interference and simple detection by MRC. The doICA portion of
the algorithm is based on the kurtosis based FastICA approach as in the basic
ICA-RAKE detector. By switching between the two states, it is possible to offset
the saturation effects seen in the plain ICA-RAKE detector. The performance of
Algorithm 2 ICA-RAKE Pre-Switch
for i = 1 to Na do
bˆi ⇐ mrc(yi,1:Nt)
di ⇐ distH [btk, bi] {# — Extract Training Symbols — #}
end for
k˜ ⇐ argmax(d)
∆t ⇐ sign(Nt − dk˜ − δswNt) {# — Calculate the distance — #}
if ∆t = 1 then
b˜k ⇐ mrc(y) {# — MRC Detection — #}
bˆk ⇐ sign(b˜k)
else
w = doICA(y) {# — ICA-RAKE Detection — #}
y˜ ⇐ w′ ∗ y
for i = 1 to Ns do
b˜i ⇐ mrc(y˜i)
di ⇐ Nt − distH [bpk, b˜ti]
end for
k˜ ⇐ argmax(d)
bˆk ⇐ sign(b˜k˜)
end if
the ICA-RAKE Pre-switch is shown in Fig. 4.18. The setup is as in Scenario 2.
It can now be seen that saturation effects are not present here.
In portions where the SJR ratio is high, the ICA-RAKE branch is not activated,
as MRC is able to cope with the interference. The performance of the detector
in regions of high interference is quite similar to that of the ICA-RAKE detector.
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Figure 4.18: BER in the case of suppression of a continuous wave jammer. The effect
of using the Pre-Switch results in removing the saturation effects of the plain ICA-
RAKE receiver. When the SJR is high, the ICA portion of the receiver is no longer
triggered. This also leads improvement in the speed of the detector. These results have
been previously published in [147].
The BLER curves in Fig. 4.19 also exhibit a similar behavior. Methods for
improving the performance in regions of high jamming are presented in later
sections.
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Figure 4.19: BLER in the case of suppression of a continuous wave jammer. The
effect of using the Pre-Switch results in removing the saturation effects of the plain
ICA-RAKE receiver. When the SJR is high, the ICA portion of the receiver is no
longer triggered. This also leads improvement in the speed of the detector. These results
have been previously published in [147].
4.7 The semi-blind correlating detector: ICA-
RAKE Post-Switch
The ICA-RAKE Pre-switch detector is a first-order detector, in the sense that it
uses simple distance measures to estimate the interference strength and switch
between ICA-RAKE and MRC. A better method is to use correlations as a mea-
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sure of similarity between the estimated training sequences and the true train-
ing sequence. This leads to the ICA-RAKE Post-switch detector configuration,
shown in Fig. 4.20. The ICA-RAKE Post-switch operates by first separating the
y
y w × y˜
y
RAKE
MRC
E()
ICA
bˆk =
sign(b˜k)
b˜k
b˜k
Figure 4.20: Schematic of the ICA-RAKE Post-switch. The similarity measure is now
based on correlations between the estimated and “true” training sequence. Both the ICA
portion and the MRC portion of the receivers are active, and the final hard decision is
based on the method that provides the best similarity to the “true” training sequence.
sources. All the estimated sources are de-spread and the soft-decision outputs of
the user-of-interested are obtained. Simultaneously, soft-decision outputs with-
out the ICA separation are obtained separately by a maximum ratio combiner.
The training sequences bˆtk[1] and bˆ
t
k[2] are extracted from these streams. The sub-
script [1], [2] refers to the branch from which they originate. These sequences are
correlated with the true training sequence btk. The branch that is chosen is based
on the sequence that provides a better match with the training sequence btk as,
i = arg max
b=1,2
([
btk.(b
t
k[1])
T
Nt
]
,
[
btk.(b
t
k[2])
T
Nt
])
. (4.33)
A schematic of the ICA-RAKE Post-switch is in Algorithm 3. doICA, mrc
are the functions as described in Algorithms 1,2. The ICA-RAKE Post-switch
works on tentative estimates for the mth soft symbol of the desired user k from
both the branches and decodes the branch that provides higher correlation. This
is equivalent to estimating the interference level in the ICA-RAKE Pre-switch.
Though the ICA-RAKE Pre- and Post-switch look similar in concept - they
estimate the interference level and switch between separating the interference out
104
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Algorithm 3 ICA-RAKE Post-Switch
w ⇐ doICA(y)
y˜ ⇐ y′ ∗ w
b˜k[1] ⇐ mrc(y˜)
b˜k[2] ⇐ mrc(y)
bˆtk[1] ⇐ sign(b˜k[1],1:Nt)
bˆtk[2] ⇐ sign(b˜k[2],1:Nt)
∆[1] ⇐ corr(btk, bˆtk[1])
∆[2] ⇐ corr(btk, bˆtk[2])
i⇐ argmax(∆)
bˆk = sign(b˜k[i])
y
y
MRC
MRC
(soft)
(soft)
ICA
Pre− Post−
Switch Switch
Pre−
Processing
b˜k
b˜k
y˜
Figure 4.21: Illustration of the ICA-RAKE Pre- and Post-Switch. The switching that
takes place at the front end of the structure is termed as Pre-Switch. It is the simpler of
the two structures, while the switch based on post-processing is called the Post-Switch.
Post-Switch requires soft estimates from both the branches.
and processing the signal without separation - Pre-Switch is based on accurately
estimating the training sequence from the interfered sources. In Post-Switch on
the other hand, the training sequences are more or less free of all interference
as they are already processed and then estimated. Both these switches can be
illustrated with the following schematic diagram (Fig. 4.21).
The Pre-Switch is faster than the Post-Switch as it bypasses the separation-
identification phase of the Post-Switch when the interference is low. On the
105
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other hand, since the matching is based on a first-order distance measure, the
performance is limited to the performances of the individual detectors i.e., ICA-
RAKE and MRC. Computational considerations of ICA-RAKE, ICA-RAKE Pre-
and Post-Switch are postponed to Section 4.9.
4.8 Examples of interference cancellation with
the Pre- and Post-Switch
Pre- and Post-switch based examples of interference cancellation are presented in
this section6. These scenarios include cancellation of inter-cell interference and
cancellation of the external jammer.
In canceling the interference due to adjacent cells, the model used is as de-
scribed in Sec. 2.2.2. The number of interfering layers is either one or two (which
is equivalent to having either 6 or 12 interfering cells). The case of external
interference involves canceling a jammer as explained in the previous scenarios.
Scenario 5: Effect of inner and outer layer interference. The cell-of-
interest is surrounded by two layers of interfering cells at a distance of
din = 2000 m. Each cell has a radius of dc = 666 m. All cells have a
fixed number of users (i.e., are loaded similarly), and the spreading factor
is C = 31. The length of the data block for each user is M = 200 symbols
and is modulated by QPSK modulation. An antenna array with Na = 3
elements is assumed in the receiver.
Cancellation of the inner and outer layer interference is effective with both
ICA-RAKE Pre- and Post-Switch (Fig. 4.22 and Fig. 4.23). The ICA-RAKE
Post-Switch offers better performance than the Pre-Switch from −15 dB onwards,
before which both methods perform equivalently. From about −20 dB SIR to
around 0 dB SIR, the gain is around 3 dB for the interference structure consisting
of the inner layer of cells.
Fig. 4.23 is the achieved block-error rate for an interference structure involving
both the inner and the outer layers. The results are similar. ICA considers this
interference as a single block interference, which helps in mitigating it. While all
6ICA-RAKE Pre- and Post-Switch and the abbreviations Pre- and Post-Switch are equiva-
lent.
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Figure 4.22: Cancellation of interference due to the inner layer. The BER performance
of the Pre-Switch is equivalent to that of MRC in this case. On the other hand, the
performance of the Post-Switch is better. These results have been previously published
in [161].
the three methods compared perform equally, Post-Switch is marginally better
as illustrated in Scenario 6.
Scenario 6: Load increases in the adjacent cells. Assuming that the cell-
of-interest has a fixed number of users, the load of the adjacent cells is
increased from 0.25 load to full load. This causes variation in the nature of
interference now at the cell of interest. All other parameters are similar to
Scenario 5.
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Figure 4.23: The BLER performance for cancellation of interference due to the both
the layers. In this case, all the three methods provide the same level of performance,
with the Post-Switch marginally better. These results have been previously published in
[161].
In Fig. 4.24, the effect of the increase in load of the adjacent cells on the perfor-
mance of the algorithm is seen. The ICA-RAKE Post-Switch is only considered
in this experiment. As expected, the performance of all receivers is good if the
interference is minimum. As the load increases from 0.25 to 1.0 i.e., the number
of interfering users in the cells increases from 8 to 32, the performance drops. In
spite of this loss, the gain induced by the ICA-RAKE Post-Switch can be seen
clearly. For example at around 5 dB SIR, the performance of the fully loaded
ICA-RAKE Post-switch is equivalent to that of MRC with half load. This results
in improved bandwidth utilization. In Scenario 7, the effect of increases of load
108
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Figure 4.24: Load increases in the adjacent cells. These increases cause a degradation
in the performance of both the detectors. Post-Switch still outperforms MRC with a
considerably less interference load. These results have been previously published in [148].
in the home cell can be seen which helps in understanding the ICA induced gain
on conventional detection.
Scenario 7: Load fluctuation in home cell with constant interfering
cells. With the simulation parameters similar to the ones in Scenario
5, the number of interfering cells and the load in those cells were fixed to
half load. The load in the cell-of-interest is now fluctuated. These effects
are examined here. Additionally, the loss due to such interference is quan-
tified with the help of soft lower- bounds. These bounds are the simulated
109
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lower-bounds obtained with a single source in the home cell and a single
interfering cell with a single user.
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Figure 4.25: Effect of increasing load in the home cell. Post-Switch at full load is
able to provide better performance than MRC with considerably less load. The curves
on the left are experimentally determined “soft” lower bounds. These results have been
previously published in [148].
With constant external interference, load fluctuations in the home cell are
examined in Figs. 4.25 and 4.26. In the BER figure (Fig. 4.25), there is a gain
of around 3 dB for every successive load increase with respect to MRC. The
performance of the ICA-RAKE Post-Switch with full load is better (or roughly)
equivalent to the half load performance of MRC. Hence, at around 5 dB SIR, ICA-
RAKE Post-Switch based receiver can handle and support twice the number of
110
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Figure 4.26: Effect of increasing load in the home cell. Post-Switch at full load is
able to provide better performance than MRC with considerably less load. The curves
on the left are experimentally determined “soft” lower bounds. These results have been
previously published in [148].
users as compared to MRC. The BLER performance in Fig. 4.26 is quite similar.
The leftmost curves in both these figures are the “soft-lower” bounds. Up to
around −8 dB SIR, ICA-RAKE Post-Switch offers good performance compared
to MRC for the lower bound. At SIR= −20 dB, the gain is as high as 7 dB.
After this, the contribution of the interfering signal falls to such a level that it
is no longer practical to use ICA for canceling the interference. Moreover, the
fixed level of noise causes the ICA-RAKE Post-Switch performance to saturate.
Similar conclusions can be drawn from the BLER curves as the slopes of the
ICA-RAKE curves are much lower than the MRC equivalent.
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While ICA-RAKE algorithms provide good performance in the ranges between
−20 to 10 dB SIR/SJR, they still are poor at the extremes. Both Pre- and
Post-Switch can handle multiple sources of interference, but their performance
is not very good when the SIR = −30 dB or at very high interference ratios.
This performance can be attributed to the whitening process (Sec. 4.1.6). The
whitened data is a projection of the original data onto a space spanned by the
eigenvectors of the covariance matrix as,
y = Λ−1/2ETyorig, (4.34)
with ,
[E,Λ] = eig(E{yorigyTorig}). (4.35)
The accuracy of this projection is hence dependent on the quality of the covariance
matrix E{yorigyTorig}.
One way to improve the accuracy of the covariance matrix is to use a larger
block size. Another possibility is to use ICA algorithms which do not require
pre-whitening. Such algorithms, for example the natural gradient algorithm [5],
are suitable for a small number of sources. For larger numbers of sources this
algorithm, too, requires pre-whitening to perform approximately.
Scenario 8: Increase in block sizes. The setup here is similar to Scenario 3.
The interference is a bit-pulsed jammer. The block size is now M = 5000
QPSK modulated symbols. All the other system parameters remain the
same. The noise in the system is also considerably reduced here. The
detector settings are based on FastICA, JADE, TDSEP and MRC. JADE,
and TDSEP are re-examined here again due to the increase in block sizes.
Increased block size could help in the performance of all the data driven
algorithms.
The effect of increasing the block size results in better performance of the
Pre- and Post-Switch detectors as seen in Figs. 4.27 and 4.28. While JADE
based and TDSEP based receiver performances are equivalent to the MRC, Pre-
Switch provides improved performance up to about −5 dB SJR, after which the
MRC portion of the receiver takes over. Post-Switch on the other hand has a
significantly improved performance.
Now, post-switch provides a favorable improvement over all the other com-
pared schemes. The BLER curves again demonstrate the superiority of the Pre-
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Figure 4.27: BER improved interference cancellation with extended block sizes. Both
the Pre- and Post-Switch benefit from the extended block size. However, this size is not
yet sufficient for a tensorial method. In the absence of significant temporal structure,
TDSEP has a poor performance. Block size increases do not affect MRC, which is not
dependent on it. These results have been previously published in [151].
and Post-Switch detectors. With a target of 10−2 BLER, the improvement of the
Pre-Switch over MRC is nearly 5 dB while Post-Switch provides a gain of 10 dB.
All the above scenarios considered a single path channel. Multipath on the
other hand introduces temporal correlations for a single user, which can be uti-
lized effectively by some algorithms. Generally, multipath interference causes a
degradation in performance when they are not utilized effectively.
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Figure 4.28: BLER improved interference cancellation with extended block sizes. Both
the Pre- and Post-Switch benefit from the extended block size. However, this size is
not yet sufficient for a tensorial method, such as JADE. In the absence of significant
temporal structure, TDSEP has a poor performance. Block size increases do not affect
MRC, which is not dependent on it. These results have been previously published in
[151].
Scenario 9: Multipath interference cancellation. Scenario 3 is the setup
used in this scenario. The interference structure is the same. The system
now has a fixed multipath channel [91, 82, 81] consisting of up to L = 5
paths. The interference is also multipath. This leads to a coherent jammer
[53].
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Figure 4.29: Cancellation in the presence of fixed multipaths [91, 82, 81]. The BER
of Post-Switch is better than that of MRC even though it exhibits saturation effects in
the case of L = 2 paths. The performance of the Post-Switch is effective even in the
presence of multipaths. These results have been previously published in [151].
In Fig. 4.29 an L = 2 path channel is considered. The BER performance of
the Post-Switch now saturates when the number of paths in the system increases.
Overall, the performance is still better than MRC even under a single path chan-
nel. Up to 0 dB SJR, the performance of the Post-Switch with a two path channel
is significantly better than that of MRC with a single path. The BLER curves
in Fig. 4.30 reinforce the above facts.
Another way to visualize the results is to view the distribution of the correct
bits in one block. With a block size ofM = 5000 QPSK symbols, there are 10000
115
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Figure 4.30: Cancellation in the presence of fixed multipaths [91, 82, 81]. The perfor-
mance of the Post-Switch, measured by the BLER, is effective even in the presence of
multipaths. These results have been previously published in [151].
bits. Each scenario is simulated with 2000 trials. The distribution for the correct
bits for Scenario 9 is shown in Fig. 4.31 for a single SJR value (SJR = −30 dB).
The left column of Fig. 4.31 is for an L = 1 path system and the right column
is for an L = 5 path system. For a single path case, Post-Switch has nearly all
blocks (> 1900) having almost all bits correct. This is not the case with MRC.
Around 40% (≈ 800) blocks have completely erroneous bits. 25% of the blocks
have around 4000 correct bits, while only a very small portion of the blocks have
> 60% correct bits. When the number of paths increases, the distribution tends
to move to the left i.e., the number of blocks with a large number of erroneous
bits increases. This trend is clearly visible in the right column of Fig. 4.31. With
116
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Figure 4.31: Distribution of the correct bits. The upper two figures show results for
Post-Switch, the two lower ones for MRC. The left subfigures show the case of one path
(L = 1) and the right subfigures, the case of L = 5 paths. With a block size of M = 5000
QPSK symbols, there are 10000 bits. As the distribution shifts to the left, there are more
blocks with a large portion of erroneous bits. This effect can be seen in the MRC case
when the number of paths is L = 5. These results have been previously published in
[151].
Post-Switch, the mean, which in this case is the number of correct bits, is around
8000. With MRC, the distribution is towards the other end. More than 70%
of the blocks have a large number of erroneous bits. These distribution graphs
demonstrate the vulnerability of these algorithms to multipath propagation.
The sample size (or in this case the block size) affects the performance of
117
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subspace based algorithms. When this is low the parameters of the subspace
are inaccurately estimated and this leads to poor performance. Increasing the
sample size hence improves the estimates, but beyond a certain value these in-
creases do not really help. Determination of the optimal sample size is still an
unresolved topic. Several principles like the Akaike information criteria (AIC) or
the minimum description length [107, 28] can be used to obtain a coarse estimate
of the order. Experimentally, the “optimal” sample size can be determined by
calculating the slope of the BLER curves.
Scenario 10: Block size determination. The interference level is now fixed
to SJR= −30 dB. The block size M varies. All the other parameters other
are fixed as in Scenario 9.
Fig. 4.32 shows the BLER as a function of varying block sizes. In the case
of MRC, the changes in block sizes have no impact on its performance. Post-
Switch on the other hand is very much dependent of the block size. There is a
drastic improvement in performance as the block size increases from M = 200
to M = 500, and performance continues to improve until about M = 1000.
Examining the slopes of the BLER curves in Fig. 4.33, the correct block size for
a single path channel corresponds to value of M = 1000. In the L = 2 path case,
the block size still corresponds to M = 1000 for Post-Switch while it is has no
bearing at all on MRC, as expected.
In Fig. 4.34, the distribution of the correct bits is depicted for Post-Switch
and JADE. Distributions for MRC and TDSEP are shown in Fig. 4.35. JADE
exhibits poor performance for all paths. This is most likely due to the insufficient
sample size for the estimation of the tensor matrices. Post-Switch is capable of
providing good performance for L = 2 paths, and has at least 50% correct bits
in all blocks. TDSEP in Fig. 4.35, has an interesting behavior. As the number
of paths increases, the graph tends to move towards the right, contrary to the
others. The performance actually improves. This is because the increase in paths
tend to produce temporally correlated mixtures and TDSEP effectively uses these
temporal correlations to separate the data. This is seen in more detail in Fig. 4.36.
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Figure 4.32: Block error rates as a function of block size. For a single path, Post-Switch
tends to saturate after a block size of M = 1000. While there is still some fluctuation
in the performance for L = 2 paths, from the slopes (right), M = 1000 is a sufficient
sample size for these experiments. These results have been previously published in [149].
4.9 Computational considerations
The computational complexity of plain ICA-RAKE, Pre-Switch and Post-Switch
schemes is expressed as the number of multiply and add-operations needed. As-
sume that the number of users is K, the length of the data vector is C, the block
size is M , and L is the number of correlated paths on the channel.
The proposed methods are subspace methods. They require that the signal
119
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Figure 4.33: Block error rates as a function of block size. The x-axis indices correspond
to the block sizes starting from 500 to 5000 at steps of 500. The + represents MRC,
while the x represents Post-Switch. The above figure is for L = 1 paths, which the figure
below represents the L = 2 path case. For a single path, Post-Switch tends to saturate
after a block size of M = 1000. While there is still some fluctuation in the performance
for L = 2 paths. M = 1000 is a sufficient sample size for these experiments. These
results have been previously published in [149].
subspace is estimated i.e., the vectors that span the signal subspace must be
found. The classical approach for calculating the signal subspace is either eigen-
value decomposition (EVD) or the singular value decomposition (SVD) of the
data autocorrelation matrix. The computational complexity of estimating eigen-
vectors of a C × C dimensional matrix is O(C3) [52]. This complexity can be
reduced to O(C2K) when only K eigenvectors are computed. Several further
120
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Figure 4.34: Distribution of correct blocks for JADE and ICA-RAKE Post-Switch. The
interference level is now set to SJR = −10 dB. The performances tend to fall as the
number of paths increases. Post-Switch has a good performance even as the number of
paths increases. These results have been previously published in [153].
algorithms have emerged [206], that can reduce this complexity to O(CK) per
iteration, often at the expense of accuracy of these estimates.
In ICA, the data is pre-processed by whitening as in (4.14). The computational
complexity in this case is O(CK) + O(K2) = O(CK), since K < C [158]. Ad-
ditional operations follow from the iterations of the FastICA algorithm’s update
rule defined as,
w(t) =
1
M
yβ(t− 1)H − γw(t− 1), (4.36)
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Figure 4.35: Distribution of the correct blocks for MRC and TDSEP. The interference
level is now set to SJR = −10 dB. The performance of MRC tends to fall as the number
of paths increases, but for TDSEP it increases. These results have been previously
published in [153].
where M is the size of the one block of data i.e., the number of samples, y
def
=
[y1 . . .ym] and β(t)
def
= |w(t)Hy|2 × (w(t)Hy). This multiplication is defined
elementwise. Thus, wHy needing KM multiplications and summations, is of the
order O(KM), and β(t) is of the order O(KM) +O(M) where the last term is
due to element-wise multiplications. Hence, the final complexity of one FastICA
iteration is in the order of O(KM). With whitening, this complexity is of the
order O(CK) +O(KM).
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Method Complexity
Plain ICA-RAKE
Whitening O(CK)
Fast-ICA O(KM)
Matched filter O(CL)
Overall O(CK +KM + CL)
Pre-Switch ICA-RAKE
Whitening O(CK)
Fast-ICA O(KM)
Switching O(Nt)
Matched filter O(CL)
Overall ≈ O(CK +KM + CL)
Post-Switch ICA-RAKE
Whitening O(CK)
Fast-ICA O(KM)
Switching O(Nt)
Matched filter O(CL)
Overall ≈ O(CK +KM +Nt + CL)
Table 4.1: Computational complexity of ICA methods. Here, C is the code
length,K is the number of users, the block size isM , L is the number of correlated
paths, and Nt is the length of the training sequence.
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Figure 4.36: Distribution of correct blocks with a TDSEP based detector. The presence
of multipath increases the temporal correlation. This helps in the TDSEP detector’s
performance. These results have been previously published in [153].
All the structures rely on the matched filter configuration, which requires C com-
putations for one path, and hence has a complexity of O(CL) for the L considered
paths. Pre-Switch and Post-Switch require the calculation of distance measures
for switching. The complexities for these are of the order O(Nt) additions for the
Pre-switch that uses Nt training sequences, and a first order distance measure
as defined in (4.30). This is negligible since Nt is small, and additions do not
significantly increase the complexity. Hence the Pre-Switch has a complexity in
the order of O(CK) +O(KM) +O(CL). In the case of the Post-Switch, O(Nt)
multiplications and additions are required for calculating the second-order dis-
tance. Hence, the order is O(CK) +O(KM) +O(CL) +O(Nt). Many modern
microprocessor designs execute a combined (floating point) multiply-add instruc-
tion in one clock cycle. If this can be exploited, then the complexities of both
the methods can be similar. The complexities for the algorithms are summarized
in the Table 4.1.
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4.10 Analysis of the ICA-RAKE schemes
In this section, the plain ICA-RAKE receiver, the Pre-Switch ICA-RAKE and
the Post-Switch ICA-RAKE are analyzed. Bounds for the performance of the
above receivers are derived in a semi-analytical manner. These bounds will be
derived in two steps:
1. Lower bound for a QPSK modulated system in the presence of a jammer [146],
2. ICA induced gain due to the separation of the jammer.
A combination of the above two will lead to a semi-analytic bound for the plain
ICA-RAKE receiver. Additionally, by analyzing these theoretical results, a cri-
terion for switching will be derived.
4.10.1 Performance of QPSKmodulated system in the pres-
ence of a jammer
The average bit error probability for binary orthogonal signals (QPSK modula-
tion) is given by [140]
Pb = Q
(√
Eb
No
)
, (4.37)
where Eb is the energy per bit and No is the one-sided noise power spectral
density. EbNo is the SNR per bit, now represented by γb. The Q() function is
defined as [146]:
Q(x) =
1√
2pi
∫ ∞
x
e−t
2/2dt, x ≥ 0. (4.38)
The Q() function is generally defined by using the complementary error function
as:
Q(x) =
1
2
erfc
x√
2
(4.39)
where erfc(x) = 1− erf(x) is the complementary error function, and it describes
the area under the tail of the Gaussian pdf for x > µ, the mean of the pdf. The
error function is defined as erf(x) = 2√
pi
∫ x
0
e−t
2
dt.
When transmitting, the jammer increases the noise power spectral density of
the noise from No to No+NJ/ρ. The jammer transmits using the duty factor ρ,
125
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Figure 4.37: Probability of error for orthogonal binary signals (QPSK). While the
lower-bound has an exponential relation with the signal-to-noise ratio, the upper-bound
due to a worst case jammer ha s a linear relation with respect to the signal-to-jammer
ratio.
so that the average bit error probability is
Pb = (1− ρ)Q (√γb) + ρQ
(√
Eb
No +NJ/ρ
)
. (4.40)
The jammer chooses ρ to maximize Pb. A system that operates in a jamming
environment uses the maximum possible transmitter power. Hence the first term
126
4.10 Analysis of the ICA-RAKE schemes 127
−30 −20 −10 0 10 20 30 40 50
10−10
10−8
10−6
10−4
10−2
100
102
104
SJR (dB)
B
E
R
QPSK without any interference
Worst−case bit−pulsed jammer
Figure 4.38: Probability of error for orthogonal binary signals (QPSK). While the
lower-bound has an exponential relation with the signal-to-noise ratio, the upper-bound
due to a worst case jammer has a linear relation with respect to the signal-to-jammer
ratio. This figure uses the SJR range used in the other experiments.
of (4.40) vanishes [140] and it can be approximated by
Pb ∼= ρQ
(√
Ebρ
NJ
)
. (4.41)
The Q-function can be bounded by an exponential yielding [140]
Pb ≤ ρ√
4piEbρ/NJ
e−Ebρ/NJ . (4.42)
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Maximizing (4.42) over ρ leads to ρ = NJ/2Eb. Thus the worst case performance
is bound by
P b,max =
1√
2pie
1
2Eb/NJ
, (4.43)
where Eb/NJ is the signal-to-jammer (SJR) ratio, denoted now by βb. This
upper bound is valid when βb ≥ 0.5 [140]. While (4.37) represents an exponential
dependence of Pb with the SNR, this relation is now inverse-linear in the upper-
bound given in (4.43). The loss in performance is plotted in Fig. 4.37, where it
can now be observed that an optimized bit pulsed jammer causes a degradation
of approximately 10 dB at a BER level of 10−2. This loss is as high as 31.5 dB
at a BER of 10−5. Fig. 4.38 depicts this loss for a SJR range from −30 dB to 50
dB.
4.10.2 Performance gain due to ICA
ICA involves the separation of source signals from their mixtures. All other
signals in the mixture other than the signal-of-interest, are sources of interference
on that specific source. Thus, ICA can be viewed as a procedure that enhances
this signal-to-interference ratio. Hence, the improvement in SIR depends on how
well the sources are separated. If the source signals are estimated fairly accurately,
the SIR improvement is high, for other cases this improvement can be marginal.
If the model is as described in (4.1) and the estimated separation matrix is B,
then the product of the matrices AB gives a good idea of the quality of the
separation matrix. In the ideal case this is a permutation matrix P or when the
sources are ordered then the identity matrix I.
Quantitatively, the demixer’s performance can be measured by the global re-
jection index [5, 58] defined by:
I =
m∑
i=1

 m∑
j=1
|pij |
maxk|pik| − 1

+ m∑
j=1
(
m∑
i=1
|pij |
maxk |pki| − 1
)
, (4.44)
where P = {pij} = AB. This performance index I measures the difference of P
from a permutation matrix. A permutation matrix is defined so that on its each
row and column, one and only one of its elements is 1, while the rest of their
elements are zero. If the matrix P is a perfect permutation matrix, I = 0. The
farther the matrix P is from the permutation matrix, the higher is the value of
the performance index I.
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While the global rejection index provides a good measure of the separation
process, by using the notion of gain matrices [182] the gain in SIR can be defined.
Assuming a model as in (4.1), with negligible noise ν and, the pre-processed data
as defined in Section 4.1.6, the gain matrix can be defined as [182],
G =WTC−1/2AD1/2, (4.45)
where W is the orthogonal de-mixing matrix, C is the covariance matrix of the
observed mixtures, A is the mixing matrix and D is the diagonal matrix of the
variances of the sources. The sources are assumed to be centered. The normalized
sources S† are connected to the original sources by the following relation,
S† = D−1/2S, (4.46)
where the following relations hold
D = diag[σˆ1
2, . . . , σˆk
2], (4.47)
σˆ2k = sks
T
k /N. (4.48)
Thus the gain matrix effectively connects the normalized sources and the esti-
mated sources as,
Sˆ† = BXorig,
=WTVAS,
=WTVAD1/2S†,
=WTC−1/2AD1/2S†,
= GS†.
(4.49)
Note that if A = D = I, then the gain matrix and the de-mixing matrix are
one and the same.
The gain matrix quantifies the presence of the kth source signal in the esti-
mated ith source signal. This is now the (i, k)th entry of G and is denoted as
Gik. Then, the total signal-to-interference of the kth source signal is defined as
SIRk =
E{G2kk}
E{∑Kk=1,k 6=iG2ik} . (4.50)
The gain in SIR can be seen in Fig. 4.39. This gain is calculated experimentally
by mixing a source with the desired source. The other source was considered
129
130 4. ICA Assisted Interference Cancellation
“interference” and its strength varied, while keeping the desired source strength
constant. After estimating the sources with FastICA and the obtained gain in SIR
is calculated using (4.50). This is the enhancement of the SIR after processing
by FastICA. According to [182] the simulated gain is around 36 dB for a BPSK
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Figure 4.39: Signal-to-interference (SIR) improvement with FastICA [75]. This ex-
periment involves two mixed sources. The power of the desired source is kept constant
while that of the interfering source is varied. The SIR after estimating the sources with
FastICA is calculated using (4.50). When the SIR is low, FastICA separates both the
source and the interference signals, and gain in SIR is significant. The gain in SIR is
not very high when the input SIR is close to 0 dB; i.e, all the signals are approximately
of the same power. The estimates are an average of 10 independent simulations with
the FastICA algorithm.
signal. The Crame´r-Rao lower bound (derived in [182]) for these signals is ∞,
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and is a case when the gain matrix G is close to an identity matrix. In the above
figure, it can be seen that the SIR enhancement has an inverse linear relation to
the input SIR. When the SIR is very high, the interference signal is nearly absent,
in which case, the gain induced by ICA is nearly nothing. This is clearly seen
in the above figure. In this case, if ICA manages to extract the “interference”,
there is a reverse gain induced on the interfering signal.
4.10.3 Performance of the plain ICA-RAKE receiver
Starting from considerations presented in (4.40), the performance of the plain
ICA-RAKE receiver can be derived in a semi-analytical manner. This first term
of this equation can be interpreted as the performance of an unjammed system,
while the second term is the loss in performance due to the jammer. Thus the
above equation can be rewritten as
Pb = (1− ρ)Pb1 + ρPb2, (4.51)
where, Pb1 and Pb2 are Q(γb) and Q
(√
Eb
No+NJ/ρ
)
respectively. Pb2 is the term
that describes the performance loss due to the presence of the jammer. Dividing
the ratio in Eb results in,
Pb2 = ρQ
(√
1
No/Eb + (NJ/Eb)(1/ρ)
)
. (4.52)
Since Eb/No represents the signal-to-noise ratio and Eb/NJ is the signal-to-
jammer ratio, (4.52) can be written as,
Pb2 = ρQ
(√
1
SNR−1 + SJR−1/ρ
)
. (4.53)
Since the basic ICA algorithm separates the sources, the quality of separation
being assessed by the SIR given by (4.50) is the improvement in the SJR after
ICA has been performed. This ICA induced gain can be represented as ΓICA.
Hence, after ICA, the performance is given by
P b2 = ρQ
(√
1
γ−1b + Γ
−1
ICA/ρ
)
, (4.54)
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where γb is the SNR per bit and ΓICA is the ICA induced gain in SJR per bit.
Substituting (4.54) in (4.40), the performance of the plain ICA-RAKE receiver
can be derived as,
Pb = (1− ρ)Q (γb) + ρQ
(√
1
γ−1b + Γ
−1
ICA/ρ
)
. (4.55)
Fig. 4.40 shows the effect of enhanced SIR on the system performance. With
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Figure 4.40: Performance curves for different values of enhanced SIR’s. With no
enhancements in SIR, the theoretical performance is poor. With 20dB enhancement,
the influence of the jammer is nearly non-existent.
no gain, the results are quite poor. An enhancement of around 10 dB already
produces a significant improvement in performance. From Fig. 4.39, assuming a
132
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gain of 25 dB, the effect of jammer is nearly non-existent now.
4.10.4 Performance analysis of the switching process
The ICA-RAKE Pre- and Post-Switch, introduced in Sec. 4.6 and Sec. 4.7 rely
on estimating the presence of the jammer and switching between the ICA portion
and the MRC portion of the receiver. Based on the principles of hypothesis testing
[123] for a binary detection problem, the following hypothesis can be postulated,
Ho : jammer is absent (4.56)
H1 : jammer is present (4.57)
Ho is called the null hypothesis andH1 is called the alternative hypothesis. The
job of the switch is now to detect which of these hypothesis is true. For this binary
hypothesis test, the decision space consists of two points (do not switch, switch),
corresponding to accepting the hypothesis Ho and H1.
Based on the estimation of the training symbols, a decision is made on the
hypothesis to be accepted. Denoting this by P ∗b , when P
∗
b < P
†
b , the null hypoth-
esis is accepted and no switching takes place, else the alternative hypothesis is
accepted and ICA is applied before conventional detection. P †b is the threshold.
There is no obvious way to calculate this threshold P †b . P
†
b is clearly related to
the size of the training sequence, and the distributions of the signals in question.
Assuming that jamming occurs if 10% of the estimated training symbols are false,
this value can be set to P †b = 0.1. Now the hypothesis can be postulated as
7,
Ho : ifP
∗
b < 0.1 (4.58)
H1 : ifP
∗
b ≥ 0.1 (4.59)
The aim now is to find the corresponding SJR threshold beyond which it is
assumed that the jammer is present. Examining the worst-case jamming plot
7This threshold is set in a semi-analytical manner, after examining the results of several
experiments. A more concrete threshold can be set after a rigorous statistical analysis such
as the t-test or the z-test. Also, assuming that training sequences form 2 − 5% (in all the
experiments above) of the entire data, the probability of jamming is determined by examining
a very small portion of the actual block.
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(left hand plot) in Fig. 4.37, this occurs when the SJR is around 3 dB. Setting
this as the threshold the performance of the switching algorithms can be written
as,
P b =
{
Pb(MRC) SJR > 3 dB ,
Pb(ICA-RAKE) SJR ≤ 3 dB.
(4.60)
So, the ICA-RAKE algorithms switch when the SJR ≤ 3dB. For jammer less
than this threshold, the ICA-RAKE portion is bypassed there by gaining speed
and reducing complexity of the receiver chain. For stronger jammers/sources of
interference, the ICA-RAKE chain is involved in pre-processing and separating
the jammer, there by improving the estimates to the conventional detector.
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Chapter 5
DSS Based Interference
Cancellation
Blind detectors of category (C2) (Sec. 3.5) belong to a class that requires no addi-
tional assistance information. These receivers know only the spreading waveform
of the desired user. Denoising source separation (DSS) is a general framework
that combines the separation of non-Gaussian signals and signals with differing
time structures. This framework allows for the construction of source separation
algorithms around denoising (temporal filtering) functions. This principle is il-
lustrated in Fig. 5.1. The procedure involves iterative denoising and demixing
i.e., separation around a denoising function, which is either linear or non-linear.
This chapter presents a technique for separating and suppressing the interference
based on the above principles.
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5.1 A brief overview of DSS
Denoising source separation (DSS) is a novel framework for constructing source
separation algorithms with a denoising feature [166]. These denoising algorithms
vary by nature of their denoising function. DSS is introduced by illustrating linear
separation in the section below (The notations used throughout this section are
similar to the ones used in Sec. 4.1 of Chapter 4. The connections between the
variables are as laid out in Sec. 4.2 of Chapter 4).
XXorig S
W
f(S) Sˆ =WX
Emerging Source Characteristics
Sphering
Source
Estimation
Denoising
Demixing
Re-estimation
Figure 5.1: Schematic illustration of Denoising Source Separation (DSS) [166]. W is
the separating matrix, while f(S) is the denoising function around which separation is
done. Sˆ is the new estimate of the sources.
5.1.1 One-unit algorithm for source separation
The expectation-maximization (EM) algorithm [32] is a method for performing
maximum likelihood estimation when a part of the data is missing. For linear
mixing models as in (4.1), the source separation problem can be viewed as an
EM estimation with the sources missing. The job of the EM algorithm is now
to estimate the mixing matrix. The paper [14] describes an EM algorithm for
136
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source separation and in [75] a one-unit version of the same is derived.
Considering a linear mixing model as in (4.1) and assuming that the data X is
pre-whitened by the whitening transformation (refer to subsection 4.1.6), the EM
algorithm for separating the components one by one is (Sec. 2.1 of [166] contains
a detailed review of this algorithm):
s = wTX, (5.1)
s+ = f(s), (5.2)
w+ = Xs+T , (5.3)
wnew = orth(w
+). (5.4)
In this algorithm, the first step (5.1), calculates a noisy estimate of one source.
w is the separating vector as before. The second step (5.2) can be considered as
denoising based on the model of the sources. Here, f(s) is a row-vector-valued
function of a row-vector argument. The re-estimation step in (5.3) calculates a
new estimate of the separating vector. This maximum likelihood estimate cor-
responds to the maximization stage in the classical EM algorithm. Step (5.4)
is the normalization step, that prevents the norm of the separating vector from
diverging. Although this algorithm separates only one component, it has been
shown that the original sources correspond to stable fixed points of the algorithm
under quite general conditions (see Theorem 8.1 of [75]), provided that the in-
dependent source model holds. For extracting multiple sources, this step is an
orthonormalization step.
The paper [166] interprets step (5.2) as a denoising step. This interpretation
allows for the development of new algorithms that are not derived starting from
generative models. The steps (5.1) — (5.4) form the core of a denoising source
separation (DSS) algorithm.
5.1.2 Linear denoising
Considering sources with Gaussian distributions, a denoising procedure is now
derived using the Bayes principle [136]. A linear denoising function can be derived
by examining the posterior distribution of the sources. This distribution is derived
by multiplying the likelihood of the mixture with the Gaussian prior.
Consider a Gaussian source with a autocovariance matrix ofΣss, its probability
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density function is given by
p(s) =
1√
(2pi)K |Σss|
exp
(
−1
2
sΣ−1ss s
T
)
, (5.5)
where |Σss| denotes the determinant. Furthermore, the likelihood of the unnor-
malized Gaussian with a diagonal cross-correlation Σs,x is [166]
L(s) = exp
(
−1
2
(s−wTX)Σ−1s,x(s−wTX)T
)
. (5.6)
The posterior can then be written as:
q(s) =
1√
(2pi)K |Σ| exp
(
−1
2
(s− µ)Σ−1(s− µ)T
)
, (5.7)
with the mean µ = wTX(I + σ2xΣ
−1
ss )
−1, and the covariance matrix Σ−1 =
1
σ2x
+Σ−1ss . Hence, the denoising step in (5.2) becomes,
s+ = f(s) = s(I+ σ2xΣ
−1
ss )
−1 = sD, (5.8)
which corresponds to linear denoising. The denoising step in the DSS algorithm
s+ = f(s) is thus equivalent to multiplying the current source estimate s with a
constant matrix D.
To analyze the denoising matrix D further by considering its eigenvalue de-
composition, it is seen that D and Σss have the same eigenvectors and eigenvalue
decompositions [166],
Σss = VΛΣV
T (5.9)
D = VΛDV
T , (5.10)
where, V is an orthonormal matrix with eigenvectors as the columns and ΛD is
a diagonal matrix with the following eigenvalues on the diagonal,
λD,i =
1
1 + σ2x/λΣ,i
, (5.11)
with λΣ,i is the i-th largest eigenvalue of ΛΣ.
Note that λD,i is a monotonically increasing function of λΣ,i. Directions of s
that have the smallest variances according to the prior model of s are suppressed
the most.
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Packing the different phases: (5.1), (5.8) and (5.3) together, yields
w+ = Xs+T = XDsT = XDXTw. (5.12)
Here the transpose is dropped from the above equation as D is symmetric. By
writing ΛD = Λ
1/2
D
(
Λ
1/2
D
)T
= Λ∗Λ∗T and noting that VTV = I, the denoising
matrix can be split as:
D = D∗D∗T , (5.13)
where D∗ = VΛ∗VT . Further, denoting Z = XD∗, the DSS algorithm for
estimating one separating vector is of the form:
w+ = ZZTw. (5.14)
This is the classical power method [204] implementation for principal component
analysis (PCA). Note that in (5.14), ZZT is the unnormalized covariance matrix.
This algorithm converges to the fixed point w∗ satisfying,
λw∗ =
(
ZZT /T
)
w∗, (5.15)
where λ corresponds to the principal eigenvalue of the covariance matrix ZZT /T
and w∗ is the principal direction. The asterisk — ∗ — is used to emphasize that
the estimate is at the fixed point.
Fig. 5.2 shows the effect of the linear DSS algorithm on a set of mixed sources.
Figure 5.2a shows the scatter plot of two mixed signals. The directions of
the columns of the mixing matrix are plotted by the dashed lines. The curve
shows the standard deviation of the data projected onto different directions.
The principal eigenvector, depicted by the solid line does not separate any of the
sources. For separation, two things are required: (a) the mixing vectors should be
made orthogonal and (b) the eigenvalues should differ. After sphering in Fig. 5.2b,
the basis and the sphered mixing vectors are roughly orthogonal. However, any
unit-length projection yields unit variance, and PCA cannot separate the sources.
Fig. 5.2c shows the effect of low-pass filtering. Now the principal component
gives the approximate direction of the original source signal. The sources are
now recovered by s = wTX. Fig. 5.2d shows one of the original sources, a noisy
mixed signal and the denoised estimate corresponding to the source.
5.1.3 Denoising functions in practice
DSS is a general framework for designing source separation algorithms. The idea
is that the denoising function f(s) differentiate the algorithms, while the core
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remains the same. Denoising is practical and useful in real world applications. It
has been adequately addressed in [6]. Usually, some prior knowledge about the
signals and the applications is all that is required to perform denoising. Even
in the case of signals estimated via a blind algorithm, e.g., ICA, the estimates
require significant denoising [196]. In DSS, these denoising methods constructed
with some prior knowledge can be directly applied to source separation. This
invariably leads to better results than pure BSS [166]. The denoising functions
in practice can range from simple but powerful linear ones to sophisticated non-
linear ones. These functions can be used in both cases: when some knowledge
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Figure 5.2: Effect of a denoising procedure from [166]. (a) Scatter plot of two mixed
signals with the solid lines denoting the principal component and dotted lines denoting
mixing coefficients of the original signals. The circular boundaries represent the standard
deviation of the projection of the data in different directions. (b) Data after sphering.
(c) Data after low-pass filtering. Now, the principal component gives the approximate
direction of the original source signal. (d) The original source, the mixture, and the
estimated source after low-pass filtering.
140
5.1 A brief overview of DSS 141
about the signals are known or when the separation is absolutely blind.
It should be noted, though, that DSS is not very useful if the main objective
of the algorithm is to remove noise precisely rather than to separate the sources
[166]. Fortunately, this is usually not the case, and it is enough for the denoising
function f(s) to remove a significant portion of the noise (ie., remove more noise
than the signal) [75], assuming that the independence of the sources holds. This
is because the estimation steps in (5.3) and (5.4) constrain the source s to the
subspace spanned by the data. Even if the denoising discards parts of the signal
or creates nonexistent signals, then subsequent re-estimation steps restore them
[166].
If no detailed information about the characteristics of the signal is available, it
is possible to start from a relatively general function and then tune this function
by analyzing the structure of the noisy signals extracted in the first phase. This
is called bootstrapping. In fact, some of the non-linear DSS algorithms can be
interpreted as linear DSS algorithms where a linear denoising function is adapted
to the sources, leading to non-linear denoising.
Linear denoising functions
This section considers several simple but powerful linear denoising schemes. Ex-
amining the EVD of the denoising matrixD in (5.10) shows that any denoising in
linear DSS can be implemented as an orthonormal rotation in the T−dimensional
space of signals, followed by point-wise scaling of the sample and rotation back to
the original space. Thus EVD also offers good intuitive insight into the denoising
function as well as practical means for its implementation.
On-Off Denoising. On-Off denoising refers to signals that have periods of
activity and periods of non-activity e.g., in the fields of psychophysics or bio-
medicine. Then denoising can be simply implemented by
D = diag(m1, . . . ,mT ), (5.16)
where D refers to the linear denoising matrix and,
mi =
{
1, for the active times i,
0, for the inactive times i.
(5.17)
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This amounts to multiplying the source estimate by a binary mask, where ones
represent active parts and zeros non-active parts1. Masking usually satisfies the
relation D = D∗D∗T . This means that DSS is equivalent to the PCA applied to
the denoised Z = XD even with exactly the same filtering. In practice, this can
be implemented by PCA applied to the active parts of the data with the sphering
stage involving the whole data.
Denoising based on frequency content. If, on the other hand, the signals
are characterized by having certain frequency components, the signals can be
transformed to the frequency space, then the spectrum can be masked, e.g., with
a binary mask, and transformed back to the original space to denoise the signal,
D = VΛDV
T , (5.18)
where V is the transform, ΛD is the mask on its diagonal and V
T is the inverse
transform. In practice, V can be implemented by Fourier transform or discrete
cosine transform (DCT)2. After the transform, the signal can be filtered using the
diagonal matrix ΛD, i.e., by point-wise scaling of the frequency bins. Finally,
the signal can be inverse transformed using VT . In the case of linear time-
invariant (LTI) filtering, the filtering matrix has a Toeplitz structure and the
denoising characteristics are manifested only in the diagonal matrix ΛD, while
the transforming matrix V represents rotation. Under such cases, the algorithm
can be further simplified by imposing the transformation on the sphered data X.
Then the iteration can be performed on the transformed basis.
Other functions. Other functions can be constructed by looking at the time-
frequency plot of the signals. This is called spectrogram denoising. When the
signal s has a repetitive structure, and the average repetition rate is known,
denoising can be based on the quasi-periodicity of the signal. The paper [166]
considers these cases in a detailed manner.
1This is a point-wise multiplication of a signal or transformation of a signal.
2Fourier transform as opposed to EVD is a complex transformation. Real Fourier transform
can be considered where the sine and cosine terms have been separated in different elements.
This makes it simple.
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Denoising based on estimating signal value
In the linear denoising schemes the data was assumed to be unknown. It is also
possible to estimate the denoising specifications from the data itself. This makes
the denoising non-linear or adaptive.
Thresholding denoising. A form closely related to the on-off denoising is
the thresholding operation. This implies that signal values below a constant are
damped while signals above the constant are retained. This can be implemented
via (5.16) and using,
mi =
{
1, if s(i) ≥ α,
0, if s(i) < α,
(5.19)
where α is the thresholding constant. If the signal is known to have binary values
and have equiprobable (0, 1) states3 then, α = 0.5 is a natural choice for α . This
is also the case when the signals are known to have a super-Gaussian distribution
(relatively small values but many zeros). Thresholding is closely related to the
so-called “shrinkage denoising” principle [74] 4.
Denoising based on estimating signal variance
The variance of the signal σ2s offers a na¨ıve estimate for the signal power. For zero
mean signals, this estimate is approximate. Estimating the signal variance and
the noise variance leads to better separation of the signal and the noise. Several
denoising functions can be constructed using variance estimation and refinement
as an objective. Some of them are examined below.
Kurtosis-based DSS. Signal separation (Sec. 4.1) can be achieved by opti-
mization of the estimated kurtosis of the sources. There the objective function
3BPSK signals tend to have a bi-modal distribution, hence values 0.5± δ are mostly due to
noise.
4Shrinkage denoising is seemingly similar to null-zone decision function for interference can-
cellation. Though it might appear that they both are same, shrinkage denoising is a Bayesian
techniques and is not necessarily restricted to the region around the null zone.
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is
g(s) =
T∑
t=1
s4(t)/T − 3(
T∑
t=1
s2(t)/T )2. (5.20)
Since the source variance is normalized to unity, this can be simplified as g(s) =∑T
t=1 s
4(t)/T , and the denoising function can be derived by gradient ascent. This
yields ∆sg(s) = (4/T )s
3, where s3 = [s3(1) s3(2) . . . ]. Hence, the denoising
function can be approximated as
f(s) = s3. (5.21)
This is the ICA algorithm with non-linear denoising. On examining (5.21), s3
can be interpreted as being s masked by s2, the later being a somewhat na¨ıve
estimate for the signal power.
Refining variance estimates. Kurtosis can be regarded as a na¨ıve or approx-
imate estimate for the square of the variance of the signal. Assuming that s is
composed of Gaussian noise with a constant variance σ2n, and of a Gaussian signal
with non-stationary variance σ2s(t), the denoising step can be formulated as,
s+(t) = s(t)
σ2s(t)
σ2tot(t)
, (5.22)
where σ2tot(t) = σ
2
s(t) + σ
2
n is the total variance of the observation. This is also
the maximum-a-posteriori (MAP) estimate [166].
The kurtosis-based DSS in (5.21) can be obtained from this MAP estimate if
the signal variance is assumed to be far smaller than the total variance. In that
case it is reasonable to assume σ2tot to be constant and the signal variance σ
2
s(t)
can be estimated by s2(t) − σ2n. Several methods for refining the estimate are
shown in [166] and [187].
Tanh non-linearity based estimates. A popular replacement of the kurtosis-
based non-linearity (5.21) is the hyperbolic tangent tanh(s), operating point-wise
on the sources. This non-linearity is generally considered to be robust to outliers.
The denoising function can be written as
ft(s) = s(t)− tanh[s(t)] = s(t)(1− tanh[s(t)]
s(t)
). (5.23)
Now the term 1− tanh[s(t)]s(t) can be viewed as a mask that is related to the SNR.
Unlike the na¨ıve s2(t) mask from kurtosis, this mask saturates more slowly.
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Other denoising functions. There are usually cases where the system itself
suggests some denoising schemes. One such example is the case of CDMA sig-
nals to be considered in Sec. 5.2. Another example is source separation with a
microphone array combined with speech recognition.
On-line i.e., real-time source separation is often required. On-line sphering
algorithms [38, 129] aid in the development of real-time DSS. One simple case of
on-line denoising is presented by moving-average filters. However, these on-line
filters are typically non-symmetric and thus have no definite objective functions
[6], resulting in potentially unstable DSS. The eigenvalues of the denoising matrix
D may be complex numbers. The resulting DSS algorithm converges in the 2-D
space corresponding to the eigenvalues with the largest absolute magnitude, but
fails to converge within the subspace.
It is also possible to combine various denoising functions when the sources
are characterized by more than one type of structure. The combination order
might be crucial, due to the fact that, in general fi(fj(s)) 6= fj(fi(s)), where
fi, fj represents two different denoising functions, either linear or non-linear. For
example, the combination of the on-off mask (5.16) and (5.17) and the non-linear
variance-based mask (5.22), is helpful only when the on-off masking is performed
after the non-linear denoising.
5.1.4 Convergence of DSS algorithm
Given that DSS is a framework for source separation algorithms, the convergence
of these algorithms has to be analyzed. The linear DSS algorithm is derived from
the power method and hence the convergence properties of the power method
[204] apply here. This analysis can be extended to the non-linear case, assuming
that the mixing model holds and there are infinite data.
In the linear case, DSS is equivalent to the power method. The convergence is
governed by the eigenvalues λi corresponding to the fixed points w
∗
i . If some of
the eigenvalues are equal (λi = λj , i 6= j), the fixed points degenerate and there
are subspaces of fixed points. In any case, it is possible to choose an orthonormal
basis spanned by w∗i . This implies that any w can be expressed as
w =
∑
i
ciw
∗
i , (5.24)
where ci = w
Tw∗i . With the linear denoising function flin, the unnormalized
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estimate of w+ is
w+ = Xs+T ,
= XfTlin(w
TX),
= XfTlin(
∑
i
ciw
∗T
i X),
= X
∑
i
cif
T
lin(w
∗T
i X),
= X
∑
i
cif
T
lin(s
∗
i ),
=
∑
i
ciXf
T
lin(s
∗
i ),
=
∑
i
ciλiw
∗
i ,
(5.25)
where λi is the ith eigenvalue corresponding to w
∗
i and s
∗
i = w
∗T
i X. The nor-
malization step in (5.4) changes the contribution to the fixed points by equal
fractions. After n iterations, the relative contributions of the fixed points thus
change from cicj to
ciλ
n
i
cjλnj
[166].
Linear DSS cannot separate sources if fixed points have equal eigenvalues i.e.,
w∗i and w
∗
j have identical eigenvalues λi = λj . Hence, Gaussian sources having
identical autocovariance matrices Σsisi = Σsjsj cannot be separated. In other
words, the sources should have distinct time structures. As long as ci 6= 0, DSS
should converge globally to the source having the largest eigenvalue.
The speed of the convergence in the linear case depends linearly on the log-ratio
of the largest (absolute) eigenvalues log(|λ1|/|λ2|) where |λ1| ≥ |λ2| ≥ |λi|, i =
3, . . . N . The absolute values have been used since negative eigenvalues may exist
e.g., in complex sources.
The above analysis for linear denoising makes no assumptions about the data
generating process. As such it does not extend to the non-linear case. Here, the
number of fixed points can be larger or smaller than the dimensionality of the
data, and these fixed points w∗i need not be orthogonal, in general. Hence, it is
assumed that the data are generated by sources that are independent, and that
the mixing vectors are orthogonal after whitening. With these assumptions, the
orthonormal basis spanned by the mixing vectors corresponds to the fixed points.
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This is because the following condition holds for independent sources si [166]:
lim
T→∞
1
T
T∑
t=1
sj(t)fj(si(t)) = 0, when i 6= j. (5.26)
In the linear power method, eigenvalues λi govern the rate of relative changes of
the contributions of individual basis vectors in the estimate. Here, local eigen-
values λi(s) [166] govern the rate of convergence. These local eigenvalues play
a similar role as their linear counterparts, but unlike them the value of the lo-
cal eigenvalues depends on the current source estimate. Formally, they can be
defined as follows: Assume that the current weight vector and the subsequent
unnormalized new weight vector are as follows:
w =
∑
i ci(s)w
∗
i , (5.27)
w+ =
∑
i γi(s)w
∗
i . (5.28)
The local eigenvalue can be defined to be the relative change in the contribution,
γi(s) = Tci(s)λi(s)⇔ λi(s) = γi(s)
Tci(s)
. (5.29)
The idea of the DSS framework is that the user can tailor the denoising function
to the task at hand. The purpose of defining local eigenvalues is then to draw
attention to the factors influencing separation quality and convergence speed.
Practically, the important issue to consider is whether the algorithm converges
at all. Non-linear denoising can be considered as constantly adapting linear de-
noising. This implies that different sources can have locally the largest eigenvalue.
If the adaptation is consistent, i.e., λi(s) grows monotonically with ci, all stable
fixed points correspond to the original sources. In general, the best separation
quality and the fastest convergence is achieved when λi(s) is very large compared
to λj(s) with j 6= i in the vicinity of s∗i [166].
Sometimes it may be sufficient to separate a signal subspace. Then it is enough
for the denoising function to make the eigenvalues corresponding to this subspace
large compared to the rest but the eigenvalues do not need to differ within the
subspace.
If the linear mixing model as in (4.1) holds and there is an infinite amount of
data, the sources can usually be separated even in the linear case, because small
differences in the eigenvalues of the sources are sufficient for separation. In prac-
tice though, data is often insufficient and the model assumptions do not strictly
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hold. Conceptually, it can be thought that finite sample size introduces noise
to the eigenvalues and leakage between mixing vectors [166]. Hence separation
quality in practice is better if the local eigenvalues differ significantly around the
fixed points and this is often easiest to achieve with non-linear denoising which
utilizes a lot of prior information.
5.2 DSS based interference cancellation
Based on the principles of denoising source separation described in the previous
section, the IC-DSS receiver - Interference Canceling DSS receiver is now intro-
duced. The relation between the linear mixing model in (4.1) and the interference
models in (2.21), (2.34), (2.38), described in Sec. 4.2 holds.
The IC-DSS algorithm belongs to the category (C2). The knowledge the algo-
rithm has is the spreading code of the desired user k, and the modulation scheme.
Based on the information regarding the code and the modulation scheme, the al-
gorithm estimates the user’s symbols and the mixing matrix, which can either
hold the estimate of the channel or the estimate of the array steering vector θ,
depending on the interference model (It is assumed that the signal is whitened
and the matrix Y contains the signals for all the elements of the antenna array,
ie., there are Na rows in Y.). Each iteration of the DSS receiver on the received
signal y consists of the following steps
(1) Initialize a random separating vector : wk,
(2) Separate the sources : xk = w
T
kY,
(3) Denoising phase : bˆk = f(xk),
(4) Reconstruction : xˆk = skbˆk,
(5) Update phase : w+k = Yxˆk,
wk =
w
+
k
‖w+
k
‖ .
Step 3 is the denoising phase. This is a two step process here: linear denois-
ing consists of spreading the signal, and non-linear denoising is performed by
thresholding the values using the sign function. This non-linearity is based on
the modulation scheme, and restricts the possible set of values the symbols can
148
5.2 DSS based interference cancellation 149
have. This step can be described as
f(xk) = sign(s
T
k xk). (5.30)
The schematic diagram is shown in Fig. 5.3. The present structure assumes an
xk = w
T
k
Y
Y
bˆk = f(xk)
bˆk
bˆk
xˆk = skbˆk
w
+
k
= YxˆT
k
wk =
w
+
k
‖w
+
k
‖
w
T
k
x
Figure 5.3: Basic DSS scheme. Denoising is performed by f(xk) which involves de-
spreading and thresholding. Estimating the mixing structure from w is equivalent to
estimating the channel for user k.
antenna array and the model in (2.34) or (2.38). IC-DSS can also be applied to a
data model that does not consider antenna arrays. In this case, IC-DSS estimates
with minimal changes in addition to the user k the corresponding channel for the
user. The channel estimation is blind and is embedded into the process.
The pseudo code for implementing the IC-DSS algorithm for complex signals
is provided in Algorithm 4.
The algorithm is implemented as a two phase procedure. The initial phase -
called pre-conditioning or burn-in - occurs when the error ∆ is high. During this
phase, a noisy estimate for bˆk is obtained. Here, the normalization step can be
replaced by another non-linearity e.g., tanh(bˆk), if some additional information
about the source distribution is known. This non-linearity is more robust to spiky
noise. Replacing the non-linearity by bˆ3k results in the independent component
analysis (ICA) algorithm based on kurtosis. The for, end for portion is the
burn-in phase in the algorithm.
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Algorithm 4 IC-DSS Receiver
wk ⇐ rand(Na, 1)
wˆkold ⇐ rand(Na, 1)
bˆk ⇐ rand(1,Mc)
Niters ⇐ 10
for i = 1 to Niters do
xˆk ⇐ sk ∗ bˆk {# — Burn-in phase — #}
w+k ⇐ xˆk ∗ yT
xk ⇐ wk ∗ y
bˆk ⇐ sTk ∗ xk/C
bˆk ⇐ bˆk/norm(bˆk) ∗
√
T + j ∗ sign(bˆk)
bˆk ⇐ sign(bˆk)
end for
⇐ 10−6
∆ = norm(wk − wkold) + 
while ∆ ≥  do
wkold ⇐ wk {# — DSS phase — #}
xˆk ⇐ sk ∗ bˆk
w+k ⇐ y ∗ xˆTk
wk = w
+
k /norm(w
+
k )
xk ⇐ wTk ∗ y
bˆk ⇐ sTk ∗ xk/C
bˆk ⇐ ∆ ∗ bˆk/norm(bˆk) + (1−∆) ∗ sign(bˆk))
∆ = norm(wk − wkold)
end while
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The second phase is the non-linear DSS phase. Now, the error ∆ is low,
and effect of the normalization is minimal. In this phase, the noisy estimate is
refined. It is possible to perform IC-DSS without the pre-conditioning, however,
then convergence is longer.
5.3 Examples of interference cancellation
Examples of interference cancellation with the IC-DSS receiver are based on
Scenario 9. The interference structure is a bit-pulsed jammer with a frequency
offset. The block size is assumed to be M = 5000 symbols.
In Fig. 5.4, the effect of interference cancellation is seen. The IC-DSS method
is better than MRC up to about 5 dB SJR. Another benefit of IC-DSS is its ability
to suppress multipath interference. While MRC receivers perform poorly in this
respect, IC-DSS is relatively unaffected. Fig. 5.5 compares IC-DSS with the
Post-Switch described in Chapter 4. The Post-Switch detector is better than IC-
DSS detector. This is because Post-Switch receivers obtain channel information
using training symbols. IC-DSS on the other hand, does not rely on any training
sequence, the only information is the spreading code. As the number of paths
increases, Post-Switch’s performance deteriorates while IC-DSS copes well.
The distributions in Fig. 5.6 provide another view of the above results. For
a single path channel, IC-DSS is slightly inferior to Post-Switch, because there
are blocks to the left of the peak. Such blocks are not present in the Post-Switch
ICA-RAKE case. As the number of paths increase, the drop in performance is
not drastic. Even with L = 3 paths, the distribution is skewed to the right.
While Post-Switch has similar characteristics, the variance is far higher in this
case. MRC on the other hand has significant degradation as the number of paths
increase. As in the case of Post-Switch, the block size affects the performance of
the IC-DSS receiver.
Both these methods are subspace based and are dependent on the quality of
the covariance matrix. This effect is seen in Fig. 5.7. The BLER as a function
of block size can be observed here. From the figures, a block size of M = 1000
seems appropriate for the scenario concerned.
Fig. 5.8 shows the processing time as a measure of computational complexity.
MRC does not depend on the block size, which is evident from the figures. IC-
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Figure 5.4: The effect of interference cancellation with IC-DSS detection. The inter-
ference is a bit-pulsed jammer as in Scenario 9. Multiple paths seem to affect IC-DSS
the least.
DSS seems to have a linear complexity. The complexity of Post-Switch increases
roughly linearly, too, but at a much smaller rate than that of IC-DSS5. With a
block size of M ≈ 1500, the complexities of both the methods are comparable.
For lower block sizes (< 1000), IC-DSS is less complex than Post-Switch, with
the cut-off around a block size of M = 1000.
5The convergence requirements for the DSS algorithm were stricter than the Post-Switch
ICA-RAKE algorithm. DSS algorithm stopped when the change in weight wk, was less than
 = 10−6, while the Post-Switch did not enforce such conditions, and stopped after a fixed
number of iterations
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Figure 5.5: The effect of interference cancellation with IC-DSS detection. The inter-
ference is a bit-pulsed jammer as in Scenario 9. Multiple paths seem to affect IC-DSS
the least.
5.4 Computational considerations
The computational complexity of the IC-DSS algorithm is now expressed as a
function of the number of multiply and add operations. As in Section 4.9, the
number of users is K, and the length of the data vector before despreading is
CM = C ×M (C being the code length and M the block size), and L is the
number of correlated paths of the channel. DSS requires that the data is whitened
before the filtering stage, and hence the complexity of whitening by EVD or SVD
of the data correlation matrix is usually O(CM3) [52]. Efficient algorithms [206]
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Figure 5.6: Distribution of correct bits. As the number of paths increases, the distribu-
tions tend to move towards the left. The variance of IC-DSS though is far less than for
the other detectors as the number of paths increases.
can reduce this complexity to O(CMK), if only K principal eigenvectors are
computed, at the expense of lower accuracy of the estimates.
The core of the IC-DSS algorithm consists of the following steps:
1. xk = w
T
kY: The separation of the sources is performed by estimating the
separating matrixW of dimensions K×L. This requires O(K) additions and
O(LCM) multiplications. Since K < LCM , this order is O(LCM).
2. bˆk = sign(s
T
k xk): This step denoises the sources. The single user IC-DSS
algorithm denoises only the user of interest K. With a block size of M , this
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Figure 5.7: Block size sensitivity of the algorithms. MRC is not dependent on the block
size, while IC-DSS and Post-Switch’s performance are directly dependent.
complexity is O(CM).
3. xˆk = skbˆk: Reconstruction of the sources involves respreading the sources.
The complexity of this step is O(CM).
4. w+k = Yxˆk: Updating the separating matrix. The complexity of this matrix
multiplication is of the order O(LCM).
Adding the separate complexity terms together, the final computational com-
plexity of the IC-DSS algorithm can be summarized in Table 5.1.
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Figure 5.8: Detection time as a function of block size. From Fig. 5.7, the block size
can be estimated to be around M = 1000. For this size, the complexities of both the
Post-Switch and IC-DSS algorithms are nearly equal.
Step Complexity
Whitening O(CMK)
Separation O(LCM)
Denoising O(CM)
Reconstruction O(CM)
Updating W O(LCM)
Overall ≈ O(CMK + CM + LCM)
Table 5.1: Computational complexity of IC-DSS method. The constants have
been omitted. Here, C denotes the code length, K is the number of users, M is
the block size, and L is the number of correlated paths.
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Chapter 6
Discussion
Semi-blind and blind interference cancellation techniques, introduced in Chapters
4 and 5, offer promising alternatives to conventional techniques. They make
optimal use of the available information while at the same time refrain from
actively seeking more information. It is generally desirable to utilize all the
“prior” knowledge effectively. This can help in improving the computational
speed of the algorithms and in addition decrease the error rate. Adding this
information adds a flavor of semi-blindness to blind algorithms, and hence notions
of blindness have to be clearly defined. Additionally, equivalent algorithms exist
in different fields. ICA has often been compared to beamforming [22], while
conceptually, the IC-DSS technique is closely related to the despread-respread
technique [162]. This chapter tries to place the methods and algorithms in a
wider context.
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6.1 Notions of blind signal processing
Blindness is an often sought feature in algorithms ever since computational capa-
bilities have grown. This popularity has grown to the extent that many traditional
algorithms are cast within a blind framework. This leads to misrepresentations
of these algorithms as several “convenient” definitions of blind are used within
different scientific communities. The Oxford American dictionary defines blind
as1,
blind: without having all the relevant information
With this definition, the algorithm to solve the model
x(t) = As(t) + ν(t), (6.1)
is blind, as long as it has very little knowledge on the mixing structure A or the
source signals s(t). Independent component analysis, a technique to solve this
problem, is blind in spite of the strong assumption of independence made on the
nature of the sources. This is the view taken by the signal processing community,
and fits with the definition above.
By contrast, a communication system has much prior information embedded in
the system. Typical prior information includes the knowledge of the modulation
scheme, the codes used, the spreading code of the user2, etc. This information
can be considered basic. Conventional methods utilize this information to decode
the transmitted message. Additionally, several methods seek other essential in-
formation e.g., channel characteristics to improve the estimation. This is relevant
to the method in question. Most conventional algorithms utilize both the basic
part (modulation scheme, the codes, spreading code etc.), and this additional
information to effectively demodulate and decode the transmitted message. Any
algorithm that utilizes all the basic information, without additionally seeking the
other relevant part, effectively is blind. In short, the algorithm does not have all
the relevant information required traditionally. With this view, the definition of
blind systems can be rephrased as,
1The first definition found in the dictionary for blind is usually unable to see. Since this
thesis talks about blind as in separation, the word is used as an adverb, and hence this definition.
“Unable to see” is the definition of blind when used as an adjective.
2There is some research in the area of modulation unaware systems, known as automatic
modulation recognition systems.
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blind: without actively seeking all the relevant information
This classification means that most schemes that do not require channel state
characteristics fall in the category of blind systems. With this justification, sys-
tems in Category (C2) and (C3) (See Sec. 3.5) are blind. Systems in category
(C1) additionally assume something about the timing — though their require-
ment of this is less than that of conventional methods — and hence they can be
termed as semi-blind.
The plain ICA-RAKE receiver, Pre-Switch and Post-Switch separate the users
in a blind manner. Due to inherent ambiguities in the separation algorithm, these
algorithms require some amount of prior knowledge for identifying the separated
sources. This is done by the use of very short portions of training data (typically
2% of the block length). By combining blind separation and training based
identification, these methods fall into category (C1).
The IC-DSS receiver utilizes the spreading code of the desired user, along
with all other basic prior information. The algorithm does not actively seek any
further information and belongs to the category (C2), and is hence blind.
Even though the popularity of blind methods is increasing, their widespread
application to many practical problems is limited due to increased complexity
and computational costs. Semi-blind methods offer the way forward. They tend
to use all the relevant information efficiently at reasonable computational cost
and are more flexible with respect to on-line implementations.
6.2 ICA-RAKE Pre- and Post-Switch
ICA-RAKE Pre- and Post-Switch methods have been described in Sections 4.6
and 4.7 respectively, in Chapter 4.
ICA-RAKE Pre-Switch is a first-order structure that processes the received
signal before interference cancellation. The estimated training sequence can be
corrupted by the interfering jammer, or the multiple access interference, or both.
Thus the effectiveness of the estimated training sequence can affect significantly
the quality of the estimated source. The switching threshold δsw is set as a
fraction of the length Nt of the training sequence. Moreover, this threshold is ad
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hoc, and a rigorous statistical test can be applied to determine it.
ICA-RAKE Post-Switch is a correlation based detection structure. The re-
ceived signal is processed independently by ICA and RAKE, and by MRC simul-
taneously. The estimated training sequence is now free of all interference, and
is hence more accurate. The correlation between the true training sequence and
the estimated training sequence leads to a better choice, and hence improved
performance.
6.3 Role of ICA in communications
Blind source separation (BSS) is a general concept of solving the problem in (6.1),
where the matrix A is assumed to mix the source signals s(t). This model can
also be viewed as a blind identification problem in the context of narrow-band
array processing, where Na sensors receive waves emitted by K narrow-band
sources. Each vector in the array ai can be interpreted as the directional vector
associated with the ith source since it depends on the location specific direction
of the incoming source.
Beamformers [191] are essentially spatial filters designed to form pencil beams,
in order to receive a signal radiated from a specific location and attenuate signals
from all other locations. The beamformer should also account for the other signals
and the noise, in order to be optimal filters. By assuming that the signal si(t)
is independent of the other contributions, the highest SNR at the filter output is
obtained by choosing a filter wi as
wi = R
−1
x ai with Rx = E{x(t)xT (t)}. (6.2)
This filter is the minimum variance distortionless response (MVDR) filter [191].
If it is assumed that the direction vectors of the other coherent sources are
known, the spatial filter can be constrained to cancel these interfering sources.
This leads to a linear constrained minimum variance (LCMV) filter [191]. For
mutually independent sources, and spatially white noise, the filter wi is of the
form,
wi = R
#ai, (6.3)
where R denotes a generic matrix that computes the filter co-efficient, when
R = R−1x , this leads to the MVDR filter, and # denotes the pseudoinverse.
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Both these approaches assume that the direction vector associated with the
desired signal is known, and they are sensitive to errors in these vectors. These
errors can either be deformation of the array, drift in the hardware (calibration
errors) or multiple paths and/or reflections in the vicinity of the array (modeling
errors). These approaches are also limited by the sample statistics used to esti-
mate the matrix Rx, which might not be the true estimate due to finite sample
size.
If the direction vectors are unknown, the problem is blind, in which case the
direction vectors have to be estimated. Independent component analysis, a pop-
ular technique to solve the BSS problem, can be viewed as blind identification
technique that estimates these direction vectors without knowing the array man-
ifold i.e., without physical modeling of the propagation or array calibration. The
benefit now is that the technique is insensitive to errors in the model.
In the presence of several coherent sources – which is usually the case – the
“blind” approach typically yields the direction vectors associated with all the
sources. When only some sources are of interest, then it is necessary to process the
estimated directional vectors and to select the ones associated with the sources
of interest. This identification can be performed by using other non-spatial infor-
mation like spectral content, modulation, etc. Other approaches include choosing
the estimated vector that is as close as possible to the modeled one.
ICA assumes that the sources are mutually independent at a given time. Al-
though this is a very strong assumption, it is often plausible and is quite useful
and is met in practice when the emitters are physically separated. In a multipath
channel, the single transmitter contributes several correlated signals. When these
paths have similar delays the sources are coherent i.e., s1(t) = βs2(t), where β
is a complex number. The combination of these signals at the array output is
s1(t)a1+ s2(t)a2 = s1(t)(a1+βa2). This can be viewed as a single source with a
composite “direction” vector (a1+βa2). Such composite direction vectors would
be a problem in parametric array processing, which associate each independent
component with one specific direction. Blind approaches do not make this as-
sumption as they do not deal with directions-of-arrival (DOA). Hence, the blind
array sees only one source with a unique composite direction vector.
Thus, ICA can be viewed as a blind beamforming technique that estimates
these “composite direction vectors”. Since the term “direction vector” is mis-
leading in the blind context, it is not used. These vectors are instead called
“mixing vectors” in order to emphasize the generic nature of the method.
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6.4 Is IC-DSS a despread-respread concept?
The concept of the despread-respread (DR) algorithm is to generate a reference
signal by despreading the received signal. The received signal is usually the
output of the array. A bit decision on the possible transmitted sequence is formed
with this generated reference signal. The bit estimate is then respread and used
as the reference signal. The DR algorithm requires PN code synchronization,
and hence its performance depends on the performance of the synchronization
circuits. A example of a DR algorithm used in a multi-target constant modulus
array is presented in [162].
The least-squares despread-respread multi-target constant modulus array (LS-
DRMTCMA) shown in Fig. 6.1, is an adaptive algorithm that combines constant
modulus adaptation and the despread-respread adaptation. During each itera-
tion, the output from the beamformer yk is despread to form the bit decision,
which is subsequently respread with the kth user code. Adaptation of the beam-
former is performed by comparing the respread signal with constant modulus
constrained array output signal.
The interfering canceling-denoising source separation algorithm (IC-DSS) is
similar to the above algorithm. The output from the array yk is despread-adapt-
respread. During the adaptation phase, the bit decision is modified based on the
changes in the kth user’s unmixing vector wk. Gradually, the IC-DSS algorithm
mimics the mixing structure — the channel or the array — as the “fitness” of
the bit decision increases.
The major difference between the above algorithms is that IC-DSS adapts
the bit-decision based on the change in weights w, while the LS-DRMTCMA
algorithm adapts the weights based on the error between the respread and the
output of the beamformer. The adaptation process of the IC-DSS algorithm
lends itself to various improvements like compensation for Doppler effects and
adaptation to fading channels etc.
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Figure 6.1: Schematic illustration of the Least-Squares Despread-Respread (LS-DR) al-
gorithm (Adapted from [162]) and the IC-DSS algorithm [152]. Both algorithms modify
the weight vector wk taking into account the respread signal and the original received
signal. The shaded portions of the figure represents blocks exclusive to the LS-DR algo-
rithm.
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Chapter 7
Conclusions
7.1 Summary
This thesis considers the issue of interference cancellation and suppression in
downlink CDMA systems. The methods developed either augment existing meth-
ods by providing a suppression block based on the blind source separation prin-
ciple, or introduce a new structure that requires only the spreading codes of the
desired user to separate and suppress the interference.
The beauty of blind source separation is that it allows for a solution to a
seemingly unsolvable problem: Assume that the observed data are generated by
some unknown mixing of unknown variables. Using only the observed data, the
aim is to find both the mixing structure and the latent variables. Under certain
assumptions, described in Sec. 4.1.1, this problem is indeed solvable [27, 75]. Such
problems occur in many application domains e.g., localizing areas of activity of
the brain from the measured electroencephalogram traces. Blind methods provide
a practical means for solving these problems.
In communications, blind methods have a wider appeal. Given that available
bandwidth is both finite and scarce, and the need for higher data rates is inces-
sant, blind methods offer promising solutions that require no training data. This
provides a means to increase the data rate by allowing transmission of user data
in place of training data.
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Independent component analysis (ICA) [75] is a popular method for solving
the BSS problem. By assuming that the unknown variables are statistically inde-
pendent, ICA tries to estimate both the mixing matrix and the original sources.
ICA is a proven and popular method in the BSS community. Several ICA/BSS
algorithms [5, 8, 21, 73, 76, 214] solve the BSS problem by maximizing some
measure of independence.
The appeal of applying these methods to communication provides the mo-
tivation for this work. The aim is to cancel and suppress unknown sources of
interference, as they tend to have an adverse impact on performance [119]. The
first extension is the plain ICA-RAKE receiver structure (Sec. 4.3), wherein the
interference is estimated by an ICA algorithm, but identified and suppressed
by the conventional RAKE receiver. Several experiments with different settings
demonstrate the performance of this structure.
The fact that the plain ICA-RAKE receiver under-performs when the interfer-
ence level is low, led to the development of the ICA-RAKE Pre-Switch algorithm.
The ICA-RAKE Pre-Switch is a first order distance based receiver, that estimates
the “raw” interference level, and switches between conventional and ICA based
detection (Sec. 4.6). A more robust structure ICA-RAKE Post-Switch was later
developed (Sec. 4.7). This switch operates on the post-processed data and is
based on correlating the estimated and true training data. This structure pro-
vides effective interference cancellation for all levels of interference. Both these
structures are evaluated under different circumstances e.g., changing nature of
interference structure, multipath propagation environment etc. Additionally, sev-
eral ICA algorithms are evaluated in this framework.
The fact that all three structures considered are semi-blind led to the devel-
opment of the fourth structure — IC-DSS, a denoising source separation based
algorithm, described in Sec. 5.2. This algorithm separates the interference by
repeated despreading-respreading of the data with the desired user’s spreading
code, while denoising the data simultaneously. Without additional information,
the IC-DSS algorithm tries to construct a possible transmitted sequence that is
as close as possible to the received bit stream, building a “possible” channel ma-
trix additionally. The fact that this method does not require training sequences
means it is blind.
Given the amount of prior information available in modern communication,
it would be futile to completely disregard this data and search for truly blind
solutions. Moreover, many blind methods suffer from slow convergence and may
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have some or other ambiguities. Prior information in this context is valuable.
Appendix A examines a certain class of priors termed as “conjugate priors” in
this setting. The elegance of this approach, is that these priors can be applied to
existing algorithms without major modifications. Earlier examples from image
extraction, as well as examples from the CDMA problem setting help to illustrate
this point.
Finally, being a monograph, this thesis provides a brief overview of direct-
sequence CDMA (DS-CDMA), and constructs the models that assist in the ap-
plication of ICA (Chapter 2). Chapter 3 contains a literature survey outlining
the existing algorithms for interference cancellation. Similarities between existing
methods are discussed in Chapter 6.
7.2 The Future
There are several enhancements to the methods presented here, from both the
semi-blind and blind viewpoints. The ICA based algorithms involve the use of
conventional detection mainly for identification and timing extraction. Though
the models in Sec. 2.2.2 or Sec. 2.2.3 are convolutional due the channel, the
array presents a means for application of instantaneous algorithms. The obvious
extension would be to apply blind deconvolution methods [56, 57, 60] or the
several extensions of convolutional ICA algorithms (See [26], Chapter 23 of [75]
and [59].).
There are several routes for extending the IC-DSS algorithm, some of which
are outlined below:
1. performance improvement (on-line adaptation) of the algorithm;
2. adaptation to fading channels;
3. explicit channel estimation;
4. extension to the multiuser domain;
5. adaptation to include prior information.
Possible extensions using prior information can be in the domain of overloaded
systems and in adaptation and evaluating a class of channel specific priors, that
help in the development of on-line versions of these algorithms. Clearly, there
remain good prospects for further progress based on extending the work presented
here.
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Appendix A
Using Prior information for
Interference Cancellation
The linear model in (4.1) expresses the observed data as a transformation of non-
Gaussian and mutually independent latent variables. The noiseless case can be
expressed as
X = AS, (A.1)
where X is the matrix of observed random variables, S is the matrix of the latent
variables, and A is an unknown constant matrix, called the mixing matrix. ICA
assumes that the latent variables are independent. The fundamental conditions
for the identifiably of this model are given in Chapter 4 and have been given in
[27]. The most fundamental condition is that the independent components are
non-Gaussian.
The only prior knowledge that this model assumes is on the distribution of
the independent components which are assumed to be non-Gaussian (Of course,
they are also assumed to be statistically independent.). Non-Gaussian variables
can be roughly divided into two groups: super-Gaussian and sub-Gaussian vari-
ables, although slightly different definitions exist. In many cases, assumptions
are usually made on this nature of the independent components. Such assump-
tions are made, for example, in image feature extraction [9, 74, 132], in which
the components are assumed to be super-Gaussian, or sparse. This assumption
is not arbitrary, but usually holds for independent components from image data.
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Other than non-Gaussianity, assumptions of time correlations of the compo-
nents Si [10] can also lead to alternative estimation methods for the model.
Instead of prior knowledge on the components, prior knowledge on the mixing
matrix [80] can be used in the basic ICA model (A.1). Use of priors on the mixing
matrix gives the model a great generality. This knowledge on the mixing matrix
is usually application specific. The mixing matrix can be assumed to be sparse
in CDMA when the system is overloaded i.e., the number of users is greater than
the length of the spreading code. Using prior information on the mixing matrix
is likely to give better estimates for a given sample size. This helps bring down
the computational costs of ICA especially in situations where the computational
costs of the estimation are so high that they severely restrict the amount of data
that can be used, or in situations where the amount of data is restricted due to
the nature of the application as in CDMA systems (due to fixed sizes of the block
length).
This situation can be compared to that found in regression, where over learning
is a very general phenomenon. The classical way of avoiding over learning in
regression, i.e., over fitting, is to use regularizing priors, which typically penalize
regression functions that have large curvatures, i.e., many “wiggles”. This makes
it possible to use regression methods even when the number of parameters in the
model is very large compared with the number of observed data points. In the
extreme theoretical case, the number of parameters is infinite, but the model can
still be estimated from finite amounts of data by using prior information. Thus
suitable priors can reduce over-learning [79].
Another example of using prior knowledge is in the literature of beamforming
(see the discussion in [21]) where a very specific form of the mixing matrix is
represented by a small number of parameters. Application of ICA to magnetoen-
cephalography [194], results in independent components that can be modeled by
the classic dipole model. This information can be used to constrain the form of
the mixing coefficients [95]. However, the issue of using prior information is too
application specific and may be applicable to a few data sets only.
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A.1 Priors and modeling
The model in (A.1) can be rewritten as,
X = f(S,A), (A.2)
where the function f relates the parameters A to the variables S and X. This
model is linear in (A.1), but this is not a pre-requisite.
The model can be estimated by the maximum-a-posteriori principle (MAP).
Using the Bayes’ theorem [107], the parameters of the model can be related as
p(A|X) = p(A)p(X|A)
p(X)
, (A.3)
where,
• p(A) is the prior probability that summarizes all the knowledge of the
values of the parameters prior to observing the data,
• p(X|A) is the likelihood, the probability of realizing the data given the value
of the parameters A,
• p(X) the normalizing term called evidence
• p(A|X) is the posterior probability, that summarizes the state of knowledge
about the value of the parameters after the data has been observed.
The MAP estimation provides a method for refining the estimation of the
model. The likelihood is now complemented by the prior knowledge. This helps
in the prevention of maximum likelihood from over learning. Thus the use of the
Bayes’ theorem provides a compact method for describing the estimation process.
A.1.1 Priors
In the following, it is assumed that the estimator B of the inverse of the mixing
matrix A is constrained so that the estimates of the independent components
y = Bx are white, i.e., decorrelated and of unit variance: E{yyT } = I. This
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restriction facilitates greatly the analysis. For its justification, see e.g., [27, 76].
The aim is to formulate priors for B = A−1. Completely analogue results hold
for priors on A.
Flat Priors
Flat priors indicate a state of ignorance. They indicate no knowledge about the
value of the parameter prior to observing the data. In this case, the priors can
have a very flat, broad density function. An example of this kind of a prior is
the uniform density function,
p(B) = k, (A.4)
where k is a constant. The estimates obtained by the use of such priors are
identical to those obtained by maximum likelihood [164].
Jeffreys’ prior
The classical prior in Bayesian inference is Jeffreys’ prior. It is considered a
maximally uninformative prior, which already indicates that it is probably not
useful for our purpose.
Indeed, it was shown in [134] that Jeffreys’ prior has the form,
p(B) ∝ |detB−1|. (A.5)
Now, the constraint of whiteness of the y = Bx means that B can be expressed
as B = UV, where V is a constant matrix, and U is restricted to be orthogonal.
However, detB = detUdetV = detV, which implies that Jeffreys’s prior is
constant in the space of allowed estimators (i.e., decorrelating B). Thus we see
that Jeffreys’ prior has no effect on the estimator, and therefore it cannot reduce
over learning.
Quadratic priors
In regression, the use of quadratic regularizing priors is very common. The same
concept can be used in ICA. This would require that the columns ofA are smooth.
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In other words, every column of A is considered to be a discrete approximation of
a smooth function. The prior is chosen to impose smoothness for the underlying
continuous function. Similar arguments hold for the priors on the rows of B, i.e.,
the corresponding separating matrix.
Quadratic priors are a simple class of regularizing priors. Consider the priors
of the form,
log p(B) =
n∑
i=1
bTi Mbi + const., (A.6)
where the bTi are the rows of B = A
−1, and M is a matrix that defines the
quadratic prior. For example, forM = I there is a “weight decay” prior log p(B) =∑
i ‖bi‖2.
Alternatively, it is possible to include inM some differential operators so that
the prior would measure the “smoothness” of the bi, in the sense explained above.
The prior can be manipulated algebraically to yield,
n∑
i=1
bTi Mbi =
n∑
i=1
tr(Mbib
T
i ) = tr(MB
TB). (A.7)
Quadratic priors have little significance in ICA estimation, however. To see this,
constraining the estimates of the independent components to be white, yields,
E{yyT } = E{BxxTBT } = BCBT = I, (A.8)
in the space of allowed estimates, which gives after some algebraic manipulations
BTB = C−1. Now,
n∑
i=1
bTi Mbi = tr(MC
−1) = const. (A.9)
In other words, the quadratic prior is constant. The same result can be proven
for a quadratic prior on A. Thus, quadratic priors are of little interest in ICA.
A.1.2 Sparse priors on the mixing matrix
Another class of priors that could be more useful are priors that are sparse. In
this case, the information is that most of the elements on each row of B are zero.
Motivations for considering sparse priors are both empirical and algorithmic.
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Empirically, in the field of feature extraction of images, the obtained filters
tend to be localized in space. This means that the distribution of the elements of
bij of the filters bi are sparse i.e., most elements are practically zero. This usually
happens when the source signal is captured by a limited number of sensors as in
magnetoencephalography or CDMA array processing. This is due to the spatial
localization of the sources and the sensors.
The algorithmic appeal of sparsifying priors, on the other hand, is based on
the fact that sparse priors can be made to be conjugate priors. This is a special
class of priors, and means that estimation of the model using this prior requires
only very simple modifications in ordinary ICA algorithms [78].
Measuring sparsity of mixing matrix
Sparsity of a random variable, say s, can be measured by expectations of the form
E{G(s)} [74], where G is a non-quadratic function, for example the following,
G(s) = −|s|. (A.10)
The use of such measures requires that the variance of s is normalized to a fixed
value, and the mean of s is zero.
Assuming that the data xorig is whitened as a preprocessing step, the data
is linearly transformed into x = Vxorig so that the covariance matrix of the
whitened data equals identity: E{xxT } = I. W is used as the separating matrix
applied to the whitened data.
Now, constraining the estimates sˆ = Wx of the independent components to
be white implies thatW is orthogonal, which implies that the sum of the squares
of the elements
∑
j w
2
ij is equal to one for every i. The elements of each row of
W can be then considered a realization of as a random variable of zero mean and
unit variance. This means the sparsities of the rows ofW can be measured using
a sparsity measure of the form (A.10).
Thus, a sparse prior can be of the form,
log p(W) =
n∑
i=1
n∑
j=1
G(wij) + const., (A.11)
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where G is the logarithm of some super-Gaussian density function (up to some
additive constant), and again wTi = (wi1, ..., win) are the rows of A
−1. The
function G in (A.10) is such log-density, that measures the sparsity of wi [78].
The prior in (A.11) has the convenient property of being a conjugate prior.
Assume that the independent components are super-Gaussian, for simplicity, and
further assume that they have identical distributions, with log-density G and the
same log-density as the log-prior density G in (A.11). Now, the prior can be
written in the form,
log p(W) =
n∑
i=1
n∑
j=1
G(wTi ej) + const., (A.12)
where ei are the canonical basis vectors, i.e., the ith element of ei is equal to
one, and all the other elements are zero.
Assume now that there are T whitened observations x(t), t = 1, ..., T . The
likelihood of W that is constrained to be orthogonal is simply given by [77, 78],
logL(W) =
T∑
t=1
n∑
i=1
G(wTi x(t)) + const. (A.13)
Thus the posterior distribution has the form
log p(W|x) =
n∑
i=1
[
T∑
t=1
G(wTi x(t)) +
n∑
j=1
G(wTi ej)] + const. (A.14)
This form shows that the posterior distribution has the same form as the prior
distribution (and, in fact, the original likelihood). Priors with this property are
called conjugate priors in Bayesian theory. The usefulness of conjugate priors re-
sides in the property that the prior can be considered to correspond to a “virtual”
sample. The posterior distribution in (A.14) has the same form as the likelihood
of a sample of size T +n which consists of both the observed x(t) and the canon-
ical basis vectors ei. In other words, the posterior in (A.14) is the likelihood of
the augmented (whitened) data sample,
x∗(t) =
{
x(t), if 1 ≤ t ≤ T,
et−T , if T < t ≤ T + n.
(A.15)
Thus, using conjugate priors has the additional benefit that exactly the same
algorithm for maximization of the posterior as in ordinary maximum likelihood
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estimation of ICA can be used. All that is needed is to add the virtual sample
to the data; the virtual sample is of same size n as the dimension of the data.
There could be sub-Gaussian (anti-sparse) conjugate priors just in the same
way as sparse priors. The property of being conjugate is more general concept
[164]. However, the utility of non-sparse conjugate priors is not as obvious as the
utility of sparse priors and often has to be justified by the area of application.
Modifying prior strength
The conjugate priors given above can be generalized by considering a family of
super-Gaussian priors given by
log p(W) =
n∑
i=1
n∑
j=1
αG(wTi ej) + const. (A.16)
Using this kind of prior means that the virtual sample points are weighted by
some parameter α. This parameter expresses the degree of belief on the prior.
A large α means that the belief in the prior is strong. Also, the parameter α
could be different for different i, but this seems less useful here. The posterior
distribution has then the form [78]
log p(W|x) =
n∑
i=1
[
T∑
t=1
G(wTi x(t)) +
n∑
j=1
αG(wTi ej)] + const. (A.17)
The above expression can be further simplified in the case where the assumed
density of the independent components is Laplacian, i.e., G(y) = −|y|. In this
case, the α can multiply the ej as
log p(W|x) =
n∑
i=1
[
T∑
t=1
|wTi x(t)| −
n∑
j=1
|wTi (αej)|] + const., (A.18)
which is simpler than (A.17) from the algorithmic viewpoint: it amounts to the
addition of just n virtual data vectors of the form αej to the data. This avoids
all complications due to the differential weighting of sample points in (A.17), and
ensures that any conventional ICA algorithm can be used by simply adding the
virtual sample to the data. In fact, the Laplacian prior is most often used in
ordinary ICA algorithms, sometimes in the form of the log cosh function that
can be considered as a smoother approximation of the absolute value function.
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The estimation of a suitable α is a further problem. A trial and error approach
is typically needed.
Priors and whitening
When the data are whitened, the effect of the sparse prior is dependent on the
whitening matrix. This is because sparseness is imposed on the separating matrix
of the whitened data, and the value of this matrix depends on the whitening
matrix. There is an infinity of whitening matrices, so imposing sparseness on the
whitened separating matrix may have different meanings.
On the other hand, it is not necessary to whiten the data. The above framework
can be used for non-white data as well. If the data are not whitened, the meaning
of the sparse prior is somewhat different, though. This is because every row of
bi is not constrained to have unit norm for general data. Thus the measure of
sparsity does not any more measure the sparsities of each bi. On the other hand,
the developments of the preceding section show that the sum of squares of the
whole matrix
∑
ij b
2
ij does stay constant. This means that the sparsity measure is
now measuring the global sparsity of B, instead of the sparsity of each individual
row.
In practice, whitening the data is done for technical reasons. Then the prob-
lems arises of how to impose the sparseness on the original separating matrix
even when the data used in the estimation algorithm needs to be whitened. The
above framework can be easily modified so that the sparseness is imposed on the
original separating matrix. Denote by V the whitening matrix and by B the
separating matrix for original data. Thus, WV = B and x = Vx by definition.
Now, the prior (A.12) can be expressed as [78]
log p(B) =
n∑
i=1
n∑
j=1
G(bTi ej) + const. =
n∑
i=1
n∑
j=1
G(wTi (Vej)) + const. (A.19)
Thus, the virtual sample added to x(t) now consists of the columns of the whiten-
ing matrix, instead of the identity matrix.
Notice that a similar manipulation of (A.12) shows how to put the prior on the
original mixing matrix instead of the separating matrix. Since VA = (W)−1 =
WT , then aTi ej = a
T
i V
T (V−1)Tej = wTi (V
−1)Tej . This shows that imposing
a sparse prior on A is done by using the virtual sample given by the rows of
193
194 A. Using Prior Information for Interference Cancellation
the inverse of the whitening matrix. (Note that for whitened data, the mixing
matrix is the transpose of the separating matrix, so the fourth logical possibility
of formulating prior for the whitened mixing matrix is not different from using a
prior on the whitened separating matrix.)
In practice, the problems implied by whitening can often be solved by using a
whitening matrix that is sparse itself. Then imposing sparseness on the whitened
separating matrix is meaningful. In the context of image feature extraction,
a sparse whitening matrix is obtained by the zero-phase whitening matrix, for
example (see [9] for discussion). Then it is natural to impose the sparseness for the
whitened separating matrix, and the complications discussed in this subsection
can be ignored.
A.1.3 Estimation using priors
An example of the effect of priors on image feature extraction is examined here.
The essential idea is as in [9, 74, 132]. The data was obtained by taking 20× 20
pixel image patches at random locations from monochrome photographs depicting
wild-life scenes (animals, meadows, forests, etc,.). The patches are normalized
to unit norm. The data are whitened by the zero-phase whitening filter, which
means multiplying the data by C−1/2, where C is the covariance of the data.
(see [9]). In the results shown above, the inverse of these preprocessing steps is
performed.
The sample size is fixed at 20 000. This is insufficient for such a large window
size. The estimated basis vectors are shown in Fig. A.1 (For reasons of space,
only 200 of the 400 basis vectors are shown; these are randomly selected). Fixing
the prior strength parameter α to 25, a much better bases is obtained as seen in
Fig. A.2. Visually, the features are much better. The features are oriented, as
well as localized in space and in frequency. The aspect of multiresolution seems
to be less developed than in results with sufficient data however [9, 132].
A.2 Using priors for interference cancellation
Given the fact that prior knowledge helps in the estimation of both the mixing
matrix and the sources, it is natural to examine ways of incorporating prior
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Figure A.1: Estimation of the image features with no prior information. The sample
size is insufficient to give useful estimates.
Figure A.2: Estimation of the image features with suitable prior information. The
estimation is successful even with this small sample size.
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knowledge in the interference cancellation algorithms described in this thesis.
The main motivation for the use of prior knowledge are the following:
• enhanced interference suppression;
• requirement of smaller sample sizes for a target BER;
• faster convergence of the ICA algorithm.
Enhanced interference suppression would naturally be beneficial. ICA-RAKE
Post-Switch already offers good interference suppression capabilities as seen in
Fig 4.27. Examining the figure closely, it can be seen that the change in BER
is not drastic from about −30 dB SJR to −10 dB. This is in spite of the fact
that ICA-RAKE Post-Switch offers the best solution among the detectors con-
sidered. Improvement of the performance further will be a stronger motivation
for practical consideration of semi-blind algorithms.
Again referring to Fig. 4.27, the gain at very low SJR comes at the cost of
increasing the block size. From Figs. A.1 and A.2, it can be seen that the addition
of “sparse” priors to the data facilitated in estimation of basis functions with a
sample size of 20000, a size insufficient for estimation without the aid of priors.
The same effect should be visible in CDMA systems, too. Reduction of the block
size from M = 5000 or M = 1500 (Fig. 4.32) to sizes M < 500 should aid in the
adaptation of the algorithm to on-line implementations.
The third motivation for use of priors is faster convergence. From the experi-
ments conducted on images it is found that the use of priors increases the speed
of convergence. At this stage this claim is somewhat heuristic, and further in-
vestigation of the convergence is needed. In any case, increase in the speed of
convergence should again aid on-line implementations.
A.2.1 Maximum likelihood based ICA
The ICA method described in Sec. 4.1.7 is based on kurtosis. The approach,
though practical, and justifiable from the statistical point of view, is still heuristic.
The addition of prior information, as developed in the previous sections require
a maximum likelihood based approach.
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The fixed point algorithm (4.17) in Sec. 4.1.7, can now be modified for maxi-
mum likelihood estimation as [75],
W←W + diag(βi)[diag(γi) + E{g(s)sT }], (A.20)
where,
βi = −E{sig(si)}, for i = 1, . . . , N, (A.21)
γi = −1/(βi + E{g′(si)}), for i = 1, . . . , N, (A.22)
assuming s =Wx. The non-linearity g is typically chosen as
g(s) = tanh(as), (A.23)
g′(s) = a(1− tanh2(as)). (A.24)
Hence, with a small modification, the algorithm in (4.17) can perform ML esti-
mation, and can be used along with priors.
A.2.2 Choosing suitable priors
Finding the correct prior is a non-trivial matter. In the previous application,
the prior is assumed to be sparse, due to the fact that the estimated filters are
localized in space, and the distribution of the elements of the filter is sparse. This
is not the case in the model considered for interference cancellation. In this case
possible priors need to be constructed for the specific problem.
A simple way of using priors is to use the whitening matrix as a possible prior.
The motivation for the use of this prior is the fact that the new mixing matrix is
now orthogonal. If x is the whitened data, then it follows,
E{xxT } = A˜E{ssT }A˜ = A˜A˜T = I, (A.25)
where A˜ = VA. This prior essentially restricts the search for a mixing matrix to
the space of orthogonal matrices.
On the other hand, if some information is available on the channel e.g., fading
characteristics, this information can be used as priors. Assuming thatG contains
some raw estimate of the channel, the canonical basis vectors that form the virtual
sample can be chosen as,
et = ∆
−1/2ETG, (A.26)
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where ∆ and E are the matrices containing the eigenvalues and the eigenvectors of
the covariance matrix of the data xorig. This is the whitened (prior) channel state
matrix. Crude information on the array characteristics can also be incorporated
into the prior using the same technique.
Sparse priors of the form (A.15) can also be used in interference cancellation
problems. This is possible when there is a strong belief in the sparseness of the
mixing matrix. This is usually the case in overloaded systems [72]. This is a
case where the number of independent components (i.e., users) exceeds an upper
bound 23C, the maximum number of allowable users from the sampled single
antenna DS-CDMA model. Preliminary experiments show promising results with
the use of priors.
A.2.3 Examples of interference cancellation with priors
With the whitening matrix as a possible prior, preliminary simulations try to
illustrate the use of priors. The task helps in understanding the role of weight α
and slope a in the separation of the unknown jammer.
Scenario 11: Variation of α, a in interference cancellation. The setup is
similar to Scenario 3. For each value of the slope a ∈ [0.1, 0.2, . . . , 11.4],
the prior strength α is varied in order to find the optimal values. The block
size M = 5000 and the detection algorithm is the Post-Switch algorithm.
In Fig. A.3, the BER for all values of α and a is shown. It can be seen that
lower values of α are preferred, while the slope seem to have no influence on the
results. Keeping α = 0.1, the BER obtained for different values of the slope is
shown in Fig. A.4. It can be seen that a = 0.6 is the ideal value, though the scale
is too fine.
The motivation for using 0.6 as the slope for the contrast function stems from
the fact that it is neither too fast nor too slow a function as seen in right hand plot
of Fig. A.4, which plots the values of the non-linearity against different slopes a.
Very strong values of α are not preferred usually. With a very strong value for α,
the roles of the data and the prior are often interchanged with the data acting as
a prior on the virtual sample. This leads to the estimation of the virtual sample,
which is often not desired. Now, the priors do not regulate over-learning.
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Figure A.3: Variation of the prior strength and the slope of the contrast function. For
this application, smaller prior strengths seem to provide the best results while the slope
does not seem to affect the results.
A.2.4 Where to use priors in CDMA?
Use of priors is always suited when the amount of the data is insufficient (com-
pared with the number of independent variables) so that it leads to over-learning.
In the above example with interference cancellation, the number of users is low
(max C = 31). This is because short spreading codes are used to spread the data.
These issues become more interesting when long spreading codes (i.e., C = 128)
are used. In this case, naturally, the system can support more users, and given
that the block sizes are fixed and small for reasonable estimation of the statistical
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Figure A.4: Variation of slope. The left hand plot shows the BER as a function of the
slope of tanh. While the scale is fine, it can still be observed that a = 0.6 represents the
minimum in the BER curves. On the right hand side, the value of the non-linearity is
plotted against different values of the slope. a = 0.6 represents a curve that is neither
too fast or too slow.
parameters, priors could have a considerable impact on the performance of the
detectors.
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Appendix B
Simulation Details
All the simulations in this thesis are performed using a simulator developed for
this purpose. The simulator is written in Matlab and Python. The simulator
consists of three essential parts:
1. transmitter,
2. channel,
3. receiver.
The transmitter modules consist of a source generator, a modulator, and a
spread spectrum generator. Vector modulation schemes are used in the modula-
tor. Quadrature phase shift keying (QPSK) is the modulation mostly used in all
the simulations. The number of users K, and the block size M are the variable
parameters here. The spread spectrum generator generates Gold codes of length
C = 31. Other codes such as Walsh or Hadamarad can also be generated and
used.
The channel simulator modules generate different kinds of channels e.g., an
AWGN, or a Rayleigh, or a Rician channel of L significant paths. The interference
structure and its strength (SJR or SIR) and the noise level (SNR) are the free
parameters. Other parameters like the speed of the terminal, and the frequency
of operation can also be varied to generate the appropriate fading co-efficients.
The channel simulator is a generic block, and many of its functionalities have not
been used in the thesis (e.g., fading channels, etc. ).
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The receiver forms the test bed for all the algorithms discussed. They are
classified as: fixed; adaptive; semi-blind, and blind. Fixed receivers are the
conventional sign detector, MF, decorrelating detector and the MMSE receiver.
Adaptive receivers are based on the LMS principle. The semi-blind detectors
are the ICA-RAKE, ICA-RAKE Pre-Switch, ICA-RAKE Post-Switch, and the
IC-DSS detectors. These detectors form the core of this thesis and are discussed
in Secs. 4.3, 4.6, and 4.7 of Chapter 4. The blind detector is the IC-DSS detector
described in Sec. 5.2 of Chapter 5.
B.1 Scenarios
This thesis presents experiments in the form of scenarios. Each scenario assumes
that a certain parameter is varied, while all the other parameters remain constant.
Most of the experiments consist of varying the SJR or the SNR. Based on the
number of parameters, the following scenarios can be summarized:
1. varying SJR, all others being constant,
2. varying the SJR with a different interferer (continuous jamming),
3. varying the SJR with a different interferer (bit-pulsed jamming),
4. varying SNR, all others being constant,
5. varying the nature of the interference (interference due to adjacent cells),
6. varying the cell load, all others being constant,
7. varying the block size M , all others being constant,
8. varying the number of coherent paths L, all others being constant,
9. varying the source separation algorithm,
10. determining the optimal block size M , with all other parameters constant.
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