Abstract| In CDMA systems maximum theoretical performance can be obtained by spreading with low-rate error control codes. Previously, orthogonal and super-orthogonal codes have been proposed for this purpose. We present in this paper a family of rate-compatible low-rate convolutional codes with maximum free distance. The performance of these codes for spectrum spreading in a CDMA system is evaluated and shown to outperform that of orthogonal and super-orthogonal codes as well as conventionally coded and spread systems. We also show that our low-rate codes will give simple encoder and decoder implementations. With these codes any 1=n rate can be obtained for constraint lengths up to 11, resulting in a more exible and powerful scheme than those previously proposed.
I. Introduction S PREAD spectrum systems have been used for decades as a way of achieving robustness against interference and jamming 1]. The spread spectrum technique is now also becoming popular in commercial systems because of its inherent robustness in multipath fading channels, and as a promising multiple-access technique. As a multiple-access method, most interest has been given to direct-sequence code-division multiple-access (DS-CDMA), where spreading is achieved by multiplication of the signal by a pseudorandom spreading sequence. A number of multiuser detection schemes have been proposed for reducing the multipleaccess interference (MAI) and obtain su ciently low bit error rates 2]. Recent results though, indicate that, compared to the conventional detector, such multiuser detectors are rather sensitive to errors in the channel parameter estimates 3{5]. This fact indicates that complexity might be better spent on implementation of powerful channel coding schemes.
Bandwidth spreading can also be obtained by the redundancy added by error correcting codes. In a conventional narrow-band communication system this bandwidth expansion is generally an undesired feature. However, in spread spectrum systems, maximum theoretical performance is achievable by employing low-rate channel codes alone for bandwidth expansion 6, 7]. We will refer to spreading by channel codes only as combined coding and spreading or code-spreading. A limiting factor though, has been the lack of good low-rate codes. The work of 6] proposes the use of orthogonal convolutional codes 8], and an investigation of the performance of a such a system with orthogonal convolutional codes is given in 9]. A comparison between orthogonal and biorthogonal codes for CDMA is given in 10], and a comparison between low-rate orthogonal codes and trellis codes is given in 11]. Modifying the orthogonal codes, one can obtain an improved class of low-rate codes called super-orthogonal convolutional codes 12].
In this paper we present low-rate convolutional codes with maximum free distance (MFD) for di erent constraint lengths and code rates between R = 1=4 and R = 1=512.
We further show that the structure of these codes leads to simple encoder and decoder implementations. It will also be straightforward to change the spreading factor to achieve multiple rates and variable processing gains. Furthermore, the performance of this code-spread multipleaccess system is evaluated and shown to be superior to both that of conventionally spread systems with higher rate coding, and that of low-rate orthogonal and super-orthogonal convolutional code-spread systems.
II. System Description
The CDMA system investigated in this paper is schematically shown in Fig. 1 . All bandwidth expansion is achieved by a low rate 1=n convolutional code, producing the n coded symbols. These symbols are then randomized by a non-spreading user-speci c long pseudorandom sequence k . The signal is transmitted over the mobile radio channel. At the receiver side similar signals from other users (Multiple Access Interference -MAI) are added producing the resulting composite signal r(tn+i), where t is the trellis transition number (time).
III. Low-rate Codes for CDMA Systems
The low-rate codes, proposed for spectrum spreading in this paper, are obtained from feed-forward convolutional encoders giving minimum information error. We therefore start by a short description of these codes. We de ne an optimum distance spectrum (ODS) convolutional code as a code generated by a feed-forward encoder giving superior distance spectrum compared to all other feed-forward encoders with the same rate and constraint length, where the term superior distance spectrum is de ned as: An exhaustive computer search, using the algorithm described in 13] for calculating the distance spectrum, has been performed to obtain feed-forward encoders giving optimum distance spectrum for the code rates 1=2, 1=3 and 1=4 and di erent constraint lengths 14].
Low-rate convolutional codes for combined coding and spreading are found by searching additional polynomials to the encoder of a rate R = 1=4 ODS code (nested encoder search 1 ). The additional generator polynomial giving the best rate R = 1=5 encoder is found by an exhaustive search using the superior distance spectrum criterion. The resulting new code is an optimum distance spectrum code given the rate R = 1=4 parent encoder. By doing this repeatedly we can get any rate R = 1=n encoders. Low-rate encoders (1=4 R 1=512) for constraint lengths K = 7 to K = 11 is given in the Appendix. Comparing with the improved Heller upper bound on the free distance 16], it can be shown that all these codes have maximum free distance 2 . Looking at these tables we observe that very few generator polynomials are actually employed. This is an important property since the coded bits are equivalent to chips in a conventional DS-CDMA system, and must thus be generated at a high-rate (i.e. the chip rate in conventional systems) in both transmitter and receiver. In 19] low-rate codes were constructed by simply repeating the generator polynomials of a high-rate code, and modifying some generators by trial and error. This resulted in good codes which have free distance close to the Heller upper bound. It is therefore not surprising that there is a repeating structure in the low-rate encoders presented in this paper which ful ll the Heller bound and thus have maximum free distance.
Since the maximum free distance low-rate codes presented in this paper are obtained by searching additional generator polynomials the code families obtained are ratecompatible with a ne resolution of code rates. The codes can therefore easily be applied for rate matching purposes, as proposed in 20, 21] . 1 This way of searching lower rate encoders is called partial code search in 15].
2 Starting with rate 1/2 or rate 1/3 ODS encoders do not, in general, lead to maximum free distance low-rate nested encoders. Using previously tabulated maximum free distance codes like those given for instance in 17], we get low-rate codes that do not always ful ll the Heller bound even for rather high code rates. In 18] a nested code search is done for rates from 1/2 down to 1/10 based on maximum free distance parent codes. This search did not result in maximum free distance codes. This stresses the importance of the ODS encoders used in this paper. lected and possibly repeated a given number of times. Due to the repeating structure of the generator polynomials of the low rate encoder, the transmitter of the code-spread scheme turns out to be less complex than conventional direct-sequence spreading. Since only a few generator polynomials are needed independently of the code rate, the complexity of the low rate encoder is nearly constant and independent of n.
In the receiver, the metric increment to be calculated by the Viterbi algorithm for each trellis transition at time t is
where r is the received signal, b c is the code symbols for the speci c trellis transition. Due to the repetition of the generator polynomials, there are only very few code symbols b c (i) that need to be calculated by the decoder. This fact greatly simpli es the metric calculation. Compared to a conventionally spread and coded system though, there is a complexity increase in the receiver in the order of the spreading factor or less since the despreading operation for the conventional system is done once, and there are only a few generators included in the metric calculation. However, the metric calculations can be done in parallel in a hardware implementation, and the added complexity for the code-spread scheme may thus not be critical.
Synchronization is a problem in any CDMA system. In code-spread CDMA there are no spreading codes with which we can correlate the incoming signal in order to synchronize (sliding correlator). The signal to noise and interference ratio is also very low, complicating the task even more. Most proposed CDMA systems however rely on the use of pilot symbols to accomplish delay estimation. Normally this will induce a loss in throughput since part of the bandwidth is used for such known symbols. Use of pilot symbols for synchronization can easily be accomplished in code-spread CDMA by replacing the least important code bits by pilot symbols. This will of course reduce the coding gain of the code, but since the code is extremely powerful the loss will not degrade the performance signi cantly. For instance replacing 10% of the code bits for the rate 1=256 constraint length K = 10 code will still yield a free distance that is larger than that of the corresponding superorthogonal code (see Fig. 3 ). A more sophisticated way of facilitating synchronization for the proposed code-spread CDMA scheme is to use the structure of the code: Since only a few generator polynomials are used, there will be a repeating structure in the encoded bits. In the synchronization algorithm one can thus utilize the fact that some code bits are equal. Synchronization may be accomplished even though we have no spreading sequences to correlate with in the synchronization algorithm. It should also be mentioned that a synchronization error will only result in loss of energy, and thus the e ect of a synchronization error will not be as devastating as it is for multiuser detectors 3{5].
VI. Performance Evaluation
Performance of convolutional codes can be approximated by applying a union bound on the bit error probability, which is given by
where c d is the sum of bit errors of distance d and d f is the free distance of the code. Furthermore P d is the probability that an error path of distance d is chosen instead of the all zeros sequence. This pairwise error probability, P d , depends on the channel. Here we assume an L-path diversity channel with equal channel conditions in each diversity branch, and a maximum-ratio combining (RAKE) receiver. For BPSK modulation on an uncorrelated, frequency nonselective, and slowly Rayleigh fading with perfect channel estimates and soft decisions, P d evaluates to ( 17, where~ c;l is the average e ective signal-to-noise ratio per channel symbol and diversity branch. This expression for the union bound gives a rather good estimate of the bit error rate for the code at bit error rates below 10 ?3 as long as su ciently many terms in the c d -spectrum in (2) are included. In a CDMA system where spreading is achieved by applying a very low-rate convolutional code, there will be a large amount of interference from the other users. The random signature sequences are used to give the interference a noisy character, but they do not reduce the energy of the interference since there is no spreading. In order to analyze the performance of the system, we consider the interference as Additive White Gaussian Noise and apply the Gaussian approximation to evaluate performance. We obtain an expression for the e cient signal-to-noise ratio for use in the union upper bound expression for asynchronous CDMA systems as 22] c;l = c;l ?1 + 2( L ? 1)
where is the number of users, and c;l = RE b =(N 0 L), where E b is the energy per information bit, and N 0 is the noise spectral density. The conventional spreading factor is denoted N spread . In the case when only coding is used for bandwidth expansion we set the conventional spreading factor to N spread = 1. The total spreading is thus N tot = nN spread . Evaluating the union bound, using the e cient signal-to-noise ratio,~ c;l , we nd an estimate of the bit error rate. It is thus possible to nd how many users can be active simultaneously given a speci c bit error rate. For a heavily loaded system the interference dominates the total noise, and thus the performance remains constant for a large range of E b =N 0 values.
VII. Orthogonal Codes
Previously proposed low-rate codes for combined coding and spreading are orthogonal and super-orthogonal convo- From the nested code tables presented in the Appendix and the transfer function expressions for the orthogonal and super-orthogonal codes, we can nd the maximum free distances. These are plotted in Fig. 3 as function of n, the inverse of the code rate. We see that the lowrate nested codes, in general, have much higher free distances. It should also be noted that the orthogonal and super-orthogonal codes only exist for a few rates since the rates and constraint lengths are related by R = 2 ?K and R = 2 ?(K?2) , respectively. The nested codes, however, exist for all rates 1=n, where 4 n 512. In addition the nested codes are rate-compatible.
In comparing the conventionally spread approach with the code-spread approach, we use both bounds and simulations. The conventionally spread system uses a spreading of N spread = 16 and an n = 2, K = 7 ODS encoder. For the code-spread system, on the other hand, the spreading is N spread = 1 and the code is the n = 32, K = 7 MFD code given in Table I . We assume random spreading sequences for the conventional system and that the code-spread system has an outer scrambling sequence that is pseudo-random and much longer than a bit duration. BPSK modulation is used and the channel is assumed to be a fully interleaved asynchronous uplink Rayleigh-fading channel. In Fig. 4 we have plotted the bit error rate as a function of E b =N 0 for the code-spread CDMA system.
As seen, simulations and bounds are rather tight as long as the bit error rate is below 10 ?3 . The same conclusion on the accuracy of the bound can be seen in simulations of conventional systems. Fig. 5 shows the simulated and calculated BER as a function of the number of users divided by the total spreading (i.e. the load) of the system at E b =N 0 = 10 dB. Again, we see that the approximations are tight as long as the BER is below 10 ?3 . We see that both with two path diversity (L = 2) and without diversity (L = 1) the code-spread system has much higher capacity than a conventionally spread and coded system. Also seen is that the capacity of the code-spread system is nearly the same for the cases with and without multipath diversity combining, while the conventional system improves capacity with diversity combining. The low diversity gain of the code-spread system is due to the large inherent diversity already achieved by the low-rate channel code. Fig. 6 shows the calculated e ciency of the system (the integer number of users that the system can support divided by the total spreading) at BER = 10 ?6 and E b =N 0 = 10 dB. The low-rate nested code used has constraint length K = 10. Also shown is what we would get with a conventional system with a rate R = 1=4 ODS code of the same constraint length, and direct-sequence spreading with random spreading sequences to the same total bandwidth. The e ciency of orthogonal codes and super-orthogonal codes are also plotted. Recall that for the orthogonal codes, the code rate depends on constraint length, and thus the per- formance degrades as the spreading decreases. We see that the code-spread system using the presented low-rate encoders and no conventional spreading outperform all the other schemes. In the given example an e ciency of approximately 0.55 is obtained for most spreading factors. Due to the dependence between code rate and constraint length, the superorthogonal codes can compete only when the spreading is 256. The conventional DS-CDMA system with rate 1=4 coding achieve less than 70 percent of the efciency obtained with low-rate codes. As expected the orthogonal codes have even worse performance, and achieve at best the same e ciency as the conventional system at a spreading factor equal to 256.
IX. Conclusions
New low-rate, maximum free distance, convolutional codes are found for rates as low as 1=512. These codes are suitable for combined coding and spreading in CDMA systems. The performance of such a system is evaluated in terms of the e ciency for a speci c bit error rate. The results show that these codes are superior to both orthogonal and super-orthogonal convolutional codes, and to systems using conventional coding and spreading. In addition these codes are rate-compatible, and their structure allow simple encoder and decoder implementations.
X. Future Work
As previously described one of the problems with combined coding and spreading is the di culty with synchronization. We have described possible ways of overcoming this problem, but the detailed investigation and evaluation will be a topic for future research. Furthermore it will Fig. 6 . The e ciency of a code-spread system with constraint length K = 10 nested encoders for di erent spreading factors and bit error rate 10 ?6 . Also shown are the e ciency results of a conventional system using a R = 1=4, K = 10 convolutional code and code-spread systems using orthogonal-and super-orthogonal convolutional codes.
be interesting to investigate di erent interference reduction techniques for this code-spread system.
Appendix
To be able to specify a total of 512 encoders in a single table, the encoders are given in the table according to the following. In the table caption it is stated which generator polynomials are included in the set of encoders given in the table as fg 0 ; g 1 ; : : : g j g (octal form). Then in each row of the table, the number of times each of those generator polynomials are used with the given encoder of rate R = 1=n is speci ed together with n as the numbers m i in m 0 ; m 1 ; : : : m j ]. The free distance of the rate R = 1=n code is given in the right column. In the second column there are also given additional polynomial numbers for each code rate from (n+1) to (n+19). The numbers state which polynomials should be added when going from for instance a rate 1/4 encoder to a rate 1/7 encoder. For example, the generator polynomials for a rate 1=7, K = 7 encoder are 117, 127, 135, 135, 155, 171, 173, where g 5 is added twice and g 12 once to the rate 1=4 parent encoder. f1133, 1153, 1157, 1165, 1167, 1173, 1175, 1233, 1237, 1247,   1267, 1275, 1325, 1335, 1357, 1371, 1467, 1531, 1537, 1563, 1571 
