Abstract. We investigate the second-order Zeeman effect in a magnetic field using irreducible representations of an algebra with the Karasev -Novikova quadratic commutation relations. To each such representation there corresponds a spectral cluster near the energy level of the unperturbed hydrogen atom. Using this model as an example, we describe a general method for constructing asymptotic solutions near the boundaries of spectral clusters based on a new integral representation. We also study the problem of computing quantum averages near the lower boundaries of clusters.
Introduction
A non-relativistic Hamiltonian for the hydrogen atom in a homogeneous magnetic field has the form (1)
where
Here, x = (x 1 , x 2 , x 3 ) denotes the Cartesian coordinates in R 3 , Δ is the Laplace operator, the magnetic field is in the direction of the x 3 -axis, and the parameter ε in (1) is proportional to the magnetic field strength. The study of the hydrogen atom in a magnetic field is of great interest both in physics and mathematics, with a lot of papers devoted to it (see, for example, [1] - [8] ).
An algebraic method for constructing the asymptotics of the spectrum and the eigenfunctions of the operator (1) was introduced in [9] . It is based on an algebraic averaging of the perturbation, followed by the passage to the symmetry algebra, and a coherent transformation from the original representation of this algebra to an irreducible representation of that algebra in the space of functions over a Lagrangian submanifold in a symplectic leaf. Later on, this method was extended to a wide class of problems with frequency resonances [10] , [11] . It has been worked through on a number of physical models [12] - [14] .
Of special interest are the states of the system (1) corresponding to the boundaries of spectral clusters near the eigenvalues of the unperturbed operator, where the above Lagrangian submanifolds almost collapse and the integral representation of the solution over them becomes impossible. A possible approach to constructing asymptotics near cluster boundaries using "deformed" coherent states was outlined in [9] , but so far it has not been justified in higher approximations.
Using the spectral problem for a two-dimensional perturbed oscillator as an example, we proposed, in [15] and [16] , another method for finding the series of asymptotic eigenvalues near the boundaries of spectral clusters. It is based on a new integral representation for the corresponding asymptotic eigenfunctions. In the present paper, we apply this method to find the asymptotics of the spectrum of the hydrogen atom in a magnetic field near the lower boundaries of spectral clusters (see Theorems 5 and 8 for asymptotic formulas for eigenvalues and eigenfunctions). We want to emphasize that the obtained asymptotic formula for the eigenfunction is global. It cannot be derived by such standard tools as the ray method [17] or the complex germ theory [18] .
We now describe the plan of the paper. In §2, we regularize the Hamiltonian (1); §3 and §4 describe the quantum averaging method and the coherent transformation in the case of an algebra with the Karasev -Novikova commutation relations. In §5, we find an integral representation for the asymptotic eigenfunctions which are antiholomorphic polynomials of degree n − |m| − 1. In §6, §7, and §8, we consider the multipoint spectral problem. We construct an asymptotic solution and compute the correction in the spectral series. In §9, we study the asymptotic eigenfunctions and compare their asymptotics with the WKB approximation. In §10, we find the asymptotics of the norm. Finally, §11 contains the proofs of the summarizing theorems. We also obtain there formulas for quantum averages.
Regularization
Fix an integer m. In L 2 (R 3 ), consider the eigenvalue problem for the Hamiltonian (1) and for the third component of the angular momentum: (2) (H 0 + ε 2 W)ψ = Eψ, M 3 ψ = mψ.
Following [9] , we regularize the Hamiltonian (1). For each n ≥ 1 and E < 0, we introduce parameters ν and μ, a new variable q ∈ R 3 , and a functionψ by the formulas (3) E = − 1 4n 2 ν 2 , μ = ε 2 n 6 ν 4 , q = x n 2 ν , ψ(x) =ψ (q) n 2 . Furthermore, set = 1/n and consider the operators
The substitution formula (3) yields the spectral problem The number ν in (4) is the desired eigenvalue, and μ ≥ 0 is a parameter. The problem (2) on the subspace corresponding to the negative spectrum E < 0 is equivalent to the spectral problem (4) in L 2 − (R 3 ). Notice that in the absence of the magnetic field, the spectrum of the operator S 0 is integral { N : N = 1, 2, 3, . . .}. In particular, S 0 has the eigenvalue n = 1. For μ > 0, we consider the branches of the eigenvalues of the operator S 0 + μS 1 equal to 1 in the limit when μ = 0. They have the form 1 + μλ k,m,n (μ), where λ k,m,n (μ) are some smooth functions in a neighborhood of μ = 0 and k is the branch number. The corresponding eigenfunctions of the problem (4) will be denoted byψ k,m,n (q, μ). (For brevity, we shall License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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omit the numbers m and n in the indices.) After finding the functions λ k (μ) from (4), we can use the system (5) 1 + μλ k (μ) = ν, μ = ε 2 n 6 ν 4 to determine ν = ν k (ε) and μ = μ k (ε).
Algebraic averaging
Suppose that ε 2 n 7 1 and ν is of order 1. Then μ 1 and we can apply a quantum version of the averaging method [19] , [20] , [9] to the problem (4) . The basic idea of this method is to find an invertible operator U and an operator S 1 + μS 2 such that
The new perturbation operator S 1 + μS 2 commutes with the leading part of S 0 and with the operator M 3 . Hence the spectral problem (4) reduces to the same problem for the operator
, the subspace of simultaneous eigenfunctions of the operators S 0 and M 3 . Since (7) ν = 1 + μλ(μ),ψ(q, μ) = U ϕ(q, μ),
the averaging problem has the form
We remark that this idea can be realized only under rather strong restrictions on S 0 . More precisely, one has to have (10) exp 2πi S 0 = I, where I is the identity operator. Since in our problem the spectrum of the operator S 0 is integral, the condition (10) is satisfied. The operator U can be explicitly computed [9] . Define
The transformation (11) is called the de-averaging transformation. It allows one to pass to approximate eigenfunctions of the original (non-averaged) problem. The solution of the problem (8), (9) can be written in the form ϕ = ϕ k + O(ε 2 n 6 ), where {ϕ k (q)} is an orthonormal basis consisting of the eigenfunctions S 1 corresponding to some eigenvalues ξ k :
The eigenvalues λ = λ k (μ) of the problem (8), (9) are of the form
Substituting these expressions in (3), (7), and (11), we have that the asymptotics of the solution of the original problem (2) is given by the formulas (see [9] )
where the functions in the right-hand side of (15) are taken at the point x/(n 2 ν k (ε)). Consider the Karasev -Novikova algebra F quant consisting of the first integrals of the pair S 0 , M 3 [9] , [21] . Its generators B 0 , B 1 , B 2 , B 3 are subject to the following quadratic commutation relations: uadratic commutation relations:
By (6) , the averaged Hamiltonians S 1 , S 2 can be expressed via the generators B = (B 0 , B 1 , B 2 , B 3 ) of F quant . We have (see [9] ) Lemma 1.
where the operators B 0 , B 1 , B 2 , B 3 are Weyl-symmetrized, and
Coherent transformation
Suppose m and n are integers such that n > |m| ≥ 0. Let P[m, n] denote the space of antiholomorphic polynomials over C of degree at most n − |m| − 1, with scalar product given by (19) (
Here dμ m,n (z) = (|z| 2 ) dz dz,
where F is a hypergeometric series (see [22] ), and the operation (l) M is given by
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Notice that the function (r) is a unique solution of the following problem:
To solve problem (12), we use the coherent transformation (see [23] , [9] , [21] ) (23) H
Here, the hypergeometric coherent states have the form
is an orthonormal basis in P[m, n], and
In the formula (25) , L M N (y) are the Laguerre polynomials (see [22] ), and the normalizing constants c j have the form
The coherent transformation (23) 
Notice that the integral representation
yields exact solutions of the first two equations (12) 
we have, by (17) and (12) , the following equation for Φ k :
By the eigenvalues of the equation (28) we shall understand the values of the parameter ξ k such that this equation has polynomial solutions in P [m, n] . We shall require that
Let us show how the pointz = 1 is related to the spectrum of the operator g 0 (B). Set c = |m|/n and let
Consider the restriction of the function (17) to the symplectic leaf Ω of the algebra (16) given by the equations
Define a Kähler structure on Ω by the complex coordinate
Letz be the function complex-conjugate to (33) . Then, by (32) and (33) (see [9] ),
Here (38) κ(r) = c 2 (r − 1) 2 + 4r. Now, in g 0 , we change the coordinates b 0 , b 1 , b 2 , b 3 to z,z [9] , [21] . As a result, the restriction of g 0 to Ω becomes
where κ(r) has the form (38).
Theorem 1.
The global minimum of the function g 0,Ω (z,z) under the conditions (30) and (31) is attained at z =z = 1. It equals
Proof. Suppose z = x + iy,z = x − iy. Then g 0,Ω can be written in the form
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The critical points of g 0,Ω satisfy the system of equations
If y = 0 and x = ∞, we solve (40) for x and substitute the result in (39). We then have an equation
which has no solutions. If y = 0, then x is a solution of the equation
Since
the equation (41) rewrites as
The solutions of (42) are x = ±1. We shall now show that under the condition (31), this equation has no other solutions. Indeed, when x ≤ 0, the function g 3 (x) is positive because the first summand in (43) is nonnegative and the remaining summands are positive.
In the case x > 0, the substitution u = x + 1/x turns the equation
Squaring both sides of (45), we have a new equation,
whose solutions u ± = −3 ± √ 5c −1 are less than 2. Hence the equation
and, therefore, equation (44) has no solutions when x > 0. Let us check that the sufficient conditions for a local minimum hold at z =z = 1. Since
it follows from (31) that
and therefore g 0,Ω has a local minimum at z =z = 1. Since the values
g 0,Ω has a global minimum at this point.
The number g 0,Ω (1, 1) determines the lower boundary of the spectral cluster. Later on, we shall compute the correction for this number (see formula (105)).
In addition to the spectrum problem, consider also the problem of finding the average values of differential operators on the solutions of (2) near the boundaries of spectral clusters. Quantum averages play an important role in applications and can be found experimentally. Notice that for
to which (4) reduces on the eigenspace L[m, n], will have the eigenfunctions ϕ k localized in a small neighborhood of z =z = 1. Therefore, the formula for quantum averages becomes
Here, the functions b 0 , b 1 , b 2 , b 3 were approximated by their values at z =z = 1, computed by the formulas (34)- (37) . Moreover,
A rigorous justification of the above arguments will be given later (see Theorem 6).
Integral representation for asymptotic eigenfunctions
Consider equation (28) . In view of (27), we have
(To simplify notation, we shall drop the subscript k of the function Φ.) This equation has three singular points:
which are solutions of the equation R(z) = 0, and the singular pointz 4 = ∞. Since all four singular points are regular, (48) is a Fuchsian equation [24] , [25] . Fuchsian equations with four singular points are called Heun equations.
Fuchsian equations with three singular points give rise to the well-known systems of classical orthogonal polynomials [22] . No such theory exists for Fuchsian equations with four or more singular points. As was mentioned in [25] , there are only sporadic cases when one can construct polynomial solutions for Heun equations. In the present paper we shall determine asymptotic eigenvalues and the corresponding eigenfunctions (polynomials) for the problems (48), (29) under the conditions (30), (31) .
We will need a number of results from the theory of coherent transformations [21] . Together with P[m, n], consider the dual Hilbert space P[m, n], consisting of meromorphic distributions on C/{0} of the form
where the contour integrals are computed over the cycles γ around z = 0 oriented counterclockwise, and
is the reproducing kernel. The constants k j in (52) are given by (24) . The following result can be found in [21] .
Lemma 2. The duality between P[m, n] and P[m, n] is given by the map
The inverse map is given by
is the meromorphic reproducing kernel.
Notice that in the case of the Heisenberg commutation relations, a variant of meromorphic coherent states and transformations similar to (53) and (54) were introduced by Dirac [26] .
Let G(ū,w) denote the superposition kernel of the operators K −1 and K. It follows from (52) and (55) that
The kernel (56) gives rise to the identity operator on P[m, n], and on the set J of functions antiholomorphic in a neighborhood of zero, it is a projector to the space
We are looking for a solution of (48) in the form
where p ∈ J, and G is given by (56). Under the map (57), the operatorsB 2 ,B 3 turn into operators B 2 , B 3 : J → J, and the equation (48) into the equation
To compute B 2 and B 3 , we use the representation (30) and (31), → ∞. Notice that the operators (60) are related, viå
to the generatorsS 1 ,S 2 ,S 3 of the algebra su(2), which satisfy the following cyclic commutation relations:
Under the map (57), the operatorsÅ,B,C turn into the operators A, B, C : J → J defined by
Finally, from (59) and (61) 
Consider the neighborhood of zero defined by
, and δ > 0 is a constant. In this neighborhood, the asymptotic solution of (48) is given by the WKB approximation [27] , [28] 
Here s(z), t(z) are antiholomorphic functions, and t(z) = 0. After the substitution of Φ W KB (ū) in (58), we have a residual W which, in the neighborhood (62), has the form (63) is an estimate of the residual of the WKB approximation when, in (58), B 2 and B 3 are replaced byB 2 andB 3 , andrΦ W KB appears because B 2 has an extra summand
We shall prove thatrΦ W KB yields an exponentially small contribution as compared with −2 Φ W KB .
Theorem 2. In a sufficiently small neighborhood of zero,
Proof. Let γ be the circle of radius R 0 < |z 2 |−δ centered at zero. By the Cauchy integral formula, for |ū| < R 0 , we have
Applying the Cauchy inequalities [29] to (64) we have, for |ū| ≤ R 0 /2, an estimate
Furthermore, since |t(ū)| > 0 in the neighborhood (62), it follows from the maximum principle, when |ū| ≤ R 0 , that
and hence, for
the right-hand side of (65) is exponentially small.
Thus, if in the formula (57) the cycle γ aroundū = 0 lies in the domain (66), then the asymptotic solution of (58) of order + 2 can be replaced in the right-hand side of (57) by an asymptotic solution of (48) of order two.
Multipoint spectral problem
Now we want to study the solutions of (48) near singular points. Using partial fractions, we have
. Solving the defining (or characteristic) equations
, we find that the characteristic exponents at the singular points (51) are
From the defining equation
for the singular pointz 4 = ∞, we find the characteristic exponents ρ 
In the construction of asymptotic solutions of the equation (48), an important role is played by their behavior near singular points. Together with the spectral problem (48), (29) , we consider a multipoint spectral problem. It consists of finding numbersξ k (the eigenvalues) such that the equation (48) has nonzero antiholomorphic solutions whose characteristic exponents at the singular points (51) are zero, and at the singular point z 4 = ∞ the exponent is −n + |m| + 1.
If a numberξ k and a function p(ū) are an asymptotic solution of such a multipoint spectral problem, then upon substituting p(ū) in the right-hand side of (57), we have a polynomial Φ(z) which is an asymptotic solution of the equation (48) belonging to P[m, n]. The normalizing condition (29) for Φ(z) allows us to determine the arbitrary multiplier in p(ū). Thus, the numberξ k and the polynomial Φ(z) are an asymptotic solution of the original spectral problem (48), (29) .
The WKB approximation. The Stokes lines
Let us construct asymptotic solutions of the equation (48). Using the substitution [24] (67)
we rewrite the equation (48) as
Since the conditions (30) are satisfied, it follows from (70) that
.
Here P (z) =z 4 + 2z 3 + (5a − 1)z 2 + 2z + 1, and R(z) is given by (49). Next we want to show how the existence of a multiple turning pointz 0 for the equation (69) allows us to find the asymptotics (46) for ξ k . Consider the equations Q(z 0 ) = 0 and Q (z 0 ) = 0 up to O (1) . By (71), we have 
Factoring the left-hand side of (72),
we have that (72) has six roots:z 0,1 = 1,z 0,2 = −1,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By (50), the asymptotics (46) now follows from (74). Notice that if in (73) we set z 0 = −1, then, for a > 1, the numberξ k ∼ 5a − 3 will determine the upper boundary of the spectral cluster. We will be looking forξ k in the form (75)ξ k = a + 1 +ξ
where the numbersξ =ξ k (k = 0, 1, . . .) are in increasing order. Then (69) rewrites as
Here
is given by (49), and
Setting Q 0 (z) equal to zero, we find that the equation (76) has a turning pointz = 1 of order two and simple turning points
They lie on the circle |z| = 1 and move on it from −1 to 1 when the parameter a increases from 1 to 5. Let us construct the WKB approximations for the solutions of (76). They hold outside small neighborhoods of the turning points and are of the form
Herec ± are constants, and, in the power functions, the principal values are taken. In addition, there is a cut along the circular arcz − ,z + connecting the pointsz − ,z + and passing through −1.
Let us compute the integrals appearing in (79).
Lemma 5. The WKB approximations Y W KB ±
can be represented as
Here c ± are constants.
Proof. We make use of the following integrals [30] :
where X(z) = az 2 + bz + c, with constants a > 0, c > 0, and where C is an arbitrary constant. From (81) we have (83) dz
it follows from (81) and (82) that
Substituting the integrals (83) and (84) in (79), we have (80).
In the construction of asymptotic solutions in the complex plane, an important role is played by the Stokes lines [27] , [31] . Figure 1 shows, besides the singular points and the turning points, the Stokes lines for the equation (76).
The Stokes graph contains, in particular, the arcz − ,z + . To see that, we define a function
Since, by (80), Figure 1 the Stokes lines passing through the turning pointsz ± are given by the equation
After the substitution τ =z/(z + 1) 2 , the equation (85) rewrites as
Ifz moves along the arcz − ,z + fromz − toz + , then the variable τ traverses the interval [1/(a − 1), +∞) twice. But since 
Finally, we want to determine the WKB approximation for the solutions of (48). By (67), (68), and (80), we have
Here Λ(z) is given by (77), and c ± are constants. (30) and (31) hold, then, for |z| |m|, we have the asymptotics
Therefore the WKB approximation Φ W KB − (z) yields the asymptotic solution of the multipoint spectral problem in the domains I-IV (see Figure 1) . Now we find the asymptotic solutions near the turning pointsz ± . It follows from (76) that, nearz ± ,
Therefore, the principal terms of the asymptotic expansions nearz ± can be expressed via Airy functions:
± (z −z ± )). Here α 1,± , α 2,± are constants, and τ ± is given by (90).
Let us construct the solution of the multipoint spectral problem near the turning point z = 1 and also determine the numbersξ we have
We want to find the asymptotic solution of (96) in the form
Then the principal term of the asymptotics satisfies the Weber differential equation
whose general solution can be represented as a linear combination of parabolic cylinder functions
Here α 1 and α 2 are constants. Let us match the asymptotic expansions. To this end, we utilize the asymptotic expansions of parabolic cylinder functions [22] . As |z| → ∞, we have
where Γ(v) is the gamma function. Therefore, when |ū| → ∞, |argū| < π/4,
The first summand in (102) decreases exponentially, whereas the second increases exponentially. In the domain IV nearz = 1 (at a distance of order |m| −3/8 ), when |argū| < π/4, the function y 0 must match Y
W KB −
, whose expansion is (89). Since the terms of that expansion decrease exponentially when |argū| < π/4, the constant
Furthermore, by (101), when |ū| → ∞, 3π/4 < argū < 5π/4,
Here, the first summand decreases exponentially, whereas the second increases exponentially. In the domain I nearz = 1, when 3π/4 < argū < 5π/4, the function y 0 must also match Y
, whose expansion is (89). Since the terms of that expansion decrease exponentially when 3π/4 < argū < 5π/4, we obtain a condition 1 Γ(−v) = 0.
As is known [32] , the gamma function Γ(−v) has poles only when
Since v andξ (1) k are related by (97), the correction in the spectral series has been determined. Whence Lemma 7. The numbersξ
It follows from (99), (103)-(105) that (106)
The functions in the right-hand side of (106) can be expressed via the Hermite polynomials:
Let us find the next term in the expansion (98). It follows from (96), (97)
, and (104)-(106) that y 1 satisfies the equation
By direct differentiation, one can prove that the general solution of (109) has the form
Here α 1,1 , α 1,2 are constants. The matching condition on y 1 and the WKB approximation implies that α 1,2 = 0. Also, let us set α 1,1 = 0, assuming that α 1 contains a correction of order |m| −1/2 . The function y 1 can also be expressed via the Hermite polynomials:
Since (67) holds, to find the asymptotic solutions of the multipoint spectral problem nearz = 1 it remains to expand the function E(z) by the powers ofz − 1. After the substitution (94), we have
Next, we multiply (111) and (98). Since y 0 , y 1 are defined by (108), (110), we have an expansion
This proves

Lemma 8. The asymptotic solution of the multipoint spectral problem near the turning pointz = 1 is of the form (112).
We continue the process of matching the asymptotics. By (89) and (100), in the domain V nearz = 1 the function (112) matches Φ W KB − (z). Therefore, the WKB approximation equals Φ W KB − (z) in this domain, too. Also, by virtue of the known asymptotics for the Airy functions [32] ,
and
In (114), the first summand decreases exponentially, whereas the second increases exponentially. Let us match the expansion (114) nearz ± (at a distance of order |m| −1/2 ) and the WKB approximation Y W KB − (z), which holds in the domain V (see Figure 1) . By
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Expanding the function (68) into its Taylor series in a neighborhood ofz + andz − , we have
Lemma 9. The asymptotic solution of the multipoint spectral problem nearz ± is of the form
± (z −z ± )), and the constant α 1,± is given by (115).
The formula (105) forξ Finally, near the arcz − ,z + , which is a Stokes line, the desired asymptotics can be written as the sum of two functions Φ W KB − (z), where in the first function we take the branch corresponding to the counterclockwise direction around the pointz ± , and in the second to the clockwise direction. Such a representation for p(z) follows from the known expansion of the Airy functions [32] :
, |z| → ∞.
Asymptotics of the polynomials Φ(z). The discrete WKB method
Let us substitute the asymptotic solution of the multipoint spectral problem p(z) in the right-hand side of (57) and compute the asymptotics of the resulting integral. The integrand in (57) has no saddle points. Therefore we can use the Cauchy integral theorem.
Lemma 10. Ifz /
∈z − ,z + and
then the polynomial Φ(z) determined by (57) can be represented as
. Figure 2 . The circle centered atz = 1 has radius of order |m| −3/8 . For the circles centered atz ± the order of the radii is |m| −1/2 . Using the Cauchy integral theorem and the Cauchy integral formula, we rewrite the integral over γ in the following form:
Here the closed contour
Let us examine the summands in (122). It follows from the Cauchy integral formula that
Furthermore, since the integrand is antiholomorphic,
Figure 2
The integral in (123) rewrites similarly to the case whenz was outside γ. Therefore, we again obtain (120).
Now supposez lies inside γ 1 . Similar to (122), we have
The integrals over γ ∞ andγ in (124) were considered in the proof of Lemma 10, and the integral over γ 1 can be computed using the Cauchy integral formula. Thus,
where p(z) and N (z) are determined by (112) and (121). Let us estimate the integral in (121):
Sincez − ,z + is a Stokes line and because of (77), (78), and (80), we have that, on this arc,
Furthermore, it follows from (68) and (127) that
Here 
Here T is a constant.
Now we use the fact that, on the circle |z| = 1, the function
attains a maximum value atz = 1. Indeed, by (127) and (128), on the arcz − ,z + , M (z) has maximum values at the turning pointsz ± . On the remaining part of the circle |z| = 1, we have
the sign of the derivative shows that M (z) increases onz + , 1 as the argument approachesz = 1, whereas on 1,z − it decreases. Therefore, the only maximum point of M (z) on the circle |z| = 1 isz = 1. Since
it follows from (129) and (118) (z) for |z| |m| as well. The estimate (129) when |z| → ∞ is too rough. Indeed, the fact that N (z) is small follows from (129) and (92) only when a ∈ (1, a * ), where a * ≈ 2.34, because only for these values of the parameter a does the inequality
hold. Let us find an estimate on N (z) valid for all values a ∈ (1, 5).
By (117) and (121), as |z| → ∞,
The integrand in (131) has no saddle points. To find the asymptotics of the integral, we express it in terms of the coefficients of a power series converging near zero,
and then use the discrete WKB method [34] , [35] . It follows from (118) that Φ
W KB
−,0 (z) satisfies the relation
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Therefore, as |z| → ∞, we have an expansion
Furthermore, deforming γ +,− , we represent the integral in (131) as the sum of two integrals over cycles aroundū = 0 andū = ∞. In view of (132) and (133),
By (48), the coefficients ζ j of the power series (132) satisfy a three-term recurrence relation
The asymptotics of ζ j , j = 0, . . . , n − |m| − 1, as |m| → ∞, can be found with the aid of the discrete WKB method. Set
By [34] , when B(x) > 1, the principal terms of the WKB approximations ζ
Here j 0 is a constant. Now make the substitution
If x = j/|m|, where j = 0, . . . , n − |m| − 1, then
].
From (136)-(139), we have
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Lemma 12. As |m| → ∞,
Let us compute the functions in (140):
Notice that the formulas (140) of the discrete WKB method are not applicable near a "turning point" where the number
is zero and also near the end points j = 0 and j = n − |m| − 1. For such j one needs to construct additional expansions. Let us construct the asymptotics of ζ j when 0 ≤ j |m| 1/3 . From (118), we have
Then, for 1 ≤ j |m| 1/3 , the coefficients j satisfy the recurrence relation
which follows from (135). Since
we have
By the Stirling formula, when j is of order |m| 1/3 , 
,
Notice that (148) decreases exponentially when approaching the "turning point" j 1 = 0. Now we want to construct the asymptotics of the coefficients ζ j near the "turning point" when |j 1 | |m| 3/5 . For such j 1 , the three-term recurrence relation (135) is approximately
where the numbers j and j 1 are related by (145). Let
Then the coefficients ϑ j approximately satisfy the three-term recurrence relation
Therefore, the principal term of the asymptotics ϑ (0) j can be represented in the form
where ϑ(τ ) is a solution of the Weber equation
The solutions of (151) can be expressed in terms of parabolic cylinder functions:
where c 2 and c 3 are constants. Using the formulas (100) and (101), we match the expansion at j 1 of order −|m| 3/5 . Since ζ (0) j,− decreases exponentially, we have that c 3 = 0 in (152). We also have Lemma 15.
Here |j 1 | |m| 3/5 as |m| → ∞. Finally, similarly to (147), one can show that
Here, the numbers j 2 and j are related by (154).
To find a relation between ζ 0 and ζ n−|m|−1 , it remains to express the constants in the expansions in terms of each other. This can be done in the process of matching the asymptotics. In the resulting formula, one then has an exponential multiplier whose exponent contains integrals of f 0 and f 1 . But since the functions (149) and (150) First, we determine the asymptotics of (r) as |m| → ∞. The function (r) solves the problem (21), (22) , and the desired asymptotics coincides with the WKB approximation W KB (r) of the solution of that problem. Notice that when a > 1 and r ≥ 0, the equation (21) has no turning points. (30) and (31) hold. If r |m|, then
Lemma 16. Suppose the conditions
Proof. Consider the function (r) given by (20) . Using the integral representation of the hypergeometric function [22] , we have (158) (r) = n(n − |m|)(|m| + 1) n Γ(2n + 2) r |m| 2π(n + 1) n+1 Γ(n + |m| + 1)Γ(n − |m| + 1) E(r).
The asymptotics of E(r) as |m| → ∞ can be determined by the Laplace method [33] . The equation
has a root
we have that, when t = t * , the function Φ(t) attains a maximum, and that maximum is the only one on [0, 1]. Now we use the relations
Finally, using the Laplace method with (160) and (161) and applying the Stirling formula, we have
Here r |m|. The asymptotics (157) can be obtained from (159) if we expand, for r |m|, the function
and then substitute (162) in (158).
We rewrite the principal terms of the WKB approximations (118) and (156) in the form
After substituting the functions (163) in the formula (19) for the scalar product, we have an integral
Notice that this function is continuous for all values of the arguments, but it is not differentiable on the arcz − ,z + . Let us find the point where Ω(z, z) attains a global maximum. Then the asymptotics of the integral (166) will be equal to the integral over a small neighborhood of that point.
First, we need
Proof. Differentiating (164) and (165) we have that the critical points satisfy the system
The pointz = z = 1 satisfies both (168) and (169). Now we show that the system (168), (169) has no other solutions. First, notice that forz = z =z j , wherez j , j = 1, 2, 3, are the singular points (51), the values of the derivatives ∂Ω/∂z and ∂Ω/∂z computed by passing to the limit in (170) and (171) are nonzero. Moreover, the pointz = z = −1 is not critical becausez = −1 lies on the arcz − ,z + , where Ω(z, z) is not differentiable.
Rewriting (168) in the form
and using the substitutionū =z − 1, u = z − 1, we have (172) √ a(ū + 1)(3uū + 5u + 5ū + 10) + (uū + u +ū)ū ū 2 + (5 − a)ū + 5 − a = (ū 2 + 5ū + 5) (uū + u +ū) 2 + 4a(uū + u +ū + 1).
Squaring both sides of (172), we have
Now divide (173) byū + 1 and square both sides. After factoring the result, we have an equation
Since the system (168), (169), whenz = z = ±1 andz = z =z j , j = 2, 3, was already examined and a = 1, we divide (174) by
Passing to the polar coordinatesū = ρe iϕ , u = ρe −iϕ and canceling out ρ 2 , we have a quadratic, with respect to ρ, equation
Since its discriminant d satisfies the inequality
we have that d < 0 for 1 < a < 5, and therefore the function Ω(z, z) has no critical points other thanz = z = 1.
Theorem 4. The function Ω(z, z) attains its maximum value atz
Proof. Since
x → ∞, the function Ω(x, x) decreases for sufficiently large positive x and, therefore, does not have a maximum at infinity. Moreover, ifz = e iϕ ∈z − ,z + , then
is less than the value of Ω atz = z = 1, which equals
Indeed, it follows from (175) that, forz ∈z − ,z + , the function Ω(z, z) has a maximum at the pointsz ± . On the other hand, S 1 (|z| 2 ) is constant on the circle |z| = 1 and, by (130),
Thus, it remains to check that Ω(z, z) has a local maximum at its only critical point z = z = 1. Thus we need to check that
∂z 2 > 0. Differentiating the functions (170) and (171), we have
Therefore, for 1 < a < 5,
By Theorem 4, the main contribution to the norm of the asymptotic solution of the multipoint spectral problem p(z) comes from a small neighborhood ofz = z = 1. Since p(z) is given by (112) nearz = 1, let us substitute it in the formula (19) for the scalar product and compute the asymptotics of the resulting integral. Let
Lemma 18.
(177)
Proof. Expanding W KB (|z| 2 ) by the powers ofū and u, whereū andz are related by (94) and (95), we have
Substituting (112) and (179) in (19), we then have
and (180) rewrites as
In (182), the summands of order |m| −1/2 are integrals of odd functions with symmetric limits. Therefore, they are equal to zero. Now consider the norm of N (z).
Lemma 19. As |m| → ∞,
Proof. It follows from the formulas (19) and (121) and from the inequality (129) that Therefore the largest contribution to the integral in (185) comes from a neighborhood of ∞. As a result, 
The fact that N (z) P [m,n] is exponentially small on the entire interval a ∈ (1, 5) follows from (188) and the estimate 
We remark that the estimate (189) is obtained similarly to (183). One needs to use the asymptotics of the coefficients ζ j of the power series (132), which can be found using the discrete WKB method (see §9). Finally, using (120), (125), (177), and the Cauchy-Bunyakovsky inequality, we have that the asymptotics of the norm of Φ(z) as |m| → ∞ is of the form Proof. An estimate of the residual is obtained similarly to the computation of the asymptotics of the norm. The main contribution to the asymptotics of the integral comes from a small neighborhood ofz = z = 1. Therefore, it suffices to estimate the residual near z = 1, where it has the form (17), is Hermitian. Therefore, as is known [36] , near the asymptotic eigenvaluesξ k there are points of the spectrum of the operator g 0 (B). Now we want to determine the asymptotic average values of differential operators. This problem was considered, for example, in [37] and [16] . The computation of the quantum averages is similar to that of the norm.
We begin by establishing the formula (47). Suppose Φ k (z) is an asymptotic eigenfunction of the problem (48), (29) , and the operatorsB 0 ,B 1 ,B 2 ,B 3 are given by (27) , where = 1/|m| is a small parameter. 
Lemma 20. As |m| → ∞,
