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This paper gives a generalization of the Sturm comparison theorem for 
differential equations (p): y” = p(t)y, (q): y” = q(tjy under the assumption 
that the function p -~ Q changes its sign exactly once on [a, ZJ] or ltp - r~> 
J-:p - Q maintain the sign on [a, b]. The results are used for investigating the 
distributions of zeros of solutions and the derivative of solutions of (p), (9). 
I. INTRODUCTIOK 
A number of papers of fairly recent origin have appeared [2, 3, 4] dealing 
with some generalizations of the cIassica1 Sturm comparison theorem for 
differential equations (p): y” = p(t) y, (4): y” = q(t)37 under the assumption 
that the function p - 2 changes its sign exactly once on the interval considered. 
The results obtained are then utilized in deriving inequalities between the 
vaiues of the first derivatives of the first and third kinds of basic central dis- 
persions of the differential equations (p), (q) [3, 41. This paper presents one 
more generalization of the Sturm comparison theorem with inequalities derived 
even between the values of the first derivatives of the first, second, third, and 
fourth kinds of basic central dispersions of the differential. equations (p), (qj. 
2. DEFINITIONS, NOTATION, AND PRELIMIMR~ RESULTS 
Let 
(4 YS = my 
be a differential equation for which q is Co on an interval i = (A, B), - 01) < 
A < B < co, and let j be a closed subinterval [a, b] C i. 
Let y be a nontrivial solution of (q) vanishing at to ( E i) and let +taj(to) be 
the first zero of y lying on the right of to . The function #ts) is called the basic 
central dispersion of the first kind of (q) (briefly the first kind of dispersion 
of (9)). Any such dispersion satisfies 
#ww I==. t, #(cl) E c3, 9is)W > 0 
on its domain of definition (which may also be an empty set). 
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Let q(r) < 0 on i and y1 , ~1s be nontrivia solutions of (q), y,(t,,) = 0, 
yi(ts) = 0. If #&t,,) is the first zero of yi on the right of to , then C/J(~) is called 
the second kind of basic central dispersion of (q) (briefly the second kind of 
dispersion of (9)). If xt&) (%,(GJ) is the first zero of yi (ya) lying on the 
right of to, then xcq) (wcq)) is called the third (fourth) kind of basic central 
dispersion of (q) (briefly the third (fourth) kind of dispersion of (9)). If ycaj 
is the kth dispersion of(q), k = 2, 3, 4, then 
Y(q)(t) > 4 Y(q) E Cl, ris,(t> ) 0 
on its domain of definition (which may also be an empty set) (see [I]). 
Instead of &)(t,J, ~(~)(t,,), and w(~J(~,,), i.e., the values of the first, third, 
and fourth kinds of dispersions of (q) in to we often meet with terms of the 
first conjugate point of the point to, the first focal point of the point t, and 
the second focal point of the point to, respectively, (see [3, 4, 67). Since we 
investigate here the distribution of zeros of the derivative of solutions of (q) 
as well (described by the basic central dispersion of the second kind of (q)), 
we apply the definitions, notations, and results from [I] only. 
If #I(~) , #(a) , x(q) , and wtg) are the first, second, third, and fourth kinds 
of dispersions of (q) defined in t, ( E i) and yr , y, are nontrivial solutions 
of (q), yr(t,,) = 0, y;l(t,,) = 0, then 
Y3to> 
4s)(4d = Y;2[+(q)(t0)] ’ 
?&c&o> = 400) YaY4,) dhdto)l Y2w(Q)~~O)l ’ 
xiq,(~o> = - 
1 Y3to) 
P[Xd~o)l YlTXd~oN ’ 






(cf. [I, pp. 120, 1211). 
In [5] it is proved that the functions #cq) , x(Q) , wc9) may be defined for 
every (q) so that, in case of q(t) < 0 on i, they coincide with the second, third, 
and fourth kinds of dispersions of (q), respectively. Besides xcs) need not be 
continuous; the function wcQ) is continuous including its first derivative and 
can be proved (in analo,gy to [I, pp. 120, 1211) that the formula (4) holds. 
For a C-function q(t) f 0 defined on i, define q*(t) = q(t) - +q”(t)/q(t) + 
$(q’(t)/q(t))z. We shall need: 
LEMMA ([l, p. 91). Tlzere is one-to-one correspomlence of so&ions y(t) of 
(q) atidy” of (4”) gz&x by 
y*(t) = y’(t) j q(t)/-‘I”. (9 
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Remark. For y < 0, the distribution of zeros of the derivative of a solution 
of (q) can be studied via the first kind of dispersion of (9”). 
We say- that the function f defined on j ( = [a, b]) changes its sign exactly 
once on j if there exists a point c, c E j, such that f(t) > 0 (f(t) < 0) for 
t E [a, c) and f(t) < 0 (f(t) > 0) for t E [c, b]. 
The trivial solutions are excluded from our considerations. 
3. RESULTS 
THEOREM I. Let u, v be solutions of (p)> (q), respective[ls. Let the nest condi- 
tions be valid: 
(i) y(a) > p(a), y(b) < p(b), y(b) < 0 a~zd the fufirnction y(t) -p(t) 
changes its sign exactl~~ once on j, 
(ii) zz(t) > 0, a(t) > O-fofoy t E j, 
(iii) u(a) = v(a), u’(a) == v’(a), 
(iv) u(b) cos /3 - u’(b) sin ,E := 0, v(b) cos ,B - .v’(b) sin ,B = 0. 
TJze?z 
u(b) < v(b), j u’(b)1 < 1 v’(b)j, 
and the eyuaZity u(b) = v(b) (1 u’(b)/ = ] a’(b)!) occurs ofz& in case of sin p = 0 
(COSP = 0). 
Remark. Theorem 1 has been proved in [3] by assuming that y(t) < 0: 
p(t) < 0 for t E j. For a special case, where sin p = 0, this theorem has been 
proved in [4]. 
Proof. (a) Let y(a) > p(a). We p rove the existence of such a right neigh- 
borhood (a, a -t l ) of the point a where 
u”(t) < v”(t), t E (a, a f E), (6) 
holds true. We devide the proof into five parts according to the relative signs 
of Pia>, y(a). 
(1) 0 > q(a) > p(a). Then lim,,,,, zl’(t)/o”(t) = p(a)jy(a) > 1 and 
from z”’ = y=~ < 0 we have u”(t) < a”(t) for t E (a, a + c). 
(2) y(a) > p(u) > 0. Then lim.,_,,, u”(t)/v”(t) = p(a)/y(a) < 1 and 
from Q” = yz! > 0 we have u”(t) < e)“(t) for t E (a, a + E>. 
(3) y(a) > 0 > p(a). From @” = ye > 0, U” = pu < 0 we have 
u”(t) < v”(t) for t E (a, a + c). 
(4) 0 = y(a) > p(a). Then limt+n-l-o a”(tj/u”(t) = q(a)/p(aj = 0 and 
from U’ = pu < 0 we have u”(t) < v”(t) for t E (a, a f e>. 
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(5) q(a) > P(Q) = 0. Then Iimt+a+,, u”(t)/~“(t) = p(a)/q(n) = 0 and 
from V” = 4~ > 0 we have u”(t) < v”(t) for t E (n, ~2 + G). 
We now have proved (6) in all cases and from (iii) we infer that in the interval 
also 
u’(t) < v’(t), u(t) < z(t) 
are true. 
(b) ?Ve now define the function ru on j, w(t) = u(t) v’(t) - u’(t) a(t) 
(in analogy with [3, 41). From (iii) and (iv) we get w(u) = w(b) = 0. From 
w’(t) = (q(t) - p(t)) u(t) v(t), n(a) > p(a), (ii) and (iii) it follows that w(t) > 0 
for all t lying in a right neighborhood of the point a. Since w(a) = w(b) = 0 
and fur(t) = 0 iff q(t) = p(t), Rolle’s theorem implies w(t) > 0 on (a, b). 
If u(t) < ,~(t) is not true on all of (a, b), it fails for the first time at a point 
<, 5 E (a, b): U(I) = u(E). From 
(u(t) - 4O)/(t - e) > (v(t) - 43)/(t - 0, t E (4 0, 
we get d(f) > v’(f) and therefore w(f) = (v’(t) - u’(f)) ~(6) < 0 which 
contradicts the inequality w(t) > 0, t E (a, b) proved before. 
(c) Let p(6) > q(6) < 0. In analogy with part (a) of the proof we can 
now prove the existence of such a left neighborhood (b - E, b) of the point b 
where 
u”(t) > d(t), t E (6 - E, b), (7) 
holds true. We divide the proof into four parts according to the relative signs 
OfP@)>db). 
(1) 0 > p(b) > q(6). Then 0 > p(t) > q(t), u”(t)/v”(t) = (p(t) u(t))/ 
(q(t) a(t)) < 1 and from E” = qu < 0 we have u”(t) > v”(t) for t E (6 - E, 6). 
(2) q(b) < 0 < p(b). Then q(t) < 0 < p(t) and from u” = pu > 0, 
z’ ” = qv < 0 we have u”(t) > ,n”(t) for t E (b - E, b). 
(3) p(b) = 0 < p(b). Then lim,,,-, o”(t)/u”(t) = lim,,,-, q(t)/p(t) . 
lim,,,-, a(t)/u(t) = 0 and from U” = pu > 0 we have u”(t) > u”(t) for 
t E (6 - E, 6). 
(4) g(b) < p(b) = 0. Then lim,,,-, zl”(t)/s~“(t) = lim+.,-, ~(t)/n(t) . 
lim t-b--O u(t)/r(t) = 0 and from D” = QZ’ < 0 we have z”(t) > v”(t) for 
t E (6 - E, 6). 
(d) Integrating (7) gives 
u’(6) - u’(t) > a’(b) - d(t), t E (6 - E, 6). 
In analogy with [3] we divide the next part of the proof into three parts. 
(8) 
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(1) If cos ,!3 = 0, then u’(b) = a’(b) = 0, zd’(t) < a’(t) for t E (b - E, bj. 
Consequently 
u(b) = f4t) + I’ u’(s) as < a(t) + Lb d(s> ds = zqlj. 
(2) If sin p = 0, then a(b) = v(b) = 0 and from (8) we get 
d(b) - a’(b) > (v(t) - u(t))/(b - t) > 0, t E (b - E, b). 
Since u’(b) < 0, z>‘(b) < 0, it holds that 1 u’(b)] < 1 a’(B)/. 
(3) Let sin /3 cos /3 # 0. If u(b) = a(b), then analogous to case (2) we 
can prove j u’(b)\ # 1 d(b)\. s ince u’(b) = cot @(bj and v’(b) = cot ,Bn(b), 
we obtain u’(b) = v’(b), a contradiction. Therefore u(b) < v(b) and i u’(b)1 < 
j o’(b)\. 
This completes the proof of Theorem 1. 
COROLLARY 1. If the conditions of Theorem 1 hold for 
(a) u(u) = ~(a> = u(b) = v(b) = 0, 
(b) n(a) = a(a) = 0, u’(b) = a’(b) = 0; f(t) < 0, q(t) < Ofor t E i, 
(cj u’(u) = a’(u) = 0, rc(b) = n(b) = 0, 0 3 q(a) 
then, in case (a) #&,(aj > &,,(a), in case (b) &,,(a) > ~;~,(a) and in case (cj 
4pM > 4&>* 
Proof. (a) If U(U) = a(a) == u(b) = v(b) = 0, then $(&a) = #(pj(aj = b. 
Therefore the formulas $&,(u) = zP(u)/zP(b), &,,(a) = a’“(u)/d2(b) which 
follow from (1) and u’“(b) < d2(b), p 
?&,W 
roved in Theorem 1, laad us to $;,,(u) > 
(bj If U(U) = V(U) := 0, u’(b) = a’(b) = 0, then ~~QJ(u) = xtpj(a) = b. 
Therefore the formulas X&,,(a) = --u’“(a)/@(b) u2(b)), x&)(u) = --O(a),/ 
(‘(b) zT2(b)j which f o 11 ow from (3), q(b) < p(b) < 0 and the inequality u2(b) < 
z+(b), proved in Theorem 1, lead to ~;~,(a) > ~&,(a)~ 
(cj According to [S], w(a) and w(n) have a continuous derivative and the 
formula (4) holds. If ~‘(a) = n’(u) = 0, zi(b) = .$b) = 0, then w(a(a) = 
Q&U) = b. Conseq,uently OJ&(a) =: -p(u) S(a)/@(b), w&a> = -q(aj v”(a)/ 
d2(b). According to Theorem 1 it is S(b) < d2(b). According to the assumption 
it holds 0 > q(aj > p(u) and therefore the inequahties w;n)(aj > 0, w:,!(aj/ 
W&(a) = (q(a) u’“(b))/@(a) z+(b)) < 1 result in wiPj(a) > uiuj(u). 
Remark. Case (a) of Corollary 1 has been proved in [4] under the additional 
assumption q(t) < 0, p(t) < 0 on i. Case (b) of Corollary 1 has been proved 
in [3]. Let us also mention the impossibility of deleting the assumption p(t) < 0, 
q(t) < 0 for t E i in case (b) for its removal would cause that ~&,~(a) or X;,,(J) 
need not generally exist (see [5]). 
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COROLLARY 2. Let u, v be the soh&ns of (p), (q), respectiuely, p(t) < 0, 
q(t) < 0 for t E i, p(t), q(t) the C2-functions dejked on i szcch that ~(a)(-~(a))~fi = 
v(u)(-q(u))l/2, u’(u) = ~~‘(a) = u’(b) = v’(b) = 0, z/(t) > 0, v’(t) > 0 for 
t E (a, b). Let q*(u) > p*(u), q*(b) <p*(b), q*(b) < 0 and let the function 
q*(t) - p*(t) changes its sign exactly once on j. Then 
and 
z(b)(-p(b))li” < v(b)(-q(b))lj2 
&I)(4 > ~b@>* 
Proof. According to our lemma the functions c(t) = ~‘(t)(-p(t))-112, 
v(t) = v’(t)(-q(t))- Ii2 are the solutions of (p*), (q*), respectively, and next 
it holds that I%(U) = g(u) = G(b) = e(b) T= 0, S(u) = ~‘(a) > 0. From Theo- 
rem 1 where instead of p, q and u, ZI we consider p*, q* and Al; 8, we obtain 
0 > a’(b) > v’(b). S ince u’(b) = -z~(b)(-p(b))1~2, a’(b) = -v(b)(-q(b))1~2, it 
follows that 0 < $b)(-p(b))‘p < v(b)(-q(b))li2 and 0 > p(b) u”(b) > q(b) v2(b). 
Now following (2) we can write (#&a) = #(l))(u) = b) 
According to the assumption it holds p(u) ~“(a) = q(u) ~~(a) and therefore 
&&9 > %%&4~ 
In Theorem 1 an important role has been played by the assumption saying 
that the function p(t) - p(t) changes its sign exactly once on j. This assumption 
may be weakenedin certain cases as can be seen from the next theorems. 
THEOREM 2. Let U, v be the solutions of (p), (q), respectively. Let the next 
conditions be valid: 
(i) U(U) = a(u), ~‘(a) = .~‘(a), u’(b) = v’(b) = 0, 
(ii) u(t) > 0, w(t) > 0, u’(t) > 0, v'(t) > 0 for t E (a, b), 
(iii) q(a) > p(u), Jt” (p(s) - q(s)) ds > 0 for t E (a, b). 
Then 
u(t) < v(t) for t ~(a, bl, 
u’(t) < w’(t) -for t E (a, b). 
Proof. Completely analogous to part (a) of the proof of Theorem 1 we 
prove the validity of inequality (6) and thus also of the inequalities u’(t) < w’(t), 
u(t) < v(t) for t E (a, a + E). For the function w, w(t) = u(t) u’(t) - u’(t) r)(t) 
defined on j we have ZU(U) = w(b) = 0, w’(t) = (q(t) -p(t)) u(t) v(t). By 
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integrating the last equality from t ( E j) to 6 and using the integration by 
parts we can write 
w(B) - w(t) = 1” w’(s) ds = 1” (q(s) - p(s)) u(s) v(s) ds 
‘t -t 
= 4t) +) 1” (2(s) - P(s)) as 
i lb [(d(s) v(s) + u(s) e1’(s)) Jab (q(x) - p(x)) dz] as, 
which shows that 
holds. ilccording to the assumption we have j: (q(s) - p(s)) ds < 0 for t E (a, b) 
and therefore with respect to assumption (ii) we have z(t) > 0 for f E (a, b), 
The inequality u(t) < v(t) for t E (a, b] can be derived from the last inequality 
analogously to part (b) of the proof of Theorem 1. If u’(t) = v’(t), f E (a, b), 
then w(E) = (u(E) - z(t)) ~‘(5) < 0, which is a contradiction. Therefore 
u’(t) < v’(t) for t E (a, 6). 
COROLLARY 3. If the conditions of Theorem 2 hold and p(t) < 0, q(t) < 0 
for t E i, q(b) < p(b), then 
x;&d > x;&$ 
Proof. The method of proof is analogous to that of part (b) of the proof 
in Corollary 1. 
THEOREM 3. Let 11, v be the solutions of (p), (q), respectively, and let the 
follozLIing conditions be true: 
(i) U(U) = ~(a), ~‘(a) = ~‘(a) = 0, u(b) = a(b) = 0, 
(ii) n(t) > 0, ;o(t) > 0, u’(t) < 0, z’(t) < 0 for t E (a, b), 
(iii) q(u) > P(U), li (p(s) - q(s)) Lzs < 0 for t F (a, b). 
Then 
u(t) < v(t) for t E (a, b) 
UtZd 
z’(b) 3 v’(b). 
Proof. Similarly to part (a) of the proof of Theorem 1 we will prove 
u(t) < v(t), u’(t) < v’(t) for t E (a, a + E). 
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For the function w, w(t) = u(t) u’(t) - u’(t) v(t) defined on j, we have zu(a) = 
w(b) = 0, w’(t) = (q(t) -p(t)) u(t) u(t). I n egrating t the last equality from a 
to t ( E j) and using~the integration by parts we have 
w(t) - w(a) = 1’ w’(s) ds = j’ (q(s) - p(s)) u(s) v(s) ds 
a n 
zzz 
4t) 44 1” b?(s) - P(S)) ds 
n 
- 
j-y [WI 4s) + 4s) W) Ls (q(2) - ~(4) dg] ds 
so that 
44 = u(t) W I” (q(s) - P(S)) ds 
n 
- s,” [@J(s) 4s) + 4s) zW) Iat M4 - ~(4) dz] ds 
holds true. And thus with respect to (ii) and (iii) we get w(t) > 0 for t E (a, 6). 
It then follows from part (b) of the proof of Theorem 1 that u(t) < e)(t) for 
t E (a, b). The inequality r/(b) > z,‘(b) will be obtained passing to the limit 
(t -+ b) in the inequality 
w> - uP))l(t - 4 > (4t) - @Nl(t - 4, t E (a, b). 
COROLLARY 4. If the conditions of Theorem 3 hold and 0 >, q(a) ( >p(a)), 
then 
wipj(a) > 4d4- 
Proof. The method of proof is the same as that of part (c) of Corollary 1. 
COROLLARY 5. Let u, ZI be the solutiotas of (p), (q), respectively, and let the 
following conditions hold true: 
(i) u(a) = z(a) = 0, u’(a) = U’(a), U(b) = V(b) r= 0, U(t) > 0, V(t) > 0 
for t f (a, Q 
(ii) there exists a Ilumber c, c E (a, b) such that u’(t) > 0, a’(t) > 0 for 
t E [a? c), u’(t) < 0, v’(t) < 0 for t E (c, b], 
(iii) q(a) > p(a), St” (p(s) - q(s)) ds > 0 for t E (a, c), 
Then 
t (p(s) - q(s)) ds < 0 for t E (c, 6). 
u(t) < a(t) for t E (a, b) 
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If q(b) < p(b) < 0, it even holds that +&,(u) > C;,,(u). 
Proof Let us put w(t) = u(t) v’(t) - zc’(t) v(t) for t E j. Then w(a) = 
W(C) = zc(b) = 0 and w(t) > 0 for t E (a, c) u (c, d). According to Theorem 2 
we have U(C) < v(cj. Consequently u(t) < a(t) for t E (a, 6) and it holds that 
0 > u’(b) 2 e?‘(b). The inequality #J;,,(U) 3 $&(a) immediately follows from 
the formulas $;&a) = ~‘“(a) ~‘-~(b), (p&,(uj = ZJ’“(U) ~‘-a@). If q(b) < p(b) < 0, 
then the inequality &,,(a) > $;,,(u) f o 11 ows from the inequality u’(b) > v’(b) 
which could be proved in the same way as that of part (d) of the proof in 
Theorem 1. 
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