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We demonstrate swept-source optical coherence tomography in real-time by high throughput dig-
ital Fresnel hologram rendering from optically-acquired interferograms with a high-speed camera.
The interferogram stream is spatially rescaled with respect to wavelength to compensate for field-
of-view dilation inherent to discrete Fresnel transformation. Holograms are calculated from an
input stream of 16-bit, 1024-by-1024-pixel interferograms recorded at up to 512 frames per second
with a digital camera. All calculations are performed by a NVIDIA TITAN Xp graphics card on
single-precision floating-point complex-valued arrays (32-bit per quadrature). It allows sustained
computation of 1024-by-1024-by-256-voxel volumes at 10 billion voxel/s, from which three perpen-
dicular cuts are displayed in real-time at user-selected locations, up to 38 frames per second.
Optical coherence tomography (OCT) refers to a wide
range of non-invasive high resolution optical interfero-
metric imaging technologies which have found major ap-
plications in ophthalmology. Point-scanning (flying spot)
OCT allows for confocal gating of the detected photons,
filtering of the out-of-focus light. However, nowadays,
shot noise-limited point scanning confocal OCT modali-
ties [1] have reached a throughput limit due to the max-
imum permissible exposure in ophthalmic applications.
The high complexity of OCT systems that implement
adaptive optics [2] hinders their wide spread use in clini-
cal research. Full-field swept-source OCT (FF-SS-OCT)
is an OCT implementation that can acquire data several
orders of magnitude faster with a sensor array. FF-SS-
OCT allows for acquisition of volumes in a single laser
sweep, eliminating artifacts from imperfect phase repro-
ducibility during laser sweeps [3]. Finally, FF-SS-OCT
allows for off-axis schemes, that improve image quality
by spatial filtering of interferometric terms [4]. Line-field
OCT is a hybrid method, benefiting from the advantages
of confocal and full field detection schemes, while suffer-
ing from their respective limitations. Images are recorded
with a single line camera; a lateral scanning and the laser
sweep allow for three-dimensionnal imaging. The partial
confocal filter of line-field OCT permits high quality and
high-speed imaging at increased illumination levels with
respect to bidimensional scanning schemes [5]. With a
setup complexity slightly lower than its confocal coun-
terparts, line-scanning OCT offers good promises of high
image quality through digital refocusing of in-depth ac-
quisitions [1, 6].
Imaging speed is crucial in optical coherence tomogra-
phy (OCT) systems for imaging of dynamic samples [7].
The presence of motion artefacts deteriorates the resolu-
tion of the OCT images. Consequently, acquisition speed
and spatial resolution are ultimately linked [8]. Holo-
graphic OCT with a swept-source laser on a sensor ar-
ray can acquire data several orders of magnitude faster
than scanning OCT modalities [3]. As the technology of
high-speed cameras, wavelength-swept lasers, and paral-
lel computing improve, holographic OCT should become
a cost-effective alternative to complex OCT systems that
implement adaptive optics [2]. The main advantages of
holographic OCT lie in: 1- a reduced system complexity,
in which no moving parts are involved, 2- the available
detection throughput of high-speed CMOS cameras, 3-
the possibility to perform aberration correction in post-
processing [3], 4- the computation of 3D motion fields [9].
A fast, robust and versatile digital image acquisition and
rendering software is a key requirement for the devel-
opment of digital holographic imaging. Video-rate holo-
graphic image rendering was made possible by streamline
processing of optically-acquired interferograms on graph-
ics processing units (GPUs) [10, 11]. When real-time
performance is required, hardware acceleration of com-
putations is an efficient way of increasing the throughput
[12, 13]. Special-purpose field-programmable gate array
(FPGA) chips were reportedly used for high through-
put holographic image rendering [14], at the price of less
versatility than with general-purpose graphics processing
units. Here, we demonstrate digital hologram rendering
for swept-source optical coherence tomography with an
output throughput of 10 billion voxels per second.
Digitized interferograms were measured with the setup
sketched in Fig. 1. It is an off-axis (angle ∼ 1◦), inter-
ferometer used for optical detection of an object field
E beating against a separate local oscillator field ELO,
in reflective geometry. A tunable laser (Broadsweeper
BS-840-2-HP from Superlum) emits a 40 mW radiation
whose angular optical frequency ω is swept linearly with
time from ω1 to ω2, during a sweep time T = 2pi/ωsweep
= 1 s. These bounds are linked to the start wavelength
λ1 = 870±2 nm and the end wavelength λ2 = 820±2 nm
respectively via the relation ω = 2pic/λ, where c is the
speed of light, and define a tuning range ∆λ = |λ2 − λ1|
= 50 nm. As a consequence, the angular wavenumber
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FIG. 1: Sketch of the wavelength-tuning laser holographic
interferometer prototype used for demonstration.
k = 2pi/λ of the laser radiation is swept linearly with
time. Interference patterns were recorded with a Adimec
Quartz camera (pixel size d = 12µm), via a CoaXPress
framegrabber Bitflow Cyton CXP4, at a frame rate of
νS = ωS/(2pi) = 256Hz, with 16-bit/pixel quantization.
Each raw digitized interferogram of 1024×1024 pixels at
position (x, y) and time t is noted I(x, y, t) = |E + ELO|
2,
where the object field is E = E exp(iωt), the reference
field is ELO = ELO exp(iωt − iφ), and φ is the phase
detuning between both optical fields. Off-axis config-
uration allows for spatial separation of the self-beating
|E|2, and |ELO|
2 and cross-beating interferometric con-
tribution, EE∗LO = EE
∗
LO exp(iφ), and its complex conju-
gate [15].
In swept-source OCT, a linear variation of the instan-
taneous optical angular frequency ωL = βt with time t
during a sweep results in a phase variation φ = 2kz of
the interferometric beat between the wave backscattered
by a diffuser at axial position z and the reference wave
φ =
2βz
c
t (1)
of the cross-beating part of the interferogram scaling up
linearly with the sweep speed β = (ω2−ω1)/T of the laser
angular frequency and with the detuning pathlength z
between the object and reference waves [16]. Hence, the
instantaneous beat frequency
ω =
∂φ
∂t
=
2βz
c
(2)
of the interferogram encodes the optical reflectivity signal
at a detuning pathlength z of the interferometer. Hence
the Fourier transform of the temporal trace of the beat
signal scales as the optical reflectivity against z [16]. The
total restituted axial range ∆z can be derived from Eq. 2
and the Shannon theorem: beat frequencies measured
for detuning pathlengths are bounded by the sampling
bandwidth: ωS = 2β∆z/c. For a wavelength sweep from
(b)
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FIG. 2: Axial range ∆z vs. wavelength tuning range ∆λ of
50 nm (a), 25 nm (b), and 12.5 nm (c). The height difference
between adjacent scales is ∼ 313µm, which was measured by
full-field OCT. The axial field of view ∆z of 1.8 mm (a), 3.7
mm (b), and 7.3 mm (c) is in agreement with the theoretical
value from Eq. 3 for Nz = 256. Axial scalebar : 1 mm.
λ1 to λ2 during the time T , this translates to
∆z =
Nz
2
Λ (3)
where Λ = λ1λ2/∆λ = 14.3µm is twice the axial pitch
and Nz = ωS/ωsweep = 256 is the number of interfero-
grams measured during one frequency sweep. The varia-
tion of the axial range ∆z versus wavelength tuning range
∆λ is illustrated experimentally in Fig. 2. For tunable
lasers with non-Gaussian output spectra [7], the theoreti-
cally limiting axial resolution is the round-trip coherence
length δz ≈ λ¯2/∆λ = 14.3µm, where λ¯ = (λ1 + λ2)/2
is the central frequency of the sweep. This round-trip
coherence length is about the same length as the axial
pitch: δz ≃ Λ.
The sequence of steps reported in Fig. 3 from the in-
put stream of recorded interferograms to the stream of
tomographies illustrate the image rendering pipeline. A
prerequisite to avoid distortion and loss of resolution
of tomograms calculated from Fresnel-transform holo-
grams is to enforce constant values of pixel dimensions
in the image plane for all sampling wavelengths of the
sweep [17, 18]. In contrast with angular spectrum prop-
agation of the wave field [19, 20], the lateral size of a
reconstructed pixel of a hologram calculated by Fresnel
transformation (Eq. 6)
d′ =
λz
Nxd
(4)
scales up linearly with the wavelength. This chromatic
variation can be counterbalanced by resampling each in-
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FIG. 3: Flowchart of the main data processing steps. Each
interferogram I from the input data stream is rescaled by
linear interpolation to I ′ to compensate for chromatic distor-
tion. Holograms H are calculated by Fresnel transformation
from rescaled interferograms I ′. Temporal short-time Fourier
transforms at each pixel location (x, y) turn holograms H into
spectrograms H˜ . Orthogonal cuts of the magnitude of each
spectrogram |H˜ | are displayed at video rate.
terferogram with a wavelength-dependent pitch dλ. Us-
ing a variable sampling pitch dλ = λd/λ1 makes the re-
construction pixel d′, and hence the lateral field of the re-
constructed hologram, wavelength-independent. In prac-
tice, each interferogram I was resampled by linear in-
terpolation to I ′ onto a calculation grid with the same
number of points (Nx ×Ny) with a pitch dλ.
I ′(x, y, t) = I(xλ/λ1, yλ/λ1, t) (5)
Fig. 3 illustrates experimental chromatic stretching com-
pensation by linear interferogram resampling, and Fig. 4
shows its effect on the lateral resolution of a tomographic
hologram of a resolution target for a wavelength sweep
from λ1 = 870 nm to λ2 = 820 nm. Image rendering of
complex-valued holograms H(x, y, t) from the stream of
rescaled interferograms I ′(x, y, t) was performed by dis-
(b)(a)
FIG. 4: illustration of chromatic compensation by interfero-
gram resampling. Hologram rendering without interpolation
in Vizualization 1.
crete Fresnel transformation [20]
H(x, y, t) =
i
λ1z
exp (−ik1z)
∫∫
I ′(x′, y′, t)
× exp
[
−ipi
λ1z
(
(x− x′)2 + (y − y′)2
)]
dx′dy′ (6)
where the parameter z corresponds to the sensor-to-
object distance for a flat reference wavefront and in the
absence of lens in the object path. Eq. 6 is used for recon-
struction parameters z ≥ zb, where zb = Nxd
2/λ1. Eq. 6
is used with parameters k1 and λ1 for the reconstruc-
tion of all the digital holograms throughout the sweep,
regardless of the wavelength to which they correspond,
in consequence of wavelength rescaling (Eq .5). Demod-
ulation of the axial depth z of the tomograms consists in
forming the beat frequency spectrum of the holograms.
For that purpose, temporal short-time Fourier transforms
H˜(x, y, ω, t) are calculated from the stream of holograms
H(x, y, t).
H˜(x, y, ω, t) =
∫
H(x, y, τ)g(t− τ)e−iωτ dτ (7)
where g(t) is a rectangular time gate of Nz = 256 con-
secutive images. Then, the envelope of H˜ is formed,
and axial pathlength detunings z are calculated from
beat frequencies ω via Eq. 2. Three orthogonal cuts
|H˜(x0, y, z, t)|
2, |H˜(x, y0, z, t)|
2, and |H˜(x, y, z0, t)|
2 of
the magnitude of the rendered volume of a static semi-
transparent phantom at arbitrary locations (x0, y0, z0)
are displayed in Fig.5. Swept-source digital holo-
graphic OCT was implemented in the software Holovibes
(www.holovibes.com). The software has five independent
threads dedicated to 1- image acquisition, 2- holographic
rendering (spatial demodulation), 3- time-to-frequency
analysis (temporal demodulation), 4- image display, and
5- image saving. The acquisition of the raw video stream
from the camera is bufferized to avoid any image drop,
in order to ensure the consistency of the temporal de-
modulation (Eq. 7). The propagation integral in Eq. 6 is
computed by the function cufft2d(); the discrete Fourier
transform in Eq. 7 used to create local spectrograms is
computed by the function cufft(). Holovibes is written
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FIG. 5: Real-time image rendering and visualization
in swept-source holographic optical coherence tomography.
Vizualization 2. Upper-left window : en-face section. Upper-
right and Bottom-left windows : orthogonal B-scans. The
measured sample is a static phantom made of 400-800 microns
glass beads embeded in several layers of 65 micron-thick tape.
rendering input throughput output throughput
Fresnel 1 GB/s 10 Gvoxel/s
Fresnel + CC 512 MB/s 10 Gvoxel/s
TABLE I: Typical input/output throughput benchmarks with
a Titan Xp card. Input data: 16-bit 1024 × 1024-pixel digi-
tized interferograms. Fresnel : Fresnel transformation (Eq. 6).
Time-frequency short-time Fourier transform on 256 frames
(Eq. 7). CC : Chromatic compensation by interferogram re-
sampling (Eq. 5).
in C++ and compiled with Microsoft Visual Studio 2017
and NVIDIA CUDA toolkit 9.1, all calculations are per-
formed on 2×32-bit single precision floats per complex
value.
In conclusion, we have demonstrated real-time compu-
tation and visualization of off-axis Fresnel transform dig-
ital holograms from an input stream of 16-bit, 1024-by-
1024-pixel interferograms at a rate of 512 frames per sec-
ond. The resulting stream of holograms was further pro-
cessed by short-time Fourier transformation to form lo-
cal spectrograms from 256 frame stacks at the maximum
rate of 38 volumes per second. All calculations were per-
formed on single-precision floating-point complex-valued
arrays with one NVIDIA Titan Xp graphics card. The
resulting software, Holovibes, was used in a swept-source
holographic optical coherence tomography experiment
for image rendering by Fresnel transformation and chro-
matic compensation of the pitch variation with wave-
length. The reported results demonstrate the scalability
of digital holography for high throughput computational
volumic imaging in real-time.
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