Abstract. We establish a sharp extension, in the framework of Orlicz spaces, of the (n-dimensional) Hardy inequality, involving functions defined on a domain G, their gradients and the distance function from the boundary of G.
Introduction and main results
The standard n-dimensional Hardy inequality states that, if G is an open bounded subset of euclidean space R n having a smooth boundary ∂G and d(x) denotes the distance of the point x ∈ G from ∂G, then for every p ∈ [1, ∞] and α > −1 + 1/p a positive constant C exists such that
( 1.1) for all sufficiently smooth functions u vanishing on ∂G. Here L p (G) denotes Lebesgue space and D stands for gradient.
A counterpart of (1.1) in the case where functions u, which do not necessarily vanish on ∂G, are taken into account is the inequality
, (1.2) which holds for p ∈ [1, ∞] and α < −1 + 1/p.
A proof of inequalities (1.1)-(1.2) can be found e.g. in [K] , [OK] . Let us mention that such inequalities, and generalizations of them, have applications, for example, in the theory of degenerate partial differential equations.
The aim of this present paper is to establish sharp extensions of inequalities (1.1)-(1.2) in the framework of Orlicz spaces. As a consequence of our results, for instance, substitutes for (1.1)-(1.2) in the limiting case where α = −1 + 1/p can be derived; see the example below.
Precisely, we are concerned with the problem of finding a necessary and sufficient condition on the real number α and on the Young functions A and B for the inequality (G | d −α ) = {u: u is a real-valued function on G such that the continuation of u by 0 outside G is a weakly differentiable function on R n and |Du|d −α ∈ L A (G)}.
(1.3)
An analogous question is considered concerning the inequality
u is a real-valued weakly differentiable function on G such that ud −α and |Du|d −α ∈ L A (G)}. (1.4) Answers to these problems are given by Theorems 1 and 2 below. In the statements, C 0,1 denotes the class of all open bounded subsets of R n , n ≥ 1, having a Lipschitz-continuous boundary (a precise definition is given in Section 3). Moreover,Ã denotes the Young conjugate of the function A. Throughout the paper, we use the conventions that 1/∞ = 0, 1/0 = ∞ and 0 · ∞ = 0, as usual. 
As a consequence of Theorems 1 and 2, the couples of real numbers α and Young functions A having the property that inequality (1.5) or (1.9) holds with A = B can be characterized. The notion of ∆ 2 -condition for Young functions appearing in the statements of Corollaries 1 and 2 is recalled in the next section. 
Corollary 1. Let A be a Young function and let
In particular, (1.13) holds for every A in case α > 0 and holds if and only ifÃ satisfies the ∆ 2 -condition near infinity in case α = 0. Inequality (1.13) cannot be true if α ≤ −1 whatever A is.
Corollary 2. Let A be a Young function and let
In particular, (1.15) holds for every A in case α < −1 and holds if and only if A satisfies the ∆ 2 -condition near infinity in case α = −1.
Let us notice that the quantities on the left-hand sides of (1.14) and (1.16) agree with the upper and the lower Boyd index, respectively, of L A (G) (see [B] ). Such indices are involved in the theory of interpolation.
Example: limiting cases of inequalities
Then Theorem 1 and Corollary 1 tell us the following.
If α > 0, then (1.5) holds with
From Theorem 2 and Corollary 2 we get the following conclusions.
If
. Variants of inequalities (1.5) and (1.9) can be considered. In Section 4, we prove a result concerning one-dimensional inequalities which extends to the Orlicz space setting the inequality originally proved by Hardy in [H] and enables us to prove the necessity of the conditions given in Theorems 1 and 2. Here, we present substitutes for inequalities (1.5) and (1.9) in the case where the smoothness assumptions on G are relaxed and domains from the class C 0,γ of all open bounded subsets of R n whose boundary is Hölder-continuous with exponent γ are taken into account. 
An interpolation theorem
A basic tool in the proofs of our results is an interpolation theorem which will be established in Subsection 2.2. First, in Subsection 2.1, we recall a few definitions and properties about Young functions, Orlicz spaces and quasilinear operators which will be used in the sequel. 
The Young conjugateÃ of A is the Young function given bỹ
Obviously,
The following inequalities hold for any Young function A
A Young function A is said to satisfy the ∆ 2 -condition globally [resp. near infinity] if a positive number c exists such that
for r ≥ 0 [resp. for r greater than some positive number]. Let (M, ν) be a positive measure space (which throughout the paper will be always assumed to be non-atomic and σ-finite) and let A be a Young function. The Orlicz space
, is a Banach space. Clearly, Lebesgue spaces can be recovered as special cases of Orlicz spaces. Indeed,
In our applications we shall be mainly interested in the case where M is a subset G of R n and ν is Lebesgue measure. In this case we shall denote ν by m n and
The following inequality is a substitute for Hölder's inequality in the framework of Orlicz spaces
On the other hand, we have For more details and proofs of results about Young functions and Orlicz spaces we refer to [A] , [BS] and [RR] .
Let (M 1 , ν 1 ) and (M 2 , ν 2 ) be positive measure spaces and let T be an operator whose domain is some linear subspace of the set of ν 1 -measurable functions on M 1 and whose range is contained in the set of ν 2 -measurable functions on M 2 . Then T is called quasilinear if a constant c ≥ 1 exists such that
for ν 1 -a.e. x ∈ M 1 , for all f and g in the domain of T and all λ ∈ R.
Let 1 ≤ p ≤ ∞ and let T be a quasilinear operator as above whose domain contains
is finite. Then T will be called of weak type (p, p) (in the sense of Calderón) if its domain contains L p,1 (M 1 , ν 1 ) and a positive constant N exists such that 
Here p = p/(p − 1), the Hölder conjugate of p.
In case ν 2 (M 2 ) < ∞ the same conclusion is true (with C depending also on B and ν 2 (M 2 ) in (2.15)) even if (2.16) or (2.17) holds only for s larger than some positive numbers and with 0 replaced bys as a lower limit of integration.
Proof. We shall show that a positive constant k 1 exists having the property that, if f is any ν 1 -measurable function on M 1 such that
then T f is well-defined and
Hence (2.15) will follow with C = 4ckk 1 .
Let a and b be the increasing (left-continuous) functions such that
We shall assume that A and B are strictly increasing and everywhere finite, the general case requiring only minor modifications. Let f be any function satisfying (2.18). Let us set f t = sign(f) min{t, |f |} and
by Hölder's inequality. Thanks to (2.2), to the equation
and to (2.18), the last integral in (2.20) does not exceed 1. Hence, f A(2kt) or with the first factor on the left-hand side of (2.17), according to whether p = 1 or 1 < p < ∞. In conclusion, we have shown
; consequently, f belongs to the domain of T . Now, if k 1 is any positive number, then (2.11) ensures that
On the other hand, denoting by N p the weak (p, p) norm of T , we have
(2.25)
By making use of inequality (2.2) with A replaced by B, it is easily deduced from assumption (2.16) or (2.17) that
respectively. By the weighted Hardy inequality in L p (0, ∞) (see e.g., Theorem 1 of [M] ), condition (2.27) for p = 1 and condition (2.28) for p ∈ (1, ∞) ensure that the right-hand side of (2.26) does not exceed c p N p k A(2ks) s ds, where c p equals either 1 or pp 1/(p −1) , according to whether p = 1 or p ∈ (1, ∞). Hence, owing to (2.2), (2.21) and (2.18),
By (2.22), (2.24) and (2.29), inequality (2.19) holds provided that
2/e , N p e 2/e }. Finally, the assertion concerning the case where ν 2 (M 2 ) < ∞ is a straightforward consequence of the fact that, under such an assumption, replacing B by a Young function which is equivalent to B near infinity but vanishes on [0,s) results in an equivalent norm on L B (M 2 , ν 2 ).
Proofs of results from Section 1
We begin by recalling the precise definition of the class of domains C 0,γ (see [K] ).
Definition. Let 0 < γ ≤ 1. A bounded open subset G of R n , n ≥ 1, is said to belong to the class C 0,γ if there exist i) a finite number N of orthogonal coordinate systems x i = (x i , x ni ), where
In particular, in case n = 1, G ∈ C 0,γ for every γ ∈ (0, 1] if and only if G is the union of a finite number of open intervals. Now, we prove Theorem 1 and Theorem 3 part i). Corollary 1 follows from Theorem 1, via Lemma 4 below. The proofs of Theorem 2 and of Theorem 3 part ii) make use of a partition of unity and of arguments similar to those used in the proof of Theorem 1; for brevity, we omit them. Corollary 2 follows from Theorem 2, via a "dual" version of Lemma 4.
Proof of Theorem 1. Let G ∈ C 0,1 and assume that one of the conditions (1.6)-(1.8) is fulfilled. Let
. . , N, be as in the definition above with γ = 1. We suppose, for the moment, that i is fixed and denote
Our first step will be to show that a positive constant c 1 exists such that
Clearly, inequality (3.1) is equivalent to
Thus, T α is of type (∞, ∞) with norm ≤ 1/(1 + α). Now, let us distinguish the cases where α > 0 and −1 < α ≤ 0. If α > 0, then, via Fubini's theorem, it is easily seen that
On integrating both sides of (3.5) with respect to x over Q we get
Thus, T α is of strong type (1, 1) with norm ≤ 1/α. Since T α is simultaneously of strong type (1, 1) and (∞, ∞), an interpolation theorem by Calderón (see e.g., Theorem 2.a.10 of [LT] ) ensures that inequality (3.3) holds with A = B; in particular, by (2.9), (3.3) holds if (1.6) is satisfied.
If −1 < α ≤ 0, then Hardy-Littlewood's inequality (see Theorem 2.2, Chapter 2, of [BS] , for instance) implies that
where
the decreasing rearrangement of w(x , x n ) with respect to x n . Notice that the integral on the right-hand side of (3.7) equals
Consequently,
for x ∈ Q and t > 0. Integrating both sides of (3.8) with respect to x over Q and making use of Minkowski's integral inequality on the right-hand side yields
Thus, T α is of weak type (1/(1+α), 1/(1+α)) with norm ≤ (1+α) −1/(1+α) . Hence, by Theorem 4, inequality (3.3) is true if either (1.7) or (1.8) is fulfilled. Now, let u ∈ V 1,A 0
and, with abuse of notation, let us still call u this function in the local coordinates x = (x , x n ) on U. Since the continuation of u by 0 outside G is a weakly differentiable function on R n , then u(x , ·) is absolutely continuous on (φ(x ), φ(x ) + β) for a.e. x ∈ Q and
Since φ is Lipschitz-continuous, Lemma 4.6 of [K] ensures that a positive constant δ exists such that
From (3.1), (3.10) and (3.11) we obtain 
(3.13)
Since we are assuming that one of the conditions (1.6)-(1.8) is in force, then, by Lemma 1 below, A dominates B near infinity; thus, a constant c 5 , independent of u, exists such that
On the other hand, by Lemma 3 below there exists a constant c 6 , independent of u, such that u
Combining the last two inequalities shows that inequality (1.5)
follows from (3.13) with C = N c 4 + c 5 c 6 dist(Ĝ, ∂G) −1−α . Conversely, assume that α, A and B are such that (1.5) holds for every G ∈ C 0,1 . Let us choose the ball S, centered at the origin and having radius 1, as domain G.
Consider radially symmetric functions
, respectively, where ν is the measure whose density with respect to m 1 is (1 − r) n−1 . From (3.14) one easily infers that a positive constant c exists such that
for all functions f such that r −α f (r) ∈ L A (0, 1/2). Thus, in order to conclude our proof we need only to know that, if the 1-dimensional inequality (3.15) holds, then α > −1 and one of the conditions (1.6)-(1.8) is true. This is proved in Theorem 5, Section 4.
Proof of Theorem 3 i), sketched.
The proof proceeds along the same lines as in Theorem 1. The only difference is that, since ∂G is assumed to be only Hölder-continuous with exponent γ, then the inequalities
hold instead of (3.11) (see Lemma 4.6 of [K] ). Consequently, the exponent (1 + α) of δ in the definition of the constant c 3 has to be replaced by γ(1 + α) and the exponent α of δ in the definition of c 2 has to be replaced by γα. Proof. The assertion is obvious if (1.6) is in force. Let us assume that either (1.7) or (1.8) is fulfilled. Then, −1 < α ≤ 0. Lets be the number appearing in (1.7) or (1.8), according to whether α = 0 or −1 < α < 0. The following chain holds
(3.17) Therefore, if (1.7) is satisfied, then domination of A over B near infinity follows from (3.17) with α = 0. Suppose now that −1 < α < 0. In the case where A equals ∞ for large values of the argument, then A trivially dominates B near infinity. Conversely, assume that A is everywhere finite and let s 0 ≥ 0 be such that A(s) > 0 if s > s 0 . Then a chain of inequalities similar to (3.17) yields
Inequalities (3.17) and (3.18) imply that, under assumption (1.8), A dominates B near infinity. Proof. If A(s) ≡ ∞ for large s, then A n ≡ ∞ for large s also, and the conclusion is trivially true. Suppose, on the contrary, that A is everywhere finite. We shall prove that, in fact, A increases essentially more slowly than A n near infinity or, equivalently, that (3.20) whereĀ n is the function, equivalent to
Lemma 2. Let n ≥ 2 and let A be a Young function. Let A n be the Young function defined by
n (r) for r > 0, where Ω n (s) = s n Φ n (s) for s > 0. Now, let s 0 be a number larger than 1 such thatÃ(s) > 0 if s > s 0 . Then, sinceÃ(s)/s increases,
We have s n −1Ã
(s) ≤Ã(s n ) if s ≥ 1, inasmuch asÃ is a Young function. Thus, if we call c the last quantity in brackets in (3.21), then Ω n (s) ≤ cÃ(s n ) for s > s 0 . Consequently, we deduce that numbers r 0 > 0 and k > 1 exist such that A −1 n (r) ≤ r 1/n (Ã −1 (r/k)) −1/n for r > r 0 . Therefore, thanks to (2.5),Ā −1 
Proof. Let G be as in the statement. Then a smooth (e.g., from the class C 0,1 ) open subset G of G can be chosen in such a way thatḠ ⊂ G andḠ ⊂ G. Clearly, we may assume, without loss of generality, that G is connected. Let u be any function either from V 1,A 0
We claim that a constant c 1 , independent of u, exists such that (3.25) where σ is the number defined by (1.17). Indeed, we have
where c 2 equals diam(G) α if α ≥ 0 and agrees with dist(G , ∂G) αγ if −1 < α < 0. On the other hand, a constant c 3 , independent of u,
. Such inequality is easily verified when n = 1; in case n ≥ 2, it is a consequence of Lemma 2, which by (3.19) ), and of Theorem 2 of [C] , which tells Thus, (3.25) holds with c 1 = c 2 c 3 . Now, let us consider the term u G L A (G ) . We have
,
On the other hand, by the classical Poincaré inequality, a constant c 4 exists such that Ta1] ). Owing to (2.2) with A replaced byÃ, the last inequality in turn implies that
where a is the derivative of A, so thatÃ(s) = 
if t is sufficiently large. Hence, by (3.28),
Inasmuch as G is bounded, the convergence of the last integral tells us that
whence (3.27) follows. The proof is complete. Sketch of the proof. The proof of the equivalence of (3.29) and (3.30) or (3.31) proceeds through the following steps.
Step 1. Inequality (3.29) holds if and only if a number λ 0 > 2 exists such that
(3.32)
Step 2. Condition (3.32) holds if and only if
Step 3. If 1 ≤ p < ∞, then (3.33) is equivalent to the condition that a constant k 1 exists such that s
If 1 < p < ∞, then (3.33) is also equivalent to the condition that (3.35) a constant k 2 exists such that
Step 4. If 1 < p < ∞, then (3.34) and (3.35) hold if and only if (3.31) holds. Steps 1 and 3 can be proved via arguments similar to those used in the proofs of Lemma 2 of [Ta2] and of Lemma 2.3 of [Str] , respectively; step 2 is straightforward; step 4 makes use of inequalities (3.17)-(3.18). The proof of the assertion concerning the case where "sup r>0 " is replaced by "lim sup r→∞ " in (3.29) is similar. For the proof of the equivalence of (3.30) and of the ∆ 2 condition forÃ see e.g., [BaS] .
One-dimensional inequalities
One-dimensional inequalities involving the so-called Hardy operator Hf (s) = s 0 f(r) dr play a role in various contexts, for instance in the theory of interpolation, and have been extensively investigated; see [Stp] for an up-to-date survey of results. In particular, results in the framework of Orlicz space are e.g. in [BK] , [BF] , [L] , [P] .
Here, we deal with inequalities of the form
where V is either a positive number or ∞. The Young functions A and B and the real numbers α which make inequality (4.1) or (4.2) true for all functions f such that s −α f (s) ∈ L A (0, V ) are characterized in Theorem 5 below. Clearly, inequalities (4.1) and (4.2) are closely related to (1.5) and (1.9), respectively. However, even though inequalities (1.1) and (1.2) are a consequence of the classical one-dimensional Hardy inequality, a derivation of (1.5) or (1.9) from onedimensional norm inequalities seems problematic when dealing with general Orlicz spaces. In fact, only the proof of necessity in Theorems 1 and 2 relies on Theorem 5, whereas the proof of sufficiency makes use of an n-dimensional approach. Remark 2. Combining Theorem 5 above with Lemma 4 of Section 3 yields necessary and sufficient conditions on α and A, of the same type as those given in Corollaries 1 and 2, ensuring that (4.1) or (4.2) holds with A = B. In particular, results from [BF] and [P] are recovered.
Proof of Theorem 5. Consider part i). The proof of sufficiency of conditions (1.6)-(1.8) for (4.1) to hold makes use of Theorem 4 and is analogous to (and even simpler than) that of Theorem 1. Thus, it will be omitted.
As for necessity, we shall assume that V = ∞, the case where V < ∞ being similar. Suppose that A, B and α are such that (4.1) holds for every f for which 
