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SYMPLECTIC KLOOSTERMAN SUMS AND POINCARÉ SERIES
SIU HANG MAN
Abstract. We prove power-saving bounds for general Kloosterman sums on Sp(4) associated to
all Weyl elements via a stratification argument coupled with p-adic stationary phase methods. We
relate these Kloosterman sums to the Fourier coefficients of Sp(4) Poincare series.
1. Introduction
The classical Kloosterman sum is given by
S (m,n; q) =
∑
x,y∈Z/qZ
xy≡1 (mod q)
e
(
mx+ ny
q
)
,
where e (x) = e2πix. Kloosterman sums naturally appear in the Fourier expansion of GL(2) Poincaré
series
Pm (z; ν) =
∑
γ∈Γ∞\SL(2,Z)
Im (γz)ν e (m (γz)) ,
which play an important role in number theory. In [BFG88], Bump, Friedberg and Goldfeld intro-
duced GL(r) Poincaré series for r ≥ 2, and gave a generalisation of Kloosterman sums to GL(3).
The notion of Kloosterman sums was then generalised to GL(r) for r ≥ 2 by Friedberg [Fri87], and
then to arbitrary simply connected Chevalley groups by Dąbrowski [Dab93].
By methods of algebraic geometry, Weil [Wei48] obtained a bound for GL(2) Kloosterman sums
|S (m,n; q)| ≪ τ (q) (m,n, q)1/2 q1/2,
where τ denotes the divisor function. However, it remains a major open problem to give non-trivial
bounds for Kloosterman sums in general, and currently only a small set of examples can be treated.
Bounds for GL(3) Kloosterman sums were first obtained by Larsen [BFG88, Appendix] and Stevens
[Ste87], and were improved by Dąbrowski and Fisher [DF97]. Bounds for GL(4) Kloosterman
sums were given by Huang [GSW, Appendix]. Friedberg [Fri87] generalised the results to GL(r)
Kloosterman sums attached to certain Weyl elements. On reductive groups, Dąbrowski and Reeder
[DR98] gave the size of Kloosterman sets, establishing a trivial bound for Kloosterman sums on
reductive groups.
Other than Poincaré series, another application of Kloosterman sums is found in the relative trace
formula, which integrates an automorphic kernel over two subgroups with their respective characters.
In particular, a prime application for bounds of Kloosterman sums is the analysis of the arithmetic
side of the Petersson/Kuznetsov spectral summation formula. A more detailed description of this
can be found in [Blo].
Now we introduce the main results. Let
G = Sp(2r) =
{
M ∈ GL(2r) ∣∣MTJM = J} , J = ( In−In
)
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be the standard symplectic group, with the standard torus and the standard unipotent subgroup
given by
T =




∗
∗
∗
. . .
∗
∗




⊆ G, U =




1 · · · ∗ ∗ · · · ∗
. . .
...
...
. . .
...
1 ∗ · · · ∗
1
...
. . .
∗ · · · 1




⊆ G.
We denote by N = NG(T ) the normaliser of T in G. The Weyl group is given by W := NG(T )/T .
For any n ∈ N , we can write n = wt for some w ∈ W , t ∈ T . Let w : N → W be the canonical
projection map with respect to this decomposition. For n ∈ N , we also define Un := U ∩ n−1UTn,
and Un := U∩n−1Un. Note that Un, Un depend only on the image w(n) of the canonical projection.
Let p be a rational prime. We have a Bruhat decomposition
G (Qp) = U (Qp)N (Qp)U (Qp) .
For n ∈ N (Qp), we define
C(n) = U (Qp)nU (Qp) ∩G (Zp) ,
X(n) = U (Zp) \C(n)/Un (Zp) ,
and projection maps
u : X(n)→ U (Zp) \U (Qp) ,
u′ : X(n)→ U (Qp) /Un (Zp)
by the relation x = u(x)nu′(x) for x ∈ X(n).
Let n ∈ N (Qp), ψp a character of U (Qp) which is trivial on U (Zp), and ψ′p a character of Un (Qp)
trivial on Un (Zp), such that ψ
′
p is the restriction of some character of U (Qp) trivial on U (Zp). Then
the local Kloosterman sum is given by
Klp
(
n,ψp, ψ
′
p
)
=
∑
x∈X(n)
ψp (u(x))ψ
′
p
(
u′(x)
)
.
If ψ′p is given as a character of U (Qp) which is trivial on U (Zp), we write Klp
(
n,ψp, ψ
′
p
)
to mean
Klp
(
n,ψp, ψ
′
p|Un(Qp)
)
.
To define a global Kloosterman sum, let n ∈ N(Q), ψ =∏
p
ψp a character of U(A) which is trivial
on
∏
p
U (Zp), and ψ
′ a character of Un (A) trivial on
∏
p
Un (Zp), such that ψ
′ is the restriction of
some character of U (A) trivial on
∏
p
U (Zp). Then the global Kloosterman sum is given by
Klp
(
n,ψ, ψ′
)
=
∏
p
Klp
(
n,ψp, ψ
′
p
)
.
Remark. This definition of Kloosterman sums is different from the symplectic Kloosterman sums
introduced by Kitaoka [Kit84], which are more relevant for classical Sp(4) Fourier expansions with
respect to the upper right 2-by-2 block, which however is not a full parabolic subgroup. Tóth
[Tot13] proved some properties and estimates of such Kloosterman sums. The Kloosterman sums
introduced here fit into the general framework of Kloosterman sums defined on reductive groups,
see e.g. Dąbrowski [Dab93].
For G = Sp (4,Qp), a set of simple roots of G with respect to the maximal torus T is given by
∆ = {α, β}, where
α
(
diag
(
y1, y2, y
−1
1 , y
−1
2
))
= y1y
−1
2 , β
(
diag
(
y1, y2, y
−1
1 , y
−1
2
))
= y22.
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Then Ψ+ = {α, β, α + β, 2α+ β} is a set of positive roots. We denote by sα and sβ the simple
reflections in the hyperplane orthogonal to α and β respectively. Then the Weyl group of G with
respect to T is given by
W = {1, sα, sβ, sαsβ, sβsα, sαsβsα, sβsαsβ, sαsβsαsβ} .
We also denote the long Weyl element sαsβsαsβ by w0. Characters of U (Qp) trivial on U (Zp) are
given by ψm1,m2 for m1,m2 ∈ Z, where
ψm1,m2


1 x1 ∗ ∗
1 ∗ x2
1
−x1 1

 = e (m1x1 +m2x2) .
Let
nw,r,s = diag
(
p−r, pr−s, pr, ps−r
)
w ∈ N (Qp) ,
such that X (nw,r,s) 6= ∅. The exact conditions r, s have to satisfy are given in Section 3, but in
general we require r, s ≥ 0. By counting the number of terms in the Kloosterman sum [DR98,
Theorem 0.3], we obtain a trivial bound∣∣Klp (nw,r,s, ψ, ψ′)∣∣ ≤ pr+s.
Now we state the main results of the paper, on non-trivial bounds of Sp(4) Kloosterman sums.
Theorem 1.1. Let ψ = ψm1,m2 , ψ
′ = ψn1,n2. Then∣∣Klp (nsαsβ ,r,s, ψ, ψ′)∣∣≪ min{p2s (m1, pr−s) , pr (m2, ps)1/2 (n2, ps)1/2} .
Theorem 1.2. (Larsen [BFG88, Appendix]) Let ψ = ψm1,m2, ψ
′ = ψn1,n2. Then∣∣Klp (nsβsα,r,s, ψ, ψ′)∣∣≪ min{p3r (m2, ps−2r) , ps (m1, n1, pr)} .
Theorem 1.3. Let ψ = ψm1,m2 , ψ
′ = ψn1,n2. Then
∣∣Klp (nsαsβsα,r,s, ψ, ψ′)∣∣≪


p
r
3
+ 2s
3
+ 2
3
min{ordp(m1)+s,ordp(n1)+r}+
1
3
ordp(m2) if s ≤ r,
pr+min{ordp(m2),r+ordp(n1)} + pr+min{ s2+ordp(m1),r− s2+ordp(n1)} if r < s < 2r,
pr+min{ordp(m2),r+ordp(n1)} if s = 2r.
Theorem 1.4. Let ψ = ψm1,m2 , ψ
′ = ψn1,n2. Then
∣∣Klp (nsβsαsβ ,r,s, ψ, ψ′)∣∣≪


p
s
2
+ r
2
+ 1
2
ordp(m1)+
1
2
min{2r+ordp(m2),s+ordp(n2)} if r ≤ s2 ,
ps−
r
2
+ 1
2
ordp(m1)+
1
2
min{2r+ordp(m2),s+ordp(n2)} if s2 < r < s,
ps+min{ordp(m1),ordp(n2)}. if r = s.
Theorem 1.5. Let ψ = ψm1,m2 , ψ
′ = ψn1,n2. Then∣∣Klp (nw0,r,s, ψ, ψ′)∣∣≪ min{p 12 ordp(m1m2), p 12 ordp(n1n2)} (s+ 1) p r2+ 3s4 + 12 min{r,s}.
Theorem 1.1 is proved in Section 4.1. The ingredients for the proof include deep results of
Katz [Kat07] for multi-dimensional mixed exponential sums as well as the p-adic stationary phase
method for higher prime powers. To prove Theorems 1.3 to 1.5, we develop a stratification of
Sp(2r) Kloosterman sums in Section 2, generalising the stratification of GL(r) Kloosterman sums
introduced by Stevens [Ste87]. Let
T :=
{(
A
cA−1
)
∈ GL (2r,Zp)
∣∣∣∣ A = diag (a1, a2, · · · , ar) , a1, · · · , ar, c ∈ Z×p
}
.
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be a set of diagonal matrices. We will show that for n ∈ N (Qp), there is a group action T ×X(n)→
X(n) sending (t, γ) to tγs−1, where s = n−1tn. The Kloosterman sum, as a sum over X(n), can
then be partitioned into sums over T -orbits, in Theorem 2.3.
In Section 3, we give explicit formulations of Sp(4) Kloosterman sums Klp (n,ψ, ψ
′), in terms of
Plücker coordinates given in [Man]. Using Theorem 2.3, we prove Theorems 1.3 to 1.5 in Section 4.
Let F : T (R+) → C be a smooth function with rapid decay. Let ψ,ψ′ be characters of U(R)
trivial on U(Z). For g = uy ∈ G/K, where u ∈ U(R), y ∈ T (R+), define Fψ(g) := ψ (η)F (y). The
symplectic Poincaré series associated to F is given by
Pψ(g) =
∑
γ∈P0∩Γ\Γ
Fψ(γg),
where Γ = Sp(2r,Z), and P0 is the standard minimal parabolic subgroup of G. The ψ
′-th Fourier
coefficient of Pψ(g) is given by
Pψ,ψ′(g) =
∫
U(Z)\U(R)
Pψ (ug)ψ′(u)du.
We compute in Section 5 the Fourier coefficients Pψ,ψ′(g) of the Poincaré series Pψ(g), in terms of
auxiliary Kloosterman sums, which are also defined in Section 5. The bounds given in Theorems 1.1
to 1.5 also apply to these auxiliary Kloosterman sums, via Proposition 5.2.
Acknowledgement
The author would like to thank Valentin Blomer for his guidance on the project.
2. Stratification of symplectic Kloosterman sums
Consider the set of diagonal matrices
T :=
{(
A
cA−1
)
∈ GL (2r,Zp)
∣∣∣∣ A = diag (a1, a2, · · · , ar) , a1, · · · , ar, c ∈ Z×p
}
.
Note that in general elements of T are not symplectic.
Lemma 2.1. Let u ∈ U (Qp), and t ∈ T . then tut−1 ∈ U (Qp).
Proof. Trivial. 
Lemma 2.2. Let n ∈ N (Qp), and t ∈ T . Then n−1tn ∈ T .
Proof. Write n = wa, with w ∈W , a ∈ T (Qp). Consider w−1tw. Suppose
t = diag
(
a1, · · · , ar, ca−11 , · · · , ca−1r
)
.
Then in general w−1tw has the form
w−1tw = diag
(
τσ(1)
(
aσ(1)
)
, · · · , τσ(r)
(
aσ(r)
)
, τσ(1)
(
ca−1σ(1)
)
, · · · , τσ(r)
(
ca−1σ(r)
))
,
where σ is a permutation of {1, · · · , r}, and τi :
{
ai, ca
−1
i
} → {ai, ca−1i } are permutations for
i = 1, · · · , r. Since ai = c
(
ca−1i
)−1
, we see that w−1tw is of the form
w−1tw =
(
A′
cA′−1
)
.
So w−1tw ∈ T . Finally, we see that n−1tn = a−1w−1twa = w−1tw ∈ T . 
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Let γ = unu′ ∈ C(n), and t ∈ T . By Lemma 2.2, s := n−1tn ∈ T . By Lemma 2.1, we see that
tγs−1 =
(
tut−1
)
n
(
su′s−1
) ∈ U (Qp)nU (Qp) ∩G (Zp) = C(n).
As conjugation by t and s preserves U (Zp) and Un (Zp), this induces an action on X(n):
T ×X(n)→ X(n), (t, x) 7→ t ∗ x.
For characters ψ : U (Qp) /U (Zp) → C×, ψ′ : Un (Qp) /Un (Zp) → C×, decomposition of X(n)
into T -orbits gives a decomposition of Kloosterman sums:
Klp (n,ψ, ψ) =
∑
x∈T \X(n)
∑
y∈T ∗x
ψ (u(y))ψ′
(
u′(y)
)
.
Characters of U (Qp) /U (Zp) has the form
ψ


1 x1 · · · ∗ ∗ · · · · · · ∗
1
. . .
...
...
...
. . . xr−1
... ∗
1 ∗ · · · ∗ xr
1
−x1 1
...
. . .
. . .
∗ · · · −xr−1 1


=
r∏
i=1
e (nixi) , ni ∈ Z.
We denote this character by ψ = ψn1,··· ,nr . Let αi = ei − ei+1, 1 ≤ i ≤ r − 1, and αr = 2er be
the simple roots of T in G. Denote ∆ = {α1, · · · , αr}, and ∆w = {α ∈ ∆ | w(α) < 0}. For x ∈ X,
suppose
u(x) =


1 x1 · · · ∗ ∗ · · · · · · ∗
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. xr−1
.
.
. ∗
1 ∗ · · · ∗ xr
1
−x1 1
.
.
.
.
.
.
.
.
.
∗ · · · −xr−1 1


, u′(x) =


1 x′1 · · · ∗ ∗ · · · · · · ∗
1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. x′r1
.
.
. ∗
1 ∗ · · · ∗ x′r
1
−x′
1
1
.
.
.
.
.
.
.
.
.
∗ · · · −x′r−1 1


.
Note that x′i = 0 unless αi ∈ ∆w. For x = u(x)nu′(x), define projections
κi(x) = xi, κ
′
i(x) = x
′
i, 1 ≤ i ≤ r.
For t = diag
(
a1, · · · , ar, ca−11 , · · · , ca−1r
) ∈ T , we see that
tu(x)t−1 =


1 a1a
−1
2 x1 · · · ∗ ∗ · · · · · · ∗
1
. . .
...
...
...
. . . ar−1a
−1
r xr1
... ∗
1 ∗ · · · ∗ c−1a2rxr
1
−a1a−12 x1 1
...
. . .
. . .
∗ · · · −ar−1a−1r xr−1 1


.
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Hence
κi (t ∗ x) = aia−1i+1κi(x), 1 ≤ i ≤ r − 1,
κr (t ∗ x) = c−1a2rκr(x),
and
κ′i (t ∗ x) = τσ(i)
(
aσ(i)
)
τσ(i+1)
(
aσ(i+1)
)−1
κ′i(x), 1 ≤ i ≤ r − 1,
κ′r (t ∗ x) = τσ(r)
(
aσ(r)
)
τσ(r)
(
ca−1σ(r)
)−1
κ′r(x).
For ℓ ∈ N, we define
Aw(ℓ) :=
(
Z/pℓZ
)∆ × (Z/pℓZ)∆w ,
Vw(ℓ) :=

λ× λ′ ∈ Aw(ℓ)
∣∣∣∣∣∣
λi, λ
′
j ∈
(
Z/pℓZ
)×
, such that ∃t ∈ T with
κi(t ∗ x) = λiκi(x), κ′j(t ∗ x) = λ′jκ′j(x)
for x ∈ X(n), 1 ≤ i, j ≤ r, αj ∈ ∆w

 .
Note that |Vw(ℓ)| =
(
pℓ
(
1− p−1))r. For a character θ : Aw(ℓ)→ C×, we define
Sw (θ; ℓ) =
∑
v∈Vw(ℓ)
θ(v).
Theorem 2.3. Let n ∈ N (Qp), and suppose ℓ is large enough such that the matrix entries of
u(x), u′(x) lie in p−ℓZp/Zp for every x ∈ X(n). Let ψ = ψn1,··· ,nr : U (Qp) /U (Zp) → C× and
ψ′ = ψn′1,··· ,n′r |Un(Qp) : Un (Qp) /Un (Zp)→ C× be characters. Define the character θx : Aw(ℓ)→ C×
by
θx
(
λ× λ′) = r∏
i=1
e (λiniκi(x))
r∏
i=1
w(αi)<0
e
(
λ′in
′
iκ
′
i(x)
)
.
Then
Klp
(
n,ψ, ψ′
)
=
(
pℓ
(
1− p−1))−r ∑
x∈T \X(n)
N(x)Sw (θx; ℓ) ,
where N(x) = |T ∗ x| is the size of T -orbit of x ∈ X(n).
Proof. Rewrite the Kloosterman sum
Klp
(
n,ψ, ψ′
)
=
∑
x∈T \X(n)
∑
y∈T ∗x
ψ (u(y))ψ′
(
u′(y)
)
=
∑
x∈T \X(n)
∑
y∈T ∗x
r∏
i=1
e (niκi(y))
r∏
i=1
w(αi)<0
e
(
n′iκ
′
i(y)
)
= |Vw(ℓ)|−1
∑
x∈T \X(n)
∑
y∈T ∗x
∑
λ×λ′∈Vw(ℓ)
r∏
i=1
e (λiniκi(y))
r∏
i=1
w(αi)<0
e
(
λ′in
′
iκ
′
i(y)
)
= |Vw(ℓ)|−1
∑
x∈T \X(n)
N(x)
∑
λ×λ′∈Vw(ℓ)
r∏
i=1
e (λiniκi(y))
r∏
i=1
w(αi)<0
e
(
λ′in
′
iκ
′
i(y)
)
=
(
pℓ
(
1− p−1))−r ∑
x∈T \X(n)
N(x)Sw (θx; ℓ) .

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3. Sp(4) Kloosterman sums
Now we give explicit formulations for Kloosterman sums for G = Sp (4,Qp), classified by the
image w(n) of the projection onto W . Fix ψ = ψm1,m2 , ψ
′ = ψn1,n2 , where
ψm1,m2


1 x1 ∗ ∗
1 ∗ x2
1
−x1 1

 = e (m1x1 +m2x2) .
Proposition 3.1. [Ste87, Theorem 3.2] Let n ∈ N (Qp), and ψ : U (Qp) /U (Zp) → C×, ψ′ :
Un (Qp) /Un (Zp)→ C× be characters. If t ∈ T
(
Z×p
)
, then
Klp
(
tn, ψ, ψ′
)
= Klp
(
n,ψt, ψ
′
)
,
Klp
(
nt−1, ψ, ψ′
)
= Klp
(
n,ψ, ψ′t
)
,
where ψt(u) = ψ(tut
−1).
By Proposition 3.1, it suffices to consider Kloosterman sums Klp (n,ψ, ψ
′) for n such that entries
of n are powers of p, and X(n) is nonempty. We shall express the Kloosterman sums using Plücker
coordinates, which were introduced in [BFH90], and adopted by the author [Man] to describe double
coset representatives Rw = P0 ∩ Γ\Γ ∩Gw/Γw. See Section 5.1 for an explicit definition for Rw.
(i) w = id. We have n = nid := I4, and the Kloosterman sum is trivial:
Klp
(
nid, ψ, ψ
′
)
= 1.
(ii) w = sα. We have
n = nsα,r :=


p−r
−pr
pr
−p−r


for r ≥ 0, and the corresponding Kloosterman sum is actually a GL(2) Kloosterman sum:
Klp
(
nsα,r, ψ, ψ
′
)
= S (m1, n1; p
r) .
(iii) w = sβ. We have
n = nsβ ,s :=


1
p−s
1
−ps


for s ≥ 0, and the corresponding Kloosterman sum is actually a GL(2) Kloosterman sum:
Klp
(
nsβ ,s, ψ, ψ
′
)
= S (m2, n2; p
s) .
(iv) w = sαsβ. We have
n = nsαsβ ,r,s :=


−p−r
pr−s
pr
ps−r

 ,
where 0 ≤ s ≤ r. The Kloosterman sum is given by
Klp
(
nsαsβ ,r,s, ψ, ψ
′
)
=
∑
v4(mod ps)
(v4,p)=1
∑
v3(mod pr)
(v3,pr−s)=1
e
(
m1v3
pr−s
)
e
(
m2v4v
2
3 + n2v4
ps
)
.
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(v) w = sβsα. We have
n = nsβsα,r,s :=


p−r
pr−s
pr
−ps−r

 ,
where 2r ≤ s. The Kloosterman sum is given by
Klp
(
nsβsα,r,s, ψ, ψ
′
)
=
∑
v24(mod pr)
(v24,p)=1
∑
v34(mod ps)
(v34,ps−2r)=1
e
(
m1v24v34 + n1v24
pr
)
e
(
m2v34
ps−2r
)
.
Remark. This Kloosterman sum can also be considered as a GL(3) Kloosterman sum. Pre-
cisely, following the notation in [BFG88, (4.3)], we have
Klp
(
nsβsα,r,s, ψ, ψ
′
)
= prS
(
n1,m1,m2; p
r, ps−r
)
.
A non-trivial bound for Klp
(
nsβsα,r,s, ψ, ψ
′
)
then follows from Larsen [BFG88, Appendix].
This gives a proof to Theorem 1.2.
(vi) w = sαsβsα. We have
n = nsαsβsα,r,s :=


−p−r
pr−s
pr
ps−r

 ,
where s ≤ 2r. The Kloosterman sum is given by
Klp
(
nsαsβsα,r,s, ψ, ψ
′
)
=
∑
v2,v3,v4(mod pr)
v2=pr−av′2, (v
′
2,p)=1, s−r≤a≤s/2
(v3,v4,pr−a)=1
(pr−a,pav3+v′2v4)=pr+a−s
e
(
m1vˆ2 + n1v2
pr
)
e
(
m2u
ps
)
,
where vˆ2 is chosen modulo p
r such that
vˆ2v3 ≡ −v′2ps−a (mod pr), vˆ2v4 ≡ ps (mod pr), (3.1)
and
u ≡
{
−v′2
2
v3p
2a+r−s + V ′v′2v
2
3p
2a + v′2v4p
a+r−s (mod ps) if a < s2 ,
−v′2
2
v3p
2a+r−s + v′2v4p
a+r−s (mod ps) if a = s2 ,
(3.2)
where V ′ = ps−r−a (pav3 + v
′
2v4).
(vii) w = sβsαsβ. We have
n = nsβsαsβ ,r,s :=


−p−r
pr−s
pr
−ps−r

 ,
where r ≤ s. The Kloosterman sum is given by
Klp
(
nsβsαsβ ,r,s, ψ, ψ
′
)
=
∑
v13,v14,v23(mod ps)
(ps,v13,v14)=ps−r
(ps,v14)|v213
(ps−r,v23,v34)=1
e
(
m1u
pr
)
e
(
m2vˆ14 + n2v14
ps
)
,
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where v34 = −p−s
(
v213 + v14v23
)
, u is chosen modulo pr such that
uv13p
r−s ≡ v23 (mod pr), uv14pr−s ≡ −v13 (mod pr), (3.3)
and vˆ14 is chosen modulo p
s such that
vˆ14v23 ≡ −p2r (mod ps), vˆ14v34 ≡ v14p2r−s (mod ps). (3.4)
(viii) w = w0. We have
n = nw0,r,s :=


−p−r
−pr−s
pr
ps−r

 .
The Kloosterman sum is given by
Klp
(
nw0,r,s, ψ, ψ
′
)
=
∑
v2,v3,v4(mod pr)
v13,v14(mod ps)
v13pr+v2v14−v4ps=0
(pr ,v2,v3,v4)=1
(ps,v13,v14,v23,v34)=1
e
(
m1vˆ2 + n1v2
pr
)
e
(
m2vˆ14 + n2v14
ps
)
,
where vˆ2 is chosen modulo p
r such that
vˆ2v2 ≡ ps (mod pr), vˆ2v3 ≡ v13 (mod pr), vˆ2v4 ≡ v14 (mod pr); (3.5)
and vˆ14 chosen modulo p
s such that
vˆ14v13 ≡ −v2pr (mod ps), vˆ14v14 ≡ p2r (mod ps),
vˆ14v23 ≡ −v22 (mod ps), vˆ14v34 ≡ v3pr + v2v4 (mod ps).
(3.6)
3.1. Properties of Sp(4) Kloosterman sums.
Proposition 3.2. Let n ∈ N (Qp), such that w(n) = w0 is the long Weyl element. Let ψ,ψ′ :
U (Qp) /U (Zp)→ C× be characters. Then
Klp
(
n,ψ, ψ′
)
= Klp
(
n,ψ′, ψ
)
.
Proof. By Proposition 3.1, it suffices to consider the case where
n = nsαsβsαsβ =


−p−r
−pr−s
pr
ps−r

 .
Let x = unu′ ∈ X(n). Write
u =


1 α1 α2 α3
1 α4 α5
1
−α1 1

 ∈ U (Zp) \U (Qp) , u′ =


1 β1 β2 β3
1 β4 β5
1
−β1 1

 ∈ U (Qp) /U (Zp) .
Then
γ =


α2p
r α2β1p
r + α3p
s−r α1β1p
r−s + α2β2p
r + α3β4p
s−r − p−r α2β3pr + α3β5ps−r − α1pr−s
α4p
r α4β1p
r + α5p
s−r α4β2p
r + α5β4p
s−r + β1p
r−s α4β3p
r + α5β5p
s−r − pr−s
pr β1p
r β2p
r β3p
r
−α1pr −α1β1pr + ps−r −α1β2pr + β4ps−r −α1β3pr + β5ps−r

 ∈ G (Zp) .
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Now let
u˜ =


1 β1 β2 −β4
1 −β3 β5
1
−β1 1

 , u˜′ =


1 α1 α2 −α4
1 −α3 α5
1
−α1 1

 .
Then we see that
x˜ =u˜nu˜′
=


β2p
r α1β2p
r − β4ps−r α1β1pr−s + α2β2pr + α3β4ps−r − p−r −α4β2pr − α5β4ps−r − β1pr−s
−β3pr −α1β3pr + β5ps−r −α2β3pr − α3β5ps−r + α1pr−s α4β3pr + α5β5ps−r − pr−s
pr α1p
r α2p
r −α4pr
−β1pr −α1β1pr + ps−r −α2β1pr − α3ps−r α4β1pr + α5ps−r

 ∈ G (Zp).
Therefore
Klp
(
n,ψ, ψ′
)
=
∑
x∈X(n)
ψ (u(x))ψ′
(
u′(x)
)
=
∑
x∈X(n)
ψ
(
u′(x˜)
)
ψ′ (u(x˜))
=
∑
x∈X(n)
ψ′ (u(x))ψ
(
u′(x)
)
= Klp
(
n,ψ′, ψ
)
.

We also give a few reduction formulae for Kloosterman sums, which are straightforward to prove.
Proposition 3.3. Let ψ = ψm1,m2, ψ
′ = ψn1,n2. Then
Klp
(
nw0,r,0, ψ, ψ
′
)
= S (m1, n1; p
r) , Klp
(
nw0,0,s, ψ, ψ
′
)
= S (m2, n2; p
s) ,
Klp
(
nsαsβsα,r,0, ψ, ψ
′
)
= cpr (m1) , Klp
(
nsβsαsβ ,0,s, ψ, ψ
′
)
= cps (m2) ,
Klp
(
nsαsβ ,r,0, ψ, ψ
′
)
= cpr (m1) , Klp
(
nsβsα,0,s, ψ, ψ
′
)
= cps (m2) .
4. Bounds for Sp(4) Kloosterman sums
We establish in this section non-trivial bounds for Klp (nw,r,s, ψ, ψ
′), that is, prove Theorems 1.1
to 1.5.
Firstly, Klp (nsα,r, ψ, ψ
′) and Klp
(
nsβ,s, ψ, ψ
′
)
are just GL(2) Kloosterman sums. A well-known
bound for GL(2) Kloosterman sums is given by [Smi80]∣∣∣S(µ, ν; pk)∣∣∣ ≤ 2pk/2(|µ|−1p , |ν|−1p , pk)1/2. (4.1)
So ∣∣Klp (nsα,r, ψ, ψ′)∣∣≪r,ψ,ψ′ pr/2, and ∣∣Klp (nsβ ,s, ψ, ψ′)∣∣≪s,ψ,ψ′ ps/2.
4.1. Bounds for Sp(4) Kloosterman sums attached to w = sαsβ and sβsα. We prove non-
trivial bounds for Kloosterman sums Klp
(
nsαsβ ,r,s, ψ, ψ
′
)
and Klp
(
nsβsα,r,s, ψ, ψ
′
)
.
Proof of Theorem 1.1. Without loss of generality, we assume ordp(m1) ≤ r−s, and ordp(m2), ordp(n2) ≤
s. Observe that
Kl
(
nsαsβ ,r,s, ψm1,m2 , ψn1,n2
)
= pk+2lKl
(
nsαsβ ,r−k−l,s−lψm1p−k,m2p−l , ψn1,n2p−l
)
whenever pk | (m1, pr−s) and pl | (m2, n2, ps). So we may assume s = 0, r = s, or p ∤ m1 (m2, n2).
If s = 0, then
Kl
(
nsαsβ ,r,0, ψ, ψ
′
)
=
∑
v3(mod pr)
(v3,pr)=1
e
(
m1v3
pr
)
≤ pordp(m1).
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If r = s, then
Kl
(
nsαsβ ,r,0, ψ, ψ
′
)
=
∑
v4(mod pr)
(v4,p)=1
∑
v3(mod pr)
e
(
m2v4v
2
3 + n2v4
pr
)
≤ pr+ ordp(m2)2 + ordp(n2)2
is just a summation of quadratic Gauss sums, and is easily evaluated.
Now suppose p ∤ m1 (m2, n2). If p | m2 and s > 1, then
Kl
(
nsαsβ ,r,s, ψ, ψ
′
)
=
∑
v4(mod ps−1)
(v4,p)=1
∑
v3(mod pr)
(v3,pr−s)=1
p−1∑
k=0
e
(
m1v3
pr−s
)
e
(
m2v4v
2
3 + n2
(
v4 + kp
s−1
)
ps
)
=p
p−1∑
k=0
e
(
n2k
p
)
Kl
(
nsαsβ ,r−1,s−1, ψm1,m2/p, ψ
′
)
= 0.
If p | m2 and s = 1, the same argument shows that the sum is either 0 or p. And similarly, if p | n2,
the sum is also either 0 or p. So we may assume p ∤ m1m2n2. When p is odd, it follows that the
sum is zero unless r = 2s. When s = 1, we have
Klp
(
nsαsβ ,2,1, ψ, ψ
′
)
=
∑
v4(mod p)
(v4,p)=1
∑
v3(mod p)
(v3,p)=1
e
(
m1v3 +m2v4v
2
3 + n2v4
p
)
.
The sum can be converted into a mixed character sum, in the style introduced in [Sch76]. Rewrite
the sum
Klp
(
nsαsβ ,2,1, ψ, ψ
′
)
=
∑
a∈Fp
∑
y∈F×p
e
(
a
p
)
Z(a, y),
where Z(a, y) = #
{
x ∈ F×p
∣∣ m1y +m2xy2 + n2x = a}. We solve x = (ay−m1)±√(ay−m1)2−4m2n2y42n2y ,
which may or may not lie in F×p depending on whether (ay −m1)2 − 4m2n2y4 is a square in Fp. It
follows that Z(a, y) = 1 + χ
(
(ay −m1)2 − 4m2n2y4
)
, where χ is the quadratic character of Fp. So
Klp
(
nsαsβ ,2,1, ψ, ψ
′
)
=p
∑
a∈Fp
∑
y∈F×p
e
(
a
p
)(
1 + χ
(
(ay −m1)2 − 4m2n2y4
))
=p
∑
a∈Fp
e
(
a
p
)
+
∑
a∈Fp
∑
y∈F×p
e
(
a
p
)
χ
(
(ay −m1)2 − 4m2n2y4
)
=p
∑
a∈Fp
∑
y∈Fp
e
(
a
p
)
χ
(
(ay −m1)2 − 4m2n2y4
)− ∑
a∈Fp
e
(
a
p
)
χ
(
m21
)
=p
∑
a∈Fp
∑
y∈Fp
e
(
a
p
)
χ
(
(ay −m1)2 − 4m2n2y4
)
.
This exponential sum is estimated by Katz [Kat07, Theorem 1.1] to be
Klp
(
nsαsβ ,2,1, ψ, ψ
′
)≪ p2.
If s > 1, we apply the stationary phase method. Let f(x, y) = m1x +
m2x2
y + n2y. Consider the sum
S =
∑
x,y∈(Z/psZ)×
e
(
f(x, y)
ps
)
= p−sKlp
(
nsαsβ ,2s,s, ψ, ψ
′
)
.
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Let j ≥ 1 be such that 2j ≤ s. Define
D
(
Z/pjZ
)
=
{
(x, y) ∈ (Z/pjZ)× × (Z/pjZ)× ∣∣∣ ∇f(x, y) ≡ 0 (mod pj)}
=
{
(x, y) ∈ (Z/pjZ)× × (Z/pjZ)× ∣∣∣∣ 2m2x3 ≡ m1y (mod pj),m2x2 ≡ n2y2 (mod pj)
}
. (4.2)
The proof then follows from a theorem of Dąbrowski-Fisher.
Theorem 4.1. [DF97, Theorem 1.8(a)] Let f and S be defined as above. Let Hx,y be the Hessian
matrix of f at (x, y), and t be the maximum value of 2− rankFp Hx,y for (x, y) in D
(
Z/pjZ
)
. Then
|S| ≤ ∣∣D (Z/pjZ)∣∣ ps+t/2.
It is straightforward to check that
∣∣D (Z/pjZ)∣∣ ≤ 4, and Hx,y is invertible over Fp for all (x, y) ∈
D
(
Z/pjZ
)
, so rankFp Hx,y = 2. So we deduce from Theorem 4.1 that
Klp
(
nsαsβ ,r,s, ψ, ψ
′
) ≤ 4p2s.
This finishes the proof of the theorem. 
Proof of Theorem 1.2. The bound directly follows from the estimate given by Larsen [BFG88, Ap-
pendix] for the GL(3) Kloosterman sum S (n1,m1,m2; p
r, ps−r). 
4.2. Bounds for Sp(4) Kloosterman sums attached to w = sαsβsα and sβsαsβ. To obtain
a non-trivial bound for Kloosterman sums Klp
(
nsαsβsα,r,s, ψ, ψ
′
)
and Klp
(
nsβsαsβ ,r,s, ψ, ψ
′
)
, we
decompose the Kloosterman sums as in Section 2.
Proof of Theorem 1.3. Let w = sαsβsα, and n = nsαsβsα,r,s. Note that we have s ≤ 2r. Then
∆w = {α}, and
Aw(ℓ) =
(
Z/pℓZ
)2 × (Z/pℓZ) .
Let t = diag
(
a1, a2, ca
−1
1 , ca
−1
2
) ∈ T . Then s = n−1tn = diag (ca−11 , a2, a1, ca−12 ). We compute
κ′1 (t ∗ x) = ca−11 a−12 κ′1(x).
So
Vw(ℓ) =
{
λ× λ′ ∈ Aw(ℓ)
∣∣∣∣ λ1, λ2, λ′1 ∈
(
Z/pℓZ
)×
,
λ1λ2λ
′
1 = 1
}
.
If θ : Aw(ℓ)→ C× is given by
θ
(
λ× λ′) = e(n1λ1 + n2λ2
pℓ
)
e
(
n′1λ
′
1
pℓ
)
, n1, n2, n
′
1 ∈ Z,
then
Sw (θ, ℓ) =
∑
λ2∈(Z/pℓZ)
×
e
(
n2λ2
pℓ
)
S
(
n1λ
−1
2 , n
′
1; p
ℓ
)
. (4.3)
In terms of Plücker coordinates (see [Man, Section 3.2]), n = nsαsβsα,r,s says v1 = p
r, and v14 = p
s.
Suppose xv3a,b ∈ X(n) has coordinates
(v1, v2, v3, v4; v14) =
(
pr, pr−a, v3, p
r−b; ps
)
.
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Let δ =
(
pr−a, pav3 + p
r−b
)
. Then v14 =
pr+a
δ . This says s − r ≤ a ≤ s2 , b ≤ r. Then δ = pr+a−s.
Then
u′
(
xv3a,b
)
=


1 p−a v3p
−r p−b
1 p−b
1
−p−a 1

 (mod U (Zp)).
Let Xv3a,b(n) = T ∗ xv3a,b, and define
Sv3a,b
(
n,ψ, ψ′
)
=
∑
x∈X
v3
a,b
(n)
ψ (u(x))ψ′
(
u′(x)
)
.
We also let
Xa,b(n) =
⋃
v3 (mod pr)
(pr−a,pav3+pr−b)=pr+a−s
Xv3a,b(n),
and
Sa,b
(
n,ψ, ψ′
)
=
∑
x∈Xa,b(n)
ψ (u(x))ψ′
(
u′(x)
)
.
It is easy to see that
X (n) =
∐
s−r≤a≤s/2
0≤b≤r
Xa,b(n).
As r ≥ s2 ≥ a, r ≥ b, we see that u(x), u′(x) have entries in p−rZp/Zp for all x ∈ X(n). Let Sa,b be
a finite subset of Zp such that
Xa,b(n) =
∐
v3∈Sa,b
Xv3a,b(n).
By Theorem 2.3, we have
Sa,b
(
n,ψ, ψ′
)
= p−4r
(
1− p−1)−2 ∑
v3∈Sa,b
∣∣∣Xv3a,b(n)∣∣∣Sw (θv3a,b; 2r) ,
where
θv4a,b
(
λ× λ′) = e(m2uλ2
ps
)
e
(
m1vˆ2λ1 + n1p
r−aλ′1
pr
)
,
with vˆ2 and u given as in (3.1) and (3.2). By (4.3), we have
Sw
(
θv3a,b; 2r
)
=
∑
x,y∈(Z/p2rZ)×
e
(
m2ux
ps
)
e
(
m1vˆ2xy + n1p
r−ay
pr
)
, (4.4)
and we easily deduce that ∑
v3∈Sa,b
∣∣∣Xv3a,b(n)∣∣∣ ≤ |Sa,b| pa+b ≤ pr+a+b. (4.5)
We estimate the size of Sw
(
θv3a,b; 2r
)
below. We start by computing the order of vˆ2 and u in (4.4).
From (3.1), it is clear that ordp (vˆ2) = s − a. Now we consider ordp(u). If a 6= s2 , then we have
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(after putting v′2 = v
′
2 = 1)
u =pa+r−s (−pav3 + v4) + V ′v23p2a
=pa+r−s (pav3 + v4)− 2v3p2a+r−s + V ′v23p2a
=p2a+2r−2sV ′ − 2v3p2a+r−s + V ′v23p2a
=p2aV ′
(
p2r−2sV ′2 − 2pr−sv3V ′ + v23
)
=p2aV ′
(
pr−sV ′ − v3
)2
=p2aV ′
(
p−av4
)2
=v24V
′.
So ordp(u) = 2 (r − b). If a = s2 , then (again we set v′2 = v′2 = 1)
u =− v3p2a+r−s + v4pa+r−s = pa+r−s (2v4 − (pav3 + v4)) . (4.6)
This form will be useful in computing ordp(u), when more conditions are given.
Case I: Suppose s < r. We deduce from (3.1) that ordp(v3) = 0, ordp(v4) = a, so only terms with
r = a + b contribute. When a 6= s2 , we have ordp(u) = 2 (r − b) = 2a. When a = s2 , we still have
ordp(u) ≤ s = 2a trivially. So ordp(u) ≤ 2a always holds. We compute
∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ p3r−smin{pr+2a+ordp(m2), ps−a+min{s+ordp(m1),r+ordp(n1)}} .
Note that we have (pr−a, pa (v3 + 1)) = p
r+a−s. A necessary condition for this to hold is that
pr−s | v3 + 1. So |Sa,b| ≤ ps. So, from (4.5) we actually have
∑
v3∈Sa,b
∣∣∣Xv3a,b(n)∣∣∣ ≤ ps+a+b.
Hence
∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
0≤a≤s/2
b=r−a
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
0≤a≤s/2
b=r−a
p−4rps+a+b
(
p3r−smin
{
pr+2a+ordp(m2), ps−a+min{s+ordp(m1),r+ordp(n1)}
})
≪
∑
0≤a≤s/2
min
{
pr+2a+ordp(m2), ps−a+min{s+ordp(m1),r+ordp(n1)}
}
≪ p r3+ 2s3 + 23 min{ordp(m1)+s,ordp(n1)+r}+ 13 ordp(m2).
Case II: Suppose s = r. We deduce from (3.1) that when a 6= 0, then ordp(v3) = 0, ordp(v4) ≥ a.
So, only terms with r ≥ a+ b contribute. When a 6= s2 , we have ordp(u) = 2 (r − b). When a = s2 ,
we still have ordp(u) ≤ s = 2 (r − b). So ordp(u) ≤ 2 (r − b) always holds. We compute
∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ p2rmin{p3r−2b+ordp(m2), p2r−a+min{ordp(m1),ordp(n1)}} .
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Hence∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
0≤a≤r/2
b≤r−a
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
0≤a≤s/2
b≤r−a
p−4rpr+a+b
(
p2rmin
{
p3r−2b+ordp(m2), p2r−a+min{ordp(m1),ordp(n1)}
})
≪
∑
0≤a≤s/2
b≤r−a
p−r+a+bmin
{
p3r−2b+ordp(m2), p2r−a+min{ordp(m1),ordp(n1)}
}
≪ p 5r3 + 23 min{ordp(m1),ordp(n1)}+ 13 ordp(m2).
Case III: 2r > s > r. We consider the following subcases:
(a) Suppose a = s−r. Then the condition (pr−a, pav3 + pr−b) = 1 implies b = r. So ordp(u) = 0.
We deduce from (3.1) that vˆ2 = 0. So∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ p3r−smin{pr+ordp(m2), p2r+ordp(n1)} .
(b) Suppose s − r < a < s2 . Then we deduce from (3.1) that ordp(v3) = 0, ordp(v4) ≥ a. So
a + b ≤ r. Meanwhile, as r + a − s < a, the condition (pr−a, pav3 + pr−b) = pr+a−s says
r − b = r + a− s, which implies a+ b = s > r, a contradiction. So there is no contribution
from this case.
(c) Suppose a = s2 . Again, we deduce from (3.1) that ordp(v3) = 0, ordp(v4) ≥ a. So, only
terms with r ≥ a+ b contribute. In this case, we don’t have a good bound for ordp(u). So∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ p3r+min{ s2+ordp(m1),r− s2+ordp(n1)}.
Hence ∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
s−r≤a≤s/2
b≤r−a
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
a=s−r
b=r
p−4rpr+a+b
(
p3r−smin
{
pr+ordp(m2), p2r+ordp(n1)
})
+
∑
a=s/2
b≤r−s/2
p−4rpr+a+b
(
p3r+min{ s2+ordp(m1),r− s2+ordp(n1)}
)
≪pr+min{ordp(m2),r+ordp(n1)} + pr+min{ s2+ordp(m1),r− s2+ordp(n1)}.
Case IV: s = 2r. In this case, we have a = r, and v3, v4 = p
r−b is arbitrary. We deduce from (3.1)
that vˆ2 = 0. We consider the following subcases:
(a) Suppose b = 0. We may assume v4 = 0. Then ordp(u) = r + ordp(v3). We compute∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ prmin{p2r+ordp(v3)+ordp(m2), p2r+ordp(n1)} .
Fix c ≤ r. Then
|{v3 ∈ Sa,b | ordp(v3) = c}| ≤ pr−c.
(b) Suppose b > 0. Then ordp(u) = r − b. We compute∣∣∣Sw (θv3a,b; 2r)∣∣∣≪ prmin{p2r−b+ordp(m2), p2r+ordp(n1)} .
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Hence ∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
a=r/2
b≤r
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
a=r/2
b=0
c≤r
p−4rpr−c+a+b
(
prmin
{
p2r+c+ordp(m2), p2r+ordp(n1)
})
+
∑
a=r/2
b>0
p−4rpr+a+b
(
prmin
{
p2r−b+ordp(m2), p2r+ordp(n1)
})
≪pr+min{ordp(m2),r+ordp(n1)}.
This finishes the proof of the theorem. 
Proof of Theorem 1.4. Let w = sβsαsβ, and n = nsβsαsβ ,r,s. Note that we have r ≤ s. Then
∆w = {β}, and
Aw (ℓ) =
(
Z/pℓZ
)2 × (Z/pℓZ) .
Let t = diag
(
a1, a2, ca
−1
1 , ca
−1
2
) ∈ T . Then s = n−1tn = diag (ca−12 , ca−11 , a2, a1). We compute
κ′2 (t ∗ x) = ca−21 κ′2(x).
So
Vw(ℓ) =
{
λ× λ′ ∈ Aw(ℓ)
∣∣∣∣ λ1, λ2, λ′2 ∈
(
Z/pℓZ
)×
,
λ21λ2λ
′
2 = 1
}
.
If θ : Aw(ℓ)→ C× is given by
θ
(
λ× λ′) = e(n1λ1 + n2λ2
pℓ
)
e
(
n′2λ
′
2
pℓ
)
, n1, n2, n
′
2 ∈ Z,
then
Sw (θ, ℓ) =
∑
λ1∈(Z/pℓZ)
×
e
(
n1λ1
pℓ
)
S
(
n2λ
−2
1 , n
′
2; p
ℓ
)
. (4.7)
In terms of Plücker coordinates (see [Man, Section 3.2]), n = nsβsαsβ ,r,s says v2 = p
r, and v12 = p
s.
Suppose xv23a,b ∈ G (Zp) has coordinates
(v12, v13, v14, v23) =
(
ps, ps−a, ps−b, v23
)
.
The condition (v12, v14) | v213 says s− b ≤ 2 (s− a), that is, 2a− b ≤ s. We also have max {a, b} = r.
Then
u′
(
xv23a,b
)
=


1 −v23p−s p−a
1 p−a p−b
1
1

 (mod U (Zp)).
Let Xv23a,b (n) = T ∗ xv23a,b , and define
Sv23a,b
(
n,ψ, ψ′
)
=
∑
x∈X
v23
a,b
(n)
ψ (u(x))ψ′
(
u′(x)
)
.
We also let
Xa,b(n) =
∐
v23 (mod ps)
(ps−r,v23,p−bv23−ps−2a)=1
Xv23a,b (n),
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and
Sa,b
(
n,ψ, ψ′
)
=
∑
x∈Xa,b(n)
ψ (u(x))ψ′
(
u′(x)
)
.
It is easy to see that
X(n) =
∐
0≤a,b≤r
max{a,b}=r
2a−b≤s
Xa,b(n).
It is clear that u(x), u′(x) have entries in p−sZp/Zp for all x ∈ X(n). Let Sa,b be a finite subset of
Zp such that
Xa,b(n) =
∐
v23∈Sa,b
Xv23a,b (n).
By Theorem 2.3, we have
Sa,b
(
n,ψ, ψ′
)
= p−2s
(
1− p−1)−2 ∑
v23∈Sa,b
∣∣∣Xv23a,b (n)∣∣∣Sw (θv23a,b ; s) ,
where
θv23a,b
(
λ× λ′) = e(m1uλ1
pr
)
e
(
m2vˆ14λ2 + n2p
s−bλ′2
ps
)
.
with vˆ14 and u given as in (3.3) and (3.4). By (4.7), we have
Sw
(
θv23a,b ; s
)
=
∑
x,y∈(Z/psZ)×
e
(
m1ux
pr
)
e
(
m2vˆ14x
2y + n2p
s−by
ps
)
, (4.8)
and we easily deduce that ∑
v23∈Sa,b
∣∣∣Xv23a,b (n)∣∣∣ ≤ |Sa,b| pa+b ≤ ps+a. (4.9)
We estimate the size of Sw
(
θv23a,b ; s
)
. We start by computing the order of vˆ14 and u in (4.8). From
(3.3), we see that
upr−a ≡ v23 (mod pr), upr−b ≡ −ps−a (mod pr). (4.10)
So, if a = r, then u ≡ v23 (mod pr), and if b = r, then u ≡ −ps−a (mod pr). (Recall that
max {a, b} = r.) Also, we know that
v23 = −ps−2a+b + βpb (4.11)
for some β ∈ Z such that (β, ps−2r+b) = 1 (see [Man, Section 3.2]). Meanwhile, from (3.4), we see
that unless r = s, we have ordp (vˆ14) = 2r − b.
Case I: Suppose r < s2 . We deduce from (4.11) that ordp(v23) = b. From (4.10), we deduce a ≥ b.
So we actually have a = r, and then ordp(u) = b. We compute∣∣∣Sw (θv23a,b ; s)∣∣∣≪ ps−rmin{ps+b+ordp(m1), pr−b+min{2r+ordp(m2),s+ordp(n2)}} .
Hence∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
a=r
0≤b≤r
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
a=r
0≤b≤r
p−2sps+a
(
ps−rmin
{
ps+b+ordp(m1), pr−b+min{2r+ordp(m2),s+ordp(n2)}
})
≪ p s2+ r2+ 12 min{2r+ordp(m2),s+ordp(n2)}+ 12 ordp(m1).
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Case II: Suppose r = s2 . We consider the following subcases:
(a) Suppose b = r. From (4.10), we may assume u = 0. We compute∣∣∣Sw (θv23a,b ; s)∣∣∣≪ p 3s2 +min{ordp(m2),ordp(n2)}.
(b) Suppose b < r. Then a = r. From (4.11), we see that v23 = (β − 1) pb for some β ∈ Z such
that
(
β, pb
)
= 1. So ordp(v23) ≥ b. And from (4.10), we deduce that ordp(u) = ordp(v23).
We compute∣∣∣Sw (θv23a,b ; s)∣∣∣≪ ps/2min{ps+ordp(v23)+ordp(m1), p 3s2 −b+min{ordp(m2),ordp(n2)}} .
Fix c ≥ b. Then
|{v23 ∈ Sa,b | ordp(v23) = c}| ≤ ps−c.
Hence∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
a,b≤r
max{a,b}=r
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
b=r
a≤r
p−2sps+a
(
p
3s
2
+min{ordp(m2),ordp(n2)}
)
+
∑
a=r
b<r
b≤c≤r
p−2sps−c+a+b
(
ps/2min
{
ps+ordp(v23)+ordp(m1), p
3s
2
−b+min{ordp(m2),ordp(n2)}
})
≪p 5s4 + 12 ordp(m1)+ 12 min{ordp(m2),ordp(n2)}.
Case III: Suppose s > r > s2 . We consider the following subcases:
(a) Suppose b = r. Then ordp(u) = s− a, and ordp(vˆ14) = r. We compute∣∣∣Sw (θv23a,b ; s)∣∣∣≪ ps−rmin{p2s−a+ordp(m1), pr+min{r+ordp(m2)},s−r+ordp(n2)} .
(b) Suppose b < r. Then a = r. Then from (4.11) we deduce that ordp(v23) = p
s−2r+b, and
hence ordp(u) = p
s−2r+b. We compute∣∣∣Sw (θv23a,b ; s)∣∣∣≪ ps−rmin{p2s−2r+b+ordp(m1), pr−b+min{2r+ordp(m2),s+ordp(n2)}} .
Hence∣∣Klp (n,ψ, ψ′)∣∣ ≤ ∑
a,b≤r
max{a,b}=r
2a−b≤s
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
b=r
a≤r
p−2sps+a
(
ps−rmin
{
p2s−a+ordp(m1), pr+min{r+ordp(m2)},s−r+ordp(n2)
})
+
∑
a=r
2r−s≤b<r
p−2sps+a
(
ps−rmin
{
p2s−2r+b+ordp(m1), pr−b+min{2r+ordp(m2),s+ordp(n2)}
})
≪ ps− r2+ 12 ordp(m1)+ 12 min{2r+ordp(m2),s+ordp(n2)}.
Case IV: r = s. In this case we only have to consider terms with b = r. Indeed, if b < r, then
a = r, and then by (4.10), we see that upr−b ≡ −1 (mod pr), which says b = r, a contradiction.
When b = r, we have ordp(u) = s− a, and from (3.4) we may assume vˆ14 = 0. We compute
Sw
(
θv23a,b ; s
)
≪ min
{
p2s−a+ordp(m1), ps+ordp(n2)
}
.
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Hence ∣∣Klp (n,ψ, ψ′)∣∣ ≤∑
b=s
a≤s
∣∣Sa,b (n,ψ, ψ′)∣∣
≪
∑
b=s
a≤s
p−2sps+a
(
min
{
p2s−a+ordp(m1), ps+ordp(n2)
})
≪ps+min{ordp(m1),ordp(n2)}.
This finishes the proof of the theorem. 
4.3. Bounds for Sp(4) Kloosterman sums attached to the long Weyl element. We show
that under the stratification introduced in Section 2, Klp (nw0,r,s, ψ, ψ
′) decomposes into a sum of
products of GL(2) Kloosterman sums. So the Kloosterman sum can be bounded using (4.1).
Proof of Theorem 1.5. Let w = w0, and n = nw0,s,r. Then ∆w0 = ∆, and
Aw0(ℓ) =
(
Z/pℓZ
)2 × (Z/pℓZ)2 .
Let t = diag
(
a1, a2, ca
−1
1 , ca
−1
2
) ∈ T . Then s = n−1tn = diag (ca−11 , ca−12 , a1, a2). We compute
κ′1(t ∗ x) = a2a−11 κ′1(x), κ′2(t ∗ x) = ca−22 κ′2(x).
So
Vw0(ℓ) =
{
λ× λ′ ∈ Aw0(ℓ)
∣∣ λ1λ′1 = 1, λ2λ′2 = 1} .
If θ : Aw0(ℓ)→ C× is given by
θ
(
λ× λ′) = 2∏
i=1
e
(
niλi
pℓ
) 2∏
i=1
e
(
n′iλ
′
i
pℓ
)
, n1, n2, n
′
1, n
′
2 ∈ Z,
then
Sw0 (θ; ℓ) = S
(
n1, n
′
1; p
ℓ
)
S
(
n2, n
′
2; p
ℓ
)
. (4.12)
In terms of Plücker coordinates, n = nw0,r,s says v1 = p
r, and v12 = p
s. Suppose xv3,v4,v13a,b ∈ G(Zp)
has coordinates
(v1, v2, v3, v4; v12, v13, v14) =
(
pr, pr−a, v3, v4; p
s, v13, p
s−b
)
.
Note that this also says r ≥ a, s ≥ b. Then
u′
(
xv3,v4,v13a,b
)
=


1 p−a v3p
−r v4p
−r
1 v13p
−s p−b
1
−p−a 1

 (mod U (Zp)).
Let Xv3,v4,v13a,b (n) = T ∗ xv3,v4,v13a,b , and define
Sv3,v4,v13a,b
(
n,ψ, ψ′
)
=
∑
x∈X
v3,v4,v13
a,b
(n)
ψ (u(x))ψ′
(
u′(x)
)
.
We also let
Xa,b(n) =
⋃
v3,v4(mod pr)
v13(mod ps)
conditions
Xv3,v4,v13a,b (n),
and
Sa,b
(
n,ψ, ψ′
)
=
∑
x∈Xa,b(n)
ψ (u(x))ψ′
(
u′(x)
)
.
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It is easy to see that
X(n) =
∐
0≤a≤r
0≤b≤s
Xa,b(n).
Now we consider cases r ≥ s and r < s separately.
(i) Suppose r > s. As r ≥ a, r ≥ s ≥ b, we see that u(x), u′(x) have entries in p−rZp/Zp for all
x ∈ X(n). Let Sa,b be a finite subset of Z3p such that
Xa,b(n) =
∐
(v3,v4,v13)∈Sa,b
Xv3,v4,v13a,b (n).
By Theorem 2.3, we have
Sa,b
(
n,ψ, ψ′
)
= p−2r
(
1− p−1)−2 ∑
(v3,v4,v13)∈Sa,b
∣∣∣Xv3,v4,v13a,b (n)∣∣∣Sw0 (θv3,v4,v13a,b ; r) ,
where
θv3,v4,v13a,b
(
λ× λ′) = e(m1vˆ2λ1 + n1pr−aλ′1
pr
)
e
(
m2vˆ14 + n2p
s−b
ps
)
.
By (4.12), we have
Sw0
(
θv3,v4,v13a,b ; r
)
= S
(
m1vˆ2, n1pˆ
r−a; pr
)
S
(
m2vˆ14p
r−s, n2p
r−b; pr
)
.
And we obtain a bound by applying (4.1):∣∣∣Sw0 (θv3,v4,v13a,b ; r)∣∣∣ ≤ 4pr (gcd (m1vˆ2, n1pr−a, pr) gcd(m2vˆ14pr−s, n2pr−b, pr))1/2 .
(ii) Suppose s ≥ r. Then u(x), u′(x) has entries in p−sZp/Zp for all x ∈ X(n). Again, by
Theorem 2.3 we have
Sa,b
(
n,ψ, ψ′
)
= p−2s
(
1− p−1)−2 ∑
(v3,v4,v13)∈Sa,b
∣∣∣Xv3,v4,v13a,b (n)∣∣∣Sw0 (θv3,v4,v13a,b ; s) ,
where
θv3,v4,v13a,b
(
λ× λ′) = e
(
(m1vˆ2p
s−r)λ1 + (m2vˆ14)λ2 + (n1p
s−a)λ′1 +
(
n2p
s−b
)
λ′2
ps
)
.
By (4.12), we have
Sw0
(
θv3,v4,v13a,b ; s
)
= S
(
m1vˆ2p
s−r, n1p
s−a; ps
)
S
(
m2vˆ14, n2p
s−b; ps
)
.
Applying (4.1) gives∣∣∣Sw0 (θv3,v4,v13a,b ; s)∣∣∣ ≤ 4ps (gcd (m1vˆ2ps−r, n1ps−a, ps) , gcd (m2vˆ14, n2ps−b, ps))1/2 .
Now we give a bound to the size of Klp (n,ψ, ψ
′). To ease computation, we consider a relaxed
bound by ignoring vˆ2 and vˆ14.
Suppose r > s. Then the bound says∣∣∣Sw0 (θv3,v4,v13a,b ; r)∣∣∣ ≤ 4pr (gcd (m1vˆ2, n1pr−a, pr) gcd(m2vˆ14pr−s, n2pr−b, pr))1/2
≤ 4pr
(
|n1n2|−1p p2r−a−b
)1/2
= 4p2r−
a+b
2 |n1n2|−1/2p .
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Note that ∑
(v3,v4,v13)∈Sa,b
∣∣∣Xv3,v4,v13a,b (n)∣∣∣ ≤ |Sa,b| pa+b.
Hence ∣∣Klp (n,ψ, ψ′)∣∣ ≤∑
a≤r
b≤s
∣∣Sa,b (n,ψ, ψ′)∣∣
≤
∑
a≤r
b≤s
p−2r
(
1− p−1)−2 4 |n1n2|−1/2p |Sa,b| p2r+ a+b2
≪ |n1n2|−1/2p
∑
a≤r
b≤s
|Sa,b| p
a+b
2 .
So it suffices to give an upper bound to |Sa,b|. Such bounds were computed in [Man, Section 5].
Note that we require r ≥ a+ b in order to have Sa,b nonempty.
Case I: Suppose s− r + a ≥ 0.
(a) If s− 2r + 2a+ b ≥ 0, then |Sa,b| ≤ pr+s−a−b.
(b) If s− 2r + 2a+ b < 0, then |Sa,b| ≤ p2s−b−⌈
s−b
2
⌉ ≤ p3s/2−b/2.
Case II: Suppose s− r + a < 0. Then |Sa,b| ≤ p2s−b−⌈
s−b
2
⌉ ≤ p3s/2−b/2.
Combining the cases, we obtain∑
a≤r
b≤s
|Sa,b| p
a+b
2 ≤
∑
r−s≤a≤r
2r−2a−s≤b≤r−a
pr+s−
a
2
− b
2 +
∑
r−s≤a≤r
b<2r−2a−s
p
3s
2
+ a
2 +
∑
a<r−s
b≤s
p
3s
2
+ a
2
≪ (s+ 1) p r2+ 5s4 .
Hence, we have for r > s ∣∣Klp (n,ψ, ψ′)∣∣≪ |n1n2|−1/2p (s+ 1) p r2+ 5s4 . (4.13)
For r ≤ s, applying the same argument gives∣∣Klp (n,ψ, ψ′)∣∣≪ |n1n2|−1/2p (s− r + 1) pr+ 3s4 . (4.14)
Combining (4.13) and (4.14), we get∣∣Klp (n,ψ, ψ′)∣∣≪ |n1n2|−1/2p (s+ 1) p r2+ 3s4 + 12 min{r,s}. (4.15)
By Proposition 3.2, we can swap the characters, so∣∣Klp (n,ψ, ψ′)∣∣≪ |m1m2|−1/2p (s+ 1) p r2+ 3s4 + 12 min{r,s} (4.16)
as well. Combining (4.15) and (4.16) yields the theorem. 
5. Symplectic Poincaré series
In this section, we compute the Fourier coefficients of symplectic Poincaré series, in terms of
auxiliary Kloosterman sums.
Definition. (a) Let n ∈ N (Qp), and ψp, ψ′p be characters of U (Qp) which are trivial on U (Zp).
Then the local auxiliary Kloosterman sum is defined to be
Klp
(
n,ψp, ψ
′
p
)
=
∑
x∈X(n)
x=b1nb2
ψp (b1)ψ
′
p (b2)
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if ψp
(
nun−1
)
= ψ′p (u) for u ∈ Un (Qp), and zero otherwise. We say Klp
(
n,ψp, ψ
′
p
)
is
well-defined if ψp
(
nun−1
)
= ψ′p (u) for u ∈ Un (Qp).
(b) Let n ∈ N (Q), and ψ = ∏
p
ψp, ψ
′ =
∏
p
ψ′p be characters of U (A) which are trivial on∏
p
U (Zp). Then the global auxiliary Kloosterman sum is defined to be
Kl
(
n,ψ, ψ′
)
=
∏
p
Klp
(
n,ψp, ψ
′
p
)
.
We first show that the auxiliary Kloosterman sums are well-defined.
Proposition 5.1. [Fri87, Proposition 1.3] Let G = Sp (2r,Qp), n ∈ N (Qp), and x ∈ X(n), with
Bruhat decomposition x = b1nb2, with b1, b2 ∈ U (Qp). Let ψ,ψ′ be characters of U (Qp) which
are trivial on U (Zp). Then the quantity ψ (b1)ψ
′ (b2) is well-defined as a function on X(n) if
ψ
(
nun−1
)
= ψ′ (u) for u ∈ Un (Qp).
Proof. Suppose ψ
(
nun−1
)
= ψ′ (u) for all u ∈ Un (Qp). Let x = b1nb2 = b′1nb′2 be two Bruhat
decompositions. This says b′1 = γb1 for some γ ∈ U(Zp), and b′2 = b2δ for some δ ∈ Un (Zp). Then
we have
U (Zp) b1nb2δ
−1 = U (Zp) b1nb2,
which implies b2b
′
2
−1 = b2δ
−1b−12 ∈ Un (Qp). Now, from the equivalence of Bruhat decompositions,
we deduce that
U (Zp)nb2b
′
2
−1
n−1Un (Zp) = U (Zp) b
−1
1 b
′
1Un (Zp) ,
which implies ψ′
(
b2b
′
2
−1
)
= ψ
(
nb2b
′
2
−1n−1
)
= ψ
(
b−11 b
′
1
)
. 
Proposition 5.2. If Klp
(
n,ψp, ψ
′
p
)
is well-defined, then Klp
(
n,ψp, ψ
′
p
)
= Klp
(
n,ψp, ψ
′
p
)
.
Proof. Trivial. 
Let G = Sp (4,Qp), and ψ = ψm1,m2 , ψ
′ = ψn1,n2 . We give a table of conditions for auxiliary
Sp(4) Kloosterman sums Klp (nw,r,s, ψ, ψ
′) to be well-defined.
w Well-definedness conditions w Well-definedness conditions
id m1 = n1,m2 = n2 sβsα m1 = n2 = 0
sα m2 = n2 = 0 sαsβsα n2 = m2p
2r−2s
sβ m1 = n1 = 0 sβsαsβ n1 = m1p
s−2r
sαsβ m2 = n1 = 0 w0 −
Remark. From this table, we see that not all Kloosterman sums Klp (n,ψ, ψ
′) correspond to a
well-defined auxiliary Kloosterman sum Klp (n,ψ, ψ
′).
The Fourier coefficients Pψ,ψ′(g) can be evaluated using the following theorem of Friedberg:
Theorem 5.3. [Fri87, Theorem A] The Fourier coefficient Pψ,ψ′(g) of Sp(2r) Poincaré series is
given by
Pψ,ψ′(g) =
∑
n∈N(Q)
w(n)=w
Kl
(
n,ψ, ψ′
) ∫
Uw(R)
Fψ (nu1y)ψ′ (u1) du1.
Remark. In [Fri87], the statement concerns GL(r) Poincaré series, but the proof also works for
Sp(2r) Poincaré series.
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5.1. Sp(4) Poincaré series. Let P0 be the standard minimal parabolic subgroup of G = Sp(4).
For w ∈ W , let Gw = UwDU , Γw = U(Z) ∩ w−1U(Z)Tw, and Rw be a complete set of coset
representatives for P0 ∩ Γ\Γ ∩Gw/Γw. Define
Nw = {n ∈ N(R) | ∃γ ∈ Rw such that γ = b1nb2 for b1, b2 ∈ U(R)} .
For ψ = ψm1,m2 , and u1, u2 ∈ R, we denote the exponential e (m1u1 +m2u2) by ψ (u1, u2).
Now we compute the Fourier coefficients Pψ,ψ′(g) for Pψ(g), making use of Theorem 5.3.
(i) For w = id, we have n = I, and the integral just gives F (y1, y2). Hence
idPψ,ψ′ = Kl
(
I, ψ, ψ′
)
F (y1, y2) .
(ii) For w = sα, we have
Nsα =




1/v4
−v4
v4
−1/v4


∣∣∣∣∣∣∣∣
v4 ≥ 1

 , Usα(R) =




1 u1
1
1
−u1 1


∣∣∣∣∣∣∣∣
u1 ∈ R

 .
Meanwhile, through Iwasawa decomposition, we obtain that∫
Usα(R)
Fψ (nu1y)ψ′ (u1) du1
=
∫
R
ψ
(
− u1y
2
2
v4
√
s21y
2
2 + y
2
1
, 0
)
F
(
y1y2
v4
√
u21y
2
2 + y
2
1
, v4
√
u21y
2
2 + y
2
1
)
ψ′ (u1, 0) du1.
Hence,
sαPψ,ψ′(g) =
∑
v4≥1
Kl




1/v4
−v4
v4
−1/v4

 , ψ, ψ′


∫
R
ψ
(
− u1y
2
2
v4
√
s2
1
y2
2
+ y2
1
, 0
)
F
(
y1y2
v4
√
u2
1
y2
2
+ y2
1
, v4
√
u2
1
y2
2
+ y2
1
)
ψ′ (u1, 0) du1.
(iii) For w = sβ, we have
Nsβ =




1
1/v23
1
−v23


∣∣∣∣∣∣∣∣
v23 ≥ 1

 , Usβ(R) =




1
1 u5
1
1


∣∣∣∣∣∣∣∣
u1 ∈ R

 .
Hence,
sβPψ,ψ′(g) =
∑
v23≥1
Kl




1
1/v23
1
−v23

 , ψ, ψ′


∫
R
ψ
(
0,− u5
v23y2
√
y4
2
+ u2
5
)
F
(
y1,
y2
v23
√
y4
2
+ u2
5
)
ψ′ (0, u5) du5.
(iv) For w = sαsβ, we have
Nsαsβ =




−1/v2
v2/v23
v2
v23/v2


∣∣∣∣∣∣∣∣
v2, v23 ≥ 1
v23 | v2

 , Usαsβ (R) =




1 u4
1 u4 u5
1
1


∣∣∣∣∣∣∣∣
u4, u5 ∈ R

 .
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Hence,
sαsβPψ,ψ′(g) =
∑
v2≥1
∑
v23|v2
Kl




−1/v2
v2/v23
v2
v23/v2

 , ψ, ψ′


∫
R
∫
R
ψ
(
− u4y
2
2
v2
√
η (y4
2
+ u2
5
)
,− v2u
2
4
u5
v23
√
η (y4
2
+ u2
5
)
)
F
(
y1y2
v2
√
η
,
v2
v23
√
η
y4
2
+ u2
5
)
ψ′ (0, u5) du4du5,
where η = y21y
4
2 + u
2
5y
2
1 + u
2
4y
2
2.
(v) For w = sβsα, we have
Nsβsα =




1/v4
v4/v14
v4
−v14/v4


∣∣∣∣∣∣∣∣
v4, v14 ≥ 1
v2
4
| v14

 , Usβsα(R) =




1 u1 u2
1
1
−u1 1


∣∣∣∣∣∣∣∣
u1, u2 ∈ R

 .
Hence,
sβsαPψ,ψ′(g) =
∑
v14≥1
∑
v2
4
|v14
Kl




1/v4
v4/v14
v4
−v14/v4

 , ψ, ψ′


∫
R
∫
R
ψ
(
− u1u2y
2
2
v4
√
η (u2
1
y2
2
+ y2
1
)
,− v4u2
v14
√
η (u2
1
y2
2
+ y2
1
)
)
F

 y1y2
v4
√
u2
1
y2
2
+ y2
1
,
v4
v14
√
u2
1
y2
2
+ y2
1
η


ψ′ (u1, 0) du1du2,
where η =
(
u21y
2
2 + y
2
1
)2
+ u22.
(vi) For w = sαsβsα, we have
Nsαsβsα =




−1/v1
v1/v14
v1
v14/v1


∣∣∣∣∣∣∣∣
v1, v14 ≥ 1
v14 | v21

 , Usαsβsα(R) =




1 u1 u2 u4
1 u4
1
−u1 1


∣∣∣∣∣∣∣∣
ui ∈ R

 .
Hence,
sαsβsαPψ,ψ′(g) =
∑
v1≥1
∑
v14|v21
Kl




−1/v1
v1/v14
v1
v14/v1

 , ψ, ψ′


∫
R
∫
R
∫
R
ψ
(
u1u2y
2
2
− u4y21
v1
√
η1η2
,
v1η3
v14
√
η1η2
)
F
(
y1y2
v1
√
η2
,
v1
v14
√
η2
η1
)
ψ′ (u1, 0) du1du2du4,
where
η1 =
(
u21y
2
2 + y
2
1
)2
+ (u1u4 + u2)
2 ,
η2 = u
2
1y
2
1y
4
2 + y
4
1y
2
2 + u
2
4y
2
1 + u
2
2y
2
2,
η3 = u
2
1u2y
4
2 − u31u4y42 − 2u1u4y21y22 − u1u34 − u2u24.
(vii) For w = sβsαsβ, we have
Nsβsαsβ =




−1/v2
v2/v12
v2
−v12/v2


∣∣∣∣∣∣∣∣
v12, v2 ≥ 1
v2 | v12

 , Usβsαsβ (R) =




1 u2 u4
1 u4 u5
1
1


∣∣∣∣∣∣∣∣
ui ∈ R

 .
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Hence,
sβsαsβPψ,ψ′(g) =
∑
v12≥1
∑
v2|v12
Kl




−1/v2
v2/v12
v2
−v12/v2

 , ψ, ψ′


∫
R
∫
R
∫
R
ψ
(
η3
v2
√
η1η2
,
v2η4
v12
√
η1η2
)
F
(
y1y2
v2
√
η1
,
v2
v12
√
η1
η2
)
ψ′ (0, u5) du2du4du5,
where
η1 = y
2
1y
4
2 + u
2
5y
2
1 + u
2
4y
2
2,
η2 = y
4
1y
4
2 + u
2
5y
4
1 + 2u
2
4y
2
1y
2
2 + u
2
2y
4
2 + u
4
4 − 2u2u24u5 + u22u25,
η3 = u4u5y
2
1 + u2u4y
2
2 ,
η4 = u
2
4u5 − u2y42 − u2u25.
(viii) For w = sαsβsαsβ, we have
Nsαsβsαsβ =




−1/v1
−v1/v12
v1
v12/v1


∣∣∣∣∣∣∣∣
v1, v12 ≥ 1

 , Usαsβsαsβ (R) = U(R).
Hence,
sαsβsαsβPψ,ψ′(g) =
∑
v1≥1
∑
v12≥1
Kl




−1/v1
−v1/v12
v1
v12/v1

 , ψ, ψ′


∫
R
∫
R
∫
R
∫
R
ψ
(
− η3
v1
√
η1η2
,
v1η4
v12
√
η1η2
)
F
(
y1y2
v1
√
η2
,
v1
v12
√
η2
η1
)
ψ′ (u1, u5) du1du2du4du5,
where
η1 =u
2
1
u2
4
y4
2
+ y4
1
y4
2
− 2u1u2u4y42 + u21u24u25 + u25y41 + 2u24y21y22 + u22y42 + 2u1u34u5 − 2u1u2u4u25
η2 =u
2
1
y2
1
y4
2
+ u2
1
u2
5
y2
1
+ y4
1
y2
2
+ 2u1u4u5y
2
1
+ u2
4
y2
1
+ u2
2
y2
2
+ u4
4
− 2u2u24u5 + u22u25,
η3 =u1y
2
1
y4
2
+ u1u
2
5
y2
1
+ u4u5y
2
1
+ u2u4y
2
2
,
η4 =u
3
1
u4y
4
2
− u2
1
u2y
4
2
+ u3
1
u4u
2
5
+ 2u1u4y
2
1
y2
2
+ 2u2
1
u2
4
u5 − u21u2u25 − u5y41 + u1u34 + u2u24 − u22u5.
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