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Abstract
We show the existence of a rational surface automorphism of positive entropy with a
given number of Siegel disks. Moreover, among automorphisms obtained from quadratic
birational maps on the projective plane fixing irreducible cubic curves, we find out an
automorphism of positive entropy with multiple Siegel disks.
1 Introduction
A Siegel disk for a holomorphic map on a complex manifold is a domain of the manifold pre-
served by the map such that the restriction to the domain is analytically conjugate to an irra-
tional rotation. Siegel disks are interesting objects and constructed by many authors especially
for automorphisms on rational manifolds with positive entropy. For example, McMullen [7]
and Bedford-Kim [1, 2] constructed rational surfaces, namely, rational manifolds of dimension
2, admitting automorphisms of positive entropy with Siegel disks by considering a certain class
of birational maps on the projective plane. Moreover, Oguiso-Perroni [8] constructed rational
manifolds of dimension ≥ 4 admitting automorphisms of positive entropy with an arbitrarily
high number of Siegel disks by using the product construction made of automorphisms on Mc-
Mullen’s rational surfaces and toric manifolds. One of our aims is to show the existence of a
rational surface automorphism of positive entropy with a given number of Siegel disks.
Theorem 1.1 For any k ∈ Z≥0, there exists a rational surface X and an automorphism F :
X → X such that F has positive entropy htop(F ) > 0 and F has exactly k fixed points at which
Siegel disks are centered.
The automorphism F mentioned in Theorem 1.1 is obtained from a birational map f : P2 → P2
of degree max{2, k − 1} by blowing up finitely many points on the smooth locus of a cubic
∗Mathematics Subject Classification: 14J26, 14J50, 37B40, 37F50.
†E-mail address: tuehara@cc.saga-u.ac.jp
1
curve C in P2. When k ≥ 3, the curve C we considered is the union of three lines meeting a
single point.
Next we consider the case where automorphisms are obtained from quadratic birational
maps on P2 that fix a cubic curve C. Let f : P2 → P2 be a birational map with its inverse
f−1 : P2 → P2 and its indeterminacy set I(f), namely, the set of points on which f is not
defined. We say that f properly fixes C if the indeterminacy sets I(f±1) of f±1 are both
contained in the smooth locus C∗ of C, and f(C) := f(C \ I(f)) = C. It is known that a
certain class of quadratic birational maps properly fixing C is lifted to automorphisms with
positive entropy by blowing up finitely many points on C∗ (see [1, 2, 4, 7, 10, 11]). Let QF(C)
be the set of automorphisms F : X → X on rational surfaces X with positive entropy and
with the property that there is a quadratic birational map f : P2 → P2 properly fixes C and a
blowup π : X → P2 of points on C∗ such that the diagonal
X
F
−−−→ X
pi
y ypi
P2
f
−−−→ P2
commutes. In the case where C is non-reduced, Bedford-Kim [2] constructed F ∈ QF(C) with
multiple Siegel disks, when C is a single line with multiplicity 3. On the other hand, McMullen
[7] and Bedford-Kim [1] constructed F ∈ QF(C) with a single Siegel disk, when C is reduced
but non-irreducible. In this article, we focus our attention to the case of irreducible cubic
curves, and obtain the following theorem.
Theorem 1.2 For a reduced irreducible cubic curve C on P2, if there is an automorphism
F ∈ QF(C) having a Siegel disk, then C is a cuspidal cubic curve. Moreover, if C is a cuspidal
cubic curve, then F ∈ QF(C) admits at most two fixed points at which Siegel disks are centered,
and there is an automorphism F ∈ QF(C) having exactly two fixed points at which Siegel disks
are centered.
The existence of a Siegel disk for an automorphism F centered at x implies that the deriva-
tive DF (x) of F at x has multiplicatively independent eigenvalues (µ, ν) with |µ| = |ν| = 1 (see
Section 2). Conversely, results from transcendence theory guarantee that F has a Siegel disk
centered at x under the assumption that the multiplicatively independent eigenvalues (µ, ν)
with |µ| = |ν| = 1 are algebraic. Moreover, if algebraic eigenvalues (µ, ν) with |µ| = |ν| = 1
have Galois conjugates (µ∗, ν∗) satisfying |µ∗ν∗| = 1 but |µ∗/ν∗| 6= 1, then (µ, ν) are multiplica-
tively independent (see also [7]). Our task is thus to construct automorphisms whose derivatives
have such a pair (µ, ν) of eigenvalues. Note that in our construction, the automorphisms are
obtained from birational maps, and the birational maps considered here have explicit forms
with parameters.
After preliminary studies in Section 2, Sections 3 and 4 are devoted to constructing auto-
morphisms with Siegel disks in order to prove Theorems 1.2 and 1.1 respectively, and Section
5 is devoted to proving two propositions needed in our discussion.
Acknowledgment. The author is supported by Grant-in-Aid for Young Scientists (B) 24740096.
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2 Preliminary
In this section, we briefly review some well-known facts about automorphisms on rational
surfaces and cubic curves on the projective plane used later. We refer to [4, 7, 10, 11], in which
many of the results are proved.
First we recall a Siegel disk on a complex surface, namely, a two dimensional complex
manifold. For a unit disk ∆2 := {(x, y) ∈ C2 | |x| ≤ 1, |y| ≤ 1}, a linear automorphism
L : ∆2 → ∆2 given by L(x, y) = (µx, νy) is called an irrational rotation if |µ| = |ν| = 1 and
(µ, ν) are multiplicatively independent, that is, they satisfy µkνl 6= 1 for any (k, l) 6= (0, 0) ∈ Z2.
Definition 2.1 Let X be a complex surface and F be an automorphism on X . A domain
U ⊂ X is called a Siegel disk for F centered at p ∈ U if F (U) = U and F : (p, U) → (p, U) is
analytically conjugate to an irrational rotation L : (0,∆2)→ (0,∆2).
It is obvious that the derivative DF (p) of F at p is an irrational rotation when F has a Siegel
disk centered at p. Conversely, results from transcendence theory say that if DF (p) is an
irrational rotation with algebraic eigenvalues, then F has a Siegel disk centered at p (see [7]).
Next we consider a rational surface X that admits a birational morphism π : X → P2. It is
known that π is expressed as a composition
π : X = Xρ
piρ
−→ Xρ−1
piρ−1
−→ · · ·
pi2−→ X1
pi1−→ X0 = X,
where πi : Xi → Xi−1 is the blowup of a point pi ∈ Xi−1 with the exceptional curve Ei :=
π−1i ({pi}), which is isomorphic to P
1. Since πi induces an isomorphism πi|Xi\Ei : Xi \ Ei →
Xi−1 \ {pi}, each point x ∈ Xi \ Ei is identified with πi(x) ∈ Xi−1 \ {pi} in this article.
Moreover, if p is a point on an exceptional curve, we sometimes says that p is an infinitely
near point on P2, or a point on P2 for short. On the other hand, a point is said to be proper
if it is not an infinitely near point. The total transform Ei := π
∗
ρ ◦ · · · ◦ π
∗
i+1(Ei) is called the
exceptional divisor over pi. Then π gives an expression of the cohomology group :
H2(X ;Z) ∼= Pic(X) = Z[H ]⊕ Z[E1]⊕ · · · ⊕ Z[Eρ],
where H is the total transform π∗(L) of a line L in P2. The intersection form on the cohomology
group H2(X ;Z) is given by

([H ], [H ]) = 1
([Ei], [Ej]) = −δi,j (i, j = 1, . . . , ρ)
([H ], [Ei]) = 0 (i = 1, . . . , ρ).
Any automorphism F : X → X on X induces the action F ∗ : H2(X ;Z) → H2(X ;Z) on the
cohomology group. By theorems of Gromov and Yomdin, the topological entropy of F is given
by htop(F ) = log λ(F
∗) ≥ 0 with the spectral radius λ(F ∗) of F ∗. Moreover since F ∗ preserves
the Ka¨hler cone and the intersection form with signature (1, ρ), it is seen that the characteristic
polynomial of F is expressed as
det(tI − F ∗) =
{
RF (t) (λ(F
∗) = 1)
RF (t)SF (t) (λ(F
∗) > 1),
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where RF (t) is a product of cyclotomic polynomials, and SF (t) is a Salem polynomial, namely,
the minimal polynomial of a Salem number. Here, a Salem number is an algebraic unit δ > 1
such that its conjugates include δ−1 < 1 and the conjugates other than δ±1 lie on the unit
circle. Hence if λ(F ∗) > 1 then it is a root of SF (t) = 0.
Next we consider a cubic curve C ⊂ P2, that is, a reduced (possibly non-irreducible or
singular) curve of degree three, with its smooth locus C∗. Denote by Pic0(C) ⊂ Pic(C) the
subgroup consisting of divisor classes whose restrictions to each irreducible component of C
have degree zero. Then it is known (see [4, 7]) that Pic0(C) ∼= C/Γ, where Γ ⊂ C is a lattice
with rank given by either
(1) rank Γ = 2 if C is smooth; or
(2) rank Γ = 1 if C is a nodal cubic, or a conic with a transverse line, or three lines meeting
in three points; or
(3) rank Γ = 0 if C is a cuspidal cubic, or a conic with a tangent line, or three lines through
a single point.
Let V1, . . . , Vr be the irreducible components of C with 1 ≤ r ≤ 3, and fix points 0i ∈ Vi ∩ C∗
so that
∑r
i=1 degVi · 0i is the restriction of a line L ⊂ P
2 to C∗. Then κ : Vi ∩ C∗ → Pic
0(C)
defined by κ(p) = [p]− [0i] is a bijection, which gives the group structure on Vi∩C∗ isomorphic
to Pic0(C) ∼= C/Γ, with the property that three points q1, q2, q3 ∈ C∗ satisfy
∑3
i=1 qi ∼ 0,
that is,
∑3
i=1 qi is the restriction of a line L ⊂ P
2 to C∗ if and only if
∑3
i=1 κ(qi) = 0 and
#{i | qi ∈ Vj} = degVj for any 1 ≤ j ≤ r (see [4]).
In general, a birational map f : P2 → P2 on P2 admits the indeterminacy set I(f), namely,
the finite set on which f cannot be defined. Note that I(f) is a cluster, that is, if p ∈ I(f)
is infinitely near to a point q then q ∈ I(f). All birational maps considered in this article are
assumed to belong to the set B(C) of birational maps f properly fixing C, namely, I(f±1) ⊂ C∗
and f(C) = C. Here, if I(f±1) contain an infinitely near point p, then p ∈ C∗ means that p
belongs to the strict transform π−1(C∗), where π : X → P2 is a birational morphism such that
p is proper on X . When f ∈ B(C), there is δ(f) ∈ C∗, called the determinant of f , such that
f ∗η = δ(f)η, where η is a nowhere vanishing meromorphic 2-form on P2 with a simple pole
along C. The determinant δ(f) satisfies δ(f) = DetDf(p) for any fixed point p ∈ P2 \ C of f .
Moreover it should be noted that f preserves the smooth locus C∗ under our assumption. Thus
f induces the actions f∗ : Pic(C)→ Pic(C) and f∗ : Pic
0(C)→ Pic0(C). Through the Poincare´
residue map, it turns out that the action f∗ on Pic
0(C) ∼= C/Γ is given by f∗(t) = δ(f)t for
t ∈ C/Γ (see [7]). Note that if rank Γ ≥ 1 then δ(f) must be a root of unity as δ(f)Γ = Γ,
while if rank Γ = 0 then δ(f) may be an arbitrary nonzero complex number.
One of our interests is to construct automorphisms on rational surfaces. From birational
maps on P2 satisfying a certain assumption, we obtain rational surface automorphisms.
Proposition 2.2 Assume that C ⊂ P2 is a reduced cubic curve.
(1) For a birational map f : P2 → P2 in B(C), assume that any indeterminacy point p ∈
I(f−1) satisfies fm(p) ∈ I(f) for some m = m(p) ≥ 0. Then there is a blowup π : X → P2
of points on C∗ such that π lifts f : P2 → P2 to an automorphism F : X → X.
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(2) Assume that a birational map f : P2 → P2 in B(C) is lifted to an automorphism F : X →
X by a blowup π : X → P2 of points on C∗. Then any indeterminacy point p ∈ I(f−1)
satisfies fk(p) /∈ I(f) with 0 ≤ k < mp and fmp(p) ∈ I(f) for some mp ≥ 0, and π
admits an expression π = π0 ◦ν : X → P2, where π0 : X0 → P2 is the blowup of the points
{fk(p) | p ∈ I(f−1), 0 ≤ k ≤ mp}, that lifts f to an automorphism F0 : X0 → X0, and
ν : X → X0 is a birational morphism.
Proof. (1) (see [10]). Let (p, q) ∈ I(f−1)× I(f) be a pair of proper points such that fn(p) = q
with n = min{m ∈ N | fm(p′) = q′ for (p′, q′) ∈ I(f−1)× I(f)}. Under our assumption, such a
pair (p, q) exists, and from the minimality of n, the orbit {f i(p)}ni=0 consists of distinct proper
points on the smooth locus C∗. Now let X0 → P2 be the blowup of {f i(p)}ni=0. The blowup
lifts f : P2 → P2 to a birational map f0 : X0 → X0, which satisfies
I(f−10 ) = I(f
−1) \ {p}, I(f0) = I(f) \ {q}.
Note that #I(f−1) = #I(f). Therefore as long as #I(f−10 ) = #I(f0) > 0, one can repeat the
argument by replacing f : P2 → P2 with f0 : X0 → X0. In the end, a resulting map becomes
an automorphism. See [10] for a more detailed discussion.
(2) (see [11]). We notice that if p ∈ I(f−1) satisfies fk(p) /∈ I(f) for 0 ≤ k ≤ m− 1 then fm(p)
is a well-defined point in I(f−m). As π lifts fm to the automorphism Fm, the point fm(p) must
be blown up by π. Since the number of points blown up by π is finite, there is mp ≥ 0 such
that fk(p) /∈ I(f) for 0 ≤ k ≤ mp − 1 and f
mp(p) ∈ I(f). Moreover, π blows up the points
{fk(p) | p ∈ I(f−1), 0 ≤ k ≤ mp}, and hence π admits the expression π = π0 ◦ ν : X → P2. The
blowup π0 lifts f to an automorphism F0 from a similar argument in the proof of (1). See [11]
for a more detailed discussion. ✷
Definition 2.3 For a birational map f ∈ B(C) satisfying the assumption in Proposition 2.2
(1), the blowup π0 given in Proposition 2.2 (2) is called the proper blowup for f .
Remark 2.4 Let f : P2 → P2 be a birational map lifted to an automorphism F : X → X
by a blowup π : X → P2. With the identification of a point p ∈ X with π(p) ∈ P2 under the
assumption that π(p) /∈ I(π−1), the dynamical behaviour of F around p is the same as that of
f around the corresponding point. In particular, F has a Siegel disk centered at p if and only
if so does f .
The next lemma is used to calculate the cohomological actions of automorphisms.
Lemma 2.5 Let π be the proper blowup for f , that lifts f to an automorphism F ,and let (pi)
be the points blown up by π. If a point pi satisfies pi /∈ I(f−1), then the action F ∗ of F sends
Ei to Ej with j 6= i, where El is the exceptional divisor over pl.
Proof. We may assume that pi = f
k(p) /∈ I(f−1) for some k ≥ 1 with p given in the proof of
Proposition 2.2 (1), as the other cases can be treated in a similar manner. The blowup X0 → P2
of {f i(p)}ni=0 lifts f to f0 : X0 → X0, and f0 sends E
k−1
p to E
k
p , where E
l
p is the exceptional
curve over f l(p). As the indeterminacy set is a cluster, any point on Ekp is not an indeterminacy
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point of f−1. Since π is proper, there is a point p′ ∈ Ekp blown up by π if and only if there is a
point p′′ ∈ Ek−1p blown up by π such that f0(p
′′) = p′. This shows that F ∗ sends the exceptional
divisor over fk(p) to that over fk−1(p). ✷
Example 2.6 We consider a quadratic birational map on P2. It is known that the inverse of any
quadratic birational map is also quadratic, and the indeterminacy set of a quadratic birational
map consists of exactly three non-collinear (possibly infinitely near) points. Let f : P2 → P2
be a quadratic birational map properly fixing C, and put I(f±1) = {p±1 , p
±
2 , p
±
3 } ⊂ C
∗. Then
f lifts to an automorphism if and only if fk(p−i ) /∈ I(f) for 0 ≤ k < ni and f
ni(p−i ) = p
+
σ(i)
for any i ∈ {1, 2, 3} with integers n1, n2, n3 ≥ 0 and a permutation σ : {1, 2, 3} → {1, 2, 3}.
Let π0 be the proper blowup for f , which lifts f to an automorphism F0 : X0 → X0. With
a suitable matching of the indices between forward and backward indeterminacies, the action
F ∗0 : H
2(X0;Z)→ H2(X0;Z) is expressed as

[H ] 7→ 2[H ]− [En11 ]− [E
n2
2 ]− [E
n3
3 ]
[E0i ] 7→ [H ]− [E
nj
j ]− [E
nk
k ] ({i, j, k} = {1, 2, 3})
[Eml ] 7→ [E
m−1
l ] (l ∈ {1, 2, 3}, m ≥ 1),
where Eml is the exceptional divisor over f
m(p−l ) (see [4, 10]).
As is mentioned in Proposition 2.2, we assume that the points (p1, . . . , pρ) blown up by
π : X → P2 lie on the smooth locus C∗ of C, and also assume that π lifts a birational map
f : P2 → P2 in B(C) to an automorphism F : X → X . Since f preserves C, the automorphism
F also preserves the strict transform Y := π−1(C) of C. Moreover, as the points pi lie on
C∗, the curve Y is isomorphic to C and anticanonical on X , namely, [Y ] = −KX , where
KX := −3[H ] +
∑ρ
i=1[Ei]. Under the above notation, we have the following proposition.
Proposition 2.7 Assume that Pic0(C) ∼= C, and also assume that
(1) #{1 ≤ i ≤ ρ | pi ∈ Vj} ≥ degVj for any irreducible component Vj of C, and
(2) κ(pi) 6= 0 for some 1 ≤ i ≤ ρ, where κ : Vi ∩ C∗ → Pic
0(C) ∼= C.
Then, the determinant δ(f) is an eigenvalue of F ∗ : H2(X ;Z)→ H2(X ;Z).
Proof. Let r be the number of irreducible components of C. From the assumption (1) we may
assume that #{1 ≤ i ≤ 3 | pi ∈ Vj} = degVj for 1 ≤ j ≤ r, after reordering (pi) if necessary,
and also choose σ : {1, . . . , ρ} → {1, . . . , r} so that pi ∈ Vσ(i) for 1 ≤ i ≤ ρ. Let us consider the
restriction map u : H2(X ;Z) ∼= Pic(X)→ Pic(Y ) ∼= Pic(C), explicitly given by
u[H ] =
r∑
i=1
degVi · [0i], u[Ei] = [pi] (i = 1, . . . , ρ).
Then the following diagram commutes:
H2(X ;Z)
F∗−−−→ H2(X ;Z)
u
y yu
Pic(C)
f∗
−−−→ Pic(C).
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For simplicity, we denote by the same notation Vi the strict transform π
−1(Vi). Since F
∗
preserves the intersection form and permutes the curves {V1, . . . , Vr}, it preserves the orthogonal
complement HX := {[V1], . . . , [Vr]}⊥ ⊂ H2(X ;Z), generated by (B0, B1, . . . , Bρ) with
B0 := [H ]− [E1]− [E2]− [E3], Bi := [Ei]− [Eσ(i)], (i = 1, . . . , ρ).
We notice that the image of u restricted to HX is contained in Pic
0(C).
Now let us fix a vector ξ ∈ H2(X ;C) = H2(X ;Z)⊗ C satisfying
κ(pi) = −(ξ, [H ]/3− [Ei]).
Note that under the assumption (2), the vector ξ is nonzero and unique in H2(X ;C)/C[KX ].
Then we have
u(B0) =
r∑
i=1
degVi·[0i]−
3∑
i=1
[pi] =
3∑
i=1
{[0σ(i)]−[pi]} = −
3∑
i=1
κ(pi) =
3∑
i=1
(ξ, [H ]/3−[Ei]) = (ξ, B0).
In a similar manner, it follows that u(Bi) = (ξ, Bi) and thus u(D) = (ξ,D) for any D ∈ HX .
Therefore for any D ∈ HX , we have
u(F∗D) = (ξ, F∗D) = (F
∗ξ,D)
= f∗u(D) = δ(f)(ξ,D) = (δ(f)ξ,D),
which yields F ∗ξ = δ(f)ξ +
∑r
i=1 ci[Vi] for some ci ∈ C. Since F
∗ preserves {[V1], . . . , [Vr]},
δ(f) is an eigenvalue of F ∗. The proposition is established. ✷
In addition to the assumptions in Proposition 2.7, we assume that C is a cuspidal cubic curve
and the determinant δ(f) is not a root of unity. Then δ(f) is a root of the Salem polynomial
SF (t) = 0 by Proposition 2.7, and the entropy of F is positive: htop(F ) = log λ(F
∗) > 0. In
this case, the birational morphism ν : X → X0 mentioned in Proposition 2.2 is expressed as
follows. Let q ∈ Y ∗ be a fixed point on the smooth locus Y ∗ ∼= C of the anticanonical curve
Y , which uniquely exists as F has the determinant δ(f) 6= 1. A result in [11] says that if ν is
not an isomorphism, then there is a unique (−1)-curve passing through q, which is contracted
by ν and is preserved by F . Through the contraction of the (−1)-curve, F descends to an
automorphism. Repeating this argument, we can consider the decomposition
ν : X = Xm
νm−→ Xm−1
νm−1
−→ · · ·
ν2−→ X1
ν1−→ X0, (1)
where νi : Xi → Xi−1 is the contraction of a (−1)-curve through pi to pi−1 with pm := q. Then
F descends to an automorphism F0 : X0 → X0.
Now let Ni ⊂ X be the strict transform of the exceptional curve of νi under νi+1 ◦ · · · ◦ νm.
As Ni is isomorphic to P
1 and is preserved by F , we inductively let qi be the unique fixed point
on Ni \ {qi+1} of F with qm+1 := q. Moreover, let p ∈ C be the singular point of C, which is
also a fixed point of F .
Proposition 2.8 ([11]) Under the above notations, we have the following.
(1) The eigenvalues of DF at p are 1/δ(f)2 and 1/δ(f)3.
7
(2) The eigenvalues of DF at q are δ(f) and 1/δ(f)N−4, where N = rank Pic(X).
(3) The eigenvalues of DF at qi for 1 ≤ i ≤ m are δ(f)N−m+i−4 and 1/δ(f)N−m+i−5.
In particular, F has no Siegel disk centered at any fixed point on the anticanonical curve Y and
the exceptional divisors of ν.
Next we give an estimate of the number of isolated fixed points of an automorphism.
Proposition 2.9 Assume that an automorphism F : X → X on a rational surface X has
positive entropy, and the derivative DF (x) of F on any fixed point x has an eigenvalue different
from 1. Then F has at most Tr(F ∗|H2(X;Z)) + 2 isolated fixed points.
We postpone its proof to Section 5.
Proposition 2.10 Let F : X → X be an automorphism with positive entropy obtained from a
birational map f ∈ B(C) with δ(f) 6= 1 by the blowup π : X → P2 of points on C∗. Then F
has at most Tr(F ∗|H2(X;Z)) + 2 isolated fixed points.
Proof. First we notice that the condition δ(f) 6= 1 says that for any fixed point x on the
anticanonical curve Y = π−1(C), the derivative DF (x) of F on x has an eigenvalue different
from 1. This remains true for any fixed point x outside Y , since DetDF (x) = δ(f) 6= 1 from
the existence of a nowhere vanishing meromorphic 2-form ηX = π
∗η on X with (ηX) = −Y and
F ∗ηX = δ(f)ηX . Hence the proposition follows from Proposition 2.9. ✷
Proposition 2.11 For a cuspidal cubic curve C, let f ∈ B(C) be a quadratic birational map
with δ(f) being not a root of unity such that f is lifted to an automorphism F : X → X by the
blowup π : X → P2 of points on C∗. Then F has at most 2 fixed points at which Siegel disks
are centered.
Proof. Note that π satisfies the assumptions in Proposition 2.7. Indeed the assumption (1) holds
as three indeterminacy points {p+1 , p
+
2 , p
+
3 } of f are blown up by π. Moreover the assumption
(2) also holds as the points {p+1 , p
+
2 , p
+
3 } are not collinear. Hence Proposition 2.2 (2) and the
above argument show that the blowup π can be decomposed as π = π0 ◦ ν, where π0 : X0 → P2
is the proper blowup for f , which lifts f to an automorphism F0 : X0 → X0, and ν : X → X0
is expressed as the decomposition (1). The cohomological action F ∗0 : H
2(X0;Z)→ H2(X0;Z)
is given in Example 2.6, which means that Tr(F ∗0 |H2(X;Z)) ≤ 2. Hence F0 has at most 4 isolated
fixed point by Proposition 2.10, since htop(F0) = htop(F ) > 0. Among the fixed points, two
fixed points lie on the anticanonical curve Y0 = π
−1
0 (C) of X0, at which no Siegel disks are
centered from Proposition 2.8. On the other hand, Proposition 2.8 also shows that at none of
the fixed points of F on the exceptional divisors of ν, a Siegel disk is centered. Thus F has at
most 2 fixed points at which Siegel disks are centered. ✷
We conclude this section by stating a result for a class of birational maps with algebraic
coefficients that we will treat in the following sections.
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Proposition 2.12 Assume f = fδ : P
2 → P2 is a birational map in B(C) with δ = δ(f)
such that, in homogeneous coordinates, each component of f(x) is a homogeneous polynomial
in x ∈ P2 with coefficients in Z[δ], where C is defined by a cubic polynomial with coefficients in
Z[δ]. Let δ ∈ C∗ be an algebraic number with |δ| = 1 that is not a root of unity, and w ∈ P2 \C
be a fixed point of fδ outside C. Moreover assume that there are Galois conjugates (δ∗, w∗) of
(δ, w) with |δ∗| = 1 and fδ∗(w∗) = w∗ such that
{TrDfδ(w)}
2/DetDfδ(w) ∈ [0, 4], {TrDfδ∗(w∗)}
2/DetDfδ∗(w∗) /∈ [0, 4].
Then f has a Siegel disk centered at w.
Proof. (see [7]). First we notice that if δ ∈ C∗ is algebraic, then so is the fixed point w, which
enables us to consider Galois conjugates of (δ, w), and also the eigenvalues (µ, ν) of (Dfδ)(w)
are algebraic. As w∗ also lies outside C, one has Det(Dfδ∗)(w∗) = δ∗. Let (µ∗, ν∗) be the Galois
conjugates of (µ, ν) corresponding to (δ∗, w∗), that is, the eigenvalues of Dfδ∗(w∗). It should
be noted that
{TrDfδ(w)}
2/DetDfδ(w) =
(µ+ ν)2
µν
=
µ
ν
+
ν
µ
+ 2,
and that a complex number z ∈ C satisfies z + z−1 + 2 ∈ [0, 4] if and only if |z| = 1. Hence it
follows from our assumption that |µ/ν| = 1 and |µ∗/ν∗| 6= 1. Moreover, since |µν| = |δ| = 1,
we have (µ, ν) ∈ (S1)2. Now assume that µkνl = 1 for (k, l) ∈ Z2. Since (µ∗, ν∗) are Galois
conjugates of (µ, ν), one has 1 = µk∗ν
l
∗ = (δ∗)
(k+l)/2(µ∗/ν∗)
(k−l)/2 and thus k = l as |δ∗| = 1
and |µ∗/ν∗| 6= 1. Since 1 = µk∗ν
k
∗ = δ
k
∗ and δ∗ is not a root of unity, we have k = 0, namely,
(k, l) = (0, 0). Therefore Df(w) is an irrational rotation with the algebraic eigenvalues (µ, ν),
which shows that f has a Siegel disk centered at w. ✷
3 Birational Maps Preserving a Cuspidal Curve
In this section, we consider a class of quadratic birational maps preserving a cuspidal cubic
curve. For a parameter δ ∈ C \ {0, 1}, let us consider a quadratic map f = fδ : P2 → P2, which
is explicitly given by f [x : y : z] = [fx : fy : fz] in homogeneous coordinates, where

fx[x : y : z] = δ · (xy − 2dyz + 2d3xz − d4z2)
fy[x : y : z] = δ
3 · (y2 − 3d2xy + 3d4x2 − d6z2)
fz[x : y : z] = yz − 3dx2 + 3d2xz − d3z2
(2)
with d := (3δ)−1(1 − δ). Then f is a birational map preserving the cubic curve C := {yz2 =
x3} ⊂ P2 with a cusp located at [0 : 1 : 0], and also preserving its smooth locus C∗ = C \ {[0 :
1 : 0]}. Indeed, with the parametrization p : C→ C∗ given by p(t) = [t : t3 : 1], the restriction
of f to C∗ is expressed as f |C∗ : C ∋ t 7→ δ · (t + d) ∈ C. The indeterminacy sets of f±1 are
given by I(f±1) = {p±1 , p
±
2 , p
±
3 }, where p
+
1 := p(d) ∈ C
∗ and p−1 := p(−δ ·d) ∈ C
∗. Moreover, for
i = 1, 2, the point p±i+1 is defined by the property {p
±
i+1} = C
±
i ∩ E
±
i , where C
±
i is inductively
given by the strict transform (π±i )
−1(C±i−1) with C
±
0 := C
∗ under the blowup π±i of p
±
i with
exceptional curve E±i . In this case, we write p
±
1 < p
±
2 < p
±
3 . Hence by permitting infinitely near
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points, we conclude that I(f±1) are contained in C∗, and that f is a quadratic birational map
in B(C) with δ(f) = δ from the expression for f |C∗ . Conversely, if a quadratic map f ∈ B(C)
with I(f) = {p+1 , p
+
2 , p
+
3 } satisfies δ(f) = δ and p
+
1 = p(d) < p
+
2 < p
+
3 , then f = fδ is given by
(2) (see [10, 11]).
There are exactly two fixed points {w1, w2} of f outside the curve C, and each point is
expressed as wi = [xi : rτ (xi) : 1], where
rτ (x) :=
τ − 2
3(τ + 1)
x−
(τ − 2)2
27(τ + 1)
with τ := δ + 1/δ, and xi is a root of the quadratic equation
Qτ (x) := 27x
2 − 9(τ − 2)x+ (τ − 1)(τ − 2) = 0.
Moreover we have
{TrDf(wi)}2
DetDf(wi)
= s(τ, xi) :=
1
τ + 2
{9(τ − 1)xi − (τ
2 − 4τ + 6)}2.
Now in order to construct an automorphism on a rational surface, we consider the case
where the orbit pki := f
k(p−i ) of each backward indeterminacy point p
−
i reaches the forward
indeterminacy point p+i , namely, p
n
i = p
+
i for some n ≥ 1. If such an n ≥ 1 exists, then
Proposition 2.2 shows that the proper blowup π : X → P2 for f lifts f to an automorphism
F : X → X .
From now on we assume n = 8. As pk1 = p(−δ
k+1 ·d+(1−δk)/3), it follows from the relation
p(−δ9 · d+ (1− δ8)/3) = p(d) that δ is a root of (δ + 1)S(δ) = 0, where
S(δ) = δ8 − 2δ7 + δ6 − 2δ5 + δ4 − 2δ3 + δ2 − 2δ + 1
is a Salem polynomial. Conversely, for any root δ of S(δ) = 0, the birational map f = fδ
satisfies p8i = p
+
i for any i ∈ {1, 2, 3}, as p
k
1 < p
k
2 < p
k
3 for any 0 ≤ k ≤ 8, and hence
lifts to the automorphism F = Fδ : X → X . The roots of S(δ) = 0 on the real line are
δ ≈ 1.9940, 0.5015 and the other roots lie on the unit circle, given by δ ≈ 0.6098 ± 0.7925i,
−0.1098 ± 0.9939i, −0.7478 ± 0.6640i, which yields τ ≈ 1.2197, −0.2197, −1.4955. By virtue
of Proposition 2.7 (see also the proof of Proposition 2.11), λ ≈ 1.9940 is an eigenvalue of
F ∗ : H2(X ;Z) → H2(X ;Z) and thus the spectral radius of F ∗, which means that F has
positive entropy htop(F ) = log λ ≈ 0.6901 > 0.
Now we put (δ0, τ0) ≈ (0.6098+0.7925i, 1.2197) and (δ∗, τ∗) ≈ (−0.7478+0.6640i,−1.4955).
Lemma 3.1 We have s(τ0, xi) ∈ [0, 4] for any root xi of Qτ0(x) = 0 and s(τ∗, x∗) /∈ [0, 4] for
some root x∗ of Qτ∗(x) = 0
Proof. Note that τ0 ∈ I0 := [1.219, 1.220] and τ∗ ∈ I∗ := [−1.496,−1.495]. Moreover the
roots xi of Qτ0(x) = 0 satisfy either xi ∈ I1 := [0.022, 0.023] or xi ∈ I2 := [−0.283,−0.282] as
Qτ (0.022) < 0, Qτ (0.023) > 0, Qτ (−0.283) > 0, Qτ (−0.282) < 0 for any τ ∈ I0, and a root x∗
of Qτ∗(x) = 0 satisfies x∗ ∈ I∗∗ := [−0.711,−0.710] as Qτ (−0.711) > 0, Qτ (−0.710) < 0 for any
τ ∈ I∗. In particular, we have s(τ0, xi) ≥ 0 and s(τ∗, x∗) ≥ 0. A little calculation shows that
10
s(τ, x) ≤ s(1.219, 0.022) < 2.05 < 4 for any (τ, x) ∈ I0×I1, s(τ, x) ≤ s(1.220,−0.283) < 3.12 <
4 for any (τ, x) ∈ I0 × I2 and s(τ, x) ≥ s(−1.495,−0.710) > 5.91 > 4 for any (τ, x) ∈ I∗ × I∗∗.
Hence the lemma is established. ✷
Note that Qτ0(x) is irreducible over Q[τ0], and thus both (δ0, w1) and (δ0, w2) are Galois
conjugates of (δ∗, w∗). Proposition 2.12 yields the following (see also Remark 2.4).
Proposition 3.2 The automorphism F = Fδ0 ∈ QF(C) has Siegel disks centered at w1, w2.
Proof of Theorem 1.2. As C is reduced irreducible, C is either smooth or a nodal cubic or a
cuspidal cubic. A result of Diller [4] says that there is no automorphism F ∈ QF(C) when
C is a nodal cubic. On the other hand, when C is smooth, the determinant δ(F ) of any
automorphism F ∈ QF(C) is a root of unity. Hence for the fixed point x, the derivative
DF (x) has an eigenvalue δ(F ) if x ∈ C, and has the determinant DetDF (x) = δ(F ) if x /∈ C.
In either cases, the eigenvalues of DF (x) are not multiplicatively independent, which means
that F has no Siegel disk. Therefore if C is irreducible and F ∈ QF(C) has a Siegel disk,
then C is a cuspidal cubic curve. Moreover, if C is a cuspidal cubic, then F admits at most
two Siegel disks by Proposition 2.11. Finally, Proposition 3.2 guarantees the existence of the
automorphism F ∈ QF(C) admitting exactly two Siegel disks. ✷
4 Birational Maps Preserving Three Lines
In this section we consider birational maps preserving three lines meeting a single point. To this
end, for parameters δ ∈ C×, a = (ai)
m
i=1 ∈ (C
×)m, b = (bj)
n
j=1 ∈ (C
×)n, let f = fδ,a,b : C
2 → C2
be a birational map given by
f : C2 → C2, (x, y) 7→ (f1(x, y), f2(x, y)) =
(
y,
g1(y)(x+ δy)
δ{(g2(y)− g1(y))
x
y
− δg1(y)}
)
, (3)
where g1(y) =
∏m
i=1(1− y/ai) and g2(y) =
∏n
j=1(1− y/bj). The map f preserves the three lines
C = L1 ∪ L2 ∪ L3, where L1 = {x = 0}, L2 = {x + δy = 0}, L3 = {y = 0}, and sends these
lines as
f |L1(0, y) = (y,−
y
δ
) ∈ L2, f |L2(−δy, y) = (y, 0) ∈ L3, f |L3(x, 0) = (0,
−x
δ2 + δcx
) ∈ L1. (4)
Here and hereafter, we use the following notations:
α =
m∑
i=1
1
ai
, β =
n∑
j=1
1
bj
,
α0 :=
N∏
i=1
1
ai
, β0 :=
N∏
j=1
1
bj
,
c = β − α.
(5)
Note that the map (3) is derived under a certain assumption as in the following lemma.
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Lemma 4.1 Assume that a birational map h : C2 → C2 of the form h(x, y) = (y, h2(x, y))
satisfies h(Li) = Li+1 for i = 1, 2, 3 (mod 3). Then we have h = f for some δ, (ai) and (bj).
Proof. Since h is a birational map, for a generic (x0, y0) ∈ C2, the equation h(x, y) =
(y, h2(x, y)) = (x0, y0), or h2(x, x0) = y0 has a unique root for x. Hence h2(x, y) is a ra-
tional function of degree 1 with respect to x. As h2(−δy, y) = 0, h2(0, y) = −y/δ and
h2(x, 0) 6= 0, h2 has the form h2(x, y) = g1(y)(x + δy)/(g3(y)x − δ
2g1(y)) with g1(0) 6= 0.
By multiplying the denominator and numerator by a common constant if necessary, one can
put g1(y) =
∏m
i=1(1− y/ai) and then g2(y) = g1(y) + yg3(y)/δ =
∏n
j=1(1 − y/bj), which yields
the lemma. ✷
From now on, we assume the following:
Assumption 1 m = n = N .
With the embedding C2 ∋ (x, y) →֒ [x : y : 1] ∈ P2, we will regard the birational map f
and the lines C as those on P2. Then the indeterminacy sets of f±1 are given by I(f±1) =
{p±a,i}
N
i=1 ∪ {p
±
b,j}
N
j=1 ∪ {p
±
0 }, where
p+a,i = [0 : ai : 1], p
+
b,j = [−bjδ : bj : 1], p
+
0 = [1 : 0 : 0],
p−a,i = [ai : 0 : 1], p
−
b,j = [bj : −bj/δ : 1], p
−
0 = [0 : 1 : 0].
Since any indeterminacy point of f±1 lies on the smooth locus C∗ of the three lines C, we can
conclude that f ∈ B(C). Moreover, it follows from (4) that δ = δ(f) is the determinant of f .
Remark 4.2 The birational map f contracts curves to indeterminacy points as follows:
Lai := {[x : ai : 1] | x ∈ P
1} → p−a,i,
Lbj := {[x : bj : 1] | x ∈ P
1} → p−b,j,
D := {[x : y : 1] | (g2(y)− g1(y))x/y − δg1(y) = 0} → p
−
0 .
The curves Lai and L
b
j are lines passing through {p
+
a,i, p
+
0 } and {p
+
b,j, p
+
0 } respectively, and D is
a curve of degree N passing through I(f) with multiplicities multp+a,iD = multp
+
b,j
D = 1 and
multp+0 D = N − 1. A straightforward calculation shows that the blowup of p
−
0 lifts f to a
birational map whose restriction to D is an isomorphism to the exceptional curve. Similarly, if
ai 6= ak for any k 6= i, then the blowup of p
−
a,i lifts f to a birational map whose restriction to L
a
i
is an isomorphism to the exceptional curve, and also if bj 6= bk for any k 6= j, then the blowup
of p−b,j lifts f to a birational map whose restriction to L
b
j is an isomorphism to the exceptional
curve. Moreover, the pullback of a generic line by f is a curve D of degree N + 1 passing
through I(f) with multiplicities multp+a,i
D = multp+
b,j
D = 1 and multp+0 D = N .
Next we determine the fixed points of f : P2 → P2. The fixed points of f on C2 are given by
the singular point (0, 0) of C, and (xl, xl) ∈ C
2, where xl are the roots of the equation
(1 + δ)2
δ
N∏
i=1
(1−
xl
ai
) =
N∏
j=1
(1−
xl
bj
). (6)
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Moreover under Assumption 1, the birational map f : P2 → P2 preserves the line L = {[x : y :
z] | z = 0} at infinity, and the restriction f |L is expressed as
f [x : y : 0] = [δ(β0 − α0)x− δ
2α0y : α0(x+ δy) : 0], (7)
where α0, β0 are given in (5). Hence the fixed points of f : P
2 → P2 lying on L are given by
[xl : 1 : 0], where xl are the roots of the equation
α0x
2
l + δ(2α0 − β0)xl + α0δ
2 = 0. (8)
Consequently, we have
Proposition 4.3 The fixed points of f : P2 → P2 are given by w0 = [0 : 0 : 1] ∈ C, wl = [xl :
xl : 1] ∈ C2 for l ∈ {1, . . . , N}, where xl are the roots of (6), and wl = [xl : 1 : 0] ∈ L for
l ∈ {N + 1, N + 2}, where xl are the roots of (8). Moreover, when l ∈ {1, . . . , N + 2}, the fixed
point wl lies outside C and hence satisfies DetDf(wl) = δ.
Remark 4.4 It is straightforward to calculate that the eigenvalues of Df(w0) at the singular
point w0 of C are given by (ωδ
−1, ω−1δ−1), where ω is a primitive cube root of unity. Therefore
a Siegel disk is never centered at w0, as (ωδ
−1, ω−1δ−1) are not multiplicatively independent.
Now, for R∗ := R \ {0}, we put
A := {c = (δ, a, b) ∈ S1 × (R∗)N × (R∗)N | ai 6= aj , bi 6= bj , (i 6= j),
N∑
j=1
1
bj
−
N∑
i=1
1
ai
= 1},
and for c0 = (δ0, a0, b0) ∈ A and ε > 0, put
A(c0; ε) := {(δ, a, b) ∈ A | |δ − δ0| < ε, |a− a0| < ε, |b− b0| < ε}.
Then we have the following proposition, whose proof is given in Section 5.
Proposition 4.5 Under the above notations, there exists ε > 0 and c0, c∗ ∈ A such that
(1)
{TrDf(wl)}2
DetDf(wl)
∈ [0, 4] for any l ∈ {1, . . . , N + 2} if (δ, a, b) ∈ A(c0; ε),
(2)
{TrDf(wl)}2
DetDf(wl)
/∈ [0, 4] for any l ∈ {1, . . . , N + 2} if (δ, a, b) ∈ A(c∗; ε).
It should be noted that the indeterminacy point p−0 ∈ I(f
−1) satisfies f 2(p−0 ) = p
+
0 ∈ I(f).
Furthermore we assume the following:
Assumption 2 For given parameters m = (mi)
N
i=1, n = (nj)
N
j=1 ∈ N
N except for (m,n) =
((1), (1)) ∈ (N1)2, the map f : P2 → P2 satisfies
f 3mi−2(p−a,i) = p
+
a,i (i = 1, . . . , N),
f 3nj (p−b,j) = p
+
b,j (j = 1, . . . , N).
(9)
13
Lemma 4.6 Under Assumption 2, we have
1
ai
= −
δ(δ3mi − 1)
(δ3 − 1)(δ3mi−1 + 1)
c,
1
bj
=
δ2(δ3nj − 1)
(δ3 − 1)(δ3nj+1 + 1)
c,
where c = β − α is given in (5). In particular, if c 6= 0, then δ satisfies the equation
χm,n(δ) :=
N∑
j=1
δ2(δ3nj − 1)
(δ3 − 1)(δ3nj+1 + 1)
+
N∑
i=1
δ(δ3mi − 1)
(δ3 − 1)(δ3mi−1 + 1)
= 1. (10)
Proof. It follows from (4) that f 3(0, y) = (0, h1(y)), f
3(x,−x/δ) = (h1(x),−h1(x)/δ) and hence
f 3k(0, y) = (0, hk(y)), f
3k(x,−x/δ) = (hk(x),−hk(x)/δ), where
hk(x) :=
1
δ3k( 1
x
− p) + p
, p :=
δc
(δ3 − 1)
.
Since f(ai, 0) = (0,−ai{δ(δ + cai)}−1), the assumption (9) is equivalent to hmi−1(−ai{δ(δ +
cai)}
−1) = ai and hnj (bj) = −bjδ, which yield the desired expressions for 1/ai and 1/bj. Finally,
the relation (10) follows from c = β − α =
∑N
j=1 1/bj −
∑N
i=1 1/ai. ✷
Conversely, for given m = (mi), n = (nj) ∈ NN , let δ ∈ C∗ be any root of (10), and a = (ai),
b = (bj) be parameters given by ai = ami(δ), bj = bnj (δ), where
ak(δ) := −
(δ3 − 1)(δ3k−1 + 1)
δ(δ3k − 1)
, bk(δ) :=
(δ3 − 1)(δ3k+1 + 1)
δ2(δ3k − 1)
. (11)
Then the birational map f = fδ,a,b satisfies the condition (9). Proposition 2.2 shows that
there is a proper blowup π : X → P2 for f , and π lifts f : P2 → P2 to an automorphism
Fm,n : X → X . Note that the points blown up by π satisfy the assumptions in Proposition
2.7. Thus the root δ of the equation (10), which is the determinant of f , is an eigenvalue of
F ∗m,n : H
2(X ;Z) → H2(X ;Z). On the other hand, under Assumption 2, there exists λ > 1 so
that χm,n(λ) = 1 since χm,n(1) > 1 and limδ→∞ χm,n(δ) = 0. Hence λ = λm,n := λ(F
∗
m,n) > 1
is the spectral radius, which is a root of Sm,n(t) := SFm,n(t) = 0. As Sm,n(t) is irreducible, any
root of Sm,n(t) = 0 is a root of χm,n(t) = 1. Therefore we have
Corollary 4.7 Under the assumption that (m,n) 6= ((1), (1)), any root δ of Sm,n(t) = 0 sat-
isfies χm,n(δ) = 1. Moreover, the birational map f = fδ,(ami (δ)),(bnj (δ)) is lifted to an auto-
morphism Fm,n, having positive entropy htop(Fm,n) = logλm,n > 0 with the spectral radius
λm,n = λ(F
∗
m,n) > 1, by the proper blowup for f .
Lemma 4.8 If δ ∈ S1 is given by δ = exp(2πiν) with an irrational real number ν, then
{ak(δ)}k∈N and {bk(δ)}k∈N are sequences of real numbers and dense in R.
Proof. First we notice that
−
(δ3 − 1)(δ3k−1 + 1)
δ(δ3k − 1)
= −
(δ3/2 − δ−3/2)(δ(3k−1)/2 + δ−(3k−1)/2)
(δ3k/2 − δ−3k/2)
= −2
sin(3πν) cos{(3k − 1)πν}
sin(3kπν)
= −2 sin(3πν)
{ cos(πν)
tan(3kπν)
+ sin(πν)
}
,
(δ3 − 1)(δ3k+1 + 1)
δ2(δ3k − 1)
=
(δ3/2 − δ−3/2)(δ(3k+1)/2 + δ−(3k+1)/2)
(δ3k/2 − δ−3k/2)
= 2
sin(3πν) cos{(3k + 1)πν}
sin(3kπν)
= 2 sin(3πν)
{ cos(πν)
tan(3kπν)
− sin(πν)
}
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are real numbers. Since {3kπν}∞k=1 ⊂ (−π/2, π/2) (mod π) is dense from the irrationality of ν,
so is {tan(3kπν)}∞k=1 ⊂ R, which establishes the lemma as sin(3πν) cos(πν) 6= 0. ✷
Proposition 4.9 The roots of Sm,n(t) = 0 other than λ
±1
m,n are equidistributed on S
1 as either
mi →∞ for some i or nj →∞ for some j.
Proof. A result of Bilu (see [3, 7]) says that if {ρk}k∈N is a sequence of algebraic units with
limk→∞ deg(ρk) =∞ then {δρk} weakly converges to the normalized Haar measure on S
1. Here
for an algebraic number ρ 6= 0, we put
δρ :=
1
deg(ρ)
∑
ρ′ ∼
conj.
ρ
δρ′
with the Dirac measure δρ′ at ρ
′. Since λm,n satisfies λm,n → λ < ∞ as mi → ∞ or nj → ∞
and λ is not a Salem number, we have deg(λm,n) → ∞. As λm,n is an algebraic unit, the
proposition is established. ✷
Proposition 4.10 Let ε > 0 and c0, c∗ ∈ A be given in Proposition 4.5, and ak(δ), bk(δ) be
given in (11). Then there exist m,n ∈ NN and δ0, δ∗ ∈ S
1 such that
(1) Sm,n(δ0) = Sm,n(δ∗) = 0, and
(2) (δ0, (ami(δ0)), (bnj(δ0))) ∈ A(c0; ε), (δ∗, (ami(δ∗)), (bnj (δ∗))) ∈ A(c∗; ε).
Proof. We put c0 = (d0, (a
0
i ), (b
0
j)), c∗ = (d∗, (a
∗
i ), (b
∗
j )), and without loss of generality, we may
assume that d0 and d∗ are multiplicatively independent. Then from Lemma 4.8, one can fix
(mi)
N−1
i=1 and (nj)
N
j=1 so that a
0
i ≈ ami(d0), a
∗
i ≈ ami(d∗) for i ∈ {1, . . . , N −1} and b
0
j ≈ bnj (d0),
b∗j ≈ bnj (d∗) for j ∈ {1, . . . , N}. By Proposition 4.9, there exists mN >> 1 such that roots
δ0, δ∗ ∈ S1 of Sm,n(t) = 0 satisfy δ0 ≈ d0, δ∗ ≈ d∗ and hence a0i ≈ ami(δ0), a
∗
i ≈ ami(δ∗) for
i ∈ {1, . . . , N − 1} and b0j ≈ bnj (δ0), b
∗
j ≈ bnj (δ∗) for j ∈ {1, . . . , N}. As
N∑
j=1
1
bj
−
N∑
i=1
1
ai
= χm,n(δ0) = χm,n(δ∗) = 1
from Corollary 4.7, we have a0N ≈ amN (δ0), a
∗
N ≈ amN (δ∗) so that the condition (2) holds. ✷
For the parameters given in Proposition 4.10, fix the birational maps f0 = fδ0,(ami (δ0)),(bnj (δ0))
and f∗ = fδ∗,(ami (δ∗)),(bnj (δ∗)). As f0 and f∗ are Galois conjugate and each fixed point of f0 outside
C is a Galois conjugate of a fixed point of f∗ outside C, Propositions 2.12, 4.5, 4.10 yield the
following corollary.
Corollary 4.11 The birational map f0 has N + 2 fixed points w1, . . . , wN+2 at which Siegel
disks are centered.
Proposition 4.12 Let F : X → X be the automorphism that is the lift of f0 by the proper
blowup π : X → P2 for f0. Then, F has positive entropy htop(F ) = logλm,n > 0 and has exactly
N + 3 isolated fixed points w0, . . . , wN+2 (see also Remark 2.4).
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Proof. Corollary 4.7 says that F = Fm,n has positive entropy htop(Fm,n) = logλm,n > 0. Now
note that the indeterminacy points I(f±1) are blown up by π. Remark 4.2 says that F ∗ sends
curves as
[H ] 7−→ (N + 1)[H ]−N [E+0 ]−
∑N
i=1[E
+
a,i]−
∑N
j=1[E
+
b,j ],
[E−0 ] 7−→ N [H ]− (N − 1)[E
+
0 ]−
∑N
i=1[E
+
a,i]−
∑N
j=1[E
+
b,j ],
[E−a,i] 7−→ [H ]− [E
+
0 ]− [E
+
a,i],
[E−b,j ] 7−→ [H ]− [E
+
0 ]− [E
+
b,j],
where E±0 , E
±
a,i, E
±
b,j are the exceptional divisors over the points p
±
0 , p
±
a,i, p
±
b,j, respectively. It
follows from Lemma 2.5 that any exceptional divisor over the point outside I(f−1) is sent to
another exceptional one by F ∗. Hence we have Tr(F ∗|H2(X;Z)) ≤ N + 1. Proposition 2.10 says
that there are at most N + 3 isolated fixed points for F , and the existence of the fixed points
w0, . . . , wN+2 given in Proposition 4.3 says that there are exactly N + 3 isolated fixed points
for F . ✷
Proof of Theorem 1.1. First assume k ≥ 3 and put N = k−2. The automorphism F mentioned
in Proposition 4.12 has positive entropy and has exactly k+1 fixed points w0, . . . , wk. Among the
fixed points, no Siegel disk is centered at w0 from Remark 4.4, and Siegel disks are centered at
w1, . . . , wk from Corollary 4.11. Therefore F is a desired automorphism satisfying the condition
mentioned in Theorem 1.1.
When k = 0, 1, McMullen [7] and Bedford-Kim [1] showed the existence of an automorphism
F satisfying the condition. The automorphism F realizes the Coxeter element and is obtained
from a birational map f : P2 → P2 of degree 2 by blowing up points on the smooth locus of a
cubic curve C. Moreover, C is a cuspidal cubic if k = 0, and C is either conic with a tangent
line or three lines through a point if k = 1. Finally, when k = 2, the existence is shown in
Theorem 1.2. The theorem is established. ✷
5 Proof of Propositions
This section is devoted to the proof of Propositions 2.9 and 4.5.
First we prove Proposition 2.9. Since automorphisms may fix a curve pointwise, we use S.
Saito’s fixed point formula instead of a classical fixed point one (see [6, 9]). Let X be a smooth
projective surface and f : X → X be an automorphism different from the identity. Then the
idea of his fixed point formula is to divide the set X1(f) of irreducible curves fixed pointwise
by f into the curves of type I and those of type II:
X1(f) = XI(f)∐XII(f),
and to contribute different types of curves to the formula in different ways. Namely, the formula
says that the Lefschetz number
L(f) :=
∑
i
(−1)iTr[ f ∗ : H i(X ;Z)→ H i(X ;Z) ]
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of the automorphism f is expressed as
L(f) =
∑
x∈X0(f)
νx(f) +
∑
C∈XI(f)
χC · νC(f) +
∑
C∈XII (f)
τC · νC(f),
where X0(f) is the set of fixed points of f , χC is the Euler characteristic of the normalization
of C ∈ XI(f) and τC is the self-intersection number of C ∈ XII(f). We shall omit the precise
definitions of the indices νx(f) and νC(f). However, it is known that νC(f) is a positive integer,
and νx(f) is a nonnegative integer, which is positive if x ∈ X0(f) is an isolated fixed point. On
the other hand, the types of fixed curves are defined by using the action of f on the completion
Ax of the local ring of X at x, which is isomorphic to the formal power series ring C[[z1, z2]], as
X is assumed to be a smooth surface. Now given a fixed curve C ∈ X1(f), we take a smooth
point x of C and identify Ax with C[[z1, z2]] in such a manner that C has the local defining
equation z1 = 0 near x. Then the induced automorphism f
∗
x : Ax → Ax can be expressed as{
f ∗x(z1) = z1 + z
k
1 · f1
f ∗x(z2) = z2 + z
l
1 · f2
(12)
for some k, l ∈ N∪{∞} and some fi ∈ Ax such that fi(0, z2) is a nonzero element of C[[z2]]. Here
we put z∞1 := 0 by convention. Then it turns out (see [6], Lemma 6.1) that νC(f) = min{k, l}
and C ∈ XI(f) if and only if k ≤ l, which is independent of the choice of the smooth point x
on C and the coordinates z1, z2. Note that if the derivative Df(x) has an eigenvalue different
from 1, then the relation (12) yields k = 1 and f1(0, 0) 6= 0. In particular, the fixed curve C
must be of type I.
Proof of Proposition 2.9. Now if X is a rational surface, then the cohomology group of X is
expressed as
H i(X ;Z) ∼=


Zρ+1 (i = 2)
Z (i = 0, 4)
0 (i 6= 0, 2, 4)
for some ρ ≥ 0. Moreover, if F is an automorphism on X , then the action F ∗ on H i(X ;Z) is
trivial for i = 0, 4, which shows that L(F ) = Tr(F ∗|H2(X;Z)) + 2. On the other hand, the above
argument says that any fixed curve is of type I. Furthermore if F has positive entropy, then it
is known (see [5]) that any fixed curve C has nonnegative Euler characteristic χC ≥ 0. Hence
the fixed point formula says that F has at most L(F ) = Tr(F ∗|H2(X;Z))+2 isolated fixed points.
✷
Next we will prove Proposition 4.5. To this end we need some auxiliary lemmas. Let f be
the birational map given by (3) with m = n = N .
Lemma 5.1 For any fixed point (xl, xl) ∈ C2 with xl satisfying (6), we have
TrDf(xl, xl) =
∂f2
∂y
(xl, xl) = (δ + 1)
{
1−
N∑
i=1
1
1− xl/ai
+
N∑
j=1
1
1− xl/bj
}
.
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Proof. First it follows from (f1)x = 0 that TrDf(xl, xl) = (f2)y(xl, xl). Moreover, by the
relation g2(xl) = g1(xl)(1 + δ)
2/δ, one has
∂f2
∂y
(xl, xl) =
g1(xl)(1 + δ)
2 + xlg
′
1(xl)(1 + δ)
2 − xlg′2(xl)δ
g1(xl)(1 + δ)
.
Therefore by combining the relations
xlg
′
1(xl) = g1(xl)
N∑
i=1
−xl/ai
1− xl/ai
= g1(xl){N −
N∑
i=1
1
1− xl/ai
},
xlg
′
2(xl)δ = g2(xl)δ
N∑
j=1
−xl/bj
1− xl/bj
= g1(xl)(1 + δ)
2{N −
N∑
j=1
1
1− xl/bj
},
we obtain the desired from. ✷
Lemma 5.2 Assume δ ∈ S1. For any fixed point wl = [xl : 1 : 0] ∈ L with xl satisfying (8),
we have
{TrDf(wl)}2
DetDf(wl)
∈ [0, 4]⇐⇒
β0
α0
∈ [0, 4].
Proof. It follows from the relation (7) that the eigenvalue of Df at wl = [xl : 1 : 0] along L is
given by a root of t2 + (2 − β0/α0)t + 1 = 0. Since DetDf(wl) = δ, the eigenvalues of Df(wl)
for l ∈ {N + 1, N + 2} are given by (δt, t−1) with
t =
1
2
{β0
α0
− 2±
√
β0
α0
(β0
α0
− 4
)}
,
which means that {TrDf(wl)}2/DetDf(wl) = 2 + δt2 + (δt2)−1. As δ ∈ S1, it turns out that
{TrDf(wl)}2/DetDf(wl) ∈ [0, 4] if and only if t ∈ S1, or in other words, β0/α0 ∈ [0, 4]. ✷
Now we show the existence of the parameters c, c∗ ∈ A mentioned in Proposition 4.5. Note
that any birational map fδ,(ai),(bj) is conjugate to fδ,(ai/c),(bj/c) for any c ∈ C
∗ via the linear
map [x : y : z] 7→ [cx : cy : z]. Hence it is enough to show the existence of (δ, (ai), (bj)) with∑N
i=1 1/ai −
∑N
j=1 1/bj 6= 0 instead of
∑N
i=1 1/ai −
∑N
j=1 1/bj = 1.
For given real numbers 0 = a0 < a1 < a2 < · · · < aN and an N -tuple b = (bi) ∈ (R∗)N with
ai−1 < bi < ai, put
g(x) = d
N∏
i=1
(
1−
x
ai
)
, g0(x) =
N∏
i=1
(
1−
x
bi
)
,
where d = (1 + δ)2/δ ∈ [0, 4] with δ ∈ S1. Moreover we assume that 0 < d < 1. Since
g(x) and g0(x) are polynomials of degree n satisfying the relations g(a0) = d < 1 = g0(a0),
g(ai) = 0 < (−1)ig0(ai) and (−1)ig(bi) < 0 = g0(bi) for i ≥ 1, there is a unique real number
yi ∈ (ai−1, bi) such that g(yi) = g0(yi) for i ∈ {1, . . . , N} (see Figure 1). It is seen that yi = yi(b)
is continuous as a function of b = (bi) ∈
∏N
i=1(ai−1, ai).
Lemma 5.3 Assume that 0 << d < 1. Then there exists b = (bi) ∈
∏N
i=1(ai−1, ai) such that
yi(b) = xi for any i ∈ {1, . . . , N}, where xi = (ai−1 + ai)/2. Moreover, each component bi
satisfies limdր1 bi = ai.
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d
1
a1
a2
a3
aN−1
aN
b3b1
b2
bN
bN−1
y1
y2
y3 yN−1 yNa0
g(x)g0(x)
Figure 1: Two functions g(x) and g0(x)
Proof. For i ∈ {1, . . . , N} we put
si(x) = d
i∏
j=1
(
1−
x
aj
)
, ti(x) =
i∏
j=1
(
1−
x
aj − εj
)
,
where εi is inductively determined by the relation si(xi) = ti(xi) (see also the following). We
claim that εi > 0 and εi ց 0 as d ր 1. Indeed, if i = 1, then the relation s1(x1) = t1(x1)
yields ε1 = a1(1 − d)(a1 − x1)/{a1 − d(a1 − x1)} > 0, and ε1 ց 0 as d ր 1. Note that
d2 := s1(x2)/t1(x2) satisfies 0 < d2 < 1 since x2 > a1, and d2 ր 1 as dր 1. Moreover for i ≥ 2,
assume that di := si−1(xi)/ti−1(xi) satisfies 0 < di < 1, and di ր 1 as dր 1. The relation
di
(
1−
xi
ai
)
=
si(xi)
ti−1(xi)
=
ti(xi)
ti−1(xi)
=
(
1−
xi
ai − εi
)
yields εi = ai(1 − di)(ai − xi)/{ai − di(ai − xi)} > 0 and εi ց 0 as d ր 1. Similarly,
di+1 = si(xi+1)/ti(xi+1) satisfies 0 < di+1 < 1, and di+1 ր 1 as dր 1. Our claim is proved.
Now assume 0 << d < 1 so that εi < ai−xi. Regarding yi = yi(b) as a function of b = (bi),
we also claim that yi(b1, . . . , bi−1, ai − εi, bi+1, . . . , bN) < xi for any i ∈ {1, . . . , N} and any
(b1, . . . , bi−1, bi+1, . . . , bN ) with (aj−1 < xj <)aj − εj < bj < aj . Indeed, by putting
gi(x) :=
(
1−
x
ai − εi
)∏
j 6=i
(
1−
x
bj
)
,
one has
(−1)i−1gi(xi) =
(
1−
xi
ai − εi
)∏
j<i
(xi
bj
− 1
)∏
j>i
(
1−
xi
bj
)
<
(
1−
xi
ai − εi
)∏
j<i
( xi
aj − εj
− 1
)∏
j>i
(
1−
xi
aj
)
= d
(
1−
xi
ai
)∏
j<i
(xi
aj
− 1
)∏
j>i
(
1−
xi
aj
)
= (−1)i−1g(xi)
and (−1)i−1gi(ai−1) > 0 = (−1)i−1g(ai−1), which yield the claim.
Finally we prove the existence of b with yi(b) = xi. To this end, note that there is a
root zi of g(x) = g0(x) such that zi ր ai as bi ր ai. For i = N , the root zN must satisfy
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zN = yN since yj ≤ aN−1 for j ≤ N −1. The above claim says that yN(b1, . . . , bN−1, aN −εN ) <
xN , which means that there is bN = bN (b1, . . . , bN−1) ∈ (aN − εN , aN), depending continu-
ously on (bj)
N−1
j=1 , such that yN(b1, . . . , bN−1, bN(b1, . . . , bN−1)) = xN . Put yj(b1, . . . , bN−1) =
yj(b1, . . . , bN−1, bN (b1, . . . , bN−1)), which is continuous with respect to (bj)
N−1
j=1 . Moreover for
i ≤ N − 1, we assume that yj = yj(b1, . . . , bi) satisfies yj = xj for j ≥ i + 1. Similarly, zi
must satisfy zi = yi since yj ≥ xi+1 for j ≥ i + 1 and yj ≤ ai−1 for j ≤ i − 1. The above
claim says that yi(b1, . . . , bi−1, ai − εi) < xi, which means that there is a continuous function
bi = bi(b1, . . . , bi−1) ∈ (ai − εi, ai) with yi(b1, . . . , bi−1, bi(b1, . . . , bi−1)) = xi. Defining a continu-
ous function yj(b1, . . . , bi−1) = yj(b1, . . . , bi−1, bi(b1, . . . , bi−1)), we can continue the induction.
To the end, there is b = (bi) ∈
∏N
i=1(ai − εi, ai) such that yi(b) = xi for any i ∈ {1, . . . , N}.
Since εi ց 0 as dր 1, we establish the lemma. ✷
Lemma 5.4 There exists c0 ∈ A such that the birational map f determined by c0 satisfies
{TrDf(wl)}2/DetDf(wl) ∈ (0, 4) for any l ∈ {1, . . . , N + 2}.
Proof. Under the notations mentioned in Lemma 5.3, we can choose 0 << d < 1 and 0 < b1 <
a1 < b2 < · · · < bN < aN so that∣∣∣ 1
1− xl/bi
−
1
1− xl/ai
∣∣∣ = ∣∣∣ (ai − bi)xl
(ai − xl)(bi − xl)
∣∣∣ < 1
N
(l ∈ {1, . . . , N}), 1 <
ai
bi
< 21/N
for any i ∈ {1, . . . , N}. Then from Lemma 5.1 and the fact DetDf(wl) = δ, we have
{TrDf(wl)}
2
DetDf(wl)
= d
{
1 +
N∑
i=1
( 1
1− xl/bi
−
1
1− xl/ai
)}2
∈ (0, 4)
for any l ∈ {1, . . . , N}. Choose δ ∈ S1 so that d = (1 + δ)2/δ. It follows from Lemma 5.2
and the fact 1 < β0/α0 =
∏N
i=1 ai/bi < 2 that {TrDf(wl)}
2/DetDf(wl) ∈ [0, 4] and then
{TrDf(wl)}2/DetDf(wl) ∈ (0, 4) for l ∈ {N + 1, N + 2} by slightly modifying the parameters
if necessary. Thus, we have the desired parameters c0 = (δ, (ai), (bi)). ✷
Next we consider the case 0 < b0 := b1 = · · · = bN < a0 := a1 = · · · = aN . Then the fixed
points wl = [xl : xl : 1] for l ∈ {1, . . . , N} are given by the roots of d(1−xl/a0)N = (1−xl/b0)N
with d = (1 + δ)2/δ ∈ [0, 4], which yields
xl =
a0b0(1− λNǫlN )
a0 − b0λNǫlN
,
where λN := d
1/N ≥ 0 and ǫN := cos(2π/N) + i sin(2π/N) is a primitive N -th root of unity.
Thus it follows from Lemma 5.1 and the fact DetDf(wl) = δ that
{TrDf(wl)}2
DetDf(wl)
= d
{
1−
N
a0 − b0
(a0 + b0 − a0λ
−1
N ǫ
−l
N − b0λNǫ
l
N )
}2
= d
{(
1−N
a0/b0 + 1
a0/b0 − 1
+N
λ−1N a0/b0 + λN
a0/b0 − 1
cos
2πl
N
)
− iN
λ−1N a0/b0 − λN
a0/b0 − 1
sin
2πl
N
}2 (13)
for l ∈ {1, . . . , N}. Moreover from Lemma 5.2, one has
{TrDf(wl)}2
DetDf(wl)
/∈ [0, 4]⇐⇒
(a0
b0
)N
/∈ [0, 4]
for l ∈ {N + 1, N + 2}.
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Lemma 5.5 There exists c∗ ∈ A such that the birational map f determined by c∗ satisfies
{TrDf(wl)}2/DetDf(wl) /∈ [0, 4] for any l ∈ {1, . . . , N + 2}.
Proof. First we assume that d = 1/42 and a0/b0 = 4
1/N in the above notations. If l ∈
{1, . . . , N}, the only possibilities for {TrDf(wl)}2/DetDf(wl) to become a nonnegative real
number occur when (cos 2πl/N, sin 2πl/N) = (±1, 0) in (13). On the other hand, in the case
(cos 2πl/N, sin 2πl/N) = (±1, 0), it is seen that {TrDf(wl)}2/DetDf(wl) > 4. Indeed, when
(cos 2πl/N, sin 2πl/N) = (1, 0), one has
{TrDf(wl)}2
DetDf(wl)
=
1
42
(
1−N
41/N + 1
41/N − 1
+N
43/N + 4−2/N
41/N − 1
)2
=
(
2 +
N
4
g(N)
)2
,
where g(N) := (42/N − 4−2/N) + (41/N − 4−1/N ) − 7/N . The function g(N) satisfies g(N) > 0
for any N ≥ 1, as g(N) is monotone decreasing in N and limN→∞ g(N) = 0. Thus we have
{TrDf(wl)}2/DetDf(wl) > 4. The case (cos 2πl/N, sin 2πl/N) = (−1, 0) can be treated in
a similar manner. Thus the condition {TrDf(wl)}2/DetDf(wl) /∈ [0, 4] holds for any l ∈
{1, . . . , N}.
Now since {TrDf(wl)}2/DetDf(wl) continuously depends on the parameters (δ, a, b) ∈
A, with the above condition, we slightly modify the parameters so that 0 < b1 < · · · <
bN < b0 < a0 < a1 < · · · < aN , which means that β0/α0 > (a0/b0)N = 4 and thus
{TrDf(wl)}2/DetDf(wl) /∈ [0, 4] for any l ∈ {1, . . . , N + 2}. By fixing δ ∈ S1 with d =
(1 + δ)2/δ, we show the existence of c∗ = (δ, a, b) ∈ A. ✷
Proof of Proposition 4.5. Note that {TrDf(wl)}
2/DetDf(wl) continuously depends on the
parameters (δ, a, b) ∈ A. Hence the proposition is the consequence of Lemmas 5.4 and 5.5. ✷
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