Abstract. In this note, we study the volume of arithmetic linear series with base conditions. As an application, we consider the problem of Zariski decompositions on arithmetic varieties.
Introduction
Let X be a projective and flat integral scheme over Z. We assume that X is normal and the generic fiber of X → Spec(Z) is a d-dimensional smooth variety over Q. Let Div(X) be the group of Cartier divisors on X and let Div(X) R := Div(X)⊗ Z R. (1) P is a nef arithmetic R-Cartier divisor of C 0 -type. (2) N is an effective arithmetic R-Cartier divisor of C 0 -type. (2) . For a nonbig pseudo-effective arithmetic R-Cartier divisor D of C 0 -type, the non-emptyness of Υ(D) is a non-trivial problem. It is closely related to the fundamental question raised in the paper [9] . Further, in the case where d = 1 and X is regular, once we can see Υ(D) ∅, the greatest element of Υ(D) is ensured by the main theorem of the paper [7, Theorem 9.2.1] , and it turns out to be the actual positive part of D (cf. Remark 4.1.2). In this sense, the above definition has a meaning even for a non-big pseudo-effective arithmetic R-Cartier divisor. Of course, in this case, the uniqueness of the decomposition is not guaranteed.
We would like to apply the above theorem to the problem of Zariski decompositions on arithmetic varieties (cf. Conventions and terminology 1). The first one is an estimation of the asymptotic multiplicity.
Theorem 0.2. We assume that D is big. If D
In the paper [8] , we considered a decomposition D = P + N such that µ R,Γ (D) = mult Γ (N) for any horizontal prime divisor Γ on X. The above theorem means that a Zariski decomposition of a big arithmetic R-Cartier divisor of C 0 -type yields the decomposition treated in [8, Section 5] The third application is the unique existence of Zariski decompositions of big arithmetic R-Cartier divisors on arithmetic surfaces. The new point is the uniqueness of the Zariski decomposition in the sense of this paper, which gives a characterization of the Zariski decompositions. Finally I would like to give my hearty thanks to the referee for pointing out inadequate parts of this paper.
Conventions and terminology.
Here we fix several conventions and the terminology of this paper. Let K be either Q or R. For details of 2 and 3, see [7] .
1. An arithmetic variety means a quasi-projective and flat integral scheme over Z. An arithmetic variety is said to be generically smooth if the generic fiber over Z is smooth over Q.
2. Let X be a generically smooth and normal arithmetic variety. Let Div(X) be the group of Cartier divisors on X and let Div(X)
where
on U x , where f i is a local equation of D i over U x for each i. If u x can be taken as a continuous plurisubharmonic function over U x for all
is denoted by Div C (X). An element of Div C (X) is called an arithmetic Cartier divisor of C-type. Note that Div C ∞ (X) K and Div C 0 (X) K are vector spaces over K and
we define relations D = E and D ≥ E as follows:
3. Let X be a generically smooth, normal and projective arithmetic variety. Let D be an arithmetic R-Cartier divisor of C 0 -type on X. The effectivity, bigness, pseudo-effectivity and nefness of D are defined as follows:
• D is pseudo-effective def ⇐⇒ D + A is big for any big arithmetic R-Cartier divisor A of C 0 -type.
•
The interrelations of the various types of positivity as above can be summarized as follows: effective
In this section, we will give generalizations of Boucksom-Chen's results [1] to arithmetic R-Cartier divisors. All results in this section can be proved in the similar way as the paper [1] .
1.1. Geometric case. First of all, let us review the geometric case. The contents of this subsection are generalizations of the works due to Okounkov [10] , LazarsfeldMustaţȃ [5] and Kaveh-Khovanskii [3] , [4] to R-Cartier divisors.
Let T be a d-dimensional, geometrically irreducible, normal and projective variety over a field F. Let F be an algebraic closure of F and let T F := T × Spec(F) Spec(F). Let P ∈ T(F) be a regular point and let z P = (z 1 , . . . , z d ) be a local system of parameters of O T F ,P . Then
where O T F ,P is the completion of O T F ,P with respect to the maximal ideal of O T F ,P . Thus, for f ∈ O T F ,P , we can put
We define ord z P ( f ) to be
which gives rise to a rank d valuation, that is, the following properties are satisfied:
By the property (i), ord z P :
is denoted by mult z P , where Div(T F ) is the group of Cartier divisors on T F and
By abuse of notation, the above extension is also denoted by mult z P .
In the same way as [5, Lemma 1.3] or [1, (1.1)]], we can see
, which forms a graded algebra in the natural way. Let V • be a graded subalgebra of R(D). We say V • contains an ample series if V m {0} for m ≫ 1 and there is an ample Q-Cartier divisor A with the following properties:
• There is a positive integer m 0 such that
We set
Let Θ be an effective R-Cartier divisor such that D + Θ ∈ Div(T). We assume that V • contains an ample linear series. Then, in the same way as [5, Lemma 2.2], we can see the following:
In the same arguments as [5, Proposition 2.1] by using the above properties (1) and (2), we can see that 
Note that we use (0, −2t) to ensure consistency with the notation in [1,
Then, in the similar way as [1, Section 2], we can see the following: 
Then, in the similar way as [1, Theorem 2.8], we have the following theorem:
Asymptotic multiplicity
Let X be a (d + 1)-dimensional, generically smooth, normal and projective arithmetic variety (cf. Conventions and terminology 1). Let K be either Q or R. Let Rat(X)
given by φ → (φ) and φ → (φ) respectively. Let D be an arithmetic R-Cartier divisor of C 0 -type (cf. Conventions and terminology 2). We define Γ × (X, D) and
For ξ ∈ X, we define the K-asymptotic multiplicity of D at ξ to be
First let us observe the elementary properties of the K-asymptotic multiplicity (cf. [ 
The assertion follows from the following:
, and that
which implies (4) . (5) is obvious. Then it is easy to see that
(for details, see [8, (6) in Theorem 2.3]). Thus µ Q,ξ (D) = ∞ for all ξ ∈ P 1 (Q) and
Next we consider the following lemmas, which will be important for the proof of Theorem 2.5. 0, x) ) > 0} and let f : (a, ∞) → R be the function given by f (x) = µ K,ξ (D + (0, x) ). Then f is a monotone decreasing continuous function.
Lemma 2.3. We assume that D is big. Let a
= inf{x ∈ R | vol(D + (
Proof.
holds for all x, y ∈ (a, ∞) ∩ K and t ∈ [0, 1] ∩ K. Indeed, by using (1) and (4) in Proposition 2.1,
The continuity of an R-convex function on an open interval of R is well-known (cf. [11, Theorem 5.5.1]), so that we assume K = Q. We check the continuity of f at x ∈ (a, ∞). By [6, Proposition 1.3.1], there are positive numbers ǫ and L such that (x − ǫ, x + ǫ) ⊆ (a, ∞) and
Here we choose arbitrary rational numbers u, v such that
holds. Therefore, the lemma follows. (1) dim Q W = dim Q a 1 , . . . , a r Q , where a 1 , . . . , a r Q is the subspace of R generated by a 1 , . . . , a r over Q. (2) (a 1 , . . . , a r ) ∈ W R := W ⊗ Q R. Proof. First we assume that a 1 , . . . , a r are linearly independent over Q, that is,
Replacing φ 1 , . . . , φ r , a 1 , . . . , a r by φ n 1
, . . . , φ n r , a 1 /n, . . . , a r /n respectively for some n ∈ Z >0 , we may assume that φ 1 , . . . , φ r ∈ Rat(X)
× . The set of all prime divisors on X is denoted by I. Moreover, for x ∈ X(C), the set {B ∈ I | x ∈ B(C)} is denoted by ((φ i )) and a a a = (a 1 , . . . , a r ). Proof. (i) The assertion follows from the following: Proof. First we assume x ∈ S(C). For B ∈ I with B ⊆ S, we set
Thus, if we set
g = B∈I x n Bx j=1 −d B log | f B j | 2 + u x around x, then g c c c = g + B∈I x n Bx j=1 (− ord B (φ c c c )) log | f B j | 2 + r i=1 (−c i ) log |ρ i | 2 = B∈I x n Bx j=1 −(d B + ord B (φ c c c )) log | f B j | 2 + r i=1 (−c i ) log |ρ i | 2 + u x . (2.4.1) We put S = r i=1 Supp
Claim 2.4.2. (i) (φ a a a/(1+ǫ)
We choose δ ′ > 0 such that 
Thus, the assertion follows if we take a smaller neighborhood U x .
Next we consider the case where x S(C). Then, by (i) in Claim 2.4.2,
Thus the assertion follows.
As X(C) = x∈X(C) U x and X(C) is compact, there are x 1 , . . . , Finally we consider the lemma without the linear independency of a 1 , . . . , a r over Q. We set s = dim Q a 1 , . . . , a r Q . If s = 0 (i.e. a 1 = · · · = a r = 0), then we can take W as {(0, . . . , 0)}, so that we may assume s ≥ 1. Renumbering a 1 , . . . , a r , we may further assume that a 1 , . . . , a s are linearly independent. We set a i = As the rank of (e ij ) is s, α is injective. In addition, (a 1 , . . . , a r ) = α(a 1 , . . . , a s ) and
for (x 1 , . . . , x s ) ∈ R s . Therefore, if we put W = α(Q s ) ⊆ Q r , then the assertion follows from the previous observation.
The following theorem is the main result of this section.
Theorem 2.5. If D is big, then
Proof. First of all, by (3) in Proposition 2.1, we may assume that D is effective. Moreover, by (5) in Proposition 2.1, µ R,ξ (D) ≤ µ Q,ξ (D), so that we consider the converse inequality. For this purpose, it is sufficient to show that
× and a a a = (a 1 , . . . , a r ) ∈ R r such that a 1 , . . . , a r are linearly independent over Q and ψ = φ for all n, and hence, µ Q,ξ (D + (0, ǫ)) ≤ mult ξ (D a a a/(1+ǫ) ). Therefore, by Lemma 2.3, 
which implies vol(D; µξ) = vol(ν * (D); µξ ′ ), as required.
From now on, we assume that B is a prime divisor. Let µ 0 = µ R,ξ (D) and let X → Spec(O K ) be the Stein factorization of X → Spec(Z).
Claim 3.3. There is a positive number
Proof. Let A be a big arithmetic Cartier divisor of C 0 -type on X such that A ≥ (0, 0) and B Supp(A). We can choose a sufficiently small positive number a such that vol(D − aA) > 0. In particular, there is φ ∈ Rat(X)
is big on X K , and hence the assertion follows.
It is sufficient to show (3.1) in the case where µ = µ 0 + ǫ with 0 < ǫ < ǫ 0 . We set
. By Claim 3.3, V • contains an ample series.
We choose P ∈ X(K) and a local system of parameters z P = (z 1 , . . . , z d ) at P such that P is a regular point of B K and z 1 is a local equation of B at P.
Proof. First we assume that L ∈ Div(X) and L is effective. Let f be a local equation
and f a 0. Then a = mult ξ ( f ). Moreover, the lowest term with respect to the lexicographical order must appear in f a z a 1
. Thus where a 1 , . . . , a l ∈ R and L i 's are effective divisors. Moreover, if we set mult z P (L i ) = (x i1 , . . . , x id ) , then x i1 = mult ξ (L i ) by the previous observation. On the other hand, as
Proof. As D is big, µ 0 = µ Q,ξ (D) by Theorem 2.5, and hence, by Lemma 2.3, there is a positive number t 0 such that
Thus we can find
and hence x ∈ Θ(D).
Here we fix notation. Let T be a topological space and S a subset of T. The set of all interior points of S is denoted by S
• .
Claim 3.6. Let C be a closed convex set in
Proof. Let us choose x ∈ C(a). We assume that C(a)
Here we choose t ∈ R with 0 < t < (a − p(x))/(p(y) − p(x) ). Then (1 − t)x + ty ∈ C \ H and p ((1 − t) x + ty) < a. This is a contradiction.
As vol(D) > 0, Θ(D)
• ∅ by Theorem 1.2.1. Therefore, by Claim 3.5 and Claim 3.6, Θ(D)
• ∩ {x 1 < µ} ∅, and hence (
Moreover, note that
Therefore,
Thus ( Proof. Since D ≥ P and µ R,ξ (P) = 0 (cf. Proposition 2.1), we have
Here we assume that µ R,ξ (D) < mult ξ (N). If we set µ = mult ξ (N), then vol(D; µξ) < vol(D) by Theorem 0.1. On the other hand, if φ ∈ Γ × (X, nP), then
Therefore,Ĥ 0 (X, nP) ⊆Ĥ 0 (X, nD; nµξ).
Thus vol(P) ≤ vol(D; µξ) < vol(D). This is a contradiction.
Remark 4.1.2. In the papers [8] and [7] , we gave the different kinds of definitions of Zariski decompositions. Let us recall their definitions. Let D be an arithmetic R-Cartier divisor of C 0 -type. [7] if Υ(D) ∅ and P yields the greatest element of Υ(D). In this case, vol(D) = vol(P) by [7, Theorem 9.3.4] , so that it is a Zariski decomposition in the sense of this paper. The interrelations of these definitions can be described as follows:
(i) If D is big, then a Zariski decomposition in the sense of this paper is a Zariski decomposition in the sense of [8] (cf. Theorem 4.1.1). (ii) We assume that d = 1 and X is regular. A Zariski decomposition in the sense of this paper gives rise to a Zariski decomposition in the sense of [7] without the bigness of D, that is, a Zariski decomposition in the sense of this paper implies Υ(D) ∅, so that, by [7, Theorem 9.2.1], we can find the greatest element of Υ(D), which turns out to be the positive part of the Zariski decomposition in the sense [7] . Moreover, if D is big, then a Zariski decomposition in the sense of this paper coincides with a Zariski decomposition in the sense of [7] (cf. Theorem 4.2.1).
By the above remark, we have the following corollary. For a sequence a a a = (a 0 , a 1 , . . . , a d Remark 4.1.4. For a non-big pseudo-effective arithmetic R-Cartier divisor, to find a Zariski decomposition in the sense of this paper is a non-trivial problem. This is closely related to the fundamental question raised in the paper [9] . Here let us consider an example. We use the same notation as in [9] . We assume that D a a a is pseudo-effective and not big. Then, by [9, Corollary 3.6.4, Proposition 3.6.7, Example 3.6.8], we can find φ ∈ Rat(P Proof. If we set N = Q − P, then Q = P + N is a Zariski decomposition of Q. Therefore, by Theorem 4.2.1, P = Q.
Theorem 0.1 still holds for the regular projective arithmetic surface X without the assumption ξ 1 , . . . , ξ l ∈ X Q . Namely we have the following theorem: 
