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L'intrusion des ordinateurs dans nos vies quotidiennes n'est plus aujourd'hui
une hypothese de siene tion mais une realite desormais bien anree. Et si
les romaniers de l'avenir ne se sont pas trompes sur l'explosion demographique
des pues, ils ont pluto^t ete optimistes quant a leur utilisation. L'intelligene
artiielle ne reste en eet qu'un outil de l'intelligene humaine que haun est
de plus en plus amene a utiliser. Rares sont eux qui ne tapent pas eux-me^mes
leurs textes, les graphistes dessinent maintenant sur des tablettes graphiques, les
ineastes montent leur lms de maniere virtuelle, les enfants jouent sur les ordina-
teurs, et on (( voyage )) sur Internet. Evoquons enore le minitel, les distributeurs
de billets et les artes a pue. Cette onstatation montre deux voies a suivre pour
ameliorer notre qualite de vie dans de telles onditions. D'une part apprendre
aux hommes a ma^triser l'outil informatique et d'autre part rendre et outil le
plus maniable possible.
Si la deuxieme voie est l'objetif prinipal de eux qui ont fait de l'informa-
tique leur metier, la premiere peut les amener a promouvoir l'informatique de
maniere plus pragmatique que ne le fait la publiite pour les grandes marques
d'ordinateurs. L'algorithmique a sa plae dans es deux points de vue. Elle est
un peu a l'informatique e que la reette est a la uisine
1
: pour faire un bon plat
ou un bon logiiel, il faut un bon uisinier, mais surtout une bonne reette. L'al-
gorithmiien est tenu par deux objetifs, l'un pratique et l'autre pedagogique :
determiner quels sont les algorithmes les plus eÆaes pour resoudre des pro-
blemes et expliquer pourquoi es algorithmes sont eÆaes. Si l'on va plus loin
es deux objetifs onduisent a degager des tehniques algorithmiques generales
qui sont soure d'eÆaite.
Le hamp des problemes que l'on peut resoudre ave l'informatique est in-
royablement vaste. Cette these se restreint au domaine des graphes. Les graphes
permettent de modeliser de nombreuses strutures de donnees apparaissant en in-
formatique telles que les matries reuses ou les bases de donnees. Ils permettent
aussi de modeliser de nombreux problemes ou des elements sont relies entre eux
tels que les iruits eletroniques ou les reseaux. Ils forment don un modele assez
general pour que l'etude de leur traitement algorithmique apporte des reponses
1. L'informatique est ii onsidere omme un art subtil et preis au me^me titre que l'art
ulinaire dans les traditions gastronomiques les plus raÆnees.
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ou au moins des indiations de solution pour de nombreux problemes partiuliers.
Les graphes forment de plus un terrain tres rihe pour l'algorithmiien par les
nombreuses proprietes struturelles qu'ils peuvent posseder.
Le point de depart de ette these est le traitement des graphes en parallele. Le
parallelisme est un moyen de alul assez reent ou plusieurs proesseurs peuvent
travailler en me^me temps sur les me^mes donnees. L'idee de base est que l'on peu
faire plus de travail a plusieurs que tout seul. Cela pose des problemes d'organi-
sation qui sont tres diÆiles a resoudre, mais 'est une vision tres exitante ar
elle permet de poser un regard neuf sur l'algorithmique qui ne onsiderait jusque
la les problemes que sequentiellement, ta^he elementaire apres ta^he elementaire.
Le but prinipal du parallelisme a mon sens est de traiter des problemes tres volu-
mineux que e soit en temps de alul ou en taille memoire. Ce qui est primordial
n'est pas de resoudre le probleme plus vite qu'en sequentiel a tout prix mais
avant tout de resoudre le probleme. Un probleme trop volumineux en memoire
ne pourra pas e^tre traite par un seul ordinateur (sequentiel) ar il ne tiendra pas
dans sa memoire, la seule solution pour traiter alors un tel probleme est d'utiliser
plusieurs ordinateurs ave plusieurs memoires. Le parallelisme a ete rendu onret
par la onstrution de mahines dites paralleles speialement onues pour le al-
ul parallele d'une part et par la mise en reseau de nombreux ordinateurs d'autre
part. Le reseau Internet et l'ensemble des ordinateurs qui y sont relies onstituent
potentiellement la plus importante de toutes les mahines paralleles. Si l'utilisa-
tion de toutes es mahines est impossible a entraliser, ertains projets, tels que
la fatorisation de tres grands nombres premiers, ont deja ete realise gra^e au
reseau Internet et a la partiipation de quelques milliers d'utilisateurs qui ont
pre^te le temps d'inativite de leur ordinateur. Il y a la une puissane de alul
formidable qu'il serait dommage de ne pas essayer d'utiliser (ela pose bien su^r
de nombreux problemes d'organisation, de propriete privee et me^me politiques).
Il n'existe pas de modele general de parallelisme permettant a la fois de one-
voir des algorithmes sans se souier de la mahine sur laquelle ils seront implantes
et de predire les performanes de l'algorithme une fois implante
2
. Cette these
aborde l'algorithmique des graphes par l'etude de problemes partiuliers dans
trois modeles dierents de parallelisme.
Il existe des problemes assez generaux de graphe dont les seules parallelisations
que l'on onnaisse ne sont pas eÆaes, e qui implique que le traitement parallele
de ertains problemes est impossible a l'heure atuelle. Ils sont onnus omme
eux que l'on ne sait resoudre en parallele qu'en alulant la fermeture transitive
(e qui peut e^tre trop ou^teux). Un premier pas vers le regroupement de es
problemes en une lasse lairement identiee est donne dans e hapitre. Dans
ette optique, l'etude de problemes partiuliers dans dierents modeles permet
de erner les tehniques que l'on peut malgre tout utiliser dans le traitement des
2. Une tentative, le modele bsp [85℄, va dans e sens, mais elle est enore trop reente pour




Le hapitre 1 est onsare au modele pram qui est le modele de parallelisme
le plus simple qui soit : plusieurs proesseurs ont aes a une memoire partagee.
Me^me ave la simpliation apportee par le modele, ertains problemes restent
diÆiles a resoudre. On suppose dans e modele que le nombre de proesseurs est
polyno^mialement borne en la taille du probleme dans un premier temps, puis on
essaye de borner le nombre de proesseurs par le travail du meilleur algorithme
sequentiel (pour obtenir un algorithme dit optimal). Le modele pram onstitue
a mon avis une premiere approhe vers la parallelisation d'un probleme, il per-
met de trouver les idees algorithmiques paralleles qui permettront de resoudre
en partie un probleme en s'autorisant et en enourageant un maximum de pa-
rallelisme. Nous verrons qu'il serait bon de rajouter un troisieme temps dans
ette approhe ou l'on supposerait que le nombre de proesseurs est borne par
la taille du probleme. Le paragraphe 1.2 introduit une representation adaptee au
traitement algorithmique des ordres de dimension xee d et permet de aluler
une representation lassique de l'ordre, e alul est lie au traitement de reque^tes
geometriques dans un espae de dimension d. Le paragraphe 1.3 est onsare a
la reonnaissane en parallele des ordres N -free et le paragraphe 1.4 traite de
la reonnaissane des graphes de omparabilite. D'une maniere generale, l'etude
de lasses partiulieres de graphes permet de resoudre des problemes qui sont
diÆiles dans le as general en utilisant une struture algorithmique sous-jaente
a la lasse onsideree. Le probleme de la reonnaissane onsiste a trouver ette
struture.
Le hapitre 2 est au onsare au modele gm qui est un modele de mahine
parallele dite (( a gros grain )) qui privilegie l'etude du plaement distribue des
donnees d'un probleme, 'est-a-dire sur les dierentes memoires des ordinateurs
qui vont travailler ensemble sur le probleme. On y fait l'hypothese que le nombre
de proesseurs est borne par une fontion de la taille du probleme (typiquement
la raine arree). Ce modele favorise le traitement sequentiel de moreaux du
problemes (en parallele sur les dierents proesseurs). Il prend le ontre-pied du
modele pram et la ombinaison des deux approhes peut permettre la resolution
parallele onrete d'un probleme. Ce hapitre reprend les problemes abordes dans
le modele pram et en fournit des solutions dans le modele gm. Le paragraphe 2.4
etudie la portabilite de la representation introduite pour les ordres de dimension
xee et aborde d'un peu plus pres le probleme de la reponse a des reque^tes
dans une base de donnees. Les paragraphes 2.3 et 2.5 reprennent dans le modele
gm l'etude de la reonnaissane en parallele des ordres N -free et des graphes
de omparabilite respetivement. Un algorithme de ((list-ranking )) est de plus
presente dans la setion 2.2, et outil intervient dans le alul des omposantes
onnexes d'un graphe dans e modele.
Le hapitre 3 est onsare a un (( modele de alul )) tres partiulier issu
d'un probleme de telephonie gsm. Ce hapitre regroupe d'une part les dierentes
idees algorithmiques qui s'appliquent a un tel probleme soumis a de multiples
ix
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ontraintes et d'autre part des simulations permettant d'evaluer la pertinene
des dierentes idees. Ce probleme est de nature ontinue mais on peut nean-
moins y apporter des solutions issues de l'algorithmique disrete telles que les
tehniques liees aux omposantes onnexes d'un graphe. Par souis de ontinuite,
un algorithme de omposante onnexes est donne dans haun des trois modeles
abordes. Le paragraphe 3.2 donne une olletion des idees algorithmiques qui
peuvent aider a la resolution de e probleme, et le paragraphe 3.3 ompare les
prinipaux algorithmes presentes a la setion preedente a l'aide des resultats de
quelques simulations.
Enn, le hapitre 4 est onsare a une nouvelle tehnique algorithmique : l'af-
nage de partition. Le paragraphe 4.1 tente de erner ette tehnique et montre
les ressemblanes entre dierents algorithmes existants. Cette tehnique nous
permettra de generaliser ertains de es algorithmes a la resolution d'autres
problemes prohes. L'aÆnage de partition nous permettra ensuite dans le para-
graphe 4.2 de donner des algorithmes simples pour resoudre la reonnaissane des
graphes d'intervalles et l'orientation transitive, deux problemes dont les solution
algorithmiques eÆaes etaient jusque la tres diÆiles a implanter et reposaient
sur des strutures de donnees omplexes.
La setion nale de haque hapitre ne s'appelle pas (( Conlusion )) de maniere
a imager un peu plus son ontenu, mais elle en a un peu la voation. Elle est
onsaree a quelques problemes ouverts que la redation du hapitre m'a inspire
ou m'a fait voir sous un autre angle.
Cette these est le fruit de deux annees et demi de reherhe, e qui signie
d'une ertaine maniere une grande que^te mystique solitaire mais aussi beauoup
de travail en equipe. Les dierents travaux presentes ii ont fait ou vont faire
l'objet de publiations dont la liste est donnee i-dessous. Seuls les algorithmes et
les theoremes qui sont le fruit d'un de es travaux ne omportent pas de itation.
Cette liste me permet de plus de iter les amis ave qui j'ai eu le plaisir de
travailler. Il manque toutefois le nom de Mihael Bender ave qui j'ai beauoup
travaille sur le probleme de la barriere de la fermeture transitive sans aboutir au
moindre resultat tangible, ainsi va la reherhe.
Chapitre 1
{ A ompat data struture and parallel algorithms for permutation graphs
Jens Gustedt, Mihel Morvan, Laurent Viennot WG '95 (LNCS 1017)
{ Parallel N -free order reognition
Laurent Viennot TCS 2412
{ Parallel omparability graph reognition and modular deomposition
Mihel Morvan et Laurent Viennot STACS '96 (LNCS 1046)
{ Un algorithme d'enrainement d'arbre
Laurent Viennot en ours de redation
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{ Struture de donnee ompate permettant pour les ordres de dimension d,
utilisation dans le modele pram et dans le modele gm
Jens Gustedt, Mihel Morvan, Laurent Viennot en ours de redation
Chapitre 2
{ Un algorithme parallele de list-ranking probabiliste dans le modele gm
Laurent Viennot en ours de redation
{ Un algorithme de reonnaissane des graphes de omparabilite dans le mo-
dele gm
Laurent Viennot en ours de redation
Chapitre 3
{ Collaboration ave Nortel Matra Cellular
Jean-Louis Dornstetter, Daniel Krob, Mihel Morvan, et Laurent Viennot
non publie pour raisons de ondentialite
Partie graphique du simulateur par Stephane Gosne
Chapitre 4
{ Lex-BFS a Partition Rening Tehnique, Appliation to Transitive Orien-
tatin and Conseutive 1's testing
Mihel Habib, Christophe Paul, Laurent Viennot soumis
{ Quelques algorithmes lineaires de reonnaissane autour de Lex-BFS






Les termes utilises dans e texte sont prinipalement eux de la theorie des en-
sembles. Il faut garder a l'esprit qu'ils ont toujours une tradution informatique,
un ensemble est par exemple souvent gere ave une liste doublement ha^nee.
Les details de gestion d'ensembles ave des strutures de donnees informatiques
faisant partie des rudiments de l'algorithmique, ils seront souvent omis. Les stru-
tures de donnees permettant de representer les graphes seront rapidement disu-
tees a la n de ette setion ; enore une fois, les dierentes strutures de donnees
possibles se deduisent diretement des dierentes denitions ensemblistes pos-
sibles et des dierentes manieres de representer un ensemble.
Remarquons que l'inverse est aussi vrai : de nombreuses strutures de donnees
informatiques se traduisent en termes de graphes. Le shema general d'enregis-
trements (les ((reord )) en pasal) et de pointeurs represente un graphe oriente ou
les sommets sont les enregistrements et les ars sont les pointeurs. Pour obtenir
des algorithmes eÆaes, il est important d'utiliser au maximum les proprietes
theoriques que peut avoir e graphe. Une matrie represente elle aussi un graphe
dont les ars sont etiquetes. Toute la dierene entre l'algorithmique des graphes
et elle des matries vient du fait que l'on (( oublie )) les entrees nulles de la
matrie. Aussi de nombreux algorithmes de graphes sont relies au alul sur les
matries reuses.
Une liste presque exhaustive des termes utilises en algorithmique des graphes
va maintenant suivre. Les gures 2 et 3 en illustrent la plupart. Je onseille au
leteur presse de ne onsulter que les gures et les paragraphes onernant les
ensembles et les representations informatiques des graphes.
Ensembles
Un ensemble A est une olletion d'elements x 2 A qui sont generalement
numerotes quand ils sont stoke sur un ordinateur (ne serait-e que par une
adresse memoire). En partiulier, on exprime presque toujours la omplexite des
algorithmes en fontion du ardinal jAj des ensembles A qu'ils manient. On no-
tera , , \, [, + et   les operateurs lassiques d'inlusion, d'inlusion strite,
d'intersetion, d'union, d'union disjointe et de dierene ensembliste. Le alul
informatique du resultat de es operateurs se fait generalement en triant les en-
sembles onsideres selon un ordre total.
1
Notations








Fig. 1 { Exemples d'ensembles.
Si un ensemble de referene E est donne (e qui sera souvent le as dans et
ouvrage ave E = V ou E = V
2
), le omplementaire d'un sous-ensemble A  E
sera note A = E   A. On dira que deux ensembles s'intersetent (((overlap )) en
anglais) si leur intersetion n'est pas vide, et qu'ils s'intersetent stritement si
de plus auun n'est inlus dans l'autre. Des sous-ensembles A
1
; : : : ; A
k
forment
une partition de E s'ils verient E = A
1





appeles des lasses. Une partition est generalement representee en assoiant a
haque lasse un numero et a haque sommet le numero de sa lasse.
Dans un multi-ensemble un me^me element peut appara^tre plusieurs fois
3
.
C'est une notion plus prohe de l'informatique, omparer par exemple l'operation
d'union ave des ensembles et ave des multi-ensembles.
Graphes
Dans un graphe generalement note G = (V;E), les sommets qui sont les ele-
ments de V sont relies par des are^tes qui sont les elements de E  V
2
. Dans un
graphe non oriente, les are^tes uv dont les extremites sont u et v, sont en general
representees par la presene redondante dans la struture de donnees des ouples
(u; v) 2 E et (v; u) 2 E. On dira aussi que u et v sont relies par uv ou que u
et v sont voisins (ou adjaents). L'ensemble note
N
(u) des voisins de u s'appelle
le voisinage de u. Dans un graphe oriente, les are^tes uv sont orientees de leur
origine u vers leur destination v. On ne parle plus alors d'are^te mais d'ar uv.
On dira aussi que uv est un ar sortant de u et un ar entrant de v.
Une are^teuv peut e^tre orientee par l'ar uv ou par l'ar inverse vu. L'ensemble
des ars obtenu en inversant l'orientation de haque ar d'un graphe oriente est
note E
 1
. En pratique, un graphe non oriente est souvent represente sous forme














Un graphe non orienté G
Un cycle
Un chemin simple de G
Un circuit de D
Un chemin
orienté de D
Un graphe orienté D
x
y





















antes conne xe s de
H
Fig. 2 { Exemples de graphes. Remarquer que D est une orientation (non tran-
sitive) de G.




E est le symetrise
de E.
SiM  V est un sous-ensemble de sommets, on notera E
M
l'ensemble des ars
(ou des are^tes selon la nature du graphe onsidere) dont les deux extremites sont




) le sous-graphe induit par M . Si A  E est







;A) le sous-graphe induit par A. Les lettres majusules droites telles
que M designeront en general des ensembles de sommets et les lettres majusules
rondes telles queM des ensembles d'are^tes ou d'ars. Dans un graphe non oriente,
un module M est un ensemble de sommets se omportant tous de la me^me faon
vis a vis des autres sommets, plus formellement : pour tout u 2 V  M , u est
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relie soit a tous les sommets de M , soit a auun.
Dans le as ou E est un multi-ensemble, on parlera d'ars ou d'are^tesmultiples.
D'une maniere generale les graphes onsideres dans et ouvrage sont supposes
sans boules, 'est-a-dire qu'un sommet n'est jamais relie a lui-me^me.
Un hemin est une suite de sommets ou haun est relie au suivant. Un hemin
oriente est une suite de sommets ou il sort de haque sommet un ar vers le
suivant. Un hemin est simple s'il ne passe qu'une fois au plus par sommet,
le premier sommet pouvant toutefois e^tre onfondu ave le dernier. On appelle
yle ou (iruit dans le as oriente) un hemin dont les deux extremites sont
onfondues. Un graphe est onnexe si et seulement s'il existe un hemin reliant
toute paire de sommets. Les omposantes onnexes d'un graphe quelonque sont
les sous-graphes onnexes maximaux pour l'inlusion, ou de maniere equivalente
les sous-ensembles de sommets reouverts par es sous-graphes.
Le jargon utilise en algorithmique des graphes se plae a heval sur l'infor-
matique et les mathematiques, aussi la denition des termes n'en est pas om-
pletement rigoureuse. Je prie les bourbakistes de bien vouloir me pardonner de
privilegier l'intuition a la rigueur.
Ordres
Un ordre partiel ou plus simplement ordre, est une relation irreexive et tran-
sitive. On dit aussi ordre partiel. Les ordres les plus populaires sont les ordres
totaux (ou un sommet est toujours plus petit ou plus grand que n'importe quel
autre) et les arbres dont je parlerai un peu plus loin. Remarquons aussi qu'une
matrie triangulaire induit un ordre par ses entrees non nulles.
Une relation etant un graphe, un ordre est un graphe oriente P = (V;<), en
as d'ambigute l'ensemble des ars est note <
P
. On note habituellement u <
v pour uv 2< et on dit alors que u preede v et que v suede a u. On ne
parlera pas du voisinage de u mais de l'ensemble Su(u) de ses suesseurs et de
l'ensemble Pred(v) de ses predeesseurs. Les maxima de l'ordre sont les sommets
qui n'ont auun ar sortant et les minima sont eux qui n'ont auun ar entrant.
Un minimum est enore appele une soure et un maximum un puits.
Un graphe oriente est un ordre si et seulement s'il est sans iruit, et ferme
transitivement 'est-a-dire veriant u < v et v < w =) u < w, ou enore pour
tout hemin oriente, il existe un ar de l'origine du hemin vers sa destination
(l'irreexivite interdit don les iruits).
A l'inverse, tout graphe oriente sans iruit G = (V;E) represente un ordre
unique P appele sa fermeture transitive qui est obtenu en rajoutant tous les ars
reliant l'origine d'un hemin oriente a sa destination. Un graphe est dit sans iruit
quand il ne ontient auun iruit. Un graphe est sans iruit si et seulement s'il
possede un tri topologique, 'est-a-dire un parours des sommets ou l'origine de
tout ar est visitee avant sa destination ou enore un ordre total L = (V;<
L
)
tel que u <
P
v =) u <
L








dont P est la fermeture transitive
Relations d’ordre
de l’ordre P
La réduction transitive de P
La réduction transitive de LUne extension linéaire L de P





Un diagramme de Hasse de P
Succ(u)
Un diagramme
de Hasse de L







Fig. 3 { Exemples d'ordres.
lineaire de P .
En revanhe, un ordre est represente par plusieurs graphes orientes sans ir-
uit, mais un seul d'entre eux est minimal pour l'inlusion des ensembles d'ars,
il s'appelle la redution transitive de tout graphe oriente sans iruit representant
l'ordre. Les ars de la redution transitive sont appeles ars de ouverture, ils
forment l'ensemble minimal d'ars permettant de representer l'ordre. Si uv est
un ar de ouverture, on dira que u preede immediatement v et que v suede
immediatement u. On note ImSu(u) l'ensemble de ses suesseurs immediats et
ImPred(v) l'ensemble de ses predeesseurs immediats. On dessine generalement
un ordre en representant son diagramme de Hasse qui est un dessin de sa re-
dution transitive ou l'on omet les orientation des are^tes qui sont impliitement
orientees du bas vers le haut.
Remarquons que tout sous-graphe d'un graphe oriente sans iruit induit par
un sous-ensemble de sommets ou un sous-ensemble d'ars est enore un graphe
oriente sans iruit et que tout sous-graphe d'un ordre induit par un ensemble de
5
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sommets est enore un ordre.
Le graphe de omparabilite d'un ordre P est son symetrise, 'est-a-dire le
graphe obtenu en oubliant l'orientation des are^tes de P . uv est une are^te du
graphe de omparabilite de P si et seulement si u est omparable ave v, e qui
signie u <
P
v ou v <
P
u. Un graphe est un graphe de omparabilite s'il existe


















Un ordre forêt F Bas
Haut
diagramme de Hasse








Fig. 4 { Exemples d'arbres et de fore^t.
Une fore^t est un ordre ou l'ensemble des suesseurs de haque sommet u est
totalement ordonne. Les suesseurs d'un sommet sont appeles ane^tres et les
predeesseurs desendants. L'element minimal parmi les ane^tres d'un sommet
u s'appelle le pere de u, l'element maximal s'appelle la raine. Les sommets
ayant me^me raine induisent un sous-graphe appele arbre qui est onstitue d'une
raine et de ses desendants
4
. Les raines sont les maxima de la fore^t, les minima
sont appeles feuilles. Un sommet u et ses desendants induisent un sous-arbre de
4. Les arbres sont les omposantes onnexes de la fore^t.
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raine u. La redution transitive d'une fore^t est donnee par les ars reliant haque
sommet a son pere.
Un arbre non oriente est le symetrise de la redution transitive d'un arbre,
'est-a-dire un graphe non oriente onnexe et sans yle bien su^r. Enrainer un
arbre non oriente onsiste a en orienter les are^tes de maniere a obtenir la redution
transitive d'un arbre.
L'utilite des arbres en informatique n'est plus a demontrer.
Representations informatiques des graphes
Dans tout ette these, en l'absene d'ambigute, n designera le nombre de
sommets du graphe onsidere et m le nombre de ses ars. Les omplexites des
algorithmes seront donnees en fontion de n et m puisque la taille de l'entree se
deduit elle-me^me de n et m selon la struture de donnees utilisee. Les sommets
orrespondent toujours a quelque objet en memoire, en partiulier, ils sont au
moins numerotes par leur adresse. La representation en mahine d'un graphe
tient don dans la representation de ses ars qui est un sous-ensemble de V
2
.
Il y a prinipalement deux manieres de representer un sous-ensemble en ma-
hine : soit en stokant une variable booleenne pour haque element qui est mise
a 1 si l'element est dans le sous-ensemble et a 0 sinon, soit en donnant la liste
exhaustive de ses elements. D'autre part, l'ensemble des ars peut e^tre onsi-
dere soit dans sa globalite, soit omme l'union des voisinages de haque sommet.
En ombinant es alternatives, on obtient quatre strutures de donnees possibles
pour representer un graphe G = (V;E) :
{ unematrie d'adjaeneM nn de booleens telle que uv 2 E si et seulement
si M [u; v℄ = 1,
{ une liste des ars omposee des ouples (u; v) tels que uv 2 E,
{ les listes d'adjaene de haque sommet u, haune omposee de la liste des
v tels que v 2
N
(u),
{ les tableaux d'adjaene de haque sommet u, haque tableau T
u
etant
ompose de n variables booleennes telles que T
u
[v℄ = 1 si et seulement si
v 2
N
(u), e qui ressemble fort a une matrie d'adjaene.
Dans la pratique, 'est souvent les listes d'adjaene qui appara^ssent naturel-
lement (dans le as des enregistrements relies par des pointeurs par exemple). Les
deux autres strutures de donnees appara^ssent pluto^t ave les graphes obtenus
en onsiderant les entrees non nulles d'une matrie. Les matries peuvent e^tre
representees en Maple sous forme de listes des entrees non nulles ave les tables
(ou en delarant M:=array(sparse,...);).
On peut passer d'une representation a l'autre ave un travail lineaire (en
O(n+m) ou O(n
2
) selon les as). Que e soit en sequentiel ou en parallele, le seul
passage qui pose un probleme est elui de la liste d'ars a une des deux autres




0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 1 0
0 1 0 0 0 0 0 1
0 0 1 1 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 1 0
Matrice d'adjacence de G
Listes d'adjacence des
sommets de G Les listes d'adjacence aprèsun tri lexicographique
Les listes d'adjacence en mémoire
































),), ), ),), ),), ), ),), ), ),), Liste des arcs de G en mémoire
Liste des arcs de G après un tri lexicographique
Fig. 5 { Dierentes representations d'un graphe.
probleme dans tout modele ou le tri du geometre (ou ((buket-sort )) en anglais)
est lineaire.
En algorithmique des graphes ou l'on manie des suites de nombres entre 0
et n qui sont totalement ordonnes par l'ordre <
ent
sur les entiers, il est souvent
interessant de onsiderer l'ordre lexiographique <
lex
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On peut aussi onsiderer l'ordre anti-lexiographique <
anti








   v
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   v
1
. Pour des ouples, ela donne
uv <
anti





ou bien v = y et u < x
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Dans le as ou il peut y avoir des are^tes multiples, la matrie d'adjaene doit
avoir des entrees de type entier.
Dans le as de la matrie d'adjaene ou de la liste des ars, les sommets
doivent e^tre numerotes de 0 a n  1. Remarquons que le traitement d'un graphe
de 2
64
sommets depasse largement les apaites de n'importe quel ordinateur. 2
32
bits representent environ 500 mega-otets, les graphes dont le nombre de sommets
ne tient pas sur 32 bits sont a la limite de e que l'on peut esperer traiter ave
une imposante mahine parallele, et enore faut-il qu'ils aient peu d'are^tes (m
de l'ordre de n). On peut don supposer que le numero d'un sommet oupe un





Modele a memoire partagee
PRAM
Le modele pram a ete beauoup ritique en raison de sa trop grande simpliite
qui le rendrait trop irrealiste. C'est ette simpliite, je rois, qui donne de l'attrait
a e modele. En eet, les problemes d'algorithmique parallele sont extre^mement
diÆiles. De nombreux problemes qui paraissent presque anodins en sequentiel
n'ont pas de solution parallele eÆae me^me dans le modele simplie qu'est la
pram (voir le paragraphe 1.5).
Je onsidere don un algorithme pram omme un premier pas vers la reso-
lution d'un probleme en parallele et nullement omme un aboutissement. Re-
marquons que la plupart des algorithmes donnes dans le modele gm qui est
reonnu omme plus prohe des mahines reelles (et qui eetivement fournit des
algorithmes presque diretement implantables) sont inspires en partie de leur ho-
mologue pram. Ce n'est pas un hasard. Le modele pram a la propriete suivante :
tout algorithme erit pour un ertain nombre de proesseurs tourne aussi bien
ave moins de proesseurs
1
. A travail onstant, e modele pousse don a obtenir
une borne en nombre de proesseurs la plus grande possible, a (( paralleliser ))
au maximum, et dans une trop forte mesure en quelque sorte. Pour obtenir un
bon programme distribue il faut aussi eetuer loalement des phases de alul
sequentiel.
D'autre part il existe ertains problemes dits P -omplets que l'on ne pas re-
soudre plus eÆaement en parallele qu'en sequentiel. Ce sont un peu les ana-
logues des problemes NP -omplets en sequentiel. Le modele pram permet de les
identier et de les earter.
L'algorithmique parallele des graphes et plus partiulierement des graphes
orientes s'avere tres diÆile ar des outils de base en algorithmique sequentielle
des graphes sont P -omplets (la reherhe en profondeur par exemple). Il faut
1. Dans la realite, quand on a moins de proesseurs, on peut faire mieux que simuler un
algorithme erit pour plus de proesseurs.
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don trouver de nouveaux outils pour traiter ette struture de donnees tres
generale que onstitue un graphe. Le present hapitre s'insrit dans ette optique.
Nous verrons trois problemes d'algorithmique des graphes et dierentes solutions
paralleles pour haun d'eux.
D'autre part, n'ayant toujours pas d'outils paralleles generaux pour rempla-
er eux que l'on utilise en sequentiel, l'etude de problemes partiuliers permet
de voir omment des proprietes struturelles supplementaires se marient ave le
parallelisme. Cette etude peut nous mener a reuser elles qui sont appropriees
au traitement parallele, pour en trouver d'autres qui s'appliquent de maniere
plus generale. Par exemple, une question naturelle onsiste a se demander e qui
pourrait remplaer la struture d'arbre de reherhe en profondeur, ne serait-e
que dans ertains problemes, et dans quels as est-elle utile?
Dans et ordre d'idees, nous nous poserons deux problemes de reonnaissane
de lasses partiulieres de graphes. Il est logique qu'il soit plus faile de trouver
dans un graphe des strutures qui verient plus de proprietes que des strutures
plus generales. En resolvant es problemes plus simples, on peut esperer trouver
des tehniques qui se generaliseront, et en tous as aquerir une intuition dans e
domaine.
Nous ommenerons par presenter le modele pram et les prinipaux outils
paralleles existants. Ces outils existent dans la plupart des mahines paralleles
mis a part le alul des omposantes onnexes que nous verrons don un peu plus
en detail. Les hapitres 2 et 3 reprendront ertaines idees de et algorithme.
Nous verrons dans le paragraphe 1.2 omment apprehender en parallele la
representation d'un ordre sous forme d'un plongement dans un espae de dimen-
sion xee. Ce probleme a des appliations en geometrie et dans le traitement de
reherhes dans des bases de donnees . Nous introduirons une struture de don-
nees qui permet de simplier la resolution de e probleme. Elle est a mi-hemin
entre la struture donnee par le plongement et les representations lassiques des
graphes.
Les paragraphes 1.3 et 1.4 sont onsares a des problemes de reonnaissane de
lasses de graphes partiuliers. Nous verrons d'abord omment trouver la stru-
ture de diagramme d'ars qui est propre aux ordres N -free, en detetant sa non
existene eventuelle. Les ordres N -free sont utilises omme outil de modelisation
et d'analyse de projets. Nous aborderons ensuite la reonnaissane des graphes de
omparabilite ainsi que le probleme onnexe du alul d'une orientation transi-
tive. Ces problemes onnaissent de reents progres en algorithmique sequentielle
des graphes (voir le hapitre 4) et la presente etude onstitue un premier pas vers
l'etude de es nouvelles tehniques sequentielles dans l'univers parallele.
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1.1 Presentation du modele PRAM
Le modele pram qui est l'aronyme de ((Parallel Random Aess Memory ))
est une simpliation a l'extre^me des mahines paralleles. Dans e modele, on
onsidere que plusieurs proesseurs ont aes a une memoire partagee et on y
ompte le temps de alul en nombre de letures et d'eritures dans ette memoire.
Cei est equivalent au modele distribue ou des proesseurs possedant haun leur
propre memoire ommuniquent via un reseau ave un temps de ommuniation
ne dependant pas de l'emplaement des proesseurs dans le reseau et ou le travail
nal est ompte par le nombre total de ommuniations.
Mémoire Mémoire Mémoire
Processeur Processeur Processeur. . . . . . .
. . . . . . .
1
2 p1





Fig. 1.1 { La simpliation du modele pram.
Ce modele est souvent derie sous pretexte qu'il ne tient pas ompte des
ommuniations alors qu'au ontraire il ne prend qu'elles en ompte et dans une
trop forte mesure. La simpliation du modele onsiste a supposer le ou^t de
l'envoi du ontenu de k ases memoires independant de la position dans le reseau
des proesseurs ommuniquants et proportionnel a k. Si la premiere hypothese est
tout a fait justiee puisqu'elle est pluto^t realiste en e qui onerne les mahines
paralleles de la derniere generation, la deuxieme est tres disutable. En eet, dans
la plupart des mahines paralleles, le ou^t d'une ommuniation depend peu de la
quantite de donnees envoyees dans la mesure ou les messages sont generalement
ourts. D'autre part, l'absene d'une memoire loale ne permet pas de tirer prot
de l'exeution plus rapide de ta^hes sequentielles eetuees loalement (ave un
aes a la memoire plus rapide). Pour ette raison, e modele ne pose pas le
probleme de la repartition des donnees. Nous verrons dans le hapitre 2 omment
le modele gm omble es deux launes.
Il est evident qu'un algorithme pram ne peut pas s'implanter diretement
sur une mahine reelle. En revanhe, il y a deux raisons pour ommener par
erire un algorithme dans le modele pram. Tout d'abord, la plupart des algo-
rithmes paralleles sont bases sur des routines (( elementaires )) telles que le tri par
exemple, qui font presque toujours partie des routines de haut niveau inluses
dans les mahines paralleles et implantees au mieux par les fabriants. D'autre
part, si l'on ne trouve pas d'algorithme pram pour resoudre un probleme, il est
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plus diÆile a priori d'en trouver un dans un modele plus omplique. Aussi, e
modele est utile pour defriher le hamps des problemes que l'on sait resoudre en
sequentiel
2
en distinguant eux qui ont une hane d'e^tre parallelises ('est-a-dire
qui pourront e^tre resolus en parallele lorsque leur taille est trop importante pour
qu'une mahine sequentielle puisse les resoudre) des autres. De plus, il se trouve
qu'en pratique, les algorithmes pram donnent une bonne base de depart pour
produire des algorithmes dans des modeles plus realistes tels que gm ou bsp, ou
me^me pour une implantation direte omme ertains des algorithmes presentes
ii qui s'appuient uniquement sur des routines elementaires. Disons que le modele
pram permet de mettre en exergue le parallelisme inherent a un probleme.
On distingue plusieurs variantes dans le modele pram selon la gestion des
aes onurrents a la memoire. Si le modele autorise les letures onurrentes,
il est qualie de r (pour ((onurrent read ))) et de er (pour ((exlusive read )))
sinon. Si le modele autorise les eritures onurrentes, il est qualie de w (pour
((onurrent write ))) et de ew (pour ((exlusive write ))) sinon. On ne s'interesse en
general qu'aux modeles erew pram, rw pram et parfois rew pram. On
distingue a nouveau plusieurs as de rw pram selon le resultat d'une eriture
onurrentielle. Dans la rw pram lassique, tous les proesseurs erivant sur
un me^me emplaement doivent erire la me^me hose. Dans la rw pram arbi-
traire, un seul proesseur arbitraire reussit a erire, alors que dans la rw pram
a priorite, seul le proesseur de plus grand numero reussit a erire.
Ces dierentes variantes ont un sens physique pour ertains prototypes de
mahines paralleles tels que les etoiles optiques (((optial stars )) en anglais) qui
permettent les letures onurrentes. Cela serait aussi le as dans un reseau de
ommuniation radio par exemple. Dans un reseau de ommuniation, le sens
physique que l'on peut intuitivement avoir sur la question (il semble plus diÆile
de lire a plusieurs un me^me emplaement memoire pluto^t que haun un empla-
ement dierent) est respete puisque le modele le plus faile a simuler est la
erew pram ar les letures ou les eritures onurrentes reviennent a dupliquer
les messages. La variante la plus diÆile a simuler est a priori la rw pram a
priorite pour laquelle il faudrait trier tous les messages qui arrivent a un proes-
seur selon le numero de l'emetteur.
D'un point de vue theorique, on peut simuler les dierents modeles pram les
uns ave les autres [67, 69℄. Une pram a p proesseurs peut e^tre simulee par p=p
0
pas d'une pram a p
0
 p proesseur (ave un espae memoire de me^me taille).
Un pas d'une rw pram (lassique, arbitraire, ou a priorite) a p proesseurs
et m emplaements de memoire partagee peut e^tre simule par une erew pram
a p proesseurs et mp emplaements de memoire partagee en O(log p) pas.
Le nombre maximal d'aes a la memoire partagee d'un proesseur lors de
2. Tout algorithme parallele a une tradution sequentielle direte, e n'est don pas la peine
d'essayer de resoudre en parallele des problemes non resolus en sequentiel, on peut au mieux
reussir a paralleliser le meilleur algorithme sequentiel.
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l'exeution d'un algorithme sur une pram a p proesseurs est appele temps d'exe-
ution de l'algorithme et le produit pt est appele travail de l'algorithme
3
. A haque
pas, on onsidere que tout proesseur fait une leture ou une eriture en memoire,
le travail est don une borne sur le nombre total d'aes a la memoire partagee.
Tout algorithme tournant en temps t ave p proesseurs d'une pram peut e^tre
simule par une pram a q  p proesseurs en temps tp=q. Pour ette raison,
on essaye toujours a travail onstant d'avoir des algorithmes utilisant un nombre
maximal de proesseurs, ou e qui revient au me^me un temps minimal. Le nombre
de proesseurs n'a pas grande signiation puisqu'il est xe dans une mahine
reelle ; il sert simplement a indiquer le travail, et on peut d'ailleurs l'omettre si
l'on prefere donner le travail a la plae. Remarquons qu'une mahine sequentielle
permet de simuler tout algorithme pram en temps pt. Un algorithme est dit
optimal si son travail est asymptotiquement le me^me que le meilleur algorithme
sequentiel resolvant le me^me probleme.
Routines (( elementaires ))
Voii les outils les plus ouramment utilises dans le modele pram.
Sommes prexees
Etant donne un tableau de n elements a
1
; : : : ; a
n
, une erew pram permet de




pour tout i entre 1 et n en tempsO(logn)
ave un travail O(n) [64℄ (l'algorithme utilise don n= logn proesseurs).  peut
e^tre n'importe quelle operation assoiative. On parle aussi de alul prexe.
List-ranking









le numero de l'element suivant le i
e









en temps O(logn) ave un travail
O(n) [12℄.  peut e^tre n'importe quelle operation assoiative, et algorithme se
generalise au as ou S donne le pere de haque nud d'un arbre enraine.
Tri
Etant donne un tableau de n elements, une erew pram permet de le trier
en temps O(logn) ave un travail O(n logn). Les trois outils qui viennent d'e^tre
presentes ont des solutions paralleles optimales. Comme nous trierons souvent
des entiers entre 0 et n
k
ou k = 1; 2 ou 3, itons enore un algorithme de tri du
geometre parallele [42℄ qui permet de trier de tels nombres en temps O(logn)
ave un travail O(n log logn) dans le modele rw pram a priorite.
Nous allons enn voir un dernier outil parallele evolue, fondamental en algo-
rithmique des graphes : le alul des omposantes onnexes d'un graphe. Comme
le probleme des omposantes onnexe peut e^tre onsidere omme un modele ade-
3. Le travail est souvent deni omme le nombre total d'operations, on simpliera ii en
supposant qu'un proesseur fait toujours quelque hose.
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quat du probleme de synhronisation aborde au hapitre 3, il servira de l ondu-
teur entre les dierents modeles paralleles abordes dans ette these.
Algorithme des omposantes onnexes
L'algorithme [52, 69℄ qui est largement inspire des algorithmes d'(( union-
nd )), est pense dans le modele rw pram arbitraire. Il onsiste a faire grandir
les arbres d'une fore^ts ou les sommets d'un me^me arbre sont toujours dans la
me^me omposante onnexe. Pour haque sommet v, Pere(v) est son pere dans
ette fore^t (les raines sont leur propre pere). Au debut de l'algorithme, Pere(v) =
v pour tout v, et a la n, haque arbre orrespondra a une omposante onnexe
entiere et sera de plus une etoile (voir gure 1.2), 'est-a-dire un arbre ou tous les
sommets sont ls de la raine. Deux sommets u et v seront don dans la me^me
omposante onnexe si et seulement si Pere(u) = Pere(v). Voir l'algorithme 1.1.
. . .
r
Fig. 1.2 { Une etoile de raine r.
Cette algorithme s'exeute en temps O(logn) sur n + m proesseurs d'une
rw pram. Il existe des versions plus ompliquees basees sur le me^me prinipe
qui permettent d'obtenir un travail presque optimal [13℄.
Arbre ouvrant
Si on marque toutes les are^tes qui ont reussi a aroher une etoile a un
autre arbre a un moment de l'algorithme, l'ensemble des are^tes d'une omposante
onnexe forment un arbre non oriente ouvrant.
Arbre ouvrant de poids maximal
Pour obtenir un arbre ouvrant de poids maximal dans haque omposante
onnexe, il suÆt de s'arranger pour que l'are^te qui reussit a aroher une etoile
soit de poids maximal parmi les are^tes qui sortent de l'ensemble des sommets de
l'etoile. Cela peut se faire en triant a haque boule, e qui onduit a un temps
d'exeution total de O(log
2
n), ou bien ave un temps de O(logn) en utilisant le
modele plus puissant de rw pram a priorite ou la i
e
are^te dans la liste triee
des are^tes est assoiee au proesseur de numero i.
Arbre ouvrant enraine
Quand on onstruit un arbre ouvrant dans haque omposante onnexe, en
orientant de plus les are^tes marquees du sommet u qui arohe son etoile vers
le sommet v de l'etoile sur laquelle il l'arohe et en inversant les orientations
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Algorithme 1.1 [52, 69℄ Composantes onnexes
Donnees : Un graphe G = (V;E).
Resultat : Les omposantes onnexes de G.
Debut




Etape 1 Arohage onditionnel
Pour tout are^te uv ou vu dans E eetuer
Si u est dans une etoile fvoir la proedure de alul des etoilesg
et Pere(u) < Pere(v) Alors Pere(Pere(u)) Pere(v)
fLa ondition d'ordre evite de reer des iruits.g
Etape 2 Arohage inonditionnel
Pour tout are^te uv ou vu dans E eetuer
Si u est enore dans une etoile et Pere(u) 6= Pere(v) Alors
Pere(Pere(u))  Pere(v) fLa premiere passe est un peu spe-
iale, il faut remplaer la ondition par (( u n'a pas ete arohe
et personne ne s'est arohe sur lui )). A partir de la deuxieme
passe, les etoiles ont toutes hauteur 1.g
fLes etoiles restantes sont forement arohees a des non etoiles,
auun iruit ne peut don e^tre ree. Apres ette etape, tous les
arbres ont une hauteur superieure a 2.g
Etape 3 Contration
fLes operations d'arohage n'ont pas augmente la somme des
hauteurs des etoiles de la omposante onnexe.g
Pour tout sommet u eetuer Pere(u)  Pere(Pere(u)) fCette
operation dite de ((pointer jumping )) divise la somme des hauteurs
des arbres d'une omposante onnexe par un fateur 3=2 au moins.g
fLa somme des hauteurs des arbres d'une omposante onnexe etant bor-
nee par le nombre de sommets qu'elle ontient, haque omposante n'est
onstituee a la n de l'algorithme que d'une seule etoile.g
Fin
Proedure alul des etoiles
Pour tout sommet u eetuer
Etoile(u) Vrai
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des are^tes de l'arbre entre u et la raine r de l'arbre ouvrant son etoile a haque
arohage, on obtient nalement un enrainement de l'arbre ouvrant de haque
omposante onnexe.
Ce probleme qui semble anodin n'appara^t pas dans la litterature. Pourtant,
il permet de resoudre une generalisation en non oriente en quelque sorte du pro-
bleme du list-ranking :
Etant donne un graphe qui est un hemin, en numeroter onseutive-
ment ses sommets.
On peut identier le hemin de u a r par un list-ranking sur l'arbre. Cela
onduit a un algorithme en temps O(log
2
n) ave un travail O(n logn). On peut
s'arranger pour ne retourner les are^tes qu'une fois l'algorithme de omposantes
onnexes termine. Cei permet de onserver la me^me omplexite.
La raine d'un arbre est toujours la raine de l'etoile assoiee. Conservons
don pour haque sommet u d'une etoile a l'iteration t le numero r
t
(u) de la
raine de l'etoile (0  t  log
3=2
n 1). Dans l'arbre ouvrant ave les orientations
obtenues sans faire les retournements, marquons les sommets non raine de l'arbre
en ours qui ont arohe une etoile de la omposante sur une autre. On assoie
a haque sommet une etiquette de log
3=2
n bits, nulle au debut de l'algorithme.
Si un sommet u arohe a l'iteration t une etoile de la omposante sur elle d'un
sommet v, le 2t+1
e
bit de son etiquette est mis a 1. Quand l'etoile est arohee
a une autre a l'instant t
0





(u) alors 'est du o^te du vieil arbre de u sinon 'est du o^te de




de u est mis a 1. Comme un seul sommet arohe une etoile donnee a un instant
donne, les etiquettes induisent un ordre total sur les sommets marques.
Transformons l'arbre ouvrant ave les orientations obtenues sans faire les
retournements en fore^t orientee de la maniere suivante. Dupliquons les sommets
u marques pour haque ar sortant de u. Le nombre d'ars de l'arbre etant borne
par le nombre de nuds, il n'y a pas plus de n opies de sommets au total. Si
u possede un ar entrant, il est rarohe a n'importe laquelle des opies. (Voir
la gure 1.3.) Dans haque arbre mis a part elui qui n'a pas ete arohe (et
sur lequel tous les autres se sont arohes), il faut retourner les ars entre le
sommet d'etiquette maximale et la raine. Pour haque nud des arbres, on peut
aluler l'etiquette maximale parmi elles de ses desendants ave un list-ranking,
et par la me^me identier les ars a retourner. On obtient ensuite l'arbre ouvrant
enraine en identiant a nouveaux les diverses opies de haque sommet marque.
Nous allons ommener par etudier un probleme de alul de representation
lassique d'un ordre a partir d'une representation partiuliere. La resolution de
e probleme repose sur des tehniques similaires a elles utilisees dans le tri
((quiksort )). Les premiers algorithmes proposes sont simples et fournissent une
introdution aux algorithmes pram plus ompliques qui suivront. Leur presenta-
tion suit la desription lassique de ((quiksort )) mais nous verrons au hapitre 4
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Fig. 1.3 { (i) Orientation d'un arbre ouvrant obtenue en orientant haque are^te
reussissant a aroher un arbre du sommet de l'etoile arohee vers le sommet de
l'arbre sur lequel elle est arohee. (ii) Dupliation des sommets qui ont plusieurs
ars sortants. (iii) Retournement des are^tes en diretion du sommet de l'arbre de
plus grande etiquette sauf dans l'arbre de raine  qui est elui sur lequel tous les
autres se sont arohes. (iv) Arbre ouvrant oriente obtenu.
qu'ils sont, au me^me titre que ((quiksort )), des algorithmes d'aÆnage de parti-
tion.
1.2 Struture de donnees ompate et algori-
thmes paralleles pour les graphes de per-
mutation et les ordres de dimension xee
Les graphes de permutation sont des objets ombinatoires qui ont prote des
progres reents de l'algorithmique [3, 11, 37, 65, 76℄ qui sont lies a des tehniques
nouvelles de deomposition modulaire et d'orientation transitive (es tehniques
seront abordees au hapitre 4). Par denition, les graphes de permutation pos-
sedent un odage ompat de taille n. En sequentiel, il est possible de passer
du graphe a la permutation ave un travail O(n + m) [58℄. Le passage inverse
se fait ave un travail O(n
2
) en sequentiel, et le probleme est enore ouvert en
parallele. Nous verrons omment passer de la permutation au graphe dans le mo-
dele rw pram ave un travail O(m+n logn). Nous en deduirons une nouvelle
struture de donnees permettant de representer le graphe en O(n logn).
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De nombreux algorithmes neessitent une representation lassique du graphe.
Pour exeuter es algorithmes sur un graphe de permutation, il est neessaire
d'en aluler une representation de la liste des are^tes. Nous travaillerons dans
le ontexte oriente ar les resultats se traduisent diretement pour les graphes
de permutation et il permet une generalisation. L'analogue oriente des graphes
de permutation sont les ordres de dimension 2 qui se generalisent en les ordres
de dimension d. Le probleme de aluler eÆaement la representation lassique
d'un ordre de dimension d a ete pose dans es termes par Spinrad [75℄. Il est
relie a elui de repondre eÆaement a des reque^tes geometriques dans un espae
de dimension d, mais les methodes utilisees dans e ontexte ahent la struture
de donnees ompate que nous mettrons en evidene.
Apres avoir donne les denitions neessaires, nous ommenerons par propo-
ser un algorithme de alul du nombre d'ars d'un ordre de dimension 2 ave
un travail O(n logn), e qui est a un fateur log logn du meilleur algorithme
sequentiel [22, 32℄.
Nous mettrons ensuite en evidene une struture de donnees ompate prove-
nant de l'exeution de et algorithme, qui represente les ensembles de suesseurs
de haque sommet en espae O(n logn). A l'inverse de la permutation, ette re-
presentation permet l'utilisation de tous les algorithmes qui prennent les listes
d'adjaene en entree.
Nous verrons ensuite omment deduire les listes d'adjaene de ette struture
de donnees. Nous alulerons aussi la redution transitive de l'ordre de dimen-
sion 2 (la permutation representant la fermeture).
Finalement, nous verrons omment generaliser es resultats en dimension d
quelonque.
Denitions
Une permutation  est une bijetion de f0; : : : ; n  1g dans lui-me^me, ou de
maniere equivalente un mot de n lettres ave toutes les lettres 0; : : : ; n  1. Soit
(i) l'image de i par , ou enore la i
e
lettre de . 
 1
designe l'inverse de la
bijetion et e le mot renverse.
Les graphes et les ordres auront pour sommets f0; : : : ; n  1g. La dimension
d'un ordre est le nombre minimal d d'ordres totaux sur ses sommets dont il est
l'intersetion (pour l'ensemble des ars). Un ordre est toujours l'intersetion de
toutes ses extensions lineaires.Un jeu de d extensions lineaires dont l'ordre est
l'intersetion s'appelle un realiseur (aluler un realiseur est NP -omplet pour
les ordres de dimension superieure a trois donne par une representation lassique).
Un ordre de dimension 2 est donne par deux ordres totaux, en numerotant
ses sommets selon l'un des deux, le deuxieme ordre total peut e^tre donne par une
permutation. Un graphe oriente G = (V;A) est un ordre de dimension 2 si et
seulement si A est donne par une permutation  telle que ij 2 A si et seulement
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si i < j et (i) < (j) ou de maniere equivalente si i appara^t avant j dans 
 1
.
Le graphe de permutation assoie a  est le graphe de omparabilite de G.
Calul du nombre d'ars




puisqu'un ar ij ave i < j n'est present que lorsque i appara^t avant j dans le mot

 1




a la maniere de ((quiksort )).
A haque phase de division du tri rapide, un ompteur  est mis a jour de sorte
que la somme de  et du nombre d'inversions de la permutation en ours de tri
soit invariante.
Supposons sans perte de generalite n = 2
q
. Les nombres tries etant 0; : : : ; n 
1, il est toujours faile de trouver un bon pivot qui divise exatement en deux
les ensembles d'elements onsideres. L'algorithme fera don toujours un nombre
logarithmique de phases  = 0; : : : ; q   1.
Derivons maintenant omment partager un blo de taille 2
q 
de la permu-
tation durant la phase  en une suite de deux blos en detetant ertaines de ses
inversions sans en reer de nouvelles.
Comme dans le tri rapide, les elements plus grands (respetivement plus pe-
tits) que le pivot sont plaes dans le blo de droite (respetivement de gauhe).
L'ordre de la permutation preedente doit e^tre preserve a l'interieur de haque
blo. En faisant ela, nous o^tons ertaines inversions. Pour tout sommet i allant
vers la gauhe, il faut don ompter le nombre de sommets allant a droite qui
apparaissaient a sa gauhe et ajouter e nombre au ompteur . Voir la gure 1.4.




et   0. Durant la phase ,
les 2

blos onseutifs de taille 2
q 
omposant W sont oupes en deux. Par
soui de larte, l'algorithme est erit pour le premier blo (pour les autres, il faut
simplement maintenir un ompteur de position ourante). Voir l'algorithme 1.2.
A la n de la phase, le ompteur  est mis a jour en lui ajoutant tous les (v)
gra^e a une somme prexee.
A la n de l'algorithme, W est triee et n'a don plus d'inversions, et  est




et nous avons alule le nombre m = 
d'ars de l'ordre de dimension 2 assoie a la permutation . A la ligne 1, le
pivot peut se aluler a partir du ompteur de position ourante qui se deduit
failement de la representation binaire de x (voir le paragraphe qui suit sur la
representation ompate). Chaque phase est onstituee essentiellement de deux
sommes prexees, e qui requiert un temps logn ave n= logn proesseurs. On en
deduit le resultat suivant.
Theoreme 1 L'algorithme 1.2 permet de aluler le nombre d'ars d'un ordre
de dimension 2 donne par sa permutation en temps O(log
2
n) ave un travail
O(n logn) dans le modele erew pram.
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Algorithme 1.2 Phase de division pour regner
Donnees : Un blo W (0); : : : ;W (2
q 
  1) d'une permutation.
Resultat : Le nombre (W (x)) de nouvelles inversions detetees pour haque




1 Comparer haque sommet au pivot p = 2
q  1
.
Si W (x) < p Alors B(x) 0 Sinon B(x) 1
Etape 2 Inversions.





Si B(x) = 0 Alors




B(i) inversions relatives a
W (x)
Sinon poser (W (x)) 0
Etape 3 Diviser (( a la quiksort )).
Si B(x) = 0 Alors























2 5 4 1 7 0 6 3
 = 0
 = 1
2 1 0 3 5 4 7 6
 = 0 + 0 + 2+ 3 + 4 = 9
 = 2
1 0 2 3 5 4 7 6
 = 9 + 1+ 1 + 0 + 0 = 11
 = 3
0 1 2 3 4 5 6 7
 = 11 + 1 + 0 + 1 + 1 = 14
m =  = 14
Fig. 1.4 { Une permutation et les dierentes phases de l'algorithme. On a par
exemple trouve 3 inversions orrespondant au sommet 0 a la phase 1 ar 5, 4 et
7 appara^ssaient a sa gauhe a la phase preedente.
La omplexite obtenue n'est pas tres eloignee de elle du meilleur algorithme






Une representation ompate des listes d'adjaene
En fait, l'algorithme preedent alule impliitement une representation par-
tiuliere des adjaenes de l'ordre de dimension 2 que nous allons maintenant




des veteurs obtenus a haque
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phase (voir la gure 1.5). (W

est une opie de W avant la phase .)
Considerons l'algorithme sur l'ordre de dimension 2. Le nombre 

(v) de
nouvelles inversions relatives a v orrespondent a 

(v) suesseurs de v. Si v va
dans un blo de droite, auun de ses suesseurs n'est detete durant la phase.
Dans le as ontraire, v est plus petit que le pivot, alors que les sommets allant
a droite sont plus grands. Ceux qui apparaissaient de plus a sa gauhe font par
onsequent partie de ses suesseurs. Ce sont exatement les 

(v) premiers









. Remarquons que les autres suesseurs de v vont dans le blo de gauhe ave









0 1 2 3 4 5 6 7
W
0
2 5 4 1 7 0 6 3
W
1























































0 3 1 1 [4; 6℄ [2; 2℄ [1; 1℄
1 2 1 0 [4; 5℄ [2; 2℄ ;
2 0 0 0 ; ; ;
3 4 0 0 [4; 7℄ ; ;
4 0 0 1 ; ; [5; 5℄
5 0 0 0 ; ; ;
6 0 0 1 ; ; [7; 7℄
7 0 0 0 ; ; ;




(v) peut e^tre alule durant l'etape  omme suit. g

(v) est le ompteur de







(v). Soit x l'index de v = W (x) et x = b
1









: : : b





Nous pouvons formaliser e onept de representation par des intervalles
d'ordres totaux sur V a l'aide de la denition suivante.
Denition 2 Soit G = (V;A) un graphe oriente, et pour un entier k xe, soient
W
1
; : : : ;W
k
des tableaux representant des sous-ensembles de V totalement ordon-
nes. Pour haque sommet v, soient I
1
(v); : : : ; I
k
(v) des intervalles deW
1
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Nous dirons que W
1




; : : : ; I
k
forment une k-representation in-
tervallaire ompate de G quand l'ensemble des suesseurs de haque sommet







Un ordre total donne par un tableau W ontenant ses elements tries selon et





(W (x)) = [x+ 1; n  1℄ pour tout sommet W (x). Tout graphe de n sommets a
une n-representation intervallaire ompate triviale (isomorphe a l'ensemble des
listes d'adjaene du graphe) ou W
v







(v) = ; si  6= v.
Nous avons vu omment aluler en temps O(log
2
n) ave un travailO(n logn)
une logn-representation intervallaire ompate (voir la gure 1.5).
Dans le as des tableaux alules par l'algorithme 1.2, haque W

et les in-
tervalles assoies representent en fait e qui s'appelle un ordre de ontigute (u




(en tant que permu-
tation des sommets representant un ordre total) forme une extension lineaire de
et ordre. Nous avons donne une representation generale pour la representation
ompate de sorte qu'elle pourrait permettre de representer aussi des graphes
quelonques.
De e point de vue, ette denition est a rapproher de travaux de Christian
Capelle [8℄ qui a etudie omment representer un ordre quelonque omme une
union d'ordres d'intervalles (qui admettent eux aussi une representation lineaire
en leur nombre de sommets). Il propose un algorithme qui alule une telle repre-
sentation pour un ordre quelonque (ette representation neessite O(n) ordres
intervalles dans le pire as et une optimisation permettrait, semble-t-il, d'obtenir
une representation en O(n
p
n)). D'autre part, ette representation est pluto^t une
representation ompate de la matrie d'adjaene (elle permet de tester si deux
elements sont omparables), alors que la representation intervallaire ompate
proposee ii est plus prohe des listes d'adjaene des sommets :
Theoreme 3 Tout algorithme de traitement de graphes utilisant une represen-
tation sous forme de listes d'adjaene de l'entree peut utiliser a la plae une
k-representation intervallaire ompate. m devient alors kn + m dans la om-
plexite de l'algorithme.
Une k-representation intervallaire ompate represente la liste d'adjaene de
haque sommet par k intervalles, l'inspetion de la liste d'adjaene d'un sommet
u demande don un travail O(k +Degre(u)) au lieu de O(Degre(u)).
Nous verrons un peu plus loin, en generalisant aux ordres de dimension d le
alul d'une representation intervallaire ompate, que la representation alu-
lee par la generalisation de l'algorithme 1.2 fournit de plus un reouvrement de
l'ordre d'entree par une union d'ordres d'intervalles de hauteur 1. Remarquons
que et algorithme prend en entree une representation de l'ordre sous forme d'in-
tersetion d'extensions lineaires, on ne sait pas aluler dans le as general une
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telle representation minimale (ave un nombre minimal d'extensions lineaires). Il
serait interessant d'etudier de plus pres les relations entre es deux representa-
tions d'ordres : par une union d'ordres d'intervalles et par une union d'ordres de
ontigute.
Calul d'une representation lassique a partir d'une representation
ompate
Nous allons maintenant voir omment aluler une representation lassique,
'est-a-dire la liste expliite des ars, a partir d'une representation ompate. La
taille d'une representation sous forme de listes d'adjaene etant m, e nombre
doit e^tre d'abord alule puisque 'est aussi le nombre de proesseurs qui seront
utilises.
Algorithme 1.3 Calul d'une representation lassique
Donnees : k tableaux W
1
; : : : ;W
k







(v)℄, pour 0  v < n et 1    k.
Resultat : Les listes d'adjaene.
Debut
Caluler le nombre m d'ars.
Allouer un tableau A de taille m. fChaque element de A ontiendra un
ar.g
Caluler l'origine de haque ar.
Caluler la destination de haque ar.
Fin
Rappelons que dans les algorithmes detailles qui suivent, l'ensemble des som-
mets de tout graphe est f0; : : : ; n  1g.
Algorithme 1.4 Calul du nombre d'ars
Debut




(v) longueur de I

(v)
Allouer un tableau D de taille nk.
Pour tout 1    k et 0  v  n 1 eetuer D(kv+) Degre

(v)











On peut remarquer que les valeurs S


















(v), A:origine ressemble a ei :
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Algorithme 1.5 Calul des origines des ars
Resultat : Le tableau trie A:origine des origines des ars.
Debut
Initialiser un tableau T de taille m a 0.
Pour tout 0  v < n eetuer T (S
1
(v)) 1






Algorithme 1.6 Calul des destinations des ars
Resultat : Le tableau A:destination des destinations des ars.
Debut
Initialiser un tableau A:phase de taille m a O.
Pour tout 0  v < n et 1    k eetuer A:phase(S

(v)) 1
















L'operation  est utilisee pour aluler la somme prexee dans haque blo





= (u; ) et A(b) = (v;  ), elle est denie par A(a)  A(b) = (v;  )
quand u < v et A(a)A(b) = (u; + ) quand u = v. Apres le alul des sommes
prexees, A:phase ressemble don a :










































La derniere instrution requiert une leture onurrente. Etant donnee la om-
plexite des sommes prexees, on obtient :
Theoreme 4 Soit G un graphe oriente donne par une k-representation interval-
laire ompate. L'algorithme 1.3 alule la representation lassique sous forme de
listes d'adjaene du graphe en temps O(logn) ave un travail O(m + nk) dans
le modele rew pram.
En ombinant e resultat ave l'algorithme de alul de la representation
ompate, on obtient :
Theoreme 5 La ombinaison des algorithmes 1.2 et 1.3 permet de aluler la re-
presentation lassique sous forme de listes d'adjaene d'un ordre de dimension 2
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donne par sa permutation en temps O(log
2
n) ave un travail O(m+n logn) dans
le modele rew pram.
Calul de la redution transitive
L'algorithme preedent alule les ars de la fermeture transitive de l'ordre de
dimension 2. Nous allons voir maintenant omment aluler eux de la redution






Fig. 1.6 { La redution transitive de l'ordre de la gure 1.5.
Un ar ij de la fermeture transitive est un ar de la redution transitive si de
plus il n'existe pas de k tel que i < k < j et (i) < (k) < (j), ou de maniere






la liste des suesseurs de i dans l'ordre ou ils apparaissent dans 
 1
.
Les ars ij de la redution transitive sont eux qui verient j = S
i
(p) et j  S
i
(q)









(2); : : : ; S
i
(p) :
On peut faire e alul de minima ave une somme prexee si les listes d'ad-
jaene sont triees en aord ave 
 1
. Un simple test d'egalite permet ensuite
de determiner si un ar fait partie de la redution transitive. En omptant le tri
des listes d'adjaene, on obtient :
Theoreme 6 On peut aluler la redution transitive d'un ordre de dimension 2
donne par sa permutation en temps O(log
2
n) ave un travail O((n +m
t
) logn)
dans le modele rew pram ou m
t
est le nombre d'ars de la fermeture transitive
de l'ordre.
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Representation ompate des ordres de dimension xee
Un ordre P est de dimension d s'il admet un realiseur qui peut e^tre represente
par d permutations 
1









(j) pour tout t entre 1 et d. Dans e qui preede, on avait impliitement hoisi
l'identite pour 
1












Cette notion a des appliations en base de donnees. La question (( quels sont
les suesseurs de i? )) pourrait e^tre la tradution d'une reque^te du type (( quels
sont les membres de la base de donnees de plus de trente ans, de sexe ma^le, ayant
les heveux ha^tains ou noirs, et ayant publie au moins 100 artiles ? )) Nous
reviendrons sur e probleme un peu plus loin.
Nous allons maintenant reprendre l'algorithme propose pour les ordres de di-
mension sous un autre angle pour pouvoir le generaliser plus failement. L'idee
est de representer l'ordre ave une permutation de moins en remplaant im-
pliitement l'une d'elles par l'ordre des numeros des sommets n'est utile que
dans le as des ordres de dimension 2, pour failiter la omprehension, il vaut






L'idee de l'algorithme que nous avons propose est de ouper en deux l'ensemble
des sommets selon la premiere oordonnee : G = f(x; y)j0  x < n=2g et D =
f(x; y)jn=2  x < ng. Puis on resout reursivement le probleme sur G et sur D.
La partie diÆile est de trouver les ars de G vers D. Pour ela l'idee de base est
de ne garder que les ars uv ave u 2 G et v 2 D dans l'ordre de dimension 1
(
2
(0)); : : : ; (
2
(n  1)). Dans et ordre total, les suesseurs de u = (i) sont les
v = (j) tels que (i) < (j).
Pour ne pas avoir a faire un tri supplementaire, l'algorithme preedent om-
menait impliitement par trier les sommets une fois pour toutes selon la deuxieme

















Cela permettait d'identier les suesseurs dans D de u 2 G omme un intervalle
de D. Cette tehnique permet de gagner un fateur logn en travail.
L'idee naturelle pour generaliser e resultat (et 'est elle que l'on trouve
dans la litterature [66℄) onsiste a resoudre reursivement trois problemes plus
petits : deux problemes sur n=2 sommets en dimension d et un probleme sur
n sommets en dimension d   1 (on manie des d-uplets). Couper l'ensemble V
des n d-uplets en deux parties egales G et D selon leur premiere oordonnee :
G (respetivement D) est l'ensemble des sommets de premiere oordonnee plus
petite (respetivement plus grande) que le pivot. Resoudre reursivement les deux
problemes de dimension d et de taille n=2 sur G et sur D et le probleme de
dimension d 1 sur les n d 1-uplets obtenus en eaant la premiere oordonnee.
Tout ar de l'ordre de dimension d est soit un ar de l'ordre induit sur G, soit un
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ar de l'ordre induit sur D, soit un ar de G vers D dans l'ordre de dimension
d   1 sur V ou l'on oublie la premiere oordonnee (par denition, la premiere
oordonnee d'un d-uplet de G est toujours plus petite que elle d'un d-uplet
de D). Cet algorithme permet de aluler une log
d
n representation intervallaire
ompate en temps O(log
d+1




Toute expliation plus detaillee de et algorithme est diÆile a omprendre. La
struture de donnees ompate introduite un peu plus to^t va nous permettre de
nous eviter ette peine en nous permettant de donner un algorithme non reursif
base sur la proedure de partitionnement de l'algorithme 1.2.
Nous allons voir omment aluler une representation intervallaire ompate
de l'intersetion d'un ordre P = (V;<) donne par une representation intervallaire
ompate et un ordre total T = (V;<
tot
) sur V donne par sa 1-representation
intervallaire ompate qu'est la permutation  assoiee.
Considerons sous et angle l'algorithme 1.2 : on part de la 1-representation
assoiee a l'une des permutations et en la partitionnant logn fois, on obtient en
gardant des opies des tableaux intermediaires une logn-representation interval-
laire ompate de l'intersetion des deux ordres totaux assoies aux deux permu-
tations. Cette idee se generalise failement : nous allons voir omment aluler
une k logn-representation intervallaire ompate de P \ T en temps O(log
2
n)
ave un travail de O(n logn), e qui au total nous fera enore eonomiser un
fateur logn.
Algorithme 1.7 Calul d'une representation ompate
Donnees : d permutations 
1
; : : : ; 
d
de f0; : : : ; n  1g.
Resultat : Un ensembleW de log
d 1











Trier f0; : : : ; n  1g selon l'ordre 
1











Pour tout 0  x < n eetuer I
1
(x) [x + 1; n  1℄
Poser W = fW
1
g.




Caluler une representation ompate W
f;0





; : : : ; I
f;log n
























Chaun des tableaux W
f
, 1  f  k, de la k-representation de P et les in-
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tervalles assoies representent un ordre P
f
(de ontigute). P est l'union de es
ordres. La distributivite de l'intersetion par rapport a l'union nous dit que P \T
est l'union des P
f
\T . Il suÆt don d'appliquer l'algorithme des ordres de dimen-
sion 2 a haun des tableauxW
f
ave une legere modiation de l'algorithme 1.2,
tout le reste en deoule failement. L'algorithme 1.7 donne la trame generale et
l'algorithme 1.8 est une modiation de l'algorithme 1.2 qui permet de alu-
ler une logn-representation intervallaire ompate assoiee a l'intersetion d'un





(x) (voir aussi la gure 1.7).























Fig. 1.7 { AÆnage de l'intervalle des suesseurs d'un sommet u lors d'une
phase de division. a est identie dans la premiere phase de division omme un
suesseur de u apres intersetion ave l'ordre total donne par les ouleurs des
sommets, et b est earte (n'etant pas un suesseur de u apres intersetion ave
l'ordre total) a la deuxieme phase de division.
Theoreme 7 L'algorithme 1.7 permet de aluler une log
d 1
n-representation
intervallaire ompate d'un ordre de dimension d donne par un realiseur.
L'algorithme 1.8 peut e^tre generalise : si deux jeux d'intervalles pour un me^me
tableauW
f
representent deux graphes orientes, et algorithme permet de aluler
les logn tableaux et les intervalles assoies a deux representations ompates de
l'intersetion de haun des graphes de depart ave T . Il suÆt pour ela d'eetuer
les me^mes operations sur le deuxieme jeu d'intervalles que sur le premier. Le
probleme etant symetrique, on peut aussi aluler pour les me^mes tableaux les
intervalles assoies ave l'intersetion ave l'ordre inverse de T (pour lequel u <
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Algorithme 1.8 Intersetion ave un ordre total
Donnees : Un tableau W
f
et les intervalles I
f
(x) = [g(x); d(v)℄ assoies re-
presentants un graphe oriente. Un ordre total T induit par une
permutation .
Resultat : Un bloW
f;













(x)℄ assoies aux sommets du blo.
Debut









Pour  = 0 a logn  1 eetuer
Etape 1 Comparaisons.
Comparer haque sommet au pivot p = g

(x) de son blo.fSon










(x)) < (p) Alors B(x)  0 Sinon B(x)  1 fChaque
blo de longueur 2
q 
est oupe en deux : si B(x) = 0, l'element
(W
f;
(x)) va dans le sous-blo de gauhe, et dans le sous-blo de
droite sinon. g
Etape 2 Diviser (( a la quiksort )).







Si B(x) = 0 Alors
Plaer W
f;
(x) en position G
f;














Pour tout 0  x < 2
q 
eetuer
Si B(x) = 0 Alors P (x) G
f;


















Etape 3 Suesseurs identies.











v si et seulement si v <
T
u). Il suÆt pour ela de remplaer la ligne 1 par :
Si B(x) = 0 Alors I
f;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On peut don aussi representer les predeesseurs dans les me^mes tableaux ave
le me^me nombre d'intervalles : en utilisant les intervalles que l'on a poses egaux
a l'ensemble vide et qui orrespondent en fait a la detetion de predeesseurs (le
probleme est symetrique). Cela est utile dans l'appliation aux bases de donnees
ou une reque^te sera pluto^t du type (( Quels sont les membres de la liste de sexe
feminin, ayant entre 20 et 30 ans, ayant entre 1 et 2 enfants,... )). La log
d 1
n-
representation intervallaire ompate permet de repondre a une telle reque^te en
temps sequentiel O(log
d
n). La question se traduit par (( Quels sont les suesseurs
de u qui sont aussi des predeesseurs de v ? )) ou u et v sont deux nouveaux
sommets.
Voii omment trouver les suesseurs d'un nouveau sommet u. On alule en
temps O(logn) la position ou u s'insere dans la liste triee selon la premiere oor-
donnee. On simule l'algorithme de alul de la representation ompate en suivant
le heminement de u dans les blos de tableaux orrespondants aux resultats des
omparaisons de u ave les pivots (rappelons que les pivots se alulent a partir





(qui se deduisent des sommes prexees S
f;
) au moment
ou on a alule la representation intervallaire ompate (ela n'est pas nees-
saire on peut trouver la position dans le tableau suivant en regardant l'intervalle
assoie a un voisin de u et eventuellement l'intervalle assoie au sommet orres-
pondant a une borne de ette intervalle). Cela neessite un temps O(log
d 1
n)
ar on alule juste les intervalles. u n'est pas insere dans la representation. Voir
l'algorithme 1.9.
Dans l'appliation de la base de donnees ou dans le ontexte geometrique de
points dans un espae de dimension d, (y
1
; : : : ; y
d
) sont des reels et on n'a pas
d'eriture binaire pour y
Æ
. Il faut remplaer b

par le resultat de la omparaison
de y
Æ
ave le pivot du blo ou se trouve le sommet.
Theoreme 8 L'algorithme 1.9 permet de aluler les intervalles de suesseurs
d'un nouveau sommet en temps O(d logn) ave un travail O(d log
d 1
n) dans le
modele rew pram. En sequentiel, il s'exeute en temps O(log
d 1
n).
La representation permettant dans le as des ordres de dimension d de repre-
senter aussi les ensembles de predeesseurs, on peut aluler de maniere analogue
les intervalles orrespondant aux predeesseurs de v. Les intervalles representant
les sommets a la fois suesseurs de u et predeesseurs de v sont obtenus en
ombinant les deux intervalles obtenus pour u et v a haque tableau W
f;
. Si v
n'est pas un suesseur de u, tous les intervalles sont vides. Sinon, haque fois
que l'on divise un blo par un pivot p, soit u < p < v, soit u et v vont dans le




(v) par union et
par intersetion dans le deuxieme as (on obtient bien un intervalle dans les deux
as). Finalement, on obtient des intervalles representant la reponse a la reque^te
en temps sequentiel O(log
d 1
n). Pour obtenir la liste expliite des sommets de
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Algorithme 1.9 Calul des intervalles d'un nouvel element
Donnees : Un element u = (y
1
; : : : ; y
d
) et une representation intervallaire
ompate doonnee par des tableaux W
f
et les sommes prexees
assoiees.
Resultat : Les intervalles I
f




; : : : ; y
d
sont onsideres omme les valeurs de u par 
1
; : : : ; 
d
.









+ 1; n  1℄ et E
W
 f1g.









la representation binaire de y
Æ
.
Pour tout f 2 E
W
eetuer
Soient a et b les bornes de I
f
(u) = [a; b℄.

































f(f; 1); : : : ; (f; logn)g.
Fin




Remarque. Cet algorithme est un algorithme d'aÆnage de partition (voir ha-
pitre 4). En eet, les W
f
sont obtenus en aÆnant une partition de l'ensemble des
sommets. Les blos sont e que l'on appellera bo^tes au hapitre 4. On ommene
par ouper W
f











(x). Puis on oupe haque blo ave un pivot
qui lui est propre.
Remarquons que l'algorithme optimal sequentiel pour les ordres de dimen-








V  fv((0))g, on peut faire la partition en temps onstant en isolant v((0)) du
4. Le probleme est analogue a elui de trouver les Æ suesseurs d'un sommet a partir d'une
representation ompate, e qui se fait en exeutant l'algorithme 1.3 pour un seul sommet en
temps O(log(log
d 1
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reste des sommets et identier les suesseurs de v((0)) en tempsDegre
+
(v((0))).
On obtient par onsequent un algorithme sequentiel en O(n +m) pour aluler
la representation lassique de l'ordre de dimension 2.
Sous et angle, le resultat se generalise tres simplement aux ordres de dimen-
sion d en partant d'une representation intervallaire ompate de l'intersetion de




En parallele, on est oblige de ouper en lasses de tailles omparables pour
obtenir un temps de alul polylogarithmique et un travail non quadratique. Re-
marquons enn que tous les tableaux d'une representation intervallaire ompate
sont des tableaux de numeros de sommets (des permutations me^me) et non des
d-uplets. Il n'y a don pas de onstante d ahee dans les grands O.
Nous allons maintenant voir omment la representation ompate alulee
par l'algorithme 1.7 fournit aussi une representation sous forme d'union d'ordres
d'intervalles selon [8℄. Examinons enn d'un point de vu theorique la forme de la
representation ompate alulee par l'algorithme 1.7. Considerons tout d'abord
l'ordre P induit par un tableau W
f
de la representation. Les seules relations
d'ordre qu'il ontient relient un sommet d'un sous-blo de gauhe a un sommet
d'un sous-blo de droite. Un sommet d'un sous-blo de droite n'a don pas de
suesseur dans et ordre qui est don biparti, 'est-a-direde hauteur 1 (la hau-
teur d'un ordre est la longueur d'un plus long hemin reliant un minimum a un
sommet). D'autre part, l'ordre total induit par la position des sommets dans W
f
est une extension lineaire de P puisque la destination d'un ar de P appara^t




est don une extension lineaire de
P telle que les suesseurs de tout sommet sont onseutifs dans ette extension,
e qui prouve que P est un ordre de ontigute.
Considerons maintenant l'algorithme 1.8 omme un algorithme de partition-
nement (voir la gure 1.7) ou l'intervalle de suesseurs potentiels de haque
sommet est oupe en deux par l'aÆnage de partition eetue lors d'une phase
de division. Un ordre d'intervalle est araterise par la propriete suivante : les
ensembles de suesseurs sont totalement ordonnes par inlusion. Si un intervalle
I est inlus dans un intervalle I
0
, alors I \ D  I
0
\ D ou D est le sous-blo
de droite. L'ordre total de depart est un ordre d'intervalle : l'intervalle des su-
esseurs d'un sommet ontient l'intervalle de suesseurs de tous sommet a sa
droite dans W
0
. Cette propriete se onserve don a l'interieur de haque blo,
e qui permet d'aÆrmer qu'un blo d'un tableau W

et les intervalles de sues-
seurs assoies represente toujours un ordre d'intervalle (qui est de plus biparti et
de ontigute). La representation ompate d'un ordre de dimension d alulee
par l'algorithme 1.7 fournit don des ordres d'intervalles dont il est l'union. Ces
ordres sont en nombre O(n
d 1
), e qui est loin des O(n
2
) de [8℄ mais la taille de
la representation est en O(n log
d 1
n) (dans le pire as, on a d = n=2).
Il serait interessant d'etudier le nombre minimal d'ordres de ontigute dont
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l'union est un ordre donne. Existe-t-il des methodes diretes pour trouver une
telle representation par une union d'ordre de ontigute (non neessairement en
nombre minimal) sans passer par un realisateur (e qui est diÆile a aluler dans
le as general)?
1.3 Reonnaissane des ordres N-free
La theorie des ordres N -free a ete etudiee en profondeur pour leurs nombreuses
proprietes struturelles [40, 39, 53, 45, 44℄. Une de leurs plus aniennes et prini-
pales appliations est leur utilisation dans l'analyse de projets, en partiulier ave
des tehniques telles que pm et pert [25, 61℄. Ces tehniques representent un
projet par un graphe oriente dans lequel les ars orrespondent aux ativites du
projet et les sommets aux eheanes (l'aboutissement de toutes les ativites poin-
tant sur le sommet). Dans le jargon de la theorie des ordres, ette representation
d'ativites sous forme d'ars, appelee reseau de pert, est le diagramme d'ars
((edge diagram )) d'un ordre N -free. Si l'ordre original derivant les ontraintes
de preedenes tehnologiques du projet n'est pas N -free, des ativites faties
sont ajoutees pour le rendre N -free. De nombreuses tehniques ont ete proposees
pour ela [78, 79, 74℄.
L'autre appliation majeure des ordres N -free appara^t dans les reherhes
sur le nombre de sauts. Ce parametre lassique qui peut e^tre alule par un
algorithme simple dans le as des ordres N -free [70℄ intervient dans plusieurs
proprietes struturelles des ordres N -free. Dans le as general, le alul de e
nombre est NP -diÆile.
Les algorithmes sequentiels de reonnaissane des ordres N -free les plus ra-
pides supposent que la redution transitive de l'ordre est donnee et onstruisent
un diagramme d'ars si l'ordre est N -free. Ils s'exeutent en temps O(n + m)
ou m est le nombre d'ars de la redution transitive de l'ordre. Le premier algo-
rithme de e type est impliitement ontenu dans l'algorithme de reonnaissane
des ordres serie-paralleles de [83℄ (les ordres N -free peuvent e^tre vus omme une
generalisation des ordres serie-paralleles). Le premier algorithme (( expliite )) li-
neaire de reonnaissane des ordres N -free est apparu dans [77℄. Un autre resultat
important a ete apporte par Ma et Spinrad [55℄ qui ont donne un algorithme
ne faisant auune hypothese sur la forme de l'ordre en entree. Leur algorithme
determine si la fermeture transitive d'un graphe oriente sans iruit est un ordre




est le nombre d'ars de la fermeture transitive
de l'entree.
Nous allons maintenant voir des algorithmes paralleles de reonnaissane des
ordres N -free dans dierents modeles pram, puis des algorithmes de onstrution
d'un diagramme d'ars en seront derives. Les algorithmes erew s'exeutent en
temps O(logn) ave n +m proesseurs et les algorithmes rw s'exeutent en
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Commenons tout d'abord par introduire les denitions et les proprietes stru-
turelles qui nous seront neessaires.
Denition et proprietes des ordres N-free
Un ordre est dit N-free si son diagramme de Hasse ('est-a-dire sa redution




Fig. 1.8 { (a) La sous-struture interdite pour les ordres N-free. (b) Un exemple
d'ordre N-free represente par son diagramme de Hasse.
Les ordres N -free peuvent aussi e^tre denis a partir d'une onstrution simple
partant d'un graphe oriente sans iruit quelonque. Tout graphe oriente sans
iruitD = (V;A) induit un ordre P = (A; <) sur ses ars de la maniere suivante :
a < b si et seulement si il existe un hemin oriente de la destination de a a l'origine
de b dans D. b ouvre a si et seulement si la destination de a est l'origine de b.
Le graphe oriente sans iruit d'ensemble de sommets A induit par la relation de
ouverture de P est souvent appele en anglais line-graph de D. Un tel ordre P
est dit ar-induit ((edge-indued )) et D est un diagramme d'ars ((edge diagram ))
de P .
Le theoreme suivant [62℄ donne les proprietes struturelles fondamentales des
ordres N -free neessaires a la reonnaissane en sequentiel.
Theoreme 9 ([62℄) Etant donne un ordre P = (V;<), les propositions suivantes
sont equivalentes :
(1.1) P est N-free.
(1.2) Pour tout u; v 2 V , ImSu(u) = ImSu(v) ou ImSu(u) \ ImSu(v) =
;.
(1.3) P est ar-induit.
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L'algorithme sequentiel de reonnaissane [77℄ verie la propriete (1.2) en
traitant inrementalement haque sommet et l'ensemble de ses suesseurs im-
mediats.
Une approhe equivalente a ete developpee dans [83℄ et [27℄. Nous verrons
qu'elle est plus appropriee a l'algorithmique parallele. Elle repose sur la denition
des graphes orientes sans iruit omposes de bipartis omplets (graphes orientes
sans iruit b en abrege, voir la gure 1.9) qui sont les graphes orientes sans
iruit D = (V;A) admettant une partition B
1
; : : : ;B
k
de leur ensemble d'ars
A telle que :
(2.1) Chaque B
i
induit un sous-graphe de D biparti et omplet (voir la -
gure 1.9), B
i
etant appelee une omposante bipartie de D.
(2.2) Pour tout sommet v autre qu'un puits, tous les ars sortants de v appar-
tiennent a la me^me omposante bipartie.
(2.3) Pour tout sommet v autre qu'une soure, tous les ars entrants dans v




Fig. 1.9 { (a) Un graphe biparti omplet d'ensemble de soures S et d'ensemble
de puits T . (b) Les omposantes biparties de la redution transitive de l'ordre
N-free de la gure 1.8.
Les assertions (2.2) et (2.3) sont simplement une ondition de maximalite des
omposantes biparties. Gra^e a ette denition, un autre theoreme de arateri-
sation est donne :
Theoreme 10 (Valdes, Tarjan, Lawler [83℄) Un graphe oriente sans iruit





l'ensemble des soures et l'ensemble des puits
de la omposante bipartie B
i
. Alors on a pour tout v 2 T
i
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pour tout u 2 S
i
, ImSu(u) = T
i
, d'ou la remarque suivante :
fS
i
; 1  i  kg = fImPred(v); v 2 V g
et fT
i





) sera appele ensemble soure de omposante (res-
petivement ensemble puits de omposante) dont la omposante bipartie est B
i
.
Algorithmes paralleles de reonnaissane
Nous pouvons maintenant exhiber deux algorithmes paralleles de reonnais-
sane ; ils sont tous les deux bases sur le theoreme 10 et ils alulent les ompo-
santes biparties sous l'hypothese que l'entree est donnee sous forme transitivement
reduite. Ils sont deux realisations dierentes de l'algorithme general suivant 1.10
qui est independant de la struture de donnees.
Algorithme 1.10 Reonnaissane des ordres N -free
Donnees : Un graphe oriente sans iruit D = (V;A) transitivement reduit.
Resultat : Vrai si la fermeture transitive de D est un ordre N -free, Faux sinon.
Etape 1 Caluler les omposantes biparties en supposant que D est la redu-
tion transitive d'un ordre N-free omme suit.
Seletionner un sommet u
i





; 1  i  kg = fImPred(v); v 2 V g.














Etape 2 Verier que e sont bien des omposantes biparties.
Verier si les trois onditions (2.2), (2.3) et (2.1) des graphes orientes sans
iruit b sont valides. Si 'est le as, D est la redution transitive d'un
ordre N -free ; sinon, retourner Faux.
Remarquons que les omposantes alulees a l'etape 1 forment dans tous les
as une partition de l'ensemble des ars. De plus es omposantes induisent des
sous-graphes bipartis deD arD est transitivement reduit. Si e n'etait pas le as,
une omposante B
i
ontiendrait deux ars de la forme uv et vw. Par onstrution,




w, e dernier se trouvant e^tre alors un ar
de transitivite, e qui est interdit. Pour la veriation de la ondition (2.1) a
l'etape 2, il suÆt don de verier que es sous-graphes sont omplets.
Remarquons aussi que tous les ars entrant dans un sommet v 2 T
i
seront
dans la me^me omposante par onstrution. La ondition (2.3) est don toujours
valide et n'a pas besoin d'e^tre testee. D'un autre o^te, quand on verie ave sues
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que tous les ars sortant d'un sommet u appartiennent a la me^me omposante
bipartie (ondition (2.2)), on sait alors que u 2 S
i
. Les ensembles soures de
omposantes sont don alules du me^me oup.
Preisons enn omment seront manies les sous-ensembles disjoints. Les om-





. Les omposantes biparties seront representees par un tableau B tel
qu'un ar a est dans B
i


















) seront representes de
maniere similaire par un tableau S (respetivement T ).
Theoreme 11 L'algorithme 1.10 determine si un graphe oriente sans iruit D
reduit transitivement a pour fermeture transitive un ordre N-free.
La preuve deoule du theoreme 10. Si l'entree D est la redution d'un ordre
N -free ('est-a-dire un graphe oriente sans iruit b), alors l'algorithme alule
eetivement ses omposantes biparties a l'etape 1 et les trois tests seront reussis
a l'etape 2.
Quelle que soit la partition alulee a l'etape 1, si les trois tests reussissent a
l'etape 2, D est un graphe oriente sans iruit b. Si D n'est pas la redution
transitive d'un ordre N -free, alors l'algorithme n'a pas pu aluler des ompo-
santes biparties a l'etape 1 et l'un des tests de l'etape 2 ehouera.
Nous pouvons maintenant proposer un algorithme erew.
Un algorithme en leture et eriture exlusives
Dans les algorithmes qui suivent, on identie les sommets et leur numero, plus
formellement, on suppose que V = f1; : : : ; ng. Le premier algorithme de reon-
naissane utilise un tableau d'ars A omme struture de donnees. Les ars sont
expliitement stokes sous forme de ouples de sommets dans A. Cet algorithme
est base sur des tris du tableau des ars dans l'ordre lexiographique ou dans
l'ordre anti-lexiographique en utilisant l'ordre total sur les sommets donnes par
leur numero 1 < 2 <    < n (voir la gure 1.10).
Dans ette realisation de l'algorithme 1.10, le sommet hoisi dans haque
ensemble soure de omposante sera elui de plus petit numero. L'idee est de
seletionner es elements u
1
; : : : ; u
k
sans avoir alule les ensembles soures de
omposantes S
1
; : : : ; S
k
qui les ontiennent respetivement. Pour ela, il suÆt de
trier anti-lexiographiquement le tableau d'ars. Considerons les ars d'un blo
ayant me^me destination v. En ne gardant que leurs origines, on obtient la liste
triee des elements de ImPred(v). Le premier element sera evidemment le me^me
pour tout w tel que ImPred(w) = ImPred(v). Dans l'exemple de la gure 1.10,



















(1,3) (1,6) (2,7) (3,7) (4,8) (4,9) (5,7) (6,2) (6,5) (8,3) (8,6) (9,2) (9,5)
()
(6,2) (9,2) (1,3) (8,3) (6,5) (9,5) (1,6) (8,6) (2,7) (3,7) (5,7) (4,8) (4,9)
Fig. 1.10 { (a) L'ordre N-free de la gure 1.8 ave les sommets numerotes (arbi-
trairement). (b) La representation de sa redution transitive sous forme de tableau
d'ars trie lexiographiquement. Les blos de ouples ayant me^me origine sont en-
toures. () Le tableau d'ars trie anti-lexiographiquement. Les blos de ouples
ayant me^me destination sont entoures.
Nous verierons que haque omposante B
i
alulee a l'etape 1 est omplete







j par onstrution. Les degres sortants peuvent e^tre failement
obtenus en temps O(logn) ave n+m proesseurs en eetuant par exemple un
tri lexiographique et un alul prexe.
Voir l'algorithme 1.11.
Theoreme 12 L'algorithme 1.11 determine si un graphe oriente sans iruit
transitivement reduit est N-free. Il fontionne dans le modele erew pram en
temps O(logn) ave n +m proesseurs.
L'algorithme 1.11 est lairement equivalent a l'algorithme 1.10. La leture
onurrente a la ligne 1 peut e^tre realisee ave un alul prexe en temps O(logn)
ave m proesseurs. Les tris et les onjontions prennent un temps O(logn) ave
n+m proesseurs. Cei prouve le resultat.
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Algorithme 1.11 Reonnaissane des ordres N -free en erew
Donnees : Un graphe oriente sans iruit D = (V;A) transitivement reduit de
tableau d'ars A.
Resultat : Vrai si la fermeture transitive de D est un ordre N -free, Faux sinon.
Etape 1
Trier A dans l'ordre anti-lexiographique.
Pour tout 1  j  m eetuer
Soit uv l'ar en position A[j℄.
Si uv est le premier ar de son blo ('est-a-dire si la destination de
l'ar en position A[j   1℄ est dierente de v) alors poser T [v℄ u.
1 Assigner a l'ar uv le numero de omposante bipartie B[j℄ T [v℄.
Etape 2
Veriation de la ondition (2.2) : tous les ars sortant d'un sommet sont-
ils dans la me^me omposante bipartie?
Trier A lexiographiquement.
Pour tout 2  j  m eetuer
Soient uv et xy les ars en position respetive A[j   1℄ et A[j℄.
Si u = x Alors









ValeurRetour[j℄ = Faux, retourner le resultat Faux.
Veriation de la ondition (2.1) : les omposantes biparties sont-elles
ompletes?
Ranger les ouples S[u℄;Degre
+
(u) (1  u  n) dans l'ordre lexiogra-
phique.
Verier de la me^me faon que preedemment qu'a l'interieur de haque
blo, tous les ouples ont me^me deuxieme omposante.
Si les deux tests ont reussi, retourner le resultat Vrai.
Un algorithme en temps onstant
Nous allons maintenant voir un algorithme en temps onstant. Cela est pos-
sible dans le modele rw pram en utilisant la puissane des eritures onur-
rentes arbitraires a la plae des tris pour aluler des partitions. Nous verierons
que les omposantes biparties sont ompletes gra^e au graphe omplementaire en
testant si auun ar ne manque a la omposante. L'utilisation du omplementaire
impose un travail en O(n
2
). L'algorithme 1.12 est base sur une representation de
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l'entree sous la forme d'une matrie d'adjaene M : M [u; v℄ = Vrai si et seule-
ment si l'ar uv est dans A. Il est don faile de aluler le omplementaire en
temps onstant ave n
2
proesseurs.
Pour realiser l'etape 1, les omposantes biparties seront alulees en deux
phases. Considerons un ensemble soure de omposante S
i
. Pour tout v 2 V tel
que ImPred(v) = S
i
, il faut isoler le me^me sommet u
i
. On ommene par sele-
tionner arbitrairement un U [v℄ 2 ImPred(v) pour haun des es v, e qui donne
plusieurs sommets marques dans S
i
; on ne garde que u
i
, elui de numero minimal.
T
i




est l'ensemble des ars entrant dans T
i
. La







1 2 3 4
5 6 7
Fig. 1.11 { Seletion d'une soure dans haque omposante bipartie. (a) Une
omposante bipartie dont les sommets sont numerotes. (b) Une eriture onur-
rente (arbitraire) a donne U [5℄ = 2 et U [6℄ = U [7℄ = 3. 2 et 3 sont don marques.
L'existene de l'ar 3; 5 prouve que 3 et 2 = U [5℄ sont dans le me^me ensemble
soure de omposante ImPred(5) = ImPred(6) = ImPred(7). Comme 2 < 3, la
marque de 3 est eaee et 2 reste la seule soure marquee de la omposante.
Theoreme 13 L'algorithme 1.12 determine si un graphe oriente sans iruit
transitivement reduit est N-free. Il fontionne dans le modele rw pram en
temps onstant ave n
2
proesseurs.
Preuve. Les bornes en temps et en nombre de proesseurs sont laires. La preuve
de l'exatitude de l'algorithme est moins evidente.
La veriation de la ondition (2.2) se fait en veriant que l'eriture onur-
rente arbitraire S[u℄ B[u; v℄ etait en fait une eriture onurrente de la me^me
valeur. Remarquons qu'une fois e test verie, deux sommets u et v sont dans le
me^me ensemble soure de omposante si et seulement si S[u℄ = S[v℄. On verie
ensuite que haque omposante bipartie B
i





('est-a-dire la ondition (2.1)) en s'assurant qu'auun ar uv ave
u 2 S
i
et v 2 T
i
ne manque dans le graphe oriente sans iruit.
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Algorithme 1.12 Reonnaissane des ordres N -free en rw
Donnees : Un graphe oriente sans iruit D = (V;A) transitivement reduit de
matrie d'adjaene M .
Resultat : Vrai si la fermeture transitive de D est un ordre N -free, Faux sinon.
Etape 1
Pour tout 1  u; v  n tels que M [u; v℄ = Vrai eetuer
U [v℄ u feriture onurrente arbitraireg
Pour tout 1  u  n eetuer Marque[u℄ Faux
Pour tout 1  v  n eetuer Marque[U [v℄℄ Vrai
Pour tout 1  u; v  n tels que M [u; v℄ = Vrai et u > U [v℄ eetuer
Marque[u℄ Faux feriture onurrente de la me^me valeurg
Pour tout 1  u; v  n tels que M [u; v℄ = Vrai eetuer
Si Marque[u℄ = Vrai Alors T [v℄ u
B[u; v℄ T [v℄
Etape 2
Resultat Vrai
Veriation de la ondition (2.2) : tous les ars sortant d'un sommet sont-
ils dans la me^me omposante bipartie?
Pour tout 1  u; v  n tels que M [u; v℄ = Vrai eetuer
S[u℄ B[u; v℄ feriture onurrente arbitraireg
Si S[u℄ 6= B[u; v℄ Alors
Resultat Faux fverier que 'est en fait la me^me valeur qui
vient d'e^tre erite onurreniellementg
Veriation de la ondition (2.1) : les omposantes biparties sont-elles
ompletes?
Pour tout 1  u; v  n tels que M [u; v℄ = Faux eetuer
Si S[u℄ et T [v℄ sont denis et S[u℄ = T [v℄ Alors Resultat Faux
Retourner Resultat.
Il reste a prouver que la realisation de l'etape 1 est dele a l'algorithme 1.10.
Nous supposons pour ela que l'entree est b, si e n'est pas le as, e qui est
alule n'a pas d'importane.
Considerons une omposante bipartie B
i




. Pour tout v 2 T
i
, U [v℄ est un sommet arbitraire dans S
i
= ImPred(v).
Les sommets de la forme U [v℄ sont marques, soit u
i
le sommet marque de S
i
de
numero minimal et v
i









eaera sa marque. Les ars sortant de u
i
etant internes
a la omposante bipartie, sa marque ne sera pas eaee. Le reste de l'etape 1 est
lairement dele a l'algorithme 1.10. 2
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Constrution d'un diagramme d'ars
En etudiant les proprietes des omposantes biparties, nous allons voir om-
ment on peut failement modier les algorithmes de reonnaissane pour qu'ils
onstruisent un diagramme d'ars induisant un ordre N -free donne.
Considerons la redution transitive D = (V;A) d'un ordre N -free P . D est
un graphe oriente sans iruit b et notons enore B
1














l'ensemble des soures de D et S
1













sont deux partitions de V . Nous introduisons de

























V ) deni omme suit (voir aussi la gure 1.12). Chaque sommet v 2 V est
assoie a un ar ev 2
e
V de A :
si v 2 T
i
et v 2 S
j

















Theoreme 14 ([83℄) Le graphe oriente sans iruit A est un diagramme d'ars
de P .
Cei vient du fait que D est le line-graph de A puisque ses ars uv sont eux
veriant u 2 S
i
et v 2 T
i









ou h; j 2 f0; 1; : : : ; k;1g.
Remarquons que A est le seul diagramme d'ars de P qui n'a qu'une seule
soure et un seul puits.





, il ne reste pas beauoup de travail a eetuer pour
obtenir un diagramme d'ars de l'ordre. Supposons que l'on initialise au debut
de l'algorithme le tableau S a 0 et le tableau T a1. Les soures (respetivement
les puits) sont les seuls sommets pour lesquels T (respetivement S) n'est pas
assigne. Par onsequent, a la n de l'algorithme, le tableau T (respetivement S)















est numerote 0 (et S
1
est numerote 1).
En ajoutant la ligne suivante a la n des algorithmes preedents, on obtient
le diagramme d'ars A de l'ordre N -free sans en hanger les omplexites :
Pour tout 1  u  n eetuer
e
V [u℄ T [v℄; S[v℄.
Theoreme 15 Les algorithmes 1.11 et 1.11 augmentes de la ligne i-dessus de-
terminent si un ordre est N-free etant donnee sa redution transitive et onstruisent
si 'est le as un diagramme d'ars assoie. Ils fontionnent respetivement en
temps O(logn) ave n+m proesseurs d'une erew pram et en temps onstant
ave n
2
proesseurs d'une rw pram.
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(a) (b)
Fig. 1.12 { (a) L'ordre N-free de la gure 1.8 represente par son diagramme de
Hasse ou les omposantes biparties sont entourees. (b) Son unique diagramme
d'ars ne possedant qu'une seule soure et un seul puits. Ses sommets sont les
omposantes biparties de l'ordre N-free (plus une soure et un puits). Chaque ar
est assoie a un sommet de l'ordre N-free.
La preuve deoule du theoreme 14.
Remarque. Un diagramme d'ars A est une representation sublineaire de la
representation de l'ordre N -free P puisque sa taille est O(n). Cette representa-
tion permet de repondre en tant onstant a une reque^te du type (( u est-il un
predeesseur immediat de v? )) en testant si la destination eu est l'origine de ev.
La fermeture transitive de P peut-e^tre deduite de la fermeture transitive de
A puisque l'on peut repondre a la reque^te (( u est-il un predeesseur de v ? )) en
testant s'il existe dans A un hemin oriente de la destination de eu a l'origine de ev.
Cei est interessant puisqu'en general A est beauoup plus petit que la redution
transitive de P .
En e qui onerne l'algorithme rw, l'utilisation du graphe omplementaire
ne sert qu'a verier si les omposantes biparties sont bien ompletes. Si l'on se
passe du test, l'algorithme peut aluler un diagramme d'ars en temps onstant
ave n +m proesseurs si l'entree est supposee e^tre la redution transitive d'un
ordre N -free. Si l'on fournissait une entree non N -free a et algorithme, il le
deteterait qu'elle n'est pas N -free (en veriant la ondition (2.2)) ou fournirait
une extension N -free minimale (en ompletant les omposantes biparties non
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ompletes).
Algorithmes pour des mahines distribuees
L'algorithme 1.11 est ompose de tris et de aluls prexes. Ces proedures
ayant ete intensivement etudies pour les dierentes arhitetures de mahines dis-
tribuees, on peut aisement en deduire des algorithmes distribues pour reonna^tre
les ordres N -free et onstruire leurs diagrammes d'ars. Voii quelques exemples.
Considerons une arhiteture d'hyperube. Le tri de [16℄ tourne en temps
O(n logn(log logn)
2
)=p ave p proesseurs et le alul de sommes prexees de
[64℄ tourne optimalement en temps O(logn). L'algorithme 1.11 peut e^tre im-








p, les sommes prexees sont implantables optimalement
(pour la grille, ela veut dire en temps O(
p
p)), ainsi que le tri irulaire de [56℄




p pour s'exeuter optimalement en temps O(
p
p).
Nous avons vu omment eetuer la reonnaissane des ordres N -free en uti-
lisant essentiellement des routines paralleles elementaires, e qui rend es algo-
rithmes portables sur dierentes arhitetures. Nous allons maintenant aborder
un probleme de reonnaissane plus omplexe, elui des graphes de omparabi-
lite.
1.4 Reonnaissane des graphes de omparabi-
lite et deomposition modulaire
Dans [37℄, Golumbi developpe une theorie algorithmique des graphes de
omparabilite. Son algorithme d'orientation transitive a ete ameliore separement
par Cournier et Habib [15℄ et par Monnel et Spinrad [57℄. Les relations
entre les graphes de omparabilite et la deomposition modulaire ont ete deou-
vertes par Gallai [34℄.
Nous allons reprendre ii la demarhe de Golumbi dans le adre de l'al-
gorithmique parallele. Si l'algorithme de reonnaissane se parallelise assez na-
turellement, e n'est pas le as pour elui d'orientation transitive. Il faut pour
ela onsiderer d'autres proprietes struturelles des graphes de omparabilite.
Il se trouve que es strutures sont les multiplexes maximaux introduits par
Golumbi dans un tout autre but : ompter le nombre d'orientations transitives.
En approhant ette struture sous l'angle du parallelisme nous deouvrirons les
relations interessantes qu'elle entretient ave la deomposition modulaire.
Avant de proposer une parallelisation de l'algorithme de reonnaissane de
Golumbi, il nous faudra rappeler les rudiments de la theorie de Gallai. Nous
etendrons ensuite les resultats de Golumbi sur les multiplexes maximaux pour
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en deduire un algorithme d'orientation transitive. Nous ferons enn le lien ave
la deomposition modulaire, en deduisant au passage un algorithme parallele de
deomposition modulaire. Ces trois algorithmes sont limites par le alul des
lasses de forage qui demande un temps O(logn) ave Æm proesseurs d'une
rw pram ou Æ est le degre maximal du graphe d'entree.
La theorie de Gallai
Un graphe G = (V;E) est un graphe de omparabilite s'il existe un ordre P =
(V;F) dont il est le graphe de omparabilite. F est alors appele une orientation
transitive des are^tes du graphe. Remarquons que F
 1
est aussi une orientation
transitive. C'est une orientation des are^tes dans le sens ou F \ F
 1
= ; et E =
F[F
 1
. Une orientation F des are^tes est transitive si elle verie de plus : xy; yz 2
F =) xz 2 F.
On dira qu'une are^te touhe un sommet s'il en est l'une des extremites. Si
A  E est un ensemble d'ars, V
A
designera l'ensemble des sommets touhes par
un ar de A.
La theorie des graphes de omparabilite tourne autour de e que Golumbi





sont presentes dans le graphe. C'est la presene de ertains triangles speiaux qui
rendent l'orientation transitive diÆile. En revanhe, si l'une des are^tes manque,
les deux autres ne peuvent pas e^tre orientees n'importe omment, ela impose




b 2 E et ba 62 E. Il
n'est pas possible d'orienter
b
ab par ab et
b
b par b ar il manquerait alors l'ar de
transitivite a. On dit alors que ab fore diretement b (de maniere symetrique










Fig. 1.13 { Exemples de forages. Le hoix arbitraire de ab omme orientation de
b
ab fore les autres orientations indiquees. Dans (ii), on a ab  a  d  e 
fe  ea  ba. Cei mene a une ontradition puisqu'on ne peut pas orienter
b
ab
ave ab et ba a la fois. Ce graphe n'est don pas un graphe de omparabilite.
Cette relation est symetrique et reexive. Les lasses d'equivalene de sa fer-
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meture transitive

 sont appelees lasses d'impliation et forment une partition
de l'ensemble des ars. On dit que ab fore d quand ab

d. De maniere syme-
trique, on a alors ba






I est appele lasse de ouleur. Les lasses de ouleur forment une
partition de l'ensemble des are^tes (voir la gure 1.14).
(iii)(ii)(i)
Fig. 1.14 { (i) Un graphe non oriente G = (V;E). (ii) Le graphe (E;). Les lignes
en pointilles representent les relations de forage diret (une are^te orrespond a
deux ars). Les lasses d'impliation de G sont les omposantes onnexes de e
graphe. (iii) Les lasses de ouleur de G.
Remarquons que dans un graphe de omparabilite, un ar ab et son inverse
ba ne sont jamais dans la me^me lasse d'impliation (voir la gure 1.13). De
maniere equivalente, haque lasse d'impliation I est disjointe de son inverse
I
 1
. L'inverse est vrai aussi omme le speie le theoreme suivant.





















Le graphe de la gure 1.14 par exemple est don un graphe de omparabilite.
Ce theoreme onduit a un algorithme simple pour tester si un graphe est
de omparabilite : aluler les lasses d'impliation et verier qu'auun ar n'est
dans la me^me lasse que son inverse. Mais l'algorithme de Golumbi n'est pas
une simple formulation algorithmique du theoreme de Gallai. La partie diÆile
de l'algorithme reside dans le alul d'une orientation transitive.
Nous pouvons d'ores et deja donner la parallelisation de ette partie faile
de l'algorithme de Golumbi et nous aborderons ensuite les problemes qui
surgissent lors de l'orientation transitive. Cet algorithme parallele utilise une
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rw pram ar il utilise l'algorithme des omposantes onnexes. Voir l'algo-
rithme 1.13.
Algorithme 1.13 Reonnaissane des graphes de omparabilite
Donnees : Les ars d'un graphe symetrique G = (V;E) donnes sous forme de
tableau des ars et sous forme de listes d'adjaene triees
5
.
Resultat : Vrai si G est un graphe de omparabilite, Faux sinon.
Etape 1 Calul de la relation de forage diret .
Pour tout ar ab et  voisin de a eetuer




b 62 E, stoker en memoire ab  a et ba  a.
Etape 2 Calul des lasses d'impliation.
Ce sont les omposantes onnexes du graphe (E;).
Etape 3 Verier si G est un graphe de omparabilite.
Pour tout ar e = ab eetuer
Lire (en temps O(log Æ)) le numero de la lasse d'impliation de l'ar
inverse ba.
Donner a ab le numero de lasse d'impliation de ab et de ba le plus
grand omme numero de lasse de ouleur.
Si e = ab et e
 1














Theoreme 17 L'algorithme 1.13 determine si un graphe est de omparabilite. Il
alule dans tous les as les lasses d'impliation et de ouleur de G. Il s'exeute
dans le modele rw pram en temps O(logn) ave Æm proesseurs.
La omplexite de l'algorithme deoule de elles des proedures de base qu'il
utilise et son exatitude vient du theoreme 16.
La theorie de Golumbi
L'orientation transitive est plus diÆile que la reonnaissane ar les lasses
de ouleur ne peuvent pas e^tre orientees independamment les unes des autres.
Dans un graphe omplet par exemple, haque lasse de ouleur est reduite a une
seule are^te. En orientant les are^tes arbitrairement, on risque de reer un iruit.
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(Remarquons ependant qu'un graphe omplet est le graphe de omparabilite de
n'importe quel ordre total sur ses sommets.)
Les lasses de ouleur interagissent dans e qui s'appelle les multiplexes maxi-
maux. Golumbi les a introduites pour ompter le nombre d'orientations tran-
sitives.
Denition 18 (Golumbi [37℄) Soit G un graphe non oriente. Un sous-graphe
omplet (V
S
; S) sur r + 1 sommets est appele simplexe de rang r si les are^tes de
S apparaissent dans des lasses de ouleur distintes de G. Le multiplexe genere
par un simplexe de rang r est le sous graphe (V
M
;M) ou M = [C est l'union des
lasses de ouleur C telles que C \ S 6= ;.
Vis a vis de l'orientation transitive, un multiplexe se omporte omme un
simplexe le generant qui s'oriente en hoisissant un ordre total sur ses sommets.
Un simplexe de rang 2 est appele triangle triolore.
Golumbi a prouve les proprietes suivantes :
1. Les simplexes generant le me^me multiplexe sont isomorphes et ont don
me^me rang k. Le multiplexe qu'ils generent est dit avoir rang k aussi.
2. Un multiplexe est maximal (pour l'inlusion) si et seulement s'il est genere
par un simplexe maximal.
3. Deux multiplexes maximaux sont, soit disjoints, soit egaux.
4. Si I est une lasse d'impliation telle que I = I
 1
, alors I est elle me^me un
multiplexe maximal de rang 1.
Theoreme 19 (Golumbi [37℄) Soit G = (V;E) un graphe non oriente ave
E =M
1




est un multiplexe maximal.








; : : : ;F
k
sont des orientations transitives de M
1





+   + F
k
est une orientation transitive de G.
3. Si G est un graphe de omparabilite et r
i
designe le rang de M
i
, alors le






Golumbi onlut nalement que les multiplexes maximaux forment une
partition de l'ensemble des are^tes et sont independants vis a vis de l'orientation
transitive. Un graphe de omparabilite se omporte don omme une olletion
de graphes omplets disjoints.
Le lemme suivant joue un ro^le entral dans le theorie de Golumbi. Comme
nous l'utiliserons dans un ontexte non oriente, en voii une version sur les are^tes.
La gure 1.15 en illustre la preuve.
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Lemme 20 (Lemme du triangle [37℄) Soient A et B deux lasses de ouleur
distintes d'un graphe non oriente G = (V;E) et trois sommets a; b;  tels que
ba 2 B et
b
b 2 A. Alors les proprietes suivantes sont veriees.
1. L'are^te
b
ab est presente dans le graphe, soit C sa lasse de ouleur.













































Fig. 1.15 { Le lemme du triangle. L'existene et la ouleur des are^tes marquees





























d 62 E, on deduit

ad 2 B. Le raisonnement est analogue pour les autres are^tes
marquees.
Extension de la theorie de Golumbi
En sequentiel, une modiation tres simple de l'algorithme de reonnaissane
permet de aluler une orientation transitive ave la me^me omplexite. Les lasses
d'impliation sont alulees les unes apres les autres. En retirant les are^tes de
la derniere lasse alulee et en reprenant l'algorithme sur le graphe restant,
Golumbi obtient une (( G-deomposition )) ou les lasses sont des unions de
lasses de ouleur du graphe originel et peuvent e^tre orientees independamment
les unes des autres pour obtenir une orientation transitive du graphe entier.
Malheureusement, ette approhe gloutonne est intrinsequement sequentielle.
Pour resoudre e probleme en parallele, il faut trouver une nouvelle approhe al-
gorithmique. Nous allons utiliser pour le faire une nouvelle vision des multiplexes
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maximaux, et nous verrons me^me plus loin omment ils sont intimement lies a la
deomposition modulaire.
La question ruiale est (( Comment les lasses de ouleur interagissent-elles? )).
Soient A et B deux lasses de ouleur distintes du graphe non oriente G = (V;E).
Nous dirons que A touhe B quand A \ B 6= ;. En appliquant le lemme du
triangle 20.4 deux fois dans haun des trois as C = B, C = A et A;B;C dis-







b 2 A et ba 2 B, l'are^te
b
ab (qui doit alors exister dans G) est dans
C. On dira don que A touhe B par C.
Si A touhe B par C, alors C touhe A par B et B par A. Si C = A, alors on




et on dira que C ouvre A. Si A;B et C sont tous trois




sont inomparables par inlusion











Fig. 1.16 { (i) Le graphe de la gure 1.14. Ses lasses de ouleur sont A;B;C;D.
(ii) Les lasses de ouleur B et C ouvrent toutes les deux A. Les lasses de
ouleur B;C;D se roisent les unes les autres.
Theoreme 21 Les unions maximales de lasses de ouleur se roisant l'une
l'autre sont les multiplexes maximaux.
Preuve. Un multiplexe est lairement une union de lasses de ouleur se roisant
l'une l'autre. D'un autre o^te, les proprietes des lasses de ouleur mises en evi-
dene par le lemme du triangle 20 impliquent qu'une union de lasses se roisant
est inluse dans un multiplexe maximal (il est faile de mettre en evidene un
simplexe l'engendrant). Le theoreme est une onsequene de es deux remarques.
2
Cette nouvelle denition des multiplexes maximaux fournit un moyen simple
de les aluler et de determiner le nombre d'orientations transitives.
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Remarquons qu'un multiplexe qui ontient plus d'une lasse de ouleur en
ontient au moins trois. Ce theoreme preise enore la forme de tels multiplexes.
Theoreme 22 Soit M un multiplexe maximal ontenant au moins trois lasses
de ouleur. Les assertions suivantes sont alors veriees.
1. Chaque lasse de ouleur A M induit un sous-graphe biparti omplet dans
le sens suivant. Soit B une lasse roisant A par une lasse C. Alors A est

















sont qualies de supersommets de M relies par
la superare^te A. A possede don deux orientations transitives : l'ensemble









2. Le graphe dont les sommets sont les supersommets de M et dont les are^tes
sont ses superare^tes est un graphe omplet (voir la gure 1.17). Tous les
simplexes generant M peuvent e^tre obtenus en prenant un sommet dans
haque supersommet de M.
(i) (ii)
Fig. 1.17 { (i) La struture de graphe omplet d'un multiplexe maximal. Les
disques gris representent les supersommets. (ii) Un simplexe generant (i). Il est
isomorphe au graphe omplet sur les supersommets.









sont disjoints. Soit a; b;  un triangle triolore ave
b









l'ensemble des are^tes de B et C respetivement











(voir la gure 1.15). Cela prouve
que (V
A





























existent et sont dans







Cela prouve que le graphe biparti induit par A est omplet.
(2) Il faut montrer qu'il existe dansM une lasse de ouleur reliant n'importe
quelle paire de supersommets distints X; Y deM donnee. Par denition, il existe
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une suite de lasses de ouleur de M, B
1
; : : : ;B
j













= X et X
j+1
= Y ).












; : : : ;B
j
est alors plus ourte, e qui ontredit la minimalite de j, on
a don j = 1. Et nalement, B
1
relie X et Y . 2
Les simplexes generant M sont simplement des sous-graphes isomorphes au
graphe omplet sur les supersommets de M. Cette remarque peut e^tre etendue
au multiplexe ne possedant qu'une seule lasse de ouleur et est au entre de la
deomposition modulaire que nous aborderons plus loin.
Conentrons nous maintenant sur la relation ouvrir. Nous savons deja d'apres





). Le theoreme suivant etend ette relation aux multiplexes maximaux.
Theoreme 23 1. Si une lasse de ouleur A ouvre une lasse de ouleur B
d'un multiplexe maximal M, alors elle ouvre toutes les lasses de M (et
n'est don pas dans M). Nous dirons alors que le multiplexe N ontenant
A ouvre M.




6= ;, alors l'un ouvre
l'autre.






4. La relation ouvrir sur les multiplexes maximaux est un ordre fore^t, et me^me
un ordre d'arbre quand le graphe est onnexe.
Preuve. (1) Si une lasse de ouleur C roise B, alors elle touhe A. Comme
A ouvre B, C ne peut pas ouvrir A. Si C roise A alors on deduit failement
du lemme du triangle 20 que C ouvre B. C'est une ontradition, et le seul as
possible est A ouvre C. En repetant e raisonnement, on trouve que A ouvre





6= ;, alors il existe deux lasses de ouleur, une dans M et une
dans N se touhant. Comme M 6= N, l'une doit ouvrir l'autre et (1) permet de
onlure.
(3) se deduit de (1) et (2).
(4) Soit M un multiplexe maximal d'un graphe G = (V;E). Considerons l'en-









6= ;, tous es multiplexes maximaux se touhent les uns les autres. (2)
implique don que S est totalement ordonne par la relation ouvrir. Cela prouve
que la relation ouvrir est un ordre fore^t dans le as d'un graphe G quelonque.
Dans le as ou G est onnexe, onsiderons un multiplexe maximal pour la




ab 2 E. M touhe le multiplexe ontenant
b
ab et
don le ouvre puisqu'il est maximal, d'ou b 2 V
M
. Comme G est onnexe, on a
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V  V
M
et M est l'unique maximum de la relation ouvrir qui est don un ordre
d'arbre de raine M. 2
Nous en savons maintenant assez pour en deduire des algorithmes paralleles
eÆaes une fois le alul des lasses d'impliation eetue.
Algorithme d'orientation transitive
De maniere surprenante, il est possible de aluler une orientation transitive
orrespondant a l'orientation de simplexes maximaux speiques sans aluler
ni es simplexes, ni les multiplexes maximaux. Les simplexes hoisis sont eux
obtenus en prenant dans haque supersommet le sommet de numero minimal.
Chaque simplexe est oriente selon l'ordre total induit par les numeros de ses
sommets. Il suÆt pour ela de aluler l'union des are^tes de es simplexes (ela

















Fig. 1.18 { (i) Le graphe de omparabilite de la gure 1.14 ave des sommets nu-
merotes. (ii) L'union des simplexes maximaux impliitement hoisis. (iii) L'union
des simplexes orientes. (iv) L'orientation orrespondante du graphe.
Theoreme 24 L'algorithme 1.14 alule une orientation d'un graphe de ompa-
rabilite dont les lasses d'impliation et de ouleur sont donnees. Il s'exeute dans
le modele erew pram en temps O(logm) ave m proesseurs.
L'exatitude de l'algorithme deoule des theoremes 22 et 19.2.
Calul des multiplexes maximaux
Nous pourrions aluler les multiplexes maximaux de la me^me faon que
les lasses d'impliation en utilisant le theoreme 21, mais on peut obtenir une
meilleure omplexite en travaillant sur les simplexes gra^e a la propriete suivante.
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Algorithme 1.14 Orientation d'un graphe de omparabilite
Donnees : Un graphe de omparabilite, ses lasses de ouleur et d'impliation,
donnes par la liste de ses ars et leurs numeros de lasses.
Resultat : Une orientation transitive du graphe.
Etape 1 Seletion d'un ar dans haque lasse.
Trier les ars par lasse de ouleur.
Trier les ars lexiographiquement a l'interieur de haque sous-blo d'ars
de me^me ouleur.
Pour tout ar ab de lasse de ouleur numero  et de lasse d'impliation
numero i eetuer
Si ab est le premier ar de ouleur  dans la liste triee, alors poser
I[℄ i.
Etape 2 Orientation du graphe entier.
Pour tout ar ab de lasse de ouleur numero  et de lasse d'impliation
numero i eetuer
Si I[℄ = i Alors
Marquer ab. fCette leture onurrente peut e^tre eetuee par logm
letures exlusives.g
fLes ars marques forment une orientation transitive.g
Lemme 25 Soit G = (V;E) un graphe non oriente. Soit (V; S) une union de
simplexes maximaux de G tels qu'ils engendrent des multiplexes tous dierents.
Alors les simplexes maximaux sont les omposantes bi-onnexes de (V; S).
Un sous-graphe est bi-onnexe s'il est onnexe et enore onnexe apres lui
avoir retire un sommet quelonque. De maniere equivalente, un sous-graphe est
bi-onnexe si pour toute paire d'are^tes distintes, il existe un yle simple (qui
ne passe qu'une fois par sommet) les ontenant toutes les deux.
Remarquons que l'algorithme 1.14 alule un tel graphe (V; S) ou tous les
multiplexes maximaux sont representes.
Preuve. Chaque simplexe est bi-onnexe puisque 'est un graphe omplet. Sup-
posons par ontradition qu'il existe une omposante bi-onnexe ontenant plu-
sieurs simplexes maximaux. Deux simplexes maximaux ne peuvent pas avoir deux
sommets en ommun ar l'are^te orrespondante appartiendrait a deux multiplexes
maximaux dierents. Il doit don exister un yle simple ave des are^tes dans des
simplexes dierents. Comme les simplexes sont des graphes omplets, il existe un
yle simple a
1
; : : : ; a
j
dont les are^tes sont toutes dans des simplexes dierents
et don dans des multiplexes maximaux dierents. Considerons maintenant e








sont dans des multiplexes
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et le yle a
2
; : : : ; a
j
a enore toutes ses are^tes dans des multiplexes maximaux
















multiplexes maximaux dierents. 2
L'algorithme est simple : aluler un tel (V; S) omme dans l'algorithme 1.14 et
trouver ses omposantes bi-onnexes. Les details sont donnes par l'algorithme 1.15.
Algorithme 1.15 Calul des multiplexes et du nombre d'orientations tran-
sitives
Donnees : Un graphe non oriente quelonque et ses lasses de ouleur donnes
par la liste de ses ars et leur numero de lasses.
Resultat : Le numero du multiplexe maximal ontenant haque lasse de ou-
leur.
Etape 1 Calul d'une union de simplexes maximaux.
Trier les ars par lasse de ouleur.
Trier les ars lexiographiquement a l'interieur de haque sous-blo d'ars
de me^me ouleur.
Pour tout ar ab de lasse de ouleur numero  eetuer




Caluler les omposantes bi-onnexes du graphe (V;E).
Pour tout are^te
b
ab 2 E de lasse de ouleur numero  eetuer
Identier le numero de multiplexe maximal de la lasse de ouleur  a
elui de la omposante bi-onnexe de
b
ab.
Etape 2 Calul du nombre d'orientations transitives.
Si le graphe n'est pas de omparabilite Alors
il a 0 orientation transitive
Sinon
Trier les are^tes de la liste E selon leur numero de multiplexe maximal.
Caluler ave une somme prexee le nombre N(m) d'are^tes dans le
simplexe maximal generant haque multiplexe de numero m.
Le nombre de sommets du simplexe generant le multiplexe de nu-





. fOn a N(m) =
V (m) (V (m)  1) =2 puisqu'un simplexe est un graphe omplet.g




V (m)! d'apres le theoreme 19.3.
Les omposantes bi-onnexes d'un graphe de p sommets et q are^tes peuvent
e^tre alulees [80℄ dans le modele rw pram en temps O(log p) ave p + q
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proesseurs. On en deduit le resultat suivant.
Theoreme 26 L'algorithme 1.15 alule les multiplexes maximaux et le nombre
d'orientations transitives de n'importe quel graphe dont les lasses de ouleur sont
donnees. Il s'exeute en temps O(logn) ave n + m proesseurs dans le modele
rw pram.
L'exatitude de l'algorithme deoule du lemme 25.
Nous allons maintenant faire le lien entre les multiplexes et la deomposition
modulaire e qui nous permettra de produire un algorithme de deomposition mo-
dulaire gra^e a l'algorithme de alul des multiplexes maximaux. Cet algorithme
n'etant pas optimal (il est possible de aluler les multiplexes maximaux a partir
de la deomposition modulaire, e qui est un probleme lineaire en sequentiel), l'al-
gorithme de deomposition modulaire propose n'est pas non plus optimal, mais
le resultat est important d'un point de vue theorique puisqu'il montre omment
aluler la deomposition modulaire a partir des multiplexes maximaux.
Deomposition modulaire












) des graphes non orientes



















; : : : ; a
k
sont des sommets distints de G, est le graphe obtenu en remplaant




























fab a 2 V
i










fab a 2 V
i






2 Eg sont dites are^tes internes de
la omposition. La omposition est propre s'il existe i tel que 1 < jV
i







) est deomposable si et seulement s'il peut e^tre ob-
tenu par omposition propre. Dans le as ontraire, G est dit premier. Un sous-
ensemble M de V
0
est un module (ou enore est dit homogene) si et seulement si
pour tout a 2 V
0
 M , a est relie soit a tous les sommets de M soit a auun. Un
module est propre quand 1 < jM j < jV
0







) est deomposable si et seulement s'il ontient un






est le sous-graphe de G induit par
M et H est obtenu a partir de G en remplaant M par un unique sommet.
Theoreme 27 (Gallai [34℄) Pour tout graphe G = (V;E), un des trois as sui-
vants est verie :












, ou H est un graphe independant (sans are^tes). G est
obtenu par omposition parallele.
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), Les are^tes marquees ave une  sont internes.












, ou H est un graphe omplet. G est obtenu par om-
position serie.












, ou H est un graphe premier (unique). G est obtenu
par omposition de type premier.
Ces trois as mutuellement exlusifs permettent de representer un graphe
quelonque sous forme d'un arbre T . La raine de T est V , ses feuilles sont les
sommets de G et les ls d'un nud interne sont les ensembles de sommets des
graphes G
i
de la omposition (parallele, serie ou de type premier) du graphe
assoie au nud. L'arbre est unique si H est pris le plus grand possible dans
les as 1 et 2, il est alors appele arbre anonique de deomposition. Un nud
interne de l'arbre est etiquete par S (respetivement P ) si 'est un nud serie
(respetivement parallele), et par le graphe H si 'est un nud premier. Voir la
gure 1.20.
Un arbre de deomposition donne une representation de tous les modules dans
le sens suivant : tout module du graphe orrespond soit a un nud de l'arbre, soit
a l'union des sommets d'une partie des ls d'un nud degenere, 'est-a-dire serie
ou parallele. Les nuds de l'arbre anonique orrespondent aux modules forts,
'est-a-dire les modules n'intersetant stritement auun autre module (ou enore
eux qui sont toujours omparables par inlusion ave les autres modules).
Multiplexes maximaux et deomposition modulaire
Nous pouvons maintenant expliquer le lien entre les multiplexes maximaux
et la deomposition modulaire dans le theoreme suivant. Le point 1 est le seul
apparaissant dans [37℄.
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Fig. 1.20 { (i) Le graphe de la gure 1.19. (ii) Son arbre de deomposition ano-
nique.
Theoreme 28 Soit G = (V;E) un graphe non oriente.
1. (Golumbi [37℄) Pour toute lasse de ouleur A, V
A
est un module.
2. Si M un module ontenant une are^te
b
ab (a; b 2M) de lasse de ouleur A,
alors on a V
A
M .
3. Pour tout multiplexe maximal M, V
M
est un module fort.
4. Si M un module fort ontenant une are^te
b
ab (a; b 2 M) de multiplexe
maximal M, alors on a V
M
M .
Preuve. (1) se deduit diretement du lemme du triangle 20.2.
(2) Soit  tel que ab  a. Comme M est un module ontenant a et b, il
doit aussi ontenir  qui est relie a a mais pas a b. En repetant suÆsamment e
proede, on nit par onlure V
A
 M .
(3) Supposons qu'il existe  2 V   V
M




ab 2M. Comme  2 V   V
M
, la lasse de ouleur B ontenant ba n'est pas dans
M.
b







, B ouvre A et
b
b 2 B. En iterant e proede, on nit
par prouver que toutes les are^tes
b




Prouvons maintenant que V
M
est un module fort. Supposons qu'il existe un




;M) est onnexe, il existe
a 2 V
M




ab 2 M. Comme N est un module, ba existe
pour tout  2 N . Soit d 2 N V
M
et B la lasse de ouleur ontenant

ad. On vient










(4) Soit A la lasse de ouleur ontenant
b
ab. on sait d'apres (2) que V
A
M .
Soit B une lasse de ouleur roisantA. V
B
est un module intersetant stritement
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V
A
. Comme M est un module fort, il doit ontenir V
B
. En iterant e proede, on
nit par onlure V
M
M . 2
Nous voyons maintenant que le theoreme 22 est simplement un theoreme de
deomposition pour les nuds series. Nous pouvons generaliser ela omme suit
(voir aussi la gure 1.21).
Theoreme 29 L'arbre de deomposition anonique d'un graphe non oriente G =
(V;E) verie les proprietes suivantes.
1. Tout nud interne non parallele orrespond a un module fort de la forme
V
M
ou M est un multiplexe maximal. De plus, M est l'ensemble des are^tes
internes de la omposition.
2. Un nud orrespondant a un module M est un ane^tre d'un nud orres-



















2 3 4 5
V DB C
Fig. 1.21 { (i) Le graphe de la gure 1.14. Ses multiplexes maximaux sont A et
B [ C [D. (ii) Son arbre de deomposition anonique.












. Il est lair que
les lasses de ouleur des sous-graphes G
1
; : : : ; G
k
sont les me^mes que dans G. Il
suÆt don de faire la preuve pour la raine de l'arbre.
Remarquons que dans une omposition non parallele, l'ensemble F des are^tes
internes de la omposition induisent un sous-graphe onnexe, e qui implique
V
F
= V . Considerons tout d'abord le as ou la raine est un nud serie. On
deduit du theoreme 22 et de la (( maximalite )) des nuds series que F est un
multiplexe maximal.













position ouH = (W;F
0
) est premier. Soit ab un ar interne. Si ab fore diretement
un ar a, alors b est relie a a mais pas a  et a doit don e^tre interne aussi. Cei
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prouve que toutes les are^tes de me^me ouleur que
b
ab sont internes. Supposons par
l'absurde que F ontient plusieurs lasses de ouleur. Comme F induit un sous-
graphe onnexe, il doit ontenir deux lasses de ouleur A;B se touhant. On peut
supposer sans perte de generalite que A roise B ou A ouvre B. Dans les deux
as, le theoreme 28.1 implique que V
A
est un module propre de G. On peut alors











un module de H. De plusM ontient au moins deux sommets puisque A ontient
des are^tes internes. M est don un module propre, e qui ontredit la primalite
de H.
(2) est evident. 2
Ce resultat onduit naturellement a onevoir un algorithme de deomposition
modulaire.
Algorithme parallele de deomposition modulaire
L'algorithme suivant de deomposition modulaire est uniquement base sur
le alul des multiplexes maximaux. Comme les ompositions paralleles ne pos-
sedent pas d'are^tes internes, ils ne sont assoies a auun multiplexe maximal. On
ommene don par aluler le reste de l'arbre et on insere ensuite les nuds
premiers que l'on alule gra^e a un algorithme de omposantes onnexes. Re-
marquons qu'un graphe de n sommets a au plus n   1 multiplexes maximaux
puisque son arbre de deomposition anonique a n feuilles et don au plus n  1
nuds internes. Voir l'algorithme 1.16.
Theoreme 30 L'algorithme 1.16 alule l'arbre de deomposition anonique d'un
graphe non oriente dont les multiplexes maximaux sont donnes. Il s'exeute dans
le modele rw pram en temps O(logn) ave n +m proesseurs.
L'exatitude de l'algorithme deoule des theoremes 27 et 29. Sa omplexite
deoule de elle du tri et du alul des omposantes onnexes. Remarquons que le
graphe assoie a un multiplexe M a moins de sommets que V
M
et moins d'are^tes
que M. L'ensemble de es graphes a don bien une taille en O(n+m).
Resume
L'algorithme 1.13 alule les lasses de ouleur et d'impliation d'un graphe
non oriente quelonque et determine s'il est de omparabilite. L'algorithme 1.14
alule une orientation transitive d'un graphe dont les lasses d'impliation sont
donnees. L'algorithme 1.15 alule les multiplexes maximaux d'un graphe dont les
lasses de ouleur sont donnees. L'algorithme 1.16 alule l'arbre de deomposi-
tion anonique d'un graphe dont le omplementaire et les multiplexes maximaux
des deux graphes sont donnes.
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Algorithme 1.16 Deomposition modulaire
Donnees : Un graphe non oriente G et ses multiplexes maximaux.
Resultat : L'arbre anonique de deomposition de G.
Etape 1 Calul des nuds non paralleles de l'arbre.
Pour tout ar ab de multiplexe maximal de numero m, trier lexiographi-
quement les triplets (a;m; b).
Trouver gra^e a un alul prexe la liste L des ouples (a;m) apparaissant
au debut d'un triplet.
Trier L anti-lexiographiquement pour obtenir V
M
pour haque multiplexe
maximal de numero m.
Etape 2 Calul du pere de haque nud.
Pour haque multiplexe maximalM de G, trouver jV
M
j a l'aide de aluls
prexes. Lire dans la liste L triee lexiographiquement les listes triees
N(a) de tous les nuds ontenant haque sommet a. Pour tout nud M
eetuer
Prendre un ar ab dans le multiplexe de G ou de G orrespondant.
fComme
b
ab est une are^te interne de la omposition orrespondante,
un desendant de M ne peut pas ontenir a la fois a et b. La liste des
ane^tres A(M) est don donnee par N(a) \N(b)  fMg.g
Caluler A(M) en fusionnant N(a) et N(b).
Caluler ave un alul prexe le pere deM qui est l'element de A(M)
de ardinal minimal.
Pour toute feuille a, le pere de a est l'element de N(a) de ardinal minimal.
Etape 3 Calul des nuds paralleles.
Marquer dans haque V
M
un sommet de haun de ses ls, de maniere a











) etiquetant le nudM, ou V

M
est l'ensemble des sommets marques de V
M
.
Caluler les omposantes onnexes de haun des H
M
et introduire un
nud parallele haque fois qu'il y en a plusieurs. Les aniens ls de M
sont rattahes a la omposante ontenant leur sommet marque.
Les nuds series sont eux orrespondant a une omposante onnexe qui
est un graphe omplet, e qui peut se deteter en en omptant le nombre
d'ars.
En ombinant es resultats, on obtient un algorithme d'orientation transitive
et un algorithme de deomposition modulaire. Ils s'exeutent tous les deux en
temps O(logn) dans le modele rw pram ave Æm proesseurs.
Leur omplexite rend es deux algorithmes peu eÆaes par rapport aux algo-
rithmes sequentiels qui sont lineaires [58, 57, 15℄ ; ils peuvent toutefois e^tre utiles
pour traiter des graphes qui ne tiennent pas dans la memoire d'un ordinateur se-
quentiel. Rappelons que l'algorithme de Dalhaus [18℄ eetue la deomposition
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modulaire en parallele ave un nombre de proesseurs lineaire. Cela laisse sup-
poser qu'il doit exister un algorithme ave une omplexite similaire pour l'orien-
tation transitive en parallele. Cependant, les algorithmes intermediaires ont des
onsequenes theoriques interessantes.
Remarquons que les lasses de ouleur se deduisent failement de l'arbre de
deomposition anonique, en eet toute are^te
b
ab est une are^te interne de la om-
position orrespondant au plus petit ane^tre ommun de a et b (les lasses de
ouleur qui ne sont pas des multiplexes maximaux se deduisent failement de la
struture des nuds series). Les algorithmes 1.16 et 1.15 permettent don d'af-
rmer qu'il est aussi diÆile de trouver les lasses de ouleur que de aluler la
deomposition modulaire.
De plus, etant donnee la deomposition modulaire d'un graphe (ou de maniere
equivalente ses lasses de ouleur), une orientation transitive F en donne les
lasses d'impliation qui sont de la forme A \ F pour toute lasse de ouleur A.
L'algorithme 1.14 permet don d'aÆrmer qu'il est alors aussi diÆile de aluler
les lasses d'impliation qu'une orientation transitive.
1.5 La barriere de la fermeture transitive
Cette setion est onsaree a quelques problemes ouverts, le plus important
d'entre eux en e qui onerne l'algorithmique parallele des graphes est sans doute
elui de la barriere de la fermeture transitive. Derriere les solutions paralleles
partiulieres que nous avons vu dans e hapitre se ahe un probleme profond
de l'algorithmique parallele des graphes. De nombreux algorithmes paralleles de
graphes orientes font une hypothese sur la forme de l'entree vis a vis de la fer-
meture transitive. L'entree est par exemple supposee reduite transitivement dans
le as des ordres N -free. L'algorithme de reonnaissane des ordres d'intervalles
presente dans[5℄ a besoin d'une entree fermee transitivement. En e qui onerne
les ordres de dimension xee, les permutations forment une representation de la
fermeture transitive. Ces hypothese permettent d'eviter de se onfronter a er-
tains problemes qui sont simples en sequentiel, mais que l'on ne sait resoudre en
parallele que par le alul de la fermeture transitive.
Les problemes onfrontes a la barriere de la fermeture transitive
Karp et Ramahadran [47℄ donnent la liste suivante de problemes de
graphes orientes que l'on peut resoudre en temps polylogarithmique dans le mo-
dele pram gra^e au produit de matries arrees.
1. Caluler les omposantes fortement onnexes d'un graphe oriente.
2. Determiner si un graphe oriente est exempt de iruits.
3. Construire un tri topologique d'un graphe oriente sans iruit.
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4. Construire un arbre enraine de raine un sommet donne d'un graphe
oriente et ontenant tous les sommets atteignables depuis e sommet.
5. Construire un arbre de reherhe en largeur a partir d'un sommet donne
d'un graphe oriente.
6. Construire les plus ourts hemin depuis un sommet donne vers tous les
autres sommets dans un graphe oriente ou les ars sont etiquetes par des
poids positifs ou nuls.
Ces problemes sont des briques elementaires frequemment utilisees en algo-
rithmique des graphes orientes. Ils sont tous dans la lasse n des problemes
dont la solution peut e^tre alulee par un algorithme pram en temps polyloga-
rithmique ave un nombre polyno^mial de proesseurs (en fontion de la taille du
probleme). Toutes les solutions onnues a e jour utilisent la fermeture transitive
ou plus generalement le produit de matries arrees (un nombre logarithmique de
produits de matries arrees booleennes permet de aluler la fermeture transi-
tive d'un graphe a partir de sa matrie d'adjaene). Ces solutions sont tres loin
d'e^tre optimales ar il existe des algorithmes sequentiels lineaires permettant de
resoudre es problemes
6
. Notre inapaite a trouver des algorithmes paralleles
pour resoudre es problemes evitant le produit de matrie ou la fermeture tran-
sitive est souvent appelee barriere de la fermeture transitive (((transitive losure
bottlenek )) en anglais).
Rappelons les dierentes denitions. Un sous-ensemble A de sommets d'un
graphe oriente est fortement onnexe si et seulement s'il existe un hemin oriente
de tout sommet de A vers tout autre sommet de A ; les omposantes fortement
onnexes sont les sous-ensembles maximaux de sommets veriant ette propriete.
Un tri topologique d'un graphe oriente sans iruit ou extension lineaire de l'ordre
assoie (obtenu en fermant transitivement) est une permutation u
1
; : : : ; u
n
des




verie i < j.
La reponse aux problemes 1 et 2 se alule failement a partir de la fermeture
transitive du graphe oriente dont il est question : deux sommets u et v sont
dans la me^me omposante fortement onnexe si uv et vu sont des ars de la
fermeture transitive ; un graphe oriente est sans iruit si et seulement si auun
ar de sa fermeture transitive ne relie un sommet a lui-me^me. Le probleme 6
peut e^tre resolu [47℄ ave logn elevations au arre de la matrie des poids des
ars ou les operations du produit de matrie sont min et +. Le probleme 5 est
un as partiulier du probleme 6 et ore une solution au probleme 4. Karp
et Ramahadran proposent la solution suivante au probleme 3 : aluler la
longueur d'un plus long hemin menant a haque sommet (et partant de n'importe
quel sommet) par logn elevations au arre de la matrie d'adjaene du graphe
oriente sans iruit, puis trier les sommets selon ette valeur assoiee.
Nous pouvons poursuivre un peu l'etude de Karp et Ramahadran. La
valeur dont il est question juste au dessus s'appelle en theorie des ordres la hauteur
6. Pour e^tre preis, le probleme 6 peut e^tre resolu en sequentiel en temps O(n logn+m).
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du sommet onsidere. Un plus long hemin menant a e sommet partira forement
d'une soure ('est-a-dire d'un sommet sans predeesseur). En triant les sommets
par hauteur (en ordonnant les sommets de me^me hauteur de maniere arbitraire),
on obtient bien une extension lineaire. On peut don rajouter le probleme suivant
a la liste de Karp et Ramahadran :
7. Caluler la hauteur des sommets d'un graphe oriente sans iruit.
Remarquons qu'il existe un autre moyen de aluler une extension lineaire
d'un graphe oriente sans iruit : trier les sommets suivant leur degre dans la
fermeture transitive. En eet, si le graphe ontient un ar uv, alors u a au moins
un suesseur de plus que v dans la fermeture transitive (le sommet v lui-me^me)
et le degre de u dans la fermeture transitive est stritement superieur a elui de v
(il faut trier les sommets par degre deroissant). Pour mieux erner le probleme de
la barriere transitive, je ne m'interesserai par la suite qu'aux problemes suivants
qui peuvent tous e^tre resolus gra^e a un alul de fermeture transitive :
(i). Caluler les omposantes fortement onnexes d'un graphe oriente.
(ii). Determiner si un graphe oriente est exempt de iruits.
(iii). Construire un tri topologique d'un graphe oriente sans iruit.
(iv). Caluler l'ensemble des sommets atteignables depuis un sommet donne d'un
graphe oriente (nous appelleront et ensemble l'ensemble atteignable depuis
le sommet onsidere).
J'ai remplae les problemes 4, 5 et 6 par un probleme plus simple : aluler
les suesseurs dans la fermeture transitive d'un sommet donne. Le alul de la
fermeture transitive onsiste a se poser e probleme pour tous les sommets. En
sequentiel, ela onduit a un algorithme rapide de fermeture transitive pour les
graphes ayant peu d'ars puisque sa omplexite est en O(n(n+m)). Si m = O(n)
('est le as pour un graphe de degre borne par exemple), alors et algorithme
prend un temps O(n
2
). Cette approhe est don interessante et nous amene a
soulever la question en parallele :
Existe-t-il un algorithme parallele de fermeture transitive dont la om-
plexite en travail soit a un fateur polylogarithmique de O(n(n+m))?
A ma onnaissane, la seule reponse allant dans le sens de ette question que
l'on puisse trouver dans la litterature est elle de Ullman et Yannakakis [82℄
qui proposent un algorithme probabiliste pour le probleme (iv) qui tourne dans le
modele pram grosso modo en temps O(
p
n) ave O(m) proesseurs. Ils proposent





n) proesseurs. Le (( grosso modo )) signie que les bornes de omplexite
de es deux algorithmes sont donnees a un fateur polylogarithmique de n pres.
L'idee prinipale onsiste a eetuer en parallele plusieurs reherhes en largeur
jusqu'a une profondeur de
p
n en partant de dierents sommets tires au hasard. Ils
proposent aussi une onstrution permettant d'obtenir des algorithmes pour les
deux problemes de omplexites respetives de O(n
"
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proesseurs et n
"
en temps ave O(n
1 "
m) proesseurs pourvu que 0 < " 
1=2 et m  n
2 3"
(les bornes sont a nouveau a un fateur polylogarithmique
pres). Le resultat est tres interessant en e qui onerne la fermeture transitive
ar leur algorithme presente un travail en O(nm), me^me si 'est un resultat
pluto^t theorique que pratique. En revanhe, l'algorithme de alul de l'ensemble
atteignable depuis un sommet donne est au mieux a un fateur
p
n de l'optimal
en travail. L'algorithmique probabiliste ouvre ertainement des voies qui n'ont
pas enore ete explorees jusqu'au bout.
Redution du probleme
Il n'existe pas une lasse des problemes onfrontes a la barriere de la fermeture
transitive au sens ou personne n'a trouve de redution des dierents problemes les
uns dans les autres. Cette setion s'insrit ependant dans ette demarhe. Une
solution a ertains problemes permet en eet de resoudre d'autres problemes.
Denition 31 Nous dirons qu'un probleme A se reduit dans un probleme B pour
la barriere de la fermeture transitive si la donnee d'un algorithme resolvant le pro-
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designent le nombre de sommets et le nombre d'ar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denition permet de ne pas earter des algorithmes d'un autre type que eux de
la lasse n omme eux proposes dans [82℄ par exemple. L'idee est de resoudre
un probleme A en resolvant un nombre polylogarithmique de problemes de type
B sur des graphes de taille omparable.
Des omposantes fortement onnexes a la detetion de iruit
Si un graphe oriente ne possede pas de iruit, ses omposantes fortement
onnexes sont reduites a un seul sommet haune. Un algorithme de alul des
omposantes fortement onnexes d'un graphe permet don de determiner ave la
me^me omplexite s'il possede un iruit.
Des omposantes fortement onnexes a l'ensemble atteignable depuis un sommet
Etant donne un sommet u d'un graphe oriente G, rajoutons un ar de tout
autre sommet vers e sommet. Si un sommet est atteignable depuis u dans le
graphe G originel, il est alors dans la me^me omposante fortement onnexe que u
dans le graphe modie. Reiproquement, soit v un sommet dans la me^me ompo-
sante fortement onnexe que u dans le graphe modie. Il existe par denition un
hemin oriente de u vers v dans e graphe ; onsiderons un plus ourt hemin de
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u vers v. Comme les ars que l'on a rajoute ont destination u, e hemin ne peut
emprunter un de es ars, e qui signie que v est atteignable depuis u dans G.
On vient de montrer que la omposante fortement onnexe de u dans le nouveau
graphe est exatement l'ensemble atteignable depuis u dans G.
Du tri topologique a la detetion de iruit
Supposons que l'on dispose d'un algorithme alulant un tri topologique du
graphe oriente sans iruit que l'on lui donne en entree et que l'on en onnaisse
une borne de la omplexite en temps T (n;m). On peut alors le transformer en
algorithme de detetion de iruit prenant n'importe quel graphe oriente en entree
utilisant autant de proesseurs et prenant un temps au plus T (n;m) + 1. Il suÆt
pour ela d'exeuter l'algorithme sur une entree qui peut posseder des iruits. Si
jamais on obtient une erreur a l'exeution ou si l'exeution de l'algorithme dure
plus longtemps que T (n;m), l'algorithme ne fontionne pas omme il devrait, 'est
don que l'entree possede un iruit. Si l'exeution de l'algorithme se termine dans
les temps, on peut verier en temps onstant s'il a bien alule un tri topologique :
verier pour haque ar que son origine appara^t avant sa destination dans le tri
topologique. Si l'algorithme a bien alule une extension lineaire, le graphe en
entree est sans iruit et on en a me^me alule un tri topologique ; dans le as
ontraire, le graphe en entree possede forement un iruit (d'apres l'exatitude
de l'algorithme de alul d'un tri topologique).
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De l'ensemble atteignable depuis un sommet au tri topologique
Cette redution est plus deliate.
L'idee est la suivante : pour aluler un tri topologique, on peut trier l'en-
semble des sommets omme dans quiksort en utilisant l'algorithme de alul des
sommets atteignables depuis le pivot pour determiner les elements qui doivent
e^tre mis apres le pivot. En utilisant e me^me algorithme sur le graphe obtenu
en inversant tous les ars, on peut trouver les sommets depuis lesquels on peut
atteindre le pivot. Ces sommets doivent e^tre plaes avant le pivot ; les autres
sommets peuvent e^tre plaes avant ou apres le pivot de maniere a equilibrer au
mieux la partition en deux de l'ensemble des sommets. On fait ensuite de me^me
reursivement dans les deux sous graphes induits par les sommets plaes avant le
pivot d'une part et par les sommets plaes apres le pivot d'autre part. De me^me
que quiksort, et algorithme aura une profondeur de reursion en O(logn) ave
une forte probabilite ('est-a-dire que le probabilite pour que e ne soit pas le as
est inferieure a 1=n

ou  est une onstante multipliative dans O(logn)).
De la detetion de iruit au alul d'ensemble atteignable depuis un sommet
On peut failement aluler l'ensemble des sommets atteignables depuis un
sommet u donne d'un graphe oriente sans iruit ave n exeutions d'un algo-
rithme de detetion de iruit. Il suÆt pour ela de tester pour haque sommet v
si le graphe obtenu en rajoutant l'ar vu a un iruit ou pas. Cei n'est pas une
redution, mais le resultat est interessant ar il donne un algorithme de travail
inferieur a la fermeture transitive dans le as ou m = O(n) et ou on aurait un
algorithme de detetion de iruit de travail lineaire.
La gure 1.22 illustre les dierentes redutions presentees ii. Le probleme de
la detetion de iruit appara^t omme le probleme le plus simple pour lequel
on bute sur la barriere de la fermeture transitive. On peut ependant onsiderer
d'autres simpliations en supposant que l'entree a une forme la plus speique
possible.
Simpliation du probleme en speiant la forme de l'entree
Si l'on se onentre sur le probleme du tri topologique, l'entree la plus spei-
que que l'on puisse exiger est un graphe oriente sans iruit qui represente un
ordre total, 'est-a-dire qui n'admette qu'un seul tri topologique. Me^me si l'on
suppose que haque sommet a degre entrant au plus deux et degre sortant au
plus deux, je ne onnais pas de solution en temps polylogarithmique utilisant
moins de M(n) proesseurs, ou M(n) est le nombre de proesseurs neessaires
pour eetuer le produit de matries n  n en temps polylogarithmique. Je ne
onnais pas non plus d'algorithme probabiliste ave es exigenes en temps et en
nombre de proesseurs.
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(ii) Détection de circuit
(i) Composantes fortement connexes
(iii) Tri topologique




A se réduit dans B
Fig. 1.22 { Dierentes redutions de problemes posant le probleme de la barriere
de la fermeture transitive vers d'autres.
Bornes inferieures
Un autre moyen de erner le probleme onsiste a essayer de prouver des bornes
inferieures sur la omplexite de tels problemes. Mais dans le as de la barriere de
la fermeture transitive, les arguments ne doivent pas a priori pouvoir passer au
sequentiel (a moins que l'on demontre que la fermeture transitive est un probleme
lineaire). Cette remarque montre a quel point il peut e^tre diÆile de prouver une
borne inferieure si jamais es problemes sont aussi diÆiles que la fermeture
transitive des lors que l'on exige un temps polylogarithmique.
Comment resoudre es problemes sur une mahine parallele reelle?
Il y a des graphes dont on ne pourra pas aluler un tri topologique ou les
omposantes fortement onnexes. Si l'on onsidere un graphe reux (d'un nombre
d'ars de l'ordre du nombre de sommets) qui est trop volumineux pour tenir dans
une mahine sequentielle (il suÆt qu'il possede quelques millions de sommets),
on ne pourra pas aluler sa fermeture transitive si sa taille est de l'ordre n
2
(il n'existe pas de mahine parallele a un million de proesseurs). Pour ela, il
faudrait onevoir des algorithmes paralleles utilisant un espae memoire lineaire.
Ce point de vue remet en ause la lasse n en tant que lasse permettant de
distinguer les problemes parallelisables de eux qui ne le sont pas. La ontrainte
en espae est tres forte lorsque l'on traite des problemes volumineux, et 'est l'un
des prinipaux intere^ts du parallelisme de traiter des problemes qui sont trop
volumineux pour une mahine sequentielle.
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Conlusion
L'approhe par le parallelisme amene une formulation tres synthetique de la
resolution d'un probleme par l'organisation de la struture de donnees le repre-
sentant sous une ertaine forme. Dans le as des representation ompate, nous
avons vu omment aluler l'intersetion d'un ordre total ave un ordre de onti-
gute. Nous avons vu omment trier la liste des ars d'un ordre pour verier
qu'il est N -free et en aluler un diagramme d'ars. Nous avons enn vu om-
ment seletionner un sous-ensemble d'ars permettant d'orienter transitivement
un graphe de omparabilite ou un sous-ensemble d'ars permettant de aluler
les multiplexes maximaux (ou enore les modules forts) d'un graphe quelonque.
Cette approhe me para^t tres rihe et propie a la mise en valeur des tehniques
essentielles utiles pour la resolution d'un probleme. Le probleme de la barriere de
la fermeture transitive reste a mon sens un probleme de fond en algorithmique
parallele des graphes. Nous avons vu ependant sur des problemes preis qu'il
est possible de ontourner e probleme lorsque l'on arrive a exprimer le probleme
par des proprietes loales, e n'est visiblement pas le as pour le probleme de
trouver un iruit dans un graphe. Les outils de base s'averent e^tre le tri, les
aluls prexes et le alul des omposantes onnexes.
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Chapitre 2
Modele a gros grain gm
Le modele pram onduit a onevoir des algorithmes de grain le plus n qui
soit : un proesseur par element de l'entree, e qui est tres loin de la realite.
Quelques modeles reents plus realistes, bsp, C
3
, et gm [85, 43, 26℄, permettent
de mieux predire les performanes d'algorithmes sur les mahines paralleles exis-
tantes qui sont en general a gros grain. Le grain est le rapport de la taille de
l'entree sur le nombre de proesseurs.
Le modele gm prend de e point de vu le ontre-pied du modele pram
puisqu'il fait l'hypothese d'une memoire loale sur haque proesseur assez im-
portante, typiquement superieure au nombre de proesseurs. Cette hypothese est
assez forte ar elle permet pour ertains problemes de trouver une solution pa-
rallele en distribuant les donnees de maniere adequate, en utilisant loalement
le meilleur algorithme sequentiel pour e probleme, et en ombinant nalement
de maniere assez simple les solutions loales pour trouver une solution globale.
(( Une fois que l'on a trouve un algorithme gm, il ne reste plus qu'a trouver
un bon algorithme sequentiel pour l'implanter. )) me disait un adepte du modele
gm [28℄. Nous verrons que ette approhe ne reouvre pas tous les as de gure
et qu'il existe des algorithmes pour lesquels il est neessaire d'eetuer des aluls
vraiment globaux.
Pour simplier, gm permet de s'interesser a la meilleure maniere de distri-
buer les donnees dans un modele qui fait abstration du reseau de ommunia-
tions de la mahine. Pour ertains problemes, ette approhe seule suÆt a trouver
un algorithme parallele. Mais en regle generale, il faut faire une part de aluls
globaux pour se ramener a ette situation et nir par des aluls loaux. Dans
e as, 'est l'algorithmique pram qui apporte la solution. En shematisant, il
y a deux manieres de aluler en parallele : faire travailler plusieurs proesseurs
sur les me^mes donnees | 'est l'objet du modele pram | et faire travailler
separement plusieurs proesseurs sur des donnees dierentes de maniere sequen-
tielle. Nous verrons sur quelques exemples omment le modele gm nous permet
de ombiner es deux approhes, 'est-a-dire des algorithmes pram et des algo-
rithmes sequentiels, pour obtenir de bons ompromis en vu d'une implantation
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sur mahine.
Apres avoir presente le modele gm nous verrons tout d'abord sur l'exemple
du alul des omposantes onnexes omment ombiner l'algorithme pram pour
pouvoir se ramener a des aluls loaux de omposantes onnexes. Nous repren-
drons ensuite les trois problemes abordes dans le hapitre onsare a des algo-
rithmes pram. Nous verrons que les algorithmes pram bases sur les proedures de
base, tels que l'algorithme de reonnaissane des ordres N -free, s'implantent assez
failement dans le modele gm. En revanhe, le probleme des ordres de dimension
d et surtout sa version en termes de bases de donnees nous onfronte diretement
au probleme de la distribution des donnees. L'exemple de la reonnaissane des
graphes de omparabilite nous permettra enn d'illustrer la diÆulte de traiter
en parallele une struture de donnees aussi irreguliere que elle assoiee a un
graphe.
Dans e hapitre, p designera toujours le nombre de proesseurs utilises.
2.1 Modele d'ordinateur a gros grain CGM
Le modele gm (pour ((Coarse Grained Multiomputer ))), onnu aussi sous
le nom de ((weak-rew bsp )) [38℄ est une simpliation du modele bsp [85℄. Le
modele bsp (pour ((bulk-synhronous parallel ))) est presente par Valiant [85℄
omme un modele pont entre les langages paralleles de haut niveau (y ompris
le langage pram) et les mahines paralleles. Son but est d'arriver a un analogue
parallele du modele sequentiel de Von neumann. Un programmeur erit un
programme generique pour v proesseurs virtuels. L'idee de base est qu'il est
possible de simuler optimalement e programme sur une mahine parallele pourvu
que le nombre de proesseurs reels soit nettement inferieur a v (par exemple
v  p log p). Cette idee vient du fait que les ommuniations prennent un temps
plus long qu'un aes a la memoire loale. D'un point de vu theorique, il est
logique de ompter une borne inferieure de l'ordre de log p pour aeder a une











. . . . . . . . .
Réseau de communication
Fig. 2.1 { Shematisation d'une mahine parallele dans les modeles gm et bsp.
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Le modele bsp permet d'exploiter ette idee gra^e a des barrieres de synhro-
nisation en onsiderant separement des unites de alul et des unites de routage
qui aheminent des messages point a point entre les unites de alul. Les barrieres
de synhronisation sont eetuees periodiquement toutes les L unites de temps.
Durant e temps les unites de alul operent L operations elementaires sur leur
memoire loale et don sur les donnees qu'elles possedaient lors de la derniere
synhronisation, et les unites de routage realisent des relations-h, 'est-a-dire
l'aheminement de messages tels que haque unite de alul envoie et reoive au
plus h messages. Ces ommuniations requierent un temps gh + s ou g est le
debit du routeur et s le temps de latene. Plus simplement, on borne e temps
par gh pour g = 2g et h superieur a un ertain h
0
. Pour simuler eÆaement
un programme, le but est alors d'obtenir L  gh. Plus le reseau de ommuni-
ations est lent, plus le grain doit e^tre eleve. Une phase de aluls loaux et de
ommuniations entre deux synhronisations s'appelle une ronde.
Valiant montre omment e modele permet de simuler optimalement un
programme erew pram pour v  p log p en distribuant la memoire de maniere
aleatoire sur les proesseurs et gerant les aes a la memoire gra^e a une fontion
de hahage [85, 59℄. Il montre aussi omment simuler optimalement un programme
rw pram pour v  p
1+
(et L  log p) en utilisant des methodes paralleles
de tri d'entiers [85, 84, 68℄. Ces resultats sont theoriques et en pratique, il est
important de minimiser le nombre de rondes de simulation de pram ar elles
impliquent en regle generale des tris et apportent une onstante onsequente.
Pour ela, il faut faire attention a la maniere dont sont distribuees les donnees.
Le modele gm peut e^tre vu omme une simpliation du modele bsp. Il
permet de se onentrer sur le plaement des donnees sans toutefois entrer trop
dans le detail des ommuniations. Lors du traitement d'un probleme de taille N ,
tous les proesseurs gerent une partie des donnees omparable en taille et sont
don supposes disposer d'une memoire loale en O(N=p).
Une premiere simpliation qui vaut au modele la qualiation de (( gros
grain )) onsiste a supposer le rapport N=p tres superieur a 1 ; typiquement, on
suppose N=p  p, e qui permet a haque proesseur de stoker un peu d'infor-
mation onernant les autres proesseurs (ne serait-e qu'une table de routage
vers haun d'eux par exemple). Cette hypothese est tout a fait realiste en e
qui onerne les mahines paralleles existantes : omme elles ont generalement
moins de 1000 proesseurs, un probleme ne veriant pas ette hypothese aurait
une taille de quelques mega-otets, e qui tient sur une mahine sequentielle et
ne justie don pas forement l'utilisation d'une mahine parallele.
Une deuxieme simpliation onsiste a supposer h = N=p. Elle onsiste a sup-
poser egales les omplexites des dierentes routines de ommuniation que sont la
diusion (((broad-ast )) en anglais) de un vers tous, la diusion de tous vers un,
la diusion personnalisee de tous vers tous, les sommes prexees, et le tri. En ef-
fet, toutes es operations de ommuniation peuvent e^tre realisees par un nombre
onstant de tris [26℄. D'autre part, le tri par olonnes de Leighton [54℄ permet de
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trier N  p
3
nombres en inq tris loaux entre lesquels des permutations simples
des donnees sont eetuees. Le temps pris par une routine de ommuniations
sera note T
om
(N; p). Remarquons que pour distribuer les donnees de maniere
eÆae, il faut souvent faire au moins un tri. Dans le modele gm, il faut viser
un nombre onstant de rondes (et don de tris) ou au pire O(log p) mais pas un
nombre qui depend de N de sorte que l'algorithme reste eÆae pour une large
variete de rapports N=p. Etant donne la puissane des ordinateurs sequentiels,
on peut supposer N de l'ordre de 100 mega-otets (un probleme polyno^mial sur
une entree de 10 mega-otets peut e^tre resolu sur une mahine sequentielle ; en
revanhe, un probleme exponentiel est neessairement petit si l'on peut le re-
soudre et l'hypothese doit porter expliitement sur la memoire loale disponible
sur haque proesseur, on s'interesse pluto^t a des problemes polyno^miaux voire
lineaires dans ette these). logN est don superieur a 27, et il n'est pas envisa-






Le modele gm relie don de maniere beauoup moins subtile que le modele
bsp le rapport entre les aluls loaux et les ommuniations. Cependant, il per-
met d'aborder de maniere pertinente le plaement des donnees sur une mahine
distribuee et fournit des algorithmes eÆaes [26, 20, 31℄ pour une large variete
de rapports N=p (ette propriete s'appelle ((salability )) en anglais). Le modele
bsp permet en general d'aÆner l'hypothese N=p  p en N=P  p

pour  > 0.
En pratique, on a bien N  p
2
(en revanhe, l'hypothese N  p
3
serait plus
disutable) et la simpliation eetuee dans le modele gm est bien justiee
dans l'optique de onevoir des algorithmes d'implantation eÆae.
Voii omment s'implanterait par exemple le alul de sommes prexees en
gm.
Caluls prexes
Ii les sommes totales sur haque proesseur sont envoyees a tous les proes-
seurs et haun alule la somme prexee globale. Cela permet de ne faire qu'une
seule ronde de ommuniations. Selon la mahine il peut e^tre plus rapide de faire
deux rondes : une premiere ou haque proesseur envoie sa somme totale a P
0
et
une deuxieme ou P
0
renvoie a haun la somme prexee des sommes totales des
proesseurs le preedant. Certaines mahines omme la m5 possedent deja une
routine de alul prexe deja implantee par le onstruteur.
On omprend bien sur et exemple du alul prexe omment l'hypothese
n=p  p permet de faire le alul en une seule ronde au lieu de log p. L'algo-






1. Pour un tres gros probleme, logN est au plus de 50 (ela represente 1000 giga-otets sur
haun des 1000 proesseurs d'une hypothetique mahine), log
2
N est don de l'ordre de 1000.
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Algorithme 2.1 [26℄ Calul prexe
Donnees : Une liste L de n elements distribuee sur les proesseurs P
0
; : : : ; P
p 1
telle que n=p  p.
Resultat : Une liste S des sommes prexees S(i) = L(1)   L(i) ou  est
n'importe quelle operation assoiative.
Debut
Pour tout proesseur P

eetuer
Caluler loalement les sommes prexees.








     T
 1
aux sommes alulees preedemment.
Fin
Le tri
Le tri est l'outil de base par exellene du parallelisme. En eet, les donnees
etant distribuees, il faut souvent les ranger de maniere adequate sur les dierents
proesseurs. Le tri est un outil tres puissant dans e domaine ar il permet d'ef-
fetuer des deplaements omplexes de donnees sans se souier de la topologie du
reseau ou de la position initiale des elements. Pour l'algorithmiien, 'est un outil
tres utile qui permet de faire abstration du reseau de la mahine ible, il suÆt
que le tri soit rapide. Pour le programmeur, le tri failite l'implantation gra^e a
l'appel de ette routine de haut niveau.
Le tri est une routine de base de la plupart des mahines paralleles. Toutefois
il est possible d'implanter le tri ave les routines usuelles de ommuniation.
Goodrih [38℄ a montre omment implanter le tri de n elements sur p < n

proesseurs ( < 1) ave O(logn= log(h + 1)) rondes et ave un temps de alul
loal de O(n logn=p) dans le modele bsp. Dans le modele gm, ela se traduit
par un nombre onstant de rondes et un temps de aluls loaux optimal.
Remarquons que le tri du geometre (ou ((buket sort )) en anglais) qui permet
de trier n elements entre 0 et n
k
en temps O(nk) perd sa omplexite lineaire en
parallele. Il y a une bonne raison a ela, e tri utilise fortement l'aes diret a la
memoire oert par la ram : il y a un logn ahe dans le temps de tout aes a une
ase memoire ar e tri fait l'hypothese que logn est inferieur a la taille l des mots
du proesseurs (typiquement l = 32 ou 64 bits). Dans le as du distribue, les n
elements a trier ne tiennent pas a priori dans la memoire d'un seul proesseur, et
l'hypothese n  2
l
ne tient plus. On peut ependant supposer n=p  2
l
(l'eriture
binaire d'un nombre entre 0 et n oupant log p ases memoires), e qui donne un
tri parallele du geometre ave un temps de aluls loaux en O(
nk
p
log p) si l'on
remplae les tris loaux par des tris du geometre.
Dans le as ou l'on trie les are^tes d'un graphe, on obtient un ainsi un tri
77
Chapitre 2 Modele a gros grain gm
d'un temps de aluls loaux en O(
m
p
log p) ave un nombre onstant de rondes.
Cette remarque est interessante en e qui onerne ertains problemes lineaires







log p). On peut ainsi obtenir des algorithmes se situant a un
fateur log p de l'optimal.
2.2 Algorithme de omposantes onnexes
Nous allons maintenant presenter en introdution au modele omment aluler
les omposantes onnexes d'un graphe dans le modele gm. La simulation de
l'algorithme pram onduit a un algorithme en O(logn) rondes, e qui est trop
ou^teux. Il est possible de ramener le nombre de rondes a O(log p).
Examinons tout d'abord dans un modele distribue omment aluler loale-
ment les omposantes onnexes sur haque proesseur et essayer de ombiner les
resultats. Cela suppose que la memoire de haque proesseur qui est de l'ordre de
m=p peut ontenir un numero de omposante pour haque sommet, 'est-a-dire
m=p  n. Cette hypothese implique don que le graphe a beauoup d'are^tes.
Chaque proesseur P

, 0    p   1 alule sequentiellement une fore^t
ouvrante des omposantes onnexes induites par les ars qu'il a en memoire.
Les proesseurs de numero  impair envoient leur fore^t au proesseur P
 1
. On
reommene ave les proesseurs P
2
qui peuvent maintenant aluler une fore^t




, 1    P=2, et
ainsi de suite log p fois. Au bout du ompte, P
0
a une fore^t ouvrante du graphe
qu'il peut diuser aux autres proesseurs (par un ((broadast ))).
Examinons maintenant le as des graphes qui ont peu d'are^tes. Cette fois,
'est l'algorithme pram qui nous donne la solution, en nous permettant de nous
ramener au as preedent. Il suÆt pour ela de simuler l'algorithme pram durant
log p rondes pour qu'apres ontration des arbres de peres, il y ait au plus n=p
etoiles. Cette derniere operation de ontration est un sous-probleme de ((list-
ranking )) dont l'algorithme gm est diretement inspire de l'algorithme pram
optimal.
En ombinant l'idee inspiree du sequentiel ave l'algorithme pram, on obtient
l'algorithme gm 2.2.
Remarquons que l'on obtient une fore^t ouvrante dans le as ou il y a peu
d'are^tes en retrouvant pour haque are^te de la fore^t ouvrante de G
0
une are^te
de G dont elle est issue.
Comme l'artile ontenant es resultats n'est pas enore publie
2
[29℄, la me-
thode pour aluler le list-ranking n'est pas detaillee ii. Les auteurs utilisent pour
2. A l'heure ou j'eris es lignes, e modele est tellement nouveau que les auteurs de e
resultat elementaire n'ont pas enore erit leur artile. Cette note para^tra su^rement amusante
dans quelques annees, que e modele onnaisse un sues general ou un oubli total.
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Algorithme 2.2 [29℄ Composantes onnexes




Resultat : Les omposantes onnexes.
Debut
Si n  m=p Alors
Pour t = 1 eetuer
log p
Pour tout 1    p divisible par 2
t
eetuer












ajoute les are^tes de la fore^t qu'il reoit aux siennes.
fLe proesseur P
0
ontient une fore^t ouvrante du graphe.g
Le proesseur diuse a tous les proesseurs le numero de omposante
onnexe C(u) de haque sommet u.
Sinon
Simuler log p pas de l'algorithme 1.1 ou n=p ases du tableau Pere sont
distribuees a haque proesseur.
Eetuer un ((list-ranking )) sur le tableau Pere.






Pere(i)Pere(j) du graphe G
0
.
Eetuer et algorithme sur le graphe G
0
qui a au plus n=p  m=p
sommets.
Chaque proesseur alule pour haune des ases i du tableau Pere :
Pere(i) C(Pere(i)).
Fin
ela une idee algorithmique assez jolie tiree de l'algorithme pram deterministe
optimal.Cette tehnique est assez ompliquee et je ne onnais pas les details de
l'implantation en gm. En revanhe, on peut failement imaginer un algorithme
probabiliste pour resoudre e probleme. L'idee qui onsiste a faire onane au
hasard pour seletionner n=p elements a peu pres equidistribues dans la liste est
illustree par l'algorithme 2.3.
Toute la diÆulte reside dans l'analyse de l'algorithme qui est dans e as un
grand lassique d'algorithmique probabiliste. La probabilite pour que l'algorithme
ne reussisse pas du premier oup est egale a la probabilite qu'il y ait une bo^te
ontenant plus de 4p balles quand on lane n balles dans n=p bo^tes. On peut






en s'inspirant du alul
page 44 de [63℄. Pour n = 10
10
(plus de 10 giga-otets par proesseur) et p  20,
ette probabilite est inferieure a 0; 01 L'algorithme s'exeute don en O(n=p +
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Algorithme 2.3 List-ranking probabiliste
Donnees : Les n elements d'une liste L. Un tableau Suivant donne le sues-
seur de haque element de L. On suppose n=p  p.
Resultat : Le rang R(i) de haque element i de L.
Debut




fSi les donnees ne sont pas distribuees aleatoirement sur les proesseurs,
il est possible d'y remedier en une ronde : haque proesseur divise de ma-
niere aleatoire sa part d'elements en p portions qu'il envoie a tous les
proesseurs selon une permutation aleatoire.g
Initialiser R a 1.
Poser R(d) 0 et Suivant(d) d pour le dernier element d de L et pour




Simuler 2 + log p operations de ((pointer-jumping ))





(Suivant(i)) est un element seletionne pour tout i Alors onti-
nuer.
Sinon l'exeution a ehoue, reommener l'algorithme depuis le debut.




R(i) R(Suivant(i)) + 1
Chaque proesseur envoie ses n=p
2
elements seletionnes et les valeurs





fait le list-ranking de la liste des elements seletionnes en sequentiel et
renvoie a haque proesseur les rangs des sommets seletionnes que elui-i
lui avait envoye.
Simuler l'instrution :




(n; p)) ave forte probabilite.
On attend generalement des algorithmes probabilistes sequentiels une proba-
bilite de duree d'exeution superieure a elle annonee bornee par 1=n

. Il n'est
pas aberrant de penser qu'un bon algorithme probabiliste parallele presente une
probabilite qui tend rapidement vers 0 quand le nombre de proesseurs augmente.
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2.3 Reonnaissane des ordres N-free
Nous allons maintenant aborder un algorithme gm de reonnaissane des
ordres N -free base sur l'algorithme 1.11. Nous utiliserons les termes du para-
graphe 1.3.
Les deux algorithmes pram 1.11 et 1.12 sont assez failes a implanter en
gm. En eet, l'algorithme erew 1.12 utilise un nombre onstant de tris et
l'algorithme rw 1.12 est en temps onstant. En fait, la simple simulation de
e dernier donne un algorithme gm ayant un nombre onstant de rondes, e qui
montre l'utilite des algorithmes pram en temps onstant.
L'algorithme 2.4 est une version gm de l'algorithme erew 1.12.
Algorithme 2.4 Reonnaissane des ordres N -free





Resultat : Un diagramme d'ars si la fermeture transitive de D est un ordre
N -free.
Etape 1
Trier les ars anti-lexiographiquement.
Assoier a haque ar par un alul prexe un numero de omposante
bipartie : l'origine du premier ar ayant me^me destination.
Stoker pour haque blo d'ars de me^me destination et don de me^me
numero de omposante bipartie b l'information Ar(v) = b;1.
Etape 2
Trier les ars lexiographiquement.
Verier par un alul prexee que les ars ayant me^me origine ont me^me
numero de omposante et aluler en me^me temps le nombre d'ars dans
haque blo de me^me origine.
Stoker pour haque blo d'ars de me^me origine u et de me^me numero
de omposante bipartie b les informations Ar(u) = 0; b et b;Degre
+
(u).
Trier les ouples b;Degre
+
(u) par b roissant et verier par un alul prexe
que tous eux qui ont me^me premiere omposante ont me^me deuxieme
omposante.
Constrution d'un diagramme d'ars.






alule l'ar du diagramme d'ars assoie a haque
sommet n=p + 1  u  ( + 1)n=p : s'il reoit zero, un ou deux enregis-
trements le onernant, l'ar sera respetivement 0;1, ou d'une des deux
formes b;1 ou bien 0; b, ou de la forme b; b
0
.
Les ((broadast )) sont en fait des aluls prexes et peuvent e^tre faits par une
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diusion de tous vers P
0
qui alule e dont haque proesseur a besoin et leur
envoie. Il faudrait tester e qui est le plus rapide en pratique. La methode donnee
dans l'algorithme 2.4 prend une ronde ave p
2
messages, la methode evoquee ii
prend deux rondes ave 2p messages.
Theoreme 32 L'algorithme 2.4 determine si la redution d'un graphe reduit
transitivement est un ordre N-free, et en alule un diagramme d'ars dans l'af-
rmative, en temps O(
n+m
p
log p + T
om
(n+m; p)).
2.4 Representation ompate des ordres de di-
mension d
Il existe deja une version gm de la gestion d'une base de donnees d'elements
d'un espae de dimension d xee [30℄, en vue de la reponse a des reque^tes de type
intervallaire : (( Quels sont les elements de base de donnees qui ont tel aratere
entre telle et telle valeur, tel autre aratere dans tel autre intervalle ...? )).Cet
artile est base sur la struture de ((range tree )). Cette struture de donnees est
tres reursive et par onsequent diÆile a omprendre, e qui n'en failite pas
l'implantation.
Nous allons voir omment implanter la struture de donnees ompate intro-
duite dans le paragraphe 1.2 dans le modele gm. Nous etudierons tout d'abord
la simulation de l'algorithme pram avant d'aborder une version minimisant le
nombre de rondes. Pour simplier les notations, nous supposerons que n et p
sont des puissanes de 2 (si e n'est pas le as, il faut rajouter des parties entieres
la ou l'on n'a plus des entiers).
Simulation de l'algorithme pram
L'implantation la plus simple onsiste a simuler l'algorithme pram 1.8.
L'idee la plus simple s'avere la mieux adaptee : distribuer les tableaux W
f





, et... Chaque elementW
f





et aussi a une opie de (
1
(v); : : : ; 
d
(v)).
Remarquons que la simulation du tri (( a la quiksort )) eetuera log p rondes
et non pas logn. En eet, la taille des blos vaut n=p apres log p phases, aussi
les elements de W
f;log p
; : : : ;W
f;log n
sont distribues de la me^me maniere sur les
proesseurs, et seul l'ordre des elements a l'interieur de haque memoire loale
hange. Comme il n'est pas neessaire de faire des opies d'un me^me element a
l'interieur de haque proesseur, la taille de la representation sera don de l'ordre
de O(n log
d 1
n + dn log
d 1
p). Pour d  3 et pour des valeurs realistes de n et p






2.4 Representation ompate des ordres de dimension d




Algorithme 2.5 Calul d'une representation ompate
Donnees : n elements v(0) = (
1
(0); : : : ; 
d
(0)); : : : ; v(n   1) = (
1
(n  
1); : : : ; 
d
(n  1)).
Resultat : Un ensembleW de log
d 1















Pour tout 0  x < n eetuer I
1
(x) [x + 1; n  1℄
Poser W = fW
1
g.




Simuler log p phases du alul d'une representation ompate de









(( a la quiksort )) selon la
Æ
e
oordonnee selon l'algorithme 1.8.
On obtient ainsi les log p premiers tableaux de la representation
ompate W
f;0




; : : : ; I
f;log p
.
Continuer sequentiellement sur haque proesseur le al-
ul de W
f;log p+1
; : : : ;W
f;log n
et les intervalles assoies
I
f;log p+1














Theoreme 33 L'algorithme 2.5 alule une representation intervallaire om-











Remarquons que et algorithme est tout a fait aeptable de par sa simpliite
et son nombre de rondes relativement faible. En revanhe, dans l'appliation en
base de donnees, la simulation de l'algorithme 1.9 risque de donner de mauvais
resultats dans le as ou les reque^tes ne se distribuent pas equitablement lors de
l'insertion dans les tableaux : un seul proesseur risque de reuperer toutes les
reque^tes dans son blo de taille n=p apres log p phases de simulation.
3. Ces bornes sont vraiment larges ar 2
23
represente environ 10 mega-otets, e qui tient
sur un ordinateur personnel et 2
16
' 64000, e qui est le nombre de proesseurs du plus gros
ordinateur parallele jamais onstruit, la ((onnexion mahine )).
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Calul des intervalles de nouveaux sommets
Nous allons voir dans e paragraphe omment aluler les intervalles de n
0
=
O(n) nouveaux sommets ave d log p rondes malgre tout. Ce probleme est la tra-
dution sur l'ordre de dimension d de la reponse a des reque^tes dans le ontexte des
bases de donnees. Notons W
log p
l'ensemble des tableaux W
f
de la representation
ompate qui ont des blos de taille n=p. La simulation de l'algorithme pram 1.9
permet de aluler les intervalles des nouveaux sommets des tableaux de taille de
blo superieure a n=p ; il reste ensuite a poursuivre les aluls loalement sur les
proesseurs a l'interieur des blos de taille inferieure a n=p. Le probleme onsiste
a equilibrer es aluls sur les proesseurs. Voir l'algorithme 2.6.
Pour e qui est des envois de parties de la representation ompate, au pire
haque proesseur envoie toute sa partie loale de la representation et en reoit





Il peut don subsister un desequilibre entre les proesseurs vis a vis du nombre
de reque^tes qu'ils ont a traiter lorsque n
0
est tres inferieur a n.















Dans [30℄, les reque^tes restent equilibrees sur les proesseurs mais 'est la base
de donnees qui peut e^tre ompletement dupliquee. La solution adoptee ii permet
de garder des ommuniations faibles dans le as ou n
0
est petit par rapport a n
et demande le me^me temps de alul dans le pire as. Les deux methodes sont
eÆaes lorsque n
0
est de l'ordre de n (dans e as, le plus rapide est peut-e^tre
de reonstruire toute la base de donnees pour les n+ n
0
sommets) ou lorsque les
reque^tes sont equidistribuees (si elles sont supposees aleatoires par exemple).
Calul du nombre d'ars de l'ordre
Pour aluler le nombre d'ars de l'ordre, il suÆt de rassembler tous les in-
tervalles orrespondant a haque sommet. Voir l'algorithme 2.7.









le nombre d'ars d'un ordre de dimension d a partir d'une representation om-
pate.
Calul des ars de l'ordre
Une fois que l'on a alule les intervalles de suesseurs de haque sommet,
on peut aluler a l'avane omment plaer les listes d'adjaene des sommets
pour qu'elles soient equidistribuees sur les proesseurs et en partiulier a quel
proesseur envoyer haque sommet d'un intervalle de suesseurs. Le alul du
nombre de predeesseurs de haque sommet permet de aluler le nombre de
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Algorithme 2.6 Calul des intervalles de nouveaux sommets




d'une struture de donnees ompate re-
presentant un ordre de dimension d. n
0




(0); : : : ; 
0
d














(i) sont des nombres entre 0 et n  1.
Resultat : Les intervalles de suesseurs I
0
f
(i) assoies a haque nouveau som-
met u(i).
Debut
Pour tout proesseur P

eetuer
Simuler log p phases de l'algorithme 1.9 pour haque sommet u(i),
n
0
=p  i < ( + 1)n
0
=p.





ainsi que l'intervalle I assoie, et reer une reque^te
elementaire r(i) = (x; g; I).




l'ensemble des reque^tes elementaires (x; g; I) telles que n=p 
x < ( + 1)n=p.
Pour tout proesseur P

eetuer
Caluler loalement le nombre N

g










Reevoir du proesseur P

une opie de la partie de la representa-
tion ompate obtenue a partir du 
e





enverra un seul message destine a l'intervalle des
proesseurs lui demandant la partie de la representation ompate
en question.g
Sinon












Faire loalement les aluls onernant haque reque^te reue et haque
reque^te gardee.
Envoyer les resultats onernant haque reque^te r(i) au proesseur
bi=p.
Fin
opies a faire pour haque futur suesseur. Ces remarques permettent de aluler
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Algorithme 2.7 Calul du nombre d'ars




d'une struture de donnees ompate repre-
sentant un ordre de dimension d.
Resultat : Le degre de haque sommet et le nombre total d'ars.
Debut
Pour tout proesseur P

eetuer
Envoyer au proesseur P
bv=p
une opie de haque intervalle I
f
(x) sto-





reoit tous les intervalles des sommets x tels que n=p  x <
(+ 1)n=p.
Caluler pour haun de ses sommets la somme des longueurs des
intervalles assoies pour trouver son degre.




gm privilegie un nombre faible de rondes. En pratique ela signie qu'il vaut
mieux envoyer peu de longs messages que beauoup de ourts. Dans e probleme,
on peut tres bien appliquer ette philosophie pour eetuer une seule ronde au
lieu des d log p de la simulation. Etant donne la nouveaute du modele, il faudrait
verier qu'en pratique 'est eetivement plus rapide de faire quelques rondes de
ommuniations ompliquees pluto^t que log p rondes de ommuniations simples.
Dans le modele gm le tri demande un nombre onstant de rondes, 'est pour-
quoi les log p rondes imposees par le tri (( a la quiksort )) sont superues. Etant
donne W
f
, on peut obtenir les tableaux W
f;0
; : : : ;W
f;log p
en un seul tri. On peut
me^me faire ela pour tous les tableaux W
f
en un seul tri un peu plus omplexe.
Pour ela, haque proesseur duplique lui-me^me haque element v = W
f
(x) de
son moreau de W
f






(v)); f; ; x, 0    log p.
Chaque element ontient aussi une opie de l'information v = (
1







(v)) donne le blo qui ontient v a la 
e
phase du tri (( a la quiksort ))
selon la Æ
e




: : : b

10 : : : 0 quand la
representation binaire de y est y = b
1




(y) = 0). Il suÆt ensuite
de trier lexiographiquement les quadruplets v
f;
pour obtenir les tableaux voulus




Rien n'empe^he non plus d'appliquer le me^me prinipe pour les tableaux des
dimensions suivantes et de onstruire la struture de donnees ompate ave un
seul tri. Cela donne l'algorithme suivant :
Cet algorithme tient en une seule ronde. Mais dans le as de l'appliation aux
bases de donnees ou de l'appliation en geometrie a des points dans un espae de
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Algorithme 2.8 Calul d'une representation ompate



















Resultat : Les tableaux W
f
de la representation intervallaire ompate de
l'ordre de dimension d assoie.
Debut
Pour tout proesseur P

eetuer






























pour tout 1  
2
; : : : ; 
d
 log p. fOn peut se restreindre aux

2
; : : : ; 
d
tels que un 
i
au plus vaut log pg
Trier lexiographiquement les n log
d 1
p elements rees. fUne omparaison
de deux elements prend un temps O(d)g






des elements de me^mes 2(d  1) premieres omposantes.
Continuer loalement sur haque proesseur le alul des tableaux restants





tels que l'un des 
Æ
vaut log p (la taille des blos y
est don inferieure a n=p).
Fin
dimension d, les 
Æ
ne sont plus des permutations mais de simples tableaux de





tri des d tableaux 
1
; : : : ; 
d
permet d'en obtenir les pivots, seuls les pivots des
log p premieres phases nous interessent, ela fait 1 + 2+ 4+   + 2
log p 1
= p  1
pivots par oordonnee. L'algorithme fait don l'hypothese n=p  p. La proedure









Pour aluler la representation ompate, il reste enore a aluler les inter-
valles assoies a haun des elements des W
f
. On peut utiliser pour ela une
tehnique similaire a elle employee dans le alul des tableaux W
f
. Cette teh-
nique permet tout aussi bien de aluler les intervalles assoies a des nouveaux
elements ('est-a-dire a des reque^tes dans le ontexte des bases de donnees). Nous
allons don traiter e probleme plus general.
Traitement des reque^tes dans une base de donnees distribuee
La tehnique onsiste a aluler loalement des elements tifs representant
les bornes des dierents intervalles d'un sommet donne. On peut ensuite trou-
ver gra^e a un tri puis une somme prexee le rang des positions ou es bornes
s'inserent dans les tableaux W
f
. Voir l'algorithme 2.10.
Cet algorithme n'est a nouveau eÆae que lorsque le nombre de reque^te est
de l'ordre de la taille de la base de donnees. Le desequilibre qu'il peut y avoir
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Donnees : d tableaux de n nombres 
1
; : : : ; 
d
.
Resultat : Les pivots des log p premieres phases.
Pre-alul des pivots
Trier les ouples (Æ; 
Æ
(v)) lexiographiquement.




Pour haque tableau 
Æ




rang r = n=2; n=4; 3n=4; : : : (r est de la forme 2
logn log p
















(v)) ou le + 1
e
bit est mis a 1.
Si 
Æ



















sur la destination des dierentes reque^te para^t diÆile a gerer quand il y a peu
de reque^te. En pratique, e as n'est probablement pas ge^nant si l'on utilise un
algorithme du type de l'algorithme 2.6, s'il y a peu de reque^te, un seul proesseur
pourra les traiter assez rapidement.
Nous allons maintenant aborder la partie traitant des graphes de omparabi-
lite.
2.5 Reonnaissane des graphes de omparabi-
lite
Une fois de plus, l'algorithme pram (voir le paragraphe 1.4) s'implante assez
failement mais sa omplexite en fait un algorithme peu eÆae. Toutefois il
pourrait permettre de traiter des graphes trop gros pour rentrer dans la memoire
d'un ordinateur sequentiel. Mais la aussi, sa omplexite (en memoire) le dessert
ar la relation de forage diret prend une plae memoire en O(Æm), e qui risque
d'e^tre trop gros me^me pour une mahine parallele ('est enore aeptable pour
les graphes de degre borne, e qui est tres restreint).
Pour obtenir un algorithme utilisable, il faut utiliser un espae memoire total
en O(n+m). Pour identier les lasses d'impliation eÆaement, il faut omme
en sequentiel aluler les omposantes onnexes a haque pas du alul de la
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Algorithme 2.10 Evaluation de la taille des reque^tes
Donnees : Les tableaux W
f
de la representation ompate assoiee a n d-
uplets. n
0
= O(n) d-uplets de reque^tes.
Resultat : Les intervalles et la taille de haque reque^te.
Debut
Pour tout proesseur P

eetuer
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et les bornes pour trouver les rangs des bornes
des intervalles.




Le alul de la relation de forage ressemble beauoup au produit de matries.
En eet, pour haque are^te uv, il faut onsiderer les are^tes vw telles que uw
n'est pas une are^te du graphe. Il n'est ependant pas etonnant de trouver une
proedure qui ressemble a la fermeture transitive dans un algorithme de alul
d'une orientation fermee transitivement.
Nous allons presenter un algorithme qui utilise un espae memoire en O(Æn),
e qui dans le pire as revient a avoir une representation matriielle du graphe.
Chaque proesseur traite les listes d'adjaene de n=p sommets. On suppose don
Æn=p  Æ, 'est-a-dire n  p. L'algorithme est en deux temps : par une proedure
du type produit de matrie, haque proesseur onstruit pour haun de ses
sommets une fore^t ouvrante des relations de forage des ars entrants du sommet
et une autre sur les ars sortants. Le deuxieme temps onsiste a faire l'union
de toutes les fore^ts ouvrantes. Les lasses d'impliation sont les omposantes
onnexes de ette union de fore^ts qui a une taille inferieure a 2m.
Theoreme 36 L'algorithme 2.11 determine les lasses d'impliations d'un graphe




+ (p+ log p)T
om
(nÆ; p)).
Conernant l'espae memoire, l'hyptothese la plus forte de l'algorithme onsiste
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Algorithme 2.11 Calul des lasses d'impliation
Donnees : Les listes d'adjaene de haque sommet d'un graphe G = (V;E).
Resultat : Le numero de lasse d'impliation de haque ar.
Etape 1 Relations de forages (( loales ))
Chaque proesseur P

possede un blo L






Pour tout proesseur P

eetuer
Pour toute liste d'adjaene A de L

d'un sommet u eetuer





Pour tout w 2 A  B eetuer
Si uw n'est pas dans le me^me arbre que uv Alors
Rajouter la relation de forage diret uw  uv a la
fore^t des ars sortants de u.
Rajouter de me^me wu  vu la fore^t des ars en-
trants.
Realuler les omposantes onnexes des deux fore^ts.
Envoyer K







Caluler les omposantes onnexes de l'union des fore^ts.
a supposer que haque liste d'adjaene tient dans la memoire d'un proesseur.
L'autre hypothese sur la taille de la memoire ne servait qu'a expliquer l'algo-
rithme en termes de produit de matrie. En eet, on peut deouper l'ensemble
des ars du graphe en blos de listes d'adjaene de taille 2m=p au plus.
Si l'on ne fait plus l'hypothese que la liste d'adjaene d'un sommet tient
toujours dans la memoire d'un proesseur, la me^me tehnique peut toujours s'ap-
pliquer mais il faut (( reoller les moreaux )) d'une ronde a l'autre. Il faut om-
mener par trier les ars lexiographiquement pour que la liste d'adjaene d'un
tel sommet soit repartie sur des sommets onseutifs. Il y a deux problemes a re-
soudre : elui d'un proesseur qui gere un tel sommet et elui d'un proesseur qui
travaille sur un K

qui n'est qu'une partie de liste d'adjaene. Dans e dernier
as, il suÆt de ontinuer le alul A   B a la ronde suivante quand la suite de
la liste d'adjaene arrive ave K
 1
(les listes etant triees, ela ne pose pas de
probleme en faisant e alul par fusion des deux listes).
Le as ou la liste d'adjaene d'un sommet u stokee sur le proesseur P

se poursuit sur le proesseur suivant est plus deliat. Quand le proesseur P

a identie un voisin de u, il faut qu'il passe ette information au proesseur
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suivant ave K

pour que les proesseurs suivants ne manquent pas de relation
de forage. P

envoie don a P
+1





. (Remarquons que P

possede au plus un sommet dont la liste d'adjaene
se prolonge sur P
+1
).
Il faut ontinuer a maintenir les omposantes onnexes de la fore^t sur les ars
sortants de u sur tous les proesseurs qui la ontiennent, pour que le nombre de
relations de forages stokees sur les proesseurs de plus grand numero n'explose
pas. La seule faon que nous onnaissions atuellement pour realiser e genre
d'operations onsiste a faire un alul de omposantes onnexes a haque ronde.
Certains ars sortants de u sont dupliques et ont ete passes ave K

. Les opies
servent a aluler les fore^ts loales de relations de forage. On pourrait roire que
l'on manque des relations de forages du type uv  uw lorsque v > w sont dans
la liste d'adjaene de u, et v se trouve sur un proesseur de plus grand numero
que elui sur lequel se trouve w. Si ette relation de forage passe inaperue
quand 'est la liste d'adjaene de v qui est inspetee a travers les K

, elle est en
revanhe onsideree quand 'est la liste d'adjaene de w qui est inspetee.
Il y a au plus une opie par ar. L'algorithme des omposantes onnexes
s'exeute don sur un graphe de Degre(u) sommets (les ars sortants de u), et au
plus 2Degre(u) are^tes (elles des fore^ts loales de relations de forage). Au total,
il aboutit au bout d'un temps O(
m log p
p
+ log p T
om
(m; p)).
Les donnees risquent d'e^tre distribuee de maniere heterogene : toutes les listes
d'adjaene d'un proesseur P

peuvent e^tre fusionnees ave toutes les listes de
K








j operations ou L
u
designe la liste d'adjaene
loale de u et M
v
la liste d'adjaene de K

d'un voisin v 2 L
u
. Cei onduit













listes singletons de sommets qui
sont tous dans L
u





). Ce dernier probleme vient du fait que l'on a mal reparti les donnees.
Pour le resoudre, il faut distribuer les listes d'adjaene de sorte que haque
proesseur reoive de l'ordre de n=p listes. Il faut pour ela traiter dieremment
les sommets de degre superieur a m=p (dont la liste d'adjaene ne tient pas dans
la memoire loale d'un proesseur) et les autres. De tels sommets sont en nombre
au plus p 1. On plae leur listes par un tri lexiographique par exemple, haque
proesseur aura au plus deux moreaux de listes. Pour plaer les autres listes
d'adjaene, on trie les sommets restants par degre deroissant et on plae ainsi :
la liste du premier sommet sur P
0







. Ave ette strategie, haque proesseur aura au plus
n=p listes. C'est le proesseur P
0
qui stoke le plus d'ars. En revanhe, si on lui
enleve la premiere et la derniere liste que l'on lui a alloue, il lui reste moins d'ars
que sur haun des autres proesseurs, e qui fait don moins de m=p ars. Au
total, le proesseur P
0
stoke don au plus 3m=p ars et les autres proesseurs en
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ont moins. En omptant aussi les sommets de degre superieur a m=p, on obtient
une distribution des donnees telle que haque proesseur a au plus n=p+ 2 listes
d'adjaene et au plus 4m=p ars.
Revenons a l'algorithme de alul des lasses d'impliation lorsque les donnees
sont distribuees ainsi. On peut toujours l'exeuter ar sur haque proesseur, il y
au plus une liste d'adjaene qui se poursuit sur le proesseur suivant
5
. On peut






















. On obtient don le resultat suivant.
Theoreme 37 L'algorithme 2.11 ave les adaptations i-dessus alule les lasses







p log p T
om
(m; p)).
La borne en Æm est devenue nm, e qui permet de mettre en evidene les pro-
blemes que posent l'irregularite des strutures de donnees optimales des graphes
dans leur traitement parallele. Autoriser l'algorithme pram 1.13 a utiliser un es-
pae memoire en O(Æm) masquait ette diÆulte. Nous voyons ii que la reherhe
d'un temps polylogarithmique pour un algorithme pram n'est pas justiee dans
le as ou le travail de l'algorithme depasse largement l'ordre de grandeur de la
taille du probleme. Il faut onevoir des algorithmes pram utilisant un nombre
de proesseurs de l'ordre de la taille du probleme.
Les algorithmes d'orientation 1.14 et de deomposition modulaire 1.16 s'im-
plantent failement en gm puisqu'ils utilisent un nombre onstant de tris, de
aluls prexes et de aluls de omposantes onnexes.
2.6 Les graphes reux
L'exemple du traitement des graphes de omparabilite nous permet de mettre
en evidene la diÆulte de traiter les graphes reux, 'est-a-dire ayant peu d'are^tes.
L'hypothese m  pÆ simplie le alul des lasses d'impliation. On a vu om-
ment dans les omposantes onnexes l'hypothese m  pn simpliait la ta^he.
Considerons a e propos un probleme tres utile et tres simple dans le domaine
des graphes : aluler le degre de haque sommet.
En sequentiel, on fait l'hypothese que le graphe tient en memoire et don sans
s'en rendre ompte, on suppose que l'on peut garder en permanene en memoire
un ompteur pour haque sommet du graphe. Cette hypothese pourrait tres bien
s'averer fausse si le graphe est si gros qu'il neessite l'utilisation de memoire
5. Cette remarque tient aussi pour les K

ave la remarque qu'il faut faire une ronde supple-




ontenait initialement une n de liste d'adjaene.
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virtuelle sur le disque dur. Et dans e as, le meilleur algorithme risque fort de
ressembler a un algorithme parallele.
En eet, le parallelisme nous onfronte diretement a ette hypothese. Consi-
derons le as ou l'on peut enore stoker dans la memoire de haque proesseur un
ompteur pour haque sommet, 'est-a-dire le as ou m=p  n. Dans e as l'al-
gorithme sequentiel peut enore servir : aluler loalement les degres sur haque
proesseur et faire la somme ensuite. L'algorithme 2.12 en donne les details.
Algorithme 2.12 Calul des degres
Donnees : m ars d'un graphe, haque proesseur gere m=p ars.
Resultat : Les degres de tous les sommets, haque proesseur gere n=p som-
mets.
Debut
Pour tout proesseur P

eetuer




Pour tout i envoyer d

(i) au proesseur P
bi=p
.
Pour tout n=p  i < ( + 1)n=p eetuer
Caluler Degre(i) d
0




L'algorithme 2.12 alule les degres des sommets d'un graphe en temps O(n+
m=p+T
om
(pn; p)). Un proesseur peut tres bien reevoir de l'ordre de nmessages.
Cet algorithme n'est optimal que lorsque m=p  n, 'est-a-dire lorsque le graphe
est dense ou lorsqu'il y a peu de proesseurs (si m est de l'ordre de n, ela peut
vouloir dire un seul proesseur).
D'un autre o^te, le modele pram s'interesse au as ou la memoire de haque
proesseur est tres restreinte, et il ore don naturellement des solutions lorsque
des hypotheses trop fortes sur la taille du graphe ou sur le grain ne sont pas veri-
ees. La solution dans le as present onsiste a trier les ars lexiographiquement
et a faire une somme prexee.
Le plaement des donnees est tres important dans un algorithme gm. Aussi,
le traitement parallele eÆae d'un probleme a de grandes hanes de neessiter
au moins un tri des donnees du probleme. Les algorithmes paralleles lineaires
sont rares. Il n'est pas etonnant qu'il faille payer le prix lorsque les donnees sont
distribuees. On peut toutefois obtenir un fateur log p au lieu de logn, ave le
tri du geometre ou les algorithmes de tri probabilistes [68℄. Qu'en est-il des tris
implantes par les onstruteurs de mahines paralleles?
Les graphes qui ont de grandes disparites dans les degres sont plus diÆiles
a traiter que eux qui font preuve de regularite. On pourrait alors herher dans
ette optique des transformation de graphes qui permettent de rendre le degre
plus regulier. Il existe par exemple une tehnique pram pour les algorithmes de
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(( ontration d'arbres )) onsistant a rendre le degre onstant en rajoutant a peu
pres autant de sommets qu'il y a d'ars [86, 60℄. Cette tehnique s'etend aisement
aux graphes. Peut-on trouver des tehniques similaires en gm?
Conlusion
Nous avons transforme quelques algorithmes pram en gm. Le tri et les
aluls prexes sont enore des outils de base. Le alul des omposantes onnexes
para^t en revanhe assez lourd. Le modele gm pose de plus le probleme de la
distribution des donnees. Si la solution suit naturellement l'algorithme pram
dans ertains as (omme la reonnaissane des ordres N -free), on est onfronte
a d'importants problemes d'equilibrage de harge entre les dierents proesseurs
dans d'autres (omme la reponse a des reque^tes en petit nombre par rapport a la
taille de la base de donnees, ou le alul des lasses d'impliation d'un graphe).




Bornes d'un reseau de telephones
mobiles : une mahine parallele a
ommuniations restreintes
Nous allons aborder dans e hapitre un probleme issu du monde indus-
triel. Au ours d'une ollaboration ave nortel matra ellular, Jean-Louis
Dornstetter a eu la gentillesse de nous informer de quelques problemes algo-
rithmiques renontres en telephonie ellulaire. Je vois deux benees dans une
telle approhe : le premier est de tester l'utilite des tehniques generales qui sont
developpees en algorithmique, le deuxieme est de s'informer des problemes theo-
riques auxquels on peut e^tre onfronte en pratique.
Le probleme aborde ii onsiste a trouver un algorithme distribue pour syn-
hroniser les horloges des bornes d'un reseau de telephonie gsm. La seule infor-
mation dont on dispose pour ela est la detetion fortuite de la dierene d'heure
entre deux bornes lorsqu'un telephone ellulaire passe entre elles. Seules es deux
bornes peuvent e^tre informees de e dealage. La prinipale diÆulte du probleme
onsiste a s'interdire l'envoi de messages entre les bornes. Le terme (( distribue ))
est don a prendre ave des pinettes puisque l'on est onfronte ii a une sorte
de mahine distribuee ou les ommuniations sont de nature xee et totalement
inontro^lables. Il y a de plus une autre diÆulte quant a la oneption d'algo-
rithmes dans un tel systeme : les dierents programmes vont tourner de maniere
totalement asynhrone sur les dierents nuds du reseau, il n'y a pas moyen de
synhroniser l'exeution d'une phase du programme entre les dierentes bornes.
(( Synhroniser )) est ii utilise dans le ontexte du parallelisme ; tous les algo-
rithmes paralleles lassique utilisent de la synhronisation, et la plupart reposent
me^me sur des barrieres de synhronisation, 'est-a-dire un top a partir du quel
tous les proesseurs ommenent en me^me temps une phase de alul.
En pratique, on peut evidemment alleger es deux interditions mais dans une
faible mesure : il existe un reseau de ommuniation entre les bornes mais il est
deja tres harge et on peut obtenir une synhronisation approximative des aluls
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en envoyant un top du entral vers les bornes par e reseau de ommuniation
ou en lanant des phases de alul a une me^me heure de la journee
1
. Le but de
ette etude etait de faire la ollete des idees algorithmiques qui peuvent malgre
tout s'appliquer dans un ontexte aussi restreint. Le paragraphe 3.2 rassemble les
idees que nous avons pu pioher dans la litterature ou imaginer.
La presentation du probleme de synhronisation des bornes d'un reseau gsm
est assez longue ar les ontraintes sont nombreuses. Il va de soi qu'auun al-
gorithme existant dans la litterature ne permet de resoudre un probleme aussi
speique. D'autre part, on ne peut proposer une solution unique ar le seul
moyen de prouver qu'un algorithme est meilleur qu'un autre est de les implanter
tous les deux et de onstater lequel donne de meilleurs resultats dans la realite. Il
y a tout de me^me un pas intermediaire qui onsiste a simuler les dierents algo-
rithmes dont on a l'idee. Nous avons don suivi ette demarhe, le paragraphe 3.3
de e hapitre est onsare a la presentation des resultats des simulations que nous
avons eetuees.
3.1 Presentation du probleme
Reseau de telephones mobiles
Un reseau de telephones mobiles gsm est ompose, outre les telephones mo-
biles eux-me^mes que l'on appelle mobiles, de bornes xes (((Base Traneiver Sta-
tions ))). Les bornes sont reliees physiquement au reseau telephonique ommute
lassique. Les ommuniations sont assurees par liaison radio du mobile a une
borne dans sa proximite puis par liaison laire de la borne au reseau telepho-
nique standard. Les bornes sont reliees entre elles par un reseau en arbre, elles
sont reliees a des stations de ontro^le qui sont elles-me^mes reliees a des standards
telephoniques d'une part et a une station de maintenane d'autre part. Voir la
gure 3.1.
Lors d'une ommuniation, le mobile devient eslave d'une des bornes alen-
tours. Il ommunique par paquets ave la borne. Ces paquets sont envoyes perio-
diquement a une frequene donnee par une horloge (un paquet dure un huitieme
de la periode). Le mobile ale son horloge sur elle de la borne pour e^tre en
phase ave elle-i. Chaque paquet omporte une partie hirant la ommuni-
ation elle-me^me, et une partie standard toujours identique servant a dierentes
optimisations de traitement du signal : reglage de l'antenne, reherhe de la phase,
traitement des ehos et des interferenes.
Chaque borne possede sa propre horloge independante. Le probleme onsiste a
mettre les horloges des bornes voisines en phase. Il y a deux raisons a ela. Quand
un mobile se deplae, il est pris en harge par dierentes bornes suessives.
1. Les horloges que l'on veut synhroniser ont une periode trop ourte pour tenir e ro^le,
mais tout ordinateur est en general muni d'une horloge lassique.
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Fig. 3.1 { Un reseau de telephonie gsm.
Lorsqu'il passe de l'une a l'autre, il doit emettre des paquets plus ourts pour ne
pas perturber les ommuniations de la borne sur laquelle il arrive jusqu'a e que
elle-i lui ommunique la phase sur laquelle il doit se realer. Cela insere un petit
blan dans la ommuniation, desagreable pour l'utilisateur. Si les deux bornes
sont presque en phase, une tehnique appelee ((hand-over )) permet de raourir
la duree du blan. D'un autre o^te, il y a beauoup de mobiles qui se brouillent
les uns les autres. Deux mobiles prohes mais ommuniquant ave deux bornes
dierentes peuvent se brouiller de maniere destrutive quand leurs phases sont
dealees (voir la gure 3.2).
Atuellement les reseaux gsm fontionnent malgre es problemes, mais l'aug-
mentation du nombre de mobiles en irulation pourrait ompromettre le bon
fontionnement d'un tel reseau. Il y a deux approhes omplementaires pour
resoudre e probleme en jouant sur les trois prinipaux parametres qu'un ad-
ministrateur de reseau peut ontro^ler. La premiere option onsiste a minimiser
les interferenes en optimisant la puissane d'emission demandee a haque mo-
bile et le hoix de la borne qui s'oupe de lui. Nous nous interesserons ii a la
deuxieme approhe : synhroniser les horloges de bornes pouvant interferer. Cei
est possible ar les bornes peuvent modier tres lentement leur phase
2
.
Le moyen le plus simple d'eetuer ela est tehnologique : munir haque borne
d'un systeme de synhronisation. La seule soure eonomique de synhronisation
2. Des hangements brusques sont interdits ar ils feraient sauter toutes les ommuniations
en ours et sont d'ailleurs soumis a des regles preises par la norme gm.
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. . . . . . . . . . . .
Période T
C C’ rien rien
T/8 T/8 T/8
. . . .
. . . .
E E’X
D D’. . . .





Fig. 3.2 { (a) Shema du signal emis par un mobile. La partie X est xe et stan-
dard et sert a mesurer les interferenes qui sont venues perturber la transmission
de e paquet pour tenter de les orriger. (b) Signal d'un autre mobile ommuni-
ant ave la me^me borne. () Signal emit par un mobile ommuniant ave une
autre borne dont la phase est dealee par rapport a la premiere borne. Se mobile
vient brouiller les deux autres signaux. Ces interferenes seront prises en ompte
pour le mobile a puisque la partie standard X est aussi brouillee, tandis qu'elles
ne le seront pas pour le mobile b (sa partie X n'est pas brouillee). La orretion
sur le paquet du mobile a va degrader la partie non brouillee et la partie brouillee
du paquet du mobile b ne sera pas orrigee en onsequene. Il en deoule une de-
gradation de la qualite des ommuniations qui n'a pas lieu lorsque le brouilleur
est a peu pres en phase ave la borne.
assez preise a l'heure atuelle se trouve e^tre le systeme gps mis en uvre par
l'armee ameriaine. En eet, seules les horloges atomiques transportees par les dif-
ferents satellites en orbite basse de e systeme permettent la preision neessaire
(de l'ordre de 10
 7
seondes). Le prix atuel d'un gps est tel que ette solution
est tout-a-fait aeptable eonomiquement, mais d'un point de vue politique, il
est deliat de faire reposer le fontionnement d'un reseau de ommuniation sur
le bon vouloir de l'armee ameriaine. Le plus gros inonvenient de ette methode
est qu'il faut rajouter une antenne pour haque borne, e qui pose de nombreux
problemes d'autorisations.
Une partiularite de la norme gsm permet d'envisager une solution logiielle
meilleur marhe et ne presentant pas les inonvenients politiques de l'option pre-
edente. Les bornes sont equipees d'un systeme speial permettant d'eouter les
signaux provenant de mobiles ommuniquant ave une borne voisine. Il se trouve
don que haque borne onna^t de temps en temps son dealage de phase ave
elles qui lui sont voisines, 'est-a-dire qui peuvent interferer ave elle. Cette
information est ompletement inontro^lable et n'est en rien previsible, elle de-
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3.1 Presentation du probleme
pend du passage fortuit de mobile entre les bornes. Remarquons tout de me^me
qu'il est important de synhroniser les bornes telles que de nombreux mobiles
passent entre elles en reant des interferenes ge^nantes. Les interferenes les plus
ge^nantes sont don elles qui sont le plus souvent detetees. On peut don denir
un graphe dont les sommets sont les bornes et dont les are^tes relient les bornes
qui interferent assez souvent pour que leur dealage soit detete de temps en
temps. Ce graphe est inonnu, il depend des obstales presents entre les bornes.
Il n'est pas planaire a priori. La seule propriete que l'on en onnaisse est que
des bornes geographiquement eloignees sont moins suseptibles d'interferer. Cei
n'est pas une generalite ar une borne plaee en haut de la tour Montparnasse
par exemple peut interferer ave toutes les autres bornes de Paris. Le nombre de
telles bornes est faible a priori et les sommets du graphe ont probablement un
degre assez faible en regle generale.
Les bornes peuvent ommuniquer par le reseau en arbre les reliant a la station
de maintenane. Cependant, e reseau est largement utilise pour d'autres besoins
et il est preferable d'en limiter au maximum l'utilisation. La solution doit don
e^tre un algorithme distribue utilisant au maximum les informations loales reues
par haque borne.
Modelisation du probleme
Le graphe sur les bornes onstitue un premier pas dans la modelisation mais
reste un peu ou ar les are^tes qui orrespondent a la detetion d'un dealage
entre deux bornes dependent du passage fortuit d'un mobile entre les bornes.
Preisons ela en disretisant le temps (aux heures de tra intense, une borne
reoit typiquement des dealages a quelques seondes d'intervalle, l'unite de temps
hoisie peut par exemple e^tre la minute). On peut alors onsiderer la probabilite
p
i;j
pour que la borne i reoive son dealage ave la borne j a haque instant. On
denit ainsi une matrie de probabilite qui modelise le reseau gsm.
La disposition geographique des bornes etant xe, les bornes qui interferent
ave une ertaine regularite ave une borne donnee sont toujours les me^mes. Sur
le nombre, les deplaements des mobiles etant toujours a peu pres distribues de
la me^me maniere, on peut supposer ette matrie onstante (quitte a supposer
que le temps ne s'eoule pas lineairement puisque le tra est ertainement moins
important la nuit
3
). Cette matrie est symetrique puisqu'un dealage entre deux
bornes est detete lorsqu'un mobile peut e^tre pris en harge par les deux bornes.
En xant un seuil de probabilite au dela duquel deux bornes interferent suÆsam-
ment pour qu'il soit neessaire et aussi possible de les synhroniser on obtient
un graphe non oriente au sens usuel du terme : deux bornes sont reliees si la
probabilite orrespondante est superieure au seuil.
3. Cette simpliation peut neessiter des adaptations de l'algorithme omme realer les
horloges a une vitesse qui depend du nombre de dealages reus par unite de temps.
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Le probleme de synhroniser les bornes peut e^tre vu omme un alul de
omposantes onnexes de e graphe. En eet, deux bornes reliees par un hemin
seront synhronisees si haque borne est synhronisee ave ses voisines, et deux
bornes interferant trop peu frequemment n'ont pas besoin d'e^tre synhronisees.
Le probleme se formule dans ette optique omme la reherhe d'un algorithme de
omposantes onnexes dans e modele de alul distribue ou les ommuniations
sont tres restreintes.
3.2 Algorithmes de synhronisation
Algorithme du gradient
La solution lassique est de se ramener a un alul de minimum. Il est utile de
faire l'analogie ave la physique tant pour stimuler l'intuition que pour employer
des termes plus images : le probleme onsiste a minimiser (( une fontion d'ener-
gie )). Dans un systeme distribue omme elui onsidere ii, on essayera pluto^t
d'exprimer ette fontion d'energie omme la somme de fontions d'energie lo-
ales. Une fontion d'energie loale toute trouvee ii est la somme des arres des
dealages d'une borne ave ses voisines.
Notons 
i
l'heure de la borne i et 
ij
le dealage entre les bornes i et j.






sont mesures, les 
i
ne sont pas mesurables
(il n'y a pas d'heure absolue). D'autre part, les 
i
sont des heures modulo la
periode T de l'horloge
4
. C'est et aspet modulaire des variables qui rend le
probleme diÆile. Ramenons par onvention la valeur de 
ij
entre  T=2 et T=2
















Une borne peut se realer sur une autre de deux manieres possibles : soit en












  T j) (voir la gure 3.3). Il y a des situations ou le seul moyen
de synhroniser toutes les horloges onsiste a realer une des horloges sur une
autre en prenant le hemin le plus long (voir la gure 3.4). Le probleme onsiste
a deider pour haque borne si elle doit se realer dans un sens ou dans l'autre.
Malgre tout, lorsque les bornes sont a peu pres synhronisees (par exemple
tous les 
ij
sont entre 0 et 3T=4), on peut utiliser la solution lassique onsistant a
minimiser une fontion d'energie. Denissons don une fontion d'energie globale
4. Cette periode est la me^me pour toutes les bornes. Il faut avoir en te^te l'analogie d'une
horloge traditionnelle (pour laquelle T = 12 heures) ou du erle trigonometrique (pour lequel
T = 2).
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Fig. 3.3 { Les deux valeurs possibles pour le dealage entre deux bornes. La borne
i peut se realer sur la borne j soit en retardant de j
ij




Fig. 3.4 { Situation de bloage : pour synhroniser les horloges, il faut que l'une
d'entre elles se reale sur une de ses voisines en passant par l'ar de erle le
plus long, 'est-a-dire en faisant augmenter la valeur de j
ij
j (en onsiderant que
'est la borne i qui se reale vers la borne j de ette maniere).






































La fontion F denit une surfae dans R
n+1
dont il s'agit de trouver un point
minimum. L'algorithme le plus simple pour trouver un minimum d'une surfae
onsiste a se deplaer le long de la surfae en suivant la ligne de plus grande pente










































L'algorithme du gradient onsiste a repeter l'operation
(
1








; : : : ; 
n
):
" est une onstante a ajuster de sorte que l'algorithme n'osille pas et qu'il
onverge assez vite. Cet algorithme se pre^te tout a fait a la distribution : haque






en fontion de ette valeur.
Dans le probleme de synhronisation present, les bornes vont se realer dans un








que le gradient de F n'est pas ontinu : lorsque deux horloges sont en opposition
de phase, 
ij
peut passer de T a  T et reiproquement ; ependant, on peut
arguer que l'algorithme onduit a s'eloigner de es positions et qu'il ne peut pas
osiller autour d'une telle position.
Une idee de Jean-Louis Dornstetter, basee sur une analogie ave les verres
de spin [23℄, permet de hoisir une fontion d'energie plus lisse pour remedier a
e probleme. L'idee est de ne pas realer deux bornes en suivant toujours le plus
ourt hemin mais en restant dele a la diretion par laquelle on a ommene a
se realer. Il suÆt pour ela de aluler les 
ij
modulo 2T de sorte que  T <

ij
 T . Cela ne pose pas de probleme en suivant l'evolution des dealages. Si
jamais une borne detete un dealage ave une voisine de T=2 Æ puis de  T +Æ
0
,
on posera artiiellement 
ij
= T + Æ
0
. De me^me, si le dealage detete passe de
 T + Æ
0
a T   Æ, on posera 
ij
=  T   Æ. La fontion d'energie est alors modiee
de sorte que le alul de la moyenne des dealages dans le alul du gradient
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lisse ompletement la fontion d'energie mais augmente onsiderablement les al-
uls (surtout dans les simulations). La gure 3.5 illustre la forme des dierentes



































-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
(f)
Fig. 3.5 { (d) Fontion d'energie simple, de gradient (a) disontinu. (e) Fontion




Cette methode pourrait ependant e^tre dangereuse : deux bornes pourraient
se (( ourir )) l'une apres l'autre dans le as ou elles ne seraient pas d'aord sur la









modulo T ), au quel as les deux horloges se dealeraient
dans le me^me sens sans pouvoir se rattraper l'une l'autre. Dans le as du reseau
gsm, e danger n'existe pas ar les horloges ont en realite une periode superieure
a la periode a laquelle on veut qu'elles soient synhronisees (les dealages sont
detetes modulo 8T ). Me^me si e n'etait pas le as, on peut imaginer une methode
permettant a une borne de rattraper l'autre. Si une borne reale son horloge a
une vitesse proportionnelle au gradient, tout en gardant le gradient ontinu, on
peut le rendre plus grand pour la borne qui se reale en suivant le plus ourt
hemin que pour la borne qui se reale en suivant le plus long hemin (voir la
gure 3.6). Un autre defaut de la methode de lissage de la fontion d'energie est
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. Je ne sais pas dans quelle mesure ela est ge^nant.
(a) (b)
Fig. 3.6 { Un lissage de la fontion d'energie (b) (de gradient (a)) tolerant au
desaord de deux bornes sur la valeur de leur dealage modulo 2T .
Malheureusement, la methode du gradient ne permet pas toujours d'atteindre
un minimum. Dans le as ou les bornes dans leur ensemble sont prohes de la
synhronisation (e qui est peu probable quand il y a beauoup de bornes), ette
methode permet eetivement de trouver un minimum d'energie (F = 0). Mais
en partant d'une position quelonque, il peut y avoir des bloages : l'algorithme
peut rester bloque dans un minimum loal tel que la position illustree par la
gure 3.4.
Cette methode implique que haque borne doit retenir un nombre pour ha-
une de ses voisines. Cela est possible, mais les ressoures etant tres limitees sur
haque borne, mentionnons une idee qui permet de l'eviter. On peut remarquer
que les horloges se realent tres lentement (a ause des limitations imposees par
la norme gsm). On peut faire un alul empirique de la moyenne des dealages
en realant systematiquement l'horloge d'une borne vers elle d'une voisine des
qu'un dealage est mesure ave elle-i. Lorsque les bornes ommenent a se syn-
hroniser et les dealages ommenent a devenir faibles, il faut bien su^r faire
baisser ette vitesse de realage pour ne pas osiller autour de la position de syn-
hronisation. Cette methode a de plus l'avantage de ponderer la moyenne ave
la frequene de detetion du dealage ave haque voisine. Une borne se realera
don preferentiellement vers la voisine ave laquelle elle a le plus d'interferenes.
Si l'on veut eviter ette ponderation, il suÆt de rendre artiiellement toutes les
frequenes de detetion egales a la plus petite en ne tenant pas ompte du surplus
de detetions. L'algorithme 3.1 donne les details de ette methode qui permet de
synhroniser de maniere stable les bornes lorsqu'elles sont sur la bonne voie. Le
reste de la setion s'interesse pluto^t au as ou les bornes sont loin de la syn-
hronisation. On peut imaginer une strategie generale ou une borne applique un
algorithme quand ses voisines sont dispersees et l'algorithme du gradient quand
elles sont pluto^t groupees.




)j =2 indique qu'une borne ne doit pas se realer
d'une valeur trop importante pour eviter que le systeme n'osille : deux bornes
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Algorithme 3.1 Gradient pour la borne i
Repeter
Des qu'un dealage 
ij
est detete, eetuer :






) (dans le sens donne par le





dealees de  doivent se realer l'une de =2, l'autre de  =2 pour se syn-
hroniser. N'importe quelle valeur inferieure stritement a 1 onvient. Pour une
optimisation plus ne, il faudrait ertainement prendre des fontions plus om-





aÆnes par moreau par exemple).
L'algorithme 3.1 est su^rement le plus simple que l'on puisse imaginer. Il pour-
rait y avoir des problemes de stabilite lorsque les mesures de dealage sont brui-
tees : une erreur de mesure peut amener une borne a realer son horloge dans la
mauvaise diretion jusqu'a e qu'elle reoive un dealage moins bruite. La vitesse
de realage etant tres faible par rapport a la frequene de detetion de dealage,
on peut imaginer que ela n'aura pas une grande inidene sur l'algorithme. Cela
peut toutefois e^tre ge^nant lorsque les bornes sont synhronisees ou lorsque la fre-
quene de detetion de dealage tombe (la nuit par exemple). On preferera alors





de la fontion d'energie.
Algorithme 3.2 Gradient pour la borne i
Donnees : Les dealages 
ij




a jour a haque dealage detete.















Quand un nouveau dealage est detete on peut me^me faire la moyenne ave
l'anienne valeur pour rendre l'algorithme enore plus stable fae aux erreurs de
detetion. Les variations sont bien su^r innies, mon but est de rassembler ii les
prinipales idees que nous avons imaginees.
Le reuit simule
Le reuit simule est un algorithme probabiliste generique permettant de re-
soudre en theorie tous les problemes modelisables par la minimalisation d'une
fontion d'(( energie )) [48, 1, 72℄. L'idee s'exprime enore naturellement ave
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l'analogie a la physique. La fontion F dont il faut trouver un minimum est
onsideree omme un potentiel dont on herhe les puits les plus profonds. On
onsidere alors des partiules soumises a e potentiel et a une agitation thermique.




; : : : ; 
n




ou  est la temperature du systeme. Ii, le reseau entier de bornes est onsidere
omme une seule partiule se deplaant dans R
n
. Toute suite (
1




forme un etat possible de la partiule. A une temperature  une partiule peut
passer d'un etat  a un etat  ave une probabilite




Si la temperature est innie, tous les etats sont equiprobables, une partiule peut
sauter n'importe quelle barriere de potentiel pour passer d'un etat a un autre. Si
la temperature est nulle, toutes les partiules sont dans des puits de potentiel,
'est-a-dire des minima loaux de F , auune agitation thermique ne leur permet
d'en sortir. En revanhe, si l'on fait baisser douement la temperature de l'inni
vers zero, toutes les partiules se retrouveront dans les minima absolus de F (es
minima sont equiprobables). On peut donner une expliation physique intuitive
a ela : quand la temperature est assez elevee, une partiule passe de minimum
loal en minimum loal
5
; si une partiule hesite entre deux minima, il y a une
temperature qui lui permettra de passer du moins profond au plus profond, mais
pas du plus profond au moins profond, une fois piegee dans le plus profond, elle ne
peut plus en sortir (voir la gure 3.7). Il existe une justiation mathematique de
ette propriete du refroidissement d'un systeme sous les hypotheses qui suivent
[36, 1℄.
La temperature doit baisser tres lentement (trop lentement pour donner un
algorithme qui termine, mais il existe des strategies pour refroidir plus rapide-
ment, voir un peu plus loin). D'autre part, une partiule doit pouvoir passer de
tout etat a n'importe quel autre ave une probabilite non nulle en un temps ni.
Cela peut se modeliser mathematiquement par l'existene d'une matrie d'ex-
ploration 'est-a-dire une matrie M symetrique et irredutible ou M [a; b℄ est la
probabilite de passer de l'etat  a l'etat . Cela veut essentiellement dire que
M [;℄ =M [;℄ et qu'une partiule peut (( passer )) d'un etat 
1
a un etat 
en passant eventuellement par des etats intermediaires 
2
; : : : ;
b





℄ > 0 pour tout 1  a < b. Cei est la denition usuelle, M est aussi
un graphe non oriente onnexe sur l'ensemble des etats ou deux etats sont relies
si la probabilite de passer de l'un a l'autre diretement est non nulle. En pratique
[2℄, les are^tes ne sont pas valuees, toutes les are^tes partant d'un sommet sont
posees equiprobables.
5. Si la temperature n'est pas innie, la probabilite d'e^tre dans un puits de potentiel est
d'autant plus forte que le puits est profond.
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Fig. 3.7 { Une partiule d'energie thermique k peut passer du puits B dans le
puits A, mais pas l'inverse.
Du point de vue algorithmique, ette matrie d'exploration permet de se
deplaer aleatoirement d'un etat a un autre. Le hoix d'une distribution de
Boltzmann ne provient pas uniquement de la pertinene de l'analogie ave e
modele physique, elle est aussi faile a simuler gra^e a l'algorithme de Metropolis
[48℄. La matrie d'exploration permet en eet de simuler le deplaement d'une
partiule soumise au potentiel F et a une agitation thermique donnant lieu a une
distribution de Boltzmann.
L'analogie physique est tres satisfaisante intuitivement ar la deroissane de
la temperature onsiste a faire diminuer l'entropie jusqu'au zero absolu, 'est-a-
dire un systeme totalement ordonne, ou enore un ristal, ou enore un ensemble
de bornes synhronisees. C'est probablement aller un peu loin que de justier
un algorithme informatique par les prinipes de la thermodynamique mais il se
trouve que le reuit simule permet de resoudre de nombreux problemes de e type.
L'algorithme du reuit simule onsiste a aluler une suite d'etats 
0
; : : : ;
a
; : : :
a partir d'un etat initial 
0




; : : : qui





est une ha^ne de Markov dont la matrie de transition
varie dans le temps. Dans l'algorithme general du reuit simule, la partie ritique
se trouve dans la fontion de refroidissement Refroidir. Le premier resultat sur la










log a  R ave R  0 assez grand.
Cei est un resultat mathematique, qui a une tradution exploitable en informa-
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Algorithme 3.3 [36℄ Reuit simule
Repeter
Choisir aleatoirement un etat  voisin de 
a
.







Tirer un nombre aleatoire q entre O et 1.























ou C et r sont des onstantes. Il est don possible de borner la probabilite pour
que l'algorithme n'ait pas termine au bout de a iterations. Le reuit simule est
don un algorithme probabiliste.
Cette strategie de refroidissement est bien trop lente pour e^tre utile. Cepen-






ou B est une onstante
prohe de 1 (typiquement B = 0; 99). Il existe des resultats plus faibles sur la
onvergene de ette strategie [10, 1, 72, 2℄
6
. Remarquons que la onstante C est
d'autant plus grande que l'espae des etats est grand.
Cette methode peut e^tre adaptee au probleme de la synhronisation des bornes
d'un reseau gsm de la maniere suivante. Chaque borne ontro^le une des oordon-
nees de la partiule. La matrie de transition n'est pas diÆile a imaginer : une
borne i peut faire passer le systeme dans l'etat (
1
; : : : ; 
i





; : : : ; 
i
 "; : : : ; 
n
). Le prinipal probleme est qu'une borne ne peut pas
aluler la fontion d'energie qui est globale. En s'inspirant de l'idee de l'algo-
rithme du gradient, on peut ependant remedier a ela. Pour  = +("
1
; : : : ; "
n
),
on peut utiliser l'approximation
F ()  F () ' rF  ("
1
; : : : ; "
n
)
ou  designe le produit salaire. Une borne peut don aluler loalement
F (
1
; : : : ; 
i




; : : : ; 
n






Il est preferable a priori de hoisir une version derivable en tout point de la
fontion d'energie. Le reuit simule appara^t alors omme une modiation de la
methode du gradient. L'algorithme 3.4 donne les details pour la borne i.
6. Il existe me^me des algorithmes paralleles de reuit simule ou plusieurs reherhes inde-
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Algorithme 3.4 Reuit simule pour la borne i
Donnees : Les dealages 
ij




a jour a haque dealage detete.







Poser ave probabilite 1=2 :  1 ou bien   1.
Si G  0 Alors








Tirer un nombre aleatoire q entre O et 1.

















L'intervalle de temps entre deux deisions doit permettre a l'horloge de se
realer de " (on peut moduler de maniere plus ne la vitesse de realage en la
mettant au maximum autorise tant que les heures des voisines de la borne sont
dispersees). Il faut trouver un bon ompromis pour " ar il doit e^tre petit pour
que l'approximation de la fontion d'energie soit valable, mais plus il est petit,
plus le nombre d'etats possibles du systeme devient grand et plus la onvergene
est lente. La solution la plus sophistiquee onsiste sans doute a faire varier " en
fontion de l'amplitude des dealages.
Le plus gros probleme dans et algorithme est que les bornes ne sont pas
synhronisees au sens alulatoire du terme : haune devra avoir sa propre tem-
perature et ne ommene pas l'algorithme en me^me temps que les autres. De e
point de vue, le maximum de synhronisme entre les dierentes exeutions du
reuit simule sur haque borne serait souhaitable : si les bornes ont l'heure et la
date, il serait su^rement pertinent de faire partir tous les algorithmes en me^me
temps a une date et a une heure les plus preises possibles. Si une borne est al-
lumee au milieu de l'algorithme, il faudra lui donner une temperature de l'ordre
de elle des autres sans quoi elle risque de perturber fortement ses voisines.
Citons enn une idee originale de Daniel Krob [51℄ qui onsiste a operer les
deux phases du reuit simule (hoisir au hasard un etat voisin et deider d'y
passer ou pas) dans l'ordre inverse : au lieu de faire passer le systeme d'un etat
dans un autre, une borne observe un hangement d'etat et deide de laisser faire
pendantes sont eetuees en me^me temps [2℄ et ou de temps en temps toutes les reherhes
repartent a partir de la meilleure d'entre elles.
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ou bien d'essayer de le orriger. L'algorithme 3.5 donne les details. La fontion







Donnees : Les dealages 
ij
pour haque voisine j de la borne i.
Repeter





ave l'anienne valeur d du dealage ave j :
Si j
ij
j < jdj Alors
Ne rien faire.
Sinon
Tirer un nombre aleatoire q entre O et 1.



























Les approhes preedentes abordent le probleme par des methodes issues du
ontinu : les horloges sont des variables ontinues, si une horloge bouge un peu, le
systeme n'est pas profondement modie ou perturbe. Cependant il y a deux phe-
nomenes disrets dans e systeme. Tout d'abord la ommande : on peut realer
une horloge dans un sens ou bien dans l'autre. Ensuite, il y a une petite dison-
tinuite au niveau du dealage entre deux bornes : si deux bornes sont presque en
opposition de phases, leur dealage fait un saut si une borne bouge un peu au
dela de la position en opposition de phases. Une approhe disrete s'impose don,
au moins omme une solution omplementaire aux methodes ontinues.
On peut onsiderer que les bornes interagissent ou n'interagissent pas, et que
le probleme onsiste a synhroniser les omposantes onnexes de bornes intera-
gissantes. Les omposantes onnexes sont araterisees par l'existene d'un arbre
de reouvrement. Il est interessant d'avoir un tel arbre (de plus enraine) pour
synhroniser les bornes : haque borne se synhronise sur son pere et au bout du
ompte, toutes les bornes se synhronisent sur la raine de l'arbre. Cela peut poser
des problemes de stabilite aux erreurs de detetion, nous aborderons e point a
la n de la setion. De la, on peut partir dans deux diretions. Soit trouver un
arbre ouvrant (( a la main )), soit trouver un algorithme de alul de omposantes
onnexes.
Choix d'un arbre ouvrant
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Il y a au moins deux moyens de aluler un arbre ouvrant de maniere en-
tralisee. En onsultant une arte geographique des bornes, on peut ertainement
trouver une bonne partie des are^tes du graphes d'interation (pas toutes) : deux
bornes ont d'autant plus de hanes d'interagir qu'elles sont prohes, qu'il n'y a
pas d'obstale entre elles, et que beauoup d'adeptes du telephone ellulaire sont
suseptibles de passer entre elles. Il faut ensuite designer un pere pour haque
borne et envoyer ette information a la borne, s'il y a 500 bornes, ela fait 2 kilo-
otets d'informations a faire passer par le reseau inter-bornes. D'un autre o^te, si
l'etude d'une arte geographique ne donne pas une idee assez preise du graphe
d'interation, il est possible de aluler eetivement elui-i : haque borne de-
tete ses voisines et envoie ensuite la liste de ses voisines au entral, si elle se
limite a ses dix voisines les plus frequentes, ela fait au total 12 kilo-otets d'in-
formations a envoyer par le reseau inter-bornes (pour 500 bornes).
Si une nouvelle borne est ajoutee, il suÆt qu'elle se hoisisse elle-me^me un
pere (en supposant que l'on ajoute jamais deux bornes voisines en me^me temps).
Le aratere ge de l'arbre est ennuyeux (il se peut que la onstrution d'un
immeuble oupe une des are^tes de l'arbre, ou une borne peut tomber en panne et
ses ls ne peuvent plus se synhroniser). Si l'on s'autorise plus de ommuniations
par le reseau inter-bornes, on peut realuler l'arbre de temps en temps (toutes
les nuits par exemple). Si le graphe a une onnexite suÆsante et que haque borne
est aussi reliee a un ane^tre de son pere, on peut lui designer un pere de seours
au as ou elle n'ait plus de nouvelles de son pere.
Si l'on s'interdit ompletement l'utilisation du reseau inter-bornes, il est tou-
tefois possible de aluler des fore^ts ouvrantes des omposantes onnexes. Il
faut que haque borne se designe elle-me^me un pere, la diÆulte etant de ne pas
onstruire de iruit. On peut pour ela utiliser omme dans l'algorithme paral-
lele un ordre total sur les bornes (donne par leurs numeros) et une borne hoisit
omme pere une voisine de numero plus grand. Si une borne a un numero plus
grand que eux de ses voisines, elle n'aura pas de pere et sera raine d'un arbre
de la fore^t ouvrante. On peut aussi utiliser un ordre total sur les are^tes, leur
frequene de detetion par exemple : haque borne se reale sur sa voisine dont
le dealage est detete le plus frequemment. Cette approhe produit pas tout a
fait des arbres ar la raine sera remplaee par un iruit de longueur 2 (e n'est
pas ge^nant si les bornes se realent toujours en suivant le hemin le plus ourt).
Le alul d'une fore^t ouvrante ne permet pas de resoudre le probleme, mais il
peut onsiderablement reduire le nombre d'etats du systeme pour failiter ensuite
une approhe du type reuit simule.
Algorithme de omposantes onnexes
Une fois le reseau synhronise, haque omposante onnexe aura une heure
dierente, d'ou l'idee d'exeuter un algorithme parallele de omposantes onnexes
dans lequel l'heure d'une borne represente son numero de omposante onnexe
provisoire ou son numero d'etoile par analogie ave l'algorithme 1.1. L'idee est de
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reprendre l'algorithme 1.1 et de l'adapter au probleme des bornes. On ne peut pas
l'utiliser tel quel ar on ne peut pas faire l'operation de ((pointer jumping )) sur les
pointeurs Pere, e qui permettait de trouver et d'aroher entre elles les etoiles.
En eet, le dealage entre une borne et son (( grand-pere )) n'est pas forement
mesure, et pour l'obtenir, ela neessiterait d'additionner les deux dealages, e
qui resulterait en de nombreux messages entre les bornes ave surtout le probleme
de l'aumulation des erreurs.
L'algorithme que nous allons voir est base sur deux idees : une are^te (( essaye de
synhroniser )) ses deux extremites et si une are^te n'arrive pas a synhroniser une
de ses deux extremites sur l'autre, 'est qu'une autre are^te essaye de synhroniser
ette extremite dans l'autre sens ('est l'analogue de l'eriture onurrente dans
l'algorithme 1.1). L'algorithme est le suivant : une borne se reale a priori sur
toutes ses voisines, si jamais elle s'earte malgre tout d'une voisine, elle ignore
ette voisine le temps de se realer d'un demi-tour (le hemin maximal qu'elle
puisse avoir a faire pour se realer sur une autre voisine). Pour qu'une borne
n'osille pas entre deux heures (entre deux omposantes onnexes), elle n'ignore
plus jamais par la suite une voisine sur laquelle elle a reussi a se synhroniser et
elle lui assigne de plus un poids plus fort qu'aux autres. On dira qu'une voisine est
desativee si la borne ignore les dealages ave ette voisine. Une borne ne doit pas
non plus ignorer toutes ses voisines, quand il ne lui reste plus qu'une voisine ative,
elle se synhronise sur elle la. Au debut, ela ressemble a la synhronisation selon
une fore^t ouvrante : haque borne se reale sur une seule voisine ; a la n, une
borne se reale sur toutes ses voisines, 'est l'algorithme du gradient. Les details
sont donnes dans l'algorithme 3.6.
w est une onstante superieure a 1 qui module le dealage qu'une borne peut




pour eviter a oup su^r la situation de bloage de la gure 3.4 (n est une
borne superieure a la longueur maximale d'un yle dans le graphe d'interations).
Considerons les are^tes qui sortent d'une omposante onnexe. Si elles tendent
a realer la omposante de manieres ontraditoire, la omposante ne se realera
de maniere sensible ; ependant, ertaines are^tes vont e^tre desativees petit a
petit jusqu'a e que les are^tes atives restantes ne soient plus ontraditoires et
la omposante va se realer selon e qu'elles indiquent de maniere sensible ette
fois. Le as le pire est elui ou une seule are^te sortant de la omposante est ative :
la borne de la omposante extremite de ette are^te doit (( emmener )) toutes les
autres, e qui va prendre un temps proportionnel a 1=
D
ou D est la longueur
maximale d'un plus ourt hemin reliant ette borne a toute autre borne de la
omposante. Si ette borne se deale de ", ses voisines vont se dealer de " au
moins, les voisines de ses voisines vont alors se dealer de "
2
, et ainsi de suite. Les
bornes eloignees de la omposante onnexe vont se realer 1=
D
moins vite ('est
une borne superieure). Nous avions envisage  = 1=2 en presentant l'algorithme
du gradient, une valeur prohe de 1 appara^t ii meilleure. Si les bornes se realent
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Algorithme 3.6 Composantes onnexes
Donnees : Les dealages 
ij




des dealages. Un ensemble A de voisines atives, un ensemble
I de voisines inatives, un ensemble S de voisines synhronisees.
A; I; S formera toujours une partition de l'ensemble des voisines de
la borne i.
Debut






 1 pour toute voisine j.
Tenir les 
ij
a jour a haque dealage detete.
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= 0 Alors mettre j dans S.
Pour tout j 2 I eetuer
Si j a ete mis dans I depuis un temps superieur a U , remettre j
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Ce resultat est purement indiatif. Le raisonnement est theorique ar il est remis
en ause par l'asynhronisme de l'exeution de l'algorithme sur haque borne :
une are^te peut se reativer a tout moment. Si l'on peut realer (me^me de maniere
approximative) tous les U , l'algorithme devrait synhroniser les bornes a oup su^r.
Dans les simulations,  = 1=2 onvient (le as le pire est souvent peu probable).
Il est interessant de onsiderer le probleme de deux bornes osillant autour
de la position ou elles sont en opposition de phases dans et algorithme. Il faut
prevoir un test speial pour desativer une telle are^te si les bornes restent trop
longtemps en opposition de phase puisque la omparaison ave le dealage detete
preedemment n'a pas alors le sens attendu. La faon la plus simple de resoudre
e as partiulier onsiste ertainement a utiliser une fontion g du type de elle
de la gure 3.6.
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3.3 Simulations
Cette setion presente les resultats de quelques simulations de versions simpli-
ees des algorithmes de reuit simule 3.5 et de alul des omposantes onnexes 3.6.
Presentation du simulateur
Etant donnes les problemes algorithmiques poses par l'asynhronisme de l'exe-
ution des algorithmes sur haque borne, il para^t important d'en tenir ompte
dans des simulations. La modelisation du reseau par une matrie de probabilites
permet de (( tirer )) des ommuniations de dealage au hasard et de simuler l'al-
gorithme de haque borne de maniere assez realiste : a haque dealage reu, une
borne doit deider une ation en fontion de la valeur reente de e dealage, de
la valeur des dealages ave ses voisines reus en dernier, du temps eoule depuis
un evenement partiulier (qui peut e^tre le dernier dealage reu, une phase de
l'algorithme, une deision onernant une borne voisine,...), et du numero de la
voisine dont elle reoit le dealage.
Il suÆt pour ela de onsiderer que deux ommuniations ne peuvent pas
arriver en me^me temps, les ommuniations sont alors traitees les unes apres les
autres et sont generees en tirant aleatoirement une borne i de maniere uniforme
(1  i  n) et en tirant ensuite une voisine j de i ave la probabilite P [i; j℄ ou
P est la matrie de probabilite. Si j = i, on onsidere que la borne ne reoit
pas de ommuniation (ela permet de modeliser le fait que ertaines bornes
reoivent moins de dealages que d'autres). Dans les simulations qui suivent, la
duree de l'intervalle de temps entre deux ommuniations etait tire aleatoirement
de maniere uniforme entre 0 et 2M , ou M est prohe de la moyenne observee en
realite.
La gure 3.8 montre la fene^tre de l'interfae graphique qui permet de visualiser
par une horloge l'heure de haque borne et son evolution au ours de la simulation.
Comparaison des algorithmes
Cette setion vise a omparer deux algorithmes, l'un inspire du reuit si-
mule, l'autre de l'algorithme de omposantes onnexes. Nous allons ommener
par ommenter quelques visualisations en ours d'algorithme sur un graphe regu-
lier : une grille, puis nous donnerons les resultats de nombreuses simulations sur
des graphes aleatoires. L'algorithme de reuit simule utilise pour les simulations
est la variante 3.5 proposee par Daniel Krob. L'algorithme de (( omposantes
onnexes )) utilise pour les simulations est une version de l'algorithme 3.6 ou le
alul de la moyenne est fait au ours du temps (omme dans l'algorithme 3.1 par
rapport a l'algorithme 3.2. La gure 3.9 illustre l'etat des bornes d'un reseau en
forme de grille a maillage arre en ours de reuit simule. Les gures 3.10 et 3.11
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Fig. 3.8 { Interfae du simulateur. Chaque erle represente l'horloge d'une borne
dont l'heure est donnee par l'aiguille a l'interieur de elui-i. Les traits entre les
etiquettes des horloges illustrent le graphe d'interation. L'algorithme a ii reussi
a synhroniser les bornes des deux anneaux du haut mais pas elles de l'anneau
du bas.
montrent des arre^ts sur image de l'exeution de l'algorithme du type omposantes
onnexes sur le me^me reseau.
La plus grande partie des simulations ont ete faites sur des matries generees
aleatoirement. La generation de telles matries n'est pas evidente ar elles doivent
e^tre symetriques et la somme des elements dans haque ligne doit faire 1 (dans
haque olonne aussi). Une matrie dont la somme des elements dans haque ligne
est 1 (et dont les elements sont positifs) s'appelle une matrie Markovienne.
Une maniere lassique de generer aleatoirement de telles matries onsiste a ge-
nerer d matries de permutations E
1
; : : : ; E
d
, 'est-a-dire telles qu'il existe pour
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Fig. 3.9 { L'algorithme du reuit simule en ours d'exeution. Un (( epi )) de la
borne 32 est en train d'e^tre evaue par le bord du reseau vers le haut. La borne
66 a ete mise en opposition de phase par rapport a ses voisines. Elle se reale sur







[i; j℄ = 1 si et seulement si 
a
(i) = j
(les autres entrees de la matrie sont nulles). On tire ensuite d nombres positifs
aleatoires 
1
; : : : ; 
d
















Nous avons adapte ette methode pour obtenir des matries symetriques ou
le degre de haque borne est borne par d. Il suÆt pour ela de prendre des
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Fig. 3.10 { L'algorithme du type omposantes onnexes en ours d'exeu-
tion. On peut lairement identier des sous-ensembles de bornes synhroni-
sees entre elles. Les sous-ensembles s'unissent les uns les autres au ours de
l'algorithme. Observer par exemple les inuenes ontraditoires des bornes
des sous-ensembles f37; 38; 39g et f75; 76; 84; 85; 86; 87; 94; 95; 96; 97g sur elles
de f47; 48; 49; 57; 58; 59; 67; 68; 69; 77; 78; 79; 88; 89; 98; 99g. On remarque que de





est symetrique () 8i; j 
a






Les resultats suivants ont ete obtenus sur des graphes aleatoires generes ave
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Fig. 3.11 { Les heures de plusieurs bornes (32; 52; 54; 66) ont ete modiee a la
main alors que les bornes s'approhaient toutes de la synhronisation sur (( 9
heures )) par l'algorithme du type omposantes onnexes. Cela a entra^ne la mo-
diation de l'heure de tout un ensemble de bornes (le oin en bas a droite). Le
phenomene est assez diÆile a observer : en general, une borne dont on modie
l'heure se reale assez rapidement sur une de ses voisines sans modier les heures
de ses voisines. Pour pouvoir observer e phenomene, il a fallu modier l'heure
de plusieurs bornes. Dans ertains as assez rares, la modiation d'une borne
peut se propager. Cela pourrait e^tre ge^nant si e n'etait pas aussi improbable que
e que les simulations laissent penser.
ette methode. Dierents nombres de bornes ont ete testes pour dierentes valeurs
de degre. Chaque point est la moyenne de vingt simulations. L'algorithme "Jeton"
est un algorithme de passage de jeton (et qui synhronise selon un arbre ouvrant
alule en passant des jetons, une borne se reale sur la premiere qui lui passe
un jeton, elle le fait passer ensuite a es voisines). Cet algorithme est presente a
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titre omparatif, il donne une idee du temps qu'il faut pour qu'une information
traverse tout le reseau. Les gures 3.15, 3.12, 3.13 et 3.14 illustrent es resultats
par des moyennes de temps de onvergene des algorithmes en fontion du nombre













Fig. 3.12 { Resultats de simulations sur des graphes de degre borne par 5. Die-
rents nombres de bornes (en absisse) ont ete essayes, l'axe des ordonnees donne

















Fig. 3.13 { Resultats de simulations sur des graphes de degre borne par 10.
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Fig. 3.15 { La moyenne des resultats preedents.
Ces resultats montrent que le reuit simule est tres performant en temps sur
les graphes de degre important et que l'algorithme de omposante onnexe est
plus rapide sur les graphes de faible degre. Il faut toutefois mettre un bemol a
ette observation : sur les 900 simulations eetuees, il y en a huit ou le reuit
simule n'a pas reussi a synhroniser les bornes. Cela peut su^rement e^tre resolu
en reglant mieux le refroidissement, mais si le graphe entre les bornes n'est pas
onnu, il est impossible de faire e reglage. L'algorithme de omposantes onnexes
a synhronise les bornes dans toutes les simulations. L'algorithme du reuit est
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tres rapide (aussi rapide que le passage de jeton, voire plus dans les graphes de
grand degre) lorsqu'il ne se bloque pas dans un minimum loal (pare que sa
fontion de refroidissement ne peut pas e^tre reglee pour un graphe preis).
3.4 Quelques problemes
Les simulations nous onfrontent au probleme de generer des graphes alea-
toires ave ertaines proprietes : omment generer des matries symetriques telles
que la somme des elements de haque ligne soit 1. Le probleme general de la ge-
neration aleatoires de strutures ombinatoires est un probleme diÆile que l'on
sait resoudre quand on sait enumerer (au moins theoriquement) es strutures,
'est par exemple le as des hemins de Motzkin, des animaux diriges ou des
arbres binaires [21℄. Peu de lasses de graphes usuelles ont ete enumerees, on ne
onna^t par exemple le nombre d'ordres a n sommets que pour n inferieur a douze
ou treize.
L'etude du probleme de la synhronisation elle-me^me nous a onduits a un
probleme de theorie des graphes interessant : La synhronisation des bornes selon
un arbre ouvrant permet de resoudre le probleme, mais si une borne tombe en
panne ou se deregle, tout le sous-arbre orrespondant risque de se desynhroni-
ser du reste des bornes. D'ou l'idee d'avoir un arbre ouvrant de (( seours )) :
lorsqu'une borne detete un disfontionnement de son pere, elle se reale sur un
autre pere dans un deuxieme arbre ouvrant. Ce deuxieme pere ne doit pas e^tre
un des desendants de la borne ar ela reerait un iruit. Si le deuxieme pere
est toujours un ane^tre de la borne, me^me si plusieurs bornes hangent de pere, le
resultat est toujours un arbre. Cei n'est pas une ondition neessaire. Comment
arateriser de telles paires pour un graphe donne? Quels sont les graphes qui
admettent une telle paire d'arbres ouvrants?
Les algorithmes que nous avons abordes sont loin de fournir des solutions au
probleme de la synhronisation des bornes d'un reseau gsm. Il reste a faire des
etudes plus poussees sur la stabilite des tehniques proposees fae au bruitage
de la mesure des dealages. De meilleures simulations modeliseraient l'arrivee
des ommuniations par un proessus de Poisson et bruiteraient les mesures
de dealage par un bruit blan gaussien. Un algorithme reel ombinera su^re-
ment plusieurs idees, il faut de plus trouver omment optimiser les dierents
parametres. Les ingenieurs sont sans onteste plus ompetents que nous dans e
domaine. D'un point de vue pratique, tout est enore a faire, j'espere que les
tehniques presentees dans e hapitre pourront s'averer utiles.
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Conlusion
Nous avons presente dans e hapitre quelques tehniques algorithmiques pour
la resolution de e probleme pratique de synhronisation. Je retiendrai surtout
l'idee des omposantes onnexes qui apporte, je pense, une diretion nouvelle dans
laquelle herher des solutions a e type de problemes. Les simulations montrent
que ette idee peut s'averer utile : la methode qu'elle a engendre s'avere ompa-
rable en eÆaite au reuit simule. Les tehniques de reuit simule ont ete lar-
gement etudiees par ailleurs et peuvent su^rement e^tre mieux implantes qu'elles
ne l'ont ete dans les simulations. Il etait important de presenter le reuit simule
dans e hapitre pour lui omparer l'algorithme issu de l'idee des omposantes
onnexes. Mon but premier n'etait pas de resoudre un probleme pratique mais




Ce hapitre a pour but de d'identier une tehnique algorithmique utilisee
dans quelques algorithmes eÆaes de graphes [71, 49, 57℄. Cette tehnique per-
met de aluler une permutation des sommets d'un graphe qui peut posseder
dierentes proprietes selon des modiations minimes dans la proedure. Elle
onsiste a diviser les lasses d'une partition de l'ensemble des sommets sans ja-
mais permuter les aniennes lasses ou enore a (( aÆner )) iterativement ette
partition. Cette tehnique sera denie dans un adre plus general enore que
la theorie des graphes. Le but de e hapitre est de mettre sous un me^me ha-
peau divers algorithmes eÆaes allant de l'orientation transitive d'un graphe a
((quiksort )). Nous verrons aussi omment ette vision elaboree et uniee de ette
tehnique permet de generaliser ertains algorithmes.
Cette tehnique me para^t simple a omprendre alors qu'elle est neanmoins
tres eÆae. Elle permet d'obtenir des preuves d'algorithmes assez elegantes et
de derire des algorithmes omplexes en quelques lignes. Le paragraphe 4.1 intro-
duit ette tehnique et montre omment toute une variete d'algorithmes peuvent
e^tre derits assez failement en termes d'aÆnage de partition. Quelques genera-
lisations sont me^me donnees.
Le paragraphe 4.2 traite de l'orientation transitive et de la reonnaissane des
graphes d'intervalles. Tout e travail deoule de la remarque d'une grande simili-
tude entre lex-BFS, un algorithme de parours de graphe permettant de traiter
les graphes hordaux. Les graphes d'intervalles sont des graphes qui permettent
de modeliser des evenements qui ont une duree dans le temps, ou enore le re-
ouvrement de sequenes d'adn; ils peuvent e^tre representes par des intervalles
d'une droite ou deux intervalles sont relies s'ils se reouvrent. La reonnaissane
des graphes d'intervalle onsiste a trouver une telle representation a partir d'une
representation lassique du graphe. Dans le as de l'ADN, ela peut onsister a
trouver a partir de moreaux d'ADN, dont on peut onna^tre les reouvrements
en omparant les ha^nes bases, leur position globale sur le brin d'ADN. Les
graphes d'intervalles sont aussi les graphes hordaux dont le omplementaire est
transitivement orientable. Leur etude etait une appliation toute designee par la
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deouverte de ette ressemblane entre les algorithmes d'orientation transitive et
elui de reonnaissane des graphes hordaux.
Le paragraphe 4.3 tente d'aborder l'aÆnage de partition en parallele. Il existe
un algorithme parallele de reonnaissane des graphes hordaux qui est base sur
l'aÆnage de partition [49℄, mais il est tellement partiulier qu'il est diÆile d'en
generaliser les idees.
4.1 La tehnique d'aÆnage de partition
Quelques algorithmes sequentiels reents traitant des graphes de maniere eÆ-
ae (en temps lineaire ou a un fateur logarithmique du lineaire) reposent sur la
tehnique d'aÆnage de partition introduite i-apres. Il s'agit ii de denir ette
tehnique de maniere assez generale pour derire les algorithmes de reherhe de
jumeaux [41, 46℄, de Lex-BFS [71℄, d'orientation transitive de graphes premiers
[57℄, et des algorithmes qui n'existent pas enore mais que ette tehnique pour-
rait aider a onevoir. Une approhe similaire du nom de ((graph partitionning ))
[73℄ fait une synthese des tehniques utilisees pour la deomposition modulaire et
l'orientation transitive. Enore une autre approhe similaire du nom de ((partition
renement )) [81℄ fait la synthese d'algorithmes de tri lexiographique et de al-
ul d'une partition veriant ertaines proprietes vis a vis d'une relation. Cette
setion vise a poursuivre es deux demarhes et a etendre omme dans [81℄ ette
idee a des strutures plus generales que les graphes : l'aÆnage de partition peut
s'averer utile dans le traitement de sous-ensembles d'un ensemble en general. Le
paragraphe 4.2 presente par exemple l'utilisation de ette tehnique pour traiter
les liques d'un graphe d'intervalle (e sont ertains sous-ensembles de sommets
d'un graphe).
Dans e hapitre, une partition est onsideree omme une liste totalement
ordonnee de sous-ensembles d'un ensemble E appeles bo^tes
1
, dont l'union est
E. AÆner une partition onsiste a moreler les bo^tes en des bo^tes plus petites.
L'algorithme 4.1 en donne les details.
La propriete fondamentale de ette proedure elementaire est qu'auune bo^te








 S, soit B
0
a
\ S = ;. Selon l'utilisation de la proedure, C
a
peut
e^tre inseree juste a gauhe ou juste a droite de B
a
a la ligne 1. La gure 4.1
illustre l'aÆnage d'une partition.
L'aÆnage selon S prend un temps O(jSj) en utilisant la struture de don-
nees suivante. Les elements de E sont stokes dans une liste doublement ha^nee.
Chaque bo^te forme un intervalle de ette liste et est onstituee d'un pointeur
vers son premier element et d'un pointeur vers son dernier element. Chaque ele-
ment ontient un pointeur vers sa bo^te. Les bo^tes sont stokees dans une liste
1. Un algorithme utilisant l'aÆnage de partition est parfois appele familierement un (( algo-
rithme de bo^tes )).
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Algorithme 4.1 AÆnage de partition
Donnees : Une partition L = (B
1
; : : : ; B
k
) d'un ensemble E et un sous-
ensemble S  E.










Pour toute bo^te B
a
eetuer
Retirer les elements de B
a



























Fig. 4.1 { AÆnage de la partition (B
1





; : : : ; B
0
l
) selon le sous-
ensemble S des elements en noir.
doublement ha^nee.
Durant l'aÆnage, haque element de S est retire de la liste et insere a la n
de la nouvelle bo^te orrespondant a sa bo^te. Cela permet de onserver l'ordre
initial des elements a l'interieur des bo^tes quand S est trie selon et ordre. On
peut aussi maintenir a jour le ardinal des bo^tes sans augmenter sensiblement
la omplexite de la proedure. Quand il n'est pas neessaire de maintenir l'ordre
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sur des elements a l'interieur des bo^tes, il peut e^tre plus simple de stoker les
elements dans un tableau et d'ehanger haque element qui doit e^tre retire et
le premier element (ou le dernier) de sa bo^te (les bornes de sa bo^te et de la
nouvelle bo^te orrespondante doivent e^tre modiees en onsequene).
Dans les algorithmes traitant des graphes, E est en general l'ensemble des
sommets et S est le voisinage d'un sommet. Un tel sommet est alors appele un
pivot. Pivoter sur un sommet onsiste a aÆner une partition selon son voisinage.
Une autre propriete interessante de ette proedure est que l'aÆnage de la
partition L selon le omplementaire de S est presque identique, il suÆt d'inverser
la regle d'insertion (a droite ou a gauhe) de la ligne 1. En e qui onerne les
graphes, ela signie que l'on peut exeuter la proedure d'aÆnage sur le graphe
omplementaire sans le aluler expliitement, en utilisant seulement les listes
d'adjaene du graphe lui-me^me. Cette propriete est utilisee dans [57℄ pour la
reonnaissane des graphes de permutation qui sont les graphes de omparabilite
dont le omplementaire est aussi un graphe de omparabilite.
Plus generalement, un algorithme utilisant ette tehnique pour travailler sur
un graphe peut-e^tre legerement modie de maniere a travailler sur le graphe
omplementaire. Dans [19℄, une struture de donnees intermediaire entre le graphe
et son omplementaire est introduite ; elle permet de representer un graphe en
donnant pour haque sommet soit la liste de ses voisins, soit la liste de ses non
voisins. Cette struture de donnees se pre^te parfaitement a l'aÆnage de partition.
Les prinipaux resultats exposes dans e hapitre proviennent de la deouverte
d'une grande similitude entre l'algorithme lex-BFS [71℄ et l'algorithme d'orien-
tation transitive derit dans [57℄.
Permutations lex-BFS
lex-BFS (abreviation de ((lexiographi bread rst searh ))) est un parours
en largeur de graphe qui visite preferentiellement les sommets possedant des
voisins deja visites. Nous appellerons permutation lex-BFS la permutation des
sommets produite par une exeution de lex-BFS. lex-BFS a ete invente par
Rose, Tarjan et Leuker [71℄ pour la reonnaissane des graphes hordaux en
temps lineaire gra^e a la propriete suivante : une permutation lex-BFS est un
ordre d'elimination simpliiel des sommets si et seulement si le graphe en entree
est hordal
2
. lex-BFS possede d'autres proprietes liees a l'orientation transitive,
qui seront presentees au paragraphe 4.2.
lex-BFS est deni plus formellement de la maniere suivante. Les sommets sont
numerotes de n jusqu'a 1 au fur et a mesure qu'ils sont visites. Chaque sommet
est etiquete par les numeros de ses voisins deja visites dans l'ordre deroissant.
2. La denition des graphes hordaux et leur araterisation par l'existene d'un ordre d'eli-
mination simpliiel seront introduits au paragraphe 4.2. Elles ne sont pas neessaires a la om-
prehension de lex-BFS.
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Au ours du parours, le sommet suivant est hoisi parmi eux d'etiquette maxi-
male pour l'ordre lexiographique. Pour des raisons historiques, nous noterons
x
1
; : : : ; x
n
une permutation lex-BFS ou x
n
est le premier sommet visite et x
1
le
dernier sommet visite. L'algorithme 4.2 fournit la version lassique de lex-BFS.
Algorithme 4.2 [71℄ Parours en largeur (( lexiographique )) lex-BFS
Donnees : Un graphe non oriente G = (V;E)
Resultat : Un ordre d'elimination simpliiel si G est hordal.
Debut
Pour tout sommet v 2 V eetuer Etiquette(v) ;
Pour i n jusqu'a 1 (par pas de  1) eetuer




Pour tout voisin v de u non visite eetuer
Etiquette(v) Etiquette(v); i
Fin
Pour prouver la linearite en temps et en espae de leur algorithme, Rose,
Tarjan et Leuker l'implantent ave une tehnique de type aÆnage de par-
tition. L'algorithme 4.3 montre omment trouver un sommet d'etiquette maxi-
male en temps onstant en maintenant une liste des sommets tries par etiquettes
roissantes pour l'ordre lexiographique. Cette liste est en fait une partition de
l'ensemble des sommets ou les bo^tes regroupent les sommets de me^me etiquette.
Cette partition est aÆnee selon le voisinage du sommet u qui est visite : a l'in-
terieur d'une bo^te, les voisins de u deviennent plus grands que les autres pour
l'ordre lexiographique sur les etiquettes. La gure 4.2 donne une illustration
de ette phase de l'algorithme et la gure 4.3 montre les dierents aÆnages de








Fig. 4.2 { AÆnage d'une partition en diretion d'une permutation lex-BFS selon
le voisinage du pivot, le sommet en train d'e^tre visite par lex-BFS.
L'ordre lexiographique verie la propriete suivante : si a un moment du par-
ours lex-BFS, on a Etiquette(u) < Etiquette(v), alors ela est toujours verie
par la suite. Cette remarque montre que le proede d'aÆnage de la partition mene
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Algorithme 4.3 Calul d'une permutation lex-BFS
Donnees : Un graphe G = (V;E).
Resultat : Une permutation lex-BFS L = x
1





Tant que L = (B
1
; : : : ; B
k




la bo^te faite de sommets non visites la plus a droite.
Retirer un sommet u de B
a
.
Inserer fug juste a droite de B
a
.
Pour toute bo^te B
b
telle que b  a eetuer
Retirer de B
b



















bien a une permutation lex-BFS. Chaque etape d'aÆnage requiert O(Degre(v))
ou v est le sommet visite. Remarquons que l'on peut aluler l'etiquette de v
au moment ou il est visite : 'est l'ensemble des voisins de v apparaissant a sa
droite dans la partition. Comme haque sommet n'est visite qu'une seule fois, la
omplexite nale est O(n+m).
En inversant la regle d'insertion des bo^tes, on peut exeuter lex-BFS sur le
omplementaire, et en aluler un ordre d'elimination simpliiel s'il est hordal.
Cette remarque pourtant simple n'appara^t pas dans la litterature. Il est me^me
possible de verier si le omplementaire d'un graphe est hordal et d'en aluler
un arbre de lique si 'est le as, obtenant ainsi un algorithme lineaire de re-
onnaissane des graphes dont le omplementaire est hordal (et don aussi un
algorithme de reonnaissane des split graphs qui sont les graphes hordaux de
omplementaire hordal).
Abordons maintenant l'algorithme d'orientation transitive presentant quelques
similitudes ave lex-BFS.
Orientation transitive
L'algorithme de Monnel et Spinrad [57℄ prend un graphe premier en
entree. Gra^e a l'utilisation d'un algorithme de deomposition modulaire lineaire
assez lourd, ils peuvent etendre leur algorithme pour aluler une orientation
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a b c d e f g h
a bcd ef g h
a b c d e f g h
a bc d ef g h
a bc d ef g h





















selon la permutation lex-BFS calculée
Fig. 4.3 { Un graphe et l'aÆnage de partition opere par une exeution de lex-
BFS. fadebgh est la permutation lex-BFS alulee.
transitive de n'importe quel graphe de omparabilite
3
. Cet algorithme alule
une orientation transitive s'il en existe une. Si le graphe en entree n'est pas un
graphe de omparabilite, l'orientation alulee n'est pas transitive. Pour rendre
la similitude de et algorithme ave lex-BFS plus laire, il sera expose sur le om-
plementaire, 'est-a-dire omme un algorithme d'orientation transitive du om-
plementaire du graphe en entree
4
. L'orientation du omplementaire est implii-
tement donnee par une extension lineaire de l'ordre resultant de ette orientation
transitive, 'est-a-dire une permutation des sommets telle que l'origine d'un ar
de l'orientation du omplementaire appara^sse toujours a gauhe de sa destina-
tion. Reiproquement, une permutation des sommets induit une orientation du
omplementaire en orientant les non are^tes (les are^tes du graphe omplementaire)
du sommet le plus a gauhe dans la permutation vers le sommet le plus a droite.
L'algorithme alule une permutation des sommets qui est une extension lineaire
du omplementaire si le graphe en entree est un graphe premier de oomparabilite
3. Les graphes de omparabilite et le probleme de l'orientation transitive sont introduits au
paragraphe 1.4.
4. Rappelons que les tehniques d'aÆnage de partition permettent de traiter tout aussi faile-
ment un graphe ou son omplementaire. Les auteurs utilisent eux-me^mes e fait pour reonna^tre
les graphes de permutation [57℄.
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(dont le omplementaire est un graphe de omparabilite).
L'algorithme part d'une partition (V  fpg; fpg) ou p est un puits possible. Il
morelle repetitivement haque bo^te selon le voisinage d'un sommet u qui n'est
pas dans la bo^te. Pour obtenir une omplexite en O(n +m logn), u ne sert de
pivot que si la taille de sa bo^te est au moins deux fois plus petite que elle de
la bo^te qui le ontenait la derniere fois qu'il a servi de pivot. Cela assure que la
liste d'adjaene de u est parourue au plus logn fois. Quand une bo^te verie e
ritere, l'algorithme va pivoter sur les sommets de ette bo^te a la suite. Une liste
des bo^tes eligibles est maintenue durant le alul pour eviter de les herher.
Cette strategie de hoix des pivots assure que la bo^te la plus grande est un
module lorsqu'il n'y a plus de bo^tes eligibles. Dans le as ou le graphe en entree
est premier, e module doit e^tre reduit a un singleton, e qui signie que toutes
les bo^tes sont nalement des singletons. L'algorithme 4.4 donne les details.
Algorithme 4.4 [57℄ Orientation transitive
Donnees : Un graphe premier G = (V;E).
Resultat : Une permutation des sommets induisant une orientation transitive
de G si G est un graphe de oomparabilite.
Debut
Trouver un puits possible p 2 V .
L fV   fpg; fpgg
DerniereUtilisation(V   fpg) 1
DerniereUtilisation(fpg) 1
Tant que L = (B
1
; : : : ; B
k










Pour tout sommet u 2 B
a
eetuer
Pour toute bo^te B
b
telle que b 6= a eetuer
Retirer de B
b













Si b < a Alors
Inserer C
b




















La regle d'insertion xant l'ordre des bo^tes de la partition assure que les non
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are^tes sont orientees de la gauhe vers la droite en partant du fait que le sommet
p est un puits possible. La gure 4.4 illustre les relations de forage diret qui




Fig. 4.4 { Les nouvelles non are^tes inter-bo^tes ab, d et e sont forees par au
et u. (u est le pivot ii.)
Pour trouver une soure,Monnel et Spinrad lanent e me^me algorithme
en partant d'un sommet quelonque et utilisent un argument similaire sur les
relations de forages pour montrer que le sommet le plus a gauhe est un puits
possible (l'argument qui dit que la plus grande bo^te est un module tient toujours).
Nous verrons dans le paragraphe 4.2 omment utiliser lex-BFS pour trouver de
maniere plus eÆae un puits.
Voii quelques arguments formels de la preuve de l'algorithme etaillant l'idee
de la gure 4.4. Soit B la plus grande bo^te lorsque haque bo^te C de la partition
nale verie jCj > DerniereUtilisation(C). Tout sommet u 2 V  B est dans une
bo^te C plus petite que B. C est don au moins deux fois plus petite que la bo^te
qui ontenait a la fois B et C a un moment de l'algorithme. Le pivotage sur u
n'a pas morele B ; u est don soit voisin de tous les sommets de B, soit voisin
d'auun. Cela signie que B est un module.
Si G est un graphe de oomparabilite, il existe une orientation transitive
du omplementaire telle que les non are^tes sont toujours orientees de la gauhe
vers la droite : toute non are^te uv entre deux bo^tes distintes B
a
3 u et B
b
3 v
telles que a < b est orientee par uv. La partition fV   fpg; fpgg verie bien su^r
ette propriete lorsque p est un puits possible. Considerons maintenant une non
are^te nouvellement inter-bo^tes vw resultant du morelage d'une bo^te B
b
3 v; w
par un pivot u 2 B
a
. Supposons sans perte de generalite que u est voisin de v
mais pas de w. Si a < b, alors uw fore diretement vw, et si b < a, alors wu
fore diretement wv. Dans les deux as, la nouvelle bo^te C
b
3 v est inseree de
sorte que la non are^te soit orientee de la gauhe vers la droite. Cela prouve que
l'algorithme alule bien une extension lineaire du graphe omplementaire. Dans
le as ou l'algorithme est lane a partir d'un sommet quelonque, et argument
ne tient que pour les non are^tes issues du sommet p le plus a gauhe a la n de
l'algorithme. Elles se forent les unes les autres et p est don un puits possible
(voir [57℄ pour plus de details).
Il existe aussi un algorithme lineaire d'orientation transitive [58℄ (issu a priori
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de l'algorithme de deomposition modulaire [57℄). L'artile n'etant pas enore
publie, je n'ai pas pu le lire
5
.
Considerons maintenant le probleme de alul des sommets jumeaux d'un
graphe dont la solution lineaire est onnue des algorithmiiens mais n'a jamais
ete publiee en tant que telle.
Calul des jumeaux
Nous allons maintenant aborder une routine elementaire en algorithmique des
graphes utilisee par exemple dans [41, 46℄. Deux sommets d'un graphe sont ju-
meaux s'ils ont me^me voisinage. Les jumeaux onstituent parfois une redondane
ge^nante pour ertains algorithmes partiuliers [46℄. Identier les jumeaux permet
d'epurer un graphe de sorte que deux sommets n'aient pas me^me voisinage. On
distingue deux variantes selon que des jumeaux doivent e^tre voisins ou ne doivent
pas l'e^tre. Dans une variante, deux sommets sont jumeaux quand ils ont me^me
voisinage ferme, dans l'autre variante, quand ils ont me^me voisinage ouvert. Le
voisinage ferme d'un sommet inlue le sommet lui-me^me, son voisinage ouvert
ne le ontient pas. Ces deux denitions supposent que le graphe est sans boules,
'est-a-dire sans are^te reliant un sommet a lui-me^me. On peut generaliser es
deux denitions en autorisant les boules : deux sommets sont jumeaux quand ils
ont me^me voisinage ; dans une variante on ajoutera prealablement haque som-
met a son propre voisinage, dans l'autre, on le retirera. L'algorithme 4.5 donne
les details de ette appliation tres simple de la tehnique d'aÆnage de partition.
Algorithme 4.5 [41, 46℄ Calul des jumeaux
Donnees : Un graphe G = (V;E).
Resultat : Une partition L = (B
1
; : : : ; B
l
) ou deux sommets sont jumeaux si
et seulement s'ils sont dans la me^me bo^te.
Debut
L fV g
Pour tout sommet u 2 V eetuer
Pour toute bo^te B
a
eetuer
Retirer les sommets de B
a
qui sont voisins de u et les mettre dans


















5. Je souponne qu'il est enore plus omplique que eux de deomposition modulaire.
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L'ordre des bo^tes n'a pas d'importane dans et algorithme, l'ordre dans
lequel on pivote sur les sommets non plus. Si deux sommets u et v ont me^me
voisinage, ils ne seront separes par auun pivotage. Reiproquement, si u et v ne
sont pas jumeaux, il existe un sommet w relie a l'un mais pas a l'autre ; u et v se
retrouveront dans des bo^tes dierentes apres pivotage sur w (w peut e^tre egal a
u ou v).
En termes de deomposition modulaire, trouver les jumeaux onsiste a trouver
les modules qui sont des sous-graphes omplets maximaux dans le as ou des
jumeaux doivent e^tre voisins, et a trouver les modules qui sont des sous-graphes
sans are^te maximaux dans l'autre as. Ces modules orrespondent a des nuds
series dans le premier as et a des nuds paralleles dans le seond. Il existe
une generalisation de la deomposition modulaire aux graphes orientes [24℄. Un
module est alors un ensemble M de sommets d'un graphe oriente G = (V;E) tel
que tout sommet u exterieur a M est soit relie a auun sommet de M , soit relie
par un ar sortant uv a tout sommet v 2 M , soit relie par un ar entrant vu a
tout sommet v 2M , soit relie a la fois par un ar sortant uv et par un ar entrant
vu a tout sommet v 2 M . Il appara^t alors un nouveau type de nuds dans la
deomposition (le reste est assez similaire) : les nuds transitifs qui ressemblent
a des ordres totaux, les ls d'un tel nud sont totalement ordonnes et deux
sommets de deux ls distints sont relies par un ar oriente du sommet du ls le
plus petit vers le sommet du ls le plus grand.
On peut generaliser l'algorithme 4.5 pour aluler les modules maximaux d'un
graphe oriente qui induisent des ordres totaux, et qui orrespondent don a des
nuds transitifs. Ces modules seront appeles des modules transitifs Pour tout
sommet u d'un graphe oriente G = (V;E), S
u
designera l'ensemble des sommets
v tels que uv 2 E et vu 62 E, I
u
designera l'ensemble des sommets v tels que
vu 2 E et uv 62 E, et R
u
designera l'ensemble des sommets v tels que uv 2 E et
vu 2 E. (Ces ensembles peuvent e^tre alules a partir des listes d'adjaene par
des fusions de listes.) L'algorithme 4.6 permet de aluler une permutation des
sommets dont il est faile de deduire les modules transitifs.
L'ordre dans lequel on pivote sur les sommets et l'ordre dans lequel sont
maintenues les bo^tes sont indierents. Considerons un module transitif M . Les
sommets de M ne peuvent pas e^tre separes en pivotant sur l'un d'eux puisque
pour u; v 2 M , uv 2 E ou bien vu 2 E. Ils ne peuvent pas non plus e^tre separes
en pivotant sur un sommet exterieur a M puisque M est un module. M est
don inlus dans une des bo^tes nales. Comme l'ordre des sommets est preserve
a l'interieur des bo^tes et omme on a pivote sur tous les sommets de M , les
sommets de M sont tries selon l'ordre total induit par les ars d'extremites dans
M ('est un tri (( a la quiksort )), voir le paragraphe sur quiksort un peu plus
loin). Soit u un sommet qui n'est pas dans M . Soit u n'est relie a auun des
sommets de M auquel as u n'est pas dans la me^me bo^te nale que M . Soit u
est relie a tout sommet v 2 M par les deux ars uv et vu auquel as u n'est pas
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Algorithme 4.6 Generalisation du alul des jumeaux dans un graphe oriente
Donnees : Un graphe oriente G = (V;E).
Resultat : Une permutation des sommets telle que les sommets de haque
module transitif sont onseutifs et les ars internes au module ont
leur origine a gauhe de leur destination.
Debut
L fV g
Pour tout sommet u 2 V de bo^te B eetuer




, et selon R
u
en preservant l'ordre












sont mis dans la me^me bo^te selon et ordre (les sommets
dans B \ I
u
a gauhe, les sommets dans B \S
u
a droite, et u entre les
deux).
Fin
dans la me^me bo^te nale que M . Soit u est relie a tout sommet v 2 M par uv
mais pas par vu auquel as u appara^t avant les sommets de M si jamais il est
dans la me^me bo^te nale. Soit u est relie a tout sommet v 2 M par vu mais
pas par uv auquel as u appara^t apres les sommets de M si jamais il est dans
la me^me bo^te nale. Dans tous les as, auun sommet exterieur a M ne vient
s'interaler entre les sommets de M .
Chaque sommet est utilise une seule fois omme pivot, mais omme il faut
trier ses listes d'adjaene (au moment ou il sert de pivot), l'algorithme requiert
a priori un temps O(n+m logn) (ou O(n
2
) si on fait des tris du geometre). (Les





, de la gauhe vers la droite.) On ne peut pas trier une fois pour toutes
les listes d'adjaene au debut de l'algorithme ar l'ordre des sommets dans la
bo^te du pivot hange (a haque aÆnage).
Deux sommets onseutifs u et v (u etant juste a gauhe de v) dans la permu-





[ fvg et I
u
[ fug = I
v




. Cela permet de aluler les mo-
dules transitifs a partir de la permutation alulee par l'algorithme 4.6 en temps
lineaire.
Nous allons maintenant voir que les parours en largeur lassiques peuvent
aussi e^tre implantes par aÆnages de partition, e n'est pas le seul as de lex-BFS.
Parours en largeur
En ne oupant que la bo^te la plus a gauhe dans l'algorithme 4.3, on obtient
un parours en largeur lassique ou les bo^tes regroupent des sommets qui sont a
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me^me distane du sommet de depart du parours (la distane entre deux sommets
est la longueur du plus ourt hemin les reliant). Cela donne l'algorithme 4.7
Algorithme 4.7 Parours en largeur et alul des distanes a un sommet
Donnees : Un graphe G = (V;E) et un sommet v
0
.
Resultat : La distane d(u; v
0
) pour haque sommet u 2 V .
Debut














Tant que Bo^teCourante n'est pas la bo^te la plus a gauhe eetuer
Pour tout sommet u 2 Bo^teCourante eetuer
Retirer de B
1
, la bo^te la plus a gauhe de la partition, les sommets
voisins de u et les mettre dans une nouvelle bo^te C.
Inserer C juste a droite de B
1
.
Distane(C) Distane(Bo^teCourante) + 1
Bo^teCourante devient la bo^te juste a gauhe de Bo^teCourante.




Si les pivots sont pris de la droite vers la gauhe dans Bo^teCourante, la
permutation nale (lue de la droite vers la gauhe) donne l'ordre de parours des
sommets selon le parours en largeur orrespondant. Si on veut seulement que les
bo^tes reetent les lasses de sommets a me^me distane de v
0
, il suÆt d'allonger
les etapes d'aÆnage de la partition : le morelage de B
1
est termine une fois que
les listes d'adjaene de tous les sommets de Bo^teCourante ont ete parourues, e
qui onsiste a aÆner selon l'union des voisinages des sommets de Bo^teCourante.
Remarquons qu'un parours en profondeur ne peut pas e^tre interpre^te par
des aÆnages de partition ar il faudrait hanger l'ordre des bo^tes (les voisins du
deuxieme sommet visite doivent e^tre visites avant les autres voisins du premier
sommet visite, me^me s'ils ne sont pas voisins du premier sommet visite).
Examinons enn quelques proprietes generales de l'aÆnage de partition.
Consideration generale sur l'aÆnage de partition
Considerons un ensemble E et supposons que l'on aÆne la partition (E)
onseutivement ave des sous-ensembles S
1
; : : : ; S
j
en inserant toujours une
nouvelle bo^te juste a droite de elle dont elle est issue. L'ordre dans lequel
les S
i
sont utilises n'inue pas sur les proprietes que nous allons degager ii.
Soit (B
1
; : : : ; B
k
) la partition nale. Chaque element u 2 E est assoie a un
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; : : : ; S
j





gure 4.5). La partition nale jouit des proprietes suivantes :






2. En ordonnant les elements de maniere quelonque a l'interieur de haque
bo^te, on obtient une permutation x
1









extension lineaire de (fC
u
j u 2 V g;).
S
a b c d
1 2 3S S
S1 2 3S S
a b c dC C C C
Fig. 4.5 { (i) Un graphe biparti permet de representer les parties d'un ensemble.
On a par exemple ii S
2






g. (ii) En retournant ette
representation, on lit l'ensemble des parties qui ontiennent haque sommet.




, alors il existe un sous-
ensemble S
i
qui ontient un sommet et pas l'autre ; l'aÆnage selon et ensemble





, alors auun aÆnage ne separera u et v.




, alors u et v resteront dans la me^me
bo^te jusqu'a l'aÆnage selon un sous-ensemble S
i
ontenant v mais pas u et v
sera alors plae a droite de u ; ela ne peut pas hanger par la suite.
La propriete 1 est utilisee dans la reonnaissane des jumeaux qui sont les
sommets de me^me voisinage (l'algorithme onsiste a aÆner selon les voisinages).
La propriete 2 fournit un algorithme permettant de aluler une extension lineaire
d'un ensemble A de parties d'un ensemble E en aÆnant la partition (A) selon les
sous-ensembles de parties D
u





j S 2 D
u
g est isomorphe a S).
On peut assoier un (( arbre de pivotage )) a toute exeution d'une proedure
d'aÆnages de partitions ou haque nud de l'arbre est une bo^te apparue au
ours de l'algorithme et ou ses ls sont les sous-bo^tes issues de son morelage.
Les are^tes de l'arbre sont etiquetees par le pivot qui a morele la bo^te pere. Cet
arbre peut permettre d'analyser les algorithmes d'aÆnage de partition de maniere
plus ne, mais l'intere^t de la tehnique est d'oublier et arbre quand seul l'ordre
nal de ses feuilles ompte, e qui rend l'algorithme plus simple.
6. Cette onstrution s'appelle le dual en theorie des hypergraphes.
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4.2 lex-BFS et orientation transitive
Cette setion est onsaree a la deouverte d'un lien profond entre lex-BFS
et l'orientation transitive. Cela nous permettra d'en deduire un algorithme tres
simple et eÆae d'orientation transitive et un algorithme lineaire de reonnais-
sane des graphes d'intervalles. Ces deux algorithmes sont tous les deux onstitues
d'une lex-BFS suivie d'un algorithme de type aÆnage de partition. Avant d'en-
trer dans le vif du sujet, il nous faut tout d'abord introduire quelques denitions
onernant les graphes hordaux.
Graphes hordaux
Un graphe non oriente est dit hordal (ou triangule) si et seulement si tout
yle de longueur superieur ou egal a 4 possede une orde, 'est-a-dire une are^te
joignant deux sommets non onseutifs sur le yle. Les araterisations suivantes
des graphes hordaux donnent une idee des nombreuses proprietes algorithmiques
dont ils font preuve.
Les graphes hordaux sont araterises par l'existene d'un ordre d'elimination
simpliiel de es sommets. Une lique est un ensemble des sommets induisant un
sous-graphe omplet. x
1
; : : : ; x
n
est un ordre d'elimination simpliiel d'un graphe
G = (V;E) si et seulement si le voisinage de haque sommet x
i







. L'algorithme de reonnaissane de Rose, Tarjan
et Leuker repose sur ette araterisation. Ils ont montre qu'une permutation
lex-BFS d'un graphe hordal est aussi un ordre d'elimination simpliiel. Les
liques maximales (pour l'inlusion) se alulent failement a partir d'un tel ordre.
La gure 4.6 donne un exemple.
Cela nous onduit a la seonde araterisation [35℄ : un graphe est hordal
si et seulement s'il existe un arrangement de ses liques maximales en arbre de
sorte que les liques maximales ontenant un sommet donne induisent toujours
un sous-arbre onnexe. Un tel arbre s'appelle un arbre de liques. Les graphes
d'intervalles sont les graphes hordaux admettant un arbre de lique qui est une
ha^ne ou de maniere equivalente une permutation de ses liques maximales telle
que l'ensemble des liques maximales ontenant un sommet donne soient onseu-
tives. Une telle ha^ne s'appelle une ha^ne de liques. Un intervalle de la ha^ne
est don assoie a haque sommet : l'intervalle des liques le ontenant. Il en re-
sulte une representation intervallaire : deux sommets sont relies si et seulement
s'il existe une lique maximale les ontenant tous les deux, 'est-a-dire si et seule-
ment si leurs intervalles assoies se reouvrent.
L'algorithme 4.8 du a [33℄ alule un arbre de lique durant l'exeution de lex-
BFS, en onservant une omplexite lineaire en temps et en espae. Il permet aussi
de verier que le graphe en entree est hordal. L'algorithme de reonnaissane
des graphes d'intervalles qui est presente plus loin utilise un arbre de liques.
Voii quelques indiations sur l'exatitude de et algorithme, les details sont
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Fig. 4.6 { (i) Un graphe hordal. (ii) Les aÆnages de partitions suessifs ondui-
sant a un ordre d'elimination simpliiel alule par lex-BFS. L'ensemble des voi-
sins de h sur sa droite est f; d; gg qui induit bien une lique. (iii) Un arbre de
lique representant e graphe. Deux sont relies si et seulement si les deux sous-
arbres assoies se reouvrent.
dans [33℄. Puisque lex-BFS alule un ordre d'elimination simpliiel, quand un
sommet u est visite, Etiquette(u)[fug est une lique. Si elle n'est pas maximale,
tout autre sommet v appartenant a une lique maximale ontenant Dernier(u)[
fug est un voisin de u non enore visite veriant Etiquette(u)[fug  Etiquette(v).
Remarquons que le dernier sommet visite v d'une lique maximale C verie
Etiquette(v) [ fvg = C. En onsiderant les etiquettes des sommets (au mo-
ment ou ils sont visites), les sequenes stritement roissantes pour l'inlusion
orrespondent aux liques maximales. Cela fournit une methode lassique pour
aluler les liques maximales a partir de n'importe quel ordre d'elimination sim-
pliiel [71℄. C'est e que fait et algorithme. Le test d'inlusion prend un temps
O(jEtiquette(u)j) = O(Degre(u)). L'ensemble de es tests permet aussi de s'as-
surer que le graphe en entree est bien hordal.
Montrons maintenant pourquoi T est un arbre de liques, 'est-a-dire pourquoi
les liques maximales ontenant un sommet donne u induisent un sous-arbre
onnexe. Remarquons que C(u) est la premiere lique maximale deouverte qui
ontient u et que Dernier(v) est a tout moment le dernier voisin visite de v. Il suÆt
de montrer que le hemin de T reliant une lique C ontenant un sommet donne
u a C(u) passe par des liques ontenant toujours u. Considerons le sommet visite
v au moment de la reation de C = C(v). Si le pere de C dans T est C(u), il n'y
a rien a prouver. D'un autre o^te, si Dernier(v) et u sont deux sommets distints,
ils doivent e^tre relies puisqu'ils sont tous les deux voisins de v et apparaissent a
droite de v dans l'ordre d'elimination simpliiel alule. Le pere C(Dernier(v)) de
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Algorithme 4.8 [33℄ lex-BFS et alul d'un arbre de liques
Donnees : Un graphe G = (V;E).
Resultat : Determine si le graphe est hordal et si 'est le as alule un ordre
d'elimination simpliiel x
1
; : : : ; x
n
et un arbre de lique T = (I;F)
ou I est l'ensemble des liques maximales.
Debut
Pour tout sommet u 2 V eetuer Etiquette(v) ;
EtiquettePreedente  ;
j  0
Pour i = n jusqu'a 1 eetuer
Prendre un sommet u d'etiquette maximale pour l'ordre lexiogra-
phique.
Si EtiquettePreedente 6 Etiquette(u) Alors
j  j + 1
Creer la lique maximale C
j
 Etiquette(u) [ fug.



















Pour tout voisin v de u eetuer








C dans T ontient don u. On onlue en iterant e proede ave C(Dernier(v))

















(pare que 'est un ensemble minimal dont l'eaement
deonnete des sommets des deux liques). Nous utiliserons uniquement le fait




. Comme les voisin deja visites de u forment une
lique et omme Dernier(u) est le dernier d'entre-eux, on obtient Etiquette(u) 











 Etiquette(u) deoule de la denition
de Dernier(u).
L'algorithme de reonnaissane des graphes d'intervalles presente un peu plus
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loin utilise la propriete suivante.
Lemme 38 ([35℄) Dans un arbre de liques d'un graphe hordal, si deux liques
maximales ontiennent toutes les deux un sommet u, alors toutes les are^tes du
hemin les reliant sont assoiees a des separateurs minimaux ontenant tous u.
Permutations lex-BFS et orientation transitive
Rappelons que les modules d'un graphes sont aussi eux du omplementaire.
Pour relier la notion de module a elle de bo^te, notons que si une bo^te d'une
partition de l'ensemble des sommets d'un graphe ontient un module alors e
module est enore entierement inlus dans une bo^te apres pivotage sur un sommet
exterieur a ette bo^te. Ce prinipe est a la base des algorithmes lineaires de
deomposition modulaire [15, 57℄. Si l'on examine la bo^te la plus a gauhe dans
lex-BFS, elle est toujours oupee selon des pivots exterieurs a elle-i jusqu'au
moment ou un de ses sommets est visite. A e moment de l'algorithme, la bo^te la
plus a gauhe est module ar on a pivote sur tous les sommets exterieurs a elle-i.
Les deux resultats suivants expriment de maniere plus ne le lien entre lex-BFS et
l'orientation transitive. Ils sont le point d'orgue des algorithmes presentes ensuite.
Lemme 39 SiM est un module d'un graphe G, alors toute permutation lex-BFS
de G induit une permutation lex-BFS du sous-graphe G
M
induit par M .
Preuve. Soit M un module de G. Quand un sommet u 2 M est visite par lex-
BFS, son etiquette Etiquette(u) est superieure ou egale a l'etiquette Etiquette(v)
de tout sommet v 2 M non enore visite pour l'ordre lexiographique. Comme
M est un module, on a Etiquette(u)  M = Etiquette(v) M , e qui implique
que Etiquette(u)\M est plus grand que Etiquette(v)\M dans l'ordre lexiogra-
phique. Cela signie que la permutation lex-BFS de G induit une permutation
des sommets dans M qui est une permutation lex-BFS de G
M
. 2
Theoreme 40 Soit M un module d'un graphe de oomparabilite G et soit u 2
M le dernier sommet visite lors d'une exeution de lex-BFS sur G. Alors il
existe une orientation transitive de G
M
ou u est un puits. Si le graphe est de
plus hordal ('est alors un graphe d'intervalles), alors les sommets appartenant
a Etiquette(u) \M ('est-a-dire les voisins de u dans M) sont aussi des puits
dans ette orientation.
Ce theoreme deoule de la relation de forage introduite par [34℄ (voir le
paragraphe 1.4). La gure 4.7 illustre ertaines relations de forage apparaissant
au ours de l'exeution de lex-BFS.
Rappelons qu'il ne peut pas y avoir de relation de forage entre un ar interne a
un module et un ar sortant du module, e qui implique que l'orientation obtenue
en inversant l'orientation des are^tes internes a un module est enore transitive.
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Preuve. En utilisant le lemme 39, il suÆt de prouver que pour un graphe de
oomparabilite premier, le dernier sommet visite x
1
lors d'une exeution de lex-
BFS est un puits ou une soure
7
(la permutation lex-BFS alulee sera notee
x
1
; : : : ; x
n
). Soit F une orientation transitive des non are^tes. Remarquons que x
1
est toujours dans la bo^te la plus a gauhe au ours de l'exeution de lex-BFS.
Comme le graphe est premier, x
n
n'est pas voisin de tous les autres sommets
(fx
1
; : : : ; x
n 1




est don une non




. D'apres la relation de






est la bo^te ontenant x
1
a un moment de l'algorithme,





sont orientees vers x
1
. Remarquons










n'etait pas dans B
1
ar ela impliquerait que B
1
est un module puisque tous
les sommets n'appartenant pas a B
1
















, le me^me raisonnement montre que x
1
est une soure,
'est-a-dire un puits de l'orientation transitive inverse F
 1
.
Considerons maintenant le as ou le graphe est de plus hordal. Gra^e au
lemme 39, le as general se deduit a nouveau du as premier. Supposons don G
hordal, premier et de oomparabilite. Le dernier sommet visite x
1
est simpliiel :
son voisinage est une lique. On peut prouver omme preedemment que x
1
est un
puits d'une des deux orientations transitives de G. Soit u un sommet exterieur a
ette lique. L'orientation de toutes les non are^tes reliant un sommet de la lique
a u sont forees par ux
1
. Les voisins de x
1
sont don aussi des puits 2
Orientation transitive
Le theoreme 40 permet d'ameliorer l'algorithme d'orientation transitive 4.4 de
Monnel et Spinrad [57℄ qui prend un graphe premier en entree, pour aluler
une orientation transitive du omplementaire d'un graphe de oomparabilite
7. Un graphe premier n'a que deux orientations transitives F et F
 1
, les puits de l'une sont
les soures de l'autre.
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quelonque sans utiliser le lourd outillage de la deomposition modulaire.
Quand l'algorithme est bloque, la plus grande bo^te B est un module. Pour
poursuivre l'algorithme, il suÆt de ouper B en B   fug; fug ou u est le dernier
sommet visite par une exeution prealable de lex-BFS puisque 'est un puits
possible du module d'apres le theoreme 40. L'algorithme 4.9 regroupe toutes les
idees introduites sur l'orientation transitive.
Algorithme 4.9 Orientation transitive
Donnees : Un graphe premier G = (V;E).
Resultat : Une permutation des sommets induisant une orientation transitive
de G si G est un graphe de oomparabilite.
Debut
Caluler une permutation lex-BFS x
1










; : : : ; x
n
g) 1
Tant que L = (B
1
; : : : ; B
k
) ontient une bo^te non reduite a un singleton
eetuer











Pour tout sommet u 2 B
a
eetuer
Pour toute bo^te B
b
telle que b 6= a eetuer
Retirer de B
b
les sommets voisins de u et les mettre dans












Si b < a Alors
Inserer C
b




















Soit B la plus grande bo^te et u le sommet de B le plus a gauhe
dans la permutation lex-BFS.
Retirer u de B et inserer fug juste a droite de B.
DerniereUtilisation(u) 1
Fin
Quand toutes les lasses eligibles ont ete utilisees, la plus grande lasse est fa-
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ile a trouver, 'est la seule qui n'a pas ete eligible. Pour trouver le dernier sommet
visite par lex-BFS dans une bo^te, il suÆt de onserver l'ordre de la permuta-
tion lex-BFS a l'interieur des bo^tes, e sommet est alors le plus a gauhe dans
la bo^te. La omplexite de et algorithme est la me^me que elle de l'algorithme
d'orientation 4.4 pour les me^mes raisons.
Cet algorithme alule une extension lineaire d'une orientation de G quand G
est un graphe de oomparabilite en temps O(n+m logn). En inversant la regle
d'insertion des bo^tes, l'algorithme alule une extension lineaire d'une orientation
transitive de G quand G est un graphe de omparabilite. Une orientation tran-
sitive peut alors en e^tre deduite en orientant les are^tes selon ette extension. En
ombinant es deux resultats, on obtient failement un algorithme de reonnais-
sane des graphes de permutation de me^me omplexite (voir [57℄). Cet algorithme
alule une permutation representant le graphe a partir des deux extensions li-
neaires obtenues pour G et G. Rappelons que les graphes de permutation sont
les graphes a la fois de omparabilite et de oomparabilite.
Reonnaissane des graphes d'intervalles
Un graphe d'intervalle est un graphe hordal dont les liques maximales
peuvent e^tre ordonnees ave la propriete de onseutivite, 'est-a-dire ou les
liques ontenant un sommet donne sont onseutives. Un tel arrangement s'ap-
pelle une ha^ne de liques. La reonnaissane d'un graphe d'intervalle repose
sur la deouverte d'une ha^ne de liques. L'algorithme qui suit alule un tel
arrangement des liques par aÆnage suessifs de partitions de l'ensemble des
liques. Une idee similaire est utilisee parHsu etMa pour reonna^tre les graphes
d'intervalles premiers [46℄. Ils utilisent ensuite un algorithme de deomposition
modulaire speique aux graphes hordaux pour reonna^tre les graphes d'in-
tervalles quelonques. L'algorithme que nous allons aborder reonna^t n'importe
quel graphe d'intervalle.
Une ha^ne de liques est alulee en aÆnant une partition de l'ensemble des
liques telle que les liques ontenant un sommet donne apparaissent toujours
dans des bo^tes onseutives. La regle d'insertion des nouvelles bo^tes onsiste a
rassembler toutes les liques ontenant un sommet donne appele pivot. Chaque
sommet ne sert qu'une seule fois de pivot. On dira par abus de langage qu'un
sommet appara^t dans une bo^te si une lique maximale le ontenant appartient
a ette bo^te. Un arbre de liques permet pivoter sur les sommets dans un ordre
adequat (il ne faut pas pivoter sur un sommet avant qu'il n'apparaisse dans deux
bo^tes dierentes).
Quand il n'y a plus de pivots a utiliser, haque bo^te non reduite a un singleton
orrespond a un module (l'ensemble des sommets qui n'apparaissent que dans
ette bo^te), et on sait alors d'apres le theoreme 40 que la derniere lique de
la bo^te visitee par lex-BFS est une lique extre^male possible. En sortant ette
lique de la bo^te, on relane le proessus d'aÆnage de la partition. La gure 4.8
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illustre une exeution de l'algorithme sur un exemple. Voir aussi l'algorithme 4.10.
Algorithme 4.10 AÆnage de partition des liques
Donnees : Un graphe G = (V;E).
Resultat : Determine si G est un graphe d'intervalles et fournit une ha^ne de
liques L si 'est le as.
Debut
1 Caluler les liques maximales et un arbre de lique T = (I;F) ave lex-
BFS d'apres l'algorithme 4.8
Si G n'est pas hordal Alors
Stopper, G n'est pas un graphe d'intervalles
Soit I l'ensemble des liques maximales I = fC
1




Pivots = ; est une pile vide
Tant que L = (B
1
; : : : ; B
l
) ontient une bo^te B

non reduite a un sin-
gleton eetuer
Si Pivots = ; Alors
Soit C
d
la derniere lique de B
















Soit u un sommet dans Pivots qui n'a pas enore servi de pivot
(jeter eux qui ont deja servi).
Soit C l'ensemble des liques ontenant u.
AÆner selon C :




la bo^te la plus a gauhe ontenant une telle lique.
4 Soit B
b
la bo^te la plus a droite ontenant une telle lique
Sinon Stopper, G n'est pas un graphe d'intervalles.
5 Si une bo^te B
e
, a < e < b, ontient une lique qui n'est pas














les eventuelles bo^tes vides).


















de l'arbre de liques.
Fin
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Fig. 4.8 { (i) Un graphe d'intervalles. Ces sommets sont numerote selon une
permutation lex-BFS. (ii) L'arbre de liques assoie a la permutation lex-BFS.
(iii) AÆnages de partitions de l'ensemble des liques. f4; 5g est un module et la
bo^te 578; 478 est oupee d'apres le fait que que 478 a ete deouverte apres 578
par lex-BFS. (iv) Une representation intervallaire assoiee a la ha^ne de liques
alulee. Deux sommets sont relies si et seulement si leurs intervalles assoies se
reouvrent.
Si le fait de rassembler les liques qui ontiennent un sommet donne onduit
intuitivement a la propriete de onseutivite, la preuve de l'exatitude de et al-
gorithme deoule plus naturellement d'arguments d'orientation transitive. Rap-
pelons pourquoi les graphes d'intervalles sont les graphes hordaux de oom-
parabilite. Il suÆt de onsiderer une representation intervallaire du graphe en
ordonnant les intervalles de la gauhe vers la droite pour orienter transitivement
le omplementaire du graphe : si deux intervalles ne se reouvrent pas, elui qui
est entierement a gauhe de l'autre est plus petit que l'autre. Le lien entre une
orientation du graphe omplementaire et une ha^ne de lique appara^t dans l'in-
variant suivant qui est onserve par l'algorithme.
Theoreme 41 Il existe une orientation transitive du graphe omplementaire telle
que l'invariant suivant est verie : si uv 62 E et si u et v apparaissent dans deux
bo^tes dierentes, alors uv est orientee de la gauhe vers la droite : u appara^t a
gauhe de v (e qui implique que toutes les liques ontenant u apparaissent a
gauhe de toute lique ontenant v ou dans la me^me bo^te).
Laissons de o^te la preuve de la onservation de et invariant pour le moment
et expliquons pourquoi il implique que l'algorithme alule une ha^ne de liques.
Supposons par l'absurde que la permutation nale n'en est pas une. Soit u un
sommet apparaissant a la gauhe et la droite d'une lique C ne le ontenant pas.
Par maximalite, C doit ontenir un sommet v qui n'est pas voisin de u. Cela
ontredit l'invariant puisque la non are^te uv ne peut e^tre orientee a la fois par uv
et vu. Toutes les liques ontenant u sont don onseutives.
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Cet algorithme ne alule pas seulement une ha^ne de liques quand il en










) ne ontient auune lique de C. S'il existe une autre bo^te
veriant ela, l'invariant est viole et l'entree ne peut pas e^tre un graphe d'in-
tervalle. Tout es tests sont eetues durant le parours de la liste des liques
maximales ontenant u. Si l'entree n'est pas un graphe, ela est don detete a la
ligne 2 ou a la ligne 5 ou durant l'etape de reonnaissane de graphe hordal a la
ligne 1. Les sommets ajoutes dans Pivots apparaissent toujours dans deux bo^tes
dierentes au moins, e qui assure a 6= b.
Cet algorithme est lineaire pare que haque sommet ne sert qu'une fois de
pivot, e qui ou^te O(Degre(u)). Le nombre de liques ontenant un sommet u
donne est borne par Degre(u). Les are^tes de l'arbre de lique visitees durant le
pivotage sur u orrespondent a des separateurs minimaux ontenant u et leur
nombre est borne par Degre(u). D'un autre o^te, l'algorithme ne depense pas
trop de temps a jeter des sommets ayant deja servi de pivot. En eet, le nombre
total de sommets ajoutes dans Pivots est inferieur a m puisque les separateurs
minimaux assoies aux are^tes de l'arbre de liques sont des etiquettes lex-BFS
de sommets distints (le ardinal de l'etiquette d'un sommet est borne par son
degre).
Pour prouver la onservation de l'invariant par l'algorithme, nous avons besoin
du lemme suivant.
Lemme 42 Quand tous les sommets apparaissant dans deux bo^tes dierentes
ont servi de pivot, l'ensemble des sommets apparaissant uniquement dans une
bo^te donnee forment un module du graphe.
Preuve. Soit B une bo^te a un moment de l'algorithme ou il n'y a plus de pivots,
et soit M l'ensemble des sommets n'apparaissant que dans B. Soit u un sommet
qui n'est pas dans M . Si u a voisin v dans M , une lique maximale de B les
ontient tous les deux. Comme u n'est pas dans M , il appara^t aussi dans une
autre bo^te et il a don forement ete utilise omme pivot. Don toutes les liques
de B ontiennent u, e qui veut dire que tous les sommets apparaissant dans B
(et par onsequent eux de M) sont voisins de u. 2
Preuve de la onservation de l'invariant. Des modules disjoint peuvent e^tre
orientes transitivement independamment les uns des autres et independamment
des non are^tes sortantes. Il deoule du theoreme 40 et du lemme 42 que l'invariant
n'est pas viole en isolant la derniere lique deouverte par lex-BFS dans une bo^te
quand il n'y a plus de pivots.
Montrons que le pivotage sur un sommet onserve aussi l'invariant. Supposons




. Il y a deux as similaires, prouvons
elui dans lequel B
1
est faite des liques de B ontenant x, l'autre as est syme-
trique. Supposons uv 62 E, u apparaissant a gauhe de v. Il faut montrer que ette
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non are^te est orientee de u vers v. Il n'y a qu'un seul as non trivial onernant les
bo^tes ou apparaissent u et v : quand u appara^t dans B
1
et v dans B
2
(dans les
autres as, il suÆt d'utiliser la onservation de l'invariant a une etape anterieure
de l'algorithme).
Soit C 2 B
2
une lique ontenant v. C doit ontenir un sommet z qui n'est
pas voisin de x, sinon elle ne serait pas maximale. x appara^t dans une lasse a
gauhe de B puisqu'il est utilise omme pivot. L'invariant implique alors que la
non are^te entre x et z est orientee par xz. Si v et x ne sont pas voisins, on peut
prendre z = v et xz fore uv. Dans le as ontraire, il doit y avoir une non are^te
entre u et z, sinon uzvx induirait un yle sans orde de longueur 4. xz fore uz
qui fore uv. Cela prouve que l'invariant est onserve. 2
Le probleme de alul d'une ha^ne de lique a une tradution matriielle
assez elebre. Il est possible d'adapter les algorithmes proposes pour les graphes
d'intervalles pour resoudre e probleme eÆaement.
Test de la propriete des 1 onseutifs
Une matrie M de zeros et de un ave n ligne et k olonnes est dite verier
la propriete des 1 onseutifs si ses olonnes peuvent e^tre permutees de sorte
que les 1 soient onseutifs dans haque ligne. Ce probleme est relie a elui de
trouver une elimination de Gauss dans une matrie de reels qui n'augmente pas
le nombre d'entrees non nulles [37℄. Le seul algorithme jusqu'a present permettant
de resoudre e probleme utilise une struture de maniement tres omplexe, un
pq-tree [7℄, qui permet de representer toutes les permutations des olonnes qui
permettent d'obtenir la propriete des 1 onseutifs. Nous allons voir omment
etendre l'algorithme 4.10 pour trouver une telle permutation gra^e a la tehnique
d'aÆnage de partition une fois de plus.
Denissons la matrie sommets{liques maximales M

(G) d'un graphe G en
assoiant haque ligne a un sommet de G et haque olonne a une lique maximale
de G et ou toute entree i; j de la matrie vaut 1 lorsque le sommet assoie a la
ligne i appartient a la lique assoiee a la olonne j et 0 dans le as ontraire. Si
G est un graphe d'intervalle, alors M

(G) possede lairement la propriete des 1
onseutifs. La reiproque est fausse : une matrie n'est pas toujours la matrie
sommets{liques maximales d'un graphe. Cependant, nous allons voir omment
modier une matrie M en une autre matrie
f
M telle que M verie la propriete
des 1 onseutifs si et seulement si
f
M est la matrie sommets{liques maximales
d'un graphe d'intervalles. Etant donne une matrie M , denissons tout d'abord
pour ela le graphe G(M) de sommets les lignes de M ou deux lignes sont reliees
par une are^te si et seulement s'il existe une olonne possedant des entrees a 1
dans les deux lignes. Les olonnes de M representent don des liques de G(M),
mais qui ne sont pas neessairement maximales.
Lemme 43 Si une matrie M verie la propriete des 1 onseutifs, alors G(M)
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est un graphe d'intervalle.
Nous identierons par la suite les olonnes de M omme des liques de G(M)
pour alleger les notations (une olonne C
j
sera onsideree omme l'ensemble des
lignes i telles que M [i; j℄ = 1).
Preuve. Nous allons montrer que M est onformale, 'est-a-dire que pour tout



















). Un resultat de theorie des hypergraphes permet alors
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et ordre dans une









lairement inlus dans C
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Les olonnes deM ne orrespondant pas toujours a liques qui sont maximales,
nous travaillerons sur la matrie
f
M obtenue en rajoutant une ligne fatie dans
haque olonne : haque ligne fatie ontient un 1 dans la olonne qui lui est
assoiee et des 0 dans les autres olonnes. Cette transformation ne hange rien
en e qui onerne la propriete des 1 onseutifs. Comme les olonnes de
f
M sont
maximales, on obtient :
Theoreme 44 Une matrie M verie la propriete des 1 onseutifs si et seule-
ment si
f
M est la matrie sommets{liques maximales d'un graphe d'intervalle.
L'ajout des lignes faties n'augmentera pas sensiblement la omplexite de
l'algorithme 4.10 qui est lineaire en le nombre de 1, la largeur et la hauteur de
la matrie d'entree : il onsidere les listes de liques ontenant haque sommet.
Il reste un probleme de taille : omment aluler un arbre de lique de G(
f
M) et
verier si e graphe est hordal a partir de ette representation sous forme de
liste de liques? En eet, on ne peut pas aluler expliitement les are^tes de e
graphes ar il peut y en avoir beauoup plus que de 1 dans la matrie. L'algo-
rithme 4.11 permet ependant de simuler lex-BFS ave ette representation. De
maniere surprenante 'est l'ensemble des liques qu'il faut onsiderer, l'algorithme
aÆne une partition des liques jusqu'a un ordre C
1
; : : : ; C
k
de visite des liques
par lex-BFS et une permutation lex-BFS x
1
; : : : ; x
n
assoiee en me^me temps.





; : : : ; x
i+1
sont les sommets numerotes a un moment donne
et C
1
; : : : ; C
j
les premieres liques maximales identiees. Si fx
n







, un sommet x d'etiquette maximale appartient forement a une lique
maximale C distinte de C
1
; : : : ; C
j
. Tous les sommets non numerotes de C ont
me^me etiquette, sans quoi l'etiquette de x ontiendrait un sommet non adjaent
a un des sommets non visites de C, e qui ontredirait fxg [ Etiquette(x)  C.
Quand x est numerote, les sommets non numerotes de C deviennent exatement
eux d'etiquette maximale. Aussi ils seront tous visites avant les sommets qui ne
sont pas dans C. Dans l'algorithme 4.11, quand une nouvelle olonne ('est-a-dire
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Algorithme 4.11 Versions matrie de lex-BFS
Donnees : Une matrie sommets{liques maximalesM de n lignes, k olonnes
et ontenant au plus m 1.
Resultat : Une permutation lex-BFS x
1




Pour tout olonne D eetuer
Etiquette(D) = ;
i n
Pour j = 1 a k eetuer









Pour toute olonne non numerotee D
0









une nouvelle lique maximale) est numerotee, toutes les lignes non numerotees
qui ont un 1 dans ette olonne ('est-a-dire les sommets non numerotes de la
lique orrespondante) sont visitees a la suite. Il suÆt don de prouver que lorsque
les sommets des liques maximales C
1
; : : : ; C
j
sont tous numerotes, le sommet x
visite ensuite par l'algorithme 4.11 peut-e^tre hoisi par un lex-BFS lassique.
Montrons le par reurrene. C'est lairement vrai pour le premier sommet vi-
site. Supposons que ela soit le as pour l'ensemble des sommets fx
n





[    [C
j
. Soit D la olonne nouvellement visite (et qui orrespont a la lique
maximale C
j+1
) et x le premier sommet hoisi par l'algorithme 4.11. Dans un
lex-BFS lassique, l'etiquette d'un sommet y non numerote est l'ensemble de ses
voisins numerotes qui forme une lique puisque G(
f
M) est hordal et x
i+1
; : : : ; x
n
est la n d'un ordre d'elimination simpliiel. L'etiquette de y est don l'etiquette
des liques maximales (olonnes) qui le ontiennent lui et ses voisins numerotes.
L'etiquette de x est don l'etiquette de D qui est bien maximale. 2
L'algorithme 4.12 montre omment etendre et algorithme pour qu'il verie
de plus si l'entree orrespond a un graphe hordal et alule dans e as un arbre
de liques.
Les algorithmes 4.11 et 4.12 tournent en temps O(n+ k +m). En ombinant
e resultat ave l'algorithme 4.10, on obtient un algorithme permettant de tes-
ter la propriete des 1 onseutifs en temps lineaire, en fournissant de plus une
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Algorithme 4.12 Versions matrie du alul de l'arbre de liques
Donnees : Une matrie sommets{liques maximalesM de n lignes, k olonnes
et ontenant au plus m 1.
Resultat : Une permutation lex-BFS x
1
; : : : ; x
n
et un arbre de liques T =
(I;F) sur les olonnes.
Debut
Pour toute olonne D eetuer
Etiquette(D) = ;
i n
Pour j = 1 a k eetuer





Relier D a Y (Dernier(D)) : F F [ (D; Y (Dernier(D)))





Pour toute olonne non numerotee D
0












permutation des olonnes satisfaisant ette propriete.
Nous allons maintenant voir que la tehnique d'aÆnage est prohe des idees
algorithmiques utilisees en parallelisme.
4.3 AÆnage de partition en parallele
Il existe un algorithme parallele d'aÆnage de partition : l'algorithme de reon-
naissane des graphes hordaux de Klein qui le presente omme un algorithme
base sur une tehnique d'aÆnage de partition (((semiorder renement )) selon ses
termes). Cet algorithme est assez omplexe et ne se generalise pas a d'autres
problemes. Cette setion donne quelques idees sur une denition possible de l'af-
nage de partition en parallele en presentant en quelques mots et algorithme et
en donnant ensuite une version parallele de quiksort sous forme d'aÆnages de
partition.
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Reonnaissane des graphes hordaux en parallele
lex-BFS est #P -omplet : [17℄ : il n'existe pas a priori d'algorithme parallele
alulant une permutation lex-BFS en temps polylogarithmique ave un nombre
polyno^mial de proesseurs (la lasse P est un peu l'analogue de la lasse NP en
sequentiel).Klein a neanmoins trouve un algorithme parallele [49℄ permettant de
aluler un ordre d'elimination simpliiel d'un graphe hordal en temps O(log
2
n)
ave n +m proesseurs dans le modele rw pram arbitraire. Cet algorithme
onsiste a ouper toutes les bo^tes simultanement en ne onsiderant pour haque
bo^te que les are^tes possedant une extremite dans la bo^te. A la n de l'algorithme,
la permutation obtenue est un ordre d'elimination simpliiel. Une bo^te est oupee
de maniere dierente selon ertaines proprietes sur le nombre de voisins dans la
bo^te des sommets de la bo^te, de maniere a toujours ouper la bo^te en sous-
bo^tes de taille au plus quatre inquiemes de la taille de la bo^te. Il y a en tout huit
proedures dierentes pour ouper une bo^te, et algorithme est assez omplique.
Quiksort
Quiksort peut e^tre vu omme un algorithme d'aÆnage de partition ou l'on
peut faire plusieurs aÆnages simultanes de la partition. C'est d'un ertain point
de vu un algorithme parallele d'aÆnages de partition. L'algorithme 4.13 le derit
ainsi.
Algorithme 4.13 [50℄ Quiksort
Donnees : Un ensemble E d'elements totalement ordonnes par <
tot
.





Tant que L = (B
1
; : : : ; B
k
) ontient une bo^te non reduite a un singleton
eetuer
1 Pour toute bo^te B
i
non reduite a un singleton eetuer
2 Prendre un element u 2 B
i
.
AÆner L selon l'ensemble S
u
des elements superieurs a u.
AÆner L selon l'ensemble I
u
des elements inferieurs a u.
Fin
L'exatitude de l'algorithme provient de la onservation de l'invariant suivant :
















v et b < a.) La boule de la ligne 1
peut e^tre parallelisee ar l'invariant implique que les deux aÆnages selon un pivot
u 2 B
i
ne morellent que la bo^te B
i









en omparant selon <
tot
haque element dans B
i
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ave u. Si u est hoisi aleatoirement a la ligne 2, l'algorithme termine ave forte
probabilite en O(logn) aÆnages paralleles
8




logn) ave forte probabilite ou T
<
tot
est le travail maximal neessaire a
la omparaison de deux elements selon <
tot
.
S'il y a des elements egaux a u, ils se retrouvent dans la me^me bo^te que u
apres avoir pivote sur u ; ette bo^te n'est onstituee que des elements egaux a u
et ne peut plus e^tre morelee par la suite. La ondition d'arre^t de l'algorithme




n'est pas un ordre total, et algorithme alule une extension lineaire de
et ordre quand les sommets inomparables a u sont traites omme s'ils etaient
egaux a u. En revanhe, la bo^te ontenant u doit enore e^tre morelee par la
suite (en evitant de pivoter deux fois sur le me^me element). L'invariant est alors




respetivement alors u <
tot
v =) a < b )). (Si v et w, ave v <
tot
w, ont etes
separes par un pivot u, alors au moins l'un des deux elements est omparable a u.




w et a < b. Si u est omparable a v
mais pas a w, alors v <
tot
u ar u <
tot
v impliquerait que u et w sont omparables
et on a alors a < b. Si u est omparable a w mais pas a v, alors u <
tot
w et on
a don a < b dans tous les as.) La ondition d'arre^t de l'algorithme devient :
(( haque bo^te ontient au plus un sommet qui n'a pas servi de pivot )). A la n de
l'algorithme, les bo^tes sont des antiha^nes, 'est-a-dire des ensembles d'elements
deux a deux inomparables. La boule de la ligne 1 peut toujours e^tre parallelisee.
Malheureusement, les resultats en omplexite sont plus faibles : si <
tot
est un
ordre (( vide )) ou tous les elements sont inomparables, il faut n rondes d'aÆnages
pour se rendre ompte que E est une antiha^ne. Le travail total de l'algorithme








est le temps neessaire a la omparaison de deux
elements selon <
tot
. Cela laisse tout de me^me un peu d'espoir en e qui onerne
la oneption d'un algorithme parallele eÆae de alul d'une extension lineaire.





a la suite, on peut s'autoriser a pivoter au plus deux fois sur haque sommet :
une fois en aÆnant selon S
u
, une fois en aÆnant selon I
u
(ela peut ouper la bo^te
de u en deux parties omparables dans un as et pas dans l'autre). Une strategie
permettant de resoudre le probleme d'un ordre (( vide )) (ou presque vide) pourrait
onsister a aluler apres haque ronde d'aÆnages les degres entrants et sortants
de haque sommet a l'interieur de sa bo^te.
Dans le as ou <
tot
est donne par des listes de suesseurs (il est faile d'en
deduire les listes de predeesseurs), le travail total est en O(n + m) puisqu'on
pivote au plus une fois par sommet.
La denition de tehnique d'aÆnage en parallele n'est peut e^tre pas enore
assez preise pour donner ses fruits. L'idee de base est pourtant prohe du paral-





lelisme ar elle repose sur l'utilisation d'une information loale : le voisinage d'un
sommet. En parallele, il faut de plus ouper toutes les bo^tes en me^me temps.
Dans les algorithmes abordes dans ette setion, on a eetue en parallele des
aÆnages qui ne oupent qu'une bo^te, on pourrait aussi ombiner ela ave des
aÆnages qui oupent toutes les bo^tes (le voisinage d'un sommet de degre de
l'ordre n=2 par exemple). Dans tous les as, le plus diÆile onsiste a s'arranger
pour que la taille maximale des bo^tes apres aÆnage soit au plus une fration de
la taille maximale des bo^tes avant aÆnage. Remarquons que ette tehnique est
de toute maniere interessante pour les modeles distribues tels que gm. Si l'on
sait ouper les grandes bo^tes, on peut les traiter en sequentiel des que leur taille
est inferieur a n=p. Le probleme vient alors de la repartition des ars omme dans
le paragraphe 2.5
4.4 Problemes ouverts
lex-BFS et oloriage d'un graphe
Colorier un graphe onsiste a assigner une ouleur a haque sommet de sorte
que deux sommets voisins ne soient pas de la me^me ouleur. Caluler un oloriage
ave un nombre de ouleurs minimal est un probleme diÆile en general. Il existe
des algorithmes eÆaes pour de nombreuses lasses de graphes partiulieres
(surtout pour des sous-lasses de graphes parfaits [37℄). C'est le as pour les
graphes de omparabilite et les graphes hordaux.
lex-BFS peut e^tre vu omme un algorithme de oloriage si l'on modie la
faon dont sont numerotes les sommets : quand un sommet est visite, numerotons
le par le plus petit numero qui n'est pas dans sa marque. (il marque alors ses
voisins non enore visite ave e numero). On obtient lairement une oloration
du graphe G = (V;E) en entree de ette maniere. De plus, le nombre total de
ouleurs (de numeros) utilisees est borne par max
u2V
jEtiquette(u)j + 1 (e qui
est inferieur au degre maximal plus un). Dans le as des graphes hordaux, e
nombre est la taille de la plus grande lique et est don le nombre de ouleur
minimal permettant de olorier le graphe.
En e qui onerne les graphes quelonques, il est peut e^tre possible de d'abais-
ser la borne par le degre plus un ave une regle du type (( pivoter de preferene
sur les sommets de grand degre ))...
Deomposition modulaire
Les algorithmes lineaires de deomposition modulaire [15, 57, 19℄ fontionnent
sur le me^me prinipe que l'algorithme 4.4 ave l'ajout d'une struture de donnees
assez omplexe permettant de pivoter de maniere plus eÆae sur les sommets et
en travaillant sur une representation aaiblie des modules : une struture basee
sur un P
4
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[57℄, deux arbres de deomposition modulaire alules reursivement dans [19℄.
Ces strutures peuvent e^tre alulees en pivotant un nombre onstant de fois sur
haque sommet. La partie omplexe de es algorithmes onsiste a aluler l'arbre
de deomposition modulaire a partir de la struture plus faible.
L'algorithme 4.4, si une bo^te B ontient un module M avant aÆnage selon
un sommet exterieur a B, M est forement inlus dans une des deux bo^tes
provenant de B apres aÆnage (ela deoule de la denition d'un module). Quand
on a de plus pivote sur tous les sommets exterieurs a une bo^te, ette bo^te
est un module. Ces deux prinipes sont souvent a la base des algorithmes de
deomposition modulaire.
Un resultat theorique [14℄ de Cournier et Habib indique qu'il est peut-e^tre
possible de aluler diretement l'arbre de deomposition modulaire sans passer
par une struture intermediaire : il existe toujours un ordre dans lequel pivoter
sur les sommets d'un graphe premier (a la maniere de l'algorithme 4.4) de sorte
que toutes les bo^tes soient nalement des singletons. L'algorithme 4.4 utilise
une methode astuieuse pour borner le nombre de pivotage a logn pour haque
sommet. Le prinipal probleme pour onevoir un algorithme de deomposition
lineaire (ou me^me d'orientation transitive) est de trouver un tel ordre de pivotage.
Un autre resultat interessant obtenu par Capelle et Habib [9℄ montre que
l'arbre de deomposition modulaire peut e^tre alule en temps lineaire a partir
d'une permutation des sommets telle que les sommets de haque module fort
apparaissent onseutivement. L'algorithme 4.9 propose dans le paragraphe 4.2
permet de aluler une telle permutation gra^e a la tehnique d'aÆnage de parti-
tion. Je pense que le probleme algorithmique de la deomposition modulaire n'est
pas enore ferme (le fait qu'un quatrieme algorithme lineaire de deomposition
modulaire para^t biento^t [19℄ en temoigne). Le seul maillon qui manque est une
methode pour pivoter sur les sommets dans un ordre adequat.
L'algorithme de reonnaissane des graphes d'intervalles propose dans la se-
tion 4.2 qui est d'une ertaine maniere un algorithme d'orientation transitive
du graphe omplementaire (les graphes d'intervalles sont les graphes hordaux
de oomparabilite), utilise un (( arbre de liques )) alule par lex-BFS pour
ne pivoter qu'une fois au plus sur haque sommet. Cet arbre de lique est une
struture propre a tout graphe hordal (et ne onstitue pas dans et algorithme
une struture de donnees raÆnee en un arbre de deomposition). Il ne sert qu'a
trouver un ordre adequat dans lequel pivoter sur les sommets.
L'existene d'algorithmes lineaires de deomposition modulaire inite a penser
qu'il existe une struture similaire pour un graphe quelonque (mis a part l'arbre




Nous avons vu omment la tehnique d'aÆnage de partition permet de tra-
duire de nombreux algorithmes allant du tri au test de onseutivite des 1 d'une
matrie, en passant par l'orientation transitive. Cette tehnique pourrait ertai-
nement permettre de reonna^tre d'autres lasses de graphes telles que les graphes
de permutation, les graphes trapezodaux, les graphes faiblement hordaux, ... et
me^me des lasses interessantes de graphes bipartis. De plus, quand une lasse de
graphes peut e^tre reonnue en utilisant ette tehnique, alors la lasse omple-
mentaire (des graphes dont le omplementaire est dans ette lasse) aussi. Les
algorithmes de alul de plus ourts hemins a partir d'une soure utilisent des
tehniques qui pourraient fort bien s'exprimer en termes d'aÆnage de partition.
Nous avons aussi vu omment e passer des PQ-trees pour tester de maniere plus
simple la propriete des 1 onseutifs dans une matrie. Les PQ-trees servent aussi
a reonna^tre les graphes planaires, la tehnique d'aÆnage pourrait s'appliquer a
e probleme aussi.
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L'algorithmique des graphes est tres rihe et ette these ne donne nalement
qu'un aperu assez reduit de l'eventail varie des diverses tehniques existantes.
L'intere^t du travail eetue ii reside surtout dans l'etude de ertains problemes
dans divers modeles de alul : sequentiel parallele a grain n et parallele a gros
grain en passant par un probleme partiulier de reseau de telephonie mobile qui
onstitue une sorte de modele de alul soumis a de tres nombreuses ontraintes.
Tout e travail s'artiule autour de la reherhe de tehniques generales ar
la grande variete de tehniques algorithmiques existante est aussi un frein a leur
omprehension par les programmeurs qui ne sont pas familiers du domaine. En
parallele, nous avons pu nous rendre ompte que le tri et le alul de omposantes
onnexes sont malheureusement pratiquement les seuls outils assez generaux per-
mettant de traiter les graphes de maniere eÆae. Pour de nombreux problemes
elementaires en algorithmique des graphes la seule solution existante est le pro-
duit de matrie (ou la fermeture transitive), e qui ne onstitue qu'une solution
partielle ar ertains graphes (les graphes (( reux ))) peuvent presenter une ma-
trie ou une fermeture transitive trop volumineuse pour tenir dans la memoire
d'un ordinateur, me^me massivement parallele alors que leur representation par
listes d'adjaene est nettement plus petite.
Ave la tehnique d'aÆnage de partitions, j'ose esperer que nous avons per-
mis de degager un lon d'algorithmes eÆaes en montrant une maniere faile a
omprendre de les apprehender. J'ai enore l'espoir d'appliquer ette tehnique
dans des modeles paralleles de alul, me^me si mon experiene me dit que 'est
une ta^he diÆile. Dans le as distribue, ette faon de partitionner me para^t
judiieuse ar distribuer eÆaement sur des memoires distintes une struture
irreguliere telle qu'un graphe onstitue un probleme diÆile. Les algorithmes qui
peuvent se deduire en termes d'aÆnage de partition orent une diretion naturelle
pour resoudre e probleme.
Je voudrais enore souligner la rihesse de raisonner dans dierents modeles de
alul. Ma vision de l'aÆnage de partition a tres ertainement beneie de mon
experiene en parallelisme. D'une maniere generale, j'aimerais aussi onfronter
l'algorithmique a d'autres domaines. L'algorithmique pourrait s'appliquer dans




Je onsidere l'algorithmique omme une siene tres ludique ar elle permet
de realiser ertains raisonnements de l'esprit humain. On peut bien su^r etendre
ette remarque en e qui onerne la programmation qui en est le laboratoire
experimental. Les ordinateurs ont rendu si faile la realisation de methodes que
le premier reexe d'un programmeur en fae d'un probleme est d'essayer un bout
de ode et non d'aller voir dans les livres d'algorithmique s'il existe deja une
solution. L'algorithmique a subi un developpement presque anarhique ou l'on
a essaye de resoudre tous les problemes auxquels on etait onfronte. Je pense
que l'algorithmique doit s'attaher a degager des lignes generales de resolution
de problemes, on ne peut donner une solution a haune des innies instanes de
problemes. Il me semble que l'algorithmique ne sert pas assez au programmeur. La
seule tehnique un peu evoluee implantee par defaut dans la plupart des langages
est le tri, un des plus vieux algorithmes de l'ere des ordinateurs. L'evolution
des langages de programmation ommene a rendre possible l'utilisation d'un
moreaux de programme erit par une personne a d'autres personnes. L'ideal
serait de pouvoir reemployer un algorithme erit et deja implante par une tiere
personne (me^me pour une utilisation dierente), 'est-a-dire faire quelque hose
qui s'avere tres diÆile a l'heure atuelle : modier un programme existant (ou
une fontion de e programme) pour une utilisation similaire mais dierente.
La theorie de la omplexite est une des premieres reussites de ette jeune siene
qu'est l'informatique de l'ere des ordinateurs. J'espere que ette these ontribuera
par son ontenu un tant soit peu a faire un jour de l'algorithmique une siene
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