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Abstract
We address the global regularity of solutions of the Navier–Stokes equations in a thin domain Ω =










the global regularity of the corresponding solution holds.
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∂j (uju) + ∇p = 0,
∇ · u = 0
in a domain Ω = [0,L1] × [0,L2] × [0, ], where L1,L2 > 0 and  ∈ (0,1/2), with periodic
boundary conditions and an initial condition u(·, t) = u0. The Navier–Stokes equations are a
model for a motion of a viscous incompressible fluid. The quantities u and p represent the un-
known velocity and the pressure respectively, while u0 represents the initial velocity profile.
Mathematically, the existence and uniqueness of global smooth solutions is not known. How-
ever, by the classical existence results of Leray [11], there exists a weak solution u(·, t) defined
for all t  0, which additionally satisfies a form of the energy inequality. If initial datum is suffi-
ciently smooth, say u0 ∈ H 1per(Ω) with
∫
Ω
u0 = 0, then the Leray solution is smooth and unique
on some initial time interval. The global existence of smooth solutions is known for data which
are small in a certain sense. For instance, according to Fujita and Kato [2], the global existence
holds if ‖∇u0‖L2(Ω)  ν/C(L1,L2, ).
Since the existence of solutions for large initial data is known for the Navier–Stokes equations
in a two-dimensional domain, one might expect better local existence results if the vertical size of
the domain  > 0 is sufficiently small. In a series of papers [15,16], Raugel and Sell proved that
actually more is true; namely, the global existence holds for a large class of data R() (cf. also
[4,5]). Subsequent works [1,3,7,8,13,14,17,18] complemented and extended these results. In the
case of Dirichlet boundary conditions, the global existence holds if ‖∇u0‖L2(Ω)  ν/C1/2 [17]
or if ‖u0‖H 1/2(Ω)  ν/C [8]. The periodic boundary conditions are more difficult to deal with
than the Dirichlet boundary conditions due to the lack of the Poincaré inequality in the third
direction. For instance, if the velocity vanishes on the top, the Poincaré inequality holds when
we fix (x1, x2); in the case of periodic boundary conditions, we cannot expect the average in
the third direction to vanish for fixed (x1, x2) since we only know that
∫
Ω
u(·, t) dx = 0. Mainly
for this reason, the global existence results in thin domains required that the two-dimensional
average of the initial datum is small.
In the periodic case, Iftimie proved the existence of a global regular solution under
the conditions ‖∇Mu0‖L2(Ω)  C(L1,L2, δ)−1ν1/2
√
log(1/) and ‖∇(u0 − Mu0)‖L2(Ω) 
C(L1,L2, δ)−1ν−1/2+δ , where δ > 0 is arbitrary and where Mu denotes the vertical average
of u [7]. In [13], Montgomery-Smith proved that if ‖∇u0‖L2(Ω) C(L1,L2)−1ν, then the global
regular solution exists. In the previous paper [10], the authors of the present paper proved that
the global regular solution exists if ‖∇u0‖L2(Ω)  C(L1,L2, δ)−1ν−1/6+δ where δ > 0 is an
arbitrary constant.
Based on the Dirichlet boundary conditions case, the desired result was however hoped
to be the one with the power −1/2 of the exponent of  in the case of the H 1 norm. This
is what we achieve in the present paper, up to a logarithmic correction. Namely, we prove
that if ‖∇u0‖L2(Ω)  C(L1,L2)−1ν−1/2|log |−3/2, then the regular solution exists globally.
It would be interesting to establish the global existence under the condition ‖∇u0‖L2(Ω) 
C(L1,L2)−1ν−1/2.
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which states that the solution is regular if ‖∇u0k‖L2(Ω)  C−1α−1(α + |log |)−1/2ν−1/2 for
k = 1,2 and ‖u03‖Lα(Ω)  C−1ν−(α−3)/α , where α ∈ [3,∞), which is a result of independent
interest. In Theorem 2.3, we state the following H 1/2 result: If ‖u0‖H 1/2(Ω)  C−1ν/|log |1/4,
where C = C(L1,L2) > 0 is sufficiently large constant, then the solution is regular. Two corol-
laries are stated after the proofs of Theorems 2.1–2.3. It is easy to extend our theorems to the
case of nonzero forcing. The extension of Theorem 2.2 to the case of a general force is given in
Theorem 2.7.
2. Main results on the existence of strong solutions
Let Ω = [0,L1] × [0,L2] × [0, ] where L1,L2 > 0 and  ∈ (0,1/2). We consider solutions






∂j (uju) + ∇p = 0,
∇ · u = 0
where u is periodic with periods L1, L2, and  in the x1, x2, and x3 directions, respectively.






uj∂juk + ∂kp = 0 (NSEk)
where k = 1,2,3. As usual, we additionally require ∫
Ω
u(·, t) = ∫
Ω
u(x, t) dx = 0 for all t  0.
It is well known that for all u0 ∈ L2per(Ω) with
∫
Ω




with ∇ ·u = 0 and ∫
Ω





















for almost all t0  0 (t0 = 0 included) and all t1  t0.
If additionally u0 ∈ H 1per(Ω), the solution is infinitely differentiable in (x, t) and unique on
an initial interval (0, Tmax) where Tmax > 0 depends on u0. Unless the initial datum is small in a
certain sense, it is not known whether it might happen that Tmax < ∞ or whether it is Tmax = ∞
for all data. We assume throughout that u0 ∈ H 1per(Ω) and
∫
Ω
u0 = 0. For p ∈ [1,∞], we denote
the norm in the Lebesgue space Lp(Ω) by ‖ · ‖Lp = ‖ · ‖Lp(Ω).
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then there exists a unique smooth solution u(·, t) with the initial datum u0 which is defined for
all t  0.
Additionally, we have the following result, which, as we shall see, is an essential ingredient
for proving Theorem 2.1.
Theorem 2.2. Let α ∈ [3,∞) be arbitrary. There exists a constant C(L1,L2) > 0 with the fol-
lowing property. If u0 = (u01, u02, u03) ∈ H 1per(Ω) satisfies
‖∇u0k‖L2(Ω) 
ν





then there exists a unique smooth solution u(·, t) with the initial datum u0 which is defined for
all t > 0. Also,
∥∥∇uk(·, t)∥∥L2(Ω)  Cνα(α + |log |)1/21/2 , t  0, k = 1,2
and
∥∥u3(·, t)∥∥Lα(Ω)  Cν(α−3)/α , t  0.
In particular, the global existence and uniqueness hold under the conditions
‖∇u0j‖L2(Ω) 
ν





if C is a sufficiently large constant. Note however that this is not enough to prove Theorem 2.1
since ‖u0‖L6(Ω)  C−1/3‖∇u0‖L2(Ω) (cf. Lemma 2.4 below). Above and in the sequel, the
symbol C denotes a sufficiently large constant, which depends on L1 and L2. Its value may
change from one inequality to another. On the other hand, the constants C0,C1, . . . , which de-
pend on L1 and L2, are fixed.
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corresponding norm. In addition to above statements, we have the following result.





then there exists a unique smooth solution u(·, t) with the initial datum u0 which is defined for
all t  0.
For any u ∈ L1per(Ω), define




u(x1, x2, τ ) dτ
and
Nu(x1, x2, x3) = u(x1, x2, x3) − Mu(x1, x2, x3)
which exist for almost all (x1, x2, x3) ∈ R3. From [10] (cf. also [6,15,17]), we recall the following
useful lemma.







where C depends on L1 and L2.











where C depends on L1 and L2. If
∫
Ω













where C depends on L1 and L2.





, u ∈ H 1(Ω)













for all u ∈ H 3/4(Ω). (The point is that the constants are independent of .)
Proof of Theorem 2.2. Without a loss of generality, ν = 1. Let 0 t  t1 < Tmax. For k = 1,2,


























= J1 + J2 + J3 + J4
where all unmarked double integrals are understood to be over Ω × [0, t]. The terms J1 and J2
are estimated in the same way as in [9,10]; therefore,





















‖u3‖L∞t Lαx ‖∂3uk‖L2t L2α/(α−2)x ‖uk‖L2t L2x
 C‖∂3uk‖ 2 2α/(α−2)J (t1)K(t1)Lt Lx
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K(t) = (∥∥|u3|α/2∥∥L∞t L2x(Ω×[0,t]) +
∥∥∇(|u3|α/2)∥∥L2t L2x(Ω×[0,t])
)2/α
, t ∈ [0, Tmax).
Now, we have ‖∂3uk(·, t)‖L2t Lax  C(6−a)/2aJ (t1) for all k = 1,2,3 and 2 a  6. If k = 1,2,
this follows from Lemma 2.4(i), while for k = 3, the same follows by using Lemma 2.4(i) and
employing the divergence free condition ∂3u3 = −∂1u1 − ∂2u2. We get
J3  C(α−3)/αK(t1)J (t1)2.






∂iuj ∂jui∂kuk , is estimated similarly to above, lead-
ing to
J4  C1/2J (t1)3 + C(α−3)/αK(t1)J (t1)2.
We thus obtain
J (t)2  C1/2J (t)3 + C(α−3)/αK(t)J (t)2 + CJ(0)2, t ∈ [0, Tmax). (2.10)
The estimates for K(t) are obtained by multiplying the equation (NSE)3 by |u3|α−1 sgnu3, where









































where R1, R2, and R3 are the Riesz transforms. Note that
q1 + q2 + q3 = 2
3∑
RiRj (∂3uiuj ) = ∂3
3∑
RiRj (uiuj ) = ∂3p
i,j=1 i,j=1
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−
∫ ∫
∂3p |u3|α−1 sgnu3 = −
∫ ∫
(q1 + q2 + q3)u3|u3|α−2.




















For K1, we use






By Lemma 2.4(i), we have ‖N(|u3|α/2)‖L2t L6x C‖∇(|u3|α/2)‖L2t L2x  CK(t1)α/2. Hence,
K1  C‖q1‖L2t L3α/(α+3)x K(t1)
α−1.
Now,





‖∂3ui‖L2t L6α/(α+6)x ‖Nuj‖L∞t L6x .
Note that 2 6α/(α + 6) 6 holds due to α  3. We get




K1  C3/αJ (t1)2K(t1)α−1. (2.11)
In order to estimate K2, choose any
b 2α
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1
r1






K2  ‖q1‖L2t Lr1x
∥∥|u3|(α−2)/2∥∥L∞t L2α/(α−2)x
∥∥M(|u3|α/2)∥∥L2t Lbx . (2.12)
As in [10], we have
∥∥M(|u3|α/2)∥∥L2t Lbx  Cb1/2−(b−2)/2bK(t1)α/2.
Also,
∥∥|u3|(α−2)/2∥∥L∞t L2α/(α−2)x =
∥∥|u3|α/2∥∥(α−2)/αL∞t L2x  CK(t1)(α−2)/2
so it remains to estimate ‖q1‖L2t Lr1x . Let r2 = 2r1 ∈ [4α/(α + 1),4). Then





‖∂3ui‖L2t Lr2x ‖Nuj‖L∞t Lr2x .
Since ‖∂3ui‖L2t Lr2x  C(6−r2)/2r2J (t1) and
‖Nuj‖L∞t Lr2x C





K2  Cb1/2(6−r2)/r2−(b−2)/2bJ (t1)2K(t1)α−1 = Cb1/23/α−2/bJ (t1)2K(t1)α−1. (2.13)
In order to estimate K3, we need to rewrite q2. Since Muj is independent of the third variable,
we have
∂3uiMuj = ∂3(Nui)Muj = ∂3(NuiMuj ).













)= (α − 1)
∫ ∫
q˜2|u3|α−2∂3u3













∥∥|u3|α/2∥∥(α−2)/αL∞t L2x K(t1)α/2  C‖q˜2‖L2t Lαx K(t1)α−1.














‖Nui‖L2t Lr3x ‖Muj‖L∞t Lbx .
For j = 1,2, we have
‖Muj‖L∞t Lbx  Cb1/2−(b−2)/2b‖∇uj‖L∞t L2x  Cb1/2−(b−2)/2bJ (t1)
so we only need to estimate ‖Nui‖L2t Lr3x for i = 1,2,3. Note that r3  2. First, assume that
r3  6. Then





Let first i ∈ {1,2}. For k = 1,2, we have
∥∥∂k(Nui)∥∥L2t L2x = ‖N∂kui‖L2t L2x  C‖∂3kui‖L2t L2x  CJ (t1).
If i ∈ {1,2} and k = 3, then
∥∥∂k(Nui)∥∥L2t L2x =
∥∥∂3(Nui)∥∥L2t L2x = ‖∂3ui‖L2t L2x  C‖∂33ui‖L2t L2x  CJ (t1).
For i = 3 and k = 1,2, we have
∥∥∂k(Nui)∥∥L2t L2x = ‖N∂ku3‖L2t L2x C‖∂3ku3‖L2t L2x = C‖−∂1ku1 − ∂2ku2‖L2t L2x  CJ (t1).
If i = 3 and k = 3, then
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∥∥∂3(Nu3)∥∥L2t L2x = ‖∂3u3‖L2t L2x  C‖∂33u3‖L2t L2x
= C‖−∂31u1 − ∂32u2‖L2t L2x  CJ (t1).
We conclude that if r3  6, then
‖Nui‖L2t Lr3x  C
1+(6−r3)/2r3J (t1) = C(6+r3)/2r3J (t1), i = 1,2,3. (2.14)
Next, assume r3 ∈ [6,∞). Then, by the Gagliardo–Nirenberg inequality,
‖Nui‖L2t Lr3x C
∥∥∇(Nui)∥∥L2t Lr4x
where r4 = 3r3/(r3 + 3). By r3  6, we have r4 ∈ [2,3). Similarly as above, we get
∥∥∇(Nui)∥∥L2t Lr4x  C(6−r4)/2r4J (t1) = C(6+r3)/2r3J (t1)
and we establish (2.14) also for all r3  6. In summary,
‖q˜2‖L2t Lαx  Cb
1/2(6+r3)/2r3−(b−2)/2bJ (t1)2
from where
K3  Cb1/2(6+r3)/2r3−(b−2)/2bJ (t1)2K(t1)α−1 = Cb1/23/α−2/bJ (t1)2K(t1)α−1. (2.15)
As for K4, we have






‖q3‖L2t L3α/(α+3)x  C
3∑
i=1







K4  C1/2J (t1)K(t1)α. (2.16)
Finally, for the term K5, we have
K5 Cb1/2−(b−2)/2bK(t1)α−1‖q3‖L2t Lr1x
(cf. (2.12)). Now, choose r5 so that
1 = 1 + 1 .
r1 r5 α
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‖q3‖L2t Lr1x  C
3∑
i=1
‖∂3ui‖L2t Lr5x ‖u3‖L∞t Lαx  C
(6−r5)/2r5J (t1)K(t1)
whence
K5  Cb1/2(6−r5)/2r5−(b−2)/2bJ (t1)K(t1)α = Cb1/21/2−2/bJ (t1)K(t1)α. (2.17)
Summarizing (2.11), (2.13), (2.15), (2.16), and (2.17), we obtain
K(t)α  Cαb1/23/α−2/bJ (t)2K(t)α−1 + Cα1/2J (t)K(t)α
+ Cαb1/21/2−2/bJ (t)K(t)α + CK(0)α
for all t ∈ (0, Tmax). Choose b = 2α + |log |. Then
K(t)α  C1α
(
α + |log |)1/23/αJ (t)2K(t)α−1 + C1α(α + |log |)1/21/2J (t)K(t)α
+ C1K(0)α. (2.18)
Also, by (2.10),
J (t) C11/4J (t)3/2 + C1(α−3)/2αK(t)1/2J (t) + C1J (0) (2.19)








C2α(α + |log |)1/21/2
and
K(0) = ‖u03‖Lα(Ω)  1
C2(α−3)/α
.
We claim that if C2 is sufficiently large, then
J (t) 2C1





for all t ∈ (0, Tmax). (This then immediately implies Tmax = ∞.) Assume that the assertion does
not hold. Then there exists t1 ∈ (0, Tmax) such that (2.20) and (2.21) hold for all t ∈ [0, t1] and
J (t1) = 2C1 1/2 1/2 (2.22)C2α(α + |log |) 















C2α(α + |log |)1/21/2
)
+ C1
C2α(α + |log |)1/21/2 .




C2α(α + |log |)1/21/2 . (2.24)





provided C2 is sufficiently large, and we obtained a contradiction. 
Proof of Theorem 2.1. For k = 1,2,3, we multiply the equation (NSE)k by −uk , integrate






















































= L1 + L2 + L3 + L4.
First,













































The same estimate holds for L3. As for L4, we have















L2 + C‖∇u‖6L2 (2.26)
where we absorbed the term C−1/2‖∇u‖5
L2




for some constant C0  1. Let C1 be the constant C on the right-hand side of (2.26). A straight-












2|log |6}= C202|log |3
16C1 64C1 16C1
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We conclude that there exists t1 ∈ (0, t0) such that
∥∥u(·, t1)∥∥L2  CC203/2|log |3
and
∥∥∇u(·, t1)∥∥L2  2C01/2|log |3/2 .
Now, by Lemma 2.4(i), we have
∥∥Nu(·, t1)∥∥L2 C








∥∥Nu(·, t1)∥∥(α−2)/αL∞  CC0(α−3)/α .
Also, by Lemma 2.4(ii), we have














 C0|log | C0  |log |
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∥∥Mu3(·, t1)∥∥Lα  CC0(α−3)/α .
If C0 is large enough, Theorem 2.2 applies and we get the regularity on the interval [t1,∞). 
Proof of Theorem 2.3. We may assume that ν = 1. Multiplying the equation (NSE)k by


































= L4 + L5 + L6.






















































∥∥(−)1/4u∥∥ 2∥∥(−)3/4u∥∥2 2L L













































∥∥(−)1/4u0∥∥L2  1C0|log |1/4






















































We conclude that there exists t1 ∈ (0, t0) such that
∥∥(−)3/4u(·, t1)∥∥L2  C 3/4C0|log |
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∥∥(−)3/4u(·, t1)∥∥1/2L2  CC01/2|log |1/2













∥∥Mu(·, t1)∥∥L4  C1/4




The inequalities (2.28) and (2.29) show that (2.3) holds with the initial time t1 instead of 0. By
Theorem 2.2, we get regularity of u for t  t1. On the other hand, the regularity on the interval
[0, t0] follows from u ∈ L∞([0, t0],H 1/2(Ω)). 
Corollary 2.5. Let Ω0 = [0,L1] × [0,L2] × [0,L3]. There exists a constant C > 0 depending
only on L1, L2, and L3 with the following property. Assume that u0 ∈ H 1per(Ω) is -periodic in














u0 = 0, then there exists a unique smooth solution u(·, t) with the initial datum u0 which
is defined for all t  0.
Proof. The theorem follows immediately by applying Theorems 2.1 and 2.3 to u0 in the domain
Ω = [0,L1] × [0,L2] × [0, ]. 
Corollary 2.6. Let Ω = [0,L1] × [0,L2] × [0, ]. There exists a constant C > 0 depending
only on L1 and L2 with the following property. Assume that u0 ∈ L2per(Ω), and let u be the
Leray’s weak solution with the initial datum u0. Then the solution u(·, t) is regular for t 
C|log |3‖u0‖2 2 .L














for all t0  0. Let t0  C20|log |3‖u0‖2L2 where C0 is as in the statement of Theorem 2.1. Then,
there exists t1 ∈ (0, t0) such that
∥∥∇u(·, t1)∥∥L2  1√2C01/2|log |3/2 .
Theorem 2.1 implies that the solution is regular for t  t1. 
All theorems above can be adapted to the case of nonzero forcing. To demonstrate this, we






∂j (uju) + ∇p = f,
∇ · u = 0
in the domain Ω , where the force f = (f1, f2, f3), which depends on (x, t), is periodic and
mean free.
Theorem 2.7. Let α ∈ [3,∞) be arbitrary. There exists a constant C(L1,L2) > 0 with the fol-











If u0 = (u01, u02, u03) ∈ H 1per(Ω) satisfies
‖∇u0k‖L2(Ω) 
ν
C1/2|log |3/2 , k = 1,2 (2.32)
and
‖u03‖Lα(Ω)  ν(α−3)/α (2.33)C
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all t > 0. Also,
∥∥∇uk(·, t)∥∥L2(Ω)  Cν1/2|log |3/2 , t  0, k = 1,2
and
∥∥u3(·, t)∥∥Lα(Ω)  Cν(α−3)/α , t  0.













‖∂ij uk‖L2t L2x(Ω×[t0,t]), t ∈ [t0, Tmax)
where t0  0. Also, let
K∗(t) = ∥∥|u3|α/2∥∥2/αL∞t L2x(Ω×[t0,t]), t ∈ [t0, Tmax)
and
K(t) = ∥∥∇(|u3|α/2)∥∥2/αL2t L2x(Ω×[t0,t]), t ∈ [t0, Tmax).
A straightforward calculation shows that (2.19) can be replaced by
J ∗(t) + J (t) C1/4J ∗(t)1/2J (t) + C1(α−3)/2αK∗(t)1/2J ∗(t) + C(t − t0)1/2F1,2
+ CJ ∗(t0) (2.34)
while (2.18) is replaced by
K∗(t)α + K(t)α  Cα(α + |log |)1/23/αJ ∗(t)J (t)K∗(t)(α−2)/2K(t)α/2
+ Cα(α + |log |)1/23/αJ (t)2K∗(t)(α−2)/2K(t)α/2
+ Cα(α + |log |)1/21/2J (t)K∗(t)α/2K(t)α/2
+ Cα
1/3
(t − t0)1/2F3K∗(t)(α−2)/2K(t)α/2 + C1K∗(t0)α. (2.35)
In order to obtain the fourth term on the right-hand side, we used
















 C−1/3‖f3‖L2t L3α/(α+3)x K(t)
α/2K∗(t)(α−2)/2
where, recall, sgnx = x/|x| if x = 0 and sgn 0 = 0. The rest follows as in [10]—we note that in


















for 0 t0  t1, which are consequences of the Poincaré inequality and a suitable modification of
Lemma 2.5 in [10]. 
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