In this paper we investtgate the blowup property of soluttons to the equation
INTRODUCTION
This paper deals with the following diffusion equation with localized reaction, u, = Au +f(4-%, t)), in Qr, (1.1) subject to either the Cauchy data 4x7 0) = %(X), XE52, (1.2) or the initial and the boundary (Dirichlet or Neumann type) conditions, u(x, t)=O, or u,(x, f)=O, onS,=Sx CO, T-J, (1.3) 4x9 0) = u,(x), on 8, (1.4) where QT=D x (0, T], 52 is either R" for the Cauchy problem or a bounded domain in R" with smooth boundary S= dR while -yO is a fixed interior point of a and uN = &/aN is the outward normal derivative at the boundary S. In the sequel for convenience we shall simply call the Cauchy, initial-Dirichlet, or initial-Neumann problem as (PC), (PD), or (PN), respectively. Equation (1.1) describes some physical phenomena in which the nonlinear reaction in a dynamical system takes place only at a single (or sometimes several) site(s). As an example, the influence of defect structures on a catalytic surface can be modelled by a similar equation. The reader can consult [15, 3) for the physical derivation. The additional motivation for our study comes from parabolic problems. In [4] , the authors transformed a large class of parabolic inverse problems into the so-called nonclassical equation
If we use the finite difference quotient to approximate the derivative u,(x,,, t), one obtains the same type of equation as (1.1) . In the present work we are interested in the theoretical analysis, especially the blowup property of the solution. It will be seen that under the conditions similar to those for a standard reaction-diffusion equation, u, = Au + f ( 10, (1.5) the solution blows up at a finite time. On the other hand, there are some other interesting properties which are different from the solution of a standard reaction-diffusion equation. It is known (cf. Friedman and McLeod [7] ) that under the certain mild restrictions on f(s) the set of all blowup points for the solution of (1.5) is compact. Furthermore, in a symmetric space region, under some additional restrictions, the blowup occurs only at a single point (cf. Bebernes et al.
[l], Friedman and McLeod [7] , Weissler . However, this is not true for our problem (PC), (PD), or (PN). We will show that the blowup set is the whole region. To understand the results, we consider the problem in one space dimension: The mean value theorem for integrals implies that I *fMX, t)) dx =ftu(x*, 1,) IQI, where x* EL! However, in this case the point I* =x*(t) is a function of the time variable. Equation (1.9) in some sense is equivalent to an equation with localized reaction along a (unknown) curve x = x*( 1).
The argument we use to prove the blowup property is based on the comparison principle. The key point is to construct a suitable comparison function. For the problems (PN) and (PC), this argument allows us to eliminate the assumption of the convexity on f(s), which is essential in proving the finite time blowup to (1.5). Moreover, using this argument, we can deal with a much more general nonlinear reaction-diffusion (possibly degenerate) equation ut--ay(xY tv u, u,) u,,,,="mL (1.10) where the matrix (a,) is only assumed to be positive semi-definite. From this viewpoint, we also improve the classical results on the blowup property. By employing some powerful properties of the fundamental solution and Green's function along with the particular structure of Eq. (l.l), we are able to show the solution blows up everywhere. Moreover, we also derive the growth rate of the solution near the blowup time. Section 2 deals with the local solvability and the finite time blowup. In Section 3, we shall give the profile of solutions near the blowup time. Finally, we briefly present some results for Eq. (1.9) in Section 4. All the notations used in this paper are standard.
LOCAL EXISTENCE AND FINITE TIME BLOWUP
Throughout this paper the following basic conditions are always assumed:
(HB) The function J(s)E C2(R) and f(s) 20; USE Cz+a(sZ) is nonnegative and bounded.
The following consistency conditions hold: for (PD), U"(X) =O; and for (PN), uON(x) = 0 on the boundary S.
We begin with the local solvability. Here we will use a new approach to prove this property. We first need the following version of the maximum principle which will be used in the sequel. [f 0 d c( x, t ) 6 cO, then u(x, t) 2 0, for all (x, t) E &.
Proof: The proof is similar to the classical case. We omit it.
LEMMA 2.2 (The Maximum Principle for the Cauchy Problem). Let 4x, t) he a solution of the Cauchy problem u, -A14 2 c(x, t) u(xo, t), 4x9 0) 3 0, x E R".
Then u(x, t)>Ofor ail (x, t)E&.
Proof Although one can still use the method in [!?I to show the result, here we give an alternative proof. Let z+,(x) be the initial value and m(.x, t) the compensation function which needs to be added to the right-hand side of (2.1) to convert it to an equation. By the representation of the fundamental solution, u(x, t) can be expressed by t, r)[c(y, r) 4-q,, r)+m(y, T)I dy ds. Therefore, u(x, t) must blow up at a finite time.
For the Cauchy problem (PC), we can take the same comparison function as above and use Lemma 2.2 to obtain the result.
Next we consider the initial-Dirichlet problem (PD). In this case, the comparison function is not easy to find because of the boundary condition. We will therefore require the convexity of f(s).
(HD) In addition to the assumption (HNC), f(s) is assumed to be convex. where uO(x) is a nonnegative smooth function which is less than Us on B,(O). We assert that on B,(O) x (0, T], u(x, t) > u(x, t). Indeed, since 4x, t) 20 on oT and f'(s) 30, the maximum principle (Lemma 2.1) implies our assertion. We now show that u(x, t) blows up at a finite time. This is the following LEMMA. if v,Jx) = vO(r) is symmetric and v;(r) Q 0, then the problem (2.4k(2.6) admits a local solution v(x, t) which is symmetric in the space variable, i.e., v(x, t) = v(r, t) and v,(r, t) <O for any (r, t) E (0, p) x (0, T]. Moreover, v(r, t) blows up at a finite time if vO( X) is large enough.
Proof The local solvability is standard. Let U(r, t) = v,(r, t), we see that U(r, t) satisfies u, - The strong maximum principle implies U(r, t) = u,(r, t) < 0.
TO show that v(r, t) blows up at a finite time, we note that u,(r, t) 6 0 from which it follows that
f(v(Q t)) >f(v(r, t)) for all (r, t) E B,(O) x (0, T]
Now we replace f(v(0, t)) in the right-hand side of (2.4) by f(v(r, t)) and denote the corresponding solution by V(r, t). It is well known (cf. [ 1, 71) that the blowup for the solution V(x, t) occurs at a finite time. Next since f(v(r, t)) < f(v(0, t)), the comparison principle gives v(r, t) > V(r, t) and hence v(r, t) blows up at a finite time. This completes our proof of the Lemma.
Finally, to finish our proof of the theorem, we let u,,(x) be large enough such that z+,(x) >, vO(r) on B,(O). Then u(x, t) >/ V(r, t) on B,(O) x (0, T] and then u(x, t) will blow up in finite time.
Using the technique of the paper [12] , one can improve the result of Theorem 2.3 by being more specific about the size of uO(x) sufticient to ensure the blowup. Indeed, let us define w(x) to be the solution to the problem dw+l=O, in 52, (2.7)
w(x) = 0, in XI. 
PROFILE OF SOLUTIONS NEAR THE BLOWUP TIME
This section concerns the set of blowup points and the growth rate of the solution as t tends to the blowup time. Throughout this section let T denote the blowup time. The heat operator (or a general linear parabolic operator) will be denoted by L. A point (x, T) is said to be a blowup point if there exists a sequence (x ,,, t,,) (t, < T) which converges to (x, T) as n goes to tm such that lim u(xn, 1,) = a. n-75
We denote the set of all blowup points by B. Proof. First of all we claim that x,, must be a blowup point. Otherwise, u(x,, T) is bounded, and so is f (u(x,, t) ). As before the L,-estimate and the Schauder estimate imply that u(x, T) E Cr+'(Q). The local solvability indicates that we can extend our solution beyond T, which is a contradiction. For the Cauchy problem, the solution can be represented by u(x, t) = jRn w, y; t, 0) u,(y) dy + j; jRn Ux, Y; t, r)f(u(xo, ~1) 4 dz (3.1) We claim that ,'lf"r j)-@(x0, T)) dT = co. Since u(x,, t) tends to co as t approaches T, hence liliT j:f(u(xo, T)) dr = co.
Moreover, the equality (3.3) implies that for any x E Q = R", lim 24(x, t) = co, 1-r i.e., U(X, t) blows up on the whole space R". For the initial-Neumann problem, we again use Green's representation (cf. [6, p. 6941 ) to obtain 4x9 1) = jQ G(x, Y, t) uo(y) 4,
t) E Qn (3.4) where G(x, y; t-t) is Green's function associated with the operator L (see [6] for its construction and its properties). Moreover, the function G(x, y; I -t) posesses the properties G(x, y; t -5) 2 0 and s G(x, y; t) dy = 1. R Using the above properties, we have u(-? t)=j R Gb, y, t)ug(y)dy+ j;f(u(x,, r))dr.
As for the Cauchy problem, we can show the final integral in the above expression tends to cc as t goes to T. It follows that for any x E 8, u(x, t ) must tend to infinity as t approachs to T.
To prove the last result, let G(x, y; t, T) be Green's function associated with the operator L along with the null Dirichlet boundary condition. Then for any TO < T the solution can be written as Proof First of all, the maximum principle indicates that u(x, t) can not achieve a positive maximum on the lateral boundary S,. Note that f(u(x,, t))<f(U(t)).
The rest of the proof is exactly the same as in [7] . We omit it here.
To obtain an upper bound of the solution, we need the following The maximum principle implies that u(x, t) > 0. where h(t) = u(xO, t).
Proof: The proof is analogous to [7] . Let W(x, t) = u, -ff(u(x,,, t)). Then W(x, t) satisfies W,-AW=ff'(u(x,, t))u,(x,,, t)aO, Wdx, t) = 0, (4 t)eST.
Wx, 0) = Au&) + +f(uo(x)), XEQ.
Hence, the desired inequality follows from the strong maximum principle.
As a direct consequence, we have: COROLLARY 3.1. Under the assumptions (HB), (HNC), and (3.6), let u(x, t) be the solution to the problem (PN) and let the function h(t) be defined as in Theorem 3.3. Iff(s) = e', then 2 h(t) < ln (T-t)T for any t E (0, T). We integrate Eq. (4.1) over Q to obtain
Jensen's inequality yields I nfW dx 2 IQI f@(t)), t E [O, T).
It follows that h'(t) 2f(h(t)), t E [O, T).
Hence T< j'hq)o) (l/f(s)) ds and the theorem is proved.
If we replace the Neumann boundary condition (4.2) by the Dirichlet condition, u(x, t) = 0, (x, t) E s,. The blowup property can be shown by an analogous argument to that for a regular reaction-diffusion equation. This can be shown exactly as Theorem 3.4. Under certain additional conditions, we can also deduce the growth rate of the solution near the blowup time.
