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Chapter 1
Introduction
In this chapter we introduce the context and the problem of our research. First, we present some
main steps in the fabrication of integrated circuits, in particular Very Large Scale Integration (VLSI)
circuits. First, we focus on two techniques employed for the fabrication of some extremely dense
circuits: Multiple Patterning (MP) and more recently Directed Self Assembly (DSA). We will explain
how DSA can be combined with MP in a process called DSA-aware MP. Second, we show how to
model MP and DSA-aware MP using graphs. We will then define the problem of our research that
is directly related to the DSA-aware MP process. Finally, we present the state of the art of the DSA-
aware MP problem and some variants through a review of the complexity of the problem and the
algorithms appearing in the literature.
1.1 Context of the research
During the fabrication of integrated circuits, a large number of transistors is etched over a silicon
wafer (or silicon substrate). A dense network of metal conductors, called « interconnects » is deposited
on multiple horizontal layers within dielectric medium material (non-conductive material) on top of
the transistors. Interconnects provide the electrical current paths among the transistors. Short vertical
conductors called « vias » are used to connect horizontal interconnect segments between two different
layers. Note that via’s definition is important, as we will see in the next sections that our research is
directly related to it. A depiction of these structures appears in Fig. 1.1 and Fig. 1.2.
Nowadays, an integrated circuit may contain more than one billion transistors and about 15 metal-
lic layers, on a surface of 1cm2. The size of certain fabricated features within the transistors are in the
order of 28 nm (i.e. 28.10−9m) and below. There are two main steps for the fabrication of integrated
circuits as shown schematically in Fig. 1.3:
— Circuit design: First, the conception and an abstract description of the circuit is done. Next,
the physical implementation of the previous abstract implementation takes place. The physical
implementation consists in placing the transistors over the available chip area and laying out
the interconnect routing among them, over multiple layers. This provides the geometrical
description called layout of the circuit system. Several layout layers are defined for one
circuit design.
— Circuit fabrication: Every layer is manufactured following 3 main steps: Coating, lithogra-
phy and etching. These steps are described in more details below.
The manufacturing of integrated circuits is done on silicon wafers, each silicon wafer has a diam-
eter of 300mm (note that the size of the wafer evolved over time and keeps evolving) and contains
hundreds of identical integrated circuits placed next to one another. The different steps of the manu-
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Metal layers
Components 
(transistors,…)
Vias
Silicon
wafer
Figure 1.1 – A zoom on an integrated circuit [39].
Figure 1.2 – A 3D view of « vias » (vertical conductors) connecting horizontal conductors of different
metal layers.
facturing of integrated circuits are described in detail in [58]. An overview of the main steps is given
in the following:
— Coating: The silicon wafer is prepared to receive the circuit components. Thus, different
layers of chemical materials are deposited on the silicon wafer, see (a) and (b) in Fig. 1.4.
— Lithography: The features (geometrical shapes) of each layer are drawn on an opaque plate
called a mask (usually made of glass). During lithography, the coated silicon wafer, an optical
lens and the mask containing the shapes to be printed on the wafer are stacked on one another
with a specific distance between them and a light source is projected onto this system as shown
7
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Printing geometrical shapes
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Circuit design Circuit fabrication
Figure 1.3 – Integrated circuits fabrication flow
in Fig. 1.4 (c). Through this process, features are transferred from the mask to the top layer of
the silicon wafer where their size is typically reduced by a factor of 4, due to the magnification
of the lens. The transfer of the features on the wafer is done by removing the exposed surface
of its top layer, due to its photosensitive property, see (d) in Fig. 1.4.
— Etching: After lithography, different chemical steps are used, the transferred features on the
top layer are etched, see (e) in Fig. 1.4.
The silicon wafer runs through multiple cycles of coating, lithography and etching, the manufac-
tured circuits are tested directly on the wafer, then sectioned into individual dies, assembled, packaged
and tested again. See Fig. 1.5 for a general Intel illustration of the fabrication of integrated circuits as
presented in [39].
1.1.1 Lithography
One of the main issues in circuit manufacturing is miniaturization [20]. The industry wants to
make circuits smaller and smaller, following the trend predicted by Moore [57], in order to extract
their best qualities which are: small size, speed of calculation and low energy consumption. Miniatur-
ization makes circuits tiny and very dense in their number of components.
Lithography is one of the important steps during manufacturing [58]. As explained above, lithog-
raphy is used to transfer features i.e. an arrangement of vias (or other shapes to be etched on the
wafer) called layout, from a mask to a wafer by exposing the wafer to a light source through the mask.
The shapes of the features on the mask are different from their results on the wafer. For instance, vias
are represented by squares on the masks and after the mask gets exposed to the light source they are
etched on the wafer with a shape resembling cylinders. The wavelength of the light source has an
impact on the resolution of the pattern we can engrave: the minimal distance permitted between any
two features is usually referred to as lithography distance and we denote it by Lithodist . (Note that
the distance we consider between two features defined by 2 regions f1, f2 in the plane is the euclidean
distance i.e. minx∈ f1,y∈ f2 ||x− y||2).
The resolution limit (Lithodist) is dependent on the wavelength of the light source projected on the
mask which is different from the one that arrives on the top layer of the silicon wafer. This difference
is due to diffraction and if the features are at a distance less than the resolution limit, the transferred
features will be different from what is expected. In practice, the resolution limit is reduced by using
more efficient types of light sources. Also, an improvement on the environment of the etching (e.g.
immersion of the silicon wafer in a water before lithography step) as well as an improvement on the
chemical layers deposited on the silicon wafer may reduce the resolution limit of a given light source.
Currently, 193 immersion technology is used during the lithography steps with a resolution limit
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(c) Lithography step
(e) cross section view for etching step
transferred on the resist layer
Features on the mask are
Light source
Mask with features
Lens
(d) cross section view for lithography transfer
(b) cross section view for coating step(a) isometric view of coating step
Layer to be etched
Photosensitive resine layer
Substrate silicon layer
Silicon wafer
Figure 1.4 – Manufacturing steps: Coating, lithography and etching.
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a. Preparing the silicon wafer for lithography 
b. A lithography step is applied several times 
times 
Source of 
light 
Mask 
Projection 
lens 
Wafer 
c. A zoom on an area on the wafer 
d. A zoom on one integrated circuit on the wafer, after 
several steps of lithography  
e. Testing and packaging every integrated circuit 
f. Deliver 
Multi-Core Processor 
Wafer 
Loop 
Figure 1.5 – An overview of the fabrication steps of integrated circuits [39].
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of 45nm [69], while the next generation of lithography, based on Extreme Ultra Violet (EUV) light,
can print features with a resolution of 28nm [40]. However, EUV is not used yet in large production
scale and lithography technologies tend to reach their limit: the industry is looking for other solutions.
Multiple patterning is one solution used by the industry to go beyond the resolution limit of a given
lithography process.
1.1.2 Multiple Patterning (MP)
Trying to make integrated circuits more compact and more efficient imposes to increase the density
of the layout features. Therefore, in a given layout we may find two features at distance < Lithodist .
In this case we cannot put all the features within one mask and apply a single lithography step. The
idea of MP is to decompose the original layout into sub-layouts such that within each sub-layout the
distance between two features is ≥ Lithodist and then to etch with feasible masks one after the other
to produce the original arrangement (we sometime identify the sub-layout with the mask that is used
to produce it). This decomposition is referred to as layout decomposition.
Different processes of lithography are used for multiple patterning. For instance in double pat-
terning, Litho Etch Litho Etch (LELE), Litho Freeze Litho Etch (LFLE) and Self Aligned Double
Patterning (SADP) are the most common processes [56]. These methods extend naturally to triple
patterning or more : we can use a sequence LELELE in triple patterning for example. Conceptually,
those methods are similar though and we will not distinguish between these in this study. Neverthe-
less, for the purpose of illustration, we will most often refer to a sequence of Litho Etch steps : see
Fig. 1.6 for an example of double patterning using the LELE process.
(b) first etching step(a) first lithography step
(c) second lithography step (d) second etching step
mask two
mask one
Figure 1.6 – Double patterning using LELE process.
While multiple patterning may potentially decrease the minimum lithography distance, it substan-
tially increases the production time and costs. Indeed, the production of the masks is particularly
expensive. The cost set of all masks needed for the manufacturing of an integrated circuit reach for
millions of dollars. The number of masks corresponding to via layers is important. Hence, it is of
paramount importance to minimize the number of lithography steps needed to produce the via lay-
ers, during fabrication. Besides one of the main drawbacks of multiple patterning is the alignment.
For instance, suppose that we use double patterning: first, the features on the first patterning step are
etched on the silicon wafer; then, the features on the second patterning step have to be aligned with
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the first set of printed features and then etched on the silicon wafer. When the number of patterning
steps increases, the perfect alignment of features from different masks becomes very hard. This is one
of the reasons why, the number of patterning steps used in the industry is typically reduced to at most
4 patterning steps.
The current standard in manufacturing is in fact to use double patterning (DP) in most cases and
then triple patterning (TP) or quadruple patterning (QP) when DP is not feasible. Quadruple pattern-
ing allows to manage most practical situations. However reducing from N patterning steps to N− 1
patterning steps is regarded as a major challenge in order to maintain a reasonable yield (we will see
later that this is a challenging mathematical question too).
The industry already developed heuristics to solve the multiple patterning problem (which consist
in minimizing the number of patterning steps for a given layout) [49], [72], [56]. However, there is
an interest for new processes that could be used on top of multiple patterning to reduce the number of
patterning steps further. In this study we are looking for one such promising process called Directed
Self Assembly (DSA).
1.1.3 Directed Self Assembly (DSA)
Directed Self Assembly (DSA) [35] is a chemical approach based on di-block copolymer (BCP), a
combination of two different structures formed by an attraction between different molecules. Fig. 1.7
shows an example of a block copolymer called PS-block-PMMA (Poly-Styrene-block-Poly-Methyl
Methacrylate). DSA works as follows: a region, called a guiding pattern, is filled with a BCP in a
random state (i.e. an unorganized mixture of different blocks of molecules). After a thermo physical
process is triggered (called a microphase separate anneal), the BCP assembles into a periodic ar-
rangement of block copolymer structures where the homopolymer blocks align between neighboring
molecules: the periodic structures can be cylinders, lamella or other geometric structures as shown in
figure (a) in 1.8. These structures depend on the nature of the block copolymer and the ratio of vol-
umes occupied by the two homopolymers. In Fig. 1.8 (a), the lamella structures are obtained when the
volume of PS homopolymer is equal to the volume of PMMA homopolymer, the cylinder structures
are obtained when the volume of PS homopolymer is 30% and the volume of PMMA homopolymer
is 70%.
Figure 1.7 – An example of a di-block copolymer in a random state composed by a PS homopolymer
and PMMA homopolymer [51].
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In this work we are interested in periodic cylinder structures: a 2D lattice of cylinders with the
following properties: the shortest distance between two cylinders is denoted by L0 (the natural period)
and the diameter of the cylinders D0 depend on the di-block copolymer, see figure (b) in Fig. 1.8. It is
possible to stretch the natural period L0 by 10% to 15% and we denote the maximum possible distance
by U0. In our industrial setting, we have U0 ≤ Lithodist , hence, [L0,U0]⊆ [0,Lithodist ].
Combining microphase separate with additional chemical steps to keep the cylinders, we could
take advantage of the DSA technology to print vias that are at distance ≤ Lithodist . The whole idea in
combining DSA and lithography steps is to group into guiding patterns some vias that otherwise could
not be assigned to the same mask. Lithography is then used to print the guiding patterns and DSA is
used to etch the vias that are within the guiding patterns, as shown in figures 1.9 and 1.10.
Figure 1.8 – (a) Different organised structures of the di-block copolymer PS-block-PMMA after
micro-phase [31]. (b) An organised cylinders structure (di-block copolymer after microphase sepa-
rate). The distance center to center of two successive cylinders is the natural period L0 of the di-block
copolymer [29].
(c) microphase separate, structures forming
(a) lithography and etching steps (b) block copolymer coating
(d) vias etching
mask one
Figure 1.9 – Using DSA process with lithography for vias printing.
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(b) DSA grouping
(d) Guiding pattern
(c) Lithography mask
(f) Vias etching
(a) Vias layout
of the guiding pattern
shape after etching
(e) Di-block copolymer
after microphase using DSA
(vias at distance ≤ Lithodist
are linked by an edge)
Figure 1.10 – An example of DSA process.
Not all sets of vias can be grouped. Indeed DSA imposes design rules on the guiding patterns and
thus on the feasible groups. A group of vias is said to be feasible (or valid) if we can print a guiding
pattern that will allow the formation of the corresponding vias after the DSA process. Because the
guiding pattern will have to be etched using lithography, the lithography technology will also have an
impact on the feasible groups.
Feasibility of guiding patterns can be checked through a procedure called DSA flow. Fig. 1.11
presents a typical DSA flow that allows to create guiding patterns and verify their feasibility. It goes
through the following steps:
1. Grouping: select which vias to group into a guiding pattern.
2. Synthesis: define the geometric shape of the guiding pattern that will receive the BCP copoly-
mer and the cylinders at the expected vias location.
3. Optical Proximity Correction (OPC): Adds optical corrections to the generated guiding pat-
tern in order to get the right shape after lithography step.
4. Verification: verify that the selected vias are printed at the correct position and with the right
shape.
Design rules for guiding patterns were investigated and explicit constraints on feasible via groups
were put forth in [18] and [9]. However, for the moment, there are only few specific shapes of guiding
patterns that were validated following the whole DSA flow. The main certified feasible groups concern
string of vias. We define a string of vias as a sequence (v1, ...,vk) of vias. The following constraints
are imposed for DSA grouping to work appropriately considering both 193 nm immersion and EUV
lithography:
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Design
target
*Compose DSA
Compliant layer
*Compose litho
target
OPC *DSA verification
DSA grouping
Litho target Litho mask DSA contour
Figure 1.11 – DSA flow.
1. Distance between two successive vias: For a given BCP with corresponding natural period
L0, the distance center to center between two consecutive vias in a string of via should be
within the DSA distance range [L0,U0].
2. Number of vias in a group: This number is preferably small. Typically, no more than 4 vias
per group are allowed otherwise there is high risk that defects will appear within a group: the
contours of the guiding pattern will not be sufficient to let the BCP self align in the expected
way (vias will not be generated in the right shape and position or the number of vias will differ
from expected). This maximum number might evolve in the future with the advanced research
on BCP capabilities. Nevertheless, studying solutions where the number of vias in a group is
restricted to 2 or 3 is already an interesting problem for the industry, as it can reduce the total
number of patterning steps required.
3. Positions of vias in a group: There are conditions related to the positions of vias in a group
which are specific to the lithography technology.
(a) 193 nm immersion lithography: vias in a group have to respect manhattan configuration
(i.e groups of vias must be aligned and parallel to the X or Y axis). See figure 1.12.
(b) EUV lithography: Every three consecutive vias must form an angle between [135◦,180◦],
this angle range may evolve according to EUV research. See figure 1.13 for some exam-
ples of valid and invalid EUV strings. Figure 1.13 shows an example of more complicated
shape which is valid under our assumption but that should be verified through the full DSA
flow of Fig. 1.11.
1.1.4 DSA-aware MP problem
In this study, we are interested in minimizing the number of lithography steps, for the production
of the vias, as this is what decreases most the production cost. We will distinguish two kinds of masks
in such a process : we call a DSA mask a mask that involves single vias and at least a non trivial
guiding pattern (at least two vias are grouped in this mask), and a Litho mask a mask that does not
involve guiding patterns, it contains only single vias at distance≥ Lithodist . Manufacturing constraints
impose that a DSA mask can use only one type of block copolymer to etch vias within that mask : in-
deed all vias in that mask are etched through DSA after all guiding patterns have been printed through
lithography (even single vias of this mask are printed with DSA). It implies in particular that all vias
have the same size within such a mask and the valid groups used within that mask must use the same
BCP, and then the same range [L0,U0].
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Figure 1.12 – Valid groups for 193nm immersion lithography are horizontal or vertical strings.
There are some studies in the literature that were interested in using different BCPs for different
masks. However, this would involve additional manufacturing difficulties. In this study we assume
that we use only one BCP type for all DSA masks. A mask is valid if the features (vias or groups of
vias) are at distance ≥ Lithodist . The problem of DSA-aware MP (or hybrid patterning) is to find the
best way to group the vias and to decompose the corresponding set of features into valid masks so as
to minimize the total number of masks.
1.2 Graph theory overview
In this section we will model MP and DSA-aware MP as graph coloring problems, we first give a
few definitions from graph theory. Other standard definitions can be found in Appendix A. Also, we
present a state of the art of the different techniques and complexity results appearing in the literature,
for the MP problem and the DSA-aware MP problem.
1.2.1 Graph theory definitions
Definition 1.1. (Proper graph coloring). Given a graph G = (V,E), a proper coloring is an assign-
ment of colors to all vertices of G where two adjacent vertices receive different colors. The minimum
number of colors that can be used to color a graph G is called the chromatic number of G and is
denoted by χ(G). Let L be an integer, a graph G is L−colorable if there is a proper coloring of G with
L colors.
We consider the two following extensions of proper coloring. For both definitions, we consider a
graph G = (V,E), a set F ⊆ E and two integers k and L.
First, a k−path L−coloring is an assignment of L colors to the vertices of G so that the connected
components in each color admit an Hamiltonian path (i.e. a path that visits every vertex of the con-
nected component exactly once) with edges in F of length ≤ k. A formal definition is given below.
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Figure 1.13 – Presentation of valid and invalid positions of vias in a group for EUV lithography. More
complex positions should be validated using DSA flow.
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For an example, see Fig. 1.14.
Definition 1.2. (k−path L−coloring). Let G = (V,E) be a graph and F ⊆ E. Let k ∈ N. Let L ∈ N
and C = {1, . . . ,L}. Let f : V →C a function. Let Vi = {v ∈V : f (v) = i}. Let Fi = {(u,v) ∈ F : u ∈
Vi,v ∈Vi}. Let GF = (V,F) . f is a k−path L−coloring of G if:
— There exists a subset of edges Fj ⊆ Fi such that the subgraph (Vi,Fj) is a disjoint union of
paths of length at most k in GF .
— There is no edge in E between different connected components of GF [Vi].
We call the minimum number of colors needed in a k−path coloring of a graph G the k−path
chromatic number and we denote it by χk(G).
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Figure 1.14 – 3−path 2-coloring example.
Second, an induced k−path L−coloring of G is an assignment of L colors to the vertices of G so
that the graph induced by each color forms a disjoint union of paths of F of length ≤ k. A formal
definition is given below. For an example, see Fig. 1.16.
Definition 1.3. (Induced k−path L−coloring). Let G = (V,E) be a graph and F ⊆ E. Let k ∈ N. Let
L ∈ N and C = {1, . . . ,L}. Let f : V →C a function. Let Vi = {v ∈V : f (v) = i}. Let GF = (V,F). f
is an induced k−path coloring of G if:
— GF [Vi] = G[Vi] and it induces a disjoint union of paths of length at most k.
— There is no edge of E between different connected components of GF [Vi].
We call the minimum number of colors needed in an induced k−path coloring of a graph G the induced
k−path chromatic number and we note it χkind(G).
Note that the 1−path coloring problem is equivalent to the induced 1−path coloring problem.
Also, as will be clear in the next section, graphs emerging from our applications are unit disk graphs.
Definition 1.4. (Unit disk graph (UDG)). A UDG is the intersection graph of disks of unit diameter
in the plane i.e the vertices represent the unit disks centers and two vertices are adjacent if their disks
overlap. Equivalently, two vertices of a UDG are adjacent if the euclidean distance between the center
of the corresponding disks is less or equal to 2, see Fig. 1.15 for an example.
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Figure 1.15 – A unit disk graph in the plane.
1.2.2 Problem formulation
Given a set of vias in the plane and a minimum lithography distance Lithodist , we define a graph
G = (V,E) where V represents the set of vias and E is the set of pairs of vias (vi,v j) such that vi ∈V
and v j ∈ V and the euclidean distance between vi and v j is less or equal to the lithography distance,
i.e. dist(vi,v j)≤ Lithodist . Then we present, in the following, how to model MP and DSA-aware MP
as graph coloring problems.
Multiple patterning modeling:
In case of multiple patterning, there is a clear one-to-one correspondence between coloring of
the graph G and mask assignment. Remember, in multiple patterning there are only litho masks.
Hence, minimizing the number of litho masks is equivalent to finding the chromatic number of the
graph G which is NP-hard in general. The calculation of distance between vias is done on the squares
(vias shapes on the mask). However, the problem is closely related to the problem where vias would
be cylinders. In this case, the graph G is a unit disk graph. In [1], it is shown that the L−coloring
problem (i.e. can we color the graph vertices with L colors?) on unit disk graphs remains NP-complete
if we fix the number of colors L≥ 3. It means that, in our setting, trying to reduce the number of masks
from 4 to 3 is a challenging mathematical question.
DSA-aware MP modeling:
We consider the same graph G= (V,E) as defined above and a maximum number of vias per group
k > 0. Given a block copolymer (BCP), with natural period L0 and maximum distance U0 (remember
that we have [L0,U0] ⊆ [0,Lithodist ]), we define F ⊆ E as the set of pairs of vias (vi,v j) that are at
distance [L0,U0]. Vias that are linked with edges in F are « groupable » and vias that are linked with
edges in E\F are « ungroupable ».
When k = 1, DSA-aware MP is equivalent to MP. When k = 2, the problem is equivalent to a
1−path coloring problem (or an induced 1−path coloring problem as they are equivalent). When
k ≥ 3, we consider both the (k− 1)−path coloring and the induced (k− 1)−path coloring models.
Indeed, there is still some ambiguity in the industry on the right model when k ≥ 3. We call the first
model the general case and the second the induced case. And we study both in the following chapters.
Note that we should also in principle add angle restrictions on the top of the pure path coloring models.
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Figure 1.16 – Different ways of selecting the paths gives different number of colors. Nodes within one
color represent disjoint paths of length at most k where k = 2 (induced 2-path coloring case).
However, in our study we do not add an explicit constraint for the angle restrictions, but this could
easily be included in our models.
1.2.3 State of the art
In this section, we present the state of the art of the multiple patterning problem, the DSA-aware
MP problem and their variants: we review the complexity of the problem, existing algorithms from
graph theory and electronic design automation (EDA) ones.
Multiple patterning and proper coloring:
As we have already observed, multiple patterning can be modeled as a graph coloring problem. In
what follows we give a survey on the complexity of the graph coloring problem and the different algo-
rithms that are used in the litterature to solve the problem. Graph coloring is one of the most studied
problem in graph theory, there are many applications in different domains, for example in timetabling
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and scheduling [19] [22], frequency assignment [32], and different applications in computer science,
see for instance [3].
Karp [45] showed that graph coloring is NP-hard. Then in [28], Garey and Johnson proved that
L−colorability is NP-complete when L = 3 and for any integer L≥ 3. In [23], Pardalos et al present
a bibliographic survey on the proper graph coloring problem where they discuss complexity aspects,
problem formulation using Integer Linear Programming, heuristics and algorithms.
A lot of research has been done on polynomial-time approximation algorithms with performance
guarantees [23]. One of the first approximation algorithm for the proper graph coloring was presented
by Johnson [44]. The performance guarantee is O(n/logn) where n is the number of nodes of the
graph. There are some improvements done on this performance guarantee. However, Garey and John-
son [28] showed that no polynomial-time algorithm can have a performance guarantee of less than
two.
Besides, various heuristics and meta-heuristics methods were also used to solve the graph coloring
problem. In [7], Aslan et al presented a survey of heuristics to solve graph coloring problem such as
First Fit (FF), Recursive Largest First (RLF) or Degrees of Saturation (DSATUR). Simulated Anneal-
ing (SA) and the Tabu Search (TS) were also used for the graph coloring problem [23].
The special case of unit disk graph coloring was most studied in communication network ap-
plications for the so called « frequency assignment problem » [32]. In [1], Gräf et al proved that
L-colorability of unit disk graphs for any fixed integer L≥ 3 is NP-complete. The four-color theorem
states that planar graphs are 4-colorable [4], [5], [6], [62]. Checking if a planar graph is 3-colorable
is NP-complete though [28]. In [61], Peeters proved that 3−colorability of planar unit disk graphs is
also NP-complete. Moreover, Peeters introduced a polynomial time approximation algorithm for unit
disk graph coloring with a performance guarantee of 3.
Graph coloring can be solved in polynomial time in some cases. 2−colorability can be checked in
polynomial time by testing if the graph is bipartite (using Breadth First Search). L−colorability can be
solved in polynomial time for perfect graphs [30]. For graphs with small treewidth (a treewidth is a
measure of how « tree like » a graph is, the smaller the closer it is) it can also be solved in polynomial
time through dynamic programming [15] (in this case the run time is polynomial in the graph size
and exponential in the treewidth [15]).
Given a graph G, a natural lower bound on the chromatic number is the size of the maximum
clique of G (a clique is a set of nodes such that every node is adjacent to the others, and the size of
the maximum clique is denoted by ω(G)), i.e. ω(G) ≤ χ(G). In particular, the lower bound on the
chromatic number is tight in the case of a perfect graph [12], [54], [55]. In general though, the gap
between ω(G) and χ(G) can be arbitrarily large, see Zykov [2] and Mycielski [43]. In [17], Brook
proved that for any given graph G, the chromatic number of G is at most the maximum degree of G,
∆(G), unless G is a complete graph or an odd cycle where the chromatic number is ∆(G)+1.
There are other types of graph coloring, in particular the edge coloring problem is the problem of
coloring the edges of a graph with a minimum number of colors such that no two edges of a same color
are incident to the same vertex. The minimum number of colors to edge color a graph G is called the
chromatic index and it is denoted by χ ′(G). Edge coloring is known to be NP-hard [36]. However, in
[46] König proved that for any bipartite graph G, the chromatic index of G is equal to the maximum
degree of G, i.e. χ ′(G) = ∆(G). In [66], Vizing proved that a graph G can be edge-colored with either
∆(G) or ∆(G)+1, i.e. ∆(G)≤ χ ′(G)≤ ∆(G)+1. There is a direct equivalence between edge coloring
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of a graph and vertex coloring of the corresponding line graph (see the definition of a line graph in the
Appendix A.9): Let G be a graph and L(G) its line graph then the chromatic index of G is equal to
the chromatic number of L(G), i.e. χ ′(G) = χ(L(G)).
The electronic design automation industry has also developed proprietary heuristics to solve the
multiple patterning process, and also exact methods have been presented in the literature for the case
of double patterning and triple patterning, see [49], [72].
DSA-aware MP and k−path L−coloring:
As discussed earlier, DSA-aware MP can be modeled as a general k−path L−coloring problem
(or an induced k−path L−coloring problem) on unit disk graphs. In the following, we give a survey
on the complexity of the problems and the different algorithms that are used in the literature to solve
DSA-aware MP and a variant of the DSA-aware MP problem called « DSA grouping and mask assign-
ment problem ». DSA grouping and mask assignment is a problem that the industry is also interested
in: given a fixed number of masks, assign the vias to groups and masks so as to minimize the number
of conflicts, a conflict appears each time two vias are in different groups of a same color (possibly a
singleton) and are below the lithography distances.
In [34], Havet et al introduced an advanced frequency assignment problem which is modeled as
a k−improper L−coloring of unit disk graphs where k is an integer, i.e. a coloring of the nodes with
L colors, such that no node receives the same color as k+1 or more of its neighbors. Different com-
plexity results are presented in [34], in particular it is proved that, in unit disk graphs, k−improper
L−coloring is NP-complete for any fixed integers k and L such that k≥ 0 and L≥ 3. They also proved
that, in unit disk graphs, k−improper 2−coloring is NP-complete for any fixed positive integer k. Note
that the k−improper L−coloring of unit disk graphs is equivalent to the k−path L−coloring of unit
disk graph (as defined in 1.2.2) when k = 1 and F = E. Hence, the 1−path L−coloring problem
of UDG is NP-complete. Moreover, we became aware recently that the induced k−path L−coloring
problem when F = E, is known in the litterature [41] as the (o,r) path coloring problem, where o is
the order of the path (number of nodes in the path) and r is the number of colors used to color all the
nodes of the graph. In [42], Jinjiang proved that the (2,2) path coloring problem is NP-complete and
in [41] he showed that the (3,3) path coloring problem is NP-complete. Thus, the induced 1−path
2−coloring and the induced 2−path 3−coloring problems are also NP-complete. Although, we do
not have a formal reduction, it seems likely that the k−path L−coloring and the induced k−path
L−coloring problems are NP-complete for any L≥ 2 and k ≥ 1.
In [71], Badr et al presented some first heuristics for DSA grouping and mask assignment. They
studied two sequential approaches: first define the DSA groups and then apply the mask assignment
or the reverse. They showed that the sequential approaches fail to find optimal solutions even for
small layouts and advocated the solution of considering DSA grouping and mask assignment simulta-
neously. In [8], Badr et al presented two other methods used in case of at most 2 vias per DSA group:
A simultaneous DSA grouping and mask assignment based on Integer Linear Programming formu-
lation and a sequential DSA grouping followed by a mask assignment heuristic based on Maximum
Cardinality Matching (MCM) which is solvable in polynomial time. In [48], Kuang et al presented an
exact method to solve the simultaneous DSA grouping and double patterning, and a heuristic in case
of DSA grouping and triple patterning. Their method makes the assumption that after some graph
simplification most of the subgraphs are planar and they exploit this property. Kuang et al showed that
their results outperform those presented by Badr et al in [71]. Yang et al in [70] claimed that the pro-
posed methods in [48] are difficult to understand, therefore they introduced an alternative approach
to solve the sequential DSA grouping and mask assignment, exploiting here again the property that
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most of the graphs are nearly planar (it is sufficient to delete a few edges from the graph to become
planar). The method is based on a meta-heuristic. First, DSA groups are generated using a set packing
method then a local search method is used for mask assignment. Both methods are encapsulated in a
multi-start strategy. Yang et al showed that their results outperform those presented by Badr et al in
[71] for the MCM heuristic and they are generally comparable to the results presented by Kuang et al
in [48]. In [37], Karageorgos et al presented an algorithm for the DSA grouping and mask assignment
problem based on exact and heuristic methods: the exact algorithm is applied on very small connected
components (10 to 20 nodes) for a fixed run time; if the best solution is not found then a heuristic is
used to find a good solution in a reasonable amount of time.
Mentor Graphics’ EDA tools for DSA-aware double patterning implement a heuristic algorithm
known under the name DFM-DSA-DP. The algorithm is used mainly when at most 2 vias are allowed
per DSA group and the number of masks is fixed to two. DFM-DSA-DP is a greedy algorithm that
defines a « via order » using their position in the plane and then assigns the smallest color available
in this order, while satisfying the grouping and coloring constraints. Mentor is interested in exact
methods to solve the k−path L−coloring problem in order to help assess the quality of the heuristic
methods they develop (and potentially integrate the corresponding algorithms if they are fast enough).
In our study we develop exact approaches for the DSA-aware MP problem. In Chapter 2, we
focus on integer linear programming methods. In Chapter 3, we introduce a dynamic programming
approach for graphs with bounded tree width. In Chapter 4, we develop a polynomial algorithm in the
special case of line graphs.
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Chapter 2
Integer programming approach
Integer linear programming (ILP) is one of the standard exact methods to solve a combinatorial
optimization problem. In an ILP formulation, the objective and the constraints of the problem are
defined as linear functions. For the same problem, several ILP formulations may exist. In this chapter,
we present different ILP formulations for the general and induced k−path coloring problem. To the
best of our knowledge there is no existing formulation except one formulation proposed by Havet et
al [34] for the 1-improper coloring problem that can be used for the 1-path coloring problem (as they
are equivalent). We thus introduce different formulations and we compare them computationally.
It is known that compact ILP formulations for the graph coloring problem usually contain many
symmetries (i.e. example: for the sequence of vertices 1-2-3-4 and two colors “blue” and “green”
these two colorings are symmetric: blue-green-green-green and green-blue-blue-blue). One solution
to this problem is to use a column generation algorithm. To use this algorithm, the exponential size
ILP formulation has to be written implicitly under a very specific format (define a main problem,
the so-called « master problem » as well as a sub problem of the original one, the so-called « pricing
problem »). Note that we did not investigate « column generation » type of formulations since in our
case, the number of colors needed is small ( ≤ 4 or 5) and thus the symmetries are limited: in fact we
did validate this format computationally by doing preliminary tests with BaPCod [38]. BaPCod is a
« black-box » implementation of the column generation algorithm.
Most of our formulations are built upon the « naïve » formulation for proper coloring and we thus
start with recalling the latter. Then, we introduce three ILP formulations for the general k−path color-
ing problem and four ILP formulations for the induced k−path coloring problem. Finally, we present
a naïve formulation based on the enumeration of all possible feasible paths of length at most k which
is valid for both problems, it only differs in the list of feasible paths.
After presenting all formulations, we compare them on different benchmarks. Two kinds of in-
stances are considered, a first group are instances from the industry, a second group are artificial
instances that we designed to resemble the industrial ones. We ran experiments for k = 1 and k = 2 as
this is currently the state of the art in practice (to be able to implement the corresponding DSA-aware
MP).
2.1 ILP formulations
Let us first introduce a classic (weak) integer programming formulation for proper coloring. Given
an undirected graph G= (V,E) and a bound L on the number of colors, we consider the following vari-
ables for all v ∈V and i ∈ [L] = {1, . . . ,L}:
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xiv ∈ {0,1} : indicates if node v is colored with color i.
λ i ∈ {0,1} : indicates if color i is chosen.
The following model solves the coloring problem (if L is big enough):
min
L
∑
i=1
λ
i (2.1)
∑
i∈[L]
xiv = 1 ∀v ∈V (2.2)
xiu + x
i
v ≤ λ i ∀(uv) ∈ E,∀i ∈ [L] (2.3)
xiv,λ
i ∈ {0,1} ∀i ∈ [L],∀v ∈V (2.4)
The objective function 2.1 minimizes the number of colors needed to color all the vertices. Con-
straint 2.2 ensures that each vertex receives exactly one color. Constraint 2.3 forces two adjacent
nodes to receive different colors. This is a classic formulation for the graph coloring problem which is
known to be weak in general. Indeed, this formulation presents a lot of symmetries. However, when
the bound L on the number of colors is small (as it is the case in our application), the formulation is
acceptable.
2.1.1 Formulations for the (general) k−path coloring problem
The most natural way of extending the model above to the k−path coloring problem is to keep in-
dexing the colors and to introduce variables that allow to represent the structures of the solution within
one color. In proper coloring, the node set within one color forms a stable set (i.e. no two vertices are
adjacent). In this new problem, it must form connected components for which a Hamiltonian path (i.e
a path that visits every vertex of a connected component exactly once) of length ≤ k (with edges in
F) exists. The idea is to model paths using flow variables and conservation constraints (i.e. the sum
of the flow outgoing from a vertex is at most the sum of the flow entering to that vertex). The main
challenge is to ensure that the paths are of length ≤ k. For this constraint, we use the standard trick of
building a « time-expanded network ». This is defined in the first model named a General Flow Based
model with Path, Node Edge Coloring (GFBPNEC).
Note that a stable set is now represented as a disjoint union of paths of length ≤ k. Hence, within
a color, every node is contained in some path. In all the following formulations we consider: a graph
G = (V,E), a set of edges that can be used in a path F ⊆ E, the maximum length of a path k≥ 0, L the
maximum number of colors allowed to color nodes in V and NF(v) is the set nodes that are neighbors
of vertex v with edges in F .
A general flow based model with path, node and edge coloring (GFBPNEC):
In this model, we assign colors to the selected paths and the nodes and edges associated with the
paths. The variables used in this first formulation are binary variables, they are presented below:
xi(u,v) ∈ {0,1}: indicates if an edge (u,v) ∈ F is chosen in a path with color i ∈ [L].
xi,κ(u,v) ∈ {0,1}: indicates whether an edge (u,v) ∈ F is used as the (κ +1)-th edge in the direction
from u to v, in one of the disjoint paths of color i, where 0 ≤ κ ≤ k− 1 (this explicitly gives an
orientation to the path).
yiv,o ∈ {0,1}: indicates if a node v ∈V is in a path starting in o ∈V with color i ∈ [L].
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yiv,v ∈ {0,1}: indicates if a node v ∈V is the first node of a path starting in v ∈V with color i ∈ [L].
ziv ∈ {0,1}: indicates if a node v ∈V has color i ∈ [L] (hence v is in a path).
λ i ∈ {0,1}: indicates if a color i ∈ [L] is chosen.
The model is presented below:
min
L
∑
i=1
λ
i (2.5)
∑
u∈NF (v)
xi,κ(v,u) ≤ y
i
v,v, if κ = 0,∀i ∈ [L],∀v ∈V (2.6)
∑
u∈NF (v)
xi,κ(v,u)− ∑
u∈NF (v)
xi,κ−1(u,v) ≤ 0, if κ ≥ 1,∀i ∈ [L],∀v ∈V (2.7)
k−1
∑
κ=0
(xi,κ(u,v)+ x
i,κ
(v,u)) = x
i
(u,v), ∀i ∈ [L],∀(u,v) ∈ F (2.8)
yiv,v + ∑
κ=1,...,k
∑
u∈NF (v)
xi,κ−1(u,v) = z
i
v, ∀i ∈ [L],∀v ∈V (2.9)
yiu,o + x
i
(u,v)−1 ≤ yiv,o, ∀i ∈ [L],∀(u,v) ∈ F,∀o ∈V (2.10)
yiv,o + x
i
(u,v)−1 ≤ yiu,o, ∀i ∈ [L],∀(u,v) ∈ F,∀o ∈V (2.11)
∑
o∈V
yiv,o = z
i
v, ∀i ∈ [L],v ∈V (2.12)
yiu,o + ∑
o′∈V,o′ 6=o
yiv,o′ ≤ 1, ∀i ∈ [L],∀(u,v) ∈ E,∀o ∈V (2.13)
L
∑
i=1
ziv = 1, ∀v ∈V (2.14)
xi,κ(u,v),y
i
u,o,x
i
(u,v),z
i
v ≤ λ i, ∀i ∈ [L],∀κ,∀(u,v) ∈ F,∀o,u,v ∈V (2.15)
xi,κ(u,v),y
i
u,o,x
i
(u,v),z
i
v,λ
i ∈ {0,1} ∀i ∈ [L],∀κ,∀(u,v) ∈ F,∀o,u,v ∈V (2.16)
All the variables are indexed by a color i ∈ [L]. Let us fix one color i and analyze the structure
imposed by the constraints. Constraint 2.6 imposes that if a path starts with an edge from node v ∈V
then v has to be the first node of the path. Constraint 2.7 imposes that an edge leaving from v can
be the κ-th edge of a path only if there was an edge entering the node v that was the (κ−1)-th edge
of the same path. Constraint 2.8 imposes that an edge (u,v) ∈ F is chosen in color i if and only if it
is used in one direction or the other in a path. Constraint 2.9 ensures that a node v ∈ V is chosen in
color i iff either v is the first node of a path in color i or there exists exactly one edge (u,v) ∈ F that
is chosen in a path in color i. Constraint 2.10 and 2.11 identify the path each node belongs to (it can
be seen as a propagation of connectivity). Constraint 2.12 imposes consistency for the value taken by
yiv,o, ∀i ∈ [L],∀v,o ∈V (a vertex is in a path in color i iff it is in color i). Constraint 2.13 ensures that
two adjacent nodes cannot belong to different paths of the same color. Constraint 2.14 imposes that
each node v ∈ V receives exactly one color. The number of variables in the formulation is (L.k.n2)
where n is the number of nodes of the graph.
Observe that the model is well-suited for column generation. However, we tested the approach us-
ing BaPCod and the first results discouraged us from investigating further, because as for our instances
CPLEX was performing better (due to the small number of symmetries we assume).
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A general flow based model with path and node coloring (GFBPNC):
This second model is a variation of GFBPNEC with fewer variables. We assign colors to the se-
lected paths and path nodes. All variables are binary variables:
xκ(u,v) ∈ {0,1} : indicates whether an edge (u,v) ∈ F is used as the (κ +1)-th edge in a path in the
direction from u to v, where 0≤ κ ≤ k−1.
x(u,v) ∈ {0,1} : indicates if the edge (u,v) ∈ F is chosen in a path.
yiv,o ∈ {0,1} : indicates if a node v ∈ V is in a path starting in o ∈ V and is colored with color
i ∈ [L].
yv,v ∈ {0,1} : indicates if a node v ∈ V is the first node of a path (then the path is also labeled by
v).
λ i ∈ {0,1} : indicates if a color i ∈ [L] is chosen.
The ILP formulation is given below:
min
L
∑
i=1
λ
i (2.17)
∑
u∈NF (v)
xκ(v,u) ≤ yv,v, if κ = 0,∀v ∈V (2.18)
∑
u∈NF (v)
xκ(v,u)− ∑
u∈NF (v)
xκ−1(u,v) ≤ 0, if κ ≥ 1,∀i ∈ [L],∀v ∈V (2.19)
k−1
∑
κ=0
(xκ(u,v)+ x
κ
(v,u)) = x(u,v), ∀(u,v) ∈ F (2.20)
yv,v + ∑
κ=1,...,k
∑
u∈NF (v)
xκ−1(u,v) = 1, ∀v ∈V (2.21)
yiu,o + x(u,v)−1 ≤ yiv,o, ∀i ∈ [L],∀(u,v) ∈ F,o ∈V (2.22)
yiv,o + x(u,v)−1 ≤ yiu,o, ∀i ∈ [L],∀(u,v) ∈ F,o ∈V (2.23)
L
∑
i=1
yiv,v = yv,v, ∀v ∈V (2.24)
yiu,o + ∑
o′∈V,o′ 6=o
yiv,o′ ≤ 1, ∀i ∈ [L],(u,v) ∈ E,o ∈V (2.25)
L
∑
i=1
∑
o∈V
yiv,o = 1, ∀v ∈V (2.26)
yiu,o ≤ λ i, ∀i ∈ [L],∀u,o ∈V (2.27)
xκ(u,v),x(u,v),y
i
u,o,λ
i,yv,v ∈ {0,1} ∀i ∈ [L],∀κ,∀(u,v) ∈ F,∀u,v,o ∈V (2.28)
The idea is to move the path description away from the color (notice that variables used to select
paths are not indexed by color index). We decide and select paths in the graph that covers all nodes
through constraints 2.18 - 2.21. Then, constraint 2.24 assigns a color to the first node of each path.
Constraints 2.22 and 2.23 propagate the color in each path. Constraint 2.26 ensures each node has
a color (and a path in that color). Constraint 2.25 ensures that there is no conflict within each color
(there is no edge linking two different paths in the same color), and 2.27 ensures that colors that
are used are accounted for. The number of variables in the GFBPNC formulation is of the order of
(k.n2 +L.n2) where n is the number of nodes of the graph.
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A general flow based model with path coloring (GFBPC):
This third formulation uses even fewer variables than the second one. We assign colors to the
selected paths only. We refer to this formulation as General Flow Based model with Path Coloring
(GFBPC). All the variables are binary variables:
xκ(u,v) ∈ {0,1} : indicates whether an edge (u,v) ∈ F is used as the (κ +1)-th edge in a path in the
direction from u to v where 0≤ κ ≤ k−1.
x(u,v) ∈ {0,1} : indicates if an edge (u,v) ∈ F is chosen in a path.
yv,o ∈ {0,1} : indicates if a node v ∈V is in a path starting in o ∈V .
yio ∈ {0,1} : indicates if a path starting in o ∈V is colored with color i ∈ [L].
λ i ∈ {0,1} : indicates if a color i ∈ [L] is chosen.
The ILP formulation is given below:
min
L
∑
i=1
λ
i (2.29)
∑
u∈NF (v)
xκ(v,u) ≤ yv,v, if κ = 0,∀v ∈V (2.30)
∑
u∈NF (v)
xκ(v,u)− ∑
u∈NF (v)
xκ−1(u,v) ≤ 0, if κ ≥ 1,∀v ∈V (2.31)
k−1
∑
κ=0
(xκ(u,v)+ x
κ
(v,u)) = x(u,v), ∀(u,v) ∈ F (2.32)
yv,v + ∑
κ=1,...,k
∑
u∈NF (v)
xκ−1(u,v) = 1, ∀v ∈V (2.33)
yu,o + x(u,v)−1 ≤ yv,o, ∀(u,v) ∈ F,o ∈V (2.34)
yv,o + x(u,v)−1 ≤ yu,o, ∀(u,v) ∈ F,o ∈V (2.35)
∑
o∈V
yv,o = 1, ∀v ∈V (2.36)
L
∑
i=1
yio = yo,o, ∀o ∈V (2.37)
yio + y
i
o′ ≤ 3− (yu,o + yv,o′), ∀(u,v) ∈ E,∀o,o′ ∈V,o 6= o′,∀i ∈ [L] (2.38)
yio ≤ λ i, ∀i ∈ [L],∀o ∈V (2.39)
xκ(u,v),x(u,v),yu,o,y
i
o,λ
i ∈ {0,1} ∀i ∈ [L],∀κ,∀(u,v) ∈ F,∀o,u,v ∈V (2.40)
Constraints 2.30- 2.35 are the same constraints as 2.18- 2.23. Constraint 2.36 imposes that
every node belongs to exactly one path. Constraint 2.37 assigns exactly one color to every selected
path. Constraint 2.38 ensures that there is no conflict in a color (no edge between two paths of the
same color). The number of constraints and variables in the GFBPC formulation is of the order of
(k.n2 +L.n) where n is the number of nodes of the graph.
Note that it is very easy to add restriction regarding forbidden sequences of edges in all the models
above. Hence, we could add restrictions on the angle between consecutive edges as it is required in
practice. For instance, if a given degree of an angle formed by the nodes u,v,w (i.e. the value of ûvw)
is not allowed then we add the following constraints:
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xκ−1(u,v)+ x
κ
(v,w) ≤ 1, ∀κ ≥ 1
xκ−1(w,v)+ x
κ
(v,u) ≤ 1, ∀κ ≥ 1
2.1.2 Formulations for the (induced) k−path coloring problem
In this section we consider the induced k−path coloring problem. In this case, the node set within
one color form connected components where each one is a path of length ≤ k and the edges of the
paths are in F . In principle, we could exploit the models for the general case by adding a constraint
imposing that the edges that have both extremities of the same color have to be part of color i. How-
ever the resulting models would be unnecessarily complicated. In the four models we present now, we
try to exploit further the properties of the induced case.
As defined in the previous chapter, given an undirected graph G = (V,E), a set F ⊆ E and an in-
teger k ≥ 0, a partition of V into disjoint subsets V 1, . . . ,V L is an induced k−path L−coloring if G[Vi]
induces a disjoint union of paths of GF [Vi] (the subgraph G[Vi] restricted to edges in F) of length ≤ k.
In this setting, all we have to decide is whether a vertex is part of Vi or not (we do not have to decide
whether an edges in F is part of color i in contrast with the previous section), and to ensure that the
subgraph G[Vi] induces disjoint path of GF [Vi] of length at most k.
We first propose two formulations for the induced k−path coloring problem for any given value of
k ≥ 0. The first one is somehow similar to the formulation of the traveling salesman problem (TSP).
The second one is a flow based formulation similar to GFBPNEC presented in the general problem.
Then, we present two formulations that are specific to the 1-path coloring problem (this particular
problem is important for the industry).
An induced formulation with cycle elimination (ICE):
The idea of this formulation is to assign colors to vertices and then to deduce the subgraph G[Vi]
by imposing that whenever the 2 extremities of an edge are colored i, then the edge is in G[Vi]. Then,
in every color, we check that we have only paths by counting the degree of every node (it should be
at most 2) and to verify that no cycle of length ≤ k and no path of length > k appear, we add cycles
elimination constraints. All the variables are binary variables :
ziv ∈ {0,1} : Indicates if a node v ∈V is colored with color i ∈ [L].
xi(u,v) ∈ {0,1} : Indicates if the edge (u,v) ∈ F is in the subgraph GF [Vi].
λ i ∈ {0,1} : Indicates whether the color i is chosen.
The formulation is given below:
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min
L
∑
i=1
λ
i (2.41)
L
∑
i=1
ziv = 1, ∀v ∈V (2.42)
ziu + z
i
v−1 ≤ xi(u,v), ∀i ∈ [L],∀(u,v) ∈ F (2.43)
∑
v∈NF (u)
xi(u,v) ≤ 2, ∀i ∈ [L],∀u ∈V (2.44)
∑
f∈F [S]
xif ≤ |S|−1, ∀i ∈ [L],∀S⊆V : |S| ≤ k+1 (2.45)
∑
f∈F [S]
xif ≤ k ∀i ∈ [L],∀S⊆V : |S|= k+2 (2.46)
ziu + z
i
v ≤ 1, ∀i ∈ [L],∀(u,v) ∈ E \F (2.47)
ziu,x
i
(u,v) ≤ λ i ∀i ∈ [L],∀u ∈V,∀(u,v) ∈ F (2.48)
ziu,x
i
(u,v),λ
i ∈ {0,1}, ∀i ∈ [L],∀u ∈V,∀(u,v) ∈ F (2.49)
Constraint 2.42 ensures that every node has exactly one color. Constraint 2.43 ensures that if an
edge does not receive color i then only one of its two extremities can receive color i. Constraints 2.44,
2.45 and 2.46 ensure that the node set that receive color i is an induced disjoint path of G of length at
most k, they impose that every vertex with color i has degree at most 2, there is no cycle of length ≤ k
and there is no path of length > k. Constraint 2.47 verifies that no conflict happens by imposing that
no two vertices linked by an edge of E \F receive the same color. The number of constraints of the
ICE formulation is of the order of (nk) and the number of variables of the order of (L.n2), where n is
the number of nodes of the graph.
An induced flow based model (IFB):
In ICE formulation, the number of constraints as listed in 2.45, 2.46 grows as ∼ nk. We propose
to reduce the size of the model by using the flow based model proposed in the general problem. The
idea is to build paths of length at most k using flow variables and conservation constraints. Then, we
decide only if a vertex has color i. We refer to this formulation as the Induced Flow Based model
(IFB). The ILP formulation is given below:
min
L
∑
i=1
λ
i (2.50)
∑
u∈NF (v)
xi,κ(v,u) ≤ y
i
v,v, if κ = 0,∀i ∈ [L],∀v ∈V (2.51)
∑
u∈NF (v)
xi,κ(v,u)− ∑
u∈NF (v)
xi,κ−1(u,v) ≤ 0, if κ ≥ 1,∀i ∈ [L],∀v ∈V (2.52)
k−1
∑
κ=0
(xi,κ(u,v)+ x
i,κ
(v,u)) = x
i
(u,v), ∀i ∈ [L],∀(u,v) ∈ F (2.53)
yiv,v + ∑
κ=1,...,k
∑
u∈NF (v)
xi,κ−1(u,v) = z
i
v, ∀i ∈ [L],∀i ∈ [L],v ∈V (2.54)
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L
∑
i=1
ziv = 1, ∀v ∈V (2.55)
ziu + z
i
v−1 ≤ xi(u,v), ∀i ∈ [L],∀(u,v) ∈ F (2.56)
ziu + z
i
v ≤ 1, ∀i ∈ [L],∀(u,v) ∈ E \F (2.57)
ziu,x
i
(u,v) ≤ λ i ∀i ∈ [L],∀u ∈V,∀(u,v) ∈ F (2.58)
ziu,x
i
(u,v),y
i
v,v,x
i,κ
(u,v),λ
i ∈ {0,1}, ∀i ∈ [L],∀u,v ∈V,∀(u,v) ∈ F (2.59)
Constraints ( 2.51 - 2.54) define the conservation flow constraints. They are the same as con-
straints ( 2.6 - 2.9) in GFBPNEC. Constraint 2.55 imposes that every vertex is exactly in one color.
Then we introduce constraints 2.56 and 2.57 that are specific to the induced problem and force dis-
joint induced paths in every color. Indeed, constraint 2.56 ensures that if an edge in F is not chosen
in a color then its extremities are not in the color (it verifies that we only have induced paths in a
color) and constraints 2.57 ensures that vertices that are linked with an edge in E \F are in different
colors. The number of constraints and the number of variables in the IFB formulation is of the order
of (L.k.n2) where n is the number of nodes of the graph.
2.1.3 Formulations valid for both problems
We now develop two formulations in the case of 1−path coloring and a « naïve » formulation valid
for both.
An induced formulation with degree counting (IDC):
In this formulation, we simplify the ICE formulation by exploiting that each vertex in a path is
now of degree 1. In that case, we impose constraint 2.63 instead of 2.44, 2.45, 2.46.
min
L
∑
i=1
λ
i (2.60)
L
∑
i=1
ziv = 1, ∀i ∈ [L],∀v ∈V (2.61)
ziu + z
i
v−1 ≤ xi(u,v), ∀i ∈ [L],∀(u,v) ∈ F (2.62)
∑
v∈NF (u)
xi(u,v) ≤ 1, ∀i ∈ [L],∀u ∈V (2.63)
ziu + z
i
v ≤ 1, ∀i ∈ [L],∀(u,v) ∈ E \F (2.64)
ziu,x
i
(u,v) ≤ λ i ∀i ∈ [L],∀u ∈V,∀(u,v) ∈ F (2.65)
ziu,x
i
(u,v),λ
i ∈ {0,1}, ∀i ∈ [L],∀u ∈V,∀(u,v) ∈ F (2.66)
The number of constraints and the number of variables in the IDC formulation is of the order of
(L.n2) where n is the number of nodes of the graph.
An induced formulation with adjacency counting (IAC):
In this formulation we reduce the number of variables and constraints of the IDC formulation by
substituting the constraints ziu + z
i
v−1≤ xi(u,v) and ∑v∈NF (u) xi(u,v) ≤ 1 with ∑v∈NF (u) ziv ≤ ziu +(1− ziu) ·
|NF(u)|. This imposes that each vertex in a color has at most 1 neighbor of the same color without
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using edge variables. This is equivalent to having a path of length ≤ 1. The formulation is given
below:
min
L
∑
i=1
λ
i (2.67)
L
∑
i=1
ziv = 1, ∀i ∈ [L],∀v ∈V (2.68)
∑
v∈NF (u)
ziv ≤ ziu +(1− ziu) · |NF(u)|, ∀i ∈ [L],∀u ∈V. (2.69)
ziu + z
i
v ≤ 1, ∀i ∈ [L],∀(u,v) ∈ E \F (2.70)
ziu ≤ λ i ∀i ∈ [L],∀u ∈V (2.71)
ziu,λ
i ∈ {0,1}, ∀i ∈ [L],∀u ∈V (2.72)
(2.73)
The number of constraints and the number of variables of the IAC formulation is of the order of
(L.n), where n is the number of nodes of the graph.
Observe that the IDC and IAC formulations are valid for both the general and the induced 1−path
coloring problem as they are equivalent.
A « naïve » formulation:
Finally, we present a very intuitive formulation for small values of k which is valid for both vari-
ants of the k−path coloring problem. Let P be the set of all feasible paths of length at most k having
edges in F (all the constraints needed to be set on the paths can be easily considered: induced paths,
path lengths, angle restriction, etc). In case of general k−path coloring we refer to this formulation as
« general path listing (GPL) » and in case of induced k−path coloring we refer to it as « induced path
listing (IPL) ». In this formulation we use the following binary variables:
λ i ∈ {0,1} : Indicates if a color i is chosen.
xip ∈ {0,1} : Indicates if a path p ∈P is colored with color i ∈ [L].
The formulation is given below:
min
L
∑
i=1
λ
i (2.74)
L
∑
i=1
∑
p∈P:v∈p
xip = 1, ∀v ∈V (2.75)
xip1 + x
i
p2 ≤ 1, ∀i ∈ [L],∀p1, p2 : p1 6= p2 and ∃u ∈ p1,v ∈ p2 s.t. (u,v) ∈ E
(2.76)
xip ≤ λ i, ∀i ∈ [L],∀p ∈P (2.77)
xip,λ
i ∈ {0,1}, ∀i ∈ [L],∀p ∈P (2.78)
(2.79)
Constraint 2.75 imposes that each node v ∈ V is in exactly one path and one color. Constraint
2.76 imposes that for two paths p1 and p2 such that there exists an edge (u,v) ∈ E where node u is in
p1 and node v is in p2 then the two paths have to receive different colors. (Again, we do not care too
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much about symmetries due to the small L value in practice). The number of variables of the naïve
model is of the order (L.nk) and the number of its constraints in of the order (L.n2k) where n is the
number of nodes of the graph.
2.2 Benchmark instances
In our study we use two instance groups. The first group comes from industrial layouts of vias
available from Mentor Graphics. They are displayed in Table 2.1: « |V | » is the number of nodes,
« |E| » is the number of edges, « |F | » is the number of edges that can be assigned to a path, « Den-
sity » is the density of the graph calculated as follows: 2|E||V |(|V |−1) , « ω(G) » is the largest clique of the
graph, « ∆(G) » is the maximum degree of the graph, « χ(G) » is the chromatic number of the graph.
The second group of instances, which we call grid graphs, was designed to resemble the industrial
ones as follows: We consider the points in a plane with coordinates (x,y) ∈ N2, where x ∈ {1, . . . ,n},
y ∈ {1, . . . ,n} and n a positive integer. We create what we call a « grid graph » by setting a value
for n, and setting the graph nodes to be points we choose with a fixed probability p = 0.5 (we could
choose different probabilities to vary the density of the graphs). An edge is created between every
two vertices having an euclidean distance at most two as shown in Fig. 2.1. Our grid graphs are more
complex than the industrial instances. However, it is useful to test all the formulations with them in
order to see their limits.
u v4
v1
v2
v3
uu
(a) Node u is at distance 1 (b) Node u is at distance 2
from each v1, v2, v3, v4 from each node v1, v2, v3, v4
(c) Node u is at distance
√
2
from each node v
b
b
b
b b b b b
b
b
b b
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v1
v4
v1
v2
v4
v3
Figure 2.1 – All adjacent vertices are at distance ≤ 2.
It is hard to extract precise characteristics of industrial layout, because, the rules used to design
every layout are different depending on the lithography technology and the end use of the layout.
However, the vias are usually positioned on a « regular grid ». A natural question that may arise about
the characteristics of our « grid graphs » is the following: Is the graph coloring an easy problem on the
grid graphs? After some research and discussions with Dr Louis Esperet, we did not find an intuitive
answer. However, we could show that the grid graphs are not perfect (we know that there is a polyno-
mial time algorithm that finds the chromatic number of any perfect graph and, if G is a perfect graph
then ω(G) = χ(G)). To show that grid graphs are not perfect it is sufficient to find an example where
ω(G) 6= χ(G). We present two grid graphs showing that the size of the maximum clique is different
from the chromatic number. Let’s consider the grid graphs shown in Fig. 2.2 and Fig. 2.3. We can see
that ω(G) = 2 and χ(G) = 3, and ω(G) = 3 and χ(G) = 4, respectively. We leave for future research
the question of the complexity for this type of instances.
In Table 2.2, we present the characteristics of 36 connected grid graphs that we have generated.
We have selected the edges in F as follows: Let u,v ∈ V , if the euclidean distance between u and v
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Figure 2.2 – An example showing that in general grid graphs are not perfect: a grid graph might
contain a C7 and then the maximum clique size is 2 and the chromatic number is 3 (ω(G) 6= χ(G)).
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Figure 2.3 – Another example showing that a grid graph G is not perfect in general, in this example
the maximum clique size is 3 and the chromatic number is 4 (ω(G) 6= χ(G)).
is ≤
√
2 then the edge (u,v) ∈ F , this corresponds to L0 = 12 Lithodist and U0 =
√
2L0 (remember, in
this case Lithodist = 2). Detailed steps on the grid graphs generation are presented in Algorithm 1 in
Appendix B.
2.3 Numerical results
The naïve GPL and IPL formulations, were implemented using Cplex Python API (Cplex 12.6.3
and Python 3.4). The Networkx Python library was in particular useful in order to list all possible
paths. All the other formulations GFBPNEC, GFBPNC, GFBPC, IDC, AC, IFB
All the formulations were implemented using the CPLEX OPL 12.6.3. The corresponding codes
are given in Appendix D. In the case of naïve GPL and IPL formulations, the list of all possible
paths is generated using PYTHON 3.4, then given as a set of data in OPL. The tests were done on a
machine with an Intel(R) Xeon(R) CPU E5-2640 2.60 GHz and a memory of 529GB, and enforcing
a time limit of one hour. In the following, we present the results obtained for the two classes of graph,
industrial and grid graphs. Currently, the technology allows essentially to group at most 2 or 3 vias.
Hence, we focus on the general and induced k−path coloring problem when k = 1 and k = 2. In tables
2.4, 2.5, 2.7, 2.8, 2.10, 2.11, 2.13, 2.14 we present 4 columns: column « Obj » is the value of
the objective function returned by Cplex, i.e. the best solution returned by the solver: it is an optimal
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Graph |V | |E| |F | Density ω(G) ∆(G) χ(G)
G_1 54 56 52 0.0391 3 4 3
G_2 61 86 85 0.0469 3 5 3
G_3 96 111 105 0.0243 3 4 3
G_4 119 142 136 0.0202 3 4 3
G_5 137 167 160 0.0179 3 5 3
G_6 159 196 188 0.0156 3 5 3
G_7 173 224 216 0.0150 3 5 3
G_8 382 396 339 0.0054 3 4 3
G_9 993 1009 927 0.0020 3 4 3
G_10 1937 1996 1812 0.0010 3 4 3
Table 2.1 – Graphs from via layouts (Mentor Graphics instances).
Graph |V | |E| |F | Density ω(G) ∆(G) χ(G)
G_100 42 105 72 0.12 5 9 5
G_101 46 98 65 0.09 4 7 4
G_102 46 109 71 0.1 5 8 5
G_103 114 306 210 0.04 5 10 5
G_104 102 250 171 0.04 5 8 5
G_105 111 302 202 0.04 5 9 5
G_106 188 517 351 0.02 5 9 5
G_107 199 533 362 0.02 5 10 5
G_108 210 599 412 0.02 5 9 5
G_109 331 958 650 0.01 5 11 5
G_110 303 820 561 0.01 5 11 5
G_111 286 725 482 0.01 5 9 5
G_112 462 1425 952 0.01 5 11 5
G_113 449 1299 876 0.01 5 11 5
G_114 436 1214 812 0.01 5 11 5
G_115 623 1800 1225 0.009 5 10 5
G_116 624 1821 1221 0.009 5 11 5
G_117 604 1691 1112 0.009 5 11 5
G_118 811 2316 1547 0.007 5 11 5
G_119 764 2090 1400 0.007 5 11 5
G_120 840 2560 1733 0.007 5 11 5
G_121 1022 3000 2012 0.005 5 11 5
G_122 944 2541 1705 0.005 5 11 5
G_123 991 2836 1894 0.005 5 11 5
G_124 1248 3614 2396 0.004 5 11 5
G_125 1266 3678 2456 0.004 5 11 5
G_126 1247 3650 2444 0.004 5 12 5
G_127 1513 4382 2927 0.003 5 11 5
G_128 1503 4355 2892 0.003 5 12 5
G_129 1557 4753 3191 0.003 5 12 5
G_130 1785 5178 3439 0.003 5 11 5
G_131 1763 5055 3391 0.003 5 11 5
G_132 1805 5316 3547 0.003 5 12 5
G_133 2166 6225 4179 0.002 5 12 5
G_134 2091 6086 4083 0.002 5 11 5
G_135 2102 6114 4105 0.002 5 12 5
Table 2.2 – Connected random grid graphs where nodes are chosen with probability P = 0.5.
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value if the solution is found in less than one hour, « Time » is the CPU time in seconds spent by
Cplex to find the solution, « Gap Cpx » is the percentage gap returned by Cplex i.e. the difference
between the best lower bound and the « Obj » value, « Gap Rt » is the percentage root gap between
the objective solution « Obj » and the objective of the relaxed ILP formulation noted R (i.e. R is the
objective value of the formulation when the variables belong to the interval [0,1]), it is calculated as
follows: Gap Rt = Ob j−RR × 100. Table entries with the symbol « \ » denote tests where the runtime
for the solver to setup the formulation exceeded the one hour limit.
2.3.1 Results for industrial graphs
Results for k = 1:
In this experiment, we fix k = 1. We are thus interested in the 1−path coloring problem. The
results for the general 1−path coloring problem are presented in Table 2.4 and the results for the
induced 1−path coloring problem are presented in Table 2.5. The plots in Table 2.3 show the evolution
of the runtime in terms of the graph size (number of nodes) for general and induced problems. We
can see that the formulations GFBPNEC, GFBPNC and GFBPC are of limited performance: they can
find the minimum number of colors for graphs with at most 382 nodes but no solution is found by
the solver for larger graphs after one hour. Formulation GFBPC is the worst formulation compared
to GFBPNEC, GFBPNC even if it has less constraints and variables. It can solve instances with 119
nodes but it did not found a solution to an instance with 61 nodes. Formulation GPL had the best
overall performances, being able to solve all the industrial instances in less than 6 sec. Coming right
behind, the formulations of the induced problem IDC, IAC, IFB and IPL can find the optimal solution
for all the industrial instances within a few seconds, (the largest instance has 1937 nodes). Observe
that formulation ICE could not solve the two last instances not because of the runtime spent to solve
the problem (we can see that it can solve the other instances in few seconds), but due to the time spent
to setup the formulation. Note that the general 1-path coloring and induced 1-path coloring are exactly
the same problems. Hence, the results of the formulations GPL and IPL are the same in that case.
Results for k = 2:
In this experiment, we fix k = 2. For the general 2−path coloring problem, the results are presented
in Table 2.7 and for the induced 2−path coloring problem the results are presented in Table 2.8. The
plots in Table 2.6 present runtime in terms of the graph size (number of nodes) for both problems.
Note that the formulations IDC, IAC do not appear because they are specific to k = 1. Similar to
k = 1, formulation GFBPC has worst performance than GFBPNEC, GFBPNC, although, their results
are close and limited. Formulation GPL has the best runtime overall formulations for the general case
and can solve all instances to the optimal within a few seconds. For the induced problem, formulations
IFB and IPL solved all instances to the optimal within a few seconds. We can see that the runtime of
IPL is slightly faster than that of IFB. Formulation ICE solved five instances in a few seconds, but it
struggles to solve larger instances. It is again the time spent to setup the formulation that increases
dramatically with graph size. When k = 2, the paths listed for the general problem are slightly different
from those of the induced problem. However, the runtime spent by the formulations GPL and IPL are
very close.
2.3.2 Results for grid graphs
Results for k = 1:
In this experiment, we study the generated grid graphs and we fix k = 1. In the case of general
1−path coloring, the results are presented in Table 2.10 and in the case of induced 1−path coloring in
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Table 2.3 – Plots of the runtime with respect to the size of the graphs for the general and induced
formulations where k = 1 on industrial instances.
Graph GFBPNEC GFBPNC GFBPC GPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_1 54 2 11.75 0 0 2 23.74 0 33.33 2 37.3 0 40 2 0.03 0 100
G_2 61 2 19.95 0 0 2 115.65 0 66.66 3 3601.66 33.33 62.96 2 0.18 0 0
G_3 96 2 48.95 0 0 2 116.78 0 50 2 1321.8 0 0 2 0.21 0 0
G_4 119 2 50.12 0 0 2 159.8 0 0 3 3611.55 33.33 33.33 2 0.16 0 0
G_5 137 2 73.1 0 0 2 142.45 0 40 3 3620.64 33.33 62.5 2 0.17 0 0
G_6 159 2 116.94 0 0 2 1533.29 0 66.66 3 3622.43 33.33 60 2 0.31 0 0
G_7 173 2 154.74 0 0 2 2662.67 0 75 3 3620.67 58.33 58.33 2 0.4 0 0
G_8 382 2 1336.88 0 0 3 3608.68 33 33.33 \ \ \ \ 2 0.56 0 0
G_9 993 \ \ \ \ \ \ \ \ \ \ \ \ 2 0.83 0 100
G_10 1937 \ \ \ \ \ \ \ \ \ \ \ \ 3 5.15 0 0
Table 2.4 – General 1−path coloring results for industrial instances.
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Graph ICE IDC IAC IFB IPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_1 54 2 0.04 0 0 2 0.28 0 0 2 0.26 0 0 2 0.17 0 0 2 0.03 0 100
G_2 61 2 0.58 0 0 2 0.2 0 0 2 0.2 0 0 2 0.25 0 0 2 0.18 0 0
G_3 96 2 0.26 0 0 2 0.1 0 0 2 0.12 0 0 2 0.12 0 0 2 0.21 0 0
G_4 119 2 0.44 0 0 2 0.41 0 0 2 0.04 0 0 2 0.17 0 0 2 0.16 0 0
G_5 137 2 0.58 0 0 2 0.68 0 0 2 0.39 0 0 2 0.22 0 0 2 0.17 0 0
G_6 159 2 0.94 0 0 2 0.48 0 0 2 0.04 0 0 2 0.44 0 0 2 0.31 0 0
G_7 173 2 1.58 0 0 2 0.6 0 0 2 0.18 0 0 2 0.58 0 0 2 0.4 0 0
G_8 382 2 12.31 0 0 2 0.67 0 0 2 0.47 0 0 2 1.28 0 0 2 0.56 0 0
G_9 993 \ \ \ \ 2 1.38 0 0 2 1.53 0 0 2 6.38 0 0 2 0.83 0 100
G_10 1937 \ \ \ \ 3 26.06 0 33.33 3 4.01 0 33.33 3 22.38 0 33.33 3 5.15 0 16.66
Table 2.5 – Induced 1−path coloring results for industrial instances.
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Table 2.6 – Plots of the runtime with respect to the size of the graphs for the general and induced
formulations where k = 2 on industrial instances.
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Graph GFBPNEC GFBPNC GFBPC GPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_1 54 2 22.36 0 37.5 2 53.94 0 47.9 2 487.59 0 64.70 2 0.15 0 100
G_2 61 2 883 0 50 2 1166.07 0 75 2 3601.62 50 66.39 2 0.48 0 100
G_3 96 2 157.41 0 50 2 107.29 0 50 2 591.06 0 0 2 0.49 0 100
G_4 119 2 142.23 0 0 2 159.27 0 0 3 3608.28 33.33 33.33 2 0.54 0 100
G_5 137 2 171.9 0 50 2 3600.77 37.50 50 3 3611.79 66.67 66.66 2 0.84 0 100
G_6 159 2 2045.19 0 50 2 3601.03 50 75 3 3612.27 75 75 2 0.79 0 100
G_7 173 2 3601.52 33.33 50 3 3601.07 66.67 89 3 3622.06 75 75 2 1.48 0 100
G_8 382 3 3607.9 33.33 33.33 3 3600.9 33.33 33.33 \ \ \ \ 2 0.69 0 100
G_9 993 \ \ \ \ \ \ \ \ \ \ \ \ 2 1.87 0 100
G_10 1937 \ \ \ \ \ \ \ \ \ \ \ \ 2 3.69 0 100
Table 2.7 – General 2−path coloring results for industrial instances.
Graph ICE IFB IPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt
G_1 54 2 0.37 0 0 2 0.23 0 0 2 0.06 0 100
G_2 61 2 0.63 0 0 2 0.16 0 0 2 0.52 0 100
G_3 96 2 4.02 0 0 2 0.26 0 0 2 0.31 0 100
G_4 119 2 9.39 0 0 2 0.29 0 0 2 0.59 0 100
G_5 137 2 15.29 0 0 2 0.35 0 0 2 0.59 0 100
G_6 159 \ \ \ \ 2 0.39 0 0 2 0.83 0 100
G_7 173 \ \ \ \ 2 0.51 0 0 2 1.23 0 100
G_8 382 \ \ \ \ 2 1.45 0 0 2 0.83 0 100
G_9 993 \ \ \ \ 2 8.55 0 0 2 1.62 0 100
G_10 1937 \ \ \ \ 2 30.21 0 0 2 5.39 0 100
Table 2.8 – Induced 2−path coloring results for industrial instances.
Table 2.11. The corresponding plots are given in Table 2.9.
In the general 1−path coloring, the formulation GPL is the best formulation. It can solve all the
36 instances in less than 41 sec. Formulation GFBPNEC solves instances of at most 111 nodes. For-
mulation GFBPNC solves instances of at most 46 nodes and formulation GFBPC solves instances
of 42 nodes. Both formulations are struggling to find any solution for instances with more than 46
nodes. It is interesting to note that decreasing the number of variables from formulation GFBPNEC
to GFBPNC and GFBPC did not help to solve more instances.
In the induced 1−path coloring, all the induced formulations except ICE solved all the instances
to the optimal. IPL formulation has the best performance, solving all instances to the optimal in less
than 45 sec. Next follows the IAC formulation with a worst case runtime of 80 sec. Formulations IDC
and IFB are 3 time slower than IAC. Formulation IFB is comparable to IDC till the number of nodes
1503 then beyond 1503 nodes the runtime of IFB oscillates for two specific instances, the 1513 nodes
instance and 1785 nodes instance. The worst formulation is ICE, it can solve the 12 first instances over
36 in few seconds but then the time spent to setup up the formulation for the other instances grows
again dramatically.
Results for k = 2:
For the general 2−path coloring, the results are presented in Table 2.13 and in the case of induced
2−path coloring in Table 2.14. The plots in Table 2.12 are the runtime with respect to graph size for
grid graphs.
For the general 2−path coloring, formulation GFBPNEC find optimal solutions for very small
instances with at most 46 nodes then finds a feasible solution in one hour for instances of at most 286
nodes. For graphs exceeding 286 nodes no solution is found. Formulations GFBPNC and GFBPC
have the worst performances without giving any optimal solution. In terms of a feasible solution,
GFBPNC finds one for instances of at most 286 nodes and GFBPC for instances of at most 210 nodes.
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Table 2.9 – Runtime vs the size of the graphs for the general and induced formulations where k = 1
on grid graphs.
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Graph GFBPNEC GFBPNC GFBPC GPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_100 42 3 83.73 0 33.33 3 542.2 0 66.66 3 1657.18 0 44.08 3 0.18 0 0
G_101 46 3 28.44 0 33.33 3 371.98 0 66.66 3 3600.22 33.33 50 3 0.1 0 11.11
G_102 46 3 28.84 0 33.33 3 157.55 0 77.77 3 3600.37 33.33 33.33 3 0.12 0 0
G_103 114 4 1115.9 0 50 4 3600.36 50 75 4 3632.7 50 50 4 0.31 0 16.66
G_104 102 3 210.55 0 33.33 4 3622.63 50 50 4 3608.21 50 50 3 0.44 0 0
G_105 111 4 1209.88 0 50 4 3601.37 50 75 4 3610.45 57.95 57.95 4 0.31 0 16.66
G_106 188 4 3600.04 49.04 50 4 3601.41 73.86 75 4 3647.33 100 100 4 0.54 0 20.83
G_107 199 4 3600.03 29.33 50 4 3601.03 68.75 75 \ \ \ \ 4 0.5 0 19.73
G_108 210 4 3600.04 31 50 4 3600.93 75 75 \ \ \ \ 4 0.75 0 22.91
G_109 331 4 3600.12 50 50 4 3601.75 75 75 \ \ \ \ 4 1.29 0 16.66
G_110 303 4 3600.07 43.53 50 4 3601.67 83.33 83.33 \ \ \ \ 4 1.15 0 15
G_111 286 4 3600.05 36.23 50 4 3601.11 50 50 \ \ \ \ 4 0.52 0 16.66
G_112 462 \ \ \ \ \ \ \ \ \ \ \ \ 4 1.81 0 100
G_113 449 \ \ \ \ \ \ \ \ \ \ \ \ 4 1.7 0 12.5
G_114 436 \ \ \ \ \ \ \ \ \ \ \ \ 4 1.81 0 15
G_115 623 \ \ \ \ \ \ \ \ \ \ \ \ 4 2.5 0 16.66
G_116 624 \ \ \ \ \ \ \ \ \ \ \ \ 4 2.44 0 16.07
G_117 604 \ \ \ \ \ \ \ \ \ \ \ \ 4 1.66 0 14.58
G_118 811 \ \ \ \ \ \ \ \ \ \ \ \ 4 4.69 0 12.5
G_119 764 \ \ \ \ \ \ \ \ \ \ \ \ 4 4.41 0 16.66
G_120 840 \ \ \ \ \ \ \ \ \ \ \ \ 4 12.18 0 10
G_121 1022 \ \ \ \ \ \ \ \ \ \ \ \ 4 4.94 0 15.62
G_122 944 \ \ \ \ \ \ \ \ \ \ \ \ 4 4.94 0 12.5
G_123 991 \ \ \ \ \ \ \ \ \ \ \ \ 4 3.39 0 12.5
G_124 1248 \ \ \ \ \ \ \ \ \ \ \ \ 4 6.65 0 12.5
G_125 1266 \ \ \ \ \ \ \ \ \ \ \ \ 4 6.05 0 12.5
G_126 1247 \ \ \ \ \ \ \ \ \ \ \ \ 4 5.69 0 12.14
G_127 1513 \ \ \ \ \ \ \ \ \ \ \ \ 4 7.5 0 15
G_128 1503 \ \ \ \ \ \ \ \ \ \ \ \ 4 20 0 10
G_129 1557 \ \ \ \ \ \ \ \ \ \ \ \ 4 35.72 0 11.36
G_130 1785 \ \ \ \ \ \ \ \ \ \ \ \ 4 39.52 0 12.5
G_131 1763 \ \ \ \ \ \ \ \ \ \ \ \ 4 8.92 0 15
G_132 1805 \ \ \ \ \ \ \ \ \ \ \ \ 4 39.51 0 11.66
G_133 2166 \ \ \ \ \ \ \ \ \ \ \ \ 4 44.42 0 12.5
G_134 2091 \ \ \ \ \ \ \ \ \ \ \ \ 4 40.88 0 12.5
G_135 2102 \ \ \ \ \ \ \ \ \ \ \ \ 4 40.17 0 10
Table 2.10 – General 1−path coloring results for grid graphs instances.
Graph ICE IDC IAC IFB IPL
Name Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_100 3 0.23 0 33.33 3 0.23 0 33.33 3 0.11 0 33.33 3 0.24 0 33.33 3 0.18 0 0
G_101 3 0.16 0 33.33 3 0.22 0 33.33 3 0.08 0 33.33 3 0.2 0 33.33 3 0.1 0 11.11
G_102 3 0.33 0 33.33 3 0.17 0 33.33 3 0.13 0 33.33 3 0.2 0 33.33 3 0.12 0 0
G_103 4 0.99 0 50 4 1.14 0 50 4 0.69 0 50 4 2.25 0 50 4 0.31 0 16.66
G_104 3 0.59 0 33.33 3 0.78 0 33.33 3 0.19 0 33.33 3 0.51 0 33.33 3 0.44 0 0
G_105 4 1.63 0 50 4 1.89 0 50 4 0.67 0 50 4 1.9 0 50 4 0.31 0 16.66
G_106 4 14.83 0 50 4 4.74 0 50 4 5.77 0 50 4 74.25 0 50 4 0.54 0 20.83
G_107 4 5.01 0 50 4 5.92 0 50 4 1.38 0 50 4 8.08 0 50 4 0.5 0 19.73
G_108 4 9.04 0 50 4 6.94 0 50 4 3.11 0 50 4 103.26 0 50 4 0.75 0 22.91
G_109 4 16.33 0 50 4 14.53 0 50 4 3.08 0 50 4 6.07 0 50 4 1.29 0 16.66
G_110 4 11.93 0 50 4 8.83 0 50 4 2.5 0 50 4 9.25 0 50 4 1.15 0 15
G_111 4 19.42 0 50 4 7.73 0 50 4 1.64 0 50 4 36.82 0 50 4 0.52 0 16.66
G_112 \ \ \ \ 4 22.42 0 50 4 5.02 0 50 4 10.91 0 50 4 1.81 0 100
G_113 \ \ \ \ 4 23.78 0 50 4 3.45 0 50 4 178.95 0 50 4 1.7 0 12.5
G_114 \ \ \ \ 4 16.42 0 50 4 4.78 0 50 4 6.96 0 50 4 1.81 0 15
G_115 \ \ \ \ 4 44.58 0 50 4 8.08 0 50 4 30.57 0 50 4 2.5 0 16.66
G_116 \ \ \ \ 4 45.56 0 50 4 6.51 0 50 4 31.88 0 50 4 2.44 0 16.07
G_117 \ \ \ \ 4 27.94 0 50 4 6.36 0 50 4 31.37 0 50 4 1.66 0 14.58
G_118 \ \ \ \ 4 52.22 0 50 4 10.32 0 50 4 38.28 0 50 4 4.69 0 12.5
G_119 \ \ \ \ 4 37.91 0 50 4 13.86 0 50 4 38.3 0 50 4 4.41 0 16.66
G_120 \ \ \ \ 4 45.75 0 50 4 16.35 0 50 4 48.11 0 50 4 12.18 0 10
G_121 \ \ \ \ 4 97.2 0 50 4 16.01 0 50 4 59.83 0 50 4 5.94 0 15.62
G_122 \ \ \ \ 4 59.43 0 50 4 12.47 0 50 4 24.44 0 50 4 4.94 0 12.5
G_123 \ \ \ \ 4 111.71 0 50 4 20.17 0 50 4 79.23 0 50 4 3.39 0 12.5
G_124 \ \ \ \ 4 136.09 0 50 4 22.24 0 50 4 62.35 0 50 4 6.65 0 12.5
G_125 \ \ \ \ 4 130.59 0 50 4 79.01 0 50 4 138.1 0 50 4 6.05 0 12.15
G_126 \ \ \ \ 4 113.55 0 50 4 26.93 0 50 4 108.04 0 50 4 5.69 0 12.14
G_127 \ \ \ \ 4 175.81 0 50 4 47.64 0 50 4 1688.13 25 50 4 7.5 0 15
G_128 \ \ \ \ 4 153.12 0 50 4 41.46 0 50 4 141.35 0 50 4 20 0 10
G_129 \ \ \ \ 4 287.74 0 50 4 42.23 0 50 4 160.94 0 50 4 35.72 0 11.36
G_130 \ \ \ \ 4 233.83 0 50 4 51.54 0 50 4 627.12 0 50 4 8.92 0 12.5
G_131 \ \ \ \ 4 222.55 0 50 4 51.54 0 50 4 195.13 0 50 4 39.52 0 15
G_132 \ \ \ \ 4 258.81 0 50 4 55.94 0 50 4 396.43 25 50 4 39.51 0 11.66
G_133 \ \ \ \ 4 365.59 0 50 4 62.04 0 50 4 183.66 0 50 4 44.42 0 12.5
G_134 \ \ \ \ 4 374.15 0 50 4 63.53 0 50 4 220.32 0 50 4 40.88 0 12.5
G_135 \ \ \ \ 4 283.35 0 50 4 74.54 0 50 4 184.93 0 50 4 40.17 0 10
Table 2.11 – Induced 1−path coloring results for grid graphs instances.
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Table 2.12 – Runtime vs the size of the graphs for the general and induced formulations where k = 2
on grid graphs.
Formulation GPL has the best overall performance, solving 26 out of 36 to the optimal and for the
rest, a feasible solution is returned within one hour.
For the induced 1−path coloring, formulation ICE solves the small instances with at most 114
nodes to the optimal in few seconds, for larger instances no solution is found, not even a feasible
one. Formulations IFB and IPL returned either an optimal solution or a feasible solution for all the
instances. When the value of k grows, the instability of the runtime for both formulations is more
pronounced. However, the formulation IPL finds more optimal solutions than IFB.
2.3.3 Discussion of the results
In Table 2.15, we present the percentage of instances solved to the optimal for every ILP formula-
tion and every class of graphs (industrial instances and grid graphs) when k = 1 and k = 2.
The percentage of the solved instances, for the general k−path coloring in both cases k = 1 and
k = 2, shows that formulation GFBPC is the worst formulation comparing to GFBPNEC and GF-
BPNC, it solves very few instances. Reducing the number of variables did not help the solver to find
better solutions. GPL formulation is the best formulation, it solves all the instances from the industry
when k = 1 and k = 2, it solves all the grid graphs when k = 1, then solves less grid graphs when k
starts to grow.
In the case of induced 1−path coloring, all the induced formulations except ICE solved all the
instances to the optimal. In case of induced 2−path coloring, both IFB and IPL formulations are com-
parable, they solved the industrial instances to the optimal. They also solved all the grid graphs to the
optimal when k = 1, however, they start to loose performance when the value of k starts to increase.
The IPL formulation solved slightly more grid graphs instances than IFB formulation.
As a conclusion, in both general and induced k−path coloring, somewhat surprisingly the most
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Graph GFBPNEC GFBPNC GFBPC GPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt Cpx Rt
G_100 42 3 2906.96 0 66.65 3 3600.16 33.33 66.65 3 3467.29 33.33 99.09 3 1.67 0 33.33
G_101 46 3 423.81 0 66.62 3 3600.07 44.44 66.66 3 3600.9 63.33 99.25 3 0.46 0 33.33
G_102 46 3 927.3 0 66.65 3 3600.15 44.54 89.58 3 3606.55 33.33 99.14 3 0.72 0 33.33
G_103 114 4 3600.91 50 71.24 4 3600.35 50 75 4 3610.88 72.77 97.73 3 5.53 0 13.33
G_104 102 4 3600.47 50 49.99 3 3601.93 33.33 100 4 3614.13 50 97.73 3 2.51 0 23.81
G_105 111 3 3600.22 55.35 66.66 4 3601.06 75 74.98 4 3608.96 73.15 96.54 3 3.29 0 15.87
G_106 188 4 3600.57 75 74.92 4 3602.55 75 74.96 4 27455.54 100 93.68 3 17.37 0 16.66
G_107 199 4 3604.32 75 74.95 4 3601.61 75 100 4 3814.89 100 95.38 3 24.44 0 14.28
G_108 210 4 3601.26 75 74.89 4 3601.76 75 74.93 4 3600 75 100 3 49.18 0 16.66
G_109 331 4 3621.53 75 75 4 3601.49 75 75 \ \ \ \ 3 104.86 0 12.5
G_110 303 4 3601.39 75 75 4 3601.98 87.5 87.5 \ \ \ \ 3 57.49 0 7.93
G_111 286 4 3622.24 50 50 4 3601.6 50 50 \ \ \ \ 3 21.43 0 16.66
G_112 462 \ \ \ \ \ \ \ \ \ \ \ \ 3 160.68 0 7.40
G_113 449 \ \ \ \ \ \ \ \ \ \ \ \ 3 192.39 0 9.37
G_114 436 \ \ \ \ \ \ \ \ \ \ \ \ 3 95.4 0 14.14
G_115 623 \ \ \ \ \ \ \ \ \ \ \ \ 3 241.19 0 11.11
G_116 624 \ \ \ \ \ \ \ \ \ \ \ \ 3 300.81 0 11.11
G_117 604 \ \ \ \ \ \ \ \ \ \ \ \ 3 788.08 0 11.02
G_118 811 \ \ \ \ \ \ \ \ \ \ \ \ 3 1618.05 0 8.64
G_119 764 \ \ \ \ \ \ \ \ \ \ \ \ 3 406.18 0 14.16
G_120 840 \ \ \ \ \ \ \ \ \ \ \ \ 3 849.29 0 7.69
G_121 1022 \ \ \ \ \ \ \ \ \ \ \ \ 3 951.39 0 12.79
G_122 944 \ \ \ \ \ \ \ \ \ \ \ \ 3 267.95 0 11
G_123 991 \ \ \ \ \ \ \ \ \ \ \ \ 3 2413.69 0 8.33
G_124 1248 \ \ \ \ \ \ \ \ \ \ \ \ 3 2542.76 0 9.15
G_125 1266 \ \ \ \ \ \ \ \ \ \ \ \ 3 2390.67 0 9.04
G_126 1247 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.21 25 31.16
G_127 1513 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.07 30.88 32.5
G_128 1503 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.08 25 29.24
G_129 1557 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.12 25 30.26
G_130 1785 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.07 25 32.69
G_131 1763 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.07 25 33.82
G_132 1805 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.1 25 30.90
G_133 2166 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.11 25 31
G_134 2091 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.1 31.53 32
G_135 2102 \ \ \ \ \ \ \ \ \ \ \ \ 4 3600.13 25 30.75
Table 2.13 – General 2−path coloring results for grid graphs instances.
Graph ICE IFB IPL
Name |V | Obj Time Gap Gap Obj Time Gap Gap Obj Time Gap Gap
Cpx Rt Cpx Rt Cpx Rt
G_100 42 3 0.45 33 33.33 3 0.46 0 33.33 3 0.7 0 11.11
G_101 46 3 0.41 0 33.33 3 0.48 0 33.33 3 0.49 0 22.22
G_102 46 3 0.47 0 33.33 3 0.36 0 33.33 3 0.52 0 16.66
G_103 114 3 9.83 0 33.33 3 2.27 0 33.33 3 2.64 0 8.64
G_104 102 3 5.17 0 33.33 3 1.36 0 33.33 3 1.44 0 16.66
G_105 111 3 8.39 0 33.33 3 1.44 0 33.33 3 1.64 0 0
G_106 188 \ \ \ \ 3 3.91 0 33.33 3 14.26 0 11.11
G_107 199 \ \ \ \ 3 4.54 0 33.33 3 8.67 0 8.69
G_108 210 \ \ \ \ 3 7.19 0 33.33 3 18.08 0 11.11
G_109 331 \ \ \ \ 3 26.29 0 33.33 3 55.52 0 7.40
G_110 303 \ \ \ \ 4 459.92 0 50 4 193.85 0 25.78
G_111 286 \ \ \ \ 3 6.55 0 33.33 3 5.11 0 0
G_112 462 \ \ \ \ 3 44.81 0 33.33 3 26.97 0 0
G_113 449 \ \ \ \ 4 478.09 0 50 4 92.13 0 25
G_114 436 \ \ \ \ 3 26.91 0 33.33 3 102.52 0 3.03
G_115 623 \ \ \ \ 3 75.85 0 33.33 3 29.52 0 0
G_116 624 \ \ \ \ 3 110.36 0 33.33 3 40.94 0 0
G_117 604 \ \ \ \ 3 98.83 0 33.33 3 29.88 0 0
G_118 811 \ \ \ \ 3 133.72 0 33.33 3 164.17 0 0
G_119 764 \ \ \ \ 3 156.19 0 33.33 3 47.88 0 0
G_120 840 \ \ \ \ 4 3600.08 25 50 4 100.98 0 24.31
G_121 1022 \ \ \ \ 3 347.3 0 33.33 3 200.98 0 0
G_122 944 \ \ \ \ 3 124.51 0 33.33 3 34.3 0 0
G_123 991 \ \ \ \ 4 1489.58 0 33.33 3 333.71 0 0
G_124 1248 \ \ \ \ 4 3600.04 37.50 50 3 691.67 0 0
G_125 1266 \ \ \ \ 4 3600.12 25 50 4 487.79 0 25
G_126 1247 \ \ \ \ 4 3600.04 37 50 4 3600.24 25 25
G_127 1513 \ \ \ \ 4 3600.08 50 50 3 1259.28 0 25
G_128 1503 \ \ \ \ 4 3600.09 44 50 4 28.28 0 23.27
G_129 1557 \ \ \ \ 4 3600.1 45 50 4 910.58 0 25
G_130 1785 \ \ \ \ 4 212.56 0 50 4 3600.04 25 25
G_131 1763 \ \ \ \ 4 3600.08 50 50 4 3600.17 0 25
G_132 1805 \ \ \ \ 4 3600.06 46 50 4 3600.1 25 25
G_133 2166 \ \ \ \ 4 175.99 0 50 4 3600.04 25 25
G_134 2091 \ \ \ \ 4 3600.1 43.75 50 4 3600.07 25 25
G_135 2102 \ \ \ \ 4 3600.22 25 50 4 1693.82 0 24.28
Table 2.14 – Induced 2−path coloring results for grid graphs instances.
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Path length k = 1 k = 2
Formulation grid graphs industrial graphs grid graphs industrial graphs
GFBPNEC 16.66% 80% 8.33% 60%
GFBPNC 8.33% 70% 0 % 40%
GFBPC 2.77% 20% 2.77% 20%
GPL 100% 100% 72.22% 100%
ICE 33.33% 80% 16.66% 50%
IDC 100% 100% \ \
IAC 100% 100% \ \
IFB 100% 100% 69.44 % 100%
IPL 100% 100% 83.33% 100%
Table 2.15 – Percentage of solved instances to the optimal in less than one hour by each formulation
among 36 grid graph instances and 10 industrial instances.
naïve formulations GPL and IPL that list all possible paths of length at most k are the best formulations.
However, they solve less instances when it comes to grid graphs with k = 2. Hence, we may expect
that when the value of k grows and the grid graphs become more dense, these formulations will
present limitations, an analysis would be interesting but we did not investigate this further as for the
industrial application it would have little impact with the current technology limit. For the general
k−path coloring problem, reducing the number of variables in the formulation GFBPC comparing to
GFBPNEC and GFBPNC, gave a worst performance.
2.3.4 ILP VS heuristic
The heuristic called DFM-DSA-DP developed by Mentor Graphics works for double patterning
only, in other words, the number of masks is fixed to two then vias are assigned to one mask or another
following the DSA-aware MP constraints as much as possible. After assigning all the vias to the two
masks, it may happen that some vias will be in conflict. A conflict, or violation, occurs every time the
inter-via distance, in the same mask, is not in the DSA range [L0,U0]. The heuristic tries to minimize
the « number of violations ». From a graph theory point of view, the heuristic tries to color as many
nodes as possible of a graph using two colors. The number of violations is then the number of non
colored nodes. In practice, the main case study is when at most two vias are allowed per DSA group.
Therefore, we will present a comparison between the DFM-DSA-DP heuristic with at most two vias
per DSA group and an ILP formulation in case of 1−path 2−coloring. We choose to compare the
DFM-DSA-DP to the IAC (induced adjacency counting) formulation. For this study, we adapt the
IAC formulation as follows:
— We run the formulation with a fixed set of 2 colors.
— As we want to color as many nodes as possible with 2 colors:
• Instead of forcing every node to receive exactly one color, we force every node to receive
at most one color.
• We change the objective function: we minimize the number of non colored nodes.
Table 2.16 presents a comparison between DFM-DSA-DP and the modified IAC formulation for
three graphs from industrial vias layouts. In addition, we present the results of the proper coloring to
show how DSA-aware MP may help to reduce the number of violations. All the graphs are already
known to be 3 colorable. Every graph has several connected components. Therefore, the ILP formu-
lations are applied on every connected component in sequence (only one thread is used). Table 2.16
presents four main columns, the first column « Graph » is divided into two sub-columns, « Name »
and « # nodes » that give the name and the number of nodes for every graph, respectively. The sec-
ond, third and fourth columns are the models « Proper coloring », « DFM-DSA-DP » and « IAC »,
respectively. In every model are two columns, « # Violation » is the minimum number of violations
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Graph Proper coloring DFM-DSA-DP IAC
Name # nodes # Violation Time(sec) # Violation Time(sec) # Violation Time(sec)
graph_1 110086 515 1883.3 0 < 1 0 1451.85
graph_2 104950 573 1840.9 0 < 1 0 1152.28
graph_3 997 96 8.64 0 < 1 0 9.49
Table 2.16 – A comparison between DFM-DSA-DP heuristic vs IAC ILP formulation on 3 graphs
from the industry where number of colors = 2 and k = 1.
DFM DSA DP: ILP formulation:
Puts more than 2 vias in a group Uses 2 colors following all the constraints
path of length > 1
Figure 2.4 – DFM-DSA-DP vs ILP IAC formulation for 1−path 2−coloring case
and « Time(sec) » is the runtime in seconds spent by the model.
The results show that the heuristic DFM-DSA-DP solved all the violations using DSA as well as
the IAC formulation did. However, while testing the two models DFM-DSA-DP and IAC on other
instances, we found a very simple case, presented in Fig. 2.4, where DFM-DSA-DP returned two
violations and IAC formulation returned zero violation. Our ILP formulation helped to assess the
results returned by the heuristic and figure out one of the sensitive cases.
2.3.5 Conclusion
Clearly, the computational results of our formulations showed that the general k−path coloring
problem is harder to solve than the induced k−path coloring problem (except the formulation GPL
that works very well for very small values of k). This might be explained by the fact that, as the value
of k increases the general k−path coloring problem can be seen as a mix of two hard problems: the
traveling salesman problem in order to find the k−paths and a coloring problem in order to assign
colors to the vertices (or assign colors to the paths only then derive the colors of the nodes). When
the value of k is very small (k = 1 or k = 2), we were expecting closer results between the general and
the induced formulations. Our expectations were only proved true on the naïve formulations (GPL
and IPL), which showed comparable results for both problems (general and induced). All the other
formulations showed a very large gap between the formulations ability to solve the general problem
comparing to the induced one.
There are certainly several opportunities left to improve the formulations, however, we have
demonstrated solutions for the problem of practical interest to the industry, that of the induced 1-path
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coloring problem. Our proposed formulations solved all industrial instances within a few seconds.
Moreover, the formulations returned reasonable results for the induced 2−path coloring problem.
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Chapter 3
Dynamic programming for graphs with
bounded treewidth
In the literature, there are algorithms that can solve some NP-hard problems in polynomial time
when restricted to graphs with bounded treewidth. For instance, the proper graph coloring problem
or the weighted independent set problem [15]. These algorithms are based on dynamic programming.
After some analysis on our industrial instances, we found that the corresponding graphs are indeed
graphs with small treewidth. In this chapter, we want to exploit this property and we are thus interested
in solving the k−path coloring problem on graphs with bounded treewidth. First, we give some defini-
tions (tree decomposition, treewidth). Then, we present the standard dynamic programming approach
and the main steps of this standard approach for the proper 3-coloring problem. Finally, we adapt
it to our k−path coloring problem and we present some experimental results for the case of induced
k−path coloring when k = 1 and k = 2 on industrial instances.
3.1 Definitions
The tree decomposition was introduced for the first time by Robertson and Seymour [60]. A
formal definition is given below.
Definition 3.1. (Tree decomposition [60]). Let G = (V,E) be a graph. A tree decomposition of G is
a pair (X ,T ) where T is a tree and X = {X1, . . . ,Xn} is the set of nodes of T , called bags such that
∀i ∈ {1, . . . ,n}, Xi ⊆V and the three following conditions are verified:
1. ∪i∈{1,...,n}Xi =V .
2. ∀(u,v) ∈ E,∃Xi ∈ X such that u ∈ Xi and v ∈ Xi.
3. ∀u ∈V , the bags containing u is a connected sub-tree of T .
A tree decomposition is characterized by a width. The width of a tree decomposition is its largest
bag size minus one. The treewidth of a graph G is the minimum width over all possible tree decom-
position of G. An example of a graph and a tree decomposition is presented in Fig. 3.1 with an
illustration of properties of the tree decomposition.
Definition 3.2. (Rooted tree decomposition). A rooted tree decomposition is a tree decomposition
where a bag is chosen as a root and the edges of the tree are oriented in the direction of the root bag
i.e. there is a directed path from every bag of the tree decomposition to its root bag. If (X ,T ) is a tree
decomposition, we denote by (X ,
−→
T ) the corresponding oriented tree decomposition.
For each bag Xi ∈ X , the bags that are linked to Xi with edges toward Xi are called children bags
of Xi and Xi is called the parent bag. The union of the bags in the subtree of T rooted at Xi are noted
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(b) A tree decomposition (X,T ) of G: Condition (1)
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(e) Condition (3) is satisfied: (f) The set of all bags containing node f form a sub-tree
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(c) Condition (2) is satisfied: (d) The extremities of every edge are contained in at least
b
b
is satisfied as ∪Xi = V
one common bag
Consider for example the node f ∈ V
Consider for example the edge (a, b) ∈ E
Figure 3.1 – An example of a tree decomposition and its properties.
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Xi
Vi
Xr
Xj
Figure 3.2 – A rooted tree decomposition structure. Xr is the root bag of the tree. Xi is a bag in the
tree. Vi is the union of nodes in all bags that belong to the sub-tree rooted at Xi in the rooted tree
decomposition.
Leaf Introduce Forget Join
v, u, w
u, wv, u, w
u, w
v
v, u, w
v, u, w
v, u, w
Figure 3.3 – The 4 types of bags in a nice tree decomposition: Leaf, introduce, forget and join bag.
Vi, and Gi is the subgraph of G restricted to nodes in Vi. See figure Fig 3.2 for an illustration of a
rooted tree decomposition.
In [47], Kloks proved that a tree decomposition can be converted to a nice tree decomposition in
linear time, conserving the same treewidth. We will see later that using a nice tree decomposition is
more suitable for the implementation of dynamic programming algorithms.
Definition 3.3. (Nice tree decomposition). Let G = (V,E) be a graph. A nice tree decomposition is a
rooted tree decomposition of G where every bag of the tree has at most two children and every bag is
one of the four bag types:
— Leaf: A bag Xi is a leaf bag if it has no children and contains only one vertex v ∈ V , i.e.
|Xi|= 1.
— Introduce: A bag Xi is an introduce bag if it has exactly one child bag noted X j such that a
vertex is added to X j i.e. Xi = X j ∪{v} where v ∈V and v 6∈Vj.
— Forget: A bag Xi is a forget bag if it has exactly one child bag noted X j such that Xi = X j\{v}.
— Join: A bag Xi is a join bag if it has exactly two children noted X j1 and X j2 such that Xi =
X j1 = X j2.
3.2 Treewidth and dynamic programming
In [63], Arnborg et al have proved that deciding if the treewidth of a graph G is at most w where
w ≥ 0 is NP-complete. However, there are good heuristics to determine a tree decomposition of a
49
given graph G with a small width. Different heuristics for the computation of a tree decomposition
are presented in [14] and [59]. Moreover, Arnborg et al [63] showed that for every fixed value of w,
there is a linear-time algorithm that finds a tree decomposition of width w (if it exists).
There are algorithms that solve NP-hard problems in polynomial time when restricted to graphs
with a treewidth at most w. The complexity of the algorithms are usually polynomial in the size of the
graphs and exponential in the size of the treewidth. This implies that having a small width (even if
not optimal), while determining a tree decomposition of a given graph G, is of paramount importance.
The algorithms that solve problems restricted to bounded treewidth have, generally, the following
structure:
— First, they compute a tree decomposition with a small width (not necessarily optimal treewidth)
then they transform it to a rooted nice tree decomposition.
— Second, they apply dynamic programming on the rooted nice tree decomposition. The main
steps of the algorithm are: For every bag of the nice tree decomposition compute a table. Every
table gives a list of partial feasible solutions to the problem restricted to the subgraph formed
by the set of vertices of its corresponding bag. The table of every bag is computed depending
on the type of the bag (leaf, introduce, forget, join) and it extends a combination of partial
feasible solutions of its children. This is done in a bottom-up way.
— Finally, the solution of the problem to the whole graph can be found in the table of the root bag.
In [21], Courcelle has showed that a large class of problems can be solved in linear time when
restricted to graphs with bounded treewidth. Courcelle’s theorem states that every graph problem that
can be formulated in monadic second order logic (MSOL) can be solved in linear time when restricted
to graphs with bounded treewidth. Monadic second order logic as interpreted in graphs is a formu-
lation of a property of a graph using logical connectors (∧, ∨), quantification on vertices and sets
of vertices (∀v ∈ V , ∃v ∈ V , ∀V ′ ⊆ V ), quantification on edges and sets of edges (∀e ∈ E, ∃e ∈ E,
∀E ′ ⊆ E) and the adjacency relation between vertices. An example of a MSOL formula for the proper
3-coloring is given in the following for a graph G = (V,E):
∃C1,C2,C3 ⊆V , (∀v ∈V (v ∈C1∨ v ∈C2∨ v ∈C3)) ∧
(∀u,v ∈V ) edge(u,v)→ (¬(u ∈C1∧ v ∈C1)∧¬(u ∈C2∧ v ∈C2)∧¬(u ∈C3∧ v ∈C3)).
The formula can be red as: There exist three sets of colors C1,C2,C3 ⊆ V . Every node v ∈ V is
in at least one subset C1 or C2 or C3, and for every edge (u,v) ∈ E, nodes u and v are not in the same
subset C1 or C2 or C3. (In other words, the nodes u and v must be in different sets of colors C j where
j ∈ {1,2,3}).
Before starting to apply dynamic programming on k−path L−coloring for graphs with bounded
treewidth, we can verify first that we can express it with a MSOL formula which already proves that
the problem is then polynomial in graph with bounded treewidth. We show this for the induced case
but the logic would be similar for the general case. We consider L sets of colors C1, . . . ,CL, and a
vertex v ∈V has to belong to at least one of the sets C j where j ∈ {1, . . . ,L}. In addition, we express
that every node in every color C j is part of a path of length 0 or 1 or . . . or k. Every path length is
referred to with a predicate noted path_i(C j,v) where the vertex v is in color C j and in a path of length
i. The corresponding MSOL is given in the following:
∃C1,C2, . . . ,CL ⊆V,(∀v ∈V,(v ∈C1∨ v ∈C2∨·· ·∨ v ∈CL)) ∧
(∀v ∈V, path_0(C1,v)∨ path_1(C1,v)∨·· ·∨ path_k(C1,v)) ∨
(∀v ∈V, path_0(C2,v)∨ path_1(C2,v)∨·· ·∨ path_k(C2,v)) ∨
. . . ∨
50
. . . ∨
(∀v ∈V, path_0(CL,v)∨ path_1(CL,v)∨·· ·∨ path_k(CL,v)).
Now, every predicate path_i(C j,v) ∀i∈ {0, . . . ,k},∀ j ∈ {1,2, . . . ,L} has to be expressed in MSOL
following the constraints of k−path L−coloring. As in this chapter we will present the dynamic
programming for the two main cases when k = 1 and k = 2, we develop the MSOL formulas for
path_0(C j,v), path_1(C j,v) and path_2(C j,v). The logic used in path_0 and path_1 are particular
but the logic used in path_2 could readily be extended to longer paths. Let edge(u,v) ≡ ∃(u,v) ∈ E
and edgeF(u,v)≡ ∃(u,v) ∈ F .
— path_0(C j,v): The vertex v is in color set C j and path of length 0 if there is no vertex u ∈C j
adjacent to V in G i.e. path_0(C j,v)≡ ¬∃u ∈C j,edge(u,v).
— path_1(C j,v): The vertex v is in color set C j and path of length 1 if there is exactly one
vertex u ∈ C j such that (u,v) ∈ F . In other words, the vertex v has exactly one neighbor
u ∈ C j such that (u,v) ∈ F and u has no other neighbor than v in C j i.e. path_1(C j,v) ≡
∃u ∈C j,edgeF(u,v)) ∧(¬∃u1 ∈C j,(u1 6= u 6= v)∧ (edge(u1,v))∧ (¬∃u2 ∈C j,(u2 6= u1 6= u 6=
v)∧ (edge(u2,u)).
— path_2(C j,v): The vertex v is in color set C j and path of length 2 then v is either in the middle
of the path then there should be u1,u2 ∈ C j such that (v,u1) ∈ F and (v,u2) ∈ F or v is an
extremity of the path then there should be u1,u2 ∈C j such that (v,u1) ∈ F and (u1,u2) ∈ F . In
addition, we have to verify that there are no other vertices (different from u1,u2) in C j adjacent
to v,u1,u2. The corresponding MSOL formula: path_2(C j,v)≡ ∃u1,u2 ∈C j,(u1 6= u2 6= v)∧
((edgeF(v,u1)∧ edge(v,u2))∨ (edgeF(v,u1)∧ edgeF(u1,u2)))∧
(¬∃u3 ∈C j,(u3 6= u2 6= u1 6= v∧ edge(v,u3))∧
(¬∃u4 ∈C j,(u4 6= u2 6= u1 6= v∧ edge(u1,u4))∧
(¬∃u5 ∈C j,(u5 6= u2 6= u1 6= v∧ edge(u2,u5)).
3.3 Dynamic programming for proper 3-colorability
In this section, we present the dynamic programming approach applied to the proper 3-coloring
problem on graphs with bounded treewidth. First, we present the detailed steps of dynamic pro-
gramming on a rooted tree decomposition, and give some illustrations based on the simple example
presented in [53], see Fig. 3.4. As it is easier to run dynamic programming with a nice tree decom-
position, we present later how to compute the tables corresponding to the four bags leaf, introduce,
forget, join in the case of proper 3-coloring.
In dynamic programming for proper 3-coloring, we compute for every bag Xi ∈ X , a table noted
A[i]. Every line of the table A[i] represents a potential solution (restricted to the nodes in Xi) and it is
noted A[i,ci] where i is the index of the corresponding bag and ci = [h1, . . . ,h|Xi|] is a vector of colors
assigned to the nodes in Xi. Every line A[i,ci] has a boolean value:
A[i,ci] =
{
1 if ci can be extended to a proper 3−coloring of Vi.
0 otherwise
In the computed tables, we save only the partial solutions that are valid ( A[i,ci] = 1 ).
3.3.1 Dynamic programming using tree decomposition
In the following, we explain the dynamic programming steps using a rooted tree decomposition
on the example given in Fig. 3.4. Let G = (V,E) be the graph with V = {a,b,c,d,e} and E = {(a,b),
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{b, c, d}
{a, b, c} {d, e}
Xr
X0 X1
(a) (b)
(c)
A[1, (red, green)] = 1
A[r, (red, green, blue)] = 1
i a b c
0 red green blue
1 red blue green
2 green red blue
3 green blue red
4 blue red green
5 blue green red
i b c d j
0 red green blue {(4, 4), (4, 5)}
1 red blue green {(2, 2), (2, 3)}
2 green red blue {(5, 4), (5, 5)}
3 green blue red {(0, 0), (0, 1)}
4 blue red green {(3, 2), (3, 3)}
5 blue green red {(1, 0), (1, 1)}
i d e
0 red green
1 red blue
2 green red
3 green blue
4 blue red
5 blue green
b
b
b
b ba
b
c
d e
A[0] A[1]
A[r]
Figure 3.4 – Dynamic programming tables example for proper 3-coloring problem using tree decom-
position. (a) is an example of a graph G = (V,E). (b) is a tree decomposition (X ,T ) of the graph G.
(c) present tables of dynamic programming for every bag of the tree decomposition T . Note that the
column j indicates how to complete the solution in the children bags.
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(a,c),(b,c),(b,d),(c,d),(d,e)} (see Fig. 3.4(a)). Let (X , −→T ) be the rooted tree decomposition of
G given in Fig. 3.4 (b): X = {Xr,X0,X1} where Xr = {b,c,d}, X0 = {a,b,c} and X1 = {d,e}. The
computed tables of each bag of the tree decomposition are presented in Fig. 3.4 (c). As we are
looking for a proper 3-coloring of the graph G, three colors are considered such that ∀ j ∈ {1, . . . |Xi|},
h j ∈ {blue,green,red}.
— First, the tables corresponding to the leaf bags are computed: Assign a color to each vertex in
the leaf bag and verify that two vertices in the same bag that are adjacent in G receive different
colors. In the example (c) in Fig. 3.4, the bag X1 has A[1,(red,green)] = 1 as setting color
red to d and color green to e is a proper 3-coloring of the vertices d,e.
— Second, the tables corresponding to the intermediate bags are computed:
— Select an intermediate bag Xi, the computation of the table of Xi is done if and only if the
tables corresponding to its children are all computed.
— Select a combination of partial solutions of the children bags that yields a (partial) proper
3-coloring of the vertices in Xi. In particular, if there are common vertices in the children
bags they should have the same color in every partial solution of the selected combination.
— Assign a color to each vertex that appear in Xi without appearing in the children bags. If
the selected coloring of Xi is a proper 3-coloring then we save it in the table of Xi otherwise
the solution is not valid and we do not need to save it in the table.
In the example (c) in Fig. 3.4, the partial solution in line 0 in Xr’s table is either the extension
of the combination of the two partial solutions in line 4 in the table A[0] and in line 4 in the
table A[1]; or the extension of the combination of the partial solutions in line 4 in the table A[0]
and in line 5 in the table A[1].
— Finally, the table corresponding to the root bag gives all the proper 3-coloring for the whole
graph G. In the example (c) in Fig. 3.4, all the partial solutions listed in the table of Xr, jointly
with the selected partial solutions of its children tables, allows to build all proper 3-coloring
solutions of the graph G.
Note: A partial solution in the table of an intermediate bag Xi can be extended to a proper 3-
coloring of the subgraph induced by Vi: This statement is true because of the condition (3) in the tree
decomposition definition. Assume for the sake of simplicity that Xi has only 2 children X j1 and X j2 .
Let v1 be a vertex that appear in the subtree rooted at X j1 and let v2 be a vertex that appear in the
subtree rooted at X j2 and v1,v2 6∈ Xi. Therefore, there is no edge linking v1 and v2 in G otherwise v1
and v2 have to appear in X j1 ,X j2 and Xi. Hence, if a combination of partial solutions in the children
tables of Xi in addition to the assignment of colors to the vertices that appear only in the bag Xi gives
a partial solution of Xi∪X j1 ∪X j2 , it can be extended to solution for the subtree rooted at Xi.
3.3.2 Dynamic programming using nice tree decomposition
In this section, we present the computation of tables using a nice tree decomposition for proper
3-coloring. It is enough to show how to extend partial solutions for each bag type (leaf, introduce,
forget and join):
— Leaf bag: let Xi be a leaf bag, then Xi = {v} where v ∈V . The table A[i] is trivial. The node v
can receive either color blue or green or red. Therefore, there will be three lines in table A[i]:
A[i, [blue]], A[i, [green]], A[i, [red]].
— Introduce bag: if Xi is an introduce bag and X j its child bag i.e. Xi = X j ∪{v}. Two cases
may appear:
— The vertex v has no neighbor u in X j then any valid partial solution of X j is extended to a
valid partial solution of Xi for any color assigned to v.
— There exists a vertex u ∈ X j such that u and v are adjacent in G then the selected valid
partial solution of X j is extended to a valid partial solution of Xi if and only if the color
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(a) Xi bag and (u, v) ∈ F
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mi[u] = 1, ri[u] = 0
mi[v] = 1, ri[v] = 0
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mi[z] = 1, ri[z] = 0
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mi[w] = 1, ri[w] = 0
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(b) Xi bag and (u, y) ∈ F (c) Xi bag and (v, y), (w, z) ∈ F
Figure 3.5 – Examples of the m and r values assigned to nodes in bags, given a snippet of a tree
decomposition (X ,T ) of a graph G = (V,E) and F ⊆ E.
assigned to v is different from the color of all neighbors u.
— Forget bag: if Xi is a forget bag and X j is its child bag i.e. Xi = X j\{v}. Every valid partial
solution of the bag X j can be extended to a valid partial solution for Xi, the color value of the
vertex v is deleted.
— Join bag: if X j is a join bag where X j1 and X j2 are its two children i.e. X j1 = X j2 = Xi. A
partial solution of the table A[i] is valid if the same partial solution is valid for A[ j1] and valid
for A[ j2].
3.4 Dynamic programming for 1-path 3-coloring problem
In this section, we present the dynamic programming approach for the 1-path coloring problem
given a rooted nice tree decomposition with a small treewidth. Let us consider a graph G = (V,E),
a set of edges F ⊆ E, the extremities of edges in F can receive the same color, a rooted nice tree
decomposition (X ,
−→
T ) of G and a set of 3 colors {red,blue,green}. The computation of the tables for
the four types of bags leaf, introduce, forget and join is inspired from the one presented in the case of
the proper 3-coloring on a nice tree decomposition. The idea is to compute the tables corresponding
to the bags in a bottom up way.
For every bag Xi ∈ X we define a table A[i]. Every line in the table A[i] represent a potential partial
solution restricted to vertices in Xi. It is of the form A[i,ci,mi,ri] where i is the index of the bag Xi, ci
is the vector of the colors assigned to nodes in Xi, mi is a boolean vector that indicates if a vertex v∈ Xi
has a neighbor u ∈ Xi with the same color and (u,v) ∈ F , and ri is a boolean vector that indicates if
a vertex v ∈ Xi has a neighbor outside Xi, i.e. u ∈ Vi \Xi, with the same color and (u,v) ∈ F . The mi
and ri vectors are important to construct the 1-path coloring solution, see Fig. 3.5. A[i,ci,mi,ri] is a
boolean value (and again we need to keep only solutions that are valid).
A[i,ci,mi,ri] =
{
1 if ci can be extended to a 1-path 3-coloring of Vi,
0 otherwise.
The computation of tables for the bags leaf, introduce, forget and join are presented in the follow-
ing:
— Leaf bag: let Xi be a leaf bag where Xi = {v}. Every line A[i,ci,mi,ri] is a valid partial solution
of Xi for every value of ci(v) ∈ {red,blue,green}, mi(v) = 0 and ri(v) = 0 (Xi does not have
any child bag and v does not have a neighbor in Xi and outside Xi yet).
— Introduce bag: let Xi be an introduce bag and X j its child bag and v is the introduced vertex
to X j i.e. Xi = X j ∪{v}. Two cases may arise:
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Figure 3.6 – Illustration of the valid and non valid extension of the partial solutions for the introduce
bag, in the case of 1-path coloring problem.
— First, if v has no neighbor u ∈ X j then every valid partial solution in the table A[ j] is
extended to a valid partial solution in the table A[i] for any assigned color to v. Of course,
it is natural to set mi(v) = ri(v) = 0, because v has no neighbor inside and outside Xi yet.
— Second, if v has at least one neighbor in X j, then a valid partial solution in the table A[ j] is
extended to a valid partial solution in the table A[i] if an only if the two following conditions
are verified: v receives the same color as at most one neighbor u ∈ X j such that (u,v) ∈ F
and u has no neighbor inside and outside X j with the same color (i.e. m j(u) = r j(u) = 0),
otherwise a path of length > 1 will be created; and v receives different colors than each of
its neighbors w ∈ Xi such that (v,w) ∈ E \F .
See Fig. 3.6 for an illustration of the listed cases.
— Forget bag: let Xi be a forget bag and X j its child bag and v the forgotten vertex i.e. Xi =
X j\{v}. Partial solutions in the table A[ j] are extended to partial solutions in the table A[i] by
removing the values corresponding to the vertex v from the vectors c j,m j and r j.
— Join bag: let Xi be a join bag. Let X j1 and X j2 be its two children bags where X j1 = X j2 = Xi.
A partial solution in the table A[i] is valid if the same partial solution is valid for A[ j1] and
for A[ j2] except: if a vertex v in the solution of A[ j1] has same color as one of its neighbor
u outside of X j1 such that (u,v) ∈ F and in the solution of A[ j2] the vertex v has same color
as one on its neighbors w outside of X j2 such that (v,w) ∈ F , the combination of these two
solutions generate a solution in A[i] where v has two neighbors with the same color, it creates
a path of length 2 and we are looking for path of length at most 1. Examples of valid and non
valid combinations are presented in Fig. 3.7.
3.5 Dynamic programming for induced 2-path 3-coloring problem
In this section, we present the dynamic programming approach in the case of induced 2-path col-
oring using a nice tree decomposition with a small treewidth. The computation of tables of the nice
tree decomposition is inspired from the computation of tables in the case of 1−path coloring problem,
as described in the previous section.
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Figure 3.7 – Allowed and forbidden extensions of partial solutions for the join bag, in the case of
1-path coloring problem.
For the 2-path coloring problem, every line of the table A[i], corresponding to a bag Xi, is a partial
solution of the vertices in Xi defined with A[i,ci, f 0i , f
1
i , f
2
i ] where i is the index of the corresponding
bag Xi, ci is the vector of colors assigned to nodes in the bag Xi, f 0i is a boolean vector assigned to
vertices in Xi such that ∀v ∈ Xi, f 0i (v) = 1 iff v has no neighbor with same color inside and outside
Xi, f 1i is a boolean vector assigned to vertices in Xi such that ∀v ∈ Xi, f 1i (v) = 1 iff v has 1 neighbor
u ∈Vi with the same color where (u,v) ∈ F , f 2i is a boolean vector assigned to vertices in Xi such that
∀v ∈ Xi, f 2i (v) = 1 iff v is part of a path of length 2 where all its edges are in F , all its vertices are in Vi
and have the same color. Thus, ∀v ∈ Xi, f 0i (v)+ f 1i (v)+ f 2i (v) = 1. In other words, for table A[i], each
line A[i,ci, f 0i , f
1
i , f
2
i ] is a boolean value defined as follows:
A[i,ci, f 0i , f
1
i , f
2
i ] =
{
1 if ci can be extended to a 2-path 3-coloring of Vi,
0 otherwise
The computation of tables for the leaf, introduce, forget and join bags are presented in the follow-
ing:
— Leaf bag: let Xi be a leaf bag, Xi = {v}. As Xi does not have any child bag and v is the single
vertex in Xi, every valid partial solution A[i,ci, f 0i , f
1
i , f
2
i ] = 1 is defined for every value of
ci(v) ∈ {green,red,blue}, f 0i (v) = 1, f 1i (v) = 0 and f 2i (v) = 0 , otherwise A[i,ci, f 0i , f 1i , f 2i ] =
0.
— Introduce bag: let Xi be an introduce bag where Xi = X j ∪{v}. Two situations are possible:
— First, if v has no neighbor u ∈ X j then every valid partial solution A[ j,c j, f 0j , f 1j , f 2j ] = 1 is
extended to a valid partial solution in A[i] for every color assigned to v and fixing f 0i (v) = 1,
f 1i (v) = 0, f
2
i (v) = 0.
— Second, if v has neighbors in X j then every partial solution A[ j,c j, f 0j , f
1
j , f
2
j ] = 1 is ex-
tended to a valid partial solution in the table A[i] such that ∀u ∈ X j where (u,v) ∈ E \F ,
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u and v receive different colors i.e. ci(v) 6= c j(u), otherwise the color assigned to v can be
the same as:
— one neighbor u∈X j where (u,v)∈F such that u has no neighbor with the same color in
A[ j,c j, f 0j , f
1
j , f
2
j ] i.e f
0
j (u) = 1, then ci(v) = c j(u) and f
1
i (v) = f
1
i (u) = 1. Or u has ex-
actly one neighbor w (that is not adjacent to v) with the same color in A[ j,c j, f 0j , f
1
j , f
2
j ]
i.e. f 1j (u) = 1 and f
1
j (w) = 1. Then, the extended solution updates the following values
ci(v) = c j(u) = c j(w) and f 2i (v) = f
2
i (u) = f
2
i (w) = 1.
— exactly two neighbors u,w∈ X j having the same color where (u,v),(v,w)∈ F , (u,w) 6∈
E and every node u and w has no neighbor with the same color in the selected partial
solution A[ j,c j, f 0j , f
1
j , f
2
j ] i.e. f
0
j (u) = 1 and f
0
j (w) = 1. Then the extended solution
updates the following values ci(v) = c j(u) = c j(w) and f 2i (v) = f
2
i (u) = f
2
i (w) = 1.
— All the other configurations are not valid because they generate a k−path coloring with
k > 2. See figures 3.8 for illustrations of the extension of partial solutions in the introduce
bag case.
— Forget bag: let Xi be a forget bag, Xi = X j\{v}. A valid partial solution A[ j,c j, f 0j , f 1j , f 2j ] = 1
is extended to a valid partial solution of the table A[i] by removing the values corresponding to
the forgotten vertex v from the vectors c j, f 0j , f
1
j , f
2
j .
— Join bag: let Xi be a join bag where Xi = X j1 = X j2 . A partial solution in the table A[i] is valid
if the same partial solution is valid for A[ j1] and for A[ j2] verifying the following constraints:
— The two selected vector of colors in the partial solutions from A[ j1] and A[ j2] are equal i.e.
c j1 = c j2 .
— Each vertex v∈ X j1 having f 2j1(v) = 1 in the solution of A[ j1], and f 2j2(v) = 1 in the solution
of A[ j2], v is in a path p of length 2 where all its vertices have the same color and the edges
of the path are in F . Then all the nodes within the path p have to be in the bag X j1 (hence
in X j2 and Xi).
— Each vertex v ∈ X j1 with f 2j1(v) = 1 in the solution of A[ j1], and f 1j1(v) = 1 in the solution
of A[ j2]. Then v must have at least one neighbor with the same color in the bag X j1 (hence
in X j2 and Xi).
If the listed conditions are not verified then the connected components in each color will not
form a path of length at most 2. See Fig. 3.9 for illustrations of valid and non valid join bag
cases.
3.6 Benchmark instances
In this study, we use 23 industrial instances, 10 of which are the one presented in the ILP formu-
lations chapter and the remainder are other industrial instances of via layouts from Mentor Graphics
(that we obtained later). They are displayed in Table 3.1: « Graph » gives the name of the graph,
« |V | » is the number of nodes, « |E| » is the number of edges, « |F | » is the number of edges that can
be assigned to a path, « Density » is the density of the graph that is computed as follows: 2|E||V |(|V |−1) ,
« ω(G) » is the size of the maximum clique of the graph, « ∆(G) » is the maximum vertex degree in
the graph, « Width » is the width of the tree decomposition corresponding to the graph, we calculated
it as the minimum width over 10 iterations of a heuristic computing a tree decomposition in D-FLAT
framework (see next section for a presentation of the D-FLAT framework). Note that we did not use
the grid graph instances as presented in the previous chapter, because it is known that the complete
grid graphs of size n×n have a treewidth equal to n. After several random generation of grid graphs
G = (V,E) where the probability to choose a vertex in the grid as a vertex of the graph is p = 0.5 we
found that the treewidth of the grid graphs is very high, for instance a graph having 1900 nodes can
have a width of 40, which makes the dynamic programming unpractical on these data.
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Figure 3.8 – Illustrations of valid and non valid extension of partial solutions for the introduce bag
(Xi = X j ∪{v}), in the case of 2-path coloring.
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Figure 3.9 – Valid and non valid configurations for the extension of partial solutions in a join bag
Xi = X j1 ∪X j2 , in case of induced 2-path coloring.
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Graph |V | |E| |F | Density ω(G) ∆(G) Width
new_clip_1 54 56 52 0.0391 3 4 2
new_clip_2 61 86 85 0.0469 3 5 2
new_clip_3 89 112 107 0.0286 3 5 2
new_clip_4 90 113 109 0.0282 3 5 2
new_clip_5 96 111 105 0.0243 3 4 2
new_clip_6 98 126 120 0.265 3 5 3
new_clip_7 102 144 141 0.0279 3 5 2
new_clip_8 111 140 137 0.0229 3 5 2
new_clip_9 114 131 125 0.0203 3 4 2
new_clip_10 116 155 151 0.0232 3 5 3
new_clip_11 119 142 136 0.0202 3 4 3
new_clip_12 128 159 149 0.0195 3 5 2
new_clip_13 137 167 160 0.0179 3 5 3
new_clip_14 159 196 188 0.0156 3 5 2
new_clip_15 173 224 216 0.0150 3 5 3
new_clip_16 382 396 339 0.0054 3 4 2
new_clip_17 969 1001 900 0.0021 3 3 2
new_clip_18 993 1009 927 0.0020 3 4 2
new_clip_19 997 1047 906 0.0021 3 4 2
new_clip_20 998 1024 924 0.0020 3 4 2
new_clip_21 1900 1937 1804 0.0010 3 4 2
new_clip_22 1912 1960 1809 0.0010 3 4 2
new_clip_23 1937 1996 1812 0.0010 3 4 2
Table 3.1 – Industrial instances for the dynamic programming technique.
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Graph |V | χ1ind cpu time (sec) χ2ind cpu time (sec)
new_clip_1 54 2 0.35 2 0.92
new_clip_2 61 2 0.75 2 1.62
new_clip_3 89 2 0.51 2 1.5
new_clip_4 90 2 0.98 2 1.21
new_clip_5 96 2 0.55 2 1.73
new_clip_6 98 2 0.84 2 3.45
new_clip_7 102 2 0.94 2 1.47
new_clip_8 111 2 1.45 2 2.21
new_clip_9 114 2 0.79 2 2.21
new_clip_10 116 2 1.15 2 2.5
new_clip_11 119 2 1.41 2 4.02
new_clip_12 128 2 1.17 2 2.83
new_clip_13 137 2 1.22 2 3.05
new_clip_14 159 2 1.42 2 3.53
new_clip_15 173 2 1.83 2 3.44
new_clip_16 382 2 2.57 2 4.95
new_clip_17 969 2 7.26 2 12.52
new_clip_18 993 2 6.19 2 12.63
new_clip_19 997 3 8.86 2 12.82
new_clip_20 998 3 8.65 2 12.95
new_clip_21 1900 3 21.09 2 26.87
new_clip_22 1912 3 18.22 2 26
new_clip_23 1937 2 6.29 2 27.02
Table 3.2 – Results of dynamic programming for 1-path coloring and 2-path coloring on industrial
instances using D-FLAT framework.
3.7 Numerical results
The numerical results are presented in the case of induced k−path coloring problem where k = 1
and k = 2. The dynamic programming conditions presented in Section 3.4 and Section 3.5 were imple-
mented using D-FLAT 1.2 framework. D-FLAT [53] is a framework that already implements a generic
version of the dynamic programming algorithm: it uses a heuristic to calculate a tree decomposition
of a given graph, then a logic laguage called Answer Set Programming (ASP) is used as an interface to
describe the tables generations of our problem. A manual of D-FLAT can be found in [53] and more
details about the ASP laguage can be found in [16]. Moreover, see Appendix C for the D-FLAT code
used for the induced k−path coloring problem when k = 1 and k = 2. All the tests were done on a ma-
chine equipped with an Intel(R) Xeon(R) CPU E5-2640 2.60 GHz and a memory of 529GB. D-FLAT
returned a coloring solution for a fixed set of colors, we first run all the instances using two colors, if
a solution was returned by D-FLAT then we saved it and saved the computation time, if no solution
is found then we increased the set of colors by one until a solution was found. The Table 3.2 presents
the results of the minimum number of colors in the case of 1−path coloring in column « χ1ind », in the
case of 2−path coloring in column « χ2ind » and their corresponding CPU time in column « cpu time
(sec) » for every industrial instance.
The results presented in Table 3.2 show that the dynamic programming approach using D-FLAT
framework return very good results on the industrial instances, optimal solutions are found in few
seconds. Note that the instances presented in this study are the largest connected components of every
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vias layout. We can conclude that dynamic programming is a promising method to solve the whole
layout designs by applying the same process on all the connected components of a given vias layout
in a very short runtime, few minutes. This result can be expected for the used benchmark instances
because we know that each vias layout contain a hundred of connected components, we can assume
the runtime of the dynamic programming on the connected components will be less than the one spent
on the largest one.
3.8 Conclusion
The dynamic programming results are comparable to the one of the naïve and IAC formulations
presented in Chapter 2, Section 2.3.1 on industrial instances. Note that the results work pretty well
because the treewidth is very small on the 23 industrial instances (at most 3). It is difficult to guaranty
through that, all industrial instances will have this property.
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Chapter 4
k-matching cover
In this chapter we present an alternative model to solve the DSA-aware MP problem. We focus on
a special case which reduces to the so called k−matching cover problem, and we thus study the corre-
sponding problem. When k = 1, the k−matching cover problem is equivalent to the perfect matching
problem and is thus polynomially solvable [52]. When k≥ 2, the problem is still polynomial [67], and
somewhat simpler, because it can be modeled as a union of k matching matroids and it can thus be
solved efficiently through matroid intersection (see for instance [64]). In [67], Wang et al proposed an
algorithm for this latter case based on Edmonds-Gallai Theorem and several technical augmentation
algorithms. Their proof contained some flaws though. Inspired by their work, we developed a new
flawless algorithm for the problem that somehow exploit again Edmonds-Gallai decomposition results
in conjunction with simple flow arguments. In the mean time, Wang et al corrected their flaws [68].
We then developed a much simpler algorithm based on bipartite matching. Before presenting these
two results we present key ingredients from matching in bipartite and non bipartite graphs and network
flows that are needed in our proofs.
4.1 Notations and definitions
Let G = (V,E) be a graph. Note that we focus only on simple graphs i.e. graphs without loops
and parallel edges. In this chapter we use the standard graph theory notations and definitions that are
reminded in the Appendix A. Other main definitions used in this chapter are presented below.
A matching M of G is a subset of edges of E where no two edges in M share the same vertex. The
size of a matching M is the cardinality of the set M. M is maximum if it is of maximum size over all
matchings of G. We denote the size of a maximum matching by ν(G). Given a matching M, a vertex
v ∈V is said to be exposed if it is not incident to any edge e ∈M. M is perfect if each vertex u ∈V is
incident to an edge in M, an example is presented in Fig. 4.1 (a). A stable set is a set of pairwise non-
adjacent vertices. The maximum matching problem is the problem of finding a matching of maximum
cardinality in a graph. The maximum weight matching problem is the problem of finding a matching
where the sum of the edges weight in the matching is maximum. The maximum (weight) matching
problem is known to be polynomial. In the case of bipartite graphs, the cardinality version reduces to
a maximum flow problem (see Section 4.3.2 for a proper defition). Moreover, the Hungarian method,
developed by Kuhn [50], allows to find a maximum weight matching in polynomial time. In the
case of general graphs, Edmonds’ algorithm finds a maximum (weighted) matching in polynomial
time [13]. The matching cover problem is the problem of finding a minimum number of matchings
whose union covers all the vertices of a given graph. Obviously the problem reduces to the question
of whether a graph G has a matching cover of size k for all k = 1, ..., |E|. A formal definition of the
k−matching cover is given in the following:
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Definition 4.1. (k−matching cover). Let G = (V,E) be a graph. Let k≥ 1 be an integer, a k-matching
cover of G is a set of k (disjoint) matchings M1, . . . ,Mk of G where each vertex of V is incident to at
least one edge in ∪ki=1Mi.
A minimum matching cover is a k-matching cover with k minimum. See Fig. 4.1 for some exam-
ples of k−matching cover.
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bb
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bb
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bb
Figure 4.1 – Examples of k-matching cover. (a) a 1-matching cover a.k.a a perfect matching. (b) a
2-matching cover. (c) a 4-matching cover. (Each color represents a matching).
4.2 From DSA-aware MP to k−matching cover
In this section, we present the connection between the DSA-aware MP problem and the k−matching
cover problem. Remember that the DSA-aware MP problem can be defined as a general or induced
k−path coloring problem for a graph G= (V,E), F ⊆ E and k integer. As presented in Chapter 2, there
is a naïve formulation to solve the k−path coloring that consist in listing all feasible paths of length at
most k (including singletons). Let us call the vertices within each feasible path of length at most k a
group. The model selects among those groups some that covers all the vertices of the original graph
and simultaneously minimizes the chromatic number of the graph induced by these groups. More
formally, we can create an auxiliary graph G′ = (V ′,E ′) such that every vertex of V ′ is a listed group.
Two vertices are adjacent in G′ if there exists an edge in E(G) between the corresponding groups or if
the two groups contain a same vertex. An example of an auxiliary graph is presented in Fig. 4.2(b).
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(b) The auxiliary graph G′ = (V ′, E′) of G.
Figure 4.2 – An example of a graph G and its auxiliary graph G′. (a) presents a graph G modeling a lay-
out of vias where V = {a,b,c,d,e, f ,g} and E = {(a,b),(a,c),(b,c),(b,d),(d,e),(d,g),(e, f ),( f ,g)}
and F = {(a,b),(d,g),(e, f )} and consider a 2-path coloring of G. (b) presents the auxiliary graph G′
of G where the listed groups are: {a,b,c,d,e, f ,g,{a,b},{g,d},{e, f}}.
Now we want to find a set of vertices U in G′ such that (i) the union of the groups correspond-
ing to the vertices in U covers all original vertices of G and (ii) the chromatic number of G′[U ] is
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minimum among all such U . For instance in Fig. 4.2(b) the set U can have the following value
U := {{a,b},c,{g,d},{e, f}} and χ(G′[U ]) = 2. Observe that the set of vertices in G′ containing a
given vertex in G forms a clique (non necessarily maximal), examples of such cliques can be seen in
Fig. 4.2(b), for instance {a,{a,b}} or {d,{g,d}}. Let us call K the set of all such cliques. Finding
a minimum k−path coloring of G is equivalent to determine the minimum number of colors needed
to partially color the vertices of G′ so that each clique of K is hit by (at least) one of the colors. We
might call the underlying graph coloring problem the clique hitting partial coloring problem. For-
mal definitions are given in Definition 4.2 and Definition 4.3. See Fig. 4.3 for a clique hitting partial
coloring illustration.
Definition 4.2. (Partial coloring). Let G= (V,E) be a graph. A partial coloring of G is an assignment
of colors to a subset of vertices of V such that no two adjacent vertices receive the same color. When
the number of colors used is k we call it a partial k−coloring of G.
Definition 4.3. (K −clique hitting partial coloring). Let G = (V,E) be a graph. Let K be a subset
of cliques of G. A K −clique hitting partial coloring of G is a partial coloring where in each K , at
least one vertex receives a color. When the number of colors used is set to k we call it a K −clique
hitting partial k−coloring of G.
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Figure 4.3 – Example of clique hitting partial coloring.
Given a set of cliques K , the K −clique hitting partial coloring problem is the problem of finding
the minimum number of colors k such that a K −clique hitting partial k−coloring exists. An example
is presented in Fig. 4.3 where figure (c) shows the set K corresponding to the auxiliary graph G′ pre-
sented in Fig. 4.2, and figure (d) presents a K −clique hitting partial coloring of G′ using two colors.
The K −clique hitting partial coloring problem is obviously a hard problem as it contains (proper)
graph coloring as a special case: for a given graph, G = (V,E) we can choose each single vertex as
one of the cliques of K i.e K = {{v},v ∈V}, an example is presented in Fig. 4.4. Furthermore, the
k-matching cover appears to be a special case of the K −clique hitting partial coloring problem if the
auxiliary graph G′ is the line graph of a graph H, (V (G′) = E(H) and two vertices are adjacent in
G′ iff their corresponding edges in H are incident). In the definition of line graphs, one can see that
a star in H yield a clique in G′. Therefore, if we choose K in G′ as the cliques stemming from the
maximal stars in H incident to each vertex i.e. K = {{e ∈ δ (v)} : v ∈ V (H)}, finding a minimum
number of colors for the K -clique hitting partial coloring of G′ is equivalent to find a minimum k-
matching cover of H. Indeed, a matching M ⊆ E(H) is a stable set of G′. Therefore a k-matching
cover {M1, . . . ,Mk} is a set of k stable sets of G′ that color at least one vertex for each clique in K .
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Figure 4.4 – A particular case of clique hitting partial coloring example. When K = {{v},v ∈ V},
the K −clique hitting partial coloring of G is equivalent to a (proper) coloring of G.
4.3 Matching and network flow
In this section we present some standard theorems and algorithms for matching in bipartite and
non bipartite graphs as well as network flows. These results are key ingredients for the proof of the
k-matching cover theorem in the next section.
4.3.1 Matching
The matching problem was first studied on bipartite graphs before being extended to general
graphs. Let G = (X ∪Y,E) be a bipartite graph, Hall’s theorem [33] gives a characterization for
the existence of a perfect matching. It essentially states that there should be enough vertices in the
neighborhood of any subset S of vertices of X or Y , see Theorem 4.1.
Theorem 4.1. (Hall’s theorem [33]). Let G = (X ∪Y,E) be a bipartite graph. Then G has a perfect
matching if and only if |S| ≤ |N(S)|, for each S⊆ X and S⊆ Y .
Hall’s necessary and sufficient condition for perfect matching can be extended to a necessary
condition for the existence of a perfect matching in general graphs, by requiring that |S| ≤ |N(S)|, for
all stable sets S. Unfortunately, the condition is not sufficient for general graphs as illustrated by a
triangle. Tutte [65] presented a characterization of the existence of a perfect matching in an arbitrary
graph. He stated that a graph G has a perfect matching if for every set of vertices U , the number of
odd components in G−U is at most the cardinality of U as presented in Theorem 4.2.
Theorem 4.2. (Tutte’s theorem [65]). Let G = (V,E) be a graph. There exists a perfect matching in
G if and only if for every U ⊆V , o(G−U)≤ |U |, where o(G−U) is the number of odd components
of G−U.
In [10], Berge generalized Tutte’s theorem and gave a characterization of the size of the maximum
matching in an arbitrary graph as presented in Theorem 4.3.
Theorem 4.3. (Tutte-Berge formula [10]). Let G = (V,E) be a graph. The size of the maximum
cardinality matching in G denoted by ν(G) is given by: ν(G) =
1
2
min
U⊆V
(|U |−o(G−U)+ |V |), where
o(G−U) is the number of odd components of G−U.
The size of a maximum matching is always at most
1
2
min
U⊆V
(|U |−o(G−U)+ |V |) and there al-
ways exists a subset of vertices U that verify the equality given by the Tutte-Berge formula, this set
is called a Tutte set. Such a set U can be found at the end of Edmonds algorithm: it is the set of even
vertices (see Edmonds algorithm below). We can see that Tutte’s theorem is a particular case of the
Tutte-Berge formula.
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In the case of bipartite graphs, we can extend Hall’s Theorem from perfect matching to k−matching
cover as presented in Theorem 4.4. Quite surprisingly, this result holds for general graphs if we slightly
adapt the theorem as long as k≥ 2, as presented in Theorem 4.5. We will prove this more general ver-
sion in the next section, Theorem4.4 will follow then as a simple corollary.
Theorem 4.4. Let G = (X ∪Y,E) be a bipartite graph and let k ∈ N\{0}. There exists a k-matching
cover of G if and only if ∀S⊆ X and ∀S⊆ Y , |S| ≤ |N(S)| · k.
Theorem 4.5. Let G = (V,E) be a graph. Let k ≥ 2 be an integer. There exists a k-matching cover of
G if and only if for all stable set S of G, |S| ≤ |N(S)| · k.
Let us now recall some algorithmic aspects of the matching problem. Most algorithms for bipartite
and non-bipartite graphs are built upon Berge’s augmenting path theorem [11]. Before introducing the
Berge’s theorem we define the notion of M−alternating path and M−augmenting path. Illustrations
are presented in Fig. 4.5.
Definition 4.4. (M-alternating path). Let G = (V,E) be a graph. Let M be a matching of G. A
M-alternating path P is a path of G where edges are alternatively in M and E \M (or vice-versa).
Definition 4.5. (M-augmenting path). Let G = (V,E) be a graph. Let M be a matching of G. An M-
augmenting path P is an alternating path where the two extremities of P are (distinct) exposed vertices
i.e. the edges incident to the extremities of the path are in E \M.
b b b b b b
b b b b b b
(a) Alternating path
(b) Augmenting path
exposed vertex
Matching edges
Figure 4.5 – An alternating path, an augmenting path and an exposed vertex.
Theorem 4.6. (Berge’s theorem [11]). Let G = (V,E) be a graph. A matching M of a graph G is
maximum if and only if there is no M-augmenting path in G.
Berge’s theorem reduces the (maximum size) matching problem to a sequence of augmentation
problems: one can start with an initial matching M and check whether an M-augmenting path exists;
if so, one can produce a matching of size |M|+ 1 and iterates with the new matching until no M-
augmenting path is found.
The detection of an augmenting path can somewhat be reduced to the detection of a regular path
between exposed vertices in an auxiliary graph H that is built as follows: The vertices of H are the
original vertices of G and an arc (u,v) exists in H if and only if there exists w ∈V where w 6= u, w 6= v
such that (u,w) ∈ E and (w,v) ∈M. It can be easily shown that, to a M-augmenting path with extrem-
ities u,v in G corresponds a path in H with extremities u and a vertex incident to v in G. Similarly, to
a path in H between an exposed vertex u and a vertex incident to an exposed vertex v corresponds an
M-augmenting walk (a walk W in contrast with a path that might visit several times a same vertex) in
G with extremities u and v. Now when the graph is bipartite this walk is actually a M-augmenting path
in G and we thus have a simple algorithm (the reader can refer to [52] for more details on the bipartite
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case).
In contrast, in general graphs, the presence of odd-cycles destoys this one-to-one correspondence
between M-alternating paths of G and their natural counterpart in H. Edmonds [24] solved the problem
by shrinking the odd cycles into super vertices. We define a M-blossom B in G to be an odd cycle of
G (when M is clear from the context, we simply call B a blossom). Shrinking a blossom B into a super
vertex v is the operation of replacing all vertices and edges within B by a vertex vB. Consequently, any
edge incident to some vertex in V (B) is now replaced by an edge incident to vB, as shown in Fig. 4.6.
The resulting graph is denoted by G\B with the set of vertices V (G\B) :=V (G)\V (B)∪{vB} and the
set of edges E(G\B) := {(u,v) ∈ E : u,v ∈V (G)\V (B)}∪{(u,vB) : u ∈V (G)\V (B) and (u,v) ∈ E
for some v ∈V (B)}. We denote by M \B the matching of G\B defined by M−{(u,v) : u,v ∈V (B)}.
Lemma 4.1 [24] gives a direct relation between maximum matchings in G\B and maximum matchings
in G. Note that the proof of Lemma 4.1 is algorithmic and one can easily retrieve a maximum matching
in G from a maximum matching in G\B, see for instance [52].
b bbb b
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(b)
vB
Blossom B
b
b
b
b
b
b
Figure 4.6 – An example of a blossom in (a) and its shrinking to super vertex in (b).
Lemma 4.1. (Edmonds [24]). Let G = (V,E) be a graph, M a matching of G and B a blossom. M \B
is a maximum matching in G\B if and only if M is a maximum matching in G.
We will now describe this algorithm in details as presented in [13]. While we refer to textbooks
for the proofs of some standard results, we detail some here in order to exhibit a few key properties
that we will use later. Edmonds’ algorithm proceeds as follows: Let M be a matching of G and S⊆V
be the set of exposed vertices. If S = /0 then G has a perfect matching and we have found a maxi-
mum matching. If S 6= /0 then the algorithm attempts to detect a M-augmenting path by constructing
iteratively a M-alternating forest. A M-alternating forest F is a forest of G where each component
of F contains exactly one exposed vertex called the root of the component, each exposed vertex of S
belongs to exactly one component of F , and each edge (u,v) of F belongs to the matching M iff the
vertex u is at an odd distance from the root and the vertex v is at an even distance from the root. In
particular, each vertex in F which is at an odd distance from any vertex in S has degree 2 in F and
these vertices are called inner vertices, while the remaining vertices in F are called outer vertices. By
definition, the root vertices of the components of F are outer vertices. An alternating forest example
is presented in Fig. 4.7.
For convenience, in the following algorithm description, given a vertex u with (u,v) ∈ M, we
denote v by M(u). Also for a vertex x, we denote by P(x) the unique alternating path from x to the
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Figure 4.7 – An alternating forest example.
set of exposed vertices S in the alternating forest F . Edmonds’ algorithm starts by initializing the
alternating forest F with the vertices in S and no edges, and iterates according to the four situations
listed below:
1. It grows F: if there is a vertex y not in F and y is adjacent to an outer vertex x in F , then we
grow F by adding {(x,y),(y,M(y))}.
2. It detects a blossom B: if x,y are two outer vertices in a same component of F , which are
adjacent in G, then P(x)∪ (x,y)∪P(y) is an alternating walk in G and there is a blossom B in
P(x)∪ (x,y)∪P(y). We shrink B and we proceed in G \B with M \B following Lemma 4.1.
Then we can use F \B as an initial forest.
3. It finds an augmenting path: if x,y are two outer vertices in two different components of
F , which are adjacent in G, then P(x)∪ (x,y)∪P(y) is an alternating path in G, then M is
augmented along this path (we extend it to an augmenting path of the original graph if we
shrunk blossoms in previous iterations). The algorithm starts again with the new matching
using Berge’s theorem, see Theorem 4.6.
4. It stops: if none of the above applies, we stop as M is a maximum matching (the algorithm
exhibits a certificate of optimality i.e. a Tutte set).
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Figure 4.8 – A graph.
Let us instantiate the algorithm on the graph of Fig. 4.8. Given a matching M = {(2,3), (4,5),
(6,8), (9,10), (11,12), (13,14), (15,16)}, an illustration of the detection of a M-blossom and the
termination of Edmonds’ algorithm with M a maximum matching are presented in Fig. 4.9.
Now, let us prove that the algorithm terminates with a maximum matching. Let M be the matching
in the last iteration of the algorithm and B1, ...,Bk the various blossoms discovered when building the
corresponding M-alternating forest. We will prove that the inner vertices of F ′ := F \B1 \B2 · · · \Bk
(the alternating forest with shrinked blossoms), denoted by U form a Tutte set of the original graph.
Observe that, by construction, super vertices are necessarily outer vertices. We denote by odd(G) the
69
b b
b b
b b
b b
b b
b
b
b
b
b
b
b
b b
b b
b
b b
b b
b b
b b
b b b
b
b
b b
b b
b
b
b
1
2
3
4
5
68
9
7
10
11121314
15 16
15 16
1314 12
8
9
7
10
6
11
B1
1
24
5 3
7
B1
6 12
8 11
9
10
7
(a)A matching M and two exposed vertices 1 and 7. (b) Alternating forest detecting a blossom 1, 2, 3, 4, 5.
(c) A matching M and a contracted blossom B1. (d) An alternating forest detecting the end of Edmonds
algorithm, the matchcing M is maximum.
Figure 4.9 – Edmonds’ M-augmenting forest given a matching M.
inner vertices, by even(G) the outer vertices of G (all original vertices shrunk to a super vertex are
considered outer vertices) and by free(G) the vertices of G that are neither inner vertices nor outer
vertices. We recap here some properties that we will exploit in the next section.
Property 4.1. At the end of Edmonds’ algorithm, we have the following properties :
(i) odd(G) are vertices of F ′ (not super vertices).
(ii) There is no edge of E between even(G) and f ree(G) and between vertices of even(G) that are
shrunk to a different super vertices of F ′.
(iii) Vertices of odd(G) are matched by M to vertices in even(G).
(iv) The edges of M induce a perfect matching in G[ f ree(G)].
Proof. We already observed (i), super vertices are only in even(G). Property (ii) is true otherwise
we are in one of the cases of the alternating forest construction listed above (case 1. or 2. or 3.)
and the algorithm would not stop. Property (iii) is valid by the definition of inner vertices and outer
vertices. Property (iv) follows from the fact that vertices in f ree(G) are not exposed and the vertices
in even(G)∪odd(G) are either exposed or matched to a vertex in even(G)∪odd(G).
Remember that U = odd(G), then it follows from (ii) that the connected component of G−U
are components of G[even(G)] or G[ f ree(G)]. Now G[even(G)] has exactly |V (F ′)|− |U | connected
components as they are associated with the outer vertices of F ′. Now the connectivity within a super
vertex is guaranteed by construction. The parity of super vertices is preserved by shrinking so that
the connected component of G[even(G)] are of odd cardinality. Finally, the connected components of
G[ f ree(G)] are of even cardinality as M induces a perfect matching in G[ f ree(G)] by property (iv).
Hence, counting two vertices per edge in M misses exactly o(G−U)−|U | vertices of V , the exposed
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vertices of F ′ where o(G−U) is the number of odd components of G−U , and thus U is a Tutte set
and the algorithm returns a maximum matching. This proves Theorem 4.3. Fig. 4.10 displays a Tutte
set U = {6,9,12} corresponding to the graph G in Fig. 4.8.
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Figure 4.10 – Edmonds decomposition after finding a maximum matching M.
4.3.2 Network flows
In this section, we recall definitions and results related to network flows. Let G = (V,E) be a
directed graph (in this case the edges are called arcs). Let s, t ∈V be, respectively, a source and a sink
of G: a source is a vertex with no incoming arcs and a sink is a vertex with no outgoing arcs. Let the
mapping c : E→ R+ be a capacity function on the arcs of G. The pair (G,c) is called a network, see
Fig. 4.11 (a) for an example. A flow from s to t, called (s, t)−flow is a function f : E→R+ satisfying
the following constraints:
— Capacity constraint: for each arc e ∈ E, the value of the flow going through e is at most the
capacity of the arc e i.e. 0≤ f (e)≤ c(e),∀e ∈ E.
— Conservation constraint: for each vertex v∈V \{s, t}, the sum of incoming flow to v is equal
to the sum of outgoing flow from v i.e. ∀v ∈V \{s, t},∑e∈δ+(v) f (e)−∑e∈δ−(v) f (e) = 0.
The value of a (s, t)−flow noted | f | is equal to the sum of flows outgoing from the source vertex s
i.e. | f |= ∑e∈δ+(s) f (e). A maximum (s, t)−flow in G is a (s, t)−flow of maximum value, an example
is presented in Fig. 4.11 (b). An integral (s, t)−flow is a flow that has an integer value that transits in
each arc of the network. A (s, t)−cut U is a set of vertices of V with s ∈U and t ∈V \U . The capacity
of a cut U is the sum of the capacity on the arcs in δ+(U) i.e. the value ∑e∈δ+(U) c(e). A minimum
(s, t)−cut in G is a (s, t)−cut of minimum capacity. An example of a (s, t)−cut is shown in Fig. 4.11
(c) and (d). In [26], Ford and Fulkerson presented a direct relation between the maximum flow and the
minimum cut of a network in the max-flow min-cut theorem, see Theorem 4.7 below. In addition, a
maximum flow in a network can be found using Ford-Fulkerson method in O(|E| · | f ∗|) where | f ∗| is
the value of the maximum flow, see for instance [27], [13]. A polynomial time of the Ford-Fulkerson
method was proposed by Edmonds-Karp [25]. The algorithm runs in time O(|V |.|E|2).
Theorem 4.7. (Ford Fulkerson theorem [26]). The value of a maximum (s, t)-flow is equal to the
capacity of the minimum (s, t)-cut.
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Figure 4.11 – A network, a max (s, t)-flow and a min (s, t)-cut.
4.4 k-matching cover
Now that we recalled the main results for matching and network flows, we can present our first
proof of Theorem 4.5.
Theorem 4.5. Let G = (V,E) be a graph with no perfect matching. Let k ≥ 2 be an integer. There
exists a k-matching cover of G if and only if for all stable set S of G, |S| ≤ |N(S)| · k.
4.4.1 Proof of Theorem 4.5 (first version)
In this first proof we use Property 4.1. For convenience, at the end of Edmonds’ algorithm we
define A(G) = odd(G), D(G) = even(G) and C(G) = f ree(G) . Let us denote by D1(G) the set
of odd connected components of D(G) of size 1 and D3(G) := D(G) \D1(G). An illustration of the
sets A(G),C(G),D(G),D1(G),D3(G) corresponding to the graph in Fig. 4.8 are presented in Fig. 4.12.
We will prove that the following statements are equivalent:
— (a) ∃ k-matching cover of G.
— (b) ∀S stable set of G, then |S| ≤ |N(S)| · k.
— (c) ∃ a flow of size |D1| in the network (G′(V ′,E ′),c) where V ′ = {s, t}∪D1∪A , E ′ := {e =
(u,v) ∈ E : ∀u ∈ D1,v ∈ A}∪{(s,u) : ∀u ∈ D1}∪{(v, t) : ∀v ∈ A}, and c(e) = 1 if e = (s,u)
for some u, c(e) = k if e = (v, t) for some v and c(e) = +∞ otherwise (an illustration is given
in Fig. 4.13).
(a) =⇒ (b) (Implication):
Suppose that {M1, ...,Mk} is a k-matching cover of G. We denote by C the set
⋃k
i=1 Mi. Let S be a
stable set of G. We let C′ := C∩ δ (S). First, by definition of C, for each vertex u ∈ S, there exists
(u,v) ∈ C and because S is a stable set, v ∈ N(S). Hence, there are at least |S| edges in |C′| i.e.
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Figure 4.12 – Edmonds decomposition after finding a maximum matching M.
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Figure 4.13 – Example of a network (G′(V ′,E ′),c), as described in the above statement (c), corre-
sponding to the Edmonds decomposition presented in Fig. 4.12.
|S| ≤ |C′|. Secondly, for each vertex v ∈ N(S), v has at most k incident edges in C and a fortiori in C′.
Thus there are at most k · |N(S)| edges in C′ i.e. |C′| ≤ k · |N(S)|. The result follows.
(b) =⇒ (c) (Contrapositive):
In the following, we will prove that if there is no flow of size |D1| in (G′ = (V ′,E ′),c) , then there
is a stable set S of G such that |S|> |N(S)| ·k. Let f ∗ be the value of a maximum (s, t)−flow of (G′,c).
Let U be a minimum (s, t)−cut of G′, see Fig. 4.14. By the max-flow min-cut theorem, the capacity
of the cut U is f ∗. Assume that f ∗ < |D1|. In particular, there is no arc of infinite capacity in δ+(U).
It follows that :
1. f ∗ = |D1 \U |+ k · |A∩U |. Therefore f ∗ = |D1 \U |+ |A∩U | · k < |D1|, so |D1|− |D1∩U |+
|A∩U | · k < |D1| and hence |A∩U | · k < |D1∩U |.
2. We have N+G′(D1 ∩U) ⊆ A∩U . Therefore |N+G′(D1 ∩U)| · k ≤ |A∩U | · k < |D1 ∩U |. And
D1 ∩U is a stable set of G as the vertices in D1 are vertices from the original graph G (see
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Property 4.1 (i)). Also N+G′(D1∩U) = N(D1∩U) for the same reason.
Thus S = D1∩U is a stable set of G such that |S|> |N(S)| · k.
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Figure 4.14 – U is an (s, t)−cut of value 4≤ |D1| of the network (G′ = (V ′,E ′),c). U ∩D1 is a stable
set S such that |S|= 3 > 2×N(S) = 2.
(c) =⇒ (a) (Implication):
Let f be a (s, t)-flow of value |D1| in (G′,c). We can always assume we have an integral flow for
integral capacities as shown in [13]. The value of the flow going through each arc of E[D1 : A] is 0
or 1, because of the capacity of 1 on the arc leaving s in G′ and flow conservation at vertices in D1.
Let C f = {(u,v) ∈ D1×A : f (u,v) = 1}. We will sometimes consider C f as a set of arcs in G′ and
sometimes as a set of edges in G. Because f is of value |D1| then each vertex in D1 is incident to
exactly one arc in C f . Similarly each vertex in A is incident to at most k arcs in C f . Therefore the
connected components of the (bipartite) subgraph Ḡ of G with vertex set D1∪A and edge set C f are
stars centered in A with degree at most k. Hence, C f can be decomposed greedily into k-matchings
M1, . . . ,Mk of G : number the edges of each star from 1 to k and assign the edge numbered i to the
matching Mi. Observe that {M1, . . . ,Mk} is a k-matching cover of Ḡ that covers each vertex of D1
exactly once. Note also that some Mi might be empty.
Let A′ ⊆ A be the set of vertices that are not covered by edges in C f . Let M be the maximum
matching of G returned by Edmonds’ algorithm. M′ = M \ δ (A \A′) is a matching of G that covers
all vertices in A′ (by Property 4.1 (iii)), all vertices in C (by Property 4.1 (iv)) and all non exposed
vertex in D3. In other words, the edges of M′ are in E[C], E[D3], E[A′ : D3] or E[A′ : D1] by Property
4.1. Now let us complete the k matchings M1, . . . ,Mk to cover all the vertices of G using the matching
M without generating any conflicts. For each e ∈M′, we assign e to the first Mi such that Mi∪{e} is
still a matching of G. Observe that conflicts can appear only between edges of M \M′ and edges in
the original Mi,∀i ∈ {1, . . . ,k} as M \M′ and the laters are matchings. We thus have the following :
— Edges of M in E[C] are assigned to M1 : no conflicts is ever created.
— Edges of M in E[D3] are assigned to M1 : no conflicts is ever created.
— Edges of M in E[A′ : D3] are assigned to M1 : no conflicts is ever created.
— Edges of M in E[A′ : D1] are assigned to M1 or M2 (remember that k ≥ 2) : indeed an edge
e ∈M∩E[A′ : D1] has at most one extremity u in D1 and each vertex of D1 is covered exactly
once by ∪ki=1Mi, so either M1 misses u or M2 misses u.
The new Mi, 1 ≤ i ≤ k, cover all vertices of G but the exposed vertices in D3. By property of
the M-alternating forest F ′, there is only one exposed vertex per component of G[D]. Now, for each
74
exposed vertex u ∈ D3, there is an edge in N(u)∩D3 (otherwise u would be in D1). We add this edge
to M2. The corresponding edges do not share a vertex as each exposed vertex of D3 is in a different
connected component of G[D3] and the edges of M in E[D3] were assigned to M1. Thus M2 is still a
matching. Now {Mi,1≤ i≤ k} is a k-matching cover of G and we are done.
4.4.2 Proof of Theorem 4.5 (second version)
We give here an alternating (and simpler) proof of the same result that builds essentially upon
augmenting path technique in bipartite graphs and does not use the matching of Edmonds algorithm.
Proof. We already proved the « if » part of the theorem: see the proof (a)→ (b) in 4.4.1. Now let us
prove the « only if » part of the theorem. Using Claim 1 presented below, it is enough to prove that if
there does not exist F ⊆ E such that 1≤ dF(v)≤ k, where dF(v) is the number of edges in F incident
to v, then it exists a stable set S such that |S|> |N(S)| · k.
Claim 1: ∃k−matching cover of G ⇐⇒ ∃F ⊆ E such that 1≤ dF(v)≤ k.
⇒ let M1, . . . ,Mk be the set of matchings of G in the k−matching cover for all v∈V , v is incident
to at most k edges in ∪i=1...kMi. Therefore, let F be the union of the k matchings i.e. F = ∪i=1...kMi,
we have 1≤ dF(v)≤ k. ⇐ assume now that there exists F ⊆ E such that 1≤ dF(v)≤ k. While there
is an edge (u,v) ∈ F such that both u and v are covered by at least two edges of F , delete (u,v) from F
and let us call this new set of edges F ′. Then G(V,F ′) is a forest of stars with at most k edges. Let π
be a mapping of the edges of F ′ to {1, . . . ,k} so that no two edges incident to the same vertex receive
the same label. Then, M1 = π−1(1), . . . ,Mk = π−1(k) is a k−matching cover.
Let B be the set of vertices incident to at most 1 edge of F , A := V \B the rest of the vertices of
G, moreover, let B′ ⊆ B be the set of vertices of V not covered by F . Suppose that the set B′ 6= /0. We
show then that it exists a stable set S such that |S|> |N(S)| · k .
Let A′ be the set of vertices of A reachable from B′ by an alternating path, where the vertices of the
path are alternating between B and A and the edges of the path are alternating between E \F and F . Let
S be the set of vertices of B reachable from B′ by an alternating path where B′ ⊆ S⊆ B. Note that these
paths are alternating paths in the bipartite graph induced by edges with one endpoint in A, the other
in B. It is well known how to determine A′ and S for such bipartite graphs with classes A and B algo-
rithmically: it is actually just accessibility in a directed graph that can be found by Breath First Search.
Claim 2: The vertices in A′ are incident to exactly k edges of F.
Indeed, if a vertex in A′ incident to less than k edges of F is reachable from B′ by an alternating
path, then we can increase the number of vertices covered by interchanging the edges in F and not in
F along this alternating path.
Claim 3: S is a stable set and N(S) = A′.
Indeed, there is no edge from S to any vertex of B: this assertion is true for B′, because adding
such an edge would increase the number of covered vertices; there is also no edge from S \B′ to any
B \B′ vertex, otherwise if we have a (s, t) edge such that s ∈ S \B′ and t ∈ B \B′, then we get, by
interchanging along a (b,s) alternating path (b ∈ B′) and after adding the edge (s, t) to F , a solution
with one more vertex covered (vertex b). So the assertion is also true for them, and the first part of
the claim follows. There is also no edge from S to any vertex a ∈ A\A′ since the existence of such an
edge would prove a ∈ A′. The claim follows.
75
By Claim 2 and Claim 3, |S\B′|= k|A′|, and since B′ 6= /0, |S|> k|N(S)|.
4.5 Conclusion
In this chapter we studied a special case of the DSA-aware MP problem that can be solved in poly-
nomial time. Our results present two proofs of the existence of a k−matching cover. Both proofs can
be straightforwardly turned to algorithms, the first proof yields an algorithm with the same complexity
as Edmonds’ algorithm, while the second proof yields an algorithm that has the same complexity as
bipartite matching. This study is more theoretical than practical because it is unlikely for the instances
from the application to meet the conditions of the reduction to the k−matching cover problem. Indeed,
it is unlikely for the auxiliary graph G′ that list all the feasible groups of an industrial instance to be a
line graph.
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Conclusion and perspectives
In this thesis, we developped exact methods to solve the DSA-aware Multiple Patterning problem.
We proposed two graph coloring models: a general k−path coloring problem and an induced k−path
coloring problem. These two problems are known to be NP-hard and we proposed three different
approaches to solve them. First, we developed and compared several integer linear programming for-
mulations. Second, we investigated the characteristics of the graphs arising from industrial instances:
they have « typically » a small tree-width and we exploited this property to develop a dynamic pro-
gramming approach. Finally, we studied a special case when the graphs are line: in this case the
DSA-aware MP problem reduces to the k−matching cover problem. Further research could be done
on the three different approaches that we studied as detailed below.
In Chapter 2, experiments were done on the several ILP formulations to solve the general and
induced k−path coloring, using CPLEX solver. Because the current DSA technology allows only to
deal with small values of k (1 or 2), we restricted our experiments to this setting (even though we de-
velopped models capable of handling larger k). It is not too surprising that the naïve ILP formulation
performs best for the small values of k. However, we are expecting that this latter formulation will
loose interest when the value of k increases, because the number of paths of length at most k grows
exponentially with k. It would be important to run further tests with larger values of k and make new
comparisons between the proposed formulations to identify the turning point. We also observed that
the general k−path coloring problem was harder to solve than the induced one. As any solution to the
induced problem is a solution to the general one, we could use an optimal solution to the former as an
input to the latter and see if the runtime will be improved.
To evaluate the interest of a column generation approach, we have chosen to use BaPCod frame-
work [38]. We did preliminary experiments for the induced 1−path coloring problem on the industrial
instances. The results showed that BaPCod had a lot of difficulties to solve the ILP formulations com-
pared to CPLEX. One could investigate further such an approach by varying the parameters used by
BaPCod and see if there is a positive impact on the results (according to Dr Ruslan Sadykov, the re-
sults could change with different parameters, so we should be careful not to draw quick conclusions).
As BaPCod is a generic tool, we could also try to use a column generation algorithm tailored to the
problem.
One of the main objectives of Mentor Graphics in this project is to assess the quality of their heuris-
tics. We also had some interest in developping alternative heuristics and also assess their quality with
our tools . Tests were done on the induced k−path coloring when k = 1 and k = 2 with LocalSolver.
LocalSolver found optimal solutions in few seconds for all industrial instances, however no certificate
of optimality was returned after one hour. In practice, our first experiments show that LocalSolver
might be a good heuristic that might improve upon the current heuristics used in the industry for the
DSA-aware MP problem. Besides, the solution retrieved by LocalSolver might be useful to speed-up
the exact resolution with CPLEX. This is another direction that would be interesting to explore.
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When we received our first sample of industrial instances, we realized that they all had a small
treewidth. In Chapter 3, we decided to exploit this property and we developped a dynamic program-
ming approach to solve the induced k−path coloring when k = 1 and k = 2. Our experimental results
showed similar performances as with the naïve ILP formulation implemented using CPLEX. Further
investigations could be done using the dynamic programming approach. The algorithms that we pre-
sented for the induced k−path coloring, where k = 1 and k = 2, could be extended to larger values of k.
Similar algorithms could also be developped for the general k−path coloring problem. Depending on
the results found when the value of k increases, one could also try to bypass D-FLAT and implement
the dynamic programming directly to further improve the runtime (if needed).
In Chapter 4, we studied the special case where the graphs are line and we reduced the DSA-aware
MP problem to the k−matching cover problem and we could solve it in polynomial time by extending
techniques from bipartite matching. We might try to use the augmenting path idea as a heuristic to
solve the DSA-aware MP problem in the general case. Moreover, one could also do further investiga-
tions on the characteristics of the graphs arising from industrial instances. We might then find relevant
cases where the k−path coloring can be solved in polynomial time.
Finally, we could also think about improving our models models to integrate other meaningful
manufacturing constraints to the problem. As discussed in the introduction chapter, our formulations
can be used to solve DSA-aware MP in the case of EUV lithography as well. In this case though,
we need to add the angles constraints to the formulations. We could also add weights on the edges
in order to favor small groups, in the optimal solutions, that are preferred by the DSA process (such
preferences, indeed exist in practice). Again this can be easily added to our formulations.
The industry showed an intense interest in DSA technology in the past years. In particular, Mentor
graphics want to be part of the first companies delivering these promising solutions in the case where
DSA technology started to be used for large scale manufacturing. However, with the arrival of EUV,
DSA has lost interest lately. However given the pressure in being able to manufacture smaller and
smaller components, it is likely that DSA will find interest again. We hope that the tools we developped
in this thesis will help the DSA community to grow and Mentor Graphics to position itself as an
important player.
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Appendix A
Definitions
Definition A.1. (Graph). An undirected graph G is a pair (V,E) where V is a finite set of nodes or
vertices and E is a set of pairs of nodes called edges.
See (a) in Fig. A.1 for some graphs examples. Nodes that define an edge are called extremities of
the edge. Two nodes linked by an edge are called adjacent. Two edges sharing a same extremity are
called incident. In our study we consider graphs without any loops (i.e. no edge of the type (u,u)).
Definition A.2. (Subgraph). The subgraph G′ = (V ′,E ′) of a graph G = (V,E) is a graph where
V ′ ⊆V and E ′ ⊆ E and ∀(u,v) ∈ E ′, u ∈V ′ and v ∈V ′. See (b) in Fig. A.1.
Definition A.3. (Induced subgraph). Let G = (V,E) be a graph. Let V ′ ⊆V and let E ′ ⊆ E. A graph
G′ = (V ′,E ′) is an induced subgraph of G if and only if it is a subgraph of G and ∀u ∈ V ′, ∀v ∈ V ′,
(u,v) ∈ E→ (u,v) ∈ E ′. The subgraph induced by V ′ of G is denoted by G[V ′], see (c) in Fig. A.1.
Definition A.4. (Stable set). Let G = (V,E) be a graph. Let S⊆V be a set of nodes of G. S is a stable
set if and only if the induced subgraph G[S] has no edge, i.e. no two nodes in S are adjacent in G. (i.e
∀u,v ∈ S,(u,v) /∈ E), see (d) and (e) in Fig. A.2.
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6 7
(a) A graph G(V,E), (b) A subgraph G′(V ′, E′) of G (c) An induced subgraph G[V ′] of G
4
V = {1, 2, 3, 4, 5, 6, 7, 8},
E = {(1, 2), (1, 3), (2, 3), (2, 7),
(2, 8), (7, 8), (3, 6), (6, 7),
(3, 4), (4, 6), (3, 5), (4, 5), (5, 6)}
V ′ = {1, 2, 3, 4, 6, 7},
E′ = {(1, 2), (1, 3), (3, 4), (6, 7)}
V ′ = {1, 2, 3, 4, 6, 7},
Figure A.1 – Example of a graph , a subgraph of a graph and an induced subgraph of a graph.
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(d) A stable set S = {1, 5, 7} (f) A path
1
23
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(e) S′ = {1, 3, 4, 8} is not a stable set
Figure A.2 – Example of a stable set of nodes in a graph and a path.
Definition A.5. (Path graph). Let G = (V,E) be a graph. G is a path graph if the set of nodes V can
be written in a sequence v1, . . . ,vn and E = {(vi,vi+1)∀i ∈ {1, . . . ,n−1}}. A path contains two nodes
with degree 1 and all the other nodes have degree 2. The length of the path G is the number of edges
in E. See (f) in Fig. A.2.
Definition A.6. (Degree of nodes). Let G = (V,E) be a graph. Let v∈V , the degree of v is the number
of edges incident to v denoted deg(v).
Definition A.7. (Maximum degree). Let G = (V,E) be a graph. The maximum degree of a graph
G is the maximum degree over all degrees of nodes in V . It is denoted by ∆(G). i.e ∆(G) =
max{deg(v),∀v ∈V}.
Definition A.8. (Connected component). A connected component of a graph G = (V,E) is a subgraph
of G such that ∀u,v ∈V there exists a path in G from u to v.
Definition A.9. (Line graph). A line graph L(G) of a graph G is defined as follows. The vertices of
L(G) correspond to the edges of G, and two vertices of L(G) are adjacent if and only if the corre-
sponding edges are incident in G .
Definition A.10. (Planar graph). A planar graph G is a graph that can be drawn in the plane in such
a way that the edges of the graph do not intersect: they can only meet at their endpoints.
Definition A.11. (Complete graph). A complete graph G = (V,E) is a graph where every node u ∈V
is adjacent to every in V\{u}.
Definition A.12. (Bipartite graph). A bipartite graph G = (V,E) is a graph where the set of nodes
can be partitioned into two disjoint sets of nodes, i.e. V = V1 ∪V2 and V1 ∩V2 = /0, such that every
edge (u,v) ∈ E has one extremity in V1 and the other extremity in V2.
In the case of undirected graphs, we consider the following notations: we denote a bipartite graph
with G = (X ,Y,E) such that the vertex set of G is X ∪Y and the edge set of G is E ⊆ X×Y .
For each set S⊆V (G), we denote:
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— N(S): the set of neighbors of vertices of S i.e.{v ∈V (G)\S : ∃u ∈ S with (u,v) ∈ E}.
— δ (S): the set of edges with one extremity in S and the other in N(S).
For any S1,S2 ⊆V (G), we denote:
— G[S1]: the subgraph of G induced by vertices in S1.
— G−S1: the subgraph of G induced by the vertices in V (G)\S1, i.e. G[V \S1].
— E[S1 : S2]: the subset of edges having one extremity in S1 and one extremity in S2.
— E[S1]: the subset of edges having the two extremities in S1 i.e. E[S1 : S1].
In the case of directed graphs, we consider the following notations. For each vertex v ∈ V , we
denote:
— δ+(v): the set of outgoing arcs of v i.e. {(v,w) ∈ E}.
— δ−(v): the set of incoming arcs to v i.e. {(u,v) ∈ E}.
For the set of vertices U ⊆V , we define:
— δ+(U): the set of outgoing arcs of U i.e. {(u,v) ∈ E : u ∈U,v 6∈U}.
— N+(U): the set of neighbors of vertices of U outgoing from U i.e. {v∈V \U :∃u∈U s.t. (u,v)∈
E}.
— δ−(U): the set of incoming arcs to U i.e. {(v,u) ∈ E : u ∈U,v 6∈U}.
— N−(U): the set of neighbors of vertices adjacent to U going toward U i.e. {v ∈ V \U : ∃u ∈
U s.t. (v,u) ∈ E}.
Sometimes to avoid confusion we index all previous notations by G, for instance we denote N(S)
by NG(S), δ (S) by δG(S) and so on. In addition, let us recall some basic definitions and properties of
matching in a graph.
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Appendix B
Algorithm for grid graphs
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Data: probability p ∈ [0,1], matrix_size n ∈ N
Result: Graph G(nodes, edges)
edges = [ ], nodes = [ ], m = [ ] ;
# create a matrix of size n∗n ;
for i in range(n) do
m.append([0]∗n);
end
for i in range(n) do
for j in range(n) do
# choose a random number within [0,1] ;
r = random.random() ;
if r < p then
m[i][ j] = 1 ;
nodes.append((n∗ i)+ j) ;
else
m[i][ j] = 0 ;
end
if i≥ 0 and j ≥ 1 then
if m[i][ j−1] == m[i][ j] == 1 then
edges.append([(n∗ i)+( j−1) , (n∗ i)+ j, 1]) ;
end
end
if i≥ 1 and j ≥ 0 then
if m[i−1][ j] == m[i][ j] == 1 then
edges.append([(n∗ (i−1))+( j) , (n∗ i)+ j, 1]) ;
end
end
if i≥ 1 and j ≥ 1 then
if m[i−1][ j−1] == m[i][ j] == 1 then
edges.append([(n∗ (i−1))+( j−1) , (n∗ i)+ j, 1.4]) ;
end
end
if i≥ 0 and j ≥ 2 then
if m[i][ j−2] == m[i][ j] == 1 then
edges.append([(n∗ (i))+( j−2) , (n∗ i)+ j, 2]) ;
end
end
if i≥ 2 and j ≥ 0 then
if m[i−2][ j] == m[i][ j] == 1 then
edges.append([(n∗ (i−2))+( j) , (n∗ i)+ j, 2]) ;
end
end
if i≥ 1 and j < (n−1) then
if m[i−1][ j+1] == m[i][ j] == 1 then
edges.append([(n∗ (i−1))+( j+1) , (n∗ i)+ j, 1.4]) ;
end
end
end
end
Output: nodes, edges ;
Algorithm 1: Algorithm for generating grid graph
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Appendix C
D-FLAT implementation
In this appendix we give the implementation of dynamic programming for the k−path coloring
when k = 1 and k = 2 using D-FLAT framework.
Given a graph G(V,E) and F ⊆ E, we fix a set of colors and test if nodes of the graph can be
colored with that set of colors. In the following sections we present:
— The input file format noted: input.lp, where vertex(i) defines every vertex i∈V and dsa_edge(u,v)
define every edge (u,v) ∈ F and non_dsa_edges(u,v) define every edge in E\F .
— The code file of the 1-path coloring using a set of 3 colors noted: code_1.lp.
— The code file of the 2-path coloring using a set of 2 colors noted: code_2.lp.
C.1 Input format
vertex(1). vertex(2). vertex(3). vertex(4). vertex(5).
dsa_edge(2, 5). dsa_edge(3, 4). non_dsa_edges(1, 2). non_dsa_edges(1, 5). non_dsa_edges(2, 3).
non_dsa_edges(4, 5).
C.2 D-FLAT code for 1-path coloring problem
color(red;green;blue).
% non directed graph
dsa_edge(X,Y) :- dsa_edge(Y,X).
non_dsa_edge(X,Y) :- non_dsa_edge(Y,X).
% guess rows to be extended
1 extend(R) : childRow(R,N) 1 :- childNode(N).
% information contained in a child row has to be retained in case that the corresponding vertex is
still present in the current node
item(map(X,C)) :- extend(R), childItem(R,map(X,C)), current(X).
% check whether rows coincide on vertices receiving same colors
:- extend(R), extend(S), R!=S, childItem(R, map(X,C1)), childItem(S, map(X,C2)), C1!=C2.
% for each introduced vertex we guess a color
1 item(map(X,C)) : color(C) 1 :- introduced(X).
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% we remove every solution that assigns same color to nodes X,Y where non_dsa_edge(X,Y)
:- non_dsa_edge(X,Y), item(map(X,C)), item(map(Y,C)).
% additionally use function symbol f/1
% for any selected vertex X, f(X) is derived if X has a dsa neighbour with the same color
item(f(X)) :- item(map(X,C)), item(map(Y,C)), dsa_edge(X,Y), X!=Y.
item(f(X)) :- extend(R), childItem(R, f(X)), current(X).
% check an introduced vertex X do not receive same color as a current vertex Y such that Y al-
ready has a dsa neighbour with the same color in child node (do not create a chain with 3 nodes where
X is an extremity).
:- item(map(X,C)), extend(R), childItem(R, map(Y,C)), childItem(R, f(Y)), dsa_edge(X,Y), intro-
duced(X), current(Y).
% check an introduced vertex X do not receive same color as two current vertices Y, Z such that
Y and Z have same color but not necessary a dsa edge (do not create a chain with 3 nodes where X is
in the middle).
:- item(map(X,C)), item(map(Y,C)), item(map(Z,C)), dsa_edge(X,Y), dsa_edge(X,Z), Y!=Z, Y!=X,
X!=Z, current(Y), current(Z), introduced(X).
% check that two joined rows R and S do not contain a node X such that X has a dsa neighbour
with same color that appears in child R and child S.
:- extend(R), extend(S), R!=S, childItem(R, f(X)), childItem(S, f(X)), childItem(R, map(X,C)), childItem(S,
map(X,C)), N1 = #countY: childItem(R,map(Y,C)), dsa_edge(X,Y), N1==0, N2 = #countY: childItem(S,map(Y,C)),
dsa_edge(X,Y), N2==0.
# show item/1.
# show extend/1.
C.3 D-FLAT code for 2-path coloring problem
color(red;green).
%non directed graph
dsa_edge(X,Y) :- dsa_edge(Y,X).
non_dsa_edge(X,Y) :- non_dsa_edge(Y,X).
%guess rows to be extended
1 extend(R) : childRow(R,N) 1 :- childNode(N).
%information contained in a child row has to be retained in case that the corresponding vertex is
still present in the current node
item(map(X,C)) :- extend(R), childItem(R,map(X,C)), current(X).
%check whether rows coincide on vertices receiving same colors
:- extend(R), extend(S), R!=S, childItem(R, map(X,C1)), childItem(S, map(X,C2)), C1!=C2.
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%for each introduced vertex we guess a color
1 item(map(X,C)) : color(C) 1 :- introduced(X).
%we remove every solution that assigns same color to nodes X,Y where non_dsa_edge(X,Y)
:- non_dsa_edge(X,Y), item(map(X,C)), item(map(Y,C)).
%additionaly use function symbol f/1
%for any selected vertex X, f1(X) is derived if X has a dsa neighbour with the same color
item(to(X,Y)) :- item(map(X,C)), item(map(Y,C)), dsa_edge(X,Y), X!=Y.
item(path(X,Z)) :- item(map(X,C)), extend(R), childItem(R, map(Y,C)), childItem(R, to(Y,Z)),
dsa_edge(X,Y), not dsa_edge(X,Z), introduced(X), current(Y), X!=Y, X!=Z, Y!=Z.
item(path(Y,Z)) :- item(map(X,C)), extend(R), childItem(R, map(Y,C)), childItem(R, map(Z,C)),
dsa_edge(X,Y), dsa_edge(X,Z),not dsa_edge(Y,Z), Y!=Z, Y!=X, X!=Z, current(Y), current(Z), intro-
duced(X).
item(path(X,Z)):- item(path(Z,X)).
item(to(X,Y)) :- extend(R), childItem(R, to(X,Y)), current(X).
item(path(X,Z)) :- extend(R), childItem(R, path(X,Z)), current(X).
%forbidden cases for introduced node
:- item(map(X,C)), extend(R), childItem(R, map(Y,C)), childItem(R, path(Y,Z)), dsa_edge(X,Y), in-
troduced(X), current(Y).
:- item(map(X,C)), extend(R), childItem(R, map(Y,C)), N = #countZ: childItem(R,to(Y,Z)), N==2,
dsa_edge(X,Y), introduced(X), current(Y), X!=Y.
% forbidden cases for join nodes
:- extend(R), extend(S), R!=S, childItem(R, path(X,Y)), childItem(S, path(X,Y)), N1 = #countZ:childItem(R,
to(X,Z)), N1<=1.
%other forbidden configurations
:- item(path(X,Z)), N = #countY: item(to(X,Y)), N>1, current(X).
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), dsa_edge(Y,Z), dsa_edge(X,Y), dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), non_dsa_edge(Y,Z), non_dsa_edge(X,Y),
non_dsa_edge(X,Z), current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), non_dsa_edge(Y,Z), dsa_edge(X,Y), dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), dsa_edge(Y,Z), non_dsa_edge(X,Y), dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), dsa_edge(Y,Z), dsa_edge(X,Y), non_dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
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:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), non_dsa_edge(Y,Z), non_dsa_edge(X,Y),
dsa_edge(X,Z), current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), dsa_edge(Y,Z), non_dsa_edge(X,Y), non_dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- item(map(X,C)), item(map(Z,C)), item(map(Y,C)), non_dsa_edge(Y,Z), dsa_edge(X,Y), non_dsa_edge(X,Z),
current(X), current(Y), current(Z), Y!=Z, X!=Y, X!=Z.
:- N= #countY: item(to(X,Y)), N>2, current(X).
#show item/1.
#show extend/1.
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Appendix D
CPLEX OPL implementation
D.1 Data file
L = 4 ;
P = 2 ;
n = 5 ;
EdgesE = { <1 ,2 > ,
<1 ,3 > ,
<2 ,3 > ,
<3 ,4 > ,
<2 ,4 > ,
<4 ,5 >};
EdgesF = { <2 ,3 > ,
<4 ,5 >};
D.2 GFBPNEC
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ; / / number o f c o l o r s
i n t P = . . . ; / / maximum l e n g t h o f a p a t h i n a c o l o r
i n t n = . . . ; / / number o f nodes i n a graph
r a n g e c o l o r s = 0 . . L−1;
r a n g e l _ p a t h = 0 . . P−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ; / / edges o f t h e g raph
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{ edge } EdgesF = . . . ; / / edges t h a t can be a s s i g n e d t o a p a t h i n a c o l o r
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
/ / D e c i s i o n v a r i a b l e s
/ / I f I use x [ EdgesF ] [ c o l o r s ] [ l _ p a t h ] t o d e c l a r e t h e v a r i a b l e s x_uv and x_vu f o r each edge uv \ i n F
/ / t h e n x w i l l be d e f i n e d on ly f o r t h e edges i n t h e s p e c i f i c d i r e c t i o n u t o v
/ / t o c o n s i d e r bo th uv and vu we use t h e s e t EdgesDirF
dva r b o o l e a n x [ EdgesDirF ] [ c o l o r s ] [ l _ p a t h ] ;
dva r b o o l e a n y [ Nodes ] [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n xx [ EdgesF ] [ c o l o r s ] ;
dva r b o o l e a n z [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s )
lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( i i n c o l o r s )
f o r a l l ( v i n Nodes )
f o r a l l ( k i n l _ p a t h )
i f ( k >=1)
sum ( u i n NbsF [ v ] ) x [ <v , u > ] [ i ] [ k ]
− sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ i ] [ k−1] <= 0 ;
e l s e
sum ( <v , u> i n EdgesDirF ) x [ <v , u > ] [ i ] [ k ] <= y [ v ] [ v ] [ i ] ;
/ / c s t 2
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
sum ( k i n l _ p a t h ) ( x [ <u , v > ] [ i ] [ k ] + x [ <v , u > ] [ i ] [ k ] )
== xx [ <u , v > ] [ i ] ;
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/ / c s t 3
f o r a l l ( i i n c o l o r s )
f o r a l l ( v i n Nodes )
y [ v ] [ v ] [ i ] +
sum ( k i n 1 . . P ) ( sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ i ] [ k−1] ) == z [ v ] [ i ] ;
/ / c s t 4
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
y [ u ] [ o ] [ i ] + xx [ <u , v > ] [ i ] − 1 <= y [ v ] [ o ] [ i ] ;
/ / c s t 5
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
y [ v ] [ o ] [ i ] + xx [ <u , v > ] [ i ] − 1 <= y [ u ] [ o ] [ i ] ;
/ / c s t 6
f o r a l l ( i i n c o l o r s )
f o r a l l ( v i n Nodes )
sum ( o i n Nodes ) y [ v ] [ o ] [ i ] == z [ v ] [ i ] ;
/ / c s t 7
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE )
f o r a l l ( o i n Nodes )
y [ u ] [ o ] [ i ] + sum ( r i n Nodes : r != o ) y [ v ] [ r ] [ i ] <= 1 ;
/ / c s t 8
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) z [ v ] [ i ] == 1 ;
/ / c s t 9 . . .
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( k i n l _ p a t h )
f o r a l l ( <u , v> i n EdgesDirF )
x [ <u , v > ] [ i ] [ k ] <= lambda [ i ] ;
f o r a l l ( <u , v> i n EdgesF )
xx [ <u , v > ] [ i ] <= lambda [ i ] ;
f o r a l l ( o i n Nodes )
f o r a l l ( u i n Nodes )
y [ u ] [ o ] [ i ] <= lambda [ i ] ;
f o r a l l ( v i n Nodes )
z [ v ] [ i ] <= lambda [ i ] ;
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}
}
}
D.3 GFBPNC
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
r a n g e l _ p a t h = 0 . . P−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
/ / D e c i s i o n v a r i a b l e s
/ / I f I use x [ EdgesF ] [ c o l o r s ] [ l _ p a t h ] t o d e c l a r e t h e v a r i a b l e s x_uv and x_vu f o r each edge uv \ i n F
/ / t h e n x w i l l be d e f i n e d on ly f o r t h e edges i n t h e s p e c i f i c d i r e c t i o n u t o v
/ / t o c o n s i d e r bo th uv and vu we use t h e s e t EdgesDirF
dva r b o o l e a n x [ EdgesDirF ] [ l _ p a t h ] ;
dva r b o o l e a n y [ Nodes ] [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n yy [ Nodes ] [ Nodes ] ;
dva r b o o l e a n xx [ EdgesF ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
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}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s )
lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
f o r a l l ( k i n l _ p a t h )
i f ( k >=1)
sum ( u i n NbsF [ v ] ) x [ <v , u > ] [ k ]
− sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ k−1] <= 0 ;
e l s e
sum ( <v , u> i n EdgesDirF ) x [ <v , u > ] [ k ] <= yy [ v ] [ v ] ;
/ / c s t 2
f o r a l l ( <u , v> i n EdgesF )
sum ( k i n l _ p a t h ) ( x [ <u , v > ] [ k ] + x [ <v , u > ] [ k ] ) == xx [ <u , v > ] ;
/ / c s t 3
f o r a l l ( v i n Nodes )
yy [ v ] [ v ] +
sum ( k i n 1 . . P ) ( sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ k−1] ) == 1 ;
/ / c s t 4
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) y [ v ] [ v ] [ i ] == yy [ v ] [ v ] ;
/ / c s t 5
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) ( sum ( o i n Nodes ) y [ v ] [ o ] [ i ] ) == 1 ;
/ / c s t 6
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
y [ u ] [ o ] [ i ] + xx [ <u , v >] − 1 <= y [ v ] [ o ] [ i ] ;
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/ / c s t 7
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
y [ v ] [ o ] [ i ] + xx [ <u , v >] − 1 <= y [ u ] [ o ] [ i ] ;
/ / c s t 8
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE )
f o r a l l ( o i n Nodes )
y [ u ] [ o ] [ i ] + sum ( r i n Nodes : r != o ) y [ v ] [ r ] [ i ] <= 1 ;
/ / c s t 9
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( o i n Nodes )
f o r a l l ( u i n Nodes )
y [ u ] [ o ] [ i ] <= lambda [ i ] ;
}
}
D.4 GFBPC
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
r a n g e l _ p a t h = 0 . . P−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
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/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n x [ EdgesDirF ] [ l _ p a t h ] ;
dva r b o o l e a n y [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n yy [ Nodes ] [ Nodes ] ;
dva r b o o l e a n xx [ EdgesF ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 5 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s )
lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
f o r a l l ( k i n l _ p a t h )
i f ( k >=1)
sum ( u i n NbsF [ v ] ) x [ <v , u > ] [ k ]
− sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ k−1] <= 0 ;
e l s e
sum ( <v , u> i n EdgesDirF ) x [ <v , u > ] [ k ] <= yy [ v ] [ v ] ;
/ / c s t 2
f o r a l l ( <u , v> i n EdgesF )
sum ( k i n l _ p a t h ) ( x [ <u , v > ] [ k ] + x [ <v , u > ] [ k ] )
== xx [ <u , v > ] ;
/ / c s t 3
f o r a l l ( v i n Nodes )
yy [ v ] [ v ] +
sum ( k i n 1 . . P ) ( sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ k−1] )
== 1 ;
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/ / c s t 4
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
yy [ u ] [ o ] + xx [ <u , v >] − 1 <= yy [ v ] [ o ] ;
/ / c s t 5
f o r a l l ( <u , v> i n EdgesF )
f o r a l l ( o i n Nodes )
yy [ v ] [ o ] + xx [ <u , v >] − 1 <= yy [ u ] [ o ] ;
/ / c s t 6
f o r a l l ( v i n Nodes )
sum ( o i n Nodes ) yy [ v ] [ o ] == 1 ;
/ / c s t 7
f o r a l l ( o i n Nodes )
sum ( i i n c o l o r s ) y [ o ] [ i ] == yy [ o ] [ o ] ;
/ / c s t 8
f o r a l l ( o i n Nodes )
f o r a l l ( i i n c o l o r s )
y [ o ] [ i ] <= lambda [ i ] ;
/ / c s t 9
f o r a l l ( <u , v> i n EdgesE )
f o r a l l ( o i n Nodes )
f o r a l l ( r i n Nodes )
f o r a l l ( i i n c o l o r s )
i f ( o != r )
y [ o ] [ i ] + y [ r ] [ i ]
<= 3 − ( yy [ u ] [ o ] + yy [ v ] [ r ] ) ;
}
D.5 ICE
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
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t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
/ / { edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesF } ;
{ i n t } NbsRevF [ u i n Nodes ] = {v | <u , v> i n EdgesRevF } ;
r a n g e S = 0 . . f t o i ( round ( n ^ ( P +2) −1) ) ;
{ i n t } x [ s i n S , i i n 1 . . P+2] = { ( ( s d i v f t o i ( round ( n ^ ( i −1 ) ) ) ) mod n ) + 1 } ;
{ i n t } Sub [ s i n S ] = un ion ( i i n 1 . . P+2) x [ s , i ] ;
/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n xx [ EdgesF ] [ c o l o r s ] ;
dva r b o o l e a n z [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s ) lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) z [ v ] [ i ] == 1 ;
/ / c s t 2
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f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] − 1 <= xx [ <u , v > ] [ i ] ;
/ / c s t 3
f o r a l l ( i i n c o l o r s )
f o r a l l ( u i n Nodes )
sum ( v i n NbsF [ u ] ) xx [ <u , v > ] [ i ]
+ sum ( v i n NbsRevF [ u ] ) xx [ <v , u > ] [ i ] <= 2 ;
/ / c s t 4
f o r a l l ( i i n c o l o r s )
f o r a l l ( s i n S : c a r d ( Sub [ s ] ) <= P+1)
sum( <u , v> i n EdgesF : u i n Sub [ s ] && v i n Sub [ s ] )
xx [ <u , v > ] [ i ] <= ( c a r d ( Sub [ s ] ) −1 ) ;
/ / c s t 5
f o r a l l ( i i n c o l o r s )
f o r a l l ( s i n S : c a r d ( Sub [ s ] ) == P+2)
sum( <u , v> i n EdgesF : u i n Sub [ s ] &&
v i n Sub [ s ] ) xx [ <u , v > ] [ i ] <= P ;
/ / c s t 6
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE : <u , v> n o t i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] <= 1 ;
/ / c s t 7
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( <u , v> i n EdgesF )
xx [ <u , v > ] [ i ] <= lambda [ i ] ;
f o r a l l ( v i n Nodes )
z [ v ] [ i ] <= lambda [ i ] ;
}
}
D.6 IFB
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
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i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
r a n g e l _ p a t h = 0 . . P−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n x [ EdgesDirF ] [ c o l o r s ] [ l _ p a t h ] ;
dva r b o o l e a n y [ Nodes ] [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n xx [ EdgesF ] [ c o l o r s ] ;
dva r b o o l e a n z [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s ) lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( i i n c o l o r s )
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f o r a l l ( v i n Nodes )
f o r a l l ( k i n l _ p a t h )
i f ( k >=1)
sum ( u i n NbsF [ v ] ) x [ <v , u > ] [ i ] [ k ]
− sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ i ] [ k−1] <= 0 ;
e l s e
sum ( <v , u> i n EdgesDirF ) x [ <v , u > ] [ i ] [ k ] <= y [ v ] [ v ] [ i ] ;
/ / c s t 2
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
sum ( k i n l _ p a t h ) ( x [ <u , v > ] [ i ] [ k ] + x [ <v , u > ] [ i ] [ k ] )
== xx [ <u , v > ] [ i ] ;
/ / c s t 3
f o r a l l ( i i n c o l o r s )
f o r a l l ( v i n Nodes )
y [ v ] [ v ] [ i ] +
sum ( k i n 1 . . P ) ( sum ( u i n NbsF [ v ] ) x [ <u , v > ] [ i ] [ k−1] )
== z [ v ] [ i ] ;
/ / c s t 4
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) z [ v ] [ i ] == 1 ;
/ / c s t 5
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] − 1 <= xx [ <u , v > ] [ i ] ;
/ / c s t 7
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE )
i f ( <u , v> n o t i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] <= 1 ;
/ / c s t 8 . . .
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( <u , v> i n EdgesF )
xx [ <u , v > ] [ i ] <= lambda [ i ] ;
f o r a l l ( v i n Nodes )
z [ v ] [ i ] <= lambda [ i ] ;
}
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}
D.7 IDC
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n xx [ EdgesDirF ] [ c o l o r s ] ;
dva r b o o l e a n z [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
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sum ( i i n c o l o r s ) lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) z [ v ] [ i ] == 1 ;
/ / c s t 2
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesDirF )
z [ u ] [ i ] + z [ v ] [ i ] − 1 <= xx [ <u , v > ] [ i ] ;
/ / c s t 3
f o r a l l ( i i n c o l o r s )
f o r a l l ( u i n Nodes )
sum ( v i n NbsF [ u ] ) xx [ <u , v > ] [ i ] <= 1 ;
/ / c s t 4
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE : <u , v> n o t i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] <= 1 ;
/ / c s t 5
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( <u , v> i n EdgesDirF )
xx [ <u , v > ] [ i ] <= lambda [ i ] ;
f o r a l l ( v i n Nodes )
z [ v ] [ i ] <= lambda [ i ] ;
}
}
D.8 IAC
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t P = . . . ;
i n t n = . . . ;
r a n g e c o l o r s = 0 . . L−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
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t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ edge } EdgesF = . . . ;
{ edge } EdgesRevF = {<v , u> | <u , v> i n EdgesF } ;
{ edge } EdgesDirF = EdgesF un ion EdgesRevF ;
{ i n t } NbsF [ u i n Nodes ] = {v | <u , v> i n EdgesDirF } ;
/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n z [ Nodes ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
min imize
sum ( i i n c o l o r s ) lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) z [ v ] [ i ] == 1 ;
/ / c s t 2
f o r a l l ( i i n c o l o r s )
f o r a l l ( u i n Nodes )
sum ( v i n NbsF [ u ] ) z [ v ] [ i ]
<= z [ u ] [ i ] + (1−z [ u ] [ i ] ) ∗ c a r d ( NbsF [ u ] ) ;
/ / c s t 3
f o r a l l ( i i n c o l o r s )
f o r a l l ( <u , v> i n EdgesE : <u , v> n o t i n EdgesF )
z [ u ] [ i ] + z [ v ] [ i ] <= 1 ;
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/ / c s t 4
f o r a l l ( i i n c o l o r s ) {
f o r a l l ( <u , v> i n EdgesF )
xx [ <u , v > ] [ i ] <= lambda [ i ] ;
f o r a l l ( v i n Nodes )
z [ v ] [ i ] <= lambda [ i ] ;
}
}
D.9 Naïve
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ DATA
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
i n t L = . . . ;
i n t n = . . . ;
i n t p = . . . ;
r a n g e c o l o r s = 0 . . L−1;
/ / nodes and edges
r a n g e Nodes = 1 . . n ;
t u p l e edge
{
i n t u ;
i n t v ;
}
{ edge } EdgesE = . . . ;
{ i n t } P a t h s [ 1 . . p ] = . . . ;
r a n g e P a t h s _ i n d = 1 . . p ;
/ / D e c i s i o n v a r i a b l e s
dva r b o o l e a n x [ P a t h s _ i n d ] [ c o l o r s ] ;
dva r b o o l e a n lambda [ c o l o r s ] ;
/ / s e t a t i m e l i m i t t o 3600 s e c
e x e c u t e {
c p l e x . t i l i m = 3600 ;
c p l e x . m i p d i s p l a y = 4 ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗MODEL
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ /
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minimize
sum ( i i n c o l o r s ) lambda [ i ] ;
s u b j e c t t o {
/ / c s t 1
f o r a l l ( v i n Nodes )
sum ( i i n c o l o r s ) sum ( j i n P a t h s _ i n d : v i n P a t h s [ j ] ) x [ j ] [ i ]
== 1 ;
/ / c s t 2
f o r a l l ( i i n c o l o r s )
f o r a l l ( p1 i n P a t h s _ i n d )
f o r a l l ( p2 i n P a t h s _ i n d : p1 != p2 )
f o r a l l ( u i n P a t h s [ p1 ] )
f o r a l l ( v i n P a t h s [ p2 ] )
i f ( <u , v> i n EdgesE | |
<v , u> i n EdgesE )
x [ p1 ] [ i ]
+ x [ p2 ] [ i ]
<= 1 ;
f o r a l l ( p i n P a t h s _ i n d )
f o r a l l ( i i n c o l o r s )
x [ p ] [ i ] <= lambda [ i ] ;
}
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Résumé
Maitriser les coûts de fabrication des circuits intégrés tout en augmentant leur densité est d’une im-
portance primordiale pour maintenir une rentabilité dans l’industrie du semi-conducteur. Nous nous
intéressons à la fabrication des « vias ». La lithographie est utilisée pour former une disposition de
vias sur une plaque de silicium à l’aide d’un masque. Si deux vias sont trop proche alors ils sont dits
en conflit. L’élimination des conflits se fait par une décomposition des vias en sous-ensembles sans
conflit : les vias sont ensuite formés sur la plaque de silicium en séquence, c’est du Multiple Patter-
ning (MP). Comme les masques sont coûteux, il faut minimiser leur nombre. Une technique basée sur
l’auto-assemblage des molécules (DSA) permet de grouper des vias en conflit selon certaines condi-
tions. Le but est de trouver la meilleure façon de grouper les vias afin de minimiser le nombre de
masques. Nous étudions des méthodes exactes pour concevoir des solutions optimales à ce problème.
Abstract
Controlling the manufacturing costs of integrated circuits while increasing their density is of a paramount
importance to maintain a certain degree of profitability in the semi-conductor industry. Our focus is on
the fabrication of components called « vias ». The lithography is used to form an arrangement of vias
on a silicon wafer using an optical mask. If two vias are too close to be formed using lithography, they
are said in conflict. The elimination of conflicts is done by the decomposition of the vias in subsets
without conflict: the vias are then formed on the silicon wafer in sequence, this is Multiple Patterning
(MP). Since masks are expensive, it is important to minimize their number. A technique based on the
direction and self-assembly of molecules (DSA) can group vias in conflict according to certain condi-
tions. The goal is to find the best way of grouping the vias to minimize the number of masks. We are
studying exact methods to design optimal solutions to this problem.
