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Abstract
In the customary mode of operation of a SQUID, the electromagnetic field in the SQUID is an
oscillatory function of time. In this situation, electromagnetic radiation is emitted, and couples to
the sample. This is a back-action that can alter the state that we intend to measure. A circuit that
could perform as a stationary SQUID consists of a loop of superconducting material that encloses
the magnetic flux, connected to a superconducting and to a normal electrode. This circuit does
not contain Josephson junctions, or any other miniature feature. We study the evolution of the
order parameter and of the electrochemical potential in this circuit; they converge to a stationary
regime and the voltage between the electrodes depends on the enclosed flux. We obtain expressions
for the power dissipation and for the heat transported by the electric current; the validity of these
expressions does not rely on a particular evolution model for the order parameter. We evaluate
the influence of fluctuations. For a SQUID perimeter of the order of 1µm and temperature 0.9Tc,
we obtain a flux resolution of the order of 10−5Φ0/Hz
1/2; the resolution is expected to improve as
the temperature is lowered.
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I. INTRODUCTION
Superconducting quantum interference devices (SQUIDs) are the most sensitive available
fluxmeters. SQUIDs are classified into rf SQUIDs, which consist of a loop interrupted by
a single Josephson junction and are monitored at radio frequency, and dc SQUIDs, with
two Josephson junctions. In principle, a dc SQUID can really be used as a “dc” fluxmeter
by gradually increasing the current through it, until its flux dependent critical current is
reached. In a more practical procedure, on which we will focus here, a fixed current, larger
than its critical value, is driven through the SQUID, giving rise to a flux dependent average
voltage. This voltage is not constant in time, but rather oscillates at a frequency that follows
from the Josephson relation.
Many nanoSQUIDs have been built in recent years, with the purpose of measuring the
flux generated by nanoscopic samples—eventually the flux due to a single electron. Recent
reviews on nanoSQUIDs are available [1–5]. It would not be possible to make justice to the
vast literature on the subject; some examples are Refs. [6–18].
As the size of the sample decreases, greater care has to be taken to avoid disturbing the
state of the sample as a result of the measurement. It is therefore important to prevent
heat dissipation that can reach the sample. A possible strategy is dispersive magnetometry
[4, 19, 20], in which the inductance of the SQUID is measured, and it never switches to the
resistive state; another possibility is the voltage mode [14, 15], in which dissipation takes
place at a shunt. But even if no heat reaches the sample, a disturbance channel remains:
the electric field in the dc SQUID oscillates, and therefore emits electromagnetic radiation.
And since the inductive coupling between the SQUID and the sample must be tight, this
radiation will reach the sample. We therefore expect that there will be situations in which
a stationary SQUID will be highly desirable.
II. OUR PROPOSAL
We have proposed a circuit, as sketched in Fig. 1, that is predicted to perform as a
stationary SQUID [21]. It consists of a loop of superconducting material that encloses the
magnetic flux Φ that we intend to measure, with short wires at the left and the right that
connect the loop to “banks,” that serve as electrodes. The connectors and the left bank are
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FIG. 1: Circuit designed to measure the flux Φ. The circuit consists of a superconducting loop
that encloses the flux, with connections to two electrodes. The electrode at the right is made of a
normal metal.
made of the same material as the loop, whereas the right bank is a normal metal. A fixed
current is driven from the superconducting to the normal bank, and the potential difference
between them is measured. This potential difference is a function of Φ, thus providing a
measurement of the enclosed flux.
The proposed circuit has close similarity with the normal-metal-insulator-superconductor
interferometer [22], with the NS-QUID [23], and with the superconducting quantum inter-
ference proximity transistor [16–18]. The new feature is that the connector at the right is in
clean contact with the normal metal. The absence of miniature parts in comparison to the
entire circuit could result in simpler fabrication at the nanoscale. Another possibility for a
stationary fluxmeter is the ballistic Hall magnetometer [24].
The heuristic argument for SQUID-like performance of this circuit is that, due to fluxoid
quantization, current will not only flow from one connector to the other, but a circulating
current will also be present. It follows that the current in one of the branches is expected to
exceed half of the total current, increasing the amount of current that has to be transported
as normal current. We therefore expect an increase in the voltage between the banks as the
enclosed flux deviates from an integer number of quantum fluxes. In order to gain intuition
concerning stationarity, we should first clarify what is the origin of oscillations in a standard
SQUID above its critical current: there is a different electric potential at each electrode,
leading to different evolutions of the phases of the order parameter at each electrode, thus
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creating gradients that periodically force phase slips at some point in the wire. In our case,
the order parameter vanishes at the normal bank, so that its phase becomes meaningless,
and oscillations will not necessarily occur.
The current between the banks should not be too large, since in this case a considerable
fraction of the loop becomes essentially normal, making the circuit insensitive to the flux.
On the other hand, the current ought to be sufficiently large to cause the order parameter
to vanish at a point in the loop when the flux becomes half a quantum. This feature enables
a continuous passage between consecutive winding numbers, thus avoiding hysteresis.
III. BASIC MODEL
For simplicity, we consider a quasi-1D circuit, and the position dependence of all physical
quantities will be completely determined by the arc length. In this section we assume that
thermal contact is sufficiently effective to take heating away, so that the entire circuit is kept
at a uniform temperature T ; the expected influence of Joule heating and of supercurrent heat
transport will be examined in Sec. IV. Thermal fluctuations will be considered in Sec. V.
We choose a gauge with time-independent vector potential, no tangential vector potential
along the connectors, and uniform tangential vector potential A along the loop. We write
ǫ = 1 − T/Tc, where Tc is the critical temperature of the superconductor, and denote by ϕ
the electrochemical potential. The unit of length will be denoted by x0 , by t0 the unit of
time, by ϕ0 the unit of voltage, by A0 the unit of vector potential, and by j0 the unit of the
current density. We take
x0 = ξ(0) , t0 =
π~
8kBTc
, A0 =
~c
2eξ(0)
, ϕ0 =
4kBTc
πe
, j0 =
4σkBTc
πeξ(0)
, (1)
where ξ(0) is the coherence length at T = 0, kB is Boltzmann’s constant, e is the electron
charge, and σ is the normal conductivity.
A model that can be justified as long as there is local equilibrium is the Kramer–Watts-
Tobin model [25–27], which takes into account the different relaxation times of the absolute
value and of the phase of the order parameter. In our units, the evolution equations can be
written as
∂tψ= h
−1[D2 + (w′/w)D]ψ − iϕψ
+ hψ{ǫ− |ψ|2 − uτ 2inRe(ψ∗[D2 + (w′/w)D]ψ)}, (2)
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and
∂xϕ = u Im (ψ
∗Dψ)− j . (3)
Here ψ is the order parameter, with normalization imposed by Eq. (2), ∂t and ∂x denote
partial differentiation with respect to the time t and to the arc length x along the wire,
h = (1 + uτ 2in|ψ|2)−1/2 , (4)
where u is the ratio between the relaxation times of ψ and of the current density j, τin is
the inelastic collision time, D is the operator D = ∂x − iA, and w(x) is the cross section
of the superconducting wire at position x. The cross section of the left connector will be
denoted by wS, the cross section of the right connector will be denoted by wN, and along
the branches of the loop we will take w(x) as a function that changes linearly from wS to
wN. ϕ is the potential felt by quasiparticles, that can be measured by means of a normal
probe. Along the branches of the loop, j has to be set as the local current density in the
corresponding branch. Equation (2) was worked out in [28], the term for nonuniform cross
section was taken from [29], and Eq. (3) is Ohm’s law. The values of τin have been tabulated
[30, 31] for many materials. Following [32], we denote by 4L the perimeter of the loop, and
therefore the flux that it encloses is 4LA. Accordingly, we set A = 0 along the connectors
and along the branches of the loop A = ±π|Φ|/2LΦ0, where Φ0 = π~c/e is the quantum of
flux.
The boundary conditions require continuity of the order parameter and assume equilib-
rium at the electrodes. The potential at the superconducting electrode is taken as zero, and
the order parameter as ψS = ǫ
1/2. At the normal electrode, the order parameter is required
to vanish. At the contacts between the ring and the connectors, we require continuity of the
potential and of the order parameter. Charge conservation requires that the sum of total
currents along the branches of the loop has to equal the current along the connectors, but
assuming that decay or formation of Cooper pairs requires a finite volume, and following
[33, 34], we impose the stronger constraint
∑3
n=1±Dψn = 0, where n stands for each wire
that meets at the contact, we have taken the case that the three wires have the same cross
section at the contact, and the sign depends on whether the current is entering or leaving
the contact.
Since the order parameter has to be very small near the normal electrode, normal currents
and voltage drop will always be present, and stationarity cannot be assumed a priori.
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Equations (2)-(4) are invariant under the gauge transformation A → A + C, ψ →
exp(iCx)ψ, where C is constant, but C has to be an integer multiple of π/2L in order
to obey single valuedness. It follows that any physical property of the circuit is periodic
in Φ, with periodicity Φ0. In addition, switching the sign of Φ amounts to exchanging the
branches of the circuit, so that the potential difference between the electrodes has to be an
even function of Φ.
In the limit τ 2in|ψ|2 ≪ 1, the Kramer–Watts-Tobin model reduces to the time-dependent
Ginzburg–Landau (TDGL) model. Although unrealistic, it is a valuable tool to estimate
scaling with length, since in this limit equations (2)-(4) become invariant under the trans-
formation x→ L′x, L→ L′L, A→ L′−1A, t→ L′2t, ψ → L′−1ψ, ϕ→ L′−2ϕ, ǫ→ L′−2ǫ and
j → L′−3j, since each of the terms in Eqs. (2) and (3) is multiplied by L′−3. The boundary
conditions are also invariant under this transformation, provided that the ratios among the
lengths of the connectors and the perimeter of the loop are kept unchanged. Therefore, in
this limit it suffices to study a single value of L, and the solutions for any other value are
obtained by scaling. We note that L2ϕ, Φ and Lǫ1/2/ξ(0) = L/ξ(T ) are invariant under this
scaling. This scaling breaks down if L is not large in comparison to the average diffusion
distance between inelastic collisions [26, 27].
Equations (2)-(4) were solved numerically, as described in [21]. In the case wS = wN we
studied the range L2/ξ2 . 10. The solutions that we found in this range always converged
to a stationary regime. We looked for potential differences that are continuous functions
of Φ, but the winding number of ψ around the loop cannot change continuously unless ψ
vanishes at some point. For this goal, sufficiently large currents are required. Currents that
lead to appropriate behavior were found empirically.
The lower curve in Fig. 2 shows the voltage between the electrodes as a function of
Φ in the TDGL limit, for wS = wN, L
2ǫ = 10 and L3j = 120. The considered current
density is about twice the nominal “critical current density” 2u(ǫ/3)3/2 ≈ 70L−3. Due to
periodicity and symmetry of ϕN(Φ), the interval 0 ≤ Φ ≤ 0.5Φ0 would suffice to describe
this function for arbitrary flux, but a larger interval is presented in order to show continuity.
For Φ = 0.5Φ0, the numeric value of |ψ| that we obtained at the right extreme of the loop
is of the order of 3 × 10−3ψS; this value decreases if a denser computational grid is used.
These and the following results were obtained for connectors of length 0.08L.
The upper curve in Fig. 2 shows the voltage between the electrodes as a function of Φ
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FIG. 2: Potential difference between the electrodes as a function of the flux for temperature
(1 − 10ξ2(0)/L2)Tc. ϕN is the elecrochemical potential at the normal electrode. The blue line is
for wS = wN and the red line for wS = 3wN. In all cases the perimeter of the loop is 4L, the length
of each connector is 0.08L, and τin = 0. For wS = wN the current density along the connectors is
120j0ξ
3(0)/L3; for wS = 3wN, the current density along the left connector is 75j0ξ
3(0)/L3. For the
purpose of comparison between the two curves, the curve for wS = 3wN was lowered by 15ξ
2(0)ϕ0.
for wS = 3wN, L
2ǫ = 10 and L3j = 75 (the current density at the connector to the normal
electrode is three times larger). In order to enhance visibility, this curve has been lowered
by 15 units. Again, no discontinuity is visible in this curve.
In the case wS > wN we have also looked into larger values of L
2ǫ. Figure 3 shows the
voltage between the electrodes for L2ǫ = 30, for wS = 3wN and for wS = 6wN, still in the
TDGL limit. To enhance visibility, the curve for wS = 6wN was lowered by 40 units. Close
to Φ ≈ 0.14Φ0 the curve for wS = 3wN has a steep slope, but is continuous and reversible.
By means of an appropriate bias, a steep slope could serve to attain high flux sensitivity.
We note that, unlike the case of a SQUID based on Josephson junctions, the flux sensitivity
is proportional to L−2, so that the field sensitivity is independent of L. The trend suggested
by Figs. 2-3 is that the flux-modulation of the voltage increases with L2ǫ, and the slope
dϕN/dΦ becomes more uniform when wS/wN increases.
Let us now consider the case in which τ 2in|ψ|2 is not negligible. In this case Eqs. (2)–(4)
do not obey the scalings that we found for TDGL, forcing us to fix the length of the circuit.
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FIG. 3: Potential difference as a function of the flux for temperature (1 − 30ξ2(0)/L2)Tc. The
red line stands for wS = 3wN and j = 320j0ξ
3(0)/L3; the black line, for wS = 6wN and j =
230j0ξ
3(0)/L3. For the purpose of comparison between the two cases, the curve for wS = 6wN was
lowered by 40ξ2(0)ϕ0. The length ratios are the same as in Fig. 2. The inset shows the region near
the inflection point for wS = 3wN in an expanded scale.
The lower curve in Fig. 4 shows the voltage as a function of the flux for parameters that
correspond to the lower curve in Fig. 3, but this time the evolution of the order parameter
followed Eq. (2) with uτ 2in = 10
4t20, which is a typical value for low-Tc superconductors with
strong coupling. We note that the main effect that arises from taking τ 2in|ψ|2 into account
is that the range of fluxes for which the voltage rises steeply is shifted towards Φ = 0.5Φ0.
We remark that the flow pattern converges to a stationary situation.
At the inflection point, d|ϕN|/d(Φ/Φ0) ≈ 0.35, i.e., the flux sensitivity is 0.35ϕ0/Φ0. For
Tc ∼ 10K, the sensitivity is ∼ 4 × 10−4V/Φ0. Assuming that the trend is the same as in
Fig. 3, higher sensitivities would be found for smaller ratios wS/wN and for smaller lengths.
IV. HEATING DUE TO CURRENT FLOW
We assume that inelastic scattering lengths are short with respect to L, so that a local
temperature, common to electrons and phonons, can be defined. Relaxations of the electric
field and of the order parameter lead to local power dissipation. We denote byW the density
of power dissipation and by IE the energy flow along the wire.
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FIG. 4: Potential difference as a function of the flux according to the Kramer–Watts-Tobin model,
for a circuit with perimeter 400ξ(0) and wS = 3wN, for surrounding temperature 0.997Tc, current
j = 3.2×10−4j0 and uτ2in = 104t20. The solid red line was evaluated assuming that the current does
not produce heating, whereas the black line assumes a local temperature described by Eq. (5) with
η = 104. The black line was lowered by 1.5. The dashed line is a horizontal expansion of the solid
red line, in the range where it has a steep slope; its vertical scale is the same as for the solid red
line, but its horizontal scale is given in the upper axis.
When a stationary situation is achieved, the power per unit length injected into a short
segment of the wire, −∂xIE, has to equal the power dissipated per unit length, Ww, and
they both equal the power that diffuses away. Heat can either diffuse along the wire or
to the substrate, but assuming that the substrate has good thermal conductivity and the
thermal healing length (κd/α)1/2 [35, 36] is also short with respect to L, heat will mainly
diffuse to the substrate. In the expression of the thermal healing length d is the thickness
of the wire, α is the coefficient of heat transfer to the substrate per unit area, and κ is
the thermal conductivity of the wire. Relying on this model, we estimate that the local
temperature increment is proportional to W and obeys ǫ = ǫ0 − ηW , where ǫ0 corresponds
to the temperature of the substrate and η = d/αTc. The density of power dissipation is
evaluated in Appendix A, and we obtain
ǫ = ǫ0 − η{(∂xϕ)2 + uRe[(∂tψ + iϕψ)∗
(
ǫ− |ψ|2 +D2 + (w′/w)D)ψ]} . (5)
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Assuming that heat flow to the substrate equals power dissipation also before the station-
ary regime is achieved, we have solved the system of differential equations (2)–(5) in order
to obtain the functions ψ(x, t), ϕ(x, t), and ǫ(x, t). The upper curve in Fig. 4 shows the
final voltage as a function of the flux when heating is taken into account, assuming Eq. (5)
with η = 104, for the same parameters as for the lower curve. We see that the main effect
of heating is similar to that of decreasing the ratio wN/wS: the steep rise becomes gradual.
The similarity between the two cases may be attributed to the reduction of the ability to
carry current in the vicinity of the normal electrode. In addition, the size of the voltage
modulation decreases, as expected from the fact that there are higher temperatures along
the circuit.
As expected, the hottest region in the circuit is found in the connector at the right, close
to the branching point. Along the branches of the loop, the temperature is almost uniform
in most of the circuit and increases gradually in the vicinity of the branching point at the
right. Since the current density is discontinuous at the branching point, the temperature is
also discontinuous within the present model.
For values of η that are larger (respectively smaller) than η = 104, we may expect to obtain
a ϕN(Φ) curve that is similar to the upper curve in Fig. 4 provided that the surrounding
temperature is lowered (respectively raised), so as to yield the same temperature at the right
extreme of the loop.
V. THERMAL NOISE
In this section we take thermal noise into account, and investigate to what extent it
limits the flux resolution of the proposed device. Thermal noise affects the evolutions of
the electrochemical potential and of the order parameter. We will add its influence using a
formalism in which length and time are discretized.
In the case of the electrochemical potential, we add the Johnson noise. If ϕk and ϕk+1
are the electrochemical potentials in two consecutive cells, with a distance ℓ between their
centers, at periods of time τ we have to add to ϕk+1 − ϕk a fluctuating term with gaussian
distribution, zero average, and variance
〈[∆(ϕk+1 − ϕk)]2〉 = ϕ20Γϕ
T
Tc
t0
τ
, (6)
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where Γϕ = πe
2ℓ/~wσ, w stands for the cross section between the two cells, and ∆ stands
for the deviation from the value that would be obtained in the absence of fluctuations.
The fluctuating additions to the order parameter have been discussed in previous studies
[37]. If ψk = |ψk| exp(iχk) is the order parameter in cell k, then at intervals of time τ we
add to |ψk| a fluctuating term with gaussian distribution, average
〈∆|ψk|〉 = Γψ h
3
k
2|ψk|
T
Tc
τ
t0
, (7)
and variance
〈(∆|ψk|)2〉 − 〈∆|ψk|〉2 = Γψhk T
Tc
τ
t0
, (8)
where Γψ = Γϕξ
2(0)/uℓ2, hk is obtained from Eq. (4) by setting ψ = ψk, and the cross
section w has to be taken as the average in cell k. Finally, the addition to the argument is
a fluctuating term with gaussian distribution, zero average, and variance
〈(∆χk)2〉 = Γψ
hk|ψk|2
T
Tc
τ
t0
. (9)
Obviously, the influence of thermal fluctuations becomes negligible for sufficiently low
temperature. Therefore, a more relevant question is whether the signatures encountered in
the previous sections are still encountered when the temperature is lowered away from Tc.
With this in mind, we have studied the influence of thermal noise for T = 0.9Tc. Accordingly,
we reduced the perimeter of the circuit and increased the current density.
Figure 5 shows typical temporal variations of the voltage across the circuit, for some
particular runs. The colored curves correspond to j = 0.095. The curve for Φ = 0.225Φ0 is
typical of the case 0 ≤ Φ . 0.4Φ0; in this case the voltage fluctuates around some average
value. On the other hand, for 0.4Φ0 . Φ . 0.6Φ0, as seen in the curve for Φ = 0.55Φ0, it
is clear that fluctuations are not normally distributed. Instead, there are large fluctuations
that persist for long periods of time, suggesting that the circuit attains metastable regimes.
These large fluctuations can be associated with changes in the winding number of the order
parameter around the loop; these changes are also detected in the fraction of the total
current that flows through a given branch of the circuit. The curves for Φ = 0.4Φ0 and
for Φ = 0.5Φ0 have a shorter time span, and depict special situations for which a large
fluctuation was present during most of the sampled time.
When the the current density is raised to j = 0.1, large fluctuations become quite frequent
and the flux range where they are present becomes broader. The black curve in Fig. 5 shows
that these fluctuations are not rare for Φ = 0.25Φ0.
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FIG. 5: Potential difference as a function of time for miscellaneous runs. The colored curves are
for j = 0.095j0, and the black curve, for j = 0.1j0. The number next to each colored curve is the
flux in units of Φ0. For Φ = 0.225Φ0, for Φ = 0.55Φ0, and for the black curve, time is shown in the
lower horizontal axis and the binning is 2400 t0; for Φ = 0.4Φ0 and for Φ = 0.5Φ0, time is shown
in the upper axis and the binning is 120 t0. Other parameters: T = 0.9Tc, L = 20ξ(0), wS = 3wN,
uτ2in = 10
4t20, η = 0, ξ(0) = 10nm, σwS = 10
−6Ω−1cm. For visibility, the curve for Φ = 0.225Φ0
has been lowered by 0.1ϕ0, those for Φ = 0.4Φ0 and Φ = 0.5Φ0 have been raised by 0.1ϕ0, and the
curve for j = 0.1j0 has been raised by 0.3ϕ0.
It might be objected that if the system wanders between two states, it is not strictly in a
“stationary” regime. Note however that thermal noise is present also in a standard SQUID,
in addition to its inherent oscillatory behavior.
The red lines in Fig. 6 show average voltages as a function of the flux for j = 0.095,
obtained by monitoring the voltage during a lapse of time in which the winding number
changed a handful of times. In order to assess the error, the sampling time was divided into
49 intervals, the average voltage was evaluated for each interval, and then the statistical error
was estimated as the standard deviation of the voltage values for these intervals, divided by
7. As a rough picture of the flux dependence of the voltage, we also evaluated the voltage
for several fluxes, for much shorter sampling times. The results are shown as blue dots in
Fig. 6.
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FIG. 6: Average of the potential difference with thermal fluctuations, as a function of the flux.
The red lines and the blue dots refer to j = 0.095j0; the purple lines refer to j = 0.1j0. The lines
were obtained from sampling times that extended during 1.176 × 105t0, and represent error bars.
The dots were obtained from samplings that lasted for 5.88 × 103t0, and do not show error bars.
The gray lines are guides for the eye. The other parameters are as in Fig. 5.
The purple lines in Fig. 6 show average voltages for j = 0.1. It appears that in this
case our samplings involved a sufficient number of large fluctuations and the results are
statistically meaningful.
We can estimate the flux resolution of our circuit as 0.5Φ0∆ϕ
√
∆t/|ϕ(0.5Φ0) − ϕ(0)|,
where ∆ϕ is the largest statistical error of ϕ and ∆t is the sampling time; for the upper
curve in Fig. 6, the resolution is of the order of 20Φ0t
1/2
0 .
VI. DISCUSSION
We have looked for a superconducting circuit that attains a stationary regime and gives
rise to a flux dependent voltage. We have found that this situation is indeed met within
a very broad range of parameters. We have not conducted a systematic study to obtain
the optimal parameters, but have rather limited ourselves to show a proof of concept for a
proposed fluxmeter. Since the working state of this fluxmeter is not oscillatory, it is expected
to exert less back action on the measured system.
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The circuit considered in Fig. 6 has a perimeter of 80ξ(0), which for ξ(0) ∼ 10 nm would
be of the order of a micrometer. For flux changes of 0.5Φ0, the voltage changes by about
0.4kBTc/e. For Tc ∼ 10K this voltage is of the order of 0.3mV, which should be readily
measurable. For T = 0.9Tc, the flux resolution of this circuit is ∼ 20Φ0t1/20 , which for
Tc ∼ 10K is of the order of 10−5Φ0/Hz1/2.
Maybe the most appealing property of the proposed circuit is the absence of tunnel
junctions or any feature that is much smaller than its perimeter. This simplicity should
enable the fabrication of particularly small devices.
We have considered temperatures close to Tc just in order to use a theoretically simple
model, in which the superconducting state can be totally described by means of the order
parameter. However, from the practical point of view, we expect that low temperatures
will offer a better performance: lower thermal noise and reduced danger of uncontrolled
hot spots. In addition, with all other parameters taken equal, comparison of Figs. 2 and
3 suggests that lower temperatures would yield larger signals and steeper inflection points.
Likewise, we have considered a current bias operation for simplicity, but a voltage bias
operation would be advantageous to limit heat dissipation, that is crucial when the sample
has to be kept at a very low temperature. We have considered relatively large current biases
in order to permit a continuous passage between consecutive winding numbers for fluxes
equal to an integer plus half number of quanta; by means of a flux locked operation this
feature could become unnecessary, enabling us to use smaller currents and thus obtain larger
responsivities.
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Appendix A: Energy balance in a wire
Our analysis is an adaptation of Schmid’s seminal work [38]. Schmid’s analysis was
intended to deal with the case of TDGL, but we will keep our expressions in a form that is
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valid for whatever evolution of the order parameter.
We initially use the gauge in which the scalar potential ϕ is zero. In the units defined in
Eq. (1), the Ginzburg–Landau energy of a segment of 1D wire of length dx is
FGL =
u
2
(−ǫ|ψ|2 + 1
2
|ψ|4 + |Dψ|2)wdx . (A1)
The unit of energy is t0ϕ0j0ξ
2(0) = 2σ~kBTcξ(0)/πe
2.
Taking the derivative with respect to time we obtain
dFGL/dt = (u/2)[(∂tψ
∗)(−ǫ+ |ψ|2 + iAD)ψ + (∂2txψ∗)Dψ + i(∂tA)ψ∗Dψ]wdx+ cc , (A2)
and substituting w(∂2txψ
∗)Dψ = ∂x[w(∂tψ∗)Dψ]−(∂tψ∗)[(∂xw)Dψ+w∂x(Dψ)], this becomes
dFGL/dt = (u/2) { [(∂tψ∗)
(−ǫ+ |ψ|2 −D2 − (w′/w)D)ψ
+ i(∂tA)ψ
∗Dψ]w + ∂x[w(∂tψ∗)Dψ]}dx+ cc . (A3)
We now switch to the gauge in which A does not depend on time. ∂tA is substituted by
∂xϕ and ∂tψ by ∂tψ + iϕ. We obtain
dFGL/dt = u {Re[(∂tψ + iϕψ)∗
(−ǫ+ |ψ|2 −D2 − (w′/w)D)ψ]w
− (∂xϕ)Im(ψ∗Dψ)w + ∂xRe[w(∂tψ + iϕψ)∗Dψ]}dx . (A4)
In addition to the Ginzburg–Landau energy, we take into account the electrochemical
energy. Assuming electroneutrality, its rate of increment is wj∂xϕdx. Adding this quantity
to Eq. (A4) and using Eq. (3), the rate of energy change of the segment becomes
dFtotal/dt = {uRe[(∂tψ + iϕψ)∗
(−ǫ+ |ψ|2 −D2 − (w′/w)D)ψ]w
− (∂xϕ)2w + u∂xRe[w(∂tψ + iϕψ)∗Dψ]}dx . (A5)
We finally note that if the volume density of power dissipation is W , and the energy
flow is IE, then this rate of change is dFtotal/dt = −(Ww + ∂xIE)dx. From here and from
Eq. (A5) we identify
W = (∂xϕ)
2 + uRe[(∂tψ + iϕψ)
∗
(
ǫ− |ψ|2 +D2 + (w′/w)D)ψ] , (A6)
and
IE = −uwRe[(∂tψ + iϕψ)∗Dψ] . (A7)
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The first term in W is the Joule dissipation, and the second term is due to the relaxation
of the order parameter. In the limiting case of TDGL, ∂tψ = [ǫ−|ψ|2− iϕ+D2+(w′/w)D]ψ
and we recover the result in [38].
Since ψ and ϕ are continuous, it follows from Eq. (A7) that the constraint
∑
3
n=1±Dψn =
0 not only ensures charge conservation at the contacts between the ring and the connectors,
but also energy conservation.
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