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Entropic uncertainty relations for successive measurements of canonically conjugate
observables
Alexey E. Rastegin
Department of Theoretical Physics, Irkutsk State University, Gagarin Bv. 20, Irkutsk 664003, Russia
Uncertainties in successive measurements of general canonically conjugate variables are examined.
Such operators are approached within a limiting procedure of the Pegg–Barnett type. Dealing
with unbounded observables, we should take into account a finiteness of detector resolution. An
appropriate reformulation of two scenarios of successive measurements is proposed and motivated.
Uncertainties are characterized by means of generalized entropies of both the Re´nyi and Tsallis types.
The Re´nyi and Tsallis formulations of uncertainty relations are obtained for both the scenarios of
successive measurements of canonically conjugate operators. Entropic uncertainty relations for the
case of position and momentum are separately discussed.
I. INTRODUCTION
The Heisenberg uncertainty principle [1] has been rec-
ognized as one of the fundamental scientific concepts.
The Heisenberg’s thought experiment was first examined
rather qualitatively. An explicit formal derivation was
firstly given in [2]: the product of the standard devia-
tions of position and momentum in the same state cannot
be less than ~/2. To arbitrary pair of observables, this
approach was extended by Robertson [3]. This very tra-
ditional formulation has been criticized [4, 5]. It gives no
characterization, when a prepared state commutes with
any of the two observables. The first entropic uncer-
tainty relation for position and momentum was derived
by Hirschman from the Hausdorff–Young inequality [6].
His result has later been improved in [7, 8]. The im-
proved relation was used in derivation of entanglement
criteria for continuous variables [9]. Entropic relations in
multi-dimensional position and momentum spaces were
obtained in [10]. In the discrete case, entropic approach
yields a non-trivial restriction whenever the two observ-
ables do not share any common eigenvector [5]. Entropic
uncertainty relations are currently the subject of active
research (see the reviews [11–13] and references therein).
Questions of their optimality are addressed in [14]. Other
approaches are based on the sum of variances [15, 16] and
on majorization relations [17–21]. The variance-based
formulation was recently applied to noise and disturbance
[22]. Measure-independent notions of joint uncertainty of
several variables are studied in [23].
The most traditional formulation known as prepara-
tion uncertainty relations assumes repeated trials with
the same state. For each of the chosen measurements, the
corresponding probability distribution is taken. Using
some quantitative figures of uncertainty, we then study
bounds on the total measure of uncertainty in the sce-
nario. Of course, other measurement scenarios could be
considered here. Some of them are related to the case
of successive measurements [24, 25]. At each stage, an
actual pre-measurement state somehow depends on the
results of previous measurements. In a certain sense,
this situation is more realistic in the context of quan-
tum information processing. Uncertainty relations are
now interesting not only from the conceptual viewpoint.
These studies are stimulated by a recent progress in using
quantum systems as an informational resource [26–28].
Today, physicists are able to carry out experiments with
individual quantum systems [29, 30]. In quantum infor-
mation processing, our subsequent manipulations usually
deal with an output of the latter stage. The Heisenberg’s
thought experiment with microscope should rather be
treated as a scenario of measurement uncertainty in suc-
cessive measurements [31]. Apparently, studies of quan-
tum uncertainties in the scenarios of successive measure-
ments have received less attention than they deserve [25].
The authors of [25] also discussed links between uncer-
tainties in successive measurements and Ozawa’s treat-
ment of noise and disturbance [32, 33].
For the scenarios of successive measurements, entropic
uncertainty relations were considered only in finite-
dimensional settings [24, 34]. For a pair of qubit ob-
servables, this approach was further developed with the
use of Re´nyi’s entropies [35] and Tsallis’ entropies [36].
In the present work, we will deal with successive mea-
surements that are not projective. The paper is orga-
nized as follows. In Section II, we review the required
material concerning entropic functions and application
of the Pegg–Barnett formalism to canonical conjugacy.
In Section III, we discuss the two scenarios of successive
measurements of canonically conjugate operators. This
reformulation is necessary since we consider observables
with continuous spectra. Entropic measures of uncer-
tainty also differ somehow from the measures used in the
discrete case. In Section IV, we derive Re´nyi and Tsallis
formulations of uncertainty relations for both the scenar-
ios of successive measurements of canonically conjugate
operators. The position-momentum case is separately
addressed. In Section V, we conclude the paper with a
brief summary of results obtained.
II. PRELIMINARIES
In this section, we recall the required material and fix
the notation. Uncertainties will be characterized via the
Re´nyi and Tsallis entropies, which have many convenient
2properties [37]. Then we consider necessary details of the
Pegg–Barnett formalism.
Let us consider distributions with a discrete label. For
the given probability distribution p = {pi}, its Re´nyi α-
entropy is defined as [38]
Rα(p) :=
1
1− α
ln
(∑
i
pαi
)
, (1)
where 0 < α 6= 1. For 0 < α < 1, the Re´nyi α-entropy
is a concave function of the probability distribution. For
α > 1, it is neither purely convex nor purely concave [39].
In the limit α → 1, the formula (1) gives the standard
Shannon entropy
H1(p) = −
∑
i
pi ln pi . (2)
For the given probability distribution p = {pi} and any
0 < α 6= 1, the Tsallis α-entropy is defined as [40]
Hα(p) :=
1
1− α
(∑
i
pαi − 1
)
= −
∑
i
pαi lnα(pi) . (3)
Here, the α-logarithm is given by
lnα(ξ) :=
ξ1−α − 1
1− α
. (4)
Note that the α-entropy (3) is concave for all 0 < α 6= 1.
For α → 1, the α-logarithm reduces to the usual one so
that (3) reduces to (2).
In view of non-additivity, the Tsallis entropy is well
known in non-extensive thermostatistics [40]. Up to a
factor, the α-entropy (3) is actually identical to an infor-
mation measure introduced earlier in [41]. Incidentally,
entropic functions of this type have found use far beyond
the context of thermostatistics. For instance, such in-
formation measures were applied in formulation of Bell
inequalities [42] and in studies of combinatorial problems
[43].
In the following, we will use a convenient notion similar
to vector norms. For β > 0, we define
‖p‖β :=
(∑
i
pβi
)1/β
. (5)
The right-hand side of (5) gives a norm only for β ≥ 1.
For α 6= 1, one can rewrite (1) in the form
Rα(p) =
α
1− α
ln ‖p‖α . (6)
The α-entropy (3) is expressed in terms of ‖p‖α as well.
Let us proceed to the case of continuously changed
variables. In principle, the formulas (1) and (3) can be
rewritten immediately. If the variable is distributed ac-
cording to the probability density function w(y), then
Rα(w) :=
1
1− α
ln
(∫
[w(y)]αdy
)
, (7)
where 0 < α 6= 1. The integral is assumed to be taken
over the interval of values, for which w(y) is defined. As a
rule, such intervals are clear from the context. It will be
convenient to extend the notion (5) to the case of prob-
ability density functions. For the given density function
w(y) and β > 0, we define
‖w‖β :=
(∫
[w(y)]βdy
)1/β
. (8)
Using entropies of the form (7), the following fact
should be kept in mind. In general, they may have nega-
tive values. This is a distinction from (1) and (3). Since
pi ≤ 1, for α > 1 > β we easily obtain
‖p‖α ≤ 1 ≤ ‖p‖β . (9)
For probability density functions, we cannot generally
write relations similarly to (9). If w(y) ≤ 1 for all ac-
ceptable values of y, then we truly have
‖w‖α ≤ 1 ≤ ‖w‖β . (10)
The latter follows from the normalization ‖w‖1 = 1 and
α > 1 > β. It can be exemplified that the property (10)
is not valid for density functions with sufficiently large
variations.
To quantify an amount of uncertainty, we rather wish
to deal with positive entropic functions. Here, one of pos-
sible approaches is to use some discretization. An inter-
val of continuously changed variable can be divided into a
set of non-intersecting bins. Preparation uncertainty re-
lations with binning were derived by Bia lynicki-Birula in
terms of the Shannon [44] and Re´nyi entropies [45]. Such
relations can be applied to entanglement [46] and steer-
ing detection [47, 48]. To reach a good exposition, the
size of the bins should be sufficiently small in comparison
with a scale of considerable changes of the distribution.
Let the bins be described by the set of marks {ℓi}. Ac-
cordingly, we have the intervals ∆ℓi = ℓi+1 − ℓi with the
maximum ∆ℓ = max∆ℓi. We introduce probabilities
p
(ℓ)
i :=
∫ ℓi+1
ℓi
w(y) dy , (11)
which form the distribution p
(ℓ)
∆ . For this probability dis-
tribution, we can then calculate the entropies (1) and (3).
For sufficiently small bins, these entropies will provide a
good characteristic of uncertainty.
To obtain entropic relations with binning, we will use
the inequalities following from theorem 192 of the book
by Hardy et al. [49]. For α > 1 > β, we have [50]
∆ℓ1−α
∥∥p(ℓ)∆ ∥∥αα ≤ ‖w‖αα , (12)
‖w‖ββ ≤ ∆ℓ
1−β
∥∥p(ℓ)∆ ∥∥ββ . (13)
Re´nyi’s entropies of p
(ℓ)
∆ are generally unbounded, when
∆ℓ → 0 and the other parameters remain fixed. It is
3seen from (12) and (13). In this limit, we will deal with
entropies of continuous distributions such as (7).
To describe canonically conjugate operators, the Pegg–
Barnett formalism [51–53] will be used. This approach
was originally proposed to fit a Hermitian phase oper-
ator. Since Dirac’s famous work [54] on quantum elec-
trodynamics had appeared, the quantum phase problem
has extensively been studied [55]. Dirac’s treatment of a
quantum phase operator was later found to suffer from a
lot of difficulties [56]. A renewed interest in the quantum
phase problem was stimulated by a progress in quantum
optics [55]. There is a large literature on many aspects
of this problem [55, 56].
Instead of infinite dimensions, the Pegg–Barnett for-
malism begins with a finite but arbitrarily large state
space [51, 52]. The final part of the procedure is to find
the limit of desired quantities as the dimensionality tends
to infinity. Furthermore, the concept of canonical conju-
gacy can be explained from this viewpoint [57]. It gives
additional insights into the nature of canonically conju-
gate operators in physically relevant situations. The no-
tion of complementarity in finite dimensions is shown to
be related with complementarity in the sense of canoni-
cal conjugacy. Entropic uncertainty relations for general
canonically conjugate operators were studied in [58] and
by another method in [50].
We consider the two orthonormal bases {|n〉}dn=0 and
{|m〉}dm=0 in (d+1)-dimensional Hilbert spaceHd+1. The
authors of [57] introduced two Hermitian operators with
the same structure:
Nd+1 :=
d∑
n=0
n |n〉〈n| , (14)
Md+1 :=
d∑
m=0
m |m〉〈m| . (15)
They are formally similar to the photon number opera-
tor and both have the spectrum {0, 1, . . . , d}. To build
conjugate observables, the considered orthonormal bases
should obey
〈n|m〉 = (d+ 1)−1/2 exp
(
ih(m,n)
)
. (16)
The real-valued function h(m,n) is defined as h(m,n) =
−(m+ b0)(n+ a0)δ, where [57]
δ =
2π
d+ 1
. (17)
The parameters a0 and b0 will be specified later. Here,
we deal with a pair of mutually unbiased bases, whose
role in quantum physics was emphasized by Schwinger
[59]. The above operators generate shifts in each other’s
eigenstates [57]:
exp
(
−i(Nd+1 + a01 d+1)jδ
)
|m〉 = |m+ j〉 , (18)
exp
(
+i(Md+1 + b01 d+1)kδ
)
|n〉 = |n+ k〉 . (19)
The relations (18) and (19) give a hint for the proper form
of the operators with conjugacy. For a real parameter γ,
we define
X
(γ)
d+1 := (Nd+1 + a01 d+1)γ , (20)
Y
(γ)
d+1 := (Md+1 + b01 d+1)δγ
−1 , (21)
These operators should become canonically conjugate for
d → ∞. The eigenvalues of the operators (20) and (21)
are written as xn = (a0 + n)γ and ym = (b0 +m)δγ
−1,
respectively. The differences between successive eigenval-
ues are ∆xn = γ and ∆ym = δγ
−1. The parameters a0,
b0, and γ are functions of the dimensionality and should
be chosen appropriately [57, 58].
To approach canonical conjugacy, the two possible sit-
uations should be kept in mind [57]. In the first one, the
difference between successive eigenvalues of (20) does not
vanish as d → ∞. Accordingly, γ(d) should tend to a
non-zero finite limit. In the second case, the conjugate
observables both have continuous spectra. We will focus
just on this case, which includes the position-momentum
pair. When d→∞, the parameter γ(d) approaches zero
so that (d + 1)γ tends to infinity. It might be inversely
proportional to a power of (d+ 1) which is between, but
not including, zero and unity [57]. To provide infinite
expansion of spectra in both the negative and positive
directions, we could set a0(d) = b0(d) = −d/2 [57].
The commutator of (21) and (20) is expressed as
[
Y
(γ)
d+1,X
(γ)
d+1
]
= δ [Md+1,Nd+1] . (22)
To approach canonical conjugacy, certain physical con-
ditions should be imposed [57]. Here, the first physical
condition implies that one cannot prepare a state of in-
finite energy or momentum. Under such restrictions, the
right-hand side of (22) reduces to the form [57]
i
(
1 d+1 − (d+ 1)|m = 0〉〈m = 0|
)
. (23)
The ket |m = 0〉 corresponds to the minimal eigenvalue
y0 = b0δγ
−1 of Y
(γ)
d+1. Except for the term with this
ket, the right-hand side of (23) reproduces the standard
commutation relation. The units here are such that ~ =
1. The form (23) is sufficient for the first case of canonical
conjugacy, including the photon phase-number pair and
the angle-angular momentum pair [57]. To approach the
second case, an additional condition is required. The
relation (23) can finally be reduced to the form
[
Y
(γ)
d+1,X
(γ)
d+1
]
PP
= i1 d+1 . (24)
It implies that the system must be in a state with a fi-
nite extension in space, or, more generally, with finite
moments with respect to (21) [57]. The subscripts in
(24) emphasize the role of the above physical conditions.
To derive entropic uncertainty relations, we will focus
on norm-like functionals of the corresponding probabil-
ity distributions. Connections between them follow from
Riesz’s theorem [60] (see also theorem 297 of [49]).
4III. ON SUCCESSIVE MEASUREMENTS OF
OBSERVABLES IN GENERAL
In this section, the problem of uncertainty in quantum
measurements is considered for two successive measure-
ments. Successive projective measurements are physi-
cally meaningful only for observables with purely discrete
spectra. In this paper, we focus on observables with con-
tinuous spectra. This case should be treated in essentially
different manner [25]. As the case of projective measure-
ments is conceptually simpler, we briefly recall it.
Let A be a finite-dimensional observable, and let Λa
be the projector onto the a-th eigenspace of A. For the
pre-measurement state ρ, the probability of outcome a
is equal to Tr(Λaρ) [61]. With this probability distribu-
tion, we calculate entropic functions or other quantities
of interest. By Rα(A;ρ) and Hα(A;ρ), we will mean the
entropies (1) and (3) calculated with Tr(Λaρ). Suppose
that we further measure another observable B. In the
scenarios of successive measurements, subsequent mea-
surements are assumed to be performed with a new en-
semble of states. This formulation quite differs from the
tradition of preparation uncertainty relations.
Scenarios with successive measurement are formulated
with respect to the chosen form of post-first-measurement
states [34]. In the first scenario, the second measurement
is performed on the state generated after the first mea-
surement with completely erased information. In terms
of the projectors Λa, the pre-measurement state of the
second measurement is expressed as [24]
ΦA(ρ) =
∑
a
ΛaρΛa . (25)
To quantify the amount of uncertainty in successive mea-
surements, we will use quantities of the form
Rα(A;ρ) +Rβ
(
B; ΦA(ρ)
)
, (26)
and similarly with the corresponding Tsallis entropies.
The second scenario of successive measurements as-
sumes that the result of the first measurement should
be kept. A focus on actual measurement outcomes is
typical for the so-called selective measurements. For ex-
ample, incoherent selective measurements are used in the
formulation of monotonicity of coherence measures [62].
Note that coherence quantifiers can be defined with en-
tropic functions of the Tsallis type [63].
Thus, the second measurement is performed on the
post-first-measurement state conditioned on the actual
measurement outcome [34, 35]. It is represented as ̺a =
r−1a ΛaρΛa, where ra = Tr(Λaρ). Measuring the second
observable B in each ̺a, we deal with the corresponding
entropy Rβ(B;̺a). Taking the average over all a, we
introduce the quantity
∑
a
raRβ(B;̺a) =∑
a
raRα(A;̺a) +
∑
a
raRβ(B;̺a) . (27)
Note that the first sum in the right-hand side of (27) is
zero. Indeed, measuring the observable A in its eigenstate
leads to a deterministic probability distribution, whence
Rα(A;̺a) = 0 for all a. Thus, in finite dimensions the
left-hand side of (27) is sufficient. This is not the case
for observables with continuous spectra. We cannot say
about a state, in which the measurement of position gives
exactly one particular value. Such states can be neither
measured nor prepared. Instead, we have to deal with
well localized states of finite, even small, scale. So, the
right-hand side of (27) will be useful in formulating the
second scenario to canonically conjugate variables.
In a similar manner, we can rewrite (27) with the use
of Tsallis’ entropies. For α = β = 1, the quantity (27)
becomes the Shannon entropy averaged over all a. The
authors of [34] applied the latter as a measure of uncer-
tainties in successive measurements. Uncertainty rela-
tions for successive projective measurements in terms of
Re´nyi’s entropies were examined in [35]. Formally, the
sums involved in (27) are very similar to one of the exist-
ing definitions of conditional Re´nyi’s entropy. Note that
the proper definition of generalized conditional entropies
is an open question. There are several more or less jus-
tified approaches [64]. The simplest of them just lead
to expressions of the form (27). Also, the two kinds of
conditional Tsallis entropy are known in the literature
[65, 66]. The second form gives the quantity
∑
a
raHβ(B;̺a) . (28)
The conditional entropies mentioned above were used in
studying trade-off relations for noise and disturbance in
finite dimensions [67]. More properties of generalized
conditional entropies are discussed in [68].
When we deal with unbounded operators, the formu-
lation should be changed. Any real measurement appa-
ratus is inevitably of a finite size. Devices with a finite
extension need a finite amount of energy. Therefore, we
cannot ask for some state, in which the measurement
of an observable gives exactly one particular value. Of
course, eigentates of position and momentum are often
used as a very convenient mathematical tool. They are
not elements of the Hilbert space, but can be treated in
the context of rigged Hilbert spaces [69]. In practice, we
may deal with narrow distributions that are of finite but
small width. Measuring or preparing some state with
the particular value ζ of position, one has to be affected
by some vicinity of ζ. Therefore, we should treat each
concrete result only as an estimation. With more de-
tails, measurements of coordinates of a microparticle are
considered in chapter II of [70].
To formulate the case of finite-resolution measure-
ments, new operators will be used. Let Y be an ob-
servable with spec(Y) = R, and let |y〉’s be the eigenkets
normalized through Dirac’s delta function. For some “ac-
ceptance function” ζ 7→ f(ζ), we define [25]
K(ζ) :=
∫
dy f(ζ − y) |y〉〈y| . (29)
5If the function f obeys the normalization condition
∫
|f(ζ)|2 dζ = 1 , (30)
then the operators (29) satisfy
∫
dζ K(ζ)†K(ζ) = 1 . (31)
The acceptance function characterizes a degree of resolu-
tion of the used measurement apparatus. From the phys-
ical viewpoint, we may also assume that this function is
even. When it is sufficiently narrow, repeated trials with
the pre-measurement state will lead to a good estimation
of the true probability density function
wρ(y) = 〈y|ρ|y〉 . (32)
The experiment actually results in other density func-
tion. This fact is also essential in deriving uncertainty
relations for characteristic functions [71], where aperture
transmittance functions have been taken into account.
The probability density function dealt with is given by
Pρ(ζ) =
∫
|f(ζ − y)|2 wρ(y) dy . (33)
Due to (33), the dispersion of measured variable will be
added by the quantity [25]
σ2f =
∫
ζ2 |f(ζ)|2 dζ . (34)
For good acceptance functions, any actual distortion of
statistics will be small. One of physically natural forms
of acceptance functions is the Gauss function [25]. A
physically natural assumption is that a behavior of any
acceptance function is qualitatively similar. Even if it is
narrow, its tails are both non-zero, whence the density
(33) cannot take zero values exactly.
We shall now reformulate the first scenario of succes-
sive measurements in the finite-resolution case. As was
mentioned in [25], the formula (25) is replaced with
ΦY(ρ) =
∫
dζ K(ζ)ρK(ζ)† . (35)
Note that the state (35) leads to the same probability
density function (32). But the latter is not directly ob-
servable. As a consequence, the state (35) generates
the same distribution (33). The post-first-measurement
state (35) is further put into a finite-resolution apparatus
for the measurement of another observable X. This sec-
ond measurement is described in a similar manner. Let
|x〉’s be the eigenkets normalized also through Dirac’s
delta function. The corresponding “acceptance function”
ξ 7→ g(ξ) leads to operators of the form
L(ξ) :=
∫
dx g(ξ − x) |x〉〈x| . (36)
Again, we cannot exactly determine the distribution with
respect to x in any measured state. The variable ξ is
treated as an estimation, for which the probability den-
sity function is expressed similarly to (33). In the first
scenario, this density function is calculated with the post-
first-measurement state (35).
To characterize an amount of uncertainty in the first
scenario of successive measurements, we will introduce
an analog of (26). In both the measurements, obtained
statistics actually deals with some estimation parame-
ter. Hence, actual probability density function should be
taken into account. Using entropies of continuous distri-
butions, we will deal with the quantity
Rα
(
P ;ρ
)
+Rβ
(
Q; ΦY(ρ)
)
. (37)
Here, the Re´nyi entropies are calculated due to (7) by
substituting the probability density functions Pρ(ζ) and
Q(ξ) =
∫
|g(ξ − x)|2 〈x|ΦY(ρ)|x〉dx . (38)
Another convenient approach is to calculate entropies
with binning. For instance, sampling of the function (33)
into bins between marks ζ′j leads to a discrete probability
distribution p
(ζ′)
∆ . In the second measurement, entropies
can be taken with binning between some marks ξ′k. This
approach leads to the characteristic quantity
Rα
(
p
(ζ′)
∆ ;ρ
)
+Rβ
(
q
(ξ′)
∆ ; ΦY(ρ)
)
, (39)
and similarly for the case of Tsallis entropies. Entropic
quantities of the form (39) provide a natural measure of
uncertainty in successive measurements of operators with
continuous spectra.
In the second scenario of successive measurements,
each actual result of the first measurement is retained.
Assuming Pρ(ζ) 6= 0 in the corresponding domain, we
now consider the normalized output state
̺(ζ) = Pρ(ζ)
−1 K(ζ)ρK(ζ)† . (40)
Each ̺(ζ) describes one of possible pre-measurement
states in the second measurement. Similarly to (37), we
then consider∫
Rα
(
P ;̺(ζ)
)
Pρ(ζ) dζ +
∫
Rβ
(
Q;̺(ζ)
)
Pρ(ζ) dζ .
(41)
The entropies Rα
(
P ;̺(ζ)
)
and Rβ
(
Q;̺(ζ)
)
are obtained
with the probability density functions P (ζ˜) and Q(ξ˜) de-
termined for the given ̺(ζ). We further take the sum of
entropies with binning for each ̺(ζ) and then average it
over all ζ. So, one introduces the quantity
∫
Rα
(
p
(ζ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ +
∫
Rβ
(
q
(ξ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ .
(42)
The expressions (41) and (42) generalize (27) to the case
of observables with continuous spectra. In opposite to
6observables with discrete spectra, any state ̺(ζ) is as-
sociated with some uncertainty, even small, in the first
variable. The first term in each of the sums (41) and
(42) is used to quantify this feature. It is for this reason
that the right-hand side of (27) be written with adding
zero term Rα(A;̺a). Its integral analog is strictly non-
zero in each of the sums (41) and (42). Furthermore, we
may expect here some trade-off with the second integral.
The Tsallis-entropy version of uncertainty measure for
the second scenario is written similarly.
IV. ENTROPIC UNCERTAINTY RELATIONS
FOR SUCCESSIVE MEASUREMENTS
In the preparation scenario, entropic uncertainty re-
lations for general canonically conjugate operators were
proved in [50]. Such operators are obtained within the
Pegg–Barnett formalism as was explained in Section II.
Let strictly positive numbers α and β obey 1/α+1/β = 2
and α > 1 > β. For any reference state σ, one has [50]
‖wσ‖α ≤
(
1
2π
)(1−β)/β
‖Wσ‖β , (43)
‖Wσ‖α ≤
(
1
2π
)(1−β)/β
‖wσ‖β . (44)
Here, the probability density function wσ(y) is given by
substituting σ into (32), and Wσ(x) = 〈x|σ|x〉. The in-
equalities (43) and (44) were derived by taking the limit
d→∞ in relations between functionals of discrete prob-
ability distributions. From the mathematical viewpoint,
the derivation resembles the way by which the Hausdorff–
Young inequality follows from Riesz’s theorem (see, e.g.,
§ 8.17 of [49]). In practice, we will deal with the proba-
bility density functions with respect to either ζ or ξ. The
next step is to rewrite (43) and (44) in terms of actually
measured distributions.
Here, we recall one result for integral mean values with
a weight function (see theorem 204 of the book [49]). It
is similar to Jensen’s inequality. Let the weight function
λ(y) be normalized. If φ′′(t) is positive for all t between
inf w(y) and supw(y), then
φ
(∫
λ(y)w(y) dy
)
≤
∫
λ(y)φ
(
w(y)
)
dy . (45)
This holds under a lot of technical conditions concern-
ing positivity and integrability of functions. In our case,
these conditions are all satisfied. For α > 1, the function
t 7→ tα has positive second derivative. Applying (45)
with λ(y) = |f(ζ − y)|2, we then get
[Pσ(ζ)]
α ≤
∫
|f(ζ − y)|2 [wσ(y)]
αdy . (46)
Integrating this inequality over ζ and using (30), one gets
‖Pσ‖
α
α ≤ ‖wσ‖
α
α . (47)
For 0 < β < 1, the function t 7→ tβ has negative sec-
ond derivative. In a similar manner, for the probability
density functions Wσ(x) and
Qσ(ξ) =
∫
|g(ξ − x)|2 Wσ(x) dx , (48)
we write ‖Wσ‖
β
β ≤ ‖Qσ‖
β
β . Combining the last two in-
equalities with (43) and (44) finally gives
‖Pσ‖α ≤
(
1
2π
)(1−β)/β
‖Qσ‖β , (49)
‖Qσ‖α ≤
(
1
2π
)(1−β)/β
‖Pσ‖β , (50)
where 1/α + 1/β = 2 and α > 1 > β. These relations
initially hold for the preparation scenario with arbitrary
reference state σ. However, they are still valid for two
different states that have the same probability density
function in one of the two measured observables.
Formulating entropic uncertainty relations for succes-
sive measurements, we begin with the second scenario.
Let ̺(ζ) be one of particular outputs of the first mea-
surement, in which we have measured Y. Substituting
σ = ̺(ζ) and taking the logarithm of (49) and (50), we
finally obtain
Rα
(
P ;̺(ζ)
)
+Rβ
(
Q;̺(ζ)
)
≥ ln 2π . (51)
We now average (51) with the probability density func-
tion Pρ(ζ) calculated for the input ρ. Under the condi-
tion 1/α+ 1/β = 2, one gets
∫
Rα
(
P ;̺(ζ)
)
Pρ(ζ) dζ +
∫
Rβ
(
Q;̺(ζ)
)
Pρ(ζ) dζ
≥ ln 2π . (52)
The relation differs from relations for finite-dimensional
observables in the following respect. Eigenstates of an
observable with continuous spectra are unphysical and
cannot be prepared. For each particular output of the
first measurement, measuring the same observable on
̺(ζ) will lead to some distribution of outcomes. A width
of this distribution is always non-zero, though small for
a good acceptance function. Moreover, our attempts to
reduce values of the first integral will lead to increas-
ing lower bound on the second integral. This question
does not appear in successive measurements of observ-
ables with pure point spectra. Indeed, the first sum in
the right-hand side of (27) is always zero.
Entropic uncertainty relations in the first scenario are
based on an additional observation. Let Y be the first of
the two measured observables. As was mentioned above,
the first-measurement output ΦY(ρ) and the input state
ρ share the same density function wρ(y). Due to (33),
they also have the same distribution Pρ(ζ), whence
Rα
(
P ;ρ
)
= Rα
(
P ; ΦY(ρ)
)
, (53)
7Rewriting (51) with ΦY(ρ) instead of ̺(ζ), we obtain
uncertainty relations in the first scenario of successive
measurements due to (53). If positive numbers α and β
obey 1/α+ 1/β = 2, then
Rα
(
P ;ρ
)
+Rβ
(
Q; ΦY(ρ)
)
≥ ln 2π . (54)
Thus, we formulated uncertainty relations for successive
measurements of canonically conjugate variables in terms
of Re´nyi’s entropies of continuous distributions.
To obtain definitely positive quantities, we can use en-
tropies with binning. The only step is to convert (49)
and (50) into relations between the corresponding dis-
crete distributions. Instead of Pσ(ζ), we now deal with
the probabilities
p
(ζ′)
j :=
∫ ζ′j+1
ζ′
j
Pσ(ζ) dζ , (55)
which form the distribution p
(ζ′)
∆ . The basic size of dis-
cretization is ∆ζ = max∆ζ′j , where ∆ζ
′
j = ζ
′
j+1−ζ
′
j. For
the second probability density function, we introduce the
probabilities
q
(ξ′)
k :=
∫ ξ′k+1
ξ′
k
Qσ(ξ) dξ . (56)
They form the second probability distribution q
(ξ′)
∆ . We
also put the intervals ∆ξ′k = ξ
′
k+1 − ξ
′
k and their max-
imum ∆ξ = max∆ξ′k. Combining (49) and (50) with
the corresponding results of the form (12) and (13), the
following conclusion takes place. Under the conditions
1/α+ 1/β = 2 and α > 1 > β, we have
∥∥p(ζ′)∆ ∥∥α ≤
(
∆ζ∆ξ
2π
)(1−β)/β ∥∥q(ξ′)∆ ∥∥β , (57)
∥∥q(ξ′)∆ ∥∥α ≤
(
∆ζ∆ξ
2π
)(1−β)/β ∥∥p(ζ′)∆ ∥∥β . (58)
Entropic uncertainty relations with binning are derived
from (57) and (58) similarly to the way by which the
results (52) and (54) follow from (49) and (50). In terms
of Re´nyi entropies, we have
Rα
(
p
(ζ′)
∆ ;ρ
)
+Rβ
(
q
(ξ′)
∆ ; ΦY(ρ)
)
≥ ln
(
2π
∆ζ∆ξ
)
, (59)
∫
Rα
(
p
(ζ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ +
∫
Rβ
(
q
(ξ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ
≥ ln
(
2π
∆ζ∆ξ
)
, (60)
where 1/α + 1/β = 2. Non-zero lower bounds imply a
trade-off between values of the first and second entropic
measures of uncertainties in each of the formulas (59) and
(60). To ensure positive bounds, the interval characteris-
tics ∆ζ and ∆ξ should be chosen small enough. It is con-
nected with the fact that one quantum degree of freedom
occupies a dimensionless phase cell with a size not less
than 2π. As was already noted right after (12) and (13),
entropies with binning becomes generally unbounded in
the limit of zero bins. In this limit, the inequalities (59)
and (60) do not give an informative statement. Instead,
we can use here (52) and (54).
To get uncertainty relations in terms of Re´nyi en-
tropies, purely algebraic operations were used. The case
of Tsallis entropies is not so immediate. Our approach
is based on the method of [72], where the minimization
problem was examined. We refrain from presenting the
details here. The results are formulated as follows. Let
strictly positive numbers α and β obey 1/α + 1/β = 2.
For any input state ρ, we have
Hα
(
p
(ζ′)
∆ ;ρ
)
+Hβ
(
q
(ξ′)
∆ ; ΦY(ρ)
)
≥ lnµ
(
2π
∆ζ∆ξ
)
, (61)
∫
Hα
(
p
(ζ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ +
∫
Hβ
(
q
(ξ′)
∆ ;̺(ζ)
)
Pρ(ζ) dζ
≥ lnµ
(
2π
∆ζ∆ξ
)
, (62)
where µ = max{α, β}. Hence, uncertainty relations in
both the scenarios of successive measurements of canoni-
cally conjugate operators are expressed in terms of Tsallis
entropies. These entropic uncertainty relations also show
complementarity in successive measurements of general
canonically conjugate operators.
We finally consider the position and momentum oper-
ators, which give a primary case of the canonical com-
mutation relation. Here, the above entropic uncertainty
relations can be improved. In general, the Riesz theorem
per se provides only an upper bound on the correspond-
ing norm of a linear transformation. Calculating exact
value of the required norm may lead to improved rela-
tions. For the Fourier transform, the exact value was
found by Beckner [7]. As was shown by Bia lynicki-Birula
and Mycielski [8], this result implies an improvement of
Hirschman’s uncertainty relation [6]. The wave functions
in the position and momentum spaces are connected via
the Fourier transform. Using the Beckner result, we re-
place 2π with κπ in the formulas (43) and (44). The
square of κ is expressed as [50]
κ
2 = α1/(α−1)β1/(β−1) . (63)
The parameter κ grows from κ = 2 for β = 1/2 up to
κ = e for β = 1. In the first scenario, we finally obtain
Rα
(
P ;ρ
)
+Rβ
(
Q; ΦY(ρ)
)
≥ lnκπ , (64)
Rα
(
p
(ζ′)
∆ ;ρ
)
+Rβ
(
q
(ξ′)
∆ ; ΦY(ρ)
)
≥ ln
(
κπ
∆ζ∆ξ
)
, (65)
where 1/α + 1/β = 2. In a similar manner, we recast
the uncertainty relations (52) and (60) concerning the
second scenario of successive measurements. In terms of
the Tsallis entropies, we merely rewrite the right-hand
sides of (61) and (62) with κπ instead of 2π. In the
8case α = β = 1, all the above relations are expressed via
the Shannon entropies. In the lower bounds, the term
κπ then becomes eπ. The right-hand side of (65) was
derived as entropic bounds in [50]. However, that paper
concerns the traditional formulation of two independent
measurements in the same pre-measurement state. Such
lower bounds remain sometimes valid for the scenarios of
successive measurements.
V. CONCLUSIONS
We have formulated entropic uncertainty relations for
successive measurements of general canonically conjugate
observables. As canonical conjugacy plays a crucial role
in physics, all its aspects deserve investigations. Studies
of scenarios with successive measurements are essential
from several viewpoints. As was noticed in sect. 5.5 of
[61], the concept of wave function reduction becomes of
interest only if one performs at least two successive mea-
surements on a system. The most traditional scenario
is known as preparation uncertainty relations. However,
this picture seems to be too idealized. It differs from the
Heisenberg’s thought experiment [1], whence uncertainty
relations are all originated. Also, the considered suc-
cessive measurements are not projective. It was shown
that entropic measures of uncertainty for such measure-
ments should be introduced in a manner different from
the case of finite-dimensional observables. One of dis-
tinctions concerns a proper form of the state right after
the first measurement. The post-first-measurement state
was chosen according to the two possible scenarios.
Successive measurements of observables with continu-
ous spectra depend on acceptance functions of the ap-
paratuses. It was shown how to treat such measure-
ments within entropic approach. The entropic uncer-
tainty relations derived explicitly reveal complementar-
ity in successive measurements of canonically conjugate
operators. The presented results give evidence that en-
tropic uncertainty bounds of the traditional formulation
may hold in more realistic situations. We examined the
case when the conjugate observables both have continu-
ous spectra. Similar ideas can be applied to such pairs as
the angle-angular momentum pair and the optical phase-
number pair. The latter may need an additional con-
sideration due to a construction of the Hermitian phase
operator. We hope to address this case in future inves-
tigations. One of open questions is to get information-
theoretic formulation of noise-disturbance relations for
canonically conjugate variables. In finite dimensions,
such approaches were proposed in [73, 74].
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