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1. INTRODUCTION AND SUMLMARY 
Consider X1 , Xa ,..., a sequence of independent nonnegative random 
variables with common continuous distribution function F with F(0) = 0 
and F(L) < 1 where L is a given positive number. Let S, = cb, Xi for 
n = 1, 2,... . After n random variables have been observed, a decision based 
on X1 , X, ,..., X, and n is made: either stop or continue observing random 
variables. Let N be the number of random variables observed before stopping. 
In keeping with the language of stopping rules, we will often refer to the 
random variable N, whose distribution is a consequence of the stopping rule 
under consideration, as if it were the stopping rule. We restrict consideration 
to rules with E(N) < CO. 
In [2] Derman and Sacks considered the problem of finding N to minimize 
where C, -7 c (a given positive constant) if S, <L, and C, = c + A (A is 
another given positive constant) if S, > L. C, is the cost of replacing a 
component; i.e. C, = c, if replacement before failure (failure is identified 
with S, > L) and C, = c $ A, if replacement after failure. 
Let 
W, = S, if &I <L 
= .4 if sn >L, 
where A is a given number and A <L. In this paper we shall be primarily 
concerned with the following two problems. 
* This research was supported by the Army, Navy, Air Force and N.A.S.A. under 
contract NO00 14-67-A-0108-0008 administered by the Office of Naval Research 
at Columbia University. 
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PROBLEM 1. Find a stopping rule that maximizes E(W,). 
DEFINITION. Let C be the class of rules for which N < n if S, > L. 
PROBLEM 2. Find a rule in C that maximizes E(S, 1 S, <L) subject 
to P(S, > L) < fi, where /3 is a given number in [0, I]. 
The spirit of both problems is in the intent to allow S, to get as close to the 
left of L as possible while attempting to prevent S, from exceeding L. The 
game of “blackjack”, while more complicated, has this aspect to it. Or 
consider a series of finishing operations, each of which removes a random 
amount from a workpiece that is too long by L. The aim of the operations 
is removing as much as possible without removing more than L and spoiling 
the piece. Problems of this sort may come up in gunnery where the aim is to 
get as close on one side as possible to a target. Although not in a quantitative 
form, this kind of situation is confronted by all but the most conservative. 
We show that, when A or /3 is large enough, an optimal rule can be charac- 
terized by a single number S* and is of the form “stop as soon as S, > S*.” 
For Problem 1 this result is, once the form of the rule is guessed, a straight- 
forward application of a lemma of Derman and Sacks [2]. Problem 2 is 
solved by applying the solution of Problem 1. 
In the next section we prove the result described above, show that it is 
optimal never to observe when iz or /3 is small, and show that initial random- 
ization is of value only when /3 is small. Section 3 is devoted to obtaining a 
closed form solution for S* for the case of exponential X’s. In Section 4, 
a transcendental equation in S* is obtained for the case of Gamma (of order 
two) X’s. In Section 5, the case of exponential X’s with unknown parameter 
is discussed. And in Section 6, a related problem-obtained by replacing S, 
by 11 in the objective function-is treated. 
2. FORM OF OPTIMAL RULE; RANDOMIZATION 
For Problem 1 we have 
PROPOSITION 1. If A > - sf t dF(t)/(l -F(L)), there exists a (not 
necessarily unique) constant S* E [0, L] such that the stopping rule “N* = smal- 
lest positive n such that S, > S*” maximizes E(W,). The unique S which 
satisfies 
(- A + S) (1 - F(L - S)) - J:-” t dF(t) = 0 
can serve as S*. If A < - SOL t dF(t)](l -F(L)), then “N* = 0” maximizes 
EWN). 
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PROOF. We show that rule N* satisfies the (sufficient) conditions for 
optimality given in the optimal optional stopping lemma of Derman and 
Sacks [2]. (See also Chow and Robbins [I].) Tailored to our situation, the 
lemma states that if there is a rule N* which satisfies 
(a) E(N*) < co 
(b) WK I4 ,..., X,-,) > W,-, when n < N* 
,< I~,,-, when n > N* 
(c) E(l W,,, - W, ) ) Xi ,..., X,) < M for all n 
for some M < 00, 
then E(W,,) > E( W,) where N is any rule with E(N) < co. 
In our case, (a) is clearly satisfied. Since 
W, E [min(O, A), L] for all n, 
E(l W,,, - W, I 1 Xl ,..., X,) < 2(L - minKA 4) 
and (c) is satisfied. 
Now consider (b). For S, > L, (b) clearly holds. We have, for S, <L, 
E(W,,, I X, ,..., X,) = S,F(L - S,) + ,I-“” t dF(t) + A(1 - F(L - S,)) 
and 
w, - qw,,, I Xl ,***, xi,) = (- A + S,J (1 - F(L - S,)) - ,:” t dF(t). 
Consider the right hand side of the second expression with a nonnegative 
(nonrandom) variable S replacing SQ , and call it G(S). It is easy to see that G 
is nondecreasing. 
CASE 1. If A < - st t dF(t)/(l -F(L)) then G(0) > 0 and clearly 
“N* = 0” satisfies (b). 
CASE 2. If A > - j$ t dF(t)/(l - F(L)) then G(0) ,< 0. Since 
G(L) = L - A > 0 and since G is continuous (because F is), there is an 
S* <L such that G(S*) = 0 and rule “N* = the smallest n such that 
S, > S*” satisfies (b). Also, for A > 0, G(S + A) - G(S) = 0 only if 
F(L - S - A) = 1, in which case G(S) = - j’i-‘-” t dF(t) = - E(X) < 0, 
so that S* such that G(S*) = 0 is unique. This completes the proof. 
We turn now to Problem 2. Consider a given A and the rule N* given by 
Proposition 1 as optimal for it. Let pR = P(S,, > L). 
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PROPOSITION 2. Consider all rules in C. The rule N* maximizes 
E(S, 1 S, <L) subject to P(S, >L) < IgR . 
PROOF. For any rule N we have 
E(W)J = E(S, / s, d L) P(S, <L) + AP(S, > L). 
Let N’ be any rule such that 8’ = P(S,, > L) < PA . Since N* maximizes 
E(W,) we have 
E(s,. ] s,* < L) (1 - ,6&s,> + A& > E(SN, 1 sN’ G L, t1 - B’) + Ap’ 
or 
E(SN* / SN* < L) (1 - PA) + A(PA - B’) 3 E(SN* I SN, G L) (1 - B'). 
(2-l) 
Now E(S,, ) S,, f L) > A since N* maximizes E(W,) and also 
/6?, - ,!?I > 0; thus 
E(S,t / s,* <L) (1 - p’) >, (Es,* 1 sN* GL) (l - rs,> + A(h - p’)’ 
Combining this with (2.1) yields 
E(Sp ) Sp G L) > E(SN* I SNJ G L) 
and the proof is complete. 
For a given A we have, if N* > 0, 
,& = 1 - F(L) + zl ,:” (1 - F(L - x)) dF(‘+), 
where FcnJ is the nth convolution of F. From well-known results of renewal 
theory and the continuity of F (consequently, the continuity of F(n), 
n = 1,2,...), PA is a continuous function of A with its range the interval 
[l - F(L), I]. For A such that N* = 0, P(S,, > L) = 0. Thus Proposition 2 
yields an optimal stopping rule in C for /I = 0 or /3 E [l - F(L), 11. That is, 
given B, we determine A such that @ = PA and use the optimal stopping 
rule for Problem 1. 
For fl E (0, 1 -F(L)) clearly “N* = 0” is the optimal policy in C. 
However, we shall show that by resorting to an initial randomization over 
stopping rules we can obtain a better policy. Note that in employing initial 
randomization we go outside the class C of stopping rules. We shall 
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see that initial randomization over stopping rules does not create better rules 
when p E [l -F(L), I]. 
We first show that initial randomization cannot improve upon rule A-*. 
PROPOSITION 3. Let ,l3 be fixed in [I - F(L), I], and let A* be any COY- 
responding value of A. For any rule, let 
w, = s, If s, <I‘ 
=A* if s, >L. 
Let R denote a rule which maximizes E( W,) and R’ denote any rule allowing 
an initial randomization such that P(S, > L 1 R’) = /3. Then 
E(S, / S, < L; R) > E(S, 1 S, < L; R’). 
PROOF. Since 
E’(W, I R) 3 E(W, I R’) 
and 
and 
=E(&IS,<L;R)(I -P)+A*P 
E( W, j R’) = E(S,, / S, < L; R’) (1 - p) + A*,‘$ 
the proposition follows. 
Now we consider /3 E (0, 1 -F(L)). Let R, be the rule “never observe”; 
that is, P(N = 0 [ R,) = 1. Let R, be the rule “observe once”; that is, 
P(N = 1 1 R,) = 1. Since F(0) = 0, R, is equivalent to S* = 0 with prob- 
ability one. Let R* (which we show below is optimal) be constructed by an 
initial randomization over R,, and R, , with probability ,f3/(1 -F(L)) of 
choosing the latter. We have P(S, > L 1 R*) = ,B. Let R be any rule, also 
allowing an initial randomization, with P(S, > L j R) = p. 
PROPOSITION 4. E(S, / S, <L, R*) > E(S, 1 S, <L, R). 
PROOF. Let 
p, = P(N = n 1 R), n = 0, I,... . 
We have p, > 1 - p/( 1 -F(L)) b ecause P(SN > L / N > 1) > 1 - F(L). 
Let R’ be constructed in the following way: Let 
po’ = P(N = (I 1 R’) = 1 - ( 1 - pa) (’ -;(L)) . 
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With probability 1 -pO’, let R' make the same decision that R would for 
n = 1, z,... . Then we have 
and 
P(S, 6 x ( N = n; Ii’) = P(SN < x / N = n; A) 
p,’ = P(N = n 1 R’) = p, (l -;‘“” 
for n = 1, 2,... . 
By construction then we have P(S, > L 1 R’) = 1 -F(L). The rule RI 
(that is, “S* = 0”) also has P(S, > L) = 1 - F(L). By our previous analysis 
then, 
E(S, 1 S, <L; R’) < E(& 1 S, <L; R,). 
We now have the machinery to compare R and Ii*. 
E(SN / SN ,( L; R) 
= 
i 
L x dP(SN < x j R)/P(S, <L / R) 
0 
L m 
= I 2 X dP(SN~x/N=n;R)P(N=njR)/P(S,~LJR) 0 T&=1 
< -WN I SN < L; R,) 
F(L) b’ 
(1 -F(L)) (1 - 6) 
= E(S, 1 S, <L; R*), 
where the last equality is obtained by reversing the process that yielded the 
inequality, since R, stands in the same relationship to R* as R’ to R. 
REMARK. One might wonder to what extent a rule of the form “AT = the 
smallest positive 12 such that S, > S*” would be optimal if S, were replaced 
by a nondecreasing function of S, , call it H. (That is, let PI’;, = H(S,) if 
S, <L.) It is certainly not true for all increasing functions, as can be seen 
from the example 
P(X = 2) = 3, P(X = 3) = .l, P(X = 5) = P(X = 10) = .05, 
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L = 5, H(S) = 7 for S E [O, 4.8), H(S) = 10 for S E [4.8, 51, and ii = 0. 
When S, = 3 it is worthwhile to give up a sure 7 for an .8 chance at 10; 
when S, = 2, it is not worthwhile to give up the sure 7 for a .l chance at 10 
and .8 chance at 7: Thus, in this case, the rule “N = 1 if S, = 2 or S, = 4; 
N = 2 if S, = 3” is the only optimal one. (F can easily be made continuous, 
changing the details but not the anomalous structure of the optimal rule.) 
However, a rule of the form “N = the smallest positive n such that 
S, > S*” is optimal when His bounded, concave, and increasing, A < H(L), 
A is not too small, and, for convenience, both H and F are differentiable. 
In this case, the function G(S) in the proof of Proposition I becomes 
G(S) = - A(1 - F(L - S)) + H(S) - jO”%(s + t)dF(t) 
and it is easy to see that G’(S) 3 0. In fact, by examining G(S) one can assume 
even weaker conditions and still have Proposition 1 hold. 
3. THE EXPONENTIAL 
Assume that F(x) = 1 - eeer, x > 0, t9 a positive constant. Let 
S* = L - log(B(L - A) + 1)/e. 
PROPOSITION E. For Problem I : If S* < 0, “N* = 0” is optimal and 
E(W,,) = 0. If S* 3 0, “N* = the smallest positive n suci that S, > S*” 
is optimal and E(W,,) = S*. 
For Problem 2: If fl E [0, e-“) initial randomization over R0 and R, with 
probability p/e-” of choosing the latter is optimal and 
E(SN 1 SN < L) = (b/(1 - 8)) ((e”” - 1)/e - L). 
If p E [eeeL, 11, ‘(N* = the smallest positive n such that S, > S*” is optimal, 
where S* = L + In p/0, and E(S, ( S, < L) = L + (1 + In /!/( 1 - ,B))/0. 
The two problems can be related by /3 = l/(B(L - A) + 1) when S* 3 0. 
PROOF. For Problem 1 we have 
(-A+S)(l -F(L-S))- j:-%dF(t)=O 
which becomes (L - A + l/0) e-B(L-s) = Z/0 which has solution 
S* = L - log(B(L - A) + 1)/o. When A < - sf t dF(t)/(l - F(L)), 
S* < 0 and “N* = 0” is optimal and E(W,,) = 0. When 
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A 3 - r,” t dF(t)/(l -F(L)), S* > 0. By the memorylessness of the expo- 
nential, 
and 
P(S,* > L) = edtLeS*), E(S,* 1 s,* > L) = L + 1/e, 
E(S,*) = s* + 1/e. 
Now 
E(S,*) = E(S,* 1 s,* <L) P(S,* <L) + E(Spq* j s,* > L) P(S,* > L) 
(3.1) 
and 
E(W,*) = E(S,* / S,* <L) P(S,* < L) + AP(S,* > L) 
so that 
WV,*) = E(&*) + [A - E(S,* I S,* > L)] P(S,* > L) 
= S* + l/e + [A -L - l/0] @(L-S*) 
= s* + 1/e + [A -L - i/el/(e(L - A) + 1) 
= AS*. 
For Problem 2, we have 1 - F(L) = e-“. For /3 > e-On, we solve 
/3 = e-e(L-s*) to obtain S* = L + In /3/l? as the parameter of the stopping 
rule N*. Applying the results for Problem 1, 
E(S,* I S,* G-q = (S* + i/e - (L + i/e) /q/(1 - B) 
= L + (1 + ln B/(1 - mie. 
For j3 E (0, e-aL), we have from Section 2 that R* is optimal where R* is an 
initial randomization over R, and R, with probability /3gL of choosing the 
latter. We have 
E(& I Siv <L R*) 
= [(l - Be”“) P(S, < L) E(S, I S, < L) 
+ peeL * 1 * Ol/((l - Be=) P(S, < L) + 1BeeY 
= p((8~ - iye - Ly(i - 8). (3.2) 
Finally whenever S* > 0, equating S* = L - ln(e(L - A) + 1)/e to 
S* = L + In j?/fI yields fi = l/(B(L - A) + 1). 
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4. THE GAMMA OF ORDER 2 
Assume that F(x) z- I (1 -Lo 0~) e B,r, s .;, 0, 67 a positive constant; that 
is, that the X’s have a Gamma distribution of order 2. IVe exploit the fact 
that each X is distributed as the sum of two independent exponential random 
variables to characterize the solutions to Problems I and 2. (This same 
approach would work for Gamma’s of higher order, with increasing tedium.) 
PROPOsITION G. For Problem 2: 
If p > eWeL(l + BL), “N* = the smallest positive n such that S, >, S*” 
is optimal, where S* satis$es 
In this case 
6 = ececLes*)( 1 + B(L - S*) (1 + e-zes*)/2). (4.1) 
E(S,* / S,* < L) = S* + l/e - /3(L - S*)/(l - /3) 
+ (1 + e-28s*) (1 - e-sCL-s*))/(26r(1 - j?)). (4.2) 
If p E (0, e-eL(l + OL)), an initial randomization over R, and R1 , with 
probability BeeL/( 1 + BL) of choosing R, , is optimal and 
E(&* ) S,* < L) = - L/3/(1 - B) 
+ [2 - eeeL(2 + @L)]/(8(1 - f!?) eVeL(l + BL)). 
For Problem I : If the S that solves (4.3) (see below) is negative, “N* = 0” 
is optimal and E(?VN*) = 0. If it is nonnegative, “N* = the smallest positive 
n such that S, > S” is optimal and 
where p and E(S,, 1 S,, ,(L) are as given in (4.1) and (4.2). 
PROOF. Let Yr , Y, ,... be independent with common distribution func- 
tion H(y) = 1 - eeeY, y 2 0. Let U, = C?, Y, , n = 1, 2 ,... . For our 
purposes we can assert Xi = Yzi + Y,,-,r and S, = i72i,, . Under the rule 
“N* = the smallest positive n such that S, > S*” and treating S* as a 
parameter we define 
A,, = (N = n, lJ2n-1 > S*}, A,, = {N = n, U,,-, ,( S*}, 
for n = 1, 2,... . Then A, = {N = n> = A,, u A,, and A,, n A,, = 4. By 
the relationship between the exponential and the Poisson, 
P(A,,) = e-es*(&S*)2n-2/(2n - 2)! and P(A2,) = e-es*(&S*)2+1/(2n - I)!. 
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By the memorylessness of the exponential, 
P(Sp > L 1 A,,) = P(Y, + Yz > L - S*) = e-e(L-s*)(l + B(L - S*)) 
and 
P(Sp > L ) AZ,) = e-B(L-s*). 
Therefore 
* (/3s*)2”-2 
P = P(S,* > L) = e-e(L-s*) + fl(L - S*) e-eL c n=l (2% - 2)! 
Now 
= e-ecL-s*)[l + B(L - S*) (1 + e-2es*)/2]. (4.1) 
q&r* 1 s,* > L) 
’ 
= P(S,* > L) n=l 
t [II&* 1 sN* > L, A,,) p(sN* > L / A,,) P(&) 
+ E(SN* 1 sN* > L, ‘4291) p(&* > L / 4,) P(A2,) 
] 
Using memorylessness, 
E(&* ( &* > L, A2,) = L + l/e 
and 
E(S,* 1 &T* > L, A,,) = s* + E(Y, + y, 1 yl + y, > L - s*) 
=L + i/e + ij(e(i + e(L - s))). 
Therefore 
E(SN* 1 sN* > L) = L + i/e + e-e(L-s)*(l + e-“““*)/2@. 
By Wald’s theorem, E(S,,) = E(N*) E(X). But 
E(N*) = 2 n(P(A,,) + P(A2,)) = (1 + OS*)/2 + (1 + e-2es*)/4, 
Vl=l 
therefore 
E(sN*) = s* + i/e + (1 + e-2eS*)/2& 
Using (3.1), we get 
E(S,* ( S,* < L) = S * + l/e - p(L - s*y(i -- p) 
+ (1 + e-2es*) (1 - e-e(L--S*))/(20( 1 - /I)). (4.2) 
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These results hold as long as S* > 0 and solve Problem 2 for 
/? > e-y1 + BL) = P(S’,* > L 1 s* = 0). 
If /3 E (0, e-OL( 1 $ 0L)) then by Proposition 4 an initial randomization over 
R, and R, , with probability /IeoL/(l + BL) of choosing R, , is optimal. In this 
case we have, using (3.2), 
E&s,* 1 s,* < L) 
= -L/3/( 1 - p) + /?[( 1 - e-OL(l + OL)) + 1 - e-eL]/(B( 1 - /3) eeeL(l + OL)). 
For Problem 1 we have 
(- A + S) (1 - F(L - S)) = s:-” t dqt) = 0 
which reduces to 
o = A _ s + 2 - eTecLms)(2 + 28(L - S) + F(L - S)2) 
f%+~~-~)(l + e(L - S)) * (4.3) 
When the S that solves (4.3) is negative, “N* = 0” is optimal and 
E(W,,) = 0. When it is nonnegative, “N* = the smallest positive n such 
that S, > S” is optimal and E(IVN,) = /3A + E(S, 1 S, <L) (1 - /I) 
where (4.1) and (4.2) can be substituted for fi and E(S, ( S, <L). 
5. EXPONENTIAL-UNKNOWN PARAMETER 
Assume that F(x) = 1 - eeex, x > 0, where 6’ is not known. We wish, in 
some sense, to maximize E(S,, 1 S, <L) subject to P(S, > L) < j?. We 
have from Section 3 that for Problem 2 when ,Q 3 e-*= “N* = the smallest 
positive n such that S, > L + In /3/t?’ is optimal. One natural adaptation 
of this rule when r9 is unknown would be to replace l/e by S&z and have 
“N = the smallest positive n such that S, > L + (S&z) In 8”. Rewriting, 
this rule becomes “N = the smallest positive n such that S, > L/(1 + r/n)” 
where r = - In p > 0, and we call the rule D, . 
We obtain expressions for P(S, > L) and E(S, / S, <L) as functions of 
8, L, and r. These expressions contain infinite series, and we evaluate 
P(S, > L) and E(S, ( S,< L) numerically for various values of the param- 
eters. 
We have 
E(S,) = E(S, I S, GL) P(S, GL) + E(S, / S, > L) P(S, > L). (5.1) 
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By Wald’s theorem, 
E(S,) = E(N)E(X) = E(N)/& 
Since the X’s are exponential, 
Let 
and 
L, = L/(1 + r/n), 
&a = (Sn-, d L , Sn >-&ah 
6, = (S, < Ln ,..., S, < Ln), 
A,={N=n} for n = 1, 2,... . 
Then for n = 2, 3,... we have 
A,, = B, n E,,-l and A, = B, . 
Therefore 
and 
Now 
for n = 2, 3,... 
(5.2) 
(5.3) 
(5.4) 
P(B,) = e-eLn(OL,J”-l/(n - l)!, 71 = 1, 2,... . 
Since (S, ,..., S,-,) is distributed as the order statistics from a sample of 
n - 1 from the uniform distribution on [0, L,J when B, occurs, we have 
P(L1 I B,) = ff$ Q,+l , n = 2, 3 ,... 
la 
Qn = 1:‘1L2JL” dy,, ... dyz dy, . 
Vl Yn-1 
If we define Q,, = 1 we have 
n-1 
Qn = c Qj(Li+l)“-i (- l)+j-‘/(n - j)! n = 1, 2,... 
+=o 
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P(&) = e-sLnQ,+lOn-l n = 1, 2,..., 
and 
E(N) = f ne-eLnQ,-lP-l. 
7l=O 
Now 
P(S, > L) = f P(S, > L / A,) P&J. 
7L=l 
But 
P(S, > L 1 A,) = P(S, > L / N = n) = F(L -L,) = e-“(+J, 
so that 
P(& > L) = eceL f QJ?~, 
n-o 
(5.5 
(5.6; 
(5.7) 
giving one of the desired results. We then know everything but 
E(S, / S, <L) in (5.1) and we can therefore solve for it. 
Values of P(S, > L) and E(S, / S, <L) 0 under rule D, are given below 
in Table 1 for Y = 1, 1.5, 2, 3, 4, 5 and BL = 1, 1.5, 2, 3, 5, 1O.l That 
P(S, > L) decreases with Y when L and 0 are fixed is clear from the definition 
of rule D, . For fixed Y and 0, it can be seen from Table 1 that P(S, > L) 
decreases toward e-’ = /3 as L increases (in fact, we have been able to 
prove that it must. We can show that lim,.,, P(S, > L) = e@‘). Further, 
examination of Figure 1 suggests that E(S, / S, <L) under rule D, is 
slightly less than E(S, 1 S, <L) under the optimal rule for known B which 
gives the same value of P(S, > L). 
6. RELATED PROBLEMS 
It is interesting to note that if we wish to maximize the expected number 
of random variables observed conditional on not overrunning L, subject to a 
bound on P(S, > L), a different stopping rule is superior. 
1 Total computation time was 7 seconds on an IBM360/75. Values were computed 
with the first 40 terms in (5.6) and (5.7). This is sufficient to enaure that, before 
rounding for display in Table 1, they were no more than .0002 from the actual values. 
GETTING CLOSE TO A BOUNDARY 141 
TABLE 1 
CHARACTERISTICS OF THE RULE: N = SMALLEST POSITIVE n SUCH THAT S, > L/(1 +r/n) 
\ 
LB 
1.5 2 3 5 10 co 
Y 
1 
1.5 
2 
3 
4 
5 
.66 .51 .51 .444 .40 .384 .368 
.I6 1.16 1.56 2.42 4.28 9.31 
.59 .48 .41 .325 .267 .244 .224 
.70 1.06 1.42 2.20 3.92 8.88 
.546 .425 .344 .251 .185 .158 .136 
.66 .98 1.32 2.02 3.60 8.40 
.493 .36 .271 .169 .098 .069 .050 
.60 .88 1.17 1.75 3.06 1.39 
.463 .324 .232 ,129 ,059 .032 .018 
.56 .82 1.07 1.57 2.65 6.42 
.445 .303 .210 .107 .039 .016 ,007 
.54 .78 1.02 1.44 2.35 5.57 
a The top entry is P(S, > L); the bottom entry is E(S,IS, < L)B. 
Let 
v, = n if sn fL 
=- B if s, >L 
where B is a given number and B > 1. 
PROBLEM 3. Find a rule that maximizes E(V,). 
PROBLEM 4. Find a rule in C that maximizes E(N 1 S, <L) subject to 
P(S, > L) < /3 where /3 is a given number in (0, 1). 
For Problem 3 we have 
PROPOSITION 5. If F(ar) = 0 for some a > 0, then there exists a non- 
increasing sequence of constants {S,*) such that the stopping rule “N* = the 
smallest positive n such that S, > Sn*” is optimal when F(L) > B/(B + 1). 
When F(L) < B/(B + 1) “N* = 0” is optimal. 
For n = 1, 2,..., the constants can be defined by S,* = the largest S such 
that F(L - S) = (n - 1 + B)/(n + B). 
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PROOF. We again apply the Derman-Sacks lemma. If F(or) = 0, where (Y 
is a positive constant, then S, > L for n > L/a so that ( V,+r - I’, j = 0 
for n > L/a. For n <L/a, I Kc+1 - V,l ,<max(l,B+n),(B+L/a. 
Therefore (c) of the lemma is satisfied. In other respects, the proof parallels 
that of Proposition 1 and will not be repeated. 
We have a result for Problem 4 that is analogous to Proposition 2. Consider 
a given B and the N* given by Proposition 5 as optimal for it. Let 
pl3 = P(S,* > L). 
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PROPOSITION 6. Consider all rules in C. If F(ol) = 0 for some OL > 0, the 
rule N* maximizes E(N 1 S, <L) subject to P(S, > L) < fiB. 
PROOF. Parallel to that of Proposition 2. 
Since our solutions to the problems where S, appears in the reward func- 
tion and those where N appears in it are of the form “an optimal rule is...“, 
they do not rule out the possibility of a rule of the form given in Proposition 2 
being optimal for Problem 4 or vice-versa. 
However it is possible to find cases where this is not true: In particular 
let L = 17, B = 2, and F(x) = (x - 1)/18, 1 < x < 19. By Proposition 5, 
S,* = 4, S,* = 2.5, and S,* = 1.6. Let N be the corresponding rule. After 
much algebra we have 
p=P(s~>L)=& and E(N/S&L)=g. 
Let N* be the rule of the form “N* = the smallest positive n such that 
S, > S*” which gives P(S,, > L) = 1783/11664. Then S* lies between 
3.935 and 3.936 and 
E(N* 1 S,* <L) f ;;$ < E(N 1 S, <L). 
Therefore, for this F, L, and p, the rule of the form “N* = the smallest 
positive n such that S, > S *” that is optimal for Problem 2 is not optimal for 
Problem 4. 
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