Direct numerical simulation of viscous flows has become a very effective tool for experimentation in various areas of fluid mechanics, and holds great promise for future breakthroughs as rapid developments in both algorithms and computer architectures are being advanced. I The equations of motion are approximated through some spatial discretization scheme by a high-order dynamical system, which is integrated in time. This procedure can offer as detailed information about the fluid motion as required. Still, for practical applications, as well as for many basic problems which require systematic parametric investigations, such computations can currently become prohibitively expensive. The question of computational reducibility then arises, which can be stated as follows: is it possible to replace the initial high-order dynamical system with a lower-order one capable of reproducing the fundamental dynamics of that system? A general answer to this question is extremely difficult at present. In this Letter we demonstrate how this reduction can be achieved for the specific problem of vortex street formation in laminar wakes.
The formation of vortex streets has attracted widespread attention for over a century now from very diverse research groups, ranging from theoretical physicists to practical engineers, and has served as a benchmark problem for the theory of hydrodynamic stability and transition. We believe that it is the ideal model problem to demonstrate the concept of computational reducibility, as it involves a highly unsteady flow in a doubly connected unbounded domain. In this Letter we show that a vortex street can be reproduced by simply knowing the time-average flow behind the cylinder at the location of the "most unstable" average flow location found from the linear instability analysis of the problem.
The idea of removing the object producing the wake can be traced back to the pioneering computations of Abernathy and Kronauer, 2 who simulated the instability of two parallel spatially periodic vortex sheets. Although their simulation produced "clouds of vorticity" resembling a vortex street, it failed to reproduce several other experimentally observed characteristics of vortex streets, most notably their characteristic frequency and vortex spacing. Later simulations 3 using shear layers of finite thickness possessed many of the same shortcomings. Thus the question regarding the importance of the object remained open, and has been the subject of extensive discussions. We note that the assumption of removing the object, apart from its significance for the physics of the problem, offers a considerable reduction of the required computational effort: The presence of the object is one of the major sources of complexity in the numerical simulation because of the geometrical complexity of the computational domain that renders the solvers time consuming, and because of the thin boundary layers that require high resolution.
In a recent study,4 the flow past a circular cylinder at a Reynolds number of 100 was computed through direct numerical simulation of the Navier-Stokes equations using the spectral-element method. 5 The results were interpreted based on instability theory, and more specifically on the distinction between absolute and convective instabilities. 6 The relation between vortex street formation and an absolute instability of the flow in the wake is well established, 7 and we will use this relation as the basis for the computational reduction process. The numerical simulation shows 4 that intially a quasi steady separated flow is formed, characterized by a recirculating flow region attached behind the cylinder; this flow is linearly unstable and bifurcates to its most unstable mode. The instability process has the characteristics of a Hopfbifurcation, in qualitative agreement with the description in Chomaz et af. K After the instability saturates, and the vortex street is formed, a new stationary time-average flow can be defined, which has a considerably shorter recirculating flow region owing to the influence of the nonlinear terms (Reynolds stresses). The final time-average flow is slowly varying in the streamwise direction x, and a local dispersion relation D(w,k;x) = 0 can be defined from the linearization of the equations of motion around this flow. Close to the cylinder, the time-average flow is absolutely unstable according to the criterion for homogeneous media 6 that two unstable modes propagating in opposite directions couple. In terms of the local dispersion relation this criterion is expressed by the fact that the "pinching" double roots 6 lie in the upper half of the complex w plane: D(wo,ko,x) = (aD I ak) (wo,ko,x) = 0, with the imaginary part of W o positive. It is the frequency determined from the pinching double root of this final average flow at its most unstable location that coincides with the vortex street frequency.4
This suggests the following interpretation of the computed results. Because of the stream wise variation of the time-average flow (inhomogeneity), two unstable modes that couple according to the "pinching criterion" for homogeneous media at some particular location, will not, in general, do so at any other neighboring location. In order for an absolute instability to occur in an inhomogeneous medium, the two unstable modes should also be able to couple in space. 6 There is no general law , analogous to the pinch-point criterion, on how the coupling in space occurs, and the process apparently depends on the physics of the specific problem. For the problem at hand, such a coupling in space takes place at the most unstable location x = X o ' The reason is that in the neighborhood of X o the time-average flow becomes parallel, i.e., we have that au lax = 0, where Uis the streamwise velocity component of the time-average flow (see Fig.  I ). Consequently, the two unstable modes that couple there according to the "pinching criterion" also couple in the neighborhood around x(). The pinch point at Xo therefore corresponds to a "coupling event," formally defined by the conditions aD aD
ak ax The absolute instability of the flow in the region around X o can be demonstrated by expanding the dispersion relation around appropriate "mode boundaries"9 that connect at the coupling event: The resulting amplitude equation exhibits an exponential growth in time. The growth of this local instability is limited by nonlinearities and viscous dissipation, and a self-sustained oscillation is established that drives the rest of the wake. In other words, the time-average flow at the location of the coupling event is the initial state from which the vortex street evolves in space and time.
Based on the above interpretation, it would appear that in a computational reduction process we can neglect not only the cylinder itself, but the whole flow field as well: the only piece of information required is the time-average flow at the location of the coupling event. This is a new concept, since even in the simulations of Abernathy and Kronauer 2 it was implicitly assumed that the flow in the whole wake is known and participates in the formation process. Indirect support for this concept can be found in Ref. 4 , where it was shown that a localized external excitation can control the state in the whole wake by controlling the state of the flow in the region around the most unstable location; obtaining direct proof is the subject of the present Letter.
A numerical experiment was thus conducted in which the cylinder was removed from the computational domain and the fluid was assumed initially at rest. Then at time t = 0 an inflow equal to the average flow at the coupling point, which was previously computed,4 was switched on at the upstream end. No additional in/ormation was provided to the model; the Navier-Stokes equations were subsequently solved by direct simulation using the spectral-element method. 5 The conditions at the boundary of the domain need special mention, since they can influence the oscillation frequency of the flow. At the sides a periodicity condition, and at the downstream end a Neumann boundary condition, were imposed, as in the simulations with the cylinder present. 4 The choice of the appropriate boundary condition at the upstream end poses a serious difficulty, since in the actual problem there is none. In the present computation, the velocity vector was kept equal to the most unstable average flow, i.e., no perturbations were allowed. This boundary condition certainly keeps the time-average flow stationary at the upstream end, but has the undesired side effect that it causes a shift in the oscillation frequency of the flow. The frequency shift was anticipated to be small, however, since in wake flows unstable disturbances have been shown to develop mostly downstream of their point of excitation. 10 After the inflow condition is switched on a strongly transient stage follows, until a time-periodic steady state is eventually established. This steady state is to be compared with the vortex wake behind the cylinder.4 Visualization of the instantaneous streamlines of this final flow [ Fig. 2(a) ], shows the same spatial structure as in the classical von Karman vortex street observed in two-dimensional wakes. Visualization of the streamlines of the time-average flow, computed after the vortex street of Fig. 2(a) has been formed, reveals the formation of a recirculating flow region at the upstream end of the domain [ Fig. 2 (b) ) strikingly similar to the wake behind a bluff object. The recirculation region in the present computation has been formed solely from the action of the Reynolds stresses of the instability wave on the average flow, which cause a mixing between the fluid layers with positive and negative velocities that are present at the upstream end. It appears therefore that there exists a "duality relation," in the sense that the instability of a recirculating flow region causes the formation of a vortex street, 4 but a vortex street also shapes through its Reynolds stresses the average flow into the form of a recirculating region with a specific length. For a fixed Reynolds number, this duality thus implies a relation between the amplitude and frequency of the unsteady flow oscillation, and the extent of the recirculating region downstream of the coupling event. We conjecture that the information about the amplitude and frequency is "embedded" into the time-average profile at x o , and that this renders possible the computational reduction of the wake. Figures 2 (a) and 2 (b) further show that a vortex street can be sustained from the dynamic equilibrium between the instability of a recirculating flow region, and the stabilizing effect of nonlinearities, without any interaction with an object. Given the wide occurrence of vortex streets in nature, II this is a potentially useful result for the modeling of geophysical flows.
The vortex street of Fig. 2 (a) is an almost perfectly harmonic oscillation around the time-average flow of Fig. 2(b) : The power spectral density of the fluctuations of the streamwise velocity component fluctuations reveals the presence of the oscillation frequency Is. and, to a much lesser extent, its higher harmonics. The frequency content of the fluctuating flow is thus qualitatively the same as with the cylinder present. 4 The quantitative agreement between the two is also very satisfactory: the nondimensional frequency of the oscillation (Strouhal number) is equal to 0.195, whereas behind the cylinder it was 0.179. 4 The wavelength of the vortex street is equal to 0.91 times that observed behind the cylinder.4 Thus the phase velocity (ratio offrequency over wavenumber) is the same in both cases, which is consistent with previous findings4 that periodic vortex streets are nondispersive. The 8% shift in the frequency of the present computation compared to that with the cylinder present,4 and the corresponding shift in wavelength, can be attributed mostly to the previously discussed effect of the inflow upstream boundary condition. Ideally, the inflow boundary condition should be applied to the time average rather than the total flow; imposing such a boundary condition lies, however, outside the capabilities of today's numerical methods.
In conclusion, we have shown that computational reduction of unsteady viscous flows is feasible. For the specific example reported here, elimination of the object made possible the replacement of the initial dynamical system,4 which has 1~ degrees of freedom, with one that has only 10 3 degrees of freedom, Le., a reduction of one order of magnitude has been achieved. The amount of computations has been reduced by more than that, owing to the improved convergence properties of the numerical algorithms. Extension of the present ideas to three-dimensional laminar flows is conceptually straightforward and is expected to result to higher computational gains.
The concept of computational reducibility offers a numerically efficient way to study vortex dynamics, and opens new possibilities for numerical experimentations. Thus a much longer computational domain than the one shown in Figs. 2(a) and 2(b) can be constructed to accurately compute the far-field vortex dynamics and the resulting flow structures. Also, new prospects are created for possible combinations of numerical and physical experiments by using experimentally measured velocity profiles as inputs to the numerical codes. The difficulty of computing the flow past a complex-shaped object is thus circumvented through the physical experiment, while the flexibility offered by the numerical experiment is retained. The real challenge, however, seems to lie in the extension of this concept to turbulent flows, where the time-average flow is known to develop instabilities not unlike the ones discussed here. 12 We note that the previously discussed "duality" is reminiscent of the Malkus theory of turbulence, 13 in the sense that there exists one specific mode ofinteraction between the instability wave and the time-average flow. If the existence of this mode renders turbulent wakes computationally reducible, it can give a new dimension to the numerical investigation of turbulence. The fully three-dimensional deformation of an interface between two fluids resulting from a Rayleigh-Taylor instability is studied numerically in the limit of weak stratification. The Navier-Stokes equations are solved by a finite difference method, and the interface is kept sharp by front tracking. The difference between the large-amplitude stages of flows initiated by two-and three-dimensional perturbations is discussed.
The Rayleigh-Taylor instability, where a heavy fluid falls into a lighter, underlying fluid, is one of the classical instabilities of fluid mechanics. It is the prototype problem for fluid mixing induced by unstable stratification, and as such, is of similar importance as the Kelvin-Helmholtz instability is to fluid mixing induced by a shear flow. Because of its fundamental importance, it has been the focus of many studies in the past, starting with Rayleigh late in the last century.
1 In addition to a number of analytical studies, most confined to early times and small amplitudes, several excellent experiments have been performed to investigate various aspects of the problem. We only mention the work of Read, 2 who focused on the statistical properties of mixing as a result of the growth of many initial waves, and Talbot and Jackson, 3 who considered viscous fluids as a model for the formations of salt domes.
The Rayleigh-Taylor instability has also been a favorite topic of computational scientists, and a large number of simulations have been reported. Most calculations have assumed inviscid flow (or at least very small viscosity), and the evolution of a single initial wave to a large amplitude is now fairly well understood for two-dimensional or axisymmetric flows. The early calculations by Harlow and coworkers at Los Alamos, e.g., Daly,41aid the foundations for such an understanding, and later work has confirmed and extended their findings. For the so-called single fluid case, where the lighter fluid is of negligible density, the heavy fluid falls down in thin pointed spikes, whereas the light fluid penetrates upward in big rounded bubbles. For a finite density difference, vortices form on the side of the spike. These vortices are stronger and have less downward motion as the density difference is reduced; in the limit of a vanishing density difference, they remain stationary at the original interface. More recent numerical studies have focused on the interaction of the initial "structures" (bubbles and vortices) and how the number and size of such structures change as the flow evolves. Youngs, 5 using a method related to the marker and cell (MAC) method of Harlow and Welch 6 and Tryggvason, 7 using a vortex method, show simulations of moderate stratification where the flow is more vortex dominated; Glimm et al.,s using a front-tracking method and Zufiria,9 using a modified form of the vortex algorithm described by Tryggvason, 7 study bubble competition for strongly stratified flows. In addition to numerical studies of the large-amplitude evolution, a number of models have been proposed to explain the general trend. Such models include Gardner et al.1O and Zufiria II for the single fluid case, and Aref and Tryggvason l2 for weakly stratified flows. For a review of the Rayleigh-Taylor problem, we refer the reader to Sharp. 13 Experiments on the Rayleigh-Taylor instability almost always involve a fully three-dimensional problem, and unlike, say, the Kelvin-Helmholtz instability, there is usually no phase observed to be predominantly two dimensional. Although the importance of three-dimensionality is widely recognized, see, for example, the discussion by Sharp,13 numerical investigations of the large-amplitude stage have been limited to two-dimensional (or axisymmetric) studies. Here, we present fully three-dimensional simulations for weakly stratified, viscous fluids and compare the evolution resulting from a simple three-dimensional disturbance to the evolution initiated by a strictly two-dimensional disturbance.
We solve the Navier-Stokes equation in vorticity form by a finite difference method, second order in both time and space. The density stratification is assumed to be small so that the vorticity (vector) streamfunction equations can be solved by a fast Poisson solver. The computational domain is a rectangular box, periodic in the horizontal directions, and with rigid, stress-free, top and bottom. The density interface is assumed to remain sharp throughout the calculations. To
