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Abstract
We establish a duality for near-isomorphism categories of almost completely decomposable groups
through a combination of Butler duality and Warfield duality. We are then able to dualize results in the
literature to obtain classifications and structure theories for new classes of almost completely decompos-
able groups. For example, known results on p-local crq-groups, those groups X that contain a completely
decomposable subgroup B with X/B a cyclic p-group, can be dualized to results on p-local co-crq groups,
those groups Y that embed in a completely decomposable group B so that the quotient B/Y is a cyclic
p-group. A variety of other applications is given.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this note is to establish a duality for almost completely decomposable groups
that enables us to obtain classifications and structure theories for new classes of groups by du-
alizing results existing in the literature. The duality is a careful combination of Butler duality
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work in a categorical setting where isomorphism in the category is near isomorphism of abelian
groups. When dealing with almost completely decomposable groups, near isomorphism seems
to be the “correct” equivalence, as evidenced by numerous results in recent years. For example,
a satisfactory theory exists for p-local crq groups, those torsion-free abelian groups X of finite
rank that contain a completely decomposable subgroup A such that the quotient X/A is a cyclic
p-primary group for some prime p. The theory of such groups includes sets of numerical near-
isomorphism invariants and a Krull–Schmidt theorem. Our methods allow immediate transfer
of these results to p-local co-crq groups, those torsion-free abelian groups Y that embed in a
completely decomposable group B so that the quotient B/Y is a cyclic p-group. A sample of
applications is described in the final section.
2. Preliminaries
2.1. Almost completely decomposable groups
We begin with the necessary definitions. A completely decomposable group (abelian is always
assumed) is a torsion-free group that is isomorphic to a finite direct sum of subgroups of the
additive rationals, Q. An almost completely decomposable group is any torsion-free group that
contains a completely decomposable group of finite rank, a base group, as a subgroup of finite
index. We use frequently the usual type subgroups of a torsion-free group G:
• G(τ) = {g ∈ G: type(g) τ },
• G(τ) = 〈g ∈ G: type(g) > τ 〉∗,
• G[τ ] = 〈g ∈ G: type(g)  τ 〉∗,
• G[τ ] = 〈g ∈ G: type(g) ≮ τ 〉∗.
The critical typeset of a torsion-free group G, denoted by Tcr(G), is the set of all types τ such
that G(τ)/G(τ) = 0.
If X is almost completely decomposable and the completely decomposable subgroup A has
minimal index in X, then A is called a regulating subgroup and [X : A], the index of A in X,
is the regulating index of X, denoted rgi(X). There is an important description of the regu-
lating subgroups of an almost completely decomposable group X that is not obvious. For all
types τ , there is a “Butler decomposition” X(τ) = Bτ ⊕ X(τ), where Bτ is τ -homogeneous
and completely decomposable. Then B =∑ρ∈Tcr(X) Bρ is a direct sum B =⊕ρ∈Tcr(X) Bρ and
is a regulating subgroup of X. The intersection of all regulating subgroups of X is again a com-
pletely decomposable subgroup of finite index, called the regulator of X and denoted R(X). The
regulator is a fully invariant subgroup. Burkhardt [5] showed that for any regulating subgroup
A =⊕ρ∈Tcr(X) Aρ of the almost completely decomposable group X, the regulator is obtained in
the form R(X) =⊕ρ∈Tcr(X) βXρ Aρ where the “Burkhardt invariants” βXτ = exp(X(τ)/R(X(τ)))
depend only on X and not on the particular regulating subgroup A. See [10] for proofs and other
background material.
By “dual” reasoning it was shown in [14] that any almost completely decomposable group X
can be embedded with minimal finite index in a completely decomposable group B . The embed-
ding, which we usually take as ordinary set containment, is called a regulating hull for X, and
the index of X in B is called the co-regulating index of X, corgi(X). The “dual” results on the
Butler decomposition and the regulator have been established in [14].
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new proof of a theorem of Lady on regulating indices, and to prove its analogue for co-regulating
indices.
Lemma 1. (See [10, Exercise 16.8.8].)
(1) Suppose A is a torsion-free abelian group that is contained in subgroups B and C of QA
such that [B : A] and [C : A] are finite and relatively prime. Then A = B ∩C and B ⊕C ∼=
(B ∩C)⊕ (B +C).
(2) Suppose A is a torsion-free abelian group that contains subgroups B and C such that [A : B]
and [A : C] are finite and relatively prime. Then A = B+C and B⊕C ∼= (B∩C)⊕(B+C).
In either case, if B and C are completely decomposable, then so are B ∩C and B +C.
Proof. (1) Set b = [B : A], and c = [C : A]. The group B ∩C contains A with index [B ∩C : A]
dividing both b and c and therefore the two groups B ∩ C and A are equal. Consider the exact
sequence B ∩C α B ⊕C β B +C, where α(x) = (x, x) and β(x, y) = x − y. By assumption,
there are integers u,v so that ub + vc = 1. Then the map (x, y) 
→ ubx + vcy is a splitting map
for α, so (B ∩C)⊕ (B +C) ∼= B ⊕C.
(2) Set b = [A : B], c = [A : C]. The group A contains B +C with index [A : B +C] dividing
both b and c and therefore the two groups are equal. The isomorphisms (B+C)/B ∼= C/(B∩C)
and (B +C)/C ∼= B/(B ∩C) place us in the situation of (1), with A changed to B +C, and the
splitting follows as before. 
We will need a result of Lady for which we provide a new proof.
Theorem 2. (See Lady [9] or [10, Theorem 4.2.13.2].) Let X be an almost completely decom-
posable group and A a completely decomposable subgroup of finite index [X : A]. Then rgi(X)
divides [X : A].
Proof. Let B be a regulating subgroup of X so that [X : B] is the least index among the indices
of completely decomposable subgroups of finite index in X.
Let p be a prime dividing [X : B] and let Y  X be such that Y/B = (X/B)p . Note that
[Y : B] is the highest p-power dividing [X : B] and that B is regulating in Y , because any com-
pletely decomposable subgroup of Y of index less than [Y : B] would have index less than [X : B]
in X. Then mX ⊆ Y for some integer not divisible by p, and mAmX  Y . Let C be such that
mA C  Y , with [Y : C] a p-power pk and [C : mA] prime to p. Then pkB  pkY  C. We
now have the completely decomposable subgroup pkB of C and the completely decomposable
subgroup mA of C where [Y : pkB], and thus [C : pkB], is a p-power and [C : mA] is prime
to p. By Lemma 1(2), C = pkB + mA and C is completely decomposable. By minimality of
the regulating index, we have [Y : B]  [Y : C], and both indices are p-powers. Hence [Y : B]
divides [Y : C] which in turn divides [Y : mA] = [X : A][A : mA]. Since [A : mA] is prime to p,
it follows that [Y : B] divides [X : A]. So every p-power factor of [X : B] divides [X : A], and
therefore [X : B] divides [X : A]. 
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almost completely decomposable group in a completely decomposable group. This result will be
used later.
Theorem 3. Let X be an almost completely decomposable group and A a completely decompos-
able subgroup of QX containing X such that [A : X] is finite. Then corgi(X) divides [A : X].
Proof. Let H be a regulating hull of X with X ⊆ H ⊆ QX; and [H : X] the least among the
indices of X in a completely decomposable group in which X is a subgroup of finite index.
Let p be a prime and write [H : X] = pnm such that m is not divisible by p. Let
X  Y  H be such that [Y : X] = m and [H : Y ] = pn. Note that H is regulating hull
of Y , because any completely decomposable subgroup K of QX containing Y of index less
than [H : Y ] would contain X and X would have index less than [H : X] in K . Plainly,
m−1X ⊇ Y and m−1A ⊇ m−1X. Let C be such that m−1A ⊇ C ⊇ Y , [C : Y ] = pk for
some k, and [m−1A : C] is prime to p. Then p−kH ⊇ p−kY ⊇ C. We now have the com-
pletely decomposable group p−kH containing C and the completely decomposable group
m−1A containing C where [p−kH : C] is a p-power and [m−1A : C] is prime to p.
By Lemma 1(1), C = p−kH ∩ m−1A and C is completely decomposable. By minimal-
ity of the co-regulating index, we have [H : Y ]  [C : Y ], and both indices are p-powers.
Hence, [H : Y ] divides [C : Y ], which in turn divides [m−1A : Y ][Y : X] = [m−1A : X] =
[m−1A : A][A : X]. Since [m−1A : A] is prime to p, it follows that [H : Y ] divides [A : X].
So every p-power factor of [H : X] divides [A : X], and therefore [H : X] divides [A : X]. 
Corollary 4. Let X be an almost completely decomposable group. Then the prime divisors
of rgi(X) are exactly the prime divisors of corgi(X).
Proof. Let A be a regulating subgroup of X and m = exp(X/A), a divisor of rgi(X). Then
mX ⊆ A and X ⊆ m−1A ⊆ QX. By Theorem 3 corgi(X) divides [m−1A : X], which only has
prime factors that are also prime factors of rgi(X).
Conversely, let X ⊆ B ⊆ QX be a regulating hull of X and n = exp(B/X), a divisor
of corgi(X). Then nB ⊆ X and Theorem 2 implies that rgi(X) divides [X : nB] which only
has prime factors that are also prime factors of corgi(X). 
We record for future reference dualizations of some standard results on regulating subgroups.
Lemma 5. Let X be an almost completely decomposable group with regulating hull B and sup-
pose C is a summand of B . Then
(1) B/C is a regulating hull for (X +C)/C ∼= X/(X ∩C).
(2) If X ∩ C is a summand of X, then C is a regulating hull for X ∩ C and corgi(X) =
corgi(X ∩C) corgi(X/(X ∩C)).
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following commutative diagram with exact rows.
X ∩C  X π πX
↓ ↓ ↓
C  B
π
 A
The down arrows are insertions, so it follows that C/(X ∩C) B/XA/πX is exact. Hence
[B : X] = [C : (X ∩ C)][A : πX]. If A is not a regulating hull for πX, then there is a com-
pletely decomposable group A′ containing πX, which we may take to be inside QA, so that
[A′ : πX] < [A : πX]. Set B ′ = C ⊕A′. Then X embeds in B ′ with index smaller than [B : X],
a contradiction. Thus, A ∼= B/C is a regulating hull for πX ∼= X/(X ∩C).
(2) If X ∩C is a summand of X, then the horizontal arrows in the diagram can be reversed to
show that C is a regulating hull for X ∩C. The final assertion of (2) follows directly. 
Theorem 6. If X = Y ⊕Z, then corgi(X) = corgi(Y ) corgi(Z).
Proof. A regulating hull for X can be constructed by taking, for each type τ , a splitting
θτ of the embedding X[τ ]/X[τ ] → X/X[τ ] and using the direct sum of the induced maps
X → X/X[τ ] θτ−→ X[τ ]/X[τ ] to embed X into ⊕τ∈Tcr(X) X[τ ]/X[τ ]. See [14, Theorem 1.5].
If X = Y ⊕Z, then X/X[τ ] ∼= Y/Y [τ ]⊕Z/Z[τ ] and X[τ ]/X[τ ] ∼= Y [τ ]/Y [τ ]⊕Z[τ ]/Z[τ ].
Moreover, splitting maps θYτ : Y/Y [τ ] → Y [τ ]/Y [τ ] and θZτ : Z/Z[τ ] → Z[τ ]/Z[τ ] can be
combined to splitting maps θXτ = θYτ ⊕ θZτ : X/X[τ ] → X[τ ]/X[τ ]. Thus, a regulating hull
for X can be constructed that is the direct sum of regulating hulls for Y and Z. The result fol-
lows. 
A final proposition completes this section.
Proposition 7. Let X be an almost completely decomposable group, Y a subgroup of X such that
mX  Y  X for some positive integer m. Then corgi(X) and corgi(Y ) have the same p-parts
for all primes p not dividing m.
Proof. Let B1 ⊆ QX be a regulating hull for Y and let B2 ⊆ QX be a regulating hull for X. Then
mX ⊆ Y ⊆ B1 so that X ⊆ m−1B1. By Theorem 3 we have corgi(X) divides [m−1B1 : X] =
[B1 : mX] = [B1 : Y ][Y : mX] = corgi(Y )[Y : mX].
Let p be a prime not dividing m. Then p does not divide [Y : mX], hence the p-part
of corgi(X) divides corgi(Y ). On the other hand, again by Theorem 3,
corgi(Y ) divides [B2 : Y ] = [B2 : X][X : Y ] = corgi(X)[X : Y ],
and p does not divide [X : Y ]. Hence the p-part of corgi(Y ) divides the p-part of corgi(X).
We have shown that the p-part of corgi(Y ) is equal to the p-part of corgi(X). The proof is
complete. 
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We routinely regard our torsion-free groups as additive subgroups of vector spaces over the
rationals Q. In this setting, standard linear algebra tools are available. A Q-vector space with
inner product vw = v ·w is called an inner product space. Let V,W be two inner product spaces
with a linear map f : V → W . A linear map f ∗ : W → V is called adjoint to f if (f v) · w =
v · (f ∗w) for all v ∈ V and w ∈ W . By symmetry of the inner product, f is adjoint to f ∗, i.e.,
f ∗∗ = f .
The following three lemmas are well known.
Lemma 8. If V,W are finite dimensional inner product spaces with linear map f : V → W , then
there is a unique adjoint map f ∗. If (e1, . . . , en) is an orthonormal basis of V , then
∀w ∈ W : f ∗w =
n∑
i=1
(
w · (f ei)
)
ei .
Lemma 9. Let V,W be finite dimensional inner product spaces with linear maps f,g : V → W
and adjoint maps f ∗, g∗. Then
(1) (f ∗)∗ = f .
(2) (f + g)∗ = f ∗ + g∗.
(3) (cf )∗ = cf ∗.
(4) (gf )∗ = f ∗g∗.
Moreover, f ∗ is surjective if and only if f is injective, and f ∗ is injective if and only if f is
surjective. In particular, f ∗ is invertible if and only if f is invertible.
The following lemma is known as the Dual Basis Lemma.
Lemma 10. Let V be a finite dimensional inner product space. For each basis (y1, y2, . . .) of V ,
there is a unique dual basis (w1,w2, . . .) of V satisfying yi ·wj = δij .
Remark 11. In our applications below we will actually work with a fixed ordered orthonormal
basis (e1, . . . , en) of our inner product space V and with the family of special subspaces V (I) =⊕
i∈I Q ei where I ⊆ {1, . . . , n}. These subspaces inherit the inner product of the surrounding
space V and we also have, for every linear transformation f :V (I) → V (J ), the adjoint maps
f ∗ :V (J ) → V (I) satisfying
∀w ∈ V (J ): f ∗w =
∑
i∈I
(
w · (f ei)
)
ei .
The following observation follows easily from Remark 11.
Lemma 12.
(1) Suppose that I ⊆ J ⊆ {1, . . . , n} and 
: V (I) → V (J ) is the insertion of vector spaces.
Then 
∗ :V (J ) → V (I) is the projection along V (J \ I ).
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along V (J \ I ). Then π∗ :V (J ) → V (I) is the insertion.
Our approach is closely connected to the usual vector space dual V ∗ = HomQ(V ,Q). The
reader will have no problem verifying the following relationships.
• There is an isomorphism V (I) → V (I)∗ = HomQ(V (I ),Q) given by v 
→ fv , where
fv(w) = v ·w.
• If f : V (I) → V (J ) is a vector space homomorphism, then the adjoint map f ∗ : V (J ) →
V (I) corresponds to the usual dual map Hom(f,Q) : HomQ(V (J ),Q) → HomQ(V (I ),Q).
• the natural isomorphism V (I) ∼=−→ V (I)∗∗ that is the evaluation map turns into the identity
map V (I) = V (I) in our setting.
2.3. Localization
Let P be the set of all primes and p ∈ P. We use the notation Zp = {m/n ∈ Q: gcd(n,p) = 1}
and for a set P of primes we set ZP = ⋂p∈P Zp = {m/n ∈ Q: ∀p ∈ P, gcd(n,p) = 1}.
Let G be a torsion-free abelian group and QG a divisible hull of G. Then Gp = ZpG =
{sx: s ∈ Zp, x ∈ G} ⊆ QG. Note that Gp ∼= Zp ⊗G. We further use GP = ZPG =⋂p∈P Gp .
It is well known that
⋂
p∈PGp = G. Also, every homomorphism f :H → G has a unique ex-
tension fP :HP → GP that is the restriction of the unique extension f0 :QH → QG of f to
divisible hulls. We routinely view our groups within a divisible hull and homomorphisms as
restrictions of linear transformations on divisible hulls.
We now consider questions of exactness in the interplay of a homomorphism f and its exten-
sions fp . We observe first that for f ∈ Hom(H,G), with unique extension fP :HP → GP , we
have that Ker(fP ) = ZP Ker(f ) and Im(fP ) = ZP Im(f ). We will use later that the exactness of
a sequence of maps can be tested by localizations. Since localization (i.e. tensoring with Zp) is
an exact functor, a short exact sequence remains exact when localized. The converse is also true.
Proposition 13. Let G be a torsion-free group. The sequence of maps H fG gK is exact if
and only if for all primes p the sequence Hp
fp
Gp
gp
Kp is exact.
Proof. See [16, Corollary 3.16]. 
If X is a torsion-free group, then X =⋂p Xp . As is well known, we can define groups as the
intersection of local groups as follows. A proof is included for the sake of completeness.
Lemma 14. For each prime p, let X(p) be a p-local group, i.e., a Zp-module, contained in
some finite dimensional Q-vector space V , and containing the group A as a full subgroup. Set
X =⋂p∈PX(p). Then AX and Xp = X(p).
Proof. Let p be a fixed prime. We have Xp = ZpX ⊆ ZpX(p) = X(p). To show the reverse
inclusion, let x ∈ X(p). By hypothesis, there is a natural number m such that mx ∈ A. Write
m = pk with  prime to p. To show x ∈ Xp , it suffices to show x ∈ Xp , since Xp is -divisible.
For all primes q , we have pkx ∈ A ⊆ X(q). Thus, x ∈ X(q) for all q = p. Also, x ∈ X(p)
since x ∈ X(p). Thus, x ∈⋂q X(q) = X ⊆ Xp , and the proof is complete. 
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Let Ai , 1  i  n be rational groups, i.e., additive subgroups of Q that contain Z. Let A =
A1e1 ⊕· · ·⊕Anen ⊆ V = Q e1 ⊕· · ·⊕Q en where V is an inner product space with orthonormal
basis (e1, . . . , en). Then V = QA is a divisible hull of A and more generally V (I) = QA(I),
i.e., the subspace V (I) =⊕i∈I Q ei is a divisible hull of the group A(I) =⊕i∈I Aiei .
Fix a finite set of rational primes P and assume that for primes p in P , the localization (Ai)p
is Zp . In particular, Ai is P -locally free, that is, ∀p ∈ P , Ai = pAi .
Groups X and Y , both contained in some common universe, are called P -quasi-equal if
mX ⊆ Y and mY ⊆ X for some P -number m, that is, for an integer m that is a product of
primes in P . We obtain a small (the collection of objects is a set) category acd(P,A) by taking
as objects all torsion-free groups X ⊆ QA = V that are P -quasi-equal to a summand of A of
the form A(I), where I is a subset of {1,2, . . . , n}. This “base group” A(I) will also be denoted
A(X), and the index set I going with it by I (X). It follows from Theorem 3 that the regulating
index of X ∈ acd(P,A) is a P -number.
The morphisms in our category will be the localizations at P of the ordinary homomorphisms,
namely ZP ⊗Z Hom(X,Y ) = ZP Hom(X,Y ).
The next example shows that restricting our attention to groups in some category acd(P,A)
leaves many almost completely decomposable groups out of the discussion.
Example 15. Not every group has an isomorphic copy in some acd(P,A). An example is the
rigid group X = (Z[1/2]e1 ⊕ Z[1/3]e2 ⊕ Z[1/5]e3)+ Z 130 (e1 + e2 + e3).
In the sequel, statements about abelian groups and the usual homomorphisms are distin-
guished from statements about objects and morphisms in the category acd(P,A) by the phrase
“in A,” where A denotes the category of abelian groups.
Recall that two torsion-free abelian groups of finite rank, G,H , are near isomorphic if for
each positive integer k, there are homomorphisms f : G → H and g : H → G, depending on k,
such that fg = m · 1H and gf = m · 1G, where m is a positive integer relatively prime to k. See
[2, p. 80] or [10, pp. 172, 177] for various equivalent definitions of near isomorphism. The proof
below of Proposition 16 uses that two almost completely decomposable groups X and Y are near
isomorphic if and only if there are maps f ∈ Hom(X,Y ) and g ∈ Hom(Y,X) and an integer m
relatively prime to rgi(X) rgi(Y ) such that fg = m1Y and gf = m1X . (See [10, Theorem 9.2.4].)
Proposition 16. Isomorphism in the category acd(P,A) is near isomorphism of abelian groups.
Proof. Suppose that X,Y ∈ acd(P,A) and that X,Y are near isomorphic as abelian groups.
Then there are maps f : X → Y and g : Y → X such that the compositions satisfy fg = m · 1Y
and gf = m ·1X , where m is a P c-number. Then m−1f ∈ ZP Hom(X,Y ) and g ∈ ZP Hom(Y,X)
are inverse isomorphisms, so that X and Y are isomorphic in acd(P,A).
Conversely, suppose X and Y are isomorphic in acd(P,A). Then there exist maps f ∈
ZP Hom(X,Y ) and g ∈ ZP Hom(Y,X) such that fg and gf are the appropriate identity maps.
It follows that there is a P c-number m such that mf ∈ Hom(X,Y ) and mg ∈ Hom(Y,X). Then
(mf )(mg) = m2 1Y and (mg)(mf ) = m2 1X,
and of course m2 is a P c-number. Hence X and Y are near isomorphic. 
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In 1968 Warfield [21] introduced a duality for torsion-free abelian groups of finite rank. His
paper is one of the most frequently cited in the abelian group literature. Warfield duality begins
with a rank-1 torsion-free group W . The W -locally free groups are those groups G (always
torsion-free of finite rank) that are End(W)-modules and embed as End(W)-modules into a finite
direct sum of copies of W .
For W -locally free groups G, the Warfield dual is Hom(G,W), and the dual of a map
f :G → H is Hom(f,W) : Hom(H,W) → Hom(G,W) via φ 
→ φf . Warfield showed that
G 
→ Hom(G,W), f 
→ Hom(f,W) defines a duality from the category of W -locally free
groups (with the usual homomorphisms) to itself such that the double dual is naturally equiv-
alent to the identity functor.
Warfield duality is elegant and powerful, but is restricted to situations where the groups are
W -locally free for some W . In our treatment, we take W = ZP and apply Warfield duality to
the localizations XP of the groups X in acd(P,A). It is easy to see that for any such X, the
localization XP is a finitely generated, whence free, ZP -module. In particular, XP is ZP -locally
free.
For Butler duality, there is no restriction on the Butler groups (pure subgroups of completely
decomposable abelian groups of finite rank) to be considered. However, the duality applies only
to quasi-homomorphism categories of Butler groups. That is, the morphism sets must be the
quasi-homomorphism groups QHom(X,Y ). A modification of this duality to completely de-
composable groups is a critical part of our treatment.
First introduced by F. Richman [17], Butler duality works as follows. Let L be a finite lat-
tice of types. An L-Butler group is a pure subgroup of a finite direct sum of rank-1 groups
each of which has type in L. Then the category of L-Butler groups is obtained by using the
quasi-homomorphisms QHom(X,Y ) as the maps. Suppose now that L̂ is a lattice of types
dual to L under a mapping τ 
→ τ̂ (such dual lattices are easy to construct). If X is an L-
Butler group, one may, up to quasi-equality, construct a “Butler dual” β(X) by specifying its
divisible hull, Qβ(X) = Hom(X,Q), and the divisible hulls Qβ(X)[ τ̂ ] = annX(τ) = {f ∈
Hom(X,Q): f (X(τ)) = 0} of the type subgroups β(X)[ τ̂ ]. The category of (quasi-isomorphism
classes of) L̂-Butler groups is dual to the category of L-Butler groups under the map that sends
the class of X to the class of β(X) and a quasi-homomorphism f to β(f ) = Hom(f,Q). For
details see [3, Corollary 5] or [1, Theorem 7.1.5]. The general description of Butler duality is
complicated, and only specifies the dual group up to quasi-equality. However, we need only the
duals of completely decomposable groups, allowing us to use a simpler, more specific description
that gives the Butler dual as a unique group.
Gleaning from [1, Theorem 7.1.5], we record the key features of Butler duality as a contravari-
ant equivalence between categories of completely decomposable groups:
• The dual of X is (isomorphic to) a subgroup of Hom(X,Q), so the dual of a rank-1 group is
rank-1;
• order relationships and lattice operations on types are reversed by the duality;
• direct sums are preserved.
The Warfield dual and Butler dual of a group G can be regarded as living inside Hom(G,Q) =
Hom(QG,Q). We will use this fact to combine Warfield and Butler duality under the common
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space V .
5. The duality
We return to the category acd(P,A). The type lattice L = L(A) = L(A1e1 ⊕ · · · ⊕ Anen)
generated by the types of the Ai has a (actually many) dual lattice L̂ of types. Specifically, we
may choose subgroups Âi of Q with (Âi)p = Zp for p ∈ P , whose types generate the lattice
L̂ = L(Â) with type(Ai) 
→ type(Âi) defining a lattice anti-isomorphism.
Recall that A =⊕ni=1 Aiei ⊆ V , where V =⊕ni=1 Q ei is an inner product space with ortho-
normal basis (e1, . . . , en). Set Â =⊕ni=1 Âiei ⊆ V . More generally, Â(I ) =⊕i∈I Âiei ⊆ V for
I ⊆ {1, . . . , n}.
The category acd(P, Â) is defined as was the category acd(P,A), with the new base group Â
in place of A.
We are now ready to define our duality. For any group X ∈ acd(P,A) with A(X) =⊕
i∈I (X) Aiei , and V (X) =
⊕
i∈I (X) Q ei , define the dual ∂X by specifying the localizations
at the set P and at its complement P c as follows.
• (∂X)P = {v ∈ V (X): X · v ⊆ ZP } ⊆ V ,
• (∂X)P c = Â(X)P c ⊆ V ,
• ∂X = (∂X)P c ∩ (∂X)P .
The dual of f ∈ ZP Hom(Y,X) is the adjoint ∂f = f ∗. We will establish below that ∂ is well
defined by showing that ∂X ∈ acd(P, Â) and ∂f ∈ ZP Hom(∂Y, ∂X).
Under the connection between inner product spaces and dual groups described in the remarks
following Lemma 12, (∂X)P ∼= Hom(X,ZP ) ∼= Hom(XP ,ZP ). We will occasionally use the
Hom(X,ZP ) setting when arguments therein are more transparent.
The following key lemma is a condensation of the contravariant property for maps that makes
Butler duality work.
Lemma 17. Let f : A(I)P c → A(J )P c . Then there is a positive integer m prime to P such that
mf ∗: Â(J )P c → Â(I )P c .
Proof. We first assume I = {i}, J = {j}. Since f :Aiei → Ajej , we have f ∗ :Q ej → Q ei .
If f = 0, then f ∗ = 0, and the claim is clear. So suppose that f = 0. Then f ∗ = 0. Now f = 0
implies that type(Ai) type(Aj ). Therefore by construction type(Âj ) type(Âi) and
type
(
f ∗
(
Âj ej
))= type( Âj ) type( Âi),
and hence also
type
(
f ∗
(
Âj ej
)
P c
)
 type
((
Âi
)
P c
)
.
Thus, there is a positive integer m such that mf ∗((Âj )P cej ) ⊆ (Âi)P cei . Because these localized
groups are divisible by all primes in P , we can choose m prime to P . This completes the proof
when I and J are singletons.
3038 A. Mader et al. / Journal of Algebra 319 (2008) 3028–3052The general case now follows from the fact that, for finite sets I and J ,
Hom
(⊕
i∈I
Ui,
⊕
j∈J
Vj
)
∼=
⊕
i,j
Hom(Ui,Vj ). 
By Lemma 17, the mapping ∂ induces a contravariant functor from acd(P,APc) to
acd(P, ÂP c ) that takes A(I)P c to (Â(I ))P c and f ∈ ZP Hom(XPc , YP c ) to f ∗ ∈
ZP Hom((∂Y )P c , (∂X)P c ). The functor acd(P,APc) → acd(P, ÂP c ) induced by ∂ is plainly
invertible and provides an example of a “Butler duality” noting that
ZP Hom(XPc , YP c ) = QHom(XPc , YP c ).
We next establish several basic facts about the functor ∂ .
Lemma 18. Let X,Y ∈ acd(P,A) and f ∈ ZP Hom(X,Y ).
(1) Let m be a P -number. Then ∂(mX) = m−1∂X.
(2) ∂⊕i∈I Aiei =⊕i∈I Âiei .
(3) ∂X ∈ acd(P, Â) and Â(∂X) = ∂(A(X)).
(4) τ ∈ Tcr(X) if and only if τ̂ ∈ Tcr(∂X).
(5) If f ∈ Hom(X,Y ), then f ∗((∂Y )P ) ⊆ (∂X)P .
(6) The morphism ∂f = f ∗ is well defined, i.e., ∂f ∈ ZP Hom(∂Y, ∂X).
Proof. (1) Let I = I (X). Then A(X) = A(I) = A(mX). Hence (∂X)P c = Â(I )P c =
(∂(mX))P c = m(∂(mX))P c . Furthermore,
m
(
∂(mX)
)
P
= {mv ∈ V (I): (mX) · v ⊆ ZP }
= {mv ∈ V (I): X · (mv) ⊆ ZP }
= {v ∈ V (I): X · v ⊆ ZP }= (∂X)P .
The result follows by intersecting the two localizations.
(2) Recall that (Ai)P = (Âi)P = ZP . Then A(I) = ⊕i∈I Aiei and (∂A(I))P ={∑i∈I tiei ∈ V (I): A(I) ·∑i∈I tiei ⊆ ZP } = {∑i∈I tiei ∈ V (I): ∀i ∈ I we have Ai · ti ⊆ ZP } ={∑i∈I tiei ∈ V (I): ∀i ∈ I, ti ∈ ZP } =⊕i∈I ZP ei = (Â(I ))P . Since (∂X)P c =⊕i∈I (Âi)P c ,
we have ∂X = (∂X)P ∩ (∂X)P c =⊕i∈I (Âi)P ∩⊕i∈I (Âi)P c =⊕i∈I Âi .
(3) Let I = I (X). We will show that ∂X is P -quasi-equal to Â(I ) and this establishes the
claim. There is a P -number m such that mX ⊆ A(I) and mA(I) ⊆ X. We certainly have that
(∂X)P c = Â(I )P c . By (1) and (2) m−1(∂X)P = (∂(mX))P = {v ∈ V (I): mX · v ⊆ ZP } ⊇
{v ∈ V (I): A(I) · v ⊆ ZP } = (∂A(I))P = Â(I )P . It follows that (∂X)P ⊇ mÂ(I)P . Similarly,
m(∂X)P ⊆ Â(I )P .
(4) We have that Tcr(X) = Tcr(A(X)) and Tcr(∂X) = Tcr(Â(∂X)). The claim now fol-
lows from (3) which says that Â(∂X) =⊕i∈I (X) Âi while A(X) =⊕i∈I (X) Ai and we have
̂type(Ai) = type(Âi).
(5) We have the unique extension f : XP → YP of f . Now for y ∈ (∂Y )P we have f x ·y ∈ ZP
for all x ∈ XP ; and by the adjoint relation x · f ∗y = f x · y we have that x · f ∗y ∈ ZP for all
x ∈ XP . Thus, f ∗y ∈ (∂X)P .
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that m1f ∗ ∈ Hom((∂Y )P , (∂X)P ). Moreover, by Lemma 17, there is a P c-number m2, so
that m2f ∗ ∈ Hom((∂Y )P c , (∂X)P c ). It follows that m1m2f ∗ ∈ Hom(∂Y, ∂X) and so f ∗ ∈
ZP Hom(∂Y, ∂X). 
Using the symmetry inherent in our setup, we can define an inverse ∂ ′ for ∂ . Given X̂ in
acd(P, Â), set
• (∂ ′X̂)P = {v ∈ V (X̂): X̂P · v ⊆ ZP } ⊆ V ,
• (∂ ′X̂)P c = (A(X̂))P c ⊆ V ,
• ∂ ′X̂ = (∂ ′X̂)P c ∩ (∂ ′X̂)P .
The dual of g ∈ ZP Hom(Ŷ , X̂) is the adjoint map ∂ ′g = g∗ ∈ ZP Hom(∂ ′X̂, ∂ ′Ŷ ).
We can now state and prove the main result of this section.
Theorem 19. The correspondence ∂ defines a contravariant additive functor from acd(P,A) to
acd(P, Â) that preserves near isomorphism. Moreover, the contravariant additive functor ∂ ′ is
the inverse of ∂ .
Proof. By Lemma 9 we have (fg)∗ = g∗f ∗ and (f + g)∗ = f ∗ + g∗. By Lemma 18(3) and
symmetry, ∂, ∂ ′ are maps between the sets acd(P,A) and acd(P, Â).
We want to show that ∂, ∂ ′ are mutually inverse. By definition of ∂, ∂ ′, for X in acd(P,A)
we have XP ⊆ ∂ ′(∂X)P . Thus, Xp ⊆ (∂ ′∂X)p and (∂ ′∂X)p/Xp is a finite p-group for all
primes p ∈ P . Hence Xp and (∂ ′∂X)p are free Zp-modules and there exist stacked bases, namely
Xp =
⊕
i
Zpdiyi ⊆
⊕
i
Zpyi = (∂ ′∂X)p,
where the di are p-powers (di = 1 is allowed). Let (wi | i) be the basis for V (X) dual to (yi | i),
i.e., wi · yj = δij . Then
(∂X)p =
{
v =
∑
i
aiwi ∈ V (X): X · v ⊆ Zp
}
=
⊕
i
d−1i Zpwi,
and
(∂ ′∂X)p =
{
v =
∑
i
biyi ∈ V (X): (∂X) · v ⊆ Zp
}
=
⊕
i
diZpyi = Xp.
Moreover, the definitions of ∂ ′ and ∂ show that if XPc = A(I)P c , then ∂ ′(∂X)P c = XPc . Taking
intersections, we get ∂ ′∂(X) = X. The same argument shows that ∂∂ ′ = 1.
Finally, we need to show that if X and Y in acd(P,A) are near isomorphic groups, then so
are ∂X and ∂Y . But by Proposition 16, if X and Y are near isomorphic groups, they are isomor-
phic in the category acd(P,A). Since ∂ is a category equivalence, ∂X and ∂Y are isomorphic in
acd(P, Â). Again applying Proposition 16, ∂X and ∂Y are near isomorphic. 
Corollary 20. Duals of completely decomposable groups are completely decomposable.
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isomorphic to A(I) in acd(P,A). Thus, the duals ∂B and ∂A = Â are near isomorphic by
Proposition 19. Now by Lemma 18(2), ∂A = Â is completely decomposable, and thus the near
isomorphic group ∂B is also completely decomposable. 
6. Properties of the duality
Example 21. Isomorphism need not be preserved by the duality functor ∂ .
Proof. An example from [20] emphasizes the fact that we are only working up to near isomor-
phism. We include a brief description for the reader’s convenience.
A = Z
[
1
7
]
e1 ⊕ Z
[
1
11
]
e2; X = A+ 113Z(e1 + e2); Y = A+
1
13
Z(e1 + 2e2);
Â = Z
[
1
3
]
e1 ⊕ Z
[
1
5
]
e2; ∂X = 13Â+ Z(e1 − e2); ∂Y = 13Â+ Z(2e1 − e2).
First take P = {13} and make Â the dual of A by definition, with Z[ 13 ] the dual of Z[ 17 ], and
Z[ 15 ] the dual of Z[ 111 ]. Thus, (∂X)P c = ÂP c ; on the other hand, X13 is the free Z13-module
generated by e1, e2 and 113 (e1 + e2). The free Z13-module in Q Â generated by 13e1,13e2 and
e1 − e2 clearly maps X13 into Z13 via the dot product. To see that there are no other elements
in (∂X)13, one checks that any element ae1 + be2 in Q Â whose inner product with X13 is in
Z13 must have the form ae1 + be2 = 13a′e1 + 13b′e2 + c(−e1 + e2), where a′, b′, c ∈ Z13. The
equality (∂X)13 ∩ (∂X)P c = 13Â+ Z(−e1 + e2) can be established by checking its validity for
the localizations at every prime. Similar arguments apply to ∂Y .
The groups X and Y are isomorphic under the map ae1 +be2 
→ ae1 −11be2. The groups ∂X
and ∂Y are near isomorphic but not isomorphic. Details can be found in [20, Example 3.3]. 
The next step is to show that our duality preserves finite P -indices and interchanges certain
sums and intersections.
Lemma 22.
(1) If X ⊆ Y , and X, Y are P -quasi-equal in acd(P,A), then ∂Y ⊆ ∂X, the groups ∂Y and ∂X
are P -quasi-equal, and Y/X ∼= ∂X/∂Y .
(2) If B and C are P -quasi-equal in acd(P,A), then ∂(B + C) = ∂B ∩ ∂C and ∂(B ∩ C) =
∂B + ∂C.
Proof. (1) Let A(I) be the summand of A that is P -quasi-equal to both X and Y . Then (∂X)P c =
Â(I )P c = (∂Y )P c and (∂Y )P = {v ∈ V (I): Y · v ⊆ ZP } ⊆ {v ∈ V (I): X · v ⊆ ZP } = (∂X)P .
Intersecting we obtain ∂Y ⊆ ∂X.
It suffices to show that the isomorphism in (1) holds locally, namely (Y/X)p ∼= (∂X/∂Y )p
for each prime p ∈ P . In the local case, Xp ⊆ Yp are free Zp-modules, so by the stacked bases
theorem, Yp =⊕Zpyi and Xp =⊕Zpdiyi for some basis elements yi ∈ Yp and p-powers di .
In particular, Yp/Xp ∼=⊕Zp/diZp .
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(∂X)p =
{
v =
∑
j
ajwj ∈ V (X): X · v ⊆ Zp
}
=
⊕
d−1i Zpwi.
Similarly, (∂Y )p = ⊕i Zpwi . Hence, (∂X)p/(∂Y )p ∼= ⊕d−1i Zp/Zp ∼= ⊕Zp/diZp and the
proof is complete.
(2) Note that B,C,B +C,B ∩C are all P -quasi-equal, as are ∂B, ∂C, ∂(B +C), ∂B ∩ ∂C.
For the first part of (2), since B + C ⊃ B,C, we have ∂(B + C) ⊆ ∂B ∩ ∂C by (1). Applying
the inverse functor ∂ ′ yields B +C ⊃ ∂ ′(∂B ∩ ∂C). But (∂B ∩ ∂C) ⊆ ∂B, ∂C so ∂ ′(∂B ∩ ∂C) ⊃
B + C. Thus, B + C = ∂ ′(∂B ∩ ∂C). Applying ∂ gives ∂(B + C) = ∂B ∩ ∂C, as desired. The
second part of (2) is obtained by applying ∂ to the equality ∂ ′(∂B + ∂C) = B ∩ C that arises
from using ∂ ′ instead of ∂ in the first part of (2). 
The duality deals nicely with direct sums, provided sum and summands all belong to the
category acd(P,A).
Lemma 23. If X = Y ⊕Z, where X,Y,Z are in acd(P,A), then ∂X = ∂Y ⊕ ∂Z.
Proof. Let X = Y ⊕ Z where X,Y,Z ∈ acd(P,A) and, without loss of generality, I (X) =
{1, . . . , n}. Set I = I (Y ) and J = I (Z). Then A = A(I) ⊕ A(J ) and it is routine to check that
(∂X)P c = (∂Y )P c ⊕ (∂Z)P c , and (∂X)P = (∂Y )P ⊕ (∂Z)P . Intersecting the two localizations
gives the desired result. 
Certain exact sequences play a critical role in our arguments. The next lemma describes how
these sequences behave under the duality. We will use the following easily verified facts.
Remark 24. Let X be a torsion-free group and U a subgroup of QX.
(1) X ∩QU is the purification of X ∩U in X. In particular, if U ⊆ X, then X ∩QU = UX∗ , the
purification of U in X.
(2) If Y is a pure subgroup of X and Y is quasi-equal to U , then Y = X ∩ QU .
Lemma 25. Let X be an element of acd(P,A); and let A = A(I)⊕A(J ) be a direct decomposi-
tion of A, i.e., I ∪ J is a partition of {1,2, . . . , n}. Let α :QA(I) → QA and β :QA → QA(J )
be the insertion and projection, respectively, belonging to the decomposition QA = QA(I) ⊕
QA(J ). Let Y = X ∩ QA(I) be the purification of X ∩A(I) in X and let Z = β(X). Then,
(1) Z ∈ acd(P,A) and Z is P -quasi-equal to A(J ).
(2) The sequence E :Y αX β Z is exact in A and the duality functor ∂ induces the sequence
∂E : ∂Z ∂β ∂X ∂α ∂Y that is exact in A, where ∂β is the insertion and ∂α is the restriction
of the projection ∂α : Q ∂X → Q ∂Y along Q ∂Z.
(3) Q Â(J )∩ ∂X = ∂Z.
(4) Suppose that E : Y α X β Z splits in A. Then ∂X ∼=nr ∂Y ⊕ ∂Z and ∂X = Y ′ ⊕ Z′ with
Y ′ ∼=nr ∂Y and Z′ ∼=nr ∂Z.
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m−1A(J ). Applying the projection β we get mA(J ) = mβA(J ) ⊆ βX ⊆ m−1A(J ).
(2) The sequence E is exact in A because Ker(β :X → Z) = X ∩ QA(I) = Y . The func-
tor ∂ induces the sequence ∂E : ∂Z ∂β−→ ∂X ∂α−→ ∂Y , where ∂β ∈ ZP Hom(∂Z, ∂X) and ∂α ∈
ZP Hom(∂X, ∂Y ). By Lemma 12 the maps ∂β and ∂α are the restrictions of the vector space
insertion and vector space projection, respectively. To show exactness of ∂E in A, we show that
the localizations at P c and at P are exact in A (Proposition 13). We have that Â = Â(J )⊕ Â(I )
and hence also ÂP c = Â(J )P c ⊕ Â(I )P c . Therefore (Â(J ))P c
∂β
 (Â)P c
∂α
 (Â(I ))pc is an ex-
act sequence in A. It remains to check that (∂E)P is an exact sequence in A. This is a direct
consequence of Warfield duality, but we include arguments for the sake of completeness. By
Lemma 18(4) the maps in (∂E)P : (∂Z)P ∂β−→ (∂X)P ∂α−→ (∂Y )P are maps in A. We note first
that the sequence Hom(ZP ,ZP ) Hom(XP ,ZP ) Hom(YP ,ZP ) is exact because ZP is
a free ZP -module and hence Ext(ZP ,ZP ) = 0. The isomorphisms {v ∈ V : X · v ⊆ ZP } →
Hom(X,ZP ) :v 
→ v · ∗ show that (∂E)P is exact. Now exactness in A of the two localizations
∂EP and ∂EPc implies exactness of the sequence ∂E.
(3) We have ∂Z = Q Â(J )∩ ∂X because ∂Z is pure in ∂X and ∂Z is quasi-equal to Â(J ).
(4) In this case X ∼= Y ⊕Z with X,Y,Z ∈ acd(P,A), hence ∂X ∼=nr ∂(Y ⊕Z) = ∂Y ⊕ ∂Z by
Lemma 23. The rest follows by the well-known theorem of Arnold or its special case for almost
completely decomposable groups, see [10, Theorem 10.2.5]. 
The following example shows that the dual of a splitting map inA need not again be a splitting
map in A.
Example 26. Let P = {5}, A1 = Z[2−1], A2 = Z[2−1,3−1], Â1 = Z[2−1,3−1], and Â2 =
1
7Z[2−1]. Then 7Â2 ⊆ Â1 but Â2 ⊆ Â1. Let A = A1e1 ⊕A2e2 and consider the sequence
A2e2
α
A
β
A1e1
which is split exact in A. Note that γ :A1e1 → A: γ (e1) = e1 + e2 is a splitting map giving the
decomposition A = A1(e1 + e2)⊕A2e2. The dual sequence
Â1e1
∂β
 Â
∂α
 Â2e2
is again exact in A and ∂β , ∂α are insertion and projection, respectively. We also have
∂γ ∈ ZP Hom(Â, Â1) with (∂β)(∂γ ) = ∂(1A2e2) = 1Â2e2 . For ∂γ to be a splitting map in A
it is necessary that (∂γ )(Â) ⊆ Â1e1. We compute that
∂γ (e1) =
(
e1 · γ (e1)
)
e1 =
(
e1 · (e1 + e2)
)
e1 = e1,
∂γ (e2) =
(
e2 · γ (e1)
)
e1 =
(
e2 · (e1 + e2)
)
e1 = e1.
Hence ∂γ (A) = Â1∂γ (e1) + Â2∂γ (e1) = (Z[2−1,3−1] + 17Z[2−1])e1 ⊆ Z[2−1,3−1]e1. Thus,
∂γ is not a splitting map in A, although it is a splitting map in acd(P,A).
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tivation for the following theorem. It covers a special case of a result due to Arnold, see [2],
Corollary 12.9(b).
Theorem 27. Let X and Y be nearly isomorphic almost completely decomposable groups and
suppose that X = A ⊕ B , where A is a fully invariant subgroup in X. Then Y = A′ ⊕ B ′ with
A′ ∼=nr A, B ′ ∼=nr B , and A′ fully invariant in Y .
Proof. Without loss of generality we assume that mY ⊆ X ⊆ Y , where m is a positive integer.
Let A′ = QA∩ Y be the purification of A in Y . In particular, A ⊆ A′.
We observe that A′ is a fully invariant subgroup of Y . In fact, let φ ∈ End(Y ). Then mφ ∈
End(X) and hence mφ(A) ⊆ A and φ(A) ⊆ QA. Therefore φ(A′) = φ(QA∩Y) ⊆ QA∩Y = A′.
By definition of near isomorphism there is a monomorphism f : X → Y such that nY ⊆
f (X) ⊆ Y with gcd(m,n) = 1. Note that mf ∈ End(X) and hence mf (A) ⊆ A. It follows that
f (A) ⊆ QA∩ Y = A′.
We will construct two quasi-splittings of the natural epimorphism Y → Y/A′, one of index n
and one of index m, and then combine them to get an ordinary splitting.
Consider the diagram
Y
π ′
Y/A′
α
X
f
π
X/A
σ
where π and π ′ are the natural epimorphisms; σ is a splitting map for π , namely σ(a+b+A) =
b, where a ∈ A and b ∈ B; and α(y +A′) = f−1(ny)+A for y ∈ Y . The map α is well defined
because nA′ ⊆ f (QA∩X) = f (A).
We show that for σ ′ = f σα, we have π ′σ ′ = π ′f σα = n · 1Y/A′ . To this end, given y ∈ Y ,
we write f−1(ny) = a + b with a ∈ A, b ∈ B , and compute
π ′f σα(y +A′) = π ′f σ (f−1(ny)+A)
= π ′f (b) = π ′f (f−1(ny)− a)
= π ′(ny − f (a))= ny +A′
as desired. The second quasi-splitting ρ for Y → Y/A′ is given by
ρ(y +A′) = b where my = a + b ∈ X, a ∈ A, b ∈ B.
We compute π ′ρ(y + A′) = π ′(b) = b + A′ = my + A′ = m(y + A′). Write 1 = um + vn with
integers u,v. Then π ′(uρ + vσ ′) = uπ ′ρ + vπ ′σ ′ = (um+ vn)1Y/A′ = 1Y/A′ . Hence we obtain
the decomposition Y = A′ ⊕B ′.
To see that A′ is near isomorphic to A, note that any map f :X → Y restricts to f A :A → A′.
Moreover, |A′/f (A)| divides |Y/f (X)|. In particular, we can make |A′/f (A)| prime to any pos-
itive integer. The same arguments apply to X/A ∼= B and Y/A′ ∼= B ′. 
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Lemma 28. Let τ ∈ L = L(A) with dual τ̂ ∈ L̂ and let X ∈ acd(P,A). Then the following
sequences are exact, with ins the usual insertion.
(1) (∂X)( τ̂ ) ins ∂X ∂α ∂(X[τ ]) where α : X[τ ] → X is the insertion.
(2) (∂X)[ τ̂ ] ins ∂X ∂α ∂(X(τ)) where α : X(τ) → X is the insertion.
(3) (∂X)( τ̂ ) ins ∂X ∂α ∂(X[τ ]) where α : X[τ ] → X is the insertion.
(4) (∂X)[ τ̂ ] ins ∂X ∂α ∂(X(τ )) where α : X(τ) → X is the insertion.
Moreover,
(1) If X[τ ] is a direct summand of X in A, then (∂X)( τ̂ ) is a direct summand of ∂X in A.
(2) If X(τ) is a direct summand of X in A, then (∂X)[ τ̂ ] is a direct summand of ∂X in A.
(3) If X[τ ] is a direct summand of X in A, then (∂X)( τ̂ ) is a direct summand of ∂X in A.
(4) If X(τ) is a direct summand of X in A, then (∂X)[ τ̂ ] is a direct summand of ∂X in A.
Proof. We assume without loss of generality that A(X) = A. To prove (1), we apply Lemma 25
to QA = QA[τ ]⊕QA(J ), where J = {i: type(Ai) τ }, A[τ ] = A(I), and I = {i: type(Ai) 
τ }. In the setting of Lemma 25, the insertion α :QA[τ ] → QA and the projection β :QA →
QA(J ) belong to the decomposition. By Lemma 25(2) and (3) we obtain the exact sequence ∂E :
Q Â(J ) ∩ ∂X ins ∂X ∂α ∂X[τ ]. We need to show that Q Â(J ) ∩ ∂X = (∂X)( τ̂ ). Now A(J ) =⊕{Ai : type(Ai)  τ }, hence ∂A(J ) = Â(J ) = ⊕{Âi : type(Ai)  τ } = ⊕{Âi : type(Âi) 
τ̂ } = Â( τ̂ ). Thus Q Â(J )∩ ∂X is the purification of Â( τ̂ )∩X in ∂X, that is (∂X)( τ̂ ).
Suppose that X[τ ] is a summand of X in A. Then there is Z ∈ acd(P,A) such that
X ∼= X[τ ] ⊕Z. By Lemma 25(4) we have ∂X ∼=nr ∂(X[τ ])⊕ ∂Z; and by Lemma 25(1) we have
that ∂Z = QÂ( τ̂ )∩∂X = (∂X)( τ̂ ). By Theorem 27 we obtain that ∂X = A′ ⊕B ′, where A′ ∼=nr
∂(X[τ ]) and B ′ ∼=nr (∂X)( τ̂ ). It follows that B ′ = (∂X)( τ̂ ), and we have ∂X = A′ ⊕ (∂X)( τ̂ )
as desired.
The arguments for parts (2)–(4) are similar and will not be presented here. 
7. Applications
In this section we present four applications of our duality. In some cases, the duality cannot
give complete results, due to the duality hypothesis that all groups must be P -locally free. In
the remaining applications, we are able to circumvent this difficulty, for example to obtain a
near-isomorphism classification for the co-crq groups (defined below).
7.1. Regulating hulls
It was shown in [14] that for an almost completely decomposable group A, the sum of all
regulating hulls contained in a divisible hull QA is a completely decomposable subgroup of QA,
called the co-regulator, CR(A), of A. We will derive the existence of the co-regulator by dualiz-
ing the regulator, and show how various other notions behave under our duality.
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(1) rgi(X) = corgi(∂X) and rgi(∂X) = corgi(X);
(2) B ⊆ X is a regulating subgroup of X if and only if ∂X ⊆ ∂B is a regulating hull of ∂X,
and B ⊃ X is a regulating hull of X if and only if ∂B ⊆ ∂X is a regulating subgroup of ∂X.
The functor ∂ establishes a bijective correspondence between regulating subgroups of X and
regulating hulls of ∂X contained in Q Â;
(3) ∂R(X) = CR(∂X) and R(∂X) = ∂ CR(X). In particular, the co-regulator is completely de-
composable and P -quasi-equal to X.
Proof. Note that in all items the second part of each statement is equivalent to the first part via a
judicious application of the inverse functors ∂ and ∂ ′.
(1) By Corollary 20, duals of completely decomposable groups are completely decomposable.
If B is a regulating subgroup of X, then by Lemma 22, rgi(X) = |X/B| = |∂B/∂X| corgi(∂X).
But if C is a regulating hull for ∂X, then C = ∂∂ ′C = ∂B , where B = ∂ ′C is a completely
decomposable subgroup of X. By Lemma 22(1), rgi(X)  |X/B| = |C/∂X| = corgi(∂X) and
(1) follows.
(2) This is a direct consequence of the argument in (1) and Lemma 22(2).
(3) The regulator R(X) is a finite intersection of P -quasi-equal regulating subgroups of X,
R(X) = ⋂Bi . Thus, by repeated applications of Lemma 22(2), ∂R(X) = ∑ ∂Bi = CR(∂X)
because every regulating hull can be realized as ∂Bi for some i. Since the dual of a completely
decomposable is completely decomposable, the co-regulator is completely decomposable. Since
the regulator R(X) is quasi-equal to the original group X, the co-regulator CR(X) is quasi-equal
to X. 
7.2. Local–global relationships
Our duality applies only to categories acd(P,A), but this is not a restriction for p-local almost
completely decomposable groups, that is, for almost completely decomposable groups X where
the regulating index rgi(X) is a power of a prime p. Specifically, for such an X take P = {p}
and A a regulating subgroup of X. Denote by divp A the p-divisible subgroup of A. Then
A = divp A⊕A′ for some p-reduced subgroup A′ that is, of course, completely decomposable.
The summand divp A is unique. Moreover, X = divp A ⊕ (A′)∗ and X′ = (A′)∗ ∼= X/divp A is
uniquely determined by X up to isomorphism. Thus, to study X, it suffices to study X′, and our
duality applies, since X′/A′ ∼= X/A is a finite p-group and A′ is p-reduced.
In some cases, we can use the local–global relationships developed in [12] (and the corre-
sponding dual relationships) to circumvent the problems that arise when P contains more than
one element and not all groups of interest are P -reduced. Theorem 40 in the next section is a
particularly striking example of the effectiveness of these methods.
If X is an almost completely decomposable group and A is a completely decomposable sub-
group of finite index in X, then following [12], the p-constituent of X with respect to A is the
unique subgroup XA(p) of X such that XA(p)/A = (X/A)p . A canonical choice for A is the
regulator A = R(X). In this case we omit the mention of A and call X(p) the p-constituent of X.
To dualize, let B be a completely decomposable group containing X as a subgroup of finite index
and let XB [p] be the unique subgroup of B that contains X and satisfies B/XB [p] ∼= (B/X)p .
We call XB [p] the p-co-constituent of X in B . If B is the co-regulator of X, then we simply
call X[p] the p-co-constituent of X. It is easy to check, using Lemmas 22 and 28, that under
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then the p-co-constituent of ∂X in Â is ∂(XA(p)) = (∂X)Â[p].
In particular, if X ∈ acd(P,A) with P = {p: p divides rgi(X)} and A = R(X), and if
acd(P, Â) is a dual category, we have
(∂X)[p] = ∂(X(p)) and (∂X)(p) = ∂(X[p]).
It is known that for two almost completely decomposable groups X and Y , we have X ∼=nr Y
if and only if for all p, X(p) ∼=nr Y(p). An easy proposition generalizes this result and its dual.
Proposition 30. Let X and Y be quasi-equal almost completely decomposable groups and
let {Xi}, {Yi} sequences of groups quasi-equal to X,Y with the following property: For each
prime p, there is an index i such that Yi is Si -quasi-equal to Y and Xi is Si -quasi-equal to X
for some finite set Si of primes not containing p. If Xi and Yi are near isomorphic for every i,
then X and Y are near isomorphic.
Proof. Suppose we are given a prime p. By hypothesis there is an index i, a monomorphism
f :Xi → Yi so that the index Yi/ Im(f ) is prime to p, and a positive integer m, not divisible
by p, so that mX ⊆ Xi and mYi ⊆ Y . It follows that m2f maps X into Y with [Y : m2f (X)]
finite and prime to p. Thus, X and Y are near isomorphic. 
Corollary 31. Let X and Y be almost completely decomposable groups. Then the following are
equivalent.
(1) X ∼=nr Y .
(2) For all primes p,X(p) ∼=nr Y(p).
(3) For all primes p,X[p] ∼=nr Y [p].
Proof. The result in Proposition 30 holds in particular for the sequences of p-constituents
{X(p)}, {Y(p)} and for the sequences of p-co-constituents {X[p]}, {Y [p]}. 
We end this section with a dualization of a result on regulating indices.
Proposition 32. Let X be an almost completely decomposable group. Then for all primes p,
p-part rgi(X) = rgi(X(p)), p-part corgi(X) = corgi(X[p]).
Proof. It was established in [10, 5.1.3.3] that p-part rgi(X) = rgi(X(p)). To prove the second
equality note that by definition, m = [X[p] : X] is prime to p. That is, mX[p] ⊆ X ⊆ X[p]
with m prime to p. Then an appeal to Proposition 7 completes the proof. 
7.3. Co-sharp types
For an almost completely decomposable group X, a critical type τ ∈ Tcr(X) is called sharp
provided rgi(X[τ ]) = rgi(X(τ )). Dually, τ in Tcr(X) will be called co-sharp for X provided
corgi(X/X(τ)) = corgi(X/X[τ ]). We note that in the paper [13], sharp types were not required
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position results, there is no loss of generality in assuming sharp types (dually, co-sharp types)
belong to the critical typeset.
We first show that sharp and co-sharp are dual concepts.
Proposition 33. Let X ∈ acd(P,A), and let acd(P, Â) be a dual category. Then
rgi
(
X[τ ])= rgi(X(τ))⇔ corgi(∂X/(∂X)( τ̂ ))= corgi(∂X/(∂X)[ τ̂ ])
and
corgi
(
X/X(τ)
)= corgi(X/X[τ ])⇔ rgi((∂X)[ τ̂ ])= rgi((∂X)( τ̂ )).
Proof. By Lemma 28(1) and (3) we have ∂(X[τ ]) ∼= ∂X/(∂X)( τ̂ ) and ∂(X(τ )) ∼=
∂X/(∂X)[ τ̂ ]. Hence by Theorem 29(1),
corgi
(
∂X/(∂X)( τ̂ )
)= corgi(∂(X[τ ]))= rgi(X[τ ])
and
corgi
(
∂X/(∂X)[ τ̂ ])= corgi(∂(X(τ)))= rgi(X(τ)).
This proves the first equivalence, and the second is really the same with X replaced by ∂X. 
The next proposition dualizes results from [13]. We write ρ ⊥ σ to signify that ρ and σ are
incomparable elements in the poset of all types.
Proposition 34. Let B = ⊕Bρ be a regulating hull of the almost completely decomposable
group X, with Bρ the homogeneous summand of type ρ. Then,
(1) σ is a co-sharp type of X if and only if X +B[σ ] = X +B(σ).
(2) A critical type σ is co-sharp for X if and only if X[σ ]/X(σ) ∼= {Bρ : ρ ⊥ σ } is completely
decomposable.
(3) If σ is co-sharp for X, then
X
X(σ)
∼= {Bρ : ρ ⊥ σ } ⊕ X
X[σ ] .
Proof. (1) By Lemma 5 we know that B/B(σ) is a regulating hull of X/X(σ) ∼=
(X+B(σ))/B(σ) and B/B[σ ] is a regulating hull of X/X[σ ] ∼= (X+B[σ ])/B[σ ]. Plainly,
X +B(σ) ⊆ X +B[σ ]. Now,
σ is a co-sharp type for X
⇔ corgi(X/X(σ))= corgi(X/X[σ ])
⇔ [B : (X +B(σ))]= [B : (X +B[σ ])]
⇔ X +B[σ ] = X +B(σ).
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X[σ ]
X(σ)
∼= X ∩B
[σ ]
X ∩B(σ)
∼= (X ∩B
[σ ])+B(σ)
B(σ)
 B
[σ ]
B(σ)
 X +B
[σ ]
X +B(σ) .
By assumption σ is co-sharp. Hence, by item (1), the right hand end of the exact sequence is
the 0 group. It follows that
X[σ ]
X(σ)
∼= B
[σ ]
B(σ)
∼= {Bρ : ρ ⊥ σ }.
(3) The “if” part is clear. For the converse, set C = {Bρ : ρ ⊥ σ } and D = {Bρ : ρ < σ }.
Then B = B(σ)⊕C ⊕D, with B[σ ] = B(σ)⊕C. By hypothesis σ is co-sharp, so by item (1)
B(σ)⊕C = B[σ ] ⊆ X +B(σ). Intersecting B = B(σ)⊕C ⊕D with X +B(σ) we obtain,
X +B(σ) = B(σ)⊕C ⊕D′,
where D′ = (X +B(σ))∩D. Factoring out B(σ) it follows that
X
X(σ)
∼= X +B(σ)
B(σ)
∼= C ⊕D′.
Using X +B[σ ] = X +B(σ), we have
X
X[σ ]
∼= X +B
[σ ]
B[σ ]
∼= B(σ)⊕C ⊕D
′
B(σ)⊕C
∼= D′.
This proves item (3). 
The main result on sharp types is the following theorem [13, Theorem 3.5].
Theorem 35. Let τ be a sharp type of the almost completely decomposable group X. Then
X = Y ⊕X(τ) for some subgroup Y of X.
We now establish the dual result.
Theorem 36. Let σ be a co-sharp type of the almost completely decomposable group X. Then
X = X[σ ] ⊕ Y for some subgroup Y of X.
Proof. Consider the sequence E :X[σ ] X X/X[σ ]. We first treat the p-local case. In
this setting we may assume that X is p-reduced, since the p-divisible part of the sequence E will
split out. Letting A = CR(X), the co-regulator of X, we regard X as an element of acd({p},A),
and ∂X as the dual in acd({p}, Â), for a suitably chosen p-reduced Â. Dualizing E we obtain
∂E : (∂X)(̂σ ) ∂X  ∂X/(∂X)(̂σ ) using Lemma 28. If σ is a co-sharp type, then σ̂ is a
sharp type and the sequence ∂E splits by Theorem 35. Thus, E splits (in the p-local case) by
Lemma 28.
For the general case we can use a local–global argument. Let P be the set of primes dividing
corgi(X), and A = CR(X).
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Y = X[p] of X in A. Specifically, regard X/X(σ) ⊆ Y/Y (σ ) and X/X[σ ] ⊆ Y/Y [σ ] and fix
p ∈ P . Then, as corgi(X/X(σ)) = corgi(X/X[σ ]) by hypothesis,
p-part corgi
(
Y/Y (σ )
) Proposition 7= p-part corgi(X/X(σ))
= p-part corgi(X/X[σ ])
= p-part corgi(Y/Y [σ ]).
Thus, σ is co-sharp for Y . By the argument for the local case, the sequence E[p] :X[p][σ ]
X[p]X[p]/X[p][σ ] splits. That is, there is a map θp :X[p] → X[p][σ ] that composed with
the insertion of X[p][σ ] into X[p] gives the identity on X[p][σ ]. Let mp be an integer prime
to p, with prime divisors in P such that mpX[p] ⊆ X. Then we may regard mpθp :X → X[σ ]
as a map that composes with the embedding of X[σ ] into X to give mp times the identity
on X[σ ]. By choice, the integers mp , p ∈ P are relatively prime. Hence there exist integers ap ,
p ∈ P , such that∑apmp = 1. Then∑apmpθp :X → X[σ ] is a splitting map for E :X[σ ]
XX/X[σ ]. 
7.4. Co-crq groups
As a particular application of our duality and local–global techniques, we examine the co-crq
groups. Crq-groups were originally defined in [15] as being almost completely decomposable
groups X with a regulating subgroup A such that X/A was cyclic. It was shown by Campagna
[6,7], and reproved in generalized form by Dittmann [8], that an almost completely decompos-
able group X that contains a completely decomposable subgroup B such that X/B is finite and
cyclic, also contains a regulating subgroup A such that X/A is cyclic. Therefore, we define an
almost completely decomposable group that contains a completely decomposable subgroup such
that the quotient is finite and cyclic to be a cyclic regulating quotient group or crq-group. A crq-
group is a p-local crq-group if it contains a completely decomposable subgroup with cyclic
p-primary quotient.
Dittmann proved the following theorem.
Theorem 37. (See [8].) Suppose that X is an almost completely decomposable group containing
a completely decomposable subgroup A such that X/A is finite and generated by at most n
elements. Then X contains a regulating subgroup B such that X/B is generated by at most n
elements.
It is not clear how the general Dittmann theorem can be dualized since the index [X : A] may
have prime factors other than those dividing rgi(X). We can, however, easily dualize a special
case for use in the sequel.
Theorem 38. Suppose that X is an almost completely decomposable group that is contained in
a completely decomposable group A such that A/X is a p-primary group that is generated by n
elements. Then X is contained in a regulating hull B such that B/X is p-primary and generated
by at most n elements.
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the beginning of Section 6.2, we may assume X is p-reduced. Then X,A ∈ acd({p},A) and we
may choose a dual category acd({p}, Â). Then ∂A ⊆ ∂X and (∂X)/(∂A) ∼= A/X is a p-group
generated by n elements. By Dittmann there is a regulating subgroup B of ∂X such that (∂X)/B
is generated by at most n elements and is p-primary by Theorem 3. Now ∂ ′B is a regulating hull
of X with the desired properties. 
An almost completely decomposable group X will be called a (p-local ) co-crq group if there
is a completely decomposable group B containing X such that B/X is a finite cyclic (p-primary)
group. In the case where X is p-reduced, p-local and co-crq, X will be the dual of a p-local crq-
group. Such groups have been well studied and their theory can be transferred to the p-local
co-crq-groups via our duality.
Theorem 39. A p-local, co-crq-group X is determined up to near-isomorphism by CR(X),
corgi(X), and {corgi(X/X(τ)): τ ∈ Tcr(X)}.
Proof. We first note that the given data are near isomorphism invariants of any acd group X. Con-
versely, let X and Y be p-local co-crq groups such that CR(X) ∼= CR(Y ), corgi(X) = corgi(Y ),
and corgi(X/X(τ)) = corgi(Y/Y (τ)) for all τ ∈ Tcr(X) = Tcr(Y ). We let divp(X) and divp(Y )
be the maximal p-divisible subgroups of X and Y , respectively. Then divp X = divp(CR(X)) ∼=
divp(CR(Y )) = divp(Y ) and X = divp(X) ⊕ X′ and Y = divp(Y ) ⊕ Y ′. Clearly CR(X′) ∼=
CR(Y ′), hence Tcr(X′) = Tcr(Y ′), and it is not difficult to see that corgi(X′) = corgi(Y ′) and
corgi(X′/X′(τ )) = corgi(Y ′/Y ′(τ )) for all τ ∈ Tcr(X). It suffices to show that X′ ∼=nr Y ′, and
therefore we may and do assume that both groups are p-reduced and X′ = X, Y ′ = Y .
Let A be a regulating hull of X such that A/X is a cyclic p-group (Theorem 38), and let
P = {p}. Then X ∈ acd(P,A). There is a regulating hull A′ of Y such that A′/Y is a cyclic
p-group. We have A ∼= CR(X) ∼= CR(Y ) ∼= A′ and hence we can map Y isomorphically into QA
such that A′ maps isomorphically onto A. We therefore may assume that A is a regulating hull
of both X and Y and that Y ∈ acd(P,A) and A/Y ∼= A/X as these are cyclic groups of the same
order corgi(X) = corgi(Y ). Choose a dual category acd(P, Â). Then the duals of X and Y are
p-local crq-groups ∂X and ∂Y belonging to acd(P, Â) with Â as a common regulating subgroup.
We have R(∂X) ∼= Â ∼= R(∂Y ), and rgi(∂X) = corgi(X) = corgi(Y ) = rgi(∂Y ). By Lemma 28(1)
we have
X/X(τ) = ∂ ′∂X/(∂ ′∂X)(τ) ∼= ∂ ′((∂X)[ τ̂ ]),
and hence corgi(X/X(τ)) = corgi(∂ ′(∂X)[ τ̂ ]) = rgi((∂X)[ τ̂ ]) using Theorem 29(1). The
same is true for Y , and we have rgi((∂X)[ τ̂ ]) = rgi((∂Y )[ τ̂ ]), because corgi(X/X(τ)) =
corgi(Y/Y (τ)), as τ̂ ranges over the common critical typeset of ∂X and ∂Y . By [11, The-
orem 4.5], ∂X ∼=nr ∂Y and applying the inverse duality functor ∂ ′ (that preserves near-
isomorphism), we obtain X ∼=nr Y . 
Using local–global arguments, we can remove the p-local hypothesis in Theorem 39.
Theorem 40. For X a co-crq group, a complete set of near isomorphism invariants is given by
the co-regulator of X and the set of indices, corgi(X), corgi(X/X(τ)) for τ ∈ Tcr(X).
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co-regulators and the same set of co-regulating indices: corgi(X/X(τ)) = corgi(Y/Y (τ)) for all
τ ∈ Tcr(X) = Tcr(Y ).
Conversely, assume X and Y have isomorphic co-regulators and the same set of co-regulating
indices. Without loss of generality we assume that CR(X) = CR(Y ). If X and Y are p-local, they
are near isomorphic by Theorem 39. In the case where X and Y are not p-local, let X[p], Y [p]
denote the p-co-constituents of X,Y in the co-regulator CR(X) = CR(Y ). We will show that
under the hypotheses of the theorem, the co-constituents X[p] and Y [p] are near isomorphic for
each prime p ∈ P . Then it follows from Corollary 31 that X and Y are near isomorphic.
For p a prime, it is routine that CR(X) ∼= CR(X[p]). The co-regulating index corgi(X[p]/
X[p](τ )) is the highest power of p dividing corgi(X/X(τ)) by Proposition 32. It fol-
lows that CR(X[p]) ∼= CR(Y [p]), corgi(X[p]) = corgi(Y [p]), and corgi(X[p]/X[p](τ )) =
corgi(Y [p]/Y [p](τ )) for each type τ ∈ Tcr(X) = Tcr(Y ). By Theorem 39, X[p] and Y [p] are
near isomorphic for each prime p. By Proposition 30, X and Y are near isomorphic. 
7.5. Other results
We note here that there are numerous other theorems on almost completely decomposable
groups in the literature waiting to be dualized. We state four references as examples: [4,8,18,19].
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