Abstract--In this article, we implement a relatively new numerical technique, the Adomian decomposition method, for solving linear and nonlinear systems of ordinary differential equations. The method in applied mathematics can be an effective procedure to obtain analytic and approximate solutions for different types of operator equations. In this scheme, the solution takes the form of a convergent power series with easily computable components. This paper will present a numerical comparison between the Adomian decomposition and a conventional method such as the fourth-order Runge-Kutta method for solving systems of ordinary differential equations. The numerical results demonstrate that the new method is quite accurate and readily implemented. (~)
INTRODUCTION
Many scientific and technological problems are modeled mathematically by systems of ordinary differential equations, for example, mathematical models of series circuits and mechanical systems involving severM springs attached in series can lead to a system of differential equations. Furthermore, such systems are often encountered in chemical, ecological, biological, and engineering applications. A standard class of problems, for which considerable literature and software exists, is that of initial value problems for first=order systems of ordinary differential equations.
Most realistic systems of ordinary differential equations do not have exact analytic solutions, so approximation and numerical techniques must be used. Adomian's decomposition method [1, 2] is a relatively new approach to provide an analytical approximation to linear and nonlinear problems, and it is particularly valuable as a tool for scientists and applied mathematicians, because Typeset by ~4jk4S-TEX doi: 10.1016/S0893-9659 (04)00014-X it provides immediate and visible symbolic terms of analytic solutions, as well as numerical approximate solutions to both linear and nonlinear differential equations without linearization or discretization [1, 2] . In this paper, the Adomian decomposition method is implemented to derive analytic approximate solutions to general systems of ordinary differential equations, and then a numerical comparison with the Runge-Kutta method is demonstrated through some examples. In the literature, this method has been used to obtain approximate analytic solutions of a large class of linear or nonlinear differential equations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Additionally, it is used to get numerical solutions in terms of the decomposition series [12, 13] . Furthermore, Bellomo and Sarafyan [14] , Bellomo and Monaco [15] , and Wazwaz [16] implemented the method in a comparative way. In order to make a numerical comparison, Kaya [17] and Tonningen [18] have recently used the decomposition method to solve linear and nonlinear differential equations using computer. Shawagfeh and Adomian [3] implemented the decomposition method to solve the system of Lotka-Volterra equations.
AN ANALYSIS
OF THE METHOD FOR THE NONLINEAR SYSTEM Consider the initial value problem
where L = d B is n × n matrix function of t,
All vectors are assumed to be in Hilbert space H. Applying the inverse operator L -1 on both sides, we obtain
Now we write the solution in the decomposition form
then F(X) can be expanded as
:I \g,~it)
X = lim UK.
The decomposition method provides a reliable technique that requires less work if compared with the traditional techniques.
and the exact solution is
The K-term approximate solution is where A~ ) are Adomian polynomials for the function of several variables fj (xl, m2,..., ran) [1] .
We define the components of the solution as follows:
The system
where B is a constant matrix, is encountered in many applications in various different scientific fields. In this case, (6) gives
Noting that L -z = ft(.)dt, then recursively we have
and summing up the components, we obtain that the exact solution is
that can be written in the form
which is the well-known exact solution.
EXAMPLES
To give a clear overview of the methodology as a numerical tool, we consider two examples in this section. We apply the fourth-order Runge-Kutta [19] and Adomian decomposition methods on these examples so that the comparisons are made numerically.
For numerical approximate solution we truncate the series solution (7) up to a few terms, and this will be enough to give an accurate result, as the following example shows. 
whose exact solution is
Comparing (i0) with (I) we have (¢K and CK, K ----5, 10 ) and the Runge-Kutta solution (¢RK and ¢RK). thus (7) gives the K-term approximate solution of (10) for any initial point a,
In Table 1 , a comparison of the numerical results of the absolute errors obtained by using the fourth-order Runge-Kutta method (eRE and CRK), and the decomposition series solution with two different number of terms (¢K and Cg, K = 5, 10) with the exact solutions (11) are given for the same step sizes h.
For large values of t, we may increase the accuracy of the series solution by computing more terms, which is quite easy using one of the symbolic programming packages MATHEMATICA, MATLAB, MAPLE, etc.
Alternately, for large values of t, we can still use only the five-term approximate solution (12) by dividing the t interval into subintervals [tk,tk+l] and then use the same formula (9) but taking a = tk and C = U(tk) to evaluate U(tk+l). A comparison with the exact solution X(t) in (9) and the numerical solution obtained using the fourth-order Runge-Kutta method and the approximate solution U5 in Table 2 demonstrates the accuracy of this approach. 
Comparing Numerical Methods 327 which represents the Zeeman model for the beating action of the human heart [20] . Here x(t) is the length of the muscle fiber at time t, and y(t) is the amount of the chemical:control agent at time t. The constant )~ is a positive constant of proportionality, and T is the constant tension in the muscle fiber. Writing the system in the standard form (2), we have
x:(:)
:)
Substituting in (3), considering a as initial point, we obtain the five-term approximate solution
us(~) = CK
where
where V1 =/~(Tcl -c2 -c3), "/2 = A(Tv1 -cl -3c~v1), V3 = A(T72 -./1 -3c~"/2 -6c1"/12), and For values of t < 1, this gives excellent agreement with the numerical solution. To accelerate the convergence for large values of t, we divide the t interval into subintervals [tk, tk+l] and use the same approximate solution formula (7) by taking C = U(tk), a = tk to compute U(tk+l). Although this involves discretization, the nonlinearity is still preserved, and therefore the decomposition solution compares well with the Runge-Kutta numerical solution, which by definition is numerical linearization of the original system of equations. This is clear in Table 3 , which shows a comparison between the two solutions in the interval [0,5]. 
CONCLUSIONS
In this paper, we compare between the Adomian decomposition method and the Runge-Kutta method applied to systems of ordinary differential equations. For illustration purposes, we consider two examples, one is linear and the other is nonlinear, to show the computational accuracy. It may be concluded that the Adomian methodology is very powerful and efficient in finding analytical as well as numerical solutions for wide classes of systems "of differential equations.
As expected, the numerical solutions in the tables clearly indicate that the decomposition scheme obtains efficient results much closer to the actual solutions and also easier to use than the conventional method. Numerical approximations show a high degree of accuracy, and in most cases UK, the K-term approximation, is accurate for quite low values of K. It is also worth noting that the advantage of the decomposition method is that it does not require linearization, discretization, or perturbation, and it does not need closure approximation, smallness assumptions, or physically unrealistic white noise assumption in the nonlinear stochastic case [1, 2, 21] .
