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1 Introducción 
1.1 Introducción del PFC 
A lo largo de estos últimos años las redes inalámbricas han tenido un gran despliegue a nivel mundial. La 
facilidad para su instalación, el floreciente mercado de los dispositivos móviles, y los económicos precios 
de los dispositivos inalámbricos han favorecido que las redes inalámbricas sean muy populares. 
En los escenarios inalámbricos, la variabilidad del canal de comunicación, la movilidad del 
dispositivo fuera del área de cobertura y las interferencias con otros dispositivos son características 
habituales, que pueden ocasionar que los usuarios experimenten pérdidas de comunicación.  Gracias a 
la inherente naturaleza de radiodifusión (broadcast) del medio inalámbrico, donde cualquier 
transmisión inalámbrica puede ser recibida por otros nodos inalámbricos, se puede incrementar la 
robustez del canal y el área de cobertura mediante el uso de escenarios cooperativos, donde uno o 
varios nodos retransmisores, colaboran en la transmisión entre transmisor y receptor.  
Este proyecto de fin de carrera se centrará en el estudio de un protocolo experimental para la 
selección de retransmisores (relays) en escenarios cooperativos, basado en la reciprocidad y en la 
medición de la calidad del canal. 
1.2 Resumen del PFC 
El principal objetivo de este proyecto es diseñar e implementar un protocolo para la cooperación de 
retransmisores. El protocolo permitirá seleccionar el mejor retransmisor entre un grupo de candidatos 
de manera descentralizada, cuando el transmisor solicite ayuda en la transmisión.  
El protocolo propuesto, pretende ser una alternativa a otros protocolos de cooperación donde el 
receptor inicia la cooperación, como el CARQ (Cooperative Automatic Relay Request), y a los protocolos 
donde la cooperación la inicia el transmisor.  Queremos contribuir experimentando con un nuevo 
enfoque en la cooperación iniciada por el transmisor e intentar resolver algunos de los problemas 
característicos de los protocolos de cooperación actuales. En nuestro protocolo será el transmisor quien 
tras monitorizar el número de  reintentos durante la transmisión decida transmitir una solicitud de 
cooperación, con un funcionamiento descentralizado, los posibles retransmisores responderán a la 
solicitud de cooperación con mayor o menor celeridad, realizando tiempos de contención diferenciados 
para el acceso al medio inalámbrico, en función de la calidad del canal entre transmisor-retransmisor  y 
retransmisor-receptor. Los mejores retransmisores serán los que tendrán más posibilidades de ser 
escogidos por el transmisor. Intentaremos demostrar que siendo el transmisor el responsable de iniciar 
el proceso de colaboración supone ciertas ventajas, particularmente en lo que a fiabilidad se refiere.  
Haremos uso del sistema WDS (Wireless Distribution System), mecanismo que nos va a permitir 
formar tramas de 4 direcciones, frente a las tradicionales tramas de 3 direcciones, y que nos serán de 
gran utilidad durante la fase de cooperación, indicando las estaciones físicas involucradas en cada salto 
de la trama y las estaciones lógicas que son el verdadero origen y destino de la trama. Gracias a este 
sistema realizaremos un salto “limpio” y no experimentaremos algunos de los problemas expuestos en 
otros trabajos de implementación de protocolos de cooperación. 
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La implementación experimental de este protocolo requiere la utilización de tramas de control y 
mecanismos de funcionamiento que no forman parte del estándar IEEE 802.11, para facilitar su 
implementación haremos uso del software Click Router, un software específico para la gestión y 
manipulación de tramas, y realizaremos algunas modificaciones en el driver de los dispositivos 
inalámbricos utilizados. 
1.3 Estructura del PFC 
Los capítulos de este proyecto están estructurados de la siguiente manera:  
 El capítulo 1 expone una pequeña introducción del proyecto, indicando sus objetivos y 
estructura 
 El capítulo 2 realiza un breve resumen de las redes WLAN, el estándar 802.11, el estándar 
802.11e, y el sistema de WDS  
 El capítulo 3 consiste en una breve síntesis del driver Madwifi y del firmware Atheros 
 El capítulo 4 introduce el software Click Modular Router, programa que permite la gestión y 
manipulación de tramas de red 
 El capítulo 5 mostramos trabajos precedentes de este proyecto y detallamos en 
profundidad el protocolo propuesto para la selección de retransmisores 
 El capítulo 6 detalla la estrategia seguida para la implementación del protocolo propuesto 
en Click Modular Router, también se detalla las modificaciones introducidas en el driver 
MadWifi 
 El capítulo 7 presenta los resultados de los experimentos realizados. En primer lugar se 
muestran las pruebas con tarjetas Wi-Fi cableadas, consistentes en tarjetas encapsuladas en 
el interior de cajas metálicas, simulando jaulas de faraday, cuyas conexiones se realizarán 
utilizando cable coaxial. Y posteriormente, se muestran las pruebas inalámbricas. 
 Finalmente, el anexo I, detalla la configuración del SO Linux sobre dispositivo USB que 
permite gestionar el testbed del CTTC 
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2 Sistemas WLAN 
2.1 Introducción 
Las redes inalámbricas de área local, denominadas comúnmente WLAN (Wireless Local Area Network), 
son aquellas redes que se comunican por un medio de transmisión no guiado, sin cables, mediante 
ondas electromagnéticas, son una alternativa a las redes LAN  (Local Area Networks) cableadas o como 
extensión de éstas. La transmisión y la recepción se realizan a través de antenas. Tienen ventajas como 
la rápida instalación de la red sin la necesidad de usar cableado, permiten la movilidad y presentan un 
menor coste de mantenimiento que una red convencional cableada. Podemos encontrar este tipo de 
redes tanto en el ámbito empresarial como en el público: campos universitarios, hospitales, zonas 
industriales, hoteles, aeropuertos, medios públicos de transporte, etc. Como contrapartida, este tipo de 
redes presenta algunos aspectos negativos: 
 Falta de seguridad, los datos son radiados y otros usuarios dentro de la zona de cobertura 
pueden escuchar e “inyectar” datos hacia las estaciones [1] 
 Interferencias con otros nodos y/o dispositivos inalámbricos de otras tecnologías [2] 
 Degradación de la calidad del canal de comunicación de manera irregular, shadowing 
(variaciones lentas) y fading (variaciones rápidas) [3] 
 Área de cobertura disminuida en edificios densos [4] 
En este capítulo realizaremos una breve síntesis del estándar IEEE 802.11, para el lector interesado 
en más detalles es interesante [5], donde se realiza una detallado resumen de todo el estándar IEEE 
802.11.  También se puede leer el estándar completo IEEE 802.11-2007 [6]. 
2.2 Estándar IEEE 802.11 
La especificación IEEE 802.11 (ISO/IEC 8802-11) es un estándar internacional que define las 
características de una WLAN. Wi-Fi (que significa "Fidelidad inalámbrica", a veces incorrectamente 
abreviado WiFi) es el nombre de la certificación otorgada por la Wi-Fi Alliance, anteriormente WECA 
(Wireless Ethernet Compatibility Alliance),  grupo que garantiza la compatibilidad entre dispositivos que 
utilizan el estándar 802.11. 
El estándar IEEE 802.11 describe el uso de los dos niveles más bajos de la arquitectura OSI (Open 
System Interconnection), la capa física y de enlace de datos. En la capa física distinguimos los diferentes 
estándares que se encargan de la transmisión de la señal por el medio así como de su modulación / 
demodulación. Para la capa de datos se definen las subcapas 802.2 LLC (Logical Link Control) y 802.11 
MAC (Medium Access Control). La subcapa 802.2 LLC define la forma en que los datos son transferidos 
sobre el medio físico, se encarga de mantener el enlace lógico, realizando el control de flujo (regulando 
la cantidad de datos a enviar hacia las capas superiores o inferiores) y el control de errores. La subcapa 
802.11 MAC es la encargada de gestionar y mantener las comunicaciones entre dispositivos y controlar 
el acceso al medio. 
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7. Aplicación
6. Presentación
5. Sesión
4. Transporte
3. Red
2. Datos
1. Físico
802.11 MAC
802.2 Logical Link Control (LLC)
802.11a 802.11b 802.11g 802.11n802.11
 
Figura 2-1 Relación entre el modelo OSI y el IEEE 802.11 
El estándar original se ha ido modificando para optimizar el ancho de banda o para especificar 
nuevas funcionalidades con el fin de garantizar mayor seguridad y calidad de servicio. Las siguientes 
tablas resumen las características de la familia de estándares 802.11: 
 
Estándares “físicos” IEEE 802.11 
Protocolo 
802.11 
Fecha 
Frec. 
(Ghz)*1 
Ancho de 
banda 
(MHz) 
Velocidad 
por flujo 
(Mbit/s) 
Número 
de flujos 
MIMO 
Tasa 
efectiva 
(Mbit/s) 
Modulación 
Cobertura en 
interiores (m) 
- 1997 2,4 20 2 1 0,9 DSSS*2 20 
802.11a 1999 5 20 54 1 30 OFDM*3 35 
802.11b 1999 2,4 20 11 1 7 DSSS 38 
802.11g 2003 2,4 20 54 1 18 
OFDM, 
DSSS 
38 
802.11n 2009 
2,4 / 
5 
20 72,2 
4 30-130 OFDM 70 
40 150 
Tabla 2-1 Estándares físicos 802.11 
*1 El número de canales de transmisión y su frecuencia varía en función de cada país [7]. 
*2 DSSS en inglés Direct Sequence Spread Spectrum [6]. 
*3 OFDM en inglés Ortogonal Frequency Division Multiplexing [6]. 
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Otros estándares IEEE 802.11 
Protocolo 
802.11 
Fecha Descripción 
802.11d 2001 Permite el uso internacional de las redes 802.11 locales 
802.11e 2005 Incorpora garantías en la calidad de servicio (QoS) 
802.11f 2003 Recomendaciones para mejorar la compatibilidad 
802.11h 2005 Gestión dinámica de la frecuencia y potencia 
802.11i 2004 Seguridad en los protocolos de autentificación y codificación 
802.11j 2004 El equivalente al 802.11h en la regulación japonesa 
802.11k 2008 Permite valorar los recursos de radiofrecuencia 
802.11p 2010 Redes ad-hoc vehiculares (VANET) 
802.11r 2008 Roaming rápido 
802.11s 2010 Protocolos para redes malladas (Mesh networking) 
802.11u 2010 Interoperabilidad con redes no 802 
802.11v 2010 Gestión de redes Wireless 
802.11w 2009 Extiende la protección del 802.11i hasta los paquetes de gestión 
802.11y 2008 Permite operar en la banda de 3650 a 3700 MHz en EEUU 
802.11z 2011 Incrementa la funcionalidad del Direct Link Setup (DLS) 
802.11aa 2011 Incrementa la robustez del transporte de audio / vídeo 
802.11ab 2011 Mantenimiento del estándar. 802.11-2011 
802.11ac 2012 Posibles mejoras del 802.11n 
802.11ad 2012 Very High Throughput, frecuencia a 60 GHz 
Tabla 2-2 Otros estándares 802.1 
2.3 Arquitectura de red 
Los elementos lógicos que forman parte de una red inalámbrica IEEE 802.11 son: 
 Estación (Station, STA)  
 Punto de Acceso inalámbrico (Access point, AP). Las estaciones y los puntos de acceso, son 
elementos lógicos que se corresponden a su vez con dispositivos hardware 
 Conjunto de servicio básico (Basic Service Set, BSS) está formado por un punto de acceso 
soportando a una o varias estaciones. Las estaciones se comunican entre sí a través del 
punto de acceso. El punto de acceso proporciona la conectividad dentro de la WLAN y la 
funcionalidad de puente para conectarse con otras estaciones a través del sistema de 
distribución 
 Conjunto de servicio básico independiente (Independent Basic Service Set, IBSS) está 
formado por al menos dos estaciones sin acceso a un sistema de distribución, la 
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comunicación entre estaciones se produce directamente, sin un punto de acceso que 
proporcione la conectividad, este tipo de redes también son conocidas como redes ad-hoc 
 El Sistema de distribución (Distribution System, DS) puede comunicar el BSS con una red 
externa o con otros BSS dentro de la misma red. Normalmente un sistema de distribución 
consta de varios puntos de acceso conectados a una red LAN, aunque también son posibles 
otras configuraciones 
 Conjunto de servicio extendido (Extended Service Set, ESS) es un conjunto de dos o más 
BSSs conectadas entre sí a través de un sistema de distribución, formando todo el conjunto 
un único segmento de red 
IBSS
DS
AP
AP
BSS
ESS
STA STA
STA
STA STA
STA
BSS
 
Figura 2-2 Ejemplos de ESS, BSS, DS e IBSS 
2.4 Modos de funcionamiento 
Diferenciamos dos modos de funcionamiento en la redes 802.11: 
 Modo Ad-Hoc: Se corresponde con el IBSS. Las estaciones se comunican directamente entre si, 
sin la existencia de un punto de acceso 
 Modo Infraestructura: Se corresponde con el BSS. En este modo de funcionamiento el punto de 
acceso es el dispositivo que realiza las funciones de coordinación. Todo el tráfico existente entre 
estaciones que forman parte de la BSS pasa a través de él 
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En ambos modos se utiliza el identificador SSID (Service Service Identifier) para identificar una red 
inalámbrica específica. Periódicamente los puntos de acceso o las estaciones en modo ad-hoc, envían 
tramas de referencia o “beacon” señalizando el SSID. De esta manera, las estaciones obtienen un 
conocimiento de las diferentes redes WLAN disponibles en la zona de cobertura. 
2.5 Control de acceso al medio (MAC) 
El estándar IEEE 802.11 define en su capa MAC una serie de funciones para realizar las operaciones 
propias de las redes inalámbricas. La capa MAC se encarga de gestionar y mantener las comunicaciones 
entre dispositivos 802.11, bien sean puntos de acceso o estaciones. También debe coordinar el acceso a 
un canal de radio compartido y utilizar su capa física para detectar la portadora y realizar la transmisión 
y la recepción de tramas. Sus principales funciones son: 
 Soporta varios modos de acceso al medio:  
o DFC (Distributed Coordination Function) 
o PCF (Point Coordination Function) 
o EDFC (Enhanced Distribution Coordination Function, 802.11e) 
 Función request-to send y clear-to-send (RTS/CTS)  
 Búsqueda (“Scanning”) 
 Segmentación y reensamblado 
 Gestión de potencia 
 Funciones de autentificación y asociación 
 Encriptación de datos 
 Movilidad 
El intercambio de tramas definido por el estándar se basa en la realización de un tiempo de espera 
predefinido previo a la transmisión de una trama, la dimensión y el modo de realización de estos 
tiempos depende del subestándar 802.11 y del modo de acceso al medio utilizado. Los siguientes 
tiempos IFS (Inter Frame Space) son comunes en la familia de estándares 802.11: 
 Tiempo de ranura (time slot): Unidad básica de tiempo, utilizada por el protocolo para el 
cálculo de otros tiempos 
 SIFS (Short Inter Frame Space): Tiempo corto entre tramas, utilizado principalmente por las 
tramas de control 
 DIFS (DCF Inter Frame Space): Tiempo de espera de una estación para acceder al canal al 
transmitir una trama de datos en el modo DCF (explicado a continuación). Tiene un valor de 
SIFS + (2 x Tiempo de ranura) 
 PIFS (PCF Inter Frame Space): Es el intervalo de espera utilizado por las estaciones cuando 
transmiten datos en un periodo libre de contención (modo PCF, ver explicación más 
adelante) 
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Tiempos de contención IEEE 802.11 (μs) 
IFS 802.11a 802.11b 802.11g*1 
802.11n 
2,4 GHz*1 
802.11n   
5 GHz 
Tiempo de ranura 9 20 9 9 9 
SIFS 16 10 10 10 16 
DIFS 34 50 28 28 34 
Tabla 2-3 Tiempos IFS 
*1 802.11g y 802.11n 2,4 GHz pueden utilizar los tiempos IFS del estándar 802.11b para garantizar la 
retrocompatibilidad. 
El Modo de acceso al medio DCF es obligatorio en todos los dispositivos inalámbricos IEEE 802.11, 
aquí los dispositivos utilizan el mecanismo CSMA/CA (carrier sense multiple access/collision avoidance) 
para competir por el acceso al medio compartido, cuando una estación desea transmitir se realizan los 
siguientes pasos:  
1. Escuchar en el canal correspondiente 
2. Si el canal está libre se envía la trama, vamos al paso 7 
3. Si el canal está ocupado se  espera hasta que quede libre 
4. Cuando el canal está libre se espera un tiempo DIFS  
5. Se realiza una nueva espera de tiempo aleatorio fijada por la ventana de contención CW 
(Contention Window) cuyo valor viene determinado por un número entero de tiempos de 
slot. Dicho número es escogido de manera aleatoria dentro de una ventana de contención 
con intervalo [0,CW]. CW vale en un inicio 31 (CWmin), pero a cada transmisión fallida el 
tamaño de la ventana se dobla, fijando el estándar un valor máximo para CW de 1023 
(CWmax) 
Elegir un número aleatorio de tiempos de ranura evita que las estaciones que desean 
transmitir se alineen y originen transmisiones simultáneas. 
6. Transcurrido el tiempo de contención si el canal está libre se envía la trama, en caso 
contrario,  se realizará un intento de retransmisión repitiéndose los pasos 3-5 y doblando el 
valor de CW 
7. La transmisión se considera correcta sólo si se recibe la trama ACK (acknowlegdgement), 
sino se recibe ACK se realizará un intento de retransmisión repitiéndose los pasos 3-6 y 
doblando el valor de CW 
8. Los intentos de retransmisión están limitados a 7, si la estación agota todos los intentos de 
transmisión de que dispone, la trama se descarta 
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Origen
CW
Destino
DIFS
ACK
DATA
Medio 
ocupado
SIFS
Tiempo de 
ranura
 
Figura 2-3 Modo DFC 
Esta estrategia es útil cuando las tramas transmitidas incorrectamente son causadas por un medio 
saturado, en estos casos, doblar la ventana de contención producirá que las estaciones colisionen con 
menor frecuencia. Como contrapartida, la velocidad de transmisión se verá reducida.  
El modo de acceso PCF proporciona de forma alternada un intervalo libre de contención CFP 
(Contention Free Period) y otro con contenciones CP (Contention Period). El punto de acceso mediante 
tramas de referencia señala el inicio y el fin de cada uno de los periodos.  Durante el CFP las estaciones 
se comunican del mismo modo que en el DFC, y durante el CP el punto de acceso mediante un 
mecanismo de “polling” gestiona que estaciones pueden transmitir.  
La función request-to-send y clear-to-send (RTS/CTS) es un mecanismo opcional que permite al 
punto de acceso gestionar el acceso al medio con el fin de minimizar las colisiones. Si se activa RTS/CTS, 
la estación que quiera enviar datos primero enviará una trama RTS al punto de acceso, este responderá 
con una trama CTS indicando a la estación origen que puede enviar la trama de datos. Con la trama CTS 
el punto de acceso envía un valor en el campo de duración de la cabecera de la trama que otras 
estaciones utilizan para actualizar el valor del vector de ubicación de red NAV (Network Allocation 
Vector). Con este dato, las estaciones “vecinas” conocen por cuánto tiempo el canal va a estar ocupado, 
evitando transmitir durante ese periodo. Cuando la transmisión falla, la estación origen no realiza 
retransmisiones de la trama de datos, sino de la trama RTS, repitiendo todo el proceso de RTS + CTS + 
DATA + ACK. 
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STA1
AP
DIFS
STA2 (Vecino 
del AP)
STA3 (Vecino 
de STA1)
RTS
CW SIFS SIFS
CTS
SIFS
DATA
ACK
NAV
NAV
Medio 
ocupado
Tiempo de 
ranura
 
Figura 2-4 Mecanismo RTS/CTS 
El estándar define tanto la búsqueda activa como pasiva, sistemas mediante los cuales una 
estación puede localizar puntos de acceso. En la búsqueda pasiva el punto de acceso, periódicamente, 
transmite tramas de referencia (beacon frames) que contienen datos tales como el SSID, que sirve para 
identificar una red inalámbrica específica, y las velocidades de transmisión admitidas. Escuchando estas 
tramas la estación gestiona una lista de las redes inalámbricas disponibles. En la búsqueda activa el 
proceso es similar, pero es la propia estación la que envía una trama de prueba a la que responden 
todos los puntos de acceso. 
Las funciones de fragmentación / desfragmentación permiten que una estación divida los 
paquetes de datos de las capas superiores en tramas más pequeñas en la estación origen para 
ensamblarlos posteriormente en la estación destino.  
El funcionamiento normal de las redes inalámbricas supone un acceso constante al medio, y 
lógicamente, esto repercute en el consumo de energía. El estándar establece un mecanismo para 
gestionar la energía, consistente en adormilar la estación y despertarla en periodos regulares para 
recibir una trama de difusión especial denominada TIM (Traffic Indication Map). El TIM informa a las 
estaciones de la necesidad o no de permanecer despiertos para recibir más datos del punto de acceso.  
La autenticación es el proceso realizado por el punto de acceso para comprobar la identidad de una 
estación aceptándola o rechazándola. Una vez la estación se ha autenticado, debe asociarse al punto de 
acceso antes de poder transmitir. La asociación es un proceso mediante el cual el punto de acceso 
reserva recursos y sincroniza con una estación cliente. 
La encriptación WEP (Wired Equivalent Privacy) es opcional en el estándar IEEE 802.11. Cuando 
WEP está activo, la estación va a cifrar los datos, no la cabecera, de cada trama antes de transmitirla. 
Para cifrar utiliza una clave común, la misma que tiene que utilizar el receptor para descifrarla. Debido a 
la inseguridad que ofrecía WEP se introdujo WPA (Wi-Fi Protected Access) en el 2003 que supone una 
cierta mejora respecto al WEP. Posteriormente, en el 2004, cuando finalizó la redacción del estándar 
802.11i se introdujo el WPA2. 
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La movilidad es posible entre las estaciones y las BSS / Puntos de acceso. Las estaciones pueden 
moverse de una BSS a otra y asociarse al punto de acceso del que reciban más potencia. 
2.6 Estándar 802.11e Calidad del servicio 
El estándar básico 802.11 tiene limitaciones en la calidad del servicio (Quality of Service, QoS), debidas a 
la falta de diferenciación y priorización del tráfico y al uso no controlado del mecanismo de modulación 
adaptativa implementado en la capa física. El estándar 802.11e [8] propone una mejora a la calidad del 
servicio y ofrece a los usuarios garantías para los servicios más críticos que requieran de mayor tasa 
efectiva y menores retardos. 
El estándar 802.11e introduce un nuevo modo de acceso DCF mejorado (Enhanced Distribution 
Coordination Function, EDCF), como evolución del IEEE 802.11 DCF, incluye todos los elementos básicos 
de DCF como el protocolo CSMA/CA, el mecanismo de backoff o los distintos tiempos IFS, y los 
complementa con otros nuevos que permiten introducir calidad de servicio en el sistema:  AIFS y TXOP 
explicados a continuación. Los nuevos elementos de QoS están asociados al concepto de Categoría de 
Acceso (Access Class, AC), cada una de las 4 AC definidas compite por el acceso al medio con tiempos de 
contención diferenciados, otorgándose a las categorías de mayor prioridad menores tiempos de 
contención. Esto se consigue con el uso de distintos valores de los parámetros de contención AIFS[AC], 
CWmin[AC], CWmax[AC] y TXOP[AC]: 
 AIFS (Arbitration Inter Frame Space): Su tarea es equivalente al intervalo DIFS usado en DCF 
solo que ahora puede haber un valor diferente de AIFS por cada categoría de acceso. El valor 
de AIFS se calcula mediante la expresión: AIFS[AC] = AIFSN[AC] x aSlotTime + aSIFSTime, 
donde: aSlottime y a SIFSTime representan el tiempo de ranura y el tiempo SIFS 
respectivamente, y AIFSN[AC] (Arbitration Inter Frame Space Number) determina la 
prioridad, tomando valores pequeños para prioridades altas y viceversa 
 CWmin[AC] y CWmax[AC]: Determinan el tamaño de la ventana de contención, estos 
valores no son fijos como en el estándar básico IEEE 802.11 y pueden tomar valores 
dinámicos. El aumento de prioridad se consigue disminuyendo los valores de dicho 
parámetros 
 TXOP (Transmision Opportunity): Constituye un intervalo temporal definido entre el tiempo 
de inicio y la duración de TXOPLimit[AC], durante el cual una de las AC de la estación puede 
transmitir tramas separadas por un tiempo SIFS, cuanto mayor es el valor de TXOPLimit[AC] 
mayor es la porción del canal asignada a esa categoría de acceso 
Cada estación recibe los parámetros de contención en la trama de referencia o “beacon” en el 
elemento llamado EDCA Parameter Set. Los valores se ajustan dinámicamente por el punto de acceso 
dependiendo de las condiciones de la red. 
Las AC se dividen en 4 grupos, enumeradas a continuación y ordenadas de menor a mayor 
prioridad: 
 BK (background): para tráfico de baja prioridad 
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 BE (best-effort): Para tráfico normal 
 VI (video): Para tráfico de video 
 VO (voice): Para tráfico de voz 
Medio ocupado
SIFS
PIFS
AIFS (AC)
Trama
Ventana de contención  
(Cwmin[AC] - Cwmax[AC])
 
Figura 2-5 Tiempos de contención definidos poer el estándar IEEE 802.11e 
2.7 Formato de las Tramas 802.11 
Todas las tramas del estándar IEEE 802.11 contienen los siguientes campos: 
Preamble PLCP Header MAC Data CRC
 
Figura 2-6 Trama 802.11 
 Preamble: Depende del estándar físico IEEE 802.11 utilizado, contiene una secuencia de 0s y 
1s que ayudan en la sincronización y la sintonización en recepción 
 PLCP Header (Physical Layer Convergency Procedure): Contiene información lógica de la 
trama para su correcta decodificación, consistente en el número total de bytes, velocidad 
(Mbps),  y un campo de chequeo de redundancia cíclica CRC (Cyclic Redundancy Check) para 
la detección de errores 
 MAC Data: Contiene las cabeceras del MAC 802.11 y el contenido de la trama con los datos 
de las capas superiores 
A continuación, detallamos los campos contenidos en MAC Data. 
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Figura 2-7 MAC Data 
 Frame Control: Este campo de 2 bytes contiene la siguiente información: 
o Protocol version: campo  de 2 bits, indica la versión del estándar IEEE 802.11 
utilizado 
o Type y Subtype: Estos 6 bits definen el tipo y el subtipo de la trama 
o ToDS: Este bit toma valor 1 si la trama se dirige hacia el DS, en resto de casos es 0 
o FromDS: Su valor es 1 si la trama proviene de un DS 
o More Frag: Su valor es 1 si hay una trama posterior en la estación fuente que 
contiene más fragmentos que forman parte del campo de datos de esta trama 
o Retry: Este bit está a 1 cuando la trama enviada es una retransmisión 
o Power Management: Este bit indica en qué modo de ahorro de energía 
permanecerá la estación origen tras el  envío de la trama 
o More Data: Con este bit el AP indica a la estación que todavía tiene almacenadas 
más tramas para transmitirle 
o WEP: Este bit indica si los datos están encriptados 
o Order: Este bit indica si la trama está siendo enviada usando el servicio de orden 
estricto, necesario en aquellos usuarios que no pueden aceptar un cambio de 
orden entre tramas unicast y tramas multicast. Una vez enviada una trama con este 
bit a 1 el punto de acceso no tramitará otras tramas hasta que esta se haya 
entregado correctamente 
 Duration /ID: Esta campo toma dos valores diferentes dependiendo del tipo de trama. En 
las tramas de gestión de energía es el identificador de estación. En el resto de tramas es el 
valor duración que se utiliza para calcular el NAV 
 Campos address: Una trama puede contener hasta 4 direcciones, y en función de los 
valores ToDS y FromDS estas toman significados diferentes 
o Dirección 1 (D1): Contiene la dirección de la estación inmediatamente receptora de 
la trama. Si el campo To DS está a 1, la estación receptora será el AP, si ToDS está a 
0 la estación receptora será la estación destino de la trama 
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o Dirección 2 (D2): Contiene la dirección del transmisor de la trama. Si el campo 
FromDS está a 1, la estación transmisora será el AP, en caso contrario, será la 
estación origen de la trama 
o Dirección 3 (D3): Cuando FromDS está a 1, contiene la dirección de la estación 
origen de la trama. Si ToDS está a 1, contiene la dirección de la estación destino de 
la trama 
o Direccion 4 (D4): Únicamente utilizada por el sistema WDS (ver capítulo 2.9). 
Cuando estamos utilizando WDS, D1 indica la dirección física de la próxima estación 
receptora de la trama,  D2 indica la estación física que ha transmitido la trama, D3 
indica la estación destino final de la trama, y finalmente, D4 indica la estación 
origen original de la trama 
La tabla siguiente resume los usos de las campos de direcciones en función de los 
campos FromDS y ToDS 
ToDS FromDS D1 D2 D3 D4 
0 0 DA SA BSSID N/A 
0 1 DA BSSID SA N/A 
1 0 BSSID SA DA N/A 
1 1 RA TA DA SA 
Tabla 2-4 Configuración de D1, D2, D3 y D4 en función del valor de ToDS y FromDS 
o DA (Destination Address): Dirección de la estación destino final de la trama 
o SA (Source Address): Dirección de la estación origen original de la trama 
o RA (Recipient Adress): Dirección de la estación física receptora de la trama 
o TA (Transmiter Adress): Dirección de la estación física que transmite la trama  
 Secuence control: Este campo contiene dos subcampos. El campo “Fragment number” 
representa el orden de los diferentes fragmentos que forman parte de una misma trama. Y 
el campo “Sequence Number” define el número de trama, siendo útil para detectar tramas 
duplicadas 
 Frame Body: Contenido de la trama 
 CRC: Campo de 32 bits que sirve para realizar un CRC 
2.8 Tipos de tramas 802.11 
Hemos visto anteriormente que el estándar define diferentes funcionalidades: Autentificación, 
asociación, tramas ACK, mecanismo RTS-CTS, tramas de difusión de ESSID, etc. Todas estas funciones las 
gestiona el MAC mediante el uso de varios tipos de tramas: 
 Tramas de gestión: Permiten mantener la infraestructura y comunicación entre las 
estaciones de una BSS 
o Trama de autentificación  
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o Trama de desautentificación 
o Trama de solicitud de asociación 
o Trama de respuesta de asociación 
o Trama de desasociación 
o Trama de referencia o “beacon” 
o Trama de solicitud de prueba 
o Trama de respuesta de prueba 
 Tramas de control: Colaboran en el intercambio de datos  
o Trama RTS 
o Trama CTS 
o Trama ACK 
 Tramas de datos: Son las encargadas de transportar la información de las capas superiores 
2.9 Sistema WDS 
El sistema de distribución Inalámbrico (Wireless Distribution System, WDS) se ha interpretado 
incorrectamente durante largo tiempo como un DS sobre redes inalámbricas, este error es debido en 
parte a la desafortunada elección del nombre y a la falta de rigor en su definición en el estándar IEEE 
802.11-1999. 
En [9] Darwin Engwer de Nortel clarifica en qué consiste el WDS. En el documento lo define como 
un mecanismo para construir tramas con formato 4A (4-Address format), de ahora en adelante llamadas 
tramas 4A. El estándar únicamente define el formato de estas tramas. Su funcionalidad y los protocolos 
para construirlas no son parte del estándar.  
La funcionalidad de estas tramas depende de los objetivos del implementador, por ejemplo, es 
posible implementar dispositivos con las siguientes funcionalidades: 
 Puente punto a punto 
 Repetidor inalámbrico  
 Una infraestructura con estaciones con funcionalidades de puente 
 Un sistema de distribución inalámbrico 
 etcétera 
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Figura 2-8 Trama 4A  
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3 Driver MadWifi 
3.1 Introducción 
Linux es un sistema operativo de código abierto, su núcleo (kernel) tiene una arquitectura modular,  los 
drivers para los dispositivos son módulos que se cargan únicamente cuando el hardware se conecta. Los 
módulos que se han cargado exportan sus funciones hacia el espacio de usuario, para que las 
aplicaciones de usuario se comuniquen con el hardware. 
MadWifi, que proviene de Multiband Atheros Driver for Wireless Fidelity, es un driver de código 
abierto, bajo licencia BSD [10] y GPL [11], para el sistema operativo Linux que da soporte a los 
dispositivos inalámbricos IEEE 802.11 basados en el chipset Atheros. El proyecto MadWifi fue creado 
originalmente por Sam Leffler y actualmente continua desarrollándose por una larga comunidad de 
voluntarios [12]. MadWifi soporta los siguientes modos de operación: 
 sta: Estación 
 ap: Punto de acceso 
 adhoc: El dispositivo funciona en arquitectura IBSS 
 ahdemo: Ad-hoc Demo. Modo propietario fuera del estándar 802.11, similar al modo adhoc 
 monitor: En este modo el dispositivo puede capturar paquetes 802.11 
 wds: Wireless Distribution System. El dispositivo puede crear un DS inalámbrico 
3.2 Arquitectura 
La arquitectura del driver se puede dividir en 3 partes: 
 HAL: El driver utiliza una capa de abstracción de hardware (Hardware Abstraction Layer, 
HAL) para comunicarse con el firmware del dispositivo. El HAL es un elemento del SO que 
funciona como una interfaz entre el software, en nuestro caso el driver MadWifi, y el 
hardware, abstrayendo información como las caches, los buses de E/S, interrupciones y 
registros 
 Hardware: Esta parte, denominada ath en el driver, es la que interactúa con el hardware 
realizando llamadas a la capa HAL. Sus funciones principales son: inicializar el hardware, 
comprobar las capacidades del chip, transmitir las tramas a las colas de transmisión 
hardware, actualizar los registros, mantener las interrupciones para las tramas de 
referencia o “beacons”, sintonizar el canal, etc 
 Net80211: Está basado en IEEE 802.11 WLAN SoftMAC [13], este parte del driver es 
independiente del hardware y podría funcionar en otros chipsets. Contiene funciones 
genéricas que implementan gran parte del estándar IEEE 802.11  
Hasta hace poco, Atheros proporcionaba el HAL en forma de archivo binario como medida de 
seguridad, ni los desarrolladores del kernel, ni los usuarios avanzados tenían acceso a funcionalidades 
que podían comprometer las restricciones de espacio radioeléctrico impuestas por las diferentes 
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agencias de regulación de cada país. En septiembre de 2008, Sam Leffler y Atheros llegaron a un acuerdo 
y el código fuente del HAL fue liberado bajo una licencia ISC bastante permisiva [14].  
Aplicación de usuario
Nivel de red
Estándar 802.11 
(net80211)
Driver para el hardware 
(ath)
HAL
Hardware
PCI/USB Driver
Kernel
MADWifi
 
Figura 3-1 Pila de red del Kernel 
3.3 Funcionamiento 
El Driver funciona, básicamente, como una máquina de estados. Para cada modo de operación se 
implementa una máquina de estados independiente, de acuerdo con el protocolo definido por el 
estándar 802.11. Veamos, como ejemplo, la máquina de estados del modo sta: 
Inicio Búsqueda
Autenti-
ficación
Asocia-
ción
Ejecución
Cerrar dispositivo
No bss
Fallo en la autentificación
Fallo en la asociación
Iniciar 
dispositivo
Solicitud de  
autentificación
Solicitud de  
asociación Asociación ok
Desautentificación
Desasociación
 
Figura 3-2 Máquina de estados del sta 
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En el estado inicio, el driver inicia el dispositivo configurándose parámetros tales como velocidades 
soportadas, canales disponibles, colas de transmisión hardware y estándares 802.11 soportados 
(802.11a/b/g/e/n). Posteriormente se crea el dispositivo estación.  
En el estado búsqueda, la estación realiza un escaneo en todos los canales disponibles, se 
selecciona una BSS que corresponda con el ESSID configurado por el usuario y a continuación se inicia el 
proceso de autentificación. 
Durante el proceso de autentificación tiene lugar un intercambio de tramas entre el punto de 
acceso y la estación, si la autentificación tiene éxito la estación avanza hacia el estado de asociación, 
donde la estación envía un mensaje de petición al punto de acceso y si este le responde 
afirmativamente llegaremos finalmente al estado de ejecución. 
En el estado de ejecución la estación intercambia tramas de datos con el AP, al mismo tiempo, 
también se procesan las tramas de gestión.  
3.3.1 Recepción de trama 
Las principales funciones implicadas en la recepción de tramas se detallan en la siguiente figura, los 
nombres de las funciones se corresponden con el nombre dentro del código MadWifi. 
ath_intr
ieee80211_recv_mgmt
ath_rx_tasklet
ieee80211_input
ieee80211_deliver_data
dev_queue_xmit netif_rx
 
Figura 3-3 Recepción 
Cuando el hardware recibe una trama se crea la interrupción HAL_INT_RX, las interrupciones son 
procesadas por ath_intr(), como las interrupciones son funciones con alto nivel de prioridad dentro del 
kernel el paquete pasa rápidamente y sin procesarse la función ath_rx_tasklet(), que irá procesando 
paquetes con un nivel más bajo de prioridad, está función comprueba si la trama ha sido marcada como 
errónea por el firmware, se adquieren los datos relativos a la calidad de la señal, tales como SNR, 
potencia en recepción, reintentos etc. Finalmente, se envía la trama a un buffer del socket SKB (The 
socket buffer), este tipo de buffers son parte del kernel y  están definidos específicamente para procesar 
tramas de red.  
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Posteriormente, la función ieee80211_input() diferencia entre los tipos de tramas del estándar, las 
tramas de gestión son procesadas por ieee80211_recv_mgmt() y las tramas de datos son enviadas a las 
capas superiores a través de la función netif_rx(). 
3.3.2 Transmisión de trama 
Las principales funciones implicadas en la transmisión de tramas se detallan en la siguiente figura, los 
nombres de las funciones se corresponden con el nombre dentro del código MadWifi. 
ieee80211_hardstart
ath_hardstart
ieee80211_mgmt_output
ath_mgtstart
ath_tx_start
ath_tx_txqaddbuf
ath_tx_start
ath_tx_txqaddbuf
ath_hal_start
 
Figura 3-4 Transmisión 
A la hora de transmitir la función ieee80211_hardstart() llama a la función ath_hardstart(), esta 
función encapsula la trama Ethernet en una trama 802.11. La función ath_tx_start() encripta la trama si 
fuera necesario,  seguidamente la función ath_tx_txqaddbuf() marcará la cola de transmisión hardware ( 
en ingés Transmissión Hardware Queue, THQ) a utilizar, dependiendo  de la política calidad de servicio 
establecida, cada THQ utiliza tiempos diferentes para el CW. Finalmente, en la función ath_hal_txstart() 
la trama abandona el buffer skb y pasa al firmware para ser transmitida, al mismo tiempo, se configuran 
también los descriptores HAL, estos son utilizados por el firmware para configurar parámetros radio 
esenciales para la transmisión de la trama al medio, tales como la antena, velocidad, activar / desactivar 
recepción de ACK, activar / desactivar RTS, número máximo de reintentos, potencia y la THQ. 
3.4 El modo monitor 
En el modo monitor la máquina de estados es prácticamente nula y el dispositivo no pertenece a 
ninguna BSS. La principal función del modo monitor es capturar tráfico de manera pasiva, el interfaz 
recibe todas las tramas del canal que está escuchando, aunque la dirección destino no se corresponda 
con la configurada en el interfaz. Las tramas son enviadas a las capas superiores inalteradas, con el 
formato IEEE 802.11, a esta trama inalterada el driver añade la cabecera radiotap (ver capítulo 3.6) que 
contiene ciertos parámetros radio medidos durante la recepción de cada trama, formando las tramas 
completas (raw frames). La aplicación de usuario, recibirá pues, una cabecera radiotap, una cabecera 
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IEEE 802.11 y el contenido de la trama. En los modos de operación ap, sta y adhoc, el driver entrega una 
trama Ethernet hacia las capas superiores. 
Otro aspecto clave del modo monitor es la inyección de tramas. Las aplicaciones de usuario pueden 
enviar tramas a una interfaz en modo monitor para su transmisión, para ello, la aplicación de usuario 
debe conformar una trama completa, incluyendo la trama ethernet, la cabecera 802.11 y la cabecera 
radiotap. Una de las principales ventajas del modo monitor consiste en tener acceso a las cabeceras 
802.11 y a los parámetros radio desde nuestra aplicación de usuario,  tanto en recepción como en 
transmisión. 
Radiotap
Bytes: - 24-30
CRC
4
IEEE 802.11 Frame Body
0 - 2312
 
Figura 3-5 Tramas completas, raw frames 
3.5 RSSI en Madwifi 
RSSI (Received Signal Strength Indication) nos indica la intensidad de la señal detectada en recepción, El 
estándar IEEE 802.11 indica que RSSI tiene unidades arbitrarias. El valor de RSSI es utilizado por el 
firmware para determinar si el canal esta libre o no, proporcionar la intensidad de señal a aplicaciones 
de usuario, y realizar handovers (desasociarse del punto de acceso actual y asociarse a un punto de 
acceso del que se recibe más potencia). 
Afortunadamente, el chispset Atheros proporciona un valor de RSSI equivalente a la SNR [15], por 
lo tanto, los dos términos son intercambiables en este caso. El valor RSSI reportado por estos chipsets se 
corresponde a la diferencia  entre el nivel de la señal (dBm) y el nivel de ruido (dBm). Por ejemplo, si 
nuestro nivel de señal es de -85 dBm y el nivel de ruido es -95 dBm, la RSSI tomará el valor de 10 dB. 
En general, un valor cercano a 10 representa una señal muy débil, a partir de 20 es decente, y a 
partir de 40 el nivel de señal es bueno, siendo capaz de soportar velocidades de 54MBit/s. 
3.6 Cabecera radiotap 
Es la cabecera estándar para la inyección de tramas completas en dispositivos IEEE 802.11 que operan 
en modo monitor. El uso de esta cabecera permite crear un mecanismo mediante el cual las aplicaciones 
de usuario pueden comunicarse con el driver y viceversa.  
Los campos utilizados son del tipo enteros (integer) para especificar el valor de variables, o 
booleanos (boolean) para especificar activación o no de la variable. La siguiente tabla enumera algunos 
ejemplos de las variables que se pueden definir en la cabecera radiotap:  
Variable Tipo Descripción 
antenna Unsigned 32-bit integer Antena utilizada 
channel Unsigned 32-bit integer Canal utilizado 
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channel.type.ofdm boolean Indica si la trama ha sido transmitida 
utilizando modulación OFDM 
datarate Unsigned 32-bit integer Velocidad 
db_antnoise Unsigned 32-bit integer Nivel de ruido observado por el receptor 
db_antsignal Unsigned 32-bit integer Potencia de señal observada por el receptor 
db_txattenuation Unsigned 16-bit integer Atenuación observada por el receptor 
fcs Unsigned 32-bit integer valor del FCS 
fcs_bad boolean Trama con error FCS 
mactime Unsigned 64-bit integer 
Tiempo en microsegundos de la adquisición 
de la trama por el firmware 
frag boolean Trama fragmentada 
txattenuation Unsigned 16-bit integer Atenuación del transmisor 
txpower signed 32-bit integer Potencia a utilizar por el transmisor para la 
transmisión de la trama 
Retries Unsigned 32-bit integer 
Este campo todavía no ha sido aprobado por 
el estándar, aún así, lo podemos encontrar en 
los drivers MadWifi para los dispositivos 
inalámbricos con chipset Atheros. Nos indica 
el número de reintentos que ha realizado el 
transmisor 
Tabla 3-1 Algunos campos de la cabecera radiotap 
Para una lista completa de los campos disponibles se puede consultar la página oficial del proyecto 
radiotap [16] o la página del software wireshark [17]. Lo usual es que los drivers / firmwares existentes 
definan sólo unos pocos campos de entre todos los disponibles en la cabecera radiotap, ya que esta es 
de longitud variable y es función del implementador escoger los campos que considera oportuno 
soportar. La cabecera radiotap no es radiada al medio, en recepción, el firmware del dispositivo crea la 
cabecera a partir de los valores de los parámetros de radio medidos por el firmware y los valores 
contenidos en las cabeceras PLCP y MAC. En transmisión, la aplicación de usuario (en el modo de 
inyección de tramas) crea esta cabecera para especificar algunos parámetros radio que el firmware debe 
utilizar para la transmisión de la trama, estos valores serán procesados trama a trama. 
3.7 Tiempos de contención AIFS, CWmin, CWmax y TXOP 
Los firmware Atheros implementan diferentes THQs con diferentes tiempos de contención configurados 
para cumplir con los criterios de calidad de servicio definidos por el estandar 802.11e. Mediante la 
utilidad iwpriv [18], es posible configurar estos valores en cada una de las THQs manualmente, 
definiendo un número entero de tiempos de ranura para los valores AIFS, CWmin, CWmax y TXOPC (ver 
capítulo 2.6). Gracias a esta utilidad podemos configurar los valores de contención que deseemos. 
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3.8 Firmware 
El mecanismo CSMA/CA y algunas funciones críticas en tiempo están implementados en el firmware. 
Afortunadamente, el chipset Atheros es uno de los que otorga mayor libertad al desarrollador y algunas 
de las funciones del firmware son configurables desde los registros del driver. Entre ellas destacamos: 
 Inhabilitar  ACKs: El dispositivo se puede configurar para no realizar la espera de la trama 
ACK. Se suele utilizar en las tramas de datos multicast o las tramas “beacon”  
 Habilitar/inhabilitar intercambio de tramas RTS/CTS 
 Desactivar/configurar tiempos de la ventana de contención (CWmin,CWmax, AIFS y TXOP): 
Es posible cambiar el número de slots utilizados en la ventana de contención. El valor que 
pueden tomar CWmin y CWmax oscila entre 0 y 1031 
 Soporte para el cambio rápido del canal: El cabezal de radiofrecuencia puede sintonizarse a 
un nuevo canal en un tiempo inferior a los 200ms 
 Tamaño del buffer de la cola de transmisión hardware configurable: El número de paquetes 
que el hardware mantendrá en los buffer de las colas de transmisión es configurable 
 Activar/desactivar trama estadístico de transmisión: Cada vez que el hardware envía una 
trama, tanto si la transmisión tiene éxito (se recibe ACK) como si no, el firmware genera 
una trama estadística con la siguiente información: Número de reintentos empleados, 
velocidad y número de secuencia 
 Habilitar la recepción de tramas con fallo CRC: Por regla general, el firmware marca las 
tramas que no pasan el CRC y el driver las descarta por defecto, pero es posible configurar 
el driver para que estas tramas no sean descartadas 
 Control trama a trama de los valores de potencia, velocidad, número máximo de 
retransmisiones y antena: Configurando los correspondientes valores en la cabecera 
radiotap e inyectando las tramas en modo monitor, es posible, desde la aplicación de 
usuario, controlar estos parámetros durante la transmisión 
Respecto a modificaciones del driver que modifican varios de estos parámetros, es destacable el 
trabajo realizado por Ashish Sharma y Elizabeth M. Belding [19], dónde tras realizar varias 
modificaciones del driver MadWifi, han implementado un protocolo del tipo TDMA utilizando tarjetas 
atheros, hardware que, en un principio, está diseñado para implementar protocolos CSMA/CA.  
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4 Click Router 
4.1 Introducción 
Click Modular Router es un software que permite la creación de enrutadores (routers) configurables, fue 
creado inicialmente por Eddie Kohler para su tesis doctoral en 1999 [20], y actualmente continua 
desarrollándose por el mismo Eddie Kohler y otros voluntarios. Un router click  (denominamos router 
click a una configuración particular de elementos utilizando el software Click Modular Router) sigue un 
modelo modular, a partir de módulos básicos, llamados elementos de ahora en adelante, cada uno de 
ellos con funcionalidades simples, se constituye el router deseado. El router es una interconexión de 
elementos y la trama fluye de un elemento a otro en función de la configuración que tengamos. 
Características y funcionamientos complejos que son difíciles de implementar sobre hardware real o con 
modificaciones de los drivers, pueden ser modelados a través de la interconexión de estos elementos 
simples. Click Modular Router incluye una amplia biblioteca de elementos con funcionalidades variadas: 
buffers, IPv4, IPv6, Ethernet, 802.11, gestión de interfaces, ARP, NAT, etc. Pero una de las mejores 
características es que el desarrollador también tiene la posibilidad de implementar sus propios 
elementos programándolos en código C++. Veamos en la siguiente figura un ejemplo de una 
configuración de un router click: 
FromDevice(eth0) Counter Discard
 
Figura 4-1 Configuración Click Router 
En esta configuración sencilla, todas las tramas generadas por el dispositivo eth0 son contadas por 
el elemento counter y posteriormente descartadas por el elemento discard. 
4.2 Arquitectura 
Un elemento representa una unidad de proceso. Los elementos suelen realizar procesos sencillos, como 
por ejemplo modificar el valor de un campo o añadir una cabecera a la trama. El usuario decide que 
funcionalidad implementar escogiendo los elementos e interconectándolos entre sí. Cada elemento es, 
además, un objeto C++, las conexiones entre elementos se corresponden con punteros hacia los objetos 
C++ y el paso de la trama de un elemento a otro se realiza mediante llamadas a funciones virtuales.  Las 
propiedades más importantes de un elemento son: 
 Clase: Cada elemento pertenece a una clase determinada, esto específica el código que se 
ejecuta cuando la trama es procesada, y la configuración del elemento 
 Puertos: Cada elemento puede tener cualquier número de puertos de entrada o salida. Por 
ejemplo, los elementos con funcionalidad de clasificar tramas suele tener varios puertos de 
salida 
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 Cadena de configuración: Contiene argumentos adicionales que son configurados por el 
elemento durante el proceso de inicialización 
 Interfaces a métodos: Los elementos pueden soportar varios interfaces. Todos los 
elementos soportan el interfaz para la transmisión de la trama, pero también pueden 
contener interfaces adicionales, por ejemplo, el elemento Queue puede exportar el método 
que reporta su longitud 
 Handlers: Los elementos pueden escribir información en un sistema de archivos virtual 
similar al /proc de Linux [21]. Básicamente, esto supone que cada elemento tiene una 
carpeta donde puede escribir datos. Es posible programar los elementos para acceder a los 
handlers de otros elementos. Además, el desarrollador también puede acceder a estos 
handlers y consultar o modificar valores mientras el router está en ejecución 
4.3 Puertos push, pull y agnósticos 
Click Modular Router soporta tres tipos de conexiones: “push”, “pull” y “agnostic”. Esto se corresponde 
a la manera en que las tramas se procesan en un router real, dónde hay funciones que crean tramas, 
funciones que procesan tramas, y funciones que solicitan tramas cuada cierto tiempo.  
 Conexiones push: Son las apropiadas para procesar tramas que no han sido solicitadas 
 Conexiones pull: Son las apropiadas cuando hay que controlar el instante en el que se 
procesa la trama 
 Conexiones agnósticas: Algunos elementos soportan tanto conexiones push como 
conexiones pull, y se pueden conectar a puertos push y pull sin generar conflictos en la 
configuración del router 
Los elementos poseen puertos pull, push o agnósticos según su funcionalidad. Por ejemplo, el 
elemento FromDevice tiene un puerto de salida push, porque entrega las tramas generadas por un  
dispositivo cuando este se las da, en cambio, el elemento ToDevice tiene un puerto de entrada pull, 
porque solicita las tramas sólo cuando el dispositivo puede aceptarlas. Las conexiones entre puertos de 
un mismo tipo, o con un puerto agnóstico, están permitidas, pero las conexiones entre puertos de 
diferente tipo son incorrectas. Algunos elementos, como los Queue, permiten la transición entre 
diferentes tipos de puertos.   
FromDevice(eth0) Counter ToDevice
FromDevice(eth0) Counter ToDevice
FromDevice(eth0) Counter ToDevice
a)
b)
c)
O
P
P
O
Queue
 
Figura 4-2 Puertos push, pull y agnósticos 
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En esta figura, hemos marcado los puertos de salida con cuadrados y los de entrada con triángulos, 
los puertos push están en negro y los puertos pull en blanco. En a) observamos una configuración 
incorrecta, el elemento FromDevice(eth0) tiene un puerto de salida push conectado al elemento 
counter, cuyos puertos son agnósticos, posteriormente se conecta al puerto de entrada pull del 
elemento ToDevice(eth1), al no realizarse ninguna transición de pull a push la configuración del router es 
incorrecta. En los casos b) y c) la configuración es correcta, porque el elemento Queue realiza la 
transición de push a pull, si observamos la figura, podemos comprobar que los colores de los puertos 
coinciden en estos últimos casos, pero no es así en el caso a).  
4.4 Fichero de configuración 
Para interconectar elementos e implementar nuestro router, es necesario escribir un fichero de 
configuración utilizando “lenguaje click”, este fichero define que elementos utilizará nuestro router 
(Declaraciones) y como estarán interconectados (conexión).  
 Declaración: La declaración se especifica de la siguiente manera: 
name :: class(config)  
Esto declararía un elemento name de la clase class y con los parámetros de configuración 
config 
 Conexión: Una conexión se especifica de la siguiente manera: 
name1[port1] -> [port2]name2 
Donde name1 y name2 son elementos declarados con anterioridad, y port1 y port2 
especifican que puertos utilizar en la conexión de los elementos name1 y name2. También 
es posible declarar nuevos elementos durante la conexión, ahorrándonos su declaración 
anterior: 
… -> name :: class(config) -> … 
 
Veamos un ejemplo sencillo de un fichero de configuración click: 
Trafico_entrante::FromDevice(eth0); 
Clasificador::Classifier(12/0806 20/0001, 12/0806 20/0002, 12/0800); 
 
Trafico_entrante -> Clasificador; 
 
Clasificador[0] -> Print(“Trama ARP request”) -> d1::discard(); 
Clasificador[1] -> Print(“Trama ARP response”) -> d2::discard(); 
Clasificador[2] -> Print(“Trama datos”) -> d3::discard(); 
Código 4-1 Ejemplo de un fichero de configuración click 
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En este ejemplo, utilizamos el elemento Clasificador configurado para clasificar las tramas ethernet 
en tres categorias: ARP requests, ARP responses y tramas de datos. El protocolo ARP  (Address 
Resolution Protocol) se utiliza para descubrir direcciones MAC y relacionarlas con direcciones ethernet. 
El Clasificador es un elemento con un puerto de entrada y 3 puertos de salido, el resto de elementos 
posee sólo 1 puerto de entrada y 1 puerto de salida, nótese por tanto, como para cada uno de los 
puertos de salida del Clasificador definimos diferentes conexiones. Cuando los elemento sólo disponen 
de 1 puerto, no es necesario especificar [0]. 
El lenguaje click también permite definir características más avanzadas en sus ficheros de 
configuración, tales como elementos compuestos, scripts, acceso a handlers, sobrecarga, etc. Para un 
mayor detalle consultar [22]. 
4.5 Programación de elementos 
Aunque Click Router posee una amplia biblioteca de elementos, resulta muy útil saber cómo 
implementar nuestros propios elementos para conseguir funcionalidades que no obtendríamos 
utilizando los elementos básicos. Lo más aconsejable, es buscar un elemento con características 
similares a las que se desean implementar y programar un nuevo elemento a partir de este.  
Con el objetivo de mostrar los conceptos más básicos de programación de un elemento Click, 
detallamos a continuación el código del elemento MyNullElement, elemento muy sencillo, cuya 
funcionalidad consiste en no alterar la trama y poner en el puerto de salida la trama que se ha recibido 
en el puerto de entrada.  
#ifndef CLICK_MYNULLELEMENT_HH 
#define CLICK_MYNULLELEMENT_HH 
#include <click/element.hh> 
CLICK_DECLS 
class MyNullElement : public Element { public: 
    MyNullElement() { } 
    ~MyNullElement() { } 
    const char *class_name() const { return "MyNullElement"; } 
    const char *port_count() const { return PORTS_1_1; } 
    const char *processing() const { return PUSH; } 
    void push(int port, Packet *p) { 
        output(0).push(p); 
    } 
}; 
Código 4-2 Ejemplo MynullElement 
 El elemento MyNullElement hereda la clase elemento, esta clase proporciona la 
funcionalidad básica, como los métodos input() y output() 
 El método port_conunt() indica a Click cuantos puertos tiene MyNullElement 
 El método processing() indica que los puertos son de tipo push 
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 En MyNullElement no se definen los métodos configure() o initialize() por lo tanto el 
elemento no recibe datos para su configuración inicial 
 En MyNullElement no se definen handlers 
 La función push() se ejecuta cuando otro elemento envía una trama hacia MyNullElement. 
La trama se enviará al puerto de salida mediante la función output(0).push(p) 
4.6 Click con dispositivos IEEE 802.11 en modo monitor 
Configurar el dispositivo en modo monitor (ver capítulo 3.4) proporciona acceso a las cabeceras IEEE 
802.11 MAC y radiotap, tanto en transmisión como en recepción. Estas cabeceras controlan algunas de 
las funcionalidades de la capa OSI de nivel 1 y 2, entre ellas podemos destacar: velocidad, antena 
utilizada, número de reintentos, configuración RTS/CTS, ACKs, potencia, etcétera. Mediante la utilización 
de elementos Click Router que gestionen los campos de estas cabeceras tendremos acceso a estas 
funcionalidades.    
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5 Diseño del protocolo 
5.1 Revisión de protocolos de cooperación 
5.1.1 Cooperación 
Los modos de operación y la arquitectura del estándar 802.11 define que las estaciones se comunican o 
bien con el punto de acceso en el caso de la BSS, o bien con la estación destino en el caso de las IBSS. En 
ambos casos la comunicación es punto a punto, y las únicas estaciones implicadas en la transmisión son 
el transmisor y el receptor. Cuando la comunicación falla, el único mecanismo definido por el estándar 
para intentar remediarlo, son los reintentos entre origen y destino. Adicionalmente, algunos firmwares 
incorporan un mecanismo de control automático de la velocidad (auto rate control algorithm), 
consistente en bajar la velocidad de transmisión para minimizar el PER (Packet Error Rate) cuando el 
transmisor detecta que el número de reintentos empieza a incrementarse. 
Este diseño no explota una de las propiedades inherentes del medio inalámbrico que es su 
naturaleza de radiodifusión, las tramas que son difundidas al medio son susceptibles de ser recibidas por 
otros dispositivos inalámbricos dentro de la zona de cobertura, y estos dispositivos podrían actuar como 
retransmisores (relays), cooperando en la comunicación entre origen y destino.  
En general, las estrategias de cooperación se clasifican en:  
 Amplificar y transmitir, cuando los retransmisores transmiten un versión amplificada de la 
trama recibida, sin desmodular o decodificar la trama 
 Comprimir y transmitir, cuando los retransmisores transmiten una versión comprimida de la 
trama original 
 Decodificar y transmitir, cuando los retransmisores desmodular o decodifican la trama y 
transmiten una copia original de ella 
La cooperación en sistemas inalámbricos es un tema de gran actualidad y existen diferentes 
propuestas que intentan explotar la diversidad espacial o temporal mediante el uso de retransmisores. 
Normalmente, en los protocolos propuestos se suelen distinguir dos fases: 
 Solicitud de cooperación: El transmisor o el receptor, es consciente de que la transmisión ha 
fallado y solicita ayuda para iniciar un proceso de cooperación que permita la recepción de 
la trama mediante la cooperación de otros nodos retransmisores 
 Fase de cooperación: Tras recibir la solicitud de cooperación, uno o más nodos 
retransmisores participan retransmiten la tramas entre origen y destino. Las tramas 
realizan dos saltos, de transmisor a  retransmisor y de retransmisor a receptor 
Uno de los principales problemas de los escenarios cooperativos reside en el criterio de selección 
de retransmisores, cuando estos reciben una solicitud de cooperación todos aquellos que posean una 
copia de la trama a retransmitir intentarán acceder al medio para retransmitirla de manera coordinada o 
oportunista. Es muy importante que el criterio de selección de retransmisores utilizado explote de 
manera eficiente la ortoganalidad temporal y/o espacial, con el objetivo de aprovechar de manera  
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eficiente la ocupación del medio, a la vez que se minimiza el retardo en la retransmisión de la trama 
solicitada.  
5.1.2 Cooperación iniciada por el transmisor 
Destacaremos a continuación algunas propuestas de protocolos MAC para escenarios cooperativos 
donde la solicitud de cooperación es iniciada por el transmisor. 
En CoopMAC I y II [23], la idea principal es mejorar la velocidad de transmisión mediante el uso de 
retransmisores (no operan con transmisiones fallidas). CoopMac propone que las estaciones mantengan 
una tabla de potenciales retransmisores para cada una de las estaciones destino. Antes de iniciar una 
transmisión de baja velocidad con un destino, debido a la mala calidad del canal y a la utilización del 
autorate control algorithm, la estación deberá verificar la existencia o no de algún retransmisor que 
pueda llevar a cabo la comunicación con una velocidad total superior, teniendo en cuenta que la trama 
de dos saltos. CoopMAC II supone una notable mejora respecto a su versión anterior, implementando la 
utilización de las tramas de 4 direcciones y simplificando el mecanismo RTS/CTS, la cabecera IEEE 802.11 
de 4 direcciones indica el destino del primer y segundo salto. Los protocolos CoopMAC I y II son 
protocolos orientados a mejorar 
En rDCF [24] se muestra un protocolo que tiene muchas similitudes con CoopMAC, proponen 
además, un mecanismo RTS/CTS mejorado que tenga en cuenta las diferentes velocidades que tiene la 
trama en cada uno de sus saltos. El protocolo propuesto no hace uso de tramas de 4 direcciones, y 
durante la fase de cooperación el intercambio de ACKs también tiene lugar entre transmisor y receptor. 
En  [25] se presenta un método sencillo y oportunista para elegir el mejor retransmisor entre un 
grupo de retransmisores candidatos. Utilizando el mecanismo RTS / CTS en el instante de solicitud de 
cooperación el retransmisor tendrá un conocimiento instantáneo del canal entre transmisor y receptor. 
El retransmisor calculará una media de la calidad del canal entre transmisor, retransmisor y receptor, y 
el resultado se utilizará para determinar el tiempo de contención de acceso al medio que se impondrá a 
cada retransmisor. El objetivo es que los retransmisores con mejor canal entre transmisor y receptor 
accedan con prioridad al canal. En [26] se realiza una demostración experimental con radios de este 
método. 
5.1.3 Cooperación iniciada por el receptor 
Aquí, la mayoría de aportes se concentran en los protocolos C-ARQ (Cooperative Automatic Repeat 
reQuest), las principales características del C-ARQ son las siguientes: 
1. Cuando la estación destino recibe una trama errónea, enviará una trama de solicitud de 
cooperación, denominada CFC (Call For Cooperation) o NACK (negative ACK). Esta trama 
incluirá los datos de la dirección origen, destino, BSS y número de secuencia 
2. Los retransmisores que reciban el CFC, y que además posean la trama solicitada, 
participaran en el proceso de cooperación de manera oportunista o coordinada 
En [27] se propone un protocolo que coordine el acceso al medio de los retransmisores, se estudia 
la posibilidad de que el receptor al emitir la trama CFC, tome también el papel de coordinador, y 
mediante un mecanismo de “polling”, coordine el acceso al medio de los retransmisores candidatos. 
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En [28] se estudia un protocolo que utiliza una técnica de diversidad espacial para enviar tramas 
por parte de los retransmisores, y su recombinación posterior en la estación destino. 
5.1.4 Enrutamiento a nivel de red 
Sin ser propiamente protocolos de cooperación a nivel físico,  los protocolos de enrutamiento que 
utilizan técnicas para conocer las condiciones del canal, y mantener tablas de enrutamiento, persiguen 
el mismo objetivo que los protocolos de cooperación, es decir, enviar correctamente una trama a su 
destino. Son muy populares las Mesh networks y las MANET (Mobile Ad hoc Networks), redes ad hoc con 
una topología no planificada. En este tipo de redes los nodos no sólo transmiten sus propios datos, sino 
que también colaboran en la transmisión de los datos de sus “vecinos”. A continuación detallamos 
brevemente algunos de los protocolos Mesh: 
 OLSR (Optimized Link State Router): Protocolo de enrutamiento pro-activo, donde los 
nodos que forman parte de la red continuamente intercambian información sobre 
enrutamiento, pero a diferencia de otros protocolos de redes cableadas, OLSR propone un 
mecanismo eficiente de diseminación de información que minimiza la ocupación del medio 
[29] [30]. En general, las desventajas de los protocolos reactivos radican en el 
relativamente alto número de tramas necesarias para actualizar la información de 
enrutamiento y su falta de reacción ante los cambios y fallos en la red. En [31] podemos 
encontrar una implementación en Click Modular Router de este protocolo 
 AODV (Ad hoc On-Demand Distance Vector Routing): Es un enrutamiento reactivo (bajo 
demanda), el enrutamiento se resuelve cuando se necesita mediante tramas de inundación 
o “flooding” RREQ (Route Rquest) y RRES (Route Response), esto puede originar latencias 
elevadas para el primer paquete. Cada nodo mantiene la información del siguiente salto y 
no la ruta completa [32]  
Esta página de la Wikipedia [33] contiene una detallada lista de los protocolos de enrutamiento 
adhoc actuales. 
5.2 Motivación 
Tras la revisión de los principales protocolos de colaboración, observamos que existen una serie de 
problemas comunes en los protocolos donde la cooperación es iniciada por el receptor (C-ARQ): 
 Falta fiabilidad en la detección de tramas erróneas: En estos protocolos la responsabilidad 
de iniciar la cooperación recae sobre el receptor, siendo imprescindible que éste obtenga 
de la trama errónea los datos relativos a transmisor, receptor, SSID y número de secuencia 
correctamente para poder iniciar un proceso de colaboración.  
Debido a la variabilidad del canal inalámbrico (shadowing/fading, movilidad o 
interferencias), es común que alguna trama, o grupos de tramas, lleguen muy por debajo 
del umbral SNR requerido por el receptor. En estos casos, el receptor experimenta un 
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elevado número de bits erróneos, o incluso la imposibilidad de sincronización con la trama, 
siendo imposible descodificar los datos necesarios para iniciar un proceso de cooperación.  
Hemos encontrado poca información que muestre la relevancia de este problema, pues la 
mayoría de análisis de trabajos C-ARQ revisados se centran en simulaciones matemáticas 
que estudian parámetros tales como el retardo y la velocidad, sin analizar la capacidad del 
receptor para detectar tramas erróneas (se asume que siempre se detectan). En [34] 
Huguet analiza parte de esta problema, con un driver Wi-Fi modificado que permite la 
recepción (a nivel de usuario) de tramas con CRC erróneo, Huguet realiza un test de 
transmisión cuantificando tramas recibidas correctamente y las tramas recibidas con CRC 
erróneo. En el experimento, se reciben 5978 tramas correctas, y sólo 3 tramas con CRC 
erróneo, desafortunadamente, no cuantifica el número de tramas no detectadas (tramas 
que el firmware del receptor es incapaz de detectar y señalizar como tramas con error 
CRC). De las 3 tramas recibidas con CRC erróneo ninguna contiene los datos necesarios 
(dirección origen, destino, SSID y número de secuencia) para poder inicializar un proceso de 
cooperación 
O
Emisor Receptor
Retransmisor
1) DATA
2) ?
 
Figura 5-1 Cooperación no inicializada si el receptor no puede detectar la trama errónea 
 Iniciación de solicitudes de cooperación trama a trama: En los escenarios inalámbricos es 
frecuente experimentar errores a ráfagas (bursts errors) de duración superior a una trama. 
En estos casos, si el receptor detecta tramas erróneas iniciara procesos de cooperación 
trama a trama, de manera continuada, repercutiendo negativamente en la ocupación del 
medio y en la tasa efectiva de transmisión 
 Intercambio de tramas triangular: En los protocolos de cooperación revisados, incluyendo 
también los que la cooperación es inicializada por el transmisor (CoopMac I y II y rDCF), el 
intercambio de tramas es siempre triangular, la trama de datos realiza dos saltos  
transmisor-retransmisor-receptor, pero el intercambio de las tramas de control ACK va de 
receptor a transmisor. Es necesario que el canal transmisor-receptor tenga la calidad 
suficiente para soportar el intercambio de estas tramas de control ACK, ciertamente estas 
están moduladas a una velocidad inferior y son más robustas que las tramas de datos, pero 
aún así, es posible que el canal este lo suficientemente degradado (shadowing/fading, 
movilidad o interferencias) para no soportar el intercambio de tramas de control ACK, 
imposibilitando la cooperación 
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Figura 5-2 Intercambio de tramas triangular, no hay cooperación sin el intercambio de tramas de control entre receptor-
transmisor 
En este proyecto intentaremos diseñar un protocolo experimental de cooperación que utilizará 
estrategias distintas a las observadas en los protocolos revisados, y cuyo objetivo será solucionar parte 
de los problemas que hemos enunciado.  
5.3 Protocolo propuesto 
Basándonos en algunas de las ideas de los trabajos de CoopMac I y II, en el trabajo presentado en [25], 
en algunos conceptos del enrutamiento reactivo, y en algunas aportaciones propias, proponemos un 
protocolo de cooperación experimental con las siguientes características principales:  
 Alta fiabilidad, proponemos que sea el transmisor quien inicie la cooperación 
monitorizando la llegada o no de las tramas de control ACK 
 Utilización de un enrutamiento sencillo a nivel 2 cuando la fase de cooperación se ha 
inicializado correctamente, evitando la continua transmisión de solicitudes de cooperación 
 Utilización del sistema WDS (ver capitulo 2.9), formando tramas 4A que permiten el 
intercambio de tramas de datos y de control entre transmisor-retrasnmisor y retransmisor-
receptor. Resolviendo los problemas asociados al intercambio de tramas triangular 
Con el objetivo de esquematizar detallaremos a continuación los pasos necesarios para iniciar y 
ejecutar un proceso de cooperación según el protocolo propuesto, divididos en 5 capítulos y ordenados 
temporalmente: 
1. Supervisión de estaciones 
2. Solicitud de cooperación (ReREQ) 
3. Respuesta a la solicitud de cooperación (ReRES) y criterio de selección de retransmisores 
4. Retransmisión de tramas de datos (ReDATA) 
5. Cancelación de retransmisor (ReCAN) 
Las variables del escenario cooperativo que utilizaremos para la explicación del protocolo se 
muestran en el siguiente esquema: 
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Figura 5-3 Variables del scenario cooperativo 
 𝑆𝑠: Estación origen 𝑠  (transmisor s) 
 𝑆𝑑 : Estación destino 𝑑  (receptor d) 
 𝑅𝑟 : Retransmisor 𝑟  (relay 𝑟) 
 𝐶𝑠,𝑟 : Calidad del canal entre 𝑠 y 𝑟   
 𝐶𝑠,𝑑 : Calidad del canal entre 𝑠 y 𝑑   
 𝐶𝑟 ,𝑑 : Calidad del canal entre 𝑟 y 𝑑   
 𝑅𝑒𝑅𝐸𝑄𝑠: Trama de solicitud de cooperación (Relay Request) emitida por  𝑆𝑠. Utilizamos la 
nomenclatura ReREQ en lugar de RREQ para diferenciar esta trama de las usadas en 
algunos protocolos de enrutamiento, donde RREQ es acrónimo de Route Request 
 𝑅𝑒𝑅𝐸𝑆𝑟 : Trama de respuesta a la cooperatión (Relay Response) emitida por 𝑅𝑟   
 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑 : Trama de datos de 2 saltos (Relayed Data), cuyo primer destino será 𝑅𝑟  y el 
segundo será 𝑆𝑑   
 𝑅𝑒𝐶𝐴𝑁𝑟 : Trama de cancelación de retransmisor 𝑟 
5.3.1 Supervisión de estaciones vecinas 
Una vez una estación es inicializada, monitorizará constantemente el medio para obtener la calidad del 
canal con cada una de las estaciones vecinas que la rodean, para cada trama escuchada se obtendrá la 
información relativa a la dirección origen,  tiempo de recepción y calidad de la señal. Cada estación 
mantendrá, así, una tabla de vecinos con la siguiente información:  
Dirección MAC SNR 
Tiempo de 
última trama 
00:00:00:00:00:02 40 12s 93677us 
00:00:00:00:00:03 32 12s 546234us 
00:00:00:00:00:04 60 4s 502184us 
Tabla 5-1 Tabla de estaciones vecinas de la estación 00:00:00:00:00:01 
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Para favorecer que las estaciones dispongan de información actualizada respecto a la calidad del 
canal con sus vecinos, cada estación transmitirá una trama de referencia “hola” una vez por segundo. 
Diremos que un vecino es válido si se ha escuchado alguna trama suya con una antigüedad inferior a 1 
segundo, de esta forma podremos detectar las estaciones que se han movido  fuera de la zona de 
cobertura o que ya no se encuentran disponibles. En la tabla anterior, si el tiempo actual fuera de 13 
segundos, la estación 00:00:00:00:00:04 no sería un vecino válido. Únicamente será necesario la 
transmisión de la trama de referencia “hola” si la estación ha estado 1 segundo sin transmitir ninguna 
trama de datos, en caso contrario, las estaciones pueden supervisar correctamente escuchando las 
últimas tramas de datos. 
5.3.2 Solicitud de cooperación (ReREQ) 
El intercambio de tramas entre una estación 𝑆𝑠 y 𝑆𝑑  se realizará de manera normal, según lo indicado 
por el estándar IEEE 802.11 utilizando el modo de acceso DFC, hasta el momento en que la estación 𝑆𝑠 
detecte que tras 4 reintentos la transmisión ha fallado y no hay ACK por parte de 𝑆𝑑 . En este instante, la 
estación 𝑆𝑠 envía una solicitud de cooperación utilizando una trama denominada 𝑅𝑒𝑅𝐸𝑄𝑠 con el fin de 
verificar si hay algún retransmisor disponible.  
La trama 𝑅𝑒𝑅𝐸𝑄𝑠 es una trama 4A que contiene los siguientes campos:  
Secuence 
Control
Frame 
Control
Duration / 
ID
MAC Ss MAC Sd
00:00:00:
00:00:00
Frame Body 
0 bytes
D1 D2 D3 D4
CRC
00:00:00:
00:00:00
 
Figura 5-4 Trama 𝑅𝑒𝑅𝐸𝑄𝑠 de 𝑆𝑠 solicitando cooperación para retransmitir hacia 𝑆𝑑  
El campo D1 (dirección 1) indica la dirección MAC de la estación origen que solicita cooperación, el 
campo D2 indica la dirección MAC de la estación destino de la trama que necesita cooperación, y los 
campos D3 y D4 con la dirección 00:00:00:00:00:00 indican que se trata de una trama 𝑅𝑒𝑅𝐸𝑄. 
1) DATA 2) 4 reintentos, 
no ACK 
3) 
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RE
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Figura 5-5 Transmisión fallida, no hay ACK de 𝑆𝑑 ,  se inicia la solicitud de cooperación 
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5.3.3 Respuesta a la solicitud cooperación (ReRES) 
Toda estación que escuche la solicitud de cooperación 𝑅𝑒𝑅𝐸𝑄𝑠 podrá convertirse en retransmisor 
candidato 𝑅𝑟  realizando el siguiente proceso para verificar su calidad como tal: 
1. Consultar la tabla de vecinos, comprobando si la dirección destino que viene indicada en el  
campo D2 de la trama  𝑅𝑒𝑅𝐸𝑄𝑠 es un vecino válido. 
2. Realizar una media harmónica de 𝑐𝑠,𝑟  y 𝑐𝑟 ,𝑑 . El valor de 𝑐𝑠,𝑟  será calculado 
instantáneamente al recibir el 𝑅𝑒𝑅𝐸𝑄𝑠, pero para estimar 𝑐𝑟 ,𝑑  , se consultará la tabla de 
vecinos. 𝑐𝑟 ,𝑑  no será una estimación instantánea, tendrá cierta antigüedad. Así, existe un 
compromiso entre la periodicidad de las tramas de referencia “hola” y la antigüedad de la 
estimación de 𝑐𝑟 ,𝑑 . 
ℎ𝑟 =
2
1
 𝑐𝑠,𝑟  
2 +
1
 𝑐𝑟 ,𝑑  
2
=
2 𝑐𝑠,𝑟  
2
 𝑐𝑟 ,𝑑  
2
 𝑐𝑠,𝑟  
2
+  𝑐𝑟 ,𝑑  
2 
El retransmisor que maximice la función ℎ𝑟  será aquel con mejor canal entre la estación 
origen 𝑆𝑠 y la estación destino 𝑆𝑑 .  
3. Los retransmisores candidatos realizarán una respuesta a la solicitud de cooperación 
transmitiendo una trama denominada 𝑅𝑒𝑅𝐸𝑆𝑟 , esta es una trama 4A que contiene los 
siguientes campos: 
Secuence 
Control
Frame 
Control
Duration / 
ID
MAC Rr MAC Ss Frame Body 
0 bytes
D1 D2 D3 D4
CRC
00:00:00:
00:00:00
MAC Sd
 
Figura 5-6 Trama 𝑅𝑒𝑅𝐸𝑆𝑟 , el retransmisor 𝑅𝑟  se ofrece para retransmitir entre 𝑆𝑠 y 𝑆𝑑  
El campo D1 (dirección 1) indica la dirección MAC del retransmisor candidato, el campo D2 
indica la dirección de la estación origen que ha solicitado la solicitud de cooperación y hacia 
quien va dirigida la respuesta 𝑅𝑒𝑅𝐸𝑆𝑟 ,  el campo D3 indica la dirección de la estación 
destino de la trama que requiere cooperación, y finalmente, la dirección D4 a 
00:00:00:00:00:00 indica que se trata de una trama 𝑅𝑒𝑅𝐸𝑆𝑟 . 
La particularidad de la trama 𝑅𝑒𝑅𝐸𝑆𝑟  radica en su modo de acceso al medio. Los mejores 
retransmisores candidatos, aquellos con mayor ℎ𝑟 , obtendrán prioridad de acceso al medio 
para la transmisión de su 𝑅𝑒𝑅𝐸𝑆𝑟 . Para conseguir este resultado, los retransmisores 
candidatos utilizaran diferentes tiempos de contención de acceso al medio a la hora de 
transmitir su  𝑅𝑒𝑅𝐸𝑆𝑟 , en función del resultado de ℎ𝑟  (de manera similar a lo que ocurre en 
el estándar 802.11e con los distintos tráficos  AC, ver capítulo 2.6). Aquellos retransmisores 
con mejor ℎ𝑟  utilizaran tiempos de contención menores para transmitir su 𝑅𝑒𝑅𝐸𝑆𝑟 . La 
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estación 𝑆𝑠 sabrá quién es el mejor retransmisor candidato en función del orden temporal 
en el que lleguen las distintas tramas 𝑅𝑒𝑅𝐸𝑆𝑟 . 
ReRESr
ReDATArdReREQs
AIFSr CWr
AIFSr+1 CWr+1 AIFSr+1 CWr+1
ReRESr+1
CWDIFS
ACK
SIFS
sS
1rR
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Figura 5-7 Lucha por el medio de la trama 𝑅𝑅𝐸𝑆𝑟 , 𝑅𝑟  es mejor retransmisor que 𝑅𝑟+1  
Esta forma de acceder al medio es oportunista y descentralizada, no requiere de una coordinación 
previa ni de mensajes de control. Lógicamente, si el número de retransmisores candidatos es elevado, la 
ocupación del medio debido a las múltiples tramas 𝑅𝑒𝑅𝐸𝑆𝑟  se verá incrementada. Para resolver este 
problema, se propone que 𝑆𝑠, una vez recibida la primera trama 𝑅𝑒𝑅𝐸𝑆𝑟 , transmita una trama de 
control (con tiempo de contención SIFS) que denominaremos 𝑅𝑒𝑅𝐸𝑆𝑆𝑇𝑂𝑃𝑠, esta trama tiene la función 
de informar al resto de retransmisores candidatos de que ya no es necesaria la recepción de más tramas 
𝑅𝑒𝑅𝐸𝑆𝑟 , e inmediatamente se cancelará la transmisión de las tramas 𝑅𝑒𝑅𝐸𝑆𝑟  que están compitiendo 
por acceder al medio. Esta propuesta sólo resultaría efectiva si se implementara en el firmware del 
dispositivo, debido a que la transmisión y efectividad de la trama 𝑅𝑒𝑅𝐸𝑆𝑆𝑇𝑂𝑃𝑠 sería muy sensible al 
retardo. En nuestra implementación experimental no hemos implementado las tramas  𝑅𝑒𝑅𝐸𝑆𝑆𝑇𝑂𝑃𝑠. 
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Figura 5-8 Funcionamiento de la trama 𝑅𝑒𝑅𝐸𝑆𝑆𝑇𝑂𝑃𝑠 
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5.3.4 Retransmisión de tramas de datos (ReDATA) 
Tras enviar su solicitud de cooperación 𝑅𝑒𝑅𝐸𝑄𝑠, la estación 𝑆𝑠 está esperando la llegada de alguna 
respuesta a la solicitud de cooperación 𝑅𝑒𝑅𝐸𝑆𝑟 , sabiendo que el primer retransmisor en contestar,  será 
probablemente el mejor candidato. Tras la recepción correcta de este primer 𝑅𝑒𝑅𝐸𝑆𝑟 , la estación 𝑆𝑠 
otorgará al retransmisor 𝑅𝑟  un periodo de validez de 5 segundos (tiempo configurable) para las 
retransmisiones hacia 𝑆𝑑  , guardando las direcciones de 𝑅𝑟  y 𝑆𝑑 . Durante estos 5 segundos todas las 
tramas con destino 𝑆𝑑  utilizarán el retransmisor 𝑅𝑟 , sin iniciar un nuevo proceso de solicitud de 
cooperación, pasados estos 5 segundos o tras la recepción de una trama RCAN (ver siguiente capítulo) 
esté comportamiento se cancelará y 𝑆𝑠  intentará de nuevo la comunicación directa con 𝑆𝑑 .  
Con esta funcionalidad pretendemos minimizar el retardo y aumentar la tasa efectiva, ya que no 
iniciaremos un proceso de solicitud de cooperación trama a trama. Asumimos que una vez  𝑆𝑠 ha 
verificado que tras 4 reintentos la comunicación con 𝑆𝑑  es imposible, 𝐶𝑠,𝑑  está muy deteriorado y no es 
necesario realizar solicitudes de cooperación trama a trama. 
 
Destino Retransmisor 
Inicio del periodo 
de validez 
Fin del periodo de 
validez 
00:00:00:00:00:02 00:00:00:00:00:05 5s 000007µs 10s 000007µs 
00:00:00:00:00:03 00:00:00:00:00:05 15s 000034µs 20s 000034µs 
00:00:00:00:00:04 00:00:00:00:00:09 340s 002184µs 345s 002184µs 
Tabla 5-2 Ejemplo de una tabla de retransmisores válidos de la estación 00: 00: 00: 00: 00: 01  
En la tabla anterior si el tiempo actual fuera 342 segundos, el único retransmisor válido sería 
00:00:00:00:00:09 y sería utilizado exclusivamente para las retransmisiones hacia 00:00:00:00:00:04. 
Detallamos a continuación los pasos que tienen lugar en 𝑆𝑠 cuando llega una trama de datos con destino 
𝑆𝑑  : 
1. 𝑆𝑠 consultará la tabla de retransmisores verificando si existe algún retransmisor válido para 
la dirección MAC de 𝑆𝑑  
2. Si no hay retransmisor válido iniciará una transmisión normal 
3. Si existe un retransmisor válido 𝑅𝑟 ,  𝑆𝑠  creará una trama 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑 , trama 4A que 
especifica las direcciones de 𝑆𝑠, 𝑅𝑟  y 𝑆𝑑 , y cuyo de campo de datos (Frame Body) contiene 
la trama ethernet original. 
Secuence 
Control
Frame 
Control
Duration / 
ID
MAC Rr MAC Ss Frame Body 
0 bytes
D1 D2 D3 D4
CRCMAC SsMAC Sd
 
Figura 5-9 Trama 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑  de 𝑆𝑠  a 𝑅𝑟 , primer salto 
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D1 es la estación física de quien recibe la trama, D2 es la estación física que transmite la 
trama, D3 indica la estación final que debe recibir la trama, y finalmente, D4 indica la 
estación original que transmite la trama. Este es el primer salto de la trama de datos, y por 
lo tanto, D1 es 𝑅𝑟 , D2 es 𝑆𝑠, D3 es 𝑆𝑑  y D4 es 𝑆𝑠 
4. La trama se enviará hacia 𝑅𝑟  
5. 𝑅𝑟  enviará ACK hacia 𝑆𝑠 
6. 𝑅𝑟  retransmitirá la trama hacía 𝑆𝑑 . El retransmisor 𝑅𝑟   sabe que no es el destino final de 
esta trama pues su dirección (MAC 𝑅𝑟 ) no es la indicada por el campo D3 (MAC 𝑆𝑑 ), pero 
sabe que es el destinatario físico de la trama, pues D1 indica su dirección MAC, de esta 
manera, es consciente de la necesidad de retransmitir la trama. El firmware de 𝑅𝑟  generará 
de forma automática una trama ACK hacia 𝑆𝑑  (el firmware utiliza las direcciones D1 y D2 
para realizar automáticamente las transmisiones de tramas ACK). Posteriormente, 
𝑅𝑟  utilizando la misma trama 4A que acaba de recibir, pero modificando el valor de los 
campos D1 y D2, retransmite la trama hacia 𝑆𝑑 ,  produciéndose el segundo salto de la 
trama de datos. 
Secuence 
Control
Frame 
Control
Duration / 
ID
MAC Sd MAC Rr Frame Body 
0 bytes
D1 D2 D3 D4
CRCMAC Sd MAC Ss
 
Figura 5-10 Trama 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑  de 𝑅𝑟  a 𝑆𝑑 , segundo salto 
En el segundo salto D1 es 𝑆𝑑 , D2 es 𝑅𝑟 , D3 es 𝑆𝑑  y D4 es 𝑆𝑠 
7. 𝑆𝑑  enviará ACK hacia 𝑅𝑟  y procesará la trama 
8. Si la estación 𝑆𝑠 pierde la comunicación con un retransmisor válido durante la transmisión 
de tramas, automáticamente se cancelará a ese retransmisor y se empezaría un nuevo 
proceso de solicitud de cooperación. 
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Figura 5-11 Ejemplo de funcionamiento de las tramas 𝑅𝑒𝑅𝐸𝑄𝑠, 𝑅𝑒𝑅𝐸𝑆𝑟  y 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑  
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Como aclaración, debemos indicar que cada estación buscará individualmente un retransmisor 
durante la transmisión de una trama, a través de los métodos que ya hemos comentado. Es decir, si una 
estación 𝑆𝑠 utiliza la estación 𝑅𝑟  como retransmisor para transmitir hacia la estación 𝑆𝑑 ; 𝑆𝑑  no tiene por 
qué realizar el camino inverso en sus transmisiones hacia 𝑆𝑠.  
Una de las principales novedades del protocolo propuesto es la utilización de tramas 4A durante la 
fase de cooperación. El método de cooperación no es estrictamente descodificar y transmitir, sino que 
realizaremos pequeñas variaciones en las cabeceras de las tramas. Esta característica nos permite 
disponer de las ventajas ofrecidas por del sistema WDS definidas en el estándar IEEE 802.11, sistema 
que actualmente no ha sido muy utilizado ni por los fabricantes de dispositivos ni en el ámbito 
académico, y que nosotros creemos que puede ser de gran utilidad en protocolos de cooperación o 
enrutamiento IEEE 802.11. Resolvemos el problema del intercambio de tramas triangular realizando un 
salto “limpio” de tramas de datos y control entre estación origen – retransmisor – estación destino. 
a) Protocolo propuesto
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Figura 5-12 Direcciones 1,2,3 y 4 de las cabeceras IEEE 802.11 en los diferentes protocolos de cooperación 
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Figura 5-13 Intercambio triangular vs WDS 
 Este sistema, también facilitaría la utilización del mecanismo RTS / CTS en los escenarios 
cooperativos. Al ocuparse cada estación únicamente de transmitir “su salto”, el mecanismo RTS / CTS no 
necesitaría modificaciones, y sería perfectamente válido el definido por el estándar. 
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5.3.5 Cancelación de retransmisor (ReCAN) 
Tal y como hemos indicado en el capítulo anterior, una vez recibida la trama 𝑅𝑒𝑅𝐸𝑆𝑟 , 𝑆𝑠 otroga a 𝑅𝑟  una 
validez de 5 segundos como retransmisor. Este comportamiento puede darnos buenos resultados en 
aquellos escenarios donde la calidad del canal 𝐶𝑠,𝑑  está claramente deteriorada ahorrándonos la 
inicialización continua de procesos de cooperación, pero no es totalmente óptimo en otros casos. Por 
ejemplo, si  experimentamos shadowing o fading,  problemas de cobertura causados por la movilidad 
rápida de los dispositivos, interferencias puntuales, etc.,  la calidad del canal 𝐶𝑠,𝑑  podría deteriorarse y 
restablecerse rápidamente, en un tiempo muy inferior a 5 segundos, y estaríamos provocando un mal 
uso del medio debido a retransmisiones innecesarias. 
Para solucionar este problema proponemos la utilización de una trama denominada 𝑅𝑒𝐶𝐴𝑁𝑟  (Relay 
Cancelation) generada por la estación 𝑆𝑑  por iniciativa propia tras verificar que la calidad del canal 𝐶𝑠,𝑑  
se ha restablecido. 𝑆𝑑  obtendrá este conocimiento monitorizando la SNR de las tramas 𝑅𝑒𝐷𝐴𝑇𝐴𝑟𝑑  
durante su primer salto. Básicamente, con esta trama, 𝑆𝑑  le informaría a 𝑆𝑠 de lo siguiente: “Ya oigo tus 
retransmisiones para mí en su  primer salto y con buena calidad, no uses el retransmisor 𝑅𝑟 , comunícate 
conmigo directamente”.  
Secuence 
Control
Frame 
Control
Duration / 
ID
MAC Ss MAC Sd Frame Body 
0 bytes
D1 D2 D3 D4
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Figura 5-14 Trama 𝑅𝑒𝐶𝐴𝑁𝑟  
En el esquema anterior, D1 indica el destino de la trama, D2 indica la estación que solicita la 
anulación de retransmisor, D3 a 00:00:00:00:00:00 indica de que se trata de una trama 𝑅𝑒𝐶𝐴𝑁𝑟 , y 
finalmente, D4 indica el retransmisor 𝑅𝑟  que debe ser cancelado. Por simplificación, la trama ReCAN y su 
funcionalidad no ha sido implementada en la implementación experimental de nuestro protocolo. 
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6 Implementación 
6.1 Introducción 
Para facilitar la implementación, hemos optado por trabajar en modo IBSS, utilizando dispositivos 
inalámbricos con chipset Atheros configurados en modo monitor, y empleando el software Click Router 
para la manipulación y gestión de tramas. Trabajando en modo monitor conseguimos que nuestro  
router click tenga acceso a las cabeceras Radiotap y IEEE 802.11 MAC accediendo así a algunos 
parámetros de la capa física sin necesidad de modificaciones en el firmware o el driver. El firmware de 
las tarjetas realizará las funciones básicas de reintentos y el mecanismo de acceso DCF, pero el resto del 
protocolo MAC estará gestionado en nuestro router click, podríamos decir que este realiza las funciones 
de “driver”. El driver de las tarjetas, al estar en modo monitor, realizará funciones mínimas, limitándose 
a entregar tramas completas hacia las capas superiores del sistema operativo (router click) y a enviar 
tramas completas hacia el firmware. Se han realizado modificaciones en el driver MadWifi que nos 
permitirán escoger los tiempos AIFS, CWmin, CWmax y TXOP trama a trama durante la transmisión, 
funcionalidad requerida por las tramas ReRES. Resumiendo, nuestro router click realizará las siguientes 
funciones:  
 Desencapsulación / encapsulación de la cabecera IEEE 802.11 
 Desencapsulación / encapsulación de la cabecera radiotap 
 Procesar las tramas de gestión ReREQ y ReRES 
 Procesar las tramas de datos ReDATA y DATA 
 Procesar las tramas estadísticas de transmisión 
 Configurar los tiempos AIFS, CWmin, CWmax y TXOP para cada trama 
 Configurar el número máximo de reintentos para cada trama 
 Entregar las tramas al driver ( que al estar en modo monitor tiene una funcionalidad 
mínima) 
 Entregar y recibir tramas desde las capas superiores del SO 
 Gestión del resto de variables que forman parte de nuestro protocolo 
6.2 Modificaciones al driver MadWifi 
Hemos realizado una serie de modificaciones a este driver con el objetivo de poder implementar la 
funcionalidad que la trama ReRES requiere, recordemos que esta trama debe luchar por el medio 
realizando periodos de contención diferenciados en función de la calidad de los canales 𝐶𝑠,𝑟  y 𝐶𝑟 ,𝑑  . 
Experimentalmente hemos encontrado que el chipset Atheros 5212 de nuestros dispositivos es 
capaz de soportar 8 THQs (capítulo 3.7), una de ellas parece estar reservada exclusivamente para la 
transmisión de tramas de referencia o “beacons”, así que disponemos de un total de 7 THQs, cada una 
de ellas se puede configurar con tiempos AIFS, CWmin, CWmax y TXOP diferentes (ver capítulos 3.7 y 
2.6). 
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Para disponer de estas 7 THQs implementaremos 3 nuevas categorías de acceso, complementando 
las 4 ya implementadas por el driver para soportar el estándar IEEE 802.11e. Estas categorías llamadas 
US_01, US_02 y US_03 (user 1, user 2 y user 3)  se han implementado realizando cambios en la 
definición de estructuras de algunos de los ficheros que forman parte del net80211 del driver MadWifi 
(ver capítulo 3.2), específicamente hemos modificado ../net80211/ieee802.11.h, ../net80211/ieeeproto.c  
y ../tools/wlanconfig.c. Finalmente, para que el hardware inicialice estas THQs hemos modificado la 
función ath_attach() del fichero ../ath/if_ath.c, esta función es la encargada de inicializar algunos 
parámetros del hardware Atheros cuando el driver se carga en el SO.  
Tras estos cambios, disponemos de 7 THQs con tiempos de contención configurables a través de las 
extensiones iwpriv. 
 
 
Figura 6-1 Comando iwpriv y lista de las THQs 
Los tiempos de contención por defecto para el modo EDCA definidos por el estándar IEEE 802.11-
2007 sección 7.3.2.29 son los siguientes: 
THQ CWmin CWmax AIFS 
AC_VO 3 7 2 
AC_VI 7 15 2 
AC_BE 15 1023 3 
AC_BK 15 1023 7 
Tabla 6-1 Tiempos de contención utilizados por el estándar IEEE 802.11-2007 
Los tiempos de contención utilizados en este proyecto se muestran en la siguiente tabla: 
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THQ CWmin CWmax AIFS 
1 (AC_BE) 1 5 0 
2 (AC_BK) 3 7 1 
3 (AC_VI) 7 15 2 
4 (AC_VO) 15 1023 3 
5 (US_01) 63 1023 4 
6 (US_02) 127 1023 4 
7 (US_03) 255 1023 4 
Tabla 6-2 Tiempos de contención configurados 
Los tiempos de contención y las AC definidos por el estándar no son respetados en nuestra 
implementación experimental. Hemos configurado las THQs con diferentes tiempos de contención que 
nos otorgaran diferentes prioridades de acceso al medio. En la tabla encontramos las THQs ordenadas 
de mayor a menor prioridad.  
Ahora necesitamos un mecanismo para que nuestro router click (ver siguiente capítulo) se 
comunique con el driver/firmware eligiendo que THQ utilizar trama a trama. Para implementar esta 
funcionalidad tenemos 2 opciones, la primera y la más elegante, consiste en definir un nuevo campo en 
la cabecera radiotap, donde se defina la THQ a utilizar, nuestro router click pondría un valor concreto en 
esta cabecera y el driver entregaría la trama a la THQ correcta. La segunda, más sencilla, es la que 
hemos implementado, consiste en utilizar la campo radiotap ya implementado de potencia de 
transmisión txpower para configurar nuestro valor de THQ, cuando la trama llega al driver se lee el valor 
de este campo y la trama se envía a la THQ solicitada, seguidamente, la potencia se configura al valor 
por defecto. Ninguna funcionalidad se pierde utilizando la segunda opción y nos ahorramos 
implementar una nueva cabecera radiotap en el driver y en Click Router. 
Para que el driver MadWifi pueda leer la THQ solicitada en el campo txpower, hemos realizado 
modificaciones en la función ath_tx_startraw() en el fichero ../ath/if_ath.c. Esta función es la encargada 
de transmitir la trama al firmware mediante llamadas a las funciones hal ath_hal_setuptxdesc() y 
ath_tx_txqaddbuf(), configurando los parámetros de: THQ, activación de RTS/CTS, duración del NAV, 
potencia de transmisión, antena, tamaño de la trama, tamaño de la cabecera, etc. 
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Click
Driver 
Madwifi
Router click indica 
en el campo txpower 
la THQ a utilizar
 Firmware - THQ
Radiotap
Bytes: - 24-30
CRC
4
IEEE 802.11 Frame Body
0 - 2312
THQ 1: AIFS[1] CWmin[1] CWmax[1]
THQ 2: AIFS[2] CWmin[2] CWmax[2]
THQ 3: AIFS[3] CWmin[3] CWmax[3]
 
Figura 6-2 Mecanismos para la elección de la THQ desde nuestro router click 
 
 
 
  
 
 
   49 
6.3 Implementación Click Router 
El siguiente esquema muestra la interconexión de los principales elementos que forman nuestro router 
click: 
Radiotap 
Decap
STA 
supervisor
Wi-Fi  
classifier
Wi-Fi 
Decap
ToHost
3A Frame
4A Frame Wi-Fi 4A 
Decap
Relay Response
Relay List
Relay Request ReREQ 
Receiver
4A Frame 
(retransmission)
ToHost
Wi-Fi 4A 
Encap
THQ 
Selector
Ethernet 
Classifier
Broadcast DATA
DATA
ARP ARP 
resolver
Prioritizer
Wi-Fi 
Encap
ToDevice 
(ath0)
FromDevice 
(ath0)
FromHost 
6.0.0.1/24
Transmitter
-verifier
Wi-Fi 
Encap
Wi-Fi 4A 
Encap
ReREQ
Radiotap 
Encap
Statistics 
Frame
Frame
Data interchange
 
Figura 6-3 Diagrama simplificado de elementos del router click 
A grandes rasgos, en el esquema anterior se pueden diferenciar dos grupos principales de 
elementos, en la parte superior se encuentran los elementos encargados de procesar las tramas 
recibidas por el dispositivo, y en la inferior, los que procesan las tramas que nos envía el SO.  
Una vez inicializado nuestro router click, el elemento FromHost 6.0.0.1/24 crea un nuevo driver 
TUN/TAP (network tap / network tunnel), este es un driver virtual de Linux totalmente soportado por 
software, a diferencia de los drivers convencionales que están respaldados sobre un hardware real. 
Todo el tráfico TCP/IP generado por las aplicaciones de usuario hacia la subred 6.0.0.0/24 será 
capturado por este driver virtual, y por consiguiente, procesado por nuestro router click.  
Ethernet Classifier clasifica las tramas que nos envía el SO según sean datos, datos de difusión o 
tramas del protocolo ARP (Adress Resolution Protocol), protocolo encargado de relacionar la dirección 
MAC con la dirección Ethernet. Por facilidad, en el elemento ARP resolver, hemos forzado una resolución 
estática del protocolo ARP, cada estación sabrá, sin necesidad de intercambiar tramas, qué dirección 
MAC está asociada a una determinada dirección Ethernet. Las tramas de difusión son encapsuladas con 
una cabecera 802.11 y una cabecera radiotap antes de ser enviadas al dispositivo para su transmisión 
por el elemento WiFi Encap. Finalmente, las tramas de datos normales son las que podrán generar un 
proceso de cooperación. Estas tramas son procesadas por el elemento Transmitter-verifier, elemento 
con 3 puertos de salida, 2 de entrada y acceso a la estructura de datos del elemento Relay List. 
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Transmitter-verifier tiene asignadas diferentes funcionalidades según se esté realizando una transmisión 
normal, una solicitud de cooperación o retransmisión de tramas hacia un retransmisor.  
 Transmisión normal: Las tramas de datos normales se envían al puerto de salida 2, donde 
son encapsuladas con una cabecera IEEE 802.11, y posteriormente, una cabecera radiotap 
con el campo retries igual a 4. El elemento mantiene una copia de la trama, y antes de 
procesar la siguiente trama es necesario que el puerto de entrada 2 reciba la trama 
estadística de transmisión (Statistics Frame) que verifique si la transmisión ha sido positiva. 
 Solicitud de cooperación ReREQ: Si la trama estadística de transmisión nos indica que la 
transmisión ha sido incorrecta, el elemento Transmitter-verifier iniciará una solicitud de 
cooperación mediante la formación de una trama ReREQ en su puerto de salida 1. Si se 
recibe una respuesta a la solicitud de cooperación ReRES, pasaremos a la fase de 
cooperación, recuperando la copia que habíamos guardado de la trama y transmitiéndola 
hacia el retransmisor, en caso contrario, y tras agotar el tiempo de espera, la trama se 
descarta. 
 Fase de cooperación ReDATA: Podemos saber si existe un retransmisor válido para el 
destino de la trama consultando la estructura de datos del elemento relay list. Si es así, 
enviaremos la trama al puerto de salida 3, encapsulándola formando la trama 4A ReDATA. 
Esta trama indicará las estaciones físicas involucradas en este primer salto y las estaciones 
lógicas que son el verdadero origen y destino de la trama. Tras la transmisión de ReDATA 
hacia el retransmisor también esperaremos la recepción de la trama estadística de 
transmisión en el puerto de estrada 2 que verifique si la transmisión ha sido positiva. 
El elemento FromDevice (ath0) procesa todas las tramas capturadas por nuestro dispositivo ath0, el 
elemento radiotap decap elimina la cabecera radiotap y escribe en los campos de anotación disponibles 
en cada trama Click las características contenidas en la cabecera radiotap, tales como RSSI, velocidad, 
antena, etc. Las tramas estadísticas de transmisión serán enviadas hacia el elemento Transmitter-
verifier, el resto de tramas se enviaran al STA supervisor, donde se gestionará lista de vecinos con la 
información del RSSI y el tiempo de la recepción de la trama. Finalmente, comprobando la cabecera IEEE 
802.11 MAC las tramas se clasifican en: 
 Trama 3A y Trama 4A (Destino final): Si somos el destino final de la trama, se eliminará la 
cabecera MAC y se enviará la trama Ethernet hacia las capas superiores del SO. 
 Respuesta a la solicitud de cooperación ReRES: Si somos el destinatario de esta trama, es 
porque algun retransmisor candidato ha respondido a una solicitud de cooperación ReREQ 
iniciada por nosotros (elemento transmitter-verifier). La trama será enviada al el elemento 
Relay List que actualizará la lista de retransmisores válidos con la información contenida en 
esta trama.  
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class Relay_Info { 
  public: 
    EtherAddress _selected_relay; 
    Timestamp  _last_received; 
    bool _mandatory; 
    u_int8_t _link_quality; 
 
    Relay_Info() {  
    } 
  }; 
 
typedef HashMap<String, Relay_Info> NeighborTable; 
typedef NeighborTable::const_iterator NIter; 
NeighborTable _neighbors; 
Código 6-1 Clase Relay_Info y hashtable _neighbors del elemento relay list, contiene la información de los retransmisores 
disponibles 
 Solicitud de cooperación ReREQ: Cuando recibimos esta trama es debido a que alguna de 
estación vecina ha iniciado una solicitud de cooperación. El elemento ReREQ Receiver 
comprobará la idoneidad de la estación para ejercer las funciones de retransmisor 
verificando la calidad de los canales 𝐶𝑠,𝑟  y 𝐶𝑟,𝑑  tal y como describimos en el capítulo 5.3.3. 
Para obtener la calidad de 𝐶𝑠,𝑟  consultaremos el campo radiotap RSSI contenido en la trama 
ReREQ, y por otro lado, para obtener la calidad de 𝐶𝑟 ,𝑑  consultaremos la RSSI de 𝑆𝑑  
indicada en la lista de vecinos gestionada por STA supervisor. Finalmente calcularemos el 
valor ℎ𝑟  que indicará nuestra calidad como retransmisores.  
Una vez hemos verificado que podemos ser retransmisores candidatos el elemento ReREQ 
Receiver creará una trama ReRES y el elemento THQ Selector utilizará el campo txpower de 
la cabecera radiotap para indicar la THQ a utilizar en transmisión (ver capítulo 6.2).  Como 
ya hemos indicado en el capítulo anterior, cada THQ está configurada para ejecutar 
tiempos de contención diferentes, y serán los mejores retransmisores (mejor ℎ𝑟 ) los que 
utilizaran las THQs de mayor prioridad. La siguiente tabla relaciona el valor de ℎ𝑟  y la THQ. 
THQ ℎ𝑟  
Pausa inicial 
(µs)*1 
CWmin CWmax AIFS 
1 70+ 0 1 5 0 
2 60+ 500 3 7 1 
3 50+ 1000 7 15 2 
4 40+ 1500 15 1023 3 
5 30+ 2000 63 1023 4 
6 20+ 2500 127 1023 4 
7 10+ 3000 255 1023 4 
Tabla 6-3 Tiempos de contención implementados  
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*1 Lamentablemente, en nuestra implementación nos vemos obligados a forzar una pausa 
inicial, ejecutada por el elemento THQ Selector, para garantizar que los mejores 
retransmisores consigan prioridad de acceso al medio. Esto es debido a que las tramas 
ReREQ y ReRES no son procesadas por el firmware, sino por nuestro software Click Router,  
sufriendo retardos aleatorios (de valor aproximado 200-400 µs) durante su paso por el 
hardware –> SO –> Click Router y viceversa, que pueden provocar que retransmisores de 
menor prioridad transmitan su trama ReRES con anterioridad.  
ReRESr
ReREQs
AIFSr CWr
AIFSr+1 CWr+1 AIFSr+1 CWr+1
CWDIFS
ACK
SIFS
1
2
3
1 2 3
Retardos aleatorios de 200-400 μs debidos a que las 
tramas RREQ y RRES no son procesadas por el firmware
sS
1rR
rR
ReDATArd
ReRESr+1
 
Figura 6-4 Retardos aleatorios e las tramas ReRES y ReREQ 
 Trama 4A (retransmisión): Si recibimos una trama 4A con destino físico nuestra estación 
(campo D1) y destino lógico una estación diferente (campo D3), es porque estamos 
realizando las funciones de retransmisor y  debemos retransmitir la trama hacia la dirección 
D3. El elemento Wi-Fi 4A encap modificará los valores de las cabeceras D1 y D2 de esta 
trama, indicando estación destino final y retransmisor respectivamente, posteriormente, la 
trama será retransmitida. 
Para realizar este segundo salto, el número de reintentos también se definirá a 4. 
 Otras tramas: Las tramas que formen parte de otra BSS, las tramas normales con destino 
hacia otra estación y las tramas no reconocidas son descartadas. 
Ya hemos explicado que la trama ReRES utiliza diferentes THQ, pero no hemos informado de que 
THQ se va a utilizar para la transmisión del resto de tramas, la siguiente tabla relaciona la THQ y el tipo 
de trama: 
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Trama THQ 
Reintentos 
configurados 
ReREQ 1 0 
ReRES 1-7 0 
DATA  4 4 
ReDATA primer salto 4 4 
ReDATA segundo salto 3 4 
Tabla 6-4 THQ y número de reintentos utilizados por las tramas 
Todas las tramas implementadas son del tipo datos, por lo tanto, deben ser transmitidas por una 
THQ que realice la contención de tiempos AIFS, CWmin, CWmax y TXOP. Como se puede observar en la 
tabla, otorgamos gran prioridad a las tramas ReREQ, porque realizan funciones de gestión, y priorizamos 
las tramas ReDATA en su segundo salto frente a las tramas ReDATA durante su primer salto, para 
minimizar la latencia de las retransmisiones. 
Por defecto, Click Router no soporta las tramas 4A. Una de las soluciones más sencillas para darles 
soporte consiste en modificar ../include/clicknet/wifi.h e introducir una nueva estructura para este tipo 
de tramas, que llamaremos click_wifi_4A. De este modo, los elementos que programemos podrán 
utilizar este tipo tramas definiendo el puntero de la trama como una estructura click_wifi_4A. 
struct click_wifi_4A { 
    uint8_t        i_fc[2]; 
    uint8_t        i_dur[2]; 
    uint8_t        i_addr1[WIFI_ADDR_LEN];  
    uint8_t        i_addr2[WIFI_ADDR_LEN];  
    uint8_t        i_addr3[WIFI_ADDR_LEN];  
    uint8_t        i_seq[2]; 
    uint8_t        i_addr4[WIFI_ADDR_LEN]; 
} CLICK_SIZE_PACKED_ATTRIBUTE; 
Código 6-2 Estructura click_wifi_4A 
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7 Pruebas experimentales 
7.1 Introducción 
Las pruebas experimentales se han realizado en el laboratorio de acceso del CTTC, con un testbed que 
dispone de 5 tarjetas inalámbricas 802.11 con chipset Atheros. La primera parte de estas pruebas 
consistirá en pruebas cableadas, donde las tarjetas se encapsularán en el interior de una caja metálica, 
simulando jaulas de faraday, que permiten aislar el dispositivo del entorno, las tarjetas se 
interconectaran entre sí mediante cable coaxial.  La segunda parte de las pruebas se realizará en un 
entorno inalámbrico, situando las estaciones en diferentes zonas de la segunda planta del edificio CTTC. 
7.2 Pruebas cableadas de Path Loss 
Para este experimento simularemos un escenario donde hay 3 estaciones, una estación origen (STA1), 
una estación destino (STA3) y un retransmisor (STA2). Se simulará el Path Loss entre estaciones 
mediante la utilización de atenuadores Agilent. Las conexiones de las tarjetas cableadas se realiza según 
muestra el siguiente esquema: 
 
Figura 7-1 Configuración cableada para simulación de Path Loss 
𝑃𝐿𝑆𝑇𝐴1−3 = 𝐴𝑡𝑒𝑛𝑢𝑎𝑑𝑜𝑟1 + 13 + 𝐴𝑡𝑒𝑛𝑢𝑎𝑑𝑜𝑟2   
𝑃𝐿𝑆𝑇𝐴1−2 = 𝐴𝑡𝑒𝑛𝑢𝑎𝑑𝑜𝑟1 + 3,3 + 3,3  
𝑃𝐿𝑆𝑇𝐴2−3 = 𝐴𝑡𝑒𝑛𝑢𝑎𝑑𝑜𝑟2 + 3,3 + 3,3  
𝑃𝐿𝑆𝑇𝐴1−3 ≅ 𝑃𝐿𝑆𝑇𝐴1−2 +  𝑃𝐿𝑆𝑇𝐴2−3    
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El splitter utilizado presenta a los 2,4 GHz un valor de aislamiento de 13 dB y unas pérdidas de 
inserción de 3,3 dB. Las pérdidas causadas por las conexiones y el cableado coaxial se desprecian. La 
característica de esta configuración cableada es que es equivalente al siguiente escenario inalámbrico: 
Path Loss STA1-2 Path Loss STA2-3
Path Loss STA1-3
STA 1 STA 2 STA 3
 
Figura 7-2 Escenario inalámbrico equivalente a la configuración cableada propuesta 
Donde las estaciones 1 y 3 son el transmisor y el receptor respectivamente, y la estación 2 realizará 
las funciones de retransmisor, el Path Loss entre cada una de las estaciones será configurable a través 
de los atenuadores Agilent. Realizaremos a continuación pruebas de tasa efectiva, utilizando el comando 
iperf, pruebas de pérdida de tramas utilizando el programa mgen, y para las pruebas de número de 
reintentos y SNR utilizaremos un elemento Click Router que capturará estos valores de la cabecera 
radiotap. La velocidad de transmisión será de 22 Mbps para todos los casos, y el auto-rate control 
algorithm está desactivado. 
 
Figura 7-3 Tasa efectiva 
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Figura 7-4 Número de reintentos 
 
Figura 7-5 PER 
 
Figura 7-6 SNR percibida por STA3 
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Figura 7-7 Retransmisor on/off 
En estas gráficas el eje x representa el valor total de Path Loss entre las STA1 y STA3, damos pasos 
de 1 dB en cada atenuador para cada realización, lo que representa pasos de 2 dB en el total de Path 
Loss. Cuando el Path Loss alcanza valores de 85-90 dB  se produce una notable degradación de la 
comunicación y todos los parámetros empeoran: se incrementa el número de reintentos, disminuye la 
tasa efectiva, aumenta la PER y disminuye la SNR en STA3. Al poner en funcionamiento la estación 2, 
esta va a recibir los ReREQ que la estación 1 transmite debido a las malas condiciones de la 
comunicación y empezará a realizar funciones de retransmisor. Gracias a la cooperación que realiza la 
estación 2, la comunicación puede restablecerse y todos los parámetros mejoran. 
Podemos observar como el rango de actuación del retransmisor es muy elevado, llegando a actuar 
hasta un 𝑃𝐿𝑆𝑇𝐴1−3 = 167 dB. Aunque no tenemos datos, adivinamos que otros protocolos de 
cooperación que realizan intercambio de tramas triangular, sólo llegarían a actuar en un rango 
𝑃𝐿𝑆𝑇𝐴1−3 = 80-95 dB, puesto es necesario transmitir ACK entre origen y destino. El buen 
funcionamiento frente al Path Loss, nos permite deducir que el protocolo posiblemente tendría un buen 
comportamiento frente a las degradaciones del canal producidas por el fading/shadowing, 
interferencias o movilidad. 
Durante la realización del experimento, verificamos que la implementación del protocolo 
proporciona una la alta fiabilidad en la detección de transmisiones erróneas (consideramos 
transmisiones erróneas aquellas en las que tras 4 reintentos el transmisor no recibe la trama de control 
ACK). El 100% de las transmisiones erróneas, independientemente del Path Loss configurado, son 
detectadas y generan solicitudes de cooperación (ReREQ). Este resultado era el esperado, pues nuestro 
protocolo toma como referencia al transmisor para la detección de transmisiones erróneas. 
A continuación detallaremos los retardos observados. Según el diseño de nuestro protocolo es 
necesario que diferenciemos entre dos tipos de retardos: 
 Retardo de la primera trama de datos que genera la solicitud de cooperación: Es la trama 
que el transmisor detecta que no se ha transmitido correctamente y la que inicia una 
solicitud de cooperación. Los retardos observados por esta trama son causados por: 
o Retransmisión de 4 tramas de datos  
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o Gestión de la trama estadística de transmisión y envío de la trama ReREQ 
o Recepción del ReREQ y envío de ReRES: Este valor es muy variable, depende del 
número de retransmisores disponibles, y de la pausa inicial que hemos 
implementado 
o Recepción del ReRES y envío de la trama de datos hacia el retransmisor 
o Recepción de la trama de datos y retransmisión de la trama de datos 
o Recepción de la trama de datos por el receptor 
El retardo total de esta primera trama varía de 1,8 ms – 4,8 ms (trama de datos de 30bytes)  
 Retardo en la fase de cooperación: Son las tramas que no inician cooperación porque el 
transmisor está utilizando un retransmisor válido indicado en su lista de retransmisores. 
Estas tramas son enviadas experimentando un retardo aproximado de 1,1 ms (trama de 
datos de 30 bytes) 
 
Figura 7-8 Valores del comando ping de las tramas en la fase de cooperación 
El comando ping, incluye los tiempos de ida y vuelta de una trama de 64 bytes. Obviamente los 
tiempos se incrementan si los datos son retransmitidos por el retransmisor, pero el incremento 
observado es el esperado, con un valor apenas algo mayor al doble del valor del tiempo ping 
cuantificado cuando no hay retransmisiones.  
Todos los resultados medidos se corresponden a nuestra implementación click router del protocolo 
MAC propuesto, una implementación en el firmware que gestionara correctamente las tramas de datos, 
los ReREQ y los ReRES (sin requerir pausas iniciales en el envío de ReRES) obtendría mejores resultados. 
 
0,00
0,50
1,00
1,50
2,00
2,50
3,00
3,50
71 75 79 83 87 91 95 99 103 107 111 115 119 123 127 131 135 139 143 147 151 155 159 163 167 171 175
Ti
e
m
p
o
s 
P
in
g 
(m
s)
 
Path loss STA1 - STA3 (dB)
No retransmisor
Retransmisor
 
 
   59 
7.3 Pruebas inalámbricas 
En las siguientes pruebas queremos verificar el comportamiento real de nuestra implementación en un 
entorno inalámbrico, para ello, hemos distribuido 5 dispositivos inalámbricos en la segunda planta del 
CTTC tal y como detalla la siguiente figura: 
STA5
STA2 STA3
STA4
STA1
 
Figura 7-9 Distribución de las estaciones, planta 2 del CTTC 
STA1 y STA5 serán las estaciones origen y destino, mientras que STA2, STA3 y STA4 realizarán 
funciones de retransmisor. El canal STA1 – STA5 sufre un Path Loss notable debido a la distancia, y las 
estaciones STA1 y STA5 perciben una SNR con un valor aproximado de 20 dB si se comunican 
directamente (señal muy débil). Hemos configurado las estaciones retransmisoras para percibir 
diferente valores de SNR con STA1 y STA5 (jugando con la directividad de sus antenas). La siguiente tabla 
muestra los valores SNR entre las diferentes estaciones:  
Estación SNR con STA1 SNR con STA5 hr 
STA1 - 20 - 
STA2 52 54 52.98 
STA3 37 41 38.90 
STA4 23 24 23.49 
STA5 19 - - 
 Tabla 7-1 SNR entre las diferentes estaciones 
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El experimento consistirá en la transmisión un archivo de video MPEG2 (2000Kbps aprox.) de alta 
calidad mediante el software videolan configurado para transmitir tramas UDP desde la estación STA1 a 
la STA5. Durante la realización del experimento empeoraremos las condiciones del canal mediante la 
desconexión de la antena de STA1, forzando el inicio del proceso de cooperación, y modificaremos la 
condiciones del escenario apagando las estaciones retransmisoras STA2 y STA3 durante la fase de 
cooperación. 
Video DATASTA1
STA2
STA3
STA4
STA5 Video DATA
Retransmisión
Retransmisión
Retransmisión
00:01:00
Apagamos STA2
00:00:30
Desconexión de 
la antena de STA1
00:01:30
Apagamos STA3
Tiempo  
Figura 7-10 Cronograma del experimento 
Los resultados del experimento son muy satisfactorios. Observamos el siguiente comportamiento: 
 0-30 segundos: STA1 y STA5 se comunican correctamente y no se requiere cooperación 
 30-60 segundos: A los 30 segundos desconectamos la antena de STA1 y provocamos la 
degradación instantánea de la calidad del canal STA1-STA5, teniendo lugar una solicitud de 
cooperación por parte de  STA1. Todos los posibles retransmisores responden a esta 
solicitud, pero es STA2 quien consigue prioridad al medio y puede transmitir su ReRES con 
mayor prioridad. Así, STA2 es seleccionado como retransmisor.  
Nota: Recordemos que para el transmisor STA1, el retransmisor STA2 tiene una validez de 5 
segundos, transcurrido este intervalo de tiempo, STA1 intentará la comunicación directa 
con STA5, y si no es posible, iniciará nuevos procesos de cooperación (ver capítulo 5.3.4) 
 60-90 segundos: Apagamos STA2, rompiendo bruscamente la ruta STA1-STA2-STA5, la 
estación STA1 será inmediatamente consciente de esta interrupción, tras detectar que 4 
reintentos de comunicación con STA2 han fallado. Inmediatamente, se inicia un proceso de 
solicitud de cooperación mediante el cual se selecciona a STA3 como el mejor retransmisor 
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 90-120 segundos: Apagamos STA3, rompiendo bruscamente la ruta STA1-STA3-STA5. 
Nuevamente STA1 se adapta rápidamente a este cambio y escoge a STA4 como 
retransmisor.  
Es importante resaltar que durante todo el desarrollo del experimento el número de tramas 
erróneas (PER), a nivel de red, permanece constantemente a  0, y no se observa ninguna degradación en 
la calidad del video que STA5 está reproduciendo. Por otro lado, los retransmisores son escogidos en el 
orden esperado, priorizándose aquellos con mejor calidad del canal entre transmisor y receptor. 
 
Figura 7-11 STA5 reproduciendo el vídeo 
 
 
   62 
 
Figura 7-12 Estaciones STA2 y STA3 
 
 
Figura 7-13 Estación STA1 
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7.4 Conclusiones 
Los resultados de los experimentos realizados han sido muy satisfactorios y corroboran los objetivos que 
propuestos durante el diseño y la implementación. Por un lado, la tasa efectiva cuando hay cooperación 
es apenas algo inferior a la mitad de la tasa efectiva cuando no hay retransmisor, esto es debido 
principalmente a nuestra propuesta de mantener una ruta fija (temporal) una vez se ha seleccionado un 
retransmisor, en lugar de iniciar procesos de cooperación trama  a trama. Respecto a la fiabilidad, 
conseguimos detectar la totalidad de transmisiones erróneas, gracias a que la cooperación es iniciada 
por el transmisor y a la utilización de la trama estadística de transmisión que el firmware auto-envía, 
nuestro router click es consciente, en todo momento, de los errores en transmisión, facilitando que  
para cada transmisión errónea siempre sea posible iniciar solicitudes de cooperación. Finalmente, con la 
implementación del sistema WDS obtenemos la funcionalidad deseada, el intercambio de tramas 4A 
entre emisor-retransmisor-receptor funciona perfectamente, y nos permite evitar el intercambio de 
tramas triangular, logrando un mayor rango de funcionamiento del retransmisor. 
Sin duda, la utilización del sistema WDS (tramas 4A) es la funcionalidad que consideramos más 
interesante de nuestro diseño/implementación. Creemos que este sistema puede resultar muy atractivo 
en futuras implementaciones de protocolos de cooperación o enrutamiento en entornos inalámbricos, 
ya que permite indicar las estaciones físicas y lógicas involucradas en cada salto de la trama.  
El principal aspecto negativo del protocolo propuesto radica en la carencia de una estimación 
instantánea del canal retransmisor-receptor. El canal emisor-retransmisor es estimado 
instantáneamente por los retransmisores candidatos al llegar la trama ReREQ, pero no sucede lo mismo 
con el canal retransmisor-receptor, para la estimación de este canal debemos recurrir a la creación de 
tramas de referencia “hola” y al mantenimiento de una tabla que gestione la SNR observada de nuestros 
vecinos.  
A continuación presentamos algunas ideas que nos han ido surgiendo durante la realización de este 
PFC y que podrían formar parte de proyectos futuros: 
7.4.1 Propuesta 1, Redes Mesh con enrutamiento en la capa 2 
Una propuesta interesante consistiría en implementar alguno de los protocolos para redes Mesh 
actuales, realizando el enrutamiento en la capa 2, frente al típico enrutamiento en la capa 3. La 
funcionalidad sería idéntica, pero las tablas de enrutamiento se gestionarían a nivel de la IEEE MAC 
(capa 2) utilizando direcciones MAC en lugar de direcciones Ethernet, y el intercambio de tramas se 
realizaría con tramas 4A. 
Esta idea no es totalmente nueva, en [35] implementan un enrutamiento centralizado para redes 
Mesh utilizando el sistema WDS. Se realizan modificaciones en el driver MadWifi para mejorar  el 
soporte básico de las tramas 4A, y se implementan las tablas de enrutamiento a nivel MAC. El sistema 
propuesto está orientado para realizar un enrutamiento centralizado con garantías de calidad de 
servicio. En el nuevo estándar IEEE 802.11s [36] también propone la utilización de WDS en las redes 
Mesh. 
Nuestra propuesta consistiría en experimentar con el enrutamiento en la capa 2, utilizando WDS, 
para un protocolo Mesh no centralizado, como por ejemplo el OLSR o el AODV. Experimentando si es 
posible obtener nuevas estrategias, o mejorar las existentes, ya que al radiar al medio las estaciones 
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físicas involucradas en cada salto de la trama y las estaciones lógicas que son el verdadero origen y 
destino, el resto de nodos pueden participar proactivamente y de una manera más sencilla, en el 
mantenimiento de la información de enrutamiento. 
Capa 1
Capa 2
Capa 3
Capa 1
Capa 2
Capa 3
D1 D2 D3
Tramas de 3 direcciones
Capa 1
Capa 2
Capa 3
Capa 1
Capa 2
Capa 3
Capa 1
Capa 2
D1 D2 D3
Tramas de 4 direcciones
D4
Capa 1
Capa 2
Capa 1
Capa 2
Capa 1
Capa 2
a) Enrutamiento en la capa 3 b) Enrutamiento en la capa 2, sistema WDS
 
Figura 7-14 Enrutamiento clásico vs enrutamiento en la capa 2 
7.4.2  Propuesta 2, incrementar la robustez de las redes Mesh 
Una de las principales desventajas de las redes Mesh es la falta de capacidad para adaptarse con rapidez 
a los fallos de comunicación, cuando algún enlace de una ruta se cae, es necesario restablecer la ruta 
mediante el inicio de mensajes de “flooding” o esperar la llegada de nuevos mensajes que actualicen las 
tablas de enrutamiento. 
Proponemos experimentar la implementación conjunta de un protocolo Mesh y un protocolo 
similar al expuesto en este PFC con el objetivo de verificar si es posible incrementar la robustez frente a 
los cambios rápidos en la calidad de los enlaces.  
O O O O
a) dos enlaces caídos
b) Mientras el protocolo Mesh actualiza las 
tablas de enrutamiento, el protocolo de 
cooperación mantiene  la comunicación
Protocolo Mesh Protocolo Mesh Protocolo Mesh Protocolo Mesh Protocolo Mesh Protocolo Mesh
Protocolo de 
cooperación
 
Figura 7-15 Protocolo de cooperación sobre redes Mesh 
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