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Abstract
Finite-horizon sequential decision problems
arise naturally in many machine learning con-
texts, including Bayesian optimization and
Bayesian quadrature. Computing the opti-
mal policy for such problems requires solv-
ing Bellman equations, which are generally
intractable. Most existing work resorts to
myopic approximations by limiting the de-
cision horizon to only a single time-step,
which can perform poorly at balancing explo-
ration and exploitation. We propose a gen-
eral framework for efficient, nonmyopic ap-
proximation of the optimal policy by draw-
ing a connection between the optimal adap-
tive policy and its non-adaptive counterpart.
Our proposal is to compute an optimal batch
of points, then select a single point from
within this batch to evaluate. We realize
this idea for both Bayesian optimization and
Bayesian quadrature and demonstrate that
our proposed method significantly outper-
forms common myopic alternatives on a va-
riety of tasks.
1 Introduction
Many problems can be framed as finite-horizon se-
quential decision making (sdm), wherein an agent pur-
sues a data-dependent goal by iteratively making de-
cisions and observing outcomes until a prespecified
budget has been expended. Of particular interest are
Bayesian optimization (bo) (Kushner, 1964; Močkus,
1975; Shahriari et al., 2016) and Bayesian quadrature
(bq) (Larkin, 1972; Diaconis, 1988; O’Hagan, 1991),
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where an agent iteratively queries an expensive-to-
evaluate function to locate its global optimum (bo)
or estimate an intractable integral of it (bq).
The optimal policy for sdm can be formulated as
dynamic programming (dp), which balances the in-
herent tradeoff between exploitation (immediately ad-
vancing the goal) and exploration (learning for the
future). However, this policy is often intractable
(Powell, 2010). Common approximation schemes in-
clude rollout, Monte Carlo tree search (Bertsekas,
2017; Powell, 2010), or simply artificially limiting the
horizon, known as a myopic approximation.
Notable examples of such myopic policies include most
popular policies for bo, including expected improve-
ment (ei), probability of improvement, and (predic-
tive) entropy search, and also for bq, including uncer-
tainty sampling (unct). These are all are one-step
optimal for maximizing particular utility functions in
expectation. Though liable to suffer from myopia
and over-exploitation, these policies remain popular
due to computational efficiency and reasonably good
empirical performance. Nonmyopic alternatives have
recently been applied to bo (González et al., 2016b;
Lam et al., 2016), but they tend to be very costly and
can only scale to moderate lookahead horizons (less
than ∼5).
We propose a novel efficient and nonmyopic approx-
imation framework for sdm. The idea is simple but
effective: we compute the optimal batch policy for a
given budget (that is, the optimal non-adaptive de-
cision), then select one point from the batch to query.
We intuitively demonstrate how this approximation re-
tains the property of trading off exploration and ex-
ploitation and provide mathematical justification for
its performance: our proposed policy maximizes a
tighter lower bound of the true expected utility than
one-step lookahead.
Our proposed approach is effectively a metapolicy that
can be applied to any sdm problem. Here we realize
this method specifically for bo and bq and apply it to
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real and synthetic benchmarks. We show our approach
significantly outperforms commonly used state-of-the-
art myopic policies, while being much more efficient
than previously proposed nonmyopic schemes.
2 A Framework for Nonmyopic
Sequential Decision Making
We will first illustrate the intuition behind our idea
and provide explicit mathematical motivation. We
will then realize our framework for two specific sdm
scenarios: bo and bq. Throughout the rest of this
work, we will make extensive use of Gaussian pro-
cesses (gps): a Gaussian process defines a probabil-
ity distribution over functions, where the joint dis-
tribution of the function’s value at finitely many lo-
cations is multivariate normal; for more details, see
(Rasmussen and Williams, 2006).
Intuition. Consider the bo example in Figure 1,
where we wish to maximize an objective function over
an interval, conditioned on initial observations at the
boundary. Suppose we are allowed to design two fur-
ther function evaluations. The myopic ei policy would
greedily pick the middle point first, then pick a point
bisecting the left half of the domain. The resulting
choices completely ignore the right half, where the
maximum happens to lie. In contrast, consider the
following alternative for designing the first observation.
We first construct the optimal batch of size two. These
points 1) can be determined relatively efficiently as re-
cursion is not required and 2) reflect a better approxi-
mation of the remainder of optimization than one-step
lookahead. We then pick any point from this batch,
and use ei to choose the final point given the result.
This policy results in well-balanced queries and better
performance. We can compare these decisions with
the optimal (but expensive) policy maximizing the full
lookahead expected utility (2-step-ei in Figure 1(d)):
our choices were nearly perfect.
2.1 Bellman Equation and the Optimal
Adaptive Policy
Consider a general sdm problem with a finite horizon,
T . Let the action space be A, state space be S, tran-
sition model be Pr(s′ | s, a), and the reward function
be R(s′ | s, a). Let Qk(a | s) be the expected reward
of taking action a at state s when there are k steps
remaining, assuming all later actions are optimal. We
assume no discounting for future reward, which is stan-
dard in bo and bq. We can write the well-known Bell-
man equation as follows:
Qk(a | s) = Es′ [R(s′ | s, a)] + Es′
[
max
a′
Qk−1(a
′ | s′)
]
,
(1)
where the expectation is taken with respect to Pr(s′ |
s, a). The optimal (expected-case) policy is
a∗ = argmax
a
QT−i(a | si), (2)
where si is the state at iteration i. The optimal pol-
icy is intractable for any moderately large horizon; in
general, the complexity is O (|A|T |S|T ), and in some
settings A and/or S is uncountable. Thus, we must
find some tractable approximation to proceed. A com-
mon solution is to simply limit the horizon to some
manageable value ℓ, e.g. ℓ = 1 or 2. This is called
ℓ-step lookahead, and is computationally efficient but
myopic in the sense that we severely limit our view of
the future. We do not consider future reward and can
thus make suboptimal tradeoffs between exploration
and exploitation.
2.2 Nonmyopic Approximation via a
One-Step Optimal Batch Policy
Suppose T actions A = {a1, . . . , aT } must be simulta-
neously decided from the initial state s. The expected
reward of the resulting data would be
Q(A | s) = ES [R(S | s, A)], (3)
where the expectation is taken over the joint distribu-
tion of states S = {s1, . . . , sT }, Pr(S | s, A). Rewrit-
ing (3) by decomposing A into ai and A−i where
A−i = A \ {ai}, we have
Q(A | s) = Esi [R(si | s, ai)] + Esi [Q(A−i | si)] (4)
where si is the state after taking action ai. Let A
∗ ∈
argmaxAQ(A | s) be an optimal batch of actions. For
any point a∗i ∈ A∗, it follows that
Es∗
i
[Q(A∗−i | s∗i )] ≡ max
A−i
Es∗
i
[Q(A−i | s∗i )], (5)
as otherwise it would be possible to construct a batch
with higher value than Q(A∗ | s). Therefore, given
that the expected reward of the entire batch can be
decomposed using (4), choosing any point a∗ ∈ A∗ is
equivalent to solving the following optimization:
a∗ ∈ argmax
a
(
Es′ [R(s
′ | s, a)]
+ max
A′:|A′|=T−1
Es′ [Q(A
′ | s′)]
)
. (6)
We can see a resemblance between (6) and the Bellman
equation (1), with two differences: 1) the expectation
and maximization are exchanged in the future reward
term and 2) the adaptive expected reward is replaced
by a non-adaptive counterpart. Because of these dif-
ferences, the objective in (6) is clearly a lower bound
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(a) initial state (b) ei iteration 1 (c) ei iteration 2
0.0
0.2
0.4
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(d) ei, 2-ei and 2-step-ei (e) 2-ei iteration 1 (f) 2-ei iteration 2
Figure 1: An illustration of our proposed nonmyopic method applied to bo. (a) A function in [−1, 1] drawn from a gp
where the two end points are known to be zero. (b) and (c) show two iterations of bo with the ei acquisition function. (d)
ei and 2-ei curves with their respective maximizers. (e) and (f) show two iterations of bo where the first point is chosen
from the two points maximizing 2-ei, and the second one is chosen by maximizing ei (conditioned on the observation in
iteration one).
of the true expected utility:
max
A′:|A′|=T−1
Es′ [Q(A
′ | s′)] ≤ Es′
[
max
A′:|A′|=T−1
Q(A′ | s′)
]
≤ Es′
[
max
a′
QT−1(a
′ | s′)
]
.
(7)
This relationship is illustrated in Figure 1(d). An
interesting open question is the tightness of this
bound, closely related to the so-called adaptivity gap
(Jiang et al., 2018; Krause and Guestrin, 2007). The
similarity between these formulations provides mathe-
matical justification for the use of (6) as an approxima-
tion of the optimal policy. Also note that (6) becomes
exact if the transition model Pr(s′ | s, a) ever becomes
stationary; i.e. if Pr(s′ | si, a) = Pr(s′ | sj , a) for any
a ∈ A and i ≥ j. This follows because in a stationary
setting there is no advantage to adaptation.
To summarize, we propose the following general frame-
work for nonmyopic approximation of the optimal so-
lution to finite-horizon sdm problems:
Note that while we do make use of a batch method,
it is only as a subroutine. The algorithm above is
for sequential decisions: in each iteration, we only ob-
serve the true state for a single action. Extending our
method to the batch setting is a line of future inquiry
we hope to pursue.
input : action space A; state space S; transition
model Pr(s′ | s, a); reward function
R(s′ | s, a); budget T
output :D, a sequence of actions and observations
for k ← 0 to T − 1 do
Compute the optimal batch A∗ of size T − k
Pick an action a∗ ∈ A∗ and observe state s∗
Augment D = D ∪ (a∗, s∗)
3 Nonmyopic Bayesian optimization
Consider a maximization problem: x∗ =
argmaxx∈X f(x); in this paper, we model f with
a gp (Shahriari et al., 2016). Suppose we have a
budget of T function evaluations. Once the budget
has been expended, we recommend the point with
the highest observed value as the maximizer of f . In
this setting, our goal is to sequentially select a set
X = {x1, x2, . . . , xT } of T points from X such that
max{yi} is maximized, where yi = f(xi).
To cast the problem into an sdm formulations as in
subsection 2.1, the state space would be any set of
observations D = {(xi, yi)}. For example, at iteration
k, the state is Dk = D0∪{(xi, yi)}ki=1, whereD0 is a set
of initial observations. The action space is X . Suppose
the initial best observed value is y0. We define the
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utility function as the improvement over y0:
u(X) =
(
max
xi∈X
f(xi)− y0
)
+, (8)
where a+ = max(a, 0). Defining the utility as improve-
ment allows us to write the expected utility in terms
of a Bellman equation with the exact same form as (1)
(derivation in the appendix):
EIk(x) = EI1(x) + Ey [maxx′EIk−1(x
′ | x, y)] , (9)
where EIk(x) is the expected improvement of k
adaptive decisions starting from x, and EIk−1(x
′ |
x, y) is an expectation taken over the posterior be-
lief of f after further conditioning on the observa-
tion (x, y) and replacing y0 by max(y0, y). Observe
that argmaxx EI1(x) exactly corresponds to the pop-
ular expected improvement (ei) policy (Močkus, 1975),
which is one-step optimal; EI2(x) is already analyti-
cally intractable as it requires an expensive numerical
integration (the integrand is g(y) = maxx′ EI1(x
′ |
x, y) and entails global optimization!).
To apply our proposed framework, we optimize the
batch ei objective, also known as q-ei, via the re-
cently developed reparameterization trick and Monte
Carlo approximation (Wang et al., 2016). Then we
pick a point from the optimal batch; how to pick
this point is discussed later. Our framework triv-
ially extends to other utility functions such as knowl-
edge gradient (Wu and Frazier, 2016), probability of
improvement (Kushner, 1964) and predictive entropy
(Shah and Ghahramani, 2015) by replacing q-ei appro-
priately.
4 Nonmyopic Bayesian quadrature
Consider a non-analytic integral of the form Z =∫
f(x)π(x) dx, where f(x) is a likelihood function and
π(x) is a prior. Such integrals frequently occur in
Bayesian inference, e.g. Bayesian model selection and
model averaging. Bayesian quadrature operates by
placing a gp on the integrand and then minimizing
the posterior variance of Z:
Var[Z | X ] = ∫∫ KX(x, x′)π(x)π(x′) dxdx′, (10)
where X = {x1, x2, . . . , xT } is a set of T points that
needs to be optimized, and KX(x, x
′) is the posterior
covariance after conditioning on observations at X . If
the gp hyperparameters are fixed, the optimal set of
observation locations X∗ = argminXVar[Z | X ] can
be precomputed, as the posterior covariance of a gp
does not depend on the observed values f(X); this
effectively eliminates the need for sequential decision
making in this setting.
However, in general the hyperparameters are not fixed
a priori, but instead are usually learned iteratively
in light of new observations. Furthermore, when
the integrand is known to be positive (e.g., a likeli-
hood function), it is often a good practice to place a
gp on some non-linear transformation of f , e.g.,
√
f
or log(f) (Osborne et al., 2012; Gunter et al., 2014;
Chai and Garnett, 2019). As a result, the posterior
gp must be approximated (e.g., by moment match-
ing), which causes the posterior covariance to depend
on the observed values. In these cases adaptive sam-
pling becomes critical.
Unfortunately, the adaptive version of Var[Z | X ] is
computationally expensive to evaluate. Gunter et al.
(2014) proposed the use of uncertainty sampling
(unct) (Lewis and Gale, 1994; Settles, 2010) as a sur-
rogate, i.e. sequentially evaluating the location with
the largest variance. This greedily minimizes the en-
tropy of the integrand, instead of the integral.
Formally, we use the differential entropy of the multi-
variate Gaussian f(X) as the utility function:
u(X) ≡ H(X) = 12 log
(|2πeK(X,X)|). (11)
Using the chain rule for differential entropy, this quan-
tity can be expressed in the same form as (1):
u(X) = H(xi) + Eyi [H(X−i|xi, yi)], (12)
where X \ {xi} = X−i. Note that argmaxxi H(xi)
corresponds to the sequential uncertainty sampling
policy. To apply our proposed framework for
bq, we must find argmaxX
1
2 log
(|2πeK(X,X)|),
which is the mode of a determinantal point process
(dpp) (Macchi, 1975; Borodin and Olshanski, 2000;
Kulesza and Taskar, 2012) defined over q = |X | points.
This can be done using gradient-based optimization.
Note that this formulation immediately applies to ac-
tive learning of gps, where uncertainty sampling is also
a common strategy.
Practical Considerations. Some practical issues
arise when applying this framework to real applica-
tions. First, given an optimal batch, how should one
go about selecting a point from this batch? We consid-
ered several options: selecting the point with the high-
est expected immediate reward or randomly selecting
a point, either proportional to their expected immedi-
ate reward or simply uniformly. Empirically, we found
that “best” and “proportional sampling” perform simi-
larly while “uniform sampling” is worse than the other
two methods. See section 6 for more details.
Second, given that our method is only an approxima-
tion to the optimal policy, it is not necessarily true
that setting q to the exact remaining budget is the
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best. In theory, if the model is perfect, then full looka-
head is optimal. However, in practice, the model is
always wrong and thus planning too far ahead could
hurt. Further, smaller values of q result in more com-
putational efficiency. We also study the choice of q in
section 6.
5 Related Work
General introductions to approximate dynamic pro-
gramming (dp) can be found in Bertsekas (2017);
Powell (2010). On the subject of nonmyopic bo,
Osborne et al. (2009) derived the optimal policy for
a minimization problem with loss min(y, η), where
η is the current minimum observation; they demon-
strate that it is possible to approximately com-
pute (with great effort) the two-step lookahead pol-
icy for low-dimensional functions and that it gen-
erally performs better than the one-step policy.
Ginsbourger and Le Riche (2010) also derived the op-
timal policy with improvement as the utility function
and gave an explicit example where two-step ei is bet-
ter than one-step ei in expectation with a desired de-
gree of statistical significance. González et al. (2016b)
proposed a nonmyopic approximation of the optimal
policy, known as glasses, by simulating future de-
cisions using a batch bo method (González et al.,
2016a). Jiang et al. (2017, 2018) proposed a nonmy-
opic policy for (batch) active search, which can be un-
derstood as a special case of bo of cumulative reward,
using a similar idea. Lam et al. (2016) proposed to
approximately solve the bo dynamic programming us-
ing rollout. Ling et al. (2016) proposed a branch-and-
bound near-optimal policy for gp planning assuming
that the reward function is Lipschitz continuous, and
applied it to bo and active learning.
Of these, glasses and rollout are most related to our
approach. glasses’s acquisition function shares al-
most the same form as (6), except the future batch
A′ is constructed heuristically: glasses sequentially
selects points for the future batch based off a “locally
penalized” approximation of ei instead of optimizing
the true q-ei objective. Thus, glasses optimizes a
looser lower bound of the true expected reward than
our method: using the same notation as in section 2:
Es′ [Q(A
′′ | s′)] ≤ max
A′:|A′|=T−1
Es′ [Q(A
′ | s′)], (13)
where A′′ is the batch attained by local penalization
method (González et al., 2016a).
Rollout is a classic approximate dp approach
(Bertsekas, 2017). Rolling out two-steps of ei using ei
as the heuristic policy is equivalent to the exact two-
step lookahead policy, up to quadrature error. Mathe-
matically, the rollout acquisition function can also be
written in a similar form as (6), except A′ is adap-
tively constructed depending on the sample value of
s′, instead of globally (irrespective of s′) constructed
or optimized as in glasses or our formulation. Both
rollout and glasses are very expensive to compute rel-
ative to our method and do not scale to large horizons.
While we are unaware of any existing work on nonmy-
opic bq, there has been some prior work done on non-
myopic active learning of gps. Krause and Guestrin
(2007) bound the performance difference between ac-
tive and non-active learning of gps. They also pro-
pose a nonmyopic method for active learning of gps
which separates the process into an exploration phase
and an exploitation phase. They consider different
acquisition functions for the exploration phase; no-
tably, the implicit exploration (ie) method is compara-
ble to the uncertainty sampling baseline in this work.
Hoang et al. (2014) develop a method for active learn-
ing of gps that does away with separate exploration
and exploitation phases and instead naturally trades
off between the two. Their proposed policy, ε-bal,
approximates the solution to the Bellman formulation
of the active gp learning problem using a truncated
sampling method. They analyze the theoretical per-
formance of their method and also develop a pruning-
based anytime version of their method.
The setting of our bq work (integration of non-
negative integrands) and active learning of gps ap-
pear related yet are fundamentally different. The cited
works focus exclusively on learning the hyperparame-
ters of the gp. In our setting, the use of a transfor-
mation to model non-negativity introduces adapativ-
ity beyond the gp hyperparameters: even if the true
gp hyperparameters are known a priori, the nonlinear
transformation causes the approximate gp posterior to
depend on the observed values.
6 Experiments
We designed our experiments to broadly test the per-
formance and computational cost of our proposed non-
myopoic method relative to similar myopic and non-
myopic alternatives. We also conducted a thorough
exploration of the design choices associated with our
method: the number of steps to look ahead and how
to select a point from the optimal batch. The primary
takeaways of our experimental results are that our
method outperforms both myopic and previously pro-
posed nonmyopic methods while running only slightly
slower than the myopic baselines and much faster than
the nonmyopic alternatives. These results hold for
both bo and bq, two radically different sdm problems.
Thus, we conclude that our method is robust in a va-
riety of settings.
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Table 1: Average gap over 100 repeats on synthetic functions.
Rand EI 2.EI.s 3.EI.s 4.EI.s 10.EI.s 12.EI.s 2.G 3.G 2.R.10 3.R.3
eggholder 0.498 0.613 0.633 0.657 0.694 0.704 0.738 0.583 0.563 0.569 0.518
shubert 0.355 0.408 0.441 0.507 0.484 0.455 0.479 0.302 0.254 0.271 0.297
bukin 0.600 0.849 0.855 0.859 0.865 0.850 0.829 0.829 0.811 0.772 0.762
shekel5 0.038 0.286 0.320 0.343 0.344 0.373 0.358 0.265 0.175 0.378 0.350
shekel7 0.045 0.268 0.313 0.325 0.370 0.358 0.412 0.256 0.174 0.376 0.361
Average 0.307 0.485 0.512 0.538 0.551 0.548 0.563 0.447 0.395 0.473 0.458
0.0 0.2 0.4 0.6 0.8 1.0
normalized iteration number
0.0
0.1
0.2
0.3
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Figure 2: Average gap over 5 synthetic functions and 7 real functions. (a) synthetic functions. (b) real functions. (c)
average gap vs. log time on synthetic functions.
Table 2: Average gap over 50 repeats on real functions.
EI 2.EI.s 3.EI.s 4.EI.s 6.EI.s 8.EI.s 2.G 3.G 2.R.10 3.R.3
svm 0.738 0.913 0.940 0.911 0.937 0.834 0.756 0.777 0.754 0.761
lda 0.956 1.000 0.996 0.993 0.982 0.995 0.996 0.986 0.994 0.993
LogReg 0.963 0.998 1.000 0.999 0.999 1.000 0.438 0.349 0.373 0.347
NN Boston 0.470 0.467 0.478 0.460 0.502 0.467 0.449 0.429 0.436 0.438
NN Cancer 0.665 0.627 0.654 0.686 0.700 0.686 0.856 0.884 0.847 0.808
Robot pushing 3d 0.928 0.960 0.962 0.957 0.962 0.961 0.916 0.932 0.869 0.910
Robot pushing 4d 0.730 0.726 0.695 0.695 0.736 0.697 0.905 0.865 0.846 0.870
Average 0.779 0.813 0.818 0.815 0.831 0.806 0.759 0.746 0.731 0.732
We use the following nomenclature to describe our pro-
posed nonmyopic methods. For bo our methods will
be denoted “q.ei.s” or “q.ei.b”, where q is the batch
size and “s” represents sampling from the batch while
“b” means choosing the “best”. For bq, we replace “ei”
with “dpp.” In addition to the myopic methods, ei
and unct, we also compare against rollout for both
tasks and glasses for bo. Each rollout method is
denoted as “q.r.n”, where q represents the number of
steps to rollout, and n is the number of y samples used
to estimate the expectations encountered in each step.
Each glasses method is denoted as “q.g” where q rep-
resents the size of the simulated batch. The glasses
and rollout acquisition functions are derivative-free so
we use direct (Jones, 2009) to optimize them, follow-
ing González et al. (2016b). For all nonmyopic meth-
ods, when the remaining budget r < q, we set q = r.
Thus the final decision is always made with one-step
lookahead.
For all experiments, we start with 2×d observations at
random locations and perform 20×d further iterations,
where d is the dimension of the function. Unless oth-
erwise noted, all results presented are aggregated over
100 repeats with different random initializations. For
all tabulated results, the best method is highlighted in
bold, and the entries not significantly worse than the
best (under a one-sided paired Wilcoxon signed rank
test with α = 0.05) are highlighted in blue italics.
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Table 3: Median fractional error values over 100 repeats on all bq functions.
UNCT 2.DPP.b 3.DPP.b 10.DPP.b 2.DPP.s 3.DPP.s 10.DPP.s 2.R.10 3.R.3
cont 0.045 0.052 0.055 0.059 0.039 0.037 0.029 0.036 0.045
corner 0.265 0.206 0.137 0.065 0.047 0.078 0.132 0.074 0.063
discont 0.523 0.511 0.488 0.446 0.572 0.610 0.590 0.537 0.577
Gauss 0.004 0.004 0.005 0.006 0.003 0.003 0.003 0.004 0.003
mm 0.254 0.207 0.203 0.207 0.221 0.161 0.177 0.110 0.086
prod 0.007 0.007 0.007 0.007 0.007 0.006 0.006 0.012 0.012
gp 0.231 0.082 0.057 0.077 0.069 0.073 0.116 0.283 0.248
dla 0.019 0.013 0.025 0.013 0.016 0.016 0.033 0.019 0.011
Average 0.068 0.056 0.055 0.041 0.037 0.043 0.055 0.049 0.051
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normalized iteration number
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Figure 3: Median fractional error over 100 repeats against iterations or time. (a) synthetic functions, (b) real functions,
(c) real functions. The figure for synthetic functions by time can be found in the appendix.
6.1 BO Results
We implemented our nonmyopic bo policy and all base-
lines using the recently released BoTorch package,1
where efficient ei and q-ei implementations are read-
ily available. We present experiments for two rollout
variants: “2.r.10” and “3.r.3.” As we will see, rolling
out with horizon two is already very expensive even
for just ten y samples. We also present experiments
for two glasses variants: “2.g” and “3.g”.
We use gps with a constant mean and a Matérn 5/2
ard kernel to model the objective function, the default
setting in BoTorch. We tune all hyperparameters af-
ter each observation by maximizing the marginal like-
lihood using l-bfgs-b. We maximize the q-ei acqui-
sition function also using l-bfgs-b. Detailed param-
eter settings can be found in our attached code. We
use the gap measure to evaluate the performance: gap
= (yi − y0) / (y∗ − y0), where yi’s are observed values
and y∗ is the optimal value (we convert all problems
to maximization problems by negating if necessary).
Synthetic functions. We perform experiments on
1https://github.com/pytorch/botorch.
five synthetic benchmark functions.2 These five func-
tions are selected by the following procedure: we first
run experiments on 31 functions with 30 repeats. Then
we select the ones where 1) ei ends up with average
gap < 0.9 and 2) the global optimum does not lie in
the exact center of the domain. We use criterion 1)
because we believe nonmyopic methods are more ad-
vantageous on challenging functions. By first identi-
fying these “hard” problems, we will see a much more
consistent pattern. We use criterion 2) because the
direct optimization procedure used in our implemen-
tations of rollout and glasses always starts evaluating
exactly at the center of the domain. Combined with
direct’s tie-breaking procedure, the performance of
these methods on benchmarks where the global opti-
mum just happens to be in the center is artificially in-
flated. This artifact was also pointed out in Lam et al.
(2016). Lastly, one might be concerned that gps are
not suitable for modeling such functions. To address
these concerns, we include a comparison against a ran-
dom baseline, “Rand”. The bo methods significantly
outperform “Rand”, which indicates that the gp model
provides useful guidance on the search. The full set of
results can be found in the appendix.
2https://www.sfu.ca/~ssurjano/optimization.html
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Table 1 shows the average gap at termination for q.ei.s
with q = 2, 3, 4, 10, 12 and baselines. Fig. 2 shows the
gap versus iterations (2(a)) and time (2(c)) averaged
over all functions (only a subset of policies are plot-
ted for clarity). We summarize the results as follows:
1) All q.ei.s variants perform significantly better than
ei on average, with 12.ei.s being the best and outper-
forming ei by a large margin. 2) Our method is much
faster than rollout and glasses (note the log scale
on the x-axis of Fig. 2(c)); small q values are only
slightly slower than ei, whereas rollout needs hours.
Using our method, we are able to look ahead 12 steps
in less time than it takes rollout to look ahead 2 steps.
3) The q.ei.s variants are consistently better than the
q.ei.b variants (presented in the appendix), but all
q.ei.b variants are still significantly better than ei. 4)
The performance of our method generally improves as
we increase q up to 12.
Real world functions. We also present re-
sults on hyperparameter tuning functions used
in Snoek et al. (2012); Wang and Jegelka (2017);
Malkomes and Garnett (2018). These functions are
only evaluated on a predefined grid. To accommodate
that, we compute all policies (except ei) using continu-
ous optimization, then pick the closest point from the
grid.
Table 2 shows the results averaged over 50 repeats. We
see similar patterns to that of the synthetic functions,
but the story here is slightly different: 1) Our meth-
ods are again significantly better than ei. 2) q.ei.s and
q.ei.b are not significantly different from each other
(Table 2 only contains results for q.ei.s; the full ta-
ble is in the appendix). 3) 6.ei.s performs the best
on average, but other q.ei.s variants are not signif-
icantly worse. 4) The performance of q.ei.s gener-
ally improves as q increases until q = 6. The differ-
ent observations on the real functions could be due
to the different nature of these functions, or the fact
that we first optimize in the continuous domain then
pick the closest point from the grid; further investiga-
tion is needed to have a deeper understanding. Note
that Malkomes and Garnett (2018) also observed sig-
nificantly different results on synthetic and real func-
tions in their unrelated bo experiments.
Despite these differences, one main pattern is consis-
tent: our method with all tested q’s outperforms ei
by a large margin on average; it is better on most in-
dividual functions, and almost never worse, than ei.
This improvement in performance is achieved without
sacrificing much efficiency.
6.2 BQ Results
For all bq experiments, we make use of the framework
of Chai and Garnett (2019): we place a gp prior on
the log of the integrands as they are all non-negative.
We use gps with a constant mean and a Matérn 3/2
ard kernel to model the integrands. We use l-bfgs-b
to both fit the gp and maximize the dpp likelihood.
We perform experiments on five standard benchmark
synthetic functions,3 a synthetic benchmark func-
tion of our own design and two real model likeli-
hood functions used in Chai et al. (2019). The ad-
ditional synthetic benchmark is of the form f(x) =∏d
i=1
sin(xi)+cos(3xi))
2/2
x
2
i/4+0.3
; this function was included be-
cause of its multi-modal (mm) nature. We evaluate
the performance of all methods using their fractional
error: |Z − Zˆ|/Z where Zˆ is the estimate of the inte-
gral’s value.
Table 3 shows the median fractional error at termi-
nation for all bq experiments while Figure 3 shows
the convergence of the fractional error as a function of
both iterations and time (in log scale). The qualita-
tive trend of these results are similar in nature to the
bo results in subsection 6.1: 1) All nonmyopic meth-
ods outperform unct on average. 2) Our proposed
nonmyopic methods are competitive with, if not bet-
ter than, rollout while running orders of magnitude
faster 3) In general, q.dpp.s variants tend to outper-
form q.dpp.b variants. 4) Increasing the batch size
q slows the computation down but does not seem to
improve the performance, in contrast with what was
observed in the bo benchmarks.
The primary conclusion here is the same as that of bo:
our nonmyopic method significantly and consistently
outperforms the myopic unct while only slightly in-
creasing the computational cost.
We did not compare against a bq-equivalent
of glasses because no such method exists.
Wagstaff et al. (2018) make use of the local pe-
nalization heuristic of glasses for the purposes of
batch bq. However, the main issue with a sequential
bq-equivalent of glasses is computational cost.
For bo the expected utility of the simulated batch
can be efficiently computed using qmc. Computing
the expected utility in (11) using qmc requires a
computationally expensive inference procedure for
each qmc sample. We developed a version of glasses
for sequential bq, based off of Wagstaff et al. (2018)’s
implementation: using only a single qmc sample
per utility evaluation, our implementation with 3
lookahead steps took over 12 hours for 40 iterations
on the “discont” benchmark and did not outperform
3https://www.sfu.ca/~ssurjano/integration.html
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our proposed method.
7 Conclusion and Future Work
In this paper, we proposed an efficient and nonmy-
opic approximation framework for finite-horizon se-
quential decision making: compute an optimal batch,
then pick a point from the batch. We gave an intu-
itive understanding and mathematical justification for
why this should be a good approximation. We applied
our method to Bayesian optimization and quadrature
and empirically demonstrated that it significantly out-
performs commonly used myopic policies, while being
much more efficient than the classic rollout approach
for approximate dynamic programming.
As is common in approximate dynamic programming,
it is not clear how to select the look ahead parameter
q. How to pick a point from the batch could also be
studied further. In practice we recommend small q,
much less than the length of the full lookahead hori-
zon, and sampling from the batch with probabilities
proportional to the one-step lookahead utility values.
Another interesting theoretical question arose in our
formulation: can we bound the adaptivity gap for a
general sequential decision making problem?
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A Full-Lookahead Expected
Improvement as Bellman Equation
The Bayesian optimal policy selects a point maximiz-
ing the expected utility:
x∗ = argmax
x
E[u(X) | x], (14)
where the expectation is taken w.r.t. to the posterior
belief of f conditioned on all observations so far.
When T = 1, i.e., there is only one evaluation left, the
optimal policy degenerates to the simplest case known
as expected improvement (EI):
x∗ = argmax
x
EI1(x) ≡ E[(f(x) − y0)+]. (15)
We have added a subscript 1 to EI, i.e., EI1, to explic-
itly indicate the case of T = 1. We will similarly use
EIk(x) to denote the expected improvement of k se-
quential evaluations starting from x, and EIk(x
′ | x, y)
to indicate that the expectation is taken over the pos-
terior belief after further conditioning on observation
(x, y) and y0 being replaced by max(y0, y).
Now consider T = 2. Starting from location x, the
improvement of the next two evaluations depends on
three random variables: y ≡ f(x), the next evaluation
location x′, and its value y′ ≡ f(x′); computing the
expected utility of starting from x requires integrating
all three variables out:
EI2(x) =
∫
y,x′,y′
(max{y1, y2} − y0)+ p(y | x)
p(x′ | x, y)p(y′ | x′, y, x)dydx′dy′.
(16)
Given (max{y, y′} − y0)+ = (y − y0)+ +
(y′ −max(y0, y))+ (Ginsbourger et al., 2010), we
have
EI2(x) =
∫
y
(y − y0)+dy
+
∫
y
∫
x′
∫
y′
(y′ −max(y0, y))+ p(y′ | x′, y, x)dy′
p(x′ | x, y)dx′p(y | x)dy
= EI1(x)
+
∫
y
∫
x′
EI1(x
′ | x, y)p(x′ | x, y)dx′p(y | x)dy
(17)
By Bellman’s principle of optimality, we have
p(x′ | x, y) = δ(x′ − argmaxx∗ EI1(x∗ | x, y)). (18)
Therefore,∫
x′
EI1(x
′ | x, y)p(x′ | x, y)dx′ = max
x′
EI1(x
′ | x, y),
(19)
and hence
EI2(x) = EI1(x) + E[max
x′
EI1(x
′ | x, y)]. (20)
In general, we have the following Bellman equation for
k-step expected utility
EIk(x) = EI1(x) + E[max
x′
EIk−1(x
′ | x, y)]. (21)
B Additional Bayesian Optimization
Results
In the main paper, we presented bo results for five
synthetic functions. These five functions are selected
from the 31 functions shown in Table 4, with gap of
ei less than 0.9, and further removing all functions
with optima lying in the center of the domain. We
only run up to 10.ei for all functions, so 12.ei.s and
15.ei.s are not shown. We argue that by identifying
this set of “hard” functions, we are able to consistently
see the advantage of nonmyopic bo methods. In Table
4, we can see all variants of our method perform better
than ei, but other interesting patterns are weak to
nonexistent, possibly because they are averaged out
by the “easy” functions.
Table 5 shows the results averaged over 100 repeats
for both “sampling” and “best” variants of our method
on nine synthetic functions, including the five in the
main text and the additional four “hard” functions for
which the optima lie in the center. We can see the
“sampling” variants are consistently better than the
“best” variants. Due to this clear pattern, we did not
run 12.ei.b and 15.ei.b.
Table 6 shows the average results of 50 repeats of ei
and q.ei variants. As mentioned in the main text, we
do not see “sampling” being consistently better than
“best” or the other way around.
C Additional Bayesian Quadrature
Results
Figure 4 shows the median fractional error of 100 re-
peats averaged over all tested synthetic functions.
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Table 4: Average gap of 30 repeats on all 31 synthetic functions.
EI 2.EI.b 2.EI.s 3.EI.b 3.EI.s 4.EI.b 4.EI.s 5.EI.b 5.EI.s 10.EI.b 10.EI.s
branin 1.000 1.000 0.999 1.000 0.999 1.000 1.000 1.000 1.000 1.000 0.999
rosenbrock2 0.989 0.978 0.985 0.990 0.981 0.971 0.979 0.969 0.996 0.981 0.973
rosenbrock4 0.989 0.989 0.988 0.990 0.990 0.991 0.990 0.992 0.988 0.991 0.989
rosenbrock6 0.989 0.989 0.990 0.992 0.990 0.990 0.990 0.991 0.990 0.991 0.985
hartmann3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 1.000
hartmann6 0.957 0.966 0.964 0.970 0.965 0.974 0.970 0.976 0.974 0.978 0.971
eggholder 0.605 0.606 0.589 0.603 0.612 0.649 0.638 0.554 0.620 0.600 0.651
dropwave 0.455 0.489 0.524 0.475 0.599 0.538 0.550 0.435 0.613 0.448 0.651
beale 0.920 0.903 0.910 0.935 0.915 0.927 0.874 0.901 0.902 0.912 0.900
shubert 0.323 0.299 0.440 0.387 0.551 0.382 0.500 0.464 0.371 0.285 0.458
sixhumpcamel6 0.996 0.994 0.992 0.994 0.991 0.997 0.990 0.995 0.988 0.990 0.992
holder 0.936 0.873 0.913 0.941 0.930 0.965 0.949 0.950 0.948 0.883 0.936
threehumpcamel 0.988 0.981 0.978 0.970 0.978 0.981 0.949 0.975 0.931 0.971 0.930
rastrigin2 0.917 0.903 0.882 0.884 0.891 0.899 0.884 0.877 0.910 0.847 0.836
rastrigin4 0.806 0.759 0.773 0.830 0.838 0.834 0.815 0.769 0.800 0.766 0.775
ackley2 0.850 0.772 0.838 0.802 0.918 0.832 0.869 0.774 0.783 0.811 0.896
ackley5 0.528 0.557 0.555 0.579 0.562 0.602 0.594 0.604 0.620 0.671 0.621
levy2 0.925 0.949 0.927 0.933 0.915 0.960 0.961 0.958 0.913 0.963 0.929
levy3 0.960 0.948 0.962 0.954 0.962 0.951 0.961 0.960 0.968 0.969 0.951
levy4 0.968 0.959 0.970 0.970 0.974 0.962 0.950 0.976 0.976 0.970 0.972
griewank2 0.960 0.963 0.952 0.958 0.966 0.954 0.955 0.962 0.958 0.961 0.960
griewank5 0.981 0.984 0.983 0.985 0.984 0.985 0.983 0.986 0.984 0.985 0.983
stybtang2 0.999 0.970 0.999 1.000 0.999 0.999 0.999 0.999 0.992 1.000 0.999
stybtang4 0.937 0.911 0.897 0.916 0.884 0.915 0.901 0.900 0.908 0.893 0.883
powell4 0.976 0.965 0.973 0.975 0.972 0.977 0.965 0.978 0.971 0.966 0.957
dixonprice2 0.988 0.985 0.990 0.989 0.963 0.967 0.953 0.959 0.945 0.982 0.953
dixonprice4 0.987 0.986 0.985 0.958 0.981 0.982 0.986 0.982 0.985 0.987 0.971
bukin 0.822 0.864 0.865 0.844 0.860 0.851 0.861 0.852 0.850 0.885 0.826
shekel5 0.273 0.383 0.400 0.414 0.413 0.402 0.405 0.425 0.366 0.401 0.439
shekel7 0.280 0.414 0.330 0.397 0.341 0.380 0.369 0.378 0.406 0.445 0.387
michal2 0.990 0.999 0.983 0.977 1.000 1.000 0.982 0.967 0.984 1.000 0.961
Average 0.842 0.844 0.850 0.853 0.861 0.859 0.856 0.850 0.853 0.851 0.858
Table 5: Average gap of 100 repeats on all the 9 “hard” synthetic functions for both “sample” and “best” q.ei variants.
EI 2.EI.b 2.EI.s 3.EI.b 3.EI.s 4.EI.b 4.EI.s 10.EI.b 10.EI.s 12.EI.s 15.EI.s
eggholder 0.613 0.614 0.633 0.604 0.657 0.646 0.694 0.622 0.704 0.738 0.694
dropwave 0.439 0.507 0.531 0.473 0.552 0.467 0.514 0.397 0.591 0.595 0.585
shubert 0.408 0.366 0.441 0.394 0.507 0.388 0.484 0.305 0.455 0.479 0.465
rastrigin4 0.801 0.769 0.775 0.817 0.821 0.840 0.805 0.797 0.804 0.793 0.799
ackley2 0.821 0.825 0.823 0.819 0.869 0.812 0.872 0.801 0.892 0.885 0.888
ackley5 0.509 0.544 0.509 0.601 0.550 0.596 0.592 0.636 0.606 0.627 0.626
bukin 0.849 0.856 0.855 0.872 0.859 0.864 0.865 0.878 0.850 0.829 0.853
shekel5 0.286 0.311 0.320 0.330 0.343 0.342 0.344 0.374 0.373 0.358 0.395
shekel7 0.268 0.346 0.313 0.349 0.325 0.352 0.370 0.399 0.358 0.412 0.386
Average 0.555 0.571 0.578 0.584 0.609 0.590 0.616 0.579 0.626 0.635 0.632
Table 6: Average gap of 50 repeats on real functions for all q.ei variants.
EI 2.EI.b 2.EI.s 3.EI.b 3.EI.s 4.EI.b 4.EI.s 6.EI.b 6.EI.s 8.EI.b 8.EI.s
svm 0.738 0.926 0.913 0.930 0.940 0.914 0.911 0.892 0.937 0.929 0.834
lda 0.956 1.000 1.000 0.998 0.996 0.996 0.993 0.999 0.982 0.995 0.995
LogReg 0.963 1.000 0.998 0.999 1.000 0.999 0.999 1.000 0.999 1.000 1.000
NN Boston 0.470 0.491 0.467 0.490 0.478 0.495 0.460 0.460 0.502 0.455 0.467
NN Cancer 0.665 0.652 0.627 0.625 0.654 0.640 0.686 0.625 0.700 0.609 0.686
Robot3d 0.928 0.959 0.960 0.944 0.962 0.956 0.957 0.960 0.962 0.967 0.961
Robot4d 0.730 0.725 0.726 0.720 0.695 0.764 0.695 0.760 0.736 0.732 0.697
Average 0.779 0.821 0.813 0.815 0.818 0.823 0.815 0.813 0.831 0.812 0.806
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Figure 4: Median fractional error over 100 repeats for all
synthetic functions by time.
