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UNCERTAINTY PRINCIPLE, MINIMAL ESCAPE VELOCITIES AND
OBSERVABILITY INEQUALITIES FOR SCHRO¨DINGER EQUATIONS
SHANLIN HUANG, AVY SOFFER
Abstract. We develop a new abstract derivation of the observability inequalities at two
points in time for Schro¨dinger type equations. Our approach consists of two steps. In the
first step we prove a Nazarov type uncertainty principle associated with a non-negative
self-adjoint operator H on L2(Rn). In the second step we use results on asymptotic be-
havior of e−itH , in particular, minimal velocity estimates introduced by Sigal and Soffer.
Such observability inequalities are closely related to unique continuation problems as
well as controllability for the Schro¨dinger equation.
1. Introduction
In a recent paper by Wang, Wang and Zhang [26], they established a new type of
observability inequality at two points in time for the free Schro¨dinger equation. More
precisely, let u(x, t) satisfyi∂tu + ∆u = 0, (x, t) ∈ R
n × (0,∞),
u(0, x) = u0 ∈ L2(Rn).
(1.1)
Then given any r1, r2 > 0, and t1 > t2 ≥ 0, there exists a positive constant C depending
only on n such that∫
Rn
|u0|2 dx ≤ CeC
r1r2
t2−t1
(∫
|x|≥r1
|u(x, t1)|2 dx +
∫
|x|≥r2
|u(x, t2)|2 dx
)
, u0 ∈ L2(Rn). (1.2)
The proof in [26] is based on the fact that in the free case, one has the identity
(2it)
n
2 e−i|x|
2/4tu(x, t) = ̂e−i|·|2/4tu0(x/2t), for all t > 0, (1.3)
where ·̂ denotes the Fourier transform. After applying (1.3) with a scaling argument, it’s
easy to see that the estimate (1.2) is equivalent to the following Nazarov’s uncertainty
principle built up in [15]:∫
Rn
| f (x)|2 dx ≤ CeCr1r2(
∫
|x|≥r1
| f (x)|2 dx +
∫
|ξ|≥r2
| fˆ (ξ)|2 dξ), f ∈ L2(Rn). (1.4)
A natural question is whether such kind of observability inequalities still hold for
more general Hamiltonian. We mention that the approach in [26] is restricted to the free
Laplacian, since the argument there is essentially relying on the formula (1.3), which
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in turn follows from the fundamental solution of eit∆. For general H, no such explicit
solutions are available, thus one needs to proceed differently.
The motivation of this paper is to develop an abstract approach to obtain observability
inequalities at two points in time for e−itH under some general assumptions on H. Then
we apply it to special cases including Schro¨dinger equation with potentials and fractional
Schro¨dinger equations.
We first point out that (1.2) may fail if H has eigenvalues. Indeed if Hφ = λφ, for
some λ ∈ R and φ ∈ L2. Then u(x, t) = e−iλtφ(x) is a solution of the following Cauchy
problem
i∂tu = Hu, u(0, x) = u0(x) ∈ L2(Rn).
After choosing r1 = r2 =
√
t2 − t1 in (1.2), we find that the RHS of (1.2) is equal to
C
∫
|x|≥ √t2−t1 |φ|
2 dx with some fixed constant C, which goes to zero as t2− t1 → ∞. Hence
estimate (1.2) can’t hold for such φ. Therefore, we only expect (1.2) to hold for vectors
lying in the continuous subspace of H.
We proceed to illustrate the key idea and main tools used in our approach. To simplify
matters, we change the uncertainty principle (1.4) into a form concerning two projection
operators on L2, i.e., for any r > 0
‖ f ‖2 ≤ C
(
‖χ(|x| ≥ r) f ‖2 + ‖χ(H ≥ r−2) f ‖2
)
, f ∈ L2(Rn). (1.5)
where H = −∆ and C is a constant depending only on the dimension. We mention that
inequality (1.5) indicates that if the initial data is localized in a ball, then its ”energy”
must have a positive lower bound. Actually, it’s easy to see (1.5) is equivalent to the
following
‖χ(|x| ≤ r) f ‖ ≤ C‖χ(H ≥ r−2) f ‖, for any r > 0.
Having established this type of uncertainty principle for H, we can use propagation
estimates, in particular minimal velocity estimates to further study the asymptotic be-
havior of e−itH f . To provide intuition in understanding of this method, let us consider the
simple case H = −∆, and assume f is a Schwartz function such that f ∈ Ranχ(H ≥ δ)
with some δ > 0, hence fˆ is smooth and supp fˆ ⊂ {ξ ∈ Rn, |ξ| ≥
√
δ}. Then a integration
by parts argument yields∫
|x|
t
<
√
δ
|e−itH f |2 dx = O(t−m), as t → ∞
for any m > 0. In this sense, the evolution e−itH f is said to have a minimal velocity
vmin =
√
δ > 0. Roughly speaking, the goal of minimal velocity estimates is to obtain
similar results for general Hamiltonian via an abstract way. And it’s based on choosing
observable (self-adjoint operator) A so that the commutator i[H, A] is positive definite,
see section 2.2 for further discussion. Such estimates are crucial in our proof, since it
provides quantitative information about the rate with which the wave e−itH f moves out
to spacial infinity. As a comparison, we recall that the RAGE theorem (see e.g. [19] )
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indicates that for certain Schro¨dinger operators H = −∆+V , e−itH f is escaping any fixed
ball in a mean ergodic sense:
lim
T→∞
1
T
∫ T
0
dt
∫
|x|≤R
|e−itH f |2 dx = 0.
We mention that minimal velocity estimates were first appeared in the work of Sigal
and Soffer [21], which turned out to be very useful in scattering theory and theory of
resonances, we refer to [24, 22, 25, 12] and references therein for further extensions and
applications. One of the novelties in our paper is that we establish the close relationship
between observability inequalities and minimal velocity estimates for Schro¨dinger type
equations.
Now we turn to some applications. As is pointed out in [26], estimate (1.2) can be used
to derive controllability for Schro¨dinger equations. It is also closely related to quanti-
tative unique continuation problems for Schro¨dinger equations. In Sect. 4, we shall
use observability inequalities built up in this paper to obtain results concerning unique
continuation properties of Schro¨dinger equations with potentials as well as fractional
Schro¨dinger equations. Such kind of results for certain linear and nonlinear Schro¨dinger
equations were considered by Ionescu and Kenig [13] based on the use of Carleman esti-
mates. For the uncertainty principle and unique continuation inequalities for Schro¨dinger
equations, we would like to refer a series of paper by Escauriaza, et al. [5, 6, 7, 8] and
references therein.
The rest of the paper is organized as follows. Section 2 is divided into two subsections,
where we discuss the related uncertainty principle and minimal velocity estimates. In
Sect. 3.1, the observability inequalities are proved based on tools established in Sect.
2. Furthermore we show in Sect. 3.2 that the observability inequalities may not hold by
observing the solution at two different points in time, one time in a ball, while the other
outside a ball. Section 4 is devoted to applications to unique continuation property as
well as controllability for the Schro¨dinger equation.
2. Main tools
2.1. Uncertainty principle. In this subsection, we first present an abstract version of
the Nazarov type uncertainty principle for a non-negative self-adjoint operator H on
L2(Rn), assuming some L2 − L∞ decay estimates of the corresponding heat semigroup
e−tH . Then in the case of Schro¨dinger operator H = −∆ + V , as well as the fractional
Laplacian ((−∆) s2 , s > 0), we shall obtain more quantitative results for n ≥ 3, which will
be used in Sect. 3.
Lemma 2.1. Let H be a non-negative self-adjoint operator on L2(Rn), n ≥ 1. Assume
that there is some γ > 0 such that
‖e−tH‖L2→L∞ ≤ Ct−γ. (2.1)
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Then for any R > 0, there is a constant δR > 0, such that for all f ∈ L2(Rn)
‖ f ‖2 ≤ C
(
‖χ(|x| ≥ R) f ‖2 + ‖χ(H ≥ δR) f ‖2
)
. (2.2)
Proof. We first point out that 2.2 is equivalent to proving that there is some C > 0 such
that for any R > 0,
‖χ(|x| ≤ R) f ‖2 ≤ C‖χ(H ≥ δR)χ(|x| ≤ R) f ‖2, f ∈ L2, (2.3)
which in turn is equivalent to prove that for any R > 0, there exists a constant δR > 0,
‖χ(|x| ≤ R)χ(H ≤ δR)‖L2→L2 < 1. (2.4)
In order to prove (2.4), we note that it follows from (2.1) and Laplace transform
‖(H + ǫ0)−α‖L2→L∞ ≤
1
Γ(α)
∫ ∞
0
‖e−tH‖L2→L∞e−tǫ0 tα−1 dt
≤ 1
Γ(α)
∫ ∞
0
e−tǫ0 tα−1−γ dt
≤Cǫγ−α
0
,
provided α > γ. Hence if we denote by K(x, y) the kernel of the operator χ(|x| ≤ R)(H +
ǫ0)
−α, we deduce that∫
|K(x, y)|2 dxdy ≤
∫
Rn
χ(|x| ≤ R) dx
∫
Rn
|(H + ǫ0)−α(x, y)|2 dy
≤CRnǫ2(γ−α)
0
,
which implies that χ(|x| ≤ R)(H + ǫ0)−α is a Hilbert-Schmitd operator and furthermore
‖χ(|x| ≤ R)(H + ǫ0)−α‖L2→L2 ≤ CR
n
2 ǫ
γ−α
0
. (2.5)
Therefore for any R > 0, we can choose ǫ0 > 0 small enough, and then let δR = ǫ0, we
obtain
‖χ(|x| ≤ R)χ(H ≤ δR)‖ ≤‖χ(|x| ≤ R)(H + ǫ0)−α‖ · ‖(H + ǫ0)αχ(H ≤ δR)‖
≤CR n2 · ǫγ−α
0
· (δR + ǫ0)α
≤CR n2 ǫγ
0
< 1,
which proves (2.4). 
We mention that the result above doesn’t imply sharp relationship between R and δR.
However, in the case H = −∆+V , with suitable class of potentials or H = (−∆)α, α > 0.
Instead of using the heat kernel estimate (2.1), we shall establish sharp results for n ≥ 3
by studying the limiting behavior of (H + ǫ)−1 as ǫ → 0.
We first recall the definition of Kato class and the related global Kato norm.
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Definition 2.2. Let n ≥ 3, a real measurable function V(x) is said to lied in the Kato
class if
lim
δ→0
sup
x∈Rn
∫
|x−y|<δ
|V(y)|
|x − y|n−2 dy = 0.
Moreover, the global Kato norm of V(x) is defined as
‖V‖K = sup
x∈Rn
∫
Rn
|V(y)|
|x − y|n−2 dy
Our assumption on V is the followingV = V+ − V−, where V+ = max{V, 0}V+ is of Kato class, ‖V−‖K < π n2 /Γ(n2 − 1). (2.6)
It’s known that (see [2, Lemma 3.1]) under this assumption, −∆+V defined onC∞
0
(Rn)
extends to a unique nonnegative self-adjoint operator. Furthermore, we shall prove
Lemma 2.3. Let n ≥ 3 and assume that V satisfies condition (2.6). Then for any R > 0,
there are uniform constants C, δ > 0 such that
‖ f ‖2 ≤ C
(
‖χ(|x| ≥ R) f ‖2 + ‖χ(H ≥ δR−2) f ‖2
)
, f ∈ L2(Rn). (2.7)
Proof. We first point out that it suffices to prove the case R = 1 via a scaling argument.
To this end, we consider the scaling operator
UR f = R
n
2 f (R·), R > 0.
Clearly, UR is an isometry on L
2(Rn). Now set HR = ∆ + VR, where VR = R
2V(R·). A
direct computation yields
U−1R HRUR = R
2H. (2.8)
Thus (2.7) follows by proving that for all R > 0, there exists a δ > 0 such that
‖χ(|x| ≤ 1)χ(HR ≤ δ)‖L2→L2 < 1. (2.9)
In order to show (2.9), we point out that the key is to verify the following
‖|x|−1H−
1
2
R
‖L2→L2 ≤ CH < ∞. (2.10)
Indeed, applying (2.10), we have
‖χ(|x| ≤ 1)χ(HR ≤ δ)‖ ≤‖χ(|x| ≤ 1)|x|‖ · ‖|x|−1H−
1
2
R
‖ · ‖H 12χ(HR ≤ δ)‖
≤CH · δ
1
2 < 1, (2.11)
provided δ < C−2
H
, which implies (2.9). Therefore it remains to prove (2.10). Note that
when n ≥ 3, in view of the Hardy’s inequality
‖|x|−1(−∆)− 12 ‖L2→L2 ≤ C. (2.12)
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(2.10) follows if one can prove that
‖(−∆) 12H−
1
2
R
‖L2→L2 ≤ C for all R > 0. (2.13)
In order to prove (2.13), we denote the operator
TV = |VR−|
1
2 (−∆)− 12 ,
then by a TT ∗ argument (see [2, Lemma 3.1]) and observing that the global Kato norm
is invariant under the scaling, i.e., ‖VR‖K = ‖V‖K , for any R > 0, we deduce that
‖TVT ∗V f ‖2 ≤
‖VR−‖K
α2n
∫ ∫ |VR−|| f (y)|2
|x − y|n−2 dxdy
≤‖VR−‖
2
K
α2n
‖ f ‖2
=
‖V−‖2K
α2n
‖ f ‖2,
where in the first inequality, we used the fact that the kernel of (−∆)−1 satisfies
|(−∆)−1(x, y)| ≤ 1
αn|x|n−2
, αn = 4π
n
2 /Γ(
n
2
− 1).

The method in the proof of Lemma 2.3 can be applied to other situations directly, such
as H = −∆ − cn|x|2 , cn <
(n−2)2
4
and H = (−∆)α, α > 0. More precisely we have
Corollary 2.4. Let n ≥ 3, H = −∆ − cn|x|2 , where cn <
(n−2)2
4
. Then Then for any R > 0,
there are uniform constants C, δ > 0 such that
‖ f ‖2 ≤ C
(
‖χ(|x| ≥ R) f ‖2 + ‖χ(H ≥ δR−2) f ‖2
)
, f ∈ L2(Rn). (2.14)
Proof. We follow the proof in Lemma 2.3, and note that in this case, we have
HR = H, for any R > 0.
Meanwhile, it follows from the Hardy’s inequality (2.12) that
(ϕ,
cn
|x|2ϕ) ≤ ‖∇ϕ‖
2, cn <
(n − 2)2
4
,
which implies that
‖(−∆) 12H− 12 ‖L2→L2 ≤ C

Corollary 2.5. Let n ≥ 3, H = (−∆) s2 , s > 0. Then Then for any R > 0, there are uniform
constants C, δ > 0 such that
‖ f ‖2 ≤ C
(
‖χ(|x| ≥ R) f ‖2 + ‖χ(H ≥ δR−s) f ‖2
)
, f ∈ L2(Rn). (2.15)
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Proof. We note that the two types of estimates (2.2) and (2.4) are equivalent to each
other. Thus the proof is followed from
‖χ(|x| ≤ R)χ(H ≤ δR−s)‖ ≤‖χ(|x| ≤ R)|x|‖ · ‖|x|−1(−∆)− 12 ‖ · ‖H 1s χ(H ≤ δR−s)‖
≤CH · δ
1
s < 1,
provided δ < C−s
H
. 
2.2. Minimal escape velocities. In this subsection, we first collect some known min-
imal velocity estimates for the unitary evolutions e−itH . Then we discuss examples of
operators which these estimates apply to. As already pointed out in the introduction, re-
sults established in this subsection play an essential role in our proof of the observability
estimates in Sect. 3.
The starting point is Mourre’s inequality [16], whose fundamental idea is to find ob-
servable (self-adjoint operator) A such that the commutator i[H, A] is conditionally pos-
itive, in the sense that
E∆i[H, A]E∆ ≥ θE∆, θ > 0 (2.16)
for some compact interval ∆ ⊂ R, where E∆ is the corresponding spectral projection of
H. To provide further intuition in the understanding of condition (2.16), let us consider
H = − 1
2
∆, and A is the generator of dilation:
A =
1
2
(x · p + p · x), i[H, A] = 2H, p = −ı∇x. (2.17)
Observe that A = i[H, x
2
2
], then (2.16) can be written as ∂2t 〈x2〉t ≥ 2θ, where 〈x2〉t =
〈ψt, x2ψt〉, and ψt = e−itHψ ∈ E∆, which in turn implies that
〈x2〉t ≥ θt2 + O(t), t →∞. (2.18)
The second key ingredient is that the multiple commutator of H and A are well be-
haved. More precisely, we assume that for any g ∈ C∞
0
(R)
‖ad(k)
A
g(H)‖ ≤ Ck, k = 1, 2. (2.19)
We regard (2.19) as a regularity assumption and refer to the monograph [1] for extensive
discussion on this. We mention here that the commutator method, used in the proof of
minimal velocity estimates, can be viewed as an abstract version of the integration by
parts arguments. Hence for higher value of k that (2.19) is satisfied, the faster decay
(for t) is expected. Here, we only assume that k ≤ 2, which is good enough for our
applications.
Having discussed the main assumptions, we now present the following type of mini-
mal velocity estimates.
Lemma 2.6. [21, Theorem 5.2] Assume H and A satisfy (2.16) and (2.19). Furthermore,
if
‖(1 + |A|2)α/2(H + i)−1(1 + |x|2)−α/2‖ ≤ C for 0 ≤ α ≤ 1. (2.20)
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Then for any v < vmin =
√
θ, and 0 < m < 1
‖F( |x|
t
< v)e−itHψ‖ ≤ C(1 + |t|)−m (‖ψ‖ + ‖|A|ψ‖) , (2.21)
where ψ = E∆ψ ∈ D(|A|).
A few remarks are given in order. First, the condition (2.20) is not hard to verify in
applications, see, e.g. [18] for the case of Schro¨dinger operators. Next, the estimate
(2.21), can be thought as a quantitative version of the estimate (2.18), shows that if the
initial data is localized in the sense that ψ = E∆ψ ∈ D(|A|), then the support of the
distribution |e−itHψ|2 is asymptotically contained in the region |x| ≥ t
√
θ, as t → ∞, up
to a remainder of order t−m, with any m < 1.
We proceed with another type of minimal velocity estimates. Before stating the re-
sult, we briefly illustrate that the main idea is to decompose the state into outgoing and
incoming waves by means of the spectral decomposition of A. Such idea was introduced
by Enss [4] in order to prove asymptotic completeness, More precisely, we say that a
state ψ is outgoing/incoming if ψ ∈ RanP±(A), where P± denotes the projection on R±,
see e.g. [17, 14, 20]. Roughly speaking, the advantage of this decomposition is that out-
going components will evolve towards spatial infinity (and never come back) as t → ∞,
whereas incoming parts will evolve towards spatial infinity as t → −∞. In particular, we
have the following
Lemma 2.7. [12, Theorem 1.1, 1.2] Assume H and A satisfy (2.16) and (2.19). Let χ±
be the characteristic function of R±. Then for 0 < m < 1,
‖χ−(A − a − vt)e−itHg(H)χ+(A − a)‖ ≤ C(1 + |t|)−m (2.22)
holds for any g ∈ C∞
0
(∆), any 0 < v <
√
θ, uniformly in a ∈ R. In particular, if
H = −∆ + V, and A = 1
2
(x · p + p · x) satisfy the assumption above, then
‖χ−(|x|2 − 2at − vt2)e−itHg(H)χ+(A − a)‖ ≤ C(1 + |t|)−m. (2.23)
Remark 2.8. (i) We note that the estimates above are uniform with respect to a ∈ R.
Note that when a < 0, thus the state χ+(A−a)ψ contains incoming component. However,
the estimate (2.23) indicates that after finite time (≈ −a
v
), the incoming part turns out to
be outgoing.
(ii) In our applications, we shall further investigate the behavior of the constants in
(2.23) and (2.23) when g varies in a suitable way. In particular, we shall prove that (see
Corollary) it’s also uniform when g is replaced by gk(·) = g( ·2k ), k = 1, 2, . . ..
Now we turn to concrete examples. First we consider Schro¨dinger operators H =
− 1
2
∆+V . We note that in the next section, we shall work withHR = − 12∆+R2V(R·), R > 0
via a scaling argument. Hence we make the following assumption on VR = R
2V(R·).
Assume that there are constants ak, bk > 0 (k = 0, 1, 2) independent with R > 0 and
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0 < a0 < 1 such that‖(x · ∇)
kVR f ‖ ≤ ak2 ‖∆ f ‖ + bk‖ f ‖, for any R > 0, k = 0, 1, 2.
−(x · ∇)VR ≥ 0, for any R > 0.
(2.24)
Under this assumption, we have
Corollary 2.9. Let VR = R
2V(R·) satisfy the condition (2.24) above. Then there exists a
constant C uniformly in R > 0, k ≥ 1 and a ∈ R such that for gk(·) = g( ·2k ), k = 1, 2, . . .
‖χ−(|x|2 − 2at − vt2)e−itHRgk(HR)χ+(A − a)‖ ≤ C(1 + |t|)−m. (2.25)
Proof. We first note that
ikad
(l)
A
(HR) = −2l−1∆ + (−x · ∇)lVR, (2.26)
then it’s easy to check that the Mourre’s inequality (2.16) is satisfied. In the following,
we claim that
‖ad(l)
A
gk(HR)‖ ≤ C, for l = 1, 2, (2.27)
where the constant can be chosen independent with R > 0 and k = 1, 2, . . .. To show
(2.27), we will make use of the Helffer-Sjo¨strand formula (see e.g. [3, p.24])
gk(HR) = −
1
π
∫
C
∂g˜k(z)
∂z¯
(HR − z)−1 L(dz),
which implies
[A, gk(HR)] = −
1
π
∫
C
∂g˜k(z)
∂z¯
[A, (HR − z)−1] L(dz), (2.28)
where L(dz) denotes the Lebesgue measure on C and g˜k ∈ C∞0 (C) is an almost analytic
continuation of gk supported in a small neighborhood of supp gk ⊂ 2k∆. More explicitly,
one can take
g˜k(z) =
N∑
r=0
g
(r)
k
(x)(iy)r
r!
· τ( y〈x〉 ), z = x + iy,
where τ ∈ C∞
0
(R), τ(s) = 1, if |s| < 1, and τ(s) = 0, if |s| > 2. Note that
|g(r)
k
(x)| ≤ C,
which is uniform with k = 1, 2, . . .. It then follows that
|∂g˜k(z)| ≤ C| Im z|N . (2.29)
Using (2.26) and our assumption on VR, we obtain that
‖[A, (HR − z)−1]‖ = ‖(HR − z)−1[A, HR](HR − z)−1‖
≤ C| Im z|−1. (2.30)
Thus the claim follows by combining (2.29) and (2.30). Therefore the commutator con-
dition (2.19) is also verified with a uniform upper bound. Now the conclusion is followed
by a step-by-step repetition of the proof in [12]. 
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Next, we consider applications to the fractional Laplacian. Let H = (−∆) s2 with
domain the Sobolev space Hs(Rn). It’s well-known that σ(H) = σc(H) = [0, ∞). We
have the following
Corollary 2.10. For s ≥ 1, then estimates (2.21) and (2.25) are valid with H = HR =
(−∆) s2 .
Proof. We first observe that
[iH, A] = sH, where A =
1
2
(x · p + p · x). (2.31)
For b > a > 0, it then follows that
E[a,b]i[H, A]E[a,b] ≥ asE[a,b]
Hence the Mourre’s inequality (2.16) is satisfied.
We proceed to verify the commutator estimates (2.19) with g replaced by gk(·) = g( ·2k ),
k = 1, 2, . . .. Similar to the proof in Corollary 2.9, it suffices to check the following
‖[A, (HR − z)−1]‖ ≤ C| Im z|−1, for any R > 0, (2.32)
which in turn follows by observing (note that H = HR = (−∆) s2 )
[A, (H − z)−1] = is(H − z)−1H(H − z)−1.
We further point out that the estimate (2.20) is also satisfied for (−∆) s2 , s ≥ 1. Indeed,
by interpolation, it suffices to prove α = 1. This follows by using the fact
‖|p|(H + i)−1‖ ≤ C, s ≥ 1 (2.33)
and writing
p · x(H + i)−1(1 + |x|2)− 12 = S 1 + S 2,
where
S 1 =
(
p(H + i)−1
)
·
(
x(1 + |x|2)− 12
)
,
and
S 2 =
(
−isp(H + i)−1
)
·
(
p(−∆) s2−1(H + i)−1(1 + |x|2)− 12
)
.
Having checked all the needed conditions, the result then follows by applying Lemma
2.6, Lemma 2.7 and combining the proof in Corollary 2.9. 
3. Sharp observability inequalities for Schro¨dinger type equations
3.1. Observability inequalities. In this subsection, we shall show how tools established
in section 2 could be used to control the initial data at two different points in time. More
precisely, For Schro¨dinger equations with potentials, we shall prove the following
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Theorem 3.1. Let n ≥ 3, H = ∆ + V and assume that V satisfies (2.6) and (2.24). Let
u(x, t) be the solution of the following Cauchy problem
i∂tu = Hu, u(0, x) = u0(x). (3.1)
Then there exists some constant δ > 0 and T0 large enough, such that for any R > 0,
t2 > t1 ≥ 0 with t2 − t1 > R2T0, we have
‖u0‖2 ≤ C
∫
|x|≥R
|u(x, t1)|2 dx +
∫
|x|≥σ(t2−t1)
R
|u(x, t2)|2 dx
 , (3.2)
where the constant C depends only on the dimension.
Proof. Since e−itH is unitary, it follows that (3.2) is equivalent to the case t1 = 0
‖u0‖2 ≤ C
∫
|x|≥R
|u0|2 dx +
∫
|x|≥σt
R
|u(x, t)|2 dx
 , t > R2T0. (3.3)
In order to prove (3.3), we note that by scaling and using (2.8), it suffices to prove that
for HR = − 12∆ + VR, R > 0, there exists a uniform constant C, T0 > 0 such that for any
u0 ∈ L2
‖u0‖2 ≤ C
(∫
|x|≥1
|u0|2 dx +
∫
|x|≥σt
|e−itHR f |2 dx
)
, t > T0. (3.4)
We proceed to observe that (3.4) can be easily deduced from the following
‖u0‖2 ≤ C1
∫
|x|≥σt
|e−itHRu0|2 dx, t > T0, supp u0 ⊂ B(0, 1). (3.5)
Indeed, assuming that (3.5) is true, then for any u0 ∈ L2, we write f = u01 + u02, where
u01 = χ(|x| ≤ 1) f , then applying (3.5) to u01 and using Minkowski inequality we obtain
(3.4) with C = C1 + 1. The advantage of this reduction is that it allows us to choose
initial data localized in the unit ball.
Now we apply the uncertainty principle associated with HR established in Lemma
2.3. More precisely, if supp u0 ⊂ B(0, 1), then it follows from (2.9) that there exists some
fixed δ1 > 0 such that
‖u0‖2 ≤ C‖χ(HR ≥ δ1)u0‖2, for any R > 0. (3.6)
Thus (3.5) would be followed if we can prove that there exists a uniform constant σ
doesn’t depend on R and t, such that
‖χ(HR ≥ δ1)u0‖2 ≤ C2
∫
|x|≥σt
|e−itHRu0|2 dx + ε‖u0‖2, t > T0, (3.7)
with C1ε < 1.
The role of the uncertainty principle is to make sure that the energy of the initial data
has a positive lower bound, which provides the possibility to use the method of minimal
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escape velocities. In order to use tools from section 2.2, we break the initial data into a
sum of finite energy and write
χ(HR ≥ δ1)u0 = χ(δ1 ≤ HR ≤ N)u0 +
∞∑
k=n0
ϕ(
H
2k
)u0,
where N = 2n0 is some large fixed number. Hence (3.7) is valid if we can prove
‖χ(δ1 ≤ HR ≤ N)u0‖2 ≤ C‖χ(δ1 ≤ HR ≤ N)χ(|x| ≥ σt)e−itHRu0‖2 +
ε
2
‖u0‖2, t > T0,
(3.8)
and
‖ϕ(H/2k)u0‖2 ≤ C‖ϕ(H/2k)χ(|x| ≥ σt)e−itHRu0‖2 + ε2−k/4‖u0‖2, t > T0, (3.9)
We first investigate (3.8). Notice that it follows from Corollary 2.9 that for any fixed
σ <
√
δ1 and 0 < m < 1
‖χ(|x| ≤ σt)e−itHRχ(δ1 ≤ HR ≤ N)u0‖2 ≤
C
〈t〉2m ‖χ(δ1 ≤ HR ≤ N)u0‖
2, (3.10)
then choose some fixed T0 large enough, and for t ≥ T0, (3.10) implies that
‖χ(δ1 ≤ HR ≤ N)u0‖2 ≤ C‖χ(|x| ≥ σt)e−itHRχ(δ1 ≤ HR ≤ N)u0‖2, t > T0. (3.11)
Compared to the desired form (3.8), we must commute the factor χ(δ1 ≤ HR ≤ N) to the
left of the term |χ(|x| ≥ σt). To this end, we now apply Lemma A.1 with A = HRχ(HR),
B = χ(|x| ≥ σt) and note that
‖[HRχ(HR), χ(|x| ≥ σt)]‖ ≤ C,
where the constant is uniform with R and t. Thus we have
‖χ(|x| ≥ σt)e−itHχ(δ1 ≤ HR ≤ N)u0‖2 ≤ ‖χ(δ1 ≤ HR ≤ N)χ(|x| ≥ σte−itHu0‖2
+ ‖[χ(δ1 ≤ HR ≤ N), χ(|x| ≥ σt)]e−itHu0‖2
≤ ‖χ(δ1 ≤ HR ≤ N)χ(|x| ≥ σt)e−itHRu0‖2 +
ε
2
‖u0‖2,
provided t > T0, which proves (3.8).
We are left to prove (3.9). We set gk = ϕ(HR/2
k)u0, notice that supp f ⊂ B(0, 1)
and HR ∼ 2k. Furthermore, under our assumption (2.6) and (2.24) on V , we have that
|p| ∼ 2k/2, thus classically, in phase space, we have A & −2k/2, without loss of generality,
we write
gk = χ
+(A + 2k/2)gk.
Then apply (2.25) in Corollary 2.9 with a = −2k/2, we find
‖χ−(|x|2 + 2k/2+1t − vt2)e−itHRgk(HR)χ+(A + 2k/2)‖ ≤ C(1 + |t|)−m, (3.12)
which implies, after choosing sufficiently large t, that
‖ϕ(H/2k)u0‖2 ≤ ‖χ+(|x|2 + 2k/2+1t − vt2)e−itHRgk(HR)χ+(A + 2k/2)u0‖2
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≤ ‖χ(|x|2 ≥ σ2t2)χ(|x| ≥ σt)e−itHRu0‖2 +
ε
2
‖u0‖2,
where in the last inequality, we have used the simple fact that
vt2 − 2k/2+1t ≥ σ2t2.
Then we apply Lemma A.1 with A = HRϕ(HR/2
k), B = χ(|x| ≥ σt) and note that
‖[HRϕ(HR/2k), χ(|x| ≥ σt)]‖ ≤ Ct−12−
k
4 ,
which indicates (3.9) and the proof is complete. 
With no additional effort, the proof in Theorem 3.1 can be applied to the fractional
Schro¨dinger equations by using Corollary 2.5 and Corollary 2.10.
Theorem 3.2. Assume n ≥ 3, and let u(x, t) be the solution of the following Cauchy
problem
i∂tu = (−∆)
s
2 u, u(0, x) = u0(x), s ≥ 1. (3.13)
Then there exists some constant δ > 0 and T0 large enough, such that for any R > 0,
t2 > t1 ≥ 0 with t2 − t1 > RsT0, we have
‖ f ‖2 ≤ C

∫
|x|≥R
|u(x, t1)|2 dx +
∫
|x|≥σ(t2−t1)
Rs−1
|u(x, t2)|2 dx
 , (3.14)
where the constant C depends only on the dimension.
3.2. Sharpness of the observability inequalities. The purpose of this subsection is to
show the optimality of the inequalities established in section 3.1. We recall that it was
observed in [26] that for the free Schro¨dinger equation, the observability inequality can’t
be replaced by∫
Rn
|u0|2 dx ≤ C
(∫
|x|≥r1
|eit1∆u0|2 dx +
∫
|x|≤r2
|eit2∆u0|2 dx
)
, u0 ∈ L2(Rn) (3.15)
for any fixed r1, r2 > 0 and t2 > t1 ≥ 0. In other words, we can’t expect to recover the
solution by observing it at two different points in time, one point outside a ball while
the other inside a ball with any fixed radius. However, since the argument in [26] again
relies heavily on the representation formula (1.3) for the solution eit∆u0, it doesn’t apply
to other situations. We shall point out that by usingminimal velocity estimates, one can
treat more general H.
Theorem 3.3. Let H = −∆+V satisfy the assumption in Theorem 3.1. Then one can find
a sequence of L2 functions { fk}k∈Z with∫
Rn
| fk |2 dx = 1 (3.16)
and there exist some σ > 0 and some large enough T > 0, such that for any t > T and
any fixed r1 > 0,
lim
k→∞
∫
|x|≥r1
| fk |2 dx = lim
k→∞
∫
|x|≤σt
|eitH fk |2 dx = 0. (3.17)
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Proof. Choose f ∈ C∞
0
(Rn) such that ‖ f ‖L2 = 1 and supp f ⊂ B(0, 1). Then we set
fk = Uk f = k
n
2 f (k·), k = 1, 2, · · · , where Uk is the scaling operator in (2.8). Since Uk is
an isometry on L2(Rn), (3.16) follows immediately. Moreover, a scaling argument shows
that for any fixed r1 > 0,
lim
k→∞
∫
|x|≥r1
| fk |2 dx = lim
k→∞
∫
|x|≥kr1
| f |2 dx = 0. (3.18)
Hence it suffices to prove the L2 norm ‖χ(|x| ≤ σt)eitH fk‖ goes to zero as k → ∞. To this
end, we write
‖χ(|x| ≤ σt)eitH fk‖ ≤ ‖χ(|x| ≤ σt)eitHχ(H ≤ 1) fk‖ + ‖χ(|x| ≤ σt)eitHχ(H ≥ 1) fk‖.
(3.19)
On one hand, it follows from (2.9), (2.11) and the fact fk = χ(|x| ≤ 1k ) fk that
‖χ(H ≤ 1)χ(|x| ≤ 1
k
) fk‖ ≤ CH · k−
1
2 → 0, as k → ∞. (3.20)
On the other hand, we observe that
‖χ(|x| ≤ σt)eitHχ(H ≥ 1) fk‖ = ‖χ(|x| ≤
σt˜
k
)eit˜HRχ(H ≥ 1
k2
) f ‖, (3.21)
where t˜ = k2t, R = 1
k
. Then by Lemma 2.6, we can choose σ < 1 small enough and a
uniform constant C such that
‖χ(|x| ≤ σt˜
k
)eit˜HRχ(
1
k2
≤ H ≤ N) f ‖ ≤ C(1 + |t˜|)−m, (3.22)
where N = 2n0 for some n0 ∈ N. Also
‖χ(|x| ≤ σt˜
k
)eit˜HRχ(2l ≤ H ≤ 2l+1) f ‖ ≤ C(2l|t˜|)−m, l = n0, n0 + 1, · · · . (3.23)
Combining (3.22) and (3.23)
‖χ(|x| ≤ σt˜
k
)eit˜HRχ(H ≥ 1
k2
) f ‖ ≤ C|t˜|−m, t > T. (3.24)
Therefore it follows from (3.24), (3.19), (3.20) and (3.21) that
lim
k→∞
‖χ(|x| ≤ σt)eitH fk‖ = 0, (3.25)
which completes the proof. 
In the special case where H = (−∆) s2 , s ≥ 1. Though the solution can’t be written as
the form like (1.3) when s , 2, we can still write the solution eit(−∆)
s
2 f as a oscillatory
integral and prove by a integration by parts argument. More precisely, we have
Theorem 3.4. Let H = (−∆) s2 , s ≥ 1. Then one can find a sequence of L2 functions
{ fk}k∈Z with ∫
Rn
| fk |2 dx = 1 (3.26)
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and there exists some σ > 0, such that for any t > 0 and any fixed r1 > 0,
lim
k→∞
∫
|x|≥r1
| fk |2 dx = lim
k→∞
∫
|x|≤σt
|eit(−∆)
s
2
fk|2 dx = 0. (3.27)
Proof. Let fk be as in Theorem 3.3. By (3.19), it’s enough to prove that
lim
k→∞
‖χ(|x| ≤ σt)eitHχ(H ≥ 1) fk‖ = 0. (3.28)
We first observe that by scaling and the homogeneity of (−∆) s2
‖χ(|x| ≤ σt)eitHχ(H ≥ 1) fk‖ = ‖χ(|x| ≤
σt˜
ks−1
)eit˜Hχ(H ≥ 1
ks
) f ‖, t˜ = t · ks. (3.29)
Then we write
eit˜Hχ(H ≥ 1
ks
) f =
∫
|ξ|≥ 1
k
e−i(t˜|ξ|
s−x·ξ) fˆ (ξ) dξ (3.30)
To proceed, we notice that in the region |x| ≤ σt˜
ks−1 with σ ≤ 12 , a direct computation
shows that there exists a uniform constant C such that
|∇ξ
(t˜|ξ|s − x · ξ)
|x| + |t˜| | ≥ Ck
1−s (3.31)
Then we obtain after an integration by parts (see e.g. )
‖χ(|x| ≤ σt˜
ks−1
)eit˜Hχ(H ≥ 1
ks
) f ‖ ≤ CN |tk|−N → 0, as k → ∞, (3.32)
which implies (3.28) by (3.29), hence completes the proof. 
Remark 3.5. The above proof extends to the case where for a general H, one can con-
struct A˜ satisfying ı[H, A˜] = H, as well as regularity assumptions as before. Further-
more, we require that the principal symbol of A˜ will be the same as that of A. Such A˜
were constructed for large class of potentials, without the repulsive assumption on V.
See [9, 10].
4. Applications
Nowwe turn to the application. First we mention that the observability inequalities es-
tablished in Sect. 3.1 may also be regarded as a kind of quantitative unique continuation
property for the corresponding solutions. In particular, we consider
i∂tu = Hu, u(0, x) = u0(x) ∈ L2(Rn), n ≥ 3. (4.1)
Based on Theorem 3.1, we can derive the following
Corollary 4.1. Let u(x, t) be the solution of the Cauchy problem (4.1) with H satisfying
the assumption in Theorem 3.1. Moreover, for any R > 0, if
supp u0 ⊂ B(0,R), and supp u(x,R2t) ⊂ B(0, σt/R), (4.2)
where σ > 0 is some fixed constant and t > T0 for some T0 large enough (see (3.2)).
Then u(x, t) ≡ 0.
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Proof. The proof follows immediately by combining estimate (3.3) and our assumption
(4.2). 
Similarly, concerning the fractional Schro¨dinger equations, Theorem 3.2 gives
Corollary 4.2. Let u(x, t) be the solution of the Cauchy problem (4.1) with H = (−∆) s2 ,
s ≥ 1. Moreover, for any R > 0, if
supp u0 ⊂ B(0,R), and supp u(x,Rst) ⊂ B(0, σt/Rs−1), (4.3)
where σ > 0 is some fixed constant and t > T0 for some T0 large enough (see (3.14)).
Then u(x, t) ≡ 0.
Remark 4.3. We remark that for Schro¨dinger operators H = −∆ + V, stronger unique-
ness results are valid by only assuming certain Gaussian type decay of the solution at
two different points in time, see e.g. in [6, 7, 8, 8]. However, it seems that our method
can be applied to more general Hamiltonian.
Next, we consider applications to controllability for Schro¨dinger type equations. Based
on an abstract lemma [26, Lemma 5.1] concerning the equivalence between observability
and controllability, we can obtain the following result from Theorem 3.1.
Theorem 4.4. Let H satisfy the assumption in Theorem 3.1. Consider the following
impulse controlled Schro¨dinger equationi∂tu − Hu = δt=τ1χ(|x| ≥ R)h1 + δt=τ2χ(|x| ≥
σ(τ2−τ1)
R
)h2, (x, t) ∈ Rn × (0, T ),
u(0, x) = u0 ∈ L2(Rn),
(4.4)
where σ > 0 is some fixed constant and τ2 − τ1 > R2T0 for some T0 large enough
(see (3.14)). Denote u(·, ·, u0, h1, h2) the solution to the equation (4.4). Then for any
u0, uT ∈ L2, there exists a pair of controls (h1, h2) ∈ L2 × L2 such that
u(x, T, u0, h1, h2) = uT (4.5)
and for some C > 0
‖h1‖2 + ‖h2‖2 ≤ C‖uT − e−itHu0‖2. (4.6)
Proof. This is a direct consequence of [26, Lemma 5.1]. We sketch the proof here for
the sake of self-containment. Consider the following dual equationi∂tϕ − Hϕ = 0, (x, t) ∈ R
n × (0, T ),
u(x, T ) = f ∈ L2(Rn), (4.7)
and denote ϕ(·, ·, T, f ) the solution to (4.7). Then Theorem 3.1 implies that
‖ f ‖2 ≤ C

∫
|x|≥r1
|ϕ(·, τ1, T, f )|2 dx +
∫
|x|≥σ(τ2−τ1)
r1
|ϕ(·, τ2, T, f )|2 dx
 , (4.8)
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provided τ2 − τ1 > r21T0. Now we define the state transformation operator R : L2 → L2
and the observation operator O : L2 → L2 × L2 as follows:
R f = f ; O f = (χ(|x| ≥ r1)ϕ(·, τ1, T, f ), χ(|x| ≥ σ(τ2 − τ1)/r1)ϕ(·, τ2, T, f )) (4.9)
Thus by (4.8) and (4.9), we have for any f ∈ L2
‖R f ‖2 ≤ C‖O f ‖2
L2×L2 +
1
k
‖ f ‖2, k ∈ N+. (4.10)
According to Lemma 5.1 in [26], there exists a pair (h1k, h2k) ∈ L2× L2, k ∈ N+ such that
the following dual inequality holds
C‖(h1k, h2k)‖2L2×L2 + k‖R∗ f − O∗(h1k, h2k)‖2 ≤ ‖ f ‖2, k ∈ N+, (4.11)
where
R∗ f = f ; O∗(h1k, h2k) = u(·, T, 0, h1k, h2k). (4.12)
Here the dual operator O∗ is viewed as the control operator. Then (4.5) and (4.6) are
followed by choosing a weak convergence subsequence in (4.11) and a limiting proce-
dure. 
Similarly, combining Theorem 3.2 with Lemma 5.1 in [26], we obtain the following
controllability for fractional Schro¨dinger equations
Theorem 4.5. Let H = (−∆) s2 , s ≥ 1. Consider the the following impulse controlled
Schro¨dinger equationi∂tu − Hu = δt=τ1χ(|x| ≥ R)h1 + δt=τ2χ(|x| ≥ σ(τ2 − τ1)/R
s−1)h2, (x, t) ∈ Rn × (0, T ),
u(0, x) = u0 ∈ L2(Rn),
(4.13)
where σ > 0 is some fixed constant and τ2 − τ1 > RsT0 for some T0 large enough
(see (3.14)). Denote u(·, ·, u0, h1, h2) the solution to the equation (4.13). Then for any
u0, uT ∈ L2, there exists a pair of controls (h1, h2) ∈ L2 × L2 such that
u(x, T, u0, h1, h2) = uT (4.14)
and
‖h1‖2 + ‖h2‖2 ≤ C‖uT − e−itHu0‖2 (4.15)
Appendix A. Commutator estimates
Lemma A.1. Let A and B be two operators on a Hilbert space X with A self-adjoint and
B bounded. Assume that D(A)∩D(B) is dense and [A, B] extends to a bounded operator.
Further there is a constant MAB such that
‖[A, B]‖ ≤ MAB.
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Let 0 ≤ ϕ ∈ C∞
0
(R) with suppϕ ⊂ [1
2
, 2], ϕ = 1 on [3
4
, 5
4
] and denote by ϕN = ϕ(
·
N
). Then
we have
‖[ϕN(A), B]‖ ≤ CMABN−
3
4 . (A.1)
Proof. Let g(λ) denote the Fourier transform of ϕN and set ψN = i
d
dx
ϕN . Thus we have
λg(λ) = ψˆN . Note that in the sense of quadratic forms on D(A) ∩ D(B)
[ϕN(A), B] = −i
∫
g(λ)e−iλA(
∫ λ
0
eiµA[A, B]e−iµA dµ) dλ
Hence
‖ ( f , [ϕN(A), B]g) ‖ ≤ MAB
∫
R
|λg(λ)| dλ‖ f ‖ · ‖g‖
≤ MAB‖ψN‖F L1‖ f ‖ · ‖g‖ (A.2)
In order to estimate the norm in (A.2), we apply Bernstein’s inequality, i.e., Hα(Rn) ֒→
F L1(Rn), α > n
2
(see e.g., [11, Lemma 3.2])
‖ψN‖F L1 ≤ C‖ψN‖
1
2
L2
· ‖ d
dx
ψN‖
1
2
L2
≤ CN− 34 , (A.3)
where the constant C doesn’t depend on N. Therefore (A.1) is followed by Combining
(A.2) and (A.3). 
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