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Abstract—Hybrid analog-digital precoding is challenging for
broadband millimeter-wave (mmWave) massive MIMO systems,
since the analog precoder is frequency-flat but the mmWave
channels are frequency-selective. In this paper, we propose a
principal component analysis (PCA)-based broadband hybrid
precoder/combiner design, where both the fully-connected ar-
ray and partially-connected subarray (including the fixed and
adaptive subarrays) are investigated. Specifically, we first de-
sign the hybrid precoder/combiner for fully-connected array
and fixed subarray based on PCA, whereby a low-dimensional
frequency-flat precoder/combiner is acquired based on the op-
timal high-dimensional frequency-selective precoder/combiner.
Meanwhile, the near-optimality of our proposed PCA approach
is theoretically proven. Moreover, for the adaptive subarray,
a low-complexity shared agglomerative hierarchical clustering
algorithm is proposed to group the antennas for the further
improvement of spectral efficiency (SE) performance. Besides, we
theoretically prove that the proposed antenna grouping algorithm
is only determined by the slow time-varying channel parameters
in the large antenna limit. Simulation results demonstrate the
superiority of the proposed solution over state-of-the-art schemes
in SE, energy efficiency (EE), bit-error-rate performance, and the
robustness to time-varying channels. Our work reveals that the
EE advantage of adaptive subarray over fully-connected array
is obvious for both active and passive antennas, but the EE
advantage of fixed subarray only holds for passive antennas.
Index Terms—Hybrid precoding, massive MIMO, OFDM,
millimeter-wave, adaptive subarray, energy efficiency
I. INTRODUCTION
Millimeter-wave (mmWave) communication has been con-
ceived to be a key enabling technology for the next-generation
communications, since it can provide Gbps data rates by lever-
aging the large transmission bandwidth [1]–[7]. To combat
the severe path loss in mmWave channels, a large number of
antennas are usually employed at both the base stations (BS)
and the mobile stations for beamforming [8]. However, a large
number of antennas could lead to the severe hardware cost and
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power consumption if each antenna requires a radio frequency
(RF) chain as in conventional fully-digital MIMO systems. To
overcome this problem, hybrid MIMO has been emerging to
trade off hardware cost with the spectral efficiency (SE) and
energy efficiency (EE) [11]–[15]. This tradeoff depends on
the specific hybrid MIMO architectures, which includes the
fully-connected array (FCA) and partially-connected subarray
(PCS), and the latter can be further categorized into the
fixed subarray (FS) and adaptive subarray (AS) as depicted in
Fig. 1 [16]. Nevertheless, how to design the hybrid precoding
over broadband channels is challenging, as the RF precoding
is frequency flat and has the constant-modulus constraint
(CMC) [23]. Therefore, it is of great importance to design
an efficient broadband hybrid precoder/combiner for mmWave
massive MIMO systems.
A. Related Work
Narrowband hybrid precoding has been investigated in [11],
[12], [17]–[21]. Specifically, a compressive sensing (CS)-based
hybrid precoding was proposed in [17], where the channel
sparsity was exploited with the aid of orthogonal match-
ing pursuit (OMP) algorithm. To reduce the computational
complexity, a low-complexity CS-based beamspace hybrid
precoding was developed in [18]. To improve the EE, an
iterative analog precoding was designed for FS [19], but it
failed to consider the digital precoding. Moreover, a constant
envelope hybrid precoding scheme was proposed, where the
hybrid precoding was designed under the per-antenna constant
envelope constraints [11]. Additionally, the codebook-based
scheme, the hybrid block diagonal scheme, and the heuristic
scheme were respectively proposed in [12], [20], and [21] for
multi-user MIMO. In contrast to the described prior art, hy-
brid solutions with significantly different analog architectures
have also been explored in [9], [10], which provide benefits
of reduced hardware cost and channel estimation overhead.
However, [11], [12], [17]–[21] only assumed the flat fading
channels.
To effectively combat the time dispersive channels, several
elegant broadband hybrid precoding solutions have been pro-
posed in [22]–[25]. Most of them adopted OFDM so that the
broadband frequency-selective fading channels were converted
into multiple parallel narrowband frequency-flat fading chan-
nels. To be specific, a hybrid precoding scheme has been pro-
posed in [22] to support single stream transmission in MIMO-
OFDM system, where the optimal beam pair was exhaustively
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Fig. 1. Different hybrid MIMO architectures: (a) FCA; (b) FS; (c) AS, where
the connection between phase shifters and antennas is adaptive, and only one
possible connection is shown in this figure. “PS” denotes phase shifter and
“Ant” denotes antenna.
searched from a codebook predefined for FS. To reduce
the computational complexity, the limited-feedback codebook
based broadband hybrid precoder has been proposed for fully-
connected array (FCA) [23]. Moreover, by exploiting the
channel correlation information among different subcarriers, a
broadband hybrid precoding was proposed, where both FCA
and PCS were investigated [24]. However, [23] did not specify
the combiner design at the receiver, and [24] assumed the
fully-digital array at the receiver. Note that in [24], although
a greedy algorithm was proposed to group the antennas for
AS, this method could suffer from the poor performance due
to the unbalanced antenna grouping. Besides, by proving the
dominant subspaces of frequency domain channel matrices
at different subcarriers are equivalent, [25] has theoretically
revealed the optimality of the frequency-flat precoding. How-
ever, this conclusion was based on the ideal sparse channels by
assuming the discrete angles of arrival/departure (AoA/AoD),
and the specific precoder/combiner solution was not explicitly
provided.
B. Our Contributions
In this paper, we propose a broadband hybrid precoding
for mmWave massive MIMO systems, where both FCA and
PCS are investigated. precoder/combiner for FCA is designed
based on the principal component analysis (PCA), whereby
a near-optimal low-dimensional analog precoder/combiner is
acquired from the optimal high-dimensional fully-digitally
precoder/combiner. Furthermore, this PCA-based approach is
generalized to PCS. Besides, for the AS, a low-complexity
shared agglomerative hierarchical clustering (shared-AHC)
algorithm is proposed to group the antennas adapted to the
channels for the further improved SE performance. The con-
tributions of this paper are summarized as follows:
• Near-optimal PCA-based hybrid precoder/combiner
design. Based on the framework of PCA (weighted
PCA), we design the analog precoder (combiner) at
the transmitter (receiver) according to the optimal fully-
digital precoder (combiner). By contrast, state-of-the-
art solutions usually only design the hybrid precoder,
nevertheless, the hybrid combiner was not specified and
the BER performance was not evaluated [22]–[25]. We
theoretically prove the near-optimality of our proposed
PCA-based solution, whose SE and BER advantages over
state-of-the-art solutions are also verified by simulations.
• Low-complexity shared-AHC algorithm to group an-
tennas for AS. The optimal antenna grouping for AS
requires the exhaustive search, which suffers from the
prohibitively high computational complexity. To solve
this problem, we formulate the antenna grouping prob-
lem as the clustering problem in machine learning, and
further propose a low-complexity shared-AHC algorithm.
Meanwhile, we prove that the antenna grouping strategy
based on the proposed shared-AHC algorithm is only
determined by the slow time-varying channel parameters
in the large antenna limits. By comparison, the existing
solution [24] only considered the antenna grouping at
the transmitter (TX), and it could lead to the extremely
unbalanced antenna grouping case that no antenna was
assigned to one RF chain.
• EE performance evaluation in practical passive/active
antennas. Passive and active antennas have the different
array architectures, which result in the different numbers
of power-consuming electronic elements (e.g., power am-
plifiers). EE analysis in prior work [28]–[30], [45] did not
distinguish the passive and active antennas. By contrast,
we consider the practical passive/active antennas for EE
performance analysis. Our work demonstrates that the EE
advantage of AS over FCA is overwhelming for both
active and passive antennas, while the EE advantage of
FS over FCA can only be observed for passive antennas.
The rest of this paper is organized as follows. The system
model is introduced in Section II. The proposed PCA-based
hybrid precoder/combiner for FCA is presented in Section III.
The proposed PCA-based hybrid precoder/combiner for PCS
and the proposed shared-AHC-based antenna grouping for AS
are presented in Section IV. In Section V, we evaluate the
system performance. Finally, we conclude this paper in Section
VII. This paper was presented in part at the IEEE GLOBE-
COM’18 [43], [44]. Except for the work presented in [43],
[44], the unique contribution of this paper is the expansion of
the PCS structure on hybrid combiner and the evaluation of the
performance, including the EE performance of the system, the
computational complexity of the antenna grouping algorithm,
the robustness of antenna grouping algorithm to time-varying
channel, and the robustness to channel perturbation.
Notations: Following notations are used throughout this
paper. A is a matrix, a is a vector, a is a scalar, and A
is a set. Conjugate transpose and transpose of A are AH
and AT , respectively. The (i, j)th entry of A is [A]i,j , [A]i,:
([A]:,j) denotes the ith row (jth column) of A, sub-matrix
[A]i1:i2,: ([A]:,j1:j2 ) consists of the i1th to i2th rows (j1th
to j2th columns) of A, and sub-matrix [A]i1 :i2,j1:j2 consists
of the i1th to i2th rows and j1th to j2th columns of A.
Frobenius norm, ℓ2-norm, and determinant are denoted by
||·||F , ||·||2, and det(·), respectively. card(A) is the cardinality
of a set A. |A|, ∠(A), andR{A} are matrices whose elements
are the modulus values, phase values, and real parts of the
corresponding elements in A, respectively. round(A) is a
matrix by replacing every element inA with its closest integer.
⊗ represents the Kronecker product. Subtraction between sets
A and B is A\B = {x|x ∈ A & /∈ B}. IN denotes an identity
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Fig. 2. The hybrid precoder/combiner system.
matrix with size N × N . The ith largest singular value of a
matrixA is defined as λi(A). (·)+ denotes (a)+ = a if a > 0,
otherwise (a)+ = 0. blkdiag(a1, · · · , aK) is a block diagonal
matrix with ai (1 ≤ i ≤ K) on its diagonal blocks. Finally,
ColA is the column space of the matrix A, and (ColA)⊥ is
the orthogonal complement space of ColA.
II. SYSTEM MODEL
We consider a downlink mmWave massive MIMO system
with perfect synchronization (this can be achieved by efficient
algorithms like [26], [46]) as shown in Fig. 2, where both the
BS and the user employ the uniform planar array (UPA), and
OFDM is adopted to combat the frequency-selective fading
channels. The BS is equipped with Nt = N
v
t ×Nht antennas
andNRFt ≪ Nt RF chains, whereNvt andNht are the numbers
of vertical and horizontal transmit antennas, respectively. The
user is equipped with Nr = N
v
r ×Nhr antennas and NRFr ≪
Nr RF chains, where N
v
r and N
h
r are the numbers of vertical
and horizontal receive antennas, respectively. In the downlink,
the received signals of the kth subcarrier at the user are [17]
r[k] = (WRFWBB[k])
H(H[k]FRFFBB[k]x[k] + n[k]),
1 ≤ k ≤ K, (1)
where K is the number of subcarriers, FBB[k] ∈ CNRFt ×Ns ,
FRF ∈ CNt×NRFt , WBB[k] ∈ CNRFr ×Ns , WRF ∈ CNr×NRFr ,
H[k] ∈ CNr×Nt , x[k] ∈ CNs×1, and n[k] ∈ CNr×1 are
the digital precoder, analog precoder, digital combiner, ana-
log combiner, frequency-domain channel matrix, transmitted
signal, and additive white Gaussian noise (AWGN) associated
with the kth subcarrier, respectively, and Ns is the number
of data streams. n[k] ∼ CN (0, σ2nINr ) and x[k] satisfies
E[x[k]xH [k]] = INs . Here H[k] =
∑D−1
d=0 H˜[d]e
−j 2pik
K
d,
where D is the maximum delay spread of the discretized
channels, and H˜[d] ∈ CNr×Nt is the delay-domain channel
matrix of the dth delay tap. We consider the clustered channel
model [17], where the channel comprises Ncl clusters of
multipaths with Nray rays in each cluster. Thus, the delay-
domain channel matrix is
H˜[d] =
Ncl∑
i=1
Nray∑
l=1
p˜i,l[d]ar(φ
r
i,l, θ
r
i,l)a
H
t (φ
t
i,l, θ
t
i,l), (2)
where p˜i,l[d] =
√
NtNr/(NclNray)αi,lp(dTs − τi,l) is the
delay-domain channel coefficient, τi,l, αi,l, and p(τ) are the
delay, the complex path gain, and the pulse shaping filter for
Ts-spaced signaling, respectively. Thus the frequency-domain
channel coefficient is pi,l[k] =
∑D−1
d=0 p˜i,l[d]e
−j 2pik
K
d. In (2),
at(φ
t
i,l, θ
t
i,l) and ar(φ
r
i,l, θ
r
i,l) are the steering vectors of the
lth path in the ith cluster at the TX and receiver (RX),
respectively, where φti,l (φ
r
i,l) and θ
t
i,l (θ
r
i,l) are the azimuth
and elevation angles of the lth ray in the ith cluster for
AoDs (AoAs). The steering vector of the lth ray in the
ith cluster for AoD is at(φ
t
i,l, θ
t
i,l) = e
v
t (Ω
v
i,l) ⊗ eht (Ωhi,l),
where evt (Ω
v
i,l) =
1√
Nvt
[
1 e−j2piΩ
v
i,l · · · e−j2pi(Nvt −1)Ωvi,l]T ,
eht (Ω
h
i,l) =
1√
Nht
[
1 e−j2piΩ
h
i,l · · · e−j2pi(Nht −1)Ωhi,l
]
T ,
Ωhi,l =
sin(θti,l) sin(φ
t
i,l)dh
λc
, Ωvi,l =
cos(θti,l)dv
λc
, λc is the
carrier wavelength, and dh =
λc
2 , dv =
λc
2 denote the
horizontally and vertically antenna spacing, respectively [8].
Similarly, the receive steering vectors are ar(φ
r
i,l, θ
r
i,l) =
[1 · · · e−j2pi(mΨhi,l+nΨvi,l) · · · e−j2pi((Nhr −1)Ψhi,l+(Nvr−1)Ψvi,l)]T /√Nr,
for 1 ≤ i ≤ Ncl, 1 ≤ l ≤ Nray, where
Ψhi,l =
sin(θri,l) sin(φ
r
i,l)dh
λc
and Ψvi,l =
cos(θri,l)dv
λc
.
The achievable SE for the mmWave MIMO-OFDM system
can be expressed as [23]
R =
1
K
K∑
k=1
log2(det(I+R
−1
n [k]W
H
BB[k]W
H
RFH[k]FRFFBB[k]
× FHBB[k]FHRFHH[k]WRFWBB[k])),
(3)
where Rn[k] = σ
2
nW
H
BB[k]W
H
RFWRFWBB[k],∑K
k=1 ||FRFFBB[k]||2F = KNs, [FRF]:,i ∈ FRF for
1 ≤ i ≤ NRFt , [WRF]:,j ∈ WRF for 1 ≤ j ≤ NRFr ,
FRF ⊆ CNt×1 and WRF ⊆ CNr×1 are respectively the
sets of feasible RF precoder and combiner satisfying the
CMC for each entry. Note that our work is distinctly
different from the previous work [24], which considered
the hybrid precoder but the fully-digital combiner. In this
paper, we consider the hybrid MIMO architecture at both
the TX and RX. Given full channel state information
(CSI) at both TX and RX by using state-of-art efficient
channel estimation solutions [1], [4], [5], [7], [27], our
goal is to design the hybrid precoder and combiner that
maximize the SE. Since the sum rate R is a function of
variables (FRF,{FBB[k]}Kk=1,WRF,{WBB[k]}Kk=1), it is
computationally inefficient to jointly optimize the sum rate.
How to solve this intractable problem will be detailed as
follows.
III. PCA-BASED HYBRID PRECODER/COMBINER FOR
FCA
In this section, we will propose the hybrid pre-
coder/combiner design for mmWave massive MIMO systems
based on FCA (weighted FCA), whereby the frequency-flat RF
precoder (combiner) can be acquired from the optimal fully-
digital frequency-selective precoder (combiner).
4A. PCA-Based Hybrid Precoder Design at TX
We first design the hybrid precoder by solving the following
optimization problem
max
FRF,{FBB[k]}Kk=1
∑K
k=1
log2(det(INr +
1
σ2n
H[k]FRFFBB[k]
× FHBB[k]FHRFHH [k]))
s.t. [FRF]:,i ∈ FRF for 1 ≤ i ≤ NRFt ,∑K
k=1
||FRFFBB[k]||2F = KNs.
(4)
The joint optimization of FRF and {FBB[k]}Kk=1 in (4) is diffi-
cult due to the coupling between FRF and {FBB[k]}Kk=1. This
motivates us to design FRF and {FBB[k]}Kk=1, separately. We
consider F˜BB[k] = (F
H
RFFRF)
1
2FBB[k] to be the equivalent
baseband precoder, so that (4) can be rewritten as
max
FRF,{F˜BB[k]}Kk=1
K∑
k=1
log2(det(INr+
1
σ2n
H[k]FRF(F
H
RFFRF)
− 1
2
× F˜BB[k]F˜HBB[k](FHRFFRF)−
1
2FHRFH
H[k]))
s.t. [FRF]:,i ∈ FRF for 1 ≤ i ≤ NRFt ,∑K
k=1
||F˜BB[k]||2F = KNs.
(5)
To solve the optimization problem (5), we first investigate the
optimal solution of {F˜BB[k]}Kk=1. Specifically, we consider
the singular value decomposition (SVD) of H[k] at the kth
subcarrier
H[k] = U[k]Σ[k]VH [k], (6)
and the SVD of the matrix Σ[k]VH [k]FRF(F
H
RFFRF)
−1/2 =
U˜[k]Σ˜[k]V˜H [k]. Therefore, the optimal equivalent baseband
precoder is F˜BB[k] = [V˜[k]]:,1:NsΛ[k] ∈ CN
RF
t ×Ns , and thus
the optimal baseband precoder FBB[k] can be expressed as
FBB[k]=(F
H
RFFRF)
− 1
2 F˜BB[k]=(F
H
RFFRF)
− 1
2 [V˜[k]]:,1:NsΛ[k],
(7)
where Λ[k] ∈ CNs×Ns is the water-filling solution matrix, i.e.,
[Λ[k]]2i,i = (µ−σ2n/[Σ˜[k]]2i,i)+, 1 ≤ i ≤ Ns, 1 ≤ k ≤ K, (8)
µ meets
∑K
k=1
∑Ns
i=1(µ − σ2n/[Σ˜[k]]2i,i)+ = KNs. Then the
joint optimization of FRF and {FBB[k]}Kk=1 is simplified as
the optimization of FRF in (5). Considering a conventional
frequency-selective precoder as the optimal fully-digital pre-
coder1 Fopt[k] = [V[k]]:,1:Ns ∈ CNt×Ns , we further have the
approximation in Lemma 1.
Lemma 1. Optimization problem in (4) can be approximately
written as
max
FRF
K∑
k=1
||FHopt[k]FRFFBB[k]||2F
s.t. [FRF]:,i ∈ FRF for 1 ≤ i ≤ NRFt .
(9)
The optimization problem (4) is equivalent to (9) when the
following requirements are reached:
1Water filling is not considered for the ease of analysis, and it can be
adopted to maximize the sum rate according to [25].
Algorithm 1 PCA-based RF Precoder Design.
Input: {Fopt[k]}Kk=1, NRFt , Nt, and Q.
Output: FRF.
1: F =
[
Fopt[1] Fopt[2] · · · Fopt[K]
]
(Here Fopt[k] =
[U[k]]:,1:Ns , H[k]=U[k]Σ[k]V
H [k], ∀k)
2: Apply SVD to F, i.e., F = UFΣFV
H
F , where UF
corresponds to the principal components
3: Extract the phases by using an intermediate variable
Fint =
1√
Nt
exp
(
j∠([UF ]:,1:NRFt
)
)
4: Quantization by FRF =
1√
Nt
exp
(
j 2pi2Q round(
2Q∠(Fint)
2pi )
)
1) Hybrid precoder FRFFBB[k] can be sufficiently “close”
to the optimal fully-digital precoder.
2) The signal-to-noise ratio (SNR) is sufficiently high.
Proof. See Appendix A.
Note that the frequency domain MIMO channel matrices
{H[k]}Kk=1 have the same column/row space [25], and FRF
is identical for all subcarriers. So FRF can be regarded as
a representation of such a column space. This observation
motivates us to design the RF precoder FRF under the
framework of PCA [32], whereby the principal components
constituting FRF can be acquired from the data set matrix
F =
[
Fopt[1] Fopt[2] · · · Fopt[K]
]
. To achieve the stable
solution with low complexity for PCA problem, we consider
the SVD approach to process F [32] as follows.
Proposition 1. Given F and its SVD F =
UFΣFV
H
F , the solution to (9) can be expressed
as FRF = [UF ]:,1:NRFt Rt, where Rt =
1√
Nt
([UF ]
H
:,1:NRFt
[UF ]:,1:NRFt )
−1[UF ]H:,1:NRFt e
j∠([UF ]:,1:NRF
t
)
is a full rank square matrix.
Proof. See Appendix B.
Moreover, to meet the CMC of FRF, we propose to design
the RF precoder by solving
FRF = arg min
|[X]i,j|=1/
√
Nt
||X− [UF ]:,1:NRFt ||2F . (10)
As the set of possible FRF is a hypersphere in the space of
CNt×N
RF
t , and [UF ]:,1:NRFt is a known point in the space
C
Nt×NRFt , the optimization problem in (10) is equivalent
to searching for a solution in the hypersphere to minimize
the distance from the fixed point [UF ]:,1:NRFt . Therefore,
the solution is the point on this hypersphere sharing the
same direction of the known point. In other words, Rt =
1√
Nt
([UF ]
H
:,1:NRFt
[UF ]:,1:NRFt )
−1[UF ]H:,1:NRFt e
j∠([UF ]:,1:NRF
t
)
and the solution is [FRF]i,j=
1√
Nt
ej∠([UF ]i,j). Besides, given
the practical RF phase shifters with the quantization bit Q
[33], the phase shifter values can only come from the set
Q = {0, 2pi
2Q
, · · · , 2pi(2Q−1)
2Q
}. Therefore, this quantization
processing will be performed by searching for the element
from Q according to the minimum Euclidean distance from
5∠([FRF]i,j). Finally, how to obtain FRF is summarized in
Algorithm 1.
Note that our PCA-based approach is essentially different
from that proposed in [24], whose RF precoder is acquired
from the eigenvectors of channel covariance matrix Rcov=
1
K
∑K
k=1H
H [k]H[k]. By contrast, the RF precoder in our
solution is obtained by solving the principal components or
basis for the common column space of channel matrices
{H[k]}Kk=1 at all subcarriers, where the processing is listed in
steps 1∼2 of Algorithm 1. Simulation results further confirm
the better performance of our solution than that proposed
in [24] for hybrid MIMO systems. However, the channel
covariance matrix based design in [24] may have a lower
channel estimation overhead than the PCA solution presented
here, a detailed analysis of which is beyond the scope of this
paper.
B. PCA-Based Hybrid Combiner Design at RX
Based on the designed FRF and {FBB[k]}Kk=1,
we further design the hybrid combiner to minimize∑K
k=1 ||x[k]− r[k]||22. Specifically, the optimal fully-
digital combiner is the minimum mean square error (MMSE)
combiner, i.e., WHopt[k] = W
H
MMSE[k], which can be
expressed as
WHMMSE[k] =F
H
BB[k]F
H
RFH
H [k](H[k]FRFFBB[k]
× FHBB[k]FHRFHH [k] + σ2nINr )−1.
(11)
Defining the signal at the receive antennas as y[k] ∈ CNr×1
(1 ≤ k ≤ K), we formulate the combiner design problem as
the following optimization problem,
min
WRF,{WBB[k]}Kk=1
∑K
k=1
E[||x[k]−WHBB[k]WHRFy[k]||22]
s.t. [WRF]:,i ∈ WRF for 1 ≤ i ≤ NRFr .
(12)
Note that if the CMC in (12) is removed, the solution to (12) is
the optimal fully-digital MMSE combiner (11). The objective
function in (12) can be further written as∑K
k=1
E[||x[k]−WHBB[k]WHRFy[k]||22]
=
∑K
k=1
Tr(E[x[k]xH[k]])
−2
∑K
k=1
R{Tr(E[x[k]yH[k]]WRFWBB[k])}
+ Tr(WHBB[k]W
H
RFE[y[k]y
H[k]]WRFWBB[k]).
(13)
Since the optimization variables in (12) are WRF
and {WBB[k]}Kk=1, terms unrelated to WRF and
{WBB[k]}Kk=1 will not affect the solution. By adding the
independent term
∑K
k=1Tr(W
H
opt[k]E[y[k]y
H [k]]Wopt[k]) −∑K
k=1 Tr(E[x[k]x
H [k]]) to the objective function (13), the
optimization problem (12) can be further expressed as
min
WRF,{WBB[k]}Kk=1
∑K
k=1
||E[y[k]yH[k]] 12(Wopt[k]−WRFWBB[k])||2F ,
s.t. [WRF]:,i ∈ WRF for 1 ≤ i ≤ NRFr ,
(14)
where E[y[k]yH [k]] has the closed-form expression of
H[k]FRFFBB[k]F
H
BB[k]F
H
RFH
H [k] + σ2nINr , and it can be
easily calculated. For (14), it is difficult to jointly optimize
WRF and {WBB[k]}Kk=1 due to the coupling between base-
band and RF combiners. Therefore, we will design WRF and
{WBB[k]}Kk=1, separately. Similar to the hybrid precoder de-
sign, we first consider the weighted LS estimation ofWBB[k]
by fixing WRF as
WBB[k] =(W
H
RFE[y[k]y
H [k]]WRF)
−1
×WHRFE[y[k]yH [k]]Wopt[k].
(15)
In this way, the joint optimization in (14) is decoupled.
Moreover, similar to the PCA-based hybrid precoder design,
we will design the RF combinerWRF from the optimal fully-
digital combiner {Wopt[k]}Kk=1 based on the weighted PCA.
This process is shown in Proposition 2.
Proposition 2. Given W =[
E[y[1]y[1]H ]1/2Wopt[1] · · · E[y[K]y[K]H ]1/2Wopt[K]
]
,
the SVD W = UWΣWV
H
W , and the weighted LS
estimation of WBB[k] in (15), the optimal WRF
to (14) is WRF = [UW ]:,1:NRFr Rr, where Rr =
1√
Nr
([UW ]
H
:,1:NRFr
[UW ]:,1:NRFr )
−1[UW ]H:,1:NRFr e
j∠([UW ]:,1:NRFr
)
is a full rank square matrix.
Proof. See Appendix C.
Similar to FRF, we can designWRF using Algorithm 1 by
replacing the input parameters {Fopt[k]}Kk=1, NRFt , and Nt
for TX with {[y[k]y[k]H ]1/2Wopt[k]}Kk=1, NRFr , and Nr for
RX.
IV. HYBRID PRECODER/COMBINER DESIGN FOR PCS
In this section, we first investigate the hybrid pre-
coder/combiner design for FS. Moreover, we study how to
group the antennas for AS to further improve the SE perfor-
mance.
A. Hybrid Precoder/Combiner Design for FS
For FS, each antenna is only connected to one RF chain.
We define the set of antenna indexes as {1, · · · , Nt} and
Sr (1 ≤ r ≤ NRFt ) as the subset of the antennas con-
nected to the rth RF chain. Besides, we assume card(Sr) =
N subt = Nt/N
RF
t ∈ Z and Sr = {(r − 1)N subt +
1, · · · , rN subt }, ∀r, for ease of analysis. Hence FRF =
blkdiag(fRF,S1 , · · · , fRF,SNRF
t
), where fRF,Sr ∈ CN
sub
t ×1 is
the analog precoder for the rth subarray connected to the rth
RF chain.
To design the hybrid precoder for FS, we first consider the
equivalent RF precoder F¯RF = FRF(F
H
RFFRF)
−1/2
[24], and
it can be further written as
F¯RF = blkdiag(
fRF,S1
||fRF,S1 ||2
, · · · ,
fRF,S
NRF
t
||fRF,S
NRF
t
||2 ). (16)
For the FS, according to Lemma 1, the optimization problem
(9) can be simplified as
max
FRF
∑K
k=1
||FHopt[k]F¯RF||2F ,
s.t. (16) , fRF,Sr ∈ FRF,S , ∀r,
(17)
6where FRF,S is a set of feasible RF precoder satisfying
the CMC, and the optimal fully-digital precoder Fopt[k] =
[V[k]]:,1:Ns ∈ CNt×Ns can be expressed as the following
block matrix form
FHopt[k] =
[
FHopt,S1 [k] · · · FHopt,SNRF
t
[k]
]
. (18)
Here Fopt,Sr [k] ∈ CN
sub
t ×Ns , ∀k. To solve (17), we use the
following proposition.
Proposition 3. For FS, given FSr =[
Fopt,Sr [1] · · · Fopt,Sr [K]
]
, the optimal FRF to
(17) is FRF = blkdiag(fRF,S1 , · · · , fRF,SNRF
t
), where
fRF,Sr = αruSr,1, αr ∈ C is a random complex number, and
uSr,1 ∈ CN
sub
t ×1 is the right singular vector of the largest
singular value of FSr , ∀r.
Proof. By substituting (16) and (18) into the objective function
of (17), we can further have∑K
k=1
||FHopt[k]F¯RF||2F
=
K∑
k=1
||
[
F
H
opt,S1
[k]fRF,S1
||fRF,S1 ||2 · · ·
F
H
opt,S
NRF
t
[k]fRF,S
NRF
t
||fRF,S
NRF
t
||2
]
||2F
=
∑NRFt
r=1
∑K
k=1 ||FHopt,Sr [k]fRF,Sr ||22
||fRF,Sr ||22
=
∑NRFt
r=1
fHRF,SrFSrF
H
Sr fRF,Sr
||fRF,Sr ||22
≤
∑NRFt
r=1
λ21(FSr),
(19)
where λ1(FSr) means the largest singular value of matrix
FSr . The maximum value can only be obtained if fRF,Sr =
αruSr,1, where αr is a complex value, and uSr,1 is the left
singular vector of the largest singular value of the matrix
FSr .
By taking the CMC and quantization of phase
shifters into account, the final FRF is fRF,Sr =
1√
Nsubt
ej
2pi
2Q round(
2Q∠(uSr,1)
2pi ). Meanwhile, {FBB[k]}Kk=1
can be obtained according to (7).
At the RX, we consider the subset of antenna in-
dices connected to the rth RF chain as Tr = {(r −
1)N subr + 1, · · · , rN subr }, ∀r, where card(Tr) = N subr =
Nr/N
RF
r ∈ Z for ease of analysis. Similar to the TX,
we have WRF = blkdiag(wRF,T1 , · · · ,wRF,TNRFr ) ∈
CNr×N
RF
r and WBB[k] = [wBB,T1 [k] · · · wBB,TNRFr [k]]
H ∈
CN
RF
r ×Ns , where wBB,Tr [k] ∈ CNs×1 is the baseband com-
biner of the rth receive subarray. Hence WRFWBB[k] =
[wRF,T1w
H
BB,T1[k] · · · wRF,TNRFr w
H
BB,T
NRFr
[k]]T ∈ CNr×Ns .
Moreover, consider the effective channel
Heff [k] = H[k]FRFFBB[k], (20)
the received signal y[k] = [(yT1 [k])
T · · · (yT
NRFr
[k])T ]T ∈
C
Nr×1 with yTr [k] ∈ CN
sub
r ×1, the effective channel
Heff [k] = [(Heff,T1[k])
T · · · (Heff,T
NRFr
[k])T ]T ∈ CNr×Ns
with Heff,Tr[k] ∈ CN
sub
r ×Ns , and the noise n[k] =
[(nT1 [k])
T · · · (nT
NRFr
[k])T ]T ∈ CNr×1 with nTr [k] ∈
CN
sub
r ×1, we have
yTr [k]=Heff,Tr [k]x[k] + nTr [k], ∀r. (21)
By substituting (21) into (12), we have∑K
k=1
E[||x[k]−WHBB[k]WHRFy[k]||22]
=
∑K
k=1
(Tr(E[x[k]xH[k]])
− 2
∑NRFr
r=1
R{Tr(E[x[k]yHTr[k]]wRF,TrwHBB,Tr[k])}
+
NRFr∑
r=1
Tr(wBB,Tr[k]w
H
RF,TrE[yTr [k]y
H
Tr[k]]wRF,Trw
H
BB,Tr[k])),
(22)
where E[yTr [k]y
H
Tr [k]] = Heff,Tr [k]H
H
eff,Tr [k] + σ
2
nINsubr . To
design the {WBB[k]}Kk=1 and WRF for minimizing (22), we
first use the MMSE criterion to obtain the optimal fully-
digital combiner according to (11), which can be expressed
as WHopt[k] =
[
WHopt,T1 [k] · · · WHopt,TNRFr [k]
]
∈ CNs×Nr
with Wopt,Tr [k] ∈ CN
sub
r ×Ns , ∀k. Furthermore, we can
transform (22) into equation (23) below by adding a constant
term
K∑
k=1
NRFr∑
r=1
Tr(WHopt,Tr [k]E[yTr [k]y
H
Tr [k]]Wopt,Tr [k]) −
K∑
k=1
Tr(E[x[k]xH [k]]) irrelevant to the optimization object
variables {WBB[k]}Kk=1 and WRF
K∑
k=1
NRFr∑
r=1
||E[yTr [k]yHTr [k]]
1
2 (Wopt,Tr [k]−wRF,TrwHBB,Tr [k])||2F .
(23)
To minimize (23), we consider the weighted LS estimation
of WBB[k], denoted by W
WLS
BB [k], according to (15),
then we have wRF,Tr = βruTr,1, where uTr,1 is the
left singular vector of the largest singular value of WTr =
[E[yTr[1]y
H
Tr[1]]
1
2Wopt,Tr[1] · · ·E[yTr[K]yHTr[K]]
1
2Wopt,Tr[K]],
and βr is an arbitrary complex number. At last, {WBB}Kk=1
can be obtained by (15).
B. Antenna Grouping for Hybrid Precoder in AS
For AS, how to group the transmit/receive antennas, i.e.,
design {Sr}N
RF
t
r=1 and {Tr}N
RF
r
r=1 can further improve the SE
performance. At the TX, the optimization of transmit antenna
grouping {Sr}N
RF
t
r=1 can be formulated as the following opti-
mization problem according to (19)
max
S1,··· ,SNRF
t
∑NRFt
r=1
λ21(FSr)
s.t. ∪NRFtr=1 Sr = {1, · · · , Nt},
Si ∩ Sj = ∅ for i 6= j, Sr 6= ∅ ∀r.
(24)
This optimization problem is a combinational optimiza-
tion problem, which requires an exhaustive search to
reach the optimal solution. The number of all pos-
sible combinations to obtain the optimal solution is
1
(NRFt )!
∑NRFr
n=0 (−1)N
RF
t −n
(
NRFt
n
)
nNt according to [35]. For
7Algorithm 2 Proposed Shared-AHC Algorithm to Group
Antennas for AS.
Input: The correlation matrix RF = FF
H , number of
antennas Nt, number of RF chains N
RF
t .
Output: Antenna grouping results S1, · · · ,SNRFt .
1: Nsub = Nt, Si = {i} for i = 1, · · · , Nt
2: while Nsub > N
RF
t do
3: S0i = Si for i = 1, · · · , Nsub, nsub = 1
4: for i = 1 : Nsub do
5: if ∃r0 6= i s.t. S0i ⊆ Sr0 then continue
6: else if i = Nsub then Snsub = S0i
7: else j = arg max
l∈{i+1,··· ,Nsub}
g(Si,Sl), i0 =
arg max
l∈{1,··· ,Nsub}\{j}
g(Sj ,Sl)
8: if i = i0 then Snsub = Si ∪ Sj
9: else Snsub = Si
10: end if
11: end if
12: nsub = nsub + 1
13: end for
14: N0sub = nsub − 1
15: if N0sub < N
RF
r then Si = S0i for i = 1, · · · , Nsub
break
16: else Nsub = N
0
sub
17: end if
18: end while
19: if Nsub > N
RF
t then sort Si according to the ascending
order of cardinality
20: for i = 1 : (Nsub − NRFt ) do j =
arg max
l={NRFt −Nsub+1,··· ,Nsub}
g(Si,Sl), Si = Si ∪ Sj
21: end for
22: Rearrange the subscript to guarantee that the order
of subscripts are from 1 to NRFt
23: end if
example, when Nt = 64 and N
RF
t = 4, the number of all
possible combinations can be up to 1.4178× 1037. Therefore,
we will design a low-complexity antenna grouping algorithm
to maximize (24). Specifically, given RSr = FSrF
H
Sr and
RF = FF
H , we have λ21(FSr ) = λ1(RSr ) and the following
approximation
λ1(RSr) ≈
1
card(Sr)
∑card(Sr)
i=1
∑card(Sr)
j=1
|[RSr ]i,j |
=
1
card(Sr)
∑
i∈Sr
∑
j∈Sr
|[RF ]i,j |,
(25)
which is due to the tight lower bound and upper bound of
λ1(RSr) as proven in [24]. Hence, the objective function of
(24) becomes
∑NRFt
r=1
1
card(Sr)
∑
i∈Sr
∑
j∈Sr |[RF ]i,j |. This is
still a combinational optimization problem, which requires the
exhaustive search with high complexity.
In this paper, we formulate the antenna grouping problem
as the clustering analysis problem in machine learning. Since
RF is a correlation metric rather than the distance metric,
we focus on the correlation-based clustering approach and
propose the shared-AHC algorithm as listed in Algorithm 2.
The proposed algorithm is developed from the AHC algorithm
[31], and it can divide the antennas into multiple groups
connected to different RF chains. Note that the traditional
AHC algorithm builds a cluster hierarchy from the bottom up,
and it starts by adding all data to multiple clusters, followed
by iteratively pair-wise merging these clusters until only one
cluster is left at the top of the hierarchy [31]. By contrast,
the proposed shared-AHC algorithm simultaneously builds
NRFt clusters, rather than only one cluster in conventional
AHC algorithm. Besides, the pair-wise merging criterion in
the proposed algorithm is “shared”, while the conventional
AHC algorithm only focuses on the target cluster. To further
illustrate this “shared” mechanism, we introduce the metric of
mutual correlation g(Sn,Sm) for any two clusters Sn and Sm
as
g(Sn,Sm) = 1
card(Sn)card(Sm)
∑
i∈Sn
∑
j∈Sm
|[RF ]i,j |,m 6= n.
(26)
In each clustering iteration, we first focus on the cluster Sn
and search for a cluster Sm that maximizes g(Sn,Sl) among
all possible Sl. If the cluster Sn also maximizes g(Sm,Sl)
among all possible Sl, we merge Sn and Sm. Otherwise, the
cluster Sn and cluster Sm are not merged, and algorithm goes
into the next iteration. Therefore, our proposed algorithm is
featured as “shared”, since two clusters mutually share the
maximum correlation in the sense of (26).
The steps of the proposed shared-AHC algorithm are elab-
orated as follows. Step 1 performs the initialization. Step 3
saves the clustering results in the last iteration and initializes
the clustering process counter nsub. Step 5 considers the
special situation that the target cluster is already merged into
a former cluster, and step 6 considers the situation that the
target cluster is SNsub and not merged into any of the former
clusters. To maximize the correlation g(Si,Sl) for the target
cluster Si, the operation j = arg max
l∈{i+1,··· ,Nsub}
g(Si,Sl) in
step 7 will search for the cluster Sj from the clusters that
have not been searched, i.e., {Sj}Nsubl=i+1. The operation i0 =
arg max
l∈{1,··· ,Nsub}\{j}
g(Sj ,Sl) in step 7 further judges whether
Si also has the maximum mutual correlation for the chosen
Sj or not. i = i0 in step 8 indicates this judge holds, then
clusters Si and Sj are merged. Otherwise, these two clusters
will not be merged (step 9). After processing Si, the cluster
counter nsub is increased by one, and the next target cluster
will be processed (step 12). After the loop including steps 4-
13 finishes, if the resulting number of clusters Nsub < N
RF
r
(step 15), the iteration stops and the clustering result of the last
iteration will be considered, i.e., Si = S0i for i = 1, · · · , Nsub.
Otherwise, we continue the iteration (step 16). Steps 19-
23 ensure the result Nsub = N
RF
t . If Nsub > N
RF
t , the
(Nsub−NRFt ) clusters with (Nsub−NRFt ) smallest cardinality
are merged within the rest NRFt clusters (steps 19-21). Step
22 guarantees that the subscripts of clustering result match the
notation of RF chains.
Note that although the antenna grouping {Sr}N
RF
t
r=1 designed
by Algorithm 2 is based on the instantaneous CSI H[k],
{Sr}N
RF
t
r=1 mainly depends on the steering vectors having the
8first Ns largest path gains for massive MIMO with large
Nt (Proposition 4). On the other hand, for time-varying
MIMO channels, the variation rates for channel angles and
the absolute values of channel gains are usually much slower
than that for channel gains [41]. This indicates that once
{Sr}N
RF
t
r=1 is determined, it can remain unchangeable for a long
period of time with negligible performance loss. The proof for
Proposition 4 is provided as follows.
Proposition 4. For massive MIMO with large Nt, the corre-
lation matric RF for antenna grouping only depends on the
steering vectors associated with the first Ns largest path gains.
Proof. For massive MIMO, the transmit/receive
steering vectors are asymptotic orthogonal, i.e.,
lim
Nt→∞
AHt At = INclNray and lim
Nr→∞
AHr Ar = INclNray [8].
Furthermore, we assume an ideal pulse-shaping p(t) = δ(t)
and |α1,1| > |α1,2| > · · · > |αNcl,Nray | for ease of analysis.
So the SVD ofH[k] in (6) can be written asU[k]=
[
Ar Ur
]
,
Σ[k] = blkdiag(|P[k]|,0(Nr−NclNray)×(Nt−NclNray)),
and V[k] = blkdiag(ej∠P[k], INt−NclNray)
[
At Vt
]
,
where Ur ∈ CNr×(Nr−NclNray) and Vt ∈
CNt×(Nt−NclNray) are semi-unitary matrices
respectively satisfying ColUt = (ColAt)
⊥ and
ColUt = (ColAt)
⊥, P[k] =
√
NtNr
NclNray
GP˜[k], P˜[k] =
diag(e−j2piτ1,1k/KTs , e−j2piτ1,2k/KTs , · · · , e−j2piτNcl,Nrayk/KTs),
and G = diag(α1,1, α1,2, · · · , αNcl,Nray). Define the matrix
consisting of the steering vectors associated with the first
Ns largest singular values as At,max Ns = [A˜t]:,1:Ns , we
have Fopt[1] = · · · = Fopt[K] = At,max Ns . Therefore,
RF = FF
H = KAt,maxA
H
t,max, that is to say, RF only
depends on the steering vectors associated with the first Ns
largest path gains.
C. Antenna Grouping for AS on Hybrid Combiner
Furthermore, we consider the antenna grouping for AS at
the RX. To decouple wRF,Tr and {wBB,Tr[k]}Kk=1 in (23), we
rewrite the problem (12) as
min
wRF,Tr ,wBB,Tr[k],∀r,k
K∑
k=1
NRFr∑
r=1
||E[yTr [k]yHTr [k]]
1
2 (Wopt,Tr [k]
−wRF,TrwHBB,Tr [k])||2F
s.t. wRF,Tr ∈ WRF,Tr ,
(27)
where WRF,Tr is a set of feasible RF combiner satisfying the
CMC. Given the RF combiner wRF,Tr , the objective function
(27) can be rewritten as
min
{wBB,Tr [k]}Kk=1
∑K
k=1
||E[yTr [k]yHTr [k]]
1
2 (Wopt,Tr [k]
−wRF,TrwHBB,Tr [k])||2F ,
(28)
for 1 ≤ r ≤ NRFr . For (28), the optimal baseband combiner
can be obtained by weighted LS as
wHBB,Tr [k] =(w
H
RF,TrE[yTr [k]y
H
Tr [k]]wRF,Tr)
−1
×wHRF,TrE[yTr [k]yHTr [k]]Wopt,Tr [k].
(29)
By substituting (29) into (23), we obtain
K∑
k=1
NRFr∑
r=1
Tr(WHopt,Tr [k]E[yTr [k]y
H
Tr [k]]Wopt,Tr [k]
−WHopt,Tr[k]E[yTr[k]yHTr[k]]wRF,Tr
× (wHRF,TrE[yTr[k]yHTr [k]]wRF,Tr)−1wHRF,Tr
× E[yTr [k]yHTr [k]]Wopt,Tr [k]).
(30)
Note that minimizing (30) is equivalent to maximizing the
following function
K∑
k=1
NRFr∑
r=1
Tr(WHopt,Tr[k]E[yTr[k]y
H
Tr[k]]wRF,Tr
× (wHRF,TrE[yTr[k]yHTr[k]]wRF,Tr)−1
×wHRF,TrE[yTr[k]yHTr[k]]Wopt,Tr[k]).
(31)
Furthermore, we consider
E[yTr [1]y
H
Tr [1]] ≈ · · · ≈ E[yTr [K]yHTr [K]] ≈ E[yTryHTr ],
(32)
where 1 ≤ r ≤ NRFr . Note that the approximation error in
(32) can be ignored in large antennas regime as proven in
Appendix D. By substituting (32) into (31), we can obtain
K∑
k=1
NRFr∑
r=1
Tr(WHopt,Tr [k]E[yTry
H
Tr ]wRF,Tr
× (wHRF,TrE[yTryHTr ]wRF,Tr)−1wHRF,TrE[yTryHTr ]Wopt,Tr [k])
=
K∑
k=1
NRFr∑
r=1
||WHopt,Tr[k]E[yTryHTr ]wRF,Tr ||22
||E[yTryHTr ]
1
2wRF,Tr ||22
=
NRFr∑
r=1
wHRF,TrE[yTry
H
Tr ]
1
2Wopt,Tr[k]W
H
opt,Tr[k]E[yTry
H
Tr ]
1
2wRF,Tr
||E[yTryHTr ]
1
2wRF,Tr ||22
.
(33)
The maximum of (33) is
∑NRFr
r=1 λ
2
1(WTr) when wRF,Tr =
βruTr,1 as discussed in Section IV-A. Therefore, the optimiza-
tion of {Tr}N
RF
r
r=1 can be formulated as
2
max
T1,··· ,TNRFr
∑NRFr
r=1
λ21(WTr)
s.t. ∪NRFrr=1 Tr = {1, · · · , Nr},
Ti ∩ Tj = ∅ for i 6= j, Tr 6= ∅ ∀r.
(34)
Similar to (25), we further obtain λ21(WTr) = λ1(RTr) and
λ1(RTr) ≈
1
card(Tr)
∑card(Tr)
i=1
∑card(Tr)
j=1
|[RTr ]i,j |
=
1
card(Tr)
∑
i∈Tr
∑
j∈Tr
|[RW ]i,j |,
(35)
where RTr = WTrW
H
Tr and RW = WW
H . Finally, the
antenna grouping {Tr}N
RF
r
r=1 at the RX can be obtained using
Algorithm 2 by replacing the input parameters RF , Nt, and
NRFt for the TX with RW , Nr, and N
RF
r for the RX. By
2Note that (34) is more difficult to reach than (24) because of the existence
of the weight matrix E[yTr [k]y
H
Tr
[k]]
1
2 .
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Fig. 3. Four types of typical FS patterns: (a) Vertical type; (b) Horizontal
type; (c) Squared type; (d) Interlaced type.
contrast, the antenna grouping solution in [24] considers the
hybrid transmit array but the fully-digital receive array, and
how to group the antennas for hybrid receive array is not
explicitly specified.
V. PERFORMANCE EVALUATION
In this section, we will investigate the SE, EE, and BER
performance of the proposed hybrid precoder/combiner design.
In simulations, the pulse shaping filter is p(τ)=δ (τ), the
length of cyclic prefix is D = 64, and the number of
subcarriers isK = 512. The carrier frequency is fc = 30 GHz,
the bandwidth is Bs = 500 MHz, the path delay is uniformly
distributed in [0, DTs] (Ts = 1/Bs is the symbol period), the
number of clusters is Ncl = 8, the azimuth/elevation angle
spread of each cluster is 7.5◦ for both AoD and AoA, and
there are Nray = 10 rays within each cluster. Both the TX
and RX adopt 8 × 8 hybrid UPA with NRFt = NRFr = 4
unless otherwise stated. The number of data stream is Ns = 3.
Four types of classical FS patterns shown in Fig. 3 will
be investigated, where the antennas with the same color are
connected to the same RF chain for constituting a subarray.
The channel estimation overhead is not considered in the
evaluation.
State-of-the-art solutions will be compared as benchmarks.
1) Optimal fully-digital scheme considers the fully-digital
MIMO system, where the SVD-based precoder/combiner is
adopted as the performance upper bound. 2) Since the OMP-
based spatially sparse precoding [17] is proposed for nar-
rowband channels, we consider a broadband version that
can simultaneously design the RF precoder/combiner for all
subcarriers, denoted by simultaneous OMP (SOMP) scheme.
3) Discrete Fourier transform (DFT) codebook scheme [24]
designs the RF precoder/combiner from the DFT codebook
instead of steering vectors codebook in SOMP scheme [42].
4) Covariance eigenvalue decomposition (EVD) scheme
focuses on the hybrid precoder design based on the EVD of the
channel covariance matrix Rcov =
1
K
∑K
k=1H
H [k]H[k] and
assumes the fully-digital receive array. To extend this scheme
to hybrid receive arrays, the RF combiner is designed using
the same processing as the RF precoder by replacing Rcov
with R˜cov =
1
K
∑K
k=1H[k]H
H [k], and the digital combiner
is designed based on MMSE criterion.
A. SE and BER Performance Evaluation
In Fig. 4, we compare the SE performance of different
hybrid precoder schemes, where the system adopts the hybrid
transmit array and fully-digital receive array. For the hybrid
transmit array, FCA and PCS are investigated in Fig. 4 (a)
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Fig. 4. SE performance comparison of different hybrid precoder schemes,
where the hybrid transmit array and fully-digital receive array are considered:
(a) FCA with Q = ∞, Q = 3, and Q = 1; (b) PCS with Q = 3.
and (b), respectively. Besides, the practical phase shifters
with resolutions Q = 3 and Q = 1 are considered, and
the ideal phase shifters without quantization, denoted by
Q = ∞, is also compared to examine the impact of Q
[33]. For the FCA, Fig. 4 (a) shows that the proposed PCA-
based solution and the covariance EVD-based solution have
the similar performance, and our proposed solution has the
considerable superiority over conventional DFT codebook-
based and SOMP-based solutions. This is because that our
proposed solution exploits the principal components of the
common column space of {H[k]}Kk=1 to design the analog
precoder FRF. By contrast, the analog precoders designed by
the SOMP-based and DFT codebook-based solutions are based
on the codebooks, whose entries are limited to the steering
vector form. This kind of inflexible RF precoder designs would
lead to the poor performance. Additionally, for the proposed
hybrid precoder scheme, we can observe the performance gap
between adopting Q = ∞ and Q = 3 is negligible, but that
between adopting Q = 3 and Q = 1 is around 3 (bps/Hz) at
high SNR conditions. As for the PCS, we only investigate the
SE performance under Q = 3 in Fig. 4 (b), which manifests
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Fig. 5. SE performance comparison of different hybrid precoder/combiner
schemes, where both TX and RX employ the hybrid array: (a) FCA with
Q = ∞, Q = 3, and Q = 1; (b) PCS with Q = 3.
that our proposed scheme is as good as the state-of-the-art
covariance EVD-based hybrid precoder design for different
FS patterns and AS. Finally, the performance gain achieved by
the proposed antenna grouping algorithm for AS over several
typical FS patterns is more than 1 (bps/Hz) at high SNR
conditions. So the advantage by using AS is self-evident.
Fig. 5 examines the SE performance of different hybrid
precoder/combiner schemes, where both the TX and RX adopt
the hybrid arrays, and the phase shifters under different Q are
considered. From Fig. 5 (a), we can observe that the proposed
solution is superior to other three state-of-art solutions, and the
performance of covariance EVD-based scheme becomes poor.
When expanding to RX with hybrid combiner, the covariance
EVD-based scheme performs poorly because [24] initially
considers the fully-digital combiner and its extension to hybrid
combiner by using the channel reciprocity suffers from a large
performance loss. While in our proposed scheme, both the
hybrid precoder and hybrid combiner are jointly designed
based on PCA framework so the better SE performance
can be achieved. Especially, for the proposed solution, the
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Fig. 6. BER performance comparison of different hybrid precoder/combiner
schemes, where both TX and RX employ the hybrid array: (a) FCA with
Q = ∞, Q = 3 and Q = 1; (b) PCS with typical quantization Q = 3.
performance gap between adopting Q = ∞ and Q = 3 is
negligible, but that between adopting Q = 3 and Q = 1
is larger than 5 (bps/Hz) at high SNR conditions. For the
PCS under Q = 3, Fig. 5 (b) shows the superiority of our
scheme over state-of-the-art covariance EVD-based scheme
for different FS patterns and AS. This is because the antenna
grouping scheme in [24] is based on the greedy search so
that the local optimal solution may be acquired. This could
lead to the extremely unbalanced antenna grouping case that
no antenna is assigned to one RF chain, and thus the SE
performance is degraded. By contrast, the proposed antenna
grouping algorithm introduces the mutual correlation metric
(26), which can effectively avoid this issue. Besides, Fig. 4
(b) also indicates that at least 5 (bps/Hz) SE gains can be
achieved by the AS over the FS, since the proposed shared-
AHC algorithm can group the antennas adapted to the CSI for
the enhanced SE performance.
In Fig. 6, we compare the BER performance of different
hybrid precoder/combiner schemes, where the same channel
parameters as considered in Fig. 5 are used, and 16 QAM is
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adopted for transmission. From Fig. 6, similar conclusions to
those observed for Fig. 5 can be obtained. In particular, it can
be seen that the AS by using our proposed antenna grouping
scheme significantly outperforms four typical FS patterns.
B. EE Performance Evaluation
The EE metric is defined as η = RBs/P , where Bs is
the transmission bandwidth, R is the SE in (3), and P is
the total power consumption of the antenna arrays. Here P
depends on the following two factors. Firstly, FCA and PCS
have the different power consumption due to the different
numbers of phase shifters required, where the FCA requires
NPS = NtN
RF
t = 64 × 4 phase shifters, but the PCS only
requires NPS = Nt = 64 phase shifters. Secondly, passive
and active arrays have different power consumption, since they
have different architectures. From Fig. 7 (a) and (b), we can
observe that both of them consist of analog-digital/digital-
analog convertors (AD/DA), low noise amplifiers (LNA),
power amplifiers (PA), local oscillators (LO), duplexers or
switches (DPX/S)3, and mixers etc. However, they have the
different numbers of PAs/LNAs. For passive antennas, the
number of PAs/LNAs is the same as that of RF chains.
While for active antennas, the number of PAs/LNAs is the
same as that of antennas. This difference can lead to the
different power consumption. The power values of electronic
components that dominate the power consumption are listed
as follows: PPS = 15 mW for 3-bit phase shifter [37],
PAD = PDA = 200 mW for AD/DA [37], Pmix = 39 mW
for mixer [38], PPA = 138 mW for PA [39], PLNA = 39 mW
for LNA [39], PLO = 5 mW for LO [37], and Psyn = 50
mW for synchronizer [40]. Therefore, the power consumption
for FCA and PCS adopting active antenna architecture can be
respectively calculated as
P pFCA=N
RF
t (PDA+Pmix+PLO+PPA)+NtN
RF
t PPS+2Psyn
+NRFr (PAD+Pmix+PLO+PLNA)+NrN
RF
r PPS,
P pPCS=N
RF
t (PDA+Pmix+PLO+PPA)+NtPPS+2Psyn
+NRFr (PAD+Pmix+PLO+PLNA)+NrPPS.
Moreover, the power consumption for FCA and PCS adopting
active antenna architecture are
P aFCA=N
RF
t (PDA+Pmix+PLO)+NtN
RF
t PPS+NtPPA+2Psyn
+NRFr (PAD+Pmix+PLO)+NrN
RF
r PPS+NrPLNA,
P aPCS=N
RF
t (PDA+Pmix+PLO)+NtPPS+NtPPA+2Psyn
+NRFr (PAD+Pmix+PLO)+NrPPS+NrPLNA.
Besides, for fully-digital array (FDA) as shown in Fig. 2 (c),
the power consumption is
PFDA =Nt(PPA + PDA + Pmix + PLO) + 2Psyn
+Nr(PLNA + PAD + Pmix + PLO).
3DPX/S is used to transmit/receive signals by sharing the same antenna
hardware. When working in transmitting (receiving) mode, the DPX/S ensures
the transmit (receive) signal delivered from PA (antennas) to antennas (LNA).
So the power consumption of DPX/S can be ignored since the switching
duration between the transmitting mode and receiving mode is neglected.
Besides, the power consumption of switches when the antenna grouping
patterns for AS changes is also ignored.
In Fig. 8, we compare the EE performance of different
hybrid precoder/combiner schemes under Q = 3, where
passive and active antenna architectures are investigated in Fig.
8 (a) and (b), respectively. For passive antenna architecture
examined in Fig. 8 (a), the EE performance of PCS by using
the proposed PCA-based hybrid precoder/combiner scheme
outperforms that of FCA by using the proposed and other
state-of-the-art schemes. The reason is that PCS adopts a
much smaller number of phase shifters than FCA, though the
SE performance achieved by PCS is inferior to that achieved
by FCA. Moreover, AS obviously outperforms the other FS
patterns in SE, and it consumes the very similar power with the
other FS patterns. Therefore, AS outperforms other four types
of FS patterns in EE. Note that the optimal fully-digital scheme
has the worst EE performance, since the numbers of power-
consuming PAs, LNAs, ADs/DAs, mixers are proportional to
that of antennas.
For active antennas investigated in Fig. 8 (b), the EE ad-
vantage for different FS patterns by using the proposed hybrid
precoder/combiner scheme over the FCA with several typical
hybrid precoder/combiner schemes and fully-digital array with
the optimal precoder/combiner scheme is not obvious. This
is because the active antenna architecture requires the power-
hungry PAs/LNAs for each antenna. Meanwhile, the advantage
of the reduced power consumption benefiting from FS struc-
ture is greatly weakened by its disadvantage in SE performance
when compared with FCA. Finally, the EE performance of
AS with the proposed hybrid precoder/combiner scheme still
has the considerable advantage over the other schemes. This
observation reveals the appealing advantage of AS in practical
situation when both the power consumption and SE should be
well balanced.
C. Computational Complexity and Robustness of The Pro-
posed Shared-AHC Algorithm
With respect of the antenna grouping, the computational
complexity of the shared-AHC algorithm for the proposed
PCA-based method and the greedy algorithm for the covari-
ance EVD method [24] are compared. However, their com-
putational complexity is difficult to be accurately calculated.
On the one hand, both two algorithms have the selection
statements of “if” and “else”, and the complexity can be
different for different selections. On the other hand, the total
number of iterations for the shared-AHC algorithm is adaptive.
Therefore, Fig. 9 (a) compares the practical runtime of these
two algorithms instead, where the simulations are based on
the software MATLAB 2016a and the hardware Intel Core i7-
7700 CPU and 16 GB RAM. Fig. 9 (a) shows the mean and
standard deviation of the runtime of two antenna grouping
algorithms, and their similar run time versus different sizes of
transmit UPA can be observed.
Fig. 9 (b) investigates the robustness of the shared-AHC
algorithm to time-varying channels. In simulations, we con-
sider the time-varying block-fading channels, where each time
block consists of 10 OFDM symbols, the channels of different
OFDM symbols from the same time blocks are correlated,
but the channels from different time blocks are mutually
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Fig. 7. (a) Hybrid MIMO with passive antennas; (b) Hybrid MIMO with active antennas; (c) Fully-digital MIMO array [36].
independent. For time-varying channels, the variation rate of
channel AoAs/AoDs is much slower than that of the channel
gains [41]. So we consider that the channels of different
OFDM symbols in the same time block share the same
AoAs/AoDs and the modulus values of channel gains, but have
the mutually independent phase values of channel gains. In
Fig. 9 (b), the curves labeled with ‘Instantaneous CSI’ indicate
the antenna grouping is updated in each OFDM symbol by
using the proposed algorithm based on the instantaneous CSI,
and the curves labeled with ‘Non-Instantaneous CSI’ indicate
the antenna grouping is updated in every time block by
using the proposed algorithm based on the CSI of the first
OFDM symbol. We can observe negligible SE performance
loss between two groups of curves. Therefore, the robustness
of the proposed antenna grouping algorithm to time-varying
channels is confirmed.
D. Robustness of The Proposed Hybrid Precoder/Combiner
Design to Channel Perturbation
Fig. 10 (a) and (b) compare the robustness of different
hybrid precoder/combiner schemes to imperfect CSI, which
results from the channel perturbation including channel esti-
mation error, the CSI quantization in channel feedback, and/or
outdated CSI. We define the normalized channel perturbation
error (NCPE) as NCPE =
∑K
k=1
||H[k]−Hper[k]||2F∑
K
k=1
||H[k]||2
F
, where the
imperfect CSI matrix is modeled asHper[k] = H[k]+Nper[k],
and we assume the entries of channel perturbation error
Nper[k] follows the independent and identically distributed
complex Gaussian distribution CN (0, σ2per). From Fig. 10 (a),
we can observe that both the proposed scheme and covariance
EVD-based approach have the similar robustness to channel
perturbation. This is because both our proposed scheme and
covariance EVD scheme can extract the correct frequency-
flat component from the frequency-selective channels with
perturbation. From Fig. 10 (b), we can observe that both the
proposed scheme and SOMP-based approach have the simi-
lar robustness to channel perturbation and outperform other
schemes. Note that the SOMP-based approach requires the
full knowledge of steering vectors, which can be impractical.
When the full knowledge of steering vectors is inaccessible
(SOMP-based scheme reduces to the DFT codebook scheme),
the performance degrades drastically. By contrast, our pro-
posed scheme does not require the knowledge of steering
vectors and have the robustness performance to channel per-
turbation.
VI. CONCLUSIONS
In this paper, we proposed a hybrid precoding scheme
based on PCA for broadband mmWave massive MIMO
systems. We first designed a low-dimensional frequency-
flat precoder/combiner from the optimal frequency-selective
precoder/combiner based on PCA for fully-connected array.
Moreover, we extended the proposed PCA-based hybrid pre-
coder/combiner design to the partially-connected subarray
given the antenna grouping pattern. For the adaptive subarray,
we further proposed the shared-AHC algorithm inspired by
cluster analysis in the field of machine learning to group the
antennas for the further improved SE performance. Finally, the
better SE, BER, and EE performance of the proposed hybrid
precoder/combiner solution over state-of-the-art solutions was
verified in simulations.
APPENDIX A
PROOF OF LEMMA 1
To start with, we make the following system approximation.
Approximation 1. We assume that the hybrid pre-
coder FRFFBB[k] can be sufficiently “close” to the
optimal fully-digital precoder Fopt[k] = FRFFBB[k],
∀k, under the given system model and parameters
(e.g., Nt, Nr, N
RF
t , N
RF
r , Ns, Ncl, Nray, ...). Define Σ[k] =
blkdiag(Σ1[k],Σ2[k]), where Σ1[k] = [Σ[k]]1:Ns,1:Ns , and
V[k] =
[
Fopt[k] V2[k]
]
in (6), ∀k, this “closeness” is
defined based on the following two equivalent approximations:
(1) The eigenvalues of the matrix INs −
FHopt[k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k] are small.
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Fig. 8. EE performance comparison of different hybrid precoder/combiner
schemes based on different antenna architectures with Q = 3: (a) Passive
antenna; (b) Active antenna.
In this case, it can be equivalently stated as
FHopt[k]FRFFBB[k] ≈ INs .
(2) The singular values of the matrix VH2 [k]FRFFBB[k] are
small, i.e. VH2 [k]FRFFBB[k] ≈ 0.
According to (6), the objective function of problem (4) can
be written as
K∑
k=1
log2(det(INr+
1
σ2n
Σ2[k]VH[k]FRFFBB[k]F
H
BB[k]F
H
RFV[k])).
(36)
Following the similar derivation for formula (12) in [17],
we define (∗). Based on the above definition, (36) can be
approximated as
K∑
k=1
log2(det(INr+
1
σ2n
[
Σ21[k] 0
0 Σ22[k]
][
M11[k] M12[k]
M21[k] M22[k]
]
)).
(37)
According to Schur complement identity for matrix determi-
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Fig. 9. (a) Runtime comparison; (b) Robustness of the proposed antenna
grouping scheme to time-varying channels. Here the same simulation config-
uration as considered in Fig. 4 is used except for the size of transmit UPA.
nants, (37) is equivalent to
∑K
k=1
(log2(det(INs +
1
σ2n
Σ21[k]M11[k]))
+ log2(det(INr−Ns +
1
σ2n
Σ22[k]M22[k]
− 1σ2nΣ
2
2[k]M21[k](INs+
1
σ2n
Σ21[k]M11[k])
−1Σ21[k]M12[k]))).
(38)
According to Approximation 1 (2), M21[k], M12[k], and
M22[k] are approximately 0, so (38) can be approximated as
K∑
k=1
log2(det(INs+
1
σ2n
Σ21[k]F
H
opt[k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k])),
(39)
where the equation holds when Approximation 1
holds. Based on I + BA = (I + B)(I − (I +
B)−1B(I − A)) with the definition B = Σ21σ2n and
A = FHopt[k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k], (39) is
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Fig. 10. (a) SE of different hybrid precoder schemes under the hybrid
transmit array and fully-digital receive array; (b) SE of different hybrid
precoder/combiner under the hybrid transmit and hybrid receive arrays.
equivalent to
∑K
k=1
(log2(det(INs +
1
σ2n
Σ21[k]))
+ log2(det(INs − (INs + 1σ2nΣ
2
1[k])
−1 1
σ2n
Σ21[k](INs
− FHopt[k]FRFFBB[k]FHBB[k]FHRFFopt[k])))).
(40)
Approximation 1 (1) implies the eigenvalues
of matrix (INs + Σ
2
1[k]/σ
2
n)
−1Σ21[k]/σ
2
n(INs −
FHopt[k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k]) are small. So
log2(det(INs − X)) ≈ log2(1 − Tr(X)) ≈ −Tr(X). Thus
(40) can be approximated as
∑K
k=1
(log2(det(INs+
1
σ2n
Σ21[k]))
− Tr((INs+ 1σ2nΣ
2
1[k])
−1 1
σ2n
Σ21[k](INs
−FHopt[k]FRFFBB[k]FHBB[k]FHRFFopt[k]))),
(41)
where the equation holds when Approximation 1 holds. Based
on the high SNR approximation (INs+
Σ
2
1
σ2n
)−1Σ
2
1
σ2n
≈ INs , (41)
can be further approximated as
K∑
k=1
(log2(det(INs+
1
σ2n
Σ21[k]))−(Ns−||FHopt[k]FRFFBB[k]||2F )),
(42)
where this equation holds at high SNR conditions. Therefore,
the optimization problem (4) can be approximated as (9).
APPENDIX B
PROOF OF PROPOSITION 1
The SVD of FRF can be written as
URF[ΣRF 0(Nt−NRFt )×NRFt ]
TVHRF = UˇRFΣRFV
H
RF, where
URF ∈ CNt×Nt , ΣRF ∈ CNRFt ×NRFt , VRF ∈ CNRFt ×NRFt ,
and UˇRF = [URF]:,1:NRFt . The formula (7) can be further
expressed as FBB[k] = VRFΣ
−1
RFV
H
RFF˜BB[k]. Hence the
objective function in (9) can be written as∑K
k=1
||FHopt[k]UˇRFVHRFF˜BB[k]||2F . (43)
According to previous work [34], unitary constraints offer a
close performance to the total power constraint and provide a
relatively simple form of solution. To simplify the problem, we
consider the condition under unitary power constraints instead.
Therefore, the water-filling power allocation coefficients can
be ignored. Specifically, the equivalent baseband precoder is
F˜BB[k] = [V˜[k]]:,1:Ns . Hence, F˜BB[k] is a unitary or semi-
unitary matrix depending on Ns = N
RF
t or Ns < N
RF
t .
Therefore, in the following part, we discuss the two conditions
separately.
When Ns = N
RF
t , F˜BB[k] is a unitary matrix. Therefore,
(43) can be simplified as∑K
k=1
||FHopt[k]UˇRFVHRFF˜BB[k]||2F
=Tr(
∑K
k=1
UˇHRFFopt[k]F
H
opt[k]UˇRF)
=Tr(
[
UˇHRFFopt[1] · · · UˇHRFFopt[K]
]
FHopt[1]UˇRF
...
FHopt[K]UˇRF
)
=Tr(UˇHRFFF
HUˇRF)=Tr(Uˇ
H
RFUFΣ
2
FU
H
F UˇRF).
(44)
Since URF and UF are semi-unitary and unitary matrix,
(44) reaches the maximum only when UˇRF = [UF ]:,1:NRFt .
Moreover, the rank of FRF is N
RF
t . Hence, UˇRF =
[UF ]:,1:NRFt UR. Hence, the optimal RF precoder can be
expressed as FRF = [UF ]:,1:NRFt URΣRFV
H
RF = UFRt,
where Rt = [INRFt 0]
TURΣRFV
H
RF ∈ CN
RF
t ×NRFt .
When Ns < N
RF
t , F˜BB[k] is a semi-unitary matrix. Given
the SVD F˜BB[k] = UBB[k] [INs 0]
T
×VHBB[k], the objective function (43) can be simplified as∑K
k=1
Tr(FHopt[k]UˇRFVRFUBB[k]blkdiag(INs ,0)
UHBB[k]V
H
RFUˇ
H
RFFopt[k]).
(45)
It is obvious that the solution satisfying (44) also satisfies
(45). Therefore, following the similar derivation of (44), the
conclusion of FRF = UFRt is easy to be reached.
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VH [k]FRFFBB[k]F
H
BB[k]F
H
RFV[k]
=
[
FHopt[k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k] F
H
opt[k]FRFFBB[k]F
H
BB[k]F
H
RFV2[k]
VH2 [k]FRFFBB[k]F
H
BB[k]F
H
RFFopt[k] V
H
2 [k]FRFFBB[k]F
H
BB[k]F
H
RFV2[k]
]
=
[
M11[k] M12[k]
M21[k] M22[k]
]
(∗)
APPENDIX C
PROOF OF PROPOSITION 2
Substituting WWLSBB [k] (15) into the objective function of
(14), we obtain∑K
k=1
||E[y[k]yH [k]] 12 (Wopt[k]−WRFWBB[k])||2F
=
∑K
k=1
||E[y[k]yH [k]] 12Wopt[k]
− E[y[k]yH [k]] 12WRF(WHRFE[y[k]yH [k]]WRF)−1
×WHRFE[y[k]yH [k]]Wopt[k])||2F .
(46)
Defining A[k] = E[y[k]yH [k]]
1
2Wopt[k] and B[k] =
E[y[k]yH [k]]
1
2WRF, we further obtain∑K
k=1
||A[k]−B[k](BH [k]B[k])−1BH [k]A[k]||2F
=
∑K
k=1
Tr(AH [k]A[k])
−
∑K
k=1
Tr(AH [k]B[k](BH [k]B[k])−1BH [k]A[k]).
(47)
Hence, the minimization problem can be formulated as the
following maximization problem
max
WRF,WBB[k]
K∑
k=1
Tr(AH [k]B[k](BH [k]B[k])−1BH [k]A[k])
s.t. B[k] = E[y[k]yH [k]]
1
2WRF,WRF ∈ WRF.
(48)
Assuming the SVD of B[k] = UB[k]ΣB[k]V
H
B [k], the
objective function of the problem (48) can be writ-
ten as
∑K
k=1 Tr(A
H [k]B[k](BH [k]B[k])−1BH [k]A[k]) =∑K
k=1||UHB[k]A[k]||2F . Since B[k] = E[y[k]yH [k]]
1
2WRF, we
can find a matrix RB[k] ∈ CNRFr ×NRFr satisfying UB[k] =
RB[k]UW . Hence, the objective function of the optimization
problem (48) can be expressed as∑K
k=1
||UHB [k]A[k]||2F =
∑K
k=1
||UHWRHB [k]A[k]||2F .
(49)
Since (49) is similar to the objective function of maximiza-
tion problem (9), WRF = [UD]:,1:NRFr Rd, where Rd ∈
CN
RF
r ×NRFr is a full-rank matrix and UD is the left sin-
gular matrix of D = [RHB[1]A[1] · · · RHB[K]A[K]] =
blkdiag(RHB[1], · · · ,RHB[K])W. Assuming matrix UR ∈
CN
RF
r ×NRFr satisfying [UD]:,1:NRFr = [UW ]:,1:NRFr UR, the
solution to problem (48) is WRF = [UD]:,1:NRFr Rd =
[UW ]:,1:NRFr URRd = [UW ]:,1:NRFr Rr, where Rr = URRd
is an arbitrary full rank matrix.
APPENDIX D
PROOF OF (32)
By substituting (6) and (7) into (20), we obtain Heff[k] =
H[k]FRFFBB[k]=U[k]U˜[k]Σ˜[k]V˜
H[k]
×[V˜[k]]:,1:NsΛ[k]. Defining [V˜[k]]:,1:Ns = V˜Ns [k] and V˜[k] =[
V˜Ns [k] V˜0[k]
]
, Heff [k] is
Heff [k] = U[k]U˜[k]Σ˜[k]
[
V˜HNs [k]
V˜H0 [k]
]
V˜Ns [k]Λ[k]
= [U[k]U˜[k]Σ˜[k]]:,1:NsΛ[k].
(50)
Combine (8) with (50), it arrives
Heff [k] = [U[k]U˜[k]Σ˜[k]]:,1:NsΛ[k]
= [U[k]U˜[k]]:,1:Ns(µ[Σ˜[k]]1:Ns,1:Ns −NsINs).
(51)
In large antenna, U˜[k] = I and Σ˜[k] = Σ[k]. The effective
channel can be further written as
Heff [k] = [U[k]]:,1:Ns(µ[Σ[k]]1:Ns,1:Ns −NsINs)
= [Ar[k]]:,1:Ns(µ[|P[k]|]1:Ns,1:Ns −NsINs).
(52)
Considering (21), the effective channel matrix Heff,Tr [k] =
[Ar]Tr,1:Ns(µ[|P[k]|]1:Ns,1:Ns − NsINs). Therefore, the co-
variance matrix of yTr [k] can be expressed as
E[yTr[k]y
H
Tr[k]] = Heff,Tr[k]H
H
eff,Tr[k] + σ
2
nINsubr
=[Ar]Tr,1:Ns(µ[|P[k]|]1:Ns,1:Ns−NsINs)2([Ar]Tr,1:Ns)H+σ2nINsubr .
(53)
Since |P[k]| remains unchanged for different k,
E[yTr [k]y
H
Tr [k]] is irrelevant with k for large Nt. Therefore,
(32) is valid in the regime of very large number of antennas,
and this approximation error can usually be negligible for
mmWave massive MIMO with large number of antennas.
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