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Abstract
The theory of coset geometries arose as a tool for studying finite
simple groups. The idea behind this theory was to find a set of axioms
mimic those of Tits’ axioms for buildings that will give rise to inci-
dence geometries with desirable properties (or equivalently, simplicial
complexes with desirable properties).
In this work, we show that coset geometries arise in a very natural
manner for groups of elementary matrices over any finitely generated
algebra over a commutative unital ring. In other words, we show that
such groups act simply transitively on the top dimensional face of a
pure, partite, clique complex. This discovery seems fundamental and
interesting even for well studied groups such as the special linear group
over the integers.
Using this discovery, we construct new families of bounded degree
high dimensional expanders obeying the local spectral expansion prop-
erty. A property that implies, geometric overlapping, fast mixing of
high dimensional random walks, agreement testing and agreement ex-
pansion. The construction also yields new families of expander graphs
which are close to the Ramanujan bound, i.e., their spectral gap is
close to optimal.
The construction is quite elementary and it is presented in a self
contained manner; This is in contrary to the highly involved previously
known construction of the Ramanujan complexes. The construction is
also strongly symmetric; The symmetry of the construction could be
used, for example, to obtain good symmetric LDPC codes that were
previously based on Ramanujan graphs.
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1 Introduction
The original motivation of the line of reseach that lead to this paper was
a construction of new examples of high dimensional expanders which are
simplicial complexes with expansion properties that serve as an analogue
of expansion in graphs. A former version of this paper [KO18] gave such a
construction using the following scheme:
1. The group G = ELn+1(Fq[t]) of elementary (n+ 1)× (n+ 1) matrices
over Fq[t] have a subgroup structure that allows us to construct an
infinite, locally finite, n-dimensional simplicial complex X on which G
acts.
2. The 1-dimensional links of X are bipartite graph and the spectrum
of these graphs can be bounded using ideas about angles between
subgroups that emanated in the works of Dymara and Januszkiewicz
[DJ02] and further developed by several other authors (see [EJZ10],
[Kas11], [Opp17a]).
3. For every s ∈ N, if s is large enough, passing to a quotient group
ELn+1(Fq[t]/〈ts〉) yields a finite simplicial complex X(s) that has the
same links as X.
4. The family {X(s) : s ∈ N sufficiently large} forms a family of high di-
mensional expanders under the spectral definition called “local spectral
expansion” discussed below.
The motivation for this construction was the work on property (T) for the
group ELn+1(Fq[t]) (see the references in 2. above) and the notion of sim-
plicial complexes arising from complexes of groups (see [BH99]).
When we axiomatized and generalized our construction, we understood
two things. First, we essentially rediscovered some basic facts of the well-
established theory of coset geometries. Second, we found new examples of
coset geometries for elementary groups and Steinberg groups over rings that
were yet unknown and may open up a new geometric methods for studying
these groups. These new examples include even well-studied groups - for
instance, we show that for n ≥ 2 there is a pure n-dimensional simplicial
(clique) complex X such that group SLn+1(Z) acts simply transitive top
dimensional faces of X.
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1.1 Coset geometries and coset complexes
The systematic study of coset geometries and diagram geometries was ini-
tiated by Buekenhout [Bue79] with the main motivation of studying (and
classing) finite simple groups. The goal of this study was, in the words of
Solomon [Sol01], to find “elegant set of axioms, in the spirit of Tits’ axioms
for a building, defining a class of geometries for all the finite simple groups
and perhaps more, but not too much more”. This approach was indeed very
fruitful for studying finite simple groups (see the survey in [BP95]), although
in the end, as noted in [BC13]: “the classification of finite simple groups has
been completed without a satisfactory framework offered by diagram geome-
try”.
In accordance with our original motivation, we are interested in the
geometric interpretation of coset geometries as simplicial complexes, which
we call coset complexes. Below, we will only use the terminology of simplicial
complexes and not the terminology of incidence systems that is usually used
to describe coset geometries in the standard literature. We note that these
two terminologies (simplicial complexes / incidence systems) are equivalent
and in Appendix A we provide a dictionary between these terminologies.
Given a group G with subgroups K{0}, ...,K{n}, consider the graph with
vertices V =
⋃
i{gK{i} : g ∈ G} and such that there is an edge connecting
gK{i} and g′K{j} if and only if i 6= j and gK{i}∩g′K{j} 6= ∅ (in the literature
on coset geometry, this graph is considered as an incidence system). We
define coset complex X = X(G, (K{i})i∈{0,...,n}) to be the clique complex
over this graph, i.e., {g0K{i0}, ..., gkK{ik}} spans a k-simplex in X if and
only if for every 0 ≤ j, j′ ≤ k, j 6= j′, there is an edge connecting gjK{ij}
and gj′K{ij′}.
With the above definition of X, it is not surprising that the geomet-
ric properties of X reflect algebraic properties of G,K{0}, ...,K{n} and vice
versa. In this article, we will work with very modest demands on (G, (K{i})i∈{0,...,n}).
Namely, we give three axioms (A1) − (A3) on (G, (K{i})i∈{0,...,n}) and if
(G, (K{i})i∈{0,...,n}) satisfy (A1)− (A3) then it is called a subgroup geometry
system (see exact details in Definition 2.2).
A Theorem (see Theorem 2.4) from the theory of coset geometry states
that if (G, (K{i})i∈{0,...,n}) is a subgroup geometry system, then
X = X(G, (K{i})i∈{0,...,n}) has several desirable properties:
Theorem 1.1. Let n ∈ N and G be group with subgroups K{i}, i ∈ {0, ..., n}.
If (G, (K{i})i∈{0,...,n}) is a subgroup geometry system, then X = X(G, (K{i})i∈{0,...,n})
is a pure n-dimensional, (n + 1)-partite, strongly gallery connected clique
complex with no free faces (see §2.1 for the terminology regarding simplicial
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complexes). Furthermore, G acts on X by type preserving automorphisms
and this action is transitive on n-dimensional simplices of X.
We further explore the connections between X and the subgroup struc-
ture of G in several directions that, as far as we know, were not addressed
in the study of coset geometries:
1. We show if there is a group Γ < Aut(G) that preserve the subgroups
K{0}, ...,K{n}, then Γ acts on X simplicially (see exact formulation in
§3.2).
2. We observe that for N ⊳G, if N ∩K{i} is trivial for every i, then G/N
also have a subgroup geometry system (G/N, (K{i}N/N)i∈{0,...,n}) and
X is a covering of the X(G/N, (K{i}N/N)i∈{0,...,n})) (see exact formu-
lation if §2.4).
3. We show that in cases where for every 0 ≤ i, j ≤ n, i 6= j, the sub-
groups K{0,...,n}\{i,j} are finite, the spectrum of the 1-dimensional links
of X can be bounded using the representation theory of these groups
(see exact formulation in Appendix B).
Remark 1.2. In [LLR18], Lubotzky, Luria and Rosenthal constructed what
they called Aboreal complexes. Although their terminology differs from ours,
their construction can be defined using coset complexes as follows: for l ∈
N, l ≥ 2, let Cl be the cyclic group with l elements. Define Gn,l to be
the free product of n + 1 copies of Cl, i.e., let C
i
l be a cyclic group in-
dexed by i = 0, ..., n, then Gn,l = ∗
n
i=0C
i
l . For i ∈ {0, ..., n}, take K{i} =
∗j 6=iC
j
l . Then (Gn,l, (K{i})i∈{0,...,n}) is a subgroup geometry system and
X(Gn,l, (K{i})i∈{0,...,n}) is the Aboreal complex denoted Tn,l in [LLR18].
1.2 Coset complexes for elementary matrix groups
Let R be a unital commutative ring and R be a finitely generated R-algebra.
Let {t1, ..., tl} be a generating set of R and let T be the R-module generated
by {1, t1, ..., tl}, i.e., T = {r0 +
∑
i riti : ri ∈ R}.
For n ∈ N, n ≥ 1, we denote the group of elementary (n + 1) × (n + 1)
matrices ELn+1(R) to be the group generated by the elementary matrices
with coefficients in R, i.e., ELn+1(R) = 〈ei,j(r) : 0 ≤ i, j ≤ n, i 6= j, r ∈ R〉,
where ei,j(r) is the matrix with 1’s along the main diagonal, r in the (i, j)
entry and 0’s in all the other entries. Note that we index the rows and
columns of the matrices by 0, ..., n.
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For this group, we define subgroupsK{i} < ELn+1(R), where i ∈ {0, ..., n}
by
K{i} = 〈ej,j+1(m) : j ∈ {0, ..., n} \ {i},m ∈ T 〉,
where j + 1 is taken modulo n+ 1, i.e., for j = n, en,n+1(m) = en,0(m).
In Theorem 3.5, we show that (ELn+1(R), (K{i})i∈{0,...,n}) is a subgroup
geometry system and therefore the coset complexX(ELn+1(R), (K{i})i∈{0,...,n})
has the properties specified in Theorem 1.1 above.
Furthermore, we show that the dihedral group Dn+1 acts by automor-
phisms on ELn+1(R) and preserve the subgroups K{0}, ...,K{n}. Therefore
Dn+1 also acts simplicially on X(ELn+1(R), (K{i})i∈{0,...,n}) (by type rotat-
ing and type inverting automorphisms).
Last, we show that all of the above also applies to the Steinberg group
Stn+1(R) and that X(Stn+1(R), (K{i})i∈{0,...,n}) is a covering of
X(ELn+1(R), (K{i})i∈{0,...,n}).
Below, we will show how to use this general construction to yield new
examples of high dimensional expanders, but before that we will like to
outline another example: let n ≥ 2 and R = R = Z with the generat-
ing set {1}. In this case T = Z and ELn+1(Z) = SLn+1(Z) (the equality
ELn+1(R) = SLn+1(R) is known when R is a commutative Euclidean ring
and in some other cases - see [HO89, 4.3B]). With the subgroups K{i} as
above, X(SLn+1(Z), (K{i})i∈{0,...,n}) is a locally infinite simplicial complex
on which SLn+1(Z) acts simplicially and the action is simply transitive on
n-dimensional simplices.
1.3 High dimensional expanders
In recent years there has been a surge of activity regarding the new topic
of high dimensional expanders. There is currently no single definition for
what a high dimensional expander is: there are several (non equivalent)
definitions that match different applications. There are however motivat-
ing examples of what should be high dimensional expanders: these are the
Ramanujan complexes constructed in [LSV05b], [LSV05a] that have many
desirable properties. Currently, the only known construction of bounded de-
gree high dimensional expanders, according to either of the potential defini-
tions, is based on Ramanujan complexes, whereas one dimensional bounded
degree expanders are abundant.
The construction of Ramanujan complexes is far from being simple in
the sense that describing it requires the Bruhat-Tits buildings and the ex-
plicit construction in [LSV05a] is not straightforward. This highly involved
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construction makes it less accessible to potential “end-users” of high dimen-
sional expanders from various areas of mathematics and computer science.
In this paper, we construct new families of bounded degree high dimen-
sional expanders obeying the (one-sided) local spectral expansion property.
To explain this notion, we recall that given an n-dimensional simplicial com-
plex X and a simplex τ in X, the link of τ denoted Xτ is the complex ob-
tained by taking all faces in X that contain τ and removing τ from them.
Thus, if τ is of dimension i (i.e. τ ∈ X(i) ) then Xτ is of dimension n− i−1.
For every −1 ≤ i ≤ n − 2, the one skeleton of Xτ is a graph with a
weight function on the edges (see exact definition in §4). We denote µτ to
be the second largest eigenvalue of the random walk on Xτ with respect to
the weight on the edges.
Definition 1.3 (one-sided local spectral expander). A pure n-dimensional
complex X is a one-sided λ-local-spectral expander if for every −1 ≤ i ≤
n− 2, and for every τ ∈ X(i), µτ ≤ λ.
This property is very desirable because it was shown by the second named
author in [Opp14] that for partite complexes, local spectral expansion im-
plies mixing and geometrical overlapping. Moreover, in [KM17] it was shown
that one-sided local spectral expansion implies fast mixing of high order ran-
dom walks. In [DK17] it was shown that two-sided local spectral expansion
property (which is stronger than the one-sided version) implies optimal mix-
ing of high order random walks, and this in turn is useful for obtaining PCP
agreement tests, direct product testing and direct sum testing based on com-
plexes with the two-sided local spectral expansion property. In [KO17], the
authors showed that one-sided local spectral expansion implies optimal mix-
ing of the high dimensional random walk, and this in turn implies agreement
expansion using [DK17] argument.
We provide the following elementary construction of one-sided local spec-
tral expanders based on the general construction we gave above. In the
general construction of §1.2:
Theorem 1.4. Let n ≥ 2 and let q be a prime power such that q > (n −
1)2. For s ∈ N, let Fq[t]/〈ts〉 to be the Fq algebra with the generating set
{1, t}. Let X(s) be the simplicial complex of the subgroup geometry system
of ELn+1(Fq[t]/〈ts〉) described is §1.2 above. Then for every s > n, the
following holds for X(s):
1. X(s) is a pure n-dimensional, (n+1)-partite, strongly gallery connected
clique complex with no free faces.
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2. X(s) is finite and the number of vertices of X(s) tends to infinity as s
tends to infinity.
3. There is a constant Q = Q(q) such that for every s, each vertex of
X(s) is contained in exactly Q n-dimensional simplices.
4. Each 1-dimensional link of X(s) has a spectral gap less or equal to 1√q .
5. X(s) is a 1√q−(n−1) -local spectral expander. In particular, the spectral
gap of the one-skeleton of X(s) is less or equal to 1√q−(n−1) .
6. The automorphisms group of X(s) contains a subgroup that acts tran-
sitively on n-dimensional simplices and rotates / inverts the types.
Thus, given any λ > 0, we can take q large enough such that {X(s) : s > n}
will be an infinite family of n-dimensional λ-local spectral expanders which
are uniformly locally finite.
We note that our constructions are very symmetric, i.e., the group of
simplicial automorphisms of the complexes we construct is shown to be
large. In this respect, our construction surpasses the symmetry properties
of constructions of Ramanujan complexes (see §4 for a comparison between
our construction and Ramanujan complexes). In the two dimensional case,
this symmetry is particulary stricking, since the stablizer of any vertex acts
transitevely on the link of the vertex. This could be used, for example,
to obtain good symmetric LDPC codes (see [KW16]) that were previously
based on Ramanujan graphs [KL12]. We further note that the 1-skeletons of
local spectral expanders are expander graphs, and therefore, as a byproduct,
our construction also yields new families of expander graphs.
We believe that the new constructions of bounded degree high dimen-
sional expanders that we present in this work could contribute to the general
study of the phenomenon of high dimensional expansion. Prior to out work,
essentially there was only one known construction of a family of bounded
degree high dimensional expanders and that construction was highly non-
elementary. Our work provides many new examples of bounded degree high
dimensional expanders. These new constructions could shed new light of
the study of what high dimensional expansion should really mean, and how
it can be used in various computer science and mathematical applications.
We remark that in our construction we use the following fact from
[Opp17c]: for every λ > 0, and every simplicial complex X, if all the links
of X of dimension ≥ 1 are connected and if for every 1-dimensional link the
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second largest eigenvalue of the simple random walk is ≤ λ1+(n−1)λ , then X
is a one-sided λ-local spectral expander. This fact will be very useful below,
because, when constructing our examples, we will only need to bound the
spectrum of the 1-dimensional links and not have to analyze the spectrum
of all the links.
1.4 Questions for further study
Geometric group theory. Our construction gives a new tool for the
study of group of the form ELn+1(R) and Steinberg groups Stn+1(R), but in
order to use this tool, we will need to better understandX(ELn+1(R), (K{i})i∈{0,...,n})
and X(Stn+1(R), (K{i})i∈{0,...,n}). For instance, it is very natural to ask,
under what conditions is X(Stn+1(R), (K{i})i∈{0,...,n}) contractible (or even
CAT(0)). A positive answer for this question in the case of R = Fq[t],
will allow proving vanishing of cohomology for Stn+1(Fq[t]) for unitary rep-
resentations via the results of Dymara and Januszkiewicz [DJ02] (and for
representations on Banach spaces via the results of the second named author
[Opp17d]). Another natural question is can one generalize the construction
above to groups graded by root systems as defined in [EJZK17]. This might
provide a geometric interpretation to the study of rigidity phenomena of
these groups such as in [EJZK17] or [ER18].
High dimensional expanders. Below we will only show that our con-
struction yield λ-local spectral expanders, but it is very possible that it has
other desirable properties. For instance, it may be that our examples are
csystolic expanders and therefore have the topological overlapping property
(that was proven for Ramanujan complexes in [EK17]). It is very interesting
to understand what are the geometrical/combinatorial properties in which
this construction is different than the Ramanujan complexes.
1.5 Organization
The paper is organized as follows. In §2, we explain the basic construction
of coset complexes, based on the general theory of coset geometries and then
further explore this construction in two directions: passing to quotients and
expanding the automorphism group of coset complexes. In §3, we show
how to construct coset complexes based on elementary matrix groups and
Steinberg groups over ring algebras and explore the symmetries of these
constructions. In §4, we show how to use the construction of coset complexes
based on based on elementary matrix groups to produce new examples of
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local spectral high dimensional expanders. In order to ease the reading
several technical discussions were added as appendices. In appendix A, we
provide a dictionary between the terminology of coset complexes that we use
and the (equivalent) terminology of coset geometries that is used in some of
the literature. In appendix B, we show how to use representation theory to
bound the spectrum of 1-dimensional links in coset complexes (this result
was known to experts, but we could not find a good reference for it).
2 Coset geometries and simplicial complexes
In this section, we will explain how coset geometries give rise to simplicial
complexes.
The literature on coset geometries usually uses the terminology of inci-
dence geometry and not the terminology of simplicial complexes (although
the two terminologies are equivalent in the case of partite complexes). We
will use only the terminology of simplicial complexes (even when referring
to literature that uses incidence geometry terminology) and Appendix A
provides a dictionary between the two terminologies.
2.1 Simplicial complexes
Let X be an n-dimensional simplicial complex over a vertex set V . We set
some notation and terminology.
For every −1 ≤ k ≤ n, we denote by X(k) the set of k-dimensional
simplices in X, i.e., σ ∈ X(k) is a set of vertices of X cardinality k+1 that
form a k-dimensional simplex in X (we use the convention X(−1) = {∅}).
Note that X(0) is not exactly V : v ∈ V ⇔ {v} ∈ X(0).
X is called pure n-dimensional if every simplex of X is contained in an
n-dimensional simplex. X is called (n + 1)-partite, if there are disjoint sets
S0, ..., Sn ⊂ V , called the sides of X, such that for V =
⋃
Si and for every
σ ∈ X(n) and every 0 ≤ i ≤ n, |σ∩Vi|= 1, i.e., every n-dimensional simplex
has exactly one vertex in each of the sides of X. In a pure n-dimensional,
(n + 1)-partite complex X, each simplex σ ∈ X(k) has a type which is a
subset of {0, ..., n} of cardinality k + 1 that is defined by type(σ) = {i :
σ ∩ Si 6= ∅}.
The 1-skeleton of X is the graph with vertices X and edges X(1). A
simplicial complex X is said to be connected if the 1-skeleton of X is con-
nected as a graph. A simplicial complex X is called a clique complex (or
a flag complex ) if every clique in the 1-skeleton of X spans a simplex, i.e.,
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if v0, ..., vk ∈ V such that for every 0 ≤ i < j ≤ k, {vi, vj} ∈ X(1), then
{v0, ..., vk} ∈ X(k).
Given a simplex τ ∈ X(k), the link of τ is the subcomplex of X, denoted
by Xτ , and defined by
Xτ = {η ∈ X : τ ∩ η = ∅, τ ∪ η ∈ X}.
We note that if X is pure n-dimensional and (n+ 1)-partite, then for every
−1 ≤ k ≤ n and every τ ∈ X(k), Xτ is pure (n − k − 1)-dimensional and
(n − k)-partite. A simplicial complex X is called locally finite if for every
τ ∈ X, τ 6= ∅, Xτ is finite, i.e., |Xτ (0)|<∞.
A gallery inX is a sequence of top dimensional simplices σ1, ..., σl ∈ X(n)
such that for every i, σi∩σi+1 ∈ X(n−1). A simplicial complex X is called
gallery connected if for every σ, σ′ ∈ X(n) there is a gallery connecting σ
and σ′, i.e., there are σ0, ..., σl ∈ X(n) such that σ0 = τ, σl = τ ′ and for
every i, σi∩σi+1 ∈ X(n−1). A simplicial complex X will be called strongly
gallery connected if it is gallery connected and for every 0 ≤ k ≤ n − 2,
τ ∈ X(k), Xτ is gallery connected (as a complex of dimension n− k − 1).
Remark 2.1. A simple exercise shows that X is strongly gallery connected
if and only if it is connected (i.e., the 1-skeleton of X is connected) and for
every 0 ≤ k ≤ n − 2, τ ∈ X(k), Xτ is connected (i.e., the 1-skeleton of Xτ
is connected).
For a pure n-dimensional complex X, a simplex τ of dimension < n is
said to be a free face of X, if it is contained in exactly one n-dimensional
simplex of X.
2.2 Coset complexes
Below, we state known results regarding coset geometries in the language
of simplicial complexes. We note that in all the references given below, the
results are stated in the terminology if incidence geometries and refer the
reader to Appendix A for a dictionary between these terminologies.
Given a group G with subgroups K{i}, i ∈ I, where I is a finite set.
The coset complex X = X(G, (K{i})i∈I) is a simplicial complex defined as
follows:
1. The vertex set of X is composed of disjoint sets Si = {gK{i} : g ∈ G}.
2. For two vertices gK{i}, g′K{j} where i, j ∈ I, g, g′ ∈ G, {gK{i}, g′K{j}} ∈
X(1) if i 6= j and gK{i} ∩ g′K{j} 6= ∅.
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3. The simplicial complex X is the clique complex spanned by the 1-
skeleton defined above, i.e., {g0K{i0}, ..., gkK{ik}} ∈ X(k) if for every
0 ≤ j, j′ ≤ k, gjK{ij} ∩ gj′K{ij′} 6= ∅.
With the above definition, X(G, (K{i})i∈I) is clearly a |I|-partite clique com-
plex.
We define an action of G on the vertices of X(G, (K{i})i∈I): for every
g, g′ ∈ G, i ∈ I, g.(g′K{i}) = gg′K{i}. It is not hard to verify that this action
is simplicial, i.e., for every {g0K{i0}, ..., gkK{i0}} ∈ X(G, (K{i})i∈I)(k) and
every g ∈ G,
g.{g0K{i0}, ..., gkK{i0}} = {gg0K{i0}, ..., ggkK{i0}} ∈ X(G, (K{i})i∈I)(k).
We also note that this action is type preserving, i.e., for every simplex σ in
X(G, (K{i})i∈I) and every g ∈ G, type(σ) = type(g.σ)
For a group G and subgroupsK{i}, i ∈ I, we denote for every τ ⊆ I, τ 6= ∅,
Kτ =
⋂
i∈τ K{i} and further denote K∅ = G.
Definition 2.2. Let n ∈ N, I a finite set of cardinality n + 1 and G be
group with subgroups K{i}, i ∈ I. We call (G, (K{i})i∈I) a subgroup geometry
system if:
(A1) For every τ, τ ′ ⊆ I, Kτ∩τ ′ = 〈Kτ ,Kτ ′〉, where 〈Kτ ,K ′τ 〉 denotes the
subgroup of G generated by Kτ and Kτ ′ .
(A2) For every τ $ I and i ∈ I \τ , KτK{i} =
⋂
j∈τ K{j}K{i}.
(A3) For every i ∈ I, KI 6= KI \{i}.
Remark 2.3. The reason for the name subgroup geometry system is that in
the terminology of incidence systems, the coset incidence system that fulfills
conditions (A1)− (A3) is a I-geometry (see [BC13]).
After this definition, we state the following theorem from the introduc-
tion (Theorem 1.1):
Theorem 2.4. Let n ∈ N, I a finite set of cardinality n+1 and G be group
with subgroups K{i}, i ∈ I. If (G, (K{i})i∈I) is a subgroup geometry system,
then X = X(G, (K{i})i∈I) is a pure n-dimensional, (n+ 1)-partite, strongly
gallery connected clique complex with no free faces. Furthermore, G acts
on X by type preserving automorphisms and this action is transitive on n-
dimensional simplices of X, i.e., for every σ, σ′ ∈ X(n) there is g ∈ G such
that g.σ = σ′.
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Proof. The proof of this Theorem is the consequence of [BC13, Section 1.8]
(see page 36 and the discussion that precedes it).
Remark 2.5. The other direction for this Theorem is also true: let X be
an (n + 1)-partite, strongly gallery connected clique complex with no free
faces and G be a group that acts on X by type preserving automorphisms
such that the action is transitive on n-dimensional simplices of X. Fix
I = {v0, ..., vn} ∈ X(n) and for vi ∈ I, denote K{i} = {g ∈ G : g.vi = vi}.
Fix as above K∅ = G and for every τ $ I, fix Kτ =
⋂
i∈τ K{i}. We observe
that for every τ ⊆ I, Kτ = {g ∈ G : g.τ = τ}. Then with these notations,
(G, (K{i})i∈I) fulfill conditions (A1)−(A3) and in that case X is isomorphic
to X(G, (K{i})i∈I). The proof of these facts is left for the reader and we will
not make any use of these facts in the sequel.
We note that for a group G with subgroups K{i}, i ∈ I, such that
(G, (K{i})i∈I) is a subgroup geometry system, the complex X(G, (K{i})i∈I)
can be given a different description using cosets of the form gKτ :
Proposition 2.6. Let n ∈ N, I a set of cardinality n+1 and (G, (K{i})i∈I)
a subgroup geometry system. Denote X = X(G, (K{i})i∈I). For every −1 ≤
k ≤ n, denote I(k) = {τ ⊆ I : |τ |= k + 1} and define the function
f : X(k)→ {gKτ : g ∈ G, τ ∈ I(k)},
as
f({gK{i} : i ∈ τ}) = gKτ .
Then f is well defined, bijective and equivariant under the action of G, i.e.,
for every g′ ∈ G
f(g′.{gK{i} : i ∈ τ}) = g′gKτ .
Furthermore, for every τ, τ ′ ∈
⋃
−1≤k≤n I(k) and every g, g
′ ∈ G, f−1(gKτ ) ⊆
f−1(g′Kτ ′) if and only if τ ⊆ τ ′ and (g′)−1g ∈ Kτ .
Proof. Without loss of generality, we will assume I = {0, ..., n}. By Theorem
2.4, G acts transitively on top dimensional simplices of X. As a result, for
every {i0, ..., ik} ⊆ I, G acts transitively on simplices of type {i0, ..., ik}.
Therefore {g0K{i0}, ..., gkK{ik}} ∈ X(k) if and only if there is g ∈ G such
that for every 0 ≤ j ≤ k, gK{ij} = gjK{i0}, i.e.,
{g0K{i0}, ..., gkK{ik}} = {gK{i0}, ..., gK{ik}}.
As a result
X(k) =
⋃
τ⊆I,|τ |=k+1
{{gK{i} : i ∈ τ} : g ∈ G},
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and f is defined on every simplex in X(k). To verify that f is well defined,
we note that if τ ⊆ I and g1, g2 ∈ G such that
{g1K{i} : i ∈ τ} = {g2K{i} : i ∈ τ}.
Then for every i ∈ τ , g1K{i} = g2K{i}, which is equivalent to g−12 g1 ∈ K{i}.
Therefore
g−12 g1 ∈
⋂
{i}⊆τ
K{i} = Kτ ,
and g1Kτ = g2Kτ as needed.
By a similar argument, f is injective: if
f({g1K{i} : i ∈ τ}) = f({g2K{i} : i ∈ τ}),
then g1Kτ = g2Kτ . This implies that
g−12 g1 ∈ Kτ =
⋂
{i}⊆τ
K{i},
and therefore
{g1K{i} : i ∈ τ} = {g2K{i} : i ∈ τ},
as needed.
It is obvious that f is onto and equivariant.
Let τ, τ ′ ⊆ I and g, g′ ∈ G such that f−1(gKτ ) ⊆ f−1(g′Kτ ′). By the
definition of f , this yields that
{gK{i} : i ∈ τ} ⊆ {g′K{i} : i ∈ τ ′},
which in turn yields that τ ⊆ τ ′ and for every i ∈ τ the following holds:
gK{i} = g′K{i}. Therefore
(1)
∀i ∈ τ, gK{i} = g′K{i} ⇔ ∀i ∈ τ, (g′)−1gK{i} = K{i} ⇔
∀i ∈ τ, (g′)−1g ∈ K{i} ⇔ (g′)−1g ∈
⋂
i∈τ
K{i} ⇔ (g′)−1g ∈ Kτ .
Conversely, assume that τ ⊆ τ ′ and (g′)−1g ∈ Kτ , then, by (1), for every
i ∈ τ , gK{i} = g′K{i} and therefore
{gK{i} : i ∈ τ} = {g′K{i} : i ∈ τ} ⊆ {g′K{i} : i ∈ τ ′},
as needed.
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Remark 2.7. The above proposition gives an alternative description of X =
X(G, (K{i})i∈I): for simplices η, σ in X, denote η ≤ σ if η is a face of σ
(we are not using the notation “⊆” to avoid confusion). Then, for every
0 ≤ k ≤ n we use the identification of function f in the above proposition
and define:
X(k) = {gKτ : g ∈ G, τ ∈ I(k)},
where I(k) defined as in Proposition 2.6, with the relations: gKτ ≤ g
′Kτ ′ if
and only if τ ⊆ τ ′ and (g′)−1g ∈ Kτ .
If (G, (K{i})i∈I) is a subgroup geometry system, note that for every τ $ I,
(Kτ , (Kτ∪{i})i∈I \τ ) is also a subgroup geometry system. Therefore Theorem
2.4, can be applied to yield a simplicial complex X(Kτ , (Kτ∪{i})i∈I \τ ). The
next proposition states that the links of X(G, (K{i})i∈I) can be described as
those complexes.
Proposition 2.8. Let n ∈ N, I a set of cardinality n+1 and G be group with
subgroups K{i}, i ∈ I such that (G, (K{i})i∈I) is a subgroup geometry system.
Given g ∈ G, τ $ I, the link of gKτ in X(G, (K{i})i∈I) is isomorphic to
X(Kτ , (Kτ∪{i})i∈I \τ ).
Proof. See [BC13, Theorem 1.8.10 (ii)].
2.3 The automorphism group of coset complexes
Let n ∈ N, I a finite set of cardinality n+1 (below, we will take without loss of
generality I = {0, ..., n}) and G be group with subgroupsK{i}, i ∈ I such that
(G, (K{i})i∈I) is a subgroup geometry system. Denote X = X(G, (K{i})i∈I).
Under this notation, we have seen above that G < Aut(X). Below, we will
show that Aut(X) can be extended, given additional assumptions on the
automorphism group of G.
Definition 2.9. Let G be a group with subgroups H1, ...,Hl. For γ ∈
Aut(G), we will say that γ preserves the subgroups H1, ...,Hl if
{γ(Hi) : i = 1, ..., l} = {Hi : i = 1, ..., l},
where γ(Hi) = {γ(g) : g ∈ Hi}.
Let (G, (K{i})i∈I) be a subgroup geometry system. For γ ∈ Aut(G), we
will say that preserves the subgroup geometry system, if γ preserves the
subgroups K{i}, i ∈ I. For a group Γ < Aut(G), we will say that Γ pre-
serves the subgroup geometry system, if each γ ∈ Γ preserves the subgroup
geometry system.
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Proposition 2.10. Let I = {0, ..., n}, n ∈ N, (G, (K{i})i∈I) a subgroup
geometry system and Γ < Aut(G) that preserves the subgroup geometry sys-
tem. Denote Sym({0, 1, ..., n}) to be the permutation group of {0, ..., n} and
for every γ ∈ Γ, define ψγ ∈ Sym({0, 1, ..., n}) by
γ.K{i} = K{ψγ(i)},∀0 ≤ i ≤ n.
Then the following holds:
1. ψγ is well defined.
2. The map Ψ : Γ→ Sym({0, 1, ..., n}), Ψ(γ) = ψγ is a group homomor-
phism.
3. For every τ ⊆ I, γ.Kτ = Kψγ(τ).
Proof. First, we note that by (A3) for every i, j ∈ I, if i 6= j, then K{i} 6=
K{j}. Therefore if γ ∈ Γ preserves K{0}, ...,K{n}, then ψγ defined above is
indeed a permutation on the set {0, ..., n}.
Second, for γ, γ′ ∈ Γ and every 0 ≤ i ≤ n,
K{ψγγ′ (i)} = (γγ
′).K{i}
= γ.(γ′.K{i})
= γ.K{ψγ′ (i)}
= K{ψγψγ′ (i)},
and therefore ψγγ′ = ψγψγ′ as needed.
Last, for every τ = {i0, ..., ik},
K{i0,...,ik} = K{i0} ∩K{i1} ∩ ... ∩K{ik}.
Therefore
γ.K{i0,...,ik} = γ.K{i0} ∩ ... ∩ γ.K{ik}
= K{ψγ (i0)} ∩ ... ∩K{ψγ (ik)}
= K{ψγ (i0),...,ψγ(ik)},
as needed.
Recall that we saw above that we can define the simplices of X as cosets
(see Remark 2.7). We will use this identification to show that given a group
Γ < Aut(G) that preserves the subgroup geometry system, we have that
G⋊ Γ < Aut(X):
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Proposition 2.11. Let I = {0, ..., n}, n ∈ N, (G, (K{i})i∈I) a subgroup
geometry system and Γ < Aut(G) that preserves the subgroup geometry sys-
tem. For X = X(G, (K{i})i∈I), G⋊Γ acts simplicially on X as follows: for
every 0 ≤ k ≤ n, every τ ∈ I(k) = {τ ⊆ I : |τ |= k + 1} and every g′ ∈ G,
define (g, γ).g′Kτ = gγ(g′)Kψγ(τ).
Proof. First, we will show that the action defined above is indeed a group
action, i.e., that for every g1, g2 ∈ G, γ1, γ2 ∈ Γ, every 0 ≤ k ≤ n, every
τ ∈ I(k) and every g′ ∈ G, the following holds:
(g1, γ1).((g2, γ2)).g
′Kτ ) = ((g1, γ1)(g2, γ2)).g′Kτ .
Indeed, fix some g1, g2, γ1, γ2, τ, g
′ as above, then
(g1, γ1).((g2, γ2)).g
′Kτ ) = (g1, γ1).(g2γ2(g′)Kψγ2 (τ))
= g1γ1(g2)γ1(γ2(g
′))Kψγ1 (ψγ2 (τ))
= (g1γ1(g2))(γ1γ2)(g
′)Kψγ1γ2 (τ)
= (g1γ1(g2), γ1γ2).g
′Kτ
= ((g1, γ1)(g2, γ2)).g
′Kτ ,
where the last equality is due to the definition of semidirect product.
Second, we need to show that the action defined above preserves face
relations, i.e., for every τ1, τ2 ⊆ I and every g1, g2 ∈ G, if g1Kτ1 ≤ g2Kτ2 ,
then for every g ∈ G, γ ∈ Γ, (g, γ).g1Kτ1 ≤ (g, γ).g2Kτ2 . Let τ1, τ2, g1, g2 as
above such that g1Kτ1 ≤ g2Kτ2 , i.e., such that τ1 ⊆ τ2 and (g2)
−1g1 ∈ Kτ1 .
We need to show that
ψγ(τ1) ⊆ ψγ(τ2) and (gγ(g2))
−1(gγ(g1)) ∈ Kψγ (τ1).
Since ψγ is a permutation, it is obvious that τ1 ⊆ τ2 implies ψγ(τ1) ⊆ ψγ(τ2).
Also, we note that
(gγ(g2))
−1(gγ(g1)) = γ(g−12 g1) ∈ γ(Kτ1) = Kψγ(τ1),
as needed.
2.4 Passing to quotients
Let (G, (K{i})i∈I) be a subgroup geometry system and let N ⊳G be a normal
subgroup. The following proposition gives sufficient conditions in order to
define a simplicial complex modeled over G/N which have the same links as
the complex X(G, (K{i})i∈I). This can be seen as an analogue of passing to
a quotient in the Cayley graph.
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Proposition 2.12. Let (G, (K{i})i∈I) be a subgroup geometry system and let
N ⊳ G be a normal subgroup. Assume that for every i ∈ I, K{i} ∩N = {e}.
Then (G/N, (K{i}N/N)i∈I) is a subgroup geometry system. Furthermore,
if we denote XG = X(G, (K{i})i∈I) and XG/N = X(G/N, (K{i}N/N)i∈I),
then the following holds:
1. For every τ ⊆ I, τ 6= ∅ and every g ∈ G, the link of (gN)(KτN)/N
in XG/N is isomorphic to the link of gKτ in XG, i.e., XG and XG/N
have the same links (apart from the link of the empty simplex which is
different).
2. XG is a covering of XG/N .
3. If G/N is a finite group, then XG/N is a finite complex and |XG/N (n)|≤
|G/N |.
Proof. By definition K∅ = G and therefore K∅N/N = GN/N = G/N .
Denote Φ : G → G/N to be the quotient map Φ(g) = gN . We note that
the assumption that for every τ ⊆ I, τ 6= ∅, Kτ ∩ N = {e}, implies that Φ
is injective on every Kτ , τ ⊆ I, τ 6= ∅ and this implies that (A1) − (A3) are
fulfilled.
Also by the injectivity of the quotient map Φ on every Kτ , τ ⊆ I, τ 6= ∅
and by Proposition 2.8, we deduce that the link of KτN/N is XG/N is
isomorphic to the link of Kτ in XG.
By the same reasoning, Φ induces a covering map of simplicial complexes:
every simplex in XG labeled gKτ is mapped to (gN)(KτN)/N in XG/N .
The last assertion follows from the fact that G/N acts transitively on
XG/N (n).
Observation 2.13. Let (G, (K{i})i∈I) be a subgroup geometry system and
N ⊳ G be a normal subgroup such that for every i ∈ I, K{i} ∩N = {e}. We
note that if Γ < Aut(G) preserves the subgroups K{i}, i ∈ I, and for every
γ ∈ Γ, γ(N) = N , then (by abusing the notation) Γ < Aut(G/N) and it
preserves the subgroups (K{i}N)/N, i ∈ I and thus (G/N)⋊Γ acts on XG/N
as in Proposition 2.11 above.
3 Elementary matrices groups with subgroup ge-
ometry systems
Our main sources of new examples of groups with subgroup geometry sys-
tems are elementary matrices groups and Steinberg groups. We will show
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that such groups have subgroup geometry systems over any finitely gen-
erated algebra over a ring (and any choice of a generating set). We note
that we could not find these systems in the literature regarding diagram
geometries and, as far as we can tell, these are new examples of subgroup
geometries.
3.1 subgroup geometry systems for elementary matrices
Let R be a unital commutative ring and R be a finitely generated R-algebra.
Let {t1, ..., tl} be a generating set of R and let T be the R-module generated
by {1, t1, ..., tl}, i.e., T = {r0 +
∑
i riti : ri ∈ R}. Examples:
1. R = R with the generating set {1} and T = R.
2. R = R[t] with the generating set {1, t} and T = {a+ bt : a, b ∈ R}.
3. R = R〈t1, ..., tl〉 (the ring of non-commutative polynomials) with the
generating set {1, t1, ..., tl} and T = {a0 + a1t1 + ...+ altl : a0, ..., al ∈
R}.
Let n ∈ N, n ≥ 1. Below we will consider (n+1)× (n+1) matrices with
entries in R and for the sake of convenience we will index the rows/columns
of those matrices with 0, ..., n (and not with 1, ..., n + 1). For 0 ≤ i, j ≤
n, i 6= j and r ∈ R, let ei,j(r) be the (n+1)× (n+1) matrix with 1’s along
the main diagonal, r in the (i, j) entry and 0’s in all the other entries. The
group of elementary matrices denoted ELn+1(R) is the group generated by
the elementary matrices with coefficients in R, i.e., ELn+1(R) = 〈ei,j(r) :
0 ≤ i, j ≤ n, i 6= j, r ∈ R〉.
Let R,R, {1, t1, ..., tl} and T as above, n ≥ 2 be an integer and I =
{0, ..., n}. For i ∈ I define K{i} < ELn+1(R) by
K{i} = 〈ej,j+1(m) : j ∈ I \{i},m ∈ T 〉,
where j+1 is taken modulo n+1, i.e., for j = n, en,n+1(m) = en,0(m). Below,
we will show that (ELn+1(R), (K{i})i∈I) is a subgroup geometry system. In
order to do so, we give an explicit description of the subgroups Kτ for τ ⊆ I.
Lemma 3.1. Under the above definitions, the group K{n} is the group of
(n+ 1)× (n+1) upper triangular matrices A = (ak,j) ∈ ELn+1(R) with 1’s
along the main diagonal such that for every 0 ≤ k < j ≤ n, ak,j ∈ T
j−k
and T j−k denotes the R-module of all the polynomials in {1, t1, ..., tl} with
degree ≤ j − k.
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Proof. Let H < ELn+1(R) be the subgroup of (n + 1) × (n + 1) upper tri-
angular matrices A = (ak,j) ∈ ELn+1(R) with 1’s along the main diagonal
such that for every k < j, ak,j ∈ T
j−k (we leave it to the reader to verify
that this is in fact a subgroup, i.e., that it is closed under multiplication
and inverse). We note that K{n} is generated by elements in H and there-
fore K{n} ⊆ H. For the reverse inclusion, we recall that multiplication of
elementary matrices follow the (Steinberg) relation
[ej1,j2(m1), ej2,j3(m2)] = ej1,j3(m1m2).
Thus, for every 0 ≤ k < j ≤ n using this relation iteratively, yields that
for every m ∈ T j−k, ek,j(m) ∈ K{n}. By row reduction, every matrix of H
can be written as a product of matrices of the form {ek,j(m) : 0 ≤ k < j ≤
n,m ∈ T j−k} and therefore K{n} = H.
The above lemma characterizes K{n}, but a similar argument can be
applied for every i ∈ I as stated in the following Lemma. The other cases
are a little harder to describe (since they not upper triangular matrices) and
leave the verification to the reader (this Lemma can also be deduced from
the case K{n} using the automorphisms of ELn(R) that preserve the K{i}’s
- see below).
Lemma 3.2. For every i ∈ I, K{i} is the group composed of all the matrices
A = (ak,j) such that
ak,j ∈

{1} k = j
T j−k k 6= j, i /∈ {k, k + 1, ..., j − 1}
{0} otherwise
,
where j− k and the elements of {k, k+1, ..., j − 1} are taken mod (n+1).
As a corollary, we have a description of all the groups of the form Kτ :
Corollary 3.3. Let 0 ≤ p < n and 0 ≤ i0 < i1 < ... < ip ≤ n. For
τ = I \{i0, i1, ..., ip}, Kτ is the group composed of all the matrices A = (ak,j)
such that
ak,j ∈

{1} k = j
T j−k k 6= j, {k, k + 1, ..., j − 1} ⊆ {i0, i1, ..., ip}
{0} otherwise
,
where j − k − 1, k + 1, ..., j − 1 above are taken mod (n+ 1).
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Corollary 3.4. For every τ ⊆ I, Kτ = 〈ej,j+1(m) : j ∈ I \τ,m ∈ T 〉〉.
Proof. For τ = ∅, it is a standard exercise that
ELn+1(R) = 〈e0,1(m), ..., en−1,n(m), en,0(m) : m ∈ T 〉.
For τ 6= ∅, Kτ = 〈ej,j+1(m) : j ∈ I \τ,m ∈ T 〉 follows from Corollary 3.3 by
arguments similar to those of the proof of Lemma 3.1.
Theorem 3.5. With the definitions above, (ELn+1(R), (K{i})i∈I) is sub-
group geometry system.
Proof. In order to prove that (ELn+1(R), (K{i})i∈I) is subgroup geometry
system we need to verify conditions (A1)− (A3).
Condition (A1) follows immediately from Corollary 3.4.
Without loss of generality, it is enough to prove condition (A2) for i = n,
i.e., to prove that for every τ ⊆ I, n /∈ τ ,
KτK{n} =
⋂
i∈τ
K{i}K{n}.
We note that this is equivalent to showing that
{gK{n} : g ∈ Kτ} =
⋂
i∈τ
{gK{n} : g ∈ K{i}}.
For every η ⊆ I, n /∈ η, denote K−η to be the subgroup of Kη which consists
of all the matrices in Kη with 0’s above the main diagonal. We will first
show that
{gK{n} : g ∈ Kη} = {gK{n} : g ∈ K−η }.
Indeed, for every matrix g = (ak,j) ∈ Kη , define a matrix g
′ = (bk,j) as
bk,j =
{
ak,j k ≤ j
0 k > j
.
Note that g′ is an upper triangular matrix and by Corollary 3.3, g′ ∈ Kη ∩
K{n} and g(g′)−1 ∈ K−η . Thus, for every g ∈ Kη, gK{n} = g(g′)−1K{n},
with g(g′)−1 ∈ K−η as needed.
Given some fixed τ ⊆ I, n /∈ τ , the equality
{gK{n} : g ∈ Kη} = {gK{n} : g ∈ K−η }
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is true for η = τ and η = {i} for every i ∈ τ . Furthermore, Corollary 3.3
gives an explicit description of K−τ and K{i} for every i ∈ τ and from this
description it follows that
{gK{n} : g ∈ K−τ } =
⋂
i∈τ
{gK{n} : g ∈ K−{i}},
as needed.
Last, note that by Corollary 3.3, KI is the trivial subgroup and
KI \{i} = {ei,i+1(m) : m ∈ T},
and therefore KI \{i} 6= KI and condition (A3) is fulfilled.
Corollary 3.6. With the above notations, X = X(ELn+1(R), (K{i})i∈I)
is a pure n-dimensional, (n + 1)-partite, strongly gallery connected clique
complex with no free faces. Moreover, if R is finite, then X is locally finite.
Proof. The first part of the corollary follows directly from Theorem 2.4. For
the second part, note that if R is finite, then by Corollary 3.3, Kτ is finite
for every τ ⊆ I, τ 6= ∅ and this in turn implies by Proposition 2.8 that for
every simplex gKτ in X, the links gKτ is finite.
3.2 Symmetries of the constructions
Here we will show that the complex X(ELn+1(R), (K{i})i∈I) that arises from
the subgroup geometry system above has a rich symmetry group.
We fix the following notation: K{i}, i ∈ I are the subgroups defined above
and X = X(ELn+1(R), (K{i})i∈I).
By the definition of X, ELn+1(R) acts transitively on top-dimensional
simplices of X and this action preserves the type of the simplices. Below,
we will show that there is also a group Γ < Aut(ELn+1(R)) that acts on X
and is not type-preserving and that the transitivity properties of the action
of ELn+1(R)⋊ Γ on X are, in some sense, the best that can be expected.
We recall that we showed in Proposition 2.10 that if Γ < Aut(ELn+1(R))
and Γ preserves the subgroup geometry system, then there is a homomor-
phism Ψ : Γ→ Sym({0, ..., n}) defined by Ψ(γ) = ψγ , where ψγ is defined in
Proposition 2.10. Also, by Proposition 2.11, ELn+1(R)⋊Γ acts simplicially
on X by
(g, γ).g′Kτ = gγ(g′)Kψγ (τ).
Below, we will see that in our construction an automorphism γ that
preserves the subgroup geometry system cannot be any permutation in
Sym({0, ..., n}):
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Proposition 3.7. Let γ ∈ Aut(ELn+1(R)) such that γ preserves the sub-
group geometry system. Then for every 0 ≤ i, j ≤ n, i 6= j, (i−j) mod (n+
1) = ±1 if and only if (ψγ(i)− ψγ(j)) mod (n+ 1) = ±1.
Proof. Let γ ∈ Aut(ELn+1(R)) such that γ preserves the the subgroup
geometry system. Then by Proposition 2.10, for every 0 ≤ i, j ≤ n, i 6= j, γ
induces an isomorphism between KI \{i,j} and γ.KI \{i,j} = KI \{ψγ (i),ψγ(j)}.
We will show that a necessary condition for KI \{i,j} and KI \{ψγ (i),ψγ(j)} to
be isomorphic is that (i− j) mod (n+1) = ±1 if and only if (ψγ(i)−ψγ(j))
mod (n+ 1) = ±1.
We observe the following: first, if (i− j) mod (n+1) = ±1, then Corol-
lary 3.4, the group
KI \{i,j} = 〈KI \{i},KI \{j}〉,
is isomorphic to the group of 3 matrices of the form H = 〈e0,1(m), e1,2(m) :
m ∈ T 〉, i.e.,
H =

 1 b0,1 b0,20 1 b1,2
0 0 1
 : b0,1, b1,2 ∈ T, b0,2 ∈ T 2
 .
We note that this group is not Abelian: for instance, [e0,1(1), e1,2(1)] =
e0,2(1) (by definition, 1 ∈ T ). Second, if (i − j) mod (n + 1) 6= ±1, then
by the Corollary 3.3, the groups KI \{i} and KI \{j} are commuting Abelian
groups and
KI \{i,j} = 〈KI \{i},KI \{j}〉 ∼= KI \{i} ×KI \{j}.
This an an Abelian group and therefore cannot be isomorphic to H.
Therefore KI \{i,j} ∼= KI \{ψγ (i),ψγ(j)} implies that (i− j) mod (n+ 1) =
±1 if and only if (ψγ(i)− ψγ(j)) mod (n+ 1) = ±1.
The above proposition leads us to recall the definition of the dihedral
group:
Definition 3.8 (The Dihedral group). The Dihedral group Dn+1 is the sym-
metry group of the regular (n+ 1)-gon. This group is consistent of 2(n+1)
elements: (n + 1) rotations and (n + 1) reflections and can be written ex-
plicitly as
Dn+1 = 〈r, s|r
n+1 = s2 = 1, srs = r−1〉.
Equivalently, Dn+1 is the subgroup of the permutation group Sym({0, ..., n})
that fulfill the conditions of the above Proposition, i.e., Dn+1 is the subgroup
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of Sym({0, ..., n}) that consists of all the elements ρ ∈ Sym({0, ..., n}) that
fulfill the condition (i − j) mod (n + 1) = ±1 if and only if (ρ(i) − ρ(j))
mod (n + 1) = ±1. Under this description, we can take the generators
of Dn+1 to be r, s ∈ Sym({0, ..., n}), where r is defined by r(i) = i + 1
mod (n+ 1) and s is defined by s(i) = n− 1− i mod (n+ 1).
A corollary of the above Proposition is:
Corollary 3.9. Let KI \{0}, ...,KI \{n} as above and let Γ < Aut(ELn+1(R))
that preserves KI \{0}, ...,KI \{n}. Then Ψ(Γ) ⊆ Dn+1, where Ψ : Γ →
Sym({0, ..., n}) is the homomorphism defined in Proposition 2.10.
Below, we will construct a group Γ that preserves KI \{0}, ...,KI \{n} such
that Ψ(Γ) = Dn+1. In order to construct this group, we recall some basic
facts regarding the automorphism group of ELn+1(R). These facts can
be summarized as follows: Aut(ELn+1(R)) contains a subgroup that arises
from permutation of the indices and the inverse-transpose involution. Below,
we will explain this statement.
Permutations. Let ρ ∈ Sym({0, ..., n}) be a permutation. We recall
that ρ defines the following automorphism γρ on the group ELn+1(R): for
any matrix A ∈ ELn+1(R), γρ(A) is the matrix defined as (γρ(A))(i, j) =
A(ρ−1(i), ρ−1(j)). In order to verify that this is in fact an automorphism,
we note that γρ(A) = P
−1
ρ APρ, where Pρ is the permutation matrix defined
as
Pρ(i, j) =
{
1 ρ(i) = j
0 otherwise
.
We note that by this definition the group of permutations Sym({0, ..., n}) is
a subgroup of Aut(ELn+1(R)): for every ρ1, ρ2 ∈ Sym({0, ..., n}) and every
A ∈ ELn+1(R), (γρ2γρ1)(A) = γρ2(γρ1(A)).
Inverse-transpose. For any matrix A ∈ ELn+1(R), define ι(A) = (A
−1)t.
One can verify that ι(A) ∈ ELn+1(R) since both the action of inverse
and the action of transpose send elementary matrices to elementary ma-
trices. Also, ι is and automorphism, because for every two matrices A,B ∈
ELn+1(R),
ι(AB) = ((AB)−1)t = (B−1A−1)t = (A−1)t(B−1)t = ι(A)ι(B).
Last, we note that ι2 = e.
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With the above automorphisms at hand, we will construct a subgroup Γ
of Aut(ELn+1(R)) that preserves subgroup geometry system defined above.
Denote:
1. ρcyc ∈ Sym({0, ..., n}) is the cyclic permutation defined as ρcyc(i) =
i+ 1 mod (n+ 1).
2. ρrev ∈ Sym({0, ..., n}) is the permutation defined as ρ(i) = n − i
mod (n+ 1).
Theorem 3.10. Let K{i}, i = 0, ..., n be as above. Denote γr, γs ∈ Aut(G)
to be the automorphisms defined as γr = γρcyc , γs = ιγρrev . Let Γ <
Aut(ELn+1(R)) be the subgroup generated by γr, γs. Then Γ preserves the
subgroup geometry system and Ψ(Γ) = Dn+1.
Proof. We will prove the theorem by showing that γr, γs preserve subgroup
K{i}, i = 0, ..., n and that Ψ(γr) = r,Ψ(γs) = s, where r, s ∈ Sym({0, ..., n})
are the generators of the dihedral group defined in Definition 3.8 above.
For j = 0, ..., n and m ∈ T , γr.ej,j+1(m) = ej+1,j+2(m) (all the indices
are taken mod (n+ 1)). Recall that for every i = 0, ..., n,
K{i} = 〈ej,j+1(m) : j ∈ I \{i},m ∈ T 〉,
and therefore, for every i,
γr.K{i} = 〈ej+1,j+2(m) : j ∈ I \{i},m ∈ T 〉 =
〈ej,j+1(m) : j ∈ I \{i+ 1},m ∈ T 〉 = K{i+1}.
As a result, γr preserves the subgroup geometry and Ψ(γr) = r ∈ Dn+1.
Also, j = 0, ..., n and m ∈ T ,
γs.ej,j+1(m) = (ιγρrev ).(ej,j+1(m))
= ι.(en−j,n−j−1(m))
= ((en−j,n−j−1(m))−1)t
= (en−j,n−j−1(−m))t
= en−j−1,n−j(−m).
Therefore, for every i = 0, ..., n,
γs.K{i} = 〈en−j−1,n−j(−m) : j ∈ I \{i},m ∈ T 〉 =
〈ej,j+1(m) : j ∈ I \{n− 1− i},m ∈ T 〉 = K{n−1−i}.
As a result, γs preserves the subgroup geometry and Ψ(γs) = s ∈ Dn+1.
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The above Theorem gives rise to the following transitivity property of
Aut(X):
Corollary 3.11. Let X = X(ELn+1(R), (K{i})i∈I). For every 0 ≤ k ≤ n,
every τ, τ ′ ⊆ I with |τ |= |τ ′|= k + 1 and every g, g′ ∈ ELn+1(R), if there is
ρ ∈ Dn+1 such that ρ(τ) = τ
′, then there is a simplicial automorphism in
Aut(X) that sends gKτ to g
′Kτ ′ (recall that gKτ , g′Kτ ′ are identified with
k-dimensional simplices in X).
Proof. Let τ, τ ′, g, g′ as above and let ρ ∈ Dn+1 such that ρ(τ) = τ ′.
By Theorem 3.10, there is γ ∈ Aut(ELn+1(R)) that preserves the sub-
group geometry system such that ψγ = ρ. Then by Proposition 2.11,
(g′(γ(g))−1, γ) ∈ G⋊ Γ is in Aut(X) and
(g′(γ(g))−1, γ).gKτ = g′(γ(g))−1γ(g)Kψγ (τ) = g
′Kτ ′ ,
as needed.
An immediate corollary of the above corollary is:
Corollary 3.12. Let X = X(ELn+1(R), (K{i})i∈I). Then Aut(X) acts
transitively on:
1. Top-dimensional simplices of X, i.e., on X(n).
2. Vertices of X, i.e., on X(0).
3. Simplices of co-dimension 1 of X, i.e., on X(n− 1).
Also, it the case n = 2, the following can be deduced:
Corollary 3.13. Let X = X(EL3(R), (K{i})i∈I). The for every vertex v in
X, the stabilizer of v in Aut(X) acts transitively on the edges containing v.
Proof. By symmetry it is enough to prove this assertion for the vertex la-
beled K{2}. For this vertex, the subgroup K{2} fixes the vertex K{2} and
acts transitively on the edges of a fixed type, i.e., it acts transitively on
edges of type {0} and on edges of type {1}. Also, γs defined above fixes the
vertex K{2} and maps K{0} to K{1} and vice-versa. Therefore the subgroup
K{2} ⋊ {e, γs} < G ⋊ Γ fixes the vertex K{2} and acts transitively on the
edges attached to this vertex.
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While the above discussion concentrated on non-oriented simplices, The-
orem 3.10 has similar consequences for oriented simplices. We will explain
this statement, but leave the proofs to the reader. For 0 ≤ k ≤ n, let ~I(k)
denote oriented k-dimensional simplices of I, i.e.,
~I(k) = {(i0, ..., ik) : {i0, ..., ik} ∈ I(k)}.
Also, let ~X(k) denote oriented k-dimensional simplices, i.e.,
~X(k) = {(v0, ..., vk) : {v0, ..., vk} ∈ X(k)}.
As in the non-oriented case, when X arises from a subgroup geometry sys-
tem (G, (K{i})i∈I), ~X(k) can be canonically identified with a set of cosets,
explicitly,
~X(k) = {gK~τ : g ∈ G,~τ ∈~I(k)}.
A corollary of Theorem 3.10 (which is just an adaptation of Corollary 3.11
the oriented setting) is:
Corollary 3.14. Let X = X(ELn+1(R), (K{i})i∈I). For every 0 ≤ k ≤ n,
every ~τ , ~τ ′ ∈~I(k) and every g, g′ ∈ ELn+1(R), if there is ρ ∈ Dn+1 such that
ρ(~τ ) = ~τ ′, then there is a simplicial automorphism in Aut(X) that sends
gK~τ to g
′K~τ ′ .
Remark 3.15. We note that Corollary 3.11 does not imply that in general
ELn+1(R) ⋊ Γ = Aut(X), but only ELn+1(R) ⋊ Γ ≤ Aut(X). First, there
might be isomorphism of X that do not arise from the action or ELn+1(R)
or of Aut(ELn+1(R)). Second, there can be non-trivial elements of Γ that
are mapped by Ψ to the identity. For instance, for R = Fq[t], where q = pm
(p is prime) and m > 1, there are m − 1 non-trivial automorphisms of Fq.
Each one of this non-trivial automorphisms, induces an automorphism of
ELn+1(Fq[t]) (by acting on the coefficients) that map each group Kτ , τ ⊆ I
to itself, but acts non-trivially on X.
Remark 3.16. It is worth while comparing Corollary 3.11 (and Corol-
lary 3.14) to the classical case of A˜n Buildings. For a non-archimedean
local field F , the group PGLn+1(F ) acts of the n-dimensional A˜n Build-
ing X. The transitivity properties of this action are similar to those dis-
cussed in Corollary 3.11: every simplex τ ∈ X(k), has a type {i0, ..., ik} ⊆
{0, ..., n} and given τ, τ ′ ∈ X(k), with types {i0, ..., ik}, {i′0, ..., i′k}, there is
g ∈ PGLn+1(F ) such that g.τ = τ
′, if and only if there is ρ ∈ Dn+1 such
that {ρ(i0), ..., ρ(ik)} = {i
′
0, ..., i
′
k}. However, the case of classical A˜n Build-
ing, the stabilizers of top dimensional simplices are non-trivial groups there
are non-trivial automorphisms that fix a top dimensional simplex (such au-
tomorphisms are not known for X(ELn+1(R), (K{i})i∈I)).
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3.3 Subgroup geometry systems for Steinberg groups
Let R, R, T, I be as above. The Steinberg group denoted Stn+1(R), is the
group generated by xi,j(m) where 0 ≤ i, j ≤ n, and m ∈ R with the Stein-
berg relations:
1. For every 0 ≤ i, j ≤ n and every m1,m2 ∈ R
xi,j(m1)xi,j(m2) = xi,j(m1 +m2).
2. For every 0 ≤ i, j, k ≤ n such that i 6= k and every m1,m2 ∈ R
[xi,j(m1), xj,k(m2)] = xi,k(m1m2).
3. For every 0 ≤ i, j, k, s ≤ n such that i 6= k and j 6= s and every
m1,m2 ∈ R
[xi,j(m1), xs,k(m2)] = 1.
One can verify that ELn+1(R) is a quotient of Stn+1(R) given by the
map xi,j(m) → ei,j(m). Define for i ∈ I the subgroups K{i} = 〈xj,j+1(m) :
m ∈ T, j ∈ I \{i}〉. We leave it to the reader to verify the following:
1. The map xi,j(m)→ ei,j(m) restricted to K{i}, i ∈ I is an isomorphism.
2. (Stn+1(R), (K{i})i∈I) is a subgroup geometry system.
Therefore by Proposition 2.12, X(Stn+1(R), (K{i})i∈I) is a covering of
X(ELn+1(R), (K{i})i∈I). Also, one can verify that the automorphism group
ofX(Stn+1(R), (K{i})i∈I) contains Stn+1(R)⋊Dn+1 in the same manner this
was done for X(ELn+1(R), (K{i})i∈I), i.e., by showing that γr(xi,j(m)) =
xi+1,j+1(m), γs(xi,j(m)) = xn−j,n−i(m) are automorphisms of Stn+1(R) that
preserve the subgroup geometry system.
4 Construction of local spectral high dimensional
expanders
Our original motivation for studying subgroup geometry systems was the
construction of new examples of high dimensional expanders (according to
a spectral definition given below).
Let X a pure n-dimensional finite simplicial complex. For every −1 ≤
k ≤ n − 2, τ ∈ X(k), the one skeleton of Xτ is a graph with a weight
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function on the edges corresponding to the high dimensional structure of X.
Explicitly, given τ ∈ X(k) and {u, v} ∈ Xτ (1), we set
w({u, v}) = (n− k − 2)! |{σ ∈ Xτ (n− 1− k) : {u, v} ⊆ σ}|.
We denote µτ to be the second largest eigenvalue of the random walk on Xτ
with respect to the weight on the edges.
Definition 4.1 (one-sided local spectral expander). For 0 ≤ λ < 1, a pure
n-dimensional finite simplicial complex X is a one-sided λ-local-spectral
expander if for every −1 ≤ k ≤ n− 2, and for every τ ∈ X(k), µτ ≤ λ.
As in the case of expander graphs, our objective is not to construct a
single one-sided λ-local-spectral expander, but given 0 < λ < 1 and n >
1, to construct a family of pure n-dimensional finite simplicial complexes
{X(s)}s∈A where A ⊆ N is an infinite set such that the following holds:
1. For every s ∈ A, X(s) is a one-sided λ-local-spectral expander.
2. The family {X(s)}s∈A has uniformly bounded degree in the following
sense:
sup
s
max
{v}∈X(s)(0)
|{σ ∈ X(s)(n) : v ∈ σ}|<∞.
3. The number of vertices tends to ∞ with s:
lim
s∈A,s→∞
|X(s)(0)|=∞.
Remark 4.2. Note that the condition of uniformly bounded degree can be
rephrased as follows: there is a constant M such that for every s, every
0 ≤ k ≤ n − 2 and every τ ∈ X(s)(k), the 1-skeleton of X
(s)
τ has a degree
≤M (here degree is taken in the usual sense - the degree of the graph).
In [Opp17c], the second named author proved that for every λ > 0,
and every simplicial complex X, if all the links of X of dimension ≥ 1 are
connected and if for every 1-dimensional link the second largest eigenvalue of
the simple random walk is ≤ λ1+(n−1)λ , then X is a one-sided λ-local spectral
expander. In order to construct one-sided local spectral expander using
subgroup geometry systems, we need only to verify the spectral condition
on 1-dimensional links (connectivity of X and of every link of dimension ≥ 1
follows from Theorem 2.4).
Recall that in our construction, the 1-dimensional links arose from a sub-
group geometry (sub)system (see Proposition 2.8). Therefore we are lead to
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the following question: given a subgroup geometry system (G, (K{0},K{1})),
how can we bound the spectrum of X(G, (K{0},K{1}))? (in this case,
X(G, (K{0} ,K{1})) is a finite biregular, bipartite graph - see Proposition
B.11 below).
Since X(G, (K{0},K{1})) is determined by the subgroup geometry sys-
tem, it is not surprising that the bound of the spectrum is achieved via
a property of the subgroup geometry system. The simplest bound on the
spectrum of X(G, (K{0},K{1})) is achieved when K{0} and K{1} commute:
Proposition 4.3. Let G be a finite group with a subgroup geometry sys-
tem (G, (K{0},K{1})) such that K{0} and K{1} commute, i.e., for every
gi ∈ K{i}, i = 0, 1, g0g1 = g1g0. Then X(G, (K{0},K{1})) is a complete
bipartite graph and therefore the spectrum of the simple random walk on XG
is {−1, 0, 1} and in particular the second largest eigenvalue is 0.
Proof. Here we will use the description of X(G, (K{0} ,K{1})) given in Re-
mark 2.7.
Recall that by the (A1), G = 〈K{0},K{1}〉. Furthermore, if K{0} and
K{1} commute, then every g ∈ G can be written as g = g0g1 = g1g0, where
g0 ∈ K{0}, g1 ∈ K{1}.
This implies that every vertex of type 0 is of the form g1K{0} where
g1 ∈ K{1} and every vertex of type 1 is of the form g0K{1} where g0 ∈ K{0}.
Given two vertices of different types g1K{0}, g0K{1}, we claim that they
are connected by the edge g1g0K{0,1}. Recall that by Remark 2.7, to show
that g1K{0}, g0K{1} are connected by this edge, we need to verify that
(g1g0)
−1g0 ∈ K{1} and (g1g0)−1g1 ∈ K{0}, but this is obvious in the sec-
ond case and follows easily from commutativity in the first case. The fact
that a complete bipartite graph has the spectrum {−1, 0, 1} is standard.
In more complicated cases, in order to bound the spectrum ofX(G, (K{0},K{1})),
we will need the notion of ε-orthogonality between subgroups.
Definition 4.4. Let H be a Hilbert space and let H1,H2 ⊆ H be closed
subspaces of H. Denote
θ(H1,H2)
= inf{κ : |〈x1, x2〉|≤ κ‖x1‖‖x2‖,∀x1 ∈ H1 ∩ (H1 ∩H2)
⊥,∀x2 ∈ H2 ∩ (H1 ∩H2)⊥}.
For 0 ≤ ε ≤ 1, H1,H2 will be called ε-orthogonal if θ(H1,H2) ≤ ε.
Definition 4.5. Let G be a group with subgroups K{0},K{1} < G, such that
〈K{0},K{1}〉 = G. For a unitary representation (π,H), we denote
Hπ(K{0}) = {x ∈ H : ∀g ∈ K{0}, π(g)x = x},
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Hπ(K{1}) = {x ∈ H : ∀g ∈ K{1}, π(g)x = x}.
K{0},K{1} are called ε-orthogonal if for every unitary representation
(π,H) of G, Hπ(K{0}) and Hπ(K{1}) are ε-orthogonal.
Using the definition of ε-orthogonality, we can bound the spectrum of
X(G, (K{0} ,K{1})):
Theorem 4.6. Let G be a finite group with a subgroup geometry system
(G, (K{0},K{1})). Also, let λ to be the second largest eigenvalue of the simple
random walk on X(G, (K{0},K{1})). For every 0 ≤ ε, λ ≤ ε if and only if
K{0} and K{1} are ε-orthogonal.
This Theorem was known to some experts: a partial proof of this The-
orem appears in [DJ02][proof of Lemma 4.6] and this Theorem can also be
deduced from the work of the second named author in [Opp17b][Section
4.3]. However, we could not find an explicit proof of this Theorem in the
literature and therefore we provided a proof in Appendix B.
Remark 4.7. Even in cases where X is infinite, but locally finite, obtain-
ing a bound on the spectrum of the links (or equivalently on the constant of
orthogonality between subgroups) is desirable, because it lead to various rigid-
ity results (see for instance: [DJ02], [EJZ10], [Opp15], [Opp17a], [Opp17d],
[ER18]).
In [EJZ10], Ershov and Jaikin-Zapirain developed a theory of ε-orthogonality
between subgroups in the case where G is of nilpotency class two and
K{0},K{1} are Abelian. We will not state their result in the fullest gen-
erality, but only the version we will use below:
Theorem 4.8. [EJZ10, Corollary 4.7] Let R be a Noetherian ring, R be
a finitely generated R-algebra, {1, t1, ..., tl} be a generating set of R and
T = {r0 +
∑
i riti : r ∈ R}. Also, let G be the upper-triangular group
G =

 1 a0,1 a0,20 1 a1,2
0 0 1
 : a0,1, a1,2 ∈ T, a0,2 ∈ T 2
 ,
and K{0} = {e0,1(a) : a ∈ T},K{1} = {e1,2(a) : a ∈ T}. If the smallest
proper submodule of T is of index q, then K{0} and K{1} are 1√q -orthogonal.
In particular, this yields the following corollary that we will use in our
construction below:
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Corollary 4.9. Let q be a prime power, G be the upper-triangular group
G =

 1 a0 + a1t c0 + c1t+ c2t20 1 b0 + b1t
0 0 1
 : a0, ..., c2 ∈ Fq
 ,
and K{0} = {e0,1(a0+a1t) : a0, a1 ∈ Fq},K{1} = {e1,2(b0+b1t) : b0, b1 ∈ Fq}.
Then K{0} and K{1} are 1√q -orthogonal.
After this, we can use the construction of §3 to produce a construction
of a family of local spectral expanders.
Theorem 4.10. Let n ≥ 2 and let q be a prime power such that q >
(n−1)2. For s ∈ N, let Fq[t]/〈ts〉 to be the Fq algebra with the generating set
{1, t}. Let X(s) be the simplicial complex of the subgroup geometry system of
ELn+1(Fq[t]/〈ts〉) described is §3 above. Then for every s > n, the following
holds for X(s):
1. X(s) is a pure n-dimensional, (n+1)-partite, strongly gallery connected
clique complex with no free faces.
2. X(s) is finite and the number of vertices of X(s) tends to infinity as s
tends to infinity.
3. There is a constant Q = Q(q) such that for every s, each vertex of
X(s) is contained in exactly Q n-dimensional simplices.
4. Each 1-dimensional link of X(s) has a spectral gap less or equal to 1√q .
5. X(s) is a 1√q−(n−1) -local spectral expander. In particular, the spectral
gap of the one-skeleton of X(s) is less or equal to 1√q−(n−1) .
6. The automorphisms group of X(s) contains ELn+1(Fq[t]/〈ts〉)⋊Dn+1,
where ELn+1(Fq[t]/〈ts〉) acts transitively on n-dimensional simplices
and Dn+1 rotates / inverts the types.
Thus, given any λ > 0, we can take q large enough such that {X(s) : s >
2n−1} will be an infinite family of n-dimensional λ-local spectral expanders
which are uniformly locally finite.
Proof. The first assertion is due to Theorem 2.4.
The second assertion follows for the fact that Fq[t]/〈ts〉 is finite and
|Fq[t]/〈ts〉| tends to infinity with s.
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For the third assertion, note that for every s > n, T n/〈ts〉 = T n where
T = {a0 + a1t : a0, a1 ∈ Fq}. Thus by Corollary 3.3, the subgroups K{i},
i ∈ I are the same for every s > n and moreover, for every i, i′, K{i},K{i′}
are isomorphic and therefore the links of any two vertices are isomorphic
and does not change with s. In particular, for Q = |K{i}| each vertex of
X(s) is contained in exactly Q n-dimensional simplices.
For the forth assertion we note that every 1-dimensional link is of the
form X(KI \{i,j}, (KI \{i}, I \{j})) where 0 < i < j ≤ n. As in the proof of
Proposition 3.7, there are two possibilities: either |i − j mod (n + 1)|> 1
and then KI \{i,j} is Abelian and in that case by Proposition 4.3, the link
is a full bipartite graph and the second largest eigenvalue is 0. Or |i − j
mod (n+ 1)|= 1 and in that case KI \{i,j} is the group of Corollary 4.9 and
therefore the second eigenvalue is 1√q .
The fifth assertion follows directly from the main result of [Opp17c]
mentioned above.
The last assertion is due to Theorem 3.10.
It is interesting to compare our construction to the previously known
construction of Ramanujan complexes. Ramanujan complexes exhibit a
better ratio between the spectral bound and the the degree bound, but
our constructions seem much more symmetric: Ramanujan complex is con-
structed by choosing a lattice Λ < PGLn+1(F ) and passing to the quotient
Λ\X = Λ\PGLn+1(F )/K of the Euclidean building.
We note that PGLn+1(F ) can not act on Λ\PGLn+1(F )/K and there-
fore the transitivity properties of this action on X are a-priori lost when
passing to the quotient. In [LSV05b], the authors discuss choosing a lattice
for which the quotient does admit some transitivity properties, but those
do not have the full generality of Corollary 3.11 or Corollary 3.14 in our
construction.
Also, Ramanujan complexes are known to be cosystolic expanders (see
definition and proof in [EK17]), while this is yet unknown for our construc-
tions.
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A Incidence systems
A parallel terminology to the terminology of simplicial complexes is the
terminology of incidence systems. Since virtually all the literature regarding
coset geometry is written in the language of incidence systems, we use this
appendix to provide a dictionary between the two terminologies.
A triplet (V, ∗, type) is called an incidence system over a finite set I if:
1. V is a set.
2. ∗ is a reflexive and symmetric relation called the incidence relation. If
u, v ∈ V are in the relation V , we denote u ∗ v and say that u, v are
incident.
3. type : V → I is a function such that for v, u ∈ V , u ∗ v implies
type(u) 6= type(v).
Let (V, ∗, type) be an incidence system over I.
Given a set A ⊆ V , define the type of A to be type(A) = {type(v) : v ∈
A} and called |type(A)| the rank of A. Also for A ⊆ V , define |I|−|type(A)|
to be the corank of A.
A flag is a set of elements {v0, ..., vk} ⊆ V such that for every 0 ≤ i, j ≤ k,
vi ∗ vj . A chamber is a flag type I or equivalently of rank |I|.
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Given a flag F , the residue of F is the incidence geometry (F ∗\F, ∗, type)
over I \ type(F ) where F ∗ = {v ∈ V : ∀u ∈ F, v ∗ u} (∗, type are restricted
here to F ∗ \ F ).
An incidence system (V, ∗, type) over I is called a residually connected if
for every flag F of corank ≥ 2, the residue of F is connected.
An incidence system (V, ∗, type) over I is called a geometry over I if every
flag is contained in at least one chamber. A geometry over I is called firm if
every flag of rank < |I| is contained in at least two chambers. A geometry
over I is called a I-geometry if it is firm and residually connected.
After these definitions, given a incidence system (V, ∗, type) over a fi-
nite set I with |I|= n + 1, we define a simplicial complex X(V, ∗, type) as
follows: for every 0 ≤ k ≤ n, the k-simplices of X(V, ∗, type) are the flags
of (V, ∗, type) of rank k − 1. Note that this is indeed a simplicial complex
and moreover this simplicial complex is (n + 1)-partite. We also note that
for a flag F = {v0, ..., vk} in (V, ∗, type), X(F
∗ \ F, ∗, type) is exactly the
link of {v0, ..., vk} in X(V, ∗, type). The following table provides a dictionary
between the properties of (V, ∗, type) and the properties of X(V, ∗, type):
(V, ∗, type) X(V, ∗, type)
Residually connected
Strongly gallery connected
(by Remark 2.1)
Geometry over I Pure n-dimensional
Firm geometry over I
Pure n-dimensional and has
no free faces
I-geometry
Pure n-dimensional, strongly
gallery connected and has no
free faces
B Spectral gap of bipartite graphs and ε-orthogonality
The aim of this appendix is to prove Theorem 4.6. In order to prove this
Theorem, we will first gather some facts regarding bipartite graphs and
ε-orthogonality.
B.1 Spectra of random walks on bipartite graphs
Given a finite graph (V,E), we denote the valency of v ∈ V as w(v) = |{u :
{v, u} ∈ E}|. We will always assume that (V,E) has no isolated vertices, i.e.,
that w(v) ≥ 1 for every v ∈ V . The Markov matrix (or Markov operator)
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of the graph is the |V |×|V | matrix with the entries
M(v, u) =
{
1
w(v) {v, u} ∈ E
0 {v, u} /∈ E
.
This is a stochastic matrix and therefore its largest eigenvalue is 1 and for
every eigenvalue λ of M , |λ|≤ 1. If (V,E) is connected, then the eigenvalue
1 has multiplicity 1 and all the other eigenvalues are strictly less than 1. The
spectral gap of a connected graph (V,E) is the second largest eigenvalue of
M .
In the case of a biregular, bipartite graph, the spectral gap has an alter-
native description which we will now explain. Recall that a bipartite graph
(V,E) is a graph with two disjoint sets of vertices V0, V1 ⊂ V , that are
called the sides of the graph, such that V = V0 ∪ V1 and every edge in the
graph has one vertex in V0 and one vertex is V1, i.e., {u, v} ∈ E implies
that |{u, v} ∩ V0|= |{u, v} ∩ V1|= 1. A bipartite graph is called biregular
or semiregular if there are constants d0, d1 such that for every i = 0, 1 and
every v ∈ Vi, w(v) = di.
Given a biregular bipartite graph (V,E), the Markov matrix in this case
is the matrix
M(u, v) =

1
d0
{u, v} ∈ E, u ∈ V0
1
d1
{u, v} ∈ E, u ∈ V1
0 {u, v} /∈ E
.
Define the space ℓ2(V ) to be the space of functions φ : V → C with the
inner product
〈φ,ψ〉 = d0
∑
v∈V0
φ(v)ψ(v) + d1
∑
v∈V1
φ(v)ψ(v),∀φ,ψ ∈ ℓ2(V ).
A direct computation shows that with respect to this norm M : ℓ2(V ) →
ℓ2(V ) is a self-adjoint operator and therefore has an orthogonal basis of
eigenfunctions with real eigenvectors. We note that if φ is an eigenfunction
of M with eigenvalue µ, then
φ′(v) =
{
φ(v) v ∈ V0
−φ(v) v ∈ V1
is an eigenfunction ofM with eigenvalue −µ (this is shown by direct compu-
tation - the details are left for the reader). This implies that the eigenvalues
of M are symmetric with respect to 0 (including the multiplicity), i.e., if µ
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is an eigenvalue of M with multiplicity l, then −µ is also an eigenvalue of
M with multiplicity l. For U ⊆ V , denote χU ∈ ℓ2(V ) to be the indicator
function on U . We note that χV is an eigenfunction with an eigenvalue 1
and χV0 − χV1 is an eigenfunction with an eigenvalue −1.
We denote
ℓ02(V ) = {φ ∈ ℓ2(V ) : 〈φ, χV0〉 = 〈φ, χV1〉 = 0},
i.e., ℓ02(V ) is the subspace of functions φ ∈ ℓ2(V ) such that∑
v∈V0
φ(v) =
∑
v∈V1
φ(v) = 0.
We note that ℓ02(V ) is exactly all the functions in ℓ2(V ) that are orthogonal
to χV and χV0−χV1 , because span{χV , χV0−χV1} = span{χV0 , χV1}. Recall
that eigenvectors of M are orthogonal and therefore for every φ ∈ ℓ02(V ),
we have that Mφ ∈ ℓ02(V ). This means that restricting M to ℓ
0
2(V ) yields
M |ℓ02(V ): ℓ
0
2(V )→ ℓ
0
2(V ).
Proposition B.1. Let (V,E) be a finite, connected, biregular, bipartite
graph with more than 2 vertices and let λ be the second largest eigenvalue of
M . Then λ = ‖M |ℓ02(V )‖, where ‖.‖ denotes the operator norm.
Proof. The graph (V,E) has more than two vertices and it is connected and
therefore the matrixM has an eigenvalue different that 1 and −1, indeed, re-
call that if (V,E) is connected that 1 is an eigenvalue with multiplicity 1 and
since the eigenvalues are symmetric with respect to 0, −1 is an eigenvalue
with multiplicity 1 as well. Therefore λ ≥ 0 and (again using the symmetry
of the eigenvalues), every eigenvalue µ of M |ℓ02(V ) has |µ|≤ λ. M is self-
adjoint and therefore every φ ∈ ℓ02(V ) can be written as φ = ψ1 + ... + ψk
where ψ1, ..., ψk ∈ ℓ
0
2(V ) are orthogonal eigenfunctions ofM with eigenvalues
µ1, ..., µk. Therefore
‖Mφ‖2 = 〈Mφ,Mφ〉 = 〈M(
k∑
i=1
ψi),M(
k∑
i=1
ψi)〉 = 〈
k∑
i=1
µiψi,
k∑
i=1
µiψi〉
=
k∑
i=1
µ2i ‖ψi‖
2 ≤
k∑
i=1
λ2‖ψi‖
2 = λ‖φ‖2.
The above inequality yields that for every φ ∈ ℓ02(V ), ‖Mφ‖≤ λ‖φ‖, i.e.,
‖M |ℓ02(V )‖≤ λ. To finish the proof we note that the eigenfunction of the
eigenvalue λ is in ℓ02(V ) and therefore ‖M |ℓ02(V )‖= λ as needed.
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In continuation to the above proposition, we will show that the spectral
gap can be further described as a maximum of to operator norms. For
i = 0, 1, define ℓ2(Vi) to be the space of functions φ : Vi → C with the inner
product
〈φ,ψ〉 = di
∑
v∈Vi
φ(v)ψ(v),∀φ,ψ ∈ ℓ2(Vi).
Further define the operator Mi : ℓ2(Vi) → ℓ2(Vi+1) (where i + 1 is taken
mod 2) as Mi =M |ℓ2(Vi), i.e., for every φ ∈ ℓ2(Vi) and every v ∈ Vi+1,
Miφ(v) =
1
di+1
∑
u∈Vi,{u,v}∈E
φ(u).
Denote further
ℓ02(Vi) = {φ ∈ ℓ2(Vi) :
∑
v∈Vi
φ(v) = 0},
and note that restricting Mi to ℓ
0
2(Vi) yields a map M |ℓ02(Vi): ℓ
0
2(Vi) →
ℓ02(Vi+1).
Proposition B.2. Let (V,E) be a finite, connected, biregular, bipartite
graph with more than 2 vertices and let λ be the second largest eigenvalue
of M . Then λ = ‖M0|ℓ02(V0)‖= ‖M1|ℓ02(V1)‖, where ‖.‖ denotes the operator
norm.
Proof. Note that M0 and M1 are adjoint operators, i.e., M
∗
0 =M1 (this can
be seen either by direct computation or by recalling the fact that M is self-
adjoint andMi =M |ℓ2(Vi)). Therefore (M0|ℓ02(V0))
∗ =M1|ℓ02(V1), which yields
that ‖M0|ℓ02(V0)‖= ‖M1|ℓ02(V1)‖ (adjoint operators have the same operator
norm).
By Proposition B.1, it is enough to prove that
‖M |ℓ02(V )‖= ‖M0|ℓ02(V0)‖.
First we show that
‖M |ℓ02(V )‖≥ ‖M0|ℓ02(V0)‖.
Let φ ∈ ℓ02(V0) with ‖φ‖= 1. Define ψ ∈ ℓ
0
2(V ) as
ψ(v) =
{
φ(v) v ∈ V0
0 v ∈ V1
.
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By this definition ‖ψ‖= 1 and
‖M0φ‖= ‖Mψ‖≤ ‖M |ℓ02(V )‖.
This is true for every φ ∈ ℓ02(V0) with ‖φ‖= 1 and therefore Therefore
‖M |ℓ02(V )‖≥ ‖M0|ℓ02(V0)‖.
In the other direction, we note that for every φ ∈ ℓ02(V ), we can define
φi ∈ ℓ
0
2(V ) as φi = φ|ℓ02(Vi). We note that V0, V1 are disjoint and V0∪V1 = V
implies that
‖φ‖2= ‖φ0‖
2+‖φ1‖
2.
By the definition of M0,M1,
‖Mφ‖2 = d1
∑
v∈V1
‖(Mφ)(v)‖2 + d0
∑
v∈V0
‖(Mφ(v))‖2
= d1
∑
v∈V1
‖(M0φ0)(v)‖
2 + d0
∑
v∈V0
‖(M1φ1(v))‖
2
≤ ‖M0|ℓ02(V0)‖
2‖φ0‖
2 + ‖M1|ℓ02(V1)‖
2‖φ1‖
2
= ‖M0|ℓ02(V0)‖
2(‖φ0‖
2 + ‖φ1‖
2)
= ‖M0|ℓ02(V0)‖
2‖φ‖2.
Therefore ‖M |ℓ02(V )‖≤ ‖M0|ℓ02(V0)‖ as needed.
B.2 ε-orthogonality
We recall the definitions given above regarding ε-orthogonality:
Definition B.3. Let H be a Hilbert space and let H1,H2 ⊆ H be closed
subspaces of H. Denote
θ(H1,H2)
= inf{κ : |〈x1, x2〉|≤ κ‖x1‖‖x2‖,∀x1 ∈ H1 ∩ (H1 ∩H2)
⊥,∀x2 ∈ H2 ∩ (H1 ∩H2)⊥}.
For 0 ≤ ε ≤ 1, H1,H2 will be called ε-orthogonal if θ(H1,H2) ≤ ε.
The definition of ε-orthogonality can be stated using orthogonal projec-
tions as follows (for proof see for instance [Deu01][Lemma 9.5]):
Proposition B.4. Let H be a Hilbert space and let H1,H2 ⊆ H be closed
subspaces of H. Denote PH1 , PH2 , PH1∩H2 to be the orthogonal projections
on H1,H2,H1 ∩ H2 respectively. Then θ(H1,H2) = ‖PH2PH1 − PH1∩H2‖=
‖PH1PH2 − PH1∩H2‖, where ‖.‖ denotes the operator norm.
As a result, H1,H2 are ε-orthogonal if and only if ‖PH2PH1−PH1∩H2‖≤ ε
(or ‖PH1PH2 − PH1∩H2‖≤ ε).
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Definition B.5. For a group G with subgroups K{0},K{1} < G, such that
〈K{0},K{1}〉 = G. For a unitary representation (π,H), we denote
Hπ(K{0}) = {x ∈ H : ∀g ∈ K{0}, π(g)x = x},
Hπ(K{1}) = {x ∈ H : ∀g ∈ K{1}, π(g)x = x}.
Using this notation, we define K{0},K{1} to be ε-orthogonal if for every
unitary representation (π,H) of G, Hπ(K{0}) and Hπ(K{1}) are ε-orthogonal.
Observation B.6. For a unitary representation (π,H) of G,K{0},K{1} <
G such that 〈K{0},K{1}〉 = G. Denote
Hπ(G) = {x ∈ H : ∀g ∈ G,π(g)x = x}.
Then we observe that 〈K{0},K{1}〉 = G implies that Hπ(G) = Hπ(K{0}) ∩
Hπ(K{1}). Indeed, it is obvious that Hπ(G) ⊆ Hπ(K{0}) ∩Hπ(K{1}) and in the
other direction we note that if x ∈ Hπ(K{0}) ∩ Hπ(K{1}) then for any g ∈ G,
g = h1...hn where h1, ..., hn ∈ K{0} ∪K{1} and therefore
π(g)x = π(h1...hn)x = π(h1)...π(hn)x = π(h1)...π(hn−1)x = ... = x,
i.e., x ∈ Hπ(G).
We saw above that the ε-orthogonality between subspaces can be de-
scribed in terms of orthogonal projections. In the case where G is finite,
these projections can be defined explicitly using the group algebra. Define
the following elements in the group algebra C[G]:
k{0} =
∑
g∈K{0}
1
|K{0}|
g,
k{1} =
∑
g∈K{1}
1
|K{1}|
g,
kG =
∑
g∈G
1
|G|
g.
Proposition B.7. Let G be a finite group and K{0}, K{1}, k{0}, k{1} as
above. Then
1. For every i = 0, 1 and every g ∈ K{i}, gk{i} = k{i}g = k{i}. Also, for
every g ∈ G, gkG = kGg = kG.
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2. For every i = 0, 1, (k{i})2 = (k{i})∗ = k{i}. Also, (kG)2 = (kG)∗ = kG.
Proof. We will prove the assertions for k{0}, the proofs for k{1} and kG are
similar. Let g ∈ K{0}, then
gk{0} =
∑
g′∈K{0}
1
|K{0}|
gg′ =
∑
g′∈g−1K{0}
1
|K{0}|
g′ =
∑
g′∈K{0}
1
|K{0}|
g′ = k{0}.
Similarly,
k{0}g =
∑
g′∈K{0}
1
|K{0}|
g′g =
∑
g′∈K{0}g−1
1
|K{0}|
g′ =
∑
g′∈K{0}
1
|K{0}|
g′ = k{0}.
For the second assertion, we have that by the first assertion
(k{0})2 =
∑
g∈K{0}
1
|K{0}|
(gk{0}) =
1
|K{0}|
|K{0}|k{0} = k{0}.
Also,
(k{0})∗ =
∑
g∈K{0}
1
|K{0}|
(g−1) =
∑
g∈K{0}
1
|K{0}|
(g−1) = k{0}.
Corollary B.8. Let G be a finite group with subgroups K{0}, K{1} as above
and (π,H) be a unitary representation of G. Then π(kG), π(k{0}), π(k{1})
are orthogonal projections on Hπ(G),Hπ(K{0}),Hπ(K{1}) respectively.
Proof. By Proposition B.7, for every i = 0, 1,
(π(k{i}))2 = (π(k{i}))∗ = π(k{i}).
Also, (π(kG))
2 = (π(kG))
∗ = π(kG). Therefore π(k{i}), i = 0, 1 and π(kG)
are orthogonal projections.
We will only show that π(k{0}) is an orthogonal projection on Hπ(K{0})
(the cases of π(k{1}) and π(kG) are similar). We note that for every x ∈
Hπ(K{0}),
π(k{0})x =
∑
g∈K{0}
1
|K{0}|
π(g)x =
∑
g∈K{0}
1
|K{0}|
x = x,
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and therefore Im(π(k{0})) ⊆ Hπ(K{0}). In the other direction, we note that
for every x ∈ Im(π(k{0})) we have that x = π(k{0})x. Therefore for every
g ∈ K{0}, using Proposition B.7,
π(g)x = π(g)π(k{0})x = π(gk{0})x = π(k{0})x = x.
Therefore Hπ(K{0}) ⊆ Im(π(k{0})) as needed.
The above discussion leads to the following corollary:
Corollary B.9. Let G be a finite group with subgroups K{0}, K{1} as above.
Then for any unitary representation (π,H), Hπ(K{0}) and Hπ(K{1}) are ε-
orthogonal if and only if ‖π(k{1}k{0} − kG)‖≤ ε.
Proof. Combine Corollary B.8, Observation B.6 and Proposition B.4.
Finally, by Peter-Weyl Theorem, it is enough to consider the right (or
left) regular representation of G:
Proposition B.10. Let G be a finite group with subgroups K{0}, K{1} as
above. Then for any unitary representation (π,H), Hπ(K{0}) and Hπ(K{1})
are ε-orthogonal if and only if ‖ρ(k{1}k{0} − kG)‖≤ ε, where ρ is the right
regular representation of G.
Proof. First, by Peter-Weyl Theorem every unitary representation can be
decomposed to an orthogonal sum of irreducible unitary representations
and therefore it is enough to check the ε-orthogonality condition in each
component of this orthogonal sum, i.e., to check ε-orthogonality only for
the irreducible unitary representations.
Second, also by Peter-Weyl Theorem the right regular representation de-
composes as an orthogonal sum that contains all the irreducible unitary rep-
resentation and therefore if ℓ2(G)
π(K{0}) and ℓ2(G)
π(K{1}) are ε-orthogonal,
then for every irreducible unitary representation (π,H), Hπ(K{0}) andHπ(K{1})
are ε-orthogonal.
Combining these facts with Corollary B.9 finishes the proof.
B.3 A bound on the spectrum of X via ε-orthogonality
Let G be a group and (G, (K{0},K{1})) be a subgroup geometry system. For
the reader’s convenience, we repeat the construction of X(G, (K{0} ,K{1})):
the vertices of XG are V = V0 ∪ V1 with
Vi = {gK{i} : g ∈ G}, i = 0, 1,
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(in particular, |Vi|= |G/K{i}|). The edges E of XG are
E = {gK{0,1} : g ∈ G}.
and gK{0,1} ∈ E is the edge connecting gK{0} ∈ V0 and gK{1} ∈ V1.
Proposition B.11. Let G be a group and (G, (K{0},K{1})) be a subgroup
geometry system. Denote as above
Vi = {gK{i} : g ∈ G}, i = 0, 1.
If [K{0} : K{0,1}] < ∞, [K{1} : K{0,1}] < ∞, then X(G, (K{0},K{1}))
is a connected locally finite biregular bipartite graph: the number of edges
connected to each vertex in Vi is di = [K{i} : K{0,1}] for i = 0, 1. Moreover,
for i = 0, 1, choose hi1, ..., h
i
di
∈ K{i}/K{0,1} such that K{i} =
⋃di
j=1 h
i
jK{0,1}.
Then:
1. For every gK{0} ∈ V0, gK{0} is connected by an edge to gh0jK{1} ∈ V1
for j = 1, ..., d0 and only to these vertices.
2. For every gK{1} ∈ V1, gK{1} is connected by an edge to gh1jK{0} ∈ V0
for j = 1, ..., d1 and only to these vertices.
Proof. Both claims are symmetric and therefore it is sufficient to prove only
the first one. Let gK{0} ∈ V0. Recall that gK{0} ≤ g′K{0,1} if and only if
g−1g′ ∈ K{0}. Therefore gK{0} ≤ g′K{0,1} if and only if
g−1g′ ∈
d0⋃
j=1
h0jK{0,1},
i.e., if and only if there is h0j0 such that g
−1g′ ∈ h0j0K{0,1} ⇔ g
′ ∈ gh0j0K{0,1}.
Note that for every g′′ ∈ K{0,1} if g′ = gh0j0g
′′, then g′K{0,1} = gh0j0g
′′K{0,1} =
gh0j0K{0,1}, therefore we can always assume that g
′ = gh0j0 . To conclude,
gK{0} is connected to (and only to) the edges gh01K{0,1}, ..., gh0d1K{0,1} and
therefore it is connected by an edge to the vertices gh0jK{1} ∈ V1 for j =
1, ..., d0 and only to these vertices.
By Proposition B.2, the second largest eigenvalue of the simple ran-
dom walk on X(G, (K{0},K{1})) can be bounded by bounding the norm of
M0|ℓ02(V0). We will show that M0|ℓ02(V0) can be bounded using the notation
of ε-orthogonality between the groups K{0} and K{1} defined above.
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Theorem B.12. Let G be a finite group with subgroups K{0},K{1}, such
that 〈K{0},K{1}〉 = G. For every 0 ≤ ε, ‖M0|ℓ02(V0)‖≤ ε if and only if K{0}
and K{1} are ε-orthogonal.
In order to prove this theorem, we will need the following lemma:
Lemma B.13. Let G be a finite group with subgroups K{0},K{1}, such that
〈K{0},K{1}〉 = G. Define the following subspaces of ℓ2(G):
ℓ02(G) = {φ ∈ ℓ2(G) :
∑
g∈G
φ(g) = 0},
For i = 0, 1,
ℓ2(G){i} = {φ ∈ ℓ2(G) : ∀g1, g2 ∈ G, g1K{i} = g2K{i} ⇒ φ(g1) = φ(g2)},
ℓ02(G){i} = {φ ∈ ℓ2(G){i} :
∑
g∈G
φ(g) = 0}.
Then:
1. I − ρ(kG) is the orthogonal projection on ℓ
0
2(G).
2. For i = 0, 1, ρ(k{i}) is the orthogonal projection on ℓ2(G){i}.
3. For i = 0, 1, ρ(k{i} − kG) is the orthogonal projection on ℓ02(G){i}.
Proof. For the first assertion, we note that for every φ ∈ ℓ2(G) and every
g0 ∈ G,
(ρ(kG)φ)(g0) =
1
|G|
∑
g∈G
φ(g0g)
=
1
|G|
∑
g∈G
φ(g).
Therefore ρ(kG) is a projection on the space of constant functions and
I − ρ(kG) is a projection on the space orthogonal to the space of constant
functions, i.e., on ℓ02(G).
We will prove the second and third assertions for the case i = 0 (the proof
in the case i = 1 is similar). For every g1, g2 ∈ G such that g1K{0} = g2K{0},
we have that g−12 g1 ∈ K{0} which implies that g
−1
2 g1K{0} = K{0}. Therefore
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for every φ ∈ ℓ2(G) we have that
(ρ(k{0})φ)(g1) =
1
|K{0}|
∑
g∈K{0}
φ(g1g)
=
1
|K{0}|
∑
g∈g−12 g1K{0}
φ(g1g)
=
1
|K{0}|
∑
g∈K{0}
φ(g1g
−1
1 g2g)
=
1
|K{0}|
∑
g∈K{0}
φ(g2g)
= (ρ(k{0})φ)(g2),
as needed.
We note that ρ(k{i}−kG) = ρ((k{i})(I−ρ(kG)) = (I−ρ(kG))ρ(k{i}). This
means that ρ(k{i} − kG)) is the product of commuting projections ρ(k{i})
and I − ρ(kG) and therefore Im(ρ(k{i} − kG)) = ℓ2(G){i} ∩ ℓ02(G) = ℓ02(G){i}
as needed.
After this lemma, we turn to prove Theorem B.12:
Proof. By Proposition B.10, in order to prove the theorem it is enough to
prove that for the right regular representation ρ, ‖M0|ℓ02(V0)‖= ‖ρ(k{1}k{0}−
kG)‖.
Step 1: Using the notations of Lemma B.13, we define maps
Li : ℓ
0
2(Vi)→ ℓ
0
2(G){i},
as follows: we recall that Vi = {gK{i} : g ∈ G} and therefore, for every
φ ∈ ℓ02(Vi) we define for every g ∈ G
(Liφ)(g) =
1
|K{0,1}|
φ(gK{i}).
We claim that Li is an isometric isomorphism of ℓ
0
2(Vi) and ℓ
0
2(G){i}. Indeed,
Li is invertible and its inverse is
(L−1i φ)(gK{i}) = |K{0,1}|φ(g),∀φ ∈ ℓ
0
2(G){i},
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(this is well defined because of the definition of ℓ02(G){i}). To see that Li is
an isometry, we note that for every φ ∈ ℓ02(Vi),
‖Liφ‖ℓ2(G) =
1
|K{0,1}|
∑
g∈G
|Liφ(g)|
2 =
1
|K{0,1}|
∑
g∈G/K{i}
|K{i}||φ(gK{i})|2 =
∑
g∈G/K{i}
|K{i}|
|K{0,1}|
|φ(gK{i})|2 =
∑
g∈G/K{i}
di|φ(gK{i})|2 = ‖φ‖2ℓ2(Vi).
Step 2: We will prove that ‖ρ(k{1}k{0} − kG)‖= ‖ρ(k{1})|ℓ02(G){0}‖.
In the case where ρ(k{0}−kG)x = 0 for every x ∈ ℓ2(G), we have that for
every x, ρ(k{1}k{0} − kG)x = 0 and therefore ‖ρ(k{1}k{0} − kG)‖= 0. In this
case, ℓ02(G){0} = {0} and therefore ‖ρ(k{1})|ℓ02(G){0}‖= 0 and the equality is
proved.
Assume now that there is x ∈ ℓ2(G) such that ρ(k{0} − kG)x 6= 0. For
every such x, recall that ‖ρ(k{0} − kG)x‖≤ ‖ρ(k{0} − kG)‖‖x‖≤ ‖x‖. There-
fore
‖ρ(k{1}k{0} − kG)x‖
‖x‖
≤
‖ρ(k{1})ρ(k{0} − kG)x‖
‖ρ(k{0} − kG)x‖
≤
sup
y∈ℓ02(G){0},y 6=0
‖ρ(k{1})y‖
‖y‖
= ‖ρ(k{1})|ℓ02(G){0}‖,
where the second inequality is due to Lemma B.13 in which we proved that
ρ(k{0} − kG) is the orthogonal projection on ℓ02(G){0}. This yields that
‖ρ(k{1}k{0} − kG)‖=
sup
x∈ℓ2(G),ρ(k{0}−kG)x 6=0
‖ρ(k{1}k{0} − kG)x‖
‖x‖
≤ ‖ρ(k{1})|ℓ02(G){0}‖.
In the other direction, using Lemma B.13 again, we get that for every x ∈
ℓ02(G){0},
ρ(k{1}k{0} − kG)x = ρ(k{1})ρ(k{0} − kG)x
= (ρ(k{1})|ℓ02(G){0})x,
and therefore ‖ρ(k{1}k{0} − kG)‖≥ ‖ρ(k{1})|ℓ02(G){0}‖ as needed.
Step 3: We will prove that M0|ℓ02(V0)= L
−1
1 (ρ(k{1})|ℓ02(G){0})L0. Proving
this equality will finish the proof because the L0, L1 are isometric isomor-
phisms and therefore this equality implies that ‖M0|ℓ02(V0)‖= ‖ρ(k{1})|ℓ02(G){0}‖
and this in turn implies that ‖M0|ℓ02(V0)‖= ‖ρ(k{1}k{0}−kG)‖ due to the pre-
vious step.
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In the following computations, in order to ease the reading, we will drop
the restriction notation and write ρ(k{1}) instead of ρ(k{1})|ℓ02(G){0} .
We note that for every φ ∈ ℓ02(G){0} and every g ∈ G, g
′ ∈ K{0,1},
we have that φ(gg′) = φ(g) (since g−1gg′ = g′ ∈ K{0,1} ⊆ K{0}). Fix
h11, ..., h
1
d1
∈ K{1}/K{0,1} such that K{1} =
⋃d1
i=1 h
1
iK{0,1}. Then for every
φ ∈ ℓ02(V0) and every g0 ∈ G,
(ρ(k{1})L0φ)(g0) =
1
|K{1}|
∑
g∈K{1}
(L0φ)(g0g)
=
1
|K{1}|
d1∑
i=1
∑
g∈K{0,1}
(L0φ)(g0h
1
i g)
=
1
|K{1}|
d1∑
i=1
|K{0,1}|(L0φ)(g0h1i )
=
|K{0,1}|
|K{1}|
d1∑
i=1
(L0φ)(g0h
1
i )
=
1
d1
d1∑
i=1
(L0φ)(g0h
1
i )
=
1
|K{0,1}|
1
d1
d1∑
i=1
φ(g0h
1
iK{0}).
Therefore for every g0K{1} ∈ V1 and every φ ∈ ℓ02(V0),
(L−11 ρ(k{1})L0φ)(g0K{1}) = |K{0,1}|(ρ(k{1})L0φ)(g0)
=
1
d1
d1∑
i=1
φ(g0h
1
iK{0}).
By Proposition B.11, we have that g0K{1} is connected by an edge to
g0h
1
iK{0}, i = 1, ..., d1 and therefore our computation yields that L
−1
1 ρ(k{1})L0
is exactly the averaging operatorM0 on ℓ
0
2(V0), i.e., that for every φ ∈ ℓ
0
2(V0),
(M0φ)(g0K{1}) = ((L−11 ρ(k{1})L0)φ)(g0K{1}),
as needed.
As a corollary, we get a proof of Theorem 4.6:
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Corollary B.14. Let G be a finite group with subgroups K{0},K{1}, such
that 〈K{0},K{1}〉 = G. For every 0 ≤ ε, the second largest eigenvalue λ
of X(G, (K{0},K{1})) fulfills λ ≤ ε if and only if K{0} and K{1} are ε-
orthogonal.
Proof. Combine Theorem B.12 with Proposition B.2.
Remark B.15. Theorem 4.6 can be generalized to the case where G is a
compact group and K{0},K{1} < G are of finite index (and generate G). In
that case, we define
k{i} =
1K{i}
µ(K{i})
for i = 0, 1 and kG =
1G
µ(G)
,
where µ is the Haar measure of G. For every unitary representation (π,H),
π(k{i}), π(kG) are defined via the Bochner integral, e.g., for x ∈ H,
π(k{0}).x =
1
µ(K{0})
∫
K{0}
(π(g).x)dµ(g).
With these definitions, all the steps in the above proof of Theorem 4.6 are
proved virtually verbatim.
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