Existing standard speech coders can provide speech communication of high quality while they degrade the performance of speech recognition systems that use the reconstructed speech by the coders. The main cause of the degradation is that the spectral envelope parameters in speech coding are optimized to speech quality rather than to the performance of speech recognition. For example, mel-frequency cepstral coefficient (MFCC) is generally known to provide better speech recognition performance than linear prediction coefficient (LPC) that is a typical parameter set in speech coding. In this paper, we propose a speech coder using MFCC instead of LPC to improve the performance of a server-based speech recognition system in network environments. However, the main drawback of using MFCC is to develop the efficient MFCC quantization with a low-bit rate. First, we explore the interframe correlation of MFCCs, which results in the predictive quantization of MFCC. Second, a safety-net scheme is proposed to make the MFCC-based speech coder robust to channel error. As a result, we propose a 8.7 kbps MFCC-based CELP coder. It is shown from a PESQ test that the proposed speech coder has a comparable speech quality to 8 kbps G.729 while it is expected that the performance of speech recognition using the proposed speech coder is better than that using G.729.
Introduction
Existing standard speech coders can provide speech communication of high quality. In general, they represent spectral envelope by using linear prediction coefficient (LPC). However, a speech recognition system using LPC as a recognition feature set has worse recognition accuracy than one using melfrequency cepstral coefficient (MFCC) [1] .
This paper aims at developing a high-quality speech coder for server-based speech recognition in mobile communication environments. We have proposed a speech coder using MFCC for spectral envelope parameters instead of LPC [2] . That is, MFCC is directly transmitted to speech recognition systems, while it is converted to LPC for speech coding. It was shown that the previous coder operated at 10.6 kbps provided a comparable speech quality to 8 kbps G.729. Moreover, a speech recognition system using the speech coder had higher word accuracy than the system using G.729 on a task of connected digit strings. In the previously proposed speech coder, 13 MFCCs were quantized with 44 bits/frame using split vector quantization (SVQ), which was used in the ETSI standard for distributed speech recognition [3] . Contrary to the previous work described above, this paper focuses on more efficient quantization of MFCC to reduce the bit-rate of the speech coder since a lower bit-rate speech coder is desirable in real communication environments. For this end, we first explore the interframe correlation of MFCCs, which results in the predictive vector quantization (PVQ) of MFCC. Second, a safety-net scheme is proposed to make the proposed speech coder robust to channel error. Following this introduction, we describe a structure of the proposed speech coder in Section 2. In Section 3, we address the motivation of using PVQ for MFCC and then explain a proposed quantizer, where the performance of the proposed quantizer is compared with that of SVQ used in the previous version of the proposed speech coder. In Section 4, we evaluate the performance of the proposed speech coder by using the perceptual evaluation of speech quality (PESQ) measure under clean and noisy channel conditions. Finally, we present our conclusions in Section 5.
Proposed MFCC-based Speech Coder
We propose a code-excited linear prediction (CELP) speech coder where spectral envelope is represented as MFCC in order to maintain speech recognition performance in network environments. In the conventional CELP speech coders, spectral envelope is represented as LPC and then LPC is quantized to transmit. On the other hand, since the proposed speech coder extracts and quantizes MFCC, a conversion procedure from MFCC to LPC is required as shown in Fig. 1 . Thus, speech recognition in a server-based scenario can be performed with the quantized MFCC in the decoder side. Therefore, the performance September, 4-8, Lisbon, Portugal of MFCC quantization is closely related to the performance of speech recognition. In this paper, we are going to develop an efficient MFCC quantization method to have a smaller number of bits while maintaining the performance of speech recognition. The proposed speech coder is developed by making use of the structure of the ITU-T Recommendation G.729 [4] . In other words, the frame size is 10 ms, and each frame is divided into two subframes for the long-term prediction and excitation modeling. The differences between the proposed speech coder and G.729 are the MFCC extraction, MFCC-to-LPC conversion, and MFCC quantization. Fig. 2 shows the procedure of obtaining MFCC from the input speech. The speech signal is high-pass filtered with a cutoff frequency of 140 Hz, and then scaled down by 2 in the preprocessing block. Next, the pre-processed signal is windowed by an asymmetric window that is identical to the window used in G.729. Then, each frame is zero-padded to form an extended frame of 256 samples. A 256-point fast Fourier transform (FFT) is applied to compute the magnitude spectrum of the windowed signal. The magnitude spectrum is passed through 23 triangular mel-filterbanks. The output of mel-filtering is transformed into a logarithmic scale. Finally, a discrete cosine transform (DCT) is applied to obtain 13 MFCCs, (c 0 , c 1 , · · · , c 12 ). Fig. 3 shows the procedure of obtaining LPC from MFCC. The 13 MFCCs are first zero-padded to make 23 MFCCs. And then, the inverse DCT (IDCT) followed by the inverse logarithm is applied to these MFCCs, which results 23 frequency samples. Next, the 23 frequency samples are linearly interpolated to make 256 frequency samples. The power density spectrum is computed by the square of the interpolated 256 frequency samples. A 256-point IFFT is applied to compute the autocorrelation coefficients. The autocorrelation coefficients are smoothed by applying a lag window. Finally, we can obtain 10 LPCs using the Levinson-Durbin recursion.
Proposed Vector Quantizer
In the speech coder already proposed in [2] , we designed a vector quantizer for MFCC based on a split vector quantization (SVQ) scheme which was used in the quantization of MFCC for the ETSI DSR standard [3] . Thus, 44 bits were required to quantize MFCC and the bit-rate of the speech coder was 10.6 kbps which is higher than the bit-rate of 8 kbps G.729. In this section, we propose a vector quantizer based on predictive VQ (PVQ) in order to reduce a bit-rate of the previous speech coder by using the interframe correlation of MFCCs [5] . In addition, safety-net PVQ is introduced to mitigate the effect of frame erasure on speech quality and speech recognition performance by minimizing error propagation [6] .
First of all, we measured the interframe correlations to justify the use of PVQ, which is defined by
where i is the quefrency index, k is the interval of frames, N is the total number of frames, and c i,n is the ith MFCC of the nth frame. Fig. 4 shows the interframe correlations of each MFCC according to different number of intervals, where we used 3,200 frames collected from the utterances spoken by 2 males and 2 females. From this result, each MFCC of a frame was highly correlated with that of the past one frame. Moreover, c 0 had the highest correlation among all the MFCCs, and its correlation coefficient was greater than 0.95. So, we divided MFCCs into two subvectors for quantization; a 1-dimensional vector, C 1 , as T . Second, a safety-net PVQ is introduced by combining a PVQ with a memoryless VQ, where the memoryless VQ plays a role in reducing the error propagation due to the prediction structure in PVQ [6] . For a given MFCC vector, it is required to select one of either PVQ or the memoryless VQ in the safety-net PVQ. Hence, we use the Euclidean distance measure to select one of the VQs. In other words, PVQ is selected if the distance from PVQ is smaller than that from the memoryless VQ, and vice versa. Fig. 5 shows the proposed VQ used in this paper. An input MFCC vector of the nth frame is split into 2 subvectors as
where C1[n] and C2[n] are an 1-dimensional subvector and a 12-dimensional subvector as described before. Then, each subvector is quantized by its corresponding safety-net PVQ, where a selector determines one of either PVQ or the memoryless VQ depending on the Euclidean distance measure. In PVQ, prediction is based on a past one quantized MFCC vector such as
where α i is the prediction coefficient of the past one frame of the ith subvector in (2 training of VQ for high dimensional vectors [7] . Finally, we need to assign the number of bits to five quantization indices as described in Table 1 . In order to assign the numbers of bits to i3, i4 and i5, we divided speech database into two parts. The first one, which consists of 172,800 American, English and Korean frames, is used for training the proposed VQ and the rest, which consists of 48,400 frames, is used for the evaluation of VQ. Actually, the number of bits for PVQ is closely related to the value of αi. Therefore, we first select an optimal αi and then assign the proper number of bits to each index when PVQ works with the selected optimal α i .
As a criterion how to select α i and assign the number of bits, we used the following Euclidean distance measure
where K is the number of subvector components, which is 1 for C1 or 12 for C2, N is the total number of frames, and ci,n andĉi,n are the ith components of unquantized and quantized subvectors of the nth frame, respectively. Table 2 and Fig. 6 show the performance comparison measured from (4) by varying the prediction coefficient and number of bits for C 1 and C 2 , respectively, where SVQ is the scheme of split vector quantization that is used in ETSI standardization [3] . Comparing to the distance of SVQ, the proper number of bits for C 1 should be set to 5 or more when α 1 = 1. However, when α 1 is less than 1, we need to assign more bits to PVQ for C 1 . As a result, we set α 1 = 1 and assigned 5 bits to i 3 as shown in the third row The number of bits of Table 1 . Similarly, a proper number of bits for C 2 becomes 18 when α 2 was between 0.75 and 0.95, and α 2 = 0.85 gave the best result. Moreover, exhaustive experiments provided us that the best performance was achieved by using 18 bits when 18 bits were split into 11 bits for i 4 and 7 bits for i 5 . Therefore, 13 MFCCs were quantized by 25 bits which was reduced by 19 bits compared with the SVQ quantizer. Finally, we summarized the bit allocation of the proposed speech coder with a bit-rate of 8.7 kbps, which is shown in Table 3 .
Performance Evaluation
In this section, we evaluate the performance of the proposed speech coder by using the perceptual evaluation of speech quality (PESQ) measure. The experimental data consisted of 64 sentences spoken by four male and four female speakers. Each sentence was sampled with a sampling rate of 8 kHz, and then filtered by the modified IRS filter. Fig. 7 shows the mean opinion score (MOS) when G.729, the previous coder and the proposed speech coder were evaluated under a noiseless channel condition. It also shows the MOS score of the proposed speech coder according to the different value of the prediction coefficient α2 for C2. Note that the prediction coefficient for C1 is fixed to 1 as described in Section 3. It is shown from the figure that the MOS score of the previous coder was slightly higher than that of G.729, but its bit-rate is higher by 2.6 kbps than that of G.729. As mentioned in the introduction, the objective of this paper was to develop a speech coder with a lowered bit-rate than the previous one. Consequently, even though the bit-rate of the proposed speech coder was lowered compared to the previous one, we could achieve a higher MOS score for the proposed one. Moreover, the MOS score of the proposed speech coder was higher by about 0.02 MOS than that of G.729 when α2 was between 0.85 and 0.95. That is, the proposed speech coder had a better performance than G.729 by a proper setting of α 2 . In conclusion, from Figs. 6 and 7, 0.85 is the best choice for α 2 under a noiseless channel condition.
Noiseless Channel

Noisy Channel
In practice, it is essential that a coding scheme can cope up with channel noise. To evaluate the performance of the proposed speech coder under noisy channel conditions, we first used the error insertion algorithm in the ITU-T recommendation G.191 [8] to generate error patterns. When a frame is erased, the proposed speech coder reconstructs speech by using an extrapolation technique from a previous good frame, which is similar to the frame erasure concealment in G.729. Fig. 8 shows the MOS scores according to α 2 and frame erasure rate (FER). The FER is varied from 0% to 10%. It was found that the more α 2 was decreased, the more coder was robust to channel error. By considering the performance under both the noiseless channel condition described in Section 4.1 and the noisy channel condition described above, it is concluded that α 2 = 0.85 is the best selection for the proposed speech coder.
Conclusion
We have proposed a CELP-type speech coder using MFCC for server-based speech recognition in network environments. The principal contribution of this paper is in that spectral envelope can be represented as MFCC for speech recognition and speech reconstruction in the decoder side. To efficiently quantize MFCC with a low rate and make the proposed speech coder robust to channel error, we proposed a safety-net scheme combining predictive VQ and memoryless VQ. As a result, 25 bits per frame were assigned to MFCC and thus the 8.7 kbps speech coder was developed by using the proposed quantization. From the PESQ tests, it was shown that the proposed speech coder provided slightly better speech quality under both clean and noisy channel conditions compared to the 8 kbps G.729. More- over, since the proposed speech coder directly transmits MFCC, it is expected that a speech recognition system using the proposed speech coder gives better recognition accuracy than that using G.729.
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