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Abstract. Corpus-based techniques have proved to be very beneficial in the devel-
opment of efficient and accurate approaches to word sense disambiguation (WSD)
despite the fact that they generally represent relatively shallow knowledge. It has
always been thought, however, that WSD could also benefit from deeper knowledge
sources. We describe a novel approach to WSD using inductive logic programming
to learn theories from first-order logic representations that allows corpus-based ev-
idence to be combined with any kind of background knowledge. This approach has
been shown to be effective over several disambiguation tasks using a combination of
deep and shallow knowledge sources. Is it important to understand the contribution
of the various knowledge sources used in such a system. This paper investigates the
contribution of nine knowledge sources to the performance of the disambiguation
models produced for the SemEval-2007 English lexical sample task. The outcome
of this analysis will assist future work on WSD in concentrating on the most useful
knowledge sources.
Keywords: Word Sense Disambiguation, Knowledge Sources, Inductive Logic Pro-
gramming
1. Introduction
Sense ambiguity has been recognised as one of the most important
obstacles to successful language understanding since the early 1950’s
and many techniques have been proposed to solve the problem. Early
approaches that relied on hand-coded linguistic knowledge, for example
(Wilks, 1978; Small and Rieger, 1982), were difficult to scale beyond
toy systems. Recent work has focused on the use of information derived
from lexical resources and corpus-based techniques. These approaches
have proved to be successful, particularly when used in combination
with supervised machine learning (Mihalcea et al., 2004; Agirre et al.,
2007). Current approaches rely on limited knowledge representation
c© 2009 Kluwer Academic Publishers. Printed in the Netherlands.
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and modeling techniques: almost all systems use attribute-value vectors
to represent disambiguation instances and tend to use a small set of
standard machine learning algorithms. This paradigm is suitable for
exploiting information extracted from corpora like bags-of-words and
collocations (which we refer to as shallow knowledge sources) but is
less appropriate for making use of more complex forms of information
such as selectional restrictions (deep knowledge sources). Specia et al.
(2007a) presented a novel approach to WSD that combines corpus-
based evidence with deeper knowledge. The approach uses Inductive
Logic Programming (Muggleton, 1991) to induce theories based on
examples and any type of background knowledge. Inductive Logic Pro-
gramming produces disambiguation rules using a first-order model that
allows deep and shallow knowledge sources to be represented. Using this
learning technique and a range of (shallow and deep) knowledge sources
it is possible to perform accurate WSD. An additional advantage is that
the models generated are interesting for knowledge acquisition since
they can convey potentially new knowledge in a format that can be
easily interpreted by humans.
The approach was originally developed to disambiguate verbs in
English-Portuguese Machine Translation (translation disambiguation)
and has also been applied to a monolingual setting: the disambiguation
of verbs and nouns from the Senseval-3 and SemEval-2007 lexical sam-
ple tasks (Specia et al., 2007a; Specia et al., 2007b). Promising results
were reported in all cases. Nevertheless, the relative contribution of the
various knowledge sources used by this WSD approach has not yet been
explored. Such an analysis has potential to improve the performance of
the system and is an important factor in the understanding of the WSD
problem. For example, it may identify knowledge sources that have a
negative impact on overall accuracy or are redundant (in the sense that
another knowledge source provides the same information) and should
be removed. In addition, some knowledge sources are more expensive
to compute than others and may affect system efficiency without sig-
nificantly improving results, while others may not be available for all
languages. The analysis will also provide more general insight into
which knowledge sources are most useful for WSD.
The remainder of this paper is organised as follows. Section 2 dis-
cusses previous studies comparing the usefulness of different knowledge
sources for WSD. Section 3 discusses our approach to WSD and outlines
how it differs from previous work. Section 4 presents the results of our
experiments on the investigation of the relevance of several knowledge
sources using the SemEval-2007 English lexical sample task data.
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32. Related work
This section discusses the previous studies that have analysed the
contribution of various knowledge sources for WSD. A more detailed
description can be found in (Agirre and Stevenson, 2006). In this dis-
cussion we focus on systematic comparisons on the same data sets and
algorithms, rather than on the comparison of results from independent
approaches.
It is important to distinguish knowledge sources from features. Knowl-
edge sources (KSs) are high-level abstract linguistic and semantic phe-
nomena relevant to resolving ambiguity, for example, the domain of
each word sense. On the other hand, features are ways of encoding
the KSs used by actual systems. For instance, the domain of a word
sense can be represented by the words co-occurring often with the word
sense (bag-of-words). It is also important to differentiate the analysis
of KSs from the process of feature selection. The latter aims to se-
lect the most relevant features either to remove the least useful, and
thus improve efficiency, or to improve accuracy, for example (Mihalcea,
2002; Decadt et al., 2004). Daelemans et al. (2003) show that feature
selection, together with parameter optimisation, plays an important
role in the use of machine learning algorithms for NLP applications,
including WSD. However, feature selection does not say much about
the types of KSs that are most useful for the WSD problem in general.
The selected features tend to be very specific (for example, a particular
word occurring in the context) and hence vary considerably between
datasets. In addition, these studies have usually been limited to the
analysis of shallow features.
Ng and Lee (1996) describe an early analysis into the relative con-
tribution of various KSs in a corpus-based approach to WSD. The
KSs used by their system were collocations, topical word associations
(bag-of-words), syntactic relations (verb-object), part-of-speech (POS)
and morphological information. Their system used an example-based
machine learning algorithm and was evaluated on a corpus containing
instances of the word interest. KSs were compared by using each on its
own. They found that local collocations were the most useful source in
their system. Lee and Ng (2002) describe more comprehensive exper-
iments using the same set of KSs. Four machine learning algorithms
were compared and an evaluation was carried out against the Senseval-
2 data set (Edmonds et al., 2002). The authors found little difference
in the performance of each individual KS and that the combination of
KSs usually performs better than any KSs individually.
Stevenson and Wilks (2001) assigned senses from the LDOCE dic-
tionary (Procter, 1978). Their WSD approach used a wide range of
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information types (including some extracted from LDOCE itself): POS
and surface form of the ambiguous term, a range of collocations, word
associations (computed using dictionary definitions), selectional pref-
erences and domain codes. The KSs were applied in different ways,
some were used to reduce the search space of possible senses under
consideration, while others are combined using a nearest neighbor learn-
ing algorithm to generate the final output. When tested on a version
of the Semcor corpus (Miller et al., 1994), the KS based on domain
codes was the most successful and selectional preferences the least. The
combination of KSs performed better than any applied individually.
Ag´ırre and Martinez (2001) compared a wide range of KS: fre-
quency of senses (first sense in WordNet (Fellbaum, 1998)), topical
word association (dictionary definition overlap), paradigmatic relations
(conceptual density on the WordNet taxonomy), semantic classes, se-
lectional preferences and, finally, decision lists with n-grams and small
windows of POS and lemmas, argument-head relations, subcategori-
sation information and bag-of-words. The various KSs were applied
using a range of algorithms and used to assign senses from Word-
Net. The approaches were evaluated against all occurrences of eight
nouns in Semcor or all polysemous nouns in a set of four random files
from Semcor. They reported wide variation between the various KSs in
terms of both accuracy and proportion of instances to which they were
applicable.
Yarowsky and Florian (2002) also experimented with a wide range
of features: local context (n-grams, small windows with raw words,
lemmas and POS tags), syntactic relations depending on the POS of
the ambiguous word and bag-of-words. The approach was evaluated
on the Senseval-2 data. They compared all KS, all KS apart from one
(leave-one-out) and each KS applied individually. Verbs were found to
be the most difficult to disambiguate and also the most affected by the
removal of syntactic features. Nouns benefited more from information
about their wide context and basic collocations.
The methodology used by Yarowsky and Florian (2002) is the most
closely related to ours but they only considered relatively shallow KSs.
Ag´ırre and Martinez (2001) compared a wider set of KS but only con-
sidered each in isolation. Other approaches were limited in a number of
ways, such as restricting their studies to shallow KS, applying the KS
in different ways or only evaluating their systems against a small set of
words (normally all nouns). This paper presents a more comprehensive
evaluation on a large set of nouns and verbs, taking into account both
deep and shallow KSs, which are all applied using the same learning
algorithm (Inductive Logic Programming).
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53. A hybrid approach to WSD
A wide variety of approaches to WSD have been proposed in the lit-
erature and can be grouped into three main types. Knowledge-based
approaches make use of linguistic knowledge, either coded manually or
extracted from lexical resources, for example (Agirre and Rigau, 1996).
Corpus-based approaches make use of shallow knowledge automatically
acquired from text and learning algorithms to induce disambiguation
models, for example (Yarowsky, 1995). Hybrid approaches mix charac-
teristics from the two other approaches to automatically acquire disam-
biguation models by combining shallow knowledge extracted from text
with linguistic knowledge, for example (Stevenson and Wilks, 2001).
Hybrid approaches can combine advantages from both strategies
with the potential to produce accurate and comprehensive systems,
particularly when deep knowledge is explored. A vast amount of linguis-
tic knowledge is available from resources and tools such as WordNet,
dictionaries and parsers. However, the use of this information has been
hampered by the limitations of the standard modeling techniques: us-
ing deep sources of domain knowledge is beyond the capabilities of
such techniques, which are generally based on attribute-value vector
representations.
In attribute-value vectors each attribute has a type (its name) and
a single value for each example. Therefore, attribute-value vectors have
the same expressiveness as propositional formalisms: they only allow
the representation of atomic propositions and constants. With first-
order logic, a more expressive formalism which is employed by Inductive
Logic Programming, it is possible to represent both variables and n-ary
predicates. This allows relational knowledge to be expressed naturally.
In the hybrid approaches that have been explored to date, deep
knowledge is either pre-processed into an attribute-value vector rep-
resentation to accommodate the use of machine learning algorithms,
or used in previous steps to filter out possible senses, for example
(Stevenson and Wilks, 2001). This may cause information to be lost.
For example, one of the KSs used in our approach is the set of all
possible selectional restrictions of a verb for a given sense, expressed in
terms of the semantic features required by its arguments. The verb ask
in the sense of “inquire, seek an answer” requires a human subject and
an abstract object or a human subject, a human direct object and an
abstract indirect object. Other senses of the verb may have different or
sometimes the same restrictions. It is not possible to directly represent
this information by means of attribute-value vectors: the number of al-
ternative restrictions varies from sense to sense. Moreover, it is difficult
to represent the fact that arguments with different combinations of fea-
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tures can satisfy the selectional restrictions of the same sense. One way
to try to express such information with attribute-value representations
is to create one attribute for each possible sense of the verb and have a
true/false value assigned to it depending on whether the arguments of
the verb satisfies any restrictions referring to that sense. However, this
means that information is partially lost: it is not possible to retrieve, for
example, which are the actual semantic features of the arguments. As
a consequence, the models produced reflect only the shallow knowledge
that is provided to the learning algorithm.
Another limitation of attribute-value vectors is the need for a unique
representation for all the examples: one attribute is created for every
feature and the same structure is used to characterise all the examples.
This usually results in a very sparse representation of the data, given
that values for certain features will not be available for many examples.
Data sparseness increases as more knowledge is exploited and this can
cause problems for machine learning algorithms.
A final disadvantage of attribute-value vectors is that equivalent
features may have to be bounded to distinct identifiers. An example of
this occurs when the syntactic relations between words in a sentence
are represented by attributes for each possible relation. Sentences in
which there is more than one instantiation for a particular grammatical
role cannot be easily represented. For example, in the sentence “The
company was forced to sell stocks and shares.” the direct object of sell
is a conjunction and, since each feature requires a unique identifier, two
are required:
obj1-verb1 = stocks obj2-verb1 = shares
These attributes would be treated as two independent pieces of
knowledge by the learning algorithm. First-order formalisms, on the
other hand, allow a generic predicate to be created for every possible
syntactic role relating two or more elements. For example has object(verb,
object), which could then have two instantiations: has object(sell, stocks)
and has object(sell, shares).
Inductive Logic Programming provides a general-purpose frame-
work for dealing with such problems: it makes explicit provisions for
the inclusion of background knowledge of any form and the repre-
sentation language is powerful enough to capture contextual relation-
ships. In what follows we provide an introduction to Inductive Logic
Programming and then outline the KSs used in our experiments.
3.1. Inductive Logic Programming
Inductive Logic Programming (ILP) (Muggleton, 1991) employs tech-
niques from Machine Learning and Logic Programming. From Machine
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amples and synthesising new knowledge from experience. From Logic
Programming comes the representation formalism, which is based on
first-order logic, with its well defined semantic orientation and tech-
niques. These are combined to build first-order theories from examples
and background knowledge, also represented by first-order clauses. ILP
allows the efficient representation of substantial knowledge about the
problem and produces disambiguation models that can make use of
this knowledge. The general approach underlying ILP can be outlined
as follows.
Given:
− A finite set of examples E = E+ ∪ E− where:
• Positive Examples: E+ = {e1, e2, . . .} is a non-empty set
of definite clauses1, usually expressed as ground facts (i.e.
without variables).
• Negative Examples: E− = {f1, f2 . . .} is a set of Horn clauses2
(this may be empty).
− Background knowledge B consisting of a finite set of extensional
(ground) or intentional (with variables) clauses = {C1, C2, . . .}
The goal is: to induce a hypothesis (or theory) H, with relation
to E and B, which covers all the E+, without covering the E−, that
is, a theory that is a generalisation of the positive examples. These
restrictions are very strict, in practice, a theory is acceptable if the
following conditions are met (Muggleton, 1994)3:
− Prior Satisfiability: B and E− are satisfiable4, that is, B∧E− 6|= 2
− Posterior Satisfiability: B and H and E− are satisfiable, that is,
B ∧H ∧ E− 6|= 2
− Prior Necessity: The background knowledge complements the ex-
amples, that is, B 6|= E+
− Posterior Sufficiency: B and H logically imply all examples, that
is, B ∧H |= E+
1 Definite clauses are first-order clauses containing one positive literal.
2 Horn clauses are first-order clauses that can contain at most one positive literal.
A Horn clause with exactly one positive literal is a definite clause.
3 Where ∧ represents logical and, |= logically proves and 2 falsity.
4 A clause is satisfiable if there exists at least one model for it, i.e., there exists
one interpretation (a set of ground facts) that assigns a true value for such clause.
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The examples E, background knowledge B and induced hypothesis
H are logical programs. The induction process to find H can be seen
as a search problem in a space of hypotheses. In general, H also needs
to satisfy constraints specified by the user to restrict or bias the search
space. These constraints can be defined on the structure or semantics of
the clauses, specify a stop criterion or optimise the search process. For
example, most ILP systems require the specification of a predicate p
defining the target relation to be learned, i.e., which will appear in the
head of the clauses in H, and a number of predicates q1, . . . , qn defining
which knowledge sources can appear in the body of these clauses. It is
also possible to specify in which way these predicates can be used, for
example, the number of instantiations in a clause, whether intentional
definitions are permitted and the variables used for input and output.
Different approaches can be used to structure the search space.
These are usually grouped in generalisation approaches, which start
the search from the examples (most specific hypotheses) and gener-
alise them by means of generalisation operators, and specialisation
approaches, which start the search from the descriptions of the most
general concepts and specialise such concepts by using specialisation
operators. In general, ILP systems use both generalisation and special-
isation operators in different steps of the search process.
Structuring the search space consists of sorting the hypotheses ac-
cording to some strategy. In general, sorting strategies are based in the
θ-subsumption relation (Muggleton and Raedt, 1994). A clause c1 θ-
subsumes a clause c2 if and only if there exists a substitution θ such
that c1 ⊆ c2, that is, c1 is a generalisation of c2 and c2 is a specialisa-
tion of c1 under θ-subsumption. A substitution θ = {V1/t1, . . . , Vn/tn}
consists in assigning terms ti to variables Vi.
We use the Aleph ILP system (Srinivasan, 1999), which provides a
complete inference engine and can be customised in various ways. The
default inference engine induces a theory iteratively, in a bottom-up
and batch (non-incremental) mode, until it finds clauses that explain
all the examples. We say that a clause covers an example if the example
satisfies all the conditions in the body of the clause and has the same
head as the clause.
Aleph uses the following steps:
1. A positive example (seed) is selected to be generalised, using the
order of the examples in the training data.
2. The bottom clause, a more specific clause covering that example,
is built using inverse entailment (Muggleton, 1995). The bottom
clause generally represents all knowledge about the example within
any constraints provided to the learning algorithm, for example
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and the maximum number of literals in a clause. The bottom clause
usually contains many literals and covers only the seed example; it
is the most specific clause that covers that example. This step is
often referred to as saturation.
3. A search is carried out for a clause that is more general than the
bottom clause. The goal is to find a consistent generalisation that
is more compact in the lattice of clauses that subsume the bottom
clause within the constraints provided (structure, semantics, etc).
This generalisation must cover both the saturated example and
other positive examples. This can be done, for example, by remov-
ing literals from the bottom clause or replacing terms in literals
by variables. The search for the best clause is performed using
pre-defined search (e.g. best-first) and evaluation strategies (e.g.
number of positive examples covered). This step is usually called
reduction.
4. The best clause is added to the theory and the examples covered by
that clause are removed from the training set. This process stops if
there are no more examples in the training set, otherwise returns
to step 1.
3.2. Knowledge sources
Our system uses a range of nine deep and shallow KS to disambiguate
verbs and nouns. These are illustrated using the following example
sentence (snt1) “If there is such a thing as reincarnation, I would not
mind coming back as a squirrel.” in which the verb “coming” is the word
being disambiguated. For this example the correct sense in OntoNotes
(Hovy et al., 2006) is “1” = move, travel, arrive.5
KS1. Topical word associations The sense with the highest count
of overlapping words (excluding stop words) in its definition in
the LDOCE dictionary (Procter, 1978) and in the sentence con-
taining the target word. The mapping between senses in LDOCE
and OntoNotes was performed using WordNet senses as inter-
mediate (a mapping between WordNet and LDOCE senses has
been previously compiled and OntoNotes provides a mapping into
WordNet senses). These are represented by has overlapping(snt,
sense). In the following example, sense 1 has the highest overlap-
ping count in sentence snt1:
5 See Section 4.1 for a discussion of OntoNote’s treatment of phrasal verbs such
as “come back”.
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has overlapping(snt1, 1).
KS2. Topical word associations Represented using a bag-of-words
consisting of five words to the right and left of the target word
(excluding stop words). These are represented using definitions of
the form has bag(snt, word):
has bag(snt1, mind).
has bag(snt1, not).
KS3. Collocations A range of collocations including the ambiguous
word as defined by Stevenson and Wilks (2001): first preposition
to the left and right, first and second words to the left and right,
first noun, adjective and verb to the left and right. These are
represented using definitions of the form has collocation(snt, type,
collocation):
has collocation(snt1, 1st prep right, back).
has collocation(snt1, 1st noun left, mind).
KS4. Syntactic relations Minipar (Lin, 1993) is used to identify syn-
tactic relations in which the ambiguous word participates. For
verbs constituents in the subject and object roles are identified.
For nouns the verb it is governed by is identified, together with
any noun or verb it modifies. These are represented by has rel(snt,
type, word):
has rel(snt1, subject, i).
has rel(snt1, object, nil).
KS5. POS tags Mxpost (Ratnaparkhi, 1996) is used to find the part
of speech tags of the five words to the left and right of the am-
biguous word. These are represented by has pos(snt, word position,
pos):
has pos(snt1, 1st word left, nn).
has pos(snt1, 1st word right, rb).
KS6. Topical word associations Represented by frequent bigrams
consisting of pairs of adjacent words in a sentence (other than
the ambiguous word) which occur more than ten times in the
training corpus. These are represented using definitions of the form
has bigram(snt, word1, word2):
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has bigram(snt1, back, as).
has bigram(snt1, such, a).
KS7. Content word collocations The five content words to the left
and right of the ambiguous word, identified using POS tags. These
are represented by has narrow(snt, word position, word):
has narrow(snt1, 1st word left, mind).
has narrow(snt1, 1st word right, back).
KS8. Phrasal verbs For each ambiguous verb a list of its phrasal
forms was extracted from various dictionaries (LDOCE, Word-
Net etc.) and simple heuristics were used to check whether these
phrasal forms occurred in the sentences containing the ambiguous
verb. The heuristics are based on pattern matching that allow
for words between the verb and its particle for separable phrasal
verbs. It is important to note that the occurrence of a verb followed
by a particle in the sentence does not always indicate a phrasal
expression, since particles can also be used as prepositions (e.g. in
come in red, ‘come in’ is not a phrasal verb). Additionally, phrasal
verbs themselves are not necessarily unambiguous (‘come in’ has
five senses as a verb in WordNet). The potential occurrence of
phrasal verbs in a sentence is represented by definitions of the
form has expression(snt, verbal expression):
has expression(snt1, ‘come back’).
KS9. Selectional restrictions The selectional restrictions for each
sense of an ambiguous verb, defined in terms of the semantic
features required by its arguments (nouns), are extracted from
LDOCE (Procter, 1978). In LDOCE each sense of a noun is la-
belled with codes from a set of 35 semantic categories. For example,
the second sense of reincarnation is labelled with the category
abstract, while the first sense of squirrel is labelled animal. Each
verb sense also lists the semantic features required by its arguments
(subject and object). For example, the sense “to move towards the
speaker or a particular place” of the verb come requires a subject
with the feature animal or human and no object (since this sense is
an intransitive usage). LDOCE senses are mapped into OntoNotes
senses via WordNet using the same mapping employed for KS1.
Two mechanisms are used to increase the coverage of this knowl-
edge source. Firstly, a hierarchy of feature types (Bruce and Guthrie,
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1992) is used to account for restrictions established by the verb
that are more generic than the features describing its arguments
in the sentence, for example a noun labelled with the feature
human would satisfy the restriction animate. Additionally, if the
restrictions for a particular sense of a verb are not satisfied then
synonyms and hypernyms taken from WordNet can be used in-
stead. For example, if the verb sense requires an abstract subject,
but the subject in the sentence does not have this feature or cannot
be found in LDOCE, we look for a synonym in WordNet that
contains such feature, like rebirth for reincarnation.
Selectional restrictions are represented by definitions of the form
satisfy restriction(snt, rest subject, rest object), for example:
satisfy restriction(snt1, [human], nil).
satisfy restriction(snt1, [animal], nil).
These examples indicate that in sentence snt1 the ambiguous verb,
come, imposes two sets of selectional restrictions: one where the
subject satisfies the restriction human and there is no object, an-
other where the subject satisfies animal and also without an ob-
ject. These restrictions may refer to the same or different senses
but this information is not relevant.
Note that KS8 and KS9 can only be used when the ambiguous word
is a verb. The KSs vary from superficial (like topical word associations
in the form of bag-of-words) to deep (like selectional restrictions).
In addition to this background knowledge, the system learns from
a set of examples. In the case of the lexical sample tasks, in which a
single word per sentence is to be disambiguated, these are represented
using predicates containing the sentence identifier and the sense of the
ambiguous word in that sentence, e.g. sense(snt, sense):
sense(snt1, 1).
sense(snt2, 3).
3.3. Creating WSD Models
The ILP system Aleph is provided with the examples and background
knowledge together with definitions of the predicate that can form the
conditional part of the rule. This information is used in a number of
iterations involving steps 1-4 (as described in Section 3.1). Assuming
that sentence snt1 (Section 3.2) is the first training example, the first
iteration of the learning process could proceed as follows:
Speciaetal_LRE-2008-v10.tex; 24/09/2009; 12:28; p.12
13
1. The first positive example (seed) is selected to be generalised:
sense(snt1, 1).
2. The bottom clause with all possible instantiaitons of KSs covering
the seed example is built (saturation):
sense(A, 1) :- has overlapping(A, 1),
has bag(A, not),
has bag(A, mind),
has bag(A, back), ...
has collocation(A, 1st prep right, back),
has collocation(A, 1st noun left, mind),
...
has rel(A, subject, i),
has rel(A, object, nil),
has pos(A, 1st word left, nn),
has pos(A, 1st word right, rb), ...
has bigram(A, back, as),
has bigram(A, such, a), ...
has narrow(A, 1st word left, mind),
has narrow(A, 1st word right, back),
...
has expression(A, ‘come back’),
satisfy restriction(A, [human], nil),
satisfy restriction(A, [animal], nil),
...
3. Generalisations of the bottom clause are searched (reduction):
sense(A, 1) :- satisfy restriction(A, B, nil).
sense(A, 1) :- satisfy restriction(A, [animate], nil),
has narrow(A, 1st word right, back).
...
4. The best clause found is added to the theory and all examples
covered by it are removed from the training set. Returns to step 1.
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sense(A, 1) :- satisfy restriction(A, [animate], nil),
has narrow(A, 1st word right, back).
After a number of iterations to cover all training examples, the result
is a set of symbolic rules. Figure 1 shows an example rule induced
for the verb “come”. This rule states that the sense of the verb in a
sentence A will be “1” (move, travel, arrive) if the subject of the verb
has the feature animate and there is no object, or if the verb has a
subject B that occurs in a position, C, as either a proper noun (nnp)
or a personal pronoun (prp). Note that a rule such as this contains
complex combinations of KSs that would be difficult to learn from
standard attribute-value vectors.
sense(A, 1) :- satisfy restriction(A, [animate], nil);
(has rel(A, subj, B),
(has collocation(A, C, B),
(has pos(A, C, nnp); has pos(A, C, prp))).
Figure 1. Example rule learned for “come”
Aleph generates an ordered list of rules that are applied in sequence.
The first rule to match an instance is used to identify its sense.
3.4. Performance
This approach to WSD has been evaluated on a variety of mono- and
multilingual scenarios. It was originally developed to identify the cor-
rect translation of verbs in an English-Portuguese Machine Translation
system. Specia et al. (2007a) describe a corpus containing examples of
ten frequently occurring English verbs which are difficult to translate to
Portuguese. This approach correctly disambiguated 74% of examples.
Results using Aleph as the learning algorithm were significantly better
than using a simplified representation of the same KS within attribute-
value vectors and three widely used learning algorithms (decision lists,
Naive Bayes and Support Vector Machine). In the official SemEval-
2007 evaluation, the system came in fifth out of 15 participants with
a performance three points below the best reported system (Specia et
al., 2007b). These results are very promising, considering that many of
the KSs available were designed for verb disambiguation while SemEval
also includes ambiguous nouns.
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4. Experiments
Data from SemEval-2007 English lexical sample task was used to as-
sess the performance of the KSs used in our approach. This contains
examples of 65 verbs and 35 nouns taken from the WSJ Penn Treebank
II and Brown corpora. There is an average of 222 examples for training
and 49 for test per target word, although there is a large variation: the
lexical item with the fewest has 19 training examples and 2 for testing
while the item with the most has 2,536 examples for training and 541
for testing. The examples were annotated with senses from OntoNotes,
which are formed from groupings of WordNet senses and are therefore
more coarse-grained. There are an average of 3.6 possible senses for
each ambiguous word. Further details about the task and dataset can
be found in (Pradhan et al., 2007).
We produced three sets of models for each target word by varying
the types of KSs made available to the inference engine:
1. All KSs (KS1 to KS9 for verbs and KS1 to KS7 for nouns), resulting
in a single model for each target word.
2. Each KSs individually, resulting in nine models for each verb and
seven for each noun (KS8 and KS9 are not available for nouns).
3. All KSs apart from one (leave-one-out), also resulting in nine mod-
els for each verb and seven for each noun.
We optimise a small set of relevant parameters in Aleph using 3-fold
cross-validation on the training data for each of the possible combi-
nations of KSs. The models were evaluated by testing each on the
corresponding set of test cases by applying the rules in a decision-list
like approach, i.e., retaining the order in which they were produced and
backing off to the most frequent sense in the training set to classify cases
that were not covered by any of the rules. Each models is evaluated
in terms of average accuracy (correctly classified examples divided by
number of examples) as computed by the scorer program provided by
the SemEval organisers.
Results of the experiments are shown in Table I for nouns, verbs
and all words together. Results from a baseline system which classifies
all instances of a term with the most frequent sense are shown in the
first row. The next row shows the accuracy of the best WSD system
participating in SemEval-2007. The third row shows the accuracy of
the ILP models created using all available KS.
Results in Table I can be analysed from three main perspectives:
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Table I. Accuracies of different combinations of KSs
System All Words Verbs Nouns
Baseline (most frequent sense) 0.780 0.762 0.809
Top performing system in SemEval 0.887 - -
All KSs 0.851 0.817 0.882
Single Knowledge Source
Overlap of definitions (KS1) 0.778 0.754 0.800
Bag-of-words (KS2) 0.813 0.776 0.845
Collocations (KS3) 0.846 0.812 0.877
Subject-object relations (KS4) 0.796 0.771 0.819
POS (KS5) 0.819 0.789 0.845
Bigrams (KS6) 0.802 0.764 0.835
Content words (KS7) 0.810 0.774 0.842
Phrasal verbs (KS8) - 0.776 -
Selectional restrictions (KS9) - 0.760 -
Leave-One-Out
All KSs - overlap of definitions (KS1) 0.843 0.809 0.874
All KSs - bag-of-words (KS2) 0.830 0.801 0.856
All KSs - collocations (KS3) 0.824 0.794 0.852
All KSs - subject-object relations (KS4) 0.830 0.799 0.857
All KSs - POS (KS5) 0.830 0.797 0.860
All KSs - bigrams (KS6) 0.835 0.799 0.867
All KSs - content words (KS7) 0.830 0.802 0.855
All KSs - phrasal verbs (KS8) - 0.795 -
All KSs - selectional restrictions (KS9) - 0.809 -
1. Comparison of each individual KS’s performance with the most
frequent sense baseline.
2. Comparison of each individual KS’s performance with the perfor-
mance of the models generated using all KS.
3. Comparison of models produced when one KS is removed (leave-
one-out) with those generated using all KS.
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When used individually, the majority of KSs perform better than the
baseline, particularly collocations (KS3), which show an improvement
of 0.066 over all words. These results are consistent with previous stud-
ies that have shown that collocations and other forms local context are
very useful for WSD, particularly for nouns, for example (Yarowsky and
Florian, 2002). Some KSs do not perform as well. Word overlap (KS1)
actually performs worse than the baseline. Similarly, the performance of
selectional restrictions (KS9) is below the baseline for verbs. We believe
the poor performance of selectional restrictions may be due to the noise
added by the multiple mappings between senses (from OntoNotes to
WordNet and then from WordNet to LDOCE) that were necessary to
extract this KS. Another reason may be that the coarse grained sense
distinctions in OntoNotes prevent Aleph from taking full advantage of
this complex KS.
Item 2 refers to the comparison of accuracy of each individual KS
with respect to the combination of all KSs. When used alone, the per-
formance of each KS is significantly worse (paired t-test, p < 0.05) than
the combination of all KSs. KS1 (word overlap) was the worst perform-
ing. KS9 (selectional restrictions) also performed badly for verbs and
KS4 (subject-object relations) for nouns. KS3 (collocations) achieved
accuracy within 0.005 of the combination of all KSs, again highlighting
the usefulness of this KS for WSD.
To gain further insight into the contribution of the deep KSs we
generated models for verbs using the best KS (KS3) and two deep
KSs (KS8 and KS9). This led to a slight, although not statistically
significant, improvement in accuracy from 0.812 (using KS3 alone) to
0.813. This result demonstrates that the deep KS can improve WSD
accuracy when combined with a shallow KS, albeit marginally, and
suggests that they encode different information which can be exploited
by the ILP approach.
It is important to note that items 1 and 2 refer to the behaviour of
KSs when applied individually, but it has been shown that performance
improves when KS are combined (see Section 2). We believe this is par-
ticularly relevant to our approach in which there is a strong interaction
amongst different KSs. Table II shows the reduction in performance
when using the leave-one-out strategy for each KS. A first observation
is that removing a KS always reduces significantly the performance
(paired t-test, p < 0.05), both for nouns and verbs. The leave-one-out
strategy results in an accuracy of around 0.83 for the majority of KS,
approximately 0.02 lower than when all are used. KS1 is an exception
since performance drops by a lower amount (0.008). Interestingly, al-
though the performance of this KS is worse than the baseline when it
is used alone, removing it still reduces accuracy. Similarly, for verbs
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Table II. Drop in accuracy of each leave-one-out combination compared to the
accuracy of all KSs together
All Words Verbs Nouns
All KSs - overlap of definitions (KS1) -0.008 -0.008 -0.008
All KSs - bag-of-words (KS2) -0.021 -0.016 -0.026
All KSs - collocations (KS3) -0.027 -0.023 -0.030
All KSs - subject-object relations (KS4) -0.021 -0.018 -0.025
All KSs - POS (KS5) -0.021 -0.020 -0.022
All KSs - bigrams (KS6) -0.016 -0.018 -0.015
All KSs - content words (KS7) -0.021 -0.015 -0.027
All KSs - phrasal verbs (KS8) - -0.022 -
All KSs - selectional restrictions (KS9) - -0.008 -
removing the two KSs whose individual performance is lower than
the baseline (KS1 and KS9) leads to some reduction in performance
compared to using all KSs. On the other hand, removing phrasal verbs
(KS8) results in a considerable drop in accuracy, the second largest
for verbs after collocations (KS3). For nouns, the KSs resulting in
larger drops in accuracy when removed are both sources of collocations
(KS3 and KS7), followed by bag-of-words (KS2) and syntactic relations
(KS4).
The analysis presented so far describes the effects of removing se-
lected KSs but does not tell us how often individual KS are used by
the system, if at all. To investigate whether the KSs appear in the
models produced for each target word we counted the number of times
each KS appeared in the rules, either as the only one in a rule or in
combination with others. The fact that the KSs appear in rules does
not necessarily mean it is useful to classify new cases. Therefore, we
also determined the KSs which are actually used to classify the test
cases. The proportion of rules in which a given KS appears and the
proportion of times a rule including a given KS is applied is shown
in Table III. For each KS figures are shown over all words as well as
individually for verbs and nouns.
The figures in Table III show that the use of a KS is directly pro-
portional to the number of times it appears in the rules. The fact that
a KS appears very few times in the rules may indicate that it is not
particularly discriminative (KS1 and KS7) or may be simply due to the
sparsity of the data (KS8 and KS9). These very sparse KSs appear and
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Table III. Proportions of times KSs appear in the rules and are used to
classify test cases
KS Rules including the KS (%) Rules using the KS (%)
All words Verbs Nouns All words Verbs Nouns
KS1 3.97 5.68 2.63 5.09 3.49 6.53
KS2 23.70 18.89 27.45 14.88 8.07 20.98
KS3 50.92 52.67 49.55 52.90 55.10 50.92
KS4 5.45 11.41 0.81 7.03 14.05 0.74
KS5 69.99 66.65 72.59 55.99 49.21 61.98
KS6 13.48 3.88 20.95 13.05 2.71 22.24
KS7 0.98 0.87 1.06 0.37 0.09 0.63
KS8 - 2.02 - - 3.01 -
KS9 - 5.02 - - 12.04 -
are used mostly individually, that is, not in combination with other
KSs. All the remaining KSs appear and are used in combination with
other KSs in above 80% of the cases.
Is is interesting to note that deep KSs like phrasal verbs (KS8) con-
tribute to improving performance, even with very few instantiations in
the training and test data. KSs that can be extracted from all sentences,
bag-of-words (KS2), collocations (KS3) and POS tags (KS5), appear
and are used in many more rules than other KSs. Table III also shows
that, of those KSs that can be applied to both nouns and verbs, some
are more useful for verbs (subject-object relations, collocations), while
others are more useful for nouns (bag-of-words, POS tags, bigrams,
overlap of definitions). In general, shallow sources are more useful for
disambiguation of nouns. Verbs, on the other hand, benefit from more
elaborate knowledge sources.
4.1. Discussion
Our analysis showed that KSs using collocations are highly discrim-
inative, both individually and in combination with other KSs. This
is particularly true for the disambiguation of nouns. Collocations are
a shallow KS that require only information from a POS tagger to
be extracted. However, as we showed in Figure 1, the way they are
represented and manipulated by the inference engine in our approach
makes it possible for this KS to interact with others in a complex way
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that would not be possible in attribute-value based approaches. For
example, sometimes it is not necessary to know which word is in a
certain position in the sentence relative to the ambiguous word (that
is, the collocation itself) but only that this word is in a given syntactic
relation with the words (such as its subject) or has a certain POS tag
(as shown in Figure 1). This flexibility allows collocations to play a
different role in our approach to the way they are usually applied in
WSD.
Subject-object syntactic relations, which can be considered as an
intermediate KS, performed relatively poorly in isolation. This is not
surprising considering the limited coverage of this KS and the fact
that some of the relations generated by a parser may be incorrect.
However, they prove to be very helpful for both disambiguation of
nouns and verbs when combined with other KS. This suggests that
syntactic relations are a useful KS but without enough coverage to be
used alone.
Different results were obtained from the two deepest KS in our
experiments: selectional restrictions and phrasal verbs. Performance of
the first was lower than the most frequent sense baseline when used in
isolation and leaving it out only reduced the system’s performance by a
small amount compared to other KSs. It is likely that the disappointing
performance in this experiment is due to the fact that only coarse-
grained distinctions are considered in the dataset, while the selectional
restrictions are defined in terms of the finer-grained distinctions used
by LDOCE. It is difficult to discriminate between coarse-grained sense
distinctions for verbs since a single sense may allow more than one
syntactic frame (e.g. both transitive and intransitive usage). In addi-
tion, the verb’s arguments may be shared by other senses, making them
difficult to distinguish. Consequently, features that are more superficial
than selectional restrictions may perform better. The mapping between
LDOCE and OntoNotes senses used by this KS may also have been a
problem. LDOCE senses are mapped to OntoNotes via WordNet but
this mapping is not comprehensive: there are senses in LDOCE that
are not mapped onto WordNet and, consequently, there is no mapping
to OntoNotes. Likewise, there are OntoNotes senses with no WordNet
mapping. Therefore, the coverage of this KS in this dataset is limited.
Specia et al. (2007a) found selectional restrictions to be very discrimi-
native for the disambiguation of verbs in experiments using Senseval-3
data and a translation task in which the sense distinctions were very
fine-grained (WordNet senses and translations of the verbs).
The other deep KS, phrasal verbs, performed well despite the fact
that OntoNotes defines only a few senses which are specific to occur-
rences of the verb in phrasal expressions. For example, the verb “come”
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has 11 possible senses in OntoNotes. In this resource, sense “1” (move,
travel, arrive) also covers several phrasal verbs that would have been
assigned different senses in other repositories like WordNet: come away,
come back, come by, come down, come forward, come in, come near,
come on, come out, come through, come together, come up, come up
to. Some of these phrasal verbs are also represented in other senses in
OntoNotes. For example, “come out” is also in senses “2”, “3”, “6”,
“9”, and, more importantly, sense “10”, which is defined simply as
“idioms”. This last sense is common to many verbs in OntoNotes: most
occurrences of the verb in phrasal expressions are simply grouped and
tagged with the sense label “idioms” despite the fact they do not share
the same meaning. We believe the performance of this KS could be
further improved with access to lexical resources with more appropriate
information about phrasal verbs.
5. Conclusion
We investigated the use of ILP as a mechanism for incorporating a
mixture of shallow and deep knowledge sources into the construction of
WSD models. Evaluation was carried out using data from the SemEval-
2007 lexical sample task. Using a combination of nine KSs consistently
outperformed the most frequent sense baseline. In this paper the ap-
proach was investigated further by analysing the performance of each
KS individually and in combination with other KSs.
The combination of all KSs always performs better than each KS
individually and better than any of the leave-one-out combinations (all
KSs apart from one). We also showed that most of the KSs outperform
the baseline when used individually and, even those which do not, im-
prove performance when combined with others. We believe this is due
to the relational nature of the representation formalism and modeling
technique, which allows complex interactions among different KSs.
Our experiments also show that the most relevant KSs for dis-
ambiguation differ for nouns and verbs, as others have shown (e.g.
(Stevenson and Wilks, 2001)). However, these are broad grammatical
categories and further work is required to understand the importance
of various KSs for individual tokens.
The approach described in this paper demonstrates how deep and
shallow KS for WSD can be combined using ILP. We found that the
inclusion of deep KSs improved the accuracy of our WSD system al-
though this improvement was only marginal in comparison to using only
collocations, a shallow KS. However, the use of deep KS have received
less attention than shallow ones within machine learning approaches to
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WSD and it is possible that refinements to them could yield further
improvements.
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