By means of Monte Carlo experiments using the weighted bootstrap, we evaluate the size and power properties in small samples of Chow and Denning's [1] multiple variance ratio test and the automatic variance ratio test of Choi [2]. Our results indicate that the weighted bootstrap tests exhibit desirable size properties and substantially higher power than corresponding conventional tests.
Introduction
The foundation of the efficient market hypothesis lies in the ground-breaking works of Bachelier [3] , Cootner [4] , Samuelson [5] and Fama [6] . According to the efficient market hypothesis, the current level of the asset price fully reflects all available information, so no extraordinary gain can be made with publicly available information which directly points to random walk or martingale hypothesis. The study of the efficiency characteristics of the market impacts the regulatory framework, as well as the evolution of the market in terms of transparency and disclosures. It has policy implications which can help policy makers and regulators take steps towards financial innovations and economic development.
The existing literature provides several methods to investigate whether a given time series is a martingale or not. The variance ratio test is one of the most commonly employed procedures to study this property of the time series. The Lo and Mac Kinlay's [7] individual variance ratio test and its multiple variance ratio variant, as proposed by Chow and Denning [1] , are widely used to test the martingale behaviour of the time series. These tests are asymptotic in nature and so can give rise to misleading results in small samples. Choi [2] proposes the automatic variance ratio test, spectral domain tests and average exponential tests to test the weak form efficiency of US real exchange rates. Wright [8] proposes a nonparametric variance ratio test based on the ranks and signs and Belaire-Franch and Contreras [9] use the principle of Chow and Denning's [1] approach on Wright's [8] individual rank and sign tests and develop joint nonparametric variance ratio tests.
In this paper, the weighted bootstrap procedure is proposed as an alternative to improve the small sample properties of the Chow and Denning [1] multiple variance ratio test and also the automatic variance ratio test. The weighted bootstrap is a resampling procedure which is applicable to data with conditional heteroskedasticity and provides a better approximation to the sampling distribution of the statistics concerned.
Section 2 presents the methodology used in this study. Section 3 presents the results of the Monte Carlo experiments. Section 4 provides conclusion of the study.
Methodology

Variance Ratio Test
Suppose P t is an asset price at time t, where 1, , t T =  , and x t be ln(P t ), the log price series. The first order autoregressive model is given by:
where µ is an arbitrary drift parameter and t ε is a random disturbance term. The random walk hypothesis (RWH) corresponds to 1 ∅ = and it implies that the variance of the log price increments is linear in the observation interval. It plays a very important role in testing for the weak-form market efficiency. The variance ratio test exploits the property that, if a series of asset returns is purely random, then the variance of the k-period return (k-period differences of x t ) is k times the variance of a one-period return.
Suppose y t is an asset return at time t ( 1, , t T =  ). The variance ratio for holding period k is defined as:
where
∑ . Lo and MacKinlay [7] propose the following test statistics under the null hypothesis
which follows the standard normal distribution asymptotically if y t is a martingale difference sequence, where
Multiple Variance Ratio Test
Chow and Denning [1] propose a multiple variance ratio test for the joint null hypothesis VR(k i ) = 1 for 1, , i m =  . The test statistics is given by:
The decision to reject the null hypothesis is based on the maximum of the absolute value of the individual variance ratio statistics.
Automatic Variance Ratio Test
Choi [2] suggests a data-dependent procedure to find the optimal value of k. Choi propose a variance ratio test based on the frequency domain. Cochrane [10] shows that the estimator of VR(k) which uses the usual consistent estimators of variances is asymptotically equal to 2π times the normalized spectral density estimator at zero frequency which uses the Bartlett kernel. Andrews [11] finds that the Quadratic Spectral kernel is optimal in estimating the spectral density at zero frequency. Choi also employs the Quadratic Spectral kernel to estimate the variance ratio. Choi's variance ratio estimator is defined as
where ( ) 
is the quadratic spectral kernel. Choi [2] stated that VR(k) is a consistent estimator of 2πf y (0), where f y (.) denotes the normalized spectral density of the time series {y t }. Choi [2] has stated that under the null hypothesis (H 0 : 2πf
The variance ratio test is a two-sided test, and its critical values are taken from both tails of the standard normal distribution. The AVR(k) result holds when y t is IID (independent and identically distributed) with finite fourth moment [12] . The variance ratio test defined here depends on the lag truncation point (or holding period) k. To select the truncation point optimally Choi [2] uses Andrews' [11] method.
Weighted Bootstrap Procedure
The following steps define the procedure of using the weighted bootstrap on variance ratio test statistics: 
Results Based on Monte Carlo Simulation Experiment
To evaluate the quality of Chow and Denning's [1] multiple variance ratio (MVR) test and also the automatic variance ratio (AVR) test statistics, we undertake Monte Carlo simulation experiments to study their size and power properties for samples of different sizes (N = 100, 500, 1000). For MVR and MVR * test, we set holding periods (k 1 , k 2 , k 3 , k 4 In these model, we use two types of random errors: the standard normal distribution (ε t ~ N(0,1) ) and the Student-t distribution with 3 degree of freedom (as suggested by White (2000)). To evaluate the power properties of the MVR and AVR test statistics, we use model 3 and model 4 which take the error term from model 1 and model 2 (that is, u t term from model 1 and model 2 also act as error term in model 3 and model 4). 
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For all the cases, the number of Monte Carlo trials is set to 1000 and the significance level is set at 5%. In the following tables for evaluating size and power properties, GARCH_N and SV_N represents model 1 and model 2 with error term from Standard Normal distribution; and GARCH_t and SV_t represents model 1 and model 2 with error term from the Student-t distribution with 3 degrees of freedom. To modify the size and power properties of MVR and AVR tests for smaller samples (N = 100, 500 and 1000), we propose the weighted bootstrap procedure. The number of bootstrap iterations is set to 500. Table 1 presents the size properties of the MVR, AVR, MVR * and AVR * test. We find severe size distortion across all data generating processes for all sample sizes for MVR and AVR test. But even after applying weighted bootstrap procedure on MVR and AVR test statistics, we find size distortion for sample sizes of 100 and 500. We find the size distortion to be less of a problem for MVR * and AVR * test statistics for a sample size of 1000. 
Conclusion
In this study, we evaluate the small sample size and power properties of the Chow and Denning's [1] multiple variance ratio test and the Choi's [2] automatic variance ratio test with and without weighted bootstrap approach. The size and power properties are examined based on different sample sizes (N = 100, 500 and 1000). The number of Monte Carlo trials and weighted bootstrap iterations is set to 1000 and 500 respectively. The results indicate that the size and power properties of the multiple variance ratio test and the automatic variance ratio test with weighted bootstrap are superior to the corresponding size and power properties of the multiple variance ratio test and the automatic variance ratio test without weighted bootstrap.
