This paper is concerned with the theory for J-Hermitian subspaces. The defect index of a J-Hermitian subspace is defined, and a formula for the defect index is established; the result that every J-Hermitian subspace has a J-self-adjoint subspace extension is obtained; all the J-selfadjoint subspace extensions of a J-Hermitian subspace are characterized. This theory will provide a fundamental basis for characterizations of J-self-adjoint extensions for linear nonsymmetric expressions on general time scales in terms of boundary conditions, including both differential and difference cases.
Introduction
The spectral theory for differential and difference has been investigated extensively. In general, under certain definiteness conditions, a formally symmetric differential expression can generate a minimal operator which is symmetric, that is, a densely defined Hermitian operator, in a related Hilbert space and its adjoint, is the corresponding maximal operator see, e.g., 1-3 . There are many results on self-adjoint extensions of the minimal operators since self-adjoint extension problems are fundamental in the study of spectral theory for differential expressions 2-6 . However, for some formally symmetric differential expressions, their minimal operators may be nondensely defined, or their maximal operators may be multivalued e.g., 7, Example 2.2 . Further, for a formally symmetric difference expression, even a second-order one, its minimal operator is nondensely defined, and its maximal operator is multivalued in the related Hilbert space in general 8 . Therefore, the classical von Neumann self-adjoint extension theory and the Glazman-Krein-Naimark GKN theory for symmetric operators are not applicable in these cases.
The appropriate framework is linear subspaces linear relations in the terminology of 7, 9, 10 in a Hilbert space to study the linear differential or difference expressions for which 2 ISRN Mathematical Analysis the corresponding operators are nondensely defined or multivalued. Lesch and Malamud studied formally symmetric Hamiltonian systems in the framework of linear subspaces 7 . Coddington studied self-adjoint extensions of Hermitian subspaces in a product space 11 . He had extended the von Neumann self-adjoint extension theory for symmetric operators to Hermitian subspaces. By applying the relevant results in 11 , Shi established the GKN theory for Hermitian subspaces 12 . For more results about nondensely defined Hermitian operators or Hermitian subspaces, we refer to 13-15 . The study of spectral problems involving linear differential and difference expressions with complex-valued coefficients is becoming a well-established area of analysis, and many results have been obtained 1, 16-22 . Such expressions are not formally symmetric in general, and hence, the spectral theory of self-adjoint subspaces is not applicable. To study such problems, Glazman introduced a concept of J-symmetric operators in 23 , where J is a conjugation operator given in Section 2. The minimal operators generated by certain differential and difference expressions with complex-valued coefficients are J-symmetric operators in the related Hilbert spaces e.g., 18, 24, 25 . J-self-adjoint extension problems are also fundamental in the spectral theory for such expressions. Many results have been obtained on J-self-adjoint extensions 24-27 . Knowles gave a complete solution to the problem of describing all the J-self-adjoint extensions of any given J-symmetric operator provided the regularity field of this operator is nonempty 26 . Given a differential or difference expression, it is in practice difficult however to determine whether the appropriate J-symmetric operator has empty or nonempty regularity field. Therefore, Race established the theory for J-self-adjoint extensions of J-symmetric operators without the restrictions on the regularity fields 24 . However, the appropriate framework is also linear subspaces in a Hilbert space to study the linear nonsymmetric differential or difference expressions for which the corresponding minimal operators are nondensely defined, or the corresponding maximal operators are multivalued. So, the J-self-adjoint extension theory mentioned the above needs to be extended to linear subspace when we consider the nonsymmetric Hamiltonian systems which induce the nondensely defined or multivalued operators.
In this present paper, the concept of the defect indices of J-Hermitian subspaces is given and a formula for the defect indices is obtained. Further, the result that every J-Hermitian subspace has a J-self-adjoint subspace extension is given, and the characterizations for all the J-self-adjoint subspace extensions of a J-Hermitian subspace are established, which can be regarded as the GKN theorem for J-Hermitian subspaces. Remark 1.1. We will apply the results obtained in the present paper to characterizations of J-self-adjoint extensions for linear Hamiltonian difference systems in terms of boundary conditions in the near future.
The rest of this present paper is organized as follows. In Section 2, some basic concepts and fundamental results about linear subspaces are introduced. In Section 3, the defect index of a J-Hermitian subspace is defined, and a formula for the defect index is given. Section 4 pays attention to the existence of J-self-adjoint subspace extensions and the GKN theorem for J-Hermitian subspace.
Preliminaries
In this section, we introduce some basic concepts and give some fundamental results about linear subspaces in a product space. since T ⊂ T 1 ⊂ T 2 ⊂ · · · ⊂ T m S and S is J-self-adjoint. Further, T j j 1, 2, . . . , m is a closed subspace since T is closed. It holds that
Otherwise, for example, suppose that T * 1 T * 2 , then by Lemma 2.2, we have T 1 T * * is called to be the regularity field of T . It is evident that Γ T Γ T for a subspace T . Lemma 3.7. Let T be a subspace in X, then
For every x ∈ ker T * − λ , we have from 3.18 that x, λx ∈ T * . So, g, x y, λx for all y, g ∈ T , which implies that g − λy, x 0. Therefore, x ∈ R T − λ ⊥ , and then ker T * − λ ⊂ R T − λ ⊥ . Conversely, for every x ∈ R T − λ ⊥ , we have that g − λy, x 0 for all y, g ∈ T . It follows that g, x y, λx for all y, g ∈ T . So, x, λx ∈ T * , and hence x ∈ ker T * − λ by 3.18 . So, R T − λ ⊥ ⊂ ker T * − λ . Consequently, R T − λ ⊥ ker T * − λ , and result 1 is proved.
2 By result 1 and Lemma 2.2, we have that R T − λ ⊥ ker T * − λ ker T * − λ . So, by the projection theorem, in order to prove 3.17 , it suffices to show that R T − λ with λ ∈ Γ T is closed in X. It is evident that
3.19
Let λ ∈ Γ T . Since Γ T Γ T , one has that λ ∈ Γ T , that is, there exists a constant c λ > 0 such that
3.20
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Then we get from 3.19 and 3.20 that T − λ −1 0 {0}. So, T − λ −1 determines a linear operator from R T −λ to X. Further, the closedness of T −λ and 3.20 imply that this operator is a closed and bounded operator. So, its domain R T − λ is closed in X. Therefore, 3.17 holds, and result 2 is proved.
3 Let λ ∈ Γ T . We first show that there exists a constant M > 0 such that
Assume the contrary, then there exists a sequence
3.23
Define φ k g − λy g − λy, Jx k for y, g ∈ T . Then φ k , k 1, 2 . . ., are linear functionals in R T − λ . Since φ k g − λy y, J f k − λx k by 3.23 and J f k − λx k f k − λx k 1, we have that {φ k g − λy } ∞ k 1 is bounded for any given g − λy ∈ R T − λ . Note that R T − λ with λ ∈ Γ T is closed by the proof of result 2 , and hence it is a Hilbert space with the inner product ·, · . So, by the resonance theorem, Similarly, there is no distinction between degrees of infinity.
Remark 4.6. The case for J-symmetric operators is given by 24, 27 . Theorem 4.5 can be regarded as the GKN theorem for J-Hermitian subspaces, which will be used for characterizations of J-self-adjoint extensions for linear Hamiltonian difference systems in terms of boundary conditions.
