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Chapitre 1
Introduction ge´ne´rale
1.1 400 ans d’instrumentation en astronomie
Voici 400 ans le premier te´lescope pointa vers le ciel. Fait accompli par Galileo Galilei avec une
lunette d’a` peine 2cm de diame`tre permettant un grossissement d’environ 30x. Les conse´quences de
ses de´couvertes sont multiples. Elles ont notamment cre´dibilise´ et popularise´ les ide´es he´liocentriques
qui ont re´volutionne´ la conception du syste`me solaire he´rite´ des Grecs. En 2009 l’UNESCO1 et l’IAU2
ce´le`brent le quatrie`me centenaire de cet e´ve´nement incontournable et marquant de l’Histoire de la
Science. Depuis que Galile´e a pointe´ le ciel pour la premie`re fois, les progre`s instrumentaux ont
e´te´ e´normes. Le concept optique initial consistant en un assemblage de lentilles re´fractives a ce´de´ la
place aux te´lescopes re´flectifs et ensuite aux catadioptriques. Tout au long de son histoire la taille des
te´lescopes est passe´e de quelques centime`tres a` des dizaines de me`tres. La Fig. 1.1 de´crit brie`vement
cette e´volution sur les quatre derniers sie`cles. Elle repe`re aussi le point de transition ou` se trouvent les
te´lescopes actuels : a` la charnie`re entre les 10m et les 42m d’ici une de´cennie.
La taille des te´lescopes croıˆt pour permettre l’augmentation de la surface collectrice en proportion
du carre´ du diame`tre. On peut donc s’attendre a` capturer des photons de sources de plus en plus
lointaines en quantite´ suffisante pour en retirer de l’information. De plus, la re´solution est inversement
proportionnelle au diame`tre optique du te´lescope, c’est-a`-dire, la capacite´ a` distinguer deux points
dans l’espace pour peu qu’ils soient se´pare´s est fonction de la taille des te´lescopes. Cependant,
l’observation depuis le sol est gravement affecte´e par les turbulences atmosphe´riques. Lors de la
traverse´e de l’atmosphe`re le front d’onde lumineux, initialement plat, est de´forme´. Cela provoque
une perte de re´solution qui ne permet gue`re de de´passer celle de la lunette de Galile´e !
Pour pallier cette limitation, des syste`mes d’optique adaptative (OA) ont e´te´ conc¸us afin de
de´former, a` l’aide d’un miroir de´formable (MD), le front d’onde en sens inverse. La re´sultante se
veut aussi plate que possible. Ces syste`mes ope`rent en boucle ferme´e, avec un analyseur de surface
d’onde (ASO) derrie`re le miroir de´formable pour mesurer le re´sidu apre`s correction. A l’aide d’un
calculateur temps re´el, la de´formation du miroir est re´gulie`rement mise a` jour pour l’adapter au
mieux aux perturbations sans cesse en e´volution. Suite aux premiers syste`mes d’OA COME-ON et
ses successeurs COME-ON+ [Rousset et al., 1990] et ADONIS [Beuzit et Hubin, 1993] installe´s aux
te´lescopes de 3,6m de l’Observatoire europe´en austral (ESO) a` Paranal (Chili), le syste`me NAOS
e´quipe les te´lescopes VLT de 8,2m de l’ESO [Rousset et al., 2000]. Plusieurs autres observatoires se
sont e´quipe´s de cette technologie. Les te´lescopes Keck, Gemini North et Subaru a` Hawaii, Gemini
1Acronyme anglais pour Organisation des Nations Unies pour l’Education, la Science et la Culture
2Acronyme anglais pour Union Astronomique Internationale
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South au Chili, le LBT en Arizona et le GTC aux ıˆles Canaries en font partie d’une liste de plus en
plus longue.
Ces syste`mes ont permis de nombreuses de´couvertes majeures en astrophysique, qu’il s’agisse du
syste`me solaire ou extra-solaire ou encore extra-galactique. Parmi les de´couvertes les plus importantes,
citons l’observation directe de plane`tes sur des syste`mes extra-solaires [Chauvin et al., 2004].
FIG. 1.1 – Historique succinct de l’e´volution des te´lescopes depuis que Galile´e pointa la premie`re fois
en 1609 voici 400 ans une lunette vers le ciel. Depuis que l’OA fut propose´e par Babcock en 1953
seuls les te´lescopes e´quipe´s de cette technologie figurent sur la droite. La liste demeure non exhaustive.
Images libres de droits.
1.2 Proble´matique spe´cifique et objectifs de la the`se
A l’heure actuelle, le passage des te´lescopes de classe 10m aux te´lescopes de type ELT3 de
tailles de 30m pour le projet TMT et 42m pour le ELT europe´en, pose d’innombrables de´fis en ce
qui concerne la mise en œuvre des syste`mes d’OA (voir la Fig. 1.1). La reconstruction de front
d’onde et la commande des OA a` grand nombre de degre´s de liberte´ (GNDL) est parmi un des
de´fis les plus importants. Ceci est d’autant plus vrai que les cadences de la commande augmentent.
La commande en boucle ferme´e des OA a me´rite´ une attention particulie`re [Gendron et Le´na, 1994,
Dessenne et al., 1997], mais reste restreinte aux OA classiques et peu envisageable pour les syste`mes
a` grand nombre de degre´s de liberte´.
Par ailleurs de nouveaux concepts ge´ne´ralisent l’OA classique aux OA grand champ encore plus
complexes. Ces dernie`res visent une correction sur un champ d’observation plus e´tendu. Or, celui-
ci est affecte´ par l’anisoplane´tisme, du fait que la lumie`re issue d’objets dans diffe´rentes directions
d’observation traverse des re´gions distinctes de l’atmosphe`re terrestre avant de parvenir aux de´tecteurs.
Par conse´quent, les de´formations subies sont aussi distinctes. A cet e´gard, les ide´es de reconstruction
tomographique initialement propose´es par [Dicke, 1975] ont e´te´ ensuite de´veloppe´es conceptue-
lement par [Beckers, 1988], [Tallon et al., 1992], [Fusco et al., 1999] et [Ragazzoni et al., 2000].
La performance de ces syste`mes a e´te´ e´tudie´e par [Ellerbroek, 1994], [Tokovinin et al., 2000] et
[Tokovinin et Viard, 2001] dans le domaine des fre´quences spatiales. Un effort important de recherche
a e´te´ consacre´ a` l’optimisation de la reconstruction tomographique par [Fusco et al., 2001] et
3Extremely Large Telescopes.
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[Ellerbroek, 2002], ce dernier anticipant de´ja` l’incroyable augmentation du nombre de degre´s de
liberte´ des syste`mes futurs.
Pour des raisons de design optique visant l’augmentation de la qualite´ d’observation4 , les
te´lescopes actuels sont devenus adaptatifs [Ardeberg et al., 2006]. Cela veut dire que des composantes
de grandes dimensions physiques font partie de leurs trains optiques s’adaptant aux de´formations intro-
duites par l’atmosphe`re. C’est le cas de l’Adaptive Optics Facility du VLT avec un miroir secondaire
de´formable [Arsenault et al., 2006] ou du te´lescope a` deux pupilles LBT [Riccardi et al., 2004].
On est donc a` nouveau a` un tournant important de l’histoire du de´veloppement de l’instrumenta-
tion astronomique. Un double de´fi est a` relever : la gestion optimale des lois de commande a` la fois
pour des syste`mes GNDL et pour des composants adaptatifs de taille ine´dite.
Dans le cadre de cette the`se, ce double aspect est aborde´. On adopte une formulation re´ductionniste
consistant a` de´coupler les deux proble`mes initiaux en proble`mes plus simples pour les traiter
se´pare´ment.
Aborder la gestion des GNDL commence par poser la question du choix des bases de repre´sentation
mathe´matique, comme la base des polynoˆmes de Zernike, se´rie de Fourier et repre´sentation zo-
nale. Les calculs e´tant effectue´s par un calculateur temps re´el, plusieurs options nume´riques
ont e´te´ sugge´re´es. A titre d’exemple, les me´thodes faisant appel aux transforme´es de Fourier
spatiales [Poyneer et al., 2002, Poyneer, 2003] et les me´thodes ite´ratives zonales avec acce´le´ration
de calculs. [Gilles et al., 2002, Gilles, 2003b] utilisent un pre´-conditionnement multi-grille, alors
que [Yang et al., 2006] utilisent une approche Fourier distincte des travaux cite´s plus haut de
Poyneer et al. Une approche plus re´cente exploite une description fractale de la phase turbulente
[Be´chet et al., 2006]. Cependant, toutes ces me´thodes ont e´te´ de´veloppe´es pour la reconstruction de
phase en boucle ouverte. Des adaptations a` la boucle ferme´e ont e´te´ propose´es par [Gilles, 2005] et
[Be´chet et al., 2007] mais restent sous-optimales du point de vue de la commande.
En supposant que le miroir de´formable est infiniment rapide, [Le Roux, 2003] formule le
proble`me dans le cadre de l’approche line´aire quadratique gaussienne (LQG). La commande LQG
utilise le formalisme d’e´tat des syste`mes dynamiques en automatique. Cette approche permet
l’estimation dynamique de la phase avec un crite`re de variance minimale dans des configurations
boucle ouverte et boucle ferme´e. Elle permet de fac¸on tre`s commode d’isoler, graˆce au the´ore`me de
se´paration stochastique, l’estimation et la commande. [Petit, 2006] et [Costille, 2009] de´veloppent la
solution et la valident expe´rimentalement pour des concepts de l’OA classique aux OA grand champ.
Cette the`se se place dans la ligne´e des travaux de [Le Roux, 2003], [Petit, 2006] et [Costille, 2009]
re´alise´s par l’ONERA5 et le L2TI6 (Universite´ Paris 13).
L’objectif est de proposer l’adaptation de la strate´gie de commande optimale aux
te´lescopes de type ELT. D’une part le choix des bases est re´visite´ afin de mieux
ge´rer les GNDL ; la commande optimale est simplifie´e et adapte´e a` ce nouveau
contexte. D’autre part, la solution optimale est e´tendue au cas ou` la dynamique
des miroirs de´formables ne peut pas eˆtre ne´glige´e.
Plusieurs aspects originaux sont aborde´s dans la perspective des tre`s grands syste`mes. En terme
de gain de complexite´, le point d’entre´e est le choix de la base de repre´sentation de la phase. Deux
4La re´duction du nombre de surfaces re´fle´chissantes e´vite un certain nombre de complications : par exemple pertes de
lumie`re, lumie`re parasite, pertes de performance dans l’infra-rouge, polarisation interne, tole´rances a` la stabilite´ me´canique
et configurations d’OA [Kendrew et al., 2007, Lloyd-Hart, 2000].
5Office national d’e´tudes et recherches ae´rospatiales.
6Laboratoire de traitement et transport de l’information.
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voies d’exploration sont propose´es : avec une formulation zonale, des me´thodes Fourier sont e´tudie´es
en de´tail dans une logique de reconstruction de front d’onde ; en partant des simplifications obtenues,
la commande optimale LQG est adapte´e aux GNDL.
En terme de comportement des grands syste`mes, ce me´moire se penche sur le proble`me des
dynamiques temporelles des grands miroirs de´formables avec des questions simples : Comment en
tenir compte dans un cadre optimal ? La solution optimale est-elle inte´ressante du point de vue de la
performance ? Ne peut-on pas simplement ne´gliger ces dynamiques ?
Des cas illustratifs permettent de positionner les re´sultats sur des syste`mes d’inte´reˆt. A titre
d’exemple, sont traite´es les dynamiques du miroir quaternaire adaptatif, en phase de conception pour
le futur ELT europe´en, et le double correcteur woofer-tweeter, un concept tre`s en vogue a` l’heure
actuelle, envisage´ pour plusieurs syte`mes d’OA.
1.3 Structure du manuscrit de the`se
Ce manuscrit est compose´ de 7 chapitres dont l’introduction (ch. 1) et la conclusion (ch. 7).
Le chapitre 2 est consacre´ a` la pre´sentation du formalisme qui sera utilise´,
a` la description du phe´nome`ne turbulent, a` l’impact de celui-ci sur la
formation des images et aux techniques d’optique adaptative mises en œuvre
pour parvenir a` l’atte´nuer. Une description des syste`mes d’OA et des lois de
commande de´veloppe´es pour les piloter est re´alise´e.
Le chapitre 3 pre´sente l’e´tape de reconstruction statique du front d’onde,
comme un proble`me inverse d’estimation statique. Les solutions moindres
carre´s et a` variance minimale sont e´tablies de manie`re a` pouvoir les adapter
au cas d’un grand nombre de degre´s de liberte´. L’utilisation d’une base
de Fourier (dans le domaine des fre´quences spatiales) est alors propose´e
puisque, graˆce a` la FFT7, les calculs sur cette base passent de l’ordre O(n2)
des algorithmes traditionnels a` O(nlog(n)), n e´tant le nombre de degre´s de
liberte´.
Afin de tenir compte du caracte`re dynamique de la perturbation de phase,
des retards de mesure et de toute l’information a priori dont on dispose
(moments spatiaux et temporels d’ordre deux de la perturbation et bruits),
une solution au proble`me de commande optimale est de´crite au chapitre 4. Cette solution est simplifie´e
en vue de son application aux GNDL. Les mode`les d’e´volution de phase sont analyse´s et re´interpre´te´s.
Le chapitre 5 inte`gre la commande LQG du chapitre 4 avec l’approche Fourier du chapitre 3.
En suivant un raisonnement physique, une simplification des e´quations est propose´e qui rend tre`s
creux les ope´rateurs intervenant dans a` la solution du proble`me. Ceci permet d’appliquer ensuite des
me´thodes nume´riques de re´solution de grands syste`mes line´aires. Une nouvelle me´thode base´e sur les
gradients conjugue´s pre´-conditionne´e en Fourier est alors e´tudie´e. La validation est faite au moyen de
simulations nume´riques Monte Carlo.
Enfin au chapitre 6 l’hypothe`se sur la rapidite´ infinie de la re´ponse des MD est relaˆche´e. La
solution ge´ne´rale a` ce nouveau proble`me est e´tablie dans la cadre de l’approche LQG du chapitre 4.
La formulation propose´e permet aussi de traiter de fac¸on optimale la commande d’un syste`me d’OA
comprenant des miroirs a` dynamique lente et de type woofer-tweeter en aboutissant a` une re´partition
spatio-temporelle de l’effort de commande qui tient compte des caracte´ristiques dynamiques des
composants.
7Algorithme rapide de calcul de la transforme´e de Fourier discre`te.
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2.1 Introduction
Ce chapitre pre´sente les concepts et re´sultats principaux ne´cessaires a` la compre´hension de
l’ensemble des travaux mene´s par la suite. On commence a` la section 2.2 par les principes sur
de formation d’images. Pour les te´lescopes au sol, les images sont acquises a` travers les couches
turbulentes de l’atmosphe`re terrestre. L’e´tude du comportement de la turbulence est par conse´quence
ne´cessaire, car celle-ci impacte les images. On pre´sente donc les effets optiques de la turbulence a` la
section 2.3 puis la caracte´risation statistique du phe´nome`ne turbulent.
La mode´lisation du proble`me d’imagerie effectue´e a` travers la turbulence est pre´sente´e a` la section
2.4, suivie de la pre´sentation des syste`mes d’optique adaptative (OA) visant la compensation des effets
turbulents a` la section 2.5. Ce chapitre d’introduction se finit par un expose´ ge´ne´ral des limitations
physiques et technologiques propres a` l’OA [§2.6] et par les principes de commande classiquement
utilise´s dans la mise en œuvre des ces syste`mes sur des bancs expe´rimentaux et te´lescopes optiques
[§2.8].
2.2 Principes sur la formation d’images
La the´orie de la diffraction de´crit le processus de formation d’images. Dans le cas ou` le processus
est line´aire et invariant par translation, il peut alors eˆtre mode´lise´ par le produit de convolution de
l’objet observe´ o et de la re´ponse impulsionnelle the´orique de l’instrument utilise´ :
i
(
~ξ
)
= h
(
~ξ
)
⋆ o
(
~ξ
)
, (2.1)
ou` i
(
~ξ
)
est l’image obtenue au foyer du syste`me optique et ⋆ repre´sente la convolution des deux
fonctions de´finie par
f
(
~ξ
)
⋆ g
(
~ξ
)
=
∫
f
(
~ξ
)
g
(
~α− ~ξ
)
d~α. (2.2)
La re´ponse impulsionnelle d’un instrument est appele´e la Fonction d’Etalement de Point (FEP).
Concre`tement, en lumie`re incohe´rente, la FEP est le module carre´ de l’amplitude du champ
e´lectromagne´tique diffracte´ ge´ne´re´ par une ouverture optique en imageant un objet o ponctuel et
monochromatique. Elle est e´gale au module carre´ de la transforme´e de Fourier de l’amplitude
complexe ψ du champ scalaire e´lectromagne´tique dans la pupille Ω de l’instrument, soit
FEP
(
~ξ
)
∝ ∣∣F−1 {ψ(~r)Ω(~r)}∣∣2 , (2.3)
ou` la pupille Ω est de´finie par
Ω(~r) =
{
1 si r ∈ [oc,D/2];
0 sinon, (2.4)
avec ~r un vecteur de distances dans le plan. Le scalaire oc est le rayon de l’occultation centrale du
te´lescope de diame`tre D. Le champ dans la pupille se calcule directement par la relation ψ = AΩeiφ,
ou` A est l’amplitude et φ la phase du champ e´lectromagne´tique dans la pupille Ω.
Dans le cas d’un syste`me optique parfait, l’amplitude complexe provenant d’une source ponctuelle
a` l’infini est constante et peut eˆtre prise e´gale a` 1 sur toute la pupille, la phase φ est constante. L’image
e´tant limite´e par la diffraction du te´lescope, la re´ponse de l’instrument est alors le module carre´ de
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la transforme´e de Fourier de la fonction pupille. Dans le cas d’une pupille circulaire sans occultation
centrale (i.e. oc = 0), la FEP est une tache d’Airy, de´finie par
Airy
(
~ξ
)
=
πD2
4λ2
∣∣∣∣2J1 (πDξ/λ)πDξ/λ
∣∣∣∣2 . (2.5)
ou` J1 est une fonction de Bessel d’ordre 1 et λ est la longueur d’onde d’observation [Papoulis, 1975].
Le mode`le de formation d’image pre´ce´dent permet de repre´senter la re´partition continue d’intensite´
lumineuse dans le plan focal du de´tecteur.
La Fig. 2.1 montre la FEP bidimensionnelle d’un instrument parfait et une coupe radiale de cette
fonction
0 1 2 3 4 5 6
10−4
10−3
10−2
10−1
100
position λ/D
FEP théorique (coupe radiale)
FIG. 2.1 – FEP the´oriques. Gauche : FEP bidimensionnelle. Droite : coupe radiale.
La convolution de l’Eq. (2.1) devient dans l’espace de Fourier une multiplication
i (~ν) = h (~ν)o (~ν) , (2.6)
ou` ~ν est un vecteur de fre´quences spatiales et h la fonction de transfert optique (FTO).
La FTO pre´sente une coupure a` D/λ. Une de´finition qui lui est lie´e est celle de la re´solution d’un
syste`me optique. Dans la limite de diffraction, la re´solution peut eˆtre de´finie par
R = λ
D
, (2.7)
c’est-a`-dire par l’inverse de la fre´quence de coupure de la FTO. Plus la pupille est grande, plus le
pouvoir de distinguer deux points a` l’infini augmente.
2.3 Les effets optiques de la turbulence atmosphe´rique
2.3.1 Fluctuations d’indice de re´fraction
Le de´placement de masses d’air dans le volume atmosphe´rique engendre des mouvement
tourbillonnaires. Par conse´quent, le me´lange de masses a` des tempe´ratures he´te´roge`nes engendre des
variations locales d’indice de re´fraction, note´es ∆n, valeur dont de´pend la vitesse de propagation de
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la lumie`re. Les variations d’indice le long du trajet optique de´phasent tout rayon par rapport a` ses
voisins. Ceci conduit a` la de´formation progressive du front d’onde collecte´ : initialement plan pour
un objet a` l’infini, il se bosselle peu a` peu. Les variations de phase correspondantes rendent la pupille
partiellement incohe´rente. La figure de diffraction est modifie´e : des tavelures apparaissent, anime´es
de mouvements ale´atoires.
Le phe´nome`ne de la turbulence intrigue les scientifiques depuis des sie`cles. Une vision artistique
est propose´e par Leonardo da Vinci sur la Fig. 2.2, qui semble eˆtre le premier a` l’avoir aborde´e de
fac¸on me´thodologique.
FIG. 2.2 – Le phe´nome`ne turbulent comme l’imagina Leonardo da Vinci.
Au cours du XXe`me sie`cle, les travaux de [Kolmogorov, 1941a, Kolmogorov, 1941b] proposent
une approche scientifique du phe´nome`ne turbulent. Base´ sur les ide´es de Lewis F. Richardson a`
l’origine d’une vision en cascades de dissipation d’e´nergie, un mode`le mathe´matique est enfin propose´
pour la turbulence atmosphe´rique.
Pour les travaux mene´s dans le cadre de cette the`se, la densite´ spectrale de puissance est le
parame`tre pertinent. Elle se pose sous la forme
WKol∆n (~ν, h) ≈ 0, 033(2π)2/3C2n(h)ν−11/3, (2.8)
ou` C2n(h) est la constante de structure en fonction de l’altitude pour une couche a` l’altitude h.
Cependant, ce spectre diverge a` la fre´quence nulle. Un mode`le qui prend en compte les
e´chelles interne l0 et externe L0 de la turbulence est celui de The´odor von Ka´rma´n [Ka´rma´n, 1948].
L’expression du spectre s’e´crit alors
WKar∆n (~ν, h) ≈ 0, 033(2π)−2/3C2n(h)
((
1
L0
)2
+ ν2
)−11/6
e−(νl0)
2
. (2.9)
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2.3.1.1 Re´partition en altitude - profil de C2n(h)
La constante de structure caracte´rise la force de la turbulence en fonction de l’altitude h. Elle
e´volue au cours du temps et de´pend de nombre de parame`tres (comme par exemple me´te´orologiques
ou topographiques). Les mesures de C2n font apparaıˆtre une proprie´te´ ge´ne´rale : la turbulence est
essentiellement localise´e dans certaines couches. Ainsi les couches situe´es pre`s du sol pre´sentent une
turbulence toujours tre`s forte. D’autres couches principales se distinguent en ge´ne´ral, et ce jusqu’a`
environ 15 a` 20 km d’altitude. La Fig. 2.3 pre´sente le profil de C2n(h) a` Cerro Paranal.
FIG. 2.3 – Profil de C2n en fonction de l’altitude a` Paranal. Les traits rouges repre´sentent
l’approximation par couches discre`tes. Images gracieusement fournies para Miska Le Louarn.
Ce type de profil distribue´ conduit a` conside´rer la turbulence comme une succession de
couches turbulentes discre`tes et inde´pendantes, dont l’e´paisseur est ne´gligeable [Roddier, 1981]. Cette
approximation sera utilise´e dans toute la suite de ce me´moire.
2.3.1.2 Proprie´te´s ge´ne´rales des fluctuations d’indice
L’atmosphe`re est suppose´e a` la fois
Isotrope : Du grec iso (e´gal) + tropos (direction) : les parame`tres statistiques de la turbulence sont
inde´pendants de la direction. Autrement dit, la turbulence est invariante par rapport a` une rotation et/ou
re´flexion du syste`me de coordonne´es.
Stationnaire : Les proprie´te´s statistiques de la turbulence sont invariantes sous une translation
dans l’espace ou dans le temps.
Cependant, les deux de´finitions pre´ce´dentes ne repre´sentent que des approximations du vrai
phe´nome`ne turbulent.
2.3.2 Caracte´risation statistique de la phase
Jusqu’ici on s’est inte´resse´ a` la traduction du phe´nome`ne turbulent en terme de fluctuations
tridimensionnelles d’indice de re´fraction. Cette section analyse les effets des fluctuations d’indice sur
la propagation d’une onde plane, plus pre´cise´ment la phase du front d’onde. Des de´viations au plan
de re´fe´rence impactent les images acquises et de´gradent la FEP et la re´solution du syste`me optique.
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2.3.2.1 Fluctuations de la phase
Comme sugge´re´ dans la section 2.3.1, on conside`re la turbulence atmosphe´rique comme une
succession de couches minces localise´es. Pour comprendre l’effet de la turbulence sur la formation
d’images, il est ne´cessaire d’analyser l’effet des fluctuations de l’indice de re´fraction.
Par la relation entre la phase et la variation du chemin optique
φ(~r, h) =
2π
λ
∆n(~r, h)δh, (2.10)
un front d’onde plan qui traverse une couche d’e´paisseur δh est alors affecte´ d’une fluctuation de sa
phase.
[Roddier, 1981] montre que pour des observations astronomiques, les effets de diffraction amenant
a` des de´fauts d’amplitude sont ne´gligeables. On ne conside`re alors que des effets de phase, subis au
long de la propagation au travers nc couches turbulentes, d’ou` re´sulte
φ(~r) =
nc∑
i=1
φ(~r, hi). (2.11)
2.3.2.2 Statistiques spatiales
2.3.2.2.1 Fonction de structure La fonction de structure de la phase est donne´e par
Dφ(ρ, θ) = Dφ(ρ) =
〈
[φ(~r)− φ(~r + ρ)]2
〉
, (2.12)
ou` la de´pendance angulaire est absente, car la turbulence est suppose´e isotrope et stationnaire.
La fonction de structure peut aussi s’e´crire
Dφ(ρ) =
〈|φ(~r)− φ(~r + ρ)|2〉
= 2 [〈φ(~r)φ(~r)〉 − 〈φ(~r)φ(~r + ρ)〉] . (2.13)
Le the´ore`me de Wiener-Khinchin permet d’obtenir
Dφ(ρ) = 2
∫
Wφ(~ν)
(
1− e−2πi~ν·ρ
)
∂~ν, (2.14)
ou` Wφ(~ν) est la DSP de la phase. La notation ~ν = [νx, νy] et ν = |~ν| est adopte´e.
2.3.2.2.2 von Ka´rma´n The´odor von Ka´rma´n a introduit de le´ge`res modifications au spectre de
Kolmogorov pour tenir compte des effets des e´chelles externe L0 et interne l0 de la turbulence. La
DSP de von Ka´rma´n est donne´e par
WKa´rφ (~ν) ≈ 0.023
(
1
r0
)5/3(
ν2 +
1
L20
)−11/6
e−(νl0)
2
, Spectre de puissance de von Ka´rma´n
(2.15)
ou` L0 est l’e´chelle externe de la turbulence, l0 l’e´chelle interne et r0 le parame`tre de Fried de´fini par
r0 ,
(
0, 42
(
2π
λ
)2 1
cosγ
∫ ∞
0
C2n(h)dh
)5/3
, (2.16)
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ou` γ est l’angle ze´nithal. La parame`tre de Fried correspond approximativement a` la distance pour
laquelle l’erreur quadratique de front d’onde est e´quivalente a` 1rd2 [Roddier, 1999]. Le parame`tre de
Fried intervient aussi au niveau de la re´solution maximale d’un te´lescope en pre´sence de turbulence.
Le seeing, qui retranscrit cette notion, est donne´ par
seeing =
λ
r0
. (2.17)
Valeurs typiques de L0 varient entre les dizaines et les centaines de me`tres alors que r0@0, 5µm
(mesure´ pour λ = 0.5µm) et de l’ordre de 10 cm a` Paranal au Chili, pour un seeing de ≈0,85
arcsecondes.
La fonction de structure obtenue a` partir de cette DSP est donne´e par [Conan, 2000]
Dφ(~ρ) =
(
Lo
r0
)5/3
× 2
1/6Γ(11/6)
π8/3
[
24
5
Γ
(
6
5
)][
Γ(5/6)
21/6
−
(
2πρ
L0
)5/6
K5/6
(
2πρ
L0
)]
, (2.18)
avec Γ la fonction « gamma » et K5/6 la fonction de Bessel modifie´e du troisie`me type.
A partir de l’Eq. (2.12), la fonction de structure peut e´galement se poser sous la forme
Dφ(~ρ) = 2Cφ(0)− 2Cφ(~ρ), (2.19)
ou` Cφ(~ρ) est la covariance spatiale de la phase.
D’apre`s (2.18) la fonction de covariance de la phase Cφ(~ρ) = 〈φ(~r + ~ρ)φ(~r)〉 en fonction de la
distance ρ =
√
∆x2 +∆y2 est donne´e par
Cφ(~ρ) =
(
Lo
r0
)5/3
× Γ(11/6)
25/6π8/3
[
24
5
Γ
(
6
5
)](
2πρ
L0
)5/6
K5/6
(
2πρ
L0
)
. (2.20)
La Fig. 2.4 pre´sente les valeurs de l’Eq. (2.20) pour diffe´rents e´chelles externes. Une remarque
curieuse, la largeur a` mi-hauteur de Cφ(ρ) ≈ L0/3 pour tous les cas teste´s.
2.3.2.2.3 Kolmogorov Le spectre de puissance de la phase est donne´ par
Wφ(~ν) ≈ 0, 023
(
1
r0
)5/3
ν−11/3, Spectre de puissance de Kolmogorov (2.21)
ou` le parame`tre de Fried r0 est de´fini a` l’Eq. (2.16). Cette loi se de´duit de celle de l’Eq. (2.15) en
prenant L0 =∞ et l0 = 0.
Clairement, pour un spectre de Kolmogorov, l’inte´grale de l’Eq. (2.21) ne peut pas se calculer car∫
Wφ(~ν)d~ν =∞.
Cependant la fonction de structure peur se calculer. Wφ(~ν) e´tant une fonction a` syme´trie de
re´volution, un changement en coordonne´es polaires permet d’e´crire
Dφ(ρ) = 2C
∫ ∞
0
∫ 2π
0
ν−11/3 (1− cos(−2πiνρcos(θ)) ν∂θ∂ν, (2.22)
ou` C est une constante. En prenant
J0(x) =
1
π
∫ ∞
0
cos(ρcosθ)dθ, (2.23)
2.3 Les effets optiques de la turbulence atmosphe´rique 27
0 5 10 15 20 25 30 35 40 45 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Cφ(ρ)/Cφ(0)
distance ρ, [m]
u
n
ité
s 
no
rm
al
isé
es
 
 
L0 = 30m,r0 = 0.1m
L0 = 50m,r0 = 0.1m
L0 = 70m,r0 = 0.1m
L0 = 90m,r0 = 0.1m
FWHM ≈ L0/3
FIG. 2.4 – Comportement de la fonction de covariance spatiale de la phase en fonction de la distance
ρ =
√
∆x2 +∆y2. Remarquablement, la largeur a` mi-hauteur (FWHM) est d’environ L0/3 pour
tous les cas teste´s.
il vient finalement [Gradstein et Ryshik, 1981]
Dφ(ρ) = 2C2π
∫ ∞
0
ν−8/3 (1− J0(2πiνρ)) dν. (2.24)
La fonction de structure s’obtient a` partir des calculs du paragraphe 2.3.2.2.1 comme
Dφ(ρ) ≈ 6.88
(
ρ
r0
)5/3
. (2.25)
2.3.2.3 Statistiques temporelles
Sous l’hypothe`se de Taylor [Taylor, 1938], pour une couche donne´e a` l’altitude h, les de´fauts de
phase se de´placent a` vitesse de vent constante en translation. On peut alors e´crire
φ (~r, t+ τ) = φ
(
~r − τ ~V , t
)
, (2.26)
ou` V = |~V |. L’interpre´tation physique est que la phase a` un instant t + τ est e´quivalent a` la phase
de´place´e de τ ~V .
Sous cette hypothe`se, [Roddier et al., 1993] et [Conan et al., 1995] montrent que le spectre spatial
d’une composante de la phase sous la forme
m(~r) =M(~r) ⋆ φ(~r), (2.27)
s’e´crit
WM (~ν, h) = |M(~ν, h)|2Wφ(~ν, h), (2.28)
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FIG. 2.5 – DSP des mode`les de von Ka´rma´n et Kolmogorov.
ou` M(~ν) est la transforme´e de Fourier de la fonction spatiale M(~r).
En s’appuyant sur l’hypothe`se de Taylor, la densite´ spectrale de puissance temporelle (monodi-
mensionnelle) peut se calculer a` partir de la densite´ spectrale de puissance spatiale (bidimensionnelle)
en prenant
WtM (f, h) =
1
V (h)
∫
WM
(
f
V (h)
, νy
)
dνy, (2.29)
ou` f est la fre´quence temporelle (en Hertz) et V (h) est le module vitesse de vent en fonction de
l’altitude, suppose´ aligne´ avec l’axe des ’x’ dans un repe`re xOy.
Finalement, en inte´grant sur l’altitude
WtM (f) =
∫ hmax
0
WtM (f, h)δh (2.30)
la DSP temporelle globale est obtenue.
Cette expression est intensivement utilise´e aux chapitres 4, 5 et 6 afin d’obtenir des mode`les
d’e´volution temporelle de la phase pour une de´composition modale de la phase sur les polynoˆmes de
Zernike. Pour ce cas, les fonctions M(~r) correspondent dans ce cas aux polynoˆmes de Zernike.
2.3.2.4 Perturbations optiques d’origine me´canique
Le diame`tre des te´lescopes croissant, la structure me´canique devient par conse´quent de plus
grandes dimensions. Ceci soule`ve des proble`mes de stabilite´ aux vibrations incite´es par le vent sur
la structure me´canique du te´lescope.
La rigidite´ de la structure du te´lescope tend a` concentrer cet impact sur les bas ordres optiques,
notamment le TT [Sedghi, 2007]. Ce phe´nome`ne a comme conse´quence ne´faste une composante
optique importante qui viendra s’ajouter aux perturbations purement atmosphe´riques. La Fig. 2.6
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compare deux types de DSP issues de perturbations d’origines diverses. En noir, le spectre du TT
obtenu par combinaison line´aire de spectres en altitude dans la direction perpendiculaire et paralle`le
au vecteur vitesse de vent, selon la me´thode de´taille´e a` la section 2.3.2.3. Les conditions de simulation
sont de´crites dans la le´gende de la Fig. 2.6. En rouge, l’allure de la DSP de la perturbation me´canique
issue d’un mode`le a` e´le´ments finis re´alise´ a` l’ESO dans le cadre des e´tudes de conception de l’E-ELT.
Le rapport e´leve´ entre la variance des perturbations atmosphe´riques et me´caniques est tre`s clairement
visible. Ce rapport peut atteindre trois ordres de magnitude (en fonction des parame`tres pris pour le
TT atmosphe´rique, notamment l’e´chelle externe L0), ce qui souligne l’importance d’une commande
optimale pour obtenir une atte´nuation plus efficace.
A noter la ressemblance du spectre me´canique avec le spectre atmosphe´rique, notamment aux
basses fre´quences.
Le tilt d’origine me´canique est traite´ au chapitre 6 dans le cadre de la commande optimale avec
dynamique miroir pour le miroir pre´-focal M4 du futur E-ELT et le syste`me a` double correcteur
woofer-tweeter.
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FIG. 2.6 – DSP de l’angle d’arrive´e (AA), avec M(~ν) = 2iπ~νF{Ω}, D = 42m, L0 = 50m,
l0 = 0m, seeing = 1,0 arcsec@0,5µm, r0≈0,1m, avec trois couches en altitude de poids relatifs
{0,67 ;0,22 ;0,11}, V =12,5m/s et directions θi = {0o; 45o, 90o}. L’AA d’origine me´canique (prise au
vent du te´lescope) est issu de simulations d’e´le´ments finis re´alisee´ par l’ESO, avec ≈280 mas rms de
perturbation totale. Le rapport des perturbations est de ≈164 en valeurs rms.
2.4 Imagerie a` travers la turbulence
2.4.1 Crite`res de performance optique
Plusieurs crite`res de performance optique peuvent eˆtre de´finis ayant pour base la FEP. Le rapport
de Strehl est de´fini par
SR ,
FEP(0)
Airy(0)
, (2.31)
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e´tant le rapport du pic central de la FEP de l’image corrige´e par OA par celui de l’image the´orique
limite´e par la diffraction.
D’autres crite`res base´s sur la FEP peuvent eˆtre de´finis, tels la largeur a` mi-hauteur ou l’e´nergie
encercle´e. Cependant, ces de´finitions ne sont pas utilise´es dans ce me´moire.
Une me´trique d’inte´reˆt est l’e´nergie cohe´rente donne´e par
Ec = e−σ
2
res , (2.32)
(avec σ2res en rd2) car elle approxime le rapport de Strehl (approximation de Mare´chal) [J.W.Hardy, 1998,
Ross, 2009]
SR ≈ e−σ2res , (2.33)
si la variance totale des de´fauts de phase (en rd2) est petite. Le rapport de Strehl est toujours maximise´
en minimisant la variance de la phase re´siduelle [Herrmann, 1992]. C’est ce crite`re qui sera utilise´
tout au long de ce me´moire.
2.4.2 La base des polynoˆmes de Zernike
Les polynoˆmes de Zernike en nombre infini forment une base mathe´matique orthonormale ou` les
composantes radiale et azimutale sont se´parables. Les polynoˆmes sont de´finis par (0 ≤ r ≤ 1)
Zmn (r, θ) =

√
n+ 1Rmn (r)
√
2cos(mθ) pour m 6= 0, j pair;√
n+ 1Rmn (r)
√
2sin(mθ) pour m 6= 0, j impair;√
n+ 1R0n(r)
√
2 pour m = 0;
(2.34)
avec
Rmn (r) =
(n−m)/2∑
k=0
(−1)k (n− k)!
k! ((n +m)/2 − k)! ((n −m)/2− k)! r
n−2k, (2.35)
ou` n ∈ N et m ∈ N sont les ordres radiaux et azimutaux. L’indice j est une fonction de m et
n. Celle de [Noll, 1976] est adopte´e. La Fig. 2.7 montre les premiers polynoˆmes qui pre´sentent la
caracte´ristique sympathique d’eˆtre les aberrations optiques les plus communes.
Les transforme´es de Fourier des polynoˆmes de Zernike Zmn (~ν) sont de´finies par
Zmn (~ν) =
√
n+ 1
Jn+1(2πDν)
πDν

(−1)(n+m)/2im√2cos(mθ) pour m 6= 0, j pair;
(−1)(n−m)/2im√2sin(mθ) pour m 6= 0, j impair;
(−1)n/2 pour m = 0;
(2.36)
La DSP temporelle des polynoˆmes de Zernike se calcule imme´diatement a` partir de l’Eq. (2.28) en
prenant |M|2 = |Zmn (~ν)|2 .
Noll de´rive aussi la matrice de covariance spatiale des polynoˆmes de Zernike pour une turbulence
de type Kolmogorov. [Conan, 2000] ge´ne´ralise ce meˆme re´sultat pour une turbulence de von Ka´rma´n.
2.4.2.1 Mode´lisation avec la base de polynoˆmes de Zernike
2.4.2.1.1 Ge´ne´ration d’e´crans de phase Les e´crans de phase turbulents sont simule´s suivant la
me´thode de [McGlamery, 1976]. Cette me´thode consiste a` faire des tirages ale´atoires
φi(x, y) = Re
{
TF−1
{√
Wφ(~ν) ·
√
w(~ν)
}}
, (2.37)
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FIG. 2.7 – Repre´sentation bidimensionnelle des premiers polynoˆmes de Zernike.
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ou` w(~ν) est un bruit blanc, gaussien de matrice de covariance e´gale a` l’identite´, Σw = I.
La me´thode de McGlamery introduit une e´chelle externe fictive Lfictive0 ≈ L/2, avec L la
longueur en me`tres de l’e´cran de phase. Pour pallier a` cet effet, [Lane et al., 1992] propose de rajouter
des harmoniques correspondant aux fre´quences infe´rieures a` 1/D. La fonction de structure est ainsi
mieux repre´sente´e. [Roddier, 1990] propose une me´thode inspire´e de celle de McGlamery, en faisant
des tirages ale´atoires a` partir de la matrice de covariance des polynoˆmes de Zernike. Un inconve´nient
est que les e´crans de phase sont par construction a` support circulaire.
Une me´thode rapide propose´e par [Harding et al., 1999] s’appuie sur la nature fractale de la
turbulence [Schwartz et al., 1994]. A la base est l’algorithme de mid-point ou` des tirages ale´atoires
sont effectue´s pour diffe´rentes re´solutions spatiales jusqu’a` ce que une re´solution suffisamment fine
soit obtenue.
Une me´thode permettant de simuler des e´crans de phase non stationnaires infiniment longs a
e´te´ propose´e par [Asse´mat et al., 2006] puis ge´ne´ralise´e par [Beghi et al., 2008d]. Cette me´thode
consiste a` rajouter successivement des colonnes ge´ne´re´es de fac¸on a garantir une covariance de phase
[Eq. (2.20)] correcte.
En pratique les polynoˆmes de Zernike sont de´finis sur une grille discre´tise´e de points. Afin d’e´viter
la perte d’orthonormalisation suite a` l’utilisation d’un e´chantillonnage spatial, la matrice suivante doit
eˆtre calcule´e
Zortho(i, j) =
1
SΩ
∑
r<R
∑
0≤θ≤2π
Zi(r/R, θ)Zj(r/R, θ)r∆r∆θ. (2.38)
Avec l’inverse de celle-ci, les coefficients de la de´composition sur la base des polynoˆmes de Zernike
sont re´orthonormalise´s [Fusco, 2000].
Exemple : Ge´ne´ration d’e´crans de phase a` partir du spectre de puissance spatiale de von Ka´rma´n
selon la me´thode de McGlamery.
La Fig. 2.8 montre la variance the´orique des polynoˆmes de Zernike pour un spectre de Kolmogorov
et von Ka´rma´n. Une atte´nuation des basses fre´quences (cf. Fig. 2.5) donne lieu a` une variance moins
importante sur tous les modes, plus visiblement sur les modes de tip/tilt. La simulation nume´rique
s’ajuste bien a` la the´orie, si l’on tient compte l’e´chelle externe fictive.
2.4.2.1.2 Coefficients des polynoˆmes de Zernike et erreur de front d’onde En ge´ne´ral, l’erreur
de front d’onde est donne´e par (en rd2 de phase)
ǫ2φ,J =
〈
4
πD2
∫ R
0
∫ 2π
0
φ− J∑
j=1
ajZj
2 r∂r∂θ〉 , (2.39)
ou` la moyenne de chaque mode 〈ai〉 = 0.
Puisque les polynoˆmes de Zernike sont orthogonaux
1
SΩ
∫
SΩ
Zj(r/R, θ) · Zj(r/R, θ)r∂r∂θ = 1,∀i = j > 0, (2.40)
et normalise´s
4
πD2
∫ R
0
∫ 2π
0
Zj(r/R, θ)
2r∂r∂θ = 1, (2.41)
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FIG. 2.8 – Gauche : variance des modes de Zernike, the´orique et simule´e a` partir de 100 tirages
ale´atoires selon la me´thode de de McGlamery. Parame`tres : L0 = 25 m, D = 2 m, r0 = 0, 1
m ; Droite : matrice de re´orthogonalisation des modes de Zernike [Eq. (2.38)]. Les variances sont
moyenne´es sur 100 tirages avec L ≥ 2L0.
donc, d’apre`s [Noll, 1976]
ǫ2φ,J =
〈
φ2
〉− J∑
j=2
〈|aj |2〉 . (2.42)
La variance
〈
φ2
〉
correspond a` la phase « de´pistonne´e », c’est-a`-dire, apre`s e´limination de la moyenne
sur la pupille. Ainsi, la variance
〈|aj |2〉 des polynoˆmes de Zernike avec coefficients aj est directement
la variance en terme d’erreur de front d’onde.
2.4.3 L’angle d’arrive´e
L’angle d’arrive´e correspond a` l’angle de la phase bidimensionnelle sur la pupille du te´lescope. La
Fig. 2.9 illustre le principe et la distinction par rapport aux polynoˆmes de Zernike Z2 et Z3 (le tip/tilt)
pour une coupe monodimensionnelle. Les TT de Zernike sont le plan moyen (au sens moindres carre´s)
qui intersecte la phase. Tous les modes avec fre´quence azimutale m = 1 contribuent a` l’angle d’arrive´e
[Brummelaar, 1995].
La DSP spatiale est donne´e par
W(~ν) = |M(~ν)|2Wφ(~ν), (2.43)
ou`, pour une pupille circulaire de rayon D,
M(ν) = 2πiν
2J1(πDν)
πDν
. (2.44)
L’obtention de ce mode se fait de fac¸on tre`s simple en prenant la moyenne des gradients de phase.
En plus, couramment des miroirs de basculement peuvent eˆtre mis en place pour corriger le AA. La
correction de ce mode sera particularise´ au chapitre 6 ou` la dynamique de ce composant est prise en
compte.
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FIG. 2.9 – Illustration des types de modes de basculement (monodimensionnel) le tip/tilt
correspondant aux modes Z2, Z3 et l’angle d’arrive´e (AA). Les premiers s’ajustent a` la phase au
sens moindres carre´s alors que l’AA est la pente de l’ensemble, donc la diffe´rence de la phase aux
extre´mite´s.
2.4.3.1 Angle d’arrive´e et modes tip/tilt de Zernike
Pour les modes tip/tilt, la variance totale peut aussi s’e´crire en terme de l’angle d’arrive´e. Celui-ci,
on le souligne car cela preˆte a` confusion, n’est pas l’angle d’arrive´e du front d’onde turbulent, mais
tout simplement l’angle du TT, converti de rd2 de phase en rd2 d’angle e´quivalent.
La diffe´rence de phase aux bords de la pupille est donne´e par
∆φ =
2π
λ
∆δ (2.45)
ou` δ est ici le de´placement aux bords. Puisque ∆δ = Dα, l’angle e´quivalent des Z2 et Z3 est tout
simplement α = 4a2,3 (voir la de´finition des TT de Zernike a` la section 2.4.2).
2.5 Le principe de l’optique adaptative
Depuis pre`s de quatre sie`cles, tous les instruments mis au point pour scruter l’univers souffrent du
meˆme mal, d’autant plus difficile a` e´liminer que le coupable est l’atmosphe`re terrestre.
Les moyens mis en oeuvre pour s’affranchir de la turbulence sont connus sous le nom d’optique
adaptative. Concept initialement propose´ par [Babcock, 1953], l’optique adaptative est une technique
qui permet de corriger en temps re´el les de´formations e´volutives d’un front d’onde graˆce a` un miroir
de´formable.
La Fig. 2.10 pre´sente le principe : la lumie`re arrivant sur le te´lescope est bossele´e par la turbulence
atmosphe´rique : le front d’onde n’est plus plan mais irre´gulier. Il est envoye´ sur un miroir de´formable
auquel on applique des de´formations inverses de celles du front d’onde de fac¸on qu’apre`s re´flexion
sur ce miroir, il redevienne a` nouveau plat.
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FIG. 2.10 – Principe de fonctionnement de l’optique adaptative en astronomie.
Tout le proble`me revient donc a` savoir quelles de´formations il faut appliquer au miroir. Puisque
les de´formations doivent eˆtre inverses de celles du front d’onde, elles s’obtiendront donc en analysant
ce front d’onde. A cette fin, une petite partie de lumie`re est pre´leve´e a` l’aide d’une lame semi
re´fle´chissante et on l’envoie sur un dispositif qui analyse la surface d’onde. Ce dernier dispositif
adresse alors a` un ordinateur les mesures de front d’onde et celui-ci calcule la valeur des signaux
e´lectriques a` envoyer aux actionneurs du miroir pour le de´former.
Un tel syste`me n’a e´te´ re´alisable que graˆce a` un concours de deux circonstances essentielles :
1) existence d’une the´orie inte´gre´e de la turbulence atmosphe´rique 2) avancement technologique,
optique, informatique et me´canique.
Ces syste`mes ope`rent en boucle ferme´e, consistant a` placer un analyseur de surface d’onde derrie`re
le miroir de´formable pour mesurer le re´sidu apre`s correc tion. Depuis les premiers syste`mes d’OA
COME-ON et ses successeurs COME-ON+ [Rousset et al., 1990] et ADONIS [Beuzit et Hubin, 1993]
installe´s aux te´lescope de 3,6m de l’observatoire europe´en austral (ESO) a` Paranal (Chili), le syste`me
NAOS e´quipe les te´lescopes de 8,2m de l’ESO [Rousset et al., 2000]. Plusieurs autres observatoires
se sont aussi munis ou sont en cours de se munir de cette technologie. Les te´lescopes Keck, Gemini
North et Subaru a` Hawaii, Gemini South aussi au Chili, le LBT en Arizona et le GTC aux ıˆles Canaries
font partie de cette liste de plus en plus longue – Fig. 1.1.
2.5.1 Composants et mode´lisation classique
Les composants principaux d’un syste`me d’optique adaptative sont
1. l’analyseur de surface d’onde
2. le miroir de´formable
3. le calculateur nume´rique temps re´el
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La Fig. 2.10 montre leur disposition. On aborde se´quentiellement l’ASO, le DM et enfin le
chronogramme d’ope´rations propre a` l’OA et l’organisation des ope´rations re´alise´es par le calculateur
nume´rique.
2.5.1.1 L’analyseur de surface d’onde
FIG. 2.11 – L’analyseur Hartmann-Shack, vue late´rale. Le front d’onde est e´chantillonne´ spatialement
et le gradient moyen local (bidimensionnel) est mesure´ a` l’aide d’un des algorithmes de´crits dans le
corps du texte.
2.5.1.1.1 Plan pupille : Hartmann-Shack - HS L’ASO HS repre´sente´ sur la Fig. 2.11, mesure le
gradient moyen de la phase ∇φ(x, y) sur chaque sous-pupille, de´fini par
∇φ ,
( ∂
∂xφ
∂
∂yφ
)
. (2.46)
Les gradients locaux de´placent le centre de l’image au plan focal des sous-pupilles selon les relations
∆x
f0
,
λ
2πΩp
∫ ∫
Ωp
∂φ(x, y)
∂x
∂y∂x (2.47a)
∆y
f0
,
λ
2πΩp
∫ ∫
Ωp
∂φ(x, y)
∂y
∂y∂x (2.47b)
ou` f0 est la distance focale des micro-lentilles et Ωp est la surface total de la sous-pupille.
Les sous-pupilles place´es aux bords du te´lescope (externe et interne) sont souvent sous-e´claire´es.
Un seuil est choisi concernant le fraction de sous-e´clairage pour valider la mesure d’une sous-pupille,
car les mesures de sous-pupilles tre`s peu e´claire´es sont par conse´quent tre`s bruite´es.
L’Eq. (2.46) peut s’e´crire sous forme matricielle par la relation line´aire
s = Dφ+w, (2.48)
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ou` s est un vecteur-colonne de mesures du gradient local, D est une matrice dont les lignes donnent
les relations du gradient sur une sous-pupille en fonction des parame`tres de la phase et w est le bruit
de mesure. Le nombre de colonnes de D est the´oriquement infini. Dans la pratique une base tronque´e
pour de´crire φ est utilise´e et donc D devient par conse´quent de taille finie.
Les de´placements ∆x et ∆y sont normalement e´value´s en mesurant le Centre de Gravite´ (CoG)
de la tache image cre´e au foyer des sous-pupilles. Plusieurs me´thodes ont e´te´ de´veloppe´es visant
l’ame´lioration de la mesure et la diminution de l’impact du bruit par seuillage ou feneˆtrage. Outre ce
CoG classique ou ponde´re´ [Nicolle et al., 2004, Thomas et al., 2006], des me´thodes de corre´lation
existent – voir par exemple [Michau et al., 1992]. Une approche plus re´cente est le filtre adapte´1
[Gilles et Ellerbroek, 2006].
2.5.1.1.2 Bruit de mesure On conside`re deux contributions principales au bruit de mesure : le
bruit de photon et le bruit de lecture [Roddier, 1999]. Leur variance est rappele´e sur le tableau 2.1
pour deux types d’algorithme de calcul des de´placements de l’image sur les sous-pupilles : le Centre
of Gravity (CoG) et Weighted Centre of Gravity (WCoG).
Les parame`tres suivants sont ne´cessaires a` la caracte´risation des bruits :
– Nph - nombre de photons par sous-pupille et par trame
– NT - largeur a` mi-hauteur (en pixels) de l’image
– ND - fwhm de l’image de diffraction de la sous-pupille. En pixels, cette valeur est normalement
de 2, pour un e´chantillonnage a` Shannon.
– Ns - Nombre line´aire de pixels utilise´ par l’algorithme de centre de gravite´
– σe - nombre rms de photo-e´lectrons par pixel et par trame
TAB. 2.1 – Bruit de mesure de l’ASO Hartmann-Schack. Ns est approxime´ par le nombre total de
pixels dans sous-pupille. A noter que si d >> r0, NT /ND = λ/r0λ/d = d/r0.
Type CoG WCoG
Bruit de photon (rd2) σ2ph = π
2
2
1
nph
(
NT
ND
)2
σ2ph = 2
π2
2ln(2)
1
nph
(
NT
ND
)2 (N2T+N2s )4
(2N2T+N2s )
2
N4s
Bruit de lecture (rd2) σ2det = π
2
3
σ2e
n2
ph
(
Ns
ND
)2
σ2det =
π3
32ln(2)2
σ2e
n2
ph
(N2T+N
2
s )
4
N2
T
N4s
2.5.1.1.3 Plan focal : Pyramide - Pyr Le concept d’ASO plan focal propose´ par [Ragazzoni, 1996]
est en effet une variation de l’ASO « couteaux de Foucault ». Le faisceau lumineux qui arrive au
sommet de la pyramide produit quatre images de la pupille sur un plan d’observation, comme le
montre la Fig. 2.12. La de´rive´e de la phase selon x et y est relie´e a` la diffe´rence d’intensite´ dans les
cadrants. Mathe´matiquement, cela se traduit par les e´quations suivantes :
sx(x, y) =
I1 + I2 − I3 − I4
I0
, (2.49a)
sy(x, y) =
I1 + I4 − I2 − I3
I0
, (2.49b)
1matched filter en Anglais.
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FIG. 2.12 – Principe d’ope´ration de l’analyseur pyramide. Image re´tire´e de Ve´rinaud et al., 2004.
ou` Ii est l’intensite´ enregistre´e dans la sous-pupille localise´e a` (x, y) sur le quadrant i.
En re´gime de faibles perturbations
sin(sx) ≈ sx = λ
απ2
∂φ
∂x
, (2.50a)
sin(sy) ≈ sy = λ
απ2
∂φ
∂y
, (2.50b)
ou` α est l’angle de modulation.
Pour une modulation infe´rieure a` α/λ cet analyseur pre´sente un comportement analogue a` un
analyseur de pente et au-dela` il devient un analyseur de phase [Ve´rinaud, 2004]. En boucle ferme´e,
car seul le re´sidu de phase de faible amplitude est mesure´, l’approximation de mesures par des pentes
est donc raisonnable.
L’analyseur a` pyramide ne sera pas utilise´ dans ce me´moire. Cependant, la nature des me-
sures e´tant e´troitement lie´e aux gradients de phase, les de´veloppements effectue´s sont facilement
ge´ne´ralisables a` ce type d’ASO (voir notamment la section 3.4).
2.5.1.2 Le miroir de´formable
Le miroir de´formable, quelle que soit la technologie de fabrication et le composant exploite´
pour produire des de´formations, est caracte´rise´ par ses proprie´te´s spatiales ainsi que temporelles.
Des proprie´te´s spatiales font partie la position dans l’espace (plan bidimensionnel) et la forme
des fonctions d’influence [Roddier, 1999]. Pour un aperc¸u ge´ne´ral du composant, la technologie de
fabrication et la mode´lisation a` e´le´ments finis, se re´fe´rer a` [Ellis, 1999].
En absence de dynamique temporelle, la phase de correction est a` chaque instant le produit des
tensions u par la matrice d’influence. On obtient donc la relation line´aire
φcor = Nu, Phase de correction, MD infiniment rapide (2.51)
avec N la matrice qui concate`ne les fonctions d’influence du MD.
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2.5.1.2.1 Fonctions d’influence Pour des fins de mode´lisation, plusieurs mode`les d’IF sont
souvent utilise´s. Les fonctions pre´sente´es ci-dessous sont se´parables, autrement dit
IF(x, y) = IF(x)IF(y), (2.52)
et suppose´es invariantes par translation. Cette proprie´te´ est exploite´e aux chapitres 3 et 5 pour la
mode´lisation dans une base de fre´quences spatiales.
Ces fonctions sont normalise´es par la distance inter-actionneur dact, c’est-a`-dire que pour x = 1 la
distance physique est de dact. La constante c repre´sente le coefficient de couplage me´canique, de´fini
par la de´formation normalise´e subie par les premiers voisins quand un actionneur est pousse´. Sur
la Fig. 2.13 sont repre´sente´es les coupes de fonctions d’influence les plus communes et une vue
bidimensionnelle de la fonction gaussienne.
– Splines biline´aires :
IFl(x) =
{
x+ 1 si x ∈ [−1, 0];
x− 1 si x ∈ [0, 1]. (2.53)
– Splines cubiques :
IFc(x) =

1 + (4c− 2, 5)|x|2 + (−3c+ 1, 5)|x|3 si |x| ≤ 1;
(2c− 0, 5)(2 − |x|)2 + (−c+ 0, 5)(2 − |x|)3 si 1 < |x| < 2,
0 sinon.
(2.54)
– Gaussiennes :
IFg(x) = e
−ln(c)x2 ∀x. (2.55)
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FIG. 2.13 – Fonctions d’influence. Gauche : coupe radiale. Droite : repre´sentation bidimensionnelle
d’une fonction d’influence Gaussienne.
2.5.1.2.2 Dynamique temporelle Le design optique des te´lescopes de dernie`re ge´ne´ration inclut
des MD pre´-focaux dans le train optique (voir par exemple [Arsenault et al., 2006, Riccardi et al., 2004,
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Riccardi et al., 2008]), cas aussi du futur ELT Europe´en et du TMT. Ces structures sont alors parti-
culie`rement affecte´es par l’impact du vent sur l’ensemble de la structure me´canique [Sedghi, 2007]).
A ce propos voir aussi la section 2.3.2.4.
On fait comme hypothe`se que l’espace de correction dans le cas dynamique reste celui engendre´
par les fonctions d’influence statiques du MD, concate´ne´es dans la matrice N. Ceci dit, la phase de
correction est donne´e par
φcor(t) = Np(t), Phase de correction, MD infiniment rapide (2.56)
ou` p(t) est la de´formation instantane´e de la surface du miroir sur une base normalise´e de fonctions
d’influence. Une description approfondie du comportement dynamique du MD est effectue´e a` la
section 6.4.2.
En ge´ne´ral, la dynamique temporelle des MD reste a` ce jour relativement peu connue. Cela
rele`ve principalement du fait que les temps de re´ponse mono-actionneur sont souvent faibles vis-a`-
vis du temps d’inte´gration. En conse´quence, l’impact sur la performance optique est ge´ne´ralement
ne´gligeable.
Il faut noter que la connaissance de la dynamique d’un seul actionneur pris isole´ment n’est pas
descriptive de la dynamique de l’ensemble de la structure e´lectrome´canique du MD.
L’e´tude du comportement dynamique par mode´lisation d’e´le´ments finis a fait l’objet de certains
travaux ; a` titre d’exemple [Charton et al., 2003] et plus re´cemment [Gasmi et al., 2008].
Les e´tudes expe´rimentales sont rares car elles ne´cessitent des moyens techniques complexes.
Un exemple est la me´thode stroboscopique. Elle consiste a` faire l’acquisition cadence´e d’images a`
fre´quence e´leve´e afin de reproduire le mouvement de la surface re´flectrice. Ces images peuvent eˆtre
obtenues par techniques interfe´rome´triques [Horsleya et al., 2007, Conway et al., 2007]. Suite a` une
de´composition de la de´formation sur une base de modes approprie´e, le comportement dynamique
global peut eˆtre ainsi caracte´rise´. Des parame`tres de mode`les d’ordre convenable cale´s sur le
comportement physique du MD peuvent eˆtre alors de´termine´s.
2.5.2 Chronogramme d’ope´rations
L’ASO inte`gre la phase turbulente durant une pe´riode d’e´chantillonnage. Ceci correspond a`
accumuler du flux lumineux (des photons) pour en de´duire une mesure de front d’onde. Apre`s ce
cre´neau d’inte´gration, dans un deuxie`me temps la mesure du de´tecteur est transforme´e en une mesure
de phase ou de ses de´rive´es [cf. 2.5.1.1]. Plus pre´cise´ment, pour le HS, ce sont les gradients locaux qui
sont calcule´s. Il s’ensuit le calcul de la phase reconstruite et l’application de la loi de commande. Le
MD est commande´ avec deux trames de retard, puisque le calcul de la commande applique´e au MD
(suppose´ constante sur un cre´neaux) est calcule´e a` partir de la phase inte´gre´e deux trames avant.
La Fig. 2.14 montre le principe et la notation utilise´e. La phase inte´gre´e sur [(k − 1)Ts, kTs[ est
de´finie par
φ¯k ,
∫ kTs
(k−1)Ts
φ(t)dt, (2.57)
alors que la commande applique´e sur la base de φ¯k est
uk+1 , u(t), t ∈ [(k + 1)Ts, (k + 2)Ts[. (2.58)
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FIG. 2.14 – Organisation des ope´rations en OA. Le temps d’inte´gration de l’ASO d’une trame suivi
du temps de lecture et de la reconstruction et commande caracte´risent un syste`me a` retard. En ge´ne´ral,
ces dernie`res ope´rations e´quivalent a` une trame de retard - le retard pur [J.W.Hardy, 1998]. Le syste`me
est donc dit a` deux trames de retard.
2.5.3 Les diffe´rents espaces en OA
Il est possible de de´composer l’espace de dimension infinie Ψ sur lequel est de´fini le front
d’onde φ en plusieurs sous-espaces, correspondant aux parties observables, commandables et a` ses
comple´ments. La Fig. 2.15 illustre les diffe´rents espaces rencontre´s en OA.
FIG. 2.15 – Espace des vecteurs de phase Ψ, phase observable (ker(D)⊥) et commandable (M).
2.5.3.1 Espace commandable
L’espace des phase peut se de´composer en deux sous-espaces orthogonaux comple´mentaires M
et M⊥ :
Ψ =M⊕M⊥ (2.59)
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Le premier correspond a` l’espace engendre´ par les fonctions d’influence du MD, soit donc Im(N), et
le second a` son comple´ment.
2.5.3.2 Espace mesurable
L’espace mesurable ker(D)⊥ est de´fini par l’espace orthogonal des vecteurs du noyau de D. Une
partie de ker(D)⊥ intersecte M – il s’agit de la partie de l’espace observable qui est atteignable par
les fonctions d’influence du MD. En ge´ne´ral c’est dans ce sous-espace re´duit qu’on travaillera.
Le noyau de D (ker(D)) inclut le mode piston, puisque un retard ou avance de phase constante
implique une mesure nulle (les gradients sont nuls tous les deux) et aussi le mode gaufre, qui se
trouve a` la fre´quence spatiale 12d pour le HS. La Fig. 2.16 illustre le mode gaufre pour un syste`me
avec 20x20 sous-pupilles et la mesure re´sultante effectue´e par un HS ge´ome´trique par application
directe de l’Eq. (3.3). Les origines du mode gaufre sont aborde´es en plus de de´tail a` la section 3.2.3.
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FIG. 2.16 – Gauche : Mode gaufre pour l’ASO Hartmann-Shack avec 20x20 sous-pupilles. Droite :
Mesure non bruite´es obtenue avec le HS ge´ome´trique. 40x40 pixels par sous-pupille, masque de phase
rectangulaire pour e´viter sous-e´clairage pupillaire. Les variations autour de ze´ro sont dues aux effets
de pixe´lisation.
2.6 Budget d’erreurs en OA
En OA, l’erreur totale peut eˆtre de´compose´e par une somme de termes
σ2res = σ
2
scint + σ
2
aniso + σ
2
alias + σ
2
bruit + σ
2
fit + σ
2
temp + σ
2
calib + σ
2
aberr + σ
2
rem. (2.60)
Ces erreurs sont se´pare´es en trois sous-goupes : l’erreur de scintillation et d’anisoplane´tisme, pour
ce qui concerne les erreurs dues a` l’atmosphe`re ; l’erreur de calibration et d’autres aberrations diverses
sont regroupe´es par les erreurs de mise en œuvre. Elles ne sont pas aborde´es dans ce me´moire, leur
contribution pouvant donc eˆtre conside´re´e nulle. Les restantes sont intrinse`ques a` l’OA, soit les erreurs
de repliement σ2alias, de mesure σ2bruit, de sous-dimensionnement σ2fit et l’erreur temporelle σ2temp. Elles
sont traite´es en plus de de´tail dans ce qui suit.
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2.6.1 Erreurs dues a` l’OA
(i) Erreur de repliement σ2alias : Cette erreur correspond aux fre´quences spatiales de la phase qui, a`
cause de l’e´chantillonnage de la mesure, se replient sur les basses fre´quences.
Dans ce cas, l’erreur de repliement dans l’espace des phases peut se calculer comme e´tant la
variance totale hors bande.
La Fig. 2.17 montre le rapport de la variance des fre´quences replie´es σ2alias =
∫∞
1
2d
Wφνdν sur la
variance des fre´quences non replie´es obtenu en prenant
σ2alias
σ2nonalias
=
∫∞
1
2d
Wφνdν∫ 1
2d
1/D Wφνdν
. (2.61)
Pour un e´chantillonnage spatial de 0,5m un rapport de 10−3 est obtenu, autrement dit, environ
0,1% de l’e´nergie est au-dela` de la fre´quence 1m−1 ;
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FIG. 2.17 – Rapport de variances de la phase e´chantillonne´e et replie´e.
(ii) Bruit de mesure σ2bruit :
L’erreur de mesure est de´taille´e a` la section 2.5.1.1.2 pour l’analyseur Hartmann-Shack.
(iii) Erreur temporelle σ2t :
L’asservissement utilise´ en OA introduit un retard de correction, qui se cumule avec le retard
de mesure. L’erreur temporelle va s’accroıˆtre avec la vitesse d’e´volution de la turbulence
relativement a` la fre´quence d’e´chantillonnage de l’asservissement.
(iv) Erreur de fitting σ2fit
Le repliement fitting en OA correspond a` l’erreur de sous-dimensionnement du syste`me.
Formellement, cette erreur correspond a` M⊥ [voir Fig. 2.15], c’est-a`-dire la projection de la
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phase φ ∈ Ψ sur M⊥.
σ2fit = σ
2
M⊥ =
1
SΩ
〈∥∥∥φM⊥∥∥∥2〉 . (2.62)
L’erreur de fitting peut s’e´crire en supposant que le miroir cre´e´ essentiellement des basses
fre´quences
σ2fit = α
M⊥
(
dact
r0
)5/3
, (2.63)
ou` αM
⊥
est le coefficient de l’erreur de sous-dimensionnement. Cette erreur a e´te´ e´tudie´e par
diffe´rents auteurs, notamment par [Hudgin, 1977], [Ellerbroek, 1994] et [Rigaut et al., 1998]
qui trouvent selon les hypothe`ses (prise en compte du repliement) αM⊥ = 0, 287, αM⊥ ≈ 0, 3
et αM⊥ = 0, 23 respectivement.
2.7 Diffe´rents concepts d’Optique Adaptative
FIG. 2.18 – Anisoplane´tisme : la phase turbulente de´pend de la direction d’observation. Pour une OA
classique, la correction est donne´e par un seul miroir. La phase de correction est commune pour toutes
les directions.
Dans le budget d’erreurs de l’Eq. (2.60), le terme σ2aniso repre´sente l’erreur d’anisoplane´tisme.
Lorsque l’objet d’inte´reˆt s’e´loigne de l’e´toile guide utilise´e pour faire l’analyse de front d’onde, la
correction apporte´e par l’optique adaptative se de´grade. La Fig. 2.18 sche´matise le principe.
L’origine physique de ce phe´nome`ne est lie´e a` la distribution volumique de la turbulence
atmosphe´rique, de´ja` pre´sente´e a` la section 2.3.1.1. La phase turbulente est diffe´rente dans toutes les
directions car a` chaque direction correspond une section diffe´rente du volume. La correction par un
seul miroir conjugue´ de la pupille ne suffit donc pas.
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Pour s’affranchir des limitations de correction en OA classique impose´es par l’anisoplane´tisme,
le concept d’OA multi-conjugue´e a e´te´ de´veloppe´. Propose´ initialement par [Dicke, 1975], ce concept
a ensuite e´te´ de´veloppe´ sur le plan the´orique par diffe´rents auteurs, dont on cite les principaux
[Beckers, 1988, Tallon et al., 1992, Fusco et al., 1999, Ragazzoni et al., 2000]. La performance de ces
syste`mes a e´te´ e´tudie´e par [Ellerbroek, 1994], [Tokovinin et al., 2000] et [Tokovinin et Viard, 2001]
dans le domaine des fre´quences spatiales. Un effort important de recherche a e´te´ consacre´ a`
l’optimisation de la reconstruction tomographique par [Fusco et al., 2001] et [Ellerbroek, 2002].
L’objectif de l’OAMC est donc de compenser l’anisoplane´tisme. Ce nouveau concept repose
sur la correction de la turbulence atmosphe´rique par plusieurs miroirs optiquement conjugue´s en
altitude. L’analyse du volume turbulent est faite sur plusieurs e´toiles guides (EG) selon deux approches
diffe´rentes :
1. star-oriented : avec autant d’analyseurs que d’EG, chaque analyseur est de´die´ a` une EG et
mesure le front d’onde qui en provient. A partir des mesures directionnelles, la reconstruction
de phase se fait dans le volume pour remonter a` la perturbation dans les couches.
2. layer oriented : les analyseurs ne sont pas de´die´s chacun a` une EG mais sont conjugue´s a` une
couche turbulente et re´coltent la lumie`re de toutes les e´toiles guides [Ragazzoni et al., 2000].
Les couches turbulentes sont reconstruites directement a` partir des donne´es de chaque ASO.
La reconstruction dans le volume, appele´e reconstruction tomographique, est suivie d’une e´tape
consistant a` projeter la phase, en ge´ne´ral reconstruite dans plus de couches, sur les couches auxquelles
les MD sont optiquement conjugue´s.
La Fig. 2.19 montre l’apport de l’OAMC en terme de correction sur un champ de 150 arcsecondes.
FIG. 2.19 – Simulation de correction par OA classique a` gauche et par OAMC a` droite, pour un champ
de 150 arcsecondes et quatre couches turbulentes auxquelles les MD sont conjugue´s.
L’OAMC a depuis donne´ lieu a` diffe´rentes variations qui ont en commun la multi-analyse du vo-
lume turbulent, associe´e a` une proble´matique de tomographie. Les me´thodes diffe`rent essentiellement
par les objectifs et moyens de correction
– correction optimise´e sur axe graˆce a` un unique MD pour les cas de la LTAO (Laser Tomographic
AO) ;
– correction optimise´e en des points localise´s du champ avec un MD spe´cifique pour chaque
localisation, pour le cas de la MOAO (Multi-Object Adaptive Optics) ;
– correction en moyenne sur un grand champ par un unique MD pour la GLAO (Ground-Layer
Adaptive Optics).
46 Optique adaptative pour l’astronomie
2.8 Introduction a` la commande en OA
La commande classique en OA a e´te´ originalement formule´e entie`rement a` temps continu
[Roddier, 1999]. Cependant, la commande de syste`mes hybrides (phases continues, commandes et
mesures discre`tes) me`ne plus naturellement a` un traitement a` temps discret, en s’assurant de la
discre´tisation soigneuse des variables continues.
La Fig. 2.20 illustre le principe. Des traits continus sont utilise´s pour les parame`tres continus et
des tirets pour les parame`tres discrets. Cette distinction sera garde´e tout au long de ce me´moire. La
sortie de l’ASO est un vecteur de mesures discre`tes effectue´es a` partir d’une phase continue. Le MD
fait l’ope´ration inverse : il convertit les commandes discre`tes en une phase de correction continue.
FIG. 2.20 – Sche´ma-bloc d’une OA.
Dans la cas particulier de l’OA, la synthe`se de la commande vise a` asservir de fac¸on stable un
syste`me en boucle ferme´e. Des crite`res base´s sur les marges de stabilite´ sont souvent utilise´s :
Marge de Gain : l’inverse du module de la fonction de transfert de boucle, pris pour la fre´quence
correspondant a` un de´phasage de -180O . En pratique, la marge de gain est la garantie que la stabilite´
sera maintenue malgre´ les variations impre´vues du gain en boucle ouverte (BO).
Marge de Phase : le de´phasage de la fonction de transfert de boucle, pris pour la fre´quence
correspondant a` un gain unitaire. En pratique, la marge de phase est une garantie que la stabilite´
persistera malgre´ l’existence de retards parasites non mode´lise´s.
2.8.1 Mode´lisation continue des boucles de commande
En temps continu, la dynamique de l’ASO peut eˆtre approxime´e par la fonction de transfert
continue [Madec, 1999]
hASO(s) = e
−sTs/2sinc(fTs) =
1− e−sTs
sTs
, (2.64)
avec s la variable d’inte´gration de la transforme´ de Laplace, s = iω, ω = 2πf , f la fre´quence
temporelle en Hertz (Hz). Cette FT correspond a` la convolution par une fonction « porte »,
repre´sentant l’inte´gration temporelle de la phase. Cependant il n’y a pas d’e´chantillonnage temporel.
Les parame`tres sont conside´re´s continus.
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La FT hASO peut a` son tour eˆtre approxime´e par un retard pur
hASO(s) =
1− e−sTs
sTs
≈ e−Ts/2s. (2.65)
Le MD est commune´ment conside´re´ infiniment rapide ou dans le meilleur des cas tre`s rapide
relativement a` l’intervalle d’inte´gration. Une fonction de transfert permettant de repre´senter ce type
de comportement est la suivante :
hMD(s) =
p
s+ p
, (2.66)
ou` p est le poˆle de la FT du MD, normalement de l’ordre de quelques kilohertz.
Enfin la FT du calculateur temps re´el est approxime´e par un retard pur τ . Ceci dit, alors
hRTC(s) = e
−sτ . (2.67)
La mode´lisation a temps continu a e´te´ utilise´e lors de la conception de diffe´rents syste`mes d’OA,
notamment les approches IGMO qu’on traitera ensuite. Cependant, on va plutoˆt mode´liser la boucle
d’OA a` temps discret en regardant brie`vement les diffe´rences en terme de transfert.
2.8.2 Mode´lisation discre`te des boucles de commande
Les transferts de phase et de bruit a` temps discret peuvent se de´terminer par simple proce´dure
d’identification sur la Fig. 2.21. La proprie´te´ suivante e´nonce le re´sultat.
Proprie´te´ 2.1 Le transferts de phase vaut
Φres(z) =
1
1 + z−2G(z)
Φtur(z) Fonction de Transfert de phase (2.68)
avec G(z) = C(z)D†D.et C(z) la fonction de transfert du controˆleur.
La fonction de transfert du bruit est line´aire aussi identifie´e sur la Fig. 2.21, ce qui conduit a`
Φres(z) =
z−1C(z)D†
1 + z−2G(z)
B(z) Fonction de Transfert de bruit (2.69)
De´monstration : Fonctions de transfert de phase et de bruit.
FIG. 2.21 – Gauche : Transfert de phase. Droite : Transfert de bruit.
Sachant que
φresk = φ
tur
k − φcork , (2.70)
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la relation suivante en s’appuyant sur le sche´ma de la Fig. 2.21, peut eˆtre obtenu
Φres = Φtur − z−1NC(z) (DN)† z−1DΦres + z−1NC(z) (DN)†B(z) (2.71)
par transforme´e en Z , ce que conduit directement a` la fonction de transfert de la phase.
En posant B(z) = 0, alors
Φres(z) =
1
1 + z−2G(z)
Φtur(z), (2.72)
avec G(z) = C(z)D†D.
La fonction de transfert du bruit est de´termine´e a` partir de l’Eq. (2.71) avec Φtur = 0. La relation
suivante est obtenue
Φres =
(
1 + z−2G(z)
)
Φres − z−1C(z)D†B(z), (2.73)
d’ou`
Φres(z) =
z−1C(z)D†
1 + z−2G(z)
B(z), (2.74)
comme annonce´. 
La Fig. 2.22-gauche montre les fonction de transfert de phase et de bruit pour deux valeurs de
gain diffe´rentes Un gain moins fort tend a` rejecter plus de bruit moins la phase. Si l’on se restreint a`
l’intervalle de stabilite´, une valeur optimale peut eˆtre trouve´e mode a` mode. C’est le but de l’approche
pre´sente´e a` la section 2.8.2.2.
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FIG. 2.22 – Gauche : Fonctions de transfert discre`tes pour g=0,2 et g=0,4. Droite : Comparaison des
version continues et discre`tes pour g=0,4. Le comportement a` basses fre´quences se rapproche ; aux
hautes fre´quences cependant, des diffe´rences conside´rables sont pre´sentes.
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2.8.2.1 L’approche par C(z) inte´grateur
L’inte´grateur se caracte´rise par la re´currence
uk = uk−1 +Gyk. (2.75)
Pour cet asservissement, le transfert de boucle vaut d’ou` s’obtient la fonction de transfert discre`te
propre 2
u(z) = G
z
z − 1z(z) (2.76)
La Fig. 2.23-gauche montre le diagramme de Bode pour le gain g = 0, 5175. Ce gain garantie une
marge de phase de 45o et une marge de gain de 1,9324.
A droite, sur la Fig. 2.23 est repre´sente´ le lieu des poˆles. La boucle devient instable pour g ≥ 1,
valeur a` partir de laquelle les poˆles se trouvent a` l’exte´rieur du cercle unitaire.
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FIG. 2.23 – Gauche : Diagramme de Bode pour un gain g = 0, 5175, garantissant une marge de phase
de 45o et une marge de gain de 1,9324. Droite : Lieu des poˆles du transfert de boucle. Pour g ≥ 1 la
boucle devient instable.
2.8.2.2 Approches modales a` gain optimise´ - IGMO
L’Inte´grateur a` Gain Modal Optimal (IGMO) a e´te´ propose´e par [Gendron et Le´na, 1994] et
valide´e expe´rimentalement par [Gendron et Le´na, 1995]. Le formalisme adopte´ consiste a` prendre les
transferts continus [cf. §2.8.1]. Des optimisation de la loi de commande pour inclure un aspect pre´dictif
ont e´te´ propose´es par [Dessenne et al., 1997, Dessenne et al., 1998a] puis valide´es expe´rimentalement
par [Dessenne et al., 1999]. [Ellerbroek et al., 1994] propose une optimisation conjointe de la bande
passante et de la base de modes sur lesquels est de´crite la phase.
L’approche IGMO consiste a` minimiser un crite`re de phase re´siduelle minimale pour chaque mode
du miroir (qui sont me´caniquement de´couple´s). Ce crite`re est la somme de deux sous-crite`res, a` savoir
une contribution de la phase re´siduelle [Eq. (2.68)] et une contribution lie´e au bruit [Eq. (2.69)]. Le
crite`re de variance de phase re´siduelle peut se poser sous la forme
J(g) = Jφ(g) + Jb(g) (2.77)
2Une FT est strictement propre si le degre´ de son nume´rateur est strictement infe´rieur a` celui de son de´nominateur
m < n. Propre tout court si m ≤ n.
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, ou` g est le gain modal de l’inte´grateur. En jouant sur le gain, la bande passante de la loi de commande
par inte´grateur est ajuste´e [Fig. 2.22-gauche].
Exemple : La Fig. 2.24-gauche montre le principe de la minimisation. Les valeurs des deux crite`res
0 0.05 0.1 0.15 0.2 0.25 0.3
10−2
10−1
100
101
102
103
104
Gain de l’intégrateur
va
ria
nc
e 
de
 p
ha
se
 ré
sid
ue
lle
, r
ad
2
Valeur du critère d’optimisation
 
 
Jφ
Jb
Total
10−2 10−1 100 101 102 103
10−15
10−10
10−5
100
105
Fréquence, [Hz]
ra
d2
/H
z
Densité spectale de puissance du TT et DSP réjection
 
 
FTR phase
FTR bruit
TT DSP
FIG. 2.24 – Principe de la minimisation de phase re´siduelle IGMO. Gauche : les valeurs des crite`res
Jφ et Jb et la somme. Droite : DSP temporelle du tip/tilt atmosphe´rique et fonctions de re´jection de
phase et de bruit.
Jφ et Jb sont donne´es en fonction du gain de l’inte´grateur pour le mode tip/tilt atmosphe´rique. Les
fonctions de transfert utilise´es sont inte´gralement a` temps discret (une diffe´rence par rapport au travail
original de [Gendron et Le´na, 1994]). Pour cet exemple qui vise a` illustrer le principe, un minimum
est atteint pour g ≈ 0, 035. La DSP temporelle et les fonctions de re´jection sont pre´sente´es a` la
Fig. 2.24-gauche. ◭
Chapitre 3
Reconstruction statique de front d’onde –
l’approche Fourier
Ou` les bases de la reconstruction statique de front d’onde dans l’espace de Fourier sont
pose´es en vue de l’utilisation par des syste`mes d’OA a` grand nombre de degre´s de liberte´
(GNDL).
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3.1 Introduction
La commande classique de syste`mes d’OA, introduite a` la section 2.8, utilise un reconstructeur
obtenu par inversion de la matrice de mode´lisation line´aire du proble`me direct consistant a` relier
les mesures aux parame`tres du phe´nome`ne physique que l’on vise a` e´tudier. Cette e´tape dite de
« reconstruction » est couple´e a` un re´gulateur temporel pour asservir le syste`me en boucle ferme´e
[Fig. 2.20].
Avec n le nombre de degre´s de liberte´ d’un syste`me d’OA, la complexite´ calculatoire de l’inverse
d’une matrice est proportionnelle au cube de n, soit O(n3), ce calcul e´tant re´alise´ hors ligne.
L’exploitation temps re´el de ce type de commande est de l’ordre O(n2) re´sultante de la multiplication
d’un vecteur de mesures par ladite matrice de reconstruction. L’extension directe de ce raisonnement
aux syste`mes de taille ELT soule`ve des complications au niveau calculatoire : pour les ELT un facteur
d’au moins 103 en puissance de calcul supple´mentaire est requis vis-a`-vis des syste`mes actuels plus
complexes1. La « loi de Moore2 » n’est donc pas suffisante car d’ici une de´cennie seul un facteur
210/1,5 ≈ 102 sera obtenu. Il y a donc la ne´cessite´ de re´duire le nombre d’ope´rations calculatoires des
algorithmes de reconstruction et commande des syste`mes d’OA en vue des futurs ELT caracte´rise´s
par un grand nombre de degre´s de liberte´ (GNDL).
En mettant l’emphase sur la mode´lisation du proble`me direct, ce chapitre vise
a` explorer les capacite´s d’estimation statique des algorithmes de´crits sous une
base de fre´quences spatiales, en terme de performance optique et en terme de
performance calculatoire (c’est-a`-dire la capacite´ a` re´duire la quantite´ de calculs).
D’une part il s’agit de caracte´riser et d’optimiser les me´thodes de reconstruction
existantes et de les re´interpre´ter afin de proposer une solution pour re´pondre
aux GNDL. Les proprie´te´s et re´sultats principaux lie´s a` la base particulie`re des
fre´quences spatiales sont de´cline´s pour une exploitation ulte´rieure dans le cadre
d’une strate´gie de commande avec estimation dynamique et re´gulation en boucle
ferme´e optimales au chapitre 5.
Ce chapitre est consacre´ a` l’analyse du proble`me d’estimation statique se´pare´ment du choix du
re´gulateur pour l’application a` la boucle ferme´e. On propose ainsi de regarder inde´pendamment les
aspects purement spatiaux lie´s a` la recontruction statique.
Les travaux pre´ce´dents de reconstruction statique de front d’onde dans l’espace des fre´quences
spatiales sont nombreux. [Freischlad et Koliopoulos, 1986] ont e´tudie´ le proble`me de reconstruction
sur une grille discre´tise´e de N×N points. Toutefois, ceci n’est pas adapte´ a` l’OA qui se caracte´rise par
une pupille annulaire, en vertu du support carre´ utilise´. Ce n’est qu’en 2002 que [Poyneer et al., 2002]
proposent une me´thode d’extension des mesures de front d’onde au-dela` des limites de la pupille
du te´lescope, montrant ainsi que la me´thode de Freischlad pouvait eˆtre exploite´e dans le cadre d’un
proble`me re´aliste d’OA.
Les descriptions discre´tise´es s’appuient sur des repre´sentations ge´ome´triques du front d’onde et
des approximations creuses de l’analyseur de surface d’onde Hartmann-Shack (HS) [§2.5.1.1]. A ce
sujet, plusieurs configurations ont e´te´ propose´es, notamment celles de [Fried, 1965], [Hudgin, 1977] et
[Southwell, 1980]. Cependant, aucune de ces configurations n’est exacte vis-a`-vis du fonctionnement
1Syste`mes d’ExAO pour les te´lescopes de classe 8-10m tels que SPHERE [Beuzit et al., 2006] et GPI
[Macintosh et al., 2006].
2Selon G. Moore, la capacite´ de calcul double tous les 18 mois depuis 1965. Cette loi empirique, ou plutoˆt cette
constatation, reste valable a` l’heure actuelle.
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re´el du HS. Les me´thodes d’extension the´oriquement de´rive´es des contraintes aux bords spe´cifiques
a` l’OA, ne sont pas optimales non plus en pre´sence de bruit. Ces deux aspects sont centraux dans ce
chapitre : optimisation du mode`le direct (de mesure) et optimisation des me´thodes d’extension (de la
pupille du te´lescope a` la grille de reconstruction).
La construction du mode`le direct et le formalisme de re´solution de proble`mes inverses par
minimisation de crite`re sont pre´sente´s a` la section 3.2. Une discussion succincte sur les bases de
repre´sentation est de´velope´e a` la section 3.3, ou` la potentielle utilisation d’une base d’ondelettes est
discute´e.
Une nouvelle approche visant a` raffiner la mode´lisation du HS dans l’espace des fre´quences
spatiales est pre´sente´e a` la section 3.4. En revenant sur le formalisme e´tabli pour le traitement du
proble`me inverse, celui-ci est ensuite particularise´ pour cette nouvelle mode´lisation a` la section
3.5. Diverses me´thodes d’extension de mesures sont pre´sente´es puis optimise´es selon le mode`le de
mesure utilise´. Une me´thode ite´rative est de´finie en modifiant l’algorithme de [Gerchberg, 1974] afin
d’ame´liorer les proprie´te´s des me´thodes pre´ce´dentes.
La performance optique est analyse´e a` la section 3.7 pour la reconstruction statique en boucle
ouverte. Une e´tude de sensibilite´ aux parame`tres est re´alise´e, avant de proposer la ge´ne´ralisation
a` la boucle ferme´e a` la section 3.8. La performance nume´rique en terme de couˆts calculatoires et
application aux environnements temps re´el est analyse´e a` la section 3.9.
3.2 Reconstruction statique de front d’onde – un proble`me inverse
La reconstruction de front d’onde s’inse`re dans le cadre des proble`mes inverses ou` l’on cherche
a` restituer les parame`tres d’un phe´nome`ne physique (en l’occurrence le front d’onde) a` partir des
observations (les mesures bruite´es fournies par l’observation, lie´es a` la phase par des lois physiques
connues). Le cas particulier traite´ dans ce chapitre est celui de l’analyse de front d’onde caracte´rise´
par la phase φ a` l’aide d’un analyseur Hartmann-Schack (HS) [§2.5.1.1].
La re´solution du proble`me inverse passe par une e´tape initiale de mode´lisation du phe´nome`ne, dite
proble`me direct. Celle-ci de´crit comment les parame`tres du mode`le se traduisent en effets observables
expe´rimentalement.
Un proble`me inverse line´aire peut eˆtre de´crit par une e´quation de la forme suivante :
s = G× p+ w, (3.1)
ou` s repre´sente les mesures effectue´es, p repre´sente les valeurs des parame`tres du phe´nome`ne, w
regroupe les bruits (de mesure et autres) et G est un ope´rateur line´aire qui repre´sente la relation entre
les mesures et les parame`tres du mode`le.
Deux crite`res de minimisation sont de´crits a` la section 3.2.2 pour l’inversion du proble`me : le
crite`re par attache moindres carre´s aux donne´es et crite`re a` variance minimale (VM). L’analyse se
restreint a` l’ASO HS.
3.2.1 Proble`me direct
Sous hypothe`se de line´arite´, les mesures ASO peuvent se mode´liser par une fonction line´aire de
la phase moyenne´e temporellement sur un intervalle d’inte´gration [cf. section 2.5.1.1]. A ces mesures
s’ajoute un bruit, suppose´ blanc et de distribution Gaussienne N (0,Σw), inde´pendant (spatialement
et temporellement) entre sous-pupilles. L’e´quation de mesure s’e´crit donc
s = Dφ¯+w. (3.2)
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ou` la barre sur la phase φ exprime l’inte´gration temporelle. Dans ce qui suit, compte tenu des
intervalles d’inte´gration commune´ment utilise´s en OA tre`s petits, on prend l’approximation φ¯ = φ
– elle n’est valable que si l’on conside`re des temps de trame petits [Petit, 2006]. La matrice de
covariance spatiale de la phase φ, soit Σφ, est suppose´e connue. Dans l’Eq. (3.2) les indices temporels
ne sont pas pre´sents, renforc¸ant le caracte`re statique du proble`me.
L’ASO HS (de´crit a` la section 2.5.1.1) mesure le gradient moyen de la phase sur chaque sous-
pupille. Cette ope´ration s’exprime sous l’inte´grale
s[m,n] ,↓ 1
d
∫ xf
xi
∫ yf
yi
∇φ(x, y)∂y∂x, Mode`le de mesure the´orique du HS (3.3)
︸ ︷︷ ︸
s(xi, yi)
ou` ↓ consiste a` e´chantillonner les mesures tous les d me`tres et xf = xi + d, yf = yi + d. La distance
d correspond au coˆte´ de la sous-pupille du HS. La notation s[m,n] ,↓ s(xi, yi) est adopte´e pour
indiquer l’e´chantillonnage exact de la fonction continue.
Dans l’Eq. (3.3), ∇φ(x, y) est le gradient de la phase de´fini par
∇φ ,
( ∂
∂xφ
∂
∂yφ
)
. (3.4)
Pour des sous-pupilles de coˆte´ d, l’Eq. (3.3) est mathe´matiquement e´quivalente a` prendre la
diffe´rence de la moyenne sur les bords (gauche/droite, haut/bas) comme suit
sx[m,n] =
∫ ym+1
ym
φ(xn+1, y)dy −
∫ ym+1
ym
φ(xn, y)dy, Pentes en ’x’ (3.5)
pour les pentes selon l’axe des x et
sy[m,n] =
∫ xn+1
xn
φ(x, ym+1)dx−
∫ xn+1
xn
φ(x, ym)dx, Pentes en ’y’ (3.6)
pour les pentes en y, avec les de´finitions xm , x(md), xm+1 , x(md + d), m,n ∈ Z et de meˆme
pour y.
Les ope´rations des Eqs. (3.5)- (3.6) peuvent se mettre sous la forme matricielle de l’Eq. (3.2), ou`
s est la concate´nation des mesures dans les directions horizontale (x) et verticale (y) :
s =
[
sx
sy
]
= Dφ+ w, (3.7)
D e´tant la matrice qui concate`ne les re´ponses individuelles de chaque sous-pupille a` la phase incidente
sur Ω. Implicitement, on conside`re ici que les sous-pupilles sont toutes pleines. Les sous-pupilles sous-
e´claire´es sont traite´es de fac¸on identique, les bornes n’e´tant plus de´finies par les coˆte´s mais par le bord
de la pupille principale du te´lescope. Se re´fe´rer a` la section 2.5.1.1 pour plus de de´tails.
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3.2.2 Reconstruction de front d’onde : un proble`me inverse
La reconstruction de front d’onde sous-entend la de´termination des parame`tres de la phase φ
a` partir des mesures bruite´es de´livre´es par l’ASO [Mugnier et Le Besnerais, 2001, Mugnier, 2008].
Mathe´matiquement cela consiste a` inverser le proble`me direct en posant
φ̂ = Rs, (3.8)
ou` R est un ope´rateur line´aire qui sera particularise´ selon le crite`re que l’on vise a` minimiser.
3.2.2.1 Approche moindres carre´s sur les donne´es
Soit le crite`re de minimisation
φ̂LS = argmin
φ
‖ s− Dφ ‖2L2(Ω), (3.9)
ou` l’on cherche la phase qui s’ajuste au mieux aux mesures par minimisation de l’e´cart quadratique.
L’indice L2(Ω) indique que la norme L2 est de´finie sur la pupille Ω. En prenant la de´rive´e partielle du
crite`re en fonction de φ, la solution qui minimise l’Eq. (3.9) est alors donne´e par [Arthur Gelb, 1974]
φ̂LS = RLSs, (3.10)
avec
RLS = D
† = (DTD)−1DT, Reconstructeur moindres carre´s (3.11)
ou` le symbole † repre´sente l’inverse ge´ne´ralise´e de D.
Remarques : Cet estimateur, plus simple du point de vu conceptuel, pre´sente les inconve´nients
suivants :
1. La matrice D est souvent mal conditionne´e [cf. §2.5.3.1]. On limite le nombre de modes
reconstruits en utilisant des proce´dures ad-hoc pour filtrer les modes mal vus. Habituellement,
une troncature est applique´e suite a` la de´composition de D en valeurs singulie`res.
2. La troncature permet un certain niveau de filtrage des modes non et mal vus. Malgre´ l’effet
atte´nuant, la propagation du bruit demeure non optimise´e.
3. En ajustant la phase estime´e aux pentes mesure´es au sens strict des moindres carre´s, les a priori
statistiques sur la phase et le bruit ne sont pas pris en compte. Le bruit reconstruit dans l’espace
des phases (suite a` la reconstruction) re´sulte en une loi de puissance de la forme ν−2. Sachant
que Σφ ∝ ν−11/3, il est clair qu’au-dela` d’une certaine fre´quence l’estimation est donc domine´e
par le bruit ; la troncature est alors plus que ne´cessaire pour rendre l’estimation physiquement
cohe´rente. ◭
3.2.2.2 Approche baye´sienne a` variance minimale : solutions MMSE et MAP
Afin d’ame´liorer l’estimation par moindres carre´s et s’affranchir des proble`mes souleve´s au
paragraphe pre´ce´dent, on cherche a` estimer la phase qui se rapproche au mieux de la phase
vraie. Puisqu’en OA le rapport de Strehl est maximise´ par la minimisation de la variance d’erreur
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d’estimation [Herrmann, 1992], il est alors souhaitable d’estimer la phase qui minimise en moyenne
l’e´cart quadratique a` la phase vraie, ce qui me`ne au crite`re MMSE3 suivant
φ̂MMSE = argmin
R
〈
‖ φ− φ̂ ‖2L2(Ω)
〉
. (3.12)
En conside´rant des distributions gaussiennes4 de phase et de bruit, l’estimateur line´aire MMSE qui
minimise l’Eq. (3.12) s’e´crit [Wallner, 1983, Fusco et al., 2001, Ellerbroek, 2002]
RMMSE =
(
D
TΣ−1w D +Σ
−1
φ
)−1
D
TΣ−1w , Reconstructeur a` variance minimale (3.13)
ou` es termes Σφ et Σw sont les matrices de covariance spatiale de la phase et du bruit respectivement.
L’estime´e est obtenue a` partir de φ̂MMSE = RMMSEs.
Remarques : Le reconstructeur RMMSE peut s’e´crire aussi sous forme dite information
RMMSE = ΣφD
T
(
DΣφD
T +Σw
)−1
, (3.14)
par application directe du the´ore`me d’inversion matricielle. ◭
Toujours sous les hypothe`ses de line´arite´ et statistiques gaussiennes, il est aussi possible de
montrer que la solution MMSE est e´quivalente a` une approche du type maximum a posteriori (MAP),
ou` l’on chercherait a` estimer la phase la plus probable sachant les mesures effectivement effectue´es.
Selon le the´ore`me de Bayes, la fonction densite´ de probabilite´ P de φ sachant s, note´e P(φ|s),
s’e´crit
P(φ|s) ∝ P(s|φ) × P(φ) ∝ exp
(
−1
2
(s− Dφ)T Σ−1w (s− Dφ)
)
× exp
(
−1
2
φTΣ−1φ φ
)
. (3.15)
L’estime´e du maximum a` posteriori, φ̂MAP, vise alors a` maximiser cette densite´ de probabilite´, ce qui
met a` profit les connaissances a priori sur la perturbation et le bruit. Il vient donc [Arthur Gelb, 1974]
φ̂MAP = argmax
φ
P(φ|s)
= argmin
φ
(
(s− Dφ)T Σ−1w (s− Dφ) + φTΣ−1φ φ
)
, RMAPs, (3.16)
ou` ici RMAP = RMMSE.
Cet estimateur garantit donc une reconstruction a` variance minimale d’erreur d’estimation et la
meilleure interpolation des mesures ASO base´e sur les a priori spatiaux de la phase et du bruit. Graˆce
a` la re´gularisation, l’estimation d’un nombre infini de modes est possible car le conditionnement de la
matrice a` inverser est maintenant stabilise´.
Remarques : D’autres estimateurs se de´rivent comme cas limites de la solution MMSE
3Minimum Mean Square Error en anglais.
4La phase sur la pupille e´tant la re´sultante d’un grand nombre de processus ale´atoires inde´pendants (comme le passage
par de nombreuses couches turbulentes) par le the´ore`me de la limite centrale elle correspond donc a` un processus gaussien.
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– Si Σ−1φ = 0, c’est le cas des moindres carre´s ponde´re´s
– Si de plus Σw = I, alors on retrouve la solution moindres carre´s de l’Eq. (3.11). ◭
La covariance de l’erreur d’estimation est donne´e par〈(
φ− φ̂MMSE
)(
φ− φ̂MMSE
)T〉
=
(
D
TΣ−1w D +Σ
−1
φ
)−1
. (3.17)
Dans ce qui suit, les nomenclatures MMSE, MAP ou « variance minimale » (VM) sont utilise´s indis-
tinctement pour se re´fe´rer aux estimateurs line´aires qui minimisent la variance d’erreur d’estimation.
3.2.3 Le proble`me inverse en OA - inversion de la matrice d’interaction
L’approche commune´ment mise en place en OA consiste a` prendre comme mode`le direct
l’ope´ration reliant les mesures aux de´formations du miroir, sans passer explicitement par la phase. Ces
relations sont regroupe´es au sein d’une matrice d’interaction. La matrice D, qui repre´sente l’influence
de la phase sur les mesures, n’est ainsi jamais calcule´e explicitement. La matrice d’interaction DN est
obtenue en appliquant des tensions sur les actionneurs et en enregistrant les mesures individuelles qui
en re´sultent.
Le mode`le s’exprime donc sous la forme
s = DNu+ w. (3.18)
On obtient ainsi mode`le direct reliant les mesures aux tensions, permettant de travailler sur S ,
l’espace mesurable et commandable sur la Fig. 2.15 meˆme si, en toute rigueur, il faudrait cependant
aussi rendre compte du fait que φ /∈M, car ses composantes sur M⊥ participent aussi a` la mesure.
L’inversion ge´ne´ralise´e de DN, dite matrice de commande, s’e´crit
Mcom =
(
N
T
D
T
DN
)−1
N
T
D
T. (3.19)
et les commandes u s’obtiennent imme´diatement de
u = Mcoms
= McomDNu+ Mcomw. (3.20)
ou` le dernier terme de la deuxie`me ligne repre´sente la contribution du bruit propage´ lors de l’inversion.
Des me´thodes optimise´es visant a` ame´liorer le RSB lors de l’enregistrement de la matrice
d’interaction utilisent des motifs de Hadamard [Kasper et al., 2004] dans la base des tensions. Des
ide´es analogues en cours d’analyse visent plutoˆt l’augmentation de la dynamique du syste`me dans
l’espace des mesures [Meimon, 2009].
La covariance de l’erreur d’estimation se calcule de la fac¸on suivante〈
(uk − û) (u− û)T
〉
= Rcom
〈
wwT
〉
R
T
com. (3.21)
Cette e´quation repre´sente le bruit propage´ a` travers la reconstruction. Elle est explore´e en plus de
de´tail dans le cadre de l’approche de reconstruction dans l’espace des fre´quences spatiales a` la section
3.5.6.
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3.2.3.1 Obtention de la matrice de commande Mcom
La matrice de commande est obtenue par de´composition en valeurs singulie`res de la matrice DN
DN =
[
U‖U⊥
]
diag (Svs)
[
V‖
V⊥
]T
, (3.22)
ou` U‖ est une base orthogonale de modes appartenant a` S dans la Fig. 2.15, c’est-a`-dire les modes
qui sont a` la fois mesurables (puisque associe´s a` une valeur singulie`re non nulle) et commandables
(puisque ∈M).
L’inverse ge´ne´ralise´e de DN s’obtient de
(DN)† = V [diag (Svs)]−1 UT. (3.23)
Les vecteurs de U⊥ engendrent l’espace des modes dont la mesure est nulle. Autrement dit, U⊥ est
une base de modes du noyau de DN. Les vecteurs dans V⊥ sont une base des de´formations engendre´es
par le MD qui produisent une mesure nulle.
Le conditionnement d’une matrice est de´fini par le rapport des valeurs singulie`res la plus et la
moins e´leve´es
κ(A) =
max(Svs)
min(Svs)
, (3.24)
ou` Svs est donne´e a` l’Eq. (3.22).
La matrice DN est souvent mal conditionne´e, comme le montre la Fig. 3.1. Le conditionnement
change en fonction de la configuration de sous-pupilles et actionneurs, le seuil de sous-e´clairage
conside´re´, le RSB, etc.
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FIG. 3.1 – Gauche : De´composition en valeurs singulie`res de la matrice d’interaction d’un syste`me
d’OA classique avec 20×20 sous-pupilles avec configuration de Fried (actionneurs aux coins des sous-
pupilles). Droite : mesure engendre´e par le mode de V associe´ a` la valeur singulie`re la plus faible de
Svs (dans la matrice de de´composition [USvsV T] de l’Eq. (3.22).
Pour l’ASO HS, deux modes sont structurelement dans V⊥, le piston et le mode gaufre. Le piston
car un retard ou avance de phase n’induit qu’une mesure nulle, sans impact en terme de correction par
OA ; le mode gaufre, repre´sente´ sur la Fig. 2.16, correspondant a` une unique fre´quence a` 1/(2d)m−1.
Cette fre´quence spatiales conduit a` une mesure the´oriquement nulle.
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La de´composition en valeurs singulie`res montre aussi d’autres modes dans le noyau de la matrice
d’interaction, notamment le mode gaufre localise´. Ses origines sont approfondies dans la section qui
se suit.
3.2.3.2 Sur les origines du gaufre localise´
Le mode gaufre localise´ ne correspond pas au mode gaufre « pur » pre´sente´ sur la Fig. 2.16. Le
gaufre « pur » s’e´tend sur l’ensemble de la pupille alors que le gaufre « localise´ » correspond a` une
sorte de damier irre´gulier.
La pre´sence de ce mode est intrinse`que a` la mode´lisation des syste`mes d’OA, notamment au
proble`me de bords, qu’il s’agisse d’une pupille annulaire ou autre et quel que soit le sous e´clairage
conside´re´.
La pupille Ω e´tant finie, les combinaisons de de´placements aux bords pour lesquels la commande
des actionneurs engendre une mesure nulle sont moins contraints. Les actionneurs place´s aux bords
du support ont par conse´quent plus de combinaisons line´aires de de´placements qui engendrent une
mesure nulle ou quasi nulle que les actionneurs entoure´s de sous-pupilles. Cet aspect est illustre´ sur
la Fig. 3.2 pour un masque pupillaire carre´ et sur la Fig. 3.3 pour un masque circulaire plus re´aliste.
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FIG. 3.2 – Gaufre localise´. Ce mode correspond au mode de V associe´ a` la valeur singulie`re la plus
faible de Svp. Les composantes piston et gaufre pur ont e´te´ se´pare´es pour rester avec la composante
gaufre localise´e seule. Une couronne de valeurs alternantes montrent le mode gaufre localise´.
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FIG. 3.3 – Meˆme le´gende que pour la Fig. 3.2 pour un masque pupillaire circulaire.
Uniquement des mesures non bruite´es sont utilise´es pour cet exemple, permettant d’obtenir des
matrices synthe´tiques.
On rajoute aux justifications avance´s par [Gavel, 2003], que le mode gaufre localise´ n’est pas
ge´ne´re´ seulement par le bruit de mesure, il est intrinse`quement lie´ au proble`me de bords. Des matrices
d’interaction obtenues par simulation, enregistre´es sans bruit et sans sous pupilles sous e´claire´es (voir
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de´finition a` la section 2.5.1.1) montrent que les valeurs singulie`res d’amplitude tre`s faible sont une
combinaison line´aire de trois modes, a` savoir : piston et gaufre purs et gaufre localise´. Ceci illustre
l’apparition geˆnante dans de divers syste`mes d’OA du mode gaufre localise´ et la mesure quasi nulle
engendre´e. Le filtrage de ce mode est par conse´quent ne´cessaire, comme propose´ dans plusieurs
travaux [Wiberg et al., 1994b, Diolaiti et al., 2003, Gavel, 2004].
3.2.4 Me´thodes de reconstruction en OA
Une liste non exhaustive est pre´sente´e dans le but de repe´rer les principales me´thodes propose´es
ces dernie`res anne´es pour la reconstruction statique de front d’onde en OA.
1. Me´thodes ite´ratives : La solution du proble`me φ̂ = Rs est obtenue au moyen de me´thodes
ite´ratives pour l’inversion du proble`me direct sans jamais calculer explicitement R. L’algorithme
des gradients conjugue´s est utilise´ avec pre´-conditionnement multi-grilles [Hackbusch, 1985]
en OA classique et multi-conjugue´e dans les travaux de [Vogel, 2004, Gilles et al., 2002,
Gilles, 2003a, Gilles et al., 2003b, Gilles et al., 2003a] et avec pre´-conditionnement de Cho-
lesky [Saad, 1996], dans [Gilles, 2003b]
2. Me´thodes par inversion de matrices creuses : La caracte´ristique creuse de la matrice du
proble`me direct est exploite´e pour aboutir au re´sultat requis φ̂ = Rs en faisant toujours des mul-
tiplications par des matrices creuses et/ou de bas rang [Ellerbroek, 2002, Ellerbroek et al., 2003].
3. Me´thodes hie´rarchiques : Reconstruction du front d’onde par re´solutions spatiales de plus en
plus fines : [MacMartin, 2003, Shi et al., 2002] ou par sous-re´gions [Correia, 2006].
3.3 Bases de mode´lisation – re´vision succincte de la litte´rature
Les bases utilise´es en OA pour de´crite la phase sont diverses. La mode´lisation et simulation peut
eˆtre re´alise´e sur une base de polynoˆmes de Zernike (de´crits a` la section 2.4.2), une base de Karhunen-
Loe`ve (modes qui diagonalisent la matrice de covariance spatiale de la phase) [Dai, 1995] ou de fac¸on
plus restreinte, sur une base de modes lie´e au MD : les modes propres ou des projections sur M
convenablement tronque´es. [Dai, 2006] fait une pre´sentation ge´ne´rale sur l’utilisation de certaines
bases et de leur conversion, dont les polynoˆmes de Zernike et la se´rie de Fourier .
The´oriquement, la base des modes de Karhunen-Loe`ve e´tant la base des composantes principales
est donc celle qui concentre sur un plus petit nombre de modes le maximum d’e´nergie. En plus, les
modes sont statistiquement inde´pendants vis-a`-vis de la turbulence. Cependant, contrairement aux
polynoˆmes de Zernike, aucune expression analytique n’existe et leur calcul nume´rique peut s’ave´rer
lourd.
D’autres bases peuvent aussi eˆtre envisage´es. Une base dont l’inte´reˆt est de plus en plus grand est
la base des ondelettes [Burrus et al., 1998, Walker, 1999], pour laquelle les coefficients sont calcule´s
de fac¸on nume´riquement tre`s efficace. La transforme´e en ondelettes permet de de´composer la phase
sur des modes a` diffe´rentes re´solutions spatiales, caracte´ristique adapte´e a` capturer la nature fractale
de la phase [Schwartz et al., 1994]. Une pre´sentation succincte est donne´e pour pointer quelques pistes
potentielles.
[Bowman et Rhodes, 1997] et [Dowla et al., 2000] utilisent une base d’ondelettes pour diminuer
le nombre total de calculs lie´s a` la reconstruction de phase. Pour une e´quation de reconstruction
ge´ne´rale du type φ̂ = Rs, ou` R est un reconstructeur line´aire, une transformation de R et s dans
l’espace des ondelettes est propose´e, les calculs s’effectuant a` moindre couˆt dans cet espace. Il est
argumente´ que l’application de la transforme´e en ondelettes e´tant tre`s rapide, au total la reconstruction
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requiert moins de calculs. Les simulations re´alise´es dans le cadre de cette the`se montrent que la
performance est gravement affecte´e, notamment la reconstruction des plus hautes fre´quences. C’est
aussi le comportement constate´ notamment par Dowla et al.
Plus re´cemment, [Hampton et al., 2009] propose l’utilisation d’une base d’ondelettes de Haar
pour repre´senter directement les mesures de pente du HS. Les mode`les zonaux de mesure de Hudgin et
Fried (voir ensuite la section 3.3.1.1) sont en effet la premie`re e´tape de l’application de la transforme´e
de Haar. La phase est obtenue par transforme´e inverse de l’ondelette de Haar.
Les travaux de [Jones, 2003, Jones, 2004, Jones, 2009] utilisent aussi une base d’ondelettes pour
la reconstruction de phase uniquement, malgre´ l’insertion trompeuse dans le cadre d’un proble`me de
commande.
L’utilisation d’une base de fre´quences spatiales est l’objet principal de ce chapitre. La section
suivante traite ce proble`me particulier dans le cadre de la mode´lisation de l’ASO HS.
3.3.1 Mode´lisation zonale
L’utilisation d’une base de fre´quences spatiales pour proce´der a` la reconstruction de front d’onde
pre´suppose que la phase, mesures et commandes sont e´chantillonne´es sur une grille de points. Cela
revient a` dire qu’une approche zonale est sous-jacente a` l’utilisation de la transforme´e de Fourier et
conse´quentes ope´rations dans l’espace de Fourier.
3.3.1.1 Mode`les zonaux de l’ASO HS
Afin de simplifier le mode`le de mesure des Eqs. (3.5-3.6) plusieurs configurations ont e´te´
propose´es. Ces configurations ne sont plus que des approximations du vrai HS. Ces mode`les
simplifie´s admettent pour mode`le direct des repre´sentations creuses (car mode´lise´es par l’inte´grale de
convolution par une matrice de noyau localise´ au niveau spatial). Ce point se reveˆt d’une importance
majeure, puisque les mesures peuvent de´sormais eˆtre approxime´es par des mode`les point-a`-point qui
e´chantillonnent la phase aux coins des sous-pupilles. On suppose implicitement que l’e´chantillonnage
spatial de la phase est suffisamment e´leve´ pour e´viter des proble`mes de repliement de phase.
Les trois configurations principales qui sont aborde´es dans ce me´moire sont illustre´es sur la
Fig. (3.4).
FIG. 3.4 – Configurations (ou ge´ome´tries) de Hudgin (gauche), Fried (centre) et Southwell (droite).
Les cercles repre´sentent les points de phase qui participent a` la mesure de pente et ce pour chaque
ge´ome´trie. Les circonfe´rences pointille´es repre´sentes les sous-pupilles fictives e´quivalentes qui n’ont
pas d’existence re´elle.
3.3 Bases de mode´lisation – re´vision succincte de la litte´rature 63
3.3.1.1.1 Hudgin La ge´ome´trie de Hudgin (repre´sente´e sur la Fig. (3.4)-gauche), ainsi de´nomme´e
d’apre`s [Hudgin, 1977], suppose que les mesures du HS sont les premie`res diffe´rences discre`tes de
deux points adjacents :
sHx [m,n] = φ[m,n+ 1]− φ[m,n], (3.25a)
pour m ∈ [1, N ], n ∈ [1, N − 1] et
sHy [m,n] = φ[m+ 1, n]− φ[m,n], (3.25b)
pour m ∈ [1, N − 1], n ∈ [1, N ]. Cette configuration ne´glige la moyenne aux bords [Eqs. (3.5-3.6)],
autrement dit, la moyenne est approxime´e par un seul point de phase.
3.3.1.1.2 Fried La ge´ome´trie de [Fried, 1977], (Fig. (3.4)-centre), remplace la moyenne aux bords
par une moyenne sur deux points place´s aux coins de la sous-pupille. Ceci conduit au mode`le
sFx [m,n] = φ¯y[m,n + 1]− φ¯y[m,n], (3.26a)
sFy [m,n] = φ¯x[m+ 1, n]− φ¯x[m,n] , (3.26b)
pour m ∈ [1, N − 1], n ∈ [1, N − 1]. Dans ces e´quations, φ¯x[m,n] = 12 (φ[m+ 1, n] + φ[m,n])
et φ¯y[m,n] = 12 (φ[m,n+ 1] + φ[m,n]) sont les moyennes de phase sur les coˆte´s, approxime´es par
deux points.
Contrairement a` la configuration de Hudgin, le mode`le de Fried est implicitement exact vis-a`-vis
des Eqs. (3.5-3.6) pour une phase de´crite sur une base de fonctions bi-line´aires.
Remarques : Il faut noter que la ge´ome´trie de Fried est « aveugle » a` la fre´quence (k, l) = ±N/2,
correspondant a` la fre´quence physique 1/(2d)m−1, soit le mode gaufre de la Fig. 2.16. ◭
3.3.1.1.3 Southwell La ge´ome´trie de [Southwell, 1980] (Fig. (3.4)-droite) suppose que les me-
sures se trouvent aux intersections de la grille de points, pre´cise´ment ou` les points de phase doivent
eˆtre reconstruits :
1
2
(
sSx [m,n+ 1] + s
S
x [m,n]
)
= 1d (φ[m,n+ 1]− φ[m,n]) , (3.27a)
pour m ∈ [1, N − 1], n ∈ [1, N ] et
1
2
(
sSy [m+ 1, n] + s
S
y [m,n]
)
= 1d (φ[m+ 1, n]− φ[m,n]) , (3.27b)
pour m ∈ [1, N ], n ∈ [1, N−1]. Ce mode`le point a` point ne´glige, comme celui de Hudgin, la moyenne
aux bords de la sous-pupille [Eqs. (3.5-3.6)].
Exemple : Repre´sentation matricielle des ope´rateurs de Hudgin et Fried.
Les matrices D pour le pour le proble`me direct de l’Eq. (3.7) sont creuses comme le montre
l’exemple sur la Fig. 3.5
◭
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FIG. 3.5 – Matrices D et N, avec mode`le de mesure de Fried [Eq. (3.26)]. Repre´sentation zonale pour
un syste`me avec 20×20 sous-pupilles, dont 316 valides dans la pupille principale. Les 357 actionneurs
valides sont place´s aux coins des sous-pupilles.
3.4 Mode´lisation du proble`me direct dans le domaine des fre´quences
spatiales (ou de Fourier)
L’objectif de cette section est de pre´senter la mode´lisation du proble`me de reconstruction statique
de front d’onde dans l’espace des fre´quences spatiales. L’utilisation d’algorithmes nume´riques
rapides, plus pre´cise´ment de la transforme´e de Fourier rapide (FFT), est sous-entendue en vue de
la de´croissance du couˆt calculatoire global.
Bien que l’analyse se focalise sur l’ASO HS, les meˆmes formulations s’appliquent aussi a` d’autres
ASO dont les mesures sont quasiment le champ des gradients de phase. Ce travail de´veloppe´ en
collaboration, est pre´sente´ dans l’article [Quiro´s-Pacheco et al., 2009].
Les ouvrages [Oppenheim et Willsky, 1997, Oppenheim et Schafer, 1999] servent de base a`
l’analyse de´veloppe´e dans cette section.
A partir des Eqs. (3.5 - 3.6), le fonctionnement the´orique du HS consiste a` prendre la diffe´rence
de la phase moyenne aux bords de la sous-pupille. Cette moyenne se calcule par convolution par une
fonction « porte » de largeur d
f⊓(x) =
{
1/d si x ∈ [−d2 , d2 ];
0 sinon. (3.28)
Puisque l’e´chantillonnage est effectue´ aux coins et non au centre des coˆte´s de la sous-pupille, un
de´calage additionnel de d/2 est ensuite applique´.
En s’appuyant sur les proprie´te´s de la transforme´e de Fourier et sur des paires de transforme´es
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standard, la repre´sentation des Eqs. (3.5-3.6) peut s’e´crire sous la forme
sx =↓ 1
d
(
φ(x, y) ⋆ F−1
{
e−πidνysinc (dνy)
(
e2πiνxd − 1
)})
(3.29a)
sy = ↓ 1
d︸︷︷︸
(
φ(x, y) ⋆ F−1︸ ︷︷ ︸
{
e−πidνx︸ ︷︷ ︸ sinc (dνx)︸ ︷︷ ︸
(
e2πiνyd − 1)}
)
︸ ︷︷ ︸ (3.29b)
(1) (2) (3) (4) (5)
pour les directions x et y, respectivement. La fonction sinus-cardianal est de´finie par
sinc(x) ,
sin(πx)
πx
. (3.30)
La transforme´e de Fourier de la fonction f⊓(x) de l’Eq. (3.28), est sinc(dνx). La correspondance des
termes des Eqs.(3.29a-3.29b) est imme´diate :
– (1) e´chantillonnage spatial
– (2) convolution de la phase par un ope´rateur repre´sentant le HS
– (3) de´calage d’une demi sous-pupille en direction perpendiculaire a` celle de la mesure,
– (4) moyenne sur un segment de largeur d,
– (5) diffe´rence de la moyenne sur les deux coˆte´s oppose´s de la sous-pupille.
3.4.1 Mode`le de mesure complet dans le domaine des fre´quences spatiales
Pour permettre l’utilisation de la transforme´e de Fourier discre`te (TFD) avec support borne´
(nombre fini de points) et donc permettre d’estimer la phase a` partir d’un jeu fini de mesures, on
est conduit a` poser l’hypothe`se suivante.
Hypothe`se 3.1 La phase atmosphe´rique φ est a` bande limite´e
Φ(νx, νy) = F{φ(x, y)} = 0, |νx|, |νy| > 1
2d
, (3.31)
et pe´riodique
φ(x, y) = φ(x+ αL, y + βL), α, β ∈ Z. (3.32)

Cette hypothe`se n’est pas plus re´aliste que l’hypothe`se sous-jacente a` la ge´ome´trie de Fried,
ou` le mode`le est exact pour une phase de´crite sur une base de fonctions biline´aires. Il s’agit d’une
formulation alternative, ou` la phase est cette fois-ci repre´sente´e sur une base de sinus cardinaux.
Remarques : La phase re´elle n’est ni pe´riodique ni a` bande limite´e. Malgre´ cela, sachant que le
spectre spatial de la phase est ∝ ν−11/3, pour un e´chantillonnage d suffisamment petit le repliement
tend a` eˆtre ne´gligeable. A cet e´gard, se re´fe´rer a` la Fig. 2.17. ◭
Puisque la phase est suppose´e a` bande limite´e et bien e´chantillonne´e, alors une version discre´tise´e
tous les d me`tres est suffisante pour estimer exactement la phase continue, non pe´riodique a` partir de
cet e´chantillon. En plus, cet e´chantillon n’est autre que les coefficients de fonctions sinus cardinaux
normalise´es centre´es sur les points d’e´chantillonnage ; selon le the´ore`me de Nyquist-Shannon, la
phase continue non pe´riodique est calcule´e par l’inte´grale de convolution des e´chantillons par les
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sinus-cardinaux. En conse´quence on peut, sans perte d’information, reconstruire la phase φ(x, y) en
tout point a` partir de ses e´chantillons sur le support L × L. Soit φe(x, y) cette phase e´chantillonne´e
qui vaut ze´ro en dehors des points d’e´chantillonnage. On a donc
φ(x, y) = φe(x, y) ⋆ sinc(x, y). (3.33)
Avoir un support borne´ avec un nombre fini de fre´quences est essentiel pour eˆtre en mesure de pouvoir
utiliser la TFD dans la reconstruction de phase a` partir de ses pentes au moyen de techniques de
filtrage.
Puisque la phase est aussi suppose´e pe´riodique (second point de l’hypothe`se 3.1), alors sa
repre´sentation dans l’espace des fre´quences spatiales est discre`te.
Exemple : Soit le cas mono-dimensionnel. Si φ[m] , φ(md) est une se´quence d’e´chantillons d’une
fonction continue, pe´riodique et de bande limite´e originale, e´chantillonne´e en respectant le the´ore`me
de Nyquist-Shannon (c’est-a`-dire qu’il n’y aura pas de repliement spatial, sous l’hypothe`se 3.1) il
en de´coule que la transforme´e de Fourier Φk(ω) de φ[m] est pe´riodique (car il s’agit d’une fonction
e´chantillonne´e) et discre`te (puisque φ est pe´riodique) comme celle repre´sente´e sur la Fig. (3.6). ◭
FIG. 3.6 – Illustration de la transforme´e de Fourier (TF) e´chantillonne´e du signal continu φ(x) (points
rouges) et de la TF discre`te de la se´quence discre`te pe´riodique φ[m] (cercles noirs). Une seule
dimension conside´re´e.
Ces proprie´te´s permettent d’e´noncer le re´sultat suivant.
Proprie´te´ 3.1 La repre´sentation des mesures HS des Eqs. (3.29a-3.29b) peut se mettre sous la forme
φ¯rx − φ¯lx = ↓
1
d
(
φ(x, y) ⋆F−1
{
e−πidνysinc (dνy)
(
e2πiνxd − 1
)})
= ↓ 1
d
(
φe(x, y) ⋆ sinc(x, y) ⋆F
−1
{
e−πidνysinc (dνy)
(
e2πiνxd − 1
)})
= ↓ 1
d
(
φe(x, y) ⋆F
−1
{
rect(dνx)rect(dνy)e
−πidνysinc (dνy)
(
e2πiνxd − 1
})
, (3.34)
ou` rect(dν) est une fonction porte de largeur 1/d dans l’espace des fre´quences spatiales. Cette
fonction couvre la bande fre´quentielle de φ(x, y).
Dans le but de renforcer le fait que les pentes sont les diffe´rences premie`res des moyennes aux
bords des sous-pupilles, la notation sx = φ¯rx − φ¯lx est utilise´e.
A partir de l’hypothe`se 3.1, suite a` la de´composition spectrale de φ, les fre´quences qui ont un
coefficient diffe´rent de ze´ro sont celles de la se´rie de Fourier, soit fk = kN 1d , fl = lN 1d , avec bande
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passante de −12d ≤ fk, fl ≤ 12d . En remplac¸ant νx et νy a` l’Eq. (3.34) par fk et fl il vient
φ¯rx − φ¯lx =
1
d
φ[m,n] ⋆TF−1
{
e
−piil
N sinc
(
l
N
)(
e
2piik
N − 1
)}
, Mode`le mesure en Fourier
(3.35)
ou` on a le droit de remplacer la transforme´e de Fourier continue par la transforme´e de Fourier
discre`te car les coefficients hors bande sont nuls. △
De´monstration : Equation de mesure exacte dans le domaine des fre´quences spatiales.
L’e´quation (3.35) revient a` discre´tiser directement l’Eq. (3.29) sous l’hypothe`se d’une phase
pe´riodique et a` bande limite´e a` la fre´quence de Nyquist-Shannon. On peut le voir facilement en
remarquant que comme la partie fre´quentielle de l’Eq. (3.34) est nulle en dehors de [−1/(2d), 1/(2d)]
les rect(·) disparaissent dans une transformation en TFD. 
Le mode`le de mesure dans l’espace de Fourier s’e´crit alors
SEx [k, l] =
1
d
Φ[k, l]e
−piil
N sinc
(
l
N
)(
e
2piik
N − 1
)
, (3.36a)
SEy [k, l] =
1
d
Φ[k, l]e
−piik
N sinc
(
k
N
)(
e
2piil
N − 1
)
, (3.36b)
ou` la notation Sx[k, l] = TF{sx} et Sy[k, l] = TF{sy} est adopte´e pour les transforme´es de Fourier
des mesures.
La repre´sentation du filtre donne´ a` l’Eq. (3.36) dans l’espace direct n’est pas creuse car les mesures
ne de´pendent plus du gradient local de la phase mais, par le biais de la fonction « porte », de la phase
e´tendue sur la totalite´ du support L × L. Les filtres des mode`les creux de la section s 3.3.1.1 sont
pre´sente´s dans la section suivante.
3.4.2 Repre´sentation de Fourier des mode`les simplifie´s de l’ASO HS
Les mode`les de mesure de Hudgin, Fried et Southwell (de´crits a` la section 3.3.1.1) sont maintenant
re´e´crits dans l’espace des fre´quences spatiales. La Fig. (3.4) sche´matise leur principe d”ope´ration.
3.4.2.1 Hudgin
Pour la ge´ome´trie de Hudgin, le mode`le de mesure dans l’espace de Fourier s’e´crit
SHx [k, l] =
1
d
Φ[k, l]
(
ei
2pik
N − 1
)
, (3.37a)
SHy [k, l] =
1
d
Φ[k, l]
(
ei
2pil
N − 1
)
. (3.37b)
De´monstration : La de´monstration comple`te se trouve dans [Freischlad et Koliopoulos, 1986]. 
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3.4.2.2 Fried
Pour la ge´ome´trie de Fried, la moyenne aux bords est remplace´e par une moyenne sur deux points
place´s aux coins de la sous-pupille. Ceci conduit au mode`le
SFx [k, l] =
1
2d
Φ[k, l]
(
ei
2pik
N − 1
)(
1 + e−i
2pil
N
)
, (3.38a)
SFy [k, l] =
1
2d
Φ[k, l]
(
ei
2pil
N − 1
)(
1 + e−i
2pik
N
)
. (3.38b)
De´monstration : La de´monstration comple`te se trouve dans [Poyneer et al., 2002]. 
3.4.2.3 Southwell
La ge´ome´trie de Southwell suppose les pentes aux coins des sous-pupilles. Le mode`le dans
l’espace des fre´quences spatiales s’e´crit :
SSx [k, l] =
1
d
Φ[k, l]
(
−i sin
(
2πk
N
))
, (3.39a)
SSy [k, l] =
1
d
Φ[k, l]
(
−i sin
(
2πl
N
))
. (3.39b)
De´monstration : La de´monstration comple`te se trouve dans [Correia et al., 2008a]. 
3.4.2.4 Augmentation de la conformite´ des mode`les au HS – de´calages late´raux
Afin d’augmenter la corre´lation des pentes du HS avec les pentes the´oriques des mode`les creux
des de´calages late´raux additionnels peuvent eˆtre rajoute´s au mode`le direct. Ceci re´sulte en un mode`le
qui se rapproche au mieux du re´el fonctionnement de l’ASO.
En espace de Fourier, les de´calages se traduisent par une multiplication par
ei
2pi
N
(hs·k+vs·l), (3.40)
ou` hs et vs sont les de´calages horizontal et vertical respectivement en unite´s de sous-pupilles. A titre
d’exemple, un de´calage horizontal en x additionnel d’une sous-pupille correspond a` hs = 1 et vs = 0.
The´oriquement, pour la ge´ome´trie de Fried ces de´calages sont nuls alors que pour celle de Hudgin
on a hs = 0 et vs = 1/2 pour les pentes horizontales en x et hs = 1/2 et vs = 0 pour les pentes
verticales en y. Intuitivement, pour la ge´ome´trie de Southwell un de´calage hs = 1/2 et vs = 1/2 pour
les pentes en x et y est adopte´. Les simulations nume´riques mises en place confirment ce choix.
3.5 Le proble`me inverse de reconstruction dans le domaine des fre´quences
spatiales
La re´duction du couˆt calculatoire des algorithmes de reconstruction en OA a fait l’objet de
plusieurs travaux de recherche. L’aspect commun de tous les travaux groupe´s ci-apre`s est la
mode´lisation directe de la mesure avec des mode`les creux pre´sente´s a` la section 3.3.1.1. La distinction
re´side dans la me´thode utilise´e lors de l’inversion du proble`me direct. Une synthe`se actuelle de la
litte´rature sur ce sujet est pre´sente´e par [Ellerbroek et Vogel, 2009]. Cette the´matique est traite´e dans
les ouvrages de re´fe´rence [Roggemann et Welch, 1996], [J.W.Hardy, 1998] et [Roddier, 1999].
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Dans cette section, l’inversion du proble`me dans l’espace des fre´quences spatiales est expose´e,
avec la de´rivation des filtres moindres carre´s et a` variance minimale. L’adaptation de l’algorithme par
FFT – l’implantation rapide de la TFD – aux mesures re´alise´es sur la pupille annulaire du te´lescopes
est de´crite a` la section 3.5.3. Une nouvelle approche ite´rative est propose´e, base´e sur l’algorithme
d’extrapolation spectrale de [Gerchberg, 1974]. Options de filtrage rapide de modes non-vus et modes
parasites est effectue´e a` la section 3.5.4. Enfin, la section 3.5.5 explicite l’obtention de la phase estime´e
a` haute-re´solution a` partir de l’estime´e basse re´solution.
3.5.1 Reconstruction moindres carre´s sur les donne´es
Les Eqs. (3.25-3.27) et (3.35) se pre´sentent sous la forme du produit d’un terme lie´ au gradient
spatial Gx,y[k, l] par un terme Mx,y[k, l], lie´ a` la fonction moyenne (convolution par la fonction
« porte » f⊓ de l’Eq. (3.28)). Ces deux termes de´pendent du filtre spe´cifique que l’on veut utiliser.
En utilisant les proprie´te´s de la transforme´e de Fourier, la minimisation du crite`re des moindres
carre´s de l’Eq. (3.9) est obtenue en isolant, fre´quence par fre´quence, la phase dans les e´quations de
mesure Eqs. (3.25-3.27). Ceci conduit aux filtres R = (Rx,Ry), souvent appele´s « filtres inverses »,
sous la forme
Rx[k, l] =
QHx
|Qx|2 + |Qy|2 =
GHx [k, l]M
H
x [k, l]
|Gx[k, l]Mx[k, l]|2 + |Gy[k, l]My[k, l]|2 , (3.41a)
Ry[k, l] =
QHy
|Qx|2 + |Qy|2 =
GHy [k, l]M
H
y [k, l]
|Gx[k, l]Mx[k, l]|2 + |Gy[k, l]My [k, l]|2 , (3.41b)
ou` Qx , Gx[k, l]Mx[k, l] et Qy , Gy[k, l]My[k, l] sont de´finis sur le tableau 3.1 pour les filtres
correspondant aux ge´ome´tries de la section 3.3.1.1.
TAB. 3.1 – Filtres des quatre ge´ome´tries utilise´es : Exacte, Hudgin, Fried, Southwell.
Filtre GHx GHy Mx My
Exact
(
e(−i
2pi
N
k) − 1
) (
e(−i
2pi
N
l) − 1
)
sinc
(
l
N
)
e(−i
pi
N
l) sinc
(
k
N
)
e(−i
pi
N
k)
Fried
(
e(−i
2pi
N
k) − 1
) (
e(−i
2pi
N
l) − 1
)
1
2
(
1 + e(−i
2pi
N
l)
)
1
2
(
1 + e(−i
2pi
N
k)
)
Hudgin
(
e(−i
2pi
N
k) − 1
) (
e(−i
2pi
N
l) − 1
)
1 1
Southwell −i sin (2πkN ) −i sin (2πlN ) 1 1
Avec Sx[k, l] = TF{sx} et Sy[k, l] = TF{sy} les transforme´es de Fourier des mesures, l’estime´e
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de la phase au sens moindres carre´s s’e´crit
Φ̂LS[k, l] =
{
0 si k, l = 0;
Rx[k, l]Sx[k, l] +Ry[k, l]Sy[k, l] sinon.
(3.42)
Remarques : Le filtre « exact » de´rive´ ici est identique a` celui pre´sente´ par [Poyneer et Ve´ran, 2005].
Pour trouver le leur, il faut utiliser la relation de Euler, se´parer les parties re´elle et imaginaire puis
simplifier en utilisant des relations trigonome´triques. L’inte´reˆt de l’approche pre´sente´ ici est de justifier
le filtre « exact » sous certaines hypothe`ses sur la phase [cf. §3.4.1].
Vis-a`-vis du filtre de Fried, le filtre « exact » n’a plus de poˆle a` la fre´quence du mode gaufre. ◭
3.5.2 Reconstruction re´gularise´e - le filtre MMSE de Wiener
Les limitations du reconstructeur moindres carre´s ont e´te´ de´ja` e´voque´es. Cela reste vrai qu’il
s’agisse d’une base de polynoˆmes de Zernike ou de fonctions de la se´rie de Fourier. Prendre en compte
les informations a priori que l’on posse`de sur la phase et le bruit tend a` ame´liorer la reconstruction de
phase. Le crite`re MMSE de l’Eq. (3.12) admet pour solution le filtre de [Wiener, 1949], en supposant
que la phase et le bruit sont stationnaires et que les moments du deuxie`me ordre sont connus :
Φ̂MMSE =
QHxSx +Q
H
ySy
|Qx|2 + |Qy|2 + γWwWφ
. Filtre a` variance minimale de Wiener (3.43)
Les spectres Ww etWφ [Eq. (2.15)], sont la densite´ spectrale de puissance du bruit et de la phase
respectivement.
Comme pre´ce´demment, le bruit est suppose´ blanc, de distribution gaussienne et inde´pendant entre
sous-pupilles, i.e. Ww ∝ ρI, ρ ∈ ℜ une constante arbitraire. Un facteur d’e´chelle scalaire γ a e´te´
introduit dans l’Eq. (3.43) pour re´gler le poids de la re´gularisation afin de prendre en compte d’autres
sources de bruit ne´glige´es dans ce formalisme5. Le terme Ww
Wφ
peut s’interpre´ter comme l’inverse du
rapport signal sur bruit (RSB). Pour des fre´quences ou` le niveau de bruit est plus important que le
niveau du signal de phase, le filtre adopte une estime´e nulle, c’est-a`-dire Ww
Wφ
→∞ alors Φ̂→ 0. En
re´gime de fort RSB il vient Ww
Wφ
≈ 0 et par conse´quent le filtre de Wiener tend vers le filtre moindres
carre´s de l’Eq. (3.42). Les effets du repliement fre´quentiel ne peuvent cependant pas eˆtre pris en
compte par ce filtrage line´aire. En adoptant Ww 6= ρI une certaine prise en compte du repliement est
possible [Neichel et al., 2009].
Remarques : Malgre´ l’existence d’un poˆle a` la fre´quence nulle, ceci n’impacte pas la performance
des syste`mes d’OA . Le filtrage de Wiener permet d’e´liminer les poˆles a` la fre´quence du mode gaufre
et ainsi re´duire les pertes de performance et conse´quente propagation de bruit a` cette fre´quence. ◭
3.5.3 Extension des pupilles circulaires aux pupilles carre´es
Dans le contexte de l’OA, la pupille du te´lescope restreint les limites physiques de la re´gion sur
laquelle les mesures sont effectue´es. Les gradients de phase sont ainsi disponibles sur toute la re´gion
pupillaire, de forme annulaire (circulaire le plus commune´ment).
L’utilisation des transforme´es de Fourier impose l’existence de mesures sur une re´gion rectangu-
laire (carre´e dans la plupart des cas). Il faut donc adapter les mesures obtenues sur le syste`me d’OA a`
5Notamment celles lie´es aux extensions de pentes et au repliement spatial de la phase.
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l’utilisation des transforme´es de Fourier discre`tes car les supports sont pour l’heure diffe´rents. A cette
fin, deux contraintes ont e´te´ identifie´es :
(i) La phase est pe´riodique (au sens spatial du terme, cf. §3.4.1)
1
L
∫
L
∇φdL = 0. Contrainte de pe´riodisation (3.44)
Autrement dit, l’inte´grale du champ des gradients sur le support de largeur L doit eˆtre
exactement ze´ro. Cette circularisation, propose´e par [Freischlad et Koliopoulos, 1986] est
e´tablie mathe´matiquement en imposant la somme des pentes en x ou y e´gale a` ze´ro dans la
direction x et y respectivement :∑N
n=1 sx(m,n) = 0,
∑N
m=1 sy(m,n) = 0. (3.45)
Pour une grille de N ×N point avec (N − 1)× (N − 1) pentes, il en re´sulte que
sx(m,N) = −
N−1∑
n=1
sx(m,n), 1 ≤ m ≤ N, (3.46a)
sy(N,n) = −
N−1∑
m=1
sy(m,n), 1 ≤ m ≤ N, (3.46b)
une fac¸on aise´e de garantir la circularite´ de la phase. Pour e´viter des sursauts abrupts aux bords
sx(m,N) >> sx(m,n < N), sy(N,n) >> sy(m < N,n) des fonctions d’apodisation
peuvent eˆtre envisage´es. Celles-ci tendent a` lisser le champ aux bords tout en garantissant la
pe´riodisation. Les re´sultats obtenus se trouvent dans [Correia et al., 2008a], mais ne sont pas
utilise´s ici.
(ii) Le rotationnel du champ de gradients
rot(∇φ) = 0, Contrainte de rotationnel (3.47)
en absence de bruit de mesure, doit eˆtre strictement e´gal a` ze´ro a` l’inte´rieur et a` l’exte´rieur
de la pupille. Par conse´quent, la somme des gradients sur tout chemin ferme´ (reliant quatre
points de phase quelconques) doit impe´rativement eˆtre impose´e nulle. Cette contrainte a e´te´ for-
malise´e mathe´matiquement par [Herrmann, 1980] et ensuite utilise´e par [Poyneer et al., 2002].
Physiquement elle impose tout simplement la continuite´ spatiale de la phase.
3.5.3.1 Application des contraintes d’extension aux mode`les du HS
Ge´ome´trie Exacte : Pour la ge´ome´trie « exacte » [cf. §3.4.1] on propose une me´thode ite´rative de´crite
en de´taille a` la section 3.5.3.2. Cette me´thode permet de garantir que le rotationnel du champ de
gradients est aussi proche de ze´ro que possible tout en imposant la circularisation de phase. Ce type
d’extension, base´ sur l’extrapolation du contenu spectral des pentes est ge´ne´ral et peut donc eˆtre
applique´ a` n’importe quelle ge´ome´trie de mesure [section 3.7].
Ge´ome´trie de Fried : Pour la ge´ome´trie de Fried, [Correia et al., 2007] ont explicitement re´solu
l’application de la contrainte (ii.) ci-dessus. Cette ge´ome´trie suppose que la pente se trouve au milieux
de la sous-pupille (calcule´e en prenant la moyenne aux bords – Eq. (3.26)) ; le calcul du rotationnel
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est effectue´ sur des pentes reliant des points de phase, ceux-ci situe´s aux coins des sous-pupilles. Par
conse´quent, l’application de la contrainte (ii.) sur des pentes qui relient directement des points de
phase, conduit a`
0 = sx[m,n] + sx[m,n+ 1] + sy[m,n+ 1] + sy[m+ 1, n + 1]
−sx[m+ 1, n + 1]− sx[m+ 1, n]− sy[m+ 1, n]− sy[m,n],
1 ≤ m ≤ N − 1, 1 ≤ n ≤ N − 1.
(3.48)
ou` la condition identifie´e fait intervenir quatre sous-pupilles. Ceci permet d’e´tablir une e´quation sur
les pentes exte´rieures de l’ensemble de 2x2 sous-pupilles puisque les pentes inte´rieures s’annulent. La
Figure 3.7 sche´matise le principe d’ope´ration. Les de´tails de l’implantation de l’Eq. (3.48), me´thode
de´nomme´e « mesh2x2 », se trouvent dans [Correia et al., 2008a].
Toutefois, la contrainte ne peut pas eˆtre impose´e aux bords du support : il est intrinse`quement
impossible d’imposer la circularisation en appliquant l’Eq. (3.48) et en meˆme temps conserver le
rotationnel e´gal a` ze´ro. La priorite´ est donne´e a` la circularisation car en son absence des erreurs
sur les basses fre´quences sont produites, contrairement au rotationnel qui cre´e des erreurs haute
fre´quence. Cela va donner naissance a` une erreur additionnelle qui sera e´value´e ensuite par simulations
nume´riques.
FIG. 3.7 – (Gauche) Ge´ome´trie de Hudgin ; les pentes sont recopie´es vers l’exte´rieur de la pupille,
comme l’exemple le montre. Un cas spe´cial : la sous-pupille en bas au centre exhibe trois pentes
(seul la sous-pupille fictive en bas est inexistante (voir la Fig. 3.4 pour plus de de´tails). Pour ce cas la
somme indique´e doit eˆtre re´alise´e, et d’ailleurs pour toute situation identique au bord de la pupille du
te´lescope.
(Centre) : Ge´ome´trie de Fried : l’application de la contrainte de´crite par l’Eq. (3.26) est re´alise´e comme
le montre la figure.
(Droite) : Extension des pentes pour la configuration de Fried avec pentes recombine´es, propose´e par
[Freischlad et Koliopoulos, 1986]. Le rotationnel est en effet nul sur Ω en proce´dant a` l’extension
propose´e pour la ge´ome´trie sur des directions modifie´es a` 45o.
Les cercles noirs correspondent aux points de phase a` l’inte´rieur de la pupille et les circonfe´rences
aux points a` l’exte´rieur.
L’imposition de cette contrainte aux pentes horizontales et verticales e´vite la recombinai-
son des pentes en x et en y sur des directions incline´es a` 45o. Cette solution a e´te´ propose´e
par [Freischlad et Koliopoulos, 1986]. De meˆme, ceci e´vite la reconstruction qui s’en suit sur deux
grilles disjointes [Poyneer et al., 2002] qu’il faudrait par la suite recombiner pour en avoir l’estime´e
finale.
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En imposant les contraintes comme on le propose ici avec le filtre qui correspond a` la ge´ome´trie
de Fried il est possible de re´soudre le proble`me d’estimation de phase de fac¸on en tout point similaire
a` la ge´ome´trie de Hudgin, sans passer par des e´tapes de recombinaison et donc sans complexite´ de
calcul supple´mentaire. En tout cas, meˆme en gardant les nouvelles pentes a` 45o, la reconstruction de
phase sur des grilles distinctes peut s’e´viter en utilisant une me´thode d’extension adapte´e, de´crite par
[Correia et al., 2007] et illustre´e sur la Fig. 3.7-gauche.
Ge´ome´trie de Hudgin : Une me´thode simple pour e´tendre les pentes en dehors de la pupille qui
respecte entie`rement les contraintes identifie´es a e´te´ propose´e par [Poyneer et al., 2002] :
0 = sx[m,n] + sy[m,n + 1]− sx[m,n+ 1]− sy[m,n],
1 ≤ m ≤ N − 1, 1 ≤ n ≤ N − 1. (3.49)
La Fig. 3.7-gauche, pre´cise la proce´dure spe´cifique a` adopter pour la ge´ome´trie de Hudgin.
Ge´ome´trie de Southwell : L’extrapolation des pentes pour la ge´ome´trie de Southwell est tout a` fait
e´quivalente a` celle adopte´e pour la ge´ome´trie de Fried. Pour s’en convaincre, remplacer les pentes sx
and sy par leurs valeurs donne´es par les Eqs.(3.26-3.27). Ensuite, appliquer l’Eq. (3.48) et ve´rifier que
la somme est en effet ze´ro. Comme pre´ce´demment la circularisation remplace la contrainte (ii) aux
bords de la grille de reconstruction.
Ces contraintes restent vraies tant que la mesure est non bruite´e. Dans la cas ge´ne´ral avec bruit
de mesure, il n’y a pas de raison concre`te pour que les contraintes pre´sente´es soient ve´rifie´s. Une
composante a` rotationnel non nul est rajoute´e par ce bruit [Herrmann, 1980].
Une me´thode alternative est la me´thode d’extension « edge » propose´e par [Poyneer et Ve´ran, 2005]
consistant a` imposer uniquement la circularisation de la phase, le rotationnel e´tant laisse´ tel quel. Cette
me´thode a e´te´ de´veloppe´e pour le fonctionnement en boucle ferme´e ou` les mesures sont les pentes
de la phase re´siduelle, donc normalement tre`s proches de ze´ro (selon les conditions d’observation,
notamment fort RSB). La me´thode consiste a` e´galiser la somme des pentes a` ze´ro sur chaque ligne et
colonne en faisant une re´partition de la somme sur les deux coˆte´s de la pupille. Cette me´thode rend
possible la mise en place d’un algorithme optimise´ mode a` mode car les modes de Fourier restent
orthogonales sur la pupille. Toutefois, la me´thode provoque une discontinuite´ du rotationnel du champ
de gradients aux bords de la pupille du te´lescope. Cet effet est responsable de pertes conside´rables en
boucle ouverte, mais reste raisonnable en boucle ferme´e, comme le montrent les auteurs cite´s.
Des me´thodes alternatives doivent donc eˆtre mises en place. Empiriquement, la meilleure
extension consisterait a` e´tendre les pentes en dehors de la pupille en utilisant au mieux les informations
spectrales des pentes mesure´es et les informations a priori que l’on posse`de sur la phase et le bruit.
C’est pre´cise´ment l’objet de la section suivante.
3.5.3.2 Extrapolation spectrale ite´rative
La section pre´ce´dente explicite la proce´dure a` adopter pour e´tendre les mesures en dehors de la
pupille du te´lescope. L’imposition conjointe des deux contraintes identifie´es aux Eqs. (3.44) et (3.47)
n’est mathe´matiquement exacte que pour la ge´ome´trie de Hudgin. Des re´sultats the´oriques existent et
sont propose´es pour toutes les autres ge´ome´tries.
Une me´thode permettant d’e´tendre les mesures tout en gardant les contraintes (i.) et (ii.) est
pre´sente´e dans cette section. Elle consiste a` modifier l’algorithme de [Gerchberg, 1974], qui a e´te´
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FIG. 3.8 – Illustration des e´tapes de l’algorithme de Gerchberg-Papoulis pour des fonctions a` bande
limite´e. Ce sche´ma, inspire´ de celui de [Papoulis, 1975], utilise, sans perte de ge´ne´ralite´, des fonctions
temporelles. Le nombre d’ite´rations croissant, la fonction reconstruite converge vers la fonction
originale, ici f(t) ou` de fac¸on e´quivalente F (ω).
FIG. 3.9 – Etapes de l’algorithme de Gerchberg modifie´.
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conc¸u pour l’extrapolation spatiale et fre´quentielle d’une fonction dont on ne connaıˆt que des re´gions
finies (dans l’espace direct et Fourier).
La Fig. 3.8, inspire´e de celle pre´sente´e par [Papoulis, 1975] qui a ulte´rieurement analyse´ et
optimise´ l’algorithme de Gerchberg, sche´matise les e´tapes de l’algorithme.
L’algorithme de Gerchberg-Papoulis s’appuie sur des transforme´es de Fourier entre l’espace direct
et l’espace des fre´quences spatiales.
Dans sa version comple`te, cet algorithme consiste a` mettre en place les ope´rations suivantes :
1. remplacer les pentes estime´es dans l’espace direct par les pentes mesure´es a` l’inte´rieur de la
pupille ; les pentes extrapole´es sont garde´es ;
2. transforme´e de Fourier directe ;
3. remplacer la portion du spectre au dessous de la fre´quence de coupure par le spectre connu ; le
spectre extrapole´ reste garde´ ;
4. transforme´e de Fourier inverse ; recommencer a` nouveau a` partir de (a) juste a` ce que un
crite`re d’arreˆt soit franchi (par exemple : stagnation de la me´thode, erreur en dessous d’un
seuil pre´de´fini).
Ce n’est pas la premie`re fois que cet algorithme est utilise´ dans un contexte d’OA. De´ja`
[Roddier et Roddier, 1991] proposent son utilisation pour la reconstruction de phase a` partir de
mesures de courbure, mais aucune mise en œuvre e´ventuellement re´alise´e n’est connue.
Puisque l’algorithme de Gerchberg-Papoulis introduit des variations minimales d’e´nergie sur les
donne´es a` bande limite´e, (i.e. les DSP initiale et finale sont aussi proches que possible), il s’ave`re un
moyen ide´al pour cre´er des pentes dans des re´gions ou` elles sont inexistantes. Cette me´thode impose
des conditions aux bords pour re´soudre l’e´quation de Poisson avec conditions limite de von Neumann
(de´rive´e radiale aux bords nulle), et, du fait de l’utilisation de la TFD, la circularisation est directement
impose´e.
Dans un contexte d’OA, les donne´es sont les pentes de la phase et non la phase elle meˆme. Pour
en tenir compte, deux e´tapes additionnelles sont inclues dans une version modifie´e. Elles visent a`
reconstruire la phase bi-dimensionnelle a` partir des pentes et, ensuite, a` cre´er des mesures de pente a`
partir de la phase (selon un mode`le a` de´finir). La reconstruction (e´tape (2) de l’algorithme 1) utilise
directement les filtres propose´s ci-dessus, tandis que les pentes sont a` nouveau obtenues a` partir de la
ge´ome´trie de Fried (e´tant celle qui se rapproche le plus du fonctionnement re´el du HS tout en restant
creuse) (e´tape (3) de l’algorithme 1). L’ensemble des ope´rations sont de´taille´es a` l’algorithme 1.
Entre´e: Mesures de l’analyseur
pour chaque m = 0, 1, ..., faire
1 : Transforme´e de Fourier;
2 : Reconstruction de la phase;
3 : Calcul des gradients selon mode`le a priori;
4 : Transforme´e de Fourier inverse;
5 : Convergence ? Si OUI → FIN;
6 : Remplacer pentes a` l’inte´rieur de la pupille par les pentes mesure´es ;
fin
Sortie: FIN : Grille de pentes sur domaine N ×N
Algorithme 1: Algorithme de Gerchberg modifie´. Les pentes obtenues a` la fin correspondent a` une
phase pe´riodique et dont le rotationnel est d’autant proche de ze´ro que possible (bruit de mesure est
tenu en compte).
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La phase atmosphe´rique e´tant un phe´nome`ne a` large bande, l’e´tape 3 de l’algorithme 1 a e´te´
enleve´e. La Fig. 3.9 en sche´matise la proce´dure finale.
3.5.3.3 Re´capitulatif des me´thodes d’extension
Trois me´thodes d’extension sont utilise´es dans ce me´moire. Un re´capitulatif est manifestement
ne´cessaire.
1. « mesh2x2 », consiste a` appliquer l’Eq. (3.48), pour re´soudre un syste`me line´aire pour des
ensembles de 2-par-2 sous-pupilles – Fig. 3.7-centre.
2. « simple », propose´e par [Poyneer et al., 2002], de´finit par l’Eq. (3.49), consiste a` recopier vers
l’exte´rieur les pentes aux bords de la pupille du te´lescope – Fig. 3.7-gauche.
3. « modGerch », application de l’algorithme de Gerchberg-Papoulis modifie´ permettant l’extra-
polation spectrale, sche´matise´ a` la Fig. 3.9.
3.5.4 Suppression des modes non-vus
Dans la section 3.2.3 les modes non-vus par le HS ont e´te´ identifie´s et des me´thodes d’e´limination
re´fe´rence´es. Un proble`me identique se retrouve dans le cadre de la reconstruction dans l’espace
des fre´quences spatiales. A premie`re vue, l’e´limination des modes de piston et gaufre pur aurait
pu s’achever directement en espace de Fourier en spe´cifiant le coefficient de la fre´quence nulle et
1/(2d) a` ze´ro. Cependant cela s’ave`re insuffisant car les fre´quences dans le support rectangulaire
des transforme´es ne correspond pas exactement a` la meˆme fre´quence dans le support annulaire.
Donc, la reconstruction de front d’onde ne´cessite dans l’espace direct d’une ope´ration supple´mentaire
d’atte´nuation de la pre´sence parasite d’un re´sidu lie´ aux modes non vus.
L’e´limination du mode piston est e´vidente ; elle consiste a` soustraire la valeur moyenne de la phase
reconstruite.
Pour le mode gaufre en ge´ne´ral, une convolution par la fonction
Gl =
[
0, 25 −0, 25
−0, 25 0, 25
]
, (3.50)
propose´e par [Poyneer, 2003] e´limine avec efficacite´ le gaufre re´siduel. Toutefois, l’application de
ce filtre dont la repre´sentation fre´quentielle est plutoˆt concentre´e aux hautes fre´quences, n’est pas
anodine pour les basses fre´quences car le filtre recouvre en effet toute la plage fre´quences. De ce fait,
un aspect de lissage de la phase reconstruite est constate´, d’ou` re´sultent des effets potentiellement
ne´gatifs. Ce point est discute´ en plus de de´tail dans [Correia et al., 2008a].
3.5.5 Repre´sentation continue de la phase
Dans le cadre de la reconstruction avec une base discre`te de fonctions de Fourier, la phase n’est pas
une fonction continue mais un jeu de coefficients sur une grille de N points. On souhaite utiliser une
base de fonctions invariantes par translation, en analogie avec l’ope´ration effectue´e par le MD (celui-
ci se comporte donc comme un interpolateur de phase). Si l’on conside`re que la bande fre´quentielle
des fonctions de la base ne de´passe pas la bande de celle-ci, alors
φ[m,n] = u[m,n] ⋆ IF[m,n], (3.51)
IF e´tant une fonction d’influence, avec la meˆme re´solution que la phase.
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Dans l’espace de Fourier les coefficients des ces nouvelles fonctions se trouvent a` partir de
u = TF−1
Φ
IF+K
, (3.52)
ou`Φ est la transforme´e de la phase discre`te, IF est la transforme´e de Fourier de la fonction d’influence
IF centre´e.
De´monstration : La repre´sentation de l’Eq. (3.51) consiste en effet a` un produit de convolution des
coefficients zonaux par une base de fonctions normalise´es. Une telle convolution devient alors une
multiplication dans l’espace de Fourier. Ceci dit, une simple ope´ration de filtrage doit donc eˆtre mise
en place sous la forme
u = TF−1
{
IFH
|IF|2Φ
}
(3.53)
L’Eq. (3.53) en de´coule imme´diatement en multipliant par 1/IFH et notant que IFHIF = |IF|2.
Le terme K est une fonction de re´gularisation bidimensionnelle qui tend a` pe´naliser l’amplification
exage´re´e de fre´quences non de´sire´es. 
La phase φ(x, y) a` haute re´solution, voire continue, s’obtient en faisant
φ(x, y) =
N∑
i=1
N∑
i=j
φ[m,n]IFm,n(x, y). (3.54)
3.5.6 Coefficients de propagation du bruit
On s’inte´resse ici aux pupilles annulaires avec extension de pentes en dehors de la pupille. Les
coefficients de propagation de bruit sont de´finis par
ηb ,
σ2bp
σ2w
, (3.55)
ou` σ2bp est la variance du bruit propage´. Ce coefficient peut se calculer analytiquement a` partir de
l’expression
ηǫ =
1
N2
[
trace
{
(RD− I) Σφ
(
(RD)T − I
)}
︸ ︷︷ ︸+ trace
{
RΣwR
T
}
︸ ︷︷ ︸
]
, (3.56)
ηφ σ
2
bp = σ
2
wηb
ou` la premie`re composante est le terme de biais et la deuxie`me un terme lie´ au bruit de mesure. Le
bruit de mesure est conside´re´ inde´pendant entre sous-pupilles et de variance e´gale. Donc Σw = σ2wI,
avec σ2w la variance de bruit sur les sous-pupilles parfaitement e´claire´es.
L’Eq. (3.56) de´finit une expression line´aire du type
ηǫ = ηφ + σ
2
wηb, (3.57)
qui est a` la fois fonction de la me´thode de reconstruction (a` travers R) et a` la fois du mode`le de mesure
(a` travers D).
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Cependant, L’Eq. (3.55) n’admet pas de solution analytique simple quant il s’agit de la
reconstruction dans l’espace des fre´quences spatiales sur une pupille Ω car les extensions ne sont
pas simples a` mode´liser sous forme de matrice. A la section 3.7.6 l’Eq. (3.56) est statistiquement
e´value´e en proce´dant a` un tre`s grand nombre de tirages ale´atoires.
Les courbes sur la Fig. 3.10 montrent les coefficients de propagation calcule´s analytiquement par
[Hudgin, 1977], [Fried, 1977] et [Southwell, 1980] respectivement
Au moyen de simulations nume´riques, [Zou et Rolland, 2006] calculent explicitement les coeffi-
cients donne´s par l’Eq. (3.55), en distinguant les valeurs de N paires et impaires pour les ge´ome´tries de
Fried, Hudgin et Southwell. Des variations conside´rables sont trouve´es vis-a`-vis des calculs the´oriques
sur la Fig. 3.10, le comportement logarithmique e´tant toujours pre´sent. On s’attend donc, dans le
cas particulier analyse´ ici, notamment puisque l’on conside`re les effets des extensions, a` obtenir des
variations par rapport aux lois de la Fig. 3.10. Cet aspect sera analyse´ en de´tail a` la section 3.7.
Ge´ome´trie Coefficients de propagation
Hudgin, 1997 ηHudb = 0, 561 + 0, 103 ln(N)
Fried, 1977 ηFrib = 0, 6558 + 0, 3206 ln(N)
Southwell, 1980 ηSoub = −0, 10447 + 0, 2963 ln(N)
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FIG. 3.10 – Coefficients de propagation du bruit correspondant aux lois sur le tableau a` gauche.
3.6 Aperc¸u ge´ne´ral des re´sultats des articles Correia et al., 2007 et
Correia et al. 2008a
Les articles [Correia et al., 2007] et [Correia et al., 2008a] discutent de l’effet de la re´gularisation
sur la performance des me´thodes base´es sur la FFT (alias FFTr). Un syste`me de taille infe´rieure a`
celui conside´re´ ici a alors e´te´ pris, avec 20x20 sous-pupilles.
Comme premie`re observation, globalement la re´gularisation des filtres tend a` ame´liorer les
re´sultats surtout pour des observations avec e´toile plus faible. Une adaptation a` l’ope´ration en boucle
ferme´e a e´te´ propose´e sur laquelle on reviendra a` la section 3.8.
Dans [Correia et al., 2008a] plus pre´cise´ment, l’algorithme de Gerchberg modifie´ est analyse´. On
constate qu’un nombre de 4 a` 6 ite´rations est suffisant avant que la convergence ne stagne. Pour une
e´toile de magnitude mv = 8 les re´sultats sont de´ja` le´ge`rement ame´liore´s. Pour une e´toile de magnitude
mv > 8 l’ame´lioration apporte´e par l’extension ite´rative spectrale est plus importante, pouvant aller
au-dela` de 7%@2,2µm.
Cependant, les re´sultats obtenus par les simulations Monte Carlo montrent une performance
infe´rieure de la ge´ome´trie de Hudgin vis-a`-vis de celle de Fried car les de´calages late´raux n’e´taient
alors pas optimise´s. Cette optimisation est ope´rante ; elle rend en effet les ge´ome´tries de Hudgin et
Southwell beaucoup plus performantes, comme le montrent les re´sultats qui suivent.
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La diversite´ des propositions pour mode´liser le proble`me direct et pour, a` partir de cela, formaliser
le proble`me inverse sont compare´es dans ce chapitre afin d’en de´duire les avantages et inconve´nients
de leur utilisation. Pour simplifier la pre´sentation, les re´sultats de cette section n’utiliseront que les
versions a` variance minimale des filtres de reconstruction.
Les re´sultats de performance sont pre´sente´s sous forme de rapport de Strehl et de FEP [section
2.4.1]. On ne va pas se concentrer sur la capacite´ d’estimation dans le cadre restreint ou` les donne´es
sont ge´ne´re´es par des mode`les directs que l’on propose ici, proce´dure commune´ment de´nomme´e par
« crime inverse ». Ces algorithmes visent plutoˆt a` eˆtre exploite´s en environnement temps re´el avec des
donne´es re´alistes de´livre´es par l’ASO HS. Ceci dit, la simulation nume´rique de Monte Carlo qui a e´te´
mise en œuvre ge´ne`re les pentes bruite´es a` partir du mode`le ge´ome´trique du HS avec e´chantillonnage
spatial fin (plusieurs pixels par sous-pupille). Les algorithmes de reconstruction sont ensuite applique´s
a` de telles donne´es pour en reconstruire la phase et obtenir les tensions a` appliquer au MD pour la
compenser.
Dans ce sce´nario, un syste`me d’OA classique comptant 32-par-32 sous-pupilles est simule´, en
se rapprochant du banc HOT6 [Aller-Carpentier et al., 2008] en cours de mise en œuvre dans les
laboratoires de l’ESO. Une campagne de tests est pre´vue au de´but de l’anne´e 2010 pour ve´rifier les
pre´dictions nume´riques sur ce banc expe´rimental.
Sous les conditions pre´sente´es, plusieurs effets sont e´tudie´s. D’abord, on analyse les me´thodes
d’extension « simple », « mesh2x2 », « Gerchberg modifie´ » a` la section 3.7.2. Cette e´tude consiste
a` repe´rer la me´thode d’extension la plus adapte´e a` chaque filtre. Ces simulations ne sont donc
pas compare´es aux re´sultats de la reconstruction par VMM (VMMr). Ensuite, pour la meilleur
combinaison d’extension/filtre, l’effet du sous-e´clairage est analyse´ a` la section 3.7.3 ainsi que celui
de l’occultation centrale a` la section 3.7.4. Enfin a` la section 3.7.5 l’impact de la magnitude de l’e´toile
utilise´e pour l’analyse est quantifie´. L’e´tude des me´thodes de reconstruction par FFT (FFTr) se termine
par une caracte´risation des coefficients de propagation du bruit de mesure a` la section 3.7.6 et enfin le
calcul de la forme des FEP corrige´es a` la section 3.7.7.
Les re´sultats obtenus sont compare´s a` la VMMr consistant a` prendre
φ̂ = N
(
N
T
N
)−1
N
T
(
D
TΣ−1w D +Σ
−1
φ
)−1
D
TΣ−1w s, (3.58)
ou` N est la matrice des modes d’interpolation utilise´s a` la section 3.5.5. La matrice de covariance de
bruit est ici conside´re´e Σw = σ2wI, ou` σ2w est la variance du bruit sur chaque sous-pupille parfaitement
e´claire´e.
Un point central qui me´rite une justification particulie`re concerne le choix de simuler des syste`mes
en boucle ouverte sachant que la ge´ne´ralite´ des syste`mes d’OA est asservie en boucle ferme´e. La raison
en est simple : d’un coˆte´ on se place dans un sce´nario de reconstruction statique de front d’onde et
donc les performances purement spatiales peuvent eˆtre quantifie´es ; d’autre part on proce`de ainsi a`
une se´paration nette des aspects spatiaux et des aspects temporels. L’adaptation de ces me´thodes a` la
boucle ferme´e est aborde´e brie`vement a` la section 3.8.
3.7.1 Parame`tres de simulation
Les parame`tres de simulation sont re´sume´s dans le tableau 3.2.
6High-order test bench.
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TAB. 3.2 – Parame`tres de simulation. Les valeurs en gras repe`rent les valeurs par de´faut pour des
parame`tres dont la variation est teste´e par simulations de Monte Carlo. En gras les parame`tres utilise´s
par de´faut.
Parame`tres de simulation
Atmosphe`re
C2n 3 couches, {0,5 ;0,2 ;0,3}
Vent {10 ;5 ;15}ms−1
Direction {0 ;90 ;180}o
No. modes 400
L0 25m
λ 0,5µm
seeing 0,65”
r0@ 0,5µm 0.155m
Re´solution spatiale 0,05m
ASO
Type ge´ome´trique
Nb. sous-pupilles 32 (line´aire)
Nb. pixels/sous-pupille 5
Sous-e´clairage 0,25-0,5-0,75-1
λ 0,5µm
Bruit lecteur 2e−
Interpolation
Type de fonctions Gaussiennes
Nb. de fonctions 21 (line´aire)
Couplage (actionneur voisin) 0,2
Simulation
D 8m
Occultation centrale 0-1,2-2,4m
Ts 1ms
Magnitude 8-9-10-11-12
λsci 2,2µm
N ns + 2
→ grille e´tendue de 2 points
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La phase turbulente est simule´e par des e´crans turbulents en translation sous l’hypothe`se de Taylor
[cf. § 2.3.1.2], ge´ne´re´s a` partir de la me´thode de McGlamery [cf. § 2.4.2.1].
Les re´sultats de performance sont obtenus a` de´faut pour une source brillante de magnitude mv = 8
en terme de rapport de Strehl a` 2.2µm. Un syste`me d’OA classique est simule´ avec un miroir conjugue´
de la pupille au sol. Les actionneurs sont localise´s aux coins des sous-pupilles, une disposition spatiale
commune´ment de´nomme´e de « carte´sienne ».
3.7.2 Performance optique en fonction des me´thodes d’extension
Sur la Fig. 3.11 sont montre´s les re´sultats en rapport de Strehl longue pose a` 2,2µm.
Le maximum global correspond a` l’utilisation du filtre « exact ». Les filtres de Hudgin et Southwell
atteignent aussi une performance comparable a` la pre´ce´dente car les de´calages late´raux sont pris en
compte et optimise´s. Les simulations nume´riques confirment la pre´diction the´orique d’une demi sous-
pupille d’e´cart [cf. §3.4.2.4].
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FIG. 3.11 – Performance en rapport de Strehl a` 2,2µm en fonction des me´thodes d’extension pour les
filtres a) « exact », b) « Fried », c) « Hudgin », d) « Southwell ». La colonne a` gauche sur chaque figure
correspond a` l’extension naturelle adapte´e a` chaque filtre [§3.5.3]. Les barres en rouge repre´sentent
l’e´cart type sur 10000 tirages de phase. Les de´calages spatiaux ont e´te´ optimise´s, ce qui justifie les
diffe´rences vis a` vis des re´sultats pre´sente´s dans [Correia et al., 2008a].
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Ces re´sultats montrent aussi que la me´thode d’extension naturelle d’une certaine ge´ome´trie peut
ne pas s’ave´rer la plus adapte´e en combinaison avec le filtre de reconstruction (voir correspondances
ge´ome´trie/extension/filtre a` la section 3.5.3).
Soit maintenant la me´thode d’extension « mesh2x2 ». Quand utilise´e avec le filtre « exact » la
performance est maximise´e. Toutefois une fois utilise´e avec la ge´ome´trie de Fried (pour laquelle le
calcul est the´oriquement exact) une le´ge`re perte de performance par rapport a` la me´thode « simple »
et « Gerchberg » est observe´e. L’explication en est la suivante : la me´thode « 2x2mesh » introduit
une quantite´ e´leve´e de gaufre auquel la ge´ome´trie de Fried est aveugle. La phase reconstruite contient
alors du gaufre en exce`s, d’ou` re´sulte la perte observe´e (voir aussi plus loin la Fig. 3.16).
Un point aussi remarquable que surprenant concerne la me´thode d’extension « simple » : elle
assure des niveaux de performance identiques au maximum et ce quel que soit le filtre choisi.
Ceci s’ajoute aussi au fait suivant : e´tant la plus simple conceptuellement, la mise en œuvre est
aussi la moins complexe au niveau calculatoire, surtout lorsqu’elle est compare´e a` la me´thode de
« Gerchberg ».
3.7.3 Effets du sous-e´clairage
Les sous-pupilles sous-e´claire´es se trouvent aux bords exte´rieur et inte´rieur (si l’occultation
centrale existe, ce qui en l’occurrence n’est pas le cas) de la pupille du te´lescope [section 2.5.1.1]. Ces
sous-pupilles soufrent de mesures qui sont plus bruite´es que les sous-pupilles totalement e´claire´es car
la baisse du nombre de photons augmente le bruit – Fig. 3.14-droite.
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FIG. 3.12 – Performance en rapport de Strehl a` 2,2µm en fonction du niveau de sous-e´clairage des
sous-pupilles aux bords de la pupille du te´lescope. Pour un sous-e´clairage de 1, les sous-pupilles
participant a` la mesure ne couvrent pas entie`rement la pupille principale du te´lescope, ce qui se traduit
par des pertes de performance. En l’occurrence, une perte d’environ 5% est observe´e pour les FFTr,
e´tant moins accentue´e pour la VMMr.
Sauf la me´thode d’extension de Gerchberg, toutes les autres me´thodes recopient les pentes aux
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bords. Les pentes sur ces sous-pupilles e´tant plus bruite´es, elles impactent de fac¸on non pre´visible la
qualite´ de la reconstruction. On pouvait donc s’attende a` un meilleur comportement de la me´thode
d’extrapolation spectrale. Sur la Fig. 3.12 le rapport de Strehl est pre´sente´ en fonction de la valeur du
sous-e´clairage.
En moyenne la diffe´rence de rapport de Strehl se situe aux alentours de 2−4%, avec une diffe´rence
plus marque´e pour le cas ou` l’on ne prend que les sous-pupilles totalement e´claire´es.
Globalement, les FFTr et la VMMr pre´sentent un comportement tre`s similaire. La matrice de
covariance du bruit de mesure a e´te´ prise pour la VMMr et FFTr e´gale a` Σw = σ2wI, ou` σ2w est la
variance de bruit d’une sous-pupille pleine. Les sous-pupilles sous-e´claire´es ne sont donc pas plus
pe´nalise´es en vertu de leurs mesures plus bruite´es.
3.7.4 Effet de l’occultation centrale
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FIG. 3.13 – Performance en rapport de Strehl a` 2,2µm en fonction du pourcentage d’occultation
centrale. L’algorithme d’extension de Gerchberg de´livre les meilleurs performances car les contraintes
d’extension sont impose´es intrinse`quement, avec ou sans occultation centrale.
L’occultation centrale joue un roˆle majeur en terme de reconstruction. Jusqu’a` pre´sent, les
contraintes identifie´es a` la section 3.5.3 ont e´te´ applique´es a` l’extension des pentes en dehors de
la pupille vers l’exte´rieur. Or, avec une occultation centrale l’extension doit aussi se re´aliser vers
l’inte´rieur.
Naturellement, la me´thode d’extension spectrale garantit un niveau de performance supe´rieur aux
autres me´thodes car les contraintes d’extension sont impose´es intrinse`quement. La Fig. 3.13 montre
les re´sultats comparatifs. Les quatre ge´ome´tries utilisant la me´thode d’extension spectrale pre´sentent
un comportement qui est similaire a` la VMMr. Contrairement a` celles-ci, les FFTr qui utilisent
d’autres me´thodes d’extension (en l’occurrence « mesh2x2 » et « simple ») sont affecte´es de pertes
conside´rables, surtout au-dela` de 15% d’occultation centrale, valeur pour laquelle les pertes de´passent
au moins 5% . En effet 15% est la valeur de l’occultation centrale du VLT alors que le E-ELT se
caracte´rise par une occultation bien plus importante de l’ordre de 30%. Pour ce niveau d’occultation
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les re´sultats montrent des pertes plus aigue¨s de l’ordre de 25%, alors qu’avec l’extension spectrale
cela reste aux environs de 5%. Il y a donc tout inte´reˆt, dans ce cadre d’application a` l’astronomie, de
de´velopper des me´thodes qui soient performantes en pre´sence d’occultation centrale.
3.7.5 Effet de la magnitude de l’e´toile guide
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FIG. 3.14 – (Gauche :) Performance en rapport de Strehl a` 2,2µm en fonction de la magnitude de
l’e´toile guide. Pour des sources plus faibles, la configuration de Southwell combine´e avec la me´thode
d’extension de Gerchberg assure la meilleur performance.
(Droite :) Variance du bruit de mesure en fonction de la magnitude de l’e´toile guide.
Les syste`mes d’OA extreˆme (se re´fe´rer a` la section 2.7) sont tre`s sensibles a` la magnitude de
l’e´toile guide. Puisque les sous-pupilles sont nombreuses et petites en taille, les nombre de photons
utiles pour proce´der a` l’analyse de front d’onde peut eˆtre faible. Une de´gradation du RSB est par
conse´quent constate´e. La Fig. 3.14 re´sume ces re´sultats.
La performance obtenue avec le mode`le de Southwell pour une magnitude mv = 11 peut
paraıˆtre surprenante. Compte tenu des proprie´te´s de propagation de bruit de cette configuration, ce
re´sultat confirme les pre´dictions the´oriques de la section 3.5.6. On constate d’ailleurs que la me´thode
d’extrapolation spectrale tend a` se comporter mieux que toutes les autres pour des e´toiles guides de
magnitude mv > 10, sauf pour le filtre de Fried (celui-ci propage plus de bruit et est particulie`rement
sensible au mode gaufre).
3.7.6 Propagation du bruit dans la reconstruction
Malgre´ l’existence de re´sultats the´oriques sur la propagation de bruit pour les reconstructeurs
de phase a` partir de mesures de pentes [section 3.5.6], ces re´sultats ne conside`rent pas l’effet de
l’extension des pentes pour adaptation a` l’utilisation des me´thodes Fourier. La proce´dure d’extension
peut avoir un impact non ne´gligeable sur les coefficients de propagation. La difficulte´ d’aborder le
proble`me the´oriquement pour ce cas de figure me`ne a` une e´tude nume´rique de Monte Carlo dans les
meˆmes conditions des simulation pre´ce´dentes. Pour cela on reconstruit directement le bruit sur les
mesures de pente pour un signal de phase nul, φ = 0. Ceci permet de calculer directement le terme
ηb inde´pendemment du terme de biais sur l’Eq. (3.56). Le niveau de bruit utilise´ est de σ2w = 1rd2,
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FIG. 3.15 – Propagation du bruit en fonction du nombre de points reconstruits dans la pupille (n) et
de la taille de la grille de reconstruction (N ). N2 = (ns + ne)2, ou` ns est le nombre line´aire de sous-
pupilles et ne est le nombre de points utilise´es pour l’extension. Autrement dit, une couronne de ne
sous-pupilles artificielles est rajoute´e autour de la grille correspondant aux ns sous-pupilles physiques.
Les courbes the´oriques sont celles de la Fig. 3.15. Calcul effectue´ sur 1000 tirages ale´atoires de bruit.
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correspondant a` une e´toile guide de magnitude mv ≈ 11, 2 (consultable sur les courbes de la Fig. 3.14-
droite).
Les courbes sur la Fig. 3.15-gauche montrent les coefficients de propagation obtenus en fonction
du nombre de points dans la pupille et en fonction de la grille de reconstruction. Cette e´tude vise
a` comparer les coefficients de propagation pour les diffe´rents filtres et me´thodes d’extension aux
re´sultats the´oriques sur la Fig. 3.10.
A partir de cette figure on constate que le reconstructeur avec le moindre niveau de propaga-
tion correspond a` la configuration de Southwell avec extension spectrale (algorithme modifie´ de
Gerchberg). Ceci est en accord avec les re´sultats analytiques de la section 3.5.6 et de la Fig. 3.10.
Cependant, les courbes indiquent une valeur toujours au dessous de celle the´orique, un comportement
trouve´ aussi par [Zou et Rolland, 2006]. Une justification plausible est suˆrement lie´e a` la modification
de la ge´ome´trie en rajoutant des de´calages horizontaux et verticaux [§3.4.2.4] pour augmenter la
corre´lation de la mesure avec le mode`le. Dans l’extreˆme oppose´, la configuration de Fried avec
extension « mesh2x2 » pre´sente le niveau de propagation le moins performant. Encore une fois, les
pre´dictions analytiques sont ve´rifie´es.
De cette analyse ressort aussi la constatation suivante : les quatre courbes plus basses utilisent
l’algorithme d’extrapolation spectrale, et ce pour n’importe quelle ge´ome´trie utilise´e. Il y a donc un
inte´reˆt majeur a` utiliser l’extrapolation spectrale que l’on propose ici en cas de nivaux de bruit plus
importants (ou de fac¸on e´quivalente pour l’observation avec analyse sur e´toiles faibles).
L’utilisation de grilles de reconstruction beaucoup plus larges que celles strictement ne´cessaires
(avec une couronne d’une sous-pupille artificielle pour re´aliser la pe´riodisation de la phase de´crite a` la
section 3.5.3) implique une augmentation conside´rable des coefficients de propagation, spe´cialement
pour le filtre de Fried.
Ces re´sultats permettent donc de re´interpre´ter la performance atteinte lors des simulation des
sections pre´ce´dentes. La configuration « Southwell+modGerch », pour faire court, ayant le moindre
coefficient de propagation justifie alors le comportement observe´ sur la Fig. 3.14, ou` la performance
est supe´rieur a` toutes les autres configurations sauf pour la VMMr.
.
3.7.7 Etude de la FEP – localisation des erreurs
Les courbes sur la Fig. 3.16 permettent de se pencher sur les re´sultats des FFTr d’un autre point de
vue. Si les re´sultats obtenus par la me´thode d’extension spectrale en terme de rapport de Strehl sont
de´ja` conside´rables, alors le calcul de la FEP confirme son inte´reˆt et performance.
L’utilisation de l’algorithme d’extrapolation spectrale tend en effet a` ame´liorer la structure de la
FEP. Sans surprise la me´thode « mesh2x2 » introduisant une composante gaufre e´leve´e pre´sente un
pic au tour de 1/(2d) que ni la re´gularisation ni l’extension spectrale arrivent a` e´liminer (une le´ge`re
atte´nuation est obtenue cependant).
3.8 Adaptation a` la boucle ferme´e
L’adaptation a` la boucle ferme´e entraıˆne une modification structurelle de l’estimation. Dans ce
cas, les aspects spatiaux et temporels sont meˆle´s. La proposition sugge´re´e par [Correia et al., 2007]
consiste a` utiliser un inte´grateur couple´ a` un reconstructeur dont les a priori aurait e´te´ ajuste´s. Pour
cela il faudrait tenir compte de la re´jection de la boucle d’asservissement. L’approximation alors
propose´e consiste a` remplacer Wφ ∝ ν−11/3 par Wφ˜ ∝ ν−5/3 en supposant une re´jection ∝ f2.
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FIG. 3.16 – Moyenne radiale de la FEP sur 100 tirages de phase ale´atoires. La fre´quence spatiale
figurant sur les axes des abscisses est normalise´e par
√
2 car il s’agit de la moyenne radiale.
Une caracte´risation approfondie du comportement des algorithmes analyse´s dans ce chapitre a` la
boucle ferme´e, n’a pas semble´ pertinent pour les raisons suivantes : le re´gulateur est ad-hoc, c’est-a`-
dire, sont choix ne rele`ve pas d’aucun raisonnement d’optimalite´, le re´glage devient difficile, car des
termes de ponde´ration doivent eˆtre choisis pour bien tenir compte des nouveaux a priori, les retards
intrinse`ques a` l’OA (voir chronogramme sur la Fig. 2.14) ne sont pas correctement pris en compte, et
enfin la performance en boucle ferme´e cumule´e de nombreux effets (voir sections 3.7.2 et suivantes),
ce qui rend l’interpre´tation des re´sultats tre`s de´licate.
Proce´der a` la reconstruction statique de front d’onde puis l’adapter au fonctionnement en boucle
ferme´e reste pertinent, comme le montre [Le Louarn, 2002] qui utilise un reconstructeur MAP adapte´
a` la boucle ferme´e. Cependant, cette the`se vise plutoˆt une solution de commande a` variance minimale
en boucle ferme´e. Ce sera l’objet du chapitre 4, qui introduit l’approche LQG. Ensuite dans le chapitre
5, la commande LQG est adapte´e aux GNDL en utilisant une me´thode ite´rative qui se sert des certains
re´sultats et proprie´te´s de la base de Fourier de´friche´es dans ce chapitre.
3.9 Exploitation en temps re´el – analyse algorithmique
Un des inte´reˆts majeurs des me´thodes utilisant la transforme´e de Fourier discre`te (notamment la
FFT) consiste a` garder une complexite´ de calcul raisonnable pour des syste`mes d’OA en grand nombre
de degre´s de liberte´ (GNDL).
La me´trique pertinente en ce qui concerne les calculateurs temps re´el est plutoˆt lie´e aux pics de
charge et non le nombre total d’ope´rations calculatoires. C’est sur ces pics que les calculateurs sont
conc¸us pour exe´cuter une tache pre´cise. On va donc introduire une nouvelle me´trique qui se focalise
sur la densite´ et non le nombre total de calculs. De plus, cette nouvelle me´trique tient compte de la
fac¸on dont les calculs sont enchaıˆne´es et exe´cute´s dans le temps.
La Fig. 3.17 permet de visualiser, bien que sche´matiquement, l’enchaıˆnement des ope´rations des
me´thodes VMMr et FFTr. Sans aucune optimisation particulie`re, les calculs de la FFTr ne commencent
pas avant que toutes les donne´es soient disponibles pour que les transforme´es en x et y puissent eˆtre
calcule´es. Il s’ensuit les e´tapes de filtrage de´crites a` la section 3.5.
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FIG. 3.17 – Enchaıˆnement temporel des ope´rations pour les reconstructeurs classiques (VMMr) faisant
appel aux multiplications vecteur-matrice et aux reconstructeurs base´s sur les transforme´es de Fourier
(FFTr). Le retard du calculateur temps re´el est donne´ par le temps requis pour le calcul de la dernie`re
portion.
On conside`re ici que la VMMr est re´partie sur ns/2 sous-trames. Ceci de´pend de la technologie
adopte´e ; il est suppose´ que deux lignes ou colonnes sont lues par sous-trame, comme dans le cas de
l’instrument SPHERE. Les lois d’e´volution de la complexite´ calculatoire en fonction du nombre de
degre´s de liberte´ sont repre´sente´es sur la Fig. (3.18). Le nombre total et la densite´ d’ope´rations sont
montre´es pour permettre une comparaison plus e´largie.
[Correia et al., 2007] montrent que le nombre total d’ope´rations Nop des FFTr s’e´crit
Nop ≈ 6 (Niter + 1) βN2log2(N) + 4NiterN2 + 11N2, (3.59)
compte tenue des transforme´es de Fourier directe et inverse et des ope´rations de filtrage du gaufre
global et localise´ [cf. §3.5.4]. Niter repre´sente le nombre d’ite´rations re´alise´es par l’algorithme de
Gerchberg modifie´. Niter = 0 pour toutes les autres me´thodes d’extension. Le parame`tre β de´pend
de l’architecture du calculateur temps re´el. Dans les simulation effectue´es une valeur pour β ≈ 5
a e´te´ prise (a` partir de mesures sur un ordinateur standard). La valeur de N est, on le rappelle, le
nombre de points (line´aire) sur lesquels est de´finit la grille des transforme´es de Fourier. Les ope´rations
d’extension7 et de circularisation sont conside´re´es ne´gligeables devant tous les autres calculs.
[Ramos et al., 2008] montrent que l’e´tape initiale consistant a` re´aliser les transforme´es de Fourier
directes de pentes peut se mettre en place de fac¸on se´quentielle, au fur et a` mesure que les pentes
deviennent disponibles par opposition a` attendre que toutes les pentes soient disponibles avant de
proce´der au calcul des FFT bidimensionnelles8 . Ceci a comme conse´quence imme´diate la diminution
du retard pur sur la Fig. 3.17 car il s’agit en effet de de´charger une partie des calculs avant que la
dernie`re mesure ne soit disponible.
Les courbes sur la Fig. 3.18 pre´sentent le nombre d’ope´rations restant a` effectuer apre`s l’arrive´e
de la dernie`re mesure. Des courbes correspondant aux FFTr avec et sans l’optimisation propose´e
par [Ramos et al., 2008] (en rouge) re´ve`lent une e´norme diminution de calculs vis-a`-vis du nombre
total d’ope´rations de la VMM (cercles noirs). Cependant, le nombre d’ope´rations a effectuer apre`s la
7Bien e´videmment s’il ne s’agit pas de la me´thode de Gerchberg modifie´e.
8Les FFT bidimensionnelles s’appliquent sur chaque ligne/colonne puis sur chaque colonne/ligne. Le calcul n’est
complet qu’apre`s que toutes mesures soient disponibles.
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FIG. 3.18 – Comparaison des VVMr et FFTr en fonction du nombre de degre´s de liberte´. (lignes
continues). Les lignes pointille´es montrent le nombre d’ope´rations a` exe´cuter durant la dernie`re sous-
trame. Ceci de´finit le retard pur du calculateur temps re´el (mis a` part d’autres ope´rations auxiliaires).
Le FFTr est de´fini sur une grille carre´e de N = (ns + 2) points et n = ns.
dernie`re mesure est approximativement le meˆme pour les syste`mes ExAO actuels et ce n’est que pour
les syste`mes de taille ELT que l’avantage est visible.
La complexite´ calculatoire de la mise en œuvre de l’algorithme ite´ratif d’extension spectrale des
pentes (alias Gerchberg modifie´ ou « modGerch ») augmentent conside´rablement le nombre de calculs,
comme on pourrait s’y attendre. Meˆme avec l’optimisation du calcul initial des transforme´e directes
des pentes les aller-retours espace de Fourier espace direct accroissent le nombre de calculs. La
densite´ de calculs pour des syste`mes de taille ELT est encore supe´rieure a` celle des VMMr. Les
avantages en terme de reconstruction en pre´sence d’occultation centrale et en terme de propagation de
bruit sont ainsi contrebalance´s par un couˆt calculatoire fortement accru.
Toutefois, les be´ne´fices de l’utilisation d’une base de fre´quences spatiales sont divers : le calcul
et mise a` jour du filtre se fait de fac¸on beaucoup plus simple (pas besoin de calculer des e´normes
matrices et ses inverses) ; la place me´moire et les temps de transfert sont re´duits.
3.10 Bilan et ouverture
L’utilisation d’algorithmes rapides de calcul des modes de Fourier permet de diminuer fortement
le nombre d’ope´rations calculatoires, passant a` un total de 0(nlog(n)) qui remplace le 0(n2) des
me´thodes classiques (VMMr).
Dans le but de formaliser le proble`me de reconstruction statique de front d’onde dans l’espace des
fre´quences spatiales, on a propose´ une approche nouvelle de description du proble`me direct dans cette
base sous hypothe`ses peu restrictives sur la phase.
L’inversion du proble`me direct a e´te´ re´alise´e au moyen de filtres garantissant une estime´e par
attache moindres carre´s aux donne´es ou a` variance minimale d’erreur d’estimation. Afin d’adapter
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la pupille annulaire du te´lescope a` la grille sur laquelle sont de´finies les FFT, des contraintes
physiques ont e´te´ identifie´es et une solution revue pour trois ge´ome´tries simplificatrices de l’ASO
Hartmann-Shack. Cependant, l’imposition de toutes contraintes conjointement n’est structurelement
pas possible sur toute la grille, notamment aux bords. Les contraintes n’e´tant pas non plus exactes en
pre´sence de bruit de mesure, cela a amene´ a de´velopper une me´thode ite´rative base´e sur l’algorithme
d’extrapolation spectrale de Gerchberg-Papoulis.
Un cadre unificateur est propose´ qui regroupe les nouvelles propositions de mode`les et filtres et
les me´thodes existantes. Celles-ci ont e´te´ analyse´es sous un formalisme commun.
Des simulations nume´riques de Monte Carlo permettent de comparer, en vue de l’application a` un
proble`me d’OA, les performances en rapport de Strehl des couples filtre/me´thode d’extension, dont le
filtre « exact » qu’on propose ici. Le simulateur mis en place prend soin de simuler les phases et les
pentes avec un e´chantillonnage fin pour bien mode´liser les processus physiques.
On s’est ensuite inte´resse´ aux effets de la magnitude de l’e´toile guide, du sous-e´clairage, de la
re´gularisation, de l’occultation centrale sur la performance optique des reconstructeurs dans l’espace
de Fourier. Ceux-ci sont compare´s a` la me´thode classique a` variance minimale (alias MMSE ou MAP,
car solutions identiques) consistant a` utiliser une multiplication matricielle d’un vecteur de pentes par
un reconstructeur line´aire. On a aussi brie`vement regarde´ les coefficients de propagation de bruit et
enfin a` la structure de la FEP en longue pose.
Comme appre´ciation globale, on tient a` souligner que la me´thode de reconstruction FFTr permet
d’obtenir en ge´ne´ral des performances le´ge`rement infe´rieures a` la VMMr. Cependant, le nombre
total d’ope´rations calculatoires est re´duit d’environ deux ordres de grandeur pour les syste`mes d’OA
classique sur les ELT futurs.
La mode´lisation « exacte » du proble`me direct donne origine a` un filtre dont les performances
s’ame´liorent peu relativement a` des mode`les moins pre´cis. Ceci est suˆrement du aux effets conjoints de
l’extension (de la pupille annulaire a` la pupille carre´e) et propagation de bruit lors de la reconstruction.
En ce qui concerne les diffe´rents configurations de filtres et me´thodes d’extension, le nouvel
algorithme d’extension spectral propose´ ici tend a` ame´liorer le rapport de Strehl, notamment pour
des objets moins lumineux et surtout en pre´sence d’occultation centrale. La me´thode d’extension
spectrale ame´liore aussi la structure de la FEP et les proprie´te´s de propagation de bruit.
A noter qu’il est e´tonnant que la ge´ome´trie de Southwell et le filtre qui lui correspond sont souvent
ne´glige´s dans la litte´rature. On montre en effet que le mode`le de Southwell est tre`s compe´titif, avec
une mise en œuvre des plus simples et des performances surprenantes si les e´carts late´raux sont pris en
compte dans le mode`le direct. Compte tenu de ses caracte´ristiques de propagation de bruit, ce mode`le
pre´sente la meilleur performance parmi les FFTr en faible flux.
L’adaptation a` la boucle ferme´e propose´e utilise un re´gulateur de type inte´grateur. Cette
proposition n’est pas optimale car elle ne tient pas compte du chronogramme d’ope´rations en OA
et implique une adaptation ad-hoc du terme de re´gularisation.
Le chapitre 4 expose les bases de l’estimation et commande optimales en utilisant un formalisme
d’e´tat. L’approche Line´aire-Quadratique-Gaussienne (LQG) est utilise´e, avec des mode`les plus
compactes en vue de la mise en œuvre temps re´el des syste`mes a` grand nombre de degre´s de liberte´
(GNDL) au chapitre 5.
Chapitre 4
Commande a` variance minimale :
l’approche line´aire quadratique
gaussienne
Ou` la the´orie classique de la commande et du filtrage optimal des syste`mes dynamiques
stochastiques line´aires est pre´sente´e. L’approche line´aire quadratique gaussienne (LQG) est
de´taille´e et l’application a` l’optique adaptative est introduite puis simplifie´e en vue des syste`mes
a` tre`s grand nombre de degre´s de liberte´.
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4.1 Introduction
L’approche de commande propose´e au chapitre 3 pour la boucle ferme´e est base´e sur une
re´gulation a` action inte´grale, commune´ment de´nomme´e « inte´grateur » tout court. Le choix de ce
re´gulateur n’a pas e´te´ motive´ par un raisonnement d’optimalite´.
Ce chapitre vise a` poser le cadre de la commande optimale par minimisation de
la variance de phase re´siduelle, un crite`re physiquement justifie´ dans un contexte
d’OA, puisque le rapport de Strehl est ainsi maximise´.
Avant de s’y attaquer, des concepts fondamentaux sur la mode´lisation par espace d’e´tat sont
brie`vement rappele´s, aussi bien que les de´finitions les plus importantes, notamment la stabilite´,
l’observabilite´ et la commandabilite´ des syste`mes dynamiques.
Le proble`me d’optimisation est entie`rement ramene´ a` un traitement a` temps discret, en s’appuyant
sur l’e´quivalence au crite`re continu [Kulcsa´r et al., 2006]. La synthe`se de la commande optimale
repose sur les connaissances a priori du syste`me incluant les statistiques spatio-temporelles de la
phase. Elle est traite´e dans le cadre de la commande optimale stochastique a` la section 4.3, en
faisant appel au the´ore`me de se´paration [Joseph et Tou, 1961, Bar-Shalom et Tse, 1974]. Celui-ci
permet de traiter le proble`me en deux temps : une e´tape de commande de´terministe, sous hypothe`se
que toutes les grandeurs sont connues, et une e´tape d’estimation optimale des grandeurs requises
pour l’e´tape pre´ce´dente. Les notions d’estimation optimale par filtrage de Kalman [Kalman, 1960],
[Anderson et Moore, 1995b] sont pre´sente´es a` la section 4.3.2.1.
L’estimation optimale repose sur un mode`le d’e´volution temporelle de la perturbation, dont
l’obtention me´rite une attention particulie`re. A la section 4.5 le choix de parame`tres pour la
construction de mode`les autore´gressifs simples est pre´cise´, apre`s une discussion sur la pertinence
de leur usage. Les fonctions de transfert de la commande LQG sont de´crites a` la section 4.3.3.
L’application au contexte de l’OA est enfin conduite a` la section 4.4 ou` la de´marche de la
commande optimale LQG est de´taille´e, e´tape par e´tape, pour les syste`mes d’OA classiques avec MD
infiniment rapides. Dans ce sce´nario, seule la dynamique de la perturbation est prise en compte.
Les re´sultats d’estimation statique de´crits au chapitre 3 sont de´duits a` partir d’une particularisation
de l’approche LQG a` la section 4.4.6 en supposant des occurrences de phase non corre´le´es et l’absence
de retards de mesure.
D’autres approches de commande sous-optimale, dont l’inte´grateur, le POLC pour « pseudo
open-loop control » [Gilles, 2005] et le FrIM-IMC pour « Fractal Iterative Method + Internal Model
Control » [Be´chet et al., 2007] sont re´interpre´te´es sous forme d’observateurs dans le cadre d’une
approche d’e´tat a` la section 4.6, montrant ainsi la souplesse et la ge´ne´ralite´ du formalisme d’e´tat.
L’approche optimale sera ensuite adapte´e dans un premier temps aux OA a` grand nombre de degre´s
de liberte´ au chapitre 5 puis dans un deuxie`me temps aux syste`mes constitue´s de MD a` re´ponse non
instantane´e au chapitre 6.
4.2 Rappels sur le formalisme d’e´tat
Les repre´sentations d’e´tat pre´sente´es dans cette section sont aborde´es dans la version discre`te,
souvent obtenues a` partir de la discre´tisation d’une repre´sentation continue.
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4.2.1 Notions pre´liminaires
En automatique, une repre´sentation d’e´tat permet de mode´liser un syste`me dynamique sous
forme matricielle en utilisant des variables d’e´tat, des entre´es et des sorties, lie´es par des e´quations
diffe´rentielles, dans le cas continu, et des e´quations aux diffe´rences dans le cas discret. Cette
repre´sentation, qu’elle soit line´aire ou non line´aire, permet de de´terminer l’e´tat du syste`me a` n’importe
quel instant futur si les valeurs initiales et les entre´es sont connues. L’e´tat regroupe les grandeurs
physiques et leurs de´rive´es temporelles ne´cessaires a` la description comple`te de la dynamique du
syste`me analyse´.
Une tre`s large classe de syste`mes physiques peut eˆtre de´crite par un syste`me d’e´quations
diffe´rentielles ordinaires (EDO) a` coefficients constants. En introduisant un nombre ade´quat de
variables auxiliaires, un tel syste`me d’EDO peut se ramener a` un syste`me d’EDO du premier ordre.
Sous forme compacte standard {
x˙(t) = Ax(t) + Bu(t) + υ(t)
z(t) = Cx(t) +Du(t) + ω(t) , (4.1)
ou` le temps t dans lequel e´volue le syste`me est suppose´ continu. Les composantes des deux e´quations
de (4.1), respectivement e´quation d’e´tat et e´quation d’observation, repre´sentent
– x ∈ Rnt - vecteur qui repre´sente les nt variables d’e´tat ;
– z ∈ Rnm - vecteur qui repre´sente les nm observations ;
– u ∈ Rna - vecteur qui repre´sente les na de´cisions de commande ;
– υ ∈ Rnt - vecteur de bruit d’e´tat ;
– ω ∈ Rnm - vecteur de bruit de mesure ;
– A ∈ Rnt×nt - matrice de dynamique ou transition ;
– B ∈ Rnt×na - matrice de commande ;
– C ∈ Rnm×nt - matrice d’observation ;
– D ∈ Rnm×na - matrice de gain instantane´ ;
Cette repre´sentation d’e´tat a aussi une variante discre`te ou` les e´quations diffe´rentielles de
l’Eq. (4.1) sont remplace´es par des e´quations aux diffe´rences{
xk+1 = Adxk + Bduk + Γdvk
zk = Cdxk +Dduk + wk , (4.2)
ou` vk et wk sont des bruits blanc gaussiens discrets, c’est-a`-dire des suites i.i.d. de vecteurs gaussiens.
Ces mode`les peuvent eˆtre obtenus soit directement, soit par discre´tisation d’une repre´sentation
d’e´tat a` temps continu. Ce dernier cas correspond au sce´nario assez fre´quemment rencontre´ d’un
syste`me dynamique de´crit par des EDO mais commande´ par ordinateur. Le passage de la version
continue a` la version discre`te est donne´ par la proprie´te´ 4.2.
Remarques : Le terme « observations » sera de´sormais utilise´ dans l’ensemble de ce me´moire pour
le vecteur zk. Ces observations sont un mode`le des mesures acquises par le syste`me. Elles peuvent
coı¨ncider exactement ou eˆtre lie´es par une fonction line´aire de´terministe. ◭
4.2.1.1 Solution exacte
La solution et la discre´tisation exactes des syste`mes dynamiques re´gis par des e´quations line´aires
sont rassemble´es au sein des lemmes suivants.
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Proprie´te´ 4.1 Solution exacte des syste`mes dynamiques re´gis par des e´quations line´aires.
Soit le mode`le stochastique ge´ne´ral, ayant pour entre´e le bruit blanc, gaussien υ(t) de DSP Συ
x˙(t) = Ax(t) + Bu(t) + υ(t). (4.3)
La solution exacte a` l’instant t de ce syste`me est donne´e a` partir de l’instant ti par
x(t) = x(ti)e
A(t−ti) +
∫ t
ti
eA(t−τ) (B(τ)u(τ) + υ(τ)) dτ (4.4)
La matrice exponentielle et l’inte´grale de la matrice exponentielle sont donne´es aux lemmes 8.1 et 8.2
respectivement1 . △
Proprie´te´ 4.2 Discre´tisation exacte de syste`mes line´aires continus.
La discre´tisation exacte du syste`me de l’Eq. (4.3) pour une entre´e uk constante2 sur l’intervalle
t ∈ [kTs, (k + 1)Ts] est donne´e par l’Eq. (4.4) avec t− ti = Ts. Il en re´sulte
xk+1 = Adxk + Bduk + vk, (4.5)
ou`
Ad , eTsAc ,Bd ,
∫ Ts
0
eAcBcdt. (4.6)
Les exponentielles de matrices sont obtenues en appliquant le lemme 8.1 et les inte´grales des
exponentielles le lemme 8.2.
Le bruit vk dans l’Eq. (4.5) est un bruit blanc, gaussien discret, c’est-a`-dire une suite i.i.d. de
vecteurs gaussiens de loi vk ∼ N (0,Σv) ou` la matrice de covariance est donne´e par
Σv ,
∫ kTs
0
etAΣυetA
T
dt. (4.7)
△
La repre´sentation d’e´tat est particulie`rement adapte´e aux syste`mes multivariables (plusieurs
entre´es et plusieurs sorties). Elle est donc tout a` fait pertinente dans le cadre de l’optique adaptative ou`
les composantes des espaces vectoriels de mesures, commandes et phases turbulentes sont nombreuses.
Dans ce contexte d’OA, les composantes de ces espaces vectoriels figureront explicitement dans le
mode`le d’e´tat. En outre, une approche d’e´tat permet de mettre en e´vidence des mode`les sous-jacents
que par exemple une approche fre´quentielle ne pourrait pas de´voiler. Cette proprie´te´ s’ave`re tre`s utile
en OA classique et a fortiori en OAMC.
4.2.2 Stabilite´, commandabilite´, observabilite´
Plusieurs de´finitions de stabilite´ d’un syste`me de´crit par un mode`le d’e´tat line´aire du type (4.1) et
(4.2) existent.
La stabilite´ au sens de Lyapunov sera conside´re´e, puisqu’elle est plus restrictive que la stabilite´
entre´e-borne´e/sortie-borne´e. Les de´finitions sont e´nonce´es pour la partie de´terministe des mode`les
(c’est-a`-dire, les bruits d’e´tat et de mesure sont absents).
1L’e´criture x˙(t) = Ax(t) + Bu(t) + υ(t) est en fait un abus de notation : un bruit blanc gaussien ne peut pas eˆtre
conside´re´ comme un signal au sens habituel, car seules ses inte´grales temporelles ont un sens physique. En toute rigueur, il
faudrait utiliser la notation du calcul stochastique d’ˆIto : dx(t) = (Ax(t) +Bu(t))d + dυ(t).
2Applique´e par un bloqueur d’ordre ze´ro.
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De´finition 4.1 Stabilite´ au sens de Lyapunov : Pour un syste`me line´aire a` entre´e nulle, uk = 0, la
stabilite´ au sens de Lyapunov est ve´rifie´e si le vecteur d’e´tat x tend vers 0 quand le temps tend vers
l’infini,
lim
k→+∞
xk = 0. (4.8)
La stabilite´ au sens de Lyapunov revient a` exiger que toutes les valeurs propres de la matrice A
soient a` partie re´elle ne´gative pour le cas continu (4.1) et de module strictement infe´rieur a` 1 pour le
cas discret (4.2). La matrice A est alors une matrice de stabilite´.
Les proprie´te´s de commandabilite´ et d’observabilite´ sont rappele´es ci-dessous. Les re´sultats sont
e´nonce´s ici uniquement dans le cas discret, car on est dans un contexte de syste`mes e´chantillonne´s.
Ces de´finitions sont utilise´es dans le cadre d’un proble`me de synthe`se de commande discre`te.
De´finition 4.2 Commandabilite´ des syste`mes line´aires : quel que soit l’e´tat initial x(0), il existe une
commande uk, applique´e sur un intervalle de temps fini [0, kf ], telle que x(kf ) = 0, ∀kf > dim(x).
The´ore`me 4.1 Commandabilite´ des syste`mes line´aires :
Un syste`me line´aire discret est commandable si et seulement si (ssi) le grammien de commanda-
bilite´ de´fini par
Wc ,
∞∑
i=0
Ai−1d BdBTd (ATd )i−1, (4.9)
est de´fini positif, c’est-a`-dire de rang maximum dim(x). 
De´finition 4.3 Observabilite´ des syste`mes line´aires : quel que soit l’e´tat initial x(0) et l’instant kf >
dim(x), l’e´tat x(0) peut eˆtre reconstitue´ a` partir de l’entre´e uk et des observations zk, k ∈ [0, kf ].
The´ore`me 4.2 Observabilite´ des syste`mes line´aires : Un syste`me line´aire discret est observable ssi
le gramien d’observabilite´ de´fini par
Wo ,
∞∑
i=0
(ATd )i−1(CTd )CdAi−1d (4.10)
est de´fini positif, c’est-a`-dire de rang maximum dim(x). 
En pratique, les gramiens sont obtenus a` partir de l’e´quation de Lyapunov discre`te
AdWcATd −Wc + BdBTd = 0 (4.11)
pour ce qui concerne la commandabilite´ et
AdWoATd −Wo + CdCTd = 0 (4.12)
pour l’observabilite´.
De´finition 4.4 Syste`mes stabilisables : Si un syste`me est commandable ou stable, alors il est
stabilisable. Si un syste`me est non commandable ou instable, alors il sera stabilisable si ses modes
non commandables sont stables.
De´finition 4.5 Syste`mes de´tectables : Si un syste`me est observable ou stable, alors il est de´tectable.
Si un syste`me est inobservable ou instable, alors il sera de´tectable si ses modes inobservables sont
stables.
4.3 Commande stochastique optimale - introduction a` l’approche LQG 97
4.2.3 Liens avec les fonctions de transfert
Une repre´sentation d’e´tat line´aire discre`te peut eˆtre transforme´e en fonction de transfert. Le
re´sultat est exploite´ par le lemme 4.1. Chacune de ces deux repre´sentations dynamiques contient les
meˆmes informations sur le syste`me.
Lemme 4.1 Repre´sentation d’e´tat et fonctions de transfert :
Soit la repre´sentation d’e´tat suivante :{
xk+1 = Adxk + Bduk
zk = Cdxk +Dduk . (4.13)
Apre`s un passage en transforme´e Z ([Papoulis, 1968]), avec x(0) = 0, la fonction de transfert
discre`te du syste`me entre l’entre´e u et la sortie z s’e´crit sous la forme
z(z) = G(z)u(z), (4.14)
ou` G(z) est de´finie par
G(z) , Cd (zI−Ad)−1 Bd +Dd. (4.15)

Clairement, la matrice G(z) est de dimensions nm × na, c’est-a`-dire, nombre de mesures ×
nombre d’actionneurs. Donc, pour chaque entre´e, il y a nm fonctions de transfert, ce qui complexifie
l’analyse fre´quentielle. Comme explique´ au de´but du paragraphe, une repre´sentation d’e´tat est en
conse´quence pre´fe´rable pour les syste`mes multivariables.
Le polynoˆme caracte´ristique de A est
det (zI−A) . (4.16)
Les ze´ros de ce polynoˆme sont les poˆles de la fonction de transfert et au meˆme temps les valeurs
propres de A. Si le syste`me est commandable et observable, alors le nombre de poˆles est e´gal au
nombre de valeurs propres.
4.3 Commande stochastique optimale - introduction a` l’approche LQG
Les approches line´aire quadratique (LQ) et line´aire quadratique gaussienne (LQG) sont un outil
standard de synthe`se en the´orie de la commande optimale. Les ouvrages de re´fe´rence [A˚stro¨m, 2006],
[So¨derstro¨m, 2002] et [Anderson et Moore, 1995a] ont e´te´ largement utilise´s dans la pre´sentation et
le de´veloppement de la commande stochastique qui suivent dans ce chapitre.
Les aspects principaux de ces deux approches sont de´crits dans cette section pour illustrer le
de´roulement de la de´marche LQ(G) et de´voiler au fur et a` mesure l’application a` l’OA.
Le titre de cette section mentionne la commande stochastique. C’est justement parce que les
mode`les d’e´tat pre´sente´s aux Eqs. (4.1-4.2) incluent des sources de bruit vk et wk et d’incertitudes
sur les parame`tres du mode`le. Cependant, les incertitudes ne seront pas conside´re´es. Dans le cadre
de l’application spe´cifique vise´e, l’aspect stochastique est associe´ aux bruits de mesure et d’e´tat (cf.
section 2.5.1.1).
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4.3.1 Fondements de la the´orie
L’approche LQ(G) peut eˆtre employe´e dans la re´solution de proble`mes de commande optimale, si
ces proble`mes ve´rifient aux trois conditions suivantes :
(i) les syste`mes sont line´aires,
(ii) le crite`re est quadratique et
(iii) les bruits sont a` distributions gaussiennes avec de matrices de covariance connues.
Le formalisme LQ/LQG vise poser le cadre de la de´termination de la commande optimale uk ∀k ≥
0 qui minimise le crite`re discret quadratique de la forme
Jd (u) = lim
M→+∞
1
M
M−1∑
k=0
((
zcritk
)T
Qzcritk + u
T
kRuk + 2
(
zcritk
)T
Suk
)
Crite`re discret LQG
(4.17)
Q, S et R sont des matrices dites de ponde´ration qui ve´rifient Q = QT, Q − SR−1ST ≥ 0 et R =
RT > 0. Ces matrices sont de´termine´es en de´veloppant le crite`re lie´ a` la performance ou spe´cifie´es
afin de traduire les contraintes physiques des syste`mes tels que des saturations ou des pe´nalisations.
On de´finit le couˆt incre´mental associe´ par
Jd(u)k ,
((
zcritk
)T
Qzcritk + u
T
kRuk + 2
(
zcritk
)T
Suk
)
. (4.18)
Le vecteur zcrit, de´nomme´ « sortie-crite`re », est une fonction line´aire de de l’e´tat du syste`me xk.
Cette sortie est a` ne pas confondre avec la sortie zk, les observations re´alise´es.
Dans le cadre de l’OA, on conside`re la minimisation de la variance de phase re´siduelle de
Eqs. (4.60-4.62). Ce meˆme crite`re fut utilise´ au chapitre 3 dans une logique de reconstruction statique
de front d’onde.
Soit le syste`me dynamique discret d’ordre n de´fini pour k ≥ 0 par
xk+1 = Adxk + Bduk + Γdvk
zk = Cdxk +Dduk + wk
zcritk = Ccritd xk
. Syste`me stochastique standard (4.19)
Par rapport au syste`me de l’Eq. (4.2), le rajout d’une troisie`me ligne permet plus aise´ment de faire
re´fe´rence a` la sortie-crite`re explicitement requise lors de la de´finition du crite`re discret de l’Eq. (4.17).
L’e´tat xk regroupe toutes les grandeurs physiques ne´cessaires a` la description de la dynamique
des syste`mes d’OA, soit les e´tat lie´s a` la perturbation soit au MD. Le syste`me ge´ne´ral de l’Eq. (4.19)
de´finit
– une e´quation d’e´volution temporelle de l’e´tat avec une matrice de transition Ad, le vecteur
associe´ a` la commande Bd et le bruit d’e´tat vk, blanc, de moyenne nulle et de matrice de
covariance Σv. Ce dernier e´le´ment sera exploite´ par la suite pour rendre compte du caracte`re
stochastique de l’e´volution de la phase turbulente.
– une e´quation de mesure qui rele`ve du fonctionnement de l’ASO avec les e´ventuels retards. Un
bruit blanc a` moyenne nulle de distribution gaussienne wk ∼ N (0,Σw) et inde´pendant du bruit
d’e´tat vk se rajoute aux observations [section 2.5.1.1].
– Une e´quation associe´e au crite`re de l’Eq. (4.17), ou` la sortie requise pour l’e´valuation de Jd(u)
est calcule´e a` partir de l’e´tat xk au travers la matrice Ccritd .
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4.3.1.1 Se´paration de l’estimation et de la commande
Soit l’e´tat xk suppose´ parfaitement connu. Ceci est e´quivalent a` conside´rer que l’e´tat et les
observations coı¨ncident, zk = xk, il n’y a donc pas de bruit de mesure. De ce fait, cette configuration
est de´nomme´e information comple`te (InfC).
Lemme 4.2 Commande optimale en information comple`te.
La solution optimale en InfC s’exprime par un retour d’e´tat sous la forme
uk , −K∞xk, Re´gulateur optimal en InfC (4.20)
avec
K∞ =
(
R+ BTd P∞Bd
)−1 (BTd P∞Ad + S) , (4.21)
ou` P∞ est de´termine´ a` partir de la solution unique de l’e´quation alge´brique de Riccati de commande
P∞ = Q+ATdP∞Ad −
(
ATdP∞Ad + S
)(
R+ BTd P∞Bd
)−1 (BTd P∞Ad + S) , (4.22)
avec Q, R et S matrices lie´es au crite`re d’optimalite´ de´fini a` l’Eq. (4.17). 
FIG. 4.1 – Se´paration de l’estimation et de la commande. Le commutateur distingue deux cas :
information comple`te ou` xk est parfaitement connu et information incomple`te ou` xk est estime´ a`
partir de mesures bruite´es.
Dans le cas ge´ne´ral en information incomple`te (InfI), l’e´tat n’est pas parfaitement connu, mais
estime´ a` partir de mesures bruite´es et, dans la plupart des syste`mes, retarde´es dans le temps – voir
en particulier l’organisation des ope´rations prenant place dans les syste`mes d’OA de´taille´e sur la
Fig. 2.14.
Pour re´soudre le proble`me de commande optimale, on fait appel au the´ore`me de se´paration :
The´ore`me 4.3 The´ore`me de se´paration [Joseph et Tou, 1961, Witsenhausen, 1971] et
[Bar-Shalom et Tse, 1974] :
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« En information incomple`te la commande optimale garde la meˆme structure que la commande
en information comple`te, sous les conditions i) − iii), si l’e´tat est remplace´ par son espe´rance
conditionnelle, note´e x̂ . » N
En appliquant le the´ore`me de se´paration, la commande optimale s’obtient a` partir de l’Eq. (4.20)
sous la forme
uk = −K∞x̂k|k−1, Re´gulateur optimal en InfI (4.23)
ou` l’estime´e x̂k|k−1 prend la place du vrai e´tat xk. L’indice infe´rieur (k|k−1) indique que l’espe´rance
de xk est calcule´e conditionnellement aux observations passe´es {z0, . . . , zk−1}. Ce calcul est l’objet
de la section 4.3.2.
L’existence d’un mode`le line´aire de´crivant la dynamique de l’e´tat rend possible la de´termination
de x̂k|k−1 par filtrage de Kalman [Kalman, 1960, Anderson et Moore, 1995a].
L’e´tat est donc obtenu re´cursivement a` partir de l’expression
x̂k|k−1 = Adx̂k−1|k−2 + Bduk−1 + Lk
(
zk−1 − ẑk−1|k−2
)
, (4.24)
ou` Lk est le gain d’observateur optimal, obtenu a` partir d’une e´quation de Riccati d’estimation,
explicite´e plus loin a` la section 4.3.2, justement sur le filtrage de Kalman.
Un sche´ma ge´ne´ral illustrant le fonctionnement de la boucle d’OA en information comple`te et
information incomple`te est propose´ sur la Fig. 4.1.
4.3.1.2 Synthe`se des e´tapes de l’approche LQG
L’optimisation du crite`re Jd(u) de l’Eq. (4.17) requiert 5 e´tapes. Celles-ci constituent la de´marche
de l’approche LQG, et sont re´alise´es se´quentiellement, comme l’indique la Fig. 4.2. Elle sont
particularise´es pour l’application a` l’OA.
1. De´velopper le crite`re quadratique de performance (continu) et le discre´tiser afin de le mettre
sous forme d’un crite`re discret e´quivalent [Eq. (4.17)] pour identifier les matrices de ponde´ration
Q, S et R ;
2. Identifier la sortie-crite`re zcrit qui regroupe les statistiques ne´cessaires a` l’e´valuation du crite`re ;
3. En de´duire la forme du re´gulateur ;
4. Construire le mode`le d’e´tat de l’Eq. (4.19) permettant de de´crire la dynamique des diffe´rents
e´tats conside´re´s. Avec les matrices de ponde´ration, les sorties (zcritk , zk), et les matrices du
mode`le (4.19), de´terminer les gains de commande et d’observateur, obtenus a` partir de la
solution d’une e´quation de Riccati de commande et d’estimation respectivement.
5. Optionnellement, e´valuer le crite`re a` partir des matrices de variance-covariance de l’e´tat.
Cette de´marche est applique´e a` l’OA a` la section 4.4. Avant de poursuivre, des notions
d’estimation optimale sont requises.
4.3.2 Estimation optimale line´aire par filtrage de Kalman
Deux re´sultats majeurs, ne´cessaires a` la de´rivation de l’estimation optimale line´aire par filtrage de
Kalman, sont rappele´s ci-dessous. Les traits principaux sont de´crits, mais une justification comple`te
ne sera pas donne´e. Seuls les re´sultats des Eqs. (4.32-4.35) seront utilise´s. Le(a) lecteur(trice) est
renvoye´(e) aux ouvrages [A˚stro¨m, 2006], [So¨derstro¨m, 2002] et [Anderson et Moore, 1995b].
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FIG. 4.2 – Etapes de la mise en œuvre de l’approche LQG, de la de´finition du crite`re d’optimisation a`
l’e´valuation de performance.
Lemme 4.3 Espe´rance Conditionnelle : estime´e optimale de x sachant z.
La meilleure estime´e de x partant d’un autre vecteur d’observations z corre´le´ avec x minimisant
J(x̂) = E
[
(x− x̂)(x− x̂)T|z
]
, (4.25)
est
x̂ , E [x|z], Espe´rance de x conditionnellement a` z (4.26)
ou` E[·] est l’espe´rance mathe´matique. Autrement dit, la meilleure estime´e, au sens du minimum de
variance d’erreur d’estimation, du vecteur x sachant z est l’espe´rance conditionnelle de x, note´e
E [x|z].
Dans le cas gaussien, l’estime´e x̂ est donne´e par
x̂ = E[x] + ΣxzΣ
−1
z (z − E[z]). Estime´e VM de x, cas gaussien (4.27)
ou` Σxz = E[xz
T] est la matrice de covariance conjointe de x et z et Σx = E[xxT] la matrice de
covariance de x. L’Eq. (4.27) n’est rien d’autre que la formule classique de projection orthogonale
dans un espace de Hilbert standard. 
Cet estimateur est optimal relativement a` deux crite`res importants : le crite`re de variance minimale
et aussi le crite`re du maximum a posteriori. Une discussion plus e´largie a` ce sujet se trouve a` la section
3.2.
Proprie´te´ 4.3 L’erreur d’estimation x− x̂ est orthogonale a` z puisque
E
[
(x− x̂)zT
]
= 0. (4.28)
△
Cette proprie´te´ peut eˆtre interpre´te´e comme le fait que toute l’information a e´te´ extraite des donne´es.
Lemme 4.4 Estimation optimale pour des syste`mes d’e´tat line´aires :
Soit le syste`me line´aire {
xk+1 = Adxk + Bduk + Γdvk
zk = Cdxk +Dduk + wk , (4.29)
ou` vk et wk sont des se´quences gaussiennes inde´pendantes et de moyenne nulle et zk une fonction de
{z0, . . . , zk}.
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La meilleure pre´diction a` un pas, c’est-a`-dire x̂k+1|k est, d’apre`s le lemme 4.3
x̂k+1|k = E [xk+1|Zk]
= E
[
xk+1|Z˜k
]
= E [xk+1|z˜k] + E
[
xk+1|Z˜k−1
]
− E [xk+1] , (4.30)
ou` Z˜k = {z˜0, . . . , z˜k} est une se´quence de variables ale´atoires inde´pendantes et
z˜k|k−1 = zk − ẑk|k−1, Se´quence des innovations (4.31)
ou` ẑk|k−1 est l’innovation a` l’instant k. Ainsi, utilisant les re´sultats de l’Eq. (4.27) et la re´cursion de
x donne´e par l’Eq. (4.5) pour e´valuer les termes de l’Eq. (4.30), l’estime´e de x̂k+1|k s’obtient de
x̂k+1|k = x̂k+1|Z˜k
= Adx̂k|k−1 + Bduk + Lk
(
zk − ẑk|k−1
)
, (4.32)
ou` la matrice Lk = Σ(bxk+1|k,Z˜k)Σ
−1
Z˜k
est donne´e par
Σ(bxk+1,Z˜k)Σ
−1
Z˜k
= AdΣk|k−1CTd
(
CdΣk|k−1CTd +Σw
)−1
, (4.33)
avec Σk|k−1 , Σx˜k|k−1 = E
[
x˜k|k−1x˜Tk|k−1
]
la matrice de covariance d’erreur d’estimation.
La matrice de covariance d’erreur d’estimation satisfait la re´currence
Σk+1|k = AdΣk|k−1ATd + ΓdΣvΓTd −AdΣk|k−1CTd
(
CdΣk|k−1CTd +Σw
)−1
CdΣk|k−1ATd , (4.34)
qui repre´sente une e´quation de Riccati d’estimation.
La meilleure estime´e s’e´crit alors
x̂k|k = x̂k+1|Zk
= x̂k|k−1 +Hk
(
zk − ẑk|k−1
)
, (4.35)
ou` Lk = AdHk. 
4.3.2.1 Le filtre de Kalman a` gain asymptotique
Le filtre de Kalman s’obtient directement des re´sultats des lemmes 4.3 et 4.4. La solution
stationnaire, asymptotique est pre´sente´e ; aucune perte d’optimalite´ n’est introduite si le crite`re
de commande est e´value´ a` horizon infini, ce qui est le cas ici. On peut donc utiliser la solution
asymptotique de l’Eq. (4.34), note´e Σ∞, ainsi que les gains H∞ et L∞ au lieu de Σk+1|k, Hk et
Kk respectivement.
´Etapes du filtre de Kalman :
1. Calcul de l’innovation :
z˜k|k−1 = zk − ẑk|k−1 = Cdxk +wk − Cdx̂k|k−1 = Cdx˜k + wk. Innovation (4.36)
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2. Mise a` jour :
x̂k|k = x̂k|k−1 +H∞z˜k|k−1.
En remplac¸ant H∞, il vient
x̂k|k = x̂k|k−1 +Σ∞CTd
(
CdΣ∞CTd +Σw
)−1
z˜k|k−1. Mise a` jour (4.37)
3. Pre´diction :
x̂k+1|k = Adx̂k|k + Bduk. Pre´diction (4.38)
D’apre`s les Eq. (4.37) et Eq. (4.38), en combinant les deux, il en de´coule
x̂k+1|k = Adx̂k|k−1 + Bduk +AdH∞
(
zk − ẑk|k−1
)
, (4.39)
ou` la deuxie`me ligne a e´te´ obtenue en remplac¸ant x̂k|k par son expression donne´e a` l’Eq. (4.37).
On obtient ainsi la version asymptotique de l’Eq. (4.24), consistant a` e´valuer l’Eq. (4.39) en
k|k − 1
x̂k|k−1 = Adx̂k−1|k−2 + Bduk−1 + L∞
(
zk−1 − ẑk−1|k−2
)
. (4.40)
Le gain de l’observateur s’e´crit, comme dans l’Eq. (4.33)
L∞ = AdH∞ = AdΣ∞CTd
(
CdΣ∞CTd +Σw
)−1
, Gain de Kalman (4.41)
avec Σ∞ la solution de l’e´quation alge´brique de Riccati
Σ∞ = AdΣ∞ATd + ΓdΣvΓTd −AdΣ∞CTd
(
CdΣ∞CTd +Σw
)−1 CdΣ∞ATd . Riccati d’estimation
(4.42)
Une proprie´te´ importante du filtre de Kalman est que le gain de l’observateur ne de´pend que des
variances Σv et Σw et non des re´alisations de ces bruits. Ceci a pour conse´quence que la re´solution
de l’e´quation de Riccati et le calcul du gain peuvent eˆtre re´alise´s a` l’avance ; seules les ope´rations de
calcul de l’innovation, mise a` jour et pre´diction sont effectue´es au fur et a` mesure de l’arrive´e des
observations zk.
4.3.2.1.1 Conditions initiales : Cet algorithme doit eˆtre initialise´ par la donne´e d’une estimation
initiale x̂0 = x̂0|−1 et de la variance d’erreur Σ0 = Σ0|−1. On utilise pour ce faire les espe´rances et les
variances a priori des variables. L’initialisation est prise comme e´tant x̂0|−1 = 0, ẑ0|−1 = 0 et u0 = 0.
La matrice de covariance d’erreur d’estimation est initialise´e par les variances a priori des diffe´rentes
variables.
4.3.2.1.2 Convergence de la Riccati d’estimation : Pour garantir la convergence de l’e´quation de
Riccati, le couple (Ad, Cd) doit eˆtre de´tectable et le couple (Ad,Σ1/2v ) (voir les de´finitions a` la section
4.5) stabilisable, condition ve´rifie´e en particulier si Ad est stable.
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4.3.3 Fonctions de transfert du re´gulateur LQG
Comme il avait e´te´ annonce´, l’approche d’e´tat peut eˆtre traduite en fonctions de transfert. Le
re´sultat principal est donne´ par le lemme 4.1. Il s’applique bien suˆr aussi au cas d’un re´gulateur
optimal LQG avec filtrage de Kalman. Ainsi, l’objectif de cette sous-section est de de´tailler le calcul
des fonctions de transfert obtenues a` partir de la structure du re´gulateur optimal figurant sur la Fig. 4.3.
Proprie´te´ 4.4 Fonctions de transfert du re´gulateur LQG.
Soit le transfert ge´ne´ral
y(z) = C(z)u(z). (4.43)
Pour une commande sous forme pre´dicteur uk = −K∞x̂k|k−1 la fonction de transfert Cp(z) s’e´crit
Cp(z) = −
(
I+K∞Λpz−1Bd
)−1K∞Λpz−1AdH∞, (4.44)
ou`
Λp =
(
I−Ad
(
I− z−1H∞Cd
))−1
. (4.45)
Pour une commande sous forme estimateur uk = −K∞x̂k|k, la fonction de transfert est
Ce(z) =
(
I+K∞Λez−1 (I−H∞Cd)Bd
)−1K∞ΛeH∞, (4.46)
ou`
Λe =
(
I− z−1Ad + z−1H∞CdAd
)−1
. (4.47)
△
De´monstration : Fonctions de transfert de la commande LQG
Les e´quations d’estimation et de mise a` jour du filtre de Kalman sont, d’apre`s les Eqs. (4.37–4.39){
x̂k|k = x̂k|k−1 +H∞(zk − Cdx̂k|k−1)
x̂k+1|k = Adx̂k|k + Bduk , (4.48)
La seconde ligne de l’Eq. (4.48) peut aussi s’e´crire, en notant respectivement x̂p et x̂e les transferts de
x̂k|k et x̂k|k−1,
zx̂p = Adx̂e + Bdu. (4.49)
Donc, en multipliant par z−1 des deux coˆte´s,
x̂p = z
−1Adx̂e + z−1Bdu. (4.50)
Avec ceci et la premie`re ligne de l’Eq. (4.48)
x̂p = z
−1Ad (x̂p +H∞ (z− Cdx̂p)) + z−1Bdu
=
(
I− z−1Ad (I−H∞Cd)
)−1 (
z−1Bdu + z−1AdH∞z
)
. (4.51)
Pour une commande du type uk = −K∞x̂k|k−1
u = −K∞ (I−Ad (I−H∞Cd))−1
(
z−1Bdu +AdH∞z
)
. (4.52)
En regroupant les termes, on obtient
u = − (I +K∞Λpz−1Bd)−1K∞ΛpAdH∞z, (4.53)
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ou`
Λp =
(
I− z−1Ad (I−H∞Cd)
)−1
. (4.54)
La fonction de transfert du re´gulateur s’e´crit finalement
Cp(z) = −
(
I +K∞Λpz−1Bd
)−1K∞ΛpAdH∞. (4.55)
Pour une commande sous forme estimateur du type uk = −K∞x̂k|k, en suivant un raisonnement tout
a` fait analogue au cas pre´ce´dent, il en de´coule
x̂e =
(
I− z−1Ad + z−1H∞CdAd
)−1 [
z−1 (I−H∞Cd)Bdu +H∞z
]
, (4.56)
et, cette fois-ci pour une commande du type uk = −K∞x̂k|k,
u = −K∞
(
I− z−1Ad + z−1H∞CdAd
)−1 [
z−1 (I−H∞Cd)Bdu +H∞
]
z. (4.57)
En regroupant les termes
Ce(z) = −
(
I +K∞Λez−1 (I−H∞Cd)Bd
)−1K∞ΛestH∞, (4.58)
ou`
Λe =
(
I− z−1Ad + z−1H∞CdAd
)−1
, (4.59)
ce qui conclut la de´montration. 
4.3.4 Synthe`se de la solution LQG
Pour synthe´tiser les sections pre´ce´dentes, la solution comple`te LQG est de´termine´e en deux
e´tapes : premie`rement re´soudre un proble`me de commande de´terministe dont la solution e´tablit le
re´gulateur optimal pour le cas InfC et deuxie`mement re´soudre un proble`me d’estimation optimale afin
de trouver x̂k|k−1 pour le cas InfI. La Fig. 4.3 montre la structure du re´gulateur optimal LQ(G) pour les
cas InfC et InfI. Curieusement, l’application de la commande LQG est effectue´e dans l’ordre inverse :
d’abord estimer l’e´tat puis appliquer la commande.
Le bloc supe´rieur sche´matise les e´quations d’e´tat de l’Eq. (4.19) qui de´crivent totalement la
dynamique du syste`me. Evidemment la sortie zcrit ne figure pas ici, car elle est utilise´e a` des fins
de mode´lisation. Un interrupteur fait le choix entre les solutions InfC ou` uk = −K∞xk ou bien InfI
ou` uk = −K∞x̂k|k−1, l’estime´e x̂k|k−1 e´tant la sortie du filtre de Kalman donne´e par l’Eq. (4.39).
4.4 L’approche LQG en OA
4.4.1 Travaux pre´ce´dents : de l’inte´grateur a` la commande LQG
Comme cela a de´ja` e´te´ constate´ a` la section 2.8.2.1, l’inte´grateur est le re´gulateur de base en OA.
Des versions plus abouties, notamment par optimisation de la bande passante par ajustement du gain
[Gendron et Le´na, 1994, Ellerbroek et al., 1994, Dessenne et al., 1998b] ou, de fac¸on e´quivalente, du
temps de pause [Correia et al., 2006], ont e´te´ propose´es tout en gardant la structure commune de
ce type de re´gulation. Cependant, malgre´ ces efforts, des limitations structurelles de l’inte´grateur
ne peuvent pas eˆtre contourne´es. A la section 4.6.1, la re´interpre´tation sous formalisme d’e´tat de
ce re´gulateur originalement mene´e par [Kulcsa´r et al., 2006], mettra en e´vidence que le mode`le
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FIG. 4.3 – Structure comple`te du re´gulateur LQG. Un mode`le du syste`me re´el est employe´ dans
la de´finition du re´gulateur optimal. Ce re´gulateur vise a` minimiser le crite`re de l’Eq. (4.17). Le
commutateur permet de distinguer deux cas, l’information comple`te ou` l’e´tat est parfaitement connu
et le cas information incomple`te ou` le re´gulateur est donne´ par l’Eq. (4.23). L’e´tat est alors estime´e a`
partir des mesures bruite´es et retarde´es, conforme´ment a` l’Eq. (4.40).
d’e´volution de phase inhe´rent, souvent dit cache´, est instable. Le choix de la matrice de gain impose
aussi des limitations : d’une part sur le choix du gain, d’autre part sur le niveau de troncature
applique´ pour obtenir une inverse ge´ne´ralise´e de la matrice d’interaction qui soit satisfaisante du
point de vue de la performance [§2.8.2.1]. Associe´e a` la troncature [§3.2.3] la propagation de bruit
n’est donc pas maıˆtrise´e, une situation pre´occupante a` laquelle sont confronte´s nombre de syste`mes
d’OA. Les limitations de l’inte´grateur ne s’arreˆtent pas la`. Une discussion plus de´taile´e se trouve a` la
section 2.8.2.1, notamment en ce qui concerne l’ade´quation aux OA grand champ. [Le Louarn, 2002]
exploitent en boucle ferme´e la reconstruction optimale statique en ajustant soigneusement le poids des
a priori, ce qui revient a` modifier le RSB implicite et donc le comportement potentiellement de´grade´
en observations a` faible flux.
Des strate´gies de re´gulation interme´diaires entre l’inte´grateur et la commande LQG ont e´te´
propose´es par [Gilles, 2005] et [Be´chet et al., 2007]. L’ide´e principale commune a` ces deux struc-
tures e´tant de rester dans un cadre de reconstruction optimale de front d’onde statique. Pour
cela le fonctionnement en boucle ferme´e est reconfigure´ de fac¸on a` pouvoir obtenir des pseudo-
mesures boucle ouverte applique´es ensuite au reconstructeur MMSE. Dans l’approche POLC,
un filtrage temporel est re´alise´ pour garantir la stabilite´ en boucle ferme´e. La robustesse a e´te´
analyse´e par [Piatrou et Gilles, 2005] et la performance compare´e a` celle de la commande LQG par
[Piatrou et Roggemann, 2007].
L’approche de [Be´chet et al., 2007] est similaire au POLC. L’originalite´ concerne la construction
du reconstructeur optimal, celui-ci e´tant base´ sur une description fractale de la phase. L’ide´e de
base est la meˆme, c’est-a`-dire, un proble`me inverse de reconstruction de phase en boucle ouverte
[Tallon et al., 2007] a` partir des mesures boucle ferme´e compense´es de la correction apporte´e par le
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MD ; la re´gulation en boucle ferme´e est cependant diffe´rente. [Be´chet et al., 2007] opte par l’approche
IMC [Morari et Zafiriou, 1989, Rivera et al., 1985], consistant a` estimer la phase boucle ouverte a`
partir d’un mode`le interne du processus physique a` re´guler. Ainsi, surgit le FrIM-IMC. Le POLC et le
FrIM-IMC sont tous deux re´interpre´te´s sous forme d’e´tat a` la section 4.6. Comme pour l’inte´grateur,
la structure des observateurs sera mise en e´vidence ainsi que le mode`le d’e´volution de phase. Ceci
permettra d’expliquer le comportement pre´sume´ en diffe´rents re´gimes de bruit.
Les premiers travaux de commande optimale en OA employant l’approche LQG en temps continu
ont e´te´ mene´s par [Paschall et al., 1991] et [Paschall et Anderson, 1993]. La solution continue est
ensuite discre´tise´e de fac¸on exacte pour l’appliquer a` l’environnement a` temps discret ou` elle est
sense´e fonctionner. Cependant, le crite`re d’optimisation n’est pas celui de la minimisation de la
variance de phase re´siduelle.
Une loi de commande proche du LQG fut sugge´re´e par [Gavel, 2003], seulement la stationnarite´
du mode`le d’e´volution de phase a e´te´ sacrifie´e. Ces travaux ont par la suite e´te´ mis a` profit
dans l’approche propose´e par [Wiberg et al., 1994a, Wiberg et al., 1994b]. Toutefois, les dynamiques
temporelles des processus physiques sont ne´glige´es, ce qui limite fortement leur inte´reˆt.
Une solution hybride entre LQG et commande modale a e´te´ propose´e dans [Looze et al., 2003] ;
cette commande associe une matrice de de´couplage statique et une se´rie de re´gulateurs LQG
monovariables. La proble´matique de la discre´tisation, qui a e´te´ aborde´e ici en utilisant des variables
de phase moyenne´es sur des pe´riodes d’e´chantillonnage successives, suivant l’approche propose´e
dans [Le Roux et al., 2004], a e´te´ e´galement aborde´e dans [Looze, 2006, Looze, 2007]. Cependant,
le crite`re discret propose´ dans ces deux contributions re´gularise le crite`re en ajoutant une pe´nalisation
supple´mentaire sur la commande, de sorte que la commande obtenue n’est plus rigoureusement
optimale. De plus, le choix particulier de vecteur d’e´tat fait que le calcul de la commande optimale
requiert la re´solution d’une e´quation de Riccati de commande y compris dans le cas d’un MD a`
re´ponse infiniment rapide. En contrepartie, cette approche s’e´tend naturellement au cas de miroirs
avec dynamique [Looze, 2008, Looze, 2009] , proble´matique qui sera aborde´e au chapitre 6.
[Poyneer et Ve´ran, 2008] proposent une commande LQG sur une base spe´cialement adapte´e
aux grands syste`mes. Elle se fonde sur l’approche modale en espace de Fourier pre´sente´e par
[Poyneer et al., 2007]. Un avantage clair de ce type de mode´lisation est que le comportement Taylor
est facilement reproduit par des mode`les AR simples, correspondant a` un de´calage spatial des modes
de Fourier. La concentration de l’e´nergie turbulente dans ce mode de translation reste encore a`
quantifier, un travail de´ja` commence´ par [Poyneer et Ve´ran, 2008] et [Poyneer et al., 2009].
La solution pre´sente´e ici se base sur les travaux de [Le Roux, 2003, Le Roux et al., 2004] en
conside´rant les miroirs de´formables infiniment rapides. Le mode`le d’e´tat a` temps discret propose´
permettait la minimisation de la variance d’erreur re´siduelle en OA et OAMC. [Kulcsa´r et al., 2006]
montre l’optimalite´ de cette loi de commande discre`te vis-a`-vis du crite`re continu de de´part. Des
travaux poste´rieurs, base´s sur la meˆme solution, ont e´te´ mene´s, notamment ceux de [Petit et al., 2004]
et de [Petit, 2006] ou` il est sugge´re´ une simplification du vecteur d’e´tat et une extension de
la solution a` la re´jection de vibrations. Ces nouveaute´s ont e´te´ teste´s expe´rimentalement par
[Petit et al., 2008, Petit et al., 2009] de´ja` pour l’OA hors-axe (voir section 2.7 pour ce concept d’OA) ;
le potentiel des mode`les AR pour appre´hender l’e´volution temporelle de la phase est exploite´ et
explique´. La commande LQG ainsi enrichie de ces multiples contributions a ensuite e´te´ applique´e
a` l’OA grand champ par [Costille et al., 2009, Costille, 2009].
Dans ce me´moire, les lois de commande LQG pre´ce´dentes sont re´interpre´te´es et un mode`le d’e´tat
encore plus compact sera obtenu a` la section 4.4.4. Le choix des parame`tres des mode`les AR sera
remis en question a` la section 4.5 ou` le comportement performant de ces mode`les est justifie´ puis
optimise´.
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4.4.2 De´finition du crite`re d’optimalite´
Le crite`re de minimisation adopte´ est celui de la variance minimal de phase re´siduelle σ2φres
sur la pupille du te´lescope. La minimisation de ce crite`re e´quivaut a` maximiser le rapport de
Strehl [Herrmann, 1992].
Il s’agit bien d’un crite`re continu (l’e´volution des phases de perturbation et correction est continue
dans le temps) qui sera exprime´ par la forme discre`te e´quivalente de l’Eq. (4.17).
En termes mathe´matiques, σ2φres s’e´crit presque suˆrement (p.s.)
σ2φres
p.s.
= Jc (u) , lim
τ→+∞
1
τ
∫ τ
0
‖φres (t)‖2 dt, Crite`re d’optimalite´ continu (4.60)
φres e´tant la phase re´siduelle la diffe´rence des phase de perturbation et de correction, i.e. φres =
φtur − φcor – se re´fe´rer a` la Fig. 2.20 pour plus de de´tails sur le syste`me d’OA asservi en boucle
ferme´e – l’Eq.(4.60) se re´e´crit
Jc (u) = lim
τ→+∞
1
τ
∫ τ
0
∥∥φtur (t)− φcor (t)∥∥2 dt. (4.61)
Du point de vue de la the´orie de la commande, l’OA s’inscrit tout naturellement dans un proble`me
de rejet de perturbation, puisque la commande u ne peut pas agir sur la phase φtur .
Soit Jc(u)k la valeur moyenne de la variance de phase re´siduelle durant l’intervalle de temps
t ∈ [kTs, (k + 1)Ts[
Jc (u)k ,
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)− φcor(t)∥∥2 dt. Couˆt incre´mental (4.62)
Avec cette notation, le crite`re a` temps continu de l’Eq.(4.60) se re´e´crit comme une somme a` horizon
infini selon
Jc(u) = lim
M→+∞
1
M
M∑
k=0
Jc(u)k. (4.63)
A noter que, par construction, Jc(u)k ne de´pend que des de´cisions de commande prises jusqu’a` t =
kTs, autrement dit, de la se´quence discre`te {u0, . . . , uk}.
4.4.3 De´veloppement de la solution LQG
Le de´veloppement de la solution LQG est pre´sente´e e´tape par e´tape suivant le sche´ma de la
Fig. 4.2.
4.4.3.1 De´veloppement du crite`re
Si le miroir est conside´re´ comme infiniment rapide, sa dynamique peut eˆtre re´duite a` sa matrice
de gain statique N ∈ ℜnt×nm , la matrice d’influence du miroir. Par conse´quent
φcor (t) = Nuk ∀ kTs ≤ t < (k + 1)Ts. Phase de correction (4.64)
4.4 L’approche LQG en OA 109
[Kulcsa´r et al., 2006] montrent que la commande VM – c’est-a`-dire, la commande minimisant le
crite`re continu Jc(u) – s’obtient en minimisant le crite`re discret e´quivalent
Jd (u) = lim
M→+∞
1
M
M−1∑
k=0
‖φ¯turk+1 − Nuk‖2, (4.65)
ou`
φ¯turk+1 =
1
Ts
∫ (k+1) Ts
kTs
φturdt. (4.66)
Puisque Jd(u) s’obtient a` partir de Jc(u) en rajoutant un terme inde´pendant de la commande u
dans l’Eq. (4.68), cela garanti que
argmin
U
Jc (u) = argmin
U
Jd (u) , (4.67)
ce qui e´tablit l’e´quivalence des deux solutions. Ces deux crite`res sont lie´s par
Jc(u) = Jdr (u) + δJ(Ts), (4.68)
avec δJ(Ts) l’erreur ultime du fait de remplacer des variables continues par des variables discre`tes
moyenne´es :
δJ (Ts) = lim
M→+∞
1
M
M−1∑
k=0
(
1
Ts
∫ (k+1) Ts
kTs
∥∥φtur (t)− φ¯turk+1∥∥2 dt
)
. (4.69)
[Petit, 2006] montre que cette erreur, pour les temps d’inte´gration souvent utilise´s de l’ordre de
quelques centaines de Hertz, est petite, voire meˆme ne´gligeable pour certains syste`mes.
4.4.3.2 Identification de la sortie-crite`re
En de´veloppant l’Eq. (4.65), la comparaison directe avec l’Eq. (4.17) conduit a` prendre comme
sortie-crite`re
zcritk = φ¯
tur
k+1 (4.70)
et pour les matrices de ponde´ration LQ,
Q = I ≥ 0, S = −N, R = NTN > 0. (4.71)
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On ve´rifie imme´diatement que
Q− SR−1ST = I−N
(
N
T
N
)−1
N ≥ 0. (4.72)
Le crite`re e´quivalent discret devient alors
Jd (u) = lim
M→+∞
1
M
M−1∑
k=0
((
φ¯turk+1
uk
)T (
I −N
−NT NTN
)(
φ¯turk+1
uk
))
. (4.73)
4.4.3.3 Structuration du re´gulateur
La commande optimale uk en InfC est obtenue en projetant orthogonalement la phase moyenne
φ¯turk+1 sur l’espace miroir. En effet, Jd(u)k, de´fini par l’Eq. (4.62) ne de´pend ici que de uk. La
commande optimale s’e´crit donc
uk = argmin
u
‖ φ¯turk+1 −Nu ‖2
= (NTN)−1NTφ¯turk+1. (4.74)
Ceci correspond au retour d’e´tat uk = K∞x̂k, avec K∞ =
(
NTN
)−1
NTCcritd .
Cette solution analytique obtenue de la minimisation de l’Eq. (4.65) e´vite ainsi la re´solution de la
Riccati de commande (4.22). La matrice d’influence du MD est suppose´e de rang maximal, autrement
dit (NTN) est inversible.
Deux aspects particuliers sont a` noter. Cette solution (a.) ne de´pend d’aucune hypothe`se
particulie`re sur la phase de perturbation et (b.) en information comple`te, la solution fait intervenir
la phase moyenne sur l’intervalle imme´diatement poste´rieur a` l’application de la commande. Ceci est
spe´cialement inte´ressant puisque pour l’information incomple`te, la mesure est elle aussi une fonction
de la phase moyenne inte´gre´e. C’est ce qui sera pre´sente´ dans la section suivante.
Structure du re´gulateur en information incomple`te
Puisque les mesures ASO sont une fonction de la phase moyenne (cf. section 2.5.1.1) ces mesures
s’expriment a` partir de φ¯tur.
Dans le cas line´aire, les mesures fournies par un syste`me d’OA s’e´crivent en premie`re approxima-
tion sous la forme
yk = Dφ¯
res
k−1 + wk = Dφ¯
tur
k−1 −DNuk−2 +w′k, (4.75)
ou` w′k est un bruit blanc, gaussien et a` moyenne nulle, w′k ∼ N (0,Σw′). Les indices retrouve´s
a` l’Eq. (4.75) sont de´taille´s sur la Fig. 2.14. Ces hypothe`ses sur les retards de l’ASO ne sont pas
uniques : l’approche pre´sente´e ici aurait pu eˆtre aussi bien aise´ment adapte´e a` un autre chronogramme
d’ope´rations. Dans l’Eq. (4.75), l’ope´rateur line´aire D ∈ ℜs×n est spe´cifique de l’ASO mis en place
pour faire la mesure (voir section 2.5.1.1).
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En supposant que φ¯tur est un processus stochastique hilbertien, le the´ore`me de se´paration
s’applique - section 4.3.1.1 ; la commande a` VM s’e´crit alors
uk = (N
T
N)−1NT̂¯φturk+1|Yk , (4.76)
ou` ̂¯φturk+1|Yk repre´sente l’espe´rance de φ¯k+1 conditionnellement a` la se´quence Yk de toutes les mesures
disponibles a` l’instant t = kTs, soit Yk = {y0, . . . , yk}. Afin de formaliser le proble`me d’estimation
optimal sous forme LQG standard, on introduit l’observation zk, une pseudo-mesure de´finie par
zk = yk+1 = Dφ¯
tur
k −DNuk−1 +wk, (4.77)
ou` wk = w
′
k+1, ce qui permettra par la suite de tenir compte du retard de mesure de fac¸on simple. Du
point de vue mathe´matique, par la suite la notation x̂k|k−1 de´finit l’espe´rance de xk conditionnellement
a` Zk−1 = {z0, . . . , zk−1} = Yk.
Avec ces de´finitions, un mode`le stochastique permettant de de´crire les sorties et la commande
optimale sera construit dans l’e´tape suivante [§4.4.4], ce qui permettra d’achever la synthe`se de la
commande optimale conforme´ment a` ce qui a e´te´ e´tablie a` la section 4.3 .
4.4.4 Mode`le pour la commande
Comme mode`le pour la commande, [Le Roux et al., 2004] a propose´ un mode`le non minimal a`
cinq e´tats (trois occurrences de phase et deux de commande) alors que [Petit, 2006] propose de´ja` un
mode`le plus compact a` quatre e´tats (deux occurrences de phase et deux de commande) en notant que
l’estime´e de phase ̂¯φturk+1 n’e´tait pas ne´cessairement une composante de l’e´tat puisque cette composante
peut eˆtre obtenue en multipliant ̂¯φturk par Atur. Il faut alors introduire une le´ge`re modification dans le
projecteur qui s’e´crit (NTN)−1 NTAtur.
Le mode`le propose´ ici est encore plus compact. Trois composantes (deux occurrences de phase
et une de commande) s’ave`rent ne´cessaires pour de´crire les observations zk qui sont, par choix de
conception, avance´es dans le temps et produire les estime´es de phase utilise´es lors de la projection sur
l’espace miroir.
Un mode`le d’e´tat visant la description comple`te des observations doit inclure explicitement
(φ¯k, uk−1) - Eq. (4.77). La pre´diction de la phase moyenne a` un pas φ¯k+1 y figurera aussi pour
obtenir les de´cisions de commande de l’Eq. (4.76). Puisque la sortie-crite`re est tout simplement φ¯turk ,
la composition du vecteur d’e´tat est ainsi comple`tement de´termine´e, soit
xk ,
 φ¯turk+1φ¯turk
uk−1
 Composantes de l’e´tat (4.78)
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Hypothe`se 4.1 Evolution temporelle de la perturbation de phase.
L’e´volution temporelle de la phase est caracte´rise´e par le mode`le auto-re´gressif (AR) du premier
ordre suivant
φ¯turk+1 = Aturφ¯turk + vk, (4.79)
ou` Atur est la matrice de la dynamique temporelle. Le choix des parame`tres de Atur sera discute´ a` la
section 4.5. Dans l’Eq. (4.79), vk est un bruit blanc, gaussien et de matrice de variance Σv connue.
Tout ceci est regroupe´ dans un unique mode`le d’e´tat
 φ¯turk+2φ¯turk+1
uk
 =
 Atur 0 0I 0 0
0 0 0
 φ¯turk+1φ¯turk
uk−1
+
 00
I
uk +
 I0
0
 vk
zk = D
(
0 I −N )xk + wk
zcritk =
(
I 0 0
)
xk
. (4.80)
Pour re´introduire le retard de mesure d’une trame temporairement ne´glige´, la version pre´dicteur
du re´gulateur donne´e par l’Eq. (4.23), est alors choisie
uk = K∞Ccritd x̂k|k−1. (4.81)
Cette version est conditionne´e a` Zk−1 ou de fac¸on e´quivalente a` Yk. Ceci assure la prise en compte
mathe´matiquement rigoureuse des retards explicite´s a` la Fig. 2.14 dans le mode`le complet des
Eqs. (4.80-4.81). Le fait que x̂k|k−1 soit utilise´ et non x̂k|k revient a` associer le retard pur d’une
trame a` la commande plutoˆt qu’a` la mesure.
Avec la de´finition des matrices de ponde´ration dans l’Eq. (4.72), le gain de Kalman L∞ de
l’Eq. (4.41) peut alors eˆtre de´termine´ a` partir de la solution de l’e´quation de Riccati d’estimation
de l’Eq. (4.42). Ce gain sera utilise´ lors de l’estimation et pre´diction re´cursives de l’e´tat x̂k|k−1 tel
que de´finit a` l’Eq. (4.40). De plus, la performance (en termes de variance de phase re´siduelle) sera
quantifie´e a` partir du gain de Kalman K∞, les matrices de ponde´ration.
Une analogie remarquable peut eˆtre faite avec le reconstructeur statique a` VM explicite´ au chapitre
3. La commande e´tait alors obtenue par la projection orthogonale de la phase reconstruite sur l’espace
engendre´ par les fonctions d’influence du MD. Toutefois, des diffe´rences majeures existent : malgre´
cette projection similaire dans les deux approches, dans le premier cas il s’agit d’une proble´matique
de reconstruction statique de front d’onde alors que le cas pre´sent s’applique aux syste`mes asservis en
boucle ferme´e. La de´rivation du reconstructeur statique optimal par application de l’approche LQG
aux OA boucle ouverte sera accomplie a` la section 4.4.6.
4.4.4.1 Proprie´te´s du mode`le
Commandabilite´ et observabilite´
Comme l’a montre´ [Petit, 2006], le syste`me n’est structurellement ni commandable ni observable.
En re´gime de rejet de perturbations, la commandabilite´ n’est clairement pas pre´sente. L’observa-
bilite´ du syste`me n’est pas assure´e, du fait de la pre´sence de retards. Toutefois, d’apre`s [Petit, 2006],
la partie non observable de l’e´tat est de´tectable [voir de´finition au paragraphe 4.5].
Stabilite´ en boucle ferme´e
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La stabilite´ de la boucle est assure´e si les matrices (Ad −K∞Bd) et (Ad − L∞Cd) sont toutes
deux stables. Ceci est garanti sous les meˆmes hypothe`ses qui assurent l’existence d’une solution
unique pour les e´quation de Riccati de commande et d’estimation.
4.4.4.2 Fonctions de transfert : un exemple sur le mode tip/tilt
Le mode`le de la section 4.3.3 est ici exploite´ pour illustrer le passage du formalisme d’e´tat aux
fonctions de transfert. Un aspect remarquable, bien que tout a` fait pre´vu, c’est que la fonction de
re´jection ne pre´sente pas aux basses fre´quences une re´jection ∝ f2 propre a` l’inte´grateur, mais plutoˆt
un comportement ∝ f0 . Ce comportement est duˆ a` la prise en compte d’un mode`le de perturbation
(dans cet exemple un mode`le AR1) dont la FT est ∝ f0 en re´gime BF. De plus, selon le the´ore`me de
Bode [Wu et Jonckheere, 1992], une re´jection ade´quate en BF rend possible une meilleure re´jection
en HF, du moins en cas de fort RSB. Une analyse par fonctions de transferts permet de clarifier le
fonctionnement de la commande optimale et ainsi de comprendre son efficacite´.
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FIG. 4.4 – Exemple de fonctions de transfert associe´es au mode`le de l’Eq. (4.80). Le cas scalaire du
tip/tilt est illustre´. La fonctions de re´jection aux BF se caracte´rise par un plateau. Apre`s multiplication
par la DSP de la perturbation, ceci garantie une re´jection plate sur une grande plage de fre´quences.
Les courbes sur la Fig. 4.4 illustrent les transferts propres a` la commande LQG. Les fonctions de
re´jection de phase et bruit (courbes rouge et verte respectivement) se caracte´risent par un plateau aux
BF puis une atte´nuation aux HF. Les compromis impose´s par le the´ore`me de Bode sont ainsi mieux
exploite´s : la re´jection fre´quentielle de´pend donc du contenu fre´quentiel de la perturbation, les erreurs
e´tant aussi plates (sur le plan fre´quentiel) que possible.
4.4.5 ´Evaluation de performance
La valeur du crite`re a` temps continu peut se calculer a` partir de l’identite´
Jc(u)
p.s.
= δ(Ts) + trace (WΣf) , (4.82)
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ou`
W =
( (Ccritd )T QCcritd (Ccritd )T SK∞
KT∞STCcritd KT∞RK∞
)
.
De´monstration : La de´monstration commence par e´noncer la proprie´te´ suivante.
Proprie´te´ 4.5 Covariance de l’e´tat x :
Soit le syste`me
ζk+1 = Aζk + ηk (4.83)
pour lequel A est stable, i.e. toutes ses valeurs propres |λi| < 1, et ηk est un bruit blanc gaussien de
variance Ση, alors xk converge vers un processus gaussien dont la variance est donne´e par la solution
de l’e´quation discre`te de Lyapunov [So¨derstro¨m, 2002, Anderson et Moore, 1995b]
Σζ = AΣζAT +Ση, (4.84)
ou` Σζ est la matrice de covariance en boucle ferme´e de l’e´tat.
En outre, pour toute matrice de´finie positive
P =
(
Q S
ST R
)
≥ 0, (4.85)
et avec Σζ
E
{
ζTPζ
}
= trace {PΣζ} . (4.86)
△
Le crite`re de l’Eq. (4.65) est presque suˆrement (p.s.) e´gal a` l’espe´rance d’une forme quadratique.
Avec la commande du type uk = −K∞x̂k|k−1 on obtient donc
Jc(u)
p.s.
= δJ (Ts) + E
{(
zcritk
)T
Qzcritk + u
T
kRuk − 2
(
zcritk
)T
Suk
}
p.s.
= δJ (Ts) + E
{
xTk
[(Ccrit)T QCcrit]xk + uTkRuk − 2xTk [(Ccrit)T S]uk}
p.s.
= δJ (Ts)+ (4.87)
E
{
xTk
[(Ccrit)T QCcrit]xk + x̂Tk|k−1 (K∞)TRK∞x̂k|k−1 + 2xTk [(Ccrit)T S]K∞x̂k|k−1} .
(4.88)
Pour e´valuer l’Eq. (4.87), il faut pouvoir calculer les espe´rances des termes en xk et x̂k|k−1. Pour
cela soit l’e´tat augmente´ xf =
(
xTk , x̂
T
k|k−1
)T
. Les e´quations de re´currence de l’e´tat s’e´crivent
xk+1 = Adxk + Bduk + Γdvk
= Adxk − BdK∞x̂k|k−1 + Γdvk. (4.89)
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L’e´tat estime´ par le filtre de Kalman peut se s’e´crire
x̂k+1|k = Adx̂k|k−1 + Bduk + L∞
(
zk − Cdx̂k|k−1
)
= (Ad − BdK∞ − L∞Cd) x̂k|k−1 + L∞Cdxk + L∞wk. (4.90)
Ceux-ci et les Eq. (4.89) et Eq. (4.90) de´finissent le syste`me augmente´(
xk+1
x̂k+1|k
)
= Af
(
xk
x̂k|k−1
)
+
(
Γd 0
0 L∞
)(
vk
wk
)
, (4.91)
ou`
Af ,
( Ad −BdK∞
L∞Cd Ad − BdK∞ − L∞Cd
)
. (4.92)
La matrice de covariance Σf de l’e´tat augmente´ xf s’e´crit
Σf =
(
Σx Σxk,xk|k−1
Σxk,xk|k−1 Σxk|k−1
)
, (4.93)
et selon la proprie´te´ 4.5, la solution est obtenue en re´solvant l’e´quation de Lyapunov a` temps discret
Σf = AfΣfATf +Σ′v, ou` Σ′v, la matrice de covariance du bruit d’e´tat
Σ′v ,
(
ΓdΣvΓ
T
d 0
0 L∞ΣwLT∞
)
, (4.94)
puisque vk et wk sont inde´pendantes et de matrices de covariance Σv et Σw respectivement.
Le second re´sultat dans la proprie´te´ 4.5 e´tablit que le crite`re a` temps continu Jc(u) s’e´crit
Jc(u)
p.s.
= δ(Ts) + E
(
xTfWxf
)
p.s.
= δ(Ts) + E
((
xk
x̂k|k−1
)T( (Ccritd )T QCcritd (Ccritd )T SK∞
KT∞STCcritd KT∞RK∞
)(
xk
x̂k|k−1
))
p.s.
= δ(Ts) + trace (WΣf) . (4.95)

En re´sume´, les matrices Q, R, S, le re´gulateur K∞ et le gain de l’observateur L∞ ont e´te´
de´termine´s. Dans le cas optimal, ces deux derniers requie`rent la re´solution des e´quations de Riccati
associe´es. A partir de l’Eq. (4.95) le crite`re de performance Jc(u) peut eˆtre quantifie´ soit dans le cas
optimal soit dans des cas sous-optimaux.
Cet outil permet : a) de synthe´tiser le re´gulateur optimal et b) d’e´valuer l’impact des diffe´rents
parame`tres du syste`me sur la performance finale (en variance de phase re´siduelle). Cet outil pourra
donc eˆtre utile lors de la conception des syste`mes et des budgets d’erreur associe´s, en e´vitant de
mettre en place une simulation de bout-en-bout, ge´ne´ralement bien plus complexe et de´taille´e mais
potentiellement plus longue et moins souple que la proce´dure de´crite ici.
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4.4.6 Commande optimale statique pour les OA en boucle ouverte
Dans le chapitre 3, l’estimateur optimal pour le cas statique propose´ pour l’OA classique a e´te´
pre´sente´. Ce re´sultat d’estimation statique peut e´galement eˆtre retrouve´ en posant le proble`me dans
le formalisme d’e´tat et en appliquant l’approche LQG telle qu’elle vient d’eˆtre de´taille´e. L’estimation
statique a pour principe de de´terminer, a` partir de chaque mesure yk prise isole´ment la meilleure
estimation de φ¯tur. Il n’y a donc pas de correction (φ¯cor = 0) ni de retard. Il s’ave`re donc inutile
d’introduire dans le vecteur d’e´tat de l’Eq. (4.80) les composantes lie´s a` la commande uk−1 comme
pour la boucle ferme´e.
Pour le cas de boucle ouverte statique, e´tant donne´ que les e´ve´nements sont de´corre´le´s d’un instant
a` l’autre, l’e´volution de la phase ne sera pas prise en compte. Cela revient en fait a` poser une e´quation
d’e´volution de la phase turbulente qui exprime que la phase e´volue d’un instant a` l’autre de fac¸on
totalement non corre´le´e, comme un bruit blanc. De ce fait, Atur = 0. L’e´tat devient tout simplement
xk = φ¯k+1 = vk, (4.96)
ou` vk est un bruit blanc a` moyenne nulle. Ceci implique que la matrice de covariance de vk est en fait
la matrice Σφ .
L’e´quation de mesure s’e´crit par conse´quent
yk = Dxk + w
′
k. (4.97)
Alors le filtre optimal sous forme estimateur devient :
̂¯φturk|k = ̂¯φturk|k−1 +H∞(yk − D̂¯φturk|k−1) , (4.98)
ou` H∞ est la matrice de filtrage de Kalman adapte´e au syste`me statique. ̂¯φturk|k−1 est l’estime´e de la
phase a` l’instant k en ne connaissant que les mesures ante´rieures a` k. Puisque la phase est de´corre´le´e
d’un instant a` l’autre et qu’elle est a` moyenne nulle, cette estime´e est e´gal a` 0. Il en de´coule que
̂¯φturk|k = H∞yk. (4.99)
De plus, pour le calcul de H∞ (le gain asymptotique), sachant que Atur = 0, la matrice Σ∞ = Σv =
Σφ et donc
H∞ = ΣφDT
(
DΣφD
T +Σw′
)−1
. (4.100)
L’estimateur optimal obtenu par un filtre de Kalman dans une mode´lisation d’e´tat est ainsi
̂¯φturk|k = ΣφDT (DΣφDT +Σw′)−1 yk (4.101)
c’est-a`-dire exactement celui propose´ par [Wallner, 1983] et [Fusco et al., 2001]. Il a donc e´te´ montre´
comment interpre´ter dans un formalisme d’e´tat l’estimateur statique optimal. Ceci montre e´galement
la souplesse de l’approche propose´e.
Il est temps maintenant d’aborder les aspects lie´s au mode`le d’e´volution temporelle de la phase
turbulente, ce qui fait l’objet de section suivante.
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4.5 Mode`les d’e´volution temporelle de la phase
Le mode`le pour la commande repose sur l’hypothe`se que l’e´volution de la perturbation peut eˆtre
mode´lise´e par un syste`me d’e´quations line´aires aux diffe´rences.
Hypothe`se 4.2 La perturbation (atmosphe´rique ou autre) peut eˆtre obtenue en sortie du mode`le
line´aire et invariant dans le temps (LIT),{
xturk+1 = Aturxturk + vk
φ¯turk = Cturxturk
Mode`le d’e´volution de phase (4.102)
dont l’entre´e vk est un bruit blanc gaussien de moyenne nulle et de variance Σv.
4.5.1 Me´thodes d’identification de parame`tres
La litte´rature est fe´conde en me´thodes d’identification a` partir soit de se´quences de´terministes
d’auto-corre´lation soit de se´quences temporelles. En ge´ne´ral ces me´thodes se rame`nent a` la re´solution
de syste`mes d’e´quations line´aires issues de la minimisation d’un crite`re. A titre d’exemple, la
me´thode de Yule-Walker3 minimise l’erreur de pre´diction au sens des moindres carre´s (utilise ensuite
l’algorithme de Levinson-Durbin).
4.5.2 Mode`les auto-re´gressifs du 1er ordre
[Le Roux et al., 2004] et [Petit, 2006] proposent, pour la base des polynoˆmes de Zernike , le
mode`le auto-re´gressif de´couple´ mode a` mode suivant
φ¯turk+1,i = αiφ¯
tur
k,i + vk,i, (4.103)
ou` Ctur = I et xturk = φ¯turk dans l’Eq. (4.102) et αi est le ie`me e´le´ment de la diagonale de Atur.
La matrice de covariance du bruit d’e´tat s’obtient simplement graˆce a` l’e´quation de Lyapunov
discre`te
Σv = Σφ −AturΣφATtur. (4.104)
Une remarque importante sur ce mode`le est que, malgre´ le fait que la matrice Atur soit diagonale, la
matrice de covariance du bruit d’e´tat ne l’est ge´ne´ralement pas. Comme elle est choisie de fac¸on a`
respecter la matrice de covariance Σφ [section 2.3.2], les corre´lations des modes sont correctement
pre´serve´es.
L’auto-corre´lation temporelle a` n pas ̺i(n) s’e´crit
̺i(n) = E
{
φ¯turk+n,i
(
φ¯turk,i
)T}
= α
|n|
i E
{
φ¯turk,i
(
φ¯turk,i
)T}
= α
|n|
i σ
2
tur,i (4.105)
avec σ2
tur,i la variance du ie`me mode.
Un mode`le d’e´volution de phase tel que celui donne´ par l’Eq. (4.103) assure une de´corre´lation
temporelle exponentielle.
3Met en relation les parame`tres d’un mode`le AR et sa se´quence d’auto-corre´lation.
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De´monstration : De´corre´lation exponentielle du mode`le AR1
La variance de φ¯tur,i est donne´e par
VAR
(
φ¯turi
)
= E
{
φ¯turki
(
φ¯turk,i
)T}− µ2 = σ2v,i
1− α2i
, (4.106)
ou` σ2v,i est la variance du bruit d’e´tat et µ = E{φ¯tur} = 0.
L’auto-corre´lation a` n pas se de´termine a` partir de
φ¯turk+n,i = αiφ¯
tur
k+n−1,i + vk+n−1,i
= αi
(
φ¯turk+n−2,i + vk+n−1,i
)
+ vk+n−1,i
= . . .
= αni φ¯
tur
k,i + ǫn,i, (4.107)
avec ǫi une nouvelle se´quence de bruit de´corre´le´e de la phase φ¯tur,i. Par conse´quent,
̺i(n) = E
{
φ¯turk+n,i
(
φ¯turki
)T}
=
σ2v,i
1− α2α
n
i
=
σ2v,i
1− α2 e
n lnαi , (4.108)
car deux occurrences de bruit vk sont inde´pendantes. Cette dernie`re expression assure bien que l’auto-
corre´lation est une forme exponentielle, comme il avait e´te´ avance´.
Pour comple´ter la de´monstration, puisque ̺i(n) = ̺i(−n), alors
̺i(n) =
σ2v,i
1− α2 e
|n| lnαi . (4.109)

La DSP de l’Eq. (4.109) est donc (the´ore`me de Wiener-Khinchine)
TF
(
σ2v,i
1− α2i
α
|n|
i
)
∝ σ
2
v,i
1− α2 − 2αcos(ω) =
σ2v,i
|1− αeiω|2 . (4.110)
[Le Roux et al., 2004] choisit les αi de fac¸on a` garantir que la de´corre´lation est e´gale a` 1/e du
maximum pour le temps caracte´ristique. Celui-ci est de´fini par l’inverse de la fre´quence de coupure
f rc de la DSP temporelle de chaque mode,
f rc ≈ 0.3(rz + 1)V/D, (4.111)
ou` r est l’ordre radial du ie`me mode, V est la vitesse de vent et D le diame`tre du miroir primaire du
te´lescope [Conan et al., 1995]. Ce choix implique alors que
αi = e
−Tsfrzc ≈ e−0.3(r+1)(V/D)Ts . (4.112)
Sur la Fig. 4.5 les αi des premiers 400 polynoˆmes de Zernike sont affiche´s.
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FIG. 4.5 – Coefficients de la matrice Atur pour des te´lescopes de 8m et 42m.
4.5.2.1 Corre´lations temporelles des polynoˆmes de Zernike
Le choix du mode`le de l’Eq. (4.112) induit un e´cart entre les fonctions d’auto-corre´lation de l’AR
au voisinage de ze´ro et celles des courbes the´oriques. Or, la pre´diction de phase se re´alisant a` tre`s court
terme (un pas dont la dure´e est Ts) le choix de ce jeu de parame`tres n’est pas anodin. Il fera objet de
simulations nume´riques afin d’e´clairer son efficacite´ en comparaison avec une me´thode consistant a`
ajuster les premiers pas de la courbe de de´corre´lation.
La Fig. 4.6 compare les courbes de de´corre´lation the´oriques du TT pour un spectre de Kolmogorov
et de von-Ka´rma´n avec une e´chelle externe de L0 = 50m, en choisissant les αi selon la me´thode de
[Le Roux et al., 2004]. Il s’ave`re que ce mode`le pre´sente de´ja` une approximation raisonnable de la
courbe de de´corre´lation aux voisinage de ze´ro, sans pourtant eˆtre la meilleure approximation.
La Fig. 4.7 illustre ce comportement en montrant plus pre´cise´ment les e´carts de de´corre´lation a`
tre`s court terme pour le Z2, Z3 (TT), Z4 et Z10. Si d’un coˆte´ ces mode`les ne sont pas les plus ade´quats,
hypothe`se qu’on sustente ici, de l’autre cet ajustement garantit de´ja` de bonnes performances, soit en
simulations soit en expe´rimental. La Fig. 4.8 propose une illustration sur l’angle d’arrive´e (AA).
Les simulations re´alise´es au chapitre 6 montrent que le meilleur choix des αi consiste a` ajuster les
courbes d’auto-corre´lation au voisinage de ze´ro.
4.5.3 Mode`les auto-re´gressifs du second ordre
Pour un mode`le du second ordre, la phase a` l’instant (k + 1) de´pend de deux parame`tres, θ et ζ
φ¯turk+1,i = θiφ¯
tur
k,i + ζiφ¯
tur
k−1,i + vk,i. (4.113)
En utilisant des me´thodes d’identification standards (§4.5.1) des mode`les du second ordre ont pu eˆtre
obtenus. L’argumentaire e´tant que le meilleur mode`le est celui qui s’ajuste aux tous premiers pas de la
fonction d’auto-corre´lation, sur la Fig. 4.9 sont affiche´es les courbes pour des mode`les d’e´volution de
phase du second ordre. La DSP the´orique du TT a e´te´ obtenue avec les parame`tres : D = 42m, seeing
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FIG. 4.6 – Fonction d’auto-corre´lation the´orique et celle obtenue par mode´lisation AR1 pour le TT.
Conditions de simulation : Spectre mono-couche, D = 42m, seeing 1arcsec, r0 = 0.1 m. Les spectres
ont e´te´ normalise´s par la variance de chaque mode`le. Le cercle noir indique la de´corre´lation a` 1/e du
maximum.
= 1.0arcsec@0.5µm, r0 ≈ 0.1m, e´chelle externe de la turbulence, L0 = 50m, avec trois couches
en altitude sur axe de poids relatifs {0.67, 0.22, 0.11}, vitesse moyenne de vent V = 12.5m/s dans
les directions θi = {0o, 45o, 90o}. Ceci a comme premie`re conse´quence un comportement ∝ f0 aux
basses fre´quences. Le mode`le AR1 s’ajuste aux deux premiers pas de de´corre´lation tandis que le
mode`le AR2 s’ajuste aux 20 premiers pas, c’est a` dire jusqu’a` 10Ts, avec Ts = 2ms. Il est clair que le
mode`le AR2 s’ajuste plus e´troitement aux courbes de de´corre´lation the´oriques. On peut aussi espe´rer
que les performances obtenues avec de tels mode`les soient supe´rieures a` celles avec le mode`le AR1.
4.6 Re´interpre´tation sous formalisme d’e´tat d’autres approches de
commande
Le formalisme d’e´tat permet de re´interpre´ter d’autres solutions propose´es pour la commande
des syste`mes d’OA. L’inte´grateur commune´ment utilise´, la me´thode POLC [Gilles, 2005] et la
me´thode FrIM-IMC (base´e sur mode`le interne) sont pre´sente´s. Les re´sultats s’inspirent de ceux de
[Kulcsa´r et al., 2006] et de [Kulcsa´r et al., 2009], ou` les commandes POLC et FrIM sont mises sous
la structure ge´ne´rale d’observateur.
Ces deux strate´gies de commande en particulier ont plusieurs points en commun. Elles sont base´es
sur la reconstruction a` variance minimale de la phase re´siduelle en mettant en place des me´thodes
ite´ratives pour la re´solution des e´normes syste`mes creux d’e´quations line´aires auxquelles les OA,
mode´lise´es avec une approche zonale, donnent naissance. Elles ont e´te´ ensuite adapte´es a` la boucle
ferme´e en choisissant des re´gulateurs non optimaux a` action inte´grale. Afin de rester toujours dans une
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FIG. 4.7 – Fonction d’auto-corre´lation the´orique et celle obtenue par mode´lisation AR1. Conditions
de simulation : Spectre mono-couche, D = 42m, seeing 1arcsec, r0 = 0.1 m. Temps d’inte´gration
Ts= 2ms.
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FIG. 4.8 – Fonction d’auto-corre´lation the´orique et celle obtenue par mode´lisation AR1 pour l’angle
d’arrive´e (AoA), parallel et perpendiculaire a` la direction du vent. Conditions de simulation : Spectre
mono-couche, D = 42m, seeing 1arcsec, r0 = 0.1 m. Un cercle indique la valeur a` 1/e du maximum.
La fre´quence de coupure fc est conside´re´ e´gale a` celle du TT Z2, Z3.
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FIG. 4.9 – Gauche : Comparaison des DSP temporelles du TT atmosphe´rique et du TT induit par le
vent dans le syste`me E-ELT M4-M5. DSP atmosphe´rique obtenue avec les parame`tres : D = 42m,
seeing = 1,0mas@0.5µm, r0 ≈ 0, 1m, e´chelle externe de la turbulence, L0 = 50m, avec trois couches
en altitude sur axe de poids relatifs {0, 67; 0, 22; 0, 11}, vitesse moyenne de vent V = 12, 5m/s dans
les directions θi = {0o, 45o, 90o}.
Droite : Courbes d’auto-corre´lation des perturbations et les mode`les du premier et second ordre qui
s’ajustent au mieux (au sens des moindres carre´s) aux premier pas de de´corre´lation. Ts = 2ms.
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logique de reconstruction, la phase est estime´e a` partir des mesures en pseudo boucle ouverte. Celles-
ci sont obtenues en soustrayant aux mesures boucle ferme´e l’effet de la correction par un miroir
de´formable. Avec ceci, la reconstruction VM peut alors s’appliquer tout aussi aise´ment qu’auparavant
dans le proble`me de reconstruction de phase statique. Une diffe´rence remarquable entre ces deux
me´thodes est la fac¸on dont les a priori spatiaux sont introduits dans le reconstructeur. Le POLC
utilise l’approximation de la matrice de covariance de la phase Σφ par une matrice creuse propose´e
par [Ellerbroek, 2002] ou une approximation circulante par blocs a` partir du spectre de Λφ ; FrIM
utilise plutoˆt une description fractale de la phase [Schwartz et al., 1994], ce qui a e´te´ mis au point
par [Tallon et al., 2007] en se basant sur les travaux de [Lane et al., 1992] et [Harding et al., 1999],
ceux-ci sur la de´finition et mise en œuvre du mid-point algorithm, de´crit a` la section 2.4.2.1.1.
Au niveau des re´gulateurs temporels, les deux strate´gies conservent une action globale inte´grale.
Intrinse`quement, le POLC et le FrIM-IMC pre´sentent un mode`le sous-jacent d’e´volution temporelle
de phase. La stabilite´ de ces mode`les de´pend des parame`tres internes de chaque re´gulateur.
4.6.1 Inte´grateur
La re´currence de l’inte´grateur
uk = uk−1 +Gyk, (4.114)
correspond a` la fonction de transfert discre`te propre4
u(z) = G
z
z − 1y(z). (4.115)
La matrice G est donne´e par gMcom, ou` g est le gain de l’inte´grateur. Se re´fe´rer a` la section 2.8.2.1
pour plus d’informations concernant les proprie´te´s de ce type de re´gulateur en OA.
Afin de faire apparaıˆtre le mode`le d’e´volution de phase interne de l’inte´grateur et son propre
mode`le d’e´tat, [Kulcsa´r et al., 2006] a montre´ que l’inte´grateur sous-entend une dynamique de phase
donne´e par
φ¯turk+1 = φ¯
tur
k + vk, (4.116)
l’expression d’une marche ale´atoire d’e´nergie non borne´e.
Cela conduit au mode`le d’e´tat
Ai =
(
I 0
0 0
)
, Bi =
(
0
I
)
Ci =
(
D −DN ) , Di = 0 , (4.117)
avec
xk,i =
(
φ¯turk
uk−1
)
. (4.118)
Pour ce cas spe´cifique, l’e´quation d’observation devient
̂¯φturk+1|k = ̂¯φturk|k + L∞yk. (4.119)
En multipliant par P = (NTN)−1NT , sachant que uk = P̂¯φturk+1|k il vient
P
̂¯φturk+1|k = P̂¯φturk|k + PL∞yk, (4.120)
4Une FT est strictement propre si le degre´ de son nume´rateur est strictement infe´rieur a` celui de son de´nominateur
m < n. Propre tout court si m ≤ n.
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d’ou`
G = PL∞. (4.121)
Le mode`le de l’Eq. (4.116) est instable. Cela est a` l’origine de l’effet d’emballement de la commande
par inte´grateur. La matrice G n’est pas optimale non plus et les retards intrinse`ques a` l’OA ne sont pas
correctement pris en compte.
4.6.2 POLC
[Gilles, 2005] pre´sente la structure et la stabilite´ en boucle ferme´e du POLC. Cette structure est
illustre´e sur la Fig. 4.10, ou` il est visible une compensation par l’addition de de la phase de correction
afin d’en cre´er le mesures en boucle ouverte ybok a` partir desquelles la phase
̂¯φturk est reconstruite. La
FIG. 4.10 – Structure du re´gulateur POLC.
correction est ensuite soustraite pour en obtenir la phase re´siduelle a` laquelle un filtrage spatial de
fonction de transfert
gP (z) =
δ
z2 − αz − β , (4.122)
ou` α et β sont deux parame`tres d’un inte´grateur a` fuites et δ le gain, est applique´. Une e´tude de
robustesse en OAMC a e´te´ mene´e par [Piatrou et Gilles, 2005].
Le POLC a e´te´ analyse´ en terme de formalisme d’e´tat par [Petit, 2006]. Les e´tapes principales
sont rappele´es dans le but de les comparer aux me´thodes classiques et LQG.
En s’appuyant sur la Fig. 4.10, les ope´rations suivantes sont re´alise´es se´quentiellement :
– obtention des mesures en boucle ouverte
ybok = yk + DNP
̂¯φturk−1 (4.123)
– soustraction de la phase de correction
en−1 = RMMSEybok − ̂¯φturk−1 (4.124)
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– pre´diction de phase au travers l’e´quation re´cursive
̂¯φk+1 = α̂¯φk + γ̂¯φk−1 + δen−1 (4.125)
– projection de l’estime´e sur les fonctions d’influence du MD
uk = P
̂¯φk+1 (4.126)
Soit un mode`le AR2 pour l’e´volution de la phase
φ¯turk+1 = a1φ¯
tur
k + a2φ¯
tur
k−1 + vk. (4.127)
Les coefficients s’obtiennent aise´ment a` partir des ope´rations se´quentielles
a1 = αI, (4.128a)
a2 = δR
MMSE
DNP. (4.128b)
Cela conduit au mode`le d’e´tat
AP =
 a1 a2 0I 0 0
0 0 0
 , BP =
 00
I

CP =
(
D 0 −DN ) , DP = 0
, (4.129)
avec
xk,P =
 φ¯turkφ¯turk−1
uk−1
 . (4.130)
Ce mode`le garantit une e´quation re´cursive d’e´tat sous forme observateur
x̂k+1|k = AP x̂k|k−1 + LP yk. (4.131)
ou`
LP =
(
δRMMSE
0
)
(4.132)
Ces deux dernie`res e´quations impliquent que l’observateur associe´ prenne la mesure estime´e ŷk|k−1 =
0. Un effet de filtrage pourvu par le parame`tre δ caracte´rise cette approche. Cependant, ce filtrage n’est
pas optimal.
4.6.3 FrIM-IMC
Comme on l’a de´ja` note´ plus haut, la structure de l’approche de [Be´chet et al., 2007] est similaire
au POLC. Cependant, la reconstruction utilise une base modale diffe´rente pour de´crire la phase et les
a priori.
L’ide´e de base e´tant la meˆme, c’est-a`-dire, un proble`me inverse de reconstruction statique de phase
a` partir des mesures boucle ferme´e compense´es de la correction apporte´e par le MD, un autre point
de vue est pris pour la re´gulation en boucle ferme´e. [Be´chet et al., 2007] opte par l’approche IMC
[Morari et Zafiriou, 1989, Rivera et al., 1985], consistant a` estimer la phase turbulente a` partir d’un
mode`le interne du processus physique a` re´guler. La Fig. 4.11 sche´matise ce re´gulateur.
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FIG. 4.11 – Structure du re´gulateur FrIM+IMC.
[Be´chet, 2008] met aussi en e´vidence l’action inte´grale du re´gulateur si gF (z) = I, ce qui
correspond bien a` la structure IMC. Il n’y a alors qu’un seul parame`tre a` re´gler, ce qui est simplificateur
d’un coˆte´ mais aussi plus contraignant de l’autre puisque les degre´s de liberte´ pour adapter ce sche´ma
a` la boucle ferme´e sont re´duits, comme l’a d’ailleurs souligne´ [Kulcsa´r et al., 2009].
En partant du sche´ma bloc de la Fig. 4.11, la strate´gie de commande FrIM + IMC sera re´interpre´te´e
dans le formalisme d’e´tat. Le re´gulateur gF (z−1) est choisi comme e´tant l’identite´.
Les ope´rations suivantes sont re´alise´es :
– obtention des mesures en boucle ouverte
ybok = yk + DNP
̂¯φk−1|k−2, (4.133)
– pre´diction de phase au travers l’e´quation re´cursive
̂¯φk+1|k = RMMSEybok (4.134)
donnant origine a` ̂¯φk+1|k = RMMSEDNP̂¯φk−1|k−2 +RMMSEyk, (4.135)
– projection de l’estime´e sur les fonctions d’influence du MD
uk = P
̂¯φk+1. (4.136)
Soit un mode`le AR2 pour l’e´volution de la phase
φ¯turk+1 = a1φ¯
tur
k + a2φ¯
tur
k−1 + vk. (4.137)
Les coefficients s’obtiennent aise´ment
a1 = 0, (4.138a)
a2 = R
MMSE
DNP. (4.138b)
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Cela conduit au mode`le d’e´tat
AF =
 0 a2 0I 0 0
0 0 0
 , BF =
 00
I

CF =
(
D 0 −DN ) , DF = 0,
, (4.139)
avec
xF =
 φ¯turkφ¯turk−1
uk−2
 . (4.140)
Ce mode`le garantie une e´quation re´cursive d’e´tat
x̂k+1|k = AF x̂k|k−1 + LF yk, (4.141)
ou`
LF =
(
RMMSE
0
)
. (4.142)
De manie`re e´quivalente au POLC, l’Eq. (
Comme l’a note´ [Kulcsa´r et al., 2009], la me´thode FrIM-IMC me`ne a` un mode`le de phase
implicite qui de´pend des hypothe`ses sur le RSB puisque l’erreur de estimation s’e´crit comme
φ˜turk+1|k = φ¯
tur
k+1 − φ¯turk+1|k
= a2φ̂k−1 + vk − a2φ̂k−1|k−2 − RMMSE
(
Dφ¯k−1 −DNPφ˜k−1|k−2 + wk
)
≈ vk − RMMSEwk, (4.143)
si NP = I. Le bruit d’e´tat e´tant choisi pour garantir le niveau de signal de phase de´sire´ (et avec la
bonne covariance), le mode`le de phase est ainsi de´pendant du RSB, ce qui physiquement n’est pas
raisonnable.
En somme, le filtrage du bruit de mesures est absent car le bruit est reconstruit comme s’il
s’agissait de la reconstruction statique [voir Eq. (4.142)].
Ce re´sultat permet d’e´claircir le comportement de FrIM en boucle ferme´e a` faible flux conduisant
a` de moins bonnes performances que des re´gulateurs a` action inte´grale couple´s de reconstructeur
moindres carre´s, malgre´ une reconstruction a` variance minimale [Montilla et al., 2009].
4.7 Bilan
Ce chapitre pose les bases fondamentales de la the´orie de la commande et de l’estimation
optimales qui seront utilise´es dans les chapitres 5 et 6.
Les e´tapes requises pour la mise en œuvre de la solution LQG ont e´te´ pose´es, depuis le
de´veloppement jusqu’a` l’e´valuation du crite`re en passant par la de´finition des matrices de ponde´ration
et la construction des mode`les dynamiques l’e´volution de phase sous-jacents. Sous l’hypothe`se d’un
MD infiniment rapide, la solution dans la cadre de l’OA a e´te´ de´veloppe´e en de´finissant un mode`le
d’e´tat plus compacte, particulie`rement attractif pour l’implantation temps re´el.
Le choix des parame`tres des mode`les auto re´gressifs d’e´volution de phase ont e´te´ analyse´s et
compare´s a` la proposition formule´e ici : ces parame`tres doivent eˆtre choisis en ajustant les premiers
pas des courbes d’auto-corre´lation modales [hypothe`se prouve´e aux chapitre 6]. Le choix consistant
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a` prendre des parame`tres garantissant une de´corre´lation a` 1/e au temps caracte´ristique τc = 1/fc
a donc e´te´ revu. Les bonnes performances observe´es de ces mode`les dans plusieurs travaux et en
expe´rimental peuvent sans doute eˆtre encore ame´liore´s.
Certains re´gulateurs propose´s pour piloter syste`mes d’OA dont l’inte´grateur classique, le re´gulateur
POLC et le FrIM+IMC ont e´te´ re´interpre´te´s dans le cadre de l’approche d’e´tat. Les mode`les
d’e´volution de phase ont e´te´ mis en e´vidence afin de permettre une compre´hension plus e´largie du
comportement de ces re´gulateurs en diffe´rents re´gimes d’utilisation, notamment pour des observations
a` faible flux (donc faible RSB). Pour l’inte´grateur, le mode`le de phase instable justifie l’effet
d’emballement. Le FrIM+IMC s’appuie sur un mode`le qui ne filtre pas le bruit de mesure ; l’effet est
une de´gradation de performance critique pour des faibles RSB. En ce qui concerne le POLC, malgre´ la
sous-optimalite´, le mode`le sous-jacent est suffisamment souple pour permettre un filtrage conse´quent
du bruit de mesure et donc un comportement potentiellement moins de´grade´ en faible RSB.
Apre`s ce tour d’horizon des commande d’OA optimales et sous-optimales, quelques questions se
posent : comment adapter une commande LQG aux syste`mes a` grand nombre de degre´s de liberte´, ce
qui fait l’objet du chapitre 5, et comment ge´ne´raliser les re´sultats de commande optimale pre´sente´s ici
au cas MD lent, donc ayant une dynamique non ne´gligeable, ce qui fait l’objet du chapitre 6.
Chapitre 5
Commande
Line´aire-Quadratique-Gaussienne pour
des syste`mes d’OA a` grand nombre de
degre´s de liberte´
Ou` l’algorithme de commande LQG est mis en œuvre et adapte´ aux syste`mes a` grande
nombre de degre´s de liberte´.
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5.1 Introduction
Une premie`re analyse de la proble´matique des grands nombres de degre´s de liberte´ (GNDL) a e´te´
de´veloppe´e au chapitre 3 ou` la reconstruction et commande de syste`mes d’OA classiques se fait dans
l’espace des fre´quences spatiales. La me´thode sous-optimale propose´e repre´sente de´ja` un effort de
re´duction de la complexite´ calculatoire en faisant appel aux transforme´es de Fourier. Dans cet espace,
le couˆt global devient O(nlog(n)) graˆce a` l’application de la FFT, la transforme´e de Fourier rapide.
La Fig. 3.18 illustre les couˆts calculatoires des algorithmes classiques employant des VMM et des
transforme´es de Fourier.
La proble´matique des GNDL est aborde´e a` nouveau dans ce chapitre, cette fois-ci pour la mise
en œuvre de la solution optimale LQG (au sens de la variance minimale de phase re´siduelle) de´finie
au chapitre 4. La complexite´ calculatoire, quel que soit l’algorithme effectuant des multiplications
vecteur-matrice, est proportionnelle au carre´ de la taille de la matrice1. Dans le cadre de l’OA
cela revient a` une complexite´ fonction de la quatrie`me puissance de la taille des te´lescopes, i.e.
D4 si la re´solution spatiale de mesures/actionneurs est garde´e constante. Le LQG n’e´chappe pas
a` ce raisonnement. La mise en œuvre de la commande pour des syste`mes de grande taille est par
conse´quent un point qui me´rite une attention particulie`re.
Plusieurs me´thodes ont e´te´ de´veloppe´es visant la commande de syste`mes d’OA a` tre`s grand
nombre de degre´s de liberte´. Outre les me´thodes FFTr du chapitre 3, le POLC pour pseudo open-loop
control [Gilles, 2005] et le FrIM + IMC pour Fractal Iterative Method + Internal Model Control
[Be´chet et al., 2007] suscitent un inte´reˆt particulier car ils sont facilement ge´ne´ralisables aux OA
grand champ.
Ces deux strate´gies de commande ont plusieurs points en commun. Toutes deux de´coulent d’un
proble`me d’estimation a` variance minimale en boucle ouverte, ou` la phase est d’abord estime´e puis
projete´e sur l’espace miroir. L’estimation est effectue´e en mettant en place des me´thodes ite´ratives
pour la re´solution des e´normes syste`mes creux d’e´quations line´aires auxquelles les OA, mode´lise´es
avec une approche zonale, donnent naissance. Ensuite, elles ont e´te´ adapte´es a` la boucle ferme´e en
choisissant des re´gulateurs non optimaux a` action inte´grale.
Les principes du calcul ite´ratif utilise´s par ces me´thodes n’est pas facilement transposable a` la
commande LQG (pre´sente´e au chapitre 4). Les matrices dont se sert la commande optimale LQG ne
sont pas a priori creuses, notamment la matrice de covariance de l’erreur d’estimation Σ∞ et, par
conse´quence imme´diate, le gain de Kalman.
Malgre´ cela, ces matrices peuvent eˆtre raisonnablement approxime´es pas des matrices creuses
en suivant un raisonnement physique sur leur origine et les phe´nome`nes qu’elles repre´sentent. Une
me´thode qui rentre tout a` fait dans cette logique est le Optimal Fourier Controller, propose´ par
[Poyneer et al., 2007]. Il s’agit d’un re´gulateur optimal en espace Fourier qui rele`ve directement de
l’approche Fourier du chapitre 3 ou` l’inde´pendance statistique (au sens temporel et spatial) des modes
de Fourier est mise a` profit pour construire un re´gulateur LQG modal, optimise´ mode-a`-mode.
L’objectif principal de ce chapitre de caracte`re exploratoire consiste donc a`
proposer une me´thode rapide pour la mise en œuvre de la commande optimale
LQG, d’abord pour l’OA classique et ensuite des extensions vers des OA
grand champ. Les principes de la me´thode de reconstruction dans l’espace des
fre´quences spatiales du chapitre 3 sont retravaille´s et adapte´s au cadre spe´cifique
de commande optimale LQG.
1Si la matrice est carre´e. En ge´ne´ral le couˆt est proportionnel au nombre d’e´le´ments total appartenant a` la matrice.
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Ce chapitre s’organise de la manie`re suivante : la mise en œuvre de la commande LQG est
d’abord simplifie´e a` la section 5.2 avant de l’adapter a` l’usage de me´thodes ite´ratives a` la section
5.3. L’utilisation des gradients conjugue´s est propose´e a` la section 5.4. Un pre´-conditionnement
dans l’espace des fre´quences spatiales, visant a` augmenter le taux de convergence des me´thodes
ite´ratives, est sugge´re´ a` la section 5.5. La structure du proble`me e´tant particulie`rement adapte´e a`
l’utilisation d’une diagonalisation dans l’espace Fourier, un pre´-conditionneur inspire´ des travaux de
[Yang et al., 2006] est modifie´ pour rendre compte des spe´cificite´s de l’approche LQG. La conception
d’un pre´-conditionnement dans l’espace de Fourier comple`te ainsi le lien structurel avec le chapitre
3. La version comple`te de l’algorithme conc¸u dans ce chapitre est de´nomme´e FD-PCG-LQG pour
Fourier-Domain Preconditioned Conjugate Gradients Linear Quadratic Gaussian control. Celle-ci
est pre´sente´e a` la section 5.6 et la complexite´ calculatoire explore´e a` la section 5.7. Puis, le FD-PCG-
LQG est e´value´ et compare´ aux mises en œuvre classiques par des simulations de Monte-Carlo a` la
section 5.8 afin de valider les propositions particulie`res formule´es le long du chapitre.
5.2 Mise en œuvre de la commande optimale
La mise en œuvre de la commande LQG inclut deux parties distinctes : calculs hors ligne et calculs
temps-re´el. Ils sont pre´cise´s se´pare´ment.
Soit le syste`me de l’Eq. (4.80)
 φ¯turk+2φ¯turk+1
uk
 =
 Atur 0 0I 0 0
0 0 0
 φ¯turk+1φ¯turk
uk−1
+
 00
I
uk +
 I0
0
 vk
zk = D
(
0 I −N )xk + wk
, (5.1)
ou` l’e´tat xk est de´fini par
xk ,
 φ¯turk+1φ¯turk
uk−1
 . (5.2)
Afin de de´crire les calculs strictement ne´cessaires a` effectuer par la commande optimale LQG, une
partition entre les e´tats stochastiques et de´terministes est re´alise´e. Soit xturk ,
(
φ¯turk+1
φ¯turk
)
le sous e´tat
de xk qui regroupe les composantes de phase. Avec cette de´finition, l’Eq. (5.1) s’e´crit
(
xturk+1
uk
)
=
( Aturd 0
0 0
)(
xturk
uk−1
)
+
(
0
I
)
uk +
 I0
0
 vk
zk =
( Cturd −DN )xk + wk
, (5.3)
ou`
Aturd =
( Atur 0
I 0
)
Bturd =
(
0
0
)
Cturd =
(
0 D
)
Γturd =
(
I
0
)
. (5.4)
Il est clair que la partie de´terministe de l’e´tat n’est pas estime´e : ce sont des valeurs retarde´es de la
commande uk. Seule la partie stochastique xturk ne´cessite d’eˆtre estime´e par filtrage de Kalman, de´crit
et adapte´ a` l’OA a` la section 4.4.
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5.2.1 Calculs hors ligne : e´quation de Riccati d’estimation et gain de Kalman
Les calculs hors ligne du gain de Kalman correspondent aux e´quations de Riccati donne´es dans le
cas ge´ne´ral par les Eqs. (4.41) et (4.42), ce qui conduit pour le mode`le turbulent a`
L∞ , Aturd H∞
= Aturd Σ∞(Cturd )T
(
Cturd Σ∞(Cturd )T +Σw
)−1
,
avec Σ∞ la solution de l’e´quation alge´brique de Riccati
Σ∞ , Aturd Σ∞(Aturd )T +Σv −Aturd Σ∞(Cturd )T
(
Cturd Σ∞(Cturd )T +Σw
)−1 Cturd Σ∞(Aturd )T.
Ces calculs sont de´compose´s selon les travaux de [Petit, 2006] consistant a` obtenir la matrice de
covariance d’erreur d’estimation Σ∞ par re´solution de l’e´quation de Riccati (4.42) sur une seule
composante de phase de l’e´tat xturk , de fac¸on a` ce que les syste`mes d’e´quations associe´s soient de
taille moindre. A cet e´gard, Petit montre que
Σ∞ =
(
Σ1 Σ
T
2
Σ2 Σ3
)
=
(
AturΣ3ATtur +Σv AturΣT3
Σ3ATtur AturΣ3ATtur +Σv −ATturΣ3DT
(
DΣ3D
T +Σw
)−1
DΣ3Atur
)
.
(5.5)
Le bloc infe´rieur a` droite de la matrice de l’Eq. (5.5) de´finit une e´quation de Riccati associe´e a` un
sous-e´tat dont une seule occurrence de phase intervient. Ce sous-bloc s’e´crit
Σ3 = AturΣ3ATtur +Σv −ATturΣ3DT
(
DΣ3D
T +Σw
)−1
DΣ3Atur. (5.6)
Dans la pratique, c’est celle-ci qui est calcule´e, Σ∞ pouvant eˆtre totalement obtenue a` partir de Σ3 en
appliquant l’Eq. (5.5) ; toutes les autres matrices intervenant lors de ce calcul sont connues auparavant.
La matrice de covariance Σ3 peut eˆtre obtenue par des me´thodes alge´briques ou ite´ratives. Trois
exemples sont de´taille´s dans ce qui suit pour une application au contexte de l’OA.
5.2.1.1 De´termination de la solution de la Riccati d’estimation
Deux types de me´thodes sont pre´sente´s. Une solution non-ite´rative consistant a` calculer expli-
citement Σ∞ et deux me´thodes ite´ratives : la classique (ite´ration de point fixe) et l’algorithme de
doublage.
5.2.1.1.1 Solution non ite´rative [So¨derstro¨m, 2002] : la solution de l’e´quation alge´brique de
Riccati est obtenue en construisant un syste`me de 2n e´quations line´aires, de taille double de celle
de Σ∞.
Soit la matrice d’Euler
E =
( A−Ttur A−Ttur DTΣ−1w D
ΣvA−Ttur Atur +ΣvA−Ttur DTΣ−1w D
)
. (5.7)
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En re´alisant la factorisation en valeurs propres de E , il vient
E =
(
T1,1 T1,2
T2,1 T2,2
)(
ΓE 0
0 Γ−1E
)(
T1,1 T1,2
T2,1 T2,2
)−1
, (5.8)
ou` les valeurs propres se pre´sentent par construction aux couples (−λi, λi).
La solution finale s’obtient de
Σ3 = T2,1T
−1
1,1 . (5.9)
En pratique, conside´rant que l’inversion est de complexite´ O(n3), passer de n a` n/2 conduit a` une
re´duction de complexite´ d’environ un ordre de grandeur.
5.2.1.1.2 Ite´ration de point fixe L’ite´ration de point-fixe est la de forme naturelle de mise a` jour
de la matrice de covariance d’erreur d’estimation.
L’e´quation de Riccati de l’Eq. (5.6) sous forme non asymptotique s’e´crit
Σ3,k+1 = AturΣ3,kATtur +Σv −ATturΣ3,kDT
(
DΣ3,kD
T +Σw
)−1
DΣ3,kAtur, (5.10)
ou` la de´pendance conditionnelle a e´te´ ne´glige´e. Cette e´quation est ite´re´e jusqu’a` ce qu’un crite`re
d’arreˆt soit franchi : par exemple convergence de la trace avec un seuil a` de´finir.
5.2.1.1.3 Algorithme ite´ratif de doublage [Anderson et Moore, 1995b] : l’algorithme de dou-
blage consiste a` ite´rer un syste`me d’e´quations diffe´rent de celui de´fini par l’ite´ration de point-fixe
naturelle de l’Eq. (4.34), en faisant
αk+1 = αk (I + βkγk)
−1 αk (5.11a)
βk+1 = αk (I + βkγk)
−1 βkαk (5.11b)
γk+1 = γk + α
T
k γk (I + βkγk)
−1 αk (5.11c)
avec valeurs initiales
α−1 = ATtur, β−1 = DTΣ−1w D, γ−1 = Σv. (5.12)
La solution finale est obtenue par
Σ3 = lim
k→+∞
γk+1. (5.13)
La solution a` l’ite´ration k de ce syste`me est e´quivalente a` la solution a` l’ite´ration 2k de l’ite´ration
de point-fixe, d’ou` le nom de l’algorithme. C’est l’algorithme de doublage qui a e´te´ utilise´ dans
l’ensemble des simulations pre´sente´es dans ce me´moire, sauf mention contraire.
Exemple : Convergence des me´thodes ite´ratives
La Fig. 5.1 compare le taux de convergence des me´thodes ite´ratives vis-a`-vis de la solution non-
ite´rative. Un syste`me d’OA classique avec 20×20 sous-pupilles et 400 modes turbulents estime´s est
conside´re´.
Cet exemple montre que la vitesse de convergence est telle que la solution de l’e´quation de
Riccati ne requiert pas plus d’environ 10 ite´rations de l’algorithme de doublage. Cela repre´sente une
acce´le´ration des calculs de l’ordre de deux ordres de grandeur, car le nombre d’ite´rations requises
par l’ite´ration de point fixe par rapport au nombre d’ite´rations de l’algorithme de doublage s’e´crit
210/10 ≈ 102. Ceci reste vrai car les matrices des deux algorithmes sont de la meˆme taille. ◭
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FIG. 5.1 – Taux de convergence de l’algorithme de doublage par rapport a` un algorithme consistant
a` ite´rer l’Eq. (5.6). La norme de l’erreur est donne´e par E
{
‖Σk − Σ∞‖2L2(Ω)
}
. Les conditions de
simulation sont donne´es plus loin au tableau 5.3.
5.2.2 Calculs temps re´el
Pour la mise en œuvre en temps re´el du re´gulateur LQG, trois ope´rations e´le´mentaires, de´finies
a` la section 4.3.2.1, sont re´alise´es. La simplification structurelle obtenue graˆce a` l’utilisation
d’observations zk = yk−1 en avance d’un cran par rapport aux vraies mesures [§4.4.4] donne lieu
a` des changements dans l’indexation des e´quations de pre´diction et de mise a` jour du filtre de Kalman.
En notant que la composante de l’e´tat lie´e a` la commande n’est pas estime´e, ceci permet de
simplifier les e´tapes de mise a` jour et pre´diction. En utilisant uniquement l’e´tat xtur, a` l’ite´ration
k, les ope´rations temps re´el suivantes sont re´alise´es :
1) ŷk|Yk−1 = D
(
0 I
)
x̂turk−1|Yk−1 − DNuk−2,
2) x̂turk|Yk = Aturd x̂turk−1|Yk−1 + L∞
(
yk − ŷk|Yk−1
)
,
3) uk = P
(
I 0
)
x̂turk|Yk = P
̂¯φturk+1|Yk .
Ope´rations temps-re´el
(5.14)
La Fig. 5.2 sche´matise les ope´rations de l’Eq. (5.14) quand une mesure yk arrive en entre´e du
re´gulateur optimal.
De´monstration : Ope´rations re´alise´es en temps re´el.
Tout d’abord, on e´crit les e´quations du filtre sous la forme estimateur pour les observations zk.
Avec un certain abus de notation on utilise ici H∞ ↔
( H∞
0
)
pour s’accorder aux dimensions de
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FIG. 5.2 – Spe´cification des ope´rations re´alise´es en temps re´el sous la base de l’Eq. (5.14). L’e´tat
x̂turk|k−1 correspond a` x̂
tur
k|Yk et x̂
tur
k−1|k−2 correspond a` x̂
tur
k−1|Yk−1 . Ce sche´ma est la base des simulations
nume´riques Monte Carlo a` la section 5.8.
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l’e´tat.
ẑk|Zk−1 = D
(
0 I −N ) x̂k|Zk−1,
x̂k|Zk = x̂k|Zk−1 +H∞
(
zk − ẑk|Zk−1
)
,
x̂k+1|Zk = Adx̂k|Zk + Bduk,
uk = P
(
I 0 0
)
x̂k|Zk−1 = P
̂¯φturk+1|Zk−1.
(5.15)
Cette forme n’est pas imple´mentable en temps re´el car a` l’instant k les observations zk ne sont pas
disponibles (seules les observations zk−1 le sont). Le retard de mesure ayant e´te´ reporte´ au niveau de
la commande, on retarde d’un cran les lignes 1, 2 et 3 de l’Eq. (5.15) comme cela a e´te´ explique´ a` la
section 4.4.4, pour obtenir
ẑk−1|Zk−2 = D
(
0 I −N ) x̂k−1|Zk−2, (5.16a)
x̂k−1|Zk−1 = x̂k−1|Zk−2 +H∞
(
zk−1 − ẑk−1|Zk−2
) (5.16b)
x̂k|Zk−1 = Adx̂k−1|Zk−1 + Bduk−1, (5.16c)
uk = P
(
I 0 0
)
x̂k|Zk−1 = P
̂¯φturk+1|Zk−1. (5.16d)
Comme Yk = Zk−1, on obtient l’identite´ ẑk−1|Zk−2 = ŷk|Yk−1 ; donc, la premie`re ligne s’e´crit
ŷk|Yk−1 = D
(
0 I −N ) x̂k−1|Yk−1
= D
(
0 I
)
x̂turk−1|Yk−1 − DNuk−2, (5.17)
alors que, en particularisant pour la partie stochastique de l’e´tat, les deuxie`me et troisie`me regroupe´es
s’e´crivent
x̂turk|Yk = Aturd x̂turk−1|Yk−1 + L∞
(
yk − ŷk|Yk−1
)
. (5.18)
La dernie`re ligne concernant la commande uk se met finalement sous la forme
uk = P
(
I 0
)
x̂turk|Yk = P
̂¯φturk+1|Yk . (5.19)

5.2.2.1 Re´capitulatif des me´thodes de calcul existantes
A ce stade, on a identifie´ et et mis en place des me´thodes de calcul ite´ratives rapides pour les
ope´rations re´alise´es hors ligne. Une re´duction conside´rable de la complexite´ est obtenue en passant
par un mode`le d’e´tat de taille re´duite.
Cependant, la simplification de la commande LQG par la re´duction du nombre de composantes
de l’e´tat n’est en soi pas suffisante pour re´duire le couˆt calculatoire ni hors ligne ni temps re´el. Avec
une implantation mettant en place des multiplications vecteur-matrice, alors on retombe sur une loi de
type O(n2). Des solutions permettant de re´duire cette complexite´ sont propose´es par la suite.
5.3 Commande LQG adapte´e aux grands nombres de degre´s de liberte´
Cette section est consacre´e a` l’e´tude et a` l’adaptation de la commande LQG aux syste`mes d’OA a`
grand nombre de degre´s de liberte´ (GNDL).
Malgre´ l’existence de me´thodes rapides pour le calcul hors-ligne de l’e´quation de Riccati
alge´brique (ARE) [Eq. (4.42)] et donc du gain de Kalman [Eq. (4.41)], la mise en œuvre temps re´el
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de l’Eq. (5.14) d’une commande du type LQG peut se re´ve´ler tre`s couˆteuse, voir meˆme intole´rable
vis-a`-vis du calculateur nume´rique.
Afin de re´duire les calculs associe´s a` l’Eq. (5.14), la base de mode´lisation a encore une fois e´te´
remise en cause [cf. section 3.3]. Un raisonnement analogue a` celui qui est a` la base de l’approche
Fourier pre´sente´e au chapitre 3 est suivi dans ce qui suit.
A la section 5.3.1 les ope´rations e´le´mentaires de la commande LQG sont donc mode´lise´es avec
une approche zonale dans le but d’obtenir une repre´sentation creuse. Avec ceci, l’application de
la commande pourra eˆtre accomplie par une re´solution ite´rative de syste`mes d’e´quations line´aires.
L’obtention de cette repre´sentation, de´taille´e a` la section 5.4, est motive´e par plusieurs travaux re´cents
en OA, plus pre´cise´ment [Piatrou et Roggemann, 2007] en ce qui concerne la mode´lisation zonale et
ceux de [Gilles et al., 2002, Gilles et al., 2003b, Yang et al., 2006], pour ce qui concerne l’utilisation
de me´thodes ite´ratives avec pre´-conditionnement. Se reporter a` la section 4.4 pour une discussion plus
e´largie sur ces travaux.
5.3.1 Mode´lisation creuse avec une base zonale
Si une description zonale de la phase est adopte´e, ceci veut dire, en d’autres termes, que la base de
sinus cardinaux est implicitement employe´e, alors les ope´rations e´le´mentaires de´cline´es a` l’Eq. (5.14)
sont potentiellement moins couˆteuses du point de vue calculatoire. En association avec la base de
Fourier, espace dans lequel les ope´rateurs se diagonalisent (sous certaines hypothe`ses, cf. section 3.5),
alors le nombre de calculs de´croıˆt avec l’utilisation d’algorithmes rapides de calcul de la transforme´e
de Fourier. Les arguments mis en avant au chapitre 3 restent donc valables ; ils seront adapte´s a` la
commande LQG en suivant une proce´dure similaire.
La mode´lisation zonale de chaque ope´ration prenant place a` l’Eq. (5.14) est pre´cise´e ci-dessous,
sous l’hypothe`se d’invariance par translation des ope´rations de mesure et de de´formation du miroir
(autrement dit, les fonctions d’influence sont les meˆmes inde´pendemment de la position dans
l’espace).
L’e´quation de mise a` jour dans l’Eq. (5.14), deuxie`me ligne, peut en fait s’e´crire en deux
e´tapes ; mise a` jour de x̂turk−1|Yk−1 pour obtenir x̂turk−1|Yk et pre´diction en multipliant x̂turk−1|Yk par Aturd
pour obtenir x̂turk|Yk . Ceci a pour avantage de se´parer le calcul en une e´tape faisant intervenir une
multiplication par une matrice pleine (paragraphe 5.3.1.2) et une e´tape de multiplication par une
matrice de´ja` creuse (paragraphe 5.3.1.3).
5.3.1.1 Mesure estime´e
ŷk|Yk−1 = D
(
0 I
)
x̂turk−1|Yk−1 − DNuk−2
En employant une approche zonale pour de´crire la surface d’onde, D devient un ope´rateur creux
puisque les gradients discrets de la phase sont obtenus a` partir d’un noyau localise´. Pour l’analyseur
Hartmann-Shack, ce noyau utilise quatre points de phase aux bords de chaque sous-pupille – la
ge´ome´trie de Fried [Fried, 1977]. D’autres ge´ome´tries peuvent eˆtre envisage´es pour la repre´sentation
discre`te de l’ASO HS, cf. section 3.3.1.1. La structure de la matrice D ainsi ge´ne´re´e est montre´e sur
la Fig. 5.3 a` gauche.
La matrice N est aussi creuse puisque, encore une fois, les fonctions d’influence des actionneurs
sont localise´es, surtout si elles sont bien mode´lise´es par des fonctions splines bi-cubiques ou des
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Gaussiennes seuille´es [cf. section 2.5.1.2]. Le motif de remplissage de N est pre´sente´ sur la Fig. 5.3 a`
droite.
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FIG. 5.3 – Matrices D et N, avec mode`le de mesure de Fried [Eq. (3.26)]. Repre´sentation zonale pour
un syste`me avec 20×20 sous-pupilles, dont 316 valides dans la pupille principale. Les 357 actionneurs
valides sont place´s aux coins des sous-pupilles, selon la ge´ome´trie de Fried. Taux de remplissage de
0,91% et 1,99% respectivement.
Les motifs ge´ne´re´s sont creux avec des taux de remplissage d’autant plus faibles que les syste`mes
sont grands. Ceci vient de la constance du nombre d’e´le´ments non nuls par sous-pupille ou bien par
actionneur. Autrement dit, les noyaux convolutifs de D et N ne varient pas en fonction de la taille
du syste`me. Les dimensions des matrices e´tant proportionnelles au carre´ du nombre de degre´s de
liberte´, soit n2, le remplissage est plutoˆt proportionnel a` n si une mode´lisation avec une base creuse
est adopte´e.
5.3.1.2 Mise a` jour
x̂turk−1|Yk = x̂
tur
k−1|Yk−1 +H∞
(
yk − ŷk|Yk−1
)
L’e´tape de mise a` jour est la plus couˆteuse a` diffe´rents points de vue. D’une part il s’agit de
la multiplication d’un vecteur par une matrice de gain de Kalman re´sultant de l’application de
l’Eq. (5.14). D’autre part il n’est pas e´vident d’intuiter une matrice creuse suffisamment proche du
gain the´orique puisque H∞ est obtenue a` partir d’une matrice inverse, donnant ge´ne´ralement origine
a` une matrice pleine. Pour l’OA, cette matrice inverse est suˆrement pleine, puisque l’inverse de la
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matrice ASO est intrinse`quement pleine2 .
L’ide´e qui est exploite´e en l’occurrence consiste a` e´viter l’inversion de
(Cturd Σ∞(Cturd )T +Σw)−1
en utilisant des me´thodes ite´ratives pour obtenir le re´sultat de la multiplication d’un vecteur par cette
matrice, sans que pourtant elle ne soit jamais inverse´e. A cet e´gard, les me´thodes POLC et FrIM-IMC
emploient des ide´es similaires.
Pour cela, la multiplication matricielle ayant lieu a` l’e´tape de mise a` jour est transforme´e a` la
section 5.4 en un syste`me d’e´quations line´aires quasi inde´pendantes, donc tre`s creux.
5.3.1.3 Pre´diction
x̂turk|Yk = Aturd x̂turk−1|Yk
En partant de la de´finition de Aturd a` l’Eq. (5.3), elle est creuse siAtur est aussi une matrice creuse.
La solution naturelle pour Atur consiste a` minimiser l’erreur quadratique de pre´diction en prenant
Atur,∗ = argmin
A
E
{‖φk+1 −Aφk‖2} , (5.20)
dont la solution est donne´e par
Atur,∗ = E
{
φk+1φ
T
k
}
E
{
φkφ
T
k
}−1
, (5.21)
avec Σ∆φ , E
{
φk+1φ
T
k
}
la corre´lation de la phase a` un pas et Σφ , E
{
φkφ
T
k
}
. La fonction de
corre´lation de la phase en fonction de la distance r =
√
∆x2 +∆y2 est donne´e a` l’Eq. (2.20).
Malgre´ le fait que les matrices de covariance Σ∆φ et Σφ soient toutes deux pleines [Fig. 5.4-
gauche] le re´sultat de l’Eq. (5.21) pre´sente une structure diagonale tre`s marque´e avec une concentra-
tion de valeurs autour de la diagonale principale et des valeurs faibles ailleurs. Ce re´sultat est montre´
sur la Fig. 5.4-droite, pour un point de phase quelconque dans l’espace. Les coupes horizontale et
verticale de la matrice Σ∆φ sont repre´sente´es. Les corre´lations perpendiculaires a` la direction de la
vitesse du vent ont une e´tendue tre`s restreinte, alors que pour les corre´lations le long de la direction du
vent elles sont plus e´largies. Cet aspect est a` l’origine de la me´thode de simulation d’e´crans turbulents
non stationnaires infiniment longs propose´e par [Asse´mat et al., 2006] puis re´interpre´te´e et ge´ne´ralise´e
par [Beghi et al., 2008d] dans le cadre de la the´orie des processus stochastique.
De´termination des coefficients de Atur L’objectif maintenant est de trouver des coefficients de la
matrice Atur qui soient physiquement justifiables et nume´riquement attractifs, c’est-a`-dire que la
matrice Atur soit aussi creuse que possible tout en garantissant un mode`le d’e´volution de phase
raisonnable. Le caracte`re raisonnable est fruit de discussions diverses a` ce jour, notamment en ce
qui concerne la pre´diction de phase sous l’hypothe`se de Taylor [ section 2.3.2.3]. Les travaux de
[Beghi et al., 2008b, Beghi et al., 2008c, Beghi et al., 2008a] se penchent sur ce proble`me, mais il
reste a` prouver l’ame´lioration globale des performances de la commande par rapport au choix de
mode`les AR d’ordre re´duit, qui eux ne sont pas approprie´s pour la pre´diction de phase en translation.
2Ce ne veut pas dire pourtant que telle inde´pendance permette de re´soudre le syste`me par sous-blocs, ce qui pourrait
sugge´rer que l’inverse serait potentiellement creuse. Or, en OA la de´rivation spatiale de la phase re´alise´e par l’ASO rend
impossible une matrice inverse creuse, car cette inverse configure une inte´gration spatiale, qui cre´e des interde´pendances
line´aires enchaıˆne´es. Il n’y a donc pas d’ensembles inde´pendants [Saad, 1996].
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FIG. 5.4 – Gauche : Matrice de covariance de phase Σφ ; la structure horizontale est bien visible,
attestant l’e´quivalence des points de discre´tisation de la perturbation de phase puisque il s’agit d’un
phe´nome`ne isotrope et homoge`ne.
Droite : matrice Atur,∗ pour ∆r = 0.2m. Les coupes paralle`le et perpendiculaire au vecteur vitesse du
vent sont montre´es, pour un point central situe´ a` 4m du bord.
Une exception est le cas de la base de Fourier, utilise´e dans les travaux de [Poyneer et al., 2007], ou`
chaque mode est caracte´rise´ par un pic fre´quentiel (par construction) et donc les de´calages spatiaux
sont approxime´s par des mode`les AR a` coefficient complexe garantissant la stabilite´ du mode`le
d’e´volution. Ce n’est pas le cas pour d’autres repre´sentations a` contenu fre´quentiel e´largi car les
de´calages spatiaux ne sont pas simples a` de´terminer. Par exemple pour les polynoˆmes de Zernike,
les de´calages sont obtenus comme une combinaison line´aire de la base [Lundstro¨m et Unsbo, 2007].
Un de´filement avec cette base aurait donc requis une matrice Atur a` structure dense, donc pas tre`s
envisageable pour l’application vise´e.
[Poyneer et al., 2009] ont e´tudie´ le proble`me d’optimisation de la loi de commande de syste`mes
d’OA sous hypothe`se que l’atmosphe`re est en effet compose´e de couches turbulentes en translation.
Leurs re´sultats expe´rimentaux, obtenus aux observatoires Keck et Gemini a` Hawaii, montrent qu’en
moyenne 30% de l’e´nergie totale est une translation et ce plus de 90% du temps. L’e´nergie restante
est suˆrement une sorte de bouillonnement dont le comportement est moins simple a` mode´liser par des
translations. Or, ceci indique que la performance globale de la commande peut eˆtre en effet ame´liore´e,
bien que seulement 30% de l’e´nergie corresponde a` des translations. Cependant pour cela il faut
connaıˆtre le vecteur vitesse de vent (module et direction), le nombre total de couches et le profil de
C2n avec une pre´cision qui reste encore a` de´finir. Ces mode`les sont naturellement moins robustes que
l’approche simple que l’on propose ici. Ce dernier aspect est d’importance majeure car de petits e´carts
aux valeurs nominales des grandeurs liste´es ci-dessus peuvent engendrer des pertes abruptes. Pour des
syste`mes d’imagerie a` haut contraste tels que le GPI pour le te´lescope Gemini, le gain reste a` mettre
en e´vidence par rapport a` une mode´lisation plus souple et plus robuste. Les re´sultats expe´rimentaux
de [Petit, 2006] et [Petit et al., 2009] discutent des compromis performance/robustesse et corroborent
la pertinence et raisonnabilite´ de l’utilisation de mode`les AR simples. Dans leurs expe´riences, les
mode`les d’e´volution temporelle de type AR des modes de Zernike s’ave`rent tre`s approprie´s pour
la commande LQG, malgre´ une turbulence ge´ne´re´e par des e´crans rotatifs en re´flexion, donc un
comportement Taylor quasi pur.
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Pour le cas modal des polynoˆmes de Zernike les coefficients de la diagonale de Atur sont
de´croissants, fruit des vitesses d’e´volution croissantes 4.5.
L’utilisation d’une base zonale me`ne aussi a` une re´-interpre´tation des coefficients de la matrice
Atur. Les coefficients de Atur sont maintenant e´gaux entre eux car il n’y a pas de raison de
traiter diffe´remment deux points quelconques dans l’espace (la phase est isotrope et homoge`ne, cf.
chapitre 2).
Compte tenu des bonnes performances des mode`les AR simples, un mode`le AR du premier ordre
(AR1) est adopte´ ; par conse´quent Atur = aI, avec a un coefficient choisi de fac¸on a` approximer
la de´corre´lation the´orique de φ a` un pas. Sous l’hypothe`se de Taylor, les corre´lations spatiale et
temporelle sont e´quivalentes si l’on prend la distance ∆r = V ·Ts, une fonction de la vitesse moyenne
du vent V et du temps d’inte´gration ou temps de trame Ts.
Connaissant la de´corre´lation exponentielle du mode`le AR1 [section 4.5] on en de´duit tout
simplement
a = Σφ(V · Ts)/Σφ(0). (5.22)
5.3.1.4 Projection orthogonale sur l’espace des commandes
uk = P
(
I 0
)
x̂turk|Yk = (N
T
N)−1NT̂¯φturk+1|Yk
La matrice N e´tant creuse [Fig. 5.3], des me´thodes par pivot de Gauss sont envisageables pour
obtenir le re´sultat du produit de P par le vecteur ̂¯φturk+1|Yk et ainsi obtenir la commande uk. Des
me´thodes ite´ratives sont aussi concevables, par exemple celle de [Yang et Vogel, 2006].
Une version le´ge`rement modifie´e de P peut eˆtre utilise´e
P = (NTN+ γI)−1NT (5.23)
ou` la constante γ ame´liore le conditionnement et les performances en cas de saturation des
actionneurs.
5.4 Filtrage de Kalman par re´solution d’un syste`me d’e´quations line´aires
Ax = b creux
Toutes les ope´rations sauf la multiplication d’un vecteur par la matrice H∞ sont creuses en
utilisant une base de mode´lisation zonale.
La matrice H∞ e´tant le produit de plusieurs ope´rations, dont l’inversion d’une expression ou`
intervient la matrice de covariance d’erreur d’estimation Σ∞, n’est pas une matrice creuse.
Soit donc
H∞ , Σ∞(Cturd )T
(
Cturd Σ∞(Cturd )T +Σw
)−1
, (5.24)
de´fini a` la section 4.3.2.
Si le bruit entre sous-pupilles est conside´re´ non corre´le´ alors Σw = σ2wI, la matrice H∞ peut par
conse´quent s’e´crire sous forme informations,
H∞ =
(
(Cturd )TCturd + σ2wΣ−1∞
)−1
(Cturd )T. (5.25)
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Une forme e´quivalente est trouve´e si le bruit n’est pas inde´pendant mais corre´le´ comme dans le cas
des mesures LGS [Be´chet et al., 2009]. Dans ce cas la matrice devient bloc-diagonale.
De´monstration : Forme information du filtre de Kalman.
Pour obtenir l’Eq. (5.25), multiplier d’abord l’e´galite´
Σ∞(Cturd )T
(
Cturd Σ∞(Cturd )T +Σw
)−1
=
(
(Cturd )TΣ−1w Cturd +Σ−1∞
)−1
(Cturd )TΣ−1w (5.26)
par
(
(Cturd )TΣ−1w Cturd +Σ−1∞
)
a` gauche et
(Cturd Σ∞(Cturd )T +Σw) a` droite, puis simplifier jusqu’a`
obtenir l’identite´. Avec Σw = σ2wI, la de´rivation de l’Eq. (5.25) est imme´diate. 
La solution de la multiplication d’un vecteur par H∞ peut ainsi eˆtre obtenue par la solution d’un
syste`me d’e´quations line´aires du type Ax = b avec
A = (Cturd )TCturd + σ2wΣ−1∞ , b = (Cturd )T
(
yk − ŷk|Yk−1
)
. (5.27)
Sous l’hypothe`se que A est creuse, alors des me´thodes nume´riques ite´ratives peuvent eˆtre mises en
place a` un couˆt calculatoire moindre. Bien e´videmment, les gains en terme de calcul sont directement
lie´s a` la densite´ d’e´le´ments non nuls de A et a` la vitesse de convergence de la me´thode spe´cifiquement
employe´e pour re´soudre le syste`me d’e´quations.
Dans la de´finition de la forme (5.25), ce n’est plus la matrice de covariance d’erreur qui est utilise´e
mais son inverse Σ−1∞ .
L’application du lemme d’inversion matricielle et le comple´ment de Schur permettent d’e´tablir
Σ−1∞ ,
(
Σ−1v −Σ−1v Atur
−ATturΣ−1v Σ−13 +ATturΣ−1v Atur
)
, Matrice inverse deΣ∞ (5.28)
ou` Σ3 satisfait l’e´quation de Riccati d’estimation de l’Eq. (5.6).
A ce stade, une expresssion de Σ−1∞ existe qui n’est toujours pas creuse. L’application de me´thodes
ite´ratives, comme annonce´, n’est donc pas encore envisageable, sauf si Σ−1∞ est en effet creuse ou bien
approxime´e par une matrice creuse.
De´monstration : Matrice inverse de covariance d’erreur d’estimation.
L’inversion par blocs de la matrice Σ∞ de´finie a` l’Eq. (5.5) est
Σ−1∞ =
(
Σ1 Σ
T
2
Σ2 Σ3
)−1
=
(
S−1d −S−1d Σ2Σ−13
−Σ−13 Σ2S−1d Σ−13 +Σ−13 Σ2S−1d ΣT2Σ−13
)
, (5.29)
ou`
Sd = Σ1 − ΣT2Σ−13 Σ2 , (5.30)
est le comple´ment de Schur de Σ∞.
Avec les de´finitions de Σ1,2,3 donne´es a` l’Eq. (5.5), il vient
Sd = Σ1 −ΣT2Σ−13 Σ2
= AturΣ3ATtur +Σv −AturΣT3Σ−13 Σ3ATtur
= Σv, (5.31)
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puisque Σ3 = ΣT3 . Il en de´coule imme´diatement que
S−1d = Σ
−1
v . (5.32)
Le terme croise´ peut se simplifier aise´ment
−S−1d ΣT2Σ−13 = −Σ−1v AturΣT3Σ−13
= −Σ−1v Atur, (5.33)
et pour son transpose´
−Σ−13 Σ2S−1d = −Σ−13 ΣT3ATturΣ−1v
= −ATturΣ−1v . (5.34)
Enfin,
Σ−13 +Σ
−1
3 Σ2S
−1
d Σ
T
2Σ
−1
3 = Σ
−1
3 +Σ
−1
3 Σ3ATturΣ−1v AturΣT3Σ−13
= Σ−13 +ATturΣ−1v Atur. (5.35)
En regroupant tous ces termes, l’Eq. (5.28) est finalement obtenue. 
5.4.1 Approximation de la matrice de covariance d’erreur d’estimation
L’application de me´thodes ite´ratives au syste`me line´aire de´fini par l’Eq. (5.27) implique que la
matrice A soit creuse. Pour cela, il faut trouver une inverse de la matrice de covariance d’erreur
d’estimation qui soit aussi creuse.
D’apre`s l’Eq. (5.28), ceci n’est possible que siAtur, Σ−1v et Σ−13 qui font partie de la de´finition de
Σ−1∞ sont creuses.
Matrice d’e´volution temporelle Atur :
En choisissant un mode`le AR1, avec Atur diagonale tel que propose´ au paragraphe 5.3.1, la
matrice d’e´volution temporelle de la phase Atur est creuse.
Matrice de covariance du bruit d’e´tat Σ−1v :
Pour le mode`le AR1 choisi
φ¯k+1 = Aturφ¯k + vk,
la matrice de covariance spatiale du bruit d’e´tat s’e´crit
Σv = Σφ −AturΣφATtur,
un re´sultat de´ja` e´nonce´ par l’Eq. (4.104).
Puisque Atur = aI, la matrice de covariance de bruit d’e´tat s’obtient sous la forme
Σv = Σφ(1− a2) (5.36)
alors que son inverse s’e´crit tout simplement
Σ−1v =
1
(1− a2)Σ
−1
φ . (5.37)
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Pour le calcul de la matrice Σ−1φ l’approximation propose´e par [Ellerbroek, 2002] est adopte´e.
Selon cet auteur
Σ−1φ ≈ γ∇4, (5.38)
ou` γ est une constante et ∇4 l’ope´rateur bi-harmonique ∇4 = ∇2 · ∇2, avec ∇2 le Laplacien ∇2r =
∂2r
∂x2
+ ∂
2r
∂y2
dans le plan carte´sien OxOy [Fig. 5.5]. La motivation principale qui a donne´ origine
a` cette approximation est que le spectre spatial de la turbulence atmosphe´rique est proportionnel a`
ν−11/3 ≈ ν−4. L’inverse de ce spectre dans le domaine direct conduit a` un ope´rateur ∝ ∇4 qui, avec
une description zonale, admet une repre´sentation tre`s creuse. Une ame´lioration de la re´gularisation
apporte´e par l’ope´rateur bi-harmonique permettant de re´gulariser tous les modes dont la courbure est
nulle, vu que ces modes sont dans le noyau de ∇4, est propose´e par [Lee, 2007].
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FIG. 5.5 – Exemples de Laplacien et ope´rateur bi-harmonique, utilise´s lors de l’obtention d’une
approximation creuse de la matrice de covariance de la phase.
En conse´quence, d’apre`s l’Eq. (5.37), Σ−1v posse`de donc aussi une repre´sentation creuse.
Matrice de covariance d’erreur d’estimation Σ−13
Sous conditions de fort rapport signal sur bruit, la DSP spatiale de la phase re´siduelle est ∝ ν−2,
ou` ν est le module de la fre´quence spatiale. Sur la Fig. 5.6 sont repre´sente´es les DSP de la phase
turbulente φtur, celle de la phase reconstruite φ̂tur et celle de la phase re´siduelle φres = φtur − φ̂tur .
Les filtres spatiaux applique´s s’obtiennent a` partir des reconstructeurs statiques a` variance
minimale de´crits a` la section 3.5. La phase re´siduelle pre´sente une DSP spatiale proportionnelle a`
ν−2 en re´gime de basses fre´quences et ce jusqu’a` ce que le bruit soit plus e´leve´ que la perturbation de
phase. Evidemment, au-dela` de cette fre´quence, la DSP de la phase re´siduelle suit la loi des ν−11/3,
puisque le reconstructeur, en pre´sence d’un trop faible RSB applique l’estime´e nulle, c’est-a`-dire
φ̂tur(ν > νb) = 0. Ceci explique aussi pourquoi le reconstructeur moindres-carre´s propage plus de
bruit au travers la boucle : dans ce cas la DSP de la phase re´siduelle est ∝ ν−2 dans toute la plage de
fre´quences. Au dela` de νb c’est du bruit qui est reconstruit, quand au mieux il faudrait estimer ze´ro.
En analogie avec l’erreur de reconstruction, on fait comme hypothe`se que l’erreur d’estimation
est compose´e d’un contenu fre´quentiel de la meˆme nature. Cette ide´e est au cœur du concept qu’on
pre´sente ici.
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FIG. 5.6 – Gauche : Coupe radiale des DSP de la perturbation de phase φtur, phase estime´e φ̂tur et
erreur φerr = φtur − φ̂tur. RSB=E{‖φ‖2}/E{‖wφ‖2}, wφ le bruit inte´gre´ lors de la reconstruction,
soit wφ = RMMSEw.
Droite : Energie inte´gre´e de la perturbation de phase. La quasi totalite´ de l’e´nergie se trouve au dessous
de la fre´quence νb, la fre´quence au-dela` de laquelle le bruit est plus e´leve´ que la phase.
Dans cette logique, une matrice approximative de Σ3 reveˆt une loi de puissance que l’on peut
espe´rer connaıˆtre au pre´alable. En l’occurrence, la loi ∝ ν−2 est adopte´e. Par conse´quent, Σ−13 ≈ α∇2,
un ope´rateur qui n’a plus que cinq e´le´ments non nuls pour chaque degre´ de liberte´.
Avec les approximations Σ−1φ ≈ γ∇4, et Σ−13 ≈ α∇2 la matrice
Σ−1∞ =
(
Σ−1v −Σ−1v Atur
−ATturΣ−1v Σ−13 +ATturΣ−1v Atur
)
est approxime´e par
Σ−1∞ ≈
(
1
1−a2 γ∇4 − a1−a2 γ∇4
− a
1−a2 γ∇4 α∇2 + a
2
1−a2 γ∇4
)
. Σ−1∞ approxime´e. (5.39)
En conclusion, A = CTd Cd + σ2Σ−1∞ se pre´sente maintenant approximativement comme une
matrice creuse. La validite´ des approximations propose´es sera e´value´e par des simulations nume´riques
a` la section 5.8 et la performance quantifie´e.
Exemple : Matrice Σ∞ exacte et approxime´e
A titre d’exemple, la matrice de covariance de l’erreur d’estimation est montre´e sur la Fig. 5.7
en utilisant l’algorithme de doublage et l’approximation par des ope´rateurs creux propose´e ici. Des
simulations nume´riques de Monte Carlo a` la section 5.8 valident le remplacement de Σ∞ par une
version qui rele`ve d’une approximation spectrale de l’erreur d’estimation ◭
5.4.1.1 Obtention des facteurs multiplicatifs
La matrice de l’Eq. (5.39) fait intervenir deux constantes γ et α. Selon [Gilles, 2003b], la valeur
de γ se fixe en
γ ≈ 1/2 (5.40)
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FIG. 5.7 – Gauche : solution exacte deΣ−1∞ ; Droite : approximation par une matrice creuse - Eq. (5.39).
En bas : erreur entre la solution exacte et l’approximation creuse. La matrice creuse, en l’occurrence
calcule´e pour un syste`me de 20 par 20 sous-pupilles, pre´sente un taux de remplissage de 2.73%.
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pour n’importe quelle taille de grille de reconstruction, de´duite de a` partir de
E
{
φTΣ−1φ φ
}
= γ E
{
φT∇4φ
}
, (5.41)
qui suppose que Σ−1φ ≈ γ∇4.
Pour la nouvelle valeur de α [Eq. (5.39)], on propose une me´thode de calcul qui n’a pas e´te´ teste´e.
Ayant propose´e une analogie entre l’erreur de reconstruction statique et l’erreur d’estimation, la
valeur de la constante α peut s’obtenir de l’inte´gration spatiale de la phase re´siduelle∫ νs
0
1/αWφerr ≈ 2π
(∫ νb
0
bν−2ν∂ν +
∫ νs
νb
0.023r
−5/3
0 ν
−11/3ν∂ν
)
, (5.42)
ou` νs est la fre´quence spatiale la plus e´leve´e et b le niveau de bruit de mesure en valeurs rms .
L’inte´gration se re´alise aise´ment en coordonne´es polaires∫ νb
0
∫ 2π
0
F (ν)ν∂ν∂θ = 2π
∫ νb
0
F (ν)ν∂ν, (5.43)
puisque la fonction F (ν) est a` syme´trie de re´volution. La fre´quence νb correspond au point de
croisement de la DSP du bruit dans l’espace des phases avec la DSP de la perturbation. Les allures sur
la figure 5.6 en illustrent le principe.
5.5 Re´solution ite´rative de syste`mes line´aires creux du type Ax = b
La matrice A dans l’Eq. (5.27) admet maintenant une repre´sentation creuse. L’application de
me´thodes ite´ratives e´tant donc envisageable, ceci est le but principal de cette section.
Des ge´ne´ralite´s sur des me´thodes ite´ratives sont pre´sente´es avec des notions de pre´-conditionnement
de syste`mes d’e´quations line´aires. On choisit plus pre´cise´ment un pre´-conditionneur dans l’espace de
Fourier, sachant que les me´thodes ite´ratives candidates ne se restreignent pas a` ce type particulier de
pre´-conditionneur. L’ouvrage de re´fe´rence [Saad, 1996] a servi de base a` l’ensemble des re´sultats de
cette section.
5.5.1 Gradients conjugue´s
L’algorithme ite´ratif des gradients conjugue´s est tre`s efficace pour re´soudre les syste`mes d’e´quations
line´aires syme´triques et de´finis positifs (AT = A et xTAx > 0) du type [Saad, 1996]
Ax = b. (5.44)
Son principe repose sur la recherche de directions successives permettant d’atteindre la solution exacte
du syste`me e´tudie´ en dim(x) pas. En pratique, l’algorithme est ite´re´ jusqu’a` ce qu’un crite`re d’arreˆt
soit franchi3. Son efficacite´ est incontestable, ce qui a conduit a` l’utilisation de cet algorithme dans
plusieurs travaux en OA – section 5.1.
Cette me´thode ve´rifie a` l’ite´ration m et pour tout vecteur x
|xm − x|A ≤ 2ϑm|x0 − x|A, (5.45)
3Par exemple, jusqu’a` ce que la stagnation de la convergence se situe au dessous de ǫ arbitraire.
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ou` ϑ =
√
κ−1√
κ+1
et κ la valeur du conditionnement spectral κ = λmax/λmin de la matrice A, ce qui
souligne la de´pendance du taux de convergence selon
√
κ.
Une possibilite´ pour s’affranchir d’un e´ventuel faible taux de convergence consiste a` pre´-
conditionner le syste`me d’e´quations line´aires pre´sente´ ci-dessus. Le pre´-conditionnement permet
d’augmenter le taux de convergence d’un algorithme ite´ratif. Il consiste a` trouver une matrice C−1
pour laquelle le produit (C−1A) ait une dispersion de valeurs propres moins importante de fac¸on a` ce
que le conditionnement spectral κ soit plus faible, ce qui a pour conse´quence d’augmenter le taux de
convergence [Saad, 1996, Vogel, 2002].
5.5.2 Pre´-conditionnement
”Finding a good preconditioner for solving a given sparse linear system is often viewed as a
combination of art and science. Theoretical results are rare, and some methods work surprisingly
well, despite expectations4”.
J. Saad
Le principe du pre´-conditionnement d’un syste`me d’e´quations line´aires consiste a` remplacer la
re´solution de l’e´quation Ax = b par celle du syste`me e´quivalent C−1Ax = C−1b. L’objectif est
de trouver C−1 tel que κ(C−1A) << κ(A). C’est d’ailleurs cela qui justifie le nom attribue´ a` cette
ope´ration de conditionnement pre´alable.
The´oriquement le meilleur choix serait donc C−1 = A−1, puisque C−1A = I. Dans la pratique,
toutefois, il faut trouver C−1 le plus proche de A−1 sans que pourtant le couˆt calculatoire de la
multiplication d’un vecteur par C−1 – e´tape 5 du PCG dans l’algorithme 2 – ne soit trop e´leve´.
Il existe trois formes distinctes pour pre´-conditionneur d’un syste`me line´aire : a` gauche, a` droite
et si le produit C−1A n’est plus syme´trique, alors la racine carre´e du pre´-conditionneur est utilise´e a`
droite et gauche de A [Saad, 1996]. Un pre´-conditionneur est soumis aux trois conditions suivantes :
– eˆtre une approximation de la matrice A−1 du syste`me line´aire (dans un sens encore a` de´finir) ;
– eˆtre syme´trique et de´fini positif (CT = C et xTCx > 0) ;
– eˆtre creux - pour assurer un nombre faible d’ope´rations calculatoires avant d’atteindre la
solution.
La me´thode des gradients conjugue´s pre´-conditionne´s (PCG) est pre´sente´e dans l’algorithme 2
ci-dessous.
Concevoir un pre´-conditionneur est une taˆche ardue. Il se peut que des me´thodes ge´ne´rales de pre´-
conditionnement soient extreˆmement efficaces, e´vitant la recherche de pre´-conditionneurs spe´cifiques
adapte´s.
Parmi la panoplie de pre´-conditionneurs qui peuvent eˆtre trouve´s dans la litte´rature, un releve´
succinct est pre´sente´ en se focalisant sur des me´thodes qui ont e´te´ applique´es a` l’OA et qui sont donc
candidates pour le pre´-conditionnement du LQG ite´ratif que l’on propose.
L’e´tape de pre´-conditionnement consiste en lui meˆme a` re´soudre un syste`me d’e´quations line´aires
du type Ax = b. Donc toute me´thode ite´rative peut eˆtre utilise´e pour re´aliser le pre´-conditionnement.
4Trouver un bon pre´-conditionneur pour re´soudre un syste`me line´aire donne´ est souvent vu comme une combinaison
d’art et de science. Les re´sultats the´oriques sont rares et certaines me´thodes marchent e´tonnamment bien, au-dela` de toute
attente. Traduction de l’auteur
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Entre´e: r0 = bk −Ax0, z0 = C−1r0 et p0 = z0
pour chaque m = 0, 1, ..., faire
1 : qm = Apm ; Multiplication par la matrice A;
2 : αm = (rm, zm)/(qm, pm);
3 : xm+1 = xm + αmpm;
4 : rm+1 = xk − αmqm;
5 : zm+1 = C−1rm+1 ; Multiplication par le pre´-conditionneur C−1;
6 : βm = (rm+1, zm+1)/(rm, zm);
7 : pm+1 = zm+1 + βmpm;
fin
Sortie: Solution xk = A−1bk
Algorithme 2: Algorithme des gradients conjugue´s pre´-conditionne´s. L’ope´ration (·, ·) repre´sente
le produit interne de deux vecteurs, c’est-a`-dire (a, b) e´quivaut a` aTb. Les e´tapes 1. et 5. impliquent
des multiplications matrice-vecteur (VMM), de loin les plus couˆteuses. L’e´tape 5. repre´sente la
multiplication par le pre´-conditionneur.
5.5.2.1 Pre´-conditionneur diagonal
En premie`re approximation, la diagonale de la matrice A forme un pre´-conditionneur ge´ne´ral,
mais un peu grossier. Selon la structure de A, il peut s’ave´rer efficace ou pas. Par exemple, dans les
travaux de [Tallon et al., 2007], cette approximation est propose´e.
5.5.2.2 Me´thode multigrilles
Les me´thodes multigrilles [Hackbusch, 1985] consistent a` annuler les composantes spectrales
basses fre´quences de l’erreur d’estimation du vecteur x en le projetant sur des grilles de diffe´rentes
re´solutions. Les composantes basses fre´quences sur une grille fine acquie`rent alors un caracte`re de
hautes fre´quences sur une grille grossie`re. Cette erreur peut ensuite eˆtre atte´nue´e comme s’il s’agissait
effectivement de composantes haute fre´quence.
Le fonctionnement de cette me´thode ite´rative peut se re´sumer de la fac¸on suivante
– Appliquer un pas de lissage ;
– Projeter l’erreur de basses fre´quences sur une grille plus grossie`re ; ainsi elle devient haute-
fre´quence et peut alors eˆtre atte´nue´e ;
– Re´soudre le syste`me de´fini sur la grille grossie`re avant de projeter l’erreur de retour sur une
grille plus fine ;
– Mettre a` jour la solution et appliquer ensuite un pas de lissage pour e´liminer l’erreur haute
fre´quence.
Cette proce´dure est commune´ment appele´e « algorithme a` deux grilles ». La version comple`te consiste
a` appliquer re´cursivement la proce´dure a` deux-grilles.
Une description comple`te se trouve dans les ouvrages [Hackbusch, 1985] et [Saad, 1996].
[Gilles et al., 2002, Gilles, 2003a, Gilles, 2003b] utilisent cette me´thode ite´rative pour pre´-conditionner
le proble`me de reconstruction tomographique dans le volume atmosphe´rique. Le multigrilles a e´te´
valide´ expe´rimentalement en OA classique par [Lessard et al., 2008]. D’autres travaux l’utilisent en re-
construction de font d’onde comme ceux de [Vogel et Yang, 2004, Barchers, 2004, Ren et al., 2005].
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5.5.2.3 Pre´-conditionnement en espace de Fourier
Dans cette section les aspects fondamentaux du pre´-conditionnement en espace de Fourier sont
aborde´s, suivant une pre´sentation proche de celle de [Yang et al., 2006].
D’apre`s la discussion entame´e au chapitre 3 sur la repre´sentation du reconstructeur VM dans
l’espace Fourier, il semble tout a` fait naturel d’utiliser la circonstance favorable que les matrices du
proble`me direct soient quasi diagonales une fois repre´sente´es en espace Fourier, donc tre`s facilement
inversibles et a` moindre couˆt calculatoire, pour pre´-conditionner le proble`me de la commande LQG.
C’est ce que proposent [Yang et al., 2006] pour la reconstruction de front d’onde en OA a` grand
nombre de degre´s de liberte´. En s’inspirant de cette formulation, des modifications sont propose´es
pour l’adapter au contexte de commande LQG en boucle ferme´e.
On peut, puisque on aborde le passage en Fourier dans un contexte LQG, se poser la question
suivante : pourquoi ne pas repre´senter toutes les variables en Fourier pour obtenir un filtre de Kalman
en Fourier comme celui propose´ par [Poyneer et al., 2007]. En effet les ope´rations e´le´mentaires a`
entreprendre dans le cadre de l’OA sont caracte´rise´es par un noyau convolutif. Cette ope´ration est
diagonalisable en espace de Fourier. Ne´anmoins, ce raisonnement atteint ses limites. L’ope´ration est
effectivement diagonale si le support est conside´re´ infini ou les ope´rations circulaires – l’inte´grale
de convolution est donc non borne´e. Or, ceci n’est ge´ne´ralement pas vrai en OA, ou` des dimensions
physiques de l’ouverture du te´lescope imposent des limites. Le proble`me n’est pas non plus circulaire,
bien que raisonnablement bien approxime´ par des ope´rations circulaires. En plus, comme cela a de´ja`
e´te´ de´taille´e, l’adaptation de l’ouverture annulaire du te´lescope a` un domaine carre´ sur lequel est
de´finie la base des fonctions de Fourier oblige a` ge´rer des proble`mes de bords [section 3.5].
5.5.2.4 De´finition du pre´-conditionneur dans l’espace Fourier
Un pre´-conditionnement mono-couche est pre´sente´, ge´ne´ralisable au cas multi-couches. Pour cela
le profil de C2n(h) est ne´cessaire. Sous l’hypothe`se de l’inde´pendance des couches atmosphe´riques,
il vient Σφ = BlockDiagΣφ,l. [Yang et al., 2006] font une pre´sentation pour le cas ge´ne´ral multi-
couches.
La matrice de covariance de la phase Σφ peut eˆtre construite de la fac¸on suivante
Wφ ∝ F−1
{
|ν|−11/3
}
, (5.46)
ou` F est la transforme´e de Fourier.
La matrice de covariance de bruit est aussi diagonale par blocs, puisque le bruit est conside´re´ non
corre´le´ entre sous-pupilles. Il vient alors
Ww = σ2wI, (5.47)
ou` σ2w est la variance de bruit sous chaque sous-pupille et I la matrice identite´ de taille approprie´e.
La matrice D est compose´e du produit de deux ope´rateurs : le masque (Ω) et les gradients discrets
(D∞). L’e´quation de mesure devient ainsi
s =
(
Dx
Dy
)
φ¯ =
(
ΩD∞x
ΩD∞y
)
φ¯. (5.48)
L’ope´rateur pupille, est de´fini par
Ωs(x) =
{
s(x) si x ∈ pupille;
0 sinon, . (5.49)
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Les mesures pour la ge´ome´trie de Fried sont de´finies a` la section 3.3.1.1. Pour une ouverture de
taille infinie, les ope´rateurs D∞x and D∞y admettent en effet une repre´sentation diagonale 5.
Ainsi,
D
∞
x = F
−1{D∞x }, (5.50a)
D
∞
y = F
−1{D∞y }. (5.50b)
En regroupant les termes, il vient finalement
D
T
D =
(
(D∞x )
TΩTΩD∞x + (D
∞
y )
TΩTΩD∞y
)
. (5.51)
L’e´quation (5.51) n’admet pas une transforme´e de Fourier diagonale car l’ope´rateur Ω ne
repre´sente pas une convolution. Cependant, puisque le but de la construction d’un pre´-conditionneur
est de trouver une approximation suffisamment proche de la matrice A dans l’Eq. (5.44), alors il est
suffisant de garder un ensemble de points au centre de Ω = F{Ω}. Selon [Yang et al., 2006], ceci
s’ave`re convenable pour assurer une convergence rapide de l’algorithme des gradients conjugue´s pre´-
conditionne´s.
En suivant la suggestion de Yang et al. on adopte la repre´sentation de Fourier
F
−1
{
D
T
D
}
≈ F−1
{(
(D∞x )HΩ˜HΩ˜D∞x + (D∞y )HΩ˜HΩ˜D∞y
)}
, (5.52)
ou` Ω˜ est une approximation Ω valable pour les grande syste`mes car F {Ω} est tre`s localise´e.
Tous ces ope´rateurs ont de´sormais une repre´sentation diagonale en espace de Fourier ; la
multiplication de matrices diagonales est O(n) a` la place de O(n2).
Le pre´conditionneur s’e´crit donc
C−1 = F−1
{(
(D∞x )HΩ˜HΩ˜D∞x + (D∞y )HΩ˜HΩ˜D∞y
)
+ σ2wW−1φ
}−1
. (5.53)
La version ite´rative de la commande LQG est de´nomme´e FD-PCG-LQG pour Fourier-Domain
Preconditioned Conjugate Gradient LQG.
5.6 Mise en œuvre de la commande LQG ite´rative
La mode´lisation zonale propose´e pour la commande LQG e´tant potentiellement moins lourde, elle
est aussi plus souple, puisque la mise a` jour des ope´rateurs se fait de´sormais plus aise´ment. L’inversion
du reconstructeur n’a jamais explicitement lieu et les calculs hors-ligne ont e´te´ remplace´s par des
ope´rateurs spectraux de facile obtention. Sachant que la stationnarite´ n’est jamais de fait acquise, les
changements des conditions d’observation entraıˆnent une mise a` jour re´gulie`re des ope´rateurs. En
OA cette proce´dure est re´alise´e toutes les dizaines de secondes, ce qui joue en faveur de me´thodes
facilement mises a` jour en cours d’ope´ration, comme celle pre´sente´e ici.
Les multiplications vecteur-matrice (VMM) dans l’algorithme des PCG sont de´taille´es ci-dessous.
Elles concernent la matrice A et la matrice C−1 respectivement.
5Le noyau convolutif donne origine a` des matrices BTTB – block Toeplitz with Toeplitz blocks, tre`s bien approxime´es
par des matrices BCCB – block circulant with circulant blocks – celles-ci diagonales en Fourier.
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5.6.1 Multiplication par la matrice A
La multiplication d’un vecteur pm par la matrice A (e´tape 1. de l’algorithme 2) est re´alise´e en
deux temps, puisque la matrice A est la somme de deux composantes : (Cturd )TCturd et σ2wΣ−1∞ dans
l’Eq. (5.27). D’apre`s les de´finitions de Cturd [Eq. (5.4)] et Σ−1∞ [Eq. (5.28)], il vient
Apm =
(
0 0
0 DTD
)
pm + σ
2
w
(
1
1−a2 γ∇4 −γ a1−a2∇4
− a
1−a2 γ∇4 α∇2 + a
2
1−a2 γ∇4
)
pm. (5.54)
Sur la Fig. 5.8 le motif de remplissage de la matrice A dans l’Eq. (5.54) est affiche´ pour un syste`me
compose´ de 20×20 sous-pupilles.
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FIG. 5.8 – Matrice (Cturd )TCturd et matrice σ2wΣ−1∞ pour un syste`me de 20 par 20 sous-pupilles. Taux
de remplissage de 0.2% et 2.73% respectivement.
Soit A soit Σ−1∞ pre´sentent un taux de remplissage proportionnel a` n. La complexite´ de la
multiplication est ainsi re´duite de O(n2) en O(n), avec un facteur devant n qui de´pend de la taille du
syste`me d’OA mode´lise´. Ce taux de´croıˆt avec l’augmentation du nombre de degre´s de liberte´.
5.6.2 Multiplication par le pre´-conditionneur C−1 dans l’espace de Fourier
Le pre´-conditionneur e´tant construit dans le domaine des fre´quences spatiales, la multiplication
C−1rm est re´alise´e comme le montre l’algorithme 3 [Yang et al., 2004].
Entre´e: rm
r ← TF{rm};
rm+1 ← C−1 · rm;
rm+1 ← TF−1{rm+1};
Sortie: Solution rm+1 = C−1rm
Algorithme 3: Multiplication en espace de Fourier. La matrice C−1 est diagonale.
La premie`re action consiste a` calculer la TF de rm. Les coefficients de Fourier dans rm sont
ensuite multiplie´s fre´quence par fre´quence par les coefficients de C−1 avant d’eˆtre rassemble´es dans
rm+1 par transforme´e de Fourier inverse.
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La multiplication par le pre´-conditionneur s’effectue ainsi
C−1 · r =
(
0 0
0 DHD
)
· r + σ2w
(
1
1−a2W
−1
φ − a1−a2W−1φ
− a
1−a2W
−1
φ αW
−1
3 +
a2
1−a2W
−1
φ
)
· r, (5.55)
ou` e´videmment
W−13 = TF
{
Σ−13
}
, (5.56)
par l’application imme´diate du the´ore`me de Wiener-Khinchine. Le spectre spatial de la phase est
donne´ a` la section 2.3.2.
La transforme´e de Fourier discre`te e´tant imple´mente´e de fac¸on tre`s efficace par la FFT, la
complexite´ du calcul rm+1 = C−1rm est re´duite de O(n2) en O(nlog(n)).
5.7 Analyse algorithmique
Puisqu’on s’inte´resse aux GNDL, il apparaıˆt tout a` fait naturel de s’inte´resser au nombre
d’ope´rations effectivement re´alise´es par chacune des me´thodes existantes. Les comparer permet de
conclure sur leur inte´reˆt. L’unite´ de mesure est le nombre de multiplications suivies d’accumulation
au re´sultat pre´ce´dent. L’acronyme anglais MAC pour multiply and accumulmate est utilise´.
5.7.1 Structure des calculs
5.7.1.1 Commande par inte´grateur
La re´currence de commande de l’inte´grateur de´crite a` la section 2.8 utilise une matrice de
commande qui rele`ve directement de la matrice d’interaction Mint = DN sous la forme
Mcom =
(
M
T
intΣ
−1
w,uMint +Σ
−1
φ,u
)−1
M
T
intΣ
−1
w,u (5.57)
ou` Σφ,u et Σw,u sont les matrices de covariance spatiale de phase et bruit de mesure dans l’espace
miroir.
Si le re´gulateur est de´fini dans l’espace des phases, alors deux e´tapes sont a` re´aliser. D’abord
calcul des parame`tres de la phase a` partir des mesures
M
m
com =
(
D
TΣ−1w D +Σ
−1
φ
)−1
D
TΣ−1w (5.58)
avec Σ−1φ adapte´e a` la boucle ferme´e [Louarn et Tallon, 2002], suivie d’une projection sur l’espace
miroir a` travers le projecteur (NTN)−1 NT. A ce sujet, voir aussi la section 3.8.
Les gains du re´gulateur sont ensuite optimise´s selon la proce´dure de´crite a` la section 2.8.2.2.
Les matrices D et N, dont les motifs sont repre´sente´s sur la Fig. 5.3, sont creuses si mode´lise´es
sous approche zonale. Ceci n’est pas le cas si une approche modale est utilise´e. Dans ce cas D et N
sont pleines.
En ce qui concerne la matrice de covariance de la phase, c’est l’oppose´ : elle est pleine pour le cas
zonal et creuse pour le cas modal. La matrice de covariance de bruit de mesure Σw est souvent prise
comme une matrice diagonale, tant pour le cas modal [Rigaut et Gendron, 1992] que pour le zonal.
Malgre´ ces diffe´rences, la matrice Mcom, qu’il s’agisse de mode´lisation modale ou zonale est toujours
pleine pour cause de l’inversion du terme
(
DTΣ−1w D +Σ
−1
φ
)−1
.
Les de´finitions suivantes sont utilise´es :
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– nm : nombre de mesures ;
– na : nombre d’actionneurs
– nφ : nombre de parame`tres de la phase
– nnz : nombre d’e´le´ments non nuls dans une matrice
5.7.1.1.1 Calculs hors ligne : Inversion de la matrice d’interaction ou des matrices D et N
se´pare´ment.
5.7.1.1.2 Calculs temps re´el : La commande par inte´grateur utilise nmna ≈ 2n2 ope´rations
MAC.
5.7.1.2 Commande LQG
5.7.1.2.1 Calculs hors ligne : Re´solution de la Riccati d’estimation par l’algorithme de doublage
sur une seule composante de phase de l’e´tat [§5.2.1.1]. Vis-a`-vis de la solution obtenue par solution de
l’ite´ration de point-fixe, une re´duction de plus de deux ordres de grandeur est atteinte, car l’inversion
est maintenant de matrices de la moitie´ de la taille de celle du proble`me initial ; avec un nombre
d’ite´rations a re´duit d’un facteur de Niter/log(Niter) – voir les courbes sur la Fig. 5.1, ou` Niter est le
nombre d’ite´rations de l’algorithme classique.
5.7.1.2.2 Calculs temps re´el : Il est conside´re´ que la matrice D n’a que 4 e´le´ments non nuls par
ligne – Fig. 5.3 – et que les fonctions d’influence de N n’ont qu’une re´gion d’influence de 4 par 4
sous-pupilles, ce qui signifie 5 par 5 e´le´ments non nuls autour de de chaque actionneur.
Commande FD-PCG-LQG zonale : La complexite´ de l’algorithme FD-PCG-LQG est
(1 + nit) (nnz(A) + 4nφ + 4 [nφ + knφlog(nφ)]) + nnz(D
T
D) + nnz(DT) (5.59)
ope´rations6 , ou` nφ est la taille d’une occurrence de phase dans l’e´tat et nit le nombre d’ite´rations des
gradients conjugue´s. Les premie`res nnz(A) + 2nφ correspondent a` l’initialisation de l’algorithme 2.
L’e´tape 1. du FD-PCG repre´sente nnz(A) ope´rations, avec αk et βk correspondant a` 4nφ, puisque les
deux occurrences de phase sont tenues en compte. La multiplication en espace Fourier par l’inverse
du pre´-conditionneur contribue avec 2nφ MAC. Les transforme´es directe et inverse de Fourier sont
re´alise´es 2 fois par ite´ration, avec un facteur k selon l’architecture de traitement. Dans le cas le plus
commun k ≈ 57. Enfin, le calcul de b, le terme a` droite du syste`me line´aire correspond a` nnz(DTD)
+ nnz(DT).
5.7.2 Complexite´ calculatoire
Le tableau 5.1 compare, e´tape par e´tape, la complexite´ des commandes LQG modale et zonale.
La somme des tous les calculs re´alise´s en temps re´el est re´capitule´e au tableau 5.2. Les calculs
de la mise en œuvre en temps re´el de la commande LQG sont particularise´s pour une mode´lisation
modale, zonale puis e´tendus au cas ite´ratif du FD-PCG-LQG.
Sur la Fig. 5.9 sont trace´es les courbes de complexite´ correspondant aux re´sultats du tableau 5.2.
Pour les syste`mes de la taille de SPHERE et GPI, aux alentours de ≈ 40 × 40 degre´s de liberte´, les
6Additions et multiplications par scalaires sont ne´gligeables.
7Voir section 3.9.
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TAB. 5.1 – Complexite´ calculatoire des algorithmes de commande. nφ : nombre de modes turbulents
a` estimer, nL : nombre de couches dans le volume, nm : nombre de mesures et na : nombre
d’actionneurs. La fonction d’influence d’un actionneur est conside´re´e ici sur une zone de 6×6 points.
Type Mesure estime´e Pre´diction Projection Total
VMM inte´grateur – – nmna nmna
LQG base modale nm(nφ + na) 2nφnm nanφ nm(3nφ + 2na)
LQG base zonale 40nm 2nφnm nanφ nm(40 + 2nφ + na)
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FIG. 5.9 – Complexite´ de la commande LQG modale et zonale. Les couˆts calculatoires de la nouvelle
approche FD-PCG-LQG sont trace´s pour comparaison. Les lois sont de´taille´es sur le tableau 5.2.
gains de l’usage du FD-PCG-LQG sont de´ja` discernables. Pour les ELT les gains croissent, e´tant plus
e´leve´s d’un voire deux ordres de grandeur.
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TAB. 5.2 – Complexite´ des algorithmes de commande. nφ : nombre de modes turbulents a` estimer,
nL : nombre de couches dans le volume, nm : nombre de mesures et na : nombre d’actionneurs.
Type Temps-re´el
VMM inte´grateur nmna
LQG base modale nm(nφ + na) + 2nφnm + nanφ
LQG base zonale 29nm + 2nφnm + nanφ
29nm+
FD-PCG-LQG (1 + nit) (nnz(A) + 4 [2nφ + knφlog(nφ)]) + nnz(DTD)+
nnz(DT) + nprojit knφlog(nφ)
5.8 Performances avec approximations : e´valuation par simulations
Monte Carlo
On propose ici d’e´valuer les performances au moyen de simulations nume´riques de Monte Carlo,
pour un syste`me d’OA classique avec 20 par 20 sous-pupilles. Ce syste`me est certes de taille moyenne,
mais cela permet d’ores et de´ja` de faire apparaıˆtre des tendances entre les approches modale et zonale
afin d’e´tablir un budget d’erreurs.
Les conditions de simulation sont re´sume´es dans le tableau 5.3. La ge´ome´trie choisie est celle de
Fried.
Quatre versions de l’algorithme LQG sont simule´es :
(i) version classique sous approche modale, consistant a mode´liser le proble`me avec une base de
polynoˆmes de Zernike ;
(ii) version creuse sous approche zonale, ou` les grandeurs sont discre´tise´es sur une grille de points
aux coins des sous-pupilles (ou` se trouvent aussi les actionneurs, car ge´ome´trie de Fried).
Aucune approximation n’est prise pour les matrices de la commande LQG ;
(iii) version creuse zonale avec calcul explicite du gain de Kalman a` partir de l’approximation creuse
de Σ−1∞ ;
(iv) version ite´rative et creuse FD-PCG-LQG, base´e sur l’approche zonale du point pre´ce´dent. Les
calculs de vecteurs par matrices sont remplace´s par la me´thode ite´rative de gradients conjugue´s
pre´-conditionne´s dans l’espace de Fourier [§5.5.2.3]
La validation par simulation des algorithmes de ce chapitre se fait en deux e´tapes : 1) comparaison
de la commande LQG sous approche modale (aussi dite classique) avec la commande LQG sous
approche zonale afin de ve´rifier que l’utilisation d’une matrice creuse garantit les meˆmes niveaux
de performance que l’approche modale [§5.8.1] ; 2) comparaison des versions pre´ce´dentes avec la
commande LQG utilisant l’approximation propose´e, mais en gardant le calcul explicite du gain de
Kalman et enfin 3) la version FD-PCG-LQG est mise en place et compare´e aux versions pre´ce´dentes
[§5.8.2].
5.8.1 Validation des approches de commande LQG avec une mode´lisation zonale
Avant de s’attaquer a` la validation de la commande LQG ite´rative, proposition principale de ce
chapitre, on va d’abord ve´rifier que la version zonale exacte (i.e. sans approximation du gain de
158 Commande LQG pour des OA a` grand nombre de degre´s de liberte´
TAB. 5.3 – Parame`tres de simulation. Les valeurs en gras repe`rent les valeurs par de´faut pour des
parame`tres dont la variation est teste´e par simulations de Monte Carlo. En gras les parame`tres utilise´s
par de´faut.
Parame`tres de simulation
Atmosphe`re
C2n 3 couches, {0,5 ;0,2 ;0,3}
Vent {10 ;5 ;15}ms−1
Direction {0 ;90 ;180}o
No. modes 400
L0 25m
λ 0,5µm
seeing 0,65”
r0@ 0,5µm 0.155m
Re´solution spatiale 0,1m
ASO
Type ge´ome´trique
Nb. sous-pupilles 20 (line´aire), 316 (total)
Nb. pixels/sous-pupille 4
Sous-e´clairage 0,75
λ 0,5µm
Bruit lecteur 2e−
MD
Nb. actionneurs 21 (line´aire), 357 (total)
Couplage me´canique 0,2
Simulation
D 8m
Occultation centrale 0m
Ts 2ms
Magnitude 8-14
λsci 2,2µm
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Kalman) garantit les meˆmes niveaux de performance que l’approche consistant a` utiliser une base
de polynoˆmes de Zernike.
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FIG. 5.10 – De´composition en valeurs singulie`res de la matrice de projection de phase sur l’espace
des commandes. Gauche : cas modal mode´lise´ avec une base de polynoˆmes de Zernike ; droite :
mode´lisation zonale.
Une diffe´rence majeure ressort imme´diatement de la de´composition en valeurs singulie`res de la
matrice de projection de la phase dans l’espace des commandes. Pour le cas de la base de polynoˆmes
de Zernike, et dans les conditions de simulation du tableau 5.3, le conditionnement de
(
NTN
)
atteint
κ > 1016, tandis que pour une mode´lisation zonale le conditionnement se trouve confortablement
autour de l’unite´, en l’occurrence κ ≈ 28. Les courbes sur la Fig. 5.10 montrent la de´composition de
la matrice
(
NTN
)
pour les cas modal et zonal.
Ce mauvais conditionnement implique une troncature importante du nombre de modes propres de(
NTN
)
. Ceci n’est pas anodin. Le tableau 5.4 montre qu’en terme de rapport de Strehl longue pose
l’approche modale se place derrie`re l’approche zonale d’environ 1% et ce en utilisant le meˆme nombre
de degre´s de liberte´ dans les deux cas (400 polynoˆmes de Zernike et 400 points de phase). Du point
de vue nume´rique, la mise en place de la commande LQG avec une approche modale souffre donc
d’une de´gradation qui rele`ve du mauvais conditionnement duˆ a` la base de mode´lisation. Ceci joue en
effet en faveur de l’utilisation de l’approche zonale, ce qui constitue un sous produit inte´ressant de
l’analyse mene´e.
TAB. 5.4 – Rapport de Strehl longue pose pour les commandes modale et zonale. Le FD-PCG-LQG
utilise 8 ite´rations par trame. La re´solution spatiale de la phase reconstruite est de 0,5 m−1.
Σ∞ utilise´e Rapport de Strehl longue pose (%)
(i) Modale 80.56
(ii) Zonale 81.55
Selon l’application vise´e, l’e´tude de la fonction d’e´talement de point pre´sente aussi un inte´reˆt
essentiel. La moyenne radiale des FEP longue pose modale et zonale obtenue par simulations de
Monte Carlo est pre´sente´e sur la Fig. 5.11. Ces deux courbes sont quasiment indistinctes : que ce
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soit en terme de FEP ou en terme de SR, l’approche zonale donne donc sur les exemples traite´s des
re´sultats tre`s concluants.
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FIG. 5.11 – Moyenne radiale des FEP en longue pose pour les commandes modale et zonale. Temps
de simulation : 2s.
5.8.2 Le FD-PCG-LQG
Les re´sultats sont maintenant compare´s a` l’approche simplificatrice propose´e a` la section 5.4.1.
Le tableau 5.5 donne les performances en rapport de Strehl longue-pose a` 2,2µm.
TAB. 5.5 – Rapport de Strehl longue pose pour les commandes modale et zonale. Le FD-PCG-LQG
utilise 8 ite´rations par trame. La re´solution spatiale de la phase reconstruite est de 0,5m−1.
Σ∞ utilise´e rapport de Strehl longue pose (%)
(ii) Mode´lisation zonale avec Σ−1 exacte 81.55
(iii) Mode´lisation zonale avec approximation creuse de Σ−1 81.53
(iv) Mode´lisation zonale ite´rative FD-PCG-LQG 81.07
Une premie`re observation est que la simulation avec la matrice Σ−1∞ approxime´e par la matrice
creuse de l’Eq. (5.39) n’entraıˆne pas de pertes de performance pour les cas traite´s. Le gain de Kalman
L∞ est quant a` lui calcule´ explicitement avec l’approximation de Σ−1∞ propose´e dans l’Eq. (5.39).
Ceci est la premie`re e´tape a` franchir avant l’utilisation du FD-PCG-LQG.
Des syste`mes d’OA allant de 8 a` 20 sous-pupilles ont e´te´ teste´s, tous pre´sentant des niveaux
identiques de performance en comparaison avec le calcul explicite exacte du gain de Kalman, sous
approche zonale. La simulation de syste`mes de tailles supe´rieurs ne´cessitait des moyens de calcul plus
puissants.
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Les simulations montrent, comme attendu, une le´ge`re perte de performance due aux approxima-
tions. La Fig. 5.13-gauche montre la variation en fonction de la magnitude de l’e´toile guide. Pour une
e´toile de magnitude 12 la perte est infe´rieure a` 0,5% en terme de rapport de Strehl avec des pertes
le´ge`rement plus importantes en faible flux : pour une magnitude de 14 la diffe´rence se chiffre plus
pre´cise´ment a` 5% du niveau de Strehl de la solution sans approximations. Ces re´sultats confirment
ceux de´ja` pre´sente´s dans [Correia et al., 2009a].
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FIG. 5.12 – Moyenne radiale de la FEP. Commandes zonale avec Σ∞ exacte, approxime´e et LQG
ite´ratif pre´-conditionne´ en espace Fourier. Temps de simulation : 2s.
Il en va de meˆme pour la FEP : l’approximation n’a donc quasiment pas d’impact sur la FEP. Une
coupe radiale est pre´sente´e sur la Fig. 5.12. Avec l’approximation de Σ−1∞ par un ope´rateur spectral on
aurait pu s’attendre a` une sous- ou sur-re´gularisation qui aurait produit une rejection moins efficace sur
une bande spe´cifique de fre´quences. Ce possible inconve´nient n’est donc pas soutenu par la structure
de la FEP calcule´e.
5.8.2.1 Rapidite´ de convergence
Il est aussi fondamental de quantifier le nombre d’ite´rations ne´cessaires pour obtenir des niveaux
de performance concurrentiels. Avec une option d’initialisation consistant a` prendre la dernie`re
solution comme solution de de´part pour le nouveau jeu de donne´es8 , environ 8 ite´rations sont requises
pour garantir des niveaux de performances comparables aux deux premie`res lignes (Σ−1 exacte et
Σ−1 approxime´e) du tableau 5.4. Or, ce nombre est plutoˆt e´leve´, du moins en comparaison avec ce que
les simulation de [Yang et al., 2006] l’aurait pu faire attendre. Dans leur cas, 3-4 ite´rations s’ave`rent
suffisantes.
La simulation du FD-PCG-LQG avec 5 ite´rations par trame conduit a` des performances assez
faibles en comparaison avec la performance obtenue avec 8 ite´ration, qui permet une augmentation
de 20% de rapport de Strehl. La Fig. 5.13-droite montre cet effet. On peut appre´cier la diffe´rence
8De´nomme´e dans la litte´rature par warm restart.
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FIG. 5.13 – Performance du FD-PCG-LQG en fonction de la magnitude ou du nombre d’ite´rations.
de complexite´ entre 4 et 9 ite´rations sur la Fig. 5.9. L’ide´al serait de converger plus rapidement en
travaillant notamment sur le pre´-conditionneur.
5.9 Extensions aux OA grand champ
La commande LQG pre´sente´e au chapitre 4 est issue des approches de [Le Roux, 2003] et
[Petit, 2006]. La structure particulie`re du mode`le d’e´tat, notamment la pre´sence d’occurrences de
phase de la turbulence a` la place d’occurrences de phase re´siduelle, celle ci uniquement de´finie sur la
pupille et pas en altitude, a e´te´ a` l’origine choisie pour pouvoir se ge´ne´raliser aux OA grand champ.
Cette formulation initiale propose´e par [Le Roux, 2003] a e´te´ ensuite applique´e sur un banc optique
par [Petit, 2006] en OA classique puis OA hors-axe et plus re´cemment applique´e par [Costille, 2009]
sur un banc d’OA multi-conjugue´e. Se re´fe´rer a` l’introduction au chapitre 4 pour une discussion plus
e´largie.
5.9.1 Complexite´ calculatoire
La complexite´ calculatoire des syste`mes d’OA grand champ va croissant avec la complexite´
des syste`mes eux-meˆmes, c’est-a`-dire, avec le nombre de directions d’analyse, de MD, de couches
estime´es, le nombre de modes par couche, la nature des mesures (NGS/LGS) et le nombre de
directions d’inte´reˆt.
Afin de simplifier la discussion, la complexite´ calculatoire pour un cas d’OAMC de re´fe´rence,
sous hypothe`se que l’approche FD-PCG-LQG est ge´ne´ralisable a` ce cas applicatif, est pre´sente´e sur la
Fig. 5.14 ou` les expressions du le tableau 5.2 sont utilise´es ; trois directions d’analyse, deux altitudes
de conjugaison et cinq couches estime´es en altitude sont conside´re´es en fonction du nombre de degre´s
de liberte´.
Les gains apporte´s par l’application d’une commande LQG avec une implantation nume´rique
optimise´e du type propose´ dans ce chapitre est d’environ deux ordres de grandeur. Ceci est un facteur
non ne´gligeable, d’autant plus que la complexite´ d’un syste`me d’OAMC est ramene´e quasiment a`
celle d’un syste`me d’OA classique de taille ELT. Il reste bien-suˆr a` tester et valider en simulations
re´alistes les tendances e´nonce´es.
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FIG. 5.14 – Complexite´ calculatoire de la commande LQG modale et zonale. Les couˆts calculatoires
de la nouvelle approche FD-PCG-LQG sont aussi trace´s pour comparaison. Les lois applique´es
sont de´taille´es dans le tableau 5.2. Deux DM, trois ASO et 5 couches estime´es. Pour comparaison,
la complexite´ obtenue pour des syste`me d’OA classique est trace´e dans le cas d’une commande
inte´grateur (VMM).
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5.9.2 Le FD-PCG-LQG en OAMC
La question centrale consiste a` savoir si les approximations que l’on propose pour appliquer la
commande LQG en GNDL peuvent aussi eˆtre ge´ne´ralise´es aux OA grand champ.
Pour re´pondre a` cette question, on va s’appuyer sur la simulation d’un cas simple : simulation
sous base de polynoˆmes de Zernike avec trois directions d’analyse et deux couches estime´es, ou` se
trouvent conjugue´s les MD.
La commande LQG en syste`mes tomographiques (qu’il s’agisse des OA asservies en boucle
ouverte ou boucle ferme´e) fait intervenir la matrice d’erreur d’estimation Σ∞ qui est compose´e, pour
cet exemple particulier, de 2 × 2 sous-blocs de taille nφ, ou` nφ est le nombre total de modes estime´s
dans chaque couche atmosphe´rique. Chaque sous-bloc repre´sente la covariance d’erreur d’estimation
pour une couche particulie`re.
Cette matrice associe par conse´quent aux modes mal-vus un terme d’erreur e´leve´, car la difficulte´
du syste`me a` discerner l’origine de ce type de modes se reporte imme´diatement sur la structure de
Σ∞. Les modes de tip/tilt e´tant les plus e´nerge´tiques, on s’attend donc a` ce que les valeurs de Σ∞
associe´es au TT soient en effet d’amplitude plus importante. Pour une turbulence Kolmogorov ces
deux modes concentrent environ 87% d’e´nergie [Noll, 1976]. La reconstruction est possible graˆce a`
un fort a priori spatial sur la phase.
La Fig. 5.15 illustre ce principe. La matrice Σ∞ a e´te´ calcule´e pour un syste`me d’OA multi-
conjugue´e avec deux miroirs conjugue´s a` {0 ; 13,8}Km et 3 ASO de sept sous-pupilles (line´aire)
chacun. Sont reconstruits 60modes dans la couche au sol et 120 en altitude. La variance d’erreur
d’estimation sur le TT est en effet tre`s e´leve´e, d’a` peu pre`s deux ordres de grandeur plus e´leve´e que
les erreurs associe´es aux autres modes.
Les approches en pseudo-boucle-ouverte permettent pre´cise´ment d’e´viter l’utilisation d’une
matrice de re´gularisation ou` des termes sont corre´le´s entre couches puisque la matrice Σφ est diagonale
par blocs, la phase e´tant suppose´e inde´pendante entre couches.
0 20 40 60 80 100 120 140 160 180
10−4
10−3
10−2
10−1
100
101
polynômes de Zernike [0; 13,8]Km
Diagonale de Σ
∞
, OA tomographique
0 20 40 60 80 100 120 140 160
0
20
40
60
80
100
120
140
160
polynômes de Zernike [0; 13,8]Km
po
lyn
ôm
es
 d
e 
Ze
rn
ike
 [0
; 1
3,8
]K
m
Matrice d’erreur d’estimation Σ
∞
, OA tomographique
FIG. 5.15 – Gauche : diagonale de la matrice de covariance d’erreur pour une occurrence de phase.
Mode´lisation avec une base de polynoˆmes de Zernike. Trois ASO et deux MD conjugue´s des couches
turbulentes au sol et a` 13,8Km. Droite : matrice comple`te. Des corre´lations sont visibles surtout sur
les modes de TT . Simulation gentiment effectue´e par A. Costille.
L’approche FD-PCG-LQG n’utilise pas une base de polynoˆmes de Zernike mais plutoˆt une
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approche zonale. Les a priori sont directement donne´s dans l’espace de Fourier ou` les spectres
de phase et de phase re´siduelle sont relativement bien connus. Il y a donc une voie d’extension
possible qu’il faudra tester. [Neichel et al., 2009] montre la distribution des modes mal-vus en
fonction de leur fre´quence spatiale pour des OA grand champ. Poussant plus loin, les travaux de
[Poyneer et al., 2007] et [Poyneer et al., 2009] sugge`rent que dans l’espace de Fourier les modes sont
de´corre´le´s spatialement et temporellement. De ce fait, le pre´-conditionnement et l’application de la
matrice de re´gularisation pourrait s’effectuer de fac¸on tre`s similaire a` ce qu’on propose a` la section
5.4. Il s’agit d’une voie envisage´e en perspective de ce travail.
La commande LQG s’applique aussi sans modification structurelle aux syste`mes multi-objets.
Pour ceux-ci la version pre´sente´e a` la section 4.4.6 pour les OA boucle ouverte est alors utilise´e.
Le fait de travailler en boucle ouverte n’implique pas directement que la matrice de covariance de
l’erreur soit diagonale par blocs, comme on pourrait le penser a` premie`re vue, ce qui implique que le
cas pre´ce´dent de l’OAMC est le cadre ade´quat.
5.10 Bilan et ouverture
Ce chapitre propose une mise en œuvre de la commande optimale LQG pour les syste`mes d’OA
a` grand nombre de degre´s de liberte´.
L’objectif de ce chapitre est de partir d’une loi de commande optimale pour l’adapter aux GNDL
et non pas de conside´rer des lois sous optimales.
Dans l’approche propose´e ici, de´nomme´e FD-PCG-LQG, les multiplications vecteur-matrice,
de loin les plus lourdes au niveau calculatoire, sont remplace´es par des algorithmes ite´ratifs du
type gradients conjugue´s avec un pre´-conditionneur de´fini dans l’espace de Fourier. L’efficacite´
calculatoire d’une me´thode ite´rative e´tant tre`s fortement lie´e a` la densite´ d’e´le´ments non nuls dans le
syste`me d’e´quations, on a propose´ une approximation creuse de la matrice de covariance de l’erreur
d’estimation, intervenant dans la solution LQG ge´ne´rale. Cette approximation s’ave`re tre`s bien ajuste´e
aux cas teste´s. Les performances obtenues sont e´quivalentes a` celles obtenues sans approximations.
Une comparaison avec la commande LQG de re´fe´rence mode´lise´e sous une base de polynoˆmes de
Zernike a e´te´ mene´e. D’une part on constate que la mode´lisation avec une base zonale permettant
d’obtenir des ope´rateurs creux, n’induit pas de pertes de performance, avec des conditionnements de
matrices plus avantageux ; d’autre part le nouvel algorithme FD-PCG-LQG avec un nombre minimum
de 8 ite´rations par trame atteint une performance quasi e´gale a` celle de la me´thode de re´fe´rence, pour
un syste`me avec 20×20 sous-pupilles (line´aire). Une analyse de robustesse vis-a`-vis de la magnitude
de l’e´toile guide montre aussi que les performances restent compe´titives, malgre´ des diffe´rences qui
s’accentuent en faible flux.
Cet algorithme ouvre la possibilite´ de re´duction conside´rable du nombre de calculs pour des
syste`mes de taille ELT. En perspective, une adaptation aux syste`mes d’optique adaptative multi-
conjugue´e a aussi e´te´ propose´e. Cependant la solution n’a pas e´te´ teste´e.
Une hypothe`se sous-jacente a` tous les de´veloppements effectue´s jusqu’ici dans ce me´moire est
que le miroir est infiniment rapide. Or, cette hypothe`se peut s’ave´rer tre`s restrictive surtout pour les
syste`mes futurs. Le chapitre suivant se penche donc sur la ge´ne´ralisation de la solution LQG aux cas
ou` la dynamique ne peut plus eˆtre ne´glige´e.
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Chapitre 6
Commande optimale en OA pour des
miroirs a` re´ponse non instantane´e
Ou` la commande a` variance minimale de phase re´siduelle est ge´ne´ralise´e aux syste`mes d’OA
avec MD a` dynamique non ne´gligeable. La commande est ensuite illustre´e sur les modes de
tip/tilt du futur te´lescope ge´ant Europe´en et sur le syste`me « woofer-tweeter » de NFIRAOS.
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6.1 Introduction
Ce chapitre de´finit le cadre du proble`me de commande optimale pour des syste`mes d’OA
constitue´s de MD dynamiques a` re´ponse non instantane´e. Ce sujet est la suite naturelle des chapitres
pre´ce´dents. Au chapitre 3, la reconstruction statique de front d’onde a e´te´ traite´e dans le cadre d’un
proble`me de re´gulation a` action inte´grale particulie`rement adapte´ aux GNDL. Dans le chapitre 4 les
bases d’une commande a` variance minimale conside´rant des MD infiniment rapides ont e´te´ pose´es.
Ce proble`me a e´te´ alors inscrit dans l’approche LQG et il a e´te´ montre´ que la commande optimale se
re´duit a` la projection orthogonale de la la phase moyenne pre´dite sur l’espace miroir. Des me´thodes
ite´ratives ont e´te´ propose´es et teste´es au chapitre 5 pour alle´ger un couˆt calculatoire accru, soit pour
les calculs hors-ligne soit en temps-re´el.
Toutes ces approches ont e´te´ mises en place sous l’hypothe`se que la dynamique temporelle du
MD est ne´gligeable par rapport au temps d’inte´gration Ts. On relaˆche donc ici cette hypothe`se.
Les te´lescopes de grande taille, en partie en raison des fortes perturbations auxquelles ils
sont soumis1, emploient des MD pre´-focaux de grande taille physique dans leur train optique
[Hallibert et al., 2006, Arsenault et al., 2006, Gilmozzi et Spyromilio, 2008, Vernet et al., 2008]. Ceci
permet d’atte´nuer le re´sidu de perturbation total a` corriger par les e´tages post-focaux. Dans ce cadre,
les te´lescopes ne sont plus actifs, mais adaptatifs du fait que ces optiques s’adaptent aux conditions de
perturbation qui e´voluent en permanence.
Le peu d’e´tudes disponibles a` l’heure actuelle (par exemple celles de [Riccardi et al., 2004]
et [Gasmi et al., 2008]) montrent, pour des MD pre´-focaux, des caracte´ristiques dynamiques dont
l’impact sur la performance optique est potentiellement ne´gatif mais encore me´connu. Cet impact n’a
jamais non plus e´te´ e´value´ en employant des outils de´die´s.
La de´termination du re´gulateur optimal visant la minimisation un crite`re de performance a` temps
continu a e´te´ l’objet de plusieurs travaux de recherche, notamment ceux de [Paschall et al., 1991] et
[Paschall et Anderson, 1993] et, plus re´cemment, [Looze, 2007, Looze, 2009]. Les deux premiers,
malgre´ l’utilisation de l’approche LQG, ne formulent pas un proble`me a` variance minimale. Les
matrices de ponde´ration du crite`re ont e´te´ choisies arbitrairement de fac¸on garantir un re´sidu infe´rieur
a` λ/20 rms pour chacun des 14 modes de Zernike utilise´s pour la commande modale du syste`me d’OA.
Des pe´nalisations supple´mentaires sont introduites lors de l’e´criture du crite`re de minimisation afin de
rester dans le re´gime line´aire et d’e´viter des excursions trop e´leve´es des actionneurs du MD. Malgre´ la
formulation du proble`me avec une dynamique MD du premier ordre, le chronogramme d’ope´rations
n’est pas pris en compte de fac¸on explicite ou exacte. La formulation e´tant re´alise´e a` temps continu, la
discre´tisation reste a` justifier. Les travaux de Looze montrent quant a` eux qu’a` partir de mode`les LIT
de la perturbation et du MD, la solution, avec une pe´nalite´ additionnelle sur la commande, s’obtient
comme solution d’un proble`me LQG. Cependant, a` cause de la pe´nalite´ ajoute´e, la solution n’est plus
optimale vis-a`-vis du crite`re continu initial, celui de la variance minimale de la phase re´siduelle. Un
aspect essentiel qui est ne´glige´ concerne la structure particulie`re du proble`me pose´ par l’OA, ou` se
meˆlent des mode`les stochastiques de perturbation et mode`les de´terministes des actionneurs. Cet auteur
prend comme point de de´part la construction d’un re´gulateur line´aire par retour d’e´tat. Ceci re´sulte
en un e´tat dont les composantes perdent leur sens physique, un aspect important pour l’analyse et
compre´hension du proble`me et de sa solution. Les effets des retards et du bruit de mesure ne sont pas
se´pare´s ni e´value´s aise´ment.
1Aussi et surtout parce que le nombre de surfaces re´fle´chissantes a e´te´ re´duit pour des observations dans l’infra-rouge
proche [Kendrew et al., 2007].
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L’objectif de ce chapitre est donc de traiter le cas ge´ne´ral de commande
optimale, au sens de la variance minimale de la phase re´siduelle, pour des miroirs
de´formables a` dynamique non ne´gligeable, et ce dans le cadre de l’approche LQG
pre´sente´e au chapitre 4. Cette approche vise a` de´finir un proble`me bien pose´ de
commande optimale en explorant le caracte`re stochastique et de´terministe des
espaces distincts spe´cifique a` l’OA lorsque les miroirs de´formables sont a` re´ponse
non instantane´e.
La solution du proble`me de minimisation du crite`re de variance minimale2 de phase re´siduelle
est pre´sente´e suivie de l’e´valuation de la performance optique face a` des perturbations d’origine
atmosphe´rique et me´canique (auxquelles les ELT sont particulie`rement expose´s).
Tout d’abord, un point important a` souligner : traiter la dynamique des MD au niveau de la boucle
de commande d’OA (du moins jusqu’a` une certaine extension et sous conditions) permet de relaxer
les contraintes impose´es aux fabricants de MD , ce qui conduit a` des de´veloppements techniques
moins exigeants. Cela va de paire avec une re´duction de la complexite´ et donc des couˆts et temps de
fabrication, sans doute un aspect favorable.
Les travaux de [Correia et al., 2008b, Correia et al., 2009b] formulent un proble`me de commande
modale entie`rement a` temps discret a` partir du proble`me hybride temps continu/temps discret. Les
statistiques suffisantes sont de´finies et l’e´quivalence au crite`re continu de´montre´e. Les re´sultats ont
e´te´ ensuite illustre´s pour une dynamique du premier ordre.
On se place donc ici dans un cadre de commande modale. Ce choix est motive´ par la simplification
et re´duction de complexite´ du proble`me sugge´re´e par la ressemblance entre les modes propres des
MD et les bas-ordres des aberrations optiques les plus communes, tels que basculements, de´focus,
astigmatismes.
Comme pre´ce´demment, la se´paration des formes en information comple`te et incomple`te reste
valable. La solution est, par conse´quent, obtenue en deux temps, consistant a` re´soudre 1) un proble`me
de´terministe de commande optimale puis 2) un proble`me d’estimation optimale. De fac¸on se´quentielle,
en partant de la de´finition du crite`re continu de variance de phase re´siduelle minimale, on commence
par le de´velopper puis identifier de la « sortie-crite`re » a` la section 6.2.1. L’obtention de cette sortie
a` partir d’un mode`le d’e´tat discret est re´alise´e a` la section 6.2.2. Ensuite la performance est e´value´e
analytiquement a` la section 6.2.3 en adaptant la me´thode de´crite a` la section 4.4.5.
FIG. 6.1 – ´Etapes de la de´termination de la commande optimale par approche LQG, de la de´finition
du crite`re d’optimisation a` l’e´valuation de performance.
Contrairement a` la solution formule´e pour la commande LQG avec MD infiniment rapides, ou` la
commande optimale consistait juste en une projection orthogonale sur l’espace miroir, le cas traite´
ici n’admet pas de solution aussi simple. La solution est en effet obtenue en re´soluvant une e´quation
2Pour rappel, le crite`re de variance minimale de phase re´siduelle est spe´cialement attractif en OA puisque le rapport de
Strehl est ainsi maximise´ [Herrmann, 1992].
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de Riccati, comme montre´ a` la section 6.2.4. Avec ces de´veloppements, le concept woofer-tweeter
[Brennan et Rhoadarmer, 2006], consistant a` employer deux miroirs pour faire la correction, avec des
dynamiques temporelles et des caracte´ristiques spatiales distinctes, est traite´ de fac¸on aise´e, la solution
e´tablie e´tant ge´ne´ralisable aussi a` ce type de syste`mes, d’ailleurs tre`s en vogue en OA des ELT.
Afin d’e´valuer les performances par d’autres moyens que le code analytique, un simulateur Monte
Carlo du syste`me complet en boucle ferme´e est mis en œuvre. Dans un premier temps, sans erreurs
de mode`le, ce simulateur permet de retrouver les re´sultats analytiques. Pour cela, les mode`les de
perturbation et du MD pris pour la synthe`se de la commande LQG sont conformes a` ceux pris pour
la simulation du syste`me d’OA. C’est le cas cohe´rent. Ce simulateur est aussi utilise´ dans le cas
dit incohe´rent, ou` des se´ries temporelles de perturbation issues de simulations inde´pendantes sont
utilise´es en entre´e. ´Evidemment, les mode`les pris pour la re´solution du proble`me de commande ne
sont pas les meˆmes, mais identifie´s a` partir des donne´es disponibles.
Enfin, une application au syste`me M4 de l’E-ELT [Gilmozzi et Spyromilio, 2008] et au syste`me
woofer-tweeter de NFIRAOS [Herriot et al., 2005, Herriot et al., 2006] sera pre´sente´ en fin de chapitre
ayant pour objectif de montrer la pertinence de l’approche et les avantages de la solution optimale par
rapport a` une approche ne´gligeant la dynamique du MD. ´Etant donne´ que les re´sultats se concentrent,
pour ces cas d’application, sur la correction des modes de TT, la proble´matique des GNDL ne se pose
pas a` ce stade.
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Dans le cas ge´ne´ral ou` la re´ponse transitoire du MD est non ne´gligeable, c’est-a`-dire, pour
les syste`mes a` re´ponse non instantane´e, la synthe`se du re´gulateur optimal s’appuie sur un mode`le
d’e´volution temporelle de la surface re´flectrice du MD. Autrement dit, un mode`le dynamique du MD.
Le crite`re discret e´quivalent inclut alors des e´tats additionnels lie´s a` la perturbation de phase (qu’elle
soit d’origine atmosphe´rique ou pas) et au mode`le dynamique du MD. La synthe`se de la commande
a` VM devient alors un proble`me dont la solution ne peut pas eˆtre de´termine´e inde´pendamment
du mode`le de perturbation, contrairement a` la solution trouve´e pour des MD infiniment rapides au
chapitre 4. Les diffe´rentes e´tapes de l’approche LQG suivie ici sont re´sume´es par la Fig. 6.1.
6.2.1 De´veloppement du crite`re d’optimisation continu
Le crite`re d’optimisation continu est, comme auparavant au chapitre 4, de´fini comme e´tant la
variance minimale de phase re´siduelle. Soit pour rappel
Jc (u) , lim
τ→+∞
1
τ
∫ τ
0
‖φres (t)‖2 dt Crite`re d’optimisation continu (6.1)
ou` ‖φres (t) ‖2 = ‖φtur (t)− φcor (t) ‖2. Le de´coupage en couˆts incre´mentaux Jc(u)k sur une pe´riode
d’e´chantillonnage Ts,
Jc (u)k ,
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)− φcor(t)∥∥2 dt, (6.2)
donne´ a` l’Eq. (4.62), est aussi utilise´ dans la suite pour la pre´sentation de la solution LQG, sachant
que
Jc(u) = lim
M→+∞
1
M
M∑
k=0
Jc(u)k. (6.3)
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On va montrer que le crite`re a` temps continu Jc(u) s’exprime comme la somme de deux
composantes dont une seule de´pend de la commande u ∈ U
Jc (u) = Jtur + J
d
dyn(u). (6.4)
Une forme comparable avait de´ja` e´te´ trouve´e a` la section 4.4, ou` le crite`re continu e´tait alors la somme
de deux composantes : le crite`re discret e´quivalent et l’erreur ultime.
Pour le cas pre´sent, toutefois, les deux termes de l’Eq. (6.4) ont des interpre´tations diffe´rentes. Le
terme Jtur regroupe tous les termes inde´pendants de u, dont font partie diffe´rentes composantes. Le
crite`re e´quivalent discret Jddyn(u) est le re´sultat d’une modification pour se pre´senter sous la forme
Jddyn (u) = lim
M→+∞
1
M
M−1∑
k=0
((
zcritk
)T
Qzcritk + u
T
kRuk + 2
(
zcritk
)T
Suk
)
, Crite`re discret e´quivalent
(6.5)
ou` Q − SR−1ST ≥ 0,et R = RT > 0. Le de´veloppement naturel de l’Eq. (6.1) fait apparaıˆtre une
forme a` temps discret non quadratique. Le crite`re Jddyn(u) est donc un crite`re discret tenant compte
de la pre´sence d’un MD avec dynamique, garantissant l’unicite´ de la solution.
Sachant que l’addition et/ou la soustraction de termes inde´pendants de la commande u ne modifie
pas l’identite´
argmin
u∈U
Jc (u) = argmin
u∈U
Jddyn (u) , (6.6)
alors le re´gulateur synthe´tise´ a` partir du crite`re discret Jddyn (u) est rigoureusement e´gal a` celui que
l’on obtiendrait en minimisant directement le crite`re continu de de´part Jc(u).
Hypothe`se 6.1 Mode`le dynamique de de´formation du MD.
Soit la phase de correction produite par le miroir de´formable
φcor , Np(t), Phase de correction du MD (6.7)
ou` p(t) est la de´formation instantane´e du MD dans une base de fonctions d’influence normalise´es.
Cette hypothe`se sous-entend que, meˆme en pre´sence de dynamique, l’espace engendre´ par le MD est
restreint a` Im(N) – l’espace de phase engendre´ par les fonctions d’influence du MD mesure´es en
re´gime statique.
Par ailleurs, la de´formation instantane´e du MD est donne´e par un syste`me dynamique a` temps
continu, LIT, de la forme{
x˙m(t) = Amxm(t) + Bmu(t)
p(t) = Cmxm(t) +Dmu(t) De´formation instantane´e du MD (6.8)
sous les conditions : (a.) Am est une matrice de stabilite´ (toutes ses valeurs propres sont a` partie
re´elle ne´gative) avec dim(Am) <∞ ; (b.) Le couple (Am, Cm) est observable et (c.) le gain statique
entre u et p existe et est inversible. Sans introduire de restriction supple´mentaire, on suppose ce gain
statique unitaire, i.e. Dm − CmA−1m Bm = I. En pratique, ceci signifie que la matrice d’influence du
miroir, telle qu’obtenue par la proce´dure habituelle consistant a` appliquer successivement un e´chelon
de tension sur chacune des coordonne´es de u et a` mesurer la forme finale re´alise´e par le MD, est de
rang plein et e´gal a` la dimension de u. N
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Remarques : La classe de mode`les propose´e inclut en particulier les mode`les fonde´s sur les modes
propres du MD. Si l’espace engendre´ par le MD n’est pas restreint a` Im(N), ceci obligerait alors a`
l’utilisation d’une matrice N∗ ge´ne´ralise´e auquel cas l’espace engendre´ par les fonctions d’influence
M serait comple´te´ par une composante additionnelle due au comportement dynamique du MD. Cette
variante, certes plus ge´ne´rale, ne sera pas traite´e dans ce me´moire. ◭
Sous l’hypothe`se 6.1, le de´veloppement de la forme quadratique dans l’Eq. (6.1) sur un intervalle
de dure´e Ts, a` l’aide de l’Eq. (6.7), conduit a`
1
Ts
∫ (k+1)Ts
kTs
∥∥φres(t)‖2dt = 1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)− φcor(t)∥∥2 dt
=
1
Ts
∫ (k+1)Ts
kTs
(
φtur(t)Tφtur(t) + p(t)TNTNp(t)− 2φtur(t)TNp(t)
)
dt.
(6.9)
ou` p(t) est de´fini par la proprie´te´ 6.1.
Proprie´te´ 6.1 De´formation instantane´e du MD.
La de´formation instantane´e p(t) du syste`me de´fini par l’Eq. (6.8) est, d’apre`s le lemme 4.1,
exprime´e par
p (t) = CmesAmxm(0) +
∫ t
0
Cme(t−υ)AmBmu(υ)dυ +Dmu(t). (6.10)
Pour une commande constante applique´e par un bloqueur d’ordre ze´ro du type u (t) = uk,
t ∈ [kTs, (k + 1)Ts[, la discre´tisation exacte de p(t) , a` partir de l’Eq. (6.10), est donne´e
par [So¨derstro¨m, 2002]
p (t) = C(t−kTs)Amm xmk +
(
Dm − CmA−1m Bm + Cme(t−kTs)AmA−1m Bm
)
uk. (6.11)
△
En inte´grant l’Eq. (6.9) avec p(t) de´fini par l’Eq. (6.10) on est amene´ a` la proposition suivante.
Proposition 6.1 Trois composantes sont requises pour de´terminer Jddyn(u). Elles sont regroupe´es
dans un nouveau vecteur de sorties, nomme´ sortie-crite`re de´fini par
zcritk ,
 φ¯turk+1ϕ¯turk+1
xmk
 ,
 1Ts
∫ Ts
0 φ
tur (kTs + s) ds
1
Ts
∫ Ts
0 e
sATmCTmNTφtur (kTs + s) ds
xm (kTs)
 , Sortie-crite`re (6.12)
dont les composantes de zcritk correspondent a` :
– φ¯turk+1 : phase moyenne sur la pe´riode suivante a` l’application de la commande uk ;
– ϕ¯turk+1 : moyenne de la phase ponde´re´e par la re´ponse indicielle du MD ;
– xmk : e´tat interne du MD donne´ a` l’Eq. (6.8) discre´tise´ a` l’instant t = kTs.
Il est ainsi possible de de´finir le re´gulateur optimal qui minimise Jc(u) en travaillant entie`rement
a` temps discret.
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Les matrices de ponde´ration de l’approche LQ sont quant a` elles de´finies par
Q ,
 2εNNT 0 00 1ε (I + 2BTmA−Tm A−1m Bm) −I
0 −I Q0
 ≥ 0 , (6.13)
S ,
 −N−A−1m Bm
S0
 , R = R0, (6.14)
avec Q0, S0 et R0 de´finies par
Q0 ,
1
Ts
∫ Ts
0
esA
T
mCTmNTNCmesAmds, (6.15a)
S0 ,
1
Ts
∫ Ts
0
esA
T
mCTmNTN
(
I + CmesAmA−1m Bm
)
ds (6.15b)
R0 ,
1
Ts
∫ Ts
0
(
I + CmesAmA−1m Bm
)T
N
T
N
(
I + CmesAmA−1m Bm
)
ds. (6.15c)
Les inte´grales de ces formes quadratiques sont calcule´es selon la proce´dure de´taille´e au lemme 8.7.
△
Remarques :
1. Les trois composantes de zcrit re´sultent directement du de´veloppement de l’Eq. (6.9) : un terme
faisant intervenir φ¯turk+1, un autre avec xmk et enfin un troisie`me croise´.
2. Dans l’Eq. (6.13), ε > 0 est une constante arbitraire qui n’affecte que des termes inde´pendants
de u pour rendre la matrice P de l’Eq. (4.72) de´finie positive. Autrement dit, cela vise a` garantir
que le proble`me LQ est bien pose´.
3. [Raynaud et al., 2010] montre que le re´sultat obtenu pour les miroirs infiniment rapides se
de´duit de cette solution comme un cas limite. ◭
La de´monstration de la proposition 6.1 est pre´sente´e comme suit : 1) de´veloppement du crite`re
continu de de´part et 2) identification des diverses composantes du crite`re ainsi obtenu, a` savoir des
termes de´pendants et inde´pendants de la commande.
Pour re´sumer le crite`re Jc(u) se de´compose en une partie continue inde´pendante de u et une partie
a` temps discret qui n’est pas une forme quadratique, note´e Jdi (u). Celle-ci doit donc eˆtre modifie´e pour
re´e´crire Jc(u) comme la somme de deux termes Jtur et Jddyn ou` Jtur est inde´pendant de u et Jddyn est
une forme quadratique a` temps discret. La solution LQ requiert de plus la construction d’un mode`le
d’e´tat avec lequel on puisse obtenir la sortie-crite`re de l’Eq. (6.12) et ainsi e´valuer la performance de
la solution e´tablie. Ceci fait l’objet des sections 6.2.2 et 6.2.3. A partir d’un tel mode`le d’e´tat, oriente´
commande, le re´gulateur optimal sera de´termine´.
De´monstration : De´veloppement du crite`re Jc(u) pour l’obtention du crite`re a` temps discret
Jdi .
Soit F la matrice de transfert entre u et p, i.e. F (s) = Cm (sI−Am)−1 Bm +Dm. ´Etant donne´ le
syste`me de´fini par l’Eq. (6.8) et les conditions associe´es, F (0) = Dm − CmA−1m Bm = I. Avec ceci
l’Eq. (6.11) devient
p (kTs + s) = CmesAmxmk +
(
I + CmesAmA−1m Bm
)
uk. (6.16)
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Ceci permet de re´e´crire le second terme du membre de droite dans l’Eq. (6.9) sous la forme
p (kTs + s)
T
N
T
Np (kTs + s) =
[CmesAmxmk + (I + CmesAmA−1m Bm)uk]T NTN
× [CmesAmxmk + (I+ CmesAmA−1m Bm)uk]
= xm,Tk
(
esA
T
mCTmNTNCmesAm
)
xmk
+ 2xm,Tk
[
esA
T
mCTmNTN
(
I + CmesAmA−1m Bm
)]
uk
+ uTk
[(
I + CmesAmA−1m Bm
)T
N
T
N
(
I + CmesAmA−1m Bm
)]
uk.
(6.17)
En inte´grant sur t ∈ [kTs, (k + 1)Ts[, il vient
1
Ts
∫ (k+1)Ts
kTs
p (t)T NTNp (t) dt = (xmk )
T Q0x
m
k + 2 (x
m
k )
T S0uk + u
T
kR0uk, (6.18)
avec Q0, S0 et R0 de´finis par l’Eq. (6.15).
De meˆme, pour le terme plus a` droite de l’Eq. (6.9),
φtur(kTs + s)
T
Np(kTs + s) = φ
tur(kTs + s)
T
N
[CmesAmxmk + (I + CmesAmA−1m Bm)uk]
= φtur(kTs + s)
T
NCmesAm
(
xmk +A−1m Bmukuk
)
+ φtur(kTs + s)
T
Nuk.
(6.19)
En inte´grant sur t ∈ [kTs, (k + 1)Ts[, on obtient
1
Ts
∫ (k+1)Ts
kTs
p (t)T NTφtur (t) dt = uTkN
Tφ¯turk+1 +
(
xmk +A−1m Bmuk
)T
ϕ¯turk+1, (6.20)
ou`
φ¯turk+1 =
1
Ts
∫ Ts
0
φtur (kTs + s) ds, (6.21)
est la phase moyenne sur un intervalle de dure´e Ts et
ϕ¯turk+1 =
1
Ts
∫ Ts
0
esA
T
mCTmNTφtur (kTs + s) ds, (6.22)
est le terme re´sultant du produit croise´ du de´veloppement du crite`re quadratique.
Ceci conclut la premie`re partie de la de´monstration. 
L’e´quation. (6.1) peut donc eˆtre e´crite comme la somme de deux composantes (distinctes de celles
de l’Eq. (6.4)) :
Jc(u) = lim
τ→+∞
1
τ
∫ τ
0
∥∥φtur (t)∥∥2 dt+ Jdi (u) (6.23)
ou`
Jdi (u) , lim
M→+∞
1
M
M∑
k=0
(
zcritk
)T
Qixk + 2
(
zcritk
)T
Suk + u
T
kRuk, (6.24)
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avec
Qi ,
 0 0 00 0 −I
0 −I Q0
 , S ,
 −N−A−1m Bm
S0
 , R , R0 > 0. (6.25)
Le crite`re Jdi (u) est celui qui sera utilise´ lors de l’e´valuation de Jc(u), pour des raisons de simplicite´
de calcul.
La concate´nation dans une matrice Pi, qu’on appelle la matrice de ponde´ration du crite`re
incomplet
Pi ,
(
Qi S
ST R
)
 0, (6.26)
n’est pas de´finie positive : sous cette forme, les conditions suffisantes pour garantir l’unicite´ de la
solution a` ce proble`me ne sont pas re´unies.
L’indice i indique que ce crite`re, ne de´finissant pas une forme quadratique, est conside´re´
incomplet. Ne´anmoins, cette incomple´tude n’empeˆche pas que ce crite`re soit utilise´ pour l’e´valuation
de performance.
La valeur du couˆt incre´mental associe´ a` Jdi (u) s’e´crit sous forme matricielle,
Jdi (u)k =

φ¯turk+1
ϕ¯turk+1
xmk
uk

T(
Qi S
ST R
)
φ¯turk+1
ϕ¯turk+1
xmk
uk
 . (6.27)
Puisque le crite`re de´fini par l’Eq. (6.24) n’est pas une forme quadratique, une condition suffisante
pour garantir l’unicite´ de la solution LQG, des termes de ponde´ration additionnels sont associe´s aux
composantes de l’e´tat inde´pendants de la commande u (dans la partie supe´rieure gauche de la matrice
Pi, soit donc Qi) pour que la positivite´ soit ve´rifie´e. Les termes rajoute´s sont ensuite enleve´s avant le
calcul final de performance.
Proprie´te´ 6.2 Crite`re discret e´quivalent.
∃ ε > 0 tel que
Q , Qi +Qε ,
 0 0 00 0 −I
0 −I Q0
+
 2εNNT 0 00 1ε (I + 2BTmA−Tm A−1m Bm) 0
0 0 0
 ≥ 0, (6.28)
conduise a`
P ,
(
Q S
ST R
)
≥ 0. (6.29)
△
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En partant de la proprie´te´ 6.2, le crite`re donne´ par l’Eq. (6.2) devient par conse´quent
Jc (u)k =
1
Ts
∫ (k+1) Ts
kTs
‖φres (t)‖2 dt
=
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)∥∥2 dt+ Jdi (u)k
=
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)∥∥2 dt+

φ¯turk+1
ϕ¯turk+1
xmk
uk

T(
Qi S
ST R
)
φ¯turk+1
ϕ¯turk+1
xmk
uk

=
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)∥∥2 dt+ Jε(u)k︸ ︷︷ ︸+
(
zcrit
uk
)T(
Q S
ST R
)(
zcrit
uk
)
︸ ︷︷ ︸ . (6.30)
Jtur(u)k J
d
dyn(u)k
ou`, par analogie avec les Eqs. (6.2) et (6.5), Jtur(u)k est le couˆt e´le´mentaire de Jtur tandis que
Jddyn(u)k est associe´ a` Jddyn. Celui-ci de´finit bien une forme quadratique, condition essentielle a` la
re´solution du proble`me de commande a` variance minimale. Apre`s des manipulations alge´briques
e´le´mentaires, il vient
Jtur = E
{‖φtur(t)‖2}+ E {Jε(u)k} , (6.31)
ou`
E
{‖φtur(t)‖2} = lim
τ→+∞
1
τ
∫ τ
0
∥∥φtur (t)∥∥2 dt, (6.32)
et
Jε(u)k =
(
zcrit
uk
)T(
Qε 0
0 0
)(
zcrit
uk
)
, (6.33)
Il reste
Jddyn(u)k =
(
zcrit
uk
)T(
Q S
ST R
)(
zcrit
uk
)
. (6.34)
La composante Jε(u)k ne correspond donc a` rien d’autre qu’a` la contribution apporte´e par les termes
rajoute´s a` la matrice Q par l’inclusion de Qε dans l’Eq. (6.28) afin que la positivite´ de P dans
l’Eq. (6.29) soit assure´e . L’espe´rance de l’Eq. (6.30) est ainsi, presque suˆrement e´gale a` l’Eq. (6.4).
De´monstration : Positivite´ du crite`re discret e´quivalent Jddyn(u).
Puisque l’Eq. (6.18) est par construction positive ou nulle (il s’agit en effet de l’inte´grale d’une
forme non ne´gative), il en va de meˆme de la forme quadratique associe´e :
P0 ,
(
Q0 S0
ST0 R0
)
≥ 0. (6.35)
Supposons que (6.18) soit nulle pour (xmk , uk). Puisque NTN est inversible et p(t) est une fonction
continue sur l’intervalle [kTs, (k + 1)Ts[ (en tant que sortie d’un mode`le continu avec entre´e
constante), il en de´coule que p (t) et toutes ses de´rive´es a` droite en t = kTs doivent eˆtre
ne´cessairement nulles. Autrement dit,
pk = p (kTs) = Cmxmk +Dmuk = 0, (6.36)
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∀i > 0, d
ip
dti
(kTs)
+ = CmAimxmk + CmAi−1m Bmuk = 0. (6.37)
Cette dernie`re identite´ montre que ∀i > 0, Amxmk + Bmuk ∈ ker
(CmAim), ce qui e´quivaut a` dire
que Amxmk + Bmuk est une condition initiale non observable de (Am, Cm). Puisque (Am, Cm) est
observable, Amxmk + Bmuk = 0, ceci implique que (xmk , uk) est un point d’e´quilibre de l’Eq. (6.8).
Sous l’hypothe`se que le gain entre u et p est unitaire, pour ce point d’e´quilibre Cmxmk + Dmuk = 0
et uk = 0. Il en re´sulte d’abord que xmk est une condition initiale inobservable pour (Am, Cm), et
finalement que (xmk , uk) = 0, ce qui contredit l’hypothe`se de de´part. Donc P0 > 0.
Puisque P0 > 0, on peut trouver une constante ε > 0 telle que P0 > εI. En utilisant le comple´ment
de Schur et le lemme 8.3, avec des manipulations e´le´mentaires de matrices, on ve´rifie que P ≥ 0. Ceci
conclut la de´monstration. 
6.2.2 Construction du mode`le d’e´tat pour la commande
En suivant la meˆme de´marche qu’au chapitre 4, la solution en information comple`te est traite´e
en premier, puisque cela re´sout le proble`me de´terministe d’obtention du gain de commande optimale.
Cette construction s’appuie sur l’hypothe`se suivante :
Hypothe`se 6.2 Mode`le dynamique perturbation de phase.
La perturbation (atmosphe´rique ou autre) peut eˆtre obtenue comme sortie d’un mode`le line´aire
stochastique et invariant dans le temps (LIT), de la forme{
x˙tur(t) = Aturxtur(t) + η(t)
φtur(t) = Cturxtur(t) , Mode`le d’e´volution de perturbation (6.38)
ou` l’entre´e η(t) est un bruit blanc gaussien de de spectre Ση. N
La proposition 6.1 permet de ramener la de´termination de la commande optimale a` un proble`me
de synthe`se LQG standard, avec une solution unique et constructible. Plus pre´cise´ment, avec la
sortie-crite`re de l’Eq. (6.12) et les matrices de ponde´ration LQ de l’Eq. (4.72), le re´gulateur optimal
minimisant le crite`re e´quivalent a` temps discret Jddyn(u) dans l’Eq. (6.4) sera de´termine´ et ensuite la
valeur du crite`re quantifie´e.
Sous l’hypothe`se 6.2, on pourra de´finir le syste`me dynamique standard a` temps discret
xk+1 = Adxk + Bduk + Γdvk
zk = Cdxk +Dduk + wk
zcritk = Ccritxk
, Mode`le d’e´tat pour la commande (6.39)
ou` l’e´tat xk contient, entre autres, une version discre´tise´e du mode`le d’e´volution de la perturbation
de l’Eq. (6.38) a` partir duquel on obtient φ¯turk et ϕ¯turk . Les composantes de l’e´tat seront de´termine´es
d’abord en information comple`te. Le passage au cas ge´ne´ral en information incomple`te est ensuite
trivial.
6.2.2.1 En information comple`te
En information comple`te, l’e´tat est parfaitement observe´. Il est alors inutile de garder la deuxie`me
ligne de l’Eq. (6.39) qui ne sert qu’a` la construction de la mesure.
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En information comple`te, le re´gulateur optimal LQ se met sous la forme [Anderson et Moore, 1995a]
uk , −K∞xk, Re´gulateur optimal (6.40)
ou` K∞ est donne´ pour rappel par
K∞ = (R+ BTdP∞Bd)−1 (BTdP∞Ad + (Ccritd )TS) . (6.41)
La matrice P∞ est la solution unique de l’e´quation de Riccati de commande
P∞ = (Ccritd )TQCcritd +ATdP∞Ad−
(
ATdP∞Ad + (Ccritd )TS
)(
R+ BTd P∞Bd
)−1 (BTd P∞Ad + STCcritd ) .
(6.42)
Proposition 6.2 Un vecteur d’e´tat dans l’Eq. (6.39) de la forme
xk ,

xturk+1
φ¯turk+1
ϕ¯turk+1
xmk
 (6.43)
ou` les trois dernie`res composantes correspondent a` zcrit, avec
Ad ,

eTsAtur 0 0 0
Ξ 0 0 0
Θ 0 0 0
0 0 0 eTsAm
 , Bd ,

0
0
0
A−1m (eTsAm − I)Bm
 , Γd ,

I 0 0
0 I 0
0 0 I
0 0 0
 ,
(6.44)
Cd , D
(
0 I −N ) , Dd , 0, (6.45)
et enfin
Ccritd ,
 0 I 0 00 0 I 0
0 0 0 I
 , (6.46)
permet d’obtenir les observations z et la sortie zcrit.
Le vecteur xtur dans ce chapitre est, par commodite´, rede´fini comme l’e´tat du mode`le de phase
turbulente, alors qu’au chapitre 5 il correspondait au sous-e´tat regroupant toutes les occurrences de
phase turbulente). △
De´monstration : Construction du mode`le d’e´tat de la proposition 6.2.
Du fait que la sortie-crite`re zcrit (Eq. (6.12)) inclut de´sormais des variables additionnelles lie´es
soit a` la perturbation soit au mode`le dynamique du MD, le mode`le d’e´tat de l’Eq. (6.39) a e´te´ e´tendu
et comple´te´ en conse´quence.
La construction du mode`le d’e´tat est telle que le crite`re Jddyn de l’Eq. (6.34) puisse eˆtre obtenu en
sortie du mode`le d’e´tat de l’Eq. (6.39). A cette fin, l’obtention des trois composantes du crite`re sont
de´taille´es se´pare´ment ci-dessous. L’ide´e sous-jacente consiste a` utiliser la sortie du syste`me (6.38)
afin d’obtenir φ¯turk+1, ϕ¯turk+1 et enfin xmk .
Phase moyenne φ¯turk+1 sur t ∈ [kTs, (k + 1)Ts[ :
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La solution de l’e´quation diffe´rentielle
r˙tur(t) =
1
Ts
φtur, (6.47)
s’e´crit sous la forme inte´grale
rtur(t) =
1
Ts
∫ t
0
φtur(s)ds =
Ctur
Ts
∫ t
0
xtur(s)ds, (6.48)
ou` la dernie`re e´galite´ utilise la deuxie`me ligne de l’Eq. (6.38).
Soit maintenant le mode`le d’e´tat a` temps continu de´fini par(
x˙tur
r˙tur
)
=
( Atur 0
Ctur
Ts
0
)(
xtur
rtur
)
+
(
η
0
)
, (6.49)
ou` η(t) est un bruit d’e´tat continu de spectre Ση. La premie`re e´quation correspond a` la premie`re
e´quation de (6.38) tandis que la deuxie`me correspond a` l’Eq. (6.47).
En utilisant le lemme 4.2 pour la discre´tisation exacte de l’Eq. (6.49), on obtient le syste`me
stochastique d’e´quations aux diffe´rences(
xturk+1
rturk+1
)
=
(
eTsAtur 0
Ctur
Ts
A−1tur
(
eTsAtur − I) I
)(
xturk
rturk
)
+
(
vk
vrk
)
, (6.50)
ou` la matrice de transition provient de
exp
[
Ts
( Atur 0
Ctur
Ts
0
)]
=
(
eTsAtur 0
Ctur
Ts
A−1tur
(
eTsAtur − I) I
)
, (6.51)
apre`s application des lemmes 8.1- 8.2.
Par construction, les e´quations d’e´tat de ce syste`me sont
xturk+1 = e
TsAturxturk + vk (6.52a)
rturk+1 =
1
Ts
∫ (k+1)Ts
0
φtur (t) dt
=
1
Ts
∫ (k+1)Ts
kTs
φtur (t) dt+
∫ kTs
0
φtur (t) dt
=
1
Ts
CturA−1tur
(
eTsAtur − I)xturk + ∫ kTs
0
φtur (t) dt
= φ¯turk+1 +
∫ kTs
0
φtur (t) dt, (6.52b)
compte tenu du re´sultat avance´ a` l’Eq. (6.48). De fac¸on a` ne retenir que la partie de l’inte´grale qui
correspond aux instants t ∈ [kTs, (k + 1)Ts], par identification directe on obtient donc le syste`me(
xturk+1
φ¯turk+1
)
=
(
eTsAtur 0
Ctur
Ts
(
eTsAtur − I) 0
)(
xturk
φ¯turk
)
+
(
vk
vrk
)
, (6.53)
qui a bien φ¯turk+1 comme sortie.
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Phase moyenne ponde´re´e ϕ¯turk+1 sur t ∈ [kTs, (k + 1)Ts[ :
Le meˆme raisonnement s’applique pour le calcul de la moyenne ponde´re´e de la phase. Soit cette
fois-ci le syste`me(
x˙tur
s˙tur
)
=
(
Atur 0
1
Ts
eTsA
T
mCTmNTCtur −ATm
)(
xtur
stur
)
+
(
η
0
)
. (6.54)
Par construction, stur est la solution de l’e´quation inte´grale
stur (t) = e−tA
T
mstur (0) +
∫ t
0
e−A
T
m(t−s)Mφtur (s) ds, (6.55)
ou` M = 1Ts e
TsATmCTmNT. Aux instants d’e´chantillonnage, sturk correspond a`
sturk = e
−kTsATmstur (0) +
∫ kTs
0
e(t−kTs)A
T
mMφtur (t) dt. (6.56)
L’exponentielle de la matrice de transition dans l’Eq. (6.54) n’admet pas, comme pre´ce´demment
a` l’Eq. (6.51), d’expression analytique simple. Mais comme cette matrice est bloc-diagonale, elle est
de la forme
exp
[
Ts
(
Atur 0
1
Ts
eTsA
T
mCTmNTCtur −ATm
)]
=
(
eTsAtur 0
Θ (Atur,Am,MCtur, Ts) e−TsATm
)
, (6.57)
ou` Θ est un terme a` de´terminer. Les e´quations d’e´tat du syste`me de l’e´quation aux diffe´rences
correspondante sont
xturk+1 = e
TsAturxturk + vk = e
TsAturxturk + vk, (6.58a)
sturk+1 = Θ(Atur,Am,MCtur, Ts)xturk + e−TsA
T
msturk + v
s
k. (6.58b)
Soit maintenant le mode`le(
xturk+1
ϕ¯turk+1
)
=
(
eTsAtur 0
Θ(Atur,Am,MCtur, Ts) 0
)(
xturk
ϕ¯turk
)
+
(
vk
vsk
)
. (6.59)
Il en de´coule, comme pre´ce´demment que
ϕ¯k+1 = Θ(Atur,Am,MCtur, Ts)xturk + vsk = sturk+1 − e−TsA
T
msturk
= e−(k+1)TsA
T
mstur (0) +
∫ (k+1)Ts
0
e(t−(k+1)Ts)A
T
mMφtur (t) dt
− e−TsATm
(
e−kTsA
T
mstur (0)−
∫ kTs
0
e(t−kT )A
T
mMφtur (t) dt
)
=
∫ (k+1)Ts
kTs
e(t−(k+1)Ts)A
T
mMφtur (t) dt
=
∫ (k+1)Ts
kTs
e(t−(k+1)Ts)A
T
m
1
Ts
eTsA
T
mCTmNTCturφtur (t) dt
=
∫ (k+1)Ts
kTs
e(t−kTs)A
T
m
1
Ts
CTmNTCturφtur (t) dt. (6.60)
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Par le meˆme principe utilise´ lors de l’obtention de la phase moyenne, la sortie de ce syste`me
produit des inte´grales de la forme 1Ts
∫ Ts
0 e
sATmCTmNTφtur (kTs + s) ds. Les formules de´finissant ϕturk
correspondent a` des inte´grales de convolution en temps re´trograde. Elle peut ainsi eˆtre conside´re´e
comme une variable duale [Raynaud et al., 2010].
En regroupant les deux, les matrices Ξ et Θ sont de´termine´es par la discre´tisation exacte du mode`le
d’e´tat a` temps continu {
x˙turc (t) = Acxturc (t) + η(t)
z(t) = Ccxturc (t)
(6.61)
ou`  x˙turr˙tur
s˙tur
 =
 Atur 0 01
Ts
Ctur 0 0
1
Ts
eTsA
T
mCTmNTCtur 0 −ATm
 xturrtur
stur
+
 η0
0
 , (6.62)
avec
Cc ,
 I 0 00 I 0
0 0 I
 , Dc = 0, (6.63)
comme cela vient d’eˆtre de´montre´. Par conse´quent
Ξ ,
(
I 0 0
)
eTsAc
(
0 I 0
)T
, (6.64)
Θ ,
(
I 0 0
)
eTsAc
(
0 0 I
)T
, (6.65)
et finalement
Σv ,
∫ Ts
0
etAc
(
I 0 0
)
Ση
(
I 0 0
)T
etA
T
c dt. (6.66)
La solution des inte´grales de formes quadratiques du type de l’Eq. (6.66) est obtenue en utilisant le
lemme 8.7 qui permet de calculer les variances des bruits discrets e´quivalents.
L’e´tat interne du MD :
La discre´tisation exacte de l’e´tat interne du MD est trouve´e en appliquant le lemme 4.2. Il vient
donc
xmk+1 = e
TsAmxmk +A−1m (eTsAm − I)Bmuk, (6.67)
ou` le second terme est trouve´ par l’application de la proprie´te´ 6.1.
Les composantes de l’e´tat xk :
Finalement, l’e´tat complet inclut la phase instantane´e xturk a` partir de laquelle les phases moyenne
et ponde´re´e sont de´termine´es et l’e´tat interne du MD. Les trois dernie`res composantes sont ne´cessaires
a` l’e´valuation du crite`re et donc font partie explicite de zkcrit. Ceci e´tant dit, l’e´tat en information
comple`te est donne´ par l’Eq. (6.12). 
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6.2.2.2 En information incomple`te
En information incomple`te, l’e´tat xk n’est plus suppose´ connu. Il est estime´ a` partir des mesures
bruite´es et de´cale´es dans le temps.
L’estime´e x̂k|k−1 a` variance minimale de xk est donne´e par l’espe´rance conditionnelle de l’e´tat
sachant toutes les observations passe´es jusqu’a` l’instant t = kTs ; cette estime´e peut eˆtre obtenue
re´cursivement par l’application du filtre de Kalman [§ 4.3.2].
L’organisation temporelle des ope´rations, explicite´e sur la Fig. 2.14, conduit a` un retard de mesure
Ts. En exploitant cette information, la mesure a` l’instant t = kTs, de´finie par yk , zk+1, est alors
donne´e par
yk = D
1
Ts
∫ (k−1)Ts
(k−2)Ts
(
φtur(t)− Np(t)) dt+ w′k (6.68)
= Dφ¯turk−1 − DN
[Cm
Ts
(
eTsAm − I)A−1m ]xmk−2
− DN
[(Cm
Ts
(
eTsAm − I)A−2m Bm + I)uk−2]+ w′k. (6.69)
Ce re´sultat est tout simplement obtenu en remplac¸ant p(t) par son expression donne´e par
l’Eq. (6.11) et en utilisant la proprie´te´ 6.1.
L’e´criture du syste`me se fait en utilisant une pseudo-mesure zk+1 = yk, en analogie avec ce qui
avait e´te´ propose´ a` la section 4.4.4. L’e´tat et les matrices du mode`le s’e´crivent donc
xk ,

xturk+1
φ¯turk+1
ϕ¯turk+1
xmk
φ¯turk
xmk−1
uk−1

, Ad ,

eTsAtur 0 0 0 0 0 0
Ξ 0 0 0 0 0 0
Θ 0 0 0 0 0 0
0 0 0 eTsAm 0 0 0
0 I 0 0 0 0 0
0 0 0 I 0 0 0
0 0 0 0 0 0 0

, (6.70)
Bd ,

0
0
0
A−1m (eTsAm − I)Bm
0
0
I

, Γd ,

I 0 0
0 I 0
0 0 I
0 0 0
0 0 0
0 0 0
0 0 0

, (6.71)
Cd , D
(
0 0 0 0 I − 1TsNCm
(
eTsAm − I)A−1m −N(CmTs (eTsAm − I)A−2m Bm + I) ) .(6.72)
La matrice de la sortie-crite`re regroupe les deuxie`me, troisie`me et quatrie`me composantes de l’e´tat,
donc
Ccritd ,
 0 I 0 0 0 0 00 0 I 0 0 0 0
0 0 0 I 0 0 0
 . (6.73)
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La commande uk n’utilisera que l’information apporte´e par les observations jusqu’a` l’instant t =
(k − 1)Ts ce qui correspond a` utiliser la dernie`re mesure disponible yk. Par conse´quent le filtre de
Kalman est utilise´ sous la forme pre´dicteur et la commande en information incomple`te s’e´crit
uk = −K∞x̂k|k−1, (6.74)
une expression de´ja` introduite a` l’Eq. (4.23). Notons l’abus de notation qui consiste a` utiliser la meˆme
formulation qu’en information comple`te. Pour commodite´, le gain optimal est interchangeable K∞ ↔( K∞ 0 . . . 0 ) selon qu’on se trouve en information comple`te ou information incomple`te.
L’utilisation d’une pseudo-mesure permet d’affecter le retard de mesure supple´mentaire a` la
commande par le biais de l’e´criture du filtre sous la forme de l’Eq. (6.74). Une formulation plus
compacte est ainsi obtenue, rigoureusement e´quivalente a` celle ou` les deux retards de la boucle d’OA
auraient e´te´ explicitement pris en compte. Ce retard additionnel impose´ lors de la de´termination de
la commande utilise, de fac¸on tout a` fait e´quivalente, Yk et non Zk−1, comme cela est de´taille´ a` la
section 4.4.4.
Une version qui prend en compte directement la mesure yk se trouve dans [Correia et al., 2008b].
Celle-ci implique l’utilisation d’un mode`le avec un e´tat de plus grande dimension, ce qui soule`ve des
questions lie´es au de´ploiement temps re´el. Cette version est ne´anmoins d’un abord plus aise´ vu que la
vraie mesure yk est incorpore´e telle quelle sans passer par zk−1.
Une extension tout a` fait pertinente consiste a` utiliser des retards diffe´rents de 1 - on parle alors
du cas asynchrone pas opposition au cas synchrone entre mesure et commande. Ceci est plus re´aliste
du point de vu des syste`mes d’OA pour lesquels les retards sont tre`s rarement exactement e´gaux a`
l’unite´. Le mode`le pre´sente´ ici e´tant ge´ne´ralisable sans difficulte´ majeur a` ce cas de figure, le re´sultat
principal se trouve dans [Raynaud et al., 2010].
A ce stade, une repre´sentation globale existe pour le cas en information comple`te et pour
l’information incomple`te. L’application en temps re´el a de´ja` e´te´ de´taille´ a` la section 5.2, ou` une
indexation spe´cifique permet de bien e´chelonner l’enchaıˆnement correcte des diverses ope´rations.
6.2.3 ´Evaluation de performance
L’e´valuation de performance pour le cas des syste`mes avec MD infiniment rapides est traite´e dans
la section 4.4.5. La de´marche qu’on suit ici est tout a` fait similaire.
Reprenons le crite`re a` temps continu donne´ par l’ Eq. (6.1). Puisque φtur est un proces-
sus ergodique, 3 sa variance empirique converge presque suˆrement vers sa variance the´orique
[Gikhman et Skorokhod, 2006] :
lim
τ→+∞
1
τ
∫ τ
0
∥∥φtur (t)∥∥2 dt p.s.= E(∥∥φtur (t)∥∥2) , (6.75)
a` tout instant t, y compris aux instants d’e´chantillonnage t = kTs, k ∈ N. On en de´duit
lim
τ→+∞
1
τ
∫ τ
0
∥∥φtur (t)∥∥2 dt p.s.= trace{φ(kTs)φ(kTs)T}
p.s.
= trace
{
Cturx
tur
k (x
tur
k )
TCTtur
}
p.s.
= trace
{(
C′turC′TturΣx
)}
, (6.76)
3
´Etymologie : ergodique est compose´ a` partir des racines grecques ergon travail etodos route, issue. Un processus est
dit ergodique si ses proprie´te´s statistiques (telles que la moyenne et variance) peuvent eˆtre de´duites a` partir d’un unique
e´chantillon suffisamment long.
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ou` C′tur ,
( Ctur 0 0 0 0 0 0 ). L’e´valuation de l’Eq. (6.76) et donc de Σx, ne´cessite de
connaıˆtre les covariances des termes croise´s de l’e´tat. C’est l’objet des de´veloppements qui suivent.
Le crite`re de l’Eq. (6.4) peut eˆtre conside´re´ l’espe´rance d’une forme quadratique. Donc, en
utilisant les Eqs. (6.23-6.24), avec zcrit = Ccritxk|k−1, Jc(u) s’e´crit
Jc(u)
p.s.
= E
(∥∥φtur (t)∥∥2)+ E((zcritk )TQizcritk + uTkRuk − 2 (zcritk )T Suk)
p.s.
= E
(∥∥φtur (t)∥∥2)+ E(xTk ((Ccrit)TQiCcrit) xk + uTkRuk − 2xTk (Ccrit, TS)uk)
p.s.
= E
(∥∥φtur (t)∥∥2)+
E
(
xTk
(
(Ccrit)TQiCcrit
)
xk + xˆ
T
k|k−1KTRKxˆk|k−1 + 2xTk
(Ccrit)T SKxˆk|k−1) .
(6.77)
A partir de ce point on reprend l’analyse re´alise´e a` la section 4.4.5.
Le second re´sultat de la proprie´te´ 4.5 et les Eqs. (6.76-6.77) permettent d’e´crire le crite`re a` temps
continu Jc(u) comme
Jc(u)
p.s.
= E
(
xTfWxf
)
p.s.
= E
((
xk
x̂k|k−1
)T( C′turC′Ttur + (Ccrit)TQiCcrit (Ccrit)TSK
KTSTCcrit KTRK
)(
xk
x̂k|k−1
))
p.s.
= trace (WΣf) . (6.78)
A noter l’utilisation de la matrice Qi au lieu de Q dans l’Eq. (6.78). Ceci permet de regrouper
directement le deuxie`me et troisie`me termes de l’Eq. (6.30).
En re´sume´, les matrices Q, R, S, le re´gulateur K∞ et le gain de l’observateur ont e´te´ L∞
de´termine´s. Dans le cas optimal, ces deux derniers requie`rent la re´solution des e´quations de Riccati
associe´es. A partir de l’Eq. (6.78) le crite`re de performance Jc(u) peut eˆtre e´value´ soit pour le cas
optimal soit pour des cas sous-optimaux, a` l’appui de l’Eq (6.78). Ce calcul analytique permet : a) de
synthe´tiser le re´gulateur optimal pour les OA dont la dynamique du MD ne peut pas eˆtre ne´glige´e et
b) d’e´valuer l’impact des diffe´rents parame`tres du syste`me sur la performance finale (en variance de
phase re´siduelle). Cela peut eˆtre utile lors de la conception des syste`mes d’OA et de la de´finition des
budget d’erreur associe´s.
6.2.3.1 ´Energie de commande
L’e´nergie de commande de´finie par
En(u) , E
{‖uk‖2} , trace(E{ukuTk}) , (6.79)
peut se calculer en utilisant l”identite´ presque suˆre
En(u)
p.s.
= trace
{
K∞ΣxˆKT∞
}
, (6.80)
ou` Σxˆ est la matrice de covariance de l’e´tat estime´ de´termine´e par la solution de l’e´quation de
Lyapunov associe´e (lemmes 8.5 et 8.6).
186 Commande optimale en OA pour des miroirs a` re´ponse non instantane´e
De´monstration : Energie de commande.
La commande uk e´tant uk = −Kx̂k|k−1, alors
En(uk) = E
(
uku
T
k
)
(6.81)
= K∞ E
(
x̂k|k−1x̂Tk|k−1
)
KT∞ (6.82)
= K∞ΣxˆKT∞ (6.83)
L’e´nergie de commande correspond a` la somme sur toutes les composantes
∑
i≥1 uiu
T
i , d’ou`
l’expression annonce´e. 
6.2.4 Re´gulateur optimal et re´gulateurs sous-optimaux
Deux solutions de re´fe´rence ont e´te´ analyse´es, a` savoir :
1. Solution VM optimale
2. Simple projection de la phase moyenne estime´e sur l’espace miroir. Cette solution e´tait optimale
pour des miroirs infiniment rapides
Solution VM :
En information comple`te, le re´gulateur optimal LQ se met sous la forme (6.40), soit pour rappel
uk , −K∞xk, (6.84)
avec K∞ donne´ par l’Eq. (6.41), de´termine´ a` partir de la solution unique de l’e´quation de Riccati
alge´brique de l’Eq. (6.42).
En information incomple`te, la commande optimale consiste en un retour d’e´tat reconstruit par
le filtre de Kalman (sous forme pre´dicteur ou estimateur selon les conside´rations faites auparavant),
comme de´fini par l’Eq. (4.23), ou` l’e´tat estime´ x̂k|k−1 remplace xk.
Projection de phase sur l’espace miroir :
Des re´gulateurs sous-optimaux peuvent eˆtre conside´re´s. L’un d’entre eux est celui qui avait e´te´
trouve´ au chapitre 4 a` la section 4.4 et qui e´tait optimal en cas de re´ponse du MD infiniment rapide.
uk = −
(
N
T
N)−1NTφ¯turk+1 = −Ksous-optxk. Re´gulateur sous-optimal (6.85)
Pour rappel, la projection orthogonale sur l’espace miroir e´tait alors la solution optimale.
6.3 Le concept woofer-tweeter
Le concept du woofer-tweeter4 en OA consiste a` corriger la perturbation avec un correcteur
optique a` double e´tage [Brennan et Rhoadarmer, 2006]. Le woofer corrige les basses fre´quences
spatiales, dont l’e´volution temporelle est plus lente et l’amplitude plus importante (section 2.3.2.3).
4Terme anglais preˆte´ aux syste`mes acoustiques dont la traduction en franc¸ais serait « haut-parleur grave-aigu », tr. de
l’aut.
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En comple´ment le tweeter corrige la partie duale de la perturbation, a` savoir les hautes fre´quences
spatiales qui e´voluent plus rapidement et dont l’amplitude est bien plus faible. Ce second e´tage corrige
aussi la perturbation re´manente apre`s l’action du premier. Par conse´quent, dans le cas ge´ne´ral, ces deux
miroirs engendrent des espaces de correction qui se chevauchent - Fig. 6.2.
FIG. 6.2 – Espaces de correction engendre´s par le woofer et le tweeter. Les indices t et w se re´fe`rent
au tweeter et au woofer respectivement. L’espace de correction commun peut eˆtre de´compose´ sur
plusieurs modes, dont le TT. Celui-ci est un sous-espace de l’espace commun, qui est traite´ dans
l’exemple nume´rique.
Plusieurs me´thodes ont e´te´ conc¸ues pour parvenir a` de´couper les espaces de correction dans le but
d’e´viter qu’une double correction de sens inverse ne soit produite, ce qui entraıˆnerait la saturation
imme´diate des MD [Lavigne et Ve´ran, 2008, Ve´ran et Herriot, 2006, Hampton et al., 2006]. Ces
me´thodes consistent, en termes ge´ne´raux, a` de´couper les espaces de correction de fac¸on a` ce qu’ils
soient disjoints, c’est-a`-dire a` garantir que le chevauchement soit inexistant en faisant appel a` des
projections orthogonales [Conan et al., 2007, Petit et al., 2008]. Cependant ces me´thodes ne sont pas
issues de la re´solution d’un proble`me a` variance minimale n prennent en compte de fac¸on explicite la
dynamique temporelle du woofer (voire aussi du tweeter).
Contrairement a` ces dernie`res solutions, l’approche expose´e par la suite permet en outre d’inclure
les diffe´rences de course propres aux miroirs.
Pour re´sumer, l’approche LQG traite le proble`me de la commande VM pour le woofer-tweeter en
prenant en compte les caracte´ristiques spatio-temporelles des deux miroirs ainsi que l’excursion des
actionneurs.
Dans cette section un mode`le e´tendu a` deux e´tages est pre´sente´ en suivant la me´thode esquisse´e par
[Correia et al., 2009d]. Sans perte de ge´ne´ralite´, des re´sultats avec des mode`les du premier et second
ordre sont pre´sente´s. Des mode`les d’ordre plus e´leve´ peuvent eˆtre envisage´s si cela est juge´ pertinent.
La Fig. 6.3 montre le principe de fonctionnement. La phase de correction est la somme de celle
du woofer et celle du tweeter, soit
φcor = φcorw + φ
cor
t . (6.86)
Supposons que la dynamique du woofer est de´crite par le syste`me dynamique suivant{
x˙w(t) = Awxw(t) + Bwuw(t)
pw(t) = Cwxw(t) . (6.87)
La phase de correction correspondante φcorw est de´finie par
φcorw , Nwp
w(t), (6.88)
ou` Nw est la matrice d’influence du woofer et pw(t) est la de´formation du woofer dans une base de
fonctions d’influence normalise´es. Le woofer est couple´ a` un miroir tweeter infiniment rapide, pour
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FIG. 6.3 – Architecture de commande en boucle ferme´e du woofer-tweeter. La phase de correction est
la somme des corrections individuelles apporte´es par chacun des miroirs.
lequel,
φcort (t) , Ntu
t
k ∀t ∈ [kTs, (k + 1)Ts[. (6.89)
La phase de correction est de´sormais
φcor(t) = Nwp
w(t) + Ntu
t
k t ∈ [kTs, (k + 1)Ts[. (6.90)
ou` le vecteur de commande ge´ne´ralise´ uk est la concate´nation des commandes du woofer et du
tweeter :
uk ,
(
uwk
utk
)
. (6.91)
6.3.1 Crite`re d’optimisation
Pour mener a` terme la de´marche requise par la strate´gie LQG (brie`vement rappele´e a` la Fig. 6.1),
trois matrices de ponde´ration Qwt, Rwt et Swt doivent eˆtre de´termine´es afin qu’un crite`re e´quivalent
discret puisse eˆtre e´crit sous la forme
Jdwt (u) = lim
M→+∞
1
M
M−1∑
k=0
((
zcritk
)T
Qwtz
crit
k + u
T
kRwtuk + 2
(
zcritk
)T
Swtuk
)
, (6.92)
ou` Qwt − SwtR−1wt STwt ≥ 0 et Rwt = RTwt > 0.
Si l’espace de correction est atteint par les deux correcteurs, alors un proble`me d’inde´termination
de la solution se pose. Dans le but d’e´viter cette difficulte´, la matrice Rwt inclura des pe´nalisations
supple´mentaires sur la commande u. Cette technique, qui pre´sente l’avantage de de´crire le proble`me
de fac¸on plus proche de sa re´alite´ physique (les contraintes e´lectro-me´caniques sont en partie prises
en compte), permet de s’affranchir de l’inde´termination de la solution en imposant des pe´nalisations
distinctes sur les commandes a` appliquer a` chacun des MD.
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Proposition 6.3 Les matrices de ponde´ration sont
Qwt , Q =
 1εNwNTw 0 00 1ε (I + 2BTwA−Tw A−1w Bw) −I
0 −I Q0
 ≥ 0, (6.93)
Swt ,
 −Nw −Nt−A−1w Bw 0
S0 Twt
 (6.94)
et
Rwt ,
(
R0 I +Gwt
(I +Gwt)
T NTt Nt
)
> 0, (6.95)
si l’on prend pour dynamique du woofer celle du MD dynamique e´tudie´ a` la section 6.2, Eq. (6.8),
autrement dit, Aw = Am, Bw = Bm, Cw = Cm et Dw = Dm. Dans l’Eq. (6.94) et (6.95) les termes Twt
et Gwt de de´finissent par
Twt =
1
Ts
∫ Ts
0
(CwetAw)T NTwNtdt, (6.96)
et
Gwt =
1
Ts
∫ Ts
0
(CwesAwA−1w Bw)T NTwNtdt. (6.97)
△
De´monstration : De´veloppement du crite`re a` temps continu pour le woofer-tweeter.
Le de´veloppement du couˆt incre´mental de l’Eq. (6.2) donne
Jc(u)k =
1
Ts
∫ (k+1)Ts
kTs
‖φres (t)‖2 dt
=
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur (t)− φcor (t)∥∥2 dt
=
1
Ts
∫ (k+1)Ts
kTs
(
φtur(t)− Nwpw(t)− Ntut(t)
)T (
φtur(t)− Nwpw(t)− Ntut(t)
)
dt
=
1
Ts
∫ (k+1)Ts
kTs
φtur(t)Tφtur(t) + pw(t)TNTwNwp
w(t)− 2φtur(t)TNwpw(t)
− 2φtur(t)TNtutk + 2pw(t)TNTwNtutk + (utk)TNTt Ntutdt, (6.98)
ou` pw(kTs + s) = CwesAwxwk +
(
I+ CwesAwA−1w Bw
)
uwk . Cette expression est en tout similaire a`
l’Eq. (6.9). La premie`re ligne de la dernie`re e´galite´ avait de´ja` e´te´ trouve´e si pw(t) = p(t). Les trois
derniers termes sont de´veloppe´s ci-dessous.
Pour le premier
1
Ts
∫ (k+1)Ts
kTs
φtur(t)TNtu
t
kdt =
(
φ¯turk+1
)T
Ntu
t
k. (6.99)
Le deuxie`me
1
Ts
∫ (k+1)Ts
kTs
[
Cwe(t−kTs)Awxwk +
(
I + Cwe(t−kTs)AwA−1w Bw
)
uwk
]T
N
T
wNtu
t
kdt =
(xwk )
T Twtu
t
k + (u
w
k )
T(NTwNt +Gwt)u
t
k, (6.100)
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ou` Twt et Gwt sont de´finis par les Eqs. (6.96-6.97).
Enfin le troisie`me
1
Ts
∫ (k+1)Ts
kTs
(utk)
T
N
T
t Ntu
t
kdt = (u
t
k)
T
N
T
t Ntu
t
k. (6.101)
L’e´valuation du couˆt incre´mental utilise alors une version e´tendue de l’Eq. (6.30), soit
Jc (u)k =
1
Ts
∫ (k+1)Ts
kTs
∥∥φtur(t)∥∥2 dt+ Jwtε (u)k + ( zcritkuk
)T(
Qwt Swt
STwt Rwt
)(
zcritk
uk
)
dt,
(6.102)
ou`
(
Qwt Swt
STwt Rwt
)
=

1
εNwN
T
w 0 0 −Nw −Nt
0
1
ε (I + 2BTmA−Tw A−1w Bw) −I −A−1w Bw 0
0 −I Q0 S0 Twt
−NTw −BTwA−Tw ST0 R0 NTwNt +Gwt
−NTt 0 TTwt (NTwNt +Gwt)T NTt Nt
 .
(6.103)
Du fait que le tweeter soit conside´re´ comme infiniment rapide, la description de sa dynamique ne
ne´cessite pas de de´finir un e´tat interne. La sortie-crite`re zcrit reste quant a` elle inchange´e, cf. Eq. (6.12) ;
les matrices de ponde´ration sont la concate´nation des matrices de´termine´es a` la section 6.2 et des
matrices correspondant aux termes propres et croise´s du tweeter. 
6.3.2 Mode`le d’e´tat e´tendu pour la commande
Le mode`le d’e´tat pour la commande rele`ve tout naturellement du mode`le e´tabli pour la commande
d’un seul MD, avec cette fois-ci une composante supple´mentaire correspondant au tweeter. On passe
directement a` la pre´sentation de la solution en information incomple`te.

xwtk+1 = Awtxwtk + Bwtuk + Γwtvk
zk = Cwtxwtk +Dwtuk
zcritk = Ccritwt xwtk
, Mode`le d’e´tat pour la commande du WT (6.104)
En information incomple`te, en faisant la meˆme analyse que pour le cas a` simple e´tage, le mode`le
d’e´tat complet est construit avec
xwtk ,

xturk+1
φ¯turk+1
ϕ¯turk+1
xwk
utk−1
φ¯turk
xwk−1
uwk−1

, Awt ,

eTsAtur 0 0 0 0 0 0 0
Ξ 0 0 0 0 0 0 0
Θ 0 0 0 0 0 0 0
0 0 0 eTsAw 0 0 0 0
0 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0

, (6.105)
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ou` la cinquie`me composante est la commande du tweeter. Il se met alors sous la forme
Bwt ,

0 0
0 0
0 0
A−1w (eTsAw − I)Bw 0
0 I
0 0
0 0
I 0

,Γwt ,

I 0 0
0 I 0
0 0 I
0 0 0
0 0 0
0 0 0
0 0 0

, (6.106)
Cwt , D
(
0 0 0 0 −Nt I −NwCwTs
(
eTsAw − I)A−1w · · ·
−Nw
(
Cw
Ts
(
eTsAw − I)A−2w Bw + I) ) , (6.107)
Ccritwt ,
 0 I 0 0 0 0 0 00 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
 . (6.108)
On constate que concernant le tweeter, seule la commande utk−1 contribue a` la mesure, le tweeter
n’ayant pas d’e´tat interne.
Remarques :
(i) Re´partition optimale de la commande. A premie`re vue, l’existence d’un miroir infiniment
rapide sans contraintes de course aurait pu indiquer, par elle seule, que le re´gulateur optimal
attribuerait l’effort de correction entie`rement au tweeter. Ceci ne correspond pas entie`rement a`
la ve´rite´ puisque la dynamique du woofer contribue en effet a` ajuster au mieux la correction a` la
dynamique de la perturbation graˆce a` sa propre inertie. Autrement dit, une re´ponse temporelle
plutoˆt lente donnera lieu a` moins d’erreur (en termes de variance de perturbation re´siduelle)
qu’une re´ponse constante par morceaux de dure´e Ts, du fait que l’e´volution des perturbations
de phase est e´galement lente (la fre´quence de coupure e´tant de l’ordre du Hertz). Cet effet sera
mis en e´vidence par des simulations nume´riques.
(ii) Unicite´ de la solution et pe´nalisations supple´mentaires. Si l’espace commun dans la Fig. 6.3 peut
eˆtre atteint par plusieurs combinaisons de commandes uw et ut cela pose alors un proble`me de
re´solution et l’unicite´ de la solution. Cependant, en OA le woofer et le tweeter pre´sentent des
caracte´ristiques de course diffe´rentes. L’inclusion explicite de ces contraintes dans le proble`me
d’optimisation est faite a` l’aide de pe´nalisations supple´mentaires sur les commandes u. ◭
La pe´nalisation rend le proble`me bien pose´ et conduit a` une solution unique. Elle permet en outre
de choisir une solution parmi toutes les solutions possibles si les pe´nalite´s e´taient absentes. La solution
pe´nalise´e, pour une pe´nalisation tre`s faible, permet d’approcher des solutions non pe´nalise´es d’aussi
pre`s que l’on souhaite
Pour cela, la matrice de ponde´ration Rwt dans l’Eq. (6.95) est affecte´e d’un terme supple´mentaire
Rpwt = Rwt +R
u
wt =
(
R0 N
T
wNt +Gwt
(NTwNt +Gwt)
T NTt Nt
)
+
(
β 0
0 α
)
> 0 (6.109)
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ou` le rapport α/β de´termine la re´partition de l’effort de commande sur chacun des miroirs. Dans le
cas ge´ne´ral, β est un terme faible de l’ordre de 1/σ2φ, ou` σ2φ est la variance modale en boucle ouverte
des modes a` corriger. Apre`s avoir fixe´ β la valeur de γ est de´termine´e a` partir rapport des courses
entre le woofer et le tweeter.
La solution optimale peut ne´anmoins dans tous les cas eˆtre obtenue par la minimisation d’un
proble`me sous contraintes impose´es par les excursions des DM. La solution a` e´nergie minimale ainsi
de´termine´e ne risquerait pas d’engendrer des corrections de sens inverse des MD. Ceci pourrait se
produire dans la version pe´nalise´e si les pe´nalisations sont beaucoup trop faibles vis-a`-vis de la
variance de la phase du mode de correction, ce qui, en pratique, n’est jamais le cas car les courses
sont bien adapte´es aux perturbations (notamment en terme de variance) qu’ils sont suppose´s corriger.
6.4 Mode`les line´aires
6.4.1 La perturbation de phase
Dans l’ensemble des simulations re´alise´es dans ce chapitre deux types de perturbations ont e´te´
conside´re´s : les perturbations d’origine atmosphe´rique et celles d’origine me´canique [section 2.3.2.4].
Le choix des parame`tres du mode`le de perturbation consiste a` ajuster au mieux (dans le sens des
moindres carre´s) le comportement a` l’origine des courbes d’auto-corre´lation. Ce choix est sugge´re´
par l’auto-corre´lation a` un pas, parame`tre utilise´ par la commande optimale pour la pre´diction a` court
terme. Une argumentation sur ce choix se trouve´ a` la section 4.5.
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FIG. 6.4 – Gauche : Comparaison des DSP temporelles du TT atmosphe´rique et du TT induit par le
vent dans le syste`me E-ELT M4-M5.
Droite : Courbes d’auto-corre´lation des perturbations et les mode`les du premier et second ordre qui
s’ajustent au mieux (au sens des moindres carre´s) aux premier pas de de´corre´lation, en proximite´ de
l’origine a` t = 0s. Les parame`tres de simulation se trouvent sur la Fig. 4.9.
Les diffe´rences entre le mode`le et le comportement re´el du signal n’impactent pas la corre´lation
que sur le long terme. La corre´lation a` court terme est similaire, comme cela peut eˆtre observe´ sur les
courbes de la Fig. 6.4.
6.4 Mode`les line´aires 193
6.4.2 Le miroir de´formable
En ge´ne´ral, la dynamique temporelle des MD reste a` ce jour relativement peu e´tudie´e. Cela
rele`ve principalement du fait que les temps de re´ponse mono-actionneur sont souvent faibles vis-a`-
vis du temps d’inte´gration. En conse´quence, l’impact sur la performance optique est ge´ne´ralement
ne´gligeable.
Il faut noter que la connaissance de la dynamique d’un seul actionneur pris isole´ment n’est pas
descriptive de la dynamique de l’ensemble de la structure e´lectrome´canique du MD.
L’e´tude du comportement dynamique par mode´lisation d’e´le´ments finis a fait l’objet de plusieurs
travaux ; a` titre d’exemple [Charton et al., 2003] et plus re´cemment [Gasmi et al., 2008].
Les e´tudes expe´rimentales sont rares car elles ne´cessitent des moyens techniques complexes. Un
tel exemple est la me´thode stroboscopique. Elle consiste a` faire l’acquisition cadence´e d’images a`
fre´quence e´leve´e afin de reproduire le mouvement de la surface re´flectrice. Ces images peuvent eˆtre ob-
tenues par techniques interfe´rome´triques (voir par exemple [Horsleya et al., 2007, Conway et al., 2007]).
Suite a` une de´composition de la de´formation sur une base de modes approprie´e, le comportement
dynamique global peut eˆtre ainsi caracte´rise´. Des parame`tres de mode`les d’ordre convenable cale´s sur
le comportement physique du MD peuvent eˆtre alors de´termine´s.
Dans ce me´moire, sont conside´re´s des mode`les simplifie´s du premier et du second ordre. Des
e´tudes parame´triques permettent de de´gager des comportements ge´ne´raux non spe´cifiques d’un MD
en particulier.
6.4.2.1 Commande modale
On a de´ja` e´voque´ le fait que la dynamique temporelle d’un seul actionneur pris isole´ment n’est
pas force´ment repre´sentative de la dynamique de l’ensemble.
La mode´lisation analytique des e´quations des plaques rigides re´gies par l’e´quation bi-harmonique
[Timoshenko, 1959]
∇2∇2h = q
F
, (6.110)
avec q est la charge applique´e et
F =
Ee3
12(1 − ν2p)
, (6.111)
ou`E est le module du coefficient d’e´lasticite´ de Young, e l’e´paisseur de la plaque et νp le coefficient de
Poisson, montre que les modes propres du MD changent conside´rablement en fonction des contraintes
physiques auxquelles ils sont sujets [Ellis, 1999]. Cela revient a` fixer des conditions aux bords
distinctes, selon que la membrane est libre ou accroche´e, selon le nombre des points d’attache, les
coefficients de l’Eq. (6.111) et de la ge´ome´trie utilise´e.
Les difficulte´s de l’e´tude du proble`me s’accroissent avec le nombre d’actionneurs et la taille des
MD. Des mode`les a` e´chelle re´duite sont pre´fe´rables du moment qu’ils traduisent le comportement
dynamique des grands DM.
Un mode`le a` e´le´ments finis avec 9 par 9 actionneurs liant une base rigide a` une plaque
re´fle´chissante a e´te´ simule´ a` l’ONERA Ce mode`le est construit de sorte a` repre´senter le miroir M4 du
futur E-ELT. L’e´tude d’un mode`le a` e´chelle re´elle se trouve dans [Gasmi et al., 2008].
Une observation remarquable est que les modes propres du MD ainsi mode´lise´ ressemblent de
tre`s pre`s aux modes de Zernike tip, tilt, de´focus et astigmatismes. Cette e´tude sugge`re aussi que les
modes principalement affecte´s sont les bas ordres, indiquant ainsi que la commande de miroirs avec
plusieurs centaines d’actionneurs peut se ramener a` la commande modale d’un jeu limite´ de modes.
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Une commande modale est donc juge´e pertinente pour cette e´tude. La Fig. 6.5 montre les fonctions
de transfert du TT et de´focus, leurs interactions et la localisation des fre´quences de re´sonance. Sauf
les modes de TT, tous les autres modes sont nettement de´couple´s. Pour le TT le de´couplage est moins
e´vident, bien que l’analyse sugge`re que l’interaction de ces deux modes reste faible. Dans ce qui suit,
on traitera le TT inde´pendemment l’un de l’autre.
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FIG. 6.5 – Fonctions de transfert du TT et de´focus (Z2, Z3 et Z4) du mode`le me´canique a`
e´le´ments finis (magnitude et phase en fonction de la fre´quence temporelle). La commande modale
est conside´re´e ici directement de´finie dans une base de polynoˆmes de Zernike.
Par conse´quent, on suppose que les modes optiques que l’on souhaite commander, tels que le TT
atmosphe´rique, sont une combinaison line´aire des modes propres du MD. On peut sans doute se´parer
ces modes propres en rapides et lents. Les derniers sont commande´s par un re´gulateur qui prend en
compte leur dynamique, tandis que les modes rapides sont commande´s par un re´gulateur sous-optimal
car leur dynamique est telle qu’elle n’exige pas une re´gulation aussi pre´cise.
Les illustrations de ce chapitre se focalisent plus pre´cise´ment sur la commande des modes de
TT d’origine purement atmosphe´rique. D’une part cela reste un cas simple et repre´sentatif et d’une
autre part ces deux modes portent la plupart de l’e´nergie optique d’origine atmosphe´rique [Noll, 1976,
Wang et Markey, 1978] et me´canique aussi (cf. §6.4.1). Un argument de plus : plusieurs syste`mes
d’OA emploient des MD a` double e´tage, compose´s d’un miroir de basculement de´die´ et d’un MD au
sens propre. Cela dit, le TT peut eˆtre regarde´ comme un jeu de modes particulier.
Aussi important, le couˆt des calculs nume´riques, hors- et en-ligne, pour le TT est raisonnable
malgre´ l’e´tat e´tendu e´tabli dans la section 6.2.2.
6.4.2.2 Mode`les du premier ordre
Soit le mode`le dynamique du premier ordre caracte´rise´ par l’e´quation diffe´rentielle
p˙(t) +
1
τ
p(t) =
1
τ
u(t), (6.112)
ou` τ est la constante de temps du miroir.
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En termes de mode`le d’e´tat, cela revient a` poser dans l’Eq. (6.8)
Am = (−1/τ),Bm = (1/τ), Cm = 1,Dm = 0. (6.113)
Ce type de mode`les ont l’avantage d’eˆtre caracte´rise´s par un seul parame`tre, a` savoir la constante
de temps τ . La re´ponse fre´quentielle d’un tel mode`le est montre´e sur la Fig. 6.6. La fre´quence de
coupure a` -3 dB est donne´e par
fc =
2π
τ
. (6.114)
Les MD infiniment rapides peuvent eˆtre conside´re´s un cas limite des MD a` dynamique du premier
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FIG. 6.6 – Diagramme de Bode du mode TT, mode`les d’ordre 1 (traits continus) et d’ordre 2 (tirets).
Constantes de temps de 1/100 et 1/250 s. Pour les mode`les d’ordre deux, re´sonances naturelles fn =
{100, 250}Hz et coefficient d’amortissement ξ = 0, 01 .
ordre quant τ → 0.
6.4.2.3 Mode`les du second ordre
Des mode`les dynamiques du second ordre expriment de manie`re succincte et repre´sentative la
dynamique temporelle d’un large ensemble de phe´nome`nes physiques.
La dynamique du MD est re´gie par l’e´quation diffe´rentielle du second ordre
p¨(t) + 2ξωnp˙(t) + ω
2
np(t) = ω
2
nu(t) (6.115)
ou` ξ est le coefficient d’amortissement et ωn = 2πfn est la pulsation naturelle de re´sonance (en
rads/s).
La repre´sentation d’e´tat canonique observable5 de l’e´quation diffe´rentielle de l’Eq. (6.115) devient
5Voir annexes pour explication plus e´largie.
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[Vaccaro, 1995]
Am =
(
0 1
−ω2n −2ξωn
)
, Bm =
(
0
ω2
)
Cm =
(
1 0
)
, Dm = 0
. (6.116)
Selon la valeur de ξ une re´sonance pourra survenir a` fr = ωn2π
√
1− ξ2. Des re´ponses fre´quentielles
sont montre´es sur la Fig. 6.6 pour deux valeurs distinctes de fn et pour un amortissement de ξ = 0, 01.
De plus, les mode`les d’e´tat peuvent eˆtre convertis en fonctions (ou matrices s’il s’agit du
cas multi-mode) de transfert en appliquant le lemme 4.1. Ces FT sont utiles pour l’interpre´tation
du fonctionnement de la commande optimale. Cet outil est d’ailleurs tre`s souvent exploite´ par la
communaute´ en OA pour la synthe`se de re´gulateurs (se re´fe´rer a` la section 2.8).
6.5 Outils d’e´valuation : calculs analytiques, simulations Monte Carlo
L’e´valuation de la performance des re´gulateurs propose´s dans ce chapitre peut eˆtre re´alise´e au
moyen de calculs analytiques ou de simulations de Monte Carlo. Ces deux approches sont de´taille´es
dans les paragraphes ci-dessous.
FIG. 6.7 – Variantes d’utilisation du simulateur Monte Carlo. La se´rie temporelle en entre´e est issue
du bloc ’PERT’ et le mode`le utilise´ pour la ge´ne´rer est aussi utilise´ pour la construction du mode`le
d’e´tat oriente´ commande. Ceci est le cas cohe´rent. Deuxie`me option, utiliser directement une se´rie
temporelle dont le mode`le ge´ne´rateur n’est pas connu. L’information exploite´e pour la synthe`se n’est
pas cohe´rente avec le mode`le sous-jacent a` la perturbation. C’est donc le cas incohe´rent.
Calculs analytiques :
Une fois de´finies les matrices de ponde´ration Q, R et S dans l’Eq. (6.13)-(6.15), les gains de
commande K et d’observation L et enfin le mode`le d’e´tat pour la commande dans les Eqs. (6.70-
6.72), la performance du syste`me peut eˆtre e´value´e analytiquement a` partir des re´sultats pre´sente´s a` la
section 6.2.3.
Le calcul analytique permet de tester aussi la stabilite´ temporelle du re´gulateur et de quantifier
l’effort de commande (sachant la variance de u) requis pour piloter des DM a` dynamique variable.
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De plus, comme cela a e´te´ montre´e a` la section 4.3.3, les mode`les d’e´tat peuvent eˆtre convertis
en fonctions de transfert de phase et de bruit (Eqs. (2.68-2.69)). Le calcul e´tant exact, l’inte´gration
des spectres de phase re´siduelle et de bruit propage´ a` travers la boucle de commande sont de valeur
exactement e´gale a` la performance e´value´e par l’approche consistant a` e´valuer l’espe´rance de l’erreur
re´siduelle a` la section 6.2.3.
Simulation Monte Carlo : Cette approche consiste a` mettre en œuvre une simulation temporelle
traduisant le sche´ma-bloc de la Fig. 4.3. Deux sce´narios dont l’utilisation correspond a` des besoins
distincts, sont sche´matise´s sur la Fig. 6.7, plus pre´cise´ment les cas cohe´rent et incohe´rent. L’entre´e est
toujours une se´rie temporelle des coefficients modaux de φtur(t).
– Cas cohe´rent : le partie Syste`me, dans la Fig. 4.3, est suppose´e connu. Cette variante, dite
cohe´rente, permet d’e´valuer empiriquement le crite`re pour un syste`me sans erreur de mode`le
ou dont l’erreur est connue et maıˆtrise´e. Cela est bien suˆr e´quivalent au calcul analytique. Les
re´sultats issus de cette simulation a` horizon fini convergent the´oriquement vers les re´sultats
analytiques (par construction a` horizon infini).
– Cas incohe´rent : le bloc Syste`me est inconnu. L’entre´e de perturbation et/ou le MD sont
non conformes aux mode`les utilise´s lors de la synthe`se de la commande. C’est le cas dit
incohe´rent. Par conse´quent, cette variante ajoute aux pre´ce´dentes les erreurs de mode´lisation
de la perturbation et du MD. Une e´tude de robustesse vis-a`-vis des erreurs de parame´trisation
des mode`les devient ainsi possible et souhaitable. A travers cette e´tude la pertinence du choix
des parame`tres du mode`le de perturbation peut eˆtre mis en e´vidence et enfin valide´.
Les variances de phase re´siduelle sont de´termine´es sur des re´alisations suffisamment longues pour
garantir la convergence statistique. Cet aspect est tre`s important puisque le mode`le de perturbation
sous-entend une e´volution temporelle tre`s lente (voir Fig. 6.4). Pour des te´lescopes de classe 8-me`tres
la fre´quence de coupure se trouve aux alentours du Hertz tandis que pour les ELT la fre´quence de
coupure est encore plus basse, du fait que fc ∝ D−1.
6.5.1 Mise en œuvre du simulateur Monte Carlo
FIG. 6.8 – Sche´ma-bloc illustrant la proce´dure d’obtention de la phase moyenne et de la phase
moyenne ponde´re´e. Le bloc ’REINIT’ remet a` ze´ro les blocs d’inte´gration toutes les Ts secondes.
Discre´tisation des mode`les continus
Un point qui me´rite attention spe´ciale concerne la discre´tisation fine des mode`les continus. Toute
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simulation nume´rique a` temps continu passe par une discre´tisation d’autant plus fine que la dynamique
des diffe´rents processus l’exige. Pour cela des outils a` pas variable avec des solveurs d’e´quations
diffe´rentielles de´die´s ont e´te´ employe´s afin d’e´viter des erreurs dues a` une discre´tisation impre´cise
et conse´quente inte´gration nume´rique. Ceci aurait comme conse´quence la propagation non maıˆtrise´e
de cette erreur. La proce´dure d’obtention de la phase moyenne et de la phase moyenne ponde´re´e
est illustre´e sur la Fig. 6.8. La structure comple`te du re´gulateur LQG est de´taille´e sur la Fig. 4.3 au
chapitre 4.
Les simulations re´alise´es se montrent tre`s sensibles aux erreurs de discre´tisation, notamment
celle de la phase moyenne ponde´re´e. Cette composante de l’e´tat est l’inte´grale de convolution sur
un intervalle de dure´e Ts de la phase φ(t) par une exponentielle dont l’exposant par construction a
toutes ses valeurs propres de module supe´rieur a` 1 (Am e´tant stable, −Am est force´ment anti-stable,
donc limt→+∞ e−tAm = +∞). Nume´riquement, comme l’Eq. (6.60) l’indique, cette inte´grale est
calcule´e en deux temps : 1) inte´gration de la forme e−tAm et 2) multiplication par eTsAm - Fig. 6.8.
Or, s’il s’agit d’un miroir tre`s rapide, dont les poˆles sont a` partie re´elle ne´gative e´leve´e, le premier
terme tend vers l’infini alors que le second tend vers ze´ro. Cela pose e´videmment des soucis de
pre´cision nume´rique. En revanche, pour un MD tre`s lent, la phase moyenne ponde´re´e tend vers la
phase moyenne puisque les valeurs propres de Am sont tre`s proches a` l’origine et donc e−tAm vaut
quasiment 1, ∀t > 0. Ce cas de figure pose aussi des difficulte´s puisque la commande optimale
soustrait, quelle que soit la dynamique du MD, la phase moyenne de la phase moyenne ponde´re´e.
Pour des MD lents une telle diffe´rence tend vers ze´ro a` droite donc, encore une fois, une inte´gration
nume´rique pre´cise est ne´cessaire.
Pour e´viter les difficulte´s que l’on vient de citer, un logiciel imple´mentant des solveurs d’e´quations
diffe´rentiels a e´te´ utilise´. La simple discre´tisation exacte et approximation des inte´grales par des
sommes trape´zoı¨dales s’ave`re insuffisante.
6.6 Calculs analytiques - correction des modes de basculement
Sans perte de ge´ne´ralite´, p(t) est conside´re´ ici comme l’angle e´quivalent sur le ciel du MD de
basculement avec la position de re´fe´rence.
L’ensemble des simulations re´alise´es dans cette section n’utilise que des perturbations d’origine
atmosphe´rique. La DSP est repre´sente´e sur la Fig. 6.4-gauche. A droite, les courbes d’auto-corre´lation
des mode`les du premier et du second ordre sont ajuste´s sur les courbes d’auto-corre´lation du TT. Par
inte´gration nume´rique une valeur de ≈ 30 mas rms a e´te´ trouve´e pour le total de la perturbation. Les
parame`tres de la simulations se trouvent en le´gende de la Fig. 6.4. La dynamique des deux modes de
TT est conside´re´e e´gale et de´couple´e. Donc la performance en mas rms obtenue a` partir des mode`les
scalaires mono-mode est multiplie´e par
√
2 avant pre´sentation finale.
6.6.1 Un cas simple : dynamiques du premier ordre
Un premier cas simplifie´ consiste a` ne conside´rer que des mode`les dynamiques du premier ordre
et ce pour la perturbation et le MD. Le mode`le de perturbation de l’Eq. (6.38) est alors
Atur = 1
λ
, Ctur = 1. (6.117)
Le choix du parame`tre 1/λ s’effectue selon la proce´dure de´taille´e dans la section 6.4.1.
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Comme le montre [Correia et al., 2008b], a` partir des Eqs.(6.112) et (6.117) les matrices de
l’Eq. (4.19) se simplifient de sorte qu’on peut e´tablir des expressions analytiques suivantes
Ad =

e
Ts
λ 1 0 0 0
(e
Ts
λ − 1)λ 0 0 0
e−
Ts
τ
Ts(
1
λ
− 1
τ
)
(
e
Ts
λ − eTsτ
)
0 0 0
0 0 0 e−
Ts
τ
 ,Bd =

0
0
0(
1− eTsτ
)
 (6.118)
Cd = D
(
0 0 0 0 1 − NTs
(
1− e−Tsτ
)
τ − NTs
(
e−
Ts
τ − 1
)
τ + 1
)
,Dd = 0 (6.119)
Ccrit =
 0 1 0 00 0 1 0
0 0 0 1
 . (6.120)
La matrice Ad e´tant de´finie par l’Eq.(6.118), la matrice de covariance du bruit d’e´tat Σv dans
l’Eq.(6.66) peut eˆtre calcule´e analytiquement.
Soit α = e
Ts
λ , alors, a` partir de Ση dans l’Eq.(6.38), β = (e
Ts
λ −1)λ et γ = e−
Ts
τ
Ts(
1
λ
− 1
τ
)
(
e
Ts
λ − eTsτ
)
,
il vient
Σv =

α2 αβ αγ 0
βα β2 βγ 0
γα γβ γ2 0
0 0 0 0
Ση (6.121)
6.6.1.1 Analyse fre´quentielle
Puisque le cas traite´ ici est en effet un cas scalaire, la matrice de transfert se re´duit a` une fonction
de transfert standard. Les transferts obtenus en s’appuyant sur les re´sultats de la section 4.3.3 sont
pre´sente´es sur la Fig. 6.9 pour une valeur de τ/Ts = 10. Les re´gulateurs optimal et sous-optimal
de´finis a` la section 6.2.4.
Cette figure permet d’analyser le fonctionnement du re´gulateur optimal en notant que la DSP
de l’erreur temporelle est le´ge`rement au dessous de la DSP de perturbation. Le comportement
quelque peu chaotique de la solution optimale pre`s de la fre´quence de Nyquist de 1/(2Ts) a comme
conse´quence une meilleure re´jection du couple perturbation + bruit propage´s. La section suivante
explore une plage plus e´largie de variation des parame`tres des mode`les du MD. L’apport de la
commande optimale est ainsi mieux observe´.
6.6.1.2 Performance optique
Les re´gulateurs optimaux et sous-optimaux (de´finis dans la section 6.2.4) sont par la suite
imple´mente´s en simulation. La comparaison de performance est repre´sente´e sur la Fig. 6.10.
[Correia et al., 2009b] montrent des re´sultats obtenus avec des mode`les du premier ordre utilisant
l’e´nergie cohe´rente comme me´trique.
Un re´gulateur additionnel a e´te´ teste´. Celui-ci, nomme´ « interme´diaire », vise a` ame´liorer les
performances du re´gulateur sous-optimal (consistant a` projeter l’estime´e de la phase sur l’espace
miroir). Au contraire de ce dernier, le re´gulateur interme´diaire prend en compte la dynamique du MD
lors de l’estimation de phase uniquement. La commande, en alternative au cas optimal, vise a` produire
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FIG. 6.9 – DSP de la perturbation et du MD face aux fonctions de re´jection des re´gulateurs optimal et
sous optimal en boucle ferme´e pour les mode`les du premier ordre. Valeur de τ/Ts = 10, Ts=500Hz.
une phase de correction moyenne de valeur e´gale a` la phase moyenne de perturbation φ¯cork+1 = φ¯turk+1,
i.e.
1
Ts
∫ (k+1)Ts
kTs
Np(t)dt = φ¯turk+1. (6.122)
Ceci conduit a`
uk =
φ¯k+1 − 1TsCmA−1m (eTsAm − I)xk
1
Ts
[CmA−2m (eTsAm − I)Bm − CmA−1m BmTs] . (6.123)
De´monstration : Re´gulateur « interme´diaire ».
Avec p(kT + s) exprime´ a` l’Eq. (6.11), alors
1
Ts
∫ (k+1)Ts
kTs
p(t)dt =
1
Ts
∫ Ts
0
CmesAmds xk + 1
Ts
∫ Ts
0
∫ t
0
Cme(s−υ)AmBmdυds uk (6.124)
=
1
Ts
CmA−1m (eTsAm − I)xk +
1
Ts
[CmA−2m (eTsAm − I)Bm − CmA−1m BmTs]uk
(6.125)
Avec CmA−1m Bm = −I, en mettant uk en facteur on obtient l’Eq. (6.123). 
Comme illustre´ par la Fig. 6.10, la commande optimale est capable d’inverser la dynamique
du MD quelle que soit la constante de temps. Deux droites horizontales sont donc observe´es (en
information comple`te et incomple`te). Cependant, pour des MD tre`s lents, la commande peut atteindre
des amplitudes assez e´leve´es. Pour des MD dont la constante de temps τ < 0, 1s, l’e´nergie de la
commande optimale est comparable a` l’e´nergie de la perturbation (d’ou` le rapport a` 1 sur la Fig. 6.10-
droite).
Le re´gulateur interme´diaire se re´ve`le peu attractif. Vis-a`-vis de la performance les gains par
rapport a` la projection orthogonale de la phase moyenne sur l’espace miroir M sont faibles tandis
que l’e´nergie de commande est, dans ce cas, conside´rablement plus importante pour τ ' 0, 05s. De
ce fait, elle ne sera conside´re´e que dans cette section.
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Le re´gulateur sous-optimal n’assure une bonne performance que pour des MD a` constante de
temps τ < 0, 01s et ce pour l’information comple`te et incomple`te. Ce comportement aurait pu eˆtre
lie´ principalement a` l’estimation de´grade´e de l’e´tat car la dynamique est ne´glige´e. Cependant, le
re´gulateur interme´diaire indique qu’une estimation pre´cise sans une e´tape de commande de´terministe
aussi pre´cise n’est pas de grande utilite´. Ne´gliger la dynamique dans chacune de ces e´tapes de´grade
de manie`re assez importante la performance.
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FIG. 6.10 – Gauche : Comparaison de performance pour le re´gulateur optimal, l’interme´diaire
consistant a` appliquer une phase de correction moyenne e´gal a` la phase de perturbation sur une trame
de dure´e Ts et la solution consistant a` projeter la phase moyenne φ¯turk+1 sur M.
Droite : ´Energie de commande normalise´e par la variance de la perturbation.
6.6.1.3 Robustesse des re´gulateurs
Un aspect particulie`rement important est la robustesse du re´gulateur par rapport a` la connaissance
pre´cise de la constante de temps.
La Fig. 6.11 reprend les courbes en information incomple`te de la Fig. 6.10 et quatre autres courbes
sont rajoute´es. Un facteur de 2 et 5 (supe´rieur/infe´rieur) sur la constante de temps τ est conside´re´ entre
le mode`le du MD et celui pris pour la synthe`se. Pour un facteur de deux, l’e´cart a` la solution nominale
(ou` il y n’a pas d’erreur sur τ ) est toujours moindre que celui de la solution sous-optimale. Ce n’est
que pour un facteur (dans la pratique impensable) de cinq que la solution optimale se montre moins
performante que la solution sous-optimale. Ceci te´moigne de la robustesse de la solution optimale
vis-a`-vis de la constante de temps et de la pre´cision avec laquelle la constante de temps devra eˆtre
connue.
6.6.2 Dynamiques du second ordre (perturbation et MD)
Le mode`le de MD pris est maintenant du second ordre avec un facteur d’amortissement ξ = 0, 01
et fre´quence de re´sonance fn = 200Hz. Une e´tude parame´trique en fonction de ξ et fn n’est pas
mene´e ici. Ce sera l’objet de la section 6.8 et section 6.9, dans le cadre d’applications spe´cifiques.
Dans ce qui suit le comportement fre´quentiel du re´gulateur optimal et sous optimal est explore´ en
de´tail. Pour cet exemple, la re´ponse en amplitude est amplifie´e d’un facteur de 50 a` la fre´quence de
re´sonance fr = fn
√
1− ξ2. Il s’agit donc d’un syste`me tre`s peu amorti qui a tendance a` osciller a` la
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FIG. 6.11 – Variation de la constante de temps d’un facteur de 2 et 5 fois la valeur nominale du mode`le
du MD pris pour la synthe`se du re´gulateur.
fre´quence fr avec un taux de dissipation d’e´nergie tre`s faible. Des amortissements aussi faibles sont
caracte´ristiques des modes propres rigides de structures, dont le MD n’est pas exception.
6.6.2.1 Analyse fre´quentielle
Identiquement a` la section 6.6.1.1, la Fig. (6.12) pre´sente les re´ponses fre´quentielles obtenues.
Bien que les FRP soient tre`s semblables pour les deux re´gulateurs, les FRB diffe`rent largement : dans
le cas optimal, la FRB rejette fortement le bruit dans des bandes de fre´quences pour lesquelles il aurait
tendance a` subir forte amplification par la re´sonance du MD (le pic en haut a` droite de la Fig. 6.12).
Il est possible d’entrevoir sur la Fig. 6.12 que la re´jection de la perturbation apporte´e par le
re´gulateur optimal est le´ge`rement infe´rieure a` 0dB sur une plage de fre´quences situe´e directement
au dessous de la bande d’amplification du MD (le pic en haut a` droite), ce qui n’est e´videmment pas
le cas du re´gulateur sous-optimal.
6.6.2.2 Robustesse
Dans le but de tester la robustesse de la solution optimale vis-a`-vis de la connaissance pre´cise
des parame`tres du MD, des variations de ±10% ont e´te´ introduites sur la fre´quence naturelle de
re´sonance fn. Ce choix n’est pas anodin. Une variation beaucoup trop e´leve´ de ce parame`tre entraıˆne
l’instabilite´ du re´gulateur. Pour des variation de 10% autour de la valeur nominale de fn les solutions
sont garanties stables et assurent une performance nettement supe´rieure au re´gulateur sous-optimal.
L’analyse de la Fig. 6.11 permet aussi d’infe´rer qu’une erreur vers le bas, c’est-a`-dire, prendre une
valeur de fn infe´rieur a` la vraie fre´quence de re´sonance du DM est moins pe´nalisant.
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FIG. 6.12 – Re´ponses fre´quentielles de la perturbation et du MD face aux fonctions de re´jection des
re´gulateurs optimal et sous optimal en boucle ferme´e.
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6.7 Aperc¸u ge´ne´ral des re´sultats des articles soumis sur la prise en
compte de la dynamique des MD
L’article [Correia et al., 2008b] propose un re´sultat de commande optimale pour la prise en
compte de la dynamique miroir en de´finissant un mode`le d’e´tat qui est non minimal. Dans cet article
les observations zk coı¨ncident avec les mesures yk. Un e´tat a` 10 composantes est obtenu, alors que
[Correia et al., 2009b] condensent l’e´tat a` 8 composantes. C’est d’ailleurs cette dernie`re version qui
est pre´sente´e dans ce me´moire. Une dynamique du premier ordre pour la perturbation et la dynamique
des MD est analyse´e. Des courbes de performance en e´nergie cohe´rente en fonction de la constante
de temps du MD y sont pre´sente´es afin de montrer l’apport de la commande optimale.
[Correia et al., 2010] ge´ne´ralisent ensuite le formalisme aux mode`les d’ordre deux et l’utilisent
dans le cadre de l’application au ELT Europe´en ou` les perturbation sont celles duˆ au vent, donc de
variance bien plus e´leve´e que les perturbation de phase d’origine purement atmosphe´rique. Ce cas
particulier est traite´ dans la section suivante.
L’article soumis [Correia et al., 2009c] reprend la formulation de l’article pre´ce´dent en rajoutant
une e´tude de robustesse et des explications supple´mentaires sur la commande modale des MD avec
dynamique non ne´gligeable. L’innovation par rapport aux cas conside´re´s pre´ce´demment est l’inclusion
des perturbations dues au vent, de´ja` discute´es a` la section 6.4.1, et l’e´valuation des erreurs de
mode´lisation au moyen du simulateur Monte Carlo avec se´rie temporelle non issue d’un mode`le
connu.
Le double correcteur woofer-tweeter est traite´ dans [Correia et al., 2009d], ou` des dynamiques
du premier ordre montrent le concept. Dans ce me´moire l’analyse est ge´ne´ralise´e aux dynamiques
d’ordre deux puis applique´e au cas de l’instrument NFIRAOS pour le TMT.
6.8 Le ELT Europe´en : dynamiques du second ordre
L’ELT Europe´en est un te´lescope adaptatif : sa conception optique inclut en effet plusieurs miroirs
pre´-focaux [Gilmozzi et Spyromilio, 2008]. Plus pre´cise´ment le couple M4/M5 est compose´ d’un
miroir avec 5000-7000 actionneurs et d’un miroir, en l’occurrence M5, de stabilisation de champ.
Ce miroir plan exe´cute des mouvements de basculement pour compenser les effets cumule´s de la
turbulence atmosphe´rique et de l’impact du vent.
Les mode`les a` e´le´ments finis actuels ne conside`rent pas les supports des miroirs ni l’ensemble de
la structure me´canique. Une discussion plus e´largie sur la mode´lisation des composant adaptatifs se
trouve dans [Gasmi et al., 2008].
L’ensemble des re´sultats dans cette section ont fait objet de l’article [Correia et al., 2010]. Les
re´sultats principaux pre´sente´s dans le cadre de cet article sont rappele´s dans les deux sous-sections
suivantes. Les exemples sont pre´sente´s pour des mode`les de perturbation et MD du second ordre.
6.8.1 Simulation avec mode`le de perturbation identifie´
Pour commencer, supposons que le mode`le de perturbation est connu. Autrement dit, la perturba-
tion φtur(t) dans la Fig. 6.7 est la sortie du mode`le line´aire de´fini par l’Eq. (6.38) et encapsule´ par
le bloc PERT. Ce mode`le est identifie´ a` partir de la DSP temporelle des perturbations dues au vent,
repre´sente´es sur la Fig. 6.4, selon la proce´dure de´taille´e dans la section 6.4.1.
Le re´gulateur e´tant synthe´tise´ a` partir de ces parame`tres identifie´s, il s’agit donc d’un cas de
cohe´rence perturbation/mode`le pour la commande. Dans cette configuration, les erreurs de mode`le ne
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sont pas e´value´es. Dans l’ensemble des simulations qui se suivent, le temps d’inte´gration Ts = 2 ms
est adopte´.
La Fig. 6.14 compare la performance atteinte par le re´gulateur optimal et sous-optimal et ce pour
les calculs analytiques et simulations Monte Carlo. Les valeurs de re´fe´rence sont ξ = 0, 01 pour
l’amortissement et δ = 200nm rms pour le niveau de bruit aux bords de la pupille du te´lescope (se
re´fe´rer a` la section 2.5.1.1 pour la de´finition du bruit de mesure).
Pour une se´rie temporelle dont la variance empirique est de 280 mas rms6, le re´gulateur optimal
atteint un plateau aux alentours de 3.5 mas rms, pour toute la plage de valeurs de fre´quence
de re´sonance fn conside´re´e. Ceci repre´sente une re´jection d’environ deux ordres de grandeur en
amplitude.
Comme attendu, le re´gulateur sous-optimal pre´sente une performance moins impressionnante qui
varie de 4 a` 6,5 mas rms. De plus, un point remarquable concerne la stabilite´. Elle est limite´e a` la re´gion
fn ∈ [100 − 220]Hz. Comme on pouvait s’y attendre, pour le re´gime stable les calculs analytiques et
la simulation Monte Carlo donnent des re´sultats quasi identiques.
L’ame´lioration de performances obtenue par le re´gulateur optimal a deux origines : 1) du coˆte´ de
l’observateur la dynamique est prise en compte, re´sultant en une estimation de l’e´tat plus pre´cise et
rigoureuse et 2) la commande optimale, partant de la connaissance de la dynamique du MD, utilise en
plus de φ¯k+1, la phase moyenne ponde´re´e ϕ¯k+1 et l’e´tat interne du MD xm afin de minimiser l’e´cart
a` tout instant entre la perturbation et la de´formation du MD. Un comportement oscillatoire peut ainsi
eˆtre pris en compte et les oscillations fortement atte´nue´es. Puisque le re´gulateur interme´diaire e´tabli a`
la section 6.6 vis-a`-vis du re´gulateur sous-optimal ne repre´sente pas une ame´lioration significative des
performances, ceci renforce l’usage de la solution optimale en de´triment de solutions plus simples. La
comparaison se fait uniquement entre la solution optimale et sous-optimale, consistant, on le rappelle,
a` ne´gliger totalement la dynamique du MD.
6.8.2 Se´rie temporelle inde´pendante du mode`le
Soit maintenant le cas incohe´rent. La perturbation prise pour entre´e n’est pas issue d’un mode`le,
au moins d’un mode`le connu. C’est une se´rie temporelle dont l’acronyme, pour commodite´, sera WB
pour wind buffeting. Se re´fe´rer a` la section 6.5 pour plus de de´tails sur l’utilisation du simulateur dans
ce sce´nario.
Les parame`tres utilise´s pour la construction du mode`le pour la commande sont identifie´s a` partir
des DSP de la perturbation (repre´sente´e sur la Fig. 6.4) et mode`le du MD comme cela a e´te´ de´taille´
dans la section 6.4.1. La diffe´rence est que la se´rie en entre´e reste celle original et non la se´rie identifie´e.
Cette configuration permettra d’e´valuer les erreurs de mode´lisation de la perturbation en plus des
erreurs temporelle et d’estimation. La Fig. 6.15 pre´sente, pour deux niveaux de bruit, la performance
du re´gulateur optimal.
Les erreurs de mode´lisation rajoutent approximativement 0,5 et 1 mas rms pour le cas δ = 200
nm rms et δ = 800 nm rms respectivement. Ces re´sultats sugge`rent que les parame`tres du mode`le de
perturbation ont e´te´ choisis de manie`re judicieuse puisque la contribution de cette dernie`re erreur aux
pre´ce´dentes est faible.
Afin de s’assurer du bon choix des parame`tres du mode`le de perturbation propose´ dans la
section 6.4.1, deux autres mode`les de perturbation ont e´te´ choisis avec des facteurs de de´corre´lation
de 1/5 et 5 fois le mode`le nominal trouve´s pour 5× Ts.
6Simulation ESO [Sedghi, 2007].
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FIG. 6.14 – Comparaison de performance des re´gulateurs optimal et sous-optimal. Re´sultats issus de
calculs analytiques et simulations Monte Carlo (sans erreur de mode`le pour l’instant). La solution
optimale est stable pour toute la plage de valeurs de fre´quence de re´sonance conside´re´e tandis que
la stabilite´ de la solution sous-optimale est restreinte aux fre´quences fn ∈ [100, 200] Hz. La courbe
rouge avec des croix est la meˆme que sur les Figs. 6.15 et 6.16.
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FIG. 6.15 – Performances du re´gulateur optimal pour deux niveaux de bruit obtenues par simulation
Monte Carlo sur 90 secondes.
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La Fig. 6.16 pre´sente les re´sultats de performance obtenus. Dans les deux sce´narios une erreur
additionnelle est commise, ce qui confirme le choix initial, dit nominal.
En outre, e´tant donne´ qu’une variation importante de performance est observe´e selon le mode`le de
perturbation conside´re´, ceci souligne clairement l’importance de connaıˆtre, avec une bonne pre´cision,
les parame`tres de la perturbation afin de synthe´tiser un re´gulateur performant.
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FIG. 6.16 – Comportement du re´gulateur optimal en fonction des parame`tres choisis pour le mode`le
de perturbation. Gauche : performance en mas rms. Droite : courbes d’auto-corre´lation des mode`les
pris pour la synthe`se. Le mode`le nominal garantie l’erreur minimale.
6.9 NFIRAOS, woofer-tweeter pour le TMT
Le syste`me NFIRAOS du TMT est compose´ d’un miroir de´formable conjugue´ du sol avec
60 actionneurs [Herriot et al., 2005, Herriot et al., 2006]. Ce miroir est installe´ sur une plate-forme
tournante sur deux axes perpendiculaires. La plate-forme, avec une bande passante de l’ordre de 20 Hz
fait office de woofer, puisque les modes du TT sont de´charge´s du MD vers celle-ci. Les caracte´ristiques
dynamiques du woofer ne permettant pas de corriger la totalite´ du TT (atmosphe´rique ou autre), il
faut une commande coordonne´e des deux composants pour obtenir la meilleure correction. Puisque le
tweeter pre´sente une limitation de course, l’objectif est de de´charger autant que possible le TT sur le
woofer.
[Ve´ran et Herriot, 2006] proposent un re´gulateur base´ sur un double inte´grateur pour re´duire au
mieux le TT re´siduel apre`s correction par le woofer. La boucle ferme´e est stable (les gains sont ajuste´s
en conse´quence) et ce re´gulateur permet une forte atte´nuation de la perturbation.
Le syste`me NFIRAOS s’inscrit tout naturellement dans la proble´matique pre´sente´e a` la section 6.3
sur le woofer-tweeter, puisque le tweeter peut eˆtre conside´re´ infiniment rapide alors que le woofer
souffre d’une dynamique temporelle du second ordre. Pour ce cas de figure, la fonction de transfert
du woofer est
Hw(s) =
ω20
s2 + 2ξω0s+ ω20
, (6.126)
avec ω0 = 2π14 rad/s et ξ = 0, 35. La valeur de l’amortissement e´tant ξ <
√
2/2 indique qu’une
fre´quence de re´sonance est observable - Fig. 6.17-droite.
208 Commande optimale en OA pour des miroirs a` re´ponse non instantane´e
10−3 10−2 10−1 100 101 102 103
10−10
10−8
10−6
10−4
10−2
100
102
104
Fréquence, [Hz]
[m
as
2 /H
z]
DSP temporelle du TT atmosphérique
10−2 10−1 100 101 102
−60
−40
−20
0
20
Diagramme de Bode 
M
ag
ni
tu
de
, [d
B]
10−2 10−1 100 101 102
−200
−150
−100
−50
0
Fréquence, [Hz]
Ph
as
e,
 [d
eg
]
FIG. 6.17 – Gauche : DSP du TT atmosphe´rique et du TT induit par le vent (conside´re´ comme la sortie
d’un mode`le du second ordre dont les parame`tres sont connus). Respectivement 21 et 25 mas rms de
perturbation totale.
Droite : Diagramme de Bode du woofer du syste`me NFIRAOS. Une faible re´sonance d’un facteur
1,525 est observable a` la fre´quence fr = 13, 1Hz.
La perturbation de phase conside´re´e est conforme a` celle prise par [Ve´ran et Herriot, 2006] avec
DSP sur la Fig. 6.17-gauche de´finie par un filtre du second ordre avec ωtur0 = 1Hz et ξtur = 0, 71 (ne
pas confondre ce mode`le du second ordre pour la perturbation avec le mode`le du second ordre de la
dynamique du MD). A partir de ces parame`tres le mode`le stochastique de l’Eq. (6.38) est totalement
de´fini.
Le TT re´siduel calcule´ comporte deux composantes : l’une due a` la phase re´siduelle et autre due
a` la propagation du bruit au travers de la boucle d’asservissement, comme cela a e´te´ explique´ a` la
section 2.8. Sur la Fig. 6.18, l’e´volution du TT re´siduel en fonction du bruit de mesure pour diffe´rents
temps de trame Ts est visualise´e.
Ces re´sultats sont a` comparer a` ceux de [Ve´ran et Herriot, 2006] avec une diffe´rence significative :
le terme de propagation de bruit, qui joue un roˆle crucial et contribue pour une part non ne´gligeable
du budget total d’erreur. On constate que l’erreur est infe´rieure a` 1mas rms pour des fre´quences de
trame supe´rieures a` 400Hz et ce pour des niveaux de bruit de 40-60 nm aux bords de la pupille.
Sur la Fig. 6.19 sont repre´sente´es les trajectoires temporelles du woofer-tweeter de NFIRAOS.
Elles ont e´te´ obtenues pour un rapport d’e´nergie de commande de 10, soit En (uw) = 10 En (ut).
Un avantage de l’approche optimale est qu’elle permet aise´ment de de´finir un seuil pour la course
maximale du tweeter (sous l’hypothe`se qu’entre commande et course il y a une relation line´aire). Le
re´gulateur ainsi de´termine´ fera la re´partition des charges de fac¸on a` respecter les contraintes de course
impose´es.
Des saturations soit sur la course soit sur l’amplitude de la commande u n’ont pas e´te´ traite´es dans
ces travaux. [Kulcsa´r et al., 2008] montre que ces contraintes peuvent aussi eˆtre incorpore´es dans
l’approche LQG avec des be´ne´fices en performance conside´rables.
Un re´sultat remarquable est obtenu en appliquant un rapport de commande variable au woofer
et au tweeter. La Fig. 6.19-droite montre pre´cise´ment que la pre´sence du tweeter permet en effet de
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monter en performance : en balayant le rapport α/β ∈ [10−4, 1], une variation de 0,1 milliarcseconde
est observe´e (pour une perturbation avec un total de 21 mas rms sur la Fig. 6.17-gauche).
Une approche similaire pourrait eˆtre applique´e au double correcteur M4-M5 pre´vu pour l’ELT
Europe´en [Vernet et al., 2008]. Le miroir quaternaire joue le roˆle du tweeter avec ses 6000-8000
actionneurs tandis que M5 est un miroir plan de stabilisation de champ. Ce serait l’e´tape suivante
de l’analyse pre´sente´e a` la section 6.8 ou`, les perturbations dues au vent sont tre`s intenses
[Hubin et al., 2007]. L’apport d’une commande spe´cifiquement adapte´e est d’autant plus important
que les enjeux en stabilite´ et performance sont ambitieux.
6.10 Bilan et discussion
Le proble`me de commande optimale a` variance minimale en pre´sence de MD avec dynamique a
e´te´ pre´sente´. Ce proble`me a e´te´ re´solu dans le cadre de l’approche LQG, ou` on a pu ge´ne´raliser de
fac¸on tractable la solution du cas infiniment rapide aux MD avec dynamique line´aire du premier et du
second ordre. Une approche modale a e´te´ suivie, car les mode`les a` e´le´ments finis actuels sugge`rent
que la dynamique des MD n’est associe´e qu’a` un ensemble re´duit de modes propres. Une structure de
commande optimale pour modes lents et modes rapides dont la dynamique peut eˆtre ne´glige´e a donc
e´te´ propose´e. L’extension de la solution aux correcteurs a` double e´tage a de plus montre´ la souplesse
de l’approche qui peut s’e´tendre a` plusieurs MD avec des caracte´ristiques dynamiques diffe´rentes.
L’efficacite´ de la commande optimale a e´te´ valide´e par les re´sultats obtenus en simulation. La
solution optimale assure une variance de phase re´siduelle minimale, avec des gains de stabilite´ en
boucle ferme´e qui lui permettent d’eˆtre envisage´e pour une famille de proble`mes plus e´largie.
En comparaison a` la solution sous-optimale consistant a` projeter orthogonalement la phase
moyenne sur l’espace miroir, la supe´riorite´ de la solution optimale a e´te´ nettement illustre´e graˆce aux
re´sultats analytiques et de simulations Monte Carlo. La robustesse de la solution optimale confirme
l’attractivite´ de la me´thode, puisqu’une me´connaissance des parame`tres aux alentours de ses valeurs
nominales (de plus d’un facteur 2 pour la constante de temps et de ±10% pour la fre´quence de
re´sonance) n’entraıˆne ni la de´stabilisation du re´gulateur ni des pertes en performance au-dela` de ce
que l’on obtiendrait avec la solution sous-optimale.
Les re´sultats issus du simulateur Monte Carlo corroborent la proce´dure de choix de parame`tres du
mode`le de perturbation : un e´cart face aux parame`tres nominaux augmente les pertes de performance.
Une intuition pre´alable sort aussi renforce´e : la dynamique e´tant bien ge´re´e par la commande
optimale, une relaxation des contraintes de fabrication des MD peut eˆtre envisage´e, un re´sultat
particulie`rement inte´ressant pour les constructeurs engage´s dans la mise en œuvre de MD pour les
ELT.
Ne´anmoins, la caracte´risation des e´le´ments requis pour la synthe`se de la commande optimale,
notamment des spectres de perturbation et de mode`les de la dynamique des MD valables au-dela` des
fre´quences d’actuation envisage´es (plusieurs centaines de Hertz) sont a` l’heure actuelle rares. Pour
pallier ce manque d’information, une possibilite´ logique est d’instrumentaliser les composants dans
le but de superviser leur comportement et ainsi fournir les moyens d’adapter le re´gulateur en ligne.
Chapitre 7
Conclusions et perspectives
Conclusion ge´ne´rale
La conception de te´lescopes de tailles de l’ordre de 30-50m repose sur la possibilite´ de s’affranchir
de la principale limitation physique ayant un impact sur les image acquises : l’atmosphe`re terrestre.
Pour cela, des syste`mes d’optique adaptative post-focaux furent tout d’abord propose´s et maintenant
les te´lescopes deviennent adaptatifs en eux meˆmes.
La conception de syste`mes d’OA pour de tels te´lescopes pre´sente de nouveaux enjeux auxquels
ils sont confronte´s aujourd’hui. Toute une nouvelle gamme de concepts d’OA est a` l’e´tude visant des
objectifs scientifiques divers : l’e´volution et morphologie des galaxies a motive´ la conception d’OA
grand champ ; l’identification et e´tude des proprie´te´s de plane`tes extra-solaires, a motive´ la conception
de syste`mes d’OA a` haute dynamique. Ces nouveaux concepts sont plus complexes et font appel a` des
composants de plus grandes dimensions physiques et avec un plus grand nombre de degre´s de liberte´
(GNDL) pour affiner la correction. Le nombre de degre´s de liberte´ de ces nouveaux syste`mes est de
trois a` cinq ordres de grandeur plus important que sur les syste`mes actuels.
Le travail de the`se pre´sente´ dans ce me´moire a pour objectif de
traiter le proble`me de commande multivariable en temps re´el de ces
syste`mes. Dans ce but, des strate´gies qui se penchent a` la fois sur
l’aspect GNDL et a` la fois sur la dynamique temporelle des composants
actifs ont e´te´ propose´es. Le proble`me de commande des OA e´tant a`
multiples facettes, ces deux aspects ont e´te´ traite´s de manie`re se´pare´e.
Ainsi, le formalisme ge´ne´ral de reconstruction et commande en OA
optimisant le rapport de Strehl a e´te´ reformule´, en s’appuyant sur des
re´sultats re´cents dans le domaine. La de´marche globale est visualise´e
sur la figure ci-contre.
Dans un premier temps, le chapitre 3 aborde le proble`me de
reconstruction statique par des approches Fourier. On propose un cadre
the´orique pour pre´senter de fac¸on unifie´e les diffe´rentes approches
(filtres et me´thodes d’extension). On propose notamment une nouvelle
mode´lisation « exacte » du proble`me direct (consistant a` de´finir
l’e´quation de mesure propre de l’analyseur Hartmann-Shack (HS), plus
pre´cise´ment les gradients de phase) dans le domaine des fre´quences
spatiales. Concernant l’adaptation de la pupille annulaire des te´lescopes a` l’utilisation de la
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transforme´e de Fourier rapide on propose dans [Correia et al., 2007] des me´thodes d’extension issues
des contraintes physiques impose´es par les hypothe`ses de phase pe´riodique et a` bande fre´quentielle
limite´e. Toujours dans cette perspective, une me´thode d’extension ite´rative utilisant des transforme´es
de Fourier (TF) a` e´te´ propose´e dans [Correia et al., 2008a] ; cette me´thode est base´e sur une
modification de l’algorithme d’extrapolation spectrale de Gerchberg. Elle est applicable a` toutes les
configurations simplificatrices du HS et s’ave`re la plus robuste ; elle tend de plus a se comporter
plus avantageusement en faible flux, en pre´sence d’obstruction centrale du te´lescope et en termes de
structure de la FEP longue pose. Cependant, le nombre total d’ope´rations est accru malgre´ l’utilisation
de la TF rapide. Ne´anmoins, la me´thode de reconstruction de front d’onde e´tudie´e re´duit en effet la
complexite´ calculatoire de O(n2) des algorithmes classiques consistant a` multiplier le vecteur de
mesures par une matrice de commande en O(n log(n)) graˆce a` l’utilisation des TF rapides.
L’e´tude comparative mene´e en boucle ouverte par simulations de Monte Carlo a permis la
caracte´risation de la performance optique de cette me´thode de reconstruction en fonction de
l’extension, du filtre reconstructeur, de la magnitude de l’e´toile guide et du pourcentage d’obstruction
centrale. De plus, les performances ont e´te´ compare´es a` celles des me´thodes classiques. En employant
des mode`les moins fins que ceux des me´thodes classiques et malgre´ l’extension des pentes en dehors
de la pupille, la diffe´rence en rapport de Strehl a` 2,2µm s’e´le`ve au maximum a` 5% vis-a`-vis des
me´thodes classiques et ce pour toutes les combinaisons de filtre/extension teste´es.
L’adaptation au fonctionnement en boucle ferme´e a e´te´ analyse´e. On a plus pre´cise´ment propose´
l’utilisation d’un inte´grateur avec modification soigneuse des a priori pour ce re´gime d’ope´ration.
L’e´tude re´alise´e en collaboration avec l’Observatoire d’Arcetri a abouti a` la premie`re utilisation
des me´thodes Fourier avec l’analyseur a` pyramide. Les re´sultats ont e´te´ rassemble´s dans le travail
conjoint avec [Quiro´s-Pacheco et al., 2009].
Un contexte d’utilisation envisageable des « reconstructeurs Fourier » sont les syste`mes a` haute
dynamique : c’est le cas de l’instrument GPI qui sera installe´ prochainement sur le te´lescope Gemini
et a` plus long terme, cela concerne aussi l’instrument EPICS en cours de conception pour le futur ELT
Europe´en.
Cependant, la reconstruction statique de front d’onde associe´e au re´gulateur a` action inte´grale ne
sont bien-suˆr pas optimaux vis-a`-vis du rapport de Strehl.
On s’est inte´resse´ ensuite aux me´thodes d’estimation dynamiques de la phase et de commande en
boucle ferme´e. La commande optimale de type Line´aire-Quadratique-Gaussien (LQG) en OA e´tabli
dans les travaux mene´s par l’ONERA et le laboratoire L2TI (Univ. Paris 13) a e´te´ simplifie´e au chapitre
4 en vue de l’application aux syste`mes a` grand nombre de degre´s de liberte´ (GNDL).
L’approche LQG utilise un formalisme d’e´tat pour de´crire l’ensemble de la dynamique du
syste`me. Les mode`les d’e´volution temporelle de phase sur lesquels s’appuie la solution optimale
ont e´te´ revisite´s. Un formalisme pour le choix de parame`tres des mode`les auto re´gressifs a e´te´
e´tablie ; ces parame`tres doivent eˆtre choisis de telle sorte que le voisinage de ze´ro de la courbe
d’autocorre´lation s’ajuste au mieux a` celle the´orique et/ou mesure´e. On constate que le choix re´alise´
par [Le Roux et al., 2004] et [Petit, 2006] consistant a` ajuster la de´corre´lation a` 1/e du temps de
cohe´rence de chaque polynoˆme de Zernike est proche de l’option que l’on propose ; cela justifie le
comportement fiable observe´ lors de simulations nume´riques et en application expe´rimentale.
Le formalisme d’e´tat a permis de re´interpre´ter d’autres me´thodes alternatives de commande,
notamment l’inte´grateur, le POLC et le FrIM+IMC. Ceci avait pour objectif de mettre en e´vidence
leurs avantages et inconve´nients, plus pre´cise´ment en ce qui concerne la perte d’optimalite´ en faible
RSB.
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La re´duction de la complexite´ des ope´rations de la commande LQG hors ligne et temps re´el a e´te´
aborde´e au chapitre 5. Une premie`re tentative de re´duction du couˆt de calcul consiste a` simplifier la
re´solution de l’e´quation de Riccati d’estimation hors ligne. En revenant sur la mode´lisation du chapitre
3, une repre´sentation creuse a e´te´ propose´e pour les ope´rateurs intervenant dans la commande LQG
permettant e´galement de gagner sur le calcul en ligne. L’e´criture de la solution optimale a e´te´ ensuite
adapte´e a` l’utilisation de me´thodes nume´riques ite´ratives rapides. Pour cela il a fallu approximer la
solution de l’e´quation de Riccati qui a e´te´ remplace´e par un ope´rateur spectral creux ; ceci e´vite donc
de re´soudre la Riccati et rend effectivement compte de la re´gularisation du proble`me.
[Correia et al., 2009a] pre´sentent une e´tude comparative des repre´sentations classiques et creuses
(sans approximations). Comme premie`re observation, on constate que la performance en rapport de
Strehl n’est pas modifie´e par la mode´lisation en base zonale et qu’elle tend meˆme a` s’ame´liorer. Ceci
est duˆ au fait que le conditionnement des ope´rateurs line´aires creux est plus avantageux du point de vue
nume´rique que l’utilisation classique des polynoˆmes de Zernike. Deuxie`mement, l’approximation de
la solution de la Riccati d’estimation par un ope´rateur spectral motive alors l’utilisation d’une me´thode
ite´rative pre´-conditionne´e en espace de Fourier. Pour cela les proprie´te´s exploite´es au chapitre 3 ont
e´te´ encore une fois mises a` profit pour aboutir a` l’algorithme de la commande LQG avec mise en place
des gradients conjugue´es pre´-conditionne´s en Fourier (LQG-FD-PCG).
Les re´sultats de simulation en boucle ferme´e sont tre`s encourageants car les pertes engendre´es par
les diffe´rentes approximations se chiffrent au dessous de 1% en SR, pour un syste`me d’OA classique.
Graˆce a` l’utilisation des FT rapides, ces algorithmes pre´sentent une complexite´ de O(n log(n)),
donc assez attractifs surtout pour les OA des futurs ELT.
Enfin au chapitre 6 l’hypothe`se sur la rapidite´ infinie des miroirs de´formables a e´te´ relaˆche´e.
Autrement dit, le nouveau proble`me de commande optimale pour une boucle d’OA avec des miroirs
lents a e´te´ e´tudie´.
En ramenant le traitement a` une synthe`se LQG discre`te standard, on a de´montre´ l’e´quivalence
entre proble`me a` temps continu et a` temps discret. Une solution ge´ne´rale a` variance minimale a e´te´
formule´e dans le cadre de cette approche.
On a e´tudie´ un cas particulier de miroir pre´-focal pour l’E-ELT, plus pre´cise´ment le miroir
quaternaire adaptatif. Les perturbations conside´re´es sont celles dues a` l’impact du vent sur la
structure, deux a` trois ordres de grandeur plus importantes que les perturbations d’origine purement
atmosphe´rique.
Dans un premier temps, des miroirs avec une dynamique du premier ordre de´couple´e ont e´te´
e´tudie´s (voir [Correia et al., 2008a] et [Correia et al., 2009b]). Ensuite l’analyse pour des miroirs
re´sonants a e´te´ effectue´e. Les re´sultats de performance, stabilite´ et robustesse vis-a`-vis de la
connaissance des parame`tres a fait l’objet de la publication [Correia et al., 2010], pour des miroirs
fortement oscillants.
Les re´sultats analytiques et de simulations de Monte Carlo ont de plus confirme´ le choix plus
performant des parame`tres des mode`les AR propose´ au chapitre 4 ; on a aussi mis en e´vidence la
pre´cision avec laquelle les parame`tres de la turbulence et du miroir doivent eˆtre connus.
La nouvelle solution optimale a e´te´ compare´e a` la commande ne´gligeant la dynamique du MD.
Elle s’ave`re plus performante, plus stable et plus robuste. Selon le cas applicatif, elle s’ave`re meˆme
indispensable. On souligne que le traitement formel du proble`me de commande des OA a` variance
minimale avec dynamique du miroir permet de relaˆcher les contraintes impose´es aux constructeurs
de miroirs de´formables, car une partie de la dynamique interne peut eˆtre ge´re´e de fac¸on optimale au
niveau de la commande.
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Finalement, le formalisme a e´te´ e´tendu afin d’accommoder un double correcteur, commune´ment
de´nomme´ woofer-tweeter. Ce type de correcteur ont, en ge´ne´rale, une partie de leur espace de
correction en commun. La re´partition de la commande devient ainsi un proble`me mal pose´ et
non trivial a` re´soudre. La commande LQG avec pe´nalisations sur les commandes permet de ge´rer
de fac¸on optimale la re´partition spatio-temporelle de l’effort de commande en tenant compte des
caracte´ristiques dynamiques tant temporelles que spatiales des miroirs. Cela e´vite en effet de traiter le
proble`me de manie`re sous-optimale en appliquant une re´partition trop restrictive par exemple sur la
se´paration des fre´quences spatiales de correction.
Le cas particulier du WT en e´tude pour l’instrument NFIRAOS du projet TMT (te´lescope de 30
m) a e´te´ analyse´. Le filtrage optimal du bruit et l’atte´nuation optimale de la perturbation font que les
re´sultats obtenus pour cette strate´gie de commande sont nettement supe´rieurs aux approches base´es
sur le re´gulateur inte´grateur et double inte´grateur.
Perspectives
L’ensemble des travaux pre´sente´s dans ce me´moire de the`se soule`vent plusieurs questions et
pointent diffe´rentes directions de recherche toujours dans la vise´e des ELT.
Tout d’abord, l’algorithme de reconstruction dans l’espace des fre´quences spatiales pre´sente´ et
optimise´ au chapitre 3 doit encore subir des ame´liorations supple´mentaires pour le rendre au moins
aussi performant (au niveau optique) que les me´thodes classiques de reconstruction. Dans un premier
axe, une possibilite´ concerne la re´duction de la complexite´ du nouveau algorithme d’extrapolation
spectrale ou dans un deuxie`me axe d’ame´liorer la performance des me´thodes d’extension plus simples
notamment pour les OA avec forte occultation centrale. Re´cemment, une approche qui combine la base
de Fourier avec une commande LQG a e´te´ propose´e par [Poyneer et al., 2007]. Une autre direction de
recherche vise a` e´tablir la solution optimale en tenant compte du repliement de phase, un travail de´ja`
poursuivi par l’e´quipe dans laquelle ces travaux de the`se ont e´te´ mene´s.
Le banc High-order test bench (HOT) installe´ a` l’ESO permettra a` court terme de tester et
comparer expe´rimentalement les approches Fourier tant pour l’analyseur HS que pyramide.
L’e´tude the´orique pourra se poursuivre en ge´ne´ralisant l’algorithme aux OA tomographiques, tout
en tenant compte de la pupille finie du te´lescope. Ces travaux sont conside´re´s essentiels pour les
prochains instruments scientifiques de l’e`re VLT tels que le projet SPHERE et de l’e`re ELT.
L’approche LQG ite´rative de´crite au chapitre 4 et adapte´e aux GNDL au chapitre 5 pre´sente
encore un caracte`re exploratoire. Elle pointe de´ja` une direction comple´mentaire a` d’autres strate´gies
sous-optimales de commande issues de proble`mes de reconstruction statique en boucle ouverte.
L’approfondissement de la commande LQG pour les GNDL peut se poursuivre par l’optimisation
et e´valuation des approximations des ope´rateurs line´aires qui ont e´te´ propose´es ici. L’extension de
ces travaux aux OA tomographiques reste un travail a` mener. Me´thodes nume´riques he´rite´es des
proble`mes rencontre´s en me´te´orologie (plus pre´cise´ment mode`les GNDL pour la pre´vision du temps,
etc.), tels que les algorithmes quasi-Newton peuvent eˆtre envisage´s a` court terme.
Un cadre expe´rimental ou` l’approche propose´e dans ce me´moire pourrait s’appliquer est la
commande de syste`mes d’OA extreˆme pour le VLT, notamment sur la version optimise´e l’instrument
SPHERE upgraded.
L’e´tude originale de la commande a` variance minimale pour les syste`mes d’OA a` MD de
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dynamique non ne´gligeable, re´pond a` nombre de questions concernant la mise en œuvre des ELT.
De meˆme, elle soule`ve aussi d’autres questions.
La commande modale propose´e e´tant ge´ne´rale, elle doit maintenant eˆtre simule´e avec un plus
grand nombre de modes ; les couplages inter-modes doivent eˆtre pris en compte. Une strate´gie inte´gre´e
de commande de modes lents et rapides devra eˆtre propose´e.
A l’heure actuelle, les deux e´tudes sur lesquelles la solution optimale a e´te´ particularise´e, plus
pre´cise´ment le couple M4/M5 du futur E-ELT et le syste`me NFIRAOS du TMT, pourront be´ne´ficier
de la ge´ne´ralisation de la strate´gie. Toutefois d’autres approfondissements sont ne´cessaires.
A plus court terme, la caracte´risation des mode`les de perturbation et de MD aux e´chelles de temps
vise´es par l’application doit eˆtre re´alise´e. Un effort conse´quent doit donc eˆtre apporte´ sur ce point.
A moyen terme de banc du projet CHAPERSOA permettra de fonctionner avec un MD force´ en
dynamique non ne´gligeable.
A plus long terme, une implantation expe´rimentale sur des bancs optiques de´monstrateurs du
concept WT pour les ELT est envisageable.
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Chapitre 8
Annexes
8.1 Proprie´te´s utiles
Lemme 8.1 Exponentielle d’une matrice.
Pour toute matrice A inversible, ∀t ≥ 0
etA =
∑
n≥0
Antn
n!
(8.1)

Lemme 8.2 Inte´grale de l’exponentielle d’une matrice.
Pour toute matrice A inversible et ∀t ≥ 0 [van Loan, 1978]∫ t
0
esAds = A−1 (etA − I) = (etA − I)A−1 (8.2)

Lemme 8.3 Soit Q ≥ 0 et R > 0(
Q S
ST R
)
> 0 ⇔ Q− SR−1ST > 0 (8.3)

Lemme 8.4 Soit x une variable ale´atoire hilbertienne de matrice de covariance Σx et Q ≥ 0. Alors
E
{
xTQx
}
= trace (QΣx) (8.4)
ou` E{·} repre´sente espe´rance mathe´matique. 
Lemme 8.5 Soit vk,∀k ≥ 0 un bruit blanc Gaussien discret, c’est-a`-dire une se´quence i.i.d.
de variables Gaussiennes centre´es et de variance Σv,k ≥ 0. Soit x0 une variable Gaussienne
inde´pendante de v, et xk,∀k ≥ 0 le processus ale´atoire de´fini par l’e´quation de re´currence
xk+1 = Axk + vk (8.5)
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Alors, pour tout k ≥ 0 la variance Σx,k ve´rifie l’e´quation de Lyapunov discre`te
Σx,k+1 = AΣx,kA
T +Σv,k (8.6)
De plus, siA est une matrice de stabilite´ (c’est-a`-dire si elle a toutes ses valeurs propres de module ¡1),
Σx,k converge (a` vitesse exponentielle) vers la solution Σx,∞ de l’e´quation alge´brique de Lyapunov
discre`te
Σx,∞ = AΣx,∞AT +Σv (8.7)

Lemme 8.6 Soit vk,∀k ≥ 0 un bruit blanc Gaussien discret et A une matrice de stabilite´ discre`te.
Soit x0 une variable Gaussienne inde´pendante de v, et xk,∀k ≥ 0 le processus ale´atoire de´fini par
l’e´quation de re´currence
xk+1 = Axk + vk (8.8)
Soit par ailleurs Q ≥ 0 et
Jd = lim
M→+∞
1
M
M−1∑
k=0
xTkQxk (8.9)
Alors
Jd
p.s.
= trace (QΣx,∞) (8.10)
ou` Σx,∞ est la solution de l’e´quation de Lyapunov (8.6). 
Un solveur d’e´quations diffe´rentielles peut donc eˆtre utilise´ pour e´valuer (8.12). Dans certains
cas, on peut aussi envisager d’utiliser les solveurs d’e´quations alge´briques de Lyapunov (disponibles
directement notamment en Matlab) en exploitant ce corollaire imme´diat du re´sultat pre´ce´dent :
Lemme 8.7 Si Ac est une matrice de stabilite´, alors la solution unique Σ de l’e´quation alge´brique de
Lyapunov
AcΣ+ ΣA
T
c +Σ
c
v = 0 (8.11)
ve´rifie
Σ =
∫ +∞
0
etAcΣcve
tATc dt (8.12)
Si Ac est une matrice de stabilite´, ce re´sultat permet d’exprimer l’inte´grale (8.12) comme une
fonction de Σ [Troch, 1988]. En effet, on a∫ +∞
T
etAcΣcve
tATcdt =
∫ +∞
0
e(t−T )AcΣcve
(t−T )ATcdt
= e−TAc
(∫ +∞
0
etAcΣcve
tATcdt
)
e−TA
T
c
= e−TAcΣe−TA
T
c (8.13)∫ Ts
0
etAcΣcve
tATc dt =
∫ +∞
0
etAcΣcve
tATc dt−
∫ +∞
Ts
etAcΣcve
tATc dt = Σ− e−TsAcΣe−TsATc (8.14)

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Re´sume´
L’optique adaptative (OA) permet de corriger les effets induits par la turbulence atmosphe´rique,
qui de´gradent la re´solution des te´lescopes et donc la qualite´ des images. Introduits dans les anne´es
1990, les syste`mes d’OA deviennent de´sormais tomographiques, permettant l’analyse du volume
turbulent pour une correction a` grand champ. Ceci s’accompagne d’une forte augmentation de la
complexite´ des OA des futurs grands te´lescopes.
Les nouveaux concepts d’OA souvent a` grands nombres de degre´s de liberte´ (GNDL) requie`rent
des lois de commande innovantes respectant les contraintes temps re´el. Plusieurs aspects originaux
sont aborde´s. Pour les GNDL, le point d’entre´e est le choix de la base de repre´sentation de la
phase. Deux voies sont explore´es : avec une formulation zonale, des me´thodes Fourier sont e´tudie´es
pour la reconstruction statique de front d’onde ; une nouvelle strate´gie combinant me´thodes Fourier
et me´thodes ite´ratives est de´veloppe´e pour adapter la commande optimale line´aire quadratique
gaussienne (LQG) aux GNDL.
On traite ensuite le proble`me des dynamiques temporelles des grands miroirs de´formables. Pour
des dynamiques line´aires, la commande optimale minimisant la variance re´siduelle est obtenue comme
solution d’un proble`me LQG a` temps discret. Ceci permet aussi de quantifier la de´gradation de
performances pour des commandes sous-optimales. Cette approche est applique´e a` la commande des
miroirs de basculement destine´s aux grands te´lescopes. On montre que ne´gliger la dynamique conduit
a` une de´gradation significative des performances. Une autre application est traite´e : la coordination
d’un miroir lent et d’un miroir rapide (concept woofer-tweeter).
Mots Cle´s : optique adaptative, commande LQG, filtre de Kalman, transforme´e de Fourier,
reconstruction et analyse de front d’onde.
Summary
Adaptive optics (AO) enables to correct the effects induced by atmospheric turbulence, which
affect telescopes’ resolution and hence image quality. Introduced in the 1990s, AO systems become
tomographic, allowing to analyze turbulence in volume in order to achieve wide-field correction. For
future large telescopes, this goes together with a sharp increase in complexity.
New AO concepts, often exhibiting large number of degrees of freedom (LNDF), require
innovative control laws compatible with real-time constraints.
Several original aspects are addressed. For LNDFs, the entry point is the selection of a basis for
the turbulent phase. Two directions are explored : with a zonal formulation, Fourier methods for static
wavefront reconstruction are investigated ; a new strategy combining Fourier and iterative methods is
developed to adapt optimal Linear Quadratic Gaussian (LQG) control to LNDFs.
The issue of large deformable mirror’s temporal dynamics is addressed. For linear dynamics,
the optimal control minimizing residual variance is obtained as the solution of a discrete-time LQG
problem. This also enables to quantify the degradation in performance with suboptimal controllers.
This approach is applied to the control of tip-tilt mirrors developed for large telescopes. It is shown
that neglecting dynamics results in significant performance degradation. Another application is dealt
with : the coordination of slow and fast mirrors (woofer-tweeter concept).
Keywords : adaptive optics, LQG control, Kalman filter, Fourier transform, wavefront reconstruc-
tion

