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Correspondence
Statistical Performance Analysis of MDL Source
Enumeration in Array Processing
Farzan Haddadi, Mohammadreza Malek-Mohammadi,
Mohammad Mahdi Nayebi, and Mohammad R. Aref
Abstract—In this correspondence, we focus on the performance analysis
ofthewidely-usedminimumdescriptionlength(MDL)sourceenumeration
technique in array processing. Unfortunately,available theoreticalanalysis
exhibit deviation from the simulation results. We present an accurate and
insightful performance analysis for the probability of missed detection. We
also show that the statistical performance of the MDL is approximately
thesameunderbothdeterministicandstochasticsignalmodels.Simulation
results show the superiority of the proposed analysis over available results.
Index Terms—Deterministicsignal,minimum descriptionlength (MDL),
performance analysis, source enumeration.
I. INTRODUCTION AND PRELIMINARIES
Minimum description length (MDL) [1], is one of the most suc-
cessful methods for determining the number of present signals in
array processing and channel order detection [2]. MDL is a low
complexity information theoretic criteria which does not need any
subjective threshold setting usual in detection theoretic criteria. Other
statistical properties, specially its asymptotic consistency [1], makes
it a favorable choice for source enumeration. Unfortunately, only
few approximate ﬁnite-sample performance analysis are available
on the MDL method [3]–[8]. In [3], a simple asymptotic statistical
model for the eigenvalues of the sample correlation matrix was used.
Unfortunately, the theoretical results showed persistent bias from the
simulation results [4].
The next work [5], gives a computational approach for calculation
of the probability of false alarm ￿￿￿. In calculating the probability of
misseddetection ￿￿, the same inaccurate statistical model is used asin
[3]. In [6], instead of exact performance estimation, theoretical bounds
for performance were presented. A qualitative performance evaluation
in terms of gap between noise and signal eigenvalues and also the dis-
persion of each group is given in [7]. In a recent work [8], a signiﬁ-
cantly different approach was used. Our simulation results show im-
proved results of [8] in comparison with [3]. The performance analysis
was generalized to the non-Gaussian signals while it was shown that
the results reduce to the results of [5], [6] in Gaussian signals. We will
show that the same modelling errors have degraded the analysis in [8]
as in [3]–[6].
Inthis correspondence,weusean approachverysimilarto[3]–[5]to
estimate ￿￿, including in the analysis the ﬁnite sample ￿￿￿
￿￿￿ biases
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of the eigenvalues. The noise subspace eigenvalue spread is taken into
account which prevents the signal subspace eigenvalues to approach
￿
￿, the noise variance. The bias of the noise power estimator in MDL
is calculated to get excellent match between theoretical and simulation
results. We will not calculate ￿￿￿ which is negligible.
In the previous works, only the case of stochastic signal has been
considered. Here, we use a perturbation analysis to calculate biases
and variances of the eigenvalues under deterministic signal, too. Using
these results, we show that the performance of source enumeration
methods are approximately the same in both stochastic and determin-
istic signal models. This is a natural complementary result for the
known fact that the performance of the direction of arrival (DOA)
estimation methods in array processing is the same under stochastic
and deterministic signal models [9].
From a sensor array of ￿ elements, ￿ observations ￿ ￿ ￿￿ ￿
￿￿￿,
￿ ￿￿ ￿￿￿￿￿￿is made,whichis alineartransformation of￿￿￿source
signals ￿ ￿ ￿￿ ￿
￿￿￿, plus noise ￿ ￿ ￿￿ ￿
￿￿￿
￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ (1)
where ￿ ￿ ￿ ￿
￿￿￿, the steering matrix, is composed of ￿ linearly in-
dependent column vectors of array response ￿ ￿ ￿￿￿￿￿, ￿ ￿￿ ￿￿￿￿￿￿. Let
￿ ￿ ￿
￿ ￿￿ ￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿ and ￿ ￿ ￿ and ￿ ￿ ￿ be deﬁned in the same way. Signal
and noise are assumed to be i.i.d. and uncorrelated random variables.
A compact form for the model will be
￿ ￿ ￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ (2)
Noise is assumed to be circular Gaussian. Signal can be modelled
either as a zero-mean circular Gaussian random sequence or an
unknown deterministic sequence. The distribution of ￿ ￿ ￿ will be as
￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿
￿ ￿ ￿
￿￿ ￿ ￿￿ where ￿ ￿ ￿ ￿ ￿￿￿￿ ￿￿ ￿￿￿￿ in the stochastic signal
model, and as ￿￿￿￿ ￿￿ ￿￿￿￿
￿￿ ￿ ￿￿ in the deterministic signal model.
To estimate the number of present signals ￿, eigenvalues of
the correlation matrix ￿ ￿ ￿ ￿ ￿
￿￿￿￿￿￿ ￿￿ ￿￿
￿￿ are used. Note that
￿ ￿ ￿￿￿￿ ￿ ￿
￿￿￿￿￿ ￿￿￿ ￿￿￿
￿￿ ￿ ￿
￿ ￿ ￿
￿￿ ￿ ￿ and ￿ ￿ ￿￿￿￿ ￿ ￿￿￿ ￿￿￿ ￿￿￿
￿ ￿ ￿
￿￿ ￿ ￿. The
eigendecomposition of the correlation matrix is
￿￿ ￿￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿ (3)
and we have ￿￿ ￿ ￿￿￿ ￿￿ ￿ ￿￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿ ￿ ￿
￿. Source
enumeration methods are based on a spherity test on the sample corre-
lation matrix deﬁned as
￿ ￿ ￿ ￿ ￿
￿
￿
￿
￿￿￿
￿ ￿ ￿￿￿ ￿ ￿
￿
￿ ￿ (4)
Eigendecomposition of ￿ ￿ ￿ ￿ is deﬁned as ￿ ￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿￿￿ ￿ ￿￿ in which ￿￿ ￿
￿￿ ￿ ￿￿￿ ￿￿ ￿. The MDL estimator of ￿ is the minimizer of the fol-
lowing criterion
￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿
￿￿
￿￿
￿
￿
￿
￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ (5)
where
￿￿
￿ ￿
￿
￿ ￿ ￿
￿
￿￿￿￿￿
￿￿ (6)
￿￿
￿ ￿
￿
￿￿￿￿￿
￿
￿￿￿￿￿￿￿
￿ ￿ (7)
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The ﬁrst term in (5) is the generalized likelihood ratio for the test of
spherity and the second term is a penalty function preventing over-
modeling.
II. STATISTICAL PROPERTIES OF EIGENVALUES
A. Signal Eigenvalues
First of all, we derive a result useful for statistical characterization
of the signal eigenvalues in the deterministic signal model. Let ￿ ￿ ￿￿ ￿
￿￿￿, ￿ ￿￿ ￿￿￿￿￿￿be i.i.d. observations and ￿ ￿ ￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿. Note
that ￿￿￿￿￿ ￿ ￿￿ ￿￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿, where ￿ is the Kronecker product
and ￿￿￿￿￿ ￿ ￿￿ is the vectorizing operator stacking columns of ￿ ￿ ￿ in a
single column vector. Let ￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿ ￿
￿￿￿ be constant vectors. The
Brillinger result states that [10, p. 114]
￿￿￿￿￿ ￿ ￿
￿￿ ￿ ￿ ￿￿ ￿ ￿￿￿ ￿ ￿
￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿￿￿
￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿￿ (8)
We generalize the Brillinger result to the nonzero-mean case. To the
best of our knowledge the following result is new to the literature.
Lemma 1: Let ￿￿￿￿￿ ￿ ￿ ￿ ￿￿ ￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿, where
￿ ￿ ￿
￿ ￿￿ ￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿ and ￿ ￿ ￿
￿ ￿￿ ￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿. Then for ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿￿ ￿￿ ￿￿
￿
and constant vectors ￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿ ￿
￿￿￿, we will have
￿
￿ ￿￿￿￿￿￿ ￿ ￿
￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿￿ ￿ ￿
￿ ￿ ￿ ￿ ￿￿ ￿ ￿￿
￿￿
￿￿￿￿ ￿ ￿
￿￿ ￿ ￿￿ ￿ ￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿ ￿ ￿
￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿
￿ ￿
￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ (9)
Proof: See Appendix I.
We ﬁrst brieﬂy state useful available results.
Theorem 1: Let ￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿. Then the signal eigen-
values of ￿ ￿ ￿ ￿ in the asymptotic region of ￿ ￿ ￿ has limiting Gaussian
distribution and we have [10], [15]
￿￿￿￿￿￿￿￿ ￿
￿￿￿￿
￿￿￿￿
￿￿￿￿ ￿ ￿￿￿
￿ ￿￿￿
￿￿￿ (10)
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿
￿
￿ ￿ ￿￿￿
￿￿￿ (11)
where ￿￿￿ is the Kronecker delta function. Now we generalize
Theorem I to the non-central case.
Theorem 2: Let ￿￿￿￿￿ ￿ ￿￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿ ￿ ￿￿ ￿ ￿
￿￿ ￿ ￿￿￿. Then asymp-
totically for the signal eigenvalues of ￿ ￿ ￿ ￿ we will have
￿￿￿￿￿￿￿￿ ￿
￿￿￿￿
￿￿￿ ￿ ￿￿￿￿
￿ ￿ ￿
￿
￿￿￿￿ ￿ ￿￿￿
￿ ￿￿￿
￿￿￿ (12)
￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
￿￿￿￿￿￿￿
￿ ￿ ￿
￿￿￿￿￿￿
￿￿￿￿ (13)
Proof: See Appendix II.
B. Noise Eigenvalues
The eigenvalues associated with the noise subspace come from a
spherical subspace. Therefore, they are not sufﬁciently separated, but
placed tight together around the noise power ￿
￿. Then, the perturba-
tion analysis in Appendix II is no longer true, since their eigenvectors
change dramatically with a small perturbation in ￿ ￿ ￿. The distribution
of the noise eigenvalues is identical to the noise-only observations in
an ￿ ￿ ￿ dimensional noise subspace with a small negative bias intro-
ducedbysignaleigenvalues[11].Here,weintroducetwostatisticaldis-
tributions to show that some noise eigenvalues are considerably larger
than ￿
￿.This invalidates the approximations used in [3] for calculating
￿￿. In low SNRs, the weakest signal eigenvalue approaches the largest
noise eigenvalue but cannot pass it due to the ordering of the eigen-
values. In this subsection, we assume ￿
￿ ￿￿ .
Fig. 1. Limiting densities of the noise subspace eigenvalues for ￿ ￿￿and
￿ ￿￿cases. The spread of the eigenvalues around 1 is evident.
1) The Marˇ cenko–Pastur Distribution: For sufﬁciently large ￿ and
￿, with ￿ ￿ ￿￿￿ and in the null case, the distribution of unordered
noise eigenvalues is [11]
￿￿￿￿￿
￿
￿￿￿
￿￿ ￿ ￿￿￿￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿ ￿ (14)
where ￿ ￿￿ ￿￿ ￿
￿￿￿￿￿
￿
, ￿ ￿￿ ￿￿￿
￿￿￿￿￿
￿
, as depicted in Fig. 1.
Note that ￿￿￿￿ is a univariate distribution since it expresses the
bulk distribution [11] of the eigenvalues, i.e., in the null case, the
eigenvalues of the covariance matrix are ￿ independent samples of
this distribution.
2) TheTracy–WidomDistribution: Thelargesteigenvalueofacom-
plex correlation matrix in the null case has a bell-shaped distribution
called ￿￿ with moments [11]
￿￿￿￿￿ ￿￿￿￿ ￿ ￿￿￿￿￿￿ (15)
￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿ (16)
in which
￿￿￿ ￿ ￿￿
￿
￿
￿
(17)
￿￿￿ ￿
￿￿￿
￿
￿
￿
￿
￿
￿
￿
￿
￿￿￿
￿ (18)
As a numerical example, assume ￿ ￿ ￿￿￿ and ￿ ￿￿ ￿ , then ￿￿￿￿￿ ￿
￿￿￿￿ and ￿￿￿￿￿￿￿ ￿ ￿￿￿￿ which implies that ￿￿ ￿ ￿￿￿ with high prob-
ability. We conclude that the signal eigenvalues should be well larger
than ￿
￿.
III. PROBABILITY OF MISSED DETECTION
A. Method of Calculation
In this subsection, using the statistical tools developed in the pre-
vious section, we calculate ￿￿ for MDL method. ￿￿￿ is negligible in
moderate values of ￿ and ￿. For example, in ￿ ￿￿and ￿ ￿￿ ￿ ,
￿￿￿ ￿ ￿￿￿￿￿ and decays rapidly when ￿ and ￿ increase. ￿￿ can
be used to estimate the minimum energy level of a source to be de-
tectable by the system. It can also be used to determine the system ca-
pability for resolving very close sources. Then, we concentrate on the
￿￿￿
￿ ￿ ￿￿￿￿ ￿￿ ￿and ￿￿￿
￿ ￿ ￿￿￿￿ ￿￿ ￿ , although our method can
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be used for the general scenario. Let ￿￿ denote the situation in which
only one source is present
￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ (19)
Using (5) and rearranging the terms in (19) we get
￿￿￿ ￿ ￿ ￿￿￿￿
￿￿
￿￿
￿ ￿￿ ￿ ￿￿￿￿￿
￿￿
￿￿
￿
￿
￿￿
￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿ (20)
By the deﬁnition of ￿￿ in (6), we can write
￿￿ ￿
￿
￿
￿￿ ￿
￿ ￿ ￿
￿
￿￿￿ (21)
Similarly, for the geometric mean using (7) we have
￿
￿
￿ ￿ ￿￿￿
￿￿￿
￿ ￿ (22)
Substituting (21) and (22) in (20), we get [3]
￿￿￿ ￿ ￿ ￿￿￿￿￿￿
￿￿
￿￿
￿￿ ￿ (23)
where
￿￿￿￿￿￿
￿ ￿
￿
￿
￿￿
￿ ￿ ￿
￿
￿
(24)
and
￿￿ ￿
￿
￿￿
￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿ (25)
In [3], The function ￿￿￿￿￿￿￿￿￿￿￿ is approximated by its second
order Taylor series near ￿ ￿￿ . This is one source of avoidable
error in the method. The smallest eigenvalue of the signal subspace
is greater than the largest eigenvalue of the noise subspace, which
is, from Section II-B, larger than ￿
￿. Also recall that ￿￿ ￿ ￿
￿,w e
conclude that ￿￿￿. It is evident that the function ￿￿￿￿￿￿￿￿￿￿￿ is
uniformly increasing in the region ￿￿￿, therefore we can translate
the inequality in (23) to a simpler one
￿￿￿ ￿ ￿￿￿￿￿ ￿￿￿ (26)
where
￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿ (27)
Using (26), two steps are required for calculation of ￿￿, computing
￿￿￿ from (27) and determining the statistics of ￿
￿ ￿ ￿￿￿￿￿ in (26).
Unfortunately, (27) cannot be solved analytically for ￿￿￿, then we
ﬁnd an approximate solution in the ﬁrst step. Rearrange (27) to get
￿￿
￿￿￿ ￿ ￿
￿
￿
￿ ￿￿￿￿
￿ ￿ (28)
Expanding the left-hand-side of (28) to the second order, assuming ￿
is sufﬁciently large and solving the resulting quadratic equation, gives
a ﬁrst approximation for ￿￿￿
￿
￿￿￿
￿￿ ￿￿￿ ￿￿￿ ￿ ￿￿ (29)
Now since the function in left-hand side of (27) is smooth, we can use
a ﬁrst order Taylor series around the solution in (29) to get closer to the
exact solution
￿
￿￿￿￿￿
￿￿ ￿ ￿
￿￿￿
￿￿ ￿ ￿￿ ￿ ￿
￿￿￿
￿
￿
￿￿￿
￿￿ ￿￿
￿
￿￿￿
￿￿ ￿ ￿
(30)
where ￿
￿￿￿
￿ depends on ￿
￿￿￿
￿￿ through (27).Application of (30) for a few
times gives a very accurate solution. Note that computation of ￿￿￿ is
done after setting ￿ and ￿, but is not dependent on the SNR.
The next step in calculating ￿￿￿ is determining the statistics of ￿.
From (10) and (11), we can see that ￿￿ is distributed as
￿￿ ￿￿ ￿￿ ￿
￿￿ ￿ ￿￿￿￿￿
￿
￿￿￿￿ ￿ ￿￿￿
￿
￿
￿
￿
￿
￿ (31)
In [3]–[5], the bias term of ￿￿ is not considered, while a numerical
example can clarify the point. Assume that ￿ ￿ ￿￿￿, ￿ ￿￿ ￿ , and
￿
￿ ￿￿ . In the SNR in which ￿￿￿ starts to become large, ￿￿ ￿￿ ￿￿,
￿￿￿￿￿￿￿ ￿￿, and ￿￿￿￿￿￿￿￿￿ ￿￿￿. Therefore, overlooking the bias
term (0.7) introduces large error to the analysis. Since in the critical
SNRs, the signal eigenvalue get closer to the noise eigenvalues, the de-
nominator in (10) reduces and the bias term gets large.
In the null case, ￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿ ￿ ￿￿￿ ￿ ￿
￿ ￿￿ , which rec-
ommends that ￿￿￿￿￿￿￿￿￿￿
￿. But a signal eigenvalue can cause a
negative bias on ￿￿, numerically about 2%. Then, although we neglect
the variance of ￿￿ which is very small compared to the variance of ￿￿,
we should take into account the bias to achieve an exact performance
evaluation.Infact,thevariancesoftheeigenvalues(regardlessofbeing
anoiseeigenvalueorasignalone)increaseswiththemeanoftheeigen-
value. This can be seen in the simulations and can be justiﬁed for the
noise eigenvalues with noticing the decay of the Marˇ cenko–Pastur dis-
tribution in Fig. 1 which results in increasing variance of its order sta-
tistics. The variance of any order statistic of a distribution is inversely
proportional to the squared value of the distribution in the vicinity of
the mean value of that order statistics. A classical example of this fact
is the variance of the median. For the signal eigenvalues, this is already
shown in (11) and (13). This fact, along with the averaging in the cal-
culation of ￿￿ shows that its variance is negligible in the analysis. To
calculate the bias, note that ￿￿￿￿￿￿￿ ￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿ ￿ ￿￿￿ ￿
￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿ ￿ ￿￿￿
￿. This besides (10) gives [16]
￿￿ ￿ ￿￿ ￿ ￿
￿ ￿
￿
￿￿￿
￿￿￿￿ ￿ ￿￿￿
￿ (32)
Using (31) and (32), the distribution of ￿ is determined as a Gaussian
random variable with known mean ￿￿ and variance ￿
￿
￿. Then, ￿￿￿ can
be calculated as
￿￿￿ ￿￿￿ ￿
￿￿￿ ￿ ￿￿
￿￿
(33)
in which
￿￿￿￿￿
￿
￿
￿
￿
￿￿
￿
￿ ￿￿￿ (34)
The same procedure can be used to calculate ￿￿￿. The following ap-
proximation is widely used and justiﬁed in the literature [3, eq. (24)],
[5, eq. (II.3a)]:
￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿ ￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿ (35)
It basically states that the probability of missing one of the sources is
very larger than missing both of them. We drop the details and just give
some of the points important in the calculation of ￿￿￿:
￿￿￿ ￿ ￿ ￿￿￿￿￿￿
￿￿
￿￿
￿￿ ￿ (36)
in which the threshold ￿￿ and the function ￿￿￿ are deﬁned as
￿￿ ￿
￿
￿￿
￿￿￿ ￿ ￿￿￿￿￿￿￿￿ (37)
￿￿￿￿￿￿￿
￿
￿
￿￿
￿ ￿ ￿
￿ ￿ ￿
￿￿￿
(38)
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￿
￿ ￿
￿￿
￿￿
￿ (39)
The recursive equation to estimate the threshold ￿￿￿ will be
￿
￿￿￿￿￿
￿￿ ￿ ￿
￿￿￿
￿￿ ￿ ￿￿ ￿ ￿
￿￿￿
￿
￿
￿￿￿
￿￿ ￿ ￿ ￿￿￿
￿￿￿
￿￿
￿￿ ￿ ￿￿ ￿
￿￿￿
￿￿ ￿ ￿
￿ (40)
The distribution of ￿￿ will be
￿￿ ￿￿ ￿￿ ￿
￿￿ ￿ ￿￿￿￿￿
￿
￿￿￿￿ ￿ ￿￿￿
￿
￿￿￿￿
￿￿￿￿ ￿ ￿￿￿
￿
￿
￿
￿
￿
￿ (41)
￿￿ will have a negligible variance and can be estimated by its mean
value
￿￿ ￿ ￿￿￿￿￿￿￿
￿ ￿
￿
￿￿￿
￿￿￿￿ ￿ ￿￿￿
￿
￿
￿￿￿
￿￿￿￿ ￿ ￿￿￿
￿ (42)
Now, using (41) and (42), the distribution of ￿ in (39) can be found
and ￿￿￿ is achieved as in (33). The same procedure can be used for
determining ￿￿ in any number of sources.
B. Deterministic Signal Model
Although the ﬁrst- and second-order statistical properties of the
signal subspace eigenvalues are different under stochastic and de-
terministic signal models, the performance of the MDL is the same
under two models. As explained in Section III-A, ￿￿ depends on
the statistics of the weakest signal eigenvalue ￿￿. We show that these
statistics grow similar under two models when ￿￿ approaches the noise
eigenvalues. Note that, for a fair comparison of the two signal models,
the signal second-order characteristics should be the same (see, e.g.
[9, sec. V]). Therefore, we have ￿￿￿￿￿￿ ￿ ￿ ￿￿￿￿￿ ￿ ￿
￿
￿￿￿￿￿ ￿ ￿￿￿ ￿ ￿￿￿￿￿ ￿ ￿￿
￿￿￿￿,
which results in￿ ￿ ￿￿￿￿ ￿ ￿ ￿ ￿￿￿￿ and hence ￿￿ ￿￿￿ ￿ ￿￿ ￿￿￿, ￿ ￿￿ ￿￿￿￿￿￿.
In the situations where ￿￿ starts to grow large, ￿￿ is barely larger than
the noise eigenvalues, ￿￿ ￿ ￿
￿, then from (12) we have
￿￿￿￿￿￿￿￿ ￿ ￿￿ ￿
￿￿￿￿
￿
￿￿￿
￿￿￿￿ ￿ ￿￿￿
(43)
which is the same as (10) in stochastic signal model. For the variances,
we assume that ￿￿ has approached the upper limit of the noise eigen-
values
￿￿ ￿ ￿
￿ ￿￿
￿
￿
￿
(44)
which is the upper limit of the Marˇ cenko–Pastur distribution in (14).
Note that, as signal power reduces, its eigenvalue approaches the noise
eigenvaluesroughlyabout￿
￿.But￿￿ cannotbesmallerthanthelargest
noiseeigenvalue duetothe sortingof theeigenvalues. Thenas theSNR
reduces, ￿￿ approaches the upper limit of the noise eigenvalues about
(44). In fact, we are using a better approximation for ￿￿ in calculating
the variance in (44) rather than in calculating the expectation in (43).
Assuming ￿ ￿ ￿, a ﬁrst-order expansion of (44) can be used in (11)
to give
￿￿￿￿￿￿￿￿￿￿￿
￿
￿
￿
￿
￿ ￿
￿
￿
￿
￿ ￿￿￿
￿
￿
(45)
and in (13) to give
￿￿￿￿￿￿￿￿￿￿￿
￿
￿
￿￿￿￿￿
￿ ￿ ￿
￿￿
￿
￿
￿
￿
￿ ￿ ￿￿￿
￿
￿
￿ ￿ (46)
which reduces to the result in (45) and we can conclude that the vari-
ance of ￿￿ is the same under two models in low SNRs. Hence, ￿￿ is
Fig. 2. ￿ of MDL method when number of sensors ￿ ￿￿ ￿ , and number of
snapshots ￿ ￿ ￿￿￿.
approximately the same under two signal models. This is in harmony
with the same result in the DOA estimation problem, where the perfor-
mance of the estimators are the same under two signal model [9].
IV. SIMULATION RESULTS
In this section, simulation results are presented to support the theo-
retical derivations. We consider ￿￿ in different conditions of number
of snapshots ￿, and number of sensors ￿ in a uniform linear array with
half-wavelengthinter-element distance. Our estimate is comparedwith
[3]and[8].Resultsarepresentedfortwocloselyspacedsourcesin￿￿￿,
and one source in ￿￿￿. When the sources get closer to each other, the
weaker signal eigenvalue approaches the noise eigenvalues and pos-
sibly miss will occur. Therefore, for a ﬁxed angular distance of the
sources, a minimum SNR is required for the array to be able to detect
both sources.
Two equally powered uncorrelated signal sources in ￿￿
￿ are as-
sumed. The SNR is deﬁned as the ratio of each signal variance to noise
variance (i.e. sensor SNR). Figs. 2, 3, and 4 show the corresponding re-
sultsfor￿￿￿ differentsituationsintermsof￿ and￿.Fig.5presentsthe
results for ￿￿￿ in the worst case of parameters. The superiority of our
methodinestimatingthesimulationresultsisevident.InFig.2,simula-
tion results are presented for both deterministic and stochastic signals,
whichconﬁrmstheapproximateequalityof￿￿ undertwomodels.This
equality improves as the number of observations ￿ increases. Note that
our method is used to estimate ￿￿ under stochastic signal model in
Fig. 2. The analysis in [3] underestimates ￿￿ with a horizontal dis-
tance of about 0.5–2 dB. In fact, this method improves when ￿ gets
larger since in this situation, the neglected biases reduce. The estimate
of [8] is better than [3], with overestimation of ￿￿ equivalent with a
horizontal distance about 0.5–1 dB. Note that in the extreme case of
￿ ￿￿ ￿and ￿ ￿￿ ￿of Fig. 4, our analysis starts to degrade since the
asymptotic assumption is no longer valid. Though, in most cases, our
estimate exhibits horizontal distance of about 0.03 dB.
Wehaveseenthattheanalysisin[3]–[5]lackstheinclusionofbiases
of the eigenvalues and also suffers from some inaccurate approxima-
tions. But the analysis in [8] requires more scrutiny since as we have
seen in the simulation results, this analysis gives completely different
results from [3]. Authors in [8] use asymptotic conditions to show that
￿￿￿￿￿￿￿￿￿￿￿ converges in distribution to a Gaussian random vari-
able with mean ￿ and variance ￿
￿. Simulations show that although the
formula derived for ￿
￿ in [8] is a very good estimate of the empirical
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Fig. 3. ￿ of MDL method when number of sensors ￿ ￿￿ ￿ , and number of
snapshots ￿ ￿ ￿￿￿.
Fig. 4. ￿ of MDL method when number of sensors ￿ ￿￿ ￿ , and number of
snapshots ￿ ￿￿ ￿ .
Fig. 5. ￿ of MDL method when number of sensors ￿ ￿￿ ￿ , and number of
snapshots ￿ ￿￿ ￿ .
Fig. 6. ￿ of MDL method when number of sensors ￿ ￿￿ , and number of
snapshots ￿ ￿ ￿￿￿. The performance prediction method in [8] works well in
this set of parameters.
value, the same is not true for the mean ￿, which in fact shows con-
siderable deviation. This disagreement is present in small ￿ as well as
large ￿ conditions. The derived result forthe mean of the Gaussian dis-
tribution in [8, eq. (19)] is
￿ ￿ ￿￿￿￿
￿
￿
￿
￿￿
￿￿
￿
￿ ￿ ￿ ￿￿
￿￿
￿￿
￿
￿ ￿
￿￿￿￿￿
￿￿￿￿￿￿￿ ￿ ￿￿ ￿ ￿￿￿￿￿￿￿￿ (47)
which is ￿￿￿￿￿￿￿￿￿￿ plus some nonrandom term in the notation of
our analysis. Now, it is evident that (47) is derived assuming ￿￿￿￿￿￿
￿￿ for signal subspace and ￿￿￿￿￿￿￿
￿
￿, thus every biases in the distri-
bution of ￿￿ and ￿￿ is ignored. Additionally, Although we can assume
the distribution of ￿ to be Gaussian, it is not easy to assume normality
for the function ￿￿￿￿￿￿￿￿￿￿￿since it is a highly nonlinear function
of ￿. Simulations show that the normality assumption is approximately
valid only for large values of ￿, say ￿ ￿ ￿￿￿￿. Another issue is that
nonlinearity of the function ￿￿￿￿￿￿￿￿￿￿￿ move the mean of the distri-
bution which is not taken into account.
Here, we will give further simulation results that compare our anal-
ysis with the one presented in [8]. We assume the same conditions as
in [8, Fig. 1] which is ￿ ￿ ￿￿￿, ￿ ￿￿ , and two Gaussian sources in
￿ ￿ ￿ ￿￿ ￿￿
￿ ￿￿ ￿
￿￿. The results are shown in Fig. 6, where the exper-
imental performance of MDL method is accurately predicted by both
our method and the method presented in [8]. Although from a theoret-
ical point of view, the method of [8] is not comprehensive enough, in
this special case of parameters it works well. If we change the sources
DOAs and keep every other parameters unchanged we will see that the
predictions of [8] degrades. Fig. 7 shows the experimental results and
theoreticalpredictionswhensourcesarein￿ ￿ ￿ ￿￿ ￿￿
￿ ￿￿
￿￿.Itisevident
that the method of [8] does not work well anymore while our method
is still accurate. Note that we have investigated its performance when
sources are very close to each other in our previous simulation results
where the method in [8] failed to predict the performance accurately.
Therefore, the method in [8] cannot be a reliable method of analytical
performance calculation.
V. CONCLUSION
An accurate performance analysis for the probability of missed de-
tection of the MDL source enumeration method was presented. Statis-
ticalcharacterizationoftheprincipalcomponentsofthecovariancema-
trixhelpedtotakegoodassumptionsandapproximationwhichresulted
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Fig. 7. ￿ of MDL method when number of sensors ￿ ￿￿ , and number of
snapshots ￿ ￿￿ ￿ ￿ . The performance prediction method in [8] does not work
well in this set of parameters.
in improved estimations of ￿￿. It is proved that the performance is ap-
proximately identical under stochastic and deterministic signal models
using a perturbation analysis which gives the statistical properties of
eigenvalues in the deterministic signal model. Simulation results show
the superiority of the proposed analysis compared with the previous
results.
APPENDIX I
PROOF OF LEMMA 1
Let ￿ ￿ ￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ and rearrange the covariance in (9) as
￿
￿￿ ￿￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿ ￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿
￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿ ￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ (48)
Circularity of the distribution and zero odd moments of zero-mean
Gaussian distribution reduces (48) to
￿
￿￿ ￿￿￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿
￿￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿
￿￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ (49)
The ﬁrst term in (49) is given by (8). The fact that ￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿: ￿ ￿￿ ￿
reduces the second term as
￿ ￿ ￿
￿￿ ￿ ￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿ ￿ ￿
￿￿ ￿ ￿ ￿￿ ￿ ￿
￿￿ ￿ ￿￿￿￿￿ ￿ ￿ ￿ ￿
￿
￿ ￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿ ￿ ￿ ￿
￿￿ ￿ ￿
￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿
￿￿ ￿ ￿￿￿￿ ￿ ￿
￿￿￿ ￿￿ ￿￿￿￿ (50)
The third term in (49) can be derived in the same way. Note that all
the three terms in the right-hand-side of (9) are ￿￿￿
￿￿￿ since ￿ ￿ ￿ is of
dimension ￿ ￿ ￿ and hence ￿￿ ￿￿ ￿￿￿ is ￿￿￿￿.
APPENDIX II
PROOF OF THEOREM 2
In the asymptotic region of ￿ ￿ ￿, ￿ ￿ ￿ ￿ is a slightly perturbed version
of ￿ ￿ ￿, described as
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿￿ ￿ ￿ (51)
where ￿ ￿ ￿ is the perturbation factor. Small perturbations in￿ ￿ ￿ result
in small changes in its eigenvectors if the associated eigenvalues are
sufﬁciently separated [12]. It means that the following results are true
for signal eigenvalues. Remember the deﬁnition of the eigendecompo-
sitions as ￿￿ ￿￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿￿ and ￿ ￿ ￿ ￿￿ ￿ ￿￿ ￿ ￿￿￿ ￿ ￿￿. The ﬁrst order perturbation
in eigenvectors is
￿ ￿ ￿￿ ￿ ￿ ￿ ￿￿ ￿
￿￿￿￿
￿￿￿￿￿ ￿ ￿￿ (52)
where ￿￿￿s are the perturbation coefﬁcients. Straightforward calcula-
tions will give [13, eq. (A.9)] [14]
￿￿ ￿￿￿ ￿ ￿￿ ￿ ￿
￿
￿ ￿￿ ￿￿ ￿￿￿ ￿
￿￿￿￿
￿￿￿￿
￿￿ ￿ ￿
￿
￿ ￿￿ ￿￿ ￿￿￿ (53)
￿￿￿ ￿
￿ ￿ ￿￿
￿ ￿￿ ￿￿ ￿￿￿
￿￿ ￿ ￿￿
￿ (54)
Under the conditions of Theorem 2, we will have
￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿
￿￿￿ ￿ ￿￿￿￿
￿ ￿ ￿
￿
￿￿￿￿￿￿ ￿ ￿￿￿￿ (55)
which is shown using (54) and replacing ￿￿ ￿￿ ￿￿￿ ￿ ￿￿￿ ￿ ￿ ￿ ￿
￿￿ ￿ ￿￿ in (9).
Now, (12) is proved using (53) and (9). Equation (13) can be shown
using (53) to the ﬁrst order and (9). Note that the limiting distribution
of the eigenvalues is Gaussian [9].
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