This paper analyzes the preservation of both the log convexity and the log concavity under certain Bernstein-type operators. Some results are provided for the Bernstein, Szász, Baskakov, the gamma-type and the Weierstrass operators. Probabilistic methods support the proofs of these results.
Definition 1.
A real positive function f defined over an interval I is log convex (log concave) if and only if f (αx + (1 −
α)y) ( ) f (x) α f (y)
1−α for all x, y ∈ I and 0 α 1.
Regarding Definition 1, note that f is log convex (log concave) if log f is convex (concave).
Definition 2.
A sequence of nonnegative real numbers f n , where n range over the nonnegative integers is said to be log convex (log concave) if and only if f n+1 ( ) f 1 2 n f 1 2 n+2 for n = 0, 1, 2, . . . .
The following Bernstein-type operators will be considered throughout this article:
• The Bernstein operator [2, 3, 8, 14] B n ( f , • The Szász-Mirakyan operator [2, 3, 7, 8, 10, 12, 13] 
where f is a real function defined over the interval (0, ∞). This operator admits the probabilistic representation given
with {N t : t 0} being a standard Poisson process, that is, with independent and stationary increments such that for every t > 0, N t follows a Poisson distribution with mean equal to t.
• The Baskakov operator [2, 7, 8, 10, 12, 13] 
with f being a real function defined over the interval (0, ∞). An alternative probabilistic representation can be provided
where {N t : t 0} and {M t : t 0} are, respectively, a standard Poisson process and a standard gamma process both being mutually independent. {M t : t 0} is a stochastic process with independent and stationary increments verifying that M 0 = 0 almost surely with M t being a gamma random variable for all t > 0. The density function of M t is given by
where Γ (t) represents the standard gamma function.
• The Gamma-star operator [8, 15] 
with f being a real function defined over the interval (0, ∞). The corresponding probabilistic representation of the Gamma-star operator is given next
where {M t : t 0} is a standard gamma process.
• The Gamma operator [2, 7, 8, 10, 12] 
with f defined over the interval (0, ∞) and the following probabilistic representation
with {M t : t 0} being a standard gamma process.
• The Weierstrass operator [3, 12, 13] 
for f defined over (−∞, ∞). The Weierstrass operator can be expressed by means of the standard Brownian motion denoted by {D t : t 0} as follows
The function f must satisfy suitable growth conditions in order that series and integrals involved in the definitions of previous operators exist.
Log convexity preservation
When studying the log convexity preservation for the Szász-Mirakyan and Gamma-star operators, the next lemma constitutes a key result.
Lemma 1. Consider f is a log convex function. Let X , U and V be independent random variables with U and V being nonnegative and identically distributed. Then
Proof. Consider X , U , and V as before and X is a random variable independent of the former three and identically distributed to X . If U or V are strictly positive, it follows that
Applying the log convexity of f to the previous convex combinations along with the inequality x α y 1−α αx + (1 − α)y for x and y being nonnegative and 0 α 1 we get
Taking conditional expectations with respect to X , X and U + V in the foregoing inequality leads to
Taking expectations again in the previous inequality gives the statement using that the expectation of the product of independent variables is the product of their expectations. 2
The preservation of the log convexity under Bernstein-type operators is derived next. 
Let's consider the case x < y to verify (7) .
If L t is the Szász-Mirakyan (S t ) or the Gamma-star (G t ) operator, then the continuity is preserved provided that f is defined over (0, ∞). Therefore condition (7) is used to verify that the former two operators preserve the log convexity for x < y. It can be proved that the Szász-Mirakyan operator satisfies (7) and using both the probabilistic representation of the Szász-Mirakyan operator given in (1) and the fact that standard Poisson process has independent and stationary increments.
The Gamma-star operator also satisfies condition (7) 
Proof. It follows by applying Lemma 1 to f , X = S n , U = X n+1 , and V = X n+2 for n = 1, 2 . . . . 2
The property stated in the following paragraph was proved in [5] by an induction procedure. Such property is now easily obtained as a direct application of Proposition 1.
Let {V (t): t 0} be a renewal process with arrival times (S n ) n=1,2,... and T a nonnegative random variable independent of the renewal process. Consider that the distribution of T has no common discontinuity points with the distribution functions corresponding to (S n ) n=1,2,... . If T is DFR, V (T ) is a discrete DFR random variable.
Proof. If T belongs to the DFR class, its reliability function F T is log convex. It is well known that the arrival times of a renewal process satisfy the relationship S n = n i=1 X i , n = 1, 2, . . . , where X 1 , X 2 , . . . is a sequence of independent and identically distributed nonnegative random variables. From Proposition 1 it follows that E[F T (S n )] is a log convex function for n 1. Moreover, for n = 0, 1, . . . and assuming that S 0 = 0, we have
It's not difficult to prove that in case of T being DFR then
. . is log convex and hence V (T ) is also DFR. 2
In what follows the log convexity of the Gamma, Weierstrass and Baskakov operators is studied by means of both the next definition of a mixture and the subsequent lemma.
Definition 3.
A real function g defined over an interval I is said to be a mixture of functions if there exists a function L defined over I × R along with a random variable Z such that
with E denoting the mathematical expectation and F Z the distribution function of Z .
Lemma 2. A mixture of log convex functions is also log convex.
Proof. According to Definition 3 and for g(x) being a mixture of log convex functions we have
with Z being a random variable and L(x, z) a log convex function on x for all z. Consider 0 < α < 1 and x and y in the domain of g. The log convexity of L(x, z) on x implies that
Hence, the previous inequality and the Hölder inequality with p = 1 α and q = 1 1−α lead to
1−α and the result holds. 2
Theorem 2. The Gamma, Weierstrass and Baskakov operators preserve the log convexity.
) is also log convex on x, then the log convexity preservation for G t follows from Lemma 2 and the probabilistic representation given in (4).
Hence the log convexity preservation for the Weierstrass operator is deduced from Lemma 2 along with the corresponding probabilistic representation in (6) . It is easy to verify the identity below relating the Baskakov and the Szász-Mirakyan operator
with f being a function defined over (0, ∞) and h the gamma density function given in (2) . Consider f is a log convex function and t > 0, then from Theorem 1 it follows that L(
) is a log convex function on x. Therefore from both Lemma 2 and (8) the log convexity of H t f is deduced and the result for the Baskakov operator holds. 2
Log concavity preservation
The Weierstrass operator preserves the log concavity. Prékopa's theorem [16] , which is essential to the proof, is presented in Lemma 3 where the following definition of log concavity for functions in higher dimensions is used. 
Lemma 3 (Prékopa's theorem). Suppose h
is finite for each x. Then g is also log concave.
Next the log concavity preservation under the Weierstrass operator is stated.
Theorem 3.
The Weierstrass operator preserves log concavity.
Proof. If f is a real log concave function then the following function
is also log concave on (x, z) according to Definition 4 for m = 2. Therefore, the result is obtained from (5) along with Prékopa's theorem (see Lemma 3). 2
In contrast the rest of operators under study in this work do not preserve log concavity as the following counter-examples show.
-The Baskakov and Gamma operators. Consider f (x) = e −x defined on x is a nonnegative real number. Such a function is simultaneously log concave and log convex. Both operators acting on the function are given by provided that the second derivative of log S t ( f , x) with respect to x in x = d is a strictly positive value.
It is important to remark that the classical Bernstein operator doesn't preserve neither the log convexity nor the log concavity. Consider f (x) = e λx defined on x in the interval [0, 1] and λ is a real constant. This function is simultaneously log concave and log convex whereas the operator applied to f is given by
which is a log concave function and not log convex for all λ. ) which is strictly positive for n > 1 and therefore B n ( f , x) is not log concave in that case. If n = 1 and whatever the function f is, B 1 ( f , x) = f (0)(1 − x) + f (1)x is log concave.
