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Abstract
In this thesis, we investigate, from first-principles, various means by which the
energy gaps and the refractive index of BaTiO3, SrTiO3 and BaxSr1−xTiO3
may be tuned, including epitaxial strain, alloying, and anionic doping.
We start by discussing some limitations in the experimental spectroscopic
ellipsometry technique that could affect the reliability of the measured optical
spectra.
Then, we investigate the effects of strain and alloying on the energy gaps of
these materials. Interesting features in the gaps are observed as a function of
strain, where it decreases and increases for small and high strains, respectively.
These features are correlated with the spontaneous polarization of the system,
whose behaviour is sensitive to the value of strain. The polarization also affects
the behaviour of the bandgap of BaxSr1−xTiO3 as a function of Sr content,
which shows a non-monotonic trend.
On the other hand, the refractive index of BaxSr1−xTiO3 shows similar
features with strain and alloying to those of the bandgaps. Strain is found to
induce a decrease of up to ∼ 8% in the refractive index and a birefringence of
up to ∼ 0.14, whereas alloying has a smaller effect. Ferroelectric distortions
are found to have a major role in decreasing the index, where much less effect
is observed when they are inhibited. However, we show that the refractive
index is insensitive to the ordering of Sr atoms in BaxSr1−xTiO3.
Finally, we investigate the effect of F and N codoping in BaTiO3. The
refractive index is sensitive to the atomic ordering of the dopant atoms, which
prefer to be aligned in linear chains of F−Ti−N. The component of the index
along the chain shows a dramatic increase with respect to pure BaTiO3, while
the other components are almost unaffected. Also, we show that the index can
be further tuned by strain and doping concentration.
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Chapter 1
Introduction
Since ferroelectricity was first discovered in Rochelle salt in 1921 [5, 6], re-
searchers have been attracted to this interesting physical property. Much re-
search has been conducted since then, to try to explain, formulate, and deepen
the knowledge of this phenomenon, and in addition, design useful device com-
ponents using ferroelectric materials.
The word “ferroelectricity” is chosen as an analogue to the word “ferro-
magnetism”, as the two phenomena have similarities. A ferroelectric material
is one that can sustain a finite electric dipole moment that can be switched by
means of an external electric field of sufficient strength. In other words, for
a material to be classified as a ferroelectric, it must obey two conditions: 1.
it can be spontaneously polarized (by spontaneously we mean in the absence
of an external electric field) in multiple polarization states, and 2. it must be
possible to switch between the polarization states by means of an applied ex-
ternal electric field [7,8]. Therefore, a ferroelectric material generally exhibits
hysteresis behaviour as shown in Fig. 1.1.
The polarization switching and the hysteresis loop of a ferroelectric material
can be experimentally measured by several techniques, such as the Sawyer-
Tower circuit [9]. Theoretically and computationally, there exists a rigorous
formulation to define and calculate polarization as a bulk intensive quantity.
The theory is known as the Modern Theory of Polarization, or the Berry-phase
theory of polarization. [10,11]. Whilst a detailed description of these methods
and theories is beyond the scope of this thesis, the interested reader is directed
to Ref. [7].
In fact, what makes ferroelectric materials very attractive is that they gen-
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Figure 6. Dielectric permittivity as a function of temperature and frequency.
a shift in the coercitive field axis indicating the imprint phenomena that leads to a failure
in the capacitor. This failure can be caused by the defects as oxygen vacancies and spaces
charges that leads to the domain pinning. More studies using donor dopants and atmosphere
effects should be addressed to understand all the involved phenomena.
Figure 7. The hysteresis loop of samples BaTiO3 at room temperature.
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Figure 1.1: The hysteresis loop of bulk BaTiO3, a typical ferroelectric material.
This figure is reproduced, with permission, from Ref. [1], see App. B.
erally show interesting physical properties besides ferroelectricity, as shall be
discussed in Sec. 1.2. For example, all ferroelectric materials are also pyro-
electric, that is, the spontaneous polarization of the system can be changed
by varying the temperature, inducing an electric voltage across the system.
Furthermore, all pyroelectric materials are piezoelectric, which means that the
polarization vector is affected by the application of mechanical strain to the
sample. The opposite is not true, however. For instance, some materials (such
as quartz [12]) can show piezoelectricity while they are not ferroelectric [13] .
From a crystallographic perspective, a ferroelectric crystal must break in-
version symmetry. This is a necessary, but not a sufficient, requirement for
ferroelectricity. Among the 32 crystallographic point groups, 11 of them pos-
sess inversion symmetry and cannot be ferroelectric. Out of the 21 remaining
point groups, 20 exhibit piezoelectricity. Only 10 of the piezoelectric point
groups have a unique polar axis that make them candidates for possessing a
spontaneous polarization vector, making them pyroelectric materials. If, and
only if, it becomes possible to switch the polarization vector between different
states, then the material is classified as being ferroelectric [14].
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1.1 Example of ferroelectric materials, intro-
ducing perovskites
There exist a wide range of materials with different crystal structures that
display ferroelectricity. The ferroelectric transition usually involves a partic-
ular rearrangement of the atoms in the material. Lines and Glass [8] quoted
three categories of ferroelectrics in a classification based on the atomic rear-
rangements required for polarization switching. These categories are the “one
dimensional” , the “two dimensional” and the “three dimensional” classes. In
the first class, atoms move along the polarization axis, and this class includes
materials such as BaTiO3 and KNbO3. In the second class, atoms move in a
plane perpendicular to the polarization axis, and this class includes materials
such as BaMgF4 and NaNO2. The third class involves atomic movements in all
three dimensions and include materials such as KNaC4H4O6.4H2O (Rochelle
salt). It is also worth mentioning that ferroelectricity has also been observed
in some liquid crystals and polymers [15].
Among all these materials and families, perovskite oxides proved to be the
most important ferroelectric family, and they are used in most devices that
are based on ferroelectric components [13].
Perovskite is the common name of the mineral calcium titanate (CaTiO3).
The name is then given to materials that, crystallographically, belong to the
same family as CaTiO3. The general stoichiometric formula of perovskite
oxides is ABO3, where A and B are two cations (usually of different sizes)
that can have different valences, with the ‘B’ cation being a transition metal.
The crystal structure of a typical perovskite is shown in Fig. 1.2. If the ‘A’ is
taken as the origin, then the ‘B’ cation occupies the body centre of the unit
cell, and the oxygen atoms occupy the face centres. This can be viewed in an
alternative way: The oxygen atoms are arranged in the material such that they
form vertices of octahedra, the ‘B’ cations are located inside and at the centre
of each oxygen octahedron, and the ‘A’ cations are located in the interstices
between the octahedra.
Fig. 1.2 (a) depicts the case where the perovskite is paraelectric; i.e, there
is no net polarization vector and all the atoms are at their ideal high-symmetry
positions. Fig. 1.2 (b) shows the same system in the ferroelectric phase. It is
evident that the inversion symmetry of the cell is broken by the displacements
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(a) (b)
Figure 1.2: (a): The crystal structure of a typical perovskite in the cubic para-
electric phase. The ‘A’ cation (green) is at the origin, the ‘B’ cation (blue)
is at the body centre, and the oxygen atoms (red) are at the face centres.
The oxygen octahedron is represented by the blue transparent faces. (b):
The corresponding atomic displacements (exaggerated) that break the inver-
sion symmetry when the material is polarized along the [001] direction. With
respect to the ‘A’ cation, the ‘B’ cation moves in an opposite direction to the
oxygen anions. Atomic displacements are along the polarization direction.
of the atoms from their high-symmetry positions. The atomic movements
required for polarization switching are along the polarization axis, making
these ferroelectrics “one dimensional”, according to the classification of Lines
and Glass [8].
Perovskite oxides exhibit a wide variety of physical properties that make
them interesting both technologically and scientifically. Besides ferroelectric-
ity, pyroelectricity [16] and piezoelectricity [17], they also show flexoelectric-
ity [18] (where strain gradients induce electric polarization in the material) and
superconductivity [19]. In addition, the perovskite structure, having in general
two different cation sizes, is amenable to a wide range of dopant additions [20],
which makes it possible to make solid solutions with tuneable properties. We
shall focus in this thesis on two prototypical perovskite oxides, namely BaTiO3
and SrTiO3, and their solid solutions.
1.2 BaTiO3 and SrTiO3
Barium titanate BaTiO3 (BTO), strontium titanate SrTiO3 (STO), and their
solid solution BaxSr1−xTiO3 (BST) are prototypical examples of perovskite ox-
ides. There is a significant body of literature on these materials in relation to
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their structural, electronic and optical properties. Their interesting physical
properties, which include high dielectric constant, large electro-optic coeffi-
cients, high optical nonlinearity and low optical losses, make them attractive
candidates in manufacturing a number of useful devices, including electro-optic
waveguides, optical modulators, tuneable microwave devices (such as filters
and phase shifters), integrated capacitor structures (such as dynamic random
access memories) and thermal switches. [21–27].
1.2.1 BTO
BTO appears as white powder or, when forming larger single crystals, transpar-
ent. It was the first material, within the perovskite family, that was identified
to be ferroelectric. This important discovery that took place in 1945 opened
the door for a wide range of applications, and stimulated the search for other
ferroelectric perovskites. It also caused a dramatic change to the common
understanding of the origin of ferroelectricity [28].
BTO undergoes multiple phase transitions with temperature. At low tem-
peratures, it has a rhombohedral structure with the R3m space group sym-
metry. The first transition occurs at 183 K, where BTO crystallizes in the
orthorhombic structure with the Amm2 symmetry. At 278 K, it transfers
to the tetragonal structure with the P4mm symmetry. The third transition
takes place at 393 K, where it crystallizes in a cubic phase with the Pm3¯m
symmetry [7, 29, 30].
The first three phases are ferroelectric (note that it is ferroelectric at room
temperature). Experimentally, the direction of the polarization vector was
measured in Ref. [29] together with the magnitudes of the atomic distortions.
The polarization direction is aligned along the [111], [011], and [001] directions
in the R3m, Amm2, and P4mm phases respectively. The high-temperature
cubic phase is paraelectric where all the atoms are at the perfect high symmetry
positions.
At high temperatures (around 1700 K), BTO can also crystallize in a hexag-
onal polymorph if it is fired in a hydrogen atmosphere. This transition can
be enhanced by means of additives such as MnCO3, or can be inhibited by
impurities such as Sr and Si [31].
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1.2.2 STO
Much like BTO, STO appears also as a white powder, and it is transpar-
ent when forming larger single crystals. As opposed to BTO, STO does not
undergo as many phase transitions with temperature. The high temperature
phase of STO is paraelectric cubic with the Pm3¯m symmetry. As the tempera-
ture decreases, it shows a tendency towards a ferroelectric transition, however,
the transition does not occur. This is attributed to quantum fluctuations that
stabilize the paraelectric phase over the ferroelectric phase making STO an
“incipient ferroelectric” or “quantum paraelectric” [32]. When the O atoms in
STO are substituted by their isotope 18O, STO is indeed observed to undergo
a ferroelectric transition at about 23K [33].
At this point, it is worth noting that isotope exchange is not the only means
by which ferroelectricity can be induced in STO. It can also be achieved by
means of epitaxial strain [34] or chemical substitution [35]. We shall discuss
this in more detail in Chapter 4.
At about 110 K and below, STO crystallizes into a tetragonal structure with
special atomic distortions taking place. The oxygen octahedra rotate about
the [001] axis lowering the symmetry of the system to I4/mcm [36]. This phase
transition is called the “antiferrodistortive” transition. An illustration of the
octahedra rotation is shown in Fig. 1.3.
1.3 Origin of ferroelectricity in perovskite ox-
ides
Before the discovery of ferroelectricity in BTO, the common understanding was
that hydrogen bonding plays an essential role for this property [28]. This un-
derstanding has changed dramatically after this discovery, and a lot of progress
has been made since then towards the understanding of the ferroelectricity ori-
gin in perovskite oxides.
1.3.1 Goldschmidt tolerance factor
In 1926, Goldschmidt provided an empirical criterion for the stability of the
perovskite structure based on the ionic radii of the constituent species, from
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(a) (b)
Figure 1.3: A view along the [001] direction of the high temperature (a) and
the low temperature (b) phases of STO. Panel (b) illustrates the rotations of
the oxygen octahedra about the [001] direction. Orange atoms represent the
Sr species.
which one can have a general idea about whether or not the ferroelectric phase
is favourable. In what follows we give a brief overview of this criterion sum-
marised from Ref. [7].
Goldschmidt set up the following two rules:
• The cations in the system will be surrounded, at most, by the number
of anions that can touch them.
• The anions must touch the cations, and the distance between them is
simply given by the sum of the anion and cation radii.
When these two rules are followed, one obtains the following relation for
an ideal cubic perovskite structure:
rO + rA =
√
2 (rO + rB) , (1.1)
where rO, rA, and rB are the ionic radii of the oxygen anion, the A cation and
the B cation respectively.
The Goldschmidt tolerance factor, t, is defined as the ratio
t =
rO + rA√
2 (rO + rB)
. (1.2)
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When this ratio is close to one, then the perovskite structure tends to be
formed and stable. If t > 1, this indicates that the ‘B’ cation is small and
prefers to move off-centre resulting in a ferroelectric distortion (as in the case
of BTO). On the other hand, if t < 1, the ‘A’ cation is small and can fit in
the spaces between the oxygen octahedra, leading to the antiferrodistortive
rotations of the octahedra (as in the case of STO).
1.3.2 The nature of the ferroelectric transition
It is generally understood that the ferroelectric transition is governed by the
competition between the long-range Coulomb forces that favour the ferro-
electric phase, and short range repulsive forces that favour the paraelectric
phase [37]. In other words, the Coulomb interactions favour the atomic dis-
placements in a perovskite oxide, which lead to a net polarization of the sys-
tem. However, as the atoms are displaced, the repulsion between the electronic
clouds with the neighbouring atoms causes the energy of the system to increase
and therefore inhibits the distortions. The ferroelectric transition is favoured
if there is an overall decrease in the energy of the system when the atoms
displace off their high-symmetry positions.
The above reasoning gives a general governing principle about when the
ferroelectric transition occurs, and explains its sensitivity to strain, chemistry
and other factors. However, it does not provide information about the nature of
the transition. There are two scenarios within which the ferroelectric transition
is generally understood: the “displacive” and the “order-disorder” models. The
former picture lies within the context of the lattice dynamics, where one of
the lattice vibrational modes is unstable and temperature dependent. As the
sample is cooled down, this mode becomes softer (decreases in frequency) until
it goes to zero as the transition temperature is approached , leading to the
displacements of the atoms (usually this concept is referred to as the soft-mode
concept) [38]. Experimental evidence involving inelastic neutron scattering and
Raman scattering measurements exists supporting the concept of the soft-mode
picture and the displacive model in some ferroelectric materials.
On the other hand, the “order-disorder” description of the ferroelectric
transition suggests that the “observed” direction of the polarization vector of a
ferroelectric perovskite sample is actually a “time average” of other metastable
1.3. ORIGIN OF FERROELECTRICITY IN PEROVSKITE OXIDES 39
directions. To further clarify this idea: in the order-disorder scheme, it is un-
derstood that there are eight directions (or sites) along which the polarization
vector has a local minimum. These directions are the [111] crystallographic
directions [39]. At some finite temperature, the polarization vector hops ran-
domly between some or all of these sites. Taking BTO as an example, the
high-temperature paraelectric cubic phase has the polarization vector hopping
between the all eight sites, giving a vanishing net polarization on average. In
the tetragonal structure, the polarization vector hops randomly between four
of these sites giving an average net polarization along [001]. The orthorhom-
bic structure has the polarization vector hopping between two of these sites so
that the average direction is [110]. Finally, the low-temperature rhombohedral
structure is completely ordered so that the observed direction is along [111]
direction [40].
It is not very straightforward to determine which kind of transition, among
the two above, a certain ferroelectric material exhibits. Sometimes one finds
contradicting views for a specific material. For example, Takesada et al [41]
performed a Raman scattering study on STO18 (STO with a substitution of the
O atoms by the isotope 18O), and suggested that the transition is completely
displacive with a perfect softening of the ferroelectric mode. On the other
hand, Shigenari et al [42] drew a different conclusion from their Raman spectra
stating that the transition is of order-disorder nature.
While the ferroelectric transition in some materials shows displacive nature,
and order-disorder nature in others, there may exist also some ferroelectric
materials in which the transition is hybrid of the two. As an example, recent
neutron diffraction data of KTiOPO4 suggested that the transition has both
order-disorder and displacive components [43].
As for the case of BTO, it has long been uncertain what the nature of
the transition is [44]. Previous X-ray absorption fine structure (XAFS) mea-
surements suggest that the transition is of order-disorder nature [45], while
inelastic neutron scattering study suggested that it is of displacive nature [46].
Ongoing recent research shows that BTO may have aspects of both models,
confirmed experimentally by NMR measurements [47]. From the simulation
perspective, it is also suggested that the ferroelectric transition in BTO has
both components. Monte Carlo simulations based on an effective Hamiltonian
fitted to ab initio calculations [48] show that the transition is mainly displacive
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with a small component of order-disorder character. Very recent molecular dy-
namics simulations [49,50], on the other hand, suggest that the order-disorder
component is more dominant.
1.3.3 The origin of ferroelectricity
Apart from the nature of the ferroelectric transition, efforts have been spent
to further understand the origin of ferroelectricity in perovskite oxides and
particularly in BTO. It has been shown that the hybridization between the O
2p and the Ti 3d states in BTO (also in PbTiO3) is essential for ferroelectricity.
The paraelectric phase becomes the most stable phase if the hybridization is
inhibited, as predicted by full potential linearised augmented-plane wave (FP-
LAPW) calculations [37].
Ferroelectricity in BTO has been shown to have a strong dependence on
the volume of the system. The first-principles calculations in Ref. [51] show
that the ferroelectricity of BTO is decreased under a compressive pressure, and
is completely inhibited when the volume goes below a critical threshold. The
opposite is true for tensile pressure, which enhances the ferroelectricity of the
system.
The electronic polarizability of the A cation in the ABO3 crystal has been
shown to have a strong correlation to the ferroelectricity. Considering CaTiO3,
STO, BTO and PbTiO3, the polarizability increases from the Ca, Sr, Ba and
Pb cations respectively, with the Pb having the highest value. This is linked
to the fact that the spontaneous polarization in PbTiO3 is larger than that in
BTO, while STO and CaTiO3 are paraelectrics [52].
Recent density functional theory calculations showed that the Coulomb
repulsions between the B cation and the O anion in ABO3 have a strong role
in the ferroelectricity. In BTO in particular, the repulsion between the Ti 3s
and 3p states and the O 2s and 2p states are found to be important for the Ti
displacement [53].
For the sake of completeness, it is worth noting that in magnetoelectric
multiferroics there exist other factors that are thought to be responsible for
their ferroelectric polarization, such as charge redistribution and atomic dis-
placements induced by spin order [54].
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1.4 Reduced sizes and thin films
To meet the demand of manufacturing smaller industrial components, such as
advanced integrated electronic devices, attention has been drawn to ferroelec-
tric perovskites in nanostructure or thin film forms. Reducing the size of a
ferroelectric sample affects its ferroelectric properties [55]. While the size ef-
fect on the analog ferromagnetism is generally understood, it is not obvious for
the case of ferroelectricity. A lot of research has been conducted to investigate
and understand finite size effects on this property.
For the case of ferromagnetism, it is generally understood that when the
size of a ferromagnetic sample is reduced below a certain critical value, the
energy of the magnetic anisotropy is dominated by the thermal energy. This
causes the magnetic moments of the sample to flip in random directions leading
to the disappearance of macroscopic net magnetisation. The resulting state is
usually referred to as “superparamagnetic” [56].
The size effect on ferroelectricity is, however, not very clear yet. The
presence of extrinsic effects (i.e., effects that are not inherent to the system,
such as the method of fabrication and the depolarizing field) can seriously
affect the reported critical sizes for stabilizing the ferroelectric phase, and, as
a result, forms one of the challenges in obtaining a clear understanding of this
issue.
Taking BTO as an example, thin BTO films were reported to show ferro-
electric switching for film thicknesses as low as 40 nm [57]. On the other hand,
Yashima et al [58] experimentally studied the size effect on the axial ratio
c/a and the spontaneous polarization of BTO nanoparticles. The critical size
was about 30 nm. Moreover, Matsui et al observed a switchable spontaneous
polarization in BTO nanoparticles of sizes down to 6 nm [59].
Taking another example of PbTiO3, different values for critical particle
sizes are reported in the literature, ranging from about 12.6 nm, 10.7 nm
down to 9.1 nm [55, 60, 61]. In PbTiO3 thin films, it is reported that the
crystal structure turns into a cubic paraelectric when the average crystallite
size is below ∼5 nm [62]. A more recent study showed that ferroelectricity in
PbTiO3 films is stabilized for thicknesses down to 1.2 nm (equivalent to 3 unit
cells) through the formation of ferroelectric domains [63].
These discrepancies in the reports of critical size suggest that extrinsic
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effects have a non-trivial influence on ferroelectric switching. From the ex-
amples above, one notices that, in general, more recent studies report smaller
sizes compared to older ones, suggesting perhaps that improvements in sample
preparation might reduce limitations, such as the presence of defects and grain
boundaries, that could be responsible for hindering ferroelectric switching [7].
As an attempt to further understand and predict the critical size of ferro-
electric switching, scientists approached this problem from a theoretical per-
spective. For example, Zhong et al used the Landau phenomenological theory
to study the effect of the particle size on the phase transition of spherical
BTO and PbTiO3 particles [64]. The critical size of PbTiO3 was found to
be 4.2 nm. However, they reported a value of 44 nm for BTO, which is an
order of magnitude larger than the experimental values quoted above.
Computer simulations can also play an important role in investigating the
size effect on ferroelectricity. As an example, atomistic simulations for free-
standing BTO thin films showed that the critical size for the ferroelectricity is
about 3.6 nm [65], which is about 10 unit cells long.
Ab initio simulations of a BTO capacitor sandwiched between two SrRuO3
electrodes suggested the existence of a critical thickness of about 2.4 nm, be-
low which ferroelectricity is lost [66]. On the other hand, the calculations of
Vanderbilt et al on BTO and PbTiO3 slabs confirmed that the ferroelectric
instability can exist for very thin slabs, suggesting the absence of a critical
size [67].
The above review clearly shows that reducing the size of a ferroelectric sam-
ple has a strong impact on its ferroelectric properties. The large discrepancies
in the experimental and the theoretical reports of the critical sizes reflect the
complexity of the problem and indicate the important role of the variety of ex-
trinsic factors in changing the physical properties of a ferroelectric perovskite
thin film or nanostructure.
1.4.1 Ferroelectric Thin Films
Reducing the size towards the nanometer scale does not only affect ferroelectric
properties (such as the Curie temperature and coercive field), but also a wide
range of other physical properties making them generally different from those
of the bulk, including the dielectric and piezoelectric properties [68].
1.4. REDUCED SIZES AND THIN FILMS 43
Focusing on thin films in particular, it is well known that the proper-
ties of thin films can significantly differ (and sometimes become superior)
to bulk properties. For example, the superconducting transition tempera-
ture of La1.85Sr0.15CuO4 can be raised by 4 degrees when grown epitaxially on
LaSrAlO4 substrates [69]. In addition, Gan et al showed that epitaxial SrRuO3
thin films exhibit different electrical and magnetic properties as compared to
bulk, including a lower Curie temperature and lower magnetic saturation [70].
Moreover, Ramesh et al reported that when BiFeO3 is grown epitaxially on
STO substrates, it adopts a different crystal structure compared to the bulk
(monoclinic versus rhombohedral, respectively), and they also reported an en-
hancement of the spontaneous polarization and magnetization [71]. Further-
more, it has been shown that ferroelectricity of BTO thin films can be enhanced
by around 250% compared to bulk BTO single crystals, and the Curie tem-
perature can be raised by 500 degrees [72]. Also, although bulk STO is not
ferroelectric as mentioned earlier, ferroelectricity can be induced in STO when
grown epitaxially on DyScO3 or other substrates [34]. Maier et al [73] have
reported that a solid solution of Ba0.5Sr0.5TiO3, when epitaxially deposited
on pure STO, LaAlO3, and La0.3Sr0.7Al0.65Ta0.35O3 substrates, has different
values of refractive index depending on the substrate, and all of these values
differ to the bulk.
The discrepancies between thin films properties and bulk properties are
generally attributed to a number of extrinsic factors. A key factor is the lattice
mismatch strain that the film experiences when deposited on a substrate with
a different lattice parameter [74]. Other factors include the finite thickness of
the film (where surface effects can be important), the film growth direction,
the presence of defects (point defects such as vacancies, line defects such as dis-
locations, or planar defects such as grain boundaries), the electrical boundary
conditions that can be imposed to the film, stoichiometric variations of the film
components, and cation substitutions. [75–77]. Fig 1.4 shows examples of high
resolution transmission electron microscopy (HRTEM) images characterizing
the structure of epitaxially grown BTO films on different substrates.
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structure with out-of-plane c-axis orientation. Piezoresponse force
microscopy (PFM) experiments show that ferroelectric domains
can be written and read and that they can be switched reversibly
with a 1808 phase shift by reversing the applied bias. Saturated hys-
teresis loops are observed.
Epitaxial BaTiO3 films of thickness!1.6–40 nm (4–100 mono-
layers (ML)) were grown by MBE on Si(100) using a !3.9 nm
(10 ML) or !6.2 nm (16 ML) SrTiO3 buffer layer (see
Methods). Details on the compositional analysis of the stacks
are given in Supplementary Section SI. The perovskite lattices of
both the SrTiO3 buffer and the BaTiO3 film are rotated in-plane
by 458 with respect to the silicon lattice, which is typical for
matching the epitaxial perovskite on silicon1,2. The out-of-plane
Bragg–Brentano geometry X-ray diffraction scans exhibit
Pendello¨sung fringes, even for the thickest 100 ML film, indicating
a high crystalline quality and sharp interfaces (Supplementary
Fig. S1). In the following, crystalline domains with the c-axis
out-of-plane or in-plane relative to the substrate (001) plane are
denoted as c-domains and a-domains, respectively.
High-resolution TEM images such as those shown in Fig. 1a
confirm the high crystalline quality of the stacks at a local scale
with a sharp structural and chemical interface between SrTiO3
and BaTiO3. Misfit dislocations appear close to the
SrTiO3/BaTiO3 interface. These are edge dislocations with a
Burgers vector [a00]. They are typically separated in-plane by
!12–20 nm and are related to strain relaxation due to the large
in-plane lattice mismatch between the buffer layer and BaTiO3.
For thick films (40 nm), dislocations also appear at a larger distance
from the interface with SrTiO3, typically !20 nm. Relaxation of the
in-plane parameter with increasing BaTiO3 thickness is clearly
observed using grazing incidence, as illustrated in Fig. 1b on the
200 reflection. The ultrathin 1.6 nm film is quasi-pseudomorphic
with SrTiO3, while for thicker films distinct contributions are
observed for BaTiO3 and SrTiO3. The SrTiO3 lattice parameters
determined from the thinnest stack are a¼ 3.900 Å+0.002 and
c¼ 3.955 Å+0.015. As the BaTiO3 thickness increases, multiple
components appear in the h00 diffraction peaks and at least two
or three contributions are required to fit these peaks. The strongest
component for 8 and 16 nm films corresponds to an in-plane lattice
of 3.993 Å+0.002, which is close to the bulk tetragonal a value. Two
weaker components are also observed. One corresponds to !3.940
(for 8 nm BaTiO3) or 3.956 Å (for 16 nm BaTiO3), indicating the
presence of a more strained region, probably adjacent to the
SrTiO3 buffer layer. The other component, which is broader, corre-
sponds to !4.017 Å+0.002 both for 8 and 16 nm BaTiO3. This
component increases in amplitude as the BaTiO3 thickness
increases and eventually becomes the main one for the 40 nm
film. For 40 nm BaTiO3, a second component at 4.007 Å+0.002
is also present.
The multiple BaTiO3 domain contributions as well as the contri-
bution of the SrTiO3 film and of the corresponding finite-thick-
nesses fringes make it challenging to determine precisely the out-
of-plane parameters of all contributing components. An average
value ranging from 4.015 Å (40 nm) to 4.038 (8 nm) was deter-
mined. This latter value is close to the bulk tetragonal c value of
BaTiO3. All BaTiO3 films up to 16 nm in thickness show an
average out-of-plane/in-plane lattice ratio larger than 1 (decreasing
with increasing film thickness), thus showing that BaTiO3 is mainly
tetragonal with out-of-plane orientation. Only the thickest (40 nm
thick) has an average lattice parameter ratio close to 1.
Geometrical phase analysis (GPA) of HR-STEM images14,15 was
used to determine the spatial profiles of the in-plane and out-of-
plane lattice parameters in the crystalline layers (Supplementary
Fig. S2). Figure 2a,b shows typical extracted lattice parameter
maps along [100] and [001], respectively, for a 16 nm BaTiO3
film grown on a 3.9 nm SrTiO3 buffer. Misfit dislocations can be
clearly visualized in the [100] in-plane lattice parameter map;
accordingly, with their edge nature, no significant change in the
out-of-plane parameter is observed. The lattice parameter profiles
as a function of distance from the amorphous interfacial layer
were determined by averaging over a 5- to 40-nm-wide rectangular
area. Typical profiles are shown in Fig. 2c–e for the different aver-
aging areas outlined in Fig. 2a,b. Note that the small oscillations
observed on the profiles, with a typical period of !1.1–1.6 nm
(also in Fig. 3) are related to the Gaussian mask used in the GPA
process. In some regions of the film (for example, the black box
on the maps), only c-type domains are observed throughout the
film thickness (the out-of-plane parameter is larger than the
in-plane one), as seen in Fig. 2c. Other regions of the sample (for
example, the orange box on the maps) show a cross-over from
c-domains to a-domains, typically at distances of !4.0–4.5 nm
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Figure 1 | TEM and in-plane X-ray diffraction of BaTiO3/SrTiO3/silicate/SiO2
stacks. a, TEM images emphasizing the interface between SrTiO3 and
BaTiO3 films. Edge dislocations are observed at the interface. b, X-ray
grazing incidence 200 reflection for stacks with various BaTiO3 film
thicknesses grown on 10 or 16 ML SrTiO3 on a Si(100) substrate. Relaxation
of the in-plane parameters can be observed as the BaTiO3 film
thickness increases.
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cross-section sample. An electron diffraction pattern from
this specimen ￿Fig. 1￿b￿￿ shows the epitaxial growth of the
film. Two sets of diffraction spots are seen in Fig. 1￿b￿, one
belonging to BaTiO3 ￿thick white line square￿ and the other
belonging to LaAlO3 ￿thin white line square￿. The lattice
mismatch between BaTiO3 and LaAlO3 produces the split-
ting of the diffraction spots. Since the distortion of LaAlO3
from cubic structure is extremely small, the relative rotation
between BaTiO3 and LaAlO3 is hardly detected by electron
diffraction. Therefore, the orientation relationships between
the film and the substrate almost exactly satisfy
(001)BTO￿(001)LAO , (010)BTO￿(010)LAO . At room tempera-
ture, BaTiO3 has a tetragonal structure with c/a￿1.01. The
small difference between a and c axes is hardly resolved in
the electron diffraction pattern, thus, the indexes of the dif-
fraction patterns are labeled according to a cubic structure. A
calculated electron diffraction pattern by assuming the above
epitaxial relation is shown in Fig. 1￿c￿, in good agreement
with Fig. 1￿b￿.
Figure 2 shows a cross-section HRTEM image of the
interfacial region. Interface dislocations are seen, as indi-
cated by thick white arrowheads. The distance between dis-
locations f and g is 7.3 nm, which is close to the theoreti-
cally expected value 7.2 nm, while the distance between
dislocations e and f ￿8.3 nm￿ is larger than the calculated
value and the distance between dislocations g and h ￿5.4 nm￿
is smaller than the expected value. These data indicate that
the interface strain is distributed inhomogeneously. 90° do-
main boundaries are observed in the image ￿thin white ar-
rowheads￿. The domains boundaries are parallel to ￿011￿ and
￿01¯1￿ and form a 45° angle with the interface, and these
boundaries are the 90° a–a type.8,9 An enlargement of the
region included in the white line square in Fig. 2 is shown in
Fig. 3. The domain boundary is indicated by a thick white
line. The relative rotation of the crystal across the domain
boundary can be seen along the thin white lines. This is a
typical character of the 90° a–a domain boundary.
A remarkable phenomenon seen in Fig. 2 is that the 90°
domain boundaries in BaTiO3 are directly associated with
the cores of interface dislocations. Interface dislocations are
generated to relieve the strain produced by lattice mismatch.
When the film undergoes a structure transformation from a
cubic to a tetragonal phase during cooling from the growth
temperature, strain is also produced in the film due to both
the lattice mismatch and difference in thermal expansion co-
efficients between the film and the substrate, domain bound-
aries are formation to accommodate the strain.10 The lattice
mismatch is 5.3% at the growth temperature ￿800 °C￿. At
room temperature, as the result of cubic to tetragonal phase
transformation, the lattice mismatch is still 5.3% if the c axis
of the film is perpendicular to the interface, but the lattice
mismatch is 6.5% if the a axis of the film is perpendicular to
the substrate. Therefore, the lattice mismatch experiences a
jump at the domain boundary, resulting in accumulated strain
at the boundary region. Also, the different lattice mismatches
FIG. 4. Enlarged images of the regions around the dislocation e ￿a￿ and the
dislocation h ￿c￿ in Fig. 2. ￿b￿ and ￿d￿ are the Fourier filtered images corre-
sponding to ￿a￿ and ￿c￿, respectively. White arrowheads indicate the inter-
face between BaTiO3 and LaAlO3. The Burgers circuits around the disloca-
tion cores are indicated.
FIG. 2. A ￿100￿ cross-sectional HRTEM image of BaTiO3 /LaAlO3. Thick
white arrowheads indicate the positions of interface dislocations. Thin white
arrowheads indicate the 90° domain boundaries in BaTiO3.
FIG. 3. An enlarged, Fourier filtered image of a region enclosed by a white
line square in Fig. 2. The thick white line indicates a 90° domain boundary
and the thin white line shows a relative tilt of lattice planes on both sides of
the boundary.
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Figure 1.4: HRTEM images of BTO/STO/SiO2/Si stacks (left) and BTO film
grown on LaAlO3 substrate (right). One can notice the edge dislocations at
the BTO/STO interface in the left image and the 90◦ domain boundaries of
the BTO film in the right image. Left and right images ar reproduced, wi h
permission, from Refs [2] and [3], respectively. See App. B.
1.5 Tuning the optical properties of BST thin
films
We have presented so far how BTO and STO thin films are very interesting
and show many physical properties that make them potential candidates in
manufacturing useful devices. In particular, the novel optical properties of
these materials attracted a lot of interest in d veloping devi es such as optical
waveguides, electro-optic modulators and optical switches.
It is far more interesting, though, to be able to control and tune the optical
properties of these functional materials, which eventually leads to controlling
the functionality of the manufactured devices. Tailoring the properties of BST
thin films is usually achieved hrough several means, which include thermal
tuning, electro-optical effects, strain engineering and compositional variations.
A lot of experimental and theoretical r search was con ucted to study the
optical properties of BST thin films and investigate the methods by which they
may be tuned. For instance, Maier et al [73] reported that the r fractive index
of Ba0.5Sr0.5TiO3 decreases with i creasing epitaxial strain, as obtained from
their spectroscopic ellipsometry measurements. Spectroscopic ellipsometry n-
vestigations by Dejneka et al [78] also reported similar result for STO films.
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Also, the effect of the Sr content in BST films have been investigated from
ellipsometry measurements by Wang et al [79], where it was reported that the
refractive index of the films generally increase with decreasing the Sr content,
although the trend was not shown to be monotonic through the entire range
of concentrations. Furthermore, tuning the refractive index via thermal effects
and electro- optic effects has been investigated in Refs. [80] and [81], respec-
tively, where the prism coupling method was used for the measurements of the
optical properties. Investigations of other effects such as the film thickness and
the annealing temperature have also been performed in Refs. [82–84].
On the other hand, many theoretical investigations, based on density func-
tional theory, of the optical properties of BTO, STO, and BST exist in the
literature. For instance, the dielectric functions of bulk BTO and STO have
been calculated in Refs. [85–87], and were found to be in a good agreement
with experiment. The frequency-dependent and the static dielectric constant
of bulk BST solid solutions have also been investigated in Refs. [88] and [89],
respectively. Khenata et al [90] investigated the effect of the hydrostatic pres-
sure on the dielectric function of bulk BTO, where they reported that pressure
induces an overall blueshift in the spectrum. Furthermore, the effect of se-
lected cation substitutions on the optical properties of BTO and STO were
investigated in Refs. [91, 92].
However, there is a large gap between the experimental investigations and
the theoretical studies that exist in the literature. To the best of our knowledge,
comprehensive first principles investigations of the optical properties of BTO,
STO and BST, and their sensitivity to structural perturbations such as strain,
alloying, ferroelectric distortions and doping are missing from the literature.
The importance of these investigations is two fold. Firstly, the experimental
methods that are most widely used to characterize the optical properties of
BST thin films (in particular, the spectroscopic ellipsometry technique) are
generally indirect; that is, the raw measurements need further analysis based
on pre-defined models for the optical spectra and the film structure, in order
to extract the optical properties such as the refractive index or the dielectric
function. This can lead to a high margin of unreliability of the calculated
spectra, and a prior knowledge of the structure of the film might be necessary.
Secondly, comprehensive first principles study of the aforementioned effects
can provide a wider and deeper understanding of how and to what extent they
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can be used to tune the optical properties of BST. Disentangling different
effects, which is not always possible experimentally, can help provide very
useful suggestions to how to most effectively engineer the optical properties
of the films under study, and gives fundamental insights into the microscopic
mechanisms underlying the observed or predicted trends.
1.6 Outline of thesis
We have given in this chapter an introduction to the physics of ferroelectric-
ity and ferroelectric materials, introduced the prototypical perovskites BTO
and STO and provided a relevant literature review of what is already known
about these materials. We have also described the technological importance of
these materials in thin film form and how their properties could significantly
differ from bulk. Lastly, we described the context of our work, focusing on its
importance and what we can add to the literature.
The rest of this thesis is organized as follows. In Chapter 2 we give a
detailed description of the experimental method known as spectroscopic ellip-
sometry, describing its theoretical basis and the usual procedure of calculating
optical spectra from the raw measurements. We focus on the limitations of
this technique and provide certain examples in which it can provide misleading
results.
In Chapter 3, we provide a detailed description of density functional the-
ory, on which all our electronic structure calculations are based. We allude to
the main approximations that lead to the success and the applicability of the
theory and highlight some of the limitations that accompany these approxi-
mations.
In Chapter 4, we investigate the strain-induced changes in the electronic
structure and bandgaps of BTO, STO and their solid solutions. We provide a
detailed discussion of the features that are observed in the energy gaps of these
materials due to strain, and attempt to rationalise the factors that govern the
strain-induced ferroelectric transition in these materials. We also investigate
the effect of Sr concentration on the bandgap of BST.
In Chapter 5, we study the effect of biaxial strain on the refractive index of
BTO and STO, linking the features that are observed in the trends with the
results of Chapter 4. We also investigate the effects of the ionic displacements
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and atomic configuration on the refractive indices of BST. We justify the use of
the virtual crystal approximation by comparing its results with the results of
supercell calculations. We finally study the effect of Sr content on the refractive
indices of BST solid solutions.
We investigate in Chapter 6 another means by which the refractive index
of BTO might be tuned. Anionic co-substitution of F and N in BTO with
different atomic configurations and concentrations are extensively studied. We
perform systematic investigations to understand the most stable configurations
of the dopant atoms. We also investigate the effect of strain on the energetics
of different atomic configurations and the refractive index of the codoped BTO.
Finally, in Chapter 7 we give a summary of the main results that have
been obtained from the above investigations, and highlight future work that is
suggested by these results.

Chapter 2
Experimental approach;
Spectroscopic ellipsometry
2.1 Overview
The optical properties of thin solid films, in particular the refractive index
and its dispersion (i.e. given as a function of the energy or the wavelength of
the incoming light), can be investigated experimentally by means of several
techniques that include the Abele´s method, the prism coupling method (PC),
and spectroscopic ellipsometry (SE). These methods vary in their accuracy,
complexity, and applicabilities. Some of these techniques are “direct” and
others are “indirect”. By “indirect” we mean that the collected experimental
raw data do not directly represent the refractive index of the film, but rather
contain information about light reflected/transmitted from/through the film.
Post analysis of these data is then necessary to extract the desired optical
properties.
The data analysis may involve adopting specific models for the structure of
the film and for the dispersion of the optical property in question. This means
that without a prior knowledge of the film structure and its optical properties,
the results could be unreliable.
As a matter of interest, a brief overview of the Abele´s method and the prism
coupling method is given in App. A. In this chapter, we shall give a description
to the theory behind the SE method, demonstrating a key limitation of SE in
relation to determining the refractive index of thin films, which is one of the
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main reasons for our subsequent work on developing a deeper understanding
of the optical properties of thin oxide films from first-principles.
2.2 Introduction to spectroscopic ellipsometry
Spectroscopic ellipsometry (SE) [93–95] is the most widely used technique for
measuring the optical properties and thicknesses of thin films. This method
has a history dating back to the late 1800s where it evolved from Paul Drude’s
measurements of the thicknesses of ultra thin films (several angstroms in thick-
ness) using elliptically polarized light [95–97].
Like with the PC technique (described in App. A), SE is an indirect tech-
nique with competing measurement accuracy. However, unlike the PC method,
it is contactless and therefore non destructive, it works for film thicknesses
down to the angstrom scale, measurements can be taken at a wide range of
wavelengths (from infrared to ultraviolet), and the imaginary part of the re-
fractive index (in addition to its real part) can be obtained directly1. These
can be regarded as some of the advantages of SE over the PC method.
Since its foundation, the SE method has undergone a series of developments
that enhanced the measurements precision and significantly reduced the time
taken to acquire the data. SE was first applied using monochromatic light
(where the method used to be referred to as “ellipsometry”), but it has been
improved to take measurements at wide range of wavelengths. Recently, real
time SE has been developed, where the measurements are continuously taken
during the film synthesis, allowing further characterizations of the thin film
such as studying the initial growth processes or interface structures [98].
Spectroscopic ellipsometry has a vast range of applications in character-
izing thin films structures and optical functions. Although it is an indirect
method, very accurate structures may be obtained from SE measurements that
reproduce those obtained from direct techniques such as transmission electron
microscopy (TEM) [94,98]. The SE method has been used, in particular, in a
lot of studies to investigate the optical properties of BST thin films. Examples
1The imaginary part of the refractive index can be generally obtained through the
Kramers–Kronig relations once the real part is known (or vice versa). Spectroscopic el-
lipsometry yields both the real and the imaginary parts simultaneously without the need to
use the Kramers–Kronig relations.
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can be found in Refs. [73,79,82,83,99–103].
The theory behind SE is somewhat complicated, and the calculations re-
quired to extract the optical properties from the raw measurements are more
complex than for the PC method. Indeed, a priori models of the film structure
and the dispersion of the optical functions must be known in order to find the
desired optical properties through fitting to the raw measurements. This can
lead, however, to a number of problems that can affect the realiability of the
extracted data.
In what follows, we will give a brief overview of the theory on which SE is
based, describing what exactly is measured and how the refractive index (and
the film thickness) can be extracted from the raw data. We shall then focus
on the limitations that involve the calculations of the optical properties and
the film thicknesses.
2.3 Theory of light polarization upon reflec-
tion
When linearly polarized light is incident on a planar surface, part of it is
reflected, and part is transmitted, as depicted in Fig. 2.1.
By applying the electrodynamic boundary conditions at the interface of
the two media, one can calculate the fractions of the electric field amplitudes
of the reflected (Er) and the transmitted (Et) light with respect to that of the
incident (Ei) light:
r01 ≡ Er
Ei
,
t01 ≡ Et
Ei
.
(2.1)
where the numerical subscripts (αβ) here, and henceforth in this chapter, indi-
cate that these coefficients are calculated at the boundary between medium α
and medium β, where the light is initially travelling through medium α be-
fore hitting the boundary with medium β. These ratios are referred to as the
Fresnel coefficients of reflection and transmission respectively.
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Figure 2.1: Schematic diagram for a linearly polarized electromagnetic wave
incident on a planar interface from medium 0 to medium 1. The components
of the electric field parallel and perpendicular to the plane of incidence are
denoted p and s, respectively. φ0 is the angle of incidence and φ1 is the angle
of refraction.
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We shall now give a simplified derivation of how to express these coefficients
in terms of the refractive indices of the two media and the angles of incidence
and refraction. Full details can be found in many electrodynamics text books
(such as [104, pp. 386–390]).
The monochromatic linearly polarized electric field of the incident light can
be generally written as
E˜i(r, t) = Ei e
i (ki·r−w t) , (2.2)
with similar equations for the reflected and the transmitted waves.
The electric field vector can be decomposed into two components: one is
parallel to the plane of incidence (the x z plane) and is denoted (Fig. 2.1) with
the subscript p; the other is perpendicular to the plane of incidence (pointing
along the y direction) and is denoted with the subscript s. Fresnel coefficients
can be derived for both components.
At the (01) boundary, the electric and the magnetic fields of the electro-
magnetic wave in medium 0 are related to those in medium 1 by the elec-
trodynamic boundary conditions, which state that the fields must maintain
continuity across the interface:
E
‖
0 = E
‖
1, (2.3a)
1
µ0
B
‖
0 =
1
µ1
B
‖
1 , (2.3b)
where the numerical subscripts indicate the total field in the corresponding
medium.
In other words; at the (01) boundary, the total electric field parallel to the
interface (parallel to the x y plane)2 in medium (0) must be equal to that in
medium (1). The same is true for the magnetic field (B), but weighted by
the reciprocal of the magnetic permeability µ of the corresponding medium.
For non-magnetic media, the permeability is almost equal to that of the free
space, so the prefactors in Eq. 2.3b can be simply dropped to an excellent
2The parallel component here, denoted by ‖, is not to be confused with the parallel
component denoted by p, which mentioned elsewhere in the text. The latter is meant to be
parallel to the plane of incidence (the xz plane in Fig. 2.1).
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approximation.
Focusing on the parallel component of the electric field, substituting Eq. 2.2
into Eq. 2.3a yields:
E˜xi,p(r, t) + E˜
x
r,p(r, t) = E˜
x
t,p(r, t), (2.4)
since the parallel components that are parallel to the interface are along the
x-axis. Note that E˜i = (E˜
x
i , E˜
y
i , E˜
z
i ). The subscripts (,p and ,s) here and in
what follows, indicates the parallel and the perpendicular components of the
fields, respectively.
In Eq. 2.4, the spatial and the temporal dependences of the electric fields
are merely found in the exponential part (see Eq. 2.2), and since this boundary
condition holds at any position r at any time t, then all the exponential factors
have to be equal and can therefore be dropped from the equation. In other
words, the complex amplitudes themselves must satisfy:
Exi,p + E
x
r,p = E
x
t,p , (2.5a)
⇒ Ei,p cosφ0 − Er,p cosφ0 = Et,p cosφ1 , (2.5b)
where we have utilized the equality of the angles of incidence and reflection.
The equality of the exponential factors lead to the three laws3 of reflection and
refraction. One of them is Snell’s law, which relates the angles φ0 and φ1 to
the refractive indices of the two media, N0 and N1:
N0 sinφ0 = N1 sinφ1 . (2.6)
The corresponding magnetic field of the parallel component of the electric
field points along the −y direction, since B = 1
v
kˆ× E, where v is the veloc-
ity of light in the corresponding medium, and kˆ is a unit vector pointing in
the direction along which the wave is travelling. So, applying the boundary
3These are the well-known laws that govern the process of reflection and refraction. The
first law states that the incident, the reflected, and the transmitted beams all lie in the
same plane, usually referred to as the plane of incidence, which includes the vector normal
to the interface. The second law states that the angle of incidence is equal to the angle of
reflection. The third law is Snell’s law, which is explained in the main text.
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condition of Eq. 2.3b, one gets:
Ei,p
v0
+
Er,p
v0
=
Et,p
v1
, (2.7)
where we have substituted B =
E
v
.
The refractive index N of a medium is defined as the ratio of the speed of
light in vacuum c to the speed of light in that medium v: N ≡ c
v
. So, Eq. 2.7
can be written as
N0Ei,p +N0Er,p = N1Et,p . (2.8)
Eqs. 2.5b and 2.8 can be solved for Er,p and Et,p to obtain the Fresnel
coefficents of reflection and transmission for the parallel component of the
field:
(r01)p =
N1 cosφ0 −N0 cosφ1
N1 cosφ0 +N0 cosφ1
, (2.9a)
(t01)p =
2N0 cosφ0
N1 cosφ0 +N0 cosφ1
. (2.9b)
Similarly, one can obtain the Fresnel coefficients of the perpendicular com-
ponent of the electric field. These are given by
(r01)s =
N0 cosφ0 −N1 cosφ1
N0 cosφ0 +N1 cosφ1
, (2.10a)
(t01)s =
2N0 cosφ0
N0 cosφ0 +N1 cosφ1
. (2.10b)
The Fresnel coefficients are generally complex numbers showing the effect of
reflection and refraction on the amplitude and the phase of the incident wave.
In order to examine this effect on the amplitude and the phase separately, they
are expressed as
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rp = |rp| e iδr,p , tp = |tp| e iδt,p
rs = |rs| e iδr,s , ts = |ts| e iδt,s
 , (2.11)
where δr and δt give the phase shifts experienced by the incident wave upon re-
flection and transmission, respectively, and the subscripts relating to medium 0
and medium 1 have been suppressed for clarity.
2.4 What is measured in SE?
As described in the previous section, when an electromagnetic wave is incident
on a surface, the polarization state of the wave is changed upon reflection and
transmission. The core of SE is to measure these changes in the polarization
state and to calculate the optical constants and the thickness of the film from
these measurements.
In general, the perpendicular and the parallel components of the electric
field can be significantly different from each other upon reflection, in both mag-
nitude and phase. Hence, the parallel and perpendicular Fresnel coefficients
(see Eqs. 2.1, 2.9 and 2.10) are in turn different.
Defining the ratio ρ as
ρ ≡ rp
rs
=
∣∣∣∣rprs
∣∣∣∣ ei(δr,p−δr,s) = tanψ ei∆ , (2.12)
it follows that ψ and ∆ are directly related to the raw measurement of SE,
where tanψ is the amplitude of the ratio between the parallel and the perpen-
dicular polarizations, while ∆ represents the phase difference between them,
i.e.,
tanψ =
∣∣∣∣rprs
∣∣∣∣ , (2.13a)
∆ = δr,p − δr,s . (2.13b)
So, the change in the polarization state of the light upon reflection is cap-
tured by SE by measuring the variations in the parallel and the perpendicular
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polarizations of the reflected light.
In transmission SE (as compared to reflection SE), ψ and ∆ have analagous
definitions to Eqs. 2.12 and 2.13 but in terms of the Fresnel coeficients of
transmission tp and ts.
In general, the refractive index N of a material is a complex number:
N ≡ n− iκ, (2.14)
where the real part n is the ratio between the speeds of light in vacuum and
in the material, and the imaginary part k is the extinction coefficient, which
is related to the absorption coefficient of the material α by the relation:
α =
4piκ
λ
, (2.15)
where λ is the wavelength of the incoming light.
Although the derivation that we followed for Eqs. 2.9 and 2.10 assumed
that N is real, these equations are still valid for complex refractive indices4.
In principle, if medium 1 in Fig. 2.1 represents the sample for which one
wants to find the refractive index (e.g., a bare substrate), and medium 0
represents the ambient environment (e.g., air), then the refractive index of
the sample N1 can be calculated from the measurments of ψ and ∆ using
Eqs. 2.9, 2.10, 2.12 and 2.13 (where the refraction angle φ1 can be eliminated
using Eq. 2.6, and N0 and φ0 are obviously known). So, basically for samples
of homogeneous structure and uniform refractive index, the measured ψ rep-
resents the real part of the refractive index, while ∆ represents the absorption
of the film to the incoming light [94]. This is in general how SE works.
2.5 SE data analysis
Clearly, the systems that we are often interested in are not as simple as a bare
infinitely thick substrate as depicted in medium 1 in Fig. 2.1. When a thin
4Indeed, Eq. 2.2 assumes that the light is propagating through the medium without
attenuation of its intensity. In the case of an absorbing medium, Eq. 2.2 is multiplied by
a spatial damping exponential factor according to Beer-Lambert law. By introducing the
concept of a complex refractive index, Eq. 2.2 can restore its original form and the absorption
coefficient is represented by the imaginary part of the refractive index. It follows that the
derivation of the Fresnel coefficient follows the same steps and similar expressions hold for
a complex refractive index.
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Figure 2.2: Schematic diagram showing the interaction of the incident light
with a thin film of thickness d deposited on an infinitely thick substrate. Media
(0,1,2) represent the ambient environment (air), the film, and the substrate,
respectively, with corresponding refractive indices N0, N1 and N2.
film, of finite thickness d, is deposited on the substrate, the Fresnel coefficients
of the parallel and perpendicular polarizations are modified due to the presence
of the film/substrate interface which adds further reflection events. Hence, the
process of calculating the refractive index of the film along with its thickness
becomes more complicated.
In what follows, we provide a simple derivation of the Fresnel coefficients for
the air/film/substrate system, which correspond to medium 0/ medium 1/medium 2
respectively in Fig. 2.2. More details can be found, for example, in Ref. [93].
For this system, the amplitude ratio tanψ and phase shift ∆ measured in
SE correspond to:
(R012)p
(R012)s
= tanψ ei∆ , (2.16)
where (R012)p,s are the Fresnel coefficients that correspond to the total light re-
flected back to medium 0 from all of the possible paths, which include multiple
reflections within medium 1. More compactly:
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R012 ≡
(Er)01 +
(
(Et1)10 + (Et2)10 + · · ·
)
Ei
, (2.17)
where the terms have their meaning illustrated in Fig. 2.2. We have dropped
the subscripts p and s for ease of notation.
From the definitions in Eqs. 2.1, one can rewrite (Er)01, (Et)01, (Er1)12,
(Et1)10 in terms of Ei:
(Er)01 = r01Ei , (2.18a)
(Et)01 = t01Ei , (2.18b)
(Er1)12 = r12
(
(Et)01 e
−iβ
)
= r12 t01 e
−iβ Ei , (2.18c)
(Et1)10 = t10
(
(Er1)12 e
−iβ
)
= t10r12 t01 e
−2iβ Ei . (2.18d)
The factor e−iβ, appearing in Eqs. 2.18c and 2.18d, is the phase shift that
results from the path difference relative to the first reflected wave. β is the
phase thickness of medium 1 and is given by (see, e.g., Ref. [105, p. 313])
β =
2pidN1 cosφ1
λ
, (2.19)
where λ is the wavelength of the light in vacuum.
Similarly, one can find expressions for all of the waves that are transmitted
back to medium 0 (air) after 2,3,4 · · · reflections at the interface between
medium 1 (film) and medium 2 (substrate):
(Et2)10 = t10r12 t01 e
−2iβ (r10 r12e−2iβ)Ei , (2.20a)
(Et3)10 = t10r12 t01 e
−2iβ (r10 r12e−2iβ)2Ei , (2.20b)
and so on . . . .
Clearly, these terms form a geometric series that can be summed to give:
(Et1)10 + (Et2)10 + (Et3)10 + · · · = t10 t01 r12 e
−2iβ
1− r10 r12e−2iβ Ei . (2.21)
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This, along with Eq. 2.18a, can be substituted in Eq. 2.17 to yield:
R012 = r01 +
t10 t01 r12 e
−2iβ
1− r10 r12e−2iβ =
r01 + r12 e
−2iβ
1 + r01 r12 e−2iβ
, (2.22)
where the latter equality can be reached by utilizing relations between r10 and
r01, and between t10 and t01 that may be obtained from Eqs. 2.9 and 2.10.
One can obtain a similar formula for the transmission coefficients for this
system. It reads (as in Ref. [93]):
T012 =
t01 t12 e
−iβ
1 + r01 r12 e−2iβ
. (2.23)
The formula given for R012 in Eq. 2.22 is known as Airy’s formula [105,
p. 362]. By utilizing Snell’s law (Eq. 2.6) and the two-medium Fresnel coef-
ficients (Eqs. 2.9 and 2.10), the ratio (R012)p/(R012)s can be expressed as a
function of the angle of incidence φ0, the film thickness d, and the refractive
indices N0−2 of the ambient, the film and the substrate, respectively. Usu-
ally, the refractive index of the substrate is obtained independently, so it can
be regarded as a known parameter. So, unless the film thickness is known
from other sources, there remain three degrees of freedom which are the film
thickness and the real and the imaginary parts of the film refractive index.
Unlike the simplest case of a bare substrate measurement, it turns out that
these cannot be determined uniquely from the measured ψ and ∆. In order to
circumvent this problem, SE measurements are usually taken at a wide range
of wavelengths (e.g., over the visible spectrum; 400 nm - 700 nm), hence the
name “spectroscopic”. We will describe this in more detail in the next section.
2.6 Models for the refractive index
The trick of extracting the refractive index and the film thickness from the
SE raw measurements lies in assuming a model form for the dispersion of
the refractive index (or the dielectric function) that contains a number of
parameters [94]. ψ and ∆ are measured as a function of the wavelength λ of
the incident light. The parameters in the model, along with the film thickness if
it is to be calculated too, are treated as fitting parameters so that the complex
ratio (R012)p/(R012)s best reproduces the spectrum of the raw measurements.
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To quantify this, usually one is interested in minimising the mean squared
error (MSE) between the measured data and the model, which is defined as
MSE =
1
N −M − 1
N∑
n=1
(
ρexp(λn)− ρmodel(λn; {αm})
)2
, (2.24)
where N is the total number of the data points, and M is the number of fitting
parameters {αm} that are in the model. So the expression N−M−1 gives the
effective number of degrees of freedom. λn, ρexp and ρmodel are the wavelength
of the nth point, the measured and the modeled ratios of the Fresnel coefficients,
respectively. Nonlinear fitting algorithms are commonly used in order to fit
the data. Such algorithms are implemented in a number of computational
packages like Mathematica.
If the experimental errors in the SE measurements are accessible, one can
more rigorously look for a good fit by finding the parameters {αm} that min-
imize instead the reduced χ2 measure, where the summand in Eq. 2.24 is
weighted by σ−2n , with σn being the error in ρexp(λn).
There is no unique model for the dispersion of the refractive index. One
can find different models adopted in the literature that vary in their degree of
complexity. Examples of these models include the Lorentz model, the Sellmeier
model, the Cauchy model, and the Drude model; we describe each briefly
below.
2.6.1 Lorentz model
The Lorentz model is based on the classical picture that the electron acts as
a damped oscillator which is bound to its nucleus by a spring. The electric
field of the incoming electromagnetic wave interacts with the electron as a
driving force oscillating it. Within this picture, the equation of motion of the
electron can be simply solved, parametrized by the damping coefficient Γ and
the spring resonant frequency ω0. Hence, the complex dielectric function (as
a function of the frequency of the incoming wave) is given by [94]:
ε(ω) = 1 +
e2Ne
0me
1
(ω20 − ω2) + iΓω
, (2.25)
where e, Ne, 0 and me are the electron charge, the number of electrons per
unit volume, the permittivity of free space, and the electron mass, respectively.
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Practically, the model is summed over more than one oscillator and often
expressed as a function of the energy E (or the wavelength) rather than the
frequency of the incoming wave:
ε(E) = 1 +
∑
j
αj
(E20j − E2) + iΓjE
, (2.26)
where j is the index of the jth oscillator, and αj, E0j and Γj are fitting param-
eters.
The refractive index N is related to the complex dielectric function ε =
ε1 − iε2 by
N =
√
ε = n− ik , (2.27a)
⇒ n = 1√
2
√√
ε21 + ε
2
2 + ε1 , (2.27b)
⇒ k = 1√
2
√√
ε21 + ε
2
2 − ε1 . (2.27c)
2.6.2 Sellmeier model
The Sellmeier model [106] is widely used to model the dispersion of the refrac-
tive index, see for example Refs. [99,102]. It can be expressed as [94]
n(λ) =
(
A+
∑
j
Bjλ
2
λ2 − C2j
)1/2
, (2.28)
with A, Bj and Cj being the fitting parameters.
This model is often used for ranges of wavelengths in which the material
is transparent (i.e., absorption is negligible and the refractive index is purely
real), such as the visible and near infrared range in the case of BTO. In fact,
the Lorentz model reduces to the Sellmeier model when Γj in Eq. 2.26 is set
to zero.
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2.6.3 Cauchy model
The Cauchy dispersion model is one of the simplest models that is often
adopted in SE data analysis, as in Refs. [73,100,101,103,107]. It is expressed
as
n(λ) = A+
B
λ2
+
C
λ4
+ · · · , (2.29)
with A, B and C being the fitting parameters.
Actually, this model is an approximation to the Sellmeier model, and can
be obtained by performing a series expansion of Eq. 2.28.
2.6.4 Drude Model
The Drude model is widely used for materials that have free carriers (e.g.
metals). It can be expressed as [95]:
ε(E) = 1−
∑
j
αj
E2 − iΓjE . (2.30)
This equation can be obtained from the Lorentz model by setting the spring
resonant frequency to zero.
The summation in Eqs. 2.26, 2.28, 2.29 and 2.30 usually requires only
few terms to reach a good fit. In the Cauchy model for example, often the
summation is terminated at the quartic term.
2.7 Models for the film structure
In the schematic figure Fig. 2.2, the refractive index of each medium, includ-
ing that of the film, is assumed to be spatially homogeneous. In reality, the
mismatch strain that the film experiences can be relieved along the growth
direction (the z direction), implying non-homogeneity of the film and, in par-
ticular, this can be pronounced in the region near the surface where surface
relaxations can occur. Also, if the film is thick enough, there could exist some
intermediate regions where the film has bulk-like structure. Furthermore, un-
like the schematic illustration in Fig 2.2, the surface of the film may exhibit
roughness, which adds to the complexity of the problem. Thus, in general,
due to the non-homogeneity of the film, one should consider that the refrac-
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Figure 2.3: Schematic diagram showing some of the possible structural models
of different complexity that are adopted for the film in order to extract its
optical spectra from the raw SE data.
tive index of the film is also not homogeneous and is a function of z (or most
generally, a function for r) rather than being uniform.
So in the analysis of the SE data, an additional step is to adopt a certain
structural model for the film [94] in order to increase the reliability of the
calculated optical spectra. Usually a multi-phase model is adopted in the
literature in which the thin film is assumed to be composed of distinct layers,
see Fig. 2.3. For example, a 3-phase model is adopted in Refs. [83,100,108], a
4-phase model is adopted in Refs. [82, 84, 101, 103, 107], and a 5-phase model
is adopted in Ref. [79].
Within the multi-phase model, each phase is assumed to have a certain
thickness and a certain homogeneous value of the refractive index. As men-
tioned above, in order to extract the optical spectra from the raw SE measure-
ments, a theoretical expression for the Fresnel coefficients is needed. While
Eqs. 2.9 and 2.10 can be used for the case of a homogeneous infinitely thick
film, and Eq. 2.22 is the generalization for a homogeneous film of finite thick-
ness deposited on a substrate, further generalization is necessary in order to
perform the data fitting for more complicated models for the film.
In fact, following the same procedure that we showed in Sec. 2.5, we have
generalized Eqs. 2.22 and 2.23 and derived the Fresnel coeffiicients for an arbi-
trary number of layers (phases) in the multi-phase model. Let us first introduce
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new notations for the Fresnel coefficients that correspond to reflection from /
transmission through m layers (not counting the ambient phase (layer number
0), but counting the substrate phase (layer number m)), as follows:
R(m) ≡ R0123···m , (2.31a)
R′(m) ≡ Rm···210 , (2.31b)
T (m) ≡ T0123···m , (2.31c)
T ′(m) ≡ Tm···210 , (2.31d)
where the subscripts have the same meaning as explained in Sec 2.3 and Sec 2.5.
Then the Fresnel coefficients for m layers, can be given in terms of the coeffi-
cients for m− 1 layers by the following recursive relations:
R(m) = R(m−1) +
T (m−1) T ′(m−1)r(m−1)me−2iβm−1
1−R′(m−1)r(m−1)me−2iβm−1 , (2.32a)
T (m) =
T (m−1)t(m−1)me−iβm−1
1−R′(m−1)r(m−1)me−2iβm−1 . (2.32b)
R′(m) and T ′(m) can be obtained from R(m) and T (m) by reversing the order of
the subscripts, as defined in Eqs. 2.31b and 2.31d.
If a model with m layers is adopted, one is then interested in fitting to:
ρm ≡ R
(m)
p
R
(m)
s
= tanψ ei∆ , (2.33)
as a generalization to Eq. 2.16. Once again, the ratio ρm can be expressed in
terms of the angle of incidence, the refractive indices of the constituent phases
and their thicknesses.
In the multi-phase model, usually layer 1 (the layer in contact with the
ambient) is taken to represent the surface roughness of the film, as in Ref. [73].
Different schemes are used in the literature to model the refractive index of
this layer. For example, it is assumed to be independent of the wavelength
of the incoming light, and hence it is just a constant obtained from the stan-
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ambient
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film
substrate
Figure 2.4: A schematic diagram illustrating the idea of the effective medium
approach. In this example, the surface roughness layer is modelled by assuming
that it is consisting of the film material embedded with spherically-shaped
voids of the ambient environment.
dard fitting procedure, as in the previous reference. Alternatively, this layer
can be treated as an effective inhomogeneous medium whose refractive index
is a “mixture” of the refractive indices of the layers above and below it (See
Fig. 2.4). This latter approach is referred to as the “effective medium approxi-
mation” approach and is explained in more detail in Ref. [95], and applications
of it can be found for example in Ref. [109]. Generally, the average dielectric
constant of the effective medium 〈ε〉 can be obtained by
〈ε〉 − εh
〈ε〉+ γεh =
∑
j
fj
εj − εh
εj + γεh
, (2.34)
where εh is the dielectric constant of a chosen host medium, γ is a constant
depending on the shape of the constituent media included (e.g., it equals 2
for spherically shaped constituents), and fj is the volume fraction of the j
th
constituent medium. Different flavours exist for this approximation depending
on the choice of εh, these include the Lorentz-Lorentz, the Maxwell-Garnett,
and the Bruggeman models.
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2.8 Depolarizing films
Once a model is chosen for the film and for the optical properties (like the
refractive index) for each phase within the film, the fitting procedure can be
performed to find the desired optical functions and/or the thicknesses of each
phase of the film. The fitting procedure is however not very straightforward
and several sources of error can influence the reliability of the results [94]. For
example, if the structural model (often called the optical model) of the film
is too simple, it is often not possible to minimize the MSE (see Sec. 2.6) to
a reasonable value. A similar problem occurs if the model for the refractive
index or the dielectric function are not appropriate for the particular film (or
energy window) under study.
Another source of error emerges when the sample depolarizes the light.
Depolarization is attributed to several factors, such as the non-uniform thick-
ness of the sample and the scattering of the incident wave, as in the ZnO
films studied in Ref. [110]. As mentioned above, the core idea of SE is to
measure the relative parallel and perpendicular polarizations of the reflected
light and to fit it to a theoretical expression for the Fresnel coefficients. If the
sample depolarizes the light, then the expressions for the Fresnel coefficients
derived above are no longer valid. This problem is traditionally dealt with
via the Mueller-Stokes formalism [95], where the polarization state of the light
beam is expressed in terms of some relevant intensities and mathematically
expressed as a four-component vector referred to as a Stokes vector S, which
can be expressed as
S ≡

〈E20x〉+ 〈E20y〉
〈E20x〉 − 〈E20y〉
〈2E0xE0y cos δ〉
〈2E0xE0y sin δ〉
 , (2.35)
where E0x and E0y are the x and the y components of the electric field vector
of an electromagnetic wave travelling parallel to the z direction, and δ is the
phase difference between the two components. The symbol 〈〉 denotes the time
average.
As opposed to the two-component Jones vector J [111], which can be ex-
pressed as
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J ≡
(
E0x
E0ye
iδ
)
, (2.36)
Stokes vector can describe the range of fully polarized light to non-polarized
light, and hence are used to deal with depolarizing films. The analogues of
Jones matrices in this case are referred to as Muller matrices, where the system
(in this case, the modelled thin film) has a specific Muller matrix that describes
its interaction with the incoming wave and hence can be used to obtain the
corresponding Fresnel coefficients for a depolarizing film.
2.9 Criticism
As we have described in the previous sections, SE is an indirect method. Hence,
even if very accurate measurements were performed, this does not necessarily
lead to accurate data for the fitted optical function of the film. We have
already alluded to, in Sec. 2.8, some of the error sources that are present in
the calculation of the film refractive index and thickness. In fact, each step
required to extract optical data from the raw measurements, namely:
1. The choice of the structural model of the film.
2. The choice of the analytical model for the refractive index or the dielectric
function of each layer within the structural model.
3. Fitting the data.
has a number of limitations that can affect the reliability of the calculated
data. In fact, to choose a valid structural model one needs a good guess or a
prior knowledge of the structure of the film. Actually, obtaining a “good” fit
does not necessarily imply the validity of the chosen models or the extracted
data.
To further illustrate this idea, we consider a thin film of Ba0.5Sr0.5TiO3
of growth thickness of 113 nm deposited on an MgO substrate. The film
growth and the SE measurements of ψ and ∆ are performed by a collaborating
experimental group [112]. We have performed the nonlinear fitting procedure
using the “NonlinearModelFit” built-in package implemented in Mathematica.
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Eq. 2.33 has been used and two different structural models have been
considered; a 4-phase model (air/surface roughness/film/substrate), and a 5-
phase model (air/ surface roughness/ film(layer1)/ film(layer2)/substrate), see
Fig. 2.3. The data are available for wavelengths in the range of 400-1600 nm,
for which the material is transparent. Hence the refractive index of each layer of
the film is modelled via the Cauchy dispersion model (Eq. 2.29). The refractive
index of the surface roughness layer is assumed to be wavelength independent
as in Ref. [73]. The refractive index of the substrate is measured independently
and obtained from our collaborators. It is also modelled using the profile of
Cauchy dispersion. We show in Fig 2.5 the fitted curves for ψ and ∆ for the
two models used together with the experimental data. The figure clearly shows
that the fitting, in both cases, is excellent. The MSE (defined in Eq. 2.24) is
calculated for both curves as follows:
MSE =
1
N −M − 1
N∑
n=1
(
(ψexp − ψmodel)2 + (∆exp −∆model)2
)
. (2.37)
The corresponding MSE values for the 4-phase and the 5-phase models are
9.7 and 0.03, respectively, with the lower value of the latter indicating a better
fit. These values are relatively good as compared to Ref. [73], where similar
system and models are adopted. An even better fit can be achieved if the first
couple of points in the short wavelength side are excluded5.
The extracted optical data (shown in Fig 2.6), however, for the two cases
differ a lot. In fact, the behaviour of the refractive index curve of film layer 2
in the 5-phase model shows a significant qualitative discrepancy compared
to the other curves shown in the same figure, and the behaviour may even
be considered to be non-physical where it increases with wavelengths beyond
∼ 600 nm.
As for the extracted thicknesses (summarized in Table 2.1), the two mod-
els almost agree on the total thickness (the sum of the thicknesses of the
constituent layers) as well as on the thickness of the surface layer. Both values
actually almost agree with the growth thickness quoted above. This agree-
ment may provide reassurance in the reliability of the fitted curves and the
5For short wavelengths, BTO starts to be absorbant. Therefore, the refractive index
starts to deviate from the Cauchy model, resulting in worsening the fit.
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Figure 2.5: The fitted curves of ψ and ∆ as compared to the measured values.
A 4-phase and a 5-phase models are adopted in (a) and (b), respectively. The
corresponding MSE value for the two cases is given in the main text.
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Figure 2.6: The extracted refractive indices of the constituent layers of the
4-phase and the 5-phase models.
extracted data, but we have shown that this cannot be the case in the situ-
ation that we have addressed above, as the 5-phase model, whose calculated
thickness is closest to the growth thickness, results in non-physical behaviour
of the refractive index, and therefore considered to be an invalid model.
To summarize: the point of the above discussion is to reiterate the idea
that SE data analysis involves a number of problems and limitations. We
mainly shed light on two points: 1. Obtaining a good fit does not necessarily
mean that the calculated optical functions and thicknesses are correct, and
2. different structural models that well fit the SE data can lead to different
optical functions for the film.
Sometimes, a “global” fit is performed in order to increase the confidence
in the results by increasing the number of data points but retaining the same
number of fitting parameters. For example, different sets of ψ and ∆ data that
correspond to different angles of incidence are fitted simultaneously using the
same models and fitting parameters (as applied in Ref. [73]).
The global fit, however, is not guaranteed to eliminate the problems that
we have discussed above. Actually, the fits and the corresponding refractive
indices of the 5-phase model that we have shown in Figs. 2.5 and 2.6 indicate
that the manifold formed by the fitting parameters is quite complicated that
makes reaching a global minimum quite hard. To further support this idea,
we show in Fig. 2.7 another 5-phase model fit, obtained by a different initial
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4-phase model 5-phase model 5-phase model (2nd fit)
Surface roughness 33.6 28.2 40.7
Film (`1) 94.8 60.0 45.9
Film (`2) — 23.1 11.7
Total film thickness 128.4 111.3 98.3
Table 2.1: The fitted thicknesses (in nm) of the constituent layers of the 4-
phase and the 5-phase models. `1 and `2 stand for layer 1 and layer 2 of the
film, respectively, as depicted in Fig. 2.3. The sum of the thicknesses of the
constituent layers is given in the last row. The second and the third columns
correspond to the fits shown in Fig. 2.5, while the last column correspond to
the fit shown in Fig. 2.7.
guess of the fitting parameters. This fit corresponds to an MSE value of 4.3,
indicating a better fit than the 4-phase-model fit shown in Fig. 2.5. However,
it obviously corresponds to a case of falling at a local minimum, and it leads to
refractive indices that are non-physical and significantly differ, quantitatively
and qualitatively, from the other two fits, despite that the calculated total
thickness of the film, tabulated in Table 2.1, do not differ a lot from the other
two (though the surface roughness layer is quite thick).
Actually, certain “flavours” of global fit may indicate more problems in
the process. Sometimes, datasets that correspond to films of different thick-
nesses are fitted simultaneously assuming that the refractive index of the film
is independent of its thickness, as in Ref. [73]. The results obtained by this
procedure may be in contradiction with the case of fitting each dataset indi-
vidually, where the refractive index of the film can show a dependence on its
thickness, as in Ref. [82].
2.10 Motivations for handling the problem from
first-principles
The problems and limitations, discussed in the previous section, of the SE
technique, which is the most widely-used experimental method in finding the
optical functions of thin films, lead us to investigate the problem from first-
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Figure 2.7: The fitted and measured values of ψ and ∆ (a), and the corre-
sponding refractive indices (b) of a 5-phase model. In this figure, the fitting
parameters reached alternative local minimum of the MSE, slightly higher
than that of the earlier fit shown in Fig. 2.5, but lower than the 4-phase model
fit. In spite of the excellent fit, the refractive indices are non-physical and
significantly different than those obtained from the earlier fit.
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principles. In ab initio calculations, one can model the thin film as a bulk
material subjected to a number of structural perturbations such as epitaxial
strain and other factors discussed earlier in Sec. 1.4.1. This treatment enables
the disentanglement of the individual factors and permits us to study the effect
on the optical properties of each factor independently. This will help shed more
light on, and allow a deeper understanding of, the problem. A comparison
study between these individual effects can provide very useful answers to how
to better engineer the optical properties of the films under study. The approach
of first-principles calculations has also a number of limitations that we shall
address and discuss in the relevant context.
In the next chapter, we will give an overview of the density functional
theory, the theory of the ab initio calculations that we are using throughout
our work in this thesis.
Chapter 3
First Principles Approach;
Density Functional Theory
3.1 Overview
Most of the properties of materials are determined by the electrons therein.
Equilibrium crystal structure, electrical conductivity, superconductivity, mag-
netism, elastic constants, and optical properties are only a few examples [113].
It is known from the very postulates of quantum mechanics that all the
properties of a system, like the ones mentioned above, are embedded in the
wavefunction of the system. The role of first principles calculations is to ap-
proach the problem of “finding” this wavefunction, employing a set of approxi-
mations that, on the one hand, makes the problem tractable, and on the other
hand are not specifically dependent on the system under study, and do not
rely on any parameterization based on experimental measurements.
A lot of effort has been spent in order to tackle this problem, and different
approaches of different applicabilities and accuracies now exist. These include
the quantum Monte Carlo method (QMC) [114], Hartree-Fock theory [115],
and density functional theory (DFT) [116,117].
In this chapter, we shall focus on the latter approach, on which all the first-
principles calculations performed in this thesis are based. We shall describe the
theory showing the key approximations that made the problem tractable, and
give an overview of the technical details that are involved in the application
of this method. In later chapters, we shall describe how calculations of optical
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properties may be performed based on DFT.
3.2 The many-body Schro¨dinger equation
In the non-relativistic limit, the time independent many-body Schro¨dinger
equation of a system of electrons and nuclei that make up a material, such as
a solid or a molecule, reads:
ĤΨ = EΨ , (3.1)
where Ψ is the wavefunction of the system (which is a function of all the
electronic and the nuclear positions), E is the total energy of the system, and
Ĥ is the Hamiltonian operator that is given by1
Ĥ =
∑
α
− 1
2Mα
∇2Rα +
∑
i
−1
2
∇2ri −
∑
i
∑
α
Zα
|ri −Rα|
+
1
2
∑
i
∑
j 6=i
1
|ri − rj| +
1
2
∑
α
∑
β 6=α
ZαZβ
|Rα −Rβ| ,
(3.2)
where the first two terms stand for the kinetic energy of the nuclei and the
electrons, respectively. The remaining terms stand for the electrostatic poten-
tial energy of the electrons-nuclei, the electrons-electrons, and the nuclei-nuclei
interactions, respectively. The positions of the ith electron and the αth nucleus
are denoted by ri and Rα, respectively. Mα and Zα stand for the mass, and
the atomic number of the αth nucleus, respectively.
However, Eq. 3.1 is a second order inseparable differential equation that
cannot be solved analytically in practice but for very simple systems (such as
the hydrogen atom). Finding an exact solution to this equation for macro-
scopic systems is completely out of reach (e.g., a small piece of solid contains
an order of Avogadro number (∼ 1023) of electrons and nuclei) . Therefore, ap-
proximations need to be made to approach the problem. Such approximations
shall be discussed in the following sections.
1It should be noted that Hartree atomic units are adopted in this equation and throughout
this thesis, where h¯ = e = me = 4piε0 = 1.
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3.2.1 Born-Oppenheimer approximation
Nuclei are much more massive than electrons. The proton to electron mass
ratio is about 1836. Keeping in mind that both electrons and nuclei feel simi-
lar electrostatic forces due to their similar absolute charges, this indicates that
nuclei move far slower than the electrons. Then, it is reasonable to assume,
in the time scale of the electronic motion, that the nuclei are frozen at a cer-
tain configuration, and the wavefunction of the system is represented by the
electronic wavefunction Φ that depends only parametrically on the positions
of the nuclei. This approximation is referred to as the Born-Oppenheimer ap-
proximation [118], where the nuclear and the electronic degrees of freedom are
separated, allowing the wavefunction of the coupled system Ψ to be approxi-
mated as
Ψ({ri}, {Rα}) = χ({Rα})Φ({ri}; {Rα}) , (3.3)
with χ({Rα}) being the nuclear wavefunction. The electronic wavefunction Φ
is required to be eigenstate for the “electronic” Hamiltonian (Ĥel) in a static
array of nuclei:
Ĥel =
∑
i
−1
2
∇2ri −
∑
i
∑
α
Zα
|ri −Rα|
+
1
2
∑
i
∑
j 6=i
1
|ri − rj| +
1
2
∑
α
∑
β 6=α
ZαZβ
|Rα −Rβ| ,
(3.4)
and the problem is now transferred to solving for the electronic wavefunction Φ:
ĤelΦ ({ri} ; {Rα}) = E({Rα})Φ ({ri} ; {Rα}) . (3.5)
The “electronic” energy E({Rα}) in the equation above depends on the
nuclear degrees of freedom. In fact, the nuclear wavefunction χ({Rα}) satisfies
a Schro¨dinger in which E({Rα}) acts as the potential. Full detail can be found
in e.g., Ref. [113, pp. 482-484].
Within the Born-Oppenheimer approximation, the last term in this Hamil-
tonian, namely the nuclear-nuclear interaction term, is just a numerical con-
stant that depends merely on the nuclei configuration, and contributes to the
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total energy as an additive constant. For simplicity, we will drop it in what
follows and assume that it is included in the total energy.
Although the nuclei positions are no longer treated quantum mechanically
in this approximation, it is still possible to study the dynamics of the nuclei
classically (following Newtonian mechanics), thanks to the knowledge of the
quantum mechanical forces that act on the atoms [119, 120]. The electrons
in the system will instantaneously respond to the movements of the nuclei
and stay always in their ground state, according to this approximation. This
kind of study is often referred to as “quantum molecular dynamics” or “ab
initio molecular dynamics”. We shall describe later in this chapter the theory
involved in calculating the quantum mechanical atomic forces.
The Born-Oppenheimer approximation is a very common and successful
approximation in simplifying the problem of solving Eq. 3.1, even if it can go
wrong in certain situations [121]. However, the problem of solving the many-
body Schro¨dinger equations remains practically unsolvable even in the form of
Eq. 3.5. Still more has to be done.
3.3 The formulation of density functional the-
ory
Density functional theory [116,117] is one of the most successful theories in the
field of electronic structure calculations. Since its foundation in 1964, and with
the magnificent development of the algorithms and computing capabilities over
the years, the application of DFT has been growing tremendously in a variety of
scientific fields, from condensed matter theory to biological chemistry. There
exist a number of computational packages that implement this theory with
approximations of different flavours that makes its application quite accurate,
robust and less computationally demanding compared to other methods such
as quantum Monte Carlo. Examples of these packages include: QUANTUM
ESPRESSO [122], ABINIT [123–125], CASTEP [126] and ONETEP [127].
3.3.1 Hohenberg-Kohn theorems
The key quantity of DFT is the electronic number density n(r). For an N elec-
tron system with an electronic wavefunction of Φ(r1, r2, · · · , rN), the electronic
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density at some point r in the system is defined as
n(r) =
∫
|Φ (r1, r2, · · · , rN)|2
∑
i
δ (r− ri) dr1dr2 · · · drN , (3.6)
and is integrated to give the total number of electrons in the system (if the
wavefunction Φ is normalized):∫
n(r)dr = N . (3.7)
In 1964, Hohenberg and Kohn proved two theorems upon which DFT is based [116].
The first theorem states that for a system of interacting electrons put under the
influence of some external potential Vext(r)
2, the potential Vext(r) is a unique
functional3 (up to an arbitrary constant) of the ground state electronic density
of the system n0(r). In other words, no two external potentials, that differ by
more than a constant, can yield the same value of the ground state density,
so, the external potential Vext[n(r)] is uniquely determined by n0(r).
In the second theorem, Hohenberg and Kohn showed that there exists an
energy functional E[n(r)] that has a global minimum value equal to the ground
state energy of the system E0, and that the global minimum occurs at the
ground state density of the system: E[n0(r)] = E0. The energy functional is
defined by
E[n(r)] ≡ F [n(r)] +
∫
Vext(r)n(r)dr . (3.8)
The functional F in the above equation is a universal functional that rep-
resents the kinetic energy and the interaction energy of the electrons. The
term “universal” means that it is independent of the external potential, so
if it is known once, then, in principle, its form does not change if the exter-
nal potential changes. Conveniently, one can “separate out” the self Coulomb
interactions of the density from F :
2In the case of electrons in a solid, the external potential is the attractive Coulomb
potential due to the nuclei.
3A “function” takes a number and maps it into another number. A “functional” takes a
function and maps it into a number. So a functional can be thought of as a function of a
function.
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F [n(r)] =
1
2
∫∫
n(r)n(r′)
|r− r′| drdr
′ +G[n(r)] , (3.9)
where G[n] is clearly a universal functional too. The first term in the right
hand side of the equation above is referred to as the Hartree energy EH [n].
The virtue of the theorems above is that instead of solving for the 3N
dimensional complex wavefunction for a system of N electrons, it suffices to
solve for the three dimensional real electronic density, since the density fully
determines the external potential and hence the Hamiltonian. It follows that
all the properties of the system are contained in the ground state density, as
inferred from the first Hohenberg-Kohn theorem. Furthermore, the energy
functional is variational with the density, so knowledge of E[n] would enable
finding the ground state energy and density of the system by minimizing E[n]
with respect to V-representable4 densities n(r), as inferred from the second
Hohenberg-Kohn theorem [113].
However, although the proof provided by Hohenberg and Kohn is quite
simple, it does not include information about the form of the energy functional.
In addition, even if one finds a way to construct E[n] and minimize it to find
the ground state density, it is still not clear how some of the properties of
the system are to be extracted from the knowledge of density alone (such as
whether or not the material has an insulating energy gap) [113, pp. 131-132].
So, DFT in the framework described so far does not provide a great help
in solving the many body problem. In fact, the following work of Kohn and
Sham [117] (that we shall describe in the next section) played a major role in
making DFT a useful and successful theory.
3.3.2 The Kohn-Sham framework
Kohn and Sham dealt with the original problem of a many-body system of
interacting particles by mapping it into another problem of non-interacting
electrons of the same density n(r). They first proposed that the universal
4n(r) is said to be V-representable if it is a “valid” ground state density of some external
potential Vext. There exist some densities that cannot be a ground state density of any
potential, in which case they are referred to as non-V-representable.
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functional G[n], appearing in Eq. 3.9, can be written as
G[n(r)] = T [n(r)] + Exc[n(r)] . (3.10)
In the equation above, T [n] is the sum of the kinetic energies of the non-
interacting electrons:
T [n(r)] = −1
2
∑
i
〈ψi|∇2|ψi〉 , (3.11)
with ψi being the independent particle wavefunction of the i
th electron. Exc[n]
is the exchange-correlation5 functional within which all the many-body inter-
action effects are embedded.
Now, one is interested in minimizing E[n] subject to the constraint 3.7,
namely:
δ
δn
(
E[n(r)]− µ
∫
n(r)dr
)
= 0 , (3.12)
where µ is a Lagrange multiplier. Substituting for E[n] from Eq. 3.8, Eq. 3.9
and Eq. 3.10, one gets, after taking the functional derivative:
δT [n(r)]
δn
+
∫
n(r′)
|r− r′|dr
′ + Vext(r) +
δExc[n(r)]
δn
− µ = 0 , (3.13)
or
δT [n(r)]
δn
+ Veff(r) = µ , (3.14)
where
Veff(r) ≡
∫
n(r′)
|r− r′|dr
′ + Vext(r) +
δExc[n(r)]
δn
. (3.15)
In fact, if one considers a system of non-interacting electrons moving in
an external potential of Veff(r), The Euler-Lagrange equation of the system
5Electrons interact with each other in two ways: 1. through electrostatic Coulomb re-
pulsion, which is referred to as electron correlation, and 2. through the Pauli exclusion
principle that forbids any two electrons from occupying the same state. The latter results
from the anti-symmetry of the electronic wavefunction that changes sign when two particles
swap positions, and is usually referred to as the exchange interaction. Both exchange and
correlation act in keeping the electrons away from each other.
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has exactly the same form of Eq. 3.14. Hence, the density of the real system
n(r) can be obtained by simply solving the independent electron Schro¨dinger
equations for the orbitals ψi:(
−1
2
∇2 + Veff(r)
)
ψi(r) = εiψi(r) , (3.16)
and the density is therefore given by
n(r) =
∑
i
|ψi(r)|2 . (3.17)
So, the original many-body Schro¨dinger equation of a system of N inter-
acting electrons is now mapped exactly to a set of N one-electron equations,
usually known as the Kohn-Sham equations.
It should be noted that Eqs. 3.16 and 3.17 should be solved self-consistently.
Clearly, the density defines the effective potential Veff(r) through Eq. 3.15,
Veff(r) is in turn used to get the one-electron orbitals (or the Kohn-Sham or-
bitals) ψi, but these very orbitals define the density through Eq. 3.17. So, in
practice, one usually starts with an initial guess to the density, call it n˜0, pro-
ceeds to get the effective potential and hence the orbitals, and then calculates
the output density defined by the orbitals (call this n˜1). If n˜1 is not consistent
with n˜0, one would start again with the new density (or, in practice, with a
mixture between the new and the old densities [128]) and continue until the
input and the output densities are consistent.
The above recipe is appealing, since solving the one-particle KS equations is
tractable. In principle, one obtains the true ground state density of the “real”
system of interacting electrons. Furthermore, accessibility to the independent-
electron wavefunctions6 may provide some insight into properties that have no
clear relation with the density alone.
However, despite the success of the Kohn-Sham approach in separating
all the many-body interaction effects into the exchange-correlation functional
Exc, the form of this functional, for an arbitrary density n(r), unfortunately
remains unknown. Hence, it is necessary to approximate it in order to solve the
Kohn-Sham equations. This point shall be discussed in the following section.
6It is not to be understood, however, that the Kohn-Sham eigenstates correspond to the
true eigenstates of the many-body interacting system.
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3.3.3 The exchange-correlation functional
In fact, what makes the formalism of Kohn and Sham useful is that there
exist quite simple approximations to Exc that lead to remarkably accurate
results, the most common of which are the local density approximation and
the generalized gradient approximation.
The local density approximation
The local density approximation (LDA) was proposed by Kohn and Sham [117]
for systems of slow varying density, where the exchange correlation functional
Exc at some point r is approximated to match that of a homogeneous electron
gas of the same density at that point:
Exc[n(r)] ≈ ELDAxc [n(r)] =
∫
n(r)xc (n(r)) dr , (3.18)
with xc (n(r)) being the exchange-correlation energy per electron of the homo-
geneous electron gas at r. Note that xc (n(r)) depends only on the density n(r)
at the neighbourhood of the point r, hence the name local. The functional
derivative appearing in Eq. 3.15 is then given by
δELDAxc
δn
= xc (n(r)) + n(r)
∂xc (n(r))
∂n
. (3.19)
Although there is no exact analytical formula for xc (n(r))
7, it is usually
dealt with by numerically calculating it from QMC simulations, the most com-
mon of which is that performed by Ceperley and Alder [129]. In practice, to
get use of the data obtained from QMC in standard DFT calculations, ana-
lytical forms of xc are parametrized and fitted against QMC simulations at
different densities. A number of parameterization schemes are available, the
one of Perdew and Zunger [130] being one of the most widely used schemes in
the literature [113].
The LDA scheme is very commonly used in the literature due to its simplic-
ity and, surprisingly, its ability to provide good results in many cases, including
systems whose density is not slowly varying with position. The success of LDA
may be explained through the fact that this approximation predicts the cor-
7Actually, the exchange part has a closed form expression, but it is the correlation part
that is not generally known.
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rect charge of the missing electron in the exchange-correlation hole, and it only
approximates the shape of the hole [131,132].
However, LDA has some well known limitations and failures. For instance,
it generally overestimates the binding energy of molecules and solids [133],
which results in underestimating the bond lengths and lattice constants and
overestimating the bulk moduli of solids [134]. Also, LDA fails sometimes
in predicting the equilibrium crystal structure of materials, as in the case
of Fe [135]. Moreover, LDA fails to predict the insulating nature of some
transition metal oxides such as FeO and CoO [136], where it predicts that
they are metals.
In spite of these limitations however, we believe that LDA can still be
sufficiently accurate for the purpose of the calculations provided in this thesis,
where we are not mainly interested in the absolute values of the properties that
we are calculating (like the refractive indices or the band gaps), but rather
in the trends that these properties show under the effect of some structural
perturbations. We shall be using this approximation in the DFT calculations
presented throughout this thesis, unless otherwise mentioned.
The generalized gradient approximation
There are a number of attempts to go beyond LDA. The most straightforward
idea is the so-called generalized gradient approximation (GGA), where the
non-uniform density of the system at point r0 is approximated by a Taylor
expansion around that point:
n(r) = n(r0) + (r− r0)∇n+ 1
2
(r− r0)2∇2n+ . . . , (3.20)
and hence the exchange-correlation energy per electron xc is made dependent
on the density and its gradients:
Exc[n(r)] ≈ EGGAxc [n(r)] =
∫
n(r)xc
(
n(r), |∇n(r)|,∇2n(r), · · · ) dr , (3.21)
where only the first derivative dependence is usually kept in the equation above.
There exist different parameterization schemes of xc (n(r), |∇n(r)|), in-
cluding the B88 [137], the PW91 [138], and the PBE [139] schemes.
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The GGA, however, is not always better than the LDA. It also needs to be
used with care due to its known limitations. For example, the GGA generally
underestimates the binding energy, resulting in the overestimation of the lattice
constants and underestimation of the bulk moduli of solids, in contrast to the
LDA [133,134].
Hybrid functionals
The exchange part Ex of the exchange-correlation functional can be directly
expressed in terms of the orbitals ψi instead of the density n, in view of the
Hartree-Fock theory (HF):
Ex = −1
2
∑
i,(j 6=i)
∫
ψ∗i (r)ψ
∗
j (r
′)ψj(r)ψi(r′)
|r− r′| drdr
′ . (3.22)
This expression is often referred to as the exact-exchange energy. In the
original theory of Hartree and Fock, the orbitals ψi represent single-electron
orbitals, from which the wavefunction of the system is built up by evaluat-
ing the Slater determinant [140], which guarantees the anti-symmetry of the
wavefunction and hence the Pauli principle.
It was suggested that one can overcome some of the limitations of the LDA
or the GGA functionals by “mixing” with them a portion of the exact exchange
EHFx [141], thus forming a hybrid functional. For this purpose, the Kohn-Sham
orbitals are used in Eq. 3.22 instead of the HF orbitals.
This mixing, although it sounds empirical, provides a surprising success
over LDA or GGA in many cases. It is, however, more computationally de-
manding than the normal approach.
Several mixing schemes are available that differ in the mixing ratio and the
functional used. For example, the PBE0 hybrid functional [142] is defined by
EPBE0xc = aE
HF
x + (1− a)EPBEx + EPBEc , (3.23)
where the subscripts x and c correspond to the exchange and the correlation
parts respectively. The mixing parameter a is pre-set to 1/4, as determined
from perturbation theory [143].
Another hybrid functional to mention is the HSE functional [144], which is
defined as in Eq. 3.23, but uses a screened Coulomb potential to calculate the
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exchange interactions and separates the long range and short range interactions
via the use of an error function. The HSE functional further suggests that the
long-range exchange interactions of the HF and the PBE functionals are small
and tend to cancel out, thus the HSE functional is defined by neglecting them
and hence can be expressed as
EHSExc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc , (3.24)
where a is the mixing parameter and ω is a parameter that governs the range
of the interactions.
A common choice for the parameters a and ω is to set them to 0.25 and 0.11
respectively, and the corresponding functional is referred to as HSE06 [145].
It was shown that this choice works well in many systems. For example, it
was successful in predicting accurate defect levels in diamond, Ge and Si for a
variety of defect centers [146].
3.3.4 Bloch’s theorem
We have shown in the previous sections how density functional theory within
the Kohn-Sham formulation has circumvented the problem of many-body in-
teractions by embedding the interaction effects into the exchange correlation
functional, for which very good approximations are available.
For macroscopic systems however, the problem of dealing with a gigantic
number of electrons, that could be infinite for extended systems, has not been
addressed yet in the presentation above; one still needs to solve an infinite
number of single particle Schro¨dinger equations, which is clearly not practical.
Fortunately, for crystalline systems, the entire bulk can be built up by
infinitely repeating a single “unit cell” along the three translation vectors.
One can cleverly takes advantage of the periodicity of the system in order
to circumvent the problem of explicitly solving a gigantic number of single
particle Schro¨dinger equations. In fact, this is achieved by the virtue of Bloch’s
theorem [147], from which one can map the electrons in the entire system to
those in a single primitive unit cell. In what follows, we shall provide a basic
derivation to this theorem and highlight its consequences in practical solutions
to the Kohn-Sham equations. Alternative proofs can be found in Ref. [147].
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Within the independent-electron picture, since the system under study is
periodic, then the effective potential that the electrons feel within the system
Veff (see Eq. 3.16) has to have the same periodicity of the crystal structure of
the system:
Veff(r + R) = Veff(r) , (3.25)
where R is a general Bravais lattice vector:
R = m1a1 +m2a2 +m3a3 , (3.26)
with {ai} being the three primitive vectors defining the primitive cell, and
{mi} are some integers.
One can define a translational operator T̂R, that operates on an arbitrary
function f(r) by shifting its argument by R:
T̂Rf(r) ≡ f(r + R) . (3.27)
It can be shown that the operator T̂R commutes with the periodic Hamil-
tonian of the system Ĥ(r) by noticing that:
T̂RĤ(r)ψ(r) = Ĥ (r + R)ψ (r + R) = Ĥ(r)T̂Rψ(r) , (3.28)
which holds for an arbitrary wavefunction ψ(r), hence: T̂RĤ = ĤT̂R.
Similarly, it can also be shown that the translational operators T̂R, T̂R′
commute with each other for two different Bravais lattice vectors R and R′,
respectively:
T̂R′T̂Rψ(r) = T̂R′ψ(r + R) = ψ(r + R + R
′) , (3.29)
⇒ T̂R′T̂R = T̂RT̂R′ = T̂R′+R . (3.30)
This implies that the Hamiltonian Ĥ along with all the translation opera-
tors T̂R share simultaneous eigenstates ψ:
Ĥψ = Eψ , (3.31a)
T̂Rψ = cRψ , (3.31b)
88 CHAPTER 3. DENSITY FUNCTIONAL THEORY
with E and cR being the corresponding eigenvalues.
On the other hand, the periodic boundary conditions imply:
∫
|ψ(r + R)|2dr =
∫
|ψ(r)|2dr , (3.32a)
⇒
∫
|cRψ(r)|2dr =
∫
|ψ(r)|2dr , (3.32b)
⇒ |cR|2 = 1 . (3.32c)
Hence, cR can be conveniently written as
cR = e
2piiχR , (3.33)
for some real χR.
In view of Eq. 3.26, one notices that the operator T̂R can be written as
T̂R = (Ta1)
m1 (Ta2)
m2 (Ta3)
m3 . (3.34)
In other words, T̂R can be thought of as mi successive translations along each
of the primitive cell directions ai. Thus, utilizing Eq. 3.33, the eigenvalues cR
can be written as
cR = (ca1)
m1 (ca2)
m2 (ca3)
m3 = e2pii(m1χa1+m2χa2+m3χa3) . (3.35)
By defining a basis of dual vectors {bj}, such that ai · bj = 2piδij, one can
re-write the argument of the exponent of the equation above as follows:
(χa1b1 + χa2b2 + χa3b3) · (m1a1 +m2a2 +m3a3) ≡ k ·R . (3.36)
It turns out that bi are nothing but the reciprocal lattice primitive vectors
that are defined by
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b1 =
2pi
Ω
a2 × a3 , (3.37a)
b2 =
2pi
Ω
a3 × a1 , (3.37b)
b3 =
2pi
Ω
a1 × a2 , (3.37c)
with Ω = a1 ·(a2 × a3) being the volume of the primitive cell in real space. The
vector k, appearing in Eq. 3.36, is a general reciprocal lattice vector, usually
referred to as a wave vector. Therefore, the eigenvalues cR are expressed as
cR = e
ik·R . (3.38)
Hence:
T̂Rψk(r) = ψk(r + R) = e
ik·Rψk(r) . (3.39)
The equation above is one of the possible expressions of Bloch’s theorem.
This states that although the single-particle eigenstates in a periodic effective
potential are not periodic, they only differ by a phase factor from one unit cell
to another.
The wave vector k introduced by Bloch’s theorem defines the concept of
the “crystal momentum” of the electron. This concept is better understood
through analogy with a system with perfect translational symmetry (like a
system of free non-interacting electrons). In such a system, the momentum
operator commutes with the Hamiltonian operator, hence, the electronic wave-
functions are also eigenstates to the momentum operator and thus the wave
vector k directly represents the momentum of the electron p (with a factor of h¯
that equals unity in atomic units.), which is conserved. However, in the system
for which the effective potential is only periodic “modulo R”, the Hamiltonian
no longer commutes with the momentum operator, since it lacks perfect trans-
lational symmetry. Therefore, the wave vector k in this case does not represent
the actual momentum of the electron, but it rather conventionally represents a
crystal momentum, that is conserved only modulo a primitive cell of reciprocal
space.
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Bloch’s theorem can be expressed in an alternative way. Let us introduce
the function uk(r) that is defined as follows:
ψk(r) = uk(r)e
ik·r , (3.40)
then, from Eq. 3.39, one can find:
ψk(r + R) = uk(r + R)e
ik·reik·R = eik·Rψk(r) ,
⇒ ψk(r) = uk(r + R)eik·r .
(3.41)
Eqs. 3.40 and 3.41 implies that uk(r) has exactly the same periodicity of
the crystal structure:
uk(r + R) = uk(r) . (3.42)
The importance of Bloch’s theorem in the form of Eqs. 3.40 and 3.42 can be
seen by substituting Eq. 3.40 into the Kohn-Sham equation (Eq. 3.16), which
yields:
−1
2
(∇+ ik)2 uk(r) + Veff uk(r) = εkuk(r) , (3.43)
where the phase factor eik·r has cancelled out, and it is only the periodic part of
the electronic wavefunction uk(r) that satisfies the eigenvalue problem above.
It can be easily shown that the phase eik·R is invariant if k is translated by a
reciprocal lattice vector G = `1b1 +`2b2 +`3b3 , for some integers {`i}. Hence
the possible values of k are restricted within a primitive cell in the reciprocal
lattice. This conventionally taken to be the Wigner-Seitz cell in the reciprocal
space, which is referred to as a Brillouin zone (BZ).
Because of the periodicity of uk(r), it follows that the solutions can be re-
stricted to a single primitive cell in the system. However, one should consider,
in principle, all possible values of the wave vector k as the physical proper-
ties of the system, like the electronic density, are generally obtained through
integrating the solutions over the entire BZ.
Since k appears only as a parameter in the Hamiltonian of Eq. 3.43, then
the solutions uk(r) for different values of k are completely decoupled. Thus,
the problem of solving “infinitely” many Kohn-Sham equations for an infinite
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bulk periodic system has been mapped to a problem of solving Eq. 3.43 within
a single primitive cell only, but for infinitely many k points. Although this
does not sound good in reducing the computational effort, it can be shown (as
will be discussed in a later section) that one can choose a finite number of k
points in reciprocal space for which to calculate the eigenstates and eigenvalues
that result in a very good approximation to the actual integrations over the
full Brillouin zone.
In Eq. 3.43, for each possible value of k, there exist many discrete eigen-
values εk and eigenvectors uk(r) that can be labelled by an index n; εn,k and
un,k(r) (one can think about an analogues example of the well-known electron
in a box problem). The energy levels εn,k that are lowest in energy will be
occupied by the ground state electrons within the primitive cell (with each
level being doubly occupied if the electrons are spin degenerate). So, if there
is an even number 2N of electrons in the primitive cell, then the first N (or
2N if there is no spin degeneracy) energy levels are occupied by the electrons,
and the rest are empty. Each energy level εn,k is usually referred to as a band
energy, and the plot of εn,k as a function of the wave vectors k is referred to
as the band structure of the material.
3.4 Technical details
3.4.1 Choosing a basis set
A further step that is needed to numerically solve the Kohn-Sham equations
is to expand the unknown electronic orbitals ψn,k in a complete set of known
basis functions8. Due to the periodicity of un,k(r), the most straightforward
choice would be the orthonormal plane wave (PW) basis set:
ϕG(r) =
1√
Ω
eiG·r , (3.44)
where un,k(r) can be Fourier expanded as follows:
un,k(r) =
1√
Ω
∑
G
cn,k(G)e
iG·r , (3.45)
8There is an alternative real-space technique that uses finite differences or finite elements
to solve the Kohn-Sham equations [148].
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with cn,k(G) being the Fourier coefficients. The orbitals ψn,k(r) can then be
expressed as (see Eq. 3.40):
ψn,k(r) =
1√
Ω
∑
G
cn,k(G)e
i(k+G)·r . (3.46)
where the summation runs over the reciprocal space lattice vectors G.
Although there exist other possible choices of the basis set, such as Gaussian
functions and atomic orbitals, the choice of a planewave basis set has the
advantage of mathematical simplicity. In addition, their periodicity naturally
fits in with extended periodic systems. Plus, it is, in principle, a “complete
set”, i.e. it spans all the Hilbert space, so basically any orbital un,k can be
expressed in terms of a Fourier series.
One can obtain a useful and elegant expression of the Kohn-Sham equations
in reciprocal space by substituting the solutions in the form of Eq. 3.46 into
Eq. 3.16, multiplying by 1√
Ω
e−i(k+G
′), and integrating over the volume of the
primitive cell Ω:
1
2
∑
G
cn,k(G)(k + G)
2
∫
Ω
1
Ω
ei(G−G
′)·rdr
+
1
Ω
∫
Ω
Veff(r)
∑
G
cn,k(G)e
i(G−G′)·rdr = εn,k
∑
G
cn,k(G)
∫
Ω
1
Ω
ei(G−G
′)·rdr .
(3.47)
Since Veff(r) is also periodic, it can be expressed in terms of Fourier com-
ponents as
Veff(r) =
∑
G′′
V˜eff(G
′′)eiG
′′·r . (3.48)
By utilizing the orthonormality of the plane waves:
1
Ω
∫
Ω
ei(G−G
′)·r dr = δG,G′ , (3.49)
and substituting Eq. 3.48 into Eq. 3.47 we get:
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∑
G′
(
1
2
(k + G′)2δG,G′ + V˜eff(G−G′)
)
cn,k(G
′) = εn,kcn,k(G) , (3.50)
or in a more compact form:
∑
G′
Hk(G,G
′)cn,k(G′) = εn,kcn,k(G) . (3.51)
This matrix equation can be solved by diagonalizing the Hamiltonian ma-
trix Hk(G,G
′). One of the disadvantages of the PW basis set is that, in
principle, the sum over reciprocal lattice vectors in Eq. 3.46 requires an infi-
nite number of terms to represent the wavefunction exactly. Since in practice
it impossible to tackle an infinite matrix Hk(G,G
′), usually one is interested
in truncating the summation at some G = Gmax. For this purpose, a cutoff
energy Ecut is defined as follows:
Ecut ≡ 1
2
G2max . (3.52)
Convergence tests must be performed to choose what suitable value of Ecut
should be used for the specific problem at hand. A suitable value would be such
that if Ecut is increased by ∆Ecut, the physical quantity that one is interested
in calculating (such as the total energy) would change by less than a designated
acceptable tolerance.
Normally, very large numbers of planewaves are required to accurately
represent the wavefunctions. This can be significantly decreased, however,
when the pseudopotential formalism is used. This point shall be discussed in
Sec. 3.4.3.
Even with the use of pseudopotentials, the size of the matrix Hk(G,G
′) is
usually too large to directly diagonalize it. There exist robust techniques to
deal with this problem of which full details is out of the scope of this thesis.
Despite the fact that planewaves are periodic and extended over the sys-
tem (in contrast with other basis such as Gaussians, which are localized and
centered on specific atomic species), non-periodic systems that are localized
in nature (such as defects or surfaces) may also be simulated with planewave
DFT calculations. One usually circumvents the problem by increasing the size
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(a)
L
(b)
L
Material
Vacuum
Figure 3.1: Schematic diagram of a periodic simulation cell (bounded by the
dashed line) that includes (a) a defect, and (b) a surface. The use of periodic
boundary conditions imposes fictitious interactions between the defect or the
surface with its periodic images. The characteristic length (L) should be large
enough to reduce the interactions and to converge the correct physical quantity
that one is interested in.
of the simulation cell, or introducing a vacuum layer in order to reduce the
spurious interactions between the defect centre (or the surface) and its periodic
images, as shown Fig 3.1. This is called the “supercell approximation”.
3.4.2 K-point sampling
As pointed out in Sec. 3.3.4, when Bloch’s theorem is applied in periodic
systems, the calculation of some physical properties can involve integration
in the reciprocal space over the Brillouin zone. For instance, the electronic
density, within the Kohn Sham formalism, is obtained via Eq. 3.17 if one
would sum over the entire real space, but in view of Bloch’s theorem, it can
alternatively be calculated by
n(r) =
∑
n
1
ΩBZ
∫
BZ
fn |ψn,k(r)|2dk , (3.53)
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where ΩBZ is the volume of the Brillouin zone, related to the real space volume
by ΩBZ = (2pi)
3/Ω, and the summation runs through the band index n, with
fn being the occupation of the n
th band.
Obviously, the continuous integration over k cannot be calculated exactly,
since this requires the knowledge of analytical dependence of ψn,k(r) on the
wave vector k, and infinitely many k points are needed for this purpose.
In practice, the evaluation of BZ integrations are usually performed within
the special-point method [149, 150], where the integration over k is approxi-
mated by a summation over a selected set of “special” k-points that belong to
the BZ:
1
ΩBZ
∫
BZ
f(k)dk ≈ 1
Nk
∑
k
f(k) , (3.54)
where Nk is the total number of k-points. This is often referred to as BZ
sampling, or k-point sampling, and is justified if the integrand f(k) is smooth
and does not rapidly change over k .
The most common way of choosing the special points was proposed by
Monkhorst and Pack (MP) [150]. Within the MP scheme, the BZ is sampled
by a homogeneous mesh of Np × Nr × Ns k-points {kprs} that are equally-
spaced, and can be expressed by
kprs = upb1 + urb2 + usb3 , (3.55)
where {uα} is a set of Nα numbers defined by
uα =
2α−Nα − 1
2Nα
(α = 1, · · · , Nα) , (3.56)
with α ∈ {p, r, s}, and Nα is the number of k-points along the α direction.
Obviously, larger values of the integers {Nα} (that lead to a denser MP
mesh), implies more accurate approximation to the BZ integration. The choice
of the density of the MP mesh is usually determined by investigating the
convergence of the properties of interest, much like the choice of Ecut. One
should note however that whilst the total energy of the system is variational
with Ecut, this is not the case with the k-point grid density.
The summation over all the k-points in the MP mesh can usually be equiv-
alently performed by summing over almost half of the points only. This is
96 CHAPTER 3. DENSITY FUNCTIONAL THEORY
achieved by exploiting time-reversal symmetry and the Bloch theorem [113].
This is explained as follows: in the absence of a magnetic field, the Hamilto-
nian of the system is invariant under time reversal. It follows that if ψ is an
eigenfunction of the Hamiltonian, then so is its complex conjugate ψ∗, with the
same eigenvalue. On the other hand, according to Bloch’s theorem (Eq. 3.39),
both of the equations below must hold:
T̂Rψ−k(r) = ψ−k(r + R) = e−ik·R ψ−k(r) , (3.57a)
T̂Rψ
∗
k(r) = ψ
∗
k(r + R) = e
−ik·R ψ∗k(r) , (3.57b)
where Eq. 3.57a is obtained by setting k → −k in Eq. 3.39, and Eq. 3.57b
is obtained by taking the complex conjugate of both sides of Eq. 3.39. This
means that both ψ−k(r) and ψ∗k(r) are degenerate states of the translation
operator and have the same k dependence, as deduced from Bloch’s theorem.
This implies that the eigenvalues ε−k and εk are also equal (an equality usually
referred to as Kramers theorem [151]). Thus, for any −k in the BZ, it suffices
to find the complex conjugate of the eigenstate at the wave vector k, leading
to almost halving the computational effort.
Moreover, exploiting the point group symmetries of the crystal can further
reduce the number of k-points in the MP mesh at which Eq. 3.50 needs to be
solved. Usually, the integrand f(k) has the same value for all k-points that
are symmetry related. Hence, one can convert the summation over the full
BZ into a summation over a reduced wedge of the BZ (usually referred to as
the irreducible Brillouin zone (IBZ)) that only contain k-points which are not
symmetry related:
1
Nk
∑
kMP∈BZ
f(kMP) =
∑
kMP∈IBZ
wkMPf(kMP) , (3.58)
where the weight wki for the k-point ki is defined by the ratio between the
number of k-points that are symmetry related to ki (usually referred to as the
star of ki), and the total number of k-points in the MP mesh.
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3.4.3 Pseudopotentials
It is well known that valence electrons have the dominant role in determining
the majority of physical properties of solids, as opposed to the core electrons
that are strongly bound to the nucleus and almost insensitive to the chemical
environment. This motivates the idea that one can, in one way or another, keep
only the valence electrons in practical DFT calculations, and “merge” the core
electrons with the nucleus by using an effective “pseudopotential”. Indeed,
this is the basic idea of the pseudopotential (PP) approximation [152–154].
The advantage of the PP approximation over the all-electron calculations is
that it can minimize the computational effort to a great extent, as shall be
discussed later in this section.
Within the PP approximation, the strong external Coulomb potential of
the nuclei Vext (See Eqs. 3.15 and 3.16) is replaced by a weaker potential Vpp in
a pre-defined core region, and the all-electron Kohn-Sham eigenstates ψae are
replaced by “pseudo” eigenstates ψpp. The Kohn-Sham equations (Eq. 3.16)
are then solved for the pseudo valence states only, with the redefined effective
potential:
Veff(r) ≡
∫
n(r′)
|r− r′|dr
′ + Vpp(r) +
δExc[n(r)]
δn
. (3.59)
Outside the core region (which is usually characterised by a cutoff core
radius rc), the eigenstates ψ
ae and ψpp are required to be identical (See Fig 3.2
for more clarification). The pseudopotential Vpp and the pseudo wavefunctions
ψpp are constructed so that the “pseudo” eigenvalues match the all-electron
Kohn-Sham eigenvalues.
As pointed out earlier, the PP approximation is very useful in reducing
the computational effort. On the one hand, it is obvious that decreasing the
number of electrons by removing the core states can dramatically decrease the
computational demand (especially for systems consisting of large atoms). For
example, in the case of BTO, the primitive cell contains 102 electrons, but this
number can be reduced to just 40 electrons should the PP approximation be
used, where 62 core electrons are discarded from explicit calculation.
On the other hand, due to the strong ionic potential, the all-electron valence
states experience rapid oscillations within the core region (r < rc), see Fig. 3.2.
These oscillations are necessary to maintain the orthogonality between the
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Figure 3.2: Illustration to the all-electron method versus the PP approxima-
tion method. In the core region (r < rc), the strong ionic potential Zeff/r
is replaced by a weaker pseudopotential VPP, and the multi-node oscillatory
wavefunction ψae is replaced by a smooth nodeless pseudo wavefunction ψpp.
Beyond the designated cutoff radius rc, ψ
pp and ψae must agree. The wavefunc-
tion shown in this figure corresponds to the Ba 5s orbital. The pseudopotential
is generated via the OPIUM code [4].
valence and the core states (as required by Pauli exclusion principle) [155]. The
consequence of the oscillatory behaviour, however, is that an extremely large
number of planewaves is needed to represent the valence states. Within the PP
approximation, the core states are “removed” and hence the valence states no
longer need the oscillations to maintain orthogonality with the core states, and
are therefore much smoother. Thus, the number of the required planewaves
is significantly reduced. This is another way in which PP approximation can
serve in reducing the computational effort.
The mathematical form of the PP should be chosen so that the scattering
properties of the nucleus and the core electrons for the all-electron valence
wavefunctions are reproduced for the pseudo wavefunctions. Therefore, since
the scattering properties are dependent on the angular momentum of the va-
lence wavefunctions, the pseudopotential must also be constructed so that it is
angular momentum dependent. Then the most general form for a pseudopo-
tential can be expressed as [155]
3.4. TECHNICAL DETAILS 99
Vpp =
∑
lm
|Ylm〉Vl 〈Ylm| , (3.60)
where Ylm are the spherical harmonics, and Vl is the PP corresponding to the
angular momentum l. Such a general form of a pseudopotential is referred to
as a non-local PP, with respect to l, as opposed to a local PP where the values
of Vl are equal for all angular momenta l.
Pseudopotentials are usually generated based on ab initio calculations, in
which case they are often referred to as ab initio pseudopotentials [153]. Within
this scheme, the PP of a certain atomic species is constructed based on atomic
DFT calculations. In brief, an all-electron calculation is first performed for
a single atom, at a reference electronic configuration, to find ψae and the
eigenvalues. ψpp is then constructed so that it matches ψae for r > rc, and is
nodeless for r < rc. Once ψ
pp is constructed, the radial Schro¨dinger equation
is inverted to find the screened potential V˜l, using the all-electron eigenvalues,
and is then unscreened by subtracting the Hartree and the exchange-correlation
energies.
As has just been pointed out, the pseudo wavefunction ψpp within the core
region (r < rc) is constructed so that it is nodeless. There is, however, no
unique choice for the form of ψpp inside the core region. In fact, one can use
this “freedom” of choice to make the PP as soft as possible (i.e. to minimize
the required cutoff energy of the planewave expansion). Several schemes are
available in the literature for the description of the pseudo wavefunction in the
core region. Examples can be found in Refs. [156–159].
The above-mentioned ab initio pseudopotentials are generated based on
atomic calculations. However, one would usually need the PP to perform
calculations for different systems, such as molecules or bulk solids. A good
pseudopotential is one that is transferabale, i.e., though generated for a single
atom, it can describe the the atom in different chemical environments. Hamann
et al [156] suggested some criteria for the generation of a PP so that excellent
transferability can be achieved: 1. The all-electron eigenvalues of the valence
electrons must agree with the PP eigenvalues. 2. The pseudo wavefunction, its
logarithmic derivative, and the energy derivative of its logarithmic derivate,
must agree with the all-electron wavefunction and its corresponding derivatives
for r > rc, respectively. 3. Both ψ
ae and ψpp must give the same total charge
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in the core region: ∫ rc
0
|ψpp|r2dr =
∫ rc
0
|ψae|r2dr . (3.61)
The latter condition is referred to as norm-conservation. In fact, norm con-
serving PP are guaranteed to reproduce, to first order, the energy dependence
of the scattering properties due to the nucleus [155]. It is worth noting that
norm conserving PP can also be extended so that they correctly describe the
scattering properties to second order [160].
The general form of a PP given by Eq. 3.60 is computationally inefficient
in practice. In fact, within planewave DFT calculations, the number of inte-
grals required scales as the square of the number of plane waves. This is a
consequence of the fact that the PP in the form Eq. 3.60, although non local
in the angular coordinates, is local in the radial coordinate, so sometimes re-
ferred to as semi–local. This problem is most widely circumvented by using
the Kleinman-Bylander (KB) fully non-local separable from of the PP [161]:
V KBpp = Vloc +
∑
lm
|δVl ψPPlm 〉〈ψPPlm δVl|
〈ψPPlm |δVl|ψPPlm 〉
, (3.62)
where Vloc is an arbitrary local potential that is usually chosen to be equal
Vl for a chosen l, δVl ≡ Vl − Vloc, and ψPPlm are the eigenstates of the pseudo
Hamiltonian. The advantage of this formalism is that the computational effort
now scales linearly with the number of planewaves.
The condition of norm conservation obviously limits the freedom of the
choice of ψPP (r < rc). Due to this constraint, ψ
PP (r < rc) cannot be always
constructed to be much smoother than ψae (r < rc), which results in only a
minor decrease in the size of the plane wave basis set in the PP calculations
compared to the all-electron calculations. This is mostly pronounced in atomic
species containing highly localized valence states (like the first row atoms, e.g.,
O 2p states). In contrast to the norm-conserving PP, Vanderbilt developed an-
other method to generate “ultra-soft” pseudopotentials where the norm con-
servation condition is relaxed, while retaining the correct scattering properties,
to first order, which ensures good transferability of the potential. This allows
construction of softer pseudo wavefunctions in the core region and thus lowers
the basis set size [162].
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3.5 The virtual crystal approximation
In many condensed matter systems, making alloys and solid solutions is impor-
tant. The most pronounced advantage is that the properties of the alloy, such
as the mechanical, magnetic, electronic, or optical properties, can be controlled
by varying the composition [113].
The simulation of such systems, within the theoretical framework described
so far, can be tricky, however. Perhaps the most straightforward idea is to
approach the problem by considering a simulation “supercell” consisting of all
the atomic species of the mixed materials, as shown in Fig. 3.3 for the case
of BaxSr1−xTiO3. Examples of using the supercell approach can be found in
Refs. [89,91,92,163–170], where it has been used to investigate the structural,
electronic, and optical properties of different solid solutions. The difficulty of
such an approach lies in the fact that the supercell can be very large, especially
if one is interested in dilute concentrations of the alloying elements. This
leads to a dramatic increase in the computational effort, as the computational
time scales cubically with the system size for conventional planewave DFT
calculations.
This problem can be circumvented and approached differently by appealing
to approximations that average over disorder. The most common of these are
the coherent potential approximation (CPA) [171,172] and the virtual crystal
approximation (VCA) [173, 174]. We shall focus on the latter approach as it
is the one that we use in this thesis.
Consider a solid solution consisting of two distinct atomic species A and
B, at given concentrations, that form the lattice, or sub-lattice, of the system.
The VCA replaces the original crystal by a hypothetical crystal in which the
two species A and B are replaced by a “pseudo” atom C, that is assumed
to have a weighted average of the properties of A and B, with the relative
weights determined by the relative concentrations of A and B in the solid
solution. The symmetry of the sub lattice formed by either the A or B atoms is
retained by the sub lattice of the pseudo atom, and the crystal potential of the
pseudo lattice is just the weighted average crystal potential of the individual
sub lattices of A and B.
Within the PP approximation, the VCA is implemented by averaging the
pseudopotentials of the A and B atoms with the desired mixing ratio, and
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Figure 3.3: (Top): The simulation cell that corresponds to pure single crystal
bulk cubic BTO. (Bottom): A supercell formed by a 2×2×2 cubic extension
of the BTO primitive cell. In this supercell, one of the Ba atoms is replaced by
a Sr atom, forming the solid solution of Ba0.875Sr0.125TiO3. Larger supercells
are needed for more dilute concentrations of Sr. Green, orange, blue and red
atoms correspond to Ba, Sr, Ti and O species, respectively.
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assigned to the pseudo atom C. There is no unique way of doing this however,
and it is far from straightforward with the fully non-local separable form of
KB described in Sec. 3.4.3. Consider a solid solution described by the stoi-
chiometric formula AαBβ, where α and β are the mixing ratios adding up to
one. One averaging method to mention [175] is to construct two independent
pseudopotentials V APP and V
B
PP for the atomic species A and B, respectively.
Then the VCA pseudopotential V ABPP is constructed as follows:
V ABPP = αV
A
PP + βV
B
PP , (3.63)
where this averaging is performed for each angular momentum channel. It
is clear from Eq. 3.62 that the KB non-local form requires the knowledge of
the eigenstates of the pseudo Hamiltonian in order to construct the non-local
corrections. Within this method, V ABPP is used to solve the radial Schro¨dinger
equation to obtain the corresponding pseudo wavefunctions that are used in
turn to construct the non-local PP.
Another method to mention [175] is designed to guarantee that the elec-
tronic properties of the pseudo atom are represented accurately. This is
achieved by requiring that the all-electron eigenvalues of the pseudo atom
εABnl resemble the correct linear average of the eigenvalues of the parent atoms
εAnl and ε
B
nl. That is:
εABnl = αε
A
nl + βε
B
nl . (3.64)
The pseudopotentials are then mixed according to:
V ABPP = α
′V APP + β
′V BPP , (3.65)
where the mixing parameters α′ and β′ are generally different from α and β,
and tuned such that Eq. 3.64 is fulfilled.
Mixing schemes can also be generalized to be valid for ultra-soft pseudopo-
tentials or heterovalent atoms. More details can be found in Refs. [176,177].
The VCA method that has been used in the current work is the one imple-
mented in the ABINIT code, unless stated otherwise. This implementation is
quite simple and straightforward, and can be expressed as [178]
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V ABpp = αV
A
loc + βV
B
loc
+
∑
lm
|αδV Al ψPP,Alm 〉〈ψPP,Alm αδV Al |
〈ψPP,Alm |αδV Al |ψPP,Alm 〉
+
∑
lm
|βδV Bl ψPP,Blm 〉〈ψPP,Blm βδV Bl |
〈ψPP,Blm |βδV Bl |ψPP,Blm 〉
.
(3.66)
Although the use of the VCA may dramatically reduce the computational
effort, it has a drawback that information regarding the lattice ordering or
the effect of atomic configurations of the dopant atoms in the host material is
lost. VCA calculations, therefore, should always be compared against supercell
calculations to justify their validity.
3.6 Geometry optimization
In order to accurately describe a certain physical property of a specific system,
one is often required to perform the simulations at the equilibrium structure
of the system. For instance, in order to calculate the refractive index of bulk
BTO, one should consider the simulation cell to be at its equilibrium lattice
constants and the atoms to be at equilibrium sites. Thus, geometry optimiza-
tion (the process of seeking the equilibrium structure that minimizes the total
energy of the system9) is an important step that is either required for its own
sake, or is a pre-requisite of other sets of calculations.
In principle, the minimum energy structure of a system corresponds to the
atomic configuration at which the forces acting on each individual atom in the
system10 vanishes, in addition to all the components of the stress tensor. The
9At a temperature of 0 K, and in the absence of external pressure, the equilibrium struc-
ture is associated with the minimization of the total energy of the system. The Helmholtz
free energy or the enthalpy are indeed the thermodynamic potentials that are to be mini-
mized if the calculations are performed under finite temperature or pressure, respectively.
Most generally, one is interested in minimizing the Gibbs free energy should the calculations
be performed at finite temperature and pressure.
10It should be noted that the opposite is not true. Vanishing forces corresponds generally
to a “stationary” state of the energy, which could be a local maximum, a local minimum, or a
saddle point. An example to mention is the paraelectric phase of BTO at low temperatures,
where atoms occupy high symmetry sites resulting in vanishing forces, whilst the system is
not at an energy minimum.
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calculation of forces and stresses within the Kohn-Sham formalism of DFT
for local density functionals is well established. A detailed description can be
found in Refs. [113,179–182].
The calculation of the quantum mechanical forces traditionally follows a
formulation referred to as the “Hellmann-Feynman” theorem, a brief descrip-
tion of which shall be given in what follows.
The dependence of the total energy E = 〈Ψ|ĤΨ〉 of a system of Hamilto-
nian Ĥ and normalized eigenstate Ψ on some parameter λ can be described
by
∂E
∂λ
=
∂
∂λ
〈Ψ|ĤΨ〉 = 〈∂Ψ
∂λ
|ĤΨ〉+ 〈Ψ|∂Ĥ
∂λ
Ψ〉+ 〈Ψ|Ĥ ∂Ψ
∂λ
〉 . (3.67)
Since the Hamiltonian is a Hermitian operator (see for example Ref. [183]),
then:
〈Ψ|Ĥ ∂Ψ
∂λ
〉 = 〈ĤΨ|∂Ψ
∂λ
〉 . (3.68)
Also, as we have pointed out earlier, the invariance of the Hamiltonian under
time reversal leads to Ψ and Ψ∗ being degenerate eigenstates of Ĥ, sharing the
same eigenvalue E:
ĤΨ = EΨ , (3.69a)
ĤΨ∗ = EΨ∗ . (3.69b)
Hence, substituting Eqs. 3.68 and 3.69 into Eq. 3.67 gives:
∂E
∂λ
= E
(
〈∂Ψ
∂λ
|Ψ〉+ 〈Ψ|∂Ψ
∂λ
〉
)
+ 〈Ψ|∂Ĥ
∂λ
|Ψ〉
= E
∂
∂λ
〈Ψ|Ψ〉+ 〈Ψ|∂Ĥ
∂λ
Ψ〉
= 〈Ψ|∂Ĥ
∂λ
Ψ〉 .
(3.70)
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where the first term in the second line vanishes since 〈Ψ|Ψ〉 = 1.
Eq. 3.70 is a generalized form of the Hellmann-Feynman theorem. Its
usefulness is in that the derivative of the total energy with respect to the
parameter λ directly transfers to a derivative of the Hamiltonian, which is
relatively easy to evaluate in practice.
Forces and stresses can be evaluated using the general expression given
in Eq. 3.70. Generally, the force Fα, acting on some atom α in the system
occupying the position Rα, can be expressed as
Fα = − ∂E
∂Rα
= −〈Ψ| ∂H
∂Rα
|Ψ〉 , (3.71)
where the latter equality is a direct application to Eq. 3.70, with the parameter
λ is replaced by the atomic position.
Similarly, the macroscopic stress tensor Sαβ can be expressed as
Sαβ = − 1
Ω
∂E
∂αβ
, (3.72)
where αβ is the strain experienced by the system, which is defined as the
amount by which the space is scaled. That is, if r and r′ are general points in
the system before and after the application of strain , respectively, then the
two points are related by
r′α = (δαβ + αβ) rβ , (3.73)
where the summation convention has been used, and the Greek subscripts refer
to the Cartesian components. Expressions for the stress tensor that are used
in practice have been derived and explained in details in Refs. [181,182,184].
It is obvious that Eq. 3.70 is true subject to the condition that Ψ is an exact
eigenstate to the Hamiltonian. In practice, Ψ cannot be expressed exactly due
to the incompleteness of the basis set used to expand the wavefunctions (a
complete basis set often means that infinite terms has to be included in the
expansion). As a result, the terms containing the wavefunction derivative in
Eq. 3.70 do not necessarily vanish, and their contribution is usually referred
to as Pulay forces or stresses [185].
Pulay contributions clearly vanish in the limit of a complete basis set. It
should also be noted that if there is no explicit dependence of Ψ on λ, this will
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also lead to vanishing the Pulay contributions. For example, since planewaves
are extended and independent of the atomic positions, Pulay forces vanish
despite the incompleteness of the basis set. This is a great advantage of the
planewaves over local basis sets such as Gaussians or atomic orbitals.
In order to reduce the effect of Pulay stresses, larger values than the con-
verged Ecut should be used. A 30% increase of the cutoff energy is usually
adequate to give reliable stresses, and in the context of geometry optimiza-
tion, this increase should restore the coincidence between the minimum energy
and the zero stress structures.
Technically, the process of seeking the optimized structure by minimizing
the total energy, the forces and the stresses, can follow different iterative op-
timization algorithms. These can range from naive and simple methods, such
as the steepest descent algorithm, to more complicated and robust methods,
such as the conjugate gradient algorithm or the quasi-Newtonian Broyden-
Fletcher-Goldfarb-Shanno algorithm (BFGS) [186]. The latter method is used
throughout this work to perform structural optimizations, unless stated oth-
erwise.

Chapter 4
Effect of strain and alloying on
the electronic structure of BTO
and STO
4.1 Overview
As pointed out in Sec. 1.4.1, properties of materials (in particular BTO and
STO) in thin film form can significantly differ from those of the bulk, due
to the presence of a number of factors that include the mismatch strain and
defects. Furthermore, we have pointed out in Sec. 1.1 that the properties of
BTO and STO may also be tuned by means of doping and alloying, due to the
amenability of these materials to a variety of dopant additions.
Our interest in this thesis is about how the aforementioned factors can
influence, in particular, the electronic and optical properties of BTO and STO
and their solid solutions, and more specifically, how the effect of these factors
compare with each other, qualitatively and quantitatively, and hence, what
could be the most dominant factor in tuning the optical properties of these
materials.
As discussed in detail in Chapter 2, spectroscopic ellipsometry, which is
the most commonly used experimental technique in characterizing the optical
properties of thin films, is subject to a number of problems that can affect the
reliability of its results. In addition, it is not very clear, within this method,
how to disentangle the effects of individual factors that could influence the
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properties in question of BTO/STO thin films. Therefore, the investigation
of the problem from the perspective of first-principles theory and simulations
can help move a step forward in answering the questions addressed above and
deepen the knowledge about this problem.
Our investigations in this chapter shall be dedicated to the study, from
first-principles, of strain-induced changes and alloying effects on the electronic
properties of BTO, STO and their solid solutions. We find that the bandgap
of these systems shows interesting features as a function of strain, where it de-
creases at low strains and increases at high strains. The trend of the bandgap
with respect to the increasing concentration of Sr in BST also shows a non-
monotonic behaviour, where it decreases and increases at low and high concen-
trations, respectively. We shall explain these features in detail in terms of the
strain-induced changes in the magnitude and the direction of the spontaneous
polarization of these systems. We also propose in this chapter a “space condi-
tion” for ferroelectricity. This condition states that the ferroelectric polariza-
tion component along a specific crystallographic direction cannot be induced
unless the lattice vector along that direction is longer than a critical value.
This chapter can be thought of as a link to the next chapter, where we
investigate there the strain and alloying effects on the optical properties of
BST.
The calculation of the energy gap of materials, within the framework of
DFT, is to be discussed first in the next section, where we address the limita-
tions of the methodology we are using.
4.2 The band gap problem in DFT
The fundamental energy band gap of an insulating or semiconducting material
is given by the difference between the first ionization energy I and the first
electron affinity A of the material [187]. The ionization energy is the energy re-
quired to take out an electron from the material from the highest valence state
and place it infinitely away from the material. Thus, for a system constituting
initially of N electrons, I(N) is given by
I(N) = E(N − 1)− E(N) , (4.1)
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where E(N) is the total energy of the system with N electrons, and E(N − 1)
is the total energy of the system after a removal of an electron.
Similarly, the electron affinity is the energy required to add an electron to
the material by placing it at the bottom of the conduction states. So, for a
system constituting initially of N electrons, A is given by
A(N) = E(N)− E(N + 1) . (4.2)
where E(N + 1) is the total energy of the system after an addition of a single
electron.
The energy band gap Eg of the system can then be expressed as
Eg = I − A = E(N + 1) + E(N − 1)− 2E(N) . (4.3)
As pointed out in Chapter 3, density functional theory is a ground state
theory. In principle, the Hohenberg-Kohn theory within the Kohn-Sham for-
malism guarantees that the ground state energy and the ground state density
of the system are exact. One might think then that Eg can also, in principle,
be calculated exactly within DFT, as it is a difference between ground state
energies. It turns out, however, that this is not true. It is well known that DFT
underestimates the band gaps of insulators and semiconductors [188,189].
Indeed, this problem is attributed to a derivative discontinuity that the
exchange-correlation functional Exc experiences when the number of electrons
in the system changes from N − δ to N + δ for integer N , with δ being a
positive infinitesimal change. This can be better understood through Janak’s
theorem [190], which relates the derivative of the total energy with respect to
the occupancy fi of the i
th Kohn-Sham eigenstate to its eigenvalue εi:
εi =
δE
δfi
. (4.4)
Within the Kohn-Sham formalism, E can be expressed according to Eqs. 3.8,
3.9 and 3.10. For the sake of simplicity, let the eigenvalues be conventionally
sorted in an ascending order (so that εN and εN+1 correspond to the energies of
the highest occupied and the lowest unoccupied states). The ionization energy
and the electron affinity can then be expressed in terms of the eigenvalues as
follows [188]:
112 CHAPTER 4. STRAIN-INDUCED CHANGES IN BST BANDGAPS
I(N) = −
∫ 1
0
εN(N − 1 + f)df = −εN(N − δ) , (4.5a)
A(N) = −
∫ 1
0
εN+1(N + f)df = −εN+1(N + δ) , (4.5b)
where the latter equality in Eq. 4.5 holds due to the fact that the eigenvalues
εi are independent of fi over range of integral.
For a real system, the number of electrons tends to be infinitely large1
(N → ∞), thus the addition or removal of an electron only infinitesimally
affects the ground state density n(r). However, this is not the case for the
effective potential Veff (see the definition in Eq. 3.15), where it has been shown
that it is subject to a finite positive shift C besides an infinitesimal change.
Indeed, this is attributed to the fact that the functional derivative of Exc (i.e.,
the exchange-correlation potential) is subject to this discontinuity when the
number of electrons in the system increases through N :
δExc
δn
∣∣∣∣
N+δ
− δExc
δn
∣∣∣∣
N−δ
= C . (4.6)
The jump in the effective potential is then reflected in the eigenvalues,
where they are subject to the same additive shift upon the change of the
number of electrons. Thus, Eq. 4.5b can be re-written as
A(N) = −εN+1(N + δ) = −εN+1(N) + C , (4.7)
therefore, the band gap can be expressed as
Eg = I(N)− A(N)
= εN+1(N)− εN(N) + C
= EKSg + C ,
(4.8)
where EKSg is the Kohn-Sham band gap. Thus, it is inherent
2 in Kohn-Sham
1In this context, we are referring specifically to solids rather than molecules.
2We would like here to reiterate the point that it is not actually the approximation of
Exc (such as the LDA) that is in full charge of underestimating the gap, but rather it is the
formalism of the Kohn-Sham DFT that does not correctly take into account the quasiparticle
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DFT that the band gap is underestimated, and the amount of the underestima-
tion is given by the derivative discontinuity C, even with the exact functional.
Different approaches exist for the correction of the Kohn-Sham band gap.
As has been shown from the work of Sham and Schlu¨ter, the discontinuity C
can be expressed in terms of the electron self energy Σ [189]. However, the
calculation of the latter quantity lies beyond DFT. Currently, the common
method of approximating Σ, and hence correcting the Kohn-Sham band gap is
the GW approximation method [191, 192]. A detailed description of the GW
method is, however, beyond the scope of this thesis.
The band gap correction can be alternatively performed through the scissor
shift method, which, effectively, rigidly shifts the conduction bands towards
higher energies [193]. This shift can be constant, or wavevector or energy
dependent. The magnitude of the shift can be determined based on GW
calculations [194], or just chosen to reproduce the experimental band gap (in
which case it is an empirical correction).
Fortunately, despite the band gap error in DFT, we are not interested in
this thesis in the absolute value of the gap or quantities related to it (such
as the refractive index). Rather, we are interested in the trends that these
quantities show as a function of some structural perturbations, as discussed
earlier in this chapter. We expect these trends to be robust, as confirmed in
Ref. [195], where the strain-induced changes in the GW gaps were reported to
show similar trends to the DFT-LDA trends. Therefore, the DFT-LDA band
gaps shall be reported throughout in this thesis, unless stated otherwise.
4.3 The simulation of epitaxial strain
The simulation of a real thin film, along with its characteristic structural
complexities, is obviously out of reach, in the sense that an extremely large
simulation cell would be required. Traditionally, the problem of investigating
the properties of thin films is approached, from first-principles, by considering
bulk material and introducing one or more of the structural perturbations that
are mentioned above such as strain or defects (e.g., see [75]). This approach has
the virtue of disentangling the individual effects of each perturbation, allowing
self energy, as discussed in the main text.
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a
b
c
Figure 4.1: Illustration of the application of biaxial strain on a cubic perovskite
unit cell. (Middle): Strain-free system. (Left): System under compressive
strain. (Right): System under tensile strain. The amount of strain is exag-
gerated for illustration purposes.
a quantitative comparison between them.
Epitaxial strain might be the most pronounced factor that makes thin films
differ from the bulk, as discussed in Sec. 1.4.1. Considering the [001] growth
direction, epitaxial strain is mimicked by introducing biaxial strain on the
(001) plane to the bulk material. This is practically achieved by straining the
in-plane lattice parameters a and b (see Fig. 4.1), with the amount of strain 
defined by
 =
a− a0
a0
× 100% , (4.9)
where a and a0 are the strained and strain-free lattice parameters along the
[100] direction, respectively. Our simulations can be thought of as an approxi-
mation to the experimental perspective, where the strained lattice parameter a
is determined by the lattice parameter of the substrate for a coherent epitaxial
growth.
Assuming a growth on a substrate whose ab plane is square, the in-plane
lattice parameters are constrained to be equal and orthogonal. The out-of-
plane lattice parameter c is then allowed to fully relax, while constrained to be
perpendicular to the (001) plane. Unless stated otherwise, all the ionic degrees
of freedom are also fully relaxed without constraints. Therefore the cubic or
tetragonal symmetry is imposed on all the lattices considered in this chapter.
It is worth noting that one should not confuse the strain-free lattice pa-
rameter a0, appearing in the above equation, with the lattice parameter of
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the fully relaxed bulk system at 0 K. The former is determined by relaxing
the system under the constraints mentioned above. In other words, a0 is the
lattice parameter that minimizes the total energy of the system subject to the
aforementioned constraints.
In connection to real systems, the simulated systems that we are considering
here can then be thought of as being generated by taking a single unit cell from
the deep interior of the “real” film and infinitely periodically repeating it in
space [75].
4.4 Computational details
The DFT calculations in this chapter were performed with the plane-wave
abinit package [123–125]. The local density approximation (LDA) was used
to approximate the exchange and correlation functional. Extended norm-
conserving pseudopotentials were used, in which the Ba 5s, Ti 3s and O 2s
electrons are all treated as valence states. A high energy cutoff of 55 Ha
(∼ 1500 eV) was used in order to reduce the effect of Pulay stresses (see
Sec. 3.6). The integration over the Brillouin zone was performed by summing
over a dense Monkhorst-Pack k-point mesh of size 9 × 9 × 9, in order to ob-
tain accurate forces. DFT-LDA converged lattice parameters were adopted
throughout, unless stated otherwise. The BFGS algorithm was used to relax
the ionic and the cell degrees of freedom so that the force on each ion was less
than 0.05 meV/A˚ and the relaxed component of the stress tensor was less than
0.01 GPa.
Once the self consistent Kohn-Sham density and potential have been de-
termined, the energy eigenvalues are calculated on a denser mesh of k-points
along special symmetry directions in the Brillouin Zone via a non-self con-
sistent calculation in order to obtain the band structure of the system, from
which the direct and the indirect Kohn-Sham band gaps are determined.
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System quantity this work (DFT-LDA) Ref. [197] Experiment
BTO a 3.94 3.96 4.00 [30]
B 199 196 195 [198]
Eig 1.80 1.92 3.20 [199]
Edg 1.89 1.98
STO a 3.84 3.86 3.90 [200]
B 208 222 179 [198]
Eig 1.89 2.04 3.25 [201]
Edg 2.22 2.36 3.75 [201]
Table 4.1: The lattice constants a (in A˚), the bulk moduli B (in GPa), and
the direct Edg and indirect E
i
g gaps (in eV) of BTO and STO, as compared
between the present work and literature results.
4.5 Structure and electronic structure of BTO
and STO
In Table 4.1, the structural and electronic properties of the cubic paraelectric
phases of BTO and STO are compared with similar DFT-LDA results in the
literature, and with the available experimental values. These calculations were
performed in our previous work [196]. The lattice constants, the bulk moduli
and the energy gaps show a good agreement to similar calculations performed
in the literature. However, the lattice constants and the bulk moduli are
underestimated and overestimated, respectively, as compared with experiment,
which is a well-known limitation of the DFT-LDA approach (see Sec. 3.3.3).
The energy gaps are underestimated by about 40%, which is also expected as
discussed in Sec. 4.2.
The electronic band structures of BTO and STO, as obtained from DFT-
LDA calculations, are depicted in Fig. 4.2, where we show only the highest
occupied (mainly of O 2p character) and the lowest unoccupied (mainly of Ti 3d
character) states. The band structure of these materials is well-known and has
already been investigated in our previous work [196] and in the literature (e.g.,
see Ref. [197]). As can be noticed from Fig. 4.2, the valence band maximum
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Figure 4.2: The calculated electronic band structure of BTO (a) and STO (b)
along high symmetry directions in the Brillouin zone. The highest valence and
the lowest conduction states are only shown. The valence band maximum is
set at zero energy.
is found at the R point in the Brillouin zone, whilst the conduction band
minimum is found at Γ, making the gap of these materials indirect.
4.6 Effect of strain on the electronic proper-
ties of BTO
The strain-induced changes of the direct gap Edg (also referred to as the optical
gap) and the indirect gap Eig of BTO are depicted in Fig. 4.3. We have adopted
a wide range of strain from −4% to 4%. One should note, however, that the
values of strain toward the extrema of this range are quite high, and it is
likely that in reality the film would relieve such strains, for instance, through
forming dislocations. In this case, the maximum value of strain that a thin
film can sustain is governed by the interplay between the strain energy and
dislocations energy densities, with the specific material and the thickness of
the film playing crucial role in determining the value [202]. However, it is
possible, in principle, for sufficiently thin films to accommodate these high
values of strain, and perovskite or non-perovskite substrates that could induce
such strains already exist commercially3 [202,203].
3In Refs. [202, 203], a wide range of commercially available substrates are listed with
lattice parameters ranging from ∼ 3.7 − 4.2 A˚. It should be noted, however, that these
substrates are not abundant enough to generate the strain resolution that we have adopted
in our study.
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Figure 4.3: Effect of epitaxial strain on the direct (Γ − Γ) and the indi-
rect (R − Γ) bandgaps of pure BTO, represented by the blue and the red
curves, respectively. The region surrounded by the rectangle is enlarged in
the inset. The unshaded region highlights the range of strain where the gap
is decreased by increasing strain. The opposite trend is highlighted by the
shaded region.
Fig. 4.3 shows that BTO remains an indirect gap material throughout the
entire range of strain considered. This is in contrast to some materials, such
as Ge, which undergoes a change in its band gap from indirect to direct at
certain types and values of strain [204].
Both direct and indirect gaps show the same qualitative trend as a function
of strain. However, there is an interesting feature in Fig. 4.3 that demands
explanation. Starting from the unstrained system (0%), an increase in biaxial
strain (whether tensile or compressive) results in a decrease in Eig and E
d
g
(unshaded region in Fig. 4.3). Beyond −0.25% compressive and 0.1% tensile
strain, the trend is reversed (shaded region) and gaps increase. Furthermore,
the change in Eg is almost linear with respect to strain in each region.
Explanation of the anomalous feature
Beyond the unshaded region, the gaps start to increase almost linearly, with
Edg showing a greater rate of increase than E
i
g. This can be attributed to the
fact that the energy of the valence band4 at Γ is much more strongly affected
4We maintain consistency in the calculation of the band edges at all values of strains
by aligning the most deep isolated semicore states that correspond to Ti 3s with the corre-
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Figure 4.4: Strain-induced changes in the band edges of BTO at Γ and R. The
v and c subscripts refer to the valence and the conduction bands, respectively.
by strain than the energy of the valence band maximum at R, which is almost
constant (see Fig. 4.4).
The difference in the trend of Eg between the unshaded and shaded regions
that is evident in Fig. 4.3 can be explained in relation to the direction of the
spontaneous polarization of the material that is induced by the displacements
of the Ti and O atoms off their high-symmetry (or ideal) sites. We quantify the
magnitude and the direction of the atomic displacements by the quantity Q,
defined as
Q ≡
∑
i
qi ri (4.10)
where the integer i runs over each ion in the unit cell, qi is the formal charge
of the ith ion and ri is its position with respect to the Ba ion (that is set at
the origin).
The quantity Q, should not be understood to give the “correct” magnitude
of the spontaneous polarization of the material, where the latter is rigorously
defined and calculated within the framework of the modern theory of polar-
ization (see Chapter 1). However, Q does describe the relevant changes in the
magnitude and direction of atomic displacements (and hence the polarization)
as a function of strain.
sponding states of the strain-free system.
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Figure 4.5: The magnitude (a) and the direction (b) of Q, defined in Eq. 4.10,
for pure BTO. The angle θQ is measured from the c axis. Panel (c) illustrates
the rotation of the polarization vector for the values of strains represented by
the unshaded region, where the magnitude is exaggerated for clarity. The rela-
tive dimensions of the (110) plane correspond to the strain-free structure. The
corresponding vector of the strain-free system is extrapolated by the dashed
line. Panel (d) shows the c/a ratio of the system as a function of strain.
The magnitude and the direction (with respect to the c axis) of Q (|Q|
and θQ, respectively) are plotted in Figs. 4.5a and 4.5b, respectively. Fig. 4.5a
indicates that the spontaneous polarization of BTO can be greatly enhanced
by means of epitaxial strain, which is in agreement with the experiment [72],
as pointed out in Sec. 1.4.1.
Fig. 4.5b shows clearly that the range of strains within the unshaded region
corresponds to a transition from a pure out-of-plane (i.e., along the c-axis,
represented by the left shaded area) to a pure in-plane (right shaded area)
state of polarization. From Fig. 4.5a it is seen that the rate of change of the
magnitude of Q in the unshaded region (low strain) also differs from that
in the shaded region (high strain), where it varies much faster in the latter.
As depicted in Fig. 4.5c, the transition state involves a smooth rotation of
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the polarization vector from the [001] to the [110] direction, where it lies in
the (110) plane throughout the transition. It turns out that this transition
directly affects and explains the different qualitative trend of the band edges
and, therefore, the band gap of the material at the corresponding values of
strains represented by the unshaded region.
It can be noticed that the direction of the polarization vector can be cor-
related with the tetragonality of the system. Fig. 4.5d shows how the ratio
c/a is affected by strain. For high compressive strains, this ratio is relatively
high, inducing a a pure out-of-plane polarization. The opposite is true for high
tensile strains. However, in the region of small strains (the unshaded region),
the system is almost cubic5 with c/a being close to unity. In particular, at
the 0% strain the lattice is perfectly cubic and the polarization vector points
towards the [111] direction. This apparent relation between the polarization
direction and the tetragonality of the system shall be investigated in more
detail in Sec. 4.7.1.
Comparison with the literature
Our calculations of the polarization direction as a function of epitaxial strain
are in a qualitative agreement with the first-principles work that is performed
in Ref. [205], but they are in contradiction with the effective-Hamiltonian based
work in Ref. [206], in which the polarization vector in the unshaded region is
reported to lie in the (101) plane.
In spite of the qualitative agreement with Ref. [205], we should point out
that our calculations differ in the unit cell structure in the range of strains
described by the unshaded region. In our calculations, we considered a [001]
growth direction normal to the substrate, which in turn imposes a constraint
that the c parameter is normal to the (001) plane, restricting the lattice to
cubic/tetragonal symmetry. In Ref. [205], this constraint is relaxed allowing
the c parameter incline with respect to the (001) plane, leading to a monoclinic
lattice structure. In the shaded region, however, our structures are in full
agreement with Ref. [205].
5The reader should note that by “cubic” (here and throughout) we refer to the fact that
all the lattice constants are equal and orthogonal. More rigorously, taking into account the
atomic displacements, the crystal system of BTO at 0% strain is actually classified as being
rhombohedral with the R3m space group. The term “tetragonal” is also used in the same
context in this thesis.
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Strain ∆Eig ∆E
d
g
−4% 0.021 0.556
−3% −0.002 0.376
−2% −0.027 0.211
−1% −0.053 0.063
0% 0.000 0.000
1% 0.064 0.164
2% 0.177 0.390
3% 0.293 0.614
4% 0.411 0.832
Table 4.2: The changes (in eV) in the direct and the indirect gaps of BTO as
affected by epitaxial strain. The differences are calculated with respect to the
gaps of BTO as 0% strain. All strains considered in this table belong to the
shaded region depicted in Fig. 4.3.
The “width” of the unshaded region, as predicted by our calculations, also
differs from the corresponding region in Ref. [205]. We believe that this is
strongly influenced by the value of the lattice constant that is adopted for
the strain-free system, as shall be discussed in Sec. 4.7.1. The difference in
the computational details lead to a small difference in the converged lattice
constants that, in turn, affect the width of the unshaded region.
Quantifying the changes in Eg
In order to have a clearer idea about the extent to which the BTO bandgaps
might be engineered by means of strain, we quantify the strain-induced changes
in the bandgaps in Table 4.2. The indirect gap shows a negligible change at
negative strains, while it shows an increase up to ∼ 0.4 eV at 4% strain. In
contrast, the optical gap is strongly affected by both compressive and tensile
strains, showing an increase of up to ∼ 0.5 eV and ∼ 0.8 eV at −4% and 4%,
respectively.
It is noteworthy to highlight that both compressive and tensile strains have
a qualitatively similar effect on the bandgap of BTO, in the sense that they
both widen the gap. For instance, our results suggest that an increase of 0.2 eV
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in the optical gap can be achieved by depositing BTO either on a compressive
substrate with  ≈ −2%, or alternatively on a tensile substrate with  ≈ 1.2%.
This suggests that, for the purpose of engineering the gap of BTO, the al-
ready available compressive substrates could replace some unavailable tensile
substrates, or vice versa, since they would produce the same effect on the
bandgap. It should be noted, however, that the anisotropy of the film is not
the same in the two strain regimes, as quantified by the refractive index and
the birefringence of the material; this shall be discussed in the next chapter.
Furthermore, the rate of decrease/increase in the bandgap is different for
compressive and tensile strains, as can be noticed in Fig. 4.3. This shall be
discussed in detail in the following section, where we study the strain-induced
changes in the gaps of pure STO.
4.7 Effect of strain on STO bandgaps
The direct and indirect gaps of pure STO, as affected by epitaxial strain, are
depicted in Fig. 4.6. Similar to BTO, STO remains an indirect gap material
throughout all the considered values of strain.
The qualitative trends of the gaps of STO are similar to those of BTO. For
moderate strains ranging between −1.2% and 0.95% (which are illustrated by
the unshaded region in Fig. 4.6), the gaps decrease following a piecewise linear
behaviour. Beyond this region, the gaps start to increase at a higher rate.
The origin of the existence of the two regions
In contrast to the gaps of BTO, the discontinuities that are observed in the
case of STO have a different physical origin, though it is still linked to the spon-
taneous polarization of the system. Indeed, in the case of STO, the unshaded
region corresponds also to a transition from an out-of-plane (along [001]) to an
in-plane (along [110]) polarization state, as depicted in Fig. 4.7. However, the
transition involves a complete inhibition of the ferroelectricity of the material
rather than a smooth rotation of the polarization vector. This result suggests
that this strain-induced ferroelectric transition is of a displacive nature rather
than an order-disorder nature (see Sec. 1.3.2).
These results are not surprising actually, since strain-free BTO is a well-
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Figure 4.7: The magnitude (a) and direction (b) of Q, defined in Eq. 4.10, for
pure STO.
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known ferroelectric material, in contrast to STO that is not ferroelectric even at
low temperatures (see Sec. 1.2.1 and 1.2.2), which is completely consistent with
our results. In addition, Fig. 4.7 shows the role of epitaxial strain in inducing
ferroelectricity in STO, which is also consistent with experiment (see Sec. 1.4.1
and Ref. [34]). On the other hand, the role of the atomic displacements (and
hence polarization) in widening the gap in STO is confirmed by the work in
Ref. [195], where it is attributed to the fact that the ferroelectric distortions
lower the symmetry of the system and thus allow orbital mixing between the
lowest conduction bands (mainly of Ti 3d character) and the highest valence
bands (mainly of O 2p character).
Interpretation of the trend in Eg within the unshaded region
As depicted in Fig. 4.8a, unstrained STO has a perfect cubic symmetry with
a c/a ratio equal to unity. The cubic symmetry is broken with the application
of strain. Interestingly, this suggests that breaking the cubic symmetry does
not necessarily imply the breaking of the inversion symmetry of the system
(since atoms are in their high symmetry positions for all values of strain in the
unshaded region), and it is possible, in principle, for a perovskite to adopt a
tetragonal phase with a P4/mmm symmetry while not showing spontaneous
polarizaion.
It turns out, then, that the reduction in the direct and indirect band gaps
of STO due to strain in the unshaded region can be attributed to the lowering
of the symmetry of the system. This is explained in view of breaking the
degeneracy of the valence and the conduction bands. To further clarify it; due
to the cubic symmetry at 0% strain, the highest valence and lowest conduction
band edges are three-fold degenerate. When the cubic symmetry is lowered
to the tetragonal symmetry, these states are split into a singlet and a doublet
state, resulting in a reduction in the bandgap on both sides of the strain-free
point. This is also in agreement with the analysis in Ref. [195].
Although this interpretation explains the reduction in the band gap due
to strains in the unshaded region, it does not clearly account for the different
rates of decrease in Eg between compressive and tensile strains, as depicted in
the inset of Fig. 4.6, where it is steeper at positive (tensile) strains.
As shown in Fig. 4.8, epitaxial strain does not only distort the cubic sym-
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Figure 4.8: Effect of epitaxial strain on the tetragonality ratio (a) and the
volume per unit cell (b) of pure STO.
metry, but it induces an overall change in the volume of the system as well.
Our attempt to explain the different gradients in Eg as a function of strain is
based on disentangling the effects of the changes in the tetragonality and the
volume on the bandgap of the system. We achieve this by expanding Eg in a
Taylor series, treating the reduced6 volume V˜ and the tetragonality η ≡ c/a
as order parameters:
Eg(V˜ , η) = E
0
g +
∂Eg
∂η
∣∣∣∣
V˜
(
η − η0)+ ∂Eg
∂V˜
∣∣∣∣
η
(
V˜ − V˜ 0
)
+ . . . ,
≡ E0g + ∆η + ∆V˜ + . . . ,
(4.11)
where E0g ≡ Eg(V˜ 0, η0), η0 and V˜ 0 are the tetragonality and the reduced vol-
ume of the system at 0% strain, respectively7, and the derivatives are evaluated
at 0% strain. Our approximation is to keep only the first-order terms in the
expansion above, neglecting the higher order and cross partial derivatives.
The evaluation of the first-order derivatives is performed by taking the gra-
dient of the best fit line to the relevant DFT results that are shown in Fig. 4.9
(only the indirect gap gradients are shown). In Fig. 4.9a, the tetragonality
of the system is varied while the volume is held constant at V˜ 0 (i.e., volume-
conserving biaxial strain is applied). In Fig. 4.9b, the volume of the system is
6For convention, we deal with a dimensionless (or reduced) volume V˜ ≡ V/V 0, where V
is the volume per unit cell of the system at an arbitrary strain, and V 0 is the corresponding
volume per unit cell at 0% strain.
7Obviously, η0 and V˜ 0 are equal to one.
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Figure 4.9: The data sets and the corresponding fits that are used to evaluate
∂Eg/∂η (a) and ∂Eg/∂V˜ (b) that appear in Eq. 4.11. The data points are
obtained from DFT calculations. V˜ and η are held fixed in (a) and (b), re-
spectively. The slopes of the best fit lines are tabulated in Table 4.3. All data
correspond to pure STO system.
varied while maintaining the cubic symmetry throughout (i.e., isotropic strain
is applied). In both cases, the values of η and V˜ considered are such that they
lie within the same range of the corresponding values in the unshaded region
of Fig. 4.8.
The excellent fit that is achieved in Fig. 4.9 increases the reliability in
the evaluated gradients, and the linear trends support the approximation of
keeping only the first order terms in the Taylor expansion.
The values of the first-order partial derivatives, as evaluated from the slopes
of the best-fit lines shown in Fig. 4.9, are tabulated in Table 4.3. In contrast
to ∂Eg/∂V˜ , which is defined for all V˜ in the considered domain, ∂Eg/∂η is
not well-defined at η0, where it experiences a jump discontinuity. Therefore,
we tabulate in Table 4.3 both the left and right derivatives (that correspond
to tensile and compressive strains, respectively), and compressive and tensile
strains are treated separately in Eq. 4.11 by using the corresponding values of
the derivatives.
We compare in Fig. 4.10 the strain-induced changes in the band gap of STO
that are obtained directly from DFT calculations to the corresponding gaps
that are calculated from the approximation of Eq. 4.11. The good reproduction
of the DFT gaps indicates the success of our approach in approximating the
changes in the gaps of STO at moderate strains. In addition, it also suggests
that the effects of volume and tetragonality on Eg are almost decoupled and,
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Indirect gap Direct gap
 < 0  > 0  < 0  > 0
∂Eg
∂η
∣∣∣∣
V˜
−2.39 2.11 −1.06 2.28
∂Eg
∂V˜
∣∣∣∣
η
-1.73 -0.94
Table 4.3: The numerical values of the Taylor expansion coefficients appearing
in Eq. 4.11, calculated from the best-fit lines shown in Fig. 4.9. The corre-
sponding gradients of both Eig and E
d
g are quoted. The slopes are given in
units of eV. All data correspond to pure STO system.
to a very good approximation, are additive.
In view of this approximation, it is straightforward to account for the dif-
ferent rates by which Eg decreases in the two strain regimes. As indicated in
Fig. 4.10, both V˜ and η tend to decrease the gap at positive strains, whilst
they oppose each other at negative strains, with V˜ tending to open the gap.
This immediately leads to a greater rate of reduction in the gap at positive
strains since the effects of V˜ and η are cooperative.
One might think to expand the above discussion to approximate Eg at
higher strains by including the spontaneous polarization of the material as
another order parameter in Eq. 4.11. Indeed, we have tried this by represent-
ing the polarization with the quantity Q (defined in Eq. 4.10), but it turned
out that polarization is strongly coupled with volume and tetragonality, and
treating it as an additional additive effect fails to reproduce the gaps at higher
strains. In other words, it is essential to consider higher-order cross partial
derivative terms in Eq. 4.11 to accurately represent the effect of polarization,
but this was beyond the scope of this study.
When the strain-induced ferroelectric distortions are inhibited, one would
observe the disappearance of the shaded region in Fig. 4.6 and the gaps would
continue to decrease with increasing strain, as could be understood from our
earlier discussion. This is also confirmed by the work in Ref. [195]. In which
case, the obtained gaps from Eq. 4.11 show a slight deviation to the DFT gaps
at higher values of strains. This actually could be attributed to the fact that
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between direct DFT calculations (red) and Eq. 4.11 (green). The individual
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correspond to pure STO system.
the trend of Eg with strain is not perfectly linear, and the accuracy of Eq. 4.11
could be improved by including higher-order terms in Eq. 4.11.
Interpretation of the “kinks” in Eg as a function of strain.
Lastly, having discussed the main features that are observed in the trend of Eg
as a function of strain in Fig. 4.6, namely; 1. the sudden increase in the band
gap at the boundary between the unshaded and the shaded regions, and 2. the
different rates of decrease in the gap within the unshaded region, we would
like to comment on the “kinks” that are indicated by the labels k1 and k2 in
Fig. 4.6. These can be understood by considering the strain-induced changes
in the energies of the lowest conduction states.
We show in Fig. 4.11 the lowest three conduction bands at selected values
of tensile strains8. These bands are of Ti 3d character and, more explicitly,
they have t2g symmetry with the dxy, dyz and dxz states represented by the
blue, red and green curves, respectively. At the strain-free point, Fig. 4.11a
indicates a full degeneracy of these states at Γ due to the cubic Pm3m sym-
metry, as explained earlier. Within the range of strain that is represented by
the unshaded region, the symmetry is lowered to tetragonal P4/mmm, and
Fig. 4.11b shows that the three-fold degeneracy is hence broken with the split-
8A similar discussion applies for compressive strains, whose effect is not shown.
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ting off of the dxy state from the dyz and dxz states, which remain degenerate.
When the strain is further increased beyond the unshaded region, the sym-
metry is lowered to Amm2 due to the breaking of inversion symmetry that
is induced by the ferroelectric distortion, and this is reflected on the splitting
of the dyz and dxz states, as shown in Fig. 4.11c. This splitting is further
increased with increasing strain, and at a critical value of  ≈ 1.2%, the dyz
state crosses the dxy state, as depicted in Fig. 4.11d. At higher values of strain,
the dyz state becomes the lowest conduction state at Γ, replacing the dxy state
(Fig. 4.11e), leading to a different rate of increase in Eg, and hence inducing
the aforementioned kink at the crossing point (labelled k1). It should also be
pointed out that the valence states at Γ also experience such crossing at almost
the same value of strain, while no crossing is observed at R.
The corresponding kink at compressive strains (k2) is also attributed to
a band crossing at the corresponding strain. However, it should be noted
that compressive strains do not break the degeneracy between the dyz and dxz
states, so they cross the dxy state together at the “kink”.
Quantifying the changes in Eg
Much as in BTO, the results in Table 4.4 indicate that epitaxial strain could
be a promising means by which the gaps of STO can be tuned, in spite of small
quantitative differences between the effects on the two systems.
The results suggest that the direct gap can be tuned “more easily” than
the indirect gap: Edg can be increased by as much as ∼ 0.6 eV at 4% strain,
compared to an increase of only ∼ 0.3 eV shown by Eig. Compressive strains
have less effect on the gaps, however: a highly compressive strain of −4% only
opens Eig by ∼ 0.13 eV, while Edg experiences an increase of ∼ 0.59 eV.
At moderate strains (within the unshaded region in particular, which covers
larger values of strains as compared to BTO), the gaps show a small decrease
of less than ∼ 0.1 eV.
It is worth noting that these trends are subject to a little modification
depending on the lattice parameter adopted for the strain-free structure and,
hence, implicitly on the XC functional used. This issue is discussed in the next
section.
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Figure 4.11: The lowest three Ti 3d conduction states at selected values of
tensile strains. The curve of Eig versus strain is shown in the inset, where
we have circled the corresponding point for which the states are shown. The
minima of the states at Γ are all set to the same reference for convenience. An
extremely high resolution of k-points along the X−Γ−R path is used to allow
a straightforward disentangling of the bands.
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Strain ∆Eig ∆E
d
g
−4% 0.125 0.588
−3% 0.086 0.388
−2% 0.049 0.186
−1% −0.014 −0.005
0% 0.000 0.000
1% −0.046 −0.029
2% 0.079 0.205
3% 0.187 0.404
4% 0.301 0.602
Table 4.4: The changes (in eV) in the direct and the indirect gaps of STO as
affected by epitaxial strain. The differences are calculated with respect to the
gaps of STO as 0% strain.
4.7.1 Comparison with the work in the literature
There exist several first-principles studies in the literature regarding the strain
induced changes in the structure and energy gaps of cubic STO. However, there
exist some discrepancies in the results of these investigations, where some of
them are in qualitative agreement with our results, and others are not. On the
one hand, in Refs. [207,208], STO is reported to undergo phase transitions as
a function of epitaxial strain similar to the transitions that our results show.
However, the “width” of the paraelectric (unshaded) region is different in these
two studies and, at the same time, they both differ from our results. On the
other hand, no region of biaxial strain in which the system is paraelectric
is reported to be present in Ref. [195]; instead they observe the ferroelectric
distortion for even the smallest value of the strain they considered.
Indeed, we attribute these discrepancies to the small differences in the
equilibrium lattice constant a0 of strain-free STO that is adopted in these
studies. In Table 4.5, we compare the values and give the critical strains at
which the ferroelectric transition is induced.
The width of the paraelectric (unshaded) region shows a clear correlation
to the value of a0, where it covers higher values of strains as a0 gets lower.
At first glance, the study in Ref. [195] seems to violate this trend since the
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Study a0 (A˚) critical strain (%) critical a (A˚)
 < 0  > 0
Ref. [208] 3.87 −0.1 0.3 3.882
Ref. [195] 3.864 − − −
Ref. [207] 3.855 −0.75 0.54 3.876
This work 3.845 −1.2 0.95 3.881
Table 4.5: The equilibrium DFT-LDA lattice parameter of strain-free STO a0
and the critical values of compressive and tensile strains at which the ferroelec-
tric transition is induced. The data are obtained from three different references
and compared to this work. We explicitly quote the corresponding values of
the strained in-plane lattice parameter a in the last column.
width of the paraelectric region apparently vanishes, despite the fact that the
corresponding a0 is lower than that of Ref. [208], with the latter study showing
a finite width of the region. However, we believe that the strain resolution that
is adopted in Ref. [195] (steps of 0.5%) is not fine enough for the paraelectric
region to appear, and that the same trend would be observed if smaller strains
were considered.
This trend can be explained in view of the well-known correlation between
the ferroelectricity of the system and its size (see Sec. 1.3.3 and Refs. [51,
209, 210]). For instance, it was shown in Ref. [51] that when BTO undergoes
a decrease in its volume as a response to a compressive isotropic strain, the
ferroelectricity of the system is consequently decreased until it is completely
inhibited below a critical volume. On the other hand, ferroelectricity is en-
hanced when the volume is increased. Similar behaviour is also shown for other
perovskites.
“Space” condition for ferroelectricity
The idea of the existence of a critical volume for the appearance of ferro-
electricity is generalized in our next discussion in order to account for the
application of “biaxial” rather than “isotropic” strain. We propose a neces-
sary, but not sufficient, condition (which we refer to as a “space” condition)
that ferroelectricity along a certain crystallographic direction ([100], [010] or
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[001]) is induced only above a critical value of the lattice constant (which shall
be denoted with an asterisk) along that direction. The relevant polarization
component can then be enhanced by increasing the value of the corresponding
lattice parameter. So, instead of correlating the “total” polarization vector
of the system with the “volume” of the system, we correlate the individual
projections of the polarization vector along the a, b, and c directions with the
“lengths” of the corresponding lattice vectors9.
For epitaxially strained STO, the space condition suggests that the in-
plane ferroelectricity is only induced when the a (and consequently, b) lattice
parameters become longer than a critical value, above which ferroelectricity is
“simultaneously” induced along both [100] and [010] directions, resulting in a
total polarization vector pointing towards the [110] direction.
Indeed, the different expectations in the literature of the width of the para-
electric region (See Table 4.5) can be straightforwardly explained in view of the
discussion above. In the last column of Table 4.5, we quote the critical value of
the a lattice parameter at which the in-plane ferroelectricity is induced. One
notices that all studies (including ours) give almost the same critical value of
a∗ ≈ 3.88 A˚ with small discrepancies of order ∼ 0.5 mA˚, which supports the
proposed idea of the space condition. Having almost the same critical lattice
constant, it is then obvious how the different values of a0 used in these studies
result in different values of the critical strain.
The out-of-plane ferroelectric transition at compressive strains may also be
interpreted in view of the space condition. As shown in Fig. 4.8a, compression
of the (001) plane causes the c lattice parameter to increase. When c becomes
long enough, ferroelectricity is induced along the [001] direction. Interestingly,
our calculations indicate that the critical value is c∗ ≈ 3.87 A˚, which is almost
equal to a∗ for in-plane polarization.
Although we are not aware of the values of c∗ for Refs. [207,208], we believe
that they almost equal to the value that we quoted. In fact, if we use our value
of the slope10 of c/a as a function of strain, as shown in Fig. 4.8a, in order to
9It should be pointed out that the “space” condition that we are discussing here is relevant
in the context of ferroelectricity induced by atomic displacements. It has been shown that
the general correlation between system size and ferroelectricity becomes the opposite at very
high pressure, in which case it has been shown that ferroelectricity can be enhanced when
the system size is further decreased. In the latter case, ferroelectricity is believed to have a
distinct physical origin [211].
10In the unshaded region of Fig. 4.8a, the curve shows a linear behaviour with a constant
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Strain type a∗(A˚) c∗(A˚) V ∗(A˚3)
Isotropic (tensile) 3.89 3.89 59.1
Biaxial volume-conserving (compressive) 3.82 3.88 56.8
Biaxial (compressive) 3.80 3.87 55.8
Biaxial (tensile) 3.88 3.82 57.6
Table 4.6: The critical values (denoted by an asterisk) of a, c, and the volume
V at which the ferroelectric transition occurs in STO under different strain
regimes.
extrapolate c∗ in Refs. [207, 208], we find that it is almost equal to 3.87 A˚, in
agreement with our result.
We further support the idea of the space condition by considering two
fictitious systems. In system 1, we apply an isotropic tensile strain to cubic
STO, and in system 2, we apply a volume-conserving compressive strain (that
is, when the (001) plane is compressed, the c lattice constant is increased such
that it reproduces the volume of cubic strain-free STO). In both systems the
ions are only allowed to relax along the [001] direction, while holding the other
degrees of freedom fixed.
We quote in Table 4.6 the values of the critical lattice constants of the two
systems at which the ferroelectric transition takes place. For comparison, we
quote also the corresponding critical values of biaxially strained STO at the two
boundaries between the unshaded and the shaded regions. For both fictitious
systems, one finds that the polarization along the [001] direction is “switched
on” at almost the same critical value of the lattice parameter c∗ ≈ 3.88 ±
0.01 A˚, which also agrees with the value that we find for biaxially compressively
strained STO. The in-plane polarization is induced also at almost the same
critical value of the corresponding lattice constant a∗ = 3.88 A˚ (see the last
row of Table 4.6), as discussed earlier.
The above results strongly support the idea of the space condition, and in
particular, the point that it is the length of the lattice constant in a specific
direction (rather than the volume of the system) that determines whether the
system polarizes along that direction. Indeed, one can see in Table 4.6 that
slope.
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Figure 4.12: Strain-induced changes in the bandgaps of STO at the experi-
mental lattice parameters.
the ferroelectric transition shows no apparent correlation to the volume of the
system, where it can range between 55.8 A˚3 to 59.1 A˚3 for different strain
regimes.
One can notice that the value of the critical lattice parameter of STO
(3.88 ± 0.01 A˚) is almost equal to its experimental lattice constant at 0 K
(which equals 3.890 A˚ [212]). This suggests that for the “real” system, ferro-
electricity would be induced in STO even for a tiny amount of strain, and the
unshaded region that the curve of Eg versus strain shows would consequently
disappear. To confirm this, we consider STO under a negative homogeneous
pressure so that its lattice constant in the DFT calculation is equal to the
experimental lattice constant of 3.89 A˚. The amount of the applied pressure
required is ∼ −6.5 GPa. Similar investigations are then carried out for the
strain-induced changes in the bandgaps of the system. Fig. 4.12 shows indeed
that the unshaded region has now disappeared and the ferroelectric transition
(that widens the gap of the system) is induced for even tiny amounts of strain.
Interestingly, when the experimental lattice parameters are adopted for
STO, the bandgaps show a greater tunability as a function of strain. The
induced changes in the gaps that we have quoted earlier when a ±4% strain is
applied can now be achieved with more modest strains of ∼ ±3%.
In this section, we have restricted our study on the high temperature phase
of STO and did not take into account the effect of the rotations of the oxy-
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gen octahedra (see Sec. 1.2.2). This effect has been investigated in Ref. [195],
where it is reported that it tends to open the gap of the system, much like
the ferroelectric distortion modes. It is, however, worth expanding the inves-
tigations of these rotations by studying there dependence on the size of the
system, but this is left to a future work.
Explaning the strain-induced changes in the structure of BTO within
the concept of the space condition
One may extrapolate the discussion of the space condition to further under-
stand the strain-induced changes in the polarization direction of BTO that
give rise to the unshaded and shaded regions in that system (see Fig. 4.5). As
we discussed in Sec. 4.6, the unshaded region in BTO involves a “rotational”
transition of the polarization from [001] to [110] directions. Within the shaded
region of compressive strains, no in-plane component of the polarization is ob-
served. Similarily, within the shaded region of tensile strains, no out-of-plane
component of the polarization is observed. In view of the concept of the space
condition, this can be attributed to the fact that the in-plane and the out-
of-plane lattice constants are not long enough to support polarizations along
[110] and [001], respectively, in the corresponding regions. On the negative
strain side, in-plane polarization is induced at a critical value of a∗ ≈ 3.93 A˚.
Similarily, on the tensile strain side, out-of-plane polarization is induced at an
equal critical value of c∗ ≈ 3.93 A˚.
Within the unshaded region of BTO, both a and c lattice parameters are
above the critical value, leading to the polarization vector having components
along both [001] and [110] in the corresponding region. In contrast, both a and
c are below their critical value in the unshaded region of STO (with the LDA
lattice constant), leading to a vanishing polarization within the corresponding
region. This suggests that, in contrast to STO, when the experimental lattice
parameters are adopted for BTO, one would expect an increase in the width of
the unshaded region. So, one may conclude that “moderate” epitaxial strains
have opposite effects on BTO and STO: they would tend to close the gap in
the former, and opens it in the latter.
It is noteworthy to highlight the point that the critical lattice constant of
STO differs from that of BTO. Actually, we do not believe that the critical
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value is “universal”: different materials could generally show different critical
values. The sizes of the ions in the system could play a crucial role in deter-
mining the critical lattice constant, as inspired by the Goldschmidt criteria
(see Sec. 1.3.1).
We should point out that whilst the concept of the space condition provides
a very consistent explanation of the behaviour of BTO and STO (and their
solid solutions, as shall be seen in the next section), in order to draw a more
general conclusion about its validity in other similar systems, it would be
worth performing similar studies for other perovskite oxides. This is beyond
the scope of this thesis and is left to a future work.
4.8 Effect of alloying on Eg of BST solid solu-
tions
In the previous two sections of this chapter, we investigated how epitaxial
strain could tune the band gaps of BTO and STO. In this section, we shall
investigate another possible means by which to tune the gap, namely, the
alloying of BTO and STO. The virtual crystal approximation (see Sec. 3.5)
shall be used in this section to represent solid solutions of BST.
4.8.1 Structural properties of BST
Checking the validity of VCA
Before carrying out our investigations for BST systems, we begin by test-
ing the validity of the VCA. We do so by considering a particular system of
Ba0.5Sr0.5TiO3 under a compressive biaxial strain of −3%. This system is stud-
ied within two approaches: 1. by using the VCA on a single unit cell, and 2.
by considering a 1 × 1 × 2 supercell that is shown in Fig. 4.13, which gives
rise to a 50% atomic concentration of Ba and Sr species. Full relaxation of the
ionic degrees of freedom and the c lattice parameter is performed. The out-
of-plane lattice constant, the atomic displacements, the energy gaps and the
total pressure are quoted in Table 4.7, as obtained from the two approaches.
It can be noticed that the VCA for this system reproduces to a very good ex-
tent all the considered physical quantities that are obtained from the supercell
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Figure 4.13: A supercell of 1× 1× 2 unit cells corresponding to Ba0.5Sr0.5TiO3
at −3% strain, used as a reference to check the validity of the VCA approach.
approach. This suggests that VCA can be used with confidence to represent
the structural and electronic properties of BST solid solutions. The VCA is
further tested in the next chapter for different concentrations and different
atomic ordering of Sr in BST.
Structure of BST
As obtained from the VCA approach, the lattice constants of free-standing
BST films at different Sr content are tabulated in Table 4.8. The corresponding
values of pure BTO and STO are also quoted for comparison. It is evident that
the lattice constant of BST decreases monotonically and almost linearly with
the increase of Sr content, obeying to a large extent Vegard’s law [213, 214].
This is in agreement with previous experimental results for bulk [215,216] and
thin film [217] BST. Similar results are also obtained from a previous first-
principles study [178], in which the VCA was also used.
4.8.2 Strain induced changes in Eg of BST
We show in Fig. 4.14 the effect of epitaxial strain on the direct and the indirect
energy gaps of BST at Sr concentrations of 25%, 50% and 75%. The trend of
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Quantity VCA supercell
c (A˚) 4.017 4.014
∆Ti 0.012 0.011
∆O1,2 −0.023 −0.027
∆O3 −0.023 −0.026
Eig 1.95 1.93
Edg 2.43 2.45
Pressure (GPa) 8.95 8.46
Table 4.7: A comparison between the VCA and the supercell approaches for a
selected set of physical quantities corresponding to the Ba0.5Sr0.5TiO3 system.
The atomic displacements are given in fractional coordinates. The subscripts of
the O atoms refer to the arrangement in Fig. 4.13. For the supercell calculation,
the value reported for c is half the supercell lattice parameter in the [001]
direction, and the atomic displacements in the two unit cells that make up the
supercell are averaged to maintain consistency in comparison.
Sr content a0(A˚) a
Vegard
0 (A˚)
0% 3.941 3.941
25% 3.918 3.917
50% 3.896 3.893
75% 3.872 3.869
100% 3.845 3.845
Table 4.8: The equilibrium lattice constant a0 of BST at 0% strain as affected
by Sr concentration. The values are obtained from the VCA approach. The
interpolated lattice constants according to Vegard’s law are shown in the last
column for comparison.
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Figure 4.14: Strain-induced changes in the direct and the indirect energy gaps
of BST at different Sr content. Sr concentration is printed on each panel.
Eg that these systems show are very similar to the corresponding trends in pure
BTO and STO, where all systems show a qualitatively similar feature around
the strain-free point (highlighted by the unshaded area in Fig. 4.14), indicating
a transition region at the corresponding values of strain. The quantitative
changes in Eg due to strain for these systems are also similar.
Indeed, the investigation of the atomic displacements of these systems
(which are represented by the quantity Q, defined by Eq. 4.10) as a function of
strain, indicates that the transition region (the unshaded region) corresponds
to a paraelectric phase (see Fig. 4.15), much like the case of pure STO. The
same discussion about the features in the Eg curve of STO holds here.
Space condition revisited
One can notice that the unshaded region in Fig. 4.15 covers a narrower range
of strains as the Sr content decreases. Interestingly, we find that for each one
of the three systems considered above, the paraelectric/ferroelectric transition
at compressive and tensile strains occurs at the same critical value of c and a
(to within less than 0.01 A˚), respectively, further supporting the concept of
the space condition discussed above. We can see in Table 4.9 that the values
of the critical lattice parameters show a monotonic decrease with the increase
of Sr content in BST. Unlike the decrease of the equilibrium lattice constant
of these systems (see Table 4.8), the critical lattice parameters do not show
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Figure 4.15: Effect of strain on the magnitude of the atomic displacements of
BST that are represented by the quantity Q, defined in Eq. 4.10. Each panel
corresponds to a different Sr concentration in BST.
a linear trend as a function of composition. The difference in a∗ between the
systems with 25% and 50% of Sr is negligible, while the difference between the
systems with 75% and 100% Sr content reaches ∼ 0.02 A˚.
As pointed out earlier, a∗ is less than a0 for pure BTO. One notices in
Table 4.9, however, that a∗ is greater than a0 for all Sr concentrations that
are equal to and above 25%. A transition point is thus expected to occur at
an intermediate concentration of Sr below 25%. This has a direct influence on
the behaviour of the bandgaps of BST as a function of Sr content, as shall be
discussed in the next section.
4.8.3 Effect of Sr content of the gaps of BST
As we have pointed out in Sec. 4.5, the indirect energy gaps of BTO and
STO are almost equal, as predicted by our DFT calculations, which are also
confirmed by the experimental measurements. The direct gap is different,
however, with STO showing a greater value.
If Vegard’s law holds for the gaps of the system, one would expect then
that Eig is almost invariant with the change in the Sr content, while E
d
g shows
a monotonic linear increase. However, this expectation is not borne out by
our DFT calculations. As depicted in Fig. 4.16, both Eig and E
d
g show a non-
monotonic behaviour where they decrease linearly with increasing Sr content
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Sr content a0(A˚) a
∗(A˚)
0% (BTO) 3.941 3.93
25% 3.918 3.92
50% 3.896 3.92
75% 3.872 3.90
100% (STO) 3.845 3.88
Table 4.9: The values of the critical lattice parameter a∗ (≈ c∗), at which the
ferroelectric transition occurs, of BST system at different Sr concentrations.
The equilibrium lattice parameters are also indicated for reference.
up to a critical value of ∼ 15%, beyond which they linearly increase.
This behaviour can be understood in connection with the corresponding
phase of BST at 0% strain at different Sr content. Within the Sr concentrations
that are represented by the shaded region in Fig. 4.16, the system adopts a
ferroelectric phase, just like BTO, while for the higher concentrations of Sr
(represented by the unshaded region in the figure) the system has a paraelectric
phase.
However, using the argument of the space condition (see Sec. 4.7.1), one
would expect that the critical Sr concentration at which the ferroelectric/paraelectric
transition occurs would fall at higher value than what DFT-LDA calculations
predict. This can be explained as follows. According to the concept of the
space condition, BST system at 0% strain is ferroelectric if its equilibrium lat-
tice constant is greater than its critical lattice parameter (see Table. 4.9). Our
DFT-LDA calculations predict that at a critical Sr concentration of ∼ 15%,
the equilibrium and the critical lattice parameters are equal, therefore, the
ferroelectric/paraelectric transition occurs at this particular concentration.
However, since DFT-LDA underestimates the equilibrium lattice constant, the
equality to the critical lattice parameter is then expected to occur at higher
concentrations of Sr.
On the other hand, the behaviour of the energy gap with Sr content in
BST is also believed to be sensitive to the strain state of the system, since
epitaxial strain can enhance the spontaneous polarization and, therefore, can
change the value of the critical Sr content.
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Figure 4.16: Effect of Sr concentration on the direct and the indirect gaps
of free-standing BST thin films. The shaded region highlights the range of
concentrations for which the gaps are decreased.
Interestingly, experimental measurements of bulk BST at room temper-
ature indicate that below a critical Sr content of ∼ 30%, the ferroelectric
tetragonal phase of the system is preferred [215]. On the other hand, thin film
BST deposited on Pt/MgO substrate [217] shows a higher critical Sr content
of 56%, below which the ferroelectric phase is adopted.
Tailoring the energy gaps of BST by means of alloying could be promising.
Whilst the energy gaps are opened when epitaxial strain is applied11, the gaps
can be closed by varying the Sr composition in BST solid solutions, reaching a
minimum value at a critical Sr concentration. The magnitude of the decrease
is not large however: the indirect gaps of BTO and STO can be decreased
by as much as ∼ 0.1 eV, while the direct gap of STO can be decreased by
∼ 0.2 eV.
4.9 Summary
In this chapter we performed detailed investigations of the effect of epitaxial
strain and alloying on the electronic structure and the bandgaps of BTO, STO,
and BST solid solutions.
11This holds unless the atomic distortions are suppressed (which is not very clear how to
be achieved technologically).
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We showed that within a strain range of ±4%, the optical gap of BTO
and STO can be opened by up to ∼ 0.8 and ∼ 0.6 eV, respectively, while the
indirect gap exhibits a weaker effect due to strain. On the other hand, we
found that alloying does not tune the gaps of BST as much, where we showed
that by varying the Sr content in BST, the direct gaps of pure BTO and STO
can be lowered by ∼ 0.1 and ∼ 0.2 eV, respectively, while the indirect gap can
be closed by as much as ∼ 0.1 eV for both systems.
We showed that the energy gaps of BST do not show a monotonic behaviour
with the application of strain, where the trend of Eg with respect to strain
exhibit different behaviours between low and high strains. At low positive and
negative strains, the gaps decrease with the increasing strain, while they open
again when the strain becomes higher than a critical value.
The investigations of these features suggested that they are linked to the
polarization state of the system, which can be tuned by means of strain. At
high positive and negative strains, the systems maintain a spontaneous polar-
ization along the [110] and [001] directions, respectively. At low strains, the
systems transition between the two polarization directions. However, BST sys-
tems differ in the nature of the transition. For pure BTO and up to a critical
Sr content of ∼ 15% in BST, the polarization vector adopts a smooth rotation
between the two directions while almost maintaining a constant amplitude.
For higher Sr concentrations up to pure STO, the transition state involves a
complete inhibition of ferroelectricity.
The ferroelectric transition at a critical value of strain was understood
through the proposed concept of a “space” condition for ferroelectricity, which
states that the ferroelectric polarization component of a system along one of
the crystallographic directions of [100], [010] or [001], which is induced by the
atomic displacements, only occurs if the lattice parameter along that direction
is longer than a critical value, which is system dependent. The concept of the
space condition explained also the different reports in the literature about the
“width” of the transition region in STO.
The above DFT-LDA results suggest that STO (and BST below the criti-
cal Sr concentration) adopt a certain transition phase as a function of epitax-
ial strain within which the cubic symmetry of the system is broken without
breaking the inversion symmetry. However, we found that the critical lattice
parameter of STO is almost equal to its experimental lattice constant, thus,
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when the calculations were done at the experimental lattice constant, the tran-
sition region disappeared and the ferroelectricity of the system was induced
even for tiny amounts of strain. In contrast, the space condition suggested that
the transition region of BTO (and BST below the critical Sr concentration)
could increase to cover a wider range of strains when the experimental lattice
constant is adopted.
We showed that when the atoms are frozen at their ideal sites, the STO
gap decreases when strain is applied due to the degeneracy breaking of the
highest occupied and lowest unoccupied states that follow the breaking of the
cubic symmetry of the strain-free system. The decrease in the gap, however,
occurs at higher rate for tensile strains than for compressive strains. This
was explained by disentangling the effects of the changes in the volume and
tetragonality of the system. The two effects were shown to be additive, to an
excellent approximation, at relatively low values of strain. At positive strains,
both changes in volume and tetragonality cooperate in decreasing the gap,
while at negative strains the two effects oppose each other. This immediately
explains the higher rate of decrease for the bandgap of STO as a function of
tensile strain, as compared to compressive strain.
The virtual crystal approximation was used in this chapter to represent the
alloying of BST. The VCA was tested against a supercell of size 1× 1× 2 for a
50% Sr content at −3% strain. Both approaches gave a very good agreement
in the energy gaps, the relaxed lattice parameter c, the atomic displacements
and the total pressure of the system.
The direct and indirect energy gaps of strain-free BST were found to vio-
late Vegard’s law (unlike the lattice constant of the alloy) and follow a non-
monotonic behaviour with the increase of the Sr content, adopting a minimum
value at a critical Sr content of ∼ 15%. This behaviour was attributed to
the phase of the system at the strain-free point, which is ferroelectric below
the critical concentration and paraelectric above. According to the concept
of the space condition, the value of the critical concentration is believed to
become higher when the experimental lattice parameters are used, but this is
not tested.
Further work that is suggested by the present results and discusion includes:
• Investigations of the low temperature phase of STO that involves the
tilting of the oxygen octahedra.
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• Treating the volume and the tetragonality as order parameters in ap-
proximating the bandgap of the system can be generalized to include the
effect of the spontaneous polarization of the system, in order to success-
fully reproduce the gaps of the ferroelectric phase.
• The concept of the space condition can be investigated for other similar
systems to draw a firm conclusion about its validity and generality.

Chapter 5
Effect of strain and alloying on
the optical properties of BTO
and STO
5.1 Overview
In this chapter, we investigate different possible means by which the optical
properties (the refractive index, in particular) of BTO, STO and their solid
solutions may be tuned. We shall mainly focus on these materials in thin-film
form and study the effect of epitaxial strain. In addition, we also investigate
the effect of Sr content in BST, and compare it to the effect of strain. Other
effects such as ferroelectric distortions and atomic confgurations of Sr in BST
are also studied.
We find that epitaxial strain provides a promising means for refractive
index modulation, where it can decrease the refractive index of BTO and
STO by ∼ 4% and induce a birefringence of up to ∼ 0.14. Strain-induced
ferroelectric distortions are found to have the dominant role in decreasing the
refractive index of these materials, as compared to the strain-induced changes
of the lattice vectors. We also find that increasing the Sr content in BST can
decrease the refractive index of BTO by the same amount as strains of ∼ ±2%
may induce. On the other hand, we find that the refractive index of BST shows
almost no dependence of the arrangements of the Sr atoms in the supercell.
As in Chapter 4, the VCA will be used to represent the alloying of BST.
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To our knowledge, there is no previous work that assesses the validity of the
VCA in calculating the refractive index of BST. Hence, we shall test the VCA
against the supercell approach, justifying its validity by comparing against
supercell results.
Many results in this chapter are strongly linked to the outcomes of the
previous chapter, so the reader is advised to go through the preceding chapter
first in order to get a more comprehensive understanding.
In the next section, we shall briefly describe the theoretical framework
within which the optical properties can be obtained from density functional
theory calculations.
5.2 Theoretical framework
In this section, we give a brief description of the relevant equations via which
the dielectric function and the refractive index are calculated, based on DFT
calculations. Detailed derivations can be found in e.g., Ref. [218].
The interaction between electromagnetic waves and materials1 can be de-
scribed by the polarization P of the material that is induced by the electric
field E of the incoming wave:
Pα(ω) = χαβ(ω)Eβ(ω) + nonlinear terms , (5.1)
where the Greek superscripts denote the Cartesian components, and summa-
tion convention is adopted. χαβ is the αβ component of the linear susceptibility
tensor and ω is the energy of the electromagnetic wave.
With the presence of the electromagnetic field of the incoming wave, the
momentum operator of the jth electron in the system is generalized to
−i∇j → −i∇j −A , (5.2)
where A is the vector potential of the magnetic field B, defined by
B = ∇×A , (5.3)
1Only the electronic response of the material is considered in this thesis. In general, low
energy light can also interact with materials through atomic vibrations.
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and its time derivative is related to the electric field E as
E = −∂A
∂t
. (5.4)
The single particle Hamiltonian of the system is then given by
Ĥ =
1
2
∑
j
(i∇j + A)2 + Veff(r) . (5.5)
Within the framework of perturbation theory, the linear susceptibility χ in
terms of the Kohn-Sham eigenstates is given by [218]
χαβ(ω) =
1
Ω
∑
mnk
fnm
rαnm(k)r
β
mn(k)
ωmn(k)− ω − iγ , (5.6)
where Ω is the volume of the unit cell and the summation runs over the wave
vectors k and the band indices m and n of the Kohn-Sham eigen states |nk〉.
The prefactor fnm ≡ fn − fm is defined as the difference between the Fermi
occupation factors f of the nth and the mth bands, respectively, where f has
a value of 0 (for unoccupied states) or 2 (for occupied2 states) at 0 K. ωmn(k)
is the difference between the eigenvalues of the mth and the nth states, re-
spectively, at the wave vector k, ω is the energy of the incoming light and γ
is a smearing factor added to avoid singularities and broaden the calculated
spectrum. rαmn(k) are the optical matrix elements that are defined by
rαmn(k) ≡ 〈mk|rα|nk〉 , (5.7)
where rα is the αth component of the position operator. The position matrix
elements are often expressed in terms of the momentum matrix elements as
follows3:
rmn =
〈mk| − i∇rα |nk〉
iωmn
. (5.8)
The energy dependent dielectric tensor ε(ω) is related to the linear suscep-
tibility by
2Spin degeneracy is assumed.
3The relation between the position and the momentum matrix elements deviates from
the form given by Eq. 5.8 when fully non-local pseudopotentials are used [219].
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εαβ(ω) ≡ εαβ1 + iεαβ2 = δαβ + 4piχαβ(ω) , (5.9)
where ε1 and ε2 are the real and imaginary parts of the dielectric function,
respectively. The relation of ε to the refractive index of the material is given
in Eq. 2.27, which is rewritten below:
N ≡ n+ ik = √ε , (5.10a)
⇒ n = 1√
2
√√
ε21 + ε
2
2 + ε1 , (5.10b)
⇒ k = 1√
2
√√
ε21 + ε
2
2 − ε1 , (5.10c)
where the Greek superscripts have been dropped for simplicity. The physical
meaning of a diagonal component nαα of the refractive index of a material
refers to the ratio between the speed in vacuum and the speed through the
material of an electromagnetic wave polarized along the α direction.
The calculations of the optical matrix elements and the subsequent optical
properties in this chapter are performed with the abinit package [123–125].
The technical details of the calculations performed in this chapter are similar
to those adopted in the preceding chapter, apart from the k-point sampling.
A dense Monkhorst-Pack mesh of 15 × 15 × 15 k-points are used to obtain
well-converged optical spectra. The summation in Eq. 5.6 includes a total of
13 unoccupied bands to converge the dielectric function in the energy range of
0−15 eV.
The application of biaxial strain is also performed in the same manner as
described in Chapter 4, namely, biaxial strain is applied on the ab plane of
bulk unit cell, while the out-of-plane lattice parameter and the ionic degrees of
freedom are all fully relaxed, constraining the lattice vectors to be orthogonal.
In this chapter, we use the term “thin-film” BTO, STO, or BST to refer to
the calculations of these systems under the aforementioned constraints.
Throughout this chapter, nxx and nyy refer to the in-plane components
of the refractive index (i.e., along the strained plane), while nzz corresponds
to the out-of-plane component (i.e., along the direction in which the lattice
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Figure 5.1: The calculated real (a) and imaginary (b) parts of the frequency
dependent dielectric function of the high temperature phase of BTO (red) and
STO (blue).
constant is allowed to relax).
5.3 Optical spectra of bulk BTO and STO
Before we begin our main investigations, we present in this section our cal-
culated optical spectra of the high temperature phases of bulk BTO and
STO. A comparison with other theoretical and experimental results is also
presented. These results have already been presented in our previous unpub-
lished work [196].
We show in Fig. 5.1 the real and imaginary parts of the dielectric function
of pure BTO and STO, while in Fig. 5.2 we show the dispersion of the refractive
index in the visible and near infrared range.
Our calculations overestimate the refractive index of BTO and STO as
compared to experiment [220]. However, qualitative features are correctly re-
produced, including the general form of the dispersion with wavelength and
the relative differences between BTO and STO. The discrepancy between the
calculated and the experimental indices can be largely attributed to the un-
derestimation of the optical gap within DFT-LDA. Nonetheless, the variation
of the calculated spectra due to structural perturbations such as strain and
composition are expected to be robust, and the trends are not expected to
significantly deviate from the “real” ones.
Our calculated dielectric function is also in good qualitative agreement with
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Figure 5.2: The calculated refractive index dispersion of bulk BTO (red) and
STO (blue) at their high temperature phases.
other theoretical [85, 87] and experimental [221] works. The main difference
with the experimental data is that the characteristic peaks in ε2 are red shifted
in our calculations, which is again a direct consequence of the underestimation
of the true quasiparticle bandgap of the material.
5.4 Effect of strain on the refractive index of
BTO
In this section, we shall study the effect of biaxial strain on the refractive index
of pure BTO thin films. We shall also show the role of ferroelectric distortions
in affecting the trends in refractive index with respect to applied strain.
The strain-induced changes in the xx and zz components of the refractive
index of 1000 nm of fully-relaxed BTO are depicted in Fig. 5.3 by the solid red
and blue curves, respectively. Due to the cubic/tetragonal symmetry of the
lattice, nxx and nyy are identical, so only nxx is shown in the figure. Similar
behaviour is followed by the refractive index at other visible / near-infrared
wavelengths, so we show only n(λ = 1000 nm) as a representative example.
One can first notice that the three components of n of unstrained BTO
are equal. This is a straightforward consequence of the isotropy of the system
at the strain-free point, where it adopts a cubic lattice (with rhombohedral
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Figure 5.3: Strain-induced changes in the xx and zz components of the re-
fractive index of ferroelectric and paraelectric BTO (represented by the solid
and the dashed lines, respectively). The green line corresponds to paraelectric
BTO under isotropic strain. The unshaded and shaded regions cover the same
range of strains as in Fig. 4.5.
space group R3m) as discussed in Chapter 4. Uniaxial birefringence4 is then
introduced by the application of strain that breaks the cubic symmetry.
One can describe the trends of each of nxx and nzz with strain as being
two piecewise approximately linearly decreasing functions with a “cusp” that
is shifted off the strain-free point. The positions of the cusps of the nxx and
nzz curves are located at the left and right boundaries of the unshaded region
in Fig. 5.3, respectively. Interestingly, the unshaded region in Fig. 5.3 covers
exactly the same range of strains as in Fig. 4.5. This suggests that the trend
of the refractive index is also correlated with the magnitude and the direction
of the spontaneous polarization of the material, much like the trends in the
bandgap, discussed in Chapter 4.
Indeed, it can be noticed that nxx and nzz have their maximum value
(i.e., at the cusp) just at the point where the polarization is induced along
4Birefringence refers to a property of certain materials in which the refractive index
depends on the direction and the polarization of light propagation. Uniaxial birefringence
refers to the case where one of the three diagonal components of the refractive index (usually
referred to as the “extraordinary” component) is distinct from the other two (which are
referred to as the “ordinary” components). The uniaxial birefringence is defined as the
difference between the extraordinary and the ordinary components. Biaxial birefringence
refers to the case where all the three components are distinct from each other. See Ref. [105]
for more details.
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the in-plane and out-of-plane directions, respectively. As the magnitude of the
polarization along a certain direction increases, the component of the refractive
index in that direction decreases correspondingly.
The in-plane components of the refractive index are also correlated with
the out-of-plane polarization, and vice versa. That is, it can be noticed that
the in-plane component nxx is lowered within the left shaded region due to the
increase of the out-of-plane polarization. A similar argument holds for nzz.
We have shown so far how the decrease in the refractive index is correlated
with the increase in the ferroelectric polarization. In order to get a more com-
prehensive understanding, we consider a system in which the atoms are frozen
at their ideal high-symmetry sites throughout the entire range of strains (i.e.,
a paraelectric phase is imposed for all strains). This allows one to disentangle
the effects of the changes in the volume and the tetragonality of the system
from the effect of the atomic displacements. The corresponding refractive in-
dices of this constrained system are represented by the dashed lines in Fig. 5.3.
Interestingly, one can notice that the in-plane refractive index of this system
nparaxx is almost constant and insensitive to the value of the applied strain. In
contrast, nparazz shows a monotonic trend throughout the range of strain studied.
This suggests that the decrease in nxx with strain is almost solely attributable
to the increase in the magnitude of the ferroelectric polarization of the system.
On the other hand, the trend in nzz is affected in addition by changes in the
structure of the system. In general, the changes in the refractive index due
to ferroelectric distortion are much greater than those due to the variations in
the volume and the tetragonality.
The general trend of the refractive index with strain can also be understood
within the context of the changes in the optical gap of the material. Within
the shaded region, one notices that the refractive index is always decreasing
with increasing magnitude of strain, in contrast to the trend in Eg where it
increases (see Fig. 4.3). This relation can be understood in view of Eq. 5.6,
where one can notice the inverse relation between the transition energies ωmn
5
and the optical spectrum. However, it should be noticed that this inverse
relation is not generic and can be violated due to the presence of the optical
matrix elements in the numerator of Eq. 5.6.
5Obviously, Edg is equivalent to the transition energy ωvc at Γ, with v being the highest
occupied state and c being the lowest unoccupied state.
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In what we have presented above, one can conclude that strain can affect
the refractive index in two ways: a direct way, in which the changes in the
Bravais lattice vectors due to strain affect mainly the out-of-plane component;
and an indirect way, where strain can enhance the spontaneous polarization of
the material, which in turn lowers the refractive index. The latter effect was
shown to have a stronger influence than the former.
One can notice in Fig. 5.3 that the birefringence of the material exhibits
opposite trends between the compressive and tensile strain regimes in both the
paraelectric and the ferroelectric phases; at compressive strains, the extraor-
dinary out-of-plane component nzz is lower than nxx, while at tensile strains
it is higher. One might, at the first glance, correlate this to the “length” of
the corresponding lattice parameter along which the refractive index compo-
nent is calculated. In other words, throughout the entire range of strains, the
refractive index adopts a higher value along the “shortest” lattice vector. One
might also try to support this argument by observing that nparazz increases as
the c lattice parameter decreases.
However, one should be aware that this argument is not necessarily generic
and can be contradicted in certain cases. For instance, consider a system of
paraelectric BTO under isotropic strain (i.e., a system that is constrained to
have cubic symmetry while only the volume changes, keeping the ions at the
ideal high-symmetry sites). The corresponding refractive index of this system
niso is illustrated in Fig. 5.3 by the green line. One can notice that niso follows
the opposite trend, where it increases with the increase of the corresponding
lattice parameters.
Therefore, it can be concluded that the correlation between a specific com-
ponent of the refractive index of this material and the system size cannot be
solely linked with the “length” of the lattice parameter along that direction,
but rather the lengths of the lattice parameters in the other two directions
could also play an important role in describing the relation. The coupling
with the lengths of all three lattice parameters can lead to different trends of
a certain component of the refractive index with the increase of the length of
the corresponding lattice constant; it can increase, decrease or remain almost
constant as in the cases of niso, nparazz and n
para
xx , respectively.
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Strain ∆nxx(%) ∆nzz(%) nzz − nxx
−4% −3.24 −8.61 −0.14
−3% −1.99 −6.88 −0.13
−2% −1.02 −4.95 −0.10
−1% −0.13 −2.72 −0.07
−0.25% 0.50 −0.69 −0.03
0% 0.00 0.00 0.00
0.1% −0.23 0.44 0.02
1% −2.15 −0.35 0.05
2% −4.11 −1.50 0.07
3% −5.81 −2.80 0.08
4% −7.24 −4.13 0.08
Table 5.1: The percentage differences in the xx and the zz components of the
refractive index of ferroelectric BTO at different values of epitaxial strain as
compared to the corresponding values of unstrained BTO. The birefringence
is quoted in the last column.
5.4.1 Quantifying the results
We explicitly quote in Table 5.1 the amounts by which the calculated refractive
indices of BTO thin films can be tuned due to strain. It can be noticed that
nzz is more strongly affected by compressive strains, in contrast to nxx which
is affected more by tensile strains.
In general, epitaxial strain has a stronger effect on nzz than nxx. At high
strains of ±4%, nzz decreases by ∼ −8.6% and ∼ −4.1% due to compressive
and tensile strains, respectively. However, nxx is decreased by ∼ −3.2% and
∼ −7.2% due to compressive and tensile strains, respectively. On the other
hand, small compressive and tensile strains can induce a small increase in nxx
and nzz of 0.5% and 0.44%, respectively. One should note that the range of
strains within which the refractive index increases is expected to be larger
if the experimental lattice parameters are adopted rather than the DFT-LDA
equilibrium values. This is because the width of the unshaded region in Fig. 5.3
is expected to increase, which was discussed in detail in Chapter 4.
As for the birefringence of the material, the magnitude of the difference be-
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tween the ordinary and the extraordinary components of the refractive index
shows a monotonic increase with strain. As pointed out earlier, the birefrin-
gence is negative for compressive strains and positive for tensile strains. In
general, applying a negative strain induces a slightly higher birefringence than
applying a positive strain of the same magnitude, as shown in the last column
of Table 5.1.
From an experimental perspective, these changes in the refractive index
can be easily detected by methods such as prism coupling or spectroscopic
ellipsometry (see Chapter 2). For example, thermally induced changes in the
refractive index of BST thin films as small as 0.002 (∼ 0.1%) are experimentally
measured by the prism coupling method in Ref. [80]. These changes were found
useful in tuning the surface plasmon resonance. In addition, in Ref. [81] the
birefringence of BST thin films was tuned by means of an external electric
field and a value up to 0.004 could be achieved, which makes the material be
a potential candidate for optical waveguide applications. The strain-induced
changes in refractive index and birefringence reported in Table 5.1 are an order
of magnitude larger.
Therefore, epitaxial strain appears to be a very promising means by which
the refractive index and the birefringence of BTO may be tuned, which can in
turn be very useful in many applications.
5.5 Tuning the refractive index of STO with
epitaxial strain
Similar investigations to those of the previous section are reported in this
section for pure STO. We show in Fig. 5.4 the effect of epitaxial strain on the
in-plane and out-of-plane components of the refractive index of STO, evaluated
at a wavelength of 1000 nm. The apparent trends and the features in the curves
can be explained within the same context as the trends for BTO, as shall be
discussed below.
Fig. 5.4 is also divided into two regions, unshaded and shaded, with different
behaviour of the refractive index observed within each region. This division
matches exactly the division in Fig. 4.7, suggesting the strong influence of the
ferroelectric distortions on the refractive index of STO, similar to the case of
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Figure 5.4: Strain-induced changes in the xx and zz components of the re-
fractive index of STO thin films. The shaded region covers the same range of
strains as in Fig. 4.6.
BTO discussed in Sec. 5.4.
Within the unshaded region of Fig. 5.4, where the application of strain
breaks only the cubic symmetry of the lattice while maintaining atomic posi-
tions at their high symmetry sites (i.e., a paraelectric phase), nxx and nzz of
STO have a very similar behaviour to the dashed lines in Fig. 5.3 that corre-
spond to paraelectric BTO, and a similar interpretation for this trend holds
here for the case of STO.
At higher strains, the refractive indices of STO within the shaded region
monotonically decrease with increasing magnitude of strain, as in the case of
BTO. This is also attributed to the ferroelectric transition that is induced in
this region.
The birefringence of STO as a function of strain is also similar to BTO,
being negative for compressive strains and positive for tensile strains.
Since the unshaded region is expected to disappear when the experimental
lattice constants of STO are adopted, as discussed in Chapter 4, it follows that
the trends of the refractive indices would also change; the expected behaviour
is that they would be lowered as soon as strain is applied.
Table 5.2 indicates that for a given strain, the refractive index of STO
is slightly less affected than the refractive index of BTO, while the strain-
induced birefringence is approximately as large as that of BTO. However, this
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Strain ∆nxx(%) ∆nzz(%) nzz − nxx
−4% −2.57 −8.04 −0.14
−3% −1.39 −6.10 −0.12
−2% −0.51 −3.54 −0.08
−1% 0.02 −0.84 −0.02
0% 0.00 0.00 0.00
1% −0.08 0.77 0.02
2% −2.19 0.07 0.06
3% −3.94 −1.03 0.07
4% −5.41 −2.31 0.08
Table 5.2: The percentage differences in the xx and the zz components of the
refractive index of STO ferroelectric thin films at different values of epitaxial
strains as compared to the corresponding values of free standing STO film.
The birefringence is quoted in the last column.
conclusion is not expected to hold when the experimental lattice constants are
adopted for STO, where the decrease in the refractive index due to strain is
likely to be larger.
5.6 The refractive index of bulk BST
We first investigate in this section the effect of the atomic configurations of
the Sr species on the refractive index of bulk BST solid solutions. We then
address the validity of the VCA in the calculation of the refractive index of this
material. Finally, we study the effect of Sr content on tuning the refractive
index of strain-free BST thin films.
Effect of atomic configurations on the refractive index of bulk BST
We restrict our investigations in this section to bulk BST at 50% concen-
tration of Sr (i.e., Ba0.5Sr0.5TiO3). Obviously, there is no unique supercell
representation of this system. Among the many possible choices, we consider
three different configurations that are represented by the supercells shown in
Fig. 5.5. The first configuration, C(1), is represented by a 1× 1× 2 supercell,
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C(1) C(2) C(3)
Figure 5.5: The corresponding configurations of Sr atom in BST at 50% con-
centration of Sr for which the refractive indices in Fig. 5.6 are calculated.
Supercells of sizes 1× 1× 1, 2× 2× 1 and 2× 2× 2 are used for the configu-
rations C(1), C(2) and C(3), respectively. Ba and Sr species are represented by
the green and orange atoms, respectively. Ti and O species are not shown for
clarity.
and can be thought of as a layered structure with alternating BaO and SrO
planes stacked along the z direction and separated by TiO2 planes. The second
configuration, C(2), is represented by a 2 × 2 × 1 supercell, in which the Ba
and Sr atoms are arranged in a checkerboard-like structure in the (110) plane.
The third configuration, C(3), is represented by a larger 2×2×2 supercell, and
differs from C(2) in that the Ba and Sr species occupy alternate sites in the
different (001) planes; it can be thought of as a three dimensional checkerboard
structure6.
The calculated refractive indices of these different configurations are shown
in Fig. 5.6. Both C(1) and C(2) have a tetragonal space group symmetry of
P4/mmm, so the xx and yy components of the refractive index are equivalent,
while the zz component is distinct; we therefore show in Fig. 5.6 both the xx
and the zz components of these two configurations. C(3), however, has a cubic
Fm3¯m symmetry, so all components of the refractive index are equivalent; we
therefore show only the xx component for this configuration.
6It should be pointed out that the supercells used to represent C(2) and C(3) are not prim-
itive cells for these structures. We used larger supercells in order to render the comparison
between these three configurations more straightforward.
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Figure 5.6: The refractive index of bulk Ba0.5Sr0.5TiO3 for different atomic
configurations of Sr atoms that are shown in Fig. 5.5. C(3) is isotropic, so only
the xx component is shown.
It is evident from Fig. 5.6 that the refractive indices of C(1), C(2) and C(3) are
almost identical to each other for the entire range of wavelengths considered.
Also, despite the fact that C(1) and C(2) are in principle anisotropic, the xx
and zz components of their refractive indices show only a negligible difference.
This suggests that the refractive index of BST is not very sensitive to the
atomic ordering of the Sr species in the material. This can be attributed to
the fact that the optical transitions that are relevant for the calculated spectra
within the considered range of wavelengths (400 to 1600 nm) are mainly the
transitions from the highest occupied O 2p states to the lowest unoccupied
Ti 3d states. These states are almost insensitive to the chemical environment
of the Ba and Sr atoms in the system and, therefore, to their ordering.
The calculation of the refractive index with the VCA approximation
used
The insensitivity of the refractive index to the atomic configurations of Ba and
Sr in BST suggests that the use of approximations that average over disorder
in representing the alloying of BST may provide a good representation of the
material and reproduce the optical spectra obtained via the supercell approach.
We compare in Fig. 5.7 the refractive indices of bulk cubic paraelectric
BST at different Sr contents as obtained from the VCA and the supercell
164 CHAPTER 5. OPTICAL PROPERTIES OF BST
 2.5
 2.6
 2.7
 2.8
 2.9
 400  600  800  1000  1200  1400  1600
n
λ (nm)
BTO
12.5% (SC)
12.5% (VCA)
50% (SC)
50% (VCA)
STO
Figure 5.7: A comparison between the supercell (SC) approach and the virtual
crystal approximation (VCA) approach in calculating the refractive index of
bulk BST solid solutions in their cubic paraelectric phase. The supercells used
in these calculations are shown in Fig. 5.8. The indicated percentage refers to
the Sr content in BST. The refractive indices of pure BTO and STO are also
shown for reference.
approaches. The supercells used are shown in Fig. 5.8.
As expected, excellent agreement between the two approaches is observed
with both 12.5% and 50% Sr content in BST. Although we have not consid-
ered other concentrations, we believe that the agreement also holds for an
arbitrary content of Sr. Therefore, we shall adopt the VCA approach in the
investigations that follow, with a high degree of confidence.
Tuning the refractive index of BST solid solutions by means of al-
loying
We study in this section an alternative means by which the refractive index of
BST may be tuned, namely, the effect of Sr concentration.
In Fig. 5.9, we show the refractive index, at 1000 nm, of unstrained BST
thin films, at different Sr concentrations. We see that the refractive index
shows a maximum at an Sr content of ∼ 15%. Either side of this value, the
refractive index decreases with varying Sr content in an approximately linear
manner. Once again, this can be attributed to the different phases of the
material at the strain-free point, where it is paraelectric above the critical
concentration and ferroelectric below (see Sec. 4.8.3). It can be noticed that
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Figure 5.8: The supercells that are used for the calculations of the refractive
indices of BST solid solutions at 12.5% (a) and 50% (b) Sr concentration. See
Fig. 5.7. Ti and O species are not shown for clarity.
the general trend of the refractive index with Sr content opposes the trend in
the direct gap of the system (see Fig. 4.16). The relation between the band
gap and the refractive index has already been discussed earlier in Sec. 5.4. If
the ferroelectric distortions are inhibited, one expects the refractive index to
decrease monotonically with increasing Sr content, following a Vegard-like law
even below Sr content of 15%.
The above results suggest that alloying can be a promising means to tune
the refractive index of BST. Quantitatively, by increasing the Sr content in
BST, the refractive index of pure BTO can be raised by up to ∼ 0.4% around
the critical Sr concentration, beyond which it can be lowered by ∼ 3.5% in
pure STO. As compared with the results in Table 5.1, alloying could lower the
refractive index of BTO by as much as strains of ∼ ±1%−±2% can do. Unlike
alloying, however, strain can also induce strong birefringence.
The variations of the refractive index of BST with the Sr content were
investigated in Ref. [79], where spectroscopic ellipsometry measurements for
epitaxially grown BST films on a compressive substrate were performed. Al-
though they reported a main trend that the refractive index tends to decrease
with the increase of the Sr content, in agreement with our results, the detailed
behaviour was not observed to be linear or monotonic, and deviates a lot from
our results. The discrepancies between our results and those presented in
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Figure 5.9: Effect of Sr content on the refractive index of free standing BST
thin films.
Ref. [79] could be attributed to the fact that they considered strained BST
films, while our results correspond to strain-free BST. The limitations of the
spectroscopic ellipsometry technique (which are addressed in details in Chap-
ter 2) could also play a role in the discrepancy.
Interestingly, one might argue that the trends in the refractive indices of
BST as a function of Sr content may be attributed to the variation of the
equilibrium lattice constant (see Table 4.8) rather than to the change in sto-
ichiometry. In order to understand which effect dominates, we consider a
system of cubic paraelectric BST at 50% concentration of Sr. We calculate
the refractive index of this system at three different lattice constants, namely,
at the lattice constant of pure BTO (aBTO), pure STO (aSTO), and at its own
equilibrium lattice constant. The refractive indices of these three cases are
compared with those of pure paraelectric BTO and STO in Fig. 5.10.
It can be seen that the change in the stoichiometry has a much greater
effect than the change in the lattice constant on the refractive index of the
material. This conclusion does not hold for wavelengths lower than ∼ 500 nm,
but we expect that it would hold for the whole range of 400−1600 nm if the
band gaps of the systems were corrected, since the spectrum will then be blue
shifted, as pointed out in Sec. 5.3.
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Figure 5.10: A comparison between the effects of volume and Sr content on
the refractive index of BST. Bulk cubic paraelectric phase is adopted for all
systems.
Strain-induced changes in the refractive index of BST solid solutions
The effect of strain on the refractive index of BST is very similar to the effects
that have been investigated earlier for pure BTO and STO, where epitaxial
strain generally lowers the refractive index of the materials mainly due to
the induced ferroelectric transition. This is in agreement with the results in
Ref. [73], where compressive substrates were found to lower the refractive index
of Ba0.5Sr0.5TiO3 thin films.
5.7 Summary
We studied in this chapter the effects of epitaxial strain and alloying on the
refractive indices of BST solid solutions.
We found that epitaxial strain can provide a promising means for refrac-
tive index modulation, where strain-induced changes in both refractive index
and birefringence could be greater than the reported changes in the literature
induced by thermal and electro-optic effects. Quantitatively, we found that
strains up to ±4% can lower the refractive index of BTO and STO by 3− 4%
and can induce birefringence of up to ∼ 0.14.
We found that strain can affect the refractive index directly and indirectly.
The direct way refers to the strain-induced changes in the lattice vectors, and
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consequently, the bond lengths. We found that these changes have almost no
effect on the in-plane components of the refractive index, while they induce
an almost linear change with strain in the zz component, which is lowered
for compressive strains and raised for tensile strains. On the other hand, the
indirect effect lies in the ferroelectric distortion that is induced by strain, which
significantly lowers all the components of the refractive index.
On the other hand, we found that the variation of Sr content in BST can
induce changes in the refractive index of pure BTO by the same amount as
strains of ∼ ±2% may induce. The refractive index of BST does not, however,
show a linear trend with the Sr content, due to the existence of a critical
Sr concentration at which the system undergoes a ferroelectric/paraelectric
transition.
Furthermore, our results suggested that the refractive indices of BST solid
solutions are almost insensitive to the atomic ordering of the Sr species. This
was attributed to the fact that, within the visible and near infrared range, the
relevant optical transitions are those that take place between the O 2p and the
Ti 3d states, whereas the Ba and Sr states hardly affect the optical spectra.
The virtual crystal approximation was found to work very well, as it could
reproduce, to very good accuracy, the spectra obtained with the supercell
approach. This was tested for different Sr contents in BST. The success of the
VCA is not unexpected, however, since we found that the atomic ordering is
almost irrelevant for the refractive index of BST within the range of incident
wavelengths of 400−1600 nm.
Finally, our calculations suggested that the discrepancy between the refrac-
tive indices of BST solid solutions at different concentrations of Sr are mostly
attributable to the change in the stoichiometry of the system rather than the
change in the lattice parameter.
As in the preceding chapter, we restricted our study to the high temperature
phase of STO and neglected the effects of rotations of the oxygen octahedra.
This work could be extended in the future to include these effects and compare
them with the results studied in this chapter.
Chapter 6
Effect of doping BTO with
fluorine and nitrogen
6.1 Overview
In the last two chapters, we showed how the electronic and optical properties
of BTO and STO may be tuned by forming a homogeneous solid solution.
The promising results stimulate the investigation of other types of extrinsic
substitutional dopants in BTO, and raise the questions of how would they
compare to Sr, and to what extent could they affect the electronic and optical
properties.
There exist a number of theoretical/experimental studies investigating the
mechanisms and the effects of doping BTO and STO. A wide range of cationic
dopants have been studied in the literature. Examples can be found in Refs. [222–
225] and Refs. [226, 227] for experimental and first-principles studies, respec-
tively. On the other hand, there are not as many studies about anionic dopants.
The most common anionic dopants in BTO include fluorine (donor dopant),
and nitrogen (acceptor dopant). Examples of experimental studies can be
found for example in Refs. [228,229].
In particular, Rao et al in Ref. [230] have studied the effect of co-substitution
of F and N in powdered BTO. They have investigated the structural, electronic,
ferroelectric and optical properties of the doped BTO both experimentally and
from first-principles. Their results are interesting and promising; e.g., BTO
shows an inhibition in ferroelectricity upon the dopant additions, and the pow-
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der colour changes from white to green.
There exist, however, interesting questions that, to our knowledge, have not
been investigated yet. For example, how does the co-substitution of F and N
in BTO change its refractive index, as compared to Sr substitutions? What is
the relevance of the arrangement of the dopant atoms in the host material and
to what extent does it influence the refractive index and the band gap? How
does biaxial strain affect the doped BTO in terms of its structural, electronic
and optical properties? Furthermore, how does the concentration of F and N
affect the above-mentioned properties?
In this chapter, we investigate, from first-principles, the questions posed
above, attempt to shed more light on this material in thin-film form, and
discuss the potential of anion doping as another possible means of tuning the
optical properties of BTO.
The structural, electronic and optical properties of bulk BaTiO2.8F0.1N0.1
are first investigated. We find that the most energetically favourable struc-
ture involves the dopant atoms forming a linear motif of F−Ti−N. We find
also that the refractive index of the material shows a large dependence on the
arrangement of the dopant atoms in the supercell; the component along the
linear motif shows a greater value compared to the other components, indicat-
ing that doping BTO with F and N could be a promising means to tune the
refractive index of the material. We find also that the refractive index can be
further tuned by means of epitaxial strain. We finally investigate the effect
of doping concentration and find that dilute concentrations have less effect on
the electronic and optical properties of BTO, as might be expected.
6.2 Computational details
The DFT calculations in this chapter have been performed within the plane-
wave CASTEP package. The calculations of the optical properties and the
density of states were performed using the OptaDOS package [231, 232]. The
local density approximation was used to approximate the exchange and corre-
lation functional. CASTEP “On the fly” ultra-soft pseudopotentials, in which
the Ba 5s, Ti 3s, O 2s, F 2s and N 2s electrons are all treated as valence
states, and a plane-wave energy cutoff of 40 Ha (1088 eV) were used through-
out. The integration over the Brillouin zone has been performed by summing
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over 7 × 7 × 7, 4 × 4 × 4 and 3 × 3 × 3 Monkhorst-Pack k-point meshes for
super-cell sizes of 1 × 1 × 1, 2 × 2 × 2 and 3 × 3 × 3, respectively. Almost
equivalent sampling was used for supercells of other shapes and sizes. DFT-
LDA converged lattice parameters were adopted throughout. Unless stated
otherwise, the ionic and the cell degrees of freedom were relaxed using the
BFGS algorithm until the force on each atom was less than 0.5 meV/A˚, and
the relaxed components of the stress tensor were less than 0.06 GPa.
6.3 Properties of bulk BaTiO2.8F0.1N0.1
6.3.1 Structural properties
Firstly, BaTiO2.8F0.1N0.1 shall be considered, in which F and N atoms have a
concentration of ∼ 3.3%1, as this is the concentration that has been experimen-
tally synthesized in Ref. [230]. More dilute concentrations shall be investigated
in Sec. 6.6. This concentration is approximately achieved, in the DFT calcu-
lations, by considering a 40-atom supercell of 2× 2× 2 repetitions of the BTO
primitive cell, in which two out of the 24 oxygen atoms are substituted by an
F and an N atom2. This results in a total of 24×23 = 552 permutations of the
possible sites of the dopant atoms. However, only seven of these sites (shown
in Fig. 6.1) are symmetry inequivalent and shall be considered in this section.
The corresponding atomic configurations shall be denoted by C(1), C(2) to C(7)
throughout.
Description of the configurations
Conventionally, we have chosen to align the Ti−F bond along the c parameter
in all configurations. The configurations C(1) to C(7) can then be characterized
by the relative orientation of the Ti−N bond with respect to the Ti−F bond,
and by the distance between the F and the N atoms. This information is
summarized in Table. 6.1
1This concentration is defined as the ratio between the number of the F (or the N) atoms
in the system and the total number of the O sites.
2This supercell gives slightly higher concentrations of F and N (i.e., ∼ 4%), resulting in a
formula unit of BaTiO2.75F0.125N0.125. For the sake of simplicity, we shall keep the formula
BaTiO2.8F0.1N0.1 to refer to the concentration given by the 2× 2× 2 supercell.
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Figure 6.1: An illustration of the 2 × 2 × 2 supercell used for the calculation
of BaTiO2.8F0.1N0.1. The positions of the seven nitrogen atoms (blue) with
respect to the fluorine atom (yellow) indicate the seven symmetry inequivalent
sites described in the main text. The corresponding labels are printed on each
N atom.
Configuration Ti−N bond alignment F to N distance (A˚)
C(1) c 4.04
C(2) a 2.81
C(3) c 3.93
C(4) c 5.59
C(5) c 5.61
C(6) b 4.84
C(7) c 6.88
Table 6.1: The interatomic distance between F and N, and the alignment of
the Ti−N bond of the seven configurations shown in Fig. 6.1.
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Configuration a b c α β γ Volume ∆E
C(1) 7.86 7.86 8.06 89.97 89.97 90.00 498.61 0.000
C(2) 7.94 7.89 7.97 89.96 89.96 89.96 498.89 0.514
C(3) 7.87 7.90 8.03 89.94 89.96 89.98 499.28 0.519
C(4) 7.89 7.89 8.03 89.95 89.95 89.97 499.48 0.554
C(5) 7.88 7.90 8.03 89.94 89.97 89.98 499.27 0.552
C(6) 7.88 7.95 7.98 89.94 89.98 89.96 499.29 0.603
C(7) 7.89 7.89 8.01 89.95 89.95 89.97 499.25 0.598
BTO 7.91 7.91 7.91 89.92 89.92 89.92 495.56 –
Table 6.2: The structural parameters and the corresponding relative energies
of the seven symmetry-inequivalent atomic configurations of the supercell of
BaTiO2.8F0.1N0.1 shown in Fig. 6.1. The relative energy ∆E (per 2 × 2 × 2
supercell) is defined as ∆E = Ei − E1, where Ei is the energy of the ith
configuration with i running from 1 to 7, and E1 is the total energy of C
(1).
The lattice parameters, the angles, the volumes and the energies are given
in units of angstroms, degrees, A˚
3
and eV, respectively. The corresponding
calculated quantities of pure rhombohedral BTO are shown in the last row.
Energetics of the configurations
In order to study the energetics of these different configurations, we consider
first the bulk fully-relaxed structures at 0 K, in contrast to the ab initio cal-
culations performed in Ref. [230], where the experimental lattice parameter
of cubic BTO (i.e., 4.00 A˚, see table. 4.1) was used. Hence, the atomic posi-
tions and the lattice parameters are allowed to fully relax without constraints.
We show in Table 6.2 the corresponding structural parameters of these con-
figurations, along with the total energies with respect to the minimum energy
configuration. The corresponding parameters of the low temperature rhombo-
hedral phase of BTO are also shown in the table for comparison.
It is first noted that doping BTO with F and N with this concentration
distorts the perfect rhombohedral structure and has an overall effect of a small
volume increase of ∼ 3 − 4 A˚3 per supercell. The symmetry breaking could
be attributed to the change in the bonding character between Ti and the
neighbouring anions, where the Ti−F bonding is of an ionic nature, while the
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Ti−N bonding has a covalent nature, resulting in a large discrepancy in the
bond lengths [230].
In agreement with Ref. [230], C(1) is the most energetically favourable. In
this configuration, the F and N atoms congregate to form a linear chain of
F−Ti−N, with a bond angle of almost exactly 180 degrees (relaxation slightly
distorts the linear arrangement by ∼ 0.7 degrees).
There are, however, some quantitative and qualitative differences between
our results and those of Ref. [230], in particular with respect to the relative
energies of the other configurations. For example, we found that C(1) is lower
in energy, compared to the others, by about 0.5-0.6 eV, while they reported
energy differences ranging between 0.16 eV to 0.55 eV for the configurations
they tested (which are the same as the configurations we are testing here, apart
from C(3) and C(4), which they did not consider). Besides this, our results also
disagree with the energy ordering of the different configurations, where, for
instance, we show that C(6) is the one of highest energy, while they reported
C(5) to be higher in energy than C(6) by about 0.3 eV.
A key difference between our calculations and those of Ref. [230] is that we
use fully relaxed structures, whereas they have fixed lattice parameters set to
the experimental value of pure cubic BTO.
In order to ascertain whether this is an important contributory factor,
it is worth considering that in our calculations the seven configurations can
be divided into distinct groups that are very close in energy (differences of
O(10−3) eV). Each group is separated by a dashed horizontal line in Table 6.2.
Some configurations that have very similar lattice parameters (e.g., C(3), C(5)
and C(7)) belong to different energy groups; on the other hand, C(2) and C(3)
are very close in energy, despite the fact that their lattice parameters are not
very similar. This immediately suggests that small changes in the shape and
volume of the supercell are not the dominant factor in determining the relative
energetics of the different configurations, but rather it is the internal atomic
configuration. In fact, if we consider C(1) but fix its lattice constants at those
of C(4), relaxing the ions only, the energy would increase by just ∼ 6 meV
(that is, ∼ 1% of the current ∆E).
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6.3.2 Electronic and optical properties
In Fig. 6.2, we show the corresponding refractive indices of each atomic configu-
ration considered above. Unlike the case of BST solid solutions, which was dis-
cussed earlier in Chapter 5, the refractive index of the doped BaTiO2.8F0.1N0.1
shows a significant dependence on the atomic configuration. This suggests that
the VCA might not work well in this particular system. The components of
the refractive index along the [100], [010], and [001] crystallographic directions
are labeled by the xx, yy and zz subscripts, respectively.
One first notices in Fig. 6.2 that there exist some configurations for which
the refractive indices are very similar. Indeed, these can be divided into three
groups, group I (G I), which includes C(1), C(4) and C(7), group II (G II), which
includes C(2) and C(6), and group III (G III), which includes C(3) and C(5).
This can be explained in view of the relative orientations of the Ti−F and the
Ti−N bonds within the same system (see Table 6.1). In all configurations,
the Ti−F bond is aligned along the c direction . One can notice that for all
configurations in G I and G III, the Ti−N bond is aligned along the c direction
(i.e., parallel to the Ti−F bond), in contrast to the configuration of G II, where
it is aligned along the a or the b directions. This suggests that the refractive
index is more sensitive to the relative alignments of the bonds than to the
relative sites of these bonds. The observed discrepancy between the refractive
indices of G I and G III, however, is attributed to the symmetry breaking of
the xy isotropy in G III, where one can notice the splitting in the xx and the
yy components of the refractive index. Other than that, the refractive indices
of G III would look similar to those of G I. In general, doping BTO with F
and N induces a large anisotropy in the system leading to large birefringence,
which could be uniaxial (such as configurations in G I) or biaxial (such as
configurations in G II and G III), depending on the symmetry of the system.
On the other hand, the refractive indices of the distinct configurations show
no obvious correlation to the total energy of the system. Configurations that
are very close in energy (such as C(6) and C(7)) can have very different refractive
indices (see Figs. 6.2f and 6.2g).
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Figure 6.2: The three components of the refractive index that correspond to
the seven symmetry-inequivalent atomic configurations of the F and N dopant
atoms in BaTiO2.8F0.1N0.1. Panels (a)-(g) correspond to configurations of
C(1−7) shown in Fig. 6.1, respectively. The refractive index of pure rhombohe-
dral BTO (green line) is shown on each panel for comparison.
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Configuration Eg ∆Eg
C(1) 1.71 −0.68
C(2) 1.38 −1.01
C(3) 1.48 −0.91
C(4) 1.46 −0.93
C(5) 1.46 −0.93
C(6) 1.38 −1.01
C(7) 1.42 −0.97
BTO 2.39 0.00
Table 6.3: The direct energy gaps (at Γ) of the seven configurations of
BaTiO2.8F0.1N0.1 depicted in Fig. 6.1. The corresponding bandgap of rhom-
bohedral BTO is given in the last row. ∆Eg is the difference in the bandgap
with respect to pristine BTO. All the energies are given in units of eV.
Electronic structure
The direct optical gaps (at Γ) of the seven different configurations are tabulated
in Table 6.3. One can notice that doping BTO with N and F generally closes
the gap. Different configurations show different effects on the gap. A maximum
reduction of ∼ 1 eV is observed in C(2) and C(6), while the gap of C(1) is lower
than that of BTO by ∼ 0.7 eV.
The decrease in the bandgap is attributed to the presence of the N 2p defect
levels that are located in the gap at the top of the O 2p states near the Fermi
level (see Figs. 6.3 and 6.4). This is confirmed by Ref. [230], where a similar
band structure for cubic BaTiO2.8F0.1N0.1 is presented. We show in Fig. 6.3
the band structures of the two extreme cases of C(1) and C(6) that correspond
to the minimum and the maximum decrease in the bandgap with respect to
BTO, respectively. The N states of C(6) are almost entirely isolated from the
O states, explaining the greater decrease in the bandgap.
The calculation of the projected density of states (Fig. 6.4) also shows that
the F 2p levels, in contrast to the N levels, are located at the bottom of the
manifold of O 2p states, indicating that there is little or no hybridization with
the bottom conduction bands corresponding to Ti 3d states. This supports the
statement made earlier, that the Ti−F bond is of more ionic character than
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Figure 6.3: The calculated electronic band structures of (a) C(1) and (b) C(6)
of BaTiO2.8F0.1N0.1 as depicted in Fig. 6.1. Only the top valence and the
bottom conduction states are shown. The corresponding band structure of
pure rhombohedral BTO is also shown in panel (c) for comparison. The N
and F states are coloured blue and green, respectively, in panel (b).
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Figure 6.4: Total (a) and partial (b)−(d) electronic density of states of
BaTiO2.8F0.1N0.1 (C
(1)). Panels (b), (c), and (d) show the partial density
of states of the O 2p, N 2p, and F 2p electrons, respectively. Energies are
given with respect to the valence band maximum, which is set to zero.
the Ti−N bond.
6.4 Properties of thin film BaTiO2.8F0.1N0.1
We have shown in the previous section how the electronic and optical properties
of BTO could be significantly changed after the co-substitution of F and N.
However, the maximum change in the bandgap and the refractive index (given
by C(1) and C(6)) does not correspond to the atomic configuration that is
minimum in energy. In fact, the difference between the lowest energy structure
(C(1)) and the one just above it is ∼ 0.5 eV per 2× 2× 2 supercell (20 times
larger than kBT at room temperature). This difference is quite high and
suggests that the other configurations may not be present in the real material.
The previous results, however, indicate the sensitivity of the refractive index
of BaTiO2.8F0.1N0.1 to distinct atomic configurations.
In essence, we are looking for external means to control the relative en-
ergetics of the different configurations. Inspired by earlier chapters, we con-
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sider biaxial strain which may be realised experimentally in coherent thin-film
growth on suitable substrates.
6.4.1 Structural properties
Our previous calculations in Sec. 6.3.1 (which are also in agreement with
Ref. [230]) indicate that the dopant atoms of F and N favour a configura-
tion in which they form a linear chain of F−Ti−N bonds (C(1)). Thus, we
shall consider this particular configuration in the calculations that follow.
When applying epitaxial biaxial strain, we adopt the same constraints that
were adopted in chapters 4 and 5, where the in-plane lattice parameters (a and
b) are held fixed and constrained to be equal, while the out-of-plane lattice
parameter is allowed to relax. All the lattice parameters are kept orthogonal
to each other (hence restricting the study to cubic/tetragonal lattices), and all
the ions are allowed to relax as described in Sec. 6.2.
The amount of strain  is given with respect to the strain-free pristine BTO,
so, Eq. 4.9 is re-defined as follows:
 =
a− aBTO0
aBTO0
× 100% (6.1)
where aBTO0 is the lattice parameter of pure BTO, at 0% strain, under the
above constraints. So, one can think of a thin film BaTiO2.8F0.1N0.1 at 0%
strain as corresponding to the case in which it is deposited on a pure cubic
BTO substrate.
In the bulk rhombohedral or cubic lattice, all three directions (x, y and z)
are symmetrically equivalent. However, this is not the case in the tetragonal
lattice, where the in-plane directions (x and y) are symmetrically distinct from
the z direction. Therefore, we consider two different configurations (illustrated
in Fig. 6.5) at each value of strain, that correspond to the F−Ti−N chain being
parallel (conveniently chosen to be along the y direction) and perpendicular
(along the z direction) to the plane of strain, respectively. We shall be using the
superscripts ⊥ and ‖ to refer to the configuration and physical quantities that
correspond to the perpendicular and the parallel orientations, respectively.
The most energetically favourable orientation is dependent on the value of
the applied strain. As illustrated in Fig. 6.6, C(⊥) is more stable for strains that
range between −4% to ∼ 0.5%, beyond which C(‖) becomes lower in energy.
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Figure 6.5: BaTiO2.8F0.1N0.1 under compressive strain. Two symmetry-
inequivalent alignments of the linear F−Ti−N motif are shown, one perpen-
dicular C(⊥) and one parallel C(‖) to the strained (001) plane.
The energy difference between the two configurations depends monotonically
on the value of strain. At moderate strains of ±1%, the difference is about
0.1− 0.2 eV, while it vanishes at a tensile strain of ∼ 0.5%.
In Fig. 6.6 we also plot c/a for C(⊥) (black line) and note that the energy
of C(⊥) becomes larger than that of C(‖) at almost the same point at which
c/a becomes less than 1. This can be understood as follows: energetically,
the linear F−Ti−N motif prefers to adopt the configuration that enables the
F−N distance to be as large as possible. For compressive strains and tensile
strains less than ∼ 0.5% this is along the c-axis (unshaded region in Fig. 6.6);
for tensile strains higher than ∼ 0.5%, it is in the in-plane direction.
So, one can conclude that when a single crystalline thin film of BaTiO2.8F0.1N0.1
is deposited on a compressive substrate, it is more energetically favourable for
the F−Ti−N chains to be oriented perpendicular to the substrate. However,
when deposited on a tensile substrate the opposite is expected. This result is
very relevant when one is interested in the optical properties of the deposited
film, because the optical anisotropy is strongly influenced by the orientation
of the F−Ti−N chain, as shall be discussed in the next section.
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Figure 6.6: The total energy of the perpendicular (red) and the parallel (blue)
configurations, depicted in Fig. 6.5, of strained BaTiO2.8F0.1N0.1. The tetrag-
onality ratio of C(⊥) (c⊥/a) is also shown by the black curve. The energies
are given with respect to the minimum point in the curves, which corresponds
to C(⊥) at −1% strain. The shaded area corresponds to the range of strains
where (c⊥/a) is less than 1.
6.4.2 Electronic and optical properties
The three components of the refractive indices of C(⊥) and C(‖) are shown in
Figs. 6.7, 6.8 and 6.9 for the visible and near infrared wavelength range. It
can be first noticed that the xx component of the refractive index of both
configurations shows only a negligible difference with respect to the refractive
index of pure BTO at all values of strain considered3. Similarly, n⊥yy and n
‖
zz are
nearly the same as in pure BTO. However, a substantial difference is observed
in n⊥zz (represented by the red curve in Fig. 6.9) and n
‖
yy (represented by the
blue curve in Fig. 6.8).
In fact, this large anisotropy appears to be strongly governed by the char-
acter of the bonds between the Ti cation and the neighbouring anions, along
which the refractive index is determined. Along the x direction, the bonds are
merely of Ti−O type in both configurations, similar to the case of pure BTO,
resulting in n⊥xx, n
‖
xx and nBTOxx being almost equal. On the other hand, an
3In this chapter, the refractive index of strained BTO differs slightly from that shown
in Chapter 5. This is a consequence of the different computational details in this chapter
that are adopted for both BTO and BaTiO2.8F0.1N0.1 for consistency, leading to different
equilibrium structural parameters for BTO. The qualitative behaviour is retained.
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Figure 6.7: Effect of biaxial strain on the xx component of the refractive
index of BaTiO2.8F0.1N0.1 thin films. The refractive indices of C
(⊥) and C(‖)
(shown in Fig. 6.5) are illustrated by the red and blue curves, respectively. For
comparison, the refractive index of pristine BTO is shown by the green curve.
The value of strain is printed on each panel.
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Figure 6.8: Effect of biaxial strain on the yy component of the refractive index
of BaTiO2.8F0.1N0.1 thin films. The refractive indices of the C
(⊥) and C(‖)
configurations (shown in Fig. 6.5) are illustrated by the red and blue curves,
respectively. For comparison, the refractive index of pristine BTO is shown by
the green curve. The value of strain is printed on each panel.
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Figure 6.9: Effect of biaxial strain on the zz component of the refractive
index of BaTiO2.8F0.1N0.1 thin films. The refractive indices of C
(⊥) and C(‖)
configurations (shown in Fig. 6.5) are illustrated by the red and blue curves,
respectively. For comparison, the refractive index of pristine BTO is shown
by the green curve. The value of strain is printed on each panel. The black
arrows indicate a characteristic peak in the refractive index of C(⊥).
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F−Ti−N chain lies along the y direction for C(‖), in contrast to C(⊥) in which
all the bonds are of Ti−O type along the y-direction; this results in both n⊥yy
and nBTOyy being almost equal, while n
‖
yy is distinct. Similar arguments holds
for the components along the z direction.
In view of the calculations of the refractive indices of bulk BaTiO2.8F0.1N0.1
(Fig. 6.2), one can relate the enhancement of the refractive index component
along the F−Ti−N chain (Fig. 6.8 (blue curve) and Fig. 6.9 (red curve)) to
the presence of the Ti−N bond in particular, rather than the Ti−F bond. As
shown in Figs. 6.2b and 6.2d (which correspond to C(2) and C(4), respectively),
the refractive index component along the Ti−N bond is much higher than that
of BTO, whilst the component along the Ti−F bond is lower. This may be
related to the degree of bond covalency (and hence polarizability). This is
greatest for the Ti-N bond; the Ti-F bond is more ionic, as pointed out earlier.
In Fig. 6.9, one can notice that n⊥zz shows an anomalous peak at ∼500 nm,
which gets more pronounced at high compressive strains. The corresponding
values of n
‖
zz and nBTOzz do not show this peak, however. This can be related
to an extra characteristic peak in the absorption spectrum that is observed
around this wavelength for this system (denoted by P0 in Fig. 6.10). In fact,
we found that the optical matrix elements of the highest occupied states of
C(⊥) have a greater value than those of C(‖) and pure BTO, which indicate
more allowed electronic transitions in the former case giving rise to the extra
peak in the spectrum. It is worth pointing out that in Ref. [230], the measured
absorbance of powdered BaTiO2.8F0.1N0.1 also shows this characteristic peak
at ∼ 400− 500 nm, explaining the colour change in the material.
In order to have a clearer idea of the effect of strain on BaTiO2.8F0.1N0.1
thin films, we plot in Fig. 6.11 the refractive index (at a representative value
of wavelength, chosen to be 1000 nm) as a function of the epitaxial strain. It
is evident from Figs. 6.11a and 6.11b that the variation of the refractive index,
as a function of strain, of both configurations of BaTiO2.8F0.1N0.1 is similar to
that of pure BTO, apart from an almost-constant shift in n⊥zz and n
‖
yy, which
has been discussed above.
As we have discussed in Chapter 5, BTO shows uniaxial birefringence as
a function of strain as a consequence of the tetragonal symmetry, with the
extraordinary axis being along the out-of-plane lattice parameter. In the case
of BaTiO2.8F0.1N0.1, the presence of the linear F−Ti−N chain plays an addi-
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Figure 6.10: The zz component of the imaginary part of the dielectric con-
stant ε(2) at a strain of −4% for C(⊥) (red curve) and C(‖) (blue curve). The
corresponding curve of BTO is also shown by the green curve. (ε2zz)
⊥ has an
extra characteristic peak at ∼ 400 nm, denoted by P0.
tional role in determining the optical anisotropy of the system. As for C(⊥), the
chain is already oriented along the extraordinary tetragonal axis, so it shows
similar anisotropy to pure BTO where both n⊥xx and n
⊥
yy are equal. However,
the linear F−Ti−N chain in C(‖) is oriented along the y axis. This leads to
an extra degree of anisotropy, breaking the symmetry between the in-plane
components of the refractive index, as shown in Fig. 6.11b.
One might argue, however, that in C(‖), the F−Ti−N chain is only con-
ventionally oriented along the y axis. It could be equivalently oriented along
the x axis leading to a symmetry-equivalent configuration. Therefore, it might
be possible that both of the orientations coexist, leading back to the case of
xy isotropy. However, we will show later in Sec. 6.5 that the F−Ti−N chains
favour a configuration in which they are parallel to each other, and the coex-
istence of two perpendicular chains in two neighbouring 2× 2× 2 supercells is
energetically unfavourable.
At each value of strain in Fig. 6.11c, we show the refractive index (at
1000 nm) of the equilibrium configuration of BaTiO2.8F0.1N0.1 at that strain,
which we refer to as neq (see Fig. 6.6). The refractive index of pure BTO is
also shown in the figure for comparison. It can be noticed that neqyy and n
eq
zz
are almost symmetric around the 0% strain point, meaning that compressive
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Figure 6.11: The refractive index (at 1000 nm) of C(⊥) (a) and C(‖) (b) (rep-
resented by solid circles) as affected by epitaxial strain. Panel (c) shows the
refractive index of the lowest energy configuration at each value of strain, as
given by Fig. 6.6. The xx, yy and zz components of the refractive index are
represented by the red, green and blue curves, respectively. The refractive
index of pristine BTO is also shown for comparison (represented by the open
squares).
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and tensile substrates have almost the same effect on tuning the refractive
index of the material. neqyy shows also a sudden drop at 0% strain, this is
expected to be due to the transition from C(⊥) to C(‖) around this value of
strain. neqyy is expected to show a smoother variation if a higher resolution of
strains is considered. It is worth noting that the material shows almost no
birefringence at ∼ −1% strain at 1000 nm, but that this does not hold for
the entire dispersion, unlike the case of BTO at 0% strain, where it is truly
isotropic by symmetry.
The question immediately arises to what quantitative extent the co-substitution
of F and N in BTO thin films could affect its optical properties. For this pur-
pose, we list in Table 6.4 the percentage differences between the three compo-
nents of neq and nBTO at 1000 nm. Interestingly, at 0% strain the out-of-plane
component of the refractive index can be increased by ∼ 2.4% upon doping,
while the in-plane components are almost unchanged. For compressive strains,
nzz shows the greatest effect and can be raised by up to ∼ 4% at high com-
pression, whereas the other components are decreased by less than a percent
at moderate strains. On the other hand, tensile strains mostly affect nyy by
increasing its value by ∼ 4%, while the effect on the other components is minor.
These results indicate that doping BTO with F and N could be a promising
tool by which the refractive index of BTO can be dramatically changed along
particular crystallographic directions. The optical properties can be further
finely tuned by means of epitaxial strain. We can see that this anionic doping
appears to have a stronger effect on the optical properties of BTO than the
other means that have been discussed in Chapter 5, which include cationic
doping with Sr and epitaxial strain.
6.5 Most stable configuration
In Sec. 6.3.1, we have investigated the energetics of all the symmetry-inequivalent
configurations of the dopant species in bulk BaTiO2.8F0.1N0.1. The results sug-
gest that F and N are most favourably aligned in linear chains of F−Ti−N
bonds. Thus, we focused on this particular configuration in our investigations
in Sec. 6.4.1 and 6.4.2.
However, all the previous calculations have been performed on a supercell of
2×2×2 size. This obviously limits the number of possible configurations that
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Strain ∆nxx(%) ∆nyy(%) ∆nzz(%)
−4% 0.24 0.24 4.19
−3% −0.25 −0.25 3.90
−2% −0.62 −0.62 3.55
−1% −0.86 −0.86 3.16
0% −0.01 −0.01 2.40
1% 0.18 4.11 −0.28
2% 0.17 4.20 −0.15
3% 0.19 4.27 −0.03
4% 0.23 4.30 0.09
Table 6.4: The percentage difference in the refractive index ∆n (at 1000 nm)
between thin films of pristine BTO and the equilibrium structure of
BaTiO2.8F0.1N0.1 at each value of epitaxial strain.
could be investigated. Actually, the configurations that we have considered so
far (in the last two sections) correspond to an ordered cubic array of linear
chains of F−Ti−N that is infinitely repeated in space. It is more likely that in
a real material (even at 0 K), the configuration might differ from this idealized
picture.
In this section, we extend the size of the system allowing the investigation
of more possible configurations, and try to draw a conclusion about the global
energy minimum configuration. We shall also investigate how the optical prop-
erties might be affected.
The study is restricted, however, to the state of 0% strain4, and all the
configurations in this section are compared against C(⊥) depicted in Fig. 6.5a.
First, we consider seven distinct configurations (configurations a – f, de-
picted in Fig. 6.12) achieved by extending the system size along the y direction
(perpendicular to the alignment of the F−Ti−N chain), making the supercell
tetragonal of size 2× 4× 2. None of these configurations can be realised using
a 2× 2× 2 supercell.
4The reader is reminded that the term 0% strain here means that the in-plane lattice
parameters are fixed at those of pristine BTO, while the out-of-plane lattice parameter is
fully relaxed under the constraint that it is orthogonal to the [110] plane. All the ionic
degrees of freedom are fully relaxed.
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C(a) C(b)
C(c) C(d)
C(e) C(f)
C(g)
Figure 6.12: Seven symmetry-inequivalent atomic configurations of
BaTiO2.8F0.1N0.1 that are achieved by considering a 2× 4× 2 supercell.
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Configuration ∆E (eV)
C(a) −0.028
C(b) −0.016
C(c) −0.013
C(d) −0.003
C(e) −0.003
C(f) −0.001
C(g) 0.047
Table 6.5: The energy difference of BaTiO2.8F0.1N0.1 between the configura-
tions shown in Fig. 6.12 and C(⊥) shown in Fig. 6.5a at 0% strain. All configu-
rations are more energetically favourable, apart from C(g). Energies are given
per 2× 2× 2 supercell.
Obviously, the number of symmetry-inequivalent configurations that exist
in a 2 × 4 × 2 supercell is far more than we have considered. However, we
have excluded many configurations that are not expected to be energetically
favourable, restricting our investigations to configurations that involve the F
and N atoms forming a linear motif, leading to the presence of two linear
F−Ti−N chains in the supercell. The seven configurations that we have se-
lected differ only in the position and the alignment of the second chain, which
has been introduced by the extension of the supercell, relative to the first.
In configurations a – e, we investigate the effect of the “inversion” of the
second chain, where the F and the N atoms are put in opposite sites with
respect to the first chain. The position of the second chain is then varied
between the five symmetry-inequivalent possible positions in the supercell.
Table. 6.5 indicates that all these five configurations are more energetically
favourable than C(⊥) represented by a 2×2×2 supercell. Indeed, the fact that
F and N atoms prefer to have opposite sites in the two chains can be explained
within the same context that they favour a linear motif clustering. As pointed
out in Ref. [230], N and F atoms have one fewer and one extra valence electron,
respectively, compared to the O atom, so they behave in BaTiO2.8F0.1N0.1 like
an electron donor and acceptor, preferring to cluster together to lower the
energy.
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This also explains why the energies of the configurations C(a) to C(e) are
monotonically increasing with the nearest neighbour distance between the two
chains, which increases in ascending order from configuration (a) to configura-
tion (e)5, indicating that clustering of the chains is mostly favoured, lowering
the energy by ∼ 28 meV per 2× 2× 2 supercell.
C(f) differs from C(a) in that the second chain has the same orientation of
sites for F and N. As expected, this is less favourable than the opposite sites
case, but it still lowers the energy with respect to C(⊥), though the energy
difference is tiny (∼ 1 meV).
Finally, we consider the case in which the second chain is not parallel to
the first (C(g)). Our calculations show that this case is quite unfavourable and
raises the energy by about 47 meV (about two times kBT at room temper-
ature). This suggests that the chains favour being parallel to each other, as
pointed out briefly in Sec. 6.4.2.
In order to build a more comprehensive idea about the “global” minimum
energy configuration, we investigate another set of configurations constructed
by extending the 2 × 2 × 2 supercell along the z direction, i.e., along the
F−Ti−N chain, forming a 2× 2× 4 supercell. These are depicted in Fig. 6.13.
Similarly to the case of the 2× 4 × 2 supercell, these configurations differ
in the location and the alignment of the second chain of F−Ti−N atoms.
Thinking of this supercell as two 2 × 2 × 2 sub-cells placed on top of each
other, C(α) corresponds to the case where the second chain is placed in the
same sub-cell of the first chain, parallel and as close as possible to it. In
contrast, the other four configurations (configurations β – ξ) correspond to
the second chain being placed in the top sub-cell. The second chain is inverted
only in configurations α, β and ξ.
Table 6.6 indicates that the first four configurations show a similar trend in
the energy with respect to the position and the alignment of the second chain,
suggesting that the chains favour being in opposite alignment and as close to
each other as possible6. However, this trend is not followed by C(ξ), the energy
of which is higher by ∼ 0.35 eV than that of C(δ), suggesting that it is highly
unfavourable, despite the fact that the second chain is closer and inverted.
5C(a) and C(b) have the same nearest neighbour distance. However, the “coordination
number” of C(a) is 2, which is twice as that of C(b).
6In this sense, the distance is measured between the two centering Ti atoms of the two
chains.
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Configuration ∆E (eV)
C(α) 0.014
C(β) 0.039
C(γ) 0.044
C(δ) 0.068
C(ξ) 0.422
Table 6.6: The energy difference of BaTiO2.8F0.1N0.1 between the configura-
tions shown in Fig. 6.13 and C(⊥) shown in Fig. 6.5a at 0% strain. All con-
figurations are less energetically favourable than C(⊥). Energies are given per
2× 2× 2 supercell.
This can be attributed to the formation of new N−Ti−N and F−Ti−F linear
bonds in C(ξ) that are energetically unfavourable.
On the other hand, Table 6.6 shows that all of these configurations are
energetically less favourable than C(⊥). This can be explained by noticing that
configurations α – δ involve breaking a F−Ti−N motif and replacing it with
N−Ti−O and O−Ti−F chains.
The above investigations of the configurations of the 2×4×2 and 2×2×4
supercells result in the conclusion that it is likely in a real single crystal material
at 0 K that the dopant atoms of F and N in BTO favour the formation of long
linear chains of F−Ti−N−Ti− · · · , and that these chains prefer to cluster with
each other, with adjacent chains adopting opposite sites for F and N.
This picture might differ, however, at higher temperatures, where it is
important to consider the configurational entropy to draw conclusions about
the most stable configuration. In addition, at sufficiently high temperatures it
may be possible that the system hops between one configuration and another,
crossing the energy barrier between the two. These ideas, however, are beyond
the scope of this work and are kept for future investigations.
6.5.1 Electronic and optical properties
Tables 6.5 and 6.6 show that the energy differences between the configurations
of the 2× 4× 2 and 2× 2× 4 supercells are generally quite small. It is worth
questioning, however, whether refractive index discrepancies are also small.
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Figure 6.14: The zz component of the refractive indices of configurations a –
e (a) and configurations α – ξ (b) referred to in the main text. C(⊥) of the
2 × 2 × 2 supercell is represented by the dashed black line in the two panels
for reference.
So, we calculate the refractive indices of configurations a – e (Fig. 6.14a) and
configurations α – ξ (Fig. 6.14b), and compare them to the refractive index of
C(⊥) of the 2× 2× 2 supercell.
In view of the discussion in Sec. 6.4.2, one would not expect the refrac-
tive indices to show a lot of difference between these configurations. In fact,
our calculations indicate that the xx and yy components of the refractive in-
dex are almost identical for all configurations (figures not shown). However,
Fig. 6.14 indicates that the zz component shows some discrepancy compared
to the reference configuration. This discrepancy is mostly pronounced around
the characteristic peak that is discussed in Sec. 6.4.2 (indicated by the black
arrow in Fig. 6.9). This can be linked to the nature of the optical transitions
near the Fermi level and to the changes in the band gaps of these different
configurations, where closing the band gap generally results in a red-shift in
the peak. The corresponding values of Eg are tabulated in Table 6.7.
In particular, nzz of the minimum energy configuration (C
(a)) shows a clear
deviation from n⊥zz (dashed black line in Fig. 6.14) throughout the whole spec-
trum, which is not very surprising as the corresponding bandgap shows a
considerable decrease with respect to E⊥g . The deviation reaches a maximum
increase of ∼ 2% with respect to n⊥zz at ∼ 850 nm. Compared with pure BTO,
it shows an increase of ∼ 4% at 1000 nm, which is noticeably more than the
∼ 2.4% that n⊥zz shows (discussed earlier in Sec. 6.4.2). These results high-
light the fact that relatively large changes in refractive index can be achieved
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Configuration Eg ∆Eg Configuration Eg ∆Eg
C(a) 1.50 −0.89 C(α) 1.69 −0.70
C(b) 1.76 −0.63 C(β) 1.62 −0.77
C(c) 1.79 −0.60 C(γ) 1.81 −0.58
C(d) 1.80 −0.59 C(δ) 1.80 −0.59
C(e) 1.82 −0.57 C(ξ) 1.63 −0.76
C(⊥) 1.79 −0.6
BTO 2.39 0.00
Table 6.7: The direct energy gaps (at Γ) of the different configurations of
BaTiO2.8F0.1N0.1 at 0% strain depicted in Figs. 6.12 and 6.13. The corre-
sponding bandgaps of C(⊥) and cubic BTO at 0% strain are given in the last
two rows for comparison. ∆Eg is the difference in the bandgap with respect
to BTO. All energies are given in units of eV.
upon doping, and that these changes are sensitive to the detailed atomic ar-
rangement of the dopants. The consideration of further stable configurations
in larger supercells might show further enhancements, but is beyond the scope
of this study.
6.5.2 Refractive index averaging
Tables 6.5 and 6.6 show that the energy differences between some of the con-
figurations studied above are quite small. Thus, one can argue that it might be
possible for two or more different configurations to simultaneously exist when
the material is synthesized. If this is the case, the effective refractive index of
the material could be roughly predicted as the average of the refractive indices
of the individual configurations. This idea of averaging over different config-
urations is quite common in predicting the properties of disordered systems
(e.g., see Ref. [233]).
The aim of the calculations in this section is two fold. First, to study the
idea of refractive index averaging, and second, to investigate the possibility of
simplifying calculations of the refractive index of large systems.
As illustrated in Fig. 6.15, one can think of the 2× 4× 2 supercell of C(a)
as being composed of two 2 × 2 × 2 adjacent sub-cells, one corresponding to
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Figure 6.15: An illustrative figure addressing the possibility of reproducing the
refractive index of the system on the left by averaging the refractive indices of
the “sub-systems” on the right.
pure BTO, and the other corresponding to a doubly concentrated doping of F
and N in BTO (which we will refer to by the superscript (dc)).
Each sub-cell is then treated individually and its corresponding refractive
index is calculated. The refractive indices of the three systems depicted in
Fig. 6.15 are shown in Fig. 6.16. In addition, we show also in the same figure
the average of nBTO and ndc, which we denote n¯. As for the xx and the yy
components, the refractive indices of all systems are already very close to each
other, so, it is trivial to have a good agreement between n¯ and the refractive
index of C(a) (which we denote nca). However, despite the large discrepancy
between the zz components of the indices, one can notice, surprisingly per-
haps, that the average refractive index of the two sub-cells reproduces, to a
reasonable extent7, the refractive index of the “parent” supercell of C(a).
This result suggests that it might be possible to predict, to a good approx-
imation, the “effective” refractive index of a doped BTO system consisting of
distinct co-existing configurations by averaging the refractive indices of each
7Quantitatively, the root mean square of the differences between nca and n¯, within the
considered range of wavelengths, is less than 0.02.
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Figure 6.16: The three components of the refractive indices of the systems
shown in Fig. 6.15. The averaged refractive index of C(dc) and pristine BTO,
which we denote as n¯, is represented by the dashed line.
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individual configuration. Furthermore, this can help in saving a lot of com-
putational time, as calculating the optical properties of the individual sub-
systems is much computationally cheaper than doing the same calculations for
the bigger parent system.
We shall show in the next section how this idea might be utilized to predict
the refractive index of more dilute concentrations of the dopant atoms.
6.6 Properties of bulk BaTiO2.92F0.04N0.04
We have considered so far the structural, electronic and optical properties of
bulk and thin-film BaTiO2.8F0.1N0.1. Our investigations of BST solid solutions
in Chapter 5 indicate that the concentration of the dopant atoms can play
a major role in tuning the refractive index of the material. Thus, we shall
consider in this chapter the effect on the optical properties of the concentration
of F and N in BTO.
As pointed out earlier, the virtual crystal approximation is not expected
to work well in reproducing the properties of anion doped BTO, as the atomic
configuration has a considerable effect on the optical properties (see Fig. 6.2).
This limits the range of concentrations that we consider, since the simulation
of dilute concentrations is computationally expensive. On the other hand, we
do not consider higher concentrations of the dopant atoms as we are not aware
whether this is experimentally achievable.
Thus, we shall restrict our study in this chapter to a single concentration
of BaTiO2.92F0.04N0.04 (∼ 1.3% of each of F and N), to develop a general
idea of how the concentration of dopants affects the optical properties. This
concentration is approximately8 achieved by substituting two O atoms by F
and N in a 135-atom 3× 3× 3 supercell of BTO.
The bulk, fully relaxed9 system is considered throughout this section. In a
3× 3× 3 rhombohedral supercell of BTO, there exist a total of 81× 80 = 6480
8Once again, a 3×3×3 supercell of BTO with two O atoms substituted by F and N gives
slightly lower concentrations of F and N than the formula BaTiO2.92F0.04N0.04 describes (it
actually gives a concentration of 1/81 ≈ 1.2%), but we shall refer to it as such for the sake
of simplicity.
9The force tolerance is made less strict for the calculations in this section; the force on
each atom is guaranteed to be less than 7.5 meV/A˚, which still about an order of magnitude
better than the tolerance used in Ref. [230]. Total energies (per atom) are converged to a
tolerance of ∼ 0.1 µeV.
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Concentration ∆V (%) ∆a (%) ∆c (%)
BaTiO2.8F0.1N0.1 0.62 −0.64 1.92
BaTiO2.92F0.04N0.04 0.18 −0.26 0.73
Table 6.8: The changes in the volume and the lattice constants of pure BTO
(in percent) due to doping of F and N at two different concentrations.
possible ways to occupy two vacant O sites with F and N atoms. However,
only 11 among them are symmetry inequivalent. Our calculations show that
in this dilute concentration, the N and F atoms prefer to cluster to each other
forming a linear motif of F−Ti−N, as in the case of BaTiO2.8F0.1N0.1. The sec-
ond energetically favourable configuration is higher in energy by ∼ 0.28 eV per
3×3×3 supercell (or equivalently, ∼ 0.08 eV per 40-atom supercell). This in-
dicates that the energies of the different configurations are much closer to each
other than are those of BaTiO2.8F0.1N0.1 (Table 6.2). All the investigations
below, however, are restricted to the lowest energy configuration.
Smaller changes in the structure of pure BTO due to doping are observed
when the doping concentration is lowered, as might be expected. The changes
in the volume and the lattice parameters are alluded to in Table 6.8.
We compare in Fig. 6.17 the refractive indices of bulk BaTiO2.92F0.04N0.04,
BaTiO2.8F0.1N0.1 (C
(1)), and pure BTO. Similar to the structural parameters,
the refractive index of BTO is also less affected when the doping is diluted.
This could be a direct consequence of the smaller change in the direct band gap
with respect to BTO. The direct gap of BaTiO2.92F0.04N0.04 is 1.89 eV, which is
lower by ∼ 0.5 eV than the gap of BTO, whereas the gap of BaTiO2.8F0.1N0.1
is lower by ∼ 0.7 eV (see Table 6.3).
It can also be seen that the anomalous peak in the zz component of the
refractive index present at ∼ 600 nm in the more highly concentrated sys-
tem has almost disappeared in the less highly concentrated system. Actu-
ally, the zz component of the imaginary part of the dielectric function of
BaTiO2.92F0.04N0.04 no longer shows a feature around the corresponding wave-
length. This suggests that the change in the colour of BTO does not occur
at low doping concentration, but rather when a critical concentration of the
dopant atoms is reached.
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Figure 6.17: Effect of the concentration of F and N on the xx (a) and zz (b)
components of the refractive index. C(l) refers to the system of low dopant
concentrations of BaTiO2.92F0.04N0.04. The weighted average of refractive index
of C(1) and BTO is represented by the dashed line.
We conclude this section by revisiting the idea of the average refractive
index discussed in the previous section. The supercell of BaTiO2.92F0.04N0.04
can be thought of as consisting of a 2×2×2 sub-cell of BaTiO2.8F0.1N0.1 (C(1)),
plus 19 5-atom unit cells of pure BTO. Our conjecture is that the refractive
index of BaTiO2.92F0.04N0.04 can be reproduced by averaging
10 the refractive
indices of BaTiO2.8F0.1N0.1 and pure BTO.
Fig. 6.17 shows that the weighted average of pristine BTO and BaTiO2.8F0.1N0.1
gives a very good approximation to the index of BaTiO2.92F0.04N0.04. This, on
the one hand, supports the idea of averaging the refractive index, and, on the
other hand, suggests a general behaviour of the refractive index of doped BTO,
that it varies almost linearly with the concentration of the dopant atoms, fol-
lowing a Vegard-like law. However, a firm conclusion about this cannot be
drawn yet, and calculations of some intermediate concentrations would be re-
quired to support the suggested behaviour. This is left, however, for future
work.
6.7 Summary
In this chapter we have investigated the effect of co-substitution of F and N in
BTO on the structural, electronic and optical properties. Bulk BaTiO2.8F0.1N0.1
10The average is weighted by the corresponding size of each sub-system. Namely,
BaTiO2.8F0.1N0.1 and pure BTO are given weights of 8/27 and 19/27, respectively.
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was considered first, with different symmetry-inequivalent atomic configura-
tions of the dopant atoms. It was shown that F and N doping breaks the
rhombohedral symmetry of BTO and slightly increases the volume of the sys-
tem. The energetics of different configurations showed that F and N atoms
favour the formation of a linear motif of F−Ti−N, and that the other pos-
sible configurations are higher in energy by at least ∼ 0.5 eV per 2 × 2 × 2
supercell. The energy differences between the different configurations were
attributed mainly to the atomic ordering itself, rather than to the structural
changes induced by each individual configuration.
In contrast with the BST system, the refractive index of bulk BaTiO2.8F0.1N0.1
shows a significant dependence on the atomic configuration of the dopant
atoms, suggesting that the virtual crystal approximation is not reliable to
study this particular disorder. It was shown that the discrepancies in the re-
fractive index between different atomic configurations can be attributed to the
relative alignment of the Ti−F and the Ti−N bonds in the system, rather than
the relative sites of these bonds in the supercell.
As compared to pristine bulk BTO, the co-substitution of F and N has
the general effect of increasing its refractive index. This is attributed to the
closing of the band gap of the material due to the presence of the N 2p levels
on top of the O 2p valence states in the doped material.
Next, we considered BaTiO2.8F0.1N0.1 in thin film form by investigating
the effect of biaxial strain on the material. We restricted the investigations to
the minimum energy configuration which has a linear F−Ti−N motif in the
supercell. We showed that for compressive strains the motif favours alignment
along the out-of-plane direction, whereas in-plane alignment is favoured for
tensile strains, with the transition between the two occurring approximately
at 0.5% strain. This is linked to the tetragonality of the system that is induced
and controlled by strain; we showed that the motif prefers to be aligned along
the longest available lattice direction.
We have shown that the refractive index of thin film BaTiO2.8F0.1N0.1 ex-
hibits a considerable anisotropy. Namely, the component along the Ti−N bond
has a pronouncedly higher value than the other components. This is attributed
to the covalent character of this bond that gives it greater polarizability com-
pared to Ti−O and Ti−F bonds, leading to the increase in the dielectric func-
tion and the refractive index. Compared to pure BTO, we showed that thin
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film BaTiO2.8F0.1N0.1 displays an increase in the refractive index of ∼ 2.40% at
0% strain, which can be increased further to ∼ 4% by means of strain. This is
larger than the effect of Sr alloying in thin film BST, hence suggesting another
promising means of tuning the refractive index of BTO.
Furthermore, we investigated more dopant configurations that are only ac-
cessible by increasing the supercell size. Restricting the study to the unstrained
state, we considered 12 configurations obtained by considering supercells of
sizes 2 × 4 × 2 and 2 × 2 × 4. The results indicated that it is highly likely
that the most energetically favourable configuration involves the presence of
long linear chains of F−Ti−N−Ti− · · · parallel to each other and clustering
together with opposite sites of F and N in the neighbouring chains. As for
the optical properties, the minimum energy configuration, among the ones we
investigated, showed the greatest difference compared to BTO, suggesting that
the real material indeed has a substantially modified refractive index compared
to pure BTO.
We then studied the idea of refractive index averaging, where we showed
that the refractive index of a large “parent” supercell may be obtained, to a
reasonable approximation, by averaging over the refractive indices of the “con-
stituent” sub-systems. This suggested, on the one hand, a less computationally
expensive means to calculate the optical properties of large systems, and on the
other hand, a reasonable approximation to the refractive index of a disordered
material that involves coexistence of different atomic configurations.
Finally, we investigated the effect of the dopant concentration by consider-
ing bulk BaTiO2.92F0.04N0.04. As in the higher concentration case, we showed
that the N and the F atoms like to cluster with each other to form a linear mo-
tif of F−Ti−N. As might be expected, we found that the structural, electronic
and optical properties are less different to those of pure BTO when the con-
centration is lowered. The results also indicated that BTO may only undergo
a colour change when the doping concentration reaches a critical value.
We found that the idea of the refractive index averaging can be used to
predict the refractive index of bulk BaTiO2.92F0.04N0.04, to a very good ap-
proximation. This might suggest a linear behaviour of the refractive index
of BaTiO3−2xFxNx with the concentration of F and N atoms, allowing the
prediction of the refractive index at more dilute concentrations.
Chapter 7
Conclusions
In the present work, we have comprehensively investigated, from first princi-
ples, the effects of structural perturbations such as epitaxial strain, alloying,
ferroelectric distortions, anionic substitutions and atomic ordering, on the elec-
tronic and optical properties of BTO, STO and BST solid solutions.
We began this thesis with a description of the experimental technique,
spectroscopic ellipsometry (SE), which is the most widely used method in
characterizing the optical properties of thin solid films. We focused in our
description on the limitations of this technique. We showed that obtaining
an excellent fit to the measured data does not necessarily imply a reliability
in the predicted structural and optical models of the film and, therefore, in
the calculated optical spectra. We explicitly calculated the refractive index of
a Ba0.5Sr0.5TiO3 film deposited on an MgO substrate by fitting the raw SE
measurements, adopting different models for the film structure. We showed
that, although an excellent fit is obtained for all the considered models, con-
siderable discrepancies in the calculated refractive indices are observed, with
non-physical behaviour of the refractive index of the film in some cases. These
limitations in the SE method motivate the calculations of the optical properties
of BST films from first principles.
Since the simulation of real thin films is computationally intractable, due to
the need for a very large simulation cell, thin films under epitaxial mismatch
strain due to growth on a substrate were mimicked by considering the bulk
material subject to an in-plane biaxial strain that corresponds to the strain
induced by the substrate. Furthermore, the alloying of Ba and Sr in BST has
been simulated using the virtual crystal approximation, the accuracy of which
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was tested against the supercell approach. A very good reproduction of the
lattice constants, energy gaps and optical properties has been obtained.
We started by investigating strain-induced changes in the energy gaps of
BTO and STO, since these changes are believed to have a strong impact on the
optical properties. The DFT-LDA gaps were adopted in this thesis. In spite of
the fact that DFT underestimates the true quasiparticle bandgap of insulators
and semiconductors, we expect the trends of the gaps with respect to strain and
other structural perturbations to be robust. We showed that the direct and the
indirect gaps of both BTO and STO exhibit interesting features as a function
of epitaxial strain; moderate strains were shown to decrease the gaps of these
systems, whereas high strains were shown to increase the gaps. Quantitatively,
high strains of ±4% induced an increase in the gaps of BTO and STO by up
to ∼ 0.8 and ∼ 0.6 eV, respectively. We explained these features in terms of
strain-induced changes in the magnitude and the direction of the spontaneous
polarization of the material. For high strains, the increase in the gaps of both
BTO and STO was attributed to the increase in the ferroelectric polarization
that is induced by strain. On the other hand, the decrease in the gap of BTO
at lower strain magnitudes is correlated with a homogeneous rotation of the
polarization vector from the [001] to the [110] direction as strain is varied from
the compressive to the tensile regimes, while in the case of STO, the decrease
is linked to a complete inhibition of ferroelectricity within the corresponding
range of strain.
We also introduced a vector generalisation of the space condition previously
applied to polarization in BTO and STO. The vectorial space condition states
that the component of the polarization along [100], [010] or [001] in BTO, STO
and their solid solutions is zero unless the lattice parameter along the same
axis is larger than a system-dependent critical value.
In STO, we found that in the absence of the ferroelectric distortions, the gap
decreases at higher rate as a function of tensile strain than compressive strain.
We successfully accounted for this behaviour by disentangling the effects of
the strain-induced changes in the volume and the tetragonality of the system,
where we found that both effects cooperate in decreasing the gap for tensile
strains, while they oppose each other for compressive strains. This analysis is
also expected to hold for BST at an arbitrary Sr content.
The effect of Sr content in BST was also investigated, where a critical
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Sr content was observed, below which the gap increases with increasing Sr
concentration, and above which the opposite trend is observed. This trend
was correlated with the space condition discussed above.
We then investigated in Chapter 5 the effects of strain, alloying, and atomic
configuration on the refractive indices of BTO, STO and BST. The refractive
indices of BTO and STO were also shown to exhibit interesting features as a
function of strain. It was found that these features correlate with the features
that are observed in the optical gaps of these systems as a function of strain.
We found that strain-induced enhancement of ferroelectricity of the system has
a major effect in lowering the refractive index: strains up to ±4% can lower the
refractive index of these materials by ∼ 8%, and can induce birefringence of up
to ∼ 0.14, which indicates that strain is a very promising means by which the
refractive index of these materials may be tuned. On the other hand, a much
smaller effect on the refractive index is observed when the ferroelectricity of
the material is inhibited.
In comparison to strain, increasing the Sr content in BST from 0% to 100%
was shown to lower the refractive index of BTO by the same amount as strains
of ∼ 2%, while the configurational ordering of the Ba and Sr ions in BST was
shown to be irrelevant for the refractive index of the material in the visible
and the near infrared range.
Finally, we investigated in Chapter 6 another means by which the refrac-
tive index of BTO may be tuned; namely, the co-substitution of fluorine and
nitrogen. Unlike the case of alloying with Sr, the refractive index of the anionic
codoped BTO was found to show significant dependence on the ordering of the
dopant atoms, leading to the inapplicability of the VCA approach. Detailed
investigations of the energetics of different orderings using different supercell
sizes have suggested that the F and N atoms cluster to form linear motifs of
F−Ti−N chains. These chains in turn were found to align and cluster, with
the F and N atoms occupying opposite sites in the neighbouring chains.
It was observed that the refractive index of codoped BTO exhibits a large
increase in the component along the F−Ti−N chain, whereas the other two
components show only a negligible difference compared to pure BTO.
We also investigated the effect of epitaxial strain on the refractive indices of
codoped BTO. It was found that strain affects the refractive index primarily
because it changes the thermodynamically stable orientation of the F-Ti-N
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chains, which prefer to be aligned with the largest lattice parameter. For
compressive strains the largest lattice parameter is out-of-plane, whereas for
tensile strains it is in-plane. As a result, the out-of-plane component of the
refractive index of codoped BTO shows an increase of between ∼ 2.4% and ∼
4.2% with respect to pure BTO when the system is compressively strained
from 0% up to -4%, while the other two components show only a negligible
change. For tensile strains, however, the in-plane component that is along the
F−Ti−N chain shows an almost constant increase of ∼ 4% with respect to the
corresponding component of pure BTO, while the other two components show
only a small change.
Although strain and Sr alloying generally lower the refractive index of
BTO (except at low Sr content up to ∼ 15%), doping with F and N generally
increases one component of the refractive index of BTO, keeping the other
two almost unchanged. On top of doping, epitaxial strain can also serve as an
additional effect to further tune the refractive index of doped BTO.
We have also investigated the effect of the doping concentration. The effect
of doping on the refractive index of BTO was found to increase with the dopant
concentration.
We have also studied the idea of “refractive index averaging”, where the
refractive index of lightly doped BTO could be approximated, to a very good
extent, by averaging the refractive indices of pure BTO and doped BTO at high
concentrations. This idea suggests that the variations of the refractive index of
doped BTO exhibit a linear trend with the concentration of the dopant atoms,
thus allowing the estimation of the optical spectra for more dilute systems.
7.1 Future work
The present investigations of the optical properties of BST thin films have
been performed by considering bulk materials, while the effect of the substrate
is mimicked by introducing biaxial strain. Although this approximation allows
one to investigate the effect of epitaxial strain on the electronic and optical
properties, other factors that could have a major influence are neglected. These
include surface effects, dislocations, grain boundaries, point defects and strain
gradients.
The investigations of these effects makes it necessary to consider larger su-
7.1. FUTURE WORK 209
percells, that could make the conventional density functional theory approach
impractical. Alternative approaches might involve the use of linear scaling
DFT methods [127], in which the computational time scales linearly with the
system size (as compared with the cubic scaling of conventional DFT). Al-
ternatively, atomistic simulations can be a promising approach, in which the
electronic effects are described by a force field, usually fitted against first prin-
ciples results to reproduce the forces, stresses and energies [234]. The virtue of
these simulations is that one can consider extremely large systems (composed
of tens of thousands of atoms), but losing the information about the electrons
in the system could make the investigations of the optical properties tricky.
In our investigations throughout this thesis, we considered conventional
DFT with the local density approximation for the calculations of the electronic
and optical properties of BST. Due to the well-known band gap problem in the
DFT approach, the absolute values of the calculated quantities (namely, the
band gaps and the refractive indices) are subject to a systematic quantitative
error. Although we expect that the trends of these quantities are reliable, the
use of more accurate methods (such as GW calculations [191,192]) to calculate
the bandgap and other excitation properties could be useful.
The investigations of strain effects have only considered one type of strain,
i.e., biaxial strain applied to the (110) plane, which is consistent with the
epitaxial strain that is experienced by films grown along the [001] direction on
a mismatched substrate. Other growth directions can induce biaxial strain on
different crystallographic planes, the effects of which, to our knowledge, are
not known yet.
We have restricted our investigations to the high temperature phase of
STO, neglecting the effects of the antiferrodistortive modes. A comprehensive
study of these effects on the optical properties of BST films would be a key
avenue of further work.
Finally, the promising results that have been obtained for the BaTiO3−2xFxNx
system suggest investigations of the effects of other types of anionic and cationic
dopants on tuning the electronic and optical properties of BTO.
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Appendix A
Experimental methods
In this appendix we give a brief review of two experimental techniques that are
used for the characterization of the optical properties of thin films. Namely,
the Abele´s method and the prism coupling method.
A.1 Abele´s method
The Abele´s method [235, 236] is one of the simplest methods for determining
the refractive indices of thin films. This method is based on the concept of
the Brewster angle [105, p. 45]. When a light beam travels in a medium of
refractive index n0 and is incident on a surface of another medium of refractive
index n1, both the reflected and the transmitted beams generally have all
the possible components of the electric field that the incoming light initially
contains. At a certain angle of incidence, the reflected light becomes linearly
polarized and contains only the electric field component that is perpendicular
to the plane of incidence. This particular angle is called the Brewster angle
and it occurs when the transmitted and the reflected beams are at right angles.
The Brewster angle is a property of the two media, that is, it only depends on
the refractive indices of the two media.
Considering the special case of linearly polarized incoming light with the
electric field vector parallel to the plane of incidence, then at the Brewster
angle all the light will be perfectly transmitted and nothing will be reflected.
This simple concept can be applied to the air/film/substrate system (see
Fig 2.3) to determine the film refractive index. The trick is that when the
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incoming light has a parallel polarization state, and if it is incident at the
Brewster angle of the air/film interface, then the reflected light from the system
will have the same reflectance whether or not the film is deposited on the
substrate. So by comparing the “brightness” of the reflected light from a
bare substrate and from one coated by the film as a function of the angle
of incidence, one can find the Brewster angle as the angle at which the two
intensities are equal.
This technique has a number of known limitations. For instance, it is lim-
ited to transparent films and substrates (i.e., non-absorbent with real refractive
index). In addition, it does not depend on the thickness of the film and is not
sensitive to the refractive index of the substrate. A number of improvements
have been developed, however, to improve its accuracy [236].
A.2 Prism coupling technique
The prism coupling (PC) technique [237–239] was first adopted in the early
1970s. It is an indirect method and can be used to determine both the refractive
index of the film and its thickness.
The theory behind this method is more complicated than that of the Abele´s
method. The main idea is to use a prism to couple an incident laser beam to a
thin film of material that acts as a planar waveguide for the light, at particular
values for the incident angle.
Practically, the film is first clamped into the base of the prism allowing
a narrow air gap between them (so this method requires a physical contact
applied to the film). A laser beam is then incident on the base of the prism.
Normally, the laser beam would be totally reflected back from the prism base
(since the refractive index of the prism is greater than that of the air) exiting
the prism where it can be detected by a photo detector. At certain special
values of the incident angle, however, the laser beam can “tunnel” through
the air gap and into the film, and propagate through the film that acts as an
optical waveguide. As a consequence, the intensity of the reflected light will
strongly drop, and hence the characteristic angle of incidence can be identified.
This coupling occurs under the fulfilment of the condition that the phase
velocity of the laser beam through the prism in the direction parallel to its base
(parallel to the film), which we will call the x-direction, is equal to the phase
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velocity of the propagation mode through the waveguide (the film). Generally,
the film has many waveguide modes. The excitation of these modes can be
achieved by varying the phase velocity of the laser beam in the x direction in
order to successively match the phase velocities of the corresponding modes,
fulfilling the condition above mentioned. This is achieved in practice by simply
varying the angle of incidence.
The refractive index of the film and its thickness are obtained as follows.
First, the propagation constant (a constant describing how the amplitude and
the phase of the wave changes as it travels through the medium) of a specific
coupling mode can be readily found experimentally (relative to the propagation
constant of free space) from knowledge of the refractive index of the prism and
the corresponding angle of incidence at which the mode is excited. On the other
hand, this relative propagation constant can be calculated theoretically from
the waveguide dispersion equation. This equation involves a set of constants
that are either known or can be measured independently, such as the refractive
index of the substrate and the polarization state of the laser beam. Along with
these constants, it also involves two more parameters that correspond to the
refractive index of the film and its thickness. These two parameters can then
be calculated so that both the theoretical and the experimental propagation
constants match. It is therefore necessary to excite at least two modes in order
to find both the refractive index and the thickness of the film. Usually, more
than two independent measurements are involved in the calculations of these
two desired quantities in order to increase the accuracy of and confidence in
the results.
From the description above, it is clear that the refractive index of the film is
calculated at a single light frequency, which is the frequency of the monochro-
matic laser beam. One way of calculating the dispersion of the refractive index
of the film at a range of frequencies is to repeat the measurements for two or
more laser beams of different wavelengths. Such multiple measurements can
then be used to fit a continuous dispersion [240].
As mentioned above, this technique is based on the fact that the film is
used as a waveguide. This requires that the index of the film is higher than
that of its adjacent layers (the substrate below and the air gap above) in order
to allow total internal reflection of the light propagating through the film.
It has been shown, however, that this technique can also be extended to a
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non-waveguiding case where the index of the substrate is higher than the film
index [241].
The prism coupling method is limited to films of thickness no less than
∼ 100− 200 nm [240], below which the refractive index cannot be calculated.
This is because the number of waveguide modes of the film depends on its
thickness. If the thickness is below a certain threshold then no modes can be
supported. If only one mode is supported, then either the refractive index or
the thickness of the film can be calculated provided that the other is known
from other sources.
One of the disadvantages of the prism coupling method is that it involves
contact between the film and the prism, so in certain situations it can be
destructive.
The accuracy of this technique is reported to be very high, however. The
Metricon company [240] reports that with the manufactured Model (2010/M),
the refractive index can be calculated with an absolute accuracy down to
± 0.0001.
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