Introduction
The stability problem of equations originated from a question of Ulam 1 concerning the stability of group homomorphisms.
We are given a group G 1 and a metric group G 2 with metric ρ ·, · . Given > 0, does there exist a number δ > 0 such that if f : G 1 → G 2 satisfies ρ f xy , f x f y < δ for all x, y ∈ G 1 , then a homomorphism h : G 1 → G 2 exists with ρ f x , h x < for all x ∈ G 1 ?
In 1941, Hyers 2 considered the case of approximately additive mappings between Banach spaces and proved the following result.
Suppose that E 1 and E 2 are Banach spaces and f : E 1 → E 2 satisfies the following condition: if there is a number ≥ 0 such that
for all x, y ∈ E 1 , then the limit h x lim n → ∞ f 2 n x /2 n exists for all x ∈ E 1 and there exists a unique additive mapping h : E 1 → E 2 such that f x − h x ≤ .
1.2
Moreover, if f tx is continuous in t ∈ R for each x ∈ E 1 , then the mapping h is R-linear.
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The method which was provided by Hyers, and which produces the additive mapping h, is called a direct method. This method is the most important and most powerful tool for studying the stability of various functional equations. Hyers' theorem was generalized by Aoki 3 and Bourgin 4 for additive mappings by considering an unbounded Cauchy difference. In 1978, Rassias 5 also provided a generalization of Hyers' theorem for linear mappings which allows the Cauchy difference to be unbounded. Let E 1 and E 2 be two Banach spaces and let f : E 1 → E 2 be a mapping such that f tx is continuous in t ∈ R for each fixed x. Assume that there exist > 0 and 0 ≤ p < 1 such that
Then, there exists a unique R-linear mapping T :
for all x ∈ E 1 . A generalized result of Rassias' theorem was obtained by Gȃvruţa in 6 and Jung in 7 . In 1990, Rassias 8 during the 27th International Symposium on Functional Equations asked the question whether such a theorem can also be proved for p ≥ 1. In 1991, Gajda 9 , following the same approach as in 5 , gave an affirmative solution to this question for p > 1. It was shown by Gajda 9 , as well as by Rassias andŠemrl 10 , that one cannot prove a Rassias' type theorem when p 1. The counterexamples of Gajda 9 , as well as of Rassias andŠemrl 10 , have stimulated several mathematicians to invent new approximately additive or approximately linear mappings.
We recall some basic facts concerning quasinormed spaces and some preliminary results. Let X be a real linear space. A quasinorm is a real-valued function on X satisfying the following: 1 x ≥ 0 for all x ∈ X and x 0 if and only if x 0.
2 λx |λ| x for all λ ∈ R and all x ∈ X.
3 There is a constant M ≥ 1 such that x y ≤ M x y for all x, y ∈ X.
The pair X, · is called a quasinormed space if · is a quasinorm on X 11, 12 . The smallest possible M is called the modulus of concavity of · . A quasi-Banach space is a complete quasinormed space.
A quasinorm · is called a p-norm 0 < p ≤ 1 if
for all x, y ∈ X. In this case, a quasi-Banach space is called a p-Banach space. Given a p-norm, the formula d x, y : x − y p gives us a translation invariant metric on X. By the Aoki-Rolewicz theorem 12 , each quasinorm is equivalent to some p-norm see also 11 . Since it is much easier to work with p-norms, henceforth, we restrict our attention mainly to p-norms. We observe that if x 1 , x 2 , . . . , x n are nonnegative real numbers, then
for all x, y ∈ X. Putting u n 1 x 2y and v −2x n − 1 y in 2.3 , we get by oddness of f,
The proof of the converse is trivial.
From now on, assume that X is a quasinormed space with quasinorm · and that Y is a p-Banach space with p-norm · . Let M be the modulus of concavity of · in Y .
Before taking up the main subject, given a mapping f : X → Y , we define the difference operator Df :
for all x, y, z ∈ X and for any fixed nonzero integer n.
Theorem 2.2. Suppose that a mapping f : X → Y with f 0 0 satisfies the functional inequality
for all x, y, z ∈ X and the perturbing function ϕ : X 3 → R satisfies Φ x, y, z :
for all x, y, z ∈ X. Then, there exists a unique additive mapping h :
Proof. Replacing z by −x − y in 2.6 , we obtain
Abstract and Applied Analysis 5 for all x, y ∈ X. Letting x n − 3 x/ n 2 3 and y n 3 x/ n 2 3 in 2.9 , we get
for all x ∈ X. Putting x − n 1 z/2 and y n − 1 z/2 in 2.6 , we have
for all z ∈ X. Replacing z by 4x/ n 2 3 in 2.11 , we obtain
for all x ∈ X. It follows from 2.10 and 2.12 that
for all x ∈ X. If we replace x by nx in 2.13 , then we get that
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It follows from 2.14 that
for all nonnegative integers m and l with m > l ≥ 0 and x ∈ X. Since the right-hand side of 2.15 tends to zero as l → ∞, by the convergence of the series 2.7 , we obtain that the sequence {f 2 m x /2 m } is Cauchy for all x ∈ X. Because of the fact that Y is complete, it follows that the sequence {f 2 m x /2 m } converges in Y . Therefore, we can define a mapping
Moreover, letting l 0 and taking m → ∞ in 2.15 , we get
for all x ∈ X. It follows from 2.6 and 2.7 that
for all x, y, z ∈ X. So the mapping h is additive.
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Next, let h : X → Y be another additive mapping satisfying 2.8 . Then, we have
for all k ∈ N and all x ∈ X. Taking the limit as k → ∞, we conclude that for all x, y, z ∈ X, then there exists a unique additive mapping h :
for all x ∈ X, where r for all x, y, z ∈ X, then there exists a unique additive mapping h : X → Y such that for all x, y, z ∈ X, and the perturbing function ϕ :
for all x ∈ X.
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Proof. We note that f 0 0 since ϕ 0, 0, 0 0 by the convergence of 2.26 . Now, if we replace x by x/2 in 2.14 ,
2.28
for all x ∈ X. Then, it follows from the last inequality that 
