The minimum intersymbol interference (min-ISI] method yields time-domain equalizer (TEQ) designs for discrete multitone (DMT) modulation transceivers that are close to channel capacity. For eight standard ADSL channels, the min-ISI design method reaches within 1 % of the matched filter bound at the TEQ output. However, the min-IS1 method relies several computationally expensive matrix multiplications. In this paper, we develop low-complexity algorithms for these mulitplications to allow for real-time implementataon of the min-ISI method on programmable digital signal processors.
Introduction
Discrete multitone (DMT) modulation is widely used in ADSL and VDSL transceivers, and in digital audio and video broadcasting transceivers, because of their ability to transmit efficiently over spectrally shaped channels. It acheives this goal by dividing the channel into many equally spaced frequency bands, called subchannels, and uses most of these subchannels to transmit data. In this way, the coding c m be tailored for each subchannel so that most of the channel bandwidth is used without sacrificing a low bit error rate.
DMT modulation is implemented by the fast Fourier transform (FFT), which naturally leads to processing data in blocks, or symbols. In spectrally shaped channels, one symbol will overlap significantly with the next symbol, causing intersymbol interference (ISI). IS1 corrupts the FFT spectrum of the received symbols and thus is a major cause of bit errors in a DMT transceiver.
The first l i e of defense against IS1 is to prepend the last U samples of a symbol to the beginning of the symbol. This addition, known as a cyclic prefix (CP), effectively adds a buffer between adjacent symbols while keeping the FFT spectra of the symbols intact. However, the CP must be short because longer CPs decrease the efficiency of a DMT transceiver. The second line of defense is to add a finite impulse response (FIR) filter, known as a timedomain equalizer (TEQ), after the A/D converter in the receiver.
The TEQ attempts to shorten the channel so that the combined impulse response of the channel and TEQ is no longer than v + 1 sample periods. In this way, any symbol passing through the channel and TEQ will only overlap into the next symbol's cyclic prefix, preventing
ISI.
Since it is generally impossible for a TEQ to perfectly shorten the channel to v + 1 sample periods, one approach to TEQ design is to shorten the channel in such a way that maximizes channel capacity at the TEQ output, e.g. by the Minimum-IS1 method [2]. However, the Minimum-IS1 method requires computationally complex matrix multiplications. Therefore, the purpose of this paper is to reduce the complexity of these multiplications to allow for real-time implementation of the mininum IS1 method on a programmable digital signal processor (DSP).
The Minimum-IS1 Method
The mmimum-IS1 method models the channel as an FIR fiter with discretetime impulse response hk. The estimation of the channel is usually performed in the frequency domain, so the impulse response length is the same as the FFT length in the DMT system, which we denote as N . We represent the additive noise in the channel model with a discretetime random process lak. If we let 2.k be a random process representing the transmitted signal, the signal arriving at the receiver is hk * 5 k + n k where * denotes linear convolution.
The receiver then processes the received signal with the TEQ, which is an FIR filter with an impulse response of wk. The length of the filter, denoted as N,, is usually much smaller than N . So at the output of the TEQ,
The idea behind the minimum-IS1 method is to decompose the received signal into its signal, interference, and noise components. Notice that transmitted signal The objective function in (5) is a nonlinear function of w, which requires nonlinear optimization methods. The min-IS1 method simplifies the optimization problem by minimizing the total distortion power instead of maximizing channel capacity. Since a power term is always nonnegative, minimizing the distortion power in each subchannel (the denominator of SNR, in (4)) is equivalent to minimizing the sum of the distortion power of all subchannels, which can be written as [2] wTHTDT (qiIH,l DHw = wTAw (6) iGS To prevent minimization of the signal power, we constrain the signal path impulse response energy to one:
Hence, the output signal power is equal to the input signal power. Finally, the optimization problem for minimum IS1 becomes
Solving (8) with respect to w gives results very close to that of maximizing (5). We rewrite (6) and (7) as 
Fast calculation of matrix A
We will proceed in a similar fashion to produce an algorithm to compute A. We start by writing out the nth column of DH: An immediate savings in computation can be realized by noticing that matrices formed by the double sums in (14) and (15) are actually transposes of each other. As a result, their corresponding recursive formulas are the same except for the fact that m and n are swapped. This allows both matrices to use the same set of values of f for their recursive formulas.
Of course, we still need the first column of C in order to use the recursion in (19). We cannot directly use (18) to compute the first column-such a method would be far too inefficient. A better solution is to use the matrix equation for A in (9), reformulated here to express the desired order of multiplication: (21) where & denotes the first column of A. By using the above formula, we can compute A, -, using 2 N - MACs. In practice, N is much larger than both Y and N,, so the number of MACS required approximates to about 5N,N.
Row-Rotation Min-IS1 Method
We can reduce the computational complexity of our method by noticing that if A = 0, then the double sums in (13), (14), and (15) Rn. R has the following properties:
where d can be any N-dimensional vector, but in this case represents the diagonal of the windowing matrix D. Using these properties of R, we have following equivalent form of A:
Here, (25) has the same structure as the original equation for A in (9), except for the possibility that RH is not Toeplitz. So as it stands, we cannot use our recursive methods here because they depend on the Toeplitz nature of H. However, RH is guaranteed to be Toeplitz if the last N , -1 samples of the channel impulse response are zero. In practice, the last N , -1 samples are indeed extremely close to zero, and so we lose almost no accuracy by modeling the channel with N -N, + 1 coefficients padded with N , -1 zeros.
Such an approach is more natural in some respects because now the convolution of the channel and equalizer is fully represented by the matrix multiplication Hw. 
No-Weighting Min-IS1 Method
Suppose that we ignore the subchannel weighting by 4w"ing that each subchannel has equal importance in the cost function. Then the matrix diag(S) becomes it multiple of the identity matrix, and the orthogonality of the FFT matrix Q gives
where M is some positive scalar. This assumption essentially reduces the min-IS1 method to the maximum SSNR method [5] . We can use the same methods used t80 derive (11) and ( the subchannels is indeed a major simplification, the maximum SSNR method performs fairly well in practice. Therefore, this simplified method is a reasonable approach if computational resources are at a premium. Table 1 summarizes the computational complexity of the TEQ design methods which require computation of A and B. The complexities for the original m'inimum IS1 method and maximum SSNR method was derived from the computation of the formulas in (9), (lo), and (27) where the optimal order of matrix multiplication is specified by the parentheses of the formulas. Computing QDH efficiently involves direct computation of the f i s t column using an FFT, and the application of sliding window methods to compute the rest of the columns. We remark that to keepthe comparisons fair, It min-IS1 I II were taken into consideration when computing these complexities. Table 2 shows the performance and computational complexity of the TEQ design methods obtained from simulations. All of the methods achieve close to 100% channel capacity, with a slight gap between methods that include subchannel weighting and those that do not. The methods proposed in this paper drastically reduce the complexity of calculafting A and B. In addition, we expect the complexity gap to increase as N, increases, and the performance gap to increase as the spectral shaping in the channel lbecomes more severe.
ti. Results
The results in Table 2 also s)how that maximiziig the SSNR is does not necessarily maximize channel capacity. Although the maximum SSNR method [5] gives higher SSNR, the achievable chatnnel capacity is lower than the min-IS1 base methods. Fig. 1 
