Abstract This paper presents an automatic method for computing an anisotropic 2D shape distribution on an arbitrary 2-manifold mesh. Our method allows the user to specify the direction as well as the density of the distribution. Using a pre-computed lookup table, our method can efficiently detect collision among the shapes to be distributed on the 3D mesh. In contrast to existing approaches, which usually assume the 2D objects are isotropic and have simple geometry, our method works for complex 2D objects and can guarantee the distribution is conflict-free, which is a critical constraint in many applications. It is able to compute multi-class shape distributions in parallel. Our method does not require global parameterization of the input 3D mesh. Instead, it computes local parameterizations on the fly using geodesic polar coordinates. Thanks to a recent breakthrough in geodesic computation, the local parameterization can be computed at low cost. As a result, our method can be applied to models with complicated geometry and topology. Experimental results on a wide range of 3D models and 2D anisotropic shapes demonstrate the good performance and effectiveness of our method.
Introduction
Sampling has a wide range of applications in computer graphics, such as geometry processing, texturing, and rendering. Among many sampling 1 School of Computer Science and Engineering, Nanyang Technological University, Singapore. E-mail: zhujianzhai@gmail.com ( ). § These authors contributed equally to this work. Manuscript received: 2016-05-03; accepted: 2016-07 -19 techniques, blue noise is popular due to its excellent spatial and spectrum properties. In the past decade, many elegant blue noise sampling algorithms have been proposed. Representative works include parallel sampling [1] , maximal sampling [2, 3] , multi-class sampling [4] , and bilateral sampling [5] . Some algorithms like Refs. [6, 7] can also be directly extended from Euclidean space to curved surfaces. However, most existing approaches compute isotropic sample distributions meeting certain constraints, such as efficiency, spectral properties, maximal distribution, and so on. To date, little research effort has been reported for anisotropic sampling on 3D models.
Li et al. [8] pioneered anisotropic blue noise sampling by extending dart throwing and relaxation for isotropic setting to anisotropic setting. To evaluate sample distribution quality, they proposed uniform-isotropic reversible warping for the plane case and spherical harmonics for the spherical domain. Aided by global parameterization, their Fig. 1 Given a 3D triangle mesh M and a set of 2D anisotropic shapes, the user first specifies a vector field for directional control (top-right inset) and a scalar field for density control (bottom-left inset). Our method then automatically distributes the given 2D shapes onto M , satisfying the user-specified direction and density constraints. It took only 2.9 s to distribute 4 classes of objects on this 400K-face Fertility model. Timing was measured on a 2.66 GHz quad-core CPU.
algorithm can also be applied to 3D surfaces. However, it has two limitations that could limit usage in real-world applications. Firstly, the traditional global parameterization computation is a sequential process in nature. Although parallelization techniques (such as the phase grouping method [1] ) could improve its performance, implementation can be difficult, since anisotropy poses a challenge when performing sampling domain partitioning. Secondly, their method is mainly designed for the Euclidean plane R 2 and sphere S 2 , for which parameterizations are readily available. Although it can be applied to 3D surfaces with global parameterization, computing a high-quality parameterization (i.e., with low angle and/or area distortion) for surfaces with complicated geometry and arbitrary topology is non-trivial.
This paper proposes a practical parallel method for computing a distribution of anisotropic shapes on an arbitrary manifold mesh. Given a 3D model M and a set of 2D anisotropic shapes, the user specifies the desired distribution density as well as the orientation of each class. Our algorithm then automatically distributes the given 2D objects on M , satisfying the density and direction constraints. Unlike existing approaches, which usually assume the 2D objects are isotropic and have simple geometry, our algorithm works for complex 2D objects and can guarantee the distribution is conflict-free, which is a critical constraint in many applications. Moreover, our method does not require a global surface parameterization of the input 3D model. Instead, it computes local parameterizations on the fly using geodesic polar coordinates. Thanks to a recent breakthrough in geodesic computation, local parameterizations can be computed at low cost. Furthermore, our method has a natural parallel structure, and it is also intrinsic in that it depends only on the mesh metric instead of the embedding space. We have evaluated our algorithm on realworld models with non-trivial topology and observed promising results.
The rest of the paper is organized as follows. Section 2 reviews related work on sampling, shape distribution, and discrete geodesics.
Section 3 explains how to efficiently computate discrete geodesics and geodesic polar coordinates, and is followed by our parallel algorithm for anisotropic shape distribution in Section 4. Section 5 shows experimental results and discusses the merits and limitations of our method. Finally, Section 6 concludes the paper.
Related work

Sampling
Many recent methods proposed for blue noise sampling on arbitrary surfaces involve dart throwing with rejection schemes or optimization procedures. Wei [1] presented a phase group algorithm which subdivides the sample domain into grid cells and draws samples concurrently from multiple cells that are sufficiently far apart to avoid conflicts. Peyrot et al. [9] combined a feature detection technique based on vertex curvature and geodesic-based dart throwing for direct Poisson disk sampling on triangle meshes; this approach can handle sharp features and high genus meshes. Chen et al. [5] presented bilateral blue noise sampling for handling problems with nonspatial features. Quinn et al. [10] introduced a stratified sampling technique for mesh surfaces that gives the user control over both sampling density and anisotropy via a tensor field. Zhong et al. [11] optimized inter-particle Gaussian kernels with an anisotropic smoothing tensor to achieve anisotropic distribution of samples on a polygonal mesh. Multiclass blue noise sampling with continuous settings has been handled by Wei [4] and Chen et al. [12] . Recently, Liang et al. [13] proposed a novel Poisson disk sampling algorithm based on disk packing which achieves a good balance between randomness and uniformity. The sampling process is time consuming since a large number of trials are discarded because of conflicts. Different techniques have been proposed to improve the performance of blue noise sampling, including effective spatial data structures [2, 14, 15] , use of a kernel density model [16] , and tile-based approaches [17] [18] [19] . Zhou et al. [20] presented an algorithm for generating different noise patterns according to user-defined spectra. Their algorithm can be easily modified to achieve adaptive performance.
Surface mosaics
Surface mosaics can be generated by methods for arranging small regular or irregular tiles to form a pattern. The tiles can be various elements with different materials and geometric topology. Although the problem of synthesizing 2D mosaics has been extensively studied, only a small amount of work has been applied to digital mosaicing on 3D surfaces. Lai et al. [21] presented an energy optimization method for positioning square tiles of equal size on a surface. That approach is extended in Ref. [22] for mosaicing of non-uniform rectangular tiles with size adjusted according to the local curvature of the target surface. Dos Passos and Walter [23] presented the Opus Palladium method to simulate mixed mosaics with both irregular and square tiles. In their method, tiles are represented inside convex Voronoi polygons. Hu et al. [24] presented an optimization-base solution based on continuous tile configuration, combinatorial tile selection, and tile permutation to reduce gaps between neighboring tiles on the target surface. All mosaicing methods above have a restricted range of tiles [21] or require expensive approximation of Voronoi diagrams and local parameterization [22, 23] .
Shape distribution
Distributing 2D objects has a wide range of graphics applications. For example, line segment distributions are used in rendering applications to produce effects such as motion blur, defocus blur, and scattering media [25] , while rectangle distributions are used to simulate decorative mosaics [26, 27] . Feng et al. [28] generated nonoverlapping ellipses with blue noise characteristic. Sun et al. [25] gave a frequency analysis of line segment sampling, which can be generalized to arbitrary non-point shapes.
In contrast to their 2D counterparts, shape distribution on 3D surfaces remains largely unexplored. Li et al. [29] proposed a dual Poisson disk tiling scheme to distribute features and patterns on an input parameterized surface. Using a global parameterization, Li et al. [8] presented an algorithm to distribute elliptical samples that exhibited anisotropic blue noise properties on 3D surfaces. They evaluated the spectrum of the anisotropic blue noise by warping and sphere sampling.
Discrete geodesics
Measuring geodesic distances on polyhedral surfaces is a fundamental problem in computer graphics and computational geometry. The classic computational geometry approaches include the MMP algorithm [30] , the CH algorithm [31] , and their many variants [32] [33] [34] [35] [36] . These methods are able to compute an exact solution on arbitrary manifold meshes given exact numerical operations. However, they are computationally expensive. Qin et al. [37] proposed an exact geodesic algorithm based on triangle-oriented window propagation which has good performance with O(n 2 ) time complexity. Their window pruning strategies can effectively reduce the running time, but unfortunately, the actual gain is significant only for global geodesic computation. Partial differential equation (PDE) approaches, such as the fast marching method (FMM) [38] and the heat method [39] , are efficient and flexible for a wide range of geometric domains, including triangle meshes, point clouds, grids, and volumes. They can also be easily generalized to an anisotropic setting [40] . However, they compute only a first-order approximation and the results are sensitive to model tessellation and resolution.
Recently, there has been a trend to investigate precomputation techniques, with the aim of balancing quality and performance. The heat method [39] is a gradient-based approach, which recovers geodesic distances from the normalized gradient of the heat flow. By pre-factoring the Laplacian matrix, both the heat flow and the distance computation can be computed in near-linear time. The heat method works for both meshes and point clouds. However, like FMM, it provides only a first-order approximation.
Xin et al. [41] proposed the geodesic triangle unfolding (GTU) method, which can compute the geodesic distance between arbitrary points (not necessary mesh vertices) in constant time. In the preprocessing stage, it constructs a geodesic Delaunay triangulation for a set of uniformly distributed points. It then pre-computes the geodesic distances between any pair of sample points. Moreover, for each geodesic triangle, it pre-computes all the geodesic distances between any interior vertex and the three corners. The pre-processing step takes O(mn 2 log n) time and O(m 2 + n) space, where n and m are the number of vertices and samples, respectively. These pre-computed paths and distances, forming a dense weighted graph, are then used in the online distance query stage. Given two query points p and q, the GTU method unfolds the corresponding geodesic triangles containing p, q onto R 2 and then uses the Euclidean distance between their images to approximate the geodesic distance between p and q. The GTU method can answer a geodesic distance query in constant time, since the unfolding process is completely local. Xin et al. observed that the accuracy of the GTU method closely depends on the number of samples m. However, the quadratic space complexity O(m 2 + n) and the long pre-computation time O(mn 2 log n) limit the GTU method to small-scale models and/or a small number of samples.
Observing that the discrete geodesic problem has a surprisingly strong local structure due to the existence of saddle vertices, Ying et al. [42] proposed the saddle vertex graph (SVG), a sparse graph which encodes the geodesic information in a triangle mesh. Using the SVG, computing the geodesic distance is equivalent to finding a shortest path on the graph, making real-time computation of high-quality geodesic distances possible. However, the vertices of the saddle vertex graph are mesh vertices, meaning that it cannot compute the geodesic path and/or distance between points which are not in the mesh vertex set.
Efficiently computing discrete geodesic distances between arbitrary points
Both the GTU method and the SVG method are graph-theoretic algorithms: the former forms a dense graph with O(m 2 + n) edges, where m is the number of samples (specified by user), and the latter forms a sparse graph with O(Dn) edges, where D is a model-dependent-but-resolution-independent constant (D n). Each approach has its own merits and limitations. The SVG method can compute highly accurate geodesic distances between any pair of mesh vertices. However, many applications require the distances between arbitrary points of the input mesh. As Fig. 2(b) shows, linearly interpolating vertex distances produces poor results on meshes with large and/or irregular triangles, since distance is a non-linear function. On the other hand, the GTU method can efficiently compute the geodesic distance between two arbitrary points in O(1) time. Unfortunately, the price of such a constant-time algorithm is very high memory usage and a long precomputation.
In this section, we first show that the SVG and GTU methods can be naturally combined so that we can take advantage of the merits of both and avoid their limitations. We then adopt a label correcting method to improve the performance of shortest path computation in SVG. Finally, we show that the computed geodesic distances induce a high-quality polar coordinate system, which will be used for local parameterization.
Combination of SVG and GTU
Consider a triangle mesh M = (V, E, F), where V, E, and F are the sets of vertices, edges, and faces, respectively. A vertex v is called a saddle if the sum of its interior angles exceeds 2π. Mitchell et al. [30] proved that a discrete geodesic path cannot pass through a spherical vertex unless it is an endpoint or a boundary point, and the unfolded image of the path along any edge sequence is a straight line segment.
The geodesic path γ(v i , v j ) between two vertices v i , v j ∈ V is called direct if it does not pass through any saddle vertices. Otherwise, it can be partitioned into several segments so that each segment is direct.
Then the saddle vertex graph associated with mesh M is an undirected graph G = (V, Γ ). Any existing exact geodesic algorithm, such as the MMP algorithm [30] , the ICH algorithm [34] , or the most recent FWP-enhanced algorithm [35] , can be used to construct the SVG. Ying et al. [42] observed that it is not necessary to compute all direct geodesic paths, and in fact, a small subset of Γ suffices. Therefore, they suggested a simple-yet-effective heuristic to control the SVG size using a parameter K: for a vertex v, only direct geodesic paths within a geodesic disk containing K or fewer vertices are considered. They observed that K ∈ [50, 200] typically produces geodesic distances with relative accuracy 10 −4 -10 −3 , which suffices for most applications.
The SVG (V, Γ ) allows us to compute the geodesic distance between any pair of mesh vertices. To combine SVG and GTU, we take all mesh vertices as samples, i.e., m = n. This strategy has three advantages. Firstly, we avoid the need to construct a geodesic triangulation on M, since each f ∈ F is a geodesic triangle. Secondly, we do not need to explicitly compute and store the entire dense weighted graph for the GTU method, since the SVG method allows us to compute the geodesic distance between any pair of samples (vertices) on the fly. Thirdly, as pointed out by Xin et al. [41] , the larger the value of m, the higher the accuracy of the computed geodesic distance. The GTU method achieves best accuracy by setting m = n.
We are now ready to compute the geodesic distance between arbitrary surface points p, q ∈ M. To ease presentation, we first address the simple case shown in Fig. 2 when one point, say p ∈ V, is a vertex, and the other q / ∈ V is not. The general case p, q / ∈ V can be solved by unfolding both triangles containing p and q respectively. Readers can refer to Ref. [41] for details.
Improving performance of the SVG approach
The SVG naturally links the discrete geodesic problem on a polyhedral surface and the shortest path problem on a graph, since computing the geodesic distance between p and q is equivalent to finding a shortest path on the corresponding saddle vertex graph. Dijkstra's algorithm [43] is widely used for computing shortest paths, so we now review some fundamental concepts of Dijkstra's algorithm and its improvements.
To compute the shortest paths from a single node, say n 1 , to all of the other nodes in graph G, Dijkstra's algorithm maintains a label vector (d 1 , . . . , d |V | ) and a set of nodes C, called the candidate list, starting with d 1 = 0, d i = ∞ for i = 1, C = {v 1 }. Dijkstra's algorithm iteratively processes the nodes from the candidate list C and terminates when C is empty. Upon termination, each label d i is the shortest distance from the source v 1 to node v i .
In each iteration, Dijkstra's algorithm takes the node with the smallest label in the candidate list C to update distances. Different data structures like a binary heap or Fibonacci heap can be used to determine the node with smallest label in C. Since each node enters and exits C exactly once, Dijkstra's algorithm takes |V | iterations altogether. Methods that do not follow this node selection policy are called label correcting (LC). These methods maintain C as a queue with multiple entrances, from which nodes can be inserted or extracted in constant time O (1) .
We adopt the small label to the front (SLF) scheme [44] for node insertion and the large label last (LLL) scheme [45] for extraction: when a node v j enters the queue C, its label d j is compared with the
placed at the top of C; otherwise v j is placed at the bottom of C. Node v i remains at the top of C while its label is less than a threshold; otherwise it is sent to the bottom of C. The threshold is usually set as the mean label value of all nodes in C.
Dijkstra's algorithm performs at most one iteration per node; it requires some extra overhead (e.g., to extract the node with minimum label) per iteration. Label correcting methods, in contrast, take more iterations than Dijkstra's algorithm, but the overhead per iteration is smaller. We evaluated the performance of Dijkstra's algorithm and the SLF-LLL based label correcting method on several real-world models for comparison. As Table 2 shows, the label correcting method can almost double the runtime performance achieved by Dijkstra's algorithm for the same geodesic graph. The LC-enhanced SVG approach has an empirical O(Dn) time complexity to compute the single-source-all-destination geodesic distances, since the graph has O(Dn) edges and the overhead per iteration is O(1).
Geodesic polar coordinates
A key component for computing the shape distribution is to map the 2D object onto the 3D model. Global parameterization, adopted in the existing anisotropic sampling algorithm in Ref. [8] , is not a good choice, since global parameterization is computationally expensive and it also produces large distortion, which may lead to numerical issues and/or visual artifacts. A possible solution is to use the exponential map to induce a local parameterization, building a geodesic polar coordinate system on the 3D surface.
The discrete exponential map has many applications in computer graphics and digital geometry processing, for example, applying decals to a surface [46] , Poisson disk sampling [7] , and intrinsic CVT computation [47] . Moreover, the exponential map can be extended to a general setting, where the source is a curve [48] . In spite of its popularity, the exponential map, in general, is not bijective for two reasons: firstly, geodesics are not unique when their lengths exceed the injective radius. Consider two geodesic paths γ v 1 , γ v 2 of equal length ρ which meet at a point q. Table 1 Time and space complexities. n: number of vertices. m: number of sample points. K: size of the geodesic disk containing direct geodesic paths. D: model-dependent-but-resolution-insensitive constant. SSAD: single-source-all-destination
Method
Pre-computing time Space SSAD Query points GTU [41] O(mn Table 2 Performance of the ICH algorithm, SVG, and our LCenhanced SVG+GTU methods on SSAD task. We set K = 50 for constructing the SVG. ε: mean relative error of our method and the SVG method. Columns 3 to 5 report the running time of the geodesic algorithms Fig. 3 Geodesic polar coordinates. (a) Our LC-enhanced SVG method is able to compute the geodesic distances for curved sources. Each offset curve is parameterized by arc-length. (b) The offset distance δ together with the normalized arc-length s form the geodesic polar coordinate system. This uniquely determines a point on the 3D surface, and defines a bijective map between R 2 and the patch on 3D surface.
Model
Then both (ρ, θ 1 ) and (ρ, θ 2 ) refer to the same point q. Secondly, as shown in Ref. [42] , when a geodesic path passes through a saddle vertex (whose cone angle is more than 2π), it splits into many outgoing geodesic paths, and all outgoing geodesic paths share the same tangent direction. To fix the above-mentioned issues, Sun et al. [48] adopted a two-step strategy. They observed that non-bijectivity usually occurs on part of the patch to be parameterized, so they proposed a method for quickly detecting such regions. They then used a harmonic function to send these regions to a rectangular domain. Since the target domain is convex, the harmonic map is guaranteed to be bijective. Schmidt [49] applied Dijkstra's algorithm to spread out the local parameters; his method can parameterize self-intersecting strokes.
Both Sun et al.'s method and Schmidt's method require local remeshing, which is a significant overhead, especially if the patch to be parameterized is large. Instead, we propose a simple-yeteffective method for computing polar coordinates. Our method is completely integrated into the geodesic computation framework, and the induced parameterization is guaranteed to induce a bijective map.
Note that the combined SVG and GTU method can compute geodesic distances from both point sources and curve sources. Here we discuss the case of curve sources, since point sources are a special case. Consider a source curve C s . The uaxis lies along C s and u ranges from 0 to 1 after normalization by the arc-length of C s . Each geodesic offset curve is then parameterized by arc-length to get the corresponding u values. Consider Fig. 4 . Let C i and C j be two iso-curves with a, c being two corresponding starting points. Let b, d be two arbitrary points on curves C i and C j , respectively.
, where l(a, b) represents the length of curve between a and b.
. The u value of each point is only related to the arc-length on the corresponding iso-curve, meaning that the polar coordinate is guaranteed to be bijective. In contrast to Ref. [48] , our method does not solve any linear system, so is numerically stable and efficient. A computational comparison shows that our method is up to 10 times faster than the one in Ref. [48] (see Fig. 5 ).
Parallel distribution of anisotropic shapes
Two simple circular shapes do not overlap if the sum of the radii of their circumcircles is greater than the distance between their centers. In Ref. [8] , ellipsoidal shapes are represented using an anisotropic metric and conflict checking can be done in the same way as for circles. Our algorithm handles more flexible and complicated shapes, such as birds, fishes, and branches, not just circles or ellipses. Moreover, our algorithm is designed for parallel computation to ensure efficiency of the distribution process. Our algorithm has two stages: (i) the user specifies the input shape(s), the global vector field, and the density control on the 3D mesh surfaces; (ii) following the user's specification, the input shapes are randomly distributed and rendered in parallel. We explain details of these steps in the rest of this section.
(a) (b) Fig. 5 Comparison of (a) extended exponential map and (b) geodesic polar coordinates. The latter produces results with comparable quality to the former. However, the former computes a harmonic map to fix the non-bijectivity of the exponential map, so it is more computationally expensive than our method. Their method takes 1.7 s to parameterize this 10K -vertex patch, whereas our method takes only 0.18 s, while distortions due to geodesic approximation are acceptable.
User input
In our system, user inputs are of three types: shape(s), a global vector field, and a density control.
Shape(s):
The user can supply arbitrary images as input shapes. If only one simple circular shape is supplied, our algorithm works in the same way as traditional blue noise sampling. Multiple shapes are also supported in our system. By increasing the number and changing the types of the shapes, the user is able to create more artistic and vivid results.
Global vector field:
The global vector field is used to guide the shapes' directions and is created everywhere on the input mesh surface. The direction of a shape is determined by a curve aligned with the global vector field. Note that the direction here is not a simple three-element vector in 3D space: the track (curve-segment) on the mesh surfaces can have shapes pasted along it.
We adopt the optimal method provided by Crane et al. [50] to generate the global vector field. It is controlled directly by setting singularities and direction constraints on the surface, as shown in Fig. 6(a) . Each singularity has an index indicating the number of full rotations along a small loop around it. These indices must be chosen in such a way as to guarantee their sum equals the Euler characteristic of the input mesh. The user can also sketch strokes on the mesh surface to specify the general vector field direction. After doing so, the global vector field is computed by solving a convex optimization problem with linear constraints.
Density control: The user may specify the density globally and locally. Unlike in traditional sampling algorithms, we use the distribution of curve-segments following the global vector field to represent the density control. The user initially inputs a sampling rate to globally define the density. Then a set of curve-segments is generated in parallel following the global vector field during the sampling process: each time we throw a sampling point, we start tracing a new curve-segment from it along the direction interpolated from the global vector field. The density changes locally if the number of the curve-segments inside the selected area changes, which can also be thought as the length of the corresponding curve-segments being increased/decreased. The user can interactively scale the length of the curve-segments in a selected area with different density factors by using a customized brush. Note that the number of generated curvesegments could be more than required for the actual shapes distributed on the mesh surface: as well as density control, the distribution of shapes is also affected by our conflict checking scheme.
Single-class shape distribution
When 2D shapes are mapped to the input mesh surfaces along curve-segments, to make sure they do not intersect each other, we need an efficient method of conflict checking. If a shape is long, we split it into equal size parts and check each part using a pre-computed distance table, as Fig. 7 briefly illustrates.
We now explain the details of the distance table technique. Given a 2D object S, we compute the smallest covering circumcircle (c, r), where c is the center and r is the radius of S (see Fig. 8 ). The circle can be computed in linear time using the approach in Ref. [51] . We then choose a ray L from the center c in a fixed direction as the polar axis. Clearly, objects are guaranteed to be free of conflicts if the distance between their centers is greater than 2r. Objects within 2r may or may not conflict, depending on their orientations. To efficiently determine whether or not two objects conflict, we pre-compute a lookup table, the minimum safe distance table (MSDT).
As shown in Fig. 8 , the relation between two objects s i and s j is determined by the distance between two center points d(c i , c j ) and the orientation of each object. The latter is characterized by the angles between the local polar axes at c j , c j and the line c i c j , denoted by α i and α j , respectively.
We uniformly divide [0, 2π) into k a angle intervals, and build a k a × k a lookup table. For each pair of angles {α i , α j }, the entry
2r is the minimum distance between the center points to guarantee no conflict. It is computed as follows.
If the object is a 2D polygon with e edges, we can check for polygon intersection in O(e 2 ) time. In the interval [0, 2r] if we pick k r checking points, then the binary search for intersection of two polygons at these points has O(e 2 log k r ) time complexity. Precomputing the MSDT can be done in O(k More space and time are required for precomputing MSDT if we increase the value of k a or k r to distribute more shapes (see Fig. 9 ).
By default, the density factor is set to 1 for the whole input mesh. If the density factor is changed, then an adaptive shape distribution is defined. Let f i , f j be the density factors of the local regions around points c i and c j , respectively. A new minimum safe distance d (α i ,α j ) between s i and s j can be approximated from the old distance d (α i ,α j ) as below:
Assume that curves have been generated on the input mesh and we want to distribute shapes following these curves. Since the SVG graph is precomputed for the input mesh, the distance between center points c i , c j and the angles {α i , α j } can be computed efficiently. Thus in our algorithm, the The pseudo-code in Algorithm 3 describes a simplified version of our method for single-class distribution. In the multi-class case, a point or curve could be rejected because of conflict with one class, but re-accepted later by others. If an object s i of class S i ∈ S is a candidate for conflict checking with its neighboring objects {s j } in corresponding classes S j ∈ S, we can use a general minimum
Multi-class shape distribution
We can also approximate
} using a different priority for each class to get non-uniform shape distributions of all classes.
The impact of the density factor in the multi-class case is the same as for single-class case.
Experimental results
Performance
We implemented our algorithm in C++ and tested it on a 2.66 GHz Intel Xeon quad-core CPU. We used OpenMP to parallelize our algorithm to take advantage of all CPU cores. We observed that our parallel implementation on a quad-core CPU was up to 3 times faster than when using a single-core; it allows interactive manipulation on 3D models with 100K faces. See Table 3 for performance and the accompanying video demonstration in the Electronic Supplementary Material (ESM). Table 3 Mesh complexity and performance of shape distribution processes. T1 and T4: running time on a quad-core CPU using a single core and all cores, respectively 
Robustness
Our method is intrinsic since both the collision detection and shape distribution depend on the metric only. Thanks to the intrinsic nature of the geodesic algorithms [41, 42] , our method is insensitive to mesh resolution and tessellation. See Fig. 13 for our results on the Bimba model with various resolutions.
Comparison to Ref. [8]
Our method is based on dart throwing, so it fulfills the blue noise sampling property. Our method and the anisotropic blue noise sampling method [8] differ as follows. Firstly, the latter method is mainly designed for 2D problems. Although it can be extended to 3D surfaces via global parameterization, computing a high- quality parameterization for high-genus models is technically challenging. Our method is based on local parameterizations, which can be computed efficiently on the fly. Therefore, our method can be applied to models of arbitrary geometry and topology. Secondly, their parallelization techniques are hard to extend to meet anisotropy requirements, since anisotropy poses a challenge in domain partitioning. Thirdly, their method abstracts anisotropic shapes as bounding ellipses to allow collision detection and quality evaluation to be done in an analytical manner. However, an ellipse is not an effective representation if the 2D shape has a highly concave boundary. As a result, their method may produce a distribution which is far from optimal. Thanks to the minimum safe distance table, our method can faithfully represent the geometry of the 2D shapes thereby allowing a much denser distribution. Last but not least, their method supports single-class sampling only, whereas our method can compute multi-class shape distributions (see Fig. 14) .
Comparison to Ref. [24]
Both our method and Hu et al.'s optimization- Fig. 14 Comparison to Ref. [8] . The 2D eagle shape is highly concave, so a simple bounding ellipse cannot capture its geometric features. As a result, requiring non-overlapping ellipses is very pessimistic. Li et al.'s method [8] can distribute only 115 eagles (left) which is clearly suboptimal. Our method produces a much more dense distribution, containing 224 eagles (right), as it allows overlapping ellipses in which adjacent eagles still do not collide.
based method densely distribute irregular tiles of multiple classes with variable size without overlapping (see Fig. 9 ). However, our method has some advantages: it supports long irregular tiles, which are unsuitable for Voronoi diagram approximation. The optimization process in Ref. [24] requires local parameterizations to be computed multiple times, meaning it is surely outperformed by our pre-computed approach. In our method, the user can flexibly control density and direction of tiles, without re-computing local parameterizations.
Conclusions
This paper presents a practical method for computing anisotropic 2D shape distributions on arbitrary meshes with user control. Unlike existing sampling approaches, which usually assume the 2D shapes are isotropic with simple geometrical topology, our method can handle complex 2D shapes and guarantee they are placed without overlap. In our method, distribution of multiple classes is also supported following a global vector field. Some parameters are provided, so the user can flexibly control the directions and density of the distribution. Instead of using global parameterization of the input mesh, our method computes local geodesic polar coordinates with little computational cost. Therefore, it can be applied to models of complicated geometry and topology. Last but not least, our method has a natural parallel structure and can be implemented on multi-core CPUs to achieve high performance. Experimental results on a wide range of 3D models and 2D anisotropic shapes are provided to demonstrate the effectiveness of our method.
