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Abstract
The work developed during this thesis include the design, modeling, synthesis and char-
acterization of new polymeric materials based on fullerenes for application in organic
photovoltaics as morphology stabilizers. In view of such use, these materials have to
present particular properties, among which a good solubility in organic solvents, a good
miscibility with the light-absorber polymer as well as a morphological stability superior to
those currently used materials, such as (bis-)PC60BM and the derivatives of indene-C60.
Six different synthetic routes were studied and the electronic properties (LUMO or-
bital energy, electroaffinity, electrophilicity, reorganization energy, transfer integral and
electron mobility) were determined by molecular modeling. Among these routes, the one
called ”ATRAP”, not much studied in the literature yet, was finally retained.
The physicochemical properties of the so-synthesized materials, grafted with different
lateral chains, were determined by different characterization techniques and their ap-
plication in thin films for Organic Photovoltaic devices was performed. When used as
additives, these materials display a potential of stabilizing the P3HT/PC60BM layer, and
this does not influence the performance of the device. After a thermal treatment, the
observed behavior was the opposite of the expected, it means that a destabilization of
the active layer was noted instead of a stabilization and the underlying mechanism was
also studied by several experimental techniques.
Finally, a depolymerization mechanism induced by light and/or heat was proposed.
Within this process, the cleavage of the monomer-fullerene bond is responsible for creating
defects, such as the depolymerization, cross-linkings or irreversible rearrangement of the
thin layer. This cleavage can be either thermally activated or induced by the triplet state
2of the monomer, which also destabilizes this bond.
Beyond that, this work also interested in: i) the stabilization of the organic-inorganic
interface within photovoltaic devices by tailoring organic groups able to bind to the
inorganic surface, ii) the stabilization of the lateral chain of conjugated polymers by the
insertion of alkoxy chains, as well as iii) the relation between the curvature of a carbon-
based molecule and its reactivity to molecular oxygen.
These studies, performed in parallel, drove to the proposition of new donor-acceptor
hybrid materials based on hexabenzocoronene, which are capable of stacking over itself to
form supramolecular structures similar to discotic liquid crystals. From the conclusions
of this document, two novel materials were proposed, which electronic properties reveal
that it is possible to design new materials that may be stable and efficient at the same
time for application in organic photovoltaics.
Résumé
Les travaux développés au cours de cette thèse comprennent le design, la modélisa-
tion, la synthèse et la caractérisation de nouveaux matériaux polymérisés à base de
fullerène. Dans l’optique d’une utilisation au sein de cellules photovoltaïques, ces matéri-
aux doivent présenter des propriétés particulières, parmi lesquelles une bonne solubilité
dans les solvants organiques, une bonne miscibilité avec le polymère absorbeur de lumière
ainsi qu’une stabilité morphologique supérieure à celles rencontrées pour les matériaux
actuellement utilisés, tels les (bis-)PC60BM et les dérivés d’indène-C60.
Six voies de synthèse ont été étudiées et les propriétés électroniques (énergie de
l’orbitale LUMO, électroaffinité, électrophilicité, énergie de réorganisation, intégrale de
transfert et mobilité électronique) qui en résultent ont été déterminées au moyen de la
modélisation numérique. Parmi ces voies de synthèse, le chemin dit «ATRAP», peu
étudié dans la littérature, a été finalement retenu.
Les propriétés physico-chimiques de ces composés, greffés de différentes chaînes latérales,
ont été déterminées au moyen de diverses techniques de caractérisation et leur application
dans des couches minces au sein de dispositifs photovoltaïques a été mise en œuvre. Util-
isés en tant qu’additifs, ces matériaux révèlent un potentiel de stabilisation de la couche
de P3HT/PC60BM, cette propriété n’affectant pas, pour autant, les performances de la
cellule. Le comportement de ces couches après soumission à un traitement thermique a
montré, à l’inverse, un phénomène de déstabilisation dont le mécanisme a été, lui aussi,
étudié par diverses techniques expérimentales.
Finalement, un mécanisme de dépolymérisation, induit par la lumière et/ou par la
chaleur, a été proposé. Dans ce processus, la rupture de la liaison chimique entre
4le monomère et le fullerène est responsable de la création des défauts, comme de la
dépolymérisation, des phénomènes de cross-linking ou du réarrangement irréversible de
la couche mince. Cette rupture peut être soit thermiquement activée, soit induite par
l’état triplet du monomère, qui déstabilise la liaison.
Outre l’étude de ces composés, le présent travail s’est également intéressé i) à la
stabilisation de l’interface organique-inorganique au sein des dispositifs photovoltaïques,
ii) à la stabilisation de la chaîne latérale des polymères conjugués, ainsi que iii) à la
relation entre la géométrie de la molécule et sa réactivité avec l’oxygène moléculaire.Ces
études, menées en parallèle, nous ont conduit à proposer de nouveaux matériaux hybrides
du type donneur-accepteur, dérivés de l’hexabenzocoronène et capables de s’empiler pour
former des structures similaires à des cristaux liquides discotiques. Partant de l’ensemble
des conclusions tirées de ces travaux de thèse, deux composés ont été proposés, dont
les propriétés électroniques révèlent qu’il est possible de dessiner des matériaux à la fois
stables et efficaces pour une utilisation dans le domaine du photovoltaïque organique.
Zusammenfassung
Die vorliegende Arbeit beinhaltet sowohl das Design und die Modellierung von neuarti-
gen Fulleren-basierten Polymeren als auch deren Sythese und Charakterisierung. Für die
Anwendung in photovoltaischen Zellen müssen diese Materialien spezielle Eigenschaften
aufweisen, unter anderem eine gute Löslichkeit in organischen Lösungsmitteln, eine gute
Mischbarkeit mit dem Licht-absorbienden Polymer sowie eineerhöhte morphologische Sta-
bilität im Vergleich zu derzeit verwendeten Materialien, wie beispielsweise (bis-)PC60BM
oder Derivaten von indene-C60.
Sechs verschiedene Syntheserouten wurden angewandt. Elektronische Eigenschaften
(LUMO Energie, Elekronenaffinität, Elektrophilie, Reorganisationsenergie, Transferin-
tergrale und Elektronbeweglichkeit) wurden durch ”molecular modeling” bestimmt. Als
Sytheseweg erwies sich ein bisher aus der Literatur bekannter Weg (”ATRAP”) als erfol-
greich.
Die physikalisch-chemischen Eigenschaften der synthetisierten Materialien, welche
sich durch verschiedene Seitenketten unterscheiden, wurden durch verschiedene Methoden
charakterisiert. Die Anwendung in dünnen Filmen für Organische Photovoltaik wurde
getestet. Wenn diese Materialien als sogenannte Additive in P3HT/PC60BM Schichten
verwendet werden, stabilisieren sie die Morphologie während die Performance nahezu
unverändert bleibt. Eine Wärmebehandlung führte überraschenderweise zu einer Desta-
bilisierung der aktiven Schicht. Dieser Mechanismus wurde mit mehreren experimentellen
Techniken studiert.
Es wurde ein Mechanismus für eine Depolymerisation Licht bzw. Hitze vorgeschlagen.
In diesem Prozesses ist die Spaltung der Monomer-Fulleren Bindung für die Bildung
6von Defekten durch Depolymerization, cross-linking oder irreversible Neuordnung der
dünnen Schicht verantwortlich. Diese Spaltung kann thermisch entweder aktiviert werden
oder aber durch Besetzung des Triplett-Zustandes des Monomers hervorgerufen werden,
welcher auch diese Bindung destabilisieren kann.
Darüber hinaus beschäftigt sich diese Arbeit mit i) der Stabilisierung der organisch-
anorganischen Grenzflächen inphotovolaischen Bauelementen ii) der Stabilisierung der
Seitenketten von konjugierten Polymeren, sowie mit iii) dem Zusammenhang zwischen
der Struktur von Kohlenstoff-basierten Molekülen und der Reaktivität gegenüber moleku-
larem Sauerstoff.
Auf Grundlage dieser parallel durchgeführten Studienwerden neuartige, Hexabenzo-
coronene basierte Donor-Akzeptor Hybrid-Materialien vorgeschlagen, welche supramoleku-
lare Strukturen (Stapel) bilden, ähnlich wie diskotische Flüssigkristalle. Als Ergebniswer-
den zwei Materialien vorgeschlagen, die sowohl eine erhöhte Stabilität zeigen als auch eine
bessere Effizienz in organischen photovoltaischen Bauelementen.
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Chapter 1
Introduction on Stability of Organic
Photovoltaic Devices
This thesis is dedicated to the problematic of stability of the electron acceptor materi-
als in Organic Photovoltaic Devices (OPVs). This is treated by a theoretical approach
comparing some of the most potential polymerization routes for C60-based molecules (de-
picted in Figure 1.1), thus creating what is called Polyfullerenes. The relevant properties
that arise from these routes are studied and one of them is chosen to an experimental
study on these materials, namely the atom transfer radical addition polymerization route
(ATRAP). Thus, this document is divided in the following chapters: 1 - Introduction on
the stability of OPVs and how polymeric structures of fullerene might help; 2 - Design and
modeling of functional structures; 3 - Synthetic work, mechanisms and physical-chemical
characterization; 4 - Photovoltaic performance; 5 - Materials’ degradation studies; 6 -
Stabilization models and routes; 7 - Alternative acceptor materials; 8 - Conclusions and
future work.
The hypotheses that motivated this thesis are the following:
A - Polymerization of C60 molecules might prevent aggregation, phase segregation and
morphological performance loss in organic photovoltaic devices;
B - Polymerized C60s might be more stable against photo-oxidation than isolated fullerene
molecules based on the steric protection over the sphere;
C - Comonomer engineering might allow one to protect C60 in bulk and to increase
performance by light-induced electronic sensitization;
26
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Figure 1.1: Molecular structure of C60 molecule. Although pentagons are not aromatic in
fullerene, we highlight that this is a simple 2D-representation.
D - Side-chain engineering might allow one to increase stability based on the theoretical
analysis of the mechanism of degradation;
E - Stability might also be increased by different approaches, such as interlayer engineer-
ing and analysis of conformational properties of the blends in devices.
The critical advantage of either organic small molecules or polymers which display
photovoltaic properties over their inorganic counterparts are their low-temperature pro-
cessing, for the former, and processing from solution for the latter. This allows one either
to deposit these organic materials on substrates over which the inorganic cannot cover,
based on the incompatibility of the required temperature. Moreover, the fact that OPV
can be semi-transparent gives them another advantage over the inorganic counterparts.
Thus, flexible, light and/or portable solar modules could be envisaged and potential ap-
plications can already be found in the market. Not only these modules can be used in
such gadget concept, but also they can be employed in built-in concepts, such as for
buildings and smart windows.[1]
The Organic Photovoltaics (OPV) industry relies on the ”magic triangle”,[1] in which
vertices one can find the efficiency, cost and lifetime of a module. The meaning of
these concepts will be explored in the following pages.
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1.1 Organic Photovoltaic Structures and Materials
The photovoltaic effect is based on a junction of two major types of semiconductors: p
and n types. The former consists of an electron-poor and the latter an electron-rich layer.
They are obtained by extrinsic or intrinsic doping for the case of inorganic materials. For
organic ones, these differences are obtained by means of the electronic structure of the
arrangement of carbon and heteroatoms on the molecular level, which leads to different
acceptor (n-type - A) or donor (p-type - D) characteristics for each molecule. Hence, this
is achieved without any doping and the species are locally and globally neutral, most of
the time.[2]
The desired semiconductor character of these materials is assured by the Peierls distor-
tion mechanism, which creates the energy gaps necessary for UV-VIS light absorption.[3]
Then, under illumination, following a pi → pi∗ transition, neutral excitons can be formed
either in one or both materials. If one has a large enough energy offset between the
lowest unoccupied molecular orbital (LUMO) of the p-type material and the LUMO of
the n-type one, the exciton will dissociate via an ultrafast electron transfer [4, 5]1 into
long-lived charged species called polarons (namely, an electron on the n-type molecule
and a hole on the p-type one). The same process can happen when the HOMO (highest
occupied molecular orbital) offsets are large enough as well. These photoactive hetero-
junctions can lead to a diode-like behavior in current-voltage characteristics and to the
photovoltaic effect. Efficiencies of energy conversion up to 10% have been reported for
such structures.[7, 8, 9, 10]23 The Figure 1.2 shows schematically how this process can
take place.
The level diagram depicted in this figure stands for a so-called "normal" device ar-
chitecture, for which the p-type material (donor) is in direct contact with the cathode,
generally an Aluminum/Calcium layer, whereas the anode is a transparent conductive
oxide, such as indium-tin oxide (ITO) or fluor-tin oxide (FTO). A photon is absorbed by
HOMO electrons of the donor material. A electron is then promoted to the LUMO level
and then can be transfered to the same level of the acceptor molecule.
The most currently used OPV architectures are based on a layout called "inverse", in
which this oxide becomes the anode and it allows the use of lower work functions (Φ)
materials, which are more resistant against oxidation, such as silver or gold. A very good
and in-deep review on this approach can be found in ref. [11] by Bernard Kippelen and
Jean-Luc Brédas. In this case, DA stands for the energy offset need for the dissociation
1The ultrafast electron transfer was the basis of the development of BHJ field of research.[6] This
was first discovered after the observations that the luminescence of a conjugated polymer is heavily
quenched by the addition of fullerenes, which suggests that the electron transfer must occur on a time
scale significantly faster than the decay time of the photoluminescence (on the order of ps).
2And the references therein.
3The barrier of 10% represents the minimum efficiency with which OPVs can be scaled up in industry.
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Figure 1.2: Level diagram of a photovoltaic p− n junction.
of the exciton, whereas VOC stands for the Open-circuit voltage. Filled spheres depict
electrons and hollow ones depict holes.
In practice, this effect can be achieved by using thin films of blended conjugated
polymers and fullerene derivatives as electron donor and acceptor, respectively.[6, 11]
This is known as D-A bulk heterojunction (BHJ) and it is of paramount importance to
control the surface contact area between the two types of molecules in order to have the
maximum of excitons efficiently dissociated into electrons and holes.[6] Figure 1.3 shows
how one can achieve the heterojunctions needed for the photovoltaic effect.
Figure 1.3: Possible general ways of making the donor-acceptor junction in a photovoltaic
cell, regardless of its architecture.
The first assembling methodology is a bilayer based on classical inorganic p− n junc-
tions and offers the lowest contact surface between the materials but it has been mostly
used for materials deposited by evaporation of small molecules. Moreover, this assembling
presents the problem of thickness of the layers: for a sufficient light absorption, one needs
a thick layer, but it leads to a small exciton diffusion. This motivated the appearance of
the second type, the BHJ structure itself, in which the junction is created by the physical
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mixture between the two semiconductors. The acceptor should display a contact surface
with the donor molecule as high as possible, keeping a structure called percolation path,
through which the electrons should travel to the electrode.[6, 11]
It is known from literature that the exciton diffusion radius is about 10 nm. It means
that the exciton can diffuse within the BHJ and it should find a donor-acceptor interface
in a radius of ∼ 10-20 nm, before recombination occurs.[6, 12, 13, 14] The most efficient
way of maximizing both the interface between these materials and obeying this constraint
is tailoring structures such as the third one, termed ideal.[15] This structure is based on
the interdigitation of both semiconductor materials.
The electron acceptor is one of the most important constituents of an OPV responsible
for driving up the obtained yields. It must display properties such as poor electron
density, high mobility and appreciable solubility in the p-type material matrix, besides not
displaying charge-trap behavior as cations would have, for instance. Fullerenes have been
the first choice in this class and this is mostly due to the fact that they can easily accept
up to 6 electrons under mild conditions.[16] These strong electron acceptor properties
can be explained from the three-dimensional generalization of the Hückel’s rule.[17, 18]
It states that a fullerene is completely aromatic when there are 2(N + 1)2 pi-electrons,
where N is the number of atoms in the conjugated network. This is a result from the fact
that an aromatic fullerene must have an icosahedral (or other appropriate) symmetry in
order to be a closed-shell configuration. So, fullerene would need 72 electrons to have a
closed-shell configuration, from where its acceptor properties can be deducted.[19]
An in-deep and very clear review on the characterization of OPVs and the parameters
used to quantification can be found in ref. [6]. This will be not be treated here since this
is not exactly the scope of this thesis. Whenever we refer to such parameters, we refer
the reader to this paper.
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1.2 Degradation of Photovoltaic Devices: Intrinsic
and Extrinsic Mechanisms (Photochemical and
Morphological)
It is a rational sense that the OPV’s future as a widespread and not only a niche tech-
nology will depend on their economic potential, which depends on the efficiency, manu-
facturing cost, weight, scalability, sustainability and, mainly, lifetime.[1, 20]
When speaking about lifetime, one first thinks about photo-oxidation and how the
materials are encapsulated.[21] An encapsulating barrier is needed in order to protect
the active layer materials against photo-oxidative reactions induced by molecular oxygen
and/or moisture.[22] Such molecules, by action of light, can induce extrinsic doping, hy-
drogen abstraction, lose of conjugation, etc., hindering the photovoltaic effect of the bulk.
Of course, with appropriate packaging, the materials can operate for longer, although
enormously increasing manufacturing prices.[21] However, even in a situation without
such oxidizer molecules, light can induce photolysis and reorganization reactions, which
can also hinder performance. Moreover, the temperature to which modules are exposed
during production of operation can also induce conformational changes within the active
layer, which are responsible for photovoltaic performance loss. Before explaining further
this effect, Figure 1.4 schematically illustrates the possible OPV failure mechanisms.
Figure 1.4: OPV cross section view with some of the possible degradation processes. Specially,
we highlight the photo-chemical reactions induced by the presence of oxygen and moisture under
irradiation. The processes taking place are: 1 - triplet formation; 2 - triplet formation from
charge-transfer complex; 3 - singlet oxygen production; 4 - oxidation of polymer; 5 - oxidation
of electrodes; 6 - light assisted doping by O2; 7 - morphological changes; 8 - inter-layer reaction;
9 - diffusion of metal ions; 10 - delamination; 11 - diffusion of H2O and O2; and 12 - poor
conductivity. Adapted from Hans-Joachim Egelhaaf.
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The photo-oxidation or photochemical reactions are not the sole factor able to hinder
OPV performance: morphological failure concerning the interface between the donor
and the acceptor must also be focus of attention. This is normally the case when the
fullerene derivative, for instance, migrates through the p-type matrix, aggregating in
clusters and causing a phase segregation.[23, 14, 24] This is most of the time accompanied
by a crystallization of the p-type material as well. Even if this crystallization phenomenon
may be beneficial for the charge mobility, the extracted current decreases considerably in
the device, due to the reduced contact interface. One has also to keep in mind that some
extent of aggregation is needed to guarantee percolation. Figure 1.5 presents an example
for this type of degradation based on SEM4 measurements of P3HT/PC60BM5 polymer
blends6 for different temperatures.
Figure 1.5: SEM images (1000x) of a P3HT:PC60BM spun-cast over silicon substrates using
ODCB as solvent, with variation of the time of annealing at T=150 ◦C. It becomes evident that
the PC60BM domains rapidly grow in size for these films. Reproduced from ref. [25]
In these images, one can clearly see the formation of micrometer-sized fullerene clus-
ters. This is an evidence of the phase segregation undergone by the active matrix. Al-
though the molecules are chemically unchanged, the optimal morphology needed for the
photovoltaic effect is lost.[26] This concerns a stage in the crystallization of both the
components where the charge transfer at interfaces are reduced. To circumvent this, fine
tuning of the morphology has been achieved by using process additives[27, 28] which do
have a preference in solubilizing more (or less) a component than the other. Despite of
encouraging results obtained so far, no one has demonstrated an actual method to control
the nanomorphology over time.[6]
Afterwards, the degradation can also start in several other parts of the cell: at the
electrodes (metal oxidation, diffusion into the bulk, ...),[29] at the hole-extraction layer
(delamination between the PEDOT:PSS7 and active layers),[30] at the electron-extraction
layer (delamination between oxide and active layers, loss of conductivity, local electron
traps, ...).[31, 32]
4Scanning Electron Microscopy
5This stands for Poly(3-hexylthiophene) and Phenyl-C61-butyric acid methyl ester. More details can
be found in Chapter 2.
6Although literature treat this mixture of materials as a blend this is not strictly the case. Blends are
mixtures of polymers whereas here one has what is called a composite, since PC60BM is not a polymer.
We use the terminology blend for the sake of simplicity.
7PEDOT stands for Poly(3,4-ethylenedioxythiophene) and PSS stands for Polystyrene sulfonate.
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Alan J. Heeger, in his last review on the field, [6] identified, concisely, that to be
economically efficient, OPV cells should overcome these limitations and demonstrate
lifetimes of several years and yields around 20%.8 Even more, to reach this goal of
economic efficiency, other features should also be present, such as: 1 - band gap of p-type
material accordingly to an optical absorption up to 1000 nm with a broad absorption
spectrum to capture the maximum quantity of solar photons; and 2 - Increased mobility
of the BHJ nanomorphology, ideally based on a column-like structure as presented in
Figure 1.3, to enable collection of charges prior to recombination.
Such scenario describes a complex problem with several variables to be optimized
at the same time. This thesis tries to contribute on this problem taking two general
approaches:
1 - Investigate and design n-type materials that are more stable against photo-oxidative
stress;
2 - Design materials which are stable against thermal stress.
For approach 1, both p- and n-type materials are concerned, since both of them are
victims of the performance loss induced by photochemical reactions. Once it is done,
one can try to generalize the results to apply them to the p-type materials as well. On
the other hand, approach 2 is much more dependent on the n-type materials and on its
solubility in the donor matrix, keeping at the same time a supramolecular structure with
a percolation path for the electrons towards the cathode.
Throughout the chapters, the specific actions needed to accomplish each approach
are further explained and detailed. Particularly, in Chapter 5, some of these degradation
mechanisms are studied with more details. We should first start discussing the fullerene-
containing polymers as an option for both approaches.
8This value is very debatable. Some authors[33, 34] state that a value around 10% would be enough.
What should settle this value down is the life-time and production costs of the cell.
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1.3 An overview on fullerene-containing polymers
Since their discovery in 1985[35] and their multigram availability from 1990s,[36, 37, 38]
fullerenes became a source of new potential materials for innumerous applications and
which chemistry, although tricky, may allow chemists to imagine new functionalities.
These derivatives showed outstanding properties such as structural,[39] magnetic,[40]
superconducting,[41] electrochemical,[42] and photophysical.[43, 44]
Fullerene-containing polymers have also been synthesized promptly after their discov-
ery. Indeed, the first reported polyfullerene compound has been done by Olah et al.[45],
who reacted a C60/ C70 mixture with polystyrene (PS) in a Friedels-Crafts reaction using
AlCl3 as catalyst. Several polyfullerenes have been employed since, having their place in
electroluminescent, non-volatile flash memories and photovoltaic devices, which is one of
their most realist applications.
They can be classified according to their chemical structure and how fullerenes are in-
corporated into the polymeric chain. Figure 1.6 presents a schematic family classification
for these materials as it can be found in the book by Martín and Giacalone.[46]
Figure 1.6: Family classification of the different polyfullerenes. Reproduced from ref. [46]
All-carbon, organometallic and cross-linked polyfullerenes are the easiest materials
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to produce. They are issued from straightforward chemical reactions and the degree
of control over the structure is almost non-existing. End-capped, dendrimer and star-
shaped materials request a slightly higher degree of control and this is generally obtained
by steric hindrance instead of chemical selectiveness. Main-chain, side-chain, double-cable
and supramolecular ones are those who needs the highest control on the synthetic steps
in order to obtain materials that can have successfully fullerenes incorporated, not only
sparse molecules distributed on the chain. It is a consensus that the most challenging
routes are those of main and side chain polymers, which the synthetic control needed
slowed their development down over the last years. The synthetic strategies normally
used to achieve these materials are displayed in Figure 1.7 and Figure 1.8.
Figure 1.7: Synthetic strategies for the synthesis of fullerene main-chain polymers. In (a),
a direct reaction between fullerene and a symmetrically difunctionalized monomer takes place
whereas in (b) the reaction follows a polycondensation between a bisadduct of fullerene and a
difunctionalized monomer. Reproduced from ref. [46]
Figure 1.8: Synthetic strategies for the synthesis of fullerene side-chain polymers. In (a), a
direct reaction between a polymer bearing functional groups that attach to fullerenes and in
(b), a monomer-functionalized fullerene is polymerized to yield fullerene side-chain polymers.
Reproduced from ref. [46]
In this thesis, we will concentrate on the development of main-chain polyfullerenes
and a proper description of the other classes can be found in ref [46]. In this family of C609
9Polymers of higher fullerenes can also be synthesized, but two major impediments oppose to this:
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materials, the fullerenes are located in the backbone of the polymer. Their synthesis has
been achieved by direct reaction between C60 and a symmetrically bisfunctional monomer
or a polycondensation between a C60 bis-adduct and a bisfunctional monomer. Although
the latter has been the most employed in the literature, we will treat in this thesis, mainly
the materials issued from the former. This is due since it can be a done as an one-pot
reaction and be more easily scalable to industrial scale.
Due to the low control of the double-addition over the sphere, up to 8 stereoisomer
multi-adducts are obtained as mixture,[47] which can be hardly separated. This fact
is not particularly a drawback in material chemistry, but any addition on the fullerene
opens at least one of the thirty 6,6 double bonds, inducing a considerable change in the
electronic properties, mainly on its electron acceptor performance. C60-polymers which
electronic properties are well-defined must contain an identical number of attacks for all
the fullerenes, and for the case of multi-adducts, they must be identically distributed
over the sphere. Moreover, the formation of crosslinking products is also possible and
probable and avoiding this has showed to be a considerable chemical effort, as described
in [46].
From the first strategy of polyfullerenes synthesis, very few examples can be found
in literature. The most remarkable are the production of water soluble poly(fullero-
cyclodextrin)s, prepared by Geckeleret al.[48] by reacting β-clyclodextrin-bis-amino com-
plexes directly with C60, as it is depicted in Figure 1.9. These materials showed good
solubility in water, over 10 mg/mL, and an excellent DNA-cleaving activity. The other
interesting example is the thermoreversible main-chain polyfullerene obtained from the
reaction between C60 and with a bis-anthracene derivative in a Diels-Alder cycloaddi-
tion strategy. Upon temperatures comprising 60-75 ◦C, the polymer converts back to the
reagents and this process can be repeated several times without any decomposition.
Radical copolymerizations of fullerenes are also issued from this approach of direct
reaction of monomers and C60 and they are going to be studied in more details in the
next section.
1 - the fact that the carbon atoms do not have the same chemical environmental, i.e. they are not
equivalent, as it is the case of C60 and; 2 - the non-availability of multigram quantities in affordable
price.
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Figure 1.9: Synthesis of main-chain polymers with DNA-cleaving activity, as reported by
Geckeleret al.[48] Reproduced from ref. [46]
1.4 Controlled radical copolymerization of fullerenes
Not only controlling the number of stereoisomers and the degree of crosslinking of the
so-obtained polymer, in order to have materials with well-defined electronic properties,
it is essential to control the molar mass of the polymer and keep its dispersity as low as
possible. The polymerization routes able to do so are namely the anionic and "controlled"
radical polymerizations, which give the best control over the chain length and produce
polymers with the lowest dispersities. The most representative class of materials using
this type of radical additions is the star-shaped polyfullerenes obtained by grafting of
linear polystyrene chains onto C60.[49, 50, 51, 52] The same can be obtained with nucle-
ophilic additions under different conditions though. The general scheme of this strategy
is depicted in Figure 1.10.
This type of chemistry was only possible thanks to the progress in the last decade in
radical polymerizations. In fact, the various "controlled radical polymerizations" such as
nitroxide-mediated polymerization (NMP)[53] and atom transfer radical polymerization
(ATRP)[54] allow one to synthesize high-length chains and with low dispersity. The first
reports in literature on this chemistry using NMP route confirms that an even number of
polymer chains are added to fullerene and these materials displayed interesting micelliza-
tion behavior in THF solutions, where C60 is insoluble.[55, 56] These di-adducts aggregate
even in dilute solution to form micelles containing up to 20 molecules.[57] Figure 1.11
displays a synthetic protocol to achieve di-adduct (PS)2C60 using NMP route.
Another alternative is using atom transfer radical addition (ATRA) to graft macro-
radicals on C60 and two polymer materials outstand in literature: ATRP-prepared PMMA10
10Poly(methylmetacrilate)
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Figure 1.10: Synthetic strategies for the synthesis of fullerene star-shaped polymers. In (a), a
direct reaction between a polymer bearing end-chain functional groups that attach to fullerenes
and in (b), a functionalized fullerene is reacted with difunctional monomers in a polymerization
reaction to yield fullerene star-shaped polymers. Reproduced from ref. [46]
Figure 1.11: Synthesis of (PS)2C60 di-adducts using an NMP route. TEMPO stands for
2,2,6,6-tetramethylpiperidine-N-oxyl intermediate. Reproduced from ref. [46]
and PS, which were further reacted with C60 under the presence of Cu(I)Br and 2,2’-
bipyridine in chlorobenzene at 100 ◦C.[58] Under these conditions, the covalent C-Br
chain-end bond of the polymer is in equilibrium with the free radical form (see Figure
1.13). This macroradical adds to the sphere and a Br is located on the same hexagon
over the fullerene. Size-exclusion chromatography in THF confirms an increase of molar
mass of around 1000 g/mol. However, under these experimental conditions, C60 normally
displays lower molar mass than toluene, as one can see in Figure 1.12.[59]
This fact led some authors to reject the fact that this mass increase could be due
to the grafting of a fullerene molecule to the polymeric chain. Nevertheless, we believe
that fullerene can indeed be incorporated and its derivatives should have a detected mass
closer to the real rather than what happens to the pristine molecule itself. This must
be due to the completely different THF-solubility behavior of fullerene when it is in its
pristine phase or incorporated/reacted with anything else.[60, 51]
One year later, using monodisperse PS samples,[50] it has been proved that there is
no bromine atom bonded to fullerene on the final material and only an even number of
polymeric chains are added to C60 even if it is in a concentration 10-fold related to the
polymeric reagent. This is easily explained since a fullerene-Br bond should be much
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Figure 1.12: Comparison between the elution volumes of C60; styrene; (1-phenylethyl)xC60
(x ≥ 6) (1); polystyrene (Mw = 600D) (2); and polystyrene (Mw = 1300D) (3). Reproduced
from ref. [59]
less stable than a C-Br one in the polymeric chain. Then, the former is easily converted
into the radical form (PS-Br).[51] This mechanism is perturbed if the solvent system
is halogenated, indicated by a non-negligible number of mono-adducts in chlorobenzene
compared to toluene. This route is schematically depicted in Figure 1.13.
Figure 1.13: Formation of fullerene radical-attacked polymer chains. Reproduced from ref.
[46]
It is important to stress that these experiments allowed one to define that, for each
pair, the chains are attached at 1,4 positions on the same hexagon. Moreover, only one
double bond is opened on the C60 core of a di-adduct (PS)2C60, for example, thereby
keeping the electronic structure minimally perturbed.
If one takes the size of the macroradical to a simple molecule and assures that it is
bis-functional, main-chain polyfullerenes can be obtained driven by the same mechanism.
This approach can also produce theoretically only one type of structure, without an iso-
meric mixture, favoring the synthesis of materials with well-defined electronic properties.
This is only true since it is consisted of only two attacks on the fullerene sphere and both
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attacks happen on the same hexagon, instead of taking place in different sites on the
molecule. This strategy was adapted and explored by Hiorns et al.[61, 62] and they pro-
posed structures of the type poly(1,4-C60-alt-1,4-bismethylene-2,5-dialkoxyphenylene), as
the one depicted in Figure 1.14. This class of molecules will be explored in further details
in Chapter 3 of this thesis.
Figure 1.14: Poly(1,4-C60-alt-1,4-bismethylene-2,5-dialkoxyphenylene) derivative synthesized
by Hiorns et al.[61, 62]. Reproduced from ref. [61]
41
1.5. Fullerene polymer derivatives and their proposal
as more stable acceptor materials
1.5 Fullerene polymer derivatives and their proposal
as more stable acceptor materials
As we have seen, the BHJ is a solid mixture and its nanostructure morphology is formed
by spontaneous phase separation: the donor and acceptor components self-assemble to
form bi-continuous inter-penetrating networks (Figure 1.3). This process is correlated to
the fact that high polymers tend to phase separate because of the "like likes like" behavior,
besides the small entropy of mixing. Still, one knows that crystallinity drives strongly
the phase separation.[33]
Annealing at high temperatures is responsible for improving the crystallinity within
the donor and acceptor networks. This makes the charge transport to the electrodes easier
and hence the power conversion efficiency can be increased. Other parameters known to
control the BHJ morphology are: i) the solvent from which the BHJ is cast, ii) the ratio
between the p- and n-type materials, iii) chemical additives, iv) concentration of the
solution, v) solvent annealing and, vi) molecular structure of the materials, which is the
driving force of the solubility in organic solvents and the miscibilities of the components
of the blend.
We also know that the crystallization should be optimal in order to not decrease
the contact interface between the donor and the acceptor. Normally, under operational
conditions, the OPV cells should be exposed to heating and this can drive the phase
segregation of these materials over the optimal point. Controlling this feature of thermal
stability is then a key-parameter to control the OPV efficiencies and lifetimes.
One way of inducing crystallization and avoiding the phase segregation phenomenon
is consisted on grafting fullerenes directly on the donor polymer backbone. This strategy,
where both D and A moieties can be found in the same molecular structure is known under
the name of double-cable polymers and they were the first type of polyfullerenes synthe-
sized for OPV applications, aiming directly the solution of this morphological failure.[63]
Some examples of such structures can be found in Figure 1.15, based on the work of
Yassar et al.[64] et Ferraris et al.[65].
Although elegant as solution, an overly homogeneous D-A distribution is counterpro-
ductive for the operation of OPVs: in a 3D scenario, they suffer from recombination and
reduced VOC , leading to an electronic failure.[66] This is due to the fact that, in an OPV,
illumination, alongside with D-A phase separation, establishes a gradient of chemical
potential (since electrons and holes are not created in the same phase) that drifts the
carriers in addition to the external electric field due to the asymmetry of the electrodes.
Then, this gradient is beneficial for the BHJ architecture, being extremely dependent on
the phase separation.[67, 68]
A middle-way between using small-molecule fullerene-derivatives and grafting it to
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Figure 1.15: Some examples of double-cable D-A polymers. The left polymer was electro-
chemically obtained by Yassar et al.,[64] whereas Ferraris et al.[65] obtained both on the right
by reacting head-to-tail copolythiophenes functionalized with azido- or primary amino-groups
and C60. Reproduced from ref. [46]
the conjugated polymer, is the polymerization of C60 so that it can be more soluble
besides promoting a plasticizing effect on the BHJ domains. Two major approaches are
then possible: 1) using new polymeric fullerene derivatives as the sole n-type material
or 2) using it as an additive responsible for avoiding the fullerene-derivative aggregation.
One has to keep in mind that these new polyfullerenes should also be stable against
photo-chemical process in order to be efficiently proposed as stabilizer agents of the BHJ.
Therefore this is the driving force of this thesis: design of new polyfullerenes that
could efficiently be employed as a morphological stabilizer in BHJ OPVs being stable
against photo-chemical degradation as well. This is followed by a molecular modeling
approach and the ATRAP route is explored in this path. Then, the photo-chemical
and morphological degradation of these materials will be studied by an experimental
approach. The modeling technique will be of great help to the understanding of photo-
chemical degradation mechanisms and how to avoid them.
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In this chapter, the stability of the active layer morphology was briefly discussed and its
dramatic influence on the operational lifetime of a solar cell device has been discussed.
Others mechanisms of degradation include: electrodes interface, photo-oxidation of active
layer, electrodes, charge transport layers, etc.
Considering most of OPV designs, thermal annealing can improve the performance
of the cell due to the crystallization of both p− and n−type materials domains. This
results in enhanced hole and electron mobilities, respectively, besides the optimal phase
segregation that optimizes charge separation and collection.[69, 70, 71, 72] However, as
the materials further crystallize, the phases can be coarsened and this leads to reduced
p − n interfaces, hindering the efficiency. The equilibrium in-between is subtle and can
be easily dislocated towards the aggregation of fullerenes, particularly.
Several approaches have been taken to circumvent this: solvent annealing, grafting of
fullerene molecules onto p−type polymer, use of (self-)assembled structures, and fullerene
polymerization strategies, for instance. The latter showed to be a challenging approach
and in this thesis the hypothesis that these materials can avoid morphological failure is
pursued.
Chapter 2
Design and Modeling of Target
Structures
In this chapter the design of new polymeric acceptor materials based on C60 for photo-
voltaic devices is explored using modeling techniques, which are as well explored as far as
it is relevant for this thesis. The new materials as-designed should obey some parameters
thought to be able to accomplish more stable and efficient layers in the face of intrinsic
and extrinsic degradation mechanisms.
2.1 Which are the sought-after properties for fullerene
derivatives?
The major impediment to the wide implementation of OPVs is the lower efficiency and
shorter lifetime of the cells when compared to the inorganic ones. The majority of the
research groups who has worked on the subject focused in BHJ devices efforts to increase
the performance of P3HT/PC60BM matrix (see Figure 2.1). Then, literature turned
towards the design of new p-type materials still using PC60BM as the acceptor molecule.
And, finally, new combinations of novel p-type and innovative C60-derivatives have been
designed accomplishing devices which yields are over 10%.[7, 8, 9]
Knowing that the best set of properties of a material and/or device is the one which
maximizes both yield and stability against time, we should as well at least predict how
efficient the new materials could be compared to the already well known small-molecule
fullerene derivatives. The so-far success of fullerenes arises from their properties as elec-
tron acceptors, which include:
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1. high electron mobility;
2. delocalized LUMO over the whole molecule surface. This allows the 3D electron
transfer and transport;
3. LUMO energy level compared to the p-type material, allowing an efficient electron
transfer;
4. reversible electrochemical reduction that allows the formation of stable reduced
charged species;
5. formation of domains from solution deposition, allowing charge separation when an
appropriate length-scale is obtained.
Among the most successful materials that have passed over this ensemble of re-
quirements, one can find the small-molecule-based fullerene molecules, mainly those de-
rived of C60. The molecules that have been extensively studied in the literature in-
clude PC60BM,[73, 74] bis-PC60BM,[29, 75, 76, 77] and indene-C60 mono-(IC60MA) and
bisadduct (IC60BA).[78, 77, 79] The molecular structures of these molecules can be found
in Figure 2.1, where one can also found the structure of regio-regular P3HT, the most
used p-type polymer material.[80]
(a) (b)
(c) (d)
(e) (f)
Figure 2.1: Molecular structures of (a) regio-regular Poly(3-hexylthiophene), (b) C60, (c)
PC60BM, (d) bis-PC60BM, (e) IC60MA, and (f) IC60BA.
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PC60BM, for instance, has been such a successful acceptor molecule since it has
an appropriate LUMO level and electron affinity and it is capable of forming semi-
crystalline domains in the bulk which act as percolation channels for the photo-generated
electrons.[74] Moreover, its solubility is increased compared to its precursor, which makes
it more easily processable.[75] As PC60BM and P3HT have very different surface energies,
the mixture with these two materials, at the initial time t = 0, is homogeneous and, with
the annealing process, PC60BM segregates out and aggregates, forming semi-crystalline
domains within the domains of P3HT, also formed with the annealing temperature. The
efficiency of this system lies on the maximization of both contact surface between both
materials and the size of their crystal domains. In this way, both charge dissociation and
mobility is maximized, reducing charge recombination within P3HT.
Varying the lateral chain in PC60BM structure, several authors have found that the
photovoltaic performance is tightly correlated to the solubility of the resultant material.[77,
81] Motivated by this, but not solely, bis-adduct PC60BM derivatives, namely bis-PC60BM,
could be developed, allowing one to increase the optical absorption in the visible region
(it can contribute to the photo-current in the OPV) and to increase the LUMO level
(leading to an increase of the VOC).[82]1 In this way, higher photovoltaic efficiency could
be obtained.
For improving even more the photovoltaic properties of cells based on P3HT, Li et
al.[78, 79] have developed C60-indene2 derivatives, as presented above. These molecules,
be it the mono- or the bis-adduct, present an up-shifted LUMO compared to PC60BM
and best solubility, which is even better than that of PC60BM. These properties, without
further device optimization, were able to provide devices with a 40% gain in efficiency
compared to PC60BM.[77] All that said, PC60BM is still the most used and understood
system in OPVs and remains, since many years, the reference on the topic and that
explains why it is in vogue despite the presence of many other acceptors.
Despite these advantageous properties, fullerene-based acceptors have some limita-
tions, which the bottleneck concerns the development of long-life stable cells. Generally,
thin film blends are morphologically unstable over time, leading to macroscopic crys-
tallite formation (aggregation) and consequent device failure. Moreover, the synthetic
procedures needed for producing them demands expensive purification to separate out
higher-order adducts. Finally, there is a limited scope for synthetic control over elec-
tronic and structural properties.[83, 84] This concept will be further explored in the next
sections.
On the point of view of stability, two major processes can be associated to them:
1The VOC stands for the open circuit voltage. This is the voltage obtained when the contacts are
isolated and the potential difference has its maximum value. In Figure 1.2, the VOC is associated to the
difference between the LUMO energy level of the electron acceptor and the HOMO energy level of the
donor material.
2Indene are polycyclic hydrocarbons composed of a benzene ring fused with a cyclopentene ring.
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the first one is linked to the morphological evolution on time of the P3HT:PC60BM
domains, i.e., each component aggregates out of the mixture and the contact surface is
drastically reduced, mitigating the electron dissociation and electron transfer (see Section
1.2); and the second one is linked to the chemical degradation of each component with
environmental dopants, such as H2O and O2[85] in the presence of energetic stresses such
as light and heat (or the combination of both).[86, 87, 88, 89, 90]
For the p-type molecules, the latter degradation is illustrated by the absorption cross-
section reduction caused by the destruction of the pi-conjugated system; and for the
n-type material this is illustrated by the creation of charge traps caused by the lowering
of the LUMO level of the fullerene derivative when attacked if compared to the pristine
molecule.
In a very general way, we can state the sought-after parameters for an acceptor
molecule in photovoltaics:
1. Concerning the electronic structure:
• Good electron-acceptor properties (increased electron affinity)
• Well-defined LUMO (absence of trap levels inside the gap)
• Increased mobility (assured by morphological properties, mainly)
2. Concerning the morphological structure:
• Good solubility (assured by lateral chain engineering, mainly)
• Reduced phase segregation (good solubility in p-type matrix)
• Reaction selectivity should somehow depend on the available fullerene surface;
controlling this parameter should avoid uncontrolled multi-adducts formation
and consequent LUMO broadening
• Formation of percolation paths needed for electron transport
With all this in mind, treating the issue of stability turns into a multi-parameter
maximization (or minimization, depending on the frame of reference) problem which
variables are somehow interconnected. Moreover, the stability variables are connected
to the efficiency ones and one should take somehow both of them into account when
designing new acceptor molecules. In the same way, a cheap synthesis is also a parameter
to be considered in designing new materials.
In this way, the next sections are intended to explore these possibilities of assuring, at
the same time, both optimal electronic properties and morphological structure through
the insertion of fullerene into polymeric backbones, using six different chemical routes.
This chapter will treat in more details the electronic properties of the resultant molecules
whereas their stability is treated in parts in Chapter 6.
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2.2 How one can design polyfullerenes based on multi-
scale molecular modeling?
Molecular modeling techniques should be chosen considering the type of system being
studied and the properties that are required to be described/calculated/understood. Sev-
eral approaches exist to treat either small or big molecules, ranging from ab initio methods
to molecular mechanics ones.
In the context of this thesis, one is interested in describing structural, electronic and
morphological properties of fullerene derivatives. These calculations are done either to
comfort experimental data, to make previsions on molecules that do not exist yet or to
study trends for a property within a class of materials.
Being a multi-electron system, their electronic properties should clearly be treated
within a many-body approach, in which exchange and correlation are treated. This treat-
ment may be either explicit or not, and for the case of Density Functional Theory (DFT),
for instance, it is rather approximative and taken into account by the choice of the ap-
propriate exchange-correlation functional.3
The theory behind DFT is briefly described in Annex C and the eager reader is redi-
rected to the recent review by A. Becke.[91] DFT, coupled with the Hellmann-Feynman
theorem,[92] is capable of calculating equilibrium geometries of molecules and the agree-
ment between theory and experiment is generally improved with larger basis sets. Thus,
the computational time scales with the number of basis set functions of the molecules,
which also scales with the number of atoms and this is really more cumbersome during
a geometry optimization run. A compromise between accuracy and machine time needs
then to be done.
The possible ways to treat molecules with increased number of atoms having this
constraint are listed below:
1. Explore physical-mathematical approximation within the DFT methodology, such
as the RIJCOSX method described in Annex C;
2. Use smaller basis sets, although it can compromise the electronic analysis;
3. Use semi-empirical methodologies which were minutiously parametrized, such as
PM7 hamiltonian;
4. Use of molecular mechanics hybrid parameters, which are taken from similar molecules
and experimental data.
3It is worthy noting that this methodology is the most appropriate to describe the electronic structure
of systems which dimensions are comprised between 100 and 300 atoms.
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These approaches are enumerated following the order of the number of atoms. When
having more and more atoms to treat and to study the electronic/structural properties
arising, one should go down on this list when choosing the molecular modeling method.
The application of each aforementioned approach is described whenever they are used
and it is then justified the reasons for the choice.
These methods are implemented in several suites of molecular modeling software pack-
ages. In this thesis, the use of ORCA package[93] is used for approach 1 and 2, and
MOPAC2012 for approach 3. All these softwares are free of charge and can be used freely
within the academia.
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2.3 Model polyfullerene systems and their general
properties
Initially, C60 was thought to be unreactive and to have an aromatic-like structure.4 But,
the particular delocalization of the pi-electrons allows them to take part in a wide variety
of reactions characteristic of alkenes. Besides that, they also have an electron deficient
alkyne characteristic that permits reactions with electron rich species. This opens a range
of possibilities of incorporating them into polymers.[94]
The formation of polymeric C60-based materials should, first of all, answer to synthetic
constraints related to the cost and difficulty of the chosen route. Here we present six routes
that are able of forming at least bis-attacks on fullerene and are capable of reacting further
to form polymers. One can find in literature variation of these and others that are not
explored herein since their synthesis may not be that straightforward.[95, 96, 97]
These routes were chosen based, mainly, on their relative easiness of synthesis, since
the most part of the needed functional groups can be achieved starting from a bro-
momethyl or an aldehyde group. If M is our comonomer, the structures depicted in
Figure 2.2 show how bis-adducts could be then obtained. In these images, M is assumed
to be mono- or bis-functional forming, in this way, bis-adducts or polymers, respectively.
(a) (b) (c)
(d) (e) (f)
Figure 2.2: Possible structures of bis-attacked fullerene derivatives than could be polymerized.
4The reader is invited to keep this affirmation in mind when reading Chapter 6 of this document.
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2.3.1 Atom Transfer Radical Addition Polymerization
The first route is the one called ATRAP, developed by Hiorns et al.[61, 62] However, the
first reports on radical attacks on fullerenes were reported a decade ago by Mathis and
others,[49, 51, 52] when PMMA and PS were covalently attached to such spheres. This
will be discussed with more details in the next chapter. The route is based on a halogen,
mainly bromine, abstraction by a copper(I) salt from an organohalide. The copper salt
is suspended in solution by using a ligand such as 2,2’-bipyridine. The reaction reaches
its maximum of conversion around 24h and the purification can be easily done as it will
also be discussed in the next chapter.
Figure 2.3: ATRAP synthetic route.
One of the most interesting properties of the materials obtained by this route is
the fact that the fullerene system has 58pi-electrons after bis-adducts are formed. This
represents the minimum of modification on the electronic structure of the sphere.
2.3.2 Amino-fishing
This route, depicted in Figure 2.4, is based on the addition of amines to C60 and it
was one of the first reactions to be investigated in fullerene chemistry.[98, 99, 100] With
respect to the mechanism behind the formation of these compounds, both nucleophilic
and radical addition of amines to the C60 are possible and closely related and in some
cases it is difficult to determine which mechanism is actually taking place.[101]
For this so-called ”amino-fishing” route, both nucleophilic and radical attacks should
be studied as possible mechanisms in the next steps of analysis. The quantity of molecules
attached to the fullerene that can be obtained from this reaction depends on the steric
hindrance, the polarity of the solvent and the presence or not of oxygen, light or temper-
ature, as described in the review by Tzirakis et al.[102]
This synthesis will form 56-pi-electron structures and the position over a hexagon
where the H atom will be bonded may be variable over the 2 or 4 position respectively
to where the amine attaches. This should not be the case for the molecules based on the
ATRAP route, since the steric hindrance in this case should avoid this position of the
second attack, whereas for H, since it is a very small radical, it can be attached on both
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positions. The advantage of this synthetic route is the absence of metal catalysts. More
details on this route can be found in the thesis of B. Bregadiolli5 and in the ref. [102].
Figure 2.4: Amino-fishing synthetic route.
2.3.3 Azide cycloaddition
Molecule 2.5 is obtained from a [3+2] cycloaddition based on a 1,3-dipolar addition of
azides. At temperatures below 80 ◦C, this addition occurs preferentially to a 6,6 double
bond affording the corresponding thermally labile triazolines. Another advantage of this
route is the absence of chemical catalyst, issuing a purer product at the final step. Al-
though the use of azides can be considered dangerous, the C/N ratio of the monomer can
be increased in order to work in safe conditions. Moreover, the fact that no radical reac-
tion is involved, chlorinated solvents may be used, leading to smaller reaction pots, based
on the increased solubility of C60 in solvents as o-dichlorobenzene. More information on
this route can also be found in thesis of Bregadiolli as well as in the references [103, 104].
Figure 2.5: [3 + 2] cycloaddition of an azide.
5Ph.D. student in our group.
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2.3.4 Prato cycloaddition
Structure of Figure 2.6 is obtained from a [3+2] cycloaddition based on a 1,3-dipolar
addition of azomethine ylides what leads to the formation of the well-known fullereno-
pyrrolidines. This synthetic route has been extensively explored on the chemistry of
olefins, and can be found under the name of Prato synthesis. Maybe this is one of
the routes that can provide the most important yield based on literature and another
advantage is the absence of chemical catalyst as well. Only water and carbon dioxide are
released during the synthesis, issuing purer metal-free materials at the end. More details
on this route can be found on the thesis of H. H. Ramanitra6, who extensively explores
this route. The details of this route are not presented because of confidentiality issues
and patents that are not yet deposited.
Figure 2.6: [3 + 2] cycloaddition of an azomethineylide.
2.3.5 Cyclopropanation
Another interesting route to explore is based on the formation of a cyclopropane bridge
group onto the fullerene sphere. Originally, to obtain such molecules, as the ones de-
picted in Figure 2.7, one would use the so-called Bingel reaction,[105] which is based
on a nucleophilic attack. This is not the first choice to achieve such compounds based
on the difficulties found during the preparation of the bromomalonates needed for this
nucleophilic attack.[106]
Another way to achieve these compounds is using a route intermediated by a dia-
zoalkane generated by the base-induced decomposition of tosylhidrizines.[73, 107] The
diazo compound is then generated in situ and trapped by C60 to undergo a 1,3-dipolar
addition in an one-pot reaction. Finally, it is worthy noting that this is the route used
to synthesize PC60BM molecule and its derivatives.
6Ph.D. student in our group.
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Figure 2.7: 1,3-dipolar cyclopropation reaction.
2.3.6 Diels-Alder addition
Finally, a multiple-step bis-adducts preparation can be achieved affording molecules as
depicted in Figure 2.8, consisting of a classical Diels-Alder cycloaddition where an oxy-
genated diene7 adds to fullerene to form cyclohexene rings fused to [6, 6] junctions.[109]
This type of cycloaddition has the advantage of controlling the degree as well as the
site of the addition and a fullerene monomer is formed before being polymerized with
the other comonomer M , in two different steps. This route seems interesting from the
practical point of view since the solubility of the intermediary fullerenes-comonomers is
higher in toluene than C60 itself, reducing considerably the volume of reaction pot. The
comonomer M used is a di-carboxylic acid and this can be straightforwardly obtained
from the bromomethyl groups, in the same way the previous needed functional groups
can also be so done. This chemistry has been explored by A. Isakova8 and more details
can be found in her thesis and as well in references [103, 104].
7Also called Danishefsky’s dienes.[108]
8Ph.D. student at Aston University.
55 2.3. Model polyfullerene systems and their general properties
Figure 2.8: [4 + 2] Diels-Alder cycloaddition reaction.
56 2.4. Revealing the position of bis-adduct formation
2.4 Revealing the position of bis-adduct formation
Once the first attack on the fullerene sphere happens, the second can take place in eight
different positions and this is valid for all the molecules studied up to now, exception
made for the ATRAP-based ones.
Hirsch et al.[110] identified these eight positions and called them cis-1, cis-2, cis-3,
equatorial, trans-1, trans-2, trans-3, and trans-4, taking into account their distribution
around the planes of symmetry of C60, as it can be seen in Figure 2.9.
Figure 2.9: Different sites for the second attack to take place during the formation of fullerene
bis-adducts with indication of the symmetry group of each molecule. Reproduced from ref.
[110].
Controlling the position of the second attack is not simple and depends on the elec-
tronic structure and mainly on the steric hindrance sensed around the fullerene sphere,
as it was noted by Cheng et al.[107] These same authors have demonstrated the use of
tethering groups as an efficient way to control sterically the formation of bis-adducts.
Moreover, the position of the second attack should be somehow dependent on the
type of reaction used to produce it. For ATRAP reaction, this is not an issue since the
formation of the second attack is definitely in position o or p related to the first attack,
being the latter the most likely to happen because of steric hindrance.
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To study the position of the second attack for the molecules herein presented, we
should separate them by the type of reactions employed: cycloadditions, radical or nucle-
ophilic attacks. Among the cycloadditions, one should count the 1,3-dipolar additions on
the fullerene (Azide, Cyclopropanation and Prato reactions) and the Diels-Alder based on
oxygenated dienes. The Amino-fishing reaction, as already mentioned, can be described
by a nucleophilic or a radical attack and thus, both mechanism are presented.
2.4.1 1,3-dipolar cycloaddition-based products
The Prato, Azide and Cyclopropanation based products are herein studied since they
are all based on 1,3-dipolar cycloaddition reactions. The prevision of the position of
the second attack is done here by a coupled experimental-theoretical approach where
model compounds based on Prato reaction were synthesized by H. H. Ramanitra9 and
the experimental UV-VIS spectra were compared to the TD-DFT/6-31G** calculated
ones.10
Determining the same for the other proposed molecules relies on the analysis of the
molecular orbitals considering that this type of cycloaddition depends on the LUMO of
C60s (this is explained vide infra).
2.4.1.1 Prato-based products
The eight known attack positions for bis-adducts formation in Prato synthesis were stud-
ied by Time Dependent Density Functional Theory (TDDFT). The geometries were fully
optimized within the B3LYP/6-31G** level of theory in ground state. 20 UV-VIS elec-
tronic transitions were calculated using the same formalism. For all the calculations the
RIJCOSX11 approximation was used and run in Orca 3.0.2 software. The studied struc-
tures follow the general scheme depicted in Figure 2.10 (herein presented for a generic
geometry).
The calculated electronic transitions were enveloped with Gaussian functions having
0.125 eV at FWHM. The experimental spectra were treated to remove the non-resonant
backgrounds due to Rayleigh scattering.12 Theoretical spectra were shifted in order
to have their highest-intensity maximum coincident with the one of the experimental
spectrum. In this way, we eliminate any energy discrepancy parameter and we avoid
discussions on the method-induced error on the energies.13
9Ph.D. fellow in the same laboratory.
10TD stands for Time Dependent.
11see Appendix 1
12The suppression of the elastic scattering was done by subtraction of a ∼ λ4 function. Although
enough as a first approximation, the scattering functions are more complex in the region of absorption.
13The applied shifts are equal to: cis-1 1.42, cis-2 0.92, cis-3 0.95, equatorial 0.99, trans-1 and trans-2
1.03, trans-3 1.11, and trans-4 0.92 eV.
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Figure 2.10: General structure for studying the bis-adduct formation in Prato reaction
(HHR23D). Here the trans-2 bis-adduct is presented. The product named Poly1HB has the
same structure however no lateral chain is grafted on the comonomer.
The proposed model to determine the position of attack is based not only on the spec-
tral recovering, but also on the interband spacing and band ratios. Below one can find
these results considering HHR23D (polymerization of 1,4-bisformyl-2,5-bisoctyloxybenzene)
and Poly1HB (polymerization of terephthaldehyde)14.
For both compounds, cis-2, trans-2 and trans-3 show very good qualitative agreement
between theoretical and the experimental spectra. Namely for trans-3, the interband
distance between the first maximum and the second lower energy band is remarkable.
One should keep in mind that the applied shift took into consideration the maximum
intensity among the high energy transitions, explaining the shoulder found for trans-3
simulated spectrum. Moreover, it is judicious to think that experimentally, the highest
energy band is not mono-composed but there is not enough resolution to resolve them, like
one can do theoretically. Also, the subtraction of the non-resonant background cannot
be assured as final and, in this way, the features around 2.0-2.7 eV should not be treated
as absorption bands. Finally, one can also have a mixture of different bis-adducts in the
analyzed sample. Being this the case, the major contribution must be due to product
with the best agreement between the calculated and measure spectra.
Experimentally, the several bis-adducts could be distinguished by high-performance
liquid chromatography (HPLC). However, for the case where this becomes a polymer, this
technique is no longer appropriate to separate the fractions. One may then considerer
that the polymer should be consisted of a dispersion of different bis-adducts for which
the most present type of adduct is the one with the best agreement in this study.
In order to further investigate this, one should take a look on the frontier molecular
orbitals-based mechanism of the Prato reaction to corroborate or not the results indicated
above. The Prato reaction is a 1,3-dipolar cycloaddition and thus, a pericyclic reaction,
which obey the Woodward-Hoffmann rules, where an orbital overlap between the dipole
14whose details on the synthesis are not on the scope of this thesis and should be consulted in
Hamanitra’s PhD thesis.
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Figure 2.11: Theoretical-experimental UVVIS electronic transitions comparison for synthe-
sized HHR23D material and Prato molecule model as proposed in Figure 2.10.
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Figure 2.12: Theoretical-experimental UVVIS electronic transitions comparison for synthe-
sized Poly1HB material and Prato model molecule as proposed in Figure 2.10.
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and the dipolarophile is needed. The dominant overlap is the one which possesses the
smallest HOMO-LUMO energy gap.[111]
For fullerenes as dipolarophiles, as it has a deep LUMO, the orbital overlap happens
between the HOMO of the 1,3-dipole and the LUMO of the already firstly-attacked
fullerene. The energy diagram is depicted in Figure 2.13.
Figure 2.13: General energy scheme for studying the bis-adduct formation in Prato reaction.
The HOMO-LUMO gap for the blue configuration is 4.54 eV while it is only 0.43 eV
for the red one. In this way, the reaction is ruled not by the HOMO of C60, but by its
LUMO. Then, taking a closer look at this orbital for the first attacked fullerene, one has
what is depicted in Figure 2.14.
Figure 2.14: LUMO orbital of the Prato model molecule from different perspectives.
One can note that the LUMO density is zero for the region where a fully linear polymer
would be expected (based on trans-1 attacks). However, these densities indicate that the
center of the sphere is much more electronically active. Considering this, one should
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expect that the polymers are formed in such a way that the monomer of each side should
be at 90 ◦C to each other.
Moreover, one can also see, as it is presented in Figure 2.14 that the lobe is very
intense in the region where an equatorial attack would be formed. In fact, the density
of the LUMO orbital is this region is more important than the one for trans-3 (which
has the best agreement in TDDFT calculations). Very probably the attack is not favored
because of steric hindrance caused by the long alkyl chains of the monomer.
Based on this analysis, we could say that:
1. trans-1 is not favorable based on the distribution of the LUMO;
2. cis-1 is not favorable based on steric hindrance;
3. cis-2 may occur, but the density of LUMO in this region is lower than in others,
moreover there is the steric hindrance taking place as well;
4. cis-3 may occur based on the distribution of the LUMO but it is not consistent
with the TDDFT calculations;
5. equatorial is not favorable based on the distribution of the LUMO;
6. trans-4 is the same case as cis-3 ;
7. trans-2 and trans-3 are favorable based on the distribution of the LUMO and on
the steric hindrance;
8. trans-3 matches the best when one compares the TDDFT spectra with the experi-
mental ones.
Thus, based only on this analysis, we would state that the most probable position of
the second attack follows the order:
trans-3 > trans-2 > cis-2 / trans-4 / cis-3 > equatorial / trans-1 > > cis-1
This is in good agreement with the results obtained by Lu et al.[112] and Hirsch
et al.[110]. This analysis is purely based on kinetic arguments. The thermodynamic
considerations of the total energies of different isomers are not treated because we believe
that steric hindrance combined to electronic factors should play a major role than the
thermodynamical stability of the formed compounds.
Ideally, the synthesis of bisadducts should be performed alongside their 13C NMR
spectrum. In this way, one could compare it with the simulated one and we should find
a very precise agreement capable of defining the geometry of the second attack.
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It is worth keeping in mind that these calculations were performed in vacuum and the
experiment is done in the presence of factors such as temperature and solvent. Finally,
1,3-cycloadditions experience very weak solvent dependency since the transition state is
apolar.
2.4.1.2 Azide-based products
Using the energy diagram depicted in Figure 2.13, the formation of the bis-adducts by
the Azide attack faces a HOMO-LUMO gap dependent on the stage that the first adduct
is found: before or after the N2 release of the intermediary. In the first scenario, this gap
between the dipole and the dipolarophile is 2.39 eV for C60’s LUMO-Monomer’s HOMO
interaction and 4.68 eV for the other way round.
If the second attack happens after the release of the N2 molecule, these orbitals inter-
actions face gaps of 2.48 and 4.61 eV, respectively. This indicates that the LUMO orbital
of C60 rules the formation of the cycloaddiction products and it is the dominant pathway.
Within the same level of theory, we can then propose the positions of bis-adduct
formation based on the knowledge that the reaction is ruled by the LUMO of C60 and
the HOMO of the monomer. In this way, one can find the spatial distribution of this
molecular orbital in Figure 2.15.
(a) (b)
Figure 2.15: LUMO orbital of the Azide-based model molecule. In (a) one can find the LUMO
distribution before the release of the N2 molecule and in (b), after it.
In this figure, for the azide reaction, we present two possible mono-adducts: the first
is based on the first step of the cycloaddition, when N2 molecule has not been released
yet and, the second is when it has already been done.
As for the case of Prato reaction, the spatial distribution of the LUMO orbital is
not drastically changed and the selectivity must be towards an attack on the positions
forming trans-3 and trans-2 isomers.
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2.4.1.3 Cyclopropanation-based products
Similarly, the same is here presented for the cyclopropanation-based products. Again,
two scenarios can be found: in Figure 2.16.a, the second attack may take place before the
release of the N2 molecule from the intermediate species and in Figure 2.16.b, this will
happen after the N2 release already took place. The HOMO-LUMO energy gaps found
for the first configuration equals 4.31 eV when C60’s HOMO - monomer’s LUMO interact
and equals 1.68 eV in the other way round. For the second case, these gaps equal 4.20
and 1.80 eV, respectively. This indicates that the mono-adducts’ LUMO orbital rules the
second attack.
(a) (b)
Figure 2.16: LUMO orbital of the cyclopropanation-based model molecule. In (a) one can
find the LUMO distribution before the release of the N2 molecule and in (b), after it.
Clearly, no difference in the LUMO orbitals of these two species is sensed, as it is the
case of the Azide-based compounds.
In this way, one could say that Azide- and Cyclopropanation-based compounds should
form bisadducts in the same positions as the Prato reaction, forming preferably trans-3
and trans-2 isomers.
2.4.2 Diels-Alder
The products formed by a Diels-Alder reaction are not based on a 1,3-dipolar cycloaddi-
tion but as they are still pericyclic reactions, the dominant pathway is still the one with
the smallest HOMO-LUMO gap between the diene and the dienophile.
Considering this, a value of 2.75 is found when the C60’s LUMO - diene’s HOMO
interact. The other way round faces a gap equals to 5.21 eV. In this way, the pathway is
still ruled by C60’s LUMO and its spatial distribution can be found in Figure 2.17.
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Figure 2.17: LUMO orbital of the Diels-Alder-based model molecule.
2.4.3 Amino-fishing-based products
This attack route can follow two distinct mechanisms: a single electron transfer from the
amine to the C60 or a complex sequence of radical recombinations, deprotonations, and
redox reactions.[102]. To determine the position of the formation of the bis-adduct, both
mechanism are herein explored.
To determine the most probable positions for the second attack to take place in both
mechanisms, one can analyze the Fukui Condensed Functions (FCF) of the mono-adduct.
The analysis of these functions provides helpful hints on the propensity of an atomic
site to suffer an electrophilic, nucleophilic or radical attack based on the vertical charge
distribution of the ground, cationic and anionic states.
Considering the electronic density ρ at a certain point of the space ~r, ρ(~r), the FCFs
f(r) are mathematically defined as:
f(r) =
(
∂ρ(~r)
∂N
)
ν(~r)
(2.1)
Where N stands for the number of electrons on the ground state and the derivative
is calculated for a given external potential.15
The discretization of the electron density function leads to the local site-dependent
analysis at α and gives rise to three different functions based on the addition or removing
of an electron charge defined as follows:[113, 114, 115, 116]
f+α = qNe − qNe+∆Ne (2.2)
f−α = qNe−∆Ne − qNe (2.3)
f 0α =
1
2(f
+
α + f−α ) (2.4)
15Practically, this is obtained by imposing vertical transitions.
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Where qNe stands for the partial charge on the site α on the ground state (Ne) elec-
trons, and ∆Ne stands for the increase or decrease of an electron on the same site. So,
f+α and f−α describe the ability of the atom α to accommodate an extra electron (nucle-
ophilic attack) or to lose one (electrophilic attack). The function f 0α is then associated to
a radical attack.
Maximizing these functions, one can maximize the probability of the attack in con-
sideration taking place on the specific atomic site. It is worth saying that this definition
is intrinsic from the formalism of density functional theory based on the electron density
and, moreover, these functions are calculated for a constant chemical potential, that is
why the need of vertical cationic and anionic states to be chosen.
One should keep in mind that, the analysis of the FCF must be careful, since one
cannot compare FCFs for different molecules. Moreover, for such systems submitted to
environmental conditions, the FCF might not assure that this selectivity will be respected.
For the Amino-fishing-based mono-adduct, the f+α and f 0α were calculated and their
distribution around the sphere indicate that for a nucleophilic attack, the bis-adducts
should be formed following a propensity like:
cis-2 > equatorial > cis-3 > cis-1
whereas for a radical attack, this order should be more like:
cis-3 > cis-1 > cis-2 > equatorial
The trans positions are not probable to be attacked by both mechanisms. Whatever
the predominant mechanism is, it seems that this type of route to synthesize bis-adducts
should probably produce cis isomers in higher proportions, whereas the routes based on
cycloadditions tend to produce trans ones.
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2.5 Electronic acceptor properties and comparison
with current benchmarks
As already described, the OPV properties of fullerene-based electron acceptor depend on
different factors concerning their electronic structure and solid-state morphology. Here-
after, we will study in more details these properties calculated for the molecules proposed
with different routes as well as the current benchmarks: C60, PC60BM, bis-PC60BM,
IC60MA and IC60BA.
Considering the different possibilities for the formation of the bis-adduct around the
fullerene sphere, they were here constructed using a trans-1 position (symmetrically op-
posed to the first attack on the C60 sphere), regardless this is or not the most probable
structure to be formed during synthesis and across all the routes being studied. This
was done so in order to homogenize the properties being studied here and to reduce the
quantity of species modeled and reducing the scattering of the properties’ values.
These molecules had their molecular geometries in gas phase fully optimized within
the B3LYP/6-31G**16 level of theory, using Orca 3.0.3 package, as already discussed be-
fore. The electronic properties that were analyzed comprise LUMO energy level, vertical
and adiabatic electron affinity, electrophilicity, reorganization energy, and transfer inte-
grals17. C60’s values were used in each case as internal reference, in order to avoid using
these values as absolute and eliminating the experimental method dependence on the
determination of these quantities and the discrepancy between experiment and theory.
One should keep in mind that these properties indicate general trends and solid-state ef-
fects are not (or roughly) taken into account, what can inverse the observed experimental
behavior of these compounds. Therefore, the approach used herein should be thought as
a guide in the design of new-molecules, not as absolute rock-solid truth.
2.5.1 LUMO Orbital Analysis
It is known that the yield of an OPV is directly proportional to the short-circuit current
(JSC) and the open-circuit voltage (VOC) and, for a polymer-fullerene photovoltaic cell,
only a little improvement on the JSC can be achieved since it is very close to the maximum
feasible value. Thus, improving VOC may considerably result in improved OPVs.
Originally, the VOC parameter is proportional to the difference between the energy of
the HOMO of the p-type material and the LUMO of the n-type one. On the other hand, in
order to have an efficient charge transfer in place, a threshold value of about 0.2-0.5 eV in
16The reader is refereed to the List of Abbreviations in the beginning of the thesis. This stands for the
use of the Becke three parameters exchange and Lee, Yang and Parr correlation functional with double-ζ
Pople’s basis set with polarization functions on d and p orbitals.
17A different geometry optimization was needed to calculate this property. Details are given in the
appropriate subsection.
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energy gap of the p-type LUMO and n-type LUMO should be respected.[117] So, VOC can
be tailored by preserving this double LUMO gap and raising the LUMO of the n-type ma-
terial, revealing, among others, that a universal n-type material is not a realistic concept.
Hence, for a given p-type polymer, the lower the LUMO level energy, the higher
the VOC . We analyze then the LUMO levels of the proposed bis-adducts beforehand
presented as well as with other efficient fullerene derivatives, like the IC60BA family.
Controlling how deep or shallow the LUMO energy level will be is a task which de-
mands taking into account several parameters that are concomitant. High-symmetry,
presence of electron-poor groups, increased electronic resonance and open-shell configu-
rations are some of the factors that induces a deeper LUMO in a system, for instance.[118,
119, 120] In this way, one can estimate that, in zeroth order, any disruption of the elec-
tronic structure and/or molecular geometry of C60 will lead to molecules with a shallower
LUMO level, as a matter of fact.
Within the Density Functional Theory (DFT) approach, defining LUMO (or whichever
other orbital) is not straightforward. This is due to the fact that DFT is not a wave-
function method and, hence, does not lead to explicit orbitals, but to Kohm-Sham ones,
φi, with associate eigenvalues i. However, the fundamental variable within this context,
which determines all the observables, is the total electron density at the point ~r, ρ(~r),
given by:
ρ(~r) =
N∑
i
|φi(~r)|2 (2.5)
Calculated over the N-particle system.18
These Kohm-Sham orbitals have been, for a long time, viewed as an auxiliary concept,
not necessarily meaningful and just a way to build the total density. This is so based on
the fact that, in the process of construction of these orbitals, an approximative exchange-
correlation potential has to be used, and it may keep reality away of their definition. A
complete and extensive discussion on the evolution of this concept is done by Stowasser
and Hoffmann,[121] but we can jump to the general conclusion achieved by Baerends and
co-workers,[122] who argue that these orbitals are very suitable for qualitative, chemical
applications. That is why care must be taken if one wants absolute LUMO energy values
when designing new molecules. Furthermore, identifying the VOC via the LUMO energies
relies on a one-electron picture (orbital relaxation is not taken into account) and on the
validity of the Koopman’s theorem.
On the other hand, the determination of the LUMO energies is done experimentally
by Cyclic Voltammetry (CV) and the values so-obtained are mistaken as good approx-
imations to the energies of this orbital. The usual procedure consists of measuring the
reduction potential of the molecule which LUMO energy one wants to determine and
18More details can be found in Annex C
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correlate it with the electron affinity of a standard molecule (usually Ferrocene). Then,
assuming the validity of Koopman’s theorem, the obtained value is correlated with the
LUMO energy. We believe that this leads to a hollow definition and interpretation of the
physical-chemical phenomena underlying. We believe that using molecules of different
nature in reference and analyte (as it is the case of using Ferrocene as standard) may not
take into account the solvent stabilization and reorganization energy, to cite two among
these phenomena. In such situations, we believe that the approach taken by Nardes et
al.[123] is a good compromise between theoretical DFT LUMO estimation and exper-
imental CV LUMO energy measurement. Last, but not least, ideally CV experiments
should be compared to Electron Affinities estimations instead of evoking the concept of
LUMO energy. The reasons behind this are better described in the following section and
we can anticipate that doing so, the multi-electron scenario is then taken into account.
In Figure 2.18, these values related to C60’s one can be found. The terms 0C and 1C
for Amine- and Azide-based compounds refer to the number of carbon atoms between
the monomer and the functional group: for the former, the functional group is directly
attached to the monomer and for the latter, there is a −CH2− group in-between, as
depicted in Figure 2.4 and 2.5.
Figure 2.18: LUMO deviation compared to C60 for the studied compounds altogether the
common fullerene-derivatives currently used (PC60BM, bis-PC60BM, IC60MA and IC60BA).
One can then deduct that whichever further modification undergone by C60 rises the
LUMO energy level, and this may increase the VOC of a resultant OPV device for any
given polymer.
70 2.5. Electronic acceptor properties and comparison with current benchmarks
2.5.2 Electron Affinity (EA)
Brabec et al.[117] showed that the VOC of the plastic OPVs are independent of the device
geometry and thickness of the film, but it is strongly correlated to the reduction potential
of the fullerene derivative. Lenes et al. [124] showed that the VOC of a polymer-fullerene
cell has a negative linear relation with the first reduction potential of the n-type molecule
used only for device with ohmic contacts. Others then confirmed a similar relationship
but with the first oxidation potential of the p-type material.
The electron affinity of these fullerene bis-adducts were also analyzed since there is
a direct relation between the VOC and accepting potential of the fullerenes. The first
EA values for these compounds are calculated in the same level of theory19 20. This can
be calculated in two scenarios: vertical or adiabatic. For the former, one electron of
the neutral molecule is removed without letting the geometry to relax (vertical electron
affinity) whereas for the latter, the relaxation of the molecular coordinates is allowed.
The difference between the ground state total energy of the neutral molecule and the
total energy of the reduced state gives the EA value.
Within Janak’s definition of electron affinity (EA), one has:
EA = E(N0)− E(N + 1) (2.6)
Where N0 states for the number of electrons in the ground state and N + 1 stands for
the number of electrons of the ground state with another electron added to it (negatively
charged specie).
It is interesting to note that this definition is the one that should be used within
DFT method, where Koopmans’ theory cannot hold. In a Hartree-Fock (or whatsoever
other wavefunction-based method - where the correlation energy is not explicitly treated)
scenario, EA would be defined as the negative of the LUMO energy, and this assumes
no orbital relaxation during reduction. Within DFT, Janak’s definition of EA takes into
account this specific orbital relaxation although the molecule may or not be allowed to
relax within the internal coordinate system (see next section on Reorganization Energies).
Figure 2.19 presents these results.
19Based on the structures just beforehand obtained, using an unrestricted Kohn-Sham scheme (UKS)
applied to the self-consistent field.
20Diffuse functions were not used here, although their use is recommend and almost mandatory for
the calculation of anion-like species. There are huge electron density convergence problems for fullerene-
based materials in the anionic state using these functions. Morever, besides the common sense, Treitel
et al. indicate that molecules with extended conjugation do not need these functions for calculating
electron affinity, whereas they are highly needed in the calculation of NMR shifts, for example. In this
way, we believe that the extended conjugation found in the molecules herein proposed makes that the
non-use of diffuse functions has a very little effect on the final electron affinity of the molecule and this
difference is on the order of 1 meV.[125] Also, the absence of of polarizability effects (no solvent) imposes
quite a large error in the calculation of charged species that should be taken into consideration if absolute
values are required, what is not the case here.
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(a)
(b)
Figure 2.19: Electron Affinity deviation compared to C60 for the studied compounds altogether
the common fullerene-derivatives used nowadays (PC60BM, bis-PC60BM, IC60MA and IC60BA).
In (a), the vertical electron affinity is presented and in (b), the adiabatic one is presented.
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Within the vertical scenario, one can note that whichever attack happens to the
fullerene sphere causes a decrease on the electron affinity, what is, in theory, associated
to a lower electron acceptor character. However, in an adiabatic scenario, Azide-based
molecules present positive deviations, meaning that these molecules seem to be as good
as C60 as an electron acceptor, or at least it does not prejudice this property. In a general
way, Cyclopropanation-based molecules seem to be the most sensible on this property.
2.5.3 Electrophilicity
All that said, common sense tells us that the efficiency of an acceptor in solar cells depends
not only on its electron affinity so that a surrounding electron can be absorbed, but also on
its resistance against electron back transfer to a donor molecule. So, two parameters come
to mind in order to quantify and predict the efficiency of the OPV made using such n-type
materials for a given p-type polymer by looking on their LUMO energies and on their first
electron affinities (EA) calculated within the Janak’s scheme. Anafcheh et al.[126] showed
that, generally, there is a linear correlation between experimental VOCs and theoretically-
calculated LUMOs and EAs. Within Density Functional Theory standard calculations,
one can define as well a global index for the electrophilicity strength of a system as it was
defined by Parr et al.[127] This index correlates the quantitative chemical concepts of the
electronic chemical potential (µ) and hardness (η). Such quantity can then be assigned as
a basis for evaluating how electrophilic a system is by using µ to measure the propensity
of the system to acquire an additional electron from adjacent electron-rich species, and
by means of η to describe the resistance of the system to exchange this electron with the
environment.
Finally, the electrophilicity index, as described before, seems also to be a good indica-
tive on the acceptor properties of fullerene-derivative materials, since it also measures
their resistance to electron back transfer, and it is indeed determinant for OPV efficiency.
The chemical quantities µ and η have been interpreted by Parr et al.[127] as the first and
second partial derivatives, respectively, of the electronic energy with respect to the num-
ber of electrons at a constant external potential ν(r). This means that the geometry is
unchanged between the two states and represents then a vertical regime. Mathematically,
we have:
µ =
(
∂E
∂N
)
ν(~r)
(2.7)
η =
(
∂2E
∂N2
)
ν(~r)
(2.8)
Assuming that E(N) can be differentiated (it is a continuous function on the number
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of electrons), it can be expanded as a Taylor function around N0 (the number of electrons
of the neutral system) using the definitions of µ and η given just before:
E(N) = E(N0) + (N −N0)µ+ (N −N0)2 η2! + (N −N0)
3 γ
3! + ... (2.9)
Where γ has no physical meaning. If a finite difference approximation is employed
considering a quadratic E = E(N) curve, µ and η could be given by:
µ = E(N + 1)− E(N − 1)2 (2.10)
η = E(N − 1) + E(N + 1)− 2E(N0) (2.11)
Using Janak’s definition of ionization potential (IP) and electron affinity (EA):
IP = E(N − 1)− E(N0) (2.12)
EA = E(N0)− E(N + 1) (2.13)
We can then rewrite µ and η:
µ = −(IP + EA)2 (2.14)
η = IP − EA (2.15)
Finally, the electrophilicity (ω) can be defined as:
ω ≡ µ
2
2η (2.16)
This index is proposed like this in analogy to the power equation of classical electricity
(Power ≡ W = V 2/R, where V stands for the voltage on the terminal of any given
resistor with resistance R). In this way, one can think of ω as a sort of ”electrophilic
power”, as described originally by Parr et al.[127]
Figure 2.20 shows these results.
From this, we can deduct that the disruption of equivalent double bonds on the
fullerene sphere does not interfere in the same way for the studied compounds. For
example, taking bis-PC60BM and cyclopropanation-obtained molecule, which have the
same type of attack on the same position over the sphere, they present very different
electronic behaviors to their acceptor properties. This means that the presence of a
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Figure 2.20: Electrophilicity deviation compared to C60 for the studied compounds altogether
the common fullerene-derivatives used nowadays (PC60BM, bis-PC60BM, IC60MA and IC60BA).
lateral comonomer is sensed by the conjugation of the fullerene and may hinder the
n-type character of the designed material.
Moreover, it is remarkable the fact that, again, Azide-based compounds seems to
preserve (or at least disrupt as minimum as possible) the electron acceptor properties of
C60, whereas the others significantly hinders it.
2.5.4 Reorganization Energy
The aforementioned properties are calculated from vertical transitions for isolated molecules.
They do not take into account the contribution of the environmental molecules and any
geometrical reorganization induced by the charge acceptance.
In order to account for these effects in the estimation of the electron acceptor character
of new molecules, the semi-classical Marcus theory proposes a well-documented model to
estimate these effects on the charge transfer.
Rudolph A. Marcus [128] originally proposed a model to explain the rates of electron-
transfer reactions induced by a hopping mechanism based on the evaluation of the mobil-
ity ξ21, which is defined in function of the charge-transfer rate (hopping probability per
unit time) kCT as:
ξ = ea
2
2kBT
kCT (2.17)
Where kB, T , a, and e are the Boltzmann constant, temperature, transport dis-
21Normally, the mobility is also denoted by the Greek letter µ, but here we are already using it to
represent the electrochemical potential. Then, to describe mobility, we use the Greek letter ξ.
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tance and electronic charge, respectively. The transport distance can be obtained from a
quantum-chemistry geometry optimization. The function kCT can be expressed as follows:
kCT =
2pi
~2
t2
√
1
4λpikBT
exp
[−(∆G0 + λ)2
4λkBT
]
(2.18)
Where t, ~ and λ strand for the transfer integral, the reduced Planck’s constant and
the inner reorganization energy, respectively. The ∆G0 term stands for the difference in
the Gibbs free energy of the system before and after the charge-hopping process and is
equal to zero if the molecular segments are equal.
Finally, the reorganization energy λ comes from the vibrational structure change due
to the electron gain/loss process of the segment.[129, 130] It is defined as:
λ = λ1 + λ2 (2.19)
λ1 and λ2 are, respectively, the energy difference due to the structural relaxation of
gaining one electron by the molecular structure and the energy difference of losing one
electron. In other words, λ1 is the difference between the neutral state energy of the ionic
state geometry and the ground state energy of the native state. λ2 is then the difference
of the ionic state energy in the ground state geometry and the ionic state energy in the
ionic state geometry as well. Schematically, for the reaction coordinate system Q, it can
be depicted as found in Figure 2.21, where the two quadratic potential energy curves are
depicted, for both ground and ionic state. The vertical transitions are represented by full-
trace arrows and the relaxation on the coordinate system are illustrated by curved-dotted
arrows.
Based on this model, in order to maximize the mobility of a given material, one must
decrease the reorganization energy, for a given temperature and interatomic distance.
This is direct from the concept of energy payback. Overall, the transport mechanism in
organic semiconductors results from a balance between the energy gained by the electron
delocalization in the electronic state and the energy gained by the geometry optimization
of an individual chain around the charge to form a polaron. This term, in specific, is de-
nominated the polaron binding energy (Epol), which measures efficiently the stabilization
energy of the charged stated by the molecular deformation. In this way, the lower this
energy, the higher the polaron is stable and localized, and the lower is the charge-transfer
rate, lowering as well the mobility of the material.[131] Mathematically:
Epol =
1
2λ (2.20)
These quantities were calculated for the proposed model materials using an unre-
stricted open-shell wave function scheme for the Kohn-Sham orbitals (UKS). Although
the spin contamination is not a pathologic effect in DFT calculations, we monitored the
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Figure 2.21: Reaction coordinates space representation of the reorganization energy in func-
tion of the ionic and ground states.
mean value of < S2 > in order to have it deviated at maximum 10% of the expected value
of a 12 spin system. The ground state, however, was calculated in a restricted open-shell
scheme (RKS), not allowing any spin polarization. As we are interested in an electron-
gain process, only the significant anionic species have their reorganization energies herein
presented.
In Figure 2.22, we can find the anionic reorganization energy for the model compounds
compared to the reference n-acceptor materials.
If one takes a closer look on the total anionic reorganization energy, one can note that
Azide-, Prato- and Cyclopropanation-based molecules have a comparable lower energy
payback under reduction if compared to the other molecules. On the other hand, indene-
based molecules disrupt as minimum as possible this property of the fullerene, being very
close to the original value.
2.5.5 Transfer Integral
The transfer integral t of a given system is related to the energetic splitting of electronic
levels, attributed to the interaction between adjacent segments. For an electron-hopping
process, this can be given by:
t = 12
√
(EL+1 − EL)2 − (1 − 2)2 (2.21)
EL+1 and EL are the energies of the LUMO+1 and LUMO molecular orbitals of the
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Figure 2.22: Reorganization energies of the anionic state and associated polaron energy for
the proposed model compounds.
interacting segments (representing the splitting of the individuals LUMOs due to the
interaction) and 1,2 are the total energies of the molecular segments. As they are equal,
1 = 2. A final form of the equations is:
t = 12 |EL+1 − EL| (2.22)
In order to estimate the intra-chain transfer integrals, one needs to construct dimer
molecules from the proposed polymerization routes. These dimers, besides the possibility
of multi-isomer bis-adduct formation, can adopt two different spatial conformations, as
described by Gügel et al.[132]. For the ATRAP dimers, Figure 2.23 depicts these two
possible spatial conformations. For these ones, the cis configuration is energitically more
stable than the trans by 6.2 kcal/mol (HF-3C) (9.2 kcal/mol - B3LYP/6-31G** with
dispersion corrections). This is due to the fact that the dispersion energy between the
two adjacent fullerenes overwhelms the nuclear repulsion of the pair.
Visibly the transfer integral depends on the cis or trans spatial conformation of the
dimers. The closer proximity of the cis conformers is not a constant across all the
proposed polymeric molecules. For some of them, these two conformations are almost
unchanged and this is based on the geometrical arrangement of the functional group
attached to the fullerene sphere.
Hence, dimer structures of the six presented polymerization routes were constructed
based on the trans-1 bis-adducts and fully optimized in both cis and trans configurations
using the HF-3C method.22 This use of this lower-level-of-theory method was motivated
22This method is based on the Hartree-Fock method using a minimal Gaussian basis set and to which,
corrections on the long-range interactions and the energy are applied. More details can be obtained in
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(a)
(b)
Figure 2.23: (a) cis and (b) trans conformers of ATRAP-based dimers.
by the high number of atoms of the dimer molecules (∼ 300). Even though one can
increase the number of cores to speed up the calculation, it is not feasible based on the
memory storage needed. Decreasing the number of cores, the amount of computational
memory is also reduced but the time of calculation is not practical. The use of this
method for geometry optimization followed by B3LYP/6-31G** single-points was a good
compromise to estimate the splitting of the LUMO(+1) orbitals.
Figure 2.24 depicts the calculated intra-chain transfer integrals across the series of
molecules for the two different spatial conformers.
One can note that in a general manner, the cis configurations present higher val-
ues of transfer integrals, what is expected seen the fact that the two fullerenes of the
dimer are closer, and hence their LUMO’s are more split. The values obtained by the
Cyclopropanation- and Azide(no intermediary carbon)-based compounds are remarkable
since this configuration of the functional group forces the fullerenes to assume spatial
ref. [133].
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Figure 2.24: Intra-chain transfer integrals calculated for the series of dimers constructed in
cis and trans configurations.
configurations minimizing their intermolecular distance. In contrast, molecules based on
Diels-Alder present low transfer integrals and this is based on the fact that regardless the
configuration, both fullerenes are at least ∼ 20Å apart.
With this in hands, we have estimated the electron mobility using the reorganization
energy values obtained for the monomers (bis-adduct fullerenes). This is not the most
indicated methodology because there are two different methods being used at the same
time to solve the Marcus equation and also because the fact that the reorganization
energy is not calculated for the dimers. Even so, these results are presented in Figure
2.25.
It is clear that the electron mobility is generally lower in trans configurations. More-
over, it can vary at least one order of magnitude across the different molecules for a same
configuration, as it is the case of of Diels-Alder- and Azide-based compounds. This is
true because the former has an increased separation of the fullerene molecules within the
dimer caused by the functional group.
In the real system, both configurations are assumed to coexist, what will induce a
spreading of the electron mobility of the system across one chain. The average of these
values indicate that polymerizing fullerenes using one of these six routes would produce
materials with intra-chain mobilities between 1.10−7 and 1.10−6 cm2.V −1.s−1.
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Figure 2.25: Intra-chain electron mobility calculated for the series of dimers constructed in
cis and trans configurations.
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2.6 Final Remarks
In this chapter, six chemical routes able to form at least bis-adducts of fullerenes were
investigated on the electronic point of view. These routes are able to theoretically pro-
duce polymers and electronic parameters such as LUMO energy, electron affinity, elec-
trophilicity, reorganization energy, intra-chain transfer integrals and electron mobilities
were calculated. Some of these properties were compared to the currently used n-type
materials such as (bis-)PC60 and the indene-derivatives such as IC60MA and IC60BA.
The position of the formation of the bis-adduct was also studied and the compounds
with routes based on a pericyclic reaction (Azide, Cyclopropanation, Diels-Alder and
Prato) tend to form trans-3 and trans-2 isomers. The Amine-based compounds, regard-
less of the mechanism behind its formation, may preferably induce the formation in the
cis-1,2,3 and equatorial positions.
Using artificially constructed trans-1 isomers, the electronic properties of these com-
pounds were studied and compared to the benchmarks. One can then state:
• No matter the modification of C60 that is done, the LUMO energy level is always
going to be shifted. It means that, theoretically, the VOC of OPVs can be increased
by using bis-functionalized fullerenes.
• This is the same for the vertical electron affinity, but the adiabatic value can beat
C60’s values, as is the case of the Azide-based compounds.
• The electrophilicity index follows the same trend and states Azide-based compounds
as the ones that are interesting to be used as n-type materials, competing in the
same class as the already currently used materials.
• Considering the anionic reorganization energy, the fact of adding a comonomer
to the structure of the fullerene increases the energy payback during reduction,
but Azide- and Cyclopropanation-based materials, for example, are remarkable for
keeping this value as low as possible and comparable with (bis-)PC60BM molecules.
• The dimers of bis-adducts can assume cis and trans spatial conformations and the
transfer integrals of the former are generally superior to the ones of the latter.
Again, Azide- and Cyclopropanation-based molecules in the cis configurations are
remarkable.
• Finally, the estimation of the electron mobility indicates that these two compounds
are the ones with the highest intra-chain electron mobility based also on the fact
that the functional groups in place force fullerenes to stay closer. Moreover, one can
find at least one order of magnitude of difference between the two configurations.
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In this way, it seems that Azide- and Cyclopropanation-based molecules are interesting
as electron acceptor molecules only if one can have an increased control on the spatial
configuration of the chains. Maybe it would be interesting to achieve these products using
multi-steps routes such as the Diels-Alder one, so that this control may be thinkable.
So, the final argument that should state a route interesting to study is the stability of
the resultant materials. Retro-Diels-Alders reactions are known, and in this way, the link
between the monomer and the fullerene can be broken. Similarly, radical based reactions
can also suffer the same degradation pathway thermally or light induced, and this is
going to be studied throughout this thesis. The routes with formation of 5-membered
rings with consequent expulsion of N2 molecule (Azide and Cyclopropanation) may be
again worth trying in the future because once the 3-membered ring is formed, it is very
difficult to break it apart based on the double-bond characteristics of it (compared to the
single bond of all the others).
Chapter 3
Syntheses of Polyfullerenes
This chapter is dedicated to the synthetic routes used to achieve polymers by ATRAP
route. It is divided in the following way: section 1 - an overview on fullerene-containing
polymers and their application to photovoltaics; 2 - synthesis of monomers derived from
hydroquinone; section 3 - synthesis and characterization of polymers derived from 1,4-
dibromomethyl-2,5-dialkoxyphenylene. It will cover the basics of each reaction and pro-
cedure used and one can found a discussion on the mechanism for the polymerization
reaction herein used.
3.1 Fullerene-containing polymers and photovoltaics
In Chapter 1, the general characteristics of fullerene-containing polymers and their ap-
plication on organic photovoltaics have been described. Moreover, some general desired
design parameters that these materials should follow were described in Chapter 2. Here
we take over some of the important concepts that are believed to play a role on the
synthesis and development of morphologically stable materials.
These materials are classified accordingly to their chemical structure and how fullerenes
are incorporated into the polymeric chain, as presented in Chapter 1, Figure 5. It is a
consensus that the most challenging routes are those of main and side chain polymers,
for those the synthetic control needed slowed their development down over the last years.
On the other hand, the mechanisms involved in the photovoltaic effect in organic
structures demand, on the same time, an optimal crystallization of the donor and acceptor
materials and a good miscibility among them. In this way, both light can be appropriately
absorbed and charges can be dissociated and transfered to the electrodes. Nevertheless,
the two materials’ phases self-assemble to form bi-continuous inter-penetrating networks
that tends to be a bottleneck under annealing and operational conditions. This is so
because of the ”like likes like” behavior that takes place in the bulk and creating strategies
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to make these structures compatible are highly desired in order to obtain longer lifetimes
OPVs.
The possibility of designing and synthesizing new main-chain polyfullerenes that could
efficiently be employed as an electron acceptor and/or a morphological stabilizer in BHJ-
OPVs is a promising way to contribute. In this field, the work performed by Hiorns et
al.[61] presents easily-accessed fullerene-based polymeric materials and their application
in devices. The chemical route used by this group consists on the use of a so-called
ATRAP route.
In this procedure, chain ends created during a polymerization reaction are reacted
with C60 using atom transfer radical addition (ATRA). This chemistry was chosen by
its easiness, the fact that the paired additions on the fullerenes only disrupts one double
bond for each attack, perturbing the minimum the electronic structure of the sphere. The
materials synthesized in this way have been used by these authors as pure electron accep-
tors blended with P3HT donor polymers in OPV devices, as well as to the development
of donor-acceptor multiblock copolymers in which fullerene backbone was incorporated
as repeating unit.[62] These materials present controllable solid-state domains that can
be finely tuned for application in OPVs. Figure 3.1 represents the intended structures
synthesized back then.
Another advantage of this chemistry is the theoretical non-formation of the 8 stereoiso-
mer multi-adducts that are obtained using other reactions. In this way, linear main-chain
fullerene molecules can be obtained with a high control of the double-addition. Using
these very same arguments, this radical copolymerization reaction can decrease cross-
linkings through the polymeric matrix. Ahead one can find the detailed description for
the synthesis of the polyfullerene materials.
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Figure 3.1: General scheme of the route used by Hiorns et al. to synthesize multiblock
copolymers based on ATRAP fullerene chemistry.
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3.2 Synthesis of monomers derived from hydroquinone
Molecules of the type 1,4-dibromomethyl-2,5-dialkoxyphenylene have been the first ones
studied with this new type of polymerization able to successfully insert fullerene into the
main-chain of ATRAP polymers. Prior work demonstrated the efficiency of polymerizing
such very simple molecules and their ability to form polymeric structures in appreciable
quantities.[62] Due to its simple synthesis and handling, these comonomers display as
well an excellent ambient stability due to its elevated ionization potential and oxygen-
protected lateral branches, as it will be described in the next chapter. One can find in
Figure 3.2 the general chemical route to achieve to the monomers.
Figure 3.2: Synthetic route used to obtain 1,4-dibromomethyl-2,5-dialkoxyphenylene
monomers.
The lateral chainsR used can be found in Figure 3.3. The choice of these lateral chains
was driven by the hypothesis that bulky[134] or long lateral chains can ensure insertion of
solvent between fullerenes and thus controlled additions to C60 can be obtained, besides
materials with a better solubility.[135] Longer alkyl chains can also produce materials
with low chain-mobility in bulk and with some extent of phase segregation, which may
be optimal for the required photovoltaic standards.[136] Moreover, based on the stereo-
electronic behavior of C60, the steric nature of the incoming group may influence strongly
the point of addition around the sphere. Finally, it is believed that the use of long linear
alkyl chains may induce a liquid-crystal behavior on the molecule, which may also present
lamellar structure.[137, 138, 139, 140, 141] In order to explore the most these sought-after
properties, one can propose these lateral branches as representatives of bulky/non-bulky
behavior (keeping constant the number of carbons - n-octyl, 2-ethyl-hexyl and (cyclohex-
ane)ethyl) and of the long linear chains (n-octyl, n-dodecyl and n-hexadecyl). Last but
not least, bulky or long-chain substituents prevent close contact among fullerene spheres,
thus improving solubility.
The reaction conditions for each step are the following: a - K2CO3, RBr and Acetone
(CH3CN, DMF or DMSO can also be used, being Acetone safer and easier to evaporate),
reflux, 48 h, in air; b - paraformaldehyde, HBr (33% in CH3COOH), CHCl3/CH3COOH
(1:1 vol.), 50-80 ◦C, 2-48 h. These conditions needed to be modified upon the lateral
branch since the kinetics of the bromomethylation step is highly dependent on the solu-
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Figure 3.3: Lateral branches R used for monomers synthesis, from top to bottom: n-octyl,
n-dodecyl, n-hexadecaloxy, (cyclohexane)ethyl, and 2-ethyl-hexyl.
bility of 2 and on the polar character of the reaction medium[142]. In this way, while for
the shorter lateral chains as n-octyl, 2-ethyl-hexyl and, (cyclohexane)ethyl CH3COOH
only can be used as solvent for the reaction, [143] the same is not true for the ones with
n-dodecyl and n-hexadecaloxy lateral chains: these are not completely soluble in such
polar conditions and need to have the polarity of the reaction medium controlled by using
a co-solvent as CHCl3, CH2Cl2 or CH2Br2. However, one must consider that in this way
the electrophilic species are weakened (less supported) and the acid concentration should
then be increased.
While step a is characterized by a SN1 (monomolecular nucleophilic substitution)
reaction, step b is a typical SEA (aromatic electrophilic substitution) followed by a SN2
(bimolecular nucleophilic substitution). This implies that the choice of solvent, the con-
centration of electrophilic species for the first step and the pH of the medium are extremely
important to control the completeness of the reaction as well as its rate of conversion.
Once the traditional conditions used for the longer alkyl-chained molecules, one can find,
by NMR analysis, that the conversion is not total and one has then a complex mix-
ture of bisbromomethylated, monobromomethylated and non-reacted substrates which
can be separated neither by precipitation/crystallization nor by Flash Chromatography,
for instance. The same is also valid for more complex molecules that have been tested
but are not reported in this document. Figure 3.4 presents the 1H NMR peak of the
bromomethylated n-hexadecaloxy-derivative molecule with partial and total conversion
accompanied by both the −CH2Br protons (around 4.4 ppm) and the aromatic ones
(around 6.8 ppm).
Because of such importance to have pure bisbromomethylated substrates in order to
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(a) (b)
(c)
Figure 3.4: 1H NMR signal used to evaluate the conversion during bromomethylation reaction.
In (a), the -CH2Br protons signal of a partially-converted molecule are presented, where one
can note the split when one should expect a single peak; in (b), the aromatic protons of the
same molecule are split as well and may be interpreted as the pristine, the target and mono-
bromethylated molecules, which are responsible for the diversity of signals. The peak centered
in 6.87 ppm is the one one should expect in the case of a bis-bromomethylated aromatic core.
Finally, in (c), one can find these peaks for the case of a total conversion, following the procedures
described in Appendix A accordingly to the conditions explained above.
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avoid the occurrence of early dead-chains during the polymerization, this reaction was
fully explored so that one can drive it to completeness. Moreover, based on its easiness,
it was preferred to study how to push it further instead of changing the reaction scheme
passing through other intermediates. It is then worthy to analyze its mechanism in
details since it is an important piece of synthetic work during this thesis: without this
direct functionalization by a bromomethyl group, a more time-consuming and indirect
route should be used. This mechanism was first described by Blanc in 1923 [144] using
hydrochloric acid [145] instead of hydrobromic acid and it can be found in Figure 3.5.
Figure 3.5: Mechanism for bromomethylation reaction on the studied substrates.
The very first step of the reaction [146] is consisted of the depolymerization of para-
formaldehyde induced by the acid conditions and the formation of the electrophilic species
by the protonation of the resultant formaldehyde. Theoretically, the same can be per-
formed using 1,3,5-trioxane,[147] but we were not capable of having the same results.
This species is stabilized by the polar conditions of the reaction and, if this character is
decreased by the introduction of an apolar solvent,[148] as chloroform, which increases the
solubilization of the substrate, such stability of the electrophilic agent should be regained
by increasing pH; i.e., the molar equivalence of hydrobromic acid should over-exceed the
one of the substrate. In this way, one can assure that the electrophilic agent will not
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dissociate back to the neutral form of formaldehyde.
Once the electrophilic agent attacks the aromatic group, an arenium ion is formed
with a hydroxymethyl group then covalently linked to it. After proton elimination, the
system regains its neutrality and can be attacked once again in the para position to the
first attack. Now, the alcohol group is protonated by the very acidic medium forming
the good leaving group -OH+2 . This allows the SN2 reaction to take place, when bromine
anion back-attacks the -CH2 group, forming finally the desired bromomethyl group with
elimination of water.
Some details should then be highlighted:
A - So that this reaction takes place, the solvent system should be compatible with the
used substrate, i.e., molecules with longer apolar chains are not completely soluble
in highly polar solvents, as acetic acid or DMSO; thus, an apolar solvent should be
used in order to drive reaction to completeness;
B - The medium must be polar enough to stabilize the electrophilic agent;
C - If condition A is satisfied with an apolar solvent, then the acid concentration should
be increased in order to satisfy as well condition B;
D - A consequence of conditions B and C is the lowering of the rate of the formation of
bis-substituted substrates. The reaction can then need up to 48 h and 80 ◦C to be
driven to completeness, instead of 2 h at 60 ◦C;
E - If the substrate concentration goes high enough, the formation of side products due
to a second addition are observed in a way of coupling two molecules together, as it
is described by Blanc;
F - The workup of the reaction with such acid conditions needs some quenching of HBr
after the bis-attack is accomplished. For this, methanol is used to extinguish HBr
by forming bromomethane and water;
G - Driving the reaction to completeness, it can be purified by normal workup with
sodium chloride and extraction in diethyl ether or dichloromethane.
The specific reaction protocols are given in Appendix A.
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3.3 Synthesis and characterization of polymers de-
rived from 1,4-dibromomethyl-2,5-dialkoxyphe-
nylene
The monomers for those the syntheses were described in the last section were used as
comonomers for the polymerization of C60 fullerene molecules. This was achieved by
Atom Transfer Radical Addition Polymerization (ATRAP).
The polymerization is based on the radical scavenger properties of fullerene C60. Due
to its thirty available double bonds and the high electron affinity (ca. 2.7-2.8 eV), it can
trap instantly radicals created in the reaction medium. This property of fullerenes has
been used to the development of anti-oxidants in polymeric bulks, as it is the case of the
work reported by Fang et al.[149] and Pozdnyakovet al.[150] Moreover, radical reactions
of fullerenes are also being used in fullerene chemistry in order to create several interesting
molecules, as one can find in the review by Tzirakis et al.[102] Pharmaceutical industry
is one of the targets interested in this chemistry so that fullerene can be incorporated in
controlling many diseases that result from radical damage. The general reaction route is
then described in Figure 3.6.
The mechanism involves the chain initiation of free radical polymerization by a bromi-
nated organic species in the presence of a transition metal halide (copper(I) bromide, in
this case). The metal has a number of different oxidation states that allows it to ab-
stract a bromine radical from the organobromine, creating a macroradical that starts the
free radical polymerization, depicted in (1), which adds to the fullerene (2). The radi-
cal introduced onto the C60 is converted into a fullerene-bromine bond by reacting with
the catalyst in its higher oxidation state. Thus, the redox process gives rise to equilib-
rium between dormant (polymer-bromine) and active (polymer-radical) chains.[151] This
fullerene-bromine bond is easily broken (3) and it is converted again to the radical form,
coupling with another comonomer macroradical, what leads to the polyaddition (4). The
equilibrium is designed to heavily favor the dormant state, which effectively reduces the
radical concentration to a sufficiently low level to limit bimolecular coupling. That is
why one can consider that reactions (5) and (6) are not major. Reaction (5) may indeed
take place but with a probability at least 60 times lower than (2) or (4) (based on the
number of available sites for the radical attack). The products so formed should be easily
eliminated by the purification process. Finally, reaction (6) may also take place but as
the formed bond between fullerenes is very easily broken, it should not be present in the
crude material, even more if one considers the high temperature used for the synthesis.
This reaction is most likely a polyaddition (which is a step polymerization - in op-
position to a chain polymerization) with fast formation of low molecular weight material
and consumption of monomers, with a slow and steadily decreasing rate of consumption
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(1)
(2)
(3)
(4)
(5)
(6)
Figure 3.6: Proposed mechanism for ATRAP polymerization.
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of C60 as time goes on. The difference resides on the fact that in a chain polymerization,
the polymer chain proceeds exclusively by the reaction(s) between (a) monomer(s) and
(a) reactive site(s) on the polymer chain with regeneration of the reactive site(s) at the
end of each growth step; whereas a polyaddition is a polymerization in which the growth
of polymer chains proceeds by addition reactions between molecules of all degrees of
polymerization, which may also lead to a broader distribution of molecular weights.[152]
It is worth noting that the underline mechanism is an ATRAP one in contrast to
the ATRP (Atom Transfer Radical Polymerization) one. As stated above, ATRAP is
believed to be a polyaddition whereas ATRP is a chain polymerization.[153]
Besides that, the formation of the C60-monomer bond follows an equilibrium which
can be easily shifted to the direction of the reagents, which competes with the forma-
tion of longer chains. Finally, in a general manner, radical reactions used to incorporate
fullerenes into a polymer structure are self-inhibited by the fullerene’s inherent antiox-
idative properties, as it was reported by Zeynalov et al.[154]
The obstacles associated with this reaction is the low solubility of the copper(I) bro-
mide, which limits its availability and catalyst activity. Thus, adding a ligand reduces
considerably this drawback. However, this makes it difficult to remove the catalyst out
of the polymeric product and we had to face this while trying to maintain a reasonable
yield.
The general synthetic and purification route of the polymerization is described below.
Afterwards, in Table 1, one can find the specific parameters of each polymeric material
synthesized with the different comonomers.
Poly[1,4-bismethyl-2,5-alkoxybenzene-co-1,4-fullene]: In a flame-dried N2-
filled double-necked flask, some volume of freshly sodium-distilled toluene [155] is added.
The solvent is then heated up in an oil bath to reflux. After the solvent is already reflux-
ing, one molar equivalent of the comonomer (2, 4, 6, 8 or 10) is added with four molar
equivalents quantity of 2,2’-bipyridine. Then, one molar equivalent C60 is added and the
system is left to solubilize for some minutes. Once the solution is deep purple, two molar
equivalents of copper(I) bromide is added and system is left to react under N2 flux, dark
and reflux conditions for 24 h. After this time, the solution is transferred under anaerobic
conditions to an evaporation flask and all the toluene is moved away. The solid deposited
on the flask is solubilized by a minimal quantity of 1,2-dichlorobenzene and methanol is
added on it, forcing the material to precipitate out. Then, this is filtered directly in a cel-
lulose tube and solvent purified in Soxhlet for 96 h: from which, 48 h of it under acetone
and the rest under n-hexane. The solid extracted after this process is vacuum-dried and
characterized. Recovery yields are around 40-60% (compared to the quantity of starting
C60).
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Beyond the fact that the polymerization takes place under anaerobic and anhydrous
conditions, no further challenge is proposed for the purification. The purification is based
on the fact that copper(II) bromide is soluble in acetone as well as 2,2’-bipyridine, when
hot, and pristine fullerene is moderately soluble in n-hexane, although the polymerized
material is not.
The Soxhlet extraction appeared to be the easiest way to recover the synthesized
product.[156] We have tried other techniques such as: 1) precipitation of the reaction
product in methanol and n-hexane followed by filtration[62, 155]; and 2) silica column
extraction with n-hexane, toluene and chlorobenzene phases (an adaptation of the method
used in ref. [61]). The former technique yields non-reacted-C60 rich samples, also con-
taminated with residual copper(II) bromide and; the latter is able of efficiently separate
non-reacted fullerene, polymerized material, insoluble highly cross-linked phase and, cop-
per salts, exposing the crude material to light and air, though. Figure 3.7 shows the
products that can be so-extracted.
Furthermore, during the purification step of C60-based materials, one can have to deal
with crosslinking of C60s either by oxidation[143] or reaction with UV light.[157] Con-
sidering this, the Soxhlet extraction really seems to be the most appropriate purification
technique for this type of materials, since it can be performed at the same time in dark
and under inert atmosphere.
(a) (b)
Figure 3.7: (a) extracted fractions using the silica column separation technique (in this case,
the lateral chain is a n-octyl) - F1 is the phase soluble in n-hexane, F2 soluble in toluene and, F3
soluble in chlorobenzene; (b) the UV-VIS optical absorption of the extracted phases in toluene,
where one can identify the region characteristic of attacked fullerenes (inside the square - see
discussion in following pages) and the non-resonant region characteristic of a material that has
lost its ordered electronic structure, i.e., amorphous carbon, overreacted fullerene, etc.
In Table 3.1, all the synthesized polymeric materials can have their stoichiometry
found.
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Entry
# of moles
comonomer
(mmol)
# of moles
C60 (mmol)
Concentration of
C60 (g/mol)
Isolated yield(%) † Product Label
2 1.67 1.67 1.66 60.5 HSS11
4 1.39 1.39 1.66 52.5 HSS46
6 1.20 1.20 1.66 41.9 HSS14
8 1.39 1.39 1.66 73.3 HSS49
10 1.39 1.39 1.66 66.9 HSS48
Table 3.1: Stoichiometry of the synthesized polymers. †The presented isolated yields refer to
the n-hexane insoluble phase and were calculated based on the fullerene content of a theoretical
infinite polymer chain.
For the products HSS11, HSS49 and HSS48, the n-hexane extraction is basically
consisted of non-reacted C60, whilst HSS14 and HSS46 present another fraction that was
also characterized and seemed to be shorter oligomers bis or tetra-attacked, as it will be
readily presented.
In order to characterize such set of materials, we have performed 1H and 13C NMR
measurements, size-exclusion chromatography in tetrahydrofuran (SEC-THF) and in
chlorobenzene (SEC-CB), thermogravimetric analysis (TGA), differential scanning calorime-
try (DSC) and, UV-VIS optical absorption in solution (UV-VIS).
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3.3.1 UV-VIS Optical Absorption (UV-VIS)
UV-VIS has been used as a first tool to characterize fullerene multi-adducts. Back in
1997, Okamura et al.[60] based on the work of Murata et al.[158, 159] presented enough
evidence to state that the UV-VIS properties of attacked fullerenes are dependent on
the relative positions of substitution. They were then able to show that 1,4-bisadducts
exhibit a broad absorption at around 440 nm, while 1,2-bisadducts has a sharp absorption
around 400 nm. It is worth noting that 1,2-bisadducts cannot be entirely avoided, except,
perhaps, for samples prepared by anionic polymerization, using, notably, PMMA.
In this way, very dilute solutions concentrated up to 0.5 mg/mL of the synthesized C60
derivatives in THF were prepared and had their UV-VIS spectra recorded. Zooming in the
specific region of around 445 nm, one can found the very same characteristics described
by Okamura et al.[60] and by Kadish et al.[160, 161, 162, 163], and they are very strong
arguments towards the confirmation of the synthesis of 1,4-bisattacked fullerene moieties,
as one can see on Figure 3.8, but 1,2-bisattacked moieties can also be noted.
Figure 3.8: Measured UV-VIS optical absorption for the synthesized macromolecules.
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3.3.2 Size-Exclusion Chromatography (SEC)
SEC is undoubtedly the most used technique to characterize polymeric materials. The
calibration of the elution time is done based on the screening of polystyrene range of dif-
ferent molecular weight samples and all the measurements are related to this calibration.
These experiments were performed by eluting at 1 mL/min of a chlorobenzene (CB) so-
lutions at 50 ◦C through 10 micrometer SEC column. The polymers were analyzed with
a refractive index detector calibrated with narrow polystyrene standards.
These quite robust conditions for a SEC experiment were chosen since the solubility
of these materials are extremely different in THF when compared among them, whilst
in a heavier solvent, as CB, their solubilities are more comparable. This should reduce
the error bar of the extracted parameters considerably and has been used as a way to
evaluate their relative molecular weight. Another problematic point is the very different
hydrodynamic volume between the polystyrene standards and molecules derived from
fullerenes. As an example, C60 comes out in a SEC-THF experiment after toluene,[59]
what indicates that, even though it is a big molecule, it is much slower in the gel column
than other smaller compounds.1[60] In this way, the molecular weight extracted from
SEC experiments should be considerably lower than they really are (by a factor of 2 to
4).[132]
Table 3.2 presents the extracted masses and dispersity from a SEC-CB experiment
at 50 ◦C. Products labeled (f2) are issued from the n-hexane soluble phase and should
consist of a mixture of attacked and pristine fullerene, c.f. discussed previously. After it,
for the sake of simplicity, one can find the general structure of these materials based on
the labeling system used.
Product Label Mn (g/mol) Mw (g/mol) Mz (g/mol) Mv (g/mol) Ð
HSS11 920 1290 1820 1730 1.40
HSS46 2990 4900 8240 7630 1.64
HSS14 3110 4610 6670 6330 1.48
HSS49 970 1750 3160 2910 1.81
HSS48 560 810 1180 1120 1.45
HSS46(f2) 1860 3110 6150 5530 1.68
HSS14(f2) 2500 3740 5790 5440 1.50
Table 3.2: SEC-CB parameters against polystyrene standards.
Although the molecular weight distribution so-acquired is large, the macromolecules
can yet be considered quasi-monodisperse oligomers or polymers. One can note that the
1This has to do with the pore size of the gel in the column, which traps fullerene molecules, releasing
them lately. Moreover, THF is not a good solvent to C60s, what also contributes to slow it down during
elution.
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Figure 3.9: General structure of the synthesized polymeric materials which the labeling system
herein used.
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longer the lateral chain of the comonomer, the longer tend to be the synthesized polymers.
This can be issued from three different factors: 1 - the steric hindrance caused by the
lateral chain avoids fullerenes to form multi-adducts (i.e., undergo crosslinking through
more than two additions) and allows them to form longer chains; 2 - the molecular volume
of the lateral group is vital to the solubility of the as-formed molecules, helping them to
keep in solution available to further addition reactions, while those which are just formed
but are not soluble enough, precipitate out in the reaction medium, lowering molecular
weight; 3 - they have bigger volume within the SEC column.
It is also interesting to note the surprising high molecular weights of the materials
issued from the n-hexane soluble phase during polymers’ purification. While one should
expect that only C60 comes out, for the longer alkyl chains, we observed a fullerene-
derivative material coming out altogether. Based on the SEC and UV-VIS results, these
structures seem to be consisted of overreacted fullerenes which are still poor-defined, i.e.,
several attacks on the fullerene sphere did not rendered it an insoluble material, as the
one evidenced in Figure 3.8.
We also performed SEC-THF (30 ◦C) experiments and the most relevant results are
the ones obtained for the most THF-soluble materials. The elution diagrams of these
materials show specific peaks that can be attributed to an integral increasing of the
chain. This can be illustrated by Figure 3.10.
(a) (b)
Figure 3.10: SEC-THF traces for the most THF soluble materials (a) and for the n-hexane
soluble phases extracted (b) from HwhatSS14 and HSS46 purifications.
In (a), one can see that HSS14 should have a slightly higher molecular weight than
HSS46, going against what have been deduct up to now from SEC-CB measurements.
Moreover, from the SEC traces of HSS46, distinguishing increasing number of C60 molecule
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on the linear chain is not as easy as it is for HSS14. Empirically, if we consider that the
peak that elutes the last represents one bis-adduct, then one would have a chain with 4-6
C60 units, what would give theoretically a molecular weight ranging from 5152 to 7728
g/mol (considering HSS14), agreeing with the molecular weights extracted from SEC-CB.
In this way, one should not expect that, in average, the synthesized molecules have more
than 5 (HSS14) or 7 (HSS46) C60s incorporated in the main-chain.
In (b), the SEC traces of the n-hexane soluble phases issued from the purification
of HSS14 and 46 are presented. These samples have an increased solubility in THF
and present different UV-VIS properties (see Figure 3.11) if compared to the n-hexane
insoluble phases. From the SEC traces, the elution order is consistent with the fact
that HSS14(f2) has a bigger lateral chain than HSS46(f2). For both traces, one can also
identify the non-reacted comonomers as single sharp peaks whose elution time is also
consistent with their molecular weight. This may indicate that this fraction should be
consisted of non-polymeric materials, probably double- or tetra-additions to the fullerene
core. This is corroborated by non-powder solid-state characteristic, as the one described
by Michinobu et al.[164]
Figure 3.11: UV-VIS spectra comparing HSS14 and HSS46 phases that are soluble (f2) or
not in n-hexane during Soxhlet extraction.
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3.3.3 Nuclear Magnetic Ressonance (NMR)
Although NMR is a common-place characterization technique in polymer chemistry, it is
known that it may not be very useful to determine the structure of C60 multiadducts, as
it is reported by Troshin et al.[81]
In our case, the UV-VIS/SEC-CB combination showed to be very useful in deter-
mining how many attacks there are around the fullerene sphere by combining both the
electronic structure and the more accurate molecular weight measure, if compared to a
traditional SEC-THF apparatus. NMR technique was applied to the synthesized poly-
meric materials, nevertheless.
Several difficulties appear for these materials, specially: 1 - the low solubility of some
of the polymeric materials does not propitiate the acquisition of a good spectrum; 2 -
the quaternary carbons in fullerene have very long relaxation times and; 3 - since these
molecules tend to aggregate, increasing the quantity of material in the sample do not
mean that a more net signal will be acquired, being possible even the opposite. Based
on this, samples were prepared by dissolving them over the limit of solubility in C6D6,
with low-power sonication and then they were filtered through a 45 µm PTFE membrane.
Long acquisition times and extended number of cycles were required for both proton and
carbon signals (over 10 s of relaxation, and over 3k cycles for carbon, particularly). In
Figure 3.12 one can find the superposition of the 1H spectra for the polymeric materials.
In agreement with the pioneering work done by Kadish et al. on model systems,[163,
162, 165] Hiorns et al.[62] reported peaks due to −CH2− group as a double doublet, one
located at 4.0 and the other at 4.4 ppm. For the series of reported materials, these peaks
can be localized but it happens that they are much broader and less resolved than the
ones beforehand reported. Moreover, peaks due to α-protons in alkoxy groups can be
found in the region comprised between 3.5-4.0 ppm. Still, in the 4.5 region, one can find
final −CH2− groups’ peaks. The two intense peaks around benzene’s one, centered in
7.16 ppm are due to the two protons attached to the aromatic ring, copolymerized with
fullerene. Peak in 3.0 ppm is attributed to methanol, 2.0 to toluene and the other small
peaks in the aromatic region due to toluene and 1,2-dichlorobenzene.
The same analysis was performed for the n-hexane soluble phases of HSS14 and
HSS46, as discussed before. The resonant signals in this region between 3-5 ppm are
much more resolved and also look like to the signature published by Hiorns et al.[62] In
Figure 3.13, one can find the comparison between the 1H NMR spectra of the n-hexane
soluble and insoluble phases of HSS14 and HSS46 in the 3-5.5 ppm region. One can see
that the peaks are structured in the same way, although more resolved.
The 13C spectra could not be resolved for all the materials even using long times
of relaxation and extremely large number of scans. What can be seen however for all
the polymeric materials is the presence of unreacted C60 even after the long Soxhlet
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Figure 3.12: 1H spectra of the 5 different polymeric materials. The region of interest concern-
ing the attacks over the fullerene sphere is comprised between 3.25-4.75 ppm.
HSS14 HSS46
Figure 3.13: 1H spectra of the n-hexane soluble phases. The region of interest concerning the
attacks over the fullerene sphere is comprised between 3.25-4.75 ppm.[163, 162, 165] In purple,
the signals of these particular phases and in green the signal of the n-hexane insoluble phases
of the same material, separated during Soxhlet extraction.
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purification step. One should keep in mind though, that the intensity of this signal should
be divided by 60 if one wants to estimate the concentration of unreacted fullerene. But,
for the same n−hexane soluble phases, compared to their counterparts, a very distinct
scenario is shown: now the region centered in 145 ppm becomes resolved and one can
identify individual peaks due to attacks over the fullerene in a comparable intensity with
the peak of the unreacted fullerene itself. This may indicate that, alongside the proton
spectra and SEC-CB results, these are not polymeric materials and should be somehow
consisted of double- or tetra-attacks on the fullerene.
Figure 3.14: 13C spectra of the n-hexane soluble phases and their corresponding insoluble
phase materials.
Finally, the 2D 1H-13C HMBC spectra of the synthesized materials were obtained
under the same measurements conditions, and again it was not resolved for all of them.
The most remarkable spectra are the ones obtained for the n-hexane soluble phases,
where one can clearly define the correlation of the peaks, as one can see in Figure 3.15.
The correlation pair (4.46;28.77) corresponds to the −CH2Br groups pointing outside
the fullerene; the two distinct correlation pairs at (4.35;43.29) and (3.98;42.96) indicates
two different proton chemical environment with the same carbon chemical environment
and corresponds to the two protons in the −CH2− group which links the comonomer and
the C60; the extended correlation pairs for the carbons at around 68 ppm with proton
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from 3.5 up to 3.7 corresponds to the triplets found for the protons in α position to the
alkoxy group and; the protons of the aromatic group are found for the (6.88;114.92) and
(7.25;117.76) correlation pairs.
Thus, even though the NMR spectra cannot be fully resolved for all the materials, a
main piece of information can be extracted: the NMR is capable of identifying low and
high molecular weight molecules based on the resolution of the signal, as it would be
expected.
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(a)
(b)
Figure 3.15: 2D 1H-13C HMBC spectra for the tetra-adducts.
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3.3.4 Thermogravimetric Analysis (TGA)
TGA can then be employed to characterize the thermal degradation profile of the poly-
mers, besides their fractional composition for the case of copolymers.
To study this, the set of materials were heated in a N2 atmosphere with a temperate
ramp of 10 ◦C/min up to 500 ◦C. All of them present similar thermal degradation profiles
consisted of around 4 peaks between the room temperature - 500 ◦C temperature range.
Figure 3.16 presents their thermal degradation profiles. The structures associated with
each label are presented in Figure 3.9.
Beyond the degradation profiles of the polymeric materials themselves, we also ran, for
HSS46, the same experiments (see Figure 3.17) for its comonomer 1,4-bis(bromomethyl)-
2,5-bis(dodecyloxy)benzene (4) and for the material before the bromomethylation step
1,4-bis(dodecyloxy)benzene (3).
Based on this joint analysis, one can make the peaks attribution for the whole set of
materials. The first peak around 80 ◦C is associated to residual solvent evaporation.[166]
The second peak, centered at 290 ◦C is associated to the loss of the lateral chains of
the monomers, as one can deduct from the TGA analysis of 1,4-bis(bromomethyl)-2,5-
bis(dodecyloxy)benzene. For this curve (blue one in Fig. 3.17.a.), there is a sudden bump
at this temperature representing around 50% of weight loss. This is consistent with the
molecular ratio of the alkyl lateral chains. The third peak, around 380 ◦C is consistent
with the C60 release reported by Pozdnyakov et al.[166] They studied the degradation
of polystyrene stars with a C60 core and observed this low-temperature degradation of
radical-attacked fullerenes. Then, the last peak at 440 ◦C is consisted, again considering
the degradation profile of HSS46 precursor - a weight loss of 30%, with the departure of
−CH2Br groups.
These degradation profiles are consistent with the ones found by Pozdnyakov et al.[166]
for polystyrene stars with C60 cores. They found that 2-arm stars have an average
activation energy for the release of C60 of 45.45 kcal/mol. This is also consistent with
the results found by Mathis et al.[49, 52] and Audouin et al.[51], who attest that the link
between C60 and the polystyrene chain is weaker than the carbon-carbon bond in the PS
chain, for their case. This fact is going to be discussed in more details in the chapters 4
and 5 of this thesis.
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(a) (b)
(c) (d)
(e)
Figure 3.16: TGA/DTG studies for the set of materials.
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(a) (b)
Figure 3.17: (a) TGA and (b) DTG curves for the precursors of HSS46.
3.3.5 Differential Scanning Calorimetry (DSC)
Finally, DSC is a useful tool to characterize polymeric materials and to identify thermal
transitions whenever they can take place. This is not always the case for the majority of
amorphous polymers materials and it is even rare that we could identify these transitions
even though they exist. For the set of synthesized materials, respecting the limit imposed
by TGAmeasurements, the DSC data do not show any particular transition in both senses
(heating or cooling).
For all the cases, a scanning procedure consisted of equilibrating at 40 ◦C, do a tem-
perature ramp at 10 ◦C/min up to 200 ◦C, equilibrating at 200 ◦C, ramp down to 40 ◦C
with the same rate and equilibrating at this temperature was repeated three times. Nor-
mally, one would scan up to higher temperatures, but it was limited by the degradation
temperature presented in TGA measurements. These scans do not present any thermal-
activated defined transitions for the whole set of materials and, for the sake of instance,
the results for HSS46 are presented below.
Not only amorphous polymers materials present no transition in the DSC thermogram,
but also the ones which are somehow cross-linked. This could be the case for the materials
which are the least soluble (a good indication of cross-linking), but it can rarely be the
case of HSS46, which presents very good solubilities in common organic solvents and has
a very monodisperse SEC elution diagram. In this way, we believe that the fact that
no transitions can be observed is due to the fact that these materials are completely
amorphous in this state.
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Figure 3.18: DSC cycles for HSS46 showing no evidence of any thermal-activated transition
in the 40-200 ◦C temperature range.
3.3.6 Fourier-Transform Infrared Spectroscopy (FTIR)
For FTIR measurements, a tiny amount of material was pressed in KCl pellets. For the
sake of comparison, for HSS46 material, the starting materials also had their spectra
acquired. More details on the interpretation of the bands are found in Chapter 5. We
also performed DFT calculations of the infrared spectra to help assigning the bands.
The vibrations of these molecules were calculated within the B3LYP/6-311G** level
of theory using the RIJCOSX approximation (for this, consult Annex C). The geometries
were fully optimized with tight convergence criteria and the resulting vibrational transi-
tions were empirically shifted accordingly to their intrinsic characteristics. This means
that, vibrations associated to angular deformations were not shifted in the same way as
vibrations associated to a bond stretching, for example. One can find in Figure 3.20
these transitions superimposed to their experimental counterparts. But before this, in
Figure 3.19, the models studied for those vibrations were compared to their experimental
counterparts, are presented.
The intention of doing such approximations is to reduce the computational cost as-
sociated to the long alkyl chains. Furthermore, treating only a double-attacked fullerene
instead of the whole molecule may be an oversimplification. The effects of cutting off the
lateral chains must be clearly sensed on the −CH2−CH2− vibrations intensity, found ∼
1425 cm−1 (C −H bending). For the case of HSS46 polymeric material, the comparison
between experiment and calculated vibrations is herein shown for the region comprised
between 900-1200 cm−1. It is in this region that differences between the comonomer’s
and C60’s individual spectra arise.
Generally, the calculation of these vibrations can provide reasonable agreement in
the spectrum shape, although their positions should be corrected systematically with
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(a) (b)
(c)
Figure 3.19: Simplified chemical structures studied as models for vibrations calculations.
In (a), one can find the comonomer before being functionalized (label HSS42), after the bro-
momethylation reaction (b, label HSS45), and the final polymer (c, HSS46).
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(a) (b)
(c) (d)
Figure 3.20: Experimental and Calculated infrared spectra/transitions for HSS42, HSS45,
HSS46 and C60 model compounds.
correction parameters depending on the nature of the vibration. For HSS46 material,
the band that appears for the compound that is not present neither in the comonomer
or C60 spectra is centered at 1064 cm−1 and the theoretical attribution of this band is
the one appearing at 1018 cm−1. The mode associated is the symmetric twisting of the
C60-comonomer groups via the −CH2− groups.
112 3.4. Final Remarks
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In this chapter, the design and synthesis of polyfullerenes by the ATRAP route have been
performed and fully described.
The choice of this route of synthesis was done based on the easiness to double at-
tack fullerenes, the fact that a double-attack only disrupts one double bond, the lack of
stereoisomeric mixing due to the definition of the mechanism, the lack of data concerning
this new type of synthesis only recently described. In this way, easily-synthesized materi-
als for application as electron acceptor and/or morphology stabilizers in BHJ-OPVs cells
can be envisaged.
In this document we present the use of a simple comonomer based on 1,4-dialkoxy-
2,5-dimethylene-phenylene, with five different lateral chains. These chains were chosen in
order to screen the effect of bulk and long-linear groups on the molecular weight, control
of attacks during the polymerization, and, mainly, solubility.
The so-synthesized materials were characterized by UV-VIS, NMR, GPC, TGA, DSC
and FTIR. These techniques allowed one to make considerations on their polymeric char-
acter, degree of control on the attacks, opto-electronic, structural and morphological
properties. Other techniques such as XPS and AFM were also used but they are pre-
sented in Chapter 5, where they are relevant for the discussion therein.
Finally, the results presented in this Chapter may indicate that ATRAP-based poly-
fullerenes may not be the most appropriate for OPVs which aim is to be more stable.
This is based on the fact that the comonomer-fullerene link seems to be weak which leads
to:
1. low molecular weight based on a competitive degradation mechanism during the
synthesis;
2. low thermal energy is needed to cleave the comonomer-fullerene bond, yielding free
C60 and a likely stable vinylene compounds (this is going to be further explored in
Chapter 5);
3. possible UV-VIS visible homolytic cleavage of this bond;
4. loss of molecular ordering on the chain;
For future works, other more stable routes may be envisaged as it was described in
Chapter 2. Among them, azide route seems to be, on the electronic and stability point
of view, one that should be further explored.
Chapter 4
Photovoltaic Performance and
Device Degradation
The photovoltaic performance of the synthesized polymeric materials applied in devices
are herein studied. Three major applications have been proposed for polyC60s: a - as
interlayer between the active matrix and the electron extraction layer; b - as the sole
electron acceptor material within the blend and; c - as an additive used to stabilize the
morphology of the blend under thermal stress. From this, one can have the first outlook of
the photovoltaic performance of these polymeric materials. The devices and experiments
presented here were performed by Dr S. A. Downland, from Belectric OPV GmbH.
4.1 Photovoltaic devices and performance
In Chapter 1, the basics of the photovoltaic effect has been shown and here we should,
before presenting the results obtained from the cells, present in more details the key
parameters for the characterization of these devices.
The solar cell can be considered as a two terminal device with a diode-like conductor
behavior in dark and generates a photocurrent (photovoltage) when illuminated by the
sun. In a circuit, the cell can take the place of a battery but they differ intrinsically
on the fact that the battery is better described as a voltage generator and the cell as a
current generator. In dark, the cell delivers no current and when light is switched on, a
voltage appears. When the terminals are isolated (or infinite resistance is placed among
them), the voltage developed is called open circuit voltage VOC and it is dependent on the
intrinsic electronic structure of the matrix materials. On the other hand, the current draw
when the terminals are connected is called short circuit current JSC . The current-voltage
curve of the cell (JxV ) describes then the behavior between these extremes, obeying, for
a series resistance, the Ohm’s law.
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This photocurrent at short circuit depends on the incident light by the cell’s quantum
efficiency (QE). This parameter represents the probability that an incident photon of a
given energy will deliver one electron to the external circuit. Then, it depends upon the
absorption coefficient of the solar cell material, the efficiency of charge separation and
the efficiency of charge collection in the device, even though it does not depend on the
incident spectrum.
When illuminated, the light causes a temporary change in the electrochemical po-
tential, and then, a potential difference develops between the terminals. This potential
generates a current which acts in the opposite direction of the photocurrent, and the net
current is reduced from the short circuit one. This reverse current is called dark current
and flows across the device under a bias in the dark. When both dark and short cir-
cuit currents cancel each other, one achieves the maximum potential difference, the VOC
(what is equivalent to separate the terminals).
Further on, the operating regime of the cell is in the range comprised between 0 and
VOC , where the cell delivers power, the power density. This entity reaches a maximum
at the cell’s operating point (maximum power point). In this point, one can define the
fill factor parameter (FF ) as:
FF = JmVm
JSCVOC
(4.1)
Where Jm and Vm stand for the current and the voltage at the maximum point,
respectively. The efficiency η1 of the cell is the power density delivered at operating
point reported to the incident light power PS.
η = JmVm
PS
(4.2)
And it can be related to FF as:
η = JSCVOCFF
PS
(4.3)
The quantities JSC , VOC , FF and η are the key performance parameters for the OPV
cell. They should always be reported for any given particular illumination condition. The
most common is to use Air Mass 1.5 (AM1.5) spectrum as a light source, which has an
incident power density of 1000 W/m2, at 25 ◦C.
Last but not least, the ohmic behavior of the cells may not always be preserved
and parasitic resistances can appear. This is due to the fact that in real cells power is
dissipated through the resistance of the contacts and through leakage currents in this
region. These resistances can be in series (Rs) or in parallel (Rsh) and the former arises
from the resistance of the cell materials to the current flow and from resistive contacts;
1To not be mistaken by the hardness η, presented in Chapter 2.
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whereas the latter (also called shunt resistance) arises from leakage of current through
the cell and between contacts of different polarity.
Based on these concepts, the photovoltaic performance of the synthesized materials
have been tested in devices. From the series of materials presented in Chapter 3, see
Figure 4.1, HSS46 (n-dodecyl lateral chain) was chosen to be tested first. The choice
of this material was based on the chromatography results that indicates as the one with
higher molecular weights. To this, we should add the fact that it is the most soluble
material in non-halogenated solvents (toluene, in evidence).
Figure 4.1: General structure of the synthesized polymeric materials with the labeling system
herein used.
Concerning their application in the devices, three options have been tested for this
material:
A - as an interlayer between the active layer and the electron selective layer;
B - as a replacement for PC60BM in the active layer;
C - as an additive in the active layer.
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Option A is justified by the need to solve delamination problems that arise from the
incompatibilities between the ZnO/TiOx layer and the BHJ layer. Inserting an interme-
diate layer based on polyfullerenes could make the transition smoother between the two
layers and increase the charge collection. Furthermore, as will be discussed in Chapter 6,
this can be an indication of the viability of synthesizing block polymers of polyfullerenes
and inorganic-ligands-based polymers.
Then, B is the straightaway application when one thinks about fullerenes: using it
as the only acceptor material. As one could see in Chapter 2, this is justified based on
the almost unchanged electronic properties of ATRAP-based molecules, as is the case of
HSS46. Ideally, this would also induce a morphological stabilization of the BHJ, avoiding
the aggregation of PC60BM.
Finally, option C, alongside with what was justified for the one before, would ideally
avoid the scenario of morphological failure of PC60BM molecules by aggregation. The
additive application of the polyfullerene might them have a plasticizing effect of the BHJ.
Devices with 27 mm2 (∼ 9x3 mm) of active area were then produced in Belectric
GbmH by Dr S. A. Downland employing the following general architecture:
• ITO / ZnO / P3HT:PC60BM / PEDOT:PSS / Ag (this is the control)
• Interlayer positioned at electron selective side of the active layer: ZnO / *Interlayer
HSS46* / P3HT:PC60BM
• Additive and Blend solutions of P3HT:HSS46 replace P3HT:PC60BM as the active
layer.
The properties arising from these applications are explored and presented in the fol-
lowing sections.
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4.1.1 Interlayer Application
Deposited films of HSS46 from 7.8 mg/ml o-xylene solution at different coating speeds
(5, 20 and 80 mm/s - in order to produce different thicknesses) were exposed to different
annealing temperatures (room temperature - rT, 70 or 140 ◦C - all in air) for 20 mins.
Over this layer, P3HT:PC60BM blend is deposited. In Figure 4.2 one can find the JxV
for the OPV cells so-made using different deposition methods.
Figure 4.2: JxV curves for the OPV cells using different deposition methods. The control
device is the one where no polyC60 has been added.
From this, one can deduct that, although the sensibility of the JxV curves to the
deposition technique (5, 20 or 80 mm/s), the cells are operational and no S-shape2 can
be noted, even if compared with the control device. Moreover, the higher the temperature
of annealing (room temperature, 70 or 140 ◦C for the films deposited at 5 mm/s), the
lower are the photovoltaic properties obtained from these curves. In Figure 4.3, the
extracted parameters quantify the obtained yields.
As can be noted from these parameters, the current density, open circuit voltage,
fill factor and power conversion efficiency are strongly influenced by the presence of the
HSS46 material if compared with the control device and it has a stronger dependence on
the thickness of the layer rather than the annealing temperature. More precisely, it is the
current density the parameter the most affected by the presence of the interlayer. This
means that the presence of a thicker interlayer worsens the charge extraction of the cell.
This is true for even very thin layers (5 mm/s blade speed).
These results lead to the evidence that, used as an interlayer, the HSS46 polymer
worsens the devices in all cases. This effect is exacerbated by an increase in the interlayer
thickness (for the Doctor-blade coating, this is determined by the blade speed).
2The S-shape of the JxV curve is attributed to the appearance of parasitic resistances, mainly the
shunt resistance and it is a straightforward indicative of the existence of leakage current.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.3: OPV properties of cells using HSS46 as interlayer for different annealing temper-
atures and film thicknesses. These figures present: (a) the current density; (b) the open circuit
voltage; (c) the fill factor; (d) the power conversion efficiency; (e) the injection current; and
(f) the leakage current. The indexes indicate the coating speed (5, 20 or 80 mm/s) and the
annealing temperature (room temperature, 70 or 140 ◦C).
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4.1.2 Blend Application
For this application, several solutions with varying amounts of HSS46 and PC60BM were
prepared. The total fullerene content was kept constant across all solutions by adapting
the ratio of the two fullerene sources. So, one can have blends with 100%, 80%, 60%,
40%, 20% and 0%(control) of fullerene from HSS46 material.
As for the former application, the JxV curves for the varying loads of HSS46 in the
blend is presented in Figure 4.4
Figure 4.4: JxV curves for the OPV cells using different loads of HSS46 in the blend.
As previously, the cells are operational with the use of the polyfullerene and they do
not present any S-shape. However, one can clearly identify that such use worsens the
cell performance and the more fullerene from HSS46 is added, the worse it becomes. The
quantification of the photovoltaic parameters can be found in Figure 4.5
The application of the polymerized fullerene do not contribute positively as well to
the OPV cell performance when used as the acceptor. This is primarily due to a loss in
the current extracted (as shown by the changes in JSC). However there are also some
reduction in VOC and FF. This drop in performance is caused by a reduction in all device
parameters, which may be simply a result of the absence of PC60BM and the failure of
the fullerene polymer to act as an effective substitute.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.5: OPV properties of cells using HSS46 as acceptor material with different loads
of HSS46 compared to PC60BM. These figures present: (a) the current density; (b) the open
circuit voltage; (c) the fill factor; (d) the power conversion efficiency; (e) the injection current;
and (f) the leakage current. The indexes indicate the load of HSS46.
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4.1.3 Additive Application
Additional fullerene content in the form of HSS46 was added to typical P3HT:PC60BM
blend solution (+ 1, 2, 5 or 10 % additional fullerenes introduced by HSS46 relative
to those in the control solution - provided by the PC60BM). These load values were
stipulated based on the results coming from the application of the polyfullerene in the
blend, where loads of 20% were already prejudicial.
Figure 4.6 presents the JxV curves for such use.
Figure 4.6: JxV curves for the OPV cells using different loads of HSS46 in the blend.
Clearly, introduction of the HSS46 as an additive does not appear to have a strong
influence except at a loading of +10%. The drop in performance here correlates with a
drop in the short circuit current, and it can be noted from the extracted parameters, in
Figure 4.7.
Considering these results, one can note that the difference in cell efficiencies is negli-
gible with loads up to 10%. This result clearly defines the application of the synthesized
polyfullerenes as an additive to the BHJ with loads up to 10%, since the devices are not
heavily affected except when more of HSS46 is added. Using this argument, we can then
study the morphological stability of these blends under annealing conditions, using the
five different polymeric materials with the lateral-chain variation. This is the topic of the
next section.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.7: OPV properties of cells using HSS46 as an additive to the blend with different
loads of HSS46 compared to PC60BM. These figures present: (a) the current density; (b) the
open circuit voltage; (c) the fill factor; (d) the power conversion efficiency; (e) the injection
current; and (f) the leakage current. The indexes indicate the load of HSS46.
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4.2 Morphological degradation of the blends using
polyfullerenes as additives
Having the results just presented in hands, one can study the morphological degradation
of the BHJ using the polyfullerenes synthesized in Chapter 3 as additives. For this
study, all the five polymeric materials were employed with 10% load and annealed under
nitrogen atmosphere for different times. This load is the maximum one can have without
prejudicing the photovoltaic properties of the devices.
The aim is to check if these materials can be used as morphology stabilizers and if
there is an influence of the lateral chain on these results. The lateral chains should modify
the solubility of the polyfullerene within the blend, inducing different plasticizing effects.
The devices architecture was kept unchanged from the one used in the previous section.
A pre-annealing step was employed, during which the devices were heated at 140 ◦C for 5
minutes. Then, they were intentionally annealed longer and their photovoltaic properties
were studied for the increasing time.
Figure 4.8 presents the photovoltaic properties of the devices for the different prepared
materials at initial time of annealing.
As one can see, the control devices were working correctly and the cell without any
polyfullerene has a performance slightly better than the other containing polyfullerenes.
Then, these blends have been submitted to thermal annealing and their photovoltaic
properties were accompanied during time. Figures 4.9, 4.10, 4.11 and 4.12 present the
evolution of JSC , VOC , FF and PCE, respectively.
From this, one can note that the control cell (without polyfullerenes) degrades slower
in the beginning but catches up the other cells’ performance by 5 h mark time. Moreover,
the degradation in control is caused by a drop in JSC and FF but offset by steep rise
in VOC . However, the degradation of the polyfullerene-containing cells are due to a fast
drop in JSC which is quickly stabilized.
However, if one normalizes the results obtained in Figures 4.9 and 4.12, one can verify
that the proportional loss in performance is greater in control cell due to significant loss
in current density. From this point of view, one could say that polyfullerenes retard the
rate of degradation devices however this is only true because they start worse and end at
the same point in what concerns the photovoltaic properties.
These results should then be better understood with the analysis of the morphological
behavior of the polyfullerene itself under thermal stress. In this way, the next chapter is
consecrated to the degradation studies of the synthesized polyfullerenes and their role in
the degradation of the blend when used as additive.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: OPV properties of cells using different polyfullerenes as additives to the blend with
loads of 10%. These figures present: (a) the current density; (b) the open circuit voltage; (c)
the fill factor; (d) the power conversion efficiency; (e) the injection current; and (f) the leakage
current. The indexes stand for the different polyfullerenes employed. The correspondence is:
H1 - HSS11; H2 - HSS14; H3 - HSS46; H4 - HSS48; H5 - HSS49; and C - control cell without
any polyfullerene. The reader is reported to Figure 4.1 for identification of the structures being
treated here.
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Figure 4.9: Evolution in time of JSC for the different synthesized polyfullerenes used as
additives under thermal annealing.
Figure 4.10: Evolution in time of VOC for the different synthesized polyfullerenes used as
additives under thermal annealing.
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Figure 4.11: Evolution in time of FF for the different synthesized polyfullerenes used as
additives under thermal annealing.
Figure 4.12: Evolution in time of PCE for the different synthesized polyfullerenes used as
additives under thermal annealing.
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Figure 4.13: Normalization of the Evolution in time of JSC for the different synthesized
polyfullerenes used as additives under thermal annealing.
Figure 4.14: Normalization of the Evolution in time of PCE for the different synthesized
polyfullerenes used as additives under thermal annealing.
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4.3 Final Remarks
The results presented in this Chapter comprise the use of polyfullerenes in three different
applications within OPV devices: as an interlayer, as the sole electron acceptor material
and as an additive to the blend.
Considering the interlayer application, the thicker this layer gets, the lower is the
photo-current extracted from the cell. This is true even for the very thin layers of the
polymeric material (blade speed of 5 mm/s). This depends stronger on the thickness
rather than on the temperature of annealing of the cell.
For the blend application, where the polyfullerene is used as the sole electron acceptor
(or in collaboration with PC60BM), the cells’ performance are heavily impacted by the
presence of the polyfullerene material, being the extracted current the factor most sensible
to it. From 0% of HSS46 up to 100%, one can loose 25% of the current density of the
cell. The open circuit voltage is also impacted by the same proportion.
Using HSS46 material as an additive turned to be a much more likely application.
With loads up to 10% of HSS46 compared to PC60BM, the cells’ parameters are very
little impacted. This application is then pursued further to study if the presence of the
additive can help improving cells’ morphology stability under thermal stress.
For a 10% load of polyfullerene material, the total ensemble of materials was tested
under thermal annealing. Initially, the cells made with all the materials are operational
similarly to the control. With annealing at 140 ◦C, cells loose quickly performance over
time and this is due to the loss in extracted current density. Normalizing the results of
the cells made with the several polymers to the one without any, one can note that the
polyfullerenes retard the rate of degradation due to a quick drop on the current density
but they stabilize at the same point as the control cell after 5 h of annealing.
With all these considerations, the next chapter will be dedicated to understand in
more details the processes behind this non-stabilization of the bulk by the polyfullerenes.
Moreover, photochemical and photo-oxidation degradations are also going to be studied.
Chapter 5
Degradation studies
In this chapter, the materials’ stabilities are studied against photo- and thermal stresses,
either in a pure bulk or in a blend with P3HT. These studied are conducted under accel-
erated degradation experiments and evaluated by several characterization techniques. The
motivation behind these studies are the results from the application of polyfullerenes in
OPV cells, as reported in Chapter 4. Moreover, not only the morphological degradation
is herein addressed, but also the photochemical and photo-oxidation mechanisms are ex-
plored. The work developed in this Chapter was accomplished during the cotutelle period,
in Eberhard Karls Universität Tübingen.
Lately, the power conversion efficiency (PCE) of OPVs has been driven above 10%[7,
8, 9] and this value continues to increase. Even though this is promising, this represents
the initial performance and it surely decays over time during degradation of the cell.[167]
As already explained, the cell can degrade in several ways, and the ones to which we
pay attention in this document are related to the degradation of the n-type material.
So, fullerenes (or their derivatives) can degrade by action of either temperature or light,
and the effect of these agents can be further declined considering the presence or not of
oxidants (oxygen and/or water). Thus, the following discrimination is used in this thesis.
• Temperature-induced degradation
Presence of oxidants - thermo-oxidation
Absence of oxidants - thermal degradation[14]
• Light-induced degradation
Presence of oxidants - photo-oxidation
Absence of oxidants - photochemical degradation
Thermal annealing induces migration of molecules and phase segregation within the
BHJ, what is characterized by a type of thermal degradation. This can also lead to
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aggregation of fullerene-molecules (like-likes-like behavior), hindering the photovoltaic
performance.
Photochemical degradation can be characterized by induced light-activated chemical
reactions capable of changing morphology and chemical structure of both p- and n-type
materials, as shown by Tournebize et al.[168] Particularly, it is known that fullerene-
derivatives are light-sensitive under inert atmospheres. It has already been shown that
these materials can undergo dimerization (polymerization for pristine C60) when irradi-
ated with UV-VIS light.[169] This process is the first step of the aggregation mechanism
of fullerenes.
On the other hand, thermo- and photo-oxidation induce performance losses by the
alteration of the electronic structure of the materials. Chambon et al.[86] showed that
the products issued from the thermo-oxidation are similar to those issued from photo-
oxidation, for the case of fullerene-derivatives. Based on this, only photo-oxidation studies
are performed in this thesis. The chemical products formed during the photo-oxidation
of the materials are known under the name of photo-oxidation products and their deter-
mination plays a key-role on the understanding of the underlying mechanism.
It is interesting to note that, while encapsulation of OPV cells can slow down the
effects of thermo- and photo-oxidation mechanism by excluding oxidants of the bulk, it
has almost no effect on the intrinsic degradation mechanisms of the materials, either
induced by light or by temperature.
Herein the thermal-, photochemical and photo-oxidation degradation studies will be
presented for both a PolyC60 material and for a P3HT:PC60BM blend in which the
polyfullerene has been used as an additive. These studies should allow one to identify
the weak points of the synthesized material and to understand the results obtained in
device’s applications.
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5.1 PolyC60 degradation
The polyfullerene chosen for these studies was the one labeled as HSS46 (n-dodecyl lateral
chain). This choice was motivated by the SEC-CB results, solubility and yield, as already
presented in Chapters 3 and 4.
Thin films were prepared by the doctor-blade deposition of the material on ITO/glass
substrates from an o-xylene solution of 10.6 mg/mL.1 ITO/glass substrates were previ-
ously cleaned by Acetone/iso-propanol ultrasound bath (15 minutes each) followed by an
ozone treatment (15 minutes). This procedure was employed in order to minimize the
carbon contaminants on the surface.
During deposition, the blade speed was set to 80 mm/s so that one could obtain thicker
films and they were annealed at 70 ◦C for 5 minutes to allow solvent evaporation. The
films so-obtained are 150-200 nm thick (measured by AFM). Each type of degradation is
studied separately by different techniques.
5.1.1 Thermal degradation
As seen in Chapter 4, polyfullerenes have shown very low morphological stability in blends
under annealing conditions when used as additives. Although the annealing times were
longer than usually performed in industry, the OPV devices should be able to resist to
some level of heating when operational. The consequent annealing times up to 5 h is a
way of evaluating the stability of the bulk under accelerated conditions.
In order to understand the underlying processes, HSS46 films were annealed under
Nitrogen atmosphere at 85, 140 and 200 ◦C. The morphology time evolution was stud-
ied by UV-VIS optical absorption, Atomic Force Microscopy (AFM), Fourier-transform
Infrared Spectroscopy (FTIR) and X-ray Photoelectron Spectroscopy (XPS).
5.1.1.1 UV-VIS
The UV-VIS spectrum of HSS46 in solid state is composed of the same bands as the one
in solution, as one can see in Figure 5.1.
The band associated with the polymerization attack is found at λ ∼ 450 nm for both
solution and solid state spectra in the former.[160, 161, 162, 163] One can also see that the
bands associated with the internal transitions of the C60 molecule are preserved unchanged
if toluene solution and solid state spectra are compared, although broadened in the latter.
Based on the absence of bathochromic shift, one can state that fullerene molecules may
behave in solid state not differently than they behave in solution. Moreover, no band
1Degradation determined by the optimization performed by Belectric GmbH on the blend solutions.
See Chapter 4.
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Figure 5.1: UV-VIS spectra of THF and Toluene HSS46 solutions and film deposited over
ITO/glass by Doctor-blade technique. The solid state spectrum has been subtracted from the
ITO/glass transitions. Stars indicate lamp change in diffraction grade device used for measuring
solution spectra. Solid state spectrum was measured using a prism-based device.
over 600 nm can be detected neither for solutions’ nor for solid state’s spectra. This is
an indicative of the absence of aggregation taking place.
The films deposited on ITO glass were annealed at temperatures of 85, 140 and
200 ◦C for different times. One can find the evolution of the UV-VIS spectra for these
three treatments in Figure 5.2. As the films were not the same during the time evolution
at any given temperature, the presented spectra were all normalized to the C60 band in
311 nm, so that any difference in film thickness could be swept out.
With the annealing process, clearly no shift in main absorption band wavelength
of the spectra can be seen, although a significant increase in the background can be
straightforwardly noted, as it can be indicated by the arrows.
Although aggregates can be identified in solution with wide and low-intensity bands
around 700-900 nm, in most of times, this effect can induce scattering of light when the
size of the particles increases. It means that, when they are small, aggregates can absorb
light resonantly, although at lower energies. However, when they increase in size, the
absorption intensity is overwhelmed by the light scattering intensity, which now has a
λ−4 dependence. Thus, when no distinct band can be identified in the lower energy part
of the spectrum but even so the background is increasing, one can associate this effect to
the light scattering process.
Moreover, for the annealing temperature of 200 ◦C, one can see that changes occur in
the structure of the spectra: even though C60’s electronic structure is kept unchanged (no
shift for its band), the band associated to the polymerizing attack (around 450 nm)[160,
161, 162, 163] is heavily changed: it increases quick in intensity and broadness and the
effect seems to be much stronger than the one observed for the lower temperatures.
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(a) (b)
(c)
Figure 5.2: Temporal evolution of UV-VIS spectra of HSS46 deposited on ITO/glass annealed
at (a) 85 ◦C, (b) 140 ◦C and, (c) 200 ◦C.
Whereas for the lower ones, the non-background increases steeply, for this temperature
one can associate a complete destruction of the structure of the polymer for a period
under 30 min. Interestingly, this does not remain unchanged even further: the band
continues to evolve and this might be associated to a dynamic cross-linking mechanism
taking place, where comonomer-fullerene bonds are constantly broken and reformed with
nearby fullerenes. This could also explain why fluctuations like that are also seen for the
lower temperatures, although in a more moderate way.
The effect of absorption in the lower energy part of the spectrum is a non-resonant
effect and has been already used to quantify the quality of carbon nanotubes dispersions,
as it has been shown by Tan et al.[170] The authors attest that the quality of a carbon
nanotubes’ dispersion is dependent on how disaggregate they are in the surfactant solution
and this has a direct impact over the non-resonant background and on the band width
of the molecular resonant transitions. We propose here an adaptation of their method to
analyze the aggregation of fullerenes. Considering the ratio:
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RR =
∫
spectrum
A(λ, t)dλ
∫
spectrum
NRB(λ, t)dλ
(5.1)
Where RR is called Resonance Ratio, A(λ, t) is the temporal dependence of the res-
onant bands of the absorption spectra and NRB(λ, t) is the temporal dependence of the
non-resonant background of the absorption spectra.
For this specific case, the spectrum can be fitted using six Gaussian functions, three of
which are used to fit the C60’s internal transitions (the ones with higher energy, centered
at 312, 334 and 360 nm), the forth, centered at 418 nm, is used to fit the band associated
to the polymerizing attack over the sphere and the last two are used to fit the non-resonant
background. RR then becomes:
RR =
n=4∑
n=1
1100∫
275
ARBn (λ)
n=6∑
n=5
1100∫
275
ANRBn (λ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t
(5.2)
The need of four Gaussian functions to fit the resonant bands can be determined
by the derivatives analysis of the spectrum. The second- and fourth-order derivatives
indicate the need of four functions.
One can readily identify the difference between these two classes of Gaussian functions
based on their FWHM2. While for the four first ones, it is an acceptable parameter in
the order of 10-25 nm, for the latter it becomes as large as the spectrum can be (over 100
nm). In Figure 5.3 one can find the application of this concept for the pristine HSS46
(t=0).
Besides this RR parameter, one can quantify the increase of the background by simply
comparing the integral density of absorbed photons Φ, i.e.:
Φ =
∫
spectrum
A(λ, t)−
∫
spectrum
A(λ, t = 0) (5.3)
This is based on the assumption that the resonant bands are not influenced by any
aggregation process that may take place and the only difference in the time evolution of
the spectrum is the increase of scattered light interpreted by the detector as an absorption
process. One has to pay close attention to the fact that RR and Φ will behave in the
same way only if the observed changes are not electronically (shifts, decrease/increase
of absorption coefficient) but solely based on the aggregation. For the case of RR, this
2Full-Width at the Half-Maximum
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Figure 5.3: Gaussian fit of UV-VIS spectrum of pristine HSS46 in solid state.
is assured by using the Gaussian curves parameters of the four first bands (resonant) as
a constraint in the fit of the spectra of time evolution. Then, only the two Gaussian
functions responsible for fitting the non-resonant background are let free.
One can find in Figure 5.4 the evolution of these parameters for the temperatures in
study.
The interpretation of these curves is as follows: the increase of the Φ value indicates
that the integrated number of photons increases compared to t = 0 and this increase is
related to the increase of the non-resonant background, associated to aggregation. On
the other side, the decrease of the RR parameter also indicate the decay in the ”quality”
of the fullerene dispersion within the sample. But, as here the inverse of RR is presented
(RR−1), the increase of this parameter indicates an increased absorption, in the same
way as Φ.
5.1.1.2 Atomic Force Microscopy - AFM
Atomic Force Microscopy was used to follow the morphological changes induced by ther-
mal annealing on the samples. Figure 5.5 presents the height and amplitude images of
the HSS46 film at t = 0 using 10 and 5 µm scales.
These images have a RMS of 1.8 ± 0.2 nm for the 10 µm scale and 0.8 ± 0.1 nm for
the 5 µm one. The films are 150 nm thick. Such variation in the RMS for different scales
indicate that there are indeed at least two roughnesses: one local and other non-local,
which should envelope the first one. By these values, one can say that the films appear
homogeneous, although the presence of small clusters of ∼ 0.1 µm large may be indicated
by the pictures, which may be due to pristine/unreacted fullerene which aggregated from
solution deposition.
In Figure 5.6, one can find the AFM pictures of films following an annealing process
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(a) (b)
(c)
Figure 5.4: Time evolution of RR and Φ for films annealed at (a) 85 ◦C, (b) 140 ◦C and, (c)
200 ◦C. Here we present, for the sake of comparison with Φ, the inverse of RR. In this way, the
bigger it is, the lower is the aggregation undergone by the bulk.
at 85 ◦C.
One can note bright spots that may indicate the formation of islands within the film,
very probably constituted of fullerene molecules, increasing the RMS to ∼ 17 nm. Figures
5.7, 5.8 and 5.9 present the same results for annealing at 140 and 200 ◦C, respectively.
From these images, one can see that annealing at 140 ◦C induces the same type of ag-
gregation as formerly observed for the 85 ◦C experiment. But, very well resolved fullerene
islands can be noted this time, mainly for the short annealing times (60 min. - Figure 5.7).
These images have a RMS of ∼ 95 and 72 nm for the 20 and 10 µm scales, respectively.
Still, for longer annealing times (300 min. - Figure 5.8), one can also identify in
this time the underlying ITO/glass layer. Some parts of the film are spared from the
appearance of ITO/glass, as one can see in Figure 5.8.c. The RMS of this image is closer
to the one found for a shorter annealing time (∼ 62 nm), although one has to consider
that this is not realistic based on the appearance of the underlying ITO/glass surface.
Finally, annealing at 200 ◦C for 60 min. only is already enough to achieve a serious
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(a) (b)
(c) (d)
Figure 5.5: AFM (a,c) height and (b,d) amplitude images of HSS46 on ITO/glass at t = 0.
level of island formation (and aggregation, consequently), corroborating the results found
by UV-VIS analysis. One can note that the film is fully structured by these islands and
lateral homogeneity is lost.
Last, but not least, the time evolution of RMS for the different annealing temperatures
can be plotted and summarized in Figure 5.10. It can be noted that the evolution of RMS
somehow decreases for 85 and 140 ◦C temperatures, as it is demonstrated by UV-VIS
analysis, whereas it is not the case for the 200 ◦C one. The reason why this is so is still
unclear and the blend degradation studies may be useful in this direction.
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(a) (b)
(c)
Figure 5.6: AFM (a) height, (b) amplitude and (c) 3D reconstruction images of HSS46 on
ITO/glass annealed at 85 ◦C for 240 min.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.7: AFM (a,c) height, (b,d) amplitude and (e,f) 3D reconstruction images of HSS46
on ITO/glass annealed at 140 ◦C for 60 min.
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(a) (b)
(c) (d)
Figure 5.8: AFM (a) height, (b) amplitude and (c,d) 3D reconstruction images of HSS46 on
ITO/glass annealed at 140 ◦C for 300 min.
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(a) (b)
(c)
Figure 5.9: AFM (a) height, (b) amplitude and (c) 3D reconstruction images of HSS46 on
ITO/glass annealed at 200 ◦C for 60 min.
Figure 5.10: Time evolution of RMS for different annealing temperatures. Not all the points
used for UV-VIS analysis have an AFM image, what explains the few points found in this image.
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5.1.1.3 XPS
X-ray Photoelectron spectroscopy was used to infer on the chemical structure changes
induced by temperature treatment by means of the chemical shift description of XPS
signals.3
The same batch of HSS46 films submitted to previous analysis had their XPS spectra
for Carbon 1s and Oxygen 1s photoelectrons recorded. In Figure 5.11, one can find the
overview spectra for t = 0 h and in Figure 5.12, the individual C1s signals are presented,
for the sample annealed under different conditions.
Figure 5.11: Overview XPS spectrum of HSS46 deposited on ITO/glass. Note the absence of
Indium and Tin peaks, what indicates that the film is, at least, 10 nm thick.
One can note that, besides C1s and O1s signals, one can also find a F1s peak.4
The atomic concentration of the film is calculated to be 91.97% Carbon, 5.79% Oxygen
and 2.24% Fluorine.5 The stoichiometry derived from it indicates the presence of three
times more oxygen than the theoretical value. This can be due either by the presence of
unreacted comonomer or atmospheric oxygen that might have been physically or chem-
ically absorbed by the film and were not removed by the ultra-high vacuum conditions.
The first hypothesis is corroborated by the results issued from SEC-THF (c.f Chapter
3), which indicate that even Soxhlet purification times can not fully eliminate unreacted
comonomers.
It is important to highlight that no major change is noticed in the C1s peak be-
sides a broadening for increasing annealing times and/or temperatures. This is observed
mathematically during the fitting of these peaks, in which the gaussian broadening of the
core-level transitions increases from ∼ 0.69 eV for t = 0 to 0.74 eV for the sample annealed
3The XPS technique is based on the ejection of core-level electrons by an incident X-ray wave. This is
based on the Photoelectron effect. The intensity of the signal is proportional to the number of electrons
ejected.
4The molecule has no Fluorine atom in its structure and no solvent/reagent containing such atom
has been used during synthesis and/or purification. We further deducted that, by analyzing the XPS
profile of the HSS46 powder on Indium metal, this contamination is issued from the Teflon©filters used
before the film deposition.
5The determination of the concentration of different species is done considering their specific sensi-
tivity factor and core-hole lifetimes.
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(a) (b)
Figure 5.12: Carbon 1s XPS peak for HSS46 polymer submitted under different annealing
times. In (a), the spectra are stacked and in (b) they are normalized and superimposed.
at 140 ◦C for 300 min. A slight shift can also be noted for the first carbon shake-up, found
at +1.74 eV for t = 0 and at +1.86 eV for the sample annealed at 200 ◦C for 60 min.
Together, this may indicate the formation of less homogeneous domains. Even though
there are changes, no major trend can be extracted, what indicates no major chemical
transformation.
The final last points worth to comment are the oxygen and fluorine atomic concen-
trations. With increasing annealing times and temperature, the total quantity of these
elements decrease within the film. This indicates either that fluorine contaminant is
volatile (probably monomers of polytrifluorethylene) and also that oxygen is indeed ab-
sorbed.
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5.1.2 Photochemical degradation
Moreover, it is known that fullerene molecules tend to undergo dimerization with light
irradiation under vacuum via a photochemical [2 + 2] cycloaddition reaction and this
converts two intramolecular sp2 double bonds in two intermolecular sp3 single-bonds.[171]
This process tends to be reversible with temperatures over 100 ◦C. Distler et al. have
shown that this may benefit the BHJ-OPVs by creating better percolation paths within
fullerene’s regime (PC60BM, in this case). Whereas these structures only involve two
fullerene molecules, their concentration can increase in such way to result in the formation
of islands of aggregated material. By its turn, these fullerene-rich regions can also exist
where these molecules crystallize.
One should also keep in mind that, in the same way that temperature can break
bonds between the comonomer and the fullerene, light can also be a responsible for this
type of degradation even under inert atmosphere. This mechanism should be considered
alongside the one aforementioned.
To study the stability of the material under light irradiation, films were submitted
to illumination under AM1.5 condition in nitrogen atmosphere using a xenon lamp, with
emission comprised between 300 and 1100 nm.
5.1.2.1 UV-VIS
The evolution of the morphology was accompanied by UV-VIS optical absorption mea-
sured every time on the same spot of the film (in opposite of what was done for the thermal
stress, where one needed to apply normalization on the spectra since the parental films
were different). Even more, twins samples were also degraded and their irradiation was
stopped in a way to have intermediate samples to perform XPS and microscopies analyses
further on.
Figure 5.13 presents (a) the time evolution of the UV-VIS spectra recorded for increas-
ing illumination times and (b) the evolution of the RR and Φ parameters, as described
in the previous section.
One can identify an initial phase (t < 12h) when the non-resonant background di-
minishes and then it increases again, achieving a maximum around 24 h of illumination.
This characteristic is kept unchanged until the end of the experiment (120 h illumination
time). This may indicate that, firstly, the chains are dynamic and dimerization can oc-
cur. After this phase is past, the chains continue to evolve but towards aggregation and
formation of bigger clusters.
The polymeric structure of the material and the long alkyl chains should be able to
avoid such process to take place. I.e., the long alkyl chains should be able to isolate the
fullerene molecules from each other away enough to avoid their aggregation over time
without thermal energy being given. If this is not the case, the possibility that comes to
145 5.1. PolyC60 degradation
(a) (b)
Figure 5.13: Temporal evolution of UV-VIS spectra of HSS46 deposited on ITO/glass illumi-
nated under AM1.5 conditions in inert atmosphere (a) and (b) temporal evolution of RR and
Φ parameters.
mind is the disruption of the polymeric structure based on the depolymerization of the
material.
The depolymerization process can also be evoked for the thermal degradation, al-
though the thermal energy may be, by itself, enough to induce reorganization of the
chains (and aggregation). In the light-only scenario, it is less likely that the whole poly-
meric chains can have such mobility over each other up to the point of aggregation.
But, if by some light-induced process, the polymeric structure does not exist any longer,
fullerene molecules made free can now aggregate and form larger clusters, responsible for
scattering light.
This hypothesis will be studied in more details in the next section.
5.1.2.2 XPS
XPS signals were also acquired for this type of degradation. Figure 5.14 presents the C1s
peaks for increasing times of irradiation under nitrogen atmosphere.
Here again, the differences that can be noted are the broadening of the peak shape and
features that affect the position of the first shake-up. The evolution of these parameters
for the increasing exposition times is plotted in Figure 5.15.
Based on this, one can say that the homogeneity of the surface and its electronic
structure evolve with irradiation in inert atmosphere, as shown by UV-VIS measurements.
Comparing these values to the ones found for evaporated C60 (Gaussian width of 0.75 eV;
first shake-up energy of 1.80 eV with a total contribution to the curve’s components of
8.6%), one could say that the formation of something similar to free fullerene might be in
place. This comes from the fact that, if the intensity of the first shake-up is increasing, one
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(a) (b)
Figure 5.14: Carbon 1s XPS peak for HSS46 polymer submitted under irradiation times. In
(a), the spectra are stacked and in (b) they are normalized and superimposed.
(a) (b)
Figure 5.15: Temporal evolution of the gaussian broadening of the core level transition, the
first shake-up position and total contribution to the C1s peak for increasing exposition times.
should have an increased quantity of sp2 carbons.6 On the other hand, this is not capable
of affirming, by itself, that dimerization takes place since the shake-up peak intensity
increases, instead of decreasing. The reason behind a decrease of the intensity of the
shake-up with dimerization is the conversion of sp2 to sp3 bonds during this process.[172]
So, the data do not provide evidence for this process to a significant amount.
6The shake-up peaks originate from core-level → pi∗ transitions.
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5.1.3 Photo-oxidation
Besides the morphological failures, which have been our focus up to now, it is also in-
teresting to investigate the kinetics of photo-oxidation when the material is exposed to
light and atmospheric conditions. A film from the same batch was exposed to controlled
AM1.5 irradiation feature under synthetic air (SA) atmosphere, using a Xe lamp.7 The
degradation was accompanied by UV-VIS and sampled later to have XPS measured on
it. We also performed the same study in a KBr window and accompanied the kinetics
using FTIR microscopy.
5.1.3.1 UV-VIS
The irradiated film had the UV-VIS spectra in function of time at the same spot, there-
fore there is no need for imposing any normalization. The evolution of the electronic
transitions are depicted in Figure 5.16.
(a) (b)
Figure 5.16: Evolution of the UV-VIS spectra under photo-oxidation conditions. In (b), a
normalization condition was applied so that the effect of light-only can also be seen.
In these spectra, two representative main bands can be chosen and analyzed during
the time evolution and light exposure: one around 340 nm and a second one around 430
nm. These bands can be associated, roughly, to the inner electronic transitions of C60
and to the characteristic transitions assigned to the polymerization attack. Although
not precise, such assignment allows one to identify at least two different degradation
mechanisms taking place at the same time. This is clarified with Figure 5.17.
From this, one can see that, initially, both bands decrease in intensity up to 7h and
then, the one centered at 340 nm stabilizes whereas the one centered at 430 nm increase
again in time. This may be a result of both: (a) light-only effects, as the one described
in last section; and (b) appearance of photo-oxidation products that absorb light in
7For all these experiments, the reproducibility of the results was tested.
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(a) (b)
Figure 5.17: Evolution of the UV-VIS spectra under photo-oxidation conditions compared to
the pristine sample. In (b), the region inferior to 7 h is zoomed in and the tentative linear fits
of each curve is presented in blue, alongside their associate rate constants.
wavelengths higher than 400 nm. Another possible scenario is that for the band centered
at 430 nm, there is a period of stabilization under 3h and then the decrease of intensity
starts. In both cases, one does not have enough resolution to determine which is the most
likely process to taking place.
UV-VIS does not allow to pursue the identification of the mechanism(s) and products
of photo-oxidation any further. Then, XPS and FTIR characterizations are done and
presented in the next sections.
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5.1.3.2 XPS
XPS signals were also acquired for this type of degradation. Figure 5.18 presents the C1s
peaks for increasing times of irradiation under SA atmosphere. The same can be found
for O1s peaks in Figure 5.19.
(a) (b)
Figure 5.18: Carbon 1s XPS peak for HSS46 polymer submitted under irradiation times in SA
atmosphere. In (a), the spectra are stacked and in (b) they are normalized and superimposed.
One should note the increase of the peak intensity centered around 288 eV, associated
to oxygenated species. From the O1s plotted in Figure 5.19, one can further see a
broadening of the peak associated to the presence of oxygen species others than the
initial ones.
(a) (b)
Figure 5.19: Oxygen 1s XPS peak for HSS46 polymer submitted under irradiation times in SA
atmosphere. In (a), the spectra are stacked and in (b) they are normalized and superimposed.
In the course of photo-oxidation reaction, photo-oxidation products are created. As
already mentioned, these products consists of carboxylic acids, esters, ethers, aldehydes,
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alcohols and all the sort of oxygenated species. Accordingly to the chemical function
being formed, different chemical shifts can be found in the XPS spectra for both C1s
and O1s regions. Normally, the more oxidized is a carbon specie, for example, the higher
will be the binding energy of the C1s core-level of the photo-oxidation product. This
is due to the fact that oxygen is electronegative enough to make carbon electrons more
bound, what requires a higher energy to ”eject” them. The same analogy is done to O1s
core-level.
From this reasoning, one can separate the photo-oxidation products in function of
their respective chemical shifts in both C1s and O1s regions, as it can be found in Figure
5.20.
(a) (b)
Figure 5.20: Rate of photo-oxidation products formation analyzed by XPS.
These rates were separated based on the time needed by them to appear in XPS
spectra. Thus, in (a), the photo-oxidation products that appears since the early stages
of exposure to light are characterized by their C1s and O1s signals. The same is done
in (b), where these peaks now only appear after longer (>7h) exposure times. Using
the sensitivity factors of these two different core-levels, one can estimate that in (a), the
peaks represent products in a lower oxidation state than in (b). This is not only seen by
the chemical shifts, but also by the O1s/C1s proportions between the two regimes: in
(a) this ratio assumes values around 0.7 whilst in (b) they are over 2.6 up to 5. This may
indicate that groups like esters and carboxylic acids (high oxygen/carbon ratio and higher
oxidation state) are likely to be predominant in the late stages of the photo-oxidation
process. The early stages are likely to be dominated by the appearance of alcohols and
formation of ether functions (low oxygen/carbon ration and lower oxidation state).
Other explanation to this is the preferential sites for the degradation to start on the
molecule. Very likely, the fullerene sphere and the comonomer with its lateral chains
should not degrade at the same rates. Moreover, some products can be more likely to
form on one compared to the other. To further infer on this, the photo-oxidation was
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also accompanied by FTIR measurements.
Last but not least, the effects induced only by light can also be extracted from the
fitting process and they are exposed in Figure 5.21, considering for this the analysis of
the first shake-up.
Figure 5.21: Temporal evolution of relative area and energy of the first carbon shake-up.
One should note that these effects reproduce those found in the photochemical degra-
dation. I.e., ATRAP-based polymeric derivatives of fullerenes are sensitive to light with
or without oxidants. If the latter are present, both effects evolve together for increasing
exposure times.
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5.1.3.3 Fourier-Transform Infrared Spectroscopy (FTIR)
FTIR measurements were performed on a film drop-cast over a KBr window and irra-
diated under the same conditions as before up to 96 h. In complement to the analysis
already done in Chapter 3, the spectrum of HSS46 film presents the characteristic bands of
C60 (527, 576, 1182 and 1428 cm−1),[157, 36, 173] the −C−H vibrations characteristic of
the alkyl chains (2849 and 2920 cm−1), benzyl ring vibration (740 cm−1) and vibrations
associated to the −CH2 − CH2- and ether vibrations (1375-1530 cm−1 and 1140-1240
cm−1 regions, respectively). Moreover, a wide ensemble of minor bands centered in 1015
cm−1 are found and may be associated to the fullere-CH2-comonomer link. Figure 5.22
displays this spectrum (black curve) altogether the time evolution of the FTIR spectra
during photo-oxidation experiment measured at the same point on the sample.
Figure 5.22: Time evolution of HSS46 FTIR spectra during photo-oxidation.
The effects of photo-oxidation are sensed in different regions of the spectrum: 1 - in
the fullerene inner vibration regions; 2 - in the carbonyl region; 3 - in the hydroxyl region;
and in the region around 1000 cm−1. To better discriminate the evolution of these bands,
the spectrum at each time was subtracted from the initial one (t = 0). These differential
spectra are presented in Figure 5.23.(a). The whole spectra were fitted with Lorentzian
functions for the vanishing bands and with Gaussian functions (as few as possible) for
the rising bands. This process, for t = 96 h is depicted in Figure 5.23.(b). The rates,
in comparison to the initial band intensity, of the (most important) vanishing and rising
bands are presented in Figure 5.24.
This figure only presents the bands which increase/decrease are at least superior to
10% from the initial intensity. Meanly for photo-oxidation products bands, there are
minor ones at 771, 1060, 1175, 1358 and 1595 cm−1 which are not present in this graph.
As mentioned before, three domains of degradation can be separated: the degradation
of the C60 moiety is observed by the decrease of the bands at 527, 576, 1182 and 1428
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(a) (b)
Figure 5.23: Evolution in time of HSS46 FTIR spectra during photo-oxidation. In (a), one
can find the superposed spectra during degradation and in (b) the mathematical fit for t=96h
is presented. The time steps for (a) is the same used in Figure 5.22.
(a) (b)
Figure 5.24: Decay and increasing rates for vanishing (a) and photo-oxidation products for-
mation (b).
cm−1 (the latter ones are not present for the sake of clarity); the degradation of the
monomer (band at 739 cm−1); and the degradation of the lateral chain (bands at 2849
and 2920 cm−1). Some point should be highlighted:
• 2849 and 2920 cm−1 bands have their intensities decreasing in a coupled way. As a
matter of fact, they are both bands related to the same vibration;
• For irradiation times below 7 h, the benzene ring band (739 cm−1) has its intensity
decreased faster than the others. This result may be analyzed under the light of
UV-VIS and XPS results;
For the rising bands, we can deduce at least four situations:
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1. C = O vibration bands associated to esters, ketones, carboxilic acids anhydrides
and aromatic esters appear at 1785 and 1739 cm−1.
2. C−O vibration bands associated to alcohols appear at 1175 (tertiary alcohols) and
1060 (primary alcohols) cm−1; other bands assigned to C −O bond appear at 1358
and 1251 cm−1.
3. O−H vibration bands associated to alcohols and carboxylic acids appear at 3389,
3484 and 3797 cm−1;
4. C − C neighbor of C −O or C = O vibration bands appear at 1595 cm−1.
Chambon et al.[86] studying C60 and PC60BM photo-oxidation found degradation
bands at 1745 and 1782 cm−1 which are retrieved herein (1739 and 1785 cm−1). Upon
chemical derivatization studies in ammonia, they could attribute the one at 1745 cm−1
to formation of formates and the one at 1782 to anhydrides. Moreover, using a SF4
treatment, they could also associate these bands to the formation of carboxylic acids.
Considering this, the degradation of the C60 moiety agrees well with what has already
been published[87] and with XPS data.
The degradation of the lateral chains was already well characterized elsewhere[88, 89,
168]. The mechanism behind this degradation is based on radical abstractions of lateral
chain’s hydrogen atoms (see Chapter 6, section 6.2), which further react within the chain
forming low-molecular weight compounds and cross-links.
Finally, it is interesting to note that there is an intense degradation of the comonomer.
It is very difficult to separate, by FTIR only, the contributions of photo-oxidation prod-
ucts coming from the attacked fullerene or the aromatic ring of the comonomer. Moreover,
the band associated to the comonomer-C60 bond vibration (expected between 900-1100
cm−1)[86] should be altered if an underlying depolymerization process takes place con-
comitantely, as it will be discussed further on. Such process could affect the affinity of the
molecule to oxygen and explain why the degradation of this moiety is that fast compared
to other bands. The effect or not of light on such process will be studied in more details
in the last section of this chapter.
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5.2 P3HT:PC60BM:HSS46 blend degradation
As it was discussed before, the phase segregation between the p- and n-type materials
happens basically because of the very different surface energies of the two materials and
polymerizing fullerene may be a strategy to increase P3HT:PC60BM miscibility, since
polyfullerenes can either interact strongly with the other fullerene derivative and be
soluble in conjugated polymer matrix based on the polyfullerene comonomer used. Also,
PC60BM can aggregate around the polyfullerene chains to stop it from moving and over-
aggregating.
Two different systems were degraded: (a) BE1, which is a P3HT:PC60BM blend and
(b) BE2, a P3HT:PC60BM:HSS46(10%) composite.8 For the latter, the total amount of
fullerene was kept constant compared to the former. This was done by adjusting the
quantity of PC60BM in the ternary system.
The films were prepared by Belectric GmbH, as discussed in the previous chapter.
HSS46 was employed as an additive in the bulk after the results obtained in the afore-
mentioned chapter.
5.2.1 Thermal degradation
BE1 and BE2 films were annealed in a nitrogen atmosphere at 140 ◦C, using the same
procedure as that used for HSS46 alone.
5.2.1.1 UV-VIS
Figure 5.25 presents the evolution of the UV-VIS spectra for both systems for different
annealing times. Figure 5.25.c presents the rate of decay of the relation between the band
centered at 340 nm compared to the one centered at 514 nm.
The band centered in 340 nm, associated to the fullerene’s electronic transitions,
has its intensity decreased for increasing annealing times. This is an evidence of the
phase segregation and consequent crystallization of PC60BM molecules. Although the
dimerization effect should also be present in the beginning of the process, its contribution
is quickly overwhelmed by the formation of larger clusters.[23]
5.2.1.2 Atomic Force Microscopy - AFM
The initial nanomorphology of the blend does not present big difference when both BE1
and BE2 films are compared. The 3D reconstructions presented in Figure 5.26 are rep-
resentative of RMS of ∼ 11 and ∼ 13 nm, respectively.
8The justificative why 10% is used can be found in Chapter 4.
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(a) (b)
(c)
Figure 5.25: Temporal evolution of the UV-VIS spectra for BE1 and BE2 with increasing
annealing time. In (c), the decrease rate of the band centered at 340 nm is plotted.
The similarities of these morphologies are quickly lost with the annealing procedure.
The formation of PC60BM clusters can be noted for BE2 (blend with HSS46) and becomes
more drastic with increasing times, see Figure 5.27.
The evolution of the roughness of these surfaces is plotted and presented in Figure
5.28.
This indicates that although P3HT:PC60BM undergoes phase segregation and fullerene
molecules crystallize, the effect of HSS46 polymer material is the opposite of what is ex-
pected: it speeds up the process of phase separation.
5.2.1.3 XPS
XPS analysis were performed on pristine and temperature-annealed blend films. Accord-
ingly to literature, the surface of P3HT:PC60BM films are rich in P3HT molecules and,
with annealing, PC60BM molecules migrate to the surface. This should be evidenced in
XPS analysis by a reduction of the sulfur/carbon ratio. Moreover, oxygen peaks should
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(a) (b)
Figure 5.26: 3D reconstruction of the (a) BE1 and (b) BE2 nanomorphologies.
be absent in P3HT-rich surfaces, whereas it should appear when PC60BM migrates.
The overview spectra at t = 0 are presented for both set of samples in Figure 5.29
These ratios were analyzed and they are summarized in Table 5.1.
Annealing time (min.) BE1 BE2
Carbon Sulfur Oxygen Carbon Sulfur Oxygen
0 100 9.60 0 100 7.9 0
120 100 6.50 0.7 100 8.1 1.7
300 100 6.70 1.8 100 7.8 1.0
Table 5.1: Relative elementary concentration analyzed for increasing annealing times in BE1
and BE2 films. Sulfur concentration was calculated as an average between S2s and S2p signals.
One can deduct from these data that the concentration of sulfur on the surface de-
creases compared to the carbon one over time. Added to this, one can also note the
increase in the concentration of oxygen, attributed to the PC60BM lateral chain. This
indicates that PC60BM migrates towards the surface for the P3HT:PC60BM case. For the
sample containing HSS46 as additive, this concentration stays approximately unchanged
over time, what, when compared to the initial concentrations of Sulfur, can indicate
that the surface is already fullerene-rich and may become richer on the HSS46 derivative
(which has a lower Oxygen concentration compared to PC60BM).
These results are comforted by the AFM nanomorphologies, which indicate the ap-
pearance of island-like structures for BE2 whereas in BE1 samples this is less pronounced.
These island structures, as stated before, may be an indicative of the cluster formation
of fullerenes and clearly BE2 is more likely to undergo this process than BE1.
158 5.2. P3HT:PC60BM:HSS46 blend degradation
(a) (b)
(c) (d)
(e) (f)
Figure 5.27: 3D reconstruction of the (a,c,e) BE1 and (b,d,f) BE2 nanomorphologies annealed
at 140 ◦C for increasing times. These images are from samples annealed for t=30, 120 and 300
min., respectively.
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Figure 5.28: Temporal evolution of roughness for BE1 and BE2 samples annealed at 140 ◦C
under nitrogen atmosphere.
Figure 5.29: Overview XPS spectra for BE1 and BE2 samples at t = 0.
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5.2.2 Photochemical degradation
The efficiency of HSS46 polyfullerene material as morphology stabilizer during light il-
lumination in inert atmosphere was studied using UV-VIS, AFM and XPS techniques.
As discussed before, the expected role of HSS46 is to avoid the phase segregation and
crystallization of PC60BM molecules in the P3HT matrix.
Samples were irradiated by a Xe lamp adjusted in AM1.5 conditions in inert (nitrogen)
atmosphere.
5.2.2.1 UV-VIS
Figure 5.30 presents the evolution of the UV-VIS spectra for both systems for different
exposure times, measured in the very same point of the sample.
(a) (b)
Figure 5.30: Evolution in time of (a) BE1 and (b) BE2 UV-VIS spectra during photochemical
degradation.
From these spectra, one can note that the most sensitive region of the spectra is the
fullerene absorption band around 340 nm, which has its intensity initially decreased with
exposure time, regaining its original position later on. The intensity of this band decreases
with illumination exposure time, up to 24h of irradiation. Distler et al.[174] identified
the increase of the intensity of this band during illumination in inert atmosphere as an
indication of the dimerization process between PC60BM molecules. The decrease of the
same band, on the other hand, is associated to the crystallization of these fullerene-rich
domains.[23]
Two parameters can then be plotted to analyze where each process is taking place:
(a) the ratio between the fullerene’s and P3HT’s main absorption bands, and (b) the
differential photon flux Φ, as already explained before. This can be found in Figure 5.31.
Both results are coherent in the sense that it seems that a formation of fullerene
crystals domains for irradiation up to 24h with a maximum at 6h. This is evidenced by
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(a) (b)
Figure 5.31: Evolution in time of BE1 and BE2 UV-VIS spectra during photochemical degra-
dation.
the decrease of the ratio between fullerene’s and P3HT absorption bands and a peak of
the Φ parameter.
5.2.2.2 Atomic Force Microscopy - AFM
The AFM images of BE1 and BE2 morphologies illuminated under AM1.5 conditions in
nitrogen atmosphere are presented in Figure 5.32. The associated RMS are of ∼ 14 and
∼ 23 nm, respectively.
(a) (b)
Figure 5.32: 3D reconstruction of the (a) BE1 and (b) BE2 nanomorphologies illuminated in
AM1.5 conditions under nitrogen atmosphere.
The RMS of the samples evolve with time of irradiation. Initially, both BE1 and
BE2 presents low roughnesses (RMS of 11 and 13 nm, respectively). After 120 hours
of exposure, these values evolve to 14 and 23 nm, respectively. This indicates that BE2
(sample containing HSS46) is more sensible to light-only irradiation experiments even
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though the content of polyfullerene is no higher than 10%. As it is the case for the
thermal degradation, light-only conditions induces the formation of PC60BM islands in
a more pronounced way for BE2 than BE1. This indicates that the photo-instability of
HSS46 polymer material should be an issue against its application as previously intended.
5.2.2.3 XPS
The same XPS analysis was applied to the films submitted to irradiation under inert
conditions. Table 5.2 presents the differences in elementary concentration for t = 0 and
t = 96 h irradiation times.
Irradiation time (hours) BE1 BE2
Carbon Sulfur Oxygen Carbon Sulfur Oxygen
0 100 9.6 0 1 7.9 0
96 100 7.7 0.7 100 7.9 1.6
Table 5.2: Relative elementary concentration analyzed for increasing irradiation times in BE1
and BE2 films. The Sulfur concentration was calculated as an average between S2s and S2p
signals.
Here again, one can note that, in BE1 samples, PC60BM clearly migrates towards
the surface with the irradiation in inert conditions. AFM results goes in the same direc-
tion, indicating that the surface has more cluster-like structures likely to be composed
of fullerene aggregates. On the other hand, BE2 films, the Sulfur concentration keeps
unchanged, probably because the surface can be fullerene rich since the beginning (c.f.
comparaison between BE1 and BE2 initial Sulfur concentrations). Thus, the irradiation
increases the relative concentration of Oxygen, probably influenced by the presence of
PC60BM molecules.
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5.2.3 Photo-oxidation
For the photo-oxidation studies of the P3HT:PC60BM:HSS46 blend, only UV-VIS tech-
nique has been used. This method was chosen so since the identification of photo-
oxidation products of both P3HT, P3HT:PC60BM and HSS46 have already been done.
For the first two, the works of Chambon et al.[86], Manceau et al.[90], Hintz et al.[175, 176]
and Sai et al.[88], among others, should be extensively referenced.
Photo-oxidation experiments were also performed under AM1.5 light irradiation in
synthetic air (SA) atmosphere, following the same procedure as for the HSS46 pristine
material.
5.2.3.1 UV-VIS
Figure 5.33 presents the evolution of the UV-VIS spectra for both systems for different
exposure times, measured in the very same point of the sample.
(a) (b)
Figure 5.33: Evolution in time of (a) BE1 and (b) BE2 UV-VIS spectra during photo-
oxidation.
The rates of degradation of the P3HT main band are depicted in Figure 5.34.
Within the error of the experiment, no significant difference can be observed since the
polymer only looses around 10% of its original absorbance after 5 days of irradiation.9
In any case, what can be said is that there is not big difference between the samples and
this may be simply due to the radical scavenger properties of fullerenes that retard the
degradation of the polymer, regardless of the form in which the fullerene is incorporated in
the matrix. Finally, the fullerene content in the form of polyfullerene is low if compared to
the total amount of it, corroborating the absence of deeper differences in the degradation.
9This delay is the limit that could be reached in the laboratory conditions.
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Figure 5.34: Evolution in time of BE1 and BE2 UV-VIS spectra during photo-oxidation.
5.2.4 Partial Remarks
From these measurements, one can point out:
• Polyfullerene in the form of HSS46 can form films over ITO/glass and these films
do not indicate, initially, the presence of large aggregates;
• Thermal annealing of the HSS46 polymer material under nitrogen atmosphere gives
rise to aggregation formation of fullerene islands;
• The aggregation occurs for all the tested temperatures under 5 h of annealing time;
• For temperature ranges below 200 ◦C, the molecular structure is destroyed, what is
inferred by the loss of definition of the resonant band associated to the polymerizing
attack on the fullerene.
• Light-only irradiation in an inert atmosphere is capable of inducing changes on the
HSS46 polymer material morphology;
• Accordingly to literature, photo-oxidation of HSS46 polymer material seems to
follow the same mechanism already found to take place in PC60BM’s case;
• The P3HT:PC60BM blend is not beneficially impacted by the presence of HSS46
even as an additive;
- this can be concluded from the results of the thermal-degradation experi-
ments, where HSS46 induces a faster phase segregation when the opposite would
be expected;
- this can also be noted on the photochemical degradation experiments, where
HSS46 also induces the formation of islands of fullerenic material;
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- the rate of optical density loss is not changed when HSS46 is added to the
bulk.
All that said, one could say that the degradation of HSS46 polymer material may be
due to the depolymerization process undergone by the material. To further study this,
we perform hereafter a molecular modeling approach to identify up to which point this
might be the case.
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5.3 Revealing the degradation mechanism of ATRAP-
based polyfullerenes
During the degradation processes to which the HSS46 polymeric material has been sub-
mitted to, one could hypothesize that a depolymerization process takes place. This is so
since if the polymeric structure was preserved, the material should have provided at least
a slightly better stability against thermal and light treatments.
Two approaches are hereon considered: a light-induced and a thermally-induced de-
polymerizations. The overview mechanism is proposed in Figure 5.35.
Figure 5.35: Proposed depolymerization mechanism of ATRAP polymeric materials.
In this process, a homolytic cleavage between the comonomer and the fullerene would
lead to the formation of two radical pairs, one localized on the fullerene sphere and the
other one located on the CH2 group of the comonomer. It is common sense that the
delocalization of the benzyl-type radicals on the aromatic cycle is straightforward and
this would lead to the destabilization of the bond in β position to the first cleavage. This
having happened, both radicals are now in a closed-shell configuration, gaining stability
for both fullerene and the comonomer species.
5.3.1 Thermally-induced depolymerization
The stability of the C60-comonomer link has first been investigated for the case of C60-
polymer stars, as it is the case of polystyrene- and polyisoprene-C60 compounds.[177]
Several reports indicate that the incorporation of pristine C60 to polymeric matrices has
a beneficial retarding effect on their thermo-oxidative degradations.[178] This is not a
surprise since these mechanisms are radical-started processes and as C60 is a radical
scavenger,[102, 154] they are straightforwardly mitigated.
The situation, however, showed to be different for the covalently-bonded polymer-C60
materials, for which thermogravimetric measurements (TGA) indicated that fullerene
release could be detected at temperatures around 350 ◦C, even earlier that the degradation
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of polystyrene, for example.[49, 52, 150, 166, 179, 180, 181] This strongly indicates that
for this type of material, the polymer-C60 bond is the weakest bond.[51]
Furthermore, investigation of (PS)6C60 six-arm stars produced from very narrow PSLi
living polymerization showed that a continuous release of the lateral arms attached to the
fullerene moiety could be detected in solution at temperatures around 100 ◦C, keeping
intact the molecular weight of the polystyrene chain.[51]
The same could be seen for (PI)6C60 stars at room temperature what definitively
points toward a low thermal stability of this type of fullerene multiadducts produced by
single bond attacks.[177] Pantazis et al.[177] deduced that the bond cleavage-formation
on the C60 sphere is based on a dynamic equilibrium and the presented arguments are
that the rate of degradation depends upon the purification/fractionation of the poly-
mers, which is responsible for reducing the quantity of available comonomers, shifting
the equilibrium towards the reagents.
In order to further investigate this, we calculated the bond dissociation energies of the
fullerene-comonomer link by different ground- and excited-state molecular methodologies.
For a B3LYP/6-31G** ground-state molecular geometry, the coordinate reaction of the
bond dissociation was scanned and the energy point evaluations along their Morse-like
potential fit curve are presented in Figure 5.36.
Figure 5.36: Bond-dissociation reaction coordinate scan for the ATRAP proposed model
material calculated by different level of theories, under fully optimization (OPT) or single-point
energy evaluations (SP). They were also calculated on the first excited state (TD label) showing
that this bond tends to be photochemically cleaved with moderate energies (20 to 50 kcal/mol).
This point will be treated later on.
The theoretical methodologies used for this calculation cover the specific needs of the
system, in terms of basis set and level of theory. Both electronic density and wave-function
based methods have been used to test if this result might have a methodology-dependent
behavior.
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This very low bond-dissociation energy range (20 to 50 kcal/mol, average energy of
39.65 kcal/mol) for the fullene-comonomer link is in agreement with the experimental
results obtained for 2-, 4- and 6-arms (PS)6C60 materials, measured under TGA condi-
tions (45.45 kcal/mol).[52] This scan on the reaction coordinate corroborates the value
found when only the initial (bonded) and final (dissociated) states are calculated (39.65
kcal/mol). This is only possible since no rearrangement reaction can take place during
the cleavage. To make sure that this was not a coincidence concerning a high radical
stabilization by the monomer molecule, we also studied two other configurations as it is
depicted in Figure 5.37, both of them using the same attack route on the fullerene.
(a) (b)
Figure 5.37: Modified ATRAP structures used to study the influence on stability of the
-CH2-link.
In (a), one hydrogen atom from the −CH2− linking group has been replaced by a
methyl and in (b), one tertiary carbon atom has been added between the −CH2− and
the comonomer. For the former, bond dissociation energies were found to be of the order
of ∼ 48 kcal/mol and, for the latter of the order of ∼ 35 kcal/mol,10 within B3LYP/6-
31G** level of theory. This corroborates the common-sense that tertiary carbons stabilize
radicals, leading, in this case, to more unstable monomer-fullerene link.
Mechanistically, the thermal energy induces a breaking of the fullerene-comonomer
link leaving behind two radical each one found in one product. Considering the results
found by Audouin et al.[51], the coupling of two radicals born by the C60 is unlikely
because of the steric hindrance due to the attached chains and it is also known that C60-
C60 bonds can be easily broken either.[182] These authors proposed that, upon heating,
the radicals probably react with impurities.
Once the cleavage of one fullerene-comonomer bond is settled down, one can conclude
if there is indeed a chain propagating mechanism of depolymerization. This is so because
in our case, for each comonomer, there is one fullerene, what is not the case for the
10Usual C-C single bonds have a bond dissociation energy comprised between 90 and 100 kcal/mol.
Moreover, one should keep in mind that, at room temperature (25 ◦C), the available thermal energy
equals 0.593 kcal/mol.
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products found in literature. We then followed this route calculating the bond dissociation
energy to cleave the opposite fullerene-comonomer bond once the first is already cleaved,
as it is depicted in Figure 5.38.
Figure 5.38: Chain propagation of the depolymerization reaction.
This mechanism relies on the fact that, once formed, both radicals delocalize in the
surroundings, and recombine readily with the next ones formed, what leaves the system
to a closed-shell configuration, with an energy gain. One should also pay attention to the
formation of vinylic products.
The calculated bond dissociation energy for the 1st cleavage is of the order of ∼ 55
kcal/mol11 Once it has been cleaved, the 2nd cleavage requires an energy of∼ 14 kcal/mol.
This lower energy required for the second reaction indicates that, once the first bond is
cleaved, all the other should follow the same mechanism in a chain reaction, reducing
even more the energetic barrier needed to start the degradation.
This explains the set of results obtained from the experimental degradation studies and
may also explain why one can not obtain high molecular weights during polymerization:
the formation-cleavage of the fullerene-comonomer link should follow an equilibrium that
11This does not disagree with the results presented just above. The difference here is found on the
fact that we now used a bis-attacked fullerene model with terminal bromine atoms on the comonomer,
using the 6-311G** basis set. As it was not possible to calculate this reaction using periodic boundary
conditions, we assumed, for the sake of simplicity, that the depolymerization process starts at chain ends.
Empirically we expect that for middle-chain bonds, these energies should be even lower due to the fact
that both −CH2− groups are free to form vinylic bonds with the cycle, whereas for the case where we
have a bromine terminal atom, this cannot be the case.
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is easily shifted towards the reagents.
As aforementioned, the formation (or not) of these vinylic products are then studied
by 1H-NMR spectroscopy. A sample of HSS46 was dissolved in d8-toluene in a nitrogen-
sealed glass tube and the thermal behavior of the solution was studied continuously by
NMR spectra. The first spectrum is acquired at t = 0 at 25 ◦C, and then it is heated to
100 ◦C and a spectrum is acquired at intervals of 5 min up to 16h. Then, a last spectrum
is acquired at 25 ◦C again. They are presented in Figure 5.39.
Figure 5.39: 1H-NMR spectra of HSS46 in d8-toluene solution heated to 100 ◦C for a 16h
period time.
The residual peaks of toluene in d8-toluene are found at 2.08, 6.97, 7.01 and 7.09 ppm.
The peaks found at 0.43 and 3.03 ppm correspond to water and methanol, respectively.
Upon heating, straightforwardly, a broadening of the peaks both in the aromatic
region as well as in the 3.5-5.0 ppm region is induced, which is associated to the region
where the −CH2− peaks of the monomer-fullerene link are found (see Chapter 3). In this
region, the triplets associated to the −CH2− in alpha position of the oxygen attached to
the phenylic group are also found.
From 2 h of heating on, a peak located at 4.3 ppm appears and its intensity increase
with time, being maximum when the sample is cooled down again back to 25 ◦C. Fur-
thermore, a multitude of new peaks can be found in the region around 3.6 ppm. This is
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more clearly seen in Figure 5.40.
Figure 5.40: 1H-NMR spectra of HSS46 d8-toluene solution heated to 100 ◦C for a 16h period
time - zoom in the 3.5-5.0 ppm regions.
Few changes are also found in the aromatic region. Firstly, the multiplets centered
at 6.55 ppm are hindered during heating and are once again detectable when the sample
is cooled back down to room temperature. Since the beginning of the heating process, a
broad peak centered at 6.55 ppm appears and upon cooling is finally resolved as doublet
or a set of two singlets found closely together. This is more clearly seen in Figure 5.41.
The ”bump” centered at 7.45 ppm in the beginning of the experiment is broadening
during heating and then, upon cooling, it seems that a new peak is developed in the
middle of it. The same can be said for the ”bump” found at 7.25 ppm.
Trying to attribute of these peaks is a very difficult task that may leave it open to
controversial conclusions. However, based on the analysis of these spectra, one can say
that:
• Apparently the synthetic procedure is consisted of an equilibrium that can either
favor the formation of the polymeric material or not; one can think that, during
the synthesis, the presence of the catalysts favors the former, whereas after the
purification, any heating favor the decomposition of the material.
• From the integration of different regions of the spectra (7.9-6.3, 3.5-5.0 and 1.96-0.7
ppm) acquired at different heating steps, the ratios between them are constant,
indicating that there is no complete transformation of the material. It means, no
−CH3 group is formed coming from an hydrogen abstraction by a radical from the
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Figure 5.41: 1H-NMR spectra of HSS46 d8-toluene solution heated to 100 ◦C for a 16h period
time - zoom in the aromatic regions.
solvent, for example. Whatever is going on should have peaks in the same regions
of the original product.
• Direct correlation between the new peaks and vinylic peaks could be hypothesized.
One hypothesis is based on the fact that the produced vinylic groups are reactive
enough to quickly interact further with fullerene, cross-linking it. Moreover, it can also
suffer a [2 + 2] cycloaddition, forming a [2, 2]-paracyclophane derivative. Another possi-
bility is the attachment of the two terminal −CH2− groups to a single fullerene. These
possibilities are depicted in Figure 5.42.
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(a) (b)
Figure 5.42: Two possible products of degradation being formed during thermal treatment.
In (a), the two now free −CH2− groups attach to a single fullerene, and in (b), they recombine
to form a [2, 2]-paracyclophane derivative.
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5.3.2 Light-induced depolymerization
Besides the thermally-induced bond cleavage of fullerene-comonomer bond, based on the
results provided from the photochemical degradation tests, one can also inquire on a
light-induced mechanism of bond cleavage.
This hypothesis is also motivated by the dissociation curves presented in Figure 5.36,
for which the energy of dissociation on the first excited state is decreased by a factor of
at least 2. To go deeper in this hypothesis, we have optimized geometries of hydrogen-
passivated comonomers12 in the ground singlet (S0), first excited singlet (S1) and first ex-
cited triplet (T1) states. The calculation was done within the B3LYP/6-31G**/RIJCOSX
level of theory using UKS wave-functions.
We found that the geometry of the T1 state is not aromatic and reproduces the vinylic
structure hypothesized to be a product of the degradation mechanism. This agrees with
the Baird’s rule.[183] This said, one can depict the following molecular orbital diagram
for the involved electronic transition.
Figure 5.43: Molecular orbital diagram for the first photo-excitation of the comonomer de-
picted in the inset.
One should observe that the comonomer is aromatic in the S0 state and the first photo-
excitation takes place with a calculated photon-energy of ∼ 3.7 eV (∼ 335 nm). Once
in the S1 state, the excited electron can thermally relax and, by successive intersystem
crossing (ISC) get to the T1 state, where it has an anti-aromatic structure. This is
believed to be the origin of the destabilization of the comonomer-fullerene bond. The
bond lengths a, b and c are 1.51, 1.40 and 1.40 Å, respectively, for the molecules in the
S0 state, and 1.50, 1.50 and 1.37 Å, for d, e and f, respectively, for the molecules in the
T1 state.
These results indicate that the absorption of light by the comonomer leads, in this case,
to an anti-bonding-like structure where both fullerene and comonomers are not linked any
12This means that the monomer has methyl groups grafted in 1,4 positions instead of bromomethyl
ones.
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longer. Considering the error that may have been induced by TD-DFT calculations in
the determination of the S1 state, one should estimate that wavelengths between 330 and
380 nm are enough to break this bond.
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5.4 Final Remarks
In this chapter, the thermal, photochemical and photo-oxidation degradation of HSS46
polymeric material and the P3HT:PC60BM blends containing it as an additive have been
addressed.
Several techniques have been used to study these effects, and the bulk material showed
to be thermally and photochemically unstable. The photo-oxidation profile, by its turn,
is not very different when compared to the C60 and PC60BM ones.
XPS was particularly useful to distinguish, for thermal and photo-chemical degrada-
tion, the formation of compounds that seem to have electronic properties more similar to
pristine C60 rather than to the pristine polymeric material. These results could be cor-
related with AFM measurements which show the formation of fullerene clusters on the
surface of the film upon light irradiation and thermal treatment, independently, in inert
atmosphere. UV-VIS was also a valuable tool to evaluate the dynamics of this system.
XPS/FTIR/UV-VIS coupled results show that there are at least three different mech-
anisms of degradation and they were attributed to both the degradation of the fullerene,
the degradation of the comonomer aromatic cycle and the degradation of the lateral
chain.
When applied as a morphology stabilizer in an BHJ blend, this material did not
show encouraging results in any domain. Both photochemical and thermal stability were
reduced upon its addition when compared to control films. Photo-oxidation profiles are
similar and, up to the point where this study was driven, there is no indication for
differences during the process.
Molecular modeling was able to propose a depolymerization mechanism under thermal
stress or light absorption of the material. For the thermally-induced depolymerization
mechanism, abundant literature can be found corroborating these findings for model sys-
tems of polystyrene covalently bonded to fullerene. We also proposed a light-induced
mechanism of depolymerization based on the light-absorption of the comonomer which,
once in its first excited state, can thermally relax and, by intersystem crossing, get to
the first long-lived triplet state where it has an anti-aromatic structure. This should in-
duce anti-bonding-like behavior concerning the monomer-fullerene link. The triplet state
should be long-lived based on the fact that it cannot readily decay to the ground singlet
state based on the spin selection rules that makes this transition forbidden. Moreover,
even if the rate of this to happen is low, fullerene is known to have a high quantum yield
of S1 → T1 decay rate, being then the driving force of this mechanism. Thus, there is
enough time on the molecule referential to a fully geometry optimization on this state,
leading to the cleavage of the comonomer-fullerene link.
In the next chapters, we shall discuss strategies and new materials to circumvent this
low stability of ATRAP-based polymers.
Chapter 6
Models for stabilization of OPV
materials
In this chapter, other interesting degradation routes are studied using molecular modeling.
Namely, the stabilization of lateral chains, the development of interlayer materials and
the relation between oxygen affinity and geometrical parameters are screened.
Up to now, degradation pathways such as photochemical, thermal and photo-oxidation
have been studied, evidencing the changes in the morphology and chemical structure
of a particular polyfullerene. However, it is clear that achieving materials which are
completely stable against a wide range of degradation pathways is unlikely. Several
mechanisms can take place at the same time and each one of them depends differently
on a set of variables.
Within this context, one could, for the sake of simplicity, describe a hypothetical
”stability functional” F which depends on several functions of variables in a way of:
F = F (X, Y, Z,W...) (6.1)
Each of these functions can be associated to a set of intensive and extensive parameters
{ai} and {Aj}, respectively. These functions can be denoted by the bond dissociation
energy, ionization potential, molecular packing of the system, solubility of oxygen and
light into the bulk, light-absorption in a specific range, etc. The intensive and extensive
parameters upon which these functions depend may be denoted by the local electronic
structure, total electronic structure, presence of heteroatoms, architectural stability of
radicals, geometry parameters, solvents used, etc. In this way, one can see that this
”stability functional” F is a complicated function that may be further written as:
177
178
F (X, Y, Z,W...) = X({ai}, {Aj}) + Y ({ai}, {Aj}) + Z({ai}, {Aj}) +W ({ai}, {Aj})...
(6.2)
The functions X, Y, Z,W... can be written in the form of several Puiseux series, which
allows the existence of fractional powers for each variable. For instance, for X, one has:
X =
∞∑
i=x
cia
i/n +
∞∑
j=x
djA
j/n (6.3)
Where X may represent the photo-oxidation stability, for example. This expression
states that this property would depend on a series of i intensive variables (bulk variables
- geometrical arrangement of atoms, ionization potential, etc.) and j extensive variables
(film thickness, concentration of drop solution, etc.) and the contribution of each variable
power is controlled by the positive integer n. ci and dj are expansion coefficients of the
Puiseux series.
If each material and/or arrangement of materials has a different functional F describ-
ing the stability of the system, it is straightforward to see that it is very unlikely to find
an ensemble of function coefficients and powers of the several Puiseux series involved that
are able to solve these different functionals. This may be due to the fact that, during
minimization of an ensemble of parameters for F , the found coefficients ci and dj and
exponents i and j of each function are very probably not the same that also minimize
another given functional G, which describes another system.
This is a theoretical analysis indicating that what has been treated up to now are
projections of these variables on specific directions (one truncates the series). One shall
analyze some other variables that can indeed span a little more these series in specific
directions but one has to keep in mind that the results obtained can have a big partic-
ipation in a given system described by F but may not have the same contribution on
another system described by another functional G.
Hence, in this Chapter, other intensive parameters ai that might influence the general
stability of n-type materials are studied. This does not have the intention to be an
exhaustive study, but only to span a little more the ”stability functional” that has been
worked so far.
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6.1 Interfacial stabilization
As it was discussed in Chapters 1 and 2, the OPV devices focused in this work are
composed of an inverted architecture. It means that the BHJ needs to make contact with
an inorganic oxide layer, namely TiOx or ZnO. Delamination processes are quite common
in this interface due to different non-affinities of the organic and inorganic layer.[184, 185]
Improving their adhesion is then of paramount importance.
Representative organic compounds which can attach to inorganic layers1 were studied
by a molecular modeling approach with a (ZnO)12 cluster in order to study the energy
of interaction between an organic and an inorganic layer in an inverted photovoltaic
device. With this approach, one can deduct the character of the interaction, whether it
is a physisorption or chemisorption and, moreover, to estimate the energetic gain for the
system with this (these) new bond(s).
For each molecule chosen, all the possible conformers that could interact with (ZnO)12
cluster were studied and the ones presented are only the ones for those the interaction
energy is the deepest. In this way, we can depict each ligand by a single parameter.
This (ZnO)12 was chosen as representative of an inorganic ZnO layer since it presents
Zinc atoms of same valence and it has two distinct faces who could possibly interact with
the organic molecule. The literature confirms that for such size of the cluster, most of its
energetic parameters have already converged, as HOMO and LUMO energies and they can
be representative of interactions of the whole inorganic ZnO layer with specific molecules,
as it is the case reported by Zhao, coworkers and many others[186, 187, 188, 189].
Molecular geometries of the ligands were fully optimized within the Density Functional
Theory (DFT) methodology, using the B3LYP exchange-correlation functional and an
Ahlrichs-type triple-ζ polarized basis set (TZVP)[190]. Energies and geometries were
corrected all over this work for long-range dispersion interactions, delimited by a van der
Waals-like potential and semi-empirically parameterized by Stefan Grimme up to the 6th
order (vdW06)[191]. All calculations were done using Orca 2.9 software.
For the case of hydrogen migration, the energy of the ligand alone was corrected by
an optimization of only the hydrogen atoms.
The ligands were chosen based on polystyrene derivative structure as depicted in
Figure 6.1.
In this way, several structures have been proposed and they can be found in Figure
6.2.
The calculated ground-state configuration of (ZnO)12 is predicted to be a cage-like
structure consisting of six (ZnO)2 and eight (ZnO)3 rings forming a truncated octahedron
in which all Zn and O vertices remain equivalent (cf. Figure 6.3). These results are
1The whole work is the subject of Anna Isakova’s PhD thesis, from Aston University, in England.
The work developed alongside had the full modeling contribution done within this thesis.
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Figure 6.1: General structure of polystyrene-based ligands.
Lig01 Lig02 Lig03
Lig04 Lig05 Lig06
Lig07 Lig08 Lig09
Lig10 Lig11
Figure 6.2: Several proposed ligands based on polystyrene.
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consistent with other results throughout the literature as well as the structural parameters
of such structure.
Figure 6.3: Optimized structure of (ZnO)12 cluster.
Most of the ligands have only one interesting binding site, since no top configuration
was studied (the laying down of the molecule directly on the inorganic layer, without a
strong site-ion interaction). However, the inorganic cluster has two possible binding sites:
the (ZnO)2 or (ZnO)3 rings. They can be preferred for a specific interaction depending
on the size of the attaching group in the ligand molecule. If this group needs more
tridimensional space in order to bind, it will prefer the Zinc atoms over a (ZnO)3 ring, or
the other way round. These interactions are then separated when they exist differently.
Moreover, for ligand molecules with more than one binding site, they were studied as
possibly interacting with both rings on the inorganic structure.
Table 6.1 summarizes the calculations.
Interaction Energy (kcal/mol)
Conformer 1 Conformer 2 Conformer 3 Conformer 4 Conformer 5
Lig01 -47.21 -90.81 - - -
Lig02 -70.00 -22.22 -22.20 -106.56 -32.87
Lig03 -78.15 -86.98 -39.62 - -
Lig04 -34.37 -33.57 -84.94 - -
Lig05 -78.62 -42.98 - - -
Lig06 -69.16 -21.12 -83.60 - -
Lig07 -88.38 -22.58 -22.26 - -
Lig08 -65.30 -30.08 -30.10 -34.13 -35.02
Lig09 -37.48 - - - -
Lig10 -33.47 - - - -
Lig11 -32.48 -30.37 -33.15 - -
Table 6.1: Calculated Binding Energy (kcal/mol) of the ligand-(ZnO)12 complex.
Now, each ligand is depicted individually concerning its interaction with the inorganic
cluster. Several binding configurations were tested for each ligand and most of them evolve
to the same degenerate structure. Some of them differ from each other by less than 1
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kcal/mol and these differences are due to a proper rotation around the binding center. It
is worth to note as well that, due to the van der Waals interactions implemented in Orca
software, the Hydrogen atoms on the binding structure can indeed determine the energy
of interaction based on the Hydrogen bridges with Oxygen atoms in the Zinc structure.
Lig01
Presented two distinct binding possibilities differentiated apart by approximatively 44
kcal/mol (two degenerated by improper rotation over the N-Zn bond).The first possibility
is consisted of the binding of the Nitrogen atom directly to a Zn center. The neighbor
alcohol group sets over an Oxygen center and its Hydrogen interacts strongly with this
center. The aromatic Hydrogen on the other side of the molecule also interacts with an
Oxygen center. The Löwdin charge2[192] on the Zn center decreases from 0.86e− when
it is not bind with the ligand (but conserving the geometry after the binding process) to
0.82e− with the binding process. This characterizes that the bond is mainly due to the
delocalization of the lone pair of Nitrogen on this metallic center. This is a non-covalent
bond.
The second possibility consists of a direct bond of the Oxygen from the alcohol group
with a Zinc center, forming a very tightly bind complex. The Hydrogen is taken by an
Oxygen center. Equivalent charges variations are found for this complex, including a
charge variation on the other Zinc center which now binds with the alcohol Oxygen. This
is a covalent bond.
Conformer 1 Conformer 2
Figure 6.4: Ligand 1 - (ZnO)12 complex.
Lig02
Present five different binding possibilities, ranging from 20 to 110 kcal/mol. Two of
them (1 and 4) are covalent bindings while the other three (2, 3 and 5) are non-covalent
bindings. As the molecule has 2 active binding groups, it has a wide range of binding
2The Löwdin charges differ from the Muliken charges by, among others, considering that the equal
partitioning of the electron density between participating atoms is without any foundation. It means
that, whereas Muliken charges calculation ”only” takes into account the distance between the atomic
centers, the Löwdin takes the electronegativity as well within the partition.
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possibilities. The one which binds the more tightly is the conformer 4, characterized by
an Hydrogen migration to Zinc substrate and the binding of two Oxygen atoms over a
Zinc one. This condition is unique for this ligand and has not been observed for no other.
Conformer 1 Conformer 2 Conformer 3 Conformer 4 Conformer 5
Figure 6.5: Ligand 2 - (ZnO)12 complex.
Lig03
Presents three binding possibilities which are shown bellow. The first one consists of a
Hydrogen migration from one alcohol to an Oxygen site on the Zinc substrate, the second
one occurs in a similar way, but with a different complexation among Oxygen atoms and
Zinc atom and in the third one no hydrogen migration occurs, but both Oxygen atoms
of alcohols functions coordinate with the same Zinc atom. The two first are covalent
bindings while the third one is a non-covalent one.
Conformer 1 Conformer 2 Conformer 3
Figure 6.6: Ligand 3 - (ZnO)12 complex.
Lig04
Presents three binding possibilities, two of them are equivalent. For these former, both
of them are ruled by the interaction of Nitrogen atom with the Zinc one. The difference
between them is only due to relative torsion of the alcohol over the substrates’ (ZnO)2
or (ZnO)3 rings. This does not change energy of interaction in an appreciative way.
However, the latter interaction is based on a covalent bond formed after a migration of
Hydrogen atom of the alcohol function to an Oxygen center on Zinc substrate. This was
only achieved using ”brute force”, i.e., Hydrogen does not dissociate spontaneously in
calculations to form such complex, indicating a stronger barrier energy. After forcing its
migration, a stable structure can be achieved as conformer 3.
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Conformer 1 Conformer 2 Conformer 3
Figure 6.7: Ligand 4 - (ZnO)12 complex.
Lig05
All binding possibilities are shown bellow. They are equivalent and the only difference is
based on the ring structure to which the molecule is bind to. I.e., depending if it binds
over the two Zinc atoms in a (ZnO)2 or (ZnO)3 ring. Surprisingly, conformer 1 seems to
be much more stable than conformer 2 and it can be due to the enhanced interactions
with Oxygen atoms in Zinc substrate.
Conformer 1 Conformer 2
Figure 6.8: Ligand 5 - (ZnO)12 complex.
Lig06
Binding possibilities can be in a covalent (conformer 1) or non-covalent way (conformer
2). There is a third possibility, similar to conformer 2, in which hydroxyl stands over a
hexagon ring in Zinc structure but this not change significantly the energy.
Conformer 1 Conformer 2 Conformer 3
Figure 6.9: Ligand 6 - (ZnO)12 complex.
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Lig07
Binding possibilities are depicted bellow. As for the case of Lig06, it presents the same
possibilities.
Conformer 1 Conformer 2 Conformer 3
Figure 6.10: Ligand 7 - (ZnO)12 complex.
Lig08
With an increased possibility of interactions.
Conformer 1 Conformer 2 Conformer 3 Conformer 4 Conformer 5
Figure 6.11: Ligand 8 - (ZnO)12 complex.
Lig09
It presents only one binding position. The charge on the Zinc center decreases from
0.86e− to 0.80e− after the binding. This indicates a delocalization of the Nitrogen’s lone
pair on the metallic center.
Conformer 1
Figure 6.12: Ligand 9 - (ZnO)12 complex.
186 6.1. Interfacial stabilization
Lig10
It presents only one binding position, as for the case of Lig09 which is depicted bellow.
Conformer 1
Figure 6.13: Ligand 10 - (ZnO)12 complex.
Lig11
With no possibility of having covalent interactions, the changes in binding possibilities
are due to changing the interacting sites over Zinc substrate. For conformer 1, both ether
functions interact with only one Zinc atom. For conformer 2, these atoms interact with
two distinct Zinc atoms over a (ZnO)2 ring and in conformer 3 they interact with these
atoms over a (ZnO)3 ring.
Conformer 1 Conformer 2 Conformer 3
Figure 6.14: Ligand 11 - (ZnO)12 complex.
As a conclusion, one can verify that ligands which contain carboxylic acid or (thio)-
alcohol functions can covalently bind to the inorganic substrate giving energy of inter-
actions higher than the ones that cannot bind in this way. Moreover, binding by a
Hydrogen migration is interesting since it passivates atoms in inorganic layer, reducing
the probability of them acting as traps in photovoltaic devices.
In a future perspective, these should also be done considering other inorganic layers
such as TiOx and MoOx, since they are also worldwide used in OPVs. These studies have
also been performed experimentally by X-ray techniques to prove the binding between
the ligands and these inorganic layers and furthers results are found in Anna Isakova’s
PhD thesis.
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6.2 Side-chain stabilization
The following text treating the side-chain stabilization has been published entirely in A
universal route to improving conjugated macromolecule photostability, by
H. SANTOS SILVA, A. TOURNEBIZE, D. BÉGUÉ, H. PEISERT, T. CHASSÉ, J.-
L. GARDETTE, S. THERIAS, A. RIVATON and R. C. HIORNS, published in RSC
Advances in 2014, in the volume 4, pages 54919-54923. This is an open access article.
The figures herein are reproduced from this publication.
Organic materials degrades under light in combination with molecular oxygen.[203,
204] The instability of a material is a constraint to its use. In order to limit the photo-
oxidation process, additives such as UV-screeners and antioxidants are thus often used in
commercial polymer applications.[205] Unfortunately, these strategies are not available for
conjugated polymers in organic electronics and opto-electronics. For example, in OPVs,
UV-screeners reduce efficiencies and anti-oxidants can act as charge traps. Therefore, it
is necessary to design intrinsically stable materials.
The mechanisms of degradation by which most molecules degrade in air upon exposure
to light are well understood.[206, 207, 208, 209, 210] These mechanisms are the same
for classic polymer and for modern conjugated polymers. Among these mechanisms,
the radical chain oxidation of a polymer (PH) is due to hydrogen abstraction by a free-
radical (r•), itself formed from the photonic excitation of a chromophore as in: PH+r• →
P • + rH.
During the propagation step, the macroradical (P •) reacts with molecular oxygen to
give a peroxy radical (PO•2) which in turn abstracts another labile hydrogen to yield a hy-
droperoxide. The latter thermally or photochemically decomposes to furnish macroalkoxy
P • and hydroxyl radicals.[168, 201, 206, 207, 208, 209, 210, 202] Depending on its struc-
ture, a macroalkoxy radical P • decomposes, which variously impact upon the polymer
properties.[206] The lability of polymer hydrogens towards abstraction is thus a key point
in terms of the durability of material properties.
On the other hand, so that conjugated polymers may be soluble in organic solvents,
side-chains are required. However, it has been unambiguously shown that the aforemen-
tioned hydrogen abstraction most likely occurs at the side-chains, notably sites alpha to
the conjugated backbone.[87, 168, 201, 202] It is therefore crucial to investigate the effect
of the structure of the side-chain on the stability of the final material.
The vast majority of conjugated polymers have carbochains, either branched or linear,[211,
212] as side-groups, as shown in Figure 6.15.a. Oxygen has also been used in side-chains,
but it has not been for reasons for stability but rather been for solubility, synthetic facility
and its ability to act as a charge donor.[62, 213, 214, 215, 216, 217, 218]
Historically, the use of an ether link has been avoided, as in Figure 6.15.b, because
it was believed, like in Figure 6.15.c, that it would increase degradation rates. This was
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because prior work indicated that conjugated aromatic-oxy-alkyl links enhanced photo-
oxidation, and this can be seen in Figure 6.16 in simple analogy to the known behaviour
of all-aliphatic systems (e.g., polyethylene versus poly(ethylene oxide) (PEO), Figure
6.17).[219]
Figure 6.15: Chemical groups used in the discussion: (a) aromatic-alkyl; (b) aromatic-oxy-
alkyl; and (c) aromatic-alkyl-oxy-alkyl.
Figure 6.16: Proposed chain-radical oxidation of the side-chain of poly[2-methoxy-5-(3’,7’-
dimethyloctyloxy)-1,4-phenylenevinylene] (MDMO-PPV, also called PH); a possible but no
longer considered dominant reaction.
The labile character of several hydrogens within different polymer was studied and
it has been found that an oxygen into conjugated and non-conjugated aromatic-alkyl
polymers at the position shown in 6.15.b can stabilize polymers against photo-oxidation.
In the former case the results were found irrelevant due to the radical (non-polar) nature
of the degradation.
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Figure 6.17: Comparison of the rates of photo-oxidation of polyethylene (PE, black line) and
poly(ethylene oxide) (PEO, red line) as indicated by infra-red measurements of the concentration
of carbonylated oxidation products.
Molecular geometries of model compounds were fully optimized within Density Func-
tional Theory (DFT) method, using a double-ζ polarized basis-set (6-31G**)[225, 227,
228] and the B3LYP exchange-correlation functional.[229] Where required, the open-shell
wave function was set to an unrestricted type (UKS). Modeling of hydrogen-abstracted
geometries was performed with a doublet multiplicity in a neutral state. All calculations
were performed using Orca 2.9 software.[93] Spin distribution was extracted from the
Löwdin partition.[192, 230]
The model compounds depicted in Figure 6.18 were used since they allow calcu-
lations over a variety of typical hydrogen positions.The conclusions drawn from these
models were then tested on the range of structures shown in Figure 6.19, which include
oligophenylenes, oligothiophenes, oligo-TBT and oligo-BT7.
Molecules 1 to 4 are oligostyrenes, and 5 and 6 are oligo(ethylene)and oligo(oxyethylene),
respectively. While molecule 1 provided a standard, 4 was calculated to deduce effects
from electronegativity while keeping the chalcogenic character of the heteroatom. EBD
values of the α-hydrogens to the aromatic group, or nearest neighbor equivalents to
the oxygen atom, were calculated along with the thermodynamic stabilities of the fi-
nal macroradical compound formed after hydrogen abstraction. This was performed on
the basis that the mechanism of degradation is initiated by hydrogen abstraction by a
photo-generated radical, such that:
EBD = (EMRT + EHRT )− EMST (6.4)
where EMRT is the total energy of the macroradical, the total energy of the hydrogen
radical and EMST the total energy of the molecule in the singlet state. All geometries
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Figure 6.18: Basic molecular structures used in this study.
Figure 6.19: Additional chemical structures used in this study where n=1 to 4.
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were allowed to relax to their minimum configuration. Hydrogens are labeled a − i as
indicated in Figure 6.18.
Comparing 5 and 6, one notes that the presence of an oxygen atom makes the attached
hydrogen more labile; the energetic difference is around 3 kcal/mol. As expected oxygen
favors H-abstraction from adjacent methylene groups in all-aliphatic systems.[231] Com-
paring molecules 1-4, and excluding the tertiary C-Hs (labeled ’a’) as they are expectedly
weak, it is found that oxygen has a protecting effect on the nearest hydrogen.The weak-
est C-H bond is now no longer 92.79 kcal/mol (2f) but 100.45 kcal/mol (3g); a gain in
energy of around 8 kcal/mol has been made. Sulfur has a similar impact, raising the
lowest energy C-H bond by around 6 kcal/mol. Furthermore the problem has not simply
been moved along the alkylated chain. As mentioned above, the EBD values of 1-4a, as
expected, are all very low due to the tertiary carbon. Interestingly, oxygen and sulfur
slightly stabilize this group. No discernible affect is accorded to hydrogens 2b-4b.
Bond Dissociation Energy (kcal/mol)
Hydrogen 1 2 3 4 5 6
a 85.35 86.17 86.98 88.98 - -
b - 101.36 101.29 101.90 - -
c - 117.46 117.51 117.19 - -
d - 117.46 119.96 116.72 - -
e - - - - - -
f - 92.79 - - - -
g - 104.74 100.45 98.84 - -
h - - - - 104.80 -
i - - - - - 101.56
Table 6.2: Calculated values for EBD for models 1-6 within B3LYP/6-31G** level of theory.
This stabilizing effect of oxygen was tested against the thermodynamic stability of
the macroradicals formed after the abstraction of the labile hydrogen (the one in alpha
position of each molecule). These energies are differences in the Free Gibbs energy (∆G)
and were calculated after a full frequency calculation of each macroradical. This energy
represents the energy gain during for the reaction:
RH +OH• → R• +H2O
Compound 2 (2f abstraction) gives rise to the most stable structure i.e., the formation
of this radical is favored, whereas the one based on aromatic-oxy-alkyl radical of 3 (3g
abstraction) is not. For the entirely aliphatic molecules 5 and 6, results confirm the
destabilizing effect of oxygen, i.e., the macroradical of 5 is less stable and thus less
favored than that of 6 (respectively, -16.74 and -20.63 kcal/mol).
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Thermodynamic stability of R• (kcal/mol)
2f 3g 5h 6i
-29.87 -19.82 -16.74 -20.63
Table 6.3: Calculated thermodynamic stabilities of the macroradicals 2-6 formed following the
hydrogen abstraction within B3LYP/6-31G** level of theory.
At this stage, in order to determine why this effect is observed, we payed attention to
the spatial delocalization of the unshared electrons in the macroradicals 1-6. In each case,
the lowest energy hydrogen (outside of tertiary hydrogens) was removed. In 5 the un-
paired electron is highly localized at the carbon from which the hydrogen was abstracted,
with a partition coefficient of 0.88. However, in the oxygenated molecule 6, this value is
reduced to 0.77; the adjacent oxygen assumes a coefficient of 0.15. This corroborates the
above results as the hydrogen is more labile (more unstable) because its radical product is
delocalized away from the native carbon. For compounds 2 and 3, the former has a coef-
ficient of 0.63 at the native carbon and 0.35 over the aromatic ring, and in the latter 0.77
on the native carbon, 0.12 on oxygen, and only 0.04 at the ring. In other words, hydrogen
abstraction at 2f results in a more stabilized macroradical than that from 3g. In effect,
the oxygen in 3 has blocked the unpaired electron from moving towards the aromatic
group, with the result that macroradical is less stabilized, and hydrogen abstraction is
less favored. In the aliphatic structures, 5 displays a more localized electronic behavior
because the oxygen in 6 takes up some of the unpaired electron presence. However, in
aromatic structures, this effect gives rise to the opposite result: the oxygen takes part in
delocalizing the electron but blocks its further delocalization to the aromatic ring; this
makes the radical product less stable and less likely to be formed.
To demonstrate that the insertion of oxygen into aromatic-alkyl bonds has a universal
effect, we turned to 4 different chemical structures found in Figure 6.19 with variation
of the conjugation length. All EBD values were calculated, and the weakest bonds have
their energies listed in Table 6.4. In all cases, the introduction of oxygen increases C-H
bond strengths. The values, across a range of structures, indicate that the process is
based on the local character of the molecule, regardless of the presence of heteroatoms in
the conjugated backbone or the conjugation length.
It was than showed that oxygen atom attached to an sp3 carbon decreases the stability
of a macromolecule towards oxidative photodegradation, as demonstrated by the known
behaviors of PE and PEO. However, an aromatic-oxy-alkyl moiety is more resistant to
photo-oxidation than an aromatic-alkyl group and the effect of oxygen is localized. It
is its position that determines how stability is impacted: an oxygen atom adjacent to
an aromatic group can block electronic communication through its relatively high elec-
tronegativity; adjacent to an aliphatic chain, it diminishes stability by spreading unpaired
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Bond Dissociation Energy (kcal/mol)
n=1 n=2 n=3 n=4
oligo(1,4-dialkyl)phenylene -92.83 -92.87 -94.81 -95.01
oligo(1,4-dialkoxy)phenylene -100.55 -100.34 -100.21 -100.21
oligo[(3-akyl)thiophene] -92.81 -90.95 -90.22 -86.94
oligo[(3-akoxy)thiophene] -100.67 -100.61 -100.90 -100.97
oligo(alkyl-TBT) -90.39 -93.19 -92.55 -92.51
oligo(alkoxy-TBT) -97.42 -100.26 -100.50 -102.54
oligo(alkyl-TBT7) -87.53 -92.32 -91.99 -92.08
oligo(alkoxy-TBT7) -100.45 -100.59 -100.62 -100.73
Table 6.4: Calculated bond dissociation energies (EBD) within the B3LYP/6-31G** level of
theory for chemical structures of Figure 6.19
electrons. This is an important result for designing conjugated materials for which long-
term photo-oxidative stability is required.
6.3 Correlating geometry of multidimensional
carbon allotropes molecules and stability
The following text treating the relation between geometry of carbonic molecules and their
stability has been published entirely in Correlating geometry of multidimensional
carbon allotropes molecules and stability, by H. SANTOS SILVA, J. CRESSON,
A. RIVATON, D. BÉGUÉ and R. HIORNS, in press in Organic Electronics in 2015,
http://dx.doi.org/10.1016/j.orgel.2015.08.004. The figures herein are reproduced from
this publication.
Among known carbon allotropes, the low-dimensional fullerenes,[233, 234] nanotubes
[235, 236, 237] and graphenes[238, 239, 240] are of paramount importance to the devel-
opment of new nano-based technologies. This is mainly due to their exceptional electron-
poor electronic properties, their singular structures and the ease with which they can be
obtained.[241, 242] However, the photo-oxidation undergone by these materials is a re-
maining problem to be solved and understood when picking the most appropriate among
this class.
PC60BM, for instance, has been proved to enhance the stability of donor polymers by
way of its scavenging radicals which might otherwise go on to cause cascading polymer
degradation reactions,[260] a result supported by combined spectroscopic and degradation
studies.[261] However, given that PC60BM degrades under the combined action of light
and oxygen,[208, 258] it is worth considering its own stability with respect to other classes
of accepter carbon allotropes materials. This data will become all the more important as
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donor polymer stabilities increase.
Furthermore, the direct relation between stability of the acceptor material and the
photovoltaic device was highlighted by Reese et al.[262] It is clear that oxidized fullerene
cages (PC60BM) have deeper LUMO levels and act as electron traps in a device, hindering
performance and reducing device lifetimes. This is then the motivation to study further
this process and the influence of the geometry of the molecule on it.
As the electronic properties of the carbon allotropes arise from sp2-hybridized carbon
atoms, the distortion of this character induces pronounced property modifications. For
instance, it is a well known that bending the hexagonal planar arrangement that make up
graphene into carbon nanotubes (cylindrical bending) or fullerenes (spherical bending) is
responsible for determining several properties derived from chemical reactivity.[263, 264]
The bending of the carbon bonds over a certain surface defines a curvature of which the ra-
dius is known to be decisive for the determination of several properties.[265] Chemical re-
actions, such as acidic attacks on carbon nanotubes,[266] are understood to be dependent
on the (m,n) index of the tube, which defines its radius of curvature. Experience shows
that the more bent a carbon surface is, the more easily attacked it becomes.[267] This
is generally accepted accordingly to the pi-orbital axis vector analysis (POAV),[268, 269]
which provides an appropriate description of the electronic structure on non-planar con-
jugated molecules. This theory explains how pyramidalization angles are key to the
differences in chemical potentials between curved and planar carbon structures. More-
over, carbons residing on curved surfaces should exhibit increased chemical reactivities
due to diminished electronic delocalization and higher σ-bond characters.[270]
Surprisingly though, up to now, no work linking this very intrinsic parameter of
carbon curvature to the ease of material degradation caused by oxidation in devices (in
particular concerning the well-known routes[6, 167]) could be found in literature. Aside
the meaningful work by Hirsch et al.[271] which considers in-depth the influence of the
carbon-atom pyramidalization angle on the reactivity of carbon nanotubes and the work
done thereafter, we could not find a correlation between structure and device performance
over time.
While it is understood that devices architectures that arise from each material type
(graphene, fullerene or nanotube) may lend themselves in different ways to providing
physical barriers to contaminants, it nevertheless remains a fundamental and important
object to systematically study the correlation of the curvature of these carbon structures
and their degradation energetics by well-established routes.
To do such correlation, three different attack routes were studied:
1. collision with atomic oxygen;
2. a radical attack;[272]
3. molecular singlet oxygen attack.
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These reactions were selected as they model the reactive species playing roles in the
degradation process of OPVs.
In the atomic oxygen attack, it is assumed that an epoxide group is formed, rather
than a ketone or bridging ether, in accordance with prior studies.[273, 274] Radicals can
add on double bonds of the fullerene. In this case, we used a hydroxyl radical as probe
since this radical is likely to be present in the degradation mechanism. For the 1O2 attack,
a superoxide is formed and the singlet and triplet configurations are studied (S0 and T0,
respectively).[272]
The molecules chosen for this study comprise a nanoribbon model molecule which
is strained over two parallel edges towards the center of the molecule, allowing one to
fully control the radius of curvature, and as a consequence the pyramidalization angle.
Where there is no curvature, i.e., the molecule is completely planar, we assume that the
radius goes to infinity. The edges are zigzag and hydrogen-passivated and we attribute to
this model a graphene-like character. The strain was applied by a controlled constrained
distance linking the edge carbons from one side to the other, and the distance along the
edge atoms of the same side was not allowed to relax. This defines a chord which was
used to calculate the radii of the curvature, as depicted in Figure 6.20.
Figure 6.20: Definition of the chord caused by the lateral strain.
The chords relates to the radius of curvature by the following formula:
R = c
2 + F 2
2F (6.5)
Where c stands for the chord, R for the radius of the sphere and F stands for the rise
of the sphere.
To study the effect of curvature on fullerene systems, we picked up several medium-
size fullerenes, namely C60, C70, C78, C80, C82 and C84 and the attacks were performed,
for the asymmetric (accordingly to its axis - all less C60 and C80), on the equator and
on the pole. No symmetry consideration was performed beforehand and this does not
influence the final results [vide infra]. Although these two attacks were made in different
regions of the molecules, one should keep in mind that it is not enough to describe all
the chemical environments that arise from this lack of symmetry. This is clearly seen
for the case of C70: for radical attacks, it has five possible regio-isomeric structures of a
C•70 radical,[275] where R is generic. Two out of these structures are located in what we
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call here equatorial region and the other three are nearer to the poles. Each one of these
structures has at least 3 iso-energetic carbon sites.
The structures had their ground state geometries completely optimized within B3LYP/6-
31G** level of theory[225, 229, 276, 277, 278] using Orca 2.9.1 software.[93]
The quasi-linear behavior of the relation established in the small curvature regime be-
tween the pyramidalization angle and the curvature radius for the nanotubes’ geometries
can be found in Figure 6.21.
Figure 6.21: Relation between Pyramidalization angle and Inverse Radii.
Atomic oxygen collision
The reaction of the studied materials with an oxygen atom was first studied. The product
so-formed is an epoxy group.
In our DFT calculations, ketone formation was not energetically stable and the ge-
ometries evolved to an epoxy formation. In Figure 6.22, one can find the binding energies
for the curvature-controlled nanoribbons and for the selected fullerenes against the pyra-
midalization angle. The average over the fullerenes (the center of the cloud of points) is
also plotted.
One can see that the binding energy decreases with the increase of the pyramidaliza-
tion angle. It means that, collisions with atomic oxygen result in more stable products
for the case of molecules with accentuated curvature. It is interesting to note that a clear
relation between the stability of the so-formed oxidation product against the strain of
the carbon atom, regardless of the type of the material (graphene-like, nanotube-like or
fullerene) can be seen.
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Figure 6.22: Relation between Pyramidalization angle and binding energy in epoxy formation.
Singlet Oxygen molecule attack
Molecular oxygen has a triplet ground state and its first excited state is a singlet state.
When excited, the molecule in question transfers its energy to molecular oxygen, making
a complex which is responsible for starting the degradation process. In this way, the
complex studied is a singlet ground state, which corresponds to the frame after the
excitation and the energy transfer. The formation of a superoxide is the first product of
the reaction, which can then be dissociated to more stable products such as epoxies. As
described vide supra one can find the energies for the strained graphene nanoribbon and
for the fullerenes, with the inclusion of the average over the fullerene energies within the
graphene nanoribbon graphic.
As for the case of the collision with atomic oxygen, singlet molecular oxygen also
forms stable complexes with curved molecules. It is interesting to note that, from the
theoretical scale of energy, these complexes seems to be more stable the more strained is
the molecule. It means that curved molecules like fullerenes seem to have a much higher
affinity to molecular oxygen than nanotubes and graphene. One can note that one of
the most used fullerenes, C60, has a incredibly high affinity with oxygen, what is proved
experimentally, if compared to nanotubes, for instance. Moreover, the energy scale also
explains the fact that this reaction is reversible for fullerenes in a first moment upon
thermal annealing. However, once this complex evolves to form other compounds, such
as (endo-)epoxydes, the oxidation is irreversible.
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Figure 6.23: Relation between Pyramidalization angle and binding energy of a singlet oxygen
molecule.
Hydroxyl radical attack
During the degradation process, radicals can be formed.[207, 279] Due to an extremely
high electrophilicity, the double bonds are easily attacked. The graphics of this energetic
process are presented in Figure 6.24, using a hydroxyl radical as probe.
Again, a linear relation is found for the graphene and nanotubes regime while it is
not coherent for fullerenes, although they present radical scavenger properties.[280] This
can be associated to two factors: the curvature in fullerenes is not exactly the same as
it is in nanotubes and the σ-bond character is much more enhanced in these structures
compared to the nanotubes.
Conclusions
The relation between the ease of degradation and molecular curvature has been studied for
models of graphenes, nanotubes and fullerenes. Considering only the basic parameter as
the geometry of the molecule, one can deduct that it is not possible to avoid degradation
of fullerenes, for example, since they have high affinities towards oxidizing species by
the simple fact they are round. Spatial protection can be performed, although this may
reduce the electronic mobility of the material.
Even though the edges are not treated here, we have conscience that it may play a
major role on the degradation pathways of this class of materials. However, we emphasize
the model character of this study and the trial of generalization of a given microscopic
property with the macroscopic degradation mechanisms.
As a conclusion, one should consider using flat carbon materials such as graphene
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Figure 6.24: Relation between Pyramidalization angle and binding energy of a hydroxyl
radical.
when designing molecules for use in organic electronics and photovoltaics where stability
against oxidative stress over long periods of time is required.
6.4 Final Remarks
During this Chapter, three different degradation pathways have been studied altogether
and how one could avoid them. This was only possible based on a wide literature review
and molecular modeling calculations applied to model systems.
In summary, the following has been shown:
• The general stability of a system can be described as a functional of several functions
which depend upon extensive and intensive parameters correlated among them-
selves. This results in a very unlikely scenario where this functional can be mini-
mized, at the same time, for different systems.
• This means that the stability seems to be intrinsic to each different system and it
might be not possible to pick a very definite set of parameters that would design a
”perfectly” stable material.
• Concerning interface delamination problems, when using ligands polymerized to
increase adhesion between organic and inorganic layer, carboxylic acids and other
functions that can covalently attach to the inorganic metallic sites are of interest.
• Concerning the stability of side-chain of conjugated macromolecules, one should
insert an oxygen atom between the aromatic cycle and the sp3-hybridized carbon
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atoms. This avoids the delocalization of the radical formed upon H abstraction
during photo-oxidation process.
• The behavior observed for Csp2-O-Csp3 link is the opposite of what is observed
when both carbons are sp3.
• Concerning different carbon allotropes electron acceptor materials, there is a great
influence of the pyramidalization angle and the affinity of their surfaces to oxygen
attack.
• This is due to the fact that higher pyramidalization angles induce an increased
σ-bond character of the carbon, increasing the affinity with oxygen as well.
• There seems to be a linear relationship between the three domains of carbon al-
lotropes (0D - fullerenes, 1D - carbon nanotubes and 2D - graphene) for what
concerns the affinity to oxidizing agents. This seems to be intrinsically related to
the Gaussian curvature of their surfaces.
Exploring these last points, the next chapter will introduce new acceptor-donor hybrid
materials that try to incorporate all that have presented up to now. Coherently with what
has been said in the introduction of this Chapter, the unique stable material does not
exist but this does not avoid trying to apply the rules learned until now to new systems.
Chapter 7
Alternative Acceptor Materials
After all that has been discussed along this thesis, this chapter proposes alternative ma-
terials for those the stability is predicted to be superior to the ones found for fullerene-
derivatives materials based on the results of Chapter 6. This is done by a completely
theoretical approach and this is a continuation to what has been already developed by
Bégué and co-workers before this thesis. Not only what already has been done is herein
presented, but also a new piece of modeling and propositions are discussed to a new class
of hybrid stable organic materials for photovoltaics.
The success of fullerenes in OPVs are due to their unrivaled electron acceptor proper-
ties, as described in Chapter 2. These properties depend on the high electron mobility; on
the delocalization of the LUMO orbital over the whole surface of the molecules, allowing
3D electron transfer and transport; on the reversible electrochemical reduction profile;
and formation of percolation domains from solution when blended with a p-type polymer.
It has also been shown that this latter property can give rise to morphological failures
with thermal stress.[281]
Interest in non-fullerene electron acceptor materials is a growing field of research
in Organic Electronics but only very few systems can exceed efficiency if compared to
fullerenes.[282, 283, 284, 285] It is worthy noting that all of these are derived of perylene
diimide motifs.
Not only on the efficiency point of view, but also from that of stability, Głowacki et
al.[286] presented low price electron acceptors based on small molecules that are nature-
inspired and air-stable over long periods of operation in field-effect transistors. They
attribute the stability of the molecules proposed by them to the strong intermolecular
hydrogen-bonding interactions, that block the structure of the bulk and avoid contami-
nants to absorb in. They also report good electron and hole mobilities even though the
pi-delocalization of the molecules are low enough to be discarded from the library of ac-
ceptors during the design of new molecules. This is an encouraging piece of work because
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they associate on the same simple systems, air stability, efficiency and low price.1
Many stable pigments and dyes of natural origin are exactly based on hydrogen-
bonded pi-stacked organic compounds. A remarkable example of this family is indigo-
based compounds,[287] which display both ambipolar charge transport and air-stability.
On the other hand, based on the results obtained in the previous chapter, one can
deduct that plane-shaped electron acceptors such as graphene-like molecules are expected
to be more stable against several chemical attacks taking place during the degradation
process. Moreover, these molecules are known to efficiently pi-stack as it is the case of
graphite, compound based only on the stacking of graphene sheets.
The work herein presented intends to be a proof of concept based on the work done
by Bégué et al. on stable planar hybrid acceptor-donor conjugated materials and that is
one of the motivations why the modeling done by this team is slightly different from the
one herein presented.
7.1 Graphene-like systems and columnar H-bond-linked
architecture
Hexabenzocoronenes (HBC) are symmetric synthetic molecules that mime a graphene
sheet under specific and controlled conditions. In Figure 7.1, one can find it depicted.
Figure 7.1: General structure of circular hexabenzocoronenes.
The positions Ri, i = 1 to 6, can be fully functionalized with different chemical func-
tions. By appropriate functionalization, acceptor structures can be obtained with opti-
mal electronic properties to match to the donor material. In order to create self-ordered
acceptor-donor molecules with optimal spatial arrangement for photovoltaic application,
1The reader in invited to see comment in the introduction of Chapter 1.
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such as the ones described in Figure 1.3, one should envisage functionalizing one of these
R positions with a p−type material. This methodology is explored in more details in a
paper by Bégué et al., in preparation.2
This work has shown that using −COOH functions to functionalize positions R1, R3,
R4, R6 is a good approach to efficiently match the electronic levels between the conjugated
acceptor core and the lateral donor branches. This is presented in Figure 7.2.
Figure 7.2: Functionalized structure of circular hexabenzocoronenes.
The missing functions can be functionalized by insertion of pi−conjugated polymers
segments, as it was performed by Bégué et al., using oligo-alkoxy-thiophene units and
described in the next section. Particularly, these molecules induce a pi-stacking in the z
direction based on the pi−pi interactions of the aromatic core and on the hydrogen bonds
between −COOH groups of adjacent molecules. As described by Jackson et al.,[288]
CH − N and CH − O pair interactions are strong enough (2.20 and 1.86 kcal/mol,
respectively) to lock conformations in pi−conjugated polymers, and that is why such
columnar structure stays in place, as presented in Figure 7.3, where a quick overview
of the supramolecular structure of HBC-P3AOT system (see next section) can also be
found.
2Graphene-based acceptor molecules for organic photovoltaic cells: a predictive study identifying high
modularity and morphological stability, Didier Bégué, Emilie Guille, Sebastian Metz, Marc Alexandre
Arnaud, Hugo Santos-Silva, Mamadou Seck, Pierre Fayon, Christine Dagron-Lartigau, Pierre Iratçabal,
Roger C. Hiorns, in preparation.
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(a) (b)
(c)
Figure 7.3: Supramolecular columnar organization of HBC-COOH-based molecules with a
discotic liquid crystal behavior. In (c), the system depicted is the one treated in the next
section.
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7.2 HBC-P3AOT system
Idé et al.[289] proposed that acceptor materials with discotic liquid crystals properties can
exhibit enhanced charge separation in photovoltaic arrangements. In the work done by
this group, they have proposed that contiguous columns of donor and acceptor materials
are detrimental to the solar cell efficiency.
Modern polymers rarely display discotic liquid crystal properties, whereas HBC-like
molecules do. In this way, linking both of them together, one might obtain columnar
structures of hybrid p − n− type materials with appropriate charge separation in the
excited state.
Considering the case where R2 and R5 in Figure 7.2 are both an oligo-3-propyloxy-
thiophene with ten segments each (Figure 7.4), the ground state geometries of the
oligomer segments were fully optimized within the HF-3C method followed by single
point calculations performed by B3LYP/6-31G** methodology, using RIJCOSX approx-
imation3. Figure 7.5 presents the evolution of the HOMO and LUMO energy values for
these segments.
Figure 7.4: Oligo-3-propyloxy-thiophene (P3AOT) with n ranging from 1 to 10 units grafted
to the HBC core.
The UV-VIS absorption spectra of this series were calculated within both TDDFT/
B3LYP/6-31G** and CIS-ZINDO/S methodologies. This double approach was employed
since the former cannot be used for the case where the oligomers of P3AOT (with n > 4)
are grafted to the HBC core. Figure 7.6 presents the evolution of the calculated spectra
enveloped with Gaussian functions having a FWHM of 35 nm in the real space as well
3Originally, these geometries were obtained at the ωB97X-D/6-31G* level of theory. However, for
the sake of coherence with the next section, we re-optimized them at a lighter yet accurate HF-3C
method. This procedure was employed since the level of theory orignally used is prohibitive for the
systems presented in section 7.3.
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Figure 7.5: Evolution of the HOMO and LUMO energies of P3AOT with the increase of the
chain length. ndb stands for the number of double bonds in the chain.
as the evolution of the energy gap measured by the excited state approach and by the
ground state single points.
From these spectra, one can note that the prevision of the lowest energy transi-
tion is kept almost unchanged at the n = 8 or 10 limit. This can also be seen by the
HOMO-LUMO evolutions, indicating that segments longer than this do not represent
any improvement in the electronic transitions properties of the chains. Moreover, it is
worthy noting the energy difference of the lowest energy electronic transition for both
methods: 39 nm (0.15 eV) which is a value to keep in mind to better estimate the cases
where the TD-DFT method can not be used.
In this way, the molecules having these chains grafted to HBC core were also fully
optimized and the evolution of the HOMO and LUMO energies are presented in Figure
7.8.
It is interesting to note that only a slight increase on the wavelength takes place for
the maximum of absorption of the grafted molecule compared to the pristine P3AOT
segment, as it can be noted in Figure 7.8.(a). In Figure 7.8.(b), one can see the ef-
fect on the electronic structure of grafting the P3AOT chains on HBC conjugated core.
Clearly, a ”camel back” characteristic[290] is developed, indicating the electron-donor hy-
brid properties of the molecule. In Figure 7.8.(c) the differences between the calculated
spectra of HBC-COOH core by both methods is presented and it is again worthy noting
that ZINDO/S underestimates the absorption maximum by 18 nm (0.19 eV), what is
comparable with the previous calculated difference.
Using a Natural Transition Orbitals analysis[291], the first low-lying electronic tran-
sitions are composed of two main individual transitions each and these have an equal
(∼ 30%) participation on the intensity of each excited state . Considering only these two
states, one has |HOMO〉 → |LUMO〉 and |HOMO − 1〉 → |LUMO + 1〉 participating
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(a) (b)
(c) (d)
Figure 7.6: (a) Evolution of HF-3C//CIS-ZINDOS/S calculated UV-VIS absorption spectra
of P3AOT with increasing chain length; (b) the same, calculated within HF-3C//TD-B3LYP/6-
31G** level of theory; (c) comparison between the two approaches for n = 10; and (d) evolution
of the electronic gap calculated by the HOMO-LUMO difference in the ground state (see Figure
7.5) and the optical gap calculated by the two different levels of theory for increasing chain
length.
Figure 7.7: Evolution of the HOMO and LUMO energies of P3AOT with the increase of the
chain length. ndb stands for the number of double bonds in the chain.
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(a) (b)
(c) (d)
Figure 7.8: (a) Comparison between HF-3C//CIS-ZINDOS/S calculated UV-VIS absorption
spectra with increasing chain length; (b) HF-3C//CIS-ZINDOS/S calculated UV-VIS absorp-
tion spectra for HBC-COOH, P3AOT (n = 10) and HBC-COOH-P3AOT (n = 10); (c) com-
parison between the two approaches for HBC-COOH; and (d) evolution of the electronic gap
calculated by the HOMO-LUMO difference in the ground state (see (a)) and the optical gap
calculated by the two different levels of theory for increasing chain length.
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equally. In Figure 7.9 one can visualize the traces of these orbitals.
(a)
(b)
(c)
(d)
Figure 7.9: (a) |HOMO − 1〉, (b) |HOMO〉, (c) |LUMO〉, and (d) |LUMO + 1〉 molecular
orbitals traces of the HBC-COOH-P3AOT (n = 10) molecule.
Clearly, there is a charge dissociation upon light excitation with a transition aris-
ing from the |HOMO〉 of the P3AOT chains towards the |LUMO〉 of the HBC-COOH
conjugated core. But, there is also a transition between the same |HOMO〉 (actually
|HOMO − 1〉) towards the |LUMO〉 (actually |LUMO + 1〉) of the P3AOT segment as
well.
Although the interesting electronic properties of this compound, an increased mor-
phological and photo-oxidation stability can arise from its planar structure and use of
oxygen atoms on the alkyl chain (see Chapter 6) but also from the pi-stacking of the
HBC-COOH cores, and this can avoid the insertion of oxidants in-between planes. So
that, the global stability can be pushed further, we propose in the next section the use
of another conjugated oligomer attached to the HBC-COOH core so that the stability of
this segment can also be improved, yielding globally stable materials.
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7.3 HBC-ZP46 system
Recently, a copolymer based on alternating benzo[1,2-b;3,4-b]dithiophene and thieno[3,4-
c]pyrrole-4,6-dione has been indicated as a material with remarkable resistance against
photo-oxidation based on its molecular and supramolecular arrangement,[292] besides its
optimized electronic properties and device yields.[212, 293, 294, 295] This material, also
known as ZP46, is presented in Figure 7.10.
Figure 7.10: ZP46’s molecular structure.
The supramolecular structure of this material is determined by the non-bonding hy-
drogen and sulfur interactions within the two comonomers, being able to lock the chain in
a planar configuration[288] and can induce a mimetic discotic liquid crystal characteristic
with adjacent chains based on the same interactions.
The ground state geometries of oligomers of this material were fully optimized within
the HF-3C method followed by B3LYP/6-31G** single points whenever possible (each
monomer increases considerably the quantity of atoms being treated).
In Figure 7.11, one can find the evolution of the HOMO and LUMO energies for an
increasing chain length.
Apparently, the convergence of the energies is almost reached for n =4 or 5. The same
can be noted for their calculated electronic transitions, presented in Figure 7.12.
In this way, the molecules having these chains grafted to HBC core were also fully
optimized and the evolution of the HOMO and LUMO energies are presented in Figure
7.13.
Although the energy of the absorption maximum is kept almost unchanged going
from n = 3 to n = 5, the ”camel back” characteristic is continuously lost, what is seen
by the decreasing ratio between the two main bands. One should also note that, because
of the increased localization of the orbitals in the Hartree-Fock treatment in ZINDO/S
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Figure 7.11: Evolution of the HOMO and LUMO energies with the increase of the chain
length for ZP46. ndb stands for the number of double bonds in the chain.
(a) (b)
(c) (d)
Figure 7.12: (a) Evolution of HF-3C//CIS-ZINDOS/S calculated UV-VIS absorption spectra
with increasing chain length; (b) the same, calculated within HF-3C//TD-B3LYP/6-31G**
level of theory; (c) comparison between the two approaches for n = 10; and (d) evolution of the
electronic gap calculated by the HOMO-LUMO difference in the ground state (see Figure 7.11)
and the optical gap calculated by the two different levels of theory for increasing chain length.
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Figure 7.13: Evolution of the HOMO and LUMO energies with the increase of the chain
length for HBC-COOH-ZP46. ndb stands for the number of double bonds in the chain.
(a) (b)
(c) (d)
Figure 7.14: (a) Evolution of HF-3C//CIS-ZINDOS/S calculated UV-VIS absorption spectra
with increasing chain length; (b) the same, calculated within HF-3C//TD-B3LYP/6-31G**
level of theory; (c) comparison between the two approaches for n = 1; and (d) evolution of the
electronic gap calculated by the HOMO-LUMO difference in the ground state (see Figure 7.13)
and the optical gap calculated by the semi-empirical approach for increasing chain length.
213 7.3. HBC-ZP46 system
method, this feature of the absorption spectra is late compared to the TD-B3LYP/6-
31G** prevision. In the limit of the infinite molecule, the optical gap would be ∼ 2,3
eV, considering only the error induced by ZINDO/S energies compared to TD-B3LYP/6-
31G** ones.
Similarly to the previous case, the low-lying electronic transitions are composed of
several individual ones and the most important contributions (∼ 21% each) come from
|HOMO〉 → |LUMO〉 and |HOMO−1〉 → |LUMO+1〉 and the corresponding molecular
orbitals traces are presented in Figure 7.15.
(a)
(b)
(c)
(d)
Figure 7.15: (a) |HOMO − 1〉, (b) |HOMO〉, (c) |LUMO〉, and (d) |LUMO + 1〉 molecular
orbitals traces of the HBC-COOH-ZP46 (n = 5) molecule.
Visibly, the charge separation upon light excitation is not spatially as efficient as it can
be for the HBC-COOH-P3AOT case, as it can be seen in Figure 7.15.(c): the |LUMO〉
orbital is not localized only on the HBC-COOH conjugated core and delocalizes over
the ZP46 segment itself, being able to hinder the charge dissociation and transfer in the
pi-stacking direction. This may be due to the acceptor properties of the comonomer that
is directly linked to the HBC-COOH core, which may compete during the delocalization
of the electronic cloud of the LUMO level (poor electron character in the ground state).
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However, grafting the ZP46 chain in the other sense, i.e., linking directly the donor moiety
first is not desirable because of the lack of non-bond interactions between the segment
and the HBC-COOH core by hydrogen bonding. In this way, the planar arrangement
between these two molecules would be lost.
A way of contouring this would be the insertion of a bridge atom between HBC-COOH
core and the conjugated polymer segment in a way of isolating the electronic densities of
the two species. Using an adaptation of the knowledge gained in Chapter 6, this could
be a simple oxygen atom and this possibility will be investigated in the future. Besides
this possibility, using another functional group in the place of −COOH would make the
conjugated core more electron deficient, increasing the electronic density of the LUMO
orbital.
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7.4 Final Remarks
A series of two new hybrid donor-acceptor materials has been proposed based on a recent
work by Bégué et al. This work consists on the use of tetra-COOH-functionalized Hex-
abenzocoronenes to which a conjugated polymer segment has been attached directly on
the conjugated core. This arrangement would induce a supramolecular arrangement in
columns following a discotic liquid crystal feature, favoring the charge dissociation and
transfer in the pi-stacking direction.
Two different molecules have been proposed to be used as grafting agents on the HBC
molecule: P3AOT and ZP46, from which one can preliminarily state:
• Although the convergence of the electronic properties is reached for n ∼ 8 segments
of P3AOT and n ∼ 4 of ZP46, the charge dissociation feature calculated by the
absorption spectra is dependent on the number of molecules of the chain.
• Planar structures can be proposed making use of non-bonding interactions within
the conjugated chain and in-between the chain and the HBC core. The use of planar
structure is crucial for the supramolecular pi-stacking.
• The use of P3AOT, although electronically efficient, may induce a fragility on the
photo-oxidation robustness of the chain. Because of this, the ZP46 fragment has
been proposed based on its recent remarkable results under photo-degradation con-
ditions.
• When grafted to the HBC core, this molecule remains planar and is capable of
locking the planarity in-between the chain and the core.
• The electronic transitions calculations show that the low-lying states are consisted
of transitions that do not represent an efficient spatial charge-dissociation and this
may hinder the application of this material in devices.
Finally, this chapter was proposed as a logical sequence after what has been discussed
about the need of developing efficient and stable n−type materials for OPVs. It takes
into account the difficulties of synthesizing well-controlled fullerene-derivative structures
that may be thermally and photo stable and with supramolecular architectures that
favor the electron transport and diffusion. It also takes into account the dependence
of oxygen molecule affinities with flat molecules and the use of oxygen atoms in lateral
chains, protecting the labile protons during the photo-oxidation process. Last, but not
least, it takes into account the need of developing ”ideal” interdigitated-like structures
(c.f Chapter 1) for ideal light absorption, charge dissociation and migration towards the
electrodes in devices.
Conclusions
This thesis has addressed the design, synthesis and molecular modeling of polyfullerenes
to be applied in Organic Photovoltaic Devices as electron acceptor materials or morphol-
ogy stabilizer agents.
The use of fullerene as electron acceptors is based on the fact that they can easily
accept up to 6 electrons, making of it one of the strongest organic n-type materials known.
This is due to the fact that fullerene is, at the ground state, non-aromatic, and to be
so, based on the three-dimensional generalization of the Hückel’s rule, it would need
2(N + 1)2 pi-electrons, where N is the number of atoms in the conjugated network. To
this, one can add the following remarkable properties of fullerenes:
1. high electron mobility;
2. delocalized LUMO over the whole molecule surface, allowing the 3D electron trans-
fer and transport;
3. LUMO energy level compared to the p-type material, allowing an efficient electron
transfer;
4. reversible electrochemical reduction that allows the formation of stable reduced
charged species;
5. formation of domains from solution deposition, allowing charge separation when an
appropriate length-scale is obtained.
Even with all this, fullerene C60 presents non-optimal morphological properties, suf-
fering from phase segregation under even mild thermal stress. This is due to the very
different surface energies between fullerenes and the p-type polymers, hindering the pho-
tovoltaic properties of this composite.
The functionalization of fullerenes with lateral chains and indene groups, as explored
in Chapter 2, has been used in literature to circumvent this problem but a final success
is still to be presented.
The use of fullerene polymers appeared as a way to have, at the same time, the
excellent electronic properties of fullerenes and the mechanical properties of polymers.
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In this way, the composites so-made with p−type materials do not phase segregate since
the ”like likes like” character of the system has been improved. Chapter 2 also proposed
six different routes to achieve polymers and their electronic properties and position of
bis-adduct formation was studied by means of molecular modeling techniques.
Considering the interest in ATRAP route, their easiness to yield polymeric materials
and the fact that the fullerene keeps 58pi electrons, as it is the case of the benchmark
PC60BM, motivated us to explore it during the synthetic work. This was done so during
Chapter 3 and a series of polymers with varying lateral chains were synthesized so that
their solubility and miscibility within the p−type matrix could be tuned as needed.
Chapter 4 presented the application of these materials in OPV devices following three
possible ways of employing them: as the sole electron acceptor, as an interfacial layer
between the active matrix and the hole extraction layer based on an inorganic oxide and
as an additive to the active matrix. The latter was retained as the work pathway since
loads of up to 10% of ATRAP-based polyfullerene do not induce hazardous photovoltaic
properties loss in the devices.
Annealing of these devices showed that the use of these polymers did not improve the
stability of the active layers against thermal stress when compared to the control cells.
Then, the degradation pathways to which the polyfullerenes can be submitted to were
studied by several physical-chemical characterization techniques in Chapter 5.
These experiments have identified that thermal and light-only stresses are able to in-
duce morphological changes on the polyfullerene bulk that are compatible with a depoly-
merization process. Studying this further process, one could indicate that this depolymer-
ization arises from the low energy required to homolytically cleave the monomer-fullerene
bond. One could also state that the chemical route used to achieve these materials is
consisted of a dynamic equilibrium that, under reaction conditions, points towards the
formation of the polymer, however after isolated, temperature and light-only treatments
favor the equilibrium to opposite sense, towards the starting materials, as it has been
suggested already by literature.
Chapter 6 then explores other possible stabilization pathways, treating the incor-
poration of oxygen as bridge atoms in alkyl chains of conjugated polymers to decrease
the lability of the alpha hydrogens; the determination optimal zinc oxide ligands to be
polymerized and used as interfacial layers; and the relation between the affinities with
oxidants of carbon allotrope molecules based on their dimensionality and on the curvature
parameter.
Finally, taking into account all the knowledge acquired throughout the thesis, new
hybrid p−n materials have been proposed based on the discotic liquid crystal properties
of hexabenzocoronenes. These conjugated electron-deficient cores have their electronic
properties determined by molecular modeling techniques when grafted with two different
conjugated polymer segments, namely poly(3-alkoxy-thiophene) and a copolymer based
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on alternating benzo[1,2-b;3,4-b]dithiophene and thieno[3,4-c]pyrrole-4,6-dione, named
ZP46. The former showed interesting robustness against photo-oxidation based on its
supramolecular arrangement that avoids the inclusion of oxidants in-between the chains.
Ideally, the association of both materials (HBC: planar, discotic liquid crystal, non-
polymeric, well-defined electronic properties, etc.; and ZP46: robust against photo-
oxidation, low band-gap material, soluble, supramolecular arrangement, etc.) would lead
to efficient and stable OPV devices. However, in the first tests, the charge dissociation
in the excited state is not optimal and future work is going to be performed in order to
optimize this at the same time as assuring the supramolecular architecture.
Appendices
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Appendix A
Synthetic Routes
Here can be found the synthetic routes and procedures used to obtain the comonomers
used in Chapter 3.
1,4-bis(octyloxy)benzene (1): Hydro-
quinone (90.8 mmol, 10.0 g) and K2CO3
(272.0 mmol, 37.7 g) were added to acetone
(200 mL) in a single-necked flask and heated
to reflux. After some minutes, the suspension
became dark yellow, at which point n-octylbromide (272.0 mmol, 52.6 g) was added in
one shot. It was then refluxed for 48 h under air. The mother liquor was poured onto
cold water to quench the reaction, and the product recovered by filtration. Repeated sol-
ubilization in the minimum of hot chloroform and precipitation in cold methanol purified
the product. After drying under reduced pressure, a beige solid was recovered with a
yield of 75%. 1H NMR (400 MHz, CDCl3) δ 6.82 (s, 4H), 3.90 (t, J= 6.6 Hz, 4H), 1.80 -
1.71 (m, 4H), 1.43 (dd, J= 15.0, 7.0 Hz, 4H), 1.39 - 1.22 (m, 16H), 0.89 (t, J= 6.9 Hz,
6H). 13C NMR (101 MHz, CDCl3) δ 153.36 (s), 115.55 (s), 68.83 (s), 31.97 (s), 29.66 -
29.30 (m), 26.22 (s), 22.81 (s), 14.24 (s).
1,4-bis(bromomethyl)-2,5-bis(octyloxy)
benzene (2): 1 (15.0 mmol, 5.0 g) and
paraformaldehyde (31.0 mmol, 0.9 g) were added
to acetic acid (100 mL) in a single-necked flask and
heated to 60 ◦C. After dissolution, HBr (33 % - 5
mL) in acetic acid is added in one shot. It was
then sealed and left to react for 2 h. The mother liquor was poured onto cold water to
quench the reaction, and the product recovered by filtration. Repeated solubilization in
the minimum of hot chloroform and precipitation in cold methanol purified the product.
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The product was left to rest overnight in methanol to remove residual HBr and then it
was recovered by filtration. After drying under reduced pressure, a white fluffy product
was recovered with a yield of 42%. 1H NMR (400 MHz, CDCl3) δ 6.85 (s, 2H), 4.52 (s,
2H), 3.98 (t, J= 6.4 Hz, 4H), 1.86 - 1.75 (m, 4H), 1.60 - 1.20 (m, 20H), 0.89 (t, J= 6.7
Hz, 6H). 13C NMR (101 MHz, CDCl3) δ 150.82 (s), 127.67 (s), 114.81 (s), 69.18 (s), 31.98
(s), 29.45 (d, J= 8.3 Hz), 29.45 (d, J= 8.3 Hz), 28.90 (s), 26.24 (s), 22.82 (s), 14.27 (s).
1,4-bis(dodecyloxy)benzene (3): Hy-
droquinone (27.2 mmol, 3.0 g) and K2CO3
(82.4 mmol, 11.4 g) were added to acetone
(120 mL) in a single-necked flask and heated
to reflux. After some minutes, the suspension
became dark yellow, at which point n-dodecylbromide (68.1 mmol, 17.0 g) was added in
one shot. It was then refluxed for 48 h under air. The mother liquor was poured onto cold
water to quench the reaction, and the product recovered by filtration. Repeated solubi-
lization in the minimum of hot chloroform and precipitation in cold methanol purified the
product. After drying under reduced pressure, a beige solid was recovered with a yield
of 60%. 1H NMR (400 MHz, CDCl3) δ 6.82 (s, 4H), 3.90 (t, J= 6.6 Hz, 4H), 1.80 - 1.70
(m, 4H), 1.52 - 1.01 (m, 36H), 0.88 (t, J= 6.7 Hz, 6H). 13C NMR (101 MHz, CDCl3) δ
153.35 (s), 115.54 (s), 68.82 (s), 32.07 (s), 29.96 - 29.36 (m), 26.22 (s), 22.84 (s), 14.27 (s).
1,4-bis(bromomethyl)-2,5-bis(dodecyloxy)
benzene (4): 3 (11.2 mmol, 5.0 g) and
paraformaldehyde (67.2 mmol, 2.0 g) were added
to a acetic acid / CH2Br2 (1:1) mixture (80 mL)
in a single-necked flask and heated to 70 ◦C. After
dissolution, HBr (33 % - 8 mL) in acetic acid was
added in one shot. It was then sealed and left to react for 48 h. The mother liquor was
poured onto cold methanol to quench the reaction, and the product recovered by filtra-
tion. Repeated solubilization in the minimum of hot chloroform and precipitation in cold
methanol purified the product. The product was left to rest overnight in methanol to
remove residual HBr and then it was recovered by filtration. After drying under reduced
pressure, a white powder was recovered with a yield of 75%. 1H NMR (400 MHz, CDCl3)
δ 6.85 (s, 2H), 4.52 (s, 4H), 3.98 (t, J= 6.4 Hz, 4H), 1.85 - 1.76 (m, 8H), 1.41 - 1.21
(m, 32H), 0.88 (t, J= 6.8 Hz, 6H). 13C NMR (101 MHz, CDCl3) δ 150.82 (s), 127.68 (s),
114.81 (s), 69.18 (s), 32.08 (s), 29.93 - 29.65 (m), 29.50 (d, J= 2.1 Hz), 28.90 (s), 26.23
(s), 22.85 (s), 14.27 (s).
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1,4-bis(hexadecaloxy)benzene (5):
Hydroquinone (45.5 mmol, 5.0 g) and K2CO3
(137.0 mmol, 19.0 g) were added to acetoni-
trile (200 mL) in a single-necked flask and
heated to reflux. After some minutes, the
suspension became dark yellow, at which point n-hexadecylbromide (137.0 mmol, 41.8
g) was added in one shot. It was then refluxed for 48 h under air. The mother liquor
was poured onto cold water to quench the reaction, and the product recovered by filtra-
tion. Repeated solubilization in the minimum of hot chloroform and precipitation in cold
methanol purified the product. After drying under reduced pressure, a beige solid was
recovered with a yield of 67%. 1H NMR (400 MHz, CDCl3) δ 6.82 (s, 4H), 3.89 (t, J=
6.6 Hz, 4H), 1.80 - 1.69 (m, 2H), 1.49 - 1.18 (m, 54H), 0.88 (t, J= 6.8 Hz, 6H). 13C NMR
(101 MHz, CDCl3) δ 153.35 (s), 115.55 (s), 68.84 (s), 32.09 (s), 30.09 - 29.42 (m), 26.22
(s), 22.85 (s), 14.28 (s).
1,4-bis(bromomethyl)-2,5-bis(hexadecal-
oxy)benzene (6): 5 (2.0 mmol, 1.1 g) and
paraformaldehyde (11.8 mmol, 0.4 g) were added
to CH2Br2 (50 mL) in a single-necked flask and
heated to 80 ◦C. After dissolution, HBr (33 % - 5
mL) in acetic acid was added in one shot. It was
then sealed and left to react for 48 h. The mother liquor was poured onto cold methanol
to quench the reaction, and the product recovered by filtration. Repeated solubilization
in the minimum of hot chloroform and precipitation in cold methanol purified the prod-
uct. The product was left to rest overnight in methanol to remove residual HBr and then
it was recovered by filtration. After drying under reduced pressure, a white powder was
recovered with a yield of 54%. 1H NMR (400 MHz, CDCl3) δ 6.85 (s, 2H), 4.52 (s, 4H),
3.98 (t, J= 6.4 Hz, 4H), 1.91 - 1.70 (m, 4H), 1.63 - 1.43 (m, 6H), 1.40 - 1.20 (m, 46H),
0.88 (t, J= 6.8 Hz, 6H). 13C NMR (101 MHz, CDCl3) δ 150.83 (s), 127.69 (s), 114.83 (s),
69.19 (s), 32.09 (s), 29.86 (s), 29.76 (s), 29.51 (d, J= 2.6 Hz), 28.91 (s), 26.24 (s), 22.85
(s), 14.28 (s).
1,4-bis[(2-ethyl)-hexyloxy]benzene
(7): Hydroquinone (30.9 mmol, 3.4 g) and
KOH (71.0 mmol, 4.0 g) were added to
DMSO (50 mL) in a single-necked flask
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and heated to 90 ◦C. After some min-
utes, the suspension became dark yellow,
at which point (2-ehtyl)hexylbromide (71.0 mmol, 13.7 g) was added in one shot. It was
left to react for 48 h under air. The mother liquor was poured onto cold methanol to
quench the reaction, and the product recovered by filtration. Repeated solubilization in
the minimum of hot chloroform and precipitation in cold methanol purified the product.
After drying under reduced pressure, a beige solid was recovered with a yield of 77%. 1H
NMR (400 MHz, CDCl3) δ 6.86 (s, 4H), 3.91 - 3.84 (m, 4H), 1.75 (dt, J= 12.0, 6.0 Hz,
2H), 1.62 - 1.40 (m, 8H), 1.34 (dd, J= 7.3, 3.5 Hz, 8H), 1.02 - 0.82 (m, 12H). 13C NMR
(101 MHz, CDCl3) δ 153.56 (s), 115.48 (s), 71.30 (s), 39.59 (s), 30.66 (s), 29.21 (s), 23.98
(s), 23.18 (s), 14.18 (s), 11.19 (s).
1,4-bis(bromomethyl)-2,5-bis[(2-
ethyl)-hexyloxy]benzene (8): 7 (4.5
mmol, 1.5 g) and paraformaldehyde (27.0
mmol, 0.8 g) were added to acetic acid (50
mL) in a single-necked flask and heated to
70 ◦C. After dissolution, HBr (33 % - 4
mL) in acetic acid was added in one shot. It was then sealed and left to react for 8 h.
The mother liquor was poured onto cold methanol to quench the reaction, and the prod-
uct recovered by filtration. Repeated solubilization in the minimum of hot chloroform
and precipitation in cold methanol purified the product. The product was left to rest
overnight in methanol to remove residual HBr and then it was recovered by filtration.
After drying under reduced pressure, a white solid was recovered with a yield of 60%.
1H NMR (400 MHz, CDCl3) δ 6.85 (s, 2H), 4.52 (s, 4H), 3.91 - 3.84 (m, 4H), 1.75 (dt,
J= 12.0, 6.0 Hz, 2H), 1.62 - 1.40 (m, 8H), 1.34 (dd, J= 7.3, 3.5 Hz, 8H), 1.02 - 0.82 (m,
12H). 13C NMR (101 MHz, CDCl3) δ 150.87 (s), 127.54 (s), 114.39 (s), 71.09 (s), 39.76
(s), 30.79 (s), 29.27 (s), 28.90 (s), 24.18 (s), 23.21 (s), 14.25 (s), 11.40 (s).
1,4-bis[(cyclohexane)-ethyloxy]
benzene (9): Hydroquinone (12.2 mmol,
1.4 g) and K2CO3 (36.6 mmol, 5.0 g) were
added to acetone (75 mL) in a single-
necked flask and heated to reflux. Af-
ter some minutes, the suspension became dark yellow, at which point (cyclohex-
ane)ethylbromide (25.6 mmol, 5.0 g) was added in one shot. It was then refluxed for
48 h under air. The mother liquor was poured onto cold water to quench the reaction,
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and the product recovered by filtration. Repeated solubilization in the minimum of hot
chloroform and precipitation in cold methanol purified the product. After drying under
reduced pressure, a beige solid was recovered with a yield of 40%. 1H NMR (400 MHz,
CDCl3) δ 6.82 (s, 4H), 3.94 (t, J= 6.7 Hz, 4H), 1.81 - 1.41 (m, 26H). 13C NMR (101
MHz, CDCl3) δ 153.34 (s), 115.53 (s), 66.75 (s), 36.93 (s), 34.70 (s), 33.48 (s), 26.71 (s),
26.42 (s).
1,4-bis(bromomethyl)-2,5-bis[(cy-
clohexane)-ethyloxy]benzene (10):
9 (4.5 mmol, 1.5 g) and paraformalde-
hyde (27.0 mmol, 0.8 g) were added to
a acetic acid / CH2Br2 (1:1) mixture (80
mL) in a single-necked flask and heated
to 70 ◦C. After dissolution, HBr (33 % - 4 mL) in acetic acid was added in one shot.
It was then sealed and left to react for 8 h. The mother liquor was poured onto cold
methanol to quench the reaction, and the product recovered by filtration. Repeated sol-
ubilization in the minimum of hot chloroform and precipitation in cold methanol purified
the product. The product was left to rest overnight in methanol to remove residual HBr
and then it was recovered by filtration. After drying under reduced pressure, a white
solid was recovered with a yield of 50%. 1H NMR (400 MHz, CDCl3) δ 6.91 (s, 2H), 4.49
(s, 4H), 3.98 (t, J= 6.6 Hz, 4H), 1.81 - 1.41 (m, 26H). 13C NMR (101 MHz, CDCl3) δ
150.57 (s), 126.71 (s), 112.48 (s), 67.08 (s), 58.52 (s), 36.97 (s), 34.87 (s), 33.47 (s), 26.70
(s), 26.45 (s).
Appendix B
Experimental Conditions
In this appendix, the experimental protocols, conditions and equipment used for experi-
ments are listed.
UV-VIS spectroscopy
UV-VIS spectra were recorded in transmission mode using a homemade set up contain-
ing an optic fiber spectrometer from Ocean Optics (Maya2000 Pro). An UV-VIS-NIR
Deuterium-Halogen DH-2000-BAL (Mikropack) light source was used as excitation.
FTIR spectroscopy
FTIR spectra were recorded using a standard Bruker Vertex 70v spectrometer in trans-
mission mode with a resolution of 1 cm−1. The sample was placed and measured in
vacuum with pressure of 1 mbar.
XPS spectroscopy
XPS measurements were performed using a multi-chamber UHV-system (base pressure
10−10 mbar) equipped with a Phoibos 150 cylindrical hemispherical analyzer (SPECS).
The employed excitation X-rays have a monochromatic energy of 1486.7 eV, from an Al
Kα source.
Atomic Force Microscopy
AFM measurements were performed using a Multi ModeTM Scanning Probe Micro-
scope (MM-SPM) by Digital Instrument in tapping mode. Images were recorded using
NanoScope software.
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Nuclear Magnetic Ressonance
NMR measurements were performed in a Bruker 400 UltraShieldTM equipment using 400
MHz as excitation for 1H signals and 100 MHz for 13C.
Thermogravimetric Analysis
TGA measurements were performed in a TA Instruments DSC Q100 piece of equipment.
Differential Scanning Calorimetry
DSC measurements were performed in a TA Instruments TGA Q50 piece of equipment.
Size-exlusion Chromatography in THF
SEC-THF measurements were performed in a Viscotek set equipped with a VE 5200
GPC auto-sampler and a VE 3580 RI detector. The elution was performed at 1 mL/min
rate with 30 ◦C HPLC grade tetrahydrofuran (VWR) through a Viscotek styrene-divinyl
benzene (300x8.0 mm) SEC column.
Size-exlusion Chromatography in CB
SEC-CB measurements were performed in a Agilent Technologies 1260 Infinity equipment
eluted at 1 mL/min with 50 ◦C HPLC grade chlorobenzene (Aldrich) through a PLgel 10
micrometer Mixed-B (300x7.5 mm) SEC column.
Solvents
All solvents were acquired and used as received from VWR International. Toluene was
distilled in a column using metallic Sodium as water trap. o-xylene was acquired from
Merck.
Chemicals
All chemicals were acquired and used without further purification from Aldrich Interna-
tional. C60 was cleaned by Soxhlet extraction in THF overnight, dried under vacuum and
stored in a N2-filled glove-box.
Appendix C
Molecular Modeling based on DFT
calculations and the RIJCOSX
approximation
In this appendix, the basics of the theory behind ab initio molecular modeling is presented,
focusing on the development of Density Functional Theory (DFT). The approximation
RIJCOSX is also briefly described as it was used throughout this thesis. The description
made here is qualitatively and does not claim to be complete.
C.1 Description of electronic structure of molecules
When one wants to determine electronic properties of atoms and molecules by the point
of view of molecular modeling, one has to remember that in the “quantum world” the
Schrödinger Equation is the master equation that describes the behavior of all the bodies
in submicroscopic scale. Based on the De Broglie’s observations on the wave-particle
behavior of the matter, the Schrödinger equation is based on the fact that all bodies
behave as waves with a certain wavelength.
This equation has some special characteristics:
1. it is best solved as an algebraic partial differential equation, not as an analytical
one;
2. it is an equation of eigenvalues, as the ones in algebraic mathematics and, for this,
it needs linear operators and functions that describes vector in an algebraic space;
3. it needs the function to give the same function back, i.e., it needs a “guess” function
to find this same function itself after a cycle of calculation.
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The item number 3 states the basis of what is called the self-consistent field. The
guess function is used to solve Schrödinger Equation, yielding eigenvalues and a function
in a “better shape”.
In a realistic world, solving this equation is not possible for a system with more than
two electrons. It is in this point that “quantum chemistry” started to be developed more
strongly with the introduction of approximations that allow one to solve the electronic
structure of multi-electronic atoms and molecules. These approximations can be divided
into physical-mathematical approximations and physical approximations. The first phys-
ical approximation is the Born-Oppenheimer, that states that as the nuclei of the atoms
are much heavier than the electrons, they are much slower, so, they can be considered as
statistic while the electrons move. This results in the decoupling of partial equations that
would have needed to be calculated on both spatial coordinates (nuclei and electrons)
before, and now, with such approximation, they need to be calculated only on the nuclei
coordinates OR on the electron coordinates.
By the third decade of XXth century, novel approaches have been proposed to deter-
mine the electronic structure of molecular systems and solids. The first one was proposed
by D. R. Hartree and Vladimir A. Fock. The so-called Hartree-Fock method consists
in treating the electrons and their wave-function as a determinant called Slater’s deter-
minant. This mathematics allowed the calculation to take place considering that the
multi-electronic problem could be resolved as “multi” problems of one electron. This was
introduced by an effective potential operator (Fock operator) which states a general field
of electrons. This means that one electron is sensible to the electromagnetic field of the
nuclei and the other N-1 electrons. This also does not take into account any relativistic
effect that may happen.
This one-electron picture could then be implemented in a computational code to be
solved iteratively (based on the self-consistent field scheme). The electrons could be
translated into mathematical functions called basis set. These electrons could then be
associated to specific orbitals (wave-functions) respecting the Pauli’s exclusion theorem.
The composition of the molecular orbitals was performed on the basis of a linear combi-
nation of atomic orbitals (LCAO method). The basis set can then be decorticated and
designed to accommodate the needs of the physical problem being studied (number of
core functions, polarization effects, flexibility to accommodate ionic clouds, etc.).
Because of the one-electron picture, the Hartree-Fock method lacks of description of
the electronic correlation in a many-body system. In this way, metallic systems and
systems where electrons can delocalize over a region of the space are poorly-described
by this method. Many others, called post-Hartree-Fock methods have tried, with
different degrees of success, to incorporate these effects on the Hartree-Fock scheme.
This has been accomplished by Perturbation Theory, as it is the case of nth order Møller-
Plesset Perturbation theory (MPn), coupled-cluster, configuration of interactions, multi-
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configuration methods, and semi-empirical ones.
A common point between these methods, exception made for the semi-empirical ones,
is the limitation on the number of basis functions. These methods, although quite efficient
on the description of the electronic structure of molecules, mainly, scale quickly with the
number of atoms and, in this way, are not practical for every system being studied, even
though they would be very appropriate because the description of both exchange and
correlation would be the appropriate in many cases. The semi-empirical methods, by
their turn, can be employed for large systems, with a very low accuracy though. This is
due to the fact that multi-center integrals are not calculated on-the-fly but are replaced
by experimentally-obtained (or calculated with a higher level of theory method for model
systems) values.
This has been circumvented in parts by the introduction of Density Functional Theory
and this is discussed in the next section.
C.1.1 Semi-empirical methods
Herein a closer look on the semi-empirical methods is presented. The approximations
introduced into the HF equation so that the ab initio result can be reproduced using
a small number of basis set and having a low-computational cost are commonly called
semi-empirical methods. This methods are part of the post-Hartree-Fock methodologies
as already discussed.
Several parameterizations have been proposed. The most striking introduced approx-
imations are:
1. integrals involving different basis functions are not taken into account;
2. instead of treating the positive core and the core electrons, an effective core charge
is considered;
3. two-centered integrals equal a parameter dependent on atom A, on atom B and the
distance in-between.
The obtaining of values for multi-centered integrals and overlapping orbitals may be
done based on experiments. The most part of these methods focus on the determination
of ground-state geometries. Several methods exist, such as AM1, the PMn series (n=3, 5,
6, 7), the RM1 method, among others. They level of accuracy is variable and depends on
the type of molecules that are modeled. The most interesting among them are still AM1
and the new PM7 method,[296] developed by J. Stewart and implemented in MOPAC
code.[297]
To describe the excited state, some semi-empirical methodologies have also been devel-
oped. M. C. Zerner[298] reparameterized the INDO method[299] (Intermediate Neglect
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of Differential Overlap) with spectroscopic parameters (S) using configuration of interac-
tions (of single electrons) (CI(S)). This method, called ZINDO/S-CI(S) has been used for
the las three decades as a simple way of calculating excited-states of systems for which
higher-level methods are not available.
This method considers the two-centered integrals equal a parameter dependent on
atom A, on atom B and the distance between both of them. This parameter, γAB is
given by the Mataga-Nishimoto relation:[300].
γAB =
fy
2fy
yAA+yBB +RAB
(C.1)
Where yAA is proportional to the difference between the ionization potential and
the electron affinity of atom A, fy is obtained by adjust of experimental data and it is
currently assumed to be equal to 1.2, and RAB is the distance separating atoms A and
B.
The biggest advantage of using this method to calculate excited states is the fact
that it can be readily employed for large systems without compromising qualitatively the
accuracy of the results.
C.2 Density Functional Theory (DFT)
The use of Density Functional Theory (DFT) became a common-place in the molecular
modeling of materials in the nanometric scale. In this method, the energy of a system
is described as a functional of the electronic density, skipping the direct wave-function
calculation in the process. Whilst wave-function-based methods, such as Hartree-Fock
(HF), solve a Schröredinger-like equation (the Fock equation)1, DFT is based on the
assumption that there is a relationship between the total electronic energy and the overall
electronic density.
The first basis of this idea was already present in the Thomas-Fermi model, how-
ever the breakthrough came by the Hohenberg-Kohn theorem in 1964, showing that the
ground-state energy and other properties of a system were uniquely defined by the elec-
tron density. In other words, the energy E is hence a functional of the density ρ(~r) at
the point ~r. Based on the definition of the electric potential, one can write this as:
E[ρ(~r)] =
∫
Vext(~r)ρ(~r)d~r + F [ρ(~r)] (C.2)
The first term Vext(~r) arises from the interaction of the electrons with the external
potential produced by the Coulomb interaction with the nuclei. On the other hand,
F [ρ(~r)] is the sum of the kinetic energy of the electrons and the contribution from inter-
1The same is valid for Perturbation Theory based methods, such as MP2, and Coupled-Cluster ones.
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electronic interactions.
The variational method can be applied in the solving of this equation, in which the
minimum value of E[ρ(~r)] represent the energy of the electron density of the ground-
state. From this, it is a common-sense that DFT is intrinsically incapable of describing
excited-states without further physical-mathematical considerations.
Then, in 1965, with the Kohn-Sham (KS) theorem, the term F [ρ(~r)] is suggested to
be approximated as the sum of three terms in the form:
F [ρ(~r)] = EKE[ρ(~r)] + EH [ρ(~r)] + EXC [ρ(~r)] (C.3)
Where EKE[ρ(~r)] is the kinetic energy, EH [ρ(~r)] the electron-electron Coulombic en-
ergy (also known as Hartree electrostatic energy), and EXC [ρ(~r)] a term responsible for
describing the exchange and correlation contributions.
The first term is further defined as the kinetic energy of a system of non-interacting
electrons with the same density ρ(~r) as the real system. The second term associates the
electrostatic energy as the classical interaction between two charged densities over all
possible pairwise interactions. It is interesting to note that this terms is classical and do
not take into account the quantum many-body behavior of the electrons, i.e., as they are
correlated to each other and the Heisenberg uncertainty principle, for instance.
Finally, the last term is then responsible for accounting for this quantum behavior of
electrons and it is one of the master pieces of DFT, known as the exchange-correlation
functional. As no analytical form of this functional is known, several approximations are
proposed to treat this quantum mechanical problem and based on this, DFT cannot be
considered always as an ab initio method, since the definition of this functional can take
into account empirical parameters. However, even simple approximations to it can give
favorable results and this is the key success of DFT.
Numerically, the electronic structure of the system is solved in a self-consistent way,
in which a guess of a initial electronic density is fed into the above equations. The
application of the variational approach allows one to reach the ground-state electronic
density and, consequently, energy by a so-called self-consistent field.
Calculating these specific energies for a multi-electronic system takes the form of
multi-centered multi-index integrals, what is responsible for a ready increase in the com-
putation time (often in the order of O(N4), where N is the number of atoms). In this
way, treating large molecular systems becomes almost non-practical.
Moreover, the combination of these two equations bears a striking resemblance to
those of Hartree-Fock theory. The difference between them is found on the fact that
the HF has no correlation being calculated whereas KS is a correlated method. To go
from the former to the latter, one only needs to replace the exchange energy by the
exchange-correlation one.
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C.2.1 The exchange-correlation functionals
The fact that the exchange-correlation functional is not known gives rise to the appearance
of several different ready to be employed by the user. Choosing the most appropriate
demands testing it against the class of materials being studied and the nature of the
physical-chemical problem.
The first functionals are based on two different approximations: the Local Density
Approximation (LDA) and Generalized Gradient Approximation (GGA). For the former,
the electron density varies locally whereas for the latter it also depends on gradient of it.
In well-behaviored systems, the electron density is smooth, almost constant, so, it does
not depend on its gradient, justifying the use of LDA for these cases. For heteroatomic
systems, this may not be true and GGA may become needed.
To refine even more the quality of the results, mainly the atomization energies, bond
lengths and vibrational frequencies, functionals called hybrid have been developed over
the three last decades. These functionals incorporate a portion of the exact exchange in
HF theory with exchange and correlation from other sources such as LDA and GGA.
These functionals are constructed by a linear combination of the HF exact exchange
functional and any other exchange-correlation functional. The weight of participation of
each component is typically found by fitting the predictions done by these functionals to
experimental results.
The most used hybrid functionals are B3LYP,[301, 302] PBE0,[303, 304] HSE[305]
and meta-hybrid GGA (as the Minnesota functionals)[306, 307]. Specifically, the B3LYP
functional which has been used throughout this thesis, is written in the form of:
EB3LY PXC = ELDAX +a0(EHFX −ELDAX )+ax(EGGAX −ELDAX )+ELDAC +ac(EGGAC −ELDAC ) (C.4)
Where EB3LY PXC stands for the exchange-correlation energy in the B3LYP scheme,
ELDAX the exchange energy in the LDA scheme, EHFX the exchange energy of HF, EGGAX
the exchange energy in GGA scheme, ELDAC the correlation energy in LDA scheme, and
EGGAC the correlation energy in GGA scheme. The parameters a0, ax and ac are the
weight of participation of each component and assume the values of 0.20, 0.72 and 0.81,
respectively. These parameters were determined beforehand by A. Becke by fitting the
analogous B3PW91 functional to a set of molecular parameters.[308]
This functional has been widely used for description of ground state properties of
molecular systems. However, a serious low accuracy appears when trying to describe
excited state properties and where the self-interaction problem becomes pathological.2
This drawback has limited the use of B3LYP functional for charge-transfer systems and
2The self-interaction problem consists on the fact that a electron can interact with itself. This leads
to problem of over-delocalization of the electron cloud since this electron tends to repulse itself.
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problems evolving the energies of the excited states of pi-conjugated materials (specially
long oligomers), for example.
This is not incompatible with its use in this thesis. The use of this functional to
determine ground state properties (such the geometry) is not questionable. To determine
excitation energies in the time-dependent domain, as it was performed in Chapter 7, it is
more problematic. However, it was used only as a support to the ZINDO/S method, to
estimate the discrepancy of this method with a high-level one. For the previsions done in
Chapter 2 concerning the calculation of excited state of fullerenes, this is less problematic.
The low-lying excitations which were calculated concern the electron cloud of fullerene
molecule only and this is not the case of charge-transfer states, as it is in Chapter 7.
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C.3 The ”RIJCOSX” approximation
In order to treat bigger molecules within DFT approach, several physical-mathematical
approximations have been proposed throughout the years since early 1980s.
Within wave-function-based methods, such HF and MP2, the Resolution of Identity
(RI) method is remarkable for its speedups in machine time. This approximation takes
into consideration that these wave-function methods have their key quantities expressible
in terms of products of basis functions of single particles, which are then expanded in a
set of auxiliary basis functions. This technique facilitates an efficient treatment of the
two-electron Coulomb repulsion integrals, needed to the Fock matrix.[309].
By extension, this technique can also be applied to hybrid DFT (for which the
exchange-correlation function has a contribution of the exact HF exchange energy) in
the formation of the Coulomb part of the Fock matrix. [310] Using this approxima-
tion only is able to present speedups in the order of 20% compared to no approximative
treatment. All this, at a very low accuracy price.
However, to harmonize these savings in a global speedup method, the exchange ma-
trix calculation also needed to be improved. This would lead to an efficient Fock-matrix
formation algorithm. Recently, Neese et al.[311] proposed an algorithm based on a semi-
numeric exchange matrix approximation that is called chain of spheres exchange (COSX).
The main idea behind the concept consists of constructing chains of shells of basis func-
tions that, for a given cutoff range, give non-negligible contribution to the exchange
matrix. An extensive explanation and details of implementation of this method is found
in the original publications of F. Neese’s group, for both ground[311] and excited [312]
states calculations.
Thus, the use of this combined methodology, RIJCOSX, allows one to, at a fairly low
accuracy price, compute properties of large molecules using accurate (double-, triple-,...ζ)
basis set functions. The gain in machine time can reach up to 60 times the one where no
numerical approximation is used.
This method is fully implemented in ORCA package[93] and it was quite appropriate
to work with these conditions in this thesis, based on the size of the molecular systems
being treated here.
Appendix D
Résumé Général
Le présent travail de thèse est axé sur les problématiques de stabilité des matériaux
accepteurs d’électrons employés au sein des couches minces des dispositifs de type photo-
voltaïque organique. Ces questions ont été traitées à la lumière d’un couplage expérience-
théorie, en comparant quelques voies de polymérisation des molécules de type C60 (c.f.
Figure E.1.(b)), conduisant aux polyfullerènes.
Largement utilisées au sein des dispositifs organiques, les molécules dérivées du C60,
tels le PC60BM et les dérivés d’indène-C60, se révèlent particulièrement sensibles aux
effets thermiques lorsqu’elles se trouvent mélangées à la matrice du polymère donneur
(majoritairement du poly(3-hexylthiophène), c.f. Figure E.1.(a)). Du fait de la différence
d’énergie de surface entre ces deux composés, la ségrégation de phases du dérivé de
fullerène devient inévitable, engendrant une réduction de l’aire d’interface et, de fait, une
dissociation des charges dans l’état excité.
Afin de pallier ce problème, plusieurs stratégies ont été proposées dans la littérature,
qui consistent principalement i) en l’utilisation d’additifs au sein de la couche mince,
ii) au greffage direct du fullerène sur le polymère donneur ou iii) en la polymérisation
du fullerène.C’est cette dernière hypothèse de travail que nous avons retenue pour étude
tout au long de cette thèse.
Six voies de synthèse de ces polymères ont été étudiées et les propriétés électron-
iques (énergie de l’orbitale LUMO, électroaffinité, électrophilicité, énergie de réorganisa-
tion, intégrale de transfert et mobilité électronique) qui en résultent ont été déterminées
au moyen de la modélisation numérique. Parmi ces voies de synthèse, le chemin dit
«ATRAP» («Atom Transfer Radical Addition Polymerization», ou polymérisation par
addition et transfert radicalaire d’atomes), a été privilégié pour la synthèse de nouveaux
matériaux, greffés de différentes chaînes latérales susceptibles d’entraîner un réglage fin
des propriétés de miscibilité au sein du polymère donneur. La Figure E.2 présente le
schéma général des molécules obtenues par cette voie de synthèse.
Les propriétés physico-chimiques des composés synthétisés, greffés de différentes chaînes
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(a) (b)
(c) (d)
(e) (f)
Figure D.1: Structures moléculaires du (a) Poly(3-hexylthiophène) régio-régulaire, (b) C60,
(c) PC60BM, (d) bis-PC60BM, (e) IC60MA et (f) IC60BA.
latérales, ont été déterminées au moyen de diverses techniques de caractérisation et leur
application dans des couches minces, au sein de dispositifs photovoltaïques, a été mise en
œuvre. Utilisés en tant qu’additifs, ces matériaux révèlent un potentiel de stabilisation
de la couche de P3HT/PC60BM, cette propriété n’affectant pas, pour autant, les perfor-
mances de la cellule. Le comportement de ces couches après soumission à un traitement
thermique a montré, à l’inverse, un phénomène de déstabilisation dont le mécanisme a
été, lui aussi, étudié par diverses techniques expérimentales.
Finalement, un mécanisme de dépolymérisation, induit par la lumière et/ou par la
chaleur, a été proposé. Dans ce processus, la rupture de la liaison chimique entre
le monomère et le fullerène est responsable de la création des défauts, comme de la
dépolymérisation, des phénomènes de cross-linking ou du réarrangement irréversible de
la couche mince. Cette rupture peut être soit thermiquement activée, soit induite par
l’état triplet du monomère, qui déstabilise la liaison.
Outre l’étude de ces composés, le présent travail s’est également intéressé i) à la
stabilisation de l’interface organique-inorganique au sein des dispositifs photovoltaïques,
ii) à la stabilisation de la chaîne latérale des polymères conjugués, ainsi que iii) à la
relation entre la géométrie de la molécule et sa réactivité avec l’oxygène moléculaire. Ces
études, menées en parallèle, nous ont conduit à proposer de nouveaux matériaux hybrides
du type donneur-accepteur, dérivés de l’hexabenzocoronène et capables de s’empiler pour
former des structures similaires à des cristaux liquides discotiques. Partant de l’ensemble
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Figure D.2: Structure générale des molécules synthétisées par la voie ATRAP.
Figure D.3: Réaction de dépolymérisation avec propagation en chaîne.
des conclusions tirées de ces travaux de thèse, deux composés ont été proposés, dont
les propriétés électroniques révèlent qu’il est possible de dessiner des matériaux à la fois
stables et efficaces pour une utilisation dans le domaine du photovoltaïque organique.
Ce travail de thèse s’est toutefois initialement intéressé à l’utilisation des molécules
dérivées du fullerène, à l’heure actuelle couramment employés au sein des couches minces,
et a étudié la possibilité de faire face aux problèmes que posent ces composés en envis-
ageant leur polymérisation par une voie radicalaire encore peu étudiée. Les matériaux
obtenus par cette méthode se sont montrés trop sensibles à la température et non appro-
priés à une utilisation en tant qu’accepteur d’électrons ou de stabilisateur morphologique
de la couche mince.
Les concepts physico-chimiques sous-tendant ce phénomène ont été étudiés et ont
abouti à la proposition, déjà émise par notre groupe de recherche, consistant à utiliser
des matériaux bidimensionnels en tant qu’accepteurs, de sorte à les rendre plus résistants
à la photo-oxydation et aux problématiques de stabilité morphologique.
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Figure D.4: Proposition de composés dérivés de l’hexabenzocoronène. Dans le cadre de ce tra-
vail, les substituants R envisagés correspondent soit à une chaîne dérivée du poly(3-isopropoxy-
thiophène), soit à une chaîne dérivée de benzo[1,2-b;3,4-b]dithiophene - co - thieno[3,4-c]pyrrole-
4,6-dione.
Appendix E
Zusammenfassung
Diese Arbeit konzentriert sich auf die Probleme der Stabilität der Elektronenakzeptor-
materialien in dünnen Schichten, welche in organischen Solarzellen Anwendung finden.
Vielversprechende Materialien in diesem Zusammenhang sind Polyfullerene. Für die Un-
tersuchung verschiedener Polymerisationsrouten für C60 Moleküle, dargestellt in Abb.
E.1.(b), wurden sowohl experimentelle, als auch theoretische Arbeiten wurden durchge-
führt.
Gegenwärtig werden als Akzeptormaterialien in organischen Bauelementen vor allem
Moleküle basierend auf C60 verwendet, wie beispielsweise PC60BM und indeneC60-Derivate.
Diese liegen in sogenannten bulk-heterojunction Solarzellen in einer Mischung mit mit
den Donor-Polymeren vor (z.B. Poly (3-hexylthiophen), siehe Abb. 1 E.1.(a)) und sind
insbesondere sensibel auf eine thermische Behandlung. Aufgrund der unterschiedlichen
Oberflächenenergien dieser Verbindungen, führt eine thermische Behandlung zu einer
Phasentrennung zwischen Donor und Akzeptormaterialien, wodurch die Grenzflächen
verringert werden und somit die Dissoziation von Exzitonen an diesen Grenzflächen ver-
ringert wird.
Um dies zu umgehen, sind verschiedene Strategien aus der Literatur bekannt, diese
beinhalten im Wesentlichen i) die Verwendung von Additiven in der dünnen Schicht,
ii) die Ankopplung des Fullerens direkt an das Donor-Polymer und iii) die Polymerisation
der Fulleren-Moleküle. Letztere Strategie wurde in dieser Diplomarbeit verfolgt.
Sechs verschiedene Synthesewege wurden angewandt und die elektronischen Eigen-
schaften (LUMO Orbitalenergie, Elektroaffinität, Elektrophilie, Reorganisationsenergie,
Transferintegral und Elektronenbeweglichkeit) wurden durch Molecular Modelling unter-
sucht. Unter diesen Synthesewegen wurde erwies sich schließlich die sogenannte ” ATRAP
” Route als erfolgreich (”Atom Transfer Radical Addition Polymerization”), welche bisher
wenig in der Literatur untersuchtwurde. Es wurden Polymere mit unterschiedlichen Seit-
enketten synthetisiert, die die Verbesserung der Löslichkeit in organischen SOLVANTS
und die Mischbarkeit im Donor Polymermaterial zeigen. Abbildung E.2 zeigt das allge-
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Figure E.1: Molekülstrukturen von (a) Poly (3-hexylthiophen), (b) C60, (c) PC60BM, (d)
bis-PC60BM, (e) IC60MA und (f) IC60BA.
meine Schema der auf diesem Weg gewonnenen Moleküle.
Die physikalisch-chemischen Eigenschaften der so synthetisierten Materialien mit ver-
schiedenen Seitenketten, wurden mit verschiedenen Charakterisierungstechniken unter-
sucht und ihre Anwendung in dünnen Filmen für Organische Photovoltaik getestet. Wenn
sie als Additive verwendet werden, können diese Materialien ein die Morphologie von
P3HT / PC60BM Schichten stabilisieren, während die Performance der Bauelemente na-
hezu unverändert bleibt. Eine Nach einer thermischen Behandlung führte überraschen-
derweise zu einer Destabilisierung der aktiven Schicht. Dieser Mechanismus auch wurde
mit mehreren experimentellen Techniken studiert.
Schließlich Depolymerisation Mechanismus durch Licht und / oder Wärme induzierter
vorgeschlagen. In diesem Prozess ist die Spaltung des Monomeren-Fulleren-Bindung zum
Erzeugen Defekte, wie Depolymerisation, Vernetzungen oder irreversible Neuanordnung
der dünnen Schicht verantwortlich. Diese Spaltung kann entweder thermisch aktivierte
oder vom Triplettzustand des Monomers, das ebenfalls destabilisiert diese Bindung in-
duziert werden.
Darüber hinaus beschäftigt sich diese Arbeit mit i) der Stabilisierung der organisch-
anorganischen Grenzflächen inphotovolaischen Bauelementen ii) der Stabilisierung der
Seitenketten von konjugierten Polymeren, sowie mit iii) dem Zusammenhang zwischen
der Struktur von Kohlenstoff-basierten Molekülen und der Reaktivität gegenüber moleku-
larem Sauerstoff.
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Figure E.2: Allgemeine Struktur der Moleküle, die durch die ATRAP Route synthetisiert
Figure E.3: Depolymerisation Mechanismus durch Licht und / oder Wärme induzierter
vorgeschlagen.
Diese Studien, parallel durchgeführt, fuhr zu dem Satz neuer Donor-Akzeptor-Hybrid-
materialien auf Basis von Hexabenzocoronen, die in der Lage Stapeln über sich selbst
zu supramolekularen ähnlich diskotische Flüssigkristalle Strukturen zu bilden. Aus den
Schlussfolgerungen dieses Dokuments wurden zwei Produkte vorgeschlagen, die elektron-
ischen Eigenschaften zeigen, dass es möglich ist, neue Materialien, die zur gleichen Zeit für
den Einsatz in der organischen Photovoltaik stabil und effizient sein kann, zu entwerfen.
Diese Arbeit hat sich auf die Untersuchung der elektronischen Eigenschaften von
Molekülen basierend auf C60 und wie ihre Polymerisation könnte eine Alternative zu
den bekannten morphologischen Stabilitätsprobleme geben konzentriert. Dann wurde
ein kürzlich radikalischer Polymerisation Route verwendet, um polymere Derivate der
Fullerene zu synthetisieren. Die so erhaltenen Materialien wurden geringe Beständigkeit
gegenüber Wärmebehandlung und damit angezeigt, nicht gebundenen Elektronenaccep-
torfähigkeiten oder morphologische Stabilisatoren innerhalb dünnen Schicht einer photo-
voltaischen Substanz eingesetzt werden.
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Figure E.4: Neuer Donor-Akzeptor-Hybridmaterialien auf Basis von Hexabenzocoronen
vorgeschlagen. Aus den Schlussfolgerungen dieses Dokuments wurden zwei Produkte vorgeschla-
gen: R = Poly (3-isopropoxy-thiophen) oder benzo[1,2-b;3,4-b]dithiophene - co - thieno[3,4-
c]pyrrole-4,6-dione.
Die physikalisch-chemischen Konzepte hinter diesen Phänomenen wurden untersucht
und mit dem Vorschlag, bereits vor dem von unserer Arbeitsgruppe durchgeführt, unter
Verwendung von zweidimensionalen Materialien als Elektronenakzeptoren, so dass sowohl
die Beständigkeit gegen Photooxidation und morphologischen Ausfall könnte zu verbessern
geführt gleichzeitig.
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