BAYESIAN INVERSE MODELING: ALGORITHMS AND APPLICATIONS IN GROUND WATER by Zhao, Yue






























In Partial Fulfillment 
of the Requirements for the Degree 
Doctor of Philosophy in the 












COPYRIGHT © 2020 BY YUE ZHAO 





























Dr. Jian Luo 
School of Civil and Environmental 
Engineering 
Georgia Institute of Technology 
 Dr. Jingfeng Wang 
School of Civil and Environmental 
Engineering 




Dr. Aris P. Georgakakos 
School of Civil and Environmental 
Engineering 
Georgia Institute of Technology 
 Dr. Emanuele Di Lorenzo 
School of Earth and Atmospheric 
Sciences 




Dr. Francesco Fedele 
School of Civil and Environmental 
Engineering 
Georgia Institute of Technology 
 Date Approved: 03/19/2020 
   















There many people who deserve recognition and thanks for their time and efforts in 
leading to the completion of this thesis. I would like to express my sincere gratitude to my 
advisor, Dr. Jian Luo for his support, guidance, encouragement, and equally importantly, 
an environment of high degree of autonomy to explore novel ideas and topics, and for 
conducting quality research. This work would not have been possible without his help. 
I would also like to acknowledge my committee members: Dr. Aris P. Georgakakos, 
Dr. Francesco Fedele, Dr. Jingfeng Wang and Dr. Emanuele Di Lorenzo for their 
constructive comments, suggestions and salient advice to help complete this thesis. 
I acknowledge our laboratory group members of enriching my life: Quan Guo, Jinge 
Huo, Ming Liu, Saubhagya Singh Rathore, Yuening Tang, Minjae Kim, and former lab 
members Chunhui Lu and Rulan Gong. I also acknowledge the members of the Water 
Resources Engineering and the friends I have made in Atlanta; special thanks to Yuzhi 
Guo, Shihyu Huang, Martin Jang, Longde Jin, Fangzhou Liu, Xiaofeng Liu, Mahdi 
Roozbahani, Yao Tang, Bo Wang, Tongtong Xu.  
I would also like to extend my gratitude to the following people who have helped in 
various ways: to Dr. Deqiang Mao for him providing me field data; to Fangzhou Liu for 
friendship, mind-stimulating discussions; to Ming Liu for the relentless encouragement in 
pursuing knowledge in computational science and engineering; to Saubhagya Singh 
Rathore for the reminders whenever my priorities become sidetracked. 
 v 
Finally, I would like to express my wholehearted gratitude to my parents for their 
unconditional love, timely encouragement and endless patience not only to complete this 
thesis but also to take a journey of my life this far.  
  
 vi 
TABLE OF CONTENTS 
ACKNOWLEDGEMENTS iv 
LIST OF TABLES viii 
LIST OF FIGURES ix 
LIST OF SYMBOLS AND ABBREVIATIONS xi 
SUMMARY xiv 
CHAPTER 1. Introduction 1 
1.1 Markov Chain Monte Carlo (MCMC) 3 
1.2 Geostatistical Approach (GA) 4 
1.3 Organization of Thesis 4 
CHAPTER 2. Literature review 6 
2.1 Formulation of Bayesian Inverse Problems 6 
2.2 Ensemble-Based Bayesian Inverse Approach 10 
2.3 Non-Ensemble-Based Bayesian Inverse Approach 14 
CHAPTER 3. Stochastic Gauss-Newton with Broyden method 18 
3.1 Introduction 18 
3.2 Principal Component Analysis 21 
3.3 Stochastic Gauss-Newton 24 
3.4 Quasi-Newton Method - Broyden Method 26 
3.5 Diagnostics of Convergence 28 
3.6 Numerical Experiments 28 
3.6.1 Effectiveness of Broyden Method in SGN 32 
3.6.2 Compare BSGN with other MCMC algorithms 38 
3.6.3 Computational Cost for Different Resolutions 43 
3.7 Conclusion 45 
CHAPTER 4. Upscaling MCMC for hydraulic tomography 46 
4.1 Introduction 46 
4.2 Principal Component Analysis and Upscaling Approach 49 
4.3 Stochastic Newton and Broyden’s Algorithm 53 
4.4 Application to Hydraulic Tomography 55 
4.4.1 Problem Setup 55 
4.4.2 Results and Discussion 59 
4.5 Conclusion 67 
CHAPTER 5. Reformulation of geostatistical approach on principal 
components 69 
5.1 Introduction 69 
5.2 Method 71 
 vii 
5.2.1 Reformulation of Inverse Problem 71 
5.2.2 Linear Model 73 
5.2.3 Quasilinear Model 75 
5.3 Generating Conditional Realizations 77 
5.4 Relation to Textbook GA 78 
5.4.1 The 𝝃 Form 78 
5.4.2 The 𝜦 or Cokriging Form 79 
5.5 Numerical Experiments 81 
5.6 Conclusion 88 
CHAPTER 6. Upscaling principal component geostatistical approach 
(UPCGA) 89 
6.1 Introduction 89 
6.2 Upscaling Principal Component Geostatistical Approach (UPCGA) 92 
6.3 Numerical Experiments 96 
6.3.1 Case1. Inversion of a Multi-Gaussian Random Field via Steady-State 
Sequential Pumping Tests 97 
6.3.2 Case 2. Inversion of a Structured Heterogeneous Field via Steady-State 
Sequential Pumping Tests 106 
6.3.3 Case 3. Inversion of a Multi-Gaussian Random Field via Transient 
Sequential Pumping Tests 114 
6.3.4 Discussion on Upscaling Effects 118 
6.4 Conclusion 122 
CHAPTER 7. Application of UPCGA to real world data 124 
7.1 Introduction 124 
7.2 Joint Inversion by UPCGA 128 
7.3 Real World Data Inversion 130 
7.4 Conclusion 139 




LIST OF TABLES 
Table 1 Numerical experiment setup. 30 
Table 2 Statistics of computational performances of BSGN and SGN. 33 
Table 3 Summary of computational costs of BSGN, HMC and MALA. 39 
Table 4 Geostatistical and hydrological parameters for the synthetic inverse 
problem. 
58 
Table 5 Geostatistical and hydrological parameters for the synthetic inverse 
problems. 
83 
Table 6 Geostatistical and hydrological parameters for the synthetic inverse 
problem Case 1. 
99 
Table 7 Parameters for the synthetic inverse problem Case 2. 109 
Table 8 Computational performances for Case 2. Statistics of 512×512 
resolution is based on results of PCGA. 
113 
Table 9 Parameters for the synthetic inverse problem Case 3. 116 




LIST OF FIGURES 
Figure 1 True field for the numerical experiment. 31 
Figure 2 Reproduction of the measurements. 35 
Figure 3 Inversion results using BSGN and SGN. 37 
Figure 4 Comparison of inversion results between BSGN, HMC and MALA. 41 
Figure 5 Reproduction of measurements. 42 
Figure 6 Computational time and numbers of forward model runs for different 
problem sizes using BSGN. 
44 
Figure 7 Parameters in forward model, log10 hydraulic conductivity and well 
setups. 
57 
Figure 8 Computational time and numbers of forward model runs for the 
upscaled approach on different grid resolutions. 
60 
Figure 9 Reproduction of measurements. 62 
Figure 10 Comparison of inversion results of a single random field using 
forward solvers on different grids. 
64 
Figure 11 Inversion results of 10 different random fields. 66 
Figure 12 Random fields for two numerical experiments on 1024×1024 
resolution. Field with Gaussian covariance function on left, field 
with exponential function on right. 
84 
Figure 13 Inversion results for the case with Gaussian covariance function. 86 
Figure 14 Inversion results for the case with exponential covariance function. 87 
Figure 15 True random field with 𝟓𝟏𝟐 × 𝟓𝟏𝟐 resolution. 98 
Figure 16 MAP estimates (the first row) and uncertainty quantifications (the 
second row) for Case 1. Solutions on 𝟓𝟏𝟐 × 𝟓𝟏𝟐 resolution is solved 
by PCGA. 
101 
Figure 17 Computational costs for Case 1. Statistics of 512×512 resolution is 
based on results of PCGA. 
103 
 x 
Figure 18 Results accuracy facts for Case 1. Statistics of 512×512 resolution is 
based on results of PCGA. 
105 
Figure 19 True structured field with 𝟓𝟏𝟐 × 𝟓𝟏𝟐 resolution. 108 
Figure 20 MAP estimates (the first row) and uncertainty quantifications (the 
second row) for Case 2. Solutions on 512×512 resolution is solved 
by PCGA. 
111 
Figure 21 True structured field with 512×512 resolution (Exponential 
covariance function). 
115 
Figure 22 MAP estimates (the first row) and uncertainty quantifications (the 
second row) for Case 3. 
117 
Figure 23 Scatter plots of the forward model outputs on the upscaled fields 
versus the forward model output on the original field, and the 
histograms of the deviations. 
119 
Figure 24 Left: Spatially averaged true field on 16×16 resolution. Middle: An 
estimate of the spatially averaged true field on 16×16, constructed 
by the principal component coefficients. Right: An estimate by direct 
inversion on the 16×16 resolution. 
121 
Figure 25 Setup of installed wells in the coalmine area. 126 
Figure 26 Draw down curves for the water inrush in the coalmine area and the 
pumping test. 
127 
Figure 27 Best estimates of the logarithmic hydraulic conductivity field and the 
logarithmic storage field. 
133 
Figure 28 Variance maps of the logarithmic hydraulic conductivity field and 
the logarithmic storage field. 
135 
Figure 29 Reproduction of measurement for pumping test. 137 




LIST OF SYMBOLS AND ABBREVIATIONS 
𝐲 Available measurement. 
f Forward model. 
ϵ Error involved in the measurement equation. 
𝐬 Interested random variable in the inverse problem. 
𝓡 Regularization term. 
𝐓 Tikhonov regularization matrix. 
υ Parameter for regularization term. 
𝐑 Covariance matrix of the error term ϵ. 
σ2 Variance of the error term ϵ when it is assumed as i.i.d.. 
𝓵 Loss function derived from posterior distribution. 
𝐂 Covariance matrix of 𝐬. 
𝐕 All the principal component. 
𝐯 One principal component. 
𝐃 Diagonal matrix storing all eigenvalues after eigen decomposition. 
𝐕k Truncated, the first k principal components. 
𝛍𝐬 Mean vector of the interested random variable. 
𝐚 Reduced random variable, principal component coefficient. 
𝚺a Covariance matrix of 𝐚. 
𝐀 Hessian matrix of loss function ℓ. 
𝐇𝐚 Jacobian matrix of principal component coefficient 𝐚. 
𝛃 Drift coefficient. 
𝐇𝛃 Jacobian matrix of drift coefficient 𝛃. 
 xii 
?̅?′𝐚 Jacobian matrix of principal component coefficient 𝐚 in quasi-linear 
approach. 
?̅?′𝛃 Jacobian matrix of drift coefficient 𝛃 in quasi-linear approach. 
?̅?′𝐚,𝛃 Jacobian matrix of principal component coefficient 𝐚 and drift coefficient 
𝛃 in quasi-linear approach. 
?̅?′𝐚𝐪,𝛃𝐪 Jacobian matrix of principal component coefficient 𝐚 and drift coefficient 
𝛃 for logarithmic storage coefficient in quasi-linear approach. 
K Hydraulic conductivity. 
𝐔 Upscaling matrix. 
𝐬2 Upscaled interested random variable. 
𝛜2 Error in measurement equation for upscaled forward model. 
δ A small delta parameter for the matrix-free approach. 
𝐗 Drift of mean. 
𝛏 Intermediate variable in the quasi-linear approach. 
𝚲 Matrix in cokriging inverse approach. 
𝐗′ Upscaled drift of mean. 
𝐕k
′  Upscaled, truncated principal components. 
𝐪 Logarithmic storage coefficient. 
𝐘 Drift of mean of 𝐪. 
𝐖k Truncated, the first k principal components of 𝐪. 
𝐰 Principal component of 𝐪. 
𝛃𝐪 Drift coefficient of 𝐪. 
𝐚𝐪 Reduced random variable, principal component coefficient of 𝐪. 
𝐘′ Upscaled drift of mean of 𝐪. 
𝐖k
′  Upscaled, truncated principal components of 𝐪. 
𝛜2,2 Error involved in the measurement equation given f(𝐬, 𝐪). 
 xiii 
𝐑𝟐,𝟐 Covariance matrix of 𝛜2,2. 
σ2,2
2  Variance of the error term 𝛜2,2 when it is assumed as i.i.d.. 
 xiv 
SUMMARY 
Inverse estimation of spatially-correlated parameter fields is essential in a variety 
of scientific disciplines, including hydrology, geology, geophysics, natural resources, 
environmental sciences and engineering, etc. Classical stochastic sampling approach, such 
as Markov Chain Monte Carlo (MCMC), and optimization approach, such as geostatistical 
approach (GA), are capable of solving inverse problems having a modest size of 103-104 
unknowns with fast forward model evaluation. However, the computational cost becomes 
unaffordable for large-dimensional inverse problems with 106 unknowns on fine-resolution 
parameter fields. In this thesis, we develop new, efficient and accurate algorithms for both 
stochastic sampling approach and geostatistical approach within a Bayesian framework and 
test the efficacy using synthetic and field data for inverse estimation of large-dimensional 
hydrogeological parameter fields, including hydraulic conductivity and specific storage.  
For stochastic sampling, the stochastic Newton algorithm is employed to propose 
effective samples to speed up convergence, taking advantage of the local structure of 
posterior distribution. A quasi-Newton algorithm is incorporated into stochastic Newton to 
accelerate the sampling process by reducing the number of forward model evaluations. For 
the application of hydraulic tomography, an upscaling approach is applied to reduce the 
computational time of each forward model evaluation while still preserves the inverse 
accuracy. The proposed approach is validated via numerical experiments using synthetic 
datasets. 
For geostatistical approach, we reformulate the quasi-linear geostatistical approach 
onto principal component coefficients that significantly reduces the number of forward 
 xv 
model runs, and benefits post-solution uncertainty analysis and generation of conditional 
realizations. This approach yields a more scalable normal equation system that is 
particularly advantageous for inverse problems with a large number of measurements, and 
therefore will potentially become popular in ‘big data’ era. The computational efficiency 
is improved further by combining an upscaling approach, which significantly lowers the 
running time of forward model evaluations. The proposed approach is successfully applied 
to both synthetic and field cases. 
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CHAPTER 1.  INTRODUCTION 
In groundwater hydrology, aquifer simulations contribute to a better understanding 
of groundwater flow and transport behavior that can be exploited to guide in-situ 
remediation or groundwater resources management. An aquifer simulation requires 
characterization of hydrogeologic properties such as hydraulic conductivity and specific 
storage coefficient, which are inherently heterogeneous in space. In hydrogeology, local-
scale estimates of hydraulic conductivities can be obtained by laboratory measurements of 
core samples [Klute and Dinauer, 1986a]. However, high costs in drilling wells on highly 
discretized grids hamper a broader application of this approach in field practice. Therefore, 
characterization of hydraulic conductivity is usually achieved by inference from indirect 
measurements such as slug tests, pumping tests, tracer tests, etc. [Cardiff et al., 2009; 
Cirpka et al., 2007; Fienen et al., 2006]. The inference approach is also called as an inverse 
approach as it derives input parameters from measurable outputs. This thesis mainly 
focuses on inverse modeling of large-dimensional hydrogeologic parameter fields such as 
hydraulic conductivity, as it is usually considered as the major uncertainty source in aquifer 
simulations. Certainly, the proposed research approaches and computational algorithms 
can be readily extended to invert random fields of other physical properties in a variety of 
scientific disciplines, including hydrology, geology, geophysics, natural resources, 
agriculture, environmental sciences and engineering, etc. 
An inverse problem can be conveniently formulated in a Bayesian framework 
[Gavalas et al., 1976], which produces a posterior distribution constrained by the 
likelihood function that encodes the data information and the prior that described the most 
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favorable patterns of the underlying field. Both ensemble-based and non-ensemble-based 
computational approaches are proposed for solving Bayesian inverse problems. 
Representative members from each category are Markov chain Monte Carlo (MCMC) 
[Geman and Geman, 1984a; Hastings, 1970] and the geostatistical approach (GA) 
[Hoeksema and Kitanidis, 1984; Kitanidis, 1995]. Classical inverse approaches are capable 
of estimating parameter fields such as hydraulic conductivities with a modest size of 103-
104 unknowns based on hydrogeologic testing measurements. However, if the dimension 
increases to 106, the computational cost becomes prohibitive. Continued efforts have been 
dedicated to improve the computational efficiency of these approaches in the past decades 
[Cui et al., 2011; Cui et al., 2014; Efendiev et al., 2005; Lin et al., 2017; Liu and Kitanidis, 
2011]. However, due to the growing demand of high-resolution characterization of the field 
and the complexity of forward models, the computational cost of solving a high-
dimensional Bayesian inverse problem with millions of unknowns remains prohibitive.  
The main goal of this thesis is to improve the efficiency of MCMC algorithm and 
geostatistical approach for large-scale and high-dimensional Bayesian inverse problems in 
hydrogeology. For MCMC, we propose to incorporate a quasi-Newton approach, the 
Broyden method, and an upscaling approach into a stochastic Newton framework to reduce 
the computational cost of running forward models during the sampling process. For the 
geostatistical approach, we propose a reformulated framework of the principal component 
geostatistical approach (PCGA) [Kitanidis and Lee, 2014], which is a quasi-linear 
approach, and an upscaling approach to improve its scalability, named as the upscaling 
PCGA (UPCGA). The proposed algorithms are validated by various numerical 
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experiments: transient pumping data inversions, hydraulic tomography problems and joint 
inversions of hydraulic conductivity and specific storage using field data. 
1.1 Markov Chain Monte Carlo (MCMC) 
MCMC is an ensemble-based approach that achieves the inference by simulating a 
large number of samples from the posterior distribution. MCMC is of particular interest in 
practice because of its statistical rigorousness. However, MCMC does not initiate the 
simulation of posterior samples before the convergence. The excessive number of forward 
model evaluations by running Markov chains in this process limits its applications in large-
scale hydrogeological inverse problems, especially when the forward models are 
computationally expensive. To achieve a more computationally efficient MCMC 
algorithm, several approaches are proposed: 
(1) Principal component analysis (PCA) is assimilated into the stochastic Newton 
(SN) algorithm to achieve a reduced sampling space and a lower computational 
cost of the approximated Hessian.  
(2) Employ a quasi-Newton (Broyden) algorithm to update Jacobian matrices 
between consecutive iterations. The quasi-Newton approach computes the 
Jacobian matrix approximation with only one forward model evaluation, and thus 
improves the sampling efficiency. 
(3) By recognizing principal component coefficients as a group of latent variables, 
an upscaling approach is proposed so that the inversion can be achieved by only 
evaluating the forward model on a coarse resolution, which substantially reduces 
the computational overhead of each forward model run. 
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1.2 Geostatistical Approach (GA) 
The geostatistical approach is an optimization-based approach for Bayesian inverse 
problems. Instead of characterizing the entire posterior distribution, the geostatistical 
approach only finds the maximum a posteriori (MAP) estimate, usually denoted as “the 
best estimates, and provides the associated uncertainty by its posterior covariance matrix 
[Kitanidis, 1996]. Therefore, compared with MCMC, the geostatistical approach requires 
a much smaller computational budget. However, for Bayesian inverse problems with 
highly parameterized conductivity fields, the computational overhead of the geostatistical 
approach is still a practical issue. This thesis mainly makes three contributions to the 
geostatistical approach: 
1) PCGA is reformulated into a more scalable form, providing a normal equation 
system whose dimensionality is independent of the number of measurements. 
This approach is more advantageous for inversion of big dataset. 
2) The reformulated approach also offers a more intuitive way of computing 
Jacobian matrices and conditional realizations. 
3) An upscaling approach is incorporated into the reformulated geostatistical 
approach by utilizing the principal component coefficients as a group of latent 
variables. The new approach is named as UPCGA that accelerates the inversion 
and uncertainty quantification by merely running the coarse-grid forward model. 
1.3 Organization of Thesis 
The following of this thesis is composed of six chapters. In CHAPTER 2, a literature 
review regarding Bayesian inverse modeling, MCMC and geostatistical approach is 
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provided. In CHAPTER 3 and CHAPTER 4, we propose a new MCMC sampling 
approach, and validate it by several numerical experiments with synthetic data. In 
CHAPTER 5 and CHAPTER 6, we propose the reformulated geostatistical approach and 
the upscaling approach on top of it, which are validated by numerical experiments with 
synthetic data. In CHAPTER 7, the performance of UPCGA is scrutinized further by 
inverting real world data. In CHAPTER 8, we close the discussion by concluding remarks 
and potential future research direction. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 Formulation of Bayesian Inverse Problems 
A measurement equation is fundamental to understand the concept of inverse 
problem, which can be generally described as: 
 𝐲 = f(𝐬) + 𝛜 (1) 
where 𝐲 ∈ ℝn×1 represents the available data; 𝐟 represents the forward model, which is 
mainly a physical process described by a group of governing equations and solved by 
numerical solvers; 𝐬 ∈ ℝm×1 represents the interested variables to be estimated by the 
inverse approach and 𝛜 represents errors involved in the forward process, which can be 
from oversimplification of physical models, random measurement error, numerical solver 
error, etc. In hydrogeological applications, variable 𝐬, with hydraulic conductivity as the 
most representative member, is often recognized as the main source of uncertainty 
[Carrera and Neuman, 1986; Kitanidis, 1996, 1997], whose characterization is required 
for a trustworthy model simulation. In practice, one way to estimate hydraulic conductivity 
in a local scale is by core samples [Klute and Dinauer, 1986b]. However, the high expenses 
of well drilling prevents this method from broader applications. On the other hand, the 
acquisition of 𝐲 data, which could be head data, tracer concentration data, or temperature 
data, is more convenient compared with that of 𝐬. Therefore, in a real world application, 
the problem is usually processed in an ‘inverse’ way: the estimate and the uncertainty of 𝐬 
are usually inferred by the available measurements 𝐲. The inverse problem can be viewed 










where  𝐬 ∈ ℝm×1 represents the best estimate of 𝐬 given the available data 𝐲. However, in 
real world applications, the high-dimensional unknown 𝐬 and the sparse observational 
measurements 𝐲 incurs extraordinary high parameter-to-data sensitivity and ill-posed 
properties to this optimization problem. To mitigate the inherent instability and non-
uniqueness of inverse problems, regularizations are required.  
The form of the regularization term ℛ(𝐬) is problem dependent. Tikhonov 
regularization is one of the most popular ones in inverse problems. A Tikhonov 
regularization term can be formulated as: 
 ℛ(𝐬) = ‖𝐓𝐬‖2 (3) 
where 𝐓 is called Tikhonov matrix. The Tikhonov regularization term imposes smoothness 
onto the solution of the optimization problem in Equation (2) and thus compensate its non-
uniqueness. As a smoothing operator, matrix 𝐓 has various forms in different applications. 






‖𝐲 − f(𝐬)‖2 + υ‖𝐓𝐬‖2 (4) 





‖𝐲 − f(𝐬)‖2 + υ‖𝐓𝐬‖2 (5) 
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where υ is usually a tuning parameter that controls the relative weights between the fitting 
to the observational data and the smoothness of the solution 𝐬.  
The formulation of the inverse problem can also be interpreted from a Bayesian view. 
According to Bayes’ rule, the posterior distribution p(𝐬|𝐲) of the unknown parameter 𝐬 is 
proportional to the product of its prior distribution p(𝐬) and the likelihood of the 
observational data p(𝐲|𝐬) 
 p(𝐬|𝐲) ∝ p(𝐲|𝐬)p(𝐬) (6) 
The likelihood encodes information from observational data and the prior provides the 
former beliefs about 𝐬, both of which constrain the posterior distribution. For a zero-mean 







𝐑−1(𝐲 − f(𝐬))) (7) 
where 𝐑 represents the covariance matrix of the error 𝛜. A zero-mean Gaussian prior can 
be described as  
 




where (𝐓T𝐓) acts as the inverse of the covariance matrix. Following Equation (6), the 
posterior distribution is  
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‖𝐲 − f(𝐬)‖2 + ‖𝐓𝐬‖2)) (10) 
If σ2 = υ, the posterior distribution is proportional to the exponential of a negative loss 
function 
 p(𝐬|𝐲) ∝ exp(−ℓ(𝐬)) (11) 
Therefore, to find the parameter 𝐬 that minimizes the loss function in Equation (5) equals 
to find the 𝐬 that maximizes the posterior in Equation (10), and the inverse problem given 
an explicit loss function is formulated as a Bayesian inverse problem. 
The regularization terms in inverse problems, or the prior distribution in Bayesian 
inverse problems have various forms. Chen et al. [2008] solved an inverse problem by an 
optimization method, where the regularization term is selected as the second norm of the 
interested variable. In this case, the Tikhonov matrix is a scaled identity matrix 𝐓 = λ𝐈, 
and the regularization term is ℛ(𝐬) = λ2‖𝐬‖2. From a Bayesian perspective, it equals to 




Liu and Kitanidis [2011] leverage the connection between optimization and Bayesian 
inverse problems to employ a sparse Tikhonov matrix to enforce the smoothness of the 
inversion result.  
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Another widely accepted form of the covariance matrix, especially in ground water 
research area, the one defined by geostatistical covariance function [Matheron, 1963]. This 
form has been applied to plenty research in hydrogeological applications [Kitanidis, 1995, 
1996; Lee et al., 2018; Liu et al., 2002; Liu et al., 2007; Nowak and Cirpka, 2006a].  
By adding regularization terms or priors, a well-posed Bayesian inverse problem is 
formulated and has a unique solution. The extra advantage of using prior in Bayesian 
approach is to provide uncertainty quantifications for the best estimate. Various 
computational approaches has been developed to seek for solutions of Bayesian inverse 
problems, which can be divided into two categories: the ensemble-based approach and the 
non-ensemble-based approach. 
2.2 Ensemble-Based Bayesian Inverse Approach 
Ensemble-based Bayesian inverse approaches provide the best estimate and the 
uncertainty quantifications via samples or approximated samples from the posterior 
distribution. Among all the ensemble-based approaches, the most representative members 
are randomized maximum likelihood (RML), ensemble Kalman filter (EnKF) or smoother, 
and MCMC. 
RML is firstly proposed by Kitanidis and Vomvoris [1983b], which can provide exact 
samples for Gaussian posterior distribution, or produces approximated samples from non-
Gaussian posterior distribution. The essential idea of RML is to maximize several 
perturbed posterior distributions to form an ensemble of approximated samples. This 
approach has been successfully applied to inversion of heat tracer data and history 
matching problems [Khaninezhad and Jafarpour, 2014; Zhang et al., 2014]. 
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Ensemble Kalman filter is also in great favor for solving Bayesian inverse problems, 
which has a close connection to RML [Reynolds et al., 2006]. However, EnKF does not 
requires any explicit computation of the parameters’ gradient, instead, EnKF updates the 
parameter field via covariance matrix of simulated forward model output. EnKF has been 
making great progress in the past a few years. Reynolds et al. [2006] exploits the 
relationship between EnKF and Gauss-Newton optimization to invent a new EnKF 
approach that admits an explicit gradient computation but achieves a faster convergence. 
Zhou et al. [2012] proposes a normal-score transformation to preprocess the inverted field 
and the measurements to adapt them to the Gaussian assumption of EnKF. The proposed 
approach demonstrates its ability to handle hydraulic conductivity field with non-Gaussian 
statistics. Zhang et al. [2018] proposes an iterative local updating EnKF to deal with multi-
modal posterior distribution.  
Compared with the aforementioned approaches, which rely on Gaussian assumption 
or approximation of the posterior distribution, MCMC is a more statistically strict approach 
that simulates samples from the exact posterior. The samples simulated by running a 
stochastic process, which is a Markov chain in this specific case, are correlated samples 
from the posterior, if the Markov chain is constructed correctly. Therefore, by retaining 
samples every a few iterations on the chain, a description of the posterior can be achieved 
by their summary statistics.  
Two most classical MCMC methods are the Metropolis algorithm and the Gibbs 
algorithm [Geman and Geman, 1984b; Hastings, 1970], which established the cornerstone 
of MCMC and its application in Bayesian hierarchical model or probabilistic graphical 
model. Metropolis algorithm can be regarded as a random walk algorithm that explores the 
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solution space randomly. These two classical MCMC methods have been applied to 
analysis of tracer test [Fienen et al., 2006; Zhao et al., 2018], which can be formulated and 
solved efficiently as a linear Bayesian inverse problem. In these two applications, even 
though the posterior distributions of the transfer function and the reaction rate coefficient 
are complicated, non-traditional distributions, the results of the inversion indicates that 
when the forward simulation is cheap, the Metropolis algorithm and the Gibbs algorithm 
is capable of solving Bayesian inverse problems. 
Despite of its capability in sampling complicated posterior distributions, the 
efficiency of the Metropolis algorithm and the Gibbs algorithm can be highly deteriorated 
by randomness, especially in highly parameterized Bayesian inverse problems. Therefore, 
to collect sufficient samples for inference, the chain needs to run tens of thousands or even 
more iterations. Besides, as forward models of hydrogeological inverse problems are 
computationally expensive, the computational overhead of MCMC becomes 
unmanageable. The huge computational cost raises one of the most important concerns 
about the Metropolis algorithm, which is to improve its efficiency in exploring the posterior 
distribution, and to decrease the number of forward simulations during the inversion 
process. Such concerns prompt the development of new algorithms that incorporate the 
gradient of the loss function ℓ into the Metropolis to suppress the randomness of the 
exploration [Cui et al., 2011; Efendiev et al., 2005; Fu and Gómez-Hernández, 2009; 
Martin et al., 2012]. 
One of the most favorable gradient-based MCMC methods is the Metropolis-
adjusted Langevin algorithm (MALA), which are proposed by Roberts and Tweedie 
[1996]. Compared with the complete randomness within the Metropolis algorithm, MALA 
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proposes a sample by a combination of a deterministic step and a random-walk step. The 
deterministic step in MALA requires the gradient of the loss function with respect to the 
random variable, which can be regarded as a gradient descent step. After a gradient descent 
step is done, a scaled random walk step is implemented to the random variable, whose 
covariance matrix can be defined as the identity matrix or the prior covariance matrix. The 
new sample of the random variable is used as a proposal for the Markov chain. MALA can 
also push the performance further by taking advantage of the local manifold structure of 
the loss function [Girolami and Calderhead, 2011].  
Another popular member in the MCMC society is the Hamiltonian Monte Carlo 
algorithm (HMC) [Neal, 2011]. HMC is also a member of Metropolis algorithms, which 
simulates the Hamiltonian dynamics that can be recognized as several gradient descent 
steps. The multi-step mechanism of HMC also contributes to an elimination of oscillation 
when the chain is running toward the posterior distribution. Thus, the convergence speed 
of HMC is usually faster than that of the MALA due to its higher efficiency. The efficiency 
of HMC can also be further improved by incorporating information of local manifold 
structures [Girolami and Calderhead, 2011], which is modified and applied by Bui-Thanh 
and Girolami [2014] to solve a large-scale Bayesian inverse problem. However, instead of 
iteratively computing the Gauss-Newton Hessian, which coincidently is the Fisher 
information matrix in this case, Bui-Thanh and Girolami [2014] applied a fixed Gauss-
Newton Hessian of the maximum a posterior (MAP) point through the whole sampling 
process. The results indicate that the simplified RHMC is well capable of solving a large-
scale Bayesian inverse problem. 
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Inspired by the idea of exploring local structures of the posterior, we also realized 
the importance of harnessing curvature information in a gradient-based MCMC algorithm. 
Martin et al. [2012] designed a Metropolis algorithm that proposes proposal samples 
imitating  the Newton optimization algorithm, the stochastic Newton algorithm. To avoid 
the computational overhead of computing and storing the Hessian matrix, the authors also 
adopted a Hessian-free approach that is based on the Lanczos algorithm [Lanczos, 1950]. 
Owing to the efficient exploitation of the local curvature information, the stochastic 
Newton algorithm out performs the MALA algorithm in their numerical experiments.  
In this thesis, by employing a PCA in the original variable space, the exact 
computation of a Gauss-Newton approximation of the Hessian matrix becomes practical, 
therefore, we combined the Gauss-Newton algorithm with the Metropolis algorithm to 
explore the posterior distribution.  
2.3 Non-Ensemble-Based Bayesian Inverse Approach 
Contrast to the ensemble-based Bayesian inverse approach, non-ensemble-based 
approach directly searches for the MAP estimate of the posterior distribution without 
simulating any conditional realizations, which is usually achieved by optimization 
algorithms. The associated uncertainty of the MAP estimate is mostly computed by its local 
covariance matrix. Therefore, non-ensemble-based approaches can hardly be employed in 
scenarios where further Monte Carlo simulations using conditional realizations are called 
for. However, the non-ensemble-based approach usually possess higher computational 
efficiency, as the number of forward model evaluations is usually lower using this 
approach.  
 15 
Researchers have made continued dedications to improve the efficiency of these 
optimizations algorithms. Hu et al. [2011] proposes an approximated Hessian 
preconditioned conjugate gradient approach to solve seismic wave inversion problems. 
Bui-Thanh et al. [2012] proposes a conjugate gradient approach that combined with a 
randomized approximating algorithm for Hessian. This approach is also validated in a 
seismic wave Bayesian inverse problem. 
In hydrogeology, by embracing a geostatistical description of the prior covariance 
matrix [Matheron, 1963], the geostatistical approach was proposed to solve Bayesian 
inverse problems. Two representative geostatistical approaches are the quasi-linear 
geostatistical approach and the Successive Linear Estimator (SLE). SLE is a cokriging-like 
geostatistical approach that produces a linear estimator with successive assimilation of 
nonlinear relationship in the forward model [Yeh et al., 1995; Yeh et al., 1996]. Its 
effectiveness and efficiency have been validated in various applications, especially in 
hydraulic tomography problems [Liu et al., 2002; Yeh and Liu, 2000; Zhu and Yeh, 2005; 
Zhu and Yeh, 2006]. Recently, to expand the application realm of SLE, Karhunen-Loeve 
expansion is incorporated into it to construct a reduced-order SLE for large-scale hydraulic 
tomography problems [Zha et al., 2018]. 
Among the members of non-ensemble-based approaches, this thesis mainly focuses 
on the geostatistical approach (GA) proposed by Hoeksema and Kitanidis [1984]; Kitanidis 
and Vomvoris [1983a]; Kitanidis [1995], which is an iterative quasi-linear approach. The 
quasi-linear geostatistical approach also has a close relation to Gauss-Newton optimization 
and cokriging [Nowak and Cirpka, 2004], and thus has high efficiencies in solving 
Bayesian inverse problems. However, for highly-parameterized Bayesian inverse problems 
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that admit high-resolution hydraulic conductivity fields, the geostatistical approach still 
calls for special implementations to abate the computation overhead [Lee and Kitanidis, 
2014; Liu and Kitanidis, 2011]. The reasons lie in two aspects: firstly, numerical simulation 
of forward models needs to be performed on a high-resolution grid for multiple times; and 
secondly, the large number of unknowns increases the cost of matrix computation during 
the inversion.  
In the past a few decades, many researchers have devoted to reducing the 
computational cost of the quasi-linear approach. Nowak et al. [2003] employed an FFT (the 
fast Fourier transform) algorithm for efficient computations of the cross-covariance matrix, 
which was later applied to a sandbox inverse problem [Nowak and Cirpka, 2006a]. Liu and 
Kitanidis [2011] proposed a sparse prior covariance matrix that can be recognized as a 
general smoothing operator, which facilitates the storage and the computation of the 
covariance matrix. This sparsely formulated approach was validated in a sandbox hydraulic 
tomography problem. For large-scale linear geostatistical inverse problems, Ambikasaran 
et al. [2013] and Saibaba et al. [2012] proposed hierarchical matrices to accelerate the 
solving process. For Bayesian inverse problems with large volume of observational data, 
Klein et al. [2017] proposed a preconditioned conjugate gradient algorithm, and Lin et al. 
[2017] proposed a randomized data reduction algorithm to condition the quasi-linear 
approach. For inversion of time series data, such as pumping and tracer tests, the concept 
of temporal moments was applied. Instead of running the transient forward model hundreds 
or even thousands of times, the temporal moment approach transforms them to be steady-
state for faster forward model evaluations [Li et al., 2005; Nowak and Cirpka, 2006a; 
Pollock and Cirpka, 2008; Yin and Illman, 2009; Zhu and Yeh, 2006].  
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Recently, Kitanidis and Lee [2014] introduced the principal component analysis 
(PCA) in the quasi-linear geostatistical approach to ease the computation of Bayesian 
inverse problems, named as principal component geostatistical approach (PCGA), and 
demonstrated its effectiveness and efficiency in several hydrogeological applications 
[Kang et al., 2017; Lee and Kitanidis, 2014; Lee et al., 2016]. PCGA substantially reduces 
the computational cost associated with the covariance matrix and the computation of the 
Jacobian matrices. Besides, unlike other optimization approaches that rely on adjoint-
solvers, PCGA only requires forward model itself to compute the Jacobian matrix.  
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CHAPTER 3. STOCHASTIC GAUSS-NEWTON WITH 
BROYDEN METHOD 
3.1 Introduction 
Application of inverse modeling in hydrogeology is universal and its necessity is 
mostly justified by providing estimates of hydraulic conductivity, the key parameters and 
the major uncertainty source in groundwater flow and transport systems [Carrera et al., 
2005; Carrera and Neuman, 1986; Kitanidis, 1996; Luo and Cirpka, 2011; McLaughlin 
and Townley, 1996; Vrugt et al., 2008; Yeh, 1986; Zimmerman et al., 1998]. Subject to the 
fine domain discretization for computation of heterogeneous fields, the number of 
unknown hydraulic conductivities can easily grow up to thousands or even millions, in 
contrast to a limited number of hydraulic measurements. As a consequence, inverse 
problems of inferring hydraulic conductivities are often highly ill-posed and irritatingly 
sensitive to even minor changes in the measurements [Chen et al., 2008].  
Inverse problems can be handled by various computational methods. One universally 
supported way of formulating an inverse problem is achieved by a Bayesian framework, 
which relies on depicting the characteristics of the posterior distribution and is well suited 
for problems with uncertainties from multiple measuring sources, scales, and complex 
forward models[Carrera and Neuman, 1986; Kitanidis and Vomvoris, 1983b; Liu and 
Kitanidis, 2011; Michalak and Kitanidis, 2003; Rubin et al., 2010; Tsai and Li, 2008].  
As the Bayes’ rule states, posterior distributions are proportional to the product of a 
likelihood function and a prior distribution, and therefore constrained by the information 
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from available data and prior knowledge. One way to characterize the posterior distribution 
is to provide maximum-a-posteriori (MAP) estimate [Carrera and Neuman, 1986; Zhang 
et al., 2014], if the posterior has a well-defined peak. MAP estimate can be obtained with 
minor computing power for moderate number of unknowns due to its comparatively low 
computational demand. However, for cases with unknown structural parameters, e.g., the 
spatial correlation of state variables, MAP estimates including all prior unknown 
information may become biased [Kitanidis, 1996]. The geostatistical Bayesian method 
proposed by Kitanidis [1995, 1996]; Kitanidis and Vomvoris [1983b] estimates structural 
parameters separately and provides unbiased best estimates and associated variances for 
linear or quasi-linear problems [Fienen et al., 2008; Li and Cirpka, 2006; Li et al., 2007; 
Li et al., 2008; Liu and Kitanidis, 2011; Nowak and Cirpka, 2006b].  
However, a single point estimate might lose its validity under circumstances when 
the posterior distribution does not possess a single-mode pattern. Therefore, more 
sophisticated and delicate statistical tools are required to delineate its detailed features, 
among which Markov Chain Monte Carlo (MCMC) stands out. Adopting a different 
philosophy of approximating the posterior, MCMC depicting the characteristics of the 
posterior distribution by simulating conditional realizations from a Markov chain [Bates 
and Campbell, 2001; Efendiev et al., 2005; Fu and Gómez-Hernández, 2009; Vrugt and 
Ter Braak, 2011; Vrugt et al., 2009]. MCMC produces more reliable estimates for 
nonlinear Bayesian inverse problems as it slacks the assumption of a Gaussian posterior, 
but is more computationally intensive compared to the geostatistical Bayesian approach 
and other optimization-based approaches [Tonkin and Doherty, 2005, 2009].  
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In the past decades, numerous efforts have been dedicated to a more computationally 
affordable MCMC for high dimensional Bayesian inverse problems, which can be roughly 
categorized into three different focuses. The first one focused on reducing dimensions of 
unknown variables by compressing the prior distribution. As prior models of the unknown 
variables in hydrogeology are mostly defined using geostatistical models, either two-point 
based or multiple-point based, machine learning algorithms are well-suited to simplify 
them [Aharon et al., 2006; Schölkopf et al., 1997; Wold et al., 1987]. Former researchers 
exploited the ideas of principal component analysis (PCA) [Kitanidis and Lee, 2014], 
sparse coding approach [Khaninezhad and Jafarpour, 2014], discrete cosine 
transformation [Jafarpour and McLaughlin, 2009] and kernel PCA [Sarma et al., 2008] to 
accelerate their inverse computation. The second one falls in reducing the complexity or 
computational cost of forward models, with acceptable approximation errors. Mixed-scale 
forward models were employed to reduce computational costs by running forward models 
on coarser grid resolutions [Cui et al., 2011; Efendiev et al., 2005; Mondal et al., 2010]. 
Sparse-grid based interpolation was implemented to construct simplified surrogate models 
[Liao et al., 2017; Zeng et al., 2012]. The third one focused on devising more effective 
exploration algorithms for the posterior distribution in large-scale Bayesian inverse 
problems. By exploiting local structures of the likelihood function, less correlated 
proposals with higher acceptance rate were constructed by Metropolis algorithm [Cui et 
al., 2014; Law, 2014]. The relationship between optimization algorithms and MCMC was 
also investigated and utilized to improve sampling efficiency of MCMC [Martin et al., 
2012; Vrugt and Ter Braak, 2011; Vrugt et al., 2009]. Adaptive approaches were proposed 
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to improve the efficiency of Hamiltonian Monte Carlo (HMC) [Girolami and Calderhead, 
2011; Hoffman and Gelman, 2014].  
In this chapter, we base a faster MCMC algorithm on the stochastic Newton 
algorithm for solving Bayesian inverse problems in hydrogeological applications. This 
approach incorporates the Broyden algorithm for a much cheaper evaluation of Jacobian 
matrix between iterations. Numerical experiments corroborates the superiority of this 
approach by detailed analysis of accuracy of inversion results, computational time. 
3.2 Principal Component Analysis 
In hydrogeological inverse problems, because of the dense discretization of the 
random field, the space of the interested random variable is usually high dimensional, and 
therefore makes the inversion process computationally infeasible. The main idea of model 
reduction is to construct a map, which can be explicitly defined or implicitly defined, from 
a high-dimensional model with a dense covariance matrix to a low-dimensional model with 
a simpler covariance matrix. Instead of being solved in the original space, the inverse 
problems can be solved in the reduced space, and transformed back into the original one. 
Thus, the map is supposed to provide a way of reconstructing the original variables via the 
reduced variables. This chapter accepts PCA as the model reduction tool, also known as 
Karhunen-Loeve expansion in other literatures, to simplify the prior models that admits a 
dense covariance matrix [Elsheikh et al., 2014; Kitanidis and Lee, 2014; Saley et al., 2016; 
Tompkins et al., 2010].  
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PCA generates a group of orthogonal base vectors, on which the realizations vary the 
most. The significant vectors, which are also known as principal components, are obtained 
via the transformation of the covariance matrix.  
 
𝐂 = 𝐕𝐃𝐕T = [𝐯1, 𝐯, … , 𝐯m] [
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where 𝐃 ∈ ℝm×m is a diagonal matrix with diagonal element Di representing the ith largest 
eigenvalue of the matrix 𝐂, 𝐯i ∈ ℝ
m×1 in matrix 𝐕 ∈ ℝm×m  is its corresponding 
eigenvector, which is also called as principal component in the context of PCA.  
The principal component 𝐯i can be viewed as a linear combination of the stochastic 




 percent of the total variance. To reduce the dimension of 
the covariance matrix, the matrix 𝐕 is truncated to keep only the first k ≪ m principal 
components, but still account for most of the total variance of 𝐬. The covariance matrix can 
then be simplified as 𝐂 ≈ 𝐕k𝐃k𝐕k
T with minor loss in the total variance, where 𝐃k ∈ ℝ
k×k 
represents a diagonal matrix of the first k largest eigenvalues. Using truncated principal 
components 𝐕k, 𝐬 can be approximated as: 
 𝐬 = 𝛍𝐬 + 𝐕k𝐚 (13) 
where 𝐚 ∈ ℝk×1 represents principal component coefficients. Any direct inversion of 𝐬 can 
be circumvented by only estimating 𝐚. As k is a much smaller number compared with m, 
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the computational gain is significant. Assume 𝐚 has a normal prior 𝐚~N(𝛍𝐚, 𝚺𝐚). The mean 
and covariance matrix of 𝐚 can be computed as 
 𝛍𝐚 = E[𝐚] = E[𝐕k
T(𝐬 − 𝛍𝐬)] = 𝟎 (14) 
and 
 𝐂 = E[(𝐬 − 𝛍𝐬)







According to 𝐂 = 𝐕𝐃𝐕T, it can be derived that 
 (𝐕T𝐕k)𝚺𝐚(𝐕
T𝐕k)
T ≈ 𝐃 (16) 









where 𝐃m−k ∈ ℝ
(m−k)×(m−k) represents a diagonal matrix of the rest m − k eigenvalues. 
If 𝚺𝒂 is chosen to be 𝐃k, the corresponding approximation error should be 
 
‖𝐃 − 𝚺𝐚‖F = ‖𝐃m−k‖F = √Dk+1
2 + Dk+2
2 + ⋯+ Dm2  (18) 
where ‖ ‖F represents the Frobenius norm. The approximation error is the second norm of 
the rest m − k eigenvalues, and because of the small magnitude of these eigenvalues, the 
error is almost trivial. By rescaling the eigenvectors 𝐕k, the prior of 𝐚 can be simplified to 
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be 𝐍(𝟎, 𝐈). Using the reduced prior model and Bayes’ rule, the posterior distribution of 𝐚 
can be formulated as: 
 









3.3 Stochastic Gauss-Newton 
Gradient-based MCMC methods, which incorporates the local structure to suppress 
the random walk behavior of the Metropolis algorithm, are particularly effective for 
Bayesian inverse problems. Various gradient-based MCMC methods have been developed 
in the past a few decades, which include but are not limited to HMC  [Neal, 2011], MALA 
[Roberts and Tweedie, 1996] and the Stochastic Newton (SN) [Martin et al., 2012], etc. 












As stated in Chapter 2, finding the MAP estimator equals finding the minimum of the 
corresponding loss function. To generalize it, the simulated samples from the posterior are 
supposed to fall into a certain range around the minimum of the loss function. Therefore, 
an efficient sampler can be designed by exploiting the power of optimization algorithms. 






(𝐚 − 𝐚i + 𝐀
−1𝐠)T𝐀(𝐚 − 𝐚i + 𝐀
−1𝐠) + const. (21) 












𝐑−1(𝐲 − 𝐟(𝐚)) + 𝐈 and 𝐇𝐚 represents the Jacobian matrix 
∂f
∂𝐚
. As the posterior distribution is proportional to exp(−ℓ(𝐚)), the equation above 
indicates that 𝐚i is approximately from a Gaussian distribution with the mean of 
 𝛍𝐚post = 𝐚i − 𝐀
−1𝐠 (22) 
which, from an optimization perspective, is a Newton optimization step; with the 
covariance matrix of 
 𝐂𝐚post = 𝐀
−1 (23) 
which is the inverse local Hessian matrix. The similarity in analytical forms motivates a 
natural way of finding a proposal sample 
 𝐚~𝐍(𝐚i − 𝐀
−1𝐠, 𝐀−1) (24) 
where 𝐚i represents the current sampling point on the Markov chain. Martin et al. [2012] 
analyzed this connection between the Metropolis algorithm and the Newton optimization 
algorithm, and consequently proposed an efficient MCMC sampling approach based on a 
cheap approximation of the Hessian. However, instead of approximating the exact Hessian 
by abandoning its smallest eigenvalues, this thesis adopt another approximation of Hessian, 
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T𝐑−1𝐇𝐚 + 𝐈 (25) 
In cases where 𝐑 = σ2𝐈, by adjusting the value of σ2, it can also act like a Levenberg-
Marquardt Hessian matrix. In some cases, the substitution of the exact Hessian with the 
Gauss-Newton Hessian approximation even outperforms the Newton optimization 
algorithm [Chen, 2011]. However, it should be notified that even this algorithm is 
mentioned as stochastic Gauss-Newton to reflect our use of the Gauss-Newton 
approximation of Hessian matrix, it is essentially the same algorithm as stochastic Newton. 
Owing to the reduced parameter space, the exact formulation of the Gauss-Newton Hessian 
matrix is computationally feasible. Besides, the computation of each column in the 
Jacobian matrix 𝐇𝐚 can be achieved with just two forward model runs 
 
(𝐇𝐚)i = 𝐇𝐯𝐢 =
𝐟(𝐬 + 𝐯i ∗ δ) − 𝐟(𝐬)
δ
 (26) 
where δ is small perturbation.  
3.4 Quasi-Newton Method - Broyden Method 
The above approach costs k + 1 forward model runs in each sampling iteration. In a 
typical nonlinear large-scale hydraulic tomography problem, the computational overhead 
on running forward simulators are still considerably huge. To reduce the number of forward 
model runs further, a quasi-Newton, Broyden method, is embraced to compute the Jacobian 
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𝐇𝐚. Broyden method was initially designed to approximate the Jacobian matrix between 
two consecutive optimization steps [Broyden, 1965]. One significant advantage is that 
Broyden method requires just one forward model run for constructing the Jacobian matrix 
in each iteration.  
Assume 𝐚i−1 is the latest state in the Markov chain, to move forward to a new state 
𝐚i, the Jacobian matrix 𝐇𝐚i  is in demand. Given the computational results from the ith 
iteration, which include the Jacobian matrix 𝐇𝐚i−1 , the forward model output 𝐟(𝐚i−1) and 
𝚫i = 𝐚i − 𝐚i−1, the new Jacobian 𝐇𝐚i  can be computed via: 
 
𝐇𝐚i = 𝐇𝐚i−1 +





where 𝐝i represents the deviation between 𝐚i−1 and 𝐚i. Broyden method can be recognized 
as a first-order approximation of the Jacobian matrix 𝐇𝐚i  given 𝐇𝐚i−1 . According to this 
equation, by applying the Broyden method, the number of forward model runs in each 
optimization or sampling iteration is further reduced from k + 1 to one. That is, except for 
the computation of 𝐟(𝛍𝐬 + 𝐕k𝐚i−1), all the other terms in Broyden method are from the 
former computation step. Therefore, by applying Broyden method to the sampler, the 
Jacobian matrices can be updated with no more forward runs compared to a simple random 
walk Metropolis algorithm. This combination is expected to benefit more for second-order 
gradient-based MCMC methods, as they are more computationally demanding.  
It is worth noting that even though the Broyden’s algorithm reduces the time 
complexity of computing the Jacobian matrix, it also raises the required storage as 
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𝐇𝐚i , 𝐟(𝛍𝐬 + 𝐕k𝐚i−1) and 𝚫i need to be stored between iterations. For extremely huge 
datasets with n going up to 104~106, the advantage Broyden method may be 
overcompensated by the large storage requirement. 
3.5 Diagnostics of Convergence 
At the beginning of MCMC, samples from the simulated Markov chains are not from 
the exact posterior distributions. Thus, a certain number of iterations are necessary for all 
the chains to converge to the targeted distribution before collecting samples from the 
chains. The iterations before convergence are called the ‘burn-in’ period. In this thesis, the 
multivariate potential scale reduction factor (MPSRF) computed based on samples from 
all the parallel chains is used to monitor and verify the convergence of the chains [Gelman 
and Rubin, 1992]. The threshold value of the MPSRF is prescribed to be 1.2. That is, we 
assume all the chains converge when the computed MPSRF is less than 1.2. 
3.6 Numerical Experiments 
In this section, we investigate the performance of the proposed sampling approach. 
The effectiveness of Broyden method is firstly evaluated to determine its sufficiency of 
approximating the Jacobian matrix. Then the proposed approach is compared with some 
other MCMC methods. The comparison is in terms of number of forward model runs, 
computational cost, and accuracy of inversion result. 
Numerical experiments are designed to invert a 2-D heterogeneous hydraulic 
conductivity fields using multiple steady-state hydraulic head measurements. Synthetic 
natural log hydraulic conductivity fields are generated using an exponential covariance 
 29 
function with structural parameters specified in Table 1. The true natural log field for this 
numerical experiment is shown in Figure 1. Values of steady-state hydraulic head are 
generated by numerically solving the governing equation of groundwater flow described 
in Table 1. Hydraulic head data used for inversion are collected from a monitoring well 
network represented by the white dots in Figure 1. The collected data are contaminated 
with 1%~2% normal random errors to serve as field measurements for Bayesian inversion. 
All numerical experiments are implemented on a desktop with Intel® Core™ i7-3770 CPU 







Table 1 Numerical experiment setup. 
Geostatistical Properties 
Domain Scale lx × ly = 10 × 10 
Resolution 128 × 128 
Covariance Model Exponential model 
Mean μ = 0 
Variance σ2 = 1 














)) = 𝟎 
Head Boundary Condition 
Top  Impermeable 
Bottom  Impermeable 
Left  h|x=0 = 0.1, 0.11, 0.12,… , 0.15 














3.6.1 Effectiveness of Broyden Method in SGN 
Broyden method is applied to the stochastic Gauss-Newton for a faster computation 
of gradient and approximated Hessian matrices during MCMC iterations, and it is called 
as “BSGN” as an abbreviation in the following for convenience. The performance of 
BSGN is compared with the standard SGN in the numerical experiment stated before. As 
PCA is adopted to reduce the number of random variables, a constant number of retained 
principal components are applied to both methods, which is k = 30.  
Table 2 contrasts the computational cost of BSGN and the standard SGN. Both 
methods meet the convergence criteria, MPSRF less than 1.2, within 500 iterations, but 
the chains in both methods are advanced further for better mixing before they start to collect 
samples. The summary statistics indicates that Broyden method significantly reduces the 
computational cost in SGN, achieving a time reduction factor around 20, because Broyden 
method approximates the Hessian matrix and the gradient with only one forward model 








Table 2 Statistics of computational performances of BSGN and SGN. 
Properties BSGN SGN 
Number of Iterations to Convergence 500 500 
Number of Forward Runs to Convergence 3170 82246 
Computational Time to Convergence (s) 727.22 13946 
Total Number of Forward Runs 5808 164767 




Figure 2 compares the reproductions of the measurements for the two methods. The 
simulated head measurements are computed by 4 conditional realizations at the end of the 
Markov chains. Both methods produces tight fitting between simulated head values and 










Figure 2 Reproduction of the measurements. 
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The inversion results using BSGN and SGN are shown in Figure 3, which include 
the best estimates based on ensemble means, and the histograms of the corresponding 
absolute errors. Both inversion results capture the dominant pattern of the true field. The 
quality of inversion results is also quantitatively analyzed by the mapping accuracy (MA), 
which represents the percentage of estimated points that have absolute error less than a 
threshold [Kang et al., 2017]. In this section, the threshold is set to be 15% of the difference 
between the maximum and minimum of the true field, illustrated as the vertical red lines 
in Figure 3. That being given, the mapping accuracy can be evaluated by the percentage of 
points falling to the left of the threshold line. The mapping accuracy for BSGN and SGN 
are 83.37% and 81.96% respectively. The results inform that the Jacobian approximation 
by Broyden method does not jeopardize the quality of inversion result, and in this specific 






Figure 3 Inversion results using BSGN and SGN. 
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3.6.2 Compare BSGN with other MCMC algorithms 
To compare the performance of BSGN with those of MALA and HMC in the PCA 
reduced space, the example in 3.6.1 is revisited. The same inverse problem is solved by 
BSGN, MALA and HMC. The number of retained principal components 𝑘 is 30 for all 
algorithms. As MALA and HMC rely on an adjoint solver for efficient computation of 
gradients. An adjoint solver is developed accordingly, which requires almost the same 
computational cost as a forward solver. To set up MALA and HMC, the step size 
parameters in MALA and HMC need to be adjusted for the best sampling efficiency. In the 
MALA implementation, the suggestions in [Roberts and Rosenthal, 2001] is followed to 
adaptively adjust the step length every 100 iterations during the burn-in period and freeze 
it after the chain convergence. The achieved acceptance rate is around 54.7%~61.4%, 
which is very close to the optimal acceptance rate 57.4%. In the HMC implementation, a 
constant number of numerical simulation steps is adopted, which is 3 in this experiment, 
while the step length is adjusted every 100 iterations to achieve the optimal acceptance rate 
65% as in [Neal, 2011]. Values of the step length are also frozen after the chain 
convergence. The achieved acceptance rate is around 65.9%~68.4%. 
The computational summary is in Table 3. The statistics indicates that the proposed 
method needs much less iterations and number of forward model runs for convergence and 
finishing the entire sampling procedure. The total computational  time of BSGN is less than 








Table 3 Summary of computational costs of BSGN, HMC and MALA. 
Properties BSGN HMC MALA 
Number of Iterations to Convergence 500 3020 14140 
Number of Forward Runs to Convergence 3170 84564 113124 
Computational Time to Convergence (s) 727 14908 26127 
Total Number of Forward Runs 5808 98564 117124 
Total Computational Time (s) 1353 17399 26841 
Number of Forward Runs per Iteration 5.8 28 8 




The comparison of inversion results of the three methods are shown in Figure 4. All 
the three methods capture the main features of the true field. Considering the quantitative 
measure of the results, BSGN and HMC are on the same level, outperforming MALA for 
more than 5%. All methods provide tight fitting to the available measurements as shown 

















Figure 5 Reproduction of measurements. 
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To summarize, the proposed BSGN method outperforms MALA and HMC in a 2-D 
Bayesian inversion problem of steady state pumping data, which provides comparably high 
quality inversion results with faster convergence speed, lower computational cost, and 
higher sampling efficiency. 
3.6.3 Computational Cost for Different Resolutions 
The computational performance of BSGN is evaluated on problems with different 
resolutions. The physical model of these inverse problems is the same as the one stated at 
the beginning of this subsection. However, the random fields used for inversion also has 
different spatial patterns. 
Figure 6 shows the computational time and the number of forward model runs for 
different problem resolutions. The circles represent the computational cost during the burn 
in period, while the dots represent the computational cost of the entire sampling process. 
Figure 6-a shows the relationship between the computational time and the problem 
resolution or the number of unknowns, m. Both x and y values in this figure are in log 
scale. It indicates that the computational time of BSGN is proportional to the inverse 
problem resolution for this specific case. Figure 6-b shows that the number of required 
forward model runs of BSGN, which does not depend on the problem resolution and stays 
around 6000 for all the tested cases, indicating that the overall computational time change 








Figure 6 Computational time and numbers of forward model runs for different 




Broyden method, an algorithm designed for Jacobian approximation in optimization 
problems, is incorporated into SGN to improve its computational efficiency in solving 
hydrogeological Bayesian inverse problems. The newly developed method is investigated 
in a numerical experiment to demonstrate its effectiveness. The results indicate that the 
computational overhead is substantially cut down by Broyden method while a high 
accuracy of inversion results is preserved. This approach is also compared with other 
gradient-based MCMC algorithms in a PCA reduced variable space, which also strengthens 
the better performance of this approach.  
We shall also notice that Broyden algorithm requires the storage of specific vectors 
and matrices after each iteration, which might become problematic for large-volume 
observational data. Consequently, special treatment or compression of the observational 
data are needed to lower the storage requirement. 
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CHAPTER 4. UPSCALING MCMC FOR HYDRAULIC 
TOMOGRAPHY 
4.1 Introduction 
Accurate characterization of spatially distributed hydraulic conductivities is crucial 
for reliable modeling of groundwater flow and solute transport in hydrogeology research. 
The local-scale characterization of hydraulic conductivities may be conducted by 
laboratory experiments based on core samples collected in the field [Klute and Dinauer, 
1986a]. However, core samples can hardly be collected on an adequately discretized 
resolution to characterize a field site due to the high cost of well drilling. Therefore, inverse 
modeling is usually employed to infer the hydraulic conductivity field from aquifer testing 
measurements such as steady-state water head in monitoring wells for pumping tests, 
transient water head in monitoring and pumping wells for pumping or slug tests, and tracer 
concentration for tracer tests, etc. [Cirpka et al., 2007; Fienen et al., 2006; Lee et al., 2016]. 
However, inverse modeling usually suffers from high ill-posedness that undermines 
the uniqueness and the stability of the solution. To meliorate the solution-finding process, 
constraints or regularizations are typically applied as priors in the Bayesian inverse 
framework. The strongest regularization, which also corresponds to the simplest inverse 
approach, is to assume a homogeneous hydraulic conductivity field, and analytical 
solutions are usually available as the forward model to evaluate the hydraulic heads or 
concentrations [Kruseman et al., 1970]. Such a method takes a huge risk of 
oversimplification, and the estimate may only approximate the average property at the test 
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scale. Considering the complexity of hydrogeological formations, the conductivity field 
can be modeled as a spatially-distributed random function, described by either a training 
image or a two-point geostatistical covariance function,  which encodes the spatial pattern 
of the hydraulic conductivity field [Caers and Zhang, 2004; Liu, 2006; Minasny and 
McBratney, 2005].  
 Aside from defining the prior information, large and informative datasets from 
aquifer tests always provide valuable information to improve the inversion accuracy and 
reduce the non-uniqueness. Hydraulic tomography, also known as sequential aquifer tests, 
has obtained growing attention in the past few decades [Gottlieb and Dietrich, 1995; Liu 
et al., 2002].  
Hydraulic tomography usually provides larger volume datasets than a traditional 
pumping test because a group of wells alternatively acts as a pumping well or monitoring 
wells to record the corresponding water heads. Moreover, due to the change of the pumping 
location, the collected head measurements are more informative as they are less correlated 
compared with a traditional single-well pumping test. Therefore, the tomographic layout 
also increases the information density of the dataset and reduces the non-uniqueness of the 
inverse solution. Gottlieb and Dietrich [1995] designed a numerical experiment to test the 
effectiveness of tomographic data in inferring permeability inhomogeneities. Yeh and Liu 
[2000] and Zhu and Yeh [2005] successfully inverted 3-D hydraulic conductivity fields 
using hydraulic tomographic data via a sequential approach. The effectiveness of hydraulic 
tomography was also verified in laboratory sandbox experiments [Liu et al., 2002; Liu and 
Kitanidis, 2011].  
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Large-scale hydraulic tomography to estimate a high-resolution hydraulic 
conductivity field requires efficient inverse algorithms [Lee and Kitanidis, 2014; Liu and 
Kitanidis, 2011]. Firstly, to simulate the sequential aquifer tests, the forward model on a 
high-resolution field needs to be solved for multiple times. Secondly, the large number of 
unknowns increases the cost of matrix computation during the inversion and raises the 
computational overhead of each forward run. To reduce the number of unknowns, 
compression algorithms were recently introduced to inversion algorithms. Kitanidis and 
Lee [2014] used the principal component analysis (PCA) to reduce the dimension of the 
parameter space for Bayesian geostatistical inverse approach and demonstrated its 
application in a large-scale hydraulic tomography [Lee and Kitanidis, 2014]. Other 
dimension reduction algorithms are also available for hydrogeological inverse problems, 
such as kernel PCA [Sarma et al., 2008], sparse coding approach [Khaninezhad and 
Jafarpour, 2014], discrete cosine transformation [Jafarpour and McLaughlin, 2009] or the 
state-of-art deep neural network [Laloy et al., 2018]. In addition, to mitigate the 
computational expenses induced by the complexity of the forward model, researchers 
proposed surrogate model approaches, which construct a simpler surrogate model based on 
the input and output of the original one. Two of the many successful examples for 
groundwater applications are the Gaussian process approach [Ju et al., 2018] and the 
sparse-grid based interpolation approach [Liao et al., 2017; Zeng et al., 2012]. By taking 
advantage of a delayed rejection Markov chain Monte Carlo (MCMC), coarse-scale or 
reduced-order forward models were adopted to reduce the computational cost associated 
with the large-scale forward model [Cui et al., 2011; Efendiev et al., 2005; Mondal et al., 
2010]. However, this approach only utilizes a coarse-grid or reduced-order forward model 
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in the acceptance-rejection stage. Thus, it merely saves computational resource on samples 
with low acceptance probability, but cannot fully avoid the computation of the large-scale 
forward model. 
In this chapter, we propose an upscaling inverse approach to improve the efficiency 
of solving large-scale hydraulic tomography problems. Instead of running both the coarse-
scale and fine-scale forward models, the proposed approach will fully circumvent the use 
of the fine-scale one. The original high-resolution field will be recovered by latent variables 
bridging the coarse-scale solution and the fine-scale solution, which are the principal 
component coefficients for this particular method. This chapter is organized as follows: 
PCA and the upscaling approach are firstly introduced, as they are the most essential part 
of our approach. Then the inversion algorithm, the stochastic Gauss-Newton (SGN) 
[Martin et al., 2012] and the Broyden algorithm are introduced to make it a complete 
Bayesian inverse framework. A synthetic large-scale hydraulic tomographic dataset is 
constructed to test the effectiveness and the efficiency of the proposed approach. The 
performance is evaluated in terms of the reproduction of measurements, inversion 
accuracies and computational time. 
4.2 Principal Component Analysis and Upscaling Approach 
PCA has been introduced in the previous chapter as a model reduction approach, in 
this chapter, as the principal component coefficients are recognized as the latent variable, 
which connects the coarse-grid field and the fine-grid field for the upscaling approach, it 
will be briefly reviewed to compose a complete introduction of the upscaling approach.  
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A kernel trick is applied to implement the eigen-decomposition of the covariance 
matrix 𝐂, which avoids a direct handling of this large and dense matrix. The decomposition 
results should be the same as expressed in Equation (12). The principal components are 
rescaled by their corresponding coefficients to transform 𝐃 matrix into identity matrix 𝐈, 
i.e., 𝐯i = 𝐯i/Di, and there are only k ≪ m principal components retained in the matrix 𝐕, 
the covariance matrix can be approximated as: 
 
𝐂 ≈ 𝐕k𝐈𝐕k
T = [𝐯1, 𝐯2, … , 𝐯k] [
1 0 0 0

























Therefore, the interested random variable 𝐬 is able to be reconstructed using 𝐕k: 
 𝐬 = 𝛍𝐬 + 𝐕k𝐚 (28) 
where 𝐚 ∈ ℝk×1 is a new random variable with prior distribution 𝐍(𝟎, 𝐈). Thus, the 
sampling process of finding appropriate 𝐬 is substituted with finding samples of 𝐚, which 
yield considerable computational advantage, as k is a much smaller number than m. The 
posterior distribution of 𝐚 is given by: 
 
p(𝐚|𝐲) ∝ exp (−
1
2
(𝐲 − 𝐟(𝛍𝐬 + 𝐕k𝐚))
T






Even though the dimension of the interested variable space substantially shrinks after 
preprocessing of PCA, finding samples of the above distribution requires repeated 
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evaluations of 𝐟(𝐬), which in most cases is an expensive numerical solver and may become 
problematic when the resolution of 𝐬 goes up. However, by adopting the principal 
component coefficients as a group latent variable, as it is the variable to be inverted in the 
proposed approach, not the fine-grid field 𝐬, each forward evaluation can be implemented 
on coarse-grid field, which can lower the computational cost of each forward run. Assume 
there exists an upscaling matrix 𝐔 that satisfies the following relationship: 
 𝐬2 = 𝐔𝐬 = 𝐔𝛍𝐬 + 𝐔𝐕k𝐚 (30) 
where 𝐬2 ∈ ℝ
m2×1 and m2 is a much smaller number than m, the dimension of 𝐬. Here 
after, the fine-resolution field is represented as 𝐬1 to distinguish the differences against the 
coarse-resolution field. To lower the computational cost, whenever a forward model run of 
𝐟(𝐬1) is requested, a forward model run of 𝐟(𝐬2) could be used instead. The new forward 
relationship, or the measurement equation, is: 
 𝐲 = 𝐟(𝐬2) + 𝛜2 (31) 
where 𝛜2 represents errors raised by using 𝐬2 instead of 𝐬1 in forward model evaluations 
plus the original error term 𝛜. The characteristics of 𝛜2 are supposed to be different from 
these of 𝛜, as it is more of a systematic deviation. To compensate the influences caused by 
the approximation error, a theoretical sound way is to correct the Gaussian likelihood 
functions. However, according to our numerical experimental results in this chapter, the 
steady-state hydraulic head are sufficiently insensitive to the changes of simulation 
resolutions. That is, head simulation results are almost the same across different 
resolutions. Therefore, a simple strategy, the normalization of the available data 𝐲, provides 
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high-quality inversion results in a traditional Gaussian likelihood framework. The posterior 
distribution is reformulated as 
 
p(𝐚|𝐲) ∝ exp (−
1
2
(𝐲 − 𝐟(𝐔𝛍𝐬 + 𝐔𝐕k𝐚))
T
𝐑′−1(𝐲





where 𝐑′ is the covariance matrix of error term 𝛜2. In this note, 𝐑′ is assumed to be equal 
to σ2𝐈. To simulate samples of this distribution, only evaluations of 𝐟(𝐬2) are demanded, 
which are distinctly cheap as they are solved on an upscaled field (the coarse-grid one).  
As optimization-based MCMC algorithms are usually applied to solve the hydraulic 
tomography problem, the computation of the gradient vector and the Hessian matrix is 
described. Denote a loss function ℓ(𝐚), the gradient is computed as 𝐠 =
∂ℓ
∂𝐚
, while the 
Hessian is approximated as 𝐀 =
∂2ℓ
∂𝐚2
. Denote 𝐔𝐕k as a new matrix 𝐕k
′ ∈ ℝm2×k, the gradient 













′) + 𝐈 (34) 
where 𝐇2 is the Jacobian matrix using the coarse-grid forward model, σ
2 is the variance in 
matrix 𝐑′. The product of 𝐇2𝐕k
′ is the Jacobian matrix of 𝐟(𝐬2) with respect to 𝐚, which 
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can be efficiently initialized in k + 1 forward model runs and computed by Broyden 
method in the following iterations. The details will be explained in next subsection.  
By adopting the upscaling approach, forward model runs using the fine resolution 
random field 𝐬 are all bypassed. Additionally, in the inversion process, any matrix 
computation regarding matrix 𝐕k is avoided. Instead, these matrix computations are 
achieved by matrix 𝐕k
′ , which is a much smaller matrix. Such changes are also expected to 
provide higher computational efficiency for Bayesian inversion.  
4.3 Stochastic Newton and Broyden’s Algorithm 
In this chapter, the inversion of the hydraulic tomographic data is achieved by a 
MCMC algorithm, the Gauss-Newton modification of the stochastic Newton algorithm 
[Martin et al., 2012]. The connection between MCMC and optimization algorithms is 
utilized to improve the efficiency of Metropolis moves in the variable space. Combined 
with the Gauss-Newton optimization approach, the proposal distribution for each 
Metropolis step is given by 𝐚~𝐍(α(𝐚i − 𝐀
−1𝐠), β𝐀−1), where 𝐚i represents the last 
accepted sample of the chain, 𝐀 and 𝐠 represent the local approximated Hessian and the 
gradient at 𝐚i, which can be computed using Equation (33) and Equation (34), and α and β 
are two tunable parameters as step sizes.  
𝐇𝐚 represents the Jacobian matrix. (𝐇𝐚)ij =
∂𝐟(𝐬)i
∂𝐚j
 is the first-order derivative of the 
forward model output 𝐟(𝐬) with respect to 𝐚 on the location where data 𝐲 was collected. 
The computation of the Jacobian matrix on the first iteration can be achieved using the 












′ = 𝐇2[𝐯′1, 𝐯′2, … , 𝐯′k]
= [𝐇2𝐯′1, 𝐇2𝐯′2, 𝐇2𝐯′3, …𝐇2𝐯′k] 
(35) 
where 𝐇2 represents the Jacobian matrix with each element as (𝐇2)ij =
∂𝐟i
∂𝐬j
, the first order 
derivative of the coarse-grid forward model output 𝐟 with respect to 𝐬 on the location where 
data 𝐲 was collected. The ith column of 𝐇𝐚  can be computed using two forward model 
runs: 
 
(𝐇𝐚)i = 𝐇2𝐯𝐢 =
𝐟(𝐬 + 𝐯′i ∗ δ) − 𝐟(𝐬)
δ
 (36) 
where δ is a very small number based on the computational precision. In this chapter, δ =
10−8 is adopted for all the implementations. The forward model run of 𝐟(𝐬 + 𝐯′i ∗ δ) needs 
to be evaluated once for each column in 𝐇𝐚, which amounts to k forward model runs. Plus 
one forward model run of 𝐟(𝐬2), the computation of 𝐇𝐚 can be achieved with k + 1 forward 
model runs. 
The above approach costs k + 1 forward model runs in each optimization or 
sampling iteration. In a typical nonlinear large-scale hydraulic tomography problem, the 
computational overhead on running forward simulators are still considerably huge. To 
reduce the number of forward model runs further, Broyden method is adopted to compute 
the Jacobian, which was initially designed to approximate the Jacobian matrix between two 
consecutive optimization steps [Broyden, 1965]. One significant advantage is that, unlike 
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the above method requiring k + 1 forward model runs, Broyden method requires just one 
forward model run for constructing the Jacobian matrix.  
Assume 𝐚i−1 is the latest state in the Markov chain, to move forward to a new state 
𝐚i, the Jacobian matrix 𝐇𝐚i  is in demand. Given the computational results from the ith 
iteration, which include the Jacobian matrix 𝐇𝐚i−1 , the forward model output 𝐟(𝐚i−1) and 
𝚫i = 𝐚i − 𝐚i−1, the new Jacobian 𝐇𝐚i  can be computed via: 
 
𝐇𝐚i = 𝐇𝐚i−1 +





which is a first-order approximation of the Jacobian matrix 𝐇𝐚i  given 𝐇𝐚i−1 . The only 
unknown parameter is the forward model output 𝐟(𝛍𝐬 + 𝐕k𝐚i). Thus, by applying the 
Broyden method, the number of forward model runs in each optimization or sampling 
iteration is further reduced from k + 1 to one. As in the specific application of SGN, 
Broyden method updates the Jacobian with no more forward runs compared with a simple 
random walk Metropolis algorithm. 
4.4 Application to Hydraulic Tomography 
4.4.1 Problem Setup 
The effectiveness and computational cost of the proposed upscaling inverse approach 
is investigated in a large-scale hydraulic tomography problem. We studied the numerical 
experiments in [Kang et al., 2017; Klein et al., 2017] and set up a numerical experiment 
with similar boundary conditions, geostatistical and hydraulic settings. A log10 hydraulic 
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conductivity random field is generated using a Gaussian covariance function whose 
structural parameters are listed in Table 4. The synthetic log10 hydraulic conductivity field 
is also shown in Figure 7. Black dots in the random field represent 25 different wells that 
will act as a pumping or monitoring well alternatively. The water head in the monitoring 
wells are recorded when the pumping well pumps to the steady state. The recorded heads 
are contaminated with normal random errors to serve as available measurements for 
















Table 4 Geostatistical and hydrological parameters for the synthetic inverse 
problem. 
Geostatistical Properties 
Domain Scale lx × ly = 100m × 100m  
Field Type Log 10 Field 
Resolution 512 × 512 
Covariance Model Gaussian model 
Mean 𝜇 = −5m/s  
Variance σ2 = 0.5m2/s2  
Correlation length l = 20m  
Hydraulic Parameters 














)) = 0  
Top  Impermeable  
Bottom  Impermeable  
Left  h = 0.1m 
Right h = 0m 
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4.4.2 Results and Discussion 
The performance of the proposed inverse approach is investigated on the hydraulic 
tomography problem as proposed in the former subsection. This large-scale tomography 
problem is solved by the upscaling approach with forward solvers running on grid 
resolutions ranging from 128 × 128 to 16 × 16. In order to compensate the randomness 
involved in the inversion results, 10 different random fields are generated for the proposed 
hydraulic tomography problem and solved by the upscaling approach. The computational 
cost summary and quantitative analysis of the inversion results are based on the statistics 
of the 10 inversion results.  
The total computational time and the number of forward runs are shown in Figure 8. 
Square data points represent the means values of the number of forward model runs, circle 
data points represent the mean values of the computational time. The error bars represent 
one standard deviation according to the statistics of the 10 inversion results. The error bars 
for the computational time are just too small to be visible. Along the upscaling direction, 
from high inversion resolution to low inversion resolution, the number of forward model 
runs does not change significantly, which means the number of forward evaluations of the 
upscaling approach does not depend on the target resolution. The rapid decrease in the total 
computational time along the upscaling direction is due to the lower computational time of 
the upscaled forward solvers. The highest reduction factor for the computational time can 
be approximated using the mean computational time, which is more than 2000 for this 
tomography problem. It demonstrates that the upscaling approach truly improves the 






Figure 8 Computational time and numbers of forward model runs for the upscaled 
approach on different grid resolutions. 
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Besides the comparison of computational costs, the quality of inversion result needs 
to be investigated. The reproduction of the available measurements is firstly compared. 
The scatter plots of the comparison are shown in Figure 9. The simulated measurements 
are computed by the random fields generated at the end of the Markov chains. It can be 
found that by upscaling the forward model, the amount of points falling off the diagonal 
increases. The increasing misfit can also be reflected by the increasing MSEs along the 
direction of upscaling. The increasing misfit is mainly caused by the systematic deviation 










Figure 9 Reproduction of measurements. 
  
 63 
The quality of the inversion result is further investigated by contrasting the estimated 
field with the original field. Inversion results of one random field, the best estimates of the 
log10 hydraulic conductivity and the histograms of their absolute error, are shown in Figure 
10. The main features of the underlying true field are captured by the upscaling approach 
no matter which resolution it adopts for inversion. The total squared errors (TSEs) of the 
hydraulic conductivity field is used to quantify the accuracy of inversion. All the four 
upscaled inversion results provides low TSE values. Map accuracy (MA) is also adopted 
for accuracy quantification [Kang et al., 2017]. MA stands for the percentage of the 
estimate that has absolute error less than a prescribed threshold [Lee et al., 2016; Yoon and 
McKenna, 2012]. The threshold is set to be 15% of the difference between the maximum 
and the minimum of the true field. The threshold is shown as a vertical dash line in the 
absolute error histograms. By comparing absolute error histograms, it can be discovered 
that: 1) The inversion results of the upscaled approach provide similar and high MA values 
compared with the one solved on the original resolution. 2) In the case of 32 × 32 or 16 ×
16 resolution, the proportion of the points with low absolute error decreases. The statement 







Figure 10 Comparison of inversion results of a single random field using forward 
solvers on different grids. 
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The statistics of TSE and MA values for the 10 different random fields is computed 
and plotted as curves in Figure 11. The dots represent the mean values of their TSEs and 
the squares represent the mean values of their MAs, while the error bars represent the 
values with one standard deviation away from the means. Along the direction of upscaling, 
the curves maintain high MA values and low TSE values, which indicate that the proposed 
upscaling approach solves the large-scale tomography problems with minor deterioration 
in the solution quality. Even if the forward solver is upscaled to the resolution of 16 × 16, 
the inversion results maintains low TSEs and high MAs. It also worth noting that the 
performance of the upscaling approach has larger standard deviations, which are reflected 








Figure 11 Inversion results of 10 different random fields. 
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To summarize this section, by running a numerical experiment with prescribed 
hydraulic and geostatistical parameters, we proved the efficiency, which is reflected by the 
low computational time, and the effectiveness, which is reflected by the high map 
accuracies and the low total squared error, of the upscaling approach in solving large-scale 
hydraulic tomography problems.  
4.5 Conclusion 
In this chapter, we proposed an upscaling approach for large-scale hydraulic 
tomography problems to overcome the computational overhead caused by expensive 
forward models. The essential idea is to construct a group of latent variables that can bridge 
the high-resolution and low-resolution variable. Therefore, the forward model can be 
solved with minor computational effort on the upscaled field. In our implementation, 
principal component coefficients are adopted as the latent variable. Besides, to reduce the 
number of forward model calls, Broyden’s algorithm is adopted as it updates the Jacobian 
matrix with just one forward model call. The upscaling approach is incorporated into a 
stochastic Newton to make it a complete framework for Bayesian inversion.  
The proposed approach is tested on a synthetic large-scale hydraulic tomography 
problem. According to the curves of the number of forward model runs, the upscaling 
inverse approach does not increase number of forward model runs for obtaining the 
inversion result. Because of using the upscaled forward solver, it significantly reduces the 
computational cost of solving the hydraulic tomography problem. The quality of the 
inversion results is assessed in terms of the reproduction of the available measurements, 
total squared error (TSE) and map accuracy (MA). The statistics of the results from ten 
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different random fields indicates that the proposed approach maintains almost the same 
level of inversion quality even on the coarsest resolution. The high efficiency and the 
inversion quality indicate that the upscaling approach has the potential to become a 
powerful tool for solving large-scale tomography problems.  
One thing need to note is that the proposed approach has the potential to be 
generalized to other optimization based inverse approaches if an appropriate group of latent 
variable, which does not have to be principal component coefficients, can be found. 
However, the systematic error in the forward model output can be handled with a more 
statistically meaningful approach, which needs to be improved in the future work. There is 
one approach to be considered is an error-free inversion approach [Rubin et al., 2010]. 
Besides, the upscaling approach may not be possible to be extended to channelized 
indicator fields, as the upscaling process will eliminate the sharp conductivity changes 
between different materials. 
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CHAPTER 5. REFORMULATION OF GEOSTATISTICAL 
APPROACH ON PRINCIPAL COMPONENTS 
5.1 Introduction 
Geostatistical Approach (GA) is an objective method that can provide rigorous 
inverse estimation of the best linear estimates and the associated uncertainties of unknown 
spatially-distributed parameter fields, for example, the heterogeneous hydraulic 
conductivity field, given indirect measurements such as hydraulic heads or concentrations. 
Kitanidis [1986] showed that traditional cokriging is equivalent to the estimation of the 
conditional mean of Gaussian processes in a Bayesian analysis. Kitanidis [1995] 
generalized the geostatistical approach in a rigorous Bayesian framework for solving 
quasilinear inverse problems to estimate spatially distributed parameters. A major problem 
of the quasilinear geostatiscal approach and cokriging techniques is that the computational 
costs are prohibitive for large-dimensional inverse problems. Major computational costs 
lie in handling auto-covariance matrices and cross-covariance matrices, including the 
storage and multiplication of matrices, and iterative implementation of forward models to 
determine the Jacobian matrix for nonlinear problems. Many efforts have been devoted to 
reduce the computational costs of the geostatistical approach. Nowak et al. [2003] proposed 
an efficient approach of computing the covariance matrix based on circulant embedding 
and the fast Fourier transform (FFT). Liu and Kitanidis [2011] proposed a sparse 
representation of the prior covariance matrix, which facilitates the storage and the 
associated computation. Ambikasaran et al. [2013] and Saibaba et al. [2012] proposed 
hierarchical matrices for large-scale linear geostatistical inverse problems. For 
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geostatistical inverse problems with massive observational data, Klein et al. [2017] 
proposed a preconditioned conjugate gradient algorithm, and Lin et al. [2017] proposed a 
randomized data reduction algorithm.  Recently, Kitanidis and Lee [2014] introduced the 
principal component analysis (PCA) into the quasi-linear geostatistical approach and 
named the approach as principal component geostatistical approach (PCGA). PCGA 
employs a low-rank approximation of the covariance matrix, and by a so-called ‘matrix-
free’ approach, the number of forward model runs for an explicit construction of the 
Jacobian matrix is reduced to almost the number of truncated principal components.  
We shall notice that so far all the efforts have been devoted to advance the 
computational implementation of the geostatistical approach so that large-dimensional 
inverse problems can be solved within the classical framework of the quasi-linear 
geostatistical approach or cokriging. In this chapter, this issue is approached from a 
different perspective. We reformulate the inverse problem based on the principal 
component analysis of the unknown parameter field, which yields new unknown 
parameters of principal component coefficients instead of the original parameter field. This 
new approach is named as reformulated geostatistical approach (RGA). We demonstrate 
that the computational techniques introduced in PCGA by Kitanidis and Lee [2014] are 
assimilated naturally and intuitively in the new framework, and RGA unifies the problem 
setup and computational techniques. Moreover, compared with the textbook cokriging 
equations, the dimension of which depends on the number of observations, the number of 
normal equations to be solved for RGA is reduced to the number of truncated principal 
components, which also provides RGA more scalability, especially for inverse problems 
with massive observations.   
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We first reformulate the inverse problem in terms of principal component analysis 
of the parameter field. We then derive RGA solution for linear and quasilinear models and 
relate it to the classical geostatistical approach solutions. Two numerical experiments of 
hydraulic tomography are presented to demonstrate the validity of the reformulated 
approach. 
5.2 Method 
5.2.1 Reformulation of Inverse Problem 
The general observation equation describing the relation between the data and 
unknowns is: 
 𝐲 = 𝐟(𝐬) + 𝛜 (38) 
where 𝐲 ∈ ℝ𝑛×1 represents the observation data vector, 𝐬 ∈ ℝ𝑚×1 is the unknown variable 
vector, 𝐟 represents the forward model, and 𝛜 ∈ ℝ𝑛×1 is Gaussian with mean 0 and 
covariance 𝐑 ∈ ℝ𝑛×𝑛 (typically proportional to the identity matrix). For the prior 
information, the random field 𝐬 is Gaussian with an unknown mean and a generalized 
covariance function: 
 𝐸[𝐬] =  𝐗𝛃 
𝐸[(𝐬 − 𝐗𝛃)(𝐬 − 𝐗𝛃)T] = 𝐂 
(39) 
where 𝐗 ∈ ℝ𝑚×𝑝 represents the drift of mean, 𝛃 ∈ ℝ𝑝×1 represent the unknown coefficient 
vector of the drift function, and 𝐂 ∈ ℝ𝑚×𝑚 is the covariance matrix, typically evaluated by 
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a two-point geostatistical function in hydrologic and geophysical applications. 𝑝 is 
typically a small number: for a constant mean, 𝑝 = 1; and for a linear drift, 𝑝 = 2.  
The low-rank approximation of the symmetric covariance matrix, 𝐂, can be written 
as the truncated eigen-decomposition (Lee and Kitanidis, 2014): 
 𝐂 = 𝐕𝐃𝐕𝑇 ≈ 𝐕𝑘𝐕𝑘
T (40) 
The summation of all eigenvalues in the diagonal matrix 𝐃 describes the total 
variance at all principal components. Thus, to determine the truncation number 𝑘, one may 
simply choose a 𝑘 so that the ratio of the selected variance to the total variance is greater 
than a predefined criterion, such as 0.95, representing that 95 percent of variance can be 
described by the truncated principal components. Based on truncated principal 
components, 𝐬 can then be approximated as: 
 𝐬 ≈ 𝐗𝛃 + 𝐕k𝐚 (41) 
where 𝐚 ∈ ℝ𝑘×1 is the unknown principal component coefficient vector, essentially 
quantifying the fluctuations of 𝐬 with respect to the mean as a linear combination of 
principal components. Thus, any inversion of the stochastic part of 𝐬 can be reduced to the 
inversion of 𝐚. As 𝑘 is independent of the number of observations, the inversion of 𝐚 is 
more efficient for cases with massive observations. Moreover, the prior probability 
distribution of 𝐚 is an i.i.d. standard multi-Gaussian distribution, 𝐚~N(𝟎, 𝐈). In fact, the 
above equation also provides a method to generate unconditional random fields of 𝐬 given 
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mean and covariance. One can easily verify that the covariance of 𝐬 generated is the low-
rank approximation of 𝐂. 
The observation function can be reformulated as: 
 𝐲 = 𝐟(𝐚, 𝛃) + 𝛜 (42) 
The posterior distribution of 𝐚 and 𝛃 can be formulated through Bayes theorem as: 
 
𝑝(𝐚, 𝛃|𝐲) ∝ exp (−
1
2
(𝐲 − 𝐟(𝐚, 𝛃))
T




The best estimates of 𝐚 and 𝛃 are the maximum a posteriori (MAP) or the posterior 
mean values, which can be obtained by minimizing the negative logarithm of the posterior 
distribution: 
 
ℓ(𝐚, 𝛃) = −ln𝑝(𝐚, 𝛃|𝐲) ∝
1
2
(𝐲 − 𝐟(𝐚, 𝛃))
T




5.2.2 Linear Model 
For a linear relation between the observation and the unknown, we have: 
 𝐲 = 𝐇𝐬 + 𝛜 = 𝐇𝐗𝛃 + 𝐇𝐕k𝐚 + 𝛜 (45) 







(𝐲 − 𝐇𝐗𝛃 − 𝐇𝐕𝑘𝐚)




By setting the derivatives with respect to 𝐚 and 𝛃 to zero, we can obtain two normal 
equations: 
 ?̂?T − (𝐲 − 𝐇𝐗?̂? − 𝐇𝐕k?̂?)
T
𝐑−1𝐇𝐙 = 𝟎 
(𝐲 − 𝐇𝐗?̂? − 𝐇𝐕k?̂?)
T
𝐑−1𝐇𝐗 = 𝟎 
(47) 
where ?̂? and ?̂? are the best estimates of 𝐚 and 𝛃, respectively. Combining and rearranging 















This is a 𝑘 + 𝑝 linear equation system, independent of the number of observations. 
Considering that the typical value of selected 𝑘 is less than 100, the above equation is more 
efficient for large-dimensional problems with modest or large size of observations. The 
(𝑘 + 𝑝) × (𝑘 + 𝑝) matrix on the left side is the Hessian matrix of the objective function. 
Substituting ?̂? and ?̂? into Equation (41) yields the best estimates of 𝐬.  
For 𝐑 proportional to the identity matrix, 𝐑−1 in Equation (48) can be eliminated 

















where 𝐑𝑘 ∈ ℝ
𝑘×𝑘 is the truncated error matrix proportional to the identity matrix. 
The uncertainty of the estimate can be quantified the posterior covariance matrix of 











This expression is generally computation-affordable since the rank of the matrix is 





















There is no need to evaluate the full matrix because we are interested in the diagonal 
terms, i.e., variances of the best estimates. We can complete the multiplication of the first 
two matrices, which yields an 𝑚 × (𝑘 + 𝑝) matrix, and then only calculate the diagonal 
terms using corresponding row and column vectors [Lee and Kitanidis, 2014].  
5.2.3 Quasilinear Model 
For quasilinear inverse problems, we start with an initial guess of ?̅? and improve the 
















= ?̅?𝐕k (52) 
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where ?̅?𝐚 ∈ ℝ
𝑛×𝑘 can be naturally determined by implementing the forward model 𝑘 times 
to vary each component in 𝐚.  We shall notice that the ‘matrix-free’ approach introduced 
by Kitanidis and Lee [2014] is not needed or we can say such an approach has already 
becomes a ‘built-in’ feature because there is no need to determine ?̅?, i.e., the Jacobian 
matrix of 𝐡 about 𝐬 at ?̅?, and the matrix factorization is naturally built into ?̅?𝐚.  
















= ?̅?𝐗 (53) 
where ?̅?𝛃 ∈ ℝ
𝑛×𝑝 requires to implement the forward model 𝑝 times. By assuming that the 
actual ?̂? and ?̂? are close to ?̅? and ?̅?, we approximate: 
 𝐟(?̂?, ?̂?) = 𝐟(?̅?, ?̅?) + ?̅?𝐚(?̂? − ?̅?) + ?̅?𝛃( ?̂? − ?̅?) (54) 
Thus, the observation function can be reorganized as: 
 𝐲 − 𝐟(?̅?, ?̅?) + ?̅?𝐚?̅? + ?̅?𝛃?̅? = ?̅?𝐚?̂? + ?̅?𝛃 ?̂? + 𝛜 (55) 















T𝐑−1(𝐲 − 𝐟(?̅?, ?̅?) + ?̅?𝐚?̅? + ?̅?𝛃?̅?)
?̅?𝛃




The calculated ?̂? is then substituted into equation (41) to evaluate 𝐬 for the forward 
model simulation for the next iteration. After the iteration procedure has converged, the 






















5.3 Generating Conditional Realizations 
RGA can also benefit the generation of conditional realizations, which are from a 
Gaussian approximation of the posterior distribution. After convergence, a Gaussian 
approximation of the posterior can be formulated by taking MAP as the mean and the 







] , 𝐂posterior) (58) 












which has a computational complexity of O(n(k + p)2 + (k + p)3) in terms of matrix 
computation and requires k forward model runs. In most cases, due to the small truncation 
number used for the principal components, n ≫ k. Thus, the dominant complexity term for 
the above equation is O(n(k + p)2). Each conditional realization can be computed as: 
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𝐬 = [𝐕k, 𝐗] ([
?̂?
?̂?
] + 𝐆T𝐫) (60) 
where 𝐆 is the Cholesky factor of 𝐂posteior satisfying 𝐆
T𝐆 = 𝐂posterior, and 𝐫 is a sample 
from N(𝟎, 𝐈k+p). The computational complexity of the Cholesky decomposition is O(k
3). 
Thus, to generate Nc conditional realizations for uncertainty analysis, the dominant 
computational complexity is approximately O(n(k + p)2 + (k + p)3 + (k + p)2NC +
m(k + p)Nc) in respect of matrix computation, and k forward model runs. 
5.4 Relation to Textbook GA 
The textbook GA presents two formulas, named as the 𝛏 form and the 𝚲 form, 
respectively, in a line of P.K. Kitanidis’s publications. In the following, we illustrate how 
the derived solutions on principal components are related to these two formulas based on 
the linear model.  
5.4.1 The 𝝃 Form 
The first normal equation with respect to 𝐚 in Equation (48)  can be transformed to: 
 ?̂? = (𝐇𝐕k)
T 𝚺−1(𝐲 − 𝐇𝐗?̂?) (61) 
where 𝚺 = 𝐇𝐕k𝐕k
T𝐇T + 𝐑 is the 𝑛 × 𝑛 covariance matrix of 𝐲 approximated by the low-
rank 𝐂. Introducing the 𝑛 × 1 vector of 𝛏 through 
 𝐲 − 𝐇𝐗?̂? = 𝚺𝛏 (62) 
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Then, the equation for ?̂? becomes: 
 ?̂? = 𝐕k
T𝐇T𝛏 (63) 
Substituting the above equation into Equation (48), we have: 
 (𝐇𝐗)T𝛏 = 𝟎 (64) 












which is exactly the same as the 𝛏 form of the textbook GA approach with 𝑛 + 𝑝 equations. 
The only difference is that 𝚺 is the low-rank approximation. Thus, the new solution based 
on principal components and the 𝛏 form yield the same estimates, which are connected by 
Equation (63).  
5.4.2 The 𝜦 or Cokriging Form 
The 𝚲 form is also known as the cokriging formula, in which the unknown estimates 
are expressed as a linear combination of observations. Unlike the textbook approach, in 
which the unknown is the random field, 𝐬, our unknowns are principal component 
coefficients, ?̂?. Thus, we have: 
 ?̂? = 𝚲𝐲 (66) 
 80 
where 𝚲 ∈ ℝ𝑘×𝑛 is the coefficient matrix, also known as kriging coefficients. Substituting 
the above equation into Equation (48) yields: 
 ?̂? = (𝐗T𝐇T 𝚺−1𝐇𝐗)−𝟏𝐗T𝐇T 𝚺−1𝐲 (67) 
By substituting the above equation into Equation (61), we obtain: 
 ?̂? = (𝐇𝐕k)
T 𝚺−1𝐲 − (𝐇𝐕k)
T 𝚺−1𝐇𝐗(𝐗T𝐇T 𝚺−1𝐇𝐗)−𝟏𝐗T𝐇T 𝚺−1𝐲 (68) 
Thus, we have: 
 𝚲 = (𝐇𝐕k)
T 𝚺−1 − (𝐇𝐕k)
T 𝚺−1𝐇𝐗(𝐗T𝐇T 𝚺−1𝐇𝐗)−𝟏𝐗T𝐇T 𝚺−1 (69) 
Define the 𝑝 × 𝐾 matrix 𝐌 from the following expression: 
 𝐌T = (𝐇𝐙)T 𝚺−1𝐇𝐗(𝐗T𝐇T 𝚺−1𝐇𝐗)−𝟏 (70) 
Thus, the expression of 𝚲 becomes: 
 𝚺𝚲T +  𝐇𝐗𝐌 = 𝐇𝐕k (71) 
In addition, the expression of 𝚲, we have: 
 𝚲𝐇𝐗 = 𝟎 (72) 













We shall notice that 𝐇𝐕k is the cross-covariance between 𝐲 and 𝐚. Compared with 
the classical cokriging method directly working on 𝐬, aside from the low-rank 
approximation of the covariance matrices, there are two additional differences. Firstly, the 
unbiasedness constraints are to ensure the known mean of 𝐚 instead of the drift function, 
which is separated from 𝐚, so that the mean of 𝐬 is described by the drift function. Secondly, 
in the textbook cokriging method and the recently developed approach using low-rank 
approximation of covariance matrices [Lee and Kitanidis, 2014], the dimension of the 
kriging coefficient matrix 𝚲 is 𝑚 × 𝑛, i.e., the kriging coefficients need to be computed for 
each 𝐬. However, to estimate ?̂?, the dimension of 𝚲 is only 𝑘 × 𝑛, which is a much smaller 
matrix for large-dimensional inverse problems. In summary, we demonstrate that the 
estimation of principal component coefficients, 𝐚, can be formulated through classical 
geostatistical approaches. However, direct inversion of ?̂? only requires a linear system with 
𝑘 + 𝑝 equations, while the textbook geostatistical approaches need to solve 𝑛 + 𝑝 
equations, dominated by the number of observations. Moreover, for quasi-linear inverse 
problems, the Jacobian matrix in terms of the principal component coefficients can be 
directly used in the normal equations and there is no need for matrix multiplication to 
evaluate ?̅?𝐕k and ?̅?𝐗. The total forward model runs for each iteration is reduced to 𝑘 +
𝑝 + 1. 
5.5 Numerical Experiments 
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Two numerical experiments of two-dimensional steady-state hydraulic tomography 
are presented to demonstrate the validity of RGA. Table 5 lists the geostatistical and 
geometric parameters of the random field and the hydraulic parameters. Two 
heterogeneous fields of logarithmic hydraulic conductivity having different parameters are 
presented for validation of the proposed approach. The grid resolution is 1024 × 1024 
with a total of 1.05 million unknowns. Sequential pumping tests are conducted in a well 
network consisting of 25 wells uniformly distributed in the domain. Top and bottom 
boundaries of the domain are impermeable, and left and right boundaries are constant heads 
with a specified natural gradient. During each pumping test, one well serves as the pumping 
well, and all the other 24 wells serve as monitoring wells. Thus, we obtain 600 observations 





Table 5 Geostatistical and hydrological parameters for the synthetic inverse 
problems. 
Geostatistical Properties  
Domain Scale 100m × 100m 100m × 100m 
Field Type Logarithmic Field Logarithmic Field 
Resolution 1024 × 1024 1024 × 1024 
Covariance Model Gaussian model Exponential model 
Mean 𝜇 = −5m/s 𝜇 = −5m/s 
Variance σ2 = 4m2/s2 σ2 = 6m2/s2 
Correlation length lx = 40m,  ly = 20m lx = 20m,  ly = 40m 
Hydraulic Parameters  
Pumping Rate Q = 0.0075m3/s Q = 0.0075m3/s 













)) = 0 
Top  Impermeable Impermeable 
Bottom  Impermeable Impermeable 
Left  h = 0m h = 0m 










Figure 12 Random fields for two numerical experiments on 1024×1024 resolution. 




The number of retained principal components in the inversion is 50 for both models 
of covariance function. Though the counted percentage of variance does not necessarily 
surpass 90% of the total variance, the results still indicate the effectiveness of the proposed 
approach as shown in Figure 13 and Figure 14. The inversion results for both cases are 
analyzed from the perspectives of best estimate and uncertainty of the field, best estimate 
and uncertainty of the principal component coefficients, and the reproduction of the 
available measurements. RGA yields satisfactory results in both cases. Both true fields are 
well represented by the best estimates. From a quantitative perspective, we adopt mapping 
accuracy as a criterion for evaluation of inversion precision [Kang et al., 2017]. If we define 
10% of deviation as the criterion, the mapping accuracies of both cases are around 80%. 
Variances are generally low in the region enclosed by the existing well network, where the 
density of data information is high, and relatively high at the boundaries, where no 
measurement is taken. Subfigure Ds are unique for RGA, comparing the true principal 
component coefficients with the estimated coefficients. We shall see that for both cases, 
the true principal component coefficients are well contained in the domain formed by the 
upper and lower uncertainty bounds. Besides, scatters of simulated measurements against 
the available measurements also land on the 45o lines in the coordinate, indicating a close 
fitting between these two. The inversion results demonstrates the ability of RGA in 
inverting large-scale, highly-heterogeneous conductivity fields, and justifies the use of the 
truncated principal components even though the total variance cannot be fully represented 



















In this chapter, we reformulated the geostatistical inverse approach by estimating the 
principal component coefficients instead of the unknown parameter fields. We name the 
approach as reformulated geostatistical approach (RGA). Problem setup and advanced 
computational techniques are unified in the new framework. The normal equation system 
to be solved are reduced to 𝑘 + 𝑝 equations, which are independent of the number of 
observations. The forward model runs for each iteration to determine the Jacobian matrix 
for nonlinear problems are reduced to 𝑘 + 𝑝 + 1 times. The so-called ‘matrix-free’ 
approach is now naturally built in RGA with less matrix multiplication to construct the 
normal equations. Thus, RGA is more efficient and scalable for high-dimensional inverse 
problems and problems with massive amount of observations. The application of principal 
component coefficients in inversion also raises a more intuitive approach to generate 
approximated posterior samples.  
In addition, the specific application of hydraulic tomography indicates that a lower-
rank truncation of the principal components are more advantageous even though the total 
variations of the original fields are under-represented, particularly for less smooth fields 
with an exponential covariance function. 
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CHAPTER 6. UPSCALING PRINCIPAL COMPONENT 
GEOSTATISTICAL APPROACH (UPCGA) 
6.1 Introduction 
Comprehension and modeling of flow and transport behavior in groundwater systems 
require accurate and efficient characterization of the underlying spatially distributed 
hydraulic conductivity field. Local-scale estimates of hydraulic conductivities can be 
obtained by conducting laboratory experiments on collected core samples from drilled 
boreholes [Klute and Dinauer, 1986a; Zha et al., 2018]. However, high costs of well 
drilling hinder this approach from mapping field-scale hydraulic conductivity distributions 
onto a fine resolution. Therefore, field-scale characterization is usually achieved by inverse 
approaches to infer hydraulic conductivities from measurements of aquifer tests, such as 
pumping tests, slug tests, constant-head tests, and tracer tests etc. [Cardiff et al., 2009; 
Cirpka et al., 2007; Fienen et al., 2006; Liao and Cirpka, 2011; Yeh and Liu, 2000; Zhang 
et al., 2014; Zhao et al., 2018]. Such inverse problems can be conveniently addressed in a 
Bayesian framework, which formulate the posterior distribution of unknown variables 
constrained by the likelihood function for data fitting and the prior distribution that is 
typically described by spatial correlation functions of hydraulic conductivities [Gavalas et 
al., 1976; Kitanidis, 1997; Neuman, 1980; Woodbury and Rubin, 2000].  
Various numerical approaches have been developed to solve Bayesian inverse 
problems. Ensemble-based approaches include Markov chain Monte Carlo (MCMC) that 
simulates a large number of the posterior samples by running a Markov chain [Cui et al., 
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2014; Geman and Geman, 1984a; Hastings, 1970; Martin et al., 2012; Vrugt et al., 2009], 
ensemble Kalman filter and ensemble smoother approaches that simulates samples from a 
Gaussian approximation of the posterior distribution [Zhang et al., 2018; Zhou et al., 2012]. 
In this chapter, our focus is on the geostatistical approach (GA), which is an objective 
method and generally requires a smaller computational budget than ensemble-based 
methods [Hoeksema and Kitanidis, 1984; Kitanidis and Vomvoris, 1983a; Kitanidis, 1995]. 
However, for highly-parameterized Bayesian inverse problems that admit high-resolution 
hydraulic conductivity fields, the geostatistical approach still requires efficient 
implementations to facilitate the computation [Lee and Kitanidis, 2014; Liu and Kitanidis, 
2011]. The reasons lie in two aspects: numerical solver needs to be performed on a high-
resolution grid for multiple times in nonlinear problems [Kitanidis, 1995]; and the large 
number of unknowns increases the cost of matrix computation during the inversion.  
Many efforts have been dedicated to reduce the computational cost of the 
geostatistical approach. Nowak et al. [2003] proposed an efficient approach of computing 
the cross-covariance matrix based on circulant embedding and the fast Fourier transform, 
which was successfully applied to a sandbox inverse problem [Nowak and Cirpka, 2006a]. 
Liu and Kitanidis [2011] proposed a sparse representation of the prior covariance matrix 
that facilitates the storage and the associated computation, and proved its effectiveness in 
an inverse problem of sandbox hydraulic tomography. For large-scale linear geostatistical 
inverse problems, Ambikasaran et al. [2013] and Saibaba et al. [2012] proposed 
hierarchical matrices to speed up the solving process. For geostatistical inverse problems 
with huge volume of observational data, Klein et al. [2017] proposed a preconditioned 
conjugate gradient algorithm, and Lin et al. [2017] proposed a randomized data reduction 
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algorithm. For inversion of pumping and tracer tests, temporal moments was applied to 
transform transient forward models to steady-state models for faster model evaluations [Li 
et al., 2005; Nowak and Cirpka, 2006a; Pollock and Cirpka, 2008; Yin and Illman, 2009; 
Zhu and Yeh, 2006].  
Recently, Kitanidis and Lee [2014] introduced the principal component analysis 
(PCA) in the quasi-linear geostatistical approach to cut down the computational cost of 
Bayesian inverse problems, named as principal component geostatistical approach 
(PCGA), and demonstrated its effectiveness and efficiency in several applications [Kang 
et al., 2017; Lee and Kitanidis, 2014; Lee et al., 2016]. PCGA decreases the computational 
overhead associated with the covariance matrix and improves the computational efficiency 
for the Jacobian matrices by a‘matrix-free’ approach. A similar idea was also incorporated 
into the successive co-kriging estimator for hydraulic tomography applications [Zha et al., 
2018].  
In CHAPTER 5, we have reformulated the PCGA for a more compact normal 
equation that provides direct solution to the principal component coefficients. This 
reformulated geostatistical approach (RGA) also stimulates an upscaling approach by 
having principal component coefficients acting as a group of latent variables, a similar idea 
accepted in CHAPTER 4. Therefore, in this chapter, we develop a new geostatistical 
approach based on RGA and the upscaling approach that solves Bayesian inverse problems 
only by running the coarse-grid forward model. The new approach is named as the 
upscaling principal component geostatistical approach (UPCGA). We have also noticed 
that the idea of running forward models on coarse-grid fields was applied by Efendiev et 
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al. [2005] in a two-stage MCMC implementation. However, the coarse-grid model was 
mainly employed for eliminating highly biased samples in their implementation. 
6.2 Upscaling Principal Component Geostatistical Approach (UPCGA) 
The UPCGA approach inherits the idea from PCGA and RGA to exploit the low-
rank structure of the 𝐂 matrix. However, instead of inferring a fine-resolution random field 
𝐬1 (which is denoted as 𝐬 in CHAPTER 5), UPCGA infers a group of latent variable by 
merely running the forward model on an upscaled coarse-resolution field, 𝐬2. In the rest of 
this chapter, 𝐬1 is used to refer to the fine-resolution random field while 𝐬2 is used to 
represent the upscaled, coarse-resolution counterpart of it.  
Using Equation (41) to express the linear expansion of 𝐬1 with respect to the principal 
component coefficients yields 
 𝐬1 ≈ 𝐗𝛃 + 𝐕k𝐚 (74) 
where 𝐚 is a standard multi-Gaussian random vector, and 𝐕k = [𝐯𝟏 𝐯𝟐 𝐯𝟑 ……𝐯𝐤]. That is, 
the unknown variable 𝐬 can be constructed via the above equation once the principal 
component coefficients 𝐚 are inverted. The MAP estimate of 𝐚 can be found out by the 
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and the updated 𝐬1can be constructed as 
 𝐬1 = 𝐗?̂? + 𝐕k?̂? (76) 
















T(𝐲 − 𝐟(?̅?, ?̅?) + ?̅?𝐚?̅? + ?̅?𝛃?̅?)
?̅?𝛃
T(𝐲 − 𝐟(?̅?, ?̅?) + ?̅?𝐚?̅? + ?̅?𝛃?̅?)
] (77) 
which takes O(npk + p2n ) more matrix multiplications than the traditional formulation in 
PCGA. For cases with p = 1, i.e., a constant mean, the extra computational cost is 
manageable. Additionally, the above linear system is supposed to have better scalability, 
as its dimension is independent of the problem size or the observation data size.  
However, solving Equation (77) iteratively still requires a substantial number of 
forward model runs on the fine-resolution grid. To lower the computational cost of each 
forward model evaluation, the original field on the fine-resolution grid is upscaled to be a 
coarse-resolution field. Assuming there is an upscaling matrix 𝐔 that is applicable to 
transform the original field 𝐬1: 
 𝐬2 = 𝐔𝐬1 = 𝐔𝐗𝛃 + 𝐔𝐕k𝐚 = 𝐗
′𝛃 + 𝐕k
′𝐚 (78) 
where 𝐬2 ∈ ℝ
m2×1 and m2 is a much smaller number than m1. The simplest upscaling 
matrix 𝐔 for uniform grids is the spatial average matrix, which is also very computationally 
efficient as a sparse matrix. Besides, it also maintains a sound physical meaning in 
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applications of hydraulic conductivity, as the spatial average of the natural log conductivity 
corresponds to the geometric mean of the conductivity. By applying the upscaling matrix, 
the MAP estimate of 𝐚 can also be obtained with 𝐬2. The new observation equation 
becomes: 
 𝐲 = 𝐟(𝐬2) + 𝛜2 (79) 
where 𝛜2 represents errors raised by using 𝐬2 instead of 𝐬1 in forward model evaluations 
plus the original error term 𝛜. Since 𝐬2 is the upscaled field, the epistemic error, 𝛜2, also 
includes the differences between the simulation results of the coarse-resolution and fine-
resolution forward models. For simplicity, we assume 𝛜2 to be a multi-Gaussian 
distribution N(𝟎, 𝐑′). In this chapter, the correlation matrix 𝐑′ is assumed to be σ′2𝐈. The 
validity and applicability of this assumption will be further investigated in the following 
numerical experiments. Thus, the formulated posterior distribution is 
 
p(𝐚, 𝛃|𝐲) ∝ exp (−
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T𝐑′−1(𝐲 − 𝐟(?̅?, ?̅?) + ?̅?′𝐚?̅? + ?̅?′𝛃?̅?)
?̅?′𝛃




where ?̅?′𝐚 and 𝐇′̅̅ ̅𝛃 is computed based on 𝐕k
′  and 𝐗′. It worth noting that formulating or 
solving the above linear system only involves with forward evaluations 𝐟(𝐬2), which is 
much faster than the original, computationally heavy forward model 𝐟(𝐬1). 𝐬2 between 
iterations can be updated by  
 𝐬2 = 𝐗
′?̂? + 𝐕k
′?̂? (82) 
which is achieved by only running the coarse-resolution forward model, and once the 
algorithm converges, the original fine-resolution solution 𝐬1 can be recovered by Equation 
(76). It is worth noting that by using different 𝐕k
′ , or say, by using different upscaling matrix 
𝐔, ‘inversion results’ on different resolutions can be constructed while they share the same 
group of underlying principal component coefficients. However, such ‘inversion results’ 
are just estimates of the spatial averages of the solution on the original fine resolution. An 
example and a detailed explanation will be presented in the numerical experiment section 
of this chapter. 
Besides a more efficient process of computing MAP estimate, the upscaling approach 
can also provide faster uncertainty quantifications. After the iteration procedure has 






















We shall notice that in the above equation, the covariance matrix of the principal 
component coefficients is computed on the coarse-grid resolution, while the covariance 
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] and its transpose on 
both sides. Therefore, compared with the uncertainty quantification procedures in RGA, 
the proposed approach quantifies the posterior uncertainty only requests coarse-grid 
forward model 𝐟(𝐬2), which further strengthens the computational advantage of the 
upscaling approach.  
The covariance matrix of [
?̂?
?̂?
] can also be employed to compute conditional 
realizations from a Gaussian approximation of the posterior. It follows the same procedure 
as what has been shown in CHAPTER 5. However, the computational overhead can be 
alleviated further because of the use of coarse-grid forward models. 
6.3 Numerical Experiments 
 The effectiveness and computational cost of the proposed UPCGA is investigated in 
three large-scale hydraulic tomography problems with each one addressing a different 
concern regarding this upscaling approach [Gottlieb and Dietrich, 1995; Liu et al., 2002; 
Yeh and Liu, 2000]. The first case is a multi-Gaussian random field; the second case is a 
structured heterogeneous field, while both cases are inverted by steady-state pumping tests. 
The third case involves with the inversion of another multi-Gaussian random field, and it 
is inverted by a transient pumping test.  
All of the hydraulic conductivity fields inverted in this section have a fine resolution 
of 512 × 512, which yields 262,144 unknowns to be estimated in the inverse problem. For 
the first two cases, both UPCGA and PCGA are applied to estimate the underlying 
hydraulic conductivity fields. PCGA directly implements the inversion on the fine 
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resolution, while UPCGA applies different upscaling resolutions, 128 × 128, 64 × 64, 
32 × 32 and 16 × 16, to compare the performance and examine the potentially lowest 
resolution necessary for producing satisfactory inversion results. The third case only 
scrutinizes the applicability of UPCGA for transient pumping case and contrasts the 
inversion results to those obtained by steady-state pumping data. 
All numerical experiments are implemented on a desktop computer equipped with 
Intel® Xeon® W2102 CPU @ 2.90 GHz 2.90 GHz processor and 8.00 GB RAM.  
6.3.1 Case1. Inversion of a Multi-Gaussian Random Field via Steady-State Sequential 
Pumping Tests 
6.3.1.1 Inverse Problem Settings 
In the first numerical experiment, a multi-Gaussian random field is generated as the 
true field of logarithmic hydraulic conductivities, as shown in Figure 15. Table 6 
summarizes the geostatistical parameters, hydraulic parameters, and the governing 
equation and associated boundary conditions. A well network with 25 wells, represented 
by black dots in Figure 15, are installed at the field. In each phase of the hydraulic 
tomography, one of the wells acts as the pumping well, and the steady-state hydraulic heads 
in the other wells are recorded as observational data. The total amount of available 
observational data is 600. We also consider the effect of errors of measurements by 
contaminating the synthetic data by adding 1.5%~3% normal random errors. In this case, 
the number of retained principal components for both PCGA and UPCGA are 30, which 















Table 6 Geostatistical and hydrological parameters for the synthetic inverse 
problem Case 1. 
Geostatistical Properties 
Domain Scale lx × ly = 100m × 100m  
Field Type Log 10 Field 
Resolution 512 × 512 
Covariance Model Gaussian model 
Mean 𝜇 = −5m/s  
Variance σ2 = 0.5m2/s2  
Correlation length l = 20m  
Hydraulic Parameters 














)) = Q 
Top  Impermeable  
Bottom  Impermeable  
Left  h = 0.1m 
Right h = 0m 
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6.3.1.2 Results and Discussion 
The inversion results are shown in Figure 16. The first row shows the best estimates 
of the logarithmic conductivity field while the second row represents the variances of the 
estimates. The case with forward model running on the 512 × 512 grid is solved by PCGA, 
while the rest are solved by UPCGA. Compared with the true field and the best estimate 
obtained by PCGA on the fine grid, the best estimates obtained by UPCGA successfully 
capture the main features of the field. In fact, no obvious quality difference can be observed 
between PCGA and UPCGA. However, the total computational time of the 16 × 16 case 
is only about 7s, while that of the 512 × 512 case is about 12,330s. The computational 









Figure 16 MAP estimates (the first row) and uncertainty quantifications (the second 
row) for Case 1. Solutions on 𝟓𝟏𝟐 × 𝟓𝟏𝟐 resolution is solved by PCGA. 
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The variance maps are computed following the procedures described in section 6.2. 
The variance map has much lower values around the locations of the wells, indicating that 
the estimate of the field has lower uncertainty around where the data are collected. It can 
also be observed that UPCGA produces variance maps with much lower values, which can 
be explained by the averaged principal components 𝐕k
′ . As when the upcaling matrix 𝐔 is 
applied to the original principal components 𝐕k, a certain amount of high-frequency 
variations is weighted out due to the spatial average. That is, UPCGA yields much lower 
variance estimates than PCGA because of the loss in high-frequency noise. 
To evaluate the computational performances of the proposed approach in a more 
statistically meaningful way, we generate five different random fields with the same 
geostatistical parameters for inversion. The computational time and the number of forward 
model runs for different upscaled resolutions are plotted in Figure 17. The computational 
time has no error bar, as the variance of the computational time is too small to be visible 








Figure 17 Computational costs for Case 1. Statistics of 512×512 resolution is based 














































Computational Time Number of Forward Runs
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The computational time approximately follows a linear relationship with the number 
of unknowns in the log-log plot, which implies a linear reduction of computational time by 
UPCGA. Moreover, the proposed approach does not jeopardize the convergence speed of 
PCGA. The numbers of forward model runs to convergence for all tests are between 
132~232. Even though the number of forward model runs increases slightly when the 
field resolution is upscaled to 16 × 16, its impact on the total computational time is 
negligible due to much faster forward model implementation. 
The accuracy of UPCGA is further analyzed via two quantitative criteria: map 
accuracy (MA) (Kang et al., 2017) and mean percentage of absolute error (MPAE) of the 
logarithmic conductivity field. Map accuracy represents the decimal proportion of 
‘correctly’ estimated conductivity values, where the ‘correctness’ is defined to be within 
an acceptable deviation from the true conductivity value. In this chapter, the tolerable 
deviation is set to be 15% of the absolute value between the maximum conductivity and 








Figure 18 Results accuracy facts for Case 1. Statistics of 512×512 resolution is based 
on results of PCGA. 
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Figure 18 shows the curves of map accuracy and mean percentage of absolute error 
for forward models with different field resolutions. The results maintain a high level of 
accuracy, except for the case on 8 × 8 resolution, the coarsest grid used for case 1. This 
motivates a practical procedure of choosing the possibly coarsest resolution for UPCGA: 
we can start from the very coarsest resolution that retains the physical meaning of the 
forward model, which is 8 × 8 in this experiment, to a higher resolution by a certain 
enlarging factor until the estimated fields from two consecutive resolutions possess 
insignificant differences. This also justifies our use of 16 × 16 as the coarsest resolution 
for inversion, as UPCGA still yields high quality estimates of the fields with mean MA of 
0.9 and MPAE of 5%. However, it is worth noting that the average performance of PCGA 
on 512 × 512 resolution is slightly better than that of UPCGA on 16 × 16. This inspires 
another potential implementation method that we could run UPCGA for the first few 
iterations on coarse-grid fields, which provides a quick convergence to MAP, and finish 
the inversion by one or two iterations on the fine-grid field, which yields better precisions 
on the final estimate.  
6.3.2 Case 2. Inversion of a Structured Heterogeneous Field via Steady-State Sequential 
Pumping Tests 
6.3.2.1 Inverse Problem Settings 
In this numerical experiment, a structured heterogeneous hydraulic conductivity field 
(see Figure 19) is constructed to test the eligibility of UPCGA for non-Gaussian fields. The 
field structure is similar to the porous media packed in a sand box [Liu and Kitanidis, 
2011], where several low-permeability inclusions are embedded in a homogeneous 
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medium. Table 7 summaries the hydraulic conductivities, hydraulic parameters and the 
boundary conditions. The pumping and monitoring setups are the same as those in the first 
experiment. However, there are ten more pumping wells are added. Thus, the number of 
available observational data increases to be 850 for this experiment. The observational data 
is also contaminated by 1.5%~3% normal random error. The solely pumping wells are 
represented by white dots in the field, and the dual-function wells are represented as black 
dots in the field.  
As the structured field is not produced by any geostatistical covariance function, the 
geostatistical parameters for inversion needs to be specified. Yeh and Liu [2000] and Liu 
et al. [2007] discussed that the choice of σ2 and L does not make significant differences on 
the inversion results when observational data is abundant. In this case, the geostatistical 
parameters are assigned as: σ2 = 2.5, L = 20m, and μ = −1.76. The number of retained 
principal components for both PCGA and UPCGA approaches are 50, which accounts for 
















Table 7 Parameters for the synthetic inverse problem Case 2. 
Geostatistical Properties 
Field Type Natural Log Field 
Domain Scale lx × ly = 100m × 100m  
Resolution 512 × 512 
Hydraulic Parameters 














)) = Q 
Boundary Conditions 
Top  h = 0m  
Bottom  h = 0m  
Left  h = 0.1m 
Right h = 0m 
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6.3.2.2 Results and Discussion 
The inversion results of the second case are shown in Figure 20. The MAP estimates 
of the log conductivity field are plotted in the first row while the variances are shown in 
the second row. The case with forward model running on 512 × 512 field is solved by 
PCGA, and the others are solved by UPCGA. Figure 20 indicates that UPCGA is capable 
of capturing the main features of the structured field even if the forward solver is upscaled 
to much coarser grids. Similar to the first experiment, the uncertainties of the best estimates 









Figure 20 MAP estimates (the first row) and uncertainty quantifications (the second 
row) for Case 2. Solutions on 512×512 resolution is solved by PCGA. 
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Table 8 summarizes the computational cost and inversion accuracy. The results 
indicate that even though the prior information is highly biased, both PCGA and UPCGA 
provide inversion results with satisfactory MAs and MPAEs. Moreover, UPCGA on coarse 
grids demonstrates computational advantages over PCGA by significantly reducing the 
time consumption of each forward model run. That the performance is not as good as in 
the first experiment is mainly because of the sharp changes at the inclusion boundaries, 









Table 8 Computational performances for Case 2. Statistics of 512×512 resolution is 










of Absolute Error 
512 × 512 212 2.31E+04 0.65 19.77% 
128 × 128 212 8.45E+02 0.66 19.50% 
64 × 64 265 2.20E+02 0.68 19.36% 
32 × 32 265 45.66267 0.68 19.78% 




6.3.3 Case 3. Inversion of a Multi-Gaussian Random Field via Transient Sequential 
Pumping Tests 
6.3.3.1 Inverse Problem Settings 
In this numerical experiment, a multi-Gaussian random field with exponential 
covariance function is generated as the true field of logarithmic hydraulic conductivities 
(Figure 21). Table 9 contain parameters of the forward hydraulic model. A same well 
network composed of 25 evenly distributed wells is employed in this case. During the 
sequential pumping test, one of the wells acts as the pumping well, and the transient 
hydraulic heads in the other wells are recorded as observational data. The total amount of 
available observational data is 6000. We also consider the effect of errors of measurements 
by contaminating the synthetic data by adding 1.5%~3% normal random errors. In this 
case, we only investigate the performance of UPCGA in inverting transient pumping data, 
which is featured with inversion results on 64 × 64, 32 × 32 and 16 × 16. The number of 
















Table 9 Parameters for the synthetic inverse problem Case 3. 
Geostatistical Properties 
Domain Scale lx × ly = 100m × 100m  
Field Type Log 10 Field 
Resolution 512 × 512 
Covariance Model Gaussian model 
Mean 𝜇 = −5m/s  
Variance σ2 = 2m2/s2  
Correlation length l = 20m  
Hydraulic Parameters 
Pumping Rate Q = 0.0075m3/s 


















Top  Impermeable  
Bottom  Impermeable  
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Figure 22 MAP estimates (the first row) and uncertainty quantifications (the second 
row) for Case 3. 
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6.3.3.2 Results and Discussion 
The results in Figure 22 indicate that the proposed upscaling approach is also capable 
of inverting transient sequential pumping tests data, as it captures the main features of the 
underlying random field. Setting the threshold to be 10% of the difference between 
maximum and minimum in the original field, MAs of resolutions 64 × 64, 32 × 32 and 
16 × 16 are 84.90%, 84.07% and 81.81% respectively, which are indicative of the 
success of the upscaling approach. By using transient pumping data, the magnitude of 
variances is also lowered as demonstrated in the uncertainty maps. The suppressed 
uncertainty is mostly provoked by a much larger data volume.  
The reduction of computational overhead is also significant. Inversions on three 
different resolutions share a same number of required forward model runs, while, due to a 
decreasing running time for each forward model, the total computational times are 741s, 
136s and 32.6s.  
6.3.4 Discussion on Upscaling Effects 
The spatial average of the logarithmic hydraulic conductivity values corresponds to 
the geometric mean of the actual hydraulic conductivity values, which has been proved 
sufficiently effective for hydraulic tomographic problems presented above. In this section, 









Figure 23 Scatter plots of the forward model outputs on the upscaled fields versus 
the forward model output on the original field, and the histograms of the deviations. 
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Figure 23 shows the scatter plots of the forward model outputs using different 
upscaled resolution against the forward model output on the original one. That the scatter 
points roughly fall on the diagonal line indicates an agreement of forward model outputs 
across different field resolutions, but as the grid is upscaled further, there are more points 
diverted off the diagonal line. The errors of simulation are also illustrated by histograms, 
which do not show any obvious skewness. That also helps to explain why a Gaussian 
assumption of the error term 𝛜2 yields comparable inversion results in these two cases. 
However, when these deviations such as numerical errors suppress the real trend of the 
forward model output, special treatment is needed [Köpke et al., 2019]. 
As stated before, by employing different 𝐕k
′ , we can recover the spatial averages of 
the original field on different coarse resolutions. This hypothesis is supported by the two 
leftmost columns in Figure 24, which represents the 16 × 16 spatially averaged true field 
and the 16 × 16 field constructed by the principal component coefficients. Subplots in the 
first column and the second column almost share the same spatial pattern, and if are treated 
as the true fields and the best estimates, MA and MPAE of the Gaussian case are 0.91 and 
4%, while those of the structured case are 0.60 and 16%. On the other hand, a direct 
inversion on resolution 16 × 16, the rightmost column, deviates more from the averaged 
true field, characterized by an MA of 0.84 and an MPAE of 5% for the Gaussian case, and 
an MA of 0.60 and an MPAE of 16% for the structured case. It implies that the proposed 
approach is different from a direct concatenation of an inversion of a coarse field and a 







Figure 24 Left: Spatially averaged true field on 16×16 resolution. Middle: An 
estimate of the spatially averaged true field on 16×16, constructed by the principal 




Results in Figure 24 also reveals a fact that the large-scale patterns are well retained 
by running coarse-grid forward models, which is in accordance with a finding in [Zha et 
al., 2018]. Zha et al. [2018] also found that coarse grids might be more appropriate to 
identify large-scale hydraulic conductivity structures. 
6.4 Conclusion 
In this chpater, we develop an upscaling principal component geostatistical approach 
(UPCGA) for Bayesian inverse problems to invert high-dimensional hydraulic 
conductivity fields. The proposed approach is constructed on the basis of PCGA and RGA, 
which accelerates the traditional geostatistical inverse approach via PCA. By using the 
principal component coefficients as a group of latent variable, the inversion solutions on 
the upscaled coarse-resolution field and the fine-resolution field are connected. Thus, we 
are able to inverse the principal component coefficients by solely running the forward 
model on upscaled coarse-resolution fields, and recover the fine-resolution fields from 
these coefficients after the inversion process converges. Uncertainty characterization 
approach is also proposed accordingly based on the classical one used in PCGA and RGA, 
which only demands forward model runs on the coarse-resolution fields. We also proposed 
methods to generate conditional realizations from the approximated Gaussian posterior. 
The proposed approach is tested on three synthetic numerical experiments of 
hydraulic tomography, and compared with PCGA. In the Gaussian random field case, 
UPCGA substantially reduces the total computational time of the inversion while still 
maintains a high accuracy in the inversion results, and yields much lower estimate 
variances. In the structured field case, from a practical perspective, we tested UPCGA in a 
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scenario with a lack of proper prior information. The structured field is modeled by a 
Gaussian random field  during inversion. With such highly biased prior information, the 
robustness of UPCGA is tested and compared with PCGA. The results indicate that both 
algorithms are well capable of handling the biased prior information and the structured 
characteristics in the field. In the sequential transient pumping case, UPCGA is applied to 
invert transient pumping data. The results also demonstrate the effectiveness of UPCGA in 
handling transient data. Besides, by using transient data, which is usually featured with 
larger data volume, UPCGA yields much lower uncertainty estimates.  
The developed approach also has the potential to take advantage of other image 
reduction algorithms, as long as the connections from the latent variable to the fine-
resolution field and the coarse-resolution field are well established. However, the 
generalization of the proposed approach to other kinds of observational data, such as 
concentration data in tracer tests or temperature data, has not been tested. Due to the 
properties of transport and grid requirements of numerical stability, concentration data may 
be much more sensitive to the grid resolution [Lee et al., 2018]. Thus, the reduction factor 
is not expected to be as huge as demonstrated in the above pumping cases. Considering 
pumping tests are much more cost-effective and common in practice, the develop approach 
has great potential to reduce computational efforts in aquifer characterization.  
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CHAPTER 7.  APPLICATION OF UPCGA TO REAL WORLD DATA 
7.1 Introduction 
In this chapter, the proposed upscaling principal component geostatistical approach 
(UPCGA) is applied to investigate the hydraulic conductivity field and storage coefficient 
field of a deep lime stone aquifer in Xingdong coalmine site located in China. The inversion 
results provide more quantitative geological information of the coalmine site, and have the 
potential to provide guidance for coalmine operations in the future to evade incidents.  
There are seven observation wells installed around the coalmine boundary to monitor 
the water level changes, which functions to provide early warning when incidents such as 
water inrush happen. These wells are shown in Figure 25 with names of D1, D3, D4, D5, 
D6, D9 and D11. Out of safety considerations, no monitoring well is installed in the mining 
area.  
In order to characterize hydraulic conductivity and storage coefficient of the 
coalmine area, a pumping test was conducted. As shown in Figure 26, during this pumping 
test, in which D5 acts as the pumping well while the rest six wells act as monitoring wells, 
there are 14 water level readings recorded for each monitoring well. The 14 readings of 
each well record water levels in 7 days for every half a day. Besides the pumping test, 
Figure 26 also records the draw down curves for a water inrush incidents happened in W1, 
which can be regarded as another pumping test and complete the sequential pumping test. 
The data of the water inrush incident is also recorded on the same time resolution. It worth 
noting that during the water inrush, drawdown in D9 is much larger than those in the other 
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wells are. Therefore, another separated axis is adopted on the right of the figure to illustrate 
the range of the drawdown curve in D9. 
To estimate the hydraulic conductivity and the storage coefficient, we rewrite the 
normal equations of UPCGA to include the storage coefficient as unknowns, and apply this 




















7.2 Joint Inversion by UPCGA 
In order to jointly estimate the storage coefficients and the hydraulic conductivity, 
the UPCGA needs to be reformulated to incorporate the variation of the storage coefficient. 
By applying the same geostatistical approach, a linear expansion of the natural log storage 
coefficient 𝐪1 with respect to the principal component coefficients yields 
 𝐪1 ≈ 𝐘𝛃𝐪 + 𝐖k𝐚𝐪 (84) 
where 𝐚𝐪 is the same standard multi-Gaussian random vector as 𝐚, 𝐘 reflects the 
deterministic trend of the field, and 𝐖k = [𝐰𝟏 𝐰𝟐 𝐰𝟑 ……𝐰𝐤] represents the principal 
components of the field. By applying the upscaling matrix on 𝐘 and 𝐖k, the storage 
coefficient field on coarse grid can be expressed as  
 𝐪2 = 𝐔𝐪1 = 𝐔𝐘𝛃𝐪 + 𝐔𝐖k𝐚𝐪 = 𝐘
′𝛃𝐪 + 𝐖k
′𝐚𝐪 (85) 
where 𝐘′ and 𝐖k
′  represent the upscaled trends and principal components. Considering the 
effect of both hydraulic conductivity and storage coefficient, the observation equation 
becomes: 
 𝐲 = 𝐟(𝐬2, 𝐪2) + 𝛜2,2 (86) 
where 𝛜2,2 represents errors raised by using 𝐬2, 𝐪2 instead of 𝐬1, 𝐪1 in the transient forward 
model evaluations plus the original error term. For simplicity, we assume 𝛜2,2 to be a multi-
Gaussian distribution N(𝟎, 𝐑𝟐,𝟐). In this chapter, the correlation matrix 𝐑𝟐,𝟐 is also 
assumed to be σ2,2
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where ?̅?′𝐚,𝛃 represents Jacobian matrix of 𝐟(𝐬2, 𝐪2) with respect to 𝐚 and 𝛃, and ?̅?′𝐚𝐪,𝛃𝐪 
represents Jacobian matrix of 𝐟(𝐬2, 𝐪2) with respect to 𝐚𝐪 and 𝛃𝐪. The reformulated 
equation can jointly invert the hydraulic conductivity field and the storage coefficient field 
by only running the upscaled forward model. Between optimization iterations, 𝐬2 and 𝐪2 
can be updated as  







which is achieved by only running the coarse-resolution forward model, and once the 
algorithm converges, the original fine-resolution solution 𝐬1, 𝐪1 can be recovered by 
Equation (76) and Equation (84) respectively. 
The joint approach can also provide uncertainty quantification of the best estimates. 













































Learning from the covariance computation in UPCGA, the above equation leverages 
the low-cost coarse grid forward model to produce variance maps in short computational 
time. As the off-diagonal elements of this matrix encodes cross-covariance matrices 
between 𝐬1 and 𝐪1, which are of no interest in the uncertainty quantification, the 
computational cost only concentrates on finding the diagonal elements, which can be 
efficiently computed as what has been demonstrated in the former chapter. 
7.3 Real World Data Inversion 
The inversion of real world data always requires a prior guess of the field 
characteristics, which, in the geostatistical background, are governed by structural 
parameters of the field. The initialization of the geostatistical parameters are shown in 
Table 10, which reflects our prior belief in the hydraulic conductivity field and the storage 
coefficient field. Other values of the parameters are also explored in data inversion; 
however, the inversion of data does not produce significant differences across different 
setups. This experimental result also corroborates the statement that certain dataset 
supports more than one prior belief. A group of similar geostatistical parameters can 
provide similarly accurate inversion result, which is also in accordance with what we found 






Table 10 Initialization of parameters in the real world data inversion. 
Geostatistical Properties  
Domain Scale 15000m × 20000m 
Field Type Logarithmic Field 
Resolution 750 × 1000 
Covariance Model Exponential model 
Mean 𝜇 = 1.2m/s 𝜇 = −9.0 
Variance σ2 = 1.5m2/s2 σ2 = 1.5 
Correlation length lx = 1000m, ly = 1000m 

















North  h = 950m 
South  h = 950m 
West  h = 950m 




The inversion is solved by UPCGA that upscales the fields from the original 
resolution to 75 × 100. The same upscaling scheme is introduced to both fields. The MAP 
estimates of the logarithmic hydraulic conductivity and the logarithmic storage coefficient 
are shown in Figure 27, with pumping wells denoted as white dots and monitoring wells 
denoted as black dots.  
The result indicates that the studied area possesses highly heterogeneous behaviors 
in both conductivity field and storage coefficient field. The magnitude of the hydraulic 
conductivity 𝐊 ranges from 10−2 to 102, while that of the storage coefficient 𝐒 ranges from 
10−4 to 10−6. This also helps to explain the contrasting drawdown curves from different 
monitoring wells. Besides, the result also reveals the spatial pattern of conductivity and 
storage coefficient in the studied area.  
The inversion of field data uncovers two major extreme-conductivity regions in the 
studied area. One low conductivity area residing on the east, impermeable boundary that 
embraces D4, D6, D9 and W1, and one high conductivity area locating to the south of the 
well network that covers D1 and D11. Storage coefficient field owns a ‘clustered’ pattern, 
which is characterized by one high storage region and one low storage region, while the 
rest of it is almost uniform around the mean value. The extremely low storage coefficient 
distribution on the east boundary prompts the drawdowns in D4, D6 and D9 to hit the 
plateau within shorter pumping duration compared with D1, D5 or D11 that locate in the 









Figure 27 Best estimates of the logarithmic hydraulic conductivity field and the 
logarithmic storage field. 
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The uncertainty quantifications of conductivity and storage coefficient are computed 
via Equation (89), and the variance of each grid point, which are represented by the 
diagonal elements in Equation (89), are plotted in Figure 28. Both variance maps 
demonstrate similar spatial patterns: a much lower uncertainty in the region where the well 
network is constructed and almost a uniform distribution of medium uncertainty otherwise. 
The low uncertainty region carries variance value between 0.1-0.15, which is around 10 
percent of the total variance of the logarithmic conductivity and 30 percent of the total 
variance of the logarithmic storage coefficient. The quantitative analysis indicates that even 
though transient pumping data enables the inversion of storage coefficient, it contains more 
confidence in respect of inverting the conductivity.  
It is also worth noting that the spatial pattern shown in the variance maps is also 
consistent with the conclusion we made in CHAPTER 5 and CHAPTER 6. Measurements 
reveal local details of where they are taken while at the same time increases certainty of 









Figure 28 Variance maps of the logarithmic hydraulic conductivity field and the 
logarithmic storage field. 
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The performance of UPCGA in inverting field data is also investigated from the 
perspective of reproducing the measurement. Though inverted jointly, the two datasets, 
pumping test data and water inrush data, are compared separately in Figure 29 and Figure 
30.  
The results in Figure 29 indicate that the proposed approach successfully reproduces 
the drawdown curves of the pumping test, which is conducted under a normal pumping 
rate. However, the measurement is not as well reproduced in the water inrush incident as 
in the pumping test, especially in D3, D5 and D11. The reason can be two-fold. First, unlike 
a pumping test that is conducted by researchers and engineers with deliberately designed 
setup, water inrush incident happens more abruptly with an extreme flow rate, which 
potentially incurs unexpected hydraulic behaviors such as change of water inrush channels 
during the incident [Mao et al., 2018] or highly fluctuated flow rate. Second, the pumping 
of water from the coalmine does not start instantaneously after the water inrush happens, 
and the pumping rate may not accurately reflect the real inrush flow rate in the coalmine. 
However, we shall also notice that UPCGA is strongly challenged by reproducing extreme 




















In this chapter, we investigate the performance of the proposed UPCGA inverse 
algorithm with a real-world application: a large-scale inverse problem with transient 
pumping data. The studied domain stretches 15km long and 20km high with the discretized 
resolution 750 × 1000. To alleviate the prohibitive computational overhead, the original 
resolution is upscaled to 75 × 100 in the upscaling stage.  
The inversion result reveals structural formations having high or low hydraulic 
conductivity and storage coefficients. The uncovered spatial patterns are aligned with what 
has been found by other researchers [Mao et al., 2018], and contribute to future study of 
this coalmine field. At the same time, UPCGA also captures the dominant trend of the 
measured drawdown curve, especially for the drawdown data from the pumping test. Even 
though a validation process can help to substantiate our finding, due to a lack of datasets, 
we decided not to employ it. For future study, if there are more data chunks available, our 
algorithm is well capable of assimilating these new data to strengthen the delineation of 
geological formations in this area. 
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CHAPTER 8.  CONCLUSION 
In this thesis, we develop new inverse modeling algorithms in a Bayesian framework 
and demonstrate their applications in estimating large-dimensional hydrogeological 
parameter fields. Specifically, we develop new, efficient and accurate algorithms for both 
stochastic sampling approach, i.e., MCMC, and objective approach, i.e., Bayesian 
geostatistical approach.  
In CHAPTER 3, based on the stochastic Newton approach, a quasi-Newton approach 
is proposed and assimilated into the sampling framework to reduce the number of forward 
model evaluations. The proposed quasi-Newton approach is called Broyden method, which 
is designed for Jacobian approximation in optimization problems at the first place. The 
results of numerical experiments indicate that Broyden algorithm substantially cut down 
the total computational cost while maintains a high accuracy of inversion results.  
In CHAPTER 4, we construct an upscaling approach for large-scale hydraulic 
tomography problems, in which a group of latent variable is derived to encode the 
information across solutions on different resolutions. Therefore, the forward model can be 
evaluated with minor computational effort on the upscaled field. The upscaling approach 
is combined with the sampling framework investigated in CHAPTER 3 to provide further 
computational advantage to handle the inversion of hydraulic data. The performance of this 
approach is scrutinized from the perspective of computational budget and inversion result 
quality. The results indicate that the proposed approach significantly accelerates the 
process of solution-finding while maintains a high accuracy in the final estimate.  
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In CHAPTER 5 and CHAPTER 6, we reformulate the geostatistical approach that 
transforms the unknown random variable to be the principal component coefficients, and 
incorporates the upscaling approach into the geostatistical approach to develop an 
upscaling principal component geostatistical approach (UPCGA). The reformulated 
geostatistical approach (RGA) possesses a more intuitive way of computing Jacobian 
matrices, and yields a scalable normal equation system that particularly benefits inverse 
problems with a large volume of measurements. UPCGA takes advantage of RGA and 
recognizes the principal component coefficients as latent variable to connect the coarse-
grid solution and the fine-grid solution. Several numerical experiments are used to verify 
the proposed algorithms. The experimental results demonstrate the capability of RGA and 
UPCGA in handling high-resolution Bayesian inverse problems, especially in the UPCGA 
case, the computational cost reduction is substantial.  
In CHAPTER 7, the performance of UPCGA is investigated by a field data case. The 
dataset is collected by conducting a pumping test and a water inrush incident in a coalmine 
site. The proposed approach inverts the field with alleviated computational cost, while 
simultaneously identifies the critical regions of conductivity and storage coefficient in the 
studied area. The uncovered spatial patterns are aligned with what has been found by other 
researchers [Mao et al., 2018], and contribute to future exploration operation of this 
coalmine field. However, we also noticed that the reproduction of extreme drawdown data 
points is challenging for UPCGA.  
It is worth noting that MCMC algorithms are usually applied for the cases when 
future computation based on the generated realizations are expected, whereas GA focuses 
more on providing a single fast and reliable estimate of the studied field.  
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As far as we know, the newly derived Bayesian inverse algorithms also have the 
potential to be extended to other inverse applications such as tracer data inversion, seismic 
wave inversion or temperature data inversion. A decomposition and recombination of the 
proposed approaches can potentially stimulate new algorithms that absorb the advantages 
of both. Besides, the future of Bayesian inverse modeling may also become intertwined 
with the rapid development of deep learning and variational Bayesian, which lends 
sophisticated characterization tool and more efficient computational tool to current 
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