Image mosaicing involves geometric alignment among video frames and image composit
Introduction
Recent advances on embedded systems hold great promises to make small embedded devices more capable and intelligent. For example, the devices become smaller and smaller while its computational power, data storage and memory size continue to grow. With powerful embedded processors (e.g., ARM a ) and operation systems (e.g., Symbian b ), there seems to be endless opportunities to empower increasingly popular embedded devices. Figure 1 illustrates a typical transition from a dedicated vision system 7 to a dedicated vision chip 23 , and to small embedded devices. There already exist amazing techniques that are built for embedded devices, for example, the Okao Vision Face Recognition Software for cell phone from Omron 1 and the Video Mosaicer 2 for creating panoramic images for cell phone from QinetiQ.
Yet, significant challenges exist for transferring state-of-the-art technical capabilities developed over the years based on special hardware and powerful PC to small embedded systems without sacrificing performance. In this paper, we focus on one particular technique, video mosaicing that has been studied extensively 11, 14, 5, 21 and continue to find new applications 15, 16 . The goal is to have algorithms that not only rival the best available but are more efficient to implement on embedded devices. Image mosaicing 11, 14, 5, 21 stitches small input images to create a large mosaic image. Two types of mosaicing exist: still mosaicing where a still mosaic image is created by stitching together all input images 11 , and dynamic mosaicing where mosaic images are created dynamically along with incoming video frames 7 . Two major steps involved in constructing image mosaics are geometric alignment and image compositing or blending. Many techniques have been developed to handle the geometric alignment 17, 19 . Only possible with special hardware ten years ago 7 , real-time image alignment is now a common practice with powerful PCs. The focus of this paper is to propose efficient image blending methods that can be used for a http://www.arm.com/ b http://www.symbian.com/ both real-time dynamic mosaicing and efficient still mosaicing to create good-quality mosaics from any number of overlapping images. More specifically, we propose flexible blending methods where weighting functions for each video frame are computed individually in local frame coordinate systems. Most state-of-the-art algorithms need to first compute all possible image boundaries (in general computationally expensive) and then decide the weighting functions based on these boundaries. As a result, they are not tailored towards real-time implementation. On the contrary, our methods can be implemented very efficiently with results comparable to those of complex state-of-the-art algorithms. The flexible blending methods provide the following unique advantages:
• Capability to produce great results and potential for being implemented on embedded system for real-time performance. This is in contrast to state-ofart algorithms where weighting functions dependent on boundaries among all frames are computed in the global mosaic coordinate system. As a result, they are computationally expensive and can not be implemented sequentially.
• Comprehensive treatment of geometry, time and user control. The individual weighting function takes into consideration temporal order of a video frame, perspective of this video frame with respect to the global coordinate of the mosaic and user control inputs.
• Capability to handle exposure imbalance among frames. To remove visible seams due to significant differences in image intensity among video frames, multi-resolution flexible blending methods are proposed to explicitly compensate for exposure difference before blending image pixels.
In Fig. 2 we illustrate the impact of image blending upon the quality of image mosaics using a pair of stereo images by averaging and applying individual weighting functions. We notice that in Fig. 2(b) not only boundary seams are removed, but artifacts (ghosting) due to local alignment error/geometric distortion are visually removed. This is made possible by applying continuous but fast decaying weighting functions that act more like selection, for example, (0.5
where x and y are pixel values from two video frames. The remainder of this paper is organized as follows: After reviewing related work in Section 2, we present the flexible blending methods in Section 3. We then present experimental results in Section 4. In section 5, we discuss the extension of flexible blending methods to multi-resolution flexible blending methods that handle the exposure issue. Finally, we conclude our paper in Section 6.
Related work
The task of image blending is to determine the value of a mosaic pixel based on pixels from all warped images. Many factors affect the quality of image mosaics, including image alignment, lens distortion, pixel intensity difference among frames, and perspectives of each frame. There is a long history of study on how to create good quality mosaics. The majority of image blending methods create a mosaic pixel based on a weighted sum of warped frame pixels. We refer the pixel-wise weights per frame as the weighting functions.
The simplest weighting function is a flat function that weighs all pixels equally.
Image blending using the flat weighting function leads to visible edges or seams along image boundaries ( Fig. 2(a) ). To reduce seams, a linear ramp weighting function can be used across the boundary region of two adjacent images 11 . A similar technique (feathering algorithm) was proposed in 20 to reduce seams. Image feathering assigns a pixel's weight based on its distance to the boundary. A better approach that intends to compute the best possible weighting function across boundaries was proposed in 14 . However, it involves an expensive iterative relaxation procedure.
Recognizing the impact of the width of a transition zone centered across an image boundary, authors in 3 proposed a multi-resolution method based on Laplacian pyramid 4 . The basic motivation of this approach is that the width of the transition zone should be comparable to the size of features in images. To handle features of different sizes, a fusion approach 3 was taken that first decompose images into different resolutions, creating component mosaics at each resolution using transition zones of different widths; then blend all component mosaics to produce the final mosaic. In 8 , DWT (discrete wavelet transform) rather than Laplacian pyramid is applied to create multi-resolution mosaic. An alternative approach to multi-resolution image blending is to perform operations in the gradient domain 10 .
These gradient-domain methods construct the mosaic image by an optimization process that compares the gradients of the mosaic image and all video frames. Improved results were shown compared to multi-resolution blending and feathering algorithms.
Other than image blending, many methods have focused on geometry in order to remove seams and ghosting. For example, local alignment (blocked-based optical flow) is applied to local overlapping regions after global alignment to remove ghosting caused by mis-alignment 19 . Another interesting method to remove seams geometrically is the use of image strips that are perpendicular to the image flow 12, 13 . The mosaic manifold is defined by the motion of a capturing camera. By perfectly aligning 1D vertical strips along the seam, this method works very well with a 1D scanning paths but not with a 2D scanning path. Other methods consider handling dynamic geometry, for example, moving objects within video frames. In 6 , a method was proposed to segment the mosaic into disjoint regions and sample pixels in each mosaic region from a single input image.
To avoid blurred areas due to moving objects, each moving object is assumed to be fully contained in at least one input image. To handle the cases of multiple overlapping regions that contain moving objects, a vertex cover algorithm was proposed to selectively remove all but one instance of each object 22 .
One common issue with these methods, blending ones or geometry ones, is that they are not tailored towards real-time, especially dynamic mosaicing systems. They first need to compute all possible image boundaries (which could be very complicated), and then decide the weighting functions based on these boundaries. In short, all the operations are carried out in the mosaic coordinate system. On the contrary, the flexible blending methods proposed in this paper start from local frame coordinate systems and end up in the mosaic coordinate system through simple image warping, regardless of how arbitrary the boundaries are in the mosaic coordinate system. In addition to removing seams, the proposed blending methods carry out deghosting quite effectively. The proposed methods also consider perspective and temporal order of video frames and user input controls.
Finally, there exist methods that handle exposure difference explicitly. In 22 , an iterated method based on image blocks (e.g., 32 × 32) was proposed to solve the transfer functions from corresponding image blocks to the mosaic block. Additional step is then applied to guarantee the smoothness of the final image composite. In this paper, a different method based on pyramid decomposition and reconstruction is proposed to explicitly correct for exposure imbalance. As a result, not only seams are removed but exposure-consistent mosaics are created. Other related work actually explores exposure difference to create images with extended dynamic range 9,18 .
Flexible Image Blending
Before we introduce flexible image blending, we would like to demonstrate the impact of image blending upon the quality of image mosaicing. We take the mosaicing result in Fig 2 as an example and plot regions where image blending has made a significant impact. It is obvious from Fig. 3 that mosaicing artifacts have been significantly reduced: 1) artifacts (ghosting) due to alignment error ( Fig. 3 (a)(b)), 2) artifacts due to geometric distortion (and alignment) ( Fig. 3(c) ), 3) artifacts due to intensity difference ( Fig. 3(d) ). From these comparisons we can see that the proposed blending functions can act more like selecting rather than averaging when the distances from a mosaic pixel to respective warped image optical centers are rather different.
Basics on sequential implementations
Before we propose flexible image blending, we discuss the key issue of efficient implementations when few to many overlapping images are involved for making mosaics. Existing linear image blending operations can be expressed as (in the mosaic coordinate system):
is the warped version of an original image I k , w k is a corresponding weighting function. I c is the resulting composite image (mosaic). For traditional averaging mosaics, w k is 1/t (the flat weighting function); while for traditional overlapping mosaics, w k is 1 when k is the current frame and 0 otherwise.
The key idea of speeding up the process is to have an sequential implementation of image blending that involves only the most recent video frame. There exist sequential implementations of simple image blending and the basic idea is to carry out blending sequentially to achieve the same result as if all images were blended simultaneously. For example, the sequential implementation of averaging mosaics (Fig 2(c) ); the bottom-left is the result of averaging the warped images based on the flat weighting function ( Fig. 2(a) ) and the bottom-right is based on individual weighting functions ( Fig. 2(b) ).
is based on the following iterative operation in the mosaic coordinate system:
c (x, y) =
where
c (x, y) is the mosaic at iteration/time t and the sequential weighting function w
[t] (x, y) is updated according to
c (x, y) being set zero. The zero initialization of w [0] and I
[0] c is valid throughout the paper.
In the following section, we introduce flexible blending methods that are implemented sequentially.
Pixel location, Perspective, Temporal order and User inputs

Weighting function: from individual frame to the mosaic
As can be seen from the linear blending operations, the weighting functions w k is in the mosaic coordinate system. It turns out that this will not prevent sequential implementation for simple blending such as averaging (e.g., Eq. 1). However, as we reviewed in Section 2, most existing effective methods involve no-flat weighting functions dependent on image boundaries in the mosaic coordinate system. This is what we have been arguing against for the purpose of efficient implementation. To achieve the same goal of constructing good quality mosaics, we propose individual weighting functions that are computed per frame. These individual weighting functions take into consideration geometry (both pixel location within a frame and perspective of the frame), frame temporal order and user inputs. For final blending in the mosaic system, these individual weighting functions are simply warped along with video frames. In summary, the flexible blending is defined as:
where w k (x, y) is the weighting function of temporal order k, user control inputs M , and geometry-based function g W k (x, y) that is a warped version of the individual weighting function g k (u, v) . Throughout this paper, we use (x, y) and (u, v) to denote pixel locations in a mosaic and corresponding image I k respectively.
In the following, we detail the considerations of geometry, temporal order and user control inputs.
Geometry-based g t (u, v) There are two motivations for us to work with g t (u, v) based on frame geometry rather than w t based on mosaic geometry. The first is the implementation efficiency. The second is that these functions reflect regiondependent pixel quality in each frame: 1) Center region of an image has sharper focus and less geometric and photometric distortion; 2) The quality of pixels warped onto a location within the mosaic from nadir-view (with respect to the mosaic coordinates) frames is higher than that from oblique-view frames. One simple example of the individual weighting function g t (u, v) can be expressed as follows:
where d is the normalized distance (< 1) from pixel location (u, v) to image center (u 0 , v 0 ) and r is the power term, θ t is the viewing perspective of image I t with respect to the mosaic coordinate.
Next, we show how sequential implementations of geometry-based flexible blending (with sequential weighting function w [t] (x, y), rather than w t (x, y)) can be achieved. In this case, we simply extend the existing approach (Eq. 1) to include g t (u, v) (To make our presentation clear, we drop pixel location (x, y) used in I
c (x, y) etc., in the remainder of this paper)
W t has no pixel
where w [t] is updated according to
We often refer this formula as the default averaging mode of flexible blending. For derivations of this formula, please see appendix Appendix A for details.
Temporal order and user control inputs
In addition to geometry, flexible blending also considers temporal order and user control inputs. First, we discuss cases when we want to insert more user control over the chosen image blending methods. For example, we may want to choose 50% averaging for image blending. We introduce a user control parameter p that is in the range of (0, 1). In the case of averaging, if we want 100% averaging (p = 1), then flexible blending should reduce to traditional averaging blending. On the other extreme, if we do not want to have controlled averaging at all (p = 0), then flexible blending reduce to the default averaging mode (Eq. 4) based on geometry only. In general, both averaging and geometric factors are taken into consideration. For that, we introduce an auxiliary variable w a
and the corresponding flexible blending method is as follows
, I
Next, we discuss flexible blending method that takes into consideration the temporal order, for example, for making overlapping mosaics. Again, we can insert our control over the extent of overlapping. For example, if we want 100% overlapping (p = 1), then flexible blending reduces to the case of traditional overlapping blending. In general, geometry, time and user control inputs are taken into consideration for flexible blending. For better presentation, we again introduce an auxiliary variable w o that is related to w a (Eq. 5)
Finally the general flexible blending formula is as follows 
We often refer this formula as the default overlapping mode of flexible blending when p = 1, i.e., w a = g W t . For derivations of this formula, please see appendix Appendix B for details.
Special effect: Background mosaicing with moving objects
As mentioned earlier, by handling dynamic geometry, the proposed methods can create special effects. For example, we could have special blending for regions-ofinterest (ROIs) that represent moving objects. In short, we could mosaic the background while preserving the moving objects assuming these objects do not overlap in consecutive frames used for mosaicing. To handle general case, we effectively hide the ROIS of most frames except a few sparsely selected frames. This can be achieved by replacing g t (u, v) with the following formula in all the above formulations:
where k is a constant scalar, say 0.1. To prevent blurring of moving objects due to multiple overlapping frames, we set s t either 1 or 0, depending on whether the ROIs from the current frame are selected or not. 
Experiments
To test the flexible blending methods, we have tried on both still and dynamic mosaicing. For still mosaicing, we have carried out detailed analysis and comparison ( Fig. 2 and Fig. 3) . For dynamic mosaicing, we have tried many real video sequences. Here we present experiments based on two video sequences. In both video sequences, the motion trajectories of video frames are not simple. In other words, the image boundaries are not simple and it is computationally expensive for state-of-the-art algorithms. For example, both video sequences have significant back-ward motion and rotation in addition to regular forward-motion. In the first experiment using medical imagery (Fig.4) , we compare mosaicing results based on traditional blending and flexible blending methods (Fig. 10) . In the second experiment using aerial video imagery, we show flexible blending method with special effect of moving object on a background mosaic (Fig. 11) . Averaging and overlapping blending methods are commonly used in dynamic mosaicing. In both experiments, we apply flexible blending methods in making mosaics and compare them to averaging and overlapping mosaics. Since it is space-consuming to plot whole sequences of dynamic mosaics, we only plot the last mosaics in our experiments. Figure 10 shows different results of mosaicing slit-lamp retina images (Fig. 4 ) that are aligned reasonably well but experience exposure changes. Without adjusting image intensity, seams due to exposure changes are clearly visible in traditional mosaicing methods. Using flexible blending, those artifacts are mostly invisible.
In Fig. 11 we plot different results of mosaicing aerial video images. Figure 11 (b) shows the special effect of background mosaicing with moving objects. Like regular flexible mosaicing, background mosaicing also greatly reduces artifacts when compared to traditional mosaicing methods (Fig. 11(c) ).
Discussion
Based on experimental results, we see that good results comparable to state-of-the-art algorithms have been obtained based on the proposed methods. Currently they have been implemented on special hardware and PC for real-time performance. Due to the existence of sequential implementations, we expect no difficulty of implementing flexible blending methods on an embedded system. In fact, video mosaicing techniques have already been implemented on mobile phones based on ARM processors 2 . We expect that our methods can produce better results though. For example, lens distortion is a common issue for in-expensive phonecameras and our methods can effectively hide artifacts due to lens distortion. And they can also hide artifacts due to mis-alignment. However, when taking pictures of close scene, significant parallax could prevent mosaicing algorithms (including ours) that enforce parametric alignment from getting good results.
Flexible Blending: Pyramid-Based Expansion
As mentioned earlier, flexible blending would create visual seams if there exist large differences in image intensity among video frames. Figure 5 illustrates such a case (the power term r is equal to 3) when two images with large different intensity values (50 v.s. 200) are stitched together.
side-view of weighting func side-view of image composite image composite To handle this problem, methods have been proposed to explicitly compensate for exposure/illumination difference. For example, in 22 , an iterated method based on image blocks was proposed to solve the transfer functions from corresponding image blocks to the mosaic block. Additional step is then applied to guarantee the smoothness of the final image composite. In this paper, we propose a method based on pyramid decomposition and reconstruction.
Creating exposure-consistent mosaics
The key idea of the proposed method is to provide efficient exposure compensation by matching the "exposure" of images without carrying out self-calibration as in 18, 9 . That is we compare the "exposure" of a frame to that of a reference frame or mosaic and then make exposure transformation. Without self-calibration, it is impossible to obtain the true exposure. However, the coarsest level/resolution (a low-resolution image) of the Laplacian pyramid representation 4 of an image reveals region-/pixel-wise exposure coupled with scene reflectance. Assuming that scene reflectance remains unchanged, we can reconstruct one image based on matching two aligned images pixel-wise at the coarsest level so that its exposure is similar to that of the other. Notice that the key for success is to use aligned image and matching intensity at the coarsest level. This helps to cope with practical issues such as sensor fluctuation, sensor noise and alignment error. In 25 , this was taken to an extreme where the coarsest level from one image is used to replace the coarsest level of the other for pyramid reconstruction. For image mosaicing, there is an issue of how to borrow the coarsest level since the overlapping area is just a portion of an image (Fig. 6 ). There are at least three straight-forward strategies to handle this issue: A) replace the coarsest level within the overlapping area, B) estimate a parametric model from the overlapping area and extrapolate that to the entire image, and C) the combination of A) and B). Currently, we have implemented choice (B) based on a least square formulation, and we show promising initial results. In the first synthetic experiment, we have digitally modified the intensity of one stereo image used in Fig. 2 and use it for mosaicing. We use a linear model for synthetic intensity change. Given the groundtruth value (gain=0.667 and bias=100), the algorithm has recovered reasonable values (gain=0.8245 and bias=59.46). Considering that we are working at pyramid level 4 (1/16 of the original image size) with two actual images (one being modified with pixel values being forced to be within [0, 255] ), this result is encouraging. For visual comparison, please see Fig. 7 . We have also applied this method to the real video sequence used in the first experiment (Section 4) where images experience large exposure change (Fig. 4) . As can be seen, the exposure of the new mosaic appears to be much more consistent than that without exposure compensation (Fig. 8) .
Multi-Resolution Flexible Blending
Based on the results presented above, it is natural to think of full-fledged multiresolution flexible blending since multi-resolution blending methods were proposed before 3, 8 . In 3 , a multi-resolution method was proposed for image blending. It is essentially a fusion approach where images are first decomposed into Laplacian pyramids and then images at different resolutions/levels are independently blended to form a composite Laplacian pyramid. We can easily replace their blending methods with flexible blending in the same multi-resolution framework. We have carried out preliminary experiments using the proposed multiresolution flexible blending framework. While the results of multi-resolution flexible blending methods are similar to those of regular flexible blending methods, we do see some differences (especially in the mosaic border) and they are illustrated in Fig. 9 : 1) multi-resolution method is able to remove seams even in the traditional averaging mode (Fig. 9(a) ); 2) multi-resolution method is able to extrapolate the mosaic border ( Fig. 9(a)(b) ); 3) multi-resolution method may change the image content via low-pass smoothing (Fig. 9(b) ).
Conclusion
We have presented efficient flexible image blending methods for creating goodquality mosaics with any number of overlapping images. These methods take into consideration pixel locations within a frame, view perspective and temporal order of the frame and user control inputs. Yet, sequential implementations of these blending methods that simultaneously involve all images are available for making mosaics efficiently. Through experiments, we have shown that artifacts due to misalignment, image intensity difference can be significantly reduced based on flexible blending. Playing with dynamic geometry, we can also create special effects, for example, visualizing moving objects on a mosaiced stationary background. Finally, we have presented pyramid-based methods to handle the issue of significant exposure difference among overlapping images.
Appendix A. Sequential implementation of geometry-based flexible blending
Before we derive the sequential formula in Eq. 4, we briefly review the derivation of Eq. 1. An averaging mosaic of multiple frames is defined as
From this, we can derive the iterative formula in Eq. 1 as follows:
Now for geometry-based blending function g t (u, v), we have the following def- 
Appendix B. Flexible blending that considers temporal order
One idea of considering temporal order is to weight more recent frames more than earlier ones. To implement this, a geometric series k a k seems to be a good choice.
To simplify the derivation, let us consider the default overlapping mode of flexible blending (p = 1). Using the idea of geometric series, we define the following formula for blending that considers temporal order. Mosaicing aerial video images: special effect of background mosaicing with moving objects. Notice how special effect of background mosaicing is achieved in (b). Artifacts created using traditional blending methods are greatly reduced using flexible blending in (c).
