Abstract. We consider the problem of a user querying semistructured data such as RDF without knowing its structure. In these circumstances, it is helpful if the querying system can perform an approximate matching of the user's query to the data and can rank the answers in terms of how closely they match the original query. Our approximate matching framework allows us to incorporate standard notions of approximation such as edit distance as well as certain RDFS inference rules, thereby capturing semantic as well as syntactic approximations. The query language we adopt comprises conjunctions of regular path queries, thus including extensions proposed for SPARQL to allow for querying paths using regular expressions. We provide an incremental query evaluation algorithm which runs in polynomial time and returns answers to the user in ranked order.
Introduction
The volume of semistructured data available to users on the web continues to grow significantly. In particular, there has recently been a substantial increase in the amount of RDF data being generated and made available, often in the form of linked data [1] . Given the volume and heterogeneity of this data, users are frequently unaware of the structure of the data. This has given rise to linked data browsers such as Tabulator [1] . However, users may also wish to query such large repositories of linked data and so there is a need to assist them by providing querying systems which do not require that users' queries necessarily match exactly the data structures being queried.
In this paper we consider general semistructured data modelled as a graph structure, with RDF linked data being a particular application of this model. Our data model is that of a directed graph G = (V, E), where each node in V is labelled with a constant and each edge e is labelled with a symbol l(e) drawn from a finite alphabet Σ. Such a model does not allow for the representation of RDF blank nodes, e.g., but these are specifically discouraged for linked data [2] .
We are interested in developing efficient algorithms which allow for the approximate matching of users' queries on such data, with the answers to queries being returned to users in ranked order. In order to achieve this, we restrict our query language to that of conjunctive regular path queries [3] . A conjunctive regular path query Q consisting of n query triples (or conjuncts) is the form (Z 1 , . . . , Z m ) ← (X 1 , R 1 , Y 1 ), . . . , (X n , R n , Y n ) in which each X i and Y i , 1 ≤ i ≤ n, is a variable or constant, each Z i , 1 ≤ i ≤ m, is a variable appearing in the body of Q, and each R i , 1 ≤ i ≤ n, is a regular expression over Σ.
The idea of using regular expressions to specify paths through graphs has been around for a long time (e.g. [4] ), having been taken up by the semistructured data community (e.g. [3] ), and more recently by the RDF community (e.g. [5, 6] ) in proposed extensions to SPARQL [7] .
The exact answer to a conjunctive regular path query Q on a graph G is specified as follows. We first find, for each 1 ≤ i ≤ n, a relation r i over the scheme (X i , Y i ) such that tuple t ∈ r i iff there is a path from t[
is, whose concatenation of edge labels is in L(R i ). We then form the natural join of relations r 1 , . . . , r n and project over Z 1 to Z m .
Example 1.
As an example, consider an RDF graph G involving information about a transport network (Fig. 1) . Some nodes represent cities (denoted by URIs) and others represent names of cities. Edges state that we can travel from one city to another city by train, bus, or by airplane. Suppose that we want to find the cities from which we can travel to city u5 using only airplanes as well as to city u6 using only trains or busses. This can be expressed by the following conjunctive regular path query 3 Q:
When Q is evaluated on G, the set of bindings for ?X generated by the first conjunct is {u1, u4}, while that for the second conjunct is {u1, u2, u4}. Hence the answer is {u1, u4}.
As stated above, we also want to allow for approximate matching of queries on graphs. Such approximate (or similarity) matching can take many forms and has been the subject of much study [8] [9] [10] [11] [12] [13] . In general, we are interested in using weighted regular transducers to model the kinds of approximations allowed since single conjunct queries with a transducer applied can be evaluated incrementally in polynomial time [9] . Incremental evaluation allows for answers to be returned incrementally to a user in ranked order, without the user having to wait for entire query evaluation to end. In this paper, we extend these results to show that multiple conjunct queries can also be evaluated incrementally in polynomial time, using ideas from [14] .
A weighted regular transducer is basically a finite state automaton in which the transitions are labelled with triples rather than single symbols. A transition from state s to state t labelled with triple (a, i, b) means that if the transducer is in state s, it can move to state t on input a with cost i while outputting b. In our context, such a transition would be interpreted as specifying that symbol a in a query can match the label b of a graph edge with cost i.
Weighted regular transducers provide for greater generality than we need for most of our examples. They also make the agorithms more difficult to explain. Hence for most of the paper we restrict ourselves to using approximate regular expression matching [15] , which can easily be specified using weighted regular transducers [9] . The edit operations which we allow in approximate matching are insertions, deletions and substitutions of symbols, along with insertions of inverted symbols (corresponding to edge reversals) and transpositions of adjacent symbols, each with an assumed cost of 1.
Example 2.
Consider again the application in Example 1 and assume that a user who has little knowledge of the structure of the data formulates the following query to retrieve all the cities reachable from Santiago by non-stop flights:
The query does not return any answers because it does not match the structure of the graph. However, allowing edit operations such as insertions of symbols and inverted symbols (indicated by using '−' as a superscript to the symbol and corresponding to matching an edge in the reverse direction), each at an assumed cost of 1, the regular expression airplane can be successively relaxed to the regular expression ((name) − · airplane · name), which captures as answers the city names of Temuco and Chillan. Since the cost of each edit operation is set to 1, these answers can be regarded as having a distance of 2 from the original query (two insertions).
Suppose now that, after acquiring some knowledge of the structure of the data, the user formulates the following query to find cities reached from Santiago by train:
If the user is prepared to consider replacing a train journey by a bus journey, but at a cost of 1 per replacement, this can be specified as the only edit operation allowed on the user's query. The same effect can be achieved by a transducer with a single state with two self-edges to/from it: one labelled with (train, 0, train), i.e. train can be matched by train with cost 0, and one labelled with (train, 1, bus), i.e. train can be matched by bus with cost 1. Now, the results of the query will be returned to the user ranked by the number of bus journeys: Talca and Chillan will have rank 0, Valparaiso, Concepcion and Los Angeles will have rank 1, and Temuco will have rank 2.
We do not expect that a user would necessarily want or be able to design a weighted regular transducer in order to capture their requirements in terms of approximate matching. Instead, we would expect that a query interface would provide a user with readily understandable options from which to select their requirements. Our concern in this paper is in showing that weighted regular transducers and conjunctive regular path queries provide a good framework within which to investigate approximate querying of graph-structured data.
In the next section, we consider the special case of computing approximate answers for queries consisting only of a single conjunct. We show that approximate answers can be computed in time which is polynomial in the size of the query and the input graph. We also show that these answers can be computed incrementally and returned to the user in ranked order. Section 3 generalises to the case of multi-conjunct queries and shows that incremental computation can still be achieved in polynomial time as long as the queries are acyclic and have a fixed number of head variables. Related work is covered in Sect. 4 which also shows how our approach generalises previous work in a number of areas. Conclusions and future work are described in Sect. 5.
Single-Conjunct Queries
Recall that our data model is that of a directed graph G = (V, E), where each node in V is labelled with a constant and each edge e is labelled with a symbol l(e) drawn from a finite alphabet Σ. In queries, we will allow edges to be traversed both from their source to their target node and in reverse, from their target to their source node. So we now introduce the notion of the inverse of an edge label l, denoted by l − , which is used to specify a reverse traversal of an edge.
A single-conjunct query consists of an expression of the form:
where X and Y are constants or variables, R is a regular expression, and each of Z 1 and Z 2 is one of X or Y . A regular expression R over Σ is defined as follows:
where is the empty string, a is any symbol in Σ, a − is the inverse of a, " " denotes the disjunction of all constants in Σ, and the operators have their usual meaning.
Exact Semantics
Because of the presence of inverse operators in our queries, we need to introduce the notion of a semipath in G in order to define the semantics of a query [3] .
Given a single-conjunct query Q and graph G, let θ be a matching from variables and constants of Q to nodes of G that maps each constant to itself. We say that the tuple θ(Z 1 , Z 2 ) satisfies Q on G if there is a semipath from θ(X) to θ(Y ) which conforms to R. The exact answer of Q on G, denoted Q(G), is the set of tuples which satisfy Q on G.
Approximate Semantics
We also allow for approximate answers to queries using approximate regular expression matching. As stated in the Introduction, we can in fact use a weighted regular transducer to specify the approximations, but it is easier to explain using only approximate regular expression matching. The edit operations that we allow for approximate matching are insertions, deletions, inversions, substitutions, and transpositions of adjacent symbols. The user can specify which, if any, of these edit operations should be undertaken by the system when answering a particular query. A different cost can be associated with applying each operation.
For strings, the edit distance from string w to string v is the minimum cost of any sequence of edit operations which transforms w to v. In our case, we treat the labels on edges as atomic and it is sequences of such labels which are transformed using edit operations. The edit distance from a semipath w to a semipath v is the minimum cost of any sequence of edit operations which transforms the sequence of edge labels of w to the sequence of edge labels of v; for the sake of simplicity, in this paper we assume that all edit operations have a cost of 1. The distance of a semipath w to a regular expression R, denoted dist(w, R), is the minimum edit distance from w to any semipath that conforms to R.
Given a matching θ from variables and constants of a query Q to nodes in a graph G, we have that the tuple θ(Z 1 , Z 2 ) has distance dist(p, R) to Q, where p is a semipath from θ(X) to θ(Y ) which has the minimum edit distance to R of any semipath from θ(X) to θ(Y ) in G. Note that if p conforms to R, then θ(Z 1 , Z 2 ) has distance zero to Q.
Given a graph G = (V, E) and single-conjunct query Q, the approximate top-k answer of Q on G is a list containing the k tuples θ(Z 1 , Z 2 ) with minimum distance to Q, ranked in order of increasing distance to Q. The approximate answer of Q on G contains all the tuples at any distance to the query (ranked by distance). Notice that for k = |E| 2 , the approximate answer is equal to the approximate top-k answer.
Approximate Automaton
In this section we will introduce the notion of the approximate automaton of a regular expression R: the approximate automaton of R at distance d, where d is an integer, accepts all strings at distance at most d from R.
For any regular expression R we can construct an NFA M R to recognise L(R) using Thompson's construction. This ensures that M R has a single initial state, denoted s 0 , a single final state, denoted s f , and O(|R|) states. Then, the approximate automaton at distance d is obtained following a standard construction used in approximate string matching [15] .
We make d copies of M R , each copy denoted M 
by O(|R|) transitions for deletions, O(|Σ| · |R|) transitions for insertions, O(|Σ| · |R|) transitions for substitutions, O(|R|) transitions for inversions, and O(|R|
2 ) transitions for transpositions. Figure 2 shows the skeleton of the construction for insertions and deletions. Transitions for deletions are labelled with , and transitions for insertions are labelled with Σ, Σ − (because we may insert a label or an inverse label). Figure 3 shows the additional states and transitions needed for transpositions, inversions, and substitutions. The following lemma shows two basic properties of the approximate automaton.
Lemma 1. Let G = (V, E) be a database, R be a regular expression, and M be the approximate automaton of
Proof. (i) This follows directly from the definition of the approximate automaton.
(ii) Any semipath w in G can be accepted by the approximate automaton through transitions labelled with that delete all the symbols that appear in R followed by transitions that add all the labels of w.
Evaluation of Single-Conjunct Queries
Consider the single-conjunct query Q:
In order to evaluate Q on graph G, we start by constructing the approximate automaton M of R at distance d = |R| + |E|. We next form the product automaton H = M × G, viewing each node in G as both an initial and a final state. H contains as nodes all the pairs (x, y) such that x is a node of M and y is a node of G, and edges ((x 1 , y 1 ), (x 2 , y 2 )) labelled l such that there is an edge (x 1 , x 2 ) labelled l in M and there is an edge (y 1 , y 2 ) labelled l in G.
We associate a cost with each transition in the product automaton as follows. Any transition between a pair of states such that both derive from states of the approximate automaton M with the same superscript has cost 0, while all other transitions have cost 1.
Assume for the moment that X is a node n of G. We then perform a uniform cost traversal of H starting from vertex (s 0 0 , n). We keep a list of visited nodes, so that no node is visited twice. The size of the search tree is in O(|V |), where V is the set of vertices of H. Whenever we reach a vertex (s Proof. Assuming |E| > |R|, the size of the approximation automaton
2 ) (we can discard disconnected nodes from H). So computing the approximate answer
, that is |V | traversals of H, each one at cost equal to the size of H.
Example 3. Consider the graph depicted in Fig. 1 and a slight modification of the query from Example 2:
?X ← (Santiago, (airplane) + , ?X) Figure 4 shows the approximate automaton of R at distance d = 2, where we use a for airplane and n for name and, for simplicity, we consider only insertions of n or n − and inversion of a. As we saw previously, there are no answers at rank 0. The answers at rank 1 (indicated by being associated with state s 1 f ) are u4, u5 and u7, while those at rank 2 are Chi, Con and T em.
Incremental Evaluation
We may compute edges of the graph H = M × G above incrementally, avoiding the precomputation and materialization of the entire graph H. Recall that a vertex in H is a pair (s Proof. Each conjunct in Q can be evaluated in polynomial time, as shown in Lemma 2. The result follows from the acyclicity condition and the fixed number of head variables [16] .
Because Q is acyclic, we can construct a query evaluation tree E for Q, which consists of nodes denoting join operators and nodes representing conjuncts of Q. We initialise all the algorithm structures by calling the procedure open, shown below, with the root of E. The part of procedure open dealing with nodes denoting joins is adapted from [14] Incremental evaluation of query Q proceeds by calling the procedure getN ext with the root of the join tree E. There are two versions of getN ext, one for when the evaluation tree node represents a join, shown overleaf and adapted from [14] , and one for when it represents a conjunct, which was discussed previously in Sect. 2.5.
The getN ext procedure for a join begins by choosing from which operand of the join to retrieve tuples. We do not consider here the various heuristics that might be used to decide this. For a tuple t, we denote the distance value of t
Conclusions
In this paper, we have developed a framework within which we can model various aspects of approximate answers to queries on semistructured resources including RDFS. We have presented incremental algorithms which allow answers to be returned to a user in ranked order in polynomial time.
There are several improvements and generalisations which we are investigating. One obvious one is a mechanism to allow users and/or interface designers to specify their requirements in terms of approximation. Another is the ability to have the paths themselves returned to users, rather than simply nodes.
We are currently working on an implementation of the algorithms presented above. This will allow us to determine both the utility and the practical efficiency of the various operations for approximate matching.
