Abstract-We analyze in detail the subtle yet critical differences between the controllability and observability properties of the triplet (A, B, C) in the two cases that this is viewed as a network of dynamical nodes or as a single complex system. We show that investigating the controllability and observability properties of each single node when the network is not completely controllable and/or observable, requires the development of novel tools leading, ultimately, to a network decomposition that is different from the state-space decomposition proposed in 1963 by Kalman for linear systems.
I. INTRODUCTION
T HE SPECTRUM of real world systems that are modeled as complex dynamical networks is ever increasing, spanning from power grids, to financial networks [1] , [2] , [3] . Our ability of controlling these networks towards a desired state is a topic that has attracted remarkable interest in the scientific community [4] , [5] , [6] , [7] , leading researchers to tackle diverse problems such as ensuring complete network controllability [8] , [9] , [10] , [11] , [12] , [13] or computing the minimal effort required to control a network [14] , [15] , [16] . A common trait among these studies is that of revisiting the fundamentals of dynamical systems theory to allow coping with large dynamical networks. Surprisingly, a fundamental tool that has been overlooked in these studies is the Kalman decomposition. By unveiling the portion of the state space that is made controllable by the system inputs and that is made observable through the available measurements, this tool gives the control designer a rather clear idea of the limitations to which the control action is subject. Hence, the following question naturally arises: what insight can the Kalman decomposition provide on the controllability and observability of a large dynamical network? To answer this question, we must consider that, often, a dynamic network develops autonomously and the need to control it arises at an advanced stage of its growth. Think for instance of power grids or traffic networks, which grow together with the cities, or nations, they serve. Since such networks are not specifically designed to be controlled, two preliminary problems have to be solved. The first one is to establish in which nodes the control signals have to be injected. In the literature this is often referred to as the driver nodes (also known as leader or steering nodes) selection problem [8] , [17] , [18] , [19] , [20] , [21] . The second problem is, obviously, the selection of the nodes that must be sensorized to allow observation of the state of the nodes targeted by the control action and surprisingly it has attracted less attention from the researchers. Indeed, a necessary condition to solve both these problems is the ability to (a) determine the set of nodes that can be controlled given a set of drivers, and (b) determine the set of nodes whose state can be observed given a set of sensorized nodes. The first condition has been satisfied, see, e.g., [18] , [19] , [22] , leveraging the structural approach proposed in [23] , that is, leaving out of consideration the specific values of the network parameters. However, this solution highlights what apparently seems a contradiction as the set of controllable nodes depends only on the network structure, while it is well known that the controllable subspace of a dynamical system, as a whole, depends on the values of the system parameters. As for problem (b), a careful analysis of the literature shows that a solution is lacking, although, in systems theory, observability and controllability are geometrically dual concepts.
In this letter, we will first clear up the apparent contradiction arising from condition (a) and then, extending the same reasoning, we will provide the tools to fulfill condition (b). In doing so, we will reach the striking conclusion that fulfilling conditions (a) and (b) does not reduce to finding the Kalman decomposition of the system state space. The reason is subtle but simple: following the Kalman approach, the controllability and observability properties are investigated through an ad hoc transformation of the system state representation. In the new basis the controllable and observable subsystems become visible but the physical meaning of the original system state is lost. When dealing with linear networks, instead, the process is somehow reversed, as one must stick with the basis that associates a node to each of its elements, and then express the controllable and observable subnetworks through the elements of such basis. In turn, this constrains the transformations that can be used to perform the state space decomposition.
II. PRELIMINARIES
We consider the linear ordinary differential equatioṅ
where the vectors x ∈ R N , u ∈ R M , and y ∈ R P . In this letter, for Eq. (1), we consider Interpretation 1: Eq. (1) is a dynamical system. The real matrix A defines the system dynamics, the matrix B represents the effect of the M inputs in the vector u on the state variables, and the matrix C defines which P linear combinations of the state variables are measured and thus constitute the output vector y.
Interpretation 2: Eq. (1) is a dynamical network. The real matrix A = {a ij } N i,j=1 describes the node intrinsic dynamics and the network connectivity. The diagonal elements of A define the node intrinsic dynamics, while if the ij-th element of A, i = j, is different from zero then there is an edge connecting node v j to node v i . Accordingly, we define the graph G(A) as the set of nodes V = {v 1 , . . . , v N }, and the set of edges E, where (i, j) ∈ E iff a ij = 0. We represent the intrinsic node dynamics as self loops in the graph G. The vector u ∈ R M in eq (1) describes the M input signals injected in a subset of the network nodes, the drivers, identified by the matrix B; if the ij-th element of the matrix B is different from zero, then the j-th input signal is injected in the i-th network node. We assume that each column of the matrix B encompasses only one nonzero entry [18] . Finally, the vector y ∈ R P is the stack vector of the measured node states, that is, the state of the nodes where the sensors are placed (the sensor nodes). Consistently, each row c i of the matrix C is a versor with only one nonzero entry in the j-th position to indicate that node v j is a sensor node.
Regardless of the interpretation, the controllability matrix of the triplet (A, B, C) in (1) is
while its observability matrix is
With a slight abuse of notation, we will denote with the same symbol q both the dimension of the controllable subspace of the pair (A, B) and the dimension of the orthogonal complement of the non observable subspace of the pair (A, C). We will rely on the context to clarify whether we refer to the former or the latter. We denote by e i the N-dimensional versor having a single nonzero entry in its i-th position, by N the canonical basis of the network state space, i.e., the basis composed of the elements {e i } N i=1 , by span(S) the linear span of the set {e i : v i ∈ S} with S any arbitrary set of nodes, by |S| the cardinality of the set S, by S the complement to V of the set S and finally by I p the p-dimensional identity matrix.
Next, we provide some background on the theory of structural controllability [23] , [24] , [25] . An entry of a matrix is fixed, if its value is constrained to be zero, or free, if it can take an arbitrary value. A structured matrix is a matrix with fixed and free entries, the latter being indeterminates [25] . The generic rank of a matrix [26] , that is, the rank the matrix takes for all selections of its free entries except for a set of Lebesgue measure zero, is equal to the maximal number of independent free entries of the matrix, where a set of free entries is said to be independent if no two lie on the same row, nor on the same column. The generic rank of a matrix coincides with the maximal rank the matrix can take as we vary the values of its free entries.
Since the matrix A in (1) can be interpreted as an adjacency matrix, so can its transpose A T , which allows us to define the graph G T . Note that G T corresponds to the network graph with reversed edges and thus, coherently with Interpretation 2, it is unequivocally defined by the structure of the matrix A.
Definition 1: We denote by π ji (k) the path of length k from node v i to node v j , that is, the sequence of k edges
Moreover, we define the weight of the path π ji (k)
Note that the ij-th element of the matrix A k is generically free iff, in G T , there exists at least a path of length k from node v i to node v j . Hence, the observability matrix O admits a straightforward interpretation in terms of paths on the graph G T : the i-th element of each of its rows, that is, (c j A k ) i , is generically free iff, in G T there exists at least a path of length k from the j-th sensor node to the node v i . As there can be multiple paths, say L, of length k from v i to v j , we have that
where the superscript l accounts for the multiplicity of the paths. Eq. (4) links each column of O, say column j, to the network node v j as each of its elements is a sum of weights of the paths to node v j . Through similar arguments, it is possible to link each row of the controllability matrix K to a network node. Note that performing elementary row (column) transformations on the matrix O (K), as will be done in what follows, destroys the interpretation of its elements as weights of paths on a graph but maintains the link between columns (rows) of the matrix O (K) and network nodes. According to Interpretation 1, rank(O) defines the dimension of the observable subsystem. If we shift to Interpretation 2, and consider eq. (1) as the dynamics of a network, in Theorem 1 we will show that rank(O) does not coincide with the dimension of what we will call the observable subnetwork. This is the reason why we distinguish between a high dimensional system (Interpretation 1) and a linear dynamical network (Interpretation 2), a distinction that may seem subtle, but is crucial when discussing the concepts of controllability and observability. To start delving into this distinction, let us introduce the following definitions.
Definition 2: The controllable subnetwork, described by the graph G c = (V c , E c ) , is the subnetwork with the maximal Fig. 1 . Graph of a simple network. Node 1, highlighted in blue, is the sensor node, while node 2, highlighted in blue, is the driver node.
number of nodes whose state can be steered from any arbitrary initial condition to any target value through a suitable selection of the control signals u.
Definition 3: The observable subnetwork, described by the
, is the maximal set of nodes whose state can be reconstructed from knowledge of the control signals u and of the measured node states y.
Analogous definitions can be given in the generic sense if we consider known only the structure of the matrix A in eq. (1) but ignore the value of its free entries. Note that as G c and
Coherently, the state of the controllable and observable subnetworks, respectively denoted as x c and x o , are stack vectors of the components x i of x such that i ∈ V c or i ∈ V o respectively. Hence, if the pair (A, B) is not completely controllable, or dually the pair (A, C) is not completely observable, then the Kalman decomposition does not define these two subnetworks as it only allows one to define a set of controllable (observable) state variables z in a transformed coordinate system. Roughly speaking, this means for instance that one cannot resort to the Kalman decomposition to determine the observable subnetwork even for the simple scenario depicted in Fig. 1 in which we assume that node 1, which is highlighted in blue, is sensorized, and node 2, which is highlighted in green, is the only driver. As for controllability instead, it is known that it is possible to determine one of the possibly multiple generically controllable subnetworks through the tools based on the structural condition given in [23] , see, e.g., references [18] , [22] , [27] . However, this highlights what apparently is a contradiction: that a generically controllable subnetwork exists, while it is well known that the controllable subspace of a linear dynamical system varies with the free entries of its matrix A. The results in Section III provide the theoretical ground to explain this apparent contradiction. (A, B) .
III. NETWORK CONTROLLABILITY

Proof:
Take the basis, say T , of the controllable subspace of the pair (A, B) that maximizes the number p of versors e i in the basis. Stacking together the q column vectors encompassed in T , and relabeling (without loss of generality) the network nodes accordingly, we can build the matrix ⎡
where the block T 22 is full rank, and T 32 = 0 as this would contradict the definition of the scalar p. Completing the matrix in eq. (5) with (N − q) additional columns that ensure the resulting matrix
is full rank 1 , we obtain a Kalman controllability transformation z = T −1 x. As T is block triangular, then Hence, we can conclude that in order to specify any reachable point (i.) the state of the nodes associated to the first p columns of the matrix in eq. (7) can be arbitrarily selected 2 , (ii.) the state of the nodes associated to the columns of the matrix in eq. (7) corresponding to the block (T 22 ) −1 can be arbitrarily selected, and (iii.) the selection of the state of the last N − q network nodes must satisfy the constraint
which implies thatx
Excluding the particular case in which p = q, there can be multiple alternative relabelings of the network nodes that yield different matrices T 22 and T 32 with different structures. Hence, which node state variables to include in the subvectorx q−p (the entries of which can be arbitrarily selected) and which inx N−q (the entries of which must be chosen to ensurez = [z q 0] T ) is not unique, and thus the thesis follows.
Proposition 2:
The following two facts hold true: i. the set of nodes of the controllable subnetwork V c is the union of two 1 Note that the matrix T is square by design, and thus the dimensions of the blocks can be directly obtained from eq. (5). 2 Note that when performing the inverse of the matrix T the associations between rows of T and network nodes, become associations between columns of T −1 and network nodes, consistently with the equation z = T −1 x. subsets V 1 c and V 2 c , where V 1 c is the set of p nodes associated to the maximal number of elements of N that can be included into a basis of the controllable subspace of the pair (A, B) and is unique. V 2 c is composed of q − p and is not unique. ii. there can exist multiple generically controllable subnetworks.
Proof: i. That the set V 1 c exists is a direct consequence of the proof of Proposition 1, where we have showed that there exist p elements of N that can be included into a basis of the controllable subspace of the pair (A, B) . That this set is unique is a result of the definition of the scalar p. In fact, if other elements of N could be included into a basis of the controllable subspace, then we would have that p = p + 1 which is a contradiction. Then, as we know that in general p can be smaller than q, that is, the dimension of the controllable subspace of the pair (A, B) , then it follows that V 2 c exists and is obtained as V c − V 1 c . Its non uniqueness follows from the non uniqueness of V c .
ii. To prove this statement, we must prove that there exist multiple generic selections of the set V c . That there exists a generic subspace of the controllable subspace of the pair (A, B) that is spanned by elements of N is a result of [28] , and thus proves the genericity of the set V 1 c . To prove the genericity of any selection of the set V 2 c , it suffices to consider that T 22 and T 32 in eq. (5) are extracted from the controllability matrix K, and thus their rank and their structure is generic. 
Roughly speaking, the non uniqueness of the controllable subnetwork stems from the fact that it is not necessary that e i can be included into a basis of the controllable subspace of the pair (A, B) . It is rather necessary that the controllable subspace has a component on e i , which can be generically ensured. However, this entails that when the state of (the nodes of) the controllable subnetwork is steered towards an arbitrary value, the state of another subnetwork will be dragged towards a final value that cannot be arbitrarily imposed.
Definition 4: The perturbed subnetwork, described by the graph G p = {V p , E p }, is the network encompassing the nodes whose final valuesx j ∀j : v j ∈ V p are imposed when reaching a target statex i ∀i :
IV. NETWORK OBSERVABILITY
In this section, we turn our attention to network observability, a property which we will show cannot be treated through duality.
Theorem 1:
The following three statements hold true: i. the observable subnetwork, described by the graph G o = {V o , E o } always encompasses a number of nodes equal to the largest number of elements e i of the basis N that are orthogonal to the non observable subspace of the pair (A, C) , ii. the observable subnetwork is unique, and iii. the observable subnetwork is generic.
Proof: i. Performing the Kalman observability decomposition of the pair (A, C) we obtain the state variables of the observable subsystem z = Tx where T is a q × N matrix and its rows span the q-dimensional orthogonal complement to the non observable subspace of the pair (A, C) . By performing elementary row transformations on the matrix T and permuting its columns we can obtain the transformatioñ
where p is the largest integer such that the first p rows of the matrixT are elements of N . Hence, there exist p node state variables x p that can be reconstructed from the first p components of the vector z. Then, by definition of the integer p, no other element of N can be included in a matrix obtained from T through elementary row transformations and thus no other element of N is orthogonal to the non observable subspace of the pair (A, C) . Hence, no other node state variables can be extracted from the remainder (q − p) elements of z.
ii. We prove this statement by contradiction. Assume that the observable subnetwork is not unique. From statement i. we know that if v i is observable, then e i is orthogonal to the non observable subspace of the pair (A, C) . Now consider the set of linearly independent vectors composed of the rows of the matrixT in eq. (9) . As any vector orthogonal to the non observable subspace of the pair (A, C) can be obtained from the rows ofT by means of elementary row transformations, it must be possible to extract e i fromT. Still, this would be a contradiction as e i is orthogonal to each of the rows of the block [I p 0 p×N−p ], and cannot be obtained as a linear combination of the rows of the block [0 q−p×p F q−p×N−p ] from the definition of the scalar p.
iii. Statement iii. stems directly from the results in [28] and from the fact that the linear span of the matrix O is the controllable subspace of the pair (A T , C T ).
Remark 2: Note that differently from the case of controllability, the number of nodes of the observable subnetwork does not coincide with the rank of the matrix O. This is due to the fact that while in the case of controllability we can choose the target statex such that the resulting zc = 0, in the case of observability, to reconstruct the value of the node state variables x we can only rely on knowledge of the q variables z o of the Kalman observable subsystem. Hence, in general, q is only an upper bound for the number of variables x i whose value can be reconstructed.
V. A DECOMPOSITION OF THE NETWORK NODES
Altogether, Proposition 1, Definition 4, and Theorem 1 allow us to propose the following decomposition of a complex network, which we present in Fig. 2 as a condensation of the network graph in a new graph where each node represents one of five subnetworks, G c , G p , G o , as Gō, and Gō. Note that G c , G p , and G o have been previously defined. Moreover, Gō = (Vō, Eō) is the graph of the unobservable subnetwork, and thus
Finally, as Gc p is the graph associated to the subnetwork that is neither controllable nor perturbable, we have that
The directed edges connecting different subnetworks in Fig. 2 represent the dependencies between the dynamics of the subnetworks. From these dependencies we can appreciate the main differences between our decomposition of complex networks and that by Rudolf Kalman developed for dynamical systems. While in the Kalman decomposition, the controllable and non-observable subsystems do not affect the dynamics of the observable and uncontrollable subsystems respectively, in our decomposition of complex networks, the controllable subnetwork affects the dynamics of the perturbed subnetwork, and the observable subnetwork can indeed affect the dynamics of the unobservable subnetwork.
The procedure outlined in Algorithm 1 shows how our theoretical results allow to obtain the decomposition in Fig. 2 .
As an example, we apply Algorithm 1 to the example in Fig. 1 , where we have selected the edge weights so that 
C = e T 1 and B = e 2 . This choice yields rank(O) = 6 while rank(K) = 4. By computing the matrices K and O, and from steps 2 and 9 of our algorithm, the reader can easily verify that 
6. Permute the rows of T b , and relabel the network nodes, so to obtain
with T 22 being square and full rank. 7. V 2 c = {p + 1, p + 2, . . . q}. 8. V p = {i : the i-th row of the matrix T 32 encompasses at least a nonzero entry}
also implies permuting the rows of the matrix K accordingly:
Then, denote by K the matrix obtained by permuting the rows of K according to the relabeling defined in eq. (11) . This allows us to select T 22 = K 44 , and T 32 = [K 54 K 64 , . . . , K 94 ] T , which in turns yields V 2 c = v 1 , and V p = v 9 , which completes the decomposition of the network in Fig. 1 when C = e T 1 and B = e 2 .
Let us conclude this section, and our results, by providing a few hints on how to transition from performing our decomposition to actually controlling the state variables of the nodes in V c , and observing the state variables of the nodes in V o . Once the set V c has been defined, tools in the literature abound so to steer their state towards a desired state sayx c , see for instance the minimum energy control strategy proposed in [16] . As for observing the state of the nodes in V o , this is less trivial.
From classical systems theory, we know that if a dynamical system is not completely observable, one can perform the Kalman transformation to obtain the observable subsystem. Indeed, this transformation is not unique. Still, if one takes the viewpoint of Interpretation 2 and aims at reconstructing the state of the nodes of the observable subnetwork, then amongst all possible alternatives, one must select a matrix T o that defines a transformation z = T o x such that z i = x i for all i such that v i ∈ V o . The following remark illustrates how to obtain such transformation. 
where F q−p×N−p is any block of the last N − p columns of the observability matrix ensuring I p 0 p×N−p 0 q−p×p F q−p×N−p , be full rank, and R N−q×N−p is any matrix ensuring T o be full rank.
VI. CONCLUSION
When the selection of the driver and sensor nodes is not sufficient to make a network completely controllable and/or observable, one should identify the subnetwork G c whose state can be driven to any desired value and the observable subnetwork G o . To do so, one is tempted to apply the Kalman decomposition. However, the results in this letter lead to some unexpected and somehow surprising conclusions. Firstly, the subnetworks G c and G o are not directly obtainable from the controllability and observability system matrices but require some manipulation. Secondly, the labeling of the nodes of the controllable subnetwork cannot be done in a unique way. Indeed, although the number of nodes in V c is always constant and equal to the rank of the controllability matrix, different nodes of the same network can be selected to become members of the set V c . Moreover, once we select a subnetwork G c , an additional subnetwork G p can be identified, the state of which will be perturbed by the control signals and dragged to a nonzero (but known) value by the control action. Finally, it is impossible to state that the number of nodes of the observable subnetwork coincides with the number of observable states of the dynamical system described by the same triplet of matrices.
Altogether the capability of identifying the subnetworks G c , G o and G p enables us to propose a partition that we called the network decomposition. Playing a similar role to that of the Kalman decomposition for the control of dynamical systems, but inherently different from it, this partition provides essential information for the control of a network.
