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RESUMO
Quando para cada tratamento de um modelo base está definida uma regressão li-
near múltipla nas mesmas variáveis (dependente e explicativas) obtém-se um deline-
amento regressional múltiplo. O objectivo desta tese é desenvolver os delineamentos
regressionais múltiplos associados a factoriais de base prima de efeitos fixos (facto-
rial completo, confundimento e fraccionamento). A estrutura associada ao factorial
de base prima assenta nos espaços lineares sobre corpos de Galois e na relação entre
os modelos e álgebras de Jordan comutativas. Combinando esta abordagem com
o Modelo-L é posśıvel alargar o estudo, tanto do factorial, como do delineamento
regressional múltiplo associado a um factorial, ao caso não equilibrado.
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ABSTRACT
If to every treatment in a base model, a multiple linear regression is considered on
the same variables (dependent and explanatory) a multiple regressional design is
obtained. The purpose of this work is to develop the multiple regression designs
associated to the prime basis factorial (full factorial, confounding and fractional
cases). The structure associated to the prime basis factorial is based on the linear
spaces on Galois fields and on the relationship between the models and commutative
Jordan algebras. Combining this approach with the L-Model theory it is possible to
extend the study of both the factorial and the multiple regressional design associated
with a factorial to the unbalanced case.
xiv
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1. INTRODUÇÃO
Quando para cada tratamento de um modelo base está definida um regressão linear
múltipla (RLM) nas mesmas variáveis (dependente e explicativas) obtém-se um
delineamento regressional múltiplo (DRM). Nestes modelos estuda-se a influência
dos factores (do modelo base) em combinações lineares dos coeficientes de RLM ′s.
Quando o número de observações por regressão é igual diz-se um DRM equilibrado.
Caso contrário diz-se um DRM não equilibrado.
O conceito de DRM foi introduzido em [26]. Desde então foram realizados de-
senvolvimentos nos quais foram considerados como modelo base quadrados latinos
e blocos casualizados [43], planos completos [12] e um factorial de base 2 [9]. Em
[35] o modelo base considerado foi um One-Way de efeitos fixos onde se contempla-
ram situações de multicolinearidade e heterocedasticidade dos modelos de regressão
linear múltipla, apresentando-se uma aplicação à remoção electrodiaĺıtica de metais
pesados de reśıduos de madeira tratada, ver [33] e [34]. Em [40] e [41] foi consi-
derado, como modelo base, um factorial de base prima, completo, de efeitos fixos.
Posteriormente, em [30]-[32], foi estudado um DRM não equilibrado tendo como
modelo base um modelo linear com cruzamento-encaixe associado a uma álgebra de
Jordan comutativa (AJC).
Nesta tese pretende-se continuar e desenvolver o trabalho realizado anterior-
mente em [40]-[41], onde foi considerado um DRM com modelo base um factorial
de base prima (completo), de efeitos fixos e equilibrado. Considera-se agora, re-
2 1. Introdução
lativamente ao modelo base, além do caso completo, também o confundimento e o
fraccionamento de um factorial de base prima, de efeitos fixos. Considera-se também
o factorial enquadrado na classe dos modelos lineares estritamente associados a uma
AJC, ver [15], [16] e [17]. Uma das vantagens desta abordagem é a possibilidade
de construir modelos base complexos a partir de outros mais simples utilizando
operações definidas sobre as AJC ′s associadas aos modelos. Outra vantagem é ob-
ter UMVUE ’s (do inglês ”uniformly minimum variance unbiased estimator”) para
os parâmetros do modelo base quando se admite a hipótese da normalidade dos erros.
Nesta tese mostra-se que é posśıvel alargar o estudo, tanto do factorial (completo,
confundimento e replicação fraccionária), como do DRM associado a um factorial,
ao caso não equilibrado, combinando a teoria do modelo-L introduzida em [30]-[31]
e a relação entre um modelo linear e uma AJC, [14]-[16].
Além deste caṕıtulo introdutório (Caṕıtulo 1-Introdução) e do último caṕıtulo
(Caṕıtulo 6-Conclusões e trabalho futuro) esta tese inclui mais 4 caṕıtulos. No
caṕıtulo 2 apresentam-se instrumentos de Álgebra Linear necessários para melhor
compreender a estrutura dos modelos que são objecto desta tese. É feita uma
exposição sobre as estruturas que são utilizadas na formulação de um modelo linear
ortogonal, os espaços lineares de matrizes simétricas que comutam e que contêm o
quadrado de cada uma das suas matrizes, ou seja, as AJC ′s de matrizes simétricas,
também conhecidos por subespaços quadráticos, ver [22], [42] e [48]. Sobre essas
álgebras são definidas operações que permitem obter modelos lineares ortogonais
complexos a partir de modelos lineares ortogonais mais simples.
No caṕıtulo 3 é apresentada a estrutura algébrica do modelo linear, de efeitos
fixos, estritamente associado a uma AJC e a forma como está relacionado com essa
AJC, ver [14]. O modelo é apresentado na forma canónica que assenta na base
principal da AJC. Com esta abordagem e assumindo a hipótese de normalidade
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obtêm-se estat́ısticas suficientes e completas que permitem obter UMVUE’s para os
parâmetros do modelo. Utilizando as operações definidas no caṕıtulo 2 é posśıvel
construir modelos lineares associados a uma AJC complexos a partir de modelos
lineares associados a uma AJC mais simples por cruzamento e por encaixe, ver [14],
[15], [16] e [17].
No caṕıtulo 4 é estudada a estrutura do modelo base do DRM : o factorial de
base prima de efeitos fixos (completo, confundimento e fraccionamento). A estrutura
destes modelos assenta em espaços lineares sobre corpos de Galois (utilizada em [40]
e [41] e mais tarde também em [15]-[17]) e na relação entre o modelo linear ortogonal
e uma AJC ([15], [16]-[17]).
O caṕıtulo 5 é dedicado ao desenvolvimento dos DRM ′s associados aos factoriais
de base prima (completo, confundimento e fraccionamento). Como num factorial de
base prima, também num DRM associado a um factorial de base prima, testam-se
hipóteses sobre a ausência dos efeitos principais e ausência de interacções factoriais,
mas em combinações lineares dos coeficientes das regressões. O desenvolvimento
proposto consiste em alargar o estudo do factorial de base prima e do DRM asso-
ciado a um factorial de base prima ao caso não equilibrado (quando o número de
observações por tratamento/regressão pode não ser igual). Mostra-se que utilizando
a teoria do Modelo-L ([30], [32], [10] e [11]) esta situação pode ser considerada. Assu-
mindo a hipótese da normalidade dos erros obtêm-se UMVUE’s para os parâmetros
dos modelos referidos. Mostra-se também, que a um DRM equilibrado aplica-se
o teste simultâneo para a igualdade de valores médios e esfericidade da matriz de
covariâncias [3] trabalho que teve como ponto de partida resultados enunciados em
[4].
São apresentados 5 anexos onde se apresenta um resumo de algumas ferramentas
algébricas (Anexo A) e estat́ısticas (Anexos B, C e D) necessárias ao desenvolvimento
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desta tese. O Anexo E contém resultados úteis a exemplos que são apresentados ao
longo desta tese e o Anexo F resultados utilizados na secção 5.3.
2. ÁLGEBRA DE JORDAN COMUTATIVA
As álgebras de Jordan foram introduzidas por Pascual Jordan, John von Neumman
e Eugene P. Wigner, ver [18], para permitir uma reformulação algébrica da mecânica
quântica. Mais tarde foram utilizadas por Seely em estat́ıstica, ver [46]-[50], nomea-
damente em problemas de estimação, de modo a obter UMVUE ’s. Estes temas têm
sido desenvolvidos e aprofundados por outros autores, ver por exemplo [27] e [28].
Nesta tese é dada especial atenção aos espaços lineares de matrizes reais simétricas
que comutam e contêm os quadrados das suas matrizes, ou seja, álgebras de Jordan
comutativas de matrizes simétricas, também conhecidos por subespaços quadráticos,
ver [42], [46] e [48]. Estes espaços têm um papel central na formulação do modelo
linear estritamente associado a uma AJC, ver [14], que é estudado no caṕıtulo 3. No
presente caṕıtulo apresentam-se resultados, cuja inclusão se considerou pertinente,
dada a sua importância na formulação dos referidos modelos. As demonstrações dos
resultados, das secções 2.1 e 2.2, não foram inclúıdas por não serem essenciais em
desenvolvimentos seguintes. Podem ser consultadas, por exemplo, em [7], [8], [14],
[22], [45], [48] ou [52].
2.1 Álgebra de Jordan comutativa
Definição 1. Uma álgebra A é um espaço linear munido com uma operação binária
∗, geralmente designada por multiplicação, que verifica as seguintes propriedades,
para todo α ∈ R e a,b, c ∈ A,
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1. a ∗ (b + c) = a ∗ b + a ∗ c,
2. (a + b) ∗ c = a ∗ c + b ∗ c,
3. α(a ∗ b) = (αa) ∗ b = a ∗ (αb).
Não é necessário a operação ∗ ser associativa nem comutativa para que o espaço
linear seja uma álgebra.
Exemplo 1. Seja Mn a famı́lia das matrizes reais de ordem n. É evidente que esta
famı́lia com as operações usuais de adição, produto por um escalar e multiplicação
de matrizes é uma álgebra, verificando-se
A (BC) = (AB) C,∀A,B,C ∈Mn
mas em geral, AB 6= BA.
Definição 2. Seja A uma álgebra e S ⊆ A. S é uma sub-álgebra de A se
• é um subespaço linear de A,
• ∀a,b ∈ S : a ∗ b ∈ S.
Definição 3. Uma álgebra de Jordan é uma álgebra (espaço vectorial munido com
uma multiplicação) munida de um produto ◦, designado por produto de Jordan, que
satisfaz as seguintes condições, para todo a,b ∈ A
1. a ◦ b = b ◦ a,
2. a2· ◦ (b ◦ a) = (a2· ◦ b) ◦ a,
onde a2· = a ◦ a.
Definição 4. Seja A uma álgebra de Jordan e S ⊆ A. S é uma sub-álgebra de
Jordan de A se
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• é uma sub-álgebra de A,
• ∀a,b ∈ S : a ◦ b ∈ S.
Exemplo 2. Considere-se Sn a famı́lia das matrizes reais simétricas de ordem n.
Esta famı́lia munida da adição e produto por um escalar é um espaço linear. Se o
produto ◦ for definido por
A ◦B = 1
2
(AB + BA)
onde AB representa o produto usual de matrizes, verifica-se que ◦ é um produto de
Jordan e que Sn é uma álgebra de Jordan.
Definição 5. Seja S um subespaço linear deMn. O elemento E ∈ S é um elemento
identidade se ES = SE = S,∀S ∈ S.
Note-se que se S for um subespaço deMn o elemento identidade não é necessa-
riamente a matriz In, como se verá mais à frente.
Definição 6. Um elemento E ∈Mn, tal que, E2 = E, diz-se um elemento idempo-
tente.
As álgebras contidas em Sn desempenham um papel fundamental nesta tese dado
estarem relacionadas com os modelos que serão considerados. De forma a realçar
a importância destes espaços são apresentados mais alguns resultados. Entre eles
caracterizações alternativas de álgebras de Jordan.
Teorema 1. Seja S um subespaço linear de Sn com elemento identidade E. Sejam
A,B e C elementos arbitrários de S. Então S é uma álgebra de Jordan se e só se
as seguintes condições equivalentes se verificarem:
1. AB + BA ∈ S,
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2. ABA ∈ S,
3. ABC + CBA ∈ S,
4. A2 ∈ S.
Demonstração. Ver [22], [53].
Pelas segunda e quarta condições do Teorema 1 verifica-se facilmente que uma
álgebra de Jordan contém qualquer potência de cada uma das suas matrizes.
Daqui em diante consideram-se apenas álgebras de Jordan constitúıdas por ma-
trizes reais simétricas, de ordem n, que comutam. Nestas estruturas, como fa-
cilmente se verifica, o produto de Jordan reduz-se ao produto usual de matrizes.
Neste contexto tem-se a seguinte definição.
Definição 7. Um espaço linear de matrizes reais simétricas, A, é uma álgebra de
Jordan comutativa (AJC) se
• A é uma álgebra de Jordan,
• AB = BA, para quaisquer A e B ∈ A.
O Teorema 2 tem um papel fulcral no decorrer desta dissertação.
Teorema 2. (Seely, 1971) Uma condição necessária e suficiente para que um su-
bespaço S ⊆ Sn seja uma AJC é a existência de uma base, {Q1, ...,Qm} para S,
constitúıda por matrizes idempotentes, tais que, QiQj = 0 para i 6= j, i, j = 1, ...,m.
Esta base é única.
Demonstração. Ver [48].
A base identificada no Teorema 2 designa-se por base principal da AJC A e
representa-se por bp (A) = {Q1, ...,Qm} . Como as matrizes de bp (A) são simétricas
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e idempotentes são matrizes de projecção ortogonal (MPO′s), ver anexo A.1. Além
disso são mutuamente ortogonais, pois QiQj = 0, para i 6= j e i, j = 1, ...,m. Assim
bp (A) é uma famı́lia de matrizes de projecção ortogonal mutuamente ortogonais,
abreviadamente FMPOMO.
Seja então A uma AJC e bp (A) = {Q1, ...,Qm} a sua base principal. Para cada





e o seu espaço imagem pode ser escrito como
R (M) = 
j∈C(M)
R (Qj)
onde C(M) = {j : cj 6= 0} e  representa a soma directa de subespaços lineares











onde gj = car (Qj) , j = 1, ...,m. Do exposto verifica-se facilmente que se M ∈ A
for uma MPO é soma de todas ou de parte das matrizes da base principal. Além
disso, se car (M) = 1, então M ∈ bp (A) .
Definição 8. Seja A uma AJC, com base principal bp (A) = {Q1, ...,Qm} . Diz-se




Seja Jn = 1n1
′
n uma matriz quadrada, de ordem n, com elementos iguais a 1.
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Definição 9. Seja A uma AJC com base principal bp (A) = {Q1, ...,Qm} . Diz-se





Jn é uma MPO e tem caracteŕıstica 1, logo
1
n
Jn ∈ bp (A) . Numa AJC





Exemplo 3. Um dos exemplos mais simples de uma AJC completa e regular é a




Jn, In − 1nJn
}
.
O Teorema seguinte fornece condições equivalentes para que uma AJC seja com-
pleta.
Teorema 3. Dada uma AJC, A, com base principal bp (A) = {Q1, ...,Qm} , as
seguintes condições são equivalentes.












4. mj=1R (Qj) = R
n.
Apesar da existência de matrizes regulares estar condicionada ao facto de a
AJC ser completa, como se verá de seguida, essa questão não se coloca no caso da
inversa de Moore-Penrose (ver anexo A.3), caso especial das inversas generalizadas.
Continua-se a considerar bp (A) = {Q1, ...,Qm} a base principal da AJC A e M =
m∑
j=1
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com
c+j =
 c−1j , cj 6= 00, cj = 0
verifica as condições da Definição 32 (Anexo A.3), pelo que, M+ é a inversa de
Moore-Penrose da matriz M. Como M+ ∈ A conclui-se que uma AJC contém a





Utilizando novamente o facto de bp (A) ser uma FMPOMO tem-se que U é uma













cjQj = M = MU,
ou seja, a matriz U é o elemento identidade de A. Assim, numa AJC o elemento
identidade não é necessariamente a matriz In. Pelo Teorema 3, numa AJC A,U = In
se e só se car (U) = n. Se car (U) < n, R (U) é um subespaço linear de Rn. Como a
matriz Qm+1 = In−U é uma MPO, ortogonal às matrizes Q1, ...,Qm, se a AJC A
não é completa é posśıvel obter uma AJC completa, que se representa por A, cuja




= {Q1, ...,Qm,Qm+1} . Verifica-se também que,
MM+ = M+M = U
se e só se cj 6= 0, para todo o j = 1, ...,m. Se a matriz M for regular a sua inversa
existe, M+ = M−1 e





Teorema 4. Seja A uma AJC. A é completa se e só se contém uma matriz regular.
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onde Aj, j = 1, ...,m são matrizes cujos vectores coluna constituem bases ortonor-
madas para os subespaços lineares R (Qj) , j = 1, ...,m (ver anexo A.1) e
P = [A1...Am]














, com A1 =
1√
n
1n e os elementos da primeira coluna
da matriz P são iguais a 1√
n
. Note-se que, apesar das matrizes Q1, ...,Qm serem











logo P diagonaliza M e os coeficientes cj, j = 1, ...,m correspondem aos valores
próprios distintos da matriz M que têm multiplicidades
gj = car (Qj) = car (Aj) , j = 1, ...,m.







e a matriz M é definida positiva (regular) se e só se os coeficientes cj são positivos
(não nulos), ver [45] .
2.2. Álgebra de Jordan comutativa obtida de uma famı́lia de matrizes simétricas que comutam 13
2.2 Álgebra de Jordan comutativa obtida de uma famı́lia de
matrizes simétricas que comutam
Nesta secção expõe-se um método para determinar a base principal e a respectiva
AJC a partir de uma famı́lia de matrizes simétricas que comutam. As demonstrações
dos resultados desta secção não são apresentadas pelo motivo já referido no ińıcio
deste caṕıtulo podendo ser consultadas em [7], por exemplo.
Sejam M = {M1, ...,Mw} uma famı́la de matrizes reais simétricas, de ordem
n, que comutam e sp (M) o espaço gerado por M. Então, existe uma matriz P
ortogonal (não única) ver [45] , tal que, para cada i = 1, .., w, Di = P
′MiP, com
Di uma matriz diagonal cujos elementos principais são os valores próprios de Mi e
os vectores coluna de P os vectores próprios das matrizes Mi.
Definição 10. Seja A uma AJC. Uma matriz ortogonal P que diagonaliza todas
as matrizes em A diz-se uma diagonalizadora ortogonal de A.
Considere-se P uma matriz ortogonal arbitrária fixa e AP a famı́lia de todas as
matrizes simétricas diagonalizáveis por P. Obviamente que M⊆ AP e
Teorema 5. A famı́lia AP é uma AJC.
Demonstração. Ver [7].
Como In ∈ AP, AP é uma AJC completa. Dado que a intersecção de AJC ′s é
uma AJC segue a definição seguinte,
Definição 11. Dada uma famı́lia M de matrizes simétricas que comutam, diz-se
que a AJC que contém M e que está contida em todas as AJC ′s que contêm M, é
a AJC gerada por M.
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A AJC gerada por M é a intersecção de todas as AJC que contêm M e
representa-se esta AJC por A (M) . Obviamente que
A (M) ⊆ AP.








onde xj é o vector próprio ortonormado associado a λij. Considerando λij = x
′
jMixj
pode-se definir uma relação de equivalência τ, tal que, dois vectores próprios estão
τ -relacionados quando estão associados a valores próprios idênticos para todas as
matrizes de M. Formalmente, para j, j′ = 1, ..., n




j′Mixj′ ,∀i ∈ {1, ..., w}.
As classes de equivalência definidas por τ podem ser de dois tipos. Quando
existe pelo menos uma matriz emM com um valor próprio, não nulo, associado aos
elementos da classe diz-se que a classe é primária. A classe é secundária (se existir,
existe no máximo uma classe secundária) se todas as matrizes de M têm valores
próprios nulos associados aos vectores da classe, ou seja,
Definição 13. Dado um vector x de uma determinada classe de equivalência
1. Se x′Mix 6= 0 para alguma matriz em M a classe de equivalência é primária.
2. Se x′Mix = 0 para todas as matrizes em M a classe de equivalência é se-
cundária.
Supondo que existem m classes primárias é posśıvel construir as matrizes Aj, i =
1, ..., j, associadas às classes primárias, cujos vectores coluna são os vectores de cada
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uma dessas classes e considerar uma matriz Am+1 cujos vectores coluna são os
vectores da classe de equivalência secundária, se esta existir. A famı́lia das matrizes
Qj = AjA
′
j, j = 1, ...,m
é uma FMPOMO e constitui a base principal da AJC
A = sp (Q1, ...,Qm) .
Independentemente da escolha das matrizes Aj, j = 1, ...,m, a famı́lia {Q1, ...,Qm}
é única, verificando-se
Teorema 6. A = A (M) .
Demonstração. Ver [7].
Como a soma das matrizes da base principal é a matriz identidade se e só se não
existir uma classe de equivalência τ secundária, prova-se que
Teorema 7. A (M) = A (sp (M)) .
Demonstração. Ver [7].
E assim
M⊆ sp (M) ⊆ A (sp (M)) = A (M) ⊆ AP. (2.2)
Assumindo que a famı́lia M = {M1, ...,Mw} é constitúıda por matrizes linear-
mente independentes e tendo em conta (2.2) tem-se que dim (sp (M)) = w e assim
w ≤ m = dim (A) .
Teorema 8. Verifica-se que sp (M) = A se se verificam uma das duas condições
equivalentes
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1. M é uma famı́lia de matrizes reais simétricas linearmente independente, tais
que, w = m, ou
2. sp (M) contém uma fmpomo com w matrizes.
Demonstração. Ver [7].
Teorema 9. A AJC, AP, é maximal em termos de inclusão.
Demonstração. Ver [7].
Apresenta-se um exemplo de uma AJC obtida de uma famı́lia de matrizes
simétricas que comutam. Como se verá em secções e caṕıtulos seguintes esta AJC
desempenha um papel importante na formulação dos modelos que são apresentados
nesta tese.
Exemplo 4. Seja a famı́lia Mr = {Jr, Ir} . Esta famı́lia é constitúıda por ma-
trizes simétricas, linearmente independentes e que comutam. Uma posśıvel diago-
nalizadora ortogonal de Jr, e obviamente da matriz Ir também, será uma matriz
cujos vectores coluna são vectores próprios ortonormados associados aos seus va-
lores próprios λ1 = r (com multiplicidade igual a 1) e λ2 = 0 (com multiplici-
dade igual a r − 1). Aplicando a definição 12 obtém-se a matriz P = [A1 A2] ,
onde Aj, j = 1, 2 são matrizes cujas colunas são constitúıdas pelos vectores de cada
uma das classes primárias. Destas matrizes determinam-se as matrizes da base





Jr, Ir − 1rJr
}
. Como as matrizes da famı́lia M são linearmente inde-
pendente tem-se que sp (M) = A e M também é uma base para esta AJC. É usual
representar-se esta AJC por A(r).
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2.3 Operações binárias definidas numa álgebra de Jordan
comutativa
Definição 14. Sejam as famı́lias de matrizes M1 = {M1i, i = 1, ...,m1} e
M2 = {M2j, j = 1, ...,m2} , constitúıdas por matrizes do tipo n×m e p× q, respec-
tivamente. Define-se o produto de Kronecker entre estas duas famı́lias por
M1 ⊗M2 = {M1i ⊗M2j, i = 1, ...,m1, j = 1, ...,m2}
onde M1i ⊗M2j representa o produto de Kronecker das matrizes M1i e M2j, (ver
Anexo A.2).
O produto de Kronecker entre duas famı́lias de matrizes verifica determinadas
propriedades sendo apresentadas de seguida algumas delas. Verificam-se facilmente
recorrendo às propriedades do produto de Kronecker para matrizes (ver Anexo A.2).
1. Sejam M1, M2 e M3 famı́lias de matrizes do tipo n × m e p × q e r × s,
respectivamente. Tem-se (M1 ⊗M2)⊗M3 =M1 ⊗ (M2 ⊗M3) .
2. Sejam M1 e M2 famı́lias de matrizes de ordem n e m, respectivamente.
(a) Se M1 e M2 são famı́lias de matrizes que comutam, então M1 ⊗M2
também é uma famı́lia de matrizes que comutam.
(b) SeM1 eM2 são famı́lias de matrizes simétricas entãoM1⊗M2 também
é uma famı́lia de matrizes simétricas.
(c) Se M1 e M2 são famı́lias de MPO então M1 ⊗ M2 também é uma
famı́lia de MPO.
(d) SeM1 eM2 são FMPOMO, entãoM1⊗M2 também é uma FMPOMO.
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Sejam A1 e A2 AJC ′s, constitúıdas por matrizes de ordens n1 e n2, respectiva-
mente. Sejam bp (A1) = {Q11, ...,Q1m1} e bp (A2) = {Q21, ...,Q2m2} . Considerando







αij (Q1i ⊗Q2j) , αij ∈ R para i = 1, ...,m1, j = 1, ...,m2
}
e
bp (A1)⊗ bp (A2) = {Q1i ⊗Q2j, i = 1, ...,m1, j = 1, ...,m2}
verifica-se o Teorema seguinte.
Teorema 10. A famı́lia A1 ⊗ A2 é uma AJC e bp (A1) ⊗ bp (A2) é a sua base
principal.
Demonstração. Atentendendo às propriedades do produto de Kronecker para ma-
trizes e ao facto de as matrizes Q1i ⊗Q2j serem MPOMO verifica-se que a famı́lia





(Q1i ⊗Q2j) e contém o quadrado de qualquer uma das suas matrizes, assim
pelo Teorema 1 é uma álgebra de Jordan. Como as matrizes da referida famı́lia
comutam logo A1⊗A2 é uma AJC. Dado que as matrizes Q1i⊗Q2j são MPOMO,
são linearmente independentes e por isso são uma base para A1⊗A2. Pelo Teorema
2 constituem a base principal da ajc A1 ⊗A2.
Para representar a base principal da AJC A1 ⊗ A2 utiliza-se bp (A1 ⊗A2) em
vez de bp (A1)⊗ bp (A2) .
Corolário 1. Se as AJC ′s A1 e A2 forem completas [regulares] a AJC A1 ⊗A2 é
completa [regular].
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(Q1i ⊗Q2j) = In1 ⊗ In2 = In1n2 ,




Jn1 e Q21 =
1
n2
Jn2 , pelo que, Q11⊗Q21 = 1n1n2 Jn1n2 ∈ A1⊗A2, concluindo-
se que A1 ⊗A2 é regular.
Sejam P (A1) = [A11 ... A1m1 ] e P (A2) = [A21 ... A2m2 ] diagonalizadoras orto-
gonais das AJC ′s completas A1 e A2, respectivamente. Então
Teorema 11. Uma diagonalizadora ortogonal da AJC completa A1 ⊗ A2, que se
representa por P (A1 ⊗A2) , é dada por
P (A1 ⊗A2) = P (A1)⊗P (A1) .
Demonstração. Pelo teorema 10 a base principal da AJC A1 ⊗ A2 é constitúıda
pelas matrizes






= (A1i ⊗A2j) (A1i ⊗A2j)′
com i = 1, ...,m1 e j = 1, ...,m2, pelo que,
P (A1 ⊗A2) = [A11 ⊗A21 . . .A1m1 ⊗A2m2 ] = P (A1)⊗P (A2) .
Como o produto de Kronecker é associativo verifica-se que, dadas as AJC’s
A1,A2,A3,
A1 ⊗ (A2 ⊗A3) = (A1 ⊗A2)⊗A3







o elemento identidade da AJC A1.
Teorema 12. A famı́lia
{Q1i ⊗Q21, i = 1, ...,m1} ∪ {U1 ⊗Q2j, j = 2, ...,m2} (2.3)
é uma FMPOMO.
Demonstração. Como o produto de Kronecker de MPO′s é uma MPO, então (2.3)
é uma FMPOMO. Como as matrizes das famı́lias bp (A1) e bp (A2) são mutuamente
ortogonais,
• (Q1i ⊗Q21) (Q1i′ ⊗Q21) = 0n1n2 , i 6= i′, i′ = 1, ...,m1
• (U1 ⊗Q2j) (U1 ⊗Q2j′) = 0n1n2 , j 6= j′, j′ = 1, ...,m2
• (Q1i ⊗Q21) (U1 ⊗Q2j) = 0n1n2 , i = 1, ...,m1, j = 2, ...,m2
então (2.3) é uma FMPOMO.
Definição 15. Define-se o produto ? entre as AJC ′s A1 e A2 como a AJC A1 ?A2
cuja base principal é
bp (A1 ?A2) = {Q1i ⊗Q21, i = 1, ...,m1} ∪ {U1 ⊗Q2j, j = 2, ...,m2} .
Em particular, se as AJC ′s A1 e A2 forem completas e regulares, a base principal
da AJC A1 ?A2 é












∪ {In1 ⊗Q2j, j = 2, ...,m2} .
Assim,
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Corolário 2. Se as AJC ′s A1 e A2 forem completas [regulares] a AJC A1 ?A2 é
completa [regular].













(In1 ⊗Q2j) = In1 ⊗Q21 + In1 ⊗
m2∑
j=2
Q2j = In1 ⊗ In2 = In1n2
ou seja, A1 ?A2 é uma AJC completa. Se as AJC ′s A1 e A2 forem regulares,
1
n1
Jn1 ⊗ 1n2 Jn2 =
1
n1n2
Jn1n2 ∈ A1 ? A2 o que significa que A1 ? A2 é uma AJC
regular.










1n2 A22 ... A2m2
]
diagonalizadoras ortogonais das AJC ′s completas e regulares A1 e A2, respectiva-
mente. Então uma diagonalizadora ortogonal da AJC completa e regular A1 ?A2 é
a matriz













1n2 In1 ⊗A22 . . . In1 ⊗A2m2
]
.












































, i = 2, ...,m1
In1 ⊗Q2j = (In1 ⊗A2j) (In1 ⊗A2j)
′ , j = 2, ...,m2
para verificar a tese.
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Dadas as AJC ′s A1, A2 e A3 verifica-se que
A1 ? (A2 ?A3) = (A1 ?A2) ?A3
ver [14].
2.4 Sub-álgebra de Jordan comutativa
Seja A uma AJC e bp (A) = {Q1, ...,Qm} . Seja A◦ uma sub-álgebra de Jordan
comutativa (sub−AJC) de A, ou seja, A◦ é uma AJC, tal que, A◦ ⊆ A, ver
definições 1, 2 e 4. Considere-se a base principal de A◦, bp (A◦) = {Q◦1, ...,Q◦m◦} .




Qi′ , i = 1, ...,m
◦ (2.4)




Ci ⊆ {1, ...,m} . Atendendo a (2.4) e como Qi′ = Ai′A′i′ , i′ =











′ , i = 1, ...,m◦ (2.5)
onde
A◦i = [Ai′ , i
′ ∈ Ci] , i = 1, ...,m◦. (2.6)
Portanto, de uma AJC A é posśıvel obter uma nova AJC A◦, de menor dimensão,
considerando uma partição C1, ..., Cm◦ de {1, ...,m} ou de um seu subconjunto.
Se P = [A1 ... Am] é uma matriz ortogonal associada à AJC A então é posśıvel
ordenar as colunas da matriz P e obter uma matriz ortogonal P◦ = [A◦1 ... A
◦
m◦ ]
associada à sub-AJC A◦, com A◦i = [Ai′ , i′ ∈ Ci] , i = 1, ...,m◦.
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Q◦i e U =
m∑
i′=1
Qi′ os elementos identidade de A◦ e A, respecti-
vamente.
Definição 17. Diz-se que A◦ é sub-AJC principal de A quando U◦ = U.
Ter que A◦ é sub-AJC principal de A é equivalente a
m◦⋃
i=1




Ci ⊂ {1, ...,m} . Se A for completa, A◦ é sub-AJC principal de A se
e só se A◦ também for completa.
Sejam A1, A2 AJC’s e
bp (A1) = {Q11, ...,Q1m1} , bp (A2) = {Q21, ...,Q2m2} .


















Q1i′ , i = 1, ...,m
◦
1






Q2j′ , j = 1, ...,m
◦
2
C2j1 ∩ C2j2 = ∅, j1 6= j2.
(2.7)
Atendendo ao Teorema 10, A1 ⊗A2 e A◦1 ⊗A◦2 são AJC’s com
bp (A1 ⊗A2) = {Q1i′ ⊗Q2j′ , i′ = 1, ...,m1, j′ = 1, ...,m2}
bp (A◦1 ⊗A◦2) =
{




Teorema 14. A◦1 ⊗A◦2 é sub-AJC de A1 ⊗A2.
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Demonstração. Dado queA◦1⊗A◦2 é uma AJC basta verificar queA◦1⊗A◦2 ⊆ A1⊗A2.

































α◦ij (Q1i′ ⊗Q2j′) ∈ A1 ⊗A2.
Corolário 3. Se A◦1, A◦2 são sub-AJC ′s principais de A1 e A2, respectivamente,
então A◦1 ⊗A◦2 é sub-AJC principal da AJC A1 ⊗A2.
Demonstração. Atendendo às propriedades do produto de Kronecker e admitindo


























Se A◦1, A◦2, A1 e A2 forem completas e regulares, atendendo ao Corolário 2, as
AJC ′s A◦1 ?A◦2 e A1 ?A2 também são completas e regulares com











In1 ⊗Q◦2j, j = 2, ...m◦2
}






′ = 1, ...,m1
}
∪ {In1 ⊗Q2j′ , j′ = 2, ...m2} .
Como as AJC ′s consideradas são completas A◦1 e A◦2 são sub-AJC ′s principais de
A1 e A2, respectivamente. Prova-se que
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Teorema 15. A◦1 ?A◦2 é sub-AJC principal de A1 ?A2.
Demonstração. Como A◦1 ?A◦2 é uma AJC completa basta verificar que A◦1 ?A◦2 ⊆





































































verifica-se que M ∈ A1 ?A2.
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3. MODELO LINEAR, DE EFEITOS FIXOS, ESTRITAMENTE
ASSOCIADO A UMA ÁLGEBRA DE JORDAN COMUTATIVA
As estruturas apresentadas no caṕıtulo anterior permitem relacionar um modelo
linear ortogonal com uma AJC e apresentá-lo na forma canónica, a qual, assenta na
base principal da AJC. Com esta abordagem e assumindo a hipótese de normalidade
é possivel derivar estat́ısticas suficientes e completas e obter UMV UE ′s para os
parâmetros do modelo. Nesta exposição considera-se o modelo linear de efeitos fixos.
Agrupando termos de um modelo linear associado a uma AJC é posśıvel obter,
por agregação, um sub-modelo associado a uma sub-AJC principal. Utilizando
as operações binárias definidas na secção 2.3 é posśıvel construir modelos lineares
ortogonais complexos, a partir de modelos lineares ortogonais mais simples, por
cruzamento e por encaixe.
3.1 Estrutura do modelo e estat́ısticas




Xjβj + ε (3.1)
e a famı́lia M = {M1, ...,Mm+1} constitúıda pelas matrizes Mj = XjX′j, com
j = 1, ...,m e Mm+1 = In, βj vectores de parâmetros e/ou aleatórios e ε o vector
dos erros aleatórios.
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Definição 18. Um modelo linear diz-se ortogonal se as matrizes da famı́lia M
comutarem.
Definição 19. Diz-se que um modelo linear está associado a uma AJC A quando
a famı́lia M constituir uma base para A.
Decorre desta definição que um modelo linear associado a uma AJC A é orto-
gonal.
Seja um modelo linear dado por (3.1) associado a uma AJC A. Para este modelo
tem-se a famı́liaM = {M1, ...,Mm, In} e a base principal bp (A) = {Q1, ...,Qm+1} ,
com Qj = AjA
′
j, j = 1, ...,m + 1, onde Aj, j = 1, ...,m + 1 são matrizes cu-
jos vectores coluna constituem bases ortonormadas para os subespaços lineares
R (Qj) , j = 1, ...,m + 1, respectivamente (ver anexo A.1). Sendo a AJC A com-
pleta, a noção de ortogonalidade do modelo justifica-se dada a relação de A com






Exemplo 5. Uma amostra aleatória de dimensão r
y = 1rµ+ Irε, (3.2)
onde ε tem vector médio 0 e matriz de variâncias-covariâncias σ2Ir, é um modelo




Jr, Ir − 1rJr
}
e M =
{Jr, Ir} (ver exemplo 4 apresentado na secção 2.2).




Ajβj + ε (3.3)




Qj diz-se um modelo linear estritamente associado à AJC A.
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Dado que um modelo linear estritamente associado a uma AJC é um modelo
linear associado a uma AJC, conceitos sobre o encaixe e cruzamento de modelos
associados aplicam-se também aos modelos lineares estritamente associados a uma
AJC. Como se pode ver em [14], dados dois modelos lineares associados às AJC ′sA1
e A2, o modelo obtido por encaixe está associado à AJC A1 ?A2 e o modelo obtido
por cruzamento está associado à AJC A1 ⊗ A2. Vê-se também em [14] que um
modelo com réplicas é um caso particular do encaixe de modelos. Se A for a AJC
associada a um modelo com apenas uma repetição o mesmo modelo com r repetições












Na exposição que se segue apresenta-se a estrutura de um modelo linear, com r
réplicas, estritamente associado a uma AJC A?A(r), completa e regular, de efeitos
fixos, que será utilizada na descrição do modelo descrito no próximo caṕıtulo. Assim,
seja A uma AJC, completa, constitúıda por matrizes, de ordem n, com
bp (A) = {Q1, ...,Qm}
onde Qj = AjA
′
j, j = 1, ...,m. A base principal da AJC, também completa, A?A(r),
constitúıda por matrizes de ordem nr, é dada por











ver secção 2.3, com








onde Kr é uma matriz, do tipo r × (r − 1), que se obtém de uma matriz ortogonal
estandardizada, de ordem r, eliminando a 1a coluna igual a 1√
r
1r (ver Anexo A.4).
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com Am+1 = In ⊗ Kr . Sendo gj = car (Aj) , j = 1, ...,m e g = car (Am+1) as




= car (Qj) = car (Aj) , j=1,...,m
g = car (Am+1) = n(r − 1)
(ver Anexo A.2). Devido à ortonormalidade das colunas das matrizes Aj (ver Anexo




















Assim um modelo linear, com r réplicas, estritamente associado à AJC completa










βj + ε (3.8)
onde β1, ...,βm são vectores de parâmetros e ε o vector dos erros aleatórios. Como
























































Wj + Am+1Wm+1 (3.10)









Definição 21. Um modelo linear estritamente associado à AJC A ? A(r) com a
estrutura (3.10) diz-se que está na forma canónica.
Como já foi referido no ińıcio deste caṕıtulo assumindo a hipótese de normalidade
e utilizando o modelo na forma (3.10) é posśıvel derivar estat́ısticas suficientes, com-
pletas e obter UMVUE’s para os parâmetros do modelo. Até ao final desta secção
e na próxima são necessários resultados estat́ısticos que estão resumidos no Anexo
B (Vectores aleatórios, distribuição Normal multivariada) e Anexo C (Estat́ısticas
suficientes e completas).





















. A matriz de projecção ortogonal sobre









(ver Anexo A.1). Como µ ∈ Ω,
































µ, j = 1, ...,m. (3.15)
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Como Ω⊥ = R (Qm+1) verifica-se que
A′m+1µ = 0n(r−1)×1. (3.16)








onde Wj, j = 1, ...,m + 1 são dados por
(3.11). Atendendo ao Teorema 13 e a (3.5)
























e λj, j = 1, ...,m são dados por (3.15). Os vectores Wj, j = 1, ...,m + 1, são










onde car (Aj) = gj, j = 1, ...,m. Considerando as variáveis aleatórias Sj = ‖Wj‖








‖λj‖2 j = 1, ...,m
S ∼ σ2χ2n(r−1)
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Atendendo a que A ?A(r) é uma AJC completa, a (3.9), (3.11), (3.15)-(3.18)

























































É posśıvel agora estabelecer o Teorema seguinte.
Teorema 16. As estat́ısticas Wj, j = 1, ...,m e S são conjuntamente suficientes e
completas.
Demonstração. Dado (3.19) e utilizando o Teorema da factorização (Anexo C) as es-
tat́ısticas Wj, j = 1, ...,m e S são conjuntamente suficientes. Como a distribuição de
Y pertence à famı́lia exponencial e o espaço paramétrico contém um rectângulo com
a mesma dimensão as estat́ısticas são suficientes e completas, Teorema 68 (Anexo
C).
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3.2 Inferência relativa aos parâmetros do modelo
Sejam os vectores
Bjλj, j = 1, ...,m
onde Bj são matrizes, do tipo sj × gj, com car(Bj) = sj ≤ gj, j = 1, ...,m e
λj, j = 1, ...,m dados por (3.15). Como Wj, j = 1, ...,m e S, dadas por (3.17) e




de acordo com o Teorema 69 (Anexo C), BjWj é UMVUE para Bjλj, j = 1, ...,mS
n(r−1) é UMVUE para σ
2.













, j = 1, ...,m (3.20)
e consequentemente






(BjWj −Bjcj) ∼ σ2χ2sj ,δj , j = 1, ...,m










, j = 1, ...,m (3.21)
e Bjcj ∈ R (Bj) , j = 1, ...,m. Como Wj e S são independentes o mesmo acontece






, j = 1, ...,m
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têm distribuição F não central com parâmtetros sj e n(r − 1) e parâmetro de não
centralidade δj dado por (3.21), simbolicamente
Fj ∼ Fsj ,n(r−1),δj
(ver Anexo B.3). Em particular, caso Bjλj = Bjcj, j = 1, ...,m obtém-se













∼ Fsj ,n(r−1). (3.22)
Utilizando os resultados anteriores é posśıvel obter elipsóides de confiança para
Bjλj , j = 1, ...,m. Seja f(sj ,g,1−α) o quantil da distribuição F com sj e n(r − 1)
graus de liberdade para a probabilidade 1− α, então
P
[









determinando a desigualdade, ver Scheffé (1959)




um elipsóide de confiança para Bjλj, j = 1, ...,m. O teste de hipóteses
H0,j : Bjλj = Bjcj, j = 1, ...,m (3.24)
utiliza (3.22) rejeitando-se H0,j se e só se o elipsóide de confiança não cobrir Bjλj =
Bjcj, ou seja, rejeita-se H0,j se e só se




Por outro lado um ponto está no interior de um elipsóde se e só se estiver entre













 = 1− α
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onde a intersecção é feita para todos os vectores dj ∈ Rn, ver [44]. Das desigualdades
obtêm-se intervalos de confiança simultâneos para d′jBjλj dados por[
























são os vectores linha de Bj. A hipótese H0,j verifica-se se e só se se
verificarem as sub-hipóteses H0,j,i, i = 1, ..., gj. Utilizando (3.23) é posśıvel obter




λj. Atendendo à relação entre as distribuições
















) ∼ tn(r−1), i = 1, ..., gj
































) representa o quantil da distribuição t com n(r − 1) graus de li-
berdade para a probabilidade 1 − α
2
. Assim, rejeita-se a hipótese H0,j,i se e só se
|Tj,i| > t(n(r−1),1−α
2
). Com as devidas alterações obtêm-se intervalos de confiança
unilaterais e os respectivos testes de hipóteses.
Sabe-se que S
n(r−1) é um UMVUE para σ







) os quantis da distribuição qui-quadrado com n(r−1) graus




, respectivamente. Então um intervalo
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Os intervalos de confiança unilaterais à direita e à esquerda para σ2 correspondentes












Ao intervalo de confiança bilateral (3.26) corresponde o teste de hipóteses H0 : σ2 = σ20H1 : σ2 6= σ20













χ2obs representa o valor calculado da estat́ıstica de teste. Com as devidas alterações
obtêm-se os testes unilaterais à direita e à esquerda correspondentes aos intervalos
de confiança (3.27), respectivamente.
3.3 Sub-modelo estritamente associado a uma álgebra de Jordan
comutativa
De um modelo linear estritamente associado a uma AJC completa é posśıvel obter
outro modelo linear (que se designará por sub-modelo) estritamente associado a uma
sua sub-AJC principal. Recordando a secção 3.1 seja um modelo linear, de efeitos






















onde as matrizes Qj = AjA
′
j, j = 1, ...,m + 1 são dadas por (3.5) e os vectores
Wj = A
′
jY, j = 1, ...,m+ 1 por (3.11). Relembrando também a secção 2.4 seja A◦
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uma sub-AJC principal de A (também completa) com base principal dada por












′ , i = 1, ...,m◦,
C1, ..., Cm◦ constituem uma partição de {1, ...,m} e as matrizes A◦i são dadas por
















Assim, um modelo linear na forma canónica estritamente associado à AJC completa
















W◦i = [Wj, j ∈ Ci] , i = 1, ...,m◦, (3.29)
W◦m◦+1 = Wm+1, e A
◦
m◦+1 = Am+1.
Definição 22. O modelo (3.28) designa-se por sub-modelo estritamente associado
à AJC A◦ ?A(r).
É habitual também dizer que o modelo (3.28) é obtido por agregação.
3.4 Cruzamento e encaixe de modelos
Como já foi referido é posśıvel construir modelos lineares associados a uma AJC
complexos, a partir de modelos lineares associados a uma AJC mais simples, por
cruzamento e por encaixe, utilizando, respectivamente, as operações ⊗ e ?, definidas
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na secção 2.3, ver [14]. Quando se derivam modelos lineares ortogonais complexos
considera-se que os modelos iniciais têm apenas uma réplica (r = 1) cada um.
Depois do cruzamento e/ou encaixe pode considerar-se o modelo com réplicas, caso
particular do encaixe de modelos. Por exemplo, o modelo que resulta de encaixar o
3o modelo no cruzamento dos dois primeiros modelos está associado à AJC
(A1 ⊗A2) ?A3.
Depois do cruzamento e encaixe pode considerar-se réplicas e a AJC associada ao
novo modelo é
((A1 ⊗A2) ?A3) ?A(r).
A ideia associada ao cruzamento de modelos é considerar todas as combinações
posśıveis de tratamentos dos modelos iniciais. Sejam A1 e A2, AJC ′s completas e
regulares, as respectivas bases principais,
bp (A1) = {Q11, ...Q1m1} e bp (A2) = {Q21, ...Q2m2} (3.30)
onde Q1i = A1iA
′
1i, i = 1, ...,m1 e Q2j = A2jA
′
2j, j = 1, ...,m2.
Cruzando os modelos lineares estritamente associados às AJC ′s A1 e A2, res-












Wij + Am1m2+1Wm1m2+1 (3.31)


















O modelo que resulta do encaixe do segundo modelo no primeiro, com r > 1,
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onde


























e A∗ = In1n2 ⊗Kr e W∗ = (A∗)
′Y.
4. DELINEAMENTO FACTORIAL COM BASE PRIMA
Uma experiência que envolva o estudo deN (≥ 2) factores F1, ..., FN com p1, ..., pN (≥
2) ńıveis respectivamente, designa-se delineamento factorial p1× ...×pN , ou apenas,
factorial p1×...×pN . Os factoriais estão associados a experiências em que se pretende
estudar o efeito de vários factores (individualmente ou em conjunto) numa variável
resposta (ou dependente) Y. Em cada réplica completa de um factorial são observa-
das todas as combinações posśıveis de ńıveis dos factores (tratamentos) dizendo-se
que os N factores estão cruzados. Também é habitual utilizar a designação de fac-
torial completo (do inglês ”full factorial”). Por exemplo, um factorial com dois
factores, F1 e F2, com p1 = 3 e p2 = 2 ńıveis, respectivamente, tem 6 tratamentos.
Nesta tese considera-se que o número de ńıveis de cada factor é igual a p
p1 = ... = pN = p
e p é um número primo. Nesta situação cada réplica completa da experiência tem
p× . . .× p = pN observações e designa-se por factorial de base prima pN ou apenas
factorial pN . Para p = 2 e p = 3, ver por exemplo [29], [36]. Numerando os p ńıveis
de cada factor de 0 até p− 1, cada tratamento pode ser representado por um vector
x = (x1, ..., xN), cujas componentes xi ∈ {0, ..., p− 1} , i = 1, ..., N representam
os ńıveis dos factores. Se a experiência for repetida r vezes são necessárias rpN
observações. À medida que o número de factores e/ou número de ńıveis aumenta
o número de tratamentos de um factorial cresce rapidamente. Por exemplo, num
factorial 2N o número de tratamentos aumenta de 32 para 128 se o número de
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factores passar de N = 5 para N = 7, ou de 32r para 128r se for posśıvel repetir
a experiência r > 1 vezes. Por motivos óbvios de economia, de tempo, de recursos,
etc, nem sempre é posśıvel considerar todos os tratamentos de um factorial em
condições homogéneas ou até mesmo não ser posśıvel considerar os tratamentos na
totalidade. Uma possibilidade é agrupar os pN tratamentos de um factorial em
ps(s < N) grupos, designados por blocos, em que o número de tratamentos por
bloco é inferior a pN . Apesar de permitir um melhor controlo do erro experimental,
esta técnica faz com que geralmente interações de ordem elevada sejam confundidas
com os blocos, dáı a designação Confundimento de um factorial pN com ps blocos
(do inglês ”Confounding”). Em vez de utilizar os ps blocos pode-se considerar
apenas um deles, ou seja, considerar uma fracção do número total de tratamentos
1
ps
× pN = pN−s, onde s < N . Este delineamento designa-se por réplica fraccionária
ou fraccionamento (do inglês ”fractional replicate”). Neste caṕıtulo são descritas as
estruturas algébricas associadas: a um factorial pN (completo), a um factorial pN
confundido com ps blocos e a uma réplica fraccionária 1
ps
× pN . A teoria associada à
estrutura destes modelos assenta nos espaços lineares sobre os corpos de Galois, (ver
[15], [16], [40] e [41]) e na relação entre modelos lineares ortogonais e AJC ′s ([14],
[15], [16] e [17]). Para uma abordagem alternativa ver [38]. Nas secções seguintes
mostra-se como se obtém a AJC associada a cada um dos modelos referidos.
4.1 Factorial pN completo
Sejam p um número primo e o conjunto
G[p] = {0, 1, ..., p− 1}.
Em G[p] pode-se definir uma adição e uma multiplicação substituindo os resul-
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tados das operações usuais pelos restos das mesmas por p
a+ b = mod(a+ b, p) (4.1)
ab = mod(ab, p). (4.2)
Estas operações designam-se por adição e a multiplicação módulo p.
Exemplo 6. Em G[7] = {0, 1, 2, 3, 4, 5, 6}, por exemplo, 2 + 6 = 1 e 2× 5 = 3.
O conjunto G[p] munido das operações (4.1) e (4.2) é um corpo, com elemento
neutro para a adição e multiplicação 0 e 1, respectivamente. O simétrico de a ∈ G[p]
é dado pela expressão
−a =
 0, a = 0p− a, a 6= 0. (4.3)
O corpo G[p] tem um número finito de elementos e geralmente é designado por corpo
finito ou por corpo de Galois (em homenagem a Évariste Galois que introduziu a
noção de corpo com um número finito de elementos). Relativamente ao inverso a−1
em G[p] não existe uma expressão geral para o representar. Na prática constrói-se a
tabela da multiplicação em G[p] e determinam-se os inversos.
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Exemplo 7. Utilizando (4.1) e (4.2), as tabelas da adição e multiplicação em G[7] =
{0, 1, 2, 3, 4, 5, 6} são, respectivamente, dadas por,
+ 0 1 2 3 4 5 6
0 0 1 2 3 4 5 6
1 1 2 3 4 5 6 0
2 2 3 4 5 6 0 1
3 3 4 5 6 0 1 2
4 4 5 6 0 1 2 3
5 5 6 0 1 2 3 4
6 6 0 1 2 3 4 5
× 0 1 2 3 4 5 6
0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6
2 0 2 4 6 1 3 5
3 0 3 6 2 5 1 4
4 0 4 1 5 2 6 3
5 0 5 3 1 6 4 2
6 0 6 5 4 3 2 1
Tab. 4.1: Tabelas da adição e multiplicação em G[7]
Tendo em conta a tabela da adição, ou (4.3), os simétricos dos elementos a ∈ G[7]
são Pela tabela da multiplicação os inversos de a ∈ G[7]\{0} são
a 0 1 2 3 4 5 6
-a 0 6 5 4 3 2 1
Tab. 4.2: Simétricos em G[7]
a 1 2 3 4 5 6
a−1 1 4 5 2 3 6
Tab. 4.3: Inversos em G[7]\{0}
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É importante referir que se p não for um número primo não se obtém a estrutura
de um corpo. De facto, veja-se o exemplo seguinte.
Exemplo 8. Se p = 4, G[4] = {0, 1, 2, 3} e como se pode ver na tabela da multi-
plicação o elemento 2 não tem inverso, pelo que, G[4] não é um corpo.
+ 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
× 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1
Tab. 4.4: Tabelas de adição e multiplicação em G[4]
O conjuntoGN[p] =
{




x + y = (x1 + y1, ..., xN + yN)
cx = (cx1, ..., cxN)
com c ∈ G[p] e x,y ∈ GN[p], é um espaço linear sobre o corpo G[p], onde as componentes
dos vectores são obtidas utilizando as operações (4.1) e (4.2). A famı́lia dos vectores








o que significa que GN[p] é um espaço linear de dimensão finita N. Num factorial
pN , numerando os ńıveis de cada factor de 0 até p − 1, os tratamentos podem ser
representados pelos vectores de GN[p]
x = (x1, ..., xN) .
46 4. Delineamento factorial com base prima
Dado um vector a = (a1, ..., aN) cujas componentes pertencem a G[p], define-se




ajxj, x ∈ GN[p] (4.4)
onde as operações são realizadas na aritmética módulo p.
Definição 23. As componentes do vector a designam-se por coeficientes da aplicação
linear `a.
Seja LN[p] o conjunto das aplicações lineares dadas por (4.4). Neste conjunto
podem definir-se uma adição e uma multiplicação por um escalar, por
(`a1 + `a2) (x) = `a1+a2(x), x ∈ GN[p]
(c`a) (x) = `ca(x), c ∈ G[p],x ∈ GN[p]
respectivamente. O conjunto LN[p] munido destas duas operações é um espaço linear
sobre o corpo G[p], cujo elemento neutro para a adição é a aplicação `0 que tem
0 como vector dos coeficientes e elemento simétrico a aplicação `−a, onde −a é o
vector cujas componentes são formadas pelos simétricos, na aritmética módulo p,
das componentes de a. Portanto LN[p] é o espaço dual 1 de GN[p]. Verifica-se também
que G[p] é um espaço linear. Como cada um dos N coeficientes de a pode tomar p





A aplicação ϕ que a cada vector a ∈ GN[p] associa `a ∈ LN[p], isto é, a aplicação
definida pela relação ϕ(a) = `a(·) é um isomorfismo, o que significa que GN[p] e LN[p]






1 Recordando o espaço dual de um espaço linear V sobre o corpo K é o conjunto de todas as
aplicações lineares de V em K.
4.1. Factorial pN completo 47
Para simplificar escreve-se `j em vez de `aj , ou apenas `, quando não existir perigo
na omissão do vector dos coeficientes.
Teorema 17. Sejam `1, ..., `s ∈ LN[p]. As aplicações `1, ..., `s são linearmente inde-
pendentes se e só se os respectivos vectores dos coeficientes a1, ..., as o forem também.
Demonstração. Basta notar que à aplicação ` =
∑s
i=1 ci`i, i = 1, ..., s corresponde o
vector dos coeficientes a =
∑s
i=1 ciai e que G
N
[p] e LN[p] são espaços lineares isomorfos.
Sejam as aplicações `1, ..., `N ∈ LN[p], tais que, `j(x) = xj, j = 1, ..., N. Como









constitui uma base para LN[p].
Exemplo 9. Sejam p=3 e N=2. Então G[3] = {0, 1, 2} e
G2[3] = {(0, 0) , (1, 0) , (2, 0) , (0, 1) , (1, 1) , (2, 1) , (0, 2) , (1, 2) , (2, 2)} .
Uma forma rápida e prática de identificar os vectores de G2[3] é construir uma tabela
como a que se segue
0 1 2
0 (0,0) (0,1) (0,2)
1 (1,0) (1,1) (1,2)
2 (2,0) (2,1) (2,2)
Tab. 4.5: Vectores de G2[3]
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a ∈ G2[3] `a ∈ L2[3]
(0,0) `(0,0)(x) = 0x1 + 0x2 = 0 = `0(x)
(1,0) `(1,0)(x) = 1x1 + 0x2 = x1
(2,0) `(2,0)(x) = 2x1 + 0x2 = 2x1
(0,1) `(0,1)(x) = 0x1 + 1x2 = x2
... ...
(2,2) `(2,2)(x) = 2x1 + 2x2
Tab. 4.6: Aplicações de L2[3] e respectivos vectores dos coeficientes
Como a cada vector a ∈ G2[3] corresponde uma aplicação `a ∈ L2[3], atendendo a
(4.4) e com x = (x1, x2) ∈ G2[3],
Portanto a famı́lia L2[3] é
L2[3] = {l0, x1, 2x1, x2, x1 + x2, 2x1 + x2, 2x2, x1 + 2x2, 2x1 + 2x2} .
Os conjuntos G2[3] e L2[3] são espaços lineares isomorfos e têm dimensão finita
dimG2[3] = dimL2[3] = 2.
Em LN[p] pode-se definir uma relação h, tal que,
Definição 24. (Relação-h) Dadas duas aplicações `1, `2 ∈ LN[p] diz-se que `1h`2 (`1
está na relação h com `2) se e só se
∃c ∈ G[p]\{0} : `2 = c`1. (4.5)
Teorema 18. A relação h é uma relação de equivalência em LN[p].
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Demonstração. Sejam as aplicações `1, `2, `3 ∈ LN[p], arbitrárias. Como 1`1 = `1 tem-
se que `1h`1. Admitindo que `1h`2 então `2 = c`1, com c 6= 0. Assim, `1 = c−1`2,
com c−1 6= 0, pelo que, `2h`1. Supondo que `1h`2 e `2h`3, então `2 = c1`1 e `3 = c2`2
com c1, c2 6= 0. Logo `3 = (c2c1) `1, com c2c1 6= 0, ou seja, `1h`3. Como a relação h é
reflexiva, simétrica e transitiva é uma relação de equivalência em LN[p].
Para ` ∈ LN[p], o conjunto [`]h = {`◦ ∈ LN[p] : `◦h`} é a classe de equivalência
de ` na relação h. Estas classes designam-se por classes de equivalência-h. Duas
aplicações lineares de LN[p] que pertençam à mesma classe de equivalência-h dizem-
se h-equivalentes. É evidente que a única aplicação h-equivalente a `0 é a própria
aplicação `0, portanto, [`0]h = {`0}. As restantes classes de equivalência [`]h, tais
que, [`]h 6= [`0]h, contêm p − 1 aplicações, tantas quantos os valores diferentes de




classes de equivalência-h distintas da classe [`0]h. Então a relação h divide o conjunto
LN[p] em m+1 classes de equivalência-h que constituem uma partição de LN[p], ou seja,
[`1]h ∩ [`2]h = ∅, `1 6= `2⋃
`
[`]h = LN[p].
Definição 25. Uma aplicação ` ∈ LN[p] cujo primeiro coeficiente não nulo é 1
designa-se por aplicação reduzida.
Representa-se a famı́lia das aplicações lineares reduzidas de LN[p] por LNr[p]. Seja a
aplicação `a ∈ LN[p] − LNr[p] e α o seu primeiro coeficiente não nulo o qual é diferente
de 1. Para obter a aplicação linear reduzida h-equivalente a `a, considera-se c
−1 e
c−1a, obtendo-se `(c−1a). Se `a ∈ LNr[p] a aplicação linear reduzida h-equivalente a `a
é a própria.
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Verifica-se que,
Teorema 19. Em cada classe de equivalência-h, distinta da classe que contém a
aplicação nula, há uma e uma só aplicação reduzida.
Demonstração. Sejam `1, `2 duas aplicações lineares reduzidas pertencentes à mesma
classe de equivalência-h, distinta da classe que contém a aplicação nula. Então os
primeiros coeficientes não nulos de `1, `2 são iguais a 1 e existe c 6= 0, tal que, `2 = c`1.
Portanto o ı́ndice dos primeiros coeficientes iguais a 1 tem que ser o mesmo, pelo
que `1 = `2.
Como em LN[p] há
pN−1
p−1 classes de equivalência-h, distintas da que contém a
aplicação nula e, em cada uma dessas classes há apenas uma aplicação reduzida,
então em LN[p] há m =
pN−1






Exemplo 10. (Continuação do exemplo 9)
O espaço linear L2[3] contém pN = 32 = 9 aplicações, das quais, m =
32−1
3−1 = 4 são
reduzidas,
L2r[3] = {x1, x2, x1 + x2, x1 + 2x2} .
O espaço L2[3] decompõe-se em 4 classes de equivalência-h distintas da classe que
contém a aplicação nula `0. Como cada classe de equivalência-h, distinta da classe
[`0]h, tem apenas uma aplicação reduzida, multiplicando cada aplicação de L2r[3] por
2 e tendo em conta (4.5) obtêm-se essas classes
{x1, 2x1} , {x2, 2x2} , {x1 + x2, 2x1 + 2x2} e {x1 + 2x2, 2x1 + x2} .
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Teorema 20. Sejam `1, ..., `s ∈ LN[p] e `◦1, ..., `◦s ∈ LNr[p] as aplicações lineares redu-
zidas h-equivalentes a `1, ..., `s, respectivamente. Então, `1, ..., `s são linearmente
independentes se e só se `◦1, ..., `
◦
s o forem também.
Demonstração. Sendo `◦1, ..., `
◦




i ai, com c
−1




i , com ci 6= 0, para i = 1, ..., s. (4.7)
Tendo em conta (4.6) e (4.7) verifica-se que a1, ..., as são linearmente independentes
se e só se a◦1, ..., a
◦
s forem linearmente independentes. Pelo Teorema 17 verifica-se




s o forem também.
Assim podem considerar-se bases de LN[p] ou de um seu subespaço constitúıdas
por aplicações reduzidas.
Sem perda de generalidade os vectores x = (x1, ..., xN) ∈ GN[p] podem ser orde-
nados atribuindo-lhes os ı́ndices
j = 1 +
N∑
i=1
pi−1xi, j = 1, ..., p
N (4.8)
onde xj representa o vector com ı́ndice j, j = 1, ..., p
N . Da mesma forma é posśıvel
ordenar as aplicações lineares de LN[p] pela ordem dos vectores dos seus coeficientes
de 1 até pN , ou seja, `a1 , ..., `apN . Para ordenar as aplicações reduzidas podem-
se substituir os ı́ndices j = 1, ..., pN dos vectores dos coeficientes a1, ..., apN pelos
ı́ndices h = 1, ...,m respeitando a ordem inicial, ou seja, se j1 < j2 então h1 < h2.
Veja-se o exemplo seguinte.
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Exemplo 11. (Continuação dos exemplos 9 e 10)
De acordo com (4.8), os ı́ndices dos vectores x = (x1, x2) ∈ G2[3] são dados por
j = 1 +
2∑
i=1
3i−1xi = 1 + x1 + 3x2
com j = 1, ..., 9. Assim,
vector ı́ndice vector ı́ndice
(0, 0) j=1 (2, 1) j=6
(1, 0) j=2 (0, 2) j=7
(2, 0) j=3 (1, 2) j=8
(0, 1) j=4 (2, 2) j=9
(1, 1) j=5
Tab. 4.7: Vectores de G2[3] e respectivos ı́ndices
ou seja, de acordo com (4.8) a ordem dos vectores de G2[3] é
x1 = (0, 0) x2 = (1, 0) x3 = (2, 0) ... x8 = (1, 2) x9 = (2, 2).
Pela ordem dos vectores dos seus coeficientes ordenam-se as aplicações de L2[3] (ver
a 2a tabela do exemplo 9) ficando
l0 x1 2x1 x2 x1 + x2 2x1 + x2 2x2 x1 + 2x2 2x1 + 2x2.
Mantendo a ordem das aplicações lineares de L2[3] ordenam-se as aplicações reduzidas
de L2r[3] de 1 até m = 4 ficando
x1 x2 x1 + x2 x1 + 2x2.
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Definição 26. Sejam `1, ..., `s ∈ LN[p] aplicações linearmente independentes. O con-
junto de tratamentos definido por
{
x ∈ GN[p] : `1(x) = b1, ..., `s(x) = bs
}
(4.9)
com b1, ..., bs ∈ G[p] designa-se por bloco. Representa-se este conjunto por [L|b] onde
L = (`1, ..., `s) e b = (b1, ..., bs) .
Como cada componente de (b1, ..., bs) pode tomar p valores então existem p
s
blocos.




















em que as linhas da matriz A correspondem aos vectores de coeficientes a1, ..., as
das aplicações `1, ..., `s, tem-se
x ∈ [L|b]⇔ Ax = b.
Como as aplicações `1, ..., `s são linearmente independentes, car(A) = s. Sem perda
de generalidade considera-se que as primeiras s colunas da matriz A são linearmente
independentes. Então a matriz
A1 =

a11 · · · a1s
· · · . . . · · ·
as1 · · · ass

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é invert́ıvel e



































ou seja, é posśıvel escrever as primeiras s componentes de x como combinações
lineares das restantes N − s. Como cada componente pode tomar p valores então
existem pN−s escolhas posśıveis para xs+1, ..., xN , ou seja, # [L|b] = pN−s.
Evidentemente que os ps blocos [L|b], b ∈ GN[p], constituem uma partição de
GN[p], ou seja, 
[L|b] ∩ [L|b′] = ∅, b 6= b′⋃
b
[L|b] = GN[p].
Corolário 4. Seja ` ∈ LN[p]. Cada bloco
[`|b] = {x : `(x) = b} , b ∈ G[p]
tem pN−1 tratamentos. Como b pode tomar p valores existem p blocos destes que
constituem uma partição de GN[p].
Exemplo 12. Sejam p = N = 3 e G[3] = {0, 1, 2}. Considerando, por exemplo, as
aplicações x1 + 2x2 e x1 + x2 + 2x3 (s = 2) linearmente independentes, cada bloco
é constitúıdo pelas soluções das equações x1 + 2x2 = b1x1 + x2 + 2x3 = b2 (4.10)
4.1. Factorial pN completo 55
com b1, b2 ∈ G3. Existem 9 (ps = 32) blocos, cada um com 3 (pN−s = 3) tratamentos.
Dado que em G[3] o simétrico de 1 é 2 e o inverso de 2 é 1 resolve-se o sistema (4.10)
obtendo-se  x2 = 2b1 + x1x1 + (2b1 + x1) + 2x3 = b2 ⇔
 x2 = 2b1 + x1x3 = 2b1 + 2b2 + 2x1
com b1, b2, x1 ∈ G[3] = {0, 1, 2} . Por exemplo, para o par (b1, b2) = (0, 0) a partir
de x1 calculam-se os valores de x2 e x3 obtendo-se o bloco
{(0, 0, 0), (1, 1, 2), (2, 2, 1)} .
Considerando as restantes possibilidades para b1, b2, e x1 obtêm-se os outros blocos
{(0, 0, 2), (1, 1, 1), (2, 2, 0)} , {(0, 0, 1), (1, 1, 0), (2, 2, 2)} , {(0, 2, 2), (1, 0, 1), (2, 1, 0)}
{(0, 2, 1) (1, 0, 0) (2, 1, 2)} , {(0, 2, 0) (1, 0, 2) (2, 1, 1)} , {(0, 1, 1) (1, 2, 0) (2, 0, 2)}
{(0, 1, 0), (1, 2, 2), (2, 0, 1)} , {(0, 1, 2), (1, 2, 1), (2, 0, 0)} .
Teorema 22. Sejam `1, ..., `s ∈ LN[p] aplicações linearmente independentes e `◦1, ..., `◦s ∈
LNr[p] as aplicações lineares reduzidas h-equivalentes a `1, ..., `s, respectivamente. Verifica-
se que
[L|b] = [L◦|b◦]
com L◦ = (`◦1, ..., `
◦








i bi, para i = 1, ..., s.
Demonstração. Tendo em conta (4.7),
[L|b] = {x : `i(x) = bi, i = 1, ..., s} = {x : ci`◦i (x) = bi, i = 1, ..., s}
=
{
x : `◦i (x) = c
−1
i bi, i = 1, ..., s
}
= [L◦|b◦]
considerando b◦i = c
−1
i bi, i = 1, ..., s.
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Assim, se em vez das aplicações `1, ..., `s se se considerarem as respectivas aplicações
h-equivalentes reduzidas `◦1, ..., `
◦
s (também linearmente independentes, ver Teorema
20) obtem-se a mesma partição de GN[p]. Face ao exposto sobre aplicações lineares
reduzidas (Teoremas 19, 20 e 22) e para evitar redundâncias na exposição que se
segue utilizam-se apenas aplicações reduzidas.
Definição 27. A ordem de uma aplicação linear reduzida é o número dos seus
coeficientes não nulos menos 1 e representa-se por O(`), onde ` ∈ LNr[p].
Num factorial pN às aplicações reduzidas de ordem zero correspondem os efeitos
dos factores principais. Às aplicações reduzidas de ordem superior a zero correspon-
dem as interacções factoriais entre os factores que nela figurem com coeficientes não
nulos.
Exemplo 13. Retomando o exemplo 10, num factorial 32, às aplicações reduzidas de
ordem zero, x1 e x2, correspondem os efeitos dos factores principais. Às aplicações
de ordem um, x1 + x2 e x1 + 2x2 corresponde a interacção entre os dois factores.
Sejam os vectores xj ∈ GN[p], j = 1, ..., pN e as aplicações lineares reduzidas
`h ∈ LNr[p], h = 1, ...,m ordenados de acordo com (4.8). Para cada aplicação li-
near reduzida `h ∈ LNr[p], h = 1, ...,m define-se a matriz C(`h), h = 1, ...,m, do tipo
p× pN , com elementos
ci,j(`h) =
 1, `h(xj) = i− 10, `h(xj) 6= i− 1 (4.11)
com i = 1, ..., p , j = 1, ..., pN e xj ∈ GN[p]. Na linha i da matriz C(`h) os elementos
que correspondem aos tratamentos em que `h toma o valor i− 1 são iguais a 1 e os
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restantes elementos são nulos. Utilizando a noção de bloco, (4.11) é equivalente a
ci,j(`h) =
 1, xj ∈ [`h|i− 1]0, xj /∈ [`h|i− 1]
onde [`h|i− 1] = {x : `h(x) = i− 1} , i = 1, ..., p.
Exemplo 14. Retomando o exemplo 11, para p = 3 e N = 2 vem
G2[3] = {(0, 0) , (1, 0) , (2, 0) , (0, 1) , (1, 1) , (2, 1) , (0, 2) , (1, 2) , (2, 2)}
L2r[3] = { x1, x2, x1 + x2, x1 + 2x2} .
Cada coluna das matrizes C(x1), C(x2), C(x1 +x2) e C(x1 + 2x2) (que são do tipo
3× 9) está associada a um vector x ∈ G2[3], os quais estão ordenados de acordo com
(4.8), ou seja,
vector xj (0,0) (1,0) (2,0) (0,1) (1,1) (2,1) (0,2) (1,2) (2,2)
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
coluna j j=1 j=2 j=3 j=4 j=5 j=6 j=7 j=8 j=9
Matriz C(x1)
Tendo em conta a tabela
`1(x) = x1 0 1 2
0 0 0 0
1 1 1 1
2 2 2 2
Tab. 4.8: Tabela da aplicação `1(x) = x1








x ∈ G2[3] : x1 = 0
}
= {(0, 0), (0, 1), (0, 2)}
[`1|1] =
{




x ∈ G2[3] : x1 = 1
}
= {(1, 0), (1, 1), (1, 2)}
[`1|2] =
{




x ∈ GN[p] : x1 = 2
}
= {(2, 0), (2, 1), (2, 2)} .
Na linha i = 1 os elementos associados aos tratamentos que pertencem ao bloco
[`1|0] são iguais a 1 e os restantes são nulos. Portanto a 1a linha da matriz C(x1) é
1 0 0 1 0 0 1 0 0.
Na linha i = 2 os elementos associados aos tratamentos que pertencem ao bloco
[`1|1] são iguais a 1 e os restantes são nulos, pelo que, os elementos da 2a linha são
0 1 0 0 1 0 0 1 0.
Da mesma forma obtém-se a 3a linha (i = 3)
0 0 1 0 0 1 0 0 1
onde os elementos iguais a 1 correspondem aos vectores que pertencem ao bloco [`1|2]
e os elementos iguais a zero aos tratamentos que não pertencem ao bloco [`1|2] . Então
C(x1) =

1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
 .
Matrizes C(x2), C(x1 + x2) e C(x1 + 2x2).
Considerando as tabelas para as restantes aplicações da famı́lia L2r[3]
os blocos são
[`2|0] = {(0, 0), (1, 0), (2, 0)} [`2|1] = {(0, 1), (1, 1), (2, 1)} [`2|2] = {(0, 2), (1, 2), (2, 2)}
4.1. Factorial pN completo 59
`2(x)=x2 0 1 2
0 0 1 2
1 0 1 2
2 0 1 2
`3(x)=x1+x2 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1
`4(x)=x1+2x2 0 1 2
0 0 2 1
1 1 0 2
2 2 1 0
Tab. 4.9: Tabelas das plicações `2(x) = x2, `3(x) = x1 + x2 e `4(x) = x1 + 2x2
[`3|0] = {(0, 0), (2, 1), (1, 2)} [`3|1] = {(1, 0), (0, 1), (2, 2)} [`3|2] = {(2, 0), (1, 1), (0, 2)}




1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1

C(x1 + x2) =

1 0 0 0 0 1 0 1 0
0 1 0 1 0 0 0 0 1
0 0 1 0 1 0 1 0 0

C(x1 + 2x2) =

1 0 0 0 1 0 0 0 1
0 1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1 0
 .
Como duas quaisquer aplicações lineares reduzidas distintas são linearmente inde-
pendentes verificam-se as propriedades seguintes relativamente às matrizes definidas
em (4.11).
Teorema 23. Sejam `h, `h′ ∈ LNr[p] com h, h′ = 1, ...,m onde h 6= h′ e as respectivas
matrizes associadas C(`h),C(`h′) dadas por (4.11). Então
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a) C(`h)1pN = p
N−11p,









Demonstração. Sejam `h, `h′ ∈ LNr[p] e C(`h),C(`h′) as respectivas matrizes, com
h 6= h′.
a) Como #[ Lh|i − 1] = pN−1, i = 1, ..., p, ver Corolário 4, significa que em cada
linha da matriz C(`h) há p
N−1 elementos iguais a 1 e os restantes são nulos,
pelo que, a soma dos elementos de cada linha da matriz C(`h) é igual a p
N−1,
pelo que, C(`h)1pN = p
N−11p.
b) Imediato, por (4.11) e pelo facto de `h ser uma aplicação. Isto significa que em
cada coluna da matriz C(`h) há um único elemento igual a 1.
c) Os elementos principais da matriz C(lh)C
′(lh) correspodem ao produto interno
entre vectores de linhas iguais de C(lh). Os restantes elementos correspondem
ao produto interno entre vectores de linhas distintas. Tendo em conta a) e b)
deste Teorema, os elementos principais de C(`h)C
′(`h) são iguais a p
N−1 e os
elementos não principais são nulos, pelo que, C(`h)C
′(`h) = p
N−1Ip.
d) Cada elemento da matriz C(`h)C
′(`h′) corresponde ao produto interno entre um
vector linha de C(`h) e um vector linha de C(`h′). Como #[`h, `h′|i−1, i−1] =
pN−2, i = 1, ..., p, ver Teorema 21, então C(`h)C
′(`h′) = p
N−2Jp.
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Seja Kp uma matriz, do tipo p× (p− 1), que se obtém de uma matriz ortogonal
estandardizada, de ordem p, eliminando a primeira coluna igual a 1√
p
1p (ver Anexo
A.4). Para cada aplicação linear reduzida `h ∈ LNr[p], h = 1, ...,m define-se a matriz,




C′(`h) Kp, h = 1, ...,m (4.12)
e C(`h) definida por (4.11).
Teorema 24. Sejam `h, `h′ ∈ LNr[p], com h, h′ = 1, ...,m onde h 6= h′ e as respectivas
matrizes A(`h),A(`h′) dadas por (4.12). Então
a) A′(`h)1pN = 0(p−1)×1,
b) A′(`h)A(`h) = Ip−1,
c) A′(`h)A(`h′) = 0(p−1)×(p−1).
Demonstração. Sejam `h, `h′ ∈ LNr[p], com h, h′ = 1, ...,m e h 6= h′. Tendo em conta






pN−1K′p1p = 0(p−1)×1, o que significa que a








pIpKp = Ip−1, ou seja, o produto
interno entre os vectores de colunas iguais da matriz A(`h) é igual a 1 e














portanto o produto interno entre os vectores coluna de A(`h) e os vectores co-
luna de A(`h′) é igual a zero.
2 As matrizes A(`h) são matrizes de contrastes (ver Anexo A.4).
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Retomando o exemplo 14 e tendo em conta (4.12), as matrizes A(x1), A(x2),





1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0




















































1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0



















































1 0 0 0 0 1 0 1 0
0 1 0 1 0 0 0 0 1




















































1 0 0 0 1 0 0 0 1
0 1 0 0 0 1 1 0 0
























































1pN e A(`h), h = 1, ...,m dadas por (4.12), é uma diagonalizadora



























′(`h), h = 1, ...,m
Demonstração. Pelo Teorema 24 e como 1
pN





Como as matrizes Q0,Q(`1), ...,Q(`m) são simétricas, idempotentes e mutuamente
ortogonais constituem uma FMPOMO, são linearmente independentes pelo que
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. Pelo Teorema 2 esta
















a AJC também é regular.
Atendendo aos Teoremas 12, 13 e Corolário 2, (da secção 2.3) vem









































onde Qm+1 = Am+1A
′
m+1.


















β(`h) + ε (4.17)
onde µ representa a média global e β(lh), h = 1, ...,m são vectores de parâmetros
associados aos efeitos principais, se O(`h) = 0 e associados a interacções factoriais
entre os factores que figurem em `h com coeficientes não nulos, se O(`h) > 0. Na













W(`h) + Am+1Wm+1 (4.18)















e Am+1 = IpN ⊗Kr. Considerando S(`h) = ||W(`h)||2 h = 1, ...,mS = ||Wm+1||2
onde W(`h), h = 1, ...,m e Wm+1 são dados por (4.19), T é a soma de todas as
observações e T(`) o vector cujas componentes são os totais das observações para
os tratamentos que pertencem ao bloco [`|b], b = 0, ..., p− 1 verifica-se que














, h = 1, ...,m.
Verifica-se também que
S(`′h′) = S(`h)
onde `′h′ é uma aplicação de LN[p], h-equivalente a `h.



















Tendo em conta as secções 3.1 e 3.2 verifica-se que W(`h) ∼ N (λ (`h) , σ2Ip−1) h = 1, ...,mS ∼ σ2χ2pN (r−1) (4.20)










e também que W(lh), h = 1, ...,m são UMVUE ’s para λ (`h) , h = 1, ...,m e
S
pN (r−1)
para σ2. Considerando as hipóteses
H0 (`h) : λ (`h) = 0, h = 1, ...,m (4.21)
testa-se a ausência do efeito principal associado à aplicação reduzida `h, se O (`h) = 0
e testa-se a ausência da interacção factorial entre os factores que figuram em `h com
coeficientes não nulos, se O (`h) > 0. Verifica-se, sob validade de H0 (`h) , que
S0 (`h) ∼ σ2χ2p−1, h = 1, ...,m






∼ Fp−1,pN (r−1), h = 1, ...,m.
Deve rejeitar-se H0 (`h) , para um ńıvel de significância α, se
F0 (`h) > f(p−1,pN (r−1),1−α)
onde f(p−1,pN (r−1)) é o quantil da distribução F com p − 1 e pN(r − 1) graus de
liberdade para a probabilidade 1− α.
Utilizando os resultados da secção 3.2 e tendo em conta que S ∼ σ2χ2pN (r−1) e
que S
pN (r−1) é UMVUE para σ
2 é posśıvel realizar a inferência para σ2.
Exemplo 16. Num factorial pN = 32 com r réplicas, considerando as hipóteses
H0 (x1) : λ (x1) = 0
H0 (x2) : λ (x2) = 0
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testa-se a ausência dos efeitos dos factores principais e pelas hipóteses
H0 (x1 + x2) : λ (x1 + x2) = 0
H0 (x1 + 2x2) : λ (x1 + 2x2) = 0








e as matrizes A (`) , com ` ∈ L3r[3] = {x1, x2, x1 + x2, x1 + 2x2} são dadas por (4.13)-
(4.16), ver exemplo 15. Com µ◦ = [µ◦1...µ
◦
9]
′, µ◦j = E (Yij) , Yij = Yi(xj), xj ∈
G2[3], j = 1, ..., 9, i = 1, ..., r as hipóteses anteriores são equivalentes, respectiva-
mente, a












































































4.2 Confundimento de um factorial pN com ps blocos
Confundimento é uma técnica que consiste em agrupar os tratamentos de uma réplica
completa, em ps blocos (s < N), onde o número de tratamentos por bloco é inferior
ao número de tratamentos de uma réplica completa. Para construir um factorial pN
confundido com ps blocos consideram-se s aplicações lineares reduzidas, `1, ..., `s ∈
LNr[p], linearmente independentes e o subespaço linear
L1 = sp (`1, ..., `s) .
Este subespaço tem dimensão s e é constitúıdo por ps aplicações lineares, das quais,
ps − 1 são distintas de `0. Como para cada aplicação ` ∈ L1, c ` ∈ L1, com c 6= 0, a
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aplicação h-equivalente a ` também pertence a L1. Então L1 decompõe-se em classes
de equivalência-h. Como cada classe de equivalência-h, distinta da classe [`0]h, tem




classes de equivalência-h em L1, distintas da classe [`0]h e o mesmo número de
aplicações lineares reduzidas. Representa-se a famı́lia das aplicações lineares redu-
zidas que pertencem a L1 por L1r. As aplicações ` ∈ L1r podem ser ordenadas,
de 1 até m1, respeitando a ordem inicial das aplicações ` ∈ LN[p] dada por (4.8).
Considerando
[L|b] = {x : `1(x) = b1, ... , `s(x) = bs} , com b = (b1, ..., bs) ∈ Gs[p],
(ver Definição 26), agrupam-se os pN tratamentos em ps blocos, contendo cada bloco
pN−s tratamentos, ver figura 4.1. Obtém-se assim um novo factor, designado por
factor Bloco, cujos ńıveis correspondem aos vários blocos. Os blocos podem ser
ordenados de 1 até ps pelos vectores b ∈ Gs[p] usando (4.8), ou seja, Bloco 1=[L|b1],
Bloco 2=[L|b2],...,Bloco ps =[L|bps ].
Fig. 4.1: Factorial pN confundido com ps blocos
Bloco 1 Bloco 2 ... Bloco ps
pN−s tratamentos pN−s tratamentos ... pN−s tratamentos
Totais Blocos T1 T2 ... Tps
Teorema 26. Cada aplicação de L1 tem valor constante em cada bloco.
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Como cada aplicação ` ∈ L1, em particular cada aplicação de L1r, tem valor cons-
tante em cada bloco, diz-se que estas aplicações estão confundidas com os blocos.
Consequentemente, os efeitos factoriais associados a estas aplicações estão confun-
didos com os blocos. As aplicações utilizadas para construir os blocos devem ser
escolhidas de forma a que os efeitos principais e as interações de baixa ordem não
sejam confundidos com os blocos. As restantes aplicações de LN[p]−L1, em particular
as aplicações reduzidas que não pertençam a L1, tomam em cada bloco pN−s−1 vezes
cada um dos seus valores.
Exemplo 17. Sejam p = N = 3 e G[3] = {0, 1, 2}. Sejam, por exemplo, as
aplicações x1 + 2x2 e x1 + x2 + 2x3 (s = 2), linearmente independentes e o su-
bespaço linear L1 = sp (x1 + 2x2, x1 + x2 + 2x3) constitúıdo pelas aplicações
` ∈ L1r ` ∈ (L1 − L1r)
x1 + 2x2 2x1 + x2
x1 + x3 2x1 + 2x3
x2 + x3 2x2 + 2x3
x1 + x2 + 2x3 2x1 + 2x2 + x3
Tab. 4.10: Aplicações de L1 = sp (x1 + 2x2, x1 + x2 + 2x3)
Além das interacções associadas às aplicações x1 + 2x2 e x1 + x2 + 2x3, são
também confundidos com os blocos as interacções associadas às aplicações de ordem
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1, x1+x3 e x2+x3. Para construir os blocos resolve-se o sistema (4.10), ver exemplo
12, agrupando-e os 33 = 27 tratamentos em 32 = 9 blocos. Cada bloco contém 3
tratamentos (ver figura 4.11).
Tab. 4.11: Confundimento de um factorial 33 com 32 blocos
(b1, b2) Blocos Tratamentos
(0, 0) Bloco 1 (0,0,0) (1,1,2) (2,2,1)
(1, 0) Bloco 2 (0,2,2) (1,0,1) (2,1,0)
(2, 0) Bloco 3 (0,1,1) (1,2,0) (2,0,2)
(0, 1) Bloco 4 (0,0,2) (1,1,1) (2,2,0)
(1, 1) Bloco 5 (0,2,1) (1,0,0) (2,1,2)
(2, 1) Bloco 6 (0,1,0) (1,2,2) (2,0,1)
(0, 2) Bloco 7 (0,0,1) (1,1,0) (2,2,2)
(1, 2) Bloco 8 (0,2,0) (1,0,2) (2,1,1)
(2, 2) Bloco 9 (0,1,2) (1,2,1) (2,0,0)
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Até ao final desta secção considera-se que `1, ..., `m1 ∈ L1r,`m1+1, ..., `m ∈ (LNr[p] − L1r) .
Sejam as matrizes
A (L1) = [A(`1)...A(`m1)] (4.22)
e








Como Q (L1) é uma matriz simétrica e idempotente (é uma MPO), a famı́lia{
1
pN
JpN ,Q (L1) ,Q(`m1+1), ...,Q(`m)
}
é a base principal de uma sub-AJC principal e regular de A(pN), ver secção 3.3.
Representa-se esta AJC por A◦(pN) ou por A◦(pN/L1) caso seja necessário indicar





















onde µ representa a média global, β (L1) , β(`m1+1), ...,β(`m), são vectores de
parâmetros. O vector β (L1) está associado ao efeito Bloco, β(`h) está associado
a um efeito principal, se O(lh) = 0 e associado a uma interacção factorial entre
os factores que figurem em `h com coeficientes não nulos, se O(lh) > 0. Na forma









































com A (L1) dada por (4.22) e Am+1 = IpN ⊗Kr. Sejam S (L1) = ‖A′ (L1) Y‖
2
S(`h) = ‖A′(`h)Y‖2 , h = m1 + 1, ...,m
(4.26)
Verifica-se que




















S(`h) = S (L1) +
m∑
h=m1+1












Para verificar esta igualdade são necessárias algumas definições e propriedades (se-
melhantes às da secção anterior) que são apresentadas de seguida.
Para cada aplicação `h ∈ L1r, h = 1, ...,m1 define-se uma matriz D(`h), do tipo
p× ps, com elementos dados por
di,j(`h) =
 1, `h(x) = i− 10, `h(x) 6= i− 1 (4.29)
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com i = 1, ..., p, e x ∈ Blocoj, j = 1, ..., ps. Em cada linha da matriz D(`h) os
elementos que correspondem aos blocos em que `h toma o valor i− 1 são iguais a 1
e os restantes elementos são iguais a zero.
Teorema 27. Sejam as aplicações `h, `h′ ∈ L1r com h, h′ = 1, ...,m1, h 6= h′ e as







Demonstração. Sejam `h, `h′ ∈ L1r, h 6= h′ e D(`h),D(`h′) as respectivas matrizes
dadas por (4.29).
a) Como #[`h|i − 1] = ps−1, i = 1, ..., p, significa que em cada linha da matriz
D(`h) há p
s−1 elementos iguais a 1 (correspondentes aos blocos onde `h toma
o valor i− 1) e os restante são nulos, pelo que,
D(`h)1ps = p
s−11p.
Como também se tem 1′pD(`h) = 1
′
ps , os elementos principais da matriz
D(`h)D
′(`h) são iguais a p
s−1 e os elementos fora da diagonal principal são
nulos, pelo que, D(`h)D
′(`h) = p
s−1Ip.
b) Como #[`h, `h′ |i−1, i−1] = ps−2, i = 1, ..., p, tem-se que D(`h)D′(`h′) = ps−2Jp.
Seja Kp uma matriz, do tipo p× (p− 1), que se obtém de uma matriz ortogonal
estandardizada de ordem p, eliminando a primeira coluna igual a 1√
p
1p (ver Anexo
A.4). Para cada aplicação linear reduzida `h ∈ L1r, com h = 1, ...,m1, define-se a




D′(`h) Kp, h = 1, ...,m1 (4.30)
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onde D(`h) é dada por (4.29).
Teorema 28. Sejam `h, `h′ ∈ L1r, com h, h′ = 1, ...,m1 onde h 6= h′ e as respectivas
matrizes B(`h),B(`h′) dadas por (4.30). Então
a) B′(`h)1ps = 0(p−1)×1,
b) B′(`h)B(`h) = Ip−1,
c) B′(`h)B(`h′) = 0(p−1)×(p−1).
Demonstração. Sejam `h, `h′ ∈ L1r, com h, h′ = 1, ...,m1 e h 6= h′. Esta demons-
tração é semelhante à do Teorema 24. Tendo em conta (4.29), as propriedades da


































1ps B(`1) · · · B(`m1)
]













também é uma matriz de projecção ortogonal.
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Demonstração. Como 1′ps1ps = p
s e atendendo ao Teorema 28 verifica-se o que se
pretende.
Para cada aplicação linear reduzida `h ∈ L1r, h = 1, ...,m1, atendendo a (4.11) e
a (4.29), verifica-se a relação
D(`h)TB = C(`h)Y, h = 1, ...,m1. (4.31)
Tendo em conta (4.12), (4.30)-(4.31) é posśıvel estabelecer também uma relação
entre as matrizes B(`h) e A(`h), `h ∈ L1r, h = 1, ...,m1 dada por
B′(`h)TB =
√





′(`h) = Ips −
1
ps



















∥∥∥∥(A(`h)⊗ 1√r1r)′Y∥∥∥∥2 , h = m1 + 1, ...,m
e (4.28) dada por
m∑
h=1
S(`h) = S (L1) +
m∑
h=m1+1





e Am+1 = IpN ⊗Kr.
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Sejam os vectores W (L1) , W(`h) com h = m1 + 1, ...,m e Wm+1, dados por




e tendo em conta as secções 3.1 e 3.2, tem-se
que 
W (L1) ∼ N (λ (L1) , σ2Ips−1)
W(`h) ∼ N (λ (`h) , σ2Ip−1) , h = m1 + 1, ...,m
S ∼ σ2χ2pN (r−1)









µ, h = m1 + 1, ...,m
e 
W (L1) é UMVUE para λ (L1)
W(`h) é UMVUE para λ (`h) , h = m1 + 1, ...,m
S
pN (r−1) é UMVUE para σ
2
Considerando a hipótese
H0 (L1) : λ (L1) = 0
testa-se a ausência do efeito do factor Bloco. Considerando as hipóteses
H0 (`h) : λ (`h) = 0, h = m1 + 1, ...,m
testam-se as ausências dos efeitos principais (se O(`) = 0) e das interacções factoriais
(se O(`) > 0), que não estão confundidos com os blocos.
Quando as hipóteses H0 (L1) e H0 (`h) , h = m1 + 1, ...,m se verificam, tem-se
que  S0(L1) = ‖W(L1)‖2 ∼ σ2χ2ps−1S0(lh) = ‖W(lh)‖2 ∼ σ2χ2p−1, h = m1 + 1, ...,m











∼ Fp−1;pN (r−1), h = m1 + 1, ...,m
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Para um ńıvel de significância α deve rejeitar-se a hipótese H0 (L1) se
F0 (L1) > f(ps(r−1),pN (r−1),1−α)
e deve rejeitar-se a hipótese H0 (`h) , h = m1 + 1, ...,m se
F0 (`h) > f(p−1,pN (r−1),1−α).
Exemplo 18. Para ilustrar a exposição desta secção retoma-se o exemplo 17 onde
se considerou p = N = 3, s = 2 e L1 = sp (x1 + 2x2, x1 + x2 + 2x3) . Recordando,
os efeitos associados às aplicações da famı́lia
L1r = {x1 + 2x2, x1 + x3, x2 + x3, x1 + x2 + 2x3}
estão confundidos com os blocos. Os efeitos associados às aplicações da famı́lia
L3r[3]−L1r = {x1, x2, x1+x2, x3, x1+x2+x3, x1+2x2+x3, x1+2x3, x2+2x3, x1+2x2+2x3}
não estão confundidos com os blocos (ver Anexo E). Num factorial 33 confundido
com 32 blocos considerando a hipótese











A(L1) = [ A (x1 + 2x2) A (x1 + x3) A (x2 + x3) A (x1 + x2 + 2x3) ]
ver (4.22), testa-se a ausência do efeito do factor Bloco. Através das hipóteses
H0 (`) : λ (`) = 0






µ e ` ∈ L3r[3] − L1r, testa-se a ausência dos efeitos
principais associados às aplicações x1, x2 e x3, a ausência de interacção de ordem 1
associada às aplicações x1 + x2, x1 + 2x3, x2 + 2x3 e a ausência de interações de
ordem 2 associadas às aplicações x1 + x2 + x3, x1 + 2x2 + x3 e x1 + 2x2 + 2x3.
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4.3 Réplica fraccionária 1ps × p
N
Uma das vantagens dos factoriais é poder utilizar apenas os tratamentos de um dos
blocos, isto é, utilizar apenas uma fracção, 1
ps
×pN , do número total de tratamentos.
Sejam as aplicações `1, ..., `s ∈ LNr[p] linearmente independentes e o subespaço linear
L1 = sp (`1, ..., `s) . Para construir os ps blocos considera-se o procedimento exposto







os vectores que pertencem a esse bloco. Para estudar estes modelos é necessário
definir outra relação (de equivalência) em LN[p].
Definição 28. (Relação ρ) Sejam `1, `2 ∈ LN[p]. Diz-se que `1ρ`2 se e só se
∃c ∈ G[p]\{0} e `◦ ∈ L1, tais que, `2 = c`1 + `◦. (4.34)
Teorema 29. A relação ρ é uma relação de equivalência em LN[p].
Demonstração. Sejam `1, `2, `3 ∈ LN[p], arbitrárias. Como `1 = 1`1 + `0, tem-se que
`1ρ`1. Admita-se que `1ρ`2, ou seja, `2 = c`1 + `
◦, com c ∈ G[p]\{0} e `o ∈ L1. Como
`1 = c
−1`2 + (−c)−1`◦ tem-se que `2ρ`1. Finalmente considere-se que `1ρ`2 e `2ρ`3,
ou seja, `2 = c1`1 + `
◦
1 e `3 = c2`2 + `
◦
2, com c1, c2 ∈ G[p]\{0} e `◦1, `◦2 ∈ L1. Dado que









com c2c1 6= 0 e c2`o1 + `o2 ∈ L1, então, `1ρ`3. Como a relação ρ é reflexiva, simétrica
e transitiva é uma relação de equivalência em LN[p].
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Teorema 30. Seja `1 ∈ L1. Tem-se que `1ρ`2 se e só se `2 ∈ L1.
Demonstração. Seja `1 ∈ L1, arbitrária. Supor que `1ρ`2. Então existem c 6= 0 e `◦ ∈
L1, tais que, `2 = c`1 + `◦. Como L1 é um subespaço linear é fechado para a soma
e multiplicação por um escalar, portanto `2 = c`1 + `
◦ ∈ L1. Por outro lado, seja
`2 ∈ L1. Como `2 = 1`1 + (`2 − `1) e `2 − `1 ∈ L1, `1ρ`2.
Assim quando `1, `2 ∈ L1, verifica-se que `1ρ`2, ou seja,
Teorema 31. O subespaço linear L1 é uma classe de equivalência−ρ.
Prova-se também que as classes de equivalência-ρ decompõem-se em classes de
equivalência-h.
Teorema 32. Sejam `1, `2 ∈ LN[p]. Se `1h`2 então `1ρ`2.
Demonstração. Sejam `1, `2 ∈ LN[p], tais que, `1h`2, ou seja, `2 = c`1, com c 6= 0.
Mas `2 = c`1 = c`1 + `0, com c 6= 0 e `0 ∈ L1, portanto `1ρ`2.
Seja {`1, ..., `s, `s+1, ..., `N} uma base do espaço linear LN[p] e LN[p] = L1 ⊕L∗1 onde
L∗1 = sp (`s+1, ..., `N) . Em L∗1 há pN−s aplicações lineares, das quais, pN−s − 1 são
distintas de `0. À semelhança do que acontece com L1 o subespaço L∗1 decompõe-se




classes de equivalência-h, distintas da classe que contém a aplicação nula e o mesmo
número das aplicações reduzidas. Representa-se a famı́lia de aplicações lineares
reduzidas que pertencem a L∗1 por L∗1r. As aplicações ` ∈ L∗1r, podem ser ordenadas
de 1 até m∗1, respeitando a ordem inicial das aplicações ` ∈ LN[p] dada por (4.8).
Tendo em conta a decomposição
`1 = `11 + `12 e `2 = `21 + `22
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com `11, `21 ∈ L1 e `12, `22 ∈ L?1 enuncia-se o Teorema seguinte.
Teorema 33. Sejam `1, `2 ∈ LN[p]. Verifica-se que `1ρ`2 se e só se `12h`22.
Demonstração. Sejam `1, `2 ∈ LN[p], arbitrárias. Admitindo que `1ρ`2, significa que
existem c 6= 0 e `o ∈ L1, tais que, `2 = c`1 + `o. Mas `2 = c (`11 + `12) + `o =
(c`11 + `
o) + c`12 com c`11 + `
o ∈ L1 e c`12 ∈ L∗1, pois LN[p] = L1⊕L∗1 logo `22 = c`12,
pelo que, `12h`22. Reciprocamente, se `12h`22 então existe c 6= 0, tal que, `22 = c`12.
Então, `2 = `21 + `22 = `21 + c`12. Como `12 = `1 − `11 vem `2 = c`12 + (`21 − c`11) ,
com `21 − c`11 ∈ L1 e c 6= 0, pelo que `1ρ`2.
Teorema 34. Em LN[p] existem m∗1 =
pN−s−1
p−1 classes de equivalência-ρ distintas de
L1. Cada classe de equivalência-ρ, distinta de L1, contém ps(p− 1) aplicações.
Demonstração. Supor com vista a um absurdo que existem aplicações `1, `2 ∈ L∗1r,
`1 6= `2, tais que, `1ρ`2. Como `1 = `0 + `1, `2 = `0 + `2 e LN[p] = L1 ⊕ L∗1 pelo
Teorema 33 conclui-se que `1h`2, o que é absurdo pois em cada classe de equivalência-
h há apenas uma aplicação reduzida. Pode-se concluir assim que em cada classe de
equivalência-ρ, distinta de L1, há apenas uma aplicação de L∗1r. Portanto em LN[p]
existem m∗1 classes de equivalência-ρ. Em LN[p]−L1 há pN −ps aplicações, então cada













As aplicações `1, ..., `s ∈ LNr[p] utilizadas para obter o bloco [L|b]∗ devem ser esco-
lhidas de forma a que as aplicações associadas aos efeitos principais e às interacções
factoriais de baixa ordem (tanto quanto posśıvel) não pertençam à mesma classe de
equivalência-ρ, distinta da classe L1. Em cada classe de equivalência-ρ, distinta da
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classe L1, escolhe-se a aplicação reduzida de menor ordem para representar a classe
de equivalência-ρ. Veja-se o exemplo seguinte.
Exemplo 19. Sejam N = p = 3. Em L3[3] há pN = 33 = 27 aplicações lineares,
das quais, m = (33 − 1) /(3 − 1) = 13 são aplicações reduzidas. Na tabela seguinte
apresentam-se as aplicações reduzidas, ordenadas de acordo com (4.8) e as classes
de equivalência-h de L3[3] (ver Anexo E).




x1 + x2 {x1 + x2, 2x1 + 2x2}
x1 + 2x2 {x1 + 2x2, 2x1 + x2}
x3 {x3, 2x3}
x1 + x3 {x1 + x3, 2x1 + 2x3}
x2 + x3 {x2 + x3, 2x2 + 2x3}
x1 + x2 + x3 {x1 + x2 + x3, 2x1 + 2x2 + 2x3}
x1 + 2x2 + x3 {x1 + 2x2 + x3, 2x1 + x2 + 2x3}
x1 + 2x3 {x1 + 2x3, 2x1 + x3}
x2 + 2x3 {x2 + 2x3, 2x2 + x3}
x1 + x2 + 2x3 {x1 + x2 + 2x3, 2x1 + 2x2 + x3}
x1 + 2x2 + 2x3 {x1 + 2x2 + 2x3, 2x1 + x2 + x3}
Tab. 4.12: Aplicações de L3r[3] e classes de equivalência-h em L
3
[3]
Seja, por exemplo, o subespaço linear de L3[3],
L1 = sp (x1 + x2 + x3) = {l0, x1 + x2 + x3, 2x1 + 2x2 + 2x3} .
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Este subespaço corresponde a uma das classes de equivalência-ρ (Teorema 31). Se-
jam, por exemplo, as aplicações x2 e x3, tais que, {x2, x3, x1 + x2 + x3} é uma base
para L3[3]. Então L∗1 = sp (x2, x3) e L∗1r = {x2, x3, x2 + x3, x2 + 2x3} . Pelo Teorema
34 existem m∗1 = (3
3−1 − 1) /(3− 1) = 4 classes de equivalência-ρ, distintas de L1 e
cada uma destas classes contém 3(3− 1) = 6 aplicações. Atendendo à definição 28
e ao Teorema 32, as classes de equivalência−ρ, distintas de L1, são
{x1, 2x1, x2 + x3, 2x2 + 2x3, x1 + 2x2 + 2x3, 2x1 + x2 + x3}
{x2, 2x2, x1 + x3, 2x1 + 2x3, x1 + 2x2 + x3, 2x1 + x2 + 2x3}
{x3, 2x3, x1 + x2, 2x1 + 2x2, x1 + x2 + 2x3, 2x1 + 2x2 + x3}
{x1 + 2x2, 2x1 + x2, x1 + 2x3, 2x1 + x3, x2 + 2x3, 2x2 + x3}.
Como as aplicações associadas aos efeitos principais, x1, x2 e x3, pertencem a classes
distintas podem ser escolhidas como representantes da classe-ρ a que pertencem. Na
última classe indicada escolhe-se uma das aplicações associada a uma interacção
factorial, por exemplo, x1 + 2x2, como representante da classe.
Pelo Teorema 34 o espaço linear LN[p] decompõe-se em m∗1 + 1 classes de equi-
valência-ρ, onde m∗1 =
pN−s
p−1 . Existem m
∗
1 classes de equivalência-ρ distintas de L1,
portanto existem m∗1 aplicações representantes. Representam-se as aplicações repre-





Para cada aplicação representante considera-se a matriz C∗(`∗) 3, do tipo p× pN−s,
constitúıda pelas colunas associadas aos vectores x∗1, ...,x
∗
pN−s pertencentes ao bloco
seleccionado.
Estas matrizes verificam as propriedades que se enunciam de seguida.
3 Sub-matriz da matriz C(`), dada por (4.11), com ` = `∗.
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Teorema 35. Sejam as aplicações `∗h, `
∗
h′ , com h 6= h′ e h, h′ = 1, ...,m∗1 linearmente







Demonstração. a) Como # [l∗h|i− 1] = pN−s−1, i = 1, ..., p significa que em cada
linha da matriz C∗(`∗h) existem p











iguais a pN−s−1 e os restantes são iguais a 0, logo C∗(`∗h) (C
∗(`∗h))
′ = pN−s−1Ip.
b) Dado que # [l∗h, l
∗
h′|i− 1, i− 1] = pN−s−2, i = 1, ..., p tem-se que cada elemento
da matriz C∗(`∗h) (C
∗(`∗h′))




Exemplo 20. Retome-se o exemplo 19 onde se considerou p = N = 3,
L1 = sp (x1 + x2 + x3) e x1, x2, x3 e x1 + 2x2 as aplicações escolhidas como repre-
sentantes das classes de equivalência-ρ, distintas de L1. Seja, por exemplo, o bloco
[x1 + x2 + x3|1] =
{
x ∈ G3[3] : x1 + x2 + x3 = 1
}
constitúıdo pelos tratamentos
{(1, 0, 0), (0, 1, 0), (2, 2, 0), (0, 0, 1), (2, 1, 1), (1, 2, 1), (2, 0, 2), (1, 1, 2), (0, 2, 2)} .
(4.35)
As colunas das matrizes C∗(x1), C
∗(x2), C
∗(x3) e C
∗(x1 + 2x2), do tipo 3× 9, são
constitúıdas pelas colunas das matrizes C(x1), C(x2), C(x3) e C(x1 + 2x2) (ver
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0 1 0 1 0 0 0 0 1
1 0 0 0 0 1 0 1 0




1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0




1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1

e
C∗(x1 + 2x2) =

0 0 1 1 0 0 0 1 0
1 0 0 0 1 0 0 0 1
0 1 0 0 0 1 1 0 0
 .
Para cada aplicação `∗h, h = 1, ...,m
∗
1 representante da classe de equivalência-ρ,





′Kp, h = 1, ...m
∗
1 (4.36)
onde Kp uma matriz, de ordem p× (p− 1), que se obtém de uma matriz ortogonal
estandardizada eliminando a primeira coluna igual a 1√
p
1p (ver Anexo A.4).
Teorema 36. Sejam `∗h, `
∗
h′ , com h 6= h′ e h, h′ = 1, ...,m∗1 linearmente independen-
tes entre si e linearmente independentes das aplicações `1, ..., `s. Sejam as matrizes
associadas às aplicações `∗h e `
∗
h′ dadas por (4.36). Verifica-se que
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a) (A∗(`∗h))















































∗(`∗1) · · · A∗(`∗m∗1)
]
onde A∗(`∗h), h = 1, ...,m
∗
1 são dadas por (4.36), é uma diagonalizadora ortogonal






















onde Q∗(`∗h) = A
∗(`∗h) (A
∗(`∗h))
′ , h = 1, ...,m∗1.
Demonstração. Semelhante à demonstração do Teorema 25.














onde A∗m∗1+1 = IpN−s ⊗Kr é uma diagonalizadora ortogonal associada à AJC com-
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N 87
onde Q∗(`∗h) = A
∗(`∗h) (A
∗(`∗h))
′ com A∗(`∗h), h = 1, ...,m
∗





























































com A∗m∗1+1 = IpN−s ⊗ Kr. Considerando S
∗(`∗h) = ‖W∗(`∗h)‖
2 , h = 1, ...,m∗1 e
S∗ =
∥∥∥W∗m∗1+1∥∥∥2 verifica-se, de forma semelhante às secções anteriores, que
m∗1∑
h=1

















µ, h = 1, ...,m∗1
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e também que  W∗(`∗h) é UMVUE para λ∗ (`∗h) h = 1, ...,m∗1S






∗ (`∗h) = 0, h = 1, ...,m
∗
1 (4.38)
testa-se a ausência dos efeitos principais, se O(l∗h) = 0 e a ausência de interações
factoriais entre os factores que figurem em `h com coeficientes não nulos, se O(l
∗
h) >
0. Quando as hipóteses H∗0 (`
∗
h) , h = 1, ...,m
∗
1 se verificam, tem-se que
S∗0(l
∗









∼ Fp−1;(r−1)pN−s , h = 1, ...,m∗1.





h) > f(p−1,(r−1)pN ,1−α).














por (4.36) obtêm-se as matrizes









































































































































associadas às aplicações lineares reduzidas representantes das classes de equivalência-
ρ, distintas de L1, ver exemplo 19. Numa réplica fraccionária 132 × 3
3 considerando
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as hipóteses
H∗0 (x1) : λ
∗ (x1) = 0
H∗0 (x2) : λ
∗ (x2) = 0
H∗0 (x3) : λ
∗ (x3) = 0
H∗0 (x1 + 2x2) : λ


























λ∗ (x1 + 2x2) =
(






testam-se, respectivamente, a ausência dos efeitos dos três factores principais e da
interacção de ordem 1 associada à aplicação x1 + 2x2. As hipóteses anteriores são
equivalentes, respectivamente, a












































































com µ◦ = [µ◦1...µ
◦
9]
′ e µ◦j = E (Yij) , j = 1, ..., 9.
5. DELINEAMENTO REGRESSIONAL MÚLTIPLO ASSOCIADO
A UM FACTORIAL DE BASE PRIMA DE EFEITOS FIXOS
Como já foi referido na introdução considerando para cada tratamento de um modelo
base uma RLM nas mesmas variáveis (dependente e explicativas) obtém-se um
DRM. Quando o número de observações por regressão é igual diz-se um DRM
equilibrado. Caso contrário diz-se um DRM não equilibrado. Nos DRM ′s estuda-
se a acção de um ou mais factores em combinações lineares dos coeficientes das
RLM ′s. Nesta tese considera-se que o modelo base é um factorial pN de efeitos fixos
(casos completo, confundimento e fraccionamento). Mostra-se que combinando a
abordagem estudada no caṕıtulo 4 e a Teoria do Modelo-L é posśıvel extender o
estudo dos factoriais pN e dos DRM ′s associados aos factoriais pN ao caso não
equilibrado. Antes da exposição sobre os modelos objecto deste caṕıtulo apresenta-se
uma exposição sobre o Modelo−L que inclui resultados desenvolvidos em [30] e [31]
necessários nas secções seguintes. Mostra-se também que é posśıvel aplicar ao DRM
equilibrado o teste simultâneo para a igualdade de valores médios e esfericidade da
matriz de covariâncias [3].
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5.1 Modelo−L
5.1.1 Estrutura do modelo e estat́ısticas
Um modelo-L é dado por
Y = LY◦ + ε (5.1)
onde L é uma matriz, do tipo n × n◦, associada ao vector Y◦, cujas colunas são
linearmente independentes. Supõe-se que ε ∼ N (0, σ2In) , pelo que, µ = E(Y) ∈
Ω = R(L).





onde β1, ...,βm são vectores de parâmetros, a famı́lia {M1, ...,Mm} , com Mj =
XjX
′
j, j = 1, ...,m é constitúıda por matrizes que comutam e é uma base para uma
AJC completa A, o modelo dado por (5.1) designa-se por modelo-L ortogonal de
efeitos fixos, ver [30] e [31]. O modelo dado por (5.1) designa-se por modelo-L
ortogonal de efeitos mistos se β1, ...,βk são vectores de parâmetros, βk+1, ...,βm
e ε são vectores aleatórios independentes, normalmente distribúıdos, com vectores
médios nulos e matrizes de variâncias-covariâncias σ2j Icj , j = k + 1, ...,m e σ
2In,




Xjβj e não a Y = LY










Xjβj + ε (5.2)
com Xj = LXj, j = 1, ...,m e Mj = (LXj) (LXj)
′ = LMjL
′, j = 1, ...,m verifica-se
para i 6= j, i = 1, ....,m que, em geral,
MiMj = LMi (L
′L) MjL
′ 6= LMj (L′L) MiL′ = MjMi
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ou seja, as matrizes Mi e Mj não comutam, pelo que, o modelo (5.1), em geral, não
é ortogonal. Mostrou-se em [11] que se
L+ = L′ (5.3)
com L+ a inversa de Moore-Penrose da matriz L, o modelo (5.1) é ortogonal e está
associado a uma AJC completa.
Na exposição que se segue considera-se que Y◦ é um vector de parâmetros e






onde µ = Lµ◦. Como L é uma matriz, do tipo n × n◦, com colunas linearmente
independentes, ou seja, car (L) = n◦, então
L+L = In◦ (5.5)
(ver Anexo A.3). A matriz L′L tem caracteŕıstica igual à ordem, ou seja, car (L′L) =
car (L) = n◦, o que implica que a matriz (L′L)−1 está definida. Então a inversa de




e a matriz de projecção ortogonal sobre o subespaço linear Ω por
QΩ = LL
+ = L (L′L)
−1
L′
(ver anexo A.3). Seja Ω⊥ o complemento ortogonal de Ω. Representando por YΩ e
YΩ⊥ as projecções ortogonais de Y em Ω e em Ω
⊥, respectivamente, como
Y = YΩ + YΩ⊥
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ver [23]. Dado que µ ∈ Ω, logo QΩµ = µ e QΩ⊥µ = 0n×1, obtendo-se YΩ = QΩY = QΩ (Lµ◦ + ε) = µ+ εΩYΩ⊥ = QΩ⊥Y = QΩ⊥ (Lµ◦ + ε) = εΩ⊥ (5.8)
onde εΩ e εΩ⊥ representam as projecções ortogonais de ε em Ω e Ω
⊥, respectiva-
mente. Assim
Y = YΩ + YΩ⊥ = µ+ εΩ + εΩ⊥ .

















com  Z = L+YS = ‖yΩ⊥‖2 .
Pelo Teorema da factorização (ver Anexo C) verifica-se que Z e S são estat́ısticas
conjuntamente suficientes. Como a distribuição de Y pertence à famı́lia exponencial
e o espaço paramétrico contém um rectângulo com a mesma dimensão, pelo Teorema
68 (ver Anexo C) Z e S são suficientes e completas.
Como L+ (L+)
′







(ver Anexo B.2). Dado YΩ e YΩ⊥ serem independentes, Z e S também o são. Como
QΩ⊥ = In −QΩ a soma S ainda pode ser escrita como
S = ‖YΩ⊥‖2 = ‖Y‖2 − ‖QΩY‖2.




= n− n◦, dado (5.1.1) tem-se que
S ∼ σ2χ2n−n◦ .
Seja A uma AJC completa, constitúıda por matrizes de ordem n◦ × n◦, cuja base
principal é bp (A) = {Q1, ...,Qm} onde Qj = AjA′j, j = 1, ...,m e os vectores
coluna de Aj constituem uma base ortonormada para o subespaço linear R(Qj), j =
1, ...,m, ver secção 2.1. Considerando Wj = A
′









, j = 1, ...,m
onde λj = A
′
jµ
◦, j = 1, ...,m. As estat́ısticas Z e S são conjuntamente suficientes





= σ2, de acordo com o
Teorema 69, (ver Anexo C), tem-se que Wj é UMVUE para λj, j = 1, ...,mS
n−n◦ é UMVUE para σ
2.
Utilizando os resultados da secção 3.2 é posśıvel construir intervalos de confiança e
formular testes de hipóteses para os parâmetros do modelo.
5.1.2 Factorial pN completo de efeitos fixos, não equilibrado
Combinando a teoria do Modelo-L e a abordagem estudada no caṕıtulo 4 é posśıvel
considerar um número diferente de observações por tratamento num factorial pN .
Recordando numeram-se os ńıveis de cada factor de 0 até p − 1 e os tratamentos
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corresponde ao vector das nj observações no tratamento xj, com Yij = Yi(xj), i =
1, ..., nj, j = 1, ..., p
N e n =
pN∑
j=1







onde µ◦j = E(Yij), i = 1, ..., nj, j = 1, ..., pN . Considerando a matriz
L =

1n1 0 · · · 0











































1′n1 0 · · · 0
0 1
n2



























Jn1 0 · · · 0
0 1
n2




















e a MPO sobre Ω⊥ é
QΩ⊥ = In −QΩ =

In1 − 1n1 Jn1 0 · · · 0


























Tendo em conta (5.11) verifica-se que
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corresponde ao vector das médias das observações dos pN tratamentos. Assumindo












Considerando a variável aleatória S = ‖YΩ⊥‖2 tem-se que
S ∼ σ2χ2n−pN ,
e que S é independente de Y. Verifica-se também que Y e S são estat́ısticas con-
juntamente suficientes e completas, logo Y e S
n−pN são, respectivamente, UMVUE ’s
para µ◦ e σ2, (ver Anexo C).




JpN , Q(`1), ...,Q(`m)
}
, com Q(`h) =
A(`h)A
′(`h), h = 1, ...,m e A(`h) dadas por (4.12), com `1, ..., `m ∈ LNr[p], é a base
















é um modelo-L ortogonal de efeitos fixos. Os vectores de parâmetros β(`h), h =
1, ...,m estão associados aos efeitos principais quando O(`h) = 0 e estão associados
às interacções factoriais se O(`h) > 0, como no caṕıtulo anterior. Considerando
W (`h) = A
′ (`h) Y, h = 1, ...,m (5.13)
vem
W (`h) ∼ N
(











, h = 1, ...,m (5.14)
onde
λ (`h) = A
′ (`h)µ
◦, h = 1, ...,m. (5.15)
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Considerando as hipóteses
H0 (`h) : λ (`h) = 0, h = 1, ...,m
com λ (`h) , h = 1, ...,m dados por (5.15), como no factorial p
N equilibrado, se
O (`h) = 0 testa-se a ausência do efeito principal associado à aplicação reduzida `h e
se O (`h) > 0 testa-se a ausência da interacção factorial entre os factores que figuram
em `h com coeficientes não nulos.












para h = 1, ...,m verifica-se sob validade de H0 (`h) que













W (`h) ∼ σ2χ2g(`h), h = 1, ...,m






∼ Fg(`h);n−pN , h = 1, ...,m.
Para um ńıvel de significância α deve rejeitar-se H0 (`h) se
F0 (`h) > f(g(`h),n−pN ,1−α)
ver secção 3.2 e f(g(`h),n−pN ,1−α) é o quantil da distribução F com g(`h) e n − pN
graus de liberdade, para a probabilidade 1− α.
Exemplo 22. Para ilustrar a exposição desta secção considera-se, por exemplo, um
factorial 32, com n = 32 observações,
É necessário considerar
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0 1 2
0 n1 = 2 n4 = 3 n7 = 4
1 n2 = 4 n5 = 2 n8 = 7
2 n3 = 4 n6 = 3 n9 = 5
n = 32

































Para p = 3 e N = 2, tendo em conta exemplos da secção 4.1, tem-se L2r[3] =
{ x1, x2, x1 + x2, x1 + 2x2} e as matrizes A (x1) , A (x2), A (x1 + x2) , A (x1 + 2x2)
são dadas por (4.13)-(4.16). As hipóteses dadas por

H0 (x1) : λ (x1) = 0
H0 (x2) : λ (x2) = 0
H0 (x1 + x2) : λ (x1 + x2) = 0
H0 (x1 + 2x2) : λ (x1 + 2x2) = 0
onde 
λ (x1) = A
′ (x1)µ
◦
λ (x2) = A
′ (x2)µ
◦
λ (x1 + x2) = A
′ (x1 + x2)µ
◦
λ (x1 + 2x2) = A
′ (x1 + 2x2)µ
◦
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são equivalentes a












































































Através destas hipóteses testa-se a ausência dos efeitos dos factores principais e da
interacção factorial entre os dois factores.
5.2 Delineamento regressional múltiplo
5.2.1 Associado a um factorial pN (completo)
Seja um DRM associado a um factorial pN , isto é, para cada tratamento xj, j =
1, ..., pN do factorial pN , está definida uma RLM nas mesmas variáveis (dependente
e explicativas),
Y∗j = Xjβj + ε
∗



























é o vector dos erros aleatórios no tratamento xj
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e Xj(nj × k) é a matriz do modelo no tratamento xj. Assume-se que
car(Xj) = k < nj, j = 1, ..., p
N (5.17)










X1 0 · · · 0






































j=1 nj, que resultam de agrupar numa única coluna os vectores das ob-
servações da variável dependente, dos coeficientes de regressão e dos erros aleatórios,
respectivamente, associados aos vários tratamentos, as pN equações dadas por (5.16)
podem ser representadas por
Y∗ = Lβ + ε∗. (5.22)







= kpN . (5.23)
Por (5.18)-(5.19) tem-se que ε∗ ∼ N (0, σ2In) , logo Y∗ ∼ N (Lβ, σ2In) e conse-





, j = 1, ..., pN
Y∗j , j = 1, ..., p
N são independentes.
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, j = 1, ..., pN
SQREj =
∥∥e∗j∥∥2 ∼ σ2χ2nj−k, j = 1, ..., pN
e∗j = Y
∗
j −Xjβ̂j, j = 1, ..., pN





























 = β̂ (5.24)












e que os vectores β̂j j = 1, ..., p
N são independentes. Como SQREj ∼ σ2χ2nj−k e
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β̂ e S̃ são estat́ısticas conjuntamente suficientes e completas (ver Anexo C).
Seja um vector constante
a = [a1...ak]
′.
Para cada tratamento do factorial pN consideram-se combinações lineares do vector














onde  µ◦j = a′βj, j = 1, ..., pNỸj = a′β̂j, j = 1, ..., pN .
Tendo em conta (5.25) verifica-se que
Ỹ ∼ N
(





′ (X′jXj)−1 a, j = 1, ..., pN . (5.30)




então Ỹ é UMVUE para µ◦ e S̃
n−kpN para σ
2, (ver Anexo C).
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Tal como num factorial pN com n1, ..., npN observações por tratamento, também
num DRM associado a um factorial pN , com n1, ..., npN observações por regressão,
desenvolvem-se testes de hipóteses para testar a influência dos factores mas, agora em
combinações lineares dos coeficientes das regressões lineares. Dado que os tratamen-
tos dos dois modelos são os mesmos então utiliza-se para Ỹ o mesmo procedimento
que foi utilizado na sub-secção 5.1.2 para Y. Assim, tendo em conta a secção 4.1, seja













′(`h), h = 1, ...,m
A(`h), h = 1, ...,m dadas por (4.12)
`1, ..., `m ∈ LNr[p].
Considerando
W̃(`h) = A
′(`h)Ỹ, h = 1, ...,m (5.31)




2A′(`h)D(d1, ..., dpN )A(`h)
)




◦, h = 1, ...,m
dj, j = 1, ..., p
N dados por (5.30)
µ◦ dado por (5.27).
Considerando as hipóteses
H0(`h) : λ̃(`h) = 0, h = 1, ...,m, (5.33)
testa-se a ausência dos efeitos principais (se O(`) = 0) e da interacção factorial
entre os factores que figurem em `h com coeficientes não nulos (se O(`) > 0), em
combinações lineares dos coeficientes das pN regressões. Considerando
S̃0(`h) = W̃′(`h)
(
A′(`h)D(d1, ..., dpN )A(`h)
)+
W̃(`h), h = 1, ...,m
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, h = 1, ...,m verifica-se, sob validade de
H0(`h), h = 1, ...,m que







∼ F(g(`h);n−kpN ), h = 1, ...,m
pois S0(`h) e S̃ são independentes, com S̃ dada por (5.26). Deve rejeitar-se H0(`h),
para um ńıvel de significância α, se
F̃0 (`h) > f(g(`h);n−kpN ;1−α), h = 1, ...,m.
Exemplo 23. Seja um factorial 32 e para cada tratamento considera-se uma RLM
nas mesmas variáveis. Tendo em conta exemplos da secção 4.1, quando p = 3 e N =
2, a famı́lia das aplicações reduzidas de L2[3] é L2r[3] = { x1, x2, x1 + x2, x1 + 2x2}
e as matrizes A (x1) , A (x2) , A (x1 + x2) e A (x1 + 2x2) são dadas por (4.13)-
(4.16). As hipóteses a considerar agora no DRM associado ao factorial 32 para
testar a ausência dos dois efeitos principais e da interação factorial (em combinações
lineares dos coeficientes das regressões lineares) são
H0 (x1) : λ̃ (x1) = 0
H0 (x2) : λ̃ (x2) = 0
H0 (x1 + x2) : λ̃ (x1 + x2) = 0


















































Se o DRM associado ao factorial pN é equilibrado, isto é, se n1 = ... = npN =n,
as matrizes para as diferentes regressões são iguais, X1 = ... = XpN = X e as p
N
equações (5.16) também podem ser representadas por Y∗ = Lβ + ε∗ mas agora
L = D (X,X, ...,X) . Assumindo que car (X) = k < n, (5.18) e (5.19), com as
devidas alterações aplica-se a exposição anterior.
5.2.2 Associado ao confundimento de um factorial pN em ps blocos
Recordando a secção 4.2, para agrupar os pN tratamentos em ps blocos (s < N)
seleccionam-se s aplicações de LNr[p] (associadas aos efeitos que se pretendem confun-
dir 1) linearmente independentes e o subespaço linear L1 gerado por essas aplicações.












JpN ,Q (L1) ,Q(`h), h = m1 + 1, ...,m
}
onde  Q(L1) = A(L1)A′(L1)A(L1) dada por (4.22)
1 Geralmente, as aplicações seleccionadas para construir os blocos são escolhidas de forma a que
os efeitos principais e interacções de baixa ordem não sejam confundidos com os blocos.
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e 
Q(`h) = A(`h)A
′(`h), h = m1 + 1, ...,m
A(`h) dadas por (4.12)




Para cada tratamento do factorial pN confundido com ps blocos define-se uma RLM
nas mesmas variáveis (dependente e explicativas). As pN regressões podem ser
representadas por (5.22) e a exposição da secção anterior utilizada neste caso. Assim,






e β̂ dado por (5.24). Verifica-se que W̃ (L1) ∼ N
(





2A′(`h)D(d1, ..., dpN )A(`h)
)
, h = m1 + 1, ...,m






. Considerando a hipótese
H0 (L1) : λ̃ (L1) = 0
testa-se o efeito do factor Bloco. Considerando as hipóteses
H0 (`h) : λ̃ (`h) = 0, h = m1 + 1, ...,m
testa-se a ausência dos efeitos principais (se O(lh) = 0) e de interacções factorias (se
O(lh) > 0) que não estão confundidos com os blocos. Considerando S̃0 (L1) = W̃′ (L1)
(





A′(`h)D(d1, ..., dpN )A(`h)
)+
W̃(`h), h = m1 + 1, ...,m
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e  g (L1) = car
(










, h = m1 + 1, ...,m
verifica-se, sob validade de H0 (L1) e de H0(`h), h = m1 + 1, ...,m que S̃0 (L1) ∼ σ2χ2g(L1)S̃0(`h) ∼ σ2χ2g(`h), h = m1 + 1, ...,m











∼ F(g(`h),n−kpN ), h = m1 + 1, ...,m
5.2.3 Associado a uma réplica fraccionária 1
ps
× pN
Nesta secção considera-se como modelo base do DRM uma réplica fraccionária
1
ps
×pN , s < N . Utiliza-se apenas uma fracção pN−s do número total de tratamentos,
ou seja, considera-se apenas um dos blocos. Para cada tratamento
x∗j , j = 1, ..., p
N−s
pertencente ao bloco seleccionado consideram-se combinações lineares dos vectores















onde a é um vector constante e
µ◦j = a
′βj, j = 1, ..., p
N−s
Ỹj = a








j , j = 1, ..., p
N−s.
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′ , h = 1, ...,m∗1
A∗(`∗h), h = 1, ...,m
∗
1 dadas por (4.36)
`∗h, h = 1, ...,m
∗























′µ◦, h = 1, ...,m∗1
dj = a






(`∗h) = 0, h = 1, ...,m
∗
1




validade das hipóteses H∗0 (`
∗




























, h = 1, ...,m∗1



















Exemplo 24. Supor que para cada tratamento de uma réplica fraccionária 1
33
×3 =
33−1 se considera uma RLM nas mesmas variáveis (dependente e explicativas). Para
obter uma fracção 33−1 (ver secção 4.3) escolhe-se uma aplicação de L3r[3] e seleciona-
se um dos 3 blocos 2. Cada bloco tem 32 = 9 tratamentos. Por exemplo, considerem-
se a aplicação x1 + x2 + x3 e o bloco [x1 + x2 + x3|1] constitúıdo pelos tratamentos
indicados na figura 5.2. Tendo em conta as classes de equivalência-ρ, distinta de
L1, obtidas no exemplo 19, as aplicações
x1 x2 x3 x1 + 2x2
podem ser escolhidas como representantes das classes de equivalência-ρ.
2 Relembrando, as aplicações utilizadas para obter os blocos devem ser escolhidas de forma
a que as aplicações associadas aos efeitos principais e às interacções factoriais de baixa ordem
(tanto quanto posśıvel) não sejam confundidas com os blocos e não pertençam à mesma classe de
equivalência-ρ, distinta da classe L1.
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Tab. 5.2: Fracções 33−2 com x1 + x2 + x3 confundida
Bloco 1 Bloco 2 Bloco 3
b = 0 b = 1 b = 3
(0, 0, 0) (1,0,0) (2, 0, 0)
(2, 1, 0) (0,1,0) (0, 1, 0)
(1, 2, 0) (2,2,0) (0, 2, 0)
(2, 0, 1) (0,0,1) (1, 0, 1)
(1, 1, 1) (2,1,1) (0, 1, 1)
(0, 2, 1) (1,2,1) (2, 2, 1)
(1, 0, 2) (2,0,2) (0, 0, 2)
(0, 1, 2) (1,1,2) (2, 1, 2)
(2, 2, 2) (0,2,2) (1, 2, 2)
Considerando as hipóteses
H∗0 (x1) : λ
∗ (x1) = 0
H∗0 (x2) : λ
∗ (x2) = 0
H∗0 (x3) : λ
∗ (x3) = 0
H∗0 (x1 + 2x2) : λ
∗ (x1 + 2x2) = 0
com
λ∗ (x1) = (A
∗ (x1))
′µ◦
λ∗ (x2) = (A
∗ (x2))
′µ◦
λ∗ (x3) = (A
∗ (x3))
′µ◦
λ∗ (x1 + 2x2) = (A
∗ (x1 + 2x2))
′µ◦
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µ◦ = [a′β1 ... a
′β9]
′ e as matrizes A∗ (x1) , A
∗ (x2) , A
∗ (x3) e A
∗ (x1 + 2x2) dadas
por (4.39)-(4.40) testa-se a ausência dos três efeitos principais e das interacções de
ordem 1 associadas às aplicações x1 + x2 e x1 + 2x2 em combinações lineares dos









































5.3 Teste simultâneo à igualdade de valores médios e esfericidade
da matriz de covariância num DRM equilibrado
Resultados desenvolvidos em [3] que tiveram como ponto de partida resultados enun-
ciados em [4] permitem considerar extensões interessantes no estudo dos DRM ′s.
Mostra-se nesta secção que o teste simultâneo à igualdade de valores médios e esfe-
ricidade da matriz de covariância,
H0 : µ1 = ... = µpN Σ = σ
2IpN (5.34)
aplica-se a um DRM associado a um factorial, equilibrado. Incluem-se alguns con-
ceitos e resultados necessários nesta secção.
Seja um DRM associado a um factorial pN (ver secção 5.2.1) equilibrado, ou seja,




Y11 Y12 . . . Y1pN





Yn1 Yn2 . . . YnpN

n×pN
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onde Yij representa a i-ésima observação para o tratamento j. Cada coluna da matriz






 , j = 1, ..., pN






 , i = 1, ..., n.
Continuando a assumir que car (X) = k < n, (5.18), (5.19),tem-se que, Yij ∼ N (x′iβj, σ2)Yij independentes
para todo i = 1, ..., n e j = 1, ..., pN . Assumindo também que
Xβ1 = 1nµ1 ... XβpN = 1nµpN (5.35)
é posśıvel testar as hipóteses (5.34). De acordo com [3], para uma amostra de
dimensão n, a distribuição quase-exacta da estat́ıstica de razão de verosimilhanças
para a 2
n
































5.3. Teste simultâneo à igualdade de valores médios e esfericidade da matriz de covariância numDRM equilibrado 115
é uma mistura de m+1 GIG se r ∈ N e é uma mistura de m+1 GNIG se r ∈ R+\N,
de profundidade pN+bpN−1
2
c, com parâmetros de forma dados por (84) em [3] e taxas
dados por (85) na mesma referência.
Exemplo 25. Para ilustrar a exposição feita nesta secção considere-se que uma
experiência é coduzida ao longo de várias semanas registando-se a altura dos toma-
teiros para cada uma das combinações de ńıveis dos factores cultivar (Factor A) e e
estufa (Factor B). Considerar que são selecionados três tipos distintos de cultivares
(C1,C2 e C3) e três tipos distintos de estufa (E1, E2 e E3). Testar as hipóteses
(5.34) assumindo (5.35) significa que se testa se o factor estufa, por exemplo, tem
influência no crescimento dos tomateiros admitindo que o factor cultivar não tem
influência.
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6. CONCLUSÕES E TRABALHO FUTURO
Esta tese foi dedicada ao desenvolvimento dos DRM ′s associados aos factoriais
de base prima que, devido às possibilidades de confundimento e fraccionamento,
permitem controlar a dimensão das experiências. Combinando o Modelo-L com
o factorial de base prima enquadrado na classe dos modelos lineares estritamente
associados a AJC ′s mostrou-se que é posśıvel extender o estudo, tanto do factorial,
como do DRM associado a um factorial, ao caso não equilibrado. Através desta
combinação e assumindo a normalidade dos erros aleatórios obtiveram-se UMVUE’s,
para os parâmetros dos referidos modelos.
Do estudo realizado ficam algumas questões por abordar e que serão interessantes
considerar. Do ponto de vista teórico será interessante substituir o factorial de base
prima de efeitos fixos por um modelo linear de efeitos mistos com Orthogonal Block








onde β1, ...,βm são vectores de parâmetros, βm+1, ...,βw, ε são vectores aleatórios in-
dependentes com vectores médios nulos, matrizes de variâncias-covariâncias
σ2Igm+1 , ..., σ
2Igw , σ
2In, respectivamente e gj = car (Xj) , j = 1, ..., w tal que, V = V(Y) =
∑w
j=1 γjQj, γj ∈ R+∑w
j=1 Qj = In
onde Q1, ...,Qw constituem uma FMPOMO. Se a MPO sobre o subespaço linear
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que contém o vector médio µ = E(Y) = Xβ comutar com cada matriz Qj diz-
se que o modelo tem Commutative Orthogonal Block Structure (COBS), (ver [2],
[13]). Desta forma é posśıvel extender o estudo realizado a uma gama mais vasta de
modelos permitindo considerar efeitos mistos.
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Lusófonas.
122 Bibliografia
[24] Mexia J.T. (1990). Best linear unbiased estimates, duality of F tests and the
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Este anexo apresenta uma breve exposição de conceitos de Álgebra Linear e Te-
oria das Matrizes necessários para melhor compreender a abordagem associada à
formalização dos modelos que são objecto desta dissertação. Embora sejam resul-
tados bastante conhecidos e estudados considerou-se que esta exposição não ficaria
completa sem estes conteúdos e por isso importante a sua inclusão. Os resultados
apresentados não são demonstrados e podem ser consultados por exemplo em [42]
ou [45].
A.1 Matriz de projecção ortogonal
Seja E um espaço linear munido de um produto interno e S um subespaço linear de
E . Sejam {a1, ..., an} uma base ortonormada para E e {a1, ..., ar}, r < n, uma base







αiai = x1 + x2
ou,
x = Aα = A1α1 + A2α2,





′, onde A1 = [a1, ..., ar], A2 = [ar+1, ..., an],
α1 = [α1...αr]
′ e α2 = [αr+1...αn]
′, pelo que, x1 = A1α1 e x2 = A2α2. Devido à
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 = A1α1 = x1.
Definição 29. O vector x1 definido anteriormente é designado por projecção orto-
gonal de x ∈ E sobre S.
Assim vem o resultado seguinte.
Teorema 39. Seja S um subespaço de E e A1 = [a1, ..., ar] uma matriz cujas colunas






Definição 30. À matriz QS = A1A
′
1 chama-se matriz de projecção ortogonal sobre
S.
Num espaço linear uma base ortonormada não é única, no entanto, a matriz de
projecção ortogonal é única.
Teorema 40. Supondo que A1 e B1 são matrizes cujas colunas formam bases or-
tonormadas para um subespaço linear S, de dimensão r, então A1A′1 = B1B′1.
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Demonstração. Ver [45].
Obviamente que  R (QS) = SN (QS) = S⊥
onde R (QS) representa o espaço imagem de QS , N (QS) o espaço nulidade de QS




In = QS + QS⊥ .
Facilmente verifica-se que se QS = A1A
′
1 é a matriz de projecção ortogonal sobre




pois A′1A1 = Ir. O rećıproco também é verdadeiro.
Teorema 41. Seja P uma matriz simétrica e idempotente com car(P) = r. Então
existe um espaço linear de dimensão r, tal que, P é a sua matriz de projecção
ortogonal.
Demonstração. Ver [45].
Teorema 42. Se QSx é a projecção ortogonal de x sobre S tem-se que
‖x−QSx‖ ≤ ‖x− y‖ (A.1)
para todo o y ∈ S.
Demonstração. Ver [45].
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Teorema 43. As seguintes afirmações são equivalentes.
1. Q é uma matriz de projecção ortogonal,
2. In −Q é uma matriz de projecção ortogonal,
3. R(Q) = N(In −Q),
4. R(In −Q) = N(Q),
5. R(Q) ⊥ R(In −Q),
6. N(Q) ⊥ N(In −Q).
Demonstração. Ver [42].
Teorema 44. Sejam Q1, ...,Qk matrizes de projecção ortogonais, tais que, QiQj =




Qi é uma matriz de projecção ortogonal,
2. R(Qi) ∩R(Qj) = {0}, para i 6= j,
3. R(Q) = ki=1R(Qi).
Demonstração. Ver [42].
Teorema 45. Sejam S1, ...,Sk subespaços de um mesmo espaço linear E mutuamente
ortogonais e S = ki=1Si. Seja Qi a matriz de projecção ortogonal sobre Si, i =
1, ..., k. Então Q =
∑k
i=1 Qi é uma matriz projecção ortogonal em S.
Demonstração. Ver [42].
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Teorema 46. Seja S um subespaço linear de E de dimensão r. Seja X = [x1...xr]
uma matriz, do tipo n× r, cujas colunas formam uma base para S. Então a matriz
de projecção ortogonal sobre S é dada por





A.2 Produto de Kronecker
Além do produto usual de matrizes utiliza-se também o produto de kronecker que
se representa por ⊗.
Definição 31. Sejam A e B matrizes do tipo m × n e p × q, respectivamente. O
produto de kronecker de A e B é a matriz de ordem mp× nq definida por
A⊗B =





am1B · · · amnB
 . (A.2)
Esta operação está definida quaisquer que sejam as dimensões das duas matrizes,
ao contrário do que acontece com a multiplicação usual de matrizes. À semelhança
da multiplicação usual de matrizes o produto de Kronceker também não é comuta-
tivo. Algumas propriedades do produto de Kronecker, que se verificam facilmente a
partir da definição anterior, são resumidas de seguida.
Teorema 47. Sejam as matrizes A, B e C e os vectores a e b, quaisquer. Então
1. α⊗A = A⊗ α = αA, para qualquer escalar α,
2. (αA)⊗ (βB) = αβ(A⊗B), para quaisquer escalares α e β,
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3. (A⊗B)⊗C = A⊗ (B⊗C),
4. (A + B)⊗C = (A⊗C) + (B⊗C), se A e B forem do mesmo tipo,
5. A⊗ (B + C) = (A⊗B) + (A⊗C), se B e C forem do mesmo tipo,
6. (A⊗B)′ = A′ ⊗B′,
7. ab′ = a⊗ b′ = b′ ⊗ a.
Demonstração. Ver [45].

















se as matrizes Ai forem do mesmo tipo e as matrizes Bj forem do mesmo tipo.
Uma propriedade que relaciona o produto de kronecker e o produto usual de
matrizes é dada por
Teorema 48. Sejam A, B,C e D matrizes do tipo m × h, p × k, h × n e k × q,
respectivamente. Então
(A⊗B) (C⊗D) = AC⊗BD.
Demonstração. Ver [45].
Teorema 49. Sejam A e B matrizes de ordem m e p, respectivamente. Então
tr (A⊗B) = tr(A)tr(B)
Demonstração. Ver [45].
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Teorema 50. Sejam A uma matriz do tipo m × n e B uma matriz do tipo p × q.
Então
1. (A⊗B)−1 = A−1 ⊗B−1 se m = n, p = q, A e B forem matrizes regulares,
2. (A⊗B)+ = A+ ⊗B+.
Demonstração. Ver [45].
Teorema 51. Sejam A e B de ordem n e m, respectivamente. Sejam λ1, ..., λn os
valores próprios de A e β1, ..., βm os valores próprios de B. Então os nm valores
próprios de A⊗B são λiβj, i = 1, ..., n e j = 1, ...,m.
Demonstração. Ver [45].
Utilizando o facto do determinante de uma matriz quadrada ser igual ao produto
dos seus valores próprios obtém-se a propriedade seguinte.
Teorema 52. Sejam A e B são matrizes de ordem m e p, respectivamente. Então
|A⊗B| = |A|p|B|m.
Demonstração. Ver [45].
Teorema 53. Sejam A uma matriz do tipo m × n e B uma matriz do tipo p × q.
Verifica-se que
1. car (A) = car (A′) = car (AA′) = car (A′A) ,
2. car (A⊗B) = car (A) car (B) .
Demonstração. Ver [45].
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Considere-se 1m e 1n vectores de 1’s com m e n componentes, respectivamente.
Atendendo ao exposto, verifica-se facilmente, que
1m ⊗ 1n = 1mn
Im ⊗ In = Imn
Jm ⊗ Jn = Jmn
onde Jn = 1n1
′
n, Jm = 1m1
′
m e Jmn = 1mn1
′
mn. Sendo A e B matrizes simétricas
tem-se que
(A⊗B)′ = A′ ⊗B′ = A⊗B.
Se A e B forem matrizes idempotentes verifica-se que
(A⊗B) (A⊗B) = AA⊗BB = A⊗B.
pelo que,
Teorema 54. Sejam A e B de ordem n e p, respectivamente.
1. Se A e B são matrizes simétricas então A⊗B é uma matriz simétrica,
2. Se A e B são matrizes idempotentes então A⊗B é uma matriz idempotente.
Quando A e B são matrizes ortogonais
(A⊗B) (A⊗B)′ = (A⊗B) (A′ ⊗B′) = AA′ ⊗BB′ = I
e assim
Teorema 55. Sejam A e B matrizes ortogonais quaisquer. Então A ⊗ B é uma
matriz ortogonal.
Atendendo aos teoremas 54 e 55 verifica-se que
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Teorema 56. Sejam A e B matrizes de projecção ortogonal. Então A⊗B é uma
matriz de projecção ortogonal.
Sejam D (a1...an) e D (b1...bn) matrizes diagonais. Por A.2
D (a1...an)⊗D (b1...bn) = D ((a1...an)⊗ (b1...bn)) .
A.3 Inversa generalizada de Moore-Penrose
Definição 32. (Penrose,1955) Seja A uma matriz do tipo m × n. A inversa de
Moore-Penrose da matriz A é a matriz, do tipo n×m, que se representa por A+ e
satisfaz as seguintes condições
1. AA+A = A,







Teorema 57. A matriz A+ que satisfaz as condições anteriores é única.
Demonstração. Ver [45].
A definição seguinte alternativa e equivalente à anterior foi dada por Moore
(1935). Utiliza o conceito de matriz de projecção ortogonal que é útil em vários
contextos.
Definição 33. (Moore, 1935) Seja A uma matriz do tipo m × n. Então a inversa
de Moore-Penrose da matriz A é a matriz única A+, do tipo n×m, que satisfaz as
condições seguintes
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1. AA+ = QR(A),
2. A+A = QR(A+)
onde QR(A) e QR(A+) são as matrizes de projecção ortogonal sobre os subespaços
R(A) e R(A+), respectivamente.
Teorema 58. As definições 32 e 33 são equivalentes.
Demonstração. Ver [45].
Apresentam-se de seguida algumas propriedades que a inversa de Moore-Penrose
de uma matriz verifica.
Teorema 59. Seja A uma matriz do tipo m× n. Então
1. (αA)+ = α−1A+, com α 6= 0 um escalar,
2. (A′)+ = (A+)′,
3. (A+)+ = A,
4. A+ = A−1, se A for uma matriz quadrada e não singular,
5. (A′A)+ = A+(A+)′ e (AA′)+ = (A+)′A+,
6. (AA+)
+
= AA+ e (A+A)
+
= A+A,
7. A+ = (A′A)+ A′ = A′ (AA′)+ ,
8. A+ = (A′A)−1 A′ e A+A = In, se car(A) = n,
9. A+ = A′ (AA′)−1 e AA+ = Im, se car(A) = m,
10. A+ = A′, se A′A = In,
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11. car(A) = car(A+) = car(AA+) = car(A+A).
Demonstração. Ver [45].
Teorema 60. Seja A uma matriz simétrica. Então
1. A+ também é simétrica,
2. AA+ = A+A,
3. A+ = A, se A é idempotente.
Demonstração. Ver [45].
Atendendo à definição 33.(1) e ao Teorema 59.(7)
QR(A) = AA
+ = A (A′A)
+
A′.
Em particular quando car(A) = n
QR(A) = AA
+ = A (A′A)
−1
A′.
A.4 Matriz ortogonal estandardizada
Definição 34. Seja P uma matriz, de ordem p, ortogonal. A matriz P diz-se
ortogonal estandardizada se a primeira coluna é igual a 1√
p
1p.









em que Kp é uma matriz, do tipo p × (p − 1), que não inclui a primeira coluna da
matriz P. Como P é ortogonal, P′P = PP′ = Ip então verifica-se que
K′pKp = Ip−1 (A.4)
1′pKp = 01×(p−1) (A.5)
KpK
′
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De (A.5) pode-se concluir que a soma dos elementos de cada coluna da matriz Kp é
igual a zero.
Definição 35. Uma matriz em que a soma dos elementos em qualquer uma das
suas colunas é igual a zero diz-se uma matriz de contrastes.
A matriz Kp é uma matriz de contrastes.
Para calcular uma matriz ortogonal estandardizada pode usar-se o conhecido
método de ortonormalização de Gram-Schmidt.
Exemplo 26. Uma possibilidade para obter um matriz ortogonal estandardizada de
ordem n é diagonalizar a matriz Jn = 1n1
′
n. Por exemplo,
• Uma diagonalizadora ortogonal estandardizada de J2 = 121′2 é
P2 =




























































































B. VECTORES ALEATÓRIOS, DISTRIBUIÇÃO NORMAL
MULTIVARIADA
B.1 Vector médio, matriz de covariância e matriz de covariância
cruzada
Quando se trabalha com várias variáveis aleatórias é usual escrevê-las como vectores
ou matrizes. Escreve-se X = [ X1 · · · Xn ]′ para representar o vector aleatório,
n × 1 e Z = [Zjk] , uma matriz aleatória do tipo n × p, cujas componentes são
variáveis aleatórias. Admite-se que existem os valores esperados, as variâncias e as
covariâncias que são indicadadas nas definições e nas propriedades que se seguem.
Definição 36. O valor esperado de uma matriz aleatória Z é
E[Z] = [E[Zjk]] , j = 1, ..., n, k = 1, ..., p.







é a média ou vector médio de X.
Geralmente representa-se um vector médio por µ, quando for necessário por
µX. Se Z = (X− µ) (X− µ)′ o seu valor esperado é a covariância ou a matriz de
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variâncias-covariâncias de X,
V = V[X] = E
[
(X− µ) (X− µ)′
]
= [E[(Xi − µi) (Xj − µj)]] .
Se Z = (X− µX) (W − µW)′ onde W é um vector aleatório, k × 1, com vector
médio µW, o seu valor esperado é a matriz
V (X,W) = E
[
(X− µX) (W − µW)′
]
= [E[(Xi − µXi) (Wj − µWj)]]
que se designa por matriz de covariância cruzada de X e W. Note-se que o i-ésimo




, é a variância de Xi e o ij-
ésimo elemento desta matriz, cov (Xi, Xj) = E[(Xi − µi) (Xj − µj)] , é a covariância
entre Xi e Xj. Como Cov (Xi, Xj) = Cov (Xj, Xi) , i 6= j obviamente a matriz V é
simétrica. Atendendo a que (X− µ) (X− µ)′ = XX′ − µX′ −Xµ′ + µµ′ tem-se
V[X] = E[XX′]− µµ′.
Teorema 61. Sejam A,B,C, matrizes constantes, do tipo m× n, p× k e m× k,
respectivamente e a, b vectores constantes, m × 1, p × 1, respectivamente. Sejam
X,Y,W vectores aleatórios, n×1, Z a matriz aleatória do tipo n×p e α um escalar.
Então
1. E[X + Y] = E[X] + E[Y] ,
2. E[αAX + a] = αAE[X] + a,
3. E[AZB + C] = AE[Z] B + C,
4. V[ X] é uma matriz semi-definida positiva,
5. V[αAX + a] = α2AV[X] A′,
6. V (X,W) = V (W,X)′ ,
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7. V[X + Y] = V[X] + V[Y] + V (X,Y) + V (Y,X) ,
8. Se X e Y são independentes então V (X,Y) = 0,
9. V (αAX + a, βBW + b) = αβAV (X,W) B′,
10. V (X + Y,W) = V (X,W) + V (Y,W) .
Demonstração. Ver [1], [19] ou [37].
B.2 Distribuição Normal multivariada
Diz-se que o vector aleatório X tem distribuição normal n−multivariada não singular








onde V é uma matriz definida positiva. Simbolicamente,
X ∼ Nn (µ,V) .
Enunciam-se algumas propriedades importantes relativamente à distribuição normal
multivariada.
Teorema 62. Seja X ∼ Nn (µ,V) . Então
1. E[X] = µ e V[X] = V,
2. as distribuições marginais de X são também multinormais com vectores médios
e matrizes de covariâncias dados pelos correspondentes subvectores e submatri-
zes de µ e V. Em particular, cada componente de X tem distribuição normal
com média µi e variância σ
2
i ,
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3. seja X = [X′1...X
′
r]
′ , então os subvectores Xi e Xj são independentes se e só
se a submatriz de V associada às covariâncias entres as suas componentes for
constitúıda apenas por zeros,
4. seja A uma matriz constante, do tipo m × n, com car (A) = m ≤ n e a um
vector constante, m× 1, então
AX + a ∼ Nm (Aµ+ a , AVA′) ,


















Demonstração. Ver [1], [19] ou [37].
No ponto 4 do Teorema 62 exige-se que car (A) = m ≤ n de forma a garantir
que a matriz AVA′ seja regular. No entanto, existem situações em que a matriz
AVA′ não é regular. Assim considera-se uma definição da distribuição normal que
inclui a distribuição singular.
Definição 37. Diz-se que o vector aleatório X, com E[X] = µ e V[X] = V, tem
distribuição normal n-multivariada se existe uma transformação da forma
X = DY + λ
onde D é uma matriz, não aleatória, com n linhas, o número de colunas é igual a
car (V) e Y é um vector aleatório com densidade dada por B.1.
É evidente que se car (V) = n então pode-se considerar D = In e λ = 0 tendo-se
X = Y. Assim de acordo com esta definição pode-se escrever 4 do Teorema 62 de
uma forma mais geral.
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Teorema 63. Seja Am×n uma matriz constante e a um vector constante, então
AX + a ∼ Nm (Aµ+ a , AVA′) .
Demonstração. Ver [1].
Esta generalização inclui os casos em que X pode ter distribuição não singular,
singular e a matriz A pode ser regular ou ter car (A) < m.
B.3 Formas quadráticas
Muitas das estat́ısticas que são utilizadas nesta tese têm distribuição χ2 e distri-
buição F . Geralmente, estas distribuições estão associadas a estat́ısticas de teste
sob validade de uma hipótese nula no caso central e sob validade de uma hipótese
alternativa no caso não central.
Teorema 64. Seja X ∼ Nn (µ, σ2V) com car (V) = ` ≤ n e b um vector constante.
Então
Q = (X− b)′V+ (X− b)
tem distribuição do Qui-quadrado não central com ` graus de liberdade e parâmetro
de não centralidade δ
δ =




Q ∼ σ2χ2`,δ. (B.3)
Demonstração. Ver [23].
Teorema 65. Seja S ∼ χ2m uma variável aleatória independente de X ∼ Nn (µ, σ2V)
onde car (V) = ` ≤ n. Então
F = m
`
(X− b)′V+ (X− b)
S
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tem distribuição F não central com parâmetros ` e m e parâmetro de não centrali-
dade δ dado por (B.2), simbolicamente
F ∼ F`,m,δ.
Demonstração. Ver [23].
Em particular se X ∼ Nn (µ, σ2In) e b = 0 verifica-se que
Q = ‖X‖2 ∼ σ2χ2n,δ (B.4)










Em particular quando car (V) = n, vem V+ = V−1 e considerando b = µ





(X− µ)′V−1 (X− µ)
S
∼ Fn,m.
C. ESTATÍSTICAS SUFICIENTES E COMPLETAS
Esta secção apresenta algumas definições e propriedades sobre estimação pontual,
incidindo sobretudo em estat́ısticas suficientes e completas.
Um dos objectivos numa análise estat́ıstica é a redução da dimensão de colecções
de variáveis aleatórias (amostras aleatórias), em outras variáveis, de modo a facilitar
a análise estat́ıstica. Estas novas variáveis, que são função das primeiras, chamam-se
estat́ısticas. Uma estat́ıstica usada para estimar, através de uma amostra, o valor
de um parâmetro (cujo verdadeiro valor é desconhecido) diz-se um estimador. O
parâmetro pode ser um escalar, um vector, ou função do parâmetro.
Seja X = (X1, ..., Xn) um vector aleatório definido no espaço amostral com
função densidade (ou de probabilidade) pertencente à famı́lia F = {f (x|θ) , θ ∈ Θ}.
Definição 38. Uma estat́ıstica T = T (X) é suficiente para θ se e só se a dis-
tribuição condicional de X dado T = t não depende de θ, para qualquer valor de
t.
Uma estat́ıstica suficiente opera uma redução dos dados sem perder informação,
isto é, extrai da amostra toda a informação que esta contém sobre o pârametro θ. A
definição de estat́ıstica suficiente generaliza-se ao caso em que a função densidade
(ou de probabilidade) envolve mais do que um parâmetro.
Definição 39. As estat́ısticas T1, ..., Tk, onde Ti = Ti (X) para i = 1, ..., k, são
conjuntamente suficientes para θ, se e só se a distribuição condicional de X dados
T1 = t1, ..., Tk = tk não depende de θ.
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Uma ferramenta útil para verificar se um estimador é uma estat́ıstica suficiente
é o teorema que se apresenta de seguida.
Teorema 66. (Teorema da factorização)
As estat́ısticas T1, ..., Tk, são conjuntamente suficientes para θ se e só se existem
funções não negativas, g e h, tais que,
f (x|θ) = g (t1, ..., tk|θ)h (x)
onde a função h não depende de θ e g depende de x apenas através de t1, ..., tk.
Intuitivamente espera-se que um estimador forneça ”em média”estimativas exac-
tas, ou seja, que coincidam com o verdadeiro valor do parâmetro.
Definição 40. Um estimador T é não enviesado (ou centrado) para g (θ) se
E (T ) = g (θ)
qualquer que seja θ ∈ Θ.
Na classe dos estimadores não enviesados procura-se um que tenha a menor
variância, isto é, o que produza estimativas mais próximas do verdadeiro valor do
parâmetro.
Definição 41. Um estimador T de g (θ) é um estimador não enviesado com variância
uniformemente mı́nina ou UMVUE se
1. E (T ) = g (θ)
2. V (T ) ≤ V (T ′) , para qualquer θ ∈ Θ, onde T ′ é um outro qualquer estimador
não enviesado de g (θ) .
149
O teorema de Rao-Blacwell é um resultado importante e mostra que é posśıvel
obter um estimador centrado, função de estat́ısticas suficientes, que tem menor
variância que outro qualquer estimador centrado que não seja função de est́ısticas
suficientes.
Teorema 67. (Rao-Blackwell) Seja T1, ..., Tk um conjunto de estat́ısticas conjun-
tamente suficientes. Seja T ′ = T ′(X) um estimador centrado de g (θ) e T ∗ =
E(T ′|T1, ..., Tk). Então,
1. T ∗ é uma função das estat́ısticas T1, ..., Tk,
2. E (T ∗) = g (θ) (T ∗ é um estimador não enviesado para g (θ))
3. V(T ∗) ≤ V(T ′), para qualquer θ e V(T ∗) < V(T ′) para algum θ a não ser que
P(T ∗ = T ′) = 1.
Demonstração. Ver [20].
De forma a identificar situações em que o estimador obtido pelo teorema anterior
seja um UMVUE é útil a definição de estat́ıstica completa.
Definição 42. Uma estatat́ıstica T = T (X) di-se completa se e só se a sua famı́lia
de distribuiçoes for completa. A famı́lia de distribuições de T = T (X) diz-se com-
pleta se e só se para qualquer estat́ıstica g (T ) ,
E [g (T )] = 0⇒ P [g (T )] = 1,∀θ ∈ Θ
ou seja, T é completa se e só se o único estimador não enviesado de 0, que é função
de T, é a estat́ıstica identicamente igual a 0 com probabilidade 1.
Diz-se que uma variável aleatória cont́ınua (discreta) tem distribuição que per-
tence à famı́lia exponencial k−paramétrica se a respectiva função densidade (função
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de probabilidade) pode ser expressa na forma
f (x|θ) = h(x)c (θ) e
∑k
i=1 wi(θ)ti(x)
onde h(x) ≥ 0, t1(x), ..., tk(x) são funções que não dependem de θ, c (θ) ≥ 0 e
w1 (θ) , ..., wk (θ) são funções que não dependem de x.
Um resultado importante para verificar se um conjunto de estat́ısticas é conjun-
tamente suficiente e completa é o Teorema seguinte.
Teorema 68. Se a distribuição de X pertence à famı́lia exponencial s-paramétrica e
o espaço paramétrico Θ contém um rectângulo de dimensão s (ou se contém o produto
cartesiano de s intervalos não degenerados) então as estat́ısticas Ti(X), i = 1, ..., k
são conjuntamente suficientes e completas.
Demonstração. Ver [51].
Apresenta-se um resultado que permite verificar estimadores UMVUE.
Teorema 69. (Blackwell-Lehmann-Scheffé) Se T1, ..., Tk são estat́ısticas conjunta-
mente suficientes e completas e T ′ = T ′ (T1, ..., Tk) é um estimador não enviesado
para g (θ) então T ∗ = E(T ′|T1, ..., Tk) é um UMVUE para g (θ) .
Demonstração. Ver [20].
D. REGRESSÃO LINEAR MÚLTIPLA
Apesar de ser bastante conhecido e estudado considerou-se importante incluir uma
”breve”exposição sobre o modelo de regressão linear múltipla.
D.1 Modelo e hipóteses
Dá-se o nome de regressão linear a modelos que exprimem relações entre uma variável
resposta e uma variável explicativa - modelo de regressão linear simples - ou entre
uma variável resposta e várias variáveis explicativas - modelo de regressão linear
múltipla, que são caracterizados pela linearidade relativamente aos parâmetros, isto
é, os que assumem a forma
Yi = β1xi1 + ...+ βkxik + εi , (i = 1, ..., n) (D.1)
onde Yi representa a i-ésima observação da variável dependente ou da variável res-
posta, xij corresponde à observação i da variável independente ou explicativa j
(regressor), β1, ..., βk representam os coeficientes de regressão (parâmetros fixos e
desconhecidos) e εi representa o erro aleatório associado à observação i. As n igual-
dades (D.1) podem apresentar-se utilizando a notação matricial,
Y = Xβ + ε (D.2)










x11 · · · x1k


















A matriz X designa-se por matriz do modelo. Caso a variável x1 seja identicamente
igual a 1 tem-se o modelo linear com termo independente e nesse caso a primeira
coluna da matriz X é constitúıda por uns. Assume-se que n > k e que
car(X) = ` ≤ k.
Se car(X) = k significa que os vectores coluna da matriz X são linearmente indepen-
dentes. Quando tal não acontece, ou seja, se car(X) < k, diz-se que existe multico-
linearidade. Assume-se também que as variáveis aleatórias εi têm valor médio nulo,
variância igual a σ2, (geralmente designada por hipótese da homocedasticidade) são






Contudo existem situações práticas em que as variáveis aleatórias εi podem estar
correlacionadas e/ou não se verificar a hipótese de homocedasticidade. Isto significa
que a matriz V[ε] pode não ser diagonal e/ou ter elementos principais distintos, ou
seja,
V[ε] = σ2V (D.4)
onde V é uma matriz, de ordem n, conhecida e definida positiva. Nesta situação de
forma a obter-se um modelo que verifique as hipóteses da homocedasticidade e de
não correlacionamento o modelo (D.2) é transformado no modelo1
Y∗ = X∗β + ε∗
1 Como o vector β é o mesmo nas duas formulações dispensa-se a notação β∗.
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onde Y∗ = G
′Y, X∗ = G
′X, ε∗ = G
′ε e G é uma matriz, de ordem n, regular, tal
que,

































λ1, ..., λn são os valores próprios da matriz V e P a matriz cujas colunas correspon-
dem aos vectores próprios ortonormados associados aos valores próprios da matriz
V.
D.2 Estimação dos parâmetros do modelo
Tendo em conta o modelo e as hipóteses consideradas na secção anterior os parâmetros
deconhecidos são β1, ..., βk, σ
2. O método geralmente utilizado para estimar β é o
método dos mı́nimos quadrados que consiste em minimizar a soma
‖Y∗ −X∗β‖2 .
Atendendo a (A.1) a solução é dada pela projecção ortogonal de Y∗ em R(X∗), ou
seja,  X∗β̂ = X∗ (X′∗X∗)
+ X′∗Y∗ car(X∗) = ` < k
X∗β̂ = X∗ (X
′
∗X∗)









−1 X′∗ car(X∗) = k
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é a matriz de projecção ortogonal sobre o subespaço R(X∗) e (X
′
∗X∗)
+ é a inversa
de Moore-Penrose da matriz X′∗X∗. A solução do sistema (D.6) é dada por
β̂ =
 (X′∗X∗)
+ X′∗Y∗ car(X∗) = ` < k
(X′∗X∗)
−1 X′∗Y∗ car(X∗) = k
(D.7)
Quando car(X∗) = ` < k a solução do sistema não é única, mas em determinadas
condições, combinações lineares das componentes de β̂ podem ser únicas, [23], [24]
ou [45]. Desta forma é necessária a exposição que se segue.
Definição 43. Seja C uma matriz de ordem s × k. O vector Cβ é estimável se e
só se existe uma matriz W, de ordem s× n, tal que,
E[WY] = Cβ,
ou seja, se existe um estimador não enviesado, WY, para Cβ.
Teorema 70. O vector Cβ é estimável se e só se os vectores linha da matriz C
pertencerem a R (X′∗) .
Demonstração. Ver [24] ou [44].







(X′∗X∗)β = QR(X′∗)β (D.8)




















Quando car(X) = k tem-se R(X′) = Rk, a solução (D.7) é única e qualquer sua














Teorema 71. Se Cβ é estimável então Cβ̂ é um BLUE para Cβ, onde β̂ é dado
por (D.7).
Demonstração. ver [23] ou [24].
Uma vez determinado o estimador dos coeficientes de regressão podem definir-se
os respectivos reśıduos ei∗ por
e∗ = Y∗ − Ŷ∗
onde Ŷ∗ = X∗β̂ = QR(X∗)Y∗. O modelo ajustado tem a forma
Ŷ∗ = X∗β̂.
Usando QR⊥(X∗) = In −QR(X∗) e (D.2) pode-se escrever e∗ em termos de Y∗ ou de
ε∗







Considere-se a soma dos quadrados dos reśıduos (SQRE)
SQRE = ‖e∗‖2 = e′∗e∗
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é um estimador não enviesado para σ2.
Como V−1 = GG′, ver [23] verifica-se que
X′∗X∗ = (G
′X)′ (G′X) = X′V−1X
X′∗Y∗ = (G
′X)′ (G′Y) = X′V−1Y
Y′∗Y∗ = (G
′Y)′ (G′Y) = Y′V−1Y
Y′∗X∗ = (G
′Y)′ (G′X) = Y′V−1X




e SQRE em termos do modelo inicial, não










SQRE = Y′V−1Y −Y′V−1Xβ̂
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SQE = e′∗e∗ ∼ σ2χ2n−` (D.12)
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e também que β̂ e SQE são independentes, ver [23] ou [24]. Utilizando o teorema






Considere-se uma matriz C, de ordem s×k e admita-se, até ao final desta secção,









































= h. Como β̂ é
independente de SQE o mesmo acontece com Cβ̂ e com Q, pelo que


























Os resultados apresentados permitem obter regiões de confiança e formular testes
de hipóteses relativamente aos parâmetros do modelo. Seja fh,n−`,1−α o quantil da
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distribuição F central com h e n− ` graus de liberdade para a probabilidade 1− α.
Atendendo a (D.16)























tem-se um elipsóide de confiança para Cβ com grau de con-
fiança 1− α, ver [44].
Admita-se que além de serem estimáveis as componentes de Cβ são funções
linearmente independentes 2. O teste de hipóteses
H0 : Aβ = Ca (D.18)
utiliza (D.16) rejeitando-se H0 se e só se o elipsóide de confiança (D.17) não cobrir





Utilizando (D.17) pode-se obter um intervalo de confiança para uma função es-




















2 Se as componentes de Cβ são linearmente independentes significa que as linhas da matriz A
são linearmente independentes.
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onde tn−`,1−α
2
representa o quantil da distribuição t com n − ` graus de liberdade
para a pobabilidade 1− α
2
. Os testes de hipóteses para a′β utilizam a estat́ıstica de
teste (D.20) rejeitando-se H0 no teste
H0 : a
′β = a′c vs H1 : a
′β 6= a′c (D.21)
se e só se |T | > tn−`,1−α
2
. Com as devidas alterações constroem-se os intervalos de
confiança unilaterais para c′β e os respectivos testes de hipóteses.
Caso car(X) = k tem-se R(X′) = Rk podendo construir-se elipsóides de con-
fiança para testar hipóteses relativas a qualquer vector Aβ, qualquer que seja a
matriz A.
Os resultados (D.10) e (D.12) permitem construir intervalos de confiança e rea-










respectivamente, tem-se o intervalo de confiança para σ2, para um grau










Petendendo-se testar as hipóteses
H0 : σ
2 = σ20 vs H1 : σ
2 6= σ20










Com as devidas alterações constroem-se os intervalos de confiança unilaterais para
σ2 e os respectivos testes de hipóteses.
É importante referir o caso em que V[ε] = σ2In e car (X) = k. A hipótese sobre
a caracteŕıstica da matriz garante que X′X é regular tendo-se (X′X)+ = (X′X)−1 .
160 D. Regressão Linear Múltipla



















Este anexo apresenta resultados que são utilizados em exemplos que são apresentados
ao longo do texto.
E.1 Vectores de G3[3]
Se p = N = 3, então G[3] = {0, 1, 2, 3}. O espaço linear G3[3] é constitúıdo por 33 = 27







0 (0,0,0) (0,0,1) (0,0,2) (0,1,0) (0,1,1) (0,1,2) (0,2,0) (0,2,1) (0,2,2)
1 (1,0,0) (1,0,1) (1,0,2) (1,1,0) (1,1,1) (1,1,2) (1,2,0) (1,2,1) (1,2,2)
2 (2,0,0) (2,0,1) (2,0,2) (2,1,0) (2,1,1) (2,1,2) (2,2,0) (2,2,1) (2,2,2)
Tab. E.1: Vectores de G3[3]
Os vectores dos coeficientes das aplicações reduzidas de L3r[3] estão a bold de
forma a facilitar a identificação das respectivas aplicações.









0 x1 x10 x19 x4 x13 x22 x7 x16 x25
1 x2 x11 x20 x5 x14 x23 x8 x17 x26
2 x3 x12 x21 x6 x15 x24 x9 x18 x27
Tab. E.2: Ordem dos vectores de G3[3]
E.2 Aplicações lineares de L3[3]
Em L3[3] existem 33 = 27 aplicações lineares, das quais, m =
33−1
3−1 = 13 são reduzidas.
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x1 + x2 2x1 + 2x2
x1 + 2x2 2x1 + x2
x3 2x3
x1 + x3 2x1 + 2x3
x2 + x3 2x2 + 2x3
x1 + x2 + x3 2x1 + 2x2 + 2x3
x1 + 2x2 + x3 2x1 + x2 + 2x3
x1 + 2x3 2x1 + x3
x2 + 2x3 2x2 + x3
x1 + x2 + 2x3 2x1 + 2x2 + x3
x1 + 2x2 + 2x3 2x1 + x2 + x3
Tab. E.3: Aplicações de L3[3]
E.3 Matrizes associadas a aplicações de L3r[3]
Nesta secção indicam-se matrizes associadas, a algumas aplicações de L3r[3]. Tendo








0 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1









0 0 0 0 1 1 1 2 2 2
1 0 0 0 1 1 1 2 2 2








0 0 1 2 0 1 2 0 1 2
1 0 1 2 0 1 2 0 1 2
2 0 1 2 0 1 2 0 1 2







0 0 0 0 2 2 2 1 1 1
1 1 1 1 0 0 0 2 2 2
2 2 2 2 1 1 1 0 0 0
e por (4.11) obtêm-se as matrizes C(x1), C(x2), C(x3) e C(x1 +2x2), do tipo 3×27,
cujas colunas estão associadas aos vectores de G3[3], ordenados como se apresenta na
tabela E.2.




























































































































































































































































































































































    .
.
166 E. Exemplo
F. DISTRIBUIÇÕES GAMA, GAMA INTEIRA GENERALIZADA
E GAMA QUASE-INTEIRA GENERALIZADA
F.1 Distribuição Gama




e−λxxr−1, x > 0
diz-se que X tem distribuição Gama com parâmetro de forma r > 0 e taxa λ > 0 e
representa-se por
X ∼ Γ (r, λ) .
F.2 Distribuição Gama Inteira Generalizada
Sejam X1, ..., Xp variáveis aleatórias independentes com
Xj ∼ Γ (rj, λj) , rj ∈ N, λj ∈ R+ (j = 1, ..., p)





tem distribuição Gama Inteira Generalizada (GIG) de profundidade p, com parâmetros
de forma rj e taxas λj, j = 1, ..., p, ver [6]. Simbolicamente
Y ∼ GIG (r1, ..., rp;λ1, ..., λp; p) .
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A função densidade e a função de distribuição de Y são dadas, para y > 0, respec-
tivamente por,
























onde K é dado por (5) em [6] e cjk são dados por (11)-(13) na mesma referência.
F.3 Distribuição Gama Quase-Inteira Generalizada
Sejam Y e X variáveis aleatórias independentes, tais que,
Y ∼ GIG (r1, ..., rp;λ1, ..., λp; p) e X ∼ Γ (r, λ)
com r ∈ R+ \ N e λ 6= λj para todo j ∈ {1, ..., p}. Então a variável aleatória
W = Y +X
tem distribuição Gama Quase-Inteira Generalizada (GNIG) de profundidade p+ 1,
ver [5],
W ∼ GNIG (r, r1, ..., rp;λ, λ1, ..., λp; p+ 1) .
A função densidade e a função de distribuição de W são dadas, para w > 0, respec-
tivamente por,











wk+r−11F1 (r, k + r,−(λ− λj)w)
)
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e
FGIGW (w|r1, ..., rp, r;λ1, ..., λp, λ; p+ 1) =
λrwr
Γ(r + 1)1











Γ(r + 1 + i)
1F1 (r, k + r,−(λ− λj)w)
onde K é dado por (5) em [6] e cjk =
cjk
λkj
Γ(k) com cjk dados por (11)-(13) na mesma
referência.
Se r ∈ N a distribuição GNIG de profundidade p+ 1 reduz-se a uma disribuição
GIG de profundidade p + 1. Pode-se considerar a distribuição GNIG como uma
generalização da distribuição GIG.
F.4 Misturas de Distribuições
Diz-se que a distribuição da variável aleatória cont́ınua X é uma mistura com k









πj = 1 e 0 < πj < 1, j = 1, ..., k.
