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Mathematical justification of macroscopic models for
diffusion MRI through the periodic unfolding method
Julien Coatléven ∗
IFPEN 1 et 4 Avenue de Bois-Préau, 92852 Rueil-Malmaison, France
Abstract
Diffusion Magnetic Resonance Imaging (dMRI) is a promising tool to obtain useful informa-
tion on cellular structure when applied to biological tissues. A coupled macroscopic model has
been introduced recently through formal homogenization to model dMRI’s signal attenuation.
This model was based on a particular scaling of the permeability condition modeling cellular
membranes. In this article, we explore all the possible scalings and mathematically justify the
corresponding limit models, using the periodic unfolding method. We also illustrate through
numerical simulations the respective behavior of the limit models when compared to dMRI
measurements.
Keywords : Diffusion MRI, Homogenization, Bloch-Torrey equation, Periodic Unfolding, Im-
perfect transmission, trace jumps
1 Introduction
Diffusion Magnetic Resonance Imaging (dMRI) relies on the measurement of the diffusion of water
molecules in the imaged sample. The potential clinical applications of diffusion MRI have multiplied
during the last 25 years, making it a promising diagnosis tool. Indeed, when the imaged sample is
biological tissue (for a survey, see [12]), it can be used to detect, for example, cerebral ischemia [19],
demyelinating disorders [10], and tumors [16, 17, 18].
However, the link between the physiological modifications and the measurements has mostly re-
mained qualitatively explained. In a recent paper [7], a macroscopic model has been introduced
through formal homogenization, under the assumption that the media is periodic. It efficiently re-
produces experimental dMRI’s signal measurements and generalizes some phenomenological models
that have appeared in the medical imaging literature (see [11]). It was based on a particular scaling
of the permeability condition involved in the microscopic description of dMRI. Other scalings are
possible and produce different limit models, which we want to identify as well. Our aim here is to
provide a rigorous mathematical justification for all these limit models. The homogenization litera-
ture being particularly rich, many different techniques can be used to do so. We choose to use the
unfolding operator, which was introduced first in [2] under the name of "dilation operator", and has
been widely studied and used since (for a review, see [5]). There are of course other ways to mathe-
matically justify our homogenization procedure, in particular one could use the notion of two-scale
convergence (which is strongly related to the unfolding operator, see [1] and [5]), but the unfolding
operator will prove to be a very natural way to treat the jump condition involved by the permeability
condition of our model problem. We show that there are only five possible limit models, including
of course the model of [7]. These limit models are similar to those that have already appeared in the
literature when homogenizing elliptic problems with jump condition (see [14]-[15]) using two-scale
convergence. Such problems have also been addressed through the periodic unfolding method in [9].
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The paper will be organized as follows. In a first section, we recall how dMRI is modeled through a
two-compartment Bloch-Torrey equation with jump, and precise our periodicity hypothesis. Then,
we define our model problem, which requires a careful treatment due to the presence of unbounded
coefficients. In a second section, we state our main results : we present the homogenized macroscopic
models we want to establish, and briefly display a few numerical results to compare them to the
full model problem, emphasizing that the model introduced in [7] is indeed the most accurate one.
The remaining sections are devoted to the homogenization proof. In the third section, we recall the
main results of the periodic unfolding method. Then, in the fourth section we apply this theory to
our model problem to rigorously establish our limit models.
2 Model problem
Water magnetization in presence of an applied magnetic field is modeled by a two-compartment
Bloch-Torrey equation in Rd (d being the dimension, in practice d = 2 or 3), with the diffusion
coefficient for water magnetization varying at the scale of biological cells. The biological cells’ mem-
brane is modeled by a permeability condition. We use Rd primarily to remain consistent with [7],
where this choice is discussed from the physical and biological point of view. From the mathemat-
ical point of view, the results we obtain remain true for any Ω Lipschitz open subset of Rd, with
appropriate boundary conditions, such as Dirichlet or Neumann’s (those boundary conditions, if not
scaled, should simply be added to the homogenized problems in that case, the local cell problems
remaining unchanged). However, both notations and proofs are more involved when dealing with
bounded domains (see [4], [5] and [6]). Thus, using Rd also allow us to simplify the presentation.
We assume that the probed media is periodic (as explained in [7], it is enough to obtain the an-
alytical form of the macroscopic equations) : Y =]0, 1[d denotes the reference periodic cell, and ε
the size of the average square of tissue containing a single biological cell. Each periodicity cell is
assumed to contain a biological cell, i.e. it can be divided into two connected parts : the cellular (or
intra-cellular) domain Yc (c stands for cell), the extra-cellular domain Ye (e stands for extra-cellular),
separated by the midline Γm = ∂Yc of the cellular membrane, assumed to be Lipschitz. The connec-
Yc
Ye
Figure 1: The periodic cell Y , containing a simplified biological cell without membrane
tivity assumption is made here in order to simplify some proofs and notations. As explained in [9],
this assumption can easily be lifted. However, once this connectivity assumption made, we need to
impose that Γm does not crosses ∂Y , if we want our model to remain realistic (the entire boundary
of the biological cells must be recovered by a membrane). Of course, when dealing with several
connected components, this hypothesis can be lifted, provided that when Γm crosses a face of Y ,
there exists another connected component of Yc on the opposite face of Y to "close" the biological
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Γε,ξm = ε(ξ + Γm)
(1)
The diffusion coefficient σ is assumed to be periodic, with period Y , on which it is (for simplicity)
assumed to be defined piecewise as follows :
σ =
∣∣∣∣∣ σc in Ycσe in Ye (2)
Then, the water magnetization Mε is governed by the following Bloch-Torrey equation with jump :
∂Mε(x, t)
∂t














= 0 ∀ ξ ∈ Zd
Mε(·, 0) = Minit in Ωεext
(3)








−1, Minit is the initial magnetization, q, constant vector of Rd, is the amplitude of the applied
magnetic field and f its time profile. If we denote Mε,α the restriction of Mε to Ωεα, then the trace













The three coefficients σe, σc and κε are assumed to be strictly positive and satisfy almost everywhere,
for some 0 < σ− < σ+ < +∞:
σ− ≤ σc ≤ σ+ and σ− ≤ σe ≤ σ+
Notice that Ωεext is not a connected domain, but can be decomposed into two subdomains, corre-
sponding to the intra-cellular region and the extra-cellular region, and that the common boundary
of Ωεc and Ωεe is the union of the mid-lines of the biological cell membranes :
∂Ωεc = ∂Ω
ε




Problem (3) involves an unbounded coefficient, namely q · x. Thus, its analysis is not entirely
classical. In particular, it is not obvious in which sense its solution is to be understood. To make it
clearer, we define M̃ε almost everywhere on Rd×]0, T [ by :













































































































∇M̃ε − ıqnF (t)M̃ε
))
+ ıqσε∇M̃ε · nF (t)
+q2σεF (t)
2M̃ε = 0 in Ωεext×]0, T [
σε
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∀ ξ ∈ Zd
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= 0 ∀ ξ ∈ Zd
M̃ε(·, 0) = Minit in Ωεext
(5)
While it may seem a more complicated problem, notice that it does not involve unbounded coefficients




the dual space of Xε = H1(Ωεc)×H1(Ωεe), Hε = L2(Ωεext) and :
W (0, T,Xε) =
{




It is classical that W (0, T,Xε) ↪→ C0(0, T,Hε). We have the following well-posedness result for M̃ε
(we refer the reader to [7] for the proof):
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Theorem 2.1. Let f ∈ L∞([0, T ]) and Minit ∈ Xε. Then, there exists a unique solution M̃ε ∈






(1 + eCT )||Minit||Hε (7)
for some C,C
′
> 0 independent on ε.
The regularity of M̃ε provides us precious information on the regularity we can expect for Mε.
Obviously, we have that :
Mε ∈ L2(0, T,Xε) ∩ C0(0, T,Hε)
as :
Mε = M̃εe
−ıqn·xF (t) and ∇Mε = ∇M̃εe−ıqn·xF (t) − ıqnF (t)Mε










+ ıqn · xf(t)Mε ∈ L2(0, T,X
′
ε)
However, we do not a priori have the regularity of ∂tMε or ıqn ·xf(t)Mε separetly. In the following,
we denote :
∂q,ft U = ∂tU + ıqn · xf(t)U
and
W q,f (0, T,Xε) =
{




To any U ∈W q,f (0, T,Xε), we can associate Ũ defined by :
Ũ = Ueıqn·xF (t)
and we have Ũ ∈W (0, T,Xε), with :
||Ũ ||2L2(0,T,Xε) + ||∂tŨ ||
2
L2(0,T,X′ε)
≤ (1 + q||F ||2L∞(0,T ))||U ||
2
L2(0,T,Xε)
+ ||∂q,ft U ||2L2(0,T,X′ε) (8)
Conversely, to any Ũ ∈W (0, T,Xε), we can associate U ∈W q,f (0, T,Xε) defined by:
U = Ũe−ıqn·xF (t)
and we have :
||U ||2L2(0,T,Xε) + ||∂
q,f





+ ||∂tŨ ||2L2(0,T,X′ε) (9)
Thus, there exists a bijection between the two spaces, and W q,f (0, T,Xε) is a Hilbert space for the
norm :
||U ||2W q,f = ||U ||
2
L2(0,T,Xε)
+ ||∂q,ft U ||2L2(0,T,X′ε)
Moreover, this implies that W q,f (0, T,Xε) ↪→ C0(0, T,Hε). It is consequently natural to define
variational solutions to (3) as functions Mε ∈W q,f (0, T,Xε) satisfying :∣∣∣∣∣∣∣∣∣∣
















= 0 in D′(]0, T [), ∀V ∈ Xε
Mε(0) = Minit
(10)
We then immediately have :
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Theorem 2.2. Let f ∈ L∞([0, T ]) and Minit ∈ Xε. Then, there exists a unique solution Mε ∈






(1 + q||F ||2L∞(0,T ))C
′
(1 + eCT )||Minit||Hε (12)
for some C,C
′
> 0 independent on ε.
3 Main results
In practice, the biological cell size is extremely small compared to the representative size of the probed
tissue. A direct simulation involving the fine scale on the entire probed domain is consequently
extremely costly to perform. Our goal is to get a limit problem which does not see the small
scale, in order to diminish the computational effort needed, as well as to give an explanation for
the macroscopic behavior observed from experimental measurements of water magnetization during
diffusion MRI. To do so, we need to precise our hypothesis on κε. We assume that κε is a the form
κε = εpσm, where σm > 0 is a constant independent on ε and p ∈ Z. Depending on the values of
p, several macroscopic models will arise from homogenization. We claim that there are exactly five
limit models, which we describe now.
3.1 The five macroscopic models
We will see in the proof that there is two sub-families of macroscopic models, those who involve
several limit functions, which corresponds to p ≥ 1, and those who involve a single one.
We introduce the spaces X = H1(R)2, its dual X ′ , H = L2(Rd)2, and :
W (0, T,X) =
{




W q,f (0, T,X) =
{




Proceeding as in the previous section, it is obvious that these two spaces are in bijection, thus
W q,f (0, T,X) is a Hilbert space for the norm :




t Ũ ||2L2(0,T,X′ )
and W q,f (0, T,X) ↪→ C0(0, T,H).
Now for p ≥ 1, we claim that we have the following result :
Theorem 3.1. We denote wi,α the solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σe∇ywi,e · ν + σeei · ν = 0 on Γm
σc∇ywi,c · ν + σcei · ν = 0 on Γm
wi,e Ye − periodic
(13)






σα(∇wj,α + ej) · (∇wi,α + ei) (14)
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M0,c weakly in L2(0, T, L2(Rd)) (16)




+ (De∇xM0,e,∇Ve)L2 + (ηe(M0,e −M0,c), Ve)L2 = 0




+ (Dc∇xM0,c,∇Vc)L2 + (ηc(M0,c −M0,e), Vc)L2 = 0
in D′(]0, T [), M0,c(·, 0) = Minit in Rd
(17)




+ (De∇xM0,e,∇Ve)L2 = 0 in D
′
(]0, T [)




+ (Dc∇xM0,c,∇Vc)L2 = 0 in D
′
(]0, T [)
M0,c(·, 0) = Minit in Rd
(18)
For p ≤ 0, we claim that we have the following result :
Theorem 3.2. For p ≤ 0, the solution Mε of (10) satisfies, up to a subsequence:
Mε ⇀M0 weakly in L∞(0, T, L2(Rd)) (19)




+ (D∇xM0,∇V )L2 = 0 in D
′
(]0, T [)
M0(·, 0) = Minit in Rd






σα(∇wj,α + ej) · (∇wi,α + ei) (20)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σe∇ywi,e · ν + σeei · ν = 0 on Γm
σc∇ywi,c · ν + σcei · ν = 0 on Γm
wi,e Ye − periodic
(21)
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σα(∇wj,α + ej) · (∇wi,α + ei) + σm
∫
Γm
(wj,e − wj,c)(wi,e − wi,c) (22)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σα∇ywi,α · ν + σαei · ν = σm(wi,e − wi,c) on Γm
σe∇ywi,e · ν + σeei · ν = σc∇ywi,c · ν + σcei · ν on Γm
wi,e Ye − periodic
(23)






σα(∇wj,α + ej) · (∇wi,α + ei) (24)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
wi,e = wi,c on Γm
σe∇ywi,e · ν + σeei · ν = σc∇ywi,c · ν + σcei · ν on Γm
wi,e Ye − periodic
(25)
Before turning to the proof of these two results, we emphasize their practical interest by studying
the properties and numerical behavior of the limit models.
3.2 Some remarks on the macroscopic models
As we have assumed that Yc does not touch the boundary of Y the homogenized systems (17) and
(18) can be simplified since in that case Dc = 0. This can be easily seen by checking that wi,c = −yi




+ (De∇xM0,e,∇Ve)L2 + (ηe(M0,e −M0,c), Ve)L2 = 0




+ (ηc(M0,c −M0,e), Vc)L2 = 0
in D′(]0, T [), M0,c(·, 0) = Minit in Rd
(26)




+ (De∇xM0,e,∇Ve)L2 = 0 in D
′
(]0, T [)




= 0 in D′(]0, T [)
M0,c(·, 0) = Minit in Rd
(27)
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for p = 2.
Let us also remark that since the boundary of Y is contained into the boundary of Ye, the ho-
mogenized tensor De is positive definite as soon as σe is also positive definite [3]. Now, using
the same change of unknowns than in the previous section, and reproducing the analysis of the-
orems (2.2) and (2.1), using the now established positivity of the tensors, one can obtain the
well-posedness of the macroscopic models. For p ≥ 1, the well-posedness is obtained in the space
W q,f (0, T, X̃) ∩ C0(0, T,H), where X̃ = H1 × L2, using the density of X in X̃. In the case where
Dc is also a positive definite matrix (which can be the case if we lift the connection hypothesis
on Yc), then the well-posedness is obtained in W q,f (0, T,X) (see [7] for details). For p ≤ 0, the
well-posedness is obtained in W q,f (0, T,H1).
Assume now that our solutions are regular and decreasing enough, so that every term has a classical
meaning (including the one involving an unbounded coefficient). Then, the equation for M0,c can
be explicitly solved. For p = 1, we get :
M0,c(x, t) = MinitGc(x, t, 0) +
∫ t
0
Gc(x, t, s)M0,e(x, s)ds (28)
while for p = 2 we have :
M0,c(x, t) = MinitGc(x, t, 0) (29)
where we have denoted :





(ıq · xf(r) + ηc)dr
)
(30)
Thus, we can decouple the system (26) (setting Q = q · x):∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂M0,e
∂t




= ηeMinitGc(t) in Rd×]0, T [
M0,e(·, 0) = Minit in Rd
M0,c = MinitGc(t, 0) +
∫ t
0
Gc(t, s)M0,e(s)ds in Rd×]0, T [
(31)
and we can also rewrite (27) :∣∣∣∣∣∣∣∣
∂M0,e
∂t
+ ıQf(t)M0,e − divx(De∇xM0,e) = 0 in Rd×]0, T [
M0,e(·, 0) = Minit in Rd
M0,c = MinitGc in Rd×]0, T [
(32)
The first equation of (31) emphasizes the fact that this is the only macroscopic model, among those
we have obtained, which will behave quite differently from a Bloch-Torrey equation. In particular,
the presence of the integral with respect to time will give birth to memory effects for M0,e.
3.3 Numerical exploration of the macroscopic models for diffusion MRI
Now we compare our macroscopic models to the full two-compartment model, with realistic values
of the physical parameters, corresponding to practical situations of diffusion MRI.
The initial magnetization Minit is set to a known value, and the most commonly used normalized
time profile of the magnetic field f is the Pulsed Gradient Spin Echo (PGSE) :
f(t) =
∣∣∣∣∣∣∣
1 for 0 ≤ t ≤ δ
0 for δ ≤ t ≤ ∆
−1 for ∆ ≤ t ≤ ∆ + δ
9
where δ,∆ > 0. Notice that ∫ ∆+δ
0
f(s)ds = 0
We denote TE = ∆ + δ the so-called time-echo. Several values q = γg are used for a fixed direction
of the magnetic field gradient, where g is the gradient amplitude and γ is a fixed positive number.






This signal is then normalized by dividing by
∫
































Naturally, we will compare the results to these quantities, which will be the signals Sq(g) for the
different values of the parameter q.
We perform the numerical simulations with initial data Minit = 1. Remark that this case does not
strictly enters our previous setting : indeed, such an initial condition is not L2(Rd). However, it
can be easily shown that the solution of (3) for this initial condition is quasi-periodic in space, with
period ε and quasi-periodic coefficient exp(−ıεqi
∫ t
0
f(s)ds) in each direction ei. Thus, we can solve
(3) on a single periodic cell in that case, allowing us to perform numerical simulations (the domain














where Yε denotes a single periodicity cell. For the homogenized problem, the same holds with for
instance Y as periodic cell, the problem being quasi-periodic for any period, coefficients being con-
stant in space.
For meshing simplicity, we perform numerical simulations in dimension 2 and we use circular bio-
logical cells, of radius Rm. The values we use for the other coefficients are in the range of values
experimentally measured for the biological tissues involved in diffusion MRI. It is common in the










(see [7] for details about the reason why this quantity is used). We display a comparison of log S(b(q))
for the different models, comparing them to the two-compartment model, on figures 3 and 4. We
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Figure 2: Log of the normalized signals, σe = σc = 3e − 3mm2s−1, κε = 5e − 5ms−1, Rm = 0.45,
δ = 3.5ms, ∆ = 5, 15, 25, 35ms
clearly see on these figures that one of the five models seems to reproduce the behavior of the signal
much better that the four other, in all the tested situations. This model is the limit model when
p = 1, i.e. the coupled macroscopic model (17). In particular, it is the only model that accurately
reproduces the ’curvature’ of the signal : the signal obtained from the full model is not a straight
11
Figure 3: Log of the normalized signals, σe = σc = 3e − 3mm2s−1, κε = 5e − 5ms−1, Rm = 0.45,
δ = 3.5ms, ∆ = 5, 15, 25, 35ms
line, as a single Bloch-Torrey equation with homogeneous coefficients would produce (see [7]). The
models with p ≤ 0, can consequently not reproduce such behavior, while for p = 2 the ’curvature’
is clearly not the right one. In fact, this ’curvature’ corresponds to the macroscopic counterpart of
the cell membranes. As the model for p = 1 is the only one which transports on the equation the
12
Figure 4: Log of the normalized signals,σe = 3e− 3mm2s−1, σc = 1e− 3mm2s−1, κε = 1e− 5ms−1,
Rm = 0.375, δ = 3.5ms, ∆ = 5ms and σe = 4e− 3mm2s−1, σc = 1e− 3mm2s−1, κε = 1e− 5ms−1,
Rm = 0.49, δ = 2.5ms, ∆ = 5ms
effect of the membranes through the coupling coefficients, it seems logical that it is indeed the most
accurate. For a more thorough numerical study of the limit model when p = 1, we refer the reader
to [13].
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4 Some results from the unfolding method in homogenization
In this section, we presents the tools that will be needed to rigorously establish the macroscopic
models by homogenization of the two compartment model. The results of this section are extracted
from [4], [5], [6] and [9], with the slight difference that we consider here the time dependent case.
As the time variable plays the role of a parameter, the extension is straightforward, which is why
we do not recall any proof here. However, we felt that it would be more convenient for the reader
to sum up these results here.
4.1 The periodic unfolding operator
We first need to introduce some notations to describe our periodic domain. We denote [z]Y the
unique integer combination of the vectors ei of the canonical basis of Rd such that z − [z]Y belongs












The periodic unfolding operators T αε for α ∈ {c, e} are defined for any φ Lebesgue measurable on
Ωεα×]0, T [, by :









for a.e. (x, y, t) ∈ Rd × Yα×]0, T [ (33)
While φ is defined only on Ωεα×]0, T [, T αε (φ) is defined on Rd × Yα×]0, T [, where it is Lebesgue-
measurable. It is obvious from the definition that, for v and w Lebesgue measurable on Ωεα×]0, T [:
T αε (vw) = T αε (v)T αε (w) (34)
Convergence properties of the unfolding operator with respect to ε, are expressed through the mean







for which using Hölder’s inequality, one can immediately see that for Φ ∈ Lβ(0, T, L2(Rd×Yα)) and
β ∈ {2,∞}:
||MYα(Φ)||Lβ(0,T,L2(Rd)) ≤ |Yα|−1/2||Φ||Lβ(0,T,L2(Rd×Yα)) (36)
Theorem 4.1. For f measurable on Yα×]0, T [, extended by Y periodicity on all Ωα, we define the
sequence :





a.e. for x ∈ Ωεα (37)
Then,
T αε (fε)(x, y, t) = f(y, t) for a.e. (x, y, t) ∈ Rd × Yα×]0, T [
The operator T αε is linear and continuous from L2(0, T, L2(Ωεα)) to L2(0, T, L2(Rd × Yα)) or from















(ii) ||T αε (φ)||L2(0,T,L2(Rd×Yα)) = |Y |
1/2||φ||L2(0,T,L2(Ωεα))










(ii) ||T αε (φ)||L∞(0,T,L2(Rd×Yα)) = |Y |
1/2||φ||L∞(0,T,L2(Ωεα))
14
In the remaining of this section, we will use β ∈ {2,∞} to state simultaneously the results for L2
in time functions and L∞ in time functions, in order to avoid repetitions. To do so, we introduce
the notation "β-weak convergence", to be understood as weak convergence in the case β = 2, and
weak∗ convergence in the case β =∞.
Theorem 4.2. The unfolding operator T αε has the following convergence properties :
(i) For w ∈ Lβ(0, T, L2(Rd)),





w β − weakly in Lβ(0, T, L2(Rd))
where χε,α is the characteristic function of Ωεα.
(ii) Let (wε)ε be a sequence in Lβ(0, T, L2(Rd)) such that :
wε → w strongly in Lβ(0, T, L2(Rd))
then
T αε (wε)→ w strongly in Lβ(0, T, L2(Rd × Yα))
(iii) Let (wε)ε be a bounded sequence in Lβ(0, T, L2(Ωεα)), i.e. there exists C > 0 such that :
||wε||Lβ(0,T,L2(Ωεα)) ≤ C
Then the corresponding sequence (T αε (wε))ε is bounded in Lβ(0, T, L2(Rd×Yα)). Moreover, if





MYα(ŵ) β − weakly in Lβ(0, T, L2(Rd))
(iv) If T αε (wε) ⇀ ŵ in Lβ(0, T, L2(Rd × Yα)), then
||ŵ||Lβ(0,T,L2(Rd×Yα)) ≤ lim infε→0 |Y |
1/2||wε||Lβ(0,T,L2(Ωεα)) (38)




MYα(f) β − weakly in Lβ(0, T, L2(Rd)) (39)
Now, we introduce the local average operator Mαε : L2(0, T, L2(Ωεα)) → L2(0, T, L2(Rd)), which is
nothing but the average of a function on each periodicity cell. It is defined as follows :




ε([ xε ]Y +Yα)
φ(ζ, t)dζ for a.e. (x, t) ∈ Rd×]0, T [
Using the obvious change of variable in each cell, we have for a.e. (x, t) ∈ Rd×]0, T [ :
















=MYα(T αε (φ))(x, t)
We also have on Rd × Yα:


























4.2 The unfolding operator and gradients
First, remark that for w ∈ L2(0, T,H1(Ωεα)), we have :
∇yT αε (w) = εT αε (∇w) for a.e. (x, y, t) ∈ Rd × Yα×]0, T [ (40)
Consequently, from point (iii) of theorem 4.1 we immediately deduce that T αε maps L2(0, T,H1(Ωεα))
into L2(0, T, L2(Ω, H1(Yα))). The next theorem, extracted from [6] and [9], describes the convergence
properties of the unfolding operators acting on gradients :
Theorem 4.3. Let (wε)ε be a sequence of L2(0, T,H1(Ωεα)) such that :
||wε||L2(0,T,H1(Ωεα)) ≤ C (41)
Then there exists w in L2(0, T,H1(Rd)) such that, up to a subsequence :
T αε (wε) ⇀ w weakly in L2(0, T, L2(Ω, H1(Yα))) (42)
Moreover, there exists ŵ ∈ L2(0, T, L2(Ω, H1(Yα))) such thatMYα(ŵ) = 0 and, up to a subsequence:




(T αε (wε)−Mαε (wε)) ⇀ ŵ + yα · ∇w weakly in L2(0, T, L2(Rd, H1(Yα)))
(43)
where :
yα = y −MYα(y)
If α = c, then ŵ ∈ L2(0, T, L2(Ω, H1] (Ye))).






For any ϕ Lebesgue measurable on Γε×]0, T [, the boundary unfolding operator T Γε is defined by:









for a.e. (x, y, t) ∈ Rd × Γm×]0, T [ (44)
As before, if (ϕ,ψ) are two functions Lebesgue-measurable on Γε×]0, T [, we have:
T Γε (ϕψ) = T Γε (ϕ)T Γε (ψ) (45)
One can immediately remark that for φ ∈ L2(0, T,H1(Ωεα)), α ∈ {c, e}, one has simply:
T Γε (φ) = T αε (φ)|Γε (46)
i.e. T Γε (φ) is the trace of T αε (φ) on Γε. It follows from the trace theorem that there exists a constant
C > 0 independent on ε such that :
||T Γε (φ)||L2(0,T,L2(Rd,H1/2(Γm))) ≤ C||T
α
ε (φ)||L2(0,T,L2(Rd,H1(Yα))) (47)
Theorem 4.4. The boundary unfolding operator T Γε as the following properties :











T Γε (ϕ)(x, y, t)dxdµ(y)dt (48)
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(ii) For any ϕ ∈ L2(0, T, L2(Γε))
||T Γε (ϕ)||L2(0,T,L2(Rd×Γm)) ≤ ε
1/2|Y |1/2||ϕ||L2(0,T,L2(Γε))
(iii) Let (wε)ε be a L2(0, T,H1(Ωεα)) sequence and ϕε a L2(0, T, L2(Γε)) sequence such that :
T αε (wε)→ w weakly in L2(0, T, L2(Rd, H1(Yα)))












ϕ(x, y, t)w(x, y, t)dxdµ(y)dt














We conclude this section by a useful result, especially designed for handling trace jumps between Ωεe
and Ωεc. It is essentially a rewriting of a result of [9], in a form that is well suited for handling our
particular problem :
Theorem 4.5. Let wε = (wε,e, wε,c) be a sequence of L2(0, T,H1(Ωεext)) = L2(0, T,H1(Ωεe)) ×
L2(0, T,H1(Ωεc)) such that there exists γ ≥ 1/2 and C > 0 independent on ε such that:
||wε||L2(0,T,H1(Ωεext)) ≤ C and ||wε,e − wε,c||L2(0,T,L2(Γε)) ≤ Cε
γ
Let (ϕε)ε be a sequence in L2(0, T,H1(Rd)). Assume that there exists
ϕ ∈ L2(0, T, L2(Rd, H1(Γm)))
such that:
T Γε (ϕε)→ ϕ strongly in L2(0, T, L2(Rd, H1(Yα)))











ϕ (ŵe − ŵc + µ))











T Γε (ϕε)(x, y, t)T αε (wε)(x, y, t)dxdµ(y)dt



















T Γε (ϕε)(x, y, t)(T αε (wε)−Mαε (wε))(x, y, t)dxdµ(y)dt
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We know from theorem 4.3 that :
1
ε
(T αε (wε)−Mαε (wε)) ⇀ ŵα + yα · ∇w weakly in L2(0, T, L2(Rd, H1(Yα)))
and thus, applying the trace theorem (in the y variable) :
1
ε




















weakly in L2(0, T, L2(Rd × Γm)). Moreover, from point (iv) of theorem 4.4 and the bound on the
trace jump, we know that there exists µ1 ∈ L2(0, T, L2(Rd × Γm)) such that :
1
ε
(T eε (wε)− T cε (wε)) ⇀ µ1 weakly in L2(0, T, L2(Rd × Γm))
Thus, combining these two weak convergence results, we deduce that 1ε (M
e
ε(wε)−Mcε(wε)), which
is independent on y, is weakly convergent in L2(0, T, L2(Rd × Γm)), to some µ2 ∈ L2(0, T, L2(Rd))













· ∇w + µ2
we obtain the desired result.
5 Derivation of the macroscopic models by homogenization of
the two compartment model
To ensure that we work in a pleasant mathematical framework, we will apply the periodic unfolding
method to M̃ε rather than to Mε. Then, using the equivalence between these two families of
functions, the homogenized model for the original unknown can be easily deduced. Using the results
of the periodic unfolding method presented in section 4, establishing rigorously the five limit models
for the unknown M̃ε is quite straightforward.













































AsW (0, T,Xε) ↪→ C0(0, T,Hε), for any function Ψ ∈ C1([0, T ], H1(Ωεext)) = (Ψe,Ψc) ∈ C1([0, T ], H1(Ωεe))×
































Mε(x, T )Ψ(x, T )dx (50)
and in particular, for any function






























Recall that we have set κε = εpσm. Using the above formulation, we now rigorously derive five
macroscopic models, according to the values of p. We start by the simplest case, when p ≥ 1, and
then we treat the three remaining ones.
5.1 The macroscopic models when p ≥ 1
The aim of this subsection is to prove the following theorem :
Theorem 5.1. Let p ≥ 1 and let M̃ε = (M̃ε,e, M̃ε,c) be the unique solution of the two-compartment
model (3), with f ∈ L∞(]0, T [) and M̃init ∈ L2(Rd). Then, there exists :
(M̃0,e, M̃1,e) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Ω, H1] (Ye)))
and
(M̃0,c, M̃1,c) ∈ L2(0, T, L2(Rd))× L2(0, T, L2(Ω, H1(Yc)))







M̃0,e weakly in L2(0, T, L2(Rd))
T αε (M̃ε,α) ⇀ M̃0,α weakly in L2(0, T, L2(Ω, H1(Yα))), α ∈ {c, e}
T αε (∇M̃ε,α) ⇀ ∇M̃0,α +∇yM̃1,α weakly in L2(0, T, L2(Rd × Yα)), α ∈ {c, e}
(52)
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and the four functions (M̃0,e, M̃1,e) and (M̃0,c, M̃1,c) are solutions of the following variational for-
mulations, ∀ Ψ = (Ψe,Ψc) ∈ C1c ([0, T [, H1(Ωe)) × C1c ([0, T [, H1(Ωc)) and ∀ Φ = (Φe,Φc) ∈












∇M̃0,α(x, t) +∇yM̃1,α(x, y, t)
]








































































∇M̃0,α(x, t) +∇yM̃1,α(x, y, t)
]
















































in the case p ≥ 2.
Proof. The main steps of the proof are identical for the two situations. In fact, the only difference
will come from the treatment of the boundary term in (51). From the bound (12) of theorem 2.1,
we know that there exists C > 0 independent on ε such that, for α ∈ {c, e} :
||M̃ε,α||L2(0,T,H1(Ωεα)) ≤ e
CT ||Minit||L2(Rd)
Thus, we deduce from theorem 4.3 the existence of :
(M̃0,e, M̃1,e) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1] (Ye)))
and
(M̃0,c, M̃1,c) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1(Yc)))
such that :
T eε (M̃ε,e) ⇀ M̃0,e weakly in L2(0, T, L2(Rd, H1(Ye)))
T eε (∇M̃ε,e) ⇀ ∇M̃0,e +∇yM̃1,e weakly in L2(0, T, L2(Rd × Ye)))
T cε (M̃ε,c) ⇀ M̃0,c weakly in L2(0, T, L2(Rd, H1(Yc)))
T cε (∇M̃ε,c) ⇀ ∇M̃0,c +∇yM̃1,c weakly in L2(0, T, L2(Rd × Yc)))
20
We write :
M̃ε = χε,eM̃ε,e + χε,cM̃ε,c




M̃0,α weakly in L2(0, T, L2(Rd))







M̃0,c weakly in L2(0, T, L2(Rd))
Choosing test functions Ψα ∈ C1c ([0, T [, H1(Rd)), we pass to the limit in the preceding expressions.
For the volumic terms, from theorem 4.1 and formula (34), point (ii) of theorem 4.2 and the above





































































































ıqF (t)σc(y)M̃0,cn · ∇Ψc(x, t)dxdydt
For the boundary terms, we will use results obtained through the periodic unfolding operator
on the boundary. From point (ii) of theorem 4.2, we deduce that T Γε (Ψα) −→ Ψα strongly in
L2(0, T, L2(Rd, H1(Yα))). As T Γε (Ψα) = T Γε (Ψα)|y∈Γm , the continuity of the trace operator implies
21
the strong convergence of T Γε (Ψα) towards Ψα in L2(0, T, L2(Rd, H1/2)) and thus, using the above

















εpσm(M̃ε,e − M̃ε,c)(Ψe − Ψc)dµ(x)dt → 0 in the case p > 1. Finally, for the second













Consequently, we have obtained the result for test functions independent on y. Now, we use as
test function Ψε = (Ψεe,Ψεc), where Ψεα = εψα(x, t)Φα(
x
ε ), with ψα ∈ D(]0, T [×R
d) and where
Φe ∈ H1] (Ye) is Y -periodic and Φc ∈ H1(Yc) is periodically repeated on each Y -translated of Yc.
Then, due to the additional factor ε, all the terms (including the second member) except the ones
involving ∇xΨε will vanish when taking the limit ε→ 0. For this term, we have :




















σeT eε (∇M̃ε,e)(x, y, t) [εT eε (∇ψe(x, t))Φe(y)








σcT cε (∇M̃ε,c)(x, y, t) [εT cε (∇ψc(x, t))Φc(y)
+T cε (ψc(x, t))∇yΦc(y)] dxdydt

























∇M̃0,c(x, t) +∇yM̃1,c(x, y, t)
]
Ψc(x, t)∇yΦc(y)dxdydt





















ıqF (t)σc(y)M̃0,c(x, t)n ·Ψc(x, t)∇yΦc(y)dxdydt
and the sum of these two terms is equal to zero as all the other terms vanish. Using the density of
D(]0, T [×Rd)×H1] (Ye) in L2(0, T, L2(Rd, H1] (Ye))) and ofD(]0, T [×Rd)×H1(Yc) in L2(0, T, L2(Rd, H1(Yc))),






































ıqF (t)σc(y)M̃0,c(x, t)n · ∇yΦc(x, y, t)dxdydt = 0
Adding this to the previous result, we obtain (53) and (54).
Now, we identify the corresponding macroscopic models :
Theorem 5.2. Let wi,α be solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σe∇ywi,e · ν + σeei · ν = 0 on Γm
σc∇ywi,c · ν + σcei · ν = 0 on Γm
wi,e Ye − periodic
(21)






σα(∇wj,α + ej) · (∇wi,α + ei) (14)








the variational problem (53) implies that M̃0 = (M̃0,e, M̃0,c) ∈ W (0, T,X) satisfies for any V ∈ X
23


























q2F (t)2Den · nM̃0,e, Ve
)
L2
= 0 in D′(]0, T [)


























q2F (t)2Dcn · nM̃0,c, Vc
)
L2
= 0 in D′(]0, T [)
M̃0,c(·, 0) = Minit in Rd
(55)
The variational problem (54) implies that M̃0 = (M̃0,e, M̃0,c) ∈ W (0, T,X) satisfies for any V ∈ X





















q2F (t)2Den · nM̃0,e, Ve
)
L2
= 0 in D′(]0, T [)





















q2F (t)2Dcn · nM̃0,c, Vc
)
L2
= 0 in D′(]0, T [)
M̃0,c(·, 0) = Minit in Rd
(18)










in ]0, T [×Rd × Yα, α ∈ {e, c}
Proof. We detail the proof only for p = 1, the proof being identical for p ≥ 2. As we have seen in






































ıqF (t)σc(y)M̃0,c(x, t)n ·Ψc(x, t)∇yΦc(y)dxdydt = 0




∇M̃0,e(x, t) +∇yM̃1,e(x, y, t)− ıqF (t)σe(y)M̃0,e(x, t)n
]
∇yΦe(y)dy = 0




∇M̃0,c(x, t) +∇yM̃1,c(x, y, t)− ıqF (t)σc(y)M̃0,c(x, t)n
]
∇yΦc(y)dy = 0
which is the classical variational formulation of the problem, for a.e. (x, t) ∈ Ω×]0, T [:∣∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇yM̃1,α(x, y, t) +∇xM̃0,α(x, t)− ıqF (t)M̃0,α(x, t)n)) = 0 in Yα
σe∇yM̃1,e(x, y, t) · ν + σe∇xM̃0,e(x, t) · ν − ıqF (t)M̃0,e(x, t)n · ν = 0 on Γm
σc∇yM̃1,c(x, y, t) · ν + σc∇xM̃0,c(x, t) · ν − ıqF (t)M̃0,c(x, t)n · ν = 0 on Γm
M̃1,e Ye − periodic
which provides the desired formula for M̃1,α. Now, for any Ψα ∈ C1c ([0, T [, H1(Rd)), we have, for






























 · M̃0,α(x, t)∇Ψα(x, t)











σα(∇wj,α + ej) · ei





































































































q2F (t)2Dαn · nM̃0,αΨα











































Taking alternatively Ψe = 0 or Ψc = 0, we obtain, for any Ψe ∈ C1([0, T [, H1(Rd)) and any















































for α ∈ {e, c}, with β = c if α = e and β = e if α = c. Integrating by parts in time, we obtain the
desired result.
It is clear that we can immediately deduce theorem 3.1 from theorem 5.2, using the change of
unknowns :
Mi,α = M̃i,αe
−ıqx·nF (t) Mε = M̃εe
−ıqx·nF (t)
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5.2 The macroscopic models when p ≤ 0
The aim of this subsection is to prove the following theorem :
Theorem 5.3. Let p = 0 or p = −1 and let M̃ε = (M̃ε,e, M̃ε,c) be the unique solution of the
two-compartment model (3), with f ∈ L∞(]0, T [) and M̃init ∈ L2(Rd). Then, there exists :
(M̃0, M̃1,e) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1] (Ye)))
and
M̃1,c ∈ L2(0, T, L2(Rd, H1(Yc)))
such that :∣∣∣∣∣∣∣∣
M̃ε ⇀ M̃0 weakly in L2(0, T, L2(Rd))
T αε (M̃ε,α) ⇀ M̃0 weakly in L2(0, T, L2(Ω, H1(Yα))), α ∈ {c, e}
T αε (∇M̃ε,α) ⇀ ∇M̃0 +∇yM̃1,α weakly in L2(0, T, L2(Rd × Yα)), α ∈ {c, e}
(56)
and the three functions M̃0, M̃1,e and M̃1,c are solutions of the following variational formulations,













∇M̃0(x, t) +∇yM̃1,α(x, y, t)
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∇M̃0(x, t) +∇yM̃1,α(x, y, t)
]















































M̃1,e − M̃1,c + µ
]








in the case p = −1, for some µ ∈ L2(0, T, L2(Rd)). Let p ≤ −2 and let M̃ε = (M̃ε,e, M̃ε,c) be the
unique solution of the two-compartment model (3), with f ∈ L∞(]0, T [) and M̃init ∈ L2(Rd). Then,
there exists :
(M̃0, M̃1) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1] (Y )))
27
such that :∣∣∣∣∣∣∣∣
M̃ε ⇀ M̃0 weakly in L2(0, T, L2(Rd))
T αε (M̃ε,α) ⇀ M̃0 weakly in L2(0, T, L2(Ω, H1(Yα))), α ∈ {c, e}
T αε (∇M̃ε,α) ⇀ ∇M̃0 +∇yM̃1 weakly in L2(0, T, L2(Rd × Yα)), α ∈ {c, e}
(59)
and the two functions (M̃0, M̃1) are solutions of the following variational formulations, ∀ Ψ ∈
C1c ([0, T [, H









∇M̃0(x, t) +∇yM̃1(x, y, t)
]












































in the case p ≤ −2.
Proof. The main difference with the proof of theorem 5.1 comes from the treatment of the boundary
term, thus we will only detail this part. In the three cases, we have again, from the bound (12) of
theorem 2.1 that for α ∈ {c, e}, that for some C > 0 independent on ε:
||M̃ε,α||L2(0,T,H1(Ωεα)) ≤ e
CT ||M̃init||L2(Rd)




(M̃ε,e − M̃ε,c)2 ≤
ε−pC(σ+, q, ||F ||L∞(]0,T [))
σm
||M̃ε||L2(0,T,Xε) (61)
We deduce again from theorem 4.3 the existence of :
(M̃0,e, M̃1,e) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1] (Ye)))
and
(M̃0,c, M̃1,c) ∈ L2(0, T,H1(Rd))× L2(0, T, L2(Rd, H1(Yc)))
such that :
T eε (M̃ε,e) ⇀ M̃0,e weakly in L2(0, T, L2(Rd, H1(Ye)))
T eε (∇M̃ε,e) ⇀ ∇M̃0,e +∇yM̃1,e weakly in L2(0, T, L2(Rd × Ye)))
T cε (M̃ε,c) ⇀ M̃0,c weakly in L2(0, T, L2(Ω, H1(Yc)))
T cε (∇M̃ε,c) ⇀ ∇M̃0,c +∇yM̃1,c weakly in L2(0, T, L2(Rd × Yc)))
Now, for any function Ψ = (Ψe,Ψc) ∈ C1c ([0, T [, H1(Ωe)) × C1c ([0, T [, H1(Ωc)), using the periodic
















T Γε (M̃ε,e)− T Γε (M̃ε,c)
)
(T eε (Ψe)− T cε (Ψc)) dxdµ(y)dt
)











σm(M̃0,e − M̃0,c)(Ψe −Ψc)dxdµ(y)dt



















σm(M̃0,e − M̃0,c)(Ψe −Ψc)dxdµ(y)dt 6= 0





εpσm(M̃ε,e − M̃ε,c)(Ψe −Ψc)dµ(x)dt
∣∣∣∣∣ −→ +∞





σε∇M̃ε(x, t)∇Ψ(x, t) + ıqF (t)∇M̃ε(x, t) · nΨ(x, t)
























using Cauchy-Schwarz inequality we deduce that there exists some C(σ+, q, ||F ||L∞(]0,T [)) > 0 inde-





εpσm(M̃ε,e − M̃ε,c)(Ψe −Ψc)dµ(x)dt
∣∣∣∣∣
≤ C(σ+, q, ||F ||L∞(]0,T [))||M̃ε||L2(0,T,Xε)||Ψ||L2(0,T,X)


























σm(M̃0,e − M̃0,c)(Ψe −Ψc)dxdµ(y)dt = 0
for all Ψ = (Ψe,Ψc) ∈ C1c ([0, T [, H1(Ωe)) × C1c ([0, T [, H1(Ωc)), from which we deduce that M̃0,e =
M̃0,c. Consequently, we can restrict the test functions to all Ψ ∈ C1c ([0, T [, H1(Rd)). Then, the
boundary term vanishes, because of the continuity in trace of Ψ, and we obtain the first part
of the result, by going to the limit in the variational formulation through the periodic unfolding
operators, as in the proof of theorem 5.1. Now, we use the test function Ψεα = εψα(x, t)Φα(
x
ε ), with
ψα ∈ D(]0, T [×Ω) and where Φe ∈ H1] (Ye) is Y -periodic and Φc ∈ H1(Yc) is periodically repeated
on each Y -translated of Yc. Again, due to the additional factor ε, all the volumic terms (including
the second member) except the one involving ∇xΨε will vanish when taking the limit ε → 0. For
the boundary term, we must distinguish according to the value of p. For p = 0, as M̃0,e = M̃0,c, we




εσm(M̃ε,e − M̃ε,c)(ΨeΦf,ε −ΨcΦc,ε)dµ(x)dt→ 0
Proceeding as in the proof of theorem 5.1, using the unfolding operator on the boundary through
points (i) and (iii) of theorem 4.4, the density of D(]0, T [×Rd)×H1] (Ye) in L2(0, T, L2(Ω, H1] (Ye)))
and of D(]0, T [×Rd) × H1(Yc) in L2(0, T, L2(Ω, H1(Yc))),and the previous result, we easily obtain
(57).
Now, for p = −1, we have from theorem 4.1 and formula (45):
T Γε (ΨαΦα,ε)(x, y, t) = T Γε (Ψα)(x, y, t)Φα(y) −→ Ψα(x, t)Ψα(y)
strongly in L2(0, T, L2(Rd × Γm)). Estimate (61) now allow us to use theorem 4.5, and thus there


















M̃1,e − M̃1,c + µ
]
[Ψe(x, t)Φe(y)−Ψc(x, t)Φc(y)] dxdµ(y)dt
that (58) directly follows by density.





σε∇M̃ε(x, t)∇Ψ(x, t) + ıqF (t)∇M̃ε(x, t) · nΨ(x, t)
































εpσm(M̃ε,e − M̃ε,c)(ΨeΦf,ε −ΨcΦc,ε)dµ(x)dt
∣∣∣∣∣ < +∞
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−1(M̃ε,e − M̃ε,c)(ΨeΦf,ε −ΨcΦc,ε)dµ(x)dt
)
this is possible if and only if M̃1,e = M̃1,c + µ in that case, with µ ∈ L2(0, T, L2(Rd)) independent
on y. Then, taking Ψε = Ψ(x, t)Φε(x), with Ψ ∈ D(]0, T [×Rd) and Φ ∈ H1] (Y ), we obtain, the


















ıqF (t)σe(y)M̃0(x, t)n ·Ψ(x, t)∇yΦ(y)dxdydt = 0
and thus, by density (60) is proved.
Now, reinterpreting the variational formulations we have obtained, we can prove in exactly the same
way than for p ≥ 1, that :
Theorem 5.4. The variational problems (57), (58) and (60) imply that M0 ∈ W q,f (0, T,H1(Rd))





















q2F (t)2Dn · nM̃0, V
)
L2
= 0 in D′(]0, T [)
M̃0(·, 0) = Minit in Rd
(62)







σα(∇wj,α + ej) · (∇wi,α + ei) (20)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σe∇ywi,e · ν + σeei · ν = 0 on Γm
σc∇ywi,c · ν + σcei · ν = 0 on Γm
wi,e Ye − periodic
(21)






σα(∇wj,α + ej) · (∇wi,α + ei) + σm
∫
Γm
(wj,e − wj,c)(wi,e − wi,c) (22)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
σα∇ywi,α · ν + σαei · ν = σm(wi,e − wi,c) on Γm
σe∇ywi,e · ν + σeei · ν = σc∇ywi,c · ν + σcei · ν on Γm
wi,e Ye − periodic
(23)
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σα(∇wj,α + ej) · (∇wi,α + ei) (24)
where the wi,α are solutions for i = 1, 2 of the cell problems :∣∣∣∣∣∣∣∣∣∣
−divy(σα(∇ywi,α + ei)) = 0 in Yα
wi,e = wi,c on Γm
σe∇ywi,e · ν + σeei · ν = σc∇ywi,c · ν + σcei · ν on Γm
wi,e Ye − periodic
(25)










in Rd × Yα, α ∈ {e, c}





















− µ in ]0, T [×Rd × Yc










in ]0, T [×Rd × Y
It is again clear that theorem 3.2 is a direct consequence from theorem 5.4, using the change of
unknowns :
Mi = M̃ie
−ıqx·nF (t) Mε = M̃εe
−ıqx·nF (t)
6 Conclusion
We have proposed a mathematical justification to the macroscopic model for dMRI introduced in
[7], as well as for all the other possible limit problem for two-compartment Bloch-Torrey equations
with a scaled permeability (as it is easy to notice that integer exponents are sufficient to cover all
the possible cases). This leads to five macroscopic models, among which the coupled model of [7]
seems to be the more efficient for modeling realistic dMRI measurements. These results can be easily
generalized to situations which involves several permeability conditions, with potentially different
scaling for each permeability coefficient, and thus cover many useful situations (for instance the case
where a myelin layer covers the cell, with a permeability condition between the cell and the myelin
as well as between the myelin and the extra-cellular fluid).
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