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Abstract
In this paper we study the time-dependent Ginzburg-Landau equations on a smooth,
bounded domain Ω ⊂ R2, subject to an electrical current applied on the boundary. The
dynamics with an applied current are non-dissipative, but via the identification of a special
structure in an interaction energy, we are able to derive a precise upper bound for the energy
growth. We then turn to the study of the dynamics of the vortices of the solutions in the limit
ε → 0. We first consider the original time scale, in which the vortices do not move and the
solutions undergo a “phase relaxation.” Then we study an accelerated time scale in which the
vortices move according to a derived dynamical law. In the dynamical law, we identify a novel
Lorentz force term induced by the applied boundary current.
1 Introduction
1.1 Formulation of the equations and boundary conditions
The Ginzburg-Landau free energy functional on a domain Ω ⊂ R2 is defined for a function u : Ω→
C, a vector field A : Ω→ R2, and a real parameter ε > 0 by
Fε(u,A) =
1
2
∫
Ω
|∇Au|2 + |curlA|2 + (1− |u|
2)2
2ε2
, (1.1)
where ∇Au := ∇u − iAu is the covariant gradient of u. Ginzburg and Landau introduced their
eponymous functional in 1950 [16] as a free energy in a phenomenological model of superconductivity.
In this setting Ω is thought of as a two-dimensional cross section of a sample of superconducting
material; we shall assume Ω is smooth and bounded. The function u is known as the “order
parameter,” and models the relative density and phase of superconducting electrons, with |u| ≈ 1
indicating the superconducting state and |u| ≈ 0 indicating the normal state. The vector field
A is the magnetic vector potential and h := curlA is the induced magnetic field strength in Ω.
The vector he3, which is orthogonal to Ω, is the induced magnetic field. In the model, ε > 0 is
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a parameter depending on the material comprising the superconductor. We are interested in the
regime ε≪ 1, which corresponds to so-called “extreme type-II” superconductors.
The equations modeling the dynamics of superconductors, derived by Gor’kov and Eliashberg
in 1968 [17], are the covariant heat flow for the Ginzburg-Landau functional:{
∂tu+ iΦu = ∆Au+
u
ε2
(1− |u|2) in Ω× R+
σ(∂tA+∇Φ) = ∇⊥h+ (iu,∇Au) in Ω× R+.
(1.2)
In these equations we have written ∆Au := (div−iA·)∇Au for the covariant Laplacian and ∇⊥h :=
(−∂2h, ∂1h) for the perpendicular gradient of the induced magnetic field. The function Φ : Ω→ R
is the electric potential, and E := −(∂tA+∇Φ) is the induced electric field. The constant σ > 0 is
the conductivity of the superconducting material, and by Ohm’s law the quantity σE is the current
of normal (i.e. non-superconducting) electrons in Ω. The vector field (iu,∇Au) is known as the
supercurrent, and represents the current of electrons in the superconducting state. Here we have
employed the notation (a, b) := ℜ(a)ℜ(b) + ℑ(a)ℑ(b) for a, b ∈ C to mean the inner-product with
C identified with R2, and (a,X) for X ∈ C2 to mean the vector in R2 with components (a,X1) and
(a,X2).
The equations (1.2) give rise to the Maxwell equations in Ω. The second equation in (1.2) is
Ampe`re’s law with the total current given as the sum of the normal and supercurrents. Faraday’s
law of induction is seen in the relation curlE = − curl(∂tA + ∇Φ) = −∂th. Taking the inner-
product (iu, ·) with the first equation in (1.2) and taking the divergence of the second, we find
divE = −(iu, ∂Φu)/σ, where we have written ∂Φu = ∂tu + iΦu. Then −(iu, ∂Φu)/σ is the charge
in Ω, and Gauss’s law holds. The remaining Maxwell equation, Gauss’s law of magnetism, follows
since div(he3) = ∂3h = 0.
The evolution of the superconductor is coupled to the electromagnetic fields on the exterior of
the domain, Ωc = R2\Ω, by assuming that the electromagnetic fields satisfy Maxwell’s equations
everywhere [17, 9, 14, 13]. In the absence of surface charges, this gives rise (cf. [18]) to boundary
jump conditions coupling the external electric and magnetic fields, Eex and Hex, to the fields in Ω.
These are
E · ν = Eex · ν and h = Hex, (1.3)
where ν is the outward unit normal on ∂Ω. We will assume that the exterior fields satisfy the static
Maxwell equations, which in particular requires
∇⊥Hex = −Iex, (1.4)
where Iex : Ω
c → R2 is the smooth, time-independent current of normal electrons on the exterior.
If Ωc is a conductor, we will assume it has the same conductivity as Ω so that Iex = σEex. If Ω
c
is not a conductor, then Iex = 0 and we take Hex > 0; Eex need not vanish, but it is frequently
assumed to when Iex does.
It is mathematically convenient to recast the boundary conditions for E · ν in (1.3) in terms of
a condition for ∇Au · ν. Since ∇⊥h · ν = ∇h · τ = −∂τh with τ the unit tangent, we may plug
h = Hex and (1.4) into the second equation in (1.2) to see
(iu,∇Au · ν) = Iex · ν − σE · ν. (1.5)
When σEex = Iex (with Iex possibly 0) we may then take ∇Au ·ν = 0, which implies the appropriate
boundary condition, Eex · ν = E · ν.
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We will actually study a generalization of these boundary conditions, which for clarity we record
now along with the evolution equations:

∂tu+ iΦu = ∆Au+
u
ε2
(1− |u|2) in Ω× R+
∂tA+∇Φ = ∇⊥h+ (iu,∇Au) in Ω× R+
∇Au · ν = iuJex · ν on ∂Ω× R+
h = Hex on ∂Ω× R+
(u,A,Φ)|t=0 = (u0, A0,Φ0).
(1.6)
Here Hex is again given by (1.4), but now we take Jex : ∂Ω→ R2 to be any smooth vector field. To
reduce notational clutter, we have assumed that σ = 1, but all of our results may be modified to
handle any fixed σ > 0. The introduction of Jex is justified in three ways. First, from a mathematical
point of view, the case Jex 6= 0 is just a generalization of the case Jex = 0. The methods we develop
to handle −∇⊥Hex = Iex 6= 0 also handle Jex 6= 0, which justifies referring to Jex as a sort of current.
Second, the actual physical jump condition across ∂Ω is [18]
E · ν = Eex · ν + q, (1.7)
where q is the surface charge accumulated on ∂Ω. Plugging the generalized condition ∇Au · ν =
iuJex · ν into (1.5) when Iex = Eex yields
E · ν = Eex · ν − |u|2 Jex · ν, (1.8)
which shows that Jex · ν behaves as a sort of surface charge. Similarly, when Iex = 0 but Eex 6= 0,
which corresponds to an external voltage, (1.5) gives
E · ν = − |u|2 Jex · ν (1.9)
so that Jex · ν can also behave as an external voltage would. This suggests that the generalized
boundary condition can be used as an approximate model of surface charge or external voltage.
Third, the currents Jex and Iex are independent, which gives a mechanism for inducing different
scales of current forcing. The reader solely interested in the standard choice of boundary conditions
h = Hex, ∇Au · ν = 0 may simply take Jex = 0 in all of our analysis.
The novelty in our analysis is in the presence of the applied currents Iex and Jex. Numerous
authors [3, 23, 21, 19, 5, 6, 7, 28, 29] have studied the non-magnetic analog of the equations (1.6)
for which an applied current is impossible. In the magnetic case (1.6) has been studied rigorously
with Iex = Jex = 0 and Hex a constant in [31, 26]. Several numerical and formal asymptotic results
are available [12, 13, 14] when Iex 6= 0 and Jex = 0, a stability analysis of the normal state (u = 0)
with applied current was performed in [2], and a 1-D model of a superconducting wire with current
was studied in [24], but we are aware of no rigorous results in the 2-D magnetic model with applied
current or with a surface charge.
1.2 Definitions and terminology
We will now record several definitions and bits of terminology that will be used throughout the
paper. For a more thorough exposition of these quantities and of the magnetic Ginzburg-Landau
model in general, we refer to the book [27] and the references therein.
The objects of interest in the study of (1.6) are the zeroes of the complex-valued function u;
these are known as vortices. Each vortex carries an integer topological charge called its degree,
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which is defined as the winding number of the map u/ |u| on any simple closed curve around the
zero. The energy density (the integrand of Fε) concentrates around the vortices, with the i
th vortex
contributing an amount of energy of the order π |di| |log ε| to Fε, where di is the degree of the vortex.
The energy Fε possesses a gauge invariance under the pointwise action of the group U(1):
Fε(u,A) = Fε(ue
iξ, A +∇ξ) for any sufficiently smooth ξ : Ω → R. This gauge invariance carries
over to solutions of the equations (1.6) as well in the sense that if (u,A,Φ) are solutions, then so
are (ueiξ, A + ∇ξ,Φ − ∂tξ) for ξ : Ω × R+ → R. We refer to the change u 7→ ueiξ, A 7→ A +∇ξ,
Φ 7→ Φ − ∂tξ as a gauge change. For solutions to (1.6) to be unique, we must eliminate the gauge
invariance by “fixing a gauge.” In this paper, we work exclusively in what we call the Φ = f gauge
(see Lemma 2.4).
For any ε > 0 and any choice of Jex, Hex smooth, the system (1.6) is well-posed for all time in
any fixed gauge, and the solutions are smooth. This may be established through a modification of
standard results [10, 11]. For the sake of completeness, in Appendix A we make a few brief remarks
on the necessary changes and the a priori estimates available for solutions.
The vortices of a configuration (u,A) are best described through the “vorticity,” µ(u,A), a
gauge-invariant version of the Jacobian determinant of u:
µ(u,A) := curl(iu,∇Au) + curlA. (1.10)
It is now well-known in the literature (cf. [20] for first results but without magnetic field, and
[27, 33] for results with magnetic field) that µ(u,A) ≈ 2π∑ diδai , where ai ∈ Ω, di ∈ Z are the
location and degree of the ith vortex. Here ≈ means close in various norms: (C0,α(Ω))∗, for instance.
As in the non-magnetic case [4], two mechanisms contribute to the energy Fε. In the case we
are interested in, with n vortices of degree di = ±1, the result is that (roughly speaking)
Fε(u,A) = n(π |log ε|+ γ) +Wd(a) +O(1). (1.11)
The first term on the right is the self-energy of the vortices, which is itself composed of a divergent
term πn |log ε| and a finite term nγ, where γ is a known constant related to the structure of a
vortex. The second term is the inter-vortex interaction energy, or magnetic renormalized energy.
For a collection of points a = (a1, . . . , an) ∈ Ωn and degrees d = (d1, . . . , dn) ∈ Zn, the function
Wd(a) is defined by
Wd(a) = −π
∑
i 6=j
didj log |ai − aj |+ π
∑
i,j
didjSΩ(ai, aj). (1.12)
Here SΩ ∈ C1(Ω × Ω) is the regularization of the Green’s function for the London equation on Ω,
i.e.
SΩ(x, y) = G(x, y) + log |x− y| , (1.13)
where {
−∆xG(x, y) +G(x, y) = 2πδy in Ω
G(x, y) = 0 for x ∈ ∂Ω, y ∈ Ω. (1.14)
See [27] for further discussion of the magnetic renormalized energy and for proof of (1.11).
Throughout the paper we will use the notation o(1) to refer to any quantity that vanishes as
ε → 0. Similarly, O(1) refers to a quantity that stays bounded. For two quantities aε, bε, we will
employ the notation aε ≪ bε to mean that aε/bε = o(1), and we write aε ≍ bε if aε/bε = O(1) and
bε/aε = O(1). We will also employ the standard convention of using the letter C to denote a generic
positive constant that may change from from line to line.
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1.3 Known results and expectations
The main interest in studying (1.6) is to derive the dynamics of the vortices associated to sequences
of solutions (uε, Aε,Φε) in the limit as ε → 0. In the non-magnetic case, this was accomplished
under various assumptions and for varying lengths of time [3, 23, 21, 19, 5, 6, 7, 28, 29]. The
magnetic case with Iex = Jex = 0 and Hex = hex(ε) a constant depending on ε was studied in [31]
for hex(ε) fixed and in [26] for hex(ε) = β |log ε| with β > 0. In this setting the equations (1.6)
constitute the L2 gradient flow of the full Ginzburg-Landau energy,
Gε(u,A) =
1
2
∫
Ω
|∇Au|2 + |h− hex(ε)|2 + (1− |u|
2)2
2ε2
. (1.15)
This leads to energy dissipation, Gε(uε(t), Aε(t)) ≤ Gε(uε(0), Aε(0)) for all t ≥ 0, which provides
the technical advantage of a priori control of the energy and the number of vortices.
The general scheme found in these papers is that the vortices do not move until after an amount
of time of order λε = |log ε| /hex(ε). When hex(ε) is fixed, this means that in the limit ε → 0 the
vortices cannot move at all since λε → ∞. In this case (uε, Aε,Φε) → (u∗, A∗,Φ∗) in some sense,
and it is possible to pass to the limit in (1.6) to derive the dynamics for (u∗, A∗,Φ∗). To see vortex
motion, the solutions are accelerated in time at scale λε according to
uε(x, t) 7→ uε(x, λεt), Aε(x, t) 7→ Aε(x, λεt),Φε(x, t) 7→ Φε(x, λεt). (1.16)
In this scaling, the vortices do move in the limit, and their dynamics are governed by
a˙i(t) = −1
π
∇aiWd(a(t))− 2dihex∇H0(ai(t)), (1.17)
where ai(t) ∈ Ω is the location of the ith vortex, di ∈ Z is its degree, ∇aiWd is the derivative of
magnetic renormalized energy (1.12) with respect to ai ∈ Ω, and ∇H0 is a purely magnetic forcing
term with H0 the solution to the London equation{
−∆H0 +H0 = 0 in Ω
H0 = 1 on ∂Ω.
(1.18)
As such, the limiting dynamics are a gradient flow of the energy
Wd,hex(a) := Wd(a) + 2πhex
n∑
i=1
diH0(ai), (1.19)
the latter term of which is the interaction energy between the vortices and the applied magnetic
field.
In [26], the choice hex = β |log ε| implies λε = 1/β, which allows the vortices to move in the
original time scale. The interpretation of this is that the interaction energy between the vortices
and the magnetic field is sufficiently strong to induce vortex motion in the original time scale.
The resulting motion corresponds to the gradient flow of this interaction energy, and is written
a˙i = −2βdi∇H0(ai). Note that in this case the vortices do not interact with each other in the sense
that the motion of the point ai does not depend on the points aj for j 6= i.
In the case Jex 6= 0 or Iex 6= 0 the gradient flow structure of the equations (1.6) breaks down.
Energy does not dissipate, and we can no longer expect the limiting dynamics of the vortices to be a
gradient flow. This creates serious difficulties in applying the standard Ginzburg-Landau toolboxes,
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which rely crucially on precise knowledge of the energy. In fact, the applied boundary current is
expected to introduce two novel features to the dynamics, both of which have been observed in
the numerical simulations of [12, 13, 14]. First, the applied current generates an electric field in
Ω, and the vortices feel a Lorentz force perpendicular to this field. Second, and more drastic, a
sufficiently strong applied current is expected to create and destroy vortices near the boundary,
thereby injecting or removing large amounts of energy from the system.
1.4 Summary of main results
In this paper we analyze sequences of solutions (uε, Aε,Φε) to (1.6) as ε → 0 in both the original
and accelerated time scales. Our aim is to show that the applied boundary currents Iex and Jex
induce Lorentz forcing terms in the limiting vortex dynamics for the accelerated time scale, and to
identify the structure of the Lorentz forces. We make the structural assumption that
Jex = jexJ,Hex = hexH, and Iex = hexI (1.20)
for field strengths jex = jex(ε) ≥ 0 and hex = hex(ε) ≥ 0, J : ∂Ω→ R2 a smooth, fixed vector field,
and H : ∂Ω→ R the smooth trace onto ∂Ω of the solution to the static exterior Maxwell equations
∇⊥H = −I. When I = 0 we will assume that H = 1, corresponding to a uniform applied magnetic
field. For notational convenience we will not write the ε dependence for the parameters jex or hex.
We shall consider four distinct regimes for the parameters:
Regime 1: hex = jex = 1
Regime 2: 0 ≤ hex ≪ jex ≪ |log ε|1/9
Regime 3: 0 ≤ jex ≪ hex ≪ |log ε|1/9
Regime 4: 1≪ hex ≍ jex ≪ |log ε|1/9.
(1.21)
The first regime handles the choice of any jex and hex fixed with respect to ε since we may simply
rescale J and I to set jex = hex = 1. In the second two cases, at least one parameter blows up,
but one dominates the other. In the fourth case both blow up but are of the same order. The
upper bound by |log ε|1/9 is purely technical, being required in the proof of the dynamical law in
the accelerated time scale. We define the dominant field strength via
kex := max{jex, hex}. (1.22)
The main thrust of the paper is to deal with the complications caused by the dynamics no longer
being dissipative or even conservative (as with the Schro¨dinger flows associated to Fε). We show
that, while the energy does not necessarily decrease, it cannot increase too quickly. This allows us
to identify a time scale depending on kex in which the number of vortices remains constant, but the
vortices move in Ω, exhibiting the additional Lorentz force drifts due to the applied currents. The
control of the energy growth is far from trivial; indeed, we see that standard tricks (e.g. Gronwall)
are insufficient for getting precise estimates of the energy. It is only via the identification of some
very special structure in the current forcing terms that we are able to get the delicate estimates
required.
To understand how the free energy of solutions evolves in time, we introduce a splitting of
the solutions into a topological (i.e. generated by vortices) component and an applied current
component. This is similar to a technique employed in [5, 6, 7] for the non-gauged case. To
motivate the splitting, we take the curl of the second equation in (1.6) to see that{
∂thε −∆hε + hε = µ(uε, Aε) in Ω
hε = hexH on ∂Ω.
(1.23)
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We can then split hε according to hε = hexh0 + h
′
ε where{
−∆h0 + h0 = 0 in Ω
h0 = H on ∂Ω.
(1.24)
Then h0 is the static contribution of the applied magnetic field, and h
′
ε, which satisfies h
′
ε = 0 on
∂Ω, is the dynamic part of the induced magnetic field generated by the vortices. Notice that
h′ε = hε − hexh0 = curlAε − hex∆h0 = curlAε − hex curl∇⊥h0 = curl(Aε − hex∇⊥h0). (1.25)
This suggests defining the modified vector potential Bε := Aε − hex∇⊥h0, which we expect to be
the part of the vector potential generated by vortices. Then on ∂Ω
∇Bεuε · ν = ∇Aεuε · ν + iuεhex∇⊥h0 · ν = iuεJex · ν + iuε∇⊥Hex · ν = iuε(Jex − Iex) · ν, (1.26)
which shows that Jex acts as a sort of current. It is then useful to modify uε in such a way to turn
the inhomogeneous Neumann boundary condition into a homogeneous one. To do so we define f1
and f0 as the solutions to 

−∆f1 + f1 = −∆f0 + f0 = 0 in Ω
∇f1 · ν = J · ν on ∂Ω
∇f0 · ν = I · ν on ∂Ω
(1.27)
and write
f := jexf1 − hexf0. (1.28)
Then the modified order parameter vε := uεe
−if satisfies the homogeneous boundary condition
∇Bεvε · ν = e−if∇Bεuε · ν − ivε∇f · ν = ivε(Jex − Iex −∇f) · ν = 0. (1.29)
It will be convenient to introduce the forcing vector field
Zε := jex∇f1 − hex∇f0 − hex∇⊥h0. (1.30)
In studying vε, Bε, we are led by the equations (1.6) to consider the evolution of a modification
of the standard Ginzburg-Landau free energy Fε:
F˜ε(vε, Bε) := Fε(vε, Bε) +
1
2
∫
Ω
|vε|2 |Zε|2 . (1.31)
The study of F˜ε(vε, Bε) points to a natural choice of gauge: one in which Φε = f, which we refer to
as the Φ = f gauge.
Many of the arguments in this paper rely crucially on the initial data satisfying a well-preparedness
condition on the energy. In particular, for a sequence (vε, Bε) and a constant C0 > 0, we say that
initial data (vε(0), Bε(0)) are well-prepared at order C0 if µ(vε(0), Bε(0)) → 2π
∑n
i=1 diδai with
di = ±1 and
F˜ε(vε(0), Bε(0)) ≤ πn |log ε|+Wd(a) + nγ + 1
2
∫
Ω
|Zε|2 + C0kex, (1.32)
where Wd(a) is the renormalized energy defined by (1.12), Zε is given by (1.30), kex is defined by
(1.22), and γ is a fixed constant (see Lemma B.1). We note that by adapting results in the literature
([27] for example) we may construct initial data satisfying these hypotheses.
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The utility of studying vε, Bε rather than uε, Aε lies in a novel observation on the structure of
a term arising in the equation for the evolution of the modified energy. We find that if (uε, Aε,Φε)
solve (1.6) in the Φ = f gauge, then for vε = uεe
−if , Bε = Aε − hex∇⊥h0,
∂tF˜ε(vε, Bε) +
∫
Ω
|∂tvε|2 + |∂tBε|2 =
∫
Ω
Vε · Zε, (1.33)
where Vε is the “velocity component” of the full space-time Jacobian associated to (vε, Bε) (see
Section 2). The extra structure of the interaction term, Vε ·Zε, is the key to controlling the growth
of the modified energy because of estimates for Vε proved in [25] (recorded here in Proposition 2.14).
Using these estimates, we can prove that if the initial data is well-prepared at order C0, then in
an amount of time of order λε :=
|log ε|
kex
, the modified energy F˜ε(vε, Bε) can increase at most by an
amount 2C0kex.
Theorem 1 (proved later as Theorem 2.16). Suppose that the initial data (vε(0), Bε(0)) are well-
prepared at order C0, as defined by (1.32). Let λε = |log ε| /kex. Then there exists a constant T0 > 0
so that, as ε→ 0,
F˜ε(vε, Bε)(t) ≤ F˜ε(vε, Bε)(0) + 2C0kex for all t ∈ [0, T0λε], and (1.34)∫ T0λε
0
∫
Ω
|∂tvε|2 + |∂tBε|2 ≤ 2C0kex. (1.35)
When jex = hex = 1 we can derive the limiting dynamics in the original time scale for the pair
(vε, Bε) in essentially the same manner as in [31]. Since uε = vεe
if and Aε = Bε +∇⊥h0, we then
immediately get the limiting dynamics for (uε, Aε) as well.
Theorem 2 (proved later as Theorem 3.2). Let jex = hex = 1 (parameter regime 1). Suppose that
the initial data are well-prepared at order C0 as defined by (1.32). Then on any fixed time interval
[0, T ] the following hold.
1. The vortex locations do not move in time, i.e. ai(t) = ai(0) = ai for t ∈ [0, T ].
2. uε ⇀ u∗ weakly in H1loc(Ω\{ai} × [0, T ]), where
u∗ =
n∏
i=1
(
x− ai
|x− ai|
)di
eiψ∗+if := eiΘa+iψ∗+if , (1.36)
f is defined by (1.28), and ψ∗ is a single-valued function on Ω× [0, T ] satisfying{
∂tψ∗ −∆ψ∗ + ψ∗ = ψ∗(0) in Ω
∇ψ∗ · ν = −∇Θa · ν on ∂Ω.
(1.37)
3. Aε → A∗ in L2(Ω× [0, T ]) and hε ⇀ h∗ = curlA∗ weakly in L2(Ω× [0, T ]]). The function h∗
satisfies {
∂th∗ −∆h∗ + h∗ = 2π
∑n
i=1 diδai in Ω
h∗ = Hex on ∂Ω.
(1.38)
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Remark 1.1. If J = I = 0, then f = 0, and we recover a result from [31]. However, in the second
item above, the equation satisfied by ψ∗ is different from the equation satisfied by ψ∗ in [31]. The
source of this disparity is the difference in choice of gauge. We work in a gauge where Φ = f ,
whereas [31] utilizes the Lorentz gauge, Φ+divA = 0. Formally changing (u∗, A∗, f) to the Lorentz
gauge shows that our result is consistent with that of [31].
When 1 ≪ kex ≪ |log ε|1/9 (regimes 2, 3, and 4), the time scale λε is much smaller than |log ε|,
and the vortices begin to move sooner. However, the limitation on the size of kex still means that
λε → ∞ so that it takes infinitely long for the vortices to begin moving in the limit ε → 0. In
this case it is possible to extend the previous theorem to show that the vortices do not move in the
limit, but unfortunately, the proofs of the second and third items of the theorem break down when
1≪ kex, so we can derive no information on the existence or structure of limits of vε, Bε, or curlBε
in the original time scale.
The main result of the paper considers the solutions accelerated in time at scale λε, i.e. we make
the substitutions
vε(x, t) 7→ vε(x, λεt) and Bε(x, t) 7→ Bε(x, λεt). (1.39)
In this scaling the vortices move along well-defined, continuous trajectories. To show that the vortex
trajectories are differentiable and to derive the limiting law governing their dynamics, we pass to
the limit in a localized version of the evolution equation for the modified energy. We show that, as
predicted, the applied boundary currents Jex and Iex exert Lorentz forces on the vortices in addition
to the forcing term from the magnetic renormalized energy that was identified in [31, 26]. The exact
form of the limiting law depends on the parameter regime.
Theorem 3 (proved later in Lemma 4.1 and Theorem 4.15).
Suppose that the initial data are well-prepared at order C0 and that the solutions have been accelerated
in time at scale λε according to (1.39). Suppose further than the initial vortex locations are separated
from each other and the boundary by a distance at least σ0 > 0. Then for 0 < σ∗ < σ0 there exists
a time T∗ = T∗(σ∗) ∈ (0, T0] and n differentiable functions ai : [0, T∗]→ Ω satisfying the following.
1. For each time t ∈ [0, T∗] there is a degree di vortex located at ai(t), i.e. the n initial vortices
move along the trajectories ai.
2. The vortices are separated from each other and the boundary by a distance at least σ∗ for all
time t ∈ [0, T∗]. In other words, the time T∗ is chosen to precede the first time at which a
collision occurs or a vortex meets the boundary.
3. If hex = jex = 1, then λε = |log ε| and the trajectories satisfy the dynamical law
a˙i(t) = −1
π
∇aiWd(a(t))− 2di(∇h0(ai(t))−∇⊥f0(ai(t)) +∇⊥f1(ai(t))) (1.40)
4. If 0 ≤ hex ≪ jex ≪ |log ε|1/9, then λε = |log ε| /jex and the trajectories satisfy the dynamical
law
a˙i(t) = −2di∇⊥f1(ai(t)). (1.41)
5. If 0 ≤ jex ≪ hex ≪ |log ε|1/9, then λε = |log ε| /hex and the trajectories satisfy the dynamical
law
a˙i(t) = −2di∇h0(ai(t)) + 2di∇⊥f0(ai(t)). (1.42)
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6. If 1 ≪ hex ≍ jex ≪ |log ε|1/9, jex/kex → α, and hex/kex → β, then λε = |log ε| /kex and the
trajectories satisfy the dynamical law
a˙i(t) = −2diα∇⊥f1(ai(t))− 2diβ
(∇h0(ai(t))−∇⊥f0(ai(t))) . (1.43)
Remark 1.2.
1. Since f is completely determined by the applied boundary currents Jex and Iex, we see that
the novel forcing terms in the dynamics, 2di∇⊥fk(ai(t)), k = 0, 1 are really forces induced
by the applied currents. In this way we identify the new terms with the predicted Lorentz
forces. The Lorentz force induced by the applied normal current, Iex, is always accompanied
by a corresponding magnetic force 2di∇h0. On the other hand, the Lorentz force from Jex
comes unaccompanied by a magnetic force, which indicates a fundamental difference between
the currents Jex and Iex.
2. In the case 1 ≪ kex the magnetic renormalized energy disappears in the limiting dynamical
law, and the motion of any given vortex is independent of the motion of the others. This is
consistent with what was mentioned above about the form of the limiting dynamics for the
gradient flow when hex = O(1) as compared to when hex = β |log ε|.
3. In the third parameter regime, the current Jex dominates the dynamics and the limiting law is
a perpendicular gradient flow. This implies that the dynamics of the limiting vortices possess
n conserved quantities: Hi := f1(ai) for i = 1, . . . , n. This flow keeps the vortices confined to
the level sets of the function f1. Since we do not require
∫
∂Ω
J ·ν = 0 (if J ·ν models a surface
charge this should not hold), it is possible to choose J so that the level sets of f1 form closed
curves in Ω, which gives rise to periodic motion of the vortices if no collisions occur.
4. Working on the time interval [0, T∗] prevents the vortices from colliding with each other or the
boundary, and by letting σ∗ tend to 0, we can derive the dynamics up to the first collision time.
Unfortunately, our techniques break down at a collision, and we can say nothing about what
happens after. If a collision between two vortices occurs, it may be possible to use a deeper,
more refined analysis as in [5, 6, 7, 29] to understand the dynamics afterward. On the other
hand, if a vortex collides with the boundary, nothing in our analysis excludes the possibility of
that vortex disappearing and another one nucleating somewhere else on ∂Ω.
5. Setting jex = 1, J = I = 0, and H = 1, the second item of this theorem partially bridges the
gap between what is known about the limiting dynamical law for the gradient flow dynamics
when hex = O(1) [31] and when hex = β |log ε| [26].
1.5 Plan of the paper
The paper is organized as follows. In Section 2 we analyze the dynamics of the modified energy,
proving it does not increase too quickly. In Section 3 we derive the limiting dynamics in the original
time scale. In Section 4 we study the accelerated solutions and derive the limiting dynamics for the
vortices, identifying the force induced by the applied boundary currents Jex and Iex.
At the end of the paper we present two appendices. Appendix A contains a few remarks on the
well-posedness and regularity of the equations (1.6) with the new boundary condition ∇Au · ν =
iuJex · ν as well as some a priori estimates needed in a couple places in the paper. We will also
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need several results from the static analysis of the Ginzburg-Landau energy. These are collected in
Appendix B.
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2 Energy evolution
2.1 Evolution of the modified energy
The obvious starting point for an analysis of the behavior of a sequence of solutions (uε, Aε,Φε) to
(1.6) as ε → 0 is an examination of how the energy Fε(u,A) evolves in time. To understand this,
we consider the Ginzburg-Landau free energy density
g0ε(u,A) :=
1
2
(
|∇Au|2 + 1
2ε2
(1− |u|2)2 + |curlA|2
)
. (2.1)
Then ∂tFε(u,A) =
∫
Ω
∂tg
0
ε(u,A), and we are led to consider the time derivative of the energy density.
Lemma 2.1. For any triple (w,B, ξ) (not necessarily solutions), we have that
∂tg
0
ε(w,B) = div(∂ξw,∇Bw) + curl((curlB)(∂tB +∇ξ))
−
(
∂ξw,∆Bw +
w
ε2
(1− |w|2)
)
− (∂tB +∇ξ) · (∇⊥ curlB + (iw,∇Bw)).
(2.2)
Proof. The result follows from a simple calculation and an application of the following lemma, which
records the commutator relations for the covariant derivatives.
Lemma 2.2. For any triple (w,B, ξ) (not necessarily solutions), the following commutation rela-
tions hold for the covariant derivatives, ∂Bj := ∂j − iBj, ∂ξ := ∂t + iξ:
∂B2 ∂
B
1 w − ∂B1 ∂B2 w = iw curlB
∇B∂ξw − ∂ξ∇Bw = iw(∂tB +∇ξ).
(2.3)
So, to understand ∂tFε(u,A), we apply Lemma 2.1 to (u,A,Φ) and integrate over Ω. The
integrals of the div and curl terms yield a non-vanishing boundary integral because of the conditions
∇Au · ν = iuJex · ν and h = Hex. In particular, we find that for solutions to (1.6)
∂tFε(u,A) +
∫
Ω
|∂Φu|2 + |E|2 =
∫
∂Ω
(iu, ∂Φu)Jex · ν −HexE · τ. (2.4)
This boundary integral is inconvenient to work with, so we pursue an alternate strategy for studying
the energy evolution. The idea is to modify u and A in a manner that turns the inhomogeneous
boundary condition ∇Au · ν = iuJex · ν and h = Hex into homogeneous ones. This is accomplished
by introducing the modified order parameter v = ue−if and the modified vector potential B =
A − hex∇⊥h0, where f and h0 are the functions defined by (1.28) and (1.24) respectively. We
emphasize that we are not making a gauge change since we do not make either of the changes
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A 7→ A+∇f or Φ 7→ Φ− ∂tf . The choice of f and h0 then imply that ∇Bv · ν = 0 and curlB = 0.
Throughout the rest of the paper we will write
h′ := curlB = curl(A− hex∇⊥h0) = h− hexh0. (2.5)
The trade-off for switching to homogeneous boundary conditions is that the equations pick up
forcing terms. We record the equation satisfied by (v, B,Φ) now.
Lemma 2.3. Suppose the triple (u,A,Φ) solve (1.6). Let v = ue−if , B = A− hex∇⊥h0. Then the
triple (v, B,Φ) solve
∂tv + iΦv = ∆Bv +
v
ε2
(1− |v|2) + 2i∇Bv · Zε + ivf − v |Zε|2 (2.6)
and
∂tB +∇Φ = ∇⊥h′ + (iv,∇Bv) + |v|2∇f − (|v|2 − 1)hex∇⊥h0 (2.7)
along with the homogeneous boundary conditions{
∇Bv · ν = 0 on ∂Ω× R+
h′ = 0 on ∂Ω× R+. (2.8)
Here we have written h′ = curlB and Zε is defined by (1.30).
Proof. A direct calculation gives the PDEs. The boundary conditions follow via (1.29).
In considering the evolution of the energy (in particular, when working with v, B) it is most
convenient to work in a gauge for which the electric potential Φ is set equal to the function f =
jexf1 − hexf0.
Lemma 2.4. We can fix a gauge so that Φ = f and B(0) satisfies the Coulomb gauge, i.e divB(0) =
0 in Ω and B(0) · ν = 0 on ∂Ω.
Proof. We make a gauge change v 7→ veiξ, B 7→ B +∇ξ, Φ 7→ Ψ := Φ− ∂tξ, where ξ is given by
ξ(x, t) =
∫ t
0
Φ(x, s)ds− tf(x) + η(x) (2.9)
and η is the solution to {
−∆η = divB(0) in Ω
∇η · ν = −B(0) · ν on ∂Ω. (2.10)
Then Ψ = f and (B +∇ξ)(0) satisfies the Coulomb gauge as desired.
Remark 2.5. In all of what follows we work exclusively in this gauge, which we call the Φ = f
gauge. We will also cease to refer to solution triples (v, B,Φ) and instead refer to just (v, B) since
Φ = f .
Now we record the energy evolution equation for (v, B) in the Φ = f gauge.
Lemma 2.6. Let (v, B) solve (2.6)–(2.8) in the Φ = f gauge. Then
∂tg
0
ε(v, B) = div(∂tv,∇Bv) + curl(h′∂tA)− |∂tv|2 − |∂tB|2
+ (|v|2 − 1)Zε · ∂tB + 2(∂tv, i∇Bv) · Zε − (v, ∂tv) |Zε|2 (2.11)
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Proof. Plug the triple (v, B, 0) into Lemma 2.1 and then plug in the equations of (2.6)–(2.8) with
Φ = f .
Since f and h0 do not depend on time, the last term on the right hand side of the last equation
is a time derivative. This leads us to define the modified energy density
g˜0ε(v, B) := g
0
ε(v, B) +
|v|2
2
|Zε|2 (2.12)
so that (v, B) satisfy
∂t
∫
Ω
g˜0ε(v, B) +
∫
Ω
|∂tv|2 + |∂tB|2 =
∫
Ω
(
2(∂tv, i∇Bv) + (|v|2 − 1)∂tB
) · Zε. (2.13)
The utility of this equation is that it allows us to identify the two distinct terms that contribute to
the change of the modified energy. We find a standard dissipative term,∫
Ω
|∂tv|2 + |∂tB|2 , (2.14)
which acts to decrease the modified energy. We also find the interaction term,∫
Ω
(
2(∂tv, i∇Bv) + (|v|2 − 1)∂tB
) · Zε, (2.15)
which mediates the interaction between (v, B) and the applied boundary currents Jex, Iex and mag-
netic field Hex. We will eventually see that there is an exceptionally nice structure to the interaction
term, but for now we ignore this structure and present a crude preliminary estimate of the growth
of
∫
Ω
g˜0ε(v, B).
Proposition 2.7. Let (v, B) solve (2.6)–(2.8) in the Φ = f gauge. Then for any t ≥ 0,∫
Ω
g˜0ε(v, B)(t) +
1
2
∫ t
0
∫
Ω
|∂tv|2 + |∂tB|2 ≤ exp(Ct)
∫
Ω
g˜0ε(v, B)(0), (2.16)
where C = 4 ‖Zε‖2L∞.
Proof. Cauchy’s inequality implies that∫
Ω
2(∂tv, i∇Bv) · Zε ≤ 1
2
∫
Ω
|∂tv|2 + 4 ‖Zε‖2L∞
∫
Ω
1
2
|∇Bv|2 (2.17)
and that ∫
Ω
(|v|2 − 1)∂tB · Zε ≤ 1
2
∫
Ω
|∂tB|2 + 2ε2 ‖Zε‖2L∞
∫
Ω
(1− |v|2)2
4ε2
. (2.18)
Plugging (2.17) and (2.18) into Lemma 2.13 then yields the differential inequality
∂t
∫
Ω
g˜0ε(v, B) +
1
2
∫
Ω
|∂tv|2 + |∂tB|2 ≤ 4 ‖Zε‖2L∞
∫
Ω
g˜0ε(v, B). (2.19)
An application of Gronwall then proves (2.16).
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2.2 Precursors for estimating B in the Φ = f gauge
In order to implement a more refined analysis of the interaction term (2.15), we will require the
ability to control the term
∫
Ω
|B|2. Since curlB is gauge invariant and divB can be controlled in
some gauge choices, this is most naturally accomplished by using a Poincare´ inequality of the form∫
Ω
|B|2 ≤ C
∫
Ω
|divB|2 + |curlB|2 . (2.20)
Such an inequality fails in general (e.g. B = ∇h for h harmonic), but is available, for instance, in
the space H1n(Ω;R
2) = {B ∈ H1(Ω;R2) | B ·ν = 0 on ∂Ω}, which the magnetic potential B belongs
to in both the Lorentz (Φ + divA = 0) and Coulomb (divA = 0) gauges. Unfortunately, in the
Φ = f gauge, it no longer holds that B · ν = 0, so we must resort to a version of Poincare´ that also
involves a boundary term. In this section we will record such a Poincare´ inequality, then prove two
lemmas needed to conveniently use this inequality in the Φ = f gauge.
We begin with the aforementioned version of the Poincare´ inequality, as well as another useful
estimate.
Proposition 2.8. Let
X := {B ∈ L2(Ω;R2) | curlB, divB ∈ L2(Ω), and B · ν ∈ L2(∂Ω)}. (2.21)
Then there exists a constant C > 0 so that for any B ∈ X it holds that∫
Ω
|B|2 ≤ C
(∫
Ω
|curlB|2 + |divB|2 +
∫
∂Ω
|B · ν|2
)
. (2.22)
Proof. For any B ∈ X we solve the elliptic problem{
∆φ = divB in Ω
∇φ · ν = B · ν on ∂Ω. (2.23)
Then standard elliptic estimates give
‖φ‖H1(Ω) ≤ C
(
‖divB‖L2(Ω) + ‖B · ν‖H−1/2(∂Ω)
)
≤ C
(
‖divB‖L2(Ω) + ‖B · ν‖L2(∂Ω)
)
. (2.24)
We may then define the vector field B˜ = B − ∇φ, which satisfies div B˜ = 0 in Ω and B˜ · ν = 0
on ∂Ω. The Poincare´ inequality mentioned at the beginning of the section is applicable to B˜ and
yields ∥∥∥B˜∥∥∥
L2(Ω)
≤ C
∥∥∥curl B˜∥∥∥
L2(Ω)
= C ‖curlB‖L2(Ω) . (2.25)
Combining these two estimates yields the desired inequality.
Remark 2.9. The Poincare´ inequality recorded in this proposition is not optimal, but is well-suited
for our analysis. The above proof shows that it could be replaced with
‖B‖L2(Ω) ≤ C
(
‖divB‖L2(Ω) + ‖curlB‖L2(Ω) + ‖B · ν‖H−1/2(∂Ω)
)
. (2.26)
In order to apply this version of the Poincare´ inequality, we will need estimates for divB and
B · ν in the Φ = f gauge. These are presented in the following lemma.
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Lemma 2.10. Let (v, B) solve (2.6)–(2.8) in the Φ = f gauge. Then
‖B · ν(t)‖L2(∂Ω) ≤
∫ t
0
∥∥(|v|2 − 1)jex∇f1 · ν∥∥L2(∂Ω) (2.27)
and
‖divB(t)‖L2(Ω) ≤
∫ t
0
‖∂tv‖L2(Ω) +
∫ t
0
∥∥(|v|2 − 1)f∥∥
L2(Ω)
(2.28)
Proof. The second equation in (2.6)–(2.8) reads
∂tB = ∇⊥h′ + (iv,∇Bv) + (|v|2 − 1)Zε. (2.29)
Taking the dot product of this equation with the boundary normal ν and applying the boundary
conditions h′ = 0 and ∇Bv · ν = 0 on ∂Ω yields
∂tB · ν = ∇⊥h′ · ν + (iv,∇Bv · ν) + (|v|2 − 1)(∇f − hex∇⊥h0) · ν
= (|v|2 − 1)(jexJ − hexI + hexI) · ν = (|v|2 − 1)jex∇f1 · ν. (2.30)
Then, since B · ν(0) = 0, we get
B · ν(t) =
∫ t
0
(|v(s)|2 − 1)jex∇f1 · ν, (2.31)
from which (2.27) follows.
Taking the divergence of the second Ginzburg-Landau equation, we find that
∂t divB +∆f = div((iv,∇Bv) + |v|2 Zε). (2.32)
On the other hand, since ∆f = f , taking (iv, ·) with the first equation in (2.6)–(2.8) yields the
equality
(iv, ∂tv) + |v|2 f = div((iv,∇Bv) + |v|2 Zε) (2.33)
so that
∂t divB = (iv, ∂tv) + (|v|2 − 1)f. (2.34)
Since divB(0) = 0, we get
divB(t) =
∫ t
0
(iv, ∂tv) +
∫ t
0
(|v|2 − 1)f, (2.35)
which yields (2.28).
The next result provides control of the boundary term (|v|2 − 1)|∂Ω, which is necessary for the
estimate (2.27) to be useful.
Lemma 2.11. Suppose v : Ω→ C (not necessarily a solution) satisfies ‖v‖L∞ ≤ K and∫
Ω
1
2
|∇ |v||2 + (1− |v|
2)2
4ε2
≤ K |log ε| . (2.36)
Then ∫
∂Ω
∣∣1− |v|2∣∣2 ≤ C√ε |log ε| (2.37)
for a constant C > 0, depending on Ω and K.
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Proof. Using trace and interpolation theory, we have
∥∥1− |v|2∥∥2
L2(∂Ω)
≤ C ∥∥1− |v|2∥∥2
H3/4(Ω)
≤ C ∥∥1− |v|2∥∥3/2
H1(Ω)
∥∥1− |v|2∥∥1/2
L2(Ω)
. (2.38)
Since |v| ≤ K, we may bound ∣∣∇(1− |v|2)∣∣ = |2 |v|∇ |v|| ≤ 2K |∇ |v||, so that (2.36) implies
∥∥1− |v|2∥∥
H1(Ω)
≤
(∫
Ω
2K |∇ |v||2 + (1− |v|2)2
)1/2
≤
√
4K2 |log ε|. (2.39)
On the other hand, (2.36) also implies that∥∥1− |v|2∥∥
L2(Ω)
≤
√
4Kε2 |log ε| (2.40)
Then (2.37) follows by combining these three bounds.
2.3 Control of the modified energy
Fortunately, the crude Cauchy-Gronwall combination used in the proof of Proposition 2.7 is not
the only method available for estimating the change of the modified energy. The second method
relies on a more careful analysis of the interaction term (2.15). We begin this line of reasoning by
examining the space-time 1-form defined for any triple (w,B, ξ) by
ω := ((iw, ∂ξw)− ξ)dt+ ((iw, dBw) +B), (2.41)
where we have identified the vector B with the spatial 1-form B = B1dx1 +B2dx2 and written the
1-form dBw := dspw+ iwB for dsp the spatial exterior derivative in Ω. This 1-form is a modification
of the usual space-time current, (iw, ∂ξw)dt + (iw, dBw). Taking the exterior derivative of ω, we
find the space-time Jacobian measure
J = dω = V1dx1 ∧ dt+ V2dx2 ∧ dt + µdx1 ∧ dx2, (2.42)
where µ = curl((iw,∇Bw) +B) is the usual spatial vorticity measure and the vector
V := (V1, V2) = ∇(iw, ∂ξw)− ∂t(iw,∇Bw)− (∂tB +∇ξ) (2.43)
is the “velocity component” of the space-time Jacobian measure. We will sometimes write µ =
µ(w,B) and V = V (w,B, ξ) to emphasize the dependence of µ and V on (w,B, ξ). Note, though,
that both µ and V are gauge invariant.
Since d ◦ d = 0, it holds that dJ = 0, which implies the equation
∂tµ+ curlV = 0. (2.44)
This relation allows us to identify the vector V with the velocity of the vortices. To see this, consider
the simple example of µ(t) = 2πδγ(t) for some smooth curve γ : (t0, t1) → Ω. A straightforward
calculation then shows that V (t) = 2πγ˙⊥(t)δγ(t). Note that even though V actually encodes the
perpendicular to γ˙, we still refer to V as the “velocity.”
Now we relate the velocity associated to a triple (w,B, ξ) to a quantity that appears in the
evolution equation.
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Lemma 2.12. For any triple (w,B, ξ) it holds that
V (w,B, ξ) + ∂tB +∇ξ = 2(∂ξw, i∇Bw) + |w|2 (∂tB +∇ξ). (2.45)
Proof. Using Lemma 2.2, we calculate
∇(iw, ∂ξw) = (∂ξw, i∇Bw) + (iw,∇B∂ξw)
= (∂ξw, i∇Bw) + (iw, ∂ξ∇Bw + iw(∂tB +∇ξ))
= (∂ξw, i∇Bw) + ∂t(iw,∇Bw)− (i∂ξw,∇Bw) + |w|2 (∂tB +∇ξ)
= 2(∂ξw, i∇Bw) + ∂t(iw,∇Bw) + |w|2 (∂tB +∇ξ).
(2.46)
Hence
V (w,B, ξ) + (∂tB +∇ξ) = ∇(iw, ∂ξw)− ∂t(iw,∇Bw)
= 2(∂ξw, i∇Bw) + |w|2 (∂tB +∇ξ). (2.47)
We now use this lemma to rewrite the interaction term in the modified energy evolution equation.
Lemma 2.13. Let (v, B) solve (2.6)–(2.8) in the Φ = f gauge. Then
∂tg˜
0
ε(v, B) = div(∂tv,∇Bv) + curl(h′∂tB)− |∂tv|2 − |∂tB|2 + V (v, B, 0) · Zε (2.48)
and
∂t
∫
Ω
g˜0ε(v, B) +
∫
Ω
|∂tv|2 + |∂tB|2 =
∫
Ω
V (v, B, 0) · Zε. (2.49)
Proof. Use the triple (v, B, 0) in Lemma 2.12 to find
(|v|2 − 1)∂tB + 2(∂tv, i∇Bv) = V (v, B, 0). (2.50)
Plugging this into Lemma 2.6 yields (2.48), and (2.49) follows by integrating over Ω and using the
boundary conditions.
The purpose of rewriting the interaction term as V (v, B, 0) · Zε is that there are estimates of
the velocity available from [25]. These estimates are actually for the velocity vector V (v, 0, 0), but
they will be sufficient for analyzing V (v, B, 0).
Proposition 2.14 (Product Estimate, Theorem 3 of [25]). Let uε : Ω× [0, T ]→ C satisfy∫
Ω
|∇uε|2 + (1− |uε|
2)2
2ε2
≤ C |log ε| for all t ∈ [0, T ], (2.51)
and ∫ T
0
∫
Ω
|∂tuε|2 ≤ C |log ε| . (2.52)
Then the following hold.
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1. There exist µ ∈ L∞([0, T ];M(Ω)) and V = (V1, V2) with Vi ∈ L2([0, T ];M(Ω)) such that
∂tµ + curl V = 0 and µ(uε, 0) → µ, V (uε, 0, 0) → V as ε → 0 in (C0,α(Ω × [0, T ]))∗ for any
α ∈ (0, 1). Here we have written M(Ω) = (C0(Ω))∗ for the space of bounded Radon measures.
2. For any [t1, t2] ⊆ [0, T ] and any X ∈ C0(Ω× [t1, t2];R2), we have the bound
1
2
∣∣∣∣
∫ t2
t1
∫
Ω
V ·X
∣∣∣∣ ≤ lim infε→0 1|log ε|
(∫ t2
t1
∫
Ω
|∇uε ·X|2
∫ t2
t1
∫
Ω
|∂tuε|2
)1/2
. (2.53)
3. The mapping t 7→ 〈µ(t), ξ〉 is in H1([0, T ]) for any ξ ∈ C1c (Ω), and in particular
|〈µ(t2), ξ〉 − 〈µ(t1), ξ〉| ≤ C
√
t2 − t1 lim inf
ε→0
1√|log ε|
(∫ t2
t1
∫
Ω
|∂tuε|2
)1/2
(2.54)
for any [t1, t2] ⊆ [0, T ].
Remark 2.15. In the first item of Proposition 2.14 the convergence we record is slightly stronger
than what is stated in [25]. This is valid because the proof in [25] relies on the method used in [20],
where the stronger convergence result is actually proved.
With this estimate of the velocity in hand, we can now show more refined control of the growth
of the modified energy. The proof relies critically on the initial data satisfying a well-preparedness
assumption given by (1.32). Recall the dominant field strength, kex, is given by (1.22).
Theorem 2.16. Let (vε, Bε) solve (2.6)–(2.8) in the Φ = f gauge. Suppose that the initial data
(vε(0), Bε(0)) are well-prepared at order C0, as defined by (1.32). Define the time scale λε :=
|log ε| /kex. Then there exists a constant T0 > 0 such that, as ε→ 0,∫
Ω
g˜0ε(vε, Bε)(t) <
∫
Ω
g˜0ε(vε, Bε)(0) + 2C0kex for all t ∈ [0, T0λε] (2.55)
and ∫ T0λε
0
∫
Ω
|∂tvε|2 + |∂tBε|2 < 2C0kex. (2.56)
Proof. The proof is inspired by that of Lemma III.1 in [26]. For any t ≥ 0, consider the two
conditions ∫
Ω
g˜0ε(vε, Bε)(s) <
∫
Ω
g˜0ε(vε, Bε)(0) + 2C0kex for all s ∈ [0, t] (2.57)
and ∫ t
0
∫
Ω
|∂tvε|2 + |∂tBε|2 < 2C0kex. (2.58)
Define
αε := sup{t ≥ 0 | conditions (2.57) and (2.58) hold}. (2.59)
Proposition 2.7 guarantees the existence of a time tε > 0 (depending on ε, jex, hex and C0) such
that both conditions hold for tε. Hence αε > 0 for each ε. We will show that actually αε ≥ T0λε for
some T0 > 0 as ε→ 0, thereby proving the theorem. Suppose now, by way of contradiction, that
lim inf
ε→0
αε
λε
= 0. (2.60)
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We may suppose, up to extraction of a subsequence, that αε/λε → 0 as ε→ 0.
Rescale in time at scale αε by defining wε(x, t) = vε(x, αεt) and Cε(x, t) = Bε(x, αεt). By the
definition of αε, the inequalities∫
Ω
g˜0ε(wε, Cε)(t) ≤
∫
Ω
g˜0ε(wε, Cε)(0) + 2C0kex for all t ∈ [0, 1] (2.61)
and
1
αε
∫ 1
0
∫
Ω
|∂twε|2 + |∂tCε|2 ≤ 2C0kex. (2.62)
both hold, but at time t = 1 one of the inequalities must be an equality since wε and Cε are smooth.
Our goal is to show that, using the product estimate, neither inequality can fail at time t = 1,
producing the desired contradiction. In order to be able to apply the product estimate, though,
we must first show that its hypotheses are satisfied. For the rescaled pair (wε, Cε), equation (2.49)
becomes, after integrating in time from 0 to 1:∫
Ω
g˜0ε(wε, Cε)(1)−
∫
Ω
g˜0ε(wε, Cε)(0) +
1
αε
∫ 1
0
∫
Ω
|∂twε|2 + |∂tCε|2 =
∫ 1
0
∫
Ω
V (wε, Cε, 0) · Zε. (2.63)
Note also that for any time-independent vector field X ∈ C0(Ω;R2),
∫ 1
0
∫
Ω
V (wε, Cε, 0) ·X =
∫ 1
0
∫
Ω
V (wε, 0, 0) ·X −
∫ 1
0
∫
Ω
∂t((1− |wε|2)Cε ·X
=
∫ 1
0
∫
Ω
V (wε, 0, 0) ·X −
∫
Ω
(1− |wε(1)|2)Cε(1) ·X +
∫
Ω
(1− |wε(0)|2)Cε(0) ·X. (2.64)
Proposition 2.10 implies that inequalities∫
∂Ω
|Cε(t) · ν|2 ≤ α2εj2ex ‖∇f1‖2L∞
∫ 1
0
∫
∂Ω
(1− |wε|2)2 (2.65)
and ∫
Ω
|divCε(t)|2 ≤ 2
∫ 1
0
∫
Ω
|∂twε|2 + 2α2ε ‖f‖2L∞
∫ 1
0
∫
Ω
(1− |wε|2)2 (2.66)
both hold for all t ∈ [0, 1]. Condition (2.61) guarantees that the hypotheses of Lemma 2.11 are
satisfied by wε with a uniform constant K for all time t ∈ [0, 1], so∫
∂Ω
(1− |wε|2)2 ≤ C
√
ε |log ε| (2.67)
for a constant C > 0 independent of t. Hence the inequalities∫
∂Ω
|Cε(t) · ν|2 ≤ Cα2εj2ex ‖∇f1‖2L∞
√
ε |log ε| (2.68)
and ∫
Ω
|divCε(t)|2 ≤ 2αεkex + Cα2ε ‖f‖2L∞ ε2 |log ε| (2.69)
both hold for all t ∈ [0, 1]. We also clearly have that∫
Ω
|curlCε(t)|2 ≤ C |log ε| (2.70)
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for all t ∈ [0, 1]. We plug (2.68)–(2.70) into Proposition 2.8 and recall that f = jexf1 − hexf0 to
deduce the bound∫
Ω
|Cε(t)|2 ≤ C(|log ε|+ αεkex) + Cα2ε
√
ε |log ε| k2ex(‖f0‖2L∞ + ‖f1‖2L∞ + ‖∇f1‖2L∞). (2.71)
Note that
αεkex =
αε
λε
kexλε = o(1) |log ε| . (2.72)
When combined with the trivial bound |∇wε| ≤ |∇Cεwε|+ |Cε| and the bounds (2.71), (2.61), this
implies that
1
2
∫
Ω
|∇wε|2 + (1− |wε|
2)2
2ε2
≤ C |log ε| (2.73)
for all t ∈ [0, 1]. This and condition (2.62) then allow us to apply Proposition 2.14 to wε to deduce
the convergence of V (wε, 0, 0) to some V satisfying the bound (2.53). Plugging (2.73), (2.62), and
αεkex ≪ |log ε| into (2.53) then yields∣∣∣∣
∫ 1
0
∫
Ω
V ·X
∣∣∣∣ ≤ 2‖X‖L∞|log ε|
√
C |log ε|αεkex = o(1) (2.74)
for any X ∈ C0(Ω× [0, 1]), and hence that V = 0. The vorticity measures µ(wε, 0) also converge to
a limiting measure µ, and the relation ∂tµ + curlV = 0 then implies that ∂tµ = 0. We thus have
that µ(t) = µ(0) for all t ∈ [0, 1]. Moreover, the bounds (2.61) and (2.71) imply that µ(wε, Cε)(t)→
µ(t) = µ(0) for each t ∈ [0, 1] as well, i.e. the vortices do not move.
Returning to (2.64), we employ the convergence V (wε, 0, 0) → 0 and the bounds (2.61), (2.71)
to deduce that ∫ 1
0
∫
Ω
V (wε, Cε, 0) · Zε = o(1)kex (2.75)
Plugging this into (2.63), we see that∫
Ω
g˜0ε(wε, Cε)(1)−
∫
Ω
g˜0ε(wε, Cε)(0) ≤ o(1)kex (2.76)
We may therefore invoke Lemma B.3 and Proposition B.1 to bound the modified energy at time
t = 1 from below. Indeed, we find that∫
Ω
g˜ε(wε, Cε)(1) ≥ πn |log ε|+ nγ + 1
2
∫
Ω
|Zε|2 +Wd(a) + o(1)kex
≥
∫
Ω
g˜0ε(wε, Cε)(0)− C0kex + o(1)kex.
(2.77)
Inequality (2.76) implies that (2.61) could not have been an equality at t = 1. Hence (2.62) must
have been an equality, i.e.
1
αε
∫ 1
0
∫
Ω
|∂twε|2 + |∂tCε|2 = 2C0kex. (2.78)
Plugging this and (2.77) back into (2.63) then yields the inequality
− C0kex + o(1)kex + 2C0kex ≤ o(1)kex, (2.79)
which is a contradiction as ε → 0 since C0 > 0. We deduce that it cannot be the case that
lim inf αε/λε = 0, i.e. that there exists a constant T0 > 0 so that αε > T0λε as ε→ 0.
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3 Limiting dynamics in the original time scale
The following lemma allows us to remove singularities of the form {ai} × [0, T ] for solutions to
parabolic equations with certain integral bounds. It is used in the subsequent theorem for deriving
the limiting equation for the phase excess.
Lemma 3.1. Suppose u is a weak solution to the equation ∂tu−∆u = f on the set B(0, r)\{0} ×
[0, T ] for some T, r > 0 and f ∈ L2(B(0, r)× [0, T ]). Further suppose that
sup
0≤t≤T
∫
B(0,r)
|u(x, t)|2 dx+
∫ T
0
∫
B(0,r)
|∇xu|2 dxdt <∞. (3.1)
Then u may be extended to a solution in all of B(0, r)× [0, T ].
Proof. It is shown in [1] that under the above assumptions, u may be extended to a solution of the
equation on all of B(0, r)× [0, T ] if and only if the thermal capacity of the set {0}× [0, T ] vanishes.
That this set has vanishing thermal capacity is established in Corollary 1 of [32].
Define Θa to be the multi-valued function, harmonic on Ω\{ai}, so that
eiΘa =
n∏
i=1
(
x− ai
|x− ai|
)di
. (3.2)
Note that while Θa is multi-valued, its gradient is well defined away from the points {ai}. We are
now able to derive the limiting dynamics in the original time scale. The following theorem, which
is modeled on results in [21, 31], gives the dynamics for the pair (vε, Bε), and since uε = vεe
if and
Aε = Bε +∇⊥h0, we may trivially derive the dynamics for (uε, Aε) from the theorem.
Theorem 3.2. Suppose jex = hex = 1 so that Jex = J and Hex = H do not depend on ε. Let
(vε, Bε) solve (2.6)–(2.8) in the Φ = f gauge on Ω × [0, T ] for some T > 0. Further suppose that
the initial data (vε(0), Bε(0)) are well-prepared at order C0 > 0 in the sense of (1.32). Then the
following hold.
1. µε(t)→ µ0 for all t ∈ [0, T ], i.e. the vortices do not move.
2. vε ⇀ v∗ weakly in H1loc(Ω\{ai} × [0, T ]), where
v∗ =
n∏
i=1
(
x− ai
|x− ai|
)di
eiψ∗ = eiΘa+iψ∗ , (3.3)
where Θa is defined by (3.2) and ψ∗ is a single-valued function on Ω× [0, T ] satisfying{
∂tψ∗ −∆ψ∗ + ψ∗ = ψ∗(0) in Ω
∇ψ∗ · ν = −∇Θa · ν on ∂Ω.
(3.4)
3. Bε → B∗ in L2(Ω × [0, T ]) and h′ε ⇀ h′∗ = curlB∗ weakly in L2(Ω × [0, T ]). The function h′∗
satisfies {
∂th
′
∗ −∆h′∗ + h′∗ = 2π
∑n
i=1 diδai in Ω
h′∗ = 0 on ∂Ω
(3.5)
with the PDE satisfied in D′(Ω× [0, T ]).
21
Proof. We divide the proof into several steps.
Step 1.
We begin by showing that the energy stays well behaved and that the vortices do not move in
time. Since the initial data are well-prepared at order C0 we may apply Theorem 2.16 to conclude
that for ε sufficiently small (so that T0 |log ε| ≥ T ) we have the bounds∫
Ω
g˜0ε(vε, Bε)(t) <
∫
Ω
g˜0ε(vε, Bε)(0) + 2C0 for all t ∈ [0, T ] (3.6)
and ∫ T
0
∫
Ω
|∂tvε|2 + |∂tBε|2 < 2C0. (3.7)
These bounds imply, as in the proof of Theorem 2.16, that the limiting velocity vanishes, V = 0,
and hence that µε(t)→ µ0 for all t ∈ [0, T ]. This proves item 1.
Step 2.
We now use the concentration of the energy around the vortex points {ai} to derive upper
bounds for the energy away from the vortex points. Fix
0 < σ <
1
2
min{dist(ai, ∂Ω)} ∪ {|ai − aj | | i 6= j} ∪ {6/
√
2}
and define Ωσ = Ω\ ∪ni=1 B(ai, σ). The bounds proved in Step 1 and the well-preparedness of the
initial data allow us to apply Lemma B.3 to find that
1
2
∫
Ωσ
|∇Bεvε|2 (t) +
1
2ε2
(1− |vε|2)2(t) + 1
8
∫
Ω
|curlBε(t)|2
≤ πn log 1
σ
+ n(γ + C) +Wd(a) + 3C0. (3.8)
for every t ∈ [0, T ].
From (3.8) and Lemma 2.10, we see that curlBε and divBε are both bounded when measured in
the L∞([0, T ];L2(Ω)) norm. On the other hand, Lemma 2.10 and Lemma 2.11 show that Bε ·ν → 0
in L∞([0, T ];L2(∂Ω)). These facts, when combined with Proposition 2.8 and the elliptic Hodge
estimate
‖B‖H1(Ω) ≤ C
(
‖divB‖L2(Ω) + ‖curlB‖L2(Ω) + ‖B · ν‖H−1/2(∂Ω)
)
(3.9)
show that
sup
0≤t≤T
‖Bε‖H1(Ω) ≤ C∗ (3.10)
for C∗ a constant that does not depend on ε. On the other hand, (3.10) implies that ∂tBε is
uniformly bounded in L2([0, T ];L2(Ω)). This allows us to apply a result from [30] to deduce that,
up to extraction, Bε → B∗ in L2([0, T ];H1/2(Ω)). In particular, we also have that Bε → B∗ in
L2(Ω× [0, T ]).
Since
|∇vε| ≤ |∇Bεvε|+ |vεB| (3.11)
we also deduce that up to extraction vε ⇀ v∗ weakly in H1(Ωσ × [0, T ]) and vε(t) ⇀ v∗(t) weakly
in H1(Ωσ) for each t ∈ [0, T ]. Clearly v∗ is unit valued.
Step 3.
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We now further manipulate the bounds of the last step to derive the structure of v∗. Since
v∗ ∈ H1(Ωσ), we may write v∗ = eiϕ∗ for ϕ∗ a multi-valued function such that ∇ϕ∗ is well-defined
and ∇ϕ∗ ∈ L2(Ωσ). Passing to the limit in (3.8) shows that
1
2
∫
Ωσ
|∇ϕ∗(t)− B∗(t)|2 ≤ πn log 1
σ
+ n(γ + C) +Wd(a) + 3C0 (3.12)
for every t ∈ [0, T ]. Define Y∗ = ∇ϕ∗ − ∇Θa, where Θa is defined by (3.2). Then a simple
modification of standard arguments (cf. [21, 31]) shows that
1
2
∫
Ωσ
|∇ϕ∗(t)− B∗(t)|2 = 1
2
∫
Ωσ
|Y∗(t)−B∗(t)|2 + πn log 1
σ
−Oσ(1). (3.13)
Hence
1
2
∫
Ωσ
|Y∗(t)− B∗(t)|2 ≤ n(γ + C) +Wd(a) + 3C0 +Oσ(1). (3.14)
Since B∗(t) is bounded in L2(Ω), we may let σ → 0 in this inequality to conclude that Y∗(t) is
well-defined and bounded in L2(Ω).
The convergence µε → 2π
∑
diδai , along with the convergence of vε and Bε imply that
curl∇ϕ∗ = 2π
n∑
i=1
diδai (3.15)
in the sense of distributions. From this and the definition of Θa we see that curl Y∗(t) = 0 in the
sense of distributions for each t ∈ [0, T ]. By the weak form of the Poincare´ lemma (cf. Lemma 3 of
[8]), it then holds that Y∗ = ∇ψ∗ for some ψ∗ ∈ H1(Ω). Adjusting by a constant if necessary, for
every t ∈ [0, T ] we may write ψ∗(t) = ϕ∗(t)−Θa in Ωσ. Moreover, ∂tψ∗ = ∂tϕ∗ in Ωσ × [0, T ].
Step 4.
We now derive the equation satisfied by ψ∗. Take (ivε, ·) with (2.6)–(2.8) and expand:
(ivε, ∂tvε) + |vε|2 f = div
(
(ivε,∇vε)− |vε|2Bε + |vε|2 Zε
)
. (3.16)
For each σ > 0 the left side converges in D′(Ωσ × [0, T ]) to ∂tψ∗ + f , and the right side to ∆ψ∗ −
divB∗ + ∆f . Then, by (1.28) ∆f = f , so we have that ∂tψ∗ − ∆ψ∗ = − divB∗. On the other
hand, we know that ∂t divBε = (ivε, ∂tvε) + (|vε|2 − 1)f , so we may pass to the limit to find that
∂t divB∗ = ∂tψ∗. Since divB∗(0) = 0, we find that divA∗ = ψ∗ − ψ∗(0). We deduce that
∂tψ∗ −∆ψ∗ + ψ∗ = ψ∗(0) (3.17)
in Ω\{ai} × [0, T ].
It remains to show that the possible singularities at {ai} are actually removable. To this end,
we define the function η∗ = ψ∗ − ψ¯∗, where
ψ¯∗(t) =
1
|Ω|
∫
Ω
ψ∗(t).
Then η∗ solves the equation ∂tη∗ − ∆η∗ = ψ∗(0) − ψ∗ − ∂tψ¯∗ ∈ L2(Ω × [0, T ]). By the Poincare´
inequality ∫
Ω
∣∣ψ∗(t)− ψ¯∗(t)∣∣2 ≤ C
∫
Ω
|∇ψ∗(t)|2 ≤ C∗ (3.18)
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for a constant C∗ = C(n,Ω, hex, d, a, C0). Hence
sup
0≤t≤T
∫
Ω
|η∗|2 +
∫ T
0
∫
Ω
|∇η∗|2 ≤ C∗(1 + T ). (3.19)
We may therefore apply Lemma 3.1 to conclude that the singularities at {ai} are removable and
η∗ solves ∂tη∗ − ∆η∗ = ψ∗(0) − ψ∗ − ∂tψ¯∗ in all of Ω × [0, T ]. This then implies that ψ∗ solves
(3.18) in all of Ω × [0, T ]. The boundary condition ∇ϕ∗ · ν = 0 carries over from the condition
∇vε · ν = 0 by multiplying (3.16) by a test function that does not vanish on ∂Ω but that vanishes
in a neighborhood of the vortex locations and passing to the limit. So, ∇ψ∗ · ν = −∇Θa · ν on ∂Ω.
Step 5.
We now derive the equation for h′∗ = curlB∗. The magnetic potential Bε satisfies the equation
∂tBε −∇⊥ curlBε +Bε = (ivε,∇Bεvε) +Bε + (|vε|2 − 1)Zε. (3.20)
We may take the curl of (3.20) in the sense of distributions and pass to the limit, employing the
convergence of µε, to find that
∂th
′
∗ −∆h′∗ + h′∗ = 2π
n∑
i=1
diδai (3.21)
in D′(Ω× [0, T ]). That h′∗ = 0 on ∂Ω carries over from the boundary condition h′ε = curlBε = 0.
4 Limiting dynamics in the accelerated time scale
4.1 Preliminaries and vortex motion
In this section we derive the limiting dynamics in the accelerated time scale. We rescale in time
at the scale λε := |log ε| /kex with kex = max{hex, jex} by making the substitutions (1.39). In this
scaling the equations in the Φ = f gauge become{
λ−1ε ∂tvε = ∆Bεvε +
vε
ε2
(1− |vε|2) + 2i∇Bεvε · Zε − vε |Zε|2
λ−1ε ∂tBε = ∇⊥h′ε + (ivε,∇Bεvε) + (|vε|2 − 1)Zε
(4.1)
along with the usual boundary and initial conditions. In the accelerated scale, the evolution equation
for the modified free energy density becomes
∂tg˜
0
ε(vε, Bε) = div(∂tvε,∇Bεvε) + curl(h′ε∂tBε)−
1
λε
|∂tvε|2 − 1
λε
|∂tBε|2 + V (vε, Bε, 0) · Zε. (4.2)
We will assume throughout this section that the initial data (vε(0), Bε(0)) are well-prepared at
order C0 in the sense of (1.32). Writing
µ(0) =
n∑
i=1
di(0)δai(0) (4.3)
for the t = 0 limiting vortex measure, we further assume that the initial vortex locations satisfy
min{|ai(0)− aj(0)| | i 6= j} ∪ {dist(ai(0), ∂Ω)} ≥ σ0 (4.4)
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for some σ0 > 0. We continue to assume that hex, jex fall into one of the four regimes (1.21). In
any of the four cases λε →∞ as ε→ 0.
Rescaling in time at scale λε, Theorem 2.16 provides for the existence of a constant T0 > 0 such
that ∫
Ω
g˜0ε(vε, Bε)(t) <
∫
Ω
g˜0ε(vε, Bε)(0) + 2C0kex for all t ∈ [0, T0] (4.5)
and ∫ T0
0
∫
Ω
|∂tvε|2 + |∂tBε|2 < 2C0kexλε = 2C0 |log ε| . (4.6)
Note that the bound kex ≪ |log ε|1/9 and (4.6) imply that ∂tBε/λε and ∂tvε/λε vanish in L2(Ω ×
[0, T0]), and up to the extraction of a subsequence we may assume that ∂tBε(t)/λε and ∂tvε(t)/λε
vanish in L2(Ω) for almost every t ∈ [0, T0]. Recall also that from Lemma A.2, the bound
‖∇Bεvε‖L∞ ≤ C/ε holds for all time.
As the first order of business we record a lemma that shows the convergence of the space-time
Jacobian and makes sense of the vortex trajectories. The result also establishes for any 0 < σ∗ < σ0
the existence of a time T∗ = T∗(σ∗) ∈ (0, T0] so that the vortex trajectories stay a distance σ∗ away
from each other and ∂Ω for all t ∈ [0, T∗]. We assume that such a σ∗ is fixed throughout the section,
and we work exclusively in the domain Ω× [0, T∗].
Lemma 4.1. Fix 0 < σ∗ < σ0. Then there exists a T∗ = T∗(σ∗) with T∗ ∈ (0, T0] so that
1. The space-time Jacobian (µ(vε, Bε), V (vε, Bε, 0)) → (µ, V ) in (C0,α(Ω × [0, T0]))∗ for all α ∈
(0, 1).
2. There exist functions ai ∈ H1([0, T∗]; Ω), i = 1, . . . , n, so that for all t ∈ [0, T∗]
min{|ai(t)− aj(t)| | i 6= j} ∪ {dist(ai(t), ∂Ω)} ≥ σ∗ (4.7)
and
µ(t) = 2π
n∑
i=1
di(0)δai(t). (4.8)
Proof. The bounds (4.5) and (4.6) allow us to argue as in the proof of Theorem 2.16 to deduce the
first item. For the second item, Proposition III.2 of [26] proves the existence of the vortex paths
ai ∈ H1([0, T∗]; Ω), and the embedding H1 →֒ C0,1/2 allows us to find the T∗ = T∗(σ∗) so that the
vortex paths stay separated.
Remark 4.2. Since the degree of the ith vortex does not change for any time in [0, T∗], we may
consolidate notation and write only di in place of di(0).
According to Lemma 4.1, the functions ai ∈ C0,1/2([0, T∗]; Ω) for i = 1, . . . , n. So, for any
0 < σ < σ∗/4, we may apply Lemma B.3 to find that∫
Ω\∪B(ai(t),σ)
g˜0ε(vε, Bε) ≤ kexC(σ, n,Ω) (4.9)
and ∫
Ω
|h′ε(t)|2 ≤ kexC(σ, n,Ω) (4.10)
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for all t ∈ [0, T∗]. The latter bound implies that up to extraction
h′ε(t)√
kex
⇀ h′∗(t) weakly in L
2(Ω), (4.11)
whereas the former implies that
h′ε(t)√
kex
⇀ h′∗(t) weakly in H
1(Ω\ ∪B(ai(t), σ)). (4.12)
We may then integrate both sides of the equation
∂tBε
λε
+ (1− |vε|2)Zε = ∇⊥h′ε + (ivε,∇Bεvε), (4.13)
against ∇⊥η for η ∈ C∞c (Ω), divide by
√
kex, integrate by parts, and pass to the limit to find that
h′∗(t) satisfies the PDE
−∆h′∗(t) + h′∗(t) =
{
2π
∑n
i=1 diδai(t) if kex = 1
0 if kex ≫ 1
(4.14)
in the sense of distributions. By trace theory and the fact that h′ε = 0 on ∂Ω, we also have that
h′∗ = 0 on ∂Ω. Note that when kex = 1, h
′
∗ is smooth outside of any neighborhood of ∪ni=1ai([0, T∗]),
and that when kex ≫ 1, h′∗ = 0 identically.
4.2 Convergence of the modified energy density
The term in the energy evolution equation that allows for the identification of the vortex locations
at each time is the normalized energy density g˜0ε(vε, Bε)(t)/ |log ε|, viewed as a measure on Ω. The
mass of this measure is clearly bounded, so at any particular time we may extract a subsequence
that converges in the weak sense of measures. The technical obstruction is that this extracted
subsequence depends on the choice of t ∈ [0, T∗], whereas we would like the subsequence to converge
for all t ∈ [0, T∗]. Fortunately, the measures satisfy a certain semi-decreasing (in time) property
that allows us to find such a subsequence by adapting results from [5]. We begin with a proof of
this semi-decreasing result.
Lemma 4.3. Let φ ∈ C1(Ω). Then for any 0 ≤ t1 < t2 ≤ T∗ it holds that∫
Ω
φ2
g˜0ε(vε, Bε)(t2)
|log ε| −
∫
Ω
φ2
g˜0ε(vε, Bε)(t1)
|log ε| ≤ C(n, C0, f, h0, φ)
√
t2 − t1 + o(1, φ), (4.15)
where C(n, C0, f, h0, φ,Ω) is a constant depending on n, C0, ‖|∇f1|+ |∇f0|+ |∇h0|‖L∞ , and ‖φ‖C1 ,
and where o(1, φ)→ 0 as ε→ 0, with rate of convergence dependent on φ but independent of t1, t2.
Proof. Lemma 2.13, rescaled to the accelerated time scale and then integrated in time from t1 to
t2, shows that∫
Ω
φ2
g˜0ε(vε, Bε)(t2)
|log ε| −
∫
Ω
φ2
g˜0ε(vε, Bε)(t1)
|log ε| +
1
λε |log ε|
∫ t2
t1
∫
Ω
φ2
(|∂tvε|2 + |∂tBε|2)
= I + II (4.16)
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where
I := − 1|log ε|
∫ t2
t1
∫
Ω
2φ∇φ · (∂tvε,∇Bεvε) + 2φ∇⊥φ · h′ε∂tBε (4.17)
and
II :=
1
|log ε|
∫ t2
t1
∫
Ω
φ2V (vε, Bε, 0) · Zε. (4.18)
We apply Cauchy-Schwarz and bounds (4.5) and (4.6) to I to derive the inequality
|I| ≤ ‖φ‖C1
(∫ t2
t1
∫
Ω
g˜0ε(vε, Bε)
|log ε|
)1/2(
1
|log ε|
∫ t2
t1
∫
Ω
|∂tvε|2 + |∂tBε|2
)1/2
≤ C(n, C0, φ)
√
t2 − t1. (4.19)
To handle II first note that, according to Lemma 4.1, for a fixed vector field X ∈ C0(Ω;R2)∫ t2
t1
∫
Ω
φ2X · V (vε, Bε, 0) =
∫ t2
t1
∫
Ω
φ2V ·X + o(1, φ), (4.20)
where o(1, φ)→ 0 as ε→ 0, with rate of convergence dependent on φ but independent of t1, t2. We
then apply item 2 of Proposition 2.14 along with the bounds (4.5) and (4.6) to bound∣∣∣∣
∫ t2
t1
∫
Ω
φ2X · V
∣∣∣∣ ≤ C(n, C0, φ,X).√t2 − t1. (4.21)
Applying this with X = ∇f1,∇f0,∇⊥h0 and employing the fact that kex ≪ |log ε| then shows that
|II| ≤ o(1)√t2 − t1 + o(1, φ). (4.22)
Then (4.15) follows by plugging the bounds (4.19) and (4.22) into (4.16).
With this semi-decreasing property established, we can now show that up to the extraction
of a single subsequence, the modified energy density converges to a sum of Dirac masses for all
t ∈ [0, T∗].
Proposition 4.4. There exists a subsequence so that
g˜0ε(vε, Bε)(t)
|log ε|
∗
⇀ π
n∑
i=1
δai(t) (4.23)
weakly-∗ in (C1(Ω))∗ for all t ∈ [0, T∗].
Proof. We will first establish the convergence of the measures and then establish the structure of
the limiting measure. In order to establish the convergence (up to extraction) for all time, we will
use a variant of Helly’s selection principle in conjunction with the semi-decreasing property proved
in Lemma 4.3. We essentially follow the strategy presented in Section 5.4 of [5].
Let {φk}∞k=1 be a countable set of functions in C1(Ω) so that the span of {φ2k}∞k=1 is dense. For
each k, ε define the function ξk,ε : [0, T∗]→ R by
ξk,ε(t) =
∫
Ω
φ2k
g˜0ε(vε, Bε)(t)
|log ε| . (4.24)
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By Lemma 4.3, the functions ξk,ε satisfy the following semi-decreasing property: for every δ > 0
there exist εk > 0 and τk > 0 so that for every t2 ∈ (0, T ) and t1 ∈ (t2 − τk, t2) it holds that
ξk,ε(t2) ≤ ξk,ε(t1) + δ for all ε < εk. (4.25)
Then a semi-decreasing variant of Helly’s selection theorem (cf. Lemma 5.4 in [5]) implies that
there exists a set of functions ξk : [0, T∗]→ R such that up to extraction
ξk,ε(t)→ ξk(t) for all t ∈ [0, T∗] and for all k ∈ N (4.26)
as ε→ 0. From the density of the span of {φ2k}∞k=1, we deduce that there exists a family of measures
ν(t) such that
g˜0ε(vε, Bε)(t)
|log ε|
∗
⇀ ν(t) weakly- ∗ in (C1(Ω))∗ for all t ∈ [0, T∗]. (4.27)
We now derive the structure of the limiting measures ν(t). According to Lemmas 4.1 and B.3,
for σ < σ∗/4 ∫
Ω\∪B(ai(t),σ)
g˜0ε(vε, Bε)(t)
|log ε| ≤ o(1). (4.28)
Since σ can be taken to be arbitrarily small, this then implies that
ν(t) =
n∑
i=1
αi(t)δai(t). (4.29)
We now calculate the value of αi(t). Fixing σ < σ∗/4, for each i we may choose ηi ∈ C1(Ω) so that
supp(ηi) = B(ai(t), 2σ), ηi = 1 on B(ai(t), σ), and 0 ≤ ηi ≤ 1. Then applying Lemma B.2 with this
choice of σ, we have that
αi(t) = lim
ε→0
∫
Ω
ηi
g˜0ε(vε, Bε)(t)
|log ε| ≥ lim infε→0
∫
B(ai(t),σ)
g˜0ε(vε, Bε)(t)
|log ε| ≥ π. (4.30)
On the other hand, from the bound (4.5) it holds that
n∑
i=1
αi(t) = lim
ε→0
n∑
i=1
∫
Ω
ηi
g˜0ε(vε, Bε)(t)
|log ε| ≤ lim supε→0
∫
Ω
g˜0ε(vε, Bε)(t)
|log ε| ≤ πn. (4.31)
Hence αi(t) = π for each i = 1, . . . , n.
Remark 4.5. We assume in what follows that we are working with the extracted subsequence so
that the convergence result of Proposition 4.4 holds.
4.3 Convergence of the stress-energy tensor
The stress-energy tensor associated to a configuration (vε, Bε) is the symmetric 2-tensor, Tε, with
components
(Tε)ij = (∂
Bε
i vε, ∂
Bε
j vε)− δij
(
1
2
|∇Bεvε|2 +
1
4ε2
(1− |vε|2)2 − 1
2
(curlBε)
2
)
, (4.32)
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where ∂Bi v := ∂iv − iBiv is the ith covariant partial derivative. The divergence of Tε is the vector
div Tε with components
(div Tε)i = ∂1T1i + ∂2T2i. (4.33)
The divergence encodes the “force” acting on the vortices, and by passing to the limit in Tε for
solutions (vε, Bε) we will be able to derive one of the terms driving the limiting vortex dynamics.
The method of passing to the limit in the stress-energy tensor has been used extensively in the
study of Ginzburg-Landau dynamics [19, 21, 22, 31, 29, 5].
To make sense of the limit of Tε, we follow a strategy similar to that of Chapter 13 of [27],
where they study the limit of Tε for (vε, Bε) solutions to the elliptic Ginzburg-Landau equations
on Ω (critical points of the Ginzburg-Landau energy functional). Roughly, the idea is to use the
vanishing of the right hand side of the equation
∇⊥h′ε + (ivε,∇Bεvε) =
∂tBε
λε
+ (1− |vε|2)Zε
to show that Tε has the same limit as a similar tensor defined in terms of the induced magnetic
field hε, and then to derive the structure of the limit of the latter tensor. In [27], they prove a
convergence in finite-parts result for Tε on all of Ω, which is stronger than what we shall prove here
for Ω× [0, T∗]. Indeed, the convergence result we prove here holds only for cylinders Ur × [t1, t2] for
which we know certain strong bounds on the energy. Here we have written Ur for a ball of radius r
rather than Br to avoid confusion with the vector potential Bε.
Theorem 4.6. Suppose that in a ball of radius r > 0, Ur ⊂ Ω, it holds that∫
Ur
g˜ε(vε, Bε)(t) ≤ Ckex for all t ∈ [t1, t2]. (4.34)
For the limiting induced magnetic field, h′∗, define the tensor
S(h′∗) := −∇h′∗ ⊗∇h′∗ + I2×2
(
1
2
|∇h′∗|2 +
1
2
|h′∗|2
)
. (4.35)
Then for 0 < s1 < r,
1
kex
Tε → S(h∗) in L1(Us1 × [t1, t2]). (4.36)
Remark 4.7. Recall that if kex ≫ 1, then the limiting magnetic field vanishes, i.e. h′∗ = 0. So, in
this case, the theorem says that Tε/kex → 0 in L1(Us1 × [t1, t2]).
The proof of the theorem is based on the following three lemmas, all of which rely heavily on
the energy bound (4.34). We begin by showing that |vε| must be close to 1. The argument is a
modification of one used in [22, 31].
Lemma 4.8. Fix 0 < s1 < s2 < r. Then for almost every t ∈ [t1, t2] it holds that
lim
ε→0
λ1/8ε ‖1− |vε(t)|‖L∞(Us2 ) = 0 (4.37)
Proof. Fix t ∈ [t1, t2] so that ∂tvε(t)/λε → 0, ∂tBε(t)/λε → 0 in L2(Ω). We know that the set of such
t has full measure. For the rest of the proof we will neglect to write the dependence of the functions
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on time, but all are implicitly evaluated at the chosen time t. We assume that ε < (r− s2)2/k2ex so
that B(x, kex
√
ε) ⊂ Ur for all x ∈ Us2. Suppose, by way of contradiction, that
lim sup
ε→0
λ1/8ε ‖1− |vε|‖L∞(Us2 ) > 0. (4.38)
We may extract a subsequence (still denoted by ε) so that
λ1/8ε ‖1− |vε|‖L∞(Us2 ) ≥ α > 0 for all ε. (4.39)
Since each vε is continuous, we may choose points xε ∈ Us2 with the property that |vε(xε)| ≤
1− αλ−1/8ε .
Rewrite the equations (4.1) in elliptic form as{
∆Bεvε +
vε
ε2
(1− |vε|2) = Kε
∇⊥h′ε + (ivε,∇Bεvε) = Xε
(4.40)
where
Kε :=
∂tvε
λε
− 2i∇Bεvε · Zε + vε |Zε|2 and Xε :=
∂tBε
λε
+ (1− |vε|2)Zε. (4.41)
Since the quantities of interest are gauge invariant, we are free to switch to the Coulomb gauge
(again, only at the time t) via vε 7→ wε := vεeiξε , Bε 7→ Cε := Bε +∇ξε with ξε chosen so that{
divCε = 0 in Ur
Cε · ν = 0 on ∂Ur .
(4.42)
Then the elliptic equations satisfied by (wε, Cε) are{
∆Cεwε +
wε
ε2
(1− |wε|2) = eiξεKε
∇⊥h′ε + (iwε,∇Cεwε) = Xε
(4.43)
where kε, Xε are as above (still with vε in their definition) and h
′
ε = curlBε = curlCε. In the
Coulomb gauge, we have that (cf. Proposition 3.3 of [27])
‖Cε‖2H2(Ur) ≤ C ‖h′ε‖
2
H1(Ur)
≤ C
(∫
Ur
g˜0ε(vε, Bε) +
∣∣∣∣∂tBελε
∣∣∣∣
2
+ (1− |vε|2)2 |Zε|2
)
, (4.44)
which implies that ‖Cε‖L∞(Ur) ≤ Ckex.
Note that∫
Br
g˜0ε(wε, Cε) ≥
∫
B(xε,kex
√
ε)
g˜0ε(wε, Cε) =
∫ kex√ε
kexε
(
s
∫
∂B(xε,s)
g˜0ε(wε, Cε)
)
ds
s
, (4.45)
which implies that
inf
kexε<s<kex
√
ε
(
s
∫
∂B(xε,s)
g˜0ε(wε, Cε)
)
≤ 2|log ε|
∫
Ur
g˜0ε(wε, Cε) ≤
2Ckex
|log ε| =
2C
λε
, (4.46)
so that there exists rε ∈ (kexε, kex
√
ε) with the property that
rε
∫
∂B(xε,rε)
g˜0ε(wε, Cε) ≤
4C
λε
. (4.47)
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We now recall the Pohozaev identity on B(xε, rε) for solutions to (4.43):∫
B(xε,rε)
1
2ε2
(1− |wε|2)2 − (h′ε)2 =
∫
B(xε,rε)
((eiξεKε,∇Cεwε)− h′εX⊥ε ) · (x− xε)
+ rε
∫
∂B(xε,rε)
1
2
|∇Cεwε · τ |2 −
1
2
|∇Cεwε · ν|2 +
1
4ε2
(1− |wε|2)2 − 1
2
(h′ε)
2. (4.48)
We can use the L2(Ur) bounds on Kε and Xε that come from (4.34) to control the first term on the
right side, and (4.47) controls the second term:∫
B(xε,rε)
1
2ε2
(1− |wε|2)2 − (h′ε)2 ≤ Ck3exrε +
4C
λε
≤ Ck4ex
√
ε+
4C
λε
. (4.49)
Now, by Sobolev ∫
B(xε,rε)
(h′ε)
2 ≤ Crε ‖h′ε‖2L4(Ur) ≤ Ckex
√
ε ‖h′ε‖2H1(Ur) ≤ Ck4ex
√
ε. (4.50)
Hence ∫
B(xε,rε)
1
2ε2
(1− |wε|2)2 ≤ Ck4ex
√
ε+
4C
λε
≤ C
λε
(4.51)
for ε sufficiently small.
On the other hand, we have that
|∇wε| ≤ |∇Cεwε|+ |Cε| = |∇Bεvε|+ |Cε| ≤
C
ε
+ Ckex ≤ C0
ε
. (4.52)
Let sε = α(2C0)
−1ελ−1/8ε , and note that sε < rε for ε sufficiently small. Then the mean value
theorem shows that
α
2λ
1/8
ε
≤ 1− |wε(x)|2 for all x ∈ B(xε, sε), (4.53)
and hence
πα4
32C20λ
1/2
ε
≤
∫
B(xε,sε)
(1− |wε|2)2
2ε2
. (4.54)
Comparing (4.51) and (4.54), we deduce that
πα4
32C20λ
1/2
ε
≤ C
λε
, (4.55)
which yields a contradiction as ε→ 0.
The next lemma, which is a parabolic modification of the elliptic result in Proposition 13.4 of
[27], shows that we can essentially replace ∇Bεvε with (ivε,∇Bεvε) in the definition of Tε. Note that
this lemma is the only place we use the full strength of the upper bound kex ≪ |log ε|1/9.
Lemma 4.9. Define the tensor
T ′ε = (ivε,∇Bεvε)⊗ (ivε,∇Bεvε)− I2×2
(
1
2
|(ivε,∇Bεvε)|2 −
1
2
(h′ε)
2
)
. (4.56)
Then
k−1ex ‖Tε − T ′ε‖L1(Us1×[t1,t2]) → 0. (4.57)
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Proof. By Lemma 4.8, for almost every t ∈ [t1, t2], as ε → 0, we may write vε(t) = ρε(t)eiϕε(t) for
ρε, ϕε well-defined and single-valued in Us2 . We again neglect to write the dependence on t in what
follows. Then since (ivε,∇Bεvε) = ρ2ε(∇ϕε − Bε),
ρ2εTε − T ′ε = ρ2ε
(
∇ρε ⊗∇ρε − I2×2
(
1
2
|∇ρε|2 + (1− ρ
2
ε)
2
4ε2
))
+ I2×2(ρ
2
ε − 1)
(h′ε)
2
2
. (4.58)
We may then write
Tε − T ′ε = (1− ρ2ε)Tε + ρ2εTε − T ′ε (4.59)
so that ∫
Us1
|Tε − T ′ε|
kex
≤ C
kex
∫
Us1
∣∣1− ρ2ε∣∣ g˜0ε(vε, Bε) + Ckex
∫
Us1
1
2
|∇ρε|2 + (1− ρ
2
ε)
2
4ε2
. (4.60)
The first term on the right is easy to manage in view of (4.34) and Lemma 4.8:
C
kex
∫
Us1
∣∣1− ρ2ε∣∣ g˜0ε(vε, Bε)→ 0. (4.61)
To handle the second term, we take (vε, ·) with the first equation of (4.1) to find that ρε satisfies
the PDE
∂tρε
λε
−∆ρε + ρε |∇ϕε + Zε − Bε|2 = ρε
ε2
(1− ρ2ε). (4.62)
Multiply (4.62) by (1 − ρε) and integrate over a ball Us for 0 < s < s2 to be chosen later. After
integrating by parts and rearranging, we arrive at the equation
∫
Us
|∇ρε|2 + ρε
ε2
(1− ρ2ε)(1− ρε) =
∫
Us
ρε(1− ρε) |∇ϕε + Zε − Bε|2
+
∫
Us
∂tρε
λε
(1− ρε)−
∫
∂Us
∂ρε
∂ν
(1− ρε) (4.63)
By a mean-value argument, we may choose s ∈ [s1, s2] so that∫
∂Us
|∇ρε|2 ≤ 2
s2 − s1
∫
Ur
g˜0ε(vε, Bε) ≤
Ckex
s2 − s1 . (4.64)
On Us2, for ε sufficiently small, it holds that
1
4
≤ ρε
1 + ρε
and
1− ρε
ρε
≤ C
λ
1/8
ε
. (4.65)
Combining (4.63)–(4.65), we find that
1
kex
∫
Us
1
2
|∇ρε|2 + (1− ρ
2
ε)
2
4ε2
≤ C
kexλ
1/8
ε
∫
Us
|∇Bεvε + ivεZε|2
+
C
kexλ
1/8
ε

√πs
(∫
Us
∣∣∣∣∂tvελε
∣∣∣∣
2
)1/2
+
√
2πs
√
Ckex
s2 − s1

 ≤ Ckex
λ
1/8
ε
= o(1), (4.66)
where the last equality follows from the fact that λε = |log ε| /kex and kex ≪ |log ε|1/9.
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Hence
1
kex
∫
Us1
|Tε − T ′ε| (t)→ 0 for almost every t ∈ [t1, t2]. (4.67)
Since for all t ∈ [t1, t2],
1
kex
∫
Us1
|Tε − T ′ε| (t) ≤
C
kex
∫
Ur
g˜0ε(vε, Bε) ≤ C, (4.68)
we conclude that (4.57) holds via an application of the dominated convergence theorem.
The third lemma establishes the strong convergence of h′ε/
√
kex and ∇h′ε/
√
kex via an argument
like that of Claim 5.4 in [31].
Lemma 4.10. It holds that
h′ε√
kex
→ h′∗ and
∇h′ε√
kex
→∇h′∗ in L2(Us1 × [t1, t2]). (4.69)
Proof. Since ∇⊥h′ε = −(ivε,∇Bεvε) + ∂tBε/λε + (1− |vε|2)Zε, we know that
1
kex
∫
Ur
|∇h′ε|2 ≤
C
kex
∫
ur
|∇Bεvε|2 + (1− |vε|2)2 |Zε|2 +
∣∣∣∣∂tBελε
∣∣∣∣
2
, (4.70)
so for almost every t ∈ [t1, t2] it holds that
1
kex
∫
Ur
|h′ε|2 + |∇h′ε|2 (t) ≤ C. (4.71)
Then h′ε/
√
kex ⇀ h∗ weakly in H1(Ur), h′ε/
√
kex → h′∗ in L2(Ur), and by dominated convergence
h′ε/
√
kex → h∗ in L2(Us × [t1, t2]) as well. Write vε = ρεeiϕε in Us2. Then
1
ρ2ε
∂tBε
λε
+
1− ρ2ε
ρ2ε
Zε −∇ϕε +Bε = 1
ρ2ε
∇⊥h′ε. (4.72)
Fix ξ ∈ C∞c (Us2). Multiply the last equation by ∇⊥(ξ(h′ε − h′∗)) and integrate over Ur to get∫
Ur
ξ
ρ2ε
(
|∇h′ε|2 −∇h′ε · ∇h′∗
)
= −
∫
Ur
h′ε − h′∗
ρ2ε
∇⊥ξ · ∇⊥h′ε + ξh′ε(h′ε − h′∗)
+
∫
Ur
(
1
ρ2ε
∂tBε
λε
+
1− ρ2ε
ρ2ε
Zε
)
· ∇⊥(ξ(h′ε − h′∗)). (4.73)
From this and the known convergence results, we deduce that for almost every t ∈ [t1, t2],
1
kex
∫
Ur
ξ
ρ2ε
|∇h′ε|2 (t)→
∫
Ur
ξ |∇h′∗|2 (t) (4.74)
and hence that
1
kex
∫
Ur
ξ |∇h′ε −∇h′∗|2 (t)→ 0. (4.75)
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Now take ξ so that 0 ≤ ξ ≤ 1 and ξ = 1 on Us1 to see that
1
kex
∫
Us1
|∇h′ε −∇h′∗|2 (t)→ 0 for a.e. t ∈ [t1, t2]. (4.76)
We cannot apply the standard dominated convergence theorem directly since we lack a function
that dominates the term
∫
Ur
|∂tBε/λε|2 in (4.70). However,
1
kex
∫
Us1
|∇h′ε|2 ≤ C +
C
kex
∫
Ur
∣∣∣∣∂tBελε
∣∣∣∣
2
(4.77)
and ∫ t2
t1
(
C +
C
kex
∫
Ur
∣∣∣∣∂tBελε
∣∣∣∣
2
)
→
∫ t2
t1
C, (4.78)
so by a variant of the dominated convergence theorem (cf. section 1.3 of [15]),
1
kex
∫ t2
t1
∫
Us1
|∇h′ε −∇h′∗|2 → 0. (4.79)
We are now in a position to present the
Proof of Theorem 4.6. We have that
∇⊥h′ε + (ivε,∇Bεvε) =
∂tBε
λε
+ (1− |vε|2)Zε → 0 (4.80)
in L2(Ur × [t1, t2]). When combined with Lemmas 4.9 and 4.10, this proves that
Tε
kex
→ ∇⊥h′∗ ⊗∇⊥h′∗ − I2×2
(
1
2
|∇h′∗|2 −
1
2
h′∗
2
)
(4.81)
in L1(Us1 × [t1, t2]). The result follows by noting that for any function ξ : R2 → R,
∇ξ ⊗∇ξ +∇⊥ξ ⊗∇⊥ξ = I2×2 |∇ξ|2 . (4.82)
We conclude this section with a lemma that links the tensor S to the renormalized energy in
the case jex = hex = 1. The result is an adaptation of Application 3 in Chapter 13 of [27].
Lemma 4.11. Let h solve {
−∆h + h = 2π∑ni=1 diδai in Ω
h = 0 on ∂Ω
(4.83)
and define the tensor
S(h) = −∇h⊗∇h + I2×2
(
1
2
|∇h|2 + 1
2
|h|2
)
. (4.84)
Then for r > 0 sufficiently small so that aj /∈ B(ai, r) for j 6= i, it holds that∫
∂B(ai,r)
S(h)ν = ∇aiWd(a) + or(1), (4.85)
where d = (d1, . . . , dn), a = (a1, . . . , an), Wd(a) is the renormalized energy defined by (1.12), and
or(1) means a quantity vanishing as r → 0.
34
Proof. We begin by expanding S(h)ν in the orthonormal basis (ν, τ) on ∂B(ai, r). This yields
S(h)ν =
1
2
(
(∇h · τ)2 − (∇h · ν)2 + h2) ν + (∇h · ν)(∇h · τ)τ. (4.86)
Now we use the decomposition
h =
n∑
j=1
dj(SΩ(·, aj)− log |· − aj |), (4.87)
where SΩ is defined by (1.13). This allows us to write
∇h(x) =
n∑
j=1
dj
(
∇SΩ(x, aj)− x− aj|x− aj |2
)
=: −di x− ai|x− ai|2
+∇Hi(x). (4.88)
Note that the function Hi ∈ C1,1/2(B(ai, r)). Then on ∂B(ai, r), we have that
∇h · ν = −di
r
+∇Hi · ν and ∇h · τ = ∇Hi · τ, (4.89)
which implies that
S(h)ν =
1
2
(
−d
2
i
r2
+ 2
∇Hi · ν
r
)
ν +
(∇Hi · τ
r
)
τ +O(1). (4.90)
Integrating, we get∫
∂B(ai,r)
S(h)ν =
1
r
∫
∂B(ai,r)
∇Hi + or(1) = 2π∇Hi(ai) + or(1). (4.91)
It is then straightforward to check that ∇Hi = ∇aiWd(a), and the conclusion follows.
4.4 Dynamical law
We have now established all of the preliminary convergence results necessary to derive the dynamical
law. As the first order of business, we calculate the divergence of the stress-energy tensor, Tε.
Lemma 4.12. Let Tε be the stress-energy tensor associated to (vε, Bε), defined by (4.32), and let
div Tε be its divergence vector, as defined by (4.33). Then
div Tε =
1
λε
(
(∂tvε,∇Bεvε)− h′ε∂tB⊥ε
)
+ (vε,∇Bεvε) |Zε|2 − µ(vε, Bε)Z⊥ε . (4.92)
Proof. A straightforward calculation shows that div Tε = (Kε,∇Bεvε)− h′εX⊥ε , where
Kε :=
∂tvε
λε
− 2i∇Bεvε · Zε + vε |Zε|2 and Xε :=
∂tBε
λε
+ (1− |vε|2)Zε. (4.93)
The result follows by plugging Kε, Xε into the formula for div Tε and noting that for any Z ∈ R2,
(−2i∇Bεvε · Z,∇Bεvε) = 2(∂Bε1 vε, i∂Bε2 vε)Z⊥ (4.94)
and that
(|vε|2 − 1)h′ε + 2(∂Bε1 vε, i∂Bε2 vε) = − curl(ivε,∇Bεvε)− h′ε = −µ(vε, Bε). (4.95)
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We now record a local version of the energy evolution equation that contains the divergence of
the stress-energy tensor.
Lemma 4.13. Fix φ ∈ C∞c (Ω). Then
∂t
∫
Ω
φ
g˜0ε(vε, Bε)
|log ε| +
1
λε |log ε|
∫
Ω
φ
(|∂tvε|2 + |∂tBε|2) = 1
λεkex
∫
Ω
φV (vε, Bε, 0) · Zε
− 1
kex
∫
Ω
∇φ ·
(
div Tε −∇|vε|2 |Zε|
2
2
+ µ(vε, Bε)Z
⊥
ε
)
. (4.96)
Proof. Note that
div(∂tvε,∇Bεvε) + curl(h′ε∂tBε) = div((∂tvε,∇Bεvε)− h′ε∂tB⊥ε ). (4.97)
Using this, we rewrite (4.2) using Lemma 4.12, multiply by φ/ |log ε|, and integrate by parts.
The following result is the main ingredient in deriving the dynamical law for the vortices. It
combines all of the previous convergence results in the case when we know that a vortex path is
contained in a given cylinder and the energy is bounded in a wider cylinder.
Proposition 4.14. Suppose aj(t) ∈ B(x0, r1) for all t ∈ [t1, t2] and that∫
B(x0,r2)\B(x0,r1)
g˜0ε(vε, Bε)(t) ≤ Ckex (4.98)
for all t ∈ [t1, t2]. Then for any φ ∈ C∞c (Ω) with the property that
supp(D2φ) ⊂ {x ∈ Ω | r1 < |x− x0| < r2}
it holds that
π(φ(aj(t2))− φ(aj(t1)))
=
∫ t2
t1
∫
B(x0,r2)\B(x0,r1)
D2φ : S(h∗)− 2πdj
∫ t2
t1
Z⊥(aj(t)) · ∇φ(aj(t))dt, (4.99)
where Z : Ω→ R2 is given by
Z = lim
ε→0
Zε
kex
. (4.100)
Proof. We integrate the result of Lemma 4.13 from t1 to t2 to find
I + II = III + IV + V (4.101)
for
I :=
∫
Ω
φ
g˜0ε(vε, Bε)(t2)
|log ε| −
∫
Ω
φ
g˜0ε(vε, Bε)(t1)
|log ε| ,
II :=
1
λε |log ε|
∫ t2
t1
∫
Ω
φ
(|∂tvε|2 + |∂tBε|2) ,
III :=
∫ t2
t1
∫
Ω
φ
λεkex
V (vε, Bε, 0) · Zε,
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IV := − 1
kex
∫ t2
t1
∫
Ω
∇φ ·
(
div Tε −∇|vε|2 |Zε|
2
2
)
,
and
V := −
∫ t2
t1
∫
Ω
µ(vε, Bε)
1
kex
Z⊥ε · ∇φ.
We will pass to the limit ε→ 0 in each term.
From Proposition 4.4, we know that
I → π(φ(aj(t2))− φ(aj(t1))). (4.102)
The bound (4.6), together with λε →∞ implies that II → 0. The convergence of V (vε, Bε, 0) and
the multiplication by 1/λε show that III → 0. To handle IV we first note that
1
kex
∫
Ω
∇φ · ∇|vε|2 |Zε|
2
2
=
1
2kex
∫
Ω
∇φ · ∇(|vε|2 − 1) |Zε|2
=
1
2kex
∫
Ω
(1− |vε|2) div
(∇φ |Zε|2) = o(1). (4.103)
By assumption, the support of D2φ is contained in the interior of B(x0, r2)\B(x0, r1), and hence
−
∫ t2
t1
∫
Ω
∇φ · div Tε =
∫ t2
t1
∫
B(x0,r2)\B(x0,r1)
D2φ : Tε (4.104)
Using the energy bound (4.98), Theorem 4.6, and a covering argument, we deduce that
Tε
kex
→ S(h′∗) in L1(supp(D2φ)× [t1, t2]). (4.105)
Hence
IV →
∫ t2
t1
∫
Ω
D2φ : S(h′∗). (4.106)
For V we use the convergence µ(vε, Bε) → 2π
∑
diδai(t) in conjunction with item 3 of Proposition
2.14 to get
V → −2πdj
∫ t2
t1
Z⊥(aj(t)) · ∇φ(aj(t))dt. (4.107)
We now derive the dynamical law by using this result with an appropriate test function.
Theorem 4.15. The vortex trajectories ai(t), i = 1, . . . , n, are differentiable.
1. If hex = jex = 1, then the trajectories satisfy the dynamical law
a˙i(t) = −1
π
∇aiWd(a(t))− 2di(∇h0(ai(t))−∇⊥f0(ai(t)) +∇⊥f1(ai(t))) (4.108)
2. In the other three parameter regimes (1.21) we define
lim
ε→0
jex
kex
= α ∈ [0,∞) and lim
ε→0
hex
kex
= β ∈ [0,∞). (4.109)
Then the trajectories satisfy the dynamical law
a˙i(t) = −2diα∇⊥f1(ai(t))− 2diβ
(∇h0(ai(t))−∇⊥f0(ai(t))) . (4.110)
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Proof. Fix a time t1 ∈ (0, T∗), an index i ∈ {1, . . . , n}, and a constant 0 < δ < T∗ − t1. By
the Ho¨lder continuity of ai and the energy bound (4.9), we may find 0 < r1 < r2 < σ∗/4 with
r1 = r1(δ), r2 = r2(δ) so that ai(t) ∈ B(ai(t1), r1) and∫
B(ai(t1),r2)\B(ai(t1),r1)
g˜0ε(vε, Bε)(t) ≤ kexC(δ, n,Ω) (4.111)
for all t ∈ [t1, t1 + δ]. Now fix a unit vector e ∈ R2 and a function ψ ∈ C∞c (B(ai(t1), r2)) so that
0 ≤ ψ ≤ 1 and ψ = 1 on B(ai(t1), (r1+r2)/2). Define the function φ ∈ C∞c (Ω) by φ(x) = (e·x)ψ(x),
and note that φ(ai(t)) = ai(t) · e and ∇φ(ai(t)) = e for all t ∈ [t1, t1 + δ]. We may then apply
Proposition 4.14 to deduce that for any t2 ∈ [t1, t1 + δ],
π(ai(t2)− ai(t1)) · e = −2πdi
∫ t2
t1
e · Z⊥(ai(t))dt +
∫ t2
t1
∫
B(ai(t1),r2)\B(ai(t1),r1)
D2φ : S(h′∗), (4.112)
where Z is defined in Proposition 4.14. It immediately follows that we can calculate the limit from
the right:
π lim
t→t+
1
(ai(t)− ai(t1)) · e
t− t1 = −2πdie · Z
⊥(ai(t1)) +
∫
B(ai(t1),r2)\B(ai(t1),r1)
D2φ : S(h′∗(t1)). (4.113)
A similar argument shows that the left limit exists and agrees with the right limit.
In the annulus A := B(ai(t1), r2)\B(ai(t1), r1) the function h∗(t1) is smooth and satisfies
−∆h′∗(t1) + h′∗(t1) = 0. A direct calculation shows that for any smooth h,
divS(h) = (−∆h + h)∇h, (4.114)
so div S(h′∗(t1)) = 0 in A. Integrating by parts and using the structure of φ, this implies that∫
A
D2φ : S(h′∗(t1)) = −
∫
∂B(ai(t1),r1)
e · S(h′∗(t1))ν. (4.115)
We may thus combine (4.113) (with t → t+1 replaced with the full limit t → t1) and (4.115) to
deduce that ai is differentiable at t1 and that
πa˙i(t1) = −2πdiZ(ai(t1))−
∫
∂B(ai(t1),r1)
S(h′∗(t1))ν. (4.116)
The second through fourth parameter regimes are easier to deal with since kex ≫ 1, which forces
h′∗ = 0 and S(h
′
∗) = 0. To derive the dynamics, we must only determine the structure of Z
⊥ in
terms of the regime. It is easy to see that
Z⊥ =


∇⊥f1 in regime 2
∇h0 −∇⊥f0 in regime 3
α∇⊥f1 + β(∇h0 −∇⊥f0) in regime 4,
(4.117)
from which (4.110) follow immediately since t1 was arbitrary. For the regime jex = hex = 1 we note
that by sending δ → 0 we may also let r1 → 0. Applying Lemma 4.11 and taking the limit r1 → 0
in (4.116) then yields
a˙i(t1) = −1
π
∇aiWd(a(t1))− 2diZ⊥(ai(t1)), (4.118)
with Z⊥ = ∇⊥f1 +∇h0 −∇⊥f0, from which (4.108) follows.
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A Well-posedness and regularity
In this section we record some results on the well-posedness and a priori estimates for (1.6).
Proposition A.1. The time-dependent Ginzburg-Landau equations (1.6) are well-posed for all time,
and the solutions are smooth.
Proof. It is a simple matter to see that (u,A,Φ) solve (1.6) if and only if (v, B,Φ) solve (2.6)–(2.8).
Using this reformulation of the problem, the problem is amenable to standard fixed-point techniques
for solving semi-linear parabolic problems. A straightforward modification of the method employed
in [10] yields well-posedness. Smoothness follows from standard bootstrapping.
We also record the following L∞ bounds on u and ∇Au, which follow from a simple modification
of Proposition 2.8 in [31].
Lemma A.2. Suppose that the initial data satisfy ‖u0‖L∞(Ω) ≤ 1 and ‖∇A0u0‖L∞(Ω) ≤ C/ε. Then
‖u(t)‖L∞(Ω) ≤ 1 for all t ≥ 0 (A.1)
and
‖∇Au(t)‖L∞(Ω) ≤ C/ε for all t ≥ 0. (A.2)
B Static analysis of the Ginzburg-Landau energy
In this appendix we will record some energy estimates for the static Ginzburg-Landau energy that
are useful in the analysis of the dynamics. In particular, when we know the limit
µε := µ(uε, Aε) = curl((iuε,∇Aεuε) + Aε)→ 2π
n∑
i=1
diδai , (B.1)
we will derive various estimates in terms of the vortex locations and degrees. Most of the results
are variants of well-known ones, but cannot be found in the literature in the exact form we need.
In addition to the free energy Fε we will also use the weighted free energy F
r
ε , which is given by
F rε (u,A) =
1
2
∫
Ω
|∇Au|2 + 1
2ε2
(1− |u|2)2 + r2 |curlA|2 (B.2)
for some r > 0. The simplified energy is given by Eε(u) = Fε(u, 0). We employ the notation
Fε(u,A, S) for S ⊂ Ω to mean the energy with the integral evaluated only over S.
Our first result gives a lower bound for the free energy in terms of the limiting vorticity measure.
Proposition B.1. Suppose (uε, Aε) satisfy the bound Fε(uε, Aε) ≤ C |log ε| as well as ‖uε‖L∞ ≤ 1,
‖∇Aεuε‖L∞ ≤ C/ε, and ∇Aεuε · ν = 0 on ∂Ω. Further suppose that
µε → 2π
n∑
i=1
diδai , (B.3)
where di = ±1, and that ‖curlAε‖L2 ≤ Kε for 0 ≤ Kε ≪ |log ε|. Then
Fε(uε, Aε) ≥ πn |log ε|+ nγ +Wd(a) + o(1)Kε. (B.4)
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Proof. For convenience we will drop the subscript ε in the proof, writing u,A, µ in place of uε, Aε, µε.
Since we want a lower bound of Fε, we may first perform a minimization of Fε(u,A) over all A,
keeping u fixed. That is, we bound
Fε(u,A) ≥ min
A
Fε(u,A) := Fε(u,B) (B.5)
where B solves {
∇⊥ curlB = −(iu,∇Bu) in Ω
curlB = 0 on ∂Ω.
(B.6)
We also fix the Coulomb gauge so that divB = 0 in Ω and B ·ν = 0 on ∂Ω. By the Poincare´ lemma,
this allows us to write B = ∇⊥ξ, where ξ = 0 on ∂Ω. Since curlB = ∆ξ and |∇ curlB| ≤ |∇Bv|,
elliptic regularity gives that
‖ξ‖H2(Ω) ≤ ‖curlA‖L2 ≤ Kε,
‖ξ‖2H3(Ω) ≤ C
∫
Ω
|curlA|2 + |∇Av|2 ≤ CFε(v, A) ≤ C |log ε| .
(B.7)
We see from the first bound that ‖ξ‖C0,α
0
(Ω) ≤ CKε for any α ∈ (0, 1), and from the second that
‖A‖2L∞ ≤ C |log ε|.
We expand Fε(u,B), employing the fact that B solves (B.6), to see that
Fε(u,B) = Eε(u)− 1
2
∫
Ω
|B|2 + |curlB|2 + o(1). (B.8)
Taking the curl of (B.6) and adding curlB to both sides, we have that −∆2ξ +∆ξ = µ in Ω, with
ξ = ∆ξ = 0 on ∂Ω. Then, integrating by parts, we have that
1
2
∫
Ω
|B|2 + |curlB|2 = 1
2
∫
Ω
|∇ξ|2 + |∆ξ|2
=
1
2
∫
Ω
ξ(∆2ξ −∆ξ)
= −1
2
∫
Ω
ξµ.
(B.9)
Define ξ∗ as the solution to {
−∆2ξ∗ +∆ξ∗ = 2π
∑
diδai in Ω
ξ∗ = ∆ξ∗ = 0 on ∂Ω.
(B.10)
Since ξ/Kε is bounded in C
0,α
0 (Ω) for any α ∈ (0, 1), we may assume that up to extraction
ξ
Kε
→
{
ξ∗ if Kε = O(1)
0 if 1≪ Kε ≪ |log ε| .
(B.11)
In either case ∫
Ω
ξµ = 2π
n∑
i=1
diξ∗(ai) + o(1)Kε. (B.12)
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To deal with the Eε(u) term we have to show that the hypotheses carry over to u. First note
that
‖∇u‖L∞ ≤ ‖∇Bu‖L∞ + ‖u‖L∞ ‖B‖L∞ ≤
C
ε
+ C
√
|log ε| ≤ C
ε
(B.13)
and that Eε(v) ≤ C |log ε| . Since B · ν = 0 on the boundary, it holds that ∇u · ν = ∇Bv · ν = 0 on
∂Ω. Finally, we note that since µ = curl((iu,∇u) + (1 − |u|2)B), the convergence of µ guarantees
that curl(iu,∇u) → 2π∑ni=1 diδai as well. We thus have that all of the hypotheses of Proposition
4.3 of [28] are satisfied; we find that
Eε(u) ≥ πn |log ε|+ nγ +
(
−π
∑
i 6=j
didj log |ai − aj |+ π
∑
i,j
didjRΩ(ai, aj)
)
+ o(1), (B.14)
where RΩ is defined by RΩ(x, y) = P (x, y) + log |x− y| , with P is the solution to{
−∆xP (x, y) = 2πδy in Ω
P (x, y) = 0 for x ∈ ∂Ω. (B.15)
We deduce that
Fε(u,A) ≥ πn |log ε|+ nγ
+
(
−π
∑
i 6=j
didj log |ai − aj |+ π
n∑
i=1
diξ∗(ai) + π
∑
i,j
didjRΩ(ai, aj)
)
+ o(1)Kε. (B.16)
A simple calculation shows that
n∑
i=1
diξ∗(ai) +
∑
i,j
didjRΩ(x, aj) =
∑
i,j
didjSΩ(ai, aj). (B.17)
Substituting this into (B.16) yields the desired lower bound.
The next result gives a lower bound for the weighted free energy in balls near the vortex locations.
Lemma B.2. Suppose that (uε, Aε) are such that
Fε(uε, Aε) ≤ πn |log ε|+ o(|log ε|) (B.18)
and that
µε → µ = 2π
n∑
i=1
diδai , (B.19)
where di = ±1. Let 0 < σ < 12 min{dist(ai, ∂Ω)} ∪ {|ai − aj | | i 6= j}. Then there is a universal
constant C > 0 so that
πn
(
log
σ
ε
− C
)
≤ F σ/3ε (uε, Aε,∪B(ai, σ)). (B.20)
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Proof. We apply the ball construction (Theorem 4.1 of [27]) in each ball B(ai, σ) to find a collection
of balls Bi = {Bi,1, . . . , Bi,mi} with final radius r = |log ε|−2. For each i = 1, . . . , n and j = 1, . . . , mi,
we let bi,j denote the center of the ball Bi,j and dBi,j denote its degree. Then, according to the
Theorem 6.1 of [27], for each i = 1, . . . , n it holds that∥∥∥∥∥∥∥∥
µε − 2π
∑
1≤j≤mi
Bi,j⊂B(ai,σ−ε)
dBi,jδbi,j
∥∥∥∥∥∥∥∥
(C0,1
0
(B(ai,σ)))∗
≤ C|log ε|2Fε(uε, Aε) = o(1). (B.21)
From this and assumption (B.19), we deduce that for each i = 1, . . . , n there exists a ball Bi,j ∈ Bi
such that Bi,j ⊂ B(ai, σ− ε),
∣∣dBi,j ∣∣ ≥ 1, and bi,j → ai as ε→ 0. By relabeling the collection Bi we
may assume that Bi,j = Bi,1.
The energy estimates of the ball construction imply that
πDi
(
log
r
εDi
− C
)
≤ F rε (uε, Aε,∪jBi,j), (B.22)
where
Di =
∑
1≤j≤mi
Bi,j⊂B(ai,σ−ε)
∣∣dBi,j ∣∣ .
Moreover, Di ≤ Cn for some universal constant C. Summing (B.22) over i = 1, . . . , n and plugging
in the value of r and the upper bound (B.18), we find that
π
n∑
i=1
Di |log ε| − 2π
n∑
i=1
Di log |log ε| − π
n∑
i=1
Di(logDi + C) ≤ πn |log ε|+ o(|log ε|). (B.23)
Dividing by |log ε|, we deduce that ∑Di ≤ n for ε is sufficiently small. However, since for each
i = 1, . . . , n the ball Bi,1 ⊂ B(ai, σ − ε) and
∣∣dBi,1∣∣ ≥ 1, the reverse inequality n ≤ ∑Di must
also hold. Hence
∑
Di = n. From this we deduce that Di = 1 for each i and that dBi,j = 0 for
j = 2, . . . , mi.
We now grow the balls in each collection Bi into a larger collection, B′i, with total radius r = σ/3.
There must exist a ball B′i ∈ B′i such that Bi,1 ⊂ B′i. By the above analysis on the degrees of the
balls in Bi it holds that deg(B′i) = di and that the degrees of the other balls in B′i vanish. Moreover,
since rad(B′i) ≤ σ/3 and B′i ∋ bi,1 → ai, it must be the case that B′i ⊂ B(ai, σ − ε). Plugging into
the ball construction again then yields the bound
π
(
log
σ
3ε
− C
)
≤ F σ/3ε (uε, Aε, B(ai, σ)) (B.24)
for each i = 1, . . . , n, from which (B.20) immediately follows.
We now use the previous lemmas to prove that curlAε is lower order than Fε and that the energy
away from the vortex locations is bounded.
Lemma B.3. Suppose (uε, Aε) satisfy µε → 2π
∑n
i=1 diδai with di = ±1 as well as the bound
Fε(uε, Aε) ≤ πn |log ε|+Kε (B.25)
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for some sequence 0 ≤ Kε ≪ |log ε|. Let
0 < σ <
1
2
min{dist(ai, ∂Ω)} ∪ {|ai − aj| | i 6= j} ∪ {6/
√
2}. (B.26)
Write Ωσ = Ω\ ∪ B(ai, σ). Then
1
2
∫
Ωσ
|∇Aεuε|2 +
1
2ε2
(1− |uε|2)2 + 1
8
∫
Ω
|curlAε|2 ≤ πn log 1
σ
+ Cn+Kε, (B.27)
where CΩ is a constant depending on Ω and C is a universal constant.
Proof. Write Fε(uε, Aε) = Fε(uε, Aε,Ωσ) + Fε(uε, Aε,∪B(ai, σ)). We further decompose the latter
term to
Fε(uε, Aε,∪B(ai, σ)) = F σ/3ε (uε, Aε,∪B(ai, σ)) +
1
2
(
1− σ
2
9
)∫
∪B(ai,σ)
|curlAε|2 . (B.28)
By construction
1
2
(
1− σ
2
9
)∫
∪B(ai,σ)
|curlAε|2 ≥ 1
4
∫
∪B(ai,σ)
|curlAε|2 . (B.29)
Lemma B.2 shows that F
σ/3
ε (uε, Aε,∪B(ai, σ)) ≥ πn
(
log σ
ε
− C) for C a universal constant. Chain-
ing together these lower bounds with the upper bound of the hypothesis then gives
1
2
∫
Ωσ
|∇Aεuε|2 +
1
2ε2
(1− |uε|2)2 + 1
4
∫
Ω
|curlAε|2 ≤ πn log 1
σ
+ Cn+Kε, (B.30)
the desired inequality.
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