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ON SEMIBOUNDED WIENER-HOPF OPERATORS
D. R. YAFAEV
Abstract. We show that a semibounded Wiener-Hopf quadratic form is closable
in the space L2(R+) if and only if its integral kernel is the Fourier transform of an
absolutely continuous measure. This allows us to define semibounded Wiener-Hopf
operators and their symbols under minimal assumptions on their integral kernels.
Our proof relies on a continuous analogue of the Riesz Brothers theorem obtained in
the paper.
1. Introduction. Main results
1.1. Wiener-Hopf operators W can formally be defined in the space L2(R+) of
functions f(x) by the formula
(Wf)(x) =
∫
R+
w(x− y)f(y)dy. (1.1)
Thus the integral kernel w of a Wiener-Hopf operator depends on the difference of
the variables x and y only. So it is natural to expect that properties of Wiener-Hopf
operators are close to those of convolution operators acting in the space L2(R).
To be precise, we define the operator W via its quadratic form
w[f, f ] =
∫
R+
∫
R+
w(x− y)f(y)f(x)dxdy. (1.2)
With respect to w, we a priori only assume that it is a distribution in the class C∞0 (R)
′
dual to C∞0 (R). Then the quadratic form is correctly defined for all f ∈ C∞0 (R+). This
is discussed in more detail in Subsection 2.2.
To a large extent, the theory of Wiener-Hopf operators is parallel to the theory of
Toeplitz operators T acting in the space ℓ2(Z+) of sequences by the formula
(Tg)n =
∞∑
m=0
tn−mgm. (1.3)
Roughly speaking, W (also sometimes called Toeplitz operators) and T are continuous
and discrete versions of the same object (see Subsection 6.1). To avoid confusion, we
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use the terms “Wiener-Hopf ” and “Toeplitz” for the operators defined by formulas
(1.1) and (1.3), respectively.
However optimal results on Wiener-Hopf operators are not direct consequences of
the corresponding results for Toeplitz operators and, in some sense, they are more
general. One of the differences is that Wiener-Hopf operators require a consistent work
with distributions. As an example, let us state a necessary and sufficient condition for
a Wiener-Hopf operator W to be bounded. Note that the Fourier transform is always
understood in terms of the Schwartz space S ′ dual to the space S = S(R) of rapidly
decaying C∞ functions.
Theorem 1.1. Let the form w[f, f ] be defined by the relation (1.2) where the distri-
bution w ∈ C∞0 (R)′. Then the estimate
|w[f, f ]| ≤ C‖f‖2L2(R+), ∀f ∈ C∞0 (R+), (1.4)
with some constant C > 0 is equivalent to the representation
w(x) =
1
2π
∫
R
e−iλxϕ(λ)dλ where ϕ ∈ L∞(R). (1.5)
Moreover,
sup
‖f‖
L2(R+)
=1
|w[f, f ]| = ‖ϕ‖L∞(R). (1.6)
Estimate (1.4) means that there exists a bounded operator W such that w[f, g] =
(f,Wg) for all f, g ∈ L2(R+). So Theorem 1.1 is quite similar to the classical Toeplitz
result stating that the operator (1.3) is bounded if and only if tn are the Fourier
coefficients of a bounded function on the unit circle. Since we were not able to find a
proof of Theorem 1.1 in the literature, it will be given in Subsection 2.2 for completeness
of our presentation. However our main concern is to treat unbounded Wiener-Hopf
operators.
The theory of Wiener-Hopf and Toeplitz operators is a very well developed subject.
We refer to the books [12] (Chapter 3), [7] (Chapter XII), [10] (Chapters B.4 and
B.6), [11] (Chapter 3) and [4] for basic information on this theory. However results on
unbounded Wiener-Hopf operators are practically nonexistent.
1.2. In this paper, we consider semibounded Wiener-Hopf operators W in the space
L2(R+) and follow basically the scheme of [15] where semibounded Toeplitz operators
were studied. However analytically this paper and [15] are rather different.
We always suppose that w(x) = w(−x) so that the quadratic form (1.2) is real and
assume that
w[f, f ] ≥ γ‖f‖2, f ∈ C∞0 (R+), ‖f‖ = ‖f‖L2(R+), (1.7)
for some γ ∈ R. In this case, we are tempted to define W as a self-adjoint operator
corresponding to the quadratic form w[f, f ]. Such an operator exists if the form w[f, f ]
is closable in the space L2(R+), but as is well known this is not always true (for
example, if w(x) = 1 for all x ∈ R). We refer to the book [3] for basic information
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concerning these notions; they are also briefly discussed in Subsection 2.1. We recall
that, by definition, the operator corresponding to the form w[f, f ] + β‖f‖2 is given
by the equality Wβ = W + βI (observe that the identity operator I is a Wiener-Hopf
operator). Also by definition, if a form w[f, f ] is closable, then all forms w[f, f ]+β‖f‖2
are closable. Therefore we can suppose that the number γ in (1.7) is positive; for
definiteness, we choose γ = 1.
We proceed from the Bochner-Schwartz theorem.
Theorem 1.2. Let the form w[f, f ] be defined by the relation (1.2) where the distri-
bution w ∈ C∞0 (R)′. Then the condition
w[f, f ] ≥ 0, ∀f ∈ C∞0 (R+), (1.8)
is satisfied if and only if there exists a non-negative measure dM(λ) on the line R such
that
w(x) =
1
2π
∫
R
e−ixλdM(λ). (1.9)
Here the measure obeys the condition∫
R
(1 + λ2)−pdM(λ) <∞ (1.10)
for some p (that is, it has at most a polynomial growth at infinity).
Note that usually (see, e.g., Theorem 3 in §3 of Chapter II of the book [6]) instead
of condition (1.8) one requires that
w[f, f ] :=
∫
R
∫
R
w(x− y)f(y)f(x)dxdy ≥ 0, ∀f ∈ C∞0 (R), (1.11)
which looks more restrictive. However the form w[f, f ] is invariant with respect to
shifts, that is, w[ft, ft] = w[f, f ] if ft(x) = f(x − t), and w[f, f ] = w[f, f ] if f ∈
C∞0 (R+). Thus the conditions (1.8) and (1.11) are equivalent.
Observe that the Lebesgue measure dM(λ) = dλ satisfies the condition (1.10) with
p > 1/2. So without loss of generality, it is convenient to assume that p > 1/2.
For the Lebesgue measure, relation (1.9) yields w(x) = δ(x) (the delta-function) so
that W = I and w[f, f ] = ‖f‖2. Therefore the measure corresponding to the form
w[f, f ] + β‖f‖2 equals dM(λ) + βdλ, and relation (1.9) extends to all semibounded
Wiener-Hopf quadratic forms. Thus we have the one-to-one correspondence between
Wiener-Hopf quadratic forms satisfying estimate (1.7) and real measures satisfying the
condition M(X) ≥ γ|X| (|X| is the Lebesgue measure) for all Borelian sets X ⊂ R.
We emphasize that a priori we only require that w ∈ C∞0 (R)′, but, according to
Theorem 1.2, the semiboundedness condition (1.7) (and, in particular, (1.4)) ensures
that w ∈ S ′.
1.3. Our goal is to find necessary and sufficient conditions for the form w[f, f ] to
be closable. The answer to this question is strikingly simple.
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Theorem 1.3. Let the form w[f, f ] be given by formula (1.2) on elements f ∈ C∞0 (R+),
and let the condition (1.7) be satisfied for some γ ∈ R. Then the form w[f, f ] is closable
in the space L2(R+) if and only if the measure dM(λ) in the equation (1.9) is absolutely
continuous.
We always understand the absolute continuity with respect to the Lebesgue measure.
Therefore Theorem 1.3 means that dM(λ) = ϕ(λ)dλ where ϕ ∈ L1loc(R),∫
R
(1 + λ2)−p|ϕ(λ)|dλ <∞ (1.12)
and ϕ(λ) ≥ γ. The function ϕ(λ) is known as the symbol of the Wiener-Hopf operator
W . Thus Theorem 1.3 shows that in the semibounded case, the symbol of a Wiener-
Hopf operator can be correctly defined if and only if the corresponding quadratic form
is closable. So Theorem 1.3 extends Theorem 1.1 from bounded to semibounded oper-
ators.
Our proof of Theorem 1.3 requires a continuous analogue of the classical Riesz Broth-
ers theorem. Let us state this result here. For a measure dM(λ) on R, we denote by
d|M |(λ) its variation.
Theorem 1.4. Let dM(λ) be a complex measure on the line R such that∫
R
(1 + λ2)−pd|M |(λ) <∞ (1.13)
for some p. Put
σ(x) =
1
2π
∫
R
e−ixλdM(λ) (1.14)
and suppose that σ ∈ L2(a,∞) for some a ∈ R. Then the measure dM(λ) is absolutely
continuous.
We allow a ∈ R in Theorem 1.4 to be arbitrary since, for example, the function
σ(x) = δ(x − x0) for any x0 ∈ R does not belong to L2loc(R), but the corresponding
measure dM(λ) = eix0λdλ is of course absolutely continuous.
Theorems 1.3 and 1.4 extend naturally to vectorial Wiener-Hopf operators W and
operator valued measures dM(λ), but we do not dwell upon it here.
1.4. Section 2 is of a preliminary nature. In particular, we give here precise def-
initions of the quadratic forms (1.2) and (1.11). The form w[f, f ] is considered in
Section 3 where we establish a simplified version (Theorem 3.1) of our main result,
Theorem 1.3. The substantial difference between Theorems 1.3 and 3.1 is that, to
consider Wiener-Hopf quadratic form, we need the continuous version of Riesz Broth-
ers theorem (Theorem 1.4). Theorems 1.4 and 1.3 are proven in Sections 4 and 5,
respectively.
A comparison of our results with similar statements for Toeplitz operators are post-
poned until Section 6. There, we also discuss a certain parallelism between theories of
Wiener-Hopf and Hankel operators.
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2. Wiener-Hopf operators. Generalities
2.1. Let us first briefly recall the notion of closable forms. Let w[f, f ] be a quadratic
form defined on a set D dense in a Hilbert space H and satisfying inequality (1.7) where
‖f‖ is the norm of f ∈ H. Suppose that γ = 1, consider the norm ‖f‖W =
√
w[f, f ]
and introduce the closure D[w] of D in this norm. If D[w] can be realized as a subset
of H, then one says that w[f, f ] is closable in the space H; it means that the conditions
‖fn‖ → 0 and ‖fn − fm‖W → 0
as n,m→∞ imply that ‖fn‖W → 0. It is easy to show (see §10.3 of the book [3]) that
if W0 is a symmetric semibounded operator on D, then the form w[f, f ] := (f,W0f) is
closable.
Let the form w[f, f ] be closable. Then it extends by continuity to all f ∈ D[w] ⊂ H,
and one says that the form w[f, f ] is closed on D[w]. For a closed form there exists a
unique self-adjoint operator W such that W ≥ I and
w[f, g] = (f,Wg), ∀f ∈ D[w], ∀g ∈ D(W ) ⊂ D[w],
w[f, f ] = ‖
√
Wf‖2, ∀f ∈ D(
√
W ) = D[w].
Note that the domain D(W ) of the operatorW does not admit an efficient description.
We are going to use these general definitions for the space H = L2(R+) and the
Wiener-Hopf quadratic forms (1.2) on D = C∞0 (R+) or for the space H = L2(R) and
the convolution quadratic forms (1.11) on D = C∞0 (R).
Of course quadratic forms, in particular, the Wiener-Hopf forms, are not necessarily
closable.
Example 2.1. Let w(x) = 1 for all x ∈ R. Adding the term ‖f‖2, we obtain the form
w[f, f ] =
∣∣ ∫
R+
f(x)dx
∣∣2 + ∫
R+
∣∣f(x)∣∣2dx
satisfying inequality (1.7) with γ = 1. Let ψ ∈ C∞0 (R+) and
∫∞
0
ψ(x)dx = 1. Define the
sequence fn ∈ C∞0 (R+) by the equalities fn(x) = n−1ψ(n−1x). Then ‖fn‖ = n−1/2 → 0
as n→ ∞. Since ∫∞
0
fn(x)dx = 1 for all n, we have ‖fn − fm‖W = ‖fn − fm‖ → 0 as
n,m→∞. Nevertheless ‖fn‖W ≥ 1.
Note that the measure dM(λ) corresponding in (1.9) to the function w(x) = 1,
∀x ∈ R, is supported by the point 0: M({0}) = 2π, M(R \ {0}) = 0.
On the other hand, we have the following simple assertion.
Lemma 2.2. If w ∈ L2(R) and the form (1.2) is semibounded, then it is closable.
Proof. Under the assumption w ∈ L2(R), the operator (1.1) (it will be denoted W0) is
correctly defined on f ∈ C∞0 (R+). This operator is symmetric because w(x) = w(−x).
Since w[f, f ] = (f,W0f), the form w[f, f ] is closable. 
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Note that under the assumptions of Lemma 2.2 the self-adjoint operator W corre-
sponding to the form w[f, f ] is the Friedrichs extension of W0.
2.2. Let us now discuss the precise definitions of the Wiener-Hopf and convolution
quadratic forms (1.2) and (1.11). Obviously, (1.11) can be written as
w[f, f ] = 〈w, f ◦ f¯〉 (2.1)
where
(f ◦ g)(x) =
∫
R
f(y − x)g(y)dy (2.2)
is the convolution composed with the reflection of f and g; the duality symbol 〈·, ·〉 is
induced by the complex scalar product in L2(R):
〈w, θ〉 =
∫
R
w(x)θ(x)dx
(so w is an antilinear functional). Since f ◦g ∈ C∞0 (R) for f, g ∈ C∞0 (R), the form (2.1)
is well defined if w ∈ C∞0 (R)′ for all f ∈ C∞0 (R) and, in particular, for f ∈ C∞0 (R+).
We now put
w[f, f ] := w[f, f ] for f ∈ C∞0 (R+). (2.3)
We usually write w[f, f ] and w[f, f ] in the forms (1.2) and (1.11) keeping in mind that
their precise definitions are given by formulas (2.1), (2.2) and (2.3).
For t ∈ R, we put ft(x) = f(x− t). Since ft ◦ gt = f ◦ g, we see that the form w[f, f ]
is invariant with respect to shifts, that is, w[ft, ft] = w[f, f ]. Therefore relation (2.3)
implies that the conditions (1.4) and
|w[f, f ]| ≤ C‖f‖2, ‖f‖ = ‖f‖L2(R), ∀f ∈ C∞0 (R), (2.4)
are equivalent.
We standardly define the Fourier transform
(Φu)(x) =
1√
2π
∫
R
e−ixλu(λ)dλ.
Of course the operator Φ : L2(R) → L2(R) is unitary and Φ : S → S, Φ : S ′ → S ′.
Below C are positive constants whose precise values are of no importance.
Now we are in a position to prove Theorem 1.1.
Proof. As already explained, estimate (1.4) for f ∈ C∞0 (R+) implies estimate (2.4) for
f ∈ C∞0 (R). Moreover, we can extend it to sesquilinear forms which yields
|〈w, f ◦ g¯〉| = |w[f, g]| ≤ C‖f‖‖g‖, ∀f, g ∈ C∞0 := C∞0 (R). (2.5)
We use that
(Φ∗(f ◦ g¯))(λ) =
√
2π(Φ∗f)(−λ)(Φ∗g¯)(λ) (2.6)
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where both factors on the right belong to the space Ĉ∞0 := Φ
∗C∞0 . Let ŵ = Φ
∗w ∈ Ĉ∞0
′
,
f1(x) = f(−x), g1(x) = g(x). Then it follows from (2.5) and (2.6) that
√
2π|〈ŵ, f̂1 ĝ1〉| = |〈w, f ◦ g¯〉| ≤ C‖f̂1‖‖ĝ1‖ (2.7)
forall f̂1 = Φ
∗f1 ∈ Ĉ∞0 and ĝ1 = Φ∗g1 ∈ Ĉ∞0 .
For every u ∈ L1(R), we set F (λ) =√|u(λ)| and G(λ) = u(λ)F (λ)−1. Then u = FG
and
‖F‖2L2(R) = ‖G‖2L2(R) = ‖u‖L1(R).
Approximating in L2(R) the functions F and G by functions in Ĉ∞0 , we see that
estimate (2.7) implies the estimate
|〈ŵ, u〉| ≤ C‖u‖L1(R) (2.8)
on a set of functions u dense in the space L1(R). Its dual is L∞(R), and hence it follows
from (2.8) that
〈ŵ, u〉 = (2π)−1/2
∫
R
ϕ(λ)u(λ)dλ
for some ϕ ∈ L∞(R). Therefore ŵ = (2π)−1/2ϕ, which yields formula (1.5).
Conversely, if (1.5) is satisfied, then
〈w, f ◦ f¯〉 =
∫
R
ϕ(λ)|f̂(λ)|2dλ
at least for all functions f ∈ C∞0 . This implies equality (1.6). 
Remark 2.3. As was already explained, estimates (1.4) and (2.4) are equivalent. So
under the assumptions of Theorem 1.1 the operatorW corresponding to the quadratic
form w[f, f ] is bounded.
The convolution operator W and the Wiener-Hopf operator W satisfy the relation
(Wf, f) = (Wf, f), ∀f ∈ L2(R+), (2.9)
(of course f(x) is extended by zero to x < 0). This relation defines the Wiener-Hopf
operator W in terms of the convolution operator W.
2.3. As in the discrete case, the Wiener-Hopf operators in the space L2(R+) can
be characterized by a commutation relation. Let St, t ≥ 0, be the shift in the space
L2(R+):
(Stf)(x) = f(x− t) for x ≥ t and (Stf)(x) = 0 for x < t.
Obviously, Stf ∈ C∞0 (R+) if f ∈ C∞0 (R+) and, by definition (2.2), we have Stf ◦Stg =
f ◦ g for all f, g ∈ C∞0 (R+) and t ≥ 0. Thus it follows from (2.1) that
w[Stf, Stf ] = w[f, f ], ∀t ≥ 0,
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so that bounded Wiener-Hopf operators satisfy the commutation relation
S∗tWSt =W, ∀t ≥ 0. (2.10)
The converse statement is also true. It is not a direct consequence of the correspond-
ing result for Toeplitz operators, but its proof essentially follows the same scheme (see,
e.g., the book [11], Chapter 3, Theorems 1.1 and 1.2).
Theorem 2.4. If a bounded operator W in the space L2(R+) satisfies relation (2.10),
then W is a Wiener-Hopf operator, that is, its quadratic form is given by the equality
(Wf, f) = 〈w, f ◦ f¯〉 where the distribution w admits representation (1.5) with ϕ ∈
L∞(R).
Proof. Let Sa be the shift in the space L
2(R) defined by the formula
(Saf)(x) = f(x− a), a ∈ R.
Let HT ⊂ L2(R) consist of functions f(x) such that f(x) = 0 for x ≤ −T . Clearly, the
union D of the sets HT over all T > 0 is dense in L2(R). Given a bounded Wiener-
Hopf operator W in L2(R+), we introduce the convolution operatorW in L
2(R) by its
quadratic form defined on D:
(Wf, f) = (WSaf,Saf), a ≥ T if f ∈ HT . (2.11)
Obviously, Saf ∈ L2(R+) and in view of commutation relation (2.10)
(WSaf,Saf) = (WSa−TSTf,Sa−TSTf) = (WSTf,STf)
so that the right-hand side of (2.11) does not depend on a ≥ T . It follows from (2.11)
that ‖W‖ ≤ ‖W‖.
Let us now check that
(Wf, f) = (WSbf,Sbf), ∀b ∈ R. (2.12)
We may suppose that f ∈ HT for some T > 0. Put a = max{T, T − b}. By definition
(2.11), relations (2.12) and
(WSaf,Saf) = (WSbSaf,SbSaf) (2.13)
are equivalent. If b > 0, then Saf = ST f ∈ H0 ∼= L2(R+), so that equality (2.13)
follows from (2.10) for t = b. If b < 0, then a = T − b and (2.13) can be rewritten as
(WS−bSTf,S−bSTf) = (WSTf,STf).
Since ST f ∈ H0, this equality follows again from (2.10) for t = −b.
Let us now set Ŵ = Φ∗WΦ and Ŝb = Φ
∗SbΦ. According to (2.12) we have
ŴŜb = ŜbŴ, ∀b ∈ R. (2.14)
Since the operator Ŝb acts as multiplication by e
ibλ, relation (2.14) implies that the
operator Ŵ acts as multiplication by a function ϕ(λ). The function ϕ ∈ L∞(R)
because the operator Ŵ is bounded. Therefore W is the convolution operator with
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integral kernel w(x) satisfying (1.5). Since relation (2.11) with a = T = 0 yields (2.9),
we obtain all the conclusions about the operator W . 
3. Semibounded convolution operators
In this section we prove a simplified version of Theorem 1.3 where the Wiener-Hopf
quadratic form (1.2) is replaced by the convolution quadratic form w[f, f ].
3.1. Let the quadratic form w[f, f ] be defined by formula (2.1) where w ∈ C∞0 (R)′
and f ∈ C∞0 (R). As before we suppose that w(x) = w(−x) so that this quadratic form
is real and assume that
w[f, f ] ≥ γ‖f‖2, f ∈ C∞0 (R), ‖f‖ = ‖f‖L2(R), (3.1)
for some γ ∈ R. Then the representation (1.9) is satisfied with the measure dM(λ)
obeying condition (1.10) and such that M(X) ≥ γ|X| for all X ⊂ R.
Our goal is to find necessary and sufficient conditions for the form w[f, f ] to be
closable.
Theorem 3.1. Let the form w[f, f ] be given by formula (2.1) on elements f ∈ C∞0 (R),
and let the condition (3.1) be satisfied. Then the form w[f, f ] is closable in the space
L2(R) if and only if the measure dM(λ) in the equations (1.9) is absolutely continuous.
In this case, it is closed on all functions f ∈ L2(R) such that∫
R
|f̂(λ)|2dM(λ) <∞, f̂ = Φ∗f. (3.2)
3.2. By the proof of Theorem 1.3 we may suppose that estimate (3.1) is true
for γ = 1. Then the equations (1.9) are satisfied with a measure dM(λ) such that
M(X) ≥ |X| for all Borelian sets X ⊂ R; in particular, the measure dM(λ) is positive.
Our proof relies on the following auxiliary construction. Let L2(R; dM) be the space
of functions u(λ) on R with the norm
‖u‖L2(R;dM) =
√∫
R
|u(λ)|2dM(λ).
We define an operator A : L2(R) → L2(R; dM) on domain D(A) = C∞0 (R) by the
formula
(Af)(λ) =
1√
2π
∫
R
eixλf(x)dx (3.3)
Since S ⊂ L2(R; dM) according to (1.10), we see that Af ∈ S ⊂ L2(R; dM) for all
f ∈ C∞0 (R). Obviously, the operator A acts the (inverse) Fourier transform, but it is
10 D. R. YAFAEV
considered as a mapping of L2(R) into L2(R; dM). In view of equation (1.9) the form
(1.11) can be written as
w[f, f ] =
1
2π
∫
R
∫
R
dxdyf(y)f(x)
(∫
R
e−i(x−y)λdM(λ)
)
=
1
2π
∫
R
∣∣ ∫
R
eixλf(x)dx
∣∣2dM(λ) = ‖Af‖2L2(R;dM), f ∈ C∞0 (R). (3.4)
We have interchanged the order of integrations in x, y and λ here. Of course the Fubini
theorem is not applicable now. Nevertheless equality (3.4) is true because f ∈ S and
the Fourier transforms are understood in the sense of the Schwartz space S ′.
Equality (3.4) yields the following result.
Lemma 3.2. The form w[f, f ] defined on C∞0 (R) is closable in the space L
2(R) if and
only if the operator A : L2(R) → L2(R; dM) defined on the domain D(A) = C∞0 (R)
by formula (3.3) is closable. In this case the form w[f, f ] is closed on the domain
D[w] = D(closA) of the closure of the operator A.
Now it is easy to prove the “ if ” part of Theorem 3.1. Suppose that the measure
dM(λ) is absolutely continuous, that is,
dM(λ) = ϕ(λ)dλ (3.5)
where ϕ(λ) ≥ 1 and, for some p, condition (1.12) is satisfied. Let us check that then
the form w[f, f ] defined on C∞0 (R) (or on the Schwartz class S) is closable in the space
L2(R). In view of Lemma 3.2 it suffices to verify the same fact for the operator A. It
follows from (3.3) and (3.5) that
‖Af‖2L2(R;dM) =
∫
R
|f̂(λ)|2ϕ(λ)dλ, f̂ = Af. (3.6)
Thus (3.6) is the quadratic form of the operator of multiplication by ϕ(λ) in the space
L2(R) defined on S. It is closable because ϕ ∈ L1loc(R). Moreover, the form (3.6) is
closed on the set of all f̂ ∈ L2(R) such that the integral (3.6) is finite. So the operator
A defined on C∞0 (R) (or on S) is closable, and f ∈ D(closA) if and only if integral
(3.6) is finite. Lemma 3.2 allows us to carry over these results to the form w[f, f ].
3.3. To prove the converse statement, we have to construct the operator
A∗ : L2(R; dM)→ L2(R) adjoint to the operator A : L2(R)→ L2(R; dM). Since∣∣ ∫
R
f(λ)u(λ)dM(λ)
∣∣2 ≤ ∫
R
|f(λ)|2dM(λ)
∫
R
|u(λ)|2dM(λ) <∞
for an arbitrary u ∈ L2(R; dM) and all f ∈ S, the distribution u(λ)dM(λ) belongs to
the class S ′. Therefore its Fourier transform
u∗(x) =
1√
2π
∫
R
e−ixλu(λ)dM(λ) (3.7)
is correctly defined (as usual, in the sense of the Schwartz space S ′) and u∗ ∈ S ′.
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Definition 3.3. The set D∗ ⊂ L2(R; dM) consists of all u ∈ L2(R; dM) such that
u∗ ∈ L2(R).
Lemma 3.4. The operator A∗ is given by the equality
(A∗u)(x) = u∗(x)
on the domain D(A∗) = D∗.
Proof. Obviously, for all f ∈ S and all u ∈ L2(R; dM), we have the equality
(Af, u)L2(R;dM) =
1√
2π
∫
R
( ∫
R
eixλf(x)dx
)
u(λ)dM(λ) =
∫
R
f(x)u∗(x)dx. (3.8)
As usual, the Fourier transforms are here understood in the sense of S ′ so that the
integrations over x and λ can be automatically interchanged. In particular, if u ∈ D∗,
then u∗ ∈ L2(R) and the right-hand side of (3.8) equals (f, u∗)L2(R). It follows that
D∗ ⊂ D(A∗).
Conversely, if u ∈ D(A∗), then
|(Af, u)L2(R;dM)| = |(f, A∗u)L2(R)| ≤ ‖A∗u‖L2(R) ‖f‖L2(R)
for all f ∈ S. Therefore it follows from equality (3.8) that∣∣ ∫
R
f(x)u∗(x)dx
∣∣ ≤ ‖A∗u‖L2(R)‖f‖L2(R), ∀f ∈ S.
Since S is dense in L2(R), we see that u∗ ∈ L2(R), and hence u ∈ D∗. Thus D(A∗) ⊂
D∗. 
Recall that an operator A is closable if and only if its adjoint operator A∗ is densely
defined. Below closD∗ is the closure of the set D∗ in the space L2(R; dM). So Lem-
mas 3.2 and 3.4 imply the following intermediary result.
Lemma 3.5. The operator A and the form w[f, f ] are closable if and only if
closD∗ = L2(R; dM). (3.9)
Now we are in a position to show that if the formw[f, f ] is closable, then the measure
dM(λ) is absolutely continuous. If u ∈ D∗, then the function (3.7) belongs to L2(R)
and hence, by the Parseval theorem,
u(λ)dM(λ) = ψ(λ)dλ (3.10)
for some ψ ∈ L2(R). In particular, the measure u(λ)dM(λ) is absolutely continuous.
Next we use the following simple assertion. Below 1X is the characteristic function
of a Borelian set X ⊂ R.
Lemma 3.6. Suppose that a set D∗ satisfies condition (3.9). Let the measures
u(λ)dM(λ) be absolutely continuous for all u ∈ D∗. Then the measure dM(λ) is also
absolutely continuous.
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Proof. Let |X| = 0. Suppose first that a set X is bounded and hence 1X ∈ L2(R; dM).
It follows from (3.9) that there exists a sequence un ∈ D∗ such that
lim
n→∞
‖un − 1X‖L2(R;dM) = 0,
whence ∣∣ ∫
X
un(λ)dM(λ)−M(X)
∣∣ ≤ ‖un − 1X‖L2(R;dM)√M(X)→ 0
as n → ∞. Since the measures un(λ)dM(λ) are absolutely continuous, the integrals
in the left-hand side are zeros so that M(X) = 0. If a set X is unbounded, then
M(X ∩ (−r, r)) = 0 for all r <∞, and hence M(X) = 0. 
Now it is easy to conclude the “only if ” part of Theorem 3.1. Suppose that the form
w[f, f ] is closable. Then by Lemma 3.5 the condition (3.9) is satisfied. By the definition
of the set D∗, the measures (3.10) are absolutely continuous. Hence by Lemma 3.6 the
same is true for the measure dM(λ).
It remains to show that D(closA) consists of all f ∈ L2(R) such that condition
(3.2) is satisfied. By definition, f ∈ D(closA) if and only if there exists a sequence
fn ∈ C∞0 (R) such that fn → f in L2(R) and f̂n → u = (closA)f in L2(R; dM). It follows
that f̂n → f̂ and f̂n → u in L2(R) so that the function f̂ = u ∈ L2(R; dM). To prove
the converse statement, observe that the kernel Ker(A∗) = {0}. Indeed, if integral (3.7)
is zero for a.e. x ∈ R, then in view of (3.10) we have u(λ)ψ(λ) = 0 and hence u(λ) = 0
for a.e. λ ∈ R. Therefore for the image of A we have clos ( Im(A)) = L2(R; dM).
Thus if condition (3.2) is satisfied for some f ∈ L2(R), then there exists a sequence
fn ∈ C∞0 (R) such that Afn = f̂n → (closA)f = f̂ in L2(R; dM) and hence fn → f in
L2(R). This means that f ∈ D(closA). 
Remark 3.7. Recall that the operator A was defined by formula (3.3) on the domain
D(A) = C∞0 (R). Of course closA = A∗∗ if A is closable. Let Amax be given by the
same formula (3.3) on the domain D(Amax) that consists of all f ∈ L2(R) such that
Amaxf ∈ L2(R; dM). Then the assertion of Theorem 3.1 is equivalent to the equality
closA = Amax.
4. Continuous analogue of the Riesz Brothers theorem
Our goal in this section is to prove Theorem 1.4.
4.1. Let us proceed from the classical Riesz Brothers theorem (see, e.g., [8], Chap-
ter 4).
Theorem 4.1. Let dµ(z) be a complex (finite) measure on the unit circle T. Suppose
that its Fourier coefficients∫
T
z−ndµ(z) = 0 for n = 1, 2, . . . .
Then the measure dµ(z) is absolutely continuous.
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We need this result in the following form. Let us introduce the measure dµ0(z) on
T supported by the point 1: µ0({1}) = 1, µ0(Y ) = 0 if Y ⊂ T \ {1}.
Corollary 4.2. Suppose that for some b ∈ C and some integer N ≥ 0 the Fourier
coefficients ∫
T
z−ndµ(z) = b for n = N + 1, N + 2, . . . . (4.1)
Then the measure dµ(z)−bdµ0(z) is absolutely continuous. If, additionally, µ({1}) = 0,
then b = 0 and the measure dµ(z) is also absolutely continuous.
Proof. Set
dµ1(z) = z
−N
(
dµ(z)− bdµ0(z)
)
.
It follows from (4.1) that the measure dµ1(z) satisfies the condition of Theorem 4.1, and
hence it is absolutely continuous. The same is also true for the measure dµ(z)−bdµ0(z).
If µ({1}) = 0, then bµ0({1}) = 0 so that b = 0. 
As we will see, Theorems 1.4 and 4.1 are essentially equivalent if p = 0 in condition
(1.13), but Theorem 1.4 is more general if p > 0 when |M |(R) = ∞. However even in
the general case, we use Theorem 4.1 for the proof of Theorem 1.4.
Let us introduce an auxiliary measure
dm(λ) = (1 + λ2)−pdM(λ). (4.2)
According to condition (1.13) it is finite, that is, |m|(R) < ∞. Then we reduce the
problem on the line R to the problem on the circle T using the standard mapping
ω : R→ T defined by the formula
z =
λ− i
λ+ i
=: ω(λ). (4.3)
We transplant the measure dm(λ) on R to the measure dµ(z) on T by the formula
µ(Y ) = m(ω−1(Y )) (4.4)
for all Borelian sets Y ⊂ T. In particular, it follows from (4.4) that∫
T
z−ndµ(z) =
∫
R
(λ− i
λ+ i
)−n
dm(λ), ∀n ∈ Z. (4.5)
4.2. Let us now express the right-hand side of (4.5) in terms of the Laguerre poly-
nomials (see the book [2], Chapter 10.12) defined by the formula
L
α
n(x) = n!
−1exx−αdn(e−xxn+α)/dxn, n = 0, 1, . . . , α ≥ 0. (4.6)
Of course the polynomial Lαn(x) has degree n. We recall that the polynomials L
α
n(x)
are obtained by the orthogonalization of the monomials 1, x, x2, . . . with respect to the
scalar product
〈f1, f2〉α =
∫
R+
f1(x)f2(x)x
αe−xdx. (4.7)
14 D. R. YAFAEV
We need these polynomials for α = 0 and α = 1 only. It follows from (4.7) that∫
R+
L
1
n(x)x
qe−xdx = 0 if 1 ≤ q ≤ n. (4.8)
Recall the identity (see formula (10.12.32) in [2])∫
R+
L
1
n(x)xe
−ζxdx = (n+ 1)
(ζ − 1)n
ζn+2
, Re ζ > 0,
whence
d
dζ
∫
R+
L
1
n(x)e
−ζxdx = −(n + 1)(ζ − 1)
n
ζn+2
. (4.9)
Since
d
dζ
(ζ − 1
ζ
)n+1
= (n+ 1)
(ζ − 1)n
ζn+2
,
it follows from (4.9) that, for some constant c,∫
R+
L
1
n(x)e
−ζxdx = −
(ζ − 1
ζ
)n+1
+ c. (4.10)
Considering now the limit ζ → +∞, we see that c = 1. In particular, setting ζ =
(1 + iλ)/2, we obtain the following result.
Lemma 4.3. For all n = 1, 2, . . ., we have the representation(λ− i
λ+ i
)−n
= 1− 2
∫
R+
L
1
n−1(2x)e
−x−iλxdx. (4.11)
Putting in (4.10) ζ = 1, we also see that∫
R+
L
1
n(x)e
−xdx = 1, n = 0, 1, 2, . . . . (4.12)
Let dm(λ) be an arbitrary complex measure such that |m|(R) < ∞. Integrating
equality (4.11) and using the Fubini theorem to interchange the order of integrations
in λ and x, we see that∫
R
(λ− i
λ+ i
)−n
dm(λ) = m(R)− 2
∫
R+
L
1
n−1(2x)e
−x
( ∫
R
e−iλxdm(λ)
)
dx. (4.13)
4.3. To give an idea of the proof of Theorem 1.4, we first consider the particular case
p = 0 when dM(λ) = dm(λ) according to (4.2), and the measure |M |(R) = |m|(R) <
∞. Let us also suppose that the function (1.14) equals zero for all x > 0. We proceed
from equality (4.13). By our assumption, the integral over λ in the right-hand side is
zero for x > 0. Recall that the measure dµ(z) on T is defined by equations (4.3) and
(4.4); in particular, µ({1}) = 0. Putting now relations (4.5) and (4.13) together, we
see that ∫
T
z−ndµ(z) = m(R), n = 1, 2, . . . .
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Therefore Corollary 4.2 implies that the measures dµ(z) and hence dM(λ) are abso-
lutely continuous.
4.4. Let us pass to the general case. Observe first that replacing dM(λ) by the
measure eiaλdM(λ), we can suppose that a = 0 in the conditions of Theorem 1.4. Let
the function σ(x) be defined by formula (1.14); then σ ∈ L2(R+). We set
σ̂(λ) =
∫
R+
σ(x)eixλdx
and introduce the measure
dM˜(λ) = dM(λ)− σ̂(λ)dλ.
By the Parseval theorem, σ̂ ∈ L2(R) so that the measure dM˜(λ) satisfies condition
(1.13) (for p > 1/2) and
σ˜(x) :=
1
2π
∫
R
e−ixλdM˜(λ) =
1
2π
∫
R
e−ixλdM(λ)− σ(x) = 0 (4.14)
for x > 0. We now put
dm(λ) = (1 + λ2)−pdM˜(λ) (4.15)
and
η(x) =
1
2π
∫
R
e−ixλdm(λ). (4.16)
Then |m|(R) <∞, η ∈ L∞(R) ⊂ S ′ and (without loss of generality we suppose that p
is an integer)
(− d
2
dx2
+ 1)pη(x) =
1
2π
∫
R
e−ixλ(1 + λ2)pdm(λ) = σ˜(x).
Therefore equation (4.14) for x > 0 yields the differential equation
(− d
2
dx2
+ 1)pη(x) = 0, x > 0, (4.17)
for the function (4.16). Its solutions are linear combinations of classical functions xqe−x
and xqex where q = 0, 1, . . . , p− 1. Since the functions xqex do not belong to the class
S ′, the general solution of equation (4.17) in S ′ is given by the formula
η(x) =
p−1∑
q=0
cqx
qe−x, x > 0, (4.18)
where cq, q = 0, 1, . . . , p− 1, are arbitrary complex numbers.
Let us again use relation (4.13) which in view of (4.16) and (4.18) can be written as∫
R
(λ− i
λ+ i
)−n
dm(λ) = m(R)− 4π
p−1∑
q=0
cq
∫
R+
L
1
n−1(2x)x
qe−2xdx.
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Suppose that n ≥ p. Then it follows from (4.8) that all integrals in the right-hand side,
except that for q = 0, equal to zero. Therefore according to (4.12) we have∫
R
(λ− i
λ+ i
)−n
dm(λ) = m(R)− 2πc0, n ≥ p.
Let again the measure dµ(z) on T be defined by formulas (4.3), (4.4); in particular,
µ({1}) = 0. Using (4.5) we now find that condition (4.1) is satisfied for N = p− 1 and
b = m(R)− 2πc0. Therefore, by Corollary 4.2, the measures dm(λ) and hence dM(λ)
are absolutely continuous. This concludes the proof of Theorem 1.4. 
Remark 4.4. Of course the choice (4.3) of the mapping ω : T → R is not unique. If
however ω(λ) = λ−ia
λ+ia
where a > 0, then the proof above requires that the definition
(4.15) of the measure dm(λ) be also changed to dm(λ) = (a2 + λ2)−pdM˜(λ).
5. Closable Wiener-Hopf quadratic forms
In the first subsection we prove Theorem 1.3. The next two subsections consist of its
discussion and of an example of a highly singular but closable Wiener-Hopf quadratic
form.
5.1. The forms w[f, f ] and w[f, f ] are defined by the same expression (1.11), but
D[w] = C∞0 (R+) ⊂ C∞0 (R) = D[w].
Therefore if w[f, f ] is closable, then the same is true for w[f, f ]. Thus the “ if ” part
of Theorem 1.3 is a consequence of the “ if ” part of Theorem 3.1.
The proof of the converse statement follows the same scheme as in Theorem 3.1, but
it is more involved analytically since Theorem 1.4 (the continuous analogue of the Riesz
Brothers theorem) is required now. Below we avoid repeating the arguments already
used by the proof of Theorem 3.1.
We suppose that estimate (1.7) is true with γ = 1 and denote by dM(λ) the measure
satisfying equation (1.9). Let us define an operator A : L2(R+)→ L2(R; dM) on domain
D(A) = C∞0 (R+) by the formula
(Af)(λ) =
1√
2π
∫
R+
eixλf(x)dx, f ∈ C∞0 (R+).
In view of (1.9) the form (1.2) can be written (cf. the identity (3.4)) as
w[f, f ] = ‖Af‖2L2(R;dM), f ∈ C∞0 (R+).
This yields the following result (cf. Lemma 3.2).
Lemma 5.1. The form w[f, f ] defined on C∞0 (R+) is closable in the space L
2(R+)
if and only if the operator A : L2(R+) → L2(R; dM) defined on the domain D(A) =
C∞0 (R+) is closable.
The function (distribution) u∗ is again defined by formula (3.7), but instead of Def-
inition 3.3 we now accept
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Definition 5.2. The set D∗ ⊂ L2(R; dM) consists of all u ∈ L2(R; dM) such that
u∗ ∈ L2(R+).
With this definition of D∗, Lemma 3.4 remains unchanged, and the following result
plays the role of Lemma 3.5.
Lemma 5.3. The operator A and the form w[f, f ] are closable if and only if the relation
(3.9) holds.
The central point is to check that the measures u(λ)dM(λ) are absolutely continuous
for all u ∈ D∗. For such u, we have u∗ ∈ L2(R+), and so this fact follows from
Theorem 1.4 applied to the measure dM(λ) = u(λ)dM(λ).
Now we only have to repeat the arguments used for the proof of Theorem 3.1. If the
form w[f, f ] is closable, then by Lemma 5.3 the condition (3.9) is satisfied. Since the
measures u(λ)dM(λ)are absolutely continuous, the same is true for the measure dM(λ)
because Lemma 3.6 remains obviously true. 
Comparing Theorems 1.3 and 3.1 we see that the form w[f, f ] is closable if and only
if the form w[f, f ] is closable.
5.2. Let us state a consequence of Theorem 1.3 in terms of the integral kernel w(x)
of the form (1.2).
Proposition 5.4. Suppose that the condition (1.7) is satisfied. If the form w[f, f ] is
closable in the space L2(R+), then
w(x) = (1 +D2)qv(x) (5.1)
for some number q ∈ Z+ and a function v ∈ L∞(R) such that v(x) → 0 as |x| → ∞.
If condition (5.1) is satisfied for some q ∈ Z+ and v ∈ L2(R), then the form w[f, f ] is
closable in the space L2(R+).
Proof. If the form w[f, f ] is closable, then, by Theorem 1.3, we have
w(x) =
1
2π
∫
R
e−ixλ(1 + λ2)pψ(λ)dλ (5.2)
for some number p and a function ψ ∈ L1(R). Therefore representation (5.1) holds with
any integer q ≥ p and the function v = (2π)−1/2Φψ1 where ψ1(λ) = (1 + λ2)p−qψ(λ).
The function v(x) is bounded and tends to zero as |x| → ∞ by the Riemann-Lebesgue
lemma.
On the other hand, it follows from (5.1) where v ∈ L2(R) that representation (1.9)
is true with the measure
dM(λ) = (2π)1/2(1 + λ2)q(Φ∗v)(λ)dλ.
Since Φ∗v ∈ L2(R+), condition (1.10) on this measure is satisfied for p > q + 1/4. 
There is an obvious gap between necessary and sufficient conditions in Proposi-
tion 5.4. The conditions w ∈ L∞(R) and w(x)→ 0 as |x| → ∞ do not imply that the
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Fourier transform ŵ ∈ L1loc(R). So these conditions are not sufficient. On the other
hand, the condition (5.1) with v ∈ L2(R) implies that ŵ ∈ L2loc(R) which is stronger
than ŵ ∈ L1loc(R).
For Toeplitz operators, the discrete analogue of Proposition 5.4 is discussed in [15]
in more details.
5.3. We emphasize that a relatively difficult part of Theorem 1.3 is its “ only if ”
assertion. However the “ if ” part also gives interesting examples of highly singular but
closable Wiener-Hopf quadratic forms.
Example 5.5. Set
w(x) = e−πia/2x−a+ + e
πia/2x−a− , ∀a > 0,
where the distribution x−a± is standardly defined (see, for example, [5]) by the analytic
continuation in the parameter a of the function |x|−a1R±(x) which belongs to L1loc for
a ∈ (0, 1). Note that w(x) = wa(x) is well defined as a distribution in the Schwartz
space S ′ for all values of a > 0 including integer values. For example, for a = 2 we
have
〈w2, θ〉 = −
∫
R+
x−2
(
θ(x) + θ(−x) − 2 θ(0) )dx− πi θ′(0).
Calculating the Fourier transform of the function w(x), we see that relation (1.9) is
satisfied with the absolutely continuous measure
dM(λ) = 2πΓ(a)−11R+(λ)λ
a−1dλ (5.3)
where Γ(·) is the gamma function. Thus according to Theorem 1.2 the Wiener-Hopf
quadratic form w[f, f ] is non-negative. It follows from Theorem 1.1 that the corre-
sponding operator W is unbounded unless a = 1. Finally, Theorem 1.3 implies that
the form w[f, f ] is closable for all values of a > 0.
6. Discussion
In Subsection 6.1, we compare our results with the similar statements for Toeplitz
operators obtained in [15]. In Subsection 6.2, we discuss the corresponding assertions
for Hankel operators (realized as integral operators in the space L2(R+)) obtained in
[13].
6.1. As was already noted, Wiener-Hopf W and Toeplitz T (see definition (1.3))
operators can be considered as continuous and discrete versions of the same object.
All the results stated in Section 1, have their counterparts in the theory of Toeplitz
operators. Similarly to (1.2), the Toeplitz quadratic form is given by the equation
t[g, g] =
∑
n,m≥0
tn−mgmg¯n. (6.1)
Here sequences g = {gn}n∈Z+ have only a finite number of non-zero components. The
set of such g is denoted D. It is dense in ℓ2(Z+). A priori there are no restrictions
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on the sequence t = {tn}n∈Z in (6.1) except that tn = t−n so that the quadratic form
t[g, g] is real.
In the theory of Toeplitz operators, the F. Riesz-Herglotz theorem plays exactly
the same role as the Bochner-Schwartz theorem plays in the theory of Wiener-Hopf
operators. It states that t[g, g] ≥ 0 for all g ∈ D if and only if
tn =
∫
T
z−ndµ(z), ∀n ∈ Z, (6.2)
for some non-negative measure dµ(z) on the unit circle T.
The role of Theorem 1.3 is played by the following assertion.
Theorem 6.1. [15, Theorem 1.3] Let the form t[g, g] be given by formula (1.2) on
elements g ∈ D, and let the condition
t[g, g] ≥ γ‖g‖2, g ∈ D, ‖g‖ = ‖g‖ℓ2(Z+),
be satisfied for some γ ∈ R. Then the form t[g, g] is closable in the space ℓ2(Z+) if and
only if the measure dµ(z) in the equations (6.2) is absolutely continuous.
Morally, Theorems 1.3 and 6.1 are of course quite similar, but mathematically they
are not completely equivalent. Let us explain the link and the difference between these
results. Set
(Ug)(x) =
√
2
∑
n∈Z+
gnL
0
n(2x)e
−x, g = {gn}n∈Z+ ∈ D, (6.3)
where the Laguerre polynomials L0n(x) are defined by formula (4.6). Since the functions√
2L0n(2x)e
−x, n ∈ Z+, form an orthonormal basis in L2(R+), operator (6.3) extends to
the unitary mapping U : ℓ2(Z+) → L2(R+). Suppose that the function (distribution)
w(x) is given by formula (1.9). Substituting (1.9) and (6.3) into expression (1.2) for
the Wiener-Hopf quadratic form, we find that
w[Ug, Ug] =
1
π
∑
n,m∈Z+
gmgn
∫
R+
∫
R+
dxdyL0n(2x)L
0
m(2y)e
−x−y
(∫
R
e−iλ(x−y)dM(λ)
)
.
(6.4)
Interchanging here the order of integrations in x, y and λ and using the formula (see
(10.12.32) in [2])
2
∫
R+
L
0
n(2x)e
−2ζxdx =
(ζ − 1)n
ζn+1
, Re ζ > 0,
where ζ = (1 + iλ)/2 for the integrals over x and y, we see that
w[Ug, Ug] =
1
π
∑
n,m∈Z+
gmgn
∫
R
(λ2 + 1)−1
(λ− i
λ+ i
)n−m
dM(λ). (6.5)
Now it follows from (6.1) that
w[Ug, Ug] = t[g, g] (6.6)
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provided
tn =
1
π
∫
R
(λ2 + 1)−1
(λ− i
λ+ i
)−n
dM(λ). (6.7)
Making here the change of variables (4.3), we see that this expression coincides with
(6.2) if the measure dµ(z) on the unit circle is given by the formula
µ(Y ) =
1
π
∫
ω−1(Y )
(λ2 + 1)−1dM(λ). (6.8)
The arguments above do not require that the measures be non-negative; they may be
even complex. Note however that the measure dµ(z) is non-negative (semibounded) if
and only if the measure M(λ) is non-negative (semibounded).
According to formula (6.6) one might think that the form w[f, f ] defined on C∞0 (R+)
is closable if and only if this is true for the form t[g, g] defined on D provided w(x) and
tn are given by formulas (1.9) and (6.7), respectively. However this is not completely
true. First of all, we note that UD 6= C∞0 (R+) so that the domains of t[g, g] and w[f, f ]
are not linked by the mapping U . Second, it follows from (6.8) that |µ|(T) < ∞ and
formula (6.7) makes sense if condition (1.13) is satisfied for p = 1, but not for larger p.
Finally, the passage from (6.4) to (6.5) can be justified by the Fubini theorem, but it
requires that |M|(R) <∞, which is true only if p = 0 in (1.13). Since p is arbitrary in
Theorem 1.3, it is more general than Theorem 6.1.
6.2. There is a certain parallelism between theories of Toeplitz and Hankel operators.
This is true both for the discrete (in the space ℓ2(Z+)) and for the continuous (in
the space L2(R+)) realizations of these operators. Here we discuss the continuous
realizations; see [15], for a discussion of the discrete realizations. For example, the
criteria of boundedness of Wiener-Hopf and of Hankel operators due to Toeplitz (see
Theorem 1.1) and to Nehari [9], respectively, look formally similar. In the semibounded
case, the study of Wiener-Hopf quadratic forms relies on the Bochner theorem on the
Fourier transform of functions of positive type while the study of Hankel quadratic
forms relies on the Bernstein theorem on exponentially convex functions. These results
play the role of the trigonometric and power moment problems, respectively, for the
discrete realizations.
To be more precise, we use the generalization by L. Schwartz of the Bochner theorem
to distributions (see Theorem 1.2). Similarly, for applications to Hankel operators, we
need a generalization to distributions of the Bernstein theorem. Let us state it here.
For f, g ∈ C∞0 (R+), we set
(f ⋆ g)(t) =
∫ t
0
f(s)g(t− s)ds.
Obviously, f ⋆ g ∈ C∞0 (R+).
Theorem 6.2. [14, Theorem 5.1] Let h ∈ C∞0 (R+)′ and
h[f, f ] := 〈h, f¯ ⋆ f〉 ≥ 0 (6.9)
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for all f ∈ C∞0 (R+). Then there exists a non-negative measure dM(λ) on R such that
h(t) =
1
2π
∫
R
e−tλdM(λ) (6.10)
where the integral converges for all t > 0.
We emphasize that the measure dM(λ) may grow almost exponentially as λ→ +∞
and it tends to zero super-exponentially as λ→ −∞, that is,∫
R+
e−tλdM(λ) <∞ and
∫
R+
etλdM(−λ) <∞
for an arbitrary small t > 0 and for an arbitrary large t > 0, respectively. In the theory
of Hankel operators, representation (6.10) plays the same role as representation (1.9)
plays in the theory of Wiener-Hopf operators.
Theorem 6.2 shows that the positivity of 〈h, f¯ ⋆ f〉 imposes very strong conditions
on h(t). They are stated in the assertion below.
Corollary 6.3. Under the assumptions of Theorem 6.2, the function h ∈ C∞(R+).
Moreover, it admits the analytic continuation in the right-half plane Re t > 0 and is
uniformly bounded in every strip Re t ∈ (t1, t2) where 0 < t1 < t2 <∞.
We recall also the following result.
Theorem 6.4. [13, Theorem 3.10] Let h(t) be given by formula (6.10) where
M((−∞, 0]) = 0. Then the form (6.9) defined on f ∈ C∞0 (R+) is closable.
If h(t) is given by (6.10), then
h(t) ≥ M((−∞, 0]), ∀t > 0.
Therefore putting together Theorems 6.2 and 6.4, we obtain a simple sufficient condi-
tion for a Hankel quadratic form to be closable.
Theorem 6.5. Let assumption (6.9) be satisfied. Then the form h[f, f ] defined on
f ∈ C∞0 (R+) is closable if
lim inf
t→∞
h(t) = 0. (6.11)
In thi s case, there exists a unique non-negative operator H corresponding (see Subsec-
tion 2.1) to the form h[f, f ].
Remark 6.6. If condition (6.11) is satisfied, then M((−∞, 0]) = 0, and therefore
representation (6.10) implies that h(t) → 0 monotonically as t → ∞. Actually, such
functions h(t) are called (see [1], Chapter 5, §5) completely monotonic.
Example 6.7. Let h(t) = t−a where a > 0. Then h[f, f ] ≥ 0, and the form h[f, f ] is
closable.
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Note that in this example the representation (6.10) is satisfied with the measure
dM(λ) given by formula (5.3). The corresponding Hankel operators H are unbounded
unless a = 1; see [13] for details. We emphasize that the singularity of h(t) as t → 0
may be arbitrary strong. On the other hand, according to Example 2.1 the form h[f, f ]
is not closable if h(t) = 1. So the sufficient condition (6.11) is rather close to necessary.
As observed at the end of Section 5, for Wiener-Hopf quadratic forms, the condition
w(x)→ 0 as |x| → ∞ does not imply that w[f, f ] is closable. According to Theorem 6.5
the situation is different for Hankel quadratic forms.
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