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Summary 
Data have been acquired for a rotorcraft test 
in the Langley Transonic Dynamics Tunnel using a 
desktop data-acquisition system. The system, which 
consists of an IBM Personal Computer AT (PC- 
AT) and an Omega Engineering OM-900 stand-alone 
interface system, is well suited for acquiring high- 
speed data on a limited number of analog channels. 
The data-acquisition system and the interrupt-driven 
software, which provides the capability for near real- 
time, cyclic data acquisition as well as data storage 
and display, are described herein. 
Introduction 
The acquisition of data during research testing 
often requires sampling many channels at extremely 
high data rates. Such is the case in large-scale, wind- 
tunnel testing, for which mainframe computers are 
generally employed to meet the demanding require- 
ments placed on data acquisition. However, with the 
increased power and memory of current desktop com- 
puter systems, highly accurate measurements can be 
made on a limited number of channels with much 
smaller systems. These systems are useful as back- 
ups to the larger systems, are portable, and are avail- 
able for an easily affordable price. One such system 
has been developed for rotorcraft testing at Langley 
Research Center. The system has been used success- 
fully both in the Langley Transonic Dynamics Tunnel 
(TDT) and in a remote facility used exclusively for 
testing rotors in hover. The system and its use dur- 
ing a rotorcraft test in the TDT are described in this 
paper. 
The data-acquisition system used for the test is 
an Omega Engineering OM-900 stand-alone interface 
system in tandem with an IBM PC-AT that acts as a 
host computer. The system is capable of taking data 
and displaying it in near real time in both a tabular 
and graphic format. The data, which include rotor- 
performance and dynamic-loads measurements, can 
be stored for later use. 
Symbols 
R rotor radius, ft 
V free-stream velocity, ft/sec 
p rotor advance ratio, V/RR 
R rotor rotational velocity, rad/sec 
Hardware Description 
Many vendors supply data-acquisition equipment 
for use with personal computers. Equipment selec- 
tion depends largely on the intended uses and porta- 
bility desired for the data-acquisition system. The 
equipment described in this paper was selected for 
its stand-alone capabilities, acquisition speed, and 
easily rack-mounted design. However, equipment is 
available which is completely contained within a PC 
chassis and therefore offers maximum portability. 
The data-acquisition hardware used for this study 
was the Omega Engineering, Inc. OM-900 series 
equipment. The OM-900 is a stand-alone, 
microprocessor-based, data-acquisition and control 
system which can be configured according to user re- 
quirements by selection of appropriate system mod- 
ules. The system can be accessed by either a “dumb” 
ASCII terminal or, as for this study, through the use 
of a host computer system. The modules used in- 
clude the OM-913 digital input/output (I/O) mod- 
ule and the OM-916 analog input module. A power- 
supply module and the OM-991 central processing 
unit (CPU) module are requirements for any OM-900 
system and are included for this study. 
The OM-991 central processing unit can control 
up to 15 OM-900 modules. It manages all OM-900 
functions and any user communications. It con- 
tains an Intel 8088, 16-bit microprocessor that runs 
at 5 MHz. The CPU is responsible for maintain- 
ing all system timing via its real-time clock. Two 
user-programmable timers are available to manage 
data acquisition and to control task scheduling. The 
CPU also maintains all user communications and 
data transfer with an interrupt-driven RS-232 se- 
rial port capable of baud rates from 110 to 19.2K 
or with optional IEEE-488 or RS-422/485 interfaces. 
An easy-to-use command structure allows the user 
access to all OM-900 commands and built-in mathe- 
matical routines such as data scaling and statistical 
quantities. 
The OM-913 digital input/output module is 
equipped with 60 bidirectional 1/0 channels. Spe- 
cial features of the module allow for 18digit, binary 
coded digit (BCD) inputs or up to six frequency 
counters, event counters, timers, frequency genera- 
tors, or pulse generators. 
The OM-916 analog input module is equipped 
with 8 analog input channels as well as 8 digital 
input and 8 digital output channels. Analog input 
ranges are software-selectable to f0 .2  V, f2.0 V, 
and f20.0 V. The module multiplexes analog input 
signals to a sample-and-hold circuit which supplies 
a 12-bit, successive-approximation, analog-to-digital 
(A/D) converter. Converted samples are stored in- 
ternally in a 32K buffer or are immediately returned 
to the user when operating at low data rates. The 
module allows for both a low- and high-speed analog 
data-acquisition mode. For the low-speed acquisi- 
tion mode, the maximum aggregate sampling rate is 
20 samples per second. For the high-speed acquisi- 
tion mode, data may be taken at up to 20000 sam- 
ples per second for a single channel or up to a max- 
imum aggregate sample rate of 10000 samples per 
second for multiple channels. The high-speed mode 
requires that the module be serviced continually by 
the OM-991 CPU module; this service disables CPU 
service to other modules in the system. 
Omega Engineering provides other OM-900 sys- 
tem modules that were not used in this study. These 
include thermocouple, strain-gage, and linear and ro- 
tary variable differential transformer (LVDT/RVDT) 
input modules; analog output modules; and multi- 
plexer modules. Also available are several power- 
supply modules designed to satisfy different require- 
ments. The OM-901 power-supply module, which 
provides for up to 40 W of power converted from a 
115 or 230 V, ac source, is used for this system. Other 
power-supply modules can provide up to 60 W from 
standard ac sources or from 12, 24, or 48 V dc s u p  
plies. Reference 1 provides more information on the 
OM-900 system modules and their uses. 
An IBM PC-AT computer operating under IBM 
Disk Operating System (DOS) version 3.2 acts as the 
host system for the OM-900 equipment in this data- 
acquisition application. The computer is equipped 
with an 8-MHz 80286 CPU, an 80287 math co- 
processor, 512K random access memory (RAM), a 
1.2-megabyte floppy disk drive, a 30-megabyte hard 
disk, 2 serial ports, and an enhanced graphics adap- 
tor (EGA) that drives an enhanced color display. 
The data-acquisition system, as used for this 
study, is shown in figure 1. The OM-900 equipment 
alone is shown in figure 2. 
Test Description 
The wind-tunnel test was performed with sev- 
eral different rotor-system configurations mounted on 
the Aeroelastic Rotor Experimental System (ARES). 
The ARES is used in the TDT for measuring rotor 
loads and performance, aeromechanical stability, and 
vibration data. The ARES model and the TDT facil- 
ity are thoroughly described in reference 2; however, 
a brief description is included herein. 
The TDT, a schematic of which is shown in 
figure 3, is a continuous-flow tunnel with a slotted 
test section. The tunnel is capable of operation up to 
Mach 1.2 at stagnation pressures from 0.1 to 1.0 atm. 
The test section is 16 ft square with cropped corners 
and has a cross-sectional area of 248 ft2. Either air or 
refrigerant-12 (R-12) may be used as a test medium. 
For this study, testing was conducted in R-12 at an 
approximate density of 0.006 slug/ft3. 
The ARES model is shown mounted in the test 
section of the TDT in figure 4. The ARES is a 
generic rotor test bed with a self-contained rotor- 
control and drive system. The rotor-control system, 
rotor speed, and the model shaft angle of attack 
are remotely controlled during testing. Rotor forces 
and moments are sensed by a six-component, strain- 
gage balance mounted below the model drive system. 
Additional instrumentation allows for measurement 
of rotor blade loads and motion as well as returning 
rotor-speed and position information. 
Data-Acquisition Requirements and System 
Setup 
Rotorcraft testing in the TDT requires demand- 
ing data-acquisition techniques such as on-line ac- 
quisition, reduction, and real-time display of ARES 
balance loads, as well as data storage for off-line re- 
duction and plotting. To perform such a function, a 
minimum of nine channels of data acquisition are 
necessary. These channels must include input from 
the six strain-gage-balance channels, the model shaft 
angle-of-attack sensor, a sensor which provides a 
pulse once every rotor revolution, and the sensor 
which provides information on the rotor rotational 
speed. The wind-tunnel operating parameters such 
as speed and density must also be calculated in real 
time from temperature, R-12 purity, and static- and 
total-pressure readings provided by tunnel instru- 
mentat ion. 
A schematic of the OM-900 data system and 
its connections to the IBM PC-AT and the ARES 
model is shown in figure 5. Communication be- 
tween the OM-900 system and the PC is performed 
through a 9600-baud RS-232 serial link. This link 
provides all command and data transfers to and from 
the OM-900. The first six channels of the OM-916 
analog input module were connected to the ARES 
strain-gage balance. Channel 7 was used to read the 
model shaft angle of attack from an accelerometer 
mounted within the ARES. Channel 8 was connected 
to the model sensor which provided the once-per- 
revolution pulse. This pulse corresponds to the ref- 
erence blade passing over the tail of the model and 
allows azimuthal positioning information for the ro- 
tor to be resolved from the data. All input signals to 
the analog input module were conditioned and ampli- 
fied by independent amplifiers. The OM-913 digital 
input/output module was used to measure rotor ro- 
tational speed. This was accomplished by connecting 
one of the frequency counters to the 60-per-revolution 
sensor on the model. The temperature and static and 
total pressures of the wind tunnel were supplied to 
the host PC-AT on demand by an external proces- 
sor connected through a serial link. The wind-tunnel 
R-12 purity was supplied to the PC via user interface 
under program control. 
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Software 
Data acquisition, real-time computations and 
data plotting, data storage, and user interface are 
managed by software executed on the IBM PC-AT. 
The software is written in Microsoft QuickBASIC 
version 3.0. The software is written in this version 
of compiled BASIC as opposed to another high-level 
language for two reasons. First, the QuickBASIC 
compiler allows for easy implementation of interrupt- 
driven code; this code is a necessity in a real-time 
data-acquisition environment. Second, QuickBASIC 
allows for easy access to high-resolution EGA graph- 
ics and allows real-time display of the model data. 
These advantages allow the use of interrupt-driven 
code and graphics without resorting to assembly- 
language programming. The QuickBASIC compiler 
The structure used in developing the software is 
shown in figures 6 to 9. Two main programs and nu- 
merous interrupt-service routines are used. One of 
the main programs (fig. 6) allows the user to spec- 
ify the format of the real-time output, and the other 
(fig. 7) provides the actual real-time data acquisi- 
tion, calculations, data display, and data storage. 
A variety of interrupt-service routines complete the 
software set and allow the OM-900 to effectively in- 
terface with the PC and provide user control over 
data-system processes. Two of the most important 
interrupt-service routines, the communications and 
data-storage routines, are diagrammed in figures 8 
and 9. Each of these routines is discussed in detail 
in subsequent sections. 
The flow diagrams in figures 6 to 9 have been 
condensed to eliminate the many details necessary 
to manage a data-acquisition activity of this scope. 
However, the major functions of the software are ad- 
dressed in the figures. Functions which are associ- 
ated with OM-900 communications or data acquisi- 
tion are generally displayed in their own blocks; in 
many cases, however, the program statements which 
they represent are only a few lines long. On the other 
hand, blocks which are not associated with the use 
of the OM-900 system often represent hundreds of 
lines of computer code. The details of these func- 
tions are not discussed, because the purpose of this 
paper is to demonstrate the capabilities and effec- 
tiveness of desktop data-acquisition systems such as 
the OM-900. However, three subroutine listings have 
been included which demonstrate some basic calcula- 
tions necessary to set up the data acquisition. These 
listings also illustrate command structures for the 
OM-900 data-acquisition system. 
I 
I 
~ 
I and its usage are described in reference 3. 
Initialization Program 
Figure 6 represents the flow for the initialization 
program. Its primary data-acquisition-system func- 
tions are to open communication lines between the 
PC-AT and the OM-900 and external processors and 
reset the OM-900 to its power-up condition. How- 
ever, the program is also responsible for initializing 
system variables and allowing the user to specify the 
real-time data which are to be displayed during a 
wind-tunnel run. For example, it allows the user 
to specify calibration coefficients for the ARES bal- 
ance and to specify parameters associated with the 
rotor system being tested. These values are stored 
for later use in converting balance voltages to engi- 
neering units and calculating rotor-performance co- 
efficients. The program allows the user to specify 
up to 14 real-time variables which are displayed dig- 
itally when the data-acquisition system is active. It 
also allows the user to set up the real-time plotting 
capabilities of the system. Up to two plots may be 
requested and any of 25 system variables for the or- 
dinate or abscissa are selected. Ranges for the axes 
are interactively specified by the user. Finally, the 
program manages the transfer to the real-time data- 
acquisition and display program. 
Data-Acquisition and Display Program 
During ARES testing, data acquisition takes 
place nearly continuously. That is, when an actual 
data point is not being recorded, the model balance, 
angle of attack, rotor speed, and tunnel conditions 
are constantly being monitored, reduced, and dis- 
played in near real time. To accomplish this, an 
interrupt-driven routine was written. Figure 7 is a 
flow diagram of the routine. 
The first action which the program takes is to 
enable an interrupt on the communication line con- 
nected to the OM-900. While this interrupt is 
enabled, the arrival of any character on the com- 
munications port will force an immediate transfer 
to a communications interrupt-service routine which 
reads the data from the OM-900. To avoid an in- 
advertent interrupt, the communications buffer is 
cleared before the interrupt is enabled. The com- 
munications interrupt-service routine is discussed in 
greater detail subsequently. 
Once the communications interrupt has been en- 
abled, program variables are initialized if necessary, 
and the OM-900 is initialized and activated using the 
“OM9OOSet” subroutine shown in appendix A. Dur- 
ing OM-900 initialization, the OM-991 CPU mod- 
ule is commanded to delay all data output to the 
PC by 850 msec, the OM-916 analog input mod- 
ule is set for an analog input range of f2 .0  V, 
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and a frequency counter on the OM-913 digital 1/0 
module is commanded to begin counting the 60-per- 
revolution pulses with a l-sec gate time. This allows 
the OM-913 to read the current ARES rotor speed 
(in rpm) and update it in an internal register once 
every second. Upon completion of these initialization 
processes, the OM-900 is actively acquiring and in- 
ternally updating rotor-speed information. Next, the 
OM-916 analog input module is commanded to enter 
the high-speed, data-acquisition mode and take data 
from the ARES strain-gage-balance and shaft angle- 
of-attack sensor at 476 samples per second for a time 
calculated by the “CalcSamp” subroutine shown in 
appendix B. The time is calculated for five rotor rev- 
olutions, based on the most recent rotor rotational 
speed available from the OM-913. If the rotor speed 
is below 300 rpm (650 to 780 rpm is nominal), the 
system considers the rotor to be nonrotating, and 
the module is instead commanded to take data for 
375 msec. Once acquired, these data are averaged 
and the results are returned to the PC after the re- 
quested 850-msec gate-time delay. The gate-time de- 
lay is necessary because the CPU module stops send- 
ing timing signals to all system modules except the 
analog input module during high-speed analog data 
acquisition. The associated interruption in timing 
signals temporarily resets the ARES rotor-speed reg- 
ister on the digital 1/0 module to zero. The spec- 
ified gate-time delay allows the module to resume 
frequency-counting operations long enough for the 
ARES rotor speed to be refreshed before the next 
interrogation by the PC. 
While the OM-900 is actively acquiring and ma- 
nipulating data, the PC is free to continue with other 
system functions. However, the OM-900 is able to 
interrupt PC processing at any time through the 
communications interrupt. Once the OM-900 is acti- 
vated, the display on the PC is created. This process 
includes setting the screen for high-resolution graph- 
ics, loading in a library of alpha-numeric graphics 
characters, drawing the axes for the first plot (if plots 
are requested), building the tabular variable display, 
setting up the function-button interrupts, and writ- 
ing the command menu on the bottom of the screen. 
At this point, the program enters a continuous 
loop as shown in figure 7. This loop is responsible 
for continually updating the current values of wind- 
tunnel pressures and temperature, and reducing 
these to usable values for density, velocity, Mach 
number, and dynamic pressure. Upon completion 
of tunnel parameter calculations, the program be- 
gins reducing the most recent ARES data received 
from the OM-900 to engineering units. To accom- 
plish this reduction, the routine accesses a variable 
array which contains the most recent mean voltages ~ 
acquired from the ARES balance and angle-of-attack 
sensor; the routine also uses the most recent value of 
rotor rpm. 
The engineering-units conversion subroutine first 
enters a loop to calculate the appropriate engineer- 
ing units for each balance-channel mean value. These 
values are computed based on the calibration coeffi- 
cients entered by the user when executing the ini- 
tialization program. The values are then corrected 
for any zero offset and adjusted for interactions be- 
tween individual balance channels. Tare corrections 
associated with the ARES are then applied. Reduced 
balance-channel data are then resolved into wind-axis 
components (i.e., lift and drag) and are nondimen- 
sionalized into rotor-performance coefficients. The 
reduced balance-channel data, rotor-performance co- 
efficients, rotor-speed and attitude information, and 
wind-tunnel parameters are stored in a common vari- 
able array for access by other program routines. 
Upon return from the engineering-units sub- 
routine, the program makes the necessary updates 
to the real-time variables and any plot displayed on 
the screen. The routine then loops to obtain new 
tunnel parameters as shown in figure 7. The loop is 
generally executed 3 to 4 times per second and allows 
the user to view the most recently available data in 
a near real-time environment. 
Once the program reaches the continuous loop 
shown in figure 7, the only way to modify the pro- 
gram actions are through interrupts and their asso- 
ciated service routines. The interrupt-service rou- 
tines allow for crucial system functions, such as data 
transfer, and provide user control over the system as 
a whole. Two of these interrupt-service routines are 
diagrammed in figures 8 and 9 and are discussed in 
the following sections. 
Communications in terrupt-ser vice routine. 0 ne 
of the most crucial interrupt-service routines is the 
communications interrupt. It is called “ReadData” 
and is shown in appendix C. Once enabled, this in- 
terrupt is activated each time incoming OM-900 data 
arrive on the PC serial 1 / 0  port. Therefore, this 
routine reads the mean ARES balance voltages and 
shaft angle of attack as returned by the OM-900. It 
then requests that the current value of rotor rpm 
stored in the OM-913 module be returned immedi- 
ately. All these values are stored in variables for 
use in data reduction in the engineering-units conver- 
sion routine. Finally, the routine requests that the 
OM-900 take five more revolutions of balance and 
angle-of-attack data, average it, and return it to the 
PC after the 850-msec gate-time delay. This action 
effectively completes the cyclic data-acquisition loop 
and thereby provides the PC with completely new 
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ARES data nominally every 1 to 1.3 sec, depending 
on rotor speed. Upon completion of the communi- 
cations interrupt-service routine, control is returned 
to the process that was being executed immediately 
prior to the interrupt. 
I 
Data-storage interrupt-service routine. The 
interrupt-service routine which allows data to be ac- 
quired and subsequently stored on the PC is shown 
in figure 9 and is referred to as the data-storage rou- 
tine. The routine is initiated through an interrupt 
connected to a function key on the PC. Therefore, 
the user may execute the data-storage routine at any 
time by striking the appropriate function key. The 
routine initially disables the communications inter- 
rupt, so that the cyclically updated data acquisition 
is inhibited. The data-storage interrupt itself is then 
disabled to ensure that the routine is not inadver- 
tently reexecuted during processing. The command 
and data buffer on the OM-900 is then cleared to 
eliminate old command and data transfers between 
the PC and the OM-900. Sample rates and acqui- 
sition times are calculated based on user selectable 
values for the number of rotor revolutions required, 
the number of samples required per revolution, and 
the most recent value for rotor rpm obtained from 
the internal register on the OM-913. The OM-900 
is commanded to acquire the data as per user re- 
quest, and the mean values for balance channels and 
angle of attack are returned to the PC. These data 
are reduced using the engineering-units conversion 
subroutine; the data are displayed digitally and on 
the plots, and symbols are used to distinguish data 
points. The data are stored in a file on the PC hard 
disk, along with rotor rpm, wind-tunnel parameters, 
and point identification. If time-history data are re- 
quested by the user, the mean data are followed by 
a stream of data representing the waveforms from 
the strain-gage-balance, the angle-of-attack, and the 
once-per-revolution channels. These data are stored 
in a voltage format on a separate hard-disk file, along 
with values that identify the data point, number of 
samples, and sampling-frequency information. Upon 
completion of data storage, the routine supplies the 
commands to the OM-900 to resume the cyclic data 
acquisition and enables both the communications 
and data-storage interrupts. Control then returns 
to the interrupted process. 
Other interrupt-service routines. The other 
interrupt-service routines used with the system are 
designed to allow for the user interface and control 
over the data acquisition and display. The interrupts 
are typically assigned to PC function buttons which 
are keyed to a two-line menu system at the bottom 
of the display. When using the menu, the user can 
specify sampling rates, clear plots, change plot sym- 
bols, exchange plots, change the R-12 purity used 
in tunnel parameter calculations, activate the data- 
storage routine, and access a variety of other test- 
specific routines. The menus also provide the user 
with an interface to the initialization program in or- 
der to request changes to the real-time display values 
and plots. 
Results 
The OM-9OO/PC-AT data-acquisition system af- 
fords a convenient, reliable, and accurate method of 
acquiring data for the limited number of channels 
necessary for this test. Typically, a completely new 
set of near real-time data is displayed on the screen 
every 1 to 1.3 sec. Up to two plots can be viewed 
by the user, one at a time, which provides a con- 
tinuous graphical display of user-selected, real-time 
variables. Figure 10 shows a typical display used dur- 
ing the ARES testing. Data acquisition and stor- 
age of data points took approximately 15 sec when 
only mean balance data were stored and up to 2 min 
when dynamic data were stored, depending upon the 
requested sampling rates and the number of rotor 
revolutions. The data collected were processed and 
plotted off-line for further engineering analysis. 
Examples of the data obtained using the data- 
acquisition system are shown in figures 11 and 12. 
Figure 11 contains reduced ARES performance data. 
The plot shown is nondimensional rotor lift plot- 
ted against nondimensional rotor torque required for 
a specific forward-flight velocity. An example of 
the time-history data resolution attainable with the 
OM-900 is shown in figure 12. The figure shows 5 rev- 
olutions of data from the ARES balance normal-force 
channel. The data were taken at a sampling rate of 
1250 samples per second for the six balance channels, 
the shaft angle-of-attack channel, and the once-per- 
revolution channel. As shown, the frequency reso- 
lution is quite good and is more than adequate for 
this type of rotorcraft testing, for which frequencies 
higher than 120 Hz are of little interest. 
Conclusions 
Data have been acquired for a rotorcraft test 
in the Langley Transonic Dynamics Tunnel using 
a desktop data-acquisition system. The system, 
which consists of an IBM PC-AT and an Omega 
Engineering OM-900 stand-alone interface system, is 
well suited for acquiring high-speed data on a limited 
number of analog channels. Based on the information 
obtained during this research effort, the following 
conclusions have been reached: 
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1. The OM-900 operating in tandem with a per- 
sonal computer is capable of acquiring and storing 
relatively high-frequency data accurately, efficiently, 
and at a reasonable cost. 
2. Interrupt-level programming can be effectively 
implemented with the data-acquisition system to 
increase its power and flexibility by allowing for both 
real-time processing and data storage. 
3. QuickBASIC is an effective tool for the data- 
acquisition-system programming. It provides for 
access to keyboard and communications interrupts, 
as well as high-resolution graphics, without resorting 
to assembly-language programming. 
NASA Langley Research Center 
Hampton, VA 23665-5225 
May 11, 1989 
6 
Appendix A 
OM900Set: OM-900 setup routine 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
SUB OM9OOSet (NumSampRT) STATIC 
GENERAL NOTES: Device #1 in PRINT and INPUT statements 
provides communications with the OM-900 throughout the 
listings. 
Command OM-991 CPU to delay all communications to the 
host PC by the 850 msec gate time. 
PRINT #1, “@EOLDelay=850” 
Command OM-916 Analog Input module to enter the f2 .0  
Volt range mode. 
PRINT #1, “#1, VIR=-3” 
Activate a frequency counter on the OM-913 Digital Input/ 
Output module to begin acquiring rotor RPM. 
PRINT #1, “#3, FREQ14=ON(O)” 
Command OM-916 Analog Input module to acquire data from 
the shaft angle transducer and 6 balance channels at a 
rate of 476 samples per second for NumSampRT samples. 
The Nth=3 sub-command tells the module to accept only 
every third sample. 
Sample Rate = Max. Sample Rate / # channels / Nth 
= 10000 / 7 / 3 
= 476.2 
PRINT #1, “#1, BVIN[“; NumSampRT; ” I  1,2,3,4,5,6,7:NTH=3” 
Command OM-916 to return mean voltages for the channels 
after data acquisition is complete. Return to calling 
routine. 
PRINT #1, “#1, BVMEAN 1,2,3,4,5,6,7” 
END SUB 
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Appendix B 
CalcSamp: real-time data sample calculation 
SUB CalcSamp STATIC 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
Calculate the maximum real-time sample rate based on the 
number of channels being acquired. For real-time 
sampling, the number of channels (NumChans) is 7. 
NOTE: RT in variable names refers to Real-Time. 
MaxRTRate = 10000.0 / NumChans 
Calculate the sample time required for NumRevsRT rotor 
revolutions of data to be acquired. 
TimeOneRev = 60.0 / RPM 
SampTimeRT = NumRevsRT * TimeOneRev 
Calculate the number of samples required to obtain the 
data at a sample rate of 476 samples per second. The 
quantity (SampTimeRT * MaxRTRate) is divided by 3 
since the OM-916 module is commanded to retain only 
every third sample (see appendixes A and C). 
NumSampRT = INT((SampTimeRT * MaxRTRate) / 3) 
If the rotor rotational speed is less than 300 RPM, set 
NumSampRT to acquire 375 msec of data. Return to 
calling routine. 
IF RPM < 300.0 THEN NumSampRT = INT((0.375 * MaxRTRate) / 3) 
END SUB 
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I Appendix C 
ReadData: real-time data return routine 
I 
ReadData: 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
rem 
Queue data acquisition interrupt and disable communications 
interrupt. 
KEY(1) STOP 
COM(1) OFF 
Read the number of samples acquired and the mean voltages 
from the shaft angle transducer and the 6 balance 
channels. 
Command OM-991 CPU to return rotor RPM immediately, then 
reset to delayed communications. 
PRINT #1, “@EOLDelay=O” 
PRINT #1, “#3, Freql4” 
INPUT #1, RPM 
IF RPM = 0. THEN RPM = 0.1 
PRINT #1, “@EOLDelay=850” 
Check for overflow conditions on 6 balance channels. 
FOR I = 1 TO 6 
IF ABS(F(1)) > 1.98 THEN LOCATE 21,l  
PRINT “Channel”; I; “overflow.”; 
NEXT I 
Command OM-916 Analog Input module to acquire data from 
the shaft angle transducer and 6 balance channels at 
a rate of 476 samples per second for NumSampRT 
samples. See appendix A for explanation of the Nth=3 
sub-command. 
PRINT #1, “#1, BVIn[“; NumSampRT; ”1 1,2,3,4,5,6,7:Nth=3” 
Command OM-916 to return mean voltages for the channels 
after data acquisition is complete. 
PRINT #1, “#1, BVMean 1,2,3,4,5,6,7” 
Re-activate communications interrupt and data acquisition 
interrupt. Return to calling routine. 
COM(1) ON 
KEY(1) ON 
RETURN 
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Figure 7. Real-time data-acquisition and display program. 
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