where/»,(*), gm-i(x) denote normalized polynomials of degree m and m -1, respectively.
(That the multiplier -2km~1/m is necessary can be seen by examining the coefficient of xm~l in both members of (1. If we now assume that (1.4) holds also for the value h^k, then (1.6) implies bm-i,T-i = hm~ramT (r^l), from which it is evident that ¿>m_i,r_i = amr = 0 (i Ú r < m).
Thus (1.5) becomes
where am0 is an arbitrary constant. This proves the following Theorem 1. If fm(x), gm-i(x) denote normalized polynomials of degree m and m -1 respectively, which satisfy (1.4) for two distinct values of k, then (1.7) holds; in other words, except for an additive constant, fm(x) is identical with Bm(x) and gm~i(x) is identical with Em~i(x).
If in addition
we assume fm(0)=Bm, then it is clear that fm(x) = Bm(x).
It may be of interest to remark that if we assume fm(x) =mfm-i(x), so that {fm(x)} form an Appell set, then (1. Thus iifm-i(x) is assigned, fm(x) is determined except for an additive constant. If we make the additional assumption that {fm(x)} is an Appell set, then (1.8) applies and we get the condition 1 e' + 1 " amt"> » amkmtm -2--= 2--' 2 e* -1 o ml o ml which is equivalent to (1.12) kmam= I>m-2r.B2r. where pn-i(x) denotes an arbitrary polynomial of degree tsn -1.
We remark that the discussion following Theorem 1 can readily be extended to the general case »Si 1. 3. Eulerian polynomials. Put 1 -oc JL 4>m(x, a) -e*t = E <" (a*i) -oie' m_0 ml then d>m(x, a) is a normalized polynomial of degree mina; and may be (3.1)
1 -ae' m_o ml
