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Summary
High-speed cutting is an important and widely-used process in modern production engineering.
Considering the fundamental non-linear nature of this thermomechanical process, the finite-
element method is the numerical simulation tool of choice. In this context, a realistic numerical
simulation of cutting processes places high demands on accuracy and efficiency. Since large
deformation and deformation localization are involved, continual remeshing and mesh adapta-
tion are required. In the context of a finite-element analysis, localized deformation patterns,
as observed in experimental observations, can be modeled using thermo-viscoplastic material
models including in particular the effect of thermal softening and in general damage as well.
As is well-known, such softening effects result in a loss of solution uniqueness, resulting in so-
called pathological mesh-dependence of the simulation results. In the last ten to fifteen years,
a number of extensions to classical local modeling of softening, damage and failure have been
proposed in order to account for the inherently non-local character of many processes contribut-
ing to such failure. For example, in the case of ductile failure in metal-matrix composites as
based on void development, the process of void coalescence leading to failure is inherently
non-local. From the mathematical / numerical point of view, many non-local models have the
additional benefit of regularizing the boundary-value problem and alleviating mesh dependence.
On this basis, the intention of the work presented in the following is to develop a general finite
element framework to model and simulate the process of metal cutting and related processes.
Here, we deal with two key issues. To resolve the complex deformation patterns, observed in
context of metal cutting, we develop an adaptive finite element framework, based on a combi-
nation of error estimation and refinement indication. Further, we present an extended thermo-
dynamic framework, with a general non-local description of several thermodynamic quantities.
In this context we also discuss the effect of ductile damage. In the context of standard isochoric
plasticity, the influence of hydrostatic pressure on the development of ductile damage is usually
accounted for in an indirect fashion, by defining, e.g., a pressure-dependent formulation for the
rate of damage. In contrast, the current work is based on both hydrostatic stress- and devia-
toric stress-driven inelastic deformation, damage, and failure. The former drives for example
primarily microvoid development, while the latter is related to micro-shear-band or microcrack
development. The extended non-local description allows the modeling of lengthscale-effects,
in general, but also the additional benefit of further reduction of mesh dependence is important
and will be discussed.
Zusammenfassung
Das Hochgeschwindigkeitsspanen ist ein wichtiger und weit verbreiteter Prozess in der moder-
nen Produktionstechnik. Beachtet man die grundsa¨tzlich nichtlineare Natur dieses thermome-
chanischen Prozesses, so bietet sich die Finite Elemente Simulation als numerisches Werkzeug
an. In diesem Zusammenhang stellt eine realistische numerische Simulation hohe Anforde-
rungen an Genauigkeit und Effizienz. Da große Deformationen und Lokalisation von plasti-
scher Deformation auftreten, wird eine kontinuierliche Neuvernetzung sowie Netzadaptivita¨t
beno¨tigt. Im Kontext einer Finiten Elemente Simulation ko¨nnen die im Experiment beobach-
teten lokalisierten Deformationsmuster durch ein thermo-viskoplastisches Materialgesetz un-
ter Einbeziehung thermischer Entfestigung sowie Scha¨digung modelliert werden. Wie allge-
mein bekannt, geht mit einer solchen Entfestigung die Eindeutigkeit der Lo¨sung verloren. Dies
a¨ußert sich in der so genannten pathologischen Netzabha¨ngigkeit der Simulationsergebnisse.
In den letzten zehn bis fu¨nfzehn Jahren wurden ein Vielzahl von Erweiterungen der klassi-
schen lokalen Modellierung von Entfestigung, Scha¨digung und Versagen vorgeschlagen, um
dem von Natur aus nicht lokalen Charakter vieler entfestigender Prozesse Rechnung zu tra-
gen. Zum Beispiel ist der Prozess des Zusammenwachsens von Hohlra¨umen, wie dieser bspw.
beim duktilen Versagen von Metall-Matrix Verbundwerkstoffen auftritt, von Natur aus nicht
lokal. Vom mathematischen und numerischen Standpunkt aus betrachtet, bringen viele die-
ser nicht lokalen Modelle den weiteren Vorteil, dass sie das entsprechende Randwertproblem
regularisieren und netzabha¨ngige Lo¨sungen vermeiden. Auf dieser Basis besteht die Intenti-
on der vorliegenden Arbeit darin, einen allgemeinen Finite Elemente Rahmen zur Simulati-
on des Zerspanens und a¨hnlicher Prozesse zu entwickeln. Wir bescha¨ftigen uns hierbei mit
zwei Schlu¨sselproblemen. Um die komplexen Deformationsstrukturen, wie sie beim Zerspan-
prozess auftreten, abbilden zu ko¨nnen, entwickeln wir zuna¨chst ein adaptives Finite Elemente
Werkzeug. Dieses basiert grundsa¨tzlich auf einer Kombination aus Fehlerscha¨tzung und Feh-
lerindikation. Weiterhin pra¨sentieren wir eine erweiterte thermodynamische Formulierung, die
eine generelle nicht-lokale Beschreibung mehrerer thermodynamischen Gro¨en beinhaltet. In
diesem Zusammenhang wird auch der Effekt duktiler Scha¨digung diskutiert. Im Zusammen-
hang der gewo¨hnlichen isochoren Plastizita¨t wird der Einfluss hydrostatischer Spannungen auf
die Scha¨digungsentwicklung fu¨r gewo¨hnlich in indirekter Weise, wie zum Beispiel durch ei-
ne druckabha¨ngige Rate der Scha¨digung realisiert. Im Gegensatz dazu basiert die vorliegende
Arbeit auf einer separaten Betrachtung von hydrostatisch und deviatorisch angetriebenen inela-
stische Deformation, Scha¨digung und Versagen. Hydrostatische Spannungen treiben beispiels-
weise vorrangig die Entwicklung von Mikrohohlra¨umen voran. Der deviatorische Anteil wird
in Zusammenhang mit Mikroscherbandentwicklung und Mikrorissen gebracht. Die erweiterte
nicht-lokale Beschreibung erlaubt die Modellierung von La¨ngenskaleneffekten im Allgemei-
nen. Des Weiteren ist aber auch der zusa¨tzliche Gewinn einer weiteren Reduktion der Netz-
abha¨ngigkeit wichtig, was diskutiert wird.
Chapter 1
Introduction
High-speed cutting is an important and widely-used process in modern production engineering.
Considering the fundamental non-linear nature of this thermomechanical process, the finite-
element method is the numerical simulation tool of choice. A variety of applications of this
method in the context of high-speed cutting can be found in the recent literature, representing the
state of the art. For example, in ¨Ozel and Zeren (2004), the determination of friction properties
for use in finite element simulations of metal cutting is discussed. Likewise, a general discussion
of thermomechanical effects playing a role in chip formation can be found in Mabrouki and
Rigal (2006).
Experimental results, presented in El-Magd and Treppmann (2001); El-Wardany and Elbestawi
(2001); Sievert et al. (2003); To¨nshoff et al. (2005) show that shear banding represents the
main mechanism of chip formation and results in reduced cutting forces. In the context of a
finite-element analysis, such shear banding can be modeled using thermo-viscoplastic material
models including in particular the effect of thermal softening (and in general damage as well:
e.g., Sievert et al. (2003)). As discussed in the work of Sievert et al. (2003) simulation re-
sults for a formulation considering only thermal softening show an overestimation of the peak
temperatures. Thus, in order to decrease the mechanical power, the authors proposed an ad-
ditional damage formulation. Furthermore, ductile damage has been observed for the material
considered in this work (Inconel 718), in general (see e.g. Singh et al. (2003)).
As is well-known, such softening effects results in a loss of solution uniqueness, resulting in
so-called pathological mesh-dependence of the simulation results. Usually, this dependence is
expressed in terms of the size of the elements used, i.e., the element edge-length. However, it is
not restricted to this property of the elements. Indeed, as investigated in the current work, other
properties, e.g., element orientation, or interpolation order, are just as, if not more, influential in
this regard. As will be shown in the current work, the influence of the mesh orientation becomes
significant in the context of adiabatic shear banding, especially in connection with structured
meshes.
A realistic numerical simulation of cutting processes places high demands on accuracy
and efficiency. Since large deformation and deformation localization are involved, continual
remeshing and mesh adaptation are required. For example, Ba¨ker et al. (2002), use structured,
quadrilateral meshes in combination with a hanging-node-based remeshing scheme to model
continuous chip formation during metal cutting. In Ba¨ker (2006), this method is applied to
model chip segmentation. Marusich and Ortiz (2005) use adaptive remeshing to capture crack
propagation during machining operations. In ¨Ozel and Altan (2000), unstructured quadrilat-
eral remeshing is applied to model chip formation during high-speed flat-end milling. On the
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other hand, a refinement strategy aimed in particular at accurately capturing thermomechanical
localization and shear-band formation during cutting has generally not been addressed. This
represents one of the goals of the current work.
In whatever context, the basic goal in any case is of course to avoid extreme element dis-
tortion. In this work, the authors investigated the strong mesh-dependence of the simulation
results for the process of adiabatic shear-banding. In particular, this dependence is related to
both the element size and element-mesh orientation in relation to the cutting direction. This
has a significant influence of both a qualitative and quantitative nature on the results. As will
be shown, adaptive remeshing can be used to significantly reduce such mesh-dependence. In
particular, this involves reducing the element size below the characteristic length of material
instability. A similar conclusion can also be found in Huerta and Pijaudier-Cabot (1994). In
general, the element size must be small enough to resolve the material instability. And even
then, pathological mesh-dependence remains.
The choice of a suitable refinement strategy for the case of adiabatic shear banding is still
an open question. Most of the refinement strategies offered in literature focus on error esti-
mation, which is technically mature for linear problems. Here, research mainly focusses on
error estimation based on local residuals, as introduced by Babuska and Rheinboldt (1978)
and recovery-based error estimation, as proposed by Zienkiewicz and Zhu (1987). For non-
linear problems, method investigation and development is still far from complete. For example,
Rodriguez-Ferran and Huerta (2000) apply residual-based error estimation in the context of a
non-local damage model. Using residual-based error estimation, Huerta et al. (2002) present a
general approach for the non-linear case. Application of recovery-based error estimation can be
found in Boroomand and Zienkiewicz (1999), here extended to general elasto-plasticity, or in
context of forging simulations in Boussetta et al. (2006).
Complementary to error-estimation methods are refinement-indicator-based methods. In par-
ticular, these facilitate a more physical interpretation of the refinement strategy. On the other
hand, they are in a sense less accurate than estimation methods, heuristic in nature. Further-
more, they are application-dependent. For example, Marusich and Ortiz (2005) use the local
value of the plastic power to detect the onset of localization locally. Another approach is pro-
posed by Ortiz and Quigley (1991). Here, variations in the velocity field are chosen to act as
the refinement indicator. In the present work, both error-estimation and refinement-indicator
methods are investigated for application in the context of localization problems.
The use of remeshing techniques may lead to a reduction of mesh-dependence, but of course
cannot eliminate it. The most simple solution, that arises intuitively, is based on enforcing
simulation results to be consistent with experimental data by means of varying and limiting the
minimal element size. Closely related to this approach Pietruszczak and Mroz (1981) developed
an element formulation with an embedded description of the localization thickness. Here, the
authors made an internal distinction between plastic active and elastic regions inside an element.
In context of modeling and simulation of crack bands, a corresponding formulation can be found
in the work of Bazant and Oh (1983). Following this approach, the fraction of energy, dissipated
inside the plastic or cracking regime, respectively and thus, the stress strain response of the
element is governed by the ratio between both regimes. Although such explicit description of
3the localization thickness represent a robust and simple method to enforce a specific stress-
strain response, they simply sidestep the problem. Indeed, doing this ignores the fact that an
additional physical criterion is missing in the model, implicitly leading to a limited localization
width.
Motivated by the fundamental work of Eringen (1966) and here especially by the axiom of
neighborhood, various nonlocal continuum formulations have been developed with the aim to
close this gap. In literature, two families of such nonlocal formulations can be identified.
Nonlocal models of integral type generally consist in replacing a specific variable (e.g.,
strain, equivalent plastic strain, damage etc.) at each point by its nonlocal counterpart ob-
tained by weighted averaging over a neighborhood. Rather interested in the continuum based
description of interacting dislocations than developing a localization limiter Eringen (1981) pre-
sented a framework based on the nonlocal counterpart of the strain tensor. Later Bazant and Lin
(1988) proposed a formulation working with the nonlocal plastic strain tensor or alternatively,
working with the nonlocal average of the plastic multiplier. Performing a series of simulations
with different minimum element sizes, here in terms of an excavation process, Bazant and Lin
(1988) successfully demonstrated the ability of this formulation to act as a localization limiter.
An application of nonlocal averaging of the damage can be found, e.g., in the work of Bazant
and Pijaudier-Cabot (1988) and Tvergaard and Needleman (1995). Although the interpretation
of the integral type approaches is descriptive, the additional numerical effort, necessary when
calculating the nonlocal average quantity for every integration point, is their main drawback.
Moreover, the implementation inside a commercial finite element code is not simply to achieve.
The differential counterpart of the nonlocal integral approaches is represented by models of
gradient type. Instead of considering the influence of the neighborhood through integrals, this
family of models introduces the nonlocal character by incorporating higher order gradients into
the constitutive model. Influenced by the pioneering work of Toupin (1962) and Mindlin (1964),
Chambon et al. (1998) as well as Fleck and Hutchinson (1997) adapted the idea of higher order
stresses, work conjugate to strain gradients, to formulate a strain gradient plasticity framework.
While in the formulation of Chambon et al. (1998) the higher order stress enters only the balance
of momentum, the theory of Fleck and Hutchinson (1997) considers these additional stresses in
terms of the yield condition. Although physically motivated by the concept of statistically stored
dislocations (SSD) and geometrically stored dislocations (GND), the essential formulation of
Fleck and Hutchinson (1997) remains phenomenological. Contrarily, the group of mechanism-
based strain gradient (MSG) plasticity theories is based on micromechanical effects on the
flow strength of materials. An application of the MSG concept, originally formulated in Gao
et al. (1999) and Huang et al. (2000), can be found, e.g., in Qiu et al. (2003), here in context
of micro-indentation hardness experiments. While the above methods consider higher order
displacement gradients or corresponding stress quantities, models with gradients of internal
variables represent a more general concept to introduce non-locality. For example, Aifantis
(1984, 1992) and Maugin (1990) consider higher gradients of the equivalent plastic strain and
damage, respectively. In contrast to integral type approaches, the finite element implementation
of gradient type models is, in general, straight forward. However, the higher order displacement
gradients have to be considered in higher order element shape functions.
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A relation between integral type and gradient type nonlocal formulations is established by
applying a Taylor series expansion of the local quantity into the corresponding integral expres-
sion for the nonlocal quantity. Assuming isotropy of the used weight function, this results into
an explicit gradient type approximation, including the Laplacian of the local quantity. A de-
tailed derivation can be found, e.g., in the work of Engelen et al. (2003). As stated above, the
explicit incorporation of higher order gradients requires higher order element shape functions.
Thus, further improvements have been suggested by Peerlings et al. (1996). In this work the
author showed, that via mathematical manipulation of the explicit nonlocal approximation an
implicit formulation, including the Laplacian of the nonlocal quantity, can be established. In
case of using Green’s weight function, this formulation gives the exact representation of the
integral formulation as has been shown by Peerlings et al. (2001). Thus, working with the weak
form of the latter result, only C0 interpolation of the corresponding quantity is required. While
the explicit gradient formulation considers the dependence on the infinitely close neighborhood,
the solution of the nonlocal field in terms of the implicit gradient formulation depends on the
local quantity in the entire body. Thus, in the sense of Rogula (1982), explicit gradient type
formulations are often referred to as weakly nonlocal, while implicit gradient type formulations
are, in the sense of Geers et al. (2000), called strongly nonlocal.
The intention of the work presented in the following is to develop a general finite element
framework to model and simulate the process of metal cutting and related processes. Here, we
deal with two key issues. To resolve the complex deformation patterns, observed in context
of metal cutting, we develop an adaptive finite element framework, based on a combination of
error estimation and refinement indication. Further, we present an extended thermodynamic
framework with a general non-local description of several thermodynamic quantities. In this
context we also discuss the effect of ductile damage. The extended non-local description allows
the modeling of lengthscale-effects, in general, but also the additional benefit of further reduc-
tion of mesh dependence is important. As basic works concerning the simulation of high speed
cutting have been achieved for Inconel 718 (see Sievert et al. (2003); Singh et al. (2003)) and
thus, a complete set of parameters is available, we restrict to this material throughout this work.
The work is organized as follows.
Chapter 2 discusses the basic problems of material softening in context of a finite element
simulation of metal cutting. Starting with a simple thermoelastic, viscoplastic material model,
discussed in Section 2.2, we give an introduction to the problem of mesh dependence in context
of shear band formation (Section 2.3), followed by a presentation of simulation results for the
cutting process, using an established finite element model (Section 2.4). As a main outcome
of these examinations we identify the problem of mesh orientation dependence, as well as the
inadequately modeling of the kinematic situation inside the main deformation zone, when using
standard finite element techniques. Especially the last point is relevant in context of resolving
the state of the resulting cutting surface.
Based on these basic observations, we propose the application of an adequate adaptive remesh-
ing technique, developed in Chapter 3. First, we give a detailed presentation of the algorith-
5mic formulation of the remeshing process in Section 3.2. Possible model quantities relevant
to error estimation in context of material instability are discussed in Section 3.3. Next, the
error-estimation method and refinement indicators, developed in the current work, are applied
to investigate different refinement strategies in the context of shear-band formation. Building
on this, a complete refinement strategy is developed (Section 3.4). Finally, we apply this strat-
egy to the simulation of the high-speed cutting process in Section 3.5. At this stage, the finite
element framework allows a robust simulation of the process with an immense reduction of the
influence of mesh orientation. Also, the simulation of the resulting surface is now possible.
In Chapter 4 improvements are suggested by an extension of the material model by ductile
damage and further, by a nonlocal description of the material. A detailed derivation of the
extended thermodynamic framework is given in Section 4.2. The specific application to non-
isochoric thermo-viscoplasticity, including ductile damage is given in Section 4.3. A detailed
derivation of the algorithmic implementation and the algorithmic linearization, as needed in
context of a finite element implementation, are discussed in Section 4.4 and Section 4.5, re-
spectively. A detailed discussion of the kinematics in context of adaptive remeshing is given in
Section 4.7. In context of a model with internal variables this issue is of special importance.
In Chapter 5, finally, the complete framework, consisting of the adaptive remeshing scheme
and the extended thermodynamic formulation, is applied to the simulation of the high speed
cutting process and results are discussed. Here, we start with the discussion of heat conduction,
excluding damage (Section 5.1). As will be shown, thermal softening alone leads to a delayed
chip segmentation and furthermore to unrealistic high temperatures inside the main deformation
zone. Improvements are demonstrated in terms of an additional damage formulation, (Section
5.2). As will be shown, due to lack of any dependence on time- or lengthscale for local dam-
age development, as e.g. given for the development of temperature in terms of the heat balance
equation, simulation results show a dependence on the local element edge length for such a local
formulation. Improvements by a non-local formulation of damage are discussed in Section 5.3.
Here, we also discuss the implementation of the non-local formulation in a commercial code.
The issue of non-isochoric plasticity and the related pressure dependent damage development
are discussed in Section 5.4. This Chapter closes with the presentation of simulation results,
calculated in context of a benchmark study (Section 5.5).

Chapter 2
Simulation of chip formation during high-speed
cutting
Abstract– In this chapter we discuss the modeling and simulation of shear banding and chip
formation during high-speed cutting. During this process, shear bands develop where thermal
softening dominates strain- and strain-rate-dependent hardening. This occurs in regions where
mechanical dissipation dominates heat conduction. On the numerical side, we carry out a sys-
tematic investigation of size- and orientation-based mesh-dependence of the numerical solution.
The consequences of this dependence for the simulation of cutting forces and other technologi-
cal aspects are briefly discussed.
2.1 Introduction
High-speed cutting is a process of great interest in modern production engineering. In order to
take advantage of its potential, a knowledge of the material and structural behavior in combi-
nation with the technological conditions is essential. To this end, investigations based on the
modeling and simulation of the process are necessary. Initially such investigations were analyt-
ical in nature and focused on the process of machining (e.g., Lee and Shaffer (1951); Merchant
(1945)). For the significantly more complex processes and geometries of today, approaches
based on numerical and in particular finite-element simulation represent the state of the art, see
Ba¨ker (2003, 2006); Ba¨ker et al. (2002); Behrens et al. (2005); Mabrouki and Rigal (2006);
¨Ozel and Altan (2000); ¨Ozel and Zeren (2004); Sievert et al. (2003). In order to account for the
effects of high strain-rates and temperature on the material behavior, most of these approaches
are based on thermoviscoplastic material modeling. For example, the Johnson-Cook model
Johnson and Cook (1983) is used in Behrens et al. (2005); ¨Ozel and Zeren (2004); Sievert et al.
(2003) and in the current work.
Experimental results of El-Magd and Treppmann (2001); El-Wardany and Elbestawi (2001);
Sievert et al. (2003); To¨nshoff et al. (2005) show that shear banding represents the main mech-
anism of chip formation and results in reduced cutting forces. In the context of a finite-element
analysis such shear banding can be modeled using thermo-viscoplastic material models includ-
ing in particular the effect of thermal softening (and in general damage as well: e.g., Sievert
et al. (2003)). As well-known this results in a loss of solution uniqueness, resulting in so-called
pathological mesh-dependence of the simulation results. Usually, this dependence is expressed
in terms of the size of the elements used, i.e., the element edge-length. However, it is not
restricted to this property of the elements. Indeed, as investigated in the current work, other
properties, e.g., element orientation or interpolation order, are just as, if not more, influential
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in this regard. All these element properties are relevant in the context of, e.g., the use of adap-
tive remeshing techniques, see Ba¨ker (2003, 2006); Ba¨ker et al. (2002); ¨Ozel and Altan (2000);
¨Ozel and Zeren (2004), to deal with large element distortion, resulting almost invariably in un-
structured meshes. In the literature remeshing techniques using structured meshes can also be
found. In Ba¨ker (2006); Ba¨ker et al. (2002), for example, an arbitrary Lagrangian-Eulerian-like
approach is used to rearrange and refine a structured mesh. As will be shown in the current
work, the influence of the mesh orientation becomes significant in the context of adiabatic shear
banding, especially in connection with structured meshes.
The use of remeshing techniques may lead to a reduction of mesh-dependence, but of course
cannot eliminate it. This can be achieved only by working with models based on additional
criteria (e.g., penalization of “vanishingly thin” shear-bands via regularization). As a first step
in the direction of developing adaptive remeshing techniques for such regularized modeling, the
purpose of the current chapter is an investigation of the effects of variable element properties
such as orientation on simulation results for shear-band development and chip formation in the
context of metal cutting processes. This is done here primarily for structured meshes.
2.2 Material modeling
As is well-known, metal cutting is influenced by a number of competing physical processes in
the material, in particular heat conduction and mechanical dissipation. Consider, for example,
the cutting of the material X20Cr12 at different cutting speeds as shown in Figure 2.1. At
Figure 2.1: Cutting of the chrome alloy X20Cr13 at cutting speeds vc of 8 m/min (left) and 200
m/min (right) showing the dependence of chip formation on cutting speed (courtesy of Stefan
Hesterberg, Institute of Machining Technology, Dortmund University of Technology).
lower cutting speeds (left) and resulting lower strain-rates, heat conduction is sufficiently fast
to prevent a temperature increase due to mechanical dissipation which would result in thermal
softening. At higher speeds (right) and so higher strain-rates, however, heat conduction is too
slow to prevent the temperature from increasing to the point where thermal softening occurs,
resulting in shear-banding and chip formation.
The strong dependence of this process on strain-rate and temperature implies that the material
behavior of the metallic workpiece is fundamentally thermoelastic and thermoviscoplastic in
nature. For simplicity, isotropic material behavior is assumed here. In particular, the current
model is based the assumption of constant heat capacity and isotropic thermoelasticity for small
elastic strain. Further, isotropic Fourier heat conduction is assumed. In addition, a modified
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form of the Johnson-Cook model for metal viscoplasticity is employed. In this case, any energy
storage due to hardening is tacitly neglected. Restricting attention then to metals, small elastic
strain and dynamic conditions, the free energy density in this case is assumed to be given by the
thermoelastic Hooke form
ψ(θ, H, D) =
1
2
κ0 
2
H + μ0 
2
D + 3κ0 α0 (θ0 − θ) H
+ ρ0c0 {θ − θ0 − θ ln(θ/θ0)} . (2.1)
Here, κ0 := λ0 + 23 μ0 represents the elastic bulk modulus, λ0 and μ0 are the elastic longitudinal
and shear moduli, α0 the thermal expansion, ρ0 the density, and c0 the heat capacity, all at the
reference temperature θ0. In addition, θ is the absolute temperature, and
H := tr(lnVE) ,
D := mag(dev(lnVE)) ,
(2.2)
represent scalar strain measures derived from the elastic left logarithmic stretch lnVE = 12 ln(BE).
In turn, this measure is determined by the elastic left Cauchy-Green deformation BE =F C−1P F T
depending on the deformation gradient F and plastic right Cauchy-Green deformation CP.
Here, dev(A) := A− 1
3
tr(A) I is the deviatoric part, and mag(A) := tr(ATA)1/2 the magni-
tude, of any second-order tensor A. In what follows, we also work with the direction dir(A)
:= A/mag(A) of any non-zero tensor. The relations (2.1) and (2.2) determine in particular the
form
K = ∂lnVEψ = σH I + σD dir(dev(lnVE)) (2.3)
of the Kirchhoff stress K, with
σH :=
1
3
tr(K) = ∂Hψ = κ0 {H + 3α0 (θ0 − θ)} ,
σD := mag(dev(K)) = ∂Dψ = 2μ0 D ,
(2.4)
its scalar hydrostatic and deviatoric parts, respectively. In the context of model class defined by
(2.1) note that the pairs (σH, H) and (σD, D) are natural thermodynamic conjugates.
Neglecting any deformation-dependent damage and assuming inelastically incompressible
von-Mises flow, the evolution of lnVE is given by the (objective) associated flow rule
−
∗
lnVE:=
1
2
ln(F
·
C−1P F
T) = α˙P ∂KσvM (2.5)
in terms of the inelastic right Cauchy-Green deformation CP and accumulated equivalent in-
elastic deformation αP. Here,
σvM =
√
3
2
σD =
√
6μ0 D (2.6)
is the von Mises effective stress measure determined by the Kirchhoff stress. In the current
thermodynamic approach, this determines the evolution of αP via the implicit evolution relation
σvM = ∂α˙Pχ (2.7)
as based on the dissipation potential χ, again for the case of negligible energetic hardening. The
form of χ compatible with the Johnson-Cook model (Johnson and Cook (1983)) for inelastic
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flow assumed here and with Fourier heat conduction is given by
χ(θ,F , αP,∇θ, α˙P) = (1− C0)σYd(θ, αP) α˙P
+ C0 σYd(θ, αP) α˙P0 (1 + α˙P/α˙P0) ln(1 + α˙P/α˙P0)
+ 1
2
θ−1 k0 F
−T∇θ · det(F )F−T∇θ .
(2.8)
Here, k0 represents the coefficient of thermal conductivity, and∇θ is the referential temperature
gradient. Further, the material parameter C0 mediates the strain-rate dependence of hardening
and
σYd(θ, αP) := {A0 + B0 αn0P )} {1− [〈θ − θ0〉/(θM0 − θ0)]m0} (2.9)
represents the temperature- and strain-dependent part of the effective yield stress. This yield
stress is determined by the initial yield stress A0, the isotropic hardening parameters B0 and
n0, as well as the melting temperature θM0 and thermal softening exponent m0. In addition,
〈x〉 = 1
2
(x + |x|) is the ramp function.
The current thermomechanical model formulation is completed by the field relation
ρ0 c0 θ˙ = ω − div q (2.10)
for the temperature θ. Here, ω represents the rate of heating, and
− q/θ = ∂∇θχ (2.11)
the heat flux, here given by the Fourier model. Assuming no external supplies and the Taylor-
Quinney approximation, ω takes the form
ω = β0 σvM α˙P − 3κ0 α0 θ F−T · F˙ , (2.12)
determined in particular by the Taylor-Quinney coefficient β0. In Rosakis et al. (2000), it has
been shown that β0 is in fact not a constant but rather depends on strain and strain-rate to varying
degrees. In the following, this coefficient will be treated as constant as there is no experimental
data relevant to the determination of β0 for the material (Inconel 718) considered in this study.
Consider next the algorithmic formulation of the above model relations. Backward-Euler
integration of the flow rule (2.5) over a time interval [tn, tn+1] with time-step tn+1,n := tn+1− tn
yields its algorithmic form
lnVEn+1 +
√
3
2
αPn+1,n dir(dev(lnVEn+1)) = lnV
tr
En+1 . (2.13)
Here, αPn+1,n := αPn+1 − αPn,
lnV trEn+1 =
1
2
ln(Fn+1 C
−1
Pn F
T
n+1) =
1
2
ln(Fn+1,n BEn F
T
n+1,n) (2.14)
represents the trial value of the elastic left logarithmic stretch, BE := FEF TE is the elastic left
Cauchy-Green deformation, and Fn+1,n := Fn+1F−1n the relative deformation gradient. In an
analogous fashion, backward-Euler integration of the rate of heating (2.12) yields
ωn+1 = β0 σvMn+1 αPn+1,n/tn+1,n − 3κ0 α0 θn+1 ln(det(Fn+1,n))/tn+1,n . (2.15)
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In the special case of adiabatic conditions, this determines the algorithmic update
θn+1 =
ρ0 c0 θn + β0 σvMn+1 αPn+1,n
ρ0 c0 + 3κ0 α0 ln(det(Fn+1,n))
(2.16)
for the temperature from (2.10). Returning to (2.13), it implies the updates
σHn+1 = κ0 {trHn+1 + 3α0 (θ0 − θn+1)} ,
σDn+1 = 2μ0 
tr
Dn+1 −
√
6μ0 αPn+1,n ,
(2.17)
of σH and σDn+1 via (2.4). Note also that
dir(dev(lnVEn+1)) = dir(dev(lnV
tr
En+1)) (2.18)
follows from (2.13). On the other hand, backward-Euler integration of (2.7) yields
σtrvMn+1 = 3μ0 αPn+1,n
+ σYd(θn+1, αPn+1)
{
1 + C0 ln
(
1 +
αPn+1,n/tn+1,n
α˙P0
)} (2.19)
via (2.8) and (2.13) to solve for αPn+1. As usual, this is done on a predictor-corrector basis
here. In particular, if σtrvMn+1  σYd(θn+1, αPn) holds for [tn, tn+1], this is a thermoelastic step.
Otherwise, we have a corrector step based on the numerical solution of the implicit relation
(2.19) for αPn+1. From this, one obtains the update (2.17)2 for σD. Together with (2.17)1 and
(2.18), this determines Kn+1 via (2.3).
The local behavior of the above model can be illustrated with the help of the adiabatic special
case and neglecting elastic strain. In this case, set  ≡ αP. One obtains the simple coupled
system
σ(θ, , ˙) = σYd(θ, ) {1 + C0 ln(1 + ˙/α˙P0)} ,
θ(σ, ˙) = θ0 + β0 σ ˙/c0 ,
(2.20)
from (2.16) and (2.19). At fixed strain-rate ˙, for example, these determine the stress and tem-
perature as a function of strain. For all calculations to follow, we work with the parameter values
for the material Inconel 718. These have been identified in Sievert et al. (2003) and are summa-
rized in Table 5.1. Now, when the material deforms plastically, the part of inelastic mechanical
θ0 [K] λ0 [MPa] μ0 [MPa] α0 [K−1] ρ0 [kg/ m3] c0 [J/kg K]
300 110476 80000 4.3 10−6 8.19325 103 435
A0 [MPa] B0 [MPa] n0 θM0 [K] m0 C0 α˙P0 [s−1] β0
450 1700 0.65 1570 1.3 0.017 0.001 0.9
Table 2.1: Johnson-Cook model parameters for Inconel 718 (partly from Sievert et al. (2003)).
dissipation transformed into heat (as determined by β0) results in a temperature rise. On the ba-
sis of (2.20) and the above parameters, the temperature increase can be calculated. It is shown
as a function of equivalent strain in Figure 2.2 (left). In contrast to accumulated inelastic strain,
an increase of temperature results in softening. At points of maximal mechanical dissipation in
the material, softening effects may dominate hardening (Figure 2.2, right), resulting in material
instability, deformation localization and shear-band formation.
This completes the summary of the model. Next, we turn to the finite-element simulations and
the issue of mesh-dependence.
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Figure 2.2: Temperature (left) and yield stress (right) as a function of equivalent strain in dy-
namic uniaxial tension at two different strain-rates as based on (2.20).
2.3 Finite-element simulation of thermal shear-banding
Since chip formation begins with the onset of shear-banding, we begin by looking at this pro-
cess. For comparison with the following results, consider the cutting process idealized as a
simple shear of the material in the shear zone as shown in Figure 2.3. Cutting of the region
enclosed in the dashed box is carried out at an assumed shear angle of φ = 40◦ and a cutting
depth of 0.25 mm. The deformation is assumed to be plane strain. The applied shear velocity
vshear corresponds to a cutting velocity vc in the shear zone of about 1000 m/min.
0
.2
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m
m
vC
c
h
ip tool
v
Shear
Figure 2.3: Cutting zone idealized as a shear zone in the material undergoing simple shear.
Roughly speaking, a shear band begins to form in the material at a point where the behavior
changes from hardening to softening. In particular, in a material deforming initially homoge-
neously, this will occur in regions of stress concentration, i.e., at geometric or material inho-
mogenities. In the technological context of chip formation, the contact of the tool edge with the
work piece and the subsequent loading results in such an inhomogeneity. In the context of real
materials, of course, material heterogeneity often plays a role as well.
As we have seen in Figure 2.1 for the material X20Cr13, the cutting speed plays a role in
whether or not shear-band and chip formation occurs during cutting. To look at this briefly
in the context of the simulation, consider the idealized notched specimen shown in Figure
2.4. Except where otherwise indicted, the simulations in this work have been carried out in
ABAQUS/Explicit using bilinear quadrilateral elements with reduced integration (CPE4R). The
reduced integration scheme is based on the uniform strain formulation, as introduced by Flana-
gan and Belytschko (1981). In this method, the element strain is assumed to be given by the
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average strain over the element.
vshear=vc/cos(40°) [m/min]
0.4 mm
0
.1
m
m
Figure 2.4: Idealized notched structure discretized with bilinear elements oriented in the pre-
dicted shear-band direction. Average element edge-length here is 0.005 mm.
The notch in the idealized specimen represents a geometric inhomogeneity where stress concen-
trates upon loading. Consequently, the material yields there first, inelastic deformation accumu-
lates there the fastest, and the temperature increase due to inelastic dissipation is the greatest.
From the point of view of the material behavior as shown in Figure 2.2, the notch regions will
consequently be the first to soften, concentrating further inelastic deformation there and result-
ing in band formation.
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Figure 2.5: Temperature distribution inside the notched structure from Figure 2.4 subject to
a shearing rate equivalent to a cutting speed vc of 10 m/min. At this “slow” speed, thermal
conduction is sufficiently fast to prevent any increase of temperature in the structure to the point
where thermal softening begins and leads to shear-band formation.
Using this geometry, consider first the influence of strain-rate on shear-band formation. In
the technological context, the strain-rate is correlated with the cutting speed. Consider now
the shear deformation of the structure in Figure 2.4 at rates representing cutting speeds of 10
m/min and 1000 m/min, respectively. As shown in Figure 2.5, at 10 m/min, heat conduction
in Inconel 718 has sufficient time to prevent any significant temperature rise in the material
due to mechanical dissipation which could result in thermal and shear-band formation. On the
other hand, at 1000 m/min, thermal conductivity is simply too slow in comparison to the rate of
mechanical dissipation to prevent a sufficient temperature rise for thermal softening and shear-
banding to occur, as shown in Figure 2.6. For the case of Inconel 718, in the context of the
Johnson-Cook model, note that the temperature varies between the melting temperature (1570
K) and room temperature (300 K). In the above simulations, the thermal conductivity is fixed at
k0=20 [Wm−1K−1]. A temperature dependent description of this quantity is given in Pottlacher
et al. (2002).
Clearly, for Inconel 718 subject to a shearing rate corresponding to a cutting speed of 1000
m/min, mechanical dissipation dominates thermal conduction leading to thermal softening,
shear-band development and chip formation. Restricting now attention to this “high” cutting
speed, one can reasonably assume adiabatic conditions for simplicity. In this case, the spatial
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Figure 2.6: Temperature distribution inside the notched structure in Figure 2.4 subject to a
shearing rate equivalent to a cutting speed vc of 1000 m/min. In contrast to the case at low
cutting speeds in Figure 2.5, here thermal conduction is too slow to prevent thermal softening
and shear-band formation.
distribution of the temperature and the (equivalent) strain-rate are correlated, and either can be
used to display shear-band development.
Now, as discussed in the introduction, shear-band formation due to thermal softening in the
context of the local material model being used here is inherently dependent on the properties
of the mesh. Firstly, consider a change of element orientation at constant element edge length
for the structure from Figure 2.4. In particular, rotation of all elements in the corresponding
mesh at an angle of 45◦ to the expected (i.e., horizontal) shear-band orientation yields the alter-
native discretization shown in Figure 2.7. For simplicity, we will refer in what follows to the
discretization parallel to the shear direction (Figure 2.4) as being “parallel”, and that in Figure
2.7 as “rotated”. In what follows, we assume adiabatic conditions.
Z
Y
X
1
2
3
Figure 2.7: Idealized structure with elements oriented at 45◦ to the direction of shearing. As
before, the average element edge length here is 0.005mm.
Figure 2.8: Temperature distribution in the mesh from Figure 2.7 after shearing at a rate
equivalent to a cutting speed of 1000 m/min. Temperature contours are the same as in Figure
2.6. See text for an explanation and details.
Corresponding to the case shown in Figure 2.6, the structure in Figure 2.7 is sheared at a rate
equivalent to a cutting speed of 1000 m/min. The resulting temperature field is shown in Figure
2.8. In contrast to the case of the mesh parallel to the direction of shearing in Figure 2.6, the
rotated mesh shows no shear-band formation in the expected direction. The material instability
proceeds, contrary to physical expectations, slanted across the structure.
To understand why the orientation of the mesh influences shear-band development in this
fashion, consider the situation shown in Figure 2.9.
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Figure 2.9: Lack of shear-band formation for rotated elements due to the incapacity of the
elements to resolve corresponding strain gradient.
Figure 2.10: Averaged shear stress along upper, sheared edge of structure in the parallel mesh
(Figure 2.6; continuous curve) and rotated mesh (Figure 2.8; dashed curve) as a function of the
displacement of the upper edge of the structure.
In a coarse, rotated mesh such as that in Figure 2.8, any nucleating shear-band, which physically
“wants” to form in the direction of shearing, would have to cross the element interior. Since
the elements involved are constant-strain elements, however, they are unable to resolve the
corresponding strain gradient in their interiors (see Figure 2.9). In contrast, the strain field
can vary from one to the next across the element boundary, facilitating the resolution of strain
gradients associated with shear-band formation in the case of the parallel mesh. This is also
reflected in the development of the respective shear stresses as shown in Figure 2.10. The
inability of the rotated coarse mesh to resolve the shear-band leads to a stiffer behavior than in
the parallel case with shear band. On the other hand, if we increase the number of elements
(in the process decreasing the element edge-size down to 0.0025 mm), a sufficient number of
elements becomes available for the shear-band to form over multiple rotated elements which
together can resolve the strain gradient. This is shown in detail in Figure 2.11.
Since in the rotated case, many more elements are required to resolve the same strain-
gradient, the shear-band in this case is much wider and “smeared-out” than in the parallel case.
Because of this, the development of the shear band in the rotated mesh is also much more
sensitive to a change of element edge-length than in the parallel mesh.
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Figure 2.11: Shear-band development in a finely-discretized parallel (above) and rotated (be-
low) mesh at constant element edge-length of 0.0025 mm.
Up to this point, we have fixed the average element edge-length to 0.005 mm. Reducing this
size to 0.0025 mm, one obtains the results shown in Figure 2.12 for the parallel case and in
Figure 2.13 for the rotated case. In the case of the parallel mesh with constant strain elements,
the usual pathological mesh-dependence is evident. In this case, the shear-band volume tends
to zero as the number of elements tends to infinity. On the other hand, in the case of the rotated
mesh with such elements, the constant-strain constraint clearly prohibits this and would lead to
the attainment of a minimum shear-band width. Again, these tendencies are also reflected in
the corresponding ones for the shear stress as a function of upper-edge displacement as shown
in Figure 2.14. As expected, the coarser mesh in both cases, and the rotated mesh in general,
behave more stiffly, resulting in “delayed” shear-band development.
Figure 2.12: Temperature distribution in the notched structure discretized parallel to the shear
direction using different element edge lengths: 0.005 mm (above), 0.0025 mm (below). Tem-
perature contours are the same as in Figure 2.6.
Up to this point, we have worked with a fixed element formulation. For completeness, con-
sider now the use of (i) 4-node bilinear elements, and (ii) 8-node biquadratic elements, both
having an average element edge-length of 0.005 mm. Figure 2.15 displays the results obtained
for the average shear-stress as a function of displacement. These can be compared with the
analogous results for the 4-node reduced integration elements from Figure 2.10.
In both cases, the average element edge length remains constant. For the parallel mesh, sim-
ulations yield comparable results, as again, the shear-band localizes on aligned element bound-
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Figure 2.13: Temperature distribution in the notched structure discretized at a 45◦ angle to the
shear direction using different element edge lengths: 0.005 mm (above), 0.0025 mm (below).
Temperature contours are the same as in Figure 2.6.
Figure 2.14: Averaged shear stress along upper, sheared edge of structure as a function of the
displacement of the top of the structure for the parallel mesh (left) and for the rotated mesh
(right) with average element edge-lengths of 0.005 mm (continuous curve) and 0.0025 mm
(dashed curve).
aries. As expected for the rotated mesh, an increase in interpolation order and the possibility
of resolving strain-gradients within the element results in an accelerated shear-band formation
and a slightly faster drop of the shear stress with displacement.
2.4 Finite-element simulation of chip formation
Based on the insight gained into the mesh-dependence of shear-band formation from the pre-
vious section, we now turn to the modeling and simulation of the cutting process and chip
formation. To this end, we work with the finite-element idealization of the tool / work-piece
system shown schematically in Figure 2.16, consistent with the model of Sievert et al. (2003).
For the simulations, the work piece (in blue) is discretized using 4-node bilinear elements with
reduced integration (CPE4R). Further, plane strain conditions are assumed. The mesh is ori-
ented at an angle δ to the cutting plane. Initially, we work with a 60x10 element mesh for the
work piece. The tool is treated here for simplicity as an analytical rigid body. Also indicated in
Figure 2.16 are the contact pairs between the tool and work piece surfaces as well as the fixed
nodes. The friction coefficient between tool and workpiece has been estimated and is fixed at μ
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Figure 2.15: Averaged shear stress along the sheared (upper) edge of structure as a function
of the displacement of the top of the structure for the 4-node bilinear element case (left) and
for the 8-node biquadratic element case (right). The continuous line represents the case of the
parallel mesh, and the dashed line that of the rotated mesh. Average element edge-length for all
meshes is 0.005 mm.
contact pairs
degrees of freedom fixed
tool
Figure 2.16: Finite-element model for the work-piece / tool system used for the cutting simu-
lation. Mesh orientation relative to the cutting plane is represented here by the angle δ.
= 0.1. All simulations to follow have been carried out using ABAQUS/Explicit.
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Figure 2.17: Failure zone in the work piece defined by the critical value Pf of the accumulated
equivalent inelastic deformation. The result is a controlled separation of the chip at a defined
distance from the tool tip.
The separation of the chip from the work piece is modeled with the help of a failure zone
(Figure 2.17). Up to failure, this zone behaves according to the current Johnson-Cook-based
model described in Section 2.2. The failure of this zone takes place at a critical value Pf of the
accumulated equivalent inelastic deformation P set to a value of 2. Between failure zone and
the rest of the work piece, a rigid contact layer is used to avoid penetration of the work piece
into the area of the failure zone. This ensures a continuous shear deformation of the failure
zone and thus a controlled separation of the chip from the surrounding work piece in a defined
distance from the tool tip.
On this basis, consider now the simulation of cutting and chip formation in relation to the
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discretization. To begin, attention is focused on the relation between the shear angle φ and the
mesh discretization angle δ. Since there is no information about the value of φ, we begin by
considering the well-known models of Merchant (1945) and Lee and Shaffer (1951). In the
context of the Merchant model, the relation
φ =
π
4
− 1
2
(arctan μ− γ) (2.21)
between φ and the tool rake angle γ holds, with μ the coefficient of friction between chip and
tool. Assuming, for example, γ = −5◦ and μ = 0.1, one obtains φ = 40◦. Alternatively, in the
model of Lee and Shaffer, one derives the relation
φ =
π
4
arctan μ + γ (2.22)
for φ. For the same values of γ and μ, it predicts a smaller shear angle φ = 35◦ than the
Merchant model.
In the current adiabatic context, the shear angle is determined in the simulations on the basis
of the “orientation” of the temperature field within the chip (i.e., normal to the temperature
gradient, see Figure 2.18). Determined in this fashion, φ varies between 30◦ and 35◦. For
discretization angles δ equal to φ, one obtains effectively the case of parallel discretization
from the last section. Analogously, for δ larger than φ, the case of rotated discretization holds.
Indeed, as shown by the simulation results in Figure 2.18, chip formation becomes increasingly
inhibited and diffuse as δ increases beyond φ.
Figure 2.18: Chip formation and temperature field development for different mesh orientation
angles δ: δ = 20◦ (left), δ = 40◦ (middle), δ = 60◦ (right). Temperature contours here, and in
the following are the same as in Figure 2.6
Also shown in Figure 2.18 (left), as well as close-up in Figure 2.19 (left), is the case δ <
φ. In essence, this also represents the case of the rotated mesh in that shear-band formation
is distorted and more diffuse. This is in contrast to the case shown in Figure 2.19 (right),
representing in essence the case of the parallel mesh. The shear band is resolved by exactly one
layer of elements and there is practically no rotation of the elements. The primary deformation
is shear parallel to the element edges.
Turning next to the issue of element edge-length, consider the results shown in Figure 2.20.
As discussed above, a reduction of the characteristic element length causes an accelerated for-
mation of the shear band with, globally considered, smaller deformation. For the chip formation
20 CHAPTER 2
Figure 2.19: Shear-band development during chip formation. Left: δ = 20◦. Right: δ = 35◦.
Figure 2.20: Chip formation with γ = -5◦ and δ = 30◦ for different discretizations. Left:
60x10 elements; middle: 150x20 elements; right: 250x30 elements. Note the mesh-dependence
of segmentation, i.e., an increase in segmentation frequency with mesh refinement.
process, this implies that shear-band formation takes place at a smaller total deformation. As
usual, increasing the fineness of the mesh also makes it softer, leading to the tendency shown
for the cutting forces in Figure 2.21.
A reduction of the element size results in a reduction in cutting forces with increased seg-
menting frequency. As discussed above, a reduction of the element size causes stronger defor-
mation localization. This results in an increase of the local deformation-rate to the point where
the numerical simulation becomes unstable, as shown in Figure 2.21 (right; solid curve).
As discussed in detail in the previous sections, the finite-element simulation of shear banding
and chip formation is strongly dependent not only on mesh size but also on mesh orientation. In
light of this, the practice of using the mesh to fit the orientation and thickness of simulated shear
bands to experimental results is somewhat questionable and in any case must be done with great
care.
2.5 Preliminary Summary
A major issue in the numerical modeling of shear-banding and chip formation during high-speed
cutting is the strong dependence of the results on the choice of element size and orientation.
As shown in the current work, this choice can have a major influence on the prediction of, for
example, chip geometry and cutting forces. The common practice of using the choice of element
geometry to adjust simulation results to be in agreement with experimental results (e.g., Sievert
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Figure 2.21: Influence of the discretization on the specific cutting force for γ = -5◦; left: 60x10
elements, 150x20 elements (dashed); right: 150x20 elements (dashed), 250x30 elements. Note
that the specific cutting force is defined as the cutting force divided by the cutting cross section
(cutting depth times cutting feed). Again, note the increase in segmentation frequency with
mesh refinement.
et al. (2003)) simply sidesteps the problem. Indeed, doing this simply ignores the fact that an
additional physical criterion is missing in the model, the application of which would result in
a unique solution to the boundary-value problem in the softening regime. Various possibilities
exist, including variational (e.g., Yang et al. (2005)) and non-local approaches also involving
damage (e.g., Reusch et al. (2003)). In addition, error control and adaptive mesh-refinement
methods (also for variational and non-local models) are being implemented for efficient and
robust finite-element simulations of deformation localization (e.g., Comi and Perego (2004)).
In this context, the above results clearly show, that the application of adaptive remeshing must
primarily ensure the resolution of the gradients of internal variables. This has to be considered,
when discussing, e.g., reasonable remeshing criteria.

Chapter 3
Adaptive FE-simulation of shear banding and
high-speed cutting
Abstract– The purpose of this chapter is to extend the finite element framework in terms of
an adaptive remeshing scheme. In this context, possible model quantities relevant to error es-
timation in context of material instability are discussed. After a detailed presentation of the
algorithmic formulation and implementation, the error-estimation method and refinement indi-
cators, developed in the current work, are applied to investigate different refinement strategies
in the context of shear-band formation. Building on this, a complete refinement strategy is de-
veloped. Finally, we apply this strategy to the simulation of the high-speed cutting process.
At this stage, the finite element framework allows a robust simulation of the process with an
immense reduction of the influence of mesh orientation. Also, the simulation of the resulting
surface is now possible.
3.1 Introduction
In whatever context, the basic goals of adaptive remeshing are (i) to avoid extreme element dis-
tortion and (ii) to ensure the appropriate resolution of the underlying boundary value problem
at any time and thus, avoiding mesh dependent results. As will be shown, adaptive remeshing
can be used to significantly reduce mesh-dependence. In context of adiabatic shear banding,
this involves reducing the element size below the characteristic length of material instability. A
similar conclusion can also be found in Huerta and Pijaudier-Cabot (1994). In general, the ele-
ment size must be small enough to resolve the material instability. And even then, pathological
mesh-dependence remains.
The choice of a suitable refinement strategy for the case of adiabatic shear banding is still
an open question. Most of the refinement strategies offered in literature focus on error esti-
mation, which is technically mature for linear problems. Here, research mainly focuses on
error estimation based on local residuals, as introduced by Babuska and Rheinboldt (1978)
and recovery-based error estimation, as proposed by Zienkiewicz and Zhu (1987). For non-
linear problems, method investigation and development is still far from complete. For example,
Rodriguez-Ferran and Huerta (2000) apply residual-based error estimation in the context of a
non-local damage model. Using residual-based error estimation, Huerta et al. (2002) presents
a general approach for the non-linear case. Application of recovery-based error estimation can
be found in Boroomand and Zienkiewicz (1999), here extended to general elasto-plasticity, or
in context of forging simulations in Boussetta et al. (2006).
Complementary to error-estimation methods are refinement-indicator-based methods. In par-
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ticular, these facilitate a more physical interpretation of the refinement strategy. On the other
hand, they are less accurate than estimation methods, as heuristic in nature. Furthermore, they
are application-dependent. For example, Marusich and Ortiz (2005) use the local value of the
plastic power to detect the onset of localization locally. Another approach is proposed by Ortiz
and Quigley (1991). Here, variations in the velocity field are chosen to act as the refinement
indicator. In the present work, both error-estimation and refinement-indicator methods are in-
vestigated for application in the context of localization problems.
3.2 Adaptive algorithm and solution recovery
As stated above, the application of adaptive remeshing and mesh refinement is needed to ensure
the resolution of a developing material instability. In this section, we discuss the algorithmic
framework of our implementation, the theoretical background of the recovery technique used
for error estimation, as well as data transfer, in detail. These components form the basis for the
adaptive strategy. Error estimation and error indication, which control the process of remeshing
and in particular mesh refinement, will be discussed separately below in Section 3.3 and Section
3.4, respectively.
The finite element program Abaqus offers the opportunity to manage and combine all tasks
necessary for custom adaptive mesh refinement together using Python scripting. The current
adaptive strategy has been implemented in Abaqus/CAE and is shown in Figure 3.1. A detailed
outline of the general components is given in Table 3.1. The use of Python, or more gener-
Mapping algorithm
Mesh generator
FE-Solver
DOFs
SDVs
Geometry
-Nodes
-Elements
Sets
-Element sets (Material)
-Node sets (bound.cond.)
Initial conditions
-DOFs
-SDVs
Geometry
-Nodes
-Elements
Sets
-Element sets (Material)
-Node sets (bound.cond.)
Initial conditions
-DOFs
-SDVs
Error est./ind.
1. Remeshing step
n
2. FE-Solution
3. Solution
extraction
4. Error estimation
Mesh generation
5. Mapping
algorithm
6. Remeshing step
n+1
Figure 3.1: Adaptive remeshing scheme based on object-oriented (Python) scripting.
ally scripting, in this way is not limited to Abaqus. It can be, and has been, exploited to “glue
together” a wide variety of numerical simulation tools. After the successful completion of a
given timestep, all information needed is contained in the nodes and integration points of the
current mesh. In particular, the structural degrees-of-freedom (DOF) are contained in the nodes,
and the state-dependent variable (SDV) information is stored in the integration points. The er-
ror estimator/indicator procedure uses this information, especially the SDV values, to provide
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Adaptive algorithm (general overview)
1. Information to run a finite element analysis:
Geometry
Nodes = {{1, x1, y1}, . . . , {nN , xnN , ynN}},
Elements = {{1, N11, N12, N13}, . . . , {1, NnE1, NnE2, NnE3}},
Sets
Nodesets = {Nset1, . . . , NsetnNS} (boundary conditions, contact)
with Nseti lists of corresponding node numbers
Elementsets = {Elset1, . . . , ElsetnES} (material assignments)
with Elseti lists of corresponding node numbers
Initial/boundary conditions, degrees of freedom
DOFs = {{q11 . . . , q1nN} . . . {{qnDOF 1, . . . , qnDOF nN}}
Initial conditions, state dependent variables at integration points
SDV s = {{q11, . . . , q1nint} . . . {{qnSDV 1, . . . , qnSDV nint}}
2. Generate inputfile, run analysis
3. Extract information (see 1.)
4. Solution recovery (enhanced representation of SDVs in Nodes)
SDV sNodes = {{q11, . . . , q1nN} . . . {{qnSDV 1, . . . , qnSDV nN}}
5. Error estimation (see Section 3.3 for details)
Input: FE values SDV s, enhanced solution SDV sNodes
Output: list of adapted element sizes, given at nodes
ElementSizes = {h1, . . . , hnN}
6. Mesh generation
Output: Nodes, Elements
7. Data mapping
Output: Nodesets, Elementsets,DOFs, SDV s
Continue with 2. . . .
Table 3.1: Adaptive algorithm, general overview
the mesh generator with the information about the desired mesh density. After remeshing, the
SDVs have to be retransferred/mapped from the old mesh to the new one. Both the error es-
timator/indicator procedure and the mapping algorithm are based on a recovery procedure that
provides a smoothed field of information at the integration points stored in the nodes. The main
aspects of the adaptive scheme include (i) the finite element solver, (ii) the recovery procedure,
(iii) error estimation/indication, (iv) mesh generation, and (v) the data mapping algorithm. In
the current work, the finite-element solver being used is commercial (Abaqus). Further, the
mesh generator is a modified version of a source code developed by Topping et al. (2004), or
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the mesh generator in Abaqus. The routines for recovery, error estimation and the data mapping
algorithm have been developed by the author.
As the recovery procedure has a direct influence on the quality of both, error estimation and
mapping algorithm, we will now take a closer look into this component. A detailed discussion
of the point wise error estimation is given in Section 3.3. For now it is sufficient to point out
that a smoothed field of the inner quantities, contained in the nodes, can be used to perform an
error estimation and further allows a mapping of information from the old to the new mesh. In
the latter case, independently from the used recovery procedure, the values are retransferred to
the integration points with the usual finite element interpolation ansatz
q(ξ) = qE · h(ξ) . (3.1)
Here, qE is the vector of nodal values for element E, h(ξ) is the shape function vector and ξ is
the vector of local element coordinates.
A standard method to recover a solution to the nodes is simple nodal averaging. This method is
simple to implement and, from the numerical point of view, very efficient. Many commercial
finite element codes, such as ABAQUS have implemented it. Here, to display a continuous
representation of the gausspoint values. The problem with simple nodal averaging is the strong
effect of numerical diffusion when performing a large number of remeshing steps.
More advanced recovery procedures are based on polynomial smoothing techniques as, e.g.,
the well known superconvergent patch recovery method, introduced by Zienkiewicz and Zhu
(1992a,b) or local projection techniques. Hinton and Campbell (1974), e.g., use standard finite
element shape functions, to extrapolate the gauss point values of the 2 x 2 gauss point element
to the nodes. All these methods are based on the existence of certain points at the interior of the
element, where the finite element values are closer to the exact solution than elsewhere. These
superconvergent or best-fit points are used as sampling points to determine a patch field in the
considered neighborhood P ⊂ B of a point. In the context of a finite element approximation
we have
B ≈
nelem⋃
e=1
Be . (3.2)
In this work, attention is restricted to three-node (i.e., lowest-order) two-dimensional triangular
elements Be, e = 1, . . . nelem. In this context, the Cartesian components χei (t,xer), i = x, y,
of the element position field, or the temperature field θe(t,xer), represent time-dependent scalar
fields on Be. Such element fields take the algorithmic form
se(t,xr) = s
e
1(t) + s
e
2(t)x
e
r + s
e
3(t) y
e
r (3.3)
in terms of sei (t), i = 1, 2, 3, the combinations of the nodal values of this field and the element
referential position coordinates xer = (xer , yer ). Consequently, the corresponding gradient field
∇er se(t,xer) = (se2(t), se3(t)) (3.4)
is constant in Ber . In the adiabatic case, the element temperature itself is spatially-constant.
Since the Kirchhoff stress depends non-linearly on the temperature (thermal softening) in the
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constitutive model from Section 2.2, the element Kirchhoff stress field
ke(t,xer) = (K
e
xx(t,x
e
r), K
e
yy(t,x
e
r), K
e
xy(t,x
e
r)) (3.5)
is in general non-linear in xer . In the adiabatic case, however, it will be spatially-constant in
the element. For three-node triangular elements, the element heat flux as based on the Fourier
model is in any case spatially-constant in the element. For simplicity, attention is restricted to
adiabatic conditions unless otherwise stated.
Consider next the patch field
kp(t,xr) = k
p
1(t) + k
p
2(t)xr + k
p
3(t) yr (3.6)
linear in xr. Assume that ke and kp are weakly equal over Be, i.e.,
〈ke(t,xer)〉er = 〈kp(t,xr)〉er = kp1(t) + kp2(t) 〈xr〉er + kp3(t) 〈yr〉er , (3.7)
where
〈f〉er :=
1
ver
∫
Ber
f er dv
e
r (3.8)
represents the element volume average. The optimal sampling point in each element Ber is then
given by the centroid
xsr := 〈x〉er (3.9)
of the element. Although this formulation has been carried out with respect to the stress field
and here in combination with a linear patch field, we assume that this represents an analogous
optimal sampling point for other dependent constitutive fields (e.g., the state-dependent vari-
ables) and also for higher order patch fields in what follows.
Using the finite element value at the position of the centroid or gauss point, respectively, we can
now perform, e.g., a superconvergent node patch recovery (Zienkiewicz and Zhu (1992a,b)) to
obtain a smoothed field of derivatives contained inside the nodes. To determine the patch field
in the neighborhood Bp of the corresponding node, one works with the representation
q∗(x, a) = p(x) · a (3.10)
in terms of a set p(x) of polynomials and an array a of parameters to be determined via least-
squares minimization of the objective function
φ(a) =
1
2
n∑
i=1
(q(xsi )− q∗(xsi , a))2 , (3.11)
with q(xsi ) the value of the finite element solution at the position of the sampling points (See
Figure 3.2). As usual, minimization of this with respect to a yields the system{
n∑
i=1
p(xsi )⊗ p(xsi )
}
a =
n∑
i=1
q(xsi )p(x
s
i ) , x
s
i ∈ P ⊂ B (3.12)
of equations to solve for a. Among other things, the condition κ of the matrix
∑n
i=1 p(x
s
i )⊗ p(xsi )
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Figure 3.2: SNPR: The patch field q∗(x) is determined via a least square fit to the given sampling
point values q(xsi ). The value at the position of the corresponding node is then calculated as
q∗(xn).
in (3.12) is influenced by the number and distribution of sampling points available. Consider the
standard situation in a triangular mesh as given in Figure 3.3a. An investigation on the influence
of the position of the sampling points on the conditon κ, when employing, e.g., the quadratic
ansatz
p(x) = (1, x, y, x2xy, y2) , (3.13)
reveals the ill-conditioning of the problem for this or situations alike. As shown in Figure 3.3c,
positions of the sampling point in an exactly regular mesh even cause the problem to be ill-posed
(κ = ∞). Here, the orientation of the mesh hardly effects the condition (see Figure 3.3b,d).
The cause for this fact is revealed when optimizing the condition number for the given number
of surrounding sampling points. Figure 3.4 shows the positions of the sampling point for an
optimal condition, found by an evolution strategy implemented by the author. Obviously the
lack of information inside the patch causes the ill-conditioning. Thus, when performing a su-
perconvergent node patch recovery with higher order ansatz functions, a sufficiently wide area
for the sampling points must be considered. Additionally, the dimensions of the problem should
be normalized, as suggested from the results, shown in Figure 3.4.
In contrast to superconvergent node patch recovery techniques, that interpolate the nodal
value from neighboring elements and integration points, respectively, extrapolation techniques
perform a local, elementwise extrapolation (see Figure 3.5) with subsequent averaging
qn = k
−1
k∑
i=1
qi . (3.14)
In the case of linear triangular elements, element field gradients are constant. As such, this
averaging is equivalent to simple nodal averaging. To go beyond this, additional sampling points
are utilized for extrapolation. Motivated by the work of Levine (1985), who demonstrated that
the average stress value is superconvergent at the midpoint of element edges for structured
triangular meshes, we can, again making use of (3.7), derive the position of these points for the
general case of unstructured meshes. In this case, the position of the optimal sampling point is
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Figure 3.3: Influence of the position of the sampling points on the condition of the matrix∑n
i=1 p(xi)⊗ p(xi).
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Figure 3.4: Position of the sampling points for an optimal condition κ of the matrix∑n
i=1 p(xi)⊗ p(xi), found by an evolution strategy.
assumed to be given by the average position of the corresponding centers, i.e.,
xsr =
1
2
(〈x〉e1r + 〈x〉e2r ) . (3.15)
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Using the notation for a two-element patch as shown in Figure 3.6, we have in particular[
xsr
ysr
]
=
1
6
[
xr 1 + 2xr 2 + 2xr 3 + xr 4
yr 1 + 2yr 2 + 2yr 3 + yr 4
]
(3.16)
for the corresponding sample point. Having now three sampling points for every neighboring
element, we can perform a linear extrapolation as demonstrated in Figure 3.7
Figure 3.5: Extrapolation of finite element derivatives.
Figure 3.6: Optimal patch sampling point for a patch consisting of two neighboring elements.
Figure 3.7: Extrapolation of finite element derivatives in linear triangular elements. Here, the
additional sampling points (blue) allow linear extrapolation.
Now we turn to a comparison of simple nodal averaging (NA), superconvergent node patch
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Figure 3.8: Reference mesh for data mapping investigation, in particular along the cross-section
AA.
recovery (SNPR), and extrapolation with additional sampling points (EAS). For simplicity, we
start with the fixed mesh as shown in Figure 3.8. Three different prescribed “solution” fields in
the integration points are examined, i.e.,
q(x) = x ,
q(x) = x2 ,
q(x) = sin(2πx) .
(3.17)
The data mapping operation consists of solution projection (i.e., recovery) onto the nodes
and subsequent transfer to the integration points via shape function interpolation. A detailed
description of the mapping algorithm is given in Table 3.2. The distribution of the result as a
function of the method used will be examined along the cross-section AA shown in Figure 3.8.
Consider first the results for the linear case (3.17)1 after 100 mapping operations as shown in
Figure 3.9.
Since the shape functions are linear themselves, the SNPR method, based on a linear poly-
nomial, results in exact recovery of the initial field independent of the number of mapping oper-
ations. This is also true for the EAS approach. The small deviations observed in the EAS case
are due to the fact that, for elements with edges lying on the boundary, the lack of neighboring
elements is dealt with by choosing the integration point value as midpoint value. The percent-
age of affected elements for boundary node patches is high in comparison to that for elements
in interior node patches. To avoid numerical diffusion, then, linear polynomial smoothing is
used for boundary node patches. This effect of numerical diffusion is also quite evident for the
NA method. In the case of an increasing gradient at the boundary, for example, the recovered
value is always smaller than the maximum value of the surrounding elements. This results in an
artificial decrease of the results when mapped back to the integration points.
We turn next to the quadratic case (3.17)2 with comparison in Figure 3.10. As expected, the
SNPR method based on linear polynomials is incapable of resolving the quadratic field. The
usual remedy is to increase the polynomial degree p. To avoid an ill conditioned system matrix
in (3.12), a sufficient number of sampling points must be used. Thus we expand the node patch
to neighboring elements for interior node patches and use linear interpolation for boundary node
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Solution recovery and transfer (nodal based)
1. Solution field q(x) known everywhere on B.
2. Structural nodal positions xni , i = 1, . . . , nn on B are known.
3. Sampling point positions xsi , i = 1, . . . , ns on B are known.
4. Determination of the corresponding subsets (patch regions)
P i,i = 1, . . . , nn, discretized by nie elements.
5. Project solution field onto structural nodes .
6. Retransfer of the field quantities to any point via
shape function interpolation : q(ξ) = qE · h(ξ).
 recovery procedure
nodal averaging (NA)
q∗(xni ) =
1
nis
∑nis
j=1 q(x
s
j) , x
s
j ∈ P i
superconvergent node patch recovery (SNPR)
q∗(xni ) = p(x
n
i ) · ai with ai determined via{∑nis
j=1 p(x
s
j)⊗ p(xsj)
}
ai =
∑nis
j=1 q(x
s
j)p(x
s
j) , x
s
j ∈ P i
extrapolation with additional sampling points (EAS)
q∗(xni ) =
1
nie
∑nie
j=1 qj(x
n
i )
with qj(x) a suitable extrapolation function, defined on Bej ∈ P i
Table 3.2: Algorithm of solution mapping combining nodal recovery and subsequent shape
function projection.
patches. The remaining deviation of the SNPR with p = 2 stems from the retransfer via lin-
ear interpolation functions (Figure 3.10) and from the mentioned use of linear interpolation for
boundary node patches.
Accepting the additional computational costs, the mapping transfer can be improved by sepa-
rating it from the recovery procedure and perform a superconvergent element patch recovery
(SEPR, see Figure 3.11 and Table 3.3 for further details) to enable a direct transfer between
integration points of different meshes. Using, e.g., an ansatz function of order p = 2, at least
for quadratic fields, no deviations are detected. Lastly, we have the case (3.17)3 and the results
in Figure 3.12. As shown, both the SNPR with polynomial order p = 2 and the EAS method
perform well. The most exact mapping can be stated for the SEPR method but again, the addi-
tional numerical costs have to be considered.
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Figure 3.9: Distribution of (3.17)1 in the cross section AA after 100 mapping operations. Initial
distribution (continuous curve), nodal averaging (NA: dashed curve), polynomial smoothing
(SPR: quadrilaterals), extrapolation method (EAS: triangles).
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Figure 3.10: Distribution of (3.17)2 in the cross section AA after 100 data mappings. Given
are the initial distribution (continuous) together with the mappings results based on nodal aver-
aging (dashed), linear polynomial smoothing (cross), quadratic polynomial smoothing (quad),
extraploation (triangle), and superconvergent element patch recovery (circle).
In the following, a short description of the complete approach used to transfer integration-
point and nodal quantities from the old mesh to the new mesh is now given. As usual, this is
based on determining the locations of the new integration points and nodes with respect to the
old elements. To do this, we first need to determine in which old elements these new points lie.
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Figure 3.11: SEPR: The patch field q∗(x) is determined via least square fit to the given sampling
point values q(xsi ). The value at the position of the corresponding new gausspoint is then
calculated as q∗(xint).
Direct solution transfer
1. Solution field q(x) known everywhere on B.
2. Integration point positions of target mesh (new mesh)
xinti , i = 1, . . . , nint on B are known.
3. Sampling point positions xsi , i = 1, . . . , ns on B are known.
4. Determination of the corresponding subsets (patch region)
P i,i = 1, . . . , nint, discretized by nie elements.
5. Direct projection of the solution field onto integration points .
 transfer procedure
superconvergent element patch recovery (SEPR)
q∗(xinti ) = p(x
n
i ) · ai with ai determined via{∑nis
j=1 p(x
s
j)⊗ p(xsj)
}
ai =
∑nis
j=1 q(x
s
j)p(x
s
j) , x
s
j ∈ P i
Table 3.3: Algorithm of solution mapping using a direct transfer between integration points of
different meshes
Given this knowledge, the usual interpolation relation
xp =
m∑
i=1
hi(ξ)xi (3.18)
can be solved for the corresponding master element coordinates ξ. Here, xp represent the
coordinates of any such point in the new mesh, x1, . . . ,xm are the coordinates of the nodes
of the old element, and h1(ξ), . . . , hm(ξ) are the element shape-functions. In case of, e.g.,
linear triangular elements, a point is inside an element if 0  ξ  1 and 0  η  1 − ξ
hold. This is shown in Figure 3.13. To increase efficiency, the search for such elements can
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Figure 3.12: Distribution of (3.17)3 in the cross-section AA after 50 mappings. Given are
the initial distribution (continuous) together with the mappings results based on nodal aver-
aging (dashed), linear polynomial smoothing (cross), quadratic polynomial smoothing (quad),
extraploation (triangle), and superconvergent element patch recovery (circle).
Figure 3.13: Determination of local coordinates during the data mapping process (see text for
further details).
be restricted to subdomains of the entire mesh as follows. The entire mesh is divided into such
subdomains by a grid (see Figure 3.14). The assignment of elements to subdomains of the grid is
determined by the size (edge coordinates) of an rectangle, enclosing the corresponding element
(see Figure 3.14 below right). The search is then reduced to that subdomain and corresponding
set of elements containing the point in question (Figure 3.15). A detailed formulation of the
above searching algorithm is given in Table 3.4 and Table 3.5, respectively. The size of
the subdomains is of special importance. Figure 3.16 shows the influence of the size of the
subdomains on the computational costs. The given reference calculation has been performed
with a rectangular background mesh, discretized by 2500 elements. As shown, setting the
subdomain size to that of the average element minimizes the computational costs (see Figure
3.16). To emphasize this further, the mesh is shown in the background. The second type of
information that has to be transferred is that for the boundary and contact conditions. The
determination of the corresponding boundary node sets is based on the distance of a given node
from the boundary. For simplicity, consider the 2D case shown in Figure 3.17. Here, a node is
36 CHAPTER 3
Figure 3.14: Division of the entire mesh into subdomains via a grid for the data transfer pro-
cess. The assignment of elements to subdomains of the grid is determined by the size (edge
coordinates) of an rectangle, enclosing the corresponding element.
Figure 3.15: Subdomain and corresponding elements for the data mapping process.
on the boundary if its position is inside the enclosing rectangle marking a boundary node set.
To reduce the node sets to be searched, use is made of the information from the previous data
transfer. Since the position of every point is known, the relevant node set reduces to the nodes
which are positioned inside the neighboring elements of the corresponding subdomain of the
surface.
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Determination of the background element for an arbitrary point
1. Determine the list of possible background elements E.
In general, we have E = {1, . . . , ne}.
Using the additional algorithm, as given in Table 3.5, we can work with
the reduced set E = ER.
2. Having the coordinates of the point xp, solve
xp =
∑m
i=1 hi(ξ)x
e
i , ∀e ∈ E
in terms of the reference element coordinates ξ.
3. In case of, e.g., linear triangular elements, a point is inside an element if
0  ξ  1 and 0  η  1− ξ .
Determination of the corresponding background element allows:
1. Transfer of element sets.
2. Data mapping via shape function projection (upstream solution recovery
presupposed, see Table 3.2).
3. Direct solution transfer. (see Table 3.3).
Table 3.4: Determination of background elements.
Figure 3.16: Computational costs to identify the local coordinates of points (nodes and integra-
tion points) inside a background mesh. Setting the grid size of the subdomains comparable to
that of the average element size, minimizes the computational costs. To illustrate this fact, the
mesh is printed in the background of the diagrams.
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Allocation of reduced sets of possible background elements (optional)
1. Determine the limit coordinates xBmin, xBmax, yBmin, yBmax of the domain B.
2. Define the rectangular domain B ⊃ B , bounded by the limit coordinates
xBmin, x
B
max, y
B
min, y
B
max.
3. Define nxxny rectangular subdomains Bij ⊂ B , bounded by the
limit coordinates
xijmin = x
B
min + (i− 1)x
B
max−xBmin
nx
, xijmax = x
B
min + i
xBmax−xBmin
nx
,
yijmin = y
B
min + (j − 1)y
B
max−yBmin
ny
, yijmax = y
B
min + j
yBmax−yBmin
ny
.
4. Generate a table (matrix) B containing nxxny empty lists Bij={}.
In the following process, the components Bij will collect
the element numbers e of the elements, assigned to the subdomains Bij .
5. Assign background elements to the subdomains Bij :
For every background element with element number e ∈ {1, . . . , ne}:
5.1 Determine its limit coordinates xemin, xemax, yemin, yemax.
5.2 Determine the indexes of the occupied subdomains
Ie = {x
e
min − xBmin
xBmax − xBmin
nx}
⋃
{x
e
max − xBmin
xBmax − xBmin
nx}
Je = { y
e
min − yBmin
yBmax − yBmin
ny}
⋃
{y
e
max − yBmin
yBmax − yBmin
ny}.
5.3 Bij = {e}
⋃
Bij ,∀ i ∈ Ie ∧ ∀ j ∈ Je
Having an arbitrary point with coordinates xp, the set of
possible background elements is given by
ER = Bij with
i = { xp−xBmin
xBmax−xBmin
nx} , j = { y
p−yBmin
yBmax−yBmin
ny}
Table 3.5: Algorithm for the allocation of reduced sets of possible background elements.
Figure 3.17: Mapping of node sets. To detect all nodes which are inside the domain of a node
set, the distances from the nodes to the subdomain in question are determined. The set of
nodes to be tested can be reduced to the nodes positioned in the neighboring elements of the
corresponding subdomain.
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3.3 Error estimation at finite strain
As stated above, an adequate discretization of the boundary value problem has to be guaranteed
at any time. As this requirement holds of course for any problem solved by means of a finite
element analysis, an appropriate error analysis shall be the basis for our adaptive strategy. In
the literature, the focus of attention is on residual based error estimation and recovery based
methods. The residual based methods were originally introduced by Babuska and Rheinboldt
(1978). The idea here is to investigate residuals occurring in a single element (interior estima-
tion) and in a patch of elements (patch estimation). This is generally carried out by comparing
the current finite step solution to a reference solution obtained solving a series of local problems
defined on fine patches. A detailed explanation and a general overview can be found, e.g., in
Rodriguez-Ferran and Huerta (2000) and Huerta et al. (2002). The general drawback of the
residual based methods is the comparatively high numerical effort due to the additional finite
element computations.
A robust and easy to implement alternative was introduced by Zienkiewicz and Zhu (1987)
with the recovery method. In general, the error of a finite element solution can locally be
expressed by
eq = q − qˆ (3.19)
where q is the array of exact solution values for any quantity (e.g., stresses, strains, temperature)
and qˆ is the finite element approximation. As a substitute for the exact solution, recovery
methods are often used to calculate a higher-accuracy approximation q∗ and then define the
error as
eq = q
∗ − qˆ . (3.20)
Originally, q∗ was obtained by simple nodal averaging (see Zienkiewicz and Zhu (1987)). In
later works, further advances were made by introducing the so called superconvergent patch re-
covery (see Table 3.2), which replaced simple nodal averaging (Zienkiewicz and Zhu (1992a,b)).
In the following error estimation based on recovery methods will be favored due to the follow-
ing facts. Although both, the recovery methods and residual based methods have proven their
worth, investigations of Babuska et al. (1994) show higher robustness for the recovery proce-
dures. Further, the implementation of recovery based procedures is, as recovery procedures in
form of transfer algorithms are generally part of an adaptive algorithm, comparatively effortless.
The main objective of adaptive mesh refinement strategies is to provide a finite element
solution with a prescribed level of error in a norm with a specific physical meaning. In context
of linear elastic problems, the standard norm to express the error is traditionally the elastic
energy norm
‖ee‖ =
(∫
Ω
eTσ C
−1 eσ dΩ
)1/2
(3.21)
or
‖ee‖ =
(∫
Ω
eTε C eε dΩ
)1/2
(3.22)
respectively, as it considers both the accurate resolution of the stresses and the strains. Noting
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that the elastic tangent C is only a weighting factor, the so called L2 norm
‖eq‖ =
(∫
Ω
eTε eε dΩ
)1/2
(3.23)
represents a direct measure for the error in strains. Here and in the following, ε can be any strain
measure linked by the operator C to a conjugate stress measure.
The field of interest considered in the elastic energy norm is that for the strains, or more
general, the derivatives of the degrees of freedom (current positions or displacements). The
stresses are directly connected via the elastic tangent to the strains. This dependence allows a
direct capturing of both the error in the strains and, what is of course more relevant in engineer-
ing applications, the error in stresses with the same quality.
In context of large plastic deformations, the linear dependence between the derivatives of the
displacements and stresses is lost. In fact, due to the history dependence there is no explicit
dependence at all. Thus, only a separate calculation of the error for the history dependent
quantities (e.g., plastic strains, stresses) is possible. Even for monotonic loadings working
with the elastic energy error norm leads to poor results. From Figure 3.18 the underestimation
of the error in the derivatives with increasing deformation is easily to establish. Here, large
variations in total strains and plastic strains respectively cause only small variations of the elastic
energy and the stress, respectively. In the case of large plastic deformation the problem is, as
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Figure 3.18: Elastic energy density U as a function of equivalent strain in dynamic uniaxial-
tension at two different strain rates as based on the Johnson-Cook model. Note p ≈  for large
plastic deformations.
mentioned, the state dependent tangent. An error norm, analogous to the energy error norm,
can only be defined incrementally, if at all. Thus, we define the incremental energy error norm
‖Δe‖ =
(∫
Ω
eTΔε C eΔε dΩ
)1/2
. (3.24)
Here, we chose an explicit dependence of ε, as the strains are the only quantity directly con-
nected to our solution field (e.g., displacements). Noting again, that the tangent C is only a
weighting factor, we use the L2 norm to express the error
‖eΔε‖ =
(∫
Ω
eTΔε eΔε dΩ
)1/2
. (3.25)
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Due to the history dependence of the tangent C, the error in total strains reveals nothing about
the error in stresses. Furthermore, the application of the tangent C even leads to an underesti-
mation of the error in total strains with increasing plastic deformation. Thus, if our goal is to
ensure the resolution of the field for the derivatives (total strain) and beyond the resolution of
the state-dependent quantities (stresses, plastic strains etc.), we are forced to perform a sepa-
rate calculation of the error for every single quantity of interest. The use of an incremental error
norm is no longer necessary and can therefore be replaced by using, e.g., the L2 norm in general
‖eq‖ =
(∫
Ω
eq
Teq dΩ
)1/2
. (3.26)
Here q can be identified with any quantity of interest (strains, stresses, temperature etc.).
The general refinement strategy when working with an integral form of the error norm, as
these defined above, is to obtain an equal distribution of the error in every subdomain and
element respectively. In the context of linear elasticity, it is a proven fact that, especially in
connection with the energy error norm, this strategy leads to optimal meshes (see ,e.g., Babuska
and Rheinboldt (1979)). The resulting meshes are optimal in the sense, that they provide the
lowest number of elements for a fixed amount of global error. Noting that the square of (3.26)
can be obtained by summing the corresponding element values
‖eq‖2 =
n∑
i=1
‖eq‖2i . (3.27)
the equal distribution of the error can be achieved by postulating
‖eq‖2i =
‖eq‖2
n
∀ Ωi (3.28)
where subindex i indicates the element number and n the total number of elements, respectively.
Although this method leads to optimal meshes in the above sense, it produces a concentration
of errors in the zones with maximum element density. Normally, these are the zones where
attention is focused. In the context of simulating the process of adiabatic shear banding, a
concentration of errors in the area of the shear band is expected.
An alternative mesh refinement criterion based on the equal distribution of the density of
the error was proposed by Onate and Bugeda (2007). With the corresponding averages on the
whole domain Ω and on the element subdomain Ωi the equal distribution of the error density
can be achieved by postulating (‖eq‖2i
Ωi
)
=
(‖eq‖2
Ω
)
∀ Ωi . (3.29)
For the same amount of global error, this strategy produces more expensive meshes than the
classical method, but these meshes ensure a more reasonable distribution of error in the quanti-
ties of interest.
It is well known that for linear elements such as used in the current work, the derivative of
the finite element solution has the highest local error at interelement nodes (see Zienkiewicz and
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Zhu (1992a,b)). Further, the average of the error in the nodes is strongly related to the average
error for an element. Thus, Bugeda (2002) proposes a pointwise error estimation in the nodes.
This approach avoids evaluating the integral formulation of the error. Here, the error norm is
defined by
‖eq‖ = ‖q− qˆ‖ (3.30)
and refinement in the neighborhood of a node n takes place to ensure
‖eq‖n < ‖eq‖max . (3.31)
The following arguments suggest the application of a point-wise recovery-based error estimator:
• No more concentration of the error in sensitive areas, as with equal error distribution
• direct and and physically reasonable capturing of the errors and gradients, respectively,
for any quantity
• low numerical costs, as in comparison to standard norms the evaluation of the integral
formulation is avoided.
In the context of modeling and simulation of material instabilities we are mainly interested to
ensure the resolution of the gradients of our solution field and in particular the gradients of the
field of plastic deformation. Actually, the pointwise error estimation allows the estimation of
gradients in a numerical effective manner and will thus be used in the following investigations.
To guarantee the resolution in any of the surrounding elements k, we define the nodal error
‖eq‖n = max(‖q∗n − qˆk‖) . (3.32)
A projection method is, at least for linear elements, not needed, as the error of derivatives can
be evaluated directly from integration point values (see Figure 3.19). The error estimation is
merely the basis for our adaptive procedure. The information about the desired mesh density is
supplied by the remeshing criterion. Following the criterion of equal distribution of the error
density as proposed by Onate and Bugeda (2007) the criterion of equal distribution of the error
in every node seems to be consistent for a pointwise error estimation (see Bugeda (2002)).
To decide wether mesh refinement or mesh coarsening is needed, we define the refinement
parameter
ξ =
‖eq‖n
‖eq‖max , (3.33)
which provides a measure for the derivation of the pointwise error from the desired and maxi-
mum error, respectively.
The refinement strategy has to be completed by a rule for the new local mesh size h¯, to
satisfy the requirement of the refinement criterion. In general this requirement is achieved in
an iterative process. To ensure maximum effectiveness, we have to consider the convergence of
the error with respect to the element size. At least for linear elasticity it is fact that the error
in stresses at each point behaves as hp. In this case, having again the direct relation between
stresses and strains, we can assume this dependence for the derivatives of the solution field, in
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Figure 3.19: The pointwise error estimation in combination with nodal averaging allows the
capturing of gradients in a numerical effective manner, as the recovery procedure and the eval-
uation of the error can be combined in a single step.
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Figure 3.20: Distribution of the pointwise error in p inside a notched shear specimen (Figure
3.25) at an early stage of deformation. As we are dealing with large plastic deformations and
small elastic deformations (ε ≈ εp) the hp dependence of the error in the derivatives, can also
be stated for p. The simulations had been carried out with elementsize h=0.0025 mm (above),
h=0.005 mm (middle) and h=0.01 mm (below). Note the different scaling of the error.
general. A numerical certification for the equivalent assumption for the error in plastic strains
is presented in Figure 3.20. Considering the convergence behavior of the error
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(
h
h¯
)p
=
‖eq‖n
‖eq‖max = ξ , (3.34)
the new local mesh size can now be defined using the expression
h¯ =
h
ξ1/p
. (3.35)
In addition, a description of the maximum error ‖eq‖max in terms of a prescribed number of new
elements np will be given. This approach ensures constrained computational costs. Assuming
that the number of new elements in the region of an old element is is given by
ni =
(
hi
h¯i
)d
, (3.36)
with d the dimension, we can calculate the total number of new elements by
np =
n∑
i=1
(
hi
h¯i
)d
=
n∑
i=1
ξ¯i
d
p =
n∑
i=1
(
1
k
k∑
j=1
‖eq‖ij
‖eq‖max
) d
p
= ‖eq‖−
d
p
max
n∑
i=1
‖eq‖i
d
p . (3.37)
Here, n is the total number of old elements, ξ¯i and ‖eq‖i are the elemental averages of the
corresponding nodal quantities for one element and k is the number of nodes per element.
Rearranging leads to
‖eq‖max =
(
1
np
n∑
i=1
‖eq‖i
d
p
) p
d
. (3.38)
If desired, the latter result can be used within (3.34) and (3.35) to calculate the new local mesh
size in terms of a prescribed number of new elements.
With this rule the formulation of our error estimator is completed and we can now turn to the
investigation of its behavior in context of the analysis of localized material instabilities.
Before we apply the developed adaptive procedure on the problem of deformation localiza-
tion, a short comparison between the different recovery procedures in context of error estimation
should be given. For this purpose recall the numerical testing environment as given in Figure 3.8
(see Section 3.2). Again, we will set the initial distribution of the derivative by the distribution
functions
q(x) = x, q(x) = x2, q(x) = sin(2πx). (3.39)
Defining the average error
‖e‖a = 1
n
n∑
i=1
‖eq‖i (3.40)
and the effectivity index
Θ =
‖e‖a
‖ee‖a , (3.41)
with ‖ee‖a the averaged exact error, a comparison between the different recovery procedures is
possible. In the following, we treat the artificial distribution as the exact solution. Thus, ‖ee‖a
is calculated by comparing the finite element element values (integration point values) with the
distribution function.
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Figures 3.21-3.24 show the error and the effectivity index for the different recovery proce-
dures for different distribution functions with varying element sizes. The reference element
size is set to h0=0.05 mm. First of all, the results for the average exact error (Figures 3.21-3.24
left) approve the stated convergence rule (3.34). Starting with a linear distribution function,
the discussed problems with boundary elements, when using the NA or EAS method, are re-
vealed. With increasing element size, the fraction of boundary elements increases which leads
to an increasing deviation from the exact error using this methods . The SNPR method gives
an exact representation of the error for any element size(Θ = 1, Figure 3.21 left). Here and
in the following, the SNPR is performed with polynomial order p = 2, as described in Section
3.2. Comparing the results in the center point and thus, without any influence of the boundary
elements, all methods provide the exact error (see Figure 3.22). The results for the quadratic
distribution are shown in Figure 3.23. Obviously, the EAS method shows a stronger mesh-size
sensitivity than the SNPR method. Similar results can be observed for the trigonometric distri-
bution function (see Figure 3.24). Based on this results, we favor the SNPR method, in terms
of error estimation.
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Figure 3.21: Average error (left) and effectivity index (right) for the linear distribution function
for different element sizes.
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Figure 3.22: Error in the center point of the mesh (left) and effectivity index at the center point
(right) for the linear distribution function for different element sizes.
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Figure 3.23: Average error (left) and effectivity index (right) for the quadratic distribution func-
tion for different element sizes.
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Figure 3.24: Average error (left) and effectivity index (right) for the trigonometric distribution
function for different element sizes.
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3.4 Adaptive remeshing
Since chip formation begins with the onset of shear-banding, we start by looking at this process
more closely. As shown in Figure 3.25, for simplicity, one can start by idealizing the cutting
process as a simple shear of the material in the shear zone. Cutting of the region enclosed in the
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Figure 3.25: Cutting zone idealized as a region in the material undergoing simple shear.
dashed box is assumed to take place at a shear angle of φ = 40◦ and a cutting depth of 0.25 mm.
The deformation is assumed to be plane strain. The applied shear velocity vshear corresponds
to a cutting velocity vc in the shear zone of about 1000 m/min. Since the shear specimen is
notched on only one side, the shear band can develop independent of the geometry.
The determination of the accuracy of any given finite-element approximation in general re-
quires a knowledge of the exact solution. Since this is generally not possible, one instead
compares a given finite-element solution with one of higher accuracy serving as the reference
approximation or numerical solution. In the current context of shear-band formation, such a
reference approximation is based on a fine discretization of the specimen. In a first step the
specimen is discretized with triangular elements oriented in the predicted shear-band direction.
In a second step the same analysis is carried out with continuous remeshing of an initially
coarser mesh. A constant element size is utilized throughout. The remeshing procedure yields
an unstructured mesh with no preferred direction for shear banding. Here and in the following,
all calculations have been carried out with linear triangular elements. Considering the patholog-
ical mesh dependence (see Section 2.3) and thus, to ensure comparability, the average element
edge length is fixed at 0.0025 mm for the simulations to follow.
Figure 3.26 shows the result for the oriented mesh. Due to the strong mesh dependence, the
shear band develops horizontally in the direction of the orientation of the mesh. Since for the
oriented mesh, the width of the shear band is determined by the local element length, only a
small amount of material has to be deformed beyond the critical point. This is also reflected by
the sharp decrease of the shear stress after passing the critical point of deformation as shown
in Figure 3.28. In contrast to the oriented mesh, the simulation with continuous remeshing
shows a more diffuse and wider shear band (Figure 3.27). Since the elements involved are
constant-strain elements, they are unable to represent a strain gradient in their interiors. Thus,
in the oriented case, the shear band can localize along element edges, the strain gradient is
approximated as a strain jump at the element boudaries, and the resulting shear band is sharp.
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Figure 3.26: Shear-band development in the notched structure of Figure 3.25 finely-disretized
parallel to the shear direction.
Figure 3.27: Shear-band development in the notched structure of Figure 3.25 during continuous
remeshing. See text for details.
Figure 3.28: Averaged shear stress along upper edge of structure as a function of displace-
ment there. Dashed curve: Oriented fine mesh (Figure 3.26). Continuous curve: Continuous
remeshing (Figure 3.27).
On the other hand, in the non-oriented case, no element edges are available and the shear-band
is forced to spread out over more than one element layer. As shown in Figure 3.27, this results
in a more diffuse shear-band. With increasing shear-band thickness, the amount of material
that has to be deformed beyond the critical point increases as well. This fact is represented by
delayed shear-band development as well as by an initially gradual decrease in the shear stress
after passing the critical point (see Figure 3.28).
In comparison to the approach of orienting the mesh, the simulation with remeshing demands
a higher number of elements to resolve the same thickness of the shear band. Nevertheless, in
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terms of simulating the process of cutting, remeshing allows a more realistic simulation of the
process as the orientation of the shear band is no longer affected by the orientation of the mesh.
Also the modeling of the separation of chip and workpiece is now possible without introducing
an artificial failure zone (see, e.g., Hortig and Svendsen (2007)). Keeping these results in mind
we will now turn to the investigation of suitable remeshing criteria.
As the choice of the maximum error ‖eq‖max has a significant influence on both the accuracy
and the effectiveness of the adaptive strategy, we consider a reference simulation to determine
useful bounds for this quantity. Due to the hp dependence of the error, a transfer of results
between different mesh sizes is generally possible, but we have to consider variations caused
by the mesh dependence. To allow a sufficiently trusted transfer of the results in both directions
(coarser and finer meshes), we chose an element size between hmax and hmin. Starting from
a mesh size of hmax= 0.01 mm and working with a minimum size of hmin= 0.0025 mm as
chosen for the reference simulations above, we set the mesh size to h= 0.005 mm. A transfer
to the maximum and minimum mesh size is now possible by simply multiplying and dividing,
respectively with the factor h1 = 2 (p = 1, linear elements) (see also Figure 3.20).
Figure 3.29 and Figure 3.30 show the distribution of the error in p and the distribution of
the equivalent plastic deformation p, respectively. The scaling in Figure 3.34 is set from p =
0.0 to p = 1.0 to display the areas of potentially shear-band formation. From Figure 2.2 it
can be stated, that for an adiabatic deformation, the critical point, where the material enters
the softening regime is nearly independent from the strain rate. For the given material this
point is identified by p ≈ 1.0. To ensure a sufficient resolution of the shear band, at least
the area of potential shear band formation has to be discretized with the highest mesh density.
For the given problem and the given mesh size of h = 0.005 mm the critical area shows an
error of ‖ep‖ > 0.1 (see Figure 3.29). Now, choosing the light grey areas in Figure 3.29
(‖ep‖ < 0.025) to be discretized with the maximum element size of hmax = 0.01 mm the
allowable error has to be set to
‖ep‖max = 0.025
0.01mm
0.005mm
= 0.05 , (3.42)
to give the maximum element size in this area.
Comparing the distribution of the error and the distribution of the equivalent plastic defor-
mation itself (Figure 3.30), error estimation is suspected to lead to a delayed refinement of
the critical areas. This observation suggests the demand for an additional indicator. As stated
above, the critical point, when the material enters the softening regime is strongly connected to
p. Thus, a direct use of p as an refinement indicator is generally possible.
In the following we will apply the discussed strategy based on pointwise error estimation.
Additionally, we will test the applicability of p as a direct refinement indicator. Therefore
we will link the new mesh size by a linear relation to p (see Figure 3.31). In the following
simulation the refinement starts at p1 = 0.3 and ends at p2 = 0.9. An algorithmic overview
for the process of error estimation/indication is given in Table 3.6.
Figure 3.32 to Figure 3.34 show the results for both strategies in comparison to the refer-
ence simulation with continuous remeshing and constant element size. As expected, the error
estimation leads to a delayed refinement (Figure 3.33). This results in a delayed shear band
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Figure 3.29: Distribution of the pointwise error in p inside the notched shear specimen (Figure
3.25) for an element size of h = 0.005 mm
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Figure 3.30: Distribution of equivalent plastic deformation p inside the notched shear speci-
men (Figure 3.25) for an element size of h = 0.005 mm
development and also, in comparison to the reference simulation, in a more gradual reduction
corresponding shear stress after passing the critical point of deformation (Figure 3.32). This
behavior can be directly explained by the kinematics of a developing material instability. Here,
the steepest gradients are situated at the boundary and not in the interior. The resulting coarse
mesh at the tip of the developing shear band (see last stage of Figure 3.33) inhibits its devel-
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Figure 3.31: Refinement function h(p). Here, p1 and p2 allow the adjustment of the adaptiv
strategy.
Error estimation/indication
1. Calculate the pointwise error:
‖eq‖n = max(‖q∗n − qˆk‖), ∀n ∈ {1, . . . , nN}
2. Calculate the refinement parameter in terms of the pointwise error:
ξn =
‖eq‖n
‖eq‖max , ∀n ∈ {1, . . . , nN}
3. Calculate the new local mesh size in terms of the pointwise error:
h¯ne =
hn
ξ
1/p
n
, ∀n ∈ {1, . . . , nN}
4. Calculate the new mesh size in terms of the
refinement indicators ri (linear ansatz):
if ri 1 ≤ rni ≤ ri 2: h¯ri n = hmax − hmax−hminri 2−ri 1 (rni − ri 1) , ∀n ∈ {1, . . . , nN}
3. Calculate the new local mesh size:
h¯n = min(h¯
n
e , h¯
n
r1
. . . h¯nrnind
), ∀n ∈ {1, . . . , nN}
Table 3.6: Error estimation/indication, general overview.
oping. The strategy with refinement indication shows a better performance. The results nearly
coincide with the results for the reference simulation (Figure 3.32). The good performance of
the refinement indicator method is explained by the early and extensive remeshing behavior. In
contrast, the error estimation method is much more economical.
Considering the distribution of the equivalent plastic deformation, and in particular the area
of p > 0.9 in Figure 3.33, a strategy combining the anticipatory character of the refinement
indicator method and the economy of the error estimation method suggests itself. The result for
a combined strategy is given in Figure 3.35 and Figure 3.36. As we are mainly interested in an
pre refinement of the critical area (see Figure 3.33), the refinement indicator method starts to
refine at a later point, at p = 0.7. Thus, the basis of the combined approach is still the error
estimation. The influence of the refinement indicator is activated when it indicates a smaller
element size than the error estimator.
As a preliminary result for this section, it can be stated that error estimation without any
anticipatory refinement indicator is not capable to indicate a developing material instability.
On the other hand, refinement indication without error estimation is generally possible. But
only the combination ensures both a sufficiently fine discretization of the critical areas and the
reliability of the results.
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Figure 3.32: Averaged shear stress along upper, sheared edge of structure as a function of the
displacement of the upper edge of the structure for different remeshing strategies. Reference
simulation with continuous remeshing and constant element size (dashed), refinement basing
on error estimation (triangle) and direct use of p as refinement indicator (circle).
For the additional refinement indicator any meaningful quantitity is possible. The onset of
shear banding is not only restricted to a critical amount of plastic deformation. Also, a lo-
cally increased strain rate and a locally increased rate of plastic work, respectively, indicate
the possible zone of deformation localization. In contrast to the equivalent plastic deformation,
which critical amount is directly given by the corresponding stress strain diagram, the refine-
ment boundaries for strain rate or plastic power are not given in advance. These have to be
determined for any specific problem. In this regard, working with quantities normalized to the
mean value, increases the expressiveness. For the given shear specimen, refinement between
˙p1= 1 and ˙p2= 2 for the normalized rate of plastic deformation and between pp1= 1 and pp2= 2
for the normalized plastic power, respectively, lead to an early and localized refinement of the
critical region, when used in combination with the error estimation (see Figure 3.37 and Figure
3.38).
Comparing the stress displacement diagrams (see Figure 3.39), as well as the development
of the meshes for the different additional refinement indicators, plastic power and equivalent
plastic strain rate, respectively, seem to be most effective to indicate the developing material
instability. But again, the refinement boundaries for these quantities are problem dependent.
In the following section we will test the discussed refinement strategies on the simulation of
the high speed cutting process. The allowable error of ‖ep‖max = 0.05, identified by consider-
ing a virtual reference specimen will be used further on.
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Figure 3.33: Distribution of the equivalent plastic deformation inside the notched specimen for
the refinement strategy based on error estimation. Here, the allowable error is set to ‖ep‖max =
0.05. Note the late refinement of the interior of the critical area. As the steepest gradients are
situated at the boundaries of a developing material instability, these areas are refined first. Inside
the developing shear band the gradients are quite smooth. The resulting coarse discretization
has a blocking effect on the development of the shear band.
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Figure 3.34: Distribution of the equivalent plastic deformation inside the notched specimen
for the refinement strategy based on refinement indication. Here, the element size is linearly
reduced between p = 0.3 and p = 0.9.
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Figure 3.35: Distribution of the equivalent plastic deformation inside the notched specimen for
the refinement strategy based on a combination of error estimation and refinement indication.
Here, the allowable error is set to ‖ep‖max = 0.05. The additional refinement indicator triggers
the refinement between p = 0.7 and p = 0.9.
Figure 3.36: Averaged shear stress along upper, sheared edge of structure as a function of the
displacement of the upper edge of the structure for different remeshing strategies. Reference
simulation with continuous remeshing and constant element size (dashed), refinement basing
on error estimation (triangle), direct use of p as refinement indicator (circle) and a combination
of error estimation and refinement indication (quad).
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Figure 3.37: Distribution of the normalized rate of plastic deformation inside the notched
specimen for the refinement strategy based on a combination of error estimation and refinement
indication. Here, the allowable error is set to ‖ep‖max = 0.05. The additional refinement
indicator triggers the refinement between ˙p1= 1 and ˙p2= 2.
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Figure 3.38: Distribution of the normalized plastic power inside the notched specimen for the
refinement strategy based on a combination of error estimation and refinement indication. Here,
the allowable error is set to ‖ep‖max = 0.05. The additional refinement indicator triggers the
refinement between pp1= 1 and pp2= 2.
Figure 3.39: Averaged shear stress along upper, sheared edge of structure as a function of the
displacement of the upper edge of the structure for different remeshing strategies. Reference
simulation with continuous remeshing and constant element size (dashed) and refinement basing
on error estimation in combination with different refinement indicators. Plastic power (triangle),
rate of plastic deformation (circle), plastic deformation (quad).
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3.5 Simulation of high speed cutting via adaptive remeshing
The finite element model of the cutting process is given in Figure 3.40. During the simulation
the workpiece is subjected to permanent remeshing. Modeling of the separation of the chip
from the workpiece is, thus, possible only by means of plastic flow and without an additional
failure zone. The tool is modeled as analytically rigid and moves with a constant velocity into
the workpiece. The implemented material model is the discussed Johnson-Cook model with
parameters for IN718 (see Section 2.2). Enforcing adiabatic conditions, the cutting velocity is
set to vc=1000 m/min. The tool rake angle, the cutting depth and the tool edge radius are fixed at
γ=-5◦, t=0.25 mm and r=20 μm, respectively. The friction coefficient between tool and chip has
been estimated and is fixed at μ=0.1. The above results for error estimation and error indication
have been carried out in a general manner. Thus, lacking any detailed experimental data at the
moment, the intention of the simulation results to follow, based on this generic situation, is
mainly to test and to demonstrate the developed adaptive scheme.
workpiece
tool
contact pair
Figure 3.40: Finite element model of the cutting process
To determine meaningful parameters for the additional refinement indicator, we start with
the refinement strategy, controlled only by means of error estimation. Figure 3.41 shows the
error distribution for this strategy at an early stage of chip formation. As a first result, we can
confirm the observations gained from the reference specimen. Again, we detect a refinement,
beginning at the boundaries of the developing instability. As Figure 3.41 and Figure 3.42 show,
areas of advanced equivalent plastic deformation as well as areas of highest plastic power and
equivalent plastic strain rate, respectively remain at a coarse level of refinement, which again
suggests these quantities to be acting as additional refinement indicators.
In contrast to the reference shear specimen, which deals with a potential zone of strain lo-
calization, more or less fixed in space, the problem of metal cutting confronts with a moving
zone, not known in advance. Here, the different indicators give more differentiated results, con-
cerning the areas of maximum refinement. Again, the equivalent plastic deformation appears
as a robust indicator, that gives reasonable results for the potential areas of localization. The
parameters εp1 and εp2 are directly given by the corresponding, adiabatic stress-strain diagram
and are thus independent from the specific application. As a drawback, in case of multiple and
moving localization zones, this quantity leads to a massive and irreversible refinement, as the
equivalent plastic deformation behaves monotonically nondecreasing. Here, the plastic power
and the equivalent plastic strain rate, respectively, seem attractive, as these quantities capture
the highly dynamic deformation field.
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Figure 3.41: Distribution of the error in equivalent plastic deformation (above) and equivalent
plastic deformation (below) at an early stage of chip formation.
The following figures demonstrate the process of chip formation, calculated with the devel-
oped adaptive remeshing scheme. Here, the additional refinement indicator is the equivalent
plastic strain rate (Figure 3.43) and the plastic power (Figure 3.44), respectively. Both figures
show the field of the corresponding indicator quantity, scaled to the adjusted lower and upper
boundary of refinement. Although the results for both indicators show good agreement, the plas-
tic power leads to an earlier indication of the potential zone of localization. This is explained
by the fact that, in this zone, not only accelerated deformation takes place, also the stress state
is increased. On the other hand, the plastic power ignores the fully developed shear band as
the stress state is decreased, although strain rates are increased. This is no drawback as, at this
stage, the resolution of the shear band is ensured by the error estimation. Figure 3.45 compares
the results for different quantities at the stage of chip formation as given in Figure 3.43 e) and
Figure 3.44 e), respectively. The plots for the von Mises stress (first line) and the equivalent
plastic strain (second line) show very good agreement. Differences in the progression of the de-
veloping shear band at the tip of the cutting tool can be explained by the earlier indication of the
shear band with the plastic power. The results reveal, that only an adaptive remeshing scheme is
capable of resolving the complex deformation field, especially in the primary deformation zone
at the tool tip. As can be seen in Figures 3.43 and 3.44, besides the primary shear bands that
develop under a specific shear angle, also secondary shear bands, perpendicular to the primary
ones, can be detected. Running a simulation without any remeshing and working instead with
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Figure 3.42: Distribution of the plastic power (above) and equivalent plastic strain rate (below),
normalized to the corresponding mean value. The scale has been adjusted, to give comparable
refined areas. (below) at an early stage of chip formation.
an oriented mesh, chip formation is still possible, as shown in Hortig and Svendsen (2007).
However, the complex deformation field will inevitably lead to massively distorted elements,
and finally to doubtful results, especially in the primary deformation zone (see Figure 3.46).
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a) b) c)
d) e) f)
Figure 3.43: Process of chip formation. Here, the additional refinement indicator is the equiva-
lent plastic strain rate, normalized to the corresponding mean value. The figures show the field
of the indicator quantity, scaled to the adjusted lower and upper boundary of refinement.
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d) e) f)
Figure 3.44: Process of chip formation. Here, the additional refinement indicator is the plastic
power, normalized to the corresponding mean value. The figures show the field of the indicator
quantity, scaled to the adjusted lower and upper boundary of refinement.
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Figure 3.45: Influence of different refinement indicators on the formation of shear bands. Here,
the left column shows the results for the equivalent plastic strain rate and the right column the
results for the plastic power. The first line shows the distribution of the von Mises stress, the
second line shows the distribution of the equivalent plastic deformation and the third line shows
the distribution of the error in equivalent plastic deformation.
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Figure 3.46: Chip formation without adaptivity. Here, the mesh has been oriented in the
direction of the predicted shear angle. The complex deformation field in the region of the tool
tip leads to massive distorted elements, and finally to doubtful results.
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3.6 Preliminary summary
The application of error estimation and refinement indication on problems dealing with localiza-
tion phenomena has been discussed and tested. It has been shown that classical error estimation
is not capable of detecting critical areas of deformation. On the other hand, by using refinement
indicator methods only, we suffer a loss in accuracy. Especially in context of sophisticated
applications, such as the simulation of the process of high speed cutting, only a combination
of error estimation and refinement indication ensures both, a control of accuracy and a pre-
determining character of the strategy, essential when dealing with localization problems. The
presented method of point wise error estimation is robust, easily implemented and is capable of
identifying the magnitude of gradients with a minimum of numerical cost. For the mapping of
internal variables, it has been shown that the classical finite element projection of the recovered
values leads to numerical diffusion. Here, a separated, direct transfer should be established.
The physical meaning of p in context of localization phenomena has been shown and a possi-
ble application as a refinement indicator has been demonstrated through numerical examples.
In context of detecting material instabilities, also the rate of equivalent plastic strain as well as
the plastic power have turned out to work very well. Here, in contrast to p, the parameters for
the refinement strategy are problem dependent and cannot be determined in advance. Simula-
tion results reveal that only an adaptive remeshing scheme is capable of resolving the complex
deformation field, especially in the primary deformation zone at the tool tip. Moreover, having
no more predefined separation zone, the modeling of the resulting surface becomes possible.
With these adaptive tools at hand the first part of our work is complete and we will now turn to
the discussion of an extended non-local material model.
Chapter 4
Local and non-local models for dynamic
thermoinelasticity and damage
Abstract– In this chapter the thermomechanical formulation is improved by an extension of the
material model by ductile damage and further, by a nonlocal description of the material. After
the derivation of the extended thermodynamic framework, we present a specific application
to non-isochoric thermo-viscoplasticity including ductile damage. In this context a detailed
derivation of the algorithmic implementation and the algorithmic linearization, as needed in
terms of a finite element implementation, is given. Additionally, we discuss the kinematics in
context of adaptive remeshing. In regards to a model with internal variables this issue is of
special importance.
4.1 Introduction
Failure in metals during processes like metal cutting is influenced by a number of competing
physical processes in the material. For example, heat conduction and mechanical dissipation
play a strong role here in the sense of thermal softening. At lower cutting speeds and resulting
lower strain-rates, heat conduction is sufficiently fast to prevent a temperature increase due to
mechanical dissipation which would result in thermal softening. At higher speeds and accord-
ingly higher strain-rates, however, heat conduction is too slow to prevent the temperature from
increasing to the point where thermal softening occurs, resulting in shear-banding and chip for-
mation. Beyond thermal softening, other softening effects, such as damage are also present.
The strong dependence of this process on strain-rate and temperature implies that the material
behavior of the metallic workpiece is fundamentally thermoelastic and thermoviscoplastic in na-
ture. The material model presented in section 2.2 for thermoelastic viscoplasticity is restricted
to deformation behavior and adiabatic conditions. In the current work, the model is extended to
account for non-local inelastic deformation and damage processes as well as heat conduction.
In particular, isotropic Fourier heat conduction is assumed here for simplicity. Motivated by
the fundamental work of Eringen (1966) and here especially by the axiom of neighborhood,
various nonlocal continuum formulations have been developed with the aim to close this gap.
In literature, two families of such nonlocal formulations can be identified.
Nonlocal models of integral type generally consist in replacing a specific variable (e.g.,
strain, equivalent plastic strain, damage etc.) at each point by its nonlocal counterpart ob-
tained by weighted averaging over a neighborhood. Rather interested in the continuum based
description of interacting dislocations than developing a localization limiter Eringen (1981) pre-
sented a framework based on the nonlocal counterpart of the strain tensor. Later Bazant and Lin
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(1988) proposed a formulation working with the nonlocal plastic strain tensor or alternatively,
working with the nonlocal average of the plastic multiplier. Performing a series of simulations
with different minimum element sizes, here in terms of an excavation process, Bazant and Lin
(1988) successfully demonstrated the ability of this formulation to act as a localization limiter.
An application of nonlocal averaging of the damage can be found, e.g., in the work of Bazant
and Pijaudier-Cabot (1988) and Tvergaard and Needleman (1995). Although the interpretation
of the integral type approaches is descriptive, the additional numerical effort, necessary when
calculating the nonlocal average quantity for every integration point, is their main drawback.
Moreover, the implementation inside a commercial finite element code is not simply to achieve.
The differential counterpart of the nonlocal integral approaches is represented by models of
gradient type. Instead of considering the influence of the neighborhood through integrals, this
family of models introduces the nonlocal character by incorporating higher order gradients into
the constitutive model. Influenced by the pioneering work of Toupin (1962) and Mindlin (1964),
Chambon et al. (1998) as well as Fleck and Hutchinson (1997) adapted the idea of higher order
stresses, work conjugate to strain gradients, to formulate a strain gradient plasticity framework.
While in the formulation of Chambon et al. (1998) the higher order stress enters only the balance
of momentum, the theory of Fleck and Hutchinson (1997) considers these additional stresses in
terms of the yield condition. Although physically motivated by the concept of statistically stored
dislocations (SSD) and geometrically stored dislocations (GND), the essential formulation of
Fleck and Hutchinson (1997) remains phenomenological. Contrarily, the group of mechanism-
based strain gradient (MSG) plasticity theories is based on micromechanical effects on the
flow strength of materials. An application of the MSG concept, originally formulated in Gao
et al. (1999) and Huang et al. (2000), can be found, e.g., in Qiu et al. (2003), here in context
of micro-indentation hardness experiments. While the above methods consider higher order
displacement gradients or corresponding stress quantities, models with gradients of internal
variables represent a more general concept to introduce non-locality. For example, Aifantis
(1984, 1992) and Maugin (1990) consider higher gradients of the equivalent plastic strain and
damage, respectively. In contrast to integral type approaches, the finite element implementation
of gradient type models is, in general, straight forward. However, the higher order displacement
gradients have to be considered in higher order element shape functions.
A relation between integral type and gradient type nonlocal formulations is established by
applying a Taylor series expansion of the local quantity into the corresponding integral expres-
sion for the nonlocal quantity. Assuming isotropy of the used weight function, this results into
an explicit gradient type approximation, including the Laplacian of the local quantity. A de-
tailed derivation can be found, e.g., in the work of Engelen et al. (2003). As stated above, the
explicit incorporation of higher order gradients requires higher order element shape functions.
Thus, further improvements have been suggested by Peerlings et al. (1996). In this work the
author showed, that via mathematical manipulation of the explicit nonlocal approximation an
implicit formulation, including the Laplacian of the nonlocal quantity, can be established. In
case of using Green’s weight function, this formulation gives the exact representation of the
integral formulation as has been shown by Peerlings et al. (2001). Thus, working with the weak
form of the latter result, only C0 interpolation of the corresponding quantity is required. While
the explicit gradient formulation considers the dependence on the infinitely close neighborhood,
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the solution of the nonlocal field in terms of the implicit gradient formulation depends on the
local quantity in the entire body. Thus, in the sense of Rogula (1982), explicit gradient type
formulations are often referred to as weakly nonlocal, while implicit gradient type formulations
are, in the sense of Geers et al. (2000), called strongly nonlocal.
For the development of the current non-local framework, we follow the continuum thermo-
dynamic rate variational approach developed in Svendsen (2004), which results in particular
in an implicit gradient type formulation for the thermodynamic field quantities. The dynamic
thermoviscoplastic flow behavior of the material is modeled with the help of a modified form of
the model of Johnson and Cook (1983) for metal thermoviscoplasticity with isotropic damage.
For simplicity, attention is restricted in this work to the evolution of inelasticity due to (i) the
motion of dislocations, and (ii) the deformation (dilatation / shear) of voids. As usual, the for-
mer is assumed to be initiated and driven primarily by deviatoric loading. On the other hand, the
latter may in general be initiated and driven by both hydrostatic and deviatoric loading. Both
(i) and (ii) are in general modeled non-locally. The current model formulation is continuum
thermodynamically in nature and is summarized briefly in the following section.
4.2 Continuum thermodynamic variational framework
Let Br be a reference configuration of the material in question with boundary ∂Br and outward
unit normal nr. In the current extended thermomechanical context, the unknown continuum
fields are the deformation χ, the temperature θ, and a set κ = {κ1, κ2, . . .} of scalar-valued
non-local fields related to dislocation-based (e.g., hardening) and defect-based (e.g., softening)
processes. From the thermodynamic point of view, such processes are assumed to result in
energy storage and / or energy dissipation (i.e., energy loss). For simplicity, we neglect any
body forces or supply-rate densities, as well as any moving or stationary singular surfaces, in
what follows.
Energy storage in the current model class is represented by the general form
ψr = ψr(θ,∇rχ,FP,κ,∇rκ) (4.1)
of the referential free energy density in terms of the deformation gradient F = ∇rχ and local
inelastic deformation FP. The evolution of FP takes the form
F˙P = F
−1
E LPcFEFP , (4.2)
F˙P = LPiFP , (4.3)
with
LPi =
∑
a
κ˙a NPi a(θ,∇rχ,FP,κ,∇rκ) (4.4)
for LPi linear in κ˙. These yield the constitutive form1
ζr = ∂θψr θ˙ + ∂∇rχψr · ∇rχ˙
+
∑
a
(∂κaψr + ∂FPψr F
T
P ·NPi a) κ˙a + ∂∇rκaψr · ∇rκ˙a
(4.5)
1The notation ψ˙r used for ζr in earlier work Svendsen (2004) is unfortunately confusing at best. Indeed, as
just discussed, ζr depends on multiple constitutive relations. Because of this, in contrast to ψ˙r, ζr is generally
non-integrable.
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for the energy storage rate density. Note that this density is linear in the rates κ˙ and ∇rκ˙
associated with inelastic processes. Kinetics-based processes, e.g., dislocation activation, how-
ever, generally depend non-linearly on such rates. Consequently, the influence of these on the
material behavior is accounted for in the current formulation by a second potential, i.e., the
dissipation potential
χvr = χvr(. . . ,∇rθ, κ˙,∇rκ˙) . (4.6)
As shown elsewhere (e.g., Svendsen, 2004), in the direct continuum thermodynamic approach
corresponding to the variational one being employed here, the dissipation principle (e.g., Sil-
havy, 1997, Chapter 9) is satisfied sufficiently when χvr is non-negative and separately convex
in its non-equilibrium arguments κ˙, ∇rκ˙ and ∇rθ. In this case, the dissipation-rate density
δr = ∂∇rθχvr · ∇rθ +
∑
a
∂κ˙aχvr κ˙a + ∂∇rκ˙aχvr · ∇rκ˙a  χvr  0 (4.7)
is bounded below by χvr.
With the basic constitutive relations in hand, we are now in a position to carry out the con-
tinuum thermodynamic variational formulation of the evolution-field relations of the model
following Svendsen (2004). For simplicity, the following is restricted to a loading environment
for the material under consideration of the generalized deformation-traction type2 generalized
to the current setting, i.e., applying to (χ,κ). On this basis, the formulation begins with the
rate functional3
R :=
∫
Br
rvr +
∫
∂Br
rsr (4.8)
as based on the volume
rvr := ζr + χvr (4.9)
and surface rsr rate densities, respectively, the latter determining the boundary flux densities
−pr = ∂χ˙rsr ,
−ϕar = ∂κ˙arsr
(4.10)
associated with χ and each κa ∈ κ, respectively. In particular, pr represents the boundary
traction vector field. For the current constitutive class, the form of rrv is determined by (4.1)
and (4.6). From an abstract point of view, R represents a functional on the tangent bundle of
the (infinite-dimensional) manifold of all admissible fields (χ,κ). The first variation of R in
the rates χ˙ and κ˙a together with partial integration and the divergence theorem then yield
δR =
∫
Br
δχ˙rvr · δχ˙ +
∫
∂Br
(∂∇rχ˙rvr nr + ∂χ˙rsr) · δχ˙
+
∫
Br
∑
a
δκ˙arvr δκ˙a +
∫
∂Br
∑
a
(∂∇rκ˙arvr nr + ∂κ˙arsr) δκ˙a ,
(4.11)
where
δxf := ∂xf − divr(∂∇rxf ) (4.12)
2Other such environments, e.g., unilateral or bilateral contact (Silhavy, 1997, §13.3), are also possible.
3For notational simplicity, we dispense with the volume element dv and area element da notation in volume
and area integrals here and in what follows.
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represents the variational derivative. Stationarity of δR with respect to all δχ˙ vanishing on that
part ∂Brχ˙ of ∂Br = ∂Brχ˙ ∪ ∂Brp where χ˙ is specified determines the variational form
δχ˙rvr = 0 on Br ,
∂∇rχ˙rvr nr + ∂χ˙rsr = 0 on ∂Brp ,
(4.13)
of the evolution-field relations and boundary conditions associated with χ. This is simply the
linear momentum balance in variational form, i.e.,
δχ˙rvr = −divr(∂∇rχψr) ,
∂∇rχ˙rvr nr + ∂χ˙rsr = ∂∇rχψr nr − pr , (4.14)
from (4.5), (4.6), (4.9), (4.10)1 and (4.12), again for quasi-static conditions and no body forces.
In an analogous fashion, stationarity of δR with respect to all δκ˙a vanishing on that part ∂Brκ˙a
of ∂Br = ∂Brκ˙a ∪ ∂Brϕa where κ˙ is specified yields the variational evolution-field relations and
boundary conditions
δκ˙arvr = 0 on Br ,
∂∇rκ˙arvr · nr + ∂κ˙arsr = 0 on ∂Brϕa ,
(4.15)
associated with each κa ∈ κ. The particular form of these latter relations for the purpose at
hand, i.e., the modeling of non-local hardening and softening processes, is contingent on the
further model development, to which we now turn.
4.3 Non-local modeling of thermo-viscoplasticity including ductile dam-
age
The strong dependence of the deformation and failure of metals on the loading-rate and tem-
perature during dynamic loading is accounted for by modeling the behavior as thermoelastic
and thermoviscoplastic. In particular, the dynamic thermoviscoplastic flow behavior is mod-
eled with the help of a modified form of the model of Johnson and Cook (1983) for metal
thermoviscoplasticity with isotropic damage. For simplicity, attention is restricted in this work
to the evolution of inelasticity due to (i) the motion / glide / climb of dislocations, and (ii) the
deformation (dilatation / shear) of voids. As usual, the former is assumed to be initiated and
driven primarily by deviatoric loading. On the other hand, the latter may in general be initi-
ated and driven by both hydrostatic and deviatoric loading. In particular, we distinguish in this
work between hydrostatic (I = H) and deviatoric (I = D) stress states and loading processes.
Corresponding local damage processes are likewise modeled here via a local damage variable
dI (I = H,D). As discussed in the introduction, dynamic processes like high-speed cutting
generally involve heat conduction. In particular, isotropic Fourier heat conduction is assumed
here for simplicity.
In context of the continuum thermodynamic rate variational approach developed presented
above, the deformation χ, the temperature θ, as well as the the non-local accumulated equiva-
lent inelastic deformation α¯I and non local damage d¯I (due to, e.g., coalescence), with respect
to some reference configuration Br of the material in question, represent the fields of interest.
Further, let FP represent the inelastic local deformation, F = ∇rχ the total local deformation
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or deformation gradient, and FE = F F−1P the local elastic deformation. Since the model of
Johnson and Cook (1983) includes local hardening effects on the inelastic flow behavior di-
rectly in the flow rule, energetic hardening is tacitly neglected. In the current non-local context,
however, GND-based hardening is assumed to be energetic and lengthscale-dependent. In this
case, the form of the free energy density generalizes to
ψr(θ,∇rχ,FP,κ,∇rκ) = ψEr(θ,FE) + 12 μ0 2E0det(F ) |F−T∇rα¯D|2 . (4.16)
Besides the elastic part ψEr, we now have a non-local hardening contribution. The latter depends
only on dislocation-process-based (i.e., deviatoric) inelasticity and the corresponding energetic
lengthscale E0. The specific form of the gradient part of (4.16) is chosen in analogy to the
fourier type heat flux
qCr = − det(F )F−1F−T k0∇rθ , (4.17)
assumed in the following model formulation, with k0, the coefficient of thermal conductivity.
Here, we defined
qEr := − det(F )F−1F−T 2E0∇rα¯D = −μ−10 ∂∇rα¯Dψr . (4.18)
This in turn determines the thermoelastic forms
K = ∂F ψr F
T = ∂FEψEr F
T
E ,
−ηr = ∂θψr = ∂θψEr ,
(4.19)
for the Kirchhoff stress K and the referential entropy density ηr.
Besides isotropy, attention is restricted here to metals and to small elastic strain. In this
case, the elastic left logarithmic stretch lnVE = 12 ln(BE) becomes relevant. BE = FE F
T
E =
F C−1P F
T is the elastic left Cauchy-Green deformation, and CP = F TP FP is the plastic right
Cauchy-Green deformation. Besides isotropy, we assume that the heat capacity of the material
is approximately constant. The process of energy storage in the material can then be modeled
by the thermoelastic Hooke form
ψEr(θ,FE) = ψEl(θ, lH, lD)
= 1
2
κ0 l
2
H + μ0 l
2
D + 3κ0 α0 (θ0 − θ) lH
+ c0 {θ − θ0 − θ ln(θ/θ0)}
(4.20)
at small elastic strain. In this relation, κ0 := λ0+ 23 μ0 represents the elastic bulk modulus, λ0 and
μ0 are the elastic longitudinal and shear moduli, respectively, α0 is the thermal expansion, and
c0 represents the heat capacity. All of these material properties are at the reference temperature
θ0, θ being the absolute temperature. Further,
lH := tr(lnVE) ,
lD := tr(dev(lnVE)
2)1/2 ,
(4.21)
represent the first invariant of lnVE, and minus twice the second invariant of dev(lnVE), respec-
tively. The relations (4.20) and (4.21) determine in particular the form
K = (∂FEψEr)F
T
E = ∂lnVEψEl = kH I + kD dir(dev(lnVE)) (4.22)
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of the Kirchhoff stress K , with
kH :=
1
3
tr(K) ,
kD := tr(dev(K)
2)1/2 ,
(4.23)
the hydrostatic part and deviatoric magnitude, respectively, of K . Here, tr(A) := I · A,
dev(A) := A− 1
3
tr(A) I , mag(A) := tr(ATA)1/2 and dir(A) := ∂Amag(A) = A/mag(A)
represent the trace, deviatoric part, magnitude, and direction, respectively, of any second-order
tensor A. Note that
kH = ∂lHψEl = κ0 {lH + 3α0 (θ0 − θ)} ,
kD = ∂lDψEl = 2μ0 lD ,
(4.24)
via (4.23). On this basis, then, in the context of the model class defined by (4.20), then, the
pairs (kH, lH) and (kD, lD) are natural thermodynamic conjugates. In what follows, we will also
work with the von Mises equivalent stress
kM :=
√
3
2
kD (4.25)
determined by kD.
Consider next the inelastic constitutive relations. Following standard metal plasticity, as-
sume that dislocation glide is driven by deviatoric stress kD alone. On the other hand, for
dynamic shear processes such as machining and cutting, assume that microvoid development is
driven by both hydrostatic kH and deviatoric kD stress. Furthermore, under the assumption that
(at least) the respective initiation processes are (at least partly) distinct, accumulated inelastic
deformation αD driven by deviatoric loading is assumed distinct from that αH due to hydro-
static loading. In particular, these considerations bear on the constitutive form of the inelastic
“velocity gradient”
LPi := F˙PF
−1
P ,
LPc := FELPiF
−1
E .
(4.26)
On this basis, we work with the constitutive forms
tr(LPc) = α˙H nH ,
dev(LPc) = α˙D ND ,
(4.27)
for LPc in terms of the respective directions
nH = ∂kHφHr ,
ND = ∂kDφDr dev(∂KkD) ,
(4.28)
and inelastic potentials
φH(. . . , kH, kD) = kH =
1
3
tr(K) ,
φD(. . . , kH, kD) = kM =
√
3
2
kD =
√
3
2
mag(dev(K)) ,
(4.29)
given in the simplest possible case by the hydrostatic stress and von Mises equivalent stress,
respectively, both with respect to K . As implied by the dependence of φH on kH, both posi-
tive and negative hydrostatic stresses are relevant here, related for example to void growth and
closure or healing, respectively. In particular, the above formulations determine
LPc = α˙H
1
3
I + α˙D
√
3
2
dir(dev(K)) . (4.30)
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Then
ζr = ∂θψr θ˙ + ∂∇rχψr · ∇rχ˙
− σD ˙¯αD − σH ˙¯αH + ∂∇rα¯Dψr · ∇r ˙¯αD
(4.31)
follows for the energy storage rate density via (4.30) and (4.5), in terms of the thermodynamic
conjugate
σD := K · ∂KφDr = kM
σH := K · ∂KφHr = kH (4.32)
to α¯I for I = D,H.
Assume that both dilatation (i.e., void growth) and deviatoric (i.e., shear banding) loading drive
damage development under dynamic conditions. In this context, consider the saturation form
d˙I = rI 〈α¯I − αId〉 (sI − d¯I) ˙¯αI (4.33)
of the local damage production for I = D,H. These relations depend on the initial amount
d¯I0 := d¯I(α¯I = 0) of microcracks / microvoids, the saturation rates rI, the saturation values sI,
the critical accumulated inelastic shear deformation α¯Id for damage activation. Although, the
above form for the evolution of the local dI in terms of α¯I makes the failure process non-local
in general, the detailed determination of the specific effects, causing non-local interaction, is
still work in progress. Thus, we can generally assume an additional non-local development of
the different populations of damage dI, with the development of the corresponding non-local
quantities d¯I, driven by the dI. A specific relation for the d¯I will be developed below. For the
moment, just recognize, that d¯I is a quantity, representing macroscopically detected softening
due to microstructural development (voids, defects etc.). The constitutive relations, determining
the influence of this damage quantities (voids, defects etc.) on the thermodynamic stresses σI,
are derived in a framework, motivated from the concept of homogenization. Without going so
far as to formulate and solve the corresponding homogenization and boundary-value problem
for an RVE, which represents work in progress, consider now a possible framework as based on
the effective microscopic stress
σIm := σI/fI(d¯) . (4.34)
Here, the function fI(d¯) determines how the specific microstructure (e.g. voids, defects etc.)
transforms effective microscopic stresses σIm (e.g., in the matrix) in a model-dependent, phe-
nomenological, effective fashion to the macroscopic one σI. For simplicity we work with the
mixed quantity d¯ instead of working with d¯H and d¯D, separately. Here, we simply assume
˙¯d := ˙¯dH +
˙¯dD . (4.35)
Further, we define the undamaged state for d¯ = 0 and the totally damaged state for d¯ = 1.
Consistently, we work with
d˙I = rI 〈α¯I − αId〉 (sI − d¯) ˙¯αI , (4.36)
instead of (4.33). Since we have assumed plastic incompressibility for the undamaged material,
it makes sense to assume an infinite hydrostatic activation stress for the undamaged material and
zero activation stresses for the totally damaged state. These assumptions imply fD(d¯ = 0) = 1,
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fH(d¯ = 0) = ∞ and fD(d¯ = 1) = 0. Again, lacking further information on the specific form
of fI(d¯) for the moment, we work with the simple relations
fD(d¯) = (1− d¯) (4.37)
and
fH(d¯) = D1 (1− d¯)/d¯D2 (4.38)
for these functions satisfying the given requirements. In any case, note that fI(d¯) transforms the
microscopic stress σIm into the macroscopic stress states represented by σH = kH and σD = kM,
respectively. This issue becomes relevant again, when specifying the constitutive relation for
the σI. Keeping this in mind, we now discuss the non-local description of the relevant thermo-
dynamic quantities.
In the current non-local context, the activation of dislocation motion and of defect-based pro-
cesses is dissipative and assumed to be lengthscale-dependent. Further, defect development is
assumed to be purely dissipative (i.e, result in energy loss). Thus, in terms of the extended
thermomechanical framework presented above, we have κ := (α¯D, α¯H, d¯), the corresponding
field quantities of the accumulated devatoric and spherical plastic deformation, as well as an
additional scalar valued softening quantity, henceforth referred to as damage. These imply the
form
χr(. . . , ˙¯αD, ˙¯αH,∇r ˙¯αD,∇r ˙¯αH,∇rθ)
= χDr(. . . , ˙¯αD,∇r ˙¯αD) + χHr(. . . , ˙¯αH,∇r ˙¯αH) + χd(. . . , ˙¯d,∇r ˙¯d) + χCr(. . . ,∇rθ)
(4.39)
of (4.6), embodying the dependence of the activation of non-local inelastic deformation and
non-local failure on kinetics-controlled processes which are dissipative. Here,
χIr(. . . , ˙¯αI,∇r ˙¯αI) = χIrl(. . . , ˙¯αI) + 12 χI0 2I0 det(F ) |F−T∇r ˙¯αI|2 ,
χdr(. . . ,
˙¯d,∇r ˙¯d) = 1
2
χd0 (
˙¯d − d˙D − d˙H)2 + 12 χd0 2d0 det(F ) |F−T∇r ˙¯d|2 ,
χCr(. . . ,∇rθ) = 12 θ−1 k0 det(F ) |F−T∇rθ|2 ,
(4.40)
for I = D,H. Again, choosing a form analogous to the potential, which defines the fourier type
heat flux
qCr = − det(F )F−1F−T k0∇rθ = −θ ∂∇rθχr (4.41)
we defined
qIr := − det(F )F−1F−T 2I0∇r ˙¯αI = −χ−1I0 ∂∇r ˙¯αIχr ,
qdr := − det(F )F−1F−T 2d0∇r ˙¯d = −χ−1d0 ∂∇r ˙¯dχr
(4.42)
The damage terms in (4.40) are analogous to the models for non-local ductile damage developed
by Reusch et al. (2008, 2003). Here, χI0, I = D,H, χd0, represent characteristic dissipation
levels associated with the nucleation and activation of dislocation and damage processes, re-
spectively. Further, I0, I = D,H, d0 are the corresponding characteristic material lengthscales
associated with the nucleation and activation of these as non-local processes. In addition, k0 is
the coefficient of thermal conductivity. Specialising the variational approach Svendsen (2004)
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to the specific forms for ζr (4.31) and χr (4.40), one derives in particular the forms
δ ˙¯αD
rvr = ∂ ˙¯αD
χDr − σ¯D + χD0 divr(qDr) ,
∂∇r ˙¯αDrvr · nr + ∂ ˙¯αDrsr = −μ0 qEr · nr − χD0 qDr ˙¯αD · nr + ∂ ˙¯αDrsr ,
δ ˙¯αH
rvr = ∂ ˙¯αH
χDr − σ¯H + χH0 divr(qHr) ,
∂∇r ˙¯αHrvr · nr + ∂ ˙¯αHrsr = −χH0 qHr · nr + ∂ ˙¯αHrsr ,
δ ˙¯d
rvr = ∂ ˙¯d
χdr + χd0 divr(qdr) ,
∂∇r ˙¯drvr · nr + ∂ ˙¯drsr = −χd0 qdr · nr + ∂ ˙¯drsr ,
(4.43)
from (4.15) for α¯I ∈ κ, I = D,H via (4.32), (4.18) and (4.42), with
σ¯D := −∂ ˙¯αDζr + divr(∂∇r ˙¯αDζr) = kM − μ0 divr(qEr) ,
σ¯H := −∂ ˙¯αHζr + divr(∂∇r ˙¯αHζr) = kH
(4.44)
from (4.32) and (4.31). Then
σ¯D = ∂ ˙¯αD
χDr + χD0 divr(qDr) ,
μ0 qEr · nr + χD0 qDr · nr = 0 ,
σ¯H = ∂ ˙¯αH
χDr + χH0 divr(qHr) ,
χH0 qHr · nr = 0 ,
0 = ∂ ˙¯d
χdr + χd0 divr(qdr) ,
χd0 qdr · nr = 0 ,
(4.45)
follow for the case of zero-flux boundary conditions ∂ ˙¯αIrsr = 0, I = D,H and ∂ ˙¯drsr = 0.
Via generalized Legendre transformation, note that (4.45)1,3,6 can be expressed in the conjugate
forms
∂σ¯DϕDr =
˙¯αD + divr(qDr) ,
∂σ¯HϕHr =
˙¯αH + divr(qHr) ,
d˙D + d˙H =
˙¯d + divr(qdr) .
(4.46)
In the limits E0 → 0 and D0 → 0, note that the non-local relation (4.45)1, (4.46)1 reduces
to the analogous local relation σ¯D → σD, α¯D → αD. Likewise, as H0 → 0, (4.45)2, (4.46)1
reduces to σ¯H → σH, ˙¯αH → α˙H. Analogously, as d0 → 0, the non-local relation (4.46)3 reduces
to the local relation ˙¯d → d˙. The current thermomechanical model formulation is completed by
an evolution-field relation for the temperature. This is derived here from the Clausius-Duhem
dissipation balance
θ η˙r = δr − ∂∇rθχr · ∇rθ + divr(θ ∂∇rθχr) (4.47)
assuming no external supplies. Using (4.20), (4.7), (4.16), (4.41), this reduces to
c0 θ˙ = ωr − divr(qCr) , (4.48)
in terms of the volumetric rate of heating
ωr :=
∑
a
(∂κ˙aχr −Kη ·NPc a − θ ∂κaηr) κ˙a
+
∑
a
(∂∇rκ˙aχr − θ ∂∇rκaηr) · ∇rκ˙a
+ KηF
−T · F˙
(4.49)
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for the current non-local class, with
Kη := −θ ∂F ηr F T (4.50)
the entropic part of the Kirchhoff stress. Further, having
−∂Fηr = ∂θKF−T (4.51)
the volumetric rate of heating can be rewritten as
ωr :=
∑
a
(∂κ˙aχr − θ ∂κaηr) κ˙a
+
∑
a
(∂∇rκ˙aχr − θ ∂∇rκaηr) · ∇rκ˙a
+ θ ∂θ∂lnVEψErF
−T
E · F˙E
= ωPr + θ ∂θ∂lnVEψErF
−T
E · F˙E
(4.52)
In order to simplify the algorithmic implementation, neglect the effect of elastic heating and
approximate the plastic part of the rate of volumetric heating by the Taylor-Quinney form
ωPr ≈ β0 kM ˙¯αD , (4.53)
in terms of the Taylor-Quinney coefficient 0 < β0 < 1 and thus, consider only deviatoric
deformation. Then, the evolution-field relation for the temperature is given by
c0 θ˙ = β0 kM ˙¯αD − divr(qCr) . (4.54)
Our model formulation is summarized as follows. Additionally to the linear momentum balance
−divr(∂∇rχψr) = 0 , (4.55)
we have the evolution-field equations
α˙I = ˙¯αI + divr(qIr) ,
d˙D + d˙H =
˙¯d + divr(qdr) ,
ωr = c0 θ˙ + divr(qCr) ,
(4.56)
namely for the accumulated inelastic deformation α¯I, for the damage d¯ and for the temperature
θ, all defined on Br. Here, the local source terms for the evolution of damage d¯ and temperature
θ are calculated as
d˙I = rI 〈α¯I − αId〉 (sI − d¯) ˙¯αI ,
ωr = β0 kM ˙¯αD .
(4.57)
Instead of
α˙I = ∂σ¯IϕIr , (4.58)
we can also work with the implicit, conjugate form
σ¯I = ∂α˙IχIr , (4.59)
I = D,H, with
σ¯D = kM + μ0 
2
E0 divr(∇rα¯D) ,
σ¯H = kH
(4.60)
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and χIr, providing the constitutive relation between σ¯I and α˙I. In this context, the issue of the
above discussed microscopic stresses σI, becomes relevant again. Recalling relation (4.34) and
assuming the same relation for the non-local thermodynamic stresses σ¯I, we can identify
σ¯I = ∂α˙IχIr = fI(d¯)∂α˙IχIm , (4.61)
I = D,H, with χIm, providing the constitutive relation between σ¯I and α˙I for fI = 1. Neglecting
any coupling between αD and αH for the moment, we choose the form
χIm(. . . , α˙I) = (1− cjc)σA |α˙I|
+ cjc σA α˙P0 (1 + |α˙I|/α˙P0) ln(1 + |α˙I|/α˙P0) , (4.62)
for the microscopic dissipation potential, consistent with the Johnson-Cook model Johnson and
Cook (1985) for dynamic viscoplastic deformation at the microlevel. In this particular form
both, positive and negative hydrostatic stresses are considered. This latter form depends in
particular on the activation stress
σA(θ, α¯D) := {1− [〈θ − θ0〉/(θm0 − θ0)]mjc} {ajc + bjc (1− e−njcα¯D)} , (4.63)
for inelastic deformation at zero inelastic strain-rate modeled in saturation-Voce form. In this
form we only consider deviatoric deformation, relevant to induce hardening effects. σA is de-
termined by its initial value ajc, the hardening parameters bjc and njc, as well as the melting
temperature θm0 and thermal softening exponent mjc. In particular, note that the decrease of
σA(θ, αI) with increasing temperature represents the effect of thermal softening in the current
model. For this specific choice, note, that (4.61) is satisfied by the specific form
χIr(. . . , α˙I) = (1− cjc)σAm |α˙I|
+ cjc σAm α˙P0 (1 + |α˙I|/α˙P0) ln(1 + |α˙I|/α˙P0) , (4.64)
and
σAm(θ, α¯D) := fI(d¯){1− [〈θ − θ0〉/(θm0 − θ0)]mjc} {ajc + bjc (1− e−njcα¯D)} . (4.65)
Algorithmically equivalent to (4.61), but avoiding the calculation of the signum of α˙i we work
with
|σ¯I| = fI(d¯)∂|α˙I|χIm , (4.66)
instead of (4.61), in what follows.
With these relations at hand, our model formulation is complete and we now turn to its
algorithmic implementation.
4.4 Algorithmic implementation of non-local thermo-viscoplasticity in-
cluding ductile damage
Consider next the algorithmic formulation of the above model relations. To this end, consider
first the time integration of (4.26) over a time interval [tn, tn+1] of duration tn+1,n := tn+1 − tn.
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Exponential backward-Euler integration of this relation over this interval together with the use
of F = FEFP and the properties of the exponential map yields the general algorithmic form
exp(ΛPcn+1,n)FEn+1 = F
tr
En+1 (4.67)
for FEn+1. Here,
ΛPcn+1,n := tn+1,n LPcn+1
= 1
3
α¯Hn+1,n nHn+1 I + α¯Dn+1,n NDn+1
(4.68)
follows from (4.30) in the backward-Euler context, with
α¯H,Dn+1,n := α¯H,Dn+1 − α¯H,Dn , (4.69)
and
F trEn+1 := Fn+1 F
−1
Pn = Fn+1,n FEn (4.70)
is the so-called trial value of FEn+1.
Since (4.22), (4.30) and (4.68) imply that ΛPcn+1,n and lnVEn+1 commute, the relation
exp(ΛPcn+1,n)BEn+1 exp(ΛPcn+1,n)
T = BtrEn+1 (4.71)
for BEn+1 from (4.67) reduces to
exp(2 lnV trEn+1) = exp(ΛPcn+1,n) exp(2 lnVEn+1) exp(ΛPcn+1,n)
T
= exp(ΛPcn+1,n + Λ
T
Pcn+1,n + 2 lnVEn+1)
(4.72)
via BE = exp(2 lnVE), where
lnV trEn+1 =
1
2
ln(Fn+1 C
−1
Pn F
T
n+1) =
1
2
ln(Fn+1,n BEn F
T
n+1,n) (4.73)
represents the trial value of lnVEn+1 = 12 lnBEn+1. Taking the logarithm of both sides of (4.72)
then yields
lnV trEn+1 = lnVEn+1 +
1
3
α¯Hn+1,n nHn+1 I + α¯Dn+1,n NDn+1 (4.74)
via (4.68). From this, we have the updates
lHn+1 = l
tr
Hn+1 − nHn+1 α¯Hn+1,n ,
lDn+1 = l
tr
Dn+1 −mag(NDn+1) α¯Dn+1,n , (4.75)
from (4.21), those
kHn+1 = κ0 {ltrHn+1 + 3α0 (θ0 − θn+1)− nHn+1 α¯Hn+1,n} ,
kDn+1 = 2μ0 {ltrDn+1 −mag(NDn+1) α¯Dn+1,n} ,
dir(dev(Kn+1)) = dir(dev(lnV
tr
En+1)) ,
(4.76)
via (4.23), and so that
Kn+1 = kHn+1 I + kDn+1 dir(dev(lnV
tr
En+1)) (4.77)
for the Kirchhoff stress from (4.22). Next, we turn to the calculation of the corresponding
source terms, driving the evolution of the accumulated inelastic deformation α¯I, the damage d¯
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and the temperature θ. Neglecting the effect of energetic hardening (E0 → 0), the combination
of (4.66) with (4.60) and (4.25) together with (4.28) and (4.29) results in the local algorithmic
system
r(n+1, lnV
tr
En+1,dn+1,d
a
n+1) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
|ltrHn+1|κ0 {ltrHn+1 + 3α0 (θ0 − θn+1)− α¯Hn+1,n}
−fH(d¯)∂|α˙H|χHm(n+1,dn+1,d
a
n+1)
√
6μ0 {ltrDn+1 −
√
3
2
α¯Dn+1,n}
−fD(d¯)∂|α˙D|χDm(n+1,dn+1,d
a
n+1)
(4.78)
of two (scalar) equations in two (scalar) unknowns
n+1 = (α˙Hn+1, α˙Dn+1) . (4.79)
Here
dn+1 =
⎛
⎜⎜⎝
˙¯αHn+1
˙¯αDn+1
˙¯dn+1
θn+1
⎞
⎟⎟⎠ (4.80)
are the corresponding field quantities determined via (4.56) and
dan+1 =
⎛
⎜⎜⎜⎝
α¯Hn+1 = α¯Hn + tn+1,n ˙¯αHn+1
α¯Dn+1 = α¯Dn + tn+1,n ˙¯αDn+1
d¯n+1 = d¯n + tn+1,n
˙¯dn+1
θ˙n+1 =
θn+1−θn
tn+1,n
⎞
⎟⎟⎟⎠ (4.81)
are the algorithmic quantities calculated via Backward-Euler integration / differentiation, re-
spectively, all fixed during the time interval [tn, tn+1]. The trial strain lnV trEn+1 is calculated
for a given Fn+1,n via (4.73). For fixed Fn+1,n (lnV trEn+1) and d˙n+1 (dn+1) (4.78) is solved via
Newton-Raphson iteration via the Jacobian ∂n+1rn. The remaining source terms in (4.56) are
calculated explicitly as
d˙In+1 = rI 〈α¯In+1 − αId〉 (sI − d¯n+1) ˙¯αIn+1 ,
ωr = β0
√
6μ0 {ltrDn+1 −
√
3
2
α¯Dn+1,n} ˙¯αD .
(4.82)
Besides Kn+1 via (4.76) and (4.77) the solution of (4.78) also determines the algorithmic deriva-
tives
∂a
lnV trEn+1
n+1 = −(∂n+1rn)−1(∂lnV trEn+1rn) ,
∂adn+1n+1 = −(∂n+1rn)−1(∂dn+1rn) .
(4.83)
Note, that the above formulations hold also for the case of modeling some of the field quantities
d as local (I0 → 0, . . . ), or assuming adiabatic conditions (κ0 → 0). In this case, the relation
for the corresponding fields given by (4.56) reduce to the local form. From these in combination
with (4.82), the substitutions
d¯n+1 = d¯n + tn+1,n
˙¯dn+1 , (4.84)
with
˙¯dn+1 = rD 〈α¯Dn+1 − αDd〉 (sD − d¯n+1) ˙¯αDn+1
+rH 〈α¯Hn+1 − αHd〉 (sH − d¯n+1) ˙¯αIn+1 ,
(4.85)
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θn+1 = θn + tn+1,n c
−1
0 β0
√
6μ0 {ltrDn+1 −
√
3
2
α¯Dn+1,n} ˙¯αD (4.86)
and further
α¯In+1 = α¯In + tn+1,n ˙¯αIn+1 , (4.87)
with
˙¯αIn+1 = α˙In+1 , (4.88)
activated in (4.78), in case of local modeling of the corresponding quantities become relevant.
These substitutions have to be considered by activating the corresponding partial derivatives in
context of calculating the Jacobian ∂n+1rn and the algorithmic derivatives (4.83). Apart from
that, the local algorithm remains.
In summary, the above algorithmic relations are formulated for the time interval [tn, tn+1] of
duration tn+1,n := tn+1 − tn. Given are the values of the deformation gradient Fn, the set of
field quantities dn+1 and the internal variables θn, BEn, α¯Hn, α¯Dn and d¯n, at the beginning of
this interval. In addition, Fn+1, and so Fn+1,n = Fn+1F−1n , are determined. On this basis, we
have the following algorithm.
1. calculate trial quantities:
(a) BtrEn+1 = Fn+1,n BEn F Tn+1,n, lnV trEn+1 = 12 lnBtrEn+1;
(b) ltrHn+1 = tr(lnV trEn+1), ltrDn+1 = mag(dev(lnV trEn+1));
2. local iteration:
(a) set n+1 = 0
(b) while r1((k)n+1, . . . )  tolerance and r2((k)n+1, . . . )  tolerance, solve (4.78) for
n+1 iteratively using Newton-Raphson iteration, eventually based on substitutions
(4.84)-(4.88):
if ri((k)n+1, . . . )  tolerance, i = 1, 2, set ri = 0 and (∂n+1r(
(k)
n+1, . . . ))
−1
ij = 0,
j = 1, 2

(k+1)
n+1 = 
(k)
n+1 − (∂n+1r((k)n+1, . . . ))−1 r((k)n+1, . . . ) , k = 0, . . . ; (4.89)
(c) in case of local modeling update α¯I n+1, d¯n+1, and θn+1 via (4.84)-(4.88);
(d) lnVEn+1 via (4.74), BEn+1 = exp(2 lnVEn+1);
(e) kHn+1 and kDn+1 via (4.76);
(f) Kn+1 from (4.77);
3. return;
This algorithm is highly nonlinear in Fn+1 = ∇0 χn+1 and dn+1, forcing an implicit iterative
solution of the mechanical equilibrium relations for χn+1 and dn+1 at the structural level via
algorithmic linearization, to which we now turn.
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4.5 Algorithmic linearization
Consider again the time interval [tn, tn+1] of duration tn+1,n := tn+1− tn. For the finite-element
formulation, we identify as usual the reference configuration B ≡ B0 with the initial configu-
ration (t = t0) of the material and structure in question. On this basis, consider the algorithmic
linearization of the model from the previous section. In the current non-local context, this is
based on the algorithmic linearization d aχn+1 of the current unknown deformation field χn+1.
and on the algorithmic linearization d adn+1 of the current unknown field quantities dn+1. In
particular, this induces that
d aFn+1 = d
a∇0 χn+1 = ∇0 d aχn+1 = (∇n+1d aχn+1)Fn+1 =: Λn+1 Fn+1 (4.90)
of the corresponding deformation gradient Fn+1, with
∇n+1χ := (∇0χ)F−1n+1 (4.91)
the push-forward of the referential gradient operator to the current algorithmic configuration.
Assuming there are no momentum supplies, the finite-element formulation of the mechanic
part of the model from the last section is based on the weak form
wχ(χn+1, χ¨n+1,χ∗) =
∫
B0
0 χ¨n+1 · χ∗ + Pn+1 · ∇0χ∗
−
∫
∂B0
pn+1 · χ∗
= 0
(4.92)
of referential momentum balance to solve for the unknown position field χ holding for all test
deformation fields χ∗ consistent with the boundary conditions. Here, pn+1 is the prescribed
referential traction field on the traction part of ∂B0. Depending on the type of loading environ-
ment present, of course, it may depend in general on χn+1 and Fn+1 = ∇0χn+1. Physically, of
course, boundary conditions are applied on the boundary ∂χn+1[B0] of the current algorithmic
configuration χn+1[B0]. If tn+1 is the traction on this latter boundary, then
pn+1 = det(Fn+1)mag(F
−T
n+1n0) tn+1 (4.93)
follows from the corresponding transformation between area elements. In the case of dead
loading, which we assume here for simplicity, pn+1 is by definition independent of χn+1 and
∇0χn+1. In this case, tn+1 depends on these via (4.93). In any case, on this basis, the lineariza-
tion of (4.92) with respect to χn+1 takes the form
d aχn+1 wχn+1 =
∫
B0
χ∗ · 0 d aχn+1χ¨n+1 +
∫
B0
∇0χ∗ · d aχn+1Pn+1 . (4.94)
In addition,
d aχn+1χ¨n+1 = (∂
a
χn+1
χ¨n+1) d
aχn+1 (4.95)
holds, with ∂aχn+1χ¨n+1 determined for example via the Newmark algorithm. Further,
∇0χ∗ · d aχn+1Pn+1 = ∇n+1χ∗ · (d aχn+1Pn+1)F Tn+1
= ∇n+1χ∗ · d aχn+1Kn+1 − (∇n+1χ∗) (∇n+1d aχn+1) ·Kn+1
(4.96)
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and
∇0χ∗ · d aχn+1Pn+1 = ∇0χ∗ · ∂ aFn+1Pn+1[∇0 d aχn+1]
= ∇n+1χ∗ · (∂ aΛn+1Kn+1 −Kn+1 I )[∇n+1d aχn+1] ,
(4.97)
follows for the linearization of the stress term, with
∂ aΛn+1Kn+1 := (∂
a
Fn+1
Kn+1) (I Fn+1) (4.98)
the material part, and Kn+1 I the geometric part, of the algorithmic stress tangent. Here and
in what follows, the tensor products
(AB)C := ACB ,
(AB)C := ACTB ,
(A⊗B)C := (B ·C)A ,
(4.99)
on second-order tensors are employed. For the current model class we have
∂ aFn+1Kn+1 = ∂
a
lnV trEn+1
Kn+1 ∂Fn+1 lnV
tr
En+1 , (4.100)
with
∂ a
lnV trEn+1
Kn+1 = ∂lnV trEn+1Kn+1 + ∂n+1Kn+1 ∂
a
lnV trEn+1
n+1 , (4.101)
Note, that the second term in (4.101), containing the algorithmic derivative
∂a
lnV trEn+1
n+1 = −(∂n+1rn)−1(∂lnV trEn+1rn) , (4.102)
vanishes for D0 ≥ 0 and H0 ≥ 0. Further we have
∂Fn+1 lnV
tr
En+1 =
1
2
∂BtrEn+1 lnB
tr
En+1 ∂Fn+1B
tr
En+1 . (4.103)
Considering now the formulations for derivatives of isotropic tensor functions in spectral repre-
sentations as described, e.g., by Silhavy (1997), the first term of (4.103) is given by
∂BtrEn+1 lnB
tr
En+1 = Hij ei ⊗ ej ⊗ ei ⊗ ej (4.104)
with
Hij =
{
ln(bi)−ln(bj)
bi−bj if bi = bj
1
bi
if bi = bj
(4.105)
and
BtrEn+1 = bi ei ⊗ ei . (4.106)
The second term of (4.103) is given by
∂Fn+1B
tr
En+1 = I
(
F−1n+1B
tr
En+1
)
+
(
BtrEn+1F
−T
n+1
)I . (4.107)
Based on this, the linearization of K with respect to daχn+1 reduces to
∂ aΛn+1Kn+1 :=
1
2
(∂ alnV trEn+1
Kn+1 ∂BtrEn+1 lnB
tr
En+1 ∂Λn+1B
tr
En+1) (4.108)
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in combination with (4.101), (4.104) and
∂Λn+1B
tr
En+1 = IB
tr
En+1 + B
tr
En+1I . (4.109)
Here and in what follows, the superscript “a” on the partial derivative operator ∂ a indicates that
this is an algorithmic derivative of the corresponding quantities. As exemplified by ∂ aFn+1Kn+1,
it depends on the algorithm chosen.
Accordingly, the linearization of (4.92) with respect to the field quantities dn+1 takes the form
d ada n+1 wχn+1 =
∫
B0
∇0χ∗ · d ada n+1Pn+1 , (4.110)
da = ˙¯αD, ˙¯αH ,
˙¯d, θ, with
∇0χ∗ · d ada n+1Pn+1 = ∇n+1χ∗ · (d ada n+1Pn+1)F Tn+1
= ∇n+1χ∗ · ∂ ada n+1Kn+1 d adan+1
(4.111)
and
∂ ada n+1Kn+1 = ∂n+1Kn+1 ∂
a
da n+1
n+1 . (4.112)
Again, note that this derivative, containing the algorithmic derivative
∂ada n+1n+1 = −(∂n+1rn)−1(∂da n+1rn) (4.113)
vanishes for D0 ≥ 0 and H0 ≥ 0.
Assuming no external heat supplies, a general weak form of the evolution-field equations (4.56)
is given by
wda(dan+1, da ∗) =
∫
B0
(dˆan+1 − sda n+1)da ∗ − qˆda n+1 · ∇0da ∗
+
∫
∂B0
qˆda0n+1 da ∗ ,
(4.114)
da = ˙¯αD, ˙¯αH ,
˙¯d, θ. Here, with
qˆda n+1 = − det(Fn+1)F−1n+1F−Tn+1 cda ∇0dan+1 , (4.115)
and
ˆ¯˙αI = ˙¯αI n+1
s ˙¯αI n+1 = α˙I n+1
c ˙¯αI = 
2
I0
ˆ¯˙
d = ˙¯dn+1
s ˙¯dn+1 = d˙Dn+1 + d˙H n+1
c ˙¯d = 
2
d0
θˆ = c0(θn+1 − θn)/tn+1,n
sθ n+1 = ωr
cθ = k0
(4.116)
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The referential boundary flux is specified in terms of
qˆda0n+1 = qˆda0n+1 · n0 , (4.117)
with qˆda0, the referential boundary flux vector. Further, with the flux boundary conditions given
by (4.45)2,4,6, we have ∫
∂B0
qˆ ˙¯αI0 · n0 ˙¯αI ∗ := 0 ,∫
∂B0
qˆ ˙¯d0 · nr ˙¯d∗ := 0 ,
(4.118)
Now, using the results
d aχn+1det(F ) = det(Fn+1)I · (∇n+1d aχn+1) ,
d aχn+1F
−1
n+1 = −F−1n+1(∇n+1d aχn+1) ,
d aχn+1F
−T
n+1 = −(∇n+1d aχn+1)TF−Tn+1 ,
(4.119)
and restricting to the case of a constant boundary heat flux, the linearization of (4.114) with
respect to χn+1 takes the form
d aχn+1 wda = −
∫
B0
∂ aΛn+1sda n+1 · (∇n+1d aχn+1) da ∗
−
∫
B0
(
∂ aΛn+1 qˆda n+1(∇n+1d aχn+1)
)
· ∇0da ∗ ,
(4.120)
with
∂ aΛn+1sda n+1 = {∂Fn+1 lnV trEn+1 (I Fn+1)}T[∂ alnV trEn+1sda n+1 ] , (4.121)
determined via (4.103)-(4.107), (4.82) and (4.83) and
∂ aΛn+1 qˆda n+1 = qˆda n+1 ⊗ I − F−1n+1Fn+1qˆda n+1 − F−1n+1Fn+1qˆda n+1
= − det(Fn+1)F−1n+1 cda {∇n+1dan+1 ⊗ I
−I∇n+1dan+1 − I∇n+1dan+1}
(4.122)
Accordingly, the algorithmic linearization with respect to the field quantities dn+1 is given by
d adb n+1 wda =
∫
B0
(∂ adb n+1 dˆan+1 − ∂ adb n+1 sda n+1)d adb n+1 da ∗
+ δab
∫
B0
det(Fn+1)F
−1
n+1F
−T
n+1 cda ∇0d adb n+1 · ∇0da ∗ ,
(4.123)
with arising algorithmic derivatives determined via (4.116) in combination with (4.82) and
(4.83) and δab, the Kronecker delta.
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4.6 Finite-element formulation
Let ndim represent the physical dimension of B , and ndof be the number of degrees-of-freedom
(DOFs) characterizing B as a continuum system. In the context of the developed non-local
framework, these DOFs are determined as usual by the deformation χ and the additional field
quantities d. More specifically, the Cartesian components χm := im · χ, m = 1, . . . , ndim, of
χ represent the position DOFs of B , with (i1, . . . , indim) the Cartesian basis. Let n
e
nod be the
number of nodes in element e, nepos := nenod × ndim represent the number of all position DOFs of
e, and nedof := nenod × ndof be the number of all nodal DOFs associated with element e. Further,
let Xekm represent the mth position coordinate, and the mth position DOF, of node k in element
e. The array
xe := (xe1, . . . , x
e
ndim
, . . . , xe(nenod−1)×ndim+1, . . . , x
e
nepos
) ,
≡ (Xe11, . . . , Xe1ndim , . . . , Xenenod1, . . . , Xenenodndim) ,
(4.124)
contains all nodal position coordinates, and all nodal position DOFs, of element e arranged by
node. Alternatively, we have the nenod × ndim matrix
Xe :=
⎡
⎢⎣
Xe11 · · · Xe1ndim
.
.
.
.
.
.
.
.
.
Xenenod1 · · · Xenenodndim
⎤
⎥⎦ (4.125)
of all such DOFs. In what follows, we will consider Xe to be a function of xe, i.e., Xe = X(xe).
On this basis, consider the polynomial approximation
χe(ξ,xe) = XT(xe)he(ξ) =: He(ξ)x
e (4.126)
to the element deformation field χe via the identification χe ≡ (χe1, . . ., χendim). This is based
on the nenod array he(ξ) := (h1(ξ), . . . , hnenod(ξ)), and the corresponding ndim × nepos matrix
He(ξ), containing the shape functions for the position DOFs of element e. As usual, these
represent polynomial functions of the array ξ := (ξ1, . . . , ξndim) of position coordinates on the
master element Ω := [−1, 1]× · · · × [−1, 1] (ndim times). In particular, (4.126) determines the
form
Je(ξ,x
e) := ∂ξχ
e(ξ,xe) = XT(xe) ∂ξh
e(ξ) (4.127)
for the ndim×ndim Jacobian matrix of the transformation between physical and master element
systems.
Next, let xeτ := xe(tτ ) be the value of xe at an arbitrary discrete time t = tτ during [0, d]
=
⋃nint
n=0[tn, tn+1]. For example, we could have τ = 0, i.e., the initial time, or τ = n, i.e., the
start of the arbitrary time interval [tn, tn+1]. With respect to this, we can define the element
approximation
∇ehe(ξ,xeτ ) = ∂ξhe(ξ)Je(ξ,xeτ )−1 (4.128)
of the spatial gradient of he relative to xeτ . This yields in turn element representation
Fe(ξ,x
e
0,x
e) = XT(xe)∇ehe(ξ,xe0) (4.129)
for the matrix of Cartesian components of the deformation gradient. For the algorithmic formu-
lation to follow, the linearization
dFe(ξ,x
e
0, dx
e) = XT(dxe)∇ehe(ξ,xe0) (4.130)
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of Fe and its pushed-forward form
Λe(ξ,x
e, dxe) = XT(dxe)∇ehe(ξ,xe) (4.131)
via dF = ΛF, are also used in what follows. Using the row-array representation
row(A) := (A11, A12, . . . , Andimndim) (4.132)
of any second-order tensor A, with nrow := ndim × ndim, we then have
f e(ξ,xe0,x
e) = Ge(ξ,x
e
0)x
e := row{dFe(ξ,xe0, dxe)} ,
le(ξ,xe, dxe) = Ge(ξ,x
e) dxe := row{Λe(ξ,xe, dxe)} , (4.133)
in terms of the nrow × nepos shape-function gradient matrix Ge(ξ,xeτ ) and xe.
Beyond the mechanical DOFs χm := im ·χ, m = 1, . . . , ndim, we now have the non-local equiv-
alent inelastic deformation α¯I, the non-local damage field d¯ and the temperature θ as additional
continuum DOFs. Then ndof = ndim + ndof+. Let dea := (de1a, · · · , denenoda) be the array of nodal
values for the ath additional DOF in element e, with, e.g. dena = α¯eIn, d¯en, θen. Further, let de
:= (de1, · · · ,dendof+) be the array of all additional nodal values in element e (arranged by DOF).
Then, based on the nenod array he(ξ) := (h1(ξ), . . . , hnenod(ξ)), the polynomial approximation
to the element field quantity dea is given by
dea(ξ,d
e
a) = h
e(ξ) · dea (4.134)
In particular, (4.134) in combination with (4.128) determines the form
∇edea(ξ,xeτ ) = ∇ehe(ξ,xeτ )Tdea (4.135)
of the spatial gradient of dea relative to xeτ , also used in what follows.
Consider next the finite-element approximation B0 ≈
⋃nele
e=1 B
e
0 of B0 as based on nele ele-
ments. Let xs, dsa and ds := (ds1, · · · ,dsndof+) represent the array of structural nodal position
DOFs, the structural values for the ath additional DOF and the array of all structural nodal
values for the additional DOFs (arranged by DOF), respectively. Further, let Pex , Peda and
Ped represent the projection of these onto xe, dea and de, respectively, determined by element
connectivity, i.e., xe = Pex xs. On this basis, the finite-element discretization induces the ap-
proximations
0 = wχ(χn+1, χ¨n+1,dn+1,χ∗) ≈ wsx(xsn+1, x¨sn+1,dsn+1,xs∗)
0 = wda(χn+1, χ¨n+1,dn+1, da ∗) ≈ wsda(xsn+1, x¨sn+1,dsn+1,dsa ∗) , (4.136)
of the weak momentum balance (4.92) and the weak evolution-field equations (4.114), respec-
tively, with
wsx(x
s
n+1, x¨
s
n+1,d
s
n+1,x
s
∗) = f
s
x(x
s
n+1, x¨
s
n+1,d
s
n+1) · xs∗
wsda(x
s
n+1, x¨
s
n+1,d
s
n+1,d
s
a ∗) = f
s
da
(xsn+1, x¨
s
n+1,d
s
n+1) · dsa ∗ (4.137)
and
f sx(x
s
n+1, x¨
s
n+1,d
s
n+1) =
∑nele
e=1 P
T
ex f
e
x(Pex x
s
n+1,Pex x¨
s
n+1,Ped d
s
n+1)
f sda(x
s
n+1, x¨
s
n+1,d
s
n+1) =
∑nele
e=1 P
T
eda
f eda(Pex x
s
n+1,Pex x¨
s
n+1,Ped d
s
n+1)
(4.138)
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the structural nodal force arrays. In this relation,
f ex n+1 := M
e
xx0 x¨
e
n+1
+
∫
Ω
je0(ξ)G
T
e (ξ,x
e
n+1)k
e
n+1 dvΩ
−
∫
∂Ω
|cof(Je(ξ,xe0))nΩ|HTe (ξ)pen+1 daΩ ,
f eda n+1 :=
∫
Ω
je0(ξ) (dˆa − sda)en+1 he(ξ)− je0(ξ)∇ehe(ξ,xe0)qˆeda n+1 dvΩ
+
∫
∂Ω
qˆeda0n+1 |cof(Je(ξ,xe0))nΩ|he(ξ) daΩ
(4.139)
represent the element nodal force arrays in terms of the mass matrix
Mexx0 :=
∫
Ω
je0(ξ) 0 H
T
e (ξ)He(ξ) dvΩ (4.140)
and
jeτ (ξ) := det(Je(ξ,x
e
τ )) (4.141)
is the determinant of Je(ξ,xeτ ). In (4.139) and in what follows, k := row(K) represents the row
array whose components are determined by the Cartesian components of the symmetric Kirch-
hoff stress K . For example, for ndim = 3, we would have k = (K11, K12, K13, K12, K22, K23,
K13, K23, K33). Here, and in what follows the notations en+1 and sn+1 refer to quantities, deter-
mined at time tn+1 in terms of elemental (xen+1, x¨en+1,den+1) and structural DOFs (xsn+1, x¨sn+1,
dsn+1), respectively. With this notation we tacitly include the dependence on further quantities,
as given by the definitions above, e.g., we set k(f e(ξ,xe0,xen+1)) := ken+1. Further we avoid
redundant sub-/superscripts, e.g., we substitute f ex(xen+1, x¨en+1,den+1) := f e ex n+1 := f ex n+1. In
particular, (4.139)-(4.137) follow from the results
xe∗ · f exn+1
=
∫
Be0
0 χ¨
e
n+1 · χe∗ + Ken+1 · ∇en+1χe∗ dve0
−
∫
∂Be0
pen+1 · χe∗ dae0
= xe∗ ·
(∫
Ω
je0(ξ) 0 H
T
e (ξ)He(ξ) x¨
e
n+1 + j
e
0(ξ)G
T
e (ξ,x
e
n+1)k
e
n+1 dvΩ
−
∫
∂Ω
|cof(Je(ξ,xe0))nΩ|HTe (ξ)pen+1 daΩ
)
(4.142)
for the approximation of weak momentum balance (4.92), and that
dea ∗ · f eda n+1
=
∫
Be0
(dˆa − sda)en+1 dea ∗ − qˆeda n+1 · ∇e0dea ∗ dve0
+
∫
Be0
qˆeda0n+1 d
e
a ∗ da
e
0 ,
= dea ∗ ·
(∫
Ω
je0(ξ) (dˆa − sda)en+1 he(ξ) − je0(ξ)∇ehe(ξ,xe0)qˆeda n+1 dvΩ
+
∫
∂Ω
qˆeda0n+1 |cof(Je(ξ,xe0))nΩ|he(ξ) daΩ
)
,
(4.143)
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for the approximation of the weak evolution-field equations (4.114).
In the current non-linear case, the solution of (4.136)–(4.137) in terms of the field quantities
xsn+1 and dsa n+1 at time tn+1, is determined iteratively, e.g., using standard Newton-Rhapson
iteration
−
⎛
⎜⎝
f s (k)x
.
.
.
f s (k)dndof+
⎞
⎟⎠ =
⎛
⎜⎜⎝
K
s (k)
xx . . . K
s (k)
xdndof+
.
.
.
.
.
.
.
.
.
K
s (k)
xdndof+
. . . K
s (k)
dndof+ dndof+
⎞
⎟⎟⎠
⎛
⎜⎝
xs (k+1) − xs (k)
.
.
.
d
s (k+1)
ndof+ − ds (k)ndof+
⎞
⎟⎠ (4.144)
This involves in particular the algorithmic linearization of fsx(xsn+1, x¨sn+1,dsn+1) and f sda(x
s
n+1,
x¨sn+1,d
s
n+1)
d axsn+1f
s
xn+1
= K
s
xxn+1 d
axsn+1
= Ksxxn+1 d
axsn+1 + M
s
xx0 d
ax¨sn+1(d
axsn+1) ,
d adsa n+1f
s
xn+1
= Ksxdan+1 d
adsa n+1
(4.145)
and
d axsn+1f
s
da n+1
= Ksdaxn+1 d
axsn+1 ,
d adsb n+1f
s
da n+1
= Ksdadbn+1 d
adsb n+1
(4.146)
with
Msxx0 := ∂
a
x¨sn+1
f sxn+1 =
∑nele
e=1
PTex M
e
xx0 Pex , (4.147)
Ksxx n+1 := ∂
a
xsn+1
f sxn+1 =
∑nele
e=1
PTex K
e
xx n+1 Pex , (4.148)
Ksxda n+1 := ∂
a
dsa n+1
f sxn+1 =
∑nele
e=1
PTex K
e
xda n+1
Peda (4.149)
and
Ksdax n+1 := ∂
a
xsn+1
f sdan+1 =
∑nele
e=1
PTeda K
e
dax n+1 Pex , (4.150)
Ksdbdbn+1 := ∂
a
dsa n+1
f sdan+1 =
∑nele
e=1
PTeda K
e
dadbn+1
Pe da (4.151)
via (4.138). Here, the corresponding element tangents are given by
Kexx n+1 = ∂
a
xen+1
f exn+1
=
∫
Ω
je0(ξ)G
T
e (ξ,x
e
n+1) {∂ al k − k1}en+1 Ge(ξ,xen+1) dvΩ ,
Kexdan+1 = ∂
a
dea n+1
f exn+1
=
∫
Ω
je0(ξ)
(
(GTe (ξ,x
e
n+1) (∂
a
dak)
e
n+1)⊗ he(ξ)
)
dvΩ ,
Kedaxn+1 = ∂
a
xen+1
f edan+1
= −
∫
Ω
je0(ξ)he(ξ)⊗ (∂ al sda)en+1Ge(ξ,xen+1)
−je0(ξ)∇ehe(ξ,xe0) (∂ al qˆda)en+1Ge(ξ,xen+1) dvΩ ,
Kedadb n+1 = ∂
a
deb n+1
f edan+1
=
∫
Ω
je0(ξ)(∂
a
db
dˆa − ∂ adb sda)en+1 he(ξ) ⊗ he(ξ)
+je0(ξ)δab cda ∇ehe(ξ,xe0) (F−1 cof(F ))en+1 ∇ehe(ξ,xe0)T dvΩ .
(4.152)
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In particular, these follow from the results
xe∗ ·Kexx n+1 d axen+1
=
∫
Be0
∇en+1χe∗ · (∂ aΛK −K  I )en+1[∇en+1d aχen+1] dve0
= xe∗ ·
{∫
Ω
je0(ξ)G
T
e (ξ,x
e
n+1) {∂ al k − k1}en+1 Ge(ξ,xen+1) dvΩ
}
d axen+1 ,
xe∗ ·Kexdan+1 d adea n+1
=
∫
Be0
∇en+1χe∗ · (∂ adaK)en+1 d adea n+1 dve0
= xe∗ ·
{∫
Ω
je0(ξ)
(
(GTe (ξ,x
e
n+1) (∂
a
dak)
e
n+1)⊗ he(ξ)
)
dvΩ
}
d adea n+1 ,
dea ∗ ·Kedax n+1 d axen+1
= −
∫
Be0
(∂ aΛsda)
e
n+1 · (∇en+1d aχen+1) dea ∗
−
(
(∂ aΛqˆda)
e
n+1(∇en+1d aχen+1)
)
· ∇e0dea ∗ dve0
= dea ∗ ·
{
−
∫
Ω
je0(ξ)he(ξ)⊗ (∂ al sda)en+1Ge(ξ,xen+1)
−je0(ξ)∇ehe(ξ,xe0) (∂ al qˆda)en+1Ge(ξ,xen+1) dvΩ
}
d ae x
e
n+1 ,
dea ∗ · Kedadbn+1 d adeb n+1
=
∫
Be0
(∂ adb dˆa − ∂ adb sda)en+1 d adeb n+1 dea ∗
+δab (F
−1 cof(F ))en+1 cda ∇e0d adeb n+1 · ∇e0dea ∗ dve0
= dea ∗ ·
{∫
Ω
je0(ξ)(∂
a
db
dˆa − ∂ adb sda)en+1 he(ξ) ⊗ he(ξ)
+je0(ξ)δab cda ∇ehe(ξ,xe0) (F−1 cof(F ))en+1 ∇ehe(ξ,xe0)T dvΩ
}
dadeb n+1 ,
(4.153)
via (4.97), (4.110), (4.120) and (4.123), respectively. The nrow × nrow matrix k1 is defined
by
row(Λ∗) · (k1) row(Λ) := Λ∗ · (K  I )Λ
= Λ∗ ·KΛT
= sym(Λ∗ Λ) ·K .
(4.154)
Again, in (4.139) and this latter relation, k represents the row array whose components are
determined by the Cartesian components of the symmetric Kirchhoff stress K .
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4.7 Kinematics in context of adaptive remeshing
Performing an analysis with adaptive remeshing, we face the problem of a reference configura-
tion B0 changing with every remeshing step. In this context, consider the relations between the
involved different configurations, as illustrated in Fig. 4.1.
B0
Brem0
Bn
Bn+1
F rem
Fn
Fn+1
F remn
F remn+1,n
F remn+1
Figure 4.1: Relations between different configurations in context of adaptive remeshing.
The deformation gradient, mapping the original reference configuration B0 to the configura-
tion Bτ , is given by
Fτ = F
rem
τ F
rem . (4.155)
Here, F remτ is the deformation gradient, mapping the new reference configuration Brem0 to the
configuration Bτ . The relation between the original reference configuration B0 and the new
reference configuration Brem0 is given by F rem. From the algorithmic point of view the determi-
nation of Fn+1 via
Fτ = F
rem
n+1,nFn . (4.156)
is preferable. Making use of this formulation Fn is simply updated as an internal variable and
is transferred by the mapping process. Beyond Fn+1 the above finite element approximations
of the weak momentum balance and the weak evolution-field equations, as well as the corre-
sponding element tangents require the information about the reference coordinates xs0. As will
be shown in the following, a mapping of this information can be avoided, by transformation of
the corresponding expressions. In this context, note that making use of
je0(ξ) dvΩ = det(Fn+1)
−1jen+1(ξ) dvΩ (4.157)
and
∇ehe(ξ,xe0) = ∇ehe(ξ,xen+1)Fn+1 (4.158)
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in combination with (4.115) and (4.135), the element nodal force arrays of the correspond-
ing finite element discretization of the weak momentum balance (4.139)1 and the weak field-
evolution equations (4.139)2 can be transformed to
f ex n+1 := M
e rem
xxn+1 x¨
e
n+1
+
∫
Ω
jen+1(ξ)G
T
e (ξ,x
e
n+1) (det(F)
−1 k)en+1 dvΩ
−
∫
∂Ω
|cof(Je(ξ,xe rem0 ))nΩ|HTe (ξ)pe remn+1 daΩ
(4.159)
and
f eda n+1 :=
∫
Ω
jen+1(ξ)
(
det(Fn+1)
−1 (dˆa − sda)en+1 he(ξ)
−cda ∇ehe(ξ,xen+1)∇ehe(ξ,xen+1)Tdea n+1
)
dvΩ
+
∫
∂Ω
qˆe remda0n+1 |cof(Je(ξ,xe rem0 ))nΩ|he(ξ) daΩ
(4.160)
respectively, with
Mexxn+1 :=
∫
Ω
jen+1(ξ) det(Fn+1)
−1 0 H
T
e (ξ)He(ξ) dvΩ . (4.161)
Here, xe rem0 is the array of element reference coordinates, referring to the new reference config-
uration Brem0 . pe remn+1 and qˆe remda0n+1 are the referential traction field and boundary flux, respectively,
both prescribed on the corresponding part of ∂ Brem0 . Correspondingly, the transformations of
the element tangents (4.152) are given by
Kexx n+1
=
∫
Ω
jen+1(ξ)G
T
e (ξ,x
e
n+1) det(F
e
n+1)
−1{∂ al k − k1}en+1 Ge(ξ,xen+1) dvΩ ,
Kexdan+1
=
∫
Ω
jen+1(ξ)
(
(GTe (ξ,x
e
n+1) det(F
e
n+1)
−1(∂ adak)
e
n+1)⊗ he(ξ)
)
dvΩ ,
Kedaxn+1
= −
∫
Ω
jen+1(ξ)he(ξ)⊗ (det(F )−1∂ al sda)en+1Ge(ξ,xen+1)
−jen+1(ξ)∇ehe(ξ,xen+1) (det(F )−1F ∂ al qˆda)en+1Ge(ξ,xen+1) dvΩ ,
Kedadb n+1
=
∫
Ω
jen+1(ξ)(det(F )
−1∂ adb dˆa − det(F )−1∂ adb sda)en+1 he(ξ) ⊗ he(ξ)
+jen+1(ξ)δab cda ∇ehe(ξ,xen+1)∇ehe(ξ,xen+1)T dvΩ .
(4.162)
Note, that based on relations (4.108) and (4.122), ∂ al k and det(F )−1F ∂ al qˆda are independent
of Fn+1. Further, the local algorithm to determine the current stress state kn+1 as well as
the source terms sda n+1 are based on lnV trEn+1 and thus on BEn and Fn+1,n. Then, in the
transformed relations above, the current deformation gradient is present only in terms of
det(Fn+1) = det(FEn+1) det(FPn+1)
= det(BEn+1)
1
2 exp(α¯Hn+1) .
(4.163)
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The latter expression is based on the form
˙
ln(det(FPn+1)) = tr(LPc) , (4.164)
in combination with (4.30). Consequently, in context of the above model formulation, the set of
state dependent variables, that have to be transferred reduces to (BEn, α¯Dn, α¯Hn, d¯n). In case of
an adiabatic analysis, we have the additional state dependent variable θn. With these definitions
at hand, our adaptive finite element framework is complete and we now turn to its application
in context of metal cutting.

Chapter 5
Local and non-local modeling of the cutting process
Abstract– In this chapter, the finite element framework, consisting of the adaptive remeshing
scheme and the extended thermodynamic formulation, is applied to the simulation of the high
speed cutting process and results are discussed. Here, we start with the discussion of heat
conduction excluding damage. As will be shown, thermal softening alone leads to a delayed
chip segmentation and furthermore to unrealistic high temperatures inside the main deformation
zone. Improvements are demonstrated in terms of an additional damage formulation. As will be
shown, due to lack of any dependence on time- or lengthscale for local damage development, as,
e.g., given for the development of temperature in terms of the heat balance equation, simulation
results show a dependence on the local element edge length for such a local formulation. In
this context improvements by a non-local formulation of damage as well as the implementation
of the non-local formulation in a commercial code are discussed. Additionally, we present the
issue of non-isochoric plasticity and the related pressure dependent damage development. This
chapter closes with the presentation of simulation results, calculated in context of a benchmark
study.
5.1 Implementation of local, thermo-viscoplasticity including heat con-
duction
In what follows, we apply our developed adaptive finite element framework to the modeling
and simulation of orthogonal cutting. For that purpose, our material model is implemented in
ABAQUS/Standard, in particalur in terms of the user subroutine UMAT. Starting our investi-
gation on the process of cutting we do not consider any damage development at the moment
and further, restrict ourselves to the simple case of local thermo-viscolplasticity, including heat
conduction (I0 = 0, I = D,H, d0 = 0 and k0 > 0). In particular, the development of damage
is deactivated by setting the saturation rates rI, I = D,H in (4.82)1 to zero. Now, in combi-
nation with (4.38) in (4.78) and D2 > 0, isochoric plasticity is enforced. As discussed above,
local modeling of the field quantities d¯ and α¯I, I = D,H is established in terms of the substitu-
tions (4.84), (4.85) and (4.87), (4.88), respectively. Consequently, the remaining evolution-field
equation is the heat balance equations as given by (4.56)3. Here, we make use of a temperature
dependent description of the thermal conductivity as given in Pottlacher et al. (2002). In partic-
ular k0 varies linearly between k0(θ = 300K)=10.85 [Wm−1K−1] and k0(θ = 1570K)=31.85
[Wm−1K−1]. As documented in the ABAQUS Theory Manual (ABAQUS-Manual (2008)), the
weak forms of the corresponding balance equations are formulated in terms of the current con-
figuration Bn+1. As gradients of the corresponding quantities are also calculated with respect
to the current coordinates, the ABAQUS implementation and our formulation, as given in terms
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of the transformed element nodal force arrays (4.159), (4.160) and corresponding element tan-
gents (4.162), respectively, correspond. (For further details, the interested reader is referred
to ABAQUS-Manual (2008), Theory Manual, 1.51 (Equilibrium and virtual work), 2.11 (Heat
transfer)). The implementation in ABAQUS-UMAT is generally achieved by passing the quan-
tities and corresponding derivatives, which depend on the constitutive formulation of the mate-
rial to the user subroutine. As documented in the Abaqus User Subroutines Reference Manual
(ABAQUS-Manual (2008), User Subroutines Reference Manual, 1.1.34 (UMAT)), these are
defined as
STRESS := (det(F )−1 k)en+1
RPL := (det(F)−1 ωr)en+1
DDSDDE := (det(F )−1 ∂ asym(l)k)
e
n+1
DDSDDT := (det(F )−1 ∂ aθ k)
e
n+1
DRPLDE := (det(F )−1∂ asym(l)ωr)
e
n+1
DRPLDT := (det(F )−1∂ aθ ωr)
e
n+1
.
(5.1)
Here, the linearization of the Kirchhoff stress K with respect to the symmetric part of Λn+1,
stems from a linearization, based on the Jaumann-rate of K (see ABAQUS-Manual (2008),
User Subroutines Reference Manual, 1.1.34 (UMAT) for further details). Note, that the deter-
mination of the above quantities follows from (4.159), (4.160) and (4.162) in terms of da = θ.
The simulation results to follow are based on the material parameter values given in Table 5.1.
For all simulations to follow, the allowable error is set to ‖ep‖max = 0.05. Additionally, we
apply the equivalent deviatoric plastic deformation α¯D and the deviatoric plastic rate ˙¯αD, in
particular normalized to the mean value, as additional refinement indicators. Here, the element
size varies linearly between α¯D1 = 0.7 and α¯D2 = 0.9 for the deviatoric plastic deformation
and between ˙¯αD1 = 1.0 and ˙¯αD2 = 1.3 for the normalized deviatoric plastic rate. To study the
θ0 [K] λ0 [GPa] μ0 [GPa] α0 [K−1] ρ0 [kg/ m3] c0 ρ0 [J/kg K]
300. 110.5 80. 4.3×10−6 8.19325×103 435
ajc [MPa] bjc [MPa] n0 θM0 [K] m0 cjc α˙0 [s−1] β0
450 2012.7 1.6332 1570 1.3 0.017 0.001 0.9
Table 5.1: Johnson-Cook model parameters for Inconel 718 (partly from Sievert et al. (2003))
determining the model relations (4.62) and (4.63).
influence of heat conduction on the development of chip formation, we choose three different
cutting speeds vc at two different tool rake angles γ. The tool edge radius is fixed at r=20 μm.
The cutting depth is chosen as tc=150 μm. The different cutting conditions for the different
cases, discussed in the following are summarized in Table 5.2.
The simulation results generally confirm, that the decreasing influence of heat conduction with
increasing cutting speeds favors the formation of localized deformation patterns, up to shear
banding. The change from a continuous, to a segmented chip at a cutting speed of vc=200
mmin−1, as reported, e.g., by Hoffmeister and Wessels (2005) is, at least for the given cutting
conditions, not being reproduced. Further, the decrease of the specific cutting forces, gener-
ally observed in practice, is confirmed only for γ=-7◦ (see Figure 5.1). As reported in the
work of Clos et al. (2003) the maximum temperatures inside the main deformation zone for
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heat conduction γ [◦] vc [mmin−1]
h 0 100 0 100
h 0 200 0 200
h 0 1000 0 1000
h -7 100 -7 100
h -7 200 -7 200
h -7 1000 -7 1000
Table 5.2: Cutting conditions for the local model with heat conduction.
vc=1000mmin−1 have been detected with approximately 1000 K. In our simulation, we detect
temperatures of 1200 K and higher (see Figure 5.3). The deviation between the experimentally
detected and simulated temperatures suggests an additional softening effect, which decreases
the yield strength and thus, plastic heating inside these highly deformed areas. In literature, this
additional softening effect is often modeled in terms of ductile damage (see e.g. Sievert et al.
(2003)).
Figure 5.1: Chip formation for the local model with heat conduction for different tool rake
angles (above: γ=0◦ below: γ=-7◦) at different cutting speeds (left: 100mmin−1, middle:
200mmin−1, right: 1000mmin−1). The contour plots show the distribution of accumulated
inelastic deformation.
5.2 Local, thermo-viscoplasticity including heat conduction and ductile
damage
Based on the above results, we will now activate the development of damage. In what follows,
we assume that damage development or more generally spoken, isotropic softening, induced
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Figure 5.2: Cutting forces for the cutting simulation with local modeling and heat conduction
for different tool rake angles γ and different cutting speeds vc, as specified in Table 5.2.
Figure 5.3: Distribution of temperature for the cutting simulation at vc=1000mmin−1. Left:
γ=-7◦. Right: γ=0◦. Contrary to experimental observations (see e.g. Clos et al. (2003)), the
temperatures inside the main deformation zone are above 1000 K.
by purely deviatoric plastic deformation dD is activated beyond a critical value of plastic de-
formation (αDd > 0). A similar behavior (rapidly increased development of damage beyond a
specific point) is modeled in Sievert et al. (2003) by describing the development of the softening
quantity in terms of an exponential function. Damage, related to spherical processes dH is inter-
preted as growth and coalescence of voids and thus, starts parallel with the development of αH,
which enforces αHd = 0. Currently lacking any detailed experimental data, we fit the saturation
rate to the area of increased damage production, described by the model of Sievert et al. (2003).
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In particular we set rD=5.0. Rather than (4.36) for dH, we work with the simplified form
d˙H = rH (1− dH) α˙H , (5.2)
Now, setting rH = 1 simply identifies dH as void volume fraction. For the moment, we recog-
nize the void volume fraction as the only softening quantity induced by α˙H. Incorporating other
effects (e.g., spreading of microcracks) can generally be expressed by setting rH > 1. Assum-
ing that pressure dominates in the primary deformation zone, we restrict to the simple case of
isochoric plasticity, for the moment. This is actually enforced by choosing a sufficiently high
activation stress, in particular we set D1 = 106 in (4.38). In context of simulating the process
of machining, the vanishing influence of heat conduction with increasing cutting speed, results
in enhanced thermal softening, shear banding and a change from a continuous to a segmented
chip at a critical cutting speed. Performing a series of thermo-mechanical simulations with heat
conduction at the desired critical cutting speed allows the identification of the onset of devi-
atoric damage triggered by αDd. Although this parameter should be identified in terms of an
appropriate experiment in general, this method gives valuable hints for its lower boundary. As
presented in the previous section, the cutting conditions, here in particular the tool rake angle,
has a significant influence on the chip formation. Consequently, we have to restrict to a specific
set of cutting conditions, when performing such parameter studies. Lacking any detailed exper-
imental data, we restrict to a tool rake angle of γ = 0◦ for the moment. The set of parameters
for the local damage model (4.36) and for the cutting conditions used in the following study are
summarized in Table 5.3
heat conduction with deviatoric damage γ [◦] vc [mmin−1] rD αDd
h d 0 100 2.0 0 100 5 2.0
h d 0 200 2.0 0 200 5 2.0
h d 0 1000 2.0 0 1000 5 2.0
h d 0 100 1.5 0 100 5 1.5
h d 0 200 1.5 0 200 5 1.5
h d 0 1000 1.5 0 1000 5 1.5
Table 5.3: Parameters for local damage model (4.36).
As can be seen from the contour plots for the chip formation (Figure 5.4), the minimum value
for the onset of deviatoric damage can be approximated with αDd = 1.5. At this value, we
detect the onset of shear banding for the chosen critical cutting velocity vc =200mmin−1. Shear
banding is just repressed for vc =100mmin−1. For αDd = 2 shear band formation is not detected
for both cutting speeds, vc =200mmin−1 and vc =100mmin−1, respectively. Again, this result
is strictly related to the given cutting parameters in combination with the given parameters for
the discussed material model. Comparing the plots for the specific cutting force (Figure 5.5),
we observe an decrease with activated damage development. Additionally to the periodic stress
drops, induced by localized plastic deformation, we detect a decrease of the peak values as
well. The temperature plot for the main deformation zone shows a reduction of the maximum
temperatures to approximately 1100 K, which is still higher than the temperatures, observed
in experimental investigations. A further reduction can generally be obtained by modeling an
earlier onset of softening, which implies a lower value of αDd. In context of our current model
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formulation this is unprofitable as this would also lead to an earlier onset of segmented chip
formation for lower cutting speeds. To resolve this conflict, the model can be enhanced by, e.g.,
introducing a rate dependent formulation of αDd. Lacking any detailed experimental data and
on a detailed micro mechanical motivation, we keep this in mind for future work but restrict to
the constant value of αDd for the moment.
Figure 5.4: Chip formation for the local model with heat conduction and damage for different
triggering of deviatoric damage (above: αDd = 2.0 below: αDd = 1.5) at different cutting
speeds (left: 100mmin−1, middle: 200mmin−1, right: 1000mmin−1). The contour plots show
the distribution of accumulated inelastic deformation.
5.3 Non-local formulation in combination with a commercial code
Recalling the set of governing equations given by the linear momentum balance (4.55) and the
additional evolution field equations (4.56), note that the mechanical boundary value problem
alone (4.55) is generally lengthscale independent. Working with a rate dependent constitutive
model for our material as we do, a dependence on the timescale is introduced at least. In the
above simulations with heat conduction, the model is enriched with an additional length- and
timescale dependence. In our simulations this additional dependence on the timescale shows in
the dependence of chip formation on the cutting speed (see Figure 5.1 and Figure 5.4). More-
over, due to the inherent dependence of the heat flux on the dimension of length, we also have
a lengthscale dependence. Considering, e.g., the case of adiabatic heating (k0 → 0) in combi-
nation with a rate independent material model, the dependence on the cutting speed as well as
on the dimension of our model would actually vanish. In terms of the heat balance equation,
both, time- and lengthscale dependence are given for k0 ≥ 0. Corresponding to k0 → 0, the
influence on both time- and lenghtscale vanishes and the mechanical boundary value problem
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Figure 5.5: Influence of ductile damage on the specific cutting force and on the development of
temperature inside the main deformation zone.
is again independent on the lengthscale for local modeling of the plastic rates and local mod-
eling of the damage (e.g., H0 → 0, D0 → 0, d0 → 0). Under the assumption of non-local
interaction of voids in terms of damage development or non-local interaction of dislocation ac-
tivation in terms of plastic processes, however, we would actually expect a dependence on the
dimension (lengthscale) of our boundary value problem. In context of a finite element solu-
tion of the boundary value problem given by (4.55) and (4.56), the following lengthscales are
significant. As discussed above we have the set of quantities discribing non-local processes
like heat conduction, interaction of voids and interaction of dislocation processes, in particular
the thermal conductivity k0 and the internal length parameters da0, respectively. Additionally,
we have the characteristic lengthscale of the boundary value problem s (structural lengthscale,
e.g., cutting depth) and in context of a finite element solution the characteristic element edge
length h given, e.g., by the minimum element edge length hmin. The ratio da0/h is important
in context of mesh dependence. This issue will also be discussed in what follows. As shown in
Chapter 2, the onset of shear banding, and thus the segmentation frequency, is strongly related
to the minimum element edge length of the finite element discretization for local modeling of
the quantities governing the effect of softening. This so-called pathological mesh dependence is
deeply rooted in the local character of the governing equations and can thus not be elliminated
by adaptive remeshing. Starting with the discussed local formulation with heat conduction,
this effect becomes obvious. As can be seen in terms of the contour plots for the accumulated
inelastic deformation in Figure 5.6 further mesh refinement leads to a sharper localization of
plastic deformation and moreover, to completely different deformation patterns. Motivated by
the successfull application of a non-local formulation of the damage in previous works (see e.g.
Reusch et al. (2008)), here in terms of a non-local Gurson model, in context of crack propa-
gation in metal matrix composites, we will now apply such a non-local damage formulation in
context of simulating the process of cutting. In particular we make use of the model formula-
tion discussed in the previous chapter and, as in the discussion for the case of heat conduction,
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Figure 5.6: Demonstration of pathological mesh dependence. The reduction of the minimum
edge length causes sharper localization resulting in different deformation patterns. Here, the
minimum element edge length are set to hmin=0.1/16mm (left) and hmin=0.1/32mm (left). The
figures show the distribution of equivalent deviatoric plastic deformation.
restrict to the case of isochoric plasticity for the moment. The non-local damage formulation
as given in terms of (4.56)2 in combination with (4.66) and (4.37) is analogous to the non-local
class, applied in Reusch et al. (2008). Contrary to this work, the local development of damage,
induced by deviatoric processes d˙d, to which we restrict in case of isochoric plasticity for the
moment, is described by (4.33). As in contrast to nonlocal damage or nonlocal plasticity, heat
conduction is a standard implementation in commercial finite element codes, we will now make
an attempt to adapt our formulation to this implementation. For this purpose, recall the weak
evolution-field equations, as given in terms of (4.114). In this context note that making use of
the substitutions
ˆ¯˙αI = c0( ˙¯αI n+1 − ˙¯αI n)/tn+1,n
s ˙¯αI n+1 = c0(α˙I n+1 − ˙¯αI n)/tn+1,n
c ˙¯αI = (c0 
2
I0)/tn+1,n
ˆ¯˙
d = c0(
˙¯dn+1 − ˙¯dn)/tn+1,n
s ˙¯dn+1 = c0(d˙Dn+1 + d˙H n+1 − ˙¯dn)/tn+1,n
c ˙¯d = (c0 
2
d0)/tn+1,n
θˆ = c0(θn+1 − θn)/tn+1,n
sθ n+1 = ωr
cθ = k0
(5.3)
instead of (4.116) yields the identical formulation for the evolution-field equations, but now the
algorithmic formulation for the equivalent plastic deformation and damage correspond to that
for the temperature. Practically, the implementation of the non-local description is established
by setting the temperature DOF as da and returning the rate of plastic heating and correspond-
ing derivatives as sda and corresponding derivatives of sda , respectively. The local algorithm
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remains untouched and the adaption of the corresponding derivatives is straightforward by fol-
lowing the general framework developed above. Working, e.g., with the finite element code
ABAQUS, the adaption of the heat conduction coefficient in terms of the time increment tn+1,n
becomes possible by making use of the user subroutine USDFLD (user defined field) in com-
bination with a field dependent heat conduction coefficient. In particular, we make use of the
linear relation
c0 (da)(qf ) = c0 
2
da0 qf , (5.4)
with the field quantity simply calculated as
qf = t
−1
n+1,n . (5.5)
Note, that the information passed to the user subroutine is now given by the adapted terms
STRESS := (det(F )−1 k)en+1
RPL := (det(F)−1 sda)
e
n+1
DDSDDE := (det(F )−1 ∂ asym(l)k)
e
n+1
DDSDDT := (det(F )−1 ∂ adak)
e
n+1
DRPLDE := (det(F )−1∂ asym(l)sda)
e
n+1
DRPLDT := (det(F )−1∂ ada sda)
e
n+1 ,
(5.6)
with corresponding sda given by (5.3). The user subroutine UMAT only offers the degrees of
freedom displacement and temperature, which enforces one to model the development of the
temperature as adiabatic. As θ is now treated as an internal variable we have to make use of
substitution (4.86).
To investigate the behavior of the non-local damage formulation separated from thermal soft-
ening we start with a simple numerical example without adaptive remeshing. Here, we apply
the example of a notched tensile specimen as introduced by Sievert et al. (2003) and later also
applied in the work of Flatten (2007). The specimen with dimensions and boundary conditions
as given in Figure 5.7 is elongated quasi-static, which allows isothermal conditions. Further,
the onset of damage is triggered at αDd = 0 to allow a pronounced development of damage
at early stages of elongation. This avoids distorted elements as expected in case of a required
long elongation of the specimen with αDd = 1.5. The simulation results given in Figure 5.8
and Figure 5.9 demonstrate the influence of the above introduced lengthscales da0, s and h.
The structural lengthscale is arbitrarily fixed at s :=1 mm. As stated above, we are mainly
interested in resolving lengthscale effects, but in terms of a numerical solution of the boundary
value problem also the issue of mesh dependence is important (see Figure 5.6). The simulations
have been carried out with three different meshes (h=0,25mm, h=0,125mm, h=0,0625mm)
at two different material lengthscales (d0=0,1mm, d0=0,5mm). As can be seen from both, the
force-displacement diagrams (Figure 5.8) and the corresponding contour plots (Figure 5.9), the
tendency of converging solutions can be observed for sufficiently large ratios d0/h. For small
values of this ratio, the well known pathological mesh dependence is observed. For the given
problem, adequate results are detected for d0/h > 2. Generally spoken, the local mesh size
should be smaller than the material lengthscale, to resolve the underlying BVP. The effect of
different ratios d0/s is emphasized in Figure 5.10. As can be observed, higher values of d0/s
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17°
15. mm
9. x 3. mm
Figure 5.7: Notched tensile specimen as introduced by Sievert et al. (2003) and later also applied
in the work of Flatten (2007).
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Figure 5.8: Force-displacement diagrams for the notched tensile specimen as given in Figure
5.7. The specimen is elongated quasi-static, which allows isothermal conditions. The tendency
of converging solutions can be observed for sufficiently large ratios d0/h
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Figure 5.9: Contour plots showing the distribution of damage for the notched tensile specimen
as given in Figure 5.7. The specimen is elongated quasi-static, which allows isothermal condi-
tions. Simulations are carried out for d0 = 0.1 (left column) and d00.5 (right column), with
element edge lengths h=0.25 mm (above), h=0.125 mm (middle) and h=0.0625mm (below).
The structural scale is fixed at s :=1 mm. See text for further details.
lead to a broadened area of the softening quantity causing the specimen to fail at a later point.
Different values of d0 are generally related to different materials (microstructures). Note, that
for quasistatic, isothermal loading, increasing of d0 and thus increasing of d0/s is correspond-
ing to decreasing d0/s, e.g., downsizing the structure. Restricting here and in what follows
to ratios d0/h > 2, we now demonstrate the behavior of the non-local damage formulation in
terms of a cutting simulation. Again, starting with an exclusion of thermal softening, which is
purely academic in case of cutting, we set the Taylor-Quinney coefficient to β0 →0 (isothermal
formulation). In the above investigations, we set the onset of damage to a high value to keep
the influence of thermal softening dominant, in particular, we found αDd=1.5. Now, to allow
the onset of localized plastic deformation patterns without thermal softening, we work with
αDd = 0.75 for this specific situation and keep all other parameters fixed. The first simulation
is calculated with a characteristic element edge length of h=refh =hmathrmmin=0.1/16 mm. The
characteristic length of the structure is given by s = refs = tc=0.15 mm. Further, lacking
on any detailed information for the specific microstructure we set the internal length, describ-
ing the non-local damage effects arbitrarily to the determined minimum value d0 := 2 refh .
Now, increasing the internal length to d0 = 8 refh we detect results corresponding to those for
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Figure 5.10: Force-displacement diagrams and corresponding contour plots showing the distri-
bution of damage for the notched tensile specimen as given in Figure 5.7. The figures show the
effect of different ratios d0/s. The structural scale is fixed at s :=1 mm.
the simulation of the tensile specimen above. In contrast to the simulation with d0 := 2 refh
(Figure5.11a) the simulation with d0 := 2 refh (Figure5.11b) does not show any segmentation
of the chip. Again, increasing the effect of non-local interaction or decreasing the structure,
respectively, leads to a broadened area of damage, resulting in a delocalization of plastic defor-
mation. As observed above, decreasing of the element edge length from h=refh (Figure5.11a)
to h=refh /2 (Figure5.11c) does not show any prominent effects of mesh dependence. However,
this is not the case when having the additional effect of thermal softening. In this case, the
development of temperature is independent from any lengthscale resulting again in pathologi-
cal mesh dependence (Figure5.12a, Figure5.12c). Also the lengthscaling effect is less distinct
(Figure5.12a, Figure5.12b)). These results, as well as the results for the variation of the cutting
speed, as presented above suggest a formulation and implementation with a non-local descrip-
tion for all involved softening quantities, e.g., a combination of heat conduction and a non-local
formulation of damage. As the current UMAT-based implementation allows only one additional
degree of freedom, the presented formulation should be implemented in the more flexible user
element environment (UEL).
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Figure 5.11: Cutting simulation with non-local formulation of the damage at isothermal con-
ditions. Increasing the effect of non-local interaction leads to a broadened area of damage
resulting in a delocalization of plastic deformation (a,b). Decreasing of the element edge length
from h=refh (a) to h=refh /2 (c) does not show any prominent effects of mesh dependence.
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Figure 5.12: Cutting simulation with non-local formulation of the damage and adiabatic heating.
In this case, the development of temperature is independent from any lengthscale resulting again
in pathological mesh dependence (a,c). The lengthscaling effect is weakly distinct (a,b)
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5.4 Outlook hydrostatic/deviatoric coupling
As an outlook on future work, we present the modeling of non-isochoric plasticity. In contrast to
modeling the influence of the hydrostatic stress state on the development of damage indirectly,
in terms of some scalar value describing the level of triaxiality, as introduced, e.g., in the work
of Singh et al. (2003), we favor the approach of modeling this influence directly in terms of
hydrostatic activation and deformation processes. Corresponding to the work of Gurson (1977),
this approach is open to adjustments, motivated by micromechanical observations. These ob-
servations can be supported by, e.g., detailed finite element modeling and simulation of specific
microstructures. In the above formulation, σ¯H = kH and σ¯D = kM are generally uncoupled at
the microlevel. Assuming that both, the hydrostatic and deviatoric parts of macroscopic stress
states, will activate and drive inelastic deformation at the level of the microstructure, they be-
come coupled. The stress-state coupling is based on a combined effective microscopic stress
σPm(σDm, σHm) with σPm(σDm, σHm = 0) = σDm and σPm(σDm = 0, σHm) = σHm. These are
satisfied for example by the form
σPm(σDm, σHm) =
√
σ2Dm + σ
2
Hm (5.7)
which we work with for simplicity here. As discussed above the microscopic stresses σIm,
I = D,H are related to the macroscopic ones via
σIm = σ¯I/fI(d¯) , (5.8)
in terms of fI(d¯) representing the influence of the microstructure (e.g. voids, microcracks etc.),
given by (4.37) and (4.38). Defining next an effective microscopic deformation rate α˙Im by
σIm α˙Im = σ¯I α˙I , (5.9)
here in terms of the conjugate pair σ¯I and α˙I, the relations (5.7), (5.8) and (5.9) yield
σ2Pm = σ¯
2
D α˙
2
D/α˙
2
Dm + σ¯
2
H α˙
2
H/α˙
2
Hm = f
2
D α˙
2
D σ
2
Dm/α˙
2
Dm + f
2
H α˙
2
H σ
2
Hm/α˙
2
Hm . (5.10)
Assuming next, that the effective microscopic flow behavior is the same with respect to hydro-
static and deviatoric loading, we have σDm/α˙Dm = σHm/α˙Hm, and so
σ2Pm = {f 2D α˙2D + f 2H α˙2H}σ2Im/α˙2Im . (5.11)
This can be rearranged to obtain an expression for σIm, and so that
σ¯I = gI(α˙D, α˙H, d¯) fI(d¯)σPm (5.12)
via (4.34), with
gI(α˙D, α˙H, d¯) := α˙I fI(d¯)/
√
fD(d¯)
2 α˙2D + fH(d¯)
2 α˙2H (5.13)
representing the effect of coupling. Based on (4.66) in combination with (4.62) and (4.63), we
choose
σPm := {1+cjc ln(1+|α˙P|/α˙P0)} {1−[〈θ−θ0〉/(θm0−θ0)]mjc} {ajc+bjc (1−e−njcα¯P)} . (5.14)
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In this constitutive relation the accumulated plastic deformation and its corresponding rate is a
composite of α¯D and α¯H, in general. Assuming, that spherical plastic deformation is small in
comparison to deviatoric plastic deformation, we work with
˙¯αP := ˙¯αD
α¯P := α¯D (5.15)
for simplicity. Again, having σ¯H = kH and σ¯D = kM, the above relation represents the im-
plicit relation to determine α˙I. For the moment we abstain from deriving the corresponding
rate and dissipation potentials and simply work with the implicit constitutive relation given
by (5.12), instead of (4.66). Note that a corresponding uncoupled form is obtained for gI:=1
(5.13). Lacking of any detailed information about the specific microstructure, the parameters
for the relation moderating the transformation between macroscopic and microscopic hydro-
static stresses (4.38) are set to D1 :=2/3 and D2 :=1/2. These values actually stem from a
comparison between our model formulation and the well known model of Gurson (1977). This
issue will be illustrated in the following. The established model of Gurson (1977), here in the
form introduced by Tvergaard (1981), considers the influence of the hydrostatic stress in terms
of a yield surface given by
φ =
kD
2
σPm2
+ 2 q1 d¯ cosh
(
q2
3 kH
2σPm
)
− (q1 d¯)2 − 1 = 0 (5.16)
Slight rearranging leads in a first step to the relation between the macroscopic deviatoric and
spherical stresses kD and kH, respectively and the microscopic stress σPm causing plastic yield-
ing inside the matrix material.(
1
1− q1 d¯
kD
)2
+ σPm
2
(
(2 q1 d¯)
1
2
1− q1 d¯
)2(
cosh
(
q2
3 kH
2σPm
)
− 1
)
= σPm
2 (5.17)
In this form, the maximum deviatoric and hydrostatic stresses kDmax and kHmax , respectively,
can be identified by simply setting kH or kD to zero (see also Figure 5.13).
kDmax = fD(d¯)σPm = (1− q1 d¯)σPm (5.18)
kHmax = fH(d¯)σPm =
2
3 q2
arccosh
⎛
⎝((1− q1 d¯)
(2 q1 d¯)
1
2
)2
+ 1
⎞
⎠σPm (5.19)
Note that in general, spherical tension is not arbitrarily high, e.g., in case of a quasistatic simple
tension test
kH =
1
3
σPm . (5.20)
This motivates an approximation in terms of the series expansion of
cosh(x) = 1 +
x2
2!
+ R (5.21)
in equation (5.17). This leads to(
1
1− q1 d¯
kD
)2
+ σPm
2
(
(2 q1 d¯)
1
2
1− q1 d¯
)2(
1
2
(
q2
3 kH
2σPm
)2
+ R
)
= σPm
2 (5.22)
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Figure 5.13: Gurson yield surface at a fixed damage d¯.
Again, for R := 0 this relation allows to identify the maximum stresses
kDmax = fD(d¯)σPm = (1− q1 d¯)σPm (5.23)
kHmax = fH(d¯)σPm =
2
3
1− q1 d¯
q2 (q1 d¯)
1
2
σPm (5.24)
In Reusch et al. (2008) and other works the parameters for the Gurson yield surface are assumed
with q1=1.5 and q2=1. Noting that the above comparison with a rate independent formulation
is just a first approach to have at least a qualitative determination of our parameters D1 and
D2, we make use of the approximation q1 = q2 = 1. This identifies a transformation between
macroscopic and microscopic stresses similar to our model formulation in terms of (4.37) and
(4.38) with D1 :=2/3 and D2 :=1/2.
Starting with these parameters we will now again make use of the notched tensile specimen
to demonstrate the effect of additional hydrostatic-stress driven damage. Here we compare the
purely deviatoric formulation (D1 = 106, D2=1/2.) with i) the uncoupled formulation (gI :=
1, D1=2/3, D2=1/2) and ii) with the coupled formulation (D1=2/3, D2=1/2). To avoid an infi-
nite hydrostatic activation stress and thus, to allow hydrostatic activity from the beginning, we
work with an initial damage of d¯ = 10−3. Both, the uncoupled and the coupled formulation are
computed for rH=1 and rH=4 (increased hydrostatic-stress driven damage). The development
of deviatoric-stress driven damage is characterized by αDd=1.5 (see discussion Section 5.2) and
rD=5. Comparing the corresponding force-displacement diagrams and the corresponding con-
tour plots for the distribution of damage, given in Figure 5.14 and Figure 5.15, respectively, we
observe that for both the uncoupled formulation, as well as for the coupled formulation failure
occurs at an earlier point in time, compared to the purely deviatoric formulation. Also the stress
drop is more distinct for the non-isochoric formulation. The difference between the coupled and
the uncoupled formulation becomes strongly distinct for an increased hydrostatic-stress driven
damage (rH=4). This is explained by the following facts. In the decoupled case, depending on
the specific form of fH(d¯), the point of activation of spherical plastic deformation is, in general,
related to high values of d¯. Thus, the onset of damage is still triggered by αDd. The additional
hydrostatic-stress driven damage merely leads to an increased rate of damage production. In
the coupled case, both hydrostatic and deviatoric processes are active, simultaneously. This
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leads to earlier damage initiation, as dH develops parallel to αH. A comparison between the
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Figure 5.14: Force-displacement diagrams for the notched tensile specimen for different cases
of combined hydrostatic-deviatoric coupling, as based on (4.36), (5.2) and (5.12). The onset of
deviatoric driven damage is triggered at αDd=1.5 with a saturation rate of rD=5. The uncoupled
formulation is yielded with gI=1. The simulations have been carried out with rH=1 and with
increased hydrostatic-stress driven damage (rH=4). See text for details.
results for the purely deviatoric formulation and the coupled formulation with an increased in-
fluence of hydrostatic-stress driven damage (D1=2/3, D2=1/2, rH=4), now in terms of a cutting
simulation is shown in Figures 5.16-5.18. Similar the notched tensile specimen the additional
hydrostatic-stress driven damage leads to an earlier development of the localized shear band
(see Figure 5.16) and thus, to an earlier stress drop for the specific cutting forces (see Figure
5.17). In contrast to the above results for the notched tensile specimen, the effect of hydrostatic
stress is only weakly present. This is explained by the small hydrostatic stresses inside the main
deformation zone (see Figure 5.18, left). More distinct is the stress drop of specific cutting
forces in comparison to the purely deviatoric formulation. Obviously, the additional mode of
spherical plastic deformation (see Figure 5.18, right) leads to a softer response of the structure
(chip). Again, the above results have been calculated with estimated parameters and thus, can
only reflect qualitative tendencies.
5.5 CIRP Benchmark
We close the presentation of our adaptive finite element framework with a result for a cutting
simulation generated in context of a benchmark study organized by the College International
pour la Recherche en Productique (CIRP, engl.: The International Academy for Production
Engineering). Besides other parameters, such as cutting velocity and tool rake angle, which in-
fluence has already been discussed above, the influence of the tool edge radius on cutting forces
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Figure 5.15: Development of ductile damage for the notched tensile specimen for different
cases of combined hydrostatic-deviatoric coupling, as based on (4.36), (5.2) and (5.12). The
onset of deviatoric driven damage is triggered at αDd=1.5 with a saturation rate of rD=5. The
uncoupled formulation is yielded with gI=1. The simulations have been carried out with rH=1
and with increased hydrostatic-stress driven damage (rH=4). See text for details.
and resulting surface has been investigated. In fact, this investigation is predestined for the de-
veloped adaptive approach as here the accurate resolution of the deformation field in front of the
cutting tool edge becomes extremely relevant. The following simulations have been carried out
with the above developed formulation, based on the Johnson-Cook formulation for viscoplas-
tic flow. Here, we applied the purely deviatoric formulation without damage production. The
development of the temperature is modeled with heat conduction (k0=43 [Wm−1K−1]). The
cutting speed and cutting depth are given by vc=175 m/min−1 and tc=0.05 mm, respectively.
The set of Johnson-Cook parameters for the material AISI1045, used in the following study, is
summarized in Table 5.4.
θ0 [K] λ0 [GPa] μ0 [GPa] α0 [K−1] ρ0 [kg/ m3] c0 ρ0 [J/kg K]
300. 110.5 80. 4.3×10−6 7.88×103 533
ajc [MPa] bjc [MPa] n0 θM0 [K] m0 cjc α˙0 [s−1] β0
553 543.686 8.5757 1733 1. 0.0134 1. 0.9
Table 5.4: Johnson-Cook model parameters for AISI 1045, determining the model relations
(4.62) and (4.63)
Comparing the results for the forces for the tool edge radii of r=15μm and r=55μm the influ-
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Figure 5.16: Distribution of equivalent deviatoric plastic deformation for the cutting simula-
tion with non-local damage. Curves show the results for the simulation with isochoric plastic
deformation (left) and deviatoric/hydrostatic coupling (right).
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Figure 5.17: Specific cutting forces for the cutting simulation with non-local damage. Curves
show the results for the simulation with isochoric plastic deformation and deviatoric/hydrostatic
coupling.
ence of the tool edge radius is small, at first sight (Figure 5.19). Contrary, the effect on the
corresponding thrust forces is immense. This issue is clearly explained in terms of the mate-
rial flow in front of the cutting tool edge, as shown in Figure 5.20. As can be observed, in
a small distance to the tool tip the material flow is comparable for different tool edge radii.
Now, as the cutting force is mainly dependent on the shear and corresponding stresses inside
the main deformation zone, we observe comparable results for this quantity. In contrast, the
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Figure 5.18: Hydrostatic stress (left) and distribution of equivalent spherical plastic deformation
(right) for the cutting simulation with non-local damage. and deviatoric/hydrostatic coupling.
Due to the small hydrostatic stresses inside the main deformation zone the effect of hydrostatic
stress is only weakly present. Obviously, the additional mode of spherical plastic deformation
is needes, which leads to a softer response of the structure (chip). See also Figure 5.17.
thrust force is mainly dependent on the deformation below the tool tip. This deformation is
characterized by the stagnation point. As is clearly reflected in terms of the material flow, this
stagnation point, where the material separates into the chip and the resulting surface, is located
much higher for the larger tool edge radius (Figure 5.20, right). In effect, a higher amount of
material has to be deformed below the tool tip, resulting in higher thrust forces. This and the
increased contact time for the material forming the new surface is also reflected in terms of
higher temperatures inside the resulting surface (see Figure 5.21, left). Another effect is the
smoother trend of the cutting force and the thrust force for the larger tool edge radius (Figure
5.19). Considering the distribution of temperature and the distribution of equivalent plastic de-
formation as given in Figure 5.22 and Figure 5.23, respectively, we observe that a smaller tool
edge radius leads to a more localized plastic deformation. In effect, this leads to an inhomo-
geneous hardening/softening, causing stronger oscillations of the corresponding forces. As an
additional example to the distribution of temperature, we show the distribution of the von Mises
residual stress inside the resulting surface (see Figure 5.21, right). In accordance to the higher
plastic deformations inside the surface (see Figure 5.23), we detect higher residual stresses for
the larger tool edge radius, in general. The stress drop, directly below the surface is assumed to
stem from a complex mix of thermal softening and thermal residual stresses, induced by sub-
sequent cooling. However, this example demonstrates the complexity of the process of cutting,
which suggests interesting research topics for future work.
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Figure 5.19: Cutting force and thrust force for the cutting simulation with tool edge radii
r=15μm (AISI1045-1) and r=55μm (AISI1045-2).
Figure 5.20: Material flow in front of the cutting tool edge for the cutting simulation with tool
edge radii r=15μm (left) and r=55μm (right).
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Figure 5.21: Distribution of temperature and von Mises residual stress for the resulting surface.
The distribution for both quantities was taken along a vertical path, 0.2 mm behind the tool tip.
Figure 5.22: Distribution of temperature for the cutting simulation with tool edge radii r=15μm
(left) and r=55μm (right).
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Figure 5.23: Distribution of equivalent plastic deformation for the cutting simulation with tool
edge radii r=15μm (left) and r=55μm (right).
Chapter 6
Conclusion and Outlook
6.1 Conclusion
The current work contributes to an enhanced modeling and simulation of high speed cutting and
related processes by the following issues. The developed adaptive finite element framework al-
lows a robust and accurate modeling of the complex deformation processes, taking place during
metal cutting. Based on a combination of error estimation, refinement indication and remeshing,
an adequate resolution of the underlying boundary value problem with a prescribed accuracy
can be ensured at any time. In this context, the adaptive scheme has also proven its capability to
reduce the influence of mesh orientation. The presented method of point wise error estimation
is robust, easy implemented and is capable of identifying the magnitude of gradients with a
minimum of numerical cost. The physical meaning of the accumulated plastic deformation in
context of localization phenomena has been shown and a possible application as a refinement
indicator has been demonstrated on numerical examples. Additionally, in context of detecting
material instabilities, the rate of equivalent plastic strain as well as the plastic power have turned
out to work very well. Here, in contrast to the accumulated plastic deformation, these param-
eters for the refinement strategy are problem-dependent and cannot be determined in advance.
For the mapping of internal variables it has been shown that the classical finite element projec-
tion of the recovered values leads to numerical diffusion. Here, a separated, direct transfer has
been established. In contrast to standard models, based on, e.g. a predefined separation of the
chip from the workpiece, the adaptive approach ensures a reasonable resolution of the complex
deformation patterns and moreover allows the modeling of the resulting surface. The latter issue
is highly important in context of production engineering, as the state of the resulting surface is
decisive for the quality of the whole product. The presented adaptive framework is implemented
in a modular fashion and is thus open for further improvements. The simulation results for the
cutting process, presented in this work show, that thermal softening only explains the effect of
segmented chip formation in general. A detailed investigation on the resulting temperatures,
however, suggests additional softening effects. Thus, the author developed an extended thermo-
dynamic framework, with a general non-local description of several thermodynamic quantities,
including the additional softening effect of damage. Contrary to standard isochoric formula-
tions, the current work is based on both hydrostatic stress- and deviatoric stress-driven inelastic
deformation, damage, and failure. This separated approach, allows further investigations and
specifications of microstructural effects and their influence on, e.g., the development of dam-
age. The presented form for the development of damage is capable of representing the effect of
pronounced localization patterns, up to shear banding and chip segmentation for increased cut-
ting speeds. Also the change from a continuous to a segmented chip at a critical cutting speed
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has been reproduced. Further, the effect of hydrostatically driven damage has been demon-
strated in terms of a notched tension specimen, as well as in terms of a cutting simulation. As
has been shown, the extended non-local description allows the modeling of lengthscale effects,
in general. This issue may become relevant when decreasing the structural lengthscale of the
problem as, e.g., in terms of micro-cutting. The additional benefit of further reduction of mesh
dependence is also prominent and has been discussed.
6.2 Outlook
The simulation results presented in the current work are essentially academic in nature, at this
time. Excepting the parameters for the thermo-viscoplastic part of the material model, which are
available in literature, the parameters for the presented damage formulation have not yet been
properly identified. In the present work the influence of the microstructure has been introduced
by a relation, moderating the transfer between macroscopic and microscopic stresses, based on
micromechanical assumptions. For starting, the parameters of this relation have been fit to the
specific form of the well known Gurson-model. In future work, further investigations should
start by determining the specific form of these microstructural relations. Here, we could start
by solving boundary value problems with an explicit representation of a specific microstructure
(e.g. voids), corresponding to the original boundary value problem introduced by Gurson. Ad-
ditionally, material testing with varying influence of hydrostatic stress must supplement such
investigations. Related to this are microstructural investigations and simulations with the aim
of identifying the interaction radius of voids. In the current work, we restricted to the appli-
cation of the general form of non-local damage and thus considered only non-local interaction
of, e.g., voids and microcracks. Assuming non-locality for the non-local rates of deviatoric and
spherical accumulated inelastic deformation and assuming further, that these quantities drive
the development of damage, the damage production is inherently non-local. In this context a
detailed investigation on the different involved lengthscales has to follow. The presented sim-
ulation results suggest a formulation and implementation with a non-local description for all
involved softening quantities, e.g., a combination of heat conduction and a non-local formula-
tion of damage. The current, UMAT-based implementation allows only one additional degree
of freedom. Thus, the presented formulation should be implemented in the more flexible user
element environment (UEL). This is already work in progress. In context of metal cutting, the
adaptive framework allows further investigations not possible with standard models. As has
been shown, the detailed resolution of the deformation field allows access to detailed informa-
tion about the state in the contact zone between workpiece and tool (pressure, relative velocities,
temperatures). This information is indispensable when investigating, e.g., the effect of tool wear
which will be future work.
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