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Abstract
The challenges in understanding hypersonic ﬂight are discussed and critical hyper
sonic aerothermodynamics issues are reviewed. The ability of current analytical meth
ods, numerical methods, ground testing capabilities, and ﬂight testing approaches to
predict hypersonic ﬂow are evaluated. The areas where aerothermodynamic short
comings restrict our ability to design and analyze hypersonic vehicles are discussed,
and prospects for future capabilities are reviewed. Considerable work still needs to
be done before our understanding of hypersonic ﬂow will allow for the accurate pre
diction of vehicle ﬂight characteristics throughout the ﬂight envelope from launch to
orbital insertion.
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INTRODUCTION
“Aerothermodynamics couples the disciplines of aerodynamics and thermodynamics”
(Gnoffo et al. 1999). The ﬂow ﬁeld for a vehicle that ﬂies at hypersonic speeds is one in
which high-temperature gas effects strongly inﬂuence the forces acting on the surface
(the pressure and the skin friction) and the energy ﬂux (the convective and the radiative
heating). Hypersonic ﬂows are usually characterized by the presence of strong shocks
and equilibrium or nonequilibrium gas chemistry. Accurate prediction of these effects
is critical to the design of any vehicle that ﬂies at hypersonic velocities. The pressures
and skin friction forces acting on the surface of the vehicles are integrated over the
complete conﬁguration to deﬁne the aerodynamic forces and moments (e.g., lift, drag,
pitching moment, and control surface effectiveness). The peak heat-transfer rate and
the heating load, which is the heating rate integrated over time, are mapped over
the vehicle surface as part of the process to design the thermal protection system
(TPS). Pressure distributions are required for assessing structural loads and venting
environments.
To reduce the cost or to improve the reliability of hypersonic vehicles, programs
must seek to apply advancements in technology and/or in processes. Incremental
changes can produce evolutionary progress. Thus, technology relating to nonintru
sive diagnostics whose fundamental principles and method of application are well
known can be applied to slightly different applications to improve reliability and
reduce recurring costs. This is indicated by the upper right-hand quadrant of the
notional presentation of Knowledge Management Space (Figure 1), which was de
veloped by L. Matsch & J. McMasters (personal communication). Such evolutionary
progress can be accomplished readily by the companies that design and produce hy
personic systems. The upper left-hand quadrant of Figure 1 addresses capabilities
of which we are aware but do not know how to design or to build a system that

Figure 1
Knowledge Management Space.
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incorporates the desired capabilities. Once technologies that represent a signiﬁcant
advance to a system’s capability have been identiﬁed, programs of targeted research
can be planned and executed. Targeted research programs address technologies of
which we are aware, but which are beyond the present state of the art.
The demise of the Space Shuttle Orbiter Columbia during its reentry from orbit
on February 1, 2003 was a graphic reminder of how severe the aerothermodynamic
environment is for a vehicle that is traveling at hypersonic speeds and of how fragile
the vehicles that ﬂy through these environments can be. Using the technologies of
the 1970s, the Space Transportation System had been designed to survive repeated
ﬂights through the atmosphere from the earth-to-orbit (ETO) and return. However,
early in the launch phase of ﬂight STS-107, a piece (or pieces) of the foam protecting
the external tank (ET) broke loose and struck one of the reinforced-carbon-carbon
(RCC) panels of the leading edge of the left wing. The Orbiter continued on its
launch trajectory, reaching orbit “safely.” Neither the extent of the damage to the
TPS nor the catastrophic consequences of that damage were known as OV-102, the
Columbia, orbited the Earth. Thus, those responsible for determining the response of
the vehicle to the severe aerothermodynamic environment had to deal with “unknown
unknowns.”
Post-ﬂight analysis reported by the Columbia Accident Investigation Board (2003)
indicated that the impact of the piece of foam produced a breech in the TPS. It is
the ﬁrst author’s belief (based on his analysis of the Shuttle Columbia demise) that
a relatively small breech of the TPS provided a path for the hot gases in the entry
aerothermodynamic environment to reach the interior of the left wing, creating the
ever-expanding damage pattern that ultimately led to the demise of OV-102 (the
Columbia) during mission STS-107.
The peak heat-transfer rates of a vehicle entering the earth’s atmosphere occur
at altitudes where the air behaves as a continuum. Nevertheless, anomalously high
temperatures already were being measured by temperature sensors located on the
clevis and on the spar behind the RCC panel 9 during the fatal reentry of Columbia
on mission STS-107 from the entry interface [EI at 91,441 m (300,000 ft)] to 82,297 m
(270,000 ft). The density of the air in this altitude range is relatively low. As a result,
the mean-free path, i.e., the distance between collisions of air particles, is relatively
large. The ratio of the mean-free path to the characteristic length of the vehicle is
known as the Knudsen number, Kn.
Kn =

λ
Lchar

(1)

Typical trajectories of various spacecraft and the regions of different physical and
chemical processes in the shock layer near such vehicles are shown in Figure 2, which
is taken from Hirschel (1991). Unlike the aerodynamic and heat-transfer character
istics of conventional aircraft, these problems are characterized for reentry (or for
ascending) trajectories by a wide range of Reynolds numbers, extremely high Mach
numbers, and, therefore, by high temperatures immediately behind the bow shock
wave (up to several tens of thousands of degrees before the temperature associated with
thermochemical equilibrium is reached). For that portion of the reentry trajectory
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Figure 2
Typical trajectories of various spacecraft.

at altitudes above the continuum ﬂow regime, the stagnation pressure behind the
shock wave varies from 10−4 to 10−3 atm (Tirsky 1993). LeBeau (1999) states that,
“to circumvent the difﬁculty of a direct solution of the Boltzmann equation, an alter
native technique known as the Direct Simulation Monte Carlo (DSMC) was proposed
by Bird in 1963. The DSMC method may be regarded as a numerical method for
solving the Boltzmann equation.” The DSMC Analysis Code (DAC), which (at the
time of this writing) represents the National Aeronautics and Space Administration’s
(NASA’s) state-of-the-art implementation of the DSMC method, has been applied
to a variety of low-density ﬂows (LeBeau & Lumpkin 2001).
Because the peak convective heating and the majority of the maneuvering of the
vehicle will occur at lower altitudes, where the gas behaves as a continuum, the
reader is referred to the substantial literature on the subject of rareﬁed gas dynamics,
e.g., Schaaf (1963), Sherman (1969), Kogan (1973), Bird (1978), Yen (1984), Muntz
(1989), Tirsky (1993), and Ivanov & Gimelshein (1998). These references include
seven reviews from the Annual Reviews of Fluid Mechanics. Texts on the subject include
that of Bird (1976).
During the late 1960s, NASA and the Air Force were engaged in obtaining ﬂighttest data for a Hypersonic Ramjet Experiment (HRE) that was to be carried to hyper
sonic velocities on a rocket-powered X-15. As part of the HRE program, a dummy
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model of a ramjet engine was mounted on the ventral ﬁn (or pylon) of the X-15.
On May 5, 1967, the X-15A-2 with no ablative coating was ﬂown to a maximum
velocity of 1448 m/s (4750 ft/s). The main purpose of this ﬂight was to evaluate
the handling qualities of the aircraft with the dummy ramjet installed (Armstrong
1969). Two ﬂights were made with an ablative heat shield protecting the X-15A-2
and with a dummy ramjet engine attached. On the second ﬂight in October 1967,
the aircraft achieved a top speed of 2021 m/s (6630 ft/s). Although an ablative heat
shield protected the aircraft structure, a shock/shock interaction produced consider
able damage to the dummy ramjet and to the ramjet pylon. Gaping holes were burned
in the pylon and four probes were lost. Thus, the shock/shock interactions and the
viscous/inviscid interactions produced locally severe heating rates that became criti
cal when the vehicle reached Mach 6.7, instead of Mach 4.9 on the previous ﬂights
where no damage occurred.
Combinations of Mach number and of angle of attack were determined (Burcham
& Nugent 1970) for which either the shock waves generated by the wing leading
edge or by the fuselage side fairing impinged on the pylon/ramjet region. The ﬂow
model, which included a separation region and a lambda-shock structure, is similar to
those proposed by Westkaemper (1968) and by Stollery (1987). Because of the nearly
critical damage to the ramjet engine and to the pylon on which the HRE was mounted,
shock/shock interactions became a “known unknown.” Extensive research efforts led
to the deﬁnitive treatise on shock/shock interaction, which was done by Edney. The
complete presentation is given in the FFA Report (Edney 1968a). A summary work
is more generally available as Edney (1968b).
In another example of an “unknown unknown,” Woods et al. (1983) noted that
preﬂight predictions based on the aerodynamics in the Aerodynamic Design Data
Book (ADDB) indicated that a 7.5◦ deﬂection of the body ﬂap would be required to
trim the Space Shuttle Orbiter for the center of gravity and vehicle conﬁguration
of STS-1. In reality, the body ﬂap had to deﬂect to much larger values (δBF ≈ 16◦ )
to maintain trim at the proper angle of attack (α = 40◦ ). The deﬂection of 16◦ was
close to the limit of possible deﬂections. Comparison of equilibrium-air computations
with perfect gas computations indicates that at least part of this so-called hypersonic
anomaly was due to real gas effects at very high Mach numbers (Maus et al. 1984).
Finally, an example of a “known unknown” is boundary-layer transition. Vehicles
that are powered by air-breathing propulsion systems spend most of their atmospheric
hypersonic ﬂight at conditions where the ﬂow will be transitional. Because of this,
the importance of understanding and predicting transition will be critical to the
design of future hypersonic vehicles. Finding prediction methods that can give results
of suitable engineering accuracy for vehicles that contain TPS, relatively complex
geometries, varying surface roughness, and various sharp and blunt surfaces will be
challenging. Bushnell (1997) has gone so far as to say that, “historically, man has
been singularly unsuccessful in ‘predicting’ transition on essentially everything ﬂown
hypersonically (or even supersonically).” Bushnell goes on to use the X-15 as an
example, where wind-tunnel data showed that the ﬂow over the vehicle should be
mostly laminar, whereas the ﬂight tests showed that the ﬂow was mostly turbulent.
The importance of knowing the location of transition during hypersonic ﬂight will
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become increasingly important if advanced vehicles are to be designed that will make
hypersonic ﬂight safe, regular, and affordable (Bertin & Cummings 2003).
This brief introduction underscores the fact that many of the aerothermodynamic
phenomena that produce the severe heating rates that place the crew, the vehicle,
and/or the mission at risk are only ﬁrst discovered during ﬁghts of vehicles at hyper
sonic speeds. Furthermore, these locally severe, critical heating rates or unexpected
deviations to the forces and moments acting on the vehicle often occur due to vis
cous/inviscid interactions. These critical environments are the result of “unknown
unknowns,” or “gotchas.” Thus, it is important that those members of the design
team who are responsible for determining the aerothermodynamic environment of a
new system integrate the various tools into the design process. Thus, one should in
tegrate information from analytical solutions, from the computational ﬂuid dynamics
(CFD) efforts, from ground-based test programs, and from ﬂight tests.

TOOLS FOR DEFINING THE CONTINUUM,
HYPERSONIC AEROTHERMODYNAMIC ENVIRONMENT
Those responsible for the deﬁnition of the aerothermodynamic environment and the
design of the TPS that is required to protect a vehicle ﬂying at hypersonic speeds
in that environment have an array of tools available to them. The designer/engineer
starts with a mission to design a vehicle that has the appropriate range, payload,
and cost. The vehicle is designed to meet certain requirements of operability, main
tainability, reliability, safety, etc. From the outset of the design process, the de
signer/engineer knows that the values of certain “known parameters” that deﬁne
the aerothermodynamic environment, e.g., the lift, the drag, trim requirements, the
TPS, the thermo-chemical state of the gas in the ﬂow ﬁeld, etc., must be determined.
Granted, some of the known parameters have resisted our abilities to determine val
ues whose magnitude can be deﬁned with a reasonable degree of conﬁdence, e.g.,
determining where boundary layer transition occurs. Nevertheless, we know that
we should include them as a factor in the design. Although we remain unable to
model rigorously the basic ﬂuid mechanics that governs these parameters, we can
estimate their values for the applications of interest. The problems become a crisis
for the designer/engineer only when they represent “unknown unknowns.” These
are phenomena of which the designer/engineer was unaware, when the parameters
that needed to be quantiﬁed were identiﬁed during the design of the vehicle. They
create the “gotchas” described earlier in this opus.

Analytical Methods
Vehicles have been ﬂying at hypersonic speeds since Robert M. White ﬂew the North
American X-15 at 7274 km/h (4520 miles per hour) at 105,218 m (354,200 ft). This
remarkable accomplishment of ﬂight at a Mach number of 6.7 occurred more than
40 years ago. In a review of ﬁfty years of technology developments, Bertin & Cum
mings (2003) noted that a sustained and visionary effort was needed to generate the
required knowledge both through targeted research activities, as well as through
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prospecting. We review the analytical techniques developed 50 years ago by the pio
neers of hypersonic ﬂight in this section. Although these techniques were developed
long ago and work best for relatively simple shapes, they are of interest to this review
because correlations that can be used for extrapolations to the ﬂight environment
are of critical interest to today’s designers. Furthermore, the simple capsule shapes
for which these techniques were developed are candidate concepts for the missions
that require superorbital velocities, e.g., return to the moon and planetary explo
ration. New designs by China and Russia incorporate the capsule concept because
they are ﬂexible and simple, and future U.S. crew exploration vehicles may return to
the capsule concept. “The shuttles have served the nation well in an era of different
spaceﬂight objectives, payloads, and missions. Now seems to be the time for a blast
from the past—simpler and more limited spacecraft that will spark a resurgence in
human missions beyond Earth orbit” (Sietzen 2005).
For the windward surface of relatively simple shapes, one can assume that the
speed and direction of the gas particles in the free stream remain unchanged until
they strike the solid surface exposed to the ﬂow. For this ﬂow model, which is termed
Newtonian ﬂow theory because it is similar in character to the one described by
Newton in the seventeenth century, the normal component of momentum of an
impinging ﬂuid particle is wiped out and the tangential component is conserved.
Using the nomenclature of Figure 3, the equation for the local pressure coefﬁcient
is:
Cp =

ps − p∞
= 2 sin2 θb = 2 cos2 φ.
2
0.5ρ∞ U∞

(2)

However, because measurements and computations of the stagnation-point value
of the pressure coefﬁcient are always less than two, Lees (1955) proposed an alternative
representation of the pressure coefﬁcient for hypersonic ﬂow, replacing the factor
“2” by the appropriate value of the stagnation-point pressure coefﬁcient at the ﬂow

Figure 3
Notation for Newtonian ﬂow theory.
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conditions of interest, which is known as Modiﬁed Newtonian ﬂow theory:
C p = C p,t2 sin2 θb ,

(3)

where C p,t2 could be found experimentally or by using the Rayleigh pitot formula.
Despite the dramatic improvements in CFD in the 50 years since the introduction
of Modiﬁed Newtonian ﬂow, the theory continues to be used often to generate en
gineering approximations for the pressures acting on conﬁgurations in hypersonic
ﬂows, e.g., Fujimoto et al. (2003), Glass et al. (1989), and Reubush & Omar (1989).
Many of the early hypersonic vehicles had military applications. Thus, they were
high-ballistic coefﬁcient (W/CD A), low-drag conﬁgurations, e.g., slender cones. To
keep the stagnation-point heat-transfer rates within acceptable limits, the vehicles
usually had a spherical nose cap. The early capsules, which carried astronauts to orbit
and beyond, were spherically capped vehicles. Fortunately, the stagnation-point heat
transfer for a laminar boundary layer is a problem where a coordinate transforma
tion can be used to reduce the governing partial differential equation for a laminar
boundary layer to ordinary differential equations (Fay & Riddell 1958).
Because the windward surface of the early crewed vehicles, e.g., the Mercury Cap
sule, the Gemini Capsule, and the Apollo Command Module, consisted of spherical
segments, the heating rate to stagnation point of the conﬁguration at zero angle
of attack could be calculated using the equations of Fay & Riddell (1958). Thus,
the equations of Fay & Riddell could be used both to verify the validity of the windtunnel measurements and to produce a parameter that could serve as the denominator
of a dimensionless heat-transfer ratio. This dimensionless heat-transfer ratio could
then be used to extrapolate the wind tunnel–based measurements to the ﬂight ap
plications. Using a reference stagnation-point heat-transfer rate as the denominator
of a dimensionless heat-transfer parameter dates back to the Mercury design, e.g.,
Weston & Swanson (1961). The reference stagnation-point heat-transfer rate was for
the capsule at zero angle of attack.
However, the spherical segment for each of these capsules is truncated before sonic
ﬂow is reached. Thus, the sonic point moves to the edge of the spherical cap, which
is upstream of its location if the spherical segment had not been truncated. Because
the ﬂow in the shock layer is subsonic, changes to the inviscid ﬂow ﬁeld propagate
throughout the windward shock layer. Thus, in reality, the pressure decreases more
rapidly with distance from the stagnation point than would be predicted by the mod
iﬁed Newtonian ﬂow model. The resultant pressure gradient (or, equivalently, the
velocity gradient) can be calculated by determining the effective radius of the spheri
cal cap, Reff . See Bertin (1994), Boison & Curtiss (1959), and Stoney (1958) for more
details.
The transformation of the equations of motion from the physical coordinates
(x,y) to similarity coordinates (S, η) has been discussed at length by Dorrance (1962)
and by Hayes & Probstein (1959). Depending on the speciﬁc application, the
evolving technology of similarity transformations included contributions by Blasius,
Mangler, Howarth, Illingworth, Levy, Dorodnitsyn, and Lees. Lees (1956) devel
oped an equation to determine the heat-transfer rate (q ) as a function of distance
from the stagnation point for a blunt-nosed body in a hypersonic stream. Lees (1956)
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introduced the limiting approximations for the stagnation-point ﬂow using the same
laminar, boundary layer equations with the conﬁguration at zero angle of attack
(q t,α = 0 ). Dividing the similarity-based expression for the heat-transfer distribution
for a laminar boundary layer by the stagnation-point heat-transfer rate produces a
dimensionless heat-transfer parameter that is a function of the dimensionless thermo
properties, e.g., p e / p t2 and s e /s t2 , the equivalent cross-sectional radius, or metric
(Cooke 1961) and (Hildebrand 1957), and the wetted distance from the stagnation
point.
The work by Fay & Riddell (1958) remains the classic presentation of stagnationregion ﬂow ﬁelds for a spherical conﬁguration in a hypersonic stream. Starting from
the work of Fay & Riddell (1958), one can show (Bertin 1994) that an approximate
value of the stagnation-point heating rate can be computed using:
q˙ t,ref =

(Tt2 )0.4E (Tw )0.1E
K
(ρ1 )0.5 (V1 )3.0
.
0.5
RN
(zt2 Tt2 )0.15 (zw,t Tw )0.1

(4)

In Equation 4, K is the constant to account for units, RN is the nose radius, ρ 1
is free-stream density, V1 is free-stream velocity, Tt 2 is the total temperature down
stream of the shock wave, Tw is wall temperature, Zt 2 is the compressibility factor at
the downstream stagnation point, and Zw,t is the compressibility factor at the wall.
Numerous investigators have developed engineering correlations for calculating the
convective heat-transfer rate to the stagnation point of a sphere that is ﬂying through
a planetary atmosphere (including that of the Earth), e.g., Sutton & Graves (1971),
Scott et al. (1985), and Detra et al. (1957).
The determination of the aerothermodynamic environment of the Space Shuttle
Transportation System (STS) in the early 1970s extensively used correlations based
on representing the Orbiter by a combination of relatively simple shapes. Although
the Shuttle Orbiter ﬂow ﬁeld contains complexities such as shock/shock interac
tions and shock/boundary layer interactions, extensive use was made of wind tunnels
in determining the aerothermodynamic characteristics of the Shuttle Orbiter, e.g.,
Romere & Young (1983), Whitnah & Hillje (1984), and Surber & Olsen (1978).
Haney (1983) stated that the Space Shuttle Orbiter’s TPS was designed mainly on
the basis of wind-tunnel data. For the windward (or lower) surface of the Orbiter, the
empirical correlations by analytical techniques were developed as follows. As shown
in Figure 4a, the Orbiter was divided into a combination of simple shapes, e.g., cones,
cylinders, ﬂat plates, spheres, and wedges, for which analytical solutions are available.
For example, the wing leading edge was represented by a swept cylinder in order
to obtain estimates for the leading-edge heating rates (outside of the shock/shock
interaction region). The heating to the windward fuselage was calculated using the
standard Eckert-reference-enthalpy ﬂat-plate solutions (Eckert 1955), which are des
ignated “Analytical solution” in Figure 4b. Because the ﬂows over the (elemental)
simple shapes are only crude approximations of the actual ﬂows, there are signiﬁcant
differences in the properties at the edge of the boundary layer and in the streamlines,
which produce signiﬁcant differences between the theoretical heat transfer and that
measured in the wind tunnel on the Orbiter model. Adjustments, designated “Calibra
tion factor” in Figure 4b, were used to take into account such variations as streamline

AR266-FL38-06

ARI

23 November 2005

17:5

Figure 4
Space Shuttle Orbiter heat-transfer model.

divergence and ﬂow running lengths. When the local value of the heat-transfer
parameter from the analytical solutions for the simple geometric shapes is multi
plied by the position-dependent calibration factor, one can match the wind-tunnel
measurements, designated “Data fairing” in Figure 4b. The calibration factors that
were developed both for laminar and for turbulent boundary layers were held constant
in extrapolations to ﬂight conditions.
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In the early 1960s, researchers from two large organizations developed analytical
techniques/experimental facilities for determining the stagnation-point heat-transfer
rates at superorbital velocities, i.e., at velocities in excess of 7950 m/s (26,082 ft/s).
Buck et al. (1963) noted that there was a controversy at the time regarding the mag
nitude and the contributing factors causing the increased heating at superorbital
velocities. The two dramatically different correlations that were presented in Buck
et al. (1963) are reproduced in Figure 5. Because the two groups that developed
these correlations contained many competent people, the researchers and their or
ganizations are not identiﬁed. Their identity is not important. What is important is
that each team of researchers presented both data and theoretical results that were
consistent with their position. After extensive analyses of the thermochemistry of the
ﬂow, the correlation giving the lower heat-transfer rates was found to be correct.
The objective of this discussion is to point out that the analysis of hypersonic ﬂows
involving complex phenomenon should be conducted with considerable thorough
ness as well as with competence. One must carefully validate models used to represent
physical processes in CFD codes, in addition to evaluating the test conditions and the
information of experimental programs. Neumann (1988) correctly noted that, “the
codes are NOT an end in themselves . . . they represent engineering tools; tools that
require engineering to use and critical appraisal to understand. Hypersonics must

Figure 5
The stagnation-point heat-transfer correlations at superorbital speeds.
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be dominated by an increased understanding of ﬂuid mechanics reality and an ap
preciation between reality and the modeling of that reality.” To correctly simulate
hypersonic ﬂows, the ﬂows must be understood and modeled correctly—nowhere is
this more true than in the numerical simulation of hypersonic ﬂows. This applies to
experiments as well.

Numerical Methods
A common joke shared among CFD practitioners correctly describes a perceived
problem with numerical predictions: “Everyone believes experimental results except
the person who performed the experiment, and no one believes numerical results
except the person who performed the prediction.” No where is this statement more
true (and more of a problem) than in hypersonic ﬂow simulation. R.G. Bradley (per
sonal communication) states that, “Although the use of calibrated CFD solutions is
dangerous because of the subtle viscous interactions that are extremely sensitive to
geometry and ﬂowﬁeld, skilled engineers can often obtain useful design information
and guidance from relatively immature codes.” With our limited ability to adequately
represent hypersonic ﬂow experimentally, the challenge for hypersonic CFD predic
tions becomes even more difﬁcult because substantial experimental data for a variety
of ﬂows and ﬂight conditions are not available.
One only needs to look at the typical assumptions made when deriving the equa
tions of ﬂuid motion to understand why hypersonic ﬂow prediction has been more
difﬁcult than lower-speed simulations. Typically, the equations solved in CFD pro
grams are based on the assumptions that the ﬂuid is a continuum, that the perfect-gas
law applies, and that the only forces are due to pressure, viscous effects, and body
forces. Although the continuum assumption automatically invalidates the equations
for rareﬁed gas ﬂows at high altitudes when the mean-free path of the ﬂuid molecules
is on the order of the length of the vehicle, the other assumptions can lead to addi
tional difﬁculties. These problem areas are due to the complex ﬂow features that can
occur in hypersonic ﬂow: thin shock layers (high compression), entropy layers caused
by highly swept and curved shock waves, viscous/inviscid interactions, and real gas
effects, including dissociation, ionization (high temperatures), and rareﬁcation (high
altitudes); see Bertin & Cummings (2003) for details. Figure 6 shows many of these
ﬂuid dynamic challenges in a computation for the Hyper-X vehicle at M∞ = 7. The
thin shock layer coming from the forebody remains very close to the vehicle surface
for a large distance down the body length, various shock-shock and shock-boundary
layer interactions occur in the vicinity of the ramp inlet, ﬂow interactions with the
engine exhaust and lower surface body contouring create a complex ﬂow ﬁeld un
der the back half of the vehicle, and all of this could take place at ﬂight conditions
where chemical reactions would be important. This makes for one of CFD’s most
challenging problems.
Cheng (1993), expanding on the difﬁculties in predicting viscous/inviscid inter
ations, stated that, “the ﬂuid dynamics of hypersonic ﬂows is complicated by the
interaction of the boundary layer and the shear layer with shock waves, leading to
ﬂow separation and instability not amenable to straightforward analysis.” Many of
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Figure 6
CFD prediction of Hyper-X ﬂow ﬁeld at M∞ = 7 with engine operating. (Courtesy of NASA
Dryden Flight Research Center).

these ﬂow features tax most computational capabilities, making hypersonic ﬂow a
challenging ﬁeld for CFD. Longo (2003) believes that the key issues for CFD related
to hypersonic aerodynamic design, such as real-gas effects, heating, turbulence, and
viscous interactions, are currently poorly (or moderately, at best) modeled by CFD.
From a simulation perspective, Longo et al. (2000) showed that at least ﬁve factors
affect the accuracy of ﬂow predictions for re-entry vehicles. These factors include
the grid density, the ability to model either equilibrium or nonequilibrium ﬂows, the
ability to model transition and turbulence, and the effort involved in accurately mod
eling the vehicle geometry (especially in regions of shock interactions). They believed
that although it is possible for CFD to accurately predict the aerodynamic environ
ment of hypersonic vehicles (including surface pressures and forces/moments), CFD
is severely limited in accurately predicting the aerothermodynamic environment of
these vehicles. Weiland et al. (2004) add to the list of difﬁculties with local aerother
modynamic ﬂows (such as ﬂows in deﬂected ﬂaps and rudders or in gaps between
tiles), high-enthalpy ﬂows (including radiation cooling), wall catalycity, turbulence
modeling, and jet/airﬂow interaction. In spite of all these issues, Mehta (1993) be
lieves that CFD will be as important as ground and ﬂight testing in the development
of future hypersonic ﬂight vehicles. This leaves a great deal of work to be done to
improve computational simulation of high-speed ﬂows.
A variety of important numerical algorithms have been developed over the years
speciﬁcally to deal with the shocks that are formed at supersonic and hypersonic
speeds. Most methods fall into the “shock capturing” approach, where the equations of
ﬂuid motion are solved to determine shock locations and strengths. These approaches
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date back to the explicit method of Lax & Wendroff (1960) and the predictor-corrector
scheme of MacCormack (1969). An alternative approach for predicting shocks is
“shock ﬁtting” as proposed by Moretti (1974), which uses the Rankine-Hugoniot
shock relations to determine shock jump conditions once the position of the shock
is known. In spite of the appeal of the shock ﬁtting method, the vast majority of
algorithms developed over the years have been of the shock capturing variety.
Shocks cause instabilities in many numerical methods, and must be treated with
algorithms that can either deal with the instability through some sort of upwind differ
encing, or through the explicit addition of numerical smoothing. Unfortunately, the
numerical dissipation needed to dampen the shock often degrades the prediction of
viscous phenomenon such as boundary layers or vortical ﬂows. Signiﬁcant improve
ments in predicting shocks have been made over the years using either the ﬂux vector
splitting or ﬂux difference splitting approaches, including Van Leer’s second-order
extension to Godunov’s method (Godunov 1959 and Van Leer 1979), the Steger &
Warming (1981) ﬂux vector splitting approach, Osher & Solomon’s (1982) upwind
difference schemes, the implicit upwind scheme of Mulder & Van Leer (1985), the
characteristics-based schemes of Roe (1986), Harten’s high-resolution total variation
diminishing (TVD) schemes (Harten 1983), Lele’s compact ﬁnite difference schemes
(Lele 1992), and improvements to the advection upstream splitting scheme by Kim
et al. (2001a). These advances in computational algorithms, coupled with the amaz
ing development of computer processor speeds (doubling approximately every 18
months according to Moore’s Law), have led to improvements in the computational
prediction of high-speed ﬂows, but further progress is still needed.
Closely coupled with the numerical algorithm that is being used is the ability to
create quality grids during the design and analysis of a vehicle. Grid generation has
made great strides over the past decades, with a number of commercially available
programs that do a reasonably good job of creating grids around complex geometries,
but the difﬁcult requirements of hypersonic ﬂow can tax even the best grid generation
software. It can still take weeks or even months to create complex grids, especially if
a variety of conﬁgurations are being considered during the conceptual design phase.
Surface geometry deﬁnition and grid generation still remain the biggest bottlenecks
in the CFD process. Papadopoulos et al. (1999) stated that, “the factors that limit the
use of CFD in the early design phase are how quickly the grids can be generated and
how quickly ‘sufﬁciently’ accurate CFD simulations can be provided. For complex
shapes, 10–100 CFD solutions with marginal ﬁdelity but a very fast turn around time
would allow CFD to be part of this stage.” In addition, the grid density “support”
required in regions of high ﬂow gradients can be difﬁcult to supply, especially without
knowing where all of those regions are located a priori. The orientation of the grid
relative to a shock can be important, and numerical schemes need to address how to
handle shocks with the grid in different orientations to the shock, as discussed by Kim
et al. (2001a). Adaptive mesh reﬁnement methods such as that conceived by Pirzadeh
(2001) may also prove useful for improving the grid in regions of high ﬂow gradients.
Near the surface of a vehicle, grid resolution can be crucial to the aerothermo
dynamic predictions being made. Papadopoulos et al. (1999) showed that, “a com
putational mesh and a level of convergence which result in accurate surface-pressure
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and shear stress values do not guarantee accurate heat-transfer values.” In addition,
they found that both the level of convergence required for accurate predictions and the
numerical algorithm used (including the ﬂux-splitting method and the limiter used)
could impact the results of a ﬂow simulation at hypersonic speeds. Papadopoulos
et al. (1999) believe that accurate predictions require careful monitoring of both the
cell Reynolds number and the temperature jump near the wall. The cell Reynolds
number, given by
ρwall a wall �y
Recell =
(5)
µwall
helps to insure that the initial grid spacing near the wall is small enough to accurately
deal with the viscous and heat-transfer effects at the surface. In Equation 5, Recell is
the cell Reynolds number, ρ wall is the density at the wall, α wall is the speed of sound at
the wall, �y is the y-step size of the cell, and µwall is the viscosity at the wall. Men’shov
& Nakamura (2000) found that a grid sensitivity study was especially important for
accurate ﬂow prediction at hypersonic speeds, and that the cell Reynolds number
was especially important to the results: “even a small value of order 10 of Recell might
result in 100% error in the vicinity of the stagnation point, and the heat ﬂux converges
when the value of Recell is less than or equal to 3.”
The accurate prediction of transition and turbulence is another crucial area in
hypersonic ﬂow simulation, but accurate transition models may not be available for a
long time due to the difﬁculties in understanding the transition process in hypersonic
ﬂow (Schneider 2004). Although numerical predictions of transition in high-speed
boundary layers have been conducted (see Fasel et al. 1993 for example), it remains
a daunting challenge to the analyst. Follow the Supplemental Material link from the
Annual Reviews home page at http://www.annualreviews.org for a discussion of
boundary-layer transition; the reader is referred to the myriad of review papers that
are available in the open literature, e.g., Schneider (1999, 2004). Only turbulence
modeling will be reviewed here.
The ultimate goal of CFD would be to perform direct numerical simulation (DNS)
for all aerodynamic ﬂows of interest. However, the computer requirements for such a
simulation over realistic vehicles at ﬂight Reynolds numbers make DNS impractical
for the foreseeable future, although DNS predictions for simpliﬁed geometries are
being carried out currently (see, for example, Adams 2000 and Martin 2004). Largeeddy simulation (LES) allows for the modeling of the small scales of turbulence while
resolving the large-scale turbulent structures, but is currently limited to low Reynoldsnumber ﬂows (Moin 2002). The most common method for predicting turbulence is
the Reynolds-averaged Navier-Stokes (RANS) approach, which requires casting the
governing equations with either Reynolds (time) averaging (Reynolds 1895) or Favre
(mass-weighted) averaging (Favre 1965).
Over the years, as RANS turbulence models have matured, a plethora of popular
new models have been developed that have shown various degrees of success in pre
dicting various ﬂows. Showing particular promise currently are models such as the
one-equation model of Spalart & Allmaras (1992), the k − ω two-equation model of
Wilcox (1988), and the shear-stress transport model of Menter (1994), which com
bines the k − ε model of Jones & Launder (1973) with the k − ω model of Wilcox.
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One thing is certain: Few, if any, of the models were developed speciﬁcally with highspeed ﬂows in mind. Compressible dissipation and pressure dilatation corrections,
such as that proposed by Suzen & Hoffmann (1998), will need to be included to
properly model these high-speed ﬂows. Forsythe et al. (2002) showed the impact
of compressibility corrections on the prediction of supersonic ﬂows; detailed analy
sis of these turbulence models and corrections for hypersonic ﬂows are certainly in
order.
Showing special promise for predicting turbulent ﬂows are the hybrid RANS/LES
turbulence models, such as detached-eddy simulation (DES) by Spalart et al. (1997).
The DES model takes advantage of the RANS approach within the attached bound
ary layer, where RANS models work quite well. Once the ﬂow separates, an LES
approach is used, which is computationally affordable with current computers. Again,
this approach has shown promise for massively separated ﬂow ﬁelds only, including
at supersonic speeds as shown by Forsythe et al. (2002), but work is needed to verify
that these models work well in hypersonic ﬂows.
Chemically reacting ﬂows take place when the ﬂow-ﬁeld temperature reaches
a level that causes the constitutive parts of the atmosphere to start reacting and
changing their basic molecular state. For example, as temperatures reach 2000 K
(3600 R) O2 begins to dissociate, at 4000 K (7200 R) O2 dissociation is complete and
N2 dissociation begins, and at 9000 K (16,200 R) N2 dissociation is complete and O
and N begin to ionize (Anderson 1989). Taking these chemical reactions into account
is essential to fully analyzing the viscous and heating affects of the ﬂow. According to
Edwards (1992), “Several levels of approximation are available to model hypersonic
ﬂows. These include the widely-used perfect gas model, along with the more general
equilibrium, nonequilibrium, and frozen chemistry assumptions.” Cheng & Emanuel
(1995) summarize the difﬁculty in accurately modeling these chemical reactions:
“Current research developments in high-temperature ﬂow physics still do not possess
a methodology base with unquestioned certainty. A rational way to derive an equation
set for a nonequilibrium ﬂow is to write the time rate of population change of atoms
and molecules, with a speciﬁc energy state, as the difference between the sum of rates
of all collisional and radiative transitions that populate a given state and the sum of
rates that depopulate the state.” They go on to explain that, “this hypothesis, it should
be noted, still requires rather bold assumptions regarding the interaction potentials
and the collision mechanisms.” In other words, even if we could describe the exact
chemical reactions, deﬁning the reaction rates and interactions is something that still
requires a fairly high level of modeling.
Perhaps the most commonly used nonequilibrium model in CFD simulations is
Park’s (1989) two-temperature model. This model uses translational and vibrational
temperatures, along with various assumptions about the translational, rotational, vi
brational, and electronic excitation modes of the gas species. The impact of using
the nonequilibrium model in predicting the ﬂow around an airfoil at hypersonic
speeds showed that the lift and pitching moment changed by 10% and 20%, re
spectively (Park & Yoon 1991). Nompelis et al. (2003) found that numerical predic
tions of heat-transfer rates for a double-cone geometry could differ by 20% from
experimental data, with the nonequilibrium model, the surface no-slip condition,
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grid density, and nonuniform tunnel ﬂow conditions accounting for the difference.
Other rate-limiting issues for chemically reacting ﬂows are detailed by Sarma (2000).
These include, but are not limited to, the availability of accurate ﬂight-test data
for heat ﬂuxes, forces, and moments, the availability of high-ﬁdelity ground-based
experimental data with deﬁned and controlled experimental conditions, the appli
cability of the Navier-Stokes equations and traditional boundary conditions, and
non-Boltzmann effects. Sarma concludes that, “it is obvious that we have still a long
way to go before fully validated predictive hypersonic CFD codes can emerge out of
current efforts” (Sarma 2000). Readers interested in additional details of the difﬁcul
ties in predicting nonequilibrium ﬂows should refer to the book by Park (1990) on
nonequilibrium hypersonic ﬂow and Bird’s (1994) book on the direct simulation of gas
ﬂows.
The ability to simulate hypersonic ﬂow has not kept stride with the advances made
for lower-speed, less-complex ﬂows—it should be apparent that a great deal of work
still needs to be done before computational simulations of hypersonic ﬂow are of a
caliber that could be used for analysis and design of hypersonic vehicles for the entire
ﬂight regime.

Ground-Based Tests
Despite the remarkable advances in hardware and software for CFD tools, when two
critical “return-to-ﬂight” (RTF) concerns were identiﬁed in the aerothermodynamic
environment of the Space Shuttle, very extensive wind-tunnel programs were con
ducted. One RTF concern dealt with the heating in the bipod region during launch.
The second concern was related to the aerodynamics forces and moments during
reentry. Wind-tunnel tests provided the majority of the aerothermal information re
quired by the RTF advisory teams. CFD solutions were used primarily to generate
numerical values for use in comparisons with the experimental measurements.
Because there is no single ground-based facility capable of duplicating the hyper
sonic ﬂight environment, different facilities are used to address various aspects of the
design problems associated with hypersonic ﬂight. Most of the measurements that
are used during the design process to deﬁne the aerothermodynamic environment,
i.e., the aerodynamic forces and moments, the surface pressure distribution, and the
heat-transfer distribution, are obtained in:
1.
2.
3.
4.
5.

conventional wind tunnels,
shock-heated wind tunnels,
shock tubes,
arc-heated test facilities, and
ballistic, free-ﬂight ranges.

The parameters that can be simulated in ground-based test facilities include:
1. the free-stream Mach number,
2. the free-stream Reynolds number (and its inﬂuence on the character of the
boundary layer),
3. the free-stream velocity,

AR266-FL38-06

ARI

23 November 2005

4.
5.
6.
7.
8.
9.

17:5

the pressure altitude,
the total enthalpy of the ﬂow,
the density ratio across the shock wave,
the test gas,
the wall-to-total temperature ratio, and
the thermochemistry of the ﬂow ﬁeld.

Unfortunately, one cannot simulate all the parameters simultaneously. See the
subsequent discussion. Note that some of the parameters are interrelated, e.g., the
free-stream velocity, the total enthalpy of the ﬂow, the free-stream Mach number, and
the wall-to-total temperature ratio. The critical heating to the bipod region occurs
in the Mach number range from 3.5 to 4.0, just prior to staging at approximately
30,480 m (100,000 ft). Because the total temperature for Mach 4 ﬂow at 30,480 m
(100,000 ft) is approximately 950 K (1710 R), one can simultaneously simulate the
free-stream velocity, the total enthalpy of the ﬂow, the free-stream Mach number, and
the free-stream Reynolds number in conventional wind-tunnel facilities. Two facilities
in which one can match these four parameters are the Supersonic Aerothermal Tunnel
C at the Arnold Engineering Development Center (AEDC) (Anderson & Matthews
1993) and the LENS II facility at the Calspan-University at Buffalo Research Center
(CUBRC) (Holden et al. 1995).
Note also that during a speciﬁc run of a wind-tunnel test program, the model
temperature usually starts out at room temperature. The temperature measurements
that are used to determine the heat-transfer rates to the model are usually made early
during the test run. Thus, the temperature of the model surface remains relatively cool
during the data-recording portion of the run. On the other hand, the relatively long
exposure to the high-temperature ﬂight environment causes the surface of the vehicle
to become very hot. As a result, the wall-to-total-temperature ratio in ground-based
tests is usually well below the ﬂight value. To match the ﬂight value of the wall-to
total-temperature ratio, the total temperature of the tunnel ﬂow is reduced below the
ﬂight value. Thus, even for this relatively benign ﬂow, one does not match the ﬂight
values of all of the ﬂowﬁeld parameters.
In addition to the nine ﬂowﬁeld-related parameters that were identiﬁed in the
second paragraph of this section, additional factors must be considered when devel
oping a test plan. The additional factors include model scale, test time, types of data
available, and ﬂow quality (including uniformity, noise, cleanliness, and steadiness).
In a statement attributed to J. Leith Potter, Trimmer et al. (1986) noted that
“Aerodynamic modeling is the art of partial simulation.” Thus, the test engineer
must decide which parameters are critical to accomplishing the objectives of the
test program. In fact, during the development of a particular vehicle, the designers
will most likely utilize many different facilities with the run schedule, the model,
the instrumentation, and the test conditions for each program tailored to answer
speciﬁc questions. As stated by Matthews et al. (1984), “A precisely deﬁned test
objective coupled with comprehensive pretest planning are essential for a successful
test program.”
There are many reasons for conducting ground-based test programs. They include
the following:
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1. Obtain data to deﬁne the aerodynamic forces and moments and/or the heattransfer distributions for complete conﬁgurations whose complex ﬂow ﬁelds
resist computational modeling,
2. Use partial conﬁgurations to obtain data deﬁning local ﬂow phenomena, such as
the inlet ﬂow ﬁeld for hypersonic air-breathing engines or the shock/boundary
layer interactions associated with deﬂected control surfaces, such as a body ﬂap.
3. Obtain detailed ﬂow ﬁeld data to use in developing numerical models for a
computational algorithm (code validation).
4. Obtain measurements of parameters, such as the heat transfer and the drag, to
use in comparison with computed ﬂow-ﬁeld solutions over a range of conﬁgu
ration geometries and of ﬂow conditions (code calibration).
5. Obtain data that can be used to develop empirical correlations for phenomena
that resist analytical and/or numerical modeling, such as boundary-layer tran
sition and turbulence modeling, and certify the performance of air-breathing
engines.
Even today, extensive ground-based test programs are conducted during the de
sign process in order to deﬁne the aerothermodynamic environment for the entire
vehicle. When the access to space study that was conducted by NASA in the early
1990s recommended the development of a fully reusable launch vehicle (RLV) (Bekey
et al. 1994), NASA joined an industry-led technology-development effort for the X
33/RLV. As part of the industry/government partnership, personnel and facilities at
the Langley Research Center (NASA) were assigned the task of providing information
regarding the aerodynamic forces and moments, the surface heating, and the criteria
for boundary-layer transition to Lockheed Martin in support of X-33 development
and design.
A special section in the September/October 2001 issue of the Journal of Space
craft and Rockets presented ﬁve archival journal articles documenting the results from
this cooperative effort. Two articles, by Horvath et al. (2001) and Murphy et al.
(2001), presented information relating to objective 1: “Obtain data to deﬁne the
aerodynamic forces and moments and/or the heat-transfer distributions for complete
conﬁgurations whose complex ﬂow ﬁelds resist computational modeling.” Two arti
cles by Hollis et al. (2001a,b) presented information relating to objective 4: “Obtain
measurements of parameters, such as the heat transfer and the drag, to be used in
comparison with computed ﬂow-ﬁeld solutions over a range of conﬁguration ge
ometries and of ﬂow conditions (code calibration).” And one article by Berry et al.
(2001b) related to objective 5: “Obtain data that can be used to develop empirical
correlations for phenomena that resist analytical and/or numerical modeling, such as
boundary-layer transition and turbulence modeling.”
“In 1996 NASA initiated the Hyper-X program as part of an initiative to mature the
technologies associated with hypersonic air-breathing propulsion” (Engelund 2001).
“The primary goals of the Hyper-X program are to demonstrate and validate the
technologies, the experimental techniques, and the computational methods and tools
required to design and develop hypersonic aircraft with airframe-integrated, dualmode scramjet propulsion systems.” Although hypersonic air-breathing propulsion
systems have been studied in the laboratory environment for more than 40 years,
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a complete airframe-integrated vehicle conﬁguration had never been ﬂight tested.
Again, personnel and facilities at the Langley Research Center (NASA) were used to
deﬁne the aerodynamic and surface heating environments, including information re
lating to the boundary-layer transition criteria, as part of the design, the development,
the construction, and the ﬂight-test program, for the X-43.
A special section in the November/December 2001 issue of the Journal of Spacecraft
and Rockets presented seven archival journal articles summarizing the results from this
program. Three articles, by Engelund et al. (2001), Holland et al. (2001), and Huebner
et al. (2001), presented information relating to objective 1.
As described by Woods et al. (2001), the Hyper-X Research Vehicle (HXRV, or
free ﬂyer) required a booster to deliver the vehicle to the engine test points. The test
conditions for the ﬁrst ﬂight included M∞ = 7, q ∞ = 47, 879 N/m2 (1000 psf ) at an
altitude of approximately 28,956 m (95,000 ft). The Hyper-X Launch Vehicle (HXLV)
stack was initially carried aloft under the wing of a B-52. The HXLV was dropped, the
Pegasus ignited, and the stack accelerated to the desired test Mach number. When
the stack reached the desired test conditions and attitude, a stage-separation sequence
of events separated the free ﬂyer from the booster. The free-ﬂying research vehicle
follows a preprogrammed trajectory. Although occurring in less than 500 ms, stage
separation is critical to reaching the engine test point and, hence, critical to mission
success.
Because of its size and of its long history of store-separation tests at hypersonic
speeds with a Captive Trajectory Systems (CTS), Tunnel B at the von Karman Gas
Dynamics Facility (VKF) at Arnold Air Force Base in Tennessee became the primary
test facility for studying stage separation. The maximum model scale for the Mach
6 tests in Tunnel B was 0.0833. Smaller facilities, speciﬁcally the Langley 0.508-m
(20-inch) Mach 6 Wind Tunnel and the 0.787-m (31-inch) Mach 10 Wind Tun
nel, were initially excluded from stage-separation tests, because their relatively small
size could not accommodate a free ﬂyer and the full-length booster at a scale large
enough to house force and moment balances. Because Tunnel B is capable of con
tinuous operation for hours, balance heating became an issue that needed additional
clariﬁcation. The two, smaller Langley facilities became indispensable in addressing
concerns that could not be addressed in Tunnel B, including the effects of high heating
to the free-ﬂyer balance and blade support interference on free-ﬂyer aerodynamics.
The use of three tunnels for the wind-tunnel test program for risk reduction of the
stage-separation event demonstrates that: “A precisely deﬁned test objective coupled
with comprehensive pretest planning are essential for a successful test program.”
(Matthews et al. 1984).
Buning et al. (2001) reported that: “Even following the AEDC test, several aero
dynamic issues remained in fully understanding the dynamics of the stage-separation
maneuver. This understanding was complicated by the unsteady nature of the event,
the number of degrees of freedom associated with the booster, research vehicle, and
control surfaces; and limits in the amount of wind-tunnel data available. These issues
were in three basic areas: unsteady effects, aerodynamic database extrapolation, and
differences between wind-tunnel and ﬂight conditions.” Viscous and inviscid CFD
techniques were used to quantify unsteady effects, to examine the cause and the extent
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of interference between the booster and the research vehicle, and to identify differ
ences between the wind-tunnel and the ﬂight environments.

Flight Tests
Flight tests are very expensive. Flight tests take a long time to plan and to execute
successfully. Furthermore, it is difﬁcult to obtain quality data at well-deﬁned test
conditions. Flight tests will never replace ground-based tests or CFD in the design
process. Nevertheless, ﬂight tests are critical to our understanding of the hypersonic
aerothermodynamic environment because they provide data that cannot be obtained
elsewhere.
Neumann (1989) suggests that there are a variety of reasons for conducting ﬂight
tests. Four reasons that were suggested by Buck et al. (1963) are:
1. To demonstrate interactive technologies and to identify unanticipated prob
lems;
2. To form a catalyst (or a focus) for technology;
3. To gain knowledge not only from the ﬂights but also from the process of de
velopment; and
4. To demonstrate technology in ﬂight so that it is credible for larger-scale appli
cations.
Neumann added three reasons of his own:
5. To verify ground-test data and/or to understand the bridge between ground-test
simulations and actual ﬂight;
6. To validate the overall performance of the system; and
7. To generate information not available on the ground.
Williamson (1992) noted: “Due to the large investment in ﬂight testing, it is
then desirable to make as many measurements as possible during the ﬂight to help
verify predictions or explain any modeling inaccuracies. The instrumentation should
measure as directly as possible the things that have been predicted. This is often
not possible and it is often necessary to infer predictions from related but not direct
measurements.” Neumann (1989) stated: “Heat transfer is a quantity which cannot
be directly measured: It is interpreted within the context of a thermal model rather
than measured.” Thus, one must be able to develop a numerical model that describes
the relation between the measured temperature and the sensors design in order to
obtain a reasonably accurate value of the experimentally determined heat transfer.
However, one must also develop a numerical model depicting how the heat-transfer
sensor responds from its location in the vehicle. Serious problems can occur when
the heat sensor is not properly integrated into the ﬂight structure such that minimal
thermal distortion is produced.
Williamson (1992) notes that: “Measurements fall into three groups. These in
clude atmospheric properties measurements, offboard vehicle related sensor mea
surements, and onboard vehicle related measurements telemetered to the ground or
stored on tape and retrieved postﬂight.”
There are two types of ﬂight-test programs: (1) Research & Development (R &
D) programs and (2) ﬂights of prototype or operational vehicles. R & D programs
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are focused on technical issues, which drive the design of the vehicle and its ﬂight op
erations. For example, Project Fire provided calorimeter heating measurements on a
large-scale blunt body entering the earth’s atmosphere at an initial velocity 11.35 km/s
(37.24 kft/s). As discussed by Cornette (1966), the forebody of the “Apollo-like” reen
try capsule was constructed of three beryllium calorimeter shields, which were alter
nated with phenolic-asbestos heat shields. This multiple-layer arrangement provided
three distinct time periods when measurements deﬁning the aerothermodynamic
environment could be obtained.
Flight-test data have been obtained on prototype vehicles, e.g., the ﬂights of the
unmanned Apollo Command Modules, 017 and 020, as discussed in Lee & Goodrich
(1972), and on operational vehicles, e.g., the Space Shuttle Orbiter (Bertin 1994,
Bertin et al. 1996). Throckmorton (1992) noted that the concept of using the Shuttle
Orbiter as a ﬂight research vehicle, as an adjunct to its normal operational mis
sion, was a topic of discussion within the research community throughout the 1970s.
Aerothermodynamic parameters based on ﬂight-test data obtained from thermocou
ples embedded in the Space Shuttle TPS were used to expand the ﬂight envelope for
the Orbiter. Hodge & Audley (1983) note that:
“Requirements for the technique include an analytical model for the simulation of the
heat transfer to a point on the TPS, ﬂight test maneuvers which cause the thermocouples
imbedded near the surface of the TPS to respond sufﬁciently above the noise levels, and a
parameter estimation program to reduce ﬂight thermocouple data. . . . The data reduction
program correlates heating with the variables such as angle of attack, sideslip, control
surface deﬂection, and Reynolds number. This technique could also be used for wind
tunnel data reduction.”

The interactions between impinging shock waves and the bow shock wave can
produce locally severe heat-transfer rates. Edney (1968b) identiﬁed six different
shock/shock interaction patterns. The positive deﬂection of the Orbiter body ﬂap
creates a shock wave, which interacts with the boundary layer on the Orbiter. The
adverse pressure gradient produced by the shock wave causes the boundary layer
to thicken and, in many cases, to separate. The upstream extent of the interactionproduced perturbations depends on the size of the subsonic portion of the approach
boundary layer and on the strength of the shock wave produced by the turning of the
ﬂow. Thus, as noted by Bertin (1994), the parameters that inﬂuence the extent of an
interaction are (1) whether the approach boundary layer is laminar or turbulent, (2)
the Mach number of the approach ﬂow, (3) the Reynolds number of the approach
ﬂow, (4) the surface temperature, (5) the deﬂection angle of the ramp, and (6) the
chemical state of the gas. Bertin et al. (1996) and Fujii et al. (2001) investigated the
perturbed ﬂow ﬁelds due to deﬂected control surfaces using the experimental values
of the heat transfer measured during hypersonic ﬂight. The HYFLEX vehicle (Fujii
et al. 2001) was a small-scale R & D vehicle, whose length was 4.40 m (14.44 ft).
A two-stage launcher provided initial altitude of 107 km (351 kft) at a velocity of
3.88 km/s (12.73 kft/s).
Despite the oft-mentioned problems with developing boundary-layer transition
correlations using ﬂight-test measurements, there are numerous ﬂight-test programs
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where boundary-layer transition was a major focus of the data-gathering efforts.
Weston & Fitzkee (1963) noted that observed boundary-layer transition Reynolds
numbers on the Mercury capsule “agree well with Reynolds numbers obtained for
wake transition Reynolds behind spheres ﬂown in a hypervelocity gun facility.” Also
ﬂown in the 1960s was the Reentry F vehicle, which provided hypersonic boundarylayer transition, which is still used today. The Reentry F ﬂight provided boundarylayer transition data at Mach numbers up to 20 and altitudes down to 24.38 km
(80.00 kft) (Wright & Zoby 1977).

CONCLUSIONS
In spite of the decades of research into hypersonic ﬂow, there are still many challenges
to analyzing and designing high-speed vehicles. Recent events such as the Columbia
accident are clear evidence that there are still “unknown unknowns” in the ﬁeld
of hypersonic ﬂight that even our best experimental or numerical analysis cannot
adequately predict. The inability of hypersonic wind tunnels to simulate adequately
the Mach number, Reynolds number, and high-enthalpy states of ﬂight vehicles leave
us to approximate and extrapolate our test data. Uncertainty in our ability to model
chemical reactions in computational simulations, as well as adequately predict ﬂow
features such as shock-shock interactions, leave additional work to be done before
CFD predictions of hypersonic ﬂows will be fully trustworthy. Flight testing remains
expensive and dangerous and challenges our will to expend resources for discovering
the unknown. Understanding hypersonic ﬂow has been challenging researchers for a
long time, and will undoubtedly be challenging us for a long time to come.
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