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It seems that the distance term in the given equation 4 and the expression above it in the
article [1] is not generalised enough and is partially incorrect: The expression and the equation are
reproduced here:
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Distance
The distance (d) and the time used in the term 2 is not correct. Thus, on correcting the distance,
the 2nd term would be:
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It is because if we use d instead of d− d2, then we are in effect double counting the distance d2
when the mathematician is walking all the way to the destination.
Time
The probability density function of the bus reaching the second bus stop will not be only p(t) as is
suggested in the article [1]. It can be seen that the probability of the bus reaching the second bus
stop after waiting time t = t◦ is actually given by p(t◦ −
d2
vb
+ d2
vw
).
This can be explained by seeing that we have walked for d2
vw
hours before coming to the second
bus stop and that for a bus to reach the second bus stop at time t′
◦
, it needs to be at the first bus
stop at time t′
◦
−
d2
vb
. This is keeping in mind that p(t) was defined as the probability of the bus
arriving at the first bus stop at time t.
Generalisation
Also, it seems that in equation 4 (the second equation here), the result can be generalised by using
p(tcorrected) probability distribution instead of the very specific
1
td
. This makes the 1st term:
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where tcorrected is defined as t−
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, as is suggested above.
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Residual term
Moreover, it seems, there will be another factor that has not been considered in the expres-
sions/equations. Appearance of the bus at stop 1 is a sort of a periodic event (stochastic process).
Hence, in the uniform distribution case, there will be significant dependence of the waiting time on
the moment the bus passes us by while we are en route to the second bus stop. This term would
come out to be (under the assumption of uniform distribution):
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This is the expected time that he has to wait additionally if the bus happens to pass him at while
he was on his way. In case of uniform distribution we know that one bus is expected from [0, tb] and
the next from [tb, 2tb]. The 1
st term is the ’dead’ time for which the next bus is not expected and
the 2nd term is the time that he spends walking to the bus stop, which is subtracted from the 1st
term.
This is under the assumption that d2
vw
< tb as if this is not the case, then the Mathematician would
always choose to wait for the bus as it will necessarily pass him before he gets to his destination.
This is just for the simple case of uniform distribution, and the result for the general distribution
can also be worked out using similar arguments.
Nevertheless, these changes will not make a difference to the validity of the result.
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