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Introduction
The aim of the present work is to elaborate on an approximation method in quantum
mechanics, known as Hartree-Fock-Bogoliubov-Theory (HFB-Theory) or as Generalized
Hartree-Fock-Theory. A good introductory reading to this topic is [11], for a good account
on fermionic HFB-Theory, see [8]. The object is to gain as much information as possible
on the ground state energy (density) of a quantum mechanical system, defined to be the
largest lower bound on all possible energy (density) expectation values. This quantity is
in most cases inaccessible to direct computation, and thus the idea of HFB-Theory is to
produce an upper bound of the ground state energy (density), by evaluating the infimum
over a restricted set of states, namely the set of quasi-free states. This set of states is
characterized by the property that all the correlation functions of such a state may be
expressed entirely in terms of one-point and two-point correlation functions, by the so
called Wick Theorem. This class of states is quite large, covering in particular all Gibbs
states associated to quadratic Hamiltonians, and therefore one might hope that the upper
bound is not too far away from the real ground state energy. However, in order to control
the quality of this upper bound, or in particular to estimate the ground state energy
(density) from below, it is necessary to provide estimates of the approximation error. This
is achieved by correlation estimates.
We proceed as follows:
In Chapter 1 we give a summary of the theory of quantum many-particle systems, obeying
fermion or boson statistics. Most of the proofs we present in that chapter are taken from
[13]. The two fundamental objects in quantum many-particle theory we introduce are the
CAR and CCR Algebras, generated by operator-valued functionals
f 7→ a∗(f) and f 7→ a(f) ,
defined on a one-particle Hilbert space H1. They obey certain canonical commutation and
anti-commutation relations, called CCR and CAR, respectively. Apart from the standard
notions, we introduce the corresponding self-dual algebras. This merely amounts to taking
a different point of view. The only difference consists in singling out a different set of
generators of these algebras, given by operator-valued functionals
f 7→ B(f) and f 7→ B∗(f) ,
defined on a larger space, called particle-hole space. In the fermion case, this space is again
a Hilbert space, denoted by L, while in the bosonic case it turns out to be a Krein space,
denoted by K. The advantage of this change of perspective is that the CCR and CAR can
be written in a very compact way in terms of the generators B(·) and, more importantly,
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that homogeneous Bogoliubov transformations may be viewed as unitary transformations
in L, respectively K. (We shall explain what we mean by unitarity in the latter case.)
This observation allows us to develop the fermionic and bosonic theories in a very parallel
fashion.
Furthermore, we introduce the concept of the truncated hierarchy of functionals associated
to a state ω, the properties of which are intimately related to the question of whether the
state ω is quasi-free or not.
In Chapter 3 we introduce the notions of generalized density matrices, defined as a cer-
tain class of operators in the particle-hole space, and of quasi-free states in the context
of both statistics. To any state ω we associate a generalized density matrix Γω, which es-
sentially carries the information coded in its two-point functions. Since a quasi-free state
is determined entirely by its two-point functions, it is not a surprise that there exists a
1:1-relation between generalized density matrices and quasi-free states. We prove this fact,
assuming certain admissibility conditions. In the fermionic context the proof, taken from
[8], makes use of the spectral theory of selfadjoint operators in the Hilbert space L, as
generalized density matrices may be represented in that way. In the bosonic case, however,
generalized density matrices are represented by selfadjoint operators in the Krein space
K. We succeed in carrying over the proof from the fermionic context, by using the spectral
theory of nonnegative operators in the Krein space sense. A short account on this theory
and the proof of the central lemma is given in Appendix A. We believe that our proof is
simpler and more constructive compared to a previous proof by Araki [2, 3].
Another object we pursue in this chapter is the development of the ‘method of coherent
states’, again emphasizing the parallels between the two statistics. In order to achieve
this goal, we use the technique of Grassmann variables to ‘bosonify’ the fermionic theory.
The basic features of the Grassmann Algebra, together with a non-elementary bound on
Gaussian Grassmann integrals, are presented in Appendix C. We use the coherent states
approach to calculate the generating functional, i. e., a certain expectation value of a
Gibbs state corresponding to a quadratic Hamiltonian. We use these relations to show, in
the boson case, that Gibbs states associated to quadratic Hamiltonians are quasi-free.
Finally in Chapter 4, we turn to developing the HFB-Theory. First, we introduce (on a
formal level) the type of models to be discussed. In particular, we investigate interactions
given by pair-potentials v defined on a three-dimensional torus Λ, allowing a decomposition
of the type
v(x− y) =
∫ ∞
0
dr g(r)
∫
Λ
d3z dr(x)dr(y) , ∀ x, y ∈ Λ, x 6= y ,
for suitable, nonnegative, measurable and bounded functions g and {dr}r∈R+ . This gener-
alizes known decomposition formulae for pair-potentials on Rn [15, 20] in a straightforward
way. We then use this decomposition formula to conveniently define the expectation value
of the Hamiltonian H in a quasi-free state ω in terms of its generalized density matrix Γω.
In particular we exploit the fact that the above formula represents an interaction opera-
tor, possibly unbounded, as an integral of a tensor product of two bounded, nonnegative
one-particle operators. It allows us to introduce a variational principle associated to H,
without defining H as a selfadjoint operator.
In Chapter 5 we finally turn to estimating the approximation error of HFB-Theory. In
the fermion case we observe that, due to the Wick Theorem, the approximation error
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may be expressed as an expectation value of a quartic term in the particle generators
and annihilators, normal-ordered in some generalized sense (we discuss this concept in
Appendix B). Therefore, we estimate this term and obtain a correlation estimate, which
generalizes the correlation estimate in [5]. We put this estimate to a test, by applying it
to the Fermionic Jellium Model with periodic boundary conditions and Coulomb-Yukawa
interaction, obtaining a similar estimate as [19].
In order to do the same for a bosonic model, one must first generalize the bosonic Wick
Theorem to include the case of monomials in expressions of the type
a(f) + z and a∗(f) + z .
We present such a generalized Wick Theorem, which is proved in a straightforward
manner. It turns out, however, that the approximation error is not just of the form of
a normal-ordered quartic expectation value, as in the fermionic case. Nonetheless, as a
first step, we derive a similar estimate as in the fermionic case. It is hoped that some day
it may be helpful to adapt the method to the bosonic case and thereby facilitating an
estimate of the ground state energy of the Bosonic Jellium Model by means of HFB-Theory.
At this point I would like to express my gratitude to all my colleagues in Berlin, who have
been greatly supportive over the years. I am indebted to Prof. V. Bach and Prof. R. Seiler
for the splendid cooperation and supervision and the possibility for numerous sojourns at
Mainz University. Many thanks! Comments and answers by Prof. R. Wu¨st to many of my
questions have been very valuable. Furthermore, I would like to thank Prof. P. Jonas and
Dr. C. Trunk for their advice and help.
G. L. Berlin, April 2003.
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Chapter 1
Foundations of Quantum Statistics
1.1 Second Quantization
1.1.1 Free Many-Particle Systems
In this subsection we introduce free many-particle systems, the word ‘free’ indicating that
we view the particles as distinguishable. We use these systems exclusively for the purpose
of defining the boson and fermion quantum many-particle systems.
For a beginning, we now construct the free n-particle system, where n ∈ N0 is arbitrary.
Let H1 be a complex Hilbert space, called the one-particle space. We shall then, for any
n ∈ N0, call the n-fold tensor product
Hn := H1 ⊗ · · · ⊗ H1︸ ︷︷ ︸
n-factors
and H0 := C (1.1)
the free n-particle space. To any one-particle observable, i. e., to any selfadjoint operator
A inH1 with dense domain D(A), we may associate an observable of the n-particle system.
This n-particle observable is denoted by dGn(A) and is defined by:
dGn(A) := A⊗ 1⊗ · · · ⊗ 1 + · · · + 1⊗ · · · ⊗ 1⊗A , dG0(A) := 0 .
Its domain is given by
D(dGn(A)) := span{ψ1 ⊗ · · · ⊗ ψn | ψ1, . . . , ψn ∈ D(A) } , D(dG0(A)) := H0 .
In order to construct a system with a variable number of particles, let us consider the
linear space H∞ of sequences of the form
ψ =
{
ψ(n)
}
n∈N0 , with ψ
(n) ∈ Hn , ∀ n ∈ N0 . (1.2)
We define the free Fock space as the subspace F ⊆ H∞ of those sequences, whose squared
norms in each Hn sum up to a finite number. It then turns out that the series
〈ψ |φ〉F :=
∞∑
n=0
〈
ψ(n)
∣∣∣φ(n)〉
Hn
(1.3)
11
12 CHAPTER 1. FOUNDATIONS OF QUANTUM STATISTICS
is absolutely convergent, for any ψ, φ ∈ F , and defines a scalar product. Furthermore, F is
complete with respect to the induced norm and is therefore a Hilbert space. We have thus
accomplished the aim of defining the state space of a system of arbitrarily many-particles.
The following special element of this space
Ω := {1, 0, 0, . . . } (1.4)
is called the vacuum.
As a next step, we associate to a one-particle observable A an observable dG(A) on the
free Fock space F . This new observable, to be defined, is called the second Quantization
of A. To that end, we shall from now on regard the spaces H0,H1, . . . as subspaces of F ,
implying the embedding:
ψ(n) ∈ Hn 7→ {ψ(m)}m∈N0 , where ψ(m) = 0 , ∀ n 6= m . (1.5)
Furthermore, these subspaces are obviously pairwise orthogonal, and hence it makes sense
to write F as an infinite, orthogonal sum
F =
∞⊕
n=0
Hn . (1.6)
We introduce the subspace of finite vectors
F :=
{
ψ ∈ F ∣∣ ψ(n) = 0 ∀ n > n0, for some n0 ∈ N} . (1.7)
Definition 1.1. For any densly defined, selfadjoint operator A in H1, we define a sym-
metric operator G in F , by setting
GHn := dGn(A) , ∀ n ∈ N0 , (1.8)
and extending it by linearity to the dense domain
D :=
{
ψ ∈ F ∣∣ ψ(n) ∈ D(dGn(A)) ∀ n ∈ N0} . (1.9)
The operator dG(A), obtained from G by closing it in the graph norm, is called the second
quantization of A.
Theorem 1.2. The operator dG(A) is selfadjoint and D is a core of A.
Proof: By Nelson’s analytic vectors theorem (see, e. g., [26]) it suffices to show that D
contains a total set of analytic vectors. We point out that A, being selfadjoint, automati-
cally possesses such a set CA of analytic vectors. Correspondingly, we consider the family
of vectors
C := {ψ | ψ = ϕ1 ⊗ · · · ⊗ ϕn ∈ Hn, for some n ∈ N and ϕ1, . . . , ϕn ∈ CA } . (1.10)
(Recall the embedding given in relation (1.5).) Obviously, the family C is total and is
contained in the domain of (GD)
k, for any k ∈ N. For any ψ ∈ C with ψ = ψ(n) =
1.1. SECOND QUANTIZATION 13
ϕ1 ⊗ · · · ⊗ ϕn, we have
∞∑
k=0
1
k!
∥∥∥Gkψ ∥∥∥
F
=
∞∑
k=0
1
k!
∥∥∥dGn(A)kϕ1 ⊗ · · · ⊗ ϕn ∥∥∥Hn
≤
∞∑
k=0
1
k!
∑
j1+···+jn=k
k!
j1! · · · jn!
∥∥Aj1ϕ1 ∥∥H1 · · · ∥∥Aj1ϕn ∥∥H1
=
 ∞∑
j=0
1
j!
∥∥Ajϕ1 ∥∥H1
 · · ·
 ∞∑
j=0
1
j!
∥∥Ajϕn ∥∥H1
 . (1.11)
Since ϕ1, . . . , ϕn are analytic vectors of A, it follows that the right hand side is finite.
Hence, we have found a total family C of analytic vectors of G and have thereby proved
the theorem.
In particular the operator given by n := dG(1) is selfadjoint (and nonnegative). We shall
call n the particle number operator. As can easily be verified, n can be reexpressed by
nψ =
{
n · ψ(n)
}
n∈N0
, where D(n) =
{
ψ ∈ F
∣∣∣∣ ∞∑
n=0
n2
∥∥∥ψ(n) ∥∥∥2 <∞} . (1.12)
Another way of assigning operators in Fock space to one-particle operators in H1 is given
by the definition:
Gn(U) := U ⊗ · · · ⊗ U︸ ︷︷ ︸
n-factors
, for any operator U : H1 →H1 . (1.13)
This defines an operator on F by linearity. If only ‖U ‖ ≤ 1, this operator is bounded and
thus extends to a unique bounded operator defined on the whole of F . In particular, the
functor G maps unitary operators to unitary operators. Given a one-particle observable
A, we have
G
(
eiA
)
= ei dG(A) . (1.14)
If, in turn, we are given some complete orthonormal system {fj}j∈J in H1 and an orthog-
onal projection PJ ′ in H1 onto the span of {fj}j∈J ′ for some J ′ ⊆ J , it follows that G(PJ ′)
is itself an orthogonal projection in F and
G(PJ ′)fj1 ⊗ · · · ⊗ fjN =
{
fj1 ⊗ · · · ⊗ fjN if j1, . . . , jN ∈ J ′
0 else
, (1.15)
for all j1, . . . , jN ∈ J .
The objects we introduce next serve exclusively the purpose of defining their bosonic and
fermionic counterparts. The following relations define, again by linearity, operators from
Hn to Hn−1 and Hn+1, respectively:
a◦(f)ψ1 ⊗ · · · ⊗ ψn :=
√
n 〈f |ψ1 〉 · ψ2 ⊗ · · · ⊗ ψn , (1.16)
a∗◦(f)ψ1 ⊗ · · · ⊗ ψn :=
√
n+ 1 · f ⊗ ψ1 ⊗ · · · ⊗ ψn , (1.17)
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for any n ∈ N, f ∈ H1 and all ψ1, · · · , ψn ∈ H1. Furthermore, we set
a◦(f)Ω := 0 and a∗◦(f)Ω := f . (1.18)
Obviously, a◦(·) and a∗◦(·) can be viewed as densly defined operators in F , which we shall
call free particle annihilation operator and free particle creation operator, respectively. By
the following theorem, these can be defined as closed operators on the domain
D(aτ◦(f)) := D(√n) for τ ∈ {∅, ∗} and f ∈ H1 . (1.19)
Theorem 1.3. For any n ∈ N0, the restrictions of a◦(f) and a∗◦(f) to the n-particle space
are bounded, for any f ∈ H1, and fulfill the following relations:
‖ a◦(f)Hn ‖ =
√
n · ‖ f ‖ and ‖ a∗◦(f)Hn ‖ =
√
n+ 1 · ‖ f ‖ . (1.20)
Proof: Let {ϕj}j∈J be an orthonormal set of vectors in H1. For arbitrary n ∈ N, let
ψ ∈ Hn be given by
ψ =
∑
j1,...,jn∈J
cj1,...,jnϕj1 ⊗ · · · ⊗ ϕjn and
∑
j1,...,jn∈J
| cj1,...,jn |2 = 1 . (1.21)
This last condition is equivalent to ‖ψ ‖ = 1. We now compute
‖ a◦(f)ψ ‖2 = n
∥∥∥∥ ∑
j1,...,jn∈J
cj1,...,jn 〈f |ϕj1 〉 ϕ2 ⊗ · · · ⊗ ϕjn
∥∥∥∥2
= n
∑
j2,...,jn∈J
∣∣∣∣∑
j1∈J
cj1,...,jn 〈f |ϕj1 〉
∣∣∣∣2
≤ n ‖ f ‖2
∑
j1,...,jn∈J
| cj1,...,jn |2 = n ‖ f ‖2 . (1.22)
The optimality of this inequality follows from the observation that, for all normalized
vectors ϕ1, . . . , ϕn ∈ H1,
‖ a◦(ϕ)ϕ1 ⊗ · · · ⊗ ϕn ‖ =
√
n . (1.23)
The proof of the second claim is completely analogous.
For any f ∈ H1, the following adjointness relation holds:
〈a◦(f)ψ |φ〉F = 〈ψ | a∗◦(f)φ〉F , ∀ ψ, φ ∈ D(
√
n) (1.24)
Proof: Since a◦(f) is closed and by the linearity properties of the scalar product, it suffices
to prove relation (1.24) in the case
ψ = ψ1 ⊗ · · · ⊗ ψn+1 ∈ Hn+1 and φ = φ1 ⊗ · · · ⊗ φn ∈ Hn , (1.25)
for arbitrary ψ1, . . . , ψn+1, φ1, . . . , φn ∈ H1. In this case, we have
〈a◦(f)ψ |φ〉Hn =
√
n 〈ψ1 | f 〉H1 · 〈ψ2 ⊗ · · · ⊗ ψn+1 |φ1 ⊗ · · · ⊗ φn 〉Hn
=
√
n 〈ψ1 ⊗ · · · ⊗ ψn+1 | f ⊗ φ1 ⊗ · · · ⊗ φn 〉Hn+1
= 〈ψ | a∗◦(f)φ〉Hn+1 . (1.26)
This also shows that the algebra generated by the particle annihilation and particle cre-
ation operators is a ∗-algebra.
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1.1.2 Bosonic Many-Particle Systems, CCR and Weyl Algebra
In this section we construct the boson Fock space as the totally symmetric subspace of
the free Fock space we just defined, by introducing the corresponding projection in the
following way: By linearity we define an operator S+ on F ⊆ F , by
S+ψ1 ⊗ · · · ⊗ ψn := 1
n!
∑
pi∈Sn
ψpi(1) ⊗ · · · ⊗ ψpi(n) , ∀ ψ1, . . . , ψn ∈ H1 . (1.27)
This operator is symmetric, bounded and idempotent and thus completely determines a
selfadjoint projection S+ : F → F . With the aid of this projection we now define the
boson Fock space F+, its subspace of finite vectors F+ and also its n-particle subspaces
Hn+ by
F+ := S+F , F+ := S+F , Hn+ := S+Hn . (1.28)
For any f ∈ H1, we introduce the boson particle annihilation operator and the boson
particle creation operator by
a(f) := S+a◦(f)S+ and a∗(f) := S+a∗◦(f)S+ . (1.29)
The domain of these operators, seen as operators in F+, is obviously given by S+D(
√
n).
Furthermore, F+ is an invariant subspace of both. This last fact guarantees that any
polynomial of such operators is at least defined on F+. Moreover, they obey, for all f, g ∈
H1, the following canonical commutation relations (CCR):
[a(f), a∗(g)]F+= 〈f | g 〉 · 1F+ , [a(f), a(g)]F+= [a∗(f), a∗(g)]F+= 0F+ , (1.30)
with [A,B] := AB −BA for any two operators A and B in F+.
Proof: It suffices to prove the commutation relations on elements of the form
ψ = S+ψ1 ⊗ · · · ⊗ ψn ∈ Hn+ , (1.31)
for some ψ1, . . . , ψn ∈ H1. First, let us observe that we have, for any f ∈ H1 and any such
ψ,
a∗(f)S+ψ1 ⊗ · · · ⊗ ψn =
√
n+ 1S+f ⊗ ψ1 ⊗ · · · ⊗ ψn (1.32a)
a(f)S+ψ1 ⊗ · · · ⊗ ψn = 1√
n
n∑
j=1
〈f |ψj 〉 S+ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn . (1.32b)
By the notation ψ̂j we indicate that the corresponding factor ψj is absent in the above
tensor product. With the help of these two relations we obtain, for all f, g ∈ H1, on the
one hand
a(f)a∗(g)S+ψ1 ⊗ · · · ⊗ ψn =
√
n+ 1 · a(f)S+g ⊗ ψ1 ⊗ · · · ⊗ ψn
= 〈f | g 〉 S+ψ1 ⊗ · · · ⊗ ψn +
n∑
j=1
〈f |ψj 〉 S+g ⊗ ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn
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and on the other hand
a∗(g)a(f)S+ψ1 ⊗ · · · ⊗ ψn = 1√
n
n∑
j=1
〈f |ψj 〉 a∗(g)S+ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn
=
n∑
j=1
〈f |ψj 〉 S+g ⊗ ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn . (1.33)
This proves the first of the three commutation relations claimed. The second and third
relation are obvious.
The algebra Accr(H1) of polynomials in the operators {a(f)}f∈H1 and {a∗(f)}f∈H1 is
called the CCR Algebra over H1. Due to the adjointness relation (1.24) we have for all
f ∈ H1
a∗(f) ⊆ (a(f))∗ and a(f) ⊆ (a∗(f))∗ . (1.34)
In view of relation (1.23) and because of the fact that the n-fold tensor product of any
normalized ϕ ∈ H1 with itself is an element of Hn+ ⊆ F+, we deduce that the operators
a(f) and a∗(f) are unbounded in any nontrivial case. Therefore, they do generally not
define a C∗-algebra. However, it can be shown that(
a(f)
)∗
= a∗(f) and
(
a∗(f)
)∗
= a(f) , ∀ f ∈ H1 . (1.35)
We remind the reader that a∗(f) and a(f) are both defined on S+D(
√
n), for all f ∈ H1.
The technical difficulties coming along with the unboundedness of the boson particle an-
nihilation and creation operators can partly be overcome with the introduction of the
Weyl Operators. In order to proceed along these lines, we first introduce the boson field,
denoted by Φ(·) and defined by
Φ(f) := 1√
2
(
a(f) + a∗(f)
)
, ∀ f ∈ H1 . (1.36)
The question of well-definedness and the properties of these objects are addressed in the
following theorem.
Theorem 1.4.
1. The operator a(f) + a∗(f) is essentially selfadjoint on D(√n), for any f ∈ H1.
2. The span of {Φ(f1) · · ·Φ(fn)Ω | f1, . . . , fn ∈ H1, n ∈ N0} is a dense subset of F+.
3. For any f, g ∈ H1 the following commutation relation1 holds true:
[Φ(f),Φ(g)]F+= i Im 〈f | g 〉 1F+ (1.37)
Proof: (1): Since the operator A := a(f) + a∗(f) is defined on the dense set F+ and is
symmetric, it is also closable. As in the proof of Theorem 1.2, it therefore suffices to show
1It can be shown that this identity also holds on D(√n)
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that there exists a total set of analytic vectors for A. As we have already pointed out, for
any m ∈ N, we have F+ ⊆ D(Am). It is thus also true, that
‖Amψ ‖ ≤
∑
τ1,...,τm∈{∅,∗}
‖ aτ1(f) · · · aτm(f)ψ ‖ ≤ 2m
√
(m+ n+ 1)! ‖ψ ‖ ‖ f ‖m , (1.38)
for any n ∈ N0 and all ψ ∈ Hn+. The symbol ∅ is used to represent ‘the absence of a star’,
namely we denote a∅(f) = a(f). In the last estimate above, we have used
‖ aτ (f)ψ ‖ ≤ √1 + n ‖ψ ‖ ‖ f ‖ , ∀ τ ∈ {∅, ∗} , (1.39)
being a consequence of Theorem 1.3. We have therefore shown that, for sufficiently small
t > 0,
∞∑
m=0
1
m!
‖ (tA)mψ ‖ ≤ ‖ψ ‖
∞∑
m=0
√
(n+m+ 1)!
m!
‖ 2f ‖m tm < ∞ . (1.40)
Stirling’s formula can be used to show that the coefficients
√
(n+m+1)!
m! are bounded.
(2): Note that the span of the fields appearing in the claim is equal to the span of{
a∗(f1) · · · a∗(fn)Ω | f1, . . . , fn ∈ H1, n ∈ N0
}
(1.41)
and that by relation (1.32a) it holds
a∗(f1) · · · a∗(fn)Ω =
√
n! · S+f1 ⊗ · · · ⊗ fn . (1.42)
for all n ∈ N and f1, . . . , fn ∈ H1.
(3): To prove the third claim use the CCR.
We now introduce the Weyl Algebra. We define
W (f) := exp
(
iΦ(f)
)
, ∀ f ∈ H1 , (1.43)
the right hand side of this relation being given by the spectral theorem. The clo-
sure in the operator norm of the algebra generated by {W (f)}f∈H1 is called the Weyl
Algebra over H1, denoted in shorthand notation by W (H1). In fact W (H1) coincides
with the C∗-algebra B(H1). The boson fields obey the following simple transformation
rule under the action of Weyl operators:
Theorem 1.5. The domain of Φ(g) is, for any g ∈ H1, invariant under the action of
W (f), for arbitrary f ∈ H1. Furthermore, we have
W (f)Φ(g)W (f)∗ = Φ(g)− Im 〈f | g 〉 · 1 . (1.44)
Proof: For any ψ ∈ F+ and arbitrary K ∈ N, we obtain from (1.37) the relation
Φ(g)
K∑
k=0
(−i)k
k!
Φ(f)kψ =
{
K∑
k=0
(−i)k
k!
Φ(f)kΦ(g)−
K−1∑
k=0
(−i)k
k!
Φ(f)k Im 〈f | g 〉
}
ψ . (1.45)
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By the fact that both ψ and Φ(g)ψ are analytic vectors of Φ(f) and because Φ(g) is closed,
we deduce, for any ψ ∈ F+:
Φ(g)W (f)∗ψ = W (f)∗
{
Φ(g)− Im 〈f | g 〉 }ψ . (1.46)
The equality of the Weyl operator with its power-series on the analytic vector ψ readily
follows from Stone’s theorem. It remains to prove that this relation also holds for arbitrary
ψ˜ ∈ D(Φ(g)). We remark that the last equality implies∥∥Φ(g)W (f)∗(ψ − ψ′)∥∥
≤ ∥∥Φ(g)(ψ − ψ′)∥∥ + | Im 〈f | g 〉 | ∥∥ψ − ψ′ ∥∥ , ∀ ψ,ψ′ ∈ F+ . (1.47)
Since D(Φ(g)) is the closure of F+ in the graph norm of Φ(g), for any ψ˜ ∈ D(Φ(g)) there
exists a sequence {ψn}n∈N of finite vectors with the following convergence properties:
ψn
n→∞−−−−−→ ψ˜ and Φ(g)ψn n→∞−−−−−→ Φ(g)ψ˜ . (1.48)
From the above estimate, we see that Φ(g)W (f)∗ψn converges. Hence ψn → ψ˜ converges in
the graph norm of Φ(g)W (f)∗ and by the closedness of Φ(g) we have W (f)∗ψ ∈ D(Φ(g))
and relation (1.46) holds also for arbitrary ψ˜ ∈ D(Φ(g)).
Theorem 1.6. The following concatenation relation holds true, for any two elements f
and g of the one-particle space H1:
W (f)W (g) = e−
i
2
Im〈f | g 〉W (f + g) . (1.49)
Proof: By Theorem 1.5 the domains of all fields are invariant under the action of any Weyl
operator. Moreover F+ is contained in the domain of any field and relation (1.46) holds.
This implies, for all ψ ∈ F+, f, g ∈ H1 and t in R:
d
dt
W (tf)W (tg)W
(
t(f + g)
)∗
ψ = W (tf) [iΦ(f),W (tg)]W
(
t(f + g)
)∗
ψ
= −it Im 〈f | g 〉W (tf)W (tg)W (t(f + g))∗ψ . (1.50)
Since all Weyl operators are unimodular, the claim follows.
1.1.3 The Self-Dual CCR Algebra
The self-dual CCR Algebra was originally introduced by Araki [2, 3]. It is defined over
a linear vector space, which is actually a Krein space. We summarize the fundamental
notions of linear operators in Krein spaces in Appendix A.
We consider the linear space K given by column vectors with two entries from H1, i. e.,
K :=
{(
f+
f−
) ∣∣∣ f± ∈ H1} , (1.51)
where we agree to define the sum of two vectors and the exterior product in the standard
way. For any f ∈ K, we denote the first entry by f+, the second entry by f−, thus defining
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the projections f 7→ f± from K into H1. Together with the inner product [· | · ] on K given
by
[f | g ] := 〈f+ ∣∣ g+ 〉H1 − 〈f− ∣∣ g− 〉H1 , ∀ f, g ∈ K , (1.52)
this space is a Krein space, admitting the following fundamental decomposition, in the
sense of Definition A.2,
K = K+[+]K− (1.53a)
with
K+ :=
{(
f
0
) ∣∣∣ f ∈ H1} and K− := {( 0f
) ∣∣∣ f ∈ H1} . (1.53b)
Here we have denoted by 〈· | · 〉H1 the scalar product on the Hilbert space H1. From now
on, we shall drop the subscript H1, whenever it is clear from the context which scalar
product is meant.
Additionally we assume that we are given a conjugation τ : K → K defined in the following
way: Suppose that H1 is equipped with an antiunitary involution
( · ) : H1 →H1, f 7→ f¯ , (1.54)
satisfying 〈
f¯ | g¯ 〉 = 〈f | g 〉 = 〈g | f 〉 , ∀ f, g ∈ H1 . (1.55)
If, for example, H1 is an L2 space of complex-valued functions, such a conjugation on H1
could then given by pointwise conjugation in the sense of complex numbers of the elements
of H1. We then define the conjugation τ : K → K by
τ
(
f+
f−
)
:=
(
f¯−
f¯+
)
, ∀ f =
(
f+
f−
)
∈ K . (1.56)
For any fundamental decomposition K = K˜+[+] K˜− (see Definition A.2), possibly different
from (1.53), we now introduce the notion of self-duality. We say such a decomposition is
self-dual if it satisfies
τK˜± = K˜∓ . (1.57)
It is obvious that the fundamental decomposition (1.53) is self-dual. The conjugation τ
satisfies the following compatibility condition with respect to the inner product
[τf | τg ] = − [g | f ] , ∀ f, g ∈ K . (1.58)
For any f ∈ K, we single out two elements B(f) and B∗(f) of the CCR Algebra, by setting
B(f) := a∗(f+) + a(f¯−) and B∗(f) := a(f+) + a∗(f¯−) . (1.59)
Obviously, we have chosen these two algebra elements to be adjoint to each others and we
have
B∗(f) =
(
B(f)
)∗
= B(τf) , ∀ f ∈ K . (1.60)
The relevance of the concepts we introduce above is now becoming clear. The Krein space
K is to be interpreted as a particle-hole space and the fundamental decomposition (1.53)
corresponds to a certain kind of quasi-particles. The conjugation τ is to be viewed as a
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particle-hole duality. Due to the assumption of self-duality, all fundamental decompositions
admit such an interpretation.
The linear functionals B(·), with values in the CCR Algebra, allow us to treat particle
annihilation and particle creation operators on an equal footing and thus to rewrite the
CCR in a very condensed form:
[B∗(f), B(g)]F+ = [f | g ] 1F+ , ∀ f, g ∈ K . (1.61)
Even though the ∗-algebra generated by the functionals B(·) is no other algebra than the
CCR Algebra, it is in this context common to term it the self-dual CCR Algebra over H1.
Independently of any fundamental decomposition and depending only on the choice of τ ,
there is one particular real subspace of K, given by
KR := {f ∈ K | τf = f} =
{(
f
f¯
) ∣∣∣ f ∈ H1} . (1.62)
Evidently there is a 1:1-correspondence between KR andH1 and we can therefore associate
to each element of H1 a unique element of KR and vice-versa, by the following map ρ
ρ : H1 → KR , with ρ(g) := 1√
2
(
g
g¯
)
. (1.63)
It is, however, important to keep in mind that ρ is not complex linear.
In accordance with the interpretation of K as a particle-hole space, we may understand
homogeneous Bogoliubov transformations (see Chapter 2) of the CCR Algebra as operators
w : K → K obeying the following restrictions:
w[∗]w = ww[∗] = 1 and τwτ = w . (1.64)
The operator w[∗], defined in Appendix A, is the adjoint of w with respect to the inner
product [· | · ]. We give a short review of the concept of Bogoliubov transformations in
Chapter 2. The first of the two restrictions means just that w is a unitary operator with
respect to the inner product [· | · ] and thus ensures that the commutation relation (1.61)
remain invariant under w. The second restriction means that particles and holes should
transform in a dual way. It is thus clear that, w being any homogeneous Bogoliubov
transformation, the subspaces K˜+, K˜− ⊆ K, given by K˜± := wK±, are Hilbert spaces with
respect to the scalar products ±[· | · ]K˜± . It also follows that the decomposition
K = K˜+[+] K˜− (1.65)
is again a self-dual fundamental decomposition. We prove this statements in Theorem A.4.
Conversely, if we are given a fundamental decomposition (1.65) then the subspaces K˜±
and K± are unitarily equivalent (as Hilbert spaces, of course), see Section I in [22]. Now,
if w+ : K+ → K˜+ is unitary in the Hilbert space sense, so is w− := τw+τ and
wf := w+f+ + w−f− , ∀ f ∈ K (1.66)
defines a homogeneous Bogoliubov transformation w. Here, we have used the following
notation
f+ :=
(
f+
0
)
and f− :=
(
0
f−
)
, ∀ f =
(
f+
f−
)
. (1.67)
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For a proof of this fact, we just remark that, for any f ∈ K, we have:
wτf = w+(τf)+ + w−(τf)− = w+τf− + w−τf+ = τw−f− + τw+f+ = τwf , (1.68)
proving τwτ = w. The unitarity of w also follows easily. The homogeneous Bogoliubov
transformation w we have thus constructed, maps the decomposition subspaces K± and
K˜± onto each other. It is of course unique up to the choice of w+, only.
1.1.4 Fermion Many-Particle Systems, CAR Algebra
Along the same lines as in Subsection 1.1.2, we now proceed to construct the fermion
Fock space. To this end, we introduce the projection S− onto the totally anti-symmetric
subspace of F by setting
S−ψ1 ⊗ · · · ⊗ ψn := 1
n!
∑
pi∈Sn
sign(pi)ψpi(1) ⊗ · · · ⊗ ψpi(n) , ∀ ψ1, . . . , ψn ∈ H1 . (1.69)
Just as in the boson case, this defines an orthogonal projection in F by linearity and by
the fact that S− is bounded on the finite vectors. We define the fermion Fock space, its
subspace of finite vectors F− and its n-particle subspaces by:
F− := S−F , F− := S−F , Hn− := S−Hn . (1.70)
For any f ∈ H1, we introduce the fermion particle annihilation operators and fermion
particle creation operators:
a(f) := S−a◦(f)S− and a∗(f) := S−a∗◦(f)S− . (1.71)
Again, F− is an invariant subspace of these operators. (We shall later see that these
operators extend to F−.) In contrast to the boson case they obey, for all f, g ∈ H1, the
following canonical anti-commutation relations (CAR):
{a(f), a∗(g)} = 〈f | g 〉 · 1 , {a(f), a(g)} = {a∗(f), a∗(g)} = 0 , (1.72)
where {A,B} := AB +BA, for any two operators A and B in F−.
Proof: We prove relations (1.72) on finite vectors, only. We shall later see that they extend
to the whole of F−. By linearity, it suffices to show the anti-commutation relations on
elements of the form
ψ = S−ψ1 ⊗ · · · ⊗ ψn ∈ Hn− . (1.73)
First, we remark that, for all such ψ and all f ∈ H1, we have:
a∗(f)S−ψ1 ⊗ · · · ⊗ ψn =
√
n+ 1 · S−f ⊗ ψ1 ⊗ · · · ⊗ ψn ,
a(f)S−ψ1 ⊗ · · · ⊗ ψn = 1√
n!
n∑
j=1
(−1)j+1 〈f |ψj 〉 S−ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · ⊗ ψn .
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Again, we indicate by ψ̂j that the corresponding factor is absent in the above tensor
product. With the aid of these relations we obtain, for all f, g ∈ H1, on the one hand
a(f)a∗(g)S−ψ1 ⊗ · · · ⊗ ψn =
√
n+ 1 · a(f)S−g ⊗ ψ1 ⊗ · · · ⊗ ψn
= 〈f | g 〉 S−ψ1 ⊗ · · · ⊗ ψn +
n∑
j=1
(−1)j 〈f |ψj 〉 S−g ⊗ ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn (1.74)
and, on the other hand,
a∗(g)a(f)S−ψ1 ⊗ · · · ⊗ ψn =
√
n ·
n∑
j=1
(−1)j+1 〈f |ψj 〉 a∗(g)S−ψ1 ⊗ · · · ⊗ ψ̂j ⊗ · · · ⊗ ψn
= −
n∑
j=1
(−1)j 〈f |ψj 〉 S−g ⊗ ψ1 ⊗ · · · c⊗ ψ̂j ⊗ · · · ⊗ ψn .
(1.75)
This proves the first of the three relations claimed. The second and the third of the relations
are easily proved.
In contrast to the fermion case, it turns out that the fermion particle annihilation and
creation operators are in fact bounded operators. Namely, we have by the adjointness
relation (1.24), for all normalized ψ ∈ F− and arbitrary f ∈ H1:
‖ a(f)ψ ‖2 = 〈ψ | a∗(f)a(f)ψ 〉 = 〈ψ ∣∣ (1− a(f)a∗(f))ψ 〉 = 1− ‖ a∗(f)ψ ‖ ≤ 1 . (1.76)
An analogous estimate shows that a∗(f) is also bounded. We shall from now on consider
a∗(f) and a(f) as elements in B(F−), for all f ∈ H1. The algebra of polynomials in fermion
particle creation an annihilation operators is thus a normed ∗-algebra, which by canonical
completion gives rise to a C∗-algebra. This algebra is called the CAR Algebra. Also, the
boundedness of a(·) and a∗(·) is the reason, why the anti-commutation relations (1.72)
hold on the whole of F−. Furthermore, it follows from the adjointness relation (1.24) that
a∗(f) =
(
a(f)
)∗
and
(
a∗(f)
)∗
= a(f) , ∀ f ∈ H1. (1.77)
1.1.5 The Self-Dual CAR Algebra
Quite analogously to the boson case, we now formulate the CAR Algebra in a self-dual
fashion. In this case, however, the particle-hole space turns out to be itself a Hilbert space
and is thus much easier to handle.
We consider the linear space L given by column vectors with two entries taken from H1,
i. e.,
L :=
{(
f+
f−
) ∣∣∣ f± ∈ H1} , (1.78)
where we agree to define the sum of two vectors and the exterior product in the standard
way. For any f ∈ L, we denote the first entry by f+ and the second entry by f−, thus
defining the projections f 7→ f± from L into H1. Together with the scalar product
〈f | g 〉L :=
〈
f+
∣∣ g+ 〉H1 + 〈f− ∣∣ g− 〉H1 , ∀ f, g ∈ L , (1.79)
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the space L is a Hilbert space. Whenever it is clear from the context which scalar product
is meant, we shall drop the indices L and H1 from the symbols 〈· | · 〉.
Obviously, L admits the decomposition into a direct orthogonal sum
L = L+⊕L− , L+ :=
{(
f
0
) ∣∣∣ f ∈ H1} , L− := {( 0f
) ∣∣∣ f ∈ H1} . (1.80)
Let a conjugation τ : L → L be defined as in Subsection 1.1.3 in terms of a conjugation
f 7→ f¯ in H1, which is assumed to be compatible with the scalar product according to
(1.55). Then τ acts on L by
τ
(
f+
f−
)
:=
(
f¯−
f¯+
)
, ∀ f ∈ L . (1.81)
The conjugation τ is itself compatible with the scalar product on L, i. e., it has the property
〈τf | τg 〉 = 〈f | g 〉 = 〈g | f 〉 , ∀ f, g ∈ L . (1.82)
Any decomposition of L into an orthogonal direct sum of two subspaces L = L˜+ ⊕ L˜− is
called self-dual, if it satisfies
τ L˜± = L˜∓ . (1.83)
Note that it is implied that the two components of a self-dual decomposition are unitarily
equivalent. Obviously, decomposition (1.80) is self-dual.
For any f ∈ L, let us single out two elements of the CAR Algebra by defining:
B(f) := a∗(f+) + a(f¯−) , B∗(f) := a∗(f¯−) + a(f+) . (1.84)
Obviously the algebra elements B(f) and B∗(f) are chosen to be adjoint to each other
and we have
B∗(f) =
(
B(f)
)∗
= B(τf) , ∀ f ∈ L . (1.85)
The interpretation of the objects introduced in this subsection is completely analogous to
the boson case.
The linear functionals B(·) allow us to treat the particle annihilation and particle creation
operators on an equal footing. We can thus rewrite the CAR in the following condensed
form:
{B∗(f), B(g)} = 〈f | g 〉 · 1 , ∀ f, g ∈ L . (1.86)
Even though the C∗-algebra obtained by taking the closure in the operator norm of the
algebra generated by the operator-valued functional B(·) is no other algebra than the CAR
Algebra, it is in this context common to term it the self-dual CAR Algebra over H1.
Again, there is a distinguished real subspace in L, given by those elements which are real
with respect to the conjugation τ , namely
LR := {f ∈ L | τf = f} =
{(
f
f¯
) ∣∣∣ f ∈ H1} . (1.87)
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To each element in LR we may assign an element in H1 and vice-versa as in (1.63). Note
again, that this correspondence is bijective but not an isomorphism, because it is not
complex-linear.
According to the interpretation of L as particle-hole space, we may view homogeneous
Bogoliubov transformations (see Chapter 2) of the CAR Algebra as unitary operators in
L obeying the additional condition τwτ = w. The unitarity of w guarantees that the anti-
commutation relations (1.86) are left invariant, while the second condition means that
particles and holes are to be transformed in a manner dual to each other. Furthermore, it
is clear that if w is a homogeneous Bogoliubov transformation, then
L = L˜+ ⊕ L˜− (1.88)
with L˜± := wL±, is again a self-dual decomposition. Conversely, if we are given a self-
dual decomposition (1.88), then the subspaces L˜± and L± are unitarily equivalent. Now
suppose w+ : L+ → L˜+ is a unitary mapping, then w− := τw+τ is also unitary and
wf := w+f+ + w−f− , ∀ f ∈ L (1.89)
defines a homogeneous Bogoliubov transformation w mapping the components of the two
decompositions onto each other. The notation f± is defined as in the boson case (see
Subsection 1.1.3). Obviously w is unique up to the choice of w+, only.
1.2 States and Truncated Functionals
The fundamental object of quantum statistics is the algebra of observables. In the fermion
case, this is a sub-algebra of the CAR Algebra, while in the boson case it is indirectly
coded in the Weyl Algebra.
1.2.1 Bosonic States
We remind the reader that W (H1) is the closure of the algebra generated by the Weyl
operators. It coincides with B(H1).
Definition 1.7. A continuous2 functional ω : W (H1) → C is called a state, if it is
positive and normalized, i. e., if
ω(w∗w) ≥ 0 and ω(1) = 1 , (1.90)
for all w ∈ W (H1).
Another set of states is given by the so-called analytic states. They can be treated analo-
gously to the states of the CAR Algebra.
2In fact, continuity is implied by positivity and the C∗-properties of the algebra. We could thus do
without this additional assumption.
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Definition 1.8. A state ω on the Weyl Algebra is called an analytic state, if the mapping
t ∈ R 7→ ω(W (tf)) (1.91)
is analytic in an open strip around the real axis, for any f ∈ H1.
As shown in [13], it suffices to demand analyticity in some neighborhood of zero, thus
simplifying the above definition. This concept of analyticity is tailor-made to admit the
following truncation of a state, which is central to HFB-Theory:
ω(t)
(
W (tf)
)
:=
∞∑
k=0
tk
k!
dk
dsk
log ω
(
W (sf)
)∣∣∣
s=0
, (1.92)
for any t in a neighborhood uf ⊆ C of zero. (Since ω is continuous, there always exists
a neighborhood uf , such that Reω
(
W (tf)
)
> 12 , for all t ∈ uf . This is all we need to
make sense of the above definition.) Equivalently, we could define ω (t) by demanding: In
any finite dimensional subspace V ⊆ H1
ω(t)
(
W (f)
)
= log ω
(
W (f)
)
(1.93)
holds, for all f in some neighborhood U ⊆ V of zero.
Analyticity of a state ω also allows us to define the expectation values of all polynomials
of boson fields in that state in the following fashion:
ω
(
Φ(f1) · · ·Φ(fn)
)
:= (−i)n d
dt1
· · · d
dtn
ω
(
W (t1f1) · · ·W (tnfn)
)∣∣∣
t1,...,tn=0
. (1.94)
The well-definedness and particularly the consistency with the commutation relations
(1.37) follow from the concatenation rule (1.49) of Weyl operators. By linear extension to
the complex plane, it is also possible to give meaning to expectation values of the form
ω
(
aτ1(f1) · · · aτn(fn)
)
, ∀ τ1, . . . , τn ∈ {∅, ∗} , f1, . . . , fn ∈ H1 . (1.95)
We now proceed to define the hierarchy of truncated functionals associated to any analytic
state ω. We define
ω(t)(f1, . . . , fn) := (−i)n d
dt1
· · · d
dtn
log ω
(
W (t1f1) · · ·W (tnfn)
)∣∣∣
t1,...,tn=0
, (1.96)
for any f1, . . . , fn ∈ H1. Note that we have, by (1.93) and (1.49):
ω(t)(f, . . . , f︸ ︷︷ ︸
n entries
) = (−i)n d
n
dtn
ω(t)
(
W (tf)
)∣∣∣
t=0
, ∀ f ∈ H1 . (1.97)
The set of all functionals
f1, . . . , fn 7→ ω(t)(f1, . . . , fn) , ∀ n ∈ N, f1, . . . , fn ∈ H1 , (1.98)
linear in each entry, is called the hierarchy of truncated functionals associated to the state
ω. For any such hierarchy, we have, by (1.49), the commutation relation
ω(t)(f, g)− ω(t)(g, f) = − d
dt
d
ds
(
log
ω
(
W (tf)W (sg)
)
ω
(
W (sg)W (tf)
)) ∣∣∣
s=t=0
(1.99)
= − d
dt
d
ds
(− its Im 〈f | g 〉 )∣∣
s=t=0
= i Im 〈f | g 〉 ,
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for all f, g ∈ H1.
The assumption of analyticity in Definition 1.8 entails that any analytic state ω is com-
pletely determined if we specify all the values of either
ω
(
Φ(f1) · · ·Φ(fn)
)
or ω(t)(f1, . . . , fn) , (1.100)
for all n ∈ N and all f1, . . . , fn ∈ H1.
In the next theorem we would like to see, how these two hierarchies of functionals are
related to each other. Before doing so, we need to introduce the notion of the partition of
a set. Let a finite set M be given and denote by P a set of nonempty, pairwise disjoint
subsets p(1), . . . , p(k) of M , called cells. We shall call P a partition of M if
M = p(1) ∪˙ · · · ∪˙ p(k) . (1.101)
The elements of any p, itself an element of a partition P of M , are denoted by p1, p2, . . . .
All the partitions P of M together form a set denoted by P(M). If M is of the form
M = {1, . . . , n}, for a suitable n, we shall denote this set also by Pn.
Theorem 1.9. If a state ω is analytic, the hierarchy of truncated functionals ω (t) satisfies
ω
(
Φ(f1) · · ·Φ(fn)
)
=
∑
P ∈ Pn
∏
p∈P
ω(t)(fp1 , fp2 , . . . ) , (1.102)
for all f1, . . . , fn ∈ H1. Here, we have additionally assumed that the mappings j 7→ pj are
strictly increasing for all cells p.
Before we prove this theorem (see p. 27), let us remark that (1.102) is often used to define
the hierarchy of truncated functionals. In particular, we can recursively solve (1.102) to
find:
ω(t)(f1) = ω
(
Φ(f1)
)
,
ω(t)(f1, f2) = ω
(
Φ(f1)Φ(f2)
)− ω(Φ(f1))ω(Φ(f2)) ,
ω(t)(f1, f2, f3) = ω
(
Φ(f1)Φ(f2)Φ(f3)
)− ω(Φ(f1))ω(Φ(f2)Φ(f3))
− ω(Φ(f2))ω(Φ(f1)Φ(f3))− ω(Φ(f3))ω(Φ(f1)Φ(f2))
+ 2ω
(
Φ(f1)
)
ω
(
Φ(f2)
)
ω
(
Φ(f3)
)
and
ω(t)(f1, f2, f3, f4) = ω
(
Φ(f1)Φ(f2)Φ(f3)Φ(f4)
)− ω(Φ(f1))ω(Φ(f2)Φ(f3)Φ(f4))
− ω(Φ(f2))ω(Φ(f1)Φ(f3)Φ(f4))− ω(Φ(f3))ω(Φ(f1)Φ(f2)Φ(f4))
− ω(Φ(f4))ω(Φ(f1)Φ(f2)Φ(f3))− ω(Φ(f1)Φ(f2))ω(Φ(f3)Φ(f4))
− ω(Φ(f1)Φ(f3))ω(Φ(f2)Φ(f4))− ω(Φ(f1)Φ(f4))ω(Φ(f2)Φ(f3))
+ 2ω
(
Φ(f1)
)
ω
(
Φ(f2)
)
ω
(
Φ(f3)Φ(f4)
)
+ 2ω
(
Φ(f1)
)
ω
(
Φ(f3)
)
ω
(
Φ(f2)Φ(f4)
)
+ 2ω
(
Φ(f1)
)
ω
(
Φ(f4)
)
ω
(
Φ(f2)Φ(f3)
)
+ 2ω
(
Φ(f2)
)
ω
(
Φ(f3)
)
ω
(
Φ(f1)Φ(f4)
)
+ 2ω
(
Φ(f2)
)
ω
(
Φ(f4)
)
ω
(
Φ(f1)Φ(f3)
)
+ 2ω
(
Φ(f3)
)
ω
(
Φ(f4)
)
ω
(
Φ(f1)Φ(f2)
)
− 6ω(Φ(f1))ω(Φ(f2))ω(Φ(f3))ω(Φ(f4)) . (1.103)
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The proof of Theorem 1.9 is based on two lemmas. The first lemma clarifies, how we obtain
from the partitions of the set of the first n positive integers, the partitions of the set of
the first n+ 1 positive integers. We consider the proof of this lemma to be trivial.
Lemma 1.10. Let n be a positive integer. We then have:
Pn+1 =
⋃
{p(1),p(2),...}∈Pn
⋃
j=0,1,2,...
{{
p(1), . . . , p(j) ∪ {n+ 1}, p(j+1), . . .
}}
(1.104)
For j = 0 we agree that the set on very right hand side equals {{n+ 1}, p(1), p(2), . . . }.
The second lemma is essentially the proof of Theorem 1.9. We formulate it as a lemma in
order to clarify the mathematical structure behind the theorem.
Lemma 1.11. For any positive integer n and any function f : Rn → C, at least n times
continuously differentiable in a neighborhood U of zero, the following is true:
d
dtn
· · · d
dt1
ef(t1 ,...,tn) = ef(t1 ,...,tn) ·
∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · · f(t1, . . . , tn)
)
, (1.105)
for all (t1, . . . , tn) ∈ U .
Proof: We give an induction argument. The claim is trivial in the case n = 1. Now suppose
the claim was true for an arbitrary n ∈ N. Then it is also true that
d
dtn+1
· · · d
dt1
ef(t1 ,...,fn+1) =
d
dtn+1
ef(t1 ,...,tn+1)·
∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · · f(t1, . . . , tn+1)
)
= ef(t1 ,...,tn+1)
[
d
dtn+1
f(t1, . . . , tn+1)
] ∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · · f(t1, . . . , tn+1)
)
+ef(t1 ,...,tn+1)
d
dtn+1
∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · · f(t1, . . . , tn+1)
)
.
Leibniz’ rule together with Lemma 1.10 (the first term in the sum on the right hand side
corresponds to j = 0) allows us to deduce from this
d
dtn+1
· · · d
dt1
ef(t1 ,...,tn+1) = ef(t1 ,...,tn+1) ·
∑
P∈Pn+1
∏
p∈P
(
d
dtp1
d
dtp2
· · · f(t1, . . . , tn+1)
)
.
(1.106)
Proof of Theorem 1.9: Let us first note that, due to the concatenation relation (1.49),
W (f1) · · ·W (fn) = es(f1,...,fn)W (f1 + · · ·+ fn) , (1.107)
with
s(f1, . . . , fn) :=
i
2
∑
k<k′
Im 〈fk | fk′ 〉 , (1.108)
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is true for all f1, . . . , fn ∈ H1. Thus we obtain from (1.93):
ω
(
W (f1) · · ·W (fn)
)
= es(f1,...,fn)eω
(t)
(
W (f1+···+fn)
)
= exp
(
e−s(f1,...,fn)ω(t)
(
W (f1) · · ·W (fn)
)
+ s(f1, . . . , fn)
)
. (1.109)
We therefore have by Lemma 1.11:
ω
(
Φ(f1) · · ·Φ(fn)
)
=
d
dt1
· · · d
dtn
exp
(
e−s(t1f1,...,tnfn)ω(t)
(
W (t1f1) · · ·W (tnfn)
)
+ s(t1f1, . . . , tnfn)
)∣∣∣
t1=···=tn=0
=
∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · ·
{
e−s(tp1fp1 ,tp2fp2 ,... )ω(t)
(
W (tp1fp1)W (tp2fp2) · · ·
)
+ s(tp1fp1 , tp2fp2, . . . )
}∣∣∣
tp1=tp2=···=0
)
=
∑
P∈Pn
∏
p∈P
(
d
dtp1
d
dtp2
· · · log {ω(W (tp1fp1)W (tp2fp2) · · · )} ∣∣tp1=tp2=···=0
)
=
∑
P∈Pn
∏
p∈P
ω(t)(fp1 , fp2 , . . . ) . (1.110)
This proves the claim.
1.2.2 Fermionic States
Definition 1.12. A continuous functional ω : Acar(H1) → C is called a state, if it is
positive and normalized, i. e., if it satisfies
ω(a∗a) ≥ 0 and ω(1) = 1 , (1.111)
for all a ∈ Acar(H1).
By the fact that the CAR Algebra is itself a C∗-algebra, the states can be directly defined
as functionals on this algebra, and we may define the properties we are interested in
directly in terms of the particle annihilation and particle creation operators. However,
before introducing the concept of the hierarchy of truncated functionals, we have yet to
define the sign of a partition. To this end, let M = {m1;m2; . . . } be an ordered set with
finitely many elements (in order to emphasize that we want to keep track of the order
of the elements of M , we shall always enumerate them with semicolons) and let P be a
partition of M in the sense we specified in Subsection 1.2.1. Let us now denote the cells
of P by p(1), . . . , p(k), such that
j < j′ ⇒ min
(
p(j)
)
< min
(
p(j
′)
)
, ∀ j, j′ (1.112)
and turn them into ordered sets
p(1) = {p(1)1 ; p(1)2 ; . . . } , . . . , p(k) = {p(k)1 ; p(k)2 ; . . . } (1.113)
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by adopting the order specified by the superset M . For a partition P , we define its sign,
denoted by sign(P ), to be the sign of the permutation pi given by
{mpi(1);mpi(2); . . . } =
{
p
(1)
1 ; p
(1)
2 ; . . . ; p
(2)
1 ; p
(2)
2 ; . . . . . . ; p
(k)
1 ; p
(k)
2 ; . . .
}
, (1.114)
where, obviously, equality is understood in the sense of ordered sets.
Without significant loss of generality, we may restrict the following considerations to so
called even states, i. e., to states ω with the property
ω
(
B(f1) · · ·B(f2n−1)
)
= 0 , ∀ f1, . . . , f2n−1 ∈ L, n ∈ N . (1.115)
For any such state, there is always one and only one hierarchy ω (t) of truncated functionals
determined by
ω
(
B(f1) · · ·B(fn)
)
=
∑
P∈Pn
sign(P )
∏
p∈P
ω(t)(fp1 , fp2 , . . . ) , (1.116)
see [13]. We have again denoted the elements of any cell p of P by p1, p2, . . . and assumed
that the mappings j 7→ pj are strictly increasing. Obviously the hierarchy of truncated
functionals contains all information on ω there is. (Note that the ordering introduced in
(1.112) of the cells of a partition P is irrelevant for (1.116), by the assumption that ω is
even.)
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Chapter 2
Bogoliubov Transforms
2.1 Bosonic Theory
In this section K denotes the Krein space introduced in Subsection 1.1.3. For the definition
of this concept and related notions, we refer the reader to Appendix A.
A bosonic Bogoliubov transformation is a pair (w, v) of a bijective transformation
w : K → K , such that [wf |wg ] = [f | g ] , ∀ f, g ∈ K , (2.1)
additionally obeying τwτ = w, and a linear functional v on K, additionally obey-
ing v(τ ·) = v(·). If this functional vanishes identically, we say the above pair is a
homogeneous Bogoliubov transformation, also denoted just by w. Otherwise we say the
above pair is an inhomogeneous Bogoliubov transformation.
The properties of isometry with respect to the inner product and bijectivity of w together,
are called unitarity in the Krein space sense. It is equivalent to demand
ww[∗] = w[∗]w = 1 , (2.2)
where w[∗] denotes the adjoint of w with respect to the inner product [· | · ], defined in
Appendix A. In that appendix we also introduce a norm on K and Theorem A.4 shows
that any unitary operator in K is bounded.
To any Bogoliubov transformation (w, v) we associate an algebra automorphism α(w,v) of
the Weyl Algebra given by
α(w,v)
(
W
(
ρ−1(f)
))
:= eiv(f) ·W (ρ−1(wf)) , ∀ f ∈ KR . (2.3)
We recall the definition of the map ρ given in (1.63) and the definition of KR given in (1.62).
Due to the condition τwτ = w, we have f ∈ KR ⇒ wf ∈ KR. The inverse Bogoliubov
transformation
(w, v)−1 :=
(
w[∗],−v(w[∗](·))) (2.4)
is defined in such a way, as to ensure that α(w,v) ◦ α(w,v)−1 is the identity on the Weyl
Algebra. We observe that the concatenation relations (1.49) are invariant under the action
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of the automorphism α. To see this, we note
Im
〈
ρ−1(f)
∣∣ ρ−1(g)〉H1 = 12 [f | g ] , ∀ f, g ∈ KR . (2.5)
As an operator in K, we may write the homogeneous part w of a Bogoliubov transformation
as a 2 × 2 block matrix, with respect to the decomposition K = K+[+]K− introduced in
Subsection 1.1.3, as follows:
w =
(
X Y
Y¯ X¯
)
and w[∗] = w−1 =
(
X∗ −Y T
−Y ∗ XT
)
, (2.6)
for some X,Y ∈ B(H1). (For the second relation, see (A.20).) The unitarity condition (2.2)
may equivalently be rewritten in terms of X and Y :
XX∗ − Y Y ∗ = 1 , XY T − Y XT = 0 , (2.7a)
X∗X − Y T Y¯ = 1 , X∗Y − Y T X¯ = 0 . (2.7b)
An important point in this context is the question, whether or not there exists a unitary
transformation U of the boson Fock space F+ with the property
α
(
W (f)
)
= UW (f)U ∗ , ∀ f ∈ H1 . (2.8)
If the answer is affirmative, we say that (w, v) possesses a unitary implementation U . The
central theorem in this context is:
Theorem 2.1 (Shale-Steinspring). A Bogoliubov transformation (w, v) possesses a uni-
tary implementation, if and only if the operator Y ∈ B(H1) defined by (2.6) is Hilbert-
Schmidt and v : K → C is continuous.
2.2 Fermionic Theory
In this section L denotes the Hilbert space introduced in Subsection 1.1.5.
A (homogeneous) fermionic Bogoliubov transformation is a unitary transformation w of
the Hilbert space L, obeying additionally τwτ = w.
To any Bogoliubov transformation w we associate an algebra automorphism, given by
αw
(
B(f)
)
:= B(wf) , ∀ f ∈ L , (2.9)
where we use the self-dual notation introduced in Subsection 1.2.1. Equivalently, this rela-
tion may be expressed in terms of the fermion particle annihilation and creation operators,
namely
αw
(
a(f)
)
= a(Xf) + a∗(Y f¯) . (2.10)
Here the operators X and Y , both in B(H1), are given by the following decomposition of
w in terms of the self-dual decomposition (1.80) of L
w =
(
X Y
Y¯ X¯
)
and w∗ =
(
X∗ Y T
Y ∗ XT
)
. (2.11)
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The unitarity of w may be reexpressed in terms of X and Y in the following way:
XX∗ + Y Y ∗ = 1 , XY T + Y XT = 0 , (2.12a)
X∗X + Y T Y¯ = 1 , X∗Y + Y T X¯ = 0 . (2.12b)
An important point in this context is the question, whether or not there exists a unitary
transformation U of the fermion Fock space F− such that
α(w,v)
(
B(f)
)
= UB(f)U ∗ , ∀ f ∈ L . (2.13)
If the answer is affirmative, we say that the Bogoliubov transformation w possesses a
unitary implementation U . The central theorem in this context is almost the same as in
the boson case:
Theorem 2.2 (Shale-Steinspring). A Bogoliubov transformation w possesses a unitary
implementation, if and only if the operator Y ∈ B(H1) defined by (2.11) is Hilbert-Schmidt.
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Chapter 3
Quasi-Free States and Generalized
Density Matrices
We are now in the position to formulate what we mean by a quasi-free state. It is this set
of states, which plays the central role in HFB-Theory.
3.1 Bosonic Theory
3.1.1 Quasi-Free States
In the bosonic theory we define the property of a state being quasi-free on the Weyl
Algebra. We first give a definition, which is seemingly very restrictive. However, we shall
see a posteriori that these states are more general than one might have expected.
Definition 3.1. An analytic state ω is called a quasi-free state, if it satisfies, together
with its truncated hierarchy ω(t):
ω
(
W (f)
)
= eiω
(t)(f)− 1
2
ω(t)(f,f) , ∀ f ∈ H1 . (3.1)
Alternatively, the property of being quasi-free, may also be defined directly in terms of
the truncated hierarchy of functionals, as follows.
Theorem 3.2. An analytic state ω is quasi-free if and only if
ω(t)(f1, . . . , fn) = 0 , ∀ n ≥ 3, f1, . . . , fn ∈ H1 . (3.2)
Proof: In view of the definition of quasi-freeness and of (1.96), the necessity of condition
(3.2) is clear. It remains to prove its sufficiency. By construction, the mapping t ∈ R 7→
ω(t)
(
W (tf)
)
is real analytic in a neighborhood of zero, for any f ∈ H1. By relation (1.97),
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we therefore have
ω(t)(W (tf)) =
∞∑
k=0
tk
k!
dk
dsk
ω(t)(W (sf))|s=0
=
∞∑
k=1
tk
k!
ikω(t)(f, . . . , f︸ ︷︷ ︸
k entries
) = it · ω(t)(f)− 12 t2ω(t)(f, f) , (3.3)
for any f ∈ H1. This fact, together with (1.93) proves that ω is quasi-free1.
One feature of quasi-free states is that all expectation values in monomials of fields may be
expressed in terms of expectation values of one and two fields. In particular, (3.2) together
(1.102) yields
ω
(
Φ(f1) · · ·Φ(f4)
)
= ω
(
Φ(f1)Φ(f2)
)
ω
(
Φ(f3)Φ(f4)
)
+ ω
(
Φ(f1)Φ(f3)
)
ω
(
Φ(f2)Φ(f4)
)
+ ω
(
Φ(f1)Φ(f4)
)
ω
(
Φ(f2)Φ(f3)
)
− 2ω(Φ(f1))ω(Φ(f2))ω(Φ(f3))ω(Φ(f4)) , (3.4)
for all f1, . . . , f4 ∈ H1.
We now show, following an idea of Robinson [29] (see also Baumann and Hegerfeldt [9]),
that the set of quasi-free states is more general than one might have guessed from Defini-
tion 3.1 or Theorem 3.2. They are in fact the only states with a finite hierarchy of truncated
functionals. The key element of this proof is a remarkable theorem in probability theory,
known as Marcinkiewicz’ Theorem. (See Theorem 3.6, below.)
Theorem 3.3. If ω is an analytic state with the additional property that
ω(t)(f1, . . . , fn) = 0 , ∀ n ≥ n0, f1, . . . , fn ∈ H1 , (3.5)
for some n0 ∈ N, then ω is quasi-free.
Before proceeding to the proof of this theorem (see p. 39) we formulate the following
lemma.
Lemma 3.4. For any analytic state ω, any n ≥ 3 and arbitrary f1, . . . , fn ∈ H1, we have:
ω(t)
(
fpi(1), . . . , fpi(n)
)
= ω(t)(f1, . . . , fn) , ∀ pi ∈ Sn . (3.6)
1Note that we use
ω (W (f)) = exp
`
ω
(t)(W (f))
´
, ∀ f ∈ H1 . (#)
In particular we have not assumed that f is small. Compare this to (1.93). Strictly speaking this implies
that, for any fixed f ∈ H1, the mapping
t 7→ ω(t)(W (tf)) := log ω (W (tf))
is understood as a multi-valued mapping in C. This ambivalence is, however, irrelevant for (#).
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Proof: Let ω be any analytic state and f1, f2, f3 ∈ H1 arbitrary. Explicitly solving equa-
tions (1.102) in the cases n = 1, 2, 3 yields:
ω(t)(f1, f2, f3) = ω
(
Φ(f1)Φ(f2)Φ(f3)
)
− ω(Φ(f1)Φ(f2))ω(Φ(f3))− ω(Φ(f1)Φ(f3))ω(Φ(f2))
− ω(Φ(f2)Φ(f3))ω(Φ(f1))+ 2ω(Φ(f1))ω(Φ(f2))ω(Φ(f3)) . (3.7)
With the aid of this identity, the commutation relations (1.37) and with linearity, it is
easy to see that the statement of the lemma is true for n = 3. To prove (3.6) for n > 3 it
is clearly sufficient to show that, given arbitrary f1, . . . , fn ∈ H1,
ω(t)
(
fpi(1), . . . , fpi(n)
)
= ω(t)(f1, . . . , fn) (3.8)
holds, for any transposition pi ∈ Sn of the type
pi(1) = 1, . . . , pi(i) = i+ 1, pi(i+ 1) = i, . . . , pi(n) = n . (3.9)
We show this by an induction argument. Let n > 3 be given and suppose the statement
of the lemma to be true, for all n′ < n. Then we have by Theorem 1.9
ω(t)
(
fpi(1), . . . , fpi(n)
)
= ω
(
Φ(fpi(1)) · · ·Φ(fpi(n))
)︸ ︷︷ ︸
=: term 1
−
=: term 2︷ ︸︸ ︷∑
P∈Pn\{{1,...,n}}
∏
p∈P
ω(t)
(
fpi(p1), fpi(p2), . . .
)
. (3.10)
The commutation relations (1.37) imply:
term 1 = ω
(
Φ(f1) · · ·Φ(fn)
)
+ i Im 〈fi+1 | fi 〉 · ω
(
Φ(f1) · · · Φ̂(fi)Φ̂(fi+1) · · ·Φ(fn)
)
,
(3.11)
where the notation Φ̂(fi) and Φ̂(fi+1) indicates that these factors are absent in the above
product. In the sum in term 2, we divide the set of partitions into three disjoint subsets
P1n, P2n and P3n, such that
Pn = P1n ∪˙ P2n ∪˙ P3n , (3.12)
with:
1. Denote by P1n the set of all partitions in Pn\{{1, . . . , n}}, containing the set {i, i+1}
as one cell.
2. Denote by P2n the set of all partitions in Pn \ {{1, . . . , n}}, where {i, i + 1} appears
as a subset of a cell containing at least three elements.
3. Denote by P3n the set of all partitions in Pn \ {{1, . . . , n}}, where i and i + 1 are
elements of different cells.
We then have:
term 2 = term 2.1 + term 2.2 + term 2.3 , (3.13)
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where
term 2.j :=
∑
P∈Pjn
∏
p∈P
ω(t)
(
fpi(p1), fpi(p2), · · ·
)
, ∀ j ∈ {1, 2, 3} . (3.14)
We now consider these three expressions separately. For term 2.1 we have, by the commu-
tation relations (1.99):
term 2.1 =
{
ω(t)(fi, fi+1) + i Im 〈fi+1 | fi 〉
} ∑
P∈P1n
∏
p∈P\{{i,i+1}}
ω(t)
(
fpi(p1), fpi(p2), . . .
)
=
∑
P∈P1n
∏
p∈P
ω(t)(fp1, fp2 , . . . ) + i Im 〈fi+1 | fi 〉 ω
(
Φ(f1) · · · Φ̂(fi)Φ̂(fi+1) · · ·Φ(fn)
)
.
(3.15)
term 2.2 has the property that fi and fi+1 always appear together in one cell of three or
more, but less than n elements, i. e., each summand in term 2.2 contains a factor of the
form
ω(t)(fk, . . . , fi+1, fi, . . . , fk+l) , (3.16)
for some k, l ∈ {1, . . . , n− 1} with l > 2. By the induction hypothesis we have
(3.16) = ω(t)(fk, . . . , fi, fi+1, . . . , fk+l) (3.17)
and therefore
term 2.2 =
∑
P∈P2n
∏
p∈P
ω(t)(fp1 , fp2 , . . . ) . (3.18)
Finally, term 2.3 has the property that fi and fi+1 appear always in different cells. There-
fore, exchanging these elements corresponds to changing the order of summation over the
elements of P3n. Again, we obtain
term 2.3 =
∑
P∈P3n
∏
p∈P
ω(t)(fp1 , fp2 , . . . ) . (3.19)
Inserting the expressions we obtained for term 1 and term 2 and using the cancellation
between term 1 and term 2.1, we arrive at
ω(t)(fpi(1), . . . , fpi(n)) = ω
(
Φ(f1) · · ·Φ(fn)
)− ∑
P∈Pn\{{1,...,n}}
∏
p∈P
ω(t)(fp1 , fp2)
= ω(t)(f1, . . . , fn) . (3.20)
This completes the proof.
We remark that by positivity and by analyticity of the state ω, the map t 7→ ω(W (tf))
on R is a function of positive type (see, e. g., [27]).
Definition 3.5. A complex-valued, bounded, continuous function f on R that has the
property that
(
f(ti− tj)
)
i,j
is a positive matrix on CN , for each N and all t1, . . . , tN ∈ R,
is called a function of positive type.
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By Bochner’s Theorem (see, e. g., Theorem IX.9 in [27]) and by the fact that ω is nor-
malized, it follows that, for any f ∈ H1, there exists a probability measure µω,f such
that:
ω
(
W (tf)
)
=
∫
dµω,f (a)e
ita , ∀ t ∈ R . (3.21)
Hence the mapping t 7→ ω(W (tf)) is a characteristic function in the sense of probability
theory. The following remarkable theorem (see e. g. [28]) holds.
Theorem 3.6 (Marcinkiewicz). Let ϕ be a characteristic function on R and p be a
polynomial such that
ϕ(t) = ep(t) , ∀ t ∈ R . (3.22)
Then p is of the form p(t) = iat− bt2, for some a ∈ R and some b ∈ R+0 .
Proof of Theorem 3.3: Due to the assumption that the truncated functionals of ω vanish
for all orders higher than n0, we have
ω(t)
(
W (f)
)
= ω(t)
(
W (tf)
)|t=1 = ( ∞∑
k=0
tk
k!
dk
dsk
ω(t)
(
W (sf)
)∣∣
s=0
)∣∣∣∣∣
t=1
=
=
n0−1∑
k=0
1
k!
ikω(t)(f, . . . , f︸ ︷︷ ︸
k entries
) , (3.23)
where in the last step we have used (1.97). We thus conclude from (1.93) that the char-
acteristic function t ∈ R 7→ ω(W (tf)) satisfies the hypothesis of Theorem 3.6. Therefore,
we have:
ω(t)( f, . . . , f︸ ︷︷ ︸
n entries
) = 0 , ∀ n ≥ 3, f ∈ H1 . (3.24)
We prove the claim by using this identity with
fα :=
n∑
r=1
eiαrfr , (3.25)
for any
α = (α1, . . . , αn) ∈ Rn (3.26)
and arbitrary f1, . . . , fn ∈ H1. In particular, we obtain from this:
0 =
∫
[0,2pi]n
dα1 · · · dαn e−i(α1+···+αn)ω(t)(fα, . . . , fα) =∑
r:{1,...,n}→{1,...,n}
ω(t)
(
fr(1), . . . , fr(n)
) ∫
[0,2pi]n
dα1 · · · dαn e−i(α1+···+αn)+i(αr(1)+···+αr(n)) .
(3.27)
The value of the integral on the right hand side of this relation is different from zero, if
and only if the mapping r is bijective, in which case it equals (2pi)n. Since
ω(t)(fr(1), . . . , fr(n)) = ω
(t)(f1, . . . , fn) , (3.28)
the claim follows.
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We henceforth restrict our considerations to states ω with the property that
ω
(
B(f)
)
= 0 , ∀ f ∈ K . (3.29)
In order to justify this restriction, we show that to any analytic state ω, obeying certain
admissibility conditions, we can pass to an equivalent representation of the many-particle
system, such that (3.29) is automatically satisfied.
Theorem 3.7. Let an analytic state ω and a continuous functional ϕ : K → C with the
property
ϕ(τ · ) = ϕ( · ) (3.30)
be given. The unitary implementation U of the Bogoliubov transformation (1, ϕ) has the
property:
ω
(
UB(f)U ∗
)
= ω
(
B(f)
)
+ ϕ(f) ∀ f ∈ K . (3.31)
Note in particular the case:
ϕ(f) := −ω(B(f)) , ∀ f ∈ K . (3.32)
Proof: First we point out that U exists by Theorem 2.1, since we have assumed that ϕ
is continuous. Next, we prove the lemma for f ∈ KR. Recall the definition of the map
ρ : H1 → KR, given in (1.63). It is equivalent to prove
ω
(
UΦ(g)U ∗
)
= ω
(
Φ(g)
)
+ ϕ
(
ρ(g)
)
, ∀ g ∈ H1 . (3.33)
We denote by ω˜ the state given by
ω˜( · ) = ω(U( · )U∗) . (3.34)
It is then easily seen, that
iω˜
(
Φ(g)
)
=
d
dt
ω˜
(
W (tg)
)∣∣
t=0
=
d
dt
eiϕ(ρ(g))t · ω(W (tg))∣∣
t=0
= iϕ
(
ρ(g)
)
+
d
dt
ω
(
W (tg)
)∣∣
t=0
= iϕ
(
ρ(g)
)
+ iω
(
Φ(g)
)
. (3.35)
We have used (2.3). This proves (3.33).
Furthermore, for any f ∈ K, the expectation ω(B(f)) may be expressed linearly in terms
of expectations of the type ω
(
Φ(g1)
)
and ω
(
Φ(ig2)
)
, for some g1, g2 ∈ H1. This proves the
claim.
3.1.2 Generalized Density Matrices
In Appendix A we show how a topology on the Krein space K may be introduced. The set
of everywhere defined operators in K, continuous with respect to this topology, is denoted
B(K). An operator A in B(K) is called nonnegative in K if
[x |Ax ] ≥ 0 , ∀ x ∈ K . (3.36)
An operator A ∈ B(K) is said to be selfadjoint in K if
[Ax | y ] = [x |Ay ] , ∀ x, y ∈ K . (3.37)
For more details, see Appendix A.
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Definition 3.8. A nonnegative operator Γ in B(K) is called generalized density matrix,
if it obeys
τΓτ = −1− Γ . (3.38)
We do not distinguish this operator from the associated quadratic form
Γ(f, g) := [f |Γg ] , ∀ f, g ∈ K . (3.39)
Similarly to the Hilbert space situation, the non-negativity of a generalized density matrix
Γ ∈ B(K) implies selfadjointness in the Krein space sense by the polarization identity2. In
this case, relation (3.38) thus translates to the quadratic form Γ(·, ·), as follows:
Γ(τf, τg) = [τf |Γτg ] = [g | f ] + [Γg | f ] = [g | f ] + Γ(g, f) , ∀ f, g ∈ K . (3.41)
To any analytic state ω, we associate a generalized density matrix Γω in the following way:
Γω(f, g) := ω
(
B(g)B∗(f)
)
, ∀ f, g ∈ K . (3.42)
The definition of the conjugation τ , the properties of ω as a state and the CCR guarantee
that Γω is a generalized density matrix in the sense of the above definition. Furthermore,
by restriction to K+ we recover the usual reduced density matrix3 γ:
γ := PK+ΓPK+ (3.44)
Definition 3.9. A generalized density matrix Γ is called an admissible generalized density
matrix if and only if Γ ∈ B(K) and γ := PK+ΓPK+ is trace-class in the Hilbert space K+.
In this case trK+(γ) is called the particle number of Γ. If, additionally,
PK+ΓPK− = PK−ΓPK+ = 0 , (3.45)
then Γ is said to conserve particle number.
Definition 3.10. An analytic state ω is called an admissible state if and only if Γω is
an admissible generalized density matrix and its one-point functional f 7→ ω(a∗(f)) is
continuous in H1. If, additionally,
ω
(
a∗(f1) · · · a∗(fn)a(g1) · · · a(gm)
)
= 0 , (3.46)
for all f1, · · · , fn, g1, . . . , gm ∈ H1 and m 6= n, then ω is said to conserve particle number.
We first consider the generalized density matrices conserving the particle number. Note
that this condition is equivalent to ΓK± ⊆ K±. By relation (3.38) the generalized density
matrix is, in this case, completely determined by γ.
2Completely analogous to the Hilbert space situation, we have, for any A ∈ B(K) and all f, g ∈ K,
[g |Af ] = 1
4
˘
[f + g |A(f + g) ] − [f − g |A(f − g) ] + i [f + ig |A(f + ig) ] − i [f − ig |A(f − ig) ]¯ .
(3.40)
3Again, we do not distinguish the operator γ from the associated quadratic form
γ(f, g) := 〈g | γf 〉 ∀ f, g ∈ H1 . (3.43)
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Proposition 3.11. If Γ is an admissible generalized density matrix with conserved particle
number and γ its reduced density matrix, then there exists an admissible, quasi-free state
ω, also with conserved particle number, given by
ω( · ) := tr
( ·Pe− dG(h))
tr
(
Pe− dG(h)
) , (3.47)
with
h := P⊥kern γ
(
− ln γ
1 + γ
)
P⊥kern γ and P := G
(
P⊥kernh
)
(3.48)
such that
Γ = Γω . (3.49)
Proof: Let a generalized density matrix Γ with conserved particle number be given. We
first note that the associated reduced density matrix γ possesses a complete orthonormal
set {fj}j∈J of eigenvectors, since it is a trace-class operator in the Hilbert space K+. To
each such fj corresponds an eigenvalue of γ denoted by γj . For the purpose of this proof,
we introduce
J ′ :=
{
j ∈ J | γj > 0
}
. (3.50)
According to the definition of P and (1.15) we have
P
(S+fj1 ⊗ · · · ⊗ fjN ) :=
{
S+fj1 ⊗ · · · ⊗ fjN if j1, . . . , jN ∈ J ′
0 else
. (3.51)
We now demonstrate that (3.47) defines an appropriate quasi-free state.
First, we must show that ω is well-defined, by proving that Pe− dG(h) is trace-class. Before
doing so, let us quote a special case of statement (3.157):
tr
(
Pe−
P
j∈J′ λja
∗(fj)a(fj)
)
=
∏
j∈J ′
1
1− e−λj , provided
∑
j∈J ′
e−λj
1− e−λj <∞ . (3.52)
The assumption of finiteness imposed on the family {λj}j∈J in (3.52) guarantees the
existence and finiteness of the infinite product (for a review on the theory of convergence
of infinite products, see e. g. [33]). On setting λj = − ln γj1+γj , according to (3.47), for all
j ∈ J ′, the well-definedness of ω follows. This is because the condition of finiteness in
relation (3.52) is equivalent to the trace-class condition on γ. It remains to prove that the
state we have thus constructed has Γ as its generalized density matrix. To this end we
note that the state ω is analytic, due to Theorem 3.22. We have due to (3.52)
ω
(
a∗(fj)a(fk)
)
= −δj,k ∂
∂λj
ln tr
(
Pe−
P
j∈J′ λja
∗(fj)a(fj )
)
= −δj,k e
−λj
1− e−λj = δj,kγj , (3.53)
for all j, k ∈ J ′, and hence, we have γ(f, g) = ω(a∗(g)a(f)), for all f, g ∈ K+. From
Lemma D.1 and Theorem 3.22 we deduce that the constructed state ω is quasi-free, by
noting that the hierarchy ω(t) has vanishing n-point functions, whenever n ≥ 3.
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We generalize Proposition 3.11 to all admissible generalized density matrices on the basis
of the following diagonalization lemma, which we prove in Appendix A, and Lemma 3.13
saying that the Bogoliubov transformation diagonalizing Γ is unitarily implementable.
Lemma 3.12. To any admissible generalized density matrix Γ, there exists a self-dual
fundamental decomposition (see Definition A.2) K = K˜+[+] K˜− such that
ΓK˜+ ⊆ K˜+ . (3.54)
Proof: See Lemma A.9.
Assume the hypothesis of the above lemma is satisfied. As we have demonstrated in Sub-
section 1.1.3, we may then find a homogeneous Bogoliubov transformation w, such that
wK± maps the Hilbert spaces K± unitarily onto the Hilbert spaces K˜±. (The fact that
K˜± are also Hilbert spaces with respect to the scalar products ±[· | · ] K˜± is shown in
Theorem A.4.) Its properties are the subject matter of the following lemma.
Lemma 3.13. If Γ is an admissible generalized density matrix and w is an homogeneous
Bogoliubov transformation mapping the invariant subspaces K˜± of Γ onto the subspaces
K±, then the following defines an admissible generalized density matrix Γ˜:
Γ˜ := wΓw[∗] . (3.55)
Moreover, the transformation w has a unitary implementation in F+.
w[∗] denotes the adjoint of w with respect to the inner product [· | · ] in K, see Section A.2.
Proof: Evidently, Γ˜ is a generalized density matrix. In order to prove its admissibility we
note: With respect to the fundamental decomposition K = K+[+]K−, we may write Γ and
Γ˜ as 2× 2 block matrices in the following way
Γ =
(
γ α
−α¯ −1− γ¯
)
, Γ˜ = wΓw[∗] =:
(
γ˜ 0
0 −1− γ˜
)
, (3.56)
for some operators γ˜, γ and α in H1. By the properties of Γ we have that γ ≥ 0 is trace-
class and that αT = α. Similarly we have γ˜ ≥ 0, since w is unitary in K, see (A.22). Since
the trace4 is cyclic and by relation (2.2), we have
tr
(
Γ˜(1 + Γ˜)
)
= tr
(
Γ(1 + Γ)
)
. (3.57)
Reexpressing5 this equation in terms of α, γ and γ˜, we obtain
tr(γ˜2) + tr(γ˜) + tr(αα∗) = tr(γ2) + tr(γ) <∞ , (3.58)
4We can introduce on K the scalar product given by
〈f | g 〉K :=
˙
f
+
˛˛
g
+ ¸ + ˙f− ˛˛ g− ¸ , ∀ f, g ∈ K .
The above trace is defined with respect to the Hilbert space (K, 〈· | · 〉K).
5Note that K = K+ ⊕K− is also orthogonal with respect to 〈· | · 〉K. (See Footnote 4).
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implying the trace-class property of γ˜ and hence the admissibility of Γ˜. Moreover, it follows
that α is Hilbert-Schmidt6. We now prove that w possesses a unitary implementation: On
writing the Bogoliubov transformation w, like we have done with the generalized density
matrices in (3.56), as a block matrix, it has the form (2.6), for some operators X and Y
in B(H1). (The boundedness follows from the fact, that any unitary transformation in a
Krein space is bounded, see Theorem A.4.) Therefore, we have, by (3.56),
γ˜ = XγX∗ − Y α¯X∗ −XαY ∗ + Y (1 + γ¯)Y ∗ (3.59)
and hence
∞ > tr(γ˜) = tr(X∗Xγ)− tr(Y α¯X∗)− tr(XαY ∗) + tr(Y Y ∗) + tr(Y ∗Y γ¯)
≥ tr ((X∗X − Y T Y¯ )γ)− tr(Y α¯X∗)− tr(XαY ∗) + tr(Y Y ∗)
= tr(γ)− tr(Y α¯X∗)− tr(XαY ∗) + tr(Y Y ∗) . (3.60)
In the last step we use relations (2.7). Applying the Cauchy-Schwarz inequality, we estimate∣∣ tr(Y T α¯X) ∣∣ , | tr(Y α¯X∗) | ≤√tr(XX∗αα∗) tr(Y¯ Y T ) , (3.61)
where we additionally use α¯ = α∗, to obtain
∞ > tr(γ)− 2
√
tr(XX∗αα∗) tr(Y¯ Y T ) + tr(Y Y ∗)
= tr(γ) +
(√
tr(Y ∗Y )−
√
tr(XX∗αα∗)
)2 − tr(XX∗αα∗) . (3.62)
Since γ is, as we have pointed out, a trace-class operator and furthermore α is Hilbert-
Schmidt, it follows that tr(Y Y ∗) = tr(Y¯ Y T ) < ∞. By Theorem 2.1, this proves that w
possesses a unitary implementation.
Proposition 3.11 together with Lemmas 3.12 and 3.13 proves:
Proposition 3.14. If Γ is an admissible generalized density matrix, then there is an
admissible quasi-free state ω conserving the number of particles such that
Γω = Γ . (3.63)
We now proceed to prove the 1:1-correspondence between admissible quasi-free states,
with one-point functions possibly not vanishing, and generalized density matrices. This
correspondence is given by assigning to any admissible state ω a so-called admissible pair
(Γ, v) consisting of a generalized density matrix and a functional v : K → C. The functional
v is supposed to carry the information on the one-point function of the state.
By Theorem 3.7, any admissible state ω may be transformed by the inhomogeneous Bo-
goliubov transformation
(
1K,−ω(B(·))
)
, possessing a unitary implementation U , into a
state ω˜(·) := ω(U ∗ · U) with vanishing one-point function. The two-point function of this
state has the property
ω˜
(
B(f)B∗(f)
)
= ω
(
B(f)B∗(f)
)− ∣∣ω(B(f)) ∣∣2 , (3.64)
for all f ∈ K. This motivates the following definition.
6It may come as a little surprise that the Hilbert-Schmidt property of α follows at this stage of the
argument. In Remark 3.17 at the end of this subsection we show, however, how this can be seen a priori,
for all admissible generalized density matrices.
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Definition 3.15. A pair (Γ, v) consisting of an admissible generalized density matrix Γ
and a continuous functional v : K → C, called one-point functional, with the additional
property v(τ · ) = v( · ), is called an admissible pair, if
Γ˜(f, g) := Γ(f, g)− v(f)v(g) ∀ f, g ∈ K (3.65)
is a nonnegative quadratic form, i. e., if
Γ˜(f, f) ≥ 0 , ∀ f ∈ K . (3.66)
It is easy to see, that the quadratic form Γ˜(f, g) defined in (3.65) is again a generalized
density matrix by verifying (3.41). Furthermore, defining a linear structure on the set of
admissible pairs, by setting
z1(Γ1, v1) + z2(Γ2, v2) := (z1Γ1 + z2Γ2, z1v1 + z2v2) , ∀ z1, z2 ∈ R+0 , (3.67)
we see that the set of admissible pairs is a convex set, because
λΓ1(f, f) + (1− λ)Γ2(f, f)− |λv1(f)− (1− λ)v2(f) |2
≥ λΓ1(f, f)− λ | v1(f) |2 + (1− λ)Γ2(f, f)− (1− λ) | v2(f) |2 ≥ 0 , (3.68)
for any two admissible pairs (Γ1, v1) and (Γ2, v2) and any λ ∈ (0, 1), by the simple fact that
z 7→ | z |2 is convex. We shall now show that the admissible pairs are in 1:1-correspondence
to the admissible quasi-free states.
Theorem 3.16. The mapping
ω 7→ (Γω, vω) , with vω(·) := ω
(
B(·)) and (3.42) (3.69)
bijectively assigns to each admissible quasi-free state an admissible pair.
Proof: It is clear that the mapping (3.69) is injective, since ω is completely determined by
its one-point and two-point functions.
To prove surjectivity, we construct the right inverse of the mapping ω 7→ (Γω, vω). To this
end, let an admissible pair (Γ, v) be given. The quadratic form Γ˜ given by
Γ˜(f, g) := Γ(f, g)− v(f)v(g) , ∀ f, g ∈ K , (3.70)
is then an admissible generalized density matrix. To see this, use relation (3.41). As we have
seen in Proposition 3.14, we are able to construct a quasi-free state ω˜ with the properties
ω˜
(
B(g)B∗(f)
)
= Γ˜(f, g) (3.71)
and
ω˜
(
B(f)
)
= 0 , (3.72)
for all f, g ∈ K. Let us now set ω := ω˜(U( · )U ∗), where U denotes the unitary implemen-
tation of the Bogoliubov transformation (1, v). By Theorem 3.7 we thus have
ω
(
B(f)
)
= v(f) , ∀ f ∈ K . (3.73)
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Furthermore, we remark that, for all f, g ∈ H1, we have:
ω
(
Φ(g)Φ(f))
)
= − ∂
∂t1
∂
∂t2
ω˜
(
UW (t1g)W (t2f)U
∗)|t1=t2=1
= − ∂
∂t1
∂
∂t2
ei(t1 ·v(ρ(f))+t2 ·v(ρ(g)))ω˜
(
W (t1g)W (t2f)
)|t1=t2=0
= v(f)v(g) + ω˜
(
Φ(g)Φ(f)
)
,
using (2.3) and (1.63). (Note that in the last step we have used (3.72).) This implies
ω
(
B(g)B∗(f)
)
= Γ(f, g) by (3.70) and thus completes the proof.
Remark 3.17: As in (3.56), let Γ be a generalized density matrix in B(K) and suppose Γ
has the form
Γ =
(
γ α
−α¯ −1− γ¯
)
, (3.74)
for some α and some γ with respect to the fundamental decomposition (1.53). It is easy
to see that, if Γ is the generalized density matrix of some analytic state ω, then γ and α
are determined by
〈f | γg 〉 = ω(a∗(g)a(f)) and 〈f |αg 〉 = ω(a(g¯)a(f)) , ∀ f, g ∈ H1. (3.75)
Define Γ′ to be the operator in K given by
Γ′ =
(
γ α
α¯ 1 + γ¯
)
. (3.76)
Note that Γ′ is a nonnegative operator in the Hilbert (!) space (K, 〈· | · 〉K), where
〈f | g 〉K :=
〈
f+
∣∣ g+ 〉H1 + 〈f− ∣∣ g− 〉H1 , ∀ f, g ∈ K .
If Γ is admissible, then γ is bounded, and by nonnegativity Γ′ is also bounded as an
operator in (K, 〈· | · 〉K). Hence we have (Γ′)2 ≤ ‖Γ′ ‖ Γ′ with respect to 〈· | · 〉K. From the
left upper block of this inequality, we obtain, for all admissible generalized density matrices
of the form (3.74), that α is Hilbert-Schmidt.
3.1.3 Quadratic Operators
In this subsection, we discuss selfadjoint operators in F+, which can be expressed quadrat-
ically in terms of the boson particle creation and annihilation operators a∗(·) and a(·). Let
{fk}k∈N be an orthonormal basis in H1. Namely, we consider operators H of the form
H := dG(c) +
∑
k,k′∈I
(
bk,k′a
∗(fk)a∗(f¯k′) + b¯k,k′a(f¯k)a(fk′)
)
+ Φ(g) , (3.77)
for some selfadjoint operator c inH1, some finite index set I, arbitrary numbers {bk,k′}k,k′∈I
with bk,k′ = bk′,k, and some g ∈ H1. We define H on the domain
D := F+ ∩ D
(
dG(c)
)
. (3.78)
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By Theorem 1.2, it is clear that D is dense in F+. Note that
A+n : Hn+ → F+ , with A+nψ :=
∑
k,k′∈I
bk,k′a
∗(fk)a∗(f¯k′)ψ , (3.79a)
is, for any n ∈ N, a bounded operator. Completely analogous,
A−n : Hn+ → F+ , with A−nψ :=
∑
k,k′∈I
bk,k′a(f¯k)a(fk′)ψ (3.79b)
is, for all n ∈ N0, also a bounded operator. We prove a simplified version of Theorem 6.1
in [10].
Theorem 3.18. The operator H in F+ defined in (3.77) is essentially selfadjoint on the
domain D given in (3.78).
Proof: We denote by D∗ the domain of H∗. The first step we take, is to show that
D∗ ∩Hn+ ⊆ D
(
dG(c)
) ∩Hn+ , ∀ n ∈ N0 . (3.80)
Assume that φ(n) ∈ D∗ ∩Hn+, for arbitrary n ∈ N0. It then follows that
∞ > sup
ψ∈D\{0}
∣∣ 〈φ(n) |Hψ 〉 ∣∣
‖ψ ‖ . (3.81)
Taking the supremum over the smaller set Dn := D ∩ Hn+, estimates the right hand side
of this relation from below. Thus we obtain:
∞ > sup
ψ(n)∈Dn\{0}
∣∣ 〈φ(n) ∣∣Hψ(n) 〉 ∣∣∥∥ψ(n) ∥∥ = supψ(n)∈Dn\{0}
∣∣ 〈φ(n) ∣∣dG(c)ψ(n) 〉 ∣∣∥∥ψ(n) ∥∥
≥ sup
ψ∈D(dG(c))\{0}
∣∣ 〈φ(n) | dG(c)ψ 〉 ∣∣
‖ψ ‖ . (3.82)
In the second last step we have exploited the fact that
〈
φ(n)
∣∣Hψ(n) 〉 = 〈φ(n) ∣∣dG(c)ψ(n) 〉,
for all ψ ∈ D(dG(c)) and all n ∈ N0. Thus it follows that
φ(n) ∈ D(dG(c)) , (3.83)
proving (3.80). Let us now recall definitions (3.79). Furthermore, we set for all n ∈ N0:
F+n : Hn+ → F+ , with F+n ψ :=
1√
2
a∗(g1)ψ , (3.84)
F−n : Hn+ → F+ , with F−n ψ :=
1√
2
a(g¯1)ψ . (3.85)
For any n ∈ N0, F±n are defined on Hn+ and these operators are bounded. It is now easily
seen by (3.80) that〈
φ(n) |Hψ
〉
=
〈
dG(c)φ(n) +A+nφ
(n) +A−nφ
(n) + F+n φ
(n) + F−n φ
(n) |ψ
〉
, (3.86)
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for any φ ∈ D∗, any ψ ∈ D and all n ∈ N0. Hence we have:
H∗φ(n) = dG(c)φ(n) +A+nφ
(n) +A−nφ
(n) + F+n φ
(n) + F−n φ
(n) , (3.87)
for all n ∈ N0 and all φ ∈ D∗.
Following Carleman [14] we now show that, for H to have both deficiency indices equal to
zero, it is sufficient that
∞∑
n=1
1
max{∥∥A+n−1 ∥∥ ,∥∥A+n ∥∥ ,∥∥F+n ∥∥} = ∞ . (3.88)
Suppose that, for some z ∈ C and some φ ∈ D∗ \ {0}, we had
H∗φ = z · φ . (3.89)
It then follows from (3.87), for all k ∈ N0:
z · φ(k) = dG(c)φ(k) +A+k−2φ(k−2) +A−k+2φ(k+2) + F+k−1φ(k−1) + F−k+1φ(k+1) , (3.90)
where we have additionally set
A±−kφ
(−k) := 0 and F±−kφ
(−k) := 0 , ∀ k ∈ N . (3.91)
From (3.90) we may conclude:
2 Im(z)
∥∥∥φ(k) ∥∥∥2 =〈φ(k) ∣∣∣A+k−2φ(k−2)〉 + 〈φ(k) ∣∣∣A−k+2φ(k+2)〉
+
〈
φ(k)
∣∣∣F+k−1φ(k−1)〉 + 〈φ(k) ∣∣∣F−n+1φ(k+1)〉
−
〈
φ(k−2)
∣∣∣A−k φ(k)〉 − 〈φ(k+2) ∣∣∣A+k φ(k)〉
−
〈
φ(k−1)
∣∣∣F−k φ(k)〉 − 〈φ(k+1) ∣∣∣F+k φ(k)〉 , (3.92)
where we have used 〈
φ(k±2)
∣∣∣A±k φ(k)〉 = 〈A∓k±2φ(k±2) ∣∣∣φ(k)〉 , (3.93a)〈
φ(k±1)
∣∣∣F±k φ(k)〉 = 〈F∓k±1φ(k±1) ∣∣∣φ(k)〉 , (3.93b)
for all φ ∈ F+ and all k ∈ N0. Summing up (3.92) for all k ∈ {0, . . . , n}, yields the following
identity:
2 Im(z)
n∑
k=0
∥∥∥φ(k) ∥∥∥2 =〈φ(n−1) ∣∣∣A−n+1φ(n+1)〉 + 〈φ(n) ∣∣∣A−n+2φ(n+2)〉
−
〈
φ(n+1)
∣∣∣A+n−1φ(n−1)〉 − 〈φ(n+2) ∣∣∣A+n φ(n)〉
+
〈
φ(n)
∣∣∣F−n+1φ(n+1)〉 − 〈φ(n+1) ∣∣∣F+n φ(n)〉 . (3.94)
Using the Cauchy-Schwarz estimate and the elementary estimate
2ab ≤ a2 + b2 , ∀ a, b ∈ R , (3.95)
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we obtain
2 | Im(z) |
n∑
k=0
∥∥∥φ(k) ∥∥∥2 ≤ max{∥∥A+n−1 ∥∥ ,∥∥A+n ∥∥ ,∥∥F+n ∥∥}
·
(∥∥∥φ(n−1) ∥∥∥2 + ∥∥∥φ(n+2) ∥∥∥2 + 2∥∥∥φ(n) ∥∥∥2 + 2∥∥∥φ(n+1) ∥∥∥2) . (3.96)
Since φ is assumed to be nontrivial, we have∥∥∥φ(n−1) ∥∥∥2 + ∥∥∥φ(n+2) ∥∥∥2 + 2∥∥∥φ(n) ∥∥∥2 + 2∥∥∥φ(n+1) ∥∥∥2
≥ 2 | Im(z) |µ
max{∥∥A+n−1 ∥∥ ,∥∥A+n ∥∥ ,∥∥F+n ∥∥} , ∀ n ≥ n0 , (3.97)
for µ > 0 and n0 ≥ 1 chosen such that
µ =
n0∑
k=0
∥∥∥φ(k) ∥∥∥2 > 0 . (3.98)
Summing up over all n ∈ N with n ≥ n0 and supplementing the missing terms on the left
hand side, we obtain
3 ‖φ ‖2 ≥ | Im(z) | µ
∞∑
n=n0
1
max{∥∥A+n−1 ∥∥ ,∥∥A+n ∥∥ ,∥∥F+n ∥∥} . (3.99)
Thus (3.88) suffices to show that (3.89) possesses no nontrivial solutions for z ∈ C \ R,
implying that both deficiency indices of H are then equal to zero.
In order to complete the proof of the theorem, it just remains to show that (3.88) holds.
As we have already remarked, the operators A+n and F
+
n are bounded, for all n ∈ N. More
precisely, we have for any n ∈ N∥∥A+n ∥∥ ≤ a√(n+ 1)(n+ 2) and ∥∥F+n ∥∥ ≤ a√n+ 1 , (3.100)
for some finite constant a independent of n, by Theorem 1.3. Thus, for sufficiently large
n, we have
1
max{∥∥A+n−1 ∥∥ ,∥∥A+n ∥∥ ,∥∥F+n ∥∥} ≥ 1a√(n+ 1)(n+ 2) . (3.101)
Since the right hand side of this estimate is not summable, (3.88) holds, proving the
claim.
Remark 3.19: It would be desirable to allow in (3.77) for a countably infinite index set
I, demanding instead ∑
k,k′∈I
∣∣ bk,k′ ∣∣2 <∞ . (3.102)
In this case, however, it is not clear if the operators∑
k,k′∈I
bk,k′a
∗(fk)a∗(f¯k′) and
∑
k,k′∈I
b¯k,k′a(f¯k)a(fk′) (3.103)
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are both defined on Hn+, for all n ∈ N. Furthermore, it is not obvious that (3.93) hold.
Unless these questions can be clarified, the above argument is, in the case of an infinite I,
just formal.
Henceforth, we view all quadratic expressions of the form (3.77), as selfadjoint operators
in F+ invoking Theorem 3.18.
Consider the same orthonormal set {fk}k∈N introduced at the beginning of this subsection
as a set of vectors in K+ ⊆ K and define
f−k := τfk , ∀ k ∈ N . (3.104)
Then the set {fk}k∈K , with K := N ∪ (−N), has the following orthogonality property
[fk | fk′ ] = sign(k) · δk,k′ , ∀ k, k′ ∈ K . (3.105)
Such a total set of vectors is called a self-dual basis in K. In terms of this self-dual basis,
we can reexpress H in the following form
H =
∑
k,k′∈K
[fk |Mfk′ ]B(fk)B∗(fk′) + Φ(g) , (3.106)
where M is the 2× 2-block-matrix given by
M =
(
c −b
b∗ 0
)
(3.107)
and b is the finite rank operator in H1 given by
〈fk | bfk′ 〉 := bk,k′ , ∀ k, k′ ∈ N . (3.108)
(The numbers bk,k′ are assumed to be zero for k 6∈ I or k′ 6∈ I.)
It is now easy to express the action of a homogeneous Bogoliubov transformation w, pos-
sessing a unitary implementation Uw in F+, as a transformation of the matrix M . Namely,
if w is a homogeneous Bogoliubov transformation and UwHU
∗
w is the corresponding trans-
form of the quadratic operator H, we have:
UwHU
∗
w =
∑
k,k′∈K
[
f˜k
∣∣∣wMw[∗]f˜k′ ]B(f˜k)B∗(f˜k′) + Φ(ρ−1(wρ(g))) (3.109)
with f˜k := wfk, for all k ∈ K. Recall (1.63). Note that {f˜k}k∈K is a self-dual basis of K
with respect to the fundamental decomposition
K = K˜+[+] K˜− , with K˜± := wK± . (3.110)
We now show, how the generators B(·) of the self-dual CCR Algebra transform under the
action of the strongly continuous groups generated by quadratic operators H = H ∗.
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Theorem 3.20. Let H be a selfadjoint operator in F+ of the form (3.106) and assume
that there exists a homogeneous Bogoliubov transformation w, possessing a unitary imple-
mentation Uw, such that
H˜ := UwHU
∗
w = dG(c) , (3.111)
for some one-particle operator c = c∗ in B(H1). Then the operators
C :=
(
c 0
0 −c¯
)
and M − τMτ = w[∗]Cw (3.112)
are also bounded. Moreover, we have
eitHB(f)e−itHψ = B
(
eit(M−τMτ)f
)
ψ , ∀ ψ ∈ U ∗wF+ , (3.113)
the exponential eit(M−τMτ)f being defined in the sense of the power series.
Proof: We first prove the claimed properties of C and M and relation (3.112). By hypoth-
esis, H˜ can be represented as
H˜ =
∑
k,k′∈K
[
fk
∣∣∣ M˜fk′ ]B(fk)B∗(fk′) , with M˜ = wMw[∗] = ( c 00 0
)
. (3.114)
Since τwτ = w, it follows that
w(M − τMτ)w[∗] =
(
c 0
0 0
)
− τ
(
c 0
0 0
)
τ = C , (3.115)
and hence (3.112) holds. Obviously C is bounded. Since w and w [∗] are also bounded, so
is
M − τMτ = w[∗]Cw . (3.116)
We now prove relation (3.113) in the special case H = H˜, or, equivalently, w = 1. Ob-
viously, it suffices to consider the case ψ(n) ∈ Hn+, for some n ∈ N, because we can then
extend the relation by linearity to all finite vectors. First note that we have
HkB(f)ψ(n) =
k∑
l=0
(
k
l
)
B(C lf)Hk−lψ(n) . (3.117)
This relation can easily be verified by an induction argument given in Lemma D.2. Sec-
ondly, we note that H leaves invariant Hm+ and that HHm+ is an element of B(Hm+ ), for
all m ∈ N, since H = dG(c) and c ∈ B(H1). Therefore, we have∥∥∥Hkψ(n) ∥∥∥ ≤ qk ∥∥∥ψ(n) ∥∥∥ with q := ∥∥∥HHn+ ∥∥∥ , (3.118)
for all k ∈ N. By Stone’s Theorem (see Lemma D.1), we have
eitHB(f)ψ(n) = lim
K→∞
K∑
k=0
(it)k
k!
HkB(f)ψ(n) (3.119)
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and by (3.117), we have
K∑
k=0
(it)k
k!
HkB(f)ψ(n) =
K∑
k=0
(it)k
k!
k∑
l=0
(
k
l
)
B(C lf)Hk−lψ(n)
=
K∑
k=0
k∑
l=0
(it)l
l!
B(C lf)
(it)k−l
(k − l)!H
k−lψ(n) . (3.120)
We now show that the sums on the very right hand side of this relation can, in the limit
K → ∞, be decoupled in a manner similar to the Cauchy Product Formula. Namely, we
have
l. h. s. :=
∥∥∥∥ K∑
k=0
k∑
l=0
(it)l
l!
B(C lf)
(it)k−l
(k − l)!H
k−lψ(n)
−
K∑
l=0
(it)l
l!
B(C lf)
K∑
k=0
(it)k
k!
Hkψ(n)
∥∥∥∥
≤
∑
k+l>K
0≤k,l≤K
∥∥∥∥(it)ll! B(C lf)Hn+
∥∥∥∥ · ∥∥∥∥(it)kk! Hkψ(n)
∥∥∥∥
≤
∑
K
2
<l≤K
∥∥∥∥(it)ll! B(C lf)Hn+
∥∥∥∥ · K∑
k=0
∥∥∥∥(it)kk! Hkψ(n)
∥∥∥∥
+
K∑
l=0
∥∥∥∥(it)ll! B(C lf)Hn+
∥∥∥∥ · ∑
K
2
<k≤K
∥∥∥∥(it)kk! Hkψ(n)
∥∥∥∥ (3.121)
Since, by Theorem 1.3,∥∥∥B(C lf)Hn+ ∥∥∥ ≤ 2√n+ 1 ‖C ‖l ‖ f ‖ , ∀ l, n ∈ N , (3.122)
and by (3.118) we can estimate further:
l. h. s. ≤ 2√n+ 1 ‖ f ‖
∥∥∥ψ(n) ∥∥∥ (etq ∑
l>K
2
tl
l!
‖C ‖l + et‖C ‖
∑
k>K
2
tk
k!
qk
)
. (3.123)
Obviously, the right hand side of this inequality converges to zero as K → ∞. Hence,
(3.120) implies
eitHB(f)ψ(n) = lim
K→∞
K∑
k=0
(it)l
l!
B(C lf)
K∑
k=0
(it)k
k!
Hkψ(n)
= lim
L→∞
lim
K→∞
L∑
l=0
(it)l
l!
B(C lf)
K∑
k=0
(it)k
k!
Hkψ(n)
= lim
L→∞
L∑
l=0
(it)l
l!
B(C lf)eitHψ(n) = B(eitCf)eitHψ(n) . (3.124)
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In the last step we have used the fact that the mapping f ∈ H1 7→ B(f)Hn+ is continuous
by Theorem 1.2.
We have thus proved the theorem in the special case w = 1. As for the general case, we
remark:
eitHB(f)e−itH = U∗we
itH˜UwB(f)U
∗
we
−itH˜Uw = U∗we
itH˜B(wf)e−itH˜Uw
= U∗wB(e
itCwf)Uw = B(w
[∗]eitCwf) = B(eitw
[∗]Cwf) . (3.125)
We are done, since w[∗]Cw = M − τMτ .
3.1.4 The Generating Functional
This subsection is dedicated to the derivation of the generating functional GH of a suitable
quadratic operator H.
GH(g) :=
tr
(
eiΦ(g)P e−H
)
tr (P e−H)
, ∀ g ∈ H1 . (3.126)
Here, P is an orthogonal projection in F+ depending on the choice of H. (See Theo-
rems 3.22 and 3.23 below.)
To this end, we introduce an over-complete family of vectors in F+, commonly known as
bosonic coherent states. This family of states allows a decomposition of the identity, which
we shall use to compute the values of the generating functional. For any f ∈ H1, we define
the associated coherent state ξf by
ξf := e
i
(
a∗(f)+a(f)
)
Ω . (3.127)
Note that the expression in the exponent of e is a selfadjoint field, and thus we can make
sense of this definition by the spectral theorem. Alternatively, we could also define the
coherent states by
ξf = e
− 1
2
‖ f ‖2
∞∑
k=0
1√
k!
f⊗k , (3.128)
where the term corresponding to k = 0 is the vacuum. Moreover, it is possible to express
the coherent state ξf in terms of the following orthonormal basis in F+
ψn :=
√
|n |! S+
⊗
j∈J
(
1√
nj!
f
⊗nj
j
)
and ψ0 := Ω , (3.129)
labeled by the occupation numbers
n ∈ NJ0 , with |n | :=
∑
j∈J
nj <∞ , (3.130)
or, equivalently,
ψn =
1√
n1!n2! · · ·
(
a∗(f1)
)n1(a∗(f2))n2 · · ·Ω . (3.131)
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Here, {fj}j∈J is an arbitrary orthonormal basis in H1. Without loss of generality, we set
J = N. We point out that tensor factors of the type f⊗0 are understood to be absent, and
operators of the type
(
a∗(fj)
)0
are defined to be 1, such that in (3.129) only finite tensor
products occur. To any α ∈ CJ , with only finite αj’s different from zero, we associate
fα :=
∑
j∈J
αjfj (3.132)
and may thus rewrite (3.128) to obtain
ξfα = e
− 1
2
‖α ‖2 ∑
n∈NJ0
∏
j∈J
α
nj
j√
nj!
· ψn . (3.133)
Proof of (3.133): Let fα be as in (3.132) and set Jα := {j ∈ J | αj 6= 0}. It then holds
true by (3.128):
ξfα = e
− 1
2
‖α ‖2
∞∑
n=0
1√
n!
∑
j∈Jα
αjfj
⊗n
= e−
1
2
‖α ‖2
∞∑
n=0
1√
n!
∑
j:Mn→Jα
αj(1) · · ·αj(n) fj(1) ⊗ · · · ⊗ fj(n)
= e−
1
2
‖α ‖2
∞∑
n=0
1√
n!
∑
j:Mn→Jα
αj(1) · · ·αj(n) S+fj(1) ⊗ · · · ⊗ fj(n) ,
where we have denoted Mn := {1, . . . , n}, for all n ∈ N. Again, the term corresponding to
n = 0 is defined to be the vacuum. We have made use of the fact that the sum over the
mapping j is invariant under the action of S+. After having interchanged the summation
with this projection, we observe that the terms of the sum just depend on the cardinalities
of the preimages of j : Mn → Jα. Hence, we can rewrite the sum by the multinomial
theorem to obtain
ξfα = e
− 1
2
‖α ‖2
∞∑
n=0
√
n!
∑
n : |n |=n
S+
⊗
j∈Jα
α
nj
j
nj!
f
⊗nj
j . (3.134)
From this and from the definition of ψn, (3.133) follows.
By the closedness of a(g), for all g ∈ H1, we obtain:
a(g)ξf = 〈g | f 〉 ξf and ea(g)ξf = e〈g| f 〉ξf . (3.135)
The left hand side of the second expression is defined in terms of the strongly conver-
gent power-series. Furthermore, we have for an arbitrary, selfadjoint and nonnegative one-
particle operator h in H1:
e− dG(h)ξf = e
1
2〈f| (e−2h−1)f 〉ξe−hf . (3.136)
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This last formula follows from the observation e− dG(h) = Γ(e−h). A proof of this last
observation may be found, e. g., in [31]. Moreover, we have
G(Q)ξf = e
− 1
2‖Q⊥f ‖2ξQf , (3.137)
for any orthogonal projection Q in H1 and arbitrary f ∈ H1. We now proceed, as an-
nounced, to prove a decomposition of the identity in terms of coherent states.
Theorem 3.21. For any ψ,ψ′ ∈ F+, we have, using notation (3.132),
lim
N→∞
∫ N∏
j=1
dαj dα¯j
pi
〈
ψ
∣∣ ξfα 〉 〈ξfα ∣∣ψ′ 〉 = 〈ψ ∣∣ψ′ 〉 , (3.138)
where the αj’s with j > N are set to zero.
Proof: We use the following well-known fact about complex Gaussian integrals:∫
dα dα¯ αrα¯r
′
e−|α |
2
= pi · r! · δr,r′ , ∀ r, r′ ∈ N0 . (3.139)
To prove the theorem, we remark that, for any N ∈ N,∫ N∏
j=1
dαj dα¯j
pi
〈
ψ
∣∣ ξfα 〉 〈ξfα ∣∣ψ′ 〉
=
∫ N∏
j=1
dαj dα¯j
pi
∑
m,n∈NN
e−‖α ‖
2
N∏
j=1
α
mj
j α¯
nj
j√
mj!nj !
〈
ψ
∣∣ψm 〉 〈ψn ∣∣ψ′ 〉
=
∑
m,n∈NN
〈
ψ
∣∣ψm 〉 〈ψn ∣∣ψ′ 〉 N∏
j=1
[
1√
mj!nj !
∫
dα dα¯
pi
αmj α¯nje−|α |
2
]
=
∑
n∈NN
〈
ψ
∣∣ψn 〉 〈ψn ∣∣ψ′ 〉 N→∞−−−−−→ 〈ψ ∣∣ψ′ 〉 . (3.140)
Note that we have interchanged the summations over m and n with the integrals. This is
a somewhat delicate point. For a proof of this, we refer the reader to [16, Sec. 1.6].
We are now in the position to formulate our main theorem concerning the generating
functional. We proceed along the same lines as in Subsections 3.1.2 and 3.1.3, respectively,
by proving the case of conserved number of particles first and generalizing later.
Theorem 3.22. Let a selfadjoint one-particle operator h in H1 be given such that
P⊥kern hhP
⊥
kernh ≥ ε · 1 > 0 and set P := G
(
P⊥kernh
)
. Furthermore, let
P⊥kernh
e−h
1− e−hP
⊥
kernh (3.141)
be a trace-class operator. Then the generating functional
GH(g) =
tr
(
eiΦ(g)P e−H
)
tr (P e−H)
(3.142)
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is well-defined, for all g ∈ H1, and has the following values:
GdG(h)(g) = e−
1
4
‖ g ‖2− 1
2
‚‚‚
√
e−h(1−e−h)−1P⊥kern hg
‚‚‚2
. (3.143)
Proof: We may assume that we are given an orthonormal basis {fj}j∈J of eigenvectors of
h. (This follows from the above trace-class assumption.) To each vector fj, denote by λj
the associated eigenvalue. For any g ∈ H1, we show that
tr
(
eiΦ(g)Pe− dG(h)
)
(3.144)
is well-defined, and we determine its value. By relations (B.6) and (B.7), we have that
eiΦ(g)ψ = e−
1
4
‖ g ‖2e
i√
2
a∗(g)
e
i√
2
a(g)
ψ , ∀ ψ ∈ F+ . (3.145)
The operators e±ia∗(g) and e±ia(g) are defined in terms of their power-series in the strong
operator topology. In particular, their domains contain the set of finite vectors. Note that,
for any ψ ∈ F+ and all g ∈ H1, e±ia(g)ψ is also a finite vector. Hence, the right hand side
of (3.145) is well-defined. Moreover, for any g ∈ H1, we have
〈
φ
∣∣∣ e±ia(g)ψ〉 = ∞∑
k=0
〈
φ
∣∣∣∣ (±i)kk! a(g)kψ
〉
=
∞∑
k=0
〈
(∓i)k
k!
a∗(g)kφ |ψ
〉
=
〈
e∓ia
∗(g)φ |ψ
〉
, (3.146)
for all φ in the domain of e±ia
∗(g) and all ψ in the domain of e±ia(g) (and in particular for
all finite ψ, φ ∈ F+). Relation (3.145) motivates us to consider first
∑
n∈NJ0
〈
ψn
∣∣∣ eia∗(g)eia(g)Pe− dG(h)ψn〉 . (3.147)
Note that Pe− dG(h) leaves invariant the set of finite vectors. Therefore, all the above
expectation values are well-defined. The following calculation serves two purposes: (i) In
the special case g = 0, it will show that the above series of positive terms is finite, implying
that Pe− dG(h) is trace-class. This will prove that (3.144) is well-defined. (ii) Once we know
that (3.144) is well-defined, the same calculation, with g 6= 0, will help us to determine
the value of the generating functional.
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We have
l. h. s. :=
∑
n∈NJ0
〈
ψn
∣∣∣ eia∗(g)eia(g)Pe− dG(h)ψn〉
=
∑
n∈NJ0
〈
Pe− dG(h/2)e−ia
∗(g)e−ia(g)ψn
∣∣∣Pe− dG(h/2)ψn〉
=
∑
n∈NJ0
lim
N→∞
∫ N∏
j=1
dαj dα¯j
pi
〈
e− dG(h/2)e−ia
∗(g)e−ia(g)ψn
∣∣Pξfα 〉〈
Pξfα
∣∣∣ e− dG(h/2)ψn〉
=
∑
n∈NJ0
lim
N→∞
∫ N∏
j=1
dαj dα¯j
pi
〈
e− dG(h/2)e−ia
∗(g)e−ia(g)ψn
∣∣∣ ξP⊥kern hfα 〉〈
ξP⊥kern hfα
∣∣∣ e− dG(h/2)ψn〉 e−‖Pkern hfα ‖2 , (3.148)
where we have used (3.146), (3.138) and (3.137). Let us collect the j’s such that fj is not
in the kernel of h in the sets
J ′ := {j ∈ J | λj > 0} and J ′N := J ′ ∩ {1, . . . , N} , (3.149)
for all N ∈ N. The integrals over those αj ’s with j not in J ′ may now be carried out,
contributing a factor 1 each. We obtain:
l. h. s. =
∑
n∈NJ0
lim
N→∞
∫ ∏
j∈J ′N
dαj dα¯j
pi
e〈fα| (e−h−1)fα 〉ei〈g| e−h/2fα 〉
〈
e−ia(g)ψn
∣∣∣ ξe−h/2fα 〉 〈ξe−h/2fα ∣∣ψn〉 , (3.150)
where we have used relations (3.136), (3.146) and (3.135). We proceed by noting that
e−ia(g)ψn =
∑
k∈NJ0 , k≤n
∏
j∈J
[
(−iβ¯j)kj
kj !
√
nj!
(nj − kj)!
]
ψn−k , (3.151)
for g =
∑
j∈N βjfj ∈ H1 and all finite occupation numbers n. By k ≤ n, we mean kj ≤ nj,
for all j ∈ J . (3.151) follows directly from the definition of the left hand side of (3.151) as
a power-series. Furthermore, we have by relation (3.133)〈
ψn
∣∣∣ ξe−h/2fα 〉 = ∏
j∈J
[
e−
1
2
ε2j |αj |2 ε
nj
j α
nj
j√
nj!
]
, (3.152)
where we have set εj := e
− 1
2
λj , for all j ∈ J . Note that this expression evaluates to zero,
if nj > 0, for some j such that αj = 0. Combining (3.151) with (3.152), we obtain〈
e−ia(g)ψn
∣∣∣ ξe−h/2fα 〉 = ∑
k∈NJ0 , k≤n
∏
j∈J
[
(iβj)
kj
kj !
√
nj!
(nj − kj)!
]
∏
j∈J
[
e−
1
2
ε2j |αj |2 ε
nj−kj
j α
nj−kj
j√
(nj − kj)!
]
. (3.153)
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We now insert (3.152) and (3.153) into (3.150). This yields
l. h. s. =
∑
n∈NJ0
lim
N→∞
∫ ∏
j∈J ′N
dαj dα¯j
pi
e
P
j∈J′
N
(ε2j−1)|αj |2 e
i
P
j∈J′
N
β¯jεjαj
∑
k∈NJ′0 , k≤n
∏
j∈J
[
(iβj)
kj
kj !
√
nj!
(nj − kj)!
]∏
j∈J
[
e−
1
2
ε2j |αj |2 ε
nj−kj
j α
nj−kj
j√
(nj − kj)!
]
∏
j∈J
[
e−
1
2
ε2j |αj |2 ε
nj
j α¯
nj
j√
nj!
]
=
∑
n∈NJ0
lim
N→∞
∫ ∏
j∈J ′N
dαj dα¯j
pi
e
P
j∈J′
N
|αj |2
∏
j∈J ′N
[
ε
nj
j α¯
nj
j
∞∑
r=0
nj∑
k=0
1
r!k!(nj − k)! (iβjεjαj)
r(iβj)
k(εjαj)
nj−k
]
,
(3.154)
where we have used the fact that the integral evaluates to zero if nj 6= 0, for some j not
in J ′N . We now factorize the integration, and obtain the following expression involving the
infinite product
∏
j∈J ′ :
l. h. s. =
∑
n∈NJ0
∏
j∈J ′
∫
dα dα¯
pi
e−|α |
2
[
ε
nj
j α¯
nj
∞∑
r=0
nj∑
k=0
1
r!k!(nj − k)! (iβjεjα)
r(iβj)
k(εjα)
nj−k
]
. (3.155)
Note that only the terms with k = r contribute to the integral due to relation (3.139).
Therefore, we have
l. h. s. =
∑
n∈NJ0
∏
j∈J ′
∫
dα dα¯
pi
e−|α |
2
[
ε
2nj
j |α |2nj
nj∑
k=0
1
(k!)2(nj − k)! (− |βj |
2)k
]
=
∑
n∈NJ0
∏
j∈J ′
[
ε
2nj
j
nj∑
k=0
nj!
(k!)2(nj − k)! (− | βj |
2)k
]
=
∏
j∈J ′
[ ∞∑
n=0
ε2nj
n∑
k=0
n!
(k!)2(n− k)! (− |βj |
2)k
]
=
∏
j∈J ′
[ ∞∑
k=0
1
k!
(− |βj |2)kε2kj
∞∑
n=0
(n+ k)!
k!n!
ε2nj
]
. (3.156)
The factoring out we have performed, schematically
∑
n
∏
j · · · =
∏
j
∑
n . . . , is obtained
by iterated application of the Cauchy product formula (note that all appearing fac-
tors are positive). Furthermore we have used the summation formula
∑∞
n=0
∑n
r=0 qn,r =∑∞
n=0
∑∞
r=0 qn+r,r. Let us now remark that the inner summation corresponds to a binomial
3.2. FERMIONIC THEORY 59
series with negative exponent −k − 1 and so we obtain:
l. h. s. =
∏
j∈J ′
 ∞∑
k=0
1
k!
(− |βj |2)kε2kj
(
1
1− ε2j
)k+1
=
∏
j∈J ′
[
1
1− ε2j
exp
(
− |βj |2
ε2j
1− ε2j
)]
, (3.157)
where l. h. s. is given by (3.148). The infinite product on the right hand side exists by
assumption. In particular, we note that for g = 0, or, equivalently, βj = 0, for all j ∈ J , it
follows that e− dG(h) is indeed trace-class by the trace-class assumption on (3.141). Hence,
(3.144) is well-defined. Together with (3.145), we deduce:
tr
(
eiΦ(g)Pe− dG(h)
)
tr
(
Pe− dG(h)
) = exp(−1
4
‖ g ‖2 − 1
2
∥∥∥∥√e−h(1− e−h)−1P⊥kern hg ∥∥∥∥2
)
(3.158)
completing our proof.
We now generalize to the case, where the number of particles is not necessarily conserved.
To this end, let {fk}k∈K be a self-dual basis in K such that {fk}k∈K± is an orthonormal
basis in K±, respectively.
Theorem 3.23. Let H be a selfadjoint operator in F+. Suppose there exists a homogeneous
Bogoliubov transformation w of the form
w =
(
X Y
Y¯ X¯
)
, for some X,Y ∈ B(H1) , (3.159)
possessing a unitary implementation Uw such that
H˜ := UwHU
∗
w = dG(h) , (3.160)
for some selfadjoint one-particle operator h, complying with the hypothesis of Theo-
rem 3.22. The generating functional for such an H has the form
GH(g) = exp
(
−1
4
‖ g˜ ‖2 − 1
2
∥∥∥∥√e−h(1− e−h)P⊥kernhg˜ ∥∥∥∥2
)
, (3.161)
for g˜ := Xg + Y¯ g.
Proof: Note that, since UwΦ(g)U
∗
w = Φ(g˜), we have GH(g) = GH˜(g˜).
3.2 Fermionic Theory
3.2.1 Quasi-Free States
In the fermion case we define the property of a state being quasi-free directly in terms
of the expectations of the monomials of the generators B(·) of the self-dual algebra. We
recall that all the following considerations concern even states, only.
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Definition 3.24. An even state ω is called quasi-free if its hierarchy of truncated func-
tionals ω(t) satisfies:
ω(t)(f1, . . . , fn) = 0 , ∀ n ≥ 3, f1, . . . , fn ∈ L . (3.162)
Obviously we have, for any quasi-free state ω, ω(t)(f, g) = ω
(
B(f)B(g)
)
. Completely anal-
ogous to the boson case, it is possible to prove:
Lemma 3.25. For any even state ω, arbitrary n ≥ 3 and all f1, . . . , fn ∈ L it holds:
ω(t)(fpi(1), . . . , fpi(n)) = sign(pi) · ω(t)(f1, . . . , fn) , ∀ pi ∈ Sn . (3.163)
Proof: Let us first point out that in the fermion case all odd elements of the hierarchy of
truncated functionals of ω vanish identically, i. e.,
ω(t)(f1, . . . , f2n−1) = 0 , ∀ f1, . . . , f2n−1 ∈ L , (3.164)
since we have assumed that ω itself is even. On solving equations (1.116) in the cases
n = 2, 4, we obtain:
ω(t)(f1, f2, f3, f4) = ω
(
B(f1)B(f2)B(f3)B(f4)
)
− ω(B(f1)B(f2))ω(B(f3)B(f4))+ ω(B(f1)B(f3))ω(B(f2)B(f4))
− ω(B(f1)B(f4))ω(B(f2)B(f3)) . (3.165)
By this relation and the CAR (1.86), it is easy to see that the claim is true for n = 4. With
the aid of this observation and the fact that all odd n-point functions of ω vanish, the
induction argument in the proof of Lemma 3.4 p. 37 carries over to the present situation,
almost word by word. We merely need to insert at each step of the argument the sign of
the corresponding partition.
3.2.2 Generalized Density Matrices
In this subsection we basically translate some results in [8] into our notation, reproducing
the proofs in a slightly modified form.
Definition 3.26. An operator Γ in B(L) obeying 0 ≤ Γ ≤ 1 and of the form
Γ =
(
γ α
−α¯ 1− γ¯
)
(3.166)
with respect to Decomposition (1.80) is called a generalized density matrix. The associated
quadratic form
Γ(f, g) := 〈f |Γg 〉 (3.167)
is also called generalized density matrix.
Note that (3.166) is equivalent to
τΓτ = 1− Γ . (3.168)
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This relation translates to the quadratic form as follows:
Γ(f, g) = 〈f | g 〉 − Γ(τg, τf) , ∀ f, g ∈ L . (3.169)
For any state ω, we denote by Γω the generalized density matrix given by
Γω(f, g) := ω
(
B(g)B∗(f)
)
, ∀ f, g ∈ L . (3.170)
The definition of the conjugation τ , the CAR and the positivity property of ω guarantee,
that Γω is indeed a generalized density matrix in the sense of Definition 3.26.
Furthermore, we can recover from Γ by restriction to L+, what is called reduced density
matrix7 or just density matrix and denoted by γ:
γ := PL+ΓPL+ . (3.172)
For any state ω, we thus have
γω(f, g) = ω
(
a∗(g)a(f)
)
, ∀ f, g ∈ H1 . (3.173)
Definition 3.27. A generalized density matrix Γ is called an admissible generalized
density matrix if and only if γ := PL+ΓPL+ is trace-class in the Hilbert space L+. In
this case trL+(γ) is called the particle number of Γ. If, additionally
PL+ΓPL− = PL−ΓPL+ = 0 , (3.174)
then Γ is said to conserve particle number.
Definition 3.28. A state ω is called an admissible state if and only if Γω is an admissible
generalized density matrix and its one-point functional f 7→ ω(a∗(f)) is continuous. If,
additionally,
ω
(
a∗(f1) · · · a∗(fn)a(g1) · · · a(gm)
)
= 0 , (3.175)
for all f1, · · · , fn, g1, . . . , gm ∈ H1 and m 6= n, then ω is said to conserve particle number.
For any fermionic generalized density matrix Γ, we have Γ2 ≤ Γ. If Γ is admissible, we may
infer from the upper left block (see (3.166)) of this inequality tr(γ2)+tr(α∗α) ≤ tr(γ) <∞
and thus α must be Hilbert-Schmidt, just as in the boson case.
Similarly to the boson case, if Γ = Γω, for some state ω, then α and γ are determined by
〈f | γg 〉 = ω(a∗(g)a(f)) and 〈f |αg 〉 = ω(a(g¯)a(f)) , ∀ f, g ∈ H1. (3.176)
Obviously, the set of admissible generalized density matrices is convex.
We now show that ω 7→ Γω maps the set of all admissible quasi-free states bijectively
onto the admissible generalized density matrices. To this end, we first consider the case of
conserved particle number.
7Also in this case, we shall draw no linguistic nor notational distinction between the operator γ and
the quadratic form
γ(f, g) := 〈f | γg 〉 , ∀ f, g ∈ H1 . (3.171)
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Proposition 3.29. Let Γ be an admissible generalized density matrix with conserved num-
ber of particles. Suppose Γ obeys the additional condition γ ≤ (1 − ε) · 1, for some ε > 0.
Then there exists an admissible state ω with conserved particle number, given by
ω(·) := tr
( ·Pe− dG(h))
tr
(
Pe− dG(h)
) , (3.177)
with
h = P⊥kern γ ln
(
1− γ
γ
)
P⊥kern γ and P := G(P
⊥
kern γ) (3.178)
having Γ as its generalized density matrix.
The condition on γ in the hypothesis of this proposition excludes the possibility of γ being
a projection. See, however, Lemma 3.30.
Proof of Proposition 3.29: Let us first remark that γ, being trace-class, possesses a com-
plete orthonormal set {fj}j∈N of eigenvectors and denote by γj ∈ [0, 1− ε] the eigenvalue
of γ corresponding to fj. By construction, an eigenvector fj of γ is also an eigenvector of
h and we denote the corresponding eigenvalue by λj. We then have
λj =
{
ln
(
1−γj
γj
)
if 0 < γj ≤ 1− ε
0 if γj = 0
. (3.179)
We now show that Pe− dG(h) is trace-class, thus proving the well-definedness of ω. To this
end, denote
J ′ := { j ∈ N | γj > 0 } . (3.180)
We evaluate the trace of Pe− dG(h) in the orthonormal basis given by the vectors
ψn :=
(
a∗(f1)
)n1(a∗(f2))n2 · · ·Ω , (3.181)
for all finite occupation numbers
n ∈ {0, 1}N with |n | :=
∑
j∈N
nj <∞ . (3.182)
By direct computation, we obtain:
tr
(
Pe− dG(h)
)
=
∑
n∈{0,1}J′
∏
j∈J ′
e−λjnj =
∏
j∈J ′
(1 + e−λj )
=
∏
j∈J ′
(
1 +
γj
1− γj
)
=
∏
j∈N
1
1− γj <∞ . (3.183)
(Note that we could drop the restriction on j in the last step). The convergence of the
infinite product on the right hand side is implied by the trace-class property of γ, which
is given by hypothesis. To see this, just take the logarithm of the partial product of the
expression on the right hand side. (For a review on the theory of convergence of infinite
products, see e. g. [33].)
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It remains to prove that ω is in fact quasi-free and that it has Γ as its generalized density
matrix. With regard to the second point, we observe:
ω
(
B
((
fj
fj′
))
B∗
((
fl
fl′
)))
=
1
tr
(
Pe− dG(h)
) (δj,l tr(a∗(fj)a(fl)Pe− dG(h))+ δj′,l′ tr(a(f¯j′)a∗(f¯l′)Pe− dG(h)))
=
1
tr
(
Pe− dG(h)
) (δj,lγj tr (Pe− dG(h))+ δj′,l′(1− γj′) tr (Pe− dG(h)))
= δj,lγj + δj′,l′(1− γj′) = Γ
((
fl
fl′
)
,
(
fj
fj′
))
,
where we have concluded, similarly as in (3.183),
tr
(
a∗(fl)a(fl)Pe− dG(h)
)
= e−λl
∑
n∈{0,1}J′\{l}
∏
j∈J ′\{l}
(1− e−λj )
=
γl
1− γl
∏
j 6=l
1
1− γj = γj
∏
j
1
1− γj = γj tr
(
Pe− dG(h)
)
. (3.184)
For a proof of quasi-freeness we refer the reader to [8]. It is there shown that ω may be
represented as a limit of Gibbs states, which are known to be quasi-free (see e. g. [17]).
Lemma 3.30. To any admissible generalized density matrix Γ, there exists a self-dual
decomposition of L given by
L = L˜+ ⊕ L˜− (3.185)
into an orthogonal direct sum, such that the spaces L˜± are invariant subspaces of Γ and
moreover
0 ≤ ΓL˜+ ≤ 12 · 1 . (3.186)
Proof: The following simple argument, taken from [8], shows that Γ possesses a complete
orthonormal set of eigenvectors: Since Γ(1−Γ) is a selfadjoint trace-class operator, it does
indeed possess a complete orthonormal set of eigenvectors {gj}j∈I . Denote the associated
eigenvalues by {µj}j∈I . On the other hand, Γ leaves invariant any of the following two
dimensional subspaces
span{gj ,Γgj} , (3.187)
for any j, since Γ2gj = −Γ(1−Γ)gj+Γgj = −µjgj+Γgj . Since Γ is symmetric, it possesses
in turn a complete orthonormal set of eigenvectors.
Now, if f is an eigenvector of Γ associated to the eigenvalue λ, then by (3.168) we have
Γτf = τ(1− Γ)f = (1− λ)τf (3.188)
and therefore 1−λ is also an eigenvalue of Γ and τf a corresponding eigenvector. We can
thus divide the index set I into two disjoint sets
I = I+ ∪˙ I− (3.189)
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of equal cardinality such that 0 ≤ µi ≤ 12 , for all i ∈ I+. Setting
L˜± := span{fi}i∈I± , (3.190)
we have achieved our goal of constructing the invariant subspaces and obviously (3.186)
is fulfilled.
Lemma 3.31. If Γ is an admissible generalized density matrix and w is a homogeneous
Bogoliubov transformation, mapping the subspaces L± unitarily onto the invariant sub-
spaces L˜± of Γ, and furthermore (3.186) holds, then the following defines an admissible
generalized density matrix Γ˜:
Γ˜ := w∗Γw (3.191)
Moreover, the transformation w has a unitary implementation.
Proof: Evidently Γ˜ is a generalized density matrix. In order to prove its admissibility we
note: With respect to the decomposition (1.80), we may write
Γ =
(
γ α
−α¯ 1− γ¯
)
and Γ˜ =
(
γ˜ 0
0 1− γ˜
)
, (3.192)
for some operators γ˜, γ and α in H1. By the properties of Γ, we have that γ ≥ 0 is
trace-class and that αT = −α. Similar to the boson case, we have
tr
(
Γ˜(1− Γ˜)
)
= tr
(
Γ(1− Γ)) . (3.193)
Reexpressing this equality in terms of α, γ and γ˜, we obtain
tr(γ˜)− tr(γ˜2) = tr(γ)− tr(γ2) + tr(α∗α) . (3.194)
By the admissibility of Γ, the right hand side of this equation is finite. (We recall in
particular that admissibility also implies the Hilbert-Schmidt condition for α.) The left
hand side may be estimated, since (3.186) is assumed, from below by 12 tr(γ˜). This implies
tr(γ˜) <∞ (3.195)
and therefore Γ˜ is admissible. We shall now show that w possesses a unitary implementa-
tion. To this end, we express w as a 2× 2 block matrix with respect to the decomposition
(1.80)
w =
(
X Y
Y¯ X¯
)
, (3.196)
for suitable operators X,Y ∈ B(H1), obeying relations (2.12). We have by (3.191)
γ˜ = X∗γX +X∗αY¯ − Y T α¯X + Y T (1− γ¯)Y¯ (3.197)
and hence
∞ > tr (X∗γX +X∗αY¯ − Y T α¯X − Y T γ¯Y¯ )+ tr(Y ∗Y ) . (3.198)
The first trace on the right hand side may be estimated as follows:
tr
(
X∗γX +X∗αY¯ − Y T α¯X − Y T γ¯Y¯ )
≥ − tr(XX∗γ)− 2
√
tr(Y ∗Y )
√
tr(XX∗αα∗)− tr(Y Y ∗γ)
= − tr(γ)− 2
√
tr(Y ∗Y )
√
tr(XX∗αα∗) , (3.199)
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where in the last step we have used γ ≥ 0 and XX∗ + Y Y ∗ = 1. Combining the last two
inequalities, we obtain
∞ > tr(Y ∗Y )− tr(γ) − 2
√
tr(Y ∗Y )
√
tr(XX∗αα∗)
=
(√
tr(Y ∗Y )−
√
tr(XX∗αα∗)
)2 − tr(XX∗αα∗)− tr(γ) . (3.200)
By the fact that α is Hilbert-Schmidt, since γ is trace-class and also by the boundedness of
X, it follows that tr(Y Y ∗) <∞, proving that w possesses a unitary implementation.
Proposition 3.29 together with Lemmas 3.30 and 3.31 proves:
Theorem 3.32. If Γ is an admissible generalized density matrix, then there is an admis-
sible even quasi-free state ω, having Γ as its generalized density matrix.
This shows that the admissible quasi-free states with vanishing one-point function are in
1:1-correspondence with the admissible generalized density matrices.
3.2.3 Quadratic Operators
In this subsection, we discuss selfadjoint operators in fermion Fock space F−, which can be
expressed quadratically in the fermion particle annihilation and particle creation operators
a(·) and a∗(·). Let {fk}k∈N be an orthonormal basis in H1. Namely, we consider operators
of the form
H := dG(c) +
∑
k,k′∈I
(
bk,k′a
∗(fk)a∗(f¯k′) + b¯k,k′a(f¯k)a(fk′)
)
, (3.201)
for some selfadjoint operator c in H1, some finite index set I and arbitrary numbers
{bk,k′}k,k′∈I obeying bk,k′ = −bk′,k. dG(c) is selfadjoint in F− and the remaining terms are
symmetric and bounded. Therefore H is selfadjoint in F−.
Consider the same orthogonal set {fk}k∈N as a set of vectors in L+ ⊆ L and define
f−k := τfk , ∀ k ∈ N .
Then, the set {fk}k∈L with L := N ∪ (−N) is an orthonormal basis in L and is called a
self-dual basis of L. With respect to this basis, it is possible to reexpress H in the form
H :=
∑
k,k′∈L
〈fk |Mfk′ 〉LB(fk)B∗(fk′) , (3.202)
where M is the block-matrix given by
M =
(
c b
b∗ 0
)
(3.203)
and b is the quadratic operator in H1, given by
〈fk | bfk′ 〉 = bk,k′ , ∀ k, k′ ∈ N . (3.204)
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(The numbers bk,k′ are assumed to be zero if k 6∈ I or k′ 6∈ I.)
It is now easy to express the action of a homogeneous Bogoliubov transformation w,
possessing a unitary implementation Uw, on H, as follows:
UwHU
∗
w =
∑
k,k′∈L
〈
f˜k
∣∣∣wMw∗f˜k′ 〉B(f˜k)B∗(f˜k′) , with f˜k := wfk . (3.205)
Note that {f˜k}k∈L is again a self-dual basis in L.
We now show how the generators B(·) of the self-dual algebra transform under the action
of the strongly continuous unitary groups associated to such quadratic operators.
Theorem 3.33. Let H be a selfadjoint operator in F− of the form (3.202) and assume
that there exists a homogeneous Bogoliubov transformation w, possessing a unitary imple-
mentation Uw, such that
H˜ := UwHU
∗
w = dG(c) , (3.206)
for some one-particle operator c = c∗ in H1, not necessarily bounded. Then M − τMτ is
selfadjoint in L and we have
eitHB(f)e−itH = B
(
eit(M−τMτ)f
)
, (3.207)
for all f ∈ L.
Proof: By hypothesis we have
M − τMτ = w∗Cw , with C =
(
c 0
0 −c¯
)
. (3.208)
It is thus clear that M − τMτ is selfadjoint, since C is selfadjoint, since c is. We now
proceed to prove the claimed relation in the special case H˜ = H, or, equivalently w = 1.
c is selfadjoint in H1. Therefore it possesses a dense family Dc ⊆ H1 of analytic vectors
and hence C possesses a dense family DC ⊆ L of analytic vectors. As we have seen in the
proof of Theorem 1.2, there is also a dense family of analytic vectors of H, given by
DH := span
{
ψ ∈ F−
∣∣ ψ(n) = S−ϕ1 ⊗ · · · ⊗ ϕn for all n ∈ N0 and ϕ1, . . . , ϕn ∈ Dc} .
(3.209)
For any ψ ∈ DH and any f ∈ DC , we also have B(f)ψ ∈ DH and hence, by Lemma D.3,
we have
HkB(f)ψ =
k∑
l=0
(
k
l
)
B(C lf)Hk−lψ , ∀ ψ ∈ DH . (3.210)
With the help of Lemmas D.1 and D.3, we can now conclude
eitHB(f)ψ = lim
K→∞
K∑
k=0
1
k!
(it)kHkB(f)ψ
= lim
K→∞
K∑
k=0
1
k!
(it)k
k∑
l=0
(
k
l
)
B(C lf)Hk−lψ
= lim
K→∞
K∑
k=0
k∑
l=0
(it)l
l!
B(C lf)
(it)k−l
(k − l)!H
k−lψ . (3.211)
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We now show that the sums on the right hand side may be decoupled in a manner similar
to the Cauchy Product Formula. Namely, we have, as in the boson case (see p. 52),
l. h. s. :=
∥∥∥∥ K∑
k=0
k∑
l=0
(it)l
l!
B(C lf)
(it)k−l
(k − l)!H
k−lψ(n)
−
K∑
l=0
(it)l
l!
B(C lf)
K∑
k=0
(it)k
k!
Hkψ(n)
∥∥∥∥
≤
∑
K
2
<l≤K
∥∥∥∥(it)ll! B(C lf)
∥∥∥∥ · K∑
k=0
∥∥∥∥(it)kk! Hkψ(n)
∥∥∥∥
+
K∑
l=0
∥∥∥∥(it)ll! B(C lf)
∥∥∥∥ · ∑
K
2
<k≤K
∥∥∥∥(it)kk! Hkψ(n)
∥∥∥∥ , (3.212)
for all ψ ∈ DH . Since ∥∥∥B(C lf)∥∥∥ ≤ 2∥∥∥C lf ∥∥∥ , ∀ f ∈ DC , (3.213)
we can estimate further
l. h. s. ≤ 2
∑
K
2
<l≤K
tl
l!
∥∥∥C lf ∥∥∥ · K∑
k=0
tk
k!
∥∥∥Hkψ(n) ∥∥∥
+ 2
K∑
l=0
tl
l!
∥∥∥C lf ∥∥∥ · ∑
K
2
<k≤K
tk
k!
∥∥∥Hkψ(n) ∥∥∥ . (3.214)
Obviously, the right hand side of this estimate converges to zero as K → ∞ due to the
analyticity properties of f and ψ. Hence, we have
eitHB(f)ψ = B(eitCf)eitHψ , ∀ ψ ∈ DH , f ∈ DC . (3.215)
By the fact that DH is dense in F− and DC is dense in L and moreover by the continuity
of the mapping f 7→ B(f), we may conclude
eitHB(f)e−itH = B(eitC) . (3.216)
We have thus proved the theorem in the case H˜ = H. As for the general case, we remark
eitHB(f)e−itH = U∗we
itH˜UwB(f)U
∗
we
−itH˜Uw = U∗we
itH˜B(wf)e−itH˜Uw
= U∗wB(e
itCwf)Uw = B(w
∗eitCwf) = B(eitw
∗Cwf) . (3.217)
We are done since M − τMτ = w∗Cw.
3.2.4 The Generating Functional
This subsection is dedicated to the calculation of the fermionic generating functional.
We would like to view this ‘functional’ as a certain element of the Grassmann Algebra,
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depending on an integer κ and a suitably chosen quadratic operator H. We introduce the
Grassmann Algebra and briefly discuss its basic features in Appendix C.
Let us fix for this subsection an orthonormal basis {fk}k∈N in H1, and agree to denote for
the generators ξ(·) and ξ∗(·) of any Grassmann Algebra over H1:
(ξ∗)κ · (ξ)κ :=
κ∑
k=1
ξ∗(fk)ξ(fk) and (ξ)κ · (ξ∗)κ :=
κ∑
k=1
ξ(fk)ξ
∗(fk) (3.218)
and also
(ξ∗)sκ :=
(
ξ∗(f1)
)s1 · · · (ξ∗(fκ))sκ and (ξ)sκ := (ξ(fκ))sκ · · · (ξ(f1))s1 , (3.219)
for all κ ∈ N and all multi-indices s ∈ {0, 1}κ. These notations are explained in more
detail in Section C.1. Now let η(·) and η∗(·) generate such a Grassmann Algebra over H1.
We then define, for any κ ∈ N and any suitable quadratic operator H, the generating
functional by
GH,κ := e 12 (η∗)κ·(η)κ
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ
tr
(
(a)
n
κ(a∗)
m
κ Pκe
−HPκ
)
tr(Pκe−H)
, (3.220)
where we have introduced the orthogonal projection Pκ in F−
Pκ := G
(
Pspan{f1,...,fκ}
)
, (3.221)
where Pspan{f1,...,fκ} is the orthogonal projection in H1 given by
Pspan{f1,...,fκ}fl :=
{
fl if l ≤ κ
0 else
, ∀ l ∈ N . (3.222)
Also, we have denoted
(a∗)nκ :=
(
a∗(f1)
)n1 · · · (a∗(fκ))nκ and (a)nκ := (a(fκ))nκ · · · (a(f1))n1 , (3.223)
for all multi-indices n ∈ {0, 1}κ. We later specify for which quadratic operators H the
right hand side of (3.220) actually makes sense. In order to motivate Definition (3.220) of
the generating functional and to establish contact with the bosonic theory, we point out
that this expression may formally be written as
GH,κ =
tr
(
e
Pκ
k=1 η
∗(fk)a(fk)+η(fk)a∗(fk)Pκe
−HPκ
)
tr (e−HPκ)
. (3.224)
Equality of (3.220) and (3.224) is established by first decoupling in (3.224) the sum in the
exponential with the aid of the Baker-Cambell-Hausdorff Relation, see, e. g., [32],
e
Pκ
k=1 η(fk)a
∗(fk)+η∗(fk)a(fk) = e
1
2
(η∗)κ·(η)κe
Pκ
k=1 η(fk)
∗a(fk)e
Pκ
k=1 η(fk)a
∗(fk) (3.225)
and expanding the resulting exponentials by formulas analogous to (C.21). Here, we have
supposed that all Grassmann variables are to be pulled out of the trace to the left. However,
it should be said that formula (3.224), as it stands, does not make sense, since nothing
has been said about how to take a Fock space trace of an element of the Grassmann
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extended CAR Algebra. We view relation (3.224) as mere mnemotechniques. (See however
Section C.3.)
We proceed to introduce the tools we need to calculate the value of GH,κ.
Similarly to identity (3.139), we use a fundamental fact about Gaussian integrals of Grass-
mann variables as a tool to calculate the value of the generating functional.
Lemma 3.34. Let ξ(·) generate a Grassmann Algebra over H1. Using the notation intro-
duced in Section C.1, we have
δm,n =
∫
e(ξ
∗)κ·(ξ)κ(ξ∗)mκ (ξ)
n
κ (dξ)κ(dξ
∗)κ =
∫
e(ξ)κ·(ξ
∗)κ(ξ)mκ (ξ
∗)nκ (dξ
∗)κ(dξ)κ , (3.226)
for any multi-indices m,n ∈ {0, 1}κ.
The Grassmann integral appearing in (3.226) is introduced in (C.7).
Proof: Use identities (C.21), write out the integrals in terms of iterated integrals and
finally use (C.24).
On the basis of this lemma, the next two lemmas are easily proved. In order to formulate
these, we define, for any finite occupation n with
n ∈ {0, 1}N and |n | :=
∑
j∈N
nj <∞ , (3.227)
the normalized vector ψn in the Fock space F−:
ψn :=
√
|n |!S−
(
(f1)
⊗n1 ⊗ (f2)⊗n2 ⊗ · · ·
)
, ψ0 := Ω (3.228)
or, equivalently,
ψn :=
(
a∗(f1)
)n1(a∗(f2))n2 · · ·Ω . (3.229)
Obviously, any finite occupation number n may be viewed as a multi-index in {0, 1}κ, for
all κ such that nj = 0, for all j > κ. Conversely any multi-index s in {0, 1}κ may be
viewed as a finite occupation number by setting sj = 0, for all j > κ.
Lemma 3.35. Let ξ(·) and ξ∗(·) generate a Grassmann Algebra over H1. Then, for any
trace-class operator A in F−, the following trace formula holds:
tr(A) = lim
κ→∞
∫
exp
(
(ξ∗)κ · (ξ)κ
)
Âκ(ξ
∗, ξ)(dξ)κ(dξ∗)κ , (3.230)
where we have introduced
Âκ(ξ
∗, ξ) :=
∑
n,m∈{0,1}κ
(ξ∗)nκ
〈
ψn
∣∣Aψm 〉 (ξ)mκ . (3.231)
For any operator A in the Fock space F− such that
Vκ := PκF− ⊆ D(A) , ∀ κ ∈ N (3.232a)
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and moreover
AVκ ⊆ Vκ , (3.232b)
we shall call the collection of Grassmann quantities {Âκ(ξ∗, ξ)}κ∈N defined in (3.231)
the symbols of the operator A. Pκ is defined in (3.221). We do not need to make any
assumptions whatsoever on the convergence of the sequence of symbols. They contain all
the information on the operator A we shall utilize.
Lemma 3.36. Let ξ(·) and ξ∗(·) generate a Grassmann Algebra over H1. Then, for any
two vectors ψ, φ ∈ F−, we have the following decomposition of the identity:
〈ψ |φ〉 = lim
κ→∞
∫
exp
(
(ξ)κ · (ξ∗)κ
) ∑
m∈{0,1}κ
〈
ψ
∣∣ψm 〉 (ξ)mκ
 (3.233)
·
 ∑
n∈{0,1}κ
(ξ∗)nκ
〈
ψn |φ
〉  (dξ)∗κ(dξ)κ .
The expressions in the curly braces in (3.233) may be expressed in terms of the following
linear functionals χκ on fermionic fock space F− with values in the Grassmann Algebra
generated by ξ(·), by
φ 7→ χκ(φ) :=
∑
n∈{0,1}κ
(ξ∗)nκ
〈
ψn |φ
〉
(3.234)
and its adjoint χ∗κ. The adjoint functionals χ∗κ may be viewed as anti-linear functionals,
defined by taking the algebraic adjoints of the values of χκ. Note that formally we may
write χκ and χ
∗
κ, respectively, in the following form:
χκ(φ) =
〈
exp
(− (ξ)κ · (a∗)κ)Ω |φ〉 , χ∗κ(ψ) = 〈ψ ∣∣ exp (− (ξ)κ · (a∗)κ)Ω〉 .
(3.235)
It is now clear, why the functionals χκ and χ
∗
κ are also called fermionic coherent states
(see e. g. Ohnuki and Kashiwa [25], reprinted in [21]). For example, it is possible to express
the symbols of an operator, see (3.231), as matrix elements in coherent states. However,
we would like to view expression (3.235) as mere mnemotechniques and caution the reader
of using these notions too freely. In particular we point out that some linearity properties
of the scalar product with respect to Grassmann variables have to be stipulated, in order
to make sense of these relations.
The following lemma shows that in some generalized sense, the coherent states are ‘eigen-
functionals’ of the particle annihilation operator a(·).
Lemma 3.37. For any linear combination g ∈ H1 of the κ first elements f1, . . . , fκ of the
orthonormal basis chosen and any vector φ ∈ F−, the following relation holds true
χκ
(
a∗(g)φ
)
= ξ∗(g) · χκ(φ) , (3.236)
or, more generally, for any g ∈ H1, we have
χκ
(
a∗(g)φ
)
= ξ∗
(
Pspan{f1,...,fκ}g
) · χκ(φ) . (3.237)
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Proof: By the definition of the coherent state χκ we have, for any g ∈ H1 and any φ ∈ F−,
χκ
(
a∗(g)φ
)
=
∑
n∈{0,1}κ
(ξ∗)nκ
〈
a(g)ψn |φ
〉
=
∑
n∈{0,1}κ
(
ξ∗(f1)
)n1 · · · (ξ∗(fκ))nκ κ∑
l=1
δnl,1(−1)n1+···+nl−1 〈fl | g 〉
〈
ψn−el |φ
〉
=
κ∑
l=1
〈fl | g 〉 · ξ∗(fl)
∑
n∈{0,1}κ
δnl,1(ξ
∗)n−e
l
κ
〈
ψn−el |φ
〉
= ξ∗
(
κ∑
l=1
〈fl | g 〉 fl
)
χκ(φ) ,
where we have used the notation el := {δl,j}j∈N. Note that in the last step we have made
use of ξ∗(fl)2 = 0.
We proceed to show how the symbols of operators in F− can be calculated. To this end,
we define the projections {Aκ}κ∈N of an operator A in F− obeying (3.232) in the following
manner:
Aκ := PκAPκ , ∀ κ ∈ N , (3.238)
with Pκ as in (3.221). Note that if A ∈ B(F−), then A is uniquely determined by its
sequence of projections, since
Aψ = lim
κ→∞Aκψ , ∀ ψ ∈ F− . (3.239)
Obviously, any sequence of projections {Aκ}κ∈N of a given operator A satisfies certain
consistency conditions (this is however unimportant for us).
Now, each Aκ lies in the C
∗-algebra generated by a(f1), . . . , a(fκ) and their adjoints. Since
this algebra is a finite dimensional vector space, any Aκ can be represented as a normal-
ordered polynomial
pκ
(
a∗(f1), . . . , a∗(fκ); a(fκ), . . . , a(f1)
)
, (3.240)
i. e., as a polynomial with the property that in each of its monomials all particle creation
operators a∗(·) stand to the left of all particle annihilation operators a(·). For notational
convenience, we also denote (3.240) simply by
pκ(a
∗; a) . (3.241)
Lemma 3.38. Let A be an operator in F− obeying (3.232), and denote by Aκ and pκ
the projections of A and their normal-ordered forms as in relations (3.238) and (3.240),
respectively. The symbols of A with respect to a set of Grassmann variables, corresponding
to the Grassmann generator ξ(·), are then given by:
Âκ(ξ
∗; ξ) = pκ (ξ∗; ξ) exp
(
(ξ∗)κ · (ξ)κ
)
, ∀ κ ∈ N . (3.242)
Proof: By linearity, we may assume that all the normal-ordered forms pκ of the projections
Aκ of A are monomials. We express the fact that they are assumed to be normal-ordered,
by noting that each pκ can be written in the form
pκ(a
∗; a) = rκ(a∗)sκ(a) , (3.243)
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for suitable monomials rκ and sκ in the operators a
∗(f1), . . . , a∗(fκ) and a(f1), . . . , a(fκ),
respectively. By the definition of the symbols of the operator A we have
Âκ(ξ
∗, ξ) =
∑
m,n∈{0,1}κ
(ξ∗)nκ
〈
ψn
∣∣Aψm 〉 (ξ)mκ
=
∑
m,n∈{0,1}κ
(ξ∗)nκ
〈
ψn
∣∣ rκ(a∗)sκ(a)ψm 〉 (ξ)mκ . (3.244)
From this we obtain, on using Lemma 3.37, that
Âκ(ξ
∗, ξ) = rκ(ξ∗)
 ∑
m,n∈{0,1}κ
(ξ∗)nκ
〈
ψn
∣∣ψm 〉 (ξ)mκ
 sκ(ξ)
= rκ(ξ
∗)sκ(ξ)
∑
n∈{0,1}κ
(ξ∗)nκ(ξ)
n
κ = pκ(ξ
∗; ξ) exp
(
(ξ∗)κ · (ξ)κ
)
. (3.245)
In the last step we have used (C.21).
As a last preparation, we show how to calculate the symbols of a product of operators.
Lemma 3.39. Let A(1), . . . , A(N) be operators, all of them obeying (3.232). The A :=
A(1) · · ·A(N) obeys (3.232) and
Âκ(ξ
∗, ξ) =
∫
exp
(
N−1∑
l=1
(ξl)κ · (ξ∗l )κ
)
Â(1)κ (ξ
∗, ξ1)Â(2)κ (ξ
∗
1 , ξ2) · · ·
· · · Â(N)κ (ξ∗N−1, ξ) (dξ∗1)κ(dξ1)κ · · · (dξ∗N−1)κ(dξN−1)κ , (3.246)
where we have introduced N sets of Grassmann variables, corresponding to the generators
ξ(·), ξ1(·), . . . , ξN−1(·).
Proof: Obviously A obeys (3.232). By the definition of the symbols of the operator A, we
obtain for the left hand side (l. h. s.) of the claim
l. h. s. =
∑
m,n∈{0,1}κ
(ξ∗)mκ
〈
ψm
∣∣∣A(1) · · ·A(N)ψn〉 (ξ)nκ (3.247)
and by Lemma 3.36〈
ψm
∣∣∣A(1) · · ·A(N)ψn〉 = lim
κ1→∞
∑
m1,n1∈{0,1}κ1
∫
exp
(
(ξ1)κ1 · (ξ∗1)κ1
)
·
〈
ψm
∣∣∣A(1)ψn1 〉 (ξ1)n1κ1 (ξ∗1)m1κ1 〈ψm1 ∣∣∣A(2) · · ·A(N)ψn〉 (dξ∗1)κ1(dξ1)κ1 . (3.248)
Since, by hypothesis, A(1)ψm and A
(2) · · ·A(N)ψn are in the range of Pκ, the limit as
κ1 →∞ is attained at κ1 = κ. Inserting (3.248) into (3.247), we obtain
l. h. s. =
∫
exp ((ξ1)κ · (ξ∗1)κ) Â(1)κ (ξ∗, ξ1) ̂
(
A(2) · · ·A(N))
κ
(ξ∗1 , ξ) (dξ
∗
1)κ(dξ1)κ . (3.249)
The claim of the lemma follows by applying the above argument N − 1 times.
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We are now ready to calculate the value of the generating functional. Again we start with
a selfadjoint Hamiltionian H in F−, which is the second quantization of a one-particle
operator. We generalize this later.
Lemma 3.40. Let H be a selfadjoint, nonnegative operator in F− obeying (3.232). On
introducing two sets of Grassmann variables, corresponding to the Grassmann generators
η(·) and ξ(·), respectively, we obtain the following relation∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
=
∫
exp
(
(ξ∗)κ · (ξ)κ − (η∗)κ · (ξ)κ − (ξ∗)κ · (η)κ
)
(̂e−H)κ(ξ
∗; ξ) (dξ)κ(dξ∗)κ (3.250)
Proof: It is clear that e−H also obeys (3.232). By the trace formula (3.230), we obtain
for the left hand side (l. h. s.) of the claim, after introducing a third set of Grassmann
variables corresponding to the Grassmann generator ζ(·),
l. h. s. =
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ
∫
exp
(
(ζ∗)κ · (ζ)κ
)
∑
r,s∈{0,1}κ
(ζ∗)rκ
〈
(a∗)nκψr
∣∣ (a∗)mκ e−Hψs 〉 (ζ)sκ (dζ)κ(dζ∗)κ (3.251)
and with the help of the decomposition of the identity, given by relation (3.233), we have〈
(a∗)nκψr
∣∣ (a∗)mκ e−Hψs 〉 = lim
κ′→∞
∫
exp
(
(ξ)κ′ · (ξ∗)κ′
)

∑
p∈{0,1}κ′
〈
(a∗)nκψr
∣∣∣ψp〉 (ξ)pκ′


∑
q∈{0,1}κ′
(ξ∗)
q
κ′
〈
ψq
∣∣ (a∗)mκ e−Hψs〉
 (dξ∗)κ′(dξ)κ′ .
(3.252)
As the next ingredient to our proof, we use Lemma 3.37 to see that〈
(a∗)nκψr
∣∣ (a∗)mκ e−Hψs 〉 = lim
κ′→∞
∫
exp
(
(ξ)κ′ · (ξ∗)κ′
)
(ξ)rκ(ξ)
n
κ(ξ
∗)mκ

∑
q∈{0,1}κ′
(ξ∗)
q
κ′
〈
ψq
∣∣ e−Hψs〉
 (dξ∗)κ′(dξ)κ′ , (3.253)
for all multi-indices m,n, r, s ∈ {0, 1}κ. Very importantly, we observe that in the sum over
q ∈ {0, 1}κ′ , only those terms corresponding to such a q with the property
qj = 0 , ∀ j > κ (3.254)
contribute to the integral, since all the remaining κ′ − κ integrations yield a factor 1.
Hence,
l. h. s. =
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ
∫
exp
(
(ζ∗)κ · (ζ)κ + (ξ)κ · (ξ∗)κ
)
∑
r,s,q∈{0,1}κ
(ζ∗)rκ(ξ)
r
κ(ξ)
n
κ(ξ
∗)mκ (ξ
∗)
q
κ
〈
ψq
∣∣ e−Hψs〉 (ζ)sκ (dξ∗)κ(dξ)κ(dζ)κ(dζ∗)κ . (3.255)
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Repeatedly using relations (C.21) and rule (C.9), we obtain
l. h. s. =
∫
exp
(
(ζ∗)κ · (ζ)κ + (ξ)κ · (ξ∗)κ + (ζ∗)κ · (ξ)κ + (η∗)κ · (ξ)κ + (η)κ · (ξ∗)κ
)
(̂e−H)κ(ξ
∗; ζ) (dξ)κ(dζ∗)κ(dζ)κ(dξ∗)κ
=
∫
exp
(
(ζ∗)κ · (ζ)κ + (η)κ · (ξ∗)κ
)
(̂e−H)κ(ξ
∗; ζ)
exp
(
(ζ∗ − (ξ∗ − η∗))κ · (ξ)κ
)
(dξ)κ(dζ
∗)κ(dζ)κ(dξ∗)κ .
From this, we arrive at the right hand side of the assertion by carrying out the integrations
over the ξ and ζ∗ variables with the help of Lemma C.3 and by renaming the Grassmann
variables according to ζ 7→ ξ.
We observe that 〈
ψm
∣∣ e−Hψn 〉 = lim
N→∞
〈
ψm
∣∣∣ (1− 1NH)N ψn〉 , (3.256)
for all finite occupation numbers n,m ∈ {0, 1}N and H = H∗ obeying (3.232). Thus, in
view of the definition of the symbols of e−H and due to the fact that the Grassmann
integral in (3.250) is continuous, since it is a linear mapping in a finite dimensional vector
space, we may write by Lemma 3.40
(?) :=
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
= lim
N→∞
∫
exp
[
(ξ∗)κ · (ξ)κ − (η∗)κ · (ξ)κ − (ξ∗)κ · (η)κ +
N−1∑
l=1
(ξl)κ · (ξ∗l )κ
]
̂(1− 1NH)κ(ξ∗, ξ1) ̂(1− 1NH)κ(ξ∗1 , ξ2) · · · ̂(1− 1NH)κ(ξ∗N−1, ξ)
(dξ∗1)κ(dξ1)κ · · · (dξ∗N−1)κ(dξN−1)κ(dξ)κ(dξ∗)κ . (3.257)
We have used Lemma 3.39 to expand the symbol of the operator (1 − 1NH)N . On using
Lemma 3.38 and denoting by Hκ(a
∗, a) the normal-ordered form of the projections Hκ of
H, we obtain
(?) = lim
N→∞
∫
exp
[
(ξ∗)κ · (ξ)κ − (η∗)κ · (ξ)κ − (ξ∗)κ · (η)κ −
N−1∑
l=1
(ξ∗l )κ · (ξl)κ
+
N−1∑
l=2
(ξ∗l−1)κ · (ξl)κ + (ξ∗)κ · (ξ1)κ + (ξ∗N−1)κ · (ξ)κ
]
(
1− 1NHκ(ξ∗; ξ1)
) · · · (1− 1NHκ(ξ∗N−1; ξ))
(dξ∗1)κ(dξ1)κ · · · (dξ∗N−1)κ(dξN−1)κ(dξ)κ(dξ∗)κ . (3.258)
By first renaming the Grassmann variables according to ξ 7→ ξN and ξ∗ 7→ ξ∗0 and subse-
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quently renaming ξ∗k 7→ ξ∗k+1, we obtain from this
(?) = lim
N→∞
∫
exp
−(η∗)κ · (ξN )κ − (ξ∗1)κ · (η)κ + N∑
l,l′=1
Ql,l′(ξ
∗
l )κ · (ξl′)κ

(
1− 1NHκ(ξ∗1 , ξ1)
) · · · (1− 1NHκ(ξ∗N , ξN )) N∏
j=1
(
(dξj)κ(dξ
∗
j )κ
)
, (3.259)
where we have denoted by Q the following N ×N matrix
Q :=

1 1
−1 . . .
. . .
. . .
−1 1
 . (3.260)
In arriving at expression (3.259), we have changed the order of integration according to the
following scheme: After renaming the Grassmann variables as indicated, we have concluded
that
N−1∏
j=1
(
(dξ∗j+1)κ(dξj)κ
)
(dξN )κ(dξ
∗
1)κ
= (dξ∗N )κ
N−1∏
j=2
(
(dξj)κ(dξ
∗
j )κ
)
(dξ1)κ(dξN )κ(dξ
∗
1)κ
= (dξN )κ(dξ
∗
N )κ
N−1∏
j=2
(
(dξj)κ(dξ
∗
j )κ
)
(dξ1)κ(dξ
∗
1)κ =
N∏
j=1
(
(dξj)κ(dξ
∗
j )κ
)
. (3.261)
(Note that the ‘factors’ in parentheses after the product symbols
∏
are even and therefore
‘commute’ with each other.)
The next step we take in calculating the value of the generating functional is to reexpo-
nentiate, i. e., to replace (
1− 1
N
Hκ(ξ
∗
j , ξj)
)
∼ e− 1NHκ(ξ∗j ,ξj) (3.262)
in the above formulas. It is by no means trivial to justify this manipulation. In Ap-
pendix C.2 we prove that this is indeed possible, slightly extending an argument given by
Salmhofer in [30]. We have thus proved the lemma:
Lemma 3.41. Assume that a selfadjoint, nonnegative operator H in F− obeys (3.232).
Then we have, for any κ ∈ N,∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
= lim
N→∞
∫
exp
 N∑
l,l′=1
Ql,l′(ξ
∗
l )κ · (ξl′)κ
 exp (− (η∗)κ · (ξN )κ − (ξ∗1)κ · (η)κ)
exp
− 1
N
N∑
j=1
Hκ(ξ
∗
j , ξj)
 N∏
j=1
(
(dξj)κ(dξ
∗
j )κ
)
. (3.263)
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We now calculate the generating functional in the particle conserving case:
Theorem 3.42. Suppose h∗ = h ≥ 0 is a one-particle operator in H1, such that
vκ := span{f1, . . . , fκ} ⊆ D(h) and hvκ ⊆ vκ , ∀ κ ∈ N . (3.264)
Then H := dG(h) satisfies (3.232) and we have
GH,κ = exp
1
2 (η
∗)κ · (η)κ −
κ∑
k,k′=1
η∗(fk)
(
1
1 + e−mκ
)
k,k′
η(fk′)
 , (3.265)
where mκ denotes the matrix given by
(mκ)i,j := 〈fi |hfj 〉 , ∀ i, j ∈ {1, . . . , κ} . (3.266)
Proof: Clearly, H satisfies the hypothesis of Lemma 3.41 and
Hκ(ξ
∗
j , ξj) =
κ∑
k,k′=1
ξ∗j (fk)(mκ)k,k′ξj(fk′) , ∀ j ∈ {1, . . . , N} . (3.267)
We can absorb the matrix mκ into the covariance Q appearing in (3.263) by setting
Qˆl,k;l′,k′ := Ql,l′δk,k′ + δl,l′
(− 1Nmκ)k,k′ , ∀ l, l ∈ {1, . . . , N}, k, k′ ∈ {1, . . . , κ} ,
(3.268)
i. e., as a block matrix,
Qˆ =

1κ − 1Nmκ 1κ
−1κ . . .
. . .
. . .
−1κ 1κ − 1Nmκ
 . (3.269)
The statement of Lemma 3.41 then reads∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
= lim
N→∞
∫
exp
 N∑
l,l′=1
κ∑
k,k′=1
Qˆl,k;l′,k′ξ
∗
l (fk)ξl′(fk′)

· exp
(
− (η∗)κ · (ξN )κ − (ξ∗1)κ · (η)κ
) N∏
j=1
(dξj)κ(dξ
∗
j )κ . (3.270)
The matrix Qˆ is invertible, by the following inversion formula for N ×N block matrices,
made up of quadratic blocks b, 1 and 0, all of the size κ× κ:

b 1
−1 . . .
. . .
. . .
−1 b

−1
=
1
1 + bN

bN−1 −b0 · · · −bN−2
... bN−1 · · · −bN−3
...
...
...
...
... −b0
b0 b1 · · · bN−1

, (3.271)
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if only the matrix 1 + bN is invertible. (The ‘factor’ (1 + bN )−1 on the right hand side is
understood to multiply all the blocks in the matrix to its right.) Substituting in (3.270)
according to
ξ∗l (fk) 7→ ξ∗l (fk)−
κ∑
k′=1
η∗(fk′)Qˆ−1N,k′;l,k and ξl(fk) 7→ ξl(fk)−
κ∑
k′=1
Qˆ−1l,k;1,k′η(fk′) ,
(3.272)
for all l ∈ {1, . . . , N} and k ∈ {1, . . . , κ}, we obtain∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
= lim
N→∞
exp
 κ∑
k,k′=1
(
1
1 +
(
1− 1Nmκ
)N
)
k,k′
η∗(fk)η(fk′)

·
∫
exp
 N∑
l,l′=1
κ∑
k,k′=1
Qˆl,k;l′,k′ξ
∗
l (fk)ξl′(fk′)
 N∏
j=1
(dξj)κ(dξ
∗
j )κ . (3.273)
We note that that the integral on the right hand side is just the partition function (with
cut-off). Therefore, we have∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a
∗)mκ Pκe
−HPκ
)
= tr
(
Pκe
−H) lim
N→∞
exp
 κ∑
k,k′=1
η∗(fk)
(
1
1 + (1− 1Nmκ)N
)
k,k′
η(fk′)

= tr
(
Pκe
−H) exp
 κ∑
k,k′=1
η∗(fk)
(
1
1 + e−mκ
)
k,k′
η(fk′)
 (3.274)
This, together with (3.220), completes our proof.
Remark 3.43: We now generalize Theorem 3.42 to the situation, in which the Hamiltio-
nian is quadratic, but does not necessarily conserve the number of particles. For simplicity
we shall assume, for the rest of this subsection, that the one-particle space H1 is finite
dimensional and set κ = dimH1. We shall use the following statement, the proof of which
we shall only sketch (later indicating how this can be made rigorous): For any linear func-
tional ω on the CAR Algebra and any homogenous Bogoliubov transformation w˜ of the
form
w˜ =
(
X∗ Y T
Y ∗ XT
)
, (3.275)
denoting the associated algebra-automorphism by α, we have
e
1
2
(η∗)κ·(η)κ
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκω
(
α
(
(a)nκ(a
∗)mκ
))
= e
1
2
(η˜∗)κ·(η˜)κ
∑
m,n∈{0,1}κ
(η˜)mκ (η˜
∗)nκω
(
(a)nκ(a
∗)mκ
)
, (3.276)
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where we have defined new Grassmann variables η˜ and η˜∗ by
η˜∗(f) := η∗(Xf)+η(Y f) and η˜(f) := η(Xf)+η∗(Y f) , ∀ f ∈ H1 . (3.277)
The sketchy bit of the proof we shall present is the fact that we do not prove exactly
(3.276). Instead we prove the following identity in the Grassmann extended CAR Algebra
over H1 (see Subsection C.3):
e
1
2
(η∗)κ·(η)κ
∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκα
(
(a)nκ
)
α
(
(a∗)mκ
)
= e
1
2
(η˜∗)κ·(η˜)κ
∑
m,n∈{0,1}κ
(η˜)mκ (η˜
∗)nκ(a)
n
κ(a
∗)mκ , (3.278)
i. e., we pretend that we can pull the Grassmann variables into the argument of the
functional ω.
Proof of (3.278): Note that the left hand side (l. h. s.) of relation (3.278) is given by
l. h. s. = exp
(
κ∑
k=1
(
η(fk)α
(
a∗(fk)
)
+ η∗(fk)α
(
a(fk)
)))
(3.279)
by the Baker-Cambell-Hausdorff Relation (here we use the fact that α(a(·)) and α(a∗(·))
also satisfy the CAR). Now note that
κ∑
k=1
(
η∗(fk)α
(
a(fk)
)
+ η(fk)α
(
a∗(fk)
))
=
κ∑
k=1
(
η∗(fk)
(
a(X∗fk) + a∗(Y T f¯k)
)
+ η(fk)
(
a∗(X∗fk) + a(Y T f¯k)
))
=
κ∑
k=1
(
η˜∗(fk)a(fk) + η˜(fk)a∗(fk)
)
, (3.280)
where we have additionally assumed that the orthonormal one-particle basis {fj}j∈{1,...,κ}
is chosen such that f¯j = fj, for all j ∈ {1, . . . , κ}. From this we obtain, using again the
Baker-Cambell-Hausdorff Relation
l. h. s. = exp
(
κ∑
k=1
(
η˜∗(fk)a(fk) + η˜(fk)a∗(fk)
))
= r. h. s. , (3.281)
where we have used the fact that η˜ and η˜∗ obey the same anti-commutation relations
among themselves and with a and a∗ as the original Grassmann variables η and η∗. This
completes the proof.
By the linearity of ω, it should be possible to prove (3.276) along the same lines, if one
extends the functional ω to the Grassmann extended CAR Algebra, such that any Grass-
mann variables may be pulled out to the left. Quite clearly, in the above proof, the fact
that η, η∗ and a, a∗ appear as anti-commuting elements of one algebra is inessential, since
the Baker-Cambell-Hausdorff Relation is used once in one direction and then used again
3.2. FERMIONIC THEORY 79
in the other direction. To verify (3.276) directly, however, seems to be combinatorially
difficult.
As we have already pointed out, the new Grassmann variables η˜ and η˜∗ behave exactly in
the same way as the original ones8 η and η∗. It is thus clear from Theorem 3.42 and from
identity (3.276) that we have
GUw dG(h)U∗w ,κ = exp
(1
2
(η˜∗)κ · (η˜)κ −
κ∑
k,k′=1
η˜∗(fk)
( 1
1 + e−m
)
k,k′
η˜(fk)
)
, (3.283)
where we denote by Uw the unitary implementation of the Bogoliubov transformation
w = w˜−1.
Now assume that we are given an orthonormal basis {fk}k∈L+ in L+ ∼= H1, such that
f¯k = fk, for all k ∈ L+. For any k ∈ L+ = {1, . . . , κ}, we set f−k := τfk and denote by
L− the family of indices {−k | k ∈ L+} by L−. By the compatibility condition (1.82) it
is clear that {fk}k∈L with L := L+ ∪ L− is an orthonormal basis in L. Since we want to
use this basis to represent linear mappings in L by quadratic matrices, we must choose an
ordering of L. We choose the following, somewhat unconventional, ordering:
L = {1; . . . ;κ;−1; . . . ;−κ} , (3.284)
the semicolons indicating that L is to be understood as an ordered set.
Consider then a quadratic selfadjoint operator H of the form
H =
∑
k,k′∈L
〈fk |Mfk′ 〉B(fk)B∗(fk′) . (3.285)
Theorem 3.44. Let w be a homogeneous Bogoliubov transformation with unitary imple-
mentation Uw and such that
H = Uw dG(h)U
∗
w + c · 1 , (3.286)
for some selfadjoint, nonnegative one-particle operator h in H1 and some constant c.
Represent the operator M in (3.285) as a matrix with respect to the basis {fk}k∈L and
introduce the following row and column vectors of Grassmann variables:
(η∗, η) :=
(
η∗(f1), . . . , η(fκ)∗, η(f1), . . . , η(fκ)
)
and
(
η
η∗
)
:=

η(f1)
...
η(fκ)
η∗(f1)
...
η∗(fκ)

.
(3.287)
8The careful reader might object that even if f and g are orthogonal to each other, it may still occur
that η˜(f) and η˜(g) are linearly dependent and hence their product may evaluate to zero. As a matter of
fact, this possibility is not excluded! This is, however, of no relevance to our arguments, since we have
repeatedly used the statement
f , g linearly dependent ⇒ η(f)η(g) = η∗(f)η∗(g) = 0 , ∀ f, g ∈ H1 , (3.282)
but at no point of the argument, however, we have used the converse implication.
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Using the rules of matrix multiplication, we then have
GH,κ = exp
(
(η∗, η)
(
1
1 + e−M
)(
η
η∗
))
. (3.288)
Proof: Let w be of the form
w =
(
X Y
Y¯ X¯
)
, (3.289)
i. e., w = w˜−1, and denote by (η˜∗, η˜) the analogous row vector to (η∗, η) and correspond-
ingly the column vector. Note that we have
1
1 + e−M˜
=
( 1
1−e−m 0
0 2 · 1
)
with M˜ =
(
m 0
0 0
)
. (3.290)
Therefore, we may cast (3.283) into the following shape:
GH,κ = exp
(
−(η˜∗, η˜)
(
1
1 + e−M˜
)(
η˜
η˜∗
))
, (3.291)
where m is the matrix given by
mk,k′ := 〈fk |hfk′ 〉 , ∀ k, k′ ∈ {1, . . . , κ} . (3.292)
Next, we note that, using the definition of η˜ and η˜∗, we have
(η˜∗, η˜) = (η∗, η)w and
(
η˜
η˜∗
)
= w∗
(
η
η∗
)
, (3.293)
regardingX and Y as quadratic matrices with respect to the one-particle basis {f1, . . . , fκ}
and also regarding w as a matrix in the same fashion as M . This leads us to the conclusion
that
GH,κ = exp
(
−(η∗, η)
(
1
1 + e−wM˜w∗
)(
η
η∗
))
. (3.294)
This proves the claim since wM˜w∗ = M .
Chapter 4
Hartree-Fock-Bogoliubov-Theory
In this chapter we give a short introduction to what we call Hartree-Fock-Bogoliubov
Theory (HFB-Theory), which is also known as Generalized Hartree-Fock Theory. We first
sketch the main ideas: The goal is to obtain information on the ground state energy
E0 :=
{
ω(H)
∣∣∣ ω state } (4.1)
of a many-fermion or a many-boson system, represented by the Hamiltonian H. Since this
quantity is in most of the cases inaccessible to direct computation, we approximate E0 by
the HFB-Energy, denoted by EHFB, as follows:
E0 ≤ EHFB := inf
{
ω(H)
∣∣∣ ω admissible, quasi-free state } . (4.2)
From a physicist’s point of view, this is motivated by the fact that the set of quasi-free
states may be interpreted as the set of those states bearing no correlations, except for
those imposed by the statistics of the particles. This is reflected by the defining property
that all higher truncated functionals of such states vanish (see Theorem 3.2 and Defini-
tion 3.24). From a technical point of view, the quantity EHFB is easier to access because
the expectation ω(H), for any quasi-free ω, is expressible entirely in terms of the one-point
and the two-point functions of ω given by
ω
(
a∗(·)a(·)) , ω(a∗(·)a∗(·)) , ω(a∗(·)) , (4.3)
for any H polynomial in the creation and annihilation operators. (In the fermionic case,
we assume that the states ω are even, and then the one-point function drops out from our
considerations.) That way, we can characterize the HFB-Energy by a variational principle
on the convex set of admissible generalized density matrices, see Definition 3.26, or of
admissible pairs, see Definition 3.15. In particular, we are interested in the case, in which
the one-particle space is given by
H1 = L2 (Λ) , with Λ := (R/LZ)3 , (4.4)
for some size parameter L > 0. Furthermore, denote by ψ 7→ ψ¯ the pointwise conjugation
of the function ψ ∈ L2(Λ). The Hamiltonian H is supposed to be of the form
HH1= dG1(h) and HHn= dGn(h) + λVn , ∀ n ∈ {2, 3, . . . } , (4.5)
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for some selfadjoint, nonnegative one-particle operator h in H1 and some coupling param-
eter λ > 0. Here, Hn denotes either the bosonic or the fermionic n-particle space. Vn is
given by
Vnψ(x1, . . . , xn) :=
∑
1≤i<j≤n
v(xi − xj)ψ(x1, . . . , xn) , ∀ n ∈ {2, 3, . . . , } , (4.6)
with
ψ ∈ D(Vn) :=
{
ψ ∈ L2 (Λn) | Vnψ ∈ L2 (Λn)
}
, (4.7)
for some nonnegative pair-potential v. Here we have used the unitary equivalence
Hn = L2 (Λ)⊗n ∼= L2 (Λn) , (4.8)
and we have denoted by x1, . . . , xn the variables corresponding to the n copies of Λ. We
shall draw no notational distinction between the operators Vn acting in each of these two
spaces (and in fact in Hn− and Hn+). Formally, we may write
H =
∑
j,j′∈N
hj,j′a
∗
jaj′ +
λ
2
∑
j,j′,k,k′∈N
Vj,j′;k,k′a
∗
j′a
∗
jakak′ , (4.9)
where we have abbreviated
hj,j′ :=
〈
fj
∣∣hfj′ 〉 , Vj,j′;k,k′ := 〈fj ⊗ fj′ |V2 fk ⊗ fk′ 〉 , (4.10)
and
aσj := a
σ(fj) , ∀ σ ∈ {∅, ∗}, j ∈ N , (4.11)
for a suitable orthonormal basis {fj}j∈N in the one-particle space H1.
Before we rigorously define the variational principle (4.2) in Subsections 4.2.1 and 4.2.2,
it is convenient to introduce a tool, which we discuss in the next subsection.
4.1 Decomposition of Radial Pair-Potentials
4.1.1 Pair-Potentials on R3
The notion of a pair-potential has been used in (4.6) without prior explanation. Let us
now clarify this. Any measurable function
v : R3 \ {0} → R , with v(x) = v(−x) , ∀ x ∈ R3 \ {0} , (4.12)
is called a pair-potential on R3. If, additionally, there exists a function u : R+ → R such
that
v(x) = u(|x |) , ∀ x ∈ R3 \ {0} , (4.13)
we say that v is a radial pair-potential. We shall exclusively consider radial pair-potentials.
In 1986 Fefferman and de la Llave observed in [15] that the Coulomb potential admits the
following representation
1
|x− y | =
1
pi
∫ ∞
0
dr
1
r5
∫
R3
d3z χr(x− z)χr(y − z) , ∀ x, y ∈ R3, x 6= y , (4.14)
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where we have denoted by χr the characteristic function of the solid ball of radius r > 0
centered at the origin. This formula can, except for the normalizing factor, easily be
verified, by observing that both sides are homogeneous functions of degree −1. Quite
obviously, a large class of radial pair-potentials v may be decomposed analogously to
(4.14), if the weight function r 7→ r−5 is replaced by a more general one, i. e., if
v(x− y) =
∫ ∞
0
dr g(r)
∫
R3
d3z χr(x− z)χr(y − z) , ∀ x, y ∈ R3, x 6= y , (4.15)
for some g : R+ → R. In fact Hainzl and Seiringer in [20] recently gave an inversion
formula: They provide a formula for the weight function g in terms of the derivatives of
the function u associated to a radial pair-potential v(·) = u(| · |). Another direction into
which (4.14) and (4.15) may be generalized is to allow localization functions dr others
than χr, such that
v(x− y) =
∫ ∞
0
dr g(r)
∫
R3
d3z dr(x− z) dr(y − z) , ∀ x, y ∈ R3, x 6= y . (4.16)
We assume the localization functions to be of the form
dr(x) = d
(x
r
)
, ∀ x ∈ R3, r > 0 , (4.17)
for some real, essentially bounded, nonnegative and measurable function d. Furthermore,
the weight function g is assumed to be nonnegative, aswell. For instance, we may use
Gaussian localization functions by setting:
d(x) := e−| x |
2
, ∀ x ∈ R3 . (4.18)
As the following theorem shows, the corresponding inversion formula is, in this case, related
to the well-known Laplace transformation.
Theorem 4.1. Let v : R3 \ {0} → R be a radial pair-potential with v(·) = u(| · |), such
that
u
(√
s
)
=
∫ ∞
0
dt e−tsh(s) , ∀ ∈ R+ , (4.19)
for some integrable function h : R+ → R+0 . We then have
v(x− y) =
∫ ∞
0
dr
κ(r)
r5
∫
d3z exp
(
− 1
r2
|x− z |2 − 1
r2
| y − z |2
)
(4.20)
with
κ(r) =
(
2
pi
) 3
2 1
r
h
(
1
2r2
)
, ∀ r ∈ R+ . (4.21)
Note that we have simply assumed the existence of a function h such that (4.19) holds.
Proof of Theorem 4.1: We would like to determine κ in such a way that
v(x) =
∫ ∞
0
dr
κ(r)
r5
∫
R3
d3z exp
(
− 1
r2
|x− z |2 − 1
r2
| z |2
)
, ∀ x ∈ R3\{0} . (4.22)
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The inner integration can be carried out after completing the square in the exponential.
Therefore (4.22) is equivalent to
v(x) =
pi
3
2
4
∫ ∞
0
dr κ
(
(2r)−
1
2
)
r−
1
2 e−| x |
2r , ∀ x ∈ R3 \ {0} . (4.23)
This is in turn equivalent to
u
(√
s
)
=
∫ ∞
0
dr h(r)e−sr with h(r) :=
pi
3
2
4
κ
(
(2r)−
1
2
) 1√
r
, (4.24)
for all s, r > 0. Solving the last expression for κ, we obtain (4.21).
We can use the above theorem to decompose the Coulomb Potential in terms of Gaussian
localization functions,
1
| x− y | =
4
pi2
∫ ∞
0
dr
1
r5
∫
R3
d3z exp
(
− 1
r2
|x− z |2 − 1
r2
| y − z |2
)
, (4.25a)
or to decompose the Yukawa Potential
e−ν| x−y |
|x− y | =
4
pi2
∫ ∞
0
dr
e−
1
2
ν2r2
r5
∫
R3
d3z exp
(
− 1
r2
|x− z |2 − 1
r2
| y − z |2
)
, (4.25b)
for all real x 6= y in R3 and some ν ≥ 0. The formulas concerning Laplace transforms,
necessary to verify (4.25a) and (4.25b) may be found in [1]. Before we close this section,
let us remark that, if the pair-potential v admits a decomposition of the type (4.16), we
shall write the operator V2 in the following way:
V2 =
∫ ∞
0
dr g(r)
∫
R3
d3z D2r,z ⊗D2r,z (4.26)
with
Dr,zψ(x) := dr(x− z)
1
2ψ(x) , ∀ x ∈ R3, ψ ∈ H1 . (4.27)
4.1.2 Pair-Potentials on (R/LZ)3
We shall now see how the decomposition formulas of the last section carry over to pair-
potentials on the torus Λ = (R/LZ)3, for any L > 0. The notion of a pair-potential on
the torus is defined in a manner completely analogous to a pair-potential on R3. The pair-
potentials and localization functions on R3 of the last section will be denoted by v˜ and d˜r,
respectively, those on the torus by v and dr, respectively.
Definition 4.2. A pair-potential v˜ on R3 is called summable if for any L′ > 0, we have∑
l∈(L′Z)3
| v˜(x+ l) | <∞ , ∀ x ∈ (0, L′)3 . (4.28)
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Obviously the Yukawa Potential (4.25b) is summable, while the Coulomb Potential is not.
To any summable pair-potential v˜, we may associate a pair-potential v on Λ simply by
setting:
v(x− y) :=
∑
l∈(LZ)3
v˜(x− y + l) , ∀ x, y ∈ Λ, x 6= y . (4.29)
Supposing that v˜ has a decomposition of the type (4.16) with weight function g and
localization functions d˜r, we obtain
v(x− y) =
∑
l∈(LZ)3
∫ ∞
0
dr g(r)
∫
R3
d3z d˜r(x+ l − z) d˜r(y − z)
=
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
l,l′∈(LZ)3
d˜r(x+ l − z − l′) d˜r(y − z − l′)
=
∫ ∞
0
dr g(r)
∫
Λ
d3z dr(x− z) dr(y − z) , (4.30)
for all x 6= y in Λ and with
dr(·) :=
∑
l∈(LZ)3
d˜r(·+ l) . (4.31)
Note that the weight function g is the same for both v and v˜. We recall that g is assumed
to be nonnegative. Furthermore, the functions d˜r are also assumed to be nonnegative, for
all r > 0, implying that so are the functions dr, for all r > 0.
We shall from now on consider only pair potentials on Λ allowing a decomposition of the
type
v(x− y) =
∫ ∞
0
dr g(r)
∫
Λ
d3z dr(x− z) dr(y − z) , ∀ x, y ∈ Λ, x 6= y , (4.32)
for some family {dr}r>0 of nonnegative, bounded and measurable functions dr on Λ and
a nonnegative, measurable weight function g on R+.
Analogously to (4.26), we then write the associated maximal multiplication operator on
L2(Λ) as
V2 =
∫ ∞
0
dr g(r)
∫
Λ
d3z D2r,z ⊗D2r,z , (4.33)
where the bounded, nonnegative operators Dr,z in H1 are given as the everywhere defined
multiplication operators associated to the bounded functions dr(· − z) 12 . Note that the
norm of Dr,z may depend on r.
As an example, consider the Yukawa Potential on the torus
vν(x− y) :=
∑
l∈(LZ)3
e−ν|x−y−l |
|x− y − l | , ∀ x, y ∈ Λ, x 6= y , (4.34a)
for any ν ≥ 0. vν admits, by (4.25b), a decomposition of the form (4.32) with
g(r) :=
4
pi2
e−
1
2
r2ν2
r5
and dr(x) :=
∑
l∈(LZ)3
exp
(
− 1
r2
(x− l)2
)
, (4.34b)
for all x ∈ Λ and all r ∈ R+.
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4.2 The Variational Principle
We shall now associate to the formal expression (4.5) a variational principle on generalized
density matrices, corresponding to (4.2). In doing so, however, we avoid to go into the
details of how to give a precise operator meaning to H. Rather, we shall simply write
down an associated variational principle, marking the starting point of HFB-Theory. On
a formal level, it is easy to verify that the definitions we make are appropriate.
4.2.1 Bosonic Theory
We begin by introducing the notion of bosonic two-particle density matrices. Suppose we
are given a quasi-free bosonic state ω. As a consequence of (3.4), we have for any set
{fj}j∈N of vectors in H1:
ω
(
a∗(fi)a∗(fj)a(fk)a(fl)
)
= (α∗ω)j,i(αω)l,k + (γω)k,i(γω)l,j + (γω)l,i(γω)k,j − 2uiuj u¯ku¯l , (4.35)
where we have denoted the matrix elements of the entries of Γω in the following way:
(αω)i,j := 〈fi |αωfj 〉 = ω
(
a(f¯j)a(fi)
)
, (4.36a)
(γω)i,j := 〈fi | γωfj 〉 = ω
(
a∗(fj)a(fi)
)
, (4.36b)
and
ui := u(fi) , with v
((
f+
f−
))
= u(f+) + u¯(f−) , ∀ f± ∈ H1 , (4.37)
are the values of the one-point functional. As we have pointed out in Remark 3.17, admis-
sibility of ω entails the trace-class property for γω, the Hilbert-Schmidt property for αω
and
∑
i | ui |2 <∞. Therefore, (4.35) defines by (4.38) a bounded, nonnegative quadratic
form and thus the following definition makes sense.
Definition 4.3. Let ω be a bosonic state which is admissible and quasi-free. Suppose
{fj}j∈N is an orthonormal basis in H1. The nonnegative trace-class operator Mω in H2,
defined by
〈fi ⊗ fj |Mω fk ⊗ fl 〉 = ω
(
a∗(fl)a∗(fk)a(fi)a(fj)
)
, ∀ i, j, k, l ∈ N , (4.38)
is called the two-particle density matrix of ω.
We now proceed to clarify how we intend to evaluate the expectation value of H, defined
in (4.5), in the admissible state ω. Note that
ω(H) := tr(h γω) +
λ
2
tr(V2Mω) (4.39)
is perfectly well-defined, as long as the operators V2 and h are bounded. Formally, one
may arrive at this expression, by simply inserting the definition of H and using (4.15).
However, if either one of these operators is unbounded, we have yet to make sense of the
expressions tr(hγω) and tr(V2Mω). This is the content of the following proposition.
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Proposition 4.4. Suppose we are given two selfadjoint, nonnegative operators A and B
in some complex Hilbert space H. Assume, additionally, that B is trace-class. Then the
expression
tr
(In(A)B) with In(x) :=

0 if x ≤ 0
x if 0 < x ≤ n
n if n < x
, ∀ x ∈ R , (4.40)
has a limit in R+∪{+∞}, as n→∞. Moreover, if A is bounded, this limit coincides with
tr(AB).
Proof: For any n ∈ N, the operator In(A) is bounded and nonnegative. Since B is trace-
class, we have
tn := tr
(In(A)B) = tr (In(A) 12 B In(A) 12 ) ≥ 0 , ∀ n ∈ N . (4.41)
Furthermore, for any n ∈ N, the operator In+1(A) − In(A) is bounded and nonnegative.
Thus we also have
tn+1 − tn = tr
(
(In+1(A)− In(A))B
)
= tr
((In+1(A)− In(A)) 12B(In+1(A)− In(A)) 12) ≥ 0 . (4.42)
Therefore the sequence {tn}n∈N is positive and monotonically nondecreasing and therefore
possesses a limit in R+ ∪ {+∞}. If A is bounded, then, for n > ‖A ‖, we have
tn = tr(AB) . (4.43)
Thus by (4.40) we can always make sense of (4.39), by
tr(hγω) := lim
n→∞ tr
(In(h)γω) and tr(V2Mω) := lim
n→∞ tr
(In(V2)Mω) . (4.44)
The next proposition unfolds the full strength of the decomposition formula for radial
pair-potentials discussed in the previous sections.
Proposition 4.5. Let the interaction operator V2 (possibly unbounded) admit a decomposi-
tion of the type (4.33). We then have, for any two-particle density matrix M corresponding
to an admissible quasi-free state:
tr(V2M) =
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
(D2r,z ⊗D2r,z)M
)
. (4.45)
As we have already remarked, in our applications the operators Dr,z are nonnegative and
bounded, for any r ∈ R+ and any z ∈ Λ. Obviously the same is true for the operators
D2r,z⊗D2r,z and hence the traces on the right hand side of (4.45) do all exist and are finite.
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Proof: By Proposition 4.4 we may write
tr(V2M) = lim
n→∞ tr
(In(V2)M) , (4.46)
where the In are given in (4.40). Furthermore, we write for all m ∈ N and all x and y in Λ
vm(x− y) :=
∫ m
0
dr g(r)
∫
Λ
d3z dr(x− z)dr(y − z) , (4.47)
recalling that the functions g and dr, for all r > 0, are assumed to be nonnegative. We
observe that the sequence {vm(x−y)}m∈N is monotonically nondecreasing, for all x, y ∈ Λ.
By expanding out the trace in an orthonormal basis {Fj}j∈N of eigenvectors of M , with
corresponding eigenvalues {µj}j∈N, we obtain
tr(V2M) = lim
n→∞
∑
j∈N
µj
∫
Λ
d3x d3y |Fj(x, y) |2 In
(
lim
m→∞ vm(x− y)
)
. (4.48)
By the fact that each In is continuous, we may pull out the limit m→∞ and so obtain
tr(V2M) = lim
n→∞ limm→∞
∑
j∈N
µj
∫
Λ
d3x d3y |Fj(x, y) |2 In
(
vm(x− y)
)
. (4.49)
Since the limits in m and n are monotonically nondecreasing, we may interchange them.
It therefore holds
tr(V2M) = lim
m→∞
∑
j∈N
µj
∫
Λ
d3x d3y |Fj(x, y) |2 vm(x− y) . (4.50)
Note that vm is a bounded function, for any m ∈ N, and so the integral on the right hand
side always exists. By Fubini’s Theorem and by monotone convergence, we also have
tr(V2M) =
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
j∈N
µj
∫
Λ
d3x d3y |Fj(x, y) |2 d2r(x− z)d2r(y − z)
=
∫ ∞
0
dr g(r)
∫
Λ
tr
(
(D2r,z ⊗D2r,z)M
)
. (4.51)
Now that we have shown how to make sense of ω(H) and have got around the problem
of computing traces of operators, which may not even be bounded, we can use (4.35) to
completely eliminate the two-particle density matrix from our discussion. Namely, we have
tr(V2Mω) =
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
tr
(
D2r,zα
∗
ωD
2
r,zαω
)
+ tr
(
D2r,zγωD
2
r,zγω
)
+ tr
(
D2r,zγω
)2 − 2(∑
p∈N
|u(Dr,zfp) |2
)2}
, (4.52)
for any admissible quasi-free state ω. Finally, we are in the position to reformulate the
variational principle (4.2) in the bosonic context in a completely rigorous way, involving an
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energy functional EH depending only on the generalized density matrix and the one-point
functional:
EHFB := inf
{
EH
(
(Γ, v)
) ∣∣∣ (Γ, v) admissible pair } , (4.53)
with
EH
(
(Γ, v)
)
:= tr(hγ) +
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
tr(D2r,zα
∗D2r,zα) + tr(D
2
r,zγD
2
r,zγ)
+ tr(D2r,zγ)
2 − 2
(∑
p∈N
|u(Dr,zfp) |2
)2}
, (4.54)
where α, γ and u are defined by:
Γ =
(
γ α
−α¯ −1− γ¯
)
and v
((
f+
f−
))
= u(f+) + u¯(f−) . (4.55)
We recall Definition 3.15: If (Γ, v) is an admissible pair, then γ is trace-class, αT = α, u
is continuous and〈
f+
∣∣ γf+ 〉 + 2Re 〈f+ ∣∣αf− 〉 + 〈f− ∣∣ (1 + γ)f− 〉 − ∣∣ u(f+) + u¯(f−) ∣∣2 ≥ 0 , (4.56)
for all f± ∈ H1. The last condition is equivalent to (3.66). As we have pointed out in
Remark 3.17 the Hilbert-Schmidt condition for α is implied.
4.2.2 Fermionic Theory
Again, the first step is to introduce the notion of the two-particle density matrix Mω
associated to a fermionic state ω. At this point, we may allow ourselves a little bit more
of generality as compared to the boson case, due to the fact that the mappings f 7→ a∗(f)
and f 7→ a(f) are bounded. Therefore, the following definition makes sense without further
assumptions on the state ω.
Definition 4.6. Let ω be a state on the CAR Algebra Acar(H1) and suppose {fj}j∈N is
an orthonormal basis in H1. The following defines a bounded, nonnegative operator Mω
in H2
〈fi ⊗ fj |Mω fk ⊗ fl 〉 = ω
(
a∗(fl)a∗(fk)a(fi)a(fj)
)
, ∀ i, j, k, l ∈ N , (4.57)
which is called the two-particle density matrix associated to ω.
In order to write the expectation ω(H) in a manner similar to (4.39), we must ensure
that Mω is trace-class. This is where the admissibility condition comes in. Indeed, if ω is
a quasi-free state, we have
〈fi ⊗ fj |Mω fk ⊗ fl 〉 = (α∗ω)k,l(αω)j,i − (γω)i,l(γω)j,k + (γω)j,l(γω)i,k , (4.58)
where we have denoted the matrix elements of the entries of Γω by
(αω)i,j := 〈fi |αωfj 〉 = ω
(
a(f¯j)a(fi)
)
, (4.59a)
(γω)i,j := 〈fi | γωfj 〉 = ω
(
a∗(fj)a(fi)
)
. (4.59b)
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Thus, since we know that the admissibility of ω entails the trace-class property for γω and
the Hilbert-Schmidt property for αω, we have:
ω admissible ⇒ Mω trace-class . (4.60)
Since we are only interested in states ω which are admissible and quasi-free, we always
assume that Mω is trace-class. It is therefore clear that
ω(H) := tr(hγω) +
λ
2
tr(V2Mω) (4.61)
is perfectly well-defined, as long as h and V2 are bounded operators in H1 and H2, respec-
tively. Formally, one may arrive at this expression, by simply inserting the definition of H
and using (4.59). Again, if h or V2 are unbounded, we can still make sense of (4.61) by
positivity, using Proposition 4.4, i. e.,
tr(hγω) := lim
n→∞ tr
(In(h)γω) and tr(V2Mω) := lim
n→∞ tr
(In(V2)Mω) , (4.62)
with
In(x) :=

0 if x ≤ 0
x if 0 < x ≤ n
n if n < x
, ∀ x ∈ R, n ∈ N . (4.63)
As we have shown before, these definitions are compatible with the usual ones, if h or V2
are bounded. Similarly to the boson case, we may get rid of the limits in (4.62), by Propo-
sition 4.5. Namely, we have for any interaction operator V2, admitting a decomposition of
the type (4.33) and any two-particle density matrix M associated to an admissible state:
tr(V2M) =
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
(D2r,z ⊗D2r,z)M
)
. (4.64)
Note that the operators (D2r,z ⊗D2r,z)M are trace-class, for all r > 0 and all z ∈ Λ.
Now that we have shown how to make sense of ω(H) and have got around the problem
of computing traces of operators, which may not even be bounded, we can use (4.58) to
completely eliminate the two-particle density matrix from our discussion. Namely, we have
tr(V2Mω) =
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
tr(D2r,zα
∗
ωD
2
r,zαω)− tr(D2r,zγωD2r,zγω) + tr(D2r,zγω)2
}
.
(4.65)
Finally, we are now in the position to reformulate the variational principle (4.2) in the
fermionic context in a completely rigorous way, in terms of an energy functional EH ,
depending only on the generalized density matrix.
EHFB := inf
{
EH(Γ)
∣∣∣ Γ admissible generalized density matrix } , (4.66)
with
EH(Γ) := tr(hγ)
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
tr(D2r,zα
∗D2r,zα)− tr(D2r,zγD2r,zγ) + tr(D2r,zγ)2
}
, (4.67)
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where α and γ are given by
Γ =
(
γ α
−α¯ 1− γ¯
)
. (4.68)
We recall that if Γ is an admissible generalized density matrix, then αT = −α, γ is
Hilbert-Schmidt and〈
f+
∣∣ γf+ 〉 + 2Re 〈f+ ∣∣αf− 〉 + 〈f− ∣∣ (1− γ)f− 〉 ≥ 0 , (4.69)
for all f± ∈ H1. Again, it is implied that α is Hilbert-Schmidt.
4.2.3 Self-Consistency
Even though the problem of calculating the HFB-Energy is far less complex than the
problem of calculating the ground state Energy E0, it is often still not feasible to de-
termine EHFB rigorously. For the sake of completeness we shortly describe the idea of
self-consistency. To this end, let us introduce the following notions. (Lemmas 4.7 and 4.8
will motivate this definitions.)
Fermionic Self-Consistent Energy Functional:
EscH (Γ, Γ˜) := tr(hγ)
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
2Re tr(D2r,zα
∗D2r,zα˜)− 2 tr(D2r,zγD2r,zγ˜)
+ 2 tr(D2r,zγ) tr(D
2
r,zγ˜)
}
. (4.70)
Bosonic Self-Consistent Energy Functional:
EscH
(
(Γ, v), (Γ˜, v˜)
)
:= tr(hγ) (4.71)
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
2Re tr(D2r,zα
∗D2r,zα˜) + 2 tr(D
2
r,zγD
2
r,zγ˜)
+ 2 tr(D2r,zγ) tr(D
2
r,zγ˜)
− 8Re
(∑
p
| u˜(Dr,zfp) |2
)∑
p
u˜(Dr,zfp)u(Dr,zfp)
}
.
Here, γ and α denote the entries of Γ, γ˜ and α˜ denote the entries of Γ˜. In the boson case
u and u˜ are determined by the one-point functionals v and v˜ via:
v
((
f+
f−
))
= u(f+) + u¯(f−) and v˜
((
f+
f−
))
= u˜(f+) + u˜(f−) , (4.72)
for all f± ∈ H1.
Formally, the functionals (4.70) and (4.71) are the energy expectation values in the state
ω associated to (Γ, v) of the following self-consistent Hamiltonians.
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Fermionic Self-Consistent Hamiltonian:
Hω˜ =
∑
j,j′
hj,j′a
∗
jaj′
+
λ
2
∑
j,j′,k,k′
Vj,j′;k,k′
{
ω˜(akak′)a
∗
j′a
∗
j + ω˜(a
∗
j′a
∗
j)akak′ − ω˜(a∗jak′)a∗j′ak
− ω˜(a∗j′ak)a∗jak′ + a∗j′ak′ω˜(a∗jak) + ω˜(a∗j′ak′)a∗jak
}
, (4.73)
where ω˜ is any state having Γ˜ as its generalized density matrix.
Bosonic Self-Consistent Hamiltionian:
Hω˜ =
∑
j,j′
hj,j′ a
∗
jaj′
+
λ
2
∑
j,j′,k,k′
Vj,j′;k,k′
{
ω˜(akak′) a
∗
j′a
∗
j + ω˜(a
∗
j′a
∗
j) akak′ + ω˜(a
∗
jak′) a
∗
j′ak + ω˜(a
∗
j′ak) a
∗
jak′
+ ω˜(a∗jak) a
∗
j′ak′ + ω˜(a
∗
j′ak′) a
∗
jak − 2ω˜(a∗j′a∗jak) ak′
− 2ω˜(a∗j′a∗jak′) ak − 2ω˜(a∗j′akak′) a∗j − 2ω˜(a∗jakak′) a∗j′
}
, (4.74)
where ω˜ is any state, having (Γ˜, v˜) as its admissible pair.
The proof of the following lemma is taken from [8].
Lemma 4.7 (Fermion Case). If the fermionic generalized density matrix Γ is a mini-
mizer of (4.66), i. e., if we have EH(Γ) = EHFB, where EH is the fermionic energy
functional, then Γ also fulfills
EscH (Γ,Γ) = min
{
EscH (Γ˜,Γ)
∣∣ Γ˜ admissible generalized density matrix } , (4.75)
where EscH is the fermionic self-consistent energy functional.
Proof: Let Γ and Γ˜ be admissible generalized density matrices. We define a family
{Γt}t∈[0,1] of admissible generalized density matrices Γt by
Γt := (1− t) · Γ + t · Γ˜ , ∀ t ∈ [0, 1] . (4.76)
We observe that
Γt =
(
γt αt
−α¯t 1− γ¯t
)
(4.77)
with
γt = (1− t) · γ + t · γ˜ and αt := (1− t) · α + t · α˜ , ∀ t ∈ [0, 1] . (4.78)
Recall the definition of EH given in (4.67) and note that EH(Γt) is a polynomial of degree
two in t. It is therefore differentiable and we have
∂
∂t
EH(Γt)
∣∣
t=0
= EscH (Γ˜,Γ)− EscH (Γ,Γ) . (4.79)
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To see this, we note that in evaluating the derivative on the left hand side of (4.79) the
following terms appear (for convenience, we take the derivatives under the integral sign):
∂
∂t
tr(hγt)
∣∣
t=0
= tr(hγ˜)− tr(hγ) , (4.80a)
∂
∂t
tr(D2r,zα
∗
tD
2
r,zαt)
∣∣
t=0
= tr
(
D2r,z(α˜
∗ − α∗)D2r,zα
)
+ tr
(
D2r,zα
∗D2r,z(α˜− α)
)
= 2Re tr
(
D2r,zα˜
∗D2r,zα
)− 2 tr (D2r,zα∗D2r,zα) , (4.80b)
∂
∂t
tr
(
D2r,zγtD
2
r,zγt)
∣∣
t=0
= tr
(
D2r,z(γ˜ − γ)D2r,zγ
)
+ tr
(
D2r,zγD
2
r,z(γ˜ − γ)
)
= 2 tr
(
D2r,zγ˜D
2
r,zγ
)
+ 2 tr
(
D2r,zγD
2
r,zγ
)
, (4.80c)
∂
∂t
tr
(
D2r,zγt
)2∣∣
t=0
= 2 tr
(
D2r,zγ
)
tr
(
D2r,z(γ˜ − γ)
)
= 2 tr
(
D2r,zγ˜
)
tr
(
D2r,zγ
)− 2 tr (D2r,zγ)2 . (4.80d)
Reinserting these expression into (4.67) using (4.70) readily yields (4.79). Suppose Γ is a
minimizer of (4.66), then the left hand side of (4.79) is larger or equal to 0 for any Γ˜. This
implies
EscH (Γ˜,Γ) ≥ EscH (Γ,Γ) . (4.81)
The lemma is proved.
We now prove the corresponding lemma in the boson case.
Lemma 4.8 (Boson Case). If the bosonic admissible pair (Γ, v) is a minimizer of (4.53),
i. e., if we have EH
(
(Γ, v)
)
= EHFB, where EH denotes the bosonic energy functional, then
(Γ, v) also fulfills
EscH
(
(Γ, v), (Γ, v)
)
= min
{
EscH
(
(Γ˜, v˜), (Γ, v)
) ∣∣ (Γ˜, v˜) admissible pair } , (4.82)
where EscH denotes the bosonic self-consistent energy functional.
Proof: We proceed similarly as in the fermionic case. To any two admissible pairs (Γ, v)
and (Γ˜, v˜), we assign a family {(Γt, vt)}t∈[0,1] of admissible pairs by
(Γt, vt) :=
(
(1− t) · Γ + t · Γ˜, (1− t) · v + t · v˜
)
, ∀ t ∈ [0, 1] . (4.83)
Recall that the set of admissible pairs is convex by (3.68). Observe that
Γt =
(
γt αt
−α¯t −1− γ¯t
)
, (4.84)
with
γt = (1− t) · γ + t · γ˜ and αt = (1− t) · α + t · α˜ , ∀ t ∈ [0, 1] . (4.85)
Recall the definition of EH given in (4.54) and note that EH
(
(Γt, vt)
)
is a polynomial of
degree two in t. It is therefore differentiable and we have
∂
∂t
EH
(
(Γt, vt)
)∣∣
t=0
= EscH
(
(Γ˜, v˜), (Γ, v)
) − EscH ((Γ, v), (Γ, v)) . (4.86)
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To see this, we note that in evaluating the derivative on the left hand side, terms analogous
to (4.80) appear. Additionally, we have the following term associated to the one-point
functional
∂
∂t
∑
p∈N
| (1− t) · u(Dr,zfp) + t · u˜(Dr,zfp) |2
2 ∣∣∣∣∣
t=0
(4.87)
= 4
∑
p,q∈N
Re
(
u˜(Dr,zfp)− u(Dr,zfp)
)
u(Dr,zfp) |u(Dr,zfq) |2
= 4Re
∑
p∈N
u˜(Dr,zfp)u(Dr,zfp)
∑
p∈N
| u(Dr,zfp) |2
− 4
∑
p∈N
| u(Dr,zfp) |2
2 .
Reinserting these expressions into (4.54) using (4.71) readily yields (4.86).
Suppose (Γ, v) is a minimizer of (4.53), then the left hand side of (4.86) is larger or equal
to zero, for any admissible pair (Γ˜, v˜), implying
EscH
(
(Γ˜, v˜), (Γ, v)
) ≥ EscH ((Γ, v), (Γ, v)) . (4.88)
The lemma is proved.
Let us now describe how the above lemmas are used to approximate the HFB-Energy. For
simplicity, we consider the fermion case, only. (The boson case is completely analogous.)
For a given model, one could now start off with a trial generalized density matrix Γ and
calculate the minimizer Γ˜ of EscH (·,Γ). If EscH (Γ˜,Γ) should turn out be smaller than E scH (Γ,Γ)
one would repeat the same procedure, however starting with Γ˜. This procedure is repeated,
until eventually equality between E scH (Γ˜,Γ) and EscH (Γ,Γ) is achieved. One could then hope,
only hope, by the last lemma(s) that Γ˜ is in fact the solution to the variational principle
(4.66).
Chapter 5
Correlation Estimates
5.1 Fermionic Theory
5.1.1 A Fermionic Wick Theorem
In this subsection we prove a so called Wick Theorem, i. e., a theorem expressing normal-
ordered polynomials in the particle creation and annihilation operators in terms of poly-
nomials which are not normal-ordered.
Definition 5.1. Denote by a(·) and a∗(·) the generators of the CAR Algebra. We then
associate to any monomial
aτ1(f1) · · · aτn(fn) , ∀ n ∈ N, τ1, . . . , τn ∈ {∅, ∗}, f1, . . . , fn ∈ H1 , (5.1)
a monomial, normal-ordered with respect to the Fock representation, by defining
:aτ1(f1) · · · aτn(fn) : := sign(pi) · aτpi(1)(fpi(1)) · · · aτpi(n)(fpi(n)) . (5.2)
The permutation pi is uniquely determined by the conditions
τpi(1) = · · · = τpi(k) = ∗ , τpi(k+1) = · · · = τpi(n) = ∅ , (5.3)
for some k ∈ {0, . . . , n}, and
pi(1) < · · · < pi(k) , pi(k + 1) < · · · < pi(n) . (5.4)
By demanding linearity and setting :1 : := 1, we extend this definition to all polynomials
in the fermion annihilation and creation operators and the identity.
Note that the elements of the CAR Algebra are equivalence classes of polynomials in the
generators a∗(·) and a(·). The normal-ordering is defined on these polynomials, but it is not
well-defined on the CAR Algebra. We discuss these concepts in more detail in Section B.2.
For any homogeneously quadratic, polynomial expression q in the generators of the self-
dual CAR Algebra, we define its contraction [[q]] by[
B(f)B(g)
]
:= B(f)B(g)− :B(f)B(g) : , ∀ f, g ∈ L . (5.5)
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Note that, for all f1, f2 ∈ H1 and all σ1, σ2 ∈ {∅, ∗}, the following equality holds:
[[aσ1(f1)a
σ2(f2)]] =
{
0 if aσ1(f1)a
σ2(f2) is normal-ordered
{aσ1(f1), aσ2(f2)} else
. (5.6)
In order to formulate the fermionic Wick Theorem, we introduce, for any n ∈ N, the set
P2(n) as follows: P is an element of P2(n) if and only if
P =
{
p(1), . . . , p(k)
}
, (5.7)
for some k ∈ N0 and some pairwise disjoint sets p(1), . . . , p(k) of cardinality two, such that
p(1), . . . , p(k) ⊆ {1, . . . , n} . (5.8)
Note that ∅ ∈ P2(n), for all n ∈ N (corresponding to the case k = 0). To any P in P2(n)
we associate a sign, denoted by sign(P ). It is defined to be the sign of any permutation
pi ∈ Sn satisfying
p(1) = {pi(1), pi(2)} , . . . , p(k) = {pi(2k − 1), pi(2k)} (5.9)
and also satisfying
pi(1) < pi(2) , . . . , pi(2k − 1) < pi(2k) and pi(2k + 1) < · · · < pi(n) . (5.10)
Note that, even though pi is not uniquely determined by these conditions, the sign of pi
depends just on P , and therefore
sign(P ) := sign(pi) (5.11)
is well-defined.
Theorem 5.2 (Wick). For any f1, . . . , fn ∈ H1 and all σ1, . . . , σn ∈ {∅, ∗}, let
aj := a
σj (fj) , ∀ j ∈ {1, . . . , n} . (5.12)
It then holds true that
a1 · · · an =
∑
P∈P2(n)
sign(P )
∏
p∈P
[[ap1ap2 ]]
: ∏
j∈{1,...,n}\Sp∈P p
aj :
 . (5.13)
The normal-ordered operator product on the right hand side is assumed to be ordered in
ascending index order.
In principle, this theorem can be proved along the same lines as the corresponding Theo-
rem 5.21 in the bosonic context. However, the proof is complicated by the fact that lots
of minus signs appear. The best way to deal with this problem is to extend the CAR
Algebra by a set of Grassmann variables, as we have indicated in Section C.3. Since in the
fermionic context we do not need to generalize the Wick Theorem beyond its well-known
form, we omit the proof and refer the reader to [11], see also [6].
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An important consequence of relation (5.6) is that any contraction of a monomial of degree
two is equal to the vacuum expectation value of this monomial, i. e.,[
B(f)B(g)
]
= Ω
(
B(f)B(g)
)
, ∀ f, g ∈ L . (5.14)
It is therefore possible to rewrite the contractions appearing in the Wick Theorem in terms
of vacuum expectation values.
For any homogeneous Bogoliubov transformation w, denoting by αw the associated algebra
automorphism, we introduce the normal-ordering with respect to w as follows:
: · :w := α−1w
(
:αw ( · ) :
)
. (5.15)
We generalize the Wick Theorem to the normal-ordering : · :w.
Corollary 5.3. Let w be a fermionic homogeneous Bogoliubov transformation and let
f1, . . . , fn ∈ L be arbitrary. Denote the generators B(f1), . . . , B(fn) of the self-dual algebra
by B1, . . . , Bn. It then holds
B1 · · ·Bn =
∑
P∈P2(n)
sign(P )
∏
p∈P
Ωw (Bp1Bp2)
: ∏
j∈{1,...,n}\Sp∈P p
Bj :w
 , (5.16)
where the normal-ordered product on the right hand side is assumed to be in ascending
index order and we have denoted
Ωw(·) := Ω
(
αw(·)
)
. (5.17)
Proof: By additivity, we can apply the Wick Theorem to the generators B˜j := αw(Bj),
for all j ∈ {1, . . . , n}, to obtain:
B˜1 · · · B˜n =
∑
P∈P2(n)
sign(P )
∏
p∈P
[
B˜p1B˜p2
]: ∏
j∈{1,...,n}\Sp∈P p
B˜j :

=
∑
P∈P2(n)
sign(P )
∏
p∈P
Ω
(
B˜p1B˜p2
): ∏
j∈{1,...,n}\Sp∈P p
B˜j :
 ,
where we have used (5.14). From this statement, the claim follows by taking the Bogoliubov
transformation α−1w of both sides and remembering the definition of Ωw.
We see that in the case n = 4, we may rewrite the claim of Corollary 5.3 as follows
B1 · · ·B4 = :B1 · · ·B4 :w
+
∑
pi Pairing
sign(pi)
{
:Bpi(1)Bpi(2) :w Ωw
(
Bpi(3)Bpi(4)
)
+ :Bpi(3)Bpi(4) :w Ωw
(
Bpi(1)Bpi(2)
)}
+
∑
pi Pairing
sign(pi)Ωw
(
Bpi(1)Bpi(2)
)
Ωw
(
Bpi(3)Bpi(4)
)
, (5.18)
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where the sums extend over all pairings, i. e., over all
pi ∈ S4 , with 1 = pi(1) , pi(2) < pi(4) . (5.19)
Observing that
:B(f)B(g) :w = B(f)B(g)− Ωw
(
B(f)B(g)
)
, ∀ f, g ∈ L , (5.20)
we obtain the following corollary.
Corollary 5.4. Under the hypothesis of Corollary 5.3, we have
B1 · · ·B4 = :B1 · · ·B4 :w
+
∑
pi Pairing
sign(pi)
{
Bpi(1)Bpi(2)Ωw
(
Bpi(3)Bpi(4)
)
+Bpi(3)Bpi(4)Ωw
(
Bpi(1)Bpi(2)
)}
−
∑
pi Pairing
sign(pi)Ωw
(
Bpi(1)Bpi(2)
)
Ωw
(
Bpi(3)Bpi(4)
)
,
where the sums extend over all pi obeying (5.19).
5.1.2 Derivation of the Correlation Estimate
In this subsection we give a lower bound on the expectations of quartic polynomials in the
fermion particle annihilation and creation operators of the following type:∑
p,q∈N
:a∗(Dfp)a∗(Dfq)a(Dfq)a(Dfp) :w . (5.21)
Here, we have fixed an orthonormal basis {fj}j∈N in H1 and denoted by D a nonnegative
one-particle operator in B(H1). w denotes a homogeneous, up to now unspecified, Bogoli-
ubov transformation. Later, we shall interpret (5.21) as a truncated interaction term.
Theorem 5.5. Suppose we are given an orthonormal basis {fj}j∈N in H1, a nonnegative
operator D in B(H1) and a homogeneous Bogoliubov transformation w of the form
w =
(
X Y
Y¯ X¯
)
, for some X,Y ∈ B(H1) , (5.22)
with respect to the decomposition (1.80). We then have the following correlation estimate:
ω
( ∑
p,q∈N
:a∗(Dfp)a∗(Dfq)a(Dfq)a(Dfp) :w
)
≥− 4 tr (D2X∗γ˜X) tr (D¯2Y ∗Y )
− 4 tr (D¯2Y ∗Y )√tr (D¯2Y ∗γ˜Y ) tr (D2X∗γ˜X)
− 2
√
tr (D2X∗γ˜X) tr
(
D¯2Y ∗Y
)[
tr
(
D2Y T (1− ¯˜γ)Y¯ D2X∗X)
+ tr
(
D2X∗γ˜X
)
tr
(
D¯2Y ∗Y
)− tr (D¯2Y ∗XD2X∗γ˜Y )
− tr (D¯2Y ∗γ˜XD2X∗Y )+ tr (D¯2Y ∗XD2X∗Y )] 12 , (5.23)
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where γ˜ is the transformed reduced density matrix, given by
γ˜ := XγωX
∗ + Y α∗ωX +XαωY
∗ + Y (1− γ¯ω)Y ∗ . (5.24)
Proof: In order to simplify notation for the purpose of the following, somewhat lengthy
calculations, let us abbreviate
aj := a(Dfj) , cj := a(XDfj) , dj := a(Y Dfj) , ∀ j ∈ N , (5.25)
and correspondingly for the adjoints of these operators. On denoting by αw the algebra
automorphism associated to w, we observe that
αw(a
∗
r) = c
∗
r + dr , ∀ r ∈ N . (5.26)
Therefore the expectation of (5.21) in any state ω is given by
ω
( ∑
p,q∈N
:a∗pa
∗
qaqap :w
)
= ω˜
( ∑
p,q∈N
: (cp + d
∗
p)
∗(cq + d∗q)
∗(cq + d∗q)(cp + d
∗
p) :
)
, (5.27)
where we have introduced the transformed state ω˜, by
ω˜(·) := ω(α−1w (·)) . (5.28)
Thus we may write
ω
( ∑
p,q∈N
:a∗pa
∗
qaqap :w
)
= expression 1 + expression 2 , (5.29)
where
expression 1 :=
∑
p,q∈N
ω˜
(
:dp(cq + d
∗
q)
∗d∗q(cp + d
∗
p) :
)
(5.30)
and
expression 2 :=
∑
p,q∈N
{
ω˜
(
:dp(cq + d
∗
q)
∗cq(cp + d∗p) :
)
+ ω˜
(
:c∗p(cq + d
∗
q)
∗d∗q(cp + d
∗
p) :
)
+ ω˜
(
:c∗p(cq + d
∗
q)
∗cq(cp + d∗p) :
)}
. (5.31)
Note that the normal-ordering applies to the c’s and d’s appearing in these expressions
in just the same way as it does to the a’s: Generators bearing a ∗ are moved to the left,
keeping track of the minus signs, while suppressing the anti-commutators. We can thus
estimate expression 1 in the following way:
expression 1 =
∑
p,q∈N
{
ω˜(c∗qd
∗
qdpcp)− ω˜(c∗qd∗qd∗pdp) + ω˜(d∗qdpdqcp) + ω˜(d∗qd∗pdpdq)
}
≥ −2
∑
p,q∈N
∣∣ ω˜(d∗qdpdqcp) ∣∣ ≥ −2
∑
p,q∈N
ω˜(d∗qdpd
∗
pdq)
 12 ∑
p,q∈N
ω˜(c∗pd
∗
qdqcp)
 12
≥ −2
∑
p,q∈N
{
d∗p, dp
}
ω˜(d∗qdq)
 12 ∑
p,q∈N
{
d∗q , dq
}
ω˜(c∗pcp)
 12 . (5.32)
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In the first step of this estimate, we drop the first and the last expectation value, since
they are obviously positive (note that the remaining two term are conjugate to each other,
after performing an anti-commutation in one of them). We then use the Cauchy-Schwarz
estimate first on ω˜ and again on the sum over p and q. Finally, we estimate according to
AA∗ = {A,A∗} −A∗A ≤ {A,A∗} , ∀ A ∈ B(H1) (5.33)
Note that
expression 2 =
∑
p,q∈N
{
ω˜
(
:dpc
∗
qcqcp :
)
+ ω˜
(
:dpc
∗
qcqd
∗
p :
)
+ ω˜
(
:dpdqcqcp :
)
+ ω˜
(
:dpdqcqd
∗
p :
)
+ ω˜
(
:c∗pc
∗
qd
∗
qcp :
)
+ ω˜
(
:c∗pc
∗
qd
∗
qd
∗
p :
)
+ ω˜
(
:c∗pdqd
∗
qcp :
)
+ ω˜
(
:c∗pdqd
∗
qd
∗
p :
)
+ ω˜
(
:c∗pc
∗
qcqcp :
)
+ ω˜
(
:c∗pc
∗
qcqd
∗
p :
)
+ ω˜
(
:c∗pdqcqcp :
)
+ ω˜
(
:c∗pdqcqd
∗
p :
)}
. (5.34)
We further subdivide expression 2 into four groups of subexpressions, as follows.
expression 2 = group 1 + group 2 + group 3 + group 4 , (5.35)
with
group 1 :=
∑
p,q∈N
{
−ω˜(c∗qdpcqcp)− ω˜(c∗qd∗pdpcq) + ω˜(c∗pc∗qd∗qcp)− ω˜(c∗pd∗qdqcp)
+ ω˜(c∗pc
∗
qcqcp)− ω˜(c∗pc∗qd∗pcq) + ω˜(c∗pdqcqcp)
}
, (5.36)
group 2 :=
∑
p,q∈N
{
−ω˜(d∗pdpdqcq) + ω˜(c∗pd∗qd∗pdq)
}
, (5.37)
group 3 :=
∑
p,q∈N
{
ω˜(dpdqcqcp) + ω˜(c
∗
pc
∗
qd
∗
qd
∗
p)
}
, (5.38)
group 4 :=
∑
p,q∈N
ω˜(c∗pd
∗
pdqcq) . (5.39)
We estimate these groups of expressions.
group 1 =
∑
p,q∈N
{
ω˜(c∗pc
∗
qcqcp) + 4Re ω˜(c
∗
pdqcqcp)− 2ω˜(c∗qd∗pdpcq)
}
≥
∑
p,q∈N
{
ω˜(c∗pc
∗
qcqcp)− 4
√
ω˜(c∗pdqd∗qcp)
√
ω˜(c∗pc∗qcqcp)− 2ω˜(c∗qd∗pdpcq)
}
≥
∑
p,q∈N
{−4ω˜(c∗pdqd∗qcp)− 2ω˜(c∗qd∗pdpcq)} ≥ −4 ∑
p,q∈N
ω˜(c∗pcp)
{
dq, d
∗
q
}
. (5.40)
Here, in a first step, we use the Cauchy-Schwarz estimate on ω˜ in the middle term. Then
we complete a square, thus generating a positive term, which we drop. On the left hand
side of the last line, the terms partially cancel each other. Finally, we use (5.33), again.
group 2 = 2
∑
p,q∈N
Re ω˜(d∗pdqdpcq) ≥ −2
√∑
p,q∈N
ω˜(d∗pdqd∗qdp)
√∑
p,q∈N
ω˜(c∗qd∗pdpcq)
≥ −2
√∑
p,q∈N
ω˜(d∗pdp)
{
dq, d∗q
}√∑
p,q∈N
ω˜(c∗qcq)
{
dp, d∗p
}
. (5.41)
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Here, we use the Cauchy-Schwarz estimate first on the state ω˜ and afterwards on the
summation over p and q. After that, we use estimate (5.33) on each of the resulting
factors.
group 3 = 2
∑
p,q∈N
Re ω˜(c∗qd
∗
qc
∗
pd
∗
p)
= −2ω˜
((∑
q∈N
c∗qd
∗
q
)(∑
p∈N
c∗pd
∗
p
))
≥ −2
√∑
p,q∈N
ω˜(c∗qd∗qdpcp)︸ ︷︷ ︸
factor 1
√∑
p,q∈N
ω˜(dqcqc∗pd∗p)︸ ︷︷ ︸
factor 2
. (5.42)
For a change, we use here the Cauchy-Schwarz estimate on the state ω˜. We now estimate
the two factors on the right hand side separately.
factor 1 ≤
∑
q∈N
√
ω˜(c∗qd∗qdqcq) ≤
√∑
p,q∈N
ω˜(c∗qcq)
{
d∗p, dp
}
, (5.43)
factor 2 ≤
√∑
p,q∈N
ω˜(dqd∗p)
{
cq, c∗p
}
+
∑
p,q∈N
∣∣ ω˜(dqc∗pcqd∗p) ∣∣ . (5.44)
The second sum under the square root in factor 2 is in turn estimated as follows:∑
p,q∈N
∣∣ ω˜(dqc∗pcqd∗p) ∣∣ ≤ ∑
p,q∈N
√
ω˜(dqc∗pcpd∗q)
√
ω˜(dpc∗qcqd∗p)
≤
√∑
p,q∈N
ω˜(dqc∗pcpd∗q)
√∑
p,q∈N
ω˜(dpc∗qcqd∗p)
=
∑
p,q∈N
ω˜(dpc
∗
qcqd
∗
p)
=
∑
p,q∈N
ω˜
([
c∗qdp −
{
c∗q , dp
}] [
d∗pcq −
{
d∗p, cq
}])
≤
∑
p,q∈N
[
ω˜(c∗qcq)
{
dp, d
∗
p
}− ω˜(d∗pcq){c∗q , dp}
− ω˜(c∗qdp)
{
d∗p, cq
}
+
{
d∗p, cq
}{
c∗q, dp
}]
. (5.45)
Here, we use the Cauchy-Schwarz estimate two times, once on ω˜ and then on the sum over
p and q, thus simplifying the indices. Then, we commute the c’s with the d’s and finally
use (5.33) on the only remaining quartic term. Thus we obtain the following estimate on
group 3:
group 3 ≥ −2
√∑
p,q∈N
ω˜(c∗qcq)
{
d∗p, dp
}∑
p,q∈N
( {
d∗q, dp
}− ω˜(d∗qdp)) {c∗q , cp}
+
∑
p,q∈N
(
ω˜(c∗qcq)
{
dp, d
∗
p
}− ω˜(d∗pcq){c∗q , dp}− ω˜(c∗qdp){d∗p, cq}+ {d∗p, cq}{c∗q , dp})
 12 .
(5.46)
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From the terms in expression 2 only one term remains:
group 4 =
∑
p,q∈N
ω˜(c∗pd
∗
pdqcq) ≥ 0 . (5.47)
We have now estimated all the sixteen terms resulting from the right hand side of (5.27).
The remaining expectation values and anti-commutators have the following explicit forms:
{
c∗j , cj′
}
=
〈
fj′ |DX∗XDfj
〉
, ω˜(c∗jcj′) =
〈
fj′ |DX∗γ˜XDfj
〉
,{
c∗j , dj′
}
=
〈
f¯j′
∣∣ D¯Y ∗XDfj 〉 , ω˜(c∗jdj′) = 〈f¯j′ ∣∣ D¯Y ∗γ˜XDfj 〉 ,{
d∗j , cj′
}
=
〈
fj′
∣∣DX∗Y D¯f¯j 〉 , ω˜(d∗jcj′) = 〈fj′ ∣∣DX∗γ˜Y D¯f¯j 〉 ,{
d∗j , dj′
}
=
〈
f¯j′
∣∣ D¯Y ∗Y D¯f¯j 〉 , ω˜(d∗jdj′) = 〈f¯j′ ∣∣ D¯Y ∗γ˜Y D¯f¯j 〉 .
Here, we have denoted by γ˜ the density matrix of the state ω˜, the connection being given
by
〈f | γ˜g 〉 = ω˜(a∗(g)a(f)) , ∀ f, g ∈ H1 . (5.48)
We remark that
〈f | γ˜g 〉 = ω
((
a∗(X∗g) + a(Y T g¯)
)(
a(X∗f) + a∗(Y T f¯)
))
=
〈
f
∣∣ (XγωX∗ + Y α∗ωX∗ +XαωY ∗ + Y (1− γ¯ω)Y ∗)g 〉 , (5.49)
see (5.24). Inserting these explicit forms into expression 1, we obtain
expression 1 ≥ −2 tr (D¯Y ∗Y )√tr (D¯2Y ∗γ˜Y ) tr (D2X∗γX) . (5.50)
Inserting these explicit forms into the estimates of groups 1-3, we obtain
group 1 ≥ −4 tr (D2X∗γ˜X) tr (D¯2Y ∗Y ) , (5.51)
group 2 ≥ −2 tr (D¯2Y ∗Y )√tr (D¯2Y ∗γ˜Y ) tr (D2X∗γ˜X) , (5.52)
group 3 ≥ 2
√
tr (D2X∗γ˜X) tr
(
D¯2Y ∗Y
)[
tr
(
D2Y T (1− ¯˜γ)Y¯ D2X∗X)
+ tr
(
D2X∗γ˜X
)
tr
(
D¯2Y ∗Y
)− tr (D¯2Y ∗XD2X∗γ˜Y )
− tr (D¯2Y ∗γ˜XD2X∗Y )+ tr (D¯2Y ∗XD2X∗Y )] 12 . (5.53)
Collecting estimates (5.51)-(5.53) and (5.47) yields an estimate for expression 2 by (5.35).
This together with (5.50) is the right hand side of the inequality in the claim of the
theorem.
5.1.3 The Role of the Correlation Estimate
We now bring together the results of the preceeding sections of the present chapter with the
ideas of HFB-Theory formulated in Chapter 4. The aim is to use the correlation estimate
to control the error resulting from approximating the ground state energy by EHFB . In
particular, we give a lower bound on E0.
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First, we note that the energy expectation ω(H) is not yet defined for a general admissible
state ω, possibly not quasi-free. If we knew that the two-particle density matrix Mω was a
trace-class operator in H2, we could make sense of this quantity by (4.61) (γω is trace-class
by admissibility). However, since we are “only” interested in a lower bound on ω(H), it
suffices to consider states ω with precisely this property. (Note that Mω is in any case
nonnegative.) This assertion remains to be proved.
In order to make contact between the ideas presented in this chapter and those presented
in the previous one, we first note that
tr
(
D2r,z ⊗D2r,zMω
)
=
∑
p,q∈N
〈
(Dr,zfq)⊗ (Dr,zfp)
∣∣ Mω (Dr,zfq)⊗ (Dr,zfp)〉
=
∑
p,q∈N
ω
(
a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp)
)
. (5.54)
We can now use Corollary 5.4 to expand the quartic expectation value, given an arbitrary
homogeneous Bogoliubov transformation w, to obtain:
tr
(
D2r,z ⊗D2r,zMω
)
= Wr,z(Γω,ΓΩw)−
1
2
Wr,z(ΓΩw ,ΓΩw)
+
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :w
)
. (5.55)
Here, we have denoted Ωw(·) := Ω
(
αw(·)
)
and defined the self-consistent interaction term
Wr,z(Γ, Γ˜) := 2Re tr
(
D2r,zα
∗D2r,zα˜
)− 2 tr (D2r,zγD2r,zγ˜)+ 2 tr (D2r,zγ) tr (D2r,zγ˜) , (5.56)
for any two admissible generalized density matrices
Γ =
(
γ α
−α¯ 1− γ¯
)
and Γ˜ =
(
γ˜ α˜
−α˜ 1− γ˜
)
. (5.57)
Note that the self-consistent interaction term Wr,z(Γ, Γ˜) coincides with the interaction
term of the fermionic self-consistent energy functional E scH (Γ, Γ˜). Thus the correlation esti-
mates controls, up to the offset term 12Wr,z(ΓΩw ,ΓΩw), the error resulting from replacing
the true energy expectation value by the self-consistent energy functional for the trial state
given by Ωw.
5.1.4 Application to the Fermionic Jellium Model
In this subsection, we bring to bear the tools developed in the previous sections and
chapters to the Fermionic Jellium Model. In a slightly different form, involving different
boundary conditions, this problem was already discussed by Graf and Solovej in [19].
Description of the Model
We consider a many-fermion system over the one-particle space H1 given by
H1 = L2(Λ) and Λ := (R/LZ)3 , (5.58)
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for any size parameter L > 0. Furthermore, we define the conjugation mapping
( · ) : L2(Λ) → L2(Λ) , ψ¯(x) := ψ(x) , ∀ x ∈ Λ . (5.59)
For any operator A ∈ B(H1), we define the conjugate operator A¯ ∈ B(H1) by
A¯ψ := Aψ¯ , ∀ ψ ∈ H1 . (5.60)
Let the interaction term, as described in (4.6), be given by a pair-potential v allowing a
decomposition as discussed in Section 4.1, i. e.,
v(x− y) =
∫ ∞
0
dr g(r)
∫
Λ
d3z dr(x− z) dr(y − z) , ∀ x, y ∈ Λ, x 6= y , (5.61)
for a measurable, nonnegative weight function g on R+ and a family {dr}r>0 of bounded,
nonnegative and measurable localization functions dr on Λ.
The following arguments will be formulated for any such pair-potential. Whenever we
need to make some assumptions on the localization functions {dr}r>0 and/or the weight
function g, we resort to the test-case scenario given by the Yukawa Potential vν on the
torus, defined for ν ≥ 0 in (4.34). In the course of the our calculations, we will introduce
several constants, depending on the exact choice for v. All these constants are finite, for
v = vν and any ν > 0. Some of these constants are, however, not uniformly bounded as
ν → 0+. We recall that we define the bounded, nonnegative operators Dr,z on H1 by
Dr,zψ(x) := dr(x− z)
1
2ψ(x) , ∀ x ∈ Λ, r > 0, z ∈ Λ . (5.62)
Let the one-particle Hamiltonian h in (4.5) be given by
h% := −4− J% · 1 , (5.63)
for any density parameter % > 0. The number J% is defined by
J% := %λ
∫
Λ
d3x v(x) . (5.64)
λ > 0 plays the role of a coupling parameter. Note that J% is finite in the case v = vν , for
all ν > 0. The Laplace operator 4 on the torus Λ is defined on the domain
D(4) :=
{
f ∈ H1
∣∣∣ ∑
k∈Λ∗
k2
∣∣∣ fˆk ∣∣∣2 <∞
}
, (5.65)
where we have denoted
Λ∗ :=
(
2pi
L
Z
)3
(5.66)
and
fˆk := 〈φk | f 〉 , with φk(x) := e
ik·x
L
3
2
, ∀ k ∈ Λ∗ , x ∈ Λ . (5.67)
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The numbers fˆ := {fˆk}k∈Λ∗ are of course the Fourier coefficients of f . Note that {φk}k∈Λ∗
is an orthonormal basis in H1, and therefore the mapping f 7→ fˆ is unitary, if fˆ is
considered as an element of ` 2(Λ∗). We simply define
(−4)f :=
∑
k∈Λ∗
(
k2fˆk
)
φk , ∀ f ∈ D(4) . (5.68)
In the sequel of this subsection we shall be interested in the expectation values of the
Hamilton operator H% associated to the one-particle operator h% and the pair-potential
λ · v. Even though the definition of H% in (4.5) is just formal, we have specified how we
make sense of the expectation values of H% in an admissible state ω. Namely, we have
ω (H%) := tr
(
(h% − µ · 1)γω
)
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,z ⊗D2r,zMω
)
. (5.69)
Mω denotes the two-particle density matrix of ω. Additionally to the assumption that ω
is admissible, we also assume that Mω is trace-class. The parameter µ > 0 plays the role
of a chemical potential. For any given % > 0, we adjust it to the value
µ =
(
6pi2%
) 2
3 . (5.70)
Introducing the Variational Principle
We now use (5.55) to rewrite the energy expectation (5.69), where we choose the following
homogenous Bogoliubov transformation wµ:
wµ =
(
P⊥µ Pµ
Pµ P
⊥
µ
)
, with Pµ = P¯µ := χ[0,µ](−4) . (5.71)
The fact that P¯µ = Pµ (and P¯
⊥
µ = P
⊥
µ ) follows easily from the definition of −4, see (5.68),
and the definition of the conjugation, see (5.60). It is easy to see that wµ is indeed unitary
in L and fulfills τwµτ = wµ. It is, hence, a homogenous Bogoliubov transformation. We
may therefore rewrite ω (H%) by (5.55) according to
ω (H%) = tr
(
(h% − µ)γ
)
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
Wr,z(Γω,Γµ)− 1
2
Wr,z(Γµ,Γµ)
+
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)}
, (5.72)
where we have abbreviated:
: · · · :µ := : · · · :wµ and Γµ := ΓΩµ . (5.73)
We denoted
Ωµ(·) := Ω
(
αwµ(·)
)
. (5.74)
Recall the definition of the self-consistent interaction term Wr,z given in (5.56). Further-
more, we note that the off-diagonal entries of Γµ actually vanish. More precisely, we have
Γµ =
(
Pµ 0
0 P⊥µ
)
. (5.75)
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This entails the following simplification compared to (5.56):
Wr,z(Γω,Γµ) = − 2 tr
(
D2r,zγωD
2
r,zPµ
)︸ ︷︷ ︸
indirect part
+ 2 tr
(
D2r,zγω
)
tr
(
D2r,zPµ
)︸ ︷︷ ︸
direct part
, (5.76)
Wr,z(Γµ,Γµ) = − 2 tr
(
D2r,zPµD
2
r,zPµ
)︸ ︷︷ ︸
indirect part
+ 2 tr
(
D2r,zPµ
)2︸ ︷︷ ︸
direct part
. (5.77)
Before we begin with estimating the right hand side of (5.72), we simplify the problem as
follows.
Lemma 5.6. For any admissible, fermionic state ω such that its two-particle density
matrix is trace-class, we have, for any chemical potential µ > 0, any coupling λ > 0 and
any density % > 0,
ω (H%) = tr
(
(−4− µ · 1)γω
)
− λ
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,z(γω − Pµ)D2r,zPµ
)
− λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zPµD
2
r,zPµ
)− λ
2
L3g6b
2
1%
2
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
+O(L2) +O(L−1) tr (γω) , (5.78)
where
gs :=
∫ ∞
0
dr g(r)rs and bn :=
∫
Λ
d3x d1(x)
n , (5.79)
for all n ∈ N and all s ≥ 0. Moreover, g6 and b1 are finite if v = vν, for some ν > 0.
Before we go into the proof of the lemma (see p. 107), let us single out the following
subexpressions on the right hand side of (5.78) for future reference:
Tµ(γ) := tr
(
(−4− µ · 1)γ) , (5.80)
I(1)µ (γ) :=
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,z(γ − Pµ)D2r,zPµ
)
, (5.81)
I(2)µ :=
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zPµD
2
r,zPµ
)
, (5.82)
Zµ(ω) :=
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
, (5.83)
for any µ ≥ 0 and any admissible state ω and any trace-class density matrix γ.
Remark 5.7: Let f : R+0 → R be a function. We then write
f(L) = O(Lα) , (5.84)
for any real α, if and only if ∣∣∣∣ f(L)Lα
∣∣∣∣ < c , ∀ L > L0 , (5.85)
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for some L0 > 0 and some c > 0. To be precise, we note that O(L
α) is not itself a function.
It is rather an equivalence class of functions and the significance of (5.84) is that f is an
element of this class.
Numerical factors and factors not dependent on L, such as λ and %, may therefore be
absorbed into the O(Lα) terms. For example, we may write
2λ%O(Lα) = O(Lα) . (5.86)
Equality is understood as the equality of equivalence classes. Factors depending on the
state ω, however, may not be absorbed, since ω may depend on L. (This is because we are
looking for a state ω with minimal energy.)
Proof of Lemma 5.6: The starting point of the proof are (5.72), (5.76) and (5.77). First, we
calculate the direct parts in (5.76) and (5.77). By expanding the trace in the orthonormal
basis {φk}k∈Λ∗ given in (5.67), we have
tr
(
D2nr,zPµ
)
=
∑
k∈Λ∗µ
〈
φk
∣∣D2nr,zφk 〉 = 1L3 ∑
k∈Λ∗µ
∫
Λ
d3x dnr (x− z) =
∣∣Λ∗µ ∣∣
L3
r3bn , (5.87)
for all n ∈ N, with
Λ∗µ :=
{
k ∈ Λ∗ ∣∣ | k |2 ≤ µ} . (5.88)
We observe that asymptotically, for large L, the number of elements of Λ∗µ is given by
tr (Pµ) =
∣∣Λ∗µ ∣∣ = %L3 +O (L2) . (5.89)
Thus we obtain for the direct part in (5.77):
tr
(
D2nr,zPµ
)
= %r3bn + r
3O(L−1) . (5.90)
Secondly, we have, for all n ∈ N and any nonnegative trace-class operator A in H1, by
expanding the trace in a complete set {ψj}j∈N of eigenvectors of A with corresponding
eigenvalues {λj}j∈N,∫
Λ
d3z tr
(
D2nr,zA
)
=
∫
Λ
d3z
∑
j∈N
λj
∫
Λ
d3x dnr (x− z) |ψj(x) |2 = r3bn tr (A) , (5.91)
where we have used monotone convergence and Fubini’s Theorem. Thus we obtain for the
integral of the direct part in (5.76)∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zγω
)
tr
(
D2r,zPµ
)
= b21 % g6 tr (γω) + tr (γω) O(L
−1) . (5.92)
Similarly, we have for the integral of the direct part in (5.77)∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zPµ
)2
= L3%2b21g6 +O(L
2) . (5.93)
Actually, (5.92) partially cancels tr (h%γ), see (5.63). Namely:
1
λ
ω(J% · 1) = % tr (γω)
∫
Λ
d3x
∫ ∞
0
dr g(r)
∫
Λ
d3z dr(x− z)dr(z) = b21 % g6 tr (γω) . (5.94)
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Hence, we have the following cancellation:
(5.92) − (5.94) = O(L−1) tr (γω) . (5.95)
Taking into account (5.95), (5.76) and (5.77), we obtain from (5.72):
ω (H%) = tr
(
(−4− µ · 1)γω
)
− λ
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,z(γω − Pµ)D2r,zPµ
)
− λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zPµD
2
r,zPµ
)− λ
2
L3g6b
2
1%
2
+
λ
2
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
+O(L2) +O(L−1) tr (γω) . (5.96)
If we have v = vν , for some ν > 0, then g and {dr}r>0 are given by (4.34b). It is then
obvious that g6 and b1 are finite.
Introducing the Truncated Density Matrix γ (t)
Definition 5.8. For any chemical potential µ > 0 and any density matrix γ, we define
the truncated density matrix γ (t) by
γ(t) := Pµ(1− γ)Pµ + P⊥µ γP⊥µ . (5.97)
The next step we take is to reexpress Tµ(γ) and to estimate I
(1)
µ (γ) and I
(2)
µ , completely
eliminating γ in the first two of these cases. Each of these estimates is formulated in a
separate lemma.
Lemma 5.9. Let γ be an arbitrary density matrix. Then the kinetic energy term Tµ(γ)
depends on γ just through γ(t) and we have
Tµ(γ) = tr
(| −4− µ · 1 | γ(t))− L3 2
5
cTF%
5
3 +O(L−3) , (5.98)
where
cTF :=
(
6pi2
) 2
3 (5.99)
is the Thomas-Fermi constant.
Proof: We note first that
[4, Pµ] =
[
4, P⊥µ
]
= 0D(4) , (5.100)
since Pµ is a spectral projection of −4. Secondly, we note that
(−4− µ · 1)ranPµ≤ 0 and (−4− µ · 1)ranP⊥µ ≥ 0 . (5.101)
We can thus conclude
tr
(
(−4− µ · 1)γ) = tr((−4− µ · 1)(P⊥µ γP⊥µ + Pµ(γ − 1)Pµ + Pµ))
= tr
(| −4− µ · 1 | γ(t))+ tr ((−4− µ · 1)Pµ) .
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Furthermore, it is easy to verify that
tr
(
(−∆− µ · 1)Pµ
)
= −L3 2
5
(6pi2)
2
3%
5
3 +O(L−3) , (5.102)
completing the proof.
Lemma 5.10. Suppose v = vν , for some ν > 0. Then, for large L, the expression I
(1)
µ (γ)
can be asymptotically estimated in terms of γ (t) as follows:
I(1)µ (γ) ≤ L3 c2(δ) g 8+δ
2
√
b2 %
5+δ
6
{√
tr (γ(t))
L3
+ 2 4
√(
%+
tr (γ(t))
L3
)
tr (γ(t))
L3
}
, (5.103)
for any δ ∈ [0, 1] and all µ > 0. The constant c2(δ) is uniformly bounded in δ. Moreover,
g 8+δ
2
and b2, given in (5.79), are finite.
Proof: For any γ ≥ 0 in B(H1) with tr (γ) <∞, we observe
I(1)µ (γ) =
=
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,z
(
Pµ(γ − 1)Pµ + P⊥µ γPµ + PµγP⊥µ + P⊥µ γP⊥µ
)
D2r,zPµ
)
≤
∫ ∞
0
dr g(r)
∫
Λ
d3z
{
tr
(
D2r,zγ
(t)D2r,zPµ
)
+ tr
(
D2r,zP
⊥
µ γPµD
2
r,zPµ
)
+ tr
(
D2r,zPµγP
⊥
µ D
2
r,zPµ
)}
. (5.104)
Repeatedly using the Cauchy-Schwarz estimate, yields:
∫
Λ
d3z tr
(
D2r,zγ
(t)D2r,zPµ
) ≤ C√∫
Λ
d3z tr
(
(Dr,zγ(t)Dr,z)2
)
, (5.105a)
∫
Λ
d3z tr
(
D2r,zP
⊥
µ γPµD
2
r,zPµ
)
≤ C
√∫
Λ
d3z tr
(
D2r,zP
⊥
µ γPµD
2
r,zPµγP
⊥
µ
)
, (5.105b)
∫
Λ
d3z tr
(
D2r,zPµγP
⊥
µ D
2
r,zPµ
)
≤ C
√∫
Λ
d3z tr
(
D2r,zPµγP
⊥
µ D
2
r,zP
⊥
µ γPµ
)
. (5.105c)
The factor C common to all of the three bounds above is given by:
C :=
√∫
Λ
d3z tr
(
PµD2r,zPµD
2
r,z
)
. (5.106)
Since v = vν , we can suppose that g and {dr}r>0 are of the form (4.34b). Therefore, we
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can estimate C as follows.
C2 =
∫
Λ
d3z
∑
k,k′∈Λ∗µ
∣∣∣ 〈φk′ ∣∣D2r,zφk 〉 ∣∣∣2
=
∫
Λ
d3z
1
L6
∑
k,k′∈Λ∗µ
∣∣∣∣ ∫
R3
d3x ei(k−k
′)xd
(
x− z
r
) ∣∣∣∣2
= L3r6
1
L6
∑
k,k′∈Λ∗µ
∣∣∣∣ ∫
R3
d3x exp
(
ir(k − k′)x− x2) ∣∣∣∣2
=
L3r6
26pi3
∫
| k′ |≤√µ
d3k′
∫
| k |≤√µ
d3k e−
r2
2
| k−k′ |2 +O(L−3)
≤ L
3r6
26pi3
∫
| k′ |≤√µ
d3k′
∫
| k |≤2√µ
d3k e−
r2
2
|k |2 +O(L−3)
=
L3r3
22 · 3piµ
3
2
∫ 2r√µ
0
dκκ2e−
1
2
κ2 +O(L−3) . (5.107)
In the first step, we have expanded the trace in terms of the complete orthonormal set
{φk}k∈Λ∗ given in (5.67). Subsequently we have used the form of d given in (4.34b). The
remaining integral can be estimated as follows: For any δ ∈ (0, 1), we have:∫ 2r√µ
0
dκκ2e−
1
2
κ2 ≤ (2r√µ)2+δ
∫ 2r√µ
0
1
κδ
e−
1
2
κ2 ≤ (2r√µ)2+δ
∫ ∞
0
1
κδ
e−
1
2
κ2 . (5.108)
Alternatively, we can also estimate the right hand side of this inequality by∫ 2r√µ
0
dκκ2e−
1
2
κ2 ≤
∫ 2r√µ
0
dκκ2 =
1
3
(2r
√
µ)3 . (5.109)
(Note that this estimate leads to the same power law as the previous one in the case
δ = 1.) Thus, for all δ ∈ [0, 1] and sufficiently large L, we obtain the estimate:
C ≤ L 32 c2(δ) r
5+δ
2 %
5+δ
6 , (5.110)
where we have used (5.70). The constant c2(δ) is given by
c2(δ) := ε+ min

√
2δ
3pi
(6pi2)
5+δ
3
∫ ∞
0
1
κδ
e−
k2
2 , (2pi)
3
2
 <∞ . (5.111)
The additional ε > 0 is there to absorb the O(L−
3
2 ) appearing in the estimate (5.107). It
can be chosen arbitrarily small.
The second factor in (5.105a) is easy to estimate. Namely, we use γ (t) ≤ 1 and (5.91) to
estimate√∫
Λ
d3z tr
(
(Dr,zγ(t)Dr,z)2
) ≤√∫
Λ
d3z tr
(
D4r,zγ
(t)
)
= r
3
2
√
b2
√
tr (γ(t)) . (5.112)
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The estimate of the second factor on the right hand side of (5.105b) is somewhat more
complicated. The Cauchy-Schwarz inequality and (5.91) together with PµγPµ ≤ 1 and
P⊥µ γP⊥µ ≤ 1 imply∫
Λ
d3z tr
(
D2r,zP
⊥
µ γPµD
2
r,zPµγP
⊥
µ
)
≤
√∫
Λ
d3z tr
(
γPµD2r,zPµγPµD
2
r,zPµ
)√∫
Λ
d3z tr
(
γP⊥µ D2r,zP⊥µ γP⊥µ D2r,zP⊥µ
)
≤
√∫
Λ
d3z tr
(
D4r,zPµγPµ
)√∫
Λ
d3z tr
(
D4r,zP
⊥
µ γP
⊥
µ
)
= b2r
3
√
tr (Pµγ) tr
(
P⊥µ γ
)
= b2r
3
√(
%L3 + tr
(
Pµ(γ − 1)
))
tr
(
P⊥µ γ
)
≤ L3b2r3
√(
%+
tr (γ(t))
L3
)
tr (γ(t))
L3
. (5.113)
The estimate of the second factor in (5.105c) is completely analogous, i. e., we have:∫
Λ
d3z tr
(
D2r,zPµγP
⊥
µ D
2
r,zP
⊥
µ γPµ
)
≤ L3b2r3
√(
%+
tr (γ(t))
L3
)
tr (γ(t))
L3
. (5.114)
Collecting (5.110), (5.112), (5.113) and (5.114) proves the claim.
Lemma 5.11. Suppose v = vν , for some ν > 0. Then, for large L, the expression I
(2)
µ ,
see (5.82), can be asymptotically estimated as follows
I(2)µ ≤ 2cD%
4
3L3 +O(L−3) , (5.115)
cD denoting Dirac’s constant. It is given by
cD :=
3
4
3
2
5
3
pi−
1
3 . (5.116)
Proof: In fact, the integral I
(2)
µ can be done explicitly. We obtain:
I(2)µ =
∫ ∞
0
dr g(r)
∫
Λ
d3z tr
(
D2r,zPµD
2
r,zPµ
)
=
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
k,k′∈Λ∗µ
∣∣∣ 〈φk ∣∣D2r,zφk′ 〉 ∣∣∣2
=
∫ ∞
0
dr g(r)
∫
Λ
d3z
1
L6
∑
k,k′∈Λ∗µ
∣∣∣∣ ∫
R3
d3x exp
(
−i(k − k′)x− 1
r2
(x− z)2
) ∣∣∣∣2
= L3
∫ ∞
0
dr g(r)r6
1
L6
∑
k,k′∈Λ∗µ
∣∣∣∣ ∫
R3
d3x exp
(− ir(k − k′)x− x2) ∣∣∣∣2
=
L3
26pi3
∫ ∞
0
dr g(r)r6
∫
|k |≤√µ
d3k
∫
|k′ |≤√µ
d3k′ exp
(
−r
2
2
∣∣ k − k′ ∣∣2)+O(L−3) = . . .
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=
L3
26pi3
∫
|k |≤√µ
d3k
∫
| k′ |≤√µ
d3k′
∫ ∞
0
dr g(r)r6 exp
(
−r
2
2
∣∣ k − k′ ∣∣2)+O(L−3)
=
L3
24pi5
∫
|k |≤√µ
d3k
∫
| k′ |≤√µ
d3k′
2
ν2 + | k − k′ |2
∫ ∞
0
dr re−r
2
+O(L−3)
=
L3µ2
24pi5
∫
|k |≤1
d3k
∫
|k′ |≤1
d3k′
1
ν2
µ + | k − k′ |2
+O(L−3)
=
L3µ2
23pi4
∫
|k |≤1
d3k
∫ 1
0
ds′ (s′)2
∫ pi
0
dθ
sin θ
ν2
µ + | k |2 + (s′)2 − 2 | k | s′ cos θ
+O(L−3)
=
L3µ2
24pi4
∫
|k |≤1
d3k
∫ 1
0
ds′
s′
| k | ln
(
ν2
µ + (| k |+ s′)2
ν2
µ + (| k | − s′)2
)
+O(L−3)
=
L3µ2
22pi3
∫ 1
0
ds s
∫ 1
0
ds′ s′ ln
(
ν2
µ + (s+ s
′)2
ν2
µ + (s− s′)2
)
+O(L−3) . (5.117)
By our choice of µ, see (5.70), we have
I(2)µ = 2cD%
4
3L3I(ν) +O(L−3) , (5.118)
where we have introduced
I(ν) :=
∫ 1
0
ds s
∫ 1
0
ds′ s′ ln
(
ν2
µ + (s+ s
′)2
ν2
µ + (s− s′)2
)
, ∀ ν ≥ 0 . (5.119)
The integral I(ν) can be done explicitly and yields the somewhat cumbersome expression∫ 1
0
ds s
∫ 1
0
ds′ s′ ln
(
ι2 + (s+ s′)2
ι2 + (s− s′)2
)
= 1− 1
24
(
4ι2 + 32ι arctan
(
1
ι
)
+ ι2
(
12 + ι2
)
ln ι
2
4+ι2
)
, (5.120)
for any real, nonzero ι (iota, the forgotten letter of the Greek alphabet). In particular it
follows that I(0) = 1, corresponding to the Coulomb limiting case. In fact, this is the only
case we are interested in, since by the very definition of I
(2)
µ , it is obvious that
I(2)µ |ν=0 ≥ I(2)µ , ∀ ν ≥ 0 . (5.121)
This last observation together with (5.118) proves the claim.
The next task is to estimate the error term Zµ(ω), given in (5.83), in terms of the truncated
density matrix associated to the admissible state ω. This is achieved by the following
theorem, the proof of which is based on the correlation estimate in Theorem 5.5.
Theorem 5.12. Suppose v = vν, for some ν > 0. Then we have the following correlation
estimate.
Zµ(ω) ≥ −c1 L3 % 13
(
tr
(
γ(t)ω
)
L3
) 1
3
(
4%+
tr
(
γ(t)ω
)
L3
) 2
3
+
tr
(
γ(t)ω
)
L3
R
(
γ(t)ω
)2
O(L2) +R
(
γ(t)ω
)−1
O(L2) . (5.122)
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Here, γ(t)ω denotes the truncated density matrix associated to the state ω. The constant c1
and the expression R
(
γ(t)ω
)
are given by
c1 :=
4
pi2
3
2
2
3
7
1
3 (b1b2)
2
3 and R
(
γ(t)ω
)
:= 3
√
1
%
+ 4
L3
tr
(
γ(t)ω
) . (5.123)
Proof: We recall Theorem 5.5. In the present context, we have
w = wµ =
(
P⊥µ Pµ
Pµ P
⊥
µ
)
, (5.124)
with Pµ given by (5.71). Therefore, γ˜, given in (5.24), satisfies
γ˜ = P⊥µ γωP
⊥
µ + Pµα
∗
ωP
⊥
µ + P
⊥
µ αωPµ + Pµ (1− γ¯ω)Pµ . (5.125)
If we insert this into (5.23), several terms vanish due to the fact that PµP
⊥
µ = P
⊥
µ Pµ = 0.
We obtain∑
p,q∈N
ω
(
:a∗pa
∗
qaqap :µ
) ≥ −4 tr(D2r,zP⊥µ γP⊥µ ) tr (D2r,zPµ)
− 4 tr (D2r,zPµ)√tr (D2r,zPµ(1− γ)Pµ) tr (D2r,zP⊥µ γP⊥µ )
− 2
√
tr
(
D2r,zP
⊥
µ γP
⊥
µ
)
tr
(
D2r,zPµ
)[
tr
(
D2r,zPµγPµD
2
r,zP
⊥
µ
)
+ tr
(
D2r,zP
⊥
µ γP
⊥
µ
)
tr
(
D2r,zPµ
)] 12
, (5.126)
where we have used the abbreviation
aσp := a
σ(Dr,zfp) , ∀ p ∈ N, σ ∈ {∅, ∗} . (5.127)
By the definition of γ(t)ω , see (5.97), we can estimate P⊥µ γωP⊥µ ≤ γ(t)ω and Pµ(1−γω)Pµ ≤ γ(t)ω .
Furthermore, γ ≤ 1. Hence, we can estimate∑
p,q∈N
ω
(
:a∗pa
∗
qaqap :µ
) ≥ −8 tr (D2r,zγ(t)ω ) tr (D2r,zPµ)
− 2
√
tr
(
D2r,zγ
(t)
ω
)
tr
(
D2r,zPµ
)√
tr
(
D2r,zPµD
2
r,zP
⊥
µ
)
+ tr
(
D2r,zγ
(t)
ω
)
tr
(
D2r,zPµ
)
. (5.128)
Since x ∈ R+ 7→ √x is sub-additive, we obtain∑
p,q∈N
ω
(
:a∗pa
∗
qaqap :µ
) ≥ −10 tr (D2r,zγ(t)ω ) tr (D2r,zPµ)
− 2
√
tr
(
D2r,zγ
(t)
ω
)
tr
(
D2r,zPµ
)
tr
(
D2r,zPµD
2
r,z
)
, (5.129)
where we have also dropped the last remaining P ⊥µ . Next, we use the elementary estimate
2ab ≤ εa2 + 1
ε
b2 , ∀ a, b ∈ R, ε > 0 , (5.130)
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to conclude, for any strictly positive function ε : R+ → R+,∑
p,q∈N
ω
(
:a∗pa
∗
qaqap :µ
) ≥ −(10 + ε(r)) tr (D2r,zγ(t)ω ) tr (D2r,zPµ)− 1ε(r) tr (D4r,zPµ) , (5.131)
for all r > 0. We now carry out the integration over z ∈ Λ. This yields, using (5.90) and
(5.91), ∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
) ≥
− (10 + ε(r))r6b21% tr (γ(t)ω )− 1ε(r)L3r3b2%
+
(
10 + ε(r)
)
r6 tr
(
γ(t)ω
)
O(L−1) +
1
ε(r)
r3O(L2) . (5.132)
The following lemma provides another, simpler correlation estimate, which we use to
improve the above estimate for large r. We postpone the proof of this lemma until after
the end of the current proof (see page 115).
Lemma 5.13. Suppose v = vν, for some ν > 0. We denote by γ
(t)
ω the truncated density
matrix of the admissible state ω and additionally we assume that its two-particle density
matrix is trace-class. Then we have the following estimate:∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
≥ −r3 b2
(
tr
(
γ(t)ω
)
+ 2%L3
)
+ r3O(L2) . (5.133)
We now use the correlation estimate (5.132) for small values of the length scale parameter r
and the correlation estimate (5.133) for large values of r, to obtain the following combined
estimate:∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
≥−
∫ R
0
dr g(r)
{(
10 + ε(r)
)
b21%r
6 tr
(
γ(t)ω
)
+
(
10 + ε(r)
)
r6 tr
(
γ(t)ω
)
O(L−1) +
1
ε(r)
L3r3b2%+
1
ε(r)
r3O(L2)
}
−
∫ ∞
R
dr g(r)r3b2
(
tr
(
γ(t)ω
)
+ 2%L3 +O(L2)
)
, (5.134)
for any R > 0. Since v = vν , we have
g(r) =
4
pi2
e−
1
2
ν2r2
r5
≤ 4
pi2
1
r5
, ∀ r > 0 . (5.135)
Let us choose ε(r) := (R/r)
3
2 , thus ensuring that all the above integrals are finite. W
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readily obtain the following bound:
pi2
4
∫ ∞
0
dr g(r)
∫
Λ
d3z
∑
p,q∈N
ω
(
:a∗(Dr,zfp)a∗(Dr,zfq)a(Dr,zfq)a(Dr,zfp) :µ
)
≥− 7 b21 % tr
(
γ(t)ω
)
R2 − 2 %L3b2R−1 − b2
(
tr
(
γ(t)ω
)
+ 2%L3
)
R−1
+ tr
(
γ(t)ω
)
R2O(L−1) +R−1O(L2) . (5.136)
The next step is to choose the value of R such that the right hand side of (5.136) becomes
maximal. Except for the asymptotic error terms, we must maximize a function f of the
type
f(R) = −aR2 − b
R
, ∀ R > 0 . (5.137)
In the present case, the nonnegative constants a and b are given by
a := 7 b21 % tr
(
γ(t)ω
)
and b := 2%L3b2 + tr
(
γ(t)ω
)
b2 + 2%L
3b2 . (5.138)
The value of R, where f attains its maximum, is easily seen to be:
R˜(γ(t)ω ) :=
3
√
b
2a
=
3
√√√√√ L3
tr
(
γ(t)ω
) · b2
b21
·
tr
“
γ
(t)
ω
”
L3 %
−1 + 4
14
. (5.139)
This leads to the following expression for the maximal value of f :
f(R) ≤ f
(
R˜
(
γ(t)ω
))
= − 3
2
2
3
b
2
3a
1
3 , ∀ R > 0 (5.140)
Reinserting this into (5.136), leads to the following estimate of Zµ(ω), see (5.83),
Zµ(ω) ≥ −c1L3%
1
3
(
tr
(
γ(t)ω
)
L3
) 1
3
(
4%+
tr
(
γ(t)ω
)
L3
) 2
3
+
tr
(
γ(t)ω
)
L3
R˜
(
γ(t)ω
)2
O(L2) + R˜
(
γ(t)ω
)−1
O(L2) , (5.141)
where we have set
c1 :=
4
pi2
3
2
2
3
7
1
3 (b1b2)
2
3 . (5.142)
Finally, we remark: Even though b2 depends on L, we can use the explicit form of d, given
by (4.34b), to show that b2 is a monotone nonincreasing function of L, always larger than
some positive constant. Since b1 is independent of L, we can thus replace R˜
(
γ(t)ω
)
with
R
(
γ(t)ω
)
given in (5.123).
Proof of Lemma 5.13: We use Corollary 5.4 to carry out the normal-ordering prescription
in (5.83) directly. This yields, using the shorthand notation (5.127),∑
p,q∈N
ω(:a∗pa
∗
qaqap :µ) =
∑
p,q∈N
{
ω(a∗pa
∗
qaqap)− 2ω(a∗pap)Ωµ(a∗qaq)
+ Ωµ(a
∗
pap)Ωµ(a
∗
qaq) + 2ω(a
∗
paq)Ωµ(a
∗
qap)− Ωµ(a∗paq)Ωµ(a∗qap)
}
. (5.143)
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(Note that in the present context Ωµ(a
∗
pa
∗
q) = Ωµ(apaq) = 0, for all p and q in N.) Further-
more, we may deduce, by performing two anti-commutations and subsequently completing
a square resulting from the quartic expectation value,
∑
p,q∈N
ω(:a∗pa
∗
qaqap :µ) = ω
([∑
q∈N
a∗qaq − Ωµ(a∗qaq)
][∑
q∈N
a∗qaq − Ωµ(a∗qaq)
]∗)
+
∑
p,q∈N
{
−{a∗p, aq}ω(a∗qap) + 2ω(a∗paq)Ωµ(a∗qap)− Ωµ(a∗paq)Ωµ(a∗qap)} . (5.144)
We use the following explicit forms for the remaining expectation values and anti-
commutators (see also page 102)
{
a∗p, aq
}
=
〈
fq
∣∣D2r,zfp 〉 , (5.145)
ω(a∗paq) = 〈fq |Dr,zγDr,zfp 〉 , (5.146)
Ωµ(a
∗
paq) = 〈fq |Dr,zPµDr,zfp 〉 , (5.147)
for all p and q. Simply dropping the positive square and estimating Pµ ≤ 1 then yields
∑
p,q∈N
ω(:a∗pa
∗
qaqap :µ) ≥ − tr
(
D4r,zγ
)
+ 2 tr
(
D2r,zγD
2
r,zPµ
)− tr (D2r,zPµD2r,zPµ)
≥ − tr (D4r,zγ)− tr (D4r,zPµ) . (5.148)
Thus we obtain, by (5.91) and (5.90)
∫
Λ
d3z
∑
p,q∈N
ω(:a∗pa
∗
qaqap :µ) ≥ −r3b2
(
tr (γ) + %L3 +O(L2)
)
. (5.149)
From here we arrive at the claimed relation by observing
tr (γ) = − tr (Pµ(1− γ))+ tr(P⊥µ γ)+ tr (Pµ)
≤ tr
(
γ(t)
)
+ tr (Pµ) = tr
(
γ(t)
)
+ %L3 +O(L2) , (5.150)
where we have used (5.89). This completes the proof.
To close this subsection, we summarize: By Lemmas 5.6, 5.9, 5.10, 5.11 and by Theo-
rem 5.12, we have the following theorem.
Theorem 5.14. Suppose v = vν, for some ν > 0, and let ω be an admissible state with
the additional property that its two-particle density matrix is trace-class. Then, for any
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density % > 0, we have
ω (H%) ≥− L3 2
5
cTF%
5
3 + tr
(| −4− µ · 1 | γ(t)ω )
− λL3c2(δ) g 8+δ
2
√
b2 %
5+δ
6

√
tr
(
γ(t)ω
)
L3
+ 2 4
√√√√(%+ tr (γ(t)ω )
L3
)
tr
(
γ(t)ω
)
L3

− λL3cD%
4
3
− λ
2
L3g6 b
2
1 %
2 − λ
2
c1L
3%
1
3
(
tr
(
γ(t)ω
)
L3
) 1
3
(
4%+
tr
(
γ(t)ω
)
L3
) 2
3
+
tr
(
γ(t)ω
)
L3
R
(
γ(t)ω
)2
O(L2) +
(
R
(
γ(t)ω
)−1
+ 1
)
O(L2) + tr
(
γ(t)ω
)
O(L−1) . (5.151)
Here, µ =
(
6pi2%
) 2
3 and the constants cTF , c1, c2(δ) and cD are given in (5.99), (5.142),
(5.111), (5.132). δ ∈ [0, 1] is arbitrary. The expression R(γ (t)ω ) is given in (5.123).
Minimizing in γ(t)ω
We proceed estimating ω (H%) by viewing the right hand side of (5.151) as a function of
γ(t)ω and by minimizing this function. To emphasize this change of perspective, we shall
from now on write γ(t) instead of γ(t)ω , demanding
γ(t)∈ B(H1) , 0 ≤ γ(t)≤ 1 , tr (γ(t)) <∞ . (5.152)
Note that γ(t)ω satisfies these conditions. It is not obvious that the right hand side of (5.151)
possesses a minimizer. However, if there exists a minimizer γ (t)∗ , then γ
(t)
∗ also minimizes
the function f
f
(
γ(t)
)
:= tr
(| −4− µ · 1 | γ(t)) (5.153)
under the constraint
tr
(
γ(t)
)
= %¯L3 , with %¯ :=
tr
(
γ(t)∗
)
L3
. (5.154)
This motivates us to consider the following family {pσ}σ≥0 of truncated density matrices.
For any filling parameter σ ≥ 0, we introduce the finite index set
Iσ :=
{
k ∈ Λ∗
∣∣∣ √µ (max{0, 1 − σ}) < | k | <√µ (1 + σ)} . (5.155)
We define pσ to be the orthogonal projection inH1 onto the subspace spanned by {φk}k∈Iσ .
Namely, we set
pσφk :=
{
φk if k ∈ Iσ
0 else
, ∀ σ ≥ 0, k ∈ Λ∗ , (5.156)
and extend pσ to H1 by linearity. We recall the definition of {φk}k∈Λ∗ given in (5.67).
Figure 5.1 illustrates the definition of pσ. The following two lemmas allow us to estimate
the right hand side of (5.151) in terms of the filling parameter σ.
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µ
µσ
√
µ
√
µ(1−σ)
√
µ(1+σ)
|k |
| |k |2−µ |
Figure 5.1: The figure shows the graph of the mapping s ∈ R 7→ ˛˛ s2 − µ ˛˛. pσ has all its modes k ∈ Λ∗
with
˛˛
| k |2 − µ
˛˛
smaller than σ · µ filled, while all the rest is empty. Clearly, the behavior of tr (pσ) as a
function of σ changes at σ = 1 (corresponding to %¯ = 4%).
Lemma 5.15. For any density % > 0 and any %¯ ≥ 0, we set
σ :=
{
%¯ (4%)−1 , for %¯ < 4%
2 %¯
2
3 (4%)−
2
3 − 1 , for %¯ ≥ 4% . (5.157)
Then the truncated density matrix pσ defined in (5.156) obeys
tr (pσ)
L3
≤ %¯+O(L−1) . (5.158)
Furthermore, for any γ(t) satisfying (5.152) and tr (γ(t)) = %¯L3, we have
tr
(| −4− µ · 1 | γ(t)) ≥ tr ( | −4− µ · 1 | pσ)+ σO(L2) . (5.159)
Proof: We proceed to prove (5.158). We distinguish two cases.
Case %¯ < 4% : First note that 0 ≤ σ < 1 is implied. We may hence estimate:
tr (pσ)
L3
=
1
2pi2
∫ √µ(1+σ)
√
µ(1−σ)
ds s2 +O(L−1)
= %
(
(1 + σ)
3
2 − (1− σ) 32
)
+O(L−1)
≤ % ((1 + σ)2 − (1− σ)2)+O(L−1) = 4%σ +O(L−1) , (5.160)
where we have used (5.70). This proves (5.158), since we have σ = %¯ (4%)−1.
Case %¯ ≥ 4% : First note that σ ≥ 1 is implied. We may hence estimate:
tr (pσ)
L3
=
1
2pi2
∫ √µ(1+σ)
0
ds s2 +O(L−1) = %(1 + σ)
3
2 +O(L−1)
≤ 4%
(
1 + σ
2
) 3
2
+O(L−1) , (5.161)
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where we have used (5.70). This proves (5.158), since we have σ = 2%¯
2
3 (4%)−
2
3 − 1.
We have thus proved (5.158), for any %¯ ≥ 0.
We proceed to prove (5.159). To this end, let γ (t) have the properties stated in the hypoth-
esis and observe
γ(t)k :=
〈
φk
∣∣ γ(t)φk 〉 ∈ [0, 1] , ∀ k ∈ Λ∗ , (5.162)
where {φk}k∈Λ∗ denotes the orthonormal basis introduced in (5.67). Expanding the trace
in this basis, we can estimate:
tr
(
| −4− µ · 1 | (γ(t)− pσ) ) = ∑
k∈Iσ
∣∣∣ | k |2 − µ ∣∣∣ (γ(t)k − 1)+ ∑
k∈Λ∗\Iσ
∣∣∣ | k |2 − µ ∣∣∣ γ(t)k
≥ µσ
∑
k∈Iσ
(
γ(t)k − 1
)
+ µσ
∑
k∈Λ∗\Iσ
γ(t)k
= µσ
(
tr
(
γ(t)
)− tr (pσ)) .
Using (5.158) and tr (γ(t)) = %¯L3 completes the proof.
In order to estimate the right hand side of (5.151) entirely in terms of the filling parameter,
we must must correspondingly estimate the kinetic term
tr
(| −4− µ · 1 | γ(t)ω ) . (5.163)
This is achieved by (5.159) and the following lemma.
Lemma 5.16. For any σ ≥ 0, we have
tr
(
| −4− µ · 1 | pσ
)
≥ c3L3%
5
3σ2 +O(L2) , with c3 :=
3
2
3
2
cTF . (5.164)
The constant cTF is given in (5.99).
Proof: Again, we distinguish the cases σ < 1 and 1 ≤ σ.
Case σ < 1 : By the definition of pσ, we have
tr
( | −4− µ · 1 | pσ) = L3
2pi2
∫ √µ(1+σ)
√
µ(1−σ)
ds s2
∣∣ s2 − µ ∣∣+O(L2)
=
L3
2pi2
∫ √µ
√
µ(1−σ)
ds (s4 − s2µ) + L
3
2pi2
∫ √µ(1+σ)
√
µ
ds (s2µ− s4) +O(L2) (5.165)
= L3
µ
5
2
2pi2
{
4
15
+
1
5
(1 + σ)
5
2 − 1
3
(1 + σ)
3
2 − 1
3
(1− σ) 32 + 1
5
(1− σ) 52
}
+O(L2) .
The expression in the curly braces can be estimated by
{ . . . } ≥ 2− 32σ2 , ∀ σ ∈ [0, 1] , (5.166)
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since we have { . . . }|σ=0 = 0 and
d
dσ
{ . . . } = 1
2
(
(1 + σ)
3
2 − (1 + σ) 12 + (1− σ) 12 − (1− σ) 32
)
=
σ
2
(
(1 + σ)
1
2 + (1− σ) 12
)
≥ σ√
2
, (5.167)
for1 all σ in [0, 1]. Integrating (5.167) yields (5.166). Using (5.70), we obtain:
tr
(| −4− µ · 1 | γ(t)∗) ≥ c3 L3% 53 σ2 +O(L2) , with c3 := (6pi2) 53
2
5
2pi2
, (5.168)
for all σ ∈ [0, 1]. This completes the proof of the first case.
Case σ ≥ 1 :
tr
(| −4− µ · 1 | γ(t)∗) = L32pi2
∫ √µ(1+σ)
0
ds s2
∣∣ s2 − µ ∣∣+O(L2)
= L3
µ
5
2
2pi2
{
4
15
+
1
5
(1 + σ)
5
2 − 1
3
(1 + σ)
3
2
}
+O(L2) . (5.169)
Again, the expression in the curly braces in (5.169) can be estimated by
{ . . . } ≥ 2− 32σ2 , ∀ σ ∈ [1,∞) , (5.170)
since we have { . . . }|σ=1 ≥ 2− 32 by (5.166) and
d
dσ
{ . . . } = 1
2
(
(1 + σ)
3
2 − (1 + σ) 12
)
=
1
2
(1 + σ)
1
2σ ≥ σ√
2
, (5.171)
for all σ ∈ [1,∞). Integrating (5.171) yields (5.170). Using (5.70), we obtain again
tr
(| −4− µ · 1 | γ(t)∗) ≥ c3L3% 53σ2 +O(L2) , with c3 := (6pi2) 53
2
5
2pi2
, (5.172)
for all σ ≥ 1. This completes the proof in the second case.
Recall the definition of the Thomas-Fermi constant in (5.99).
We are now in the position to estimate ω(H%) in terms of the filling parameter, as follows.
Theorem 5.17. Suppose v = vν, for some ν > 0, and let ω be an admissible state with
the additional property that its two-particle density matrix is trace-class. Furthermore, let
% > 0 and λ > 0 be given and set
%¯ :=
tr
(
γ(t)ω
)
L3
and σ :=
{
%¯ (4%)−1 , for %¯ < 4%
2 %¯
2
3 (4%)−
2
3 − 1 , for %¯ ≥ 4% . (5.173)
1Note that in the last step we have estimated the strictly nonincreasing function (1 + σ)
1
2 + (1 − σ) 12
from below by the constant
√
2, which may seem sub-optimal for small values of σ. However, this simple
bound has the correct behavior at σ ∼ 0 as the right and the left hand side together with their derivatives
have the same values at σ = 0.
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Then we have
ω (H%) ≥− L3 2
5
cTF%
5
3 + c3L
3%
5
3σ2
− λL3c2(δ) g 8+δ
2
√
b2 %
5+δ
6
{√
%¯+ 2 4
√
(%+ %¯) %¯
}
− λL3cD% 43
− λ
2
L3g6 b
2
1 %
2 − λ
2
c1L
3%
1
3 %¯
1
3 (4%+ %¯)
2
3
+
{
%¯
1
3
(
%¯%−1 + 4
) 2
3 + %¯
1
3
(
%¯%−1 + 4
)− 1
3 + %¯+ 1 + σ
}
O(L2) . (5.174)
Proof: We remark that by Lemmas 5.15 and 5.16 we have
tr
( | −4− µ · 1 | γ(t)ω ) ≥ tr ( | −4− µ · 1 | pσ)+ σO(L2)
≥ c3 L3% 53 σ2 + (1 + σ)O(L2) . (5.175)
The rest follows from Theorem 5.14 and the definition of R, given in (5.123).
We are now ready to minimize over the filling parameter.
Theorem 5.18. Suppose v = vν, for some ν > 0. Let % > 0 be arbitrary and let ω be an
admissible state with the additional property that its two-particle density matrix is trace-
class. Then, for sufficiently large density % > 0 and sufficiently large size parameter L, we
have
1
L3
ω(H%) +
2
5
cTF%
5
3 + λcD%
4
3 +
λ
2
g6 b
2
1 %
2
≥ c3 %
5
3σ2∗ − λ
(
c4(δ)%
8+δ
6 + c5%
4
3
)
4
√
σ∗ + { 4√σ∗ + g6 + 1}O(L−1) , (5.176)
with
σ∗ :=
(
λ
8c3
) 4
7 (
c4(δ)%
δ−2
6 + c5%
− 1
3 +O(L−1)
) 4
7
, (5.177)
where we have introduced the constants
c4(δ) = 10 c2(δ) g 8+δ
2
√
b2 and c5 := 2
5
3 c1 =
24
pi2
7
1
3 (b1b2)
2
3 . (5.178)
Proof: Let the state ω comply with the hypothesis of the theorem and set
%¯ :=
tr
(
γ(t)ω
)
L3
. (5.179)
We use the estimate given in Theorem 5.17. Note that the relation between %¯ and σ given
in (5.173) is invertible, and hence the right hand side of (5.174) may be viewed as a
function of σ. We collect all the terms depending on σ (without the overall L3 factor)
F (σ) := c3%
5
3σ2 − λc2(δ) g 8+δ
2
√
b2 %
5+δ
6
{√
%¯+ 2 4
√
(%+ %¯)%¯
}
− λ1
2
c1%
1
3 %¯
1
3 (4%+ %¯)
2
3 +
{
%¯
1
3
(
%¯%−1 + 4
) 2
3 + %¯
1
3
(
%¯%−1 + 4
)− 1
3 + σ + %¯+ 1
}
O(L−1) ,
(5.180)
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for all σ ∈ R+0 . (Note that this does not define F as a function, due to the presence of the
O(L−1) term. F is rather an equivalence class of functions. The following considerations
are valid for any function in this class, see also Remark 5.7.)
Corresponding to (5.173), we distinguish two cases.
Case %¯ ≥ 4% :
Note that in this case we have
%¯ = 4%
(
1 + σ
2
) 3
2
= 4%σ˜ . (5.181)
It is easily seen that
σ ≥ 1 and σ˜ :=
(
1 + σ
2
) 3
2
≥ 1 . (5.182)
The parameter σ˜ is introduced for notational convenience. We can now estimate
F (σ) = c3%
5
3σ2 − 2λc2(δ) g 8+δ
2
√
b2 %
8+δ
6
{√
σ˜ + 2 4
√(
1
4 + σ˜
)
σ˜
}
− 2λc1%
4
3 σ˜
1
3 (1 + σ˜)
2
3 +
{
σ˜
1
3 (σ˜ + 1)
2
3 + σ˜
1
3 (σ˜ + 1)−
1
3 + σ˜ + 1
}
O(L−1)
≥ c3%
5
3σ2 − 2λc2(δ) g 8+δ
2
√
b2 %
8+δ
6
{
1 + 2 4
√
5
4
}
σ˜
− 2 53λc1%
4
3 σ˜ + (σ˜ + 1)O(L−1)
≥ c3%
5
3σ2 − λc4(δ)%
8+δ
6
(
1 + σ
2
) 3
2
− λc5% 43
(
1 + σ
2
) 3
2
+
(
1 + σ
2
) 3
2
O(L−1) +O(L−1)
=: H1(σ) . (5.183)
We have introduced the constants
c4(δ) = 10 c2(δ)g 8+δ
2
√
b2 and c5 := 2
5
3 c1 . (5.184)
We estimated
1 + 2 4
√
5
4 ≤ 5 . (5.185)
By taking the derivative of H1 with respect to σ, it is easily seen that H1 is monotone
nondecreasing in [1,∞), if % and L are sufficiently large. In this case, we thus conclude
that
F (σ) ≥ H1(1) = c3% 53 − λc4(δ)%
8+δ
6 − λc5% 43 +O(L−1) , ∀ σ ≥ 1 , (5.186)
for sufficiently large density % and sufficiently large size parameter L.
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Case %¯ < 4% : Note that in this case we have
%¯ = 4%σ and σ < 1 . (5.187)
We can now estimate (similarly to (5.183))
F (σ) = c3%
5
3σ2 − 2λc2(δ) g 8+δ
2
√
b2 %
8+δ
6
{√
σ + 2 4
√(
1
4 + σ
)
σ
}
− 2λc1% 43σ 13 (1 + σ)
2
3 +
{
σ
1
3 (σ + 1)
2
3 + σ
1
3 (σ + 1)−
1
3 + σ + 1
}
O(L−1)
≥ c3%
5
3σ2 − 2λc2(δ) g 8+δ
2
√
b2%
8+δ
6
{
1 + 2 4
√
5
4
}
4
√
σ
− λ2 53 c1%
4
3
4
√
σ +
(
σ
1
4 + 1
)
O(L−1)
≥ c3%
5
3σ2 − λ c4(δ) %
8+δ
6 4
√
σ − λc5%
4
3 4
√
σ +
(
4
√
σ + 1
)
O(L−1)
=: H2(σ) . (5.188)
By taking the derivative of H2, seen as a function on R
+, and equating it to zero, we
deduce that H2 has a unique global minimum at
σ∗ :=
(
λ
8c3
) 4
7 (
c4(δ)%
δ−2
6 + c5%
− 1
3 +O(L−1)
) 4
7
. (5.189)
Remember that δ ∈ [0, 1] and note that for sufficiently large % and sufficiently large size
parameter L, we have
σ∗ ∈ [0, 1] . (5.190)
Thus we have
F (σ) ≥ H2(σ∗) , ∀ σ ∈ [0, 1] , (5.191)
for sufficiently large size parameter L and sufficiently large density %.
The claim of the theorem follows from (5.186), (5.191) and from the observation
H1(1) = H2(1) ≥ H2(σ∗) . (5.192)
Thermodynamic Limit
The ground state energy density e0 of the Fermionic Jellium Model (in the thermodynamic
limit) is defined to be
e0 := lim
L→∞
1
L3
inf
{
ω (H%)−Ebb
∣∣ ω admissible, with Mω trace-class } , (5.193)
where the quantity Ebb is given by
Ebb :=
1
2
%J% =
λ
2
%2b21g6 . (5.194)
It is interpreted as the background self-energy. We recall that Mω denotes the two-particle
density matrix of the state ω. The constants b1 and g6 are given in (5.79).
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Theorem 5.19. Suppose v = vν, for some ν > 0 and let λ > 0 be given. Then the ground
state energy density of the Fermionic Jellium Model in the thermodynamic limit e0, defined
in (5.193), has the following behavior for large densities %:
e0 ≥ −2
5
cTF%
5
3 − λcD% 43 + % 43O(%
4δ−1
21 ) , (5.195)
for any δ ∈ (0, 1). cTF and cD denote the Thomas-Fermi constant and Dirac’s constant,
respectively. They are given in (5.99) and (5.116).
Proof: From Theorem 5.18 we obtain, for sufficiently large density %, that
e0 +
2
5
cTF%
5
3 + λcD%
4
3 ≥ c3% 53 σ˜2∗ − λ
(
c4(δ)%
8+δ
6 + c5%
4
3
)
4
√
σ˜∗ , (5.196)
with
σ˜∗ :=
(
λ
8c3
) 4
7 (
c4(δ)%
δ−2
6 + c5%
− 1
3
) 4
7
. (5.197)
By Taylor’s Theorem, we have2
σ˜∗ =
(
λc4(δ)
8c3
) 4
7
%
2δ−4
21 + o
(
%−
δ+4
21
)
, (% −→∞) .
Using again Taylor’s Theorem, this leads to the asymptotic behavior of the following
expressions involving σ˜∗ and %:
%
5
3 (σ˜∗)2 =
(
λc4(δ)
8c3
) 8
7
%
4δ+27
21 + o
(
%
δ+27
21
)
, (% −→∞) ,
%
8+δ
6 (σ˜∗)
1
4 =
(
λc4(δ)
8c3
) 1
7
%
4δ+27
21 + o
(
%
δ+27
21
)
, (% −→∞) ,
%
4
3 (σ˜∗)
1
4 =
(
λc4(δ)
8c3
) 1
7
%
δ+54
42 + o
(
%
−5δ+54
42
)
, (% −→∞) .
These terms correspond to the three terms on the right hand side of (5.196). Obviously,
the first two of these three terms dominate the behavior for large %. Therefore, we obtain
from (5.196)
e0 +
2
5
cTF%
5
3 + λcD%
4
3 ≥
(
λc4(δ)
8c3
) 8
7
%
4δ+27
21 + o
(
%
δ+27
21
)
= O
(
%
4δ+27
21
)
= %
4
3O(%
4δ−1
21 ) . (5.199)
The proof is complete.
We remark that for v = vν , we have b1 = pi
3
2 and g6 =
4
pi2
1
ν2
.
2Actually, we have the slightly better behavior:
σ˜∗ =
„
λc4(δ)
8c3
« 4
7
%
2δ−4
21 + O
“
%
− 3δ+8
42
”
, (% −→∞) . (5.198)
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5.2 Bosonic Theory
5.2.1 A Bosonic Wick Theorem
In this subsection we prove a generalization of a combinatorial identity known as Wick
Theorem. We freely write down polynomials in the boson creation and annihilation opera-
tors, without worrying about domain questions. All the relations we write down are valid
on the domain of finite vectors or, more importantly, as equalities in expectation values of
analytic states. The latter case is the case we are actually interested in.
Definition 5.20. Denote by a(·) and a∗(·) the generators of the CCR Algebra. We then
associate to any monomial
aτ1(f1) · · · aτn(fn) , ∀ n ∈ N, τ1, . . . , τn ∈ {∅, ∗}, f1, . . . , fn ∈ H1 , (5.200)
a monomial, normal-ordered with respect to the Fock representation, by defining
:aτ1(f1) · · · aτn(fn) : := aτpi(1)(fpi(1)) · · · aτpi(n)(fpi(n)) . (5.201)
The permutation pi is uniquely determined by the conditions
τpi(1) = · · · = τpi(k) = ∗ , τpi(k+1) = · · · = τpi(n) = ∅ , (5.202)
for some k ∈ {0, . . . , n}, and
pi(1) < · · · < pi(k) , pi(k + 1) < · · · < pi(n) . (5.203)
By demanding linearity and setting :1 : := 1, we extend this definition to all polynomials
in the boson annihilation and creation operators and the identity.
Note that the elements of the CCR Algebra are equivalence classes of polynomials in the
generators a∗(·) and a(·). The normal-ordering is defined on these polynomials, but it is not
well-defined on the CCR Algebra. We discuss these concepts in more detail in Section B.2.
For any polynomial expression q of degree two in the boson annihilation and creation
operators, we define the contraction [[ q ]] by:
[[ q ]] := q − :q : . (5.204)
Note that, for all f1, f2 ∈ H1 and all σ1, σ2 ∈ {∅, ∗}, the following equality holds
[[ aσ1(f1)a
σ2(f2) ]] =
{
0 if aσ1(f1)a
σ2(f2) is normal-ordered
[aσ1(f1), a
σ2(f2)] else
. (5.205)
In order to formulate the bosonic Wick Theorem, we introduce, for any n ∈ N, the set
P2(n) as follows: P is an element of P2(n) if and only if
P =
{
p(1), . . . , p(k)
}
, (5.206)
for some k ∈ N0 and some pairwise disjoint sets p(1), . . . , p(k) of cardinality two, such that
p(1), . . . , p(k) ⊆ {1, . . . , n} . (5.207)
Note that ∅ ∈ P2(n), for all n ∈ N (corresponding to the case k = 0).
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Theorem 5.21 (Wick). For any f1, . . . , fn ∈ H1, all σ1, . . . , σn ∈ {∅, ∗} and arbitrary
constants z1, . . . , zn ∈ C, we abbreviate
aj := a
σj (fj) + zj , ∀ j ∈ {1, . . . , n} . (5.208)
It then holds true that
a1 · · · an =
∑
P∈P2(n)
∏
p∈P
[[ ap1ap2 ]]
: ∏
j∈{1,...,n}\Sp∈P p
aj :
 . (5.209)
Proof: As a first step, we show that
:a1 · · · an : = :a1 · · · an−1 :an −
n−1∑
l=1
:a1 · · · âl · · · an−1 :[[ alan ]] , (5.210)
where the notation âl indicates that the corresponding factor is omitted from the above
product. To show (5.210), let the permutation pi ∈ Sn be determined by
:a1 · · · an : = api(1) · · · api(n) (5.211)
and let m ∈ {1, . . . , n} be such that pi(m) = n. Then we have:
:a1 · · · an : = api(1) · · · api(m) · · · api(n)
= api(1) · · · âpi(m) · · · api(n)an +
n∑
l=m+1
api(1) · · · âpi(m) · · · âpi(l) · · · api(n)
[
an, api(l)
]
. (5.212)
Note that all the commutators appearing on the very right of this relation, are of one of
the following three types: [
a∗(fpi(m)) + zn, a∗(fpi(l)) + zpi(l)
]
, (5.213a)[
a∗(fpi(m)) + zn, a(fpi(l)) + zpi(l)
]
, (5.213b)[
a(fpi(m)) + zn, a(fpi(l)) + zpi(l)
]
. (5.213c)
Therefore, by relation (5.205), we have
[[ api(l)api(m) ]] = −
[
api(m), api(l)
]
, ∀ l ∈ {m+ 1, . . . , n} .
Furthermore, we have for l < m
[[ api(l)api(m) ]] = 0 , ∀ l ∈ {1, . . . ,m− 1} .
Thus it follows
:a1 · · · an : = api(1) · · · âpi(m) · · · api(n)an −
∑
l∈Mn\{m}
api(1) · · · âpi(m) · · · âpi(l) · · · api(n)[[ api(l)an ]]
= :a1 · · · an−1 :an −
n−1∑
l=1
:a1 · · · âl · · · an−1 :[[ alan ]] , (5.214)
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where we have defined
Mn := {1, . . . , n} , ∀ n ∈ N . (5.215)
This proves (5.210). We proceed to prove (5.209) by an induction argument. First note
that the claim of the theorem is trivial for n = 1. Secondly, let a n ∈ N be given and
assume (5.209) was true for this n. We then prove
a1 · · · an+1 =
∑
P∈P2(n+1)
∏
p∈P
[[ ap1ap2 ]]
: ∏
j∈Mn+1\
S
p∈P p
aj :
 . (5.216)
For the right hand side (r. h. s) of (5.216), we have
r. h. s. =
∑
P∈P2(n+1)
(∏
p∈P
[[ ap1ap2 ]]
)(
:
∏
j∈Mn+1\
S
p∈P p
aj :
)
=
∑
P∈P2(n)
(∏
p∈P
[[ ap1ap2 ]]
)(
:
∏
j∈Mn+1\
S
p∈P p
aj :
)
(5.217)
+
∑
P∈P2(n)
∑
l∈Mn\
S
p∈P p
[[ alan+1 ]]
(∏
p∈P
[[ ap1ap2 ]]
)(
:
∏
j∈Mn\(
S
p∈P p ∪ {l})
aj :
)
.
Here, we decompose the sum over all P ∈ P2(n+ 1) into the sum over all P ∈ P2(n) and
the sum over all
P ∈ P2(n+ 1) \ P2(n) =
⋃
P∈P2(n)
⋃
l∈Mn\
S
p∈P p
P ∪ {l, n+ 1} . (5.218)
By relation (5.210) we have
:
∏
j∈Mn+1\
S
p∈P p
aj : =
(
:
∏
j∈Mn\
S
p∈P p
aj :
)
an+1
−
∑
l∈Mn\
S
p∈P p
[[ alan+1 ]]
(
:
∏
j∈Mn\(
S
p∈P p ∪ {l})
aj :
)
, (5.219)
for all P ∈ P2(n). Note that inserting this relation into (5.217) leads to a cancellation.
Thus, we obtain
r. h. s. =
 ∑
P∈P2(n)
∏
p∈P
[[ ap1ap2 ]]
: ∏
j∈n\Sp∈P p
aj :
 an+1 . (5.220)
This is equal to the left hand side of (5.216) by the induction hypothesis.
An important consequence of relation (5.205) is that the contractions of any homoge-
neously quadratic expression in the boson annihilation and creation operators, may be
expressed as a vacuum expectation value, i .e.,[
B(f)B(g)
]
= Ω
(
B(f)B(g)
)
, ∀ f, g ∈ K . (5.221)
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Any linear expression and any scalar has vanishing contraction. Therefore, we may rewrite
the contractions appearing in the Wick Theorem in terms of vacuum expectation values.
For any Bogoliubov transformation (w, v), denoting by α(w,v) the associated algebra au-
tomorphism, we introduce the normal-ordering with respect to (w, v), as follows:
: · :(w,v) := α−1(w,v)
(
:α(w,v) ( · ) :
)
. (5.222)
We generalize the Wick Theorem to the normal-ordering : · :(w,v).
Corollary 5.22. Let (w, v) be a Bogoliubov transformation and let f1, . . . , fn ∈ K be
arbitrary. Denote the generators B(f1), . . . , B(fn) of the bosonic self-dual algebra by
B1, . . . , Bn and denote by v1, . . . , vn the scalars v(f1), . . . , v(fn). It then holds
B1 · · ·Bn =
∑
P∈P2(n)
∏
p∈P
(
Ω(w,v) (Bp1Bp2)− vp1vp2
): ∏
j∈{1,...,n}\Sp∈P p
Bj :(w,v)
 ,
(5.223)
where we have denoted
Ω(w,v)(·) := Ω
(
α(w,v)(·)
)
. (5.224)
Proof: We remark that the transformed generators are of the form
α(w,v)
(
B(fj)
)
= B(wfj) + v(fj) , ∀ j ∈ {1, . . . , n} . (5.225)
By Theorem 5.21 we may write:
α(w,v)(B1 · · ·Bn) =
∑
P∈P2(n)
∏
p∈P
[ (
B(wfp1) + v(fp1)
)(
B(wfp2) + v(fp2)
) ]
·
: ∏
j∈Mn\
S
p∈P p
(
B(wfj) + v(fj)
)
:
 , (5.226)
where we have used notation (5.215). Due to (5.221) and the fact that expressions linear
in the generators of the CCR Algebra and scalars have vanishing contractions, we have
α(w,v)(B1 · · ·Bn) =
=
∑
P∈P2(n)
∏
p∈P
Ω
(
B(wfp1)B(wfp2)
): ∏
j∈Mn\
S
p∈P p
(
B(wfj) + v(fj)
)
:
 . (5.227)
From this statement we arrive at the claim, by taking the Bogoliubov transformation α−1(w,v)
of both sides and by remembering that
Ω(w,v)
(
B(f)B(g)
)
= Ω
(
B(wf)B(wg)
)
+ v(f)v(g) . (5.228)
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In the case n = 4, we can rewrite the claim of Corollary 5.22, as follows.
B1 · · ·B4 =
=
∑
pi Pairing
{
:Bpi(1)Bpi(2) :(w,v)
(
Ω(w,v)(Bpi(3)Bpi(4))− vpi(3)vpi(4)
)
(5.229)
+ :Bpi(3)Bpi(4) :(w,v)
(
Ω(w,v)(Bpi(1)Bpi(2))− vpi(1)vpi(2)
)
+
(
Ω(w,v)(Bpi(1)Bpi(2))− vpi(1)vpi(2)
) (
Ω(w,v)(Bpi(3)Bpi(4))− vpi(3)vpi(4)
)}
,
where the sums extend over all pairings, i. e., over all
pi ∈ S4 , with 1 = pi(1) < pi(3) , pi(2) < pi(4) . (5.230)
Observing that
:B(f)B(g) :(w,v) = B(f)B(g)−
(
Ω(w,v)
(
B(f)B(g)
)− v(f)v(g)) , (5.231)
for all f, g ∈ K, we obtain:
Corollary 5.23. Under the hypothesis of Corollary 5.22, we have:
B1 · · ·B4 = :B1 · · ·B4 :(w,v)
+
∑
pi Pairing
{
Bpi(1)Bpi(2)
(
Ω(w,v)(Bpi(3)Bpi(4))− vpi(3)vpi(4)
)
+Bpi(3)Bpi(4)
(
Ω(w,v)(Bpi(1)Bpi(2))− vpi(1)vpi(2)
)}
(5.232)
−
∑
pi Pairing
(
Ω(w,v)(Bpi(1)Bpi(2))− vpi(1)vpi(2)
) (
Ω(w,v)(Bpi(3)Bpi(4))− vpi(3)vpi(4)
)
,
where the sum extends over all pi obeying (5.230).
5.2.2 Derivation of a Correlation Estimate
In this subsection we give a lower bound on the expectation values of quartic polynomials
in the boson creation and annihilation operators of the following type∑
p,q∈N
:a∗(Dfp)a∗(Dfq)a(Dfq)a(Dfp) :(w,v) . (5.233)
Here, we have fixed an orthonormal basis {fj}j∈N in H1 and denoted by D some nonneg-
ative operator in B(H1). The pair (w, v) denotes a bosonic Bogoliubov transformation.
The following derivation parallels the derivation of the fermionic correlation estimate in
Subsection 5.1.2. We hope that some day it will be useful to estimate the ground state
energy of the Bosonic Jellium Model, possibly simplifying the sofisticated arguments given
by Lieb and Solovej in [23, 24]. Some of the following arguments appear already in [7].
In order to formulate the main theorem of this subsection, let (w, v) be a Bogoliubov
transformation of the form
w =
(
X Y
Y¯ X¯
)
, for some X,Y ∈ B(H1) , (5.234)
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and
v
((
f+
f−
))
=
〈
u
∣∣ f+ 〉 + 〈u¯ ∣∣ f− 〉 , for some u ∈ H1 . (5.235)
Suppose furthermore that (w, v) possesses a unitary implementation U in F+.
Theorem 5.24. Let ω be an arbitrary admissible state with the additional property that
ω˜
(
n2
)
:=
∑
p,q∈N
ω˜
(
a∗(fp)a(fp)a∗(fq)a(fq)
)
<∞ , (5.236)
where ω˜ denotes the state given by
ω˜(·) := ω(U ∗ · U) . (5.237)
Denote furthermore by δω ∈ H1 the vector determined by
〈δω | f 〉 = ω
(
a∗(f)
)
, ∀ f ∈ H1 . (5.238)
Setting
δ˜ := Xδω − Y δ¯ω + Y u¯−Xu , (5.239)
γ˜ := XγωX
∗ − Y α∗ωX∗ −XαωY ∗ + Y (1 + γ¯ω)Y ∗
− ∣∣Xu− Y u¯〉 〈Xδ − Y δ¯ ∣∣− ∣∣Xδ − Y δ¯〉 〈Xu− Y u¯ ∣∣
+ |Xu− Y u¯〉 〈Xu− Y u¯ | , (5.240)
where X, Y and u are given in (5.234) and (5.235), respectively. Then we have the fol-
lowing correlation estimate:∑
p,q∈N
ω
(
:a∗(Dfp)a∗(Dfq)a(Dfq)a(Dfp) :(w,v)
)
≥ −2 52 tr (D¯2Y ∗Y ){ tr (D¯2Y ∗Y ) ω˜ (n2)+ tr (D¯2Y ∗γY )} 12{∥∥XD2X∗ ∥∥ ω˜ (n2)
+ ω˜(n) ‖Du ‖2
} 1
2
−4 tr (D¯2Y ∗Y ) [ tr (D2X∗γ˜X)+ 2Re〈δ˜ ∣∣XD2u〉 + ‖Du ‖2
+
∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2 ]
−2
{
tr
(
D¯2Y ∗Y
) [
2Re
〈
δ˜
∣∣XD2u〉 + ‖Du ‖2 + 2 tr (D2X∗γ˜X)+ 2ω˜(n) ‖Du ‖2
+ 2
∥∥XD2X∗ ∥∥ ω˜ (n2) ]+ 2 ∣∣∣ 〈u ∣∣∣D2Y T Y¯ D2X∗δ˜〉 ∣∣∣+ 〈u ∣∣D2Y T Y¯ D2u〉 } 12
·
{
2
∣∣ tr (D2Y T X¯D¯2Y ∗γ˜X) ∣∣+ 2 ∣∣∣ 〈u ∣∣∣D2Y T X¯D¯2Y ∗δ˜〉 ∣∣∣+ tr (D¯2Y ∗XD2Y T X¯)
+ tr
(
D2X∗XD2Y T (1 + γ˜T )Y¯
)
+ 4
∣∣∣ 〈u ∣∣∣D2Y T Y¯ D2X∗δ˜〉 ∣∣∣
+ 2
〈
u
∣∣D2Y T Y¯ D2u〉 + tr (D¯2Y ∗Y ) [2Re〈δ˜ ∣∣XD2u〉 + ‖Du ‖2
+ 3 tr
(
D2X∗γ˜X
)
+ 2ω˜(n) ‖Du ‖2 + 2∥∥XD2X∗ ∥∥ ω˜ (n2) ]} 12 .
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Before we proceed to prove this theorem (see p. 132), let us clarify the role of γ˜ and δ˜
with the following lemma.
Lemma 5.25. The state ω˜ given in (5.237) is admissible and its density matrix γ˜ is given
by (5.240). Furthermore, the vector δ˜, determined by〈
δ˜ | f
〉
= ω˜
(
a∗(f)
)
, ∀ f ∈ H1 , (5.241)
is of the form (5.239).
Proof: As we have seen in (2.4), the Bogoliubov transformation inverse to (w, v) is given
by (
w−1,−v(w−1(·))) with w−1 = ( X∗ −Y T−Y ∗ XT
)
. (5.242)
First, we show that δ˜ is of the form (5.239). We have, for any f ∈ H1:〈
δ˜ | f
〉
= ω
(
a∗(X∗f)− a(Y T f¯)− 〈u |X∗f 〉 + 〈u¯ |Y ∗f 〉)
= 〈δω |X∗f 〉 −
〈
δ¯ω |Y ∗f
〉 − 〈u |X∗f 〉 + 〈u¯ | Y ∗f 〉
=
〈
Xδω − Y δ¯ω −Xu+ Y u¯ | f
〉
. (5.243)
Thus (5.239) follows.
Secondly, we show that γ˜ is of the form (5.240). We have, for any f, g ∈ H1:
〈f | γ˜g 〉 = ω˜(a∗(g)a(f))
= ω
([
a∗(X∗g)− a(Y T g¯) + 〈Y u¯−Xu | g 〉] [a(X∗f)− a∗(Y T f¯) + 〈f | Y u¯−Xu〉]) .
Similarly to (5.243), we obtain from this
〈f | γ˜g 〉 = ω
([
a∗(X∗g)− a(Y T g¯)] [a(X∗f)− a∗(Y T f¯)])
+
〈
f
∣∣Xδ − Y δ¯ 〉 〈Y u¯−Xu | g 〉 + 〈f | Y u¯−Xu〉 〈Xδ − Y δ¯ | g 〉
+ 〈Y u¯−Xu | g 〉 〈f | Y u¯−Xu〉 . (5.244)
The last three terms of this relation correspond to the last three terms in (5.240). As far
as the first term, involving the state ω, is concerned, we note that it corresponds to the
upper left block of Γω˜. Using (5.244) and
Γω˜ = wΓωw
−1 , (5.245)
it easily follows that γ˜ is of the form (5.240).
The admissibility of ω˜ follows from the fact that γω is trace-class and the fact that αω and
Y are Hilbert-Schmidt.
132 CHAPTER 5. CORRELATION ESTIMATES
Let us shortly comment on the quality of the above correlation estimate. As is easily seen,
we have
ω
( ∑
p,q∈N
:a∗pa
∗
qaqap :(w,v)
)
= ‖Du ‖4 , (5.246)
if ω and (w, v) are such that ω˜ = Ω. In this case, the bound in Theorem 5.24 is sharp if
and only if we additionally have u = 0, i. e., if and only if the Bogoliubov transformation
is homogenous. This happens because we have tailored this estimate after the pattern of
the fermionic correlation estimate, where we considered exclusively homogenous transfor-
mations. It would be desirable to modify the above estimate in such a way, as to ensure
that the resulting correlation inequality remains sharp, even for u 6= 0. Note furthermore,
that according to Corollary 5.23, expression (5.233) cannot be directly interpreted as the
approximation error of HFB-Theory.
Proof of Theorem 5.24: Let (w, v) be any Bogoliubov transformation obeying (5.234) and
(5.235) and let D be an arbitrary nonnegative operator in B(H1). In order to simplify the
notation for the purpose of the following, somewhat lengthy calculation, let us abbreviate:
a∗p := a
∗(Dfp) , c∗p := a
∗(XDfp) + 〈u |Dfp 〉 , d∗p := a∗(Y Dfp) , (5.247)
for all p ∈ N. We then have
ω
( ∑
p,q∈N
:a∗pa
∗
qaqap :(w,v)
)
=
∑
p,q∈N
ω˜
(
: (cp + d
∗
p)
∗(cq + d∗q)
∗(cq + d∗q)(cp + d
∗
p) :
)
. (5.248)
Note that the normal-ordering applies to the c’s and d’s in just the same way as it does
to the a’s: Generators bearing a ∗ are moved to the left, neglecting any commutators.
We have
ω˜
( ∑
p,q∈N
:a∗pa
∗
qaqap :
)
=
∑
p,q∈N
{
ω˜
(
:c∗pc
∗
qcqcp :
)
+ ω˜
(
:c∗pc
∗
qcqd
∗
p :
)
+ ω˜
(
:c∗pc
∗
qd
∗
qcp :
)
+ ω˜
(
:c∗pdqcqcp :
)
+ ω˜
(
:dpc
∗
qcqcp :
)
+ ω˜
(
:c∗pc
∗
qd
∗
qd
∗
p :
)
+ ω˜
(
:c∗pdqcqd
∗
p :
)
+ ω˜
(
:c∗pdqd
∗
qcp :
)
+ ω˜
(
:dpc
∗
qcqd
∗
p :
)
+ ω˜
(
:dpc
∗
qd
∗
qcp :
)
+ ω˜
(
:dpdqcqcp :
)
+ ω˜
(
:c∗pdqd
∗
qd
∗
p :
)
+ ω˜
(
:dpc
∗
qd
∗
qd
∗
p :
)
+ ω˜
(
:dpdqcqd
∗
p :
)
+ ω˜
(
:dpdqd
∗
qcp :
)
+ ω˜
(
:dpdqd
∗
qd
∗
p :
)}
. (5.249)
We divide the above expressions into four groups. Namely, we have
ω˜
( ∑
p,q∈N
:a∗pa
∗
qaqap :
)
= group 1 + group 2 + group 3 + group 4 , (5.250)
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with
group 1 :=
∑
p,q∈N
{
ω˜
(
c∗qd
∗
qd
∗
pdp
)
+ ω˜
(
d∗qdpdqcp
)
+ ω˜
(
d∗pdpdqcq
)
+ ω˜
(
c∗pd
∗
qd
∗
pdq
)}
, (5.251)
group 2 :=
∑
p,q∈N
{
ω˜
(
c∗pc
∗
qcqcp
)
+ ω˜
(
c∗pc
∗
qd
∗
pcq
)
+ ω˜
(
c∗pc
∗
qd
∗
qcp
)
+ ω˜
(
c∗pdqcqcp
)
+ ω˜
(
c∗qdpcqcp
)
+ ω˜
(
c∗pd
∗
qdqcp
)
+ ω˜
(
c∗qd
∗
pdpcq
)}
, (5.252)
group 3 :=
∑
p,q∈N
{
ω˜
(
c∗pc
∗
qd
∗
qd
∗
p
)
+ ω˜
(
dpdqcqcp
)}
,
group 4 :=
∑
p,q∈N
{
ω˜(c∗qd
∗
qdpcp) + ω˜
(
c∗qd
∗
qdpcp
)
+ ω˜
(
d∗qd
∗
pdpdq
)}
. (5.253)
We estimate these four groups separately.
group 1 = 4Re
∑
p,q∈N
ω˜(d∗qdpdqcp) ≥ −4
√∑
p,q∈N
ω˜(d∗qdpd∗pdq)
√∑
p,q∈N
ω˜(c∗pd∗qdqcp) . (5.254)
Here, we use just the Cauchy-Schwarz estimate.
group 2 =
∑
p,q∈N
{
ω˜(c∗pc
∗
qcqcp) + 4Re ω˜(c
∗
qdpcqcp) + 2ω˜(c
∗
qd
∗
pdpcq)
}
≥
∑
p,q∈N
{
ω˜(c∗pc
∗
qcqcp)− 4
√
ω˜(c∗qdpd∗pcq)
√
ω˜(c∗pc∗qcqcp) + 2ω˜(c
∗
qd
∗
pdpcq)
}
=
∑
p,q∈N
{[√
ω˜(c∗pc∗qcqcp)− 2
√
ω˜(c∗qdpd∗pcq)
]2
− 4ω˜(c∗qdpd∗pcq) + 2ω˜(c∗qd∗pdpcq)
}
≥
∑
p,q∈N
{
− 4 [dp, d∗p] ω˜(c∗qcq)− 2ω˜(c∗qd∗pdpcq)} . (5.255)
Here, we first estimate using the Cauchy-Schwarz inequality. Then we complete a positive
square, which we drop subsequently. In the last step, we commute dp with d
∗
p. The two
remaining quartic terms partially cancel each other.
group 3 = 2Re
∑
p,q∈N
ω˜(c∗pc
∗
qd
∗
qd
∗
p) = 2Re ω˜
((∑
p∈N
c∗pd
∗
p
)2)
≥ −2
√∑
p,q∈N
ω˜(c∗pd∗pdqcq)
√∑
p,q∈N
ω˜(dpcpc∗qd∗q) . (5.256)
We use the Cauchy-Schwarz estimate. The expression under the second square root in the
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last line satisfies:∑
p,q∈N
ω˜(dpcpc
∗
qd
∗
q) =
∑
p,q∈N
{
ω˜(dpc
∗
qcpd
∗
q) +
[
cp, c
∗
q
]
ω˜(dpd
∗
q)
}
=
∑
p,q∈N
{
ω˜(c∗qdpcpd
∗
q) +
[
dp, c
∗
q
]
ω˜(cpd
∗
q) +
[
cp, c
∗
q
]
ω˜(dpd
∗
q)
}
=
∑
p,q∈N
{
ω˜(c∗qdpd
∗
qcp) +
[
cp, d
∗
q
]
ω˜(c∗qdp) +
[
dp, c
∗
q
]
ω˜(d∗qcp) (5.257)
+
[
dp, c
∗
q
] [
cp, d
∗
q
]
+
[
cp, c
∗
q
] [
dp, d
∗
q
]
+
[
cp, c
∗
q
]
ω˜(d∗qdp)
}
.
We are thus led to
group 3 ≥ −2
√∑
p,q∈N
ω˜(c∗pd∗pdqcq)
{∑
p,q∈N
(
ω˜(c∗qd
∗
qdpcp) +
[
dp, d
∗
q
]
ω˜(c∗qcp)
+
[
cp, d
∗
q
]
ω˜(c∗qdp) +
[
dp, c
∗
q
]
ω˜(d∗qcp) +
[
dp, c
∗
q
] [
cp, d
∗
q
]
+
[
cp, c
∗
q
]
ω˜(d∗qdp) +
[
cp, c
∗
q
] [
dp, d
∗
q
] )} 12
. (5.258)
Finally, we exhaust all the sixteen terms by noting:
group 4 ≥ 0 . (5.259)
The next step we take is to estimate the four-point functions on the right hand sides of
(5.254), (5.255) and (5.258), namely,
(i)
∑
p,q∈N
ω˜(c∗pd
∗
qdqcp) , (ii)
∑
p,q∈N
ω˜(c∗pd
∗
pdqcq) , (iii)
∑
p,q∈N
ω˜(d∗qdpd
∗
pdq)
(5.260)
in terms of two-point functions (as far as we can). To this end, we note first:∑
p,q∈N
ω˜(c∗pd
∗
pdqcq) ≤
∑
p,q∈N
∣∣ ω˜(c∗pdqd∗pcq) ∣∣+ ∣∣∣∣ ∑
p,q∈N
[
d∗p, dq
]
ω˜(c∗pcq)
∣∣∣∣
≤
∑
p,q∈N
√
ω˜(c∗pdqd∗qcp)
√
ω˜(c∗qdpd∗pcq) +
∣∣∣∣ ∑
p,q∈N
[
d∗p, dq
]
ω˜(c∗pcq)
∣∣∣∣
≤
∑
p,q∈N
ω˜(c∗pdqd
∗
qcp) +
∣∣∣∣ ∑
p,q∈N
[
d∗p, dq
]
ω˜(c∗pcq)
∣∣∣∣
=
∑
p,q∈N
{
ω˜(c∗pd
∗
qdqcp) +
[
dq, d
∗
q
]
ω˜(c∗pcp)
}
+
∣∣∣∣ ∑
p,q∈N
[
d∗p, dq
]
ω˜(c∗pcq)
∣∣∣∣ .
(5.261)
Here, we first commute d∗p with dp, then use the triangle inequality and subsequently use
the Cauchy-Schwarz inequality two times. In the resulting term, we again commute d∗q
with dq. This reduces the estimate of expression (ii) to the estimate of expression (i).
The estimates of expressions (i) and (iii) are handled by the following two lemmas. (We
postpone the proofs until after we complete the current proof on p. 137.)
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Lemma 5.26. Under the assumptions in Theorem 5.24 on the state ω and the Bogoliubov
transformation (w, v), we have:
(i) =
∑
p,q∈N
ω˜(c∗pd
∗
qdqcp) ≤ 2 tr
(
D¯2Y ∗Y
) [∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2] . (5.262)
Lemma 5.27. Under the assumptions in Theorem 5.24 on the state ω and the Bogoliubov
transformation (w, v), we have:
(iii) =
∑
p,q∈N
ω˜(d∗qdpd
∗
pdq) ≤ tr
(
D¯2Y ∗Y
)2
ω˜
(
n2
)
+
∑
p,q∈N
[
dp, d
∗
p
]
ω˜(d∗qdq) . (5.263)
We have thus estimated all quartic expectation values in ω˜ by quadratic ones and the
expectation value ω˜(n2). We now insert these bounds into the estimates of groups 1-3 we
have previously derived. From (5.254), we obtain
group 1 ≥ −2 52
{
tr
(
D¯2Y ∗Y
)2
ω˜
(
n2
)
+
∑
p,q∈N
[
dp, d
∗
p
]
ω˜(d∗qdq)
} 1
2
·
{
tr
(
D¯2Y ∗Y
) [∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2]} 12 , (5.264)
where we make use of the estimates of the terms (iii) and (i). From (5.255), we obtain
group 2 ≥ −4
∑
p,q∈N
[
dp, d
∗
p
]
ω˜(c∗qcq)
− 4 tr (D¯2Y ∗Y ) [∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2] , (5.265)
using the estimate of (i). From (5.258), we obtain
group 3 ≥ −2
{∑
p,q∈N
[
dq, d
∗
q
]
ω˜(c∗pcp) +
∣∣∣ ∑
p,q∈N
[
dq, d
∗
p
]
ω˜(c∗pcq)
∣∣∣ (5.266)
+ tr
(
D¯2Y ∗Y
) [
2
∥∥XD2X∗ ∥∥ ω˜ (n2)+ 2ω˜(n) ‖Du ‖2 ]} 12
·
{∑
p,q∈N
([
cp, d
∗
q
]
ω˜(c∗qdp) +
[
dp, c
∗
q
]
ω˜(d∗qcp) +
[
cp, c
∗
q
]
ω˜(d∗qdp)
+
[
dp, c
∗
q
] [
cp, d
∗
q
]
+
[
cp, c
∗
q
] [
dp, d
∗
q
]
+
[
dp, d
∗
q
]
ω˜(c∗qcp)
+
[
dq, d
∗
q
]
ω˜(c∗pcp)
)
+
∣∣∣ ∑
p,q∈N
[
dq, d
∗
p
]
ω˜(c∗pcq)
∣∣∣
+ tr
(
D¯2Y ∗Y
) [
2
∥∥XD2X∗ ∥∥ ω˜ (n2)+ 2ω˜(n) ‖Du ‖2]} 12 ,
where we have combined (5.261) and Lemma 5.26 to estimate expression (ii).
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We now provide explicit forms of the remaining two-point functions and commutators.
∑
p∈N
ω˜(d∗pdp) = tr
(
D¯2Y ∗γ˜Y
)
, (5.267a)
∑
p∈N
ω˜(c∗pcp) = tr
(
D2X∗γ˜X
)
+ 2Re
〈
δ˜
∣∣XD2u〉 + ‖Du ‖2 , (5.267b)
∑
p∈N
[
dp, d
∗
p
]
= tr
(
D¯2Y ∗Y
)
. (5.267c)
Furthermore, we have for the following combinations:
∑
p,q∈N
[
dq, d
∗
p
]
ω˜(c∗pcq) = tr
(
D2Y T Y¯ D2X∗γ˜X
)
+ 2Re
〈
u
∣∣∣D2Y T Y¯ D2X∗δ˜〉 + 〈u ∣∣D2Y T Y¯ D2u〉 , (5.267d)∑
p,q∈N
[
cp, d
∗
q
]
ω˜(c∗qdp) = tr
(
D2Y T X¯D¯2Y ∗γ˜X
)
+
〈
u
∣∣∣D2Y T X¯D¯2Y ∗δ˜〉 , (5.267e)
∑
p,q∈N
[
dp, c
∗
q
]
ω˜(d∗qcp) = tr
(
D¯2XT Y¯ D2X∗γ˜Y
)
+
〈
δ˜
∣∣Y D¯2XT Y¯ D2u〉 , (5.267f)
∑
p,q∈N
[
cp, c
∗
q
]
ω˜(d∗qdp) = tr
(
D2X∗XD2Y T γ˜T Y¯
)
, (5.267g)
∑
p,q∈N
[
dp, c
∗
q
] [
cp, d
∗
q
]
= tr
(
D¯2Y ∗XD2Y T X¯
)
, (5.267h)
∑
p,q∈N
[
cp, c
∗
q
] [
dp, d
∗
q
]
= tr
(
D2X∗XD2Y T Y¯
)
. (5.267i)
Finally, we obtain the correlation estimate by inserting these expressions into the bounds
we derived above. Inserting (5.267) into (5.264) yields:
group 1 ≥ −2 52 tr (D¯2Y ∗Y ){ω˜ (n2) tr (D¯2Y ∗Y )+ tr (D¯2Y ∗γY )} 12
·
{∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2} 12 . (5.268)
Inserting (5.267) into (5.265) yields
group 2 ≥ −4 tr (D¯2Y ∗Y ) [ tr (D2X∗γ˜X)+ 2Re 〈δω ∣∣XD2u〉 + ‖Du ‖2
+
∥∥XD2X∗ ∥∥ ω˜ (n2)+ ω˜(n) ‖Du ‖2] . (5.269)
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Inserting (5.267) into (5.266) yields
group 3 ≥ −2
{
tr
(
D¯2Y ∗Y
) [
2Re
〈
δ˜
∣∣XD2u〉 + ‖Du ‖2 + 2 tr (D2X∗γ˜X) (5.270)
+ 2ω˜(n) ‖Du ‖2 + 2∥∥XD2X∗ ∥∥ ω˜ (n2) ]+ 2 ∣∣∣ 〈u ∣∣∣D2Y T Y¯ D2X∗δ˜〉 ∣∣∣
+
〈
u
∣∣D2Y T Y¯ D2u〉 } 12
·
{
2
∣∣ tr (D2Y T X¯D¯2Y ∗γ˜X) ∣∣+ 2 ∣∣∣ 〈u ∣∣∣D2Y T X¯D¯2Y ∗δ˜〉 ∣∣∣
+ tr
(
D¯2Y ∗XD2Y T X¯
)
+ tr
(
D2X∗XD2Y T (1 + γ˜T )Y¯
)
+ 4
∣∣∣ 〈u ∣∣∣D2Y T Y¯ D2X∗δ˜〉 ∣∣∣+ 2 〈u ∣∣D2Y T Y¯ D2u〉
+ tr
(
D¯2Y ∗Y
) [
2Re
〈
δ˜
∣∣XD2u〉 + ‖Du ‖2 + 3 tr (D2X∗γ˜X)
+ 2ω˜(n) ‖Du ‖2 + 2∥∥XD2X∗ ∥∥ ω˜ (n2) ]} 12 .
Additionally to inserting (5.267), we have estimated
tr
(
D2Y T Y¯ D2X∗γ˜X
) ≤√tr ((DY T Y¯ D)2)√tr ((DX∗γ˜X)2)
≤ tr (D¯2Y ∗Y ) tr (D2X∗γX) . (5.271)
We arrive at the claim of the theorem by summing up the estimates (5.268), (5.269) and
(5.270), see (5.250).
We now present the proofs of the two lemmas we have used.
Proof of Lemma 5.26: First we note that, by the Cauchy-Schwarz estimate, we have for
the left hand side (l. h. s.) of the claim (5.262):
l. h. s. =
∑
p,q∈N
ω˜(c∗pd
∗
qdqcp) =
∑
p,q∈N
ω˜
(
c∗pa
∗(Y Dfq)a(Y Dfq)cp
)
=
∑
p,q∈N
∑
k,l∈N
(Y D¯)l,q(Y¯ D)k,q ω˜
(
c∗pa
∗(f¯l)a(f¯k)cp
)
=
∑
p∈N
∑
k,l∈N
(Y D¯2Y ∗)l,kω˜
(
c∗pa
∗(f¯l)a(f¯k)cp
)
≤
∑
p∈N
√∑
k,l∈N
∣∣ (Y D¯2Y ∗)l,k ∣∣2√∑
k,l∈N
∣∣ ω˜(c∗pa∗(f¯l)a(f¯k)cp) ∣∣2 . (5.272)
Thus we obtain
l. h. s. ≤ tr (D¯2Y ∗Y ) ∑
p∈N
ω˜(c∗p n cp) . (5.273)
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Let us now calculate the second factor in the above expression. Inserting (5.247) yields∑
p∈N
ω˜(c∗p n cp) =
∑
p∈N
[
ω˜
(
a∗(XDfp)n a(XDfp)
)
+ 2Re
(
ω˜
(
a∗(XDfp)n
) 〈Dfp |u〉 )+ ω˜(n) ∣∣ 〈u |Dfp 〉 ∣∣2] . (5.274)
As far as the first term on the right hand side of the last equation is concerned, we proceed
similarly as in the previous estimate. Namely, we have∑
p∈N
ω˜
(
a∗(XDfp)n a(XDfp)
)
=
∑
k,l∈N
(XD2X∗)k,lml,k , (5.275)
for the nonnegative operator m in H1 given by
ml,k := 〈fl |mfk 〉 = ω˜
(
a∗(fk)n a(fl)
)
, ∀ k, l ∈ N . (5.276)
With this notation we may write:∑
p∈N
ω˜(c∗p n cp) ≤ tr
(
m
1
2XD2X∗m
1
2
)
+ 2
√
ω˜ (n2)
∑
p∈N
ω˜
(
a∗(XDfp)a(XDfp)
) ‖Du ‖ + ω˜(n) ‖Du ‖2 , (5.277)
where we have used the Cauchy-Schwarz estimate three times on the middle term and
we have also used Parseval’s equality. We must now avoid to use the Cauchy-Schwarz
inequality to estimate the first of the terms in this expression, since X will in general not
be trace-class. Instead, we estimate
tr
(
m
1
2XD2X∗m
1
2
)
≤ ∥∥XD2X∗ ∥∥ tr(m) = ∥∥XD2X∗ ∥∥ ω˜(n(n−1)) . (5.278)
Thus it holds true that∑
p∈N
ω˜(c∗p n c
∗
p) ≤
∥∥XD2X∗ ∥∥ ω˜(n(n−1))
+ 2
√
ω˜ (n2)
∑
p∈N
ω˜
(
a∗(XDfp)a(XDfp)
) ‖Du ‖ + ω˜(n) ‖Du ‖2
≤ ∥∥XD2X∗ ∥∥ ω˜(n(n−1))
+ 2
√
ω˜ (n2) ‖XD2X∗ ‖ ω˜(n) ‖Du ‖ + ω˜(n) ‖Du ‖2
≤ 2∥∥XD2X∗ ∥∥ ω˜ (n2)+ 2ω˜(n) ‖Du ‖2 . (5.279)
In the second last step, we have estimated, similarly as above,∑
p∈N
ω˜
(
a∗(XDfp)a(XDfp)
) ≤ ∥∥XD2X∗ ∥∥ ω˜(n) . (5.280)
Then we have used the elementary estimate
2ab ≤ a2 + b2 , ∀ a, b ∈ R . (5.281)
(5.273) and (5.279) prove the claim of the lemma.
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Proof of Lemma 5.27: For the left hand side (l. h. s.) of the claim (5.263), we have
l. h. s. =
∑
p,q∈N
ω˜(d∗qdpd
∗
pdq) =
∑
p,q∈N
ω˜(d∗qd
∗
pdpdq) +
∑
p,q∈N
[
dp, d
∗
p
]
ω˜(d∗qdq) . (5.282)
We continue estimating as follows:∑
p,q∈N
ω˜(d∗qd
∗
pdpdq) =
∑
q∈N
∑
k,l∈N
(Y D¯DTY ∗)k,l ω˜(d∗qa
∗(f¯k)a(f¯l)dq)
≤
∑
q∈N
√∑
k,l∈N
∣∣ (Y D¯2Y ∗)k,l ∣∣2√∑
k,l∈N
∣∣ ω˜(d∗qa∗(f¯k)a(f¯l)dq) ∣∣2
≤ tr (D¯2Y ∗Y )∑
q∈N
ω˜(d∗q n dq) , (5.283)
where we have used the same technique as in (5.273). This yields
l. h. s. ≤ tr (D¯2Y ∗Y )∑
q∈N
ω˜(d∗q n dq) +
∑
p,q∈N
[
dp, d
∗
p
]
ω˜(d∗qdq) . (5.284)
The remaining quartic term ω˜(d∗q n dq) is somewhat easier to estimate as the corresponding
term involving the c’s, since Y ∗Y is trace-class, if the Bogoliubov transformation (w, v)
possesses a unitary implementation. Hence, we can estimate
∑
q∈N
ω˜(d∗q n dq) =
∑
k,l∈N
(Y D¯2Y ∗)k,l ω˜
(
a∗(f¯k)n a(f¯l)
) ≤ tr ((Y D¯2Y ∗)2) 12 tr (m2) 12
≤ tr (D¯2Y ∗Y ) tr(m) = tr (D¯2Y ∗Y ) ω˜(n(n−1)) ≤ tr (D¯2Y ∗Y ) ω˜ (n2) , (5.285)
where we have denoted
ml,k := ω˜
(
a∗(f¯k)n a(f¯l)
)
, ∀ k, l ∈ N . (5.286)
This last observation together with (5.282) and (5.284) proves the claim.
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Appendix A
Definitizable Operators in Krein
Spaces
In this appendix, we briefly review the elements of the theory of linear operators in Krein
spaces needed for our considerations and we prove Lemma 3.12. Proofs of the following
theorems can mostly be found in [22]. Other references to this topic are [4] and [12].
A.1 Fundamentals
Definition A.1. Let V be a complex linear space. A hermitian sesqui-linear form on V
(linear in the second entry)
[· | · ] : V × V −→ C , (A.1)
which is nondegenerate, i. e., which fulfills(
[x | y ] = 0 , ∀ y ∈ V ) ⇒ x = 0 , (A.2)
for all x ∈ V , is called an inner product on V . If a linear space V is equipped with
such an inner product, it is called an inner product space. Vectors in V having positive,
respectively negative inner product with themselves are called positive vectors, respectively
negative vectors. Elements of V having vanishing inner product with themselves are called
neutral vectors.
Note that in V there may or may not exist positive or negative vectors, respectively.
The zero vector is always neutral, but there may be more then just one neutral vector.
Accordingly, we define the following attributes for any inner product space V .
• V is said to be a nonnegative inner product space, if none of its vectors is negative.
• V is said to be a positive inner product space, if all vectors but the zero vector are
positive.
• V is said to be a nonpositive inner product space, if none of its vectors is positive.
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• V is said to be a negative inner product space, if all vectors but the zero vector are
negative.
• V is said to be an indefinite inner product space, if it is neither nonnegative nor
nonpositive.
Definition A.2. An inner product space K admitting a decomposition into a direct sum
K = K+ ⊕K− of subspaces K+ and K−, which obey the orthogonality condition
[x | y ] = 0 , ∀ x ∈ K+, y ∈ K− , (A.3)
such that each of the decomposition subspaces K± is a Hilbert space together with the
scalar product ±[· | · ]K±, is called a Krein space. The above decomposition is then called
a fundamental decomposition and is denoted by
K = K+[+]K− . (A.4)
Obviously, any positive Krein space is in fact a Hilbert space. Note, on the other hand,
that an indefinite Krein space K may admit more than one fundamental decomposition.
It can be shown, however, that, for any two fundamental decompositions, the positive
decomposition subspaces are unitarily equivalent as Hilbert spaces. The same is of course
true for the negative decomposition subspaces.
Given a fixed fundamental decomposition of the form (A.4), we may uniquely decompose
any vector x in K according to
x = x+ + x− such that x± ∈ K± . (A.5)
This defines the fundamental projections P+ and P− associated to the fundamental de-
composition (A.4), simply by
P±x := x± , ∀ x ∈ K . (A.6)
It is then easy to see that
〈x | y 〉 := [x | ηy ] , ∀ x, y ∈ K , with η := P+ − P− , (A.7)
defines a scalar product on K. The everywhere defined operator η is called a fundamental
symmetry and depends of course on the fundamental decomposition. Furthermore, we note
that, with respect to this scalar product, the fundamental decomposition (A.4) is also an
orthogonal direct sum and
〈x | y 〉 = [x+ | y+ ] − [x− | y− ] , ∀ x, y ∈ K . (A.8)
Thus (K, 〈· | · 〉) is a Hilbert space and we denote the induced norm simply by ‖ · ‖. In
particular K is complete with respect to any norm arising in this way. Since η2 = 1, the
following property of the fundamental symmetry may be directly verified:
‖ ηx ‖2 = [ηx | x ] = [x | ηx ] = ‖ x ‖2 , ∀ x ∈ K . (A.9)
This implies
| [y |x ] | = | 〈y | ηx 〉 | ≤ ‖ y ‖ ‖ ηx ‖ = ‖ y ‖ ‖ x ‖ , ∀ x, y ∈ K , (A.10)
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and hence the inner product is continuous with respect to the Hilbert space norm.
All the topological and Banach space notions we shall shortly introduce, are always defined
with respect to this Hilbert space norm. As it seems, all these statements depend on the
fundamental decomposition chosen in (A.4). This is not so! It turns out that, if we had
chosen a different fundamental decomposition, we would have obtained an equivalent norm.
Thus the resulting topology on K is independent of this choice. We prove this fact.
Theorem A.3. Any two Banach space norms ‖ · ‖1 and ‖ · ‖2 on K, with the property that
the inner product is continuous with respect to both of them, are equivalent.
Since the hypothesis of this theorem is satisfied for all norms associated to a fundamental
decomposition, as we have seen above, all such norms are equivalent. We shall therefore
refer to the norm ‖ · ‖ without making any reference to any fundamental decomposition.
Proof of Theorem A.3: Consider a third norm ‖ · ‖3 on K, defined by
‖ x ‖3 := ‖ x ‖1 + ‖x ‖2 , ∀ x ∈ K . (A.11)
Suppose {xn}n∈N was a Cauchy sequence with respect to ‖ · ‖3. It is then also a Cauchy
sequence with respect to ‖ · ‖1 and ‖ · ‖2, and thus∥∥∥xn − x(1) ∥∥∥
1
n→∞−−−−−→ 0 and
∥∥∥xn − x(2) ∥∥∥
2
n→∞−−−−−→ 0 , (A.12)
for some x(1) and x(2) in K. Continuity of the inner product with respect to both of these
norms, implies[
xn − x(1) | y
]
n→∞−−−−−→ 0 and
[
xn − x(2) | y
]
n→∞−−−−−→ 0 , (A.13)
for all y ∈ K. This in turn implies[
x(1) − x(2) | y
]
= 0 , ∀ y ∈ K (A.14)
and, by assumed non-degeneracy of the inner product, we have x(3) := x(1) = x(2). There-
fore ∥∥∥xn − x(3) ∥∥∥
3
n→∞−−−−−→ 0 . (A.15)
This shows that ‖ · ‖3 is also a Banach space norm on K. Let ι ∈ {1, 2}. Clearly ‖ · ‖3
dominates ‖ · ‖ι and therefore the identity is a continuous mapping from (K, ‖ · ‖3) onto
(K, ‖ · ‖ι). By the inverse mapping theorem, its inverse (!) is also continuous and therefore
‖ · ‖ι also dominates ‖ · ‖3. We have thus shown that ‖ · ‖1 and ‖ · ‖2 are both equivalent to
‖ · ‖3, thus proving the theorem.
A.2 Some Classes of Linear Operators in Krein Spaces
Let us now consider some Krein space K, additionally equipped with a norm ‖ · ‖, a scalar
product 〈· | · 〉 and a fundamental symmetry η arising, as described in the previous section,
from a fundamental decomposition.
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Let A be a linear operator in K, defined on some domain D(A). We say that A is a
bounded operator if
‖A ‖ := sup
ψ∈D(A), ‖ x ‖=1
‖Ax ‖ <∞ (A.16)
introducing the norm of the operator A, denoted by ‖A ‖. The set of all bounded operators
defined on the whole of K is denoted by B(K).
Analogously to the Hilbert space case, we define a Krein space adjoint of a densely defined
operator A, denoted by A[∗], by first specifying its domain
D(A[∗]) := {x ∈ K | ∃ x′ ∈ K, ∀ y ∈ D(A) : [Ay |x ] = [y ∣∣x′ ] } . (A.17)
Note that by the density assumption on the domain of A and by the continuity and non-
degeneracy of the inner product, the x′ above is unique, if it exists. On that domain, A[∗]
is thus uniquely determined by
[Ay | x ] = [y ∣∣A[∗]x] , ∀ y ∈ D(A), x ∈ D(A[∗]) . (A.18)
Denoting the adjoint of A with respect to the scalar product 〈· | · 〉 by A∗, we find
[Ax | y ] = 〈Ax | ηy 〉 = 〈x |A∗ηy 〉 = 〈x | η(ηA∗η)y 〉 = [x | ηA∗ηy ] , (A.19)
for all x ∈ D(A) and y ∈ ηD(A∗). We are thus led to the conclusion that
D(A∗) = ηD(A[∗]) and A[∗] = ηA∗η . (A.20)
Let us introduce the following classes of linear, densely defined operators.
• An operator A, defined on the whole of K, is called isometric in the Krein space, if
[Ax |Ay ] = [x | y ] , ∀ x, y ∈ K . (A.21)
• An operator A is called unitary in the Krein space, if
A[∗]A = AA[∗] = 1 , (A.22)
implying that D(A) = D(A[∗]) = K.
• A densely defined operator A is called selfadjoint in the Krein space if
A[∗] = A , (A.23)
implying D(A) = D(A[∗]).
• An operator E ∈ B(K) is called an orthogonal projection in the Krein space, if it
is selfadjoint in the Krein space and fulfills, furthermore, E2 = E. (‖E ‖ > 1 is
possible!)
Along the same lines as in the Hilbert space case, it is possible to prove, for any operator
A in K:
A isometric and surjective ⇔ A unitary (A.24)
Somewhat more difficult to prove is the fact that any unitary operator in the Krein space
is also bounded. Since this is a very important statement in our context, we shall present
the proof.
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Theorem A.4. Let K be a Krein space admitting a fundamental decomposition
K = K+[+]K− (A.25)
which defines the norm ‖ · ‖ on K. Furthermore, let w be a unitary operator in K. Then
the following statements hold true:
(i) Setting K˜± := wK±, we obtain a fundamental decomposition
K = K˜+[+] K˜− . (A.26)
(ii) w is bounded.
Proof: (i) Let x be an arbitrary vector in K. Then we can decompose
w[∗]x = (w[∗]x)+ + (w[∗]x)− such that (w[∗]x)± ∈ K± . (A.27)
Hence we have by unitarity
x = ww[∗]x = w(w[∗]x)+ + w(w[∗]x)− . (A.28)
By construction w(w[∗]x)± ∈ K˜± follows. Furthermore, it follows, for any x ∈ K˜+ ∩ K˜−,
that there exist y+ ∈ K+ and y− ∈ K− such that
x = wy+ = wy− . (A.29)
By the isometry relation w[∗]w = 1, this implies y+ = y− and thus y = 0, since (A.25) is
a direct sum. Hence it follows that x = 0. Therefore
K˜+ ∩ K˜− = {0} . (A.30)
We have thus shown that (A.26) is a direct sum. The orthogonality condition follows from
[x | y ] = [wx+ |wy− ] = [x+ | y− ] = 0 , (A.31)
for x := wx+ and any y := wy−, where x+ and y− are arbitrary elements of K+ and K−.
The Hilbert space property of K˜± with respect to the inner product ±[· | · ] K˜± follows
similarly.
(ii) Denote by ‖ · ‖1 the norm associated to the fundamental decomposition (A.26). Since
it is equivalent to the norm ‖ · ‖ associated to (A.25), we may infer, by Theorem A.3:
‖wx ‖2 ≤ c ‖wx ‖21 = c
(
[wx+ |wx+ ] − [wx− |wx− ]
)
=
= c
(
[x+ |x+ ] − [x− |x− ]
)
= c ‖ x ‖2 , (A.32)
for some c > 0 and all x ∈ K with
x = x+ + x− such that x± ∈ K± . (A.33)
This completes our proof.
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Alternative proof of Theorem A.4 (ii): It suffices to show that w [∗] is bounded, because
the inverse mapping theorem then implies that w is also bounded. Furthermore, by the
closed graph theorem, it suffices to show that w [∗] is closed.
Suppose we are given a sequence {xn}n∈N in K such that
xn
n→∞−−−−−→ x and w[∗]xn n→∞−−−−−→ y , (A.34)
for some x, y ∈ K, in the norm topology. It then follows from the continuity of the inner
product that
[wz |x ] = lim
n→∞ [wz |xn ] = limn→∞
[
z
∣∣w[∗]xn ] = [z | y ] , ∀ z ∈ K . (A.35)
This implies [z |w[∗]x− y ] = 0 for all z ∈ K. By the nondegeneracy of the inner product
this implies w[∗]x = y. Hence w[∗] is closed.
A striking difference compared to the Hilbert space case is that general closed subspaces
V of K are general inner product spaces, not necessarily Krein spaces. An important
statement is the following theorem, providing a necessary and sufficient condition for V
to be itself a Krein space. For a proof, we refer the reader to Theorem I.5.2 in [22].
Theorem A.5. Let V ⊆ K be a closed subspace. Then V is itself a Krein space together
with the inner product [· | · ]V , if and only if
V = EK , (A.36)
for some orthogonal projection E in the Krein space K.
A.3 Definitizable Operators in Krein Space
We say that an operator A in K, defined on D(A), is a nonnegative operator, if
[x |Ax ] ≥ 0 ∀ x ∈ D(A) . (A.37)
We say that the operator A is a uniformly positive operator, if there exists an ε > 0 such
that
[x |Ax ] ≥ ε ‖ x ‖2 ∀ x ∈ D(A) . (A.38)
The aim of this section is to prove Lemma 3.12. Due to the admissibility condition, the
only case we are interested in, is the case of bounded and everywhere defined operators in
K.
An important property of nonnegative operators in B(K) is that they have real spectrum,
only. (See Theorem VII.1.3 in [12].) This is, in marked contrast to the Hilbert space case,
generally not true for all selfadjoint operators in B(K).
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Definition A.6. A selfadjoint operator A ∈ B(K) is said to be definitizable, if there exists
a real1 polynomial p such that
[x | p(A)x ] ≥ 0 , ∀ x ∈ K , (A.39)
i. e., such that p(A) is nonnegative. In this case the polynomial p is called a definitizing
polynomial of A.
Obviously, nonnegative operators in B(K) are definitizable by the definitizing polynomial
id . The spectrum of any selfadjoint, definitizable operator A ∈ B(K) is always contained
in R ∪ C, where C is a finite subset of C.
A treatment of selfadjoint, definitizable operators in Krein spaces completely analogous to
the Hilbert space case is possible, if the operator in question possesses no critical points.
The set of critical points c(A) of an operator A = A[∗] ∈ B(K) is defined in the following
way:
c(A) :=
 ⋂
p definitizing
N(p)
 ∩ σ(A) ∩ R . (A.40)
The first set on the right hand side is the set of zeros common to all definitizing polynomials
of A. Obviously, zero is the only possible critical point of a bounded operator, which is
nonnegative.
As a preparation to the main theorem of this section, we define to any definitizable operator
A the semi-ring RA generated by all bounded intervals in R and their complements in R,
with endpoints not in c(A). This allows us to formulate (see Theorem II.3.1 in [22]):
Theorem A.7. Let a definitizable operator A ∈ B(K) with real spectrum be given. Then
there exists a mapping E : RA → B(K), called the spectral function of A, having the
following eight properties:
1. E(∅) = 0 and E(R) = 1.
2. E(∆) = E(∆)[∗], for all ∆ ∈ RA.
3. E(∆)E(∆′) = E(∆ ∩∆′), for all ∆,∆′ ∈ RA.
4. E(∆) +E(∆′) = E(∆ ∪∆′), for all disjoint ∆,∆′ ∈ RA.
5. For any sequence {∆n}n∈N ⊆ RA with ∆n ⊆ ∆n+1, for all n ∈ N, and
∆ :=
⋃
n∈N
∆n ∈ RA , (A.41)
we have, for all x ∈ K,
E(∆n)x
n→∞−−−−−→ E(∆)x . (A.42)
6. For all ∆ ∈ RA such that a definitizing polynomial p is positive (negative) on ∆ ∩
σ(A), the subspace E(∆)K is positive (negative).
1Nothing changes, if we allow for complex polynomials, see [22], p. 11.
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7. E(∆) is in the double commutant of A, for all ∆ ∈ RA.
8. σ(AE(∆)K) ⊆ ∆, for all ∆ ∈ RA.
This mapping E is uniquely determined by the properties (1), (3)-(5), (7) and (8).
Let us remark with regard to property (6) in the above theorem: By Theorem A.5 the
subspace E(∆)K is a positive Krein space, for any ∆ such that a definitizing polynomial p
is positive on ∆ ∩ σ(A). As we have previously remarked, it is therefore an Hilbert space
with the scalar product [· | · ]E(∆)K.
We prove the uniqueness assertion in Theorem A.7.
Lemma A.8. For any Banach space X and A ∈ B(X), let R˜ be the semi-ring generated
by all intervals in R with endpoints not in some finite set c ∈ R and the complements of
these intervals in R. Suppose
E : R˜ → B(X) (A.43)
is an operator-valued function satisfying all properties of Theorem A.7, except (2) and (6).
Then E is unique.
Proof: Let A ∈ B(X) and R˜ be the semi-ring specified above. Assume we are given two
operator-valued functions E1 and E2
Eι : R˜ −→ B(X) , ∀ ι ∈ {1, 2} (A.44)
fulfilling the hypothesis of the lemma. First of all, it is easy to see that
[Eι(∆), A] = 0 , ∀ ∆ ∈ R˜, ι ∈ {1, 2} , (A.45)
since A is of course an element of its own commutant and since E1 and E2 both satisfy
property (7). Therefore, we may even conclude
[E1(∆1), E2(∆2)] = 0 , ∀ ∆1,∆2 ∈ R˜ , (A.46)
since, again due to the fact that E2 satisfies property (7), we have
[E1(∆1), A] = 0 ⇒ [E1(∆1), E2(∆2)] = 0 , (A.47)
for all ∆1,∆2 ∈ R˜. We show next that, for any ∆1,∆2 ∈ R˜, we have
σ := σ
(
AE1(∆1)E2(∆2)K
) ⊆ ∆1 ∩∆2 . (A.48)
We first show that
σ ⊆ R . (A.49)
Assume we had λ0 ∈ σ ∩ (C \ R). Since AE1(∆)E2(∆)K is bounded, we may additionally
assume that λ0 is not an interior point of σ. The existence of a sequence {xn}n∈N in
E1(∆1)E2(∆2)K with
‖ xn ‖ = 1 , ∀ n ∈ N , and ‖ (A− λ · 1)xn ‖ n→∞−−−−−→ 0 (A.50)
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follows. Since, however, (A.46) implies {xn}n∈N ⊆ E1(∆1)K, we have
λ0 ∈ σ
(
AE1(∆)K
)
, (A.51)
in contradiction to property (8). We have thus shown (A.49).
Similarly, assume we had λ ∈ σ \∆1. Due to (A.49), λ is not an interior point of σ (seen as
a subset of C). This again entails the existence of a sequence {xn}n∈N in E1(∆1)E2(∆2)K,
such that
‖xn ‖ = 1 , ∀ n ∈ N , and ‖ (A− λ · 1)xn ‖ n→∞−−−−−→ 0 . (A.52)
Again by (A.46) it follows that xn ∈ E1(∆1)K, for all n ∈ N, and thus
λ ∈ σ (AE1(∆1)K) ⊆ ∆1 , (A.53)
in contradiction to our assumption. Since the same argument may be repeated with the
roles of ∆1 and ∆2 and the roles of E1 and E2 interchanged, we have proved (A.48).
In particular, this shows
dist(∆1,∆2) > 0 ⇒ E1(∆1)E2(∆2) = 0 , ∀ ∆1,∆2 ∈ R˜ . (A.54)
In order to prove that E1 and E2 coincide, due to properties (4) and (5), it suffices to
show that
E1(∆) = E2(∆) , (A.55)
for all open intervals ∆ ∈ R˜. Let ∆ be such an open interval in R˜ and let {∆n}n∈N be a
sequence in R˜ such that
∆n ⊆ ∆n+1 , ∀ n ∈ N , and ∆ =
⋃
n∈N
∆n , (A.56)
obeying the additional property
dist(∆n,R \∆) > 0 , ∀ n ∈ N . (A.57)
Then it follows from (A.54) and by property (5)
E1(∆)E2(R \∆)x = lim
n→∞ (E1(∆n)E2(R \∆)x) = 0 , ∀ x ∈ K . (A.58)
By property (1) this implies
E1(∆)−E1(∆)E2(∆) = E1(∆)E2(R \∆) = 0 . (A.59)
Since the same argument can be repeated with the roles of E1 and E2 interchanged, we
obtain by (A.46) and (A.59)
E1(∆) = E1(∆)E2(∆) = E2(∆)E1(∆) = E2(∆) , ∀ ∆ ∈ R˜ . (A.60)
The lemma is proved.
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Figure A.1: The eigenvalues belonging to eigenvectors which are not negative are marked with solid disclets.
The eigenvalues belonging to eigenvectors which are not positive are marked with blank disclets. Pairs of
eigenvalues associated by (A.63) are joined with brackets.
Let us remark that, for a nonnegative A ∈ B(K), we have
E
(
[−‖A ‖ , ‖A ‖]) = 1 and E(R \ [−‖A ‖ , ‖A ‖]) = 0 . (A.61)
We now consider the case of an admissible, bosonic generalized density matrix Γ ∈ B(K).
Before we turn to the proof of Lemma 3.12, let us first sketch the situation. To this end,
we assume that to each λ in the spectrum of Γ there exists an eigenvector x. Then we have
by assumed non-negativity of Γ, for all eigenvalues λ with a corresponding eigenvector x
in K,
λ [x |x ] = [x |Γx ] ≥ 0 . (A.62)
On the other hand, we have by relation (3.38)
Γx = λx ⇔ Γ(τx) = (−1− λ)(τx) (A.63)
and thus we have a situation as we have sketched in Figure A.1. Note, that the conjugation
τ maps positive vectors to negative vectors and vice-versa, leaving the set of neutral vectors
invariant.
We now restate and prove Lemma 3.12.
Lemma A.9. To a given generalized density matrix Γ ∈ B(K), there exists a fundamental
decomposition K = K˜+[+] K˜− into subspaces2, invariant under the action of Γ, with the
additional self-duality property τ K˜± = K˜∓. Γ has no critical points.
Proof: We first note that by relation (1.58) the operator −τΓτ is nonnegative. Thus it
follows from relation (3.38) that, apart from id , also q with q(t) = t + 1 is a definitizing
polynomial for Γ. Since these two polynomials have no zeros in common, it follows that
Γ possesses no critical points. By Theorem A.7, the operator Γ therefore has a spectral
function
E : R→ B(K) , (A.64)
where R denotes the semi-ring generated by all bounded intervals in R and their comple-
ments in R.
2The existence of invariant subspaces has been shown even for general nonnegative bounded operators
(see Theorem 7.1 in [22]). However, the proof is in our case considerably easier and we additionally show
that this is, in the present case, due to the absence of critical points.
A.3. DEFINITIZABLE OPERATORS IN KREIN SPACE 151
Let ∆ be any interval such that ∆ ⊆ (−1, 0). By the nonnegativity of Γ and property
(6) of the spectral function, we have that E(∆)K is a negative Krein space. Similarly, we
have, by the fact that q(Γ) is a nonnegative operator, that E(∆)K is a positive Krein
space. It must therefore be trivial, i. e., E(∆) = 0. Since this is true for all closed intervals
contained in (−1, 0), it follows by properties (1), (5) and (8) that
E
(
(−1, 0)) = 0 or equivalently E([−‖Γ ‖ , ‖Γ ‖] \ (−1, 0)) = 1 . (A.65)
We now construct a fundamental decomposition of K into subspaces invariant under the
action of Γ: Any convex combination of definitizing polynomials is again a definitizing
polynomial. Hence, apart from id and q, also q˜ with q˜(t) = t+ 12 is a definitizing polynomial
of Γ. Thus it follows from property (6) that, with
K˜+ := E(∆+)K and K˜− := E(∆−)K (A.66)
with
∆+ := [0, ‖Γ ‖] and ∆− := [−‖Γ ‖ ,−1] , (A.67)
K˜+ is a positive Krein space and K˜− is a negative Krein space. From (A.65) and property
(3) we have that
K = K˜+[+] K˜− (A.68)
is indeed a fundamental decomposition into invariant subspaces of Γ.
It just remains to prove self-duality. Let us remark that by Lemma A.8
∆ ∈ R 7→ E(∆)K˜± (A.69)
is the spectral function of the operator ΓK˜± , which is selfadjoint in the Hilbert space K˜±,
see p. 34 in [22]. Furthermore, by property (8), we have
σ
(
ΓK˜±
)
⊆ ∆± . (A.70)
Suppose {pn}n∈N is a sequence of real polynomials such that
pn(t)
n→∞−−−−−→ 1 ∀ t ∈ ∆+ (A.71)
and
pn(t)
n→∞−−−−−→ 0 ∀ t ∈ ∆− (A.72)
uniformly in t. Due to relation (3.38) and the fact that τ 2 = 1, we have
τpn(Γ)τ = pn(−1− Γ) ∀ n ∈ N . (A.73)
We now take the limit of this relation, as n→∞. Consider any x ∈ K and decompose it
with respect to (A.68), i. e.,
x = x˜+ + x˜− such that x˜± ∈ K˜± . (A.74)
Since K˜± are invariant subspaces of Γ, we have, as n→∞,
pn(Γ)x = pn
(
ΓK˜+
)
x˜+ + pn
(
ΓK˜−
)
x˜− −→ E(∆+)x˜+ = E(∆+)x , (A.75)
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where we have used (A.70) and the functional calculus in the Hilbert spaces K˜±. Similarly,
we have, as n→∞,
pn(−1− Γ)x = pn
(
(−1− Γ)K˜+
)
x˜+ + pn
(
(−1− Γ)K˜−
)
x˜− −→
E(∆−)x˜− = E(∆−)x , (A.76)
since
pn(−1− t) n→∞−−−−−→ 0 ∀ t ∈ ∆+ (A.77)
and
pn(−1− t) n→∞−−−−−→ 1 ∀ t ∈ ∆− , (A.78)
uniformly in t. The last two statements together with (A.73) yield
τE(∆+)τ = E(∆−) . (A.79)
This proves τ K˜± = K˜∓.
Appendix B
Normal-Ordering
B.1 Normal-Ordering of Boson Fields
Definition B.1. Let f ∈ H1 be given. Then we define, for arbitrary n ∈ N0, the
normal-ordered monomials :Φ(f)n : as the unique polynomials in Φ(f) of degree n with
leading coefficient 1, obeying the property
:Φ(f)n :Ω ∈ Hn+ (B.1)
and extend this definition by linearity to all polynomials in Φ(f).
In other words, the application of the Gram-Schmidt procedure to the family of linearly
independent vectors given by {Φ(f)nΩ}n∈N results in the family {:Φ(f)n :Ω}n∈N of or-
thogonal vectors.
In the Schro¨dinger representation it is easily seen that this corresponds to orthogonalizing
the monomials {xn}n∈N0 with respect to a Gaussian measure. Therefore, we have
:Φ(f)n : = 2−
n
2Hn
(√
2Φ(f)
)
, (B.2)
where Hn denotes the n-th Hermite polynomial. For a proof of this fact, we refer the reader
to Sections 1.5 and 6.3 in [18]. Furthermore, the following binomial formula holds.
:Φ(f)n : = 2−
n
2
n∑
l=0
(
n
l
)
a∗(f)la(f)n−l , ∀ n ∈ N0 . (B.3)
Note that we can make sense out of identities (B.2) and (B.3) either on the domain of
finite vectors or in the sense of expectation values in analytic states, only. This is, however,
sufficient for our purpose.
Let us now define, for arbitrary f ∈ H1 and any α ∈ C, an operator in F+ by setting
eαΦ(f)ψ :=
∞∑
n=0
αn
n!
Φ(f)nψ and :eαΦ(f) :ψ :=
∞∑
n=0
αn
n!
:Φ(f)n :ψ , (B.4)
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for all vectors
ψ ∈
∞⋂
n=1
D(Φ(f)n) (B.5)
such that the series in (B.4) converge in norm. An estimate similar to (1.40) shows that
they converge at least on the subspace of finite vectors. By relation (B.3) we also obtain:
:eαΦ(f) :ψ = e
α√
2
a∗(f)
e
α√
2
a(f)
ψ , ∀ pi ∈ F+ . (B.6)
“Much of the combinatorics of Wick monomials (i. e. normal-ordered monomials) is sum-
marized by” (Glimm and Jaffe in [18, p. 109]):
:eαΦ(f) :ψ = e−
α2
4 eαΦ(f)ψ , ∀ f ∈ H1, ‖ f ‖ = 1, α ∈ C, ψ ∈ F+ . (B.7)
Proof: We use the following representation of the Hermite polynomials
Hn(x) :=
bn2 c∑
j=0
(−1)j n!
(n− 2j)!2jj!x
n−2j , ∀ n ∈ N0 , x ∈ R . (B.8)
We use this relation to calculate the left hand side (l. h. s.) of the claim (B.7). Using (B.2),
we have
l. h. s. = lim
K→∞
K∑
k=0
αk
b k2 c∑
j=0
(−1)j
(k − 2j)!22jj!Φ(f)
k−2jψ
= lim
K→∞
K∑
j=0
K∑
k=j
(−1)j
22jj!
{
α2k
(2k − 2j)!Φ(f)
2k−2jψ +
α2k+1
(2k + 1− 2j)Φ(f)
2k+1−2jψ
}
= lim
K→∞
K∑
j=0
K−j∑
k=0
(
−α2
4
)j
j!
{
α2k
(2k)!
Φ(f)2kψ +
α2k+1
(2k + 1)!
Φ(f)2k+1ψ
}
=
∞∑
j=0
(
−α24
)j
j!
∞∑
k=0
αk
k!
Φ(f)kψ
= r. h. s. . (B.9)
In the last step we have decoupled the limit of the two series as in the Cauchy product
formula. Namely, it is possible, to change the order of summation according to
lim
K→∞
K∑
j=0
K−j∑
k=0
ajbk = lim
K→∞
K∑
l=0
∑
p+q=l
apbq =
( ∞∑
k=0
ak
)( ∞∑
k=0
bk
)
, (B.10)
for all sequences a and b such that the series on the right hand side converge. (In the
present context, the convergence in norm corresponds to absolute convergence.)
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B.2 Normal-Ordering of Annihilation and Creation Opera-
tors
In this section we extend the notion of normal-ordering to arbitrary polynomials of either
boson or fermion annihilation and creation operators. This step is not completely unprob-
lematic, because we must from now on distinguish between polynomials in the annihilation
and creation operators and the algebra element represented by these polynomials. For in-
stance, for any f1, f2, f3 ∈ H1, the polynomial expressions
a(f1)a
∗(f2)a(f3) and 〈f1 | f2 〉 a(f3) + a∗(f2)a(f1)a(f3) (B.11)
in the boson case and
a(f1)a
∗(f2)a(f3) and 〈f1 | f2 〉 a(f3)− a∗(f2)a(f1)a(f3) (B.12)
in the fermion case are different as polynomials. Nonetheless they do represent the same
algebra element1, due to the CCR and CAR, respectively. The normal-ordering we are
now about to introduce is defined on the polynomial expressions in the annihilation and
creation operators. It will turn out that it is not well-defined on the corresponding algebra.
Definition B.2. Let ε = 1 in the boson case and ε = −1 in the fermion case. Denote by
a(·) and a∗(·) the generators of the CCR and CAR Algebra, respectively. We then associate
to any monomial
aτ1(f1) · · · aτn(fn) , ∀ n ∈ N, τ1, . . . , τn ∈ {∅, ∗}, f1, . . . , fn ∈ H1 , (B.13)
a monomial, normal-ordered with respect to the Fock representation, by defining
:aτ1(f1) · · · aτn(fn) : := εpi · aτpi(1)(fpi(1)) · · · aτpi(n)(fpi(n)) . (B.14)
The permutation pi is uniquely determined by the conditions
τpi(1) = · · · = τpi(k) = ∗ , τpi(k+1) = · · · = τpi(n) = ∅ , (B.15)
for some k ∈ {0, . . . , n}, and
pi(1) < · · · < pi(k) , pi(k + 1) < · · · < pi(n) . (B.16)
By demanding linearity and setting :1 : := 1, we extend this definition to all polynomials
in the boson/fermion annihilation and creation operators and the identity.
Returning to our previous examples, we have in the boson case
:a(f1)a
∗(f2)a(f3) : = a∗(f2)a(f1)a(f3) , (B.17)
but
:
( 〈f1 | f2 〉 a(f3) + a∗(f2)a(f1)a(f3)) : = 〈f1 | f2 〉 a(f3) + a∗(f2)a(f1)a(f3) (B.18)
1In the boson case, we can state equality only on the domain of finite vectors
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and in the fermion case
:a(f1)a
∗(f2)a(f3) : = −a∗(f2)a(f1)a(f3) , (B.19)
but
:
( 〈f1 | f2 〉 a(f3)− a∗(f2)a(f1)a(f3)) : = 〈f1 | f2 〉 a(f3)− a∗(f2)a(f1)a(f3) . (B.20)
From this example it is clear that the normal-ordering is not well-defined on the corre-
sponding algebra
We now define the normal-ordering with respect to another representation of the CCR
Algebra and the CAR Algebra, respectively. We consider such representations obtained
from the Fock representation by a Bogoliubov transformation.
Definition B.3. Let a bosonic or, respectively, fermionic Bogoliubov transformation (w, v)
be given. We define the normal-ordering with respect to (w, v) by the following:
:B(f1) · · ·B(fn) :(w,v) := α−1(w,v)
(
:α(w,v)
(
B(f1) · · ·B(fn)
)
:
)
, (B.21)
for all vectors f1, . . . , fn in K or L, respectively. We denoted by α(w,v) the algebra auto-
morphism associated to (w, v).
Appendix C
The Grassmann Algebra
C.1 The Grassmann Algebra
Definition C.1. For any Hilbert space G, consider the Hilbert space G2 given by column
vectors with two entries from G, i. e.,
G2 :=
{(
f1
f2
) ∣∣∣ f1, f2 ∈ G} . (C.1)
We introduce the following (anti-)linear functionals with values in Acar(G2):
ξ(f) := a
((
f
0
))
and ξ∗(f) := a∗
((
0
f
))
, ∀ f ∈ G . (C.2)
The norm closure of all polynomials
p
(
ξσ1(f1), . . . , ξ
σn(fn)
)
, ∀ σ1, . . . , σn ∈ {∅, ∗}, f1, . . . , fn ∈ G , (C.3)
is called the Grassmann Algebra and is denoted by Agrass(G). Viewing the correspondence
given by ξ(f) 7→ ξ∗(f) as an anti-linear conjugation mapping in the Grassmann Algebra,
turns it into a C∗-algebra. For any orthonormal set f1, . . . , fk ∈ G, the algebra elements
ξ(f1), ξ
∗(f1), . . . , ξ(fk), ξ∗(fk) are called Grassmann variables1.
Note that the Grassmann Algebra over G is indeed smaller than the CAR AlgebraAcar(G2).
The Grassmann variables are introduced in such a way that any variable anti-commutes
with any other variable. Note that this implies that only a finite number of linearly in-
dependent polynomials can be constructed from any finite set of Grassmann variables,
since ξ(f)2 = 0 and ξ∗(f)2 = 0, for any f ∈ G. This fact allows us to introduce a simple
functional calculus on the polynomials in Grassmann variables. Let g be a function of one
complex variable, given by a power-series
g(x) =
∞∑
k=0
akx
k (C.4)
1The traditional term ‘variable’ is probably motivated by the introduction of the Grassmann integral,
see (C.7). However, we would like to emphasize that it is misleading, because ξ(f) and ξ∗(f) are ’fixed’
operators and by no means ’variable’.
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convergent in some neighborhood of zero. We may then define, for any polynomial expres-
sion p involving only a finite number of Grassmann variables,
g(p) :=
∞∑
k=0
ak p
k . (C.5)
Note that all but finitely many terms in this series actually vanish. Hence, we need not
address the question of convergence.
Let us now introduce a linear mapping on all polynomials in finitely many Grassmann
variables by the following definitions: Given a complete orthonormal set {fk}k∈K of vectors
in G, with K = {1, . . . , L} and L ∈ N ∪ {∞}, we define2, for any m ∈ K:
ξσ1(f1) · · · ξσm(fm) 7→
∫
ξσ1(f1) · · · ξσm(fm) dξσ(f) (C.7)
:=
m∑
l=1
(−1)m−lδσ,σl
〈
fσ
∣∣ fσll 〉 ξσ1(f1) · · · ξ̂σl(fl) · · · ξσm(fm) ,
for all σ, σ1, . . . , σm ∈ {∅, ∗} and all f ∈ G. We use f ∗ to denote f¯ and f∅ to denote just f .
Of particular importance is the case, when f = fk0 is itself a member of the orthonormal
set {fk}k∈K . In this case, we have∫
ξσ1(f1) · · · ξσm(fm) dξσ(fk0)
=
{
(−1)m−k0ξσ1(f1) · · · ̂ξσk0 (fk0) · · · ξσm(fm) k0 ∈ {1, . . . ,m} ∧ σ = σk0
0 k0 6∈ {1, . . . ,m} ∨ σ 6= σk0
, (C.8)
for all σ, σ1, . . . , σm ∈ {∅, ∗}
Compositions of such mappings are written as ‘iterated integrals’ in the obvious manner.
Any such integral is called Grassmann integral. However, we would like to emphasize that,
in spite of some formal analogies, it is by no means a true integral. For example, exchanging
the order of integration of any two subsequent Grassmann integrations over one variable
each, results in a change of sign. We write down the following rule of thumb:
dξσpi(1)(fpi(1)) · · · dξσpi(m)(fpi(m)) = sign(pi) · dξσ1(f1) · · · dξσm(fm) , (C.9)
for all permutations pi ∈ Sm.
Lemma C.2. Let fk, f1, . . . , fm be elements of an orthonormal set of vectors in G, not
necessarily all distinct from each other, and let σ, σk, σ1, . . . , σm ∈ {∅, ∗} be arbitrary. For
any polynomial p in m non-commuting variables, we have∫
p
(
ξσ1(f1), . . . , ξ
σm(fm)
)(
ξσk(fk)− ξσ(f)
)
dξσk(fk)
= p
(
ξσ1(f1), . . . , ξ
σk−1(fk−1), ξσ(f), ξσk+1(fk+1), . . . , ξσm(fm)
)
, (C.10)
for any f ∈ G, where f must be orthogonal to fk or σ distinct from σk.
2The careful reader might observe that the Grassmann integral is in fact an anti-commutator. Namely:Z
ξ
σ1 (f1) · · · ξσm(fm) dξσ(f) = {ξσ1(f1) · · · ξσm(fm), ξσ(f)} (C.6)
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Proof: By linearity it suffices to prove the lemma under the additional assumption that
p
(
ξσ1(f1), . . . , ξ
σm(fm)
)
= ξσ1(f1) · · · ξσm(fm) . (C.11)
In this case we have:∫
ξσ1(f1) · · · ξσm(fm)
(
ξσk(fk)−ξσ(f)
)
dξσk(fk)
=
m∑
l=1
(−1)m+1−l 〈fl | fk 〉ξσ1(f1) · · · ξ̂σk(fl) · · · ξσm(fm)
(
ξσk(fk)− ξσ(f)
)
+ξσ1(f1) · · · ξσm(fm) . (C.12)
The term involving the summation on the right hand side evaluates to zero if none of the
f1, . . . , fm is equal to fk; otherwise it evaluates to
−ξσ1(f1) · · · ξσm(fm) + ξσ1(f1) · · · ξσk−1(fk−1)ξσ(f)ξσk+1(fk+1) · · · ξσm(fm) . (C.13)
This relation together with (C.12) proves the lemma.
We now establish a link between the Grassmann Algebra and the many-fermion system
defined over the one-particle space H1. For this purpose, consider the case when G is given
by n orthogonal copies of H1, such that
G = H1 ⊕ · · · ⊕ H1︸ ︷︷ ︸
n entries
. (C.14)
We denote the Grassmann variables associated to each of the copies of H1 by the different
symbols ξ1, . . . , ξn, i. e.,
ξ1(f) := ξ(f ⊕ 0⊕ · · · ⊕ 0) , . . . , ξn(f) := ξ(0⊕ · · · ⊕ 0⊕ f) (C.15)
and
ξ∗1(f) := ξ
∗(f ⊕ 0⊕ · · · ⊕ 0) , . . . , ξ∗n(f) := ξ∗(0⊕ · · · ⊕ 0⊕ f) , (C.16)
for all f ∈ H1. Given an orthonormal system {fk}k∈K in H1, we say, for any j ∈
{1, . . . , n}, that the functional ξj corresponds to one set of Grassmann variables given
by {ξj(fk), ξ∗j (fk)}k∈K .
Let us now fix an orthonormal basis {fk}k∈N in H1 and introduce some notation with
respect to this basis. For a given positive integer κ and any j ∈ {1, . . . , n}, we define the
‘row vectors’ of Grassmann variables associated to the first κ elements of the basis:
(ξj)κ :=
(
ξj(f1), . . . , ξj(fκ)
)
and (ξ∗j )κ :=
(
ξ∗j (f1), . . . , ξ
∗
j (fκ)
)
. (C.17)
Furthermore, we define the following bilinear form
(ξσj )κ · (ξσ
′
j′ )κ :=
κ∑
k=1
ξσj (fk)ξ
σ′
j′ (fk) , (C.18)
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for any j, j ′ ∈ {1, . . . , n} and arbitrary σ, σ′ ∈ {∅, ∗}. To any multi-index s ∈ {0, 1}κ we
associate the following monomials
(ξj)
s
κ :=
(
ξj(fκ)
)sκ · · · (ξj(f1))s1 , (C.19)
(ξ∗j )
s
κ :=
(
ξ∗j (f1)
)s1 · · · (ξ∗j (fκ))sκ , (C.20)
where factors of the type (·)0 are understood to be absent. With the help of the notation
we just introduced, we may write down the following relations:
exp
(
(ξ∗j )κ · (ξj′)κ
)
=
∑
s∈{0,1}κ
(ξ∗j )
s
κ(ξj′)
s
κ , ∀ j, j′ ∈ {1, . . . , n} , (C.21a)
and correspondingly
exp
(
(ξj)κ · (ξ∗j′)κ
)
=
∑
s∈{0,1}κ
(ξj)
s
κ(ξ
∗
j′)
s
κ , ∀ j, j′ ∈ {1, . . . , n} . (C.21b)
The proof of these relations is immediate. As far as Grassmann integrals are concerned,
the most important cases are given by integrals over all the variables ξj(f1), . . . , ξj(fκ) or
all the variables ξ∗j (f1), . . . , ξ
∗
j (fκ), for a given j ∈ {1, . . . , n} and any positive integer κ.
We denote these integrals according to the following scheme:∫
· · · (dξj)κ :=
∫
· · · dξj(f1) · · · dξj(fκ) , (C.22)∫
· · · (dξ∗j )κ :=
∫
· · · dξ∗j (fκ) · · · dξ∗j (f1) . (C.23)
Note the different order of integration. Such integrals can be characterized by∫
(ξσj )
s
κ (dξ
σ
j )κ =
{
1 if s1 = · · · = sκ = 1
0 else
, ∀ σ ∈ {∅, ∗}, j ∈ {1, . . . , n} , (C.24)
for all multi-indices s ∈ {0, 1}κ. Based on the previous lemma and relations (C.21), we
now prove the main combinatorial result concerning Grassmann variables.
Lemma C.3. Let a positive integer κ be given and j0 ∈ {1, . . . , n} be arbitrary. Then:
For any polynomial expression p in the Grassmann variables{
ξσj (fk) | σ ∈ {∅, ∗}, j ∈ {1, . . . , n}, k ∈ {1, . . . , κ}
} \ {ξ∗j0(f1), . . . , ξ∗j0(fκ)} , (C.25)
we have ∫
p exp
(
(ξl − ξl′)κ · (ξ∗j0)κ
)
(dξ∗j0)κ(dξl)κ = p |ξl→ξl′ , (C.26)
for any different l, l′ ∈ {1, . . . , n}.
For any polynomial expression p in the Grassmann variables{
ξσj (fk) | σ ∈ {∅, ∗}, j ∈ {1, . . . , n}, k ∈ {1, . . . , κ}
} \ {ξj0(f1), . . . , ξj0(fκ)} , (C.27)
we have ∫
p exp
(
(ξ∗l − ξ∗l′)κ · (ξj0)κ
)
(dξj0)κ(dξ
∗
l )κ = p |ξ∗l →ξ∗l′ , (C.28)
for any different l, l′ ∈ {1, . . . , n}.
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The notation on the right hand sides of (C.26) and (C.28) indicates that any ξσl (fk)
appearing in the expression p is to be replaced by ξσl′ (fk), for all k ∈ {1, . . . , κ} and for
σ = ∅ or σ = ∗, respectively.
Proof: We shall only prove (C.26), the proof of (C.28) being completely analogous. By
hypothesis, p does not contain any variable of the type ξ∗j0(fk) and so we can carry out
the inner integration on the left hand side of the claim, using relation (C.21b):∫
exp
(
(ξl − ξl′)κ · (ξ∗j0)κ
)
(dξ∗j0)κ =
∑
s∈{0,1}κ
(ξl − ξl′)sκ
∫
(ξ∗j0)
s (dξ∗j0)κ
(C.24)
=
= (ξl − ξl′)κ
∫
(ξ∗j0) (dξ
∗
j0)κ = (ξl − ξl′)κ . (C.29)
Here, we denote
(ξl − ξl′)κ :=
(
ξl(f1)− ξl′(f1), . . . , ξl(fκ)− ξl′(fκ)
)
. (C.30)
Thus the left hand side of the claim is equal to∫
p · (ξl − ξl′)κ (dξl)κ
=
∫
p · (ξl(fκ)− ξl′(fκ)) · · · (ξl(f1)− ξl′(f1)) dξl(f1) · · · dξl(fκ) . (C.31)
Applying Lemma C.2 κ-times completes the proof.
C.2 Bounds on Grassmann Gaussian Integrals
For the purpose of our considerations in Subsection 3.2.4, we now introduce a fam-
ily of norms on algebras generated by finitely many Grassmann variables. We follow
the presentation in Appendix B in [30]. Let G be a Hilbert space and f1, . . . , fκ ∈ G,
pairwise orthogonal, be given. Furthermore, denote by ξ(·) the generator of the Grass-
mann Algebra Agrass(G). Any polynomial expression p in the Grassmann variables
ξ(f1), ξ
∗(f1), . . . , ξ(fκ), ξ∗(fκ) can be brought into the form
p =
∑
r,s∈{0,1}κ
αr,s (ξ
∗)rκ(ξ)
s
κ , (C.32)
for some complex numbers {αr,s}r,s∈{0,1}κ . We may then define, for any fixed q > 0, the
norm ‖ · ‖q, by setting:
‖ p ‖q :=
∑
r,s∈{0,1}κ
∣∣αr,s ∣∣ q 12 (| r |+| s |) , (C.33)
where, for any multi-index m ∈ {0, 1}κ, we set
|m | :=
κ∑
k=1
mk . (C.34)
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The linear independence of the monomials {(ξ∗)rk, (ξ)sk}r,s∈{0,1}κ guarantees that the above
defines in fact a norm. Furthermore, we have the following inequality
‖ p p˜ ‖q ≤ ‖ p ‖q ‖ p˜ ‖q , (C.35)
for any two polynomial expressions p and p˜.
Proof of (C.35): Let p and p˜ be of the form
p =
∑
r,s∈{0,1}κ
αr,s (ξ
∗)rκ(ξ)
s
κ and p˜ =
∑
r˜,s˜∈{0,1}κ
α˜r˜,s˜ (ξ
∗)r˜κ(ξ)
s˜
κ . (C.36)
We then have
‖ p p˜ ‖q ≤
∑
r,s,r˜,s˜∈{0,1}κ
∣∣αr,s ∣∣ ∣∣ α˜r˜,s˜ ∣∣ ∥∥ (ξ∗)rκ(ξ)sκ(ξ∗)r˜κ(ξ)s˜κ ∥∥q
≤
∑
r,s,r˜,s˜∈{0,1}κ
∣∣αr,s ∣∣ ∣∣ α˜r˜,s˜ ∣∣ q 12 (| r |+| s |+| r˜ |+| s˜ |) = ‖ p ‖q ‖ p˜ ‖q , (C.37)
where we have first used the triangle inequality and then estimated the norm of the
monomials, some of which are actually zero.
Let us point out that if G is given by (C.14), we have thus defined a norm on the finite
polynomial expressions in all the n sets of Grassmann variables.
We now quote the main theorem of this section from [30]:
Theorem C.4. Let C be an invertible κ× κ matrix allowing a representation of the type
Ci,j = 〈ai | bj 〉V , (C.38)
where a1, . . . , aκ and b1, . . . , bκ are elements of some separable Hilbert space V and ‖ ai ‖V ≤
q and ‖ bi ‖V ≤ q, for all i ∈ {1, . . . , κ} and some some q > 0 independent of i. We then
have∣∣∣∣∣∣detC
∫
exp
 κ∑
i,i′=1
ξ∗(fi)(C−1)i,i′ξ(fi′)
 p((ξ∗)κ; (ξ)κ)
∣∣∣∣∣∣ ≤ ∥∥ p((ξ∗)κ; (ξ)κ) ∥∥q , (C.39)
for any polynomial p.
We remind the reader that in this section we would like to show that we can reexponentiate
in (3.259) according to (3.262). In order to prove this, we consider the following error
integral:
EN (β) :=
∫
exp
 N∑
l,l′=1
Ql,l′ (ξ
∗
l )κ · (ξl′)κ
 exp [(ξN )κ · (η∗)κ + (η)κ · (ξ∗1)κ]
N∏
j=1
e−
β
N
Hκ(ξ∗j ,ξj) −
N∏
j=1
(
1− β
N
Hκ(ξ
∗
j , ξj)
)
N∏
j=1
(dξj)κ(dξ
∗
j )κ . (C.40)
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Let us start with the following two observations: First, we have quite trivially
exp
(
(ξN )κ · (η∗)κ + (η)κ · (ξ∗1)κ
)
=
∑
r,s∈{0,1}κ
(−1)| r |2(η∗)rκ(η)sκ(ξ∗1)sκ(ξN )rκ (C.41)
by relations (C.21). Secondly, on denoting the expressions in the curly braces of (C.40) by
RN (β), we observe
RN (β) =
∑
S∪˙T={1,...,N}
T 6=∅
∏
s∈S
(
1− β
N
Hκ(ξ
∗
s , ξs)
)∏
t∈T
( ∞∑
r=2
1
r!
(
− β
N
Hκ(ξ
∗
t , ξt)
)r)
=
∑
S∪˙T={1,...,N}
T 6=∅
∑
U⊆S
∏
u∈U
(
− β
N
Hκ(ξ
∗
u, ξu)
) ∑
r∈{2,3,... }T
∏
t∈T
(
1
rt!
(
− β
N
Hκ(ξ
∗
t , ξt)
)rt)
.
(C.42)
By the properties of the Grassmann variables, this expression is in fact a polynomial in β,
and it is easy to read off that all its monomials are of degree two or higher. Therefore, we
may write
RN (β) =
∞∑
p=2
βpRN,p (C.43)
with
RN,p :=
∑′ ∏
u∈U
(
− 1
N
Hκ(ξ
∗
u, ξu)
)∏
t∈T
(
1
rt!
(
− 1
N
Hκ(ξ
∗
t , ξt)
)rt)
, (C.44)
where the summation
∑′ extends over all S ∪˙T with T 6= ∅, all U ⊆ S and all r ∈
{2, 3, . . . }T , such that |U | +∑t∈T rt = p. Combining (C.41) with this last observation,
we see that we may express EN (β) in the following way
EN (β) =
∞∑
p=2
βpEN,p , (C.45)
where the Grassmann quantities EN,p are given by
EN,p =
∑
r,s∈{0,1}κ
(−1)| r |2(η∗)rκ(η)sκEr,sN,p (C.46)
and finally, the complex numbers E
r,s
N,p are given in terms of the following Grassmann
integral:
E
r,s
N,p =
∫
exp
 N∑
l,l′=1
Ql,l′ (ξ
∗
l )κ · (ξl′)κ
 (ξ∗1)rκ(ξN )sκRN,p N∏
j=1
(dξj)κ(dξ
∗
j )κ . (C.47)
In order to achieve our goal of proving that we may reexponentiate in (3.259), we shall
show that
EN,p −→ 0 as N −→∞ , (C.48)
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for all p in any norm on the Grassmann Algebra generated by η(f1), η
∗(f1), . . . ,
η(fκ), η
∗(fκ). (Remember that this is a finite dimensional vector space and hence, all
its norms are equivalent.) Since the sum in (C.46) is finite, it suffices to show that
E
r,s
N,p −→ 0 as N −→∞ , (C.49)
for all multi-indices r, s ∈ {0, 1}κ and all p ∈ {2, 3, . . . }. This will be achieved with the aid
of Theorem C.4. In order to make this machinery work, we need to do two things:
(i) We need to show that the covariance given by Q in (3.260) satisfies the hypothesis
of this theorem, for a suitable q > 0.
(ii) We need to derive some bounds on the integrand in (C.47) with respect to the norm
‖ · ‖q.
Part (i) is accomplished by the following lemma.
Lemma C.5. Define the Matrix C as the inverse of Q, which is in turn defined by (3.260).
On labeling the entries of C by two pairs of indices, the first index in each pair labeling
the block and the second index in each pair corresponding to the entries within each block,
we have the following representation of C:
Cm1,k1;m2,k2 = 〈am1,k1 | bm2,k2 〉 ∀ m1,m2 ∈ {1, . . . , N} ,
∀ k1, k2 ∈ {1, . . . , κ} , (C.50)
the vectors am1,k1 and bm2,k2 being given by:
am1,k1 :=
1√
N

1√
| 1−Z1 |
ZN−m11
...
1√
| 1−ZN |
ZN−m1N
⊗ ek1 , (C.51)
bm2,k2 :=
1√
N

√
| 1−Z1 |
1−Z1 Z
N−m2
1
...√
| 1−ZN |
1−ZN Z
N−m2
N
⊗ ek2 . (C.52)
Here, we have denoted by
Zm := exp
(
i
pi
N
(2m− 1)) , ∀ m ∈ {1, . . . , N} , (C.53)
the N -th roots of −1 and by e1, . . . , eκ the standard basis in the linear space of column
vectors with κ complex entries. Furthermore, we have
‖ am1,k1 ‖2 = ‖ bm2,k2 ‖2 ≤
1
23/2
(
3 + ln
(
N
2
))
. (C.54)
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Proof: First we prove the representation (C.50). Note that Q may be written in the form
of a tensor product of an N ×N matrix and the κ× κ unity matrix in the following way:
Q˜ := JQJ−1 =

1 1
−1 . . .
. . .
. . .
−1 1
⊗ 1κ , (C.55)
with respect to the unitary mapping J : CN ·κ → CN ⊗ Cκ, which is given by
J
 x1...
xN
 := N∑
m=1
em ⊗ xm , ∀ x1, . . . , xN ∈ Cκ . (C.56)
The eigenvalue problem for Q˜ is solved by
Q˜Xm,k = (1−Zm) ·Xk,m , ∀ m ∈ {1, . . . , N}, k ∈ {1, . . . , κ} , (C.57)
where we have denoted by
Xm,k :=
1√
N
 Z
N−1
m
...
Z0m
⊗ ek , with Zm := exp( ipi
N
(2m− 1)
)
, (C.58)
the eigenvectors of Q˜. The family of vectors {Xm,k}m,k is easily seen to form an orthonor-
mal basis in CN ⊗ Cκ. Viewing C˜ := Q˜−1 as a linear mapping, we therefore have
C˜ =
1
N
∑
k∈{1,...,κ} ,
m∈{1,...,N}
1
1−Zm 〈Xm,k | · 〉Xm,k . (C.59)
This leads to the following conclusion concerning the matrix elements of the matrix C:
Cm1,k1;m2,k2 =
〈
em1 ⊗ ek1
∣∣∣ C˜em2 ⊗ ek2 〉 (C.60)
=
1
N
∑
k∈{1,...,κ}
m∈{1,...,N}
1
1−Zm
〈
em1 ⊗ ek1 |Xm,k
〉 〈
Xm,k
∣∣∣ em2 ⊗ ek2 〉
=
1
N
∑
k∈{1,...,κ}
m∈{1,...,N}
{〈
em1 ⊗ ek1 |Xm,k
〉 1
| 1−Zm |
1
2
}
{
| 1−Zm |
1
2
1−Zm
〈
Xm1,k1
∣∣∣ em2 ⊗ ek2 〉 }
=
1
N
∑
k∈{1,...,κ}
m∈{1,...,N}
{
1
| 1−Zm |
1
2
ZN−m1m δk1,k
}{
| 1−Zm |
1
2
1−Zm Z
N−m2
m δk,k2
}
,
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for all m1,m2 ∈ {1, . . . N} and k1, k2 ∈ {1, . . . , κ}. The two curly braces in the above
expression correspond to the vectors am1,k1 and bm2,k2 , respectively. This completes the
first part of the proof.
We now prove the bound (C.54) on the vectors am1,k1 . To this end, let us assume, without
loss of generality, that N is an even number. In this case, the norm squared of am1,k1 is
given by
N · ‖ am1,k1 ‖2 =
3N
4
− 1
2∑
m=−N
4
+ 1
2
1
| 1−Zm |
=
N
4
+ 1
2∑
m=−N
4
+ 1
2
1
| 1−Zm | +
3N
4
− 1
2∑
m= N
4
+ 3
2
1
| 1−Zm | . (C.61)
Recall (C.46). In the first of the two sums on the right hand side, the modulus of the
argument of Zm is always in [−pi2 , pi2 ], while in the second sum it is always outside of
(−pi2 , pi2 ). We now estimate these two sums separately, according to the following inequality
∣∣ 1− eiα ∣∣ ≥ √2 ·{ 2pi |α | if |α | ≤ pi2
1 if |α | ≥ pi2
, ∀ α ∈ [−pi, pi] . (C.62)
This yields, for the first of the two sums,
N
4
+ 1
2∑
m=−N
4
+ 1
2
1
| 1−Zm | ≤
N
2
3
2
N
4
+ 1
2∑
m=−N
4
+ 1
2
1
| 2m− 1 |
=
N
2
3
2
( −1∑
m=−N
4
+ 1
2
1
| 1−Zm | + 2 +
N
4
+ 1
2∑
m=2
1
| 1−Zm |
)
≤ N
2
3
2
(
1
2
ln
(
N
2
)
+ 2 +
1
2
ln
(
N
2
))
, (C.63)
while the second sum is simply estimated by
3N
4
− 1
2∑
m= N
4
+ 3
2
1
| 1−Zm | ≤
3N
4
− 1
2∑
m= N
4
+ 3
2
1√
2
=
1√
2
(
N
2
− 1
)
≤ N
2
3
2
. (C.64)
On reinserting these estimates in (C.61), we readily obtain:
‖ am,k ‖2 ≤ 1
2
3
2
(
ln
(
N
2
)
+ 3
)
− 1√
2
. (C.65)
The estimate of ‖ bm2,k2 ‖2 is completely analogous.
The following norm estimate on one of the factors in the integrand of (C.47) is an important
step to accomplishing part (ii).
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Theorem C.6. There exist constants c, d > 0 such that
‖RN,p ‖q ≤ c q2κpN−d (C.66)
holds true, for all q > 1 and sufficiently large N .
Proof: Since any polynomial expression in 2κ Grassmann variables is of degree 2κ or lower,
there exist nonnegative numbers a1, a2, . . . such that
‖Hκ(ξ∗, ξ)r ‖q ≤ ar q2κ , (C.67)
for all q ≥ 1 and all positive integers r. In fact, all but finitely many of these numbers
can be chosen to be zero, since any polynomial in {ξj(fk), ξ∗j (fk)}j∈{1,...,n}, k∈{1,...,κ} is
nilpotent. Let us suppose, the a1, a2, . . . have been chosen in such a way, and set a := a1
and b :=
∑∞
r=2
1
r!ar. We may then estimate RN,p, given in (C.44), according to:
‖RN,p ‖q ≤
∑′ ∏
u∈U
∥∥ 1
NHκ(ξ
∗
u, ξu)
∥∥
q
∏
t∈T
∥∥∥ 1rt! ( 1NHκ(ξ∗t , ξt))rt ∥∥∥q
≤ q2κp
∑
S∪˙T={1,...,N}
T 6=∅
∑
U⊆S
(
1
N a
)|U | ( 1
N2 bq
2κ
)|T |
≤ q2κp
∑
S∪˙T={1,...,N}
T 6=∅
(
1 + 1N a
)|S | ( 1
N2
bq2κ
)|T |
= q2κp
((
1 + 1N a+
1
N2 bq
2κ
)N − (1 + 1N a)N) ,
where the summation
∑′ is defined as above (see p. 163). We may rewrite the last line to
obtain
‖RN,p ‖q ≤ q2κp
(
1 + 1N a
)N (
(1 + xN )
N − 1) , with xN := (1− 1N a)−1 1N2 bq2κ .
(C.68)
It is now easily observed that
(1 + xN )
N − 1 ≤ NxNeNxN and NxN ≤ c0 ·N−d , (C.69)
for some positive constants c0 and d. Thus we obtain
‖RN,p ‖q ≤ q2κp
(
1 + 1N a
)N
c0N
−dec0N
−d
. (C.70)
Since (1 + 1N a)
N and ec0N
−d
converge, as N →∞, the claim follows.
We now combine Lemma C.5 and Theorems C.4 and C.6 to build up our argument. The
lemma shows that the covariance given by Q satisfies the hypothesis of Theorem C.4, for
any N ∈ N, if we chose the following q = qN :
qN :=
1
2
3
2
(
ln
(
N
2
)
+ 3
)
, ∀ N ∈ N . (C.71)
Thus we obtain, with the help of Theorems C.4 and C.6,∣∣∣Er,sN,p ∣∣∣ ≤ detQ ‖ (ξ∗1)rκ(ξN )sκ ‖qN ‖RN,p ‖qN
≤ 2cq| r |+| s |+2κpN N−d ≤ 2cqN2κ(p + 1)N−d , (C.72)
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for sufficiently large N and all p, r, s. We have used detQ = 2κ and | r | , | s | ≤ κ. Taking
into account the behavior of qN for large N , we see that the right hand side tends to zero
as N → ∞, for all p ∈ N. As we have already mentioned, by (C.46) this suffices to show
that
EN,p −→ 0 as N −→∞ . (C.73)
We now conclude our argument with the following observations: Denoting the integral in
(3.259) by IN (β), after introducing a β in the obvious places, we have
(3.259) = lim
N→∞
(
IN (β)
)|β=1 . (C.74)
We would like to prove that
(3.259) = lim
N→∞
(
I˜N (β)
)
|β=1 , (C.75)
where we denote by I˜N (β) the reexponentiated integral, given by
I˜N (β) =
∫
exp
((ξ∗1)κ, . . . , (ξ∗N )κ)Q
 (ξ1)
T
κ
...
(ξN )
T
κ

 exp ((ξN )κ · (η∗)κ + (η)κ · (ξ∗1)κ)
exp
 N∑
j=1
β
N
Hκ(ξ
∗
j , ξj)
 N∏
j=1
(dξj)κ(dξ
∗
j )κ . (C.76)
In order to show this, we remark that both IN (β) and I˜N (β) are polynomials in β of degree
at most N · κ. Hence, we may write
IN (β) =
∞∑
p=0
βpIN,p and I˜N (β) =
∞∑
p=0
βpI˜N,p , (C.77)
for suitable Grassmann quantities IN,p and I˜N,p. Therefore, we may conclude
lim
N→∞
IN (β) = lim
N→∞
 ∞∑
p=0
βpIN,p
 = lim
N→∞
 ∞∑
p=0
βp
(
I˜N,p −EN,p
) . (C.78)
Let us now remind the reader that (3.259) was originally given by∑
m,n∈{0,1}κ
(η)mκ (η
∗)nκ tr
(
(a)nκ(a)
m
κ Pκe
−βHPκ
)
, (C.79)
except for the β we have introduced. Now, since we have assumed that H leaves the range
of Pκ invariant, we may write Pκe
−βHPκ as e−PκHPκ . Therefore and because the above
trace is actually finite dimensional, (3.259) is analytic in β. This is the essential ingredient
to conclude that, since the limit is equal to (3.259) and is analytic, we may in (C.78)
interchange the summation over p and the limit N → ∞, by the Cauchy formulae. Thus
we have:
lim
N→∞
IN (β) = lim
N→∞
I˜N (β) , (C.80)
by (C.73). This completes our argument.
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C.3 The Grassmann Extension of the CAR Algebra
The peculiarity of the Grassmann extension of the CAR Algebra we are about to introduce
is that fermion particle annihilation operators a(·) and fermion particle creation operators
a∗(·) appear together with Grassmann variables ξ∗(·) and ξ(·) in one algebra as anti-
commuting elements. We then have
[a(f)ξ∗(f), ξ(g)a∗(g)] = 〈f | g 〉 ξ∗(f)ξ(g) (C.81a)
and
[a(f)ξ∗(f), a(g)ξ∗(g)] = [ξ(f)a∗(f), ξ(g)a∗(g)] = 0 , (C.81b)
for all f, g ∈ H1. The fact that the CAR are thus coded in commutation relations, can
simplify some calculations a lot on the combinatorial score.
In order to perform the extension of the CAR Algebra Acar(H1) by one set of Grassmann
variables Agrass(H1), we first consider the algebra A := Acar(G2⊕H1), where G2 := H1⊕H1
and the symbol ⊕ denotes the orthogonal direct sum of two Hilbert spaces. Evidently, A
contains as sub-algebras
Agrass(H1) ⊆ Acar(G2) ⊆ A and Acar(H1) ⊆ A . (C.82)
Note that the ∗-operations are defined differently on the sub-algebras Agrass(H1) and
Acar(H1). However, since both are continuous, the norm closure of all polynomials
p
(
aσ1(f1), . . . , a
σm(fm); ξ
µ1(g1), . . . , ξ
µn(gn)
)
, (C.83)
for all f ’s and g’s in H1 and all σs and µs in {∅, ∗}, seen as elements in Acar(G2 ⊕ H1)
is a C∗-algebra, which we shall denote by Aˆcar(H1). This algebra obviously contains all
fermion particle annihilation and creations operators a(·) and respectively a∗(·), as much
as all Grassmann variables ξ∗(·) and ξ(·). Any Grassmann variable anti-commutes with
any annihilation and any creation operator. We have thus achieved our goal.
Finally, let us remark that it is by no means compulsory to extend the CAR Algebra
by precisely the Grassmann Algebra over the same one particle space. In fact, any other
Hilbert space can be chosen and the same construction still works. In the commutation
relations (C.81) it is equally by no means necessary to pair a](f) with ξ](f); in fact any
Grassmann variable may be used.
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Appendix D
Some Complementary Lemmas
In this appendix we shall prove some lemmas, which are included in this work for the
reader’s convenience. Most of them can be found in the literature in one form or the other.
Lemma D.1. If A is a selfadjoint operator and ψ is a corresponding analytic vector, then
we have
ψ ∈ D (eitA) and eitAψ = lim
N→∞
N∑
n=0
(it)nAn
n!
ψ (D.1)
for any t ∈ R with | t | sufficiently small.
Proof: For any R > 0 we shall denote by PR the projection onto the spectral subspace of
A corresponding to σ(A) ∩ [−R,R]. Then the Operator APR is bounded for any R > 0
and we have
eitAPRψ = lim
N→∞
(
N∑
n=0
(it)n
n!
AnPRψ
)
= PR lim
N→∞
(
N∑
n=0
(it)n
n!
Anψ
)
(D.2)
Since we have assumed that ψ is an analytic vector of A, the limit N → ∞ on the very
right hand side exists and so these expressions have a limit as R→∞, too. However, etA
is selfadjoint and therefore closed, implying
eitA lim
R→∞
PRψ = lim
R→∞
eitAPRψ = lim
N→∞
(
N∑
n=0
(it)n
n!
Anψ
)
(D.3)
and thus proving the lemma.
Lemma D.2. Let H be an operator in F+ of the form H = dG(c) + B(g) for some
bounded one-particle operator c = c∗ and some g ∈ KR. Then
HkB(f)ψ =
k∑
l=0
(
k
l
)
B(C lf)Hk−l +
k∑
l=1
(
k
l
)[
τg
∣∣∣C l−1f ]Hk−l (D.4)
holds for all k ∈ N on the domain F+ of finite vectors, with
C =
(
c 0
0 −c¯
)
(D.5)
.
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Proof: All the operator identities in this proof, are to be understood on the domain F+ of
finite vectors. We shall prove the lemma by an induction argument with respect to k. For
k = 1 the claim reads:
HB(f) = B(f)H +B(Cf) + [τg | f ] (D.6)
This relation can easily be verified with the help of the CCR, remembering that the strictly
quadratic part of H may we written in the from
∑
k,k′ 〈fk | cfk′ 〉 a∗(fk)a(fk′) for some
arbitrary one-particle basis {fk}k∈K+. Now assume the claim was true for one particular
k ∈ N. It then follows:
Hk+1B(f) = H
(
k∑
l=0
(
k
l
)
B(C lf)Hk−l
)
︸ ︷︷ ︸
expression 1
+H
(
k∑
l=1
(
k
l
)[
τg
∣∣∣C l−1f ]Hk−l)︸ ︷︷ ︸
expression 2
(D.7)
As far as expression 1 is concerned, we have due to (D.6)
expression 1 =
k∑
l=0
(
k
l
)(
B(C lf)Hk+1−l +B(C l+1f)Hk−l +
[
τg
∣∣∣C lf ]Hk−l)
=
k∑
l=0
(
k
l
)
B(C lf)Hk+1−l +
k+1∑
l=1
(
k
l − 1
)
B(C lf)Hk+1−l
+
k+1∑
l=1
(
k
l − 1
)[
τg
∣∣∣C l−1f ]Hk+1−l
=
k+1∑
l=0
(
k + 1
l
)
B(C lf)Hk+1−l +
k+1∑
l=1
(
k
l − 1
)[
τg
∣∣∣C l−1f ]Hk+1−l .
As far as expression 2 is concerned, we have
expression 2 =
k∑
l=1
(
k
l
)[
τg
∣∣∣C l−1f ]Hk+1−l
=
k+1∑
l=1
(
k + 1
l
)[
τg
∣∣∣C l−1f ]Hk+1−l − k+1∑
l=1
(
k
l − 1
)[
τg
∣∣∣C l−1f ]Hk+1−l .
Inserting the last two formulae into (D.7), we arrive at the identity claimed.
Lemma D.3. Let H be a selfadjoint operator in F− of the form H = dG(c) for some
one-particle operator c = c∗, not necessarily bounded. Then for any k ∈ N, we have
HkB(f)ψ =
k∑
l=0
(
k
l
)
B(C lf)Hk−lψ (D.8)
for all ψ ∈ F− ∩D(dG(c)) and all f ∈ D(C), with
C =
(
c 0
0 −c¯
)
. (D.9)
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Proof: Note that B(f)ψ is also in F− ∩D(dG(f) It is straightforward to see that
dG(c)B(f)ψ = B(f) dG(c)ψ +B(Cf)ψ (D.10)
by using the CAR. From now on this proof is exactly the same as the proof of Lemma D.2.
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