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To represent the local orientation and energy of a 1-D image signal, many models of early visual process-
ing employ bandpass quadrature ﬁlters, formed by combining the original signal with its Hilbert trans-
form. However, representations capable of estimating an image signal’s 2-D phase have been largely
ignored. Here, we consider 2-D phase representations using a method based upon the Riesz transform.
For spatial images there exist two Riesz transformed signals and one original signal from which orienta-
tion, phase and energy may be represented as a vector in 3-D signal space. We show that these image
properties may be represented by a Singular Value Decomposition (SVD) of the higher-order derivatives
of the original and the Riesz transformed signals. We further show that the expected responses of even
and odd symmetric ﬁlters from the Riesz transform may be represented by a single signal autocorrelation
function, which is beneﬁcial in simplifying Bayesian computations for spatial orientation. Importantly,
the Riesz transform allows one to weight linearly across orientation using both symmetric and asymmet-
ric ﬁlters to account for some perceptual phase distortions observed in image signals – notably one’s per-
ception of edge structure within plaid patterns whose component gratings are either equal or unequal in
contrast. Finally, exploiting the beneﬁts that arise from the Riesz deﬁnition of local energy as a scalar
quantity, we demonstrate the utility of Riesz signal representations in estimating the spatial orientation
of second-order image signals. We conclude that the Riesz transform may be employed as a general tool
for 2-D visual pattern recognition by its virtue of representing phase, orientation and energy as orthog-
onal signal quantities.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
In many signal processing applications, the 1-D analytic repre-
sentation of a real-valued function-deﬁned by the linear combina-
tion of the original function and its Hilbert transform (Gabor,
1946; Franks, 1968; Papoulis, 1991) — is regarded as an important
step because it leads to a complex signal representation fromwhich
the phase, energy and (instantaneous) frequency of a 1-D signal
may be estimated. Analytic signal representations are also thought
to be embeddedwithin neural systems: Marcelja (1980), noting the
similarity between receptive ﬁeld proﬁles of V1 neurons and sym-
metric/asymmetric Gabor functions, was an early proponent of this
idea. Marcjela’s observations inspired a number of computational
models of human vision, each designed to provide an economical
means of processing the phase and amplitude of 1-D signals
using a basis set of symmetric and asymmetric ﬁlter proﬁles (e.g.ll rights reserved.
otmail.com (K. Langley), s.j.Daugman, 1985; Morrone, Ross, Burr, & Owens, 1986; Morrone &
Burr, 1988).
How one generalizes the 1-D deﬁnition of a signal’s absolute
phase and energy into 2-D has, however, proven to be a challeng-
ing problem (Knutsson, 1982; Morrone & Owens, 1987; Morrone &
Burr, 1988; Nordberg, 1994; Robbins & Owens, 1997). Some have
extended the 1-D deﬁnition of the analytic signal into 2-D using
orientation and spatial frequency tuned ﬁlters arranged in a polar
form, such that Hilbert transforms are taken about an axis orthog-
onal to the preferred orientation tuning of each ﬁlter (Daugman,
1985; Freeman & Adelson, 1991; Knutsson, 1982). Computational
models arising from a polar decomposition have, however, concen-
trated on phase independent signal representations. A popular
example is the energy model (e.g. Adelson & Bergen, 1985; Knuts-
son, 1982; Langley & Atherton, 1991; Morrone & Burr, 1988), in
which the response of an orientation tuned ﬁlter and its Hilbert
transform are ﬁrst squared, then assigned an orientation label from
which a spatial orientation vector is estimated. By deﬁnition, the
energy model gives no information about how a 2-D image signal’s
spatial phase is represented. However, when detecting an image
signal’s features, the congruency of spatial phase, especially when
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Fig. 1. (A): Shows the Fourier transformed Hilbert operator 1px!FT j k1jk1 j ¼ j sgnðk1Þ (black curve), a real signal (red curve) and its Hilbert transform (blue dashed curve). Note
that the Hilbert transform may be understood as a ﬂipping in sign of ﬁlter sensitivity about the origin in frequency space. The change in sign alters the phase of a signal by p2
but the envelope (energy spectrum) for non-zero frequencies is preserved. (B): Illustrates one of the two Riesz transform operators that may be applied to 2-D image signals.
In the frequency domain, the Riesz transform is equivalent to a multiplication of an original signal by the operator j ki
ðk21þk22 Þ
1
2
with i = 1,2.
K. Langley, S.J. Anderson / Vision Research 50 (2010) 1748–1765 1749compared across different spatial scales, allows one to distinguish
between edges and lines (e.g. Burr, Morrone, & Spinelli, 1989;
Canny, 1986; Georgeson, 1992; Georgeson & Meese, 1997; Kovesi,
2000; Watt & Morgan, 1985). While often overlooked, there is little
argument that the explicit representation of a signal’s 2-D phase
may be of utility to vision systems.
Recent work in image processing has advanced a number of
promising algorithms capable of extending the 1-D analytic signal
into 2-D, thus enabling the computation of an image signal’s 2-D
phase (Felsberg & Sommer, 2001; Felsberg, 2002; Kovesi, 2000;
Mellor & Brady, 2005; Zang & Sommer, 2007). One exciting idea
is to consider the Riesz transform as a generalization of the Hilbert
Transform. The simultaneous representation of 2-D phase and ori-
entation is made possible because the analytic signal in the Riesz
domain is deﬁned by the number of signal dimensions plus one.
The purpose of this paper is to introduce the Riesz transform and
demonstrate its various beneﬁts in the estimation of: (i) 2-D phase;
(ii) phase-dependent and phase-independent spatial orientation
vectors; and (iii) orientation deﬁned by second-order signals. We
also outline the beneﬁts of Riesz signal representations for Bayes-
ian computations. In presenting our paper, we ﬁrst deﬁne the Riesz
transform. We then consider implementations of the Riesz trans-
form insofar as neural systems are concerned, before extolling its
computational virtues in the results section.
2. The Hilbert transform
Here, the Hilbert Transform is brieﬂy reviewed before consider-
ing its generalization, known as the Riesz transform (Felsberg &
Sommer, 2001; Felsberg, 2002; Zang & Sommer, 2007). The Hilbert
transform of a 1-D signal f(t), is denoted by f^ ðtÞ and deﬁned by a
convolution integral whose interpretation is best understood by
taking Fourier transforms (?FT), as the following steps show:
f^ ðtÞ ¼ f ðtÞ  1
pt
¼ 1
p
Z 1
1
f ðsÞ
t  sds!
FT j sgn½xFðxÞ ð1Þ
where the multiplicative function sgn[x], which deﬁnes the 1-D
Hilbert transform, is depicted in Fig. 1A by the black line. From
the far right expression of Eq. (1) note that the Hilbert transform
shifts the phase of the original signal by p2 radians (Bracewell,
1999). Examples of a real signal and its Hilbert transform are shown
in Fig. 1A by the functions F(x)(Red curve)1 and bF ðxÞ (Blue curve),1 For interpretation of color in Figs. 1, 2, 4, 6, 9, 10 the reader is referred to the web
version of this article.respectively. From the ﬁgure, and when excluding the mean of the
real signal, note that the frequency support of both the original
and Hilbert transformed signals are equal.
2.1. The monogenic signal
The monogenic signal is a representation derived from a gener-
alization of the 1-D Hilbert transform to a higher dimensional sig-
nal space (Felsberg & Sommer, 2001; Zang & Sommer, 2007). A
generalization is made possible by the Riesz transform (Riesz,
1928), which is deﬁned as:
R½Iðx; yÞ!FT j kjkj
bIðkÞ ð2Þ
withR½: the Riesz operator, k = [k1, k2]0 the signal dimensions in the
frequency domain, and I(x, y) the original (untransformed) image
signal. Note that the Riesz operator augments spatial image signals
by adding two orthogonal Riesz transformed signals. In a similar
vein to the Hilbert transform, the Riesz transform may be under-
stood in the frequency domain by the multiplication of the original
signal with j kjkj. One such Riesz operator is shown in Fig. 1B. Evalu-
ating the Riesz transform about the k1 axis, where k2 = 0, gives
signðk1Þ ¼ k1
jk21þ0j
1
2
which is equal to the Hilbert transform for 1-D sig-
nals. This computation can be visualized by tracing along the k2 = 0
contour in Fig. 1B. For a signal space Rn, there exist n Riesz ﬁlters.
Thus the Riesz transform of a two-dimensional image signal gives
a 3-D vector:
Rðx; yÞ ¼ Iðx; yÞ; Ijxjðx; yÞ; Ijyjðx; yÞ
  ð3Þ
where I(x, y) is the original signal and Ijxj(x, y), Ijyj(x, y) represent the
Riesz transformed signals taken about the jxj and jyj axes,
respectively.
From the Riesz triple vector R(x, y), an image signal’s energy is
deﬁned by:
Eðx; yÞ ¼ Iðx; yÞ2 þ Ijxjðx; yÞ2 þ Ijyjðx; yÞ2 ð4Þ
and by deﬁnition:
E½Iðx; yÞ2 ¼ E½Ijxjðx; yÞ2 þ E½Ijyjðx; yÞ2 ð5Þ
where E½: denotes the expectation operator. From Eq. (4) note that
the Riesz energy is deﬁned by a sum of squares of the three ele-
ments of the Riesz triple vector (Felsberg & Sommer, 2001; Felsberg,
2002; Zang & Sommer, 2007). Eq. (5) follows from the deﬁnition of
xy
(A) (B) (C)
k2
k1
Fig. 3. Top Row: Riesz ﬁlter triple deﬁned by: (A) a Gaussian kernel in the signal (x,
y) domain; (B) Riesz transform of the Gaussian kernel taken about the y axis; (C)
Riesz transform of the Gaussian kernel taken about the x axis. Bottom row:
Frequency domain (k1, k2) representation of the Riesz triple ﬁlter shown in the top
row, determined by the Fourier transform.
1750 K. Langley, S.J. Anderson / Vision Research 50 (2010) 1748–1765the Riesz transform and the Fourier energy theorem (Bracewell,
1999).
The elements of a Riesz triple vector may be represented in 3-D
space by the orientation of a vector placed upon the surface of a
sphere, as shown in Fig. 2C. To help understand this representation
further, note from Fig. 2A that a spatial orientation vector, denoted
by the angle h, points in a direction along which image intensities
are constant. Also, signal phase is deﬁned along the direction
where a 1-D signal’s variation is greatest, depicted by the angle /
in Fig. 2A. Moving across the image shown in Fig. 2A along the
direction given by the angle /, note that the signal phase changes
but orientation does not. Hence, by deﬁning the spatial phase vec-
tor as orthogonal to spatial orientation for a 1-D image signal, one
concludes that a signal’s spatial phase is dependent upon orienta-
tion, but orientation does not depend upon phase (Nordberg,
1994). A Riesz triple vector is depicted in Fig. 2C by the red arrow,
which connects the origin and the letter ‘A’. Referring to the ﬁgure,
the Riesz orientation is given by h ¼ tan1 Ijyj ðx;yÞIjxj ðx;yÞ
 
, while the spa-
tial phase is given by / ¼ tan1 ½I
2
jxj ðx;yÞþI2jyj ðx;yÞ
1
2
Iðx;yÞ
 !
. Multiplying the
Riesz triple vector by a unit vector ðx^Þ parallel to A gives:
Pðx; yÞ ¼ Iðx; yÞ Ijxjðx; yÞ Ijyjðx; yÞ
  cos/
up sin/
vp sin/
264
375 ð6Þ
where x^ ¼ ½cos/;up sin/;vp sin/0; ½up;vp0 ¼ ½sin h; cos h0 and P(x,
y) = jR(x, y)j. According to the Riesz transform an image signal’s 2-
D phase is represented by a spherical coordinate frame of reference.
Felsberg and Sommer (2001) designed their Riesz transform
ﬁlters from the Poisson and conjugate Poisson kernels. Their choice
is a natural one because the Poisson and Conjugate Poisson kernels
can be expressed analytically as a Riesz triple vector. Here, we use
a Gaussian smoothing kernel as the basis for Riesz transformed sig-
nals (Fig. 3C-top) because of its widespread use in existing models
of the visual system (e.g. Daugman, 1985; Marr, 1982). Denoting
this kernel by I(x, y) we write:
Iðx; yÞ!FT bIðk1; k2Þ ð7Þ
with bIðk1; k2Þ its Fourier transform. The two Riesz transformed sig-
nals in the frequency domain are given by:-1.2
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Fig. 2. (A): Shows a vertical sine grating bounded by a hard circular window. Note that ph
the spatial orientation is deﬁned by the direction along which contours of image intensit
orthogonal. (B): A surface plot of an ‘edge-like’ image region taken from (A). The arrows
images, the analytic signal tied with a Riesz triple vector is represented by a point on the
phase are given by the angles h and /, respectively. The scalar r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I2jxj þ I2jyj
q
. The scalar r
signal (see Appendix E).Ijxjðx; yÞ!FT bI jk1 jðk1; k2Þ ¼ j k1ðk21 þ k2Þ12bIðk1; k2Þ
Ijyjðx; yÞ!FT bI jk2 jðk1; k2Þ ¼ j k2ðk21 þ k2Þ12bIðk1; k2Þ
ð8Þ
Examples of Gaussian Riesz ﬁlter kernels are shown in Fig. 3 in
both the signal (top panels) and the frequency domains (bottom
panels). To illustrate the Riesz transform of a 2-D Gaussian in the
signal domain, it is necessary to calculate the inverse Fourier trans-
forms using numerical methods because analytic expressions are
unknown.
2.2. Phase dependent and independent Riesz constraints on spatial
orientation
In this section we collate existing ideas on derivative con-
straints as they have been used to estimate an image signal’s local0
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ase is deﬁned along the direction in which the signal has maximum variation, while
y are unchanging. The spatial phase and orientation of a 1-D signal are deﬁned to be
again demonstrate the orthogonality of spatial phase and orientation. (C): For 2-D
surface of a sphere. Using spherical coordinates, the signal’s spatial orientation and
can also be used to represent the magnitude of the Hilbert transform of an original
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and extend those ideas to include the Riesz transform. In doing
so, we clarify how phase dependent and phase independent esti-
mators for spatial orientation may be derived from the Riesz signal
representation. The reader unfamiliar with the core ideas ex-
pressed here may refer to Appendix C.
Shizawa and Mase (1991) showed that the Nth-order deriva-
tives of an image signal may be used to estimate up to N local ori-
entations. For illustrative purposes, consider the second-order
differential operator deﬁned by:
D1D2 ¼ @
@x
u1 þ @
@y
v1
 
@
@x
u2 þ @
@y
v2
 
¼ u1u2; ðu1v2 þ u2v1Þ; v1v2½ 
@2
@x2
@2
@xy
@2
@y2
26664
37775 ð9Þ
where [u1, v1] and [u2, v2] are vectors whose elements are to be esti-
mated, and that may represent up to two local image orientations.
In setting u1 = u2 and v1 = v2, one may estimate a single orientation
vector instead. In allowing this second-order operator to act upon
the Riesz triple vector, given by Eq. (3), we arrive at:
D1D2½I; Ijxj; Ijyj ¼ u1u2; ðu1v2þu2v1Þ; v1v2½ 
Ixx Ijxjxx Ijyjxx
Ixy Ijxjxy Ijyjxy
Iyy Ijxjyy Ijyjyy
264
375 cos/sin/up
sin/vp
264
375
ð10Þ
where the 3  3 matrix given above will henceforth be referred to
as a Riesz matrix. The right hand expression in Eq. (10) is a key sig-
nal representation that places vector constraints on the partial
derivatives of the image signal. The elements of the left row and
right column vectors may each be estimated by setting the right
hand side of Eq. (10) equal to zero as a constraint on the image sig-
nal and solving using standard techniques (see Appendix B). The
elements of the left row vector in Eq. (10) show how the coefﬁcients
of the Riesz matrix may be used to estimate up to two local orien-
tation vectors. When estimating two such spatial orientations, it is
necessary to solve a quadratic equation (Shizawa & Mase, 1991) or
iterate using the linear variant of the backpropagation algorithm
(Langley, 1999). Also, when estimating the elements of the left vec-
tor, the computations are independent of a signal’s spatial phase
(akin to energy computations). Phase independence follows from
the multiplication of the left row vector across the columns of the
Riesz matrix, where each column provides information about spa-
tial phase and is averaged out. The elements of the right column
vector allow one to estimate an image signal’s local phase and ori-
entation because each row of a Riesz matrix encapsulates the Riesz
transform. In the latter case, estimates of spatial phase are functions
of the spatial orientation of the image signal, and demonstrate the
dependency of 2-D phase upon spatial orientation (Felsberg & Som-
mer, 2001; Nordberg, 1994).
3. Implementations of the Riesz transform
We now increase the order of partial derivative ﬁltering to four
(see Appendix D, Fig. 10A). The higher image derivatives are em-
ployed here because, unlike the lower order derivatives, they are
able to account for the narrow (20–25) bandwidth of orientation
tuned ﬁlters reported in psychophysical studies (Blakemore &
Campbell, 1969). We also note that the consensus from neuro-
physiological and psychophysical evidence points to a polar
decomposition of orientation tuned ﬁlters (e.g. Daugman, 1985).
In Appendix D, we apply steering theorems developed by Freeman
and Adelson (1991) and pass from the partial derivatives of fourth-order original and Riesz transformed signals to a polar form com-
prised of directional derivative ﬁlters (DDFs) (see Fig. 4A and B-left
columns). From Appendix D we also note that the partial deriva-
tives of the original and Riesz transformed signals (see Fig. 10A–
C) may be steered by fourth and ﬁfth-order polynomials of orien-
tation, respectively. The resulting arrangement of even and odd
symmetric ﬁlters as a two column matrix (a double vector) resem-
bles the one employed in polar representations of the Hilbert
transform (e.g. Daugman, 1985; Freeman & Adelson, 1991). Note,
however, that the orientation bandwidths of the Riesz transformed
DDFs are slightly narrower than those of the original signal. To
estimate an image signal’s 2-D phase, it is necessary to transform
back to a Riesz matrix. This is discussed in the next section (see
also Appendix E.1).3.1. A cascaded model of orientation estimation
The proposed computations follow along similar lines to those
taken by Langley, Lefebvre, and Anderson (2009) in their Bayesian
model of orientation bias in tilt after effects-in Appendix F we ex-
tend that gradient model to include Riesz transformed signals. In
the cascaded model, we assume that the responses collected from
DDFs (see Fig. 4A and B (left)) are collapsed across orientation by a
weighted sum (see Fig. 4C). This stage in the model compacts the
signal variance from DDF responses into a minimal number of
orthogonal channels (Koenderink & van Doorn, 1992a; Langley
et al., 2009). The resulting ‘second-stage’ angular harmonic ﬁlters
are shown on the far right and center of Fig. 4A and B, respectively.
In parallel, we also transform the parameters of a gradient model,
such as that considered in the previous section, into a form that is
compatible with the ‘second stage’ ﬁlters. The computations are gi-
ven in Appendix D and require two steps. The ﬁrst is to transform
from the partial derivatives of a Riesz matrix via the DDFs to a
transformed Riesz matrix, from which an orientation vector may
be estimated. The second is to transform the left vector of un-
knowns (see Eq. (10)) to a phase invariant estimator of spatial ori-
entation using the double angled representation (Knutsson, 1982).
The critical component of the model is the transformed Riesz ma-
trix which is given by:
Rxx;T ¼ 2N
1
2
P
Ihi
3
5
PeIhi cos hi 35 PeIhi sin hiP
Ihi sin 2hi
2
5
PeIhi sin hi þ 2 sin 3hið Þ 25 PeIhi cos hi  2 cos 3hið ÞP
Ihi cos 2hi
2
5
PeIhi cos hi þ 2 cos 3hið Þ 25 PeIhi  sin hi þ 2 sin 3hið ÞP
Ihi sin 4hi
1
5
PeIhi sin 3hi þ 5 sin 5hið Þ 15 PeIhi cos 3hi  5 cos 5hið ÞP
Ihi cos 4hi
1
5
PeIhi cos 3hi þ 5 cos 5hið Þ 15 PeIhi  sin 3hi þ 5 sin 5hið Þ
2666666664
3777777775
ð11Þ
where N gives the number of original DDFs ðIhi Þ at a spatial orienta-
tion denoted by hi (Fig. 4A and B). For equal energy support as a
function of orientation, there should be 6N5 Riesz transformed DDFs
ðeIhi Þ when sampling with fourth-order DDFs. Such sampling is as-
sumed in Eq. (11). The Riesz transformed signals are shown in
Fig. 4B (far right) and Fig. 5B. By deﬁnition, the Riesz energy equal-
ity (Eq. (5)) also holds for each row of the Riesz matrix given by Eq.
(11). Using the ﬁrst row as an example, we have:
1
4E
P
Ihi
	 
2h i ¼ 925E PeIhi sin hi 2 þ 925E PeIhi cos hi 2 . Since the
underlying kernels used to generate the Riesz matrix in Eq. (11)
are DDFs, we reason that the underlying computations are consis-
tent with existing models of neural processes (see Perna, Tosetti,
Montanaro, & Morrone, 2008). Unlike energy models, note that
there is no squaring nonlinearity applied immediately after the
stages of DDF.
The transformed Riesz matrix given by Eq. (11) has three col-
umns from which a right 2-D spatial phase vector [cosh, sinh uph,
(A) (B)
Compress Compress Split
E
~
I
EI
iI θ iI θ
~
d1
o0 o180
d2
d3
X
Σ
EI
θI
1st stage filters 2nd stage filters
Harmonic Weights
o180
o180
o0
o0
(C)
Fig. 4. Illustrates the transformation from a vector of DDFs to a second-stage of harmonic ﬁlters for (A): the original even-symmetric ﬁlters and (B): the Riesz transformed
odd-symmetric ﬁlters. For the Riesz transformed signals, it is necessary to combine linearly the various odd harmonic ﬁlter responses to create a triple vector from which a
phase invariant spatial orientation may be estimated (see Eq. (11) and Fig. 5B). The resulting ﬁlters are shown on the far right. (C): Illustrates the computations involved in
generating the angular harmonic ﬁlter proﬁles. The elements of a vector of orientation tuned ﬁlters are weighted by a harmonic of the discrete Fourier transform and
summed. Only a selection of the computations are shown. Also, the second-stage ﬁlters for the original and Riesz transformed signal are denoted by the vector IE and complex
vector eIE , respectively.
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0
may be estimated, as already discussed. A phase indepen-
dent spatial orientation vector may be estimated by multiplying
the transformed Riesz matrix by the left vector [cos(h1  h2),
sin(h1 + h2), cos(h1 + h2), sin 2(h1 + h2), cos 2(h1 + h2)]
0
, where h1, h2
refer to two unknown spatial orientations. Note that the left vector
given here has been transformed by the inverse of the steering
transformation applied to the Riesz matrix (see Appendix D). In
the event that the image signal contains only one spatial orienta-
tion, one can set h1 = h2 and ignore the contribution made by higher
angular harmonic ﬁlters since the signal variance captured by
these ﬁlters is small (Langley et al., 2009). Also, from 4th-order
spatial gradients, one could estimate up to four local spatial orien-
tation vectors. We have limited our modeling to two.3.1.1. The transformed Riesz matrix and its signal autocorrelation
function
A signal processing system may be optimized by exploiting a
priori knowledge about both the signal and noise (Papoulis,
1991). In Bayesian terms, a priori knowledge about noise is con-
tained in the signal variance attributed to the observations, while
a priori knowledge about the signal is represented by the variance
of the prior (Bishop, 2000; Langley & Anderson, 2007; Simoncelli,
2003), or equivalently the signal’s autocorrelation function (ACF).
There are advantages when combining Riesz signal representations
with Bayesian computations, as we outline below.
Fig. 5A (top & bottom panels) depicts ACFs for the ‘second-stage’
angular harmonic ﬁlters. To generate each ACF, we convolved the
++
+
+
+
(A) (B)
=
Split
+
+
+
+
Equals
Sum
Fig. 5. Shows estimates of the ACFs for the second-stage angular harmonic ﬁlters whose underlying symmetry is (A): Top panel-asymmetric; Bottom panel-symmetric. (B):
We split the 6  6 ACF for the asymmetric second-stage ﬁlters into two 5  5 parts. The elements in each part match those contained in the second and third columns of Eq.
(11) and the ﬁlters represented by eIE in Fig. 4B. In summing the individual ACFs shown in (B) (Top and bottom panels), we obtain the ACF for the original signal given in (A)
(Bottom panel). The reason is because the non-zero cross-correlations terms in (B) (Top and bottom panels) cancel when added.
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zero Gaussian noise and calculated the auto- and cross-correlation
coefﬁcients. Along the left column and top row of each panel in
Fig. 5A we show the underlying ﬁlters used to produce the ACF
matrices. In each ACF shown, the magnitude of each coefﬁcient is
depicted by the whiteness of the ﬁll. Using Fig. 5A (top panel) as
an example, the whiteness of the element in the top left corner is
proportional to the magnitude of the auto-correlation of the ﬁrst
sine harmonic of a ‘second-stage’ ﬁlter convolved with the test im-
age. The other entries along the ﬁrst row correspond to the cross-
correlations of this ﬁlter with other ‘second-stage’ ﬁlters present in
the vector. From the ACFs, we note that high correlations are lim-
ited to the ﬁrst two diagonal elements in the top panel (asymmet-
ric ﬁlters) and the ﬁrst three diagonal elements in the bottom panel
(symmetric ﬁlters). That high correlations occur along the ﬁrst few
diagonal elements of the ACFs is testament to the decorrelating
and compressive properties of the second-stage angular harmonic
ﬁlters (Diamantaras, Hornik, & Strintzis, 1999; Langley et al., 2009).
From Fig. 5A (top panel) we split the 6  6 entries of the ACF for
the Riesz transformed ‘second-stage’ ﬁlters into two 5  5 ACFs,
eachofwhich conforms to theACFs for the secondand third columns
of the Riesz matrix given by Eq. (11). In doing so, we note that the
sum of the two transformed Riesz ﬁlter ACFs (the asymmetric part)
shown in 5B is equal to the ACF for the real ﬁlter (symmetric part
shown in 5A (bottom panel)). This equality is a direct consequence
of the Riesz deﬁnition of energy given by Eq. (5), and balances sig-
nal-to-noise ratios across ﬁlters whose underlying symmetries are
different. A remarkable beneﬁt of the Riesz transform is the ability
to sum the ACFs of the Riesz transformed signals, such that the
non-zero cross correlation terms cancel (see also Fig. 11B) to give
the sameACF as the original signal. This linear property is important
in simplifying Bayesian estimates for spatial orientation, since one
only needs to store a single ACF (see Appendix F).
3.2. The singular value decomposition (SVD) of the Riesz matrix
A Singular Value Decomposition (SVD) of a Riesz matrix may be
used to represent phase dependent and independent orientationvectors, and local energy (Appendix A). We regard the SVD as anal-
ogous to the Bayesian computations given in Appendices B and F.
This is so because image signal-to-noise ratios are assumed to be
high. The reader unfamiliar with the SVD may refer to Appendix A.
Basic theorems from matrix algebra (Golub & Van Loan, 1996)
show that any real matrix may be split into three further matrices
by an SVD. We write the SVD of the transformed Riesz matrix Rxx,T
as:
Rxx;T ¼ URV ð12Þ
where the matrices U 2 R53;V 2 R33 contain the left and right
eigenvectors of Rxx,T. The diagonal matrix R 2 R33 represents the
singular values (Golub & Van Loan, 1996). We re-cast Eq. (12)
revealing the structure of the SVD as:
r11 r12 r13
. . . . . . . . .
r51 r52 r53
264
375 ¼ u11 u12 u13. . . . . . . . .
u51 u52 u53
264
375 r11 0 00 r22 0
0 0 r33
264
375 v11 v12 v13v21 v22 v23
v31 v32 v33
264
375
ð13Þ
where it can be noted that the central matrix R is diagonal. Each
element of R represents the square root of the signal variance along
the principal axes. By deﬁnition, the columns (rows) of the matrix
U(V) are orthogonal and referred to as the left (right) eigenvectors
of the matrix Rxx,T.
The SVD of a Riesz matrix is a linear signal representation. The
non-zero singular values of the diagonal matrix R are usually or-
dered such that r11 > r22 > r33. The relative magnitudes of the sin-
gular values may be used to estimate the rank (the number of
independent dimensions) of the image signal (Knutsson, 1982;
Langley & Atherton, 1991), from which different image features
may be chosen from the left or right eigenvectors. When estimat-
ing 2-D phase from a right eigenvector matrix, one cannot guaran-
tee that the desired estimate is conﬁned to a single eigenvector.
This is so because of the dependency of 2-D phase on spatial orien-
tation. As shown in Appendix E.1, however, 2-D phase may be esti-
mated from the elements of the ﬁrst row of a transformed Riesz
matrix. The sum of squared singular values (the L2  norm of R)
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ing estimated the rank of R, one can inspect the left and/or right
eigenvectors from the matrices U and V tied with the estimated
rank of R, and estimate both phase dependent and independent
properties of the image. For example, if the rank of the transformed
Riesz matrix is estimated at one (one non-zero singular value), it
provides evidence that the local image patch is a point of symme-
try (e.g. a line or dome, Fig. 6C), or asymmetry (e.g. an edge,
Fig. 6D). Both feature types may be estimated by the relative mag-
nitudes of the ﬁrst versus the second and third elements of the
dominant right eigenvector. To detect more complex image fea-
tures, one should note the deﬁnition of the ‘shape index’ deﬁned
by Koenderink and van Doorn (1992). There may in general be sev-
eral possible left/right vectors capable of explaining a local image
feature. The choice of left or right eigenvectors from the left and
right matrices U, V is central to the problem of model selection:
the problem of determining which model best describes the image
signal (Bishop, 2000). Finally, we note that an SVD encapsulates the
split in identity (Felsberg & Sommer, 2001) of energy (R), 2-D
phase (V) and orientation (U) as orthogonal signal quantities (see
Appendix A).4. Results
Our results examine image signals frequently studied in psy-
chophysical experiments. They illustrate the split in identity de-
rived from the Riesz signal representation or the SVD of a Riesz
matrix.
4.1. Estimating a phase invariant Riesz spatial orientation vector
As mentioned in the introduction, estimates of a single spatial
orientation from an energy model (e.g. Knutsson, 1982) are inde-
pendent of spatial phase. The energy model is closely related to(A) (B)
(C) (D)
y
x
Fig. 6. (A): An image composed of one sinusoidal grating (B): the 2-D Riesz phase.
As indicated by the color panel on the far right, blue and red correspond to phases of
0 and 180, respectively, while greens correspond to 90 and 270, respectively.
Note only absolute values of asymmetric phase are shown, and the scale (in radians)
has been shifted to aid visual inspection. (C) and (D): Show the largest singular
values from the elements of an SVD of the Riesz matrix weighted by the square of
the ﬁrst (C) and sum of squares of the second and third (D) eigenvector elements.
Notice that the spatial periodicity of the singular values is twice that of the
fundamental image signal owing to the phase independence of the singular values.the phase independent estimator for spatial orientation derived
from the Riesz signal representation given in Appendix F (see Eq.
(68)). Numerically, the difference between the two models de-
pends upon whether one weights the sum of squared DDF re-
sponses (the energy model) or squares the weighted sum (the
Riesz model) by cos 2hi + j sin 2hi (the spatial orientation of the
ith DDF ﬁlter). The linear summation across DDFs implied by Riesz
computations suggests an improved signal-to-noise ratios over the
energy model because of the former’s greater efﬁciency. Given that
a local image region may be described by a single orientation vec-
tor, the energy model is reasonably successful. However, phase
independent estimators for spatial orientation, that include energy
models and Riesz transformed models for spatial orientation
(RTMSO), may give undesirable results when pitted against more
complex images, such as plaid patterns (see Fig. 7A (top and bot-
tom panels)).
Fig. 7A shows twoplaid images, composed of orthogonal gratings
whose contrasts are either equal (top panel) or unequal (bottom pa-
nel). For plaids, the energy response collected from a polar band of
orientation tunedﬁlters exhibits twopeaks at the spatial orientation
of each grating (see Fig. 7D, top panel). From the orientation signa-
ture of the energy response, one would expect little energy at an
angular harmonic of 2h, which is the characteristic angular har-
monic frequency from which a unitary spatial orientation vector is
estimated. Rather, the double peak in energy introduces signal at
4h. A model intended to estimate a single orientation vector may,
therefore, become unstable, especially with noisy signals, when
pitted against an image signal containing two (or more) spatial ori-
entations (Langley & Atherton, 1991).
Fig. 7B–D illustrate the problems incurred when estimating a
single orientation vector from plaid patterns. Fig. 7D (top panel)
shows the energy responses taken from the directional Riesz deriv-
atives for orthogonal plaids whose components were either equal
or unequal in contrast. Note that a slightly lower energy signal is
seen at about 0 for the plaid with unequal components, reﬂecting
the lower contrast of the horizontally oriented component. This
difference implies that the collective energy responses from a polar
band of DDFs contains signiﬁcant harmonic frequency at 2h. Since
this harmonic is precisely the signal locked onto by the energy
model and the RTMSO, one could expect phase independent esti-
mators for a single spatial orientation to be biased in favor of the
component whose contrast is higher. Estimates of this orientation
bias are shown in Fig. 7D (bottom panel) as the mean and standard
deviation of orientation estimates taken from the energy model
and the RTMSO for orthogonal plaids, as a function of the relative
contrast of their components. From the ﬁgure, note that spatial ori-
entation is evenly distributed about the mean orientation (zero)
when the component contrasts were equal, but rapidly moved to-
wards the orientation of the strongest component as relative con-
trast was reduced. For the energy model, a 10% difference in
relative component contrast led to a mean orientation estimate
of 90 ± 5- the spatial orientation of the component whose con-
trast was greatest. Fig. 7B and C show examples of the spatial dis-
tribution of orientations for plaid patterns for the energy and
RTMSO models, respectively. The results demonstrate possible
instabilities of unitary orientation estimators for image signals that
contain two spatial orientations.
From the left vector tied with the RTMSO, given by Eq. (10), note
that it is possible to estimate the spatial orientation of both plaid
components. Estimates of the spatial orientation from such a mod-
el are stable. This is because the two image components and mod-
el’s parameters may be matched. Note again a general requirement
to compare across models capable of estimating one or two spatial
orientation vectors. In the next section, we show that a plaid’s 2-D
phase provides a better model for one’s perception of a plaid’s
features-at least for high contrast image signals. For plaids whose
Relative contrast of components
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Fig. 7. (A) Plaid pattern comprised of orthogonal gratings of equal (top panel) and unequal (bottom panel) contrast. (B) Shows orientation using MATLAB JET colormap for
energy. (C) Riesz models of orientation estimation for plaids whose component gratings were orthogonal and of equal (top) or unequal (1:0.9) (bottom) contrast. (D) Top: The
energy response collected from orientation tuned channels as a function of orientation for the plaids shown in (A) and (B). Bottom: The mean and standard deviation of
orientation estimates for the Riesz and Energy models as a function of relative component contrast. When the plaid component contrast differences are around 10%, note that
both models are strongly biased to the orientation of the component with the higher contrast (dark red = vertical orientation). The orientation color code used in (B) and (C)
may be inferred from the water ripple image and color map shown at the very top.
K. Langley, S.J. Anderson / Vision Research 50 (2010) 1748–1765 1755contrast is low, Georgeson and Meese (1997) have observed that
the appearance of a plaid may be better described by its individual
components, suggesting a multiple orientation model like the one
given by Eq. (10).
4.2. Representing spatial phase with the Riesz transform
Georgeson (1992; Georgeson and Meese, 1997) noted that
Marr’s (1982) theory of edge detection derived from the zero-
crossings of a Laplacian ﬁlter could explain the perceived edge con-
tours of plaids whose individual sinusoidal components differed in
contrast. By adapting to one component of a plaid, Georgeson
showed that the perceived edge contours of a plaid whose compo-
nent contrasts were equal appeared similar to an unadapted plaid
pattern whose component contrasts were different. This is not pre-
dicted by Marr’s model. Georgeson concluded that orientation
tuned ﬁltering affects one’s perception of edges, and revised Marr’s
model by summing across the responses of symmetric orientation
tuned ﬁlters. The result of linear summation is represented by the
ﬁrst element of the second stage ﬁlters given in Fig. 4 (top left).
Note, however, that the Riesz transform also allows one to sum lin-
early across the asymmetric DDFs with balanced energy (see Fig. 4
(top right) and Appendix E).
Examples of the plaid images studied by Georgeson are shown
in Fig. 8B (top, center and bottom panels). Fig. 8C shows the inten-
sity contours for the images shown in Fig. 8B. For plaids whose
component contrasts are equal, Georgeson noted that one’s per-ception of a plaid’s edges correlate with the zero-crossings ob-
tained from Laplacian ﬁltering (see Fig. 8B (top panel)), and are
‘diamond-shaped’ with vertices that point along the principal axes.
An examination of the Fourier transform of the plaid components
(Fig. 8A), however, gives no suggestion of signal energy at ±45-
the spatial orientation of the edge contours. In explaining percep-
tion for second-order signals, Fleet and Langley (1994; Langley,
1999) noted that one’s perception of plaids often reﬂects the spa-
tial orientation of the carrier (average frequency) and envelope
(difference frequency). Their observation helps to explain the
appearance of edge contours for orthogonal plaids since the aver-
age- and difference-frequency of orthogonal plaid components
does lie at ±45. Collectively, these observations suggest that edge
detection mechanisms employed by the visual system linearly sum
the responses of DDFs across spatial orientation.
In Fig. 8D we show the spatial phase estimated from the trans-
formed Riesz matrix of the images in Fig. 8B. A 2-D phase vector
can be estimated directly from the elements contained in the ﬁrst
row of the transformed Riesz matrix given by Eq. (11) (see also
Appendix E.1). In Fig. 8E, we show the contours of phase that cor-
respond to peaks in the asymmetric part of the Riesz matrix. As per
Georgeson’s observations, the edge contours obtained from the
Riesz transform are ‘diamond shaped’ for plaids whose compo-
nents are equal (Fig. 8D (top panel)), but ‘wavy’ for plaids whose
components are unequal (Fig. 8D (middle)). The comparisons are
made more explicit when comparing the image intensity contours
(see Fig. 8C) with the Riesz phase contours shown in Fig. 8E. More-
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Fig. 8. (A): Shows the Fourier Transform of orthogonal gratings in the positive quadrant for plaids whose component contrasts are equal (top panel), unequal (1:0.5) (middle
panel), and by adding two harmonics in square-wave phase to approximate a square-wave plaid (bottom panel). (B): Shows the image intensities of the signals given in (A).
(C): Contour intensity plots of the test images shown in (B). (D): 2-D Riesz phase is shown as a ‘JET’ colormap. As indicated by the color panel on the far right, blue and red
correspond to phases of 0 and 180, respectively. Also, greens correspond to 90 and 270, respectively. Since 2-D phase is a vector, we show only the absolute values for the
asymmetric part. The right colorbar shows uses the same color code explained in Fig. 6. (E): Shows phase contours extracted from (D) using the Riesz transform. Note that the
‘diamond shaped’ edge contours oriented at ±45 in (E) (top panel) may be explained by the orientation of the average and difference frequency of the two component
gratings depicted in (A) (top panel, green dashed & red dotted lines). For plaids whose component gratings are unequal in contrast (middle panel), the edge contours curve
towards the orientation of the component grating whose contrast is greatest. Finally, by adding two orthogonal components in sine phase to approximate a square-wave plaid
(bottom panel), note that the phase contours in the image are largely ‘square-shaped’ and broadly aligned with the spatial orientation of the component gratings (see
Georgeson, 1992; Georgeson and Meese, 1997).
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the plaid images (see Fig. 8 (bottom panels)), note that the Riesz
phase contours closely resemble the image intensity contours but
are now arranged in a vertical/horizontal structure – presumably
owing to a congruency of phase across scale (Morrone et al.,
1986). In comparing across phase dependent and independent esti-
mates of orientation for the plaid images considered here, we note
that perceived edges may be explained by the contours of 2-D
Riesz phase.
4.3. The Riesz transform, energy and second-order signals
The deﬁnition of Riesz energy given by Eq. (4), and its manifes-
tation as the singular values from an SVD of the Riesz matrix, is
important for two reasons: (i) it delivers a scalar representation
of 2-D image energy; and (ii) the scalar measure is derived from
a linear summation collapsed across the original and Riesz trans-
formed DDF responses.
We deﬁne Riesz energy from the sum of squared singular values
taken from the SVD of the Riesz matrix (see Eq. (20) in Appendix
A). In doing so, we implemented a variant of the ﬁlter-rectify-ﬁlter
(FRF) model of second-order processing proposed by Wilson,
Ferrera, and Yo (1992). According to Wilson et al. the responses
from a ﬁrst-stage of bandpass ﬁlters are rectiﬁed (or squared)
and then fed into a second-stage of processing that resemblesthe ﬁrst, albeit with a lower spatial frequency tuning. The peak
spatial frequency tuning of this second stage probably lies at a
quarter of the ﬁrst stage ﬁlters (Langley, Fleet, & Hibbard, 1996;
Sutter, Sperling, & Chubb, 1995). A second-order FRF model is de-
picted in Fig. 9A. There is an additional ambiguity in the computa-
tion of second-order signal properties for a two-stage FRF model
because one could estimate the orientation of the second-order
signal from a right phase dependent or left phase independent vec-
tor. Given this ambiguity, we illustrate our second-order computa-
tions using the 2-D phase (right vector) only.
We show results for two different image types, each multiplied
by a contrast envelope oriented at 45: (i) a horizontal sinusoidal
carrier; and (ii) a mean-zero binary noise carrier. The modulation
depth of the contrast envelope was ﬁxed at 0.6. The second-order
image signals used to illustrate our model are shown in Fig. 9B
and C (top left). For each image signal (top left panels), we com-
puted the spatial phase from a ﬁrst stage of Riesz processing (top
right panels), the Riesz energy (bottom left panels) and the sec-
ond-order phase signal (bottom right panels). It is straightforward
to estimate the spatial orientation of a contrast envelope that mod-
ulates a sinusoidal carrier (see Fig. 9B). Contrast modulated noise
images (see Fig. 9C) provide a more challenging test of second-or-
der processes. From the 2-D phase estimated from the Riesz trans-
form (see 9C top right), we note that the 2-D phase has a random
appearance that resembles the properties of the noise carrier
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‘Non-Fourier’ (C)
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Fig. 9. (A): An illustration of a ﬁlter-rectify-ﬁlter model of second-order processing. The Riesz energy is extracted from a ﬁrst stage of linear ﬁltering and passed to a
subsequent second stage. Note that the second-stage is identical to the ﬁrst albeit at a lower spatial frequency tuning. In (B) and (C): we show the original image (top left
quadrant), the 2-D Riesz phase (top right), energy (bottom left) and 2nd-order 2-D Riesz phase (bottom right).
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is capable of tracking the contrast variations present in the image
signal.5. Discussion
Following Felsberg and Sommer (2001; Felsberg, 2002; Zang
and Sommer, 2005), we have considered the Riesz Transform as
a signal representation from which phase dependent and inde-
pendent orientation vectors may be estimated. We also reason
that an SVD of a Riesz matrix encapsulates the independent sig-
nal attributes of energy, 2-D phase and spatial orientation. The
idea of a transformed Riesz matrix (Eq. (11)) was also introduced,
noting that this compressive signal representation is consistent
with existing beliefs on neural computations. This is so because:
(i) the underlying ﬁlters that are precursors to the compressive
stage are DDFs; and (ii) the ‘second-stage’ angular harmonic
ﬁlters are deﬁned by the eigenvectors of the ACFs for the Riesz
signal representation (Diamantaras et al., 1999; Langley et al.,
2009).
Polar expressions of the Hilbert Transform as a double vector of
DDFs have insufﬁcient degrees of freedom to represent a 2-D spa-
tial phase vector. This missing dimension is made explicit in the
Riesz transform. With knowledge gained by the Riesz transform,
we show in Appendix E how the Hilbert transform may be aug-
mented to estimate an image signal’s 2-D phase. In comparing
across augmented Hilbert versus Riesz computations, we ﬁnd that
the coordinate frame is cylindrical in the former but spherical in
the latter. In Appendix E we prove that Hilbert transformed signals
cannot be summed linearly across the responses of even and odd
symmetric DDFs with balanced energy (see Fig. 5). Riesz trans-
formed signals can. This difference stems from the narrower orien-
tation bandwidths of the Riesz transformed DDFs in comparison
with the original signal-we estimate a 20% difference for fourth-or-
der DDFs. In the Hilbert transform, the orientation bandwidths of
the symmetric and asymmetric DDFs are equal. Although the dif-
ferences between Hilbert and Riesz signal representations are
small, the latter is nonetheless important because of its ability to
represent a signal’s 2-D spatial phase by a 3-D vector (Felsberg &Sommer, 2001). Moreover, existing psychophysical research has
largely been constrained by 1-D deﬁnitions of spatial phase (e.g.
Huang, Kingdom, & Hess, 2006; Morrone et al., 1986), and so one
might expect the Riesz signal representation to raise new empirical
questions about 2-D phase processes in the visual system. When
encompassing the Riesz transform within Bayesian computations,
we have injected a prior information about spatial orientation via
the expected responses of the DDFs (see Appendices B and F).
We ﬁnd that our Bayesian computations are simpliﬁed by the bal-
anced energy of Riesz transformed signals. ‘Balanced energy’ may
also reduce bias in the estimation of the hyper-parameters em-
ployed in existing Bayesian models, such as those currently advo-
cated for visual motion and stereopsis.
5.1. Representing 2-D spatial phase vectors
There has been general difﬁculty in extending the 1-D deﬁnition
of phase into 2-D, which is reﬂected in the sparsity of computa-
tional models capable of representing 2-D spatial phase signals
(although see Kovesi, 2000). The Riesz transform provides a means
of extending some 1-D models into 2-D, including the MIRAGE
algorithm of Watt and Morgan (1985). They developed a represen-
tation for 1-D image signals-called MIRAGE-to explain how the vi-
sual system might combine bandpass signals across different
spatial frequency tuned channels. Central to the MIRAGE algorithm
is a half-wave rectiﬁcation of isotropic ﬁlters and a summation of
their responses across different spatial frequencies. Morrone
et al. (1986; see also Morrone and Owens, 1987; Haglund, 1992;
Owens 1994; Robbins and Owens, 1997) estimated an image sig-
nal’s mean phase (using a 1-D deﬁnition) by a vector average of
spatial phases taken across Hilbert transformed ﬁlter responses
whose spatial scales differed. They reasoned that image features
may be estimated from an average of phase taken across bandpass
ﬁlters whose scales span the range of spatial frequencies present in
an image (phase congruency). These computations encompass
Watt and Morgan’s idea of keeping positive and negative ﬁlter out-
puts separate because they are deﬁned by different angles in phase
space. In exploiting the Riesz signal representation (Eq. (10)), one
could extend 1-D deﬁnitions of mean phase into 2-D by taking a
vector average of the original and Riesz transformed signals across
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congruency model in which 1-D phases collected from orientation
tuned bandpass ﬁlters were ﬁrst estimated across scale and
second, orientation. This model, like many of its predecessors, as-
sumes that spatial phase and orientation are observed indepen-
dently (in a statistical sense). That assumption is challenged by
Georgeson (1992; Georgeson and Meese, 1997), who suggested
that the visual system linearly sums the responses of DDFs. How
one might pool DDF responses across both orientation and scale
is an avenue of our current research – the broad idea of summing
across DDFs at a common scale and then combining across spatial
scales according to rules prescribed by phase congruency (Morrone
et al., 1986) seems plausible.
In passing from a stage of DDFs to a transformed Riesz matrix,
our computations lead to a 2-D spatial phase vector, deﬁned by a
linear summation across orientation of both symmetric (even)
and asymmetric (odd) ﬁlter responses. These computations differ
from those prescribed by models derived from a bandpass signal
representation, in which phase and energy approaches advocate
a nonlinearity applied immediately after orientation tuned ﬁltering
(see Fleet & Jepson, 1990). The introduction of such local/early
nonlinearities may incur a cost. For example, consider the problem
of estimating local image rotations in visual motion with highly
textured images. Here, image rotations may cause some informa-
tion to fall outside the passband of a single orientation tuned ﬁlter
and/or for new information to be introduced. If so, a single narrow-
band orientation tuned ﬁlter may be incapable of tracking the
underlying image rotations. [Related problems arose in the detec-
tion of an aircraft’s range and velocity using RADAR signals
(Skolnik, 2001)]. A broadband ﬁlter or linear combination of nar-
rowband ﬁlters (as proposed here) would be less susceptible to
the problems associated with nonlinearities tied with local fre-
quency domain computations.5.2. Implications for the estimation of second-order signals
Following Chubb and Sperling (1988), many have investigated
putative visual mechanisms responsible for the estimation of sec-
ond-order signal properties, especially in visual motion perception
(e.g. Allard & Faubert, 2008; Chubb & Sperling, 1988; Fleet &
Langley, 1994; Holliday & Anderson, 1994; Langley, 1999; Wilson
et al., 1992). Clear evidence that different visual mechanisms pro-
cess ﬁrst and second-order signals follows from the transparent
depth asymmetry attributable to second but not ﬁrst-order signals
(Langley, Fleet, & Hibbard, 1998), and their different temporal and
spatial frequency sensitivities (see Holliday & Anderson, 1994;
Langley et al., 1996; Schoﬁeld, 2000; Schoﬁeld & Georgeson,
2003; Smith & Ledgeway, 1997; Sutter et al., 1995). For spatial sig-
nals, it is generally found that the peak sensitivity of contrast mod-
ulations is about 1/4 of the carrier frequency. These observations
were used to constrain the FRF model for second-order signals
illustrated in Fig. 9A.
How the visual system might estimate second-order signals
effectively remains an open question. Wilson et al. (1992) pro-
posed an FRF model for the estimation of second-order signal
properties, where the responses taken from an initial stage of lin-
ear ﬁltering are rectiﬁed before passing through a second ﬁltering
stage (see Fig. 8A). Although their model has been replicated on
many occasions (e.g. Clifford & Vaina, 1999), it remains unclear
how second-order signals extracted from multiple channels are
combined. The Riesz Transform, on the other hand, leads to a
scalar deﬁnition of an image signal’s local energy. This local deﬁ-
nition may account for the successful extraction of the second-
order signal from the contrast modulated noise signal shown in
Fig. 9C.5.3. Modeling extensions & limitations
Our computations were guided here by an SVD (Eq. (12)) of a
transformed Riesz matrix. We noted the possibility for a number
of different spatial models that might account for local image fea-
tures. This problem of model selection (Bishop, 2000) and its real-
ization in Bayesian modeling demands further investigation.
Georgeson and Meese (1997) observed that the appearance of a
plaid pattern may change from the ‘diamond-shaped’ edges exam-
ined in this paper to one that reﬂects the spatial orientations of the
component gratings at low image contrasts. Georgeson and Mee-
se’s observation is also supported by Smith (1992), who demon-
strated that a transparent motion percept comprised of the
component gratings of a plaid pattern is more likely at low than
at high contrasts. These observations suggest that phase dependent
computations may dominate perception at high contrast, whereas
phase independent (energy) computations dominate at low con-
trast. In examining the marginalized posterior PDFs from our
Bayesian computations in Appendix B (Eqs. (29) and (30)), we note
that switching across the model types might be explained by dif-
ferences in prior PDFs.
A Riesz triple vector (Eq. (3)) suffers from a possible singularity
in the computation of spatial orientation from 2-D phase at the
location of symmetric image points such as lines. This singularity
is akin to a ‘gimble lock’ and arises from the sampling of a 3-D
space with a triple vector. A right Riesz vector (a 2-D phase vector)
may be extended from the three elements stipulated here to ﬁve or
more odd elements by adding second-order (or higher) phase
dependent terms. Such a permutation would require a re-organiza-
tion of the elements contained in a Riesz matrix through a change
in the underlying constraints. The space of different possible per-
mutations and combinations of Riesz ﬁlters and Riesz matrices is,
however, unknown. The Riesz signal representation that best de-
scribes the computations performed by the visual system is also
unknown. However, these unknowns offer considerable scope to
extend the Riesz signal representation. One might begin by empir-
ically testing our observation that the orientation bandwidths of
Riesz transformed DDFs are narrower than those of the original sig-
nal. There is some evidence that V1 simple cells exhibit this pre-
dicted difference (Ringach, 2002).
Appendix A. Independence of energy, spatial phase and
orientation vectors
Starting with the second-order Riesz constraints given in Sec-
tion 2.2, and assuming a single spatial orientation vector for the lo-
cal image patch, we set the two spatial orientation vectors
u1 = u2 = u and v1 = v2 = v such that:
u0Rxxv ¼ u2 2uv v2
  Ixx Ijxjxx Ijyjxx
Ixy Ijxjxy Ijyjxy
Iyy Ijxjyy Ijyjyy
264
375 cos/sin/up
sin/vp
264
375 ¼ 0 ð14Þ
with Rxx a Riesz matrix deﬁned in Eq. (10). [up, vp]
0
denotes the nor-
mal direction of the 2-D phase vector, which is deﬁned as orthogo-
nal to the orientation vector [u, v]0. We write:
Rxx ¼ URV ð15Þ
as the singular value decomposition (SVD) of the unsymmetric
Riesz matrix. The two matrices U;V 2 R33 are orthogonal while
R 2 R33 is diagonal and contains the eigenvalues of Rxx. From Eq.
(15):
R2 ¼ U0RxxR0xxU ¼ V0R0xxRxxV ð16Þ
demonstrating that the two far right matrix expressions share the
same eigenvalues. Let the matrix of singular values be ordered such
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so:
u03UR
2U0u3 ¼ v03VR2V0v3 ¼ 0 ð17Þ
where u3, v3 respectively, refer to the left and right eigenvectors of
U and V tied with the smallest eigenvalue of R. From Eq. (17) and
Eq. (14) we ﬁnd that:
u03Rxxvi ¼ u0jRxxv3 ¼ 0 for j; i ¼ 1 : 3 ð18Þ
demonstrating the existence of two constraints, drawn from the left
and right eigenvectors of the matrix Rxx that may drive the Riesz
matrix to zero. This implies that computations to estimate the
unknown 2-D phase and phase independent orientation vectors,
may be done as independent computations, or directly from the
bi-orthogonal left and right eigenvectors of the SVD. The bi-orthog-
onality of the left and right eigenvectors follow from the unsym-
metric character of the matrix Rxx, and the deﬁnition of the SVD
(Golub & Van Loan, 1996).
From Eq. (4) the Riesz energy is given by:
E2 ¼ I2xx þ 2I2xy þ I2yy þ I2jxjxx þ 2I2jxjxy þ I2jxjyy þ I2jyjxx þ 2I2jyjxy þ I2jyjyy
ð19Þ
as the L2  norm. This norm is also given by:
E2 ¼ Trace½RxxR0xx ¼ kRxxk22 ð20Þ
and is equal to the sum of the squared singular values: Trace[R2]
(Golub & Van Loan, 1996). For simple signals, we can truncate the
SVD to the component given by the largest singular value tied with
the corresponding left and right eigenvectors, giving:
Rxx ¼ r11u1v01 ð21Þ
The spatial orientation and spatial phase vectors are estimated
as orthogonal to the left and parallel to the right vectors given by
u1, v1, respectively. We reason therefore, that the SVD of Rxx enter-
tains a split identity such that a signal’s energy, spatial orientation
and 2-D phase are represented by its three matrix elements as
orthogonal signal quantities.Appendix B. Bayesian computations and the monogenic signal
Letting Vec[.] denote the vectorization operator, we deﬁne:
Vec½Rxx ¼ ½Ixx; Ixy; Iyy; Ijxjxx; Ijxjxy; Ijxjyy; Ijyjxx; Ijyjxy; I jyjyy0
which enables us to express observations of a Riesz matrix drawn
from second-order derivatives as a multivariate normal
distribution:
PðbRxxjRxxÞ/ exp 12  ðVec½RxxVec½bRxxÞ0X1ðVec½RxxVec½bRxxÞ
 
ð22Þ
with X ¼ r2nI 2 R3x3 a correlation matrix of observation noise vari-
ances (assumed to be uncorrelated), I the identity matrix andbRxx 2 R33 observations of the Riesz matrix elements as deﬁned in
the previous Appendix. The probability density function (PDF)
PðbRxxjRxxÞ deﬁnes a likelihood PDF.
From the joint PDF PðRxx; bRxx;wÞ, and given a prior PDF P(Rxx,
w), we can write the posterior PDF as:
PðRxx;wjbRxxÞ / PðbRxxjRxx;wÞPðRxx;wÞ ð23Þ
using Baye’s theorem. Notice that the prior PDF injects a priori infor-
mation about the joint PDF for the observed Riesz matrix coefﬁ-
cients and the unknown vector w . We set Vec[u v
0
] =w:w ¼ ½u2 cosð/Þ;2u v cosð/Þ; v2 cosð/Þ;u3 sinð/Þ;3u2v sinð/Þ;
3uv2 sinð/Þ;v3 sinð/Þ0
with w
0
w = 1. The vector w is used to simplify notation. Redundan-
cies in the various terms that arise from the application of the Vec[.]
operator and the Riesz Transform are also removed for brevity. In
the latter case, we note that Ijxjxy = Ijyjxx and Ijxjyy = Ijyjxy such that
w;Vec½Rxx 2 R71.
By applying the chain rule for conditional probabilities to Eq.
(23), we obtain a hierarchical Bayesian model given as:
PðRxx;wjbRxxÞ / PðbRxxjRxxÞPðwjRxxÞPðRxxÞ ð24Þ
which allows us to deﬁne the posterior PDF PðRxx;wjbRxxÞ. We set
PðbRxxjRxxÞ ¼ PðbRxxjRxx;wÞ – the observations of the Riesz matrix ele-
ments are assumed to be independent of the vectorw. The elements
of the matrix Rxx in Eq. (24) are unobserved, and thus treated as nui-
sance parameters to be marginalized (integrated out). This requires:
PðwjbRxxÞ ¼ Z PðRxx;wjbRxxÞdRxx ¼ Z PðbRxxjRxxÞPðwjRxxÞPðRxxÞdRxx
ð25Þ
The integration is simpliﬁed if the conditional PDF P(wjRxx) =
d(w
0
Vec[Rxx]) is set equal to the product of a multi-dimensional
Dirac delta function (Box & Tiao, 1992; Nestares, Fleet, & Heeger,
2000; Owens, 1994; Papoulis, 1991). This assumption is valid if
the likelihood PDF PðbRxxjRxxÞ is a critical source of signal uncer-
tainty such that other possible sources of noise can be neglected
(Kontsevich, Chen, & Tyler, 2002). A Gaussian prior PDF PðRxxÞ /
exp½ Vec½Rxx 0Vec½Rxx 
2r2s
 with variance parameter r2s is assumed. The
prior is chosen for analytic convenience, since it ignores cross-cor-
relations that exist across the partial derivative ﬁlters (see Langley
et al., 2009). After inserting the analytic expressions for the various
PDFs into Eq. (25) and working out the necessary integration step
we get:
PðwjbRxxÞ/ exp  12r2n : ½1cVec½bRxxVec½bRxx0 þcw0Vec½bRxxVec½bRxx0w
  
ð26Þ
with c ¼ r2sr2s þr2n. The posterior PDF given by Eq. (26) is similar to the
one derived by Nestares et al. (2000) that they applied to total least-
squares problems.
In letting:
RE ¼ exp  12r2n
 ½1 cVec½bRxx0Vec½bRxx  ð27Þ
and re-arranging Eq. (26) we get:
Pðu;vjbRxxÞ / RE exp  12r2n :cv0 bR 0xxuu0 bRxxv
 
ð28Þ
from which either of the vectors u or vmay be marginalized as sep-
arate calculations from the posterior PDF given in Eq. (28) (see
Appendix A for variable deﬁnitions). To marginalize at this higher
stage of computation requires the injection of additional knowledge
by prior PDFs. These are given by PðuÞ / exp½ 12r2u  u
0C1u and
PðvÞ / exp½ 1
2r2v
:v0C2v with variance parameters r2u;r2v , respec-
tively. The diagonal matrices C1, C2 take into account the different
statistical expectations of the various parameters to be marginal-
ized. For the prior PDFs, note that the various model parameters
are again assumed to be independent. The integrations that lead
to the marginalized posterior PDFs are similar. They yield:
PðujbRxxÞ / RE cu0 bRxxC2 bR 0xxuþ r2nr2v
 12
ð29Þ
and
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12
ð30Þ
Both posteriors given above are density functions drawn from
the student’s t-distribution using a single sample (Box & Tiao,
1992). Maximum a posterior (MAP) estimates for the 2-D phase
and orientation vectors are found by differentiating the negative
logarithm of Eqs. (29) and (30) with respect to the vectors u and
v, setting the derivatives to zero and solving for the vector un-
knowns in the usual way. From Appendix A, recall that the L2-
norm of the Riesz matrix written as Trace½R0xxRxx provides one
measure of the Riesz energy. From this, we reason that Felsberg
and Sommer’s (2001) split in identity of signal power, spatial phase
and spatial orientation vectors are represented by the three PDFs
given by Eqs. (27), (29) and (30), respectively.Appendix C. Signal symmetry from gradient constraints
Consider the estimation of spatial orientation from ﬁrst-order
derivatives of the image signal. The gradient model assumes an
intrinsic image signal (L(x, y)), which we represent by:
Lðx; yÞ ¼ z ð31Þ
where z is a constant. A constraint on spatial orientation is formed
by taking the total derivative of (31) to give:
dLðx; yÞ ¼ @
@x
uþ @
@y
v
 
Lðx; yÞ ¼ Lx dxþ Ly dy ¼ 0 ð32Þ
where u = dx, v = dy and spatial orientation is deﬁned by the ratio
u
v ¼ LyLx . With the gradient approach it is necessary to pre-process
the image signal. The processed image is denoted by I(x, y) =W(x,
y)L(x, y) where the  stands for convolution and W(x, y) is a
smoothing kernel, assumed to be Gaussian. A spatial orientation
vector is deﬁned by the direction along which image intensity is
held constant such that dI = 0. This direction is shown by the verti-
cal red arrow in Fig. 2A. The magnitude of the gradient is maximum
along the orthogonal direction (horizontal red arrow in Fig. 2A)
which can be written as:
rmax  Ixv þ Iyu ¼ 0 ð33Þ
where rmax denotes the maximum value. Combining Eqs. (32) and
(33) gives:
Ix Iy
Ix Iy
 
u
v
 
¼ 0
rmax
 
ð34Þ
fromwhich the spatial orientation in those image regions where the
gradient is non-zeromaybe estimated as a total-least squares regres-
sion (TLS) (see Golub & Van Loan, 1996; Owens, 1994). Solving gives:
u ¼ Iy
ðI2x þ I2yÞ
1
2
; v ¼ Ix
ðI2x þ I2yÞ
1
2
; rmax ¼ ðI2x þ I2yÞ
1
2 ð35Þ
where the estimate for spatial orientation is such that h 2 [0, 360].
When processing image signals with ﬁrst-order gradients, a
sparse image representation ensues because of image regions
where the magnitude of the gradient is singular (e.g. Knutsson,
1982). To tackle this problem it is commonplace to apply the gra-
dient constraint a second time (Johnston, McOwan, & Buxton,
1992). As a cascade (Shizawa & Mase, 1991), second-order gradient
constraints may be written as:
@
@x
u1 þ @
@y
v1
 
@
@x
u2 þ @
@y
v2 þ rmax
 
Iðx; yÞ ¼ 0 ð36Þor:
u1 v1½ 
Ix Ixx Ixy
Iy Ixy Iyy
  rmax
u2
v2
264
375 ¼ 0 ð37Þ
where the two different spatial orientation vectors are given by [u1,
v1] and [u2, v2], respectively. We deﬁne the ’second-spatial orienta-
tion vector’ to be orthogonal to the ﬁrst with rmax ¼ sin/cos/ ¼ SC giving:
u1 v1½ 
Ix Ixx Ixy
Iy Ixy Iyy
  S
Cup
Cvp
264
375 ¼ 0 ð38Þ
where [up, vp]
0
= [v1, u1]0 is deﬁned along the direction of maxi-
mum intensity gradient. This deﬁnition ensures that the far right
vector is maximal. Eq. (38) retains the same left and right vector
products noted in Appendix A. Using the independence assump-
tions of Appendix A, consider right matrix products expressed by
the functional F:
F ¼ u1 v1½ 
Ix Ixx Ixy
Iy Ixy Iyy
  1 0 0
0 12 0
0 0 12
264
375 Ix IyIxx Ixy
Ixy Iyy
264
375 u1
v1
 
ð39Þ
which we differentiate with respect to the vector [u1, v1]
0
. This
gives:
tan2h ¼  ½IxyðIxx þ IyyÞ þ 2IxIy
I2xxI2yy
2 þ ðI2x  I2yÞ
ð40Þ
as a phase invariant estimator for spatial orientation.
Of equal interest is the left matrix product from Eq. (38), which
we deﬁne by the functional G:
G ¼ S C up Cvp½ 
Ix Iy
Ixx Ixy
Ixy Iyy
264
375 Ix Ixx Ixy
Iy Ixy Iyy
  S
C up
C vp
264
375 ð41Þ
In repeating the same steps as before we arrive at:
I2x þ I2y ; IxIxx þ IyIxy; IxIxy þ IyIyy
IxIxx þ IyIxy; I2xx þ I2xy; IxxIxy þ IxyIyy
IxIxy þ IyIyy; IxxIxy þ IxyIyy; I2xy þ I2yy
2664
3775
S
C up
C vp
264
375 ¼ 0 ð42Þ
which is a model capable of detecting the local 1-D symmetry of the
image signal but with a nonlinear phase gradient, even for simple
signals.
Appendix D. Steering the Riesz transform
The Riesz transform is commutative (Feller, 1952), so by exam-
ple Ijxjyy = Ijyjxy. It follows that there exists some redundancy in
Riesz transformed signals. The redundancy for the fourth-order
Riesz derivatives is shown in Fig. 10A by the red arrows. The
redundancy may be handled by stacking the unique Riesz trans-
formed ﬁlters into a single vector and steering that vector to a po-
lar band of DDFs, as shown in Fig. 4B -Left.
The steering theorems of Freeman and Adelson (1991) allow
one to transform from a set of partial derivative ﬁlters into polar
form. The expansion is given by:
@
@x
cos hi þ @
@y
sin hi
 N
Iðx; yÞ ¼ Ihi ðx; yÞ ð43Þ
where I(x, y) refers to the image signal and N the order of differenti-
ation. The steering theorems allow one to interpolate the response of
an Nth order DDF ðIhi ðx; yÞÞ at an orientation given by hi by an Nth-
order polynomial of the steered orientation. The three columns of
Steer Rotate
(A) (B) (C)
Fig. 10. (A): A Riesz matrix derived from the fourth-order partial derivatives of a Gaussian kernel. The ﬁrst column depicts the partial derivatives of the original signal, while
the second and third columns depict the Riesz transformed partial derivatives. (B): The partial derivative ﬁlters of a Riesz matrix may be steered by a fourth-order polynomial
of orientation. The original signal is fully steered, but the Riesz transformed signal is under-steered; (C): a further rotation of the Riesz transformed ﬁlters shown in the second
and third columns of (B) leads to a polar band of fully steered asymmetric DDFs.
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the original and Riesz transformed signals. In Fig. 10B we show the
ﬁlters obtained after steering. Note that the steering for the original
signal leads to a polar band of symmetric DDFs (Fig. 10B-left col-
umn). The steering for the Riesz transformed ﬁlters, however, is
incomplete (under-steered). This is because the ﬁlters shown in
the second and third columns of Fig. 10B are not rotated copies of
a single DDF. However, in transforming the ﬁlters shown in the sec-
ond and third columns of Fig. 10B by a rotation matrix, whose angle
of rotation depends upon the orientation of the ith Riesz trans-
formed ﬁlter pairs, one may completely steer the Riesz signal repre-
sentation to one in which the DDFs are self-similar under local
rotations (see Fig. 10C). The reason is because the Riesz transform
of the Nth order partial derivatives may be steered by an N + 1th
polynomial of orientation. The ﬁnal rotating computations may be
inverted.
A polar representation of DDFs may be transformed into a set of
harmonic ﬁlters (Koenderink & van Doorn, 1992a; Langley et al.,
2009) as a corollary of Adelson and Freeman’s (1991) steering
theorems:
Ihi ¼
XN=2
n¼0
a2n cos½2nðhi  hÞ for N ¼ 0;2;4;6 . . .
Ihi ¼
XðNþ1Þ=2
n¼1
a2n1 cos½ð2n 1Þðhi  hÞforN ¼ 1;3;5;7 . . .
ð44Þ
with N referring to the order of differentiation. Notice that the
expansion for even and odd orders of differentiation are different,
reﬂecting their different orientation symmetries. Ideal weights
(the a0is above) for the set of harmonic ﬁlters may be determined
using basic trigonometric identities, for example:
cosðh hiÞ4 ¼ 38 cosðh hiÞ þ
1
2
cos 2ðh hiÞ þ 18 cos 4ðh hiÞ
ð45Þ
with hi absolute orientation, and h the peak orientation of the signal.
The above identity may be used to reduce the number of unknownspresent in the ACF for the ‘second stage’ angular harmonic ﬁlters to
be a scalar-at least for white noise signals.
Examples of a harmonic ﬁlter expansion for both even and odd
orders of differentiation are shown on the far right of Fig. 4A and B.
In collecting the expansion terms given in Eq. (44) we can write:
SIN ¼ Ih ¼ DIE ð46Þ
where the row elements of the matrix S 2 RðNþ1Þxm are obtained
from the sin and cosine terms tied with the absolute orientation
hi from the left hand side of Eq. (45). The transformation allows
one to pass from the responses of partial derivative ﬁlters
IN 2 RðNþ1Þx1 of order N to an m-vector of DDFs Ih 2 Rmx1. Similarly,
we can pass from a vector of harmonic ﬁlters IE 2 RðNþ1Þx1 to a vec-
tor of DDFs by the transformation matrix D 2 RmxðNþ1Þ. The elements
of the matrix D are obtained from the sine and cosine terms tied
with the absolute orientation hi from the right hand side of Eq.
(45). Since the steering transformations are linear(-ized) we can
write (Owens, 1994, Appendix B):
IE ¼ ½D0D1D0SIN ¼ ½D0D1D0Ih ð47Þ
which shows how to transform from a vector of DDF responses Ih or
partial derivative ﬁlters IN back to a vector of harmonic ﬁlters given
by IE. With this transformation, and using fourth-order derivatives,
we obtain the noiseless Riesz constraint equation:
u0M1MRxxv ¼W
3Ixxxxþ6Ixxyyþ3Iyyyy
8
3Ijxjxxxxþ6Ijxjxxxyþ3Ijxjyyyy
8
3Ijyjxxxxþ6Ijyjxyyyþ3Ijyjyyyy
8
Ixxxy þ Ixyyy Ijxjxxxy þ Ijxjxyyy Ijyjxxxy þ Ijyjxyyy
IxxxxIyyyy
2
IjxjxxxxIjxjyyyy
2
IjyjxxxxIjyjyyyy
2
Ixxxx6IxxyyþIyyyy
8
Ijxjxxxx6IjxjxxyyþIjxjyyyy
8
Ijyjxxxx6IjyjxxyyþIjyjyyyy
8
IxxxyIyyyx
2
IjxjxxxyIjxjyyyx
2
IjyjxxxyIjyjyyyx
2
2666666664
3777777775
v
ð48Þ
with M = [D
0
D]1D
0
S. Each element of the transformed Riesz matrix
MRxx can again be expressed as a linear ﬁlter (see Figs. 4A and B-
right). Here:
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þ h2Þ; cos 2ðh1 þ h2Þ
and:
v0 ¼ ½ cos/; sin/ up; sin/ vp 
In deﬁning W we let: cos(h1  h2) = (u1u2 + v1 v2), cos(h1 + h2) =
(u1u2  v1v2) and sin(h1 + h2) = (u1v2 + u2v1). The matrixM operates
on the Riesz matrix. The matrix inverse of M is right multiplied
with the left vector u. In assuming a unitary model of spatial orien-
tation, we can set h1 = h2 = h.D.1. The Riesz transform and its autocorrelation function
In Fig. 11A and B we show the ACFs from the fully steered ori-
ginal and Riesz transformed signal representations, again for white
noise image signals. Given the even sampling of orientation by the
DDFs, the ACFs are circulant matrices (Fig. 11A-top row). Inspec-
tion of ACFs in that top row show that the ACFs for the symmetric
(original) and asymmetric (Riesz transformed) DDFs are different.
As noted by Langley et al. (2009, their ﬁg. 8), were one to sum
the respective ACFs for even and odd symmetric Hilbert trans-
formed signals arranged in a polar form, the resulting ACF would
be strongly diagonal. Zero entries would be found at those orienta-
tions where the Hilbert transform suppresses the negative fre-
quencies. A summation of the two ACFs shown along the top row
of Fig. 11A would not yield the same result. This is because the ori-
entation bandwidths of the original and the Riesz transformed ﬁl-
ters are different. The ACFs for the two under-steered Riesz
transformed signals depicted in the second and third columns of
Fig. 10A are shown in the bottom row of Fig. 11A. In summing
these two ACFs, one arrives at the same ACF to the one obtained
for the original signal (Fig. 11A-top left)-which is another illustra-
tion of the balanced energy of the Riesz transform. In Fig. 11B we
show the full ACF for the steered original and under-steered Riesz
transformed signals from Fig. 11A (top left and all of bottom row).
From the ﬁgure, note that the two blocks of entries on the top row+
(A)
=
Transform
Fig. 11. (A): Top left-Shows estimates of the ACF for fourth-order DDFs of a Gaussian
transform ﬁlters. Bottom row-The ACFs for the under-steered Riesz transformed ﬁlters u
equal to the ACF of the original signal shown on the top left. (B): Shows estimates of the
transformed ﬁlters as a single matrix. Entries for the three blocks along the diagonal are
under-steered Riesz transformed signals are shown along the left column and top row
transformed signals are zero but some non-zero correlations exist across the Riesz tran(middle and right) and ﬁrst column (middle and bottom) are grey
or subject to estimation errors-zero. The grey (zero) ACF entries
conﬁrm that the original and under-steered Riesz transformed sig-
nals are statistically independent. Non-zero cross-correlation
terms are, however, to be found across the Riesz transformed ﬁlter
responses (middle: bottom row and right column). This shows that
the double vector of under-steered Riesz transformed ﬁlters are
not independent, as already noted.
Appendix E. 2-D Phase from Hilbert & Riesz transformed signals
Consider an observed DDF’s response to which we add its polar
1-D Hilbert transform, written as:
cos/iIhi þ j sin/ibIhi ¼ i cos/i þ j ^i sin/i ð49Þ
where Ihi is the original and bIhi the Hilbert transformed signal,
respectively. /i denotes the phase of the ith ﬁlter and we tie the ^
symbol with the Hilbert transform in this section. i and ^i refer
to the uncertainty in the observations of the original and Hilbert
transformed signal, respectively. In considering the Hilbert trans-
formed signal only, we deﬁne:bIxiup þbIyivp ¼ bIhi ð50Þ
where bIxi ¼ bIhi cos hi and bIyi ¼ bIhi cos hi. The above follows from the
projection of a DDF’s response at an orientation given by hi onto
the x and y axes, and a ﬁrst-order orientation constraint similar to
Eq. (33). The unit vector [up, vp]
0
= [coshp, sinhp] refers to the direc-
tion of the 2-D phase signal. Energy ðEhi Þ is deﬁned by:
Ehi ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
I2hi þbI2xi þbI2yiq ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃI2hi þbI2hiq ð51Þ
In referring to Fig. 2 we note:
r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbI2xi þbI2yiq ð52Þ
and conclude that Eqs. (50)–(53) are largely parameterizations of a
cylindrical coordinate system. In also assuming a 1-D image signal,
with /i = /, we substitute Eq. (50) into (49) to get:(B)
for white noise image signals. Top right-As top left but for the fully steered Riesz
sing a fourth-order interpolator. The sum of the two ACFs along the bottom row is
full autocorrelation function (ACF) for the steered original and under-steered Riesz
the same as those shown in (A) (Top left and bottom row). The original DDFs and
of the ACF. Note that the covariance terms between the original signal and Riesz
sformed signals.
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. . .
n cos/þ ^nðsin/ up þ sin/vpÞ
264
375
¼
Ih1 ; bIh1 cos h1; bIh1 sin h1
. . . . . . . . .
Ihn ; bIhn cos hn; bIhn sin hn
264
375 cos/sin/ up
sin/ vp
264
375 ð53Þ
where the elements of the right column vector gives the 2-D phase.
One may also derive left vector constraints to deliver phase inde-
pendent estimates of spatial orientation, as previously demon-
strated for the Riesz (Appendix A) and gradient (Appendix C)
approaches.
From each row of ﬁlter responses given by Eq. (53), and by the
deﬁnition of energy given in Eq. (51), the expectations of the even
versus odd symmetric ﬁlters are balanced since:
E½I2hi  ¼ E½ bIhi cosðhiÞ 2 þ E½ bIhi sinðhiÞ 2 ¼ E½bI2hi  ð54Þ
by deﬁnition. We maintain, however, that:
E
X
i
Ihi
 !224 35–E X
i
bIhi cosðhiÞ
 !224 35þ E X
i
bIhi sinðhiÞ
 !224 35
ð55Þ
with E½: the expectation operator, for polar forms of the 1-D Hilbert
transform. The equality in expression epitomizes our deﬁnition of
‘balanced energy’ that is synonymous with Riesz transformed sig-
nals and can occur because the orientation bandwidths across the
Riesz transformed and original DDFs differ.
Proof. Assuming an equality in Eq. (55), its left side we re-write as:
E
X
i
Ihi
 !224 35 ¼ o0E½IhI0ho ð56Þ
where o
0
= [1,1,1, . . . ,1] is a vector whose elements are set to unity,
and whose dimensions equal the number of DDFs in the vector Ih. A
white noise signal is assumed in generating the ACFs. In re-arrang-
ing all the terms in Eq. (55), we arrive at:
o0 cE½IhI0h  CE½bIhbI0hC SE½bIhbI0hSh io ¼ 0 ð57Þ
with c a constant that ensures an equality condition. Collecting
terms from within the largest square brackets we get:
cE½IhI0h ¼ CE½bIhbI0hCþ SE½bIhbI0hS ð58Þ
where the elements of the leading diagonal matrices C, S, respec-
tively, contain the cosine and sine of the angles of the ith oriented
ﬁlter. The righthand side of Eq. (58)may be simpliﬁed further giving:
cE½Ihi Ihj  ¼ E½bIhibIhj  cosðhi  hjÞ ð59Þ
Using Nordberg’s (1994) augmented deﬁnition for a 1-D polar
Hilbert transformed signal:
bIhi ¼ jbIhi j sgn½cosðhi  hpÞ ð60Þ
where sgn½x ¼ xjxj, and hp the orientation of the 2-D signal’s phase,
so:
cE½Ihi Ihj  ¼ E½bIhibIhj  sgn½cosðhi  hjÞ ð61Þ
Comparing Eq. (61) with Eq. (54) for i = j we reason c = 1. If so,
Eq. (61) would contradict Eq. (59) by the different magnitudes con-
tained in the off-diagonal elements i.e. when i– j. The contradic-
tion must be so because the 1-D Hilbert transform suppresses
negative frequencies. There are two points of interest. One maysum linearly across original and Hilbert transformed signals: (i)
after rectiﬁcation of the Hilbert transformed DDF responses (Nord-
berg, 1994; Owens, 1994) ; or (ii) by applying the computations gi-
ven on the right hand side of Eq. (58). The ACFs for the real and
Hilbert transformed signals may, however, be different. We have
observed differences in the entries of the ACFs to be proportionally
greatest for the cross-orientation (orthogonal) terms - which may
be non zero, as noted by Langley et al. (2009).
E.1. 2-D Riesz phase
The Riesz transform is more amenable if the computations gi-
ven in Appendix D are re-cast using the steered and the under-
steered Riesz transformed DDFs. In doing so we obtain the Riesz
constraint:
w1;w2 sin 2h;w2 cos 2h½ 
1
2
1
2 . . .
1
2
sin 2h1 sin 2h2 . . . sin 2hm
cos 2h1 cos 2h2 . . . cos 2hm
264
375

Ih1 Ijxj;h1 Ijyj;h1
Ih2 Ijxj;h2 Ijyj;h2
. . . . . . . . .
Ihm Ijxj;hm Ijyj;hm
26664
37775
cos/
sin/ up
sin/ vp
264
375 ¼ 0 ð62Þ
with the wi unknown parameters and where /, h denote the 2-D
phase and orientation angles, respectively. Note, if the image signal
is 1-D, then w1  w2 and may be set to unity without loss in gener-
ality. Terms from higher-order angular harmonics are assumed to
be negligible. Note that 2-D phase computations suffer from an
aperture problem (Langley, Atherton, Wilson, & Larcombe, 1990;
Morgan & Castet, 1997). The fully steered original and under-
steered Riesz ﬁlters are given by Ihi ; Ijxj;hi ; Ijyj;hi , respectively (see
Fig. 10B). Working through we get:P
Ihi
2 þ
P
Ihi cos 2ðh hiÞ; X2 þ X cos 2ðh hiÞ
h i cos/
sin/
 
¼ 0;X ¼
X
Ijxj;hi up þ
X
Ijyj;hivp ð63Þ
If the signal is locally 1-D, however, then 12
P
Ihi ¼
P
Ihi cos 2ðh hiÞ
and 12X ¼ X cos 2ðh hiÞ. Using this assumption gives:
tan/   ½ð
P
Ijxj;hi Þ2 þ ð
P
Ijyj;hi Þ21=2P
Ihi
ð64Þ
as the Riesz estimate for 2-D phase. The sign of 2-D phase is deter-
mined from the spatial orientation of the signal near the region of
edges. Comparing the above with Eq. (11) reveals that 2-D phase
may be estimated from the elements drawn from the ﬁrst row of
the transformed Riesz matrix. The approximation given by Eq.
(64) (c.f. Eq. (63)) is preferred here because of its simplicity. We
note that the omitted double angled harmonic terms may be used
to estimate higher order image features such as saddle-points.
Appendix F. Bayes estimation of phase independent spatial
orientation vectors
Starting from a two-column vector of original and Riesz trans-
formed DDF responses, the joint PDF for the problem at hand is:
PðIh;eIh; IE;eIE;WÞ ¼ PðIh;eIhjIE;eIE;WÞPðWjIE;eIEÞPðIE;eIEÞ ð65Þ
where the orientation vector to be estimated is given by W 2 R31,
as deﬁned in Appendix D, but with the last two elements set to zero.
We let Ih;eIh 2 Rm1 denote noisy observations of the original and
Riesz transformed DDFs. Mean zero Gaussian statistics are assumed
for all sources of signal uncertainty. Also, we let IE 2 RðNþ1Þx1 andeIE 2 RðNþ1Þx2 represents the second-stage of ﬁltering that pools
1764 K. Langley, S.J. Anderson / Vision Research 50 (2010) 1748–1765across DDFs. Actually, eIE is a complex vector that contains the two
Riesz transformed signals as its real and imaginary parts (see
Fig. 4B-right). Finally, we follow Langley et al. (2009; Nestares
et al., 2008) and assume that the conditional PDF given by
PðWjIE;eIEÞ is noiseless: as such each orientation constraint included
in this conditional PDF may be represented by a multi-dimensional
Dirac delta function. For the prior PDF, the ACF for the original and
sum of Riesz transformed signals are equal so:
PðIE;eIEÞ / exp 12 I0ER1E IE
 
exp 1
2
eI0ER1E eIE  ð66Þ
and RE 2 R33 represents the ACF for the original and two Riesz
transformed signals, and is a diagonal matrix (see Fig. 5A-bottom).
Also note that the variance of the complex vector eIE is normalized
by the same ACF as the original signal. This possibility we believe
to be unique to Riesz computations and provides a considerable
saving in computational effort by the virtue of ‘balanced energy’.
The likelihood PDF (observation model) is assumed to be inde-
pendent of W so PðIh;eIhjIE;eIE;WÞ ¼ PðIh;eIhjIE;eIEÞ and:
PðIh;eIhjIE;eIEÞ / exp 12 ðIE  AIhÞ0X1ðIE  AIhÞ
 
 exp 1
2
ðeIE  ACeIhÞ0X1ðeIE  ACeIhÞ  ð67Þ
where, fromAppendixD,wehaveusedA = [D
0
D]1D
0
whichsimpliﬁes
both the computations and the signal representation. C is a complex
leading diagonal matrix whose entries are given by exp(jhi), the
orientation of the ith Riesz transformed DDF. The * means complex
conjugate. Signiﬁcant uncertainty is assumed to originate at the stage
of DDF so X ¼ r2nAA0 with r2n the variance of uncertainty, assumed
equal for each channel. The posterior PDF is given by:
PðIE;eIE;WjIh;eIhÞ / PðIh;eIhjIE;eIE;WÞPðWjIE;eIEÞPðIE;eIEÞ ð68Þ
from which the unobserved elements IE;eIE are to be marginalized
(Bishop, 2000) using:
PðWjIh;eIhÞ / Z Z PðIh;eIhjIE;eIE;WÞPðWjIE;eIEÞPðIE;eIEÞdIEdeIE ð69Þ
as the posterior PDF from which a phase independent spatial orien-
tation vector may be estimated from the MAP estimate ofW. Details
of the computational steps, which delivers an analytic solution, are
given in Langley et al. (2009). We do not repeat those computations
here but give an estimator as:
tan2/ ¼  IE1IE2 þ
eIE11eIE21 þeIE12eIE22
IE1IE3 þeIE11eIE31 þeIE12eIE32 ð70Þ
where the - denotes the Bayes estimate and IEi;eIEij refer to the sec-
ond-stage harmonic ﬁlter responses for the original and Riesz trans-
formed signals, respectively.
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