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Abstract
We give an algorithm that uniquely reconstruct an L-convex polyomino from the size of some special paths, called bordered
L-paths.
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1. Introduction
A planar discrete set is a ﬁnite subset of the integer lattice N2 deﬁned up to a translation. A discrete set can be
represented either by a set of cells, i.e. unitary squares of the Cartesian plane, or by a binary matrix, where the 1’s
determine the cells of the set (see Fig. 1). We choose to represent a discrete set as a set of cells and, in what follows,
with (i, j) we denote the cell [i − 1, i] × [j − 1, j ] with i, j ∈ N. An important class of discrete sets is the class P of
polyominoes.
A polyomino (cf. [8]) P is a ﬁnite connected set of adjacent cells, deﬁned up to translations, in the Cartesian plane.
A polyomino is said to be column-convex (resp. row-convex) if every its column (resp. row) is connected. Finally, a
polyomino is said to be convex if it is both column and row-convex (see Fig. 2).
In this paper we will deal with a particular family of convex polyominoes, recently introduced in [5] as the ﬁrst level in
a classiﬁcation of convex polyominoes and called L-convex. In that work the authors observed that convex polyominoes
have the property that every pair of cells is connected by a monotone path (i.e. self-avoiding path involving, at most, two
directions). In this way each convex polyomino is characterized by a parameter k that represents the maximal number
of changes of directions in these paths. More precisely, a convex polyomino is called k-convex if, for every pair of its
cells, there is at least a monotone path with at most k changes of direction that connects them. When the value of k is 1
we have the so called L-convex polyominoes, where the “preﬁx” L is motivated by the shape of the path that connects
any two cells. Such paths are called L-paths.
This class of polyominoes has been considered by several points of view. In [6] it is shown that L-convex polyominoes
are a well ordering according to the subpicture order. In [3,2] combinatorial aspects of L-convex polyominoes are
analyzed, giving the enumeration according to the semiperimeter and the area.
A problem frequently studied in literature is that of reconstructing a discrete set, on which some connectivity con-
straints are imposed, from partial informations. In particular, Discrete Tomography considers the problem to reconstruct
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Fig. 1. A discrete set ofN2, and its representations in terms of a binary matrix and a set of cells.
Fig. 2. A polyomino, a column-convex polyomino and a convex polyomino.
(a) (b)
Fig. 3. (a) Vertical projections vector V = (2, 2, 3, 8, 7, 7, 3, 3). The ﬁrst, fourth and ﬁfth components are indicated as a vertical line; (b) horizontal
projections vector H = (1, 3, 3, 8, 8, 6, 3, 3). The ﬁfth, sixth and seventh components are indicated as an horizontal line.
a discrete set from measurements, generically known as projections, of the number of cells in the set that lie on lines
with ﬁxed scopes (see [9] and also [1,10], for a survey). In the special case of a convex polyomino P, one considers
orthogonal (horizontal and vertical) projections, i.e. the pair (H, V ) that gives the number of cells in each column and
row of P, respectively.
In [4] it is proved that each L-convex polyominoes P is uniquely determined by its horizontal and vertical projections
while the same does not hold, in general, for convex polyominoes (cf. [7]). Such projections may be seen as sizes
(number of cells) of vertical (Fig. 3(a)) and horizontal (Fig. 3(b)) straight paths connecting cells of the opposite borders
of P.
Remark that H and V are vectors and not sets. One can check that if the components of H and V are given in a different
order, in general, a different L-convex polyomino can be obtained.
In this paper we approach a different problem. Instead of considering the size (number of cells) of vertical and
horizontal straight paths connecting the opposite borders of a convex polyomino P, we consider the number of cells in
bordered L-paths. A bordered L-path in P is a path that, starting in a border cell of P, goes straight on orthogonally
with respect to the border itself, until it meets the opposite border; then it turns on the left and proceeds, going straight
on, until it meets again a border, where it stops. Thus, there are four kinds of bordered L-paths. More precisely a SE
(resp. EN, NW and WS) bordered L-path in P is a path that starts in a cell of the upper (resp. left, lower and right)
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(a) (b)
Fig. 4. (a) The set SE = {(8, 2), (7, 2), (6, 3), (3, 8), (2, 7), (1, 7), (2, 3), (1, 3)}. The SE bordered L-paths of size (8, 2), (3, 8) and (2, 7), respec-
tively, are represented by lines; (b) the set EN = {(1, 1), (3, 1), (3, 2), (8, 1), (8, 2), (6, 3), (3, 6), (3, 7)}. The EN bordered L-paths of size (8, 2),
(6, 3) and (3, 6), respectively, are represented by lines.
border. Note that a bordered L-path may be an horizontal (or vertical) straight path, i.e. a path that exhibits no change
of direction. We call size of a bordered L-path the pair, of positive integer numbers, which represents the number of
cells in the horizontal and vertical arms of the L-path, respectively. We denote by SE (resp. EN , NW and WS) the
set of all the pairs of natural numbers which represent the size of a SE (resp. EN, NW and WS) bordered L-path in P.
See Fig. 4(a) for an example of set SE of an L-convex polyomino and Fig. 4(b) for the set EN .
One can think such bordered L-paths as X-rays (projections) that deviate from the straight path when they meet an
obstacle. Alternatively, one can image that our bordered L-paths are the information, about a polyomino, furnished by
a robot that explores the region and which is able to turn on the left when it meets a border and at most once.
We pose the question whether a convex polyomino can be uniquely reconstructed from the pair of sets (SE, EN ).
First, by a counterexample we prove that the question has a negative answer in the case of convex polyominoes. Then,
we prove that the pair of sets (SE, EN ) uniquely determines an L-convex polyomino by describing an algorithm of
reconstruction. Such an algorithm does not deal with the consistency problem, in the sense that we suppose that the
pair of sets (SE, EN ) given in input corresponds to some L-convex polyomino. Remark that, contrary to the case of
the reconstruction from the projections (H, V ) here SE and EN are sets and if we give their elements in a different
order we obtain the same result.
It is clear that the second (resp. ﬁrst) component of an element of SE (resp. EN ) gives the number of cells in a
column (resp. row), because it is the length of an L-path that goes from border to border. However, in this case, instead
of specifying the column (resp. row) exact position we give the number of cells necessary to reach the border, after the
turn. We stress that, indeed, we only know the size of bordered L-paths and not their starting points.
2. L-convex polyominoes
Let A and B two cells. A path  from A to B is a sequence C1, . . . , Cn of adjacent cells such that A = C1 and
B = Cn. Moreover, the two cells A and B are said to be connected in a discrete set S, if there exists a path from A to B
(or equivalently from B to A) contained in S. A pair (A,B) of adjacent cells of a path is called step. In particular, (A,B)
is a North (resp. South, East and West) step if A = (i, j) and B = (i, j + 1) (resp. B = (i, j − 1), B = (i + 1, j)
and B = (i − 1, j)). We say that a self-avoiding path (i.e. made of distinct cells) is monotone if it consists of steps
in, at most, two directions. For example, the path from A to B, depicted in Fig. 5, is monotone because it consists of
steps in, only, East and North directions. We say that a path C1, . . . , Cn has a change of direction in the cell Cm, for
2mn − 1, if (Cm−1, Cm) and (Cm,Cm+1) are steps of two different types. In particular, we say it turns on the left
in Cm if (Cm−1, Cm) is a step in South (resp. East, North and West) direction and (Cm,Cm+1) in East (resp. North,
West and South) direction. In [5] the authors observe that a polyomino P is convex if and only if every pair of its
cells is connected by a monotone path included in it. Hence, taking into account the minimum number of changes of
direction in their monotone paths, it is possible to give a classiﬁcation of convex polyominoes. In particular, we call
k-convex a convex polyomino such that for each pair of its cells there exists a monotone path, included in P, with at
most k changes of direction, connecting them. For example, it is easy to see that the polyomino shown in Fig. 5 is
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Fig. 5. An example of monotone path, in a convex polyomino, that consists (from A to B) of steps in, only, East and North direction.
Fig. 6. An L-convex polyomino S and an L-path included in it.
P :P′ :
Fig. 7. Two occurrences of P ′ in P.
3-convex. In this paper we limit our analysis to the ﬁrst step of the classiﬁcation, that is the 1-convex polyominoes.
The 1-convex polyominoes are also called L-convex polyominoes by virtue of the special shape of the paths. The class
of such polyominoes is here denoted by L.
Deﬁnition 1. An L-convex polyomino P is a convex polyomino in which every pair of cells is connected by a path, of
cells of P , with at most one change of direction. Such a path is called (cause its shape) L-path.
In Fig. 6 it is depicted an L-convex polyomino where the shaded cells form an L-path. In what follows we refer to
this example of L-convex polyomino that we call S.
If P and P ′ are two polyominoes, we say that P ′ occurs in P if there exists a subset of cells of P that represents P ′.
Note that a polyomino P ′ can have more than one occurrence in P, for example in Fig. 7 we show a polyomino P ′ and
its occurrences in a polyomino P. We say that P ′ is included in P, and write P ′ ⊆ P , if it occurs at least once in P.
Notation. With the pair [x, y], in which x, y ∈ N, we denote a rectangular polyomino (or simply rectangle) with
horizontal (resp. vertical) side of length x (resp. y).
If P is an L-convex polyomino, we denote by R(P) the set of all the possible rectangles included in P. Moreover,
[x, y] is said to be maximal in P if
∀[x′, y′], [x, y] ⊆ [x′, y′] ⊆ P ⇒ [x, y] = [x′, y′].
Finally, we denote by Rmax(P ) the set of the maximal elements of R(P ).
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(a) (b) (c)
Fig. 8. (a), (b) Examples of crossing intersection between two maximal rectangles; (c) no-crossing intersection.
(b)(a)
Fig. 9. (a) The example S as overlapping of its maximal rectangles; (b) an L-convex polyomino having the same maximal rectangles of S.
Remark 1. Rmax(P ) is a ﬁnite set whose elements are not comparable (with respect to ⊆). However, it can be ordered
as follows:
[x1, y1], [x2, y2], . . . . . . , [xn, yn],
where x1 > x2 > · · · > xn (or equivalently y1 < y2 < · · · < yn). This is called the canonic order of Rmax(P ). Until
further notice, we assume the set Rmax(P ) of the maximal rectangles of an L-convex polyomino P canonically ordered.
Remark 2. If P ∈ L, then
h(P ) = max{y | [x, y] ∈ Rmax(P )} = yn
and
w(P ) = max{x | [x, y] ∈ Rmax(P )} = x1,
where h(P ) (resp. w(P )) is the height (resp. width) of the minimal bounding rectangle of P. Note that this is not, in
general, true for an arbitrary convex polyomino.
Given two respective occurrences of the rectangles [x, y] and [x′, y′] in a polyomino P, we say that they have a
crossing intersection if their intersection is a set of cells that represents a rectangle with basis the smallest of the
two basis and with height the smallest of the two heights (see Fig. 8 for an example). In [5] the following important
characterization of L-convex polyominoes is proved.
Theorem 1. A convex polyomino P is L-convex iff every pair of its maximal rectangles occurs in P with a crossing
intersection.
An easy corollary follows.
Corollary 1. Each maximal rectangle of an L-convex polyomino P has a unique occurrence in P.
As a conclusion of the session we resume that each L-convex polyomino is one of the overlapping of its maximal
rectangles, with pairwise crossing intersection. Remark, however, that one can have two distinct L-convex polyominoes
with the same set of maximal rectangles placed in different positions (see Fig. 9). Hence, an L-convex polyomino P is
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uniquely determined by the dimensions of its maximal rectangles and by the positions of their respective occurrences
in P. We choose to give the position of the occurrence of a maximal rectangle [x, y] by giving the position of one of
its corners (i.e. the cells in the vertex of [x, y]).
3. Bordered L-paths
We now introduce a particular family of L-paths. They are left turning and we will prove that their size uniquely
determines the corresponding L-convex polyomino.
Let P be a convex polyomino. The L-path
 = (i0, j0), . . . , (is, js), . . . , (im, jm) ⊆ P,
that changes direction in (is, js), is said to be SE (resp. EN, NW and WS) if it is composed by South (resp. East, North
and West) steps followed from East (resp. North, West and South) steps. Note that the horizontal straight path can be
seen as both SE and EN path, in which (is, js) can be equal to (i0, j0) or (im, jm). In such case it has only a cell in the
vertical arm. Analogously, for the vertical straight paths.
Deﬁnition 2. The L-path
 = (i0, j0), . . . , (is, js), . . . , (im, jm) ⊆ P
is called
• SE bordered in P if it is SE and (i0, j0 + 1), (is, js − 1), (im + 1, jm) /∈ P ;
• EN bordered in P if it is EN and (i0 − 1, j0), (is + 1, js), (im, jm + 1) /∈ P ;
• NW bordered in P if it is NW and (i0, j0 − 1), (is, js + 1), (im − 1, jm) /∈ P ;
• WS bordered in P if it is WS and (i0 + 1, j0), (is − 1, js), (im, jm − 1) /∈ P .
In Fig. 10 we depict one example for each kind of L-path here deﬁned. The sharp represents a cell that does not
belong to P. In practice, a SE (resp. EN, NW and WS) bordered L-path in a convex polyomino P may be seen as a path
starting from a cell of the upper (resp. left, lower and right) border of P and going straight on, orthogonally with respect
to the border itself, until possible. When it meets the opposite border of P, it turns on the left and it proceeds, going
straight on, until it meets again the opposite border, where it stops.
Given a bordered L-path , its size is the pair (h, k) where
h = |im − i0| + 1
and
k = |jm − j0| + 1.
The pair (h, k) is nothing that the number of cells in the horizontal and vertical arms of the L-path, respectively.
(a) (b)
Fig. 10. (a) A SE and an EN bordered L-path in S; (b) a NW and a WS bordered L-path in S.
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Notation. We denote by SE (resp. EN , NW and WS) the set of all the pairs of positive integer numbers which
represent the size of a SE (resp. EN, NW and WS) bordered L-path of P.
The sets EN and WN corresponding to our example S in Fig. 6 of L-convex polyomino are
SE = {(8, 2), (7, 2), (6, 3), (3, 8), (2, 7), (1, 7), (2, 3), (1, 3)};
EN = {(1, 1), (3, 1), (3, 2), (8, 1), (8, 2), (6, 3), (3, 6), (3, 7)}.
It is easy to verify that if P ∈ L, then
card(SE) = card(NW) = w(P )
and
card(EN ) = card(WS) = h(P ).
4. Reconstruction algorithm
In this section we pose the question whether the pair (SE, EN ) uniquely determines a polyomino. In general, this
is not true for convex polyominoes. Indeed, in Fig. 11 we give two different convex polyominoes having the same pair
(SE, EN ). As regards L-convex polyominoes the following main theorem holds.
Theorem 2. Each L-convex polyomino is uniquely determined from (SE, EN ).
To prove our main result we give an algorithm that reconstructs an L-convex polyomino starting from the pair of
sets (SE, EN ). Actually, we use the sets SE and EN , but we could obtain the same result by considering other two
sets opportunely chosen. We refer the reader to concluding remarks for details.
We know that an L-convex polyomino P is given by the overlapping of its maximal rectangles with the crossing
property. Hence, to obtain P, we need the elements ofRmax(P ) and their respective positions in P. Since each rectangles
has a unique occurrence in P we can identify the rectangle with its occurrence and get its position in P by specifying
the position of one of the four corners. So we choose the WS corners and denote by (i , i ) the coordinates of the
corner in the last row and ﬁrst column of [xi, yi], 1 in (see Fig. 12). Let (1, 1) = (1, 1) .
Fig. 11. Two different convex polyominoes having the same pair (SE,EN ).
(ω1,σ1)
(ω2,σ2)
(ω3,σ3)=(ω4,σ4)
Fig. 12. The set Rmax(S) and the relative positions of maximal rectangles.
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yi-1 = ki-1
xi
xi-1
Fig. 13.
Our algorithm, basically, runs in two phases. The ﬁrst phase consists in determining the elements of Rmax(P ) in their
canonical order. In the second, the mutual positions of these maximal rectangles are established according to (1, 1).
In particular, this second phase is further divided into two procedures. The ﬁrst computes the array of the i’s of P,
that we denote by , the second computes the array of the i’s of P, that we denote by .
As regards the ﬁrst phase of the algorithm, the following Lemma 1 gives a procedure to determine the elements of
Rmax(P ) starting from the set SE .
Lemma 1. Let P ∈ L. The elements of Rmax(P ) are uniquely determined by SE (or equivalently by EN , NW , WS).
Proof. Let us ﬁrst remark that, given a positive integer k, the rectangle [x, k] belongs to Rmax(P ), for some x ∈ N
if and only if (h, k) ∈ SE for some h ∈ N. Let {k1, k2, . . . , kn} be the set {k ∈ N | (h, k) ∈ SE} where its elements
are taken in the increasing order (i.e. k1 < k2 < · · · < kn) and, for 1 in, let (ki) = |{(h, ki) ∈ SE | h ∈ N}|. If
Rmax(P ) = {[x1, y1], . . . , [xn, yn]} is the set of maximal rectangles given in the canonical order (cf. Remark 1), then,
by previous remark we have that yi = ki , with 1 in. It remains to compute the components xi , with 1 in. We
use an inductive argument. For i = n, since [xn, yn] is the rectangle having maximal height, from the deﬁnition of
SE one has that xn = (kn). Suppose now that the rectangle [xi, yi] has been computed, and consider the rectangle
[xi−1, yi−1]. Recalling that yi−1 = ki−1, one can easily derive (see Fig. 13) that the multiplicity (ki−1) is equal to
xi−1 − xi ; thus xi−1 = xi + (ki−1) with 1 < i < n. This concludes the proof. 
If we apply the procedure described in the proof of Lemma 1 to our example S (depicted in Fig. 6) we ﬁrst obtain from
SE the set {2, 3, 7, 8}, giving the heights of maximal rectangles, with multiplicities: (2) = 2, (3) = 3, (7) = 2,
and (8) = 1. By the inductive argument we compute the bases of maximal rectangles:
x4 = (8) = 1;
x3 = x4 + (7) = 1 + 2 = 3;
x2 = x3 + (3) = 3 + 3 = 6;
x1 = x2 + (2) = 6 + 2 = 8.
Thus, the maximal rectangles (see Fig. 12) are
{[8, 2], [6, 3], [3, 7], [1, 8]}.
The second phase of the algorithm determines the mutual positions of the maximal rectangles, i.e. the array {(i , i )|
1 in} of the coordinates of their WS corners. It is divided into two procedures: the procedure OMEGA1 and the
procedure OMEGA2.
In Fig. 14, we give the procedure OMEGA1((SE, EN ),) that determines the array starting from the pair (SE, EN )
and from the set Rmax(P ) in the canonical order.
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Fig. 14. Description of the procedure OMEGA1((SE,EN ),).
ωi ωiωi=ωi+1 ωi=ωi+1=ωi+1+xi+1-1
ωi+1 ωi+1ωi+1+xi+1-1 ωi+1+xi+1-1
ωi+xi-1 ωi+xi-1
(a) (b) (c)
Fig. 15. Reciprocal position of two consecutive maximal rectangles: (a) proper crossing; (b) left aligned; (c) right aligned.
The procedure OMEGA1 works as follows. At the ith step it determinesi+1 by looking ati and at the pair (SE, EN ).
Firstly, the procedure tests this input in order to verify which of the kinds depicted in Fig. 15 is the crossing among
[xi, yi] and [xi+1, yi+1].
For any 1 in we denote by H(yi) = {h ∈ N | (h, yi) ∈ SE} the set of all the ﬁrst components of the ele-
ments in SE having second component equal to yi . This set is clearly ﬁnite and considered in the decreasing order
{h1(yi), . . . , hp(yi)}; for brevity we denote by h˜(yi) its minimum hp(yi).
It is easy to see that the rectangles [xi, yi] and [xi+1, yi+1] have a proper crossing intersection if and only if there is
a gap in the sequence H(yi), i.e. there exists 1j < p such that hj+1(yi) = hj (yi) − 1. In such a case we say that
SE satisﬁes condition c1(i) in position j. This is synthesized in the following lemma, whose trivial proof is omitted.
Lemma 2. Let P ∈ L and [xi, yi], [xi+1, yi+1] ∈ Rmax(P ). If SE satisﬁes condition c1(i) in position j then the two
rectangles have proper crossing andi+1 = i + j . Vice versa, if the two rectangles have a proper crossing then there
exists 1j < p such that hj+1(yi) = hj (yi) − 1.
If SE does not verify condition c1(i) in any position j = 1, 2, . . . , p then two cases are possible:
• i+1 = i + xi − xi+1 i.e. the rectangles [xi, yi], [xi+1, yi+1] are right aligned;
• i+1 = i i.e. the rectangles [xi, yi], [xi+1, yi+1] are left aligned.
Now, we take in consideration h˜(yi) and compare it with xi+1. Clearly, if [xi, yi], [xi+1, yi+1] are right aligned, then
h˜(yi)xi+1 + 1, see Fig. 16(a). The converse does not hold. As we are going to see, if h˜(yi) = xi+1 + 1 the two
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(ξ,η)
(ωi,σi) (ωi,σi)xi+1
yi yi
xi xi+1
(c)(a) (b)
Fig. 16. (a) h˜(yi )xi+1 + 1; (b) h˜(yi )xi+1 + 1 and [xi , yi ], [xi+1, yi+1] are right aligned; (c) h˜(yi ) = xi+1 + 1 but [xi , yi ], [xi+1, yi+1] are
properly crossing.
rectangles may not be right aligned, Figure 16(c) depicts a counterexample. In fact, we have the following lemmas, all
with the hypothesis that SE does not verify condition c1(i).
Lemma 3. Let P ∈ L and [xi, yi], [xi+1, yi+1] ∈ Rmax(P ) being not proper crossing. If h˜(yi) < xi+1 + 1 then
i+1 = i .
Let us analyze now the case in which h˜(yi)xi+1 + 1 by distinguishing the case in which h˜(yi) = xi+1 + 1 and
that one in which there exists a positive integer b such that h˜(yi) = xi+1 + b + 1 (that is possible only if i > 1).
For brevity, we say that EN satisﬁes condition c2(i) if there exists (h, k) ∈ EN such that hxi and kyi , and we
say that SE satisﬁes condition c3(i) with b ∈ N if there exists a positive integer b such that h˜(yi) = xi+1 + 1 + b.
Lemma 4. Let P ∈ L and [xi, yi], [xi+1, yi+1] ∈ Rmax(P ). If h˜(yi) = xi+1 + 1 then
i+1 = i + xi − xi+1 iff EN satisﬁes condition c2(i).
Proof. Let (i , i ) be the coordinates of the WS corner of [xi, yi]. Ifi+1 = i+xi−xi+1, we have that (i+xi, i ) /∈
P because h˜(yi) = xi+1 + 1, see Fig. 16(b). Then there exists (h, k) ∈ EN that corresponds to an L-path in P having
change of direction in the cell (i + xi − 1, i ) such that hxi and kyi . Vice versa, suppose by contradiction,
i+1 < i + xi − xi+1 and that there exists (h, k) ∈ EN with hxi and kyi . Let (, ) be the cell in which
the corresponding L-path in P changes direction. Since hxi , by the remark given in the proof of Lemma 1 and
Theorem 1 we have that i < i + yi and i + xi − 1. However, since kyi for the same reasons we have that
ii + xi − 1 and i . Hence, (, ) = (i + xi − 1, i ) i.e., by deﬁnition, (i + xi, i ) /∈ P . But from the
hypothesis h˜(yi) = xi+1 + 1 (see Fig. 16(c)) it follows that (i + xi, i ) ∈ P . 
Lemma 5. Let P ∈ L and [xi, yi], [xi+1, yi+1] ∈ Rmax(P ) being not proper crossing. If SE satisﬁes condition c3(i)
with b ∈ N then the following facts hold:
(1) If (xi+1 + b, yi−1) ∈ SE then wi+1 = wi ;
(2) If (xi+1 + b, yi−1) /∈ SE and (xi + xi+1 + b + 1, yi−1) /∈ SE then wi+1 = wi + xi − xi+1;
(3) If (xi+1 + b, yi−1) /∈ SE but (xi + xi+1 + b + 1, yi−1) ∈ SE then wi+1 = wi if and only if h˜(yi−1) = xi + xi+1
+ b + 1.
Proof. (1) By contradiction, leti+1 = i +xi −xi+1 and let b > 0 such that h˜(yi) = xi+1 +b+1. Figs. 17(a) and (b)
depict the two possible, from Theorem 1, situations regarding position of [xi−1, yi−1]. In particular, either i−1 < i
(see Fig. 17(a)) or i−1 > i + xi − xi−1 (see Fig. 17(b)). In both the cases the pair (xi+1 + b, yi−1) cannot belong
to SE .
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xi+1 xi+1
(a) (b)
Fig. 17. h˜(yi ) = xi+1 + b + 1 and (a) i−1 < i ; (b) i−1 > i + xi − xi−1.
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(a) (b)
ω i-1+xi-1-1ωi-1 ωi ωi
xi xi
yi
xi+1+b xi+1+b
Fig. 18. h˜(yi ) = xi+1 + b + 1 and (a) i−1 < i ; (b) i−1 > i + xi − xi+1.
(2) By contradiction, let i+1 = i and let b > 0 such that h˜(yi) = xi+1 + b + 1. As before, we can have
either i−1 < i (see Fig. 18(a)) or i−1 > i + xi − xi−1 (see Fig. 18(b)). Then it is simple to see that either
(xi + xi+1 + b + 1, yi−1) belongs to SE or (xi+1 + b, yi−1) belongs to SE .
(3) If wi+1 = wi , (xi+1 +b+1, yi−1) /∈ SE and (xi +xi+1 +b, yi−1) ∈ SE we are in the conﬁguration in Fig. 18(a),
as we have just seen. It results obvious that h˜(yi−1) = xi + xi+1 + b + 1. Vice versa if we suppose, by contradiction,
i+1 = i + xi − xi+1, by hypothesis we are in one of the conﬁgurations of Fig. 17. In both cases we have that
h˜(yi−1) < xi + xi+1 + b + 1. 
Example 1. We show the processing of procedure OMEGA1((SE, EN ),) applied to the input (SE, EN ) to our
example S to obtain  (see Fig. 19).
First step: for i = 1 we take into consideration the rectangles [x1, y1] = [8, 2] and [x2, y2] = [6, 3]. H(y1) = {8, 7}
then, from Lemma 2, the two rectangles cannot be proper crossing. Since h˜(y1) = x2 + 1 and (8, 3) exists in EN then
(Lemma 4) the two rectangles are right aligned and 2 = 1 + x1 − x2 = 3;
Second step: for i = 2 we take into consideration the rectangles [x2, y2] = [6, 3] and [x3, y3] = [3, 7]. H(y2) =
{6, 2, 1}, then SE satisﬁes condition c1(2) in j = 1. It means, from Lemma 2, that the two rectangles are proper
crossing and 3 = 2 + 1 = 4;
Third step: for i = 3 we take into consideration [x3, y3] = [3, 7] and [x4, y4] = [1, 8]. H(y3) = {1, 2} then the
two rectangles are left or right aligned. Since h˜(y3) < x3 then, from Lemma 3, the two rectangles are left aligned i.e.
4 = 3 = 4.
We computed the array  = {1, 3, 4, 4}.
In order to introduce the procedure OMEGA2, consider the following preliminary remarks. Let P ∈ L, by P ∗ we
denote the L-convex polyomino obtained from P by a clockwise rotation of /2. As regards the maximal rectangles of
P ∗, we have that
Rmax(P ∗) = {[x∗1 , y∗1 ], . . . , [x∗n, y∗n]},
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Fig. 19.
Fig. 20. Description of the procedure OMEGA2((SE,WS),).
where
[x∗i , y∗i ] = [yn−i+1, xn−i+1], 1 in
and, by denoting with (∗i , ∗i ) the coordinates of its WS corners, one can observe that
i = 1 − (∗n − ∗n−i+1), 1 in. (1)
Furthermore, we have that a SE bordered L-path of P becomes a WS bordered L-path of P ∗ and an EN bordered
L-path of P becomes a SE bordered L-path of P ∗. Hence, if we denote by SE∗ and WS∗ the sets of size of P ∗ we have
SE∗ = {(h, k)| (k, h) ∈ EN }, (2)
WS∗ = {(h, k)| (k, h) ∈ SE}. (3)
We call ∗ (resp. ∗) the array of the ∗i ’s (resp. ∗i ’s).
In Fig. 20 we give the procedure OMEGA2((SE,WS),) that determines the array ofi’s of an L-convex polyomino
P starting from the pair (SE,WS). It is now clear that to determine  (second step) we compute (SE∗,WS∗) from
(SE, EN ) (by using (2) and (3)), we apply OMEGA2 to the input (SE∗,WS∗) to compute ∗ and then by (3) to
obtain .
The sets SE∗ and WS∗ related to our example S in Fig. 6 of L-convex polyomino are
SE∗ = {(1, 1), (1, 3), (2, 3), (1, 8), (2, 8), (3, 6), (6, 3), (7, 3)};
WS∗ = {(2, 8), (2, 7), (3, 6), (8, 3), (7, 2), (7, 1), (3, 2), (3, 1)}.
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yi
xi
ωi ωi+xi-xi+1
Fig. 22. i+1 = i + xi − xi+1.
The set of maximal rectangles is
Rmax(S∗) = {[8, 1], [7, 3], [3, 6], [2, 8]}.
The correctness of the procedure OMEGA2 is a consequence of the following lemma.
We say that WS satisﬁes condition c4(i) if there exists (h, k) ∈ WS such that hxi and k > yi and SE satisﬁes
condition c5(i) if there exists (h, k) ∈ SE such that h > h˜(yi) and k > yi.
Lemma 6. Let P ∈ L and [xi, yi], [xi+1, yi+1] ∈ Rmax(P ) being not proper crossing. If h˜(yi) > xi+1 then the
following facts hold:
(1) WS satisﬁes condition c4(i) then i+1 = i ;
(2) if WS does not satisfy condition c4(i) then i+1 = i if and only if SE satisﬁes condition c5(i).
Proof. (1) By contradiction, let i+1 = i + xi − xi+1. By the remark given in the proof of Lemma 1 and Theorem 1,
we have that every (h, k) ∈ WS with hxi is such that kyi (see Fig. 22).
(2) Suppose that does not exists (h, k) ∈ WS with hxi and k > yi . Figs. 23(a) and (b) depict the two possible
situations regarding the mutual position of [xi, yi] and [xi+1, yi+1] in P. Notice, from Fig. 23(a), that if i+1 = i
the two cells on the left and right of NWP [xi, yi] and NEP [xi, yi], respectively, does not belong to P. Hence, in view
of our hypothesis, it must be (i , i − 1) /∈ P . This implies that there exists (h, k) ∈ SE with h > h˜(yi) and k > yi .
Vice versa, suppose that such an element exists. Let (, ) be the cell in which the corresponding L-path in P changes
direction. Since k > yi , by the remark given in the proof of Lemma 1 and Theorem 1 we have thati+1 < i+xi+1.
But, as shown in Fig. 23(b), if i+1 = i + xi − xi+1, it follows k < h˜(yi). 
Example 2. We show the processing of procedure OMEGA2((SE,WS),) applied to the input (SE∗,WS∗) to our
example to obtain  (see Fig. 21).
First step: for i = 1 we take into consideration the rectangles [x∗1 , y∗1 ] = [8, 1] and [x∗2 , y∗2 ] = [7, 3]. H(y∗1 ) = {1}
then, from Lemma 2, the two rectangles cannot be proper crossing. Since h˜(y∗1 ) < x∗2 + 1 then (Lemma 3) the two
rectangles are left aligned and ∗2 = ∗1 = 1;
Second step: for i = 2 we take into consideration the rectangles [x∗2 , y∗2 ] = [7, 3] and [x∗3 , y∗3 ] = [3, 6]. H(y∗2 ) ={1, 2, 6, 7} then it satisﬁes condition c1(2) in j = 2. It means, from Lemma 2, that the two rectangles are proper
crossing and ∗3 = ∗2 + 2 = 3;
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Fig. 23. WS does not satisfy condition c4(i) and (a) i+1 = i ; (b) i+1 = i + xi − xi+1.
Third step: for i = 3 we take into consideration [x∗3 , y∗3 ] = [3, 6] and [x∗4 , y∗4 ] = [2, 8]. H(y∗3 ) = {3} then the two
rectangles are left or right aligned. Since h˜(y∗3 ) = x∗4 + 1 and WS does not satisﬁes condition c4(3) and SE does not
satisﬁes condition c5(3) then, from Lemma 6, the two rectangles are right aligned i.e. ∗4 = ∗3 + x∗3 − x∗4 = 4.
We computed the array ∗ = {1, 1, 3, 4} and by (1) we have the array  = {1, 0,−2,−2}.
We remark that both the two procedures OMEGA1 and OMEGA2 compute the array  of an L-convex polyomino P
but, each one starting from two different kinds of input. In the ﬁrst case the procedure uses pairs of the kind (SE, EN )
while the second procedure uses pairs of the kind (SE,WS). One could choose to use only one of the two procedures,
for example OMEGA2 that is shorter than OMEGA1. But in this case two different kinds of pair of sets are needed, i.e.
(SE,WS) to compute  and (SE∗,WS∗) (obtained from (SE, EN ) by (2) and (3)) to compute .
However, our aim is to uniquely reconstruct P starting from a unique pair of sets of sizes and we chosen the kind
(SE, EN ). For this reason we need to use both the two procedures, i.e. OMEGA1 applied to (SE, EN ) to compute 
and OMEGA2 applied to (SE∗,WS∗) to compute .
Finally we observe that, if we take as input, instead of the pair (SE, EN ), the pairs (NW,WS), (SE,WS) or
(NW, EN ), the same result of uniqueness can be obtained by algorithms analogous to that one here presented. In all
these cases both the procedures OMEGA1 and OMEGA2 are needed.
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