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LIPSCHITZ STABILITY FOR THE FINITE DIMENSIONAL FRACTIONAL
CALDERO´N PROBLEM WITH FINITE CAUCHY DATA
ANGKANA RU¨LAND AND EVA SINCICH
Abstract. In this note we discuss the conditional stability issue for the finite dimensional
Caldero´n problem for the fractional Schro¨dinger equation with a finite number of measure-
ments. More precisely, we assume that the unknown potential q ∈ L∞(Ω) in the equation
((−∆)s + q)u = 0 in Ω ⊂ Rn satisfies the a priori assumption that it is contained in a finite
dimensional subspace of L∞(Ω). Under this condition we prove Lipschitz stability estimates
for the fractional Caldero´n problem by means of finitely many Cauchy data depending on q.
We allow for the possibility of zero being a Dirichlet eigenvalue of the associated fractional
Schro¨dinger equation. Our result relies on the strong Runge approximation property of the
fractional Schro¨dinger equation.
1. Introduction
In this note we seek to prove Lipschitz stability estimates for the fractional Caldero´n problem
with a finite number of measurements under structural a priori information on the potential.
More precisely, we consider the following direct problem
((−∆)s + q)u = 0 in Ω,
u = f in Ωe,
(1)
where Ω ⊂ Rn with n ≥ 1 is an open, bounded domain and Ωe = Rn \Ω. Assuming that zero is
not a Dirichlet eigenvalue, i.e., that the following condition holds
[u ∈ Hs(Rn), ((−∆)s + q)u = 0 in Ω, u = 0 in Ωe]⇒ u ≡ 0 in Rn,(2)
it is possible to formally define the (generalized) Dirichlet-to-Neumann map (c.f. (3) for a weak
formulation of it)
Λq : H
s(Ωe)→ H˜−s(Ωe), f 7→ (−∆)su|Ωe .(3)
In [15] it was shown that the associated inverse problem – the fractional Caldero´n problem –
in which one seeks to recover the potential q in a suitable function space (e.g. q ∈ L∞(Ω))
from the knowledge of the Dirichlet-to-Neumann map Λq, is injective. This uniqueness result
was extended to (almost) scaling critical spaces, q ∈ Z−s(Ω), in [24]. Motivated by the formal
well-definedness in terms of degrees of freedom versus unknowns, in [14] it was proved that a
single measurement suffices to reconstruct the potential for the fractional Caldero´n problem. In
[24] it was also shown that for the full infinite dimensional problem with infinite measurements
conditional stability with a logarithmic modulus holds. By virtue of the constructions in [25],
this dependence is optimal. We refer to [8, 13, 17, 19, 24, 26] and the references therein for
further developments on the fractional Caldero´n and related problems.
In the present note, we show that as in the case of the classical Caldero´n problem, the a priori
information of the finite dimensionality of the potential q allows one to improve the modulus
of continuity in the stability estimate to a Lipschitz continuous dependence. Moreover, as in
the classical setting the Lipschitz constant however diverges exponentially with the increasing
“complexity” of the setting (c.f. Section 5 for a more precise explanation of this). First results
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of this kind were proven in [5, 22] for the classical Caldero´n problem, where a Lipschitz stability
estimate and the exponential behavior of the Lipschitz constant were achieved for piecewise
constant conductivities. This line of research was extended to many different directions (c.f.
[7, 2, 11, 3, 6, 1]). In [3] a conditional Lipschitz stability estimate for a piecewise linear potential
in the classical Schro¨dinger equation by means of local Cauchy data was achieved. To some extent
our main results represent the nonlocal analogue of the latter as we also deal with Cauchy data
which allow us to remove spectral conditions. We also prove that a finite number of measurements
f˜
(k)
j (see Theorem 1 and Proposition 4.2 for a precise definition), suffice to recover the potential
in the finite dimensional case in a Lipschitz stable way.
Originally, these improved stability properties were derived by using two main ingredients (c.f.
[5]):
• Propagation of smallness estimates;
• Asymptotic estimates at the discontinuity interfaces for singular solutions.
The first ingredient allows one to propagate the information from the boundary into the interior of
the domain. It is based on quantitative unique continuation results as for instance in [4]. In order
to combine this with Alessandrini’s identity which yields control on the potentials/conductivities,
the second ingredient, namely singular solutions, is used. The singular solutions are related to
localized solutions in the sense of for instance [12, 18] and provide very concentrated information
around the domains of interest and in particular near the discontinuity interfaces.
In the setting of the fractional Caldero´n problem the argument simplifies considerably. Due
to the strong approximation properties which are valid in this setting (and which are dual to the
strong uniqueness properties for the fractional Laplacian) [15, 9], we do not need to construct
singular solutions in this set-up. It suffices to use quantitative Runge approximation properties
(c.f. Theorems 2 and 4, which were first deduced in [24]). This is in the same spirit as the results
in [15] and [24], where it was not necessary to construct CGO solutions but where these were
replaced by the very strong Runge approximation properties that hold in the fractional set-up.
Exploiting the strong Runge approximation property for the fractional Laplacian, our argument
is of a “perturbative flavour”, which is reminiscent of the very recent work [1] on the classical
Caldero´n problem.
In the sequel we discuss the Runge approximation approach in the setting in which the po-
tential q will be assumed to be contained in a finite dimensional subspace of L∞(Ω). With only
small modifications and by using the results from [24], it is possible to extend this to critical
function spaces such as L
n
2s (Ω). We address both the situation in which zero is not a Dirichlet
eigenvalue of the problem (1) (c.f. Theorem 1) and the setting in which zero is allowed to be a
Dirichlet eigenvalue (c.f. Theorem 3). We derive Runge approximation properties in the latter,
which might be interesting in their own right.
1.1. Organization of the article. After recalling some auxiliary properties from [15] in Section
2, we first consider the case in which the potential q ∈ L∞(Ω) is such that zero is not a Dirichlet
eigenvalue. In this case the main result on the improved stability estimates (c.f. Theorem 1 and
Corollary 3.4) is a quite direct consequence of the quantitative Runge approximation properties
which were deduced in [24]. It is stated and proved in Section 3.
In Section 4 we extend Theorem 1 to the situation, in which q ∈ L∞(Ω) is such that it
may lead to a zero Dirichlet eigenvalue for the fractional Schro¨dinger operator (1). In order
to prove Theorem 3 and Proposition 4.2, the main results in this set-up, we first extend the
Runge approximation properties for fractional Schro¨dinger operators without zero eigenvalues to
Schro¨dinger operators with potentials which allow for zero Dirichlet eigenvalues. As these are
still Fredholm operators of index zero, we only have to deal with a finite dimensional additional
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subspace, which can be treated “by hand”, c.f. Sections 4.1.1, 4.1.2. In particular this allows us
to argue similarly as in the case without zero eigenvalue, c.f. Section 4.2.
Finally, in Section 5, we show that as in the classical case, in general the constants in the
Lipschitz estimates depend exponentially on the “complexity” of the problem, in that for the
piecewise constant setting the constant depends exponentially on the number of underlying do-
mains. This is based on a combination of ideas from [22] and [25].
2. Preliminaries
In this section, we briefly recall some auxiliary properties from [15], which will be used through-
out the article. We first define the relevant function spaces and then discuss the well-posedness
of the forward problem and the weak definition of the fractional Dirichlet-to-Neumann map in
the absence of zero eigenvalues.
2.1. Function spaces. In the sequel, we will use the following L2 based fractional Sobolev
spaces (c.f. Chapter 3 in [21]). Let W ⊂ Rn be open. Then, for s ∈ R we set:
Hs(W ) = {y : there exists Y ∈ Hs(Rn) such that y = Y |W },
‖y‖Hs(W ) := inf{‖Y ‖Hs(Rn) : Y |W = y},
H˜s(W ) = closure of C∞c (W ) in H
s(W ),
Hs
W
= {y ∈ Hs(Rn) : supp(y) ⊂W}.
We have
(Hs(W ))∗ = H˜−s(W ), (H˜−s(W ))∗ = (Hs(W )).
If W is Lipschitz and s ≥ 0, then also H˜s(W ) = Hs
W
.
2.2. Well-posedness and the Dirichlet-to-Neumann map. We recall the well-posedness
results and the weak definition of the Dirichlet-to-Neumann map for fractional Schro¨dinger op-
erators without zero eigenvalues. This follows the lines of [15].
Lemma 2.1 (Lemma 2.3 in [15]). Let s ∈ (0, 1) and n ∈ N. Let Ω ⊂ Rn be open and let
q ∈ L∞(Ω). Consider for u, v ∈ Hs(Rn) the bilinear form
Bq(u, v) := ((−∆) s2u, (−∆) s2 v)Rn + (qu, v)Ω.
Then, there exists a countable set Σ ⊂ R such that for λ ∈ R \ Σ, any F ∈ (H˜s(Ω))∗ and any
f ∈ Hs(Rn) there exists a unique u ∈ Hs(Rn) such that
Bq(u,w)− λ(u,w) = F (w)
for w ∈ H˜s(Ω) and u− f ∈ H˜s(Ω). Moreover,
‖u‖Hs(Rn) ≤ C(‖F‖(H˜s(Ω))∗ + ‖f‖Hs(Rn)).
The solution from Lemma 2.1 also agrees with the distributional solution to (1).
With the bilinear form from Lemma 2.1 at hand, it is possible to define the weak form of the
generalized Dirichlet-to-Neumann map
Λq : H
s(Rn)/H˜s(Ω)→ (Hs(Rn)/H˜s(Ω))∗
by
(Λq[f ], [g]) = Bq(uf , g).(4)
Here f, g ∈ Hs(Rn) and uf is a solution to (1) such that u − f ∈ H˜s(Ω). We note that for a
bounded Lipschitz domain Ω, we can identify Hs(Rn)/H˜s(Ω) with Hs(Ωe). If Ω is bounded,
4 ANGKANA RU¨LAND AND EVA SINCICH
open and Lipschitz, we will mostly drop the quotient space notation and simply write Λqf instead
of Λq[f ] (c.f. Lemma 2.4 in [15] for more details).
A further ingredient which will be used in the proof of Theorem 1 is a generalized Alessandrini
type identity for the fractional Caldero´n problem (c.f. Lemma 2.5 in [15]), which we briefly recall.
Lemma 2.2 ([15], Lemma 2.5). Let s ∈ (0, 1), n ≥ 1. Assume that Ω ⊂ Rn is an open, bounded
domain and that W ⊂ Ωe is open. Assume that (2) holds. Then for two solutions u1, u2 of (1)
with potentials q1, q2 ∈ L∞(Ω) and with exterior data f1, f2 we have
((q1 − q2)u1, u2)Ω = ((Λq1 − Λq2)f1, f2)W .
Finally, we recall the weak unique continuation property for the fractional Laplacian, which
due to the antilocality of the fractional Laplacian is a global result:
Lemma 2.3 ([15], Theorem 1.2). Let s ∈ (0, 1) and u ∈ Hs(Rn) for n ≥ 1. Assume that for
Ω ⊂ Rn open
u = 0 = (−∆)su in Ω.
Then u ≡ 0.
This result was proved in [15] based on Carleman estimates from [23], c.f. also [10] and [27]
for unique continuation results for the fractional Laplacian.
3. Absence of zero Dirichlet eigenvalue
In this section, we discuss our Lipschitz stability result in the setting in which zero is not a
Dirichlet eigenvalue. It is obtained by sampling the Dirichlet-to-Neumann map finitely many
times.
Theorem 1. Let s ∈ (0, 1) and n,m ∈ N. Let Ω ⊂ Rn be an open, bounded and smooth domain.
Suppose that W1,W2 ⊂ Ωe are open Lipschitz domains with W k ∩Ω = ∅ for k ∈ {1, 2}. Assume
that for some orthonormal (w.r.t. the L2(Ω) scalar product) functions g1, . . . , gm ∈ L∞(Ω) the
potentials q1, q2 ∈ L∞(Ω) are such that
q1, q2 ∈ span{g1, . . . , gm} and ‖q1‖L∞(Ω), ‖q2‖L∞(Ω) ≤ C0 <∞.
Furthermore, suppose that (2) holds for q1, q2.
Then there exist
• a constant C1 > 0 which depends only on the geometry of the domains Wk, k ∈ {1, 2},
on the functions g1, . . . , gm, on the constant C0 and on m,
• and data {f˜ (k)1 , . . . f˜ (k)m } ⊂ H˜s(Wk) with ‖f˜ (k)j ‖H˜s(Ω) = 1,
such that
‖q1 − q2‖L∞(Ω) ≤ C1 inf
{
‖(Λq1 − Λq2)f˜ (1)‖H−s(W2), ‖(Λq1 − Λq2)f˜ (2)‖H−s(W1)
}
.
Here f˜ (k) := (f˜
(k)
1 , . . . , f˜
(k)
m ) and (Λq1 − Λq2)f˜ (k) := ((Λq1 − Λq2)f˜ (k)1 , . . . , (Λq1 − Λq2)f˜ (k)m ) for
k ∈ {1, 2}.
Remark 3.1. With no loss of generality and by arguing with a Gram-Schmidt orthonormaliza-
tion process we can relax the orthonormality requirement on the basis g1, . . . , gm into a linearly
independence one.
Remark 3.2. We emphasize that the dependences of the constant C1 > 0 can be made explicit
in terms of the quantities Wk, k ∈ {1, 2}, on C0 > 0 and in terms of the functions g1, . . . , gm
(c.f. Section 3). It depends exponentially on the “complexity” of the setting, c.f. Section 5.
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Remark 3.3. We remark that the functions f
(k)
1 , . . . , f
(k)
m with k ∈ {1, 2} are obtained as “control
functions” for the Runge approximation of the basis to g1, . . . , gm by solutions to a fractional
Schro¨dinger equation with potential qk. Thus, in our argument, the functions f
(k)
1 , . . . , f
(k)
m with
k ∈ {1, 2} depend on the choice of the potentials qk.
In particular, we emphasize that although the stability estimate is formulated in terms of a
finite sample of the full Dirichlet-to-Neumann map, this should be mainly viewed as of theoretical
interest (rather than of practical relevance), since in general the functions f˜ (k) with k ∈ {1, 2}
are unknown. Hence, although one could easily turn the stability argument leading to Theorem
1 into a recovery algorithm, we do not formulate it explicitly here.
The Lipschitz stability property itself however should be regarded as of practical relevance, since
it improves the very slow logarithmic stability from the general set-up to much better Lipschitz
bounds in the finite dimensional setting (at the price of large constants, which depend on the
complexity of the problem).
For the sake of completeness, we formulate below the Lipschitz stability estimate from full
boundary data, i.e. from the knowledge of the (generalized) Dirichlet-to-Neumann map. The
proof is a straightforward consequence of Theorem 1.
Corollary 3.4. Under the hypotheses of Theorem 1 we also have that
‖q1 − q2‖L∞(Ω) ≤ C1‖Λq1 − Λq2‖∗.
Here ‖Λq1 − Λq2‖∗ := sup
{ ´
Rn
((Λq1 − Λq2)f1)f2dx : ‖fj‖H˜s(Wk) = 1
}
.
We note that the proof of Theorem 1 is more direct than in the case of the classical Caldero´n
problem. Instead of constructing singular solutions, it here suffices to argue by Runge approxi-
mation only.
In order to formulate the auxiliary results on Runge approximation in Section 3.1, we first
recall that in the setting in which zero is not a Dirichlet eigenvalue of the equation (1), i.e., in
the case that (2) holds, we can in particular consider the Poisson operator
Pq : H
s
W
→ Hs(Rn), f 7→ u.(5)
Here u denotes the solution of (1) with exterior data f .
In Section 3.2 we then present the proof of Theorem 1 and discuss several examples.
3.1. Quantitative Runge approximation. The article [24] established stability for the frac-
tional Caldero´n problem by quantifying the uniqueness results of [15]. Here a crucial ingredient
was a quantitative Runge approximation property which we will also rely on in the sequel:
Theorem 2 ([24], Theorem 1.4). Let s ∈ (0, 1) and n ∈ N. Let Ω ⊂ Rn be an open, bounded,
smooth domain. Let W ⊂ Ωe be an open Lipschitz domain with Ω ∩ W = ∅. Assume that
q ∈ L∞(Ω) is such that 0 is not a Dirichlet eigenvalue of (−∆)s + q in Ω. Let Pq denote the
Poisson operator from (5) and let rΩ denote the restriction operator to Ω.
Then, there exist constants C > 0, µ > 0 such that for any v ∈ Hs
Ω
there exists f ∈ Hs
W
with
‖v − rΩPsf‖L2(Ω) ≤ ǫ‖v‖Hs
Ω
, ‖f‖Hs
W
≤ CeCǫ−µ‖v‖L2(Ω).
The constants C > 0 and µ > 0 only depend on the geometries of Ω,W and on n, s, ‖q‖L∞(Ω).
We recall that this result was obtained by duality to a quantitative unique continuation result
for fractional Schro¨dinger equations. In the sequel, it will allow us to quantitatively approximate
arbitrary functions by solutions to the fractional Schro¨dinger equation.
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3.2. Proof of Theorem 1. With the Runge approximation result of Theorem 2 at hand, in
this section we address the proof of Theorem 1.
Proof of Theorem 1. We choose 2m functions h
(k)
1 , . . . , h
(k)
m ∈ H˜s(Ω), k ∈ {1, 2}, such that the
matrix
M :=

(g1, h
(1)
1 h
(2)
1 )Ω . . . (gm, h
(1)
1 h
(2)
1 )Ω
...
...
...
(g1, h
(1)
m h
(2)
m )Ω . . . (gm, h
(1)
m h
(2)
m )Ω

is invertible. This can always be ensured by for example defining h
(1)
1 h
(2)
1 , . . . , h
(1)
m h
(2)
m to be a
(regularized) approximation of the basis g1, . . . , gm itself. Then, by the Runge approximation
result of Theorem 2, there exist functions u
(1)
j , u
(2)
j with j ∈ {1, . . . ,m} such that the following
quantitative approximation property holds: For k ∈ {1, 2} there exist boundary data f (k)j ∈ HsWk
and solutions u
(k)
j = h
(k)
j + r
(k)
j of the fractional Schro¨dinger equations
((−∆)s + qk)u(k)j = 0 in Ω, u(k)j = f (k)j in Ωe
with
‖u(k)j − h(k)j ‖L2(Ω) ≤ ǫ‖h(k)j ‖HsΩ , ‖f
(k)
j ‖Hs
Wk
≤ CeCǫ−µ‖h(k)j ‖L2(Ω), j ∈ {1, . . . ,m},(6)
for some constants C > 1 and µ > 0 (which have the dependences which were explained in
Theorem 2).
Inserting the functions u
(k)
j into the generalized Alessandrini’s identity from Lemma 2.2 then
yields
((q1 − q2)h(1)j , h(2)j )Ω = −((q1 − q2)r(1)j , h(2)j )Ω − ((q1 − q2)r(2)j , h(1)j )Ω − ((q1 − q2)r(2)j , r(1)j )Ω
+ ((Λq1 − Λq2)f (1)j , f (2)j )Ωe .
(7)
Thus,∣∣∣((q1 − q2)h(1)j , h(2)j )Ω∣∣∣ ≤ ∣∣∣((q1 − q2)r(1)j , h(2)j )Ω∣∣∣+ ∣∣∣((q1 − q2)r(2)j , h(2)j )Ω∣∣∣+ ∣∣∣((q1 − q2)r(1)j , r(2)j )Ω∣∣∣
+ ‖(Λq1 − Λq2)f (1)j ‖H−s(W2)‖f (2)j ‖HsW2 .
Using this together with the assumption that
q1 − q2 =
m∑
j=1
ajgj ,
and the estimates from (6), leads to m inequalities of the form∣∣∣∣∣∣
m∑
j=1
aj(gj , h
(1)
l h
(2)
l )Ω
∣∣∣∣∣∣ ≤ C‖(Λq1 − Λq2)f˜ (1)l ‖H−s(W2)eCǫ−µ‖h(1)l ‖L2(Ω)‖h(2)l ‖L2(Ω)
+ Cǫ‖q1 − q2‖L∞(Ω)‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ , l ∈ {1, . . . ,m},
(8)
where f˜
(1)
l (x) :=
f
(1)
l
(x)
‖f
(1)
l
‖H˜s(W1)
. Abbreviating hl := h
(1)
l h
(2)
l for l ∈ {1, . . . ,m}, we observe that
for each l ∈ {1, . . . ,m} the estimate (8) can be rewritten as the following vector valued system
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of equations  (g1, h1)Ω . . . (gm, h1)Ω... ... ...
(g1, hm)Ω · · · (gm, hm)Ω

a1...
am
 = v1(ǫ) + v2(ǫ),
where v1(ǫ), v2(ǫ) ∈ Rn obey the bounds
|v1(ǫ)| ≤ CeCǫ−µ sup
l∈{1,...,m}
‖(Λq1 − Λq2)f˜ (1)l ‖H−s(W2)‖h(1)l ‖L2(Ω)‖h(2)l ‖L2(Ω)
|v2(ǫ)| ≤ Cǫ‖q1 − q2‖L∞(Ω) sup
l∈{1,...,m}
‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ .
By virtue of the assumed invertibility of the matrix M , we infer that for a = (a1, . . . , am)
‖a‖ ≤ CMeCǫ−µ sup
l∈{1,...,m}
‖(Λq1 − Λq2)f˜ (1)l ‖H−s(W2)‖h(1)l ‖L2(Ω)‖h(2)l ‖L2(Ω)
+ CM ǫ sup
l∈{1,...,m}
‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ‖a‖.
(9)
Here ‖a‖ := ‖a‖ℓ∞; the subscript M in the constant CM > 0 emphasizes that this constant
in particular depends on the invertibility properties of the matrix M . We note the last term
on the right hand side of (9) can be absorbed into the left hand side of (9) provided that
CM ǫ sup
l∈{1,...,m}
‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ < 1. As a consequence, setting
L0 := sup
l∈{1,...,m}
‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ , L1 := sup
l∈{1,...,m}
‖h(1)l ‖L2(Ω)‖h(2)l ‖L2(Ω),
and choosing ǫ = 12 (CML0)
−1, we have
‖a‖ ≤ CML1eCC
µ
M
Lµ0 ‖(Λq1 − Λq2)f˜ (1)‖H−s(W2).
Noting that Λq is a symmetric operator, we observe that in (7), we could also have reversed the
roles of f
(1)
j , f
(2)
j , which would have led to
‖a‖ ≤ CML1eCC
µ
M
Lµ0 ‖(Λq1 − Λq2)f˜ (2)‖H−s(W1).
This concludes the argument for Theorem 1. 
Remark 3.5. The above proof keeps quite explicitly track of the dependences of the constants on
the various parameters. It is an interesting question, to optimize the choice of the basis functions
gj and the dual test functions h
(k)
l for k ∈ {1, 2}.
Example 3.6. As an example of Theorem 1, one may consider the case of piecewise constant
potentials, which has been studied in [6] for the classical Schro¨dinger case. In this case we have a
(up to null sets) disjoint covering Ω =
N⋃
j=1
Dj by bounded Lipschitz sets Dj ⊂ Ω and gj := χDj ,
where χDj are the characteristic functions of the sets Dj, i.e.,
χDj (x) :=
{
1 if x ∈ Dj ,
0 else.
If s < 12 we can then choose the functions h
(k)
j from the proof of Theorem 1 to be the (normalized)
characteristic functions of the domains Dj, while for s ≥ 12 , we can for instance choose smoothed
out versions of these. Choosing for Ω = [0, 1]n the sets Dj to be translates of the interval
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[0, N−1/n]n then shows that the constant Lµ0 is proportional to N
µ˜ for some constant µ˜ > 0.
This is consistent with the results of [22] (c.f. also Section 5).
Example 3.7. From an applications point of view another interesting example of a system of
basis functions {g1, . . . , gm} corresponds to piecewise affine basis functions, as discussed in [3]
for the classical Schro¨dinger case. Considering a partition of Ω as in Example 3.6, we here have
m = Nn and
{g1, . . . , gm} = {χD1 , . . . , χDN , x1χD1 , . . . , x1χDN , x2χD2 , . . . , x2χD2 , . . . , xnχDN , . . . , xnχDN }.
Another canonical set of basis functions {g1, . . . , gm} for instance consists of a subset of the
trigonometric functions.
Remark 3.8. We emphasize that the choice of the space q ∈ L∞(Ω) does not play a major
role in our arguments. Instead of using the L∞ based Runge approximation results from above,
it would also have been possible to work with the space Z−s0 (R
n) and the approximation results
from Lemmas 8.1 and 8.2 in [24]. This would for instance have allowed us to treat potentials q
in finite dimensional subspaces of L
n
2s (Ω). Since there are no major changes in our arguments
(except for having to rely on the stronger results of Lemmas 8.1 and 8.2 from [24] instead of
Theorem 2) and since such a more general set-up would introduce additional technicalities, we
have opted against formulating the corresponding results.
4. Presence of Zero Eigenvalue
In the case in which zero is a Dirichlet eigenvalue of the problem (1), i.e. in the case in which
(2) is violated, we have to modify the functional analytic set-up of the argument from Section 3
slightly. In particular, we can no longer work with the Dirichlet-to-Neumann map, but have to
consider the Cauchy data associated with the problem.
Let us make this more precise: For Ω ⊂ Rn open, bounded and smooth and W ⊂ Ωe open
and Lipschitz, we consider the inhomogeneous Dirichlet problem
((−∆)s + q)u = F in Ω,
u = f in Ωe,
(10)
with F ∈ (H˜s(Ω))∗ = H−s(Ω), f ∈ H˜s(W ). By virtue of the results of Grubb [16] (which are for-
mulated for smooth domains, hence our restriction to this class of domains), the inhomogeneous,
zero Dirichlet data problem
((−∆)s + q)u˜ = F˜ in Ω,
u˜ = 0 in Ωe,
(11)
with F˜ ∈ H−s(Ω) gives rise to a Fredholm operator
T˜ : H˜s(Ω) ∋ u˜ 7→ F˜ ∈ H−s(Ω).
Due to the observations in Lemma 2.3 in [15], this operator is of index zero (indeed, if q = 0, it
is of index zero and multiplication with q ∈ L∞(Ω) is a compact perturbation, which does not
change the index of T˜ ). We note that the problem (10) can be reduced to (11) by extending f
by zero and defining u˜ := u − e0f , which leads to F˜ = F − (−∆)s(e0f). Here e0 denotes the
extension operator by zero. We have used that H˜s(W ) = Hs
W
for the Lipschitz domain W ⊂ Ωe.
The reduction of (10) to (11) and the results from [16] allow us to invoke the Fredholm
alternative (c.f. for instance Theorem 2.27 in [21]). In particular, this entails that there exists a
finite dimensional space
Z2 := {z ∈ H˜s(Ω) : ((−∆)s + q)z = 0 in Ω} ⊂ H˜s(Ω) ⊂ L2(Ω),(12)
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such that the problem (10) is solvable, if and only if
(F, z)Ω + (f, (−∆)sz)W = 0 for all z ∈ Z2.(13)
Here we used that supp(f) ⊂ W and view the identity (13) as a duality pairing (in the usual
sense, c.f. for instance Theorem 3.14 in [21]). We remark that since H˜s(Ω) = Hs
Ω
, we can also
interpret Z2 as a subset of H
s(Rn) (and not only of Hs(Ω)). Seeking to define the operator
A := ιrΩ(Pq − Id) in analogy to the operator from [24], where
• rΩ denotes the restriction operator onto Ω,
• ι is the (compact) inclusion operator of Hs(Rn) into L2(Ω),
• Pq is a Poisson type operator for (10) (which is defined in (15) below),
• and Id denotes the identity operator,
the following functional analytic set-up arises naturally: Motivated by the solvability properties of
(10) for a fixed open Lipschitz setW ⊂ Ωe, we introduce the following orthogonal decompositions
H˜s(W ) = Z1 ⊥ H1, L2(Ω) = Z2 ⊥ H2.
Here Z2 is the function space from (12), while Z1 is defined as the orthogonal complement of
H1 = {y ∈ H˜s(W ) : (y, (−∆)sz)W = 0, z ∈ Z2} ⊂ H˜s(W ).(14)
By the Fredholm alternative, both Z1 and Z2 are finite dimensional.
In this setting the Poisson operator to the problem (10) with F = 0 is now defined as the
mapping
Pq : H1 → Hs(Rn)/Z2, f 7→ [u].(15)
Here u solves (10) with F = 0 and boundary data f ∈ H1 and Hs(Rn)/Z2 denotes the quotient
space of Hs(Rn) and Z2 (for whose definition we use that Z2 ⊂ Hs(Rn)). The notation [u]
denotes the equivalence class in Hs(Rn)/Z2 containing the element u. By an argument as in the
proof of Lemma 2.3 in [15] (now formulated in the quotient space Hs(Rn)/Z2) the operator Pq
is bounded and linear.
Having established this notation, by Sobolev embedding, we define the compact, linear oper-
ator
A : H1 ⊂ H˜s(W )→ H2 ⊂ L2(Ω), f 7→ ιrΩPqf,
which by the previous considerations is a well-defined operator. With slight abuse of notation we
have here identified H2 with L
2(Ω)/Z2 (in particular, with this identification, we do not use the
notation of equivalence classes any longer but simply write u instead of [u]). We remark that by
the disjointness of the sets Ω,W the operator A can also be written as Af = ιrΩ(Pqf − f). Its
Banach space adjoint At can be computed to be Atv = (−∆)sw|W , where v ∈ H2 and w ∈ H2
are related through the dual equation
((−∆)s + q)w = v in Ω,
w = 0 in Ωe.
(16)
We remark that the dual problem is solvable, since v ∈ H2. In order to have well-posedness,
as in the definition of Pq, we have also chosen to define the solution map to (16) to involve the
orthogonal projection onto H2, whence w ∈ H2. We will always use this implicitly in the sequel.
Hence, by general functional analysis the Hilbert space adjoint of A is given by
A∗ : H2 → H1, v 7→ R−1s (−∆)sw|W ,
where Rs denotes the Riesz isomorphism from H˜
s(W ) to H−s(W ).
Due to the presence of zero as an eigenvalue to (1), we can no longer define the Dirichlet-
to-Neumann operator as in (3). Instead we consider the Cauchy data set associated with the
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problem (1). For the potentials qi ∈ L∞(Ω) with i ∈ {1, 2} and a set W ⊂ Ωe this amounts to
considering the sets
Ci := {(f, g) ∈ H˜s(W )×H−s(W ) : f = ui|W , g = (−∆)sui|W
for some solution ui ∈ Hs(Rn) to (1) with potential qi}.
Equipped with the H˜s(W )×H−s(W ) norm, which for convenience we abbreviate by a subindex
H , the Cauchy data form a closed subspace of the Hilbert space H˜s(W ) ×H−s(W ). We define
the distance of the two Cauchy data sets to be
d(C1, C2) = max
{
sup
h∈C2,h 6=0
inf
k∈C1
‖h− k‖H
‖h‖H , suph∈C1,h 6=0
inf
k∈C2
‖h− k‖H
‖h‖H
}
.
We recall that if zero is not an eigenvalue of the fractional Schro¨dinger operator, this distance is
comparable to the norm of the difference of the Dirichlet-to-Neumann maps Λq1 , Λq2 .
In presenting the analogue of the results of Section 3 in the outlined more general set-up in
which zero is allowed to be an eigenvalue of (1), we begin by formulating the full data analogue
of Theorem 1.
Theorem 3. Let n,m ∈ N and s ∈ (0, 1). Let Ω ⊂ Rn be an open, bounded, smooth domain.
Suppose that W1,W2 ⊂ Ωe are Lipschitz with Wj ∩Ω = ∅ for j ∈ {1, 2}. Let q1, q2 ∈ L∞(Ω) with
q1, q2 ∈ span{g1, . . . , gm} and ‖q1‖L∞(Ω), ‖q2‖L∞(Ω) ≤ C0 <∞,
for some orthonormal (w.r.t. the L2(Ω) scalar product) functions g1, . . . , gm ∈ L∞(Ω). Then
there exists a constant C2 > 0, which depends only on the geometry of the domains W1,W2, on
the functions g1, . . . , gm and on the constant C0 > 0, such that
‖q1 − q2‖L∞(Ω) ≤ C2d(C1, C2).
Remark 4.1. As in the case of Theorem 1, the dependence of C2 on N can be made quite
explicit. It is essentially determined by the geometry of the domains W1,W2, by the constant
C0 > 0 and by the choice of the functions g1, . . . , gm.
Similarly, as in Theorem 1, it is also possible to formulate a finite measurement result for the
setting in which zero is allowed to be an eigenvalue of the fractional Schro¨dinger equation (1).
In order to formulate this, we introduce a suitable finite measurement Cauchy data set, which is
a finite subset of the full Cauchy data set: For given functions p1, . . . , pm ∈ H˜s(W ) and m ∈ N
we set p := (p1, . . . , pm) ∈ (H˜s(W ))n and define
Ci(p) := {(pl, g) ∈ {p1, . . . , pm} ×H−s(W ) ⊂ H˜s(W )×H−s(W ), (pl, g) ∈ Ci} ⊂ Ci.
As in [3] we measure the distance between finite sets of Cauchy data by the following quantity:
d(C1(p), C2(p)) = max
{
sup
h∈C2(p),h 6=0
inf
k∈C1(p)
‖h− k‖H
‖h‖H , suph∈C1(p),h 6=0
inf
k∈C2(p)
‖h− k‖H
‖h‖H
}
.
With this notation at hand, the finite Cauchy data result can be formulated as follows:
Proposition 4.2. Under the hypotheses of Theorem 3 there exist
• a constant C2 > 0, which depends only on the geometry of the domains W1,W2, on the
functions g1, . . . , gm and on the constant C0 > 0,
• functions f (k)1 , . . . , f (k)m ∈ H˜s(Wk) with k ∈ {1, 2},
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such that
‖q1 − q2‖L∞(Ω) ≤ C2d(C1(f (1)), C2(f (2))).
Here f (k) := (f
(k)
1 , . . . , f
(k)
m ), where k ∈ {1, 2}.
In the sequel, we derive these results by slight adaptations of the arguments from Section
3. In particular, this necessitates derivations of analogues of the qualitative and quantitative
Runge approximation property, which are derived in Sections 4.1.1 and 4.1.2. Relying on these
auxiliary results, which might be interesting on their own right, we then present the argument
for Theorem 3 in Section 4.2.
4.1. Runge approximation. In order to derive the stability properties claimed above, we ex-
tend the Runge approximation property from Theorem 2 to the case in which the potential q is
allowed to have zero as a Dirichlet eigenvalue for (1), i.e. the condition (2) is violated.
4.1.1. Qualitative Runge approximation. Before turning to the quantitative Runge approxima-
tion property, we reprove its qualitative variant. The main result here reads:
Lemma 4.3. Let n ∈ N, s ∈ (0, 1). Let Ω ⊂ Rn be an open, bounded and smooth domain.
Assume that W ⊂ Ωe is open with Ω ∩W = ∅. Let q ∈ L∞(Ω). Then, the set
R := {rΩPqf + z : f ∈ H1, z ∈ Z2}
is dense in L2(Ω).
Proof. In order to show the density result, by Hahn-Banach, it suffices to prove that any function
h ∈ L2(Ω) with (h, g)Ω = 0 for all g ∈ R has to vanish identically. Given such a function h,
we may immediately assume that (h, z)Ω = 0 for all z ∈ Z2, as f = 0 ∈ H1. In particular this
entails that the dual problem
((−∆)s + q)w = h in Ω,
w = 0 in Ωe,
is solvable with w ∈ H2. Hence,
0 = (h, Pqf)Ω = (((−∆)s + q)w,Pqf)Ω = ((−∆)sw|W , f)W for all f ∈ H1.
As a consequence, (−∆)sw|W ∈ (H1)a, where (H1)a denotes the annihilator of H1. By definition
of the space H1 this however entails that there exist (λj , zj) ∈ R×Z2, j ∈ {1, . . . ,m} and m ∈ N,
such that
(−∆)sw|W =
m∑
j=1
λj(−∆)szj|W .
Since also w = 0 =
m∑
j=1
λjzj on W , by the weak unique continuation property (c.f. Lemma 2.3),
this entails that w =
m∑
j=1
λjzj, whence w ∈ Z2 ∩H2. From this we however infer w ≡ 0 and thus
h ≡ 0, which concludes the argument. 
Remark 4.4. By orthogonality of the spaces H2, Z2, Lemma 4.3 also directly implies that for
W ⊂ Ωe with Ω ∩W = ∅ the set
R := {rΩPqf : f ∈ H1}
is dense in H2.
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4.1.2. Quantitative Runge approximation. Relying on the qualitative Runge approximation from
above, as the main result of this subsection, we prove the following quantitative Runge approxi-
mation property.
Theorem 4. Let s ∈ (0, 1) and n ∈ N. Let Ω ⊂ Rn be an open, bounded, smooth domain. Let
W ⊂ Ωe be a Lipschitz domain with Ω ∩W = ∅. Assume that q ∈ L∞(Ω). Then there exist
constants C, µ > 0 such that for any v ∈ Hs
Ω
there are f ∈ Hs
W
and z ∈ Z2 with
‖v − Psf − z‖L2(Ω) ≤ ǫ‖v‖Hs
Ω
, ‖f‖Hs
W
≤ CeCǫ−µ‖v‖L2(Ω).
The constants C, µ only depend on s, n,Ω,W, ‖q‖L∞(Ω).
The quantitative Runge approximation property will follow from a modification of Lemma 2.3
in [24] and the quantitative unique continuation result from [24]. Indeed, the finite dimensional
additional part, will not play any role for the cost of controlability (c.f. the arguments below, in
particular Lemma 4.6).
As an auxiliary step towards the proof of Theorem 4, we rely on the singular value decompo-
sition of the operators A,A∗.
Lemma 4.5. Let n ∈ N, s ∈ (0, 1). Let Ω ⊂ Rn be an open, bounded and smooth domain.
Let W ⊂ Ωe be open with Ω ∩ W = ∅. Let A : H1 ⊂ H˜s(W ) → H2 ⊂ L2(Ω) be as above.
Then A is a compact, injective linear operator whose image in H2 is dense. Moreover, there
exists a singular value decomposition with {ϕk}k∈N ⊂ H1, {ψk}k∈N ⊂ H2, {σk}k∈N ⊂ R+ and
σk ≥ σk+1 ≥ · · · > 0. In particular,
Aϕk = σkψk, A
∗ψk = σkϕk.
Proof. The compactness of A follows from the regularity properties of the Poisson operator Pq,
which maps H1 into a subspace of H
s(Rn), and the compactness of the embedding ι : H˜s(Ω)→
L2(Ω). The injectivity is a consequence of the unique continuation principle for the fractional
Laplacian. The density of the image in H2 follows from the qualitative Runge approximation of
Lemma 4.3 and of Remark 4.4.
Hence, by the spectral theorem for compact, self-adjoint operators, the operator A∗A : H1 → H1
has an orthonormal eigenvalue basis {ϕk}k∈N with positive, decreasing eigenvalues {µk}k∈N. For
σk :=
√
µk we set ψk :=
1
σk
Aϕk and claim that this forms a complete, orthonormal system in H2.
As orthonormality follows from the definition, it suffices to check completeness. This however
follows from the density of the span of {ϕk}k∈N in H1 and the unique continuation properties of
the fractional Laplacian: By Hahn-Banach, it suffices to prove that if for some v ∈ H2 it holds
that
(ψk, v)Ω = 0 for all k ∈ N,(17)
then v ≡ 0. But as (17) is equivalent to the condition that (ϕk, A∗v)H˜s(W ) = 0 for all k ∈ N, we
infer that on the one hand A∗v ∈ Z1. By definition of A∗, this implies that (ϕk, (−∆)sw|W )W = 0
for all k ∈ N. Here w ∈ H2 denotes the solution of the dual problem (16) with inhomogeneity
v ∈ H2. Thus, there exist αi ∈ R, zi ∈ Z2, i ∈ {1, . . . ,m} such that
(−∆)sw|W =
m∑
i=1
αi(−∆)szi|W .
As also w = 0 =
m∑
i=1
αizi on W , the (weak) unique continuation property of the fractional
Laplacian (c.f. Lemma 2.3) implies that on the one hand w ≡
m∑
i=1
αizi ∈ Z2. However, on the
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other hand the assumption that v ∈ H2 yields w ∈ H2. Since thus w ∈ Z2 ∩H2, we arrive at the
conclusion w ≡ 0 and hence v ≡ 0, which concludes the completeness proof. 
Based on the singular value decomposition and following the lines of the argument presented
in Lemma 3.3 in [24], we have the following auxiliary result:
Lemma 4.6. Let n ∈ N, s ∈ (0, 1). Let Ω ⊂ Rn be an open, bounded and smooth domain. Let
W ⊂ Rn be open with Ω∩W = ∅. Let w ∈ Hs
Ω
∩H2 be a solution of the dual equation (16) with
inhomogeneity v ∈ H2 and potential q ∈ L∞(Ω). Assume that for some C > 0, µ > 0 we have
‖v‖H−s(Ω) ≤ C
(
log
( ‖v‖L2(Ω)
‖(−∆)sw‖H−s(W )
))−µ
‖v‖L2(Ω).
Then for any v ∈ Hs
Ω
and any ǫ > 0 there exist f ∈ H1 and z ∈ Z2 such that
‖v − Psf − z‖L2(Ω) ≤ ǫ‖v‖Hs
Ω
, ‖f‖Hs
W
≤ C exp(Cǫ−µ)‖v‖L2(Ω).
Proof. The argument essentially follows as in [24], since the additional finite dimensional subspace
Z2 can be dealt with “by hand”. More precisely, given v ∈ HsΩ ⊂ L2(Ω), the singular value
decomposition of Lemma 4.5 implies that
v =
∞∑
j=1
βjψj +
m∑
l=1
β˜lzl,
where zl ∈ Z2. Considering the projection v˜ =
∞∑
j=1
βjψj of v onto H2 first, we define
Rαv˜ =
∑
σj≥α
βj
σj
ϕj ∈ H1 ⊂ HsW .
Then by orthogonality (of the functions ϕj but also of the spaces H2 and Z2) we obtain that
‖Rαv˜‖Hs
W
≤ 1
α
‖v˜‖L2(Ω) ≤ 1
α
‖v‖L2(Ω).
Furthermore, we set rα :=
∑
σj<α
βjψj ∈ H2. Observing that ARαv˜ =
∑
σj≥α
βjψj , relying on
Lemma 4.5 and using orthogonality of H2 and Z2, then yields
‖ARα(v˜)− v˜‖2L2(Ω) ≤ |(v˜, rα)L2(Ω)| = |(v, rα)L2(Ω)| ≤ ‖v‖H˜s(Ω)‖rα‖H−s(Ω) ≤ ‖v‖Hs(Rn)‖rα‖H−s(Ω)
≤ ‖v‖Hs
Ω
‖rα‖H−s(Ω) ≤ ‖v‖Hs
Ω
(
log
(
‖rα‖L2(Ω)
‖A∗rα‖Hs
W
))−µ
‖rα‖L2(Ω)
≤ ‖v‖Hs
Ω
(log (1/α))
−µ ‖rα‖L2(Ω) ≤ ‖v‖Hs
Ω
(log (1/α))
−µ ‖ARα(v˜)− v˜‖L2(Ω).
Hence, by orthogonality we have that for f := Rαv˜
‖Rαv˜‖Hs
W
≤ 1
α
‖v‖L2(Ω),
‖ARα(v˜) +
m∑
l=1
β˜lzl − v‖L2(Ω) = ‖ARα(v˜)− v˜‖L2(Ω) ≤ ‖v‖Hs
Ω
(log (1/α))
−µ
.
Optimizing in α concludes the proof. 
Proof of Theorem 4. By combining the observations from Lemma 4.6 with the unique continua-
tion properties from [24] (which hold as soon as one has a pair (w, v) solving (16); in particular,
it does not require a spectral assumption), we in particular infer the quantitative Runge prop-
erty. 
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4.2. Proofs of Theorem 3 and of Proposition 4.2. The proofs of Theorem 3 and of Propo-
sition 4.2 follow similarly as the proof of Theorem 1. However, instead of using Alessandrini’s
identity as formulated in Lemma 2.2, we rely on the following modification of it:
Lemma 4.7. Let s ∈ (0, 1), n ≥ 1 and assume that Ω ⊂ Rn is an open, bounded domain. Let
further W ⊂ Ωe be open. Let u1, u2 ∈ Hs(Rn) be solutions to (1) with potentials q1, q2 ∈ L∞(Ω).
Then for any further solution v2 to (1) with potential q2 we have
((q1 − q2)u1, u2)Ω = ((−∆)su2, u1 − v2)W − ((−∆)su1 − (−∆)sv2, u2)W .(18)
In particular,
|((q1 − q2)u1, u2)Ω| ≤ d(C1, C2)‖u2‖H‖u1‖H ,(19)
with ‖w‖H := ‖w‖H˜s(W ) + ‖(−∆)sw‖H−s(W ).
Proof. The generalized Alessandrini’s identity is a consequence of the same ideas as the proof of
Lemma 2.2. Indeed, by using the equations for u1, u2, we infer
((q1 − q2)u1, u2)Ω = ((−∆)su2, u1)W − ((−∆)su1, u2)W .
Next we note that if v2 is also a solution of the equation (1) with potential q2, then
0 = ((−∆)su2, v2)W − ((−∆)sv2, u2)W .
Subtracting the previous two identities implies the claim of (18).
The estimate (19) follows from (18) by the definition of the aperture between two metric
spaces. More precisely, we have
|((q1 − q2)u1, u2)Ω| ≤ |((−∆)su2, (u1 − u2))W |+ |((−∆)su1 − (−∆)sv2, u2)W |
≤ ‖(−∆)su2‖H−s(W )‖u1 − v2‖H˜s(W ) + ‖u2‖H˜s(W )‖(−∆)s(u1 − v2)‖H−s(W )
≤ (‖(−∆)su2‖H−s(W ) + ‖u2‖H˜s(W ))‖u1 − v2‖H .
Moreover, since the above inequality holds for any solution v2 to (1) with potential q2 it follows
that
|((q1 − q2)u1, u2)Ω| ≤
(
inf
v2∈C2
‖u1 − v2‖H
‖u1‖H
)
‖u1‖H‖u2‖H ≤ d(C1, C2)‖u1‖H‖u2‖H .

Remark 4.8. If it is known that (u1, (−∆)su1) ∈ C1(p(1)) and (u2, (−∆)su2), (v2, (−∆)sv2) ∈
C2(p(2)) for some functions p(1), p(2) as in the definition of the finite Cauchy data, then it is
possible to replace the term d(C1, C2) in (19) by the quantity d(C1(p(1)), C2(p(2))).
With Lemma 4.7 at hand, the proofs of Theorem 3 and Proposition 4.2 follow analogously as
the proof of Theorem 1: It suffices to replace the use of the Runge approximation result from
[24], which was recalled in Theorem 2, by the Runge approximation from Theorem 4. We discuss
some of the details of this. As there are no major differences in the arguments for the proofs of
Proposition 4.2 and for Theorem 3, we only present the details for the proof of Proposition 4.2.
Proof of Proposition 4.2. As in the proof of Theorem 1 we choose functions h
(k)
1 , . . . , h
(k)
m , k ∈
{1, 2}, such that the matrix
M :=

(g1, h
(1)
1 h
(2)
1 )Ω . . . (gm, h
(1)
1 h
(2)
1 )Ω
...
...
...
(g1, h
(1)
m h
(2)
m )Ω . . . (gm, h
(1)
m h
(2)
m )Ω

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is invertible (by choosing h
(k)
l suitably, we can even ensure that the matrix M is arbitrarily close
to the identity matrix). By the Runge approximation result of Theorem 4, we obtain solutions
u
(k)
l ∈ H2 to the Schro¨dinger equation (1) and kernel elements z(k)l ∈ Z2 such that
h
(k)
l = u
(k)
l + z
(k)
l + r
(k)
l in Ω, u
(k)
l = f
(k)
l in Ωe,
where k ∈ {1, 2}, and
‖r(k)l ‖L2(Ω) ≤ ǫ‖h(k)l ‖HsΩ , ‖u
(k)
l ‖HsW ≤ Ce
Cǫ−µ‖h(k)l ‖L2(Ω).
Relying on the estimates from Lemma 4.7, we obtain
∣∣∣((q1 − q2)h(1)l , h(2)l )∣∣∣ ≤ ∣∣∣((q1 − q2)(u(1)l + z(1)l ), (u(2)l + z(2)l ))∣∣∣
+ |((q1 − q2)r(1)j , h(2)j )|+ |((q1 − q2)r(2)j , h(1)j )|+ |((q1 − q2)r(1)j , r(2)j )|
≤ d(C1(f (1)), C2(f (2)))‖u(1)j + z(1)j ‖H‖u(2)j + z(2)j ‖H
+ |((q1 − q2)r(1)j , h(2)j )|+ |((q1 − q2)r(2)j , h(1)j )|+ |((q1 − q2)r(1)j , r(2)j )|
≤ d(C1(f (1)), C2(f (2)))‖u(1)j + z(1)j ‖H‖u(2)j + z(2)j ‖H
+ ǫ‖q1 − q2‖L∞(Ω)(‖h(1)j ‖HsΩ + ‖h
(2)
j ‖HsΩ).
(20)
Next we estimate the term ‖u(1)j + z(1)j ‖H . First we note that
‖u(1)j + z(1)j ‖H = ‖u(1)j + z(1)j ‖H˜s(W ) + ‖(−∆)s(u(1)j + z(1)j )‖H−s(W )
= ‖f (1)j ‖H˜s(W ) + ‖(−∆)s(u(1)j + z(1)j )‖H−s(W ),
(21)
where we have used that u
(1)
j + z
(1)
j = f
(1)
j in W . Next, we have
‖(−∆)s(u(1)j + z(1)j )‖H−s(W ) ≤ ‖(−∆)s(u(1)j + z(1)j − f (1)j )‖H−s(W ) + ‖(−∆)sf (1)j ‖H−s(W )
≤ ‖(−∆)s(u(1)j + z(1)j − f (1)j )‖H−s(W ) + C‖f (1)j ‖H˜s(W ).
(22)
We have used f
(1)
j ∈ HsW in order to deal with the second contribution on the right hand side.
Since z
(1)
j , u
(1)
j + z
(1)
j − f (1)j ∈ HsΩ, we infer for x ∈ W that
|(−∆)s(u(1)j + z(1)j − f (1)j )(x)| =
∣∣∣∣∣∣cs,n
ˆ
Ω
(u
(1)
j + z
(1)
j − f (1)j )(y)
|x− y|n+2s dy
∣∣∣∣∣∣
≤ cn,s|Ω|1/2(|x| + CΩ,W )−n−2s‖(u(1)j + z(1)j − f (1)j )‖L2(Ω)
= cn,s|Ω|1/2(|x| + CΩ,W )−n−2s‖u(1)j + z(1)j ‖L2(Ω).
(23)
Hence, integrating this over x ∈W we obtain
‖(−∆)s(u(1)j + z(1)j − f (1)j )‖H−s(W ) ≤ ‖(−∆)s(u(1)j + z(1)j − f (1)j )‖L2(W ) ≤ C‖u(1)j + z(1)j ‖L2(Ω).
(24)
In order to bound the right hand side of (24), we use the decomposition h
(1)
j = u
(1)
j + z
(1)
j + r
(1)
j
and the L2(Ω) orthogonality of u
(1)
j and z
(1)
j . We obtain
‖z(1)j + u(1)j ‖L2(Ω) ≤ ‖h(1)j ‖L2(Ω) + ‖r(1)j ‖L2(Ω) ≤ 2‖h(1)j ‖L2(Ω).(25)
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Here we used that we can bound ‖r(1)j ‖L2(Ω) ≤ ǫ‖h(1)j ‖HsΩ ≤ ‖h
(1)
j ‖L2(Ω), if ǫ ≤
‖h
(1)
j
‖
L2(Ω)
‖h
(1)
j
‖Hs
Ω
(c.f.
Lemma 4.6). Summing up the estimates (21)-(25) and using that ‖f (1)j ‖H˜s(W ) ≤ CeCǫ
−µ‖h(1)j ‖L2(Ω),
we thus arrive at
‖u(1)j + z(1)j ‖H ≤ (CeCǫ
−µ
+ 2)‖h(1)j ‖L2(Ω)).(26)
Assuming that
q1 − q2 =
m∑
j=1
ajgj ,
and using the estimate (19) from Lemma 4.7 and Remark 4.8 in combination with (26) and (20),
we infer ∣∣∣∣∣∣
m∑
j=1
aj(gj , h
(1)
l h
(2)
l )Ω
∣∣∣∣∣∣ ≤ Cd(C1(f (1)), C2(f (2)))eCǫ−µ‖h(1)l ‖HsΩ‖h(2)l ‖HsΩ
+ ǫ‖q1 − q2‖L∞(Ω)‖h(1)l ‖HsΩ‖h
(2)
l ‖HsΩ .
The proof of Proposition 4.2 is now concluded by the same absorption argument as in the proof
of Theorem 1. 
5. Necessity of an Exponential Dependence in the Case of Piecewise Constant
Potentials
In Example 3.6 we dealt with the setting of piecewise constant potentials associated with
a partitioning of Ω into N Lipschitz subdomains D1, . . . , DN . In this context we saw that by
precisely keeping track of the dependences in the proof of Theorem 1, the constant C1 > 1 from
Theorem 1 could be bounded by eCN
µ˜
for some µ˜ > 0. In this section we show that, as in
the case of the classical Caldero´n problem (c.f. [22]), (up to the precise choice of the exponent)
such an exponential dependence on the constant N > 1 is also necessary in general. In order to
observe this, we combine the strategy introduced by Rondi [22], which is based on an adaptation
of the instability argument of Mandache [20] with the constructions given in [25].
Theorem 5. Let s ∈ (0, 1), let Ω = B1(0) be the unit ball in Rn for some n ∈ N and let
W := B3(0) \ B2(0). Let λ1 denote the first Dirichlet eigenvalue of (−∆)s on Ω. Then there
exist N0 ∈ N, µ > 0 and C¯ ≥ 1 such that for all N ≥ N0 there is a partitioning D1, . . . , DN of
Ω into Lipschitz sets, such that the Lipschitz constant C1 from Theorem 1 associated with the
choice
q1, q2 ∈ span{χD1 , . . . , χDN }, ‖q1‖L∞(Ω), ‖q2‖L∞(Ω) ≤
λ1
2
necessarily satisfies
C1 ≥ exp(C¯Nµ).
Proof. Let C˜1 > 1 be the Lipschitz constant in the estimate of Theorem 1 for the knowledge
of the full, infinite measurement Dirichlet-to-Neumann map with potentials q1, q2 and a set
{g1, . . . , gN} as in Theorem 5, i.e. assume that for all q1, q2 ∈ span{χD1 , . . . , χDN} it holds
‖q1 − q2‖L∞(Ω) ≤ C˜1‖Λq1 − Λq2‖∗,(27)
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where ‖Λq1 − Λq2‖∗ := sup{((Λq1 − Λq2)f1, f2)W : ‖f1‖H˜s(W ) = 1 = ‖f2‖H˜s(W )}. Since ‖Λq1 −
Λq2‖∗ ≥ ‖(Λq1 − Λq2)f˜1‖H−s(W ) for f˜1 ∈ H˜s(W ) with ‖f˜1‖H˜s(W ) = 1, we note that C1 ≥ C˜1.
Hence it suffices to prove the claimed lower bound for the constant C˜1.
In order to prove this, we follow the strategy of Rondi [22]. Thus, on the one hand we construct
an exponentially large δ-discrete set X ⊂ QN , where
QN :=
{
q ∈ L∞(Ω) : q is piecewise constant, ‖q‖L∞(Ω) ≤
λ1
2
}
, dQN (q1, q2) = ‖q1 − q2‖L∞(Ω).
We recall that a set is said to be δ-discrete, if all its elements are at a mutual distance larger or
equal to δ. On the other hand, we show that the set of Dirichlet-to-Neumann maps
L :=
{
Λq : q ∈ QN , ‖q‖L∞(Ω) ≤ λ1
2
}
equipped with the operator norm dL(Λq1 ,Λq2) := ‖Λq1 − Λq2‖H˜s(W )→H−s(W ) has a relatively
small ǫ-net, i.e. there exists a subset of the set of L such that all points in L are at most ǫ
far from this subset. Combining these two observations with the estimate from Theorem 1 then
yields the claimed lower bound on the constant C˜1 > 0 (and hence also on the constant C1 > 0
from Theorem 1).
Let us be more precise. We first cover Ω by (up to null-sets) disjoint cubes of side length N−1
and a remainder (e.g. by covering Ω by a suitable coordinate grid of the desired lengths scales).
We consider the first N of these cubes. This allows us to construct a large δ-discrete set on Ω
for an arbitrary choice of δ ∈ (0,min{λ1/2, 1}): Indeed, by considering the piecewise constant
functions, which on the chosen N cubes attain any of the values ±δ, 0 and vanish outside of the
N cubes, we obtain a δ-discrete set consisting of 3N elements.
Using the strong smoothing properties of the Dirichlet-to-Neumann map for the fractional
Laplacian, which were studied in [25], it is possible to construct a small ǫ-net for L. Indeed, an
orthonormal basis with smoothing properties in our geometry was constructed in Lemma 2.1 in
[25]. Based on that, for any ǫ ∈ (0, 1) an ǫ-net of L with respect to the distance d˜L(Λq1 ,Λq2) :=
‖Λq1 −Λq2‖L2(W )→L2(W ) was constructed in Lemma 3.2 in [25]. Its cardinality was estimated by
exp(η(− log(ǫ))2n−1).
We seek to exploit these two observations. To this end, we first relate the L2 and Hs based
operator norms of the fractional Dirichlet-to-Neumann maps. We infer that
sup
‖f1‖H˜s(W )=1=‖f2‖H˜s(W )
ˆ
W
((Λq1 − Λq2)f1, f2)dx ≤ ‖Λq1 − Λq2‖L2(W )→L2(W )‖f1‖L2(W )‖f2‖L2(W )
≤ Cp‖Λq1 − Λq2‖L2(W )→L2(W ),
where in the last line we used Poincare´’s inequality ‖f1‖L2(W ) ≤ Cp‖f1‖H˜s(W ). Hence, in par-
ticular, dL(f1, f2) ≤ Cpd˜L(f1, f2).
Next we observe that for each ǫ > 0 there exists N0 = N0(ǫ) such that for all N ≥ N0 > 0 we
have 3N ≥ exp(η(− log(ǫ))2n−1), where η > 0 is a constant which is independent of ǫ.
We now combine all these auxiliary results: For each δ ∈ (0,min{λ1/2, 1}) and ǫ ∈ (0, 1),
there exist q1, q2 ∈ QN which are δ-separated with respect to dQN (·, ·) and such that Λq1 ,Λq2
are at distance with respect to d˜L(·, ·) at most 2ǫ apart, such that for some constant C > 0
(depending on η, but independent of N)
δ ≤ dQN (q1, q2) ≤ C1dL(Λq1 ,Λq2) ≤ C1Cpd˜L(Λq1 ,Λq2) ≤ 2C1Cpǫ ≤ 2C1 exp(−CN1/(2n−1)).
(28)
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Here we have first made use of the fact that the functions q1, q2 are δ-separated, then we used
our Lipschitz bound, the estimate dL ≤ Cpd˜L and finally our choice of N and ǫ. Rearranging
(28), choosing for instance δ = min{λ1/4, 1/2} and noting that Cp > 1 does not depend on N
then implies the claim. 
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