For regression analysis of interval-censored failure time data, Zhang et al. (2005) [40] proposed an estimating equation approach to fit linear transformation models. In this paper, we develop two empirical likelihood (EL) inference approaches for the regression parameters based on the generalized estimating equations. The limiting distributions of log-empirical likelihood ratios are derived and empirical likelihood confidence intervals for any specified component of regression parameters are obtained. We carry out extensive simulation studies to compare the proposed methods with the method discussed by Zhang et al. (2005) [40] . The simulation results demonstrate that the EL and jackknife EL methods for linear transformation models have better performance than the existing normal approximation method based on coverage probability of confidence intervals in most cases, and they enable us to overcome an under-coverage problem for the confidence intervals of the regression parameters using a normal approximation when sample sizes are small and right censoring is heavy. Two real data examples are provided to illustrate our procedures.
Introduction
Let T denote the time of occurrence of an event of interest. We say that T is interval-censored if its true value is not observed but only known to lie in an interval, say, (L, R] . ''Such data are frequently observed in clinical trials or longitudinal studies that entail periodic follow-ups'' (see [40] ). For example, after radiotherapy, a cancer patient is often required to visit the physician regularly to examine whether or not there is disease progression. If progression was not observed at, say, the 1-year follow-up but was at the 1.5-year follow-up, then the disease progression time would be known to be in (1, 1.5] , contributing an interval-censored failure time.
In this paper we focus on regression analysis of interval-censored failure time data. To this end, several methods have been proposed in the literature. For a comprehensive review, see [29, 39] . In particular, [40] considered a class of linear transformation models which contain the proportional hazards model and the proportional odds model as special cases. In that paper they proposed an estimating equation approach to estimate the regression parameters and showed that the estimators always exist, are unique and consistent. To draw inference, they also established a normal approximation for the asymptotic distribution of the estimators using a heuristic argument, on which approximate confidence intervals are based. However, when sample sizes are small or the right censoring rate is heavy, the empirical coverage probabilities of the normality based confidence intervals may be seriously below the nominal levels, suggesting poor approximation. In this paper, we try to solve this problem by applying empirical likelihood (EL) approaches.
The EL is an appealing nonparametric approach for constructing confidence regions for parameter of interest. Owen [22, 23] systematically developed novel EL methods for the mean of a random vector and other parameters of interest in the complete data setting. Since [26] , the EL method has been commonly applied to make inferences based on all kinds of estimating equations in different contexts. New advances in the empirical likelihood research include the copula data analysis [5, 24, 25] , the jackknife EL method [15, 9, 34] , the high dimensional EL method [13, 5] , the penalized high dimensional EL method [31, 18, 17] , the ROC curve analysis using EL procedures [8, 11, 1, 20, 35] , general Cox models with EL [30] , etc.
Based on the pseudo-observation idea of [27] , [16] proposed an innovative EL procedure for general U-statistics. Recently [15] developed a jackknife EL (JEL) method for U-statistics. Following the method of [16, 41] , [36] developed EL based inference methods for regression parameters under semiparametric transformation models (cf. [6] ). In this paper, we use the estimating equation in [40] and develop two EL methods, one is the pseudo EL and the other JEL for the linear transformation models under interval censoring. More recently, [37] proposed a novel profile empirical likelihood from [26, 4] . Like [36, 7] , we also develop profile EL and JEL methods for any fixed component of regression parameters. The limiting distributions of the proposed profile log-EL and log-JEL ratios for the component of general regression parameters are obtained as the full EL and JEL methods.
The rest of the paper is organized as follows. In Section 2, we develop EL and JEL confidence regions for the regression parameters and propose a profile EL and JEL for the component of regression parameters. In Section 3, the simulation studies are carried out to compare the proposed EL and JEL methods with the normal approximation method in terms of coverage probability and average length of confidence interval. In Section 4, we illustrate our methods using two real examples. Section 5 contains some discussion. All proofs are gathered in the Appendix.
Main results

Preliminaries
Throughout the paper, we adopt the same notations as those in [40] for simplicity. Let T be the continuous failure time of interest as in Section 1 and Z denote a p × 1 vector of covariates. One considers the following linear transformation model like [40] ,
where u is an unknown strictly increasing function, β is a p × 1 vector of regression parameters and ϵ has a pre-specified distribution function F . It is well known that the linear transformation model includes some commonly used models as special cases. For example, when F (t) is the extreme value distribution, i.e., F (t) = 1 − exp{− exp(t)}, (2.1) is the proportional hazards model. When F is the standard logistic distribution, (2.1) is exactly the proportional odds model. Equivalently, when F is strictly increasing, (2.1) can be written as
where g [32] estimator). Zhang et al. [40] discussed the fitting of model (2.1) to interval-censored failure time data when Z is a categorical variable that takes finitely many values. Under the conditional non-informative censoring assumption [21] , Eq. (2) of [40] , [38, 39] , they showed that
where
3) [40] proposed the following estimating equation to estimate β
is the first derivative of τ (t) (see condition C.2 in Section 2.2) and has the form
where f is the density function of ϵ and is assumed to be bounded.
Assume thatβ is the solution to U(β) = 0 and β 0 is the true value of β, it was shown in [40] thatβ is unique for large n and consistent, and heuristically the distribution of n 1/2 (β − β 0 ) can be approximated by a normal distribution with mean zero and covariance matrix Λ −1 ΣΛ −1 (see Appendix C of [40] ), where
with replacing H Z , a i and a j byĤ Z ,â i andâ j , respectively. In the Appendix we show that Σ and Λ are consistently estimated byΣ andΛ, respectively (see Lemma A.2). Thus an asymptotic 100(1 − α)% confidence region for β based on the above normal approximation is given by
where χ 2 p (α) is the upper α-quantile of the chi-square distribution with degrees of freedom p. Although the overall performance of this normal approximation is satisfactory as shown in the simulation results of [40] , there exists an undercoverage problem for small sample sizes and heavy right censoring scenarios.
EL-based inference procedures
To overcome the under-coverage problem for the normal approximation method discussed above, we adopt a pseudo EL approach proposed by Jing et al. [16] . We define
As [16] , we define
For each fixed β, the W i (β)'s are identically distributed (but not independent) and because of (2.2) and (2.3), we have
Obviously, Q (β) is a p-dimensional multivariate U-statistic for fixed β and can be approximated byQ (β), which is merely an alternative expression of the estimating function
Then based on the pseudoobservations W i , the proposed EL at β is given by
Since the W i 's depend on H Z (·) which is unknown, we replace them by theŴ i 's. Therefore, by introducing the notationL(β), an estimated EL evaluated at β is given bŷ
In the above, a unique maximum exists for a given β, provided that 0 is inside the convex hull of the points (Ŵ 1 (β), . . . ,Ŵ n (β)) (if not we will setL(β) = 0 to complete the definition). Note that  n i=1 p i attains its maximum at
Thus, the empirical likelihood ratio at β may be defined bŷ
Using the Lagrange multiplier approach as in [22, 23, 26] , we have
. . , n and thuŝ
T satisfies the equation
Accordingly, we letR(β) = 0 andl(β) = ∞ if 0 is outside of the convex hull of the points (Ŵ 1 (β), . . . ,Ŵ n (β)).
To obtain our main results, we require the following regularity conditions that are commonly used in survival analysis (cf. 
Remark 2.
In the third regularity condition above, note that Σ, defined as a limit in the last subsection, can also be written as ignores the fact thatĤ z is an estimator of H z , hence the extra variability brought in. As will be shown in the technical proofs and by the simulation results, this approximation greatly simplifies the technical arguments and appears to work quite well. More discussions will be found in Section 5.
Remark 3.
The fourth condition essentially says that the width of the interval containing T is wide enough to be a real interval (non-degenerate) and does not give rise to an exact observation. Similar conditions are imposed, for instance, in [12, p. 82 ].
Now we establish the main theorem and explain how they can be used to construct confidence regions for the true, unknown regression parameter β 0 . Using Theorem 2.1, an asymptotic 100(1 − α)% EL confidence region for β 0 is given by In practice, confidence regions for the regression parameter β may not be very useful. One is often more interested in constructing confidence intervals for single components of regression parameters β. Therefore, we present a way to construct EL confidence regions for a q-dimensional (q < p) subvector β (1) 
Yu et al. [37] proposed a profile EL for linear transformation models in this regard. Motivated by their method, we propose the profile EL for single components β (1) of β by dealing with nuisance parameters β (2) from the full EL.
We define the profile EL ratio at β (1) as
where R p−q denotes the (p − q)-dimensional Euclidean space. We give the theorem as that for the full EL as follows.
Theorem 2.2. Under (C.1)-(C.4), and approximating the variance of n
Using Theorem 2.2, an asymptotic 100(1 − α)% EL confidence region for β (1) 0 is given by
(2.8)
Jackknife EL-based inference procedures
Recently, [15] proposed a jackknife empirical likelihood (JEL) method that can be applied to inferences involving U-statistics. This approach can be adapted to our problem as well. Note that
where, to simplify the notation, we use
,j>i in this section. To take advantage of the jackknife method, we define
. . , n, be the jackknife pseudovalues. It can be easily shown that
Jing et al. [15] showed that inferences about β can be made via V l (β) in the following way. Define the JEL at β to be
Then by similar arguments as in Section 2.2, it can be shown that the JEL ratio at β is
We shall define R J (β) = 0 and l J (β) = ∞ if 0 is outside of the convex hull of the points (V 1 (β), . . . , V n (β)). By Theorem 2.3, an asymptotic 100(1 − α)% JEL confidence region for β 0 is given by Based on Theorem 2.4, an asymptotic 100(1 − α)% JEL confidence region for β (1) 0 is given by
(2.10)
Simulation results
To evaluate the performance of the EL and JEL estimators, we conduct several simulation studies. We consider the two special cases of the linear transformation models as in [40] , i.e., the proportional hazards model and the proportional odds model. For the former, a continuous survival time T is generated from a proportional hazards model with a hazard function e zβ (i.e., u(t) = log(t) and F (t) is the extreme value distribution), where Z is a binary covariate taking values 0 and 1 with probabilities 0.5. β is the regression parameter to be estimated with the true value 0 or 1. The generated survival time is then added by 1 to ensure that it stays away from 0 to facilitate the generation of interval censoring. This modification does not alter estimation of β since the model is rank invariant. Non-informative interval censoring is generated by adding or subtracting continuous uniform [0, 0.5] random variables from the survival time and then being modified as in [38] . A right censoring time following a uniform distribution (a, b) is also implemented, with a and b varying to control the right censoring rate to be 10%, 30% and 50%. Sample sizes examined are 30, 50 and 100. For the proportional odds model, the survival time is generated by taking the link function u(t) = log(0.08t) and F (t) to be the standard logistic distribution.
The censoring intervals and right censoring rate are generated similarly as in the proportional hazards model. All numerical results, summarized in Table 1 , are based on 3000 simulated replicates.
We compare the three methods, normal approximation, EL and JEL via empirical coverage probability and width of the confidence interval at 95% nominal level. It can be seen from Table 1 that the coverage probabilities of EL and JEL are closer to their nominal level than those of normal approximation. This is possibly due to the widening of the confidence intervals as it is apparent in Table 1 (comparing SSD and MSE) that the standard errors of the regression parameter estimator are underestimated by the normal approximation. However, we caution here that the EL and JEL confidence intervals do not completely eliminate the estimation bias because of the approximation of the variance of n −3/2 U(β 0 ) adopted in Theorems 2.1 and 2.3. 
Applications
To further illustrate our methods we apply the EL and JEL approaches to two interval-censored data sets analyzed in [40] . The first data set was based on a breast cancer study discussed in [10] , in which totally 94 patients were included. Among them, 46 patients received radiation therapy only (Z = 0) while the remaining 48 patients received both radiation therapy and chemotherapy (Z = 1). We are interested in investigating the association between the treatment modality and the failure time of interest, which is time to appearance of breast retraction [40] . Applying estimating equation (2.4) with F being the extreme value distribution (i.e., a proportional hazards model), we obtained the point estimate of β as −0.697
with an estimated standard error of 0.251 based on the normal approximation as [40] did. The corresponding 95% confidence interval, together with the EL and JEL 95% confidence intervals, are shown in Table 2 . The results suggest that β is significantly different from 0, indicating that patients who had both radiation therapy and chemotherapy tend to have shorter time to breast retraction. If F takes the standard logistic distribution, that is, when the linear transformation model reduces to the proportional odds model, the point estimate and its estimated standard error for β are −1.041 and 0.372, which are reported in Table 2 . The three 95% confidence intervals for β from the normal approximation, EL and JEL methods, also given in Table 2, suggest the same conclusion. The second data set was based on an HIV study conducted in the 1980s and discussed in [3] . The purpose of this study is to investigate the HIV-1 infection rate among a group of haemophilia patients. ''These patients were at risk of HIV-1 infection because they received blood products containing factors VIII and IX concentrate made from plasma of many donors'' [40] . The clinical endpoint is therefore time to HIV-1 infection, which was interval-censored due to missed follow-ups and long gap time between monitoring visits. Here for illustration purpose we focus on a subset of patients who received no factor VIII concentrate (236 patients with Z = 0) or low dose (1-20000 U/year) VIII concentrate (132 patients with Z = 1). Applying the estimating equation (2.4) with F being the extreme value distribution, that is, the proportional hazards model, we obtained the point estimate of β as −1.016 with an estimated standard error of 0.124 based on the normal approximation (see [40] ).
If we let F be the standard logistic distribution and thus (2.1) becomes the proportional odds model, the point estimate and its estimated standard error for β are −1.511 and 0.182, which are reported in Table 3 . Confidence intervals based on the two models and three methods are shown in Table 3 . The results suggest that low dose of VIII concentrate is significantly associated with a higher risk of HIV infection.
Discussion
There exist several algorithms for deriving the nonparametric maximum likelihood estimator (NPMLE) of the survival function of a random variable when it is interval censored. Though a consistent estimator, this NPMLE has an unusual convergence rate of n −1/3 and the limiting distribution is non-normal and complicated. Therefore, in this study we have adopted an approximation for estimating the asymptotic variance of n −3/2 U(β 0 ). This approximation results in a slight underestimation of the variability of n −3/2 U(β 0 ), which can be seen from the simulation results. Namely, the empirical coverage probability of the 95% confidence intervals is still slightly below the nominal level even for the EL and JEL methods. As a matter of fact, if the real, unknown H z (instead of its estimatorĤ z ) is used in estimation Eq. (2.4) for simulation, this under coverage problem would be completely gone (results not shown here). We are currently conducting research in hope of precisely estimating the asymptotic variance of n −3/2 U(β 0 ).
In our simulation studies, we find that results from the JEL approach and the EL approach are comparable, with EL perhaps slightly better in terms of both coverage probability and width of the confidence interval. We also tried larger sample sizes such as 300 or 500 and obtained similar results. In [15] , they reported simulation results for JEL, NA and [33] 's sequential EL, Scaled-EL methods. They claimed that JEL is the best one among others. However there is not a direct comparison of EL and JEL. We will investigate the comparison of EL and JEL in the transformation model and other statistical models in the future.
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Appendix. Proofs of Theorems
To prove Theorems 2.1 and 2.2 we need the following two lemmas. The first one establishes the asymptotic normality of Q (β 0 ), which is Lemma A.1 of [41] . 
Proof. This is a standard result for multivariate U-statistics of degree 2. Detailed proof is summarized in [14, 28, 2] , etc.
The next lemma establishes several convergence results regarding the variance estimators. 
Proof.
To prove (i), we first rewrite Next we prove (ii), we only need to showΣ n = Σ n + o P (1). Since
Groeneboom and Wellner [12, p. 85] and Z takes finitely many values, we see that
Using (C.4), the above result and the fact that all a i 's andâ i 's are at most 1, we have
Moreover,
In the above, the first term on the right hand side is bounded by 2K n uniformly. The second term uniformly (i.e., for all i and j) converges to 0 because of Lemma 1 in the Appendix of [19] . Therefore, the supremum of the sum of the two terms is o P (1).
Using the above results, we obtain the uniform (over all i and j) convergence ofd ij (β 0 ) to d ij (β 0 ):
because both τ ′ (·) and Z are bounded. Thus a straightforward algebraic calculation shows that 
 .
In the above, the first term on the right hand side is 
. This means that both |Ŵ i (β 0 )| and ∥Ŵ i (β)∥ are uniformly bounded. Following the same argument as in the proof of (ii), we obtain the desired results.
The proof of (iv) is exactly the same as above and thus omitted.
Proof of Theorem 2.1. We first show that the root of (2.6) satisfies ∥λ∥ = O P (n −1/2 ) when β is replaced by its true value β 0 . Similar to [23, p . 101], we let λ = ρθ where ρ ≥ 0 and ∥θ∥ = 1. Then
Note that the second term on the right hand side above is O P (n −1/2 ) by Lemma A.1 and the approximation adopted in Appendix C of [40] . For simplifying the first term, we need the fact that 1 + ρθ TŴ i (β 0 ) > 0, which is true because p i > 0 for all i. Moreover, since ∥Ŵ i (β 0 )∥ are uniformly bounded by, say, M, for all i, we have 1 + ρθ
Thus it follows that
Because ∥θ ∥ = 1,Σ n = Σ + o P (1) and Σ is assumed to be positive definite, we have θ TΣ n θ ≥ σ p /4 + o P (1) where σ p > 0 is the smallest eigenvalue of Σ. Therefore, we have ∥λ∥ = ρ = O P (n −1/2 ). Next we derive an asymptotic expression for λ as the root of (2.6) when β is replaced by its true value β 0 . Reorganizing the summand in (2.6) and we have 0 = g(λ) = In the above, the bound of the last term on the right hand side is O P (n −1 ). Since ∥Ŵ i (β 0 )∥ is uniformly bounded and ∥λ∥ = O P (n −1/2 ). Therefore, we may write λ =Σ −1
Note that in the above,Σ n is invertible becauseΣ n = Σ + o P (1) and Σ is assumed to be positive definite. Using again the approximation adopted in Appendix C of [40] , i.e., n −3/2 U(β 0 ) asymptotically follows a normal distribution with mean 0 and variance Σ, and the fact thatΣ n because SΛ 2 = 0. Similarly we havẽ
Therefore, using a similar Taylor expansion as in the proof of Theorem 2.1, we have that
Using again the approximation adopted in Appendix C of [40] , i.e., n 
