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Abstract
We discuss complementary recurrence and transience criteria for stochas-
tic processes (Xn)n≥0 with values in the d-dimensional orthant R
d
+ fulfill-
ing a non-linear stochastic equation of the form Xn+1 =MXn+g(Xn)+ξn
with a primitive matrix M and random noise ξn and obeying a weak
Markov property. As examples we discuss bisexual Galton-Watson pro-
cesses and multivariate Galton-Watson processes, which both may be pop-
ulation size dependent.
Keywords and phrases. branching process, Markov chain, recurrence,
transience
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1 Introduction
We consider stochastic processes (Xn)n≥0 taking values in the d-dimensional
orthant Rd+ = {(x1, . . . , xd)T ∈ Rd : xi ≥ 0} and adapted to some filtration
(Fn)n≥0, which satisfy an equation of the form
Xn+1 =MXn + g(Xn) + ξn , n ∈ N0 ,
with a d× d matrix M having non-negative entries, with a measurable function
g : Rd+ → Rd, and with random fluctuations ξn = (ξn1, . . . , ξnd)T satisfying
E[ξn | Fn] = 0 a.s.
One may view the process as a non-linear random pertubation of the linear
dynamical system xn+1 = Mxn, n ∈ N0. Here we require this system to be
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critical, which means that the Perron-Frobenius eigenvalue λ1 of M is equal to
1. We focus on the situation, when M is a primitive matrix; then up to scaling
there is a unique left eigenvector ℓ = (ℓ1, . . . , ℓd) corresponding to λ1 and its
components are all strictly positive. As usual we let ℓ1 + · · ·+ ℓd = 1.
Now the size of the random fluctuations will be determined by the conditional
variance of ℓξn = ℓ1ξn1 + · · ·+ ℓdξnd. More precisely we assume that
E[(ℓξn)
2 | Fn] = σ2(Xn) a.s.
with some measurable function σ2 : Rd+ → R+.
We are aiming at general criteria for recurrence or transience of the process
(Xn)n≥0, that is, at criteria which allow to decide whether the event {‖Xn‖ →
∞ for n → ∞} is an event of zero probability or not, where ‖ · ‖ denotes an
arbitrary norm on Rd. Hereby, in talking about recurrence and transience, we
have taken the liberty to adopt the terminology from Markov chain theory.
Certainly our processes obey only a relaxed form of the Markov property, but
examples typically are Markov chains.
Our theorems in the multivariate setting are complete generalizations of the
known results in the univariate setting. Therefore it is appropriate to first re-
consider the univariate case. This is done in section 2. In section 3 we apply
these results to the population size dependent bisexual Galton-Watson process.
The multivariate case is then discussed in section 4. As an example the multi-
variate population size dependent Galton Watson process is treated in section
5. Proofs for the multivariate criteria are given elsewhere.
2 The univariate case revisited
In the 1-dimensional case our model equation simplifies to the difference equa-
tion
Xn+1 = Xn + g(Xn) + ξn
with some function g : R+ → R. A number of examples can be put into this
framework, among others e.g. population size dependent branching processes
[8], [10], controlled branching processes [4], branching processes in random en-
vironment [2], or nonlinear stochastic trends [5].
Our main condition is
g+(x) = o(x) as x→∞ . (A1)
This assumption of “near-criticality” simply says that Xn is the dominating
term within Xn + g(Xn) such that supercritical growth is excluded.
Also we assume the existence of some constants c, δ > 0 such that for Xn ≥ c
E[|ξn|p | Fn] ≤ cσp(Xn) a.s. with p = 2+ δ . (A2)
With these two conditions we have the following criteria complementary to each
other.
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Theorem 1. Let (A1), (A2) be fulfilled. Assume that there is an ε > 0 such
that
xg(x) ≤ 1− ε
2
σ2(x) (1)
for x sufficiently large. Then
P(Xn →∞ for n→∞) = 0 .
The converse criterium requires some slight additional restrictions.
Theorem 2. Let (A1), (A2) be fulfilled. Also let σ2(x) be bounded away from
zero on intervals (u, v) with 0 < u < v <∞, and let
σ2(x) = O(x2 log−2/δ x) for x→∞ (2)
with δ as in (A2). Assume that there is an ε > 0 such that
xg(x) ≥ 1 + ε
2
σ2(x) (3)
for x sufficiently large. Then there is a number m <∞ such that
P(lim sup
n
Xn ≤ m or lim
n
Xn =∞) = 1 .
If also for every c > 0 there is a n ∈ N such that P(Xn > c) > 0, then
P(Xn →∞ for n→∞) > 0 .
These results are contained in [7]. From there the first theorem is taken
literally, while the second one is a somewhat more general version of the corre-
sponding Theorem 2 in [7]. There the condition g(x) = O(x log−2/δ x) is used,
which is stronger than our condition (2) in view of (3). Thus our theorem offers
a relaxation of conditions, which is more to the point and also useful in ex-
amples, while the proof of the criterion remains practically unchanged (as one
easily convinces oneself).
The theorems can be understood as follows: Typically the long term behavior
is either dominated by the “drift term” g(Xn), or it is mainly controlled by the
fluctuations ξn. There is only a small boundary region where both the drift
term and the fluctuations have to be taken into account. It is there, where one
would expect a particular rich and variable stochastic behavior.
Remark 1. In order to get a better understanding of the main condition of
both theorems it is instructive to rewrite the model equation in a multiplicative
form as
Xn+1 = Xn(1 + h(Xn) + ζn) with h(x) =
g(x)
x
, ζn =
ξn
Xn
.
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Then
E[ζ2n | Fn] = τ2(Xn) a.s. with τ2(x) =
σ2(x)
x2
.
Now the main requirements (1) and (3) of the theorems read h(x) ≤ 1−ε2 τ2(x)
versus h(x) ≥ 1+ε2 τ2(x). In this formulation the drift is directly related to the
variance of the fluctuations.
Remark 2. One might wonder, whether condition (2) can be substantially
relaxed or even removed. Without compensation this is not possible, as can be
seen from Example C in Section 3 of [7].
3 Example: The bisexual GW-process
For the bisexual Galton-Watson process the n-th generation of some population
(with n = 0, 1, . . .) consists of Fn female and Mn male individuals. They are
assumed to form L(Fn,Mn) different couples, with some given deterministic
“mating function” L(·, ·), such that L(0, ·) = L(·, 0) = 0. The i-th couple then
has ρni female and τni male offspring. Thus the population evolves according
to the equations
Fn+1 =
L(Fn,Mn)∑
i=1
ρni , Mn+1 =
L(Fn,Mn)∑
i=1
τni .
Let Fn be the σ-field, generated by the random pairs (Fk,Mk), k = 0, . . . , n.
For every n ≥ 0 we assume that, given Fn, the pairs (ρni, τni), i ≥ 1, are
iid random variables with values in N0 × N0. In former investigations it has
been assumed that their conditional distribution µn is non-random, here we
allow that µn depends on L(Fn,Mn). Thus we deal with a population size
dependent bisexual Galton-Watson process. Note that the random variables
Xn = L(Fn,Mn), n = 0, 1, . . ., form a Markov chain with values in N0 and an
absorbing state 0.
For the bisexual Galton-Watson without population size dependence the
question of recurrence/transience (or in other words the question, whether ex-
tinction appears with probability 1) has been completely solved for the large
class of superadditive mating functions, see [3] and the literature cited therein.
In [12, 13] the authors treated the case of mating functions depending on the
population size.
Here we consider the situation where the distribution of (ρni, τni) may de-
pend on the number of couples Xn (this is a particular case of the model in-
troduced in [11]). Then it is necessary to specify the function L in more detail.
We consider the prominent case
L(x, y) = min(x, ry),
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where r ≥ 1 is a natural number (r = 1 means monogamous mating and r ≥ 2
polygamous mating). We restrict ourselves to the balanced situation when
E[ρni | Fn] = rE[τni | Fn] a.s.
(the unbalanced case can be treated equally). In the case r = 1 this means that
in mean all females and males will find together in couples and it is only due to
random fluctuations that some will not succeed.
We like to apply our theorems to the process (Xn)n≥0. The function g
evaluated on x > 0 is given by
x+ g(x) = E[Xn+1 | Xn = x] = Ex
[
min
( x∑
i=1
ρ0i, r
x∑
i=1
τ0i
)]
,
where we now use the notation Ex[ · ] = E[ · | X0 = x] familiar for Markov
chains. Denoting
e(x) = Ex[ρ01]
and using the identity 2min(u, v) = u + v − |u − v|, we may rewrite the above
equation as
g(x) + x = xe(x)− 12Ex[
∣∣ x∑
i=1
(ρ0i − rτ0i)
∣∣]
in the balanced case. The right-hand expectation can be asymptotically evalu-
ated as follows: Assuming that the function
v(x) = Ex[(ρ01 − rτ01)2]
has a finite, strictly positive limit for x→∞, i.e.
v(x)→ α > 0 as x→∞ ,
and assuming also
Ex[ρ
2+η
01 + τ
2+η
01 ] ≤ c (4)
for some η > 0, c <∞, we deduce from Lyapunov’s version of the central limit
theorem that
Ex[
∣∣ x∑
i=1
(ρ0i − rτ0i)
∣∣] = √αx(E[|N |] + o(1)) as x→∞ ,
where N has a standard normal distribution. Since the right-hand expectation
is equal to
√
2/π, we end up with
g(x) = (e(x)− 1)x−
√
αx
2π
+ o(
√
x) as x→∞ .
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The moments of ξn can be obtained as follows:
Ex[|ξ0|2+δ]
= Ex[
∣∣min (
x∑
i=1
ρ0i, r
x∑
i=1
τ0i
)− x− g(x)∣∣2+δ]
= Ex[
∣∣min (
x∑
i=1
(ρ0i − e(x)),
x∑
i=1
(rτ0i − e(x))
)
+
√
αx
2π
+ o(
√
x)
∣∣2+δ]
From the Marcinkiewicz-Zygmund and the Ho¨lder inequality we have
Ex[
∣∣ x∑
i=1
(ρ0i − e(x))
∣∣2+η] ≤ cE[(
x∑
i=1
|ρ0i − e(x)|2
)1+η/2
]
≤ cE[
x∑
i=1
|ρ0i − e(x)|2+ηxη/2] = cx1+η/2E[|ρ01 − e(x)|2+η]
for some c > 0. Similary the moment of the other sum may be estimated from
above. Thus because of (4) we may apply the multivariate central limit theorem
to obtain for 0 ≤ δ < η
Ex[|ξ0|2+δ] = x1+δ/2E[
∣∣min(N1, N2) +√α/2π∣∣2+δ] + o(x1+δ/2)
as x→∞, where the distribution of (N1, N2) is bivariate normal. In particular
the right-hand expectation is strictly positive. Since we are dealing with a time
homogeneous Markov chain, (A2) is fulfilled for all δ < η.
We are now ready to apply our theorems. The above formulas suggest to
chose
e(x) = 1 +
β√
x
+ o(x−1/2) as x→∞
for some real number β. Then asymptotically
g(x) ∼ (β −
√
α/2π)
√
x , σ2(x) = Ex[ξ
2
0 ] ∼ γx
for some γ > 0. Thus applying Theorem 1 and 2 and noting that 0 is the only
absorbing state, we end up with the following result.
Corollary. Assume that
e(x) = 1 +
β√
x
+ o(x−1/2) as x→∞
and that Ex[ρ
2+η
01 + τ
2+η
01 ] ≤ c for all x large enough and some η, c > 0. Then
we have:
(i) If β <
√
α/2π, then the process (Xn)n≥0 gets extinct with probability 1.
(ii) If β >
√
α/2π, then (Xn)n≥0 diverges with positive probability.
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4 The general case
Now we come back to the d-dimensional process (Xn)n≥0 with values in R
d
+
satisfying
Xn+1 =MXn+ g(Xn)+ ξn with E[ξn | Fn] = 0 , E[(ℓξn)2 | Fn] = σ2(Xn) a.s.
We recall that M is assumed to be a primitive matrix, that is its entries are
non-negative and there is a natural number k such that the entries ofMk are all
strictly positive. We further assume that the Perron-Frobenius eigenvalue of M
is equal to 1. As is well-known, see [14], it has unique left and right eigenvectors
ℓ = (ℓ1, . . . , ℓd) and r = (r1, . . . , rd)
T with strictly positive components and
normalized by ℓ1 + · · ·+ ℓd = ℓ1r1 + · · ·+ ℓdrd = 1.
We like to obtain generalisations of the Theorems 1 and 2 above. First results
in this direction are due to Adam [1] who derives recurrence and transience
criteria in the case where ℓg(x) and σ2(x) asymptotically behave like certain
powers of ℓx.
A first trial might be to look for suitable d-dimensional versions of the recur-
rence condition (1) resp. of the transience condition (3) holding everywhere in
the Rd+ (up to a neighbourhood of the origin). However there occur interesting
instances where in some parts of the state space one then would come across
the recurrence condition and in others across the transience condition.
Therefore we follow a different idea. From Perron-Frobenius theory it is
known that the modulus of the other eigenvalues of M are all smaller than 1.
Roughly speaking this implies that after multiplication with M vectors x ∈ Rd+
are pushes towards the direction of the eigenvector r. The same effect is also
active for the process (Xn)n≥0 (provided it is not nullified by the presence of g
or the ξn). Thus on the event ‖Xn‖ → ∞ one would expect that the sequence
Xn diverges asymptotically in the direction determined by r. Consequently the
mentioned recurrence or transience conditions have to be required only in some
vicinity of the ray r = {λr : λ ≥ 0} spanned by the vector r. This is the type
of condition we are aiming at.
To make this intuition precise let us introduce some notation. Each vector
x ∈ Rd can be uniquely dissected into two parts
x = xˆ+ xˇ
such that
xˆ ∈ {λr : λ ∈ R} and ℓxˇ = 0 .
From xˆ = λr it follows ℓx = λℓr = λ because of ℓr = 1. Thus
xˆ = rℓx .
Now we may characterize the vectors x close to the ray r by the property that
‖xˇ‖ is small compared to ‖x‖.
Similary the process (Xn) can be splitted:
Xn = Xˆn + Xˇn .
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We are now ready to formulate our results. The assumptions are analoguous
to the 1-dimensional case. The condition of near-criticality now reads
‖g(x)‖ = o(‖x‖) as ‖x‖ → ∞ (A1∗)
and the condition of moment boundedness gets the following form: There are
c > 0 and δ > 0 such that for p = 2 + δ and ‖Xn‖ ≥ c
E[‖ξn‖p | Fn] ≤ cσp(Xn) . (A2∗)
For convenience we formulate here our theorems only for the case that g(x)
has only non-negative components, otherwise the required conditions are some-
what more involved.
Theorem 3. Let (A1∗) and (A2∗) be fulfilled and let g(x) ≥ 0 (component-
wise) for ‖x‖ sufficiently large. Assume that there is an ε > 0 and that for any
a > 0 there is some b > 0 such that for all x ∈ Rd+ we have
‖x‖ ≥ b , ‖xˇ‖2 ≤ a‖x‖ · ‖g(x)‖ ⇒ ℓx · ℓg(x) ≤ 1− ε
2
σ2(x) . (5)
Then
P(‖Xn‖ → ∞ as n→∞) = 0 .
Note that in view of (A1∗) the requirement ‖xˇ‖2 ≤ a‖x‖ · ‖g(x)‖ indeed
defines a region within Rd+ which is located in the vicinity of the ray r (since
x ∈ r implies xˇ = 0). Note also that in the 1-dimensional case the requirement
(5) reduces to (1), because then xˇ = 0 and ℓx = x for any x ∈ R+.
Theorem 4. Let (A1∗) and (A2∗) be fulfilled and let g(x) ≥ 0 for ‖x‖ suf-
ficiently large. Also let σ2(x) be bounded away from zero for all x ∈ Rd+ with
u < ℓx < v, where 0 < u < v <∞, and let
σ2(x) = O(‖x‖2 log−2/δ ‖x‖) for x→∞ and for some δ > 0 . (6)
Assume that there is an ε > 0 and that for any a > 0 there is some b > 0 such
that for all x ∈ Rd+ we have
‖x‖ ≥ b , ‖xˇ‖2 ≤ aσ2(x) ⇒ ℓx · ℓg(x) ≥ 1 + ε
2
σ2(x) .
Then there is a number m <∞ such that
P(lim sup
n
‖Xn‖ ≤ m or lim
n
‖Xn‖ =∞) = 1 .
If additionally for every constant c > 0 there is a natural number n such that
we have P(‖Xn‖ > c, c‖Xˇn‖ ≤ ‖Xn‖) > 0, then
P(‖Xn‖ → ∞ for n→∞) > 0
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and
P(‖Xˇn‖ = o(‖Xn‖) | ‖Xn‖ → ∞) = 1.
Now it is the condition ‖xˇ‖2 ≤ aσ2(x) which in view of (6) defines a vicinity
of the ray r. The last statement says that the process diverges in the direction
of the ray r. Again for d = 1 this Theorem reduces completely to Theorem 2.
Note that we did not specify which norm ‖ · ‖ we used. The choice makes
no difference because as is well-known all norms on Rd are equivalent in the
sense that for two norms ‖ · ‖1 and ‖ · ‖2 there are number c1, c2 > 0 such that
c1‖ · ‖1 ≤ ‖ · ‖2 ≤ c2‖ · ‖1. Thus the formulated conditions and statements do
not depend on the choice of the norm.
The proof of both theorems will be given elsewhere.
5 Example: The multivariate GW-process
In the multivariate Galton Watson process (Xn)n≥0 each generation consists of
d different types of individuals, thus Xn = (Xn,1, . . . , Xn,d)
T . Then
Xn+1 =
d∑
j=1
Xn,j∑
i=1
ζnij or Xn+1,k =
d∑
j=1
Xn,j∑
i=1
ζnijk
with ζnij = (ζnij1, . . . , ζnijd)
T . Here ζnijk is considered to be the offspring num-
ber of individuals of type k born by the i-th individual of type j in generation
n. It is assumed that for n ≥ 0 and given X0, . . . , Xn the random vectors ζnij ,
i, j ≥ 1, are independent with a distribution which may depend on j but nei-
ther on i nor on n. We allow that this distribution depends also on Xn, then
(Xn)n≥0 is a Markov chain and constitutes a population size dependent multi-
variate Galton-Watson process as introduced by Klebaner, see e.g. [9]. For a
model where M is no longer primitive, compare Jagers and Sagitov [6].
Now given the state x = (x1, . . . , xd)
T ∈ Rd+ expectations are determined as
Ex[X1] =
∑d
j=1 Ex[ζ01j ]xj or
Ex[X1] = Exx
with the d× d matrix of expectations
Ex = (Ex[ζ011], . . . ,Ex[ζ01d]) .
In our context this means that
g(x) = (Ex −M)x
with some primitive matrix M and
ξn =
d∑
j=1
Xn,j∑
i=1
(ζnij −Ex[ζ01j ]) .
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By conditional independence we get
σ2(x) = Ex[(ℓξ0)
2] =
d∑
j=1
Varx(ℓζ01j)xj
or
σ2(x) = ℓΓxℓ
T
with
Γx =
d∑
j=1
Covx(ζ01j)xj
and the d× d covariance matrices Covx(ζ01j) of ζ01j , j = 1, . . . , d.
As to condition (A2∗) it is suitable here to work with the ℓ1-norm ‖x‖ =∑
k |xk|. Then for p = 2 + δ > 2
‖ξn‖p =
( d∑
k=1
|
d∑
j=1
Xn,j∑
i=1
(ζnijk −Ex[ζ01jk ]|
)p ≤ d2p
d∑
j,k=1
∣∣Xn,j∑
i=1
(ζnijk −Ex[ζ01jk)]
∣∣p
Applying again the Marcinkiewicz-Zygmund and the Ho¨lder inequality we ob-
tain, for some c > 0,
Ex[‖ξ0‖p] ≤ cd2p
d∑
j,k=1
x
p/2
j Ex[|ζ01jk −Ex[ζ01jk]|p] .
Assuming now that there is a number b > 0 such that for all x ∈ Rd+
Ex[|ζ01jk −Ex[ζ01jk ]|p] ≤ bEx[(ζ01jk −Ex[ζ01jk])2]p/2 (7)
we obtain
Ex[‖ξ0‖p] ≤ bcd2p
( d∑
j,k=1
xjEx[(ζ01jk −Ex[ζ01jk])2]
)p/2
,
that is
Ex[‖ξ0‖p] ≤ bcd2p(trace Γx)p/2 .
Thus to attain validity of (A2∗) we require besides (7) that there is a constant
c > 0 such that for all x ∈ Rd+ we have
trace Γx ≤ c ℓΓxℓT .
This is fulfilled if e.g. the covariance matricesCovx(ζ01j) have only non-negative
entries, but it may fail in general.
Now we are ready to apply our theorems to special cases as those discussed
by Klebaner [9] and Adam [1]. Details are left to the reader.
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