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ABS'l'l~AJC 
Serat sebagai bahan baKu ut.ama karung goni, ditanam 
di Indones.ia sel<itar tahun 1918. ,Jenis serat :Karung yang 
di tanam di Indonesia adalah jenls rosella ( Hibiscus-
sabdariffa ) dan jenis Kenaf Hibiscus Cannabinus ) . 
Salah satu usaha pemerintah untu:K rnening:Kat:Kan hasil 
produksi serat adalall dengan melalui program In ten-
sif i:Kasi Sera t Kar'ung Ra.Kyat ( Is:Kara ) . Tujuan program 
ini adalah mening:Kat:Kan hasil pPodul<s.i serat bail< secara 
Kualltas maupun :Kuantitas. 
Melalui studi. pengelompokKan terhadap Kelompo:K 
petani penanam serat dan fa:Ktor-faKtor yang mempengaruhi 
produksi serat di :Kabupaten Tuban, ingin di:Ketahui 
seberapa ja uh 1< uali tas serat yang dihasil:Kan oleh 
masing -masing KelompoK tani penanam sera t di l<abupa ten 
•ruban . Selain itu juga ingin di:Ketahui pola 
antara faktor-faktor yang dianggap berpengaruh terhadap 
produksi serat. Faktor -faktor t.ersebut adala·h luas tanah, 
bibit' pupuk , pest.isida , ting:Kat pendidikan petani, 
pengalaman petani, met ode penyuluhan yang diterima 
petani. 
Dar.i. hasil analisis secara statistil< densan 
menggunal<an metode analisis l(elompol< didapat:Kan bahwa 
dari 31 l<elompoK tani dapat digolongl<.an menjadi 3 group 
berct.asarl<an Kriter·ia mutu serat yang di.llasill<an. 
Sedangl<an melalui analisis regresi dengan mengguna:Kan 
pendekatan analisis Komponen utama didapatkan pola 
i 
if 
hubungan secara matematika sebagai berikut 
Y:939.24+323.46Wt+160.45W2 
dim ana adalal1 fak tor bal1an tanam yang mewa'K.ili 
faktor luas tanah I bibit I pupuH., pestisida. Dan W 2 
adalal:1 fal-<. tor 'K.ondisi petani yang mewakili fa'K.tor 
pengalaman petani dan metod.e penyuluhan yang diterima 
petani. 
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METODA ANALISIS 
2.1 Penyampelan AcaK Berlapis (Stratified Random Sampling) 
Di dalam penyampelan acaK berlapis, populasi N unit 
dibagi menjadi sub-sub populasi ,.,,., unit. 
Masing-masl.ng sub populasi t.idaK. boleh t umpang tindih 
(overlapping) sehingga N1+N2+ .......... +NL:N. 
Sub sub populasi tersebut disebut strata dan N1 
harus diK.etahui. Kemudian dari tiap-
tiap strata dipilih sampel secara acaK. masing masing 
besarnya Pemilihan pad a 
strata yang berbeda secara bebas (independen). 
Penyampelan acaK. berlapis dipaK.ai dengan alasan 
bahwa populasinya heterogen, sangat bervariasi satu 
dengan yang lain. 
yang lebih balK. 
Strata mungK.in memberiK.an K.etelitian 
Populasi yang heterogen mungK.in dapat , 
digolongl<:an Kedalam sub populasi yang homogen. 
Henentuk.an besarnya sampel 
Masalah menent uKan besarnya sam pel sanga t penting 
dalam penyampelan acaK berlapis, sebab banyaKnya 
K.eterangan yang diperolell dari sampel sansat tergantuns 
dari besarnya n, K.arena J1Ka n bertambah besarnya maka 
ragam (varian) dari rata rata (mean) aK.an berK.urang. 
i 
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Prosedur dalam menentukan besarnya sampel disebut alokasi 
sam pel. Dalam hal mengalokasiKan sampel untuk masing. -
masing strata dapat dikerjakan dengan bermacam - macam 
cara, tetapi cara yang sederhana dan lazlm dlgunakan 
adalah alokasl berimbang dengan besarnya strata. Dalam 
hal ini populasi dibagi a tas L bual1 strata dimana sub 
popolasi adalah maka 
besarnya sampel untuk strata ke i dengan alokasi 
berimbang adalah 
dimana 






N~ De +I:N1 s 1 
i = 1 
D = B2/4 jika mengadakan estimate terhadap mean 
D = B2/4N J1Ka mengadaKan estimate t.erhadap total 
N = besarnya populasi 
B = derajat Keteli tian 
S1= simpangan baku untuk strata Ke-i 
2.2 Anal1s1s Regresi Linear Ganda 
Analisis Regresi adalah sua t u met ode sta tistik 
yang digunaKan untuK menentul<:an pola hubungan secara 
matematis antara peubah (variabel} bebas X densan peubah 
t.aK be:bas Y. Dalam anal1s1s resresi sederhana, t.erdapat. 
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satu peubah bebas X yang dihubungKan dengan peubah taK 
bebas Y secara linear. Sehingga model yang didapatKan 
adalah 
y = ~ o + ~ 1 X 1 + E 
SedangH.an dalam regresi linear ganda t~rdapa t 
sejumlah K buah peubah bebas (prediKtor) X, dimana K ~ 2 
yang d1hubungKan dengan peubah ta¥.. bebas (respon) Y 
linear dalam semua peubah bebas X. JiKa peubah bebas 
X1, .. , .... , .. XK (1< ! 2) dan peubah t.a¥.. bebasn ya Y, 
maKa bentuK umum untuK regresi linear ganda Y atas 
X1 ............ ., ... ~ XK adalah 
Y=~o+~1X1+ ...... (2.2.1) 
dim ana merupaKan Konstanta dan 
... ,, adalah Koefisien-Koefisien regresi. 
2.2.1 Henak.sir Xoe£isien Regresi (13) 
UntuK menaKsir Koefisien-Koefisien regresi ~1•"• 
~K diperluKan n buah persamaan yang diperoleh dari 
peubah be bas x1, x2, .... , XK dan peubah tak 
be bas Y, seperti pad a persamaan (2.2.2) beriKut 
IY 1 = ~ 0 + ~ 1 X 1 1 + + ~ K X 1 K + E 
y 2 = ~ 0 + ~ 1 X 2 1 + + ~ K X 2 K + E 
Y .n. = ~ o + ~ 1 X n 1 + · · · · · · · · + ~ K X .n K + E 
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,JiKa ditulis dalam bentuK mat.ril< adalah sebagai beriKut 
y1 1 X 11 X12 ..... x1K bo € 1 
y2 1 X 2 1 X22 ..... x2K b1 t. 
E2 
Yn 1 Xn1 Xn2""'XnK _b}{ En 
a tau disingl<at 
y = X 13 + E (2.2.3) 
dengan asumsl 
E N N ( 0, Icr? ,. 
JiKa asumsi model pada persamaan (2.2.3) dipenuhi, maKa 
1\ 
E ( Y ) = X 13 di mana 
Y adalah veKtor n x 1 
x adalah matriK n x K 
13 adalah vek tor k x 1 
Dengan menggunaKan metode K uadra t terkecil Metode 
Least Square ), aKan didapat nilai taKsiran 13 sebagai 
beriKut b = 
2..2..2 ~engujtan Xoe'ftsten Korelas1 
Korelasi secara stat1st1K adalah lJ.ubungan antara 
dua peubah random secara linear. Sehingga Koefisien 
Korelasi adalah besaran yang menunjuKKan hubungan antara 
dua peubah secara linear. Koefisien tersebut dilambangkan 
dengan r dan taKsirannya r. Adapun besar Koefisien 
tersebut antara -1 dan 1. Untuk dapat mengetahui secara 
q 
stat.1st1k hu:bungan antara dua peubah ma~a l':\1laKuKan \lJ1. 
Korelas1. Pengujian dilal< ul<an dengan menggunaKan 
111potes1s sebagai :beriK ut: 
H 0 r :: 0 
H 1 r j: 0 




J il<a didapatkan > t 
(n-2,o:/2) 
ma:Ka Ho 
di tolaK yang berart.i l<orelasi an tara dua peubah tersebut 
significant. 
Dan apabila It !<t hit ung (n-2,0:/2) maka Ho diterima 
berarti secara statistiK dapat diKata:Kan tidaK ada 
korelasi antara dua peul)ah tersebut. 
2.2.2 Pengujian Model 
UntuK mengetahui kebenaran suatu model, maKa 
diperluKan suatu pengujian. Pengujian ini pada dasarnya 
menyelidiKi, apa:Kah ant.ara peubah X dan peubah Y 
terdapat hubungan. Karena hubungan 1n1 dinyataKan oleh 
Koefisien - koefisien dari X yaitu ~. maKa harga inilah 
yang diuji, pengujian ~ d1la1<uKan dengan menggunal<an 
hipotesis 
Ho = 0 
H1 = paling sediKi t ada sat u ~ i ::f 0 1 = 1,2 .... ]{ 
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SedangKan urutan per11.1tunga.n untuK menguji adalah sebagai 
beriKut : 
- Jumlah Kwadrat regresi (JKR) 
-
JKR = b'X'Y - nY ...... (2.2.4) 
- Jumlah Kwadrat total (JKT} 
-
JKT = Y'Y - nY ...... {2.2.5) 
- Jumlah K wadra t sisaan 
JKS = Y'Y - b'X'Y ...... {2.2.6) 
Tabel Analisis Varians 
Sumber Jumlah derajat J K F nisbah 
variasi kuadrat• be bas Rataan 
b'X'Y - n y 
~egresi b'X'Y - nY K 
K RK reg 
------
RK sis a 
Y'Y - b'X'Y 
Sisaan Y'Y - b'X'Y n-K-1 
n-K-1 




bila. Frasio mal< a Ho dlterlma 
berarti semua peubah Xi tidal< memberiKan d uKungan 
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yang berarti terhadap responnya. 
);l.lla Frasio f.' (co:;( p ,n -p -1) .Q.i.t.olaK .. 
berarti paling sed1Ki t sat u peubah X 1 yang member 1Kan 
d uK ungan yang berarti terhadap responnya. 
2 2.4 Pengujian Koe-£1s1en Regresi secara 1nd1 v.tdu 
Pengujian l:<.oef.i sJen regresi ini dimal:<.sudl:<.an untul:<. 
mengetahui peubah bebas (predil:<.tor} mana di antara x1 , 
1=1,2 .... ,1:<. yang memberil:<.an d uk ungan nya ta dalam model. 
Hipotesis 
1 = 1,2 .... 1< 
H1:S 1 =tidal<. sama dengan nol 
Uji Statistil< 
t =------
dim ana simpangan baKu dari dan 
adalah harga taKsiran dari s1 . JiKa diambil tingKat 
Kepercayaan sebesar a, mal<a daerah penolal<an 
n-:K-1 
2.2.5 Peubah Boneka ( Dummy Variabel ) 
Peubah bonel<.a adalah peubah yang mempunyai nilai 
nominal dan hanya berguna untul:<. membedal:<.an peubah yang 
satu dengan peubah yang lainnya. Hal ini terjadi jil:<.a 
ada peubal1. yang 11.asil pengul:<.urannya buKan l:<.wanti tatip 
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tetapi kwalitatip atau katagori. Hal ini dimaksudl<.an 
untuK memperoleh anggapan bahwa K.enyataan dari bermacam 
- macam Katagori mempunyai efek pada peubah taK bebas 
Jika ada r katagori atau level dari suatu peubah , 
maka untuk membedakan diperluKan r - 1 peubah boneka. 
2.2.6 Xolineari tas Ganda ( Mul t1coll1near1 ty ) 
Istilah kolineari tas ganda diciptakan oleh Ragner 
Frish, istilalJ. ini berarti adanya hubungan linear yang 
sempurna atau eksak di antara peubah bebas dalam regres1. 
Kolineari tas sendiri berarti h ubungan linear t unggal, 
sedangkan kolineari tas ganda menunjul<kan adanya lebih 
dari satu hubungan linear yang sempurna. Dalam pral<tek 
sering tidal< dibedakan bail< satu hubungan atau lebih 
dipergunakan istilah l<olineari tas ganda. 
Di dalam regresi linear asumsi yang harus dipenuhi 
adalah tal< ada kolonearitas ganda di antara peubah bebas 
karen a jiKa kolinearitas ganda terjadi mal<. a koef isien 
regresi tak dapat ditaKsir dengan ketelitian yang tinggi. 
2.2.7 Regresi Komponen Utama 
Salah satu cara yang dapat dilal<ul<an untuk 
mengatasi adanya Kolineari tas ganda 
menggunaKan analisis Komponen uta rna. 
adalah dengan 
Dimana tujuan 
dar i metode ini adalah mentransformasi peubah yang saling 
berKorelasi menjadi peubah baru yang sal1ng orthogonal 
13 
yang disebut Komponen utama. Dan Komponen u tam a ini 
mampu menjelasKan . semaKsimal mungKin variabilitas data 
asal. Langl<ah awal yang dilaKul<an adalah menstandardkan 
masing-masing peubah dengan transformasi sebagai berikut: 
X 1 j X i 
Z1j=----------
.fS1 
dimana Xij= nilai dari peubah i pengama tan ke j 
nilai standard dari peubah i 
pengamatan ke j 
x1 = nilai rata-rata peubah i 
s 1 = simpangan baku untu:K peubah 1 
Dengan menggunakan data hasil transformasi 
didapat:Kan matriK korelasi an tara 
i f'121 I I I I I I f'ik 
., 
r21 i .. • • • • • • r2k rz ::::; 
rki 1"']<2· •••••• 1 
Kemudian untuk mendapatkan nilai al<ar ciri (eigen value) 
yang dilambangl<an dengan sol usi dari persamaan : 
dimana 
nilai aKar ciri terbesar menunjuKkan variabili tas 
terbesar yang terhimpun dari l<omponen 1 t u. Sedangl<an 
vel<tor ciri (eigen vektor) yang dilambangKan dengan Y 
solusi dari persamaan berikut: 
rz ":{1 = r-; rJ 
veKtor ciri 1n1 nantinya digunal<an untul< menyatal<an 
l<embali peubah - peubah bebas Kedalam beberapa l<omponen 
utama. Dengan demikian H.omponen utama Ke j untul< peubah 
Z didapatl<an sebagai beril<ut 
= 
"\/J' dimana J merupaKan veKtor ciri dari matril< l<orelasi r.z: 
dan variab111 tas yang di terangkan oleh l<omponen utama 
l<e J adalah 
"j ---------·--X100X 
K 
Yang perlu diambil dari K buah l<omponen utama 
tersebut adalah komponen utama yang nilai aKar cirinya 
lebill besar a tau sama dengan 1. Dan total variabili tas 
yang di terangl<an minimal 75~ dari total var1abili tas 
data awal. Hasil diatas kemudian diregresikan dengan 
metode Kwadrat terKecil Kedalam model persamaan baru 
dengan q l<omponen utama (q K) yang cuK up bisa 
menggambarKan variabili tas dari peubah asal, model 
tersebu t adalah: 
Y=l3oJ+I3 1 JW 1 + ..•.. +13q'Wq+E 
t,'!:Lc~ 
li~~., 1 ifU 1 fEt~.MOLOfJf 
iEPUL.UH - NOPEf',~- ',f 
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2.2.8 Xoei'isien Determinasi (Rl) 
Koef isien determinasi (RZ) menya taKan proporsi 
Keragaman (varians) atau bagian dari ragam total di-
seKitar rata-rata yang mampu dijelasKan oleh model, dan 
didefin1s1l<:.an sebaga1: 
1\ 1\ 
(Y'Y n Y) 
X 100/.. 
(Y'Y nY) 
2. 3 Analisis Sisaan 
Sisaan didefinisil<an sebagai selisih antara nilai 
pengamatan dan n1la1 dugaan setelah model Y ditentuKan, 
yaitu e(1) : Y(1) Y(1) sebagaimana diKetah u1 sisaan 
d1asums1Kan 1dent1K, 1ndependen dan ber·d1str1bus1 normal 
dengan rata-rata nol dan s1mpangan baKu 1. J1Ka model 
persamaan regres1 yang didapatKan adalah sesuai, malta 
sisaan tidal< aKan memperliha tKan sua t u pengingKaran 
terhadap asumsi. UntuK mengetahui apaKah sisaan tersebut 
sudah memenuh1 asums1 dapat dilaKuKan pengeceKan dengan 
cara : 
1. Asumsi IdentiK 
UntuK mengeceK apaKah asumsi ident1K sudah 
d1penuh1 dapat d1laKuKan dengan cara membuat plot diagram, 
yaitu plot diagram antara s1saan terhadap Y . B1lamana 
pada plot diagram membentuK horisontal band, dan t1daK 
menunjuKKan pola tertentu maka asumsi 1dent1K dipenuhi. 
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2. Asumsi Independen 
UntuK mengeceH. apakah asumsi independen sudah di-
penuhi dapat dilakukan dengan cara membuat plot sisaan 
terhadap urutan waKtu pengamatan. JiKa pola yang ter-
bentuK menunjuKKan suatu :Kecenderungan tertentu terhadap 
wa:Kt u, mal<. a asumsi tidal<. dipen uhi selain it u dapa t 
dila:Ku:Kan dengan menghi tung a utol<orelasinya. Autol<.orelasi 
adalah u:Kuran tingl<at linear antara sisaan pada pe-
ngamatan pertama dengan sisaan pada pengamatan 
beri:Ku tnya dengan selisih wak t u (lag k}. Koefisien 
aotokorelasi pada lag k didefinisiKan sebagai berikut : 
n 
r: (e'C - e J(eh~- el n 
1:1 
n-K 
dimana :K adalal"l lag dan N adalah banya:Knya pengamatan. 
Batas interval harga-harga adalah 2;v-n apabila harga 
tersebut berada di dalam interval, ma:Ka secara statistik 
harga sama dengan nol. Berart.i harga sisaannya tidal<. 
saling berhubungan atau dapat. di:KataKan independen. 
3. Asumsi Normal 
Unt.uK melihat apal<.ah sisaan berdistribusi normal, 
maka dapa t digunakan plot normal. Caranya adalah sebagai 
beri:Kut : 




b. Hi tung P(i)=iOO(i-0.5)/m di mana i=1,2, ...... ,m 
Dimana m adalah banyaknya pengamatan dan i adalah urutan 
data dari yang terkec:.il sampai yang besar. 
Dari (a) dan (b) dap;::,t disusun tabel sebagai berikut 
1 e(i) p ( i ) 
1 e(1) p ( 1 ) 
2 e(2) p ( 2) 
. . 
m e(m) P(m) 
Selanju tnya berdasarkan tabel tersebu t dibua t plot 
diagram antara e(i) dan P(i). Bila plot diagram tersebut 
terl1hat bahwa sisaan-sisaannya terletak pada satu garis 
lurus, maKa tidal< terjadi penyimpangan· terhadap asumsi-
asumsi tersebut yang berarti asumsi distribusi normal 
dipenuhi. 
2.4 Analisis Xomponen Utama 
A sal metode ini di tern uKan oleh Pearson (1901) 
yang Kemudian diKembangKan oleh Hotelling pada tahun 1933. 
Anal1s1s Komponen Utama adalah sua t u te11nik sta tistik 
untul< peubah ganda multi variate yang b1asanya 
digunakan unt ul< menyusutKan dimensi peubah yang tak 
·-----· ---···-·---
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berpola yang digunal<.an dalam analisis dan pengambilan. 
l<.esimpulap. Menurut Kleinbaum dan Kuper (1978), Analisis 
Komponen Utama ini dimal<.sudl<.an untul<. menentul<.an faKtor-
fal<.tor (Komponen utama) yang mampu menerangl<.an bagian 
terbesar total Keragaman (varians) dengan menggunal<.an 
faKtor-faKtor yang seminimum mungKin. Kedua hal tersebut 
di atas dapat dilal<ul<an dengan cara menghilangKan 
korelasi antar peubah melalui transformasi dan menjadil<an 
peubah baru yang saling bebas (independen). 
SedangKan Anal1s1s Komponen Utama menurut Johnson 
dan Wichern dapat menjad1 masuKan pada regresi ganda 
(multiple regresion) atau analisis kelompol<.. 
Penelitian N individu dan tiap-tiap individu 
aKan d1sel1d1K1 p buah KaraKteristil<. (variabel) yang 
dapat ditulis dalam bentul< veKtor sehingga X' = 
) . Selanjutnya vel< tor X 
diasumsiKan mengikuti sebaran peubah ganda tertentu 
( biasanya normal ganda ) dengan rata-rata ~ dan matrik 
peragam kovarians E yang tertentu. Melalui matrik 
peragam E dapat diturunKan akar ciri-aKar cirinya 
(eigen value) dan al<.ar 
ciri dapat dicari dari vel<tor ciri padanannya, yaitu 
e 1 ,e 2 , .... ,ep 
Penyusutan dimensi peubah asal X adalah dengan 
membangKitl<.an peubah bebas satu sama lain, yaitu Y= AX 
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dengan matrik A adalah matrik transformasi yang mengubah 
peubah asal X ke peubah baru Y yang disebut Komponen 
utama. Komponen utama pertama adalah Kombinasi linear 
terbobot peubah asal ya.ng mampu menunjukKan Keragaman 
data terbesar, Komponen utama pert.ama ini dapat dit.ulis 
sebagai : 
\ 
e1 adalah vektor normal yang merupaKan vekt.or c1r1 
(eigen vektor) dari akar . ciri terbesar matril<. peragam 
(l<.ovarians) E di at as dan d1p111h 
sedemikian hingga keragaman komponen utama menjadi 
maksimum. berfungsi mentransformas1 vektor X 
menjadi vektor baru Y. Oleh karena 1tu sering disebut 
vektor pembobot.. Ragam dari komponen utama pertama adalah 
Selanjutnya vektor dapat dicari 
dengan syarat dan 
Hal ini diperlukan agar H.omponen keduapun dapat. maKsimum. 
Dengan demikian komponen kedua dapat ditulis 
sebagai 
Y2::e21X1+e22X2+ .... +e2pXp 
=e'2x 
Vektor pembobot tersebut dapat d1car1 
untuk komponen utama ke J dengan cara yang sama, 
dan d1p111h dan 
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Keragaman Komponen utama Ke j bisa ditulis sebagai 
Dari uraian di atas bisa disimpull<an bahwa untuK mempe-
roleh l<omponen utama, perlu mencari matriK A yang merupa-
Kan gugus veKtor 
A' = ( e 1 , e 2 , . . . , ep ) . 
(pxp) 
Ragam Komponen utama Ke-j besarnya sama dengan aKar ciri 
Ke-j, Oleh Karena itu bagian total 
Keragaman data yang mampu di terangKan oleh set1ap 
Komponen utama adalah proporsi 
Komponen tersebut terhadap jumlah aKar 
matr1K peragam E. Lebih jelasnya bisa 
berikut 




an tara aKar ciri 
ciri atau teras 
dilihat sebagai 
dengan demil<ian mal<a persentase Keragaman yang ~isa 
diterangl<an oleh Komponen utama ke - j adalah : 
X 1001: 
tr E 
MatriK peragam E digunal<an dalam masalah in1 jiKa 
peubah yang d1amat1 ul<urannya pada sl<ala dengan 
perbedaan yang tidal< besar atau Jil<a satuan ul<uran sama. 
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Bila peubah yang diamati ul<.urannya pada sl<.ala dengan 
perbedaan yang sangat lebar 
maKa peubah tersebut perlu 
utama ditentuKan dari peubah 
atau satuannya tidal<. sama, 
dibaKuKan sehingga Komponen 
11al<.u. Peubah asal perlu 
di transformasikan Kedalam peubah baKu Z yang dalam notasi 
matril< adalah: 
z :; v -0. 5 ( X - u ) 
yO. 5 adalal1 matriK simpangan J)al<.u dengan unsur 
diagonal uta rna adalah ( O"ii )0.5 sedangKan unsur 
lainnya adalah 0 Sedangl<.an nilai harapan E ( z) = 0, dan 
peragamnya adalah 
cov < z) = < v o. 5 > -1 E < v o. 5 > - 1 = r 
Dengan dem1K1an Komponen utama dari z dapat ditentukan 
dari vektor ciri yang diperoleh melalui matriK Korelas.1.. 
peubah asal r . Model dari Komponen utama dari Z dapat 
di t ulisKan dalam bentuk 
Yj :ej1Z 1+ej2Z 2+ ... +ejpZp 
:e• JZ 
SedangKan cara mencari matriK akar ciri dan menentuKan 
veKtor pembobotnya sama seperti telah dluraiKan terdahulu. 
Penyusutan dimensi peubah adalal1 dengan cara 
mengambil sejumlah Kecil Komponen utama yang mampu 
menerangKan bagian terbesar Keragaman data. Apabila 
banyaKnya komponen utama yang diambil adalah q buah, 
dimana q < p , mal<a propors.i 
di terangKan adalal1 





Analisis faKtor digunaKan untuK menggambarl<.an 
jika mungkin, hubungan peragam diantara beberapa peubah 
dalam sejumlah Kecil faktor. Peubah- peubah dapat 
dikelompoKkan oleh Korelasi mereka menjadi Kelompok-
Kelompok . Semua peubah dalam suatu Kelompok tertentu 
adalah sangat berhubungan di antara mereKa sendiri tetapi 
mem111K1 hubungan nisbi relati-£ Kecil dengan peubah -
peubah dalam KelompoK lain . 
Analisis faKtor dapat dipandang sebagai perluasa~ 
dari analisis Komponen· utama. Jadi pada dasarnya analisis. 
faKtor bertujuan untuK mendapatKan sejumlah Kecil faKtor 
yang memiliKi sifat sebagai beriKut: 
(i } Mampu menerangKan semaKsimum mungKin Keragaman data. 
(11} Terdapatnya Kebebasan antar faKtor. 
(iii} Tiap faKtor bisa diinterprestasiKan dengan jelas. 
Melalui analisis Komponen utama butir (1) dan (11) 
bisa diperoleh. Selanjutnya dari q buah fal<tor yang 
dipilih' didapat matriK vel<.tor pembobot Komponen utama 
seperti di bawah ini: 
Persamaan umum analisis faKtor bisa dirumusKan sebagai: 
atau dalam notasi matriK : 
X - U = L 
(PX 1) ( pxq} 




( px 1) 
F1 =faktor bersama ( common faKtor ) ke-1 
L ji = Loading faKt.or Ke -i untuK peubah Ke -j 
Ej = Komponen acal< yang Khas dari peubah ke-j 
U j = nilai tengah peubah Ke -j 
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i:1,2, ... ,q 
Fal<tor -fal<tor yang diperoleh dari metode Komponen 
utama, pada umumnya suli t diinterprestasikan secara 
langsung tanpa proses manipulasi. UntuK Keperluan itu 
dipakai matriK loading faKtor beriKut: 
L 
(pxq} 
dengan ca ta tan : 
= A X D 
(pxq) (qxq) 
L = matrik loading faKtor 
A = matriK veKtor pembobot 
D = matrik diagonal dari aKar ciri 
Selanjutnya pada matril< L dllaKul<an manipulasi 
didapat faktor dengan daya interprestasi tinggi. 
agar 
Manipu 
lasi dilakukan dengan merotasi matriK tersebut dengan 
menggunakan metode rotasi tegaK lurus varimax. Selain 
metode rotasi tegaK lurus ada metode rotasi taK langsur.g .. 
Rotasi tegaK lurus cocol< untuk model faktor dimana faKtor 
bersama diasumsikan independen. Rotasi ini sering Kal1 
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dianjurKan setelah melihat loading faKtor yang diper-
KiraKan tidal< mengiKuti model. Hasil rotasi aKan menga 
KibatKan setiap peubah asal mempunyai Korelasi yang 
t1ngg1 dengan fal< tor tertentu saja dan tidal< dengan 
faKtor yang lainnya. Dengan demil<.ian setiap ·faKtor 
aKan lebih rnudah diinterprestas1Kan. 
Rotasi tegaK lurus varimax diperoleh dengan cara 
lE 
JiKa L = L T 
(pxq} (pxq) (qxq) 
L adalah rna triK ( pxq) dari loading fal<tor maKa 
lE 
L = matr1K loading faKtor yang dirotasi 





T ditentukan sederniKian 
V = adalah :E ( Keragaman dari loading pangKat dua 
1::1 
faKtor ke-i 
(hj) 2 = adalah Jumlah dari loading peubah 




Selanjutnya· untuK tujuan pengelompoKl<an dihi tung 
sKor faKtor yang bisa dicari dengan cara beriKut: 
f :: L ' . Z 
(qxn) (qxp} (pxn) 
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dengan ca ta tan : 
f = matrik skor fal<tor yang di11asilkan 
L = putaran matrik loading faKtor hasil rotasi 
Z = matriK peubah asal yang te1ah dibakuKan 
Berdasarkan sKor fal<tor ini dilaKul<an pengelompol<kan 
dengan menggunaKan analisis KelompoK . 
2. 6 Analisis Xelompok 
Analisis KelompoK digunal<an untul< mengelompoKKan n 
individu Kedalam k kelompol<, dimana K < n, sehingga 
anggota -anggota yang terletak dalam satu Kelompok 
mempunyai sifat yang lebih del<at (serupa) dibanding dengan 
indi vid u yang terletak di dalam Kelompol< yang lain . 
UKuran keserupaan diantara ind.ividu menjadi dasar 
dalam analisis kelompoK. Hasil dar i analisis kelompok 
sering kali dipengaruhi oleh unsur subyeKti vitas dalam 
pemilil1an uKuran peubahnya (nominal, ordinal, selang, 
nisbah). 
Untuk mengelompol<Kan n indi vidu berdasarkan uk uran-
jaraK Keserupaan biasanya di t unjukkan o1e11 uK uran jaraK . 
UKuran jaraK Euclid merupal<an salah satu Keserupaan yang 
sering digunaKan. JaraK Euclid 2 indi vidu X 1.1an 
berdimensi p adalah 
n 




Semal<in besar nilai D semakin ja uh Keserupaan an tara Ked ua 
indi vidu tersebut dan sebaliKnya bila nilai D Kecil. 
Asumsi yang harus dipenuhi dalam uKuran jaraK Euclid 
adalah Korelasi antara peubah tidaK ada dan masing -masing 
peubah mempunyai sKala penguKuran yang sama. 
Dalam membentuK l<elompoK, terlebih 
ditentuKan metode yang digunaKan. Bila banyaKnya 
dahulu 
KelompoK 
yang al<an muncul tidaK dil<etahui digunal<an metode Kelompok 
berhirarKi. Metode pengelompoKKan berhirarKi dimulai dari 
pembentuKan KelompoK sebanyaK data asal ( n) . Dua KelompoK 
yang mempunyai jaraK terdeKat digabung menjadi satu 
KelompoK sehingga jumlah KelompoK menjadi n -1 . JaraK 
antara kelompoK baru dan KelompoK sebelumnya dihitung 
Kembali. Prosedur ini diulang sampai aKhirnya terbentuK 
satu KelompoK yang beranggotakan n data. MatriK Keserupaan 
pacta setiap langKall penggabungan selal u diperbarui dan 
pembentuKan 1-<.elompok digambarKan dalam dendogram. 
Ada beberapa cara memperbarui matriK Keserupaan 
pada metode pengelompoKKan berhirarKi yaitu 
- Metode Pautan ( 
- Metode Sentroid ( Centroid M 
- Metode Ward 
Dalam per hi tungan masing -masing mete<fe mempunya1 c1ri-
ciri tersendir1 sehingga diperoleh pendeKatan yang 
berbeda. Metode Ward baik untuK baik untuK mengelompoKKan 
data yang tidak terlalu jauh, sedangKan metode sentroid 
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dapat menghasilKan dendogram yang 
tidaK bersifat rnonotoniK. 
jaral< penggabungannya 
Metode Pautan terdiri dari rnet.ode Pa utan Tunggal 
(Single LinKage ) , metode Pa u tan LengKap (Complete LinKage ) 
dan metode rata-rata KelompoK (Group Average ) . 
1 . Metode Pautan Tunggal 
Metode ini meminimurnKan jaraK antara Kelompok yang 
digabung. JaraK minimum antara KelompoK I yang merupaKan 
gabungan antara l<elornpoK P dan Q dengan I<elompoK J adalah : 
D1j=rn1n(Dpj• Dqj) 
sedangKan Dpj dftn Dqj rna sing -masing 
antara KelornpoK Pdan Q dengan KelornpoK 
adalall 
J. Has11 
metode ini tidaK dipengaruhi transformasi monoton1K 
ul< uran Keserupaan . 




Metode ini memaKsimumKan jaraK antara Kelompol< yang 
digabung. JaraK maKsimum antara KelompoK P dan Q terhadap 
KelompoK J adalah 
Dij=maKs(Dpj• Dqj) 
SedangKan DpJ dan Dqj masing -masing merupaKan 
jaral< antara l<elompoK P dan Q terhadap J. 
3. Metode Rata-rata KelompoK 
Metode ini meminimumKan rata -rata JaraH. an tara 
semua pasangan indi vidu da:ri KelompoK yang digabung. Rata-
2R 
rata jaral< antara KelompoK I dengan KelompoK J adalah 
1 n n n 
D = }"".; E E(X-Y)i 
n 1nJ: · 't;i .T::i 1-<:: i 
sedangKan ni dan nj masing - masing banyaKnya 
anggota -anggota KelompoK I dan J , X adalah anggota 
KelompoK I, Y adalah anggota Kelompo}{ J dan p })anyaKnya 
peubah. 
2. 7 Analis.is Disk.r•iminan 
Apabila sua t u KelompoK telah terbentuK, biasanya 
ingin d1Ketahu1 peubah yang membedaKan antara KelompoK 
tersebut. Usaha untuK mencari peubah yans menciriKan 
perbedaan di antara l<elompol< tersel)Ut dapat dilaKuKan 
dengan teKniK anal1sis disl<riminan. Fungsi diskriminan 
layaK dibentuK bila t.erdapat perbedaan nilai t.engah 
dian tara KelompoK -KelompoK yang ada perlu dilaKuKan 
pengujian nilai tengah dari Kelompok -KelompoK tersebut. 
Pengujian nilai tengah dila:KuKan dengan statistiK v 
Bartlett yang menyebar meng1Kut1 sebaran Kh1-Kwadrat 
dengan deraja t bebas p ( k+ 1.) , dimana p adalah banyaKnya 
peubah pengamatan sedangKan K adalah banyaKnya KelompoK. 
StatistiK v Bartlett diperoleh melalui 




W adalah matriK peragam dalam Kelompol<.., sedangKan B adalah 
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matril< peragam antar l<elompol<. Bila pengujian bersifat 
nyata, maka fungsi disKt'irninan dapat. disusun. Dengan 
analisis disKriminan dapat dicari Kombinasi linear dari 
peubah peubah pemisah agar supaya l<elompol<. menjadi 
berbeda secara st.a t.istiK . Fungsi disKriminan tersebut 
adal.al"l : 
dimana 
D1 =sl<or pacta fungsi disKriminan Ke-1 
ct1 :vel< tor l<oefisien pembobot fungsi disKriminan 
P :peubah baKu dari p buah peubah pemlsah 
Vel< tor pembobot diperoleh dari 
persamaan (B-A.W)d ~I )d ::0 
dengan catatan 
B = matriK peragam antar l<elompoK 
w = matril< peragam dalam KelompoK 
'A: aKar ciri yang memenuhi persamaan diatas 
d = vel<t.or ciri padanan bagi aKar ciri A. 
SKor disKriminan dihitung berdasarKan l<oeflsien 
pembobot yang telah dibal< ul<an berasal dari peubah pemisah 
asli yang telah dibal<'uKan dalam sKor p . 
Untul< l.ebil"l efis1en dalam melaKul<an peubah 
pemisah dapat dtlaKul<an dengan pemililJ.an peut)ah melalui 
ana lis is di.sKrirninan bertatar. Hal lni digunal<an untuK 
mengliilangKan peul)al1 yang K ur·ang ber·guna sebel um melaK ul<an 
analisis selanjutnya. Setelah dilaKuKan pem.ilihan peubah, 
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maKa analis.is selanjut.nya diKer jaKan hanya dengan peubah 
terpilih. Kemudian dilaKul<.an pengelompoK kan dengan 
menggunakan fungsi disKriminan Fisl1er. Fungsi disKriminan 
Fisher adalah 
r r 
d 1 -=+ (YrY.tj>~:;E(ej(P-Pi))~ 
:J=1 J=1 
dimana 
d1 ::skor funsi disKriminan 
e J =Vel<. tor Koefisien pembobot fungsi d1sKr1m1nan 
Pi ::veKtor nilai tengal1 Kelompol< Ke ·-1 
Kriteria pengelompoKKan adalah alokasiKan p pada KelompoK 
Ke-i jiKa : 
d 1 ::terKecil dari ct1 (p) .t=t,2, .. :.,s 
BAB IV 
BAHAH DAN HETODOLOGI PEHELITIAH 
3.1 Bahan Pen eli tian 
Di dalam penyelesaian masalah yang ada mal<a perlu 
adanya bahan masul<an yang berupa data yang nantinya 
al<an dianalisis. Data diperoleh dari PT Perkebunan XVII 
(Persero) kantor cabang daerah tanam di Tuban. Pengumpulan 
data dilakukan dengan cara sebagai berikut : 
1. Administrasi 
Mengumpulkan laporan-laporan dan menca ta tnya 
terutama data mengenai luas tanah, kebutuhan bibit, pupuk, 
pestisida dan hasil produksi dari setiap petani dan 
kelompok tani. 
2. Kwisioner dan Interview 
Mengadakan wa wancara secara langsung dengan para 
staf perusahaan yang mengerti permasalahan, terutama 
kepala daerah tanam dan penyebaran kwisioner untuk para 
petani yang terl<ena sampel. 
Sesuai dengan tujuan peneli tian yang ada maka jenis data 
yang diambil adalah : 
- Bibit 
Dicatat mengenai jumlah bibi t yang di tanam oleh setiap 
petani yang melakukan penanaman serat pada musim tanam 
tahun 1988/1989. Data dicatat dalam satuan kilogram. 
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- Pupuk 
Dicatat jumlah pupuk yang digunakan oleh setiap petani, 
data dicatat dalam satuan kiligram. 
Pestisida 
Dicatat jumlah pestisida yang digunakan untuk membasmi 
ham a, data dica tat dalam satuan kilogram. 
- Luas tanah 
Dicatat luas tanah yang dimiliki oleh setiap petani yang 
ditanami serat, data dicatat dalam satuan hektoare. 
- T ingka t pendidikan petani 
Tingkat pendidikan yang pernah ditempuh oleh petani 
secara :formal. 
- Pengalaman petani 
Lama pengalaman yang dimiliki petani dalam melak ukan 
penanaman serat. Data dicatat dalam satuan tahun. 
- Metode Penyuluhan 
Metode penyuluhan yang pernah diterima oleh petani dari 
petugas penyuluhan. 
- Jumlah prod uRsi sera t 
Jumlah sera t yang dihasilkan oleh setiap pet ani dan 
tiap-tiap kelompok tani. Prod uksi sera t ini dibedakan 
dalam 3 jenis mutu, data dicatat dalam satuan kilogram. 
Hetode Pen eli tian 
Dari populasi sebanyak 1764 dilakukan pengambilan 
sampel dengan metode penyampelan aca:K berlapis (strati£ied 
random sampling) berdasarKan luas tanah garapan. Dari 
populasi tersebu t dibagi menjadi 3 lapisan (strata) 
Strata I beranggota:Kan petani yang luas tanah garapannya 
0 sampai 1 he:Ktar sebanyaK 1540 orang. 
Strata II beranggota:Kan petani yang luas tanah garapannya 
1.1 sampai 2 he:Ktar sebanya:K 175 orang . 
Strata III beranggotaKan petani yang luas tanah garapannya 
2 he:Ktar lebih sebanyaK 49 orang. 
Dari tiap-tiap strata diambil secara aca:K sampel sebesar 
156, 18, 6 sehingga jumlah secara Keseluruhan 180. Dari 
penyebaran :Kwisioner sebanya:K 180, ternya ta yang dapa t 
terkumpul sebanyak 172 dan yang dapat dianalisis sebanyak 
145. Hal ini disebabkan karena adanya :Kwisioner yang 
hilang dan tidak leng:Kap. 
UntuK analisis secara statistik pad a tahap 
selanju tnya digunakan analisis regresi dan analisis 
kelompo:K. Analisis regresi digunaKan unt uK mencari pola 
hubungan secara matematis antara peubah (variabel) bebas X 
dengan peubah taK bebas (variabel respon) Y. Dalam hal ini 
peubah bebas yang digunakan adalah : luas tanah, bibit, 
pupuk, pestisida, ting:Ka t pendidi:Kan pet ani, pengalaman 
petani dan metode penyuluhan. Dari Ketujuh peubah tersebut 
dila:K uKan uji :Korelasi unt uK mengetah ui peubah mana yang 
bebas :Korelasi. Dari peubah-peubah yang bebas korelasi 
Kemudian dicari pola hubungannya terhadap peubah taK bebas 
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Sedangl<.an analsisis kelompok dan analisis 
diskriminan digunakan untuk mengelompokkan 31 kelompok 
tani berdasarkan kriteria mutu serat yang dihasill<.an. Mutu 
serat yang terdiri dari 3 jenis mutu yaitu mutu A, mutu B 
dan mutu C. Dimana mutu serat tersebut ditentukan oleh 
beberapa faktor yaitu 
- l<.ekuatan serat 
- kesupelan serat 
- warna sera t 
- pencahyaan serat 
- kebersihan serat 
Dari hasil analisis kelompok ini akan terbentuk beberapa 
group dimana masing-masing group mempunyai anggota yang 
terdiri dari beberapa kelompok tani. Dari analisis 
kelompok ini juga diharapkan akan dapa t diketah ui mutu 
mana yang cenderung dihasilakn oleh masing-masing group. 
BAB IV 
ANALISIS DATA DAN PEHBAHASAN 
'! }. 
· c .l.J:.1 Analisis · Regresi. Lin~a:r- Ganda 
Penentuan Peubah Boneka (Dummy Variahel) 
Dalam analisJs regresi linear Jn.i terclapat d ua 
peubah honeka y a it u tingkat. pendicli:Kan petani d.an metode 
penyuluhan yang cliterima oleh petani. UntuK tingkat' 
penaidil<an petani diperoleh 2 t1ng:Ka tan ( level yaitu : 
Level I = t.idal< pernah seJ<olah atau tidak tamat SD 
Level II : tamat · ~m a tau tamat SMP 
Karena clalam hal in.i terclapat dua level mal<a untul< 
membeda:Kannya diperlukan satu peubah J)oneKa yaltu X5 
-..Tika data berasal (l.a.r'i level I mal<. a X5= 0 
JiKa data berasal dari level II mal<. a X5:: 1 
SedangKan untuK peubah me·tode penyuluhan yang d. tte:r· .i [)j u. 
Metocle I melalui' pertemuan ( temu wicara, temu Karya 
Metode II mela1ui Kebun demplot dan penerangan -film 
MaKa untul<. membedaKann1ra diperluKan satu peubah boneKa 
,JiKa berasal dar.i metode 
,JiKa data berasal dari metode 
I mal<. a 
II mal<. a 
X 7 = 1 
-1 
Hasil pengolahan da·ta did.apatl<.an 1\orelasi an·tar 




1 0.703 0.499 0.471 0.080 -0.050 0.0736 
0.703 1 0.680 0.527 0.055 0.034 0. 1324 
0.499 0.680 1 0.872 0.058 0. 155 0. 1050 
fz,= 0.471 0.527 0.872 1 0.038 0.028 0.0860 0.082 0.055 0.058 0.038 1 -0.005 0.0890 
-0.050 0.034 0.155 0.028 0.047 1 0.0896 
0.074 0. 133 0.105 O.OB6 0.089 O.OB96 1 
dimana X 1 =luas tanah --
X3=PUPUk ~ 
X5 =t1ngKat pendid1Kan petani 
X5=penga1aman petani 
X7=metode penyuluhan yang diterima petani 
Y =hasil prod uks.t 
Korelasi yang didapat antar peubah bebas x1 sam pal 
tinggi . Hal ini perlu diuji apaKah korelasi 
antar peubah tersebut cul<:.up })erarti atau tidaK. UntuK 
itu digunaKan uji statistiK dengan distribusi t. . H1PO 
tesis yang digunaKan adalah 
Ho :/' = o 
H 1 :f :f:. 0 
sebagai beriKut: 


































r 21~ 3.39 1 .96 tolaK Ho 
r25 0 .1)6 1 . 9f, tet"i.ma Ho 
r26 0 .1+ l . 9f, ter-i.ma Ho 
r·2.7 1 .59 l. . 96 ter1ma Ho 
r3'l- 16.8 I. .96 tolal< Ho 
r35 0.69 I. .96 t.ePima Ho 
r36 l .P.6 l . 9l~· ter-ima Ho 
P3'7 I. 25 I . 9t) terima Bo 
rtl-5 0 ,1~5 l .C)b ter'irna Ho 
rt\.6 0. 35 l .96 tertma Ho 
r47 I. .03 1 . 9l) terj rna Ho 
rf,e, 0. (lf,6 1.96 terima Ho 
r ~;·r I .Ob5 1.96 ter1rna Ho1 
l' G'T I .068 1.96 ter1ma Ho: 
DarJ l1as11 uji Korelasi 
sampa1 peubah X1t terJadl 
ternyata antara peubah x1 
Korelasi yang !.significant· 
Dengan demiKian dapat disimpulKan bahwa dtantara peul:lal:1 
I 
bebas tersebut l<ol1near1ta!:: ganda. KiH'ena . dari 
peuhah -peubal1 tersebu t terJadi l~oJ :l nea r~i t as maKa untuK 
l t u pemecahannya adalah dengan rnenggunaKan Anaasts 
Komponen Utama, yang ~apat mentransformasi peubah X 1 
sampai X 7 menjacli beberapa Komponen utama yanf.i' 
sa ling Setelah dilal<uKan perhit.ungan 
dengan menggunakan Analisis Komponen Utama didapatKan 
nilai aKar ciri dari matriK Korelasi peubah yang telah 





/\.4 - 0.8800 
Af o. 6830 
A. o. 2970 
Ada pun prosentase dari masing -masing nilai aKar ciri 















Dari nila.i aKar ciri tersebut yang memenul1.1 syarat 
untuK dijadil<an Kornponen utama hanya tiga, dari Ketiga 
komponen utama tersebut dlper•,:,lel::~. tlga persamaan . Komponen 
utama yang memuat 7 peubah baKu. Persarnaan tersebut adalah 
W1:0.8045Z1+0.8821Z2+0.8921Z3+0.7663ZJ.t.+ 
0.186Z 5 -0.0895Z 6 +0.1673Z 7 
0.154:7Z 5+0.7899Z 6 -0.7797Z7 
W3:0.1700Z1+0.04:63Z2-0.1'59Z3-0.1126ZL1+ 
Untuk Komponen utama pertama W1 peubah yang .berperan 
adalah peubah 1 uas tanal1. , b1bi t , pupuK , pestisida dens an 
demikian dapat. dil<.at.al<an Komponen utama:fadalah faKtor 
bahan tanam, SedansKan Komponen utama Kedua w2 peubah 
yang mendom1nas1 adalal1. peubah lama pengalaman petani 
dan metode penyuluhan yang diterima oleh petani, yang 
diberi nama faKtor Kondisi petani. Dan untuH. Komponen 
utama Ketiga w3 diberi nama faKtor tingKat pendidiKan 
Ketiga adalah Ungl<at pendidiKan petani . Setelah Ketiga 
Komponen ut.ama di temukan ma.Ka dicari Korelasi an tara 
l<.etiga l<.omponen tersebut. Korelasi yang diperoleh adalah : 








apa1<.a11 korelasi an tar komponen 
tersel)ut sa ling independen . Ma.Ka digunakan h1potes1s 
sebagai berikut 
Ho r =0 
Hi r f:.O 









1.96 terima Ho 
1. 9e• ter1ma Ho 
1.95 terima Ho 
Darl has11 uji Korelasi ternyata antara Komponen tersebut 
independen dengan Kata lain Ketiga l<.omponen sa ling 
tersebut sa ling ortogonal . Prosentase variabili tas dn.r1 
ketiga Komponen tersebut a.dalah 7 2 '/.. Untul< selan~utnya 
dilal<ukan pencarian model dengan peubah bebas 
dan peubah taK. bebas Y. Model yang 
didapat adalah : 
Kemudian dilaKul<.an pengujian Koef1s1en resresi secara 
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J)ersama -sama dengan menggunakan hipotesis sebagai beriKut: 
H 1 salah sat u S i ada yang tidal<. sam a dengan nol 
Dari 11asil hipotesis 1n1 maKa dibutuhKan tabel Anova 
sebagai J)eri:Kut : 
Tabel Anova 
Sumber db ,JK JKS Fnisbah 
Resresi 3 120043480 40014493.3 81 .Ll-9 
Sisaan 138 57759512 14-91010. 9 
Total 142 187802992 
Karena nilai Fnisbah > F{ 3 , 139 , 0 , 05 ) = 2.6 maka Ho 
di tola:K . Dengan demi:Kian dapa t diKa.taKan bah wa. paling 
sedi:Kit ada satu Si yang tidal<. sama dengan nol. Untuk 
mengetahui peubah mana yang tidal<. sama t.1engan nol , 
dilal< ul<an uji pars1il untul< semua l<.oefisien regresi 
dengan menggunal<.an hipot.esis 
Ho:S1=0 
H 1 ~s1:foo 
sebagai 
Dari hasil perhitungan didapatl<.an 
Koefisien nilai simpangan thitung 
bal-f.U 
So 939.33 58.39 16.09 
13 1 317.56 21.92 14.49 
s2 211. 69 65.41 3. 21!-
s3 95.05 83.55 1. 14 
beril<ut 
ttabel Kesimpulan 
1. 96 tolaK Ho 
1.96 tolak Ho 
1.96 tolaK Ho 
1.96 terima Ho 
I~ 1 
~rernyata kesimpulan yang didapat b1 
yang significant artinya hanya dan w2 yang 
member·il<.an sumbangan yang berarti dalam menghasill<.an 
( peubah tal< be bas Y. 
. ' 
UntuK selanjutnya dari peubah7 peubah yang 
significant dibuat model baru sebagai beriKut : 
1\ 
dengan :Koef isien determinasi sebesar 6 3 . 91: 
Selanjutnya dilal<.ukan uji bersama -sama dengan hipotesis 
Ho: 13
0 =13. = 0 I 
H 1: paling sedi:Kit ada satu a yang Udal< sama 
dengan nol 
Tabel Anova yang diperoleh adalah 
--
Sumber db JK JKS Fnisbah 
Regresi 2 119412576 59706288 122.2 
Sisaan 140 68 390L},Q8 488503 
' ,. 
Total 142 187802976 .. , 
.. 
Dari perhi t.ungan diperoleh nilai Fnisbal'l. > F ( 2 
1 
140 I o. 06) 
= 2. 37 maKa Ho ditolaK, berart.i paling sedi:Kit ada satu 13 
yang t1daK sama dengan nol. UntuK selanjutnya dilaKu.:Kan 
uji parsiil untuK semua Koefislen regresi dengan 
menggunakan h1potesis :· 
Ho: 13 = 0 
H1:13 4o 
Dari hasil perhitungan didapatkan 
h2 
Koefisien nilai simpangan thitung ttabel kesimpulan 
baku 
So 939.42 58.45 16.07 1.96 tolak Ho 
131; 323.46 21. 18 15.27 1.96 tolak Ho 
132 160.45 45.33 3.54 1. 96 tolaK Ho 
Ternyat.a l<.esimpulan yang didapat b1 dan b2 
significant yang art in ya w 1 dan w2 memberiKan 
suml)angan yang berart.i dalam rnenghasilkan peuba11. bebas Y . 
Dengan dem11<1an model tersebut adalah sesuai. Dari model 
di atas apab1la di transformasi kedalam bentuk X 
menghasilkan model sebagai berikut : 
Ll. 2. Analisis S!saan 
Untul<. menget.ahu1 apal<ah sisaan yang timbul dari po 1"' 
hubungan ant.ara produksi ser'at dengan peubah - peubah 
yang dianggap berpengaruh ,' memenuhi asumsi , dilaKuKq.n 
pengecekaza. terhadap asumsi identil<., independen dan normal. 
1. Asumsi IdentiK 
UntuK pengeceKan asumsi ident.il< dapat dilaKuKan 
" dengan rneliha t PlOt diagram an·tara e1 terb.actap Y pacta 
sambar L! .• 1 . Dari plot tersebut terlihat bah wa ti tiK yang 
tergambar membentuk ho:r'isontal band. Dan tidak menunjul<.an 
Kecenderunsan pola ter•ten t u . Dens an demil<ian bisa 
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dika.t.akan asumsi ident.ik dipenuhi. 
2 . Asumsi Independen 
Pengecekan asumsi independen dilak ukan dengan 
melihat plot aut.okorelasi sisaan pada gambar 4 . 3 . Dari 
gam bar tersebu t n1la1 au tokorelas1 s1saan 
semuanya masuk dalarn interval ( -2/ Vn I 2/Vn) I berarti 
asumsi independen dipenuhi. 
3 . Asumsi Normal 
Pengecekan terhadap asums1 distribusi normal 
dilakukan dengan membuat plot ei terhadap P ( 1). Darl 
gambar 4. 3 dapat . di 1 iha t bahwa plot yang ter 
·bentuK 
__ \ A 
dapat diKataKar. mendeKati gar1s 1urus 
berarti asumsi normal dipenuhi. 
J.t.. 3 Analisis Komponen Utama 
Analisis komponen utama dilakukan untuk 
menyusutkan dimensi pengamatan sehingga KelompoK 
0 
tani. 
penanam serat dapat diciriKan oleh beberapa Komponen 
utama. Dengan menggunal<an matriK l<orelasi aKan · diperoleh 
3 Komponen utama dalam bentu.l< 'fungs1 linear dari 3 ·peubah 
asal. Dari 3 komponen utama yang diperoleh ternyata hanya 
2 Komponen utama yang memegang peranan penting sebagai 
penyebab adanya Keragaman a.ntar KelompoK. susunan 
Komponen utama dapat dilihat pada Tabel ( .q .• 1) di bawah ini. 
Tabel ( 4. 1} . Koefisien Komponen Utama dan Keragaman 
Komponen utama 
Peubah 1 2 
Zi 0.'74163 0.63993 
Z2 0.92765 -0. 032l!f, 
Z3 0.78644 -0.56520 
AKar ciri 2..02905 0.73001 
Keragaman 67.6 24.3 
total ( % ) 
Kumulatif 67.6 91.9 
Keragaman 
total 
Komponen utama pertama menerangl<.an l<.erasaman total 
sebesar 67.6X. Komponen utama Kedua menerangKan l<.eragaman 
total sebesar 24. 3% . Masing - masing Komponen utama 
tersebut di atas adalal). l<.ombinasi Unear terbobot peubah 
bal< u yang sa ling berl<.orelasi , serta memal<.simuml<.an sisa 
l<.erasaman total yang t.elal'l di terangl<an oleh l<.omponen 
utama sebenarnya. 
4.4 Analisis Fak.tor 
Dua komponen utama tersebut di atas dijadikan 
fal<.tor a wal bagi analisis fal<.tor. Dua l<.omponen utama 
menghasilkan Loading faktor. Ternyata Loading faktor yang 
diperoleh masih belum mampu menunjuKl<.an arti sebagaimana 
yang diharapkan, tiap 'fal<.tor masih sulit diinterprestasl.· 
l<.an dengan sejelas-jelasnya. Agar setiap fal<.tOl' dapat 
diinterprestasil<.an secara bail<, perlu dilakul<an rota.si 
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dengan menggunal<an rotasi tegal< lurus varimax. Dengan 
rotasi ini diperoleh Loading fal<tor baru yang dapat 
memberil<an interprestasi yang dilJ.arapkan seperti yang 
terlihat pada Tabel (4.2) di bawah ini. 
Tabel ( 4. 2) Loading fal<tor hasil rotasi pada setiap peubah 
unt.uk masing-masing fal<tor. 
Peubah Fal<tor 
1 2 
Z1 0.1J.W33 0.96945 
Z2 0.72.166 0.58377 
Z3 0.96438 0.08895 
Loading fal<tor hasil rotasi dapat d11nterprestas1Kan 
sebagai ber1Kut : 
FaKtor 1 berKorelasi tinggi positif dengan peubah 2 
dan peubah 3 . Ked ua peubah ini. member 1Kan sumbangan 
relatif besar dalam menyusun faktor pertama dibandingKan 
dengan peubah lainnya . FaK tor pertama ini dapat diberi 
nama faktor mutu B C, yang artinya serat tersebut 
mempunyai l<eKuatan dan Kesupelan yang sedang , serta 
warna Keabu - abuan dan cahaya yang l<urang mengKilat 
mendel< a ti bur am . Fal{tor 2 berKorelas.i tinggi POSi ti f 
dengan peubah 1 sehingga fal<tor Kedua dapat diberi nama 
fal<tor mutu A, yang artinya serat tersebut. mempunya1 
Kel<uatan dan Kesupelan yang bail<, sert.a warna putih 
-- ~-· 
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KeKuning -Kun.ingan dan ca11aya yang mengKilat. Selanjutny·a 
untuH. l<.eperluan pengelompoKKan KelompoK tani penanam 
serat dihitung sKor dari .Kedua fal<tor tersebut di ;.atas 
SKor fal<tor ini dijadil<an dasar ( variabel) dalam 
menghi tung jaPaK Eucl.id . 
lJ... 5 Analis.is Kelompok. 
Dengan menggunaKan sKor faKtor dilaKuKan 
penghitungan jaral< Euclid untul< mengelompoKKan l<elompol< 
tani penanam serat. Sl<or faKtor ini digunaKan untuK 
menghitung jaraK Euclid Karena matrik Korelasi dari 
Ketiga peubah mutu serat mempunyai determinan sama dengan 
nol. Hal ini dapat diKetahui dari aKar ciri matriK 
Korelasi . Hasil pengelompoKI<an dengan metode pengelom-
poKI<an berhirarKi digambarKan dalam bent uK dendogram. 
Metode pengelompoKKan yang terdiri dari metode pautan 
tunggal, metode pautan lengKap dan metode rata-rata. 
bergeraK. Dari Ketiga metode ini dipilih metode terbaiK 
yaitu metode pautan leng:Kap. 
terdiri dal"i indi v.idu -indi vidu 
melaKukan pemotongan dendogram. 
metode pa u tan lengkap diperoleh 
berikut : 
BanyaKnya KelompoK yang 
dapat diKetahui dengan 
Dari hasil perhitungan 
pengelompo:Kkan sebagai 
Group I mempunyai anggota yang terdiri dari 26 . K.elompok 
tani . Masing - masing Kelompol< tani yang 
mempunyai :Kode nomer 055, 054, 112, 111, 098, 
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095,096,092,077,085, 110, 116, 121, 117, 113, 
079, 118, 119, 088, 087, 115, 089, 104, 108, 
128, 123. 
Group II mempunyai 1 anggota yaitu l<.elompo.K tani yang 
mempunyai Kode 09'7. 
Group III mempunyai 4 anggota yang terdiri dari KelompoK 
. I 
tani dengan Kode 093, 053, 107, 106. 
Setelah diperoleh 3 group ( Kelompol< ) , mal< a dilaK u.Kan 
pengujian nilai tengal~ untuK selanjutnya di terusKan Ke 
ana lis is disKriminan. Pen~ujian veKtor nilai tengah 
dilaKuKan dengan menggunal<an statisUK v -Bartlett yang 
menyebar meng1kut1 sebaran Kh.i. -1< uadrat dengan det'aja t 
be bas p ( K -1 ) , dimana p adalah ·banyaKnya peubal'l sedang:K.an 
R adalah banyaKnya KelompoK. Dari per hi tungan dipero 1 eh 
nilai statistik V -Bartlett sebagai beriKut : 
V = -( n-1 -(p+K)/2) ln/\ 
~= 29.02115 
X 6; 0 , o 5:: 1 2 . 59 
Dari hasil perhitunsan ternyata nilal v -Bartlett lebih 
besar dari dari X6;0.05= 12.59 sehingga dapa t diambil 
Kes.tmpulan bahwa ada perbedaan veKtor nilai tengah antar 
KelompoK, berarti fungsi disl<.riminan dapat disusun untuK 
mengKaji peubah p~ubah mana yang membedakan KelompoK. 
tersel)Ut serta dapat dilaKul<an pengelompoKKan K.embaH 
setiap .tndivtdu Ke dalam salah satu dari K.elompoK 
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tersebut. Hasil pengujian vel<:tor ntlai tengah men unjukkan 
ada perbedaan nilai tengah dari peubah-peubah dl antara 
Ketiga kelompoK yang terbentuk. Dengan demlkian fungsi 
disKrlmlnan dapat disusun untul< mengkaji peubah peubah 
mana yang memberiKan sumbangan mutlaK terbesar dalam 
membedal<an l<elompok- Kelompok tersebu t . Sebel urn fungsi 
diskriminan tersusun, terlebih dahulu dilakul<.an pemilihan 
peubah dengan menggunaKan prosedur bertatar. Kriteria 
yang digunakan dalam pemil1l1an peubah adalah mem11111 
peubah yang menghasilKan nilai F nyata sebagai pembeda 
antar l<elompoK . Hasil pem111han peubah dengan prosedur 
berta tar tersaji pad a lampiran 9. Berdasarl<an pem111han 
peubah dengan prosedur bertatar, ternya ta dar 1 tiga 
peubah yang diamat! 11anya dua peubah yang mampu 
memberikan informasi untuk penyusunan fungsi diskriminan. 
Berikut fungsi dlskrim1.nan yang terbentul< adalah : 
D 1 = d 11 P 1 + d 1 2P 2 
Dengan menggunakan matriks peragam dalam KelompoK 
(matrik W) dan matriKs peragam antar KelompoK (matr.i.K B) 
dari tiga Kelompol< terse but diperoleh • akar ciri 
A-1 = 5. 3595 dan ~2= 2. 2646. Dari persamaan ( B - /\ W )d = 
( W-~ B - A. I ) d::. 0 d.iperoleh Koefisien fungsi diskriminan. 
Fungsi disKrimil)an setelah dibaKukan disajikan pada 
Tabel ( 4.3 ) di bawah ini. 
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Tabel ( '-!. 3) • Nilai fungsi disKriminan setelall dibaKul<an 
- -
Peubah Fungsi d.isH.riminan 
1 2 
Pi -0. 992'17 0.65670 
P2 1 . 089P..7 0 , lf'7 7 9L.~ 
Dengan demiKian fungsi t1isKriminan yang dapat. disusun 
a~:..1alal1 sebagai l)eril<:.ut : 
D 1 = -0.99247 P 1 + 0.65670 Pz 
Dart dua fungsi d.isl<riminan yang diperolel1. perlu diuJ1 
dengan menggunaKan staUstil< V -BarUet t. Pengujian fung.si 
disl<riminan pertama adalal1. : 
V 1 = ( N - 1 - ( p+ l< ) I 2) ln ( 1 + 'A 1 ) '46. 288 
Xp+K- 2m;O. 05 = X 4; 0 . 0 5 :: 9 . '± 9 
Dari hasil perhitungan ternyata nilai v 1 lebil:l besar dari 
nilai tabel, maka dapat disimpulkan fungsi diskriminan 
pertama nyata dan mampu menerangkan Keragaman total 
sebesar 70. 34Z Pengujian f'ungsi disl<t•irninan Kedua adalah 
v 2 = 29.578 
X2;0.05 = 5.99 
Dari 11as1.l perl11 tungan ternyata nilai V 2 lebih. besar 
dari nilai tal:>el , maKa d.apat disimpull<an -rungsi 
dis'Kriminan Kedua nyata dan mampu menerangkan Keragaman 
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total sebesar 29.6(-)Z Jika diperh.atikan fungsi dis-
kriminan pertama maRa K.oefisien untu:K peubah mutu A 
menunjuKK.an nila.i negatif dan posit if untuK 
fungsi <lisKrimin<~n Kedua. Koe-fisien peul)ah untuK mutu c 
menunjuKKan nilai positif untuK fungsi d.isKriminan Kedua . 
JiKa diperhatiKan fungsi ('l.isKrimi:na.n per·tama 
maKa Koefisien untul<; peul:>ah mutu A menunjul<.Kan nilai 
neg a tip <1an l)ernilai positip unt.uK fungsi <lisKrimi.nan 
pertama dan posi tif untul< :fungsi (l.isKriminan l<.e<i ua . 
Dengan demiKian dapat diKataKan sKor pada fungsi disKri-
minan pertama bergantung linear dengan peubah mutu A 
tetap maKa nilai fungsi disKrirninan aKan bePtarnbah 
sel"Jesap 0,6567 1 dan apabila nilai peubal1 mut. u C 
tetap maKa nilai fune;si diskriminan aKan berKurang 
sebesar 0~99247. SedangKan j1Ka nHai mutu A tetap 
maKa nilai disKriminan Kedua aKan bertambah sebesar 
1 . Oe.98 dan jika nilai mutu c tetap maKa nilai fungsi 
disKriminan bertambah sebesar 0.4779. 
Untul<. mengetahui seja uh mana Kesa1a11.an penge-
lompoKKan dengan analisis kelompoK 1 maKa ti.ilaKuKan penge-
lompol<l<an dengan fungsi disl<l"'iminan Fisher. Dalam 
pengelompokkan dengan fungsi diskriminan Fisl1er adalah 
aloKast minimum d 1 = ±[( e' J ( P -Pi >j\:e KelompoK J 
J;l 
PengelompoKI<.an Kembali ctengan menggunal<.an statJstiK 
Fisher menunjuKKan ba:t1wa Kelompol< tani penanam serat 
.f f:. 
tidaK ada yang pindah Ke group tertentu dari group 
sel:>elumnya. Hasil pengelornpol<Kan dengan st.atistiK Fisher 
disajiKan pada Tabel (4.4) di bawah ini. 
Tabel ( 11. 11) Hasil pengelompoKkan ter'hadap Kelompol< tani 
penanam men uru t sta ti.stik Fisher . 
~ PengelompoKJ<a n PengelompoKKan 
menurut pautan lengkap menurut statistiK F'isl1er 
I 
------n-------------------------·-·--·---··------------- -------
Group 1 Group 2 Gl:'OUP 3 -.Tumlali 
--------------------------~----1 
Group 1 26 0 0 26 
Group 2 0 1 0 1 
Group 3 0 0 
Jumlah 26 1 31 
Dari hasil pengelompoKKan yang tersaji pacla tabel di atas 
menunjul<.Kan bahwa pengelompoKKan dengan menggunakan 
metode pautan lengKap mengl1asilkan hasil yang sama dengan 
pengelompokkan -fungsi diskriminan Fisher. 
Ketiga Kelompo:K yang d111.asil:Kan oleh metode pautan 
lengkap dicirikan oleh peranan tiap peubah. Gambaran 
pet'anan tiap peuJ:.)ah l'iari masing -masing KelompoK tersajl 
pada Tabel ( 6.5 ) di bawah ini 
S2 
Tabel ( 4-. 5) . Rata -rata jumlall sera t yang d1l1.asill-<.an oleh 




I II III 
mutu A 8138.538 42110 t?5961.5 
mutu B Ll.1l6'7, '769 29033 111-t2b.'75 
mutu c 2639.960 31002 913.02 
Pada group I peuball yang memberiKan peranan yang 
cuKup berarti adalal1 peuba1:1 mutu A dan mutu B. Hal ini 
menggambarl<.an bahwa mutu serat A dan B d.ominan 
dillasHK.an oleh KelompoK- Kelompol<. tani yang masul<. ke -
group I, Pada group II, Ketiga peubah memberiKan peranan 
yang sa rna -·sama seimJ)ang, tetapi patla peubal1 mutu A agak 
menonjol dibanding dengan peubah mutu yang lain. Dengan 
demikian dapat dikatakan kelompok yang masuK pada group 
II dapa t mengl:i.asilKan mutu sel'at yang seimbang, 
UntuK group III, peubal'l yang memberiKan duKungan 
yang berarti adalah peul)al'l mutu A. Sehingga dapat 
diK.ataKan l)a11wa KelompoK tani. yanl1 inasul<. pacta group III 
cenderung mengllasilKan mutu serat yang baiK yaitu mutu A. 
BAB V 
KESIHPULAN DAN SARAN 
5. 1 X:esimpulan 
Dari analisis data dan pembal1.asan, 
Kesimpulan bal"lwa: 
rna.Ka ~1iperolel"l 
1 . Dengan menggunal<an analis].s l<omponen u tam a , 7 peuba.h. 
yang di.gunaH.an dalam analisis regresi dapat disusut 
Kan menjadi tiga Komponen utama. UntuK Komponen utama 
pertama peubah yang berperan adalah peul'"lah luas 
tanah, bil)i t, pupul<, pest.isl.da 
Kedua peubah yang berperan 
dan l<omponen utama 
adalah peul)ah lama 
pengalaman petani dan metod.e penyuluhan yang cliterima 
petani , seclangl<an l<omponen u tam a Keti.ga peubah yang 
berperan adalah tingl<a t pendidiKan petani. Komponen 
utama pertama dinamal<an JaKtor bahan tanam dan 
komponen utama l<edua dinamakan fal<tor l<ondisi petani 
sedangKan Komponen utama Ketiga 
pendidiKan petani. 
dinamaKan faK tor 
2. Dari tiga Komponen tersebut yang memberiKan duKungan 
yang berart1 dalam men~m.as11Kan peubal"l l)ebas 'f hanya 
dua yaitu Komponen utama pertama dan komponen utama 
Kedua. Dari Kedua Komponen tersebut pola hubungan 
yang diperoleh aclalal1. 
dimana w1 =£aKtor bar1an tanam 
w2 =£aKtor Kondis1. petani 
dengan Koefisien determinasi sebesar 63. 9/. 
3. Dart model tersebut. di atas apabila dit.rans£ormasi 
l<ebentu.K asal didapat.l<an mode 1 : 
Y= -569. 98+442X1 +6iX2+i. 3X3+332Xi.J:.+ 
70. 8X5-i66. 6X6+2577 
4. Dengan menggunaKan teKnil< ana.lisis l<omponen utama 3 
peubah yang digunal<an da.l am anal isis ]{e 1 ompol< ini 
dapat disusutl<an menjadi dua Komponen ut.ama yang 
mampu menerangKan Keragamanan total sebesar 67. 6/. 
dan 24. 31.. Secara bersama l<edua l<omponen tersebut 
telah mampu menerangKan Keragamanan total sebesar 
91. 9/. 
Dengan menggunal<an analisis fal<tor yang merupaKan 
perluasan analisis .Komponen utama, Kedua £aKtor yang 
menjadi penyebab adanya l<eragaman ant.ar l<elompo]{ 
tani dapat diinterprestasil<an seoptimal mungKin. 
Kedua £al<tor t.ersebut ada1ah: 
- Fal<tor mutu B, c 
- Fal<tor mutu A 
SKor faKtor dari l<edua faKtor ini dijadil<.an dasar 
dal am penyusunan l<e 1 ompoK. 
5. PengelompoKKan dengan menggunaKan metode KelompoK 
berhirarl<i memi 1 ih met ode pautan 1 engl<ap didapatl<an 3 
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group, yang masing - masing Group mempunyai anggota 
sebagai beril<.ut: 
Group I terdiri dari 26 I<.elompol<. tani. 
Group II terdiri dari 1 I<.elompol<. tani. 
Group III terdiri dari 4 I<.elompol<. tani. 
Pengelompol<.l<.an dengan menggunal<.an analisis dis-
Kriminan Fisher memberil<.an hasil yang sama. 
6. Dari hasil analisis Kelompol< terlihat bahwa untuK 
Group I mutu serat yang dominan dihasilKan oleh 
group ini adalah mutu serat A dan B 
Group II Ketiga mutu serat yang dihasilKan oleh group 
ini tidaK ada yang menonjol masing - masing mutu 
seimbang. 
Group III mutu serat yang dominan dihasilKan adalah 
mutu serat. A, 
re 1 at. if rendah. 
sedangKan mutu serat B sedang dan C 
Dengan demiKian dapat diKataKan bahwa KelompoK-
KelompoK yang menghasilKan mutu serat yang baiK 
adal ah I<.e 1 ompol<.- Ke 1 ompol<. tani yang masuK group I I I 
sedangKan l<.elompoK yang lainnya juga menghasilKan 
mutu serat A tetapi mutu B Dan c lebih dominan. 
5. 2 SARAN 
1. DiharapKan Kepada para petani agar sadar dalam 
memberiKan informasi yang jujur dan masuK aKal. 
2. Pencatatan data. tentang identitas petani agar 1ebih 
1 engl<.ap un t Ul<. dapa t memben t u l<.e 1 anc aran pene 1 it ian 
ber iKu tnya. 
3. Dengan didapatKannya po1a hubungan antara produi<.si 
dan peubah - peubah yang dianggap berpengaruh di-
harapkan da.pat digunakan sebagai pertimbangan untui<. 
menentuKan taKsasi produl<.si yang a.l<.an terjadi. 
4. Deng an di adal<.a.nnya peng e 1 ompol<.l<.a.n t erhadap l<.e 1 ompoK 
tani penanam serat diharapKan l<.epa1a daerah tanam 
dapat mengeta.hui dan memperhatil<.an terhadap l<.e1ompoK 
tani yang produl<.si dan mutu seratnya dibawa.h standart. 
M.isalnya dengan member1Kan penyuluhan yang lebih 
intensif serta metode penyuluhan yang muda.h diterima 
ol eh pet ani. 
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Lanjutan. . • • • 
0. 7~) 9 50 0. """ 0 •• 1 ,.., 
:2 3~~) ::::.oo o. r.:- 1 .. ::. . .J 
2. r::- 1 r.) 150 () If' :-; 1 -.} 
1 . 7 21 400 o. 1::: 0 ..l 
0. 7 10 100 o. r:::-~~ 0 
1 2:3; ~550 0. 5 1 
0. :~ 
,.., 
..::. 100 :L 1 
o. c:.-~~ 7 150 o. 5 1 ,., 
.L. 6 66 4~'50 :L . t.:::· ,J 0 
1 . 6 1B :~5(> 1 1 
r' . .::. 61 2100 2 1 
1 . ~. ..::. 14 300 1 . 2 1 
1 . 4 2(> ~;::oo 1. . 4 1 
1 1 ~::. 200 1 0 
3 31 200 I 2 1 
0. 7 6 150 0. c::- 0 .J 
0. 8 :3::~ 350 r' .. ::. 0 
1 12 ~25() 1 (I 
1 El 100 0. c;:· 1 -.1 
0. -:r 2 150 0. c:,- 1 ·-· ,J 
0. c;• ~J 10 100 0. t:~ •• I 0 
1 l. 1 200 1 1 
o. -,-· 4 100 0. t:::• 1 -..:• •. I 
1 7 100 0. t::" ,J 0 
1 4· 400 o. r.:- 1 ~~ 
1 7 150 1 0 
0. 4 4 300 1 1 
l 16 150 o. 5 1 
(). c::· 4 200 0. c:~ 1 ~I ~I 
0. ~.!. 5 50 0. t:• -.1 0 
0. 1 r' ..:.:. 100 1 1 ,.., 
..::. :2 150 o. 5 1 
o. 2 7 100 o . .::.· .J 1 
0. 4 6 50 0. o::· 1 ,J 
1 t::" .J 150 o. "'" ~~ 0 
1 8 150 0. t::" .J 0 
1 13 400 1 0 
o. 7 12 200 o. 5 1 
0. 6 8 100 l 0. "'" 1 I ~~ 
1 
! 
15 300 I l i 0 
I 
I 
0. 6 6 1 ----··----· 100 j 0.5 --------· ~- -·-------- -·- ___ L. --·-·--------·· 
x1 = l uas tanah 
x3 =pupuK 
X5 =tingKat pendidiKan petani 




4 -··1 1 ::;7 
~~; --1 24!:!1 
";r -=''"':*"r'\rj 
· .. :• 1 ... )-.).L..::. 
·-;~· 
'owl 1 :to::n 
::~ :L ~598 
-:r ·-· 1 ~s~;7 
~; 1 14t"3 
··~ 
··-' 1 4t:>6 
":•· 
·-' 1 ~:; 1 9~) 
"":!' ·-· ·-1 ::~~2 :l (> 
=~; 1 6157 
:~:: 1 879 
''=!" ·-· 1 3H15() 
"=!" ..... 1 1!3<)19 
-=~ ····' 1 487~5 ,.., 
..::. 1 81 1 ,.., 
..;:. 1 2373 
~.2 1 1 1El0 r, .. ::. 1 44B 
, .. ) 
1 ·-ya= .. ::. /.J 
1 1 91 
·-:r ·-· 1 45 
1 1 79 
1 1 1 ~58 
3 1 1018 
:3 1 472 
-=!" ·-· 1 722 
:3 --1 767 
··r .. ) -1 f36:::. 
-:r ·-· --1 ::;79 ' 
~~=- -1 566 
4 -1 <?::~2 
-:r ·-· --1 :l 1 1 
-:r ·-·· -1 !3~53 
-:r -:l ·-·· 420 . .,. 
1 500 -..:· 
3 -1 1899 
~~ 1 44·8 ..,. 
1 /()9 ... ) 
~-:- -1 . 101.6 : ..:.. 
J._?~ . ..., 1 ..::. 
X2=bibit 
X4 =pestisida 
x6 =pengalaman petani 
Y=hasil produKsi serat 
60 
Lampiran 2. Data hasil transformas1 
untuk masing-masing peubah 
ROY zl z" ZJ z1 Zf z, z7 
I -1.13259 -0.82&23 -0.67925 -0.55009 -1.22510 0.5385~ -1.29928 
2 4.29&12 0.3m8 0.02830 0.39509 0.76693 -0.53212 -1.29928 
3 2.70128 2.&9190 0.971'10 -0.55009 0.16693 0.5385~ 0.'16~11 
II o.1am 1.09215 -0.20755 0.39509 2.15896 -0.53212 o:/6m 
5 1.90256 1.83902 0.91170 5.12098 0.76693 o.53m -1.29928 
6 1.10383 0.45309 0. 73585 1.34026 0.16693 0.53654 o.m11 
1 -0.49361 -0.71962 -o,qmo -0.55009 -1.22510 -0.53212 -1.29928 
8 1.10383 1.092'15 0.50000 2.Ur544 0.76693 0.5385~ o.m11 
-0.81310 -0.6130\ -0.67925 0.39509 0.76693 -0.53m o.76m 
10 0.3051\ 0.55910 o.z6m 0.39509 -1.22510 0.53854 -l.29928 
II ·0.09425 ·0.18657 0.02830 0.39509 0.16693 0.53854 -1.29928 
12 0.3051! 0.55970 o.omo 0.39509 0.76693 -1.60278 -1.2992& 
13 0.30511 o.mo9 0.50000 0.39509 -l.22510 ·l.60218 -!.29928 
14 -0.01938 -0.07996 -0.20155 -0.55009 0.16&93 0.5:3&54 -1.29928 
15 0.30511 0.~5309 0.26415 0.39509 -1.22510 0.53854 -1.29928 
16 0.30511 0.45309 0.135&5 2.285H 0.76693 0. 53854 0.16411 
11 -0.81310 -0.29318 -Mmo -0.55009 0.16693 2.67981 ·1.29928 
18 -0.81310 -0.11962 -0.20755 -0.55009 0.76693 2.67987 -!.29928 
19 -0.972M -0.39979 -o.4q3qo -0.55009 -1.22510 2.&7987 -1.29928 
20 -0.81310 -0.82623 -0.67925 -0.55009 0.76693 2.67987 0.76471 
21 ·1>.69297 -0.5064() -0.44340 -0.55009 0.76693 0.5385q 0.76471 
22 -0.65335 -0.39979 -O.H3~0 0.39509 0.76693 0.53854 -1.29926 
23 -0.97284 -0.719&2 -Mmo -0.55009 -1.22510 0.53854 -1.29926 
24 -0.65335 -0.39979 -0.6'1925 0.39509 0.76693 0.53854 -1.29928 
25 -0.97284 -0.821i23 -0.67925 -0.55009 0.76693 0.53854 -1.29928 
26 -0.493&1 -0.29318 -0.11mo -0.55009 0.76693 0.5J654 -1.29928 
27 -1.13259 -0.71962 -0.67925 -0.55009 -1.22510 0.5J854 -1.29928 
28 -0.49361 0.67953 -0.20155 -0.55009 -1.22510 2.6798'1 -1.29928 
29 -O,qg361 -0.39979 -0.44340 -0.55009 0.7&&93 -0.53212 -1.29926 
30 -0.49361 -0.61301 -0.20155 -0.55009 -1.22510 -!.60278 0.7647\ 
31 -o.m61 -0.18657 -0.20155 -0.55009 0.76693 -1.60278 0.76411 
32 -0.49301 -0.29318 -0.20755 0.39509 0.7&693 -0.53212 o.nm 
33 -o.01m -0.18657 ·0.20755 ·0.55009 -\.22510 0.53854 -1.29928 
H -M9361 -0.39979 0.02830 -0.55009 -1.22510 0.53854 -1.29928 
35 -O.ft13\0 -0.1\962 -0.67925 -0.55009 0.76693 -0.532\2 0.76471 
36 -0A9361 -0.50640 o.26m -0.55009 0.16693 -1.&0278 o.76m 
37 ·0.4936\ -0.50640 -0.&7925 -0.55009 0.76&93 -1.60218 o.7&m 
38 -0.81310 -0.61301 -0.41mo -0.55009 -1.22510 0.53654 o.m11 
39 ·OM361 -0.39979 -0.20'155 -0.55009 -1.22510 -!.60278 0.76~71 
qo -0.\74\2 -0.29318 -o.4mo 0.39509 -1.225\0 -0.532\2 0.76411 
41 0.3051\ 0.23987 0.02830 -0.55009 0. 7 6693 -0.53212 o.7tm 
42 -0.65335 -0.39979 0.26415 -0.55009 0.76693 -o.m12 o.nm 
113 2.70\28 2.05224 0.97170 1.34026 0.76695 -0.53212 o:l&m 
qq o.1m1 0.02665 0.02~130 -0.550(}9 0.16693 -0.532\2 0.7WI1 
45 0.30511 1.(}9275 0.97170 umq 0.76593 -1.6027 8 o.16m 
61 
62 
q& 0.1~531 o.mn 0.02830 -0.55009 0.'1 6693 o.53m o:l&m 
47 -0.65335 -0.506~0 -0.20755 -0.55009 -1.2?.510 0.53&54 -\.29928 
48 0.30511 0.13326 2.38679 0.39509 (}, 16693 -0.53212 o.m11 
49 -o.m&t -0.29318 -0.67925 -0.55009 -1.22510 1.60921 0. 7 64 71 
50 -o.ma7 -0.29318 -o.4mo -0.55009 -1.22510 2.6'1987 o.7&m 
51 -0.65335 -0.50640 -o.4mo -0.55009 -1.22510 0.53554 o.nm 
52 -0.014 38 0.23987 o.m\5 -0.55009 0.76693 -0.53212 -1.29928 
53 -0.17412 -0.16657 -o,qmo -0,55009 0.75693 -0.53212 -1.29928 
54 -0.&1310 -0.62623 -0.67925 -0,55009 0.'16693 1.60921 -!.29928 
55 -0,81310 -0.61301 -0.67925 -0.55009 -1.22510 o.53a5~ -1.29928 
56 -0,49361 -0.50640 -0.6'1925 -0.55009 -1.22510 -0.53212 -1.29928 
57 -0.972M -0.82623 -0.67925 -0.55009 -1.22510 -0.532!2 -1.29928 
58 -OM36! -0.50640 -0.6'1925 -0.55009 0.16593 -0.532!2 -1.29926 
59 -0.8!3!0 -0.71962 -0.67925 -0.55009 0,76693 1.6092! -1.29928 
60 1.90256 0.02665 0.13585 0.39509 -!.22510 -0.53212 -1.2992 8 
61 -o.m61 -0.82623 0.02830 -0.55009 0.76693 -0,53212 -!.29928 
62 -o.m61 -0.!8657 0.50000 1.3402& 0.76693 o.s3m o.nm 
63 1.m32 -0.07996 o.26m -0,55009 -1.m10 -1.60276 0.76471 
64 1.58307 0.6663\ 2.38679 2.28544 0. 7 6&93 -0.532\2 o.nm 
65 0.305\\ 0.02665 -Mmo 1.3402& -1.2?.5\0 -!.6027 8 o.m11 
66 -o.11m -0.01996 -0.20755 0.39509 0.76693 -1.60278 o.nm 
67 OJ05\I -0.\8657 -0.20755 -0.55009 0.7&&93 -1.60278 -!.29926 
68 0.30511· 0.02665 o.omo 0.39509 0. 7 6693 -1.602'1 8 o:t&m 
69 0.305!! 0.5597 0 o.omo U4026 -1.225\0 -!.6027 8 o.76m 
70 1.90256 1.30597 3.80\89 5.!2098 0.76693 -0.532\2 -1.29928 
7! -0.4936\ -0.39979 -o.4mo -0.55009 -1.225\0 -0.532\2 -1.29925 
72 -0.33387 -0.18657 -Mmo -0.55009 0.76693 -0.53212 0.7511'11 
73 -O.Bm -0.\8657 -Mmo -0.55009 0.76693 -0.5321?. o.m11 
74 -0.65335 -0.39979 -o,qmo 0.39509 0.76693 -0.532!2 0.7647\ 
15 -0,49361 -0,\8657 -o.4mo 0.39509 0.76693 -0.53212 o.7&m 
7& -0.174!2 -0.18657 0.02830 2.2am -\.22510 -0.532\2 o.nm 
77 -0.33381 -0,\8657 0.26415 0.39509 0.76693 -1.60278 0.'/6Q7! 
78 -0.61310 -0.6130! -0.61925 -0.55009 0.76693 -0.53212 o.nm 
79 -o.ma·t 0.55970 -o.4mo -0.55009 -1.225!0 -0.53212 o.m7! 
80 -0,qg36\ -0.50640 -0,11mo 0.39509 0.76693 -0.53212 o.76m 
3! !.t0383 0.55970 0.02830 -0,55009 0.76693 -0,53212 0.76~71 
82 -0,49361 -0.82623 o.26m -0.55009 -!.n510 0.53854 0.7&47\ 
63 -0,49361 ·0.71962 -O.~Il31JO -0.55009 -1.22510 -0.53212 o.nm 
8~ -0.33387 -0.39979 -o.4mo -0.55009 0.76693 0.53854 o.'l6m 
85 0.305!\ 0.02665 0.02830 -0.55009 -1.225!0 -1.60218 o.mH 
86 -0.~9351 -0.!8651 0.02830 -0.55009 0.76&93 o.5:.m o.7&m 
87 -0.8t3\0 -0.82623 -o.m~o -0.55009 0.76593 0.53&5~ o.nm 
88 !.10383 0.02665 1.20755 !.34 026 -1.22510 o.53m o.nm 
89 -0.493&! -0.71962 0.02830 -0.55009 0.76693 -0.53212 o.'l6m 
90 -OM361 -0.506QO -Mmo -0.55009 -1.225!0 -o.m12 o.nm 
9! -0.49361 -0.82623 -0,67925 -0.55009 0.7&fm -0.532!2 o.7&m 
92 -0.4936\ -o.so&qo 0.02830 -0.55009 -!.22510 0.53854 0.76g7! 
93 0.3051! 0.02565 0.50000 -0.55009 0.76593 -0.53212 -1.29928 
94 -1.\3259 -0.932M -0.'17358 -0.55009 -1.225!0 0.5385g o.nm 
95 -0.97 2811 -0.'11962 -0.6'1925 -0.55009 0.'1&693 0.5J85q o.nm 
96 -0.9'1284 -0.82623 -0.&7925 -0.55009 -1.225!0 o.s3m 0.16Q7! 
63 
97 -1.13259 -0.82623 -0.67925 -0.55009 0.'16&93 0.53&54 0.16971 
98 -o.91m -0.71962 -o.m25 -0.55009 0.7&693 0.53854 -1.29926 
99 -0.81310 -0.82623 -o.Ymo -0.55009 0.76693 -1.60278 o.7&m 
100 -0.81310 -0.11962 -Mmo -0.55009 -1.2?.510 -1.&027 8 0.76Q'/I 
101 -o.oms -0.07996 -0.&'1925 -0.55009 -1.22510 1.60921 -1.29928 
102 2.22204 2.47~6~ 0.50000 -0.55009 0.76693 0.53&54 -1.2992& 
103 2.'10128 0.23987 -0.207 55 -0.55009 0.7 6693 0.53854 o.nm 
104 1.42332 1.19936 0.97170 -0.55009 -1.22510 0.53854 o.7&m 
!05 -0.17412 0.02665 -Mmo -0.55009 -1.22510 -0.53212 o.nm 
106 0.305\l U1258 0.73585 -0.55009 0.76693 o.5Jm o.nm 
107 -0.97284 -0.62623 -o.4mo 0.39509 0.76693 o.s3m o.7&m 
106 -0.49361 -0.29318 -0.20755 -0.55009 0.76693 OS3m o.7&m 
109 2.86102 5.99680 1.20755 U4026 -1.225\0 0.53854 o.m11 
110 1.26358 0.67953 o.26m 0.39509 0.76&93 o.53m -1.29928 
Ill 1.90256 5.46315 8.99057 2.28544 0.'16693 o.53m 0.76471 
112 o.m6o 0.45309 0.50000 0.77316 o. 7 6693 o.53m o.76m 
113 0. 94 4 09 1.09275 0.50000 1.15\23 0. 7 6693 o.53m 0.7647\ 
1\4 0.30511 0.34 64 8 0.02830 0.39509 -1.22510 0.53854 o.m11 
1\5 3.50000 um6 0.02830 2.28544 0.76693 0.5385~ o.m11 
116 -O.IH12 -0.39979 -0.20755 -0.55009 -1.22510 -0.53212 0.76471 
111 -O.Oim 2.37207 0.73585 2.26544 -1.22510 -0.532\2 0. 7 5~ 71 
1\6 0.30511 0.23987 0.264\5 o.mo9 -1.22510 -0.53212 0.7&471 
119 0.30511 -0.16657 -0.114340 -0.55009 0.7&&93 -0.532\2 0.'16471 
120 -0.8\310 -0.82623 -0.20155 -0.55009 0.75,693 -0.532\2 o.7&m 
121 -0.49361 0.02665 -Mmo -0.55009 -1.225!0 -1.60278 0.76471 
122 0.30511 0.13326 0.02830 0.39509 0.76&93 0.538511 o.m11 
123 -0.81310 -0.61301 -0.44390 -0.55009 0.7&&93 -1.60278 0.761171 
124 0.30511 -0.29318 -0.11m0 -0.55009 -1.22510 -1.60278 0.'16471 
125 0.30511 -0.61301 0.91170 -0.55009 0. 7 6693 0.538511 o.7&m 
126 0.30511 -0.29318 -0.207 55 0.39509 -\.22510 0.538511 0.76~71 
127 -0.65335 -0.6130! 0.50000 0.39509 0.76693 o.s3m 0.76411 
128 0.30511 0.66631 -0.20755 -0.55009 0.76693 0.538511 -1.29928 
129 -0.119351 -0.61301 0.02830 -0.55009 0. 76593 o.53m -1.29928 
130 -0.8\310 -0.50640 -0.67925 -0.55009 -1.225\0 0.538511 -1.29928 
\3\ -W259 -0.&2&23 -o.m4o 0.39509 o. 7 6&93 0.538511 -1.29928 
132 1.90256 -0.82623 -0.20755 -0.55009 o. 7 6693 \.60921 -1.29928 
133 -0.97284 -0.29318 -0.11m0 -0.55009 0.76693 0.53854 -1.29926 
m -0.65335 -0.39979 -0.67925 -0.55009 0.76693 o.53m -1.29926 
m 0.30511 -0.5Q6ij0 -0.20755 -0.55009 -1.225\0 o.53m -\.29926 
m 0.3051\ -0.\8&57 -0.20'155 -0.55009 -1.225\0 o.53m o.7bm 
\31 0.30511 0.34fiq8 0.97!70 0.39509 -1.22510 o.s3m -1.2992& 
138 -0.17 412 0.23987 0.02830 -0.55009 o. 7 6693 -0.532\2 o.nm 
m -O.B387 -0.18657 -o.~mo -0.55009 0.76693 0.53f,54 o.nm 
140 0.30511 0.55970 0.50000 0.39509 -!.22510 -0.53212 -1.29928 
m -0.33381 -0.39919 -Mmo -0.55009 0.76693 -0.53212 o.nm 
\42 1.42332 -0.181>57 0.02830 -0.55009 -1.22510 0.5365Q -1.2992& 
\43 -0.6\310 -0.61301 -o,gmo -0.55009 -1.22510 -0.53212 o:/6m 
Lamp1ran 3. Ha.s11 Pengolal1an Analisis Regresi Komponen 
···--
Utama 
F A C T 0 R A X A L Y S l S - - - -
Analysis llullber I Listwise deletion of cases wiUlllissing values 
Extraction I for Analysis I, Principal-Components Analysis (PC) 
lni tial Statistics: 
Variable COIIIliUilali t y Factor Eigenvalue Pet of Var CUm Pet 
XI l. 00000 I 2. 76651 39. 5 39.5 
X2 1. 00000 l 2 !. 28314 16.3 57.9 
X3 l. 00000 I 3 '96080 14.0 71. 9 
n L 00000 1 ~ '11900 10.3 82. 1 
X5 l. 00000 5 '51395 8.2 90.3 
X6 1. 00000 6 '44539 6.4 96.1 
X7 I. 00000 l 1 '23060 3. 3 100.0 
PC Extracted 2 factors. 
Page 3 SPSS/PCt 1/1/60 
F A C T 0 R AKAJ.YSJS 
Factor Matrix: 
FACrol FACTOR 2 
Xi '8045~ j '10432 
X2 '88216 :" '11613 
X3 '82912"" '05662 . 
X4 '76333 ,v -. 00499. 
X5 .18571. -i 15479 . 
X6 -, 08946 '76998 
X7 ' 16731 -, 77973 
Final Statistics: 
Variable COOilRlna I it y I Factor Eigenvalue Pet of Var CUm Pet 
XJ '65817 2. 76651 39.5 39.5 
X2 '79186 l 2 1.28374 18.3 57.9 
X3 '69064 l 
X4 , 58269 I 
X5 '05884 l 
X6 '63207 l 
X7 , 63597 I 
--- .. -------·----...... -- ~ ................... ·-·------------- ... -- ... -... -- ........... -- .......... ·----·----- ............. --
Page 5 SPSS/PC+ 
F A C T 0 R A H A L Y S 1 S 
Varimax Rotation J, Extraction l, AnalyMs l - Kaiser Normalization. 
Varimax converged in 3 iterations. 
Rotated Factor Matrix: 
FAC'roR l FACTOR 2 
Xl . 8ll0l c . 0209~ 
X2 . 88963 .' . 02064 
X3 . 82794. . ow.s 
X4 .75343v . 12258 
X5 • 16068 • 18173 
X6 . 03337 -. 79433 
X1 • OIJ5J3 . 79620 
Page 6 SPSS/PC+ 
FACTOR ANALYSIS 
Factor rransfomauon J!alrix: 
FACTCHI 1 
FACTOR 2 





fbis procedUre was completed at 0:13:32 
l/l/80 
65 
Lampiran 2. Hasil Pengo1a11an Analisis Regresi dengan peubah 
bebas t1ga Komponen utama dan peubah taK bebas 
.l1asil produKsi serat. 
MTB > regres c4 3 c2 c3 c7 
THE REGRESSION EQUATION IS 







































SS EXPLAINED BY EACH VARIABLE WHEN ENTERED IN THE ORDER GIVEN 
DUE TO DF SS 
REGRESSION 3 120043480 
C2 1 11.3544480 
C3 1 5868156 
C7 1 630845 
y FRED. y ST. DEY. 
ROW C2 C4 VALUE FRED. y RESIDUAL ST. RES. 
2 4. 0 7763. 0 2 547. 1 17 2. 1 5215. 9 7. 71R 
5 7. 7 2057. 0 3739. 7 192.4 -1682.7 -2. 51R 
64 5. 9 842. 0 2716. 2 142. 9 -1874. 2 -2. 74R 
70 9. 7 3980. 0 4221. 6 220. 5 -241. 6 -0. 36 
103 2. 0 3322. 0 1668. 8 101. 4 1653. 2 2. 39R 
109 9.4 5195. 0 4103.9 221. 6 1091. 1 1. 65 
1 1 1 1 5. 8 6157. 0 6099. 2 356. 2 57. 8 0. 10 
11 3 3. 2 3750. 0 1998. 2 91. 4 1751.8 2. 53R 
11 5 6. 8 4873. 0 3244. 7 16 3. 6 1628. 3 2. 40R 





Lampiran 5. Al1all. s 1· c:: Regresi dengan peubah Hasil Pengolahan ~ 
Utama dal1 P eul)ah taK bebas hasil bebas dua I.;.omponen 
produKsi serat 
MTB > regres c8 2 c16 c17 c18 c19 
THE REGRESSION EQUATION IS 





s = 698.9 









15. 2 6 
3. 4- 7 
R-SQUARED = 63.1 PERCENT, ADJUSTED FOR D.F. 
ANALYSIS OF VARIANCE 
DUE TO DF 
REGRESSION 2 1~94-12576 
RESIDUAL il!O 68390Lto8 
TOTAL 142 187802976 




SS EXPLAINED BY EACH VARIABLE WHEN ENTERED IN THE ORDER GIVEN 











2 4-.0 7763.0 2398.8 112.6 5364.2 
ST.DEV. 
FRED. y RESIDUAL ST.RES. 
7. 7 8R 
5 7.7 2057.0 3726.8 192.3 -1669.8 -2.4-9RX 
64 5.9 842.0 2728.3 14 2. 7 -1886.3 -2.76R 
70 9.7 3980.0 4-247.8 219.5 -267.8 -0.40 X 
103 2.0 3322.0 1587.8 72.3 1734-.2 2. 49R 
109 9.4 5195.0 4-167.5 214.6 1027.5 1.54 X 
111 15.8 6157.0 6209.2 34 3.2 -52.2 -0.09 X 
113 3.2 3750.0 1980.7 90.2 1769.3 2. 55 R 
115 6.8 4873.0 3188.9 156.3 1684.1 2 .47R 
R DENOTES AN OBS. WITH A LARGE ST. RES. 
X DENOTES AN OBS. WHOSE X VALUE GIVES IT LARGE INFLUENCE. 












-5oo.oo tooo.oo 25oo.oo l!-ooo.oo 55oo.oo '70oo.ot 
Gambar ( l!. 1 l 
DO •. OO+ 





, 00+ ,'HI· if 
Plot ei terhadap Y untuK peng~ceKan 







.... -~· ·:.: ... --· ....... _ ............ ·~: .. :. -- ............... --· ·- ..... , ........ - ............ _ ...... -- ....... , .......... -· ........ -·- ..... -.. ··-+ .... -· ··- -· -· -·· ... - .... + t <?-i 
-~.uu .uu 3.00 6.00 9.00 12.00 
Gambar ( l!. 2 Plot ei terhadap Pi untuK pengeceKan 
asumsi normal 
MTB > acf 143 c18 
ACF OF C18 
-1.0 -.8 -.6 -.4 -.2 .0 .2 .4 .6 .8 1.0 
+----+----+----+----+----+----+----+-~--+----+----+ 
1 -.003 X 
2 .111 xxxx 
3 -.124 xxxx 
4 -,014 X 
5 .093 XXX 
6 .029 XX 
7 -,Ol.l-6 XX 
8 -.015 X 
9 -.111 xxxx 
10 .024 XX 
11 .083 XXX 
12 .035 XX 
13 -.029 XX 
14 -.058 XX 
15 -.064 XXX 
16 .026 XX 
17 -.026 XX 
18 -.033 XX 
19 -.042 XX 
20 -.028 XX 
21 .075 XXX 
22 .000 X 
23 -.043 XX 
24 -.089 XXX I' 25 -.044 XX I "· -, 
26 .008 X 
/!$~ 27 -.06l! XXX 28 ·-.029 XX i " 0 • ,;...:::.;, 
0 '-' ~ 29 -.066 XXX I . .) ~ ~ 
30 -.037 XX i ~ .~ ~ 
31 .019 X I L'' I 
32 -.013 X ;::,') ~ 
33 -.032 XX ~ i...~ -~ I ,-J~S' 3l! . 004 X ~ ·~ ... 
35 -.002 X ' ~ 
36 .042 XX I "f~ · 
37 . 038 XX /;~] .. 
38 .065 XXX ~) 39 -.100 xxxx 
40 .051 XX ,,~ 
41 -.060 XX 
l!2 .15l! XX XXX 
l!3 .OOL! X 
44 .036 XX 
45 -.085 XXX 
46 -.Ol!8 XX 
' ,. '·,i 
~lo 
47 -.031 XX 
48 .007 X 
49 -.020 XX 
50 -.027 XX 
51 -.074 XXX 
52 -.027 XX 
53 -.003 X 
54 -.003 X 
55 .007 X 
56 .039 XX 
57 -.026 XX 
58 .094 XXX 
59 .083 XXX 
60 -.008 X 
61 -.048 XX 
62 -.143 XXX XX 
63 .021 XX 
64 -.014 X 
65 -.005 X 
66 -.090 XXX 
67 -.036 XX 
68 -.023 XX 
69 .035 XX 
70 .020 X 
71 .054 XX 
72 .008 X 
73 .015 X 
74 -.072 XXX 
75 .046 XX 
76 .051 XX 
77 .006 X 
78 .01.9 X 
79 .037 XX 
80 .052 XX 
81 .025 XX 
82 -.012 X 
83 -.057 XX 
84 .018 X 
85 -.022 XX 
86 .042 XX 
87 -.035 XX 
88 -.042 XX 
89 .027 XX 
90 .044 XX 
91 .028 XX 
92 -.004 X 
93 -.020 XX 
94 -.039 XX 
95 -.014 X 
96 .018 X 
97 -.049 XX 
98 -.043 XX 
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99 -.074 XXX 
100 .008 X 
101 .151 XX XXX 
102 -.039 XX 
103 .012 X 
104 -.092 XXX 
105 -.041 XX 
106 .012 X 
107 .057 XX 
108 -.019 X 
109 -.042 XX 
110 -.103 xxxx 
111 .133 xxxx 
112 .030 XX 
113 .127 xxxx 
114 ,OlJ:7 XX 
115 .008 X 
116 .041 XX 
1.17 .018 X 
118 .004 X 
119 .005 X 
120 -.083 XXX 
121 .017 X 
122 -.014 X 
123 .012 X 
124 -.015 X 
125 -.010 X 
126 -.042 XX 
127 .028 XX 
128 .005 X 
129 .001 X 
130 -.004 X 
131 -.036 XX 
132 .035 XX 
133 -.019 X 
134 -.023 XX 
135 .034 XX 
136 -.021 XX 
137 .011 X 
138 -.041 XX 
139 -.011 X 
140 .002 X 
141 .031 XX 
142 -.001 X 
Gambar (4. 3) Plot autokorelasi residual untul< pengecekan _asumsi 
independen 
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Lampiran 6. Da+.a hasi 1 produKsi serat lierdasarKan mutu serat 
yang dihasilKan oleh tiap-tiap KelompoK tani 
.Kode serat mutu A serat mutu B serat mutu C 
kelompok 
055 23123 i 1 0 3q. 6363 
054 11632 8014 1170 
112 1q.380 10300 1797 
111 17680 7595 2182 
097 42110 29033 31002 
098 6068 9940 9752 
' 093 69677 384:q. 1478 
095 27q.4 2561 188'0 
096 7027 118 659 
092 4561 3026 359 
077 25008 13123 8972 
085 3710 39q.6 4281 
110 7523 7285 9025 
116 2953 2868 2303 
121 1653 755 887 
117 2142 1010 8 
113. 10 523 704 
079 2745 761 697 
" 053 66821 30038 2054 
118 14070 559 213 
119 3690 457 10 
088 10517 5178 1554 
087 1!180 15439 2969 
115 742 2181 508 
089 87 1170 2969 
104 41578 6935 8402 
107 52168 8085 114 
108 3319 25 10 
128 100 877 503 
123 360 482 462 
106 35180 37q.o 6 
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Lampiran 7. Hasil pengolahan Analisis FaKtor 
Analysis Number 1 Listwise deletion of cases with reissing values 
Extraction I for Analysis 1, Principai-Colponents Analysis IPCI 
Initial Statistics: 
Variable Cammunal ity f Factor Eigenvalue Pet of 'Jar Cui Pet 
• 
X1 1.00000 • 2.02905 67.6 67.6 
X2 1.00000 * 2 .73001 24.3 92.0 
Y"' 1.000(;0 f. ., .24094 8.0 100.0 .. .J .J 
PC Extracted 2 factors. 
Fact or Matrix: 
FACTOR FACTOR 2 
Xl .74163 .63993 
X2 • 92765 -.03245 
V-, .78644 '-' -.56520 
Final Statistics: 
Variable Co~munality f Fact or Eigenvalue Pet of Var Cu111 f'ct 
v. 
}~ l .95953 2.029(15 67.6 67.6 
;:'i .... .:. .86159 f. 'i L .73001 ..... .., t.1 • .._\ 92.0 
k • .,. .93794 f. ~. ·) 
Varimax Rotation 11 Extraction 1, Analysis 1 -Kaiser Nor~alization. 
Vari1ax converged in 3 iterations. 
Rotated Factor Matrix: 




F~ctor Transfor~atio~ Matrix: 
FACTOR 1 FACTOR 2 
FACT DE . 755(q .65571 
Lanjutan ••••• 
2 PC EXACT FACTOR SCORES WILL BE SAVED WITH ROOTNAME: Z 
FOLLO!i!ING FACTOR SCORES WILL BE ADDED TO THE ACTIVE FILE: 
NA~.E LABEL 
11 A-~ FACTOR SCORE 1 FOR ANALYSIS 
12 A-R FACTOR SCORE 2 FOR ANALYSIS 
This procedur~ was completed at 0:30:11 
CLUSTER r~quires 3016 BYTES of workspace for execution. 
* f * J * H I E R A R C H I C A L C l U S T E R A N A L Y S I S * I I * * 
Data infor~ation 
31 unweight~d cases accepted. 
0 cases rejected because of missing value. 
Euclidean measurE useda 
I Agglomeration 12th0d specified. 
Cluster Xe1bership of Cases using Complete linkage 






























































Lampiran 8. SKor faKtor untuK masing-masing KelompoK tani 
.. 
SKor faKtor t SKor fa Ktor 2 
t .. 1.1..)15 o.uoo 
?.. -0.201 ·-0. 0 '( 3 
i 0.139 0. 2 't B 
4 -0.033 0,205 
I 
!') {).916 3. ll- 9 !') 
6 1.337 -0.057 
7 0,01'( 2 2. l!ll-4 
t\ - 0.31.9 -O.CJ2.0 
9 -0.5ll-7 -1.ll-81 
10 -0.610 -0.819 
11 12.583 10.387 
12 -0.250 -0.72<) 
t3 (JJlY13 -O.r~OIJ 
t ll- - O.ll5ll- -0.550 
p= 
·- ~-J - (),lJ.93 -0, B 51 
\6 0.681! l -0.195 
1.7 -O.ll-112 -1. 1 53 
18 - 1.004 -1.124 
19 2.550 4l!.J5Y 
r'O -0.791 -0.5l!9 
21 -0.889 -1.067 
(~2. - O.i?l'O -O.J2t\ 
c3 0.'('79 0. 1. 5 l~ 
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Lanj u tan .. . . . . . . 
ell· -0.706 _\.069 
C.5 -0.396 o.Jbt) 
26 2.'100 1 3 . ll ~) 'l 
?..7 0.192 1. 8 9 9 
28 -O.Y35 -1.228 
29 -0.836 _t. 6 1 2 
:W -0.876 I 




Dendrograa using Coaplete Lintage 
Rescaled Distance Cluster Co~bine 
C A S E 0 S 10 15 20 25 




IS D4 3 
24 D4 3 
18 DY CD? 
21 D? 3 3 
28 04 3 3 
16 DEDY CDDD? 
9 D4 3 3 
J(j DY 3 .. J 
20 BfiODDY .. .,) 
n!(t\? .. 
"""'v. .) 










D'! CDDDDDY CDDDDDDDDDDDDDDDDD? 
12 D~!lY 3 










11 D~OY CDDD? CDDDDDDDDDDDDD? 
J:DDDY CDDDDDY 






27 I::JJDY C~lDDDDD? 3 






This proceriure "": co~!~l:ted at (;:32:52 
77. ~ 
Ga!T'b=!r 4.3 uend0gram h-::sil Pengelompokan deng.:Jn JT~-7ngg­
gunak"ln metode Pautan Lengkap. 
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Lampiran 9. Hasil pengolahan prosedur bertatar pemilihan peubah 
dengan menggunaKan Analisis DisKriminan 
- - - - - - - - D I S C R I M I N A N T A N A L Y S I S - - - - - - - -
On groups defined by XS 
31 !unweightedl cases were processed. 
0 of these were excluded fr-7 the analysis. 
31 !unweighted! cases will be .sed in the analysis. 
Number of Cases by Group 
llu11ber of Cases 
xs Unwei ghted Weiqhted Label 
I 26 26.0 
2 1.0 
3 4.0 
Total 31 31.0 
Group 11eans 
X5 XI 12 13 
1 8138.53846 4467.76923 2639.96154 
2 42110.00000 29033.00000 31002.00000 
3 55961.50000 11426.75000 913.00000 
Total 15405.09677 6158.12903 3332.03226 
Group Standard Deviations 
X5 XI X2 13 
9759.47502 4550.76458 3140.67963 
2 insufficient data for standard deviations 
3 15835.66718 12571.53057 1013.60018 
~ Total 19831.62686 7528.72280 5919.36331 
Analysis nuaber 
Stepwise variable selection 
Selection rule: Miniaize WiHs' laabda 
Maxi11u1 nu11ber of steps.................. 6 
Nini1u1 Tolerance level ••••••••••••••••••• 00100 
Miniaua F to enter ....................... 1.0000 
Maxi1u1 F to reaove .•••.••••••••••••••••• 1.0000 
Canonical ·Discriainant Functions 
Maxi1u1 number of functions.............. 2 
Miniau• cumulative percent of variance ••• 100.00 
Maxiaua significance of Wilts' lambda •••• 1.0000 
Prior probability for each group is .33333 
.-
' 












F level or tolerance or VIN insufficient for further computation. 
Action 
Step Entered Reaoven 








La11bda Sig. Label 
• 23753 . 0000 
. 04809 • 0000 
Canonical Discriainant Functions 
Pet of Cua Canonical After Wi Iks' 
Fen Eigenvalue Variance Pet Carr Fen La:abda 
0 .om 
u 5.3696 70.34 70.34 . 9182 : .3063 







t aarks tbf:' 2 c~nonical discriainant functions remaininq in the analysis. 










Pooled-within-groups correlations between discriainating variables 
and canonical discri1inant functions 
!Variables ordered by sia of correlation wit!lin function! 
FUNC 1 FUNC 2 
XI -.4')161 .91581* 
X3 • 55182 • B3396l 
l2 .OB841 .57664i 






































At step I, X3 was included in the analysis. 
Degrees of Freedoa Signif. Between Groups 
Wilks' Labda 
Equivalent F 
• 23753 I 2 28.0 
44.9410 2 28.0 .0000 
---------------- Variables in the analysis after step I ----------------
Variable Toleranc~ F to reaove Wilks' Lambda 
X3 I. 0000000 44.941 
---------------- Yariables not'in the aRalysis after step 1 ---------------· 
Nini11u11 
Variable Tolerance Tolerance F to enter 
XI .7060910 .7060910 53.178 
X2 .71943]B .7194338 4.8599 
Wi Hs' Lambda 
.04809 
.17465 
F statistics and significances between pairs of groups after step 














was included in the analysis. 
Degrees of Freedom Signif. Between Groups 
.04909 2 2 28.0 
48.0607 54.0 .0000 
---------------- Variables in the analysis after step 2 ----------------
Variable Tolerance F to re!Dove 
XI .7060910 53.178 




----------------Variables not in the analysis after step 2 ---------------
~iniiiUII 
Variable Tolerance Tolerance F to enter 
X2 .6596656 .6150146 .IB472E-01 
Wi Hs' LaMbda 
.04802 
PO 
L;:mj uta n ••••• 
R1 
Case Mis Actual Highest Probability 2nd Highest Discrir1 
Number Val Sel Group Group P!D/Sl P!G/Dl Group P(S/Dl Scores 
1 1 1 . 3117 1. 0000 3 .0000 .3822 
• 9642 
2 .6882 1.0000 3 .0000 -.4351 
-.5803 
3 .6500 1.0000 3 .0000 -.4641 
-.3093 
4 .4971 .9999 3 .0001 -.6332 
-.0428 
5 2 2 1. 0000 1. 0000 .0000 7.5935 
6.0864 
6 .0123 1.0000 2 .0000 3.2191 
.4479 
7 ~ ~ 3 .3580 1.0000 .0000 -5.7683 
3.0723 
8 • 8778 1. 0000 3 .0000 .6579 
-1.0184 
9 1 • 7 665 1. 0000 3 .0000 -.1896 
-.9479 
10 • 7 439 1. 0000 3 .0000 -.0677 
-1.1490 
II .0918 1.0000 3 .0000 1.1575 
1. 4988 
12 • 5977 1. 0000 3 . 0000 1.4435 
-.5741 
13 .0356 1.0000 2 .0000 2.8173 
.4219 
14 • 8722 1. 0000 3 .0000 • 7926 
-.9377 
15 • 7915 1.0000 3 .0000 .3978 
-1.2450 
16 . 6743 1. 0000 3 .0000 • 0311 
-1.3554 
17 • 7166 1.0000 3 .0000 .4852 
-1.3763 
18 .7952 1.0000 3 .0000 .2260 
-I. 2076 
19 3 7 _, • 5779 1. 0000 .0000 -5.2901 
2.9872 
20 1 .3534 • 9999 3 .0001 -1.0131 
-.5821 
21 .6770 1.0000 3 .0000 -.1134 
-1.2589 
22 • 8251 1. 0000 3 .0000 -.1904 
-.5880 
23 .8699 1.0000 3 .0000 • 9206 
-.7549 
24 1 .7234 1.0000 3 .0000 .3449 
-1. 3622 
25 • 6168 1. 0000 3 .0000 1. 3046 
-1.0090 
26 .0065 . 9662 3 .0338 -.6051 
2.4362 
27 3 3 • 934 2 1. 0000 .0000 -4.6235 
Lanjutan ••••• 
28 .6783 1.0000 3 
29 .7019 1.0000 3 
30 .7063 1.0000 3 
31 3 3 .0963 .9897 
Classification Results-
No. of. Predicted Group Membership 
Actual Group Cases I 2 3 
Group 26 
Group 2 













Percent of •grouped" cases correctly classified: IOO.OOY. 
Classification Processing Susmary 











0 Cases were excluded for 1issing or out-of-range group codes. 
0 Cases had at least one missing discriminating variable. 
31 Cases were used for printed output. 
\c 
R2 
I. 7671 
-.0786 
-I. 2820 
.4034 
-I. 4029 
.3640 
-1. 3933 
-3.0691 
.6952 
