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In der mathematischen Statistik werden Modelle entworfen, um damit Fragestellungen
aus den verschiedensten Anwendungsbereichen wie der Biologie, der Okonomie, der Me-
dizin, der Technik u.v.m., zu beantworten. Die vorliegende Arbeit befasst sich mit den
vielleicht wichtigsten dieser statistischen Modelle, den Regressionsmodellen. Zunachst
wollen wir anhand eines Beispiels aus dem Bereich der Technik verdeutlichen, was wir
unter einem Regressionsmodell verstehen.
Bei der maschinellen Produktion hangen Qualitatseigenschaften der produzierten Wa-
ren oftmals von der Geschwindigkeit (auch Takt genannt) ab, mit der die Maschine
lauft. Der Takt sei stufenlos regelbar zwischen 0, d.h. die Maschine steht oder lauft mit
minimaler Geschwindigkeit, und 1, d.h. die Maschine lauft mit Volllast, also maxima-
ler Geschwindigkeit. Eine mogliche Qualitatseigenschaft ist die Prazision, mit der die
Maschine arbeitet. Diese konnte z.B. das akkurate Aufkleben von Adressen auf Brief-
umschlage sein, das genaue Festloten von Bestandteilen auf Mikrochips oder das exakte
Ausfuhren von Bohrungen in Holz- oder Metallteile. Die Abweichung vom
"
Idealzu-
stand\ lasst sich beobachten. Wir gehen davon aus, dass wir diesen
"
Produktionsfehler\
eindimensional messen. (Bei groeren Objekten kann man z.B. auch zwischen vertikaler
und horizontaler Abweichung unterscheiden. Dies entsprache dann einem zweidimensio-
nalen Produktionsfehler.) Zwischen dem Takt t und dem mittleren Produktionsfehler
f(t) bestehe ein funktionaler Zusammenhang t 7! f(t), der z.B. eine der in Abbildung 1
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Abbildung 1: Funktionaler Zusammenhang zw. Takt und mittlerem Produktionsfehler
1
2 Einleitung
Der funktionale Zusammenhang t 7! f(t) zwischen Takt und mittlerem Produktions-
fehler ist unbekannt, denn wollte man den Zusammenhang berechnen, so musste man
den mittleren Produktionsfehler fur jeden Takt t 2 [0; 1] bestimmen. Das ist nicht
moglich. Daruber hinaus ist es selbst fur einen festen Takt t nicht moglich, den Wert
f(t) exakt anzugeben, denn bei festem Takt ist nicht jedes produzierte Teil identisch.
Die gemessene Abweichung eines Produktes vom Idealzustand hangt von einer zufalligen
Komponente ab. Die beschriebene Problematik lasst sich wie folgt mathematisch mo-
dellieren: Bezeichnet Yt die tatsachliche Abweichung eines produzierten Gutes bei Takt
t, so gilt
Yt = f(t) + t;
wobei t eine Zufallsvariable ist, die die zufallige Dierenz zwischen tatsachlichem Pro-
duktionsfehler Yt und mittlerem Produktionsfehler f(t) beschreibt. Diese Zufallsgroe
kann auch bewirken, dass der tatsachliche Produktionsfehler Yt kleiner ist, als im Mittel
zu erwarten ware.
Auch wenn sich der funktionale Zusammenhang nicht berechnen lasst, so mochte man
sich doch ein gutes Bild von der Funktion f machen. Dazu wird man fur verschiedene
Takte 0  t1  : : :  tn jeweils ein Gut produzieren und den Produktionsfehler messen.
Insgesamt werden somit n
"
Versuchsprodukte\ bei nicht notwendig verschiedenen Tak-
ten ti hergestellt. Entspricht der wahre funktionale Zusammenhang einer der Funktionen
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Abbildung 2: Beobachtungen vom Umfang n = 22
Mathematisch lasst sich ein solcher Versuch wie folgt beschreiben: Zu den Versuchs-
punkten t1; : : : ; tn gehoren die Beobachtungen Yi mit
Yi = f(ti) + i; i = 1; : : : ; n:
Wir sprechen hierbei von einem Regressionsmodell, und um dieses untersuchen zu
konnen, mussen Voraussetzungen an das mogliche Aussehen der Funktion f sowie an
die Fehler i gemacht werden.
3
Der unbekannten Regressionsfunktion f unterstellt man ublicherweise, dass sie aus einer
vorgegebenen Klasse F von Funktionen stammt. Nimmt man an, dass f eine Linearkom-
bination bekannter Funktionen f1; : : : ; fk ist, also F = [f1; : : : ; fk], so sprechen wir von
einem Linearen Regressionsmodell. Wahlt man als F eine groe,
"
unendlichdimen-
sionale\ Klasse, z.B. die der stetigen Funktionen oder die der Funktionen von beschrank-
ter Variation auf [0; 1] bzw. unendlichdimensionale Teilmengen dieser Funktionenklassen,





nichtparametrisch\ ist insofern etwas unglucklich, als
man von f stets als dem unbekannten Parameter, an dem man interessiert ist, und von
F als Parameterraum spricht. Wir beschranken uns deshalb in der vorliegenden Arbeit
auf die Bezeichnung
"
allgemeines Regressionsmodell\. Lineare Regressionsmodelle sind
somit Spezialfalle der allgemeinen Regressionsmodelle.
Die Fehler i sind ublicherweise stochastisch unabhangig und besitzen dieselbe Vertei-
lung. Diese Annahme wird auch in der vorliegenden Arbeit getroen. Untersuchungen
bei Abhangigkeiten der Fehler oder bei nicht identisch verteilten Fehlern wurden den
Rahmen dieser Arbeit sprengen und bleiben Gegenstand weiterer Forschung. Entschei-
dend ist jedoch die Frage, ob die Fehlerverteilung bekannt oder unbekannt ist. Beide
Situationen werden hier untersucht.
Wir werden obige Regressionsmodelle nun noch in zweierlei Hinsicht verallgemeinern.
Zum einen losen wir uns doch ein Stuck weit von der Voraussetzung identisch verteilter
Fehler. Dazu fuhren wir eine bekannte Funktion (t) > 0, t 2 [0; 1], ein und betrachten
an Stelle der unabhangigen und identisch verteilten i jetzt Fehler der Form (ti)i. Da-
mit bringen wir die Abhangigkeit der Fehlervarianz - falls existent - vom Versuchspunkt
zum Ausdruck. Ist  konstant, so spricht man von einem homoskedastischen Regres-
sionsmodell. In diesem Fall gelten viele Resultate der vorliegenden Arbeit auch dann
noch, wenn diese Konstante unbekannt ist und in den jeweiligen Satzen durch einen
konsistenten Schatzer ersetzt wird. Ist  nicht konstant, so spricht man von einem he-
teroskedastischen Regressionsmodell.
Zum anderen - zunachst nur eine schreibtechnische Veranderung - werden wir die Ver-
suchspunkte mit tn1; : : : ; tnn bezeichnen. Dies deutet bereits an, dass wir Folgen von
Experimenten mit wachsenden Beobachtungsumfangen untersuchen werden.
Diese beiden Verallgemeinerungen fuhren uns zu den Modellen, die Gegenstand der vor-
liegenden Arbeit sind, namlich
Yni = f(tni) + (tni)ni; i = 1; : : : ; n; (1)
mit unabhangigen und identisch verteilten Fehlern ni, einer bekannten Funktion  > 0
und einer unbekannten Regressionsfunktion f , die aus einer fest vorgegebenen Funktio-
nenklasse F stammen soll. Die Versuchspunkte tni, i = 1; : : : ; n, seien Elemente eines
abgeschlossenen Intervalls.
4 Einleitung
Im Zusammenhang mit den Regressionsmodellen (1) ist man nun an den verschiedensten
Fragestellungen bezuglich der unbekannten Regressionsfunktion f interessiert:
1. Die Funktion f soll geschatzt werden.
2. Oftmals interessieren aber nur spezielle Eigenschaften der Funktion f . Nimmt
man z.B. wie im ersten Schaubild von Abbildung 1 einen linearen Zusammenhang
zwischen Takt und mittlerem Produktionsfehler an, so konnte man sich fragen, ob
die Steigung der Geraden positiv ist. Dies fuhrt zu Testproblemen, die oftmals eine
groere Rolle als das Schatzen der Funktion spielen.
3. Im Rahmen der Entscheidungstheorie werden noch sehr viel allgemeinere Fragestel-
lungen bezuglich der unbekannten Regressionsfunktion f untersucht. Beispielswei-
se konnte man den Produktionsvorgang mit Kosten bewerten (z.B. fur schadhaf-
te Produkte, fur den Umsatzausfall bei kleinem Takt, fur Garantieleistungen bei




4. Bei allen Fragestellungen hangt der Informationsgehalt der Regressionsmodelle (1)
von den Versuchspunkten tn1; : : : ; tnn ab. Interessiert man sich z.B. fur die Steigung
einer Geraden, so ist es oensichtlich sinnlos, alle Versuche in einem einzigen Punkt
zu machen, also tn1 = : : : = tnn zu wahlen. Wie sollen aber die Versuchspunkte
gewahlt werden (falls die Moglichkeit der Wahl besteht), um zu einer gegebenen
Fragestellung die bestmogliche Information zu erhalten? Diese Problematik wird
als Versuchsplanungsproblem bezeichnet und ist in vielen Anwendungsbereichen
von groer Bedeutung, da die einzelnen Versuche oft sehr kostspielig sind (Kosten
der Fehlermessung, Kosten schadhafter Produkte, usw.). Steht ein festes Budget
zur Beantwortung einer Frage zur Verfugung, so soll ein Experiment durchgefuhrt
werden, das moglichst viel Information liefert.
Zu den obigen Fragestellungen sucht man optimale Losungen. Dies ist aber oft proble-
matisch. Teils existieren keine optimalen Prozeduren, teils sind sie nicht oder nur sehr
schwer berechenbar. Daher geht man zu asymptotischen Betrachtungen uber, d.h. es
werden die Regressionsmodelle (1) fur wachsende Beobachtungsumfange n untersucht.
Die Asymptotik der Regressionsmodelle (1) fur wachsende Beobachtungsumfange n wird
in der vorliegenden Arbeit im Rahmen von LeCam's Theorie der Experimente un-
tersucht. Zwar gibt es in der LeCam-Theorie bereits zahlreiche Arbeiten, die sich mit
der Asymptotik von Linearen (Regressions-)Modellen beschaftigen, doch ist all diesen
Arbeiten ein Manko gemeinsam: Sobald der eindimensionale Rahmen der Konstantenre-
gression (das entspricht dem Einstichprobenproblem) verlassen wird, existieren Grenzex-
perimente nur noch unter sehr abstrakten Voraussetzungen (meist Noether-Bedingungen
genannt, die die Existenz von
"
Grenzstrukturen\ fordern) und konnen nicht mehr expli-
zit angegeben werden. Allen bisherigen Arbeiten fehlen also Anwendungsbeispiele. In
5
der vorliegenden Arbeit wird aber ein solches untersucht: Unsere praxisrelevanten Mo-
delle (1) erfullen namlich unter geeigneten Voraussetzungen die abstrakten Bedingungen
der schon bekannten Satze und ermoglichen eine explizite Darstellung der Grenzexpe-
rimente, was weitreichende Anwendungen zulasst. In dieser Arbeit gehen wir auf die
Anwendungen in der Test- und Designtheorie ein. Im Folgenden werden wir den Aufbau
der Arbeit erlautern.
In Kapitel 1 stellen wir die LeCam-Theorie vor, welche technische Grundlage fur weite
Teile dieser Arbeit ist. Die Darstellung orientiert sich an dem Buch von Strasser (1985).
Auf Grund der oben genannten Fragestellungen haben wir den entscheidungstheoreti-
schen Zugang zu LeCam's {Metrik, die den
"
Informationsabstand\ zweier statistischer
Experimente mit demselben Parameterraum misst, gewahlt. Neben dem zur {Metrik
gehorigen starken Konvergenzbegri spielt die schwache Konvergenz von Experimenten
eine entscheidende Rolle, da wir in Kapitel 2 vor allem schwache Grenzexperimente fur
unsere Regressionsmodelle angeben. Im Mittelpunkt schwacher Konvergenz steht die
Minimax-Schranke von Hajek-LeCam. Wir erlautern deren Auswirkung auf einfache, li-
neare Testprobleme, wie sie in Kapitel 3 betracht werden. Desweiteren untersuchen wir
Gauexperimente und speziell Gaushifts auf Hilbertraumen, die in Kapitel 2 als Grenz-
experimente unserer Regressionsmodelle auftreten, und betrachten die Anwendung der
LeCam-Theorie auf Lineare Modelle sowie auf Gauexperimente mit Beobachtungsraum
C[0; 1]. Dabei orientieren wir uns an dem Buch Torgersen (1991), sowie an den Arbeiten
Luschgy (1991a) und Luschgy (1992).
Kapitel 2 ist das Zentrum der vorliegenden Arbeit. Wir betrachten hier die Asymptotik
der oben beschriebenen Linearen und allgemeinen Regressionsmodelle im Rahmen der
LeCam-Theorie. Als Grenzexperimente im Sinne LeCam's treten Gauexperimente auf:
Im Fall der Linearen Regressionsmodelle (mit Dimension k) sind das Gaushifts auf dem
IRk, versehen mit einem Innenprodukt, das von der Fisher-Information der Fehlervertei-
lung sowie von den Regressoren und der Folge der Versuchspunkte abhangt. Im Fall der
allgemeinen Regression erhalten wir als Grenzexperimente Gauexperimente mit Beob-
achtungsraum C[0; 1].
Wichtigster Bestandteil dieses Kapitels ist der Nachweis der schwachen Konvergenz un-
serer Regressionsmodelle. Aus den resultierenden Grenzwertsatzen schlieen wir dann
mit Hilfe des Satzes von Lindae unter restriktiveren Voraussetzungen auf {Konvergenz.
Diese starkeren Grenzwertsatze spielen im weiteren Verlauf der Arbeit nur eine unter-
geordnete Rolle und konnen bei einem ersten Lesen ubergangen werden.
Den Abschluss von Kapitel 2 bildet eine Aussage uber starke asymptotische Aquiva-
lenz fur Lineare Regressionsmodelle unter Normalverteilungsannahme. Sie ist fur die
Designtheorie von besonderer Bedeutung und als kleines weiteres Mosaik im Rahmen
der neuesten Forschungsergebnisse von Michael Nussbaum zu sehen.
Wir wollen kurz die Voraussetzungen der Grenzwertsatze aus Kapitel 2 andeuten:
Grundvoraussetzung fur die Existenz von Grenzexperimenten ist eine Lokalisierung
im Parameterraum. Die passende Lokalisierungsrate ist in unserem Fall die klassische
1=
p
n{Rate. Die Fehlerverteilung wird in diesem Kapitel als bekannt vorausgesetzt und
6 Einleitung
muss eine Dichte bezuglich des Lebesgue-Maes besitzen sowie eine endliche, positive
Fisher-Information. Fasst man die Versuchspunkte einer Stufe n als eine Verteilungs-
funktionHn auf, so mussen diese Hn schwach oder gleichmaig gegen eine weitere Vertei-
lungsfunktion (wir sprechen von einem Grenzdesign) konvergieren. Als Klasse moglicher
Regressoren F kommen im Wesentlichen stetige Funktionen und vor allem Funktionen
von beschrankter Variation in Betracht.
In Kapitel 3 werden wir die schwachen Konvergenzaussagen aus Kapitel 2 auf einfache
Testprobleme anwenden. Wir betrachten dabei stetige lineare Abbildungen ` : F ! IR
und Testprobleme der Form
H` = ff 2 F j `(f)  0g; K` = ff 2 F j `(f) > 0g:
Dies sind besonders einfache eindimensionale Testprobleme, die asymptotisch optimale
Losungen (im Sinne der Denitionen aus Kapitel 1) besitzen. Es ist allerdings nicht
Ziel der Arbeit, Losungen fur viele verschiedene Testprobleme zu nden, sondern zu
demonstrieren, welche weitreichenden Moglichkeiten die Konvergenzaussagen aus Kapi-
tel 2 eronen. Eine Ausweitung der Ergebnisse von Kapitel 3 auf andere Testprobleme
ist nicht schwer.
Zunachst werden Testprobleme fur das Lineare Regressionsmodell untersucht, fur die
wir eine asymptotisch optimale Testfolge angeben. Diese Tests bauen stark auf der
Dichte der Fehlerverteilung auf, so dass deren Kenntnis essentiell ist. Im Vergleich da-
zu betrachten wir Likelihood-Quotienten-Tests. Darunter verstehen wir Tests mit der
Teststatistik des ublichen LQ-Tests unter Normalverteilungsannahme, die wir auch dann
anwenden, wenn wir die Fehlerverteilung nicht kennen, sondern nur ubliche Bedingungen
an deren Momente voraussetzen. Wir untersuchen die Asymptotik dieser LQ-Tests und
vergleichen sie mit der asymptotisch optimalen Testfolge bezuglich der Asymptotisch
Relativen EÆzienz.
Zum Abschluss von Kapitel 3 betrachten wir obige Testprobleme fur das allgemeine Re-
gressionsmodell und geben eine asymptotisch optimale Testfolge an.
In Kapitel 4 analysieren wir die Auswirkungen der Grenzwertsatze aus Kapitel 2 auf
die Designtheorie. Zunachst werden die Ansatze der klassischen Designtheorie fur das
Lineare Regressionsmodell bei festem Beobachtungsumfang n0 skizziert und die Prin-
zipien der approximativen Designtheorie geschildert, anschlieend gehen wir auf einen
entscheidungstheoretischen Ansatz der Designtheorie ein: Im Kontext dieser Arbeit liegt
es nahe, verschiedene Designs dadurch zu vergleichen, dass man die zugehorigen Expe-
rimente im Sinne der LeCam'schen Halbordnung vergleicht.
Ausgehend von diesem entscheidungstheoretischen Ansatz beschaftigen wir uns im Wei-
teren mit asymptotischer Designtheorie sowohl fur Lineare als auch fur allgemeine Re-
gressionsmodelle und suchen asymptotisch optimale Designs, d.h. Designs die ab hinrei-
chend groem Beobachtungsumfang
"
gut\ sind. Ausgangspunkt fur diese Uberlegungen
sind die schwachen sowie starken Grenzwertsatze aus Kapitel 2. Zum Abschluss von
Kapitel 4 geben wir entscheidungstheoretische Interpretationen der E{Optimalitat an.
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Wesentlich fur alle Uberlegungen von Kapitel 4 ist, dass sie unabhangig von der Fehler-
verteilung sind. War diese in Kapitel 2 noch als bekannt vorausgesetzt und trat in den
Grenzexperimenten in Form ihrer Fisher-Information auf, so spielt sie in der asympto-
tischen Designtheorie keine Rolle mehr.
In Kapitel 5 beschaftigen wir uns ausschlielich mit Linearen Regressionsmodellen, bei
denen im Gegensatz zu den Ausfuhrungen der Kapitel 2 und 3 die Fehlerverteilung unbe-
kannt ist. Ziel ist es, zu den in Kapitel 3 betrachteten Testproblemen eine asymptotisch
optimale Testfolge zu konstruieren, die nicht auf der Kenntnis der Fehlerverteilung be-
ruht. Um ein solches
"
adaptives\ Testverfahren angeben zu konnen, mussen wir jedoch
die Klasse der moglichen Fehlerverteilungen einschranken. Ublicherweise beschrankt
man sich auf diejenigen Fehlerverteilungen aus Kapitel 2, die eine zur y{Achse symme-
trische Dichte besitzen.
Zu Beginn des Kapitels wiederholen wir (eingebettet in den Kontext der LeCam-Theorie)
klassische Begrie der Schatztheorie: eÆziente Schatzer, asymptotisch eÆziente Schatzer
und adaptive Schatzer. Dann werden Schatzer aus der Arbeit Koul und Susarla (1983)
zitiert, mit denen wir einen asymptotisch optimalen und fur symmetrische Fehler adap-
tiven Test konstruieren. Auerdem betrachten wir ein anderes sich aus dieser Arbeit
ergebende Testverfahren, das fur alle Fehlerverteilungen aus Kapitel 2
"
funktioniert\
und das wir mit der Folge der LQ-Tests aus Kapitel 3 vergleichen. Den Abschluss dieses
Kapitels bilden einige Simulationen, die dem Leser einen Eindruck uber das Verhalten
der verschiedenen Testverfahren bei festen Stichprobenumfangen geben sollen.
In Anhang A werden noch einige Denitionen und Satze angegeben, die demjenigen





In diesem Kapitel werden wir die Grundzuge der Theorie LeCam's prasentieren. Ei-
ne ausfuhrliche Darstellung dieser Ergebnisse ndet sich zum Beispiel in den Buchern
LeCam (1986), LeCam und Yang (1990) oder Strasser (1985).
1.1 Entscheidungstheorie - Bezeichnungen
Sind  6= ; eine beliebige fest vorgegebene Menge, (X ;A) ein Messraum und fP j  2
g eine Menge von Wahrscheinlichkeitsmaen auf (X ;A), so nennen wir das Tripel
E = (X ;A; fP j  2 g)
ein statistisches Experiment mit Beobachtungsraum (X ;A) und Parameter-
raum . Mit E() bezeichnen wir die Menge aller Experimente mit Parameterraum .
Ein Entscheidungsraum D ist ein topologischer Raum, versehen mit der Borelschen
{Algebra B(D). Unter einer randomisierten Entscheidungsfunktion (kurz: Ent-
scheidung) verstehen wir einen Marko-Kern  : X  B(D) ! [0; 1]. Mit R(E;D)
bezeichnen wir die Menge aller randomisierten Entscheidungsfunktionen bei gegebenem
Beobachtungsraum (X ;A) und Entscheidungsraum (D;B(D)). Eine Verlustfunktion.
ist eine Familie W := (W)2 nach unten beschrankter B(D){messbarer Funktionen
W : D ! IR. Wenn wir im Folgenden von einer Eigenschaft von W sprechen, so be-
deutet dies, dass alle Funktionen W diese Eigenschaft besitzen. Das Tripel (E;D;W )
nennen wir ein (statistisches) Entscheidungsproblem. Die Funktion





W(a)(x; da) P(dx) (1.1)
heit die zu dem statistischen Entscheidungsproblem (E;D;W ) und der Entscheidung
 gehorige Risikofunktion. Eine Entscheidung 1 2 R(E;D) heit nicht schlechter
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als eine andere Entscheidung 2 2 R(E;D), falls die zu 1 gehorige Risikofunktion r1
gleichmaig kleiner oder gleich r2 ist, falls also gilt r1()  r2() fur alle  2 .
Zu jedem Testproblem gibt es ein korrespondierendes Entscheidungsproblem. Wir stel-
len kurz den Zusammenhang dar:
Seien E = (X ;A; fP j  2 g) 2 E() ein statistisches Experiment und (H;K) eine
Partition des Parameterraums . Wir wahlen dann den zweielementigen Entscheidungs-
raum D = fH;Kg, versehen mit der Potenzmenge P(D) als {Algebra. Jedem rando-
misierten Test ' : X ! [0; 1] mit Gutefunktion g' : ! [0; 1], g'() =
R
' dP ordnen
wir eine Entscheidungsfunktion ' : X  P(D), '(x;K) := '(x), '(x;H) := 1  '(x)
zu. Desweiteren betrachten wir die Verlustfunktionen W : D ! IR, W(H) = 1K(),
W(K) = 1H(). Da D endlich ist, ist W = (W)2 eine stetige und beschrankte Ver-
lustfunktion. Jetzt gilt fur die Gutefunktion g' des Tests und die Risikofunktion der
zugehorigen Entscheidungsfunktion der Zusammenhang
g'() =

r'();  2 H;
1  r'();  2 K:
Ein Test '1 heit genau dann nicht schlechter als ein Test '2, wenn die zugehorige Ent-
scheidungsfunktion '1 nicht schlechter ist als '2 . Umgekehrt kann man jeder Entschei-
dungsfunktion  fur obiges Entscheidungsproblem einen
"
zugehorigen\ Test ' zuordnen
mittels '(x) = (x;K).
Wir werden jetzt den Begri der Entscheidungsfunktion auf naturliche Art und Wei-
se verallgemeinern und erhalten damit die funktionalanalytische Grundlage fur die im
nachsten Abschnitt folgenden Denitionen und Aussagen. Die Mengen fP j  2 g
und R(E;D) werden dabei in groere Raume eingebettet, die fur die LeCam-Theorie
wesentliche strukturelle Eigenschaften besitzen. Sei dazu ein Experiment E 2 E()
gegeben. Die Menge fP j  2 g ist eine Teilmenge von
L(E) := f 2 M(X ) j  2 M(X );  singular zu allen P =)  singular zu g;
dem sogenannten L-Raum des Experiments E, wobei M(X ) den Vektorraum aller
endlichen signierten Mae auf (X ;A) bezeichnet. Versieht man den L-Raum mit der
Variationsnorm k  kV , vgl. Denition A.1, so erhalt man einen Banachraum und sogar
einen Banach-Verband, vgl. Strasser (1985), S. 228.
Weiter sei ein Entscheidungsproblem (E;D;W ) mit stetiger und beschrankter Verlust-







W(a)(x; da)P(dx) =: (W; P);  2 ;
in Abhangigkeit von W und P, so ist  linear in beiden Argumenten und die folgende
Verallgemeinerung naheliegend: Eine bilineare Funktion  : Cb(D)L(E)! IR auf der
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Menge Cb(D) der stetigen und beschrankten Funktionen von D nach IR und auf dem
L-Raum L(E) mit
1. j(f; )j  kfk1kkV fur alle f 2 Cb(D) und alle  2 L(E),
2. (f; )  0 fur alle f 2 Cb(D); f  0 und alle  2 L(E);   0,
3. (1; ) = (X ) fur alle  2 L(E)
heit verallgemeinerte Entscheidungsfunktion (fur E und D). MitRa(E;D) be-
zeichnen wir die Menge aller verallgemeinerten Entscheidungsfunktionen und die Funkti-
on r : ! IR, r() = (W; P) nennen wir Risikofunktion zum Problem (E;D;W )
bei gegebener verallgemeinerter Entscheidungsfunktion .
Der Begri der verallgemeinerten Entscheidungsfunktion lasst sich mittels
(g; ) := sup f(f; ) j f 2 Cb(D); f  gg
auf naturliche Weise von Cb(D) auf die Menge aller von unten halbstetigen und nach
unten beschrankten Funktionen g erweitern. Dies ist allerdings nur sinnvoll fur den Fall,
dass  ein Ma ist. Man vergleiche dazu auch Strasser (1985).
Wie in der Motivation bereits gesehen, existiert zu jeder Entscheidungsfunktion eine
korrespondierende verallgemeinerte Entscheidungsfunktion. Ist bei gegebenem Entschei-
dungsproblem (E;D;W ) eine Entscheidungsfunktion 1 nicht schlechter als eine Ent-
scheidungsfunktion 2, so gilt fur die korrespondierenden verallgemeinerten Entschei-
dungsfunktionen
1(W; P)  2(W; P);  2 :
Eine umgekehrte Korrespondenz ist nur in speziellen Fallen moglich. Dazu benotigen
wir einen weiteren Begri: Ein Experiment E = (X ;A; fP j  2 g) 2 E() heit
dominiert, falls ein {endliches Ma  auf A existiert, bezuglich dessen alle Mae P
absolutstetig sind, wenn also P   fur alle  2  gilt.
Satz 1.1 (vgl. Farrell (1967)) Seien E 2 E() ein dominiertes Experiment und der
Entscheidungsraum D ein lokal kompakter Raum mit abzahlbarar Basis. Dann existiert
zu jeder verallgemeinerten Entscheidungsfunktion  2 Ra(E;D) eine Entscheidungs-






f(a)(x; da)(dx) fur alle  2 L(E) und f 2 Cc(D);
wobei Cc(D) die Menge der stetigen Funktionen von D nach IR mit kompaktem Trager
bezeichnet.
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1.2 Abstande von Experimenten
In diesem Abschnitt wollen wir versuchen, den unterschiedlichen Informationsgehalt ver-
schiedener Experimente E = (X1;A1; fP j  2 g) 2 E() und F = (X2;A2; fQ j  2
g) 2 E() mit gemeinsamem Parameterraum  6= ; zu messen. Um diese Experimente
E und F vergleichen zu konnen, geben wir uns zunachst einen festen Entscheidungsraum
D und eine feste Verlustfunktion W = (W)2 vor und nennen (D;W ) ein Entschei-
dungspaar. Die beiden statistischen Entscheidungsprobleme (E;D;W ) und (F;D;W )
werden nun auf die folgende Art und Weise miteinander verglichen.
Denition 1.2 Seien (D;W ) ein beliebiges Entscheidungspaar mit von unten halb-
stetiger und nach unten beschrankter Verlustfunktion W und   0. Das Experiment
E heit {dezient oder hochstens {unzureichend bezuglich F (fur das Paar




F , falls zu jeder verallgemeinerten Entscheidungsfunk-
tion 2 2 Ra(F;D) eine verallgemeinerte Entscheidungsfunktion 1 2 Ra(E;D) mit
1(W; P)  2(W; Q) + kWk1 fur alle  2  (1.2)
existiert.
Gilt (1.2) fur  = 0, so heit E mindestens so informativ wie F (oder F nicht
informativer als E) fur das Paar (D;W ), in Zeichen: E 
(D;W )
F .
Im Fall  > 0 ist obige Denition nur sinnvoll, wenn die Verlustfunktion auch nach oben
beschrankt ist, vgl. Strasser (1985), S.257.







F fur alle  > 0:
Bisher haben wir ein festes Entscheidungspaar (D;W ) betrachtet. In der folgenden
Denition werden Experimente bezuglich aller Entscheidungspaare (D;W ) mit festem
Parameterraum , beliebigem topologischem Entscheidungsraum D sowie beliebiger auf
D denierter und von unten halbstetiger Verlustfunktion W verglichen.
Denition 1.4 Seien   0 und der Parameterraum  beliebig fest. Dann heit das
Experiment E {dezient oder hochstens {unzureichend bezuglich F , in Zeichen:
E






F fur alle Entscheidungspaare (D;W ) mit (1.3)
von unten halbstetiger Verlustfunktion W:
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Gilt (1.3) fur  = 0, so heit E mindestens so informativ wie F (oder F nicht
informativer als E), in Zeichen: E  F .
Gelten E  F und F  E, so heien E und F aquivalent oder gleich informativ,
und wir schreiben E  F .
Die Relation  ist eine Aquivalenzrelation, und wir konnen aquivalente Experimente zu
einer Aquivalenzklasse zusammenfassen. Mit E()=  bezeichnen wir den Raum dieser
Aquivalenzklassen aller Experimente mit gemeinsamem Parameterraum . Jetzt sind
wir in der Lage, Abstande zwischen Experimenten einzufuhren.
Denition 1.5 Seien E; F 2 E() zwei Experimente mit gemeinsamem Parameter-
raum . Dann denieren wir




(E; F ) := maxfÆ(E; F ); Æ(F;E)g:
(E; F ) heit Dezienz oder Informationsabstand der Experimente E und F .
Wir wollen zunachst einige wichtige Aussagen uber den Informationsabstand  zusam-
menfassen. Einen Beweis fur 1.-5. ndet sich in Strasser (1985), S. 296 ., Aussage 6.
folgt direkt aus 5. mittels der Formeln (A.1) und (A.3) im Anhang.
Lemma 1.6 Sei  6= ; ein beliebiger Parameterraum. Dann ist
1.  eine Pseudometrik auf E(),
2.  eine Metrik auf E()= ,
3. der metrische Raum (E()= ; ) vollstandig,
4. der metrische Raum (E()= ; ) kompakt, falls  endlich ist.
Sind E = (X ;A; fP j  2 g), F = (X ;A; fQ j  2 g) Experimente mit gemeinsamem
Grundraum (X ;A), und bezeichnet dH den Hellingerabstand, vgl. Denition A.2, so gilt
weiter
5. (E; F )  supfkP  QkV j  2 g,
6. (E; F ) 
p
2 supfdH(P; Q) j  2 g.
Die durch  auf E()=  induzierte Topologie wird auch als starke Topologie be-
zeichnet.
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Satz 1.7 (vgl. Strasser (1985), S. 272) Seien E; F 2 E() zwei dominierte Experi-
mente mit gemeinsamem Parameterraum . Dann sind die folgenden Aussagen aquiva-
lent:
1. (E; F ) = 0, d.h. die beiden Experimente sind aquivalent.
2. H(E) = H(F) fur alle  2 A().
Dabei bezeichnen A() das System aller endlichen Teilmengen von , E, F die auf
den Parameterraum  eingeschrankten Experimente E; F und H die Hellingertransfor-
mierte, vgl. Denition A.5.
Fur eine weitere Darstellung der {Metrik benotigen wir zusatzliche Voraussetzungen
an die Experimente.
Denition 1.8 Ein Experiment E = (X ;A; fP j  2 g) heit polnisch, falls der
Beobachtungsraum X ein polnischer Raum ist und A die zugehorige Borelsche {Algebra.
Satz 1.9 Seien E = (X1;A1; fP j  2 g) dominiert und F = (X2;A2; fQ j  2 g)
polnisch. Ist M : X1  A2 ! [0; 1] ein Marko-Kern, so denieren wir fur  2  das




M(x1; A2) P(dx1); A2 2 A2:
Dann gilt fur den einseitigen Æ{Abstand von E zu F





Dabei wird das Inmum uber alle Marko-Kerne M : X1 A2 ! [0; 1] gebildet.
Sind E und F beide dominiert und polnisch, so gilt













wobei die Inma uber alle Marko-Kerne M1 : X1  A2 ! [0; 1] bzw. M2 : X2  A1 !
[0; 1] gebildet werden.
Beweis. Die Aussage folgt aus Nussbaum (1996), Proposition 9.2, und Strasser (1985),
Lemma 59.5. 
Mit L(X j P ) bezeichnen wir kunftig die Verteilung einer Zufallsvariablen X bezuglich
eines Maes P . Eine weitere nutzliche Aussage beinhaltet der folgende Satz, vgl. Brown
und Low (1996), S.2388.
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Satz 1.10 Seien X ;Y separable vollstandige metrische Raume,  6= ; ein Parameter-
raum, E = (X ;B(X ); fP j  2 g) ein Experiment und S : X ! Y eine suÆziente
Statistik fur E. Dann sind die Experimente E und F := (Y;B(Y); fL(S j P) j  2 g)
aquivalent, d.h. es gilt
(E; F ) = 0:
1.3 Lineare Modelle
Wir wollen in diesem Abschnitt einige Anwendungen der LeCam-Theorie fur das Linea-
re Modell skizzieren. Dazu mussen wir zunachst klaren, was wir unter einem solchen
verstehen. Seien
 k; n 2 IN fest vorgegeben,
 der Parameterraum H ein endlichdimensionaler Hilbertraum mit Dimension
dim(H) = k,
 der Beobachtungsraum X ein endlichdimensionaler Hilbertraum mit Dimension
dim(X ) = n, versehen mit der Borelschen {Algebra B(X ),
 A : X ! H ein bekannter linearer Operator und A der zu A konjugierte Operator,
 C : X ! X ein bekannter, symmetrischer positiv deniter linearer Operator.




Zur Denition von Erwartungswert und Covarianz vergleiche man Denition A.14. Sind
Basen von H und X gegeben, so konnen wir A mit einer k n{Matrix und C mit einer
nn{Matrix identizieren. A wird dann auchModellmatrix genannt und C Covari-
anzmatrix. Fur den Fall, dass C nur positiv semidenit ist, gelten die Aussagen dieses
Abschnitts analog, wenn man die Inverse C 1 jeweils durch die Moore-Penrose-Inverse
ersetzt.
Seien PC die Menge aller Verteilungen auf (X ;B(X )) mit Erwartungswert 0 und existie-
render positiv deniter Covarianz C und Sh : X ! X gegeben durch x 7! x+Ah. Die
Verteilung von Sh unter einem P 2 PC hat dann den Erwartungswert Ah und dieselbe
Covarianz C. Dann bezeichnen wir
L(A;C) := (X ;B(X ); fL(Sh j P ) j h 2 H; P 2 PCg) (1.4)
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als Lineares Modell fur den unbekannten Parameter h 2 H und die unbekannte Ver-
teilung P 2 PC . Sind die Zufallsvariablen normalverteilt, so heit
N (A;C) := (X ;B(X ); fN(Ah; C) j h 2 Hg) (1.5)
Lineares Modell fur den unbekannten Parameter h 2 H mit normalverteiltem Fehler.
Dabei sei N(Ah; C) eine Normalverteilung auf dem Hilbertraum X mit Erwartungswert
Ah und Covarianz C. Auf den Begri der Normalverteilung auf einem Hilbertraum
gehen wir in Beispiel 1.26 naher ein.
Aussagen uber den Informationsabstand von Linearen Modellen, vgl. Denition 1.5,
insbesondere unter Normalverteilungsannahme, nden sich in Torgersen (1991). Die
anschlieenden Satze werden sich im Folgenden als nutzlich erweisen.
Satz 1.11 (vgl. Torgersen (1991), S. 481) Seien X1;X2 Hilbertraume mit den Di-






 (N (A; IX1);N (B; IX2))
 kN(0; AA) N(0; BB)k
V
:
Dabei bezeichne IXj die Identitat auf Xj, j = 1; 2, und 0 das Nullelement von H.
Satz 1.12 (vgl. Torgersen (1991), S. 436) Seien N (A;C1);N (B;C2) Lineare Mo-
delle mit normalverteilten Fehlern und positiv deniten Covarianzen C1; C2. Beide Ex-
perimente mogen den gemeinsamen Parameterraum H haben. Dann sind die folgenden
Aussagen aquivalent:
1. Das Experiment N (B;C2) ist im Sinne LeCam's informativer, vgl. Denition 1.4,
als N (A;C1), also
N (A;C1)  N (B;C2):
2. Bezeichnet L die Lowner-Ordnung, so gilt
AC 11 A
 L BC 12 B:
(Fur zwei symmetrische Operatoren D1; D2 : H ! H gilt D1 L D2 genau dann,
wenn D2 D1 positiv semidenit ist. Die Lowner-Ordnung ist keine Totalordnung.)
Satz 1.13 (vgl. Torgersen (1991), S. 481) Seien N (A; IX1) und N (B; IX2) Lineare
Modelle mit normalverteilten Fehlern und gemeinsamem Parameterraum H. Dann gilt
nach Satz 1.12
N (A; IX1)  N (B; IX2) () AA L BB:
In diesem Fall gilt fur den Informationsabstand der Experimente
(N (A; IX1);N (B; IX2)) = Æ(N (A; IX1);N (B; IX2)) = kN(0; AA) N(0; BB)kV :
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Eine andere naheliegende Moglichkeit, den Informationsgehalt von Linearen Modellen
zu vergleichen, bietet die lineare, erwartungstreue Schatzung bei quadratischem Schaden.
Seien hierzu L(A;C1), L(B;C2) Lineare Modelle mit gemeinsamem Parameterraum H.
Wir nennen das Experiment L(A;C1) bezuglich des linearen erwartungstreuen Schatzens
bei quadratischem Schaden nicht informativer als das Experiment L(B;C2) (oder
L(B;C2) mindestens so informativ wie L(A;C1)), falls es zu jeder Linearform l :
H ! IR und jedem linearen erwartungstreuen Schatzer T1 fur l(h) im Modell L(A;C1)
einen linearen erwartungstreuen Schatzer T2 fur l(h) im Modell L(B;C2) gibt mit nicht
groerer Varianz, also
Var(T2)  Var(T1):
In diesem Fall schreiben wir
L(A;C1) q L(B;C2): (1.6)
Die Varianzen der Schatzer T1 bzw. T2 sind auf Grund der linearen Struktur konstant
fur jede Verteilung aus L(A;C1) bzw. L(B;C2).
Aus der Theorie der Linearen Modelle (Gau-Marko-Theorem) und Satz 1.12 folgt
unmittelbar
Satz 1.14 (vgl. Torgersen (1991), S. 465) Seien L(A;C1), L(B;C2), N (A;C1),
N (B;C2) Lineare Modelle mit positiv deniten Covarianzoperatoren C1; C2. Alle Ex-
perimente mogen den gemeinsamen Parameterraum H haben. Dann sind die folgenden
Aussagen aquivalent:
1. N (A;C1)  N (B;C2).
2. L(A;C1) q L(B;C2).
Beispiel 1.15 (vgl. Torgersen (1991), S. 431)
Sei E = N (A;C) = (X ;B(X ); fN(Ah; C) j h 2 Hg) ein Lineares Modell mit Modell-
Operator A und positiv deniter Covarianz C. Seien  := fh1; : : : ; hrg, r 2 IN, beliebig
und z = (z1; : : : ; zr)
> 2 S beliebig, wobei S der Standard-Simplex des IRjj ist, vgl. De-



















zizjhhi   hj; AC 1A(hi   hj)i
)
:
Beispiel 1.16 (Hellingerabstand von N(Ah1; IX ) und N(A
h2; IX ))
Sind N(Ah1; IX ) und N(A
h2; IX ) zwei Verteilungen des Linearen Modells N (A; IX ),
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und bezeichnet a die AÆnitat zweier Mae, vgl. Denition A.4, so gilt
d2
H
(N(Ah1; IX ); N(A





hA(h1   h2); A(h1   h2)i

:
Beweis. Folgt direkt aus Lemma A.11 und Beispiel 1.15. 
Bemerkung 1.17 Deniert man den linearen Unterraum ~H := A(H)  X , so kann
man das Experiment E aus Beispiel 1.15 auch in der Form E = (X ;B(X ); fN(~h; C) j ~h 2
~Hg) schreiben. Der (Modell-) Operator A tritt also gar nicht mehr explizit auf, sondern
nur noch der Bildraum ~H seiner Konjugierten A. Fur beliebiges  := f~h1; : : : ; ~hrg,








zizjh~hi   ~hj; C 1(~hi   ~hj)i
)
:
Entsprechend erhalt man in Beispiel 1.16 fur ~h1; ~h2 2 ~H den Hellingerabstand
d2
H








In diesem Abschnitt werden wir die sogenannten Gauexperimente einfuhren. Sie sind
die wichtigsten Experimente der Statistik und spielen bei vielen asymptotischen Uber-
legungen eine entscheidende Rolle. Sei dazu  6= ; ein beliebiger Parameterraum.
Denition 1.18 (Gauprozess) Ein stochastischer Prozess (
;A; P; fX j  2 g)
mit reellwertigen Zufallsvariablen X heit Gauprozess, wenn alle endlichdimensio-
nalen Verteilungen (evtl. entartete) Normalverteilungen sind.
Ein Experiment E = (X ;A; fP j  2 g) mit Parameterraum  heit homogen, falls
alle Mae P,  2 , aquivalent sind.
Denition 1.19 (Gauexperiment) Ein homogenes Experiment E = (X ;A; fP j
 2 g) heitGauexperiment, wenn ein 0 2  existiert, so dass der Log-Likelihood-








j  2 

ein Gauprozess ist. Wir nennen den Covarianzkern dieses Prozesses dann Covarianz-
kern von E zur Basis 0.
Ist  Teilmenge eines linearen Raumes, ist 0 2  und ist der Covarianzkern von E zur
Basis 0 bilinear, so heit das Experiment E ein Gaushift.
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An einem einfachen Beispiel wollen wir verdeutlichen, dass diese abstrakte Denition
eines Gauexperimentes mit der ublichen Vorstellung von einem Gauexperiment kor-
respondiert.
Beispiel 1.20 Es sei 2 > 0 fest vorgegeben. Dann ist das durch die eindimensionalen
Normalverteilungen N(; 2) gegebene Experiment
N (1; 2) =
 
IR;B; fN(; 2) j  2 IRg

ein Gauexperiment mit Covarianzkern R0(1; 2) =
(1 0)(2 0)
2
, 1; 2 2 IR, zur Basis






















Man beachte, dass die Erwartungswerte dieser Normalverteilungen genau das  1
2
{fache
der jeweiligen Varianzen sind. Der Trend des Log-Likelihood-Prozesses ist somit direkt
aus dem Covarianzkern ablesbar. Dagegen ist das Experiment 
IR;B; fN(; 2) j  2 IR; 2 > 0g

kein Gauexperiment im Sinne von Denition 1.19.
Die folgenden Aussagen sollen die besonders einfachen Strukturen von Gauexperimen-
ten verdeutlichen.
Bemerkung 1.21 Ist E ein Gauexperiment, so ist fur jedes 0 2  der Log-Likelihood-











R00(1; 1) +R00(2; 2)

(1.7)
fur alle 1; 2 2 , vgl. Janssen, Milbrodt und Strasser (1985), S. 21. Der Zusam-
menhang zwischen den Covarianzkernen zu verschiedenen Basen gilt nicht allgemein fur
Log-Likelihood-Prozesse anderer homogener Experimente.
Lemma 1.22 (Hellingertransformierte eines Gauexperimentes)
Seien E ein Gauexperiment, 0 2  beliebig und R0 der Covarianzkern von E zur














Die Hellingertransformierte ist unabhangig von der Basis 0.
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Beweis. Vgl. Becker (1983), S. 25, oder Janssen et al. (1985), S. 20.
Bemerkung 1.23 Der Covarianzkern eines Gauprozesses ist symmetrisch und positiv
semidenit. Umgekehrt existiert zu jedem symmetrischen positiv semideniten Kern
R :    ! IR ein Gauprozess mit Covarianzkern R, vgl. Strasser (1985), S. 340.













fur  := f1; : : : ; rg 2 A(), z = (z1; : : : ; zr)> 2 S, vgl. Becker (1983), S.25.
Ist (H; h; i) ein Hilbertraum, so ist das Innenprodukt h; i ein symmetrischer positiv
deniter Kern auf H H. Das fuhrt zur folgenden Denition.
Denition 1.24 (Standard-Gaushift auf Hilbertraum)
Der Parameterraum  = (H; h; i) sei ein separabler Hilbertraum. Wir nennen ein
Gauexperiment E 2 E(H), dessen Covarianzkern R0 zur Basis 0 gleich dem Innenpro-
dukt auf H ist, also
R0(h1; h2) = hh1; h2i; h1; h2 2 H;
einen Standard-Gaushift auf dem Hilbertraum H. Fur einen solchen Standard-
Gaushift schreiben wir kunftig auch GH.
Bemerkung 1.25
1. Die Existenz eines Standard-Gaushifts ist fur jeden separablen Hilbertraum durch
Bemerkung 1.23 gewahrleistet. Alle Standard-Gaushifts auf demselben Hilbert-
raum sind im Sinne LeCam's aquivalent. Man beachte dazu Satz 1.7 und die
Tatsache, dass mit dem Covarianzkern die Hellingertransformierte eindeutig fest-
gelegt ist.
2. Die Separabilitat des Hilbertraums gewahrleistet die Messbarkeit des Innenpro-
duktes.





















zizjhhi   hj; hi   hji
)
(1.9)
fur  := fh1; : : : ; hrg 2 A(H), z = (z1; : : : ; zr)> 2 S. Dabei erhalt man Gleichung
(1.9) durch elementare Berechnungen aus (1.8). Man beachte dafur: Fur z 2 S
ist z1 + : : :+ zr = 1.
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Wir wollen jetzt einige Standard-Gaushifts auf Hilbertraumen explizit angeben. Diese
werden in den asymptotischen Uberlegungen zu Regressionsmodellen in Kapitel 2 als
Grenzexperimente auftreten.
Beispiel 1.26 (Standard-Gaushift auf einem Hilbertraum)
Eine ZufallsvariableX mit Werten in einem separablen Hilbertraum (H; h; i) heit nor-
malverteilt, falls hX; hi fur alle h 2 H eine reelle Normalverteilung besitzt. In diesem
Fall existieren der Erwartungswert  und die Covarianz S von X, vgl. Anhang A.2.
Man nennt die Verteilung von X eine Normalverteilung mit Erwartungswert 
und Covarianz S und schreibt N(; S).
Ist H ein endlichdimensionaler Hilbertraum und IH die Identitat auf H, so existiert
das Wahrscheinlichkeitsma N(0; IH) und wird Standardnormalverteilung genannt.
Leicht sieht man, dass das Experiment
GH = (H;B(H); fN(h; IH) j h 2 Hg)
der Standard-Gaushift auf H ist, vgl. Strasser (1985), S 345.
Ist H ein unendlichdimensionaler Hilbertraum, so ist die Identitat IH kein kompakter
Operator mehr. Da die Covarianz einer Normalverteilung aber ein kompakter Operator
sein muss, vgl. Kuo (1975), S. 29, existiert keine Standardnormalverteilung N(0; IH) auf
H. Wir konnen den Standard-Gaushift auf einem unendlichdimensionalen Hilbertraum
also nicht in ahnlich einfacher Weise angeben wie im endlichdimensionalen Fall. Die-
se Problematik fuhrt zur Theorie der Abstrakten Wiener-Raume, vgl. Strasser (1985),
S. 350 ..
Beispiel 1.27 (Standard-Gaushift mit Beobachtungsraum C[0; 1])
Dieses Beispiel baut auf der in Anhang A.6 dargestellten Theorie kernreproduzierender
Hilbertraume auf. Sei dazu Z(s), s 2 [0; 1], ein zentrierter Gauprozess mit stetigen Pfa-





kernreproduzierende Hilbertraum. Fur h 2 H(R)  C[0; 1] ist
Zh(s) := h(s) + Z(s); s 2 [0; 1];
wiederum ein Gauprozess mit stetigen Pfaden. PZ; PZh seien die zu den Prozessen






PZh j h 2 H(R)
	
der Standard-Gaushift auf H(R). Nach den Formeln (A.14) und (A.18) in Anhang A.6
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h1; h2 2 H(R), zur Basis 0. Fur die Hellingertransformierte von GH(R) gilt nach Formel



















zizj khi   hjk2H(R)
)
fur  := fh1; : : : ; hrg 2 A(H(R)), z = (z1; : : : ; zr)> 2 S.
Zum Abschluss wollen wir eine Verbindung zu den Linearen Modellen aus Abschnitt 1.3
herstellen.
Beispiel 1.28 Es sei A 2 IRkk eine symmetrische positiv denite Matrix, durch die
mittels hx; yiA := x>Ay, x; y 2 IRk, ein Innenprodukt auf IRk deniert wird. HA sei
der Hilbertraum IRk, versehen mit diesem Innenprodukt. Mit A
1
2 bezeichnen wir die
eindeutig bestimmte symmetrische und positiv denite Wurzel von A. Dann sind der
Standard-Gaushift GHA und das Lineare Modell N (A
1
2 ; Ik) (mit Beobachtungs- und
Parameterraum IRk) im Sinne LeCam's aquivalent, also GHA  N (A
1
2 ; Ik), oder anders
gesagt: N (A 12 ; Ik) ist der Standard-Gaushift auf HA.
Beweis. Nach Satz 1.7 genugt es, die Hellingertransformierten von GHA und N (A
1
2 ; Ik)
zu vergleichen. Diese stimmen aber nach Beispiel 1.15 und Formel (1.8) uberein. 
1.5 Ein Satz von Luschgy fur Gauexperimente mit
Beobachtungsraum C[0;1]
Im Abschnitt 1.3 haben wir untersucht, wann ein Lineares Modell mit normalverteilten
Fehlern im Sinne LeCam's mindestens so informativ ist wie ein anderes derartiges Mo-
dell. Zentrum dieser Theorie, die auf die Arbeiten des norwegischen Mathematikers Erik
Torgersen zuruckgeht, ist Satz 1.12, der einen Zusammenhang zur Lowner-Ordnung von
Matrizen herstellt, oder anders gesagt, zur positiv Semidenitheit der Dierenz zweier
Bilinearformen.
Wahrend die Arbeiten von Torgersen einen endlichdimensionalen Beobachtungsraum zu
Grunde legen, untersucht Harald Luschgy in seinen Arbeiten Luschgy (1991a) und Lusch-
gy (1992) die Bedeutung der LeCam'schen Informationshalbordnung
"
\ fur Gau-
experimente mit Beobachtungsraum C[0; 1]. Ein solches Experiment haben wir bereits in
Beispiel 1.27 kennengelernt. Im Folgenden wollen wir einen speziellen Satz von Luschgy
anfuhren und schildern zunachst die zu Grunde liegende Situation.
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Seien Z1; Z2 zwei Gauprozesse mit stetigen Pfaden auf dem Intervall [0; 1]. Mit Ri,
i = 1; 2, bezeichnen wir ihre Covarianzkerne, und (H(Ri); h; iH(Ri)) seien die zugehori-
gen kernreproduzierenden Hilbertraume. Weiter seien  6= ; ein beliebiger Parameter-
raum und Si :  [0; 1]! IR bekannte Funktionen mit
Si(; ) 2 H(Ri) fur alle  2  und i = 1; 2. (1.10)
Wir beobachten die stochastischen Prozesse
Z;i(t) := Si(; t) + Zi(t); t 2 [0; 1];  2 :
Da die Prozesse Zi stetige Pfade haben, gilt H(Ri)  C[0; 1] nach Abschnitt A.6, und
wegen (1.10) haben dann auch die Prozesse Z;i stetige Pfade. Mit P
;i bezeichnen wir




C[0; 1];B(C[0; 1]); fP ;i j  2 g

; i = 1; 2;
betrachten. Wie in Beispiel 1.27 sieht man, dass die Experimente Ei Gauexperimente
mit den Covarianzkernen
K0;i(1; 2) = hSi(1; )  Si(0; ); Si(2; )  Si(0; )iH(Ri); 1; 2 2 ;
zur Basis 0 2  sind.
Satz 1.29 (vgl. Luschgy (1991a), S. 212) Unter den oben beschriebenen Vorausset-
zungen gelten die folgenden Aussagen.
1. Ist K0;1 K0;2 positiv semidenit fur eine beliebige Basis 0 2  (und damit auch
fur alle Basen 0 2 ), d.h. gilt
nX
j;l=1
jl(K0;1  K0;2)(j; l)  0
fur alle 1; : : : ; n 2 , 1; : : : ; n 2 IR und n 2 IN, so folgt
E1  E2;
d.h. das Experiment E1 ist mindestens so informativ wie das Experiment E2.
2. Ist E1  E2, so ist exp(K0;1) exp(K0;2) positiv semidenit fur jede Basis 0 2 .
Insbesondere gilt dann K0;1(; )  K0;2(; ) fur alle 0;  2 .
3. E1  E2 genau dann, wenn fur eine Basis 0 2  (und damit fur alle Basen) die
Covarianzkerne identisch sind. Das ist auch aquivalent zu K0;1(; ) = K0;2(; )
fur alle 0;  2 .
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1.6 Schwache Konvergenz von Experimenten
Der mit der Metrik  auf E()=  verbundene Konvergenzbegri fur Experimente ist
fur viele Anwendungen zu stark, so dass wir einen schwacheren Konvergenzbegri benoti-
gen. Experimente, die wir im Sinne dieses Konvergenzbegris als
"
schwache Grenzwerte\
von Experimentfolgen erhalten, werden nicht mehr die vollstandige
"
asymptotische In-
formation\ der Experimentfolge beinhalten. Dennoch ist
"
viel\ Information in ihnen
enthalten. In Abschnitt 1.8.3 werden wir zum Beispiel mittels schwacher Konvergenz
asymptotisch optimale Testfolgen konstruieren.
Denition 1.30 Seien  6= ; ein Parameterraum und En; E 2 E(). Die Experiment-




n!1 ! 0 fur alle endlichen Teilmengen  von .
Bemerkung 1.31 (vgl. Strasser (1985), S. 298) Die durch den Begri der schwa-
chen Konvergenz erzeugte Topologie auf E()=  wird die schwache Topologie ge-
nannt. E()=  ist bezuglich der schwachen Topologie kompakt.
Die folgende Charakterisierung der schwachen Konvergenz ndet sich zum Beispiel in
Strasser (1985), S. 302.
Satz 1.32 Seien En = (Xn;An; fPn; j  2 g) 2 E() und E = (X ;A; fP j  2 g) 2
E(). Dann sind die folgenden Aussagen aquivalent:
1. En
w! E,
2. H(En;)! H(E) punktweise auf S fur alle  2 A().
Mit Lemma A.11 folgt daraus
Korollar 1.33 Seien En; E Experimente wie in Satz 1.32 mit En
w! E. Dann gilt fur
1; 2 2 
lim
n!1
dH(Pn;1; Pn;2) = dH(P1 ; P2):
Wie wir bereits in Abschnitt 1.4 erwahnt haben, heit ein Experiment E = (X ;A; fP j
 2 g) mit Parameterraum  homogen, falls alle Mae P,  2 , aquivalent sind.
Eine Folge von Experimenten En = (Xn;An; fPn; j  2 g), n 2 IN, heit asympto-
tisch homogen, falls fur alle 1; 2 2  gilt
lim
n!1




Ist  ein metrischer Raum mit Metrik d, so heit E = (X ;A; fP j  2 g) stetig, falls
die Abbildung
fE : (; d)! (M(X ); k  kV ); fE() := P
stetig ist. Die Experimentfolge En heit asymptotisch stetig, falls fur alle 1 2  gilt
8  > 0 9 Æ > 0 : d(1; 2) < Æ =) lim sup
n!1
kPn;1   Pn;2kV < :
Bemerkung 1.34 (vgl. Strasser (1985), S. 304 f.) Seien En; E 2 E(), n 2 IN,
mit En
w! E. Dann gilt
(En)n2IN asymptotisch homogen () E homogen.
Ist  zudem ein metrischer Raum, so gilt
(En)n2IN asymptotisch stetig () E stetig.
1.7 Schwache Konvergenz gegen einen Standard-
Gaushift auf einem Hilbertraum
Denition 1.35 (Stochastische Konvergenz) Seien (
n;An; Pn) Maraume und
fn : 
n ! IR messbare Funktionen. Dann heit die Folge (fn)n2IN stochastisch gegen
0 konvergent (oder konvergent gegen 0 nach Mafolge (Pn)n2IN), wenn gilt
8  > 0 : Pn(fjfnj  g)
n!1 ! 0:
In Zeichen: fn
Pn ! 0. In Analogie zur ublichen oP{Notation schreiben wir fn = oPn(1),
falls die Folge (fn)n2IN stochastisch gegen 0 konvergiert.
Sind P;QWahrscheinlichkeitsmae auf einem Messraum (
;A), dann existiert nach dem
Lebesgueschen Zerlegungssatz eine A{messbare Funktion f  0 und eine Q{Nullmenge




f dQ+ P (A \N); A 2 A:





Sei (H; h; i) ein separabler Hilbertraum. Der folgende Satz enthalt die zentrale Cha-
rakterisierung einer schwach gegen einen Standard-Gaushift konvergenten Experiment-
folge; ein Beweis ndet sich in Strasser (1985), S. 409.
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Satz 1.36 Seien En = (Xn;An; fPn;h j h 2 Hg) 2 E(H) eine Experimentfolge und GH
der Standard-Gaushift auf H. Dann sind die folgenden beiden Aussagen aquivalent:
1. En
w! GH,










fur h 2 H und n 2 IN (1.11)
Pn;0{fast eindeutig denierte Folge stochastischer Prozesse
(Ln)n2IN := (Xn;An; Pn;0; fLn;h j h 2 Hg)n2IN
gilt
(a) L(Ln;h j Pn;0)
D! N(0; khk2) fur alle h 2 H.
Mit
D! bezeichnen wir dabei die ubliche Verteilungskonvergenz (schwache
Konvergenz) von Wahrscheinlichkeitsmaen bzw. Zufallsvariablen.
(b) Fur alle ;  2 IR und h1; h2 2 H gilt Ln;h1 + Ln;h2   Ln;h1+h2
Pn;0 ! 0.










deniert. Ln;h nimmt dort den Wert  1 an, wo Pn;h keine Masse bezuglich Pn;0 be-
sitzt. Man beachte jedoch, dass die Experimentfolge (En)n2IN asymptotisch homogen
sein muss. Dies folgt einerseits bei gegebener schwacher Konvergenz aus der Homoge-
nitat des Grenzexperimentes, vgl. Bemerkung 1.34, und andererseits aus der Bedingung
L(Ln;h j Pn;0)
D! N(0; khk2) von obigem Satz. Wahrend in Strasser (1985) nicht im
Detail auf diese Problematik eingegangen wird, wird der Sachverhalt in Witting und
Muller-Funk (1995), S. 308 ., ausfuhrlich diskutiert.
Besonders einfach ist der Nachweis der schwachen Konvergenz, wenn man die Zufallsva-
riablen Ln;h in der Form
Ln;h = Xn;h + oPn;0(1); n 2 IN; h 2 H; (1.12)
mit linearen Prozessen Xn, n 2 IN, und stochastisch gegen 0 konvergenten Resten auf-
spalten kann. Ein Prozess X = fXh j h 2 Hg heit linear, falls gilt
Xh1 + Xh2 = Xh1+h2 fur alle ;  2 IR und h1; h2 2 H.










fur h 2 H und n 2 IN.
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Korollar 1.38 Seien die Experimente En; GH wie in Satz 1.36. Lassen sich die Zu-
fallsvariablen Ln aus (1.11) wie in (1.12) in lineare Prozesse und stochastisch gegen 0
konvergente Reste zerlegen, dann sind die folgenden Aussagen aquivalent:
1. En
w! GH,
2. L(Xn;h j Pn;0)
D! N(0; khk2) fur alle h 2 H.
(Xn)n2IN heit in diesem Fall eine fur (En)n2IN zentrale Folge.
Bemerkung 1.39 Ein Standard-Gaushift auf einem separablen Hilbertraum ist de-
nitionsgema homogen. Aus der Darstellung der Hellingertransformierten (1.8), der
Ungleichung (A.3) sowie Lemma A.11 folgt, dass der Standard-Gaushift stetig ist. Da-
mit muss nach Bemerkung 1.34 jede gegen einen solchen Gaushift schwach konvergente
Experimentfolge asymptotisch homogen und asymptotisch stetig sein.
1.8 Die Hajek-LeCam Minimax-Schranke und ihre
Anwendungen
1.8.1 Begrie und Bezeichnungen beim asymptotischen Testen
Seien E = (X ;A; fP j  2 g) 2 E() ein statistisches Experiment mit metrischem
Parameterraum (; d) und ' : X ! [0; 1] ein (randomisierter) Test mit zugehoriger
Gutefunktion g' : ! [0; 1], g'() =
R
' dP. Man beachte, dass die Gutefunktion auf
ganz  deniert ist und im Folgenden auch auf ganz  betrachtet wird. Wir wollen eine
Hypothese H gegen eine Alternative K testen. Das Testproblem (H;K) ist dabei
eine Partition des metrischen Raumes . Den Zusammenhang zur Entscheidungstheorie
haben wir bereits in Abschnitt 1.1 erortert.










g'()] heit dann Niveau des unverfalschten Tests '.




ein Test zum Niveau . Ein unverfalschter Test ' heit {ahnlich (fur das Problem
(H;K)), falls gilt
g'() =  fur alle  2 H \K:
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Mit F(X ;A) bezeichnen wir kunftig die Menge aller Tests, mit F(H;K) die Klasse
aller Tests zum Niveau  und mit Fs

(H;K) die Klasse aller {ahnlichen Tests. Zwei
Tests mit derselben Gutefunktion heien aquivalent.
Denition 1.40 Seien F0  F(X ;A) eine Klasse von Tests, ' 2 F0 und (H;K) ein
Testproblem. Dann heit
1. ' zulassig in F0, falls kein Test ' 2 F0 existiert mit
g'()  g'() fur alle  2 H
g'()  g'() fur alle  2 K;
der nicht aquivalent zu ' ist, falls also kein Test ' aus F0 existiert, der
gleichmaig nicht schlechter und an mindestens einer Stelle echt besser als '
ist.
2. ' optimal in F0, falls fur alle Tests ' 2 F0 gilt
g'()  g'() fur alle  2 H
g'()  g'() fur alle  2 K;
d.h. ' ist gleichmaig nicht schlechter als jeder andere Test in F0.
Wir betrachten nun ein Folge von Experimenten En = (Xn;An; fPn; j  2 g) 2 E(),
n 2 IN, sowie ein Testproblem (H;K), d.h. eine Partition von . Eine Folge von Tests
('n)n2IN mit 'n 2 F(Xn;An) und Gutefunktionen g'n() =
R
Xn
'n dPn;,  2 , heit
asymptotisch unverfalscht zum Niveau  2 [0; 1], falls gilt
lim sup
n!1
g'n()   fur alle  2 H;
lim inf
n!1
g'n()   fur alle  2 K:




g'n() =  fur alle  2 H \K.
Denition 1.41 Sei F0 jetzt eine Klasse von Testfolgen ('n)n2IN mit 'n 2 F(Xn;An).
Eine Testfolge ('
n
)n2IN 2 F0 heit asymptotisch optimal in der Klasse F0, falls fur
alle Testfolgen ('n)n2IN 2 F0 gilt
lim sup
n!1
g'n()  lim inf
n!1





()  lim sup
n!1
g'n() fur alle  2 K:
(1.13)










()  lim inf
n!1





()  lim sup
n!1
g'n() fur alle  2 K:
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1.8.2 Die Minimax-Schranke
Wir betrachten in diesem Abschnitt Experimente En = (Xn;An; fPn; j  2 g), die
schwach gegen ein Experiment E = (X ;A; fP j  2 g) konvergieren, und versehen die
Menge aller verallgemeinerten Entscheidungsfunktionen Ra(E;D) (D sei ein beliebiger
topologischer Entscheidungsraum, vgl. Abschnitt 1.1) mit der Topologie der punktweisen
Konvergenz auf Cb(D)  L(E). Bezuglich dieser Topologie ist die Menge Ra(E;D)
konvex und kompakt, vgl. Strasser (1985), S. 231.
Jetzt wollen wir Folgen verallgemeinerter Entscheidungsfunktionen betrachten.
Denition 1.43 Unter obigen Voraussetzungen an En; E seien n 2 Ra(En; D), n 2
IN, und  2 Ra(E;D) verallgemeinerte Entscheidungsfunktionen. Dann heit
1. (n)n2IN verteilungskonvergent gegen , falls gilt
lim
n!1
n(f; Pn;) = (f; P) fur alle f 2 Cb(D) und alle  2 :
2.  ein Haufungspunkt (nach Verteilung) der Folge (n)n2IN, falls fur jede




nm(f; Pnm;) = (f; P) fur alle f 2 C und alle  2 
existiert.
Bemerkung 1.44 In LeCam (1979) wird nachgewiesen, dass jede Folge verallgemei-
nerter Entscheidungsfunktionen auch Haufungspunkte (nach Verteilung) hat.
Bemerkung 1.45 Wir betrachten speziell ein Testproblem (H;K). Zu randomisierten
Tests 'n 2 F(Xn;An) und ' 2 F(X ;A) existieren nach Abschnitt 1.1 korrespondie-
rende verallgemeinerte Entscheidungsfunktionen 'n und '. Man erkennt aus deren






'n(x) Pn;(dx) = lim
n!1
g'n() = g'() =
Z
X
'(x) P(dx) fur  2 
der Gutefunktionen folgt.
Jetzt werden wir die in der Theorie schwacher Konvergenz so wichtige asymptotische
Minimax-Schranke von Hajek-LeCam anfuhren. Die folgende Formulierung ndet sich
in Strasser (1985), S. 310 f. und ist eine Verallgemeinerung der Formulierung LeCam's.
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Theorem 1.46 (Hajek-LeCam Minimax-Schranke) Wir betrachten fur die obigen
Experimente En
w! E ein Entscheidungspaar (D;W ) mit von unten halbstetiger Ver-
lustfunktion W . Die Folge verallgemeinerter Entscheidungsfunktionen (n)n2IN mit
n 2 Ra(En; D) besitze die nichtleere (vgl. Bemerkung 1.44) Menge R0  Ra(E;D)
von Haufungspunkten (nach Verteilung). Mit co(R0) bezeichnen wir die gema obiger
Topologie der punktweisen Konvergenz auf Cb(D) L(E) abgeschlossene konvexe Hulle










Bemerkung 1.47 Da Ra(E;D) wie zu Beginn von 1.8.2 erwahnt bezuglich der Topo-
logie der punktweisen Konvergenz konvex und kompakt ist, gilt co(R0)  Ra(E;D).
Eine etwas schwachere Variante von Theorem 1.46 ist
Korollar 1.48 (zur Hajek-LeCam Minimax-Schranke 1.46)
Sind En = (Xn;An; fPn; j  2 g) 2 E() und E = (X ;A; fP j  2 g) 2 E() Expe-
rimente mit En
w! E, und ist (D;W ) ein Entscheidungspaar mit von unten halbstetiger
Verlustfunktion W , so gilt fur alle Folgen verallgemeinerter Entscheidungsfunktionen










fur jede Menge 0  .
1.8.3 Eine Anwendung der Minimax-Schranke fur das asymp-
totische Testen
Seien En = (Xn;An; fPn;h j h 2 Hg) 2 E(H), n 2 IN, Experimente, die schwach gegen
den Standard-Gaushift GH auf einem separablen Hilbertraum (H; h; i) konvergieren.
Fur die Folge (En)n2IN moge gema Korollar 1.38 eine zentrale Folge linearer Prozesse
(Xn)n2IN existieren. Wir untersuchen das spezielle Testproblem
H` = fh 2 H j `(h)  0g; K` = fh 2 H j `(h) > 0g
fur eine fest vorgegebene stetige Linearform ` : H ! IR. Gema dem Darstellungssatz
von Frechet-Riesz gibt es ein Element h` 2 H mit
`(h) = hh; h`i und k`k = kh`k:
Eine der vielen Folgerungen aus der Minimax-Schranke 1.46 bei vorliegender schwacher
Konvergenz ist
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Satz 1.49 (vgl. Strasser (1985), S. 431) Unter den gerade beschriebenen Voraus-










1; Xn;h`(xn) > k`k   1(1  )
0; Xn;h`(xn) < k`k   1(1  )
asymptotisch optimal in der Klasse aller asymptotisch {ahnlichen Testfolgen im Sin-
ne von Denition 1.41 bzw. Bemerkung 1.42. (Im asymptotisch nicht relevanten Fall
Xn;h`(xn) = k`k  1(1  ) konnen die randomisierten Tests 'n beliebig deniert wer-









fur alle h 2 H.
Diesen Satz wollen wir in Hinblick auf spatere Anwendungen verallgemeinern, in denen
keine schwache Konvergenz gegen einen
"
vollstandigen\ Standard-GaushiftGH vorliegt,
sondern nur die auf eine Teilmenge   H eingeschrankten Experimente En; schwach
gegen die Einschrankung GH; konvergieren, also
En;
w! GH;
gilt. Desweiteren sei 0 2 , und es soll ein Analogon zur zentralen Folge existieren,










; h 2 ; (1.14)
L(Xn;h j Pn;0)
D! N(0; khk2); h 2 ; (1.15)
und
Xn;h1 + Xn;h2 = Xn;h1+h2; ;  2 IR; h1; h2 2 H: (1.16)
Man beachte, dass die Zufallsvariablen Xn;h fur alle Elemente des Hilbertraums H de-
niert und die Prozesse fXn;h j h 2 Hg linear sein sollen, wohingegen die Konvergenzbe-
dingungen (1.14) und (1.15) nur fur die Elemente der Teilmenge  vorausgesetzt werden.
In Kapitel 2 werden wir sehen, dass diese Voraussetzungen naturlich sind und in praxis-
relevanten Fallen auftreten.
Es stellt sich die Frage, ob die Testfolgen aus Satz 1.49 auch in dieser neuen Situation
asymptotisch optimal sind. Im Allgemeinen wird dies nicht mehr der Fall sein, sondern
wir mussen zusatzliche Voraussetzungen an das Testproblem, also an die Linearform `,
stellen, damit die Optimalitat erhalten bleibt. Um solche Voraussetzungen angeben zu
konnen, werden wir im Folgenden den Beweis von Satz 1.49 analysieren. Grundlage
fur die Optimalitat der Testfolge aus Satz 1.49 war die Minimax-Schranke von Hajek-
LeCam 1.46, mit deren Hilfe auch das folgende, auf unsere neue Situation angepasste
Lemma bewiesen wird.
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Lemma 1.50 Seien  6= ; eine beliebige Teilmenge des separablen Hilbertraums
(H; h; i) und En; 2 E() Experimente mit En;
w! GH;. Weiter seien ` : H ! IR
eine beliebige stetige Linearform sowie
H` = fh 2  j `(h)  0g; K` = fh 2  j `(h) > 0g
das damit verbundene Testproblem. Fur (H`; K`) gelte H` \ K` 6= ;, damit der Begri
"
asymptotisch {ahnlich\ sinnvoll deniert ist. Dann gilt fur beliebiges Niveau  2 (0; 1)
und jede asymptotisch {ahnliche Testfolge ( n)n2IN mit  n : Xn ! [0; 1]
lim inf
n!1






fur h 2 H`,
lim sup
n!1






fur h 2 K`:
Beweis. Der Beweis verlauft vollig analog zu Lemma 82.6 aus Strasser (1985), wo die
Aussage fur den Fall bewiesen wird, dass keine Einschrankung des Parameterraums vor-
liegt. 
Ist ` : H ! IR eine gegebene Linearform mit zugehorigem Hilbertraumelement h`
gema dem Satz von Frechet-Riesz, so ist der nachste wesentliche Schritt im Beweis von
Satz 1.49 die asymptotische Untersuchung der Xn;h` bezuglich der Mae Pn;h, h 2 .
Im Falle  = H kann man allein aus (1.15) und (1.16) wie im folgenden Satz auf die
schwache Konvergenz
L(Xn;h` j Pn;h)
D! N(hh; h`i; kh`k2)
schlieen. Gilt (1.15) nicht fur alle h 2 H, so benotigen wir zusatzliche Voraussetzungen.
Satz 1.51 Seien  6= ; eine beliebige Teilmenge des separablen Hilbertraums (H; h; i)
und En; 2 E() Experimente mit En;
w! GH;. Ferner existiere ein Analogon zur
zentralen Folge, also Zufallsvariablen Xn;h, h 2 H, die (1.14), (1.15) und (1.16) erfullen.




0; kh` + hk2

fur alle ;  2 IR, h 2 , (1.17)






fur alle h 2 . (1.18)
Beweis. Der Beweis orientiert sich an Strasser (1985), Lemma 80.10, Lemma 80.11
und Theorem 80.12. Seien dazu ;  2 IR und h 2  beliebig. Dann folgt aus (1.17)
mittels der Technik von Cramer-Wold, vgl. Bauer (1991), S. 268, und unter Beachtung













Wir gehen zunachst davon aus, dass C regular ist. Sei u 2 Cc(IR2) eine stetige Funktion












































wobei man (1.20) wegen der Regularitat von C leicht mittels Lebesgue-Dichten einsieht.
Beachtet man, dass in lokal-kompakten Raumen die vage und die schwache Konvergenz
von Wahrscheinlichkeitsmaen ubereinstimmen, vgl. Bauer (1992), Korollar 30.9, so

















Ist C nicht regular, d.h. h und h` sind linear abhangig, so beweist man die schwache






u(x) N(hh; h`i; kh`k2)(dx)
fur u 2 Cc(IR), wobei man wie oben vorgeht und zusatzlich die Linearitatseigen-
schaft (1.16) verwendet. 
Mit diesem Ergebnis konnen wir eine Verallgemeinerung von Satz 1.49 beweisen.
Satz 1.52 Seien  6= ; eine beliebige Teilmenge des separablen Hilbertraums (H; h; i)
und En; 2 E() Experimente mit En;
w! GH;. Ferner existiere ein Analogon zur
zentralen Folge, also Zufallsvariablen Xn;h, h 2 H, die (1.14), (1.15) und (1.16) erfullen,




0; kh` + hk2

fur alle ;  2 IR, h 2 . (1.21)
Dann ist fur das Testproblem
H` = fh 2  j `(h)  0g; K` = fh 2  j `(h) > 0g











1; Xn;h`(xn) > k`k   1(1  )
0; Xn;h`(xn) < k`k   1(1  )
asymptotisch optimal in der Klasse aller asymptotisch {ahnlichen Testfolgen im Sinne
von Denition 1.41 bzw. Bemerkung 1.42. Dabei setzten wir H` \K` 6= ; voraus. Fur









fur alle h 2 .

















fur h 2 . Die Optimalitat der Testfolge folgt aus Lemma 1.50. 
1.9 Der Satz von Lindae
Geben wir uns eine schwach konvergente Experimentfolge vor, so stellt sich die Frage, un-
ter welchen zusatzlichenVoraussetzungen diese Experimentfolge auch stark konvergiert,
d.h. in der {Metrik. Eine Antwort liefert der Satz von Lindae, vgl. Lindae (1972),
LeCam (1986), S. 92, oder Torgersen (1991), S. 396. Zunachst benotigen wir einige
topologische Begrie.
Eine Teilmenge M eines metrischen Raums S heit prakompakt oder totalbe-
schrankt, wenn M fur jedes  > 0 durch endlich viele Kugeln vom Radius  uber-
deckt werden kann. Das ist gleichbedeutend damit, dass der Abschluss von M in der
Vervollstandigung von S kompakt ist. Fur vollstandige metrische Raume stimmen die
Begrie prakompakt und relativ kompakt somit uberein.
Entscheidend fur den Satz von Lindae ist der L-Raum L(E) eines Experiments E. In
Abschnitt 1.1 haben wir gesehen, dass L(E) mit der Variationsnorm zum Banachraum
wird.
Satz 1.53 (Lindae)
Seien En = (Xn;An; fPn; j  2 g) 2 E() und E = (X ;A; fP j  2 g) 2 E()
Experimente mit En
w! E. Weiter sei
1. die Menge fP j  2 g totalbeschrankt in (L(E); k  kV ), und
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2. es gelte die Konvergenz
kPn;1   Pn;2kV
n!1 ! kP1   P2kV gleichmaig in 1; 2 2 . (1.22)
Dann folgt die starke Konvergenz
(En; E)
n!1 ! 0:
Bemerkung 1.54 Wegen Ungleichung (A.3) konnen wir bei der Uberprufung der
Voraussetzungen des Satzes von Lindae an Stelle des Variationsabstandes auch den
Hellingerabstand verwenden.
Das folgende Lemma zeigt eine Moglichkeit, die Totalbeschranktheitsvoraussetzung im
Satz von Lindae nachzuweisen, wenn als Grenzexperiment ein Standard-Gaushift auf
einem Hilbertraum gegeben ist.
Lemma 1.55 (Totalbeschranktheit bei Gaushifts auf Hilbertraumen)
Sei GH = (X ;A; fPh j h 2 Hg) der Standard-Gaushift auf einem Hilbertraum
(H; h; i). Seien H0  H und G0 = (X ;A; fPh j h 2 H0g) die Einschrankung von
GH auf H0. Dann gilt
fPh j h 2 H0g totalbeschrankt in (L(G0); k  kV ) () H0 totalbeschrankt in H.
Beweis. Seien h1; h2 2 H0 und 1 >  > 0 beliebig. Dann gilt nach Formel (1.9) auf
Seite 20 und Lemma A.11 fur den Hellingerabstand von Ph1 und Ph2
d2
H










(Ph1 ; Ph2) <  () kh1   h2k2 <  8 ln(1  ):
Jetzt folgt die Behauptung aus der Denition der Totalbeschranktheit zusammen mit
Bemerkung 1.54. 
1.10 Asymptotische Aquivalenz
In vielen Fallen besitzt eine Experimentfolge (En)n2IN kein oder nur ein entartetes Grenz-
experiment im Sinne von LeCam's {Metrik. Das gleiche trit fur die schwache Kon-
vergenz im Sinne LeCam's zu. Deshalb ist es mitunter geschickter, begleitende einfa-
che Experimentfolgen zu (En)n2IN anzugeben, die den Experimenten En fur hinreichend
groes n 2 IN ahnlich sind. Wir wollen diese Ahnlichkeit konkretisieren.
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Denition 1.56 (Asymptotische Aquivalenz) Es seien (En)n2IN; (Fn)n2IN  E()




(En; Fn) = 0:
Denition 1.57 (Schwache asymptotische Aquivalenz) Gegeben seien zwei Fol-
gen von Experimenten (En)n2IN; (Fn)n2IN  E() . Die beiden Folgen heien schwach
asymptotisch aquivalent, wenn gilt
lim
n!1
(En;; Fn;) = 0 fur alle  2 A():
Die folgende Charakterisierung der schwachen asymptotischen Aquivalenz ndet sich in
Becker (1983), S. 20.
Satz 1.58 Zwei Experimentfolgen (En)n2IN; (Fn)n2IN  E() sind genau dann schwach




H(En;)(z) H(Fn;)(z) = 0 fur alle  2 A() und alle z 2 S.
Bemerkung 1.59 Seien (En)n2IN; (Fn)n2IN  E() zwei Experimentfolgen und E 2
E(). Dann folgt aus den Satzen 1.32 und 1.58 sofort:
1. Sind (En)n2IN und (Fn)n2IN schwach asymptotisch aquivalent und gilt En
w ! E,
so gilt auch Fn
w ! E.
2. Gilt En
w ! E und Fn






Dieses Kapitel widmet sich ausschlielich der Asymptotik von Regressionsmodellen. Bei
vorgegebener Folge von Versuchsplanen werden wir der zugehorigen Folge von Regressi-
onsmodellen ein geeignetes Grenzmodell zuordnen bzw. eine geeignete Folge von Grenz-
modellen. Diese werden wir auf verschiedene Art und Weise erhalten:
1. Durch Einbettung in den Raum stetiger Funktionen mit Hilfe des Partialsummen-
prozesses. Mit Hilfe des Satzes von Donsker erhalt man dann ein Grenzmodell.
Man vergleiche dazu vor allem die Arbeiten Bischo (1998), Bischo und Miller
(2000a) sowie Bischo und Miller (2000b).
2. Durch schwache Konvergenz im Sinne LeCam's, wobei wir im Parameterraum loka-
lisieren mussen, um nichttriviale Grenzwerte zu erhalten. Die Wahl eines geeigne-
ten Lokalisierungspunktes hangt von der interessierenden Fragestellung ab. Diese
Konvergenzart entspricht im Wesentlichen dem Konzept der \Lokalen Asympto-
tischen Normalitat\ (LAN), das in der Literatur eine groe Rolle spielt. Stellver-
tretend fur die zahlreiche Literatur zur Theorie und Anwendung dieses Konzeptes
seien die Bucher LeCam (1986), Strasser (1985) sowie Witting und Muller-Funk
(1995) genannt.
3. Im Sinne der starken Konvergenz bzw. der starken asymptotischen Aquivalenz
LeCam's. Hierzu gibt es auf Grund groer technischer Schwierigkeiten erst sehr
wenige Publikationen, von denen vor allem die Arbeiten Brown und Low (1996),
Nussbaum (1996), Grama und Nussbaum (1998) sowie Milstein und Nussbaum
(1998) hervorzuheben sind.
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Grob gesprochen kann man sagen: Je starker die Konvergenzart ist, desto mehr Informa-
tion enthalt das Grenzmodell und desto restriktiver mussen auch die Voraussetzungen
sein, um Konvergenz nachweisen zu konnen.
2.1 Modellbeschreibung
Zunachst soll geklart werden, was wir in der vorliegenden Arbeit unter einem Regressi-
onsmodell verstehen. Dazu geben wir uns als Fehlerverteilung ein bekanntes Wahr-
scheinlichkeitsma Q auf (IR;B) vor. Mit
Qs() := Q(   s); s 2 IR; (2.1)
bezeichnen wir das um s 2 IR nach rechts geshiftete Ma Q und mit
EQ := (IR;B; fQs j s 2 IRg) (2.2)
das zu Q gehorige Shiftexperiment.
Weiter seien der Versuchsbereich V = [a; b]  IR sowie eine bekannte Funktion
 : [a; b] ! (0;1) gegeben, wobei 2 im Folgenden als Varianzfunktion bezeichnet
wird. Es seien (tni), i = 1; :::; n, n 2 IN, ein Dreiecksschema von Versuchspunkten
mit
a  tn1  tn2  :::  tnn  b
und
ni; i = 1; :::; n; stochastisch unabhangige Zufallsvariablen mit Verteilung Q.
Wir beobachten die Zufallsvariablen
Yni = f(tni) + (tni)ni i = 1; :::; n; (2.3)
und interessieren uns fur die unbekannte Regressionsfunktion f 2 F , wobei
F  ff : [a; b]! IRg
dieKlasse der moglichen Regressoren, also derParameterraum sei. Mit den Abkurzun-
gen
tn := (tn1; :::; tnn)
>;
f(tn) := (f(tn1); :::; f(tnn))
>;
n := (n1; :::; nn)
>;











lasst sich (2.3) schreiben als







; i = 1; :::; n:
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 f 2 F
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  f 2 F
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(2.5)





Fni; n 2 IN;
das die Folge der Regressionsmodelle beschreibt.
Im weiteren Verlauf wird es sich als nutzlich erweisen, die Varianzfunktion 2 suÆzient
"








bijektiv und somit nach Witting (1985), Satz 3.10, suÆziente Statistiken fur die Expe-




f(tn) + n =: (Zn1; : : : ; Znn)
>;








; i = 1; :::; n;









 f 2 F
)!
(2.6)
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fuhrt. Nach Satz 1.10 sind die Experimente En und Fn im Sinne LeCams aquivalent,
d.h. es gilt
(En; Fn) = 0; n 2 IN:
Wenn nicht ausdrucklich darauf hingewiesen wird, werden wir im Folgenden nicht mehr
zwischen den Experimenten En und Fn unterscheiden.
Die Experimente En bezeichnen wir im weiteren Verlauf der vorliegenden Arbeit als all-
gemeine Regressionsmodelle. Einen Spezialfall der allgemeinen Regressionsmodelle
stellen die Linearen Regressionsmodelle dar: Sind f1; : : : ; fk bekannte Funktionen, und
ist der Parameterraum F gleich der linearen Hulle der f1; : : : ; fk, also
F := [f1; : : : ; fk];
so nennen wir die Experimente En aus (2.6) Lineare Regressionsmodelle. Mittels
der Abkurzung
f := (f1; : : : ; fk)
>













Einen wichtigen Vertreter der Linearen Regressionsmodelle fuhren wir im folgenden Bei-
spiel an.
Beispiel 2.1 Ist F = [f1; : : : ; fk], ist also der Parameterraum gleich der linearen Hulle
der bekannten Funktionen f1; : : : ; fk, k 2 IN, und ist Q = N(0; 1), dann ist

























und Parameterraum IRk (man vergleiche Notation (1.5) auf Seite 16 und wahle dort als
Beobachtungsraum X = IRn versehen mit dem kanonischen Skalarprodukt). Durch die
suÆzienten Transformationen Tn gehen die Experimente Fn uber in
En = N (An 1n ; In):
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Beispiel 2.2 Setzt man in Beispiel 2.1 die Fehlerverteilung nicht als bekannt voraus,
sondern lasst alle Verteilungen mit Erwartungswert 0 und Varianz 1 zu, so erhalt man
die Linearen Modelle
L(An;2n)
mit An und 
2
n
wie in Beispiel 2.1 (man vergleiche Notation (1.4) auf Seite 15 mit
X = IRn). Durch die suÆzienten Transformationen Tn gehen die Experimente L(An;2n)
uber in
L(An 1n ; In):
Solche Transformationen entsprechen auch dem ublichen Vorgehen in der Theorie der
Linearen Modelle.
2.2 Konvergenzklassen bei gegebenen Designfolgen
Wir wollen in diesem Kapitel Konvergenzaussagen fur die in Abschnitt 2.1 beschriebenen
Regressionsmodelle angeben. Eine Grundvoraussetzung hierbei ist, dass sich die Folge






1[a;t](tni); t 2 [a; b]; (2.10)
die zu den Versuchspunkten tn1; :::; tnn gehorige Verteilungsfunktion, wobei wir die Fol-
ge der Hn kunftig auch als Designfolge bezeichnen. Diese muss gegen eine Vertei-
lungsfunktion H auf [a; b] konvergieren, die als Grenzdesign bezeichnet und mit dem
zugehorigen Wahrscheinlichkeitsma identiziert wird. Die folgenden beiden Konver-
genzarten sind fur die weiteren Uberlegungen von Bedeutung:




was gleichbedeutend ist mit der punktweisen Konvergenz Hn(t) ! H(t) in allen
Stetigkeitspunkten t von H.
2. Gleichmaige Konvergenz der Verteilungsfunktionen, also
sup
t2[a;b]
jHn(t) H(t)j ! 0 fur n!1: (2.12)
Ist das Grenzdesign H stetig, so sind die beiden Konvergenzarten nach dem Satz von
Polya identisch.
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; i = 1; : : : ; n;




jHn(t) H(t)j ! 0 fur n!1:
Sind Designs Hn gegeben, die im Sinne von (2.11) oder (2.12) gegen ein Grenzdesign H













gilt. Genauer gesagt, sind die folgenden Funktionenklassen von Interesse.
Denition 2.4 Sind Designs Hn gegeben, die im Sinne von (2.11) oder (2.12) gegen ein
Grenzdesign H konvergieren, so heit eine Menge K(Hn;H)  L
2(H) von Funktio-









f1f2 dH = hf1; f2iL2(H):
Dabei mussen f1; f2 nicht notwendig verschieden sein. Die Innenprodukte hf1; f2iL2(Hn)
brauchen erst ab hinreichend groem n 2 IN zu existieren.
Bemerkung 2.5
1. Die lineare Hulle (im Vektorraum L2(H)) einer Hn{H{Konvergenzklasse ist wie-
derum eine Hn{H{Konvergenzklasse.
2. Jede Teilmenge einer Hn{H{Konvergenzklasse ist eine Hn{H{Konvergenzklasse.
Die folgenden Beispiele fur Hn{H{Konvergenzklassen sind von groer Bedeutung und
decken nahezu alle praxisrelevanten Regressionsprobleme ab. Dabei sind die angegebe-
nen Funktionenklassen jeweils als Teilmengen von L2(H) zu verstehen.
Beispiel 2.6 Es seien Designs Hn gegeben, die im Sinne von (2.11) oder (2.12) gegen
ein Grenzdesign H konvergieren.
1. Liegt Verteilungskonvergenz der Hn vor, so bildet der Raum aller stetigen Funk-
tionen C[a; b] denitionsgema eine Hn{H{Konvergenzklasse.
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2. Liegt gleichmaige Konvergenz der Verteilungsfunktionen Hn vor, so bildet nach
Satz A.18 in Anhang A.4 der Raum aller Funktionen von beschrankter Variation
BV [a; b] eine Hn{H{Konvergenzklasse.
Man beachte, dass beide Raume Funktionenalgebren sind.
2.3 Asymptotik mit dem Satz von Donsker
Die Asymptotik von Regressionsmodellen, die man mittels des Satzes von Donsker erhalt,
ist nicht zentraler Bestandteil dieser Arbeit, sondern wird ausfuhrlich und mit verschie-
denen Anwendungen in den zu Beginn dieses Kapitels zitierten Arbeiten untersucht.
Dennoch wollen wir hier kurz diesen Weg hin zu einem asymptotischen Regressionsmo-
dell fur eine spezielle Situation schildern, um Unterschiede zur Asymptotik der folgenden
Abschnitte besser erkennen zu konnen. Seien dazu
 die Regressorenklasse F  BV [a; b],
 Q die Menge aller Wahrscheinlichkeitsmae auf B mit Erwartungswert 0 und Va-
rianz 1,
  : [a; b]! (0;1),  2 BV [a; b], eine bekannte Funktion und
 Hn eine H{aquidistante Designfolge zu gegebenem Grenzdesign H, die somit nach
Beispiel 2.3 gleichmaig gegen H konvergiert.
Wir verwenden ab jetzt wieder die Bezeichnungen von Abschnitt 2.1 und wollen hier nur
nichttransformierte Experimente, ahnlich zu Fn aus (2.5), untersuchen. Im Gegensatz











  (f;Q) 2 F Q
)!
; (2.13)
d.h. der Parameterraum ist F  Q. Sowohl die wahre Regressionsfunktion als auch die
wahre Fehlerverteilung sind unbekannt. Experimente mit einer solchen Struktur des
Parameterraums sind uns bei der Einfuhrung Linearer Modelle in Notation (1.4) auf
Seite 15 bereits begegnet. Ist F = [f1; : : : ; fk] mit bekannten Funktionen f1; : : : ; fk wie
in Beispiel 2.2, so gilt ~Fn = L (An;2n).
Im Folgenden werden wir kurz den Weg hin zu einem Grenzmodell skizzieren. Seien die
linearen Operatoren Tn : IR




ai + (ns  [ns])a[ns]+1; s 2 [0; 1]; (2.14)
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fur a = (a1; : : : ; an)
> 2 IRn, an+1 = 0, wobei [] die Gau-Klammer bezeichne. Dann gilt
fur die Beobachtungen Yn = f(tn) + nn (vgl. (2.4) fur f 2 F und n1  Q 2 Q)
Tn(Yn) = Tn(f(tn)) + Tn(nn):


















f ÆH 1 d gleichmaig in [0; 1], (2.16)













liegt eine Lokalisierung in F mit der Rate 1p
n
vor. Das Konzept der Lokalisierung wird
weiter hinten in Abschnitt 2.4.1 genauer erlautert.
Die stochastischen Integrale in Formel (2.15) kann man entweder pfadweise als Riemann-
Stieltjes Integrale verstehen oder als
"
stochastische Integrale nichtzufalliger Funktionen\,
wie in Anhang A.5 beschrieben. Diese beiden Integralbegrie stimmen fast sicher uber-
ein. Fur Details dazu betrachte man zum Beispiel Wentzell (1981).
Beweis. Gleichung (2.15) ist eine Variante des Satzes von Donsker, deren Beweis wir



























Man beachte, dass diese Abbildungen wohldeniert sind, da sie nach Satz A.21 in An-
hang A.4 eine stetige Funktion g wiederum auf eine stetige Funktion abbilden. Dann
kann man durch elementare Abschatzungen nachweisen, dass fur alle gn; g 2 C[0; 1] mit
kgn   gk1 ! 0 gilt
khn(gn)  h(g)k1 ! 0 fur n!1.
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Ein Beweis von Gleichung (2.16) ndet sich in Bischo und Miller (2000b). 












f ÆH 1(x) (dx) +
sZ
0
 ÆH 1(x) W (dx); s 2 [0; 1];
der stetige Pfade hat (vgl. Satz A.21 und beachte, dass wir das stochastische Integral
pfadweise auassen konnen). Ist PZf die Verteilung der Zufallsvariablen Zf auf dem






PZf j f 2 F
	
(2.17)
gegenuberstellen. Entscheidend hierbei ist, dass jegliche Information uber die Fehler-
verteilung in den Grenzexperimenten verloren ist, der Parameterraum ist nur noch F .
Die wahre Fehlerverteilung ist meistens jedoch ein reiner Storparameter und aus stati-
stischer Sicht nicht von Interesse. Der statistisch relevante Parameter hingegen ist der
Regressor.







 (f;Q) 2 F Q
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 ÆH 1(x) (dx) +W (s); s 2 [0; 1]:
2.4 Lokale Theorie - Gausche Grenzwerte
Um einen starkeren asymptotischen Zusammenhang zwischen Regressionsmodellen und
Grenzexperimenten von ahnlicher Form wie ~F , vgl. (2.17), herzustellen, mussen wir in
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diesem Kapitel die Fehlerverteilung als bekannt voraussetzen. Dies ist der wesentliche
Unterschied zu dem Modell aus Abschnitt 2.3.
2.4.1 Das Prinzip der Lokalisierung
Wir verwenden im Folgenden die Bezeichnungen von Abschnitt 2.1. Insbesondere be-









 f 2 F
)!
aus (2.6). Wenn wir in den folgenden Abschnitten von Konvergenz von Experimenten
sprechen, so ist, wenn nicht ausdrucklich anders vermerkt, immer die schwache Konver-
genz im Sinne LeCam's gemeint.
In Anbetracht von Formel (A.6) wird der Hellingerabstand zweier zu verschiedenen Pa-











nen gegen 1 konvergieren. Somit werden die Regressionsmodelle En nach Korollar 1.33
gegen ein entartetes Grenzexperiment, ein vollstandig informatives Experiment, konver-
gieren. Darunter versteht man ein Experiment, bei dem die Wahrscheinlichkeitsmae
zu verschiedenen Parametern orthogonal sind, d.h. Hellingerabstand 1 haben. Bei die-
sen Experimenten genugt eine einzige Beobachtung, um den wahren Parameter mit
Wahrscheinlichkeit 1 zu identizieren. Um nichtentartete Grenzexperimente zu erhal-
ten, werden wir die Experimente En mit einer Rate Æn # 0 um einen fest vorgegebenen
Parameter f0 2 F lokalisieren. Hier stellt sich naturlich die Frage, wie die Rate Æn
in Abhangigkeit von der Fehlerverteilung Q zu wahlen ist. Konvergiert Æn zu langsam
gegen Null, so erhalt man wie bei den nicht lokalisierten Experimenten ein vollstandig
informatives Grenzexperiment. Konvergiert Æn zu schnell gegen Null, so erhalt man ein
vollstandig uninformatives Experiment, d.h. ein Experiment, bei dem die Wahrschein-
lichkeitsmae zu verschiedenen Parametern identisch sind. Die Parameter sind dann
nicht mehr identizierbar.
Eine Antwort auf diese Fragestellung kann fur den Fall der Linearen Regressionsmodelle
aus den Uberlegungen in Janssen et al. (1985), S. 42 f., hergeleitet werden, was jedoch
etwas muhsam ist und hier nicht ausgefuhrt werden soll. Man erhalt dabei das folgende
Resultat:
An die Fehlerverteilung setzten wir voraus, dass Konstanten a; b; c existieren mit a  1,










b = c: (2.18)
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Desweiteren fordern wir, dass die bekannten Regressoren f1

























 f 2 F
)!
(2.19)
besitzt nur nichtentartete schwache Haufungspunkte.
Man beachte, dass nach Bemerkung 1.31 Haufungspunkte existieren. Man kann die-
se sogar charakterisieren. Sie sind
"
direkte Produkte\ von einem Gau- und einem
Poisson-Experiment, vgl. dazu und zur Denition von Poisson-Experimenten Janssen
et al. (1985). Man beachte auch, dass dort bei Formel (1) auf Seite 42 das Quadrat
beim Hellingerabstand vergessen wurde.
Ist der Lokalisierungspunkt f0  0, so werden wir fur die um 0 lokalisierten Experi-





verwenden, wenn der Parameterraum F nicht von einem Linearen Regressionsmodell
herruhrt.
Bemerkung 2.8 Fehlerverteilungen Q, die Punktmasse besitzen, konnen Bedingung
(2.18) nicht erfullen.
Beweis. Sei x0 ein beliebiger Punkt mit Q(fx0g) > 0. Da Q ein endliches Ma ist,
existiert ein  > 0 mit Q(fxg) < 1
2
Q(fx0g) fur alle x mit jx  x0j < . Folglich existiert




Wir werden jetzt diskrete Fehlerverteilungen fur unsere Konvergenzuberlegungen aus-
schlieen und uns einer anderen wichtigen Klasse, einer Teilmenge der Lebesgue-stetigen
Verteilungen, zuwenden.
Ist das zu der FehlerverteilungQ gehorige Shiftexperiment EQ L
2{dierenzierbar, d.h. ist




im Punkt s = 0 Frechet-dierenzierbar in L2(), und besitzt
EQ eine endliche positive Fisher-Information J , so ist Bedingung (2.18) erfullt mit a = 2,
b = 0 und c = J
8
, vgl. Janssen et al. (1985), S. 42. Die passende Lokalisierungsrate ist




. Unter den folgenden Voraussetzungen an Q, die auch als Hajek-
Bedingungen bezeichnet werden, vgl. Hajek und Sidak (1967), ist diese Dierenzier-
barkeitseigenschaft erfullt, vgl. Strasser (1985), S. 393, oder LeCam und Yang (1990),
S. 109.
Voraussetzungen 2.9 Wir setzen an die Fehlerverteilung Q voraus:
1. Q besitze eine absolutstetige Lebesgue-Dichte q mit Ableitung q0 gema Satz A.27
in Anhang A.7.
2. Es gelte










q d <1; (2.20)
wobei hier 0  1 := 0 gesetzt wird. J ist die Fisher-Information des Shiftexperi-
ments EQ, vgl. (2.2) auf Seite 38; diese ist wegen der Translationsinvarianz des
Lebesgue-Maes  konstant.
Wir wollen einige Beispiele von Verteilungen anfuhren, die die Voraussetzungen 2.9
erfullen. Die notwendigen Berechnungen sind einfach und werden hier nicht durch-
gefuhrt.
Beispiel 2.10 (Beispiele fur Fehlerverteilungen, die 2.9 erfullen)
Die Voraussetzungen 2.9 an die Fehlerverteilung Q werden von den folgenden Verteilun-
gen erfullt:









 e x  x 1  1(0;1)(x);




3. Weibull-Verteilung mit Parametern  > 0 und p > 2. Q hat dann eine Lebesgue-
Dichte
q(x) = p  xp 1  e xp  1(0;1)(x);




Fur andere Werte p > 2 ist J nicht mehr elementar berechenbar.
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4. Zweiseitige Exponential-Verteilung mit Parameter r > 1
2


























Bemerkenswert ist auch, dass wir an die Fehlerverteilung Q keine Momentenbedingung
stellen. So muss z.B. der Erwartungswert des Fehlers nicht existieren, wie das folgende
Beispiel illustriert.







; x 2 IR;





aber der Erwartungswert von Q existiert nicht.
Wir wollen jetzt noch einige Fehlerverteilungen betrachten, die die Voraussetzungen 2.9
nicht erfullen. Die zugehorigen Shiftexperimente EQ sind dann im Allgemeinen nicht
mehr L2{dierenzierbar. Dennoch erfullen diese Fehlerverteilungen die Bedingung






schnellere\ Rate. Fur Aussagen uber den Zusammenhang zwischen der
Lokalisierungsrate und den moglichen schwachen Haufungspunkten der lokalisierten Ex-





die langsamste sinnvolle Lokalisie-
rungsrate ist und dass die schwachen Haufungspunkte bei dieser Rate nur Gauexperi-
mente sein konnen.
Beispiel 2.12 (Beispiele fur Fehlerverteilungen, die 2.9 nicht erfullen)
Die Voraussetzungen 2.9 werden von den folgenden Verteilungen Q nicht erfullt.
1. Gleichverteilung auf einem Intervall [; ]. Dann ist Qs eine Gleichverteilung auf
[+s; +s], s 2 IR. Fur die Gleichverteilung existiert keine stetige, also erst recht
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Bedingung (2.18) ist somit erfullt mit a = 1; b = 0 und c = 1
  . Als Lokalisie-




2.  (; ){Verteilung mit Parametern  > 0 und 0 <   2. In diesen Fallen ist
die Fisher-Information J = 1. Fur die  (; 1){Verteilung ist in Janssen et al.










; fur 0 <  < 2:















Auch hier ist die Fisher-Information J =1. Bedingung (2.18) ist zum Beispiel in












; fur 0 < r < 12 :
2.4.1.2 Exponentialentwicklung von Dichtequotienten
Betrachtet man Satz 1.36 und speziell Formel (1.11) auf Seite 26, so erkennt man,
dass schwache Konvergenz im Sinne LeCam's direkt mit einer Exponentialdarstellung
der Dichtequotienten einer Experimentfolge verbunden ist. Um mit Hilfe dieses Satzes
schwache Konvergenz der uns interessierenden Regressionsmodelle nachzuweisen, benoti-
gen wir eine solche Exponentialentwicklung. Zentrum dieser Uberlegungen ist die L2{
Dierenzierbarkeit von Experimenten - eine Theorie, die auf LeCam selbst zuruckgeht.
Wir wollen hier nicht weiter auf die theoretischen Zusammenhange eingehen, sondern
lediglich die Konsequenzen fur unsere Regressionsmodelle aufzeigen. Der folgende Satz
entspricht einer Anwendung von Theorem 79.2 aus Strasser (1985) auf den fur uns rele-
vanten Fall und ist dort als Beispiel 79.4 exliplizit aufgefuhrt.
Satz 2.13 Es sei Q eine Verteilung, die den Voraussetzungen 2.9 genugt. Weiter sei
















































; i = 1; : : : ; n; n 2 IN:
Existiert ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11) oder
(2.12) konvergiert, und ist 1

F := f f

j f 2 Fg eine Hn{H{Konvergenzklasse, so ist








































Im Kontext lokalisierter Regressionsmodelle wird man aus der Gultigkeit von Bedin-
gung (2.22) oftmals auf die Gultigkeit von (2.23) schlieen konnen. Das folgende Bei-
spiel, in dem (2.22) gilt, aber (2.23) nicht gultig ist, ist vollig unnaturlich und soll hier
nur der Vollstandigkeit wegen angefuhrt werden.
Beispiel 2.15 Es seien V = [0; 1], H = id[0;1] die Verteilungsfunktion des Lebesgue-
Maes auf [0; 1] und tni =
i
n
fur i = 2; : : : ; n, sowie tn1 =

4n
. Dann konvergieren die
zu den Versuchspunkten gehorigen Verteilungsfunktionen Hn oensichtlich gleichmaig




0 fur x 2 Q;p
n fur x = 4n , n 2 IN;
1 sonst:



























= 1, und somit ist (2.23) nicht erfullt.
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2.4.2 Schwache Konvergenz Linearer Modelle mit Lokalisie-
rungsrate 1p
n
Bevor wir uns mit der Asymptotik allgemeiner Regressionsmodelle beschaftigen, werden
wir den wichtigen Spezialfall der Linearen Regressionsmodelle untersuchen. Die in die-
sem Abschnitt angefuhrten Resultate werden wir spater fur den Beweis des allgemeinen
Falls nutzen. Die lokale Asymptotik von Linearen Regressionsmodellen wurde bereits in
Witting und Muller-Funk (1995) untersucht. Der folgende Satz ist, genau genommen,
in der dortigen Formulierung des 2. LeCam Lemmas (S. 412, dort aber nicht bewiesen)
enthalten. Es ist jedoch einfacher, das Ergebnis direkt zu beweisen, als die dortigen
Voraussetzungen zu uberprufen und die dortige Aussage geeignet umzuformulieren. An-
zumerken ist auch noch, dass die Formulierung des 2. LeCam Lemmas in der abstrakten
Version von Witting und Muller-Funk (1995) ein rein theoretisches Ergebnis ist. Erst
die folgende Version, Satz 2.16, mit
"
konvergenten Designfolgen\ erlaubt die Anwendung
der Konvergenzaussagen auf praktisch relevante Problemstellungen.









  2 IRk
)!
aus (2.7) auf Seite 40 mit bekanntem f = (f1; : : : ; fk)
>. Einer einfachen Darstellung















  2 IRk
)!
; (2.24)
fur die der folgende Konvergenzsatz gilt.
Satz 2.16 (2. LeCam Lemma) Es gelten die Voraussetzungen 2.9 an die Fehlerver-
teilung und die folgenden Voraussetzungen an die Regressoren, die Varianzfunktion und
die Designfolge:
1. Es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Funktionen f1

; : : : ;
fk








= 0; fur j = 1; : : : ; k, (2.25)
3. die Funktionen f1

; : : : :
fk








































linear unabhangig in L2(H) sind, ist B und damit auch JB positiv denit,
und durch h; iJB := J>B, ;  2 IRk, wird ein Innenprodukt auf IRk deniert. Da-
mit ist HJB := (IR
k; h; iJB) ein Hilbertraum.
Unter obigen Voraussetzungen und mit diesen Bezeichnungen konvergiert die Folge der
um den Ursprung lokalisierten Linearen Regressionsmodelle Eloc
n
schwach gegen den




















folgt. Dabei ist B
1















































Da nach Voraussetzung die Funktionen f1



















































































; x = (x1; : : : ; xn)
> 2 IRn:
Um zum Nachweis der schwachen Konvergenz Eloc
n
w ! GHJB Korollar 1.38 anzuwenden,
mussen wir zeigen, dass fur jedes  2 IRk die Verteilung von Xn; unter dem Produktma
Qn schwach gegen N(0; kk2
JB











 1fq>0g| {z }
=:~q
; i = 1; : : : ; n:
Wir berechnen Erwartungswert und Varianz von ~q bezuglich Q. Man beachte dabei,









damit die Lebesgue-Intergrierbarkeit von q0. Mit Lemma A.29, Lemma A.30, Korollar
A.28 und Gleichung (2.20) folgt
EQ(~q) =
Z
~q dQ =  
Z








q d = J:
Da wir die Verteilung von Xn; unter dem Produktma Q
n betrachten wollen, sind die


























Wegen Voraussetzung (2.25) ist, wie wir in Bemerkung 2.14 gesehen haben, Bedingung
(2.21) fur die vorliegenden sni erfullt. Damit und wegen (2.30) konnen wir den Zentralen
Grenzwertsatz fur lineare Statistiken, vgl. Witting und Muller-Funk (1995), S. 112 f.,
anwenden. Es folgt daraus, dass die Verteilung von Xn; unter dem Produktma Q
n
schwach gegen N(0; kk2
JB




nachgewiesen und auch gezeigt, dass durch (2.27) eine zentrale Folge gegeben ist. 
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2.4.3 Schwache Konvergenz allgemeiner Regressionsmodelle
mit Lokalisierungsrate 1p
n
Wir verlassen nun den endlichdimensionalen parametrischen Rahmen und untersuchen
die Asymptotik allgemeiner Regressionsmodelle. Dabei treten als Grenzwerte Gau-
experimente mit Beobachtungsraum C[0; 1] auf. Bevor wir einen Konvergenzsatz fur
allgemeine Regressionsmodelle beweisen, werden zunachst die zugehorigen Grenzmodel-
le eingefuhrt und analysiert.
Es seien H ein beliebiges Grenzdesign auf dem Versuchsbereich V = [a; b], J 2 (0;1)
und W eine Version der Brownschen Bewegung mit stetigen Pfaden auf [0; 1]. Fur die




 f 2 L2(H)

=: F ;
und fur alle f1; f2 2 F mit f1 6= f2 sei f1 6=
f2

in L2(H). Zu jedem f 2 F denieren wir







 ÆH 1(x) (dx); s 2 [0; 1]; (2.31)
sowie einen stochastischen Prozess auf [0; 1] durch
Zf (s) := hf(s) +W (s); s 2 [0; 1]: (2.32)
Wegen f








 ÆH 1 2 L
2();
und es gilt hf 2 H(R), wobei
H(R) =
8><
>:h : [0; 1]! IR j 9 h0 2 L2() : h(s) =
Z
[0;s]
h0(x) (dx); s 2 [0; 1]
9>=
>;
den zur Brownschen BewegungW auf [0; 1] gehorigen kernreproduzierenden Hilbertraum
bezeichnet, vgl. Beispiel A.25 in Anhang A.6. Insbesondere ist Zf ein Gauprozess
mit stetigen Pfaden. Bezeichnen PZf bzw. PW die Verteilungen von Zf bzw. W auf
dem Messraum (C[0; 1];B(C[0; 1])), so sind die Mae PZf und PW nach Anhang A.6
aquivalent. Aus dem Transformationssatz A.17 und Beispiel 1.27 folgt direkt
Lemma 2.17 Unter den gerade beschriebenen Voraussetzungen, insbesondere sei f

2





PZf j f 2 F
	
(2.33)
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ein Gauexperiment mit Beobachtungsraum C[0; 1]. Es besitzt fur f1; f2 2 F den bili-
























Also ist E fur 0 2 F ein Gaushift im Sinne von Denition 1.19. Fur die Hellinger-



































fur  := ff1; : : : ; frg 2 A(F), z = (z1; : : : ; zr)> 2 S.
Ist 0 62 F , so ist E zwar ein Gauexperiment, aber kein Gaushift. Der Covarianzkern
zur Basis f0 2 F ist dann nicht mehr bilinear; die Darstellung der Hellingertransfor-
mierten bleibt aber unverandert, da sie unabhangig von der Wahl der Basis ist, vgl. Lem-
ma 1.22.
Aus Lemma 2.17 und Lemma A.11 folgt direkt
Korollar 2.18 Fur f1; f2 2 F gilt






















Identiziert man die Funktionen f mit ihren integrierten Versionen hf , so kann man den
Parameterraum F als eine Teilmenge von H(R) betrachten. Anhand des Covarianzkerns
des Experiments E zur Basis 0, wie er in Lemma 2.17 angegeben ist, erkennen wir, dass
E die Einschrankung GH(R);F des Standard-Gaushifts GH(R) auf den Parameterraum
F ist, vgl. Denition 1.24, also dass
E = GH(R);F (2.34)







vollstandigen\ Standard-Gaushift auf H(R) erhalten. Wegen
der fest vorgegebenen Verteilungsfunktion H, die im Experiment E eine wichtige Rolle
spielt, ist dies im Allgemeinen nicht der Fall. Schranken wir den Raum H(R) jedoch











 ÆH 1(x) (dx); s 2 [0; 1]
 f 2 F
9>=
>;  H(R);
und sei weiter h; i ~H(R) das auf ~H(R) eingeschrankte Innenprodukt h; iH(R). Dann ist
~H(R); h; i ~H(R)

wiederum ein Hilbertraum.
Beweis. Es ist nur die Vollstandigkeit zu zeigen. Fur Elemente von ~H(R) verwenden
wir die Bezeichnung aus (2.31). Ist (hfn)n2IN eine Cauchy-Folge in































! 0 fur n!1. Damit ist die Funktion f := ~fp
J
2 F, und genau
wie in (2.35) folgt die Konvergenz
khfn   hfk ~H(R) ! 0
fur n!1. 








aus ~H(R) zuordnen. Umgekehrt konnen wir auf Grund von Lemma 2.19 jedem Hil-
bertraumelement aus ~H(R) eindeutig eine Funktion aus F zuordnen. Liegt also dem




C[0; 1];B(C[0; 1]); fPZf j hf 2 ~H(R)g

; (2.36)
und aus Lemma 2.17 und Denition 1.24 folgt direkt
Korollar 2.20 Das Experiment E aus (2.36) ist der Standard-Gaushift auf dem Hil-
bertraum

~H(R); h; i ~H(R)

.
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Bemerkung 2.21 Der Parameterraum F, versehen mit der kanonischen Norm des
L2(H), ist im Allgemeinen kein vollstandiger Raum mehr. Wahlt man z.B. auf [0; 1] als
Verteilungsfunktion H := id[0;1] und weiter




n ; f(x) :=
p
x; x 2 [0; 1]; n 2 IN;
so ist fn 2 F fur alle n 2 IN, es gilt kfn   fkL2(H) ! 0, aber f =2 F.
Nach diesen Voruberlegungen kommen wir zu einem Konvergenzsatz fur allgemeine Re-
gressionsmodelle, einem Analogon zu Satz 2.16.
Satz 2.22 Es gelten die Voraussetzungen 2.9 fur die Fehlerverteilung Q. Weiter setzen
wir voraus:
1. Es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Klasse 1

F := f f

j f 2 Fg sei eine Hn{H{Konvergenzklasse (insbesondere ist
dann f









und es sei 0 2 F .







 ÆH 1(x) (dx) +W (s) = hf(s) +W (s); s 2 [0; 1]:
Hierbei seien J wie in (2.20) die Fisher-Information des Shiftexperiments EQ und W
eine Version der Brownschen Bewegung mit stetigen Pfaden. PZf sei die Verteilung
der Zufallsvariablen Zf auf dem Messraum (C[0; 1];B(C[0; 1])) und E das zugehorige





PZf j f 2 F
	
:













 f 2 F
)!




E ist nach Lemma 2.17 ein Gaushift im Sinne von Denition 1.19.
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Beweis. Wir beweisen die Aussage mit Hilfe von Satz 1.32. Ist  = ff1; : : : ; flg 2
A(F) beliebig, so mussen wir die punktweise Konvergenz der Hellingertransformierten
H(Eloc
n;
) gegenH(E) nachweisen. Schranken wir den Parameterraum
1

F auf die lineare
Hulle (in L2(H)) von 1

 ein, so liefert uns Satz 2.16 zusammen mit Satz 1.32 die
Konvergenz der Hellingertransformierten des eingeschrankten Experiments gegen die
Hellingertransformierte des zugehorigen endlichdimensionalen Gaushifts, den wir zur
Abkurzung G nennen. Letztere ist nach Beispiel 1.15 (der Parameterraum ist hier die














also nach Lemma 2.17 gleich der Hellingertransformierten H(E)(z). 
Den Gaushift E konnen wir sogar als Teilexperiment eines Standard-Gaushifts auf
einem Hilbertraum sehen.
Korollar 2.23 Nach Satz 2.22 sowie (2.34) ist das Grenzexperiment E der auf F ein-
geschrankte Standard-Gaushift auf H(R), also
E = GH(R);F : (2.37)













f 2 F , n 2 IN, x = (x1; : : : ; xn)> 2 IRn, eine Folge linearer Prozesse (Xn)n2IN. Dann
folgt auch analog zum Beweis von Satz 2.16 die schwache Konvergenz













Wegen der Translationsinvarianz des Lebesgue-Maes ergibt sich aus der Denition der
Hellingertransformierten A.5 und den Satzen 1.32 und 2.22 sofort das
Korollar 2.24 Es gelten die Voraussetzungen von Satz 2.22. Wir fordern jedoch nicht
















 f 2 F
)!
schwach gegen das Gauexperiment E aus Satz 2.22 , also
Eloc;f0
n
w ! E = GH(R);F :






















  f 2 F
)!
konvergieren ebenfalls schwach gegen das Gauexperiment E aus Satz 2.22. Man setze
dort lediglich fur Q die N(0; 1
J
){Verteilung ein, die nach Beispiel 2.10 1. ebenfalls die
Fisher-Information J besitzt. Mit Bemerkung 1.59 folgt





)n2IN sind schwach asymp-
totisch aquivalent. Diese Aquivalenzaussage ist insoweit unabhangig von der Fehlerver-
teilung Q, als sie fur alle Fehlerverteilungen gilt, die den Voraussetzungen 2.9 genugen
und die dieselbe Fisher-Information J haben.
2.4.4 {Konvergenz Linearer Regressionsmodelle mit Lokali-
sierungsrate 1p
n
In Abschnitt 2.4.2 haben wir die schwache Konvergenz Linearer Regressionsmodelle ge-
gen einen Standard-Gaushift nachgewiesen. Es stellt sich die Frage, ob nicht nur schwa-
che sondern sogar die starke {Konvergenz vorliegt. Dies wird im Allgemeinen nur unter
starkeren Voraussetzungen der Fall sein. Man muss entweder
1. den Parameterraum einschranken - Grundlage fur derartige Uberlegungen ist der
Satz von Lindae 1.53 - oder
2. die Klasse der Fehlerverteilungen einschranken; wir untersuchen den Fall normal-
verteilter Fehler.
Es sei jedoch erwahnt, dass die folgenden Ausfuhrungen zur {Konvergenz lokalisierter
Regressionsmodelle im weiteren Verlauf der vorliegenden Arbeit keine entscheidende
Rolle spielen und bei einem ersten Lesen ubergangen werden konnen. Sie werden hier
dennoch erwahnt, denn einerseits liefern sie weitergehende Einblicke in die Theorie der
Experimente, und andererseits sind sie Ausgangspunkt fur die in Abschnitt 2.5 folgende
globale Theorie.















  2 IRk
)!
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aus (2.24) auf Seite 52. Die folgenden Satze sind starke Varianten von Satz 2.16. Wir





















; n 2 IN;
wie in (2.26) bzw. (2.28) deniert.
2.4.4.1 Beschrankter Parameterraum
Zunachst erhalten wir eine starke Variante von Satz 2.16, indem wir den Parameterraum
verkleinern.
Satz 2.26 Es gelten die Voraussetzungen 2.9 an die Fehlerverteilung und die folgenden
Voraussetzungen an die Regressoren, die Varianzfunktion und die Designfolge:
1. Es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Funktionen f1

; : : : ;
fk

seien allesamt beschrankt und bilden eine Hn{H{
Konvergenzklasse,
3. die Funktionen f1

; : : : ;
fk

seien linear unabhangig in L2(H).














  2 
)!
die auf den Parameterraum  eingeschrankten Experimente Elocn aus (2.24). Ebenso sei




























62 Kapitel 2. Asymptotik von Regressionsmodellen
Um die Behauptung zu beweisen, mussen wir die beiden Voraussetzungen des Satzes von
Lindae 1.53 nachprufen. Da die Begrie beschrankt und totalbeschrankt im IRk uberein-
stimmen, folgt mit Lemma 1.55 direkt dessen erste Voraussetzung. Zum Nachweis der
zweiten Voraussetzung benotigen wir zusatzliche Uberlegungen.
Da die Funktionen f1

; : : : ;
fk

nach Voraussetzung beschrankt sind und da  beschrankt
ist, existiert ein M > 0 mit
f>(t)(1   2)
(t)
M fur alle t 2 [a; b] und alle 1; 2 2 .






















2 n!1 ! J8 gleichmaig in t 2 [a; b], 1; 2 2 , 1 6= 2. (2.40)









= J(1   2)>Bn(1   2)
n!1 ! k1   2k2JB (2.41)

























































































































gleichmaig in 1; 2 2 . Dabei folgt (2.42) mit der Translationsinvarianz des Lebesgue-
Maes aus der Denition des Hellingerabstandes, (2.43) ist erst fur hinreichend groes n
deniert, und bei (2.44) wurde die Potenzreihenentwicklung des Logarithmus verwendet.
Somit ist (1.22) erfullt, und die Behauptung folgt aus dem Satz von Lindae. 
2.4.4.2 Normalverteilungsannahme
Jetzt werden wir als Parameterraum wieder den kompletten IRk zulassen, dafur aber als




















f1(tnn)    fk(tnn)
1








und dem Parameterraum IRk.
Satz 2.27 Unter den Voraussetzungen
1. es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Funktionen f1

; : : : ; fk

bilden eine Hn{H{Konvergenzklasse,
3. die Funktionen f1

; : : : ;
fk


































Beweis. Wir beweisen zunachst die erste Aussage. Durch eine suÆziente Transforma-
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Da die Funktionen f1

; : : : ;
fk

eine Hn{H{Konvergenzklasse bilden, konvergiert die Ma-
trix Bn elementweise gegen B. Wegen Ungleichung (A.3) konnen wir in Satz 1.11 an
Stelle des des Variationsabstandes auch den Hellingerabstand verwenden, mit Beispiel









































































was wiederum mittels einer suÆzienten Transformation (analog zu Beispiel 2.1) folgt.
2.4.5 {Konvergenz allgemeiner Regressionsmodelle mit Lo-
kalisierungsrate 1p
n
Wie im Linearen Regressionsmodell wollen wir nun auch im allgemeinen Regressionsmo-
dell die {Konvergenz lokalisierter Experimente nachweisen. Die folgenden Satze sind
starke Varianten von Satz 2.22. Wir verwenden alle Bezeichnungen dieses Satzes.
2.4.5.1 Totalbeschrankter Parameterraum
Zunachst werden wir uns auf totalbeschrankte Teilmengen von 1

F  L2(H) zuruck-
ziehen, also im Wesentlichen auf kompakte Mengen. Dies ist eine sehr starke Ein-
schrankung, da kompakte Mengen in unendlichdimensionalen Raumen sehr klein sind.
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Satz 2.28 Es gelten die Voraussetzungen (2.9) an die Fehlerverteilung Q. Weiter setzen
wir voraus:
1. Es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Klasse 1

F := f f

j f 2 Fg sei eine Hn{H{Konvergenzklasse.
Weiter sei   F so, dass 1

 eine totalbeschrankte Teilmenge von L2(H) ist, und es
existiere ein M > 0 mit
f(t)
(t)
M fur alle t 2 [a; b] und alle f 2 ,












 f 2 
)!





PZf j f 2 F
	
:




Beweis. Der Beweis verlauft analog zum Beweis von Satz 2.26. 
2.4.5.2 Normalverteilungsannahme
In diesem Abschnitt werden wir die Normalverteilung als Fehlerverteilung vorausset-
zen, also Q := N(0; 1) mit Fisher-Information J = 1. Im Gegensatz zum Linearen
Regressionsmodell wird dies beim allgemeinen Regressionsmodell jedoch nicht genugen,
um {Konvergenz nachzuweisen. Vielmehr mussen wir auch noch den Parameterraum
einschranken. Dabei betrachten wir speziell Raume von Funktionen von gleichmaig
beschrankter Variation. Desweiteren konzentrieren wir uns auf H{aquidistante Design-
folgen Hn, vgl. Beispiel 2.3.
Satz 2.29 Unter den Voraussetzungen






, i = 1; : : : ; n,
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2. C > 0 sei beliebig, aber fest vorgegeben, und der Parameterraum sei
FC :=

f : [a; b]! IR








wobei V () die Totalvariation bezeichne,















  f 2 FC
)!


















Wir beweisen dieses Ergebnis mit Hilfe des folgenden Satzes.
Satz 2.30 Sei C > 0 fest vorgegeben und
GC := fg : [0; 1]! IR j g 2 BV [0; 1]; V(g)  Cg :







































Beweis. Im ersten Schritt werden wir die Regressoren g 2 GC diskretisieren. Zu g














)(t) + g (1) 1[n 1
n
;1](t); t 2 [0; 1];











 g 2 GC	 :
Mit Korollar 2.18 (setze H = id[0;1] und   1) folgt
d2
H






































kg   gnk2L2() j g 2 GC
o
! 0 fur n!1:
Nach Satz A.19 ist
sup
n












Xg ; PXgn ) j g 2 GC
	
gilt, folgt
(G; ~Gn)! 0 fur n!1: (2.47)
Im zweiten Schritt werden wir mittels einer suÆzienten Abbildung nachweisen, dass die
Experimente ~Gn und G
loc
n
fur jedes n 2 IN aquivalent sind. Die Funktionen gn sind nach
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Konstruktion rechtsseitig stetig sowie von beschrankter Variation. Mit Formel (A.14)









































































die Mae fPXgn j g 2 GCg bilden also eine Exponentialfamilie. Nach Witting und Muller-
Funk (1995), Korollar 3.20 und Satz 3.10, ist somit die Statistik Rn : C[0; 1]! IRn,
Rn(u) =
 p
























; u 2 C[0; 1];
suÆzient fur ~Gn. Wir wenden Rn auf dieses Experiment an und erhalten als i{te Kom-


























































































Da die Brownsche Bewegung unabhangige Zuwachse besitzt, geht fur g 2 GC das Ma
















d.h. ~Gn geht uber in G
loc
n






= 0 und zusammen mit
(2.47) die Behauptung. 
Beweis von Satz 2.29. In Abschnitt 2.1 wurde mittels suÆzienter Transformationen









































!  f 2 FC
)!
:
Ist GC der Parameterraum aus Satz 2.30, so gilt nach Voraussetzung und nach Satz A.20
f ÆH 1
 ÆH 1 2 GC fur alle f 2 FC .
Wir erhalten die Experimente Eloc
n
somit aus den Experimenten Gloc
n
von Satz 2.30 durch
Einschranken des Parameterraums und analog das Experiment E aus G. Jetzt folgt aus
der Denition der {Metrik 1.5 und Satz 2.30
(Eloc
n




und damit die Behauptung. 
2.5 Globale Theorie - Asymptotische Aquivalenz
unter Normalverteilungsannahme
In dem letzten Abschnitt von Kapitel 2 wollen wir eines der lokalen Ergebnisse aus 2.4
"
globalisieren\. Wie wir bereits zu Beginn von Abschnitt 2.4.1 gesehen haben, werden
globale, d.h. nicht lokalisierte Experimente im Allgemeinen schwach gegen ein vollstandig
informatives Experiment konvergieren. Deshalb erweist sich in diesem Zusammenhang
der Begri der
"
starken asymptotischen Aquivalenz\ von Experimenten aus Deniti-
on 1.56 als adaquat. An Stelle eines Grenzexperiments werden wir nun eine Folge von
"
Grenz-\experimenten angeben, deren Abstand zu den ursprunglichen Experimenten in
der
"
starken\ {Metrik gegen Null konvergiert. Wahrend die Konvergenz von lokali-
sierten Experimenten vor allem in der Testtheorie eine groe Rolle spielt, werden wir
die globale Theorie in unseren Uberlegungen zur Designtheorie in Kapitel 4 nutzen.
Der vorliegende Abschnitt beleuchtet allerdings nur einen sehr kleinen Teil der globalen
Theorie.
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2.5.1 Ein asymptotisches Aquivalent zum Linearen Regressi-
onsmodell unter Normalverteilungsannahme
Der folgende Satz 2.31 beinhaltet die Globalisierung von Satz 2.27 und behandelt die
starke Konvergenz lokalisierter Linearer Regressionsmodelle unter Normalverteilungsan-
nahme.
Satz 2.31 Unter den Voraussetzungen
1. es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.11)
oder (2.12) konvergiert,
2. die Funktionen f1





3. die Funktionen f1

; : : : ;
fk

seien linear unabhangig in L2(H)




2 ; Ik))n2IN (beziehungsweise
(N (B; 1
n

































Beweis. Wir konnten die beiden Aussagen analog zu Satz 2.27 beweisen, wollen sie
aber stattdessen aus diesem Satz herleiten. Dies geschieht mir Hilfe des anschlieenden
Lemmas 2.32. 
Lemma 2.32 Es seien N (Cn; IX1n), N (Dn; IX2n), n 2 IN, Lineare Modelle mit gemein-
samem Parameterraum IRk und reellen Beobachtungsraumen X1n;X2n, und (Æn)n2IN sei
eine beliebige reelle Zahlenfolge mit Æn 6= 0, n 2 IN. Dann gilt die Aquivalenz
(N (ÆnCn; IX1n);N (Dn; IX2n))
n!1 ! 0 () 







Beweis. Der Beweis beruht auf Satz 1.11, Ungleichung (A.3) und Beispiel A.13:




















































































An dieser Stelle wollen wir die Betrachtung der Asymptotik von Regressionsmodellen
abschlieen und zu den Anwendungen der bisherigen Ergebnisse kommen. Es soll noch
auf weitere globale Ergebnisse hingewiesen werden, deren Beweis wir allerdings schuldig
bleiben.
Zum einen ist zu erwarten, dass sich analog zu Satz 2.27 auch Satz 2.26 globalisieren
lasst. Ein ganz ahnliches Resultat wurde bereits in der relativ unbekannten Arbeit
LeCam (1985) bewiesen. Es ist zu prufen, ob die dortigen Voraussetzungen auch in
unserem Fall erfullt sind und LeCams Resultat (dort Theoreme 4.3) anwendbar ist oder
ob zumindest ein ahnlicher Beweis wie dort durchgefuhrt werden kann.
Zum anderen scheint auch die Globalisierung von Satz 2.29 moglich. Ein solches Ergeb-
nis wurde dann eine Verallgemeinerung der Arbeit Brown und Low (1996) darstellen,
wo nur Grenzdesigns betrachtet werden, die aquivalent zum Lebesgue-Ma auf dem
Versuchsbereich sind. Es zeigt sich jedoch, dass die Techniken, die Brown und Low ver-
wenden, nicht direkt ubertragbar sind. Vielmehr scheint es sinnvoll, zuerst eine lokale
Version ahnlich wie in Satz 2.29 zu beweisen und diese dann mittels eines
"
preliminary
estimators\ zu globalisieren - eine Technik, wie sie zum Beispiel in der Arbeit Nussbaum
(1996) verwendet wird.
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Kapitel 3
Anwendungen in der Testtheorie
In diesem Kapitel sollen aus den Konvergenzaussagen von Kapitel 2 asymptotische Aus-
sagen fur Testprobleme der Form
H` = f 2  j `()  0g; K` = f 2  j `() > 0g
gewonnen werden, wobei ` :  ! IR eine gegebene stetige lineare Abbildung vom Pa-
rameterraum  nach IR ist. Es genugt bereits die schwache Konvergenz lokalisierter
Experimente, um asymptotisch optimale Testfolgen sowohl fur Lineare als auch fur all-
gemeine Regressionsmodelle angeben zu konnen. Wir verwenden im Folgenden die Be-
zeichnungen und Denitionen von Abschnitt 1.8.1.
Im ersten Abschnitt 3.1 des vorliegenden Kapitels betrachten wir ausschlielich Linea-
re Regressionsmodelle. Zunachst geben wir eine auf Satz 1.49 basierende asymptotisch
optimale Testfolge fur Testprobleme obiger Form an. Diese beruht entscheidend auf
der Kenntnis der Fehlerverteilung. Anschlieend untersuchen wir eine auf dem Gau-
Marko-Schatzer basierende Testfolge, die lediglich die Existenz zweiter Momente an die
Fehlerverteilung nicht aber deren Kenntnis voraussetzt und unter Normalverteilungsan-
nahme dem Likelihood-Quotienten-Test entspricht, und vergleichen sie mit der asymp-
totisch optimalen Testfolge bezuglich ihrer Asymptotischen Relativen EÆzienz.
Im zweiten Abschnitt 3.2 von Kapitel 3 untersuchen wir Testprobleme obiger Form fur
allgemeine Regressionsmodelle und bestimmen eine auf Satz 1.52 basierende asymp-
totisch optimale Testfolge.
Aus mehreren Grunden werden in diesem Kapitel nur solche einfachen Testprobleme
untersucht. Zum einen lassen diese
"
eindimensionalen\ Testprobleme Optimalitatsaus-
sagen zu, ohne weitere Begrie wie Invarianz bzw. asymptotische Invarianz zu benotigen.
Zum anderen reichen sie aus, um die weitreichenden Folgerungen zu demonstrieren, die
bereits die schwache Konvergenz im Sinne LeCam's ermoglicht.
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3.1 Tests fur das Lineare Regressionsmodell
Grundlage dieses Abschnitts ist die schwache Konvergenzaussage fur Lineare Regressi-
onsmodelle aus Satz 2.16, dessen Voraussetzungen erfullt seien. Wir verwenden die dort
auftretenden Bezeichnungen.
3.1.1 Ein asymptotisch optimaler Test '
n
Der Parameterraum der Satz 2.16 zu Grunde liegenden Experimente Eloc
n
, vgl. (2.24), ist
der IRk, der mit dem Innenprodukt h; iJB zum Hilbertraum HJB wird. Wir betrachten
fur fest vorgegebenes ` 2 IRk n f0g das Testproblem
H` = f 2 IRk j `>  0g; K` = f 2 IRk j `> > 0g: (3.1)
Grob gesagt interessiert man sich bei diesem Testproblem fur eine Umgebung der Null,
auf die man aus einer vorgegebenen Richtung ` zulauft. Folglich wird man die zugehori-
gen Experimente um den Nullpunkt lokalisieren, was in Satz 2.16 bereits geschehen ist.
(Naturlich kann an Stelle der Null jedes beliebige Element x0 des IR
k stehen. Man
benotigt dann lediglich ein um x0 lokalisiertes Analogon zu Satz 2.16.)
Im Folgenden wollen wir Satz 1.49 anwenden. Das Testproblem (H`; K`) liegt allerdings











und fur  2 IRk gilt
h; iJB = J>B = `>:
Damit konnen wir das Testproblem (H`; K`) in der Form
H` = f 2 IRk j h; iJB  0g; K` = f 2 IRk j h; iJB > 0g
schreiben und Satz 1.49 direkt anwenden.
Satz 3.1 Es mogen die Voraussetzungen von Satz 2.16 gelten. Fur festes ` 2 IRk n f0g
betrachten wir das Testproblem
H` = f 2 IRk j `>  0g; K` = f 2 IRk j `> > 0g:






































 1fq>0g(xi) <  1(1  )
;
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x = (x1; : : : ; xn)
> 2 IRn, asymptotisch optimal in der Klasse aller asymptotisch {
ahnlichen Testfolgen im Sinne von Denition 1.41 bzw. Bemerkung 1.42 mit einem fest













fur alle  2 IRk.
Bemerkung 3.2 Die optimale Testfolge ('
n
)n2IN aus Satz 3.1 hangt von der zu Grunde




, in dem die Lebesgue-Dichte q von Q auftritt. Einen Test, dessen Teststatistik von
der Fehlerverteilung unabhangig ist, nennen wir einen verteilungsfreien Test. Die
Tests '
n
, n 2 IN, sind also nicht verteilungsfrei. Bemerkenswert ist aber, dass in die
Grenzgute dieser Tests lediglich die Fisher-Information J der Fehlerverteilung eingeht
und die Dichte selbst dort keine Rolle mehr spielt.




Um die asymptotisch optimale Testfolge aus Satz 3.1 mit anderen Tests, die aus der
Theorie Linearer Modelle bekannt sind, zu vergleichen, setzen wir als Fehlerverteilung
zunachst Q := N(0; 1) voraus. Dann gilt fur das lokalisierte Lineare Modell Elocn aus






















f1(tnn)    fk(tnn)
1


























Xn + n;  2 IRk;
schreiben, wobei n  N(0; In){verteilt ist.
Fur diese normalverteilten Linearen Regressionsmodelle und fur das Testproblem
H` = f 2 IRk j `>  0g; K` = f 2 IRk j `> > 0g
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x 2 IRn, Likelihood-Quotienten-Test (oder kurz LQ-Test) fur das Testproblem
(H`; K`). Fur jedes feste n 2 IN und jedes Niveau  2 (0; 1) ist der Test 'LQn im
Sinne von Denition 1.40 optimal in der Klasse F s














A fur alle  2 IRk,






, vgl. (2.45) auf Seite 64, konnen wir die Teststatistik des
























; x 2 IRn;
schreiben, und wegen B 1
n











fur alle  2 IRk.
Man beachte, dass die Ausdrucke (X>nXn)
 1 bzw. B 1
n
erst ab hinreichend groem n
deniert sind.
Da nach Beispiel 2.10 die Fisher-Information der N(0; 1){Verteilung J = 1 ist, hat die
Folge der LQ-Tests ('LQ
n
)n2IN die gleiche Grenzgute wie die Folge ('

n
)n2IN aus Satz 3.1
und ist somit nach Denition 1.41 ebenfalls asymptotisch optimal in der Klasse aller
asymptotisch {ahnlichen Testfolgen.
Es stellt sich jetzt naturlich die Frage, ob die Tests 'n und '
LQ
n
bereits fur festes n 2 IN
identisch sind. Dies ist zu verneinen. Denn setzt man in '
n
fur q die Dichte der

































Covarianz\ B des Grenzmodells, das nach Satz 2.16 der Standard-Gaushift auf




n wider. Dies ist bei den Tests 'LQ
n






, der gegen B 1 konvergiert.
3.1.3 Asymptotik des Likelihood-Quotienten-Tests bei unbe-
kanntem Fehler
Wir wollen nun die Testfolge ('LQ
n
)n2IN aus (3.3) fur den Fall untersuchen, dass kein






Xn + n;  2 IRk; (3.4)
mitXn aus (3.2) und n = (n1; : : : ; nn)
>, wobei die ni stochastisch unabhangig sind und
dieselbe Verteilung Q besitzen. Zwar sind diese Tests dann keine Likelihood-Quotienten-
Tests mehr, da die zugehorigen Teststatistiken nicht mehr auf dem Dichtequotienten
beruhen, wir wollen sie aber trotzdem als LQ-Tests bezeichnen, um ihren Ursprung an-
zudeuten. Diese Testfolge hat gegenuber der Folge asymptotisch optimaler Tests ('n)n2IN
den entscheidenden Vorteil, dass sie verteilungsfrei ist, dass sie also ohne Kenntnis der
wahren Fehlerverteilung Q angewandt werden kann. Dafur muss ein Guteverlust in Kauf
genommen werden, den wir im nachsten Abschnitt 3.1.4 untersuchen.
Fur die folgenden Uberlegungen benotigen wir im Vergleich zu Satz 2.16 teils speziellere,
teils zusatzliche Voraussetzungen.
Voraussetzungen 3.3
1. Es existiere ein Grenzdesign H, gegen das die Designfolge Hn im Sinne von (2.12),
d.h. gleichmaig konvergiert.
2. Die Funktionen f1

; : : : ;
fk

seien linear unabhangige Funktionen aus L2(H).
3. Die Funktionen f1

; : : : ;
fk

seien von beschrankter Variation.
4. Die Fehlerverteilung Q sei zentriert und besitze die Varianz  2, alsoZ
IR
x Q(dx) = 0 und
Z
IR
x2 Q(dx) =  2:
Die Asymptotik der Teststatistik der LQ-Testfolge bei unbekannter Fehlerverteilung ist
bereits ausfuhrlich untersucht worden, vgl. z.B. Stapleton (1995), S. 197 .. Da die
bekannten Grenzwertsatze jedoch unter abstrakten Voraussetzungen an die Modellma-
trizen Xn formuliert sind, wollen wir fur unser speziell vorliegendes Regressionsmodell
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die Konvergenz der Teststatistik selbst nachweisen. Ahnliche Konvergenzsatze wurden
bereits in Bischo und Miller (2000b) und Bischo und Miller (2000a) hergeleitet. Mit
den dortigen Hilfsmitteln konnen wir leicht die folgende Aussage fur die Teststatistik
der LQ-Testfolge beweisen.

















d.h. die Statistiken Sn konvergieren schwach gegen eine N(0; 1){verteilte Zufallsvariable.
Beweis. Der Beweis beruht auf der Einbettung der Sn in den Raum C[0; 1] mittels des
Partialsummenprozesses. Denieren wir die linearen Einbettungsoperatoren Tn : IR
n !













; u 2 C[0; 1];

















































 ÆH 1(x) u(dx) 2 IR
k; fur alle un ! u in C[0; 1] (3.6)
bewiesen. Dabei ist obiges Integral komponentenweise zu verstehen. Weiter gilt nach













 1 ! B 1, vgl. Beweis von Satz 2.16, und Theorem 5.5 aus
















ÆH 1 dW pfadweise als Riemann-Stieltjes Integral zu verstehen ist.
Jetzt ist nur noch nachzuweisen, dass der Grenzwert aus (3.7) eine N(0; 1){verteilte Zu-
fallsvariable ist. Da der pfadweise Integralbegri fast sicher mit dem stochastischen Inte-




ÆH 1 dW nach Konstruktion, vgl. An-
hang A.5 ein L2{Grenzwert normalverteilter Zufallsvariablen und somit selbst wieder




























































= N(0; 1): 
Jetzt konnen wir die asymptotische Gute der LQ-Testfolge fur das Testproblem (H`; K`)
mit festem ` 2 IRk n f0g berechnen. Unter Berucksichtigung der Varianz  2 denieren
wir die LQ-Tests 'LQ
n



































der LQ-Tests aus (3.8),





















 1 ! B 1 und Sn D ! N(0; 1), vgl. Satz 3.4, folgt fur Z locn
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fur  2 IRk. 
Korollar 3.6 Ist die Varianz  2 der Fehlerverteilung unbekannt, so bleiben die Ergeb-
nisse der Satze 3.4 und 3.5 gultig, wenn man  2 durch eine konsistente Schatzfolge  2n
ersetzt.




Unter den Voraussetzungen 3.3 konnten wir das lokale asymptotische Verhalten der Test-
folge ('LQ
n
)n2IN aus (3.3) angeben. Wir wollen nun diese verteilungsfreie Testfolge mit
der optimalen Testfolge ('
n
)n2IN aus Satz 3.1 anhand der zugehorigen Grenzguten g

und gLQ vergleichen. Es stellt sich die Frage, auf welche Weise dies sinnvoll gesche-
hen kann. Ein klassisches Konzept ist das der Asymptotisch Relativen EÆzienz, auch
Pitman-EÆzienz genannt.
Denition 3.7 (Asymptotisch Relative EÆzienz (Pitman-EÆzienz))
Seien En = (Xn;An; fPn; j  2 g) 2 E(), n 2 IN, Experimente mit gemeinsamem
Parameterraum  und (H;K) ein Testproblem, also eine Partition von . Weiter seien
'in : Xn ! [0; 1], n 2 IN, i = 1; 2, zwei asymptotisch unverfalschte Folgen von Tests zum






 1() +  i()

; i = 1; 2: (3.9)
Dann heit der Quotient
ARE('2n : '1n j ) :=
 22()
 21()
die Asymptotisch Relative EÆzienz oder Pitman-EÆzienz der Testfolge ('2n)n2IN
bezuglich der Testfolge ('1n)n2IN unter der Alternative .








unabhangig von , so heit
ARE('2n : '1n) :=
 22(0)
 21(0)
(0 2 K beliebig)
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die Asymptotisch Relative EÆzienz oder Pitman-EÆzienz der Testfolge ('2n)n2IN
bezuglich der Testfolge ('1n)n2IN.















; limn!1 g'1n();  2 K:








; ('1n)n2IN (auf der Alternative K).
Jetzt haben wir ein Ma dafur, um wieviel die asymptotisch optimale Testfolge besser ist
als die Folge der LQ-Tests. Die folgende Aussage ist eine direkte Folgerung aus Satz 3.1
und Satz 3.5.
Satz 3.9 Es seien die Voraussetzungen von Satz 3.1 und Satz 3.5 erfullt, insbesondere
genuge die Fehlerverteilung den Voraussetzungen 2.9 und 3.3. Fur die Folge ('n)n2IN
der asymptotisch optimalen Tests aus Satz 3.1 und fur die Folge der LQ-Tests ('LQn )n2IN





) = J 2:
Bemerkung 3.10
1. Die Satz 3.9 zu Grunde liegenden Experimente sind mit Rate 1p
n
um den Ursprung
 = 0 2 H`\K` lokalisiert. Wir konnen die Asymptotisch Relative EÆzienz somit
wie folgt interpretieren (man vergleiche dazu Witting und Muller-Funk (1995),
S. 282 ., speziell Satz 6.101): Wird der asymptotisch optimale Test '
n
bei einem
Stichprobenumfang n 2 IN angewandt, so wurde man bei Anwendung des LQ-




) = J 2{mal soviele Beobachtungen benotigen, also
J 2  n, um dieselbe Gute zu erreichen. Eine solche asymptotische Aussage gilt
naturlich nur fur hinreichend groe Beobachtungsumfange n.
2. Aus Satz 3.9 erhalten wir auch eine rein analytische Aussage: Fur jede Wahr-
scheinlichkeitsverteilung Q mit Fisher-Information J und Varianz  2, die den Vor-
aussetzungen 2.9 und 3.3 genugt, gilt
J 2  1:
Wir wollen das Ergebnis an einem Beispiel verdeutlichen.
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Beispiel 3.11 Sei Q wie in Beispiel 2.10 4. die zweiseitige Exponentialverteilung mit
Parameter r := 1, auch Laplace-Verteilung genannt. Dann ist Q zentriert mit Varianz
 2 = 2 und Fisher-Information J = 1. Weiter wollen wir ein einfaches Change-Point
Problemmit bekannter Stelle eines moglichen Changes betrachten. Seien dazu f1 := 1[0;1]
und f2 := 1[ 1
2
;1] vorgegebene Regressoren auf dem Versuchsbereich V = [0; 1]. Als
































Wir wollen testen, ob im Punkt 1
2
ein Change-Point mit positivem Change vorliegt,
d.h. ob die wahre Regressionsfunktion an der Stelle 1
2
einen Sprung nach oben macht.
Ist  = (1; 2)
> 2 IR2 der unbekannte Parameter, so testen wir also die Hypothese
2  0 gegen die Alternative 2 > 0. Mit dem Vektor ` = (0; 1)> haben wir somit ein
Testproblem der Form (H`; K`), vgl. (3.1). Als Grenzguten des optimalen Tests sowie















fur  = (1; 2)
> 2 IR2. Abbildung 3.1 zeigt die beiden Gutekurven in Abhangigkeit
















) = J 2 = 2
des asymptotisch optimalen Tests gegenuber dem LQ-Test. Nach Bemerkung 3.10
benotigt der LQ-Test also in etwa doppelt so viele Beobachtungen wie der asympto-
tisch optimale Test, um dieselbe Gute zu erreichen.
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3.2 Tests fur das allgemeine Regressionsmodell
Wahrend wir in Abschnitt 3.1 Testprobleme fur das Lineare Regressionsmodell unter-
sucht haben, werden wir jetzt in Analogie zum Vorgehen in 3.1.1 optimale Testfolgen zu
"
einfachen\ Testproblemen fur das allgemeine Regressionsmodell herleiten. Grundlage
dieses Abschnitts sind Satz 2.22 sowie Korollar 2.23. Die dortigen Voraussetzungen seien















des kernreproduzierenden Hilbertraumes H(R) der Brownschen Bewegung, vgl. (2.31).
Im Gegensatz zum Linearen Regressionsmodell haben wir hier als Grenzexperiment
keinen
"
vollstandigen\ Standard-Gaushift auf H(R) vorliegen, sondern nur eine Ein-
schrankung GH(R);F , vgl. (2.37).
In diesem Abschnitt sei die Varianzfunktion 2 beschrankt. Dies ist eine sehr schwache
Voraussetzung, wenn man bedenkt, dass der Versuchsbereich V = [a; b] ein kompaktes
Intervall ist. Sie hat aber zur Folge, dass aus f

2 L2(H) sofort f 2 L2(H) folgt. Dieser
Hilbertraum L2(H) ist zwar nicht der
"
passende\ Hilbertraum fur unsere Theorie, aber
er ist der naturliche Hilbertraum, in dem man Testprobleme fur f formulieren wird.
Wir wollen wieder ein
"
eindimensionales\, lineares Testproblem untersuchen, geben uns
dazu eine Funktion ` 2 L2(H) n f0g vor und betrachten das Testproblem
H` = ff 2 F j hf; `iL2(H)  0g; K` = ff 2 F j hf; `iL2(H) > 0g;





Da  nach Voraussetzung beschrankt ist, folgt










 ÆH 1(x) (dx) =
Z
[0;]
( ÆH 1(x))  (` ÆH 1(x))p
J
(dx)
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und fur f 2 F mit zugehorigem hf 2 H(R) ist
hh; hf iH(R) = J
Z
[0;1]
















Damit lasst sich das Testproblem (H`; K`) in der Form
H` = ff 2 F j hh; hfiH(R)  0g; K` = ff 2 F j hh; hfiH(R) > 0g
schreiben.
Im Folgenden wollen wir Satz 1.52 anwenden und die dortigen Voraussetzungen, speziell


























`f dH fur alle f 2 F . (3.12)
Diese Voraussetzungen sind z.B. dann erfullt, wenn Hn gleichmaig gegen H konvergiert
und die Funktionen , ` und f 2 F alle von beschrankter Variation sind, vgl. Bei-
spiel 2.6. Im Wesentlichen muss also die
"
Testfunktion\ ` dieselben Eigenschaften wie
die Regressoren besitzen.
Satz 3.13 Es mogen die Voraussetzungen 3.12 an ` sowie die Voraussetzungen von Satz
2.22 erfullt sein, und die Varianzfunktion 2 sei beschrankt. Fur festes ` 2 L2(H) n f0g
betrachten wir das Testproblem
H` = ff 2 F j hf; `iL2(H)  0g; K` = ff 2 F j hf; `iL2(H) > 0g:
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 1fq>0g(xi) <  1(1  );
x = (x1; : : : ; xn)
> 2 IRn, asymptotisch optimal in der Klasse aller asymptotisch {
ahnlichen Testfolgen im Sinne von Denition 1.41 bzw. Bemerkung 1.42 mit einem fest
vorgegebenen Niveau  2 (0; 1). Man beachte, dass wir die Regressorenklasse F  L2(H)
so erganzen konnen, dass H` \K` 6= ; und damit der Begri "asymptotisch {ahnlich\













fur alle f 2 F .
Beweis. Der Beweis beruht auf Satz 1.52, dessen Voraussetzungen hier uberpruft wer-













zur zentralen Folge gema Formel (2.38) aus Korollar 2.23 erfullt die zugehorigen Be-
dingungen (1.14), (1.15) und (1.16) von Satz 1.52. Man beachte die Identikation von
Elementen des Hilbertraums H(R) mit ihren Ableitungen. Weiter gilt fur die Teststati-
















fur x = (x1; : : : ; xn)
> 2 IRn. Es ist nur noch Voraussetzung (1.21) nachzuweisen, und
die Aussage folgt aus Satz 1.52. Setzen wir
F := f + f j ;  2 IR; f 2 Fg ;
so erfullt dieser
"
erweiterte\ Parameterraum F ebenfalls die Voraussetzungen von
Satz 2.22, d.h. 1








= 0 fur alle ~f 2 F,







schlieen, und aus der schwachen Konvergenz (2.39) in Korollar 2.23 folgt Bedin-
gung (1.21). 
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Beispiel 3.14 Gegeben seien das Grenzdesign H =  auf dem Versuchsbereich V =
[0; 1] und eine H-aquidistante Designfolge Hn. Weiter seien F = BV [0; 1] \ L2(H), die
Varianzfunktion   1, und als Fehlerverteilung Q legen wir wie schon in Beispiel 3.11
eine Laplace-Verteilung mit Parameter r = 1 und Fisher-Information J = 1 zu Grunde.
Dann hat Q die Dichte q(x) = 1
2
e jxj mit Lebesgue-Ableitung q0(x) =  sgn(x)q(x).
Wir interessieren uns dafur, ob das Lebesgue-Integral uber den unbekannten Regressor
positiv oder negativ ist. Mittels der Funktion `  1 formulieren wir das zugehorige
Testproblem
H` = ff 2 F j hf; `iL2(H)  0g; K` = ff 2 F j hf; `iL2(H) > 0g;
also
H` = ff 2 F j
Z
[0;1]
f d  0g; K` = ff 2 F j
Z
[0;1]
f d > 0g;
























x = (x1; : : : ; xn)







CA fur alle f 2 F .
Kapitel 4
Anwendungen in der Designtheorie
In diesem Kapitel beschaftigen wir uns mit dem Gebiet der Versuchsplanung. In Ab-
schnitt 4.1 schildern wir die zu Grunde liegende Problemstellung und gehen auf klas-
sische Ansatze aus der Theorie Linearer Modelle ein, wo man ausgehend vom linearen
erwartungstreuen Schatzen bei quadratischem Schaden und einem fest vorgegebenen
Stichprobenumfang versucht, einen moglichst
"
guten\ Versuchsplan zu bestimmen. Im
Gegensatz dazu, aber ganz im Kontext der vorliegenden Arbeit, liegt es nahe, die De-
signtheorie im Rahmen der Entscheidungstheorie zu sehen, d.h. Versuchsplane zu be-
stimmen, die
"
universell gut\ sind fur alle moglichen Entscheidungsprobleme. Dieser
neue Ansatz fuhrt uns zu denselben Methoden, wie sie in der klassischen Designtheorie
angewandt werden, er erlaubt aber - im Gegensatz zu den bisherigen Ansatzen - eine
wesentlich weitreichendere Interpretation der Ergebnisse.
In den Abschnitten 4.2 und 4.3 beschaftigen wir uns mit asymptotischer Designtheorie.
Es werden Versuchsplane bestimmt, die nicht fur einen festen Beobachtungsumfang opti-
mal sind, sondern asymptotisch optimal, d.h.
"
gut\ fur alle hinreichend groen Beobach-
tungsumfange. Dieser asymptotische Ansatz, der bisher in der Literatur noch sehr wenig
untersucht worden ist, wird in der vorliegenden Arbeit erstmals im entscheidungstheore-
tischen Rahmen betrachtet, wobei die Konvergenzaussagen fur Regressionsmodelle aus
Kapitel 2 die entscheidende Grundlage sind. Dabei basiert Abschnitt 4.2 auf dem globa-
len Konvergenzsatz 2.31 fur Lineare Regressionsmodelle mit normalverteilten Fehlern,
Abschnitt 4.3 auf den lokalen Konvergenzsatzen aus Abschnitt 2.4.
Zum Abschluss des Kapitels untersuchen wir in Abschnitt 4.4 ein klassisches Optima-
litatskriterium der Designtheorie Linearer Modelle, namlich die E{Optimalitat aus ent-
scheidungstheoretischer Sicht.
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4.1 Designtheorie bei fest vorgegebenem Stichpro-
benumfang
4.1.1 Problemstellung









 f 2 F
)!
(4.1)
aus Formel (2.6) war das Dreiecksschema (tni), i = 1; : : : ; n, n 2 IN, der Versuchspunk-
te, das wir auch als Designfolge bezeichnet haben, stets fest vorgegeben. Fur n 2 IN
haben wir die Versuchspunkte tn1; : : : ; tnn mit der zugehorgen Verteilungsfunktion Hn
aus (2.10) identiziert. Eine solche aus n (nicht notwendig verschiedenen) Punkten her-
vorgehende Verteilungsfunktion Hn nennen wir kunftig ein konkretes (oder exaktes)
Design fur n Versuchspunkte. Um die Abhangigkeit der Regressionsmodelle von
dem zugehorigen konkreten Design auszudrucken, schreiben wir ab jetzt En(Hn).
Beispiel 4.1 Im Fall eines Linearen Regressionsmodells mit den Regressoren f1; : : : ; fk,











f1(tnn)    fk(tnn)
1
CA











Unter Normalverteilungsannahme ergeben sich dann die Linearen Modelle
N (An(Hn);2n(Hn)) bzw. transformiert N (An(Hn) 1n (Hn); In);
vgl. Beispiel 2.1. Ist die Fehlerverteilung unbekannt mit Erwartungswert 0 und Varianz
1, so erhalt man die Linearen Modelle, vgl. Beispiel 2.2,
L(An(Hn);2n(Hn)) bzw. transformiert L(An(Hn) 1n (Hn); In):
Es stellt sich jetzt die Frage, wie man die Versuchspunkte tn1; : : : ; tnn, d.h. das konkrete
DesignHn, zu wahlen hat, wenn man ein moglichst informatives statistisches Experiment
erhalten mochte. Auf Grund der bisherigen Uberlegungen ist es naheliegend, als Ver-
gleichsmastab zweier Experimente mit verschiedenen Designs die {Metrik LeCam's
zu wahlen. Der Zugang in der klassischen Designtheorie ist jedoch ein anderer.
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4.1.2 Approximative Designtheorie fur das Lineare Regressi-
onsmodell - klassische Ansatze
Wir wollen die Prinzipien der klassischen Designtheorie kurz erlautern, um sie mit unse-
ren entscheidungstheoretischen Ansatzen vergleichen zu konnen. Eine ausfuhrliche Dar-
stellung der klassischen Theorie ndet man zum Beispiel in den Buchern Silvey (1980)
und Pukelsheim (1993). Wir beschranken uns hier auf den Fall der Linearen Regression.
Bei festem Stichprobenumfang n0 2 IN betrachten wir fur zwei verschiedene konkrete
Designs H1n0 und H2n0 die Linearen Regressionsmodelle L(An0(H1n0);2n0(H1n0)) bzw.
L(An0(H2n0);2n0(H2n0)) aus Beispiel 4.1. Beiden Modellen liegen dieselben Regressoren
f1; : : : ; fk sowie dieselbe Varianzfunktion 
2 zu Grunde. Jetzt vergleichen wir diese Expe-
rimente bezuglich des linearen erwartungstreuen Schatzens bei quadratischem Schaden,
wie wir das bereits in Abschnitt 1.3 erlautert haben. Dabei erhalten wir in der klassi-
schen Designtheorie das folgende Ergebnis als eine direkte Folgerung der Satze 1.12 und
1.14 sowie Gleichung (2.45) auf Seite 64.
Satz 4.2 Das zum konkreten Design H1n0 gehorige Modell L(An0(H1n0);2n0(H1n0))
ist genau dann bezuglich des linearen erwartungstreuen Schatzens bei quadratischem
Schaden mindestens so informativ wie das zum Design H2n0 gehorige Lineare Modell

































































gilt. In diesem Fall nennen wir das Design H1n0 mindestens so informativ wie H2n0.
Die obigen Matrizen werden Informationsmatrizen der jeweiligen Modelle genannt;
sie waren bereits Gegenstand der Untersuchungen in Abschnitt 2.4.2, vgl. (2.26) und
(2.28) auf Seite 53.
Auf der Suche nach
"
guten\ Designs treten vor allem zwei Probleme auf. Zum einen
existieren im Allgemeinen keine optimalen Designs, da die Lowner-Ordnung nur eine
Halbordnung ist. Man kann sich dann entweder auf verschiedene Klassen von konkreten
Designs einschranken, in denen es optimale Vertreter gibt, oder man optimiert ein Funk-
tional der Informationsmatrizen, was z.B. zum Begri der E{Optimalitat fuhrt, die in
Abschnitt 4.4 untersucht wird. Zum anderen stellt sich die diskrete Struktur (n0 2 IN
fest) als schwerwiegendes Problem heraus, da dadurch einfache analytische Hilfsmittel
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bei den Optimierungsproblemen nicht anwendbar sind. Diese Schwierigkeit fuhrt uns
zur approximativen Designtheorie. Wir betrachten hierbei die Informationsmatri-
zen selbst, lassen jetzt aber alle Verteilungsfunktionen H auf [a; b] als Integratoren zu.
Man spricht dann von approximativen oder stetigen Designs, wobei der Begri
"
stetig\ nichts mit den Eigenschaften der Verteilungsfunktion H zu tun hat, diese kann
































und man wird versuchen, sie selbst bzw. Funktionale davon zu
"
optimieren\, wobei auf
ubliche Methoden der Analysis zuruckgegrien werden kann. Ein optimales stetiges
Design wird jedoch i.A. nicht durch ein konkretes Design mit n0 Versuchspunkten reali-
sierbar sein, d.h. es wird kein solches konkretes Design mit derselben Informationsmatrix
geben. Zwar besagt der Satz von Caratheodory, vgl. Pukelsheim (1993), S. 188, dass
jede von einem beliebigen stetigen Design erzeugte Informationsmatrix auch von einem
Design mit hochstens 12k(k+1)+1 Massepunkten erzeugt werden kann. Die Wahrschein-
lichkeitsmasse in diesen Punkten ist aber i.A. kein Vielfaches von 1
n0
. Somit bleibt die
Frage, inwieweit man ein optimales Design fur n0 Versuchspunkte durch ein konkretes
Design mit n0 Versuchspunkten annahern kann. Diese Problemstellung korrespondiert,
wie wir sehen werden, mit den asymptotischen Uberlegungen von Abschnitt 4.2.
4.1.3 Entscheidungstheoretische Ansatze in der Designtheorie
In Abschnitt 4.1.1 haben wir bereits angedeutet, dass es auf Grund der bisherigen ent-
scheidungstheoretischen Uberlegungen nahe liegt, Designs im Sinne von LeCam's {
Metrik zu vergleichen. Die allgemeinen Regressionsmodelle En aus (4.1) entsprechen
dem Beobachten der Zufallsvariablen
Yni = f(tni) + (tni)ni; i = 1; : : : ; n;
wie wir das in Abschnitt 2.1 beschrieben haben.
Denition 4.3 Es seien der Versuchsbereich V, die Fehlerverteilung Q, die Regresso-
renklasse F sowie die Varianzfunktion 2 fest vorgegeben, und weiter seien n0 2 IN
ein fester Stichprobenumfang, H1n0 ; H2n0 zwei konkrete Designs mit n0 Versuchspunk-
ten und En0(H1n0); En0(H2n0) die zugehorigen Regressionsmodelle gema Formel (4.1).
Dann nennen wir das konkrete Design H1n0 mindestens so informativ wie H2n0, falls
im Sinne der LeCam-Halbordnung, vgl. Denition 1.4, gilt
En0(H1n0)  En0(H2n0):
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Sind die beiden Regressionsmodelle aquivalent, also En0(H1n0)  En0(H2n0), so nennen
wir auch die zugehorigen Designs aquivalent. Mit
ÆD(H1n0 ; H2n0) := Æ(En0(H1n0); En0(H2n0))
bezeichnen wir den (einseitigen) Informationsabstand des Designs H1n0 vom Design
H2n0 und mit
D(H1n0 ; H2n0) := (En0(H1n0); En0(H2n0))
den Informationsabstand der beiden Designs H1n0 und H2n0, vgl. Denition 1.5.
Interpretation 4.4 (von Denition 4.3) Gema Denition 1.4 ist ein Design H1n0
genau dann mindestens so informativ wie ein zweites Design H2n0 , falls es fur jedes
Entscheidungsproblem mit von unten halbstetiger und nach unten beschrankter Ver-
lustfunktion (Verlustfunktionen sind denitionsgema nach unten beschrankt, man be-
achte aber, dass auf eine obere Schranke fur die Verlustfunktion verzichtet werden kann,
vgl. Denition 1.2) fur das zugehorige Regressionsmodell En0(H1n0) gleichmaig nicht
schlechtere Entscheidungen gibt wie fur En0(H2n0). Wir werden dies an zwei Beispielen
erlautern: Ist ein beliebiges Testproblem, d.h. eine Partition (H;K) von F gegeben, so
existiert zu jedem Test  fur En0(H2n0) ein Test ' fur En0(H1n0) mit gleichmaig nicht
schlechterer Gute, d.h.
g'(f)  g (f) fur alle f 2 H und g'(f)  g (f) fur alle f 2 K:
Soll dagegen die unbekannte Regressionsfunktion f 2 F geschatzt werden, und ist eine
beliebige von unten halbstetige Verlustfunktion (Wf)f2F gegeben, so existiert zu jedem
Schatzer T2 fur En0(H2n0) ein Schatzer T1 fur En0(H1n0) mit gleichmaig nicht groerem
Risiko, d.h.
rT1(f)  rT2(f) fur alle f 2 F :
Etwas Vorsicht ist bei dieser Interpretation jedoch geboten, da LeCam's {Metrik mit-
tels
"
verallgemeinerter Entscheidungsfunktionen\ eingefuhrt wurde. Streng genommen
musste man z.B. sagen, dass zu jedem Schatzer T2 eine verallgemeinerte Entscheidungs-
funktion 1 mit gleichmaig nicht groerem Risiko existiert. Man beachte dazu aber
Satz 1.1 oder die Tatsache, dass die Menge der randomisierten Entscheidungsfunktionen
in der Menge der verallgemeinerten Entscheidungsfunktionen bezuglich der Topologie der
punktweisen Konvergenz, vgl. Abschnitt 1.8.2, dicht liegt, vgl. Strasser (1985), S. 232.
Anhand dieser Interpretation erkennt man den entscheidenden Unterschied zur klassi-
schen Designtheorie fur Lineare Modelle aus Abschnitt 4.1.2, wo man
"
gute\ Designs fur
das erwartungstreue Schatzen bei quadratischem Schaden sucht. Bei unserer Denition
ist ein Design
"




gut\ ist. Nach Lemma 1.6 ist
D eine Pseudometrik auf dem Raum aller konkreten Designs mit n0 Versuchspunkten
bei gegebenen Q;V;F und 2. Bildet man Aquivalenzklassen, so erhalt man einen me-
trischen Raum, dessen topologische Eigenschaften hier jedoch nicht untersucht werden.
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Zum Abschluss dieses Abschnitts werden wir noch zwei wichtige Beispiele anfuhren, die
den Zusammenhang zur klassischen Designtheorie herstellen.
Beispiel 4.5 (Konstantenregression) Betrachten wir das Problem der Konstanten-
regression bei konstanter Varianzfunktion, d.h. F = fc  1V j c 2 IRg und o.B.d.A.





j c 2 IRg)
nicht mehr von den Versuchspunkten ab. Alle Designs H sind somit aquivalent.
Beispiel 4.6 (Lineare Modelle mit normalverteilten Fehlern)
Betrachten wir wie in Beispiel 4.1 Lineare Modelle mit normalverteilten Fehlern
N (An0(Hin0) 1n0 (Hin0); In0), i = 1; 2, so ist nach Satz 1.12 das konkrete Design H1n0





> L An0(H2n0) 2n0 (H2n0)An0(H2n0)
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ist. Die Begrisbildung eines
"
besseren Designs\ im Sinne von Denition 4.3 stimmt
folglich mit derjenigen der klassischen Designtheorie uberein, vgl. Satz 4.2. Interpreta-
tion 4.4 erlaubt uns aber viel weitergehende Schlussfolgerungen, als das bisher moglich
war.
4.2 Asymptotische Designtheorie fur Lineare Re-
gressionsmodelle mit normalverteilten Fehlern
In der asymptotischen Designtheorie gehen wir nicht von einem festen Beobachtungs-
umfang aus, sondern geben Folgen von Designs an, die fur groe Beobachtungsumfange
"
nahezu optimal\ sind, also asymptotisch optimal. Die Grundidee ist dabei die folgende:
(i) In Kapitel 2 haben wir den Regressionsmodellen
"
geeignete\ Grenzmodelle zuge-
ordnet, in denen Grenzdesigns auftraten. Man bestimmt fur diese Grenzmodelle
ein
"
gutes\ stetiges Design H. Dabei vergleicht man zwei Grenzexperimente mit
verschiedenen Designs analog zu Denition 4.3 mittels der LeCam-Halbordnung.
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(ii) Man bestimmt eine Designfolge Hn, die das gewahlte Grenzdesign H gema den
Voraussetzungen des den Experimentfolgen zu Grunde liegenden Konvergenzsatzes
approximiert.
Dieses Vorgehen wird uns zu denselben Ansatzen fuhren, die wir fur die approximati-
ve Designtheorie in Abschnitt 4.1.2 beschrieben haben, ermoglicht aber auf Grund der
neuen Herangehensweise wesentlich weitreichendere Interpretationen.
Die soeben skizzierte Methodik wird anhand von speziellen Situationen prazisiert, und
wir werden ausfuhrlich erlautern, was unter asymptotischer Optimalitat einer Designfol-
ge zu verstehen ist. Hierzu werden wir die in Kapitel 2 erarbeiteten Konvergenzsatze
heranziehen.
Da globale asymptotische Untersuchungen zunachst eine groere Rolle spielen als lokale
Konvergenzsatze, werden wir zuerst die Auswirkungen von Abschnitt 2.5 und speziell
von Satz 2.31, wo (starke) asymptotische Aquivalenz von Experimentfolgen vorliegt, fur
die asymptotische Designtheorie analysieren. Dazu geben wir uns einen festen Versuchs-
bereich V = [a; b] sowie Regressoren f1; : : : ; fk und eine Varianzfunktion 2 > 0 vor. Fur
ein konkretes Design Hn betrachten wir An(Hn), 
2
n
(Hn) bzw. N (An(Hn);2n(Hn)) wie
in Beispiel 4.1. Fur ein stetiges Design H denieren wir die Informationsmatrix B(H)
gema Formel (4.2). Man beachte, dass die Matrix B(H) genau dann regular ist, wenn
die Funktionen f1

; : : : ;
fk

linear unabhangig in L2(H) sind.
Denition 4.7 Gegeben seien zwei Folgen N (An(Hin);2n(Hin)), i = 1; 2, Linearer Re-
gressionsmodelle mit normalverteilten Fehlern wie in Beispiel 4.1. Fur die Regressoren,
die Varianzfunktion und die beiden Designfolgen gelte wie in Satz 2.31
1. es existieren Grenzdesigns H1; H2, gegen das die Designfolgen H1n; H2n im Sinne
von (2.11) oder (2.12) konvergieren,
2. die Funktionen f1

; : : : ;
fk

bilden eine H1n{H1{ und H2n{H2{Konvergenzklasse,
3. die Funktionen f1

; : : : ;
fk

seien linear unabhangig in L2(H1) und in L
2(H2).
Dann heit die Folge konkreter Designs (H1n)n2IN asymptotisch mindestens so in-
formativ wie die Folge (H2n)n2IN, falls fur die zugehorigen Grenzdesigns
B(H1) L B(H2):
gilt. Existiert keine asymptotisch informativere Designfolge als (H1n)n2IN, so nennen wir
die Folge (H1n)n2IN asymptotisch zulassig.
Der folgende Satz illustriert die Bedeutung dieser Denition.
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Satz 4.8 Gegeben sei eine Designfolge (H1n)n2IN, die im Sinne von Denition 4.7 echt
informativer sei als eine Folge (H2n)n2IN, d.h. es gelte B(H1) >L B(H2). Dann gilt fur
die zugehorigen Linearen Regressionsmodelle mit normalverteilten Fehlern
N (An(H1n);2n(H1n))  N (An(H2n);2n(H2n)) (4.3)
ab hinreichend groem n 2 IN, d.h. die zu der Designfolge (H1n)n2IN gehorigen Regressi-
onsmodelle N (An(H1n);2n(H1n)) sind ab einem n0 2 IN informativer als die zur Folge






n!1 ! kN(0; B(H1)) N(0; B(H2))kV
(4.4)
mit der Abschatzung
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fur den Grenzwert. Fur die zugehorigen Linearen Modelle bei unbekannter Fehlervertei-
lung gilt
L(An(H1n);2n(H1n)) q L(An(H2n);2n(H2n)) (4.6)
ab hinreichend groem n 2 IN.










































() B(H1) L B(H2);



















= kN(0; B(H1)) N(0; B(H2))kV
und damit die Konvergenz (4.4). Die Abschatzung (4.5) folgt aus Beispiel A.13 und
Ungleichung (A.3); (4.6) folgt aus (4.3) in Verbindung mit Satz 1.14. 
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Bemerkung 4.9
1. Wir wollen nochmals auf die Interpretation von Denition 4.7 eingehen. Ist eine
Designfolge asymptotisch informativer als eine andere, so heit das, dass die Fol-
ge zugehoriger Linearer Regressionsmodelle unter Normalverteilungsannahme ab
einem Stichprobenumfang n0 immer im "
starken\ Sinne LeCam's informativer ist
als die entsprechende andere Modellfolge. Der Informationsabstand der Modelle
konvergiert gegen den Informationsabstand der Grenzmodelle aus Formel (4.4).
Die Designfolge ist somit fur jedes Entscheidungsproblem mit von unten halbste-
tiger Verlustfunktion ab hinreichend groem Stichprobenumfang geeigneter als die
andere, vgl. Interpretation 4.4. Betrachtet man Lineare Regressionsmodelle bei
unbekannter Fehlerverteilung mit Erwartungswert 0 und Varianz 1, so ist eine in-
formativere Designfolge zwar nicht mehr im
"
starken\ Sinne LeCam's besser, aber
sie ist ab hinreichend groem Stichprobenumfang besser fur das erwartungstreue
lineare Schatzen bei quadratischem Schaden.
2. Auch wenn keines von zwei Grenzdesigns im Sinne von Denition 4.7 informativer
ist als das andere, kann man den Abstand der zugehorigen Grenzmodelle angeben.
Er ist unabhangig vom Stichprobenumfang n und lasst sich als Variationsabstand
zweier Normalverteilungen gema Theorem 8.5.7 aus Torgersen (1991) berechnen.
Damit kann man, vergleichbar zu Denition 4.3, einen asymptotischen Abstand
zweier Designfolgen denieren.
3. Schlielich soll kurz erlautert werden, wie Denition 4.7 von einem Anwender zu
verstehen ist, der sich im Vorfeld eines Experimentes ein
"
gutes\ Design auswahlen
mochte. Gema Satz 4.8 kann er wie folgt vorgehen:
(i) Er wahlt fur die Grenzmodelle ein geeignetes stetiges Design H aus, z.B. ein
Design, das in einer vorgegebenen Klasse optimal ist.
(ii) Er bestimmt eine DesignfolgeHn, die das gewahlte Grenzdesign H gema den
Voraussetzungen von Denition 4.7 approximiert. So kann man zum Beispiel
eine H{aquidistante Designfolge wahlen, vgl. Beispiel 2.3.
(iii) Er beachtet dabei, dass die Funktionen f1

; : : : ; fk

linear unabhangig in L2(H)
sind und eine Hn{H{Konvergenzklasse bilden.
Bei der Bestimmung eines geeigneten konkreten Designs fur fest vorgegebenen (groen)
Stichprobenumfang geht man also vom Grenzmodell aus. Das folgende Beispiel soll dies
verdeutlichen.
Beispiel 4.10 (Geradenregression) Seien V = [0; 1], 2  1, f1  1, f2 = id[0;1]. Sei
H := fH : V ! [0; 1] j H Verteilungsfunktion ; H 6 1; H 6= 1f1gg. Dann sind fur alle
H 2 H die Funktionen f1 und f2 linear unabhangig in L2(H). Beide Funktionen sind
stetig und von beschrankter Variation, so dass sie eine Hn{H{Konvergenzklasse bilden
fur jede Designfolge (Hn)n2IN, die im Sinne von (2.11) oder (2.12) gegen ein Grenzdesign
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H konvergiert. Die Voraussetzungen von Satz 2.31 sind somit diesbezuglich erfullt.










moglicher Grenzdesigns vor. Dann ist das Design H := (1  )1[0;1] + 1f1g optimal in
der Klasse H , d.h. es gilt B(H) L B(H) fur alle H 2 H. Jedes der Designs H ist
zulassig in H, d.h. es gibt kein informativeres Design in H fur das Grenzmodell. Die
Menge
fH j  2 [0; 1]g
ist die Menge aller zulassigen Designs. Betrachten wir die Klasse H 1
2
, so ist das optimale
Design H 1
2





, x 2 [0; 1], gehorige Design Hg
mit Hg(x) = 4x
3   6x2 + 3x, x 2 [0; 1]. Das Design Hg ist wiederum informativer als
das zum Lebesgue-Ma gehorige Design H = id[0;1]. Fur den Informationsabstand im
asymptotischen Modell ergibt sich z.B. fur die Designs H 1
2
































































xH(dx) =  ist B(H)   B(H) positiv semidenit, also
B(H) L B(H). Damit ist das Design H optimal in der Klasse H. Fur 1 6= 2 ist
B(H1)  B(H2) =

0 1   2
1   2 1   2












x2 dx ist Hg informativer als H. Die Abschatzung
fur H 1
2
und H erhalt man durch einfache Rechnung aus Ungleichnung (4.5). 
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4.3 Lokale asymptotische Designtheorie fur Regres-
sionsmodelle
Wahrend wir in Abschnitt 4.2 globale asymptotische Aquivalenz von Regressionsmodel-
len dazu genutzt haben, um globale asymptotische Aussagen zur Designtheorie herzu-
leiten, werden wir nun die lokalen Untersuchungen aus Abschnitt 2.4 verwenden. Es
sei hier ausdrucklich darauf hingewiesen, dass bei den folgenden Uberlegungen jeweils
eine Lokalisierung im Parameterraum zu Grunde liegt. Diese lokalisierten Modelle sind
speziell fur statistische Fragestellungen, die sich
"
auf den Lokalisierungspunkt konzen-
trieren\, geeignet. Dementsprechend sind die
"
guten\ Designs dieses Abschnitt als
"
gut
in Hinblick auf solche lokale Fragestellungen\ zu verstehen.
4.3.1 Lokalisierte Lineare Regressionsmodelle
Grundlage der folgenden Betrachtungen sind die Satze 2.16 und 2.26. Beide Satze un-
tersuchen die Asymptotik lokalisierter Linearer Regressionsmodelle mit einer bekannten
Fehlerverteilung, die den Voraussetzungen 2.9 genugt. In einem Fall liegt schwache, im
anderen Fall starke Konvergenz im Sinne LeCam's vor. Dabei ist der folgende Aspekt
besonders wichtig: Fur die Asymptotik der Modelle mussen wir die Fehlerverteilung als
bekannt voraussetzen, fur die asymptotischen Untersuchungen zur Designtheorie ist sie
jedoch irrelevant, solange sie nur den Voraussetzungen 2.9 genugt. Die Aussagen zur
Designtheorie sind also unabhangig von der Fehlerverteilung.
Zunachst greifen wir nochmals die Ergebnisse der beiden Satze auf. Man beachte dabei
die jeweiligen Voraussetzungen und die Tatsache, dass wir uns auf den Ursprung als
Lokalisierungspunkt beschranken. Wir werden im Unterschied zu Kapitel 2 alle auftre-
tenden Experimente in Abhangigkeit von der Designfolge (Hn)n2IN und vom Grenzdesign















  2 IRk
)!









nachgewiesen. In Satz 2.26 hatten wir die auf einen beschrankten Parameterraum  
IRk eingeschrankten Modelle Elocn;(Hn) untersucht und die starke Konvergenz gegen den


















n!1 ! 0. Die Fehlerverteilung Q tritt in den
Grenzexperimenten lediglich in Form ihrer Fisher-Information J auf.
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4.3.1.1 Starke lokale asymptotische Designtheorie
Wir untersuchen zunachst die designtheoretische Bedeutung des starken lokalen Konver-
genzsatzes 2.26. In Analogie zu Denition 4.7 ergibt sich die folgende auf die vorliegende
Situation angepasste Denition.
Denition 4.11 Gegeben sei die Situation von Satz 2.26, d.h. es gelten die Vorausset-
zungen 2.9 an die Fehlerverteilung und die folgenden Voraussetzungen an die Regresso-
ren, die Varianzfunktion und die Designfolgen:
1. Es existieren Grenzdesigns H1; H2, gegen das die Designfolgen H1n; H2n im Sinne
von (2.11) oder (2.12) konvergieren,
2. die Funktionen f1

; : : : ;
fk

seien beschrankt, und sie bilden eine H1n{H1{ und eine
H2n{H2{Konvergenzklasse,
3. die Funktionen f1

; : : : ; fk

seien linear unabhangig in L2(H1) und in L
2(H2).
Weiter seien   IRk beschrankt und die Modelle Elocn;(Hin), i = 1; 2, gegeben. Dann
nennen wir eine Folge konkreter Designs (H1n)n2IN lokal asymptotisch mindestens
so informativ wie eine Folge (H2n)n2IN, falls fur die zugehorigen Grenzmodelle gilt
G(H1)  G(H2):
Existiert keine informativere Designfolge als (H1n)n2IN, so nennen wir die Folge
(H1n)n2IN lokal asymptotisch zulassig.
Analog zu Satz 4.8 beweist man den folgenden Satz, der Denition 4.11 verdeutlicht.
Satz 4.12 Gegeben sei eine Designfolge (H1n)n2IN, die im Sinne von Denition 4.11




ab hinreichend groem n 2 IN, d.h. die zu der Designfolge (H1n)n2IN gehorigen Regres-
sionsmodelle Eloc
n;(H1n) sind ab einem n0 2 IN informativer als die zur Folge (H2n)n2IN
gehorigen Modelle Elocn;(H2n). Desweiteren ist
G(H1)  G(H2) () >B(H1)  >B(H2) fur alle  2 ,








n!1 ! (G(H1); G(H2))  kN(0; B(H1)) N(0; B(H2))kV :
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Wir verdeutlichen die Bedeutung von Denition 4.11 und Satz 4.12 in Abbildung 4.2, fur
die die zu den Regressionsmodellen Eloc
n;(Hin) gehorigen Grenzmodelle G(Hi), i = 1; 2,












fur n hinreichend gro
! 0 fur n!1
Eloc
n;(H2n)
Abbildung 4.2: Bedeutung von Denition 4.11 und Satz 4.12
Auch Bemerkung 4.9 behalt ihre Gultigkeit, berucksichtigt man die Tatsache, dass allen
Uberlegungen lokalisierte Modelle zu Grunde liegen und die Ergebnisse dahingehend zu
interpretieren sind.
4.3.1.2 Schwache lokale asymptotische Designtheorie
Deutlich schwieriger ist es, die Bedeutung der schwachen Konvergenz im Sinne LeCam's
aus Satz 2.16 fur die asymptotische Designtheorie zu erfassen. Abbildung 4.3 soll diese
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n
(H1n) ? Elocn (H2n)
Abbildung 4.3: Problematik der schwachen Konvergenz aus Satz 2.16
Auf Grund der nur schwachen Konvergenz konnen wir nicht mehr erwarten, dass die
100 Kapitel 4. Anwendungen in der Designtheorie
lokalisierten Experimente Eloc
n
(H1n) ab hinreichend groem Beobachtungsumfang n im
Sinne LeCam's informativer sind als Eloc
n
(H2n). Die folgende Denition bedarf also einer
anderen Interpretation.
Denition 4.13 Gegeben seien die Voraussetzungen von Satz 2.16, d.h. es gelten die
Voraussetzungen 2.9 an die Fehlerverteilung und die folgenden Voraussetzungen an die
Regressoren, die Varianzfunktion und die Designfolgen:
1. Es existieren Grenzdesigns H1; H2, gegen das die Designfolgen H1n; H2n im Sinne
von (2.11) oder (2.12) konvergieren,
2. die Funktionen f1

; : : : ; fk

bilden sowohl eine H1n{H1{ als auch eine H2n{H2{


















, i = 1; : : : ; n, die zum Design Hln gehorigen Versuchspunkte bezeichnen,
3. die Funktionen f1

; : : : ;
fk

seien linear unabhangig in L2(H1) und in L
2(H2).
Weiter seien die lokalisierten Experimente Eloc
n
(Hin), i = 1; 2, gegeben. Dann nennen
wir eine Folge konkreter Designs (H1n)n2IN schwach lokal asymptotisch mindestens
so informativ wie eine Folge (H2n)n2IN, falls fur die zugehorigen Grenzdesigns gilt
B(H1) L B(H2):
Die Bedeutung von Denition 4.13 lasst sich nicht mehr so anschaulich erklaren, wie wir
das im Fall der starken Konvergenz konnten. Die Folgerungen, die wir aus der schwachen
Konvergenz im Sinne LeCam's ziehen konnen, beruhen im Wesentlichen auf der Hajek-
LeCam Minimax-Schranke 1.46, die verschiedene Interpretationen von Denition 4.13
ermoglicht. Zunachst werden wir Denition 4.13 aber an einem Beispiel illustrieren.
Beispiel 4.14 In Satz 3.1 wurde aus der schwachen Konvergenz unter den Vorausset-
zungen von Satz 2.16 mit Hilfe der Hajek-LeCam Minimax-Schranke 1.46 eine asympto-
tisch optimale Testfolge fur Testprobleme der Form
H` = f 2 IRk j `>  0g; K` = f 2 IRk j `> > 0g












wobei B(H) die Informationsmatrix bezeichnet.
Sind nun zwei Designfolgen (H1n)n2IN, (H2n)n2IN mit Grenzdesigns H1, H2 gegeben und
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ist die Folge (H1n)n2IN im Sinne von Denition 4.13 schwach lokal asymptotisch minde-
stens so informativ wie die Folge (H2n)n2IN, d.h. es gilt B(H1) L B(H2), so besitzt die
zu den Designs H1n gehorige optimale Testfolge '

n
(H1n) bezuglich der zu H2n gehorigen
optimalen Testfolge '
n










Um ein Zahlenbeispiel zu geben, greifen wir das Beispiel 4.10 der Geradenregression





und H, die von den Folgen (H1n)n2IN bzw. (H2n)n2IN approximiert
werden. Die Fragestellung, ob die Regressionsfunktion im Punkt x = 1 unterhalb der








Will man wissen, ob die Steigung der Geraden negativ ist, so wahlt man ` = (0; 1)> und







Jetzt interpretieren wir Denition 4.13 theoretisch anhand von Korollar 1.48, einem Spe-
zialfall der Hajek-LeCam Minimax-Schranke, und erhalten eine asymptotische Minimax-
Interpretation fur den Begri eines schwach lokal asymptotisch informativeren Designs.




Interpretation 4.15 (Minimax-Interpretation von Denition 4.13)
Gegeben seien die Situation aus Denition 4.13 und ein Entscheidungspaar (D;W ) mit
von unten halbstetiger Verlustfunktion W . Die Designfolge (H1n)n2IN sei schwach lokal
asymptotisch mindestens so informativ wie (H2n)n2IN, d.h. fur die zugehorigen Grenzex-
perimente gilt








2 (H2); Ik) =: F2:
Folglich existiert nach Denition 1.4 zu jeder Entscheidungsfunktion 2 2 R(F2; D) eine
Entscheidungsfunktion 1 2 R(F1; D) mit gleichmaig nicht groerem Risiko, vgl. (1.1),
also
r1()  r2();  2 IRk:
Schranken wir den Parameterraum IRk auf eine beliebige Teilmenge 0  IRk ein, so gilt
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Setzen wir weiter die Existenz von Entscheidungsfunktionen 1n 2 R(Elocn (H1n); D),




























fur alle Folgen von Entscheidungsfunktionen 2n 2 R(Elocn (H2n); D), n 2 IN. Somit ha-
ben wir eine asymptotische Minimax-Interpretation dafur erhalten, dass die Designfolge
(H1n)n2IN schwach lokal asymptotisch mindestens so informativ ist wie (H2n)n2IN. Dabei
mussten wir jedoch voraussetzen, dass fur die Experimente Elocn (H1n) das asymptotische
Minimax-Risiko (fur 0) durch eine Folge von Entscheidungsfunktionen (

1n)n2IN reali-
siert werden kann. Die Existenz einer solchen Folge kann aber im Allgemeinen nur unter
zusatzlichen Voraussetzungen an die Verlustfunktion W bewiesen werden.
4.3.2 Lokalisierte allgemeine Regressionsmodelle
Analog zu den Ausfuhrungen fur Lineare Regressionsmodelle in Abschnitt 4.3.1 werden
wir nun lokalisierte allgemeinene Regressionsmodelle in Hinblick auf asymptotische Aus-
sagen zur Designtheorie untersuchen. Einziger Unterschied ist die Technik, mit der wir
die Grenzmodelle (jetzt Gauexperimente mit Beobachtungsraum C[0; 1]) vergleichen.
An Stelle der Theorie Torgersens werden wir die Ergebnisse von Luschgy aus Abschnitt
1.5 verwenden. Im Fall allgemeiner Regressionsmodelle sind jedoch viele Designs im
starken Sinne LeCam's nicht vergleichbar.
Grundlage der folgenden Ausfuhrungen sind die Satze 2.22, 2.28 und 2.29, deren Aus-
sagen wir hier kurz wiederholen. Die auftretenden Experimente schreiben wir wieder in
Abhangigkeit der Designfolge (Hn)n2IN bzw. des Grenzdesigns H. In Satz 2.22 wurden













 f 2 F
)!
untersucht, wobei wir diese Experimente in Satz 2.28 auf einen Parameterraum   F ,
so dass 1

 totalbeschrankt in L2(H) ist, und in Satz 2.29 unter Normalverteilungs-
annahme auf FC, vgl. (2.46) auf Seite 66, eingeschrankt haben. Unter den jeweiligen














 ÆH 1(x) (dx) +W (s); s 2 [0; 1];
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erhalten bzw. deren eingeschrankte Versionen E(H) und EFC (H) { in Satz 2.22 als
schwachen Grenzwert, in den anderen beiden Satzen als starken Grenzwert. Diese Grenz-
experimente haben nach Lemma 2.17 den Covarianzkern





dH fur f1; f2 2 F (bzw. 2  oder 2 FC)
zur Basis 0. Analog zu den Denitionen 4.11 und 4.13 ergibt sich die folgende
Denition 4.16 Gegeben seien die Voraussetzungen und Modelle von Satz 2.28 bzw.
2.29. Dann nennen wir eine Folge konkreter Designs (H1n)n2IN lokal asymptotisch
mindestens so informativ wie eine Folge (H2n)n2IN, falls fur die zugehorigen Grenz-
designs H1; H2 gilt
E(H1)  E(H2) bzw. EFC (H1)  EFC (H2):
Sind die Voraussetzungen und das Modell von Satz 2.22 gegeben, wo schwache Konver-
genz der Experimente vorliegt, so nennen wir eine Folge konkreter Designs (H1n)n2IN
schwach lokal asymptotisch mindestens so informativ wie eine Folge (H2n)n2IN,
falls fur die zugehorigen Grenzdesigns gilt
E(H1)  E(H2):
Zur Erlauterung dieser Denition vergleiche man Bemerkung 4.9, Interpretation 4.15
sowie die Abbildungen 4.2 und 4.3. Fur das allgemeine Regressionsmodell konnen wir
aber nur eine hinreichende, keine charakterisierende Bedingung fur eine informativere
Designfolge angeben. Der folgende Satz ist eine direkte Anwendung von Satz 1.29.
Satz 4.17 Es sei eine der Situationen aus Denition 4.16 gegeben. Weiter seien H1; H2
stetige Designs, die von Designfolgen (H1n)n2IN, (H2n)n2IN approximiert werden. Die
Funktionen f

mit f aus dem jeweiligen Parameterraum seien paarweise unterscheidbar
in L2(H1) und in L
2(H2). KH1 und KH2 seien die zu den Grenzexperimenten gehorigen
Covarianzkerne zur Basis 0.
Ist KH1  KH2 positiv semidenit (diese Bedingung ist unabhangig von J und damit un-
abhangig von der zu Grunde liegenden Fehlerverteilung), so ist die Designfolge (H1n)n2IN
(schwach) lokal asymptotisch mindestens so informativ wie die Folge (H2n)n2IN.
Ist umgekehrt die Designfolge (H1n)n2IN (schwach) lokal asymptotisch mindestens so in-
formativ wie die Folge (H2n)n2IN, so muss exp(KH1)  exp(KH2) positiv semidenit sein
und es muss insbesondere KH1(f; f)  KH2(f; f) fur alle Funktionen f aus dem jewei-
ligen Parameterraum gelten.
Wir wollen zum Abschluss diese Aussagen sowie die damit verbundenen Schwierigkeiten
an einigen Beispielen verdeutlichen. Zunachst werden wir sehr kurz das Analogon zu
Beispiel 4.14 fur lokalisierte allgemeine Regressionsmodelle anfuhren.
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Beispiel 4.18 Gegeben sei die Situation aus Satz 3.13. Die Designfolge (H1n)n2IN mit
Grenzdesign H1 sei schwach lokal asymptotisch mindestens so informativ wie die Folge























fur alle f aus der Alternative K`. (Die Pitman-EÆzienz ist demnach nicht mehr un-
abhangig vom Parameter f .)
Beispiel 4.19 Wir betrachten die Regressoren F := f1[0;#] j # 2 [0; 1]g auf dem Ver-
suchsbereich V = [0; 1] bei gegebener Varianzfunktion 2  1. Weiter seien H1; H2
stetige Designs mit echt positiver Lebesgue-Dichte. Dann sind die Regressoren unter-
scheidbar in L2(H1) und in L
2(H2), und fur die Covarianzkerne der zugehorigen Grenz-
experimente gilt
KHi(1[0;#1]; 1[0;#2]) = J
Z
[0;1]
1[0;#1]1[0;#2] dHi = JHi(minf#1; #2g); i = 1; 2:
Fur H1 6= H2 kann dann exp(KH1)  exp(KH2) niemals positiv semidenit sein. Somit
ist nach Satz 1.29 keines der zu H1 und H2 gehorigen Grenzexperimente informativer als
das andere. Nach Satz 4.17 lassen sich damit auch Designfolgen, die die Grenzdesigns
approximieren, nicht im Sinne von Denition 4.16 ordnen.
Beweis. Wir mussen nur noch nachweisen, dass exp(KH1)   exp(KH2) fur H1 6= H2
niemals positiv semidenit sein kann. Sei dazu o.B.d.A. #1 ein Punkt mit H1(#1) >
H2(#1). Wahlen wir jetzt #2 = 1 sowie die Skalare 1 =  1 und 2 = 1, so folgt
2X
i;j=1
ij (exp(KH1(#i; #j))  exp(KH2(#i; #j))) =
= exp(JH1(#1))  exp(JH2(#1))  2 fexp(JH1(#1))  exp(JH2(#1))g
+exp(JH1(1))  exp(JH2(1))
= exp(JH2(#1))  exp(JH1(#1)) < 0:
Man beachte dabei exp(JH1(1))  exp(JH2(1)) = 0. 
Wahrend in Beispiel 4.19 keine zwei Designs vergleichbar waren, ist das in anderen
Modellen zum Teil der Fall. Der Nachweis der Denitheits-Eigenschaft ist aber im
Allgemeinen sehr muhsam und soll nicht Gegenstand dieser Arbeit sein, so dass wir uns
hier mit einem trivialen Beispiel begnugen.
Beispiel 4.20 Gegeben sei die Situation von Beispiel 4.19, allerdings mit dem Versuchs-
bereich V = [0; 2]. Damit bringen Versuchspunkte, die im Intervall (1; 2] liegen, keinerlei
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Information ein, da die Regressoren 1[0;#], # 2 [0; 1], dort immer verschwinden. Somit
ist anschaulich sofort klar, dass das Grenzdesign H1(x) = x1[0;1](x)+ 1(1;2](x), x 2 [0; 2],
das einer Gleichverteilung auf [0; 1] entspricht, informativer ist als H2(x) =
x
2
, x 2 [0; 2],
das einer Gleichverteilung auf [0; 2] entspricht. Fur die Dierenz der Covarianzkerne gilt
nach Beispiel 4.19







Diese Funktion ist positiv denit, da sie im Wesentlichen dem Covarianzkern der Brown-
schen Bewegung auf [0; 2] entspricht. Somit ist nach Satz 4.17 jede Designfolge, die H1
approximiert lokal asymptotisch informativer im Sinne von Denition 4.16 als eine De-
signfolge, die H2 approximiert.
4.4 Entscheidungstheoretische Interpretationen der
E{Optimalitat
Bereits in Abschnitt 4.1.2 wurde erwahnt, dass es im Allgemeinen kein optimales De-
sign im Sinne der Lowner-Ordnung geben kann, da diese lediglich eine Halbordnung
ist. Um dennoch
"
optimale\ Designs bestimmen zu konnen, geht man klassischer Weise
dazu uber, reelle Funktionale der Informationsmatrizen zu betrachen. In Beispiel 4.6
haben wir gesehen, dass die Lowner-Ordnung der Informationsmatrizen der LeCam-
Halbordnung  fur Experimente der Form N (An(Hn) 1n (Hn); In) entspricht, wodurch
wir die starke entscheidungstheoretische Interpretation 4.4 erhalten haben. Ebenso fuhr-





2 (H); Ik) zur Lowner-Ordnung der Matrizen B(H). Wir wollen
jetzt die Frage untersuchen, welche entscheidungstheoretische Bedeutung die Optimie-
rung eines Funktionals der Informationsmatrizen fur solche Experimente hat.
Um die gerade angesprochenen Modelle gemeinsam untersuchen zu konnen, betrachten
wir im Folgenden Experimente der Form
N (A(H); In)
mit Beobachtungsraum IRn, Parameterraum IRk und einer vom Design H abhangigen
Modellmatrix A(H)>. Fur zwei Designs H1 und H2 gilt dann nach Satz 1.12 die Aqui-
valenz
N (A(H1); In)  N (A(H2); In) () A(H1)A(H1)> L A(H2)A(H2)>:
Ein klassisches Optimalitatskriterium der Designtheorie ist die E{Optimalitat. In dem
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gilt, wobei k  k die Euklidnorm des IRk bezeichnet.
Zunachst wollen wir eine
"
Minimax\-Interpretation herleiten, die im Wesentlichen der
ublichen designtheoretischen Interpretation der E{Optimalitat entspricht. Dazu geben
wir ein ` 2 IRk mit k`k = 1 vor und fassen es als Linearform von IRk nach IR auf.
Schranken wir den Parameterraum IRk eines Experimentes N (A(H); In) auf f`> j  2
IRkg ein, d.h. wir interessieren uns nicht mehr fur den eigentlichen Parameter  2 IRk
sondern nur noch fur `>, so erhalten wir das eindimensionale Experiment








zu ` gehorigen Teilexperiment\. Sind zwei Richtungen `1; `2 mit
k`1k = k`2k = 1 gegeben, so ist das zu `1 gehorige Teilexperiment N (`>1 A(H); In) nach
Satz 1.12 genau dann im Sinne LeCam's informativer als das zu `2 gehorige Teilexperi-
ment N (`>2 A(H); In), wenn gilt
`>1 A(H)A(H)
>`1  `>2 A(H)A(H)>`2:





gehorige Teilexperiment N (`>0 A(H); In) ist somit das uninformativste aus der Menge
fN (`>A(H); In) j ` 2 IRk; k`k = 1g:
Grob gesagt lasst jedes andere Experiment dieser Menge bessere Entscheidungen zu.
Interpretation 4.21 (Minimax-Interpretation fur die E{Optimalitat)
Gegeben seien Experimente der Form N (A(H); In). Ist HE ein E-optimales Design














so gilt nach Satz 1.12 fur die zu `E bzw. `1 gehorigen Teilexperimente
N (`>
E
A(HE); In)  N (`>1 A(H1); In):
Vergleicht man also nur die
"
uninformativsten eindimensionalen Teilexperimente\, so
beinhaltet das zu einem E{optimalen Design gehorige die meiste Information im Sin-
ne LeCam's, oder kurz:
"
Von den eindimensionalen Teilexperimenten mit minimaler
Information enthalt das zum E{optimalen Design gehorige die maximale Information\.
107
Wir wollen noch eine weitere
"
Mimimax\-Interpretation der E{Optimalitat herleiten.
Wir gehen dabei von der Problemstellung aus, den unbekannten Parameter  2 IRk
bei gegebener von unten halbstetiger Verlustfunktion (W)2IRk zu schatzen, als Ent-
scheidungsraum ist folglich D = IRk versehen mit der {Algebra Bk zu wahlen. Eine






W(a) (x; da) N(A(H)
>; In)(dx);  2 IRk:
Lemma 4.22 Es seien 1; 2 zwei feste Parameter mit k1k = k2k = 1, fur zwei
Designs H1; H2 gelte die Beziehung
>1 A(H1)A(H1)
>1  >2 A(H2)A(H2)>2;
d.h. das Experiment N (>1 A(H1); In) ist informativer als N (>2 A(H2); In), und die Ver-
lustfunktion erfulle die Invarianzbedingungen
W(1) = W(2) fur alle  2 IRk und alle 1; 2 2 IRk mit k1   k = k2   k,
(4.7)
d.h. die Verlustfunktion ist auf Kugeloberachen von Kugeln um  konstant, und
W1(c1) = W2(c2) fur alle c 2 IR und alle 1; 2 2 IRk mit k1k = k2k = 1.
(4.8)
Dann existiert zu jeder randomisierten Entscheidungsfunktion 2 : IR
nBk ! [0; 1] eine
weitere randomisierte Entscheidungsfunktion 1 : IR
n  Bk ! [0; 1] mit
r1;H1(c1)  r2;H2(c2) fur alle c 2 IR:
Beweis. Ein beliebiger Marko-Kern 2 : IR
n  Bk ! [0; 1] deniert mittels
~2(x; [c1; c2]) := 2(x;Ac1;c2(2));
c1; c2 2 IR, Ac1;c2(2) := f 2 IRk j c1  k 2k  c2g, x 2 IRn, einen weiteren Marko-
Kern ~2 : IR
n  B ! [0; 1]. Betrachten wir fur das Teilexperiment N (>2 A(H2); In) das
Problem, den unbekannten eindimensionalen Parameter c 2 IR unter der Verlustfunktion
Wc;2(~a) := Wc2(~a2), ~a; c 2 IR, zu schatzen, so folgt wegen der Invarianzbedingung (4.7)













Wc;2(~a) ~2(x; d~a) N(cA(H2)
>2; In)(dx) = r~2;H2(c)
fur alle c 2 IR. Da N (>1 A(H1); In) nach Voraussetzung informativer ist als
N (>2 A(H2); In), existiert (man beachte die Anmerkungen am Ende von Interpreta-
tion 4.4) ein Marko-Kern ~1 : IR
n  B ! [0; 1] mit gleichmaig kleinerem Risiko,
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also r~1;H1(c)  r~2;H2(c) fur alle c 2 IR, vorausgesetzt wir legen dieselbe Verlustfunk-
tion Wc;2 zu Grunde. Diese stimmt aber wegen Invarianzbedingung (4.8) mit der Ver-
lustfunktion Wc;1(~a) := Wc1(~a1), ~a; c 2 IR, uberein, so dass fur jeden Marko-Kern
1 : IR
n  Bk ! [0; 1] mit 1(x;Ac1;c2(1)) = ~1(x; [c1; c2]), c1; c2 2 IR, x 2 IRn, wie oben
die Gleichung r1;H1(c1) = r~1;H1(c) fur alle c 2 IR gilt, und es folgt
r1;H1(c1) = r~1;H1(c)  r~2;H2(c) = r2;H2(c2)
fur alle c 2 IR. Dabei ist Ac1;c2(1) analog zu Ac1;c2(2) deniert. 
Bemerkung 4.23 Auf Grund der Invarianzbedingungen 4.7 und 4.8 muss die Verlust-
funktion von der Form




; ; ~ 2 IRk;
mit einer von unten halbstetigen und nach unten beschrankten Funktion w : IR ! IR
sein.
Wir geben uns nun ein Design H sowie ein Experiment N (A(H); In) vor, und C sei die





Desweiteren existiere ein Marko-Kern ~ : IRn  Bk ! [0; 1] und ein ~ 2 IRk mit





wobei  die Menge aller Marko-Kerne von IRn nach Bk durchlauft. Dann gilt wegen
Lemma 4.22 (angewandt auf H1 = H2 = H)
~ 2 [C];
d.h. der Minimax-Schaden wird fur ein Element der lineraen Hulle [C] von C angenom-










>1  >2 A(H2)A(H2)>2;
und existieren ~i : IR



















Interpretation 4.24 (Mimimax-Interpretation fur die E{Optimalitat)
Fur Experimente der Form N (A(H); In) soll der unbekannte Parameter  2 IRk
geschatzt werden, wobei eine von unten halbstetige Verlustfunktion (W)2IRk gegeben
ist, die die Invarianzbedingungen (4.7) und (4.8) erfullt. Ist HE ein E-optimales Design,
H ein weiteres Design und existieren E; ~ : IR
n  Bk ! [0; 1] und E; ~ 2 IRk mit




















d.h. der Minimax-Schaden fur das gegebene Schatzproblem ist fur das E{optimale Design
am kleinsten.




Im bisherigen Verlauf dieser Arbeit sind uns bereits an verschiedenen Stellen Regres-
sionsmodelle begegnet, bei denen die wahre Fehlerverteilung unbekannt war. So zum
Beispiel die Linearen Regressionsmodelle aus Beispiel 2.2, wo an die Fehlerverteilung
lediglich der Erwartungswert 0 und die Varianz 1 vorausgesetzt wurden. Oder die Re-
gressionsmodelle aus Formel (2.13) auf Seite 43 mit denselben Voraussetzungen an die
Fehlerverteilung.
In Kapitel 4 konnten wir feststellen, dass die designtheoretischen Uberlegungen un-
abhangig von der Fehlerverteilung waren, solange diese nur den Voraussetzungen des
jeweils zu Grunde liegenden Satzes genugte.
Im Gegensatz dazu standen jedoch die Betrachtungen aus Kapitel 3. Hier mussten wir
feststellen, dass die Fehlerverteilung bei den dort betrachteten Testproblemen eine ent-
scheidende Rolle spielt. Die asymptotisch optimale Testfolge aus Satz 3.1 hing direkt






und von der Fisher-Information J der Fehlerverteilung, vgl. (2.20) auf Seite 48. Die
asymptotische Gute dieser optimalen Testfolge war zwar nicht mehr von der Dichte,
wohl aber von der Fisher-Information der Fehlerverteilung abhangig. In Satz 3.9 haben
wir gesehen, dass der Likelihood-Quotienten-Test, dessen Teststatistik nicht mehr von
der Fehlerverteilung abhangt, nicht dieselbe EÆzienz erreicht wie die asymptotisch op-
timale Testfolge. Den EÆzienzverlust konnten wir in Form der Pitman-EÆzienz genau
beziern.
In diesem Kapitel wollen wir nun die Frage untersuchen, ob es Testverfahren gibt, die
wie die Tests aus Satz 3.1 asymptotisch optimal sind, aber nicht mehr von der Fehlerver-
teilung abhangen. Wir suchen also eine Testfolge, die fur moglichst viele verschiedene
Fehlerverteilungen die optimale Grenzgute aus Satz 3.1 erreicht, und zwar fur dieselben
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ven\ Testverfahren, so muss die Fehlerverteilung nicht mehr als bekannt vorausgesetzt
werden, sondern sie muss lediglich in der Klasse von Verteilungen liegen, fur die das
gegebene Testverfahren adaptiv ist.
Ausgangspunkt fur solche Tests sind adaptive Schatzverfahren, die wir in Abschnitt 5.2
einfuhren und mit deren Hilfe wir in Abschnitt 5.3 adaptive asymptotisch optimale
Tests konstruieren. Wie wir sehen werden, ist die Konstruktion solcher Schatzer sehr
aufwandig und die Implementierung der zugehorigen Tests muhsam. Daher liegt es nahe,
diese Verfahren durch Simulationen mit dem asmptotisch nicht optimalen Likelihood-
Quotienten-Test aus (3.8) zu vergleichen. Wir wollen in Abschnitt 5.4 an Fallstudien
untersuchen, inwieweit es gerechtfertigt ist, den sehr viel einfacheren LQ-Test dem adap-
tiven asymptotisch optimalen Test vorzuziehen.
5.1 Modellbeschreibung
Zunachst werden wir das zu untersuchende Modell spezizieren. Es mogen alle Be-
zeichnungen aus Abschnitt 2.1 gelten, wo Regressionsmodelle eingefuhrt wurden. Wir
beschranken unsere Uberlegungen in diesem Kapitel auf Lineare Regressionsmodelle.
Wie bisher seien die Versuchspunkte tni und die Varianzfunktion 
2 fest vorgegeben,
ebenso die Regressoren f1; : : : ; fk. Wir setzen zur Abkurzung wieder













Beobachtet werden die Zufallsvariablen
Yni = f
>(tni) + (tni)ni; i = 1; : : : ; n;
wobei ni, i = 1; : : : ; n, stochastisch unabhangige Zufallsvariablen mit identischer, jetzt
aber unbekannter Verteilung Q seien.
Wir interessieren uns fur den unbekannten Parameter  2 IRk, den sogenannten Haupt-
parameter. Die unbekannte Fehlerverteilung Q sei aus einer Menge G von Wahrschein-
lichkeitsmaen. Da dieser Parameter, der die Komplexitat des Modells erhoht, fur uns
nicht von primarem Interesse ist, wird er als Nebenparameter oder Storparameter
bezeichnet. Insgesamt liegt unseren statistischen Experimenten also der Parameter-
raum IRk  G zu Grunde. Dieselbe suÆziente Transformation Tn wie in Abschnitt 2.1




+ ni; i = 1; : : : ; n;
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j (;Q) 2 IRk  G
)!
:
Um eine nichtentartete Asymptotik zu erhalten, muss wieder im Parameterraum lokali-
siert werden. In Hinblick auf die uns interessierenden Testprobleme werden wir nur im
Hauptparameter und dort wie bisher mit Rate 1p
n
um den Ursprung lokalisieren. Wir




















+ ni; i = 1; : : : ; n; (5.2)
mit ni  Q.
Ist die Fehlerverteilung Q bekannt, d.h. es liegt das Modell aus (2.24) auf Seite 52 vor,
so werden wir kunftig Elocn (Q) schreiben. Fur die Fisher-Information J der Fehlervertei-
lung, vgl. (2.20) auf Seite 48, schreiben wir kunftig J(Q).
Da wir nur im Hauptparameter lokalisieren, werden die Experimente Eloc
n
im Allge-
meinen nicht schwach gegen einen nichttrivialen Grenzwert konvergieren, sondern nur
die Experimente Eloc
n
(Q), vgl. Satz 2.16. Fur die Untersuchung der in der Einleitung
erwahnten Testprobleme ist dies jedoch ausreichend.
5.2 Adaptive Schatzverfahren
In diesem Abschnitt werden wir kurz die Theorie adaptiver Schatzverfahren skizzieren.
Um die Denition eines adaptiven Schatzers zu motivieren, gehen wir zunachst auf die
klassische Theorie eÆzienter und asymptotisch eÆzienter Schatzer ein. Im Mittelpunkt
stehen jedoch die Schatzer aus der Arbeit Koul und Susarla (1983), die die Grundlage
fur die im darauf folgenden Abschnitt 5.3 untersuchten Tests bilden.
5.2.1 EÆziente und asymptotisch eÆziente Schatzer
Ausfuhrliche und sehr gute Darstellungen zu diesem Thema nden sich in den Buchern
Bickel, Klaassen, Ritov und Wellner (1993), Ibragimov und Has'minskii (1981) und vor
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allem Witting und Muller-Funk (1995). Der Rahmen und die Darstellung der folgenden
Denitionen unterscheidet sich jedoch von allen drei Buchern, da wir die Kontinuitat
mit den bisherigen Ausfuhrungen erhalten wollen.
Zuerst fuhren wir eÆziente Schatzer ein. Grob gesprochen sind das Schatzer, fur die in
der Cramer-Rao-Ungleichung das Gleichheitszeichen gilt.
Denition 5.1 (vgl. Ibragimov und Has'minskii (1981), S. 65) Seien (H; h; i)
ein endlichdimensionaler Hilbertraum und F = (X ;A; fPh j h 2 Hg) ein Experiment,
das durch das {endliche Ma  dominiert wird. Mit p(x; h) := dPh
d
(x), x 2 X , h 2 H,
bezeichnen wir die zugehorigen Dichten bezuglich . Das Experiment F heit regular,
falls die folgenden drei Bedingungen erfullt sind:
1. Die Abbildung H ! IR, h 7! p(x; h) ist fur {fast alle x 2 X stetig.
2. Die Abbildung H ! L2(), h 7!
p
p(; h) ist in jedem Punkt h 2 H Frechet-
dierenzierbar. Die Ableitungen  (h), h 2 H, sind dann stetige lineare Operatoren
H ! L2(). Ein Experiment mit dieser Eigenschaft heit L2{dierenzierbar.
3. Die Abbildung H ! L(H;L2()), h 7!  (h) ist stetig. Dabei bezeichne
L(H;L2()) den Raum aller stetigen linearen Abbildungen von H nach L2() ver-
sehen mit der kanonischen Abbildungsnorm. Man beachte, dass auf Grund der
endlichen Dimension von H alle linearen Operatoren auch stetig sind.
Sei nun F ein regulares Experiment, und die Dimension von H sei gleich k. Wir geben
uns eine Orthonormalbasis (ONB) U von H vor und bezeichnen mit hU 2 IRk den zu
einem h 2 H gehorigen Koordinatenvektor bezuglich U . Fur festes h0 2 H existieren
dann Funktionen g1(h0); : : : ; gk(h0) 2 L2(), so dass mit der Schreibweise g(h0) :=
(g1(h0); : : : ; gk(h0))
> fur die Ableitung  (h0) gilt
 (h0)(h) = h
>
U
g(h0); h 2 H:






bezuglich der Basis U . Der lineare Operator I(h0) ist symmetrisch, positiv semidenit,
unabhangig vom dominierenden Ma , vgl. Ibragimov und Has'minskii (1981), S. 65,
und unabhangig von der gewahlten ONB U , was man mittels einer Basistransformation
mit orthogonalen Matrizen leicht einsieht.
Denition 5.2 (Fisher-Informationsoperator) Ist F ein regulares Experiment, so
heit der durch (5.3) denierte Operator I(h0) Fisher-Informationsoperator von F
im Parameter h0 2 H.
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Bemerkung 5.3 (vgl. Ibragimov und Has'minskii (1981), S. 64) Ist H = IRk,
so stimmt I(h0) mit der "













sofern der Ausdruck auf der rechten Seite existiert.
Beispiel 5.4 (vgl. Ibragimov und Has'minskii (1981), S. 71)
Gegeben sei das Experiment F = N (IH; C), vgl. (1.5), mit positiv deniter Covarianz C
und dem endlichdimensionalen Hilbertraum H als Beobachtungsraum und zugleich als
Parameterraum. Dieses Experiment ist regular mit dem Fisher-Informationsoperator
I(h) = C 1;
der fur alle h 2 H derselbe ist.
Jetzt konnen wir die beruhmte Cramer-Rao-Ungleichung im Rahmen endlichdimensiona-
ler Hilbertraume formulieren. Der Beweis verlauft analog zum Fall des Parameterraums
IRk, wie er z.B. in Ibragimov und Has'minskii (1981), S. 73, zu nden ist. Desweiteren
beschranken wir uns auf den Fall erwartungstreuer Schatzer. Man vergleiche Deniti-
on A.14 fur den Erwartungswert und die Covarianz von hilbertraumwertigen Zufallsva-
riablen.
Satz 5.5 (Cramer-Rao-Ungleichung)
Seien F = (X ;A; fPh j h 2 Hg) ein regulares Experiment und T : X ! H ein er-
wartungstreuer Schatzer fur h 2 H. Weiter sei kT   hk fur jedes h 2 H quadratisch
integrierbar bezuglich Ph, und fur jedes h 2 H seien die Integralwerte in einer Umgebung
von h beschrankt. Die Fisher-Informationsoperatoren I(h) seien fur alle h 2 H positiv
denit. Dann gilt
Covh(T   h) L I 1(h)
fur alle h 2 H, d.h. die linearen symmetrischen Operatoren Covh(T   h)  I 1(h) sind
positiv semidenit.
Bemerkung 5.6 Ist eine Basis U von H gegeben und sind [Covh(T  h)]U bzw. [I(h)]U
die Abbildungsmatrizen von Covh(T   h) bzw. I(h) bezuglich der Basis U , so lasst sich
die Cramer-Rao-Ungleichung mittels der Lowner-Ordnung in der Form
[Covh(T   h)]U L [I(h)] 1U ; h 2 H;
schreiben.
Die Cramer-Rao-Ungleichung motiviert nun die folgende Denition eines eÆzienten
Schatzers. Hierbei beschranken wir uns wiederum auf erwartungstreue Schatzer.
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Denition 5.7 (EÆzienter Schatzer) Unter den Voraussetzungen der Cramer-Rao-
Ungleichung 5.5 nennen wir einen erwartungstreuen Schatzer T : X ! H eÆzient,
falls gilt
Covh(T   h) = I 1(h) fur alle h 2 H.
Jetzt werden wir den Begri der asymptotisch eÆzienten Schatzfolge einfuhren, der im
Gegensatz zum Begri des eÆzienten Schatzers nicht eindeutig deniert ist. In Ibragimov
und Has'minskii (1981) wird z.B. asymptotische EÆzienz von Schatzern im Sinn von
Fisher, Bahadur, Rao und Wolfowitz unterschieden. Der fur unsere Belange passende
EÆzienzbegri ist der von Fisher. Wir werden diesen in etwas anderer Form denieren
als in der zitierten Literatur.
Denition 5.8 (Asymptotisch eÆziente Schatzfolge (im Sinn von Fisher))
Wir betrachten wieder den Fall eines endlichdimensionalen Hilbertraums (H; h; i). Sei
Fn = (Xn;An; fPn;h j h 2 Hg) 2 E(H) eine Folge von Experimenten, die schwach gegen
das Gauexperiment N (IH ; C) mit positiv deniter Covarianz C konvergiert, also Fn
w!
N (IH; C).
Eine Folge von Schatzern Tn : Xn ! H heit asymptotisch eÆzient, falls fur alle
h 2 H gilt
L (Tn j Pn;h)
D! N (h; C) ; (5.4)
falls also die Verteilung der Schatzer Tn unter den Maen Pn;h schwach gegen eine
Normalverteilung auf H mit Erwartungswert h und Covarianz C konvergiert.
Bemerkung 5.9
1. Wie wir in vielen Beispielen gesehen haben, muss man i.A. im Parameterraum
lokalisieren, um schwache Konvergenz von Experimenten nachweisen zu konnen.
Liegt eine Lokalisierung vor, so sind die h 2 H lokale Parameter. In diesem
Zusammenhang wird die Schatzfolge aus Denition 5.8 auch lokal asymptotisch
eÆzient genannt.
2. Versieht man den Hilbertraum H mit dem durch C 1 induzierten Innenprodukt
[h1; h2] := hh1; C 1h2i, h1; h2 2 H, so ist N (IH; C) aquivalent (im Sinn von Le-
Cam's {Metrik) zum Standard-Gaushift auf (H; [; ]). Man vergleiche dazu
nur die Hellingertransformierten aus Formel (1.9) und Beispiel 1.15 sowie Satz
1.7. Ebenso ergibt sich die Aussage, wenn man beachtet, dass die Covarianz einer
hilbertraumwertigen Zufallsvariablen vom Innenprodukt abhangt und sich gema
Lemma A.16 beim Wechsel des Innenproduktes verandert und dass bei Innenpro-
duktwechseln dieser Form die Normalverteilung denitionsgema erhalten bleibt.
3. Nach Beispiel 5.4 ist die Covarianz C der Grenzverteilung aus (5.4) gleich der
Inversen des Fisher-Informationsoperators im Grenzexperiment N (IH ; C).
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Um die Denition einer asymptotisch eÆzienten Schatzfolge ahnlich zu motivieren wie
die des eÆzienten Schatzers, brauchten wir ein asymptotisches Aquivalent zur Cramer-
Rao-Ungleichung. Dies erweist sich jedoch als weitaus schwierigeres Problem. Ein An-
satz zu dessen Losung ist der Satz von LeCam-Bahadur, wie man ihn (allerdings nur fur
den Fall des
"
Einstichprobenproblems\ mit Parameterraum IRk) in Witting und Muller-
Funk (1995), Satz 6.199, ndet. Dieser besagt, dass unter den Voraussetzungen von
Denition 5.8 fur jede asymptotisch normalverteilte Schatzfolge ~Tn mit Grenzverteilung
N(h;D(h)), h 2 H, die Operatoren D(h)   C positiv semidenit sind fur alle h 2 H
abgesehen von einer H{Nullmenge. Dabei sei H das Lebesgue-Ma auf dem end-
lichdimensionalen Hilbertraum H. Asymptotisch normale Schatzer, fur die diese H{
Nullmenge nicht leer ist, werden supereÆzient genannt. Hierzu vergleiche man das
Beispiel von Hodges, das in Witting und Muller-Funk (1995) in Form von Beispiel 6.32
wiedergegeben ist. Unter geeigneten Regularitatsbedingungen lasst sich die Existenz
supereÆzienter Schatzer jedoch ausschlieen, vgl. z.B. Witting und Muller-Funk (1995),
Satz 6.202.
Weitergehende Uberlegungen zur Existenz einer asymptotischen Cramer-Rao-Schranke
basieren auf dem Faltungssatz von Hajek, auf den hier nicht weiter eingegangen werden
soll.
Wir wollen diesen Abschnitt mit einer Bemerkung beschlieen.
Bemerkung 5.10
1. Unter geeigneten Regularitatsvoraussetzungen sind Maximum-Likelihood-Schatzer
asymptotisch eÆzient, vgl. Witting und Muller-Funk (1995), Satz 6.203.
2. Auf Grund der endlichen Dimension von H gibt es immer eine asymptotisch eÆ-
ziente Schatzfolge:
Nach Bemerkung 5.9 konvergieren die Fn schwach gegen den Standard-Gaushift
auf (H; [; ]). Nach Strasser (1985), Korollar 80.6, existiert wegen dim(H) < 1
immer eine zentrale FolgeXn (vgl. Korollar 1.38). Diese kann nach Strasser (1985),
Beispiel 68.5, in der Form X(h) = [h; n] mit Zufallsvariablen n : Xn ! H ge-
schrieben werden. Diese Zufallsvariablen n, n 2 IN, bilden jetzt nach Strasser
(1985), Satz 80.12, eine asymptotisch eÆziente Schatzfolge.
5.2.2 Adaptive Schatzer
Bevor wir in einem geeigneten Rahmen auf den Begri eines adaptiven Schatzers einge-
hen, wollen wir auf das Buch Bickel et al. (1993) hinweisen, das wohl die bislang um-
fassendste Arbeit auf dem Gebiet der adaptiven Schatztheorie darstellt. Weiter mussen
wir festhalten, dass es, wie schon beim Begri der asymptotisch eÆzienten Schatzfolge,
auch hier keine einheitliche Denition gibt.
Die Grundidee des adaptiven Schatzens geht auf die Arbeit Stein (1956) zuruck. Stein
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wollte einen endlichdimensionalen Hauptparameter in Anwesenheit eines unbekannten
unendlichdimensionalen Nebenparameters asymptotisch ebenso gut schatzen, wie wenn
dieser Nebenparameter bekannt ware. Erste adaptive Schatzer fur einen Lokationspara-
meter einer unbekannten Verteilung werden in Beran (1974) und Stone (1975) vorgestellt.
In Bickel (1982) werden adaptive Schatzer fur eine groere Klasse von Problemen kon-
struiert. In Koul und Susarla (1983) werden adaptive Schatzer fur Regressionsmodelle,
die unsere Modelle aus Abschnitt 5.1 einschlieen, untersucht. Auf diese Arbeit werden
wir im nachsten Abschnitt 5.2.3 genauer eingehen, da sich der dort verwendete Adapti-
onsbegri als der fur unsere Ziele passende erweist.
Auch bei unserer Denition eines adaptiven Schatzers werden wir von den ublichen For-
mulierungen abweichen und sie in LeCam's Rahmen schwach konvergenter Experimente
einbetten.
Denition 5.11 (Adaptive Schatzfolge) Es seien (H; h; i) ein endlichdimensiona-
ler Hilbertraum und  6= ; ein beliebiger Parameterraum. Weiter seien Fn = 
Xn;An; fPn;(h;) j (h; ) 2 H  g

2 E(H  ) eine Folge von Experimenten. Fur
jedes feste  2  sollen die Experimente Fn() :=
 
Xn;An; fPn;(h;) j h 2 Hg

2 E(H)
schwach gegen die Gauexperimente N (IH ; C()) mit positiv deniten Covarianzen C()
konvergieren, also Fn()
w!N (IH ; C()).
Eine Folge von Schatzern Tn : Xn ! H heit ({)adaptiv, falls fur alle h 2 H und




 D! N (h; C()) ;
falls also die Verteilung der Schatzer Tn unter den Maen Pn;(h;) schwach gegen eine
Normalverteilung mit Erwartungswert h und Covarianz C() konvergiert.
Bemerkung 5.12
1. Eine {adaptive Schatzfolge ist fur jedes  2  im Sinne von Denition 5.8
asymptotisch eÆzient. Im nachsten Abschnitt 5.2.3 sowie in Satz 5.14 werden
wir Schatzer kennenlernen, die fur jedes  2  asymptotisch normalverteilt sind,
was man auch als eine
"
Anpassungseigenschaft\ bezeichnen kann, die aber nicht
fur jedes  die asymptotische Covarianz C() besitzen. Wir werden solche Schatz-
folgen nicht als adaptiv bezeichnen.
2. Die schwache Konvergenz der Experimente Fn() setzt in Hinblick auf sinnvolle
Beispiele eine Lokalisierung im Hauptparameter voraus. Man wird in jedem Ex-
periment Fn() denselben Lokalisierungspunkt h0 2 H wahlen. Der Parameter
h 2 H, der dann geschatzt werden soll, ist somit ein lokaler Parameter. Man
konnte einen adaptiven Schatzer dann auch als in h0 lokal {adaptiv bezeich-
nen.
So gesehen ist unsere Denition eine Spezialisierung der Denition, die in Bickel
(1982) gegeben wird. Dort wird zwar auch im Hauptparameter lokalisiert, es wird
aber der unbekannte Lokalisierungspunkt geschatzt, nicht der lokale Parameter.
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3. Neuere Adaptionsbegrie setzen nicht nur eine Lokalisierung im Hauptparameter,
sondern auch eine im Nebenparameter voraus. Eine solche Denition ndet sich
z.B. in Begun, Hall, Huang und Wellner (1983). In diesem Zusammenhang sind
auch besonders die Arbeiten Schick (1986) und Schick (1987) zu erwahnen. Fur
unsere Zwecke ist obige Denition jedoch vollig ausreichend, wie wir im Abschnitt
5.3 sehen werden.
4. Die Frage nach der Existenz adaptiver Schatzer ist ein schwieriges Problem, auf das
in den zitierten Arbeiten in verschiedenster Weise eingegangen wird. Der Nebenpa-
rameterraum  darf dabei nicht zu gro sein. Wir wollen hier nicht weiter auf diese
Problematik eingehen und lediglich feststellen, dass die in unserem Beispiel der Li-
nearen Regression auftretenden Nebenparameterraume klassisch gewahlt sind und
nicht wesentlich vergroert werden konnen.
Wir sind nun an einem Punkt, wo wir die skizzierte Theorie auf die in Abschnitt 5.1
beschriebenen Linearen Regressionsmodelle Eloc
n
anwenden wollen. Dazu geben wir
zunachst an, wann ein Schatzer fur diese Modelle G{adaptiv ist.
Satz 5.13 (Adaptive Schatzer im Linearen Regressionsmodell)
Gegeben sei eine Menge G von Fehlerverteilungen Q, die allesamt den Voraussetzungen
2.9 genugen sollen, mit endlicher positiver Fisher-Information J(Q). Weiterhin sollen
Designfolge, Grenzdesign, Regressoren und Varianzfunktion die Voraussetzungen von












 (;Q) 2 IRk  G
)!
aus (5.1). Eine Folge von Schatzern Tn : IR


















fur alle  2 IRk und alle Q 2 G.
(5.5)
Beweis. Es ist lediglich die Grenzverteilung aus Denition 5.11 zu identizieren. Nach
Satz 2.16 konvergieren fur feste Fehlerverteilung Q 2 G die lokalisierten Experimente
Eloc
n






. Dieses Grenzexperiment ist








Es stellt sich die Frage, ob der aus der Theorie Linearer Modelle bekannte Gau-Marko-
Schatzer in unserem Sinne adaptiv ist. Die Antwort ist bekannt: Der Gau-Marko-
Schatzer besitzt zwar eine
"
Adaptionseigenschaft\, wie sie in Bemerkung 5.12 ange-
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sprochen wurde, ist aber nicht asymptotisch eÆzient und somit nicht in unserem Sinne
adaptiv.
Satz 5.14 (Asymptotik des Gau-Marko-Schatzers) Gegeben sei eine Menge G
von Fehlerverteilungen Q, die alle zentriert seien und eine endliche Varianz  2(Q) be-
sitzen,d.h. Z
IR
x Q(dx) = 0 und
Z
IR
x2 Q(dx) =  2(Q) <1:
Weiterhin sollen Designfolge, Grenzdesign, Regressoren und Varianzfunktion die Voraus-
setzungen von Satz 2.16 erfullen, und B bezeichne die Matrix aus (2.26). Wir betrachten
die lokalisierten Experimente Eloc
n
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Xn + n;  2 IRk; Q 2 G;















f1(tnn)    fk(tnn)
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wie in (2.8) bzw. (2.9) entsprechen.



























fur alle  2 IRk und alle Q 2 G.
Der Beweis dieses Satzes verlauft analog zu dem von Satz 3.4 und wird hier nicht wie-
derholt.
5.2.3 Die Schatzer von Koul & Susarla
Wir wollen nun einen adaptiven Schatzer fur den Hauptparameter in unserem lokalisier-
ten Regressionsmodell Eloc
n
kennenlernen. In der Literatur nden sich mehrere adaptive
Schatzer fur Lineare Regressionsmodelle mit nicht zufalligen Covariablen, die jeweils auf
verschiedenen Ansatzen beruhen. Expemlarisch seien hier die Arbeiten Jureckova und
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Sen (1984) sowie Koul und Susarla (1983) genannt, von denen wir nur auf letztere naher
eingehen.
In der Arbeit Koul und Susarla (1983) wird zum einen ein Schatzer vorgestellt, der fur
die Klasse der um den Ursprung symmetrischen Verteilungen, die den Voraussetzun-
gen 2.9 genugen, adaptiv ist. Zum anderen wird ein Schatzer angegeben, der fur eine
groere Klasse von Verteilungen asymptotisch normal, aber nicht mehr adaptiv ist.
Die Arbeit von Koul und Susarla (1983) ist allerdings in einem sehr allgemeinen Rahmen
gehalten und bleibt praxisrelevante Beispiele schuldig. Wir werden die Schatzer zunachst
in ihrer Originalfassung prasentieren und anschlieend zeigen, dass die Voraussetzungen
fur die Adaptivitat dieser Schatzer in unserem Modell erfullt sind.
5.2.3.1 Die Schatzer in ihrer Originalfassung
Zuerst wollen wir festhalten, dass die in der Arbeit Koul und Susarla (1983) konstruierten
Schatzer translations- und skaleninvariant sind. Zur Vereinfachung werden wir hier nur
die translationsinvariante Form der Schatzer angeben.
Beobachtet werden in dieser Arbeit die Zufallsvektoren
~Yn = ~Xn + n;  2 IRk; (5.6)
wobei ~Xn 2 IRnk bekannte Matrizen seien und n = (n1; : : : ; nn)> die Fehlervektoren.
Die ni seien dabei stochastisch unabhangig und besitzen die gemeinsame Verteilung
Q aus einer Klasse von Verteilungen G, deren Elemente alle den Voraussetzungen 2.9
genugen. (In Koul und Susarla (1983) wird auch noch der Fall untersucht, dass die
Voraussetzungen 2.9 nicht erfullt sind. Dies ist aber fur unsere Zwecke von geringerem
Interesse.)
Mit ~xni, i = 1; : : : ; n, bezeichnen wir die Zeilenvektoren der Matrizen ~Xn, also
~x>
ni
2 IRk und ~Xn =
 
~x>





und mit ~Yni die Komponenten des Zufallsvektors ~Yn. Weiter seien in diesem Abschnitt










; x 2 IR;
 g : IR! IR zweimal stetig dierenzierbar mit
g(x) = g( x); g(x)  g(0); x 2 IR; und g(x) = 0 fur jxj  1,
 an; cn; rn > 0, n 2 IN, mit
an ! 0; rn ! 0 und cn !1:
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In der Arbeit von Koul und Susarla (1983) wird auf die beiden folgenden Klassen von
Fehlerverteilungen eingegangen:
1. Die Klasse Gsym der symmetrischen Fehlerverteilungen. Damit meinen wir alle Q,
die eine Lebesgue-Dichte q mit q(x) = q( x), x 2 IR, besitzen und die Vorausset-
zungen 2.9 erfullen mit positiver endlicher Fisher-Information J(Q).
2. Die Klasse GH aller Fehlerverteilungen, die die Voraussetzungen 2.9, also die
Hajek-Bedingungen, erfullen mit positiver endlicher Fisher-Information J(Q).

















= OP (1) fur alle  2 IRk und alle Q 2 Gsym. (5.7)




denieren wir fur jedes n 2 IN die auf der Methode der Kerndich-
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; x 2 IR;
und setzen wir voraus, dass die Matrizen ~X>
n
~Xn regular sind, so konnen wir die uns




























Satz 5.15 (vgl. Koul und Susarla (1983), Theorem 4.2)
Die Matrizen ~X>
n

























































fur alle  2 IRk und alle Q 2 Gsym, (5.13)
wobei die schwache Konvergenz unter dem zu  und Q gehorigen Ma zu verstehen ist.
Die Schatzer fur die Klasse GH






~xnij ; j = 1; : : : ; k;
bezeichnen wir das Mittel der j{ten Spalte der Matrix ~Xn. Weiter seien
Dn := ~Xn  
0
B@




mn1    mnk
1
CA ; n 2 IN; (5.14)
Zentrierungen von ~Xn. Die Matrizen D
>
n
Dn setzen wir als regular voraus, insbesondere
durfen die Modellmatrizen ~Xn keine konstanten Spalten besitzen.
Es seien 
n












= OP (1) fur alle  2 IRk und alle Q 2 GH . (5.15)
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x  ~Yni + ~xnin

; x 2 IR;
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x  ~Yn1 + ~xn1n

; : : : ;  rn

x  ~Ynn + ~xnnn
>
; x 2 IR;
so konnen wir die uns interessierenden Schatzer ̂n, n 2 IN, denieren:

















Satz 5.16 (vgl. Koul und Susarla (1983), Theorem 4.1)
Die Matrizen D>
n


































































fur alle  2 IRk und alle Q 2 GH . (5.22)
Wir wollen nun die Satze 5.15 und 5.16 auf unser Modell Elocn anwenden. Dabei werden
wir auch naher auf die Voraussetzungen dieser Satze eingehen.
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und An bzw. 
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n






























Gegeben seien die lokalisierten Linearen Regressionsmodelle Eloc
n
mit dem Nebenparame-
terraum Gsym. Insbesondere sind dann fur alle Q 2 Gsym die Voraussetzungen 2.9 erfullt
mit endlicher positiver Fisher-Information J(Q). Weiterhin sollen Designfolge, Grenz-
design, Regressoren und Varianzfunktion die Voraussetzungen von Satz 2.16 erfullen,
und B bezeichne die Matrix aus (2.26).
Es sollen die beiden Konvergenzvoraussetzungen (5.11) und (5.12) aus Satz 5.15 gelten.
Dann ist die Folge der Schatzer ̂n, n 2 IN, aus Formel (5.9) Gsym{adaptiv im Sinn von


















fur alle  2 IRk und alle Q 2 Gsym.
(5.23)
Beweis. Nach Satz 5.13 ist nur die schwache Konvergenz (5.23) nachzuweisen. Dies
werden wir naturlich mit Satz 5.15 bewerkstelligen. Dazu mussen wir zunachst Voraus-
setzung (5.10) dieses Satzes nachweisen. Wie wir schon mehrfach gesehen haben, gilt










Die Matrix B ist positiv denit, so dass fur hinreichend groes n 2 IN auch die Matrizen
~X>
n
~Xn regular sind. Ferner gilt mit der abkurzenden Schreibweise aus Abschnitt 5.1
































Damit sind die Voraussetzungen von Satz 5.15 erfullt und aus der schwachen Konvergenz
(5.13) folgt mit Formel (5.24) sofort die Behauptung (5.23). 
In Satz 5.15 wird vorausgesetzt, dass alle ~X>
n
~Xn regular sind. Dies ist hier erst ab
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hinreichend groem n garantiert.
Nun wenden wir uns dem Regressionsmodell mit Nebenparameterraum GH zu.


























































































































Lemma 5.18 Die Matrix D aus Formel (5.25) ist positiv semidenit.
Sind die Funktionen f1

; : : : ;
fk

linear unabhangig in L2(H), so sind die folgenden Aus-
sagen aquivalent.
1. D ist positiv denit.
2. Keine der Funktionen
fj

, j = 1; : : : ; k, ist konstant in L2(H).




; : : : ; fk

>
unter der zu der
Verteilungsfunktion H gehorigen Verteilung. Somit folgt die Aussage aus elementaren
Satzen uber die Struktur von Covarianzmatrizen. 




Gegeben seien die lokalisierten Linearen Regressionsmodelle Eloc
n
mit dem Nebenpara-
meterraum GH. Keine der Funktionen f1 ; : : : ;
fk

sei konstant in L2(H). Weiterhin
sollen Designfolge, Grenzdesign, Regressoren und Varianzfunktion die Voraussetzungen
von Satz 2.16 erfullen.
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Es mogen die beiden Konvergenzvoraussetzungen (5.20) und (5.21) aus Satz 5.16 gelten.

















fur alle  2 IRk und alle Q 2 GH .
Beweis. Wir mussen lediglich die Voraussetzungen von Satz 5.16 uberprufen, dann
folgt die Behauptung mit (5.25) aus der schwachen Konvergenzaussage (5.22).
Wegen der Konvergenz D>
n
Dn ! D und wegen Lemma 5.18 sind die Matrizen D>nDn
ab hinreichend groem n 2 IN regular.
Voraussetzung (5.18) folgt mittels der Konvergenzaussage (5.25) analog wie die entspre-
chende Aussage im Beweis von Satz 5.17.
Wegen ~X>
n
~Xn ! B und D>nDn ! D folgt auch Voraussetzung (5.19) direkt. 
Man beachte, dass auch hier die Matrizen D>
n
Dn erst ab hinreichend groem n 2 IN
regular sind. Da im Allgemeinen D 6= B ist, sind die Schatzer ̂n nicht GH{adaptiv im
Sinn von Denition 5.11.




dH = 0 fur j = 1; : : : ; k. (5.26)
Dann sind die Schatzer ̂n aus (5.17) GH{adaptiv.
Wir werden den Abschnitt uber adaptive Schatzverfahren mit einigen Bemerkungen
abschlieen.
Bemerkung 5.21
1. Wir wollen in dieser Arbeit nicht auf notwendige oder hinreichende Bedingun-
gen fur die Existenz adaptiver Schatzer eingehen. In der Literatur werden jedoch
meist zwei verschiedene
"
Adaptionsvoraussetzungen\ gemacht. Zum einen ist das
die Voraussetzung symmetrischer Fehler, die bei uns in Form der Klasse Gsym ge-
geben ist, zum anderen ist das eine
"
Zentrierungseigenschaft\ der Modellmatrizen,
die bei uns durch Gleichung (5.26) gegeben ist, wobei in diesem Fall eine groere
Klasse von Fehlerverteilungen GH zugelassen ist.
Da die Klasse GH Fehlerverteilungen zulasst, deren Erwartungswert nicht gleich
Null ist, ist es ganz naturlich vorauszusetzen, dass keiner der Regressoren konstant
sein darf, dass also kein
"
Intercept\ auftreten darf. Man konnte sonst nicht mehr
zwischen Intercept und Erwartungswert der unbekannten Fehlerverteilung unter-
scheiden. Man vergleiche hierzu auch die Arbeit Portnoy und Koenker (1989), in
der ein adaptiver Schatzer fur den
"
slope\ konstruiert wird.
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2. Die beiden Schatzer ̂n und ̂n sind jeweils noch von der Wahl der Funktion g
sowie der Folgen (an)n2IN, (rn)n2IN und (cn)n2IN abhangig. Zu einer geeigneten
Wahl dieser Groen wird in der Arbeit Koul und Susarla (1983) keine Aussage
gemacht.







, mit denen die






und die Voraussetzungen (5.7) bzw. (5.15) erfullen. Die Existenz solcher
"
Preli-
minary Estimators\ ist gewahrleistet, man vergleiche dazu die Anmerkungen in
den Arbeiten Bickel (1982) oder Koul und Susarla (1983). Setzen wir zusatzlich
voraus, dass die Fehlerverteilung Erwartungswert Null und endliche Varianz be-





auch den Gau-Marko-Schatzer aus Satz 5.14
verwenden.
5.3 Adaptive Testverfahren
In diesem Abschnitt werden wir den Adaptionsbegri auf die Testtheorie ausdehnen.
Ziel ist es, wie am Anfang von Kapitel 5 erwahnt, eine Testfolge fur unser Lineares
Regressionsmodell anzugeben, die fur eine moglichst groe Klasse von Fehlerverteilun-
gen asymptotisch optimal in der Klasse aller asymptotisch {ahnlichen Testfolgen ist,
d.h. fur jede Fehlerverteilung dieser Klasse dieselbe Grenzgute besitzt wie die auf der
Kenntnis der Fehlerverteilung beruhende optimale Testfolge aus Satz 3.1.
Adaptive Testverfahren wurden ausfuhrlich in der Arbeit Choi, Hall und Schick (1996)





wendet. Wir werden hier aber in Analogie zur Schatztheorie von adaptiven Testfolgen
sprechen. In der Arbeit Choi et al. (1996) liegt auch eine Lokalisierung im Nebenpa-
rameter vor, was fur unsere Zwecke nicht erforderlich ist. Regressionsmodelle werden
in dieser Arbeit in Beispiel 3 auf Seite 856 behandelt, dort aber unter sehr abstrakten
Voraussetzungen.
Auch im Folgenden betten wir alle Denitionen in unseren Kontext schwach konvergenter
Experimente ein, so dass wir eine andere Darstellung und auch eine groe Allgemeinheit
erhalten.
5.3.1 Denition und Konstruktion mittels adaptiver Schatzer
Zunachst wollen wir eine allgemeine Denition einer adaptiven Testfolge angeben, bevor
wir diese dann fur unsere Regressionsmodelle Elocn aus (5.1) prazisieren.
Im allgemeinen Fall haben wir Experimente Fn =
 
Xn;An; fPn;(h;) j (h; ) 2 H g

2
E(H  ) betrachtet, wobei (H; h; i) ein endlichdimensionaler Hilbertraum war und
 6= ; ein beliebiger Nebenparameterraum. Weiter haben wir vorausgesetzt, dass fur
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jedes  2  die Experimente Fn() =
 
Xn;An; fPn;(h;) j h 2 Hg

2 E(H) schwach gegen
ein Gauexperiment konvergieren, genauer
Fn()
w!N (IH ; C())
mit positiv deniten Covarianzen C(). Nach Bemerkung 5.9 sind diese Gauexperi-
mente aquivalent zu den Standardgaushifts auf (H; h; iC() 1) mit hh1; h2iC() 1 :=
hh1; C() 1h2i, h1; h2 2 H.
Wir untersuchen wie in Kapitel 3 die
"
eindimensionalen\ Testprobleme
H` = fh 2 H j hh; `i  0g ; K` = fh 2 H j hh; `i > 0g (5.27)
mit einem fest vorgegebenen ` 2 H n f0g.
Halten wir zunachst einmal ein  2  fest und denieren () := C()`, so ist
hh; ()iC() 1 = hh; `i; k()k2C() 1 = h`; C()`i;
und nach Satz 1.49 existiert eine von  2  abhangige Testfolge 'n;, die im Sinne von
Denition 1.41 asymptotisch optimal ist in der Klasse aller asymptotisch {ahnlichen











; h 2 H;
besitzt. Man beachte, dass wegen der endlichen Dimension von H nach Bemerkung 5.10
immer eine zentrale Folge existiert, was in Satz 1.49 vorausgesetzt war.
Diese Uberlegungen fuhren uns zu der folgenden
Denition 5.22 (Adaptive Testfolge (zum Niveau  fur (H`;K`))
Die Experimente Fn, n 2 IN, sollen die gerade beschriebenen Voraussetzungen erfullen.
Wir betrachten das Testproblem (H`; K`) mit ` 2 H nf0g aus Formel (5.27). Eine Folge
von Tests 'n : Xn ! [0; 1], n 2 IN, heit {adaptiv (zum Niveau  2 (0; 1) fur









fur alle h 2 H und alle  2 :
Bemerkung 5.23
1. Eine {adaptive Testfolge ist fur jedes feste  2  asymptotisch optimal in der
Klasse aller {ahnlichen Testfolgen fur das Problem (H`; K`) im Sinne von De-
nition 1.41. Ware der Parameter  bekannt, so konnte man keinen asymptotisch




2. Da schwache Konvergenz von Experimenten meistens eine Lokalisierung im Pa-
rameterraum impliziert, ist es auch in diesem Fall wieder naheliegend, von lokal
adaptiven Testfolgen zu sprechen.
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Nun wollen wir angeben, was Denition 5.22 fur unsere Regressionsmodelle bedeutet.
Der folgende Satz ist eine direkte Folgerung aus dieser Denition, man vergleiche auch
den Beweis von Satz 5.13.
Satz 5.24 (Adaptive Testfolge fur die Modelle Eloc
n
)
Gegeben sei eine Menge G von Fehlerverteilungen Q, die allesamt den Voraussetzungen
2.9 genugen sollen mit endlicher positiver Fisher-Information J(Q). Weiterhin sollen
Designfolge, Grenzdesign, Regressoren und Varianzfunktion die Voraussetzungen von
Satz 2.16 erfullen, und B bezeichne die Matrix aus (2.26). Wir betrachten die lokali-
sierten Experimente Eloc
n
aus Formel (5.1) und die Testprobleme
H` =





 2 IRk j `> > 0
	
; (5.28)
mit ` 2 IRk n f0g.
Eine Folge von Tests 'n : IR
n ! [0; 1], n 2 IN, ist genau dann G{adaptiv zum Niveau











fur alle  2 IRk und alle Q 2 G:
Nun liegt naturlich die Frage nahe, ob man mittels lokal adaptiver Schatzfolgen auch
adaptive Testfolgen konstruieren kann. Die Antwort ist sehr einfach. Wir beschranken
uns dabei auf die Betrachtung der Linearen Regressionsmodelle Eloc
n
.
Satz 5.25 (Konstruktion adaptiver Tests aus adaptiven Schatzern)
Gegeben seien die Experimente Eloc
n
und das Testproblem (H`; K`) aus Formel (5.28).
Alle Voraussetzungen von Satz 5.24 seien erfullt.
Weiter seien eine im Sinn von Satz 5.13 G{adaptive Folge von Schatzern Tn : IRn ! IRk,








(jJn   J(Q)j > ) = 0 fur alle  > 0,  2 IRk und Q 2 G. (5.29)
Dann ist die Folge von Tests 'n : IR
















; x 2 IRn; n 2 IN;
G{adaptiv.



















fur alle  2 IRk und Q 2 G und damit wie im Beweis von Satz 3.5 die Behauptung. 
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5.3.2 Tests mit den Schatzern von Koul & Susarla
Wir wollen nun die auf den Schatzern ̂n aus (5.9) und ̂n aus (5.17) basierenden Test-
folgen betrachten. Man beachte dabei, dass nach Theorem 5.1 aus Koul und Susarla
(1983) die Schatzer Ĵn aus (5.8) unter den Voraussetzungen von Satz 5.15 konsistent im
Sinne von (5.29) fur J(Q), Q 2 Gsym, sind. Ebenso sind die Schatzer Ĵn aus (5.16) unter
den Voraussetzungen von Satz 5.16 konsistent im Sinne von (5.29) fur J(Q), Q 2 GH .
Der folgende Satz ist eine direkte Folge der Satze 5.17 und 5.25.








Gegeben seien die lokalisierten Linearen Regressionsmodelle Eloc
n
mit dem Nebenparame-
terraum Gsym. Weiterhin sollen Designfolge, Grenzdesign, Regressoren und Varianzfunk-
tion die Voraussetzungen von Satz 2.16 erfullen, und B bezeichne die Matrix aus (2.26).





seien die Schatzer aus (5.9) bzw. (5.8).
Dann ist die Folge von Tests '̂
n



















(x) <  1(1  )














fur alle  2 IRk und alle Q 2 Gsym:
Den folgenden Satz erhalt man analog zu Satz 5.25 aus Satz 5.19.




Gegeben seien die lokalisierten Linearen Regressionsmodelle Eloc
n
mit dem Nebenpara-
meterraum GH . Keine der Funktionen f1; : : : ; fk sei konstant in L2(H). Weiterhin
sollen Designfolge, Grenzdesign, Regressoren und Varianzfunktion die Voraussetzungen
von Satz 2.16 erfullen.
Es mogen die beiden Konvergenzvoraussetzungen (5.20) und (5.21) aus Satz 5.16 gelten.
̂n bzw. Ĵn seien die Schatzer aus (5.17) bzw. (5.16), D sei die Matrix aus (5.25).
Dann hat die Folge von Tests '̂n : IR




























fur alle  2 IRk und alle Q 2 GH :
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Diese Tests sind im Allgemeinen nicht GH{adaptiv im Sinn von Denition 5.22.
Halt man ein Q 2 GH fest und betrachtet dazu den optimalen Test 'n aus Satz 3.1, so







Die Tests '̂n sind also genau fur die Probleme (H`; K`) GH{adaptiv, fur die gilt
`>B 1` = `>D 1`: (5.32)
Bemerkung 5.28 Die Menge der `, die Bedingung (5.32) erfullen, bildet eine Hyper-
ebene des IRk.
Beispiel 5.29 Gegeben sei der Versuchsbereich V = [0; 1]. H sei die Verteilungsfunkti-
on des auf V eingeschrankten Lebesgue-Maes. Die Designfolge Hn sei H{aquidistant,
die Varianzfunktion 2  1. Weiter seien Regressoren f1(x) = x und f2(x) = x2, x 2 V,









































und damit ist die Testfolge '̂n unter den Voraussetzungen von Satz 5.27 genau dann
GH{adaptiv, wenn ` ein Vielfaches des Vektors (5; 6)> ist.
Zum Abschluss dieses Abschnitts wollen wir noch die Testfolge '̂n mit der Folge der
Likelihood-Quotienten-Tests 'LQ
n
aus (3.8) vergleichen. Da diese jedoch die Varianz
 2(Q) der Fehlerverteilung als bekannt voraussetzen, werden wir gema Korollar 3.6
diese Varianz durch einen konsistenten Schatzer  2n ersetzen. Dann folgt aus Satz 3.5
und Satz 5.27 sofort




Es gelten die Voraussetzungen von Satz 5.27. Wir schranken aber die Klasse zulassiger
Fehlerverteilungen weiter ein. Es sei G := fQ 2 GH j
R
x Q(dx) = 0;
R
x2 Q(dx) =:
 2(Q) < 1g. '̂n sei die Testfolge aus (5.31) und 'LQn sei die Folge der LQ-Tests mit







Diese Pitman-EÆzienz ist abhangig von der unbekannten Fehlerverteilung Q und kann
alle Werte im Intervall (0;1) annehmen. Somit ist im Allgemeinen keiner der Tests
asymptotisch
"
besser\ als der andere.
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Beispiel 5.31 (Fortsetzung von Beispiel 5.29)
Wir betrachten das Testproblem (H`; K`) mit ` = (1; 0)







Betrachtet man als Fehlerverteilung die zweiseitige Exponentialverteilung Qr mit Para-
meter r 2 IN aus Beispiel 2.10, so erhalt man fur r  13 die Ungleichung J(Qr) 2(Qr) >
4 und fur r < 13 die Ungleichung J(Qr)
2(Qr) < 4. Damit ist fur r  13 der Test '̂n
besser, fur r < 13 ist der LQ-Test besser.
5.4 Simulationen
Den Abschluss dieses Kapitels bilden einige Simulationen, die dem Leser eine grobe Vor-
stellung von der Qualitat einiger der in der vorliegenden Arbeit untersuchten Tests bei fe-
sten Beobachtungsumfangen n geben sollen, die aber keinerlei Anspruch auf Vollstandig-
keit erheben. In dieser Studie wurden die LQ-Tests 'LQ
n
aus (3.3) auf Seite 76, die
asymptotisch optimalen Tests '
n




Der Simulation lag die folgende Situation zu Grunde:
 Versuchsbereich V = [0; 1],
 Varianzfunktion 2  1,
 Regressoren f1  1, f2 = id[0;1],
 Versuchspunkte tni = in , i = 1; : : : ; n, n 2 IN.



















wobei, ganz im Kontext der vorliegenden Arbeit, im Parameterraum mit der Rate 1p
n
lokalisiert wurde. Die folgenden Fehlerverteilungen Q wurden simuliert:
 Eine N(0; 1){Verteilung mit Fisher-Information J(Q) = 1 und Varianz  2(Q) = 1,
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 eine Laplace-Verteilung, vgl. Beispiel 3.11, mit Fisher-Information J(Q) = 1 und
Varianz  2(Q) = 2 und
 eine Binomialverteilung auf der Menge f 2; 1; 0; 1; 2g mit Treerwahrscheinlich-
keit p = 1
2
und Varianz  2(Q) = 1, die den Voraussetzungen 2.9 nicht genugt und
deren Fisher-Information nicht existiert.
Das der Simulation zu Grunde liegende Testproblem ist durch die Linearform ` = (0; 1)>
in der Form
H` = f = (1; 2)> 2 IR2 j `> = 2  0g; K` = f = (1; 2)> 2 IR2 j `> = 2 > 0g
gegeben, wir interessieren uns also dafur, ob die Steigung der Geraden negativ ist. Als
Test-Niveau wurde  = 0:05 gewahlt.
Die Simulationsergebnisse beruhen auf 10000 Wiederholungen und wurden fur die Be-
obachtungsumfange n = 30, n = 50 und n = 100 durchgefuhrt. Als Parameterwerte
wurden fur 2 die Werte 0; 1; 5 und 10 gewahlt und stets fur 1 der Wert 0.
Bevor wir die Simulationsergebnisse wiedergeben, mussen wir noch auf die Problematik
eingehen, die mit den adaptiven Tests '̂
n
verbunden ist. In der Teststatistik von '̂
n
tritt der Schatzer ̂n aus (5.9) auf, bei dem noch die Groen rn; zn; an sowie die Funk-
tion g
"
eingestellt\ werden mussen. Die kritische Groe dabei ist die
"
Bandbreite\ rn,
die einen sehr starken Einuss auf den Schatzer hat. Wir haben fur rn jeweils auf Vor-
studien basierende Werte genommen, die in den einzelnen Tabellen mit aufgefuhrt sind.
Ferner wurde an = 0:01 gesetzt, und g bzw. zn wurden implizit festgelegt, indem wir die
in den Schatzern auftretenden Integrationen jeweils im Intervall [ 20; 20] durchgefuhrt
haben. An dieser Stelle sei auf die Arbeit Hsieh und Manski (1987) hingewiesen, in der
adaptive Schatzer aus Bickel (1982) simuliert wurden. In der dortigen Simulationsstudie
wurde genauer auf die Problematik der
"
einzustellenden Parameter\ eingegangen. Wir
wollen auch noch erwahnen, dass die adaptiven Tests '̂n unserer Simulation nicht nur
aufwendig zu implementieren waren, sondern auf Grund der auftretenden Integrationen
sehr viel Rechenzeit benotigten, was die geringen Beobachtungsumfange sowie die ge-
ringe Anzahl von Wiederholungen erklart.
Die folgenden Tabellen geben unsere Simulationsergebnisse wieder, wobei in den Spalten
mit der Uberschrift n =1 die jeweiligen Grenzguten der verschiedenen Tests angefuhrt
sind.
Normalverteilte Fehler
Sind die Fehler N(0; 1){verteilt, so sind alle drei betrachteten Testfolgen aquivalent,
d.h. sie besitzen dieselbe Grenzgute. Bei kleinen Beobachtungsumfangen ergeben sich
jedoch groe Unterschiede, wie Tabelle 5.1 verdeutlicht. Wahrend der LQ-Test sowie der
asymptotisch optimale Test fur alle drei Beobachtungsumfange dem Wert der Grenzgute
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0 .0524 .0527 .0587 .0506 .0502 .0693 .0488 .0487 .0725 .05
1 .0855 .0901 .0876 .0842 .0879 .1108 .0842 .0860 .1068 .088
5 .4216 .4790 .3339 .4182 .4499 .3952 .4167 .4357 .4075 .421
10 .8989 .9409 .7547 .8900 .9222 .8134 .8883 .9027 .8221 .893
Tabelle 5.1: Simulationsergebnisse fur normalverteilte Fehler
bereits sehr nahe kommt, ist der adaptive Test nicht einmal in der Lage, das vorgegebene
Niveau von 5% einzuhalten. Die zum Teil hoheren Gutewerte fur die Parameter 2 = 1,
2 = 5 und 2 = 10 sind damit nicht mit den Gutewerten der anderen beiden Tests
vergleichbar.
Laplace-verteilte Fehler
Sind die Fehler Laplace-verteilt, so besitzen der asymptotisch optimale Test und der
adaptive Test eine bessere Grenzgute als der LQ-Test. Dies kommt bei den simulierten
Stichpobenumfangen jedoch nicht zum tragen, vgl. Tabelle 5.2. Auch hier zeigt sich,





























0 .0509 .0510 .1242 .0499 .0528 .1389 .0511 .0494 .1181 .05 .05
1 .0782 .0873 .1614 .0699 .0850 .1865 .0711 .0833 .1620 .075 .088
5 .2692 .2562 .4202 .2779 .2909 .4641 .2612 .3112 .4032 .266 .421
10 .6588 .3784 .7653 .6557 .4801 .7955 .6643 .5985 .7634 .654 .893
Tabelle 5.2: Simulationsergebnisse fur Laplace-verteilte Fehler
dass der adaptive Test das vorgegebene Niveau nicht einhalten kann. Betrachtet man
den Parameter  = 10, so erkennt man, dass der LQ-Test eine deutlich groere Gute
aufweist als der asymptotisch optimale Test, was andeutet, dass dessen Asymptotik
erst fur groe Beobachtungsumfange n greift. Um eine Vorstellung von der Asymptotik
von '
n
zu bekommen, wurden weitere Simulationen fur einen Beobachtungsumfang von
n = 1000 durchgefuhrt und in Tabelle 5.3 dargestellt. Dabei erkennen wir, dass selbst










5 .2689 .3832 .266 .421
10 .6524 .8038 .654 .893
Tabelle 5.3: Weitere Simulationsergebnisse fur Laplace-verteilte Fehler
dann der Test '
n
seine Grenzgute noch nicht
"
erreicht\. Allerdings tritt deutlich seine
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groere Gute gegenuber dem LQ-Test zu Tage.
Binomialverteilte Fehler
Zum Abschluss unserer Simulation haben wir eine Binomialverteilung, also eine dis-
krete Fehlerverteilung betrachtet, so dass der Test '
n
, der ja im Wesentlichen auf den
Lebesgue-Dichten der Fehlerverteilung beruht, nicht existiert. Auch fur den adaptiven
Test '̂
n
haben wir bisher die Voraussetzungen 2.9 an die Fehlerverteilung gestellt. Zu
Beginn von Abschnitt 5.2.3.1 wurde aber schon erwahnt, dass der Schatzer ̂n, auf dem
der Test '̂
n
beruht, auch fur z.B. binomialverteilte Fehler anwendbar ist, wenn man fur
die Fisher-Information J(Q) =1 setzt. Aus dieser Sicht sind die Simulationsergebnis-
se aus Tabell 5.4 nicht verwunderlich. Der adaptive Test ist fur 2 = 5 und 2 = 10
















0 .0513 .0421 .0499 .0266 .0487 .0079 .05
1 .0875 .0547 .0876 .0410 .0858 .0262 .088
5 .4143 .6189 .4218 .7507 .4266 .8211 .421
10 .8916 .8449 .8948 .9159 .8935 .9492 .893
Tabelle 5.4: Simulationsergebnisse fur binomialverteilte Fehler
deutlich besser als der LQ-Test, vor allem auf Grund der Tatsache, dass er sogar ein
deutlich geringeres Niveau einhalt als die vorgegebenen 5%. Betrachtet man die Grenz-




J(Q) =1 trotz der Lokalisierungsrate 1p
n
ein konsistenter Schatzer fur  ist, wohinge-
gen der Gau-Marko-Schatzer, auf dem der LQ-Test beruht, bei dieser Rate lediglich
asymptotisch normalverteilt ist mit positiver Varianz.
Anhang A
Technische Hilfsmittel
A.1 Variationsabstand, Hellingerabstand, AÆnitat
und Hellingertransformierte
Seien (
;A) ein Messraum und M(
) der Vektorraum aller endlichen signierten Mae
auf (
;A). Ein signiertes Ma  2 M(
) lasst sich eindeutig in zwei zueinander sin-




wird eine Norm, die Totalvariationsnorm auf M(
) deniert.
Der Raum (M(
); k  kTV ) ist ein Banach-Verband, vgl. Elstrodt (1996), S. 273.
Denition A.1 (Variationsnorm) Auf M(
) wird mittels
kkV := supfj(A)j : A 2 Ag
eine Norm, die Variationsnorm deniert.
Oensichtlich sind die beiden Normen aquivalent, denn fur ein signiertes Ma  gilt die
Abschatzung
kkV  kkTV  2kkV :
Somit ist auch der Raum (M(
); k  kV ) ein Banach-Verband.
Denition A.2 (Hellingerabstand) Seien P;Q 2 M(
) Wahrscheinlichkeitsmae
und  2 M(
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Bemerkung A.3 Der Hellingerabstand hangt nicht vom dominierenden Ma  ab. Auf
dem Raum aller Wahrscheinlichkeitsmae auf (
;A) wird durch dH eine Metrik mit
0  dH(P;Q)  1 (A.1)
deniert.






















die AÆnitat von P und Q deniert.
Denition A.5 (Hellingertransformierte)
Seien  6= ; ein Parameterraum und E = (X ;A; fP :  2 g) ein Experiment. Sei
A() := f   j jj <1g
das System aller endlichen Teilmengen von . Fur beliebiges  2 A() sei
S :=
(





der Standard-Simplex des IRjj. Fur beliebiges  2 A() sei
E := (X ;A; fP :  2 g)
die Einschrankung von E auf den Parameterraum .
Fur  2 A() sei  ein Ma auf (X ;A), das die Menge fP :  2 g dominiert. Dann
heit







d; z = (z)2 2 S;
die Hellingertransformierte von E, vgl. Strasser (1985), S. 271.
Die Hellingertransformierte hangt nicht von dem dominierenden Ma  ab.
Lemma A.6 (Satz von Schee) Sind P;Q 2 M(
) Wahrscheinlichkeitsmae und
werden sie dominiert von einem {endlichen Ma  (zum Beispiel  = P +Q), so gilt













Beweis. Strasser (1985), S. 7.
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Eine direkte Folgerung dieses Lemmas sowie der Substitutionsregel ist das folgende
Lemma A.7 Seien 1;2 2 IRkk positiv denite Matrizen. Dann gilt fur die folgenden
Normalverteilungen
kN(0; c1) N(0; c2)kV = kN(0;1) N(0;2)kV fur alle c > 0.
Lemma A.8 (Hellingerabstand und Variationsabstand) Es gilt die Ungleichung
d2
H







Beweis. Strasser (1985), S. 11.
Lemma A.9 (Hellingerabstand und AÆnitat) Es gilt die Beziehung
d2
H
(P;Q) = 1  a(P;Q): (A.4)
Beweis. Oensichtlich.
Lemma A.10 (AÆnitat, Hellingerabstand und Produktmae)
Seien Pi; Qi, i = 1; :::; n, Wahrscheinlichkeitsmae auf den Messraumen (
i;Ai). Dann



































Beweis. 1. ist oensichtlich, 2. folgt aus 1. und Lemma A.9, vgl. auch Strasser (1985),
S. 12. 
Lemma A.11 (Hellingerabstand und Hellingertransformierte)
Sei E = (
;A; fP :  2 g) ein Experiment, dann gilt








fur alle 1; 2 2 .
Beweis. Folgt direkt aus den Denitionen und Lemma A.9. 
Die folgenden beiden Beispiele erhalt man durch elementare Rechnungen.
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Beispiel A.12 (Hellingerabstand zweier eindim. Normalverteilungen)






















Beispiel A.13 (Hellingerabstand k-dim. Normalverteilungen mit EW 0)
Seien 1;2 2 IRkk symmetrisch und positiv denit. Dann gilt fur k-dimensionale
Normalverteilungen mit Erwartungswert 0 2 IRk:
d2
H
(N(0;1); N(0;2)) = 1  2
k










Wir wollen hier kurz denieren, was wir unter dem Erwartungswert und der Covarianz
einer hilbertraumwertigen Zufallsvariablen verstehen. Zu den folgenden Ausfuhrungen
vergleiche man Ibragimov und Rozanov (1978), S. 7 . oder Kuo (1975), S. 15 .
Denition A.14 (EW und VAR von hilbertraumwertigen Zufallsvar.)
Sei X eine Zufallsvariable mit Werten in einem separablen Hilbertraum (H; h; i).
Ein Hilbertraumelement  2 H mit
h; hi = EhX; hi fur alle h 2 H
wird Erwartungswert von X genannt; man schreibt auch EX = .
Ein linearer Operator S : H ! H mit
hSh1; h2i = Cov (hX; h1i; hX; h2i) fur alle h1; h2 2 H
wird Covarianz von X genannt; man schreibt auch Cov(X) = S.
Bemerkung A.15 Der Erwartungswert E(X) muss nicht notwendig existieren. Wenn
er existiert, ist er eindeutig bestimmt. Ist E(kXk) <1, so existiert der Erwartungswert.
Auch die Covarianz Cov(X) muss nicht notwendig existieren. Wenn sie existiert, ist sie
ein eindeutig bestimmter, symmetrischer und positiv semideniter Operator. Dabei
nennen wir einen Operator S : H ! H positiv semidenit, falls fur alle h 2 H gilt
hSh; hi  0. Der Operator S heit positiv denit, falls fur alle h 6= 0 gilt hSh; hi > 0.
Ist E(kXk2) <1, so existiert die Covarianz Cov(X).
Lemma A.16
Sei X eine Zufallsvariable mit Werten in einem separablen Hilbertraum (H; h; i).
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1. Existiert der Erwartungswert EX, so ist er in folgendem Sinn unabhangig vom
Innenprodukt h; i:
Fur jede stetige Bilinearform s : H  H ! IR, d.h. aus hn ! h, ~hn ! ~h in
(H; h; i) folgt s(hn; ~hn)! s(h; ~h), gilt
Es(X; h) = s (EX; h) fur alle h 2 H:
Dabei muss s weder symmetrisch noch denit sein.
2. Existiert die Covarianz Cov(X), so ist sie in folgender Weise vom Innenprodukt
abhangig. Ist A : H ! H ein symmetrischer, positiv deniter Operator, so wird
durch
[h1; h2] := hAh1; h2i fur h1; h2 2 H
ein weiteres Innenprodukt auf H deniert, und (H; [; ]) ist wiederum ein Hilbert-
raum. Dann existiert die Covarianz von X in (H; [; ]) und es ist
Cov[;](X) = Cov(X)A:
Beweis. Fur den Fall eines endlichdimensionalen Hilbertraums ndet man den Beweis
in Eaton (1983), S. 73 . Dieser Beweis lasst sich leicht verallgemeinern.
1. Sei s eine beliebige stetige Bilinearform. Dann existiert nach Heuser (1992), S. 185,
ein stetiger linearer Operator A : H ! H mit s(h1; h2) = hAh1; h2i fur alle
h1; h2 2 H. Ist A der zu A adjungierte Operator, so gilt fur h 2 H
Es(X; h) = EhAX; hi = EhX;Ahi = hEX;Ahi = hAEX; hi = s (EX; h) ;
insbesondere existieren alle auftretenden Erwartungswerte.
2. Fur h1; h2 2 H gilt
Cov([X; h1]; [X; h2]) = Cov(hAX; h1i; hAX; h2i) = Cov(hX;Ah1i; hX;Ah2i)
= hCov(X)Ah1; Ah2i = hACov(X)Ah1; h2i =
= [Cov(X)Ah1; h2];
insbesondere existieren alle auftretenden Covarianzen. 
A.3 Ein Transformationssatz
Wir betrachten eine beliebige Verteilungsfunktion H auf [a; b] mit zugehorigem Wahr-
scheinlichkeitsma PH . Durch
H 1(s) := supft 2 [a; b] j H(t)  sg; s 2 [0; 1]; (A.7)
wird die rechtsseitig stetige Quantilfunktion von H deniert. Wir setzen hierbei
supf;g := a. H 1 wachst monoton, somit ist diese Funktion auch von oben halbste-
tig.
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Satz A.17 (Transformationssatz) Sei f 2 Lp(H), p 2 [1;1), und  bezeichne das
Lebesgue-Ma auf [0; 1]. Dann gelten










d fur alle t 2 [a; b]: (A.8)
Beweis. Wir zeigen Teil 2. Die erste Behauptung wird dabei implizit mitbewiesen.
Denieren wir fur beliebiges, aber festes t 2 [a; b] die madenierende Funktion
Ht : [a; b]! [0; 1]; Ht(x) := minfH(x); H(t)g; x 2 [a; b];











([a; x]) = j[0;H(t)](fs 2 [0; 1] j H 1(s) 2 [a; x]g)
=

H(x); falls H(x)  H(t)
H(t); falls H(x) > H(t)

= minfH(x); H(t)g = Ht(x) = PHt([a; x]):


























A.4 Satze uber Funktionen von beschrankter Varia-
tion




jGn(t) G(t)j ! 0 fur n!1; (A.9)
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g dG fur n!1:
Die Integrale sind hierbei nicht als Riemann-Stieltjes Integrale, sondern als Integrale
bezuglich der durch Gn bzw. G eindeutig bestimmten Mae zu verstehen.
Beweis. Es genugt, die Aussage fur monotone Funktionen g zu beweisen. Seien Pn; P
die zu Gn; G gehorigen Wahrscheinlichkeitsmae, und sei g eine beliebige monotone









fur alle reellen Zahlen  < .
Man beachte dabei, dass g 1((; )) wieder ein (nicht notwendig oenes) Intervall ist.




Die Funktion g ist beschrankt, also ist idg([a;b]) eine stetige und beschrankte Funktion
































)(t) + g (1) 1[n 1
n
;1](t); t 2 [0; 1];
von g gilt die Abschatzung
1Z
0
(g(x)  gn(x))2 dx 

















; i = 1; : : : ; n:




































































Satz A.20 Seien f 2 BV [a; b] und g : [c; d] ! [a; b] monoton wachsend. Dann ist
f Æ g 2 BV [c; d] und es gilt
V (f Æ g)  V (f):
Beweis. Die Aussage folgt direkt aus der Denition der beschrankten Variation. 
Satz A.21 (vgl. Hildebrandt (1963), S.52) Seien  von beschrankter Variation auf




(x) u(dx); t 2 [a; b];
stetig auf [a; b].
A.5 Stochastische Integrale nichtzufalliger Funktio-
nen
Wir tragen hier kurz einige bekannte Tatsachen zum Thema
"
Stochastische Integrale
nichtzufalliger Funktionen\ zusammen. In der Literatur nden sich die Aussagen zum
Beispiel in Wentzell (1981), S. 38-41.
Sei [a; b]  IR ein abgeschlossenes Intervall. Wir betrachten einen zentrierten sto-
chastischen Prozess (t), t 2 [a; b], auf einem Wahrscheinlichkeitsraum (
;A; P ) mit
existierenden zweiten Momenten und unkorrelierten Zuwachsen. Dann existiert ei-
ne bis auf eine additive Konstante eindeutig bestimmte monoton wachsende Funktion
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F : [a; b]! IR mit E((t)  (s))2 = F (t) F (s) fur s; t 2 [a; b] mit s < t. Wir betrach-
ten im Folgenden nur solche Prozesse, fur die die zugehorigen Funktionen F rechtsseitig
stetig sind. Man beachte, dass jede Funktion F mittels der Gleichung
((s; t]) := F (t)  F (s) fur s; t 2 [a; b], s < t,
ein endliches Ma  auf ((a; b];B((a; b])) deniert. Wir werden im Folgenden die Funkti-
on F mit dem zugehorigen Ma identizieren. Der Punkt a spielt in den Betrachtungen
keine Rolle, so dass wir die nicht festgelegte Konstante von F vernachlassigen und von
"
der\ Funktion F mit F (a) = 0 sprechen konnen.
Beispiel A.22
1. Fur die Brownsche Bewegung W (t), t 2 [0; 1], ist die zugehorige Funktion F die
Identitat auf [0; 1].
2. Ist H eine beliebige Verteilungsfunktion auf [a; b], so wird durch (t) := W (H(t))
ein zentrierter Gauprozess mit unabhangigen Zuwachsen deniert, und es ist
Cov(W (H(t));W (H(s))) = minfH(t); H(s)g fur t; s 2 [a; b].
Die zugehorige Funktion ist F = H.




f(t) (dt) fur alle f 2 L2(F ) (A.10)




wobei a = tn;0 < tn;1 < : : : < tn;n < tn;n+1 = b eine Zerlegungsnullfolge sei, und f
"
geeignet\ durch die fn;i approximiert werde, vgl. Wentzell (1981). I(f) ist somit eine
quadratisch integrierbare Zufallsvariable auf (
;A; P ).
Wir fassen einige Eigenschaften des stochastischen Integrals in einem Lemma zusammen.
Lemma A.23 Unter obigen Voraussetzungen gilt fur das stochastische Integral I(f) aus
(A.10)




f 2 dF fur f 2 L2(F ).
146 Anhang A. Technische Hilfsmittel
3. Cov(I(f); I(g)) =
R
(a;b]
fg dF fur f; g 2 L2(F ).
Lemma A.24 Seien (t), t 2 [a; b], und f 2 L2(F ) wie oben. Wir denieren den













In diesem Abschnitt fassen wir die wichtigsten Hilfsmittel aus der Theorie der kernre-
produzierenden Hilbertraume zusammen. Die Aussagen nden sich in groerer Allge-
meinheit zum Beispiel in Parzen (1967) oder Luschgy (1991b).
Sei Z(s), s 2 [0; 1], ein zentrierter Gauprozess mit stetigen Pfaden und Covarianzkern
R : [0; 1]  [0; 1] ! IR, und sei (
;A; P ) der zu Grunde liegende Wahrscheinlichkeits-
raum. Der Prozess entspricht einem Wahrscheinlichkeitsma PZ (dem Bildma) auf
(C[0; 1];B(C[0; 1])), dem Raum aller stetigen Funktionen von [0; 1] nach IR, versehen
mit der Supremumsnorm und der zugehorigen Borelschen {Algebra.
Durch den Covarianzkern R wird der zugehorige kernreproduzierende Hilbertraum
(H(R); h; iH(R)) mittels der beiden Forderungen
R(; s) 2 H(R) fur alle s 2 [0; 1], (A.12)
hh;R(; s)iH(R) = h(s) fur alle s 2 [0; 1] und alle h 2 H(R) (A.13)
eindeutig deniert, d.h. sowohl H(R) wie auch das Innenprodukt sind eindeutig festge-
legt. Es gilt weiterhin
H(R)  C[0; 1]:
Seien h 2 H(R) und Zh(s) := h(s) + Z(s), s 2 [0; 1], der Prozess mit Erwartungswert-
funktion h und gleichem Covarianzkern R. Sei PZh das zugehorige Wahrscheinlichkeits-
ma auf C[0; 1].














fur u 2 C[0; 1]; (A.14)
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CA (u) := Z
[0;1]
u d (A.15)




R(; s)(ds) j  endliches signiertes Mag dicht in H(R) liegt und die
endlichen signierten Mae auf [0; 1] mit dem topologischen Dual von C[0; 1] identiziert
werden konnen.
Der stochastische Prozess 
C[0; 1];B(C[0; 1]); PZ; fL(h) j h 2 H(R)g






















CovPZ(L(h); L(g)) = hh; giH(R): (A.18)
Ein wichtiges Beispiel soll diese Begrie verdeutlichen. Alle Aussagen des Beispiels
nden sich in der anfangs zitierten Literatur.
Beispiel A.25 Es sei W eine Version der Brownschen Bewegung mit stetigen Pfaden
auf dem Intervall [0; 1]. Der zugehorige Covarianzkern ist dann
R(s; t) = minfs; tg; s; t 2 [0; 1]:
Damit erhalt man als zugehorigen kernreproduzierenden Hilbertraum
H(R) =
8><
>:h : [0; 1]! IR
 9 h
0 2 L2() : h(s) =
Z
[0;s]
h0(x) (dx); s 2 [0; 1]
9>=
>; :
Fur h1; h2 2 H(R) mit zugehorigen h01; h02 (diese sind {fast sicher eindeutig bestimmt)






2 d = hh01; h02iL2():
Ist h 2 H(R) und ist
"
das\ zugehorige h0 rechtsseitig stetig und von beschrankter Va-




h0(x) u(dx); u 2 C[0; 1];
wobei das Integral als Riemann-Stieltjes Integral zu verstehen ist.
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A.7 Absolutstetige Funktionen
Denition A.26 (Absolutstetige Funktionen) Eine Funktion g : IR ! IR heit
absolutstetig (genauer: auf endlichen Intervallen absolutstetig), wenn fur alle
C > 0 und alle  > 0 ein Æ > 0 existiert, so dass fur jeweils endlich viele disjunkte
Intervalle (a1; b1); : : : ; (an; bn)  ( C;C), n 2 IN, mit
nP
k=1
jbk   akj < Æ gilt
nX
k=1
jg(bk)  g(ak)j < :
Jede absolutstetige Funktion ist naturlich auch stetig. Es gilt sogar
Satz A.27 (vgl. Rudin (1987), S. 146) Eine Funktion g : IR ! IR ist genau dann




g0 d; fur alle  1 < a < b <1
existiert.
In diesem Fall ist g {fast uberall dierenzierbar mit Ableitung g0. In diesem Sinne
werden wir kunftig nur noch von der Ableitung einer absolutstetigen Funktion sprechen.
Aus diesem Satz folgt direkt
Korollar A.28 Ist g : IR ! IR absolutstetig mit lim
x!1
g(x) = 0, und ist die Ableitung
(im Sinne von Satz A.27) Lebesgue-integrierbar, so giltZ
g0 d = 0:
Schlielich benotigen wir noch
Lemma A.29 Ist g : IR! IR absolutstetig mit Ableitung g0, so gilt
(fx 2 IR j g(x) = 0; g0(x) 6= 0g) = 0:
Beweis. Sei A := fx 2 IR j g(x) = 0; g0(x) 6= 0g. Da g nach Satz A.27 {fast sicher dif-
ferenzierbar ist, konnen wir g fur den Beweis dieser Aussage o.B.d.A. als dierenzierbar
voraussetzen. Nehmen wir weiter (A) > 0 an, so muss ein x0 2 A existieren, so dass in
jeder Umgebung von x0 Punkte aus A liegen. Sonst ware A abzahlbar und somit eine






was im Widerspruch zu x0 2 A steht. Also muss (A) = 0 gelten. 
149
Lemma A.30 Ist Q ein Wahrscheinlichkeitsma auf (IR;B), das den Voraussetzun-
gen 2.9 genugt, d.h. Q besitzt eine absolutstetige Lebesgue-Dichte q mit Ableitung q0














2 L2(Q) folgt q0
q
2 L1(Q) und damit q0 2 L1().
Nehmen wir an, es sei lim
x!1
q(x) 6= 0, so existieren ein C > 0 und eine Folge (xn)n2IN
mit xn !1 und q(xn) > C. Da q eine Wahrscheinlichkeitsdichte ist, mussen aber auch
ein 0 < c < C und eine Folge (yn)n2IN mit yn ! 1 und q(yn) < c existieren. Nach








was auf Grund von q0 2 L1() beim Grenzubergang n ! 1 zum Widerspruch fuhrt.
Folglich muss lim
x!1
q(x) = 0 gelten, und analog zeigt man lim
x! 1
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