Introduction

A double sequence = [ ] , =0
∞ is said to be convergent in the pringsheim sense or p-convergent if for every > 0 there exist ∈ ℕ such that − < whenever j, k > N and L is called the Pringsheim limit [1] , denoted P-= . A double sequence x is bounded if there exist a positive number M such that < for all j, k i.e if = < ∞. Note that in contrast to the case for single sequences, a convergent double sequence need not be bounded.
Let = ( ) , =1
∞ be a non-negative regular matrix. Then A-density of a set ⊆ ℕ is defined if = ∈ exists [2] . A sequence = is said to be A-statistically convergent to L if for every > 0 the set = ∈ ∶ | − | ≥ has A-density zero [3] , (see also [4] and [5] ).
Recently, Kolk [6] generalized the idea of A-statistical convergent to -statistical Convergence by using the idea of -summability or -convergence due to Stieglitz [7] .
∞ be a regular doubly infinite matrix of real numbers for all m, n = 0, 1, … . In the similar manner as in [2] , we define 2A-density of the set = { , ∈ ℕ × ℕ} for m, n = 0, 1, 2, … 2 = lim →∞ =0 =0
(1.1) exists and a double sequence = ( ) is said to be 2A-statistically convergent to L if for every > 0 the set ( ) has 2A-density zero. Let = ( ) be a sequence of infinite matrices with = . Then = ( ) ∈ ℓ ∞ 2 , the space of bounded double sequences, is said to be F-convergent (2 -summable) to the value 2 − (denotes the generalized limit) if
∞ is RH-Regular. (see [8] ). Kolk [6] introduced the following: An index set K is said to have -
3) uniformly in i, where by index set we mean a set K= ⊂ ℕ, < 1+ for all i. Now we extend this definition as follows: An indexed set K= ( , ) ⊆ ℕ × ℕ, < +1 , < 1+ for all i, is said to have 2 - We denote by (2 ), the space of all 2 -statistically convergent sequences.
In particular, if = ( 1 ), the Cesaro matrix, the -statistical convergence is reduced to C 11 -statistical convergence.
II. -Statistical Cluster And Limit Points
We use the following examples to show that neither of the two methods, statistical convergence and 2 -statistical convergence, implies the other. Example 2.1: Consider the sequence of infinite matrices = ( ) with
Then x is not statistically convergent to zero as ( , ):
≥ ≠ 0 but it is 2 -statistically convergent to zero; and on the other hand y is statistically convergent but not 2 -statistically convergent.
We now give some definitions for the method 2 .
Definition 2.2:
Let ℛ * . Then number is said to be 2 −statistical cluster point of a sequence if for given > 0, the set ( , ); − < does not have 2 − . Definition2.3: Let ℛ * . The number is said to be 2 −statistical limit point of a sequence if there is a subsequence of which convergence to such that whose indices do not have 2 − . Denote by Γ 2 , the set of 2 −statistical cluster points and by Λ (2 ) the set of 2 −statistical limit points of = ( ) it is clear from the above examples, that Γ 2 = {0} and Λ 2 = 0 , Γ 2 = {0} and Λ 2 = 0 . Throughout this paper we will consider ℛ * . Here we see that z is not bounded above but it is 2 −statistically bounded for 2 ( , ): > 1 = 0. Also z is not statistically bounded. Thus = −∞, 1 = (0, ∞) so that 2 − lim = 1 2 − . Moreover Γ 2 = 0,1 = (2 ) and z is neither 2 −statistically nor statistically convergent. In this example we see that z is 2 −statistically bounded but not 2 −statistically convergent. On the other hand in example 2.1 y is statistically convergent and not 2 −statistically bounded. Also note that 2 − lim equals the greatest element of Γ 2 while 2 − is the least element Γ 2 . This observation suggests the following. 
III. The Main Results
Throughout this paper by 2 ≠ 0; = {( , ) ∈ × ℕ} we mean that either 2 > 0 does not have 2 − . This makes it clear that every bounded double sequence is 2 − bounded and every 2 − bounded sequence is 2 − bounded, but not conversely, in general.
IV. Conclusion
The double sequence which is bounded above and 2 -summable to the number L = 2 limsup st x   , then it is 2 -statistically convergent to L. Similarly, a double sequence which is bounded below and 2 -summable to the number  = 2 liminf st x   , then it is 2 -statistically convergent to  .
