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Abstract
We investigate some genuine Poisson geometric objects in the modular theory of an arbi-
trary von Neumann algebra M. Specifically, for any standard form realization (M,H, J,P),
we find a canonical foliation of the Hilbert space H, whose leaves are Banach manifolds that
are weakly immersed into H, thereby endowing H with a richer Banach manifold structure to
be denoted by H˜. We also find that H˜ has the structure of a Banach-Lie groupoid H˜ ⇒M+
∗
which is isomorphic to the action groupoid U(M) ∗M+
∗
⇒M+
∗
defined by the natural action
of the Banach-Lie groupoid of partial isometries U(M) ⇒ L(M) on the positive cone in the
predual M+
∗
, where L(M) is the projection lattice of M. There is also a presymplectic form
ω˜ ∈ Ω2(H˜) that comes fom the scalar product of H and is multiplicative in the usual sense
of finite-dimensional Lie groupoid theory. We further show that the groupoid (H˜, ω˜) ⇒ M+
∗
shares several other properties of finite-dimensional presymplectic groupoids and we investi-
gate the Poisson manifold structures of its orbits as well as the leaf space the foliation defined
by the degeneracy kernel of the presymplectic form ω˜.
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1 Introduction
Poisson geometry holds an important place in differential geometry nowadays, and this is due
not only to its applications to classical mechanics but also to its relations to many other areas of
geometry and mathematical physics via the great variety of geometic structures it involves, such
as symplectic structures, singular foliations, Lie groupoids and algebroids, and many others.
On the other hand, the theory of operator algebras stems from quantum mechanics and quantum
field theory [24] and has developed into a research area with ramifications towards an impressive
range of mathematical topics, as one can see for instance from its applications to quantum statistical
mechanics [14] or from the remarkable development of the noncommutative geometry [20].
Several striking similarities between finite-dimensional Poisson geometry and the theory of
von Neumann algebras were pointed out by A. Weinstein in his seminal paper [48] and also for
instance in the book [17], motivated by an attempt to understand the classical limit of quantum
theory, viewing Poisson manifolds as semiclassical limits of operator algebras in some sense. Such
a collection of similarities serves at any rate as a very useful guide for study of each one of these
two theories. As emphasized in the aforementioned paper, the investigation of the modular vector
fields of Poisson manifolds may help one gain a geometric perspective on the modular operators of
von Neumann algebras.
In the present paper we take one step further in that direction, showing that a considerable
amount of genuine infinite-dimensional Poisson geometry in the sense of [33], [16], and [38] is inher-
ent to the modular theory of every von Neumann algebra. This is independent of any semiclassical
limit process that might lead from operator algebras to Poisson manifolds. Instead, it turns out
that for any von Neumann algebra M realized in its standard form (M,H, J,P), the original man-
ifold structure of its corresponding Hilbert space H has a Banach foliation H˜ (i.e., the original
manifold structure of H can be enriched to a Banach manifold structure for which the identity map
H → H˜ is a weak immersion) which further leads to a Banach-Lie groupoid structure H˜ ⇒ M+∗
on the convex cone of positive normal forms of M, and this groupoid shares many of the basic
features of the symplectic groupoids —objects that are ubiquitous in finite-dimensional Poisson
geometry. There is actually a presymplectic form ω˜ ∈ Ω2(H˜) that comes fom the scalar product
of H and is multiplicative (Proposition 6.11) in the usual sense of finite-dimensional Lie groupoid
theory, which is closely related to the property of the graph of the groupoid multiplication to be
coisotropic. (See [28], [47], [15], [49], and the references therein.) Our construction thus seems to
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point to the first nontrivial examples of infinite-dimensional presymplectic Banach-Lie groupoids,
and these examples arise in the framework of modular theory and standard forms of von Neumann
algebras.
In this paper we actually work with several groupoid isomorphisms defined by suitable polar
decompositions of vectors and functionals, which can be summarized in the commutative diagram
H
 
U(M) ∗M+∗
 
Φoo Ξ //M∗
 
M+∗ M
+
∗
idoo id //M+∗
(1.1)
(cf. Propositions 3.2 and 6.5). Here the coadjoint action groupoid U(M)∗M+∗ ⇒M
+
∗ is a Banach-
Lie groupoid in a natural way, the total space M∗ of the predual groupoid carries a natural
Lie-Poisson bracket, while the total space of the standard groupoid H⇒M+∗ is the Hilbert space
H of the essentially unique standard representation and has a natural symplectic structure. (See
Section 6.)
Our point in this paper is that the geometrical aspects of the above three groupoids actually
complement each other and it is the interaction of these aspects which provides Poisson geometrical
information on the von Neumann algebra M. These three groupoids taken together actually share
suitable versions of the key features of any symplectic groupoid G⇒ P from the finite-dimensional
Poisson geometry [47]: the base P has a Poisson structure for which the source/target maps are
Poisson/anti-Poisson maps, the graph of the groupoid multiplication is a Lagrangian submanifold
of G ×G × G, the base P is a Lagrangian submanifold of the symplectic manifold G, and so on.
It looks like a worthwhile and at the same time quite exciting endeavor in the future to find the
explanation of the occurrence of these deep genuine Poisson geometric aspects in the theory of
von Neumann algebras. As already mentioned above, we find versions of these features that are
adapted to presymplectic Banach-Lie groupoids.
It is noteworthy that infinite-dimensional geometric structures associated to operator algebras
have been studied extensively, from a variety of perspectives including but not limited to Toeplitz
operators [1], Riemannian and Finsler geometry [3], symmetric spaces [46, 32], representations
of Banach-Lie groups [34], Banach-Poisson manifolds and particularly Banach Lie-Poisson spaces
[38, 37, 39], Banach-Lie algebroids [36], geometry of generalized inverses [2, 8] etc. From the point
of view of these earlier studies, what we are doing here is to explore some of the Poisson geometric
structures that are encoded in the standard form of von Neumann algebras.
Outline of this paper. In Section 2 we have recorded notions of Poisson geometry on infinite-
dimensional manifolds that are needed in the later sections. Thus, in Subsection 2.1 we introduce
a suitable notion of Poisson structure that is obtained by adapting the notions of Poisson structure
from [33] and sub-Poisson structures from [16]. In Subsection 2.2 we show how Poisson structures
in the above sense can be constructed from weakly symplectic structures on manifolds modeled
on Banach spaces, thus avoiding a well known problem from the theory of infinite-dimensional
Hamiltonian systems that was already noted in [18]. Subsection 2.3 records some basic facts on
the most important class of infinite-dimensional Poisson manifolds that was studied so far, namely
the infinite-dimensional Lie-Poisson spaces, that is, Banach spaces b for which the topological dual
space b∗ has the structure of Banach-Lie algebra whose Lie bracket [·, ·] : b∗×b∗ → b∗ is separately
continuous with respect to the weak dual topology of b∗. Basic examples of Lie-Poisson spaces
are the preduals of von Neumann algebras. In Subsections 2.4 and 2.5 we recall the Banach-
Lie groupoid structure of the sets of closed-range elements of a von Neumann algebra, with its
groupoids consisting of the partial isometries and the partially invertible elements.
In Section 3, the main result is that the middle groupoid in the diagram (1.1), that is, the
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coadjoint action groupoid U(M) ∗M+∗ ⇒ M
+
∗ , has the natural structure a Banach-Lie groupoid
(Theorem 3.6). To this end, we study the algebraic structure of that groupoid in Subsection 3.1,
while Subsection 3.2 is devoted to the differential geometric structures of the coadjoint action
groupoid and of its orbits (Theorem 3.4). Our method of investigation of this groupoid is based on
the study of its transitive subgroupoids, which are naturally isomorphic as Banach-Lie groupoids
to the gauge groupoids associated to suitable principal bundles (Proposition 3.5).
In Section 4 we show that the pair consisting of a von Neumann algebra and its commutant
leads to some examples of genuine dual pairs in the sense of infinite-dimensional Poisson geometry.
We also investigate here some basic properties of the expectation maps that later play a key role
in the construction of the standard groupoid associated to a von Neumann algebra.
In Section 5 we study the natural action of the groupoid of partial isometries U(M) ⇒ L(M)
on the positive cone M+∗ in the predual, the corresponding momentum map being given by the
support projection of normal functionals. We call this action the coadjoint action of U(M)⇒ L(M)
since its restriction to the vertex subgroupoid coresponds to the family of coadjoint actions of the
Banach-Lie unitary groups U(pMp) for arbitrary projections p ∈ L(M). Specifically, we show that
every groupoid orbit has a weakly symplectic structure obtained from symplectic reduction from
the Hilbert space H, which agrees with the Kirillov-Kostant-Souriau construction on unitary group
orbits, and this leads to Poisson brackets on the partial-isometry groupoid orbits (Theorem 5.2 and
Corollary 5.4). Then, in Subsection 5.2 we briefly discuss the special properties of M are encoded
in these groupoid obits.
In Section 6 we define the standard groupoid H ⇒ M+∗ associated to any standard form
(M,H, J,P) of a von Neumann algebraM and we describe a few other realizations of that groupoid
(Theorem 6.3 and Proposition 6.31). We further construct the natural foliation H˜, of the Hilbert
space H, whose leaves are Banach manifolds which are weakly immersed into H and whose un-
derlying sets are the total spaces of the transitive subgroupoids of H⇒M+∗ (Theorem 6.8). This
construction turns the standard groupoid H⇒M+∗ into the Banach-Lie groupoid H˜⇒M
+
∗ . Fur-
thermore we endow that Banach-Lie grouoid with a presymplectic structure ω˜ ∈ Ω2(H˜) coming
from the symplectic structure of the Hilbert space H, and one of the key technical results that
we obtain is that ω˜ is multiplicative, in the usual sense from finite-dimensional presymplectic
groupoid theory (Proposition 6.11). This property allows us to recover several features of presym-
plectic groupoids in our present infinite-dimensional setting. (See for instance Propositions 6.14
and 6.15.)
In Section 7 we complete the picture obtained so far, showing that the modular flows corre-
sponding to normal semifinite faithful weights on the von Neumann algebraM lead to 1-parameter
symmetry groups of our presymplectic groupoid (H˜, ω˜)⇒M+∗ , that is, diffeomorphisms that pre-
serve the groupoid structural maps, the presymplectic structure, as well as the groupoid orbits
along with their weakly symplectic structures (Propositions 7.2 and 7.1). In Subsection 7.2 we
record a few remarks and open questions on the infinitesimal aspects of these 1-parameter symme-
try groups, as these aspects are related to the Hamiltonian structures in the infinite-dimensional
Poisson geometry that we investigate in this paper.
In Section 8, for the sake of clarity, we illustrate our general constructions by the special case
when M is a type I factor, and we find for instance that one of the transitive subgroupoids of the
presymplectic Banach-Lie groupoid (H˜, ω˜)⇒M+∗ is isomorphic to the gauge groupoid associated
to a Hopf fibration, while the symplectic structure on its base is explicitly expressed in terms of a
positive scalar multiple of the Fubini-Study form on an infinite-dimensional projective space.
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2 Preliminaries
In this paper, smooth real Banach manifolds are called simply as manifolds as for instance in
[13], and in particular we use the names of Lie groups/groupoids and vector bundles for the objects
that may be called elsewhere in the literature as Banach-Lie groups/groupoids and Banach vector
bundles, respectively. This convention extends of course only to “nonlinear” objects, hence we still
use expressions as Banach space or Banach-Lie algebra. It is often the case in this paper that, as
in [13] and [29], the model Banach spaces of various connected components of manifolds may be
non-isomorphic for distinct connected components. Given any manifold M , it is convenient to use
the name of local chart for any diffeomorphism χ : U → V whose domain U is an open subset ofM
and whose range V is an open subset of another manifold N that may not be a Banach space. For
any vector bundle π : E → M we denote its space of smooth global sections by Γ∞E. We denote
by
∧k
E∗ the total space of the vector bundle over M whose fiber at any point m ∈ M is the
Banach space consisting of all bounded skew-symmetric k-linear functions Em × · · · × Em︸ ︷︷ ︸
k times
→ R.
If M and N are manifolds, then a smooth mapping ϕ : M → N is called a weak immersion as
for instance in [38] if for every m ∈ M the tangent mapping Tmϕ : TmM → Tϕ(m)N is injective,
without any condition on its range.
Much of the material presented below is based on the papers [8, 10, 36, 37, 38, 39]. Throughout
this section, unless otherwise mentioned, M stands for an arbitrary W ∗-algebra, H denotes an
arbitrary complex Hilbert space, L∞(H) is the von Neumann algebra of all bounded linear operators
onH, and L1(H) is its canonical predual consisting of all trace-class operators onH. We also denote
by Tr : L1(H)→ C the canonical operator trace.
2.1 Poisson manifolds
If one wants to consider a Poisson structure on a smooth manifold P (modeled on a class B
of Banach spaces that are non-reflexive in general, see [13, 29]) then some problems appear which
do not occur in finite dimensions. This is the reason why various definitions of Poisson structures
were proposed [16, 33, 38] for infinite-dimensional manifolds. Taking this into account we make
the following definition of a Poisson structure being a slight modification of the one presented in
[33].
Definition 2.1. A Poisson structure on P is a Lie algebra (P∞(P,R), {·, ·}), where P∞(P,R)
is an associative subalgebra of the algebra C∞(P,R) of real smooth functions with fixed R-linear
map # : P∞(P,R)→ Γ∞TP such that:
(i) for any f, g ∈ P∞(P,R) one has
(#f)(g) = {f, g} (2.1)
(ii) the algebra P∞(P,R) separates vector fields ξ ∈ Γ∞TP on P , i.e., if ξ(f) = 0 for any
f ∈ P∞(P,R) then ξ ≡ 0.
Let us mention that Definition 2.1 restricted to the category of finite dimensional manifolds
leads to standard Poisson structures if one assumes P∞(P,R) = C∞(P,R).
From Definition 2.1((i)–(ii)) and the Jacobi identity for the Lie bracket {·, ·} one directly obtains
the following facts.
Proposition 2.2. (i) The bracket {·, ·} satisfies the Leibniz rule:
{f, gh} = g{f, h}+ h{f, g} (2.2)
for f, g, h ∈ P∞(P,R)
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(ii) The map # : (P∞(P,R), {·, ·})→ (Γ∞TP, [·, ·]) is a morphism of Lie algebras, i.e.,
ξ{f,g} = [ξf , ξg]
and
#(f · g) = f ·#g + g ·#f,
where ξf := #f and [·, ·] is the Lie bracket of vector fields.
(iii) The bracket {f, g} depends on the differentials df and dg only.
We recall commonly used terminology:
(i) the Lie algebra P∞(P,R) for which the Leibniz rule is fulfilled is called a Poisson algebra;
(ii) the vector field ξf = #f is called Hamiltonian vector field ;
(iii) the elements of kernel Ker# := {f ∈ P∞(P,R) : #f = 0} of the R-linear morphism # :
P∞(P,R)→ Γ∞TP are called Casimirs and one has by the condition (2.1)
{Ker#,P∞(P,R)} = 0,
i.e. the Casimirs are elements of the center of Poisson algebra (P∞(P,R), {·, ·});
(iv) the vector sub-distribution S ⊂ TP of the tangent bundle TP defined by the vector fields
ξf ∈ #(P∞(P,R)), i.e. Sp := {(#f)(p) : f ∈ P∞(P,R)} ⊆ TpP , where p ∈ P , is called the
characteristic distribution of the Poisson structure.
One presented in [9] an example of Lie algebra (P∞(ℓp,R), {·, ·}) on the Banach space of p-
summable sequences with Lie bracket satisfying Leibniz rule for which the derivations {f, ·} are
not given by vector fields if 1 6 p 6 2. This shows that the condition (2.1) in Definition 2.1 is
stronger then the Leibniz property (2.2) of {·, ·}.
We note here that, by Proposition 2.2(ii), the characteristic distribution of Poisson structure is
involutive, i.e., closed with respect the Lie bracket [·, ·] of vector fields. This is a part of the sufficient
condition for the integrability of the singular vector distributions in the Stefan-Sussmann theorem
[43] on finite-dimensional manifolds. See also [40] for a version of that integrability theorem for
singular vector distributions on infinite-dimensional manifolds.
Let us define the sub-bundle S∗ := {(df)(p) : f ∈ P∞(P,R)} ⊆ T ∗P of the cotangent bundle
T ∗P called the co-characteristic distribution in the following.
Since 〈(#f)(p), dg(p)〉 = −〈(#g)(p), df(p)〉 the tangent vector (#f)(p) at p ∈ P depends on
the differential df(p) only, so, the Lie algebras morphism # defines identity covering epimorphism
#̂ : S∗ → S of the vector bundles. Note here that in general the vector subspaces S∗p ⊆ T
∗
pP and
Sp ⊆ TpP may not be closed subspaces of the tangent and cotangent spaces at p ∈ P . Even if Sp
are closed subspaces, they may not be isomorphic as Banach spaces for different p ∈ P . The same
concerns S∗, too. Using #̂ : S∗ → S one can define so called Poisson tensor Π ∈ Γ∞(
∧2
S∗) by
Πp(ϕp, ψp) := 〈#̂(p)(ϕp), ψp〉 = −〈#̂(p)(ψp), ϕp〉.
Unlike the finite-dimensional case, this geometrical object is, in our opinion, less useful for infinite-
dimensional manifolds. See however the notion of Schouten bracket for sections of the suitably
defined bundle ⊕k
∧k
E → P that was proposed for arbitrary vector bundles E → P in [16].
6
If (P1,P∞(P1,R), {·, ·}1,#1) and (P2,P∞(P2,R), {·, ·}2,#2) are Poisson manifolds, a mor-
phism between them is by definition a smooth map Φ : P1 → P2 such that for f, g ∈ P
∞(P2,R)
one has f ◦ Φ, g ◦ Φ ∈ P∞(P1,R) and
{f ◦ Φ, g ◦ Φ}1 = {f, g}2 ◦ Φ
#1(f ◦ Φ) = Φ∗(#2f).
The two important subclasses of the category of Poisson manifolds in the above sense will be
discussed in the next two subsections.
2.2 Weakly symplectic manifolds
Let P be a manifold in sense of the definition presented in [13, 29] with a fixed weakly symplectic
form ω ∈ Γ∞
∧2
T ∗P on it. By definition, see e.g.,[18, 38], ω is a weakly symplectic form if it is
closed and non-singular, i.e., dω = 0 and the identity-covering bundle map ♭ˆ : TP → T ∗P defined
by
TpP ∋ ξp → ♭ˆp(ξp) := ωp(ξp, ·) ∈ T
∗
pP
for p ∈ P , satisfies Ker ♭ˆ := {ξp ∈ TpP : ♭ˆ(ξp) = 0} = {0}. Note here that one does not assume
that ♭ˆp(TpP ) is a closed subspace of TpP .
Definition 2.3. (i) A manifold (P, ω) endowed with a weakly symplectic form ω is called a
weakly symplectic manifold.
(ii) If ♭ˆp(TpP ) = T
∗
pP for each p ∈ P then (P, ω) is called strongly symplectic manifold.
Now we will show when a weakly symplectic manifold (P, ω) structure defines a Poisson struc-
ture on P in sense of Definition 2.1.
In this case the role of P∞(P,R) is played by P∞ω (P,R) := {f ∈ C
∞(P,R) : df ∈ Γ∞ ♭ˆ(TP )}.
Since ♭ˆ : TP → T ∗P is an identity-covering injective bundle morphism, one defines the map
# : P∞(P,R)→ TP by the equality
ω(#f, ·) = df (2.3)
and the Poisson bracket {f, g}ω of f, g ∈ P∞(P,R) by
{f, g}ω := ω(#f,#g) = −(#f)(g) = (#g)(f).
The Jacobi identity for {·, ·}ω follows from
0 = dω(#f,#g,#h) = 3({f, {g, h}}+ {h, {f, g}}+ {g, {h, f}}).
One obtains by (2.3) that P∞(P,R) separates the vectors of the tangent bundle TP if and only if
S⊥ω = {0}, where S
⊥
ω is defined by
S⊥ω := {ξp ∈ TpP : ωp(#f, ξp) = 0 for all f ∈ P
∞(P,R)},
i.e., this is the symplectic orthogonal of the characteristic distribution Sω.
One can summarize the above discussion as follows:
Proposition 2.4. If (P, ω) is a weakly symplectic manifold with S⊥ω ≡ 0, then the triple
(P∞(P,R), {·, ·}ω,#ω)
defines a Poisson structure on P in the sense of Definition 2.1.
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Remark 2.5. (i) It follows from the non-singularity of ω that if the fibres Sp ⊆ TpP of the
characteristic distribution are dense in TpP , for p ∈ P , then S
⊥
ω = {0} .
(ii) If (P, ω) is a strongly symplectic manifold then (C∞(P,R), {·, ·}ω,#ω) defines a Poisson
structure in sense of Definition 2.1.
Example 2.6. Let P := b × b∗, where b is a Banach space that need not be reflexive. Since in
this case the bundles T (b× b∗) and T ∗(b× b∗) are trivial one can define the differential 2-form ω0
on b× b∗ in the following way
ω0(b, ϕ)((b, ϕ,
.
b1,
.
ϕ1), (b, ϕ,
.
b2,
.
ϕ2)) := 〈
.
ϕ1,
.
b2〉 − 〈
.
ϕ2,
.
b1〉
where (b, ϕ,
.
b1,
.
ϕ1), (b, ϕ,
.
b2,
.
ϕ2) ∈ T(b,ϕ)(b×b
∗) ∼= {(b, ϕ)}×b×b∗ are the tangent vectors to b×b∗
at (b, ϕ) ∈ b×b∗. Since ω0 is constant on b×b∗ and the Banach spaces b and b∗ separate elements
of each other, i.e. 〈ϕ, ·〉 = 0 iff ϕ = 0 and 〈·, b〉 = 0 iff b = 0, so, the differential 2-form ω0 is closed
dω0 = 0 and non-singular. Thus (b × b∗, ω0) is a weak symplectic manifold.
Let ξ(b, ϕ) = (b, ϕ, ξb(b, ϕ), ξb
∗
(b, ϕ))) ∈ {(b, ϕ)} × b × b∗ be a vector tangent to b × b∗ at
(b, ϕ) ∈ b× b∗. The equality (2.3) taken for ω0 gives
〈ξb
∗
(b, ϕ),
.
b2〉 − 〈
.
ϕ2, ξ
b(b, ϕ)〉 = 〈
∂f
∂b
(b, ϕ),
.
b2〉+ 〈
∂f
∂ϕ
(b, ϕ),
.
ϕ2〉
for any (b, ϕ,
.
b2,
.
ϕ2) ∈ {(b, ϕ)} × b× b∗. Thus one obtains for f ∈ P∞ω0(b × b
∗,R)
−
∂f
∂ϕ
(b, ϕ) = ξbf (b, ϕ) ∈ b ⊂ b
∗∗ and
∂f
∂b
(b, ϕ) = ξb
∗
f (b, ϕ) ∈ b
∗.
Therefore, the linear morphism #ω0 : P
∞
ω0(b× b
∗,R)→ Γ∞T (b× b∗) can be written as follows:
#f = 〈
∂
∂b
·,
∂f
∂ϕ
〉 − 〈
∂f
∂b
,
∂
∂ϕ
·〉.
Noting that the functions f(b0,ϕ0)(b, ϕ) where (b0, ϕ0) ∈ b×b
∗, defined by f(b0,ϕ0)(b, ϕ) := 〈b, ϕ0〉+
〈b0, ϕ〉, belong to P∞ω0(b×b
∗,R) we find that Sω0 = T (b×b
∗). So, P∞ω0(b×b
∗,R) separates tangent
vectors of the tangent bundle T (b × b∗). Thus, summarizing, we see that one has the Poisson
structure on (b × b∗, ω0) in the sense of Definition 2.1. Let us also mention that the sub-bundle
T ∗b×Tb∗ ⊆ T ∗b×T ∗b∗ ∼= T ∗(b×b∗) is the co-characteristic distribution S∗ω0 for the above Poisson
structure.
2.3 Lie-Poisson spaces
In this subsection we will discuss real Banach spaces b whose duals b∗ are Banach-Lie algebras
(b∗, [·, ·]) satisfying the condition
ad∗xb ⊂ b (2.4)
for arbitrary x ∈ b∗. Recall here that b ⊆ b∗∗ is a closed subspace of b∗∗. The above properties of
b allow one to define the map # : C∞(b,R)→ Γ∞Tb by
(#f)(b) := −ad∗df(p)b, (2.5)
where b ∈ b, and the Poisson bracket {f, g} of f, g ∈ C∞(b,R) by
{f, g}(b) = 〈b, [df(b), dg(b)]〉 = −((#f)(g))(b) = ((#g)(f))(b). (2.6)
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We note here that df(b), dg(b) ∈ b∗.
The condition 〈ξb, dg(b)〉 = 0 on a tangent vector ξb ∈ Tbb fulfiled for any g ∈ C
∞(b,R) implies
ξb = 0. In order to see this it is enough to check it for the linear functions gx(b) = 〈b, x〉, where
x ∈ b∗, and notice that b∗ separates elements of b.
Hence we see that (b, C∞(b,R), {·, ·},#), where # and {·, ·} are defined in (2.5) and (2.6),
respectively, satisfies the condition of Definition 2.1. Therefore one has the structure of a Poisson
manifold on b∗.
The Banach spaces endowed with a structure of this type are called Lie-Poisson spaces. We refer
to [38] for the general theory of Lie-Poisson spaces. The category of Lie-Poisson spaces, morphisms
of which are continuous linear Poisson maps, is a subcategory of the category of Poisson manifolds
in sense of Definition 2.1.
One can reformulate the definition of Lie-Poisson space starting from a Banach-Lie algebra
(g, [·, ·]) which has a predual Banach space g∗ ⊂ g∗ such that ad
∗
xg∗ ⊆ g∗ for all x ∈ g. That is,
one puts b = g∗ and b
∗ = g, and one defines # : C∞(g∗,R)→ Γ∞Tg∗ and the Poisson bracket on
C∞(g∗,R) by (2.5) and (2.6), respectively.
A Banach-Lie algebra g may have several non-isomorphic predual Banach spaces g∗1 6∼= g∗2
preserved by coadjoint action, see e.g. [12, Cor. 2.7.8]. So, the category of Lie-Poisson spaces is
not a subcategory of Banach-Lie algebras possessing preduals, see [38, Th. 4.6]. Here we present
the following statement from [38] which will be useful in the following.
Proposition 2.7. Let (b1, {·, ·}) be a Lie-Poisson space and let π : b1 → b2 be a continuous linear
surjective map onto the Banach space b2. Then b2 carries the Lie-Poisson structure coinduced by
π if and only if π∗(b∗2) ⊆ b
∗
1 is closed under the Lie bracket [·, ·]1 of b
∗
1. The map π
∗ : b∗2 → b
∗
1 is
a Banach-Lie algebra morphism whose dual π∗∗ : b∗∗1 → b
∗∗
2 maps b1 into b2.
Let us also mention that symplectic leaves of Lie-Poisson spaces are weakly symplectic manifolds
in sense of Subsection 2.2, see [38, Thms. 7.3, 7.4, and 7.5] and [10, Cor. 2.10]. We now explain
for later use that these symplectic manifolds have Poisson structures in the sense of Definition 2.1.
Remark 2.8 (Kirillov-Kostant-Souriau construction). Let b be a Lie-Poisson space and assume
that the Lie algebra g := b∗ is integrable, that is, there exists a connected Lie group G whose Lie
algebra is g. Since G is connected and b is a Lie-Poisson space, it is straightforward to prove, using
(2.4), that Ad∗(G)b ⊆ b. We also assume that ρ0 ∈ b has the property that its coadjoint isotropy
group Gρ0 := {g ∈ G : Ad
∗
G(g)ρ0 = ρ0} is a Lie subgroup of G, that is, Gρ0 is a Lie group with
respect to its topology induced fromG, and moreover its Lie algebra gρ0 := {X ∈ g : ad
∗
g(X)ρ0 = 0}
is a closed subspace of g for which there exists a closed linear subspace Y ⊆ g satisfying the direct
sum decomposition gρ0∔Y = g. Then the coadjoint orbitOρ0 := Ad
∗
G(G)ρ0 ⊆ b has the structure of
a manifold endowed with a G-invariant weakly symplectic structure (Oρ0 , ω) for which the mapping
G/Gρ0 → Oρ0 , gGρ0 7→ Ad
∗
G(g)ρ0 is a diffeomorphism. (See for instance [38, Th. 7.3] and also [6,
Ex. 4.31].) Now, for arbitrary X ∈ g, define fX : Oρ → R, fX(ρ) := 〈ρ,X〉, where we recall that
Oρ0 ⊆ b ⊆ g
∗. Then it is easily seen that #(fX) := ddt
∣∣
t=0
Ad∗G(expG(tX))|Oρ0 is a vector field on
Oρ0 satisfying (2.3) for f = f
X . This shows that {(#f)ρ : f ∈ P
∞
ω (Oρ0 ,R)} = Tρ(Oρ0) for every
ρ ∈ Oρ0 . Then clearly S
⊥
ω = {0}, hence Proposition 2.4 applies and gives us a Poisson structure
on Oρ0 (in sense of Definition 2.1) for which the inclusion map Oρ0 →֒ b is a Poisson map.
Ending this subsection, we describe a subcategory of the category of Lie-Poisson spaces that
is naturally related to the category of W ∗-algebras (von Neumann algebras). A W ∗-algebra M is
by definition a C∗-algebra that has a predual Banach space M∗, i.e. M = (M∗)
∗. The predual
M∗ ⊂M∗ is uniquely determined by the algebraic structure ofM as the space of normal functionals
on M, see for instance [14]. The W ∗-algebra M is an associative Banach algebra, hence it is a
complex Banach-Lie algebra (M, [·, ·]), where [x, y] := xy − yx for x.y ∈ M, and it also satisfies
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ad∗xM∗ ⊆ M∗. So, (M∗, C
∞(M∗,C), {·, ·}L-P,#) with # and {·, ·}L-P defined in (2.5) and (2.6)
defines a complex Lie-Poisson structure on M∗.
Let us recall here that conjugation M∗ ∋ ϕ 7→ ϕ∗ ∈M∗ of ϕ is defined by equality
〈ϕ∗, x〉 := 〈ϕ, x∗〉
satisfied for arbitrary x ∈M. The hermitian partMh∗ consists of seladjoint ϕ = ϕ
∗ elements ofM∗.
Let us also note that the anti-hermitian part Ma := {x ∈ M : x + x∗ = 0} is a real Banach-Lie
algebra with respect to the commutator [·, ·] defined above. The real Banach space Mh∗ is the
predual of the real Banach-Lie algebra Ma and idf(ϕ), idg(ϕ) ∈Ma.
In the following we will be interested in the real Lie-Poisson structure on the Hermitian part
Mh∗ of M∗ which is defined by the Lie-Poisson bracket
{f, g}L-P(ϕ) := i〈ϕ, [idf(ϕ), idg(ϕ)〉 = −i〈ϕ, [df(ϕ), dg(ϕ)]〉 (2.7)
of f, g ∈ C∞(Mh∗ ,R), where ϕ ∈M
h
∗ , see the definition (2.6).
In particular case when M = L∞(H) the predual of M is M∗ = L1(H) and the Lie-Poisson
bracket (2.6) of f, g ∈ C∞(L1(H),C) assumes the following form
{f, g}(ρ) = Tr (ρ[df(ρ), dg(ρ)] (2.8)
where ρ ∈ L1(H). For the hermitian case the Lie-Poisson bracket (2.7) of f, g ∈ C∞(L1(H)h,R) is
defined as follows
{f, g}L-P(ρ) := iTr ρ[df(ρ), dg(ρ)], (2.9)
where ρ ∈ L1(H)h and df(ρ), dg(ρ) ∈ L1(H)∗h
∼= L∞(H)h, see [38]. By L1(H)∗h and L
∞(H)h we
denote the hermitian part of L1(H)∗ and L∞(H), respectively.
2.4 The complex Lie groupoid G(M) ⇒ L(M) of partially invertible ele-
ments
The element x ∈M we will call partially invertible iff |x| ∈M+ defined by the polar decompo-
sition
x = u|x| (2.10)
of x satisfies |x| ∈ G(pMp), where p = u∗u is the support s(|x|) = p of |x| and u ∈ U(M). By
G(pMp) we have denoted the group of invertible elements of W ∗-subalgebra pMp ⊂ M and by
U(M) the set of all partial isometries of M.
On the set G(M) of the partially invertible elements one can define the groupoid structure in a
natural way. Namely, the source and target maps for this structure are the right and left support
maps r : G(M) → L(M) and ℓ : G(M) → L(M) defined by r(x) := u∗u and ℓ(x) := uu∗, where
u ∈ U(M) is defined by (2.10) and L(M) is the lattice of the orthogonal projections in M.
The groupoid product of x, y ∈ G(M) defined on G(M) ∗ G(M) := {(x, y) ∈ G(M) × G(M) :
r(x) = ℓ(y)} is given as the algebraic product xy in M.
The inverse map ι : G(M)→ G(M) is defined as follows
ι(x) := |x|−1u∗
and object inclusion map ǫ : L(M)→ G(M) by definition is the sets inclusion map L(M) →֒ G(M).
We will henceforth use the notation x−1 := ι(x) for all x ∈ G(M).
We refer to [39] for checking that the maps defined above satisfy the conditions to be structural
maps of the groupoid G(M) ⇒ L(M) of partially invertible elements. We now recall from [39]
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the structure of complex Lie groupoid on G(M) ⇒ L(M). Namely, for p ∈ L(M) the subset
Πp ⊂ L(M) by definition consists of all q ∈ L(M) for which one has the direct sum decomposition
M = qM⊕ (1− p)M,
where we note that both summands in the right-hand side are right W ∗-ideals of M. Using this
splitting, one decomposes the projection p ∈ L(M) as
p = xp − yp (2.11)
and in this way one obtains a bijection
Πp ∋ q 7→ ϕp(q) := (pq)
−1 − p = yp ∈ (1− p)Mp, (2.12)
and a local section
Πp ∋ q 7→ σp(q) := (pq)
−1 = xp ∈ ℓ
−1(Πp) (2.13)
of the target map ℓ : G(M)→ L(M). Let us mention here that1
Πp = {q ∈ L(M) : pq ∈ G(M)
p
q}
where G(M)pq := ℓ
−1(p) ∩ r−1(q).
The charts (Πp, ϕp), where p ∈ L(M), define a complex manifold structure on the lattice L(M),
as shown in [39]. The transition map ϕp′ ◦ ϕ−1p : ϕp(Πp′ ∩Πp)→ ϕp′(Πp′ ∩Πp) between (Πp, ϕp)
and (Πp′ , ϕp′) is the following:
yp′ = (ϕp′ ◦ ϕ
−1
p )(y) = (b + dyp)(a+ cyp)
−1, (2.14)
where a = p′p, b = (1− p′)p, c = p′(1 − p) and d = (1 − p′)(1− p).
The complex manifold structure on G(M) is given by the charts:
Ωpp˜ := ℓ
−1(Πp) ∩ r
−1(Πp˜) 6= ∅,
ψpp˜ : Ωpp˜ → (1− p)Mp⊕ pMp˜⊕ (1 − p˜)Mp˜, (2.15)
where (p, p˜) ∈ L(M) × L(M) and (2.15) is defined for x ∈ Ωpp˜ by
ψpp˜(x) = (yp, zpp˜, y˜p˜) :=
(
ϕp(ℓ(x)), (σp(ℓ(x)))
−1xσp˜(r(x)), ϕp˜(r(x))
)
. (2.16)
Let us note that zpp˜ ∈ G(M)
p
p˜ and G(M)
p
p˜ is an open subset of pMp˜. We also note that the chart
map (2.15) is a bijection from its domain Ωpp˜ onto the open subset (1−p)Mp⊕G(M)
p
p˜⊕ (1− p˜)Mp˜
of the Banach space (1 − p)Mp⊕ pMp˜⊕ (1− p˜)Mp˜.
The transition map
(yp′ , zp′p˜′ , y˜p˜′) = (ψp′p˜′ ◦ ψ
−1
pp˜ )(yp, zpp˜, y˜p˜)
between two charts is given by the formulas
yp′ = (b+ dyp)(a+ cyp)
−1,
zp′p˜′ = (a+ cyp)zpp˜(a˜+ c˜y˜p˜)
−1 (2.17)
y˜p˜′ = (b˜+ d˜y˜p˜)(a˜+ c˜y˜p˜)
−1,
1 Proof of “⊇”: If pq ∈ G(M)pq then there exists x ∈ M with pqx = p and xpq = q. Then M = qM+ (1 − p)M
because of 1 = xp + (1 − xp) with xp = x(pqx) = (xpq)x = qx ∈ qM and 1− xp ∈ (1 − p)M. (This last property
follows from p(xp) = p(qx) = p, which implies (1 − p)(1− xp) = 1− xp.) Moreover qM ∩ (1− p)M = {0} since, if
a, b ∈ M and qa = (1− p)b, then qa = (xpq)a = xp(qa) = xp((1− p)b) = 0.
Proof of “⊆”: In fact we show that xp = (pq)−1, that is, (pq)xp = p and xp(pq) = q. One has pq = (xpq)−(ypq) by
(2.11), while pq = q+(1−p)q, hence xpq = q. Also xp−yp = p = p2 = (xpp)−(ypp) by (2.11), hence xp = xpp. Then
xppq = xpq = q. Furthermore, since xp ∈ qM and yp ∈ (1− p)M, one has pqxp = pxp = p(p+ yp) = p2 + pyp = p.
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where a˜ = p˜′p˜, b˜ = (1− p˜′)p˜, c˜ = p˜′(1 − p˜) and d˜ = (1 − p˜′)(1− p˜).
The structural maps of G(M)⇒ L(M) satisfy the Lie groupoid axioms, as shown in [39]. The
underlying topology of the complex Lie groupoid G(M)⇒ L(M) is a Hausdorff topology, [37].
Using the object inclusion map ǫ : L(M) →֒ G(M) as a momentum map, one defines the inner
action
G(M) ∗ L(M) ∋ (x, p) 7→ xpx−1 ∈ L(M) (2.18)
of G(M)⇒ L(M) on L(M). Note here that G(M) ∗ L(M) := {(x, p) ∈ G(M)×L(M) : r(x) = p}.
The orbit Lp0(M) of p0 ∈ L(M) with respect to the inner action (2.18) is exactly the set of all
projections p ∈ L(M) equivalent p ∼ p0 to p0 in sense of Murray-von Neumann [14, Def. 2.7.15].
The orbits Lp0(M) and Gp0(M) := ℓ
−1(Lp0(M)) ∩ r
−1(Lp0(M)) are submanifolds of L(M) and
G(M), respectively. Hence, the groupoid Gp0(M) ⇒ Lp0(M) is a transitive Lie subgroupoid of
G(M)⇒ L(M). Note here that Πp ⊆ Lp0(M) if and only if p ∼ p0.
Moreover, the Lie groupoid of partially invertible elements is a disjoint union of its transitive
Lie subgroupoids Gp0(M)⇒ Lp0(M), p0 ∈ L(M), which are closed-open subgroupoids with respect
to the topology defined by the manifold structure of G(M)⇒ L(M), see [39].
2.5 The Lie groupoid U(M)⇒ L(M) of partial isometries
One has the natural involution J : G(M)→ G(M) defined by
J (x) := ι(x)∗ = ι(x∗), (2.19)
i.e. J 2 = id, and the fixed-point set of this involution is the groupoid U(M) ⇒ L(M) of partial
isometries ofM. Note here that J is an automorphism of G(M)⇒ L(M) when this is regarded as a
real Lie groupoid. One easily sees that U(M)⇒ L(M) is a wide subgroupoid of G(M)⇒ L(M). It
is also a real Lie subgroupoid of G(M)⇒ L(M) if one consider the last one as a real Lie groupoid,
see [39]. In order to see the above property we take instead of the chart defined in (2.16), the
following one
Θpp˜(x) = (yp, upp˜, y˜p˜) :=
(
ϕp(ℓ(x)), (up(ℓ(x)))
−1xup˜(r(x)), ϕp˜(r(x))
)
, (2.20)
where
up(ℓ(x)) :=σp(ℓ(x))|σp(ℓ(x))|
−1 ∈ U(M)ℓ(x)p , (2.21)
up˜(r(x)) :=σp˜(r(x))|σp˜(r(x))|
−1 ∈ U(M)
r(x)
p˜ . (2.22)
In the coordinates (yp, upp˜, y˜p˜) the involution (2.19) is given by
(Θpp˜ ◦ J ◦ (Θpp˜)
−1)(yp, upp˜, y˜p˜) = (yp,J (upp˜), y˜p˜). (2.23)
Hence, x ∈ U(M) ∩ Ωpp˜ iff upp˜ ∈ U(M)
p
p˜ ⊂ U(M), i.e. u
∗
pp˜upp˜ = p˜ and upp˜u
∗
pp˜ = p.
The subset G(M)pp˜ ⊂ pMp˜ is invariant with respect to the involution, i.e., J : G(M)
p
p˜ → G(M)
p
p˜,
and U(M)pp˜ ⊂ G(M)
p
p˜ is its fixed-point set. The tangent map TJ (upp˜) : Tupp˜U(M)
p
p˜ → Tupp˜U(M)
p
p˜
is thus a linear involution of the tangent space Tupp˜G(M)
p
p˜ at upp˜ ∈ U(M)
p
p˜. One easily obtains,
see [39], that
TJ (upp˜)∆zpp˜ = −upp˜(∆zpp˜)
∗upp˜
for ∆zpp˜ ∈ pMp˜ ∼= Tupp˜G(M)
p
p˜. Since TJ (upp˜)◦TJ (upp˜) = id, then the tangent space Tupp˜G(M)
p
p˜ =
Tupp˜pMp˜
∼= {upp˜} × pMp˜ splits
Tupp˜G(M)
p
p˜ = T
+
upp˜G(M)
p
p˜ ⊕ T
−
upp˜G(M)
p
p˜ (2.24)
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on the closed subspaces which are the eigenspaces of TJ (upp˜) corresponding to the eigenvalues +1
and −1, respectively. Note here that
T±upp˜G(M)
p
p˜
∼= {∆zpp˜ ∈ pMp˜ : ∆zpp˜u
∗
pp˜ ± (∆zpp˜u
∗
pp˜)
∗ = 0}
where ∆zpp˜u
∗
pp˜ ∈ pMp, so, one has the isomorphism of Banach spaces
T+upp˜G(M)
p
p˜
∼= pMap and T−upp˜G(M)
p
p˜
∼= pMhp,
where Ma := {x ∈ M : x∗ = −x} and Mh := {x ∈ M : x∗ = x}. Fixing a partial isometry
u0pp˜ ∈ U(M)
p
p˜ one obtains the bijections G(M)
p
p˜
∼= G(p˜Mp˜) and U(M)
p
p˜
∼= U(p˜Mp˜) defined by
zpp˜ = u
0
pp˜g˜
where g˜ ∈ G(p˜Mp˜) for G(M)pp˜ and g˜ ∈ U(p˜Mp˜) for U(M)
p
p˜. Summing up, G(M)
p
p˜ is a complex
manifold which is holomorphically diffeomorphic to the complex Lie group G(p˜Mp˜) and U(M)pp˜ is
a real manifold which is diffeomorphic to the unitary group U(p˜Mp˜). It follows from the splitting
(2.24) that U(M)pp˜ →֒ G(M)
p
p˜ is a real submanifold of G(M)
p
p˜ with respect to its underlying real
manifold structure. Hence, taking into account the atlases defined by charts (2.16) and (2.20) one
can state the following proposition. (See [39] and [36] for details.)
Proposition 2.9. (i) The groupoid of partial isometries U(M)⇒ L(M) is a Lie groupoid.
(ii) U(M)⇒ L(M) is a Lie subgroupoid of G(M)⇒ L(M) regarded as a real Lie groupoid.
Just as the groupoid of partially invertible elements of M, the groupoid U(M) ⇒ L(M) of
partial isometries splits into its transitive open closed subgroupoids Up0(M)⇒ Lp0(M).
Following [37], we show that Up0(M)⇒ Lp0(M) is canonically isomorphic to the gauge groupoid
P0×P0
U0
⇒ P0/U0 of the U0-principal bundle ℓ0 : P0 → Lp0(M) ∼= P0/U0, where
P0 := {u ∈ Up0(M) : r(u) = u
∗u = p0} = r
−1(p0) (2.25)
and
U0 := U(p0Mp0)
and ℓ0 : P0 → Lp0(M) is the restriction of the left support map ℓ to P0. For any p ∈ Lp0(M) its
corresponding local chart on P0 defined by the local chart (Θpp0 ,U(M) ∩ Ωpp0) of U(M) has the
following form2
ℓ
−1(Πp)∩P0 ∋ u 7→ θp(u) = (yp, upp0) = (u(pu)
−1−p, (puu∗p)1/2u) ∈ (1−p)Mp×U(M)pp0 . (2.26)
The inverse θ−1p of θp is given by
u = θ−1p (yp, upp0) = up(p+ yp) · upp0 (2.27)
since p+ yp = xp = σp(q) with q = ℓ(u), hence p+ yp = σ(ℓ(u)), and one has the factorization
u = up(ℓ(u))upp0 for all u ∈ Ωpp0 . (2.28)
The free actions of U0 an P0 and on P0 × P0 are by definition
P0 × U0 ∋ (u, g) 7→ ug ∈ P0 (2.29)
2 Proof: By (2.21), upp0 = up(ℓ(u))
−1u = |σp(ℓ(u))|σp(ℓ(u))−1u = |(pℓ(u))−1|pℓ(u)u. But |a−1| = |a∗|−1 for
all a ∈ G(M) hence we further obtain upp0 = |ℓ(u)p|pu = ((pu)(pu)
∗)1/2pu = (puu∗p)1/2pu = (puu∗p)1/2u.
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and
P0 × P0 × U0 ∋ (u, v, g) 7→ (ug, vg) ∈ P0 × P0. (2.30)
The maps
P0 ∋ u 7→ ℓ0(u) := uu
∗ ∈ Lp0(M)
and
P0 × P0 ∋ (u, v) 7→ Φ(u, v) := uv
∗ ∈ Up0(M)
are constant on the orbits of the actions (2.29) and (2.30). Thus one obtains the isomorphism of
the real Lie groupoids
P0×P0
U0
 
[Φ] // Up0(M)
 
P0/U0
[ℓ0] // Lp0(M)
(2.31)
where [Φ] and [ℓ0] are defined by quotienting Φ and ℓ0. For details see [36].
Finally, we point out that one has a naturally defined p0M
ap0-valued connection 1-form α on
U0-principal bundle ℓ0 : P0 → Lp0(M):
α(u) := u∗du (2.32)
where u ∈ P0. For x ∈ p0Map0 the fundamental vector field ξx ∈ Γ∞TP0 is given by
ξx(u) = ux. (2.33)
Hence one has
ξx(u)xα(u) = u
∗ux = p0x = x. (2.34)
From (2.29) and (2.32) one has also
α(ug) = g∗α(u)g (2.35)
for g ∈ U0. So, α is indeed a connection 1-form on P0. The curvature form Ω of α is
Ω := dα+
1
2
[α, α] = du∗ ∧ du+
1
2
[u∗du, u∗du]. (2.36)
Note here that the curvature form Ω also satisfies
Ω(ug) = g∗Ω(u)g (2.37)
for g ∈ U0.
In the coordinates (yp, upp0) the connection form α is expressed as follows
α = (p+ yp)dy
∗
p + (p+ yp)upp0du
∗
pp0(p+ yp)
∗
The above formulas will be needed in the following sections of this paper.
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3 Coadjoint action groupoid U(M) ∗ M+∗ ⇒ M
+
∗ as a Lie
groupoid
In this section we investigate the coadjoint action groupoid U(M) ∗M+∗ ⇒ M
+
∗ , which plays
a central role in the present paper. In Subsection 3.1 we discuss the algebraic structure of this
groupoid, and in this context it proves useful to introduce the predual groupoid M∗ ⇒M
+
∗ that is
isomorphic to U(M) ∗M+∗ ⇒M
+
∗ (Proposition 3.2) and whose structure is defined in a canonical
way by the polar decompositions of elements of M∗. Then, Subsection 3.2, we turn to the study
of differential geometric structures related to these groupoids and their orbits, one of the main
results being that the coadjoint action groupoid carries the natural structure of a Lie groupoid.
(See Theorem 3.6).
3.1 Algebraic structure of the predual/coadjoint action groupoids
We begin by the definition of the groupoid M∗ ⇒ M
+
∗ which has M∗ as the space of arrows
and the cone M+∗ of positive elements of M∗ as its base, i.e., the set of its objects.
The left σl(ϕ) ∈ L(M) and right σr(ϕ) ∈ L(M) supports of ϕ ∈M∗ are defined as follows. Let
[Mϕ] and [ϕM] denote the left and right invariant subspaces of M∗ generated from ϕ ∈M∗. Their
annihilators [Mϕ]0 ⊂ M and [ϕM]0 ⊂ M are right and left W ∗-ideals in M, respectively. Thus
there exist e, f ∈ L(M) such that [Mϕ]0 = eM and [ϕM]0 = Mf . One then defines
σl(ϕ) := 1− f and σr(ϕ) := 1− e. (3.1)
If ϕ = ϕ∗ then we use the notation
σl(ϕ) = σr(ϕ) =: σ∗(ϕ). (3.2)
Any ϕ ∈M∗ has the polar decomposition
ϕ = u|ϕ|, (3.3)
where u ∈M and |ϕ| ∈M∗+ are uniquely defined by the condition
u∗u = σ∗(|ϕ|).
Moreover, σ∗(|ϕ|) = σr(ϕ) and uu∗ = σl(ϕ). See for instance [44, Ch. III, Th. 4.2]. We define the
following maps:
(a) the source s∗ : M∗ →M+∗ and the target t∗ : M∗ →M
+
∗ maps by
s∗(ϕ) := |ϕ|, t∗(ϕ) := u|ϕ|u
∗; (3.4)
(b) the product of (ϕ1, ϕ2) ∈M∗ ∗M∗ := {(ϕ1, ϕ2) : s∗(ϕ1) = t∗(ϕ2) by
ϕ1 • ϕ2 := u1u2|ϕ2| (3.5)
where ϕ1 = u1|ϕ1| and ϕ2 = u2|ϕ2| are the respective polar decompositions of ϕ1 and ϕ2;
(c) the groupoid inverse map by
ι∗(ϕ) = ϕ
∗;
(d) the object inclusion map ǫ∗ : M
+
∗ →M∗ as the set inclusion map M
+
∗ →֒M∗.
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Proposition 3.1. The maps defined in (a)–(d) above are the structural maps for the groupoid
M∗ ⇒M
+
∗ called here the predual groupoid of M.
Proof. (i) Compatibility of the product ϕ1 • ϕ2 with s∗ and t∗ follows from
s∗(ϕ1 • ϕ2) = |ϕ2| = s∗(ϕ2),
and
t∗(ϕ1 • ϕ2) = u1u2|ϕ2|(u1u2)
∗ = u1|ϕ1|u
∗
1 = t∗(ϕ1).
Associativity of the product (3.5) follows from
(ϕ1 • ϕ2) • ϕ3 = (u1u2|ϕ2|) • (u3|ϕ3|) = (u1u2)u3|ϕ3| = u1(u2u3)|ϕ3|
= (u1|ϕ1|) • (u2u3|ϕ3|) = ϕ1 • (ϕ2 • ϕ3)
For ϕ = |ϕ| ∈M+∗ one has
s∗(ϕ) = t∗(ϕ) = ϕ.
Using (3.4) and (3.5) one obtains
ϕ • ǫ∗(s∗(ϕ)) = ϕ • s∗(ϕ) = u|ϕ| = ϕ
and
ǫ∗(t∗(ϕ)) • ϕ = t∗(ϕ) • ϕ = (u|ϕ|u
∗) • u|ϕ| = u|ϕ| = ϕ.
In order to prove the consistency properties between ι∗, s∗, and t∗, we observe that
(s∗ ◦ ι)(ϕ) = s∗(ϕ
∗) = |ϕ∗| = u|ϕ|u∗ = t∗(ϕ),
(t∗ ◦ ι)(ϕ) = t∗(ϕ
∗) = u∗|ϕ∗|u = u∗u|ϕ|u∗u = |ϕ| = s∗(ϕ),
ι(ϕ) • ϕ = ϕ∗ • ϕ = u∗u|ϕ| = |ϕ| = s∗(ϕ) = ǫ(s∗(ϕ)),
ϕ • ι(ϕ) = ϕ • ϕ∗ = uu∗|ϕ| = |ϕ∗| = ǫ(t∗(ϕ)).
This completes the proof.
Now let us recall that yϕ, ϕy ∈M∗, where y ∈M and ϕ ∈M∗, are defined by
〈yϕ, x〉 :=〈ϕ, xy〉,
〈ϕy, x〉 :=〈ϕ, yx〉,
where x ∈M. One has the coadjoint action
U(M) ∗M+∗ ∋ (u, ρ) 7→ uρu
∗ ∈M+∗ , (3.6)
of the groupoid U(M)⇒ L(M) on M+∗ for which σ∗ : M
+
∗ → L(M) is the momentum map, where
U(M) ∗M+∗ := {(u, ρ) ∈ U(M)×M
+
∗ : u
∗u = σ∗(ρ)}.
Any action of a groupoid on a set defines a so-called action groupoid. (See for instance [30, Def.
1.6.10].) In particular the coadjoint action (3.6) of U(M) ⇒ L(M) on M+∗ defines the coadjoint
action groupoid U(M) ∗M+∗ ⇒M
+
∗ whose structural maps are as follows.
(a) The source and target map of U(M) ∗M+∗ ⇒M
+
∗ are defined by
s∗(u, ρ) := ρ and t∗(u, ρ) := uρu
∗, (3.7)
where (u, ρ) ∈ U(M) ∗M+∗ .
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(b) The product of elements (u, ρ), (w, δ) ∈ U(M) ∗M+∗ , which are composable in the groupoid
sense, i.e. such that ρ = s∗(u, ρ) = t∗(w, δ) = wδw
∗, is defined as follows
(u, ρ) · (w, δ) := (uw, δ) (3.8)
Note here that from s∗(u, ρ) = t∗(w, δ) it follows that uw ∈ U(M).
(c) The groupoid inverse map ι∗ : U(M) ∗M+∗ → U(M) ∗M
+
∗ is defined by
ι∗(u, ρ) := (u
∗, uρu∗). (3.9)
(d) The object inclusion map ǫ∗ : M
+
∗ → U(M) ∗M
+
∗ by
ǫ∗(ρ) := (σ∗(ρ), ρ). (3.10)
We recall that σ∗(ρ) ∈ L(M) ⊆ U(M).
The consistency conditions for the above groupoid structural maps one checks by straightforward
verification.
Proposition 3.2. One has the natural isomorphism of groupoids
U(M) ∗M+∗
 
Ξ //M∗
 
M+∗
id //M+∗
(3.11)
where Ξ(u, ρ) := uρ for every (u, ρ) ∈ U(M) ∗M+∗ .
Proof. This follows from the polar decomposition (3.3).
We point out that both groupoids considered above contain by definition the trivial groupoid
{0}⇒ {0} as a subgroupoid.
In the sequel we will investigate these isomorphic groupoids from the perspective of Poisson
geometry.
3.2 Differential geometric structure of the coadjoint action groupoid
We will show in Theorem 3.6 below that the coadjoint action groupoid U(M) ∗M+∗ ⇒ M
+
∗
is a Lie groupoid. This fundamental fact provides the framework of the investigation of weakly
symplectic structures in Section 5.
To start with, we consider the orbit
Oρ0 := {uρ0u
∗ : u∗u = p0 := σ∗(ρ0)} (3.12)
of the coadjoint action through ρ0 ∈ M+∗ . In order to describe the manifold structure of Oρ0 we
make the following lemma on the stabilizer
Uρ0 := {u ∈ U(M) : uρ0u
∗ = ρ0}. (3.13)
See also [10].
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Lemma 3.3. (i) For every ρ0 ∈ M+∗ its stabilizer Uρ0 is a Lie subgroup of the Lie group U0 =
U(p0Mp0), where p0 = σ∗(ρ0).
(ii) The quotient U0/Uρ0 with respect to the right action of Uρ0 on U0 is a smooth manifold and
the canonical projection U0 → U0/Uρ0 is a submersion.
Proof. We first note that Uρ0 ⊆ U0 by the general observation that σ∗(uρ0u
∗) = uu∗ for all
u ∈ U(M) with u∗u = σ(ρ0). The Assertion (ii) follows from the Assertion (i), see [13, (5.12.4)].
It therefore suffices to prove (i).
We first note that ρ0 is a faithful normal state on the W
∗-algebra p0Mp0. Therefore, according
to [45, Ch. VIII, Th. 2.6] the Banach-Lie algebra Mρ0 := {x ∈ p0Mp0 : xρ0 − ρ0x = 0} of
Gρ0 := {g ∈ G(p0Mp0) : gρ0 g
−1 = ρ0} ⊂ Mρ0 is the centralizer of ρ0 in sense of [45, Ch. VIII,
Def. 2.1], that is,
(p0Mp0)ρ0 = {x ∈ p0Mp0 : (∀t ∈ R) σ
ρ0
t x = x} (3.14)
where σρ0t is the modular flow corresponding to ρ0. Thus there exists a conditional expectation
Eρ0 : p0Mp0 → (p0Mp0)ρ0 = Mρ0 uniquely determined by the condition ρ0 ◦ Eρ0 = ρ0|p0Mp0 by the
Takesaki theorem (see [45, Ch. IX, Th. 4.2]). One then obtains the direct sum decomposition
p0Mp0 = Mρ0 ⊕Ker Eρ0 (3.15)
Since the conditional expectation Eρ0 is a positive map, it preserves the anti-hermitian p0M
ap0
part of p0Mp0. Hence, restricting (3.15) to p0M
ap0 we obtain the splitting
u0 = uρ0 ⊕ (Ker Eρ0 ∩ p0M
ap0) (3.16)
of u0, where u0 and uρ0 are Lie algebras of U0 and Uρ0 , respectively. It thus follows that Uρ0 is a
Lie subgroup of U0.
The next statement, based on Lemma 3.3, describes the geometry of the coadjoint orbit Oρ0 .
Theorem 3.4. If ρ0 ∈M+∗ and σ∗(ρ0) = p0, then the following assertions hold:
(i) The coadjoint orbit Oρ0 is the base of a Uρ0-principal bundle as well as the total space of a
bundle as presented in the diagram
P0
pi0 //
ℓ0 ##●
●●
●●
●●
●●
Oρ0
σ∗

Lp0(M)
(3.17)
where π0(u) = uρ0u
∗ for all u ∈ P0 and ℓ0 := ℓ|P0 .
(ii) One has the identity-covering bundle isomorphism
P0 ×U0 (U0/Uρ0)
∼ //
ℓˆ0

Oρ0 ∼= P0/Uρ0
σ∗

Lp0(M)
id // Lp0(M)
(3.18)
where U0 acts by the left multiplication on the right quotient U0/Uρ0 .
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(iii) The inclusion map ι : Oρ0 →֒ M∗ is smooth and its tangent map Tρι : TρOρ0 → Tι(ρ)M∗ is
injective for arbitrary ρ ∈ Oρ0 .
Proof. (i) One has the bijective map P0/Uρ0 → Oρ0 , uUρ0 7→ uρ0u
∗ = π0(u). It therefore suffices
for Assertion (i) to study the commutative diagram
P0
pi0 //
ℓ0 ##❋
❋❋
❋❋
❋❋
❋❋
P0/Uρ0
σ˜∗

Lp0(M)
(3.19)
where π˜0(u) := uUρ0 and σ˜∗(uUρ0) := uu
∗ = ℓ(u), which is well defined since Uρ0 ⊆ U0.
Specifically, we endow P0/Uρ0 with a manifold structure for which the mapppings π˜0 and σ˜∗
are projections on the base as indicated in the statement. To this end, for arbitrary p ∈ Lp0(M)
we recall the local chart
θp : ℓ
−1(Πp) ∩ P0 → (1− p)Mp× U(M)
p
p0 , θp(u) = (yp, upp0)
where yp = ϕp(ℓ(u)), cf. (2.26) and (2.11)–(2.12). Since ℓ(ug) = ug(ug)
∗ = uu∗ = ℓ(u) for all
u ∈ P0 and g ∈ U0, it follows that the set ℓ
−1(Πp) ∩ P0 is invariant under the free action from the
right of U0 on P0 given by P0 × U0 → P0, (u, g) 7→ ug as in (2.29). The expression of this action
in the above local chart θp is ((yp, upp0), g) 7→ (yp, upp0g). For any w ∈ U(M)
p
p0 we then define a
new local chart of P0 by
θwp : ℓ
−1(Πp) ∩ P0 → (1− p)Mp× U0, θ
w
p (u) = (yp, w
−1upp0)
where w−1upp0 ∈ U(M)
p0
p0 = U0.
We now define
χwp : σ˜
−1
∗ (Πp)→ (1− p)Mp× (U0/Uρ0), χ
w
p (uUρ0) = (yp, w
−1upp0Uρ0) (3.20)
where the quotient U0/Uρ0 is a smooth manifold by Lemma 3.3. It is straightforward to check that
all the mappings χwp are bijective for p ∈ Lp0(M) and w ∈ U(M)
p
p0 , and moreover they define a
smooth atlas of P0/Uρ0 . Moreover,
(χwp ◦ π˜0 ◦ (Θ
w
pp0)
−1)(y, g) = (y, gUρ0) for all (y, g) ∈ (1− p)Mp× U0.
This shows via Lemma 3.3 that π˜0 is a Uρ0-principal bundle.
To show that σ˜∗ is a locally trivial bundle with its typical fiber U0/Uρ0 we just need to express
it in local charts like this:
(ϕp ◦ σ˜∗ ◦ (χ
w
p )
−1)(y, gUρ0) = y for all (y, gUρ0) ∈ (1− p)Mp× (U0/Uρ0) (3.21)
where ϕp : Πp → (1− p)Mp is the local chart of Lp0(M) given by (2.12).
(ii) The homogeneous space U0/Uρ0 is a manifold by Lemma 3.3. It is straightforward to check
that the mapping
τ : P0 ×U0 (U0/Uρ0)→ P0/Uρ0 , [(u, gUρ0)] 7→ ugUρ0
is bijective and the mapping
P0 ×U0 (U0/Uρ0)→ P0/U0, [(u, gUρ0)] 7→ ugU0
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is well defined, hence one obtains the commutative diagram
P0 ×U0 (U0/Uρ0)
τ //
ℓˆ0

P0/Uρ0
σ˜∗

Lp0(M)
id // Lp0(M)
(3.22)
which implies (3.18). Here ℓˆ0([(u, gUρ0)]) := ℓ(ug) = ℓ(u) for all u ∈ P0 and g ∈ U0.
It remains to endow P0 ×U0 (U0/Uρ0) with a manifold structure for which the mappings in the
diagram (3.22) have the appropriate properties. This is achieved by the family of local charts
µwp : ℓˆ
−1
0 (Πp)→ Πp × (U0/Uρ0), µ
w
p ([(u, gUρ0)]) :=(ℓ(u), w
−1upp0gUρ0)
=(ℓ(u), w−1up(ℓ(u))
−1ugUρ0)
parameterized by p ∈ Lp0(M) and w ∈ U(M)
p
p0 . (Here we used the factorization (2.28) which
implies upp0 = up(ℓ(u))
−1u.) It is straightforward to check that the mapping µwp is bijective, and
its inverse can be given in terms of the mapping up : Πp → U(M) defined by (2.21) which is a cross-
section of ℓ. Specifically, the equation k = w−1up(ℓ(u))
−1ug is equivalent to ug = up(ℓ(u))wk and
using this for g = up(q) we obtain
(µwp )
−1(q, kUρ0) = [(up(q)w, kUρ0 )] for q ∈ Πp and k ∈ U0.
These local charts µwp parameterized by p ∈ Lp0(M) and w ∈ U(M)
p
p0 define a smooth atlas on
P0 ×U0 (U0/Uρ0). Moreover, one has
(ℓˆ0 ◦ (µ
w
p )
−1)(q, kUρ0) = ℓˆ0([(up(q)w, kUρ0 )]) = ℓ(up(q)w) = q
and
(χwp ◦ τ ◦ (µ
w
p )
−1)(q, kUρ0) = χ
w
p (up(q)wkUρ0 ) = (yp, kUρ0)
where yp = ϕp(q) is given by (2.12). The desired properties of ℓˆ0 and τ then follow directly from
their local expressions given by the above formulas.
(iii) It remains to show that the inclusion map ι : Oρ0 →֒M∗ is smooth and its tangent map at
every point of Oρ is injective. To this end we use the commutative diagram
P0
pi0

κ //M∗
P0/Uρ0
∼ // Oρ0
?
ι
OO
where κ : P0 → M∗, κ(u) := uρ0u∗. Here π˜0 is a submersion and the bottom arrow is a diffeo-
morphism hence, in order to complete the proof, it suffices to note that κ is smooth and for every
u ∈ P0 one has
Ker (Tuκ) = Ker (Tu(π˜0))
where the inclusion ⊇ is clear while the converse inclusion can be established as follows. One has
Tuκ : TuP0 →M∗, (Tuκ)(x) = xρ0u
∗ + uρ0x
∗
and TuP0 = {x ∈ Mp0 : u∗x ∈ ip0Mhp0} by (4.33). Therefore, for arbitrary x ∈ Ker (Tuκ) one
has uρ0x
∗ = −xρ0u∗. Multiplying here both sides by u∗ from the left and by u from the right,
we obtain ρ0x
∗v = −u∗xρ0, hence ρ0u∗x = u∗xρ0 (by the above description of TuP0), that is,
x ∈ Ker (Tu(π˜0)). This completes the proof.
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We note now that the transitive subgroupoid t−1∗ (Oρ0 ) ⇒ Oρ0 of U(M) ∗M
+
∗ ⇒ M
+
∗ is just
the coadjoint action groupoid
Up0(M) ∗ Oρ0 ⇒ Oρ0 (3.23)
of the groupoid Up0(M) ⇒ Lp0(M) that was defined in Subsection 2.5. We also note here that
these groupoids would not change upon replacement of ρ0 by any other element of Oρ0 .
The following proposition completes the picture from (2.31).
Proposition 3.5. The gauge groupoid P0×P0Uρ0
⇒ P0/Uρ0 and the action groupoid (3.23) are Lie
groupoids. Moreover, one has the isomorphism
P0×P0
Uρ0
 
[Ψ] // Up0(M) ∗ Oρ0
 
P0/Uρ0
[pi0] // Oρ0
(3.24)
between these Lie groupoids, where
P0 × P0 ∋ (u, v) 7→ Ψ(u, v) := (uv
∗, vρ0v
∗) ∈ Up0(M) ∗ Oρ0 (3.25)
and
P0 ∋ v 7→ π0(u) = uρ0u
∗ ∈ Oρ0 , (3.26)
respectively.
Proof. One has the actions
P0 × P0 ∋ (u, v) 7→ (vg, ug) ∈ P0 × P0 (3.27)
and
P0 ∋ u 7→ vg ∈ P0 (3.28)
of the group Uρ0 ⊂ U0, where g ∈ Uρ0 . By [u, v] and [u] we will denote the orbits of Uρ0 through
the elements (u, v) and u, respectively. We recall the structural maps for the gauge groupoid
P0×P0
Uρ0
⇒ P0/Uρ0 :
(a) the target and source maps are t([u, v]) := [u] and s([u, v]) := [v]
(b) the groupoid multiplication is
[u, v] · [v′, w′] := [ug, w′],
where g ∈ Uρ0 is defined by vg = v
′,
(c) the inverse map is [u, v]−1 := [v, u]
(d) the object inclusion map is ǫ([u]) := [u, u].
Let us note that that maps Ψ and π0 defined in (3.25) and (3.26) are invariant with respect to the
actions (3.27) and (3.28), hence one has the well-defined bijections [Ψ] : P0×P0Uρ0
→ Up0(M) ∗ Oρ0
and [π0] : P0/Uρ0 → Oρ0 . We easily see that
(a) one has
t∗([Ψ])([u, v]) = t∗(uv
∗, vρ0v
∗) = uv∗vρ0v
∗vu∗ = up0ρ0u
∗ = uρ0u
∗
= π0(u) = [π0]([u]) = [Ψ](t([u, v]))
and s∗([Ψ])([u, v]) = s∗(uv
∗, vρ0v
∗) = vρ0v
∗ = π0(v) = [π0]([v]) = [Ψ](s([u, v])),
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(b) moreover
[Ψ]([u, v] · [v′, w′]) = [Ψ]([ug, w′]) = (ugw
′∗, w′ρ0w
′∗) = (uv∗vgw
′∗, w′ρ0w
′∗)
= (uv∗u′w
′∗, w′ρ0w
′∗) = (uv∗, vρ0v
∗) · (v′w
′∗, w′ρ0w
′∗)
= [Ψ]([u, v]) · [Ψ]([v′, w′]),
(c) also
ι∗([Ψ]([u, v])) = ι((uv
∗, vρ0v
∗)) = (vu∗, uv∗vρ0v
∗(uv∗)∗) = (vu∗, uρ0u
∗)
= [Ψ]([v, u]) = [Ψ]([u, v]−1),
(d) and finally ǫ∗([π0]([u])) = ǫ∗(uρ0u
∗) = (u∗u, uρ0u
∗) = [Ψ]([u, u]) = [Ψ](ǫ([u])).
The above equalities show that the bijections [Ψ] and [π0] define the groupoid isomorphism (3.24).
We now turn to establishing the smoothness properties of the spaces and mappings in the
diagram (3.24). We do this in three steps:
Step 1: Smooth structure of the gauge groupoid P0×P0Uρ0
⇒ P0/Uρ0 .
Recall from Theorem 3.4(i) that [π0] is a diffeomorphism by the definition of the smooth man-
ifold structure of Oρ0 and moreover π0 : P0 → Oρ0 is a Uρ0 -principal bundle, hence there exist an
open covering Oρ0 =
⋃
p∈Lp0 (M)
Dp and a family of smooth cross-sections βp : Dp → P0 satisfying
π0◦βp = idDp for all p ∈ Lp0(M). (Specifically, with the notation from the proof of Theorem 3.4(i),
one may take Dp := [π0](σ˜∗(Πp)) ⊆ Oρ0 for every p ∈ Lp0(M), where σ˜∗(Πp) is the domain of the
local chart χwp of P0/Uρ0 .) Then for every p ∈ Lp0(M) we define a local chart of
P0×P0
Uρ0
by
κ˜p : t
−1([π0]
−1(Dp))→ Dp × P0, κ˜p([(u, v)]) := (π0(u), vu
∗βp(π0(u))). (3.29)
Here we note that, since Uρ0 acts freely transitively on the fibers of π0 and π0(u) = π0(βp(π0(u))),
one has βp(π0(u)) = ug where g = u
∗βp(π0(u)) ∈ Uρ0 hence
(u, v) ∼ (uu∗βp(π0(u)), vu
∗βp(π0(u))) = (βp(π0(u)), vu
∗βp(π0(u)))
with respect to the equivalence relation ∼ defined by the diagonal action from the right of Uρ0 on
P0 × P0. It is straightforward to check that for every p ∈ Lp0(M) the mapping κ˜p given by (3.29)
is bijective, having its inverse
κ˜−1p : Dp × P0 → t
−1([π0]
−1(Dp)), κ˜
−1
p (ρ, w) := [(βp(ρ), wβp(ρ))].
Moreover the mappings {κ˜p : p ∈ Lp0(M)} define a smooth atlas that makes the gauge groupoid
P0×P0
Uρ0
into a Lie groupoid.
Step 2: Smooth structure of the action groupoid Up0(M) ∗ Oρ0 ⇒ Oρ0 .
One has
Up0(M) ∗ Oρ0 = {(u, ρ) ∈ U(M)×Oρ0 : r(u) = σ(ρ)}
where both maps r : U(M)→ L(M) and σ : Oρ0 → Lp0(M) ⊆ L(M) are submersions. To construct
an explicit atlas of Up0(M) ∗ Oρ0 it suffices, via the bijection [π0] : P0/Uρ0 → Oρ0 , vUρ0 7→ π0(v),
to construct an atlas for
Up0(M) ∗ (P0/Uρ0) = {(u, vUρ0) ∈ Up0(M)× (P0/Uρ0) : r(u) = σ(π0(v)) = ℓ(v)}.
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To this end we note that for every p, p˜ ∈ Lp0(M), one has the local chart of Lp0(M) on the open
neighbourhood Πp˜ of p˜ ∈ Lp0(M),
ϕp˜ : Πp˜ → (1− p˜)Mp˜,
(see (2.12)), the local chart of U(M)
Θpp˜ : ℓ
−1(Πp) ∩ r
−1(Πp˜)→ (1− p)Mp× U(M)
p
p˜ × (1− p˜)Mp˜, u 7→ (ϕp(ℓ(u)), upp˜, ϕp˜(r(u)))
(see (2.20)) and the local chart of P0/Uρ0 for any w ∈ U(M)
p
p0 ,
χ˜wp˜ : σ˜
−1
∗ (Πp˜)→ (1− p˜)Mp˜× (U0/Uρ0), vUρ0 7→ (ϕp˜(ℓ(u)), w
−1vp˜p0Uρ0)
(see (3.20)). Moreover, one has
ϕp˜ ◦ r ◦Θ
−1
pp˜ : (1− p)Mp× U(M)
p
p˜ × (1− p˜)Mp˜→ (1− p˜)Mp˜, (yp, upp˜, yp˜) 7→ yp˜
and, as noted in (3.21),
ϕp˜ ◦ σ∗ ◦ (χ˜
w
p˜ )
−1 : (1− p˜)Mp˜× (U0/Uρ0)→ (1− p˜)Mp˜, (yp˜, gUρ) 7→ yp˜.
It follows that, denoting
(U(M)∗ (P0/Uρ0))pp˜ := {(u, vUρ0) ∈ U(M)× (P0/Uρ0) : r(u) = σ(π0(v)) = ℓ(v) ∈ Πp˜, ℓ(u) ∈ Πp},
the mapping
ν˜wpp˜ : (U(M) ∗ (P0/Uρ0))pp˜ → (1− p)Mp× U(M)
p
p˜ × (1− p˜)Mp˜× (U/Uρ0),
(u, vUρ0) 7→ (ϕp(ℓ(u)), upp˜, ϕp˜(r(u)), w
−1vpp˜Uρ0)
is bijective. Moreover, the family of mappings {ν˜wpp˜ : p, p˜ ∈ Lp0(M), w ∈ U(M)
p
p0} is a smooth
atlas on Up0(M) ∗ (P0/Uρ0) for which the action groupoid Up0(M) ∗ (P0/Uρ0) ⇒ P0/Uρ0 is a Lie
groupoid.
Step 3: The mapping [Ψ] : P0×P0Uρ0
→ U(M) ∗ Oρ0 is a diffeomorphism.
As above, it suffices to show that the mapping [Ψ˜] : P0×P0Uρ0
→ Up0(M) ∗ (P0/Uρ0) is a diffeomor-
phism, where
P0 × P0 ∋ (u, v) 7→ Ψ˜(u, v) := (uv
∗, vUρ0) ∈ U(M) ∗ (P0/Uρ0). (3.30)
Using the above local charts, one obtains
(ν˜wpp˜ ◦ [Ψ˜] ◦ κ˜
−1
p )(ρ, v) = (ν˜
w
pp˜ ◦ [Ψ˜])(βp(ρ), vβp(ρ)) = ν˜
w
pp˜(v
∗, vβp(ρ)Uρ0)
= (ϕp(r(v)), (v
∗)pp˜, ϕp˜(ℓ(v)), w
−1(vβp(ρ))pp˜Uρ0)
which shows that [Ψ˜] is smooth. One can similarly show that [Ψ˜]−1 is smooth, and this completes
the proof.
We mention that the manifold structure of the quotient sets that occur in Theorem 3.4 and
Proposition 3.5 could have been less explicitly described using the general results on quotients of
manifolds. Applications of this alternative method in other instances can be found e.g., in [2], [4],
[8], and the references therein.
Now we establish the main result of this section.
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Theorem 3.6. The coadjoint action groupoid U(M) ∗M+∗ ⇒M
+
∗ is a Lie groupoid.
Proof. The coadjoint action groupoid U(M) ∗M+∗ ⇒ M
+
∗ is the disjoint union of its transitive
subgroupoids Up0(M) ∗ Oρ0 ⇒ Oρ0 parameterized by ρ0 ∈ M
+
∗ . As established in Proposition 3.5
each one of these transitive groupoids is a Lie groupoid, hence their disjoint union is a Lie groupoid.
We point out once again that the manifold structures of total space and the unit space of the
coadjoint action groupoid U(M) ∗M+∗ ⇒ M
+
∗ from Theorem 3.6 provide nontrivial examples of
manifolds in the sense of [13], whose various connected components are modeled on different Banach
spaces. Such manifolds are not uncommon both in finite dimensions and in infinite dimensions, for
instance the Grassmann manifolds consisting of the orthogonal projections in various C∗-algebras.
However, what is special in the case of the groupoid U(M)∗M+∗ ⇒M
+
∗ is that both its total space
and its base have original topologies of connected spaces that fail to be manifolds, and therefore
these topologies need to be enriched in order to obtain spaces that carry manifold structures.
4 Symplectic dual pair related to a von Neumann algebra
In the preceding sections, M was regarded as an abstract W ∗-algebra. In this section we will
consider it realized as a von Neumann algebra on a complex Hilbert space H. The commutant
M′ thus appears on the stage, and the main point of this section is the interaction between the
Poisson structures on the preduals ofM andM′, as well as their relation to the canonical symplectic
structure of the Hilbert space H. See for instance Propositions (4.1), 4.9, and 4.2.
More specifically, let ι(M) = ι(M)′′ ⊂ L∞(H), where ι : M →֒ L∞(H) is an inclusion map of
M into the W ∗-algebra L∞(H) of bounded operators on the complex Hilbert space H. Further
by ι′ : M′ →֒ L∞(H) we will denote the inclusion map for the commutant M′ of M in L∞(H),
i.e. ι′(M′) = ι(M)′. The corresponding predual maps ι∗ : L
1(H)→M∗ and ι′∗ : L
1(H)→M′∗ are
defined by
〈ι∗(ρ), x〉 = Tr (ρι(x)) (4.1)
for any ρ ∈ L1(H) and x ∈M. For the definition of ι′∗ one replaces x ∈M by x
′ ∈M′ and ι by ι′
in (4.1). We will use the following notation:
(i) (ι∗)
∗(C∞(M∗,C)) := {F ◦ ι∗ : F ∈ C∞(M∗,C)};
(ii) (ι∗)
∗(C∞(M∗,C))′ stands for the commutant of (ι∗)∗(C∞(M∗,C)) in C∞(L1(H),C) with
respect to the Lie-Poisson bracket {·, ·}L1 defined in (2.7);
(iii) the same notation will be used for M′∗;
(iv) although one has the equality (ι∗)
∗(M) = ι(M) we will consider (ι∗)
∗(M)′ as the commutant
of (ι∗)
∗(M) in C∞(L1(H),C) while ι(M)′ as the commutant of ι(M) in L∞(H) (note that
M ⊂ C∞(M∗,C)).
Proposition 4.1. (i) One has the following surjective Poisson morphisms
L1(H)
ι′
∗
||①①
①①
①①
①① ι∗
""❋
❋❋
❋❋
❋❋
❋❋
M′∗ M∗
(4.2)
of complex Lie-Poisson spaces.
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(ii) In the Poisson algebra C∞(L1(H),C) one has the commutation relations
((ι∗)
∗(M))′ = (ι∗)
∗(C∞(M∗,C))′ (4.3)
and
(ι∗)
∗(C∞(M∗,C)) ⊂ (ι∗)∗(C∞(M∗,C))′′ ⊂ (ι′∗)
∗(C∞(M′∗,C))
′ (4.4)
These relations are satisfied for M′, too.
(iii) Assertions similar to (i)–(ii) hold true for the hermitian part
L1h(H)
ι′
∗
{{✇✇
✇✇
✇✇
✇✇
✇
ι∗
##●
●●
●●
●●
●●
M′h∗ Mh∗
(4.5)
of the diagram (4.2) when one considers the corresponding real Poisson algebras, see (2.7)
and (2.9).
Proof. (i) This statement follows by Proposition 2.7, however, we prove it directly having in the
mind the proof of next points of this proposition. For arbitrary F,G ∈ C∞(M∗,C) one has
{F ◦ ι∗, G ◦ ι∗}L1(ρ) = Tr (ρ[d(F ◦ ι∗)(ρ), d(G ◦ ι∗)(ρ)]L1
= Tr (ρ[dF (ι∗(ρ)) ◦ ι∗, dG(ι∗(ρ)) ◦ ι∗]L1)
= Tr (ρ[ι(dF (ι∗(ρ))), ι(dG(ι∗(ρ)))]L1)
= Tr ρι([dF (ι∗(ρ))), dG(ι∗(ρ)))]M)
= 〈ι∗(ρ), [dF (ι∗(ρ)), dG(ι∗(ρ))]M〉
= {F,G}M∗(ι(ρ∗))
The above shows that ι∗ is a Poisson map. Note here that proving the above sequence of equalities
we used X ◦ ι∗ = ι(X) and ι([X,Y ]M) = [ι(X), ι(Y )]L∞ which are valid for X,Y ∈ M. For
ι′∗ : L
1 →M′∗ the proof is analogous.
(ii) The condition that
0 = {F ◦ ι∗, g}L1(ρ) = Tr (ρ[ι(dF (ι∗(ρ))), ι(dg(ρ))]) = Tr ([ρ, ι(dF (ι∗(ρ)))]dg(ρ))
for any F ∈ C∞(M∗,C) is equivalent to the condition
0 = Tr ([ρ, ι(X)]dg(ρ))
fulfilled for any X ∈M. The above means that g ∈ (ι∗)∗(C∞(M∗,C))′ if and only if g ∈ (ι∗)∗(M)′.
So, the equality (4.3) is valid. From ι′(M′) = ι(M)′ one obtains
(ι′∗)
∗(M′) ⊂ (ι∗)
∗(M)′
which gives
(ι∗)
∗(M)′′ ⊂ (ι′∗)
∗(M′)′. (4.6)
Substituting into (4.6) the equality (4.3) we obtain (4.4).
(iii) The proofs of (i) and (ii) can be modified to the real Poisson algebras C∞(Mh∗,R),
C∞(M′h∗,R) and C
∞(L1h(H),R) which Poisson brackets are given by (2.7) and (2.9), respec-
tively.
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We now recall that for any subset A of a Poisson algebra one has
A′ = A′′′. (4.7)
(In fact, for any subset B of the Poisson algebra under consideration one has the obvious inclusion
B ⊆ B′′. Applying this for B = A′, we obtain A′ ⊆ A′′′. On the other hand, taking commutants
in both sides of the obvious inclusion A ⊆ A′′, we obtain A′′′ ⊆ A′. Thus (4.7) is proved.)
Nevertheless, a general “bicommutant theorem” A = A′′ fails to be true for general Poisson
subalgebra A. More specifically, we show below that the first inclusion in (4.4) in general fails to
be an equality.
To this end let ι(M) = L∞(H) and ι′(M′) = C1. Then in (4.2) one has
ι′∗ = Tr : L
1(H)→ C and ι∗ = id: L1(H)→M∗ = L1(H).
Consequently (ι∗)
∗(C∞(M∗),C) = C∞(L1(H),C) and
(ι′∗)
∗(C∞(M′∗),C) = {g ◦ Tr : g ∈ C
∞(C,C)}. (4.8)
Denoting the center of the Poisson algebra (C∞(L1(H),C), {·, ·}L1) (that is the set of Casimir
functions) by
Cas(L1(H),C) := {f ∈ C∞(L1(H),C) : {f, C∞(L1(H),C)}L1 = {0}}
one can easily check that
(ι′∗)
∗(C∞(M′∗,C)) $Cas(L
1(H),C) = (ι′∗)
∗(C∞(M′∗,C))
′′, (4.9)
(ι∗)
∗(C∞(M∗,C)) =Cas(L1(H),C)′ = (ι′∗)
∗(C∞(M′∗,C))
′′. (4.10)
In subsequent, for the greater transparence of our considerations, we assume that the Hilbert
space H is separable, as this allows us to use a simpler coordinate description. Nevertheless, it is
easily seen that this separability assumption is not necessary for the validity of our results. More
specifically, let us fix an orthonormal basis {|n〉}n∈N in the Hilbert space H and express |γ〉 ∈ H
and ρ ∈ L1h(H) in this basis
|γ〉 =
∞∑
n=1
zn |n〉 , (4.11)
ρ =
∞∑
k,l=1
ρkl |k〉 〈l| , (4.12)
where ρkl = ρkl. Assuming that 〈γ1 | γ2〉 denotes the scalar product of γ1, γ2 ∈ H we used
Dirac’s notation in (4.11) and (4.12). Using the scalar product we define the symplectic form
ω := dΓ ∈ Ω2(H,R), where
Γ := i〈γ | dγ〉 ∈ Ω1(H,C). (4.13)
We note that Γ − Γ = d(i〈γ | γ〉), so, (H, ω) is a real symplectic manifold. The forms Γ and ω in
the coordinates (zk, zk) (where k ≥ 1) are written as
Γ = i
∞∑
k=1
zkdzk and ω = i
∞∑
k=1
dzk ∧ dzk
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and, thus the Poisson bracket of F,G ∈ C∞(H,R) assumes the form
{F,G}ω = −i
∞∑
k=1
( ∂F
∂zk
∂G
∂zk
−
∂G
∂zk
∂F
∂zk
)
. (4.14)
Let us mention here that (H, ω) is a real strong symplectic manifold in sense of Definition 2.3.
The Lie-Poisson bracket (2.8) of f, g ∈ C∞(L1h(H),R) in the coordinates ρkl = ρlk, where
k, l ∈ N is given by
{f, g}L-P = i
∞∑
k,l=1
ρkl
∞∑
m=1
( ∂f
∂ρkm
∂g
∂ρml
−
∂g
∂ρkm
∂f
∂ρml
)
= i
∞∑
k,l=1
ρkl
∞∑
m=1
( ∂f
∂ρkm
∂g
∂ρlm
−
∂g
∂ρkm
∂f
∂ρlm
)
. (4.15)
Using Dirac notation we define the smooth map E : H → L1h(H) by
E(γ) := |γ〉 〈γ| . (4.16)
Expressing E in the coordinates (zk, zk) we obtain
ρkl = zkzl. (4.17)
Proposition 4.2. The map (4.16) is a Poisson map of the real symplectic manifold (H, ω) into
the real Lie-Poisson space (L1h(H), {·, ·}L-P).
Proof. Substituting F = ρkl and G = ρmr given by (4.17) into (4.14) we obtain
{f ◦ E , g ◦ E}ω = {f, g}L-P ◦ E (4.18)
for any f, g ∈ C∞(L1h(H),R).
So, the Poisson map E : H → L1h(H) is a symplectic realization of the real Lie-Poisson space
(L1h(H), {·, ·}L-P) in the sense of [17, §6.3]. The fibre E
−1(E(γ)) of E : H → L1h(H) through γ ∈ H is
the orbit {λγ : λ ∈ U(1)} of U(1). Hence, the pull-back E∗(C∞(L1h(H),R)) of the C
∞(L1h(H),R)
is the Lie algebra (C∞U(1)(H,R), {·, ·}ω) of smooth functions invariant with respect to the action of
U(1) on H.
According to the definition presented in [17, §9.3] a symplectic manifold M and Poisson mani-
folds P1 and P2 form symplectic dual pair if one has Poisson maps
M
J1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤ J2
  ❇
❇❇
❇❇
❇❇
❇
P1 P2
(4.19)
with symplectically orthogonal fibres. The next proposition gives an example of symplectic dual
pair.
Proposition 4.3. Assuming trivial Poisson structure on R, one obtains the pair of Poisson maps
H
E
||②②
②②
②②
②②
Tr ◦E
❃
❃❃
❃❃
❃❃
❃
L1h(H) R
(4.20)
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such that KerTγE and KerTγ(Tr ◦ E) for γ ∈ H are reciprocally symplectic orthogonal, i.e., the
diagram (4.20) defines a symplectic dual pair. One also has
E∗(C∞(L1h(H),R))
′ = (Tr ◦ E)∗(C∞(R,R)), (4.21)
(Tr ◦ E)∗(C∞(R,R))′ = E∗(C∞(L1h(H),R)), (4.22)
where the commutants are taken with respect {·, ·}ω.
Proof. Let us take smooth curves γ(t) ∈ E−1(E(γ)) and γ′(t) ∈ (Tr ◦ E)−1((Tr ◦ E)(γ)) such
that γ(0) = γ′(0) = γ. One easily observes that γ(t) = λ(t)γ, where |λ(t)| = 1 and λ(0) = 1,
and 〈γ′(t) | γ′(t)〉 = 〈γ | γ〉. Hence, the tangent vectors
.
γ := ddtγ(t)|t=0 ∈ TγE
−1(E(γ)) and
.
γ′ := ddtγ
′(t)|t=0 ∈ Tγ(Tr ◦ E)−1((Tr ◦ E)(γ)) satisfy
.
γ =
.
λγ and 〈
.
γ′ | γ〉+ 〈γ |
.
γ′〉 = 0 (4.23)
where
.
λ := ddtλ(t)|t=0 = −
.
λ. Using (4.23) we find that
ω(
.
γ,
.
γ′) =
1
2i
(〈
.
γ |
.
γ′〉 − 〈
.
γ′ |
.
γ〉 = −
.
λ
2i
(〈
.
γ′ | γ〉+ 〈γ |
.
γ′〉) = 0 (4.24)
The above gives (KerTγE)⊥ = KerTγ(Tr ◦ E). The commutation relation (4.21)–(4.22) follows
from the commutation relations (4.9)–(4.10).
There is another symplectic dual pair canonically related to the von Neumann algebra ι : M →֒
L∞(H) (the one presented in the diagram (4.20) is related to id : M → L∞(H)). In order to
construct it for M and M′ we define the expectation maps
E :=ι∗ ◦ E : H →M
+
∗ (4.25)
E′ :=ι′∗ ◦ E : H →M
′
∗
+
(4.26)
Since E is a smooth map (a quadratic polynomial, actually) and ι∗ as well as ι
′
∗ are linear continuous
maps, so, defined above expectation maps are smooth.
Proposition 4.4. The support map σ∗ : M
+
∗ → L(M) has the following properties
σ∗(E(γ)) = [M
′γ] and σ∗(E
′(γ)) = [Mγ] (4.27)
for any γ ∈ H, where [M′γ] and [Mγ] are the orthogonal projections on the closed subspaces M′γ
and Mγ, respectively.
Proof. By definition the support σ∗(E(γ)) ∈M of E(γ) is the smallest projection in M such that
σ∗(E(γ))E(γ) = E(γ)σ∗(E(γ)) = E(γ). Since [M
′γ]γ = γ one has [M′γ]E(γ) = E(γ)[M′γ] =
E(γ). From the above two facts we obtain that σ∗(E(γ)) 6 [M
′γ]. On the other hand from
σ∗(E(γ))E(γ) = E(γ) we have σ∗(E(γ))γ = γ. Thus we obtain σ∗(E(γ))M
′γ = M′γ which
implies that [M′γ] 6 σ∗(E(γ)).
The following fact goes back to [25, Lemma 4.2(2)], but we give it here in a form that is suitable
for our purposes in this paper.
Proposition 4.5. If γ1, γ2 ∈ H and E(γ1) = E(γ2) ∈ M+∗ (resp. E
′(γ1) = E
′(γ2) ∈ M′
+
∗ ), then
there exists a unique u′ ∈ U(M′) (resp. u ∈ U(M)) satisfying u′γ1 = γ2 and u
′∗u′ = [Mγ1] (resp.
uγ1 = γ2 and u
∗u = [M′γ1]). Moreover u
′u
′∗ = [Mγ2] (resp. u
∗u = [M′γ1]).
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Proof. If E(γ1) = E(γ2) then for arbitrary x ∈ M one has E(γ1)(x∗x) = E(γ2)(x∗x), which is
equivalent to ‖xγ1‖ = ‖xγ2‖. This shows that there exists a unique partial isometry u
′ : H → H
with u′∗u′ = [Mγ1] and u
′(xγ1) = xγ2 for all x ∈M. Moreover, u′u′∗ = [Mγ2].
If y = y∗ ∈ M, then it is clear that both Mγ1 and its orthogonal complement are invariant to
the operator y. Now if δ ∈ Keru′, then yδ ∈ Keru′, hence u′yδ = yu′δ = 0. On the other hand,
for arbitrary x ∈M one has u′y(xγ1) = u′(yxγ1) = yxγ2 = yu′(xγ1), and therefore u′yδ = yuδ for
all δ ∈Mγ1 = (Keru′)⊥. Consequently u′y = yu′ for all y = y∗ ∈M, hence u′ ∈M′.
To check uniqueness of u′, let w′ ∈ U(M′) satisfying w′γ1 = γ2 and w′∗w′ = [Mγ1]. In
particular, Kerw′ = Keru′ = Mγ1
⊥
. Moreover, for arbitrary x ∈ M one has w′(xγ1) = xw′γ1 =
xγ2, hence w
′ = u′ on Mγ1 = (Keru
′)⊥ = (Kerw′)⊥. Thus u′ = w′, and this completes the proof
of the statement in the case E(γ1) = E(γ2). The case E
′(γ1) = E
′(γ2) then follows from the
preceding case, interchanging M and M′.
From Proposition 4.5 we conclude:
Corollary 4.6. (i) The groupoid of partial isometries U(M)⇒ L(M) acts on H by
U(M) ∗µ H ∋ (u, γ)→ uγ ∈ H (4.28)
where the momentum map µ : H → L(M) is
µ(γ) := [M′γ] (4.29)
and (u, γ) ∈ U(M) ∗µ H if and only if r(u) = u∗u = µ(γ). This action is free.
(ii) The orbits of the groupoid action (4.28) are the fibres E′−1(E′(γ)) of the expectation map
E′ : H →M′+∗ .
(iii) The expectation map E : H → M+∗ is equivariant with respect to the actions of the groupoid
U(M)⇒ L(M) on H and on M+∗ , see (4.28) and (3.6) respectively, i.e.,
E(uγ) = uE(γ)u∗.
(iv) The above assertions (i)–(iii) hold also for the groupoid U(M′) ⇒ L(M′) if one defines the
momentum map µ′ : H → L(M′) by µ′(γ) := [Mγ] and replaces E′ by E.
Summarizing the statement of Corollary 4.6 we obtain the family of fibre bundles presented in
the following diagram:
H
E

E′−1(ρ′0)?
_oo
E

P0
ιγ0oo
ℓ

  // U(M)
ℓ

M+∗ Oρ0?
_oo σ∗ // Lp0(M)
  // L(M)
(4.30)
where ρ0 = E(γ0), ρ
′
0 = E
′(γ0), p0 = [M
′γ0] = σ∗(ρ0) and p
′
0 = [Mγ0] are defined by choice of
γ0 ∈ H. The lower horizontal arrow in the middle of (4.30) is the support map σ∗ : M+∗ → L(M),
see Section 3.
The upper horizontal arrow in (4.30) is defined for u ∈ P0, for the definition P0 see (2.25), by
ιγ0(u) := uγ0. (4.31)
We recall here that for u ∈ P0 one has u∗u = p0 = σ∗(ρ0) = [M′γ0]. We also recall that
r(u) = u∗u and ℓ(u) = uu∗ are right and left supports of u ∈ U(M), respectively. It follows from
Proposition 4.5 that the definition (4.31) is correct and ιγ0 : P0
∼
→ E′−1(ρ′0) is a bijection.
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Proposition 4.7. (i) The natural actions of U(M)⇒ L(M) on all objects of (4.30) are transi-
tive and its action on E′−1(ρ′0) and on P0 are also free.
(ii) All arrows in (4.30) are equivariant maps with respect to these actions.
Proof. Straightforward.
Let us recall that P0 is the total space of the U0-principal bundle over Lp0(M) := {up0u
∗ :
u ∈ P0}. The smooth manifold structures on P0 and on Lp0(M) were described in [36] and [37],
where it was shown also that P0(Lp0(M), ℓ0, U0) is a U0-principal bundle in sense of the category
of smooth manifolds. See also Subsection 2.5.
Regarding (H, ω) as a real symplectic Hilbert manifold let us investigate the injection ιγ0 : P0 →
H as a smooth map of these manifolds. To this end let us take a smooth curve ]−ǫ, ǫ[∋ t 7→ u(t) ∈ P0
through u(0) = u. The corresponding curve in H is γ(t) := ιγ0(u(t)) = u(t)γ0. It is important to
remember that
u(t)∗u(t) = p0 = [M
′γ0]
for t ∈]− ǫ, ǫ[. Thus
.
u := ddtu(t)|t=0 ∈ TuP0 satisfies
u∗
.
u+
(
u∗
.
u
)∗
= 0, (4.32)
.
up0 =
.
u.
From (4.32) we see that x := u∗
.
u ∈ p0Mp0 and x + x∗ = 0. Thus the real Banach space TuP0
tangent to P0 at u is
TuP0 = {
.
u ∈Mp0 : u
∗ .u ∈ ip0Mhp0}, (4.33)
where Mh is the Hermitian part of M. So, for the map Tu(ιγ0) : TuP0 → Tιγ0(u)H tangent to
ιγ0 : P0 → H at u ∈ P0 one has
Tu(ιγ0)(TuP0) = {
.
uγ0 =
.
uu∗γ :
.
u ∈ TuP0},
where γ = uγ0.
Proposition 4.8. The total space P0 of the principal bundle (P0,Lp0(M), ℓ0, U0) is a weakly
immersed submanifold of H via ιγ0 : P0 →֒ H.
Proof. In order to prove that KerTu(ιγ0) = {0} we note that for v ∈ KerTu(ιγ0) one has vγ0 = 0.
Hence, we have vM′γ0 = 0 what implies 0 = vp0 = v. The above shows that ιγ0 : P0 →֒ H is an
injective weak immersion.
Recalling from Section 2 the definition of a weak immersion, we emphasize that in general
the real vector subspace Tu(ιγ0)(TuP0) is not closed in TγH ∼= H. Assume for simplicity that
H is separable and let Tu(ιγ0)(TuP0) be closed in TγH
∼= H. Then Tu(ιγ0) : TuP0 → Tιγ0(u)H is
an injective operator whose range is a closed R-linear subspace of the Hilbert space H, and this
implies that the Banach space TuP0 is separable (and it is actually topologically isomorphic to a
separable real Hilbert space). On the other hand, it follows by (4.33) for u = p0 that TuP0 is a
closed R-linear subspace of M with ip0Mhp0 ⊆ P0, hence we obtain that the W ∗-algebra p0Mp0
is separable, and then dim(p0Mp0) <∞. Thus, if dim(p0Mp0) =∞ (which is always the case for
instance if M is a type II or type III factor and 0 6= p0 ∈ L(M)), then Tu(ιγ0)(TuP0) fails to be
closed in TγH ∼= H.
We now recall from the discussion following (4.31) that one has the bijection ιγ0 : P0 →
E′−1(E′(γ0)). We use this bijection to transport the manifold structure of P0 to E
′−1(E′(γ0)),
30
and then the inclusion map E′−1(E′(γ0)) →֒ H is a weak immersion by Proposition 4.8. One can
similarly define a manifold structure on E−1(E(γ0)) for arbitrary γ0 ∈ H. We use these manifold
structures in Proposition 4.9 below.
Proposition 4.9. The diagram
H
E
}}③③
③③
③③
③③
E′
""❉
❉❉
❉❉
❉❉
❉
Mh∗ M
′
h∗
(4.34)
gives a symplectic dual pair (see (4.19)), in the sense that for any γ ∈ H the fibres tangent spaces
KerTγE
′ = TγE
′−1(E′(γ)) and KerTγE = TγE
−1(E(γ)) are symplectically orthogonal. One also
has
E′∗(C∞(M′h∗,R)) ⊆ E
∗(C∞(Mh∗,R))′, (4.35)
E∗(C∞(Mh∗,R)) ⊆ E′∗(C∞(M′h∗,R))
′ (4.36)
Proof. Let us consider two smooth curves γ(t) ∈ E−1(E(γ)) and γ′(t) ∈ E′−1(E′(γ)), where
t ∈] − ǫ, ǫ[ through γ, i.e., γ(0) = γ′(0) = γ. According to Proposition 4.5 we can represent them
as follows γ(t) = u′(t)γ and γ′(t) = u(t)γ, where u′(t) ∈ U(M′) and u(t) ∈ U(M) satisfy:
u(0) = [M′γ] =: pγ u(t)
∗u(t) = pγ (4.37)
u′(0) = [Mγ] =: p′γ u
′(t)∗u′(t) = p′γ (4.38)
From (4.37)–(4.38) one obtains the following relations
(pγ
.
upγ)
∗ + pγ
.
upγ = 0,
.
γ =
.
u′γ, pγγ = γ (4.39)
(p′γ
.
u′p′γ)
∗ + p′γ
.
u′p′γ = 0,
.
γ′ =
.
uγ, p′γγ = γ (4.40)
where we use the notation
.
γ := ddtγ(t)|t=0,
.
γ′ := ddtγ
′(t)|t=0,
.
u := ddtu(t)|t=0 and
.
u′ := ddtu
′(t)|t=0
for tangent vectors. Using (4.39)–(4.40) we have
ω(
.
γ,
.
γ′) =
1
2i
〈γ | p′γpγ(
.
u′∗
.
u−
.
u∗
.
u′)pγpγ′γ〉
=
1
2i
〈γ | ((p′γ
.
u′p′γ)
∗pγ
.
upγ − pγ
.
upγ(p
′
γ
.
u′p′γ)
∗)γ〉 =
1
2i
〈γ | [pγ
.
upγ , p
′
γ
.
u′p′γ ]γ〉 = 0, (4.41)
i.e. the tangent spaces Tγ(E
−1(E(γ)) and Tγ(E
′−1(E′(γ)) are symplectically orthogonal. One
obtains the last equality in (4.41) since pγ
.
upγ ∈M and p
′
γ
.
u′p′γ ∈M
′. The inclusions (4.35)–(4.36)
follow from (4.4) since E and E′ are Poisson maps.
In Section 6 we will investigate the symplectic dual pair presented in (4.34) for standard form
of von Neumann algebra ι : M →֒ L∞(H).
5 Coadjoint orbits of the groupoid U(M)⇒ L(M)
In this section we investigate the orbits of the natural action of the groupoid U(M)⇒ L(M) in
the positive cone in the predualM+∗ . That action is called here the coadjoint action of the groupoid
U(M)⇒ L(M) because of its close relation to the coadjoint action of the unitary group of M. In
Section 5.1 we endow these groupoid coadjoint orbits with invariant weakly symplectic structures
obtained by the reduction procedure whose input is the symplectic structure of the Hilbert space H
(Theorem 5.2). Then, in Subsection 5.2, we show that the type of the von Neumann algebra M
can be read off the coadjoint orbits of the Lie groupoid U(M)⇒ L(M).
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5.1 Weakly symplectic structure of the coadjoint orbits of U(M)⇒ L(M)
As shown in Section 4, the groupoid U(M) ⇒ L(M) acts on (H, ω) in a free and symplectic
way. The reduction of symplectic form ω to the orbits of this action will be described in this
subsection.
Recall that E′−1(ρ′0)
∼= P0 is a weakly immersed submanifold of the real symplectic manifold
(H, ω). Therefore, one can consider the reduction of symplectic form ω = dΓ to E′−1(ρ′0).
By pull-back of Γ defined in (4.13) to E′−1(ρ′0), i.e., substituting γ = uγ0 into (4.13), where
u ∈ P0, we obtain the differential forms
Γ0(u) := (ι
∗
γ0Γ)(u) = i〈uγ0 | d(uγ0)〉 = i〈γ0 | u
∗d(uγ0)〉 = i〈ρ0, u
∗du〉 = i〈ρ0, α(u)〉 (5.1)
and
dΓ0(u) = i〈ρ0, dα(u)〉 = i〈ρ0,Ω(u)〉 − i〈ρ0,
1
2
[α(u), α(u)]〉 (5.2)
on P0, where α ∈ Γ∞(T ∗P0, p0iMhp0) is the connection form defined in (2.32) and Ω is its curvature
form defined in (2.36).
Lemma 5.1. (i) The horizontal T huP0 and vertical T
v
uP0 components of TuP0 = T
h
uP0 ⊕ T
v
uP0
with respect to the connection form α are given by
T huP0 := {(1− uu
∗)
.
u :
.
u ∈ TuP0} (5.3)
and
T vuP0 :=KerTu(ℓ0) = {
.
u ∈ TuP0 : u
∗ .u+
.
u∗u = 0} (5.4)
={ux : x ∈ ip0M
hp0} = {uu
∗ .u :
.
u ∈ TuP0},
respectively.
(ii) One has the orthogonality relation T huP0 ⊥ T
v
uP0 with respect to dΓ0, i.e.,
dΓ0(u)(
.
uh,
.
uv) = 0 (5.5)
for any
.
uh ∈ T huP0 and
.
uv ∈ T vuP0
(iii) The curvature of α is the 2-form given by
Ω(u)(
.
u1,
.
u2) =
1
2
(
.
u∗1(1− uu
∗)
.
u2 −
.
u∗2(1− uu
∗)
.
u1). (5.6)
One has also
dΓ0(u)(
.
u1,
.
u2) =
i
2
〈ρ0,
.
uh∗1
.
uh2 −
.
uh∗2
.
uh1 〉 − i〈ρ0, [x1, x2]〉 (5.7)
where x1 = u
∗ .u1, x2 = u
∗ .u2.
Proof. (i) By definition one has
T huP0 = {
.
u ∈ TuP0 : 〈α,
.
u〉 = 0} = {
.
u ∈ TuP0 : u
∗ .u = 0} = { .u ∈Mp0 : u∗
.
u = 0} (5.8)
where the last equation follows by (4.33). Hence by the decomposition
.
u = (1− uu∗)
.
u+ uu∗
.
u (5.9)
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of
.
u ∈ TuP0 one obtains T huP0 = (1 − uu
∗)ThP0. We recall that ℓ0 : P0 → Lp0(M) is given by
ℓ0(u) = uu
∗. Hence we have Tu(ℓ0)
.
u =
.
uu∗ + u
.
u∗. This gives the first equality in (5.4). Since U0
acts on ℓ−1(uu∗) in transitive and free way, we obtain that
.
u ∈ KerTu(ℓ0) if and only if
.
u = ux,
where x ∈ ip0Mhp0. So, the second equality in (5.4) is valid. In order to obtain the last equality
in (5.4) we use the decomposition (5.9) and note that u∗
.
u ∈ ip0Mhp0.
(ii) This follows from (5.3), (5.4) and (5.9).
(iii) By definition one has
Ω(u)(
.
u1,
.
u2) :=dα(
.
uh1 ,
.
uh2) = (du
∗ ∧ du)(
.
uh1 ,
.
uh2 ) =
1
2
(
.
uh∗1
.
uh2 −
.
uh∗2
.
uh1 )
=
1
2
(
.
u1
∗(1− uu∗)
.
u2 −
.
u∗2(1− uu
∗)
.
u1). (5.10)
In order to prove (5.6) we substitute
.
u1,
.
u2 ∈ TuP0 into (5.2) decomposed according to (5.9) using
next (5.3) and (5.4).
From the U0-equivariance properties (2.35) and (2.37) and (5.1)–(5.2) it follows that Γ0 and
dΓ0 are Uρ0 -invariant differential forms on P0. They also satisfy
ξxxΓ0 = i〈ρ0, x〉 and ξxxdΓ0 = 0, (5.11)
where ξx is the fundamental vector field generated by x ∈ uρ0 (= the Lie algebra of Uρ0). The
property (5.11) follows from (2.34) and
0 = LξxΓ0 = ξxxdΓ0 + d(ξxxΓ0) = ξxxdΓ0 + id〈ρ0, x〉 = ξxxdΓ0 (5.12)
From the above we conclude that there exists on Oρ0 a closed differential 2-form ω˜ρ0 such that
π˜∗0 ω˜ρ0 = dΓ0, where π˜0 : P0 → P0/Uρ0 ∼= Oρ0 is the quotient map.
The invariance property of the 2-form ω˜ρ0 ∈ Ω
2(Oρ0) pointed out in the following theorem
implies that ω˜ρ0 actually depends only on the groupoid orbit Oρ0 and not on the choice of the
point ρ0 in that orbit, just as it is the case with coadjoint group orbits in Remark 2.8. Nevertheless,
just as in the case of the orbit Oρ0 we choose to indicate explicitly the point ρ0 that is used for
the construction of the differential form ω˜ρ0 .
Theorem 5.2. The coadjoint orbit Oρ0 of U(M) ⇒ L(M) is a weak symplectic manifold which
symplectic structure is given by ω˜ρ0 . The weak symplectic form ω˜ρ0 is invariant with respect to the
coadjoint actions of U(M)⇒ L(M).
Proof. Substituting vu ∈ U(M), where r(v) = ℓ(u), such that v is a fixed element of U(M), into
(5.1) instead of u ∈ U(M) and using r(v) = v∗v = ℓ(u) = uu∗, we find that
Γ0(vu) = i〈γ0 | (vu)
∗d(vu)γ0〉 = i〈γ0 | u
∗v∗vduγ0〉 = i〈γ0 | u
∗uu∗duγ0〉 = i〈γ0 | u
∗duγ0〉 = Γ0(u).
The above shows, that dΓ0 is a differential 2-form on P0 invariant with respect to the left action of
U(M) ⇒ L(M) on P0. Thus, since E : E−1(ρ′0)→ Oρ0 is an equivariant map with respect to the
actions of U(M)⇒ L(M) on E−1(ρ′0) and on Oρ0 , we find that ω˜ρ0 is a invariant closed differential
2-form on the orbit Oρ0 .
In order to prove that ω˜ρ0 is nondegenerate we use Lemma 5.1. Namely, the dΓ0-orthogonality
of subspaces T huP0 and T
v
uP0 allows us to consider this question for each of these components
separately. Firstly let us consider the horizontal component T huP0. Substituting
.
uh1 =
.
uh ∈ T huP0
and
.
uh2 = i
.
uh ∈ T huP0 into (5.10) (where we recall from the last equality in (5.8) that T
h
uP0 is a
complex linear subspace of Mp0) we obtain that
〈ρ0,
.
uh∗
.
uh〉 = 0 ⇐⇒
.
uh = 0. (5.13)
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The above fact follows from the positivity of ρ0 on p0Mp0 and from σ∗(ρ0) = p0. We note also
that
.
uh∗
.
uh ∈ p0Mp0. From (5.13) we conclude that the horizontal component of the right-hand
side of equality (5.7) is non-singular.
Rewriting the vertical components of the right-hand side of equality (5.7) as follows
− i〈ρ0, [x1, x2]〉 = i〈ad
∗
x1ρ0, x2〉 (5.14)
and assuming that 〈ρ0, [x1, x2]〉 = 0 for all x2 ∈ ip0Mhp0 we obtain ad
∗
x1ρ0 = 0 i.e., x1 ∈ uρ0 ⊆ u0,
where uρ0 is Lie algebra of Uρ0 and u0 = ip0M
hp0 is the Lie algebra of U0 = U(p0Mp0). This
means that the degeneracy vectors of dΓ0(u) restricted to the vertical part T
v
uP0 are tangent to
the fibres of π˜0 : P0 → P0/Uρ0 ∼= O0. Summarizing the facts in the above we conclude from (5.12)
that ω˜ρ0 is a weakly symplectic form.
Remark 5.3. Ending this subsection we compare the results presented in Lemma 5.1 and Theo-
rem 5.2 with the ones obtained in [10] and [38] for the coadjoint orbits of U(M) in M+∗ . For this
reason let us consider the subgroupoid U(M)unit ⇒ L(M) of the groupoid U(M)⇒ L(M) defined
as follows. By definition the partial isometry u ∈ U(M) belongs to U(M)unit if and only if it has
an extension to the unitary element U ∈ U(M) of M. For finite W ∗-algebra M that extension
is always possible, that is, U(M)unit = U(M). (See [44] and [41].) So, for this case the coadjoint
orbits of U(M) ⇒ L(M) are the same as the coadjoint orbits of U(M) in M+∗ . For the infinite
W ∗-algebra M the coadjoint orbits of U(M)⇒ L(M) split into disjoint unions of coadjoint orbits
of the unitary group U(M), as shown in Proposition 5.5 below.
The weakly symplectic form ω˜ρ0 after restriction to the connected component of ρ0 ∈ Oρ0 ,
that is, Ad∗U(M)ρ0
∼= U(M)/U(M)ρ0 ⊆ P0/U(M)ρ0 ∼= U(M)ρ0 agrees with the one defined by
Kirillov-Kostant-Souriau construction recalled in Remark 2.8.
In order to see this, we need the surjective mapping rp0 : U(M)→ P0∩U(M)unit, rp0 (u) := up0,
and the mapping κ : P0 ∩ U(M)unit → Ad
∗
U(M)ρ0, κ(v) := vρ0v
∗. For any
.
u1,
.
u2 ∈ T1(U(M)) =
u(M) = Ma one has
(
(ιγ0 ◦ rp0)
∗(ω)
)
(
.
u1,
.
u2) = ω(
.
u1γ0,
.
u2γ0) = 2Im〈
.
u1γ0 |
.
u2γ0〉 = −2i(〈
.
u1γ0 |
.
u2γ0〉 − 〈
.
u2γ0 |
.
u1γ0〉)
= 2i〈γ0 | (
.
u1
.
u2 −
.
u2
.
u1)γ0〉
and therefore (
(ιγ0 ◦ rp0)
∗(ω)
)
(
.
u1,
.
u2) = 〈2iE(γ0), [
.
u1,
.
u2]〉. (5.15)
Since the 2-form ω˜ρ0 ∈ Ω
2(Oρ0 ) is invariant to the transitive action of U(M) ⇒ L(M) on Oρ0 ,
it follows that the restriction of ω˜ρ0 to the unitary coadjoint orbit Ad
∗
U(M)ρ0 is invariant to the
coadjoint action of the unitary group U(M). It then follows by (5.15) that restriction of ω˜ρ0 to
the unitary coadjoint orbit Ad∗U(M)ρ0 agrees with the weakly symplectic form obtained from ρ0 by
the Kirillov-Kostant-Souriau construction from Remark 2.8.
Corollary 5.4. The weakly symplectic form ω˜ρ0 from Theorem 5.2 satisfies S
⊥
ω˜ρ0
= {0} hence
it gives rise to a Poisson structure in the sense of Definition 2.1, for which the inclusion map
Oρ0 →֒M
h
∗ is a Poisson map.
Proof. It follows by Remark 5.3 that the restriction of ω˜ρ0 to an arbitrary connected component
of the groupoid orbit Oρ0 agrees with the weakly symplectic form obtained as in Remark 2.8 for
the unitary group G = U(M). Then the assertion follows by the conclusion of Remark 2.8.
34
5.2 Special properties of W ∗-algebras encoded in coadjoint orbits of
U(M)⇒ L(M)
The following proposition shows that for any W ∗-algebra M the coadjoint orbits of the unitary
group U(M) are the connected components of the orbits of the groupoid U(M) ∗ M+∗ ⇒ M
+
∗ .
Here we use the topology on the groupoid orbits which corresponds to their manifold structures
constructed above.
Proposition 5.5. For an arbitrary W ∗-algebra M, if ρ, ρ0 ∈ M+∗ with ρ in the coadjoint orbit
U(M).ρ0 of the groupoid U(M)⇒M+∗ , then the following properties are equivalent:
(i) ρ belongs to the connected component of ρ0 in U(M).ρ0.
(ii) ρ belongs to the unitary orbit U(M).ρ0.
(iii) The support projections σ∗(ρ0), σ∗(ρ) ∈ L(M) are unitary equivalent.
Proof. Let p0 := σ(ρ0).
“(i)⇔(iii)”: We know from Theorem 3.4(ii) that the support mapping σ∗ : Oρ0 → Lp0(M) is
a locally trivial fibration having its typical fiber U(p0Mp0)/Uρ0 . Since the unitary group of any
W ∗-algebra is connected, it follows that the fibers of the fibration σ∗ are connected. Then it is
straightforward to show that a subset C ⊆ Lp0(M) is connected if and only if its preimage σ
−1
∗ (C)
is a connected subset of Oρ0 . On the other hand it is well known that the connected component
of p0 in Lp0(M) is the unitary orbit of p0
“(ii)⇒(iii)”: This is clear since σ∗(uρu
∗) = uσ∗(ρ)u
∗ for every unitary element u ∈ U(M).
“(iii)⇒(ii)”: Denoting p := σ∗(ρ) ∈ L(M), it follows by (iii) that there exists u ∈ U(M) with
p = up0u
∗. On the other hand ρ ∈ U(M).ρ0 by hypothesis, hence there exists v ∈ U(M) with
r(v) = p0 and ρ = vρ0v
∗. It is straightforward to check that u∗v ∈ U(M) with r(u∗v) = ℓ(u∗v) =
p0 and vu
∗ ∈ U(M) with r(vu∗) = ℓ(vu∗) = p. Using these relations, it is then easily seen that
one can extend the partial isometry v to the unitary operator
v˜ := v + u(1− p0).
More specifically, one has v˜ ∈ U(M) and v˜ρ0v˜∗ = ρ, hence ρ belongs to the orbit of ρ0 with respect
to the action of the unitary group U(M) on M+∗ .
For the following corollary we recall that a W ∗-algebra M is finite if and only if any two
projections in M are unitary equivalent whenever they are Murray-von Neumann equivalent, see
e.g., [41].
Corollary 5.6. If M is a W ∗-algebra, then then the following assertions are equivalent:
(i) Every orbit of U(M) ∗M+∗ ⇒M
+
∗ is connected.
(ii) The orbits of the groupoid U(M) ∗M+∗ ⇒ M
+
∗ are exactly the orbits of the coadjoint action
of the Lie group U(M) on M+∗ .
(iii) The W ∗-algebra M is finite.
Proof. Use Proposition 5.5.
For the following corollary we recall that a W ∗-algebra M is type III if for every projection
p ∈ L(M)\{0} there exists another projection q ∈ L(M) which is Murray-von Neumann equivalent
to p and satisfies q ≤ p and q 6= p.
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Corollary 5.7. Let the W ∗-algebra M be a factor, and consider the following assertions:
(i) Every orbit of the groupoid U(M) ∗M+∗ ⇒M
+
∗ is either {0} or the disjoint union of exactly
two coadjoint orbits of the unitary group U(M).
(ii) The factor M is type III.
Then (ii)⇒(i) and, if M has separable predual, then also (i)⇒(ii).
Proof. “(ii)⇒(i)”: We must prove that if 0 6= ρ0 ∈M+∗ \ {0} then there exists ρ1 ∈M
+
∗ for which
one has the disjoint union of unitary group orbits
U(M).ρ0 = U(M).ρ0 ⊔ U(M).ρ1.
Denoting p0 := σ(ρ0) ∈ L(M) \ {0} and U(M).p0 := {up0u∗ : u ∈ U(M)}, one obtains the disjoint
union
U(M).ρ0 = A ⊔B
where A := {vρ0v∗ : r(v) = p0, ℓ(v) ∈ U(M).p0} and B := {vρ0v∗ : r(v) = p0, ℓ(v) 6∈ U(M).p0}.
Since M is a factor, it is well known that M is type III if and only if any two projections from
L(M) \ {0,1} are unitary equivalent. Hence all functionals from the set B have unitary equivalent
supports. On the other hand, all functionals from A have unitary equivalent supports by definition
of A. Then, by Proposition 5.5, one has A = U(M).ρ0 and also B = U(M).ρ1 for arbitrary ρ1 ∈ B.
“(i)⇒(ii)”: Since M has separable predual, there exists ρ ∈ M+∗ with σ(ρ) = 1, that is, ρ
is faithful. For arbitrary p ∈ L(M) if we define ρp ∈ M+∗ by ρp(x) := ρ(pxp), then σ(ρp) = p.
Moreover, for every v ∈ U(M) with r(v) = p, one has σ(vρpv∗) = ℓ(v). Hence
{σ∗(ϕ) : ϕ ∈ U(M).ρp} = Lp(M) for every p ∈ L(M).
Then, taking into account the assumption (i) and Proposition 5.5, we obtain the following con-
clusion: for every p ∈ L(M), if p1, p2 ∈ Lp(M) and neither p1 nor p2 is unitary equivalent to p,
then p1 is unitary equivalent to p2. It is easily seen that this condition is not satisfied by factors
of type I or type II, hence M is type III.
In the following we use the notation (M+∗ )r := {ρ ∈ M
+
∗ : ‖ρ‖ = r} for every r ∈ [0,∞). We
also recall from [19] that if M is a factor with separable predual, then M is called type III1 if it is
type III and for every ρ ∈ M+∗ with ‖ρ‖ = 1 and σ∗(ρ) = 1 its corresponding modular operator
∆ρ has its spectrum equal to [0,∞).
Proposition 5.8. If the W ∗-algebra M is a factor with separable predual, then the following
conditions are equivalent:
(i) M is type III1.
(ii) For every ρ0 ∈M+∗ its unitary orbit U(M).ρ0 is dense in (M
+
∗ )‖ρ0‖.
(iii) For every ρ0 ∈M+∗ its groupoid orbit U(M).ρ0 is dense in (M
+
∗ )‖ρ0‖.
Proof. “(i)⇔(ii)”: This is the Connes-Størmer theorem [22, Th. 4] (or [45, Ch. XII, Th. 5.12]).
“(ii)⇒(iii)”: This is clear since U(M).ρ0 ⊆ U(M).ρ0.
“(iii)⇒(i)”: If M is finite (hence type In for n = 1, 2, . . . or type II1), then it has a faithful trace
τ0 ∈ M+∗ , hence σ(τ0) = 1 and ‖τ0‖ = 1. For every v ∈ U(M) with v
∗v = σ(τ0) = 1 we also have
vv∗ = 1, since M is finite, and then vτ0v
∗ = τ0 by the trace property of τ0. Thus U(M).τ0 = {τ0},
which is not dense in (M+∗ )1.
36
If M is a semifinite factor (hence type I∞ or type II∞), then it has a faithful semifinite normal
trace τ : M+ → [0,∞]. For any p ∈ L(M) with τ(p) <∞ define τp ∈ (M
+
∗ )1 by τp(x) :=
1
τ(p)τ(px)
for all x ∈M, hence σ(τp) = p. If v ∈ U(M) with v∗v = p then, using the trace property of τ , we
obtain
(vτpv
∗)(x) = τp(v
∗xv) =
1
τ(p)
τ(pv∗xv) =
1
τ(p)
τ(vpv∗x) =
1
τ(p)
τ(vv∗x) =
1
τ(vv∗)
τ(vv∗x)
hence vτpv
∗ = τvv∗ . This shows that
U(M).τp = {τq : q ∈ Lp(M)}.
On the other hand, as noted in [21, page 92], for all p, q ∈ L(M) with p ≤ q and τ(q) < ∞ one
has ‖τp − τq‖ ≥ 2
(
1− τ(p)τ(q)
)
. It then follows that U(M).τp is not dense in (M+∗ ) for any p ∈ L(M)
with τ(p) <∞.
If M is type III, then let ρ0 ∈M+∗ \ {0} with ‖ρ0‖ =: r0. Using Corollary 5.7, one then obtains
the disjoint union into two unitary orbits
Oρ0 = U(M).ρ0 ⊔ U(M).ρ00
for suitable ρ00 ∈ Oρ0 Since Oρ0 is dense in (M
+
∗ )r0 by hypothesis, it follows that at least one of
these unitary orbits is dense in (M+∗ )r0 .
We now prove that actually all unitary orbits of elements of (M+∗ )r0 are dense in (M
+
∗ )r0 . To
this end, for any ρ1, ρ2 ∈M+∗ let us denote
d([ρ1], [ρ2]) := inf{‖u1ρ1u
∗
1 − u2ρ2u
∗
2‖ : u1, u2 ∈ U(M)}.
The following facts are straightforward:
• For all ρ1, ρ2, ρ3 ∈M+∗ one has d([ρ1], [ρ3]) ≤ d([ρ1], [ρ2]) + d([ρ2], [ρ3]).
• If ρ1 ∈ M+∗ and r := ‖ρ1‖, then the unitary orbit U(M).ρ1 is norm-dense in (M
+
∗ )r if and
only if for every ρ2 ∈M+∗ with ‖ρ2‖ = r one has d([ρ1], [ρ2]) = 0.
It then easily follows by these facts that if there exists ρ1 ∈ M+∗ whose unitary orbit U(M).ρ1 is
norm-dense in (M+∗ )r, where r := ‖ρ1‖, then for every ρ2 ∈ M
+
∗ with ‖ρ2‖ = r the unitary orbit
U(M).ρ2 is norm-dense in (M
+
∗ )r.
Consequently, for every ρ ∈ (M+∗ )r0 its unitary orbit U(M).ρ is dense in (M
+
∗ )r0 . It then
follows by (i)⇔(ii) that M is type III1.
6 The standard presymplectic groupoid H⇒M+∗
This is the core of the present paper. We consider the symplectic dual pair (4.34) in the
case when the von Neumann algebra M ⊆ L∞(H) is in standard form in the sense of [25] and
[26], as recalled below. In this setting of a standard form, we show that the complex Hilbert
space H has the structure of a groupoid H ⇒M+∗ which we call the standard groupoid of M and
actually has several isomorphic realizations that involve various data of the standard form of M
(Theorem 6.3 and Proposition 6.5). What is crucial for the present paper is that the standard
groupoid actually has the structure of a Lie groupoid that is denoted H˜ ⇒ M+∗ in order to
emphasize that the manifold structure of its total space is different from the ordinary Hilbert
space structure of H. More specifically, H˜ is a Banach foliation of H, in the sense that the identity
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map is a weak immersion H˜ → H (Theorem 6.8). Finally, we show that the symplectic structure
of H is compatible with the Lie groupoid structure H˜⇒M+∗ in the following sense: By pull-back
via the weak immersion mentioned above, one obtains a presymplectic 2-form ω˜ ∈ Ω2(H˜) that is
multiplicative in the usual sense of finite-diemnsional Lie groupoid theory (Proposition 6.11), hence
the object (H˜, ω˜)⇒M+∗ might be regarded as a nontrivial infinite-dimensional presymplectic Lie
groupoid. One can also obtain quite complete information on the leaf space of the null-foliation of
ω˜ (Proposition 6.14).
6.1 Standard groupoid H⇒M+∗
A sufficient condition for the standard form is to have a separating cyclic vector Ω ∈ H. This
assumption allows us to define
S0(xΩ) := x
∗Ω and F0(x
′Ω) := x′∗Ω
for all x ∈M and x′ ∈M′. These are antilinear operators having their dense domainsD(S0) = MΩ
and D(F0) = M
′Ω, respectively. The closures of these operators S := S0 and F := F0 have the
polar decompositions
S = J∆1/2 and F = J∆−1/2 (6.1)
where ∆ is a positive self-adjoint operator called the modular operator, while J is an anti-unitary
involution, that is, J = J∗ and J2 = 1. One also has
∆ = FS, ∆−1 = SF, ∆−1/2 = J∆1/2J. (6.2)
More details can be found for instance in [14]. One has by the theorem of Tomita-Takesaki
j(M) = M′ (6.3)
where j(x) := JxJ for all x ∈M, and
∆itM∆−it = M (6.4)
for all t ∈ R. In the modular theory of Tomita-Takesaki, one associates to the pair (H,Ω) the
natural positive cone P . This is a self-dual cone defined by
P := {xj(x)Ω | x ∈M} (6.5)
and has the following properties:
P = ∆1/4M+Ω = ∆−1/4M′+Ω, (6.6)
∆itP = P for all t ∈ R, (6.7)
Jξ = ξ for all ξ ∈ P , (6.8)
P ∩ (−P) = {0}. (6.9)
Any ξ ∈ H with Jξ = ξ has a unique decomposition ξ = ξ+ − ξ− with ξ± ∈ P and ξ+ ⊥ ξ−. See
again [14] for all this.
The following universality property of P holds: If ξ ∈ P is a cyclic vector for M, with its
corresponding modular conjugation Jξ and natural positive cone Pξ, then one has Jξ = J and
Pξ = P by [14, Prop. 2.5.30].
ReplacingM byM′ in the above considerations, we note that for the modular objects associated
to M′ are given by J ′ = J , P ′ = P , and ∆′ = ∆−1.
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Without any assumption on existence of cyclic separating vectors, a 4-tuple (M,H, J,P) is
called a standard form [26, Def. 2.1] of the von Neumann algebra M ⊆ L∞(H) if J : H → H is a
conjugation and P ⊆ H is a self-dual cone satisfying JMJ = M′, JxJ = x∗ if x ∈M∩M′, Jρ = ρ
for all ρ ∈ P , and xj(x)P ⊆ P for all x ∈M, where j(x) := JxJ ∈M′ as above.
With this terminology, we now reformulate in the following way one of the basic theorems of
modular theory [25, Th. 2.17].
Proposition 6.1. If (M,H, J,P) is a standard form, then the expectation mappings E : H →M+∗
and E′ : H →M′+∗ when restricted to the natural positive cone P ⊆ H give homeomorphisms
M+∗ P
E|Poo E
′|P //M′+∗ (6.10)
where P, M+∗ , and M
′+
∗ are endowed with their topologies inherited from the norm topologies of
H, M∗, and M′∗, respectively.
Now define j∗ : M
′
∗ →M∗ by
〈j∗(ρ
′), x〉 = 〈ρ′, j(x)〉
for all ρ′ ∈M′ and x ∈M. Then one has for every γ ∈ H and x ∈M
〈j∗(|γ〉〈γ|), x〉 = 〈|γ〉〈γ|, j(x)〉 = 〈j(x)γ | γ〉 = 〈JxJγ | γ〉 = 〈Jγ | xJγ〉 = 〈|Jγ〉〈Jγ|, x〉
hence
j∗ ◦ E
′ = E ◦ J and j′∗ ◦ E = E
′ ◦ J. (6.11)
By Proposition 6.1 one has the homeomorphisms
M+∗
ǫ // P M′+∗
ǫ
′
oo (6.12)
inverse to the ones presented in (6.10). Using (6.12), one obtains surjective continuous maps
P H
t˜oo s˜ // P (6.13)
defined by s˜ := ǫ′ ◦ E′ and t˜ := ǫ ◦ E. It follows by (6.11) that
t˜ = s˜ ◦ J and s˜ = t˜ ◦ J. (6.14)
From now on, the following notation will be used:
|γ| := s˜(γ) and |γ|′ := t˜(γ), (6.15)
where γ ∈ H. As a consequence of Proposition 4.5 one obtains two polar decompositions
γ = u|γ| and γ = u′|γ|′ (6.16)
of γ ∈ H, where the partial isometries u ∈ U(M) and u′ ∈ U(M′) are defined in unique way by
u∗u = [M′|γ|] =: p|γ| and u
′∗u′ = [M|γ|′] =: p′|γ|′. Note also that uu
∗ = [M′γ] and u′u′∗ = [Mγ].
Components of these polar decompositions are related by
u′ = j(u∗) (6.17)
|γ|′ = uj(u)|γ| =: β(u)|γ|. (6.18)
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In order to show (6.17)–(6.18) we note that substituting u′ and |γ|′ given by (6.17)–(6.18) into the
second formula of (6.16) one obtains
u′|γ|′ = j(u∗)uj(u)|γ| = uj(u∗u)|γ| = uJu∗u|γ| = uJ |γ| = u|γ| = γ. (6.19)
So, (6.17)–(6.18) follow by the uniqueness of the polar decomposition γ = u′|γ|′. From (6.14),
(6.15), and (6.18), one obtains that
|γ|′ = |Jγ|, |γ| = |Jγ|′ and Jγ = u∗|Jγ|. (6.20)
Lemma 6.2. (i) The expectation map E : P →M+∗ satisfies
σ∗(E(|γ|)) = [M
′|γ|] (6.21)
E(β(u)|γ|) = E(uj(u)|γ|) = uE(|γ|)u∗ (6.22)
where u∗u = σ∗(E(|γ|)).
(ii) One has the action β : U(M) ∗µ P → P of U(M) ⇒ L(M) on P defined by (6.18) which
momentum map µ : P → L(M) is given by µ(|γ|) := [M′γ], see also (4.29).
(iii) The momentum maps µ : P → L(M) and σ∗ : M+∗ → L(M) satisfy
P
µ
!!❈
❈❈
❈❈
❈❈
❈❈
E
∼
//M+∗
σ∗||①①
①①
①①
①①
L(M)
(6.23)
hence, the expectation map E : P →M+∗ intertwines the actions Ad∗ : U(M) ∗σ∗ M
+
∗ →M
+
∗
and β : U(M) ∗µ P → P of U(M)⇒ L(M) defined in (3.6) and (6.18), respectively.
Proof. (i) Equality (6.21) follows from Proposition 4.4. For every x ∈M one has
〈E(β(u)|γ|), x〉 = 〈E(uj(u)|γ|), x〉 = 〈uj(u)|γ| | xuj(u)|γ|〉
= 〈|γ| | u∗j(u∗)xuj(u)|γ|〉 = 〈|γ| | u∗xuj(u∗u)|γ|〉
= 〈|γ| | u∗xuJu∗u|γ|〉 = 〈|γ| | u∗xuJ [M′|γ|]|γ|〉
= 〈|γ| | u∗xuJ |γ|〉 = 〈|γ| | u∗xu|γ|〉
= 〈uE(|γ|)u∗, x〉. (6.24)
The above proves (6.22).
(ii) Let us take (u1, j(u2)u2|γ|), (u2, |γ|) ∈ U(M) ∗µ P , i.e. u∗1u1 = [M
′j(u2)u2|γ|] and u∗2u2 =
[M′|γ|]. Assuming u∗1u1 = u2u
∗
2 and using
j(u1)u1(j(u2)u2|γ|) = (j(u1u2)u1u2)|γ|
we obtain that (u1u2, j(u1u2)u1u2|γ|) ∈ U(M) ∗µ P , i.e. (u1u2)∗u1u2 = [M′j(u1u2)u1u2|γ|].
(iii) Commutation of the diagram (6.23) follows from (6.21). Second statement of (iii) follows
from (6.22) and (6.23).
Now, let us define the product
H ∗H ∋ (γ1, γ2) 7→ γ1 • γ2 ∈ H, (6.25)
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where H ∗ H := {(γ1, γ2) ∈ H × H : s˜(γ1) = t˜(γ2)} as follows. We take the polar decompositions
γ1 = u1|γ1| and γ2 = u2|γ2|. From s˜(γ1) = t˜(γ2) we have |γ1| = |γ2|
′ = u2j(u2)|γ2|. Then, by
Lemma 6.2(i), see (6.21) and (6.22), it follows that u∗1u1 = u2u
∗
2. Hence, the right hand side of
γ1 • γ2 := u1u2|γ2| (6.26)
is well defined.
Finally, by
ǫ˜ : P → H (6.27)
we denote the inclusion of P into H.
Theorem 6.3. If (M,H, J,P) is a standard form of M, then H is the space of arrows (morphisms)
of the groupoid H⇒ P on base P, having the following structure maps:
• the inverse map J : H → H
• the source map s˜ : H → P
• the target map t˜ : H → P
• the multiplication H ∗H → H
• the object inclusion map ǫ˜ : P →֒ H
defined in (6.1), (6.14), (6.25), (6.27), respectively.
Proof. To prove that H ⇒ P is a groupoid, we must check the following conditions (cf. [30, Def.
1.1.1]):
1. If (γ1, γ2) ∈ H ∗ H, then (Jγ2, Jγ1) ∈ H ∗H and J(γ1 • γ2) = (Jγ2) • (Jγ1).
2. s˜(γ1 • γ2) = s˜(γ2) and t˜(γ1 • γ2) = t˜(γ1) if (γ1, γ2) ∈ H ∗ H.
3. (γ1 • γ2) • γ3 = γ1 • (γ2 • γ3) if (γ1, γ2), (γ2, γ3) ∈ H ∗ H.
4. s˜(ǫ˜(ρ)) = t˜(ǫ˜(ρ)) = ρ if ρ ∈ P .
5. γ • ǫ˜(s˜(γ)) = ǫ˜(˜t(γ)) • γ = γ for all γ ∈ H.
6. One has (γ, Jγ), (Jγ, γ) ∈ H ∗ H, and moreover Jγ • γ = ǫ˜(s˜(γ)) and γ • Jγ = ǫ˜(˜t(γ)), for
all γ ∈ H.
In order to do that, we will use the properties of the mentioned above structural maps. We will
use also the polar decompositions γi = ui|γi| for i = 1, 2, 3 and γ = u|γ|.
(1) If (γ1, γ2) ∈ H ∗ H, then |γ1| = |Jγ2|, that is, |Jγ2| = |J(Jγ1)|, hence (Jγ2, Jγ1) ∈ H ∗ H.
Moreover, by (6.26), one has the polar decomposition γ1 • γ2 = (u1u2)|γ2|, hence, using (6.17),
(6.18), and (6.20), we obtain
J(γ1 • γ2) = J((u1u2)|γ2|) = (u1u2)
∗|J((u1u2)|γ2|)| = (u1u2)
∗(u1u2)j(u1u2)|γ2|
= u∗2u2j(u1u2)|γ2| = u
∗
2u2j(u1)j(u2)|γ2| = u
∗
2j(u1)u2j(u2)|γ2| = u
∗
2j(u1)|Jγ2|
= u∗2j(u1)|γ1| = u
∗
2Jγ1 = (Jγ2) • (Jγ1),
where we also used the compatibility assumption |Jγ2| = |γ1|. Note that this assumption implies
u∗1u1 = u2u
∗
2.
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(2) Since (γ1, γ2) ∈ H ∗ H, one has |γ1| = |Jγ2|. Then, by (6.26) as above, one has the polar
decomposition γ1 • γ2 = (u1u2)|γ2|, hence
s˜(γ1 • γ2) = |γ1 • γ2| = |γ2| = s˜(γ2).
Moreover, using the above (1), and the equality t˜ = s˜ ◦ J : H → P , one obtains
t˜(γ1 • γ2) = s˜(J(γ1 • γ2)) = s˜((Jγ2) • (Jγ1)) = s˜(Jγ1) = t˜(γ1)
as required.
(3) One has the polar decompositions γ1 • γ2 = (u1u2)|γ2| and γ2 • γ3 = (u2u3)|γ3|, hence
(γ1 • γ2) • γ3 = (u1u2)u3|γ3| = u1(u2u3)|γ3| = γ1 • (γ2 • γ3)
as claimed.
(4) For any ρ ∈ P one has |ρ| = ρ and Jρ = ρ, hence s˜(ρ) = t˜(ρ) = ρ. The assertion then
follows since ǫ˜(ρ) = ρ.
(5) One has ǫ(s˜(γ)) = ǫ(|γ|) = |γ| ∈ P hence
γ • ǫ˜(s˜(γ)) = uǫ˜(s˜(γ)) = u|γ| = γ.
Replacing γ by Jγ in the above equality we obtain (Jγ) • ǫ˜(s˜(Jγ)) = Jγ hence, using t˜ = s˜ ◦ J ,
it follows that (Jγ) • ǫ˜(˜t(γ)) = Jγ. Now, applying J to both sides of this equality and using (1),
one obtains ǫ˜(˜t(γ)) • γ = γ, as required.
(6) It is clear that s˜(γ) = |γ| = t˜(Jγ) and s˜(Jγ) = |Jγ| = t˜(γ), hence (γ, Jγ), (Jγ, γ) ∈ H ∗H.
Moreover, using the polar decomposition Jγ = u∗|Jγ| one obtains
Jγ • γ = u∗u|γ| = |γ| = ǫ˜(s˜(γ)).
Replacing γ by Jγ in the above equality, one has
γ • Jγ = ǫ˜(s˜(Jγ)) = ǫ˜(˜t(γ))
and this completes the proof.
Remark 6.4. Since H ⇒ P is a groupoid and E|P : P → M+∗ is bijective, it then follows that
H⇒M+∗ is a groupoid for which J is the inversion map and groupoid product is given by (6.25).
However, the source, target and objects inclusion maps are defined by
s :=(E|P ) ◦ s˜ (6.28)
t :=(E|P ) ◦ t˜ (6.29)
ǫ :=ǫ˜ ◦ (E|P)
−1, (6.30)
respectively.
In subsequent we will call H⇒M+∗ the standard groupoid. The following proposition summa-
rizes the various realizations of the standard groupoid.
Proposition 6.5. One has the natural isomorphisms of groupoids
U(M) ∗σ∗ M
+
∗
 
(id,ǫ) // U(M) ∗µ P
 
Θ //// H
 
id // H
 
M+∗
ǫ // P
id // P
E|P //M+∗
(6.31)
where Θ : U(M) ∗µ P
∼
→ H is defined by Θ(u, ρ) := uρ for u∗u = µ(ρ) = [M′ρ].
Proof. By straightforward verification.
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6.2 Lie groupoid structure of H⇒M+∗
In order to prove Theorem 6.8, which is crucial for the investigation of Lie groupoid structure
of H⇒M+∗ , we formulate the following two lemmas.
Lemma 6.6. If γ0 ∈ P, ρ0 = E(γ0) ∈ M+∗ , p0 = σ∗(ρ0) ∈ L(M), and P0 = r
−1(p0) ⊆ U(M),
then the following assertions hold:
(i) If u ∈M and u∗uγ0 = γ0, then |uγ0|
′ = β(u)γ0 ∈ P.
(ii) If a ∈M satisfies j(a)γ0 = a
∗γ0, then ρ0a = aρ0.
(iii) One has Uρ0 = {u ∈ P0 : |uγ0| = γ0} = {u ∈ P0 : β(u)γ0 = γ0} = {u ∈ P0 : j(u)γ0 = u
∗γ0}.
(iv) The mapping βγ0 : P0 → H, βγ0(u) := β(u)γ0, satisfies
β−1γ0 (βγ0(u)) = {ug : g ∈ Uρ0} for all u ∈ P0. (6.32)
(v) For every u ∈ P0 one has KerTu(βγ0) = {
.
u ∈ TuP0 : u∗
.
uρ0 = ρ0u
∗ .u}.
Proof. (i) For every x ∈M,
〈E(β(u)γ0), x〉 = 〈uj(u)γ0 | xuj(u)γ0〉 = 〈j(u)
∗uj(u)γ0 | xuγ0〉 = 〈uj(u)
∗j(u)γ0 | xuγ0〉
= 〈uj(u∗u)γ0 | xuγ0〉 = 〈uJu
∗uJγ0 | xuγ0〉 = 〈uγ0 | xuγ0〉
= 〈E(uγ0), x〉
where we used Jγ0 = γ0. We thus obtain E(β(u)γ0) = E(uγ0) and then, since β(u)γ0 ∈ P , it
follows that |uγ0|′ = β(u)γ0 ∈ P .
(ii) Since Jγ0 = γ0, one has
j(a)γ0 = a
∗γ0 ⇐⇒ Jaγ0 = a
∗γ0 ⇐⇒ aγ0 = Ja
∗γ0 ⇐⇒ aγ0 = j(a
∗)γ0.
For every x ∈M one then obtains by the hypothesis on a,
〈ρ0a, x〉 = 〈ρ0, ax〉 = 〈γ0 | axγ0〉 = 〈a
∗γ0 | xγ0〉 = 〈j(a)γ0 | xγ0〉 = 〈γ0 | xj(a
∗)γ0〉 = 〈γ0 | xaγ0〉
= 〈aρ0, x〉
where we also used j(a)∗ = j(a∗) and j(a)∗ ∈M′.
(iii) By U(M)-equivariance of E : P →M+∗ and the hypothesis γ0 ∈ P one has for any u ∈ P0,
u ∈ Uρ0 ⇐⇒ uρ0u
∗ = ρ0 ⇐⇒ E(uγ0) = E(γ0) ⇐⇒ |uγ0|
′ = γ0 ⇐⇒ β(u)γ0 = γ0
where the last equivalence follows by (i). Moreover, using the relations u∗uγ0 = γ0 and j(u) ∈M′,
it is easily checked that for every u ∈ P0 one has β(u)γ0 = γ0 if and only if j(u)γ0 = u∗γ0.
(iv) The inclusion “⊇” in (6.32) follows by the above equality Uρ0 = {u ∈ P0 : β(u)γ0 = γ0}
along with the property β(xy) = β(x)β(y) which holds for all x, y ∈M.
For the opposite inclusion “⊆”, if u1, u2 ∈ P0 satisfy βγ0(u1) = βγ0(u2), then u1j(u1)γ0 =
u2j(u2)γ0, which easily implies u
∗
2u1γ0 = j(u
∗
1u2)γ0. Denoting g := u
∗
2u1, we then obtain g ∈ Uρ
by (iii), and on the other hand u2g = u1.
(v) Since βγ0(u) = uj(u)γ0, one has
Tu(βγ0) : TuP0 → H, Tu(βγ0)
.
u =
.
uj(u)γ0 + uj(
.
u)γ0,
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where we recall that
TuP0 = {
.
u ∈Mp0 | u
∗ .u ∈ ip0Mhp0},
see (4.33). Since j(M) = M′, we obtain for any
.
u ∈ TuP0
.
u ∈ KerTu(βγ0) ⇐⇒ j(u)
.
uγ0 = −uj(
.
u)γ0 ⇐⇒ −u
∗ .uγ0 = j(u∗
.
u)γ0 ⇐⇒ u
∗ .uρ0 = ρ0u∗
.
u
where the last equivalence follows by (ii) since u∗
.
u ∈ iMh.
In order to prove the next theorem we first prove that the “square-root homeomorphism”
(E|P)−1 : M+∗ → P is a weak immersion (in particular, is smooth) along the coadjoint groupoid
orbits:
Lemma 6.7. If (M,H, J,P) is a standard form, γ0 ∈ P, ρ0 := E(γ0) ∈ M+∗ , and we define
ǫ := (E|P)−1 : M+∗ → P, then the injective mapping ǫ|Oρ0 : Oρ0 → H is a weak immersion.
Proof. For p0 := σ∗(ρ0), P0 := r
−1(p0) ⊆ U(M), π0 : P0 → Oρ0 , π0(u) = uρ0u
∗, and βγ0 : P0 → H,
βγ0(u) := β(u)γ0, we note that the diagram
P0
pi0

βγ0
  ❇
❇❇
❇❇
❇❇
❇
Oρ0
ǫ|Oρ0
// H
(6.33)
is commutative since, by Lemma 6.6(i) and U(M)-equivariance of E,
E(βγ0(u)) = E(|uγ0|
′) = E(uγ0) = uE(γ0)u
∗ = uρ0u
∗ = π0(u).
Then, in the commutative diagram (6.33), the mapping π0 is a submersion while βγ0 is clearly
smooth, hence ǫ|Oρ0 : Oρ0 → H is smooth.
To prove that ǫ|Oρ0 is a weak immersion, it follows by the above commutative diagram that
it suffices to prove that KerTu(π0) = KerTu(βγ0) for arbitrary u ∈ P0. But this follows by
Lemma 6.6(v) along with the proof of Theorem 3.4(iii).
Theorem 6.8. Let (M,H, J,P) is a standard form. Then the groupoid isomorphism
U(M) ∗M+∗
 
Φ // H
 
M+∗
id //M+∗ ,
(6.34)
where
Φ(v, ϕ) := vǫ(ϕ) (6.35)
is equal to the composition of groupoid isomorphism from (6.31), defines a bijective weak immersion
Φ: U(M) ∗M+∗ → H of manifolds.
Proof. Taking into account the structural maps of the groupoid H ⇒ M+∗ given in Theorem 6.3
and Remark 6.4, it is straightforward to check that the mapping Φ from the statement is a groupoid
isomorphism, with its inverse
Φ−1 : H → U(M) ∗M+∗ , γ 7→ (vγ , E(|γ|))
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where we recall the bijective map E|P : P →M+∗ given by Proposition 6.1, whose inverse gives the
object inclusion map ǫ : M+∗ → P →֒ H of the groupoid H ⇒ P , and the polar decomposition of
an arbitrary vector γ ∈ H is written as γ = vγ |γ|. Here we note that for arbitrary γ ∈ H one has
(vγ , E(|γ|)) ∈ U(M) ∗M+∗ since
r(vγ) = v
∗
γvγ = p|γ| = σ∗(E(|γ|))
by (4.27).
We recall that the Lie groupoid U(M) ∗M+∗ ⇒ M
+
∗ is the disjoint union of its transitive Lie
subgroupoids Up0(M) ∗ Oρ0 ⇒ Oρ0 parameterized by the coadjoint groupoid orbits Oρ0 . It then
follows by Lemma 6.7 that Φ is smooth, taking into account the smooth structure of Up0(M)∗Oρ0 .
To prove that Φ is a weak immersion, let γ0 ∈ P arbitrary and denote ρ0 := E(γ0) ∈ M+∗ ,
p0 := σ∗(ρ0) ∈ L(M), and P0 := r−1(p0) ⊆ U(M), as usual. One then has the commutative
diagram
P0 × P0
Ψ

Ψγ0
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
Up0(M) ∗ Oρ0
Φ // H
(6.36)
where the bottom arrow is Φ|Up0(M)∗Oρ0 : Up0(M) ∗ Oρ0 → H, and moreover
Ψ: P0 × P0 → Up0(M) ∗ Oρ0 , Ψ(u, v) = (uv
∗, vρ0v
∗),
Ψγ0 : P0 × P0 → H, Ψγ0(u, v) = uj(v)γ0 (6.37)
for (u, v) ∈ P0 × P0. The diagram (6.36) is commutative since
Φ(Ψ(u, v)) = Φ(uv∗, vρ0v
∗) = uv∗ǫ(vρ0v
∗) = uv∗ǫ(E(vγ0)) = uv
∗
ǫ(E(|vγ0|
′))
= uv∗|vγ0|
′ = uv∗β(v)γ0 = uj(v)γ0 = Ψγ0(u, v)
where we used the equalities |vγ0|
′ = β(v)γ0 = vj(v)γ0 given by (6.16) and (6.18).
It follows by the commutative diagram (6.36) that, in order to prove that its bottom arrow
Φ|U(M)∗Oρ0 : U(M) ∗ Oρ0 → H is a weak immersion, it suffices to prove the equality
Ker (T(u,v)Ψ) = Ker (T(u,v)(Ψγ0)) ⊆ T(u,v)(P0 × P0) (6.38)
for arbitrary (u, v) ∈ P0 × P0. Recalling the diagonal action of Uρ0 from the right on P0 × P0 and
the isomorphism of the gauge groupoid P0×P0Uρ0
onto U(M) ∗ Oρ0 , it is easily seen that
Ker (T(u,v)Ψ) = {(ux, vx) ∈ TuP0 × TvP0 : x ∈ Tp0(Uρ0)} (6.39)
where the Lie algebra Tp0(Uρ0) of the Lie group Uρ0 is given by
Tp0(Uρ0) = {x ∈ ip0M
hp0 : xγ0 = −j(x)γ0} (6.40)
by Lemma 6.6((ii)–(iii)). On the other hand, it directly follows by Lemma 6.6(iii) that the map-
ping Ψγ0 is constant on the orbits of the aforementioned diagonal action of Uρ0 on P0 × P0, and
this implies Ker (T(u,v)Ψ) ⊆ Ker (T(u,v)(Ψγ0)).
To prove the remaining inclusion Ker (T(u,v)Ψ) ⊇ Ker (T(u,v)(Ψγ0)) for (6.38), we note that, by
the definition of Ψγ0 , one has for arbitrary u, v ∈ P0,
T(u,v)(Ψγ0) : TuP0 × TvP0 → H, (T(u,v)(Ψγ0))(
.
u,
.
v) =
.
uj(v)γ0 + uj(
.
v)γ0 (6.41)
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where
.
u,
.
v ∈Mp0, j(v), j(
.
v) ∈M′, and u∗uγ0 = j(v∗v)γ0 = γ0. Therefore
(T(u,v)(Ψγ0))(
.
u,
.
v) = 0 =⇒ u∗j(v∗)
.
uj(v)γ0 + u
∗j(v∗)uj(
.
v)γ0 = 0 ⇐⇒ u
∗ .uγ0 + j(v∗
.
v)γ0 = 0.
Denoting x := u∗
.
u and y := v∗
.
v, one has x, y ∈ ip0Mhp0 since
.
u ∈ TuP0 and
.
v ∈ TvP0. On the
other hand, the above equality xγ0 + j(y)γ0 = 0 is equivalent to xγ0 + Jyγ0 = 0, which further
implies j(x)γ0 + yγ0 = 0, and substracting this from xγ0 + j(y)γ0 = 0 we obtain
aγ0 = j(a)γ0.
were a := x− y ∈ iMh. Then, using the fact that 0 ≤ 〈γ1 | γ2〉 for all γ1, γ2 ∈ P and on the other
hand γ0, aj(a)γ0 ∈ P , one has
0 ≤ 〈γ0 | aj(a)γ0〉 = 〈γ0 | a
2γ0〉 = 〈ρ0, a
2〉 ≤ 0
where the last inequality holds true since a2 ≤ 0 as a ∈ iMh. Consequently 〈ρ0, a2〉 = 0 and then,
using a ∈ ip0M
hp0 and p0 = σ∗(ρ0), we obtain a
2 = 0, hence a = 0, that is, x = y. Recalling from
the above that xγ0 + j(y)γ0 = 0, and taking into account (6.40), we finally obtain
Ker (T(u,v)(Ψγ0)) ⊆ {(ux, vx) ∈ TuP0 × TvP0 : x ∈ Tp0(Uρ0)}.
That is, by (6.39), one has Ker (T(u,v)Ψ) ⊇ Ker (T(u,v)(Ψγ0)). This completes the proof of (6.38),
and we are done.
Theorem 6.8 shows that the original manifold structure of the Hilbert space H can be refined
to a manifold structure to be denoted by H˜, transported from the Lie groupoid U(M)∗M+∗ ⇒M
+
∗
via the bijective mapping Φ: U(M) ∗M+∗ → H. The standard groupoid H ⇒ M
+
∗ is thus
endowed with a unique Lie groupoid structure, to be denoted by H˜⇒M+∗ , for which the
diagram (6.34) is an isomorphism of Lie groupoids if H is replaced by H˜, where U(M)∗M+∗ ⇒M
+
∗
is a Lie groupoid by Theorem 3.6. The manifold H˜ should be regarded as a singular foliation of the
Hilbert space H, whose leaves are diffeomorphic to the transitive subgroupoids of the Lie groupoid
U(M) ∗M+∗ ⇒ M
+
∗ . In particular, the topology and the manifold structure of H˜ are richer than
the original topology and manifold structure of H, and the identity mapping of H gives a bijective
immersion Φ˜ : H˜ → H.
Corollary 6.9. One has a Lie groupoid morphism
H˜
 
p˜r1 // U(M)
 
M+∗
σ∗ // L(M)
where p˜r1(γ) = vγ if γ = vγ |γ| is the polar decomposition of any γ ∈ H, see (6.16).
Proof. The assertion follows by Proposition 6.8 along with the fact that one has a Lie-groupoid
morphism
U(M) ∗M+∗
 
pr1 // U(M)
 
M+∗
σ∗ // L(M)
defined by the Cartesian projection pr1 : U(M) ∗ M
+
∗ → U(M), (v, ϕ) 7→ v, as noted in [39,
Appendix].
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6.3 Presymplectic structure of the standard groupoid
We recall the refined manifold structure H˜, the bijective immersion Φ˜ : H˜ → H, and the strongly
symplectic form ω ∈ Ω2(H,R) of the Hilbert space H. Then one has the Lie groupoid H˜ ⇒ P ,
whose underlying abstract groupoid is the groupoid H ⇒ P from Theorem 6.3. One can then
define the pullback differential form
ω˜ := Φ˜∗ω ∈ Ω2(H˜,R) (6.42)
which is a 2-form on the Lie groupoid H˜ ⇒M+∗ . Since the symplectic form ω is closed, it follows
that the 2-form ω˜ is also closed, however it is degenerate, as we will see below, and therefore we
call it a presymplectic form.
The main point of this subsection is to study the compatibility between ω˜ and the Lie groupoid
structure H˜ ⇒ P : We prove that this presymplectic form is multiplicative in the usual sense of
finite-dimensional Lie groupoid theory and moreover we give a rather precise description of the
foliation defined by the kernel of this closed 2-form. It will thus turn out that the standard
groupoid (H˜, ω˜) ⇒ M+∗ is an (infinite-dimensional) Lie groupoid that shares some of the key
features of presymplectic groupoids that are discussed for instance in [15]. (See also [23].)
We now prepare for the proof of Proposition 6.11 below, which shows the aforementioned
multiplicativity property of the presymplectic form ω˜. We denote by ∆ the graph of the groupoid
multiplication map µ : H˜ ∗ H˜ → H˜, that is,
∆ := {(γ1, γ2, γ1 • γ2) ∈ (H˜ ∗ H˜)× H˜ : (γ1, γ2) ∈ H˜ ∗ H˜}.
Let us now define the complex-valued differential 1-form
Γ˜++− := pr∗1Γ˜ + pr
∗
2Γ˜−m
∗Γ˜ ∈ Ω1(H˜ ∗ H˜,C) (6.43)
where Γ˜ := Φ˜∗(Γ) ∈ Ω1(H˜,C) with Γ ∈ Ω1(H,C) being the complex-valued 1-form defined in (4.13),
and one uses pull-backs of Γ˜ with respect to the Cartesian projections pr1, pr2 : H˜ ∗ H˜ → H˜ and
with respect to the groupoid multiplication m : H˜ ∗ H˜ → H˜.
Lemma 6.10. The differential 1-form Γ˜++− is an exact 1-form, more specifically
Γ˜++− = d(
1
2
‖s˜ ◦ pr2(·)‖
2). (6.44)
Proof. In polar coordinates, an arbitrary point of ∆ assumes the form
(γ1, γ2, γ1 • γ2) = (u1ξ1, u2ξ2, u1u2ξ2) (6.45)
where γ1 = u1ξ1 and γ2 = u2ξ2 with u1, u2 ∈ U(M) and ξ1, ξ2 ∈ P ⊆ H satisfy the constraints
ξ1 = u2j(u2)ξ2 (6.46)
u∗1u1 = u2u
∗
2, u
∗
1u1ξ1 = ξ1, u
∗
2u2ξ2 = ξ2. (6.47)
Using (6.46) we obtain
(γ1, γ2, γ1 • γ2) = (u1u2j(u2)ξ2, u2ξ2, u1u2ξ2) (6.48)
which allows us to parameterize the graph ∆ by (u1, u2, ξ2) for u1, u2 ∈ U(M) and ξ2 ∈ P satisfying
in particular (6.47).
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Expressing Γ˜++− in the coordinates (γ1, γ2) ∈ H ∗ H we find
Γ˜++−(γ1, γ2) = 〈γ1 | dγ1〉+ 〈γ2 | dγ2〉 − 〈γ1 • γ2 | d(γ1 • γ2)〉. (6.49)
Using (6.48) and (6.49) we obtain
Γ˜++−(u1ξ1, u2ξ2) =〈u1ξ1 | d(u1ξ1)〉+ 〈u2ξ2 | d(u2ξ2)〉 − 〈u1u2ξ2 | d(u1u2ξ2)〉
=〈u1u2j(u2)ξ2 | d(u1u2j(u2)ξ2)〉+ 〈u2ξ2 | d(u2ξ2)〉 − 〈u1u2ξ2 | d(u1u2ξ2)〉
=〈j(u2)ξ2 | (u1u2)
∗d(u1u2)j(u2)ξ2〉+ 〈(u1u2)
∗u1u2j(u2)ξ2 | d(j(u2)ξ2)〉
+ 〈ξ2 | (u
∗
2du2)ξ2〉+ 〈u
∗
2u2ξ2 | dξ2〉
− 〈ξ2 | (u1u2)
∗d(u1u2)ξ2〉 − 〈(u1u2)
∗(u1u2)ξ2 | dξ2〉
=〈j(u∗2u2)ξ2 | (u1u2)
∗d(u1u2)ξ2〉+ 〈j(u2)ξ2 | d(j(u2)ξ2)〉
+ 〈ξ2 | u
∗
2du2ξ2〉+ 〈ξ2 | dξ2〉
− 〈ξ2 | (u1u2)
∗d(u1u2)ξ2〉 − 〈ξ2 | dξ2〉
=〈Ju∗2u2ξ2 | (u1u2)
∗d(u1u2)ξ2〉+ 〈Ju2ξ2 | Jd(u2ξ2)〉+ 〈ξ2 | u
∗
2du2ξ2〉
− 〈ξ2 | (u1u2)
∗d(u1u2)ξ2〉
=〈ξ2 | (u∗2du2)ξ2〉+ 〈ξ2 | dξ2〉+ 〈ξ2 | u
∗
2du2ξ2〉
=〈ξ2 | dξ2〉. (6.50)
To obtain the above equalities we used the conditions (6.47) and Jξ1 = ξ1, Jξ2 = ξ2. We used also
the commutation relation
(u1u2)
∗d(u1u2)j(u2) = j(u2)(u1u2)
∗d(u1u2).
For ξ1, ξ2 ∈ L := {γ ∈ H : Jγ = γ} one has
d〈ξ2 | ξ2〉 = 〈dξ2 | ξ2〉+ 〈ξ2 | dξ2〉 = 〈d(Jξ2) | ξ2〉+ 〈ξ2 | dξ2〉
= 〈dξ2 | Jξ2〉+ 〈ξ2 | dξ2〉 = 2〈ξ2 | dξ2〉. (6.51)
Now (6.44) follows by (6.50) and (6.51).
For the following proposition we define
ω˜
++− := pr∗1ω˜ + pr
∗
2ω˜ − pr
∗
3ω˜ ∈ Ω
2(H˜ × H˜ × H˜).
where prj : H˜ × H˜ × H˜ → H˜ for j = 1, 2, 3 are the natural Cartesian projections.
Proposition 6.11. The presymplectic form ω˜ ∈ Ω2(H˜) from (6.42) is multiplicative on the Lie
groupoid H˜⇒ P, in the sense that
pr∗1ω˜ + pr
∗
2ω˜ =m
∗
ω˜ ∈ Ω2(H˜ ∗ H˜,R). (6.52)
Moreover, the graph of the groupoid multiplication ∆ is an isotropic submanifold of the presym-
plectic manifold (H˜ × H˜ × H˜, ω˜++−).
Proof. It folows by Lemma 6.10 that dΓ˜++− = 0 hence, by (6.43), one has pr∗1dΓ˜+pr
∗
2dΓ˜ =m
∗dΓ˜
Then, since dΓ˜ = ω˜, one obtains (6.52). Finally, since H˜⇒ P is a Lie groupoid, it is straightforward
to prove that ∆ is a submanifold of H˜ × H˜ × H˜, and then (6.52) implies that ∆ is moreover an
isotropic submanifold of the presymplectic manifold (H˜ × H˜ × H˜, ω˜++−).
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We now investigate the foliation corresponding to the degeneracy kernel of the multiplicative
presymplectic form ω˜ ∈ Ω2(H˜) on the Lie groupoid H˜⇒ P .
Proposition 6.12. Let γ0 ∈ P arbitrary and denote ρ0 := E(γ0) ∈ M+∗ , p0 := σ∗(ρ0) ∈ L(M),
and P0 := r
−1(p0) ⊆ U(M), and use Ψγ0 : P0 × P0 → H from (6.37) to define the skew-symmetric
bilinear form (Ψ∗γ0ω)(u, v) : (TuP0 × TvP0)× (TuP0 × TvP0)→ R, by
((Ψ∗γ0ω)(u, v))((
.
u1,
.
v1), (
.
u2,
.
v2)) := Im〈(T(u,v)(Ψγ0))(
.
u1,
.
v1) | (T(u,v)(Ψγ0))(
.
u2,
.
v2)〉.
Then one has
((Ψ∗γ0ω)(u, v))((
.
u1,
.
v1), (
.
u2,
.
v2)) = Im〈
.
u1γ0 |
.
u2γ0〉 − Im〈
.
v1γ0 |
.
v2γ0〉 (6.53)
and
(TuP0 × TvP0)
⊥Ψ∗γ0ω = {(ux, vy) ∈ TuP0 × TvP0 : x, y ∈ Tp0(Uρ0)}. (6.54)
Proof. One has by (6.41),
((Ψ∗γ0ω)(u, v))((
.
u1,
.
v1), (
.
u2,
.
v2)) = Im〈
.
u1j(v)γ0 + uj(
.
v1)γ0 |
.
u2j(v)γ0 + uj(
.
v2)γ0〉. (6.55)
Moreover
〈
.
u1j(v)γ0 + uj(
.
v1)γ0 |
.
u2j(v)γ0 + uj(
.
v2)γ0〉
=〈
.
u1j(v)γ0 |
.
u2j(v)γ0〉+ 〈uj(
.
v1)γ0 | uj(
.
v2)γ0〉
+ 〈uj(
.
v1)γ0 |
.
u2j(v)γ0〉+ 〈
.
u1j(v)γ0 | uj(
.
v2)γ0〉
=〈
.
u1γ0 |
.
u2γ0〉+ 〈
.
v2γ0 |
.
v1γ0〉
+ 〈j(v∗
.
v1)γ0 | u
∗ .u2γ0〉+ 〈u∗
.
u1γ0 | j(v
∗ .v2)γ0〉 (6.56)
Here we used the equalities
〈uj(
.
v1)γ0 | uj(
.
v2)γ0〉 = 〈j(
.
v1)u
∗uγ0 | j(
.
v2)γ0〉 = 〈j(
.
v1)γ0 | j(
.
v2)γ0〉 = 〈J
.
v1Jγ0 | J
.
v2Jγ0〉
= 〈
.
v2γ0 |
.
v1γ0〉.
On the other hand, denoting x1 := u
∗ .u1 and y2 := v∗
.
v2, one has x
∗
1 = −x1, y
∗
2 = −y2, j(y2)
∗ =
−j(y2), and x1j(y2) = j(y2)x1, hence (x1j(y2))∗ = x1j(y2), and then
〈u∗
.
u1γ0 | j(v
∗ .v2)γ0〉 = 〈x1γ0 | j(y2)γ0〉 = −〈γ0 | x1j(y2)γ0〉 ∈ R.
Similarly 〈j(v∗
.
v1)γ0 | u∗
.
u2γ0〉 ∈ R, and we then obtain by (6.55) and (6.56),
((Ψ∗γ0ω)(u, v))((
.
u1,
.
v1), (
.
u2,
.
v2)) = Im〈
.
u1γ0 |
.
u2γ0〉+ Im〈
.
v2γ0 |
.
v1γ0〉
which is equivalent to the equality (6.53) from the statement.
Furthermore, it follows by (6.53) and Theorem 5.2 on obtaining the symplectic form of Oρ0 by
reduction of the symplectic form of H that (6.54) holds true as well.
Remark 6.13. Proposition 6.12 shows that, in the diagram (6.36), if we denote by ω the canonical
symplectic structure of the Hilbert space H, then Ψ∗γ0(ω) is a closed 2-form on P0 × P0 whose
degeneracy KerΨ∗γ0(ω) ⊆ T (P0 × P0) satisfies
{(ux, vx) : u, v ∈ P0, x ∈ Tp0(Uρ0)}︸ ︷︷ ︸
Ker (TΨ)
$ {(ux, vy) : u, v ∈ P0, x, y ∈ Tp0(Uρ0)}︸ ︷︷ ︸
KerΨ∗γ0 (ω)
and then, reduction of the 2-form Ψ∗γ0(ω) via the mapping Ψ: P0 ×P0 → U(M) ∗Oρ0 exists but it
is always a degenerate 2-form on U(M) ∗ Oρ0 (and similarly for the gauge groupoid
P0×P0
Uρ0
).
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We are now in a position to describe the foliation determined by the degeneracy kernel of ω˜,
which we call for short the degeneracy-foliation of ω˜. It is important to point out that formula (6.57)
below can be regarded as an infinite-dimensional version of the description of multiplicative 2-forms
on finite-dimensional Lie groupoids given in [15, Lemma 3.1(iv)].
Proposition 6.14. In the setting of Proposition 6.12, denote Oγ0 := {uj(u)γ0 : u ∈ P0} ⊆ P and
H˜γ0 := s˜
−1(Oγ0) ⊆ H˜. Then H˜γ0 ⇒ Oγ0 is a transitive subgroupoid of the Lie groupoid H˜ ⇒ P
and the following assertions hold.
(i) The mapping (˜t, s˜) : H˜γ0 → Oγ0 ×Oγ0 is a surjective submersion, and its fibers are the leaves
of the degeneracy-foliation of ω˜
(ii) The orbit Oγ0 has a unique weakly symplectic structure ω˜Oγ0 ∈ Ω
2(Oγ0 ,R) that satisfies
ω˜|H˜γ0
= (˜t, s˜)∗(ω˜Oγ0 ⊕ (−ω˜Oγ0 )) = t˜
∗
ω˜Oγ0 − s˜
∗ω˜Oγ0 . (6.57)
Moreover, the mapping ǫ|Oρ0 : Oρ0 → Oγ0 is a symplectomorphism from the weakly symplectic
manifold (Oρ0 , ω˜ρ0) in Theorem 5.2 onto (Oγ0 , ω˜Oγ0 ).
Proof. It follows by (6.18) that Oγ0 is the orbit of the groupoid H ⇒ P passing through γ0 ∈ P ,
and then H˜γ0 ⇒ Oγ0 is a transitive subgroupoid of the Lie groupoid H˜⇒ P . Moreover, we obtain
Ψγ0(P0 × P0) = H˜γ0
by Proposition 6.5 and the commutative diagram (6.36), since Up0(M) ∗Oρ0 ⇒ Oρ0 is a transitive
subgroupoid of U(M) ∗ M+∗ ⇒ M
+
∗ . Furthermore, for arbitrary u0, v0 ∈ P0, the leaf of the
degeneracy-foliation of ω˜ that passes through the point Ψγ0(u0, v0) ∈ H˜0 is Ψγ0(u0Uρ0 × v0Uρ0).
This follows by (6.54) in Proposition 6.12.
Using these remarks, the equality (6.57) follows by (6.53) in Proposition 6.12. To this end
we also use the principal Uρ0 -bundle P0 → P/Uρ0 and, on the other hand, the fact that, by
Proposition 3.5, the mapping
P0 × P0
Uρ0
→ H˜γ0 , [(u, v)] 7→ Ψγ0(u, v) = uj(v)γ0
is an isomorphism of Lie groupoids.
To prove the uniqueness assertion in (ii), we note that the mapping (˜t, s˜) : H˜γ0 → Oγ0 ×Oγ0
is a surjective submersion, hence there exists at most one differential 2-form on Oγ0 ×Oγ0 whose
pull-back via (˜t, s˜) is equal to ω˜|H˜γ0
.
For the next proposition of this subsection recall the following:
(i) the positive cone P inherits a smooth manifold structure from M+∗ via the homeomorphism
E|P : P →M+∗ .
(ii) the tangent spaces Tγ s˜
−1(s˜(γ0))KerTγ s˜ is equal Tuιγ0(TuP0), where γ = uγ0.
The above implies that ιγ0 : P0 → H is a quasi-immersed submanifold of H.
Proposition 6.15. (i) The anti-unitary involution (the inversion map) J : H → H is an anti-
symplectomorphism, i.e.
J∗ω = −ω (6.58)
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(ii) One has the splitting
HR = H+ ⊕H−
of HR into the real Hilbert (Lagrangian) subspaces H± = P±H, where P± :=
1
2 (id+J) satisfy
P 2± = P± and P+P− = P−P+ = 0.
(iii) One has the object inclusion maps ǫ˜ : P →֒ H+ ǫ : M+∗ → H+.
(iv) One has Tγ s˜
−1(s˜(γ)) ⊆ (Tγ t˜
−1(t˜(γ)))⊥ω and Tγ t˜
−1(t˜(γ)) ⊆ (Tγ s˜−1(s˜(γ)))⊥ω .
Proof. (i) For
.
γ1,
.
γ2 ∈ TγH one has
(J∗ω)γ(
.
γ1,
.
γ2) = ωJγ(J
.
γ1, J
.
γ2) = Im(〈J
.
γ1 | J
.
γ2〉 = Im〈
.
γ1 |
.
γ2〉 = −Im〈
.
γ1 |
.
γ2〉 = −ωγ(
.
γ1,
.
γ2).
The above proves (6.58).
(ii) This follows from J2 = id.
(iii) Follows from (6.12).
(iv) See Proposition 4.9.
7 Modular flows and Hamiltonian flows
This section includes a brief discussion of the way the modular flows of a von Neumann alge-
bra M define Poisson flows of its corresponding standard groupoid H ⇒ M+∗ associated to any
standard form representation (M,H, J,P). To this end, we make some remarks on Poisson flows of
general Lie-Poisson spaces. Then we investigate the relation between the modular Poisson flows of
the Lie-Poisson space Mh∗ and of the presymplectic structure of the standard groupoid H⇒M
+
∗ ,
respectively.
7.1 Modular flows on standard groupoids
We recall from [25, Th. 3.2, Def. 3.3] that if (M,H, J,P) is a standard form, then the canonical
implementation of Aut(M) is the group homomorphism Aut(M)→ U(H), g 7→ ug, which satisfies
g(x) = ugxu
−1
g for all x ∈M and g ∈ Aut(M) (7.1)
and is uniquely determined by the conditions
Jug = ugJ and ug(P) = P for all g ∈ Aut(M).
Let Aut(M∗) be the group of all isometric invertible operators on M∗, regarded as a topological
group with respect to its topology of pointwise convergence. For every g ∈ Aut(M) we denote
by g∗ ∈ Aut(M∗) its predual map, and we endow Aut(M) with its topology induced via the
injective group homomorphism Aut(M) → Aut(M∗), g 7→ g−1∗ , using [25, Lemma 3.5]. Then the
canonical implementation is an isomorphism of topological groups from Aut(M) onto a certain
closed subgroup of U(H) with respect to the strong operator topology. (See [25, Prop. 3.6].)
Proposition 7.1. Let (M,H, J,P) be a standard form. For every g ∈ Aut(M) and any orbits
O1,O2 ⊆ M+∗ of the standard groupoid, if g∗(O1) = O2, then the restricted map g∗|O1 : O1 → O2
is a symplectomorphism.
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Proof. For j = 1, 2 let ρj ∈ Oj with ρ2 = ρ1 ◦ α, which we may since g∗(O1) = O2. Denote
pj := σ∗(ρj) ∈ L(M), Pj := r
−1(pj), and Uρj := {u ∈ Pj : uρju
∗ = ρj}. Then the map
πj : Pj → Oj , u 7→ uρju
∗
induces an U(M)-equivariant diffeomorphism
Pj/Uρj → Oj , uUρj 7→ uρju
∗. (7.2)
On the other hand, it is easily checked that the equality ρ1 = ρ2 ◦ g implies that for every u ∈M
we have
u ∈ P1 ⇐⇒ g(u) ∈ P2
and
u ∈ Uρ1 ⇐⇒ g(u) ∈ Uρ2
and this shows that the U(M)-equivariant map
g˜ : P1/Uρ1 → P2/Uρ2 , uUρ1 7→ g(u)Uρ2
is bijective. One also has the commutative diagram
P1
g|P1 //

P2

P1/Uρ1
g˜ // P2/Uρ2
whose vertical arrows are the submersions Pj → Pj/Uρj , u 7→ uUρj . (See Theorem 3.4(i).) Since
the top horizontal arrow in the above diagram is a diffeomorphism (for, Pj is a submanifold of
M and the ∗-automorphism α : M → M is in particular a diffeomorphism), it then follows that
also g˜ is smooth. Replacing g by g−1 in the above reasoning, we obtain that g˜ is actually a
diffeomorphism. Now, using the commutative diagram
P1/Uρ1
g˜ //

P2/Uρ2

O1 O2
g∗|O2oo
whose vertical arrows are the diffeomorphisms (7.2), it follows that g∗|O1 : O1 → O2 is a diffeo-
morphism.
Thus, in order to prove that g∗|O1 : O1 → O2 is a symplectomorphism, it remains to check that
(g∗|O2)
∗(ω˜1) = ω˜2, (7.3)
where g˜j is the canonical symplectic form on Oj for j = 1, 2, cf. Theorem 5.2. To this end let
ug : H → H be the unitary implementation of g ∈ Aut(M), hence g(x) = ugxu∗g for all x ∈ M.
Fix any γ1 ∈ H with p1(γ1) = γ1, and denote γ2 := ug(γ1), which implies p2(γ2) = γ2 since
p2 = g(pγ1) = ugp1u
∗
g. Defining ιγj : Pj → H, ιγj (v) := vγj as in (4.31), we then obtain the
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commutative diagram
H
ug // H
P1
g|P1 //
ιγ1
OO
pi1

P2
pi2

ιγ2
OO
O1 O2
g∗|O2oo
(7.4)
where ug preserves the symplectic form ω of H since it is a unitary operator. Since the symplectic
form ω˜j is obtained from ω by reduction (see Theorem 5.2) it then follows by (7.4) that g∗|O1 : O1 →
O2 is a symplectomorphism, and we are done.
For every orbit O ⊆ M+∗ of the standard Lie groupoid H˜ ⇒ M
+
∗ with its source mapping
s = E : H →M+∗ , we denote
H˜O := s
−1(O) ⊆ H˜
hence H˜O ⇒ O is the transitive subgroupoid of the standard Lie groupoid corresponding to the
orbit O.
Proposition 7.2. If (M,H, J,P) is a standard form and ψ is a normal semifinite faithful weight
of M with its corresponding modular flow R ∋ t 7→ σtψ ∈ Aut(M), then the following assertions
hold for every orbit O ⊆M+∗ of the standard Lie groupoid H˜⇒M
+
∗ and for all t ∈ R.
(i) One has (σtψ)∗(O) = O and the mapping (σ
t
ψ)∗|O : O → O is a symplectomorphism.
(ii) The canonical implementation utψ ∈ U(H) of σ
t
ψ leaves HO invariant and the mapping
utψ|H˜O : H˜O → H˜O is a diffeomorphism that leaves invariant the presymplectic form ω˜|O.
(iii) The unitary operator utψ gives a Lie groupoid automorphism u˜
t
ψ : H˜ → H˜ that leaves invariant
the presymplectic form ω˜.
Proof. (i) The groupoid orbit O is a union of unitary orbits in M+∗ by Proposition 5.5, and
every such unitary orbit is preserved by (σtψ)∗ by [27, Prop. 12.6]. Then (σ
t
ψ)∗|O : O → O is a
symplectomorphism by Proposition 7.1
(ii) The assertion will follow by (i) as soon as we will have shown that if g ∈ Aut(M) satisfies
g∗(O) = O, then ug(H˜O) = HO, and moreover the mapping ug|H˜O : H˜O → H˜O is a diffeomorphism
that leaves invariant the presymplectic form ω˜|HO .
To prove this we first note that, for arbitrary g ∈ Aut(M) and γ ∈ H one has by (7.1),
E(ugγ) = g
−1
∗ (E(γ)) ∈M
+
∗ .
Then, if g∗(O) = O, we directly obtain ug(E
−1(O)) = E−1(O), that is, ug(H˜O) = H˜O.
On the other hand, every automorphism g ∈ Aut(M) naturally defines the automorphism
Ag : U(M) ∗M
+
∗ → U(M) ∗M
+
∗ , (ω˜v, ρ) 7→ (g(v), ρ ◦ g
−1)
of the Lie groupoid U(M) ∗M+∗ ⇒M
+
∗ , which further defines via Theorem 6.8 the automorphism
Φ ◦Ag ◦ Φ
−1 : H˜ → H˜
of the Lie groupoid H˜ ⇒ M+∗ . One can now show that Φ ◦ Ag ◦ Φ
−1 = ug, using the fact that
g(x) = ugxu
−1
g for all x ∈M. This implies that the mapping u˜g : H˜ → H˜, u˜g(γ) := ugγ, is smooth.
Moreover, since ug ∈ U(H), one can easily check that u˜g
∗
ω˜ = ω˜, and this concludes the proof.
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7.2 Infinitesimal aspects
We will now take a brief look at the infinitesimal generators of the flows that we discussed
so far in this section. Loosely speaking, the main idea here is that if one has a standard form
representation (M,H, J,P), where H is a separable Hilbert space, then in general a Hamiltonian
flow onM generates a Hamiltonian function onMh∗ because such a flow is given by a one-parameter
unitary group in M whose infinitesimal generator is a self-adjoint operator that is affiliated to M.
However, in general, for a Poisson flow on M, its corresponding infinitesimal generator may not
be affiliated to M, and for this reason it is not possible in general to define its corresponding
Hamiltonian function. In this subsection, by Poisson flow on a von Neumann algebra M we
mean any continuous 1-parameter subgroup of the topological group Aut(M) with respect to the
topology of this group described at the beginning of Subsection 7.2. If a Poisson flow onM consists
only of inner automorphisms of M, then we call it a Hamiltonian flow. The motivation for this
terminology is that for any g ∈ Aut(M) its prdual mapping g∗ : M∗ →M∗ is a linear Poisson map
with respect to the Lie-Poisson bracket (2.7), while the connection with the Hamiltonian fomalism
is discussed below.
We assume the following setting:
• H separable Hilbert space
• M = M′′ ⊆ L∞(H) standard, with modular operator ∆ ≥ 0
• A := log∆ self-adjoint unbounded operator in H
• σ : R→ Aut(M), σ(t)x := eitAxe−itA
• σ∗ : R→ Iso(Mh∗ ), σ∗(t)ψ := ψ ◦ σ(t)
Remark 7.3. Here we have denoted by Iso(X ) the group of all isometric bijective linear operators
on X for any real complete normed space X , and we regard Iso(X ) as a topological group with its
topology of pointwise convergence on X .
The above map σ∗ : (R,+) → Iso(Mh∗) is then a continuous homomorphism of topological
groups by the remarks on the topology of Aut(M) at the beginning of Subsection 7.2.
Using that for every t ∈ R and x ∈ M one has eitAxe−itA ∈ M, prove by differentiation with
respect to t that if x = x∗ ∈M and [A, x] ∈ L∞(H), then actually [A, x] ∈M.
Definition 7.4. We define
(Mh∗)
∞ := {ψ ∈Mh∗ | σ∗(·)ψ ∈ C
∞(R,Mh∗)}.
This is the space of differentiable vectors with respect to the strongly continuous representation
σ∗ : (R,+)→ Iso(Mh∗ ) (see Remark 7.3) hence (M
h
∗)
∞ has the natural structure of a real Fre´chet
space and is a dense linear subspace of Mh∗ that is invariant under the representation σ∗.
We fix ξ0 ∈ (Mh∗)
∞ with its unitary orbit O := U(M).ξ0 ⊆Mh∗ , and define
O∞ := O ∩ (Mh∗)
∞.
Then O∞ is a subset of O that is invariant under the action of the 1-parameter group of symplec-
tomorphisms defined by σ∗(·)|O and ξ0 ∈ O∞.
It would be interesting to establish conditions for O∞ to be dense in O, and to study what
additional topological or differential properties the set O∞ has.
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The infinitesimal generator of the continuous 1-parameter group of diffeomorphisms σ∗ : R →
Diff(O) is the vector field X defined at any point ξ ∈ O∞, for arbitrary f ∈ C∞(Mh∗ ,R) satisfying
[A, f ′ξ] ∈M. Here one has the commutator of the unbounded operatorA with the bounded operator
f ′ξ. We note that f
′
ξ : M
h
∗ → R, hence f
′
ξ ∈ u(M) ⊂M.
Using the duality pairing 〈·, ·〉 : u(M)×Mh∗ → R, (x, η) 7→ −iη(x), one has
(X(f))(ξ) :=
d
dt
∣∣∣
t=0
f(σ∗(t)ξ) = 〈f
′
ξ,
.
σ∗(0)ξ〉 = 〈
.
σ(0)f ′ξ, ξ〉 = ξ([A, f
′
ξ]) (7.5)
where we have also used the above formula of σ(t). To explain the above computation, we also
note that TξO →֒M
h
∗ ,
.
σ∗(0) : M
h
∗ →M
h
∗ , and
.
σ∗(0)(TξO) ⊆ TξO.
On the other hand, for every h ∈ C∞(Mh∗ ,R) and ξ ∈ O we have
{h, f}(ξ) = ξ([h′ξ, f
′
ξ]). (7.6)
If A ∈ M, then equations (7.5)–(7.6) show that X is the Hamiltonian vector field of the function
hA : M
h
∗ → R, hA(ξ) := ξ(A). It would be interesting to study analogues of the above function hA
if A = A∗ is an unbounded operator.
8 Standard groupoids in the special case of type I factors
In this final section we illustrate the general results of the preceding sections by a brief discussion
of standard groupoids of type I factors M ≃ L∞(H0), for an arbitrary separable complex Hilbert
space H0. We also point out the significance of this groupoid for quantum physics.
Define H := L2(H0), the ideal of Hilbert-Schmidt operators on H0, and for every a ∈ L∞(H0)
let λ(a) ∈ L∞(H) by λ(a)γ := aγ for all γ ∈ H. Then M := λ(L∞(H0)) ⊆ L∞(H) is again a
type I factor, and the mapping
λ : L∞(H0)→M, a 7→ λ(a)
is a ∗-isomorphism. We denote by λ∗ : M∗ → (L
∞(H0))∗ = L
1(H0) its corresponding predual
mapping, which is an isometric isomorphism of Banach spaces, and its restriction and corestriction
to the positive cones is a homeomorphism denoted by
λ+∗ : M
+
∗ → (L
∞(H0))
+
∗ = L
1(H0)
+.
The triple (M,H, J,P) is a standard form of the von Neumann algebra M, where
• J : L2(H0)→ L2(H0), J(γ) := γ∗;
• P := L2(H0)+ = {ρ ∈ L2(H0) : ρ ≥ 0}.
Lemma 8.1. The following assertions hold for the above standard form (M,H, J,P) of the von
Neumann algebra M = λ(L∞(H0)) ⊆ L∞(H).
(i) The composition of homeomorphisms
L2(H0)+ = P
E|P //M+∗
λ+
∗ // L1(H0)+
is given by (λ+∗ ◦ θ)(ρ) = ρ
2 for all ρ ∈ L2(H0)
+.
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(ii) If γ = vγ |γ| is the polar decomposition of any γ ∈ L2(H0) with respect to the above standard
form, then |γ| = (γ∗γ)1/2 ∈ L2(H0)
+ and γ = v|γ| is the usual polar decomposition of the
operator γ ∈ L∞(H0), involving the partial isometry v := λ−1(vγ) ∈ L∞(H0).
Proof. (i) Let ρ ∈ L2(H0)+ arbitrary. One has E(ρ) : M → C, ωρ(x) = 〈ρ | xρ〉. Therefore, using
the duality pairing
〈·, ·〉 : M0 × (M0)∗ = L
∞(H0)× L
1(H0)→ C, 〈a, δ〉 = Tr (aδ),
one obtains for arbitrary a ∈ L∞(H0),
〈a, λ+∗ (E(ρ))〉 = 〈λ(a), E(ρ)〉 = 〈ρ | λ(a)ρ〉 = 〈ρ | aρ〉 = Tr (ρ
∗(aρ)) = Tr (aρ2).
Thus
〈a, λ+∗ (E(ρ))〉 = 〈a, ρ
2〉 for all a ∈ L∞(H0). (8.1)
This implies λ+∗ (E(ρ)) = ρ
2.
(ii) Let γ ∈ L2(H0) arbitrary, with its usual (operator theoretic) polar decomposition γ = vρ,
where ρ := (γ∗γ)1/2 ∈ L2(H0)+ and v ∈ L∞(H0) is the partial isometry for which v∗v is the
orthogonal projection onto (Ker ρ)⊥. The equality γ = vρ can be written
γ = λ(v)ρ, (8.2)
where λ(v) ∈ L∞(H) is a partial isometry and ρ ∈ P . In order to show that (8.2) is the polar
decomposition with respect to the standard form (M,H, J,P) it suffices, by the uniqueness property
of that decomposition, to check that λ(v)∗λ(v) = pρ. That is, we must prove that
λ(v)∗λ(v) = σ∗(E(ρ)) (∈ L(M)). (8.3)
Since λ : M0 → M is a ∗-isomorphism, it is easily seen that λ−1(σ∗(E(ρ))) = σ∗(E(ρ) ◦ λ).
Therefore, also using λ(v)∗λ(v) = λ(v∗v), one can see that (8.3) is equivalent to
v∗v = σ∗(E(ρ) ◦ λ) (∈ L(M0)). (8.4)
On the other hand, using the second equality in (8.1), it is straightforward to check that σ∗(E(ρ)◦λ)
is equal to the orthogonal projection on (Ker (ρ2))⊥. Since ρ = ρ∗, one has Ker (ρ2) = Ker ρ, hence
σ∗(E(ρ)◦λ) is equal to the orthogonal projection on (Ker ρ)⊥, which is equal to v∗v (by the choice
of v). Thus (8.4) holds true, and this completes the proof.
Proposition 8.2. There exists the groupoid L2(H0) ⇒ L1(H0)+ having the following structural
maps:
• the unit map ǫ : L1(H0)+ → L2(H0), ǫ(ϕ) = ϕ1/2;
• the source map s : L2(H0)→ L1(H0)+, s(γ) := γ∗γ;
• the target map t : L2(H0)→ L1(H0)+, t(γ) = γγ∗;
• the inversion map J : L2(H0)→ L2(H0), J(γ) := γ∗;
• the multiplication map m : L2(H0) ∗ L2(H0) → L2(H0), m(γ1, γ2) := v1v2|γ2|, where γj =
vj |γj | for j = 1, 2 are the canonical polar decompositions.
Proof. Use Theorem 6.3 along with Lemma 8.1.
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For the case considered in this section, the coadjoint groupoid orbit Oρ0 corresponding to any
ρ0 ∈ L
1(H0)
+ can be described using its spectral decomposition
ρ0 =
∑
n≥1
ρn |n〉 〈n| (8.5)
where ρn ≥ 0 for every n ≥ 1 and {|n〉}n≥1 is an orthonormal sequence consisting of eigenvectors
of ρ0. The support of ρ0 is
p0 =
∑
n≥1
ρn>0
|n〉 〈n| ∈ L(L∞(H0)) (8.6)
and
γ0 := ǫ(ρ0) =
∑
n≥1
ρ1/2n |n〉 〈n| ∈ L
2(H0)
+ (8.7)
We now discuss the simplest example of transitive groupoid Up0(L
∞(H0)) ∗ Oρ0 ⇒ Oρ0 , corre-
sponding to the case
γ0 = r |δ0〉 〈δ0| (8.8)
where δ0 ∈ H0 satisfies 〈δ0 | δ0〉 = 1. If Sr := {γ ∈ L2(H0) : ‖γ‖ = r} is the sphere in L2(H0)
having its center at 0 and its radius r, one then has γ0 ∈ Sr.
In this case we have p0 = |δ0〉 〈δ0| and therefore
P0 = {|δ〉 〈δ0| ∈ L
∞(H0) : δ ∈ H0, 〈δ | δ〉 = 1}.
The stabilizer groups of ρ0 ∈ L1(H0)+ and p0 ∈ L(L∞(H0)) are
Uρ0 = Up0 ≃ U(1).
The mapping ιγ0 defined in (4.31) is now
ιγ0 : P0 → L
2(H0), ιγ0(|δ〉 〈δ0|) = r |δ〉 〈δ0| . (8.9)
That is, ιγ0(u) = ru ∈ Sr for every u ∈ P0, and it is clear that this mapping ιγ0 : P0 → Sr is an
injective immersion. By Theorem 3.4 one has
Oρ0 ≃ P0/Uρ0 ≃ P0/U(1). (8.10)
Plugging (8.9) into (5.1) we obtain
(ι∗γ0Γ)(|δ〉 〈δ0|) = iTr (r(|δ〉 〈δ0|)
∗ |dδ〉 〈δ0|) = ir〈δ | dδ〉 (8.11)
where we recall that 〈δ0 | δ0〉 = 1 and
Γ(γ) = iTr (γ∗dγ). (8.12)
The mapping ιγ0(P0) ∋ r |δ〉 〈δ0| 7→ |δ〉 ∈ H0 allows us to identify ιγ0(P0) with the unit sphere
S(H0) := {δ ∈ H0 : 〈δ0 | δ0〉 = 1} in H0. Therefore Oρ0 ≃ P0/Uρ0 ≃ S(H0)/U(1) ≃ CP(H0). Via
this identification, the symplectic form ω˜ρ0 is the Fubini-Study form scaled by r,
ωFS = ir∂¯∂〈δ | δ〉 (8.13)
defined on the complex projective space CP(H0) (cf. for instance [31, §XV.1] and also [6, Ex.
4.32]). See (8.11).
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We now recall that CP(H0) ≃ Lp0(L
∞(H0)), since one can identify any [δ] := {zδ : z ∈ U(1)} ∈
CP(H0) with the rank-one orthogonal projection |δ〉 〈δ| ∈ Lp0(L
∞(H0)), where δ ∈ S(H0).
Using the maps defined in (6.36)–(6.37), we find that Up0(L
∞(H0)) ≃
P0×P0
U(1) , consisting of
elements |δ〉 〈τ |, where δ, τ ∈ S(H0) and, for u = |δ〉 〈δ0| and v = |τ〉 〈δ0|,
Ψ∗γ0Γ = iTr ((uγ0v
∗)∗d(uγ0v
∗))
= irTr ((|δ〉 〈δ0 | δ0〉〈δ0 | δ0〉 〈τ |)
∗d(|δ〉 〈δ0 | δ0〉〈δ0 | δ0〉 〈τ |))
= irTr ((|δ〉〉 〈τ |)∗d(|δ〉〉 〈τ |))
= irTr (|τ〉〉 〈δ| (|dδ〉〉 〈τ |+ |δ〉〉 〈dτ |))
= ir〈δ | dδ〉+ ir〈dτ | τ〉.
We can now draw the following conclusions from the above discussion.
(i) The coadjoint action groupoid Up0(L
∞(H0)) ∗ Oρ0 ⇒ Oρ0 can be identified with the action
groupoid Up0(L
∞(H0)) ∗ Lp0(L
∞(H0))⇒ Lp0(L
∞(H0)).
(ii) The presymplectic form Ψ∗γ0ω = d(Ψ
∗
γ0Γ) is expressed in terms of the scaled Fubini-Study
form as
Ψ∗γ0ω = t
∗ωFS − s
∗ωFS (8.14)
(iii) Applying the reduction procedure to the presymplectic groupoid (Up0(L
∞(H0)) ∗Oρ0 ,Ψ
∗
γ0ω)
we obtain the symplectic pair groupoid CP(H0)× CP(H0)⇒ CP(H0).
The last two of these conclusions actually illustrate Proposition 6.14.
We finally point out a physical interpretation of the groupoid Up0(L
∞(H0)) ∗ Oρ0 ⇒ Oρ0 . The
partial isometry |δ〉 〈τ | ∈ Up0(L
∞(H0)) realizes the transition
|τ〉 〈τ | 7→
(
|δ〉 〈τ |
)(
|τ〉 〈τ |
)(
|δ〉 〈τ |
)∗
= |δ〉 〈δ|
between the pure states |τ〉 〈τ | , |δ〉 〈δ| ∈ Lp0 (L
∞(H0)) ≃ CP(H0) of a physical system. The scalar
product 〈δ | τ〉 in H0 and the square of its absolute value |〈δ | τ〉|2 describe the amplitude
and probability for that transition, respectively. One can also consider a sequence of transitions
between pure states |δk〉 〈δk| 7→ |δk+1〉 〈δk+1| realized by the partial isometries |δk+1〉 〈δk|, where
k = 0, 1, . . . , F . Then, according to Feynman’s composition rules for the transition amplitudes,
the amplitude of the transition from the initial state |δ0〉 〈δ0| to the final state |δF 〉 〈δF | through
this sequence of transitions is given by the product
F∏
k=0
〈δk | δk+1〉. We refer to [35] for a more
exhaustive discussion of these aspects. See also [42] for other applications of Lie groupoids to
problems of prequantization.
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