It is shown that many of the classical generalized isoperimetric inequalities for the Laplacian when viewed in terms of Brownian motion extend to a wide class of Lévy processes. The results are derived from the multiple integral inequalities of Brascamp, Lieb and Luttinger but the probabilistic structure of the processes plays a crucial role in the proofs.
Introduction
Let D be an open connected set in R d of finite Lebesgue measure. Henceforth we shall refer to such sets simply as domains. We will denote by D * the open ball in R d centered at the origin 0 with the same Lebesgue measure as D, and |D| will denote the Lebesgue measure of D. There is a large class of quantities which are related to Brownian motion killed upon leaving D that are maximized, or minimized, by the corresponding quantities for D * . Such results often go by the name of generalized isoperimetric inequalities. They include the celebrated Rayleigh-FaberKrahn inequality on the first eigenvalue of the Dirichlet Laplacian, inequalities for transition densities (heat kernels), Green functions, and electrostatic capacities (see [4, [15] [16] [17] [18] where 0 is the origin of R d . Inequality (1.1) contains not only the classical Rayleigh-FaberKrahn inequality but inequalities for heat kernels and Green functions as well. This inequality is now classical and can be found in many places in the literature. For one of its first occurrences, using the Brascamp-Lieb-Luttinger multiple integrals techniques, please see Aizenman and Simon [1] . Similar inequalities can be obtained by these methods for domains of fixed inradius rather than fixed volume. For more on this, we refer the reader to [5] and [12] . Also, versions of some of these results hold for Brownian motion on spheres and hyperbolic spaces, see [8] and references therein. Once these isoperimetric-type inequalities are formulated in terms of exit times of Brownian motion, it is completely natural to enquire as to their validity for other stochastic processes, and particularly for more general Lévy processes whose generators, as pseudo differential operators, are natural extensions of the Laplacian. Such extensions have been obtained in recent years for the so-called "symmetric stable processes" in R d and for more general processes obtained from subordination of Brownian motion. We refer the reader to [5, 6, 12, 21] .
The purpose of this paper is to show that many of these results continue to hold for very general Lévy processes. At the heart of these extensions are the rearrangement inequalities of Brascamp, Lieb and Luttinger [7] . However, the probabilistic structure of Lévy processes enters in a very crucial way. Of particular importance for our method is the fact, derived from the Lévy-Khintchine formula, that our processes are weak limits of sums of a compound Poisson process and a Gaussian process.
We begin with a general description of Lévy processes. A Lévy process X t in R d is a stochastic process with independent and stationary increments which is "stochastically" continuous. That is, for all 0 < s < t < ∞, A ⊂ R d ,
for any given sequence of ordered times 0 < t 1 < t 2 < · · · < t m < ∞, the random variables
. . , X t m − X t m−1 are independent, and for all ε > 0,
The celebrated Lévy-Khintchine formula [20] guarantees the existence of a triple (b, A, ν) such that the characteristic function of the process is given by
where
B is the indicator function of the ball B centered at the origin of radius 1, and ν is a measure on R d such that
The triple (b, A, ν) is called the characteristic of the process and the measure ν is called the Lévy measure of the process. Conversely, given a triple (b, A, ν) with such properties there is Lévy processes corresponding to it. We will use the fact that any Lévy process has a version with paths that are right continuous with left limits, so-called "càdlàg" paths. Next we recall the basic facts on symmetrization needed to state our results; more details on the properties of symmetrization used in this paper can be found in Section 4. Given a positive measurable function f , its symmetric decreasing rearrangement f * is the unique function satisfying
and
for all t 0. Following [14] , under the assumption that f vanishes at infinity, an explicit expression for this function is
For symmetrization purposes, in this paper we will only consider Lévy measures ν that are absolutely continuous with respect to the Lebesgue measure m. It may be that some of the results in this paper hold for more general Lévy processes but at this stage we are not able to go beyond the absolute continuity case. Let φ be the density of ν and φ * be its symmetric decreasing rearrangement. Since the function
is positive, decreasing and radially symmetric, that is, ψ * = ψ , it follows that (see Theorem 3.4 in [14] )
Hence the measure φ * (y) dy satisfies (1.3) and it is also a Lévy measure. where
where the last inequality follows from the fact that φ * is symmetric and y → sin(ξ · y) is antisymmetric. The next two theorems are the main results of this paper. 
Remark 1.3.
A sufficient condition for the absolute continuity of the law of a Lévy process is given in [20, page 177] . In our case this is satisfied by both X t and X * t whenever det(
As we shall see below, Theorem 1.1 together with the now standard Brownian motion argument of Aizenman and Simon [1] implies a generalization of (1.1) to Lévy processes whose Lévy measure is absolutely continuous with respect to the Lebesgue measure. In fact, we will obtain a more general result which applies to Schrödinger perturbations of Lévy semigroups. Let D ⊂ R d be a domain of finite measure, and consider
the first exit time of X t from D. We also have the corresponding quantity τ X * D * for X * t in D * . As explained in Section 5, the following isoperimetric-type inequality is a consequence of Theorem 1.1.
Theorem 1.4. Let D be a domain in R d of finite measure and f and V be nonnegative continuous functions. Suppose X t is a Lévy process with Lévy measure absolutely continuous with respect to the Lebesgue measure and X *
t is the symmetrization of X t . Then for all z ∈ R d and all t > 0,
Our symmetrization results are based on the following now classical rearrangement inequality of Brascamp, Lieb and Luttinger [7] . 
for all positive integers k, m, and any
In Section 5, we also show that Theorem 1.2 implies several isoperimetric inequalities for the transition density of the process X t . There is a similar result for capacities of Lévy symmetric processes. Let C X (A) be the capacity, associated to X t , of the set A. If X t is a symmetric processes, that is,
for all t > 0, then T. Watanabe [23] proved that,
This inequality can be obtained, from the methods used in this paper only in the case that X t is an isotropic unimodal Lévy process, see for example [13] . As explained in [5] and [12] , in the case that the process X t is isotropic unimodal, Theorem 1.1 is an immediate consequence of Theorem 1.5. Recall that X t is isotropic unimodal if it has transition densities p(t, x, y) of the form
where q t is a function such that
for all r 1 r 2 and all t > 0. Thus for such Lévy processes (with y fixed)
and X t = X * t . This class of Lévy processes includes the Brownian motion, rotational invariant symmetric α-stable processes, relativistic stable processes and any other subordinations of the Brownian motion. Notice that in our more general setting, and under the assumption that the distribution of X t is absolutely continuous relative to the Lebesgue measure, we cannot even ensure that [p(t, ·, y)] * is the transition density of a Lévy processes.
The rest of the paper is organized as follows. In Section 2 we will prove Theorem 1.1 for Compound Poisson processes. We will consider the case of Gaussian Lévy processes in Section 3. Theorem 1.1 and Theorem 1.2 are proved in Section 4, using a weak approximation of X t and X * t by Lévy processes of the form G t + C t , where G t is a nondegenerate Gaussian process and C t is an independent compound process. We will then show some of the applications in Section 5.
Symmetrization of compound Poisson processes
In this section we prove a version of the inequality (1.7) for compound Poisson processes. This result, combined with the results in Section 3, will lead to a proof of Theorem 1.1.
We start by recalling the structure of compound Poisson processes in terms of random walks. If C t is a compound Poisson process, starting at x, then its characteristic function is given by
and φ is a probability density. We now use the fact that C t can be written in terms of sums of independent random variables. That is, by Theorem 4.3 [20] there exist a Poisson process N t with parameter c > 0, and a sequence of i.i.d. random variables {X n } ∞ n=1 such that
Hence if f is a nonnegative Borel function, then
Let φ * be the symmetric decreasing rearrangement of φ. Since
we can consider a new sequence of i.i.d. random variables {X * n } ∞ n=1 independent of N t such that φ * (y) is the density of X * n . Define S * n = X * 1 + · · · + X * n to be the corresponding random walk and C * t the compound Poisson process given by
Notice that the distribution μ t of C t is not absolutely continuous with respect to Lebesgue measure. However, if C 0 = x we have the following representation
with μ k the distribution of S k . That is,
Thus if f is a bounded measurable function we have that
and the inequality
can only be asserted to hold almost everywhere. The next result is a version of inequality (1.7) for random walks where the functions are only assumed to be measurable but the conclusion is only a.e. with respect to the Lebesgue measure. We label it as "Theorem" because it may be of some independent interest. 
We can now prove the inequality (1.7) for the compound Poisson process C t . Let f 1 , . . . , f m be nonnegative continuous functions. Since N t is independent of S k and S * k , we can combine (2.2) and Theorem 2.1 to obtain
which is desired result.
Symmetrization of Gaussian processes
Let G t be a nondegenerate Gaussian process. Then there exist b ∈ R d and a strictly positive definite symmetric d × d matrix A such that the density of G t is given by
for all x ∈ R d and all t > 0. Let us first assume that b = 0. Let u > 0, then
A change of variables implies that
Consider the diagonal matrix
for all u > 0. Given that f A * ,0 (t, x) is rotational invariant and radially decreasing, we conclude that
If G t is a degenerate Gaussian process, then 
The arguments of this section imply that
where D * W is the ball in W , centered at the origin, with the same k-dimension measure as P W (D). Hence the corresponding symmetrization for this processes should be done in lower dimensions.
Symmetrization of Lévy processes: proof of Theorem 1.1
We will now consider general Lévy processes whose Lévy measures are absolutely continuous with respect to the Lebesgue measure.
Our proof uses the fact that the symmetrization of functions preserves order, continuity and almost everywhere convergence. For the convenience of the reader, and for completeness, we briefly describe how to prove these properties of the symmetrization.
We recall once again that the symmetric decreasing rearrangement f * of f is the function satisfying
1) for all t 0. Define r(f, t) as m{f > t} = m B 0, r(f, t) . (4.2)
Whenever f is a radially symmetric nonincreasing function such that f is right continuous at |x 0 |, we have that
Using this properties of r(f, t), one easily proves the following result, see page 81 of [14] .
Lemma 4.1. Let f be a nonnegative function. If f is continuous, then f * is continuous. In addition, if g is a nonnegative function such that g(x) f (x) almost everywhere with respect to the Lebesgue measure, then
for all x ∈ R.
We will also need the following result on almost everywhere convergence and symmetrization. Proof. Assume there exists x 0 a continuity point of φ * such that
Then there exist > 0 and a subsequence n k such that either
Let us assume that (4.6) holds. Since x 0 is a continuity point of φ * , there exist 0 < δ < and y 0 a continuity point of φ * such that
, and |y 0 | < |x 0 |.
However, thanks to (4.1) and (4.3),
which is a contradiction. A similar argument shows that
We recall that under our assumptions
B is the unit ball centered at the origin and φ is such that where
Given that all the eigenvalues of A are nonnegative, if { n } ∞ n=1 is a sequence of positive numbers converging to zero, then A n = A + n I d is a sequence of nonnegative nonsingular matrices. Let G n,t be a Gaussian process starting at x, independent of C n,t , and associated with the matrix A n and the vector b n = b − B yφ n (y) dy. Set X n,t = C n,t + G n,t . Since C n,t and G n,t are independent,
Let S n,k = X n 1 +· · ·+X n k be the random walk associated to C n,t . If f 1 , . . . , f m are nonnegative continuous functions and
(4.11)
Now Theorem 1.5 and equality (3.1) imply that
This implies that
(4.13) Theorem 1.1 will be a consequence of (4.13) and the following result on weak convergence. 14) and
Given that there exists C ∈ R + such that, 
We conclude that
On the other hand, using the fact that
we can easily prove that
for all x ∈ R, and all n 1. 
The desired result immediately follows from (4.18), (4.19) and the fact that our characteristic functions are continuous at 0. This last observation follows from the Lévy-Khintchine formula. 2
Combining (4.13) and Theorem 4.3, we obtain Then, for all x ∈ R d and all n 1,
Lemma 4.1 implies that 
One easily proves that {f i,n } ∞ n=1 is a sequence of nonnegative continuous functions such that, 
Some applications
In this section we give several applications of Theorem 1.1, we begin with the proof of Theorem 1.4. Recall that
is the first exit time of X t from a domain D. Let D k be a sequence of bounded domains with smooth boundaries such that D k ⊂ D k+1 , and
Since any Lévy process has a version with right continuous paths, we have
for all s > 0 and all x ∈ R d , and the functions I D k are lower semicontinuous, Theorem 1.1 implies that
Hence we have the following
which is Theorem 1.4. Taking V = 0 and f = 1, gives
which is a generalization of inequality (1.1). Integrating this inequality with respect to t gives the following result.
Corollary 5.1. If ψ is a nonnegative increasing function, then
In particular
Our results imply many isoperimetric inequalities for the potentials and the eigenvalues of Schrödinger operators of the form
where H X D is the pseudo differential operator associated to X t with Dirichlet boundary conditions on D. For the convenience of the reader we will give a brief description of the operators and semigroups associated to Lévy processes.
For purposes of our formulae below we define the where the last inequality follows from (5.11) and the fact that |D * | < ∞. That is, the trace of the Schrödinger semigroup for H X D,V is maximized by the trace of the Schrödinger semigroup H X * D * ,V * . As explained in [22] , the amount of heat contained in the domain D at time t, when D has temperature 1 at t = 0 and the boundary of D is kept at temperature 0 at all times, is given by We recall that the semigroup of the process X t is self-adjoint in L 2 if and only if the process X t is symmetric. That is, for any Borel set A ⊂ R d , P 0 {X t ∈ A} = P 0 {X t ∈ −A}.
In terms of the exponent in the Lévy-Khintchine formula this leads to the representation (see [3] )
where A is a symmetric matrix and ν is a symmetric Lévy measure. That is, [ν(A) = ν(−A)] for all Borel sets A. In this case the general theory of Dirichlet forms (see [9] ) guarantees that the Markovian semigroup generated by X t gives rise to the self-adjoint generator H X . Recall that H X V ,D is the operator obtained by imposing Dirichlet boundary conditions on D to the Schrödinger operator H X + V . That is, the generator of the killed semigroup {T 
