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We present a formulation for the pole expansion of the scattering matrix of open optical res-
onators, in which the pole contributions are expressed solely in terms of the resonant states, their
wavenumbers, and their electromagnetic fields. Particularly, our approach provides an accurate de-
scription of the optical scattering matrix without the requirement of a fit for the pole contributions
or the restriction to geometries or systems with low Ohmic losses. Hence, it is possible to derive
the analytic dependence of the scattering matrix on the wavenumber with low computational effort,
which allows for avoiding the artificial frequency discretization of conventional frequency-domain
solvers of Maxwell’s equations and for finding the optical far- and near-field response based on the
physically meaningfull resonant states. This is demonstrated for three test systems, including a chi-
ral arrangement of nanoantennas, for which we calculate the absorption and the circular dichroism.
PACS numbers: 78.67.Bf, 07.07.Df, 02.60.Cb
I. INTRODUCTION
Since the pioneering work of Gustav Mie [1], it is
known that the scattering of light at small obstacles is
governed by the resonant states of that system. Resonant
states, also known as quasi-normal modes, are solutions
of Maxwell’s equations at discrete complex wavenumbers
with purely outgoing boundary conditions in the absence
of any internal sources. This set of discrete wavenum-
bers manifests itself as poles in the analytic continuation
of any sort of linear optical response function (see Fig. 1).
According to the Mittag-Leffler theorem [2], it is possible
to develop a pole expansion for these response functions,
including the Green’s dyadic as well as the scattering ma-
trix of a system. Knowing the poles and residues of the
response function then provides its behavior as a function
of wavenumber, which is clearly advantageous compared
to conventional numerical calculations, where an artifi-
cial discretization in either time- or frequency-domain is
introduced [3–9].
Regarding the Green’s dyadic, it has been shown that
the residues of its pole expansion can be derived from the
resonant electric field distributions of the resonant states
when normalizing them appropriately [10]. Several ap-
proaches have been suggested for the normalization of
resonant states [10–26]. This includes approximate for-
mulations for high-quality modes [23–25], the utilization
of perfectly matched layers [14] or, equivalently, complex
coordinates [11] in the exterior of the system, as well as
numerical approaches [20, 22]. A fully analytical form of
normalization has been derived in [10] and extended to
various geometries and materials [15–21, 26–28].
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Figure 1. (color online) Analytic continuation of the transmit-
tance for a symmetric planar slab of thickness d with refrac-
tive index ns = 2.5 surrounded by homogeneous and isotropic
half spaces with index nt = nb = 1 at normal incidence
(displayed as wavevector k and electric field E). It can be
seen that the oscillating behavior of the transmittance at real
wavenumbers k (orange solid line) originates from the poles
on the complex k plane, which correspond to the resonant
states of that system.
Existing methods for expanding the scattering matrix
in terms of its poles often require fitting procedures or
corrections based on symmetry arguments [29, 30], and
have been proven only for single resonant states [29–31].
The approach of Perrin [32] for the pole expansion of a
scattered field is more general and has been validated
for two poles. In a similar manner, Yang et al. show
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2how to derive the outgoing channels for a known elec-
tromagnetic near field [33], but both Perrin’s and Yang’s
approaches do not provide the pole expansion of the scat-
tering matrix, which directly relates incoming and out-
going channels. Recently, Alpeggiani et al. [34] presented
a formulation that is valid for a large number of resonant
states. Based on symmetry considerations, a system of
equations is derived that is solved in a least-square sense
in order to calculate the residues for the pole expansion
of the scattering matrix. However, the approach can-
not be applied to strongly absorbing systems, with the
least-square method being an artificial fitting procedure
that increases the computational time proportional to the
number of considered resonant states and channels in the
scattering matrix.
Here, we derive the pole expansion of the scattering
matrix from the pole expansion of the Green’s dyadic
for reciprocal systems. In contrast to previous works,
the residues of the pole contributions in the scattering
matrix are calculated directly from the resonant field
distributions by projecting them onto basis functions of
free space [35]. The derivation is based on selecting ba-
sis functions that satisfy appropriate orthogonality rela-
tions, and separating the total field into the background
and scattered field [6, 32, 34, 36]. The formulation is
neither limited with respect to the number of resonant
states nor restricted to certain geometries. Moreover, it
is valid for strongly absorbing systems and can be im-
plemented in any numerical frequency-domain solver for
Maxwell’s equations that allows for calculating the reso-
nant states and their field distributions. Thus, it is pos-
sible to derive the scattering matrix for arbitrary geome-
tries as a function of wavenumber, which is particularly
useful for systems that exhibit resonant states with a
narrow linewidth such as Fano resonances [37–39]. In
addition, our approach can be applied to systems with
resonant phenomena dominated by loss, such as perfect
absorbers [40] and chiral nanoantenna arrays [41, 42].
The paper is organized as follows: In Section II, we give
an overview of the compact operator form of Maxwell’s
equations introduced in [26] and define two forms of bilin-
ear maps in order to simplify the further derivation steps.
Section III is devoted to the resonant states and the pole
expansion of the Green’s dyadic. After this introduction,
we recapitulate in Section IV the concept of background
field and scattered field. In Section V, we define the scat-
tering matrix as well as the orthogonality relations of the
basis functions selected as input and output channels of
the scattering matrix. Using the notations and relations
of Sections II to V, we then derive in Section VI the pole
expansion of the scattering matrix for arbitrary geome-
tries, which is the central result of this work. Particu-
larly, we show that it is possible to calculate the residues
of the pole expansion solely from the resonant field dis-
tributions. In Sections VII and VIII, we focus on planar
periodic systems, for which we compare the results of
our formulation with full numerical and analytical calcu-
lations for three test systems: A planar symmetric slab
consisting of homogeneous and isotropic materials, a di-
electric grating with quasi-guided modes [43], and a chiral
arrangement of gold wire antennas [41]. The full numer-
ical calculations are based on the Fourier modal method
with adaptive coordinates [44–48]. The resonant states
and their field distributions are calculated by the meth-
ods described in [20, 49, 50]. In the Appendix, we sketch
how to use our formalism for single scatterers in three-
dimensional space and give more details on the planar
periodic systems.
II. MAXWELL’S EQUATIONS AND GREEN’S
DYADIC
In Ref. [26], a compact matrix-operator formulation of
Maxwell’s equations has been introduced, which is given
in Gaussian units and frequency domain [time depen-
dence exp(−iωt)] by
Mˆ(r; k)F(r; k) = J(r; k), (1)
where k = ω/c is the wavenumber and Mˆ(r; k) =
kPˆ(r; k)− Dˆ(r) with
Pˆ(r; k) =
[
ε(r; k) −iξ(r; k)
iζ(r; k) µ(r; k)
]
, (2)
Dˆ(r) =
(
0 ∇×
∇× 0
)
. (3)
In general, ε, µ, ζ, and ξ are 3×3 tensors. For reciprocal
materials, the bi-anisotropy tensors ξ and ζ obey ξT =
−ζ, whereas εT = ε and µT = µ, so that PˆT = Pˆ, with
the superscript T denoting the matrix transpose. The
electric and magnetic fields as well as the currents form
six-dimensional supervectors:
F(r; k) =
[
E(r; k)
iH(r; k)
]
, J(r; k) =
[
JE(r; k)
iJH(r; k)
]
. (4)
Here, JE(r; k) = −4piij(r; k)/c, and the magnetic cur-
rents JH have been introduced for symmetry purposes.
Equation (1) presents an inhomogeneous linear differ-
ential equation. Its Green’s dyadic Gˆ(r, r′; k) fulfills
Mˆ(r; k)Gˆ(r, r′; k) = 1δ(r− r′), (5)
which allows to construct a special solution of Eq. (1) as
F(r; k) =
∫
V
dV ′Gˆ(r, r′; k)J(r′; k). (6)
For later convenience, we define two types of bilinear
maps between two six-dimensional field supervectors A
and B that are either field vectors F or current vectors J:
A =
(
AE
iAH
)
, B =
(
BE
iBH
)
. (7)
The first bilinear map is defined as a volume integral over
a finite volume V :
〈A|B〉V ≡
∫
V
dV (AE ·BE −AH ·BH) . (8)
3This bilinear map is symmetric, i.e., 〈A|B〉V = 〈B|A〉V .
The second one is defined as a surface integral on the
surrounding surface ∂V of V :
[A|B]∂V ≡ i
∮
∂V
dS · (AE×BH−BE×AH) . (9)
It is antisymmetric with [A|B]∂V = −[B|A]∂V , and equals
zero for identical vectors, i.e., [A|A]∂V = 0. Using vec-
tor identities and the divergence theorem, it is straight-
forward to show that
[A|B]∂V = 〈B|Dˆ|A〉V − 〈A|Dˆ|B〉V . (10)
III. RESONANT STATES
The homogeneous form of Eq. (1) possesses a countable
number of solutions on the complex k plane satisfying
outgoing boundary conditions, which are the resonant
states. They obey the equation
Mˆ(r; kn)Fn(r) = 0. (11)
The real part of kn gives the resonance wavenumber,
whereas −2Imkn is the resonance linewidth. When
normalizing the resonant states appropriately [10, 15–
21, 26, 27], they can be used together with possible cuts in
order to expand the Greens dyadic with outgoing bound-
ary conditions as follows:
Gˆ(r, r′; k) =
∑
n
Fn(r)⊗ FRn (r′)
k − kn . (12)
Here, the superscript R denotes the reciprocal conjugate
resonant states that are solutions of Maxwell’s equations
at the same wavenumber kn but for reciprocal boundary
conditions (which corresponds to a reversal in pathways
such as in-plane momentum k|| → −k|| for planar sys-
tems [21]), and ⊗ is the outer vector product. Note that
we do not distinguish explicitly between pole and cut
contributions, since they can be formally written in the
same way and replaced by a finite number of cut poles
in numerical calculations [15, 28]. Furthermore, it has
to be emphasized that the pole expansion of the Green’s
dyadic in Eq. (12) is generally not valid in the region out-
side the scatterer, since the resonant states contributing
to Eq. (12) contain only outgoing waves, as discussed in
more detail in [21]. In order to warrant its applicabil-
ity, it should be restricted to a minimal convex volume
enclosing the scatterer, see Fig. 2.
The most general form of the analytical normalization
condition can be written as [26]
1 = 〈FRn |(kPˆ)′|Fn〉VN + [FRn |F′n]∂VN , (13)
where VN is the volume of normalization, and the prime
denotes the derivative with respect to k at kn. Calcu-
lating the derivative is trivial for the first term on the
right hand side. For the second term, we have to differ-
entiate the analytical continuation of Fn on the complex
k plane, which depends on the geometry of interest [15–
17, 20, 21, 27].
It should be mentioned that we are using here a slightly
different formulation [26] of the normalization than in
most of our previous works on the resonant state expan-
sion [10, 15–21, 25, 27, 28], which is valid also for mag-
netic and bi-anisotropic materials. This formulation can
be reduced to our previous results for nonmagnetic ma-
terials that are solely described by the electric field, the
electric permittivity, and the electric current as a special
case. Note, however, that in the new formulation, the
normalized electric field is a factor of
√
2 smaller than in
previous works.
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Figure 2. (color online) Typical scattering geometries with
spatial inhomogeneities ∆Mˆ denoted by light blue color: (a)
Single scatterer in homogeneous and isotropic space, (b) pla-
nar periodic system with super- and substrate at the top and
bottom, respectively. The scattering matrix S provides a con-
nection between the incoming fields ~I and the outgoing fields
~O. The residues for the pole expansion of the scattering ma-
trix should be calculated from the resonant field distributions
on the surface of a minimal convex volume surrounding the
scatterer, which is denoted by the light gray regions.
IV. BACKGROUND AND SCATTERED FIELD
For a given system, Maxwell’s operator Mˆ in Eq. (1) can
be separated into a background term MˆBG = kPˆBG − Dˆ
for a simple material distribution, and a scatterer ∆Mˆ =
k(Pˆ− PˆBG), which describes a spatial inhomogeneity (see
Fig. 2). The field scattered at ∆Mˆ can be obtained by
separating the total field into a background field FBG
that is a solution of the background Maxwell’s equations
for a given incoming field,
MˆBG(r; k)FBG(r; k) = 0, (14)
and the scattered field Fscat [6, 32, 34, 36]:
F(r; k) = FBG(r; k) + Fscat(r; k). (15)
Using Eq. (14) in Maxwell’s equations for the full sys-
tem, it is straight-forward to obtain
Mˆ(r; k)Fscat(r; k) = −∆Mˆ(r; k)FBG(r; k). (16)
Thus, knowing the pole expansion Eq. (12) for the
Green’s dyadic of Mˆ provides via Eq. (6) the scattered
4field within the system as [32]
Fscat(r; k) = −
∑
n
Fn(r)
〈FRn |∆Mˆ|FBG〉V
k − kn . (17)
It should be mentioned that the background field FBG
possesses a regular behavior inside the scatterer, i.e., it
does not diverge at any point, whereas the corresponding
incoming and outgoing fields may have singularities such
as the incoming and outgoing Hankel functions. For more
details, see Appendix A.
V. THE SCATTERING MATRIX
The scattering matrix provides a relation between in-
coming and outgoing channels of a system. A channel is
defined by a solution of Maxwell’s equations in the sur-
rounding of the scatterer, which we assume to be homo-
geneous and isotropic space or two half spaces of homo-
geneous and isotropic dielectric materials separated by a
planar interface (see Fig. 2). For such cases, Maxwell’s
equations provide complete sets of orthogonal basis func-
tions that can be used to expand an arbitrary solution
of Maxwell’s equations outside the system and on the
surface surrounding the scatterer. The best-suited ba-
sis set depends on the geometry: Plane waves for pla-
nar systems, vector spherical harmonics for finite three-
dimensional geometries, and cylindrical waves for sys-
tems with translational symmetry in one dimension.
Each basis function defines one incoming and one out-
going channel. From a mathematical point of view, the
definition of incoming and outgoing channels is arbitrary,
and more motivated by physical arguments. For real-
valued wavenumbers k, an outgoing channel either pos-
sesses a time-averaged energy flux that propagates out-
wards, or the fields are decaying exponentially with dis-
tance to the scatterer. The analytical continuation to
the complex k plane is more sophisticated [21, 51], but
usually defined such that there is a smooth transition
from any point on the complex k plane to the real axis.
Thus, an arbitrary field in the exterior can be expanded
as follows:
F(r; k) =
∑
N
αinN(k)IN(r; k) + α
out
N (k)ON(r; k). (18)
The index N denotes a set of quantum numbers that
specify the different basis functions IN and ON, respec-
tively, of the incoming and outgoing nature. The scatter-
ing matrix S then relates incoming and outgoing channels
as follows:
~O(k) = S(k)~I(k). (19)
Here, ~I and ~O are supervectors containing the expansion
coefficients αinN and α
out
N , respectively. The elements of
the scattering matrix are labeled as SNN′ for an incom-
ing channel with quantum number N′ and an outgoing
channel with quantum number N.
How can we derive the expansion coefficients αinN and
αoutN ? This can be achieved by introducing, following
Ref. [35], a set of orthogonal modes in free space. Based
on the reciprocity principle, there exist reciprocal conju-
gate basis functions IRN and O
R
N such that
[IRN|ON′ ]∂V = −[ORN|IN′ ]∂V = δN,N′ , (20)
[IRN|IN′ ]∂V = [ORN|ON′ ]∂V = 0. (21)
At a first glance, it might seem strange that we have to
combine incoming and outgoing basis functions in order
to obtain unity for N′ = N. However, this is a direct
consequence of the antisymmetric form of Eq. (9). From
the physical point of view, it is related to the fact that
reciprocity provides the connection between fields of re-
ciprocal pathways. In general, the orthogonality given by
Eqs. (20) and (21) follows from the fact that the proper
choice of the basis functions in free space determining its
quantum numbers N is dictated by the properties of the
surface ∂V chosen for the integration, and, in particular,
by its symmetry. While we do not provide a general proof
for an arbitrary surface, we prove in Appendices A and B
the orthonormality Eqs. (20) and (21) in two important
cases: A spherical surface ∂V and the surface ∂V of a
unit cell of a planar periodic system. For N = N′, equa-
tion (20) determines the normalization of modes in free
space. Using Eqs. (20) and (21) in Eq. (18), we obtain:
αinN(k) = [O
R
N|F]∂V , αoutN (k) = [IRN|F]∂V . (22)
VI. POLE EXPANSION
Formally, the pole expansion of the scattering matrix
yields:
S(k) = SBG +
∑
n
Rn
k − kn . (23)
The background term SBG arises, because even for the
vacuum background, its scattering matrix is nonzero. As
in [34], where SBG is called the direct-coupling matrix,
we do not focus on the calculation of the background
term, but derive expressions for the residue matrices Rn
with elements Rn,NN′ .
Applying Eq. (22) to Eq. (15), it is possible to calcu-
late, for a given incident field, the expansion coefficients
of the outgoing field for a scattering geometry as the el-
ements of the vector ~O in Eq. (19):
αoutN (k) = [I
R
N|FBG]∂V + [IRN|Fscat]∂V . (24)
For the last term, we can use Eq. (17), which yields:
[IRN|Fscat]∂V = −
∑
n
[IRN|Fn]∂V 〈FRn |∆Mˆ|FBG〉V
k − kn . (25)
It should be noted that Fn exhibits outgoing bound-
ary conditions, so that it can be decomposed into out-
going fields ON(r; kn) on the surface ∂V . As a re-
mark, the analytic continuation of Fn, which is used
5in Eq. (13), is defined as Fn(r; k) =
∑
N αn,NON(r; k),
with the expansion coefficients αn,N given by αn,N =
[IRN(kn)|Fn]∂V [19, 21, 26], so that Fn(r; kn) = Fn(r).
Let us now consider a background field FBG that is gen-
erated by an incoming field IN′ and calculate the residue
of Eq. (24) at kn:
Rn,NN′ = Res
k=kn
αoutN (k) = Res
k=kn
[IRN|Fscat]∂V
= −[IRN(kn)|Fn]∂V 〈FRn |∆Mˆ(kn)|FBG(kn)〉V .
(26)
In order to derive a more explicit expression for the
volume integral in the second line, we take Eq. (11)
for the reciprocal conjugate resonant state FRn using
MˆR = Mˆ, multiply it from the left with FBG(kn), and in-
tegrate over a finite volume V : 〈FBG(kn)|Mˆ(kn)|FRn 〉V =
0. Using Eq. (14), we subtract a zero in the form
of 〈FRn |MˆBG(kn)|FBG(kn)〉V = 0, which yields due to
PˆT = Pˆ that
0 =〈FBG(kn)|Mˆ(kn)|FRn 〉V − 〈FRn |MˆBG(kn)|FBG(kn)〉V
=〈FRn |∆Mˆ(kn)|FBG(kn)〉V
− 〈FBG(kn)|Dˆ|FRn 〉V + 〈FRn |Dˆ|FBG(kn)〉V . (27)
With the help of Eq. (10), we are then able to convert
the volume integral in Eq. (26) into a surface integral:
〈FRn |∆Mˆ(kn)|FBG(kn)〉V = [FRn |FBG(kn)]∂V . (28)
On the surface ∂V , the field FRn exhibits outgoing
boundary conditions, i.e., it can be constructed as a su-
perposition of outgoing waves ORN(r; kn). Owing to this
outgoing nature of FRn and the orthogonality Eq. (21), we
obtain that any outgoing field as part of the background
field FBG on the right hand side of Eq. (28) does not con-
tribute to the volume integral on the left hand side, so
that we can replace FBG by the incoming field. Partic-
ularly, by selecting the incoming field to be basis func-
tions IN′(r; kn), we derive that the residues in Eq. (23)
are given by
Rn,NN′ = −[IRN(kn)|Fn]∂V [FRn |IN′(kn)]∂V . (29)
This is the main result of this work, which allows for cal-
culating the pole contribution in the scattering matrix
solely from the resonant field distribution Fn and the
wavenumber kn. Hence, by determining additionally the
background term SBG, e.g., using a fit or analytical con-
siderations, the fields at any point in space outside the
scatterer can be calculated from Eqs. (18), (19), (23),
and (29), while the internal fields are given by Eq. (17).
Note that the background term can be reduced to the
scattering matrix of homogeneous and isotropic space for
some highly symmetric geometries, as it is assumed in the
examples of [34], but this is not necessarily the case.
As written above in section III, the pole expansion of
the Green’s dyadic in Eq. (12) should be restricted to a
minimal convex volume enclosing the scatterer. Conse-
quently, equation (29) is evaluated on the surface of this
minimal volume.
VII. PLANAR PERIODIC SYSTEMS
As test systems, we consider planar periodic systems
with a scattering material distribution that is periodic in
the xy plane and bound in the z direction. More specifi-
cally, Mˆ(r + R; k) = Mˆ(r; k) for any translation vectors of
the form R = (n1P1)a1 +(n2P2)a2 with P1 and P2 being
the periods in the directions defined by the unit vectors
a1 and a2, respectively, and n1, n2 ∈ Z. Without the loss
of generality, we assume that a1 and a2 are normal to
the z direction.
The minimal convex volume spans over one unit cell in
the periodic directions with a plane on top and bottom
that touches the scatterer (see Fig. 2b). The orthogonal
basis is given by s- and p-polarized plane waves, where
‘s’ specifies linearly polarized light with the electric field
being perpendicular to the incidence plane (the plane de-
fined by the incident k vector and the z axis), while ‘p’
denotes an electric field that is parallel to the incidence
plane. The role of the quantum numbers N is taken by
the two polarizations and the reciprocal lattice vectors
G = (n12pi/P1)b1 + (n22pi/P2)b2 with aα · bβ = δα,β .
Owing to Bloch’s theorem, the fields F as solutions of the
scattering at the periodic system can be constructed as a
product of a phase factor exp(ik|| · r) and vector compo-
nents that are periodic functions with the same periodic-
ity as Mˆ. The in-plane momentum k|| is preserved apart
from Umklapp processes throughout the whole system.
Solving Maxwell’s equations is then reduced to finding
the periodic part of the field distributions for periodic
sources or incident fields. It is convenient to introduce a
Green’s dyadic Gˆk|| for each value of k||, which obeys the
following constituting equation:
Mˆ(r; k)Gˆk||(r; r
′; k) =
∑
R
1eik||·Rδ(r− r′ −R). (30)
Thus, it is sufficient to consider only one unit cell for fur-
ther analysis. For instance, any volume of integration can
be restricted to span over one unit cell in the xy plane.
If a surface integral contains all boundaries of the unit
cell, it reduces for periodic integrands to an integration
over the top and bottom surfaces of one unit cell, since
the surface integrals to adjacent unit cells cancel out due
to the periodicity. This implies that we can distinguish
the channels of the scattering matrix not only by plane
wave orders G and polarization p, but also by the sur-
face at which the fields enter or leave the minimal convex
volume (see Fig. 2b).
Let us define K ≡ k|| + G. Then, the orthonormal
basis in the top (t) and bottom (b) half space is given
by supervectors Ft/bp,K,±(r; k) with all possible K for the
given k|| and the electric and magnetic fields
E
t/b
p,K,±(r; k) = N
t/b
K (k)Eˆ
t/b
p,K,±(k)ψ
t/b
K,±(r; k), (31)
H
t/b
p,K,±(r; k) =
N
t/b
K (k)
Zt/b(k)
Hˆ
t/b
p,K,±(k)ψ
t/b
K,±(r; k), (32)
where N
t/b
K is a normalization constant, Eˆ
t/b
p,K,± and
6Hˆ
t/b
p,K,± are unit polarization vectors, p denotes either
s or p polarization, Zt/b(k) =
√
µt/b(k)/εt/b(k) is the
impedance, and
ψ
t/b
K,±(r; k) =
1√
Su
eiK·r±iκ
t/b
K (k)(z−zt/b). (33)
Here, zt/b gives the positions of the xy planes as the top
and bottom surfaces of the minimal convex volume, Su
is the top/bottom area of one unit cell, and
κ
t/b
K (k) =
√
(kt/b)2 −K2, (34)
where kt/b = nt/b(k)k with refractive index nt/b(k) =√
εt/b(k)µt/b(k). For lossless nt/b and real wavenum-
bers k, either κ
t/b
K or iκ
t/b
K is purely real. In the case
of the former, the channel associated with that plane
wave is called open, since the field can propagate in z
direction from and to the far-field region. In the case of
the latter, the channel is closed, and the fields grow or
decay exponentially. We select the sign for the square
root in Eq. (34) such that the fields are either forward-
propagating or decaying in positive z direction. For com-
plex k, the sign is chosen to match the sign of the same
channel on the real axis. If the channel is open on the
real axis, the real part of κ
t/b
K must specify forward prop-
agation in positive z direction. Otherwise, the field must
decay in positive z direction. The sign ‘±’ in Eqs. (31)
to (33) thus means forward propagation or decay for ‘+’
and backward propagation or decay for ‘−’. In the same
manner, it is possible to define incoming and outgoing
channels for lossy materials in the top and bottom half
spaces by making an analytic continuation from real to
complex nt/b.
The s-polarized unit vectors can be written in the top
and bottom half spaces as
Eˆ
t/b
s,K,±(k) =
1
|K|
−KyKx
0
 , (35)
Hˆ
t/b
s,K,±(k) =
1
kt/b|K|
∓Kxκt/bK (k)∓Kyκt/bK (k)
K2
 , (36)
The p-polarized unit vectors are given by
Eˆ
t/b
p,K,±(k) = ∓Hˆt/bs,K,±(k), (37)
Hˆ
t/b
p,K,±(k) = ±Eˆt/bs,K,±(k). (38)
The normalization constant is
N
t/b
K (k) =
√
iZt/b(k)kt/b
2κ
t/b
K (k)
. (39)
We define the outgoing and incoming channels in the
top and bottom half spaces as
Otp,K(r; k) = F
t
p,K,−(r; k), O
b
p,K(r; k) = F
b
p,K,+(r; k),
(40)
Itp,K(r; k) = F
t
p,K,+(r; k), I
b
p,K(r; k) = F
b
p,K,−(r; k).
(41)
The reciprocal conjugate is given by(
Ot/bp,K
)R
= Ot/bp,−K,
(
It/bp,K
)R
= It/bp,−K, (42)
which warrants together with Eq. (39) the orthonormal-
ity relation given by Eqs. (20) and (21). For details, see
Appendix B. If Fn is a solution of Eq. (11) for a fixed k||,
the reciprocal conjugate resonant state FRn is a solution
of Eq. (11) for −k|| at the same wavenumber kn.
Combining Refs. [21, 26] (see Appendix C), the nor-
malization of the resonant states of the planar periodic
systems can be summarized as
In +
∑
K
1
2
(
Stn,K + S
b
n,K
)
= 1, (43)
with
In = 〈FRn |
∂kP
∂k
∣∣∣∣
kn
|Fn〉VN , (44)
S
t/b
n,K =
(
β
t/b
n,s,K − βt/bn,p,K
) ∂nt/bp,K
∂k
∣∣∣∣∣
kn
, (45)
where
β
t/b
n,p,K = α
t/b
n,p,K
(
α
t/b
n,p,K
)R
e2iκ
t/b
K (kn)∆z
t/b
N , (46)
and
n
t/b
s,K(k) = ln
κ
t/b
K (k)
Zt/b(k)kt/b
, (47)
n
t/b
p,K(k) = ln
Zt/b(k)κ
t/b
K (k)
kt/b
. (48)
Here, α
t/b
n,p,K = [I
t/b
p,−K(kn)|Fn]T/B gives the plane wave
expansion of the resonant state at the top and bot-
tom surface T and B, respectively, enclosing the min-
imal convex volume V . The reciprocal counterpart is
(α
t/b
n,p,K)
R = [It/bp,K(kn)|FRn ]T/B . Furthermore, ∆zt/bN ≥ 0
is the distance between the top and bottom planes of the
minimal convex volume V and the normalization volume
VN.
VIII. RESULTS
As first example, we consider a planar symmetric slab
of refractive index ns = 2.5 and thickness d = 50 nm that
is surrounded by air (nt = nb = 1). The transmission
t and reflection r through such a system can be calcu-
lated analytically [52]. At normal incidence (k|| = 0), we
obtain:
t(k) =
τein
skd
1− ρ2e2inskd , (49)
r(k) =
ρ(e2in
skd − 1)
1− ρ2e2inskd . (50)
7In this case, ρ = (1−ns)/(1 +ns) and τ = 4ns/(1 +ns)2.
Equations (49) and (50) can be summarized in a two-
dimensional scattering matrix:
S(k) = 1
1− ρ2e2inskd
[
ρ(e2in
skd − 1) τeinskd
τein
skd ρ(e2in
skd − 1)
]
.
(51)
This matrix exhibits poles at
kn =
npi + i ln ρ
nsd
. (52)
The corresponding residues yield
Rn = 2i
[1− (ns)2]d
[
1 (−1)n+1
(−1)n+1 1
]
, (53)
while the background scattering matrix is given by
SBG = 2i
[1− (ns)2]d
∑
n
1
kn
1, (54)
where 1 is a 2× 2 unit matrix.
Figure 3 displays the transmittance (orange), re-
flectance (blue), and absorbance (black) calculated from
Eq. (51) (dots) as well as the pole expansion of the scat-
tering matrix (lines). For the pole expansion, we have
considered 301 resonant states symmetrically distributed
around k = 0. The residues have been calculated from
the correctly normalized resonant states, which exhibit
a perfect agreement with the analytical values given by
Eq. (53). For the background scattering matrix, we have
used Eq. (54) with the sum truncated to the finite number
of the 301 resonant states. Evidently, the pole expansion
exhibits a good agreement with the analytical results in
the given range, with a growing deviation for larger en-
ergies that can be particularly seen in the nonzero ab-
sorbance. This deviation becomes smaller when using
more resonant states as basis.
The second test system is a dielectric one-dimensional
periodic grating (see Fig. 4) with period 300 nm that
consists of a high-index material of refractive index
2.5 with width 200 nm and height 50 nm embedded in
air [43]. Without the loss of generality, we consider
p-polarized incidence for in-plane wavevector compo-
nents kx = ky = 0.2 µm−1. In this case, the far-field
spectra exhibit four resonant states in the region be-
tween 2500 meV and 4000 meV that are quasi-guided
modes [8]. The corresponding poles are located at
2676.2 − 0.2imeV (mode A), 3180.0 − 92.7imeV (mode
B), 3719.3 − 9.7imeV (mode C), and 3854.7 − 0.7imeV
(mode D). The resonant electric and magnetic field of
the transverse-electric and transverse-magnetic quasigu-
ided modes, respectively, can be seen in Fig. 4. Of course,
the system has an infinite number of resonant states as
well as cut contributions. However, for the given energy
range and polarization, all other resonant states and cuts
are far enough away in the complex k plane, so that their
impact can be reduced to a slowly varying background.
Figure 5 displays the far-field spectra of test system 2,
with transmittance (orange), reflectance (blue), and ab-
sorbance (black). Since the system is nonabsorbing, the
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Figure 3. (color online) Test system 1: Normalized transmit-
tance (orange), reflectance (blue) and absorbance (black) of
a planar symmetric slab of refractive index 2.5 and thickness
50 nm in air at normal incidence (schematic at the top left).
The results have been calculated analytically (dots) and based
on the pole expansion using 301 resonant states (lines). The
electric field distributions (real part) of the resonant states
with index n = 0, 1, 2, 3 are displayed at the top right.
absorbance equals zero and is only shown in order to ver-
ify that the pole expansion of the scattering matrix fulfills
the energy conservation. The filled dots have been cal-
culated by full numerical calculations, whereas the solid
lines are derived by using Eqs. (23) and (29). The non-
resonant background and the influence of other poles and
cuts is taken into account by a cubic fit to the spectra
calculated at four equidistant energy points in the con-
sidered energy range.
Note that the number of points for the full numerical
calculations has been chosen such that the total calcula-
tion time equals that for deriving the resonant states and
carrying out the quadratic fit for the background. Even
though the derivation of the pole expansion is not yet
optimized with respect to calculation time – in contrast
to our full numerical approach, it can be seen that the
full numerical calculations provide much less details than
the pole expansion. This is particularly obvious around
the narrow modes A and D (magnification in top pan-
els), where the full numerical calculations cannot resolve
the behavior of transmittance and reflectance accurately.
Note that the absorbance derived by the pole expansion
is less than 0.7 % over the entire energy range. This value
can be further reduced by making a higher-order fit or by
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Figure 4. (color online) Test system 2: We consider a dielec-
tric one-dimensional periodic grating with period 300 nm and
thickness 50 nm with high-index regions of refractive index
2.5 and width 200 nm embedded in air. For in-plane wavevec-
tor components kx = ky = 0.2 µm−1, the system exhibits
two transverse-electric quasi-guided modes at eigenenergies
of EA = 2676.2− 0.2imeV and EB = 3180.0− 92.7imeV, re-
spectively, and two transverse-magnetic quasi-guided modes
at eigenenergies of EC = 3719.3 − 9.7imeV and ED =
3854.7 − 0.7imeV, respectively. The field plots at the bot-
tom display the real parts of the y components of the nor-
malized electric (modes A and B) and magnetic (modes C
and D) resonant field distribution of these modes in one unit
cell. The material interfaces are indicated by green and white
lines, respectively.
taking more resonances and some cut contributions into
account.
Test system 3 consists of a square array of two gold
wire antennas of 40 nm width and height and 220 nm
length per unit cell, with period 400 nm (see Fig. 6).
The two antennas are vertically displaced with a dis-
tance of 120 nm and rotated by 90◦ with respect to each
other. The surrounding material has a refractive index
of 1.5. The gold permittivity is described by an analyt-
ical model [53]. As shown in Ref. [41], this system is
chiral and exhibits a large circular dichroism as the ab-
sorbance difference for left- and right-handed circularly
polarized light incidence. Note that we are using here the
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Figure 5. (color online) Transmittance (orange), reflectance
(blue), and absorbance (black) of test system 2, derived by
full numerical calculations (dots) and the pole expansion of
the scattering matrix (solid lines) for p-polarized incidence
with kx = ky = 0.2µm−1. The gray triangles on top indi-
cate the resonance energy of the four quasi-guided modes in
that energy range (see Fig. 4). Note that the pole expan-
sion provides an accurate description even around the narrow
modes A and D (magnification in top panels), while the full
numerical calculations cannot properly resolve the resonant
functional behavior on the given equidistant energy grid.
convention of the point of observer for the definition of
the handedness of the light. The circular dichroism orig-
inates in the excitation of the bonding and anti-bonding
combination of the fundamental plasmon modes in the
two wire antennas. Owing to the spatial configuration of
the antennas, these modes can be predominately excited
by incident light of opposite handedness. Furthermore,
they are spectrally shifted. The bonding mode A is lo-
cated for k|| = 0 at 932.3− 91.1imeV, the anti-bonding
mode is at 948.1 − 91.5imeV. The z component of the
corresponding resonant electric field distributions can be
seen in Fig. 6.
While the nonabsorbing test systems 1 and 2 can be
treated by the formulation of the pole expansion de-
scribed in Ref. [34], the third test system is beyond its
scope due to the large Ohmic losses. Its absorbance
reaches values of nearly 40 %, as seen in Fig. 7a. The
far-field spectra are displayed for left-handed circularly
polarized (LCP, dashed lines and squares) and right-
handed circularly polarized (RCP, solid lines and dots)
9-5 0 5
E (µm )z
-3/2
mode A:
932.3-91.1i meV
mode B:
948.1-91.5i meV
d
k
RCP LCP
Figure 6. (color online) Test system 3: Chiral arrangement
of an array of gold wire pairs with period 400 nm in x and y
direction. The wires have a width and height of 40 nm and
are 220 nm long. The vertical distance d between the wire
pairs is 120 nm. The surrounding material has a refractive
index of 1.5. We consider normal incidence, i.e., kx = ky =
0. The two localized plasmon modes that originate in the
hybridization of the fundamental dipolar modes of the single
wires exhibit eigenenergies of EA = 932.3 − 91.1imeV and
EB = 948.1 − 91.5imeV. The field plots on the right display
the real parts of the z components of the normalized resonant
electric field 10 nm below the top wire (top row) and 10 nm
above the bottom wire (bottom row) in one unit cell. Green
solid and dashed lines indicate the location of the upper and
lower antenna, respectively.
plane waves at normal incidence. The pole expansion
(solid and dashed lines) agrees well with the full numer-
ical calculation (dots and squares) and predicts the cir-
cular dichroism correctly (see Fig. 7b).
Note that any contributions to the pole expansion be-
yond modes A and B have been treated in similar way as
in test system 2 by carrying out a quadratic fit to three
equidistant energy points in the range between 700 meV
and 900 meV. Furthermore, the calculation time for de-
riving the selected number of energy points by the full
numerical calculations roughly equals the time for deriv-
ing the two modes and the quadratic fit. As in the case
of test system 2, it is obvious that the pole expansion
provides much more details than the full numerical re-
sults within the same calculation time. This is due to
the fact that the pole expansion of the scattering ma-
trix in Eq. (23) has an explicit analytic dependence on
wavenumber, so that once all relevant resonant states in
the wavenumber range of interest are calculated and pro-
jected onto the basis functions in free space, the scatter-
ing matrix becomes immediately available in the whole
wavenumber range.
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Figure 7. (color online) (a) Transmittance (orange), re-
flectance (blue), and absorbance (black) of test system 3, de-
rived by full numerical calculations (symbols) and the pole
expansion of the scattering matrix (lines) at normal incidence.
Solid lines and dots correspond to right-handed circular po-
larized (RCP) light, whereas dashed lines and squares denote
the results for left-handed circularly polarized (LCP) light.
(b) Circular dichroism as the absorbance difference for inci-
dent light with left- and right-handed circular polarization,
respectively. The gray triangles on top indicate the resonance
energy of the two localized plasmon modes in that energy
range (see Fig. 6).
IX. CONCLUSION
We have developed a formulation of the pole expan-
sion of the scattering matrix that allows for deriving the
residues of the pole contributions solely from the resonant
states. The accuracy and efficiency of the formulation is
demonstrated for three test systems, where the pole ex-
pansion is compared with exact analytical and numerical
results. The pole expansion agrees well with the exact
results and provides much more details of the far-field
spectra for the same computational time, owing to the
analytic wavenumber dependence. This is particularly
useful for optimizing certain geometries in order to ob-
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tain desired far-field properties. Moreover, the artificial
frequency discretization used in conventional frequency-
domain solvers is replaced by a natural discretization
in terms of the physically meaningfull resonant states,
which can provide intuitive insights into the underlying
physical mechanisms.
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Appendix A: Single particles
In the case of single particles in three-dimensional
space, the minimal convex volume has to be chosen as a
sphere. On a unit sphere, the vector spherical harmonics
Ylm, Ψlm, and Φlm are forming a complete orthogonal
basis [54], with
Ylm = eˆrYlm, Ψlm = r∇Ylm, Φlm = r×∇Ylm,
(A1)
where Ylm are scalar orthonormal spherical harmonics,
r = |r|, and eˆr is the unit vector in the radial direction.
The vector spherical harmonics obey the orthogonality
relations ∮
Ω
dΩ Y∗l′m′ ·Ylm = δl,l′δm,m′ , (A2)∮
Ω
dΩ Ψ∗l′m′ ·Ψlm = l(l + 1)δl,l′δm,m′ , (A3)∮
Ω
dΩ Φ∗l′m′ ·Φlm = l(l + 1)δl,l′δm,m′ , (A4)
and
0 =
∮
Ω
dΩ Y∗l′m′ ·Ψlm
=
∮
Ω
dΩ Y∗l′m′ ·Φlm
=
∮
Ω
dΩ Ψ∗l′m′ ·Φlm.
(A5)
Here, dΩ is the differential of the solid angle Ω, and the
integration is carried out over the whole unit sphere. Fur-
thermore,
Y∗lm = (−1)mYl,−m, (A6)
Ψ∗lm = (−1)mΨl,−m, (A7)
Φ∗lm = (−1)mΦl,−m. (A8)
As in the case of plane waves, the spherical-wave so-
lutions of Maxwell’s equations have two orthogonal po-
larizations in homogeneous and isotropic space, labeled
transverse-electric (TE) and transverse-magnetic (TM).
In this case, transverse-electric and transverse-magnetic
means the absence of a radial electric or magnetic field
component, respectively. The role of the components of
the index vector N is taken by the two polarizations, the
azimuthal quantum number m and the polar number l of
the vector spherical harmonics. The basis functions are
given by [55]
ETE,lm(r; k) =
Nlfl(kr)√
l(l + 1)
Φlm(Ω), (A9)
HTE,lm(r; k) =
−iNl
Zsk
√
l(l + 1)
∇× fl(kr)Φlm(Ω),
(A10)
ETM,lm(r; k) =
Nl
k
√
l(l + 1)
∇× fl(kr)Φlm(Ω), (A11)
HTM,lm(r; k) =
−iNlfl(kr)
Zs
√
l(l + 1)
Φlm(Ω), (A12)
where fl is the radial dependence, which is given by
spherical Bessel and Neumann functions jl and nl, re-
spectively, or by outgoing and incoming spherical Hankel
functions h
(+)
l = jl + inl and h
(−)
l = jl − inl, respec-
tively. In addition, Nl is the normalization constant that
is determined by Eq. (20), and Zs is the impedance of
the surrounding homogeneous and isotropic space, while
k is here the wavenumber in the surrounding medium.
Note that the angular dependence of Eqs. (A9) to (A12)
is solely given by the vector spherical harmonics, because
∇× flΦlm = −1
r
[
l(l + 1)flYlm +
∂rfl
∂r
Ψlm
]
. (A13)
While the orthogonality relations of the vector spher-
ical harmonics given by Eqs. (A2) to (A5) contain com-
plex conjugation, the complex conjugation is replaced by
a reciprocal conjugation in Eqs. (20) and (21). In order
to use the orthogonality properties of the vector spherical
harmonics, we chose
FRp,lm(r; k) = (−1)mFp,l,−m(r; k), (A14)
where Fp,l,−m is the supervector consisting of the electric
and magnetic fields given by Eqs. (A9) to (A12). Thus,
by using Eq. (A13) as well as
eˆr · (Φ∗l′m′ ×Ylm) = 0, (A15)
eˆr · (Φ∗l′m′ ×Ψlm) = −Ψ∗l′m′ ·Ψlm, (A16)
we obtain after some algebra that
i
∮
Ω
dΩ eˆr ·
(
E˜Rp′,l′m′ ×Hp,lm
)
=
=
N2l
Zs
δl,l′δm,m′δp,p′
{
f˜l
kr
∂rfl
∂r for p = TE,
−fl
kr
∂rf˜l
∂r for p = TM,
(A17)
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where the tilde indicates that the first field might have a
different radial dependence than the second field.
Let us now define the outgoing and incoming fields
Op,lm and Ip,lm, respectively, such that their radial de-
pendence is given by the outgoing and incoming spheri-
cal Hankel functions. Thus, the anti-symmetric form of
Eq. (9) results in Eq. (21) for identical Hankel functions.
For pairs of fields with incoming and outgoing Hankel
functions, respectively, it is proportional to the Wron-
skian
W [h
(+)
l , h
(−)
l ] = h
(+)
l
∂h
(−)
l
∂x
− h(−)l
∂h
(+)
l
∂x
=
−2i
x2
, (A18)
with x denoting the argument of the spherical Hankel
functions, which yields Eq. (20) for a spherical volume of
radius R, provided that
Nl =
√
−Zs
R2W [h
(+)
l (kR), h
(−)
l (kR)]
= k
√
Zs
2i
. (A19)
We note that the background field FBG that fulfills
Eq. (14) is understood to be without singularities. Thus,
the radial dependence of the background field must be
given by a spherical Bessel function jl. This means
that the superposition of incoming and outgoing fields
Ip,lm and Op,lm removes the diverging contribution of the
spherical Hankel function.
For single particles, the reciprocal conjugate FRn can
be deduced from Fn by going from azimuthal order m to
−m. The analytical normalization of the resonant states
in Eq. (13) can be simplified by using [26]
F′n =
1
kn
(r · ∇)Fn. (A20)
Appendix B: Orthogonality of plane waves
We show here how to derive the reciprocal conjugate
basis functions for the plane waves defined in Eqs. (31)
and (32) that fulfill the orthonormality relations given by
Eqs. (20) and (21). First, note that∫
Su
dxdy ψ
t/b
−K′,±(r; k)ψ
t/b
K,±(r; k) = δK,K′ , (B1)
from which we identify that the reciprocal conjugate basis
functions are solutions for the opposite in-plane momen-
tum −K.
Next, we consider cross products of electric and mag-
netic components for reciprocal conjugate pairs of basis
functions for the same polarization (s or p):
Eˆ
t/b
s,−K,d′ × Hˆt/bs,K,d =
1
kt/b
 −Kx−Ky
−sdκt/bK
 , (B2)
Eˆ
t/b
p,−K,d′ × Hˆt/bp,K,d =
1
kt/b
 sdsd′Kxsdsd′Ky
−sdκt/bK
 . (B3)
Here, d, d′ = ±, with s± = ±1, which specifies the di-
rection of propagation or decay. Note that for different
polarizations and the same K, the cross products of the
electric and magnetic components vanishes. Therefore,
nˆz ·
(
Eˆ
t/b
p′,−K,d′ × Hˆt/bp,K,d
)
= ±κ
t/b
K
kt/b
δp,p′ . (B4)
In the case that the magnetic field corresponds to an out-
going (or decaying) field, the sign on the right hand side
of Eq. (B4) is negative. Otherwise, the sign is positive.
Hence, for reciprocal pairs of basis functions with identi-
cal outgoing or incoming boundary conditions, the anti-
symmetric form of Eq. (9) results in a cancelation of the
integrands, which provides Eq. (21). For pairs with dif-
ferent boundary conditions, the sign change in Eq. (B4)
prohibits the cancelation, resulting in
[It/bp′,−K′ |Ot/bp,K]T/B = N t/bK N t/b−K
2κ
t/b
K
iZt/bkt/b
δp′,pδK′,K.
(B5)
Since none of the quantities in the fraction on the right
hand side depends on the sign of K, we can define
N
t/b
−K = N
t/b
K . Hence, equations (39) and (42) provide
the orthonormality condition required in Eq. (20).
Appendix C: Normalization of resonant states in
planar periodic systems
Based on the plane wave expansion of the resonant
states in the exterior, it is possible to derive the sur-
face contribution in the normalization condition given by
Eq. (13). The analytical continuation of the fields in the
top and bottom half space is given by
Ft/bn (r; k) =
∑
p,K
α
t/b
n,p,KO
t/b
p,K(r; k), (C1)(
Ft/bn
)R
(r; k) =
∑
p,K
(
α
t/b
n,p,K
)R (
Ot/bp,K
)R
(r; k), (C2)
where the expansion coefficients α
t/b
n,p,K and (α
t/b
n,p,K)
R are
calculated at the top and bottom surface of the minimal
convex volume V . Owing to the periodicity, the surface
integrals to adjacent unit cells in Eq. (13) cancel out. For
the remaining surface integrals at the top and bottom of
the normalization volume VN, we obtain:[ (
Ft/bn
)R ∣∣∣ (Ft/bn )′ ]
TN/BN
=
=
∑
p,K
α
t/b
n,p,K
(
α
t/b
n,p,K
)R [ (
Ot/bp,K
)R ∣∣∣ (Ot/bp,K)′ ]
TN/BN
.
(C3)
The surface integral on the right hand side depends on
the polarization, because either the electric or the mag-
netic polarization vectors, equations (36) and (37), de-
pend on k, while their counterparts Eqs. (35) and (38)
12
vanish after differentiation with respect to k. After some
algebra, we end up with
[ (
Ot/bp,K
)R ∣∣∣ (Ot/bp,K)′ ]
TN/BN
= ±1
2
∂n
t/b
p,K
∂k
∣∣∣∣∣
kn
e2iκ
t/b
K ∆z
t/b
N ,
(C4)
where the positive sign has to be taken for s polarization,
while the minus sign corresponds to p polarization, and
∆z
t/b
N is the distance between the top and bottom planes
of the minimal convex volume V and the normalization
volume VN. This results in the normalization of the reso-
nant states for planar periodic systems given by Eqs. (43)
to (48). Equating the explicit form of the derivatives of
the terms n
t/b
p,K defined in Eqs. (47) and (48) yields
∂n
t/b
s,K
∂k
∣∣∣∣∣
kn
=
[
|K|
κ
t/b
K (kn)
]2
1
k
t/b
n
∂kt/b
∂k
∣∣∣∣
kn
− 1
Zt/b(kn)
∂Zt/b
∂k
∣∣∣∣
kn
,
(C5)
∂n
t/b
p,K
∂k
∣∣∣∣∣
kn
=
[
|K|
κ
t/b
K (kn)
]2
1
k
t/b
n
∂kt/b
∂k
∣∣∣∣
kn
+
1
Zt/b(kn)
∂Zt/b
∂k
∣∣∣∣
kn
.
(C6)
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