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a b s t r a c t
This research focuses on performing multiphase solid/liquid/gas CFD simulations of a
UASB reactor in order to obtain a validated model that provides a clearer understanding
of the hydrodynamic behaviour of the three phases in UASB reactors. Eulerian–Eulerian,
laminar, three-dimensional, multiphase simulations are carried out using Fluent 16.2.
The liquid phase velocity and flow profile are validated through PIV experiments. A liquid
mean velocity difference of 8.45% is found between the experimental and numerical
results, thus validating the CFD model. Shadowgraphy is applied successfully to validate
the biogas phase velocity and bubble size. Based on the hydrodynamic analysis results,
the reactor can be divided into four regions, according to its mixing conditions. For the
flow rates studied, minimal solids washout is observed. In the present research, only
0.02% of the volume are dead zones within the reactor, which indicates good mixing
conditions. The reactor shows a recirculation stream at the centre that has an important
role in relation to the mixing conditions. The validated model can be used for further
studies on the optimisation of UASB reactors.
© 2020 Elsevier Ltd. All rights reserved.
1. Introduction
Upflow anaerobic sludge blanket (UASB) reactors emerged in the late 1970s as an efficient low-cost method capable
of treating a wide range of industrial and domestic wastewater [1–4]. Studies have demonstrated its ability to treat
high-organic-load wastewaters, such as sugarcane vinasse [5,6].
A UASB reactor comprises of a sludge bed, a sludge blanket and a three-phase separator as illustrated in Fig. 1. As
there is continuous three-phase flow (i.e. solid, liquid and gas) in a UASB reactor, the fluid dynamic behaviour is complex.
Physical and numerical models are two primary methods of evaluating fluid dynamic behaviour in UASB reactors. In
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Fig. 1. Schematic of a UASB reactor.
UASB reactors, there is a close relationship between the anaerobic processes and the fluid dynamics of the reactor as the
anaerobic reactions (mass transfer) are linked to the contact between the effluent (liquid phase) and the granules (solid
phase). Therefore, improvements in the fluid dynamic behaviour, such as the reduction of dead zones and preferential
paths combined with better mixing conditions, will lead to improved treatment performance [7]. While bench-top physical
models are often used to evaluate larger full-scale physical models, Batstone et al. (2005) found major differences in the
hydraulic behaviour between laboratory-scale and full-scale reactors [8]. In fact, they stated that ‘‘it is very perilous to
make any performance-based projections from laboratory scale systems to full-scale UASB systems’’.
Numerical models may be used to evaluate complex fluid dynamic behaviour. The literature shows a considerable
number of studies focusing on the use of computational fluid dynamics (CFD) applied to anaerobic digesters using single-
phase or two-phase models [9–12]. Very few theoretical studies are reported in the literature on three-phase CFD models
for UASB reactors.
Wu (2013) performed a critical review of the state-of-the-art of CFD employed to model bioreactors and documented
the CFD development in the six main types of reactors [13]. He found two such studies for UASB reactors, namely Ren
et al. (2009) and Lima et al. (2011) [14,15]. Ren et al. (2009) adopted an increasing-sized continuous stirred tank reactors
(CSTR) model to describe the hydrodynamics of a UASB reactor. They also developed a CFD model to visualise the phase
holdup and to explore their flow patterns. The authors found that the CFD model results were comparable with those of
the increasing-sized CSTRs (ISC) model predictions in terms of the flow patterns and dead zone fractions [14]. Chen et al.
(2015) found that the multi-CSTR model failed to predict the experimental data trend during the descending phase [16].
Lima et al. (2011) developed a two-dimensional (2-D), steady-state, three-phase CFD model to simulate the pressure,
velocity and volume fraction distribution of each phase in the sludge blanket and the three-phase separator but excluded
the sludge bed [15]. In addition, Ruttithiwapanich et al. (2013) developed a three-phase CFD model focusing on the lower
section of a UASB reactor so as to ascertain the cause of granular sludge washout. The CFD model was validated with
experimental data from a two-phase (solid–liquid) reactor [17].
Wu (2013) concluded from his state-of-the-art review of CFD and bioreactors that there is a requirement for significant
contributions in bioenergy development using CFD techniques [13]. Samstag et al. (2016), in their overview of CFD
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for wastewater treatment, found that there was little work completed on the analysis of sludge blankets for primary
sedimentation. They recommended that three-dimensional (3-D) CFD models, comprising the entire reactor domain
should be considered in future work [18]. Daud et al. (2018) concluded that ‘‘. . .modelling of UASB reactors for performance
evaluation will be very useful in directing future research on UASB systems for direct treatment of wastewater’’ [19].
In response to this need, the present work aims to develop a three-phase (wastewater, biogas bubbles and sludge
granules) 3-D CFD model of the entire UASB reactor domain (including the sludge bed, the sludge blanket and the three-
phase separator). A laboratory-scale UASB reactor comprising of three-phase flow (solid–liquid–gas) is used to calibrate
and validate the CFD model. The fluid dynamic behaviour is investigated using particle image velocimetry (PIV) and
shadowgraphy. It is envisaged that the three-phase, 3-D CFD model of the entire UASB reactor domain developed in
this study will aid in the optimisation and scale-up of UASB reactors. The novelty of this work is the development of a
three-dimensional, three-phase CFD model to predict the flow in an upflow anaerobic sludge blanket reactor used for
treating wastewater and the calibration and validation against data from three-phase PIV experiments.
2. Methods
2.1. Numerical model
The 3-D flowfield in a UASB reactor is simulated by adopting a transient, laminar, isothermal and Eulerian–Eulerian
(E-E) approach. In the Eulerian–Lagrangian (E-L) approach, the mass and momentum equations are solved separately
for each particle and therefore the number of equations is proportional to the number of particles. In comparison, the
E-E model deals with the phases as interpenetrating continuous phases in a control volume. In this approach, the space
occupied by each phase is represented by the phasic volume fraction (αi), and the mass and momentum conservation laws
are satisfied for each phase in a defined control volume. In cases where the dispersed phase volumetric fraction is high,
the E-E approach requires a lower computational effort when compared to the E-L approach, as the number of equations
is not proportional to the number of particles. The primary assumptions include the following:
• Liquid is defined as the continuous phase while the solid and gas are taken as the two dispersed phases;
• The process is isothermal, so the heat transfer among the phases is neglected; and
• Mass transfer between the phases is neglected.

















+ (F⃗q + F⃗int ) (1)
F⃗int = F⃗D,q (2)
As already stated, multiphase flows are complex and computationally demanding. Thus, some simplifications are made
based on previous research from the literature. Concerning the interfacial forces for the type of flow studied in this
research, previous authors mention that the main force responsible for the interfacial momentum exchange is the drag
















where the Reynolds number of the particle (Rep) is defined by:
Rep =
ρlds |v⃗s − v⃗l|
µl
(5)
According to Lahiri and Ghanta (2010) [25], the Gidaspow et al. (1992) model [24] is recommended for dense fluidised
beds and is chosen due to the expected behaviour of the solids bed.
The model proposed by Schiller and Naumann (1933) [26] and presented in Eq. (6), is used to determine the drag









0.44 Re > 1000
(6)
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The Schiller and Naumann (1933) model is also used to estimate the drag force coefficient between the gas and solid
phases(CD,gs), as proposed by both Yu et al. (2013) and Azargoshasb et al. (2015) [27,28].
The anaerobic granules constitute the solid phase in UASB reactors. They are formed during the granulation process
and can have different shapes and sizes. As a solely hydrodynamic model is assessed, the physical characteristics of the
material used in the experimental validation (polystyrene granules) are assumed for the solid phase. Spheres with a
diameter (d) of 2 mm and density (ρ) of 1050 kg/m3 are simulated as the solid phase.
The solid phase is modelled using the kinetic theory of granular flow (KTGF) [29]. This theory predicts the particle–
particle collisions and the energy dissipation caused by the collisions, in E-E models [30]. It is an extension of the classical
kinetic theory of gases but applied to granular flows [31]. The fluctuation energy of particles in this theory is described





where us represents the fluctuating particle velocity.
It is not expected that the solid bed would present significant fluidisation, therefore particle–particle collisions are
not expected to play a major role in the flow. To eliminate convergence and instability problems in the modelling, the
granular viscosity and the granular bulk viscosity models are neglected. The partial differential equation model [29] is
used to estimate the granular temperature and its activation reduced the time to convergence. A sludge bed 0.63 m high
with a volumetric fraction of solids equal to 0.6 is employed.
The gas-phase is defined as biogas, which is formed by a mixture of approximately 35% of Carbon Dioxide (CO2) and
65% of methane (CH4). The properties used for the gas phase are: density (ρ) of 0.8578 kg/m3 and dynamic viscosity (µ)
of 1.1984 × 105 kg/m s.
In UASB reactors, very small gas bubbles are produced in and on sludge particles and are related to the conversion of
organic load in biogas [33,34]. Most of the biogas is produced in the lower-middle part of the sludge bed, where the major
part of COD is assimilated. However, very small biogas bubbles do not have enough buoyancy to move upwards through
the sludge bed, so they coalesce and grow. According to Narnoli and Mehrotra (1997), large bubbles with a diameter
between 1 to 4 mm are released from the bed [34]. In this study, the nucleation and the coalescence effects are neglected
for two reasons:
• The reactor used for the experimental validation simulates only the hydrodynamic conditions of a UASB reactor,
thus there is no gas generation in this small-scale UASB reactor configuration, so a sparger directly generates the
gas bubbles.
• The bubble size and velocity at various heights in the reactor are measured. The results show that there is no bubble
coalescence.
The results showed that for the gas and liquid flow rates used in the present research the dispersed bubble regime is
observed, and no bubble coalescence is observed along the reactor. The mean diameter of the bubbles generated in this
gas/liquid condition is 1.64 mm. Lima et al. (2011) used bubbles of 3 mm in diameter [15] while Ruttithiwapanich et al.
(2013) used a bubble diameter of 1 mm [17]. Taking the aforementioned into account, a bubble size of 2 mm for the
numerical simulations is employed. The continuous phase is simulated using the characteristics of water, thus a density
of 998.2 kg/m3 and a dynamic viscosity of 1.003 × 10−3 kg/m s are assumed. A temperature of 293.15 K and a pressure
of 1 atm are assumed for the three phases when defining their properties. Table 1 presents the boundary conditions used
for the simulation.
The outlet pressure in the reactor (Pstat ) is assumed to be zero and a reference operating pressure (Pref ) of 101,325 Pa
is defined on the software, in this way the absolute pressure (Pabs) corresponds to the atmospheric pressure at the outlet
boundary condition, following the equation:
Pabs = Pstat + Pref (9)
For the numerical solution of the equations, the phase coupled SIMPLE algorithm is used in the pressure–velocity
coupling. The Green–Gauss node based scheme is used to compute the gradients. This method applies the Green–Gauss
theorem, which states that the gradient of a certain scalar quantity over a control volume is equal to the sum of the surface
fluxes. The node-based approach is known to be more accurate than the cell-based approach. Therefore, it is selected, even
though it is more expensive to compute [35]. For the spatial discretisation, the face values of a scalar are required for the
convection term. However, Ansys Fluent stores discrete values of scalars at the cell centres by default. For this reason,
the face values must be interpolated from the cell centre values. For this interpolation, the upwind scheme (meaning that
the face value is derived from the quantities in the cell upstream, relative to the flow velocity) needs to be used [20].
For the momentum discretisation, a second-order upwind scheme is used so as to provide a higher order of accuracy for
the velocities. The second order upwind scheme for the volume fraction is not available on the software. As a hexahedral
mesh is being solved, the QUICK Scheme is used. This scheme is based on a weighted average of second-order upwind
and central interpolations of the variable and allows for second-order accuracy [20]. Although second-order schemes lead
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Table 1
Boundary conditions.
Boundary Type Value Unit
Liquid inlet Velocity inlet 0.00711 m/s
Liquid outlet Pressure outlet 0 Pa
Gas outlet Degassing – –
Gas inlet Velocity inlet 0.00112 m/s
Symmetry Symmetry – –
Walls No slipping – –
Fig. 2. UASB reactor used in the simulations (a) Reactor design and volume control chosen for the simulations (b) Details showing the
designed/experimental water distribution system (c) 528,000 element mesh (d) Detail showing simulated gas and liquid inlets.
to more accurate results, they cause instabilities when solving the solid phase of the problem. Therefore, the first order
upwind solver is used to solve the granular temperature.
A fixed time-stepping method is used in the simulations. A time step of 0.02 s is used to reach a steady-state condition,
and a time step of 0.0001 s is used at the convergence, with a maximum of 25 iterations per time step. The solution is
assumed to have converged when residuals of 10−4 are reached. In addition, specific monitors (such as velocity and volume
fraction for each phase and at several locations) are created to assess the convergence. The simulation is performed for a
period of 235 s. Unsteady statistics for the flow, such as velocities, pressure and volume fraction, are collected between
100 s and 235 s for this study.
A small-scale UASB reactor configuration, designed to treat vinasse (wastewater from the sugar alcohol industry), is
used for this study. The volume control is designed to include the region of the reactor between the base and the end of
the gas deflector (entrance of the gas collector), as shown in Fig. 2a.
For the simulations, the gas entered the reactor through concentric rings (surfaces) placed at the base of the reactor
(Fig. 2d). This form of gas distribution is selected based on the research of Bastiani et al. (2016) [36]. The gas distribution
system is placed at the base of the reactor so the gas would have a better spatial distribution over the reactor. The liquid
enters the reactor through surfaces, placed at the same points where the liquid distribution system is located in the
experimental reactor (Fig. 2d). The liquid is fed into the reactor using an umbrella system, which consists of eight pipes
that direct the flow towards the base (Fig. 2b), to improve the mixing conditions. The liquid and gas inlet and the outlet
regions are presented in Fig. 2d.
2.2. Meshing and mesh Independence study
The Standard for Verification and Validation in Computational Fluid Dynamics and Heat Transfer (2009) is followed
for the mesh independence study [37]. As suggested by the standard, the method proposed by Roache (1994) called Grid
Convergence Index (GCI) analysis is used for the grid independence studies [38].
In order to perform the GCI analysis, three different meshes are generated using the blocking strategy in the software
ICEM CFD. Mesh 1 comprises 1,035,064 elements, mesh 2 comprises 528,000 elements and mesh 3 comprises 248,720
elements. The ratio (rr ) between mesh 1 and mesh 2 is 2.12 while the ratio between mesh 2 and mesh 3 is 1.96. Two
performance parameters (f ) are selected for the GCI analysis: the volume-averaged upflow velocity for the gas and the
averaged gas volumetric fraction within the reactor. The method developed by Roache (1994) and used by Craig et al.
(2013) is then applied to estimate the asymptotic range [10,38]. The asymptotic range of convergence is reached, and
thus the result is grid-independent when:
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Table 2
Results for the Grid Convergence Index.
fh=0 f1 f2 f3 p GCI12 GCI23 Asymptotic rangea
Average gas upflow velocity (m/s) 0.3552 0.2688 0.2478 0.2739 −0.314 −0.402 −0.542 1.085
Average gas volumetric fraction 8.54 · 10−4 5.59 · 10−4 5.37 · 10−4 5.61 · 10−4 0.104 0.659 0.738 1.041
aAsymptotic range: GCI23/(rpr × GCI12) ≈ 1.





The GCI is then calculated for each mesh using the results for the performance parameters from the simulations. The
results for the mesh independence study are summarised in Table 2.
It can be seen from the results that the selected meshes are in the asymptotic range. The results for the performance
parameters between meshes 1 and 2 showed a maximum difference of 8%. The computational time required for
convergence is much smaller for Mesh 2 but with very similar results. Taking into account a balance between accuracy and
the computational costs involved in the simulation mesh 2 with 528,000 elements (Fig. 2c) is chosen for the simulations.
2.3. Experimental validation
2.3.1. Particle image velocimetry (PIV) and shadowgraphy set-up
To validate the CFD model, a PIV system is used to collect data on the liquid flow inside a small-scale UASB reactor. The
objective of the PIV experiment is to determine the instantaneous velocity vector field of the flow as well as the average
velocities for specific locations.
The PIV technique involves injecting tracer particles into a flow and firing two laser pulses with a short time gap
between them. Charge-coupled device (CCD) cameras then capture the displacement of the particle between the laser
pulses. DaVis software (ver. 8.8.2) is used to process and analyse the images. After processing, the images reveal the
information about the flow observed, such as flow profiles and velocities. For this research, a stereoscopic PIV (LaVision)
is employed. The system consists of a Quantel Double-Pulsed Nd:YAG EverGreen EVG 00200 laser, with a wavelength of
532 nm and two ImagerProSX 5M CCD Cameras with Nikon lenses. Fluorescent 20–50 µm tracer particles are used for
the experiments. The presence of gas bubbles can cause laser light scattering, which can damage the cameras. To avoid
possible damage to the cameras 540 nm cut-off filters are used in the cameras. Additionally, a cylindrical lens is coupled
in the laser, thus generating a laser cone that reduces laser light scattering. Fig. 3 illustrates the PIV system configuration
and the UASB reactor used for the experiments.
The PIV cameras and the laser head are positioned in vertical aluminium rails to reach the reactor height. The image
collecting procedure is divided into five vertical sections because the cameras’ fields-of-view are much smaller than the
reactor height. The images are captured at a longitudinal plane in the centre of the UASB reactor. In general, the higher
the number of images captured, the more accurate the results for the average vector fields. In this work, 500 images
for each vertical section are captured, corresponding to a total of 83 s of flow images. These images are used to obtain
time-averaged results for the flow.
Every image consists of four frames. One frame for each laser pulse for each camera. The software calculates the particle
displacement between the two laser pulses and correlates the two cameras’ frames to produce an instantaneous vector
field of the flow.
After the liquid flow analysis, the PIV system is rearranged to a shadowgraphy system (as illustrated in Fig. 4) to gather
data on the bubble size and the velocity of the gas phase. For these experiments, no tracer is fed into the reactor, and the
same hardware and software previously used for the PIV experiments are applied. Shadowgraphy consists of a technique
where a pulsed backlight illumination (a dispersed laser light obtained using a laser diffuser), aligned with a camera,
illuminates a specific region of the flow in two different moments, thus projecting the ‘‘shadow’’ of the bubbles, which
are then captured by the camera. The software then calculates the displacement of the bubble between the two images
and generates information about the bubble velocity, and bubble size.
In this study, the shadowgraphy analysis is performed at 13 regions over the reactor height, and for each region, 200
images are collected for a period of 33.3 s. The software calculates the time-averaged bubble size and velocity for each
section and the results are then tabulated.
2.3.2. Small scale UASB reactor
A small-scale UASB reactor built in polymethylmethacrylate (PMMA) is used for the experimental tests. The transparent
material is used to build the reactor in order to allow the internal flow visualisation, and thus the use of the PIV and
Shadowgraphy techniques. The reactor is 2.12 m high with a diameter of 0.3 m, and a useable volume of 140 L. As the
PIV laser could suffer refraction when crossing a curved wall, a hexahedral vessel is built, also in PMMA, and the reactor
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Fig. 3. PIV configuration and UASB reactor.
Fig. 4. Shadowgraphy configuration and UASB reactor.
is placed inside it. The volume between the reactor and the vessel is filled with tap water. The liquid inlet consists of a
distributor with eight pipes, placed at the base of the reactor, following the previous work of Maurina et al. (2014) [39].
To allow the application of PIV for analysing the flow, tap water, compressed air and a transparent polymer (polystyrene)
are selected to experimentally simulate the three phases inside the reactor. The water flow is controlled using a hydraulic
pump manufactured by Netzsch together with a frequency inverter (Weg – CFW 10). A flow of 6.42 L/h is used for the
liquid.
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Fig. 5. Detail of the configuration at the base of the reactor with the sludge bed (a) Reactor configuration (b) Detail of the gas sparger.
Polystyrene (PS) is selected to simulate the sludge granules inside the UASB reactor, because its characteristics are
similar to that of anaerobic reactor granules. The material choice is based on the characterisation of anaerobic sludge
granules. A particle analyser HORIBA, model Partica LA-950-A is used to analyse the size distribution of granules from an
UASB reactor, treating wastewater from the food industry. A weighted average granule diameter of 1.55 mm is obtained.
To estimate the density of the granules, the method described by the ‘‘Standard Methods for the Examination of Water and
Wastewater’’ is used [40]. A mean granule density of 1050 kg/m3 is obtained. According to the information provided by
the manufacturer (Videolar), the PS density is 1050 kg/m3. The particle analyser is used to estimate the PS mean diameter
and the results showed a diameter of 2 mm.
It is important to have a transparent flow field at the region to be studied when performing PIV experiments.
Consequently, it is not possible to generate the gas inside the reactor. Air is injected at the end of the sludge bed through
a gas sparger system, aiming to mimic the gas phase in the UASB reactor. The compressed air is used to represent the
biogas generated. Initial experiments showed that injecting the gas at the base of the reactor would cause the bubbles to
coalesce and be released from the sludge bed with a size much bigger than the biogas bubbles. In this context, the air is
injected through four concentric rings, positioned at the end of the sludge bed as shown in Fig. 5a, and b. These conditions
are established to have a greater similarity between numerical and experimental models. An Applitech rotameter (model
1900) is combined with a differential pressure controller to control the airflow. A constant flow of 0.041 Nm3/h is used
in the experiments.
3. Single-phase and two-phase solver validation
To validate the solver, a single-phase simulation is performed using only water as the fluid. The results are then
compared with analytical results calculated from:












where Vmax is the maximum velocity, Vm the mean velocity, A represents the superficial area of the reactor cross-section,
Vr is the velocity at a radius r and R is the reactor radius. The results for the single-phase flow are in good agreement. The
difference in mean velocity between analytical and numerical results are in the order of 3%. For the maximum velocity,
there is no difference between the results.
The next validation stage comprises of the validation of the two-phase solver by using gas/liquid steady-state
simulations, with a gas volumetric fraction of 1 × 10−6 at the inlet. It is expected that in the presence of a low gas
volumetric fraction, the model should report results similar to the single-phase simulations.
A mean upflow velocity of 2.50783 × 10−5 m/s is found, which is a result 2.3% higher than the single-phase simulated
result. For the maximum velocity, a greater difference is found, thus the simulated velocity of 5.52304 × 10−5 m/s is 9.3%
higher than the single-phase simulation result. The Reynolds number for the higher velocity is calculated and a Re of 16
is found, resulting in a laminar flow.
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Fig. 6. Velocity profiles for the liquid phase as a function of the radius of the reactor.
The profile of the upflow velocity as a function of the radius for the three situations can be visualised in Fig. 6. Single-
phase analytical and numerical simulations show the same velocity profile. Even though the two-phase velocity profile
shows a good agreement with the single-phase simulations at the centre of the reactor some differences can be observed
in the gas/liquid simulation for the highest velocities. As the results are in good agreement, the CFD model is deemed
validated for the present work.
4. Comparisons of measured and modelled data
4.1. Qualitative comparison of measured and modelled velocity profiles
When comparing predicted velocity profiles generated by a CFD model to actual velocity profiles, it is useful to compare
the general characteristics qualitatively.
Images of the measured and modelled velocity profiles are captured at a 1.0 m high and 0.2 m width vertical plane
located at the centre of the reactor as presented in Fig. 7. It can be observed in both cases that the flow is mainly moving
downwards, which is a result of the creation of an internal recirculation stream inside the reactor.
A visible flow asymmetry on the liquid velocity profiles can be observed, both on the measured and modelled due to
the multiphase system.
4.2. Quantitative comparison of measured and modelled parameters
A number of key parameters were identified to assess the overall CFD model performance, including the:
• liquid upflow velocity, which is directly related to the hydraulic residence time (HRT);
• Reynolds number;
• gas bubble diameter which indicates if there is any bubble coalescence in the reactor; and
• gas bubble velocity.
The liquid upflow velocity is directly related to the HRT and to the height of the reactor (H) (as shown in Eq. (15)) and





The upflow velocity is also related to the sludge washout in UASB reactors; a high upflow velocity causes excess solids
(biomass) to be carried out from the top of the reactor.
The Reynolds number indicates which model should be chosen for the simulation (laminar or turbulent approach) and
gives information on the type of flow that is present in the reactor. It is a parameter commonly used in the scale-up or
scale-down of reactors, as it is a dimensionless number.
The bubble diameter helps in understanding the type of gas/liquid flow that is present in the reactor. The lack of
increase in diameter along the reactor height would indicate that there is no bubble coalescence and a possible dispersed
bubble regime exists.
It is also possible to measure the bubble velocity, which is directly related to the bubble size. The velocity of the gas
also has a direct impact on the liquid velocity and can drive internal recirculation, reducing the percentage of stagnant
zones. In reactor engineering, the amount of stagnant zones defines the quality of the mixture in a reactor. The lower the
percentage of stagnant zones, the better heat and mass transfer in a reactor.
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Fig. 7. Comparison of measured and modelled velocity profiles at an XY plane located at the centre of the reactor.
Table 3
Comparison between measured and modelled parameters.
Parameter Measured Modelled Difference
Range of liquid up-low velocity (m/s) 0.0 to 0.080 0.0 to 0.062 –
Average liquid upflow velocity (m/s) −0.0201 −0.0218 8.5%
Reynolds number 6001 6508 8.4%
Gas bubble diameter (mm) 1.9 2.0 5.3%
Gas bubble velocity (m/s) 0.18 0.17 5.6%
The time-averaged velocity in the vertical direction i.e. the y-coordinate (v⃗y) is used for the liquid upflow velocity
validation. In the PIV experiments this velocity (v⃗y) is calculated using the DaVis software through the time-averaged
velocities of the seed particles present in the flow, for a period of 83 s. Due to experimental limitations, the aforementioned
velocities are calculated at an XY plane located at the centre of the reactor (longitudinal section), with dimensions of
1.0 m in height and 0.2 m in length. They are then compared with CFD results for a plane placed at the same location
where the experiments are performed. The CFD results are obtained using the mean of the time-averaged results at the
given plane. As Table 3 shows, at the aforementioned plane, the difference for the upflow velocity is approximately 8.5%.
The differences between the model and the experiments can be explained by the errors of the equipment used in the
measurement of the liquid flow rate, as well as the simplifications assumed for the model. For example, one can see that
the Reynolds number for the three-phase flow (Re = 6509) is much higher than the Reynolds number for the single-phase
flow used in the initial validation (Re = 16). Therefore, it is possible to say that a more accurate solution could be achieved
if the turbulence was included in the modelling of the three-phase flow. However, the computational time would increase
significantly, and due to computational limitations, it was decided to use the laminar model.
In relation to the gas phase, the difference in the velocity of the bubbles can be explained by the irregular bubble sizes
and the size distribution during the experiments that are not accounted for on the simulated model.
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Fig. 8. Mean bubble diameter and standard deviation at 13 different vertical positions.
Fig. 9. Image of the bubble distribution in a region of the reactor collected using shadowgraphy.
The mean bubble diameter in the PIV experiments, calculated at 13 different heights, was 1.9 mm, a result very close
to the 2 mm bubbles used for the simulations. It is observed that the bubble size did not increase along the reactor height,
as presented in Fig. 8. Thus, the gas bubbles do not coalesce.
Furthermore, in relation to the bubble distribution, a dispersed bubble regime is noticed in the flow above the sludge
bed, as shown in Fig. 9, where it is also possible to see a distribution of different bubble sizes at the same section of the
reactor. This is not accounted for in the CFD model.
Overall, there is a reasonable agreement between the measured and modelled parameters.
4.3. Hydrodynamic behaviour of the reactor
A discontinuity in the mixing behaviour throughout the UASB reactor is noticed in the simulations performed in this
study, as can be observed in Fig. 10. A visible discontinuity can be seen over the top of the sludge bed, and a discrete
discontinuity can be observed at the inlet of the three-phase separator. This discontinuity was also noticed in Ren et al.
(2009) [14]. Therefore, the small-scale reactor is divided into four regions: base, transition, upper and top regions, as
shown in Fig. 10.
The base region goes from the base of the small-scale reactor to a height of 55 cm. At this volumetric region, the liquid
time-averaged mean velocity is the highest over the reactor, with a magnitude of 0.019 m/s. This is a result of the reduced
area for the liquid to move, once the mean solids concentration is 60%.
At the transition region (0.55–0.65 m in height), the mean concentration of solids reduces to 42%. As the liquid leaves
the sludge bed there are some changes in direction due to the formation of vortices. Thus, the magnitude of the liquid
mean velocity reduces to 0.011 m/s in this region.
After leaving the sludge bed, in the upper region, the flow pattern becomes stable again. The gas induces a recirculation
stream at the centre of the reactor (z = 0), as observed in Fig. 11. Thus, the liquid moves upwards in the zones located
above the gas distribution system shown in Fig. 2, and downwards at the centre and close to the reactor walls.
The magnitude of the liquid mean velocity at the upper region increases to 0.016 m/s. A concentration of solids around
0.016% is observed at the upper region (0.65–1.75 m) or 0.163 kg/m3 (1.63 mg/L) so it is possible to say that there are
virtually no solid granules at this region. Smaller granules and finer solids present in UASB reactors would be carried into
this region, known as the sludge blanket.
At the top region which comprises the gas deflector and the settlers, the velocity increases to 0.033 m/s as the
transverse area of the reactor reduces. The solids concentration also reduces by an order-of-magnitude as the solids settle
and return to the lower regions of the reactor.
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Fig. 10. Contours for the water mean velocity (magnitude) at a plane in the centre of the reactor.
Fig. 11. Contours and vectors for the water velocity at the upper region (y = 0.65 m to y = 1.75 m) for different radial positions (a) z = 0 (b) z
= 5 cm (c) z = 10 cm.
At the base of the reactor, the mean terminal velocity of the solids is −4.939 × 10−3 m/s. This velocity peaks at the
transition region, where the granules are settling down with higher velocities, reaching −1.872 × 10−2 m/s, and then
decreasing to −1.2580 × 10−2 m/s at the upper region of the reactor. Then, at the top region of the reactor, the velocity
reaches its lowest value of −7.133 × 10−4 m/s. As expected, the mean terminal velocity of the solids is negative, indicating
that the granules are returning to the sludge bed. The solids concentration reduces by an order-of-magnitude at the top
of the reactor, as the solids settle at the three-phase separation system and return to the base part of the reactor. The
sludge volumetric fraction reduces along with the axial position, as shown in Fig. 12.
The absence of sludge or the presence of a very small volume fraction in the upper and top regions is in accordance
with the results obtained by Ren et al. (2009) for a similar UASB reactor [14].
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Fig. 12. Sludge volumetric fraction.
Fig. 13. Gas upflow mean velocity profiles at the heights: 5 cm; 20 cm; 40 cm; 60 cm; 80 cm; 100 cm; 120 cm; 140 cm; 160 cm; 180 cm; 185 cm.
The gas in the base region of the reactor shows its lowest mean velocity of 0.159 m/s. After leaving the sludge bed,
the gas velocity increases to 0.189 m/s in the transition region. The gas distribution along the reactor height is more
homogeneous in the upper and top regions and the design of the gas inlet system has a smaller impact on these regions
(Fig. 13). The CFD model predicts a maximum gas velocity of 0.205 m/s at the top region.
The literature reports that the mixture in a UASB reactor is mainly driven by the biogas in cases where there is a high
volumetric organic load being treated and high volumetric biogas production is observed. In this study, it is possible to
corroborate that at low superficial liquid velocities, biogas production rate plays a major role in the flow patterns in UASB
reactors, as found by Ren et al. (2009) [14]. Table 4 sums up the main flow characteristics along the reactor volume.
Ren et al. (2009) defined the dead (or stagnant) zones in reactors as the regions with the superficial liquid velocities
less than 5% of the average velocity. Using CFD simulations of a UASB reactor, they concluded that 10% of the reactor
volume was found to be dead zones [14]. Singh et al. (2006) determined the dead zones for an 8 L experimental reactor,
operating at 32 ◦C and at 20 ◦C. Results for the two different temperatures showed 10% and 11% of the volume as stagnant
zones respectively [41].
In the present research, it is found only 0.02% of the volume of reactor is comprised of stagnant zones. This value
is lower than experimental values found in the literature, because the gas distribution system is placed along the
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Table 4
Time-averaged results for the velocities and volume fraction within the reactor for the three phases.
Volume fraction Velocity magnitude (m/s) Axial velocity (m/s)
Liquid 0.7105 0.018 6.794 × 10−5
Solid 0.2869 0.015 −8.647 × 10−3
Gas 0.0026 0.181 0.181
base of the reactor, thus generating a more homogeneous mixing than in cases where the gas is generated along the
sludge bed. In addition, the liquid distribution system used in this study has led to better mixing conditions than other
configurations [36].
In UASB reactors, the biomass granules are responsible for the conversion of the COD into biogas. Therefore, sludge
particle washout is a critical feature in the operation of these reactors. As a result of a possible loss of solids, the system
performance would be reduced due to the presence of organic solids in the effluent as well as the reduction of biomass
in the system [42]. In this context, the loss of sludge through the system outlet is a negative effect in UASB reactors.
Ruttithiwapanich et al. (2013) investigated the cause of sludge washout in a UASB reactor [17]. They mention that sludge
washout within the reactor originates when the liquid velocity exceeds the terminal velocity of the solids. In the present
research, the mean liquid upflow velocity of 6.794 × 10−5 m/s is less than the mean terminal velocity of the solids
of −8.647 × 10−3 m/s. Therefore, the sludge washout from the reactor is only 1.13 × 10−3 kg/h of solids from the
reactor. A solids concentration of 0.179 kg/m3 (179 mg/L) is carried out from the reactor, for an average liquid flow rate
of 1.78 × 10−6 m3/s (6.4216 L/h).
5. Conclusions
The following are the main conclusions:
• the CFD model is validated both qualitatively and quantitatively; the latter by means of a number of key performance
parameters such as liquid velocity, Reynolds number, gas bubble velocity and diameter and amount of stagnant
zones;
• the liquid distribution system used in this study has led to better mixing conditions than other configurations [36];
• discontinuities in the reactor flow profile in the simulations allowed the reactor to be divided into four hydrodynamic
regions (base, transition, upper and top);
• the simulated reactor has a very low quantity of stagnant zones, thus showing good mixing conditions; and
• the loss of biomass in anaerobic granular bioreactors (sludge washout) can be determined by using the granular
model (KTGF) for the solid phase.
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Notation
A Superficial area of the reactor cross-section (m2)
CD Drag Force Coefficient
CFD Computational Fluid Dynamics
COD Chemical Oxygen Demand (kg/m3)




F⃗D Drag force (N)
F⃗int Interfacial forces (N)
F⃗q External Body Force (N)
GCI Grid Convergence Index
g⃗ Gravity acceleration (m/s2)
H Reactor Height (m)
HRT Hydraulic retention time (s)
K Interphase Momentum Exchange Coefficient
KTGF Kinetic Theory of Granular Flow
P Pressure (Pa)
p Convergence Order
PIV Particle Image Velocimetry
PMMA Polymethylmethacrylate
PS Polystyrene
Q Volume Flow rate (m3/s)
r Radius (m)
R Reactor radius (m)
Re Reynolds Number




u Particle fluctuating velocity (m/s)
UASB Upflow Anaerobic Sludge Blanket
v Velocity (m/s)
v⃗y Upflow Velocity (m/s)
vr Relative velocity (m/s)
Vmax Maximum velocity (m/s)
Vm Mean velocity (m/s)
Greek Letters
α Volumetric Fraction of the phase
µ Dynamic viscosity (kg/m s)
ρ Density (kg/m3)
τ Stress–Strain Tensor




gl Referent to the gas/liquid interactions
gs Referent to the gas/solid interactions
l Liquid
n Number of phases
p Disperse phase/Particle or bubble
q Continuous phase
s Solid
sl Referent to the solid/liquid interactions
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