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In this paper sums of independent but not identically distributed m-dimensional
vectors are considered. The summands are generated by a random vector multiplied
by a deterministic weight matrix which results in a singular covariance matrix.
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AMS 2000 subject classifications: 62F12; 62E10; 62J05.
Key words and phrases: indirect Edgeworth expansion; higher order asymptotics;
F-statistic; residual sum of squares; characteristic function.
1. INTRODUCTION
Statisticians have been pinning their hopes for the past three decades on
asymptotic expansions of Edgeworth type as an improvement of the
approximation to the distributions of the various statistics admitting
stochastic asymptotic expansions (see [4] and numerous references
therein). Unfortunately it turned out that the usual Edgeworth expansions
as a rule do not supply us with an efficient tool for the inference in the
useful quantile zone of the distribution [3].
The qualitative explanation of such a failure lies in the fact that in this
zone the values of the Edgeworth expansion term containing the Hermite
polynomial of the third order are appreciable (cf. [2]). To overcome this
difficulty one can use the so-called indirect Edgeworth expansion (tilting
procedure) and corresponding saddlepoint approximation because it does
not possess such a drawback (see [10] and references therein).
In this paper we obtain a result (Theorem 1) on indirect Edgeworth
expansions for the density of the sum of independent nonidentically
distributed (non-i.i.d.) random vectors of a special structure. The proof of
Theorem 1 relies upon the general machinery of Edgeworth expansions
presented in the book of Bhattacharya and Ranga Rao [1] and uses some
ideas of Qumsiyeh [12]. The structure of the random vectors in considera-
tion is imposed by necessity to embrace and handle the problems of both
linear and nonlinear regression analysis.
The main mathematical idea here is to use Theorem 1 for a saddlepoint
approximation to the distributions of much-used functionals of the least
squares estimator (l.s.e.) of an unknown parameter vector in linear and
nonlinear regression models. These functionals include the residual sum of
squares, the variance ratio, and the studentized l.s.e. and can be treated
as some transformations of the sums of non-i.i.d. random vectors we
investigate in Theorem 1.
The preliminary results of the authors in this direction are published in
[5–9].
We conclude this paper by the illustrative example of the saddlepoint
approximation to the distribution of the variance ratio in Gaussian linear
regression. In all three examples mentioned above the saddlepoint approx-
imation is for normal models first order correct. This fact generates a
hope that in more complicated models such as linear regression with non-
Gaussian errors of observations and, particularly in nonlinear regression,
the method offered will produce acceptable approximation results.
1.1. Linear Regression Model
Consider the heteroscedastic linear regression model
Y=Xb+e,
where Y=(y1, ..., yn)T is the vector of observations and X is the n×p
design matrix. e=(s1E1, ..., snEn)T where si > 0 and E1, ..., En are i.i.d. r.v.-s
and each Ei has the same distribution as E with EE=0, Var E=1. Here
b ¥ Rk is a vector of fixed unknown parameters. LetW=(wij) be a known,
symmetric n×n matrix of weights with columns wi.
Here we are interested in the following statistics:
• The weighted least squares estimator bˆ
bˆ=(XTWX)−1 XTWY. (1)
• The related residual sum of squares
RSS=(Y−Xbˆ)TW(Y−Xbˆ).
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• The variance ratio or F-statistic
F=
n−p
p
(Y−Xb)TW(Y−Xb)−(Y−Xbˆ)TW(Y−Xbˆ)
(Y−Xbˆ)TW(Y−Xbˆ)
.
Obviously
`n (bˆ−b)= 1
`n
C
n
i=1
aiEi (2)
with the deterministic p×1 vectors
ai=n(XTWX)−1 XTwisi=I
−1
(n)X
Twisi, I(n)=
1
n
XTWX. (3)
ForW=diag(w11...wnn), we get
RSS
n
=
1
`n
1 1
`n
C
n
i=1
wiis
2
i E
2
i
2−1
n
1 1
`n
C
n
i=1
aiEi 2T I(n) 1 1`n C
n
i=1
aiEi 2 . (4)
Thus the RSS is a function of
S=
1
`n
C
n
i=1
Ai RE2i −1
Ei
S , with Ai=Rwiis2i 00 ai S . (5)
For the F-statistic we have analogously
F=
n−p
p
1 1
`n
C
n
i=1
aiEi 2T I(n) 1 1`n C
n
i=1
aiEi 2
`n 1
`n
C
n
i=1
wiis
2
i E
2
i −1 1`n C
n
i=1
aiEi 2T I(n) 1 1`n C
n
i=1
aiEi 2 ; (6)
hence F is a function of S.
2. SADDLEPOINT APPROXIMATION FOR A SPECIAL SUM
OF NON-I.I.D. VECTORS
In this section we consider sums of non i.i.d. random vectors:
Sa=
1
`n
C
n
i=1
Zi, S=
1
`n
C
n
i=1
Xi, (7)
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with
Zi=Eiai; Xi=Ai RE2i −1
Ei
S=R (E2i −1) a0, i
Ei ai
S .
Formula (2) is an example for Sa and (5) is an example for S. The
covariance matrices of the summands are singular, namely: Rank(Cov(Xi))
=Rank(Ai Cov(E
2
i −1, Ei) A
T
i )=2 and Rank(Cov(Zi))=Rank(aia
T
i )=1.
Nevertheless our assumptions ensure that the covariance matrix of the
sums are positive definite. However, the formulations of Theorem 1–3 are
independent of any regression scheme. In [12] and [13] the Edgeworth
expansions for the sums S are derived. Our aim is to obtain a saddlepoint
approximation to the distributions of Sa and S.
2.1. Notations and Assumptions
We will use the standard notation of a square matrix A=(aij) : lmin(A),
lmax(A) for the minimal and maximal eigenvalue, tr(A)=; aii for the
trace, ||A||2=;ij a2ij for the Euclidean norm, and ||A||max=maxij |aij | for the
maximum norm. AF denotes the vector consisting of the columns of A.
2.1.1. The random variables. First we introduce the assumptions to the
random variables in S. E1, ..., En are i.i.d. r.v.-s and each Ei has the same
distribution as E with EE=0, Var E=1 and with density pE. Consider the
joint distribution of (E2−1, E) with
V=Cov([E2−1, E])=Rm4−1 m3
m3 1
S , (8)
where EE3=m3, EE4= m4, with the moment generating function k(l) and
with the cumulant generating function o(l)=ln k(l), where l=(l1, l2)T.
Set for some positive constants c(1), c(2)
T={l: l=(l1, l2)T, |l1 | [ c(1), |l2 | [ c(2)}. (9)
We cannot avoid the following strong moment conditions.
(E1) For the constant c(1) and for some d > 0, there exists a constant
mmax such that
E exp((c(1)+d) E2) < mmax <..
Without loss of generality let 1 [ ln(mmax). Under normal distribution this
condition is fulfilled for c(1) <
1
2 . Note, the constants c(1) will be essential for
determining the region X in (24), where the remainder term of the saddle-
point approximation is of order O(n−(k−1)/2). Especially we get (45).
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Further we require that the function exp(l1x2+l2x) pE(x) is of
uniformly bounded variation:
(E2)
sup
l ¥ T
I
.
−.
(exp(l1x2+l2x) pE(x)) <..
J.−. (f) stands for the total variation of f over (−.,.); compare for
instance Natanson [11, p. 215].
We assume that the 2×2 matrix of second derivatives of o(l) is
uniformly positive definite in the following sense.
(E3) There exists a constant o0 > 0, such that
inf
l ¥ T
lmin(o'(l)) > o0.
Second we introduce the assumptions for Sa. They are less restrictive.
Set for some positive constant ca
Ta={l: |l| [ ca}.
(E1’) For the constant ca and for some d > 0, there exists a constant
ma such that
E exp((ca+d) E) < ma <..
Without loss of generality let 1 [ ln(ma). Instead of E2 we formulate the
requirement directly to the moment generating function jE(l)=E exp(lE).
(E2’) For some r \ 1 and for any b > 0
sup
l ¥ Ta
|jE(l+im)|
jE(l)
< h(m), with F.
−.
h r(m) dm <.
sup
|m| > b
sup
l ¥ Ta
|jE(l+im)|
jE(l)
< 1.
Note, for r > 1 E2’ does not imply the existence of a density of the error
variables. Further we require an analog of E3. Let oE be the cumulant gen-
erating function of E, then
(E3’)
inf
l ¥ Ta
o'E (l) > 0.
2.1.2. The weight vectors and matrices. Let Ai=(
a0, i
0
0
ai) be an
(m+1×2) matrix, with numbers a0, i ¥ R1, 0 < amin [ a0, i=a0, i(n) and with
vectors ai=ai(b, n) ¥ Rm, which may depend additionally on b ¥ G ¥ Rp.
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For the matrix Ai we require:
(A1) There exists a positive constant l0 such that
J
nQ.
inf
b
lmin 11n C
n
i=1
AiA
T
i
2 > l0.
(A2) There exists a constant cA such that
lim
nQ.
sup
b
max
i [ n
||Ai ||max < cA.
Note that under assumption A2 we obtain for lA=(m+1) c
2
A
lim
nQ.
sup
b
lmax 11n C
n
i=1
AiA
T
i
2 [ lA. (10)
Unfortunately we cannot consider the sum Sa as a special case of the sum S
with a0, i=0, because A1 excludes this case. Therefore, we need separate
assumptions.
(A1’) There exists a positive constant l0 such that
J
nQ.
inf
b
lmin 11n C
n
i=1
aia
T
i
2 > l0.
(A2’) There exists a constant c0 such that
lim
nQ.
sup
b
max
i [ n
||ai ||max [ c0.
2.2. The Tilted Sum
Denote the cumulant generating function of Zi, Xi by KZi , KXi . Then for
hT=(h1, h
T
2 ) ¥ Rm+1 with h1 ¥ R1 and h2, ha ¥ Rm
KZi (ha)=ln E exp(Ea
T
i ha)=oE(a
T
i ha)
KXi (h)=ln E exp((E
2−1) a0, ih1+Ea
T
i h2)=o(A
T
i h).
The cumulant generating function of Sa is KSa (ha)=;ni=1 oE( 1`n a
T
i ha) and
the cumulant generating function of S is KS(h)=;ni=1 o( 1`n A
T
i h). In the
following we will concentrate on S. Setting a0, i=0, we get the respective
formulas for Sa.
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In order to obtain a saddlepoint expansion for the density of S we
proceed to a parameterized family of probability measures. Let pS be the
density of S, then we introduce a conjugate exponential density pS(h),
depending on an (m+1)-dimensional parameter h by
pS(h)(x)=exp(−KS(`n h)+`n hT(x+m(h))) pS(x+m(h)), (11)
where
m(h)=
1
`n
C
n
i=1
K −Xi (h)=
1
`n
C
n
i=1
Ai Ro (1) (ATi h)
o (2) (ATi h)
S , (12)
and o (1)(l), o (2)(l), l=(l1, l2)T are the partial derivatives of o with respect
to the variables l1,l2. Then the cumulant generating function related to the
new conjugate density pS(h) is
KS(h)(z)=ln F exp(zTx) pS(h)(x) dx
=KS(`n h+z)−KS(`n h)−zTm(h)
=C
n
i=1
1KXi 1h+ 1`n z2−KXi (h)− 1`n zTK −Xi (h)2 .
Thus KS(h)(z)=;ni=1 KYi ( 1`n z), with KYi (z)=o(A
T
i (h+z))− o(A
T
i h) −
zTAio −(A
T
i h), where KYi (z) depends on z only through A
T
i z. Introduce a
new cumulant generating function oh(l): KYi (z)=oh(A
T
i z). This means the
new density in (11) is also the density of a sum of independent random
vectors
S(h)=
1
`n
C
n
i=1
Yi(h), (13)
where the cumulant generating function of each summand Yi(h) is oh(A
T
i z)
and the moment generating function of Yi(h) is
jYi (z)=
k(ATi (z+h))
k(ATi h)
exp(−zTAio −(A
T
i h)). (14)
Let vi(h), ui(h) be two random variables, with the joint cumulant gener-
ating function oh(l). Then we have Evi(h)=0, Eui(h)=0, and
Cov((vi(h), ui(h)))=Vi(h)=R s2vi suivi
suivi s
2
ui
S ,
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with s2vi=o
(11)(ATi h), s
2
ui=o
(22)(ATi h), suivi=o
(12)(ATi h), where o
(i, j)=
(“2/“lilj) o(l), l=(l1, l2)T.
2.2.1. Properties of the tilted sum. As for the original sum (7) we get a
similar structure for the tilted sum (13),
Yi(h)=Ai R vi(h)ui(h)S=R vi(h) a0, iui(h) ai S (15)
with expected value ES(h)=0 and the (m+1)×(m+1) covariance matrix
C(h)=Cov(S(h))=
1
n
C
n
i=1
AiVi(h) A
T
i .
Set
G={h: hT=(h1, h
T
2 ), h2 ¥ Rm, max
i
|h1a0, i | < c(1), max
i
|hT2 ai | [ c(2)}.
Lemma 1. Under A1 and E3
J
nQ.
inf
b
inf
h ¥ G
lminC(h) > o0l0.
Proof. Define the (m×n)-matrix A consisting of the columns ai(b, n):
A=(a1(b, n), ..., an(b, n)). (16)
Similarly write a0=(a0, 1(n), ...a0, n(n)).We have
C(h)=
1
n
R a0DvaT0 a0DuvAT
ADuva
T
0 ADuA
T
S
=
1
n
Ra0 0
0 A
S R Dv Duv
Duv Du
S RaT0 0
0 AT
S , (17)
where Dn, Du, Duv are the diagonal matrices defined by Dn=diag(s
2
v1 , ..., s
2
vn),
Dnu=diag(su1v1 , ..., sunvn ), and Du=diag(s
2
u1 , ..., s
2
un ).
We use the general relation between matrices C, B: lmin(CBCT)\ lmin(CCT)
lmin(B). Under A1 we estimate
1
n
lmin Ra0aT0 00 AATS=lmin 11n C
n
i=1
AiA
T
i
2 \ l0.
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Because of E3 and relation
lT R Dv Duv
Duv Du
S l=Cn
i=1
l2i s
2
vi+2liln+isuivi+l
2
n+is
2
ui, (18)
we get
lmin R Dv DuvDuv Du S=mini lminVi(h) \ o0. L
Lemma 2. Under E1 and A2 there exists a constant Cmax such that
lim
nQ.
sup
b
sup
h ¥ G
lmaxC(h) < Cmax. (19)
Proof. Due to (17) and (18) we have
lmaxC(h) [ lmax 11n C
n
i=1
AiA
T
i
2 lmax 1R Dv DuvDuv Du S2
[ lA max
i [ n
||Vi(h)||max [ lA mmax=Cmax. L (20)
Let us consider the normalized tilted sum:
Snorm(h)=C(h)−
1
2 S(h)=
1
`n
C
n
i=1
C(h)−
1
2 Yi(h). (21)
Obviously Cov(Snorm(h))=Im+1, where Im+1 is the identity matrix of order
m+1.
Lemma 3. Under the assumptions A1, A2, and E1 for r ¥N and r¯r=
1
n;ni=1 E ||C(h)−
1
2 Yi(h)|| r there exists a constant c(r) <. such that
limnQ.supb suph ¥ G r¯r [ c(r).
Proof. Indeed
r¯r [ lminC(h)−
r
2
1
n
C
n
i=1
lmax(A
T
i Ai)
r
2 E >vi(h)
ui(h)
> r
[ (l0o0)−
r
2 max
i [ n
(E |vi(h)| r, E |ui(h)| r)
1
n
C
n
i=1
(m+1)
r
2 ||Ai ||
r
max
< (l0o0)−
r
2 mmax(m+1)
r
2 cA r=c(r). L
2.3. Expansions
In order to obtain the saddlepoint approximation of S we have to derive
a uniform Edgeworth expansion for the tilted sum S(h). The proof is close
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to the presentation in Bhattacharya and Ranga Rao [1], but we cannot
apply the results directly, because we have to take the additional structure
of the random summands into account. By that reason, the assumptions in
the book Bhattacharya and Ranga Rao have to be modified.
Let Qgnh be the distribution of the sum Snorm(h), introduced in (21), and
qgk−2(h, y)=f(y)+C
k−2
r=1
Pr(−f: {qn(h)})(y) n−r/2 (22)
is the Edgeworth expansion of order k−2, k \ 3, where f is the standard
Gaussian density in Rm+1, Pr are the standard polynomials of the multi-
variate Edgeworth expansion defined by formula (7.11) on p. 54 of the
book [1]. It is easy to verify that
(det C(h))−1/2 Pr(−f: {qn(h)})(C(h)−
1
2 y)=Pr(−fC(h): {q
g
n (h)})(y),
where qgn (h) is the average of the cumulants of order n of the vectors Yih,
i=1, ..., n, and fC(h) is the Gaussian density in Rm+1 with zero mean and
covariance matrix C(h).
Because of (11), the density of S is
pS(x)=pS(h)(x−m(h)) exp(KS(`n h)−`n hTx).
Define the saddlepoint hˆ(x) as a solution of the equation system:
hˆ(x): m(hˆ)=x,
with m(h) defined in (12). We get
pS(x)=pS(hˆ)(0) exp(KS(`n hˆ)−`n hˆTx). (23)
Application of the uniform Edgeworth expansion of pS(h) at zero delivers
the saddlepoint expansion.
The following are our main results.
2.4. The Main Results
The first theorem gives the Edgeworth expansion of S(h).
Theorem 1. Under assumptions A1, A2, and E1–E3 the distribution Qgnh
has a density qgnh(y) for all sufficiently large n (n > n0) and for any k \ 3
sup
h ¥ G
sup
y ¥ Rm+1
(1+||y||k+1) |qgnh(y)−q
g
k−2(h, y)|=O(n
−(k−1)/2).
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The following two theorems contain the saddlepoint approximations of
S and Sa.
Theorem 2. Under assumptions A1, A2, and E1–E3, for any k, k \ 3
and for
X={x:max
i [ n
|hˆ1(x) a0, i | [ c(1), max
i [ n
|hˆ2(x)Tai | [ c(2)} (24)
it holds that
pS(x)=
exp(KS(`n hˆ)−`n hˆTx)
(det C(hˆ))
1
2
(qgk−2(hˆ, 0)+Rn(hˆ(x)))
with
sup
x ¥X
|Rn(hˆ(x))|=O(n−
k−1
2 ). (25)
The approximation
f(n)(x)=
exp(KS(`n hˆ)−`n hˆTx)
(det C(hˆ))
1
2
qgk−2(hˆ, 0) (26)
is called saddlepoint approximation. For the special case k=5 we obtain
f(n)(x)=
exp(KS(`n hˆ)−`n hˆTx)
(2p)
m+1
2 (det C(hˆ))
1
2
11+1
n
P2(hˆ, 0)2 ,
with P2(hˆ, 0)=P21+P22,
P21=
1
8
C
m+1
j1j2j3j4
qˆj1j2j3j4 Cˆj1j2 Cˆj3j4 , qˆj1j2j3j4=
1
n
C
n
i=1
D j1j2j3j4z ohˆ(A
T
i z)|z=0.
P22=−
1
24
C
m+1
j1 · · · j6
qˆj1j2j3 qˆj4j5j6 (3Cˆj1j2 Cˆj3j4 Cˆj5j6+2Cˆj1j4 Cˆj2j5 Cˆj3j6 ).
Cˆjij2=Cj1j2 (hˆ)=
1
n
C
n
i=1
D j1j2z ohˆ(A
T
i z)|z=0, qˆj1j2j3=
1
n
C
n
i=1
D j1j2j3z ohˆ(A
T
i z)|z=0.
Theorem 3. Under assumptions A1’, A2’, E1’, E2’, and E3’ for any k,
k \ 3 and for
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hˆa(x):
1
`n
C
n
i=1
aio
−
E(hˆa(x)
Tai)=x
and for Xa={x:maxi [ n |hˆa(x)Tai | [ aa} it holds that
pSa (x)=
exp(KSa (`n hˆa)−`n hˆTa x)
(det Ca(hˆ))
1
2
(q (a)k−2(hˆa, 0)+Rn(hˆa(x)))
with
sup
x ¥X
|Rn(hˆa(x))|=O(n−
k−1
2 ) (27)
and
q (a)k−2(hˆa, 0)=
1
(2p)
m
2
11+Ck−2
r=1
Pr(−f: {q
(a)
n (hˆa)})(0) n
−r/22 ,
with
Ca(hˆa)=
1
n
C
n
i=1
o'E (hˆa(x)
Tai) aia
T
i , q
(a)
n (hˆ)=
1
n
C
n
i=1
o (|n|)E (hˆa(x)
Tai) a
n
i .
2.5. Lemmata
To prove the main results we present in this section several assertions,
which are strongly related to the special structure of the random vectors
in (15).
Lemma 4. Under the assumptions A1, A2, E1, and E3 there exists a
constant C1 > 0 such that, for z ¥ Rm+1 satisfying
||z|| [ C1n1/2, (28)
one has
max
h ¥ G
:jYi 1 i 1`n C(h)−1/2 z2−1 : [ 1/2.
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Proof. Set y=i 1
`n
C(h)−1/2 z and C1=(l0o0)1/2/(4L cA(m+1) ln(mmax))
then
||y|| [ lmin(C(h))−
1
2 > 1
`n
z> [ 1
4L cA(m+1) ln(mmax)
.
We have as an implication of the assumption E3
inf
h ¥ G
jXi (h) \ 1. (29)
Therefore it holds
|jYj (y)−1|=:jXi (y+h)jXi (h) exp(−yTK −Xi (h))−1 :
[
|jXi (y+h)−jXi (h)|
|jXi (h)|
+|exp(−yTK −Xi (h))−1|
[ |jXi (y+h)−jXi (h)|+|exp(y
TK −Xi (h))−1|.
The function k with jXi (y)=k(A
T
i y) is considered as a function of two
complex variables and k is uniformly continuous in some compact
neighborhood of zero. Therefore there exists a Lipschitz constant L > 1
|jXi (y+h)−jXi (h)| [ L ||A
T
i y|| [ L cA(m+1) ||y|| [ 14 .
On the other hand from E1 and (28) it follows that
|exp(iyTK −Xi (h))−1| [ |y
TK −Xi (h)| [ ||K
−
Xi (h)|| ||y|| [ ln(mmax) ||y|| [
1
4 . L
The following technical lemma on the characteristic function corre-
sponding to a singular distribution on the plane is an extension of Lemma
29.1 of the book [4]; see also [8].
Lemma 5. If assumptions E1 and E2 hold then for any c > 0 there exists
a constant C2 <. such that for k
sup
|l1| [ c(1)
sup
|l2| [ c(2)
|k(l1+it1, l2+it2)|5(1+c) [
C2
(1+|t1 |1+c)(1+|t2 |1+c)
. (30)
Proof. We have
k(l1+it1, l2+it2)=e−(l1+it1) F
.
−.
e it1x
2+it2xrl1l2 (x) dx, (31)
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with rl1l2 (x)=exp{l1x
2+l2x} pe(x). Changing the variables and using
polar coordinates we obtain
k2(l1+it1, l2+it2)=e−2(l1+it1)−
it
2
1
2t2 F
2p
0
I(f) df, (32)
with
I(f)=F.
0
re it2r2rl1l2
1 r cos f− t1
2t2
2 rl1l2 1 r sin f− t12t2 2 dr.
By assumptions E1 and E2 we have
lim
xQ.
rl1l2
1x− t1
2t2
2=0. (33)
Then integrating by parts,
I(f)=
1
2it2
1−r2l1l2 1− t12t2 2−I1 2 ,
with
I1=F
.
0
e iy1r2 drl1l2
1 r cos f− t1
2t2
2 rl1l2 1 r sin f− t12t2 2 .
The product rule, dfg=gdf+fdg, for continuous functions of bounded
variation gives I1=I2+I3 with
I2=F
.
0
e iy1r2rl1l2
1 r cos f− t1
2t2
2 drl1l2 1 r sin f− t12t2 2 ,
I3=F
.
0
e iy1r2rl1l2
1 r sin f− t1
2t2
2 drl1l2 1 r cos f− t12t2 2 .
Obviously due to E2
I2 [ r0 ·F
.
0
:drl1l2 1 r sin f− t12t2 2: [ r0Vr, (34)
with
r0= sup
|l1| [ c(1), |l2| [ c(2)
sup
x ¥ R1
rl1l2 (x) <., Vr=I
.
−.
rl1l2 <..
The integral I3 is bounded by precisely the same constant.
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It follows from (32)–(34) that
k2(l1+it1, l2+it2) [
e2c(1)
|t2 |
p(r20+2r0Vr). (35)
On the other hand from (31) it follows that
|k(l1+it1, l2+it2)|=e−l1
1
|t2 |
: F.
−.
e it1x2rl1l2 (x) de
it2x: .
By integration by parts and using (33), E1, E2 we get
|k(l1+it1, l2+it2)| [
ec(1)
|t1 |
1F.
−.
2x |t2 | rl1l2 (x) dx+F
.
−.
d :rl1l2 1x− t12t2 2:2
[
ec(1)
|t1 |
(2mmax |t2 |+Vr). (36)
Multiplying the inequality (35) squared by (36) one obtains for |t2 | \ 1
|k(l1+it1, l2+it2)|5 [
e5c(1)
|t1 | |t2 |2
p2(r20+2r0Vr)
2 (2mmax |t2 |+Vr). (37)
Thus (30) follows from (37). L
Observe that the characteristic function of the distribution Qgnh is
jSnorm(h)(z)=D
n
i=1
jYi
1 1
`n
C(h)−
1
2 z2 . (38)
Lemma 6. Under the assumptions A1, A2, and E1-E3 there exists a
constant C3 <. such that
F
Rm+1
|jSnorm(h)(z)| dz < C3n
(m+1)/2. (39)
Proof. By changing the variables we get
F
Rm+1
|jSnorm(h)(z)| dz=n
(m+1)
2 det(C(h))
1
2 F
Rm+1
:Dn
i=1
jYi (z) : dz.
Using (14) we obtain
F
Rm+1
:Dn
i=1
jYi (z) : dz [ F
Rm+1
:Dn
i=1
jXi (h+z)
jXi (h)
: dz.
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We have jXi (z)=k(A
T
i z)) with A
T
i z=a0, iz1+a
T
i z2, where z ¥ Rm+1, zT=
(z1, z
T
2 ), and z2 ¥ Rm. Consider the (n×m) matrix AT with the rows aTi .
Now we use Lemma 2.2 of Qumsiyeh [12]. Because of A1 the conditions
of Qumsiyeh are fulfilled. Then for an arbitrary positive integer s
and for sufficiently large n there exist s disjoint sets of indices I(l) …
{1, ..., n}, l=1...s with |I(l) |=m, such that the matrices consisting of the
rows aTi , i ¥ I(l)are of full rank.
Set s=6. Thanks to |jXi (h+z)/jXi (h)| [ 1 we estimate all factors with
i ¨1 I(l) by 1. Using (29), we obtain
F
Rm+1
D
n
i=1
:jXi (h+z)
jXi (h)
: dz [ F
Rm+1
D
6
l=1
D
i ¥ I(l)
|jXi (h+z)| dz.
By the generalized Hölder inequality
F
Rm+1
D
6
l=1
D
i ¥ I(l)
|jXi (h+z)| dz [ 1D6
l=1
F
Rm+1
D
i ¥ I(l)
|jXi (h+z)|
6 dz21/6.
Let us make the change of variables x0=z1; xi=a
T
i z2, i ¥ I(l). Due to the
construction of I(l) this transformation is one to one. Denote by Dl the
Jacobian of this transformation
Dl=F
Rm+1
D
i ¥ I(l)
|jXi (h+z)|
6 dz
[ sup
l ¥ T
|Dl | F
Rm+1
D
i ¥ I(l)
|k(l1+a0iz1, l2+xi)|6 dz1 dx1..dxm.
It follows from Lemma 5 with c=1/5 that for 0 < amin < a0i,
Dl [ C4 F
R1
dz1
(1+(|aminz1 |6/5)
1F
R1
dt
(1+(t)6/5)
2m <.. L (40)
Lemma 7. Under the assumptions A1, A2, and E1–E3 there exist
constants d0 < 1, C5 <. such that for all h ¥ G
sup
||z|| > C5n
1/2
|jSnorm(h)(z)| [ d
n
0.
Proof. Taking relation (38) into account we have
|jSnorm(h)(z)| [D
i ¥ J
|jYi (n
−12C−1/2(h) z)|
with
J=Jn(z, c)={1 [ i [ n : ||zTC(h)−
1
2 Ai || > c ||z||}, c > 0.
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Let |Jn(z, c)| be the number of elements in the set Jn(z, c). It follows from
Lemma 5 that for some R > 0
sup
l ¥ T
sup
|m| > R
|fl(m)| < 1/2, where fl(m)=
k(l1+im1, l2+im2)
k(l1, l2)
.
Moreover for any b > 0 there exists d=d(b) < 1 such that
sup
l ¥ T
sup
R \ |m| > b
|fl(m)| [ d.
To prove this fact assume the last statement is not correct and suppose
that there exists b0 > 0 such that for any sequence dm ‘ 1 one can find a
sequence (lm, mm) ¥ T×{R \ |m| > b0} satisfying |flm (mm)| > dm. It means
that for some point (l0, m0) ¥ T×{R \ |m| \ b0} |fl0 (m0)|=1; that is, m0 is a
period of the characteristic function fl0 (m) (see for example [1, p. 227]).
The last fact contradicts (30).
For i ¥ Jn(z, c) and for d=d(c ·C5) < 1 it follows that |jYi (n
−12 C−1/2(h) z)|
[ d. Now we can show that there exists such a constant C6 > 0 that
|Jn(z, c)| \ C6n. Obviously by (10) and Lemma 1 we have for r¯=lA/(l0o0)
1
n
C
n
i=1
||zTC(h)−
1
2 Ai ||2 [ ||z||2 lmin(C(h))−1 lA [ ||z||2 r¯,
and by A2 for r
¯
=l0/Cmax, with Cmax from (19)
1
n
C
n
i=1
||zTC(h)−
1
2 Ai ||2 \ ||z||2 lmax(C(h))−1 l0 \ ||z||2 r
¯
.
Therefore
||z||2 r
¯
[
|Jn(z, c)|
n
||z||2 r¯+
(n−|Jn(z, c)|)
n
c2 ||z||2.
Hence |Jn(z, c)| \
r
¯
−c2
r¯−c2
n for sufficiently small c ¥ (0, 1) and we can take
C6=(r
¯
−c2)/(r¯−c2).We get the result for d0=dC6. L
2.6. Proof of the Main Results
2.6.1. Proof of Theorem 1. The proof goes along the lines of the proof
of Theorem 19.3 of Bhattacharya and Ranga Rao [1, p. 194]. However, we
have to take into account the special structure of the random vectors and
to show that under the above assumptions the proof is still valid.
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Lemma 6 shows that the characteristic function jSnorm(h)(z) is absolutely
integrable and therefore the sum Snorm(h) (the distribution Q
g
nh) has a
bounded density qgnh(y).We now consider the difference
hn(y)=yn(q
g
nh(y)−q
g
k−2(h, y)),
with n=(n1, ..., nm+1) ¥ (Z+)m+1, 0 [ |n|=;m+1l=1 nl [ k+1, and yn=<m+1l=1 yl nl
for y=(y1, ..., ym+1).
By the Fourier inversion formula one has
sup
y ¥ Rm+1
|hn(y)| [
1
(2p)m+1
: F
Rm+1
hˆn(y) : dz, (41)
where hˆn(z) is the Fourier transform of hn(y).We have
hˆn(z)=e−iOz, yPDn(jSnorm(h)(z)− qˆ
g
k−2(h, z)),
where qˆgk−2(h, z) is the Fourier transform of q
g
k−2(h, y) and D
n :=<ml=1
“vl/“zl.
We proceed to show that the right-hand side of (41) is O(n−(k−1)/2) for
n=0, n=(k+1, 0, ..., 0), ..., n=(0, 0, ..., k+1).
Using a similar partition as in the proof of Theorem 19.3 of
Bhattacharya and Ranga Rao [1, p. 195, formula (19.38)], we get
sup
y ¥ Rm+1
|hn(y)| [
1
(2p)m+1
[I1+I2, 1+I2, 2+I3],
where
I1=F
B
|Dn(jSnorm(h)(z)− qˆ
g
k−2(h, z))| dz, I3=F
Rm+10B
|Dn(qˆgk−2(h, z))| dz
I2, 1=F
B1
|Dn(jSnorm(h)(z))| dz, I2, 2=F
B2
|Dn(jSnorm(h)(z))| dz
with
B={z ¥ Rm+1 : ||z|| [ C7n1/2}
B1={z ¥ Rm+1 : C7n1/2 < ||z|| [ C5n1/2}, B2={z ¥ Rm+1 : ||z|| > C5n1/2}.
C7=min(CB, C5) and CB, C5 are the constants from Lemma 14.3 of [1,
p. 125] and Lemma 7. The first term is I1=O(n−(k−1)/2).We use arguments
similar to those in the proof of Theorem 9.9 of [1, p. 77]. Because of
Lemmas 1–4 all conditions of Theorem 9.9 in [1] are fulfilled under the
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above assumptions. Obviously I3 decreases exponentially in n and in any
case I3=O(n−(k−1)/2) as well. According to a generalization of Lemma 14.3
of [1, p. 125] we have I2, 1=O(n−(k−1)/2) and it remains to show that
I2, 2=O(n−(k−1)/2). By Leibniz formula, the derivative DnjSnorm(h)(z) is the
sum of n |n| terms of the form
A(z)=D
i ¨ Ia
jYi
1 1
`n
C−1/2(h) z2×D
i ¥ Ia
DaljYi 1 1`n C−1/2(h) z2 ,
where Ia={j1, ..., js} are distinct indices from {1, ..., n}; a1, ..., ai are multi-
indices satisfying ; sl=1 al=n and s [ |n| [ k+1. We have
DaljYi 1 1`n C−1/2(h) z2=n−|al|2 j (|al |)Yi 1 1`n ATi C−1/2(h) z2 (ATi C−1/2(h))al.
Because of A2 and Lemma 1 it holds that
(ATi C
−1/2(h))al [ 1 cA
`l0o0
2 |al |.
Thus we have
I2, 2 [ C8(l0o0)−|n|/2 n |n|/2 F
B2
D
i^ ¥ Ia
jYi
1 1
`n
C−1/2(h) z2 dz.
Now we split the product <i^ ¥ Ia once more in two products, <i^ ¥ Ia=
<i ¥ J1<i ¥ J2 , where the number of elements |Ji | such that |Ji |/nQ const for
nQ. with i=1, 2. Thus we have
F
B2
|h(y)| dz [ C8(l0o0)−|n|/2 n |n|/2 F
B2
P1 P2 dz
with P1=<i ¥ J1 jYi ( 1`n C−1/2(h) z) and P2=<i ¥ J2 jYi (
1
`n
C−1/2(h) z). In
view of Lemma 7 P1 [ dC6 |J1|. On the other hand by Lemma 6 we get
>B2 P2 dy [ C9 |J2 | (m+1)/2. Thus I2, 2 < O(n−(k−1)/2).
2.6.2. Proof of Theorem 2.
Proof. From (23) and relation pS(h)(x)=(det C(h))−1/2 q
g
nh(C(h)
−1/2 x)
we get
pS(x)=(det C(hˆ))−1/2 q
g
nhˆ(0) exp(KS(`n hˆ)−`n hˆTx)
and refer then to Theorem 1. L
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2.6.3. To the proof of Theorem 3. The proof does not contain any
principal new details in comparison with the proof of Theorem 2. We use
instead of Lemma 5 the assumption E2’ directly. We omit the proof.
3. APPLICATION TO LINEAR REGRESSION
First let us formulate assumptions for the linear regression model which
are sufficient for A1, A2. Note that in the linear model the weight matrices
do not depend of the regression parameter b.
(R1) There exists a l0 > 0 such thatJnQ. lmin(
1
n X
TX) > l0.
(R2) There exists a cx <. such that limnQ. maxi [ n ||xi ||max < cx.
(R3) There exists a l0 > 0 such thatJnQ. lmin(W) > l0.
(R3’) The weight matrixW is diagonal with 0 < wmin [ wii [ wmax.
3.1. Least Squares Estimator
For the l.s.e in (1) we get the following approximation result. Set the
vector k(ha)
k(ha)=(o
−
E(h
T
a I
−1
(n)X
Twi))i=1...n
and the n×n matrix K(ha)
K(ha)=diag(o
'
E (h
T
a I
−1
(n)X
Twi)),
where oE denotes the cumulant function of the error distribution and o
−
E, o
'
E
the first and second derivatives of oE.
Theorem 4. Under assumptions R1–R3, and E1’–E3’ for
hˆa(x): I
−1
(n)X
TWk(ha)=`n x,
for any k, k \ 3, and for
Xa={x: ||hˆa(x)TI
−1
(n)X
TW||max [ ca}
the density pbˆ of`n (bˆ−b) is
pbˆ(x)=
exp(KSa (`nhˆa)−`n hˆTa x)
(det Cbˆ(hˆa))
1
2
(q (a)k−2(hˆa, 0)+Rn(hˆa(x)))
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with
sup
x ¥Xa
|Rn(hˆa(x))|=O(n−
k−1
2 ) and Ca(hˆ)=
1
n
I−1(n)X
TWK(hˆa) WXI
−1
(n).
and q (a)k−2(hˆa, 0) from (22) with
q (a)n (hˆa)=
1
n
C
n
i=1
o (|n|)E (hˆa(x)
T I−1(n)X
Twi)(I
−1
(n)X
Twi)n.
Proof. We apply Theorem 3 to (2) with (3). L
In the case of Ei ’N(0, 1) and the weight matrix W=diag(s−11 , ...., s−1n )
we have for arbitrary k \ 3 : pbˆ(x)=jN(0, I −1(n) )(x)(1+Rn), that is what we
know`n (bˆ−b) ’N(0, n(XTWX)−1).
3.2. Residual Sum of Squares
Let s2=1n;ni=1 wiis2i . Introduce a map y=F(z): Rp+1Q Rp+1 defined
by the relations y1=F1(z)=z1−n−1/2 z
T
2 I(n)z2; y2=F2(z)=z2, where y
T=
(y1, y
T
2 ), z
T=(z1,z
T
2 ) ¥ Rp+1, y2, z2 ¥ Rp. Because of (4) we have `n (1n RSS
−s2)=F1(S), with S defined in (5). The inverse map, z=F−1(y), can be
presented in the explicit form: z1=y1+n−1/2y
T
2 I(n) y2, z2=y2. It should also
be mentioned that the Jacobian J=|det(“F−1/“y)| — 1 for our special type
of transformation. Then we have
P 1`n 11
n
RSS−s22 > u2=F.
u
F pS(F−1(y)) dy2 dy1. (42)
The application of Theorem 2 to pS(z) delivers an approximation result for
the density of RSS.
Theorem 5. Under assumptions R1, R2, R3’, and E1–E3 it holds for any
k, k \ 3
P 1`n 11
n
RSS−s22 > u2=F.
u
F f(n)(z1(y), y2)(1+Rn(y1, y2)) dy2 dy1
with z1=y1+n−1/2y
T
2 I(n) y2 and f(n) from (26) with Rn(y1, y2) from (25).
Proof. The result follows from (42) and Theorem 2. L
The saddlepoint approximation requires numerical integration and
depends through the cumulant generating function mainly on the error
distribution. In the case of normally distributed errors we know that the
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RSS is qn−p distributed. The leading term of the saddlepoint approxima-
tion gives in that case the same distribution. This is proved in [9] for the
nonlinear regression also.
3.3. Variance Ratio
Introduce a map By=H(z): Rp+1Q Rp+1 defined by the relations y1=
H1(z)=(s2+n−1/2 z1−n−1 z
T
2 I(n)z2)
−1 zT2 I(n)z2, y2=H2(z)=z2, where y
T=
(y1, y
T
2 ), z
T=(z1,z
T
2 ) ¥ Rp+1, y2, z2 ¥ Rp. Because of (6) we have npn−p F=
H1(S). The inverse map, z=H−1(y), can be presented in explicit form:
z1=y
−1
1 `n zT2 I(n)z2−`n s2+n−1/2 zT2 I(n)z2; z2=y2. The Jacobian is
J(y)=:det 1“H−1“y 2:=`ny21 yT2 I(n) y2.
Then we have
P 1 np
n−p
F > u2=F.
u
F pS(H−1(y)) J(y) dy2 dy1. (43)
Applying to pS(z) Theorem 2 delivers an approximation result for the
density of F.
Theorem 6. Under assumptions R1, R2, R3’, and E1–E3 it holds for any
k, k \ 3
P(F > u)=F.
u(n)
F `n
y21
yT2 I(n) y2f(n)(z1(y), y2)(1+Rn(y1, y2)) dy2 dy1 (44)
with u(n)=u
np
n−p and
z1(y)=
`n yT2 I(n) y2
y1
−`n s2+n−1/2yT2 I(n) y2
and f(n) from (26) with Rn(y1, y2) from (25).
Proof. The result follows from (43) and Theorem 2. L
Let us discuss the special case of normally distributed errors, where the
variance ratio has the Fp, n−p-distribution.
Then it holds that o(l)=−l1−
1
2 ln(1−2l1)+
1
2 (1−2l1)
−1 l22 and E2, E3
are fulfilled. The saddlepoint equation system is
C
i=1
K −Xi (hˆ)=`n H−1(y),
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with ;i=1 KXi (h)=−nh1− n2 ln(1−2h1)+n2 (1−2h1)−1 hT2 I−1(n)h2, where hT=
(h1, h
T
2 ) ¥ Rp+1, h2 ¥ Rp and I(n) given in (3). The saddlepoints are:
hˆ1=
1
2
11− y1
yT2 I(n) y2
2 , hˆ2= y1`n yT2 I(n) y2 I(n) y2.
Note for all 0 < y1 < 2y
T
2 I(n) y2, we have |hˆ1 | <
1
2 and E1 is fulfilled also.
We get in (25)
X={(y1, y2): 0 < y1 < 2y
T
2 I(n) y2 <`n }. (45)
Let us denote the leading term of `n y−21 yT2 I(n) y2f(n)(z1(y), y2) in
Theorem 6 by rFn (y1, y2). The following theorem gives that under normal
distribution the leading term of saddlepoint approximation has the exact
distribution.
Theorem 7. Under the assumption wii=s
−1
ii =1 and Ei ’N(0, 1) and
R1, R2, it holds
F rFn (y1, y2) dy2=
k(n)
kF
fp, n−p(y1), lim
nQ.
k(n)
kF
=1,
where fp, n−p(x) is the density and kF the constant of the Fp, n−p-distribution.
Proof. Let C(h)=1n K
'
s (h).We have
det(C(hˆ))
1
2=`2 det(I−1(n))
1
2 1yT2 I(n) y2
y1
2 p2+1.
and
rFn (y)=
exp 11
n
Ks(hˆ)−
1
`n
hˆTH−1(y)2
(`2p)p+1 det(C(hˆ)) 12
J(y)
=
e
n
2`n exp 1−1
2
yT2 I(n) y2 1 ny1+122
(`2p )p+1`2 det(I−1(n))
1
2
1yT2 I(n) y2
y1
2 n−p2 1
y1
.
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Due to Theorem 6 we have to integrate the function rFn (y) with respect
to the variables y2. Let us perform the change of variables y2 Q `y1 y2
in the first step and then the change of variables `y1+n y2 Q y2 in the
second step. Then
F
Rp
rFn (y) dy2=k(n)
(y1)
p
2−1
11+y1
n
2 n2 , with k(n)=
e
n
2`n C(n, p)
`2p`2 n n2
, (46)
where C(n, p) is a moment of the Np(0, I
−1
(n))
C(n, p)=E(yT2 I(n) y2)
n−p
2 =2
n−p
2
C 1n
2
2
C 1p
2
2 .
Using the Stirling approximation to C(n−p2 ) we obtain
k(n)
kF
Q 1 as nQ.,
where kF is the constant of the density of the Fp, n−p distribution. L
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