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<chapter 2>
Opening Up the Black Box: An Analysis of the
Rationale of Coding Literacy
Peter Verhaar
Writing in the third decade of the 21st century, it has almost become a platitude
to state that digital technologies have initiated a radical transformation of the
way in which scholars engage in research. In the humanities, as in other disci-
plines, a growing number of researchers are intent on unlocking and enhanc-
ing the innovative possibilities associated with computational methods. For
humanists, such transformative opportunities are spawned partly by the fact
that libraries, archives andmuseums have collectively digitisedmillions of cul-
tural and historical artefacts, and partly by the ever-expanding sophistication
of the tools and the algorithms with which these digital objects can be anal-
ysed. With the rising importance of digital research methods, many scholars
have begun to ruminate on the question whether they are actually qualified
to do this type of work. Such concerns often stem from the observation that
educational programmes in the humanities have traditionally placed very lit-
tle emphasis on the skills and the capabilities that are required for a produc-
tive involvement in digital work. The debate on the nature of the Bildung that
is appropriate for digital humanists1 has often concentrated on the question
whether scholars need to acquire the ability to work with a programming lan-
guage.2 Coding is often seen as a central ‘empowering practice in relation to
1 D. Berry has discussed the education that is needed in the digital age, using terms borrowed
from the German Idealists in D. Berry, ‘The Computational Turn: Thinking about the Digital
Humanities’, Culture Machine, 12 (2011), 1–22 (p. 7) https://doi.org/10.1007/s12599‑014‑0342‑4.
2 During the 2011 MLA convention, for instance, Stephen Ramsay claimed that all digital hu-
manists need to know how to code, and that the digital humanities is fundamentally about
“building things”. These statements, made during a panel named “The History and the Future
of the Digital Humanities”, unleashed a great wave of acrimonious criticism at the time. The
full text of Ramsay’s contribution can be found in S. Ramsay, ‘Who’s In and Who’s Out’, in
Defining Digital Humanities: A Reader, ed. byM. Terras, J. Nyhan, and E. Vanhoutte (Farnham:
Ashgate, 2012).MiriamPosner notes that programming courses are often taught and followed
by white males, and argues that the lack of inclusivity in the programming community often
deterswomen andpeople of colour from learning how to code, seeM. Posner, ‘SomeThings to
Think about beforeYou Exhort Everyone to Code’, 2012 https://miriamposner.com/blog/some
‑things‑to‑think‑about‑before‑you‑exhort‑everyone‑to‑code/. Tanya Clement notes similarly
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our highly computational age’,3 and Douglas Rushkoff has famously empha-
sised that a literacy in coding offers programmers ‘access to the control panel of
civilization’.4 Confronted with such exhortations to code, however, many have
contended that the learning curve canbevery steep for scholarswithout aback-
ground in computing,5 and that it may not always be necessary for scholars to
learn how to program themselves, as it is a task which can be delegated to oth-
ers.6 In the face of such obstacles and reservations, however, there is a strong
case to be made for the claim that coding literacy needs to be viewed as a criti-
cal and indispensable competence for all humanities scholarswho aim tomake
use of computational methods.
Before expounding on the benefits of a proficiency in coding, it is useful
to unpack the concept of coding literacy, and to describe the competencies it
entails in more detail. At its most basic level, coding literacy implies the abil-
ity to read and to write source code, a message expressed using the building
blocks of a programming language. Such languages typically consist of compo-
nents such as if/else structures, loops, variables and functions. A programming
language, more particularly, is a constructed language which enables users to
formulate a sequence of instructions which can influence the behaviour of
a machine.7 Programming languages can be used, in other words, to imple-
that there is a system of gate-keeping, emphasising that there is a real debate about “whether
or not women and people of color (and others) are precluded from these activities for a vari-
ety of very real and very situated reasons”. See Tanya Clement, ‘An Information Science Ques-
tion in DH Feminism’, Digital Humanities Quarterly, 9.2 (2015) http://www.digitalhumanities
.org/dhq/vol/9/2/000186/000186.html.
3 D. Berry and A. Fagerjord, Digital Humanities: Knowledge and Critique in a Digital Age (Cam-
bridge: Polity, 2018), p. 51.
4 D. Rushkoff, Program or Be Programmed (New York: OR Books, 2009), p. 7.
5 Franco Moretti explains that when academics learn to code, this “allows them to have a type
of intelligence and intuitions that I don’t have and will never have. It’s an intelligence that
takes the form of writing a script, but in the writing of the script there is also the beginning
of a concept, very often not expressed as a concept, but that you can see that it was there
from the results that the coding produces”. See M. Dinsman, ‘The Digital in the Humanities:
An Interview with Franco Moretti’, Los Angeles Review of Books, 2016.
6 In 2015, O’Sullivan et al. conducted a survey among ninety-six researchers engaged in digi-
tal humanities research, to find out whether they considered programming to be a necessary
competence. The survey found that the participants, above all, stressed the importance of
being able to collaborate. The researchers conclude that “[y]ou do not ‘have’ to code, as long
as you can work—effectively—with someone who does”. See J. O’Sullivan, D. Jakacki, and
M. Galvin, ‘Programming in the Digital Humanities’, Digital Scholarship in the Humanities, 30
(2015) https://doi.org/10.1093/llc/fqv042.
7 The BCS Glossary of Computing defines programming languages as “themeans of generating
the software that makes the computer work. A computer operates by executing a program,
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ment algorithms, which can be described, in turn, as unambiguous descrip-
tions of the steps that need to be followed to arrive at a specific result. On the
basis of these characteristics, we can classify languages such as Python, Java,
Perl, C++ and Ruby as programming languages, and we distinguish these, for
instance, from techniques which primarily function as data structures, such
as XML or JSON.8 As textual writing systems, constructed to convey messages,
programming languages make use of specific terms and symbols and of well-
defined syntactic rules which stipulate how these words and symbols can be
combined. Because the instructions that need to be formulated have to fol-
low an exact logic, the process of becoming fluent in a programming language
has often been experienced as challenging. Viewed from another angle, how-
ever, the directness of the semantics and the restraints that have been built
into the syntax of such languages also render the task of reading and inter-
preting code more perfunctory than the task of interpreting texts in human
languages. As human beings have mastered natural languages as part of their
upbringing, they sometimes underestimate the complexities of this particular
communicative system. Natural languages are generally full of inconsistencies
and ambiguities, and, as literary critics are keen on demonstrating, they often
have different layers of meaning. Statements expressed in source code are fully
devoid of ambiguity, and they only have a single layer of meaning. The way in
which the statements are interpreted by the machine does not depend on the
time of the day, nor on the mood of the programmer.
Next to becoming adept at working with the vocabulary and the syntax of a
programming language, novice learners also need to become acquainted with
the communities of practice that have emerged around the technology. Over
the course of the history of a language, programmers have generally developed
particular communal values, resulting in specific styles or cultures of program-
ming. While the formal syntactic rules of the language determine whether or
not the code can be executed, these additional stylistic guidelines mostly help
to enhance the legibility or the elegance of the code. The standards for such
that is, following a sequence of instructions. This is held in memory as electronic patterns,
known as machine code. The programmer starts with a design of what the program or algo-
rithm is intended to do, then writes it in a programming language. The written program is
known as the source code and is translated into object code (ormachine code)”. See BCSGlos-
sary of Computing, ed. by Arnold Burdett, 14th edition (Boston: Credo Reference, 2017), p. 236.
8 The survey conducted by O’Sullivan et al. in 2015 found that there was considerable disagree-
ment as to what constitutes programming.When questioned whether programming actually
formed an integral part of their daily activities, a number of respondents had indicated that
they were frequent users of mark-up languages such as HTML and XML, while others referred
to languages such as Python.
12 verhaar
‘extra-functional’ properties9 are determined within a social context. Commu-
nities of usersmay have developed naming conventions for variables and func-
tions, they may endorse specific development tools or coding libraries, and
they can propagate certain design principles.Within the community of Python
developers, the valueswhich all programmers ought to aspire to have been cod-
ified explicitly in a manifesto entitled The Zen of Python. Its text consists of a
collection of aphorismswhich seek to bring home the ideas, among others, that
‘[s]imple is better than complex’ and that, ‘[i]f the implementation is hard to
explain, it’s a bad idea’.10 Codewhich fully conforms to guidelines such as these
are referred to as ‘Pythonic’.11
The process of gaining mastery in a specific programming language typi-
cally runs in parallel with the acquisition of amore generic and amore abstract
mode of reasoning which is often referred to as computational thinking. Com-
puter programs are typically created to automate a range of activities or to solve
a certain problem, and computational thinking entails the capacity to analyse
these types of challenges, in such a way that the solution can be implemented
ona computer. It implies the ability to reproduce the various heuristic activities
that need to be completed using the core components of a programming lan-
guage. Compared to coding literacy, which essentially denotes amastery of one
or more concrete programming languages, computational thinking operates
at a higher level of abstraction. Various authors have stressed that computa-
tion thinking as a term is in fact a hypernymwhich comprises a range of other,
more specific capabilities.12 Chief among these are decomposition, abstraction
and automation. Decomposition, firstly, refers to the ability to divide a large
and complicated problem into smaller parts which can be addressed more
easily in isolation. This cognitive capacity helps programmers to identify the
steps needed to perform an activity algorithmically. A second crucial ability
is abstraction, which, according to Jeanette Wing, entails the ability to decide
9 Theuse of the adjective “extra-functional”was inspiredbyMarkMarino’s discussionof the
aims of the field of Critical Code Studies (CCS).Marino explains that CCS aims to interpret
“the extra-functional significance of code”, “extra” here meaning “emerging from” rather
than “outside” or “beyond”. See M.C. Marino, ‘Why We Must Read the Code: The Science
Wars, Episode IV’, in Debates in the Digital Humanities, ed. by M. Gold and L. Klein (Min-
neapolis: University of Minnesota Press, 2016).
10 T. Peters, ‘The Zen of Python’, 2004. The manifesto is shipped with each installation of
Python, and can be invoked by typing in the command “import this”.
11 K. Reitz and T. Schlusser, ‘The Hitchhiker’s Guide to Python’, 2016.
12 J. Wing, ‘Computational Thinking and Thinking about Computing’, Philosophical Trans-
actions of the Royal Society A: Mathematical, Physical and Engineering Sciences, 366.1881
(2008), 3717–3725 https://doi.org/10.1098/rsta.2008.0118.
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‘what details we need to highlight and what details we can ignore’.13 During
the analysis of specific problems, it is often necessary to conceive of actions
or functions in abstract terms, and in ways that conceal the intricacies of their
concrete implementation. Besides abstraction and decomposition, Berry and
Fagerjord also argue that computational thinking demands a capacity to auto-
mate specific tasks.14 It entails the transformation of existing activities into
self-contained processes which can be executed repeatedly and without any
human intelligence.While coding literacy and computational thinking are dis-
tinct concepts, the former capability is both a prerequisite for and a resultant
of the latter set of skills. A basic aptitude for computational thinking is needed
to learn how to program, and the ability to think computationally can subse-
quently improve as a consequence of having programmed. Coding literacy can
be described, in short, as the ability to express certain ideas using the symbols
and the syntax of a programming language, while being aware of the etiquettes
that govern the intelligibility and the readability of the code. Programmers tend
to become more fluent and more confident in the use of a programming lan-
guage as they develop their computational thinking.
The ability to read and to write code is of crucial importance, first and fore-
most, for digital humanists aiming to adhere to a scholarly ethos which posits
that academic work must be transparent and reproducible. Such transparency
can be difficult to attain for scholars who are illiterate in coding, since they will
need to performmost or all of their computational analyses using applications
which have been built by others, and which typically present their function-
alities through a graphical user interface. Admittedly, such tools can be very
helpful for researchers who want to get a quick impression of possibilities.
While these applications usually demand little technical knowledge beyond
basic computational skills, such as installing software, uploading files, or select-
ing options from menus, they still permit their users to carry out a number of
basic tasks in the field of data acquisition or data processing. In a sense, such
tools exemplify the notion that all computational work is based on abstraction.
Theypresent a number of prototypical scholarly activities in a highly simplified
manner. This heightened level of abstraction evidently comes with a number
of disadvantages. User-friendly software applications typically allow their users
to perform a limited number of tasks only. Although the nature of particular
tasks can often be manipulated by setting certain parameters, it is generally
difficult to surpass the functionalities that have been made available by the
13 Wing, ‘Computational Thinking and Thinking about Computing’, p. 3718.
14 Berry and Fagerjord, p. 43.
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builders of these tools, thus limiting the possibilities for innovative forms of
research. More importantly, when activities are mediated through a graphi-
cal user interface, the details of the algorithms that underlie the tool remain
opaque. Such interfaces obfuscatemany of the decisions thatweremade by the
tools’ developers. Applications that enable researchers to perform basic tasks
in the field of Text & Data Mining, for instance, often conceal the minutiae of
how full texts are cleaned, tokenised and enriched. Scholarsmay use the results
of such tools in support of interpretative analysis, even when they fail to over-
see the full implications of their ownmethodology.Websites which allow their
users to search in a repository containing collections of digital objects often
fail to supply explicit documentation about the completeness or the accuracy
of themetadata in the system, and, as a consequence of this, the results that are
shown to their users may occasionally be misleading. Decisions that are taken
by software developers often impact the result of these scholarly tools directly,
and, if scholars are unaware of such decisions, this may evidently compromise
their accountability.
The stance that coding literacy is an inescapable necessity is often coun-
tered by the argument that coding is an activity which can be delegated to
other human beings. The digital humanities have often been portrayed as a ‘big
tent’ or as a ‘market place’ in which computer scientists and humanists work
on data and on tools in a collaborative manner.15 Within such conglomerates
of skills and capacities, there is typically a distinction between scholars who
can formulate certain needs on the one hand, and technical experts who can
develop the software which can satisfy those needs on the other. As the frames
of reference of the two groupsmay differ, some of the details of such specifica-
tionsmay get lost during the communication of these needs. It may not always
be possible, furthermore, to spell out all the requirements in full detail before-
hand. Especially during the exploratory phase of projects, scholarly research is
often aleatory and unpredictable. Approaches that were chosen initially need
to be revisited frequently or be adapted at a later stage, based on intermediate
findings. Such experiments can evidently run more effectively and more pro-
ductivelywhenhumanities scholars are versed at coding themselves, andwhen
they can reduce their reliance on others. When they do collaborate, a literacy
in coding can still be conducive, as it helps scholars to formulate better specifi-
cations. Researchers who have gotten their hands dirty themselves are usually
good at estimating whether their requests to other programmers are realistic.
15 P. Svensson, ‘Beyond the Big Tent’, in Debates in the Digital Humanities, ed. byM. Gold and
L. Klein (Minneapolis: University of Minnesota Press, 2012).
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Coding literacy matters to humanities scholars, moreover, because of the
fact that a growing number of authors and artists have begun to use code as
a means of artistic expression. To create the novel 1 the Road, for instance,
the author Ross Goodwin drove from New York City to New Orleans in a car
equipped with various sensors. The data that were captured by these sensors
were converted into words by a range of machine learning algorithms, and
the prose that was generated in this way was published in an unedited form.16
The Dutch author Ronald Giphart made use of a similar technology to write
a new chapter for a Dutch translation of Isaac Asimov’s novel I Robot in 2017.
The chapter was written in collaboration with an application named Asibot,
which utilised a neural network trained on several thousands of existing nov-
els to finish incomplete sentences typed in by the author.17 Experiments such
as these pose pertinent questions about the nature of creativity and authorial
authenticity. A number of literary authors have also used code to generate or
co-create poetry. To produce the volume Encomials: Sonnets from Pentametron,
Ranjit Bhatnagar developed an application named the Pentametronwhich car-
ried out large-scale analyses of messages posted on Twitter, and which ran-
domly combined fourteen rhyming tweetswhich, according to the data science
algorithms, consisted of iambic pentameters.18 A number of poets have felt
inspired, furthermore, by the syntax of source code. Code poetry is a genre
of poetry written in a programming language. The genre includes texts which
contain poetic techniques such asmetaphors, imagery, rhyme and rhythm, but
which, despite these aesthetic qualities, can still be executed on a computer.19
For scholars fully lacking an understanding of the techniques used by these
authors, it canbedifficult to engage in a critical debate about themerits, the rel-
evance and the meaning of such works of art. The task of developing a literacy
in codingmay also be viewed as a continuation of a longer tradition within the
humanities. To be able to analyse cultural or historical artefacts well, scholars
have always had to develop a level of expertise in the techniques and themate-
rials used by their makers. Codicologists studying medieval manuscripts need
to develop a knowledge of ink, parchment and book bindings, and scholars in
the field of photographic studies need to acquire a thorough understanding of
16 R. Goodwin, K. McDowell, and Google (Firm), 1 the Road ([Paris]: Jean Boite Èditions,
2018).
17 I. Asimov, R. Giphart, and L.H. Zelders, Ik, Robot ([Amsterdam]: Stichting Collectieve Pro-
paganda van het Nederlandse Boek, 2017).
18 R. Bhatnagar, Encomials: Sonnets fromPentametron (DenverColorado:Counterpath, 2018).
19 D. Berry, The Philosophy of Software: Code and Mediation in the Digital Age (Basingstoke:
Palgrave Macmillan, 2011), p. 30.
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graphic techniques and of the intricacies of photo-mechanical reproduction.
By the same token, it seems reasonable to assume that scholars interested in
today’s literary avant-garde will need to become familiar with the technologies
underlying born-digital phenomena such as Twitter poetry, hypertext novels
and algorithmically generated fiction.
Whereas programming has often been portrayed as an exertion which de-
mands a rigidly systematic logic or a strictly mathematical line of reasoning,
it is important to emphasise that the process of creating code also demands
numerous activities that are decidedly congenial to the type of work humani-
ties scholars have done traditionally. Computational thinking is not necessarily
antithetical tohumanistic thinking.Humanities research is often interpretative
and contemplative. Scholars have been trained to problematise and to criti-
cise certain concepts. They often pride themselves on the ability to approach
questions frommany different perspectives and on their awareness of the rich
historical or cultural context of phenomena. When scholars manage to apply
qualities such as these during the composition of a computer program, this can
clearly result in software that is robust, reusable and scalable. These humanis-
tic traits can also be fruitful during the development of models, which, asmany
have noted, forms a central activity in the creation of software tools.20 Creat-
ing code is a ‘creative and a generative activity’,21 enabling us to give expression
to a conceptualisation of all the relevant phenomena within a well-defined
domain.When scholars write code to perform a sentiment analysis of a corpus
of texts, for instance, they need to come to grips with the phenomenon of emo-
tionality. They have to recognise the properties that determine the positivity or
the negativity of a sentiment, and they need to advance a theory on how such
emotions can be evoked by the words in the text. The program that results may
be seen as a rendition of the scholar’s understanding of the domain. Once such
conceptualmodels have been implemented on amachine, they allowprogram-
mers to make inferences, calculations or predictions. If such manipulations
lead to errors or to inconsistencies, this allows programmers to identify those
areas in which the model still misrepresents reality.22 Provided that no cod-
ing errors have been made, executing a program is, in effect, a scrutiny of the
20 J. Flanders and F. Jannidis, ‘Data Modeling’, in A New Companion to Digital Humanities,
2015 https://doi.org/10.1002/9781118680605.ch16; W. McCarty, ‘Modeling: A Study inWord
andMeaning’, in ACompanion toDigitalHumanities, ed. by S. Schreibman,R. Siemens, and
J. Unsworth (Blackwell); J. Unsworth, ‘What Is Humanities Computing andWhat Is Not?’,
inDefiningDigital Humanities: AReader, ed. byM.Terras, J. Nyhan, and E. Vanhoutte, 2013.
21 M. Kirschenbaum, ‘HelloWorlds’, The Chronicle of Higher Education, 2009.
22 W. McCarty, ‘The Residue of Uniqueness’, Historical Social Research, 37.3 (2012), 24–45
https://doi.org/10.12759/hsr.37.2012.3.24‑45.
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theoretical assumptions made during the algorithmic design. The data which
are produced as outputmay prompt programmers to reconsider these assump-
tions and to reassess the algorithm as implemented. Through such cycles of
iterative development, scholars can theorise about a domain, and they can
interrogate the full implications of their simulations of this domain, in a man-
ner that demands both logic and inventiveness.
Berry and Fagerjord stress, furthermore, that the act of decomposition,
which is a pivotal constituent of computational thinking, cannot be monop-
olised by computer scientists. Acts of disentanglement and of modularisation
are demanded across the full academic spectrum.23Decomposition implies the
ability to dissect intricate skeins of complexity, next to the ability to reduce
these to more manageable proportions. This competence is needed when
scholars operationalise their research questions, andwhen they select the tools
and the techniques they will work with during the design of their methodol-
ogy. As the decomposition that is needed to carry out academic research bears
a strong resemblance to the type of decomposition that undergirds computer
code, it may be argued that all of scholarship is algorithmic, to varying degrees.
Since digital research methods often imply quantitative research methods,
the practical involvement in the development of scholarly software also forces
researchers to gain a familiaritywith themathematics and statistics that inform
particular analyses. JeanetteWing stresses that, because computer science has
its roots in mathematics, all computational work invariably demands a degree
of mathematical thinking.24 Researchers aiming to investigate properties of
texts stored in large digital libraries inevitably face the need, at some point,
to become acquainted with the formulae that have been developed by statis-
ticians and mathematicians for calculating similarities, normalising data or
establishing correlations. At the same time, there are also limits to the amount
and the level of knowledge that can be amassed by humanists in this context.
The algorithms that are adopted within digital humanities research generally
capitalise on the results of several decades of advanced research in fields such
as artificial intelligence, statistical learning and data science. The algorithms
that have been developed to create word embeddings or topic models, for
instance, are based on sophisticated mathematical formulae, which are likely
to perplex or to intimidate large groups of humanities scholars. Responding
to the perceived complexity of many of today’s statistical analyses, Benjamin
Schmidt makes a useful distinction between algorithms on the one hand and
23 Berry and Fagerjord, p. 47.
24 J. Wing, ‘Computational Thinking’, Communications of the ACM, 49.3 (2006), p. 35.
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their transformations on the other.25 Schmidt stresses that it is not always nec-
essary to be fully cognisant of the intricacies of algorithms, as long as scholars
manage to be apprehensive of their outcomes. Foregrounding the transforma-
tions that can be effectuated and downsizing the importance of algorithms
may be viewed as an exponent of abstraction. In Python, programmers can
orchestrate such transformations concretely by importing libraries such as
scikit-learn or tensorFlow.26 Using such existing libraries, scholars can work
with neural networks and with machine learning techniques without having
to delve into the nuts and bolts of all the relevant algorithms. Arguably, the
type of expertise that digital humanists need to develop in this area also dif-
fers from the level of the knowledge that is required of mathematicians. Digital
humanists do not conduct research on formulae and algorithms themselves.
The focus is predominantly on whether these algorithms can be used to open
up new perspectives on literature and culture. Following the viewpoint that
digital humanities research concentrates on applied mathematics, a general
comprehensionof what algorithms accomplish is sufficient. Such an awareness
of the underlyingmathematics helps researchers, nevertheless, to take respon-
sibility for their scholarly work.
In her article ‘Understanding Computer Programming as a Literacy’, Anette
Vee maintains that the concept of coding literacy should not be considered
in isolation from its social and cultural context. She defines the term ‘liter-
acy’, more generally, as ‘a human facility with a symbolic and infrastructural
technology—such as a textual writing system—that can be used for creative,
communicative and rhetorical purposes’. The adjective ‘infrastructural’ is an
operative term in this definition. Vee emphasises that the concept of literacy
‘leverages infrastructural symbolic technologies and is necessary for everyday
life’. Applying this strict definition, and recognising that the ability to code is
not an absolute requirement for taking part in society yet, she is reluctant to
describe the ability to program as a literacy. She prefers to describe this com-
petence as a ‘material intelligence’, a term borrowed from Andrea diSessa.27 It
is obvious, nonetheless, that the societal impact of code is expanding almost
incessantly, and that software is becoming more and more pervasive within
our culture. The ubiquity of code can be illustrated using numerous exam-
25 B. Schmidt, ‘DoDigital Humanists Need toUnderstandAlgorithms?’, inDebates in theDig-
ital Humanities (Minneapolis: University of Minnesota Press, 2016).
26 See https://scikit‑learn.org/stable/ and https://www.tensorflow.org/.
27 A. Vee, ‘Understanding Computer Programming as a Literacy’, Literacy in Composition
Studies, 1.2 (2013) http://licsjournal.org/OJS/index.php/LiCS/article/view/24/293.
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ples. Recruiting managers of large companies frequently relegate the task of
selecting future employees to artificial intelligence, and, on international stock
markets, financial traders increasingly rely on number-crunching software to
make decisions on financial transactions. Algorithms determine which infor-
mation is highlighted on the timelines of our social media, and, as such, they
can affect popular thinking and determine the course of democratic elections.
Software actively shapesmanyof today’s societal processes, and the logic that is
implemented in software can have profound implications for millions of indi-
viduals. Many authors have stressed that this is a development which must be
scrutinised and criticised,28 and it seems reasonable to expect that citizenswho
have obtained a literacy in coding andwho have exercised their computational
thinking are in a better position to do this. Our tools and our devices are clearly
becoming smarter, but this development should not give rise to an increased
ignorance on the part of the users of these tools. It is unrealistic to expect that a
competence in codingwill ever becomemandatory for all citizens, but it can be
anticipated that the increasing centrality of softwarewill eventually urge grow-
ing numbers of people to learn the ropes of programming.While the ability to
code was largely confined to computer scientists and IT specialists a number
of decades ago, the community of programmers has clearly expanded already,
as it now includes journalists, architects, visual artists and humanities scholars
as well.
A proficiency in programming, in sum, can be beneficial to digital human-
ists because of a number of reasons. Scholars who have acquired a literacy
in coding are generally able to build customised tools geared directly towards
the needs of their own research. Such an active involvement in the construc-
tion of scholarly equipment canmake the researchmore transparent andmore
reproducible. Scholars who have developed a knowledge of programming are
well positioned, furthermore, to analyse and criticise innovative works of art
which are created or mediated using code. Focusing exclusively on the bene-
fits that may ensue from a competence in the mechanics of programming is
much too narrow, however. Coding is a practical form of expertise which can
easily becomeoutdatedwhen tools and techniques becomeobsolete. A literacy
in coding is important, principally because it helps researchers to foster their
mathematical and computational thinking. A competence in coding ultimately
leads to an appreciation of the concepts and the principles that underpin com-
28 E. Morozov, The Net Delusion: How Not to Liberate The World (Penguin Books, 2012);
Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the
New Frontier of Power (Profile Books, 2019).
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putational methods. Humanists who manage to straddle C.P. Snow’s two cul-
tures, and who develop their technical prowess, often develop a panoramic
perspective which lets them see beyond the concrete tools. The thinking pat-
terns that arise can generally be applied to a wide range of situations, even
when the technology gets renewed. Ultimately, they enable scholars to seize
new opportunities as they unfold, and to face future challenges that we cur-
rently cannot fathom.
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