Abstract. We provide a categorification of q(2)-crystals on the singular gl n -category O n . Our result extends the gl 2 -crystal structure on Irr(O n ) defined by BernsteinFrenkel-Khovanov. Further properties of the q(2)-crystal Irr(O n ) are also discussed.
Introduction
The crystal basis theory is one of the most prominent discoveries in the modern representation theory. Crystal bases, which can be understood as global bases at q = 0, have been introduced by Kashiwara [16, 17, 18] and have many significant applications to a wide variety of mathematical and physical theories. In particular, their nice behavior with respect to tensor products leads to elegant explanations of a lot of combinatorial phenomena such as combinatorics of Young tableaux and Young walls [15, 20] . On the other hand, Lusztig took a geometric approach to develop the canonical basis theory, which turned out to be deeply related to categorification theory as is the case with global basis theory.
In [2] , Bernstein, Frenkel and Khovanov discovered a close connection between the singular gl n -category O n and the n-fold tensor power V ⊗n , where V is the 2-dimensional natural representation of sl 2 . Their result initiated the categorification program of sl 2 -representation theory, which was extended to the quantum algebra U q (sl 2 ) [27] and to general tensor products of finite-dimensional U q (sl 2 )-modules [7] . That is, they obtained several versions of (weak) sl 2 -categorification in the sense of Chuang and Rouquier [4] .
In recent years, there is growing interest in the crystal basis theory of the quantum superalgebras. A major accomplishment in this direction is the development of crystal basis theory of the quantum superalgebra U q (gl(m|n)) for the tensor modules; i.e., the modules arising from tensor powers of the natural representation [1] . Such a theory was developed for the quantum superalgebras U q (q(n)) for the category of tensor modules [8, 9] and U q (osp(m|2n)) for a certain semisimple tensor category of U q (osp(m|2n))-modules [19] .
The q(n)-case is especially interesting and challenging both from algebraic and combinatorial perspectives. A definition of U q (q(n)) was first introduced in [25] using the Fadeev-Reshetikhin-Turaev formalism. In [11] , an equivalent definition of U q (q(n)) was given in the spirit of Drinfeld-Jimbo presentation and the highest weight representation theory was developed. Moreover, in [8, 9, 10] , the crystal basis theory for U q (q(n))-modules was established, which provides a representation theoretic interpretation of combinatorics of semistandard decomposition tableaux.
We now explain the main result of this paper. One important consequence of sl 2 -categorification in [2] is that the set Irr(O n ) of isomorphism classes of simple objects in O n admits a gl 2 -crystal structure. The categorified Kashiwara operators E and F are constructed using the translation functors given by the n-dimensional natural gl n -module L(e 1 ) and its dual L(e 1 )
* . In the present paper, we investigate q(2)-crystal structure on Irr(O n ). We also use the translation functors to construct the categorified odd Kashiwara operators E and F. However, we use the infinite-dimensional irreducible highest weight gl n -module L(e n ) with highest weight e n and its dual L(e n ) * , which fits very naturally in our setting. We believe our result is the first step toward the q(2)-categorification theory and it will generate various interesting developments in categorical representation theory of (quantum) superalgebras.
The organization of the paper is as follows. In the first two sections, we collect some of basic definitions and properties related to the gl 2 -crystal structure on Irr(O n ). The third section is devoted to the properties of q(2)-crystals used in this paper. The definition of categorified odd Kashiwara operators on O n , as well as the main result of this paper, are included in Section 4. In the last section, we discuss further properties of the q(2)-crystals related to parabolic subcategories of O n .
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The category O n
Let g = gl n (n ≥ 2) be the general linear Lie algebra with triangular decomposition g = n − ⊕ h ⊕ n + . We denote by U(g) its universal enveloping algebra and by Z(g) the center of U(g). Choose an orthonormal basis {e 1 , . . . , e n } of R n and identify C ⊗ R R n with h * , the dual of h. Thus ∆ := {e i − e j | i < j} is the set of positive roots and Π := {e i − e i+1 | 1 ≤ i ≤ n − 1} is the set of simple roots. The Weyl group of g is isomorphic to the symmetric group S n , which acts on h * by permuting e i 's.
We say that a g-module M is a weight module if
A linear functional λ ∈ h * is called a weight of M if M λ = 0. We denoted by Supp(M) the set of weights of M. Note that any weight of M is a linear combination of e i 's. For a weight module M = λ∈h * M λ , let M * := λ∈h * Hom C (M λ , C) be the restricted dual of M with the g-module action given by
Note that Supp(M * ) = −Supp(M)
Let V = Cv 1 ⊕ Cv 2 be the 2-dimensional natural representation of gl 2 , where the gl 2 -action is given by left multiplication. Hence we have wt(v 1 ) = e 1 and wt(v 2 ) = e 2 . Recall that the special linear Lie algebra sl 2 is the subalgebra of gl 2 generated by
Thus its universal enveloping algebra U(sl 2 ) is the associative C-algebra generated by E, F, H with defining relations
The gl 2 -action on V induces an sl 2 -action given by
It follows that the sl 2 -weight of v 1 is 1 and that of v 2 is −1. For each n ≥ 2, the tensor space V ⊗n admits a U(sl 2 )-module structure via the comultiplication ∆ :
Let W = W(g) be the category of all weight modules M such that dim M λ < ∞ for all λ ∈ h * . We denote by O = O(g) the full subcategory of W(g) consisting of finitely generated U(g)-modules that are locally U(n + )-nilpotent. The category O is known as the Bernstein-Gelfand-Gelfand category.
the half sum of positive roots. For a sequence a 1 , . . . , a n of 1's and 2's, we denote by M(a 1 , . . . , a n ) and L(a 1 , . . . , a n ) the Verma module with highest weight a 1 e 1 + · · · + a n e n − ρ and its simple quotient, respectively.
For each i ∈ Z, define O i,n−i to be the full subcategory of O consisting of gl n -modules M whose composition factors are of the form L(a 1 , . . . , a n ) with exactly i-many 2's. The category O i,n−i is a singular block of O corresponding to the subgroup S i × S n−i of S n . For i < 0 or i > n, O i,n−i consists of the zero object only. We define
the main category of our interest. We denote
is the Grothendieck group of O n . As usual, we write [M] for the isomorphism class of an object M in O n . An alternative description of O i,n−i is given as follows. Let χ : Z(g) → C be an algebra homomorphism. We define O χ to be the subcategory of O consisting of gmodules M such that for each z ∈ Z(g) and m ∈ M, we have (z − χ(z)) k m = 0 for some k > 0. Then we get the central character decomposition
where Z(g) ∨ denotes the set of all algebra homomorphisms Z(g) → C. Note that Z(g) acts on a highest weight module with highest weight λ by a constant χ λ (z) (z ∈ Z(g)). We will write O λ for O χ λ .
On the other hand, for each ν ∈ h * , set ν = ν + Z∆ ∈ h * Z∆, where Z∆ denotes the root lattice of g. We define O[ν] to be the full subcategory of O consisting of gl n -modules M such that wt(M) ⊂ ν. Then we have the support decomposition
The category O i,n−i coincides with O ω i −ρ , and
, where
is the shifted i-th fundamental weight.
Similarly, the category W has the central character decomposition and the support decomposition
Note that W has the central character decomposition due to the fact that the Z(g)-action is stable on each weight space. Set
where L(e 1 ) is the n-dimensional natural representation of g. Now we define the exact endofunctors E and F on O n by
We denote by [E] and [F ] the linear endomorphisms on G(O n ) induced from the functors E and F , respectively.
The following theorem plays an important role in this paper.
where 1 ′ := 2 and 2 ′ := 1.
The category O n provides an sl 2 -categorification in the sense of Chuang-Rouquier.
2. gl 2 -crystal structure on Irr(O n )
In this section, we will discuss the gl 2 -crystal structure on Irr(O n ), the set of isomorphism classes of simple objects in O n . We first recall the definition of gl 2 -crystal.
Set P := Ze 1 ⊕ Ze 2 and α 1 := e 1 − e 2 . Let (k 1 , k 2 ) be the basis of P * which is dual to (e 1 , e 2 ). The natural pairing P * × P → Z is denoted by , .
Definition 2.
1. An (abstract) gl 2 -crystal is a set B together with the mapsẽ,f : B → B ⊔ {0}, ϕ, ε : B → Z ⊔ {−∞}, and wt : B → P satisfying the following conditions (see [18] ):
The sl 2 -categorification on O n has the following nice properties.
Proposition 2.2. ([4, Proposition 5.20], [21, Proposition 2.3])
Let S be a simple object in O n with ε(S) = 0 (respectively, ϕ(S) = 0).
(1) The object E(S) (respectively, F (S)) has simple socle and simple head, and they are isomorphic to each other.
Since the head and socle of E(S) are isomorphic, we may defineẽ(
[S]) = [soc(E(S))] and similarly forf ([S]).
Then Irr(O n ), wt, ϕ, ε,ẽ,f becomes an sl 2 -crystal (see the last paragraph of [21,
Thus S is a simple submodule of F (S ′ ) so that we have S ∼ = soc F (S ′ ) by the above proposition. That is, ifẽ(
Irr(O n ), wt, ϕ, ε,ẽ,f becomes a gl 2 -crystal.
Let B = {b 1 , b 2 } be the sl 2 -crystal of V. By defining wt(b 1 ) = e 1 , wt(b 2 ) = e 2 , B becomes a gl 2 -crystal. Recall that the tensor product rule for gl 2 -crystals gives a gl 2 -crystal structure on B ⊗n = B × · · · × B (see, for example, (3.1)). The following theorem describes the gl 2 -crystal structure on Irr(O n ).
Remark 2.4. Note that the functors e 1 and f 1 defined in [3] correspond to our functors F and E, respectively. If we take the full subgraph of the gl ∞ -crystal Z n given in [3] with vertices B := {(a 1 , . . . , a n ) ; a i ∈ {1, 2}} ⊂ Z n , then B can be regarded as a gl 2 -crystal in a natural way. Remark that in [3] , the opposite tensor product rule for gl 2 -crystals was used. The map ψ : (a 1 , . . . , a n )
) becomes a bijection between B and B satisfying ψ(f 1 (a 1 , . . . , a n )) =ẽ(ψ(a 1 , . . . , a n )) and ψ(ẽ 1 (a 1 , . . . , a n )) =f (ψ(a 1 , . . . , a n )).
q(2)-crystals
In this section we recall the definition of q(2)-crystal and provide a description of the connected components of B ⊗n as q (2)-crystals. The notion of abstract q(n)-crystal and the queer tensor product rule are introduced in [8, 9, 10] . In this paper, we consider q(2)-crystals only.
Definition 3.1. An q(2)-crystal is a gl 2 -crystal together with the mapsẽ 1 ,f 1 : B → B ⊔ {0} satisfying the following conditions:
Note that in [8, 9] , the gl 2 -crystals satisfying the above conditions are called abstract q(2)-crystals. In this paper, we simply call them q(2)-crystals.
Let B be a q(2)-crystal (respectively, a gl 2 -crystal) and let B ′ be a subset of B. We
′ and x =ẽ,f ,ẽ 1 ,f 1 (respectively, x =ẽ,f ). The queer tensor product rule is given in the following theorem. (1) Let B = {b 1 , b 2 } be the gl 2 -crystal of V. Definẽ
Then B is a q(2)-crystal with q(2)-crystal graph
From now on, b 1 and b 2 are identified with 1 and 2, respectively.
(2) By the queer tensor product rule, B ⊗r is a q(2)-crystal. The q(2)-crystal structure of B ⊗4 is given below. Here we identify a sequence a 1 · · · a r (a i ∈ {1, 2}) with the element a 1 ⊗· · ·⊗a r ∈ B ⊗r .
(3) The connected component C(22122122) ⊂ B ⊗8 is given below:
In Example 3.3(2), we can observe the following decompositions of gl 2 -crystals.
as gl 2 -crystals.
Proof. Let b ∈ B ⊗r . It is not difficult to see thatf 1f 
Then it is clear thatf yf 1f 
Recall that a finite sequence of positive integers x = x 1 · · · x N is called a strict reverse lattice permutation if for 1 ≤ k ≤ N and 2 ≤ i ≤ n, the number of occurrences of i is strictly greater than the number of occurrences of i − 1 in x k · · · x N as long as i − 1 appears in x k · · · x N [10] .
⊗N is a lowest weight vector if and only if it is a strict reverse lattice permutation.
We say that a sequence consisting of 1's and 2's is a trivial lattice permutation if (i) the number of 1's and the number of 2's are the same, (ii) in every proper initial part, the number of occurrences of 1 is strictly larger than the number of occurrences of 2.
For a sequence u in {1, 2}, we denote by |u| the length of u. Proposition 3.6.
(1) Let ℓ = a 1 a 2 · · · a r be a q(2)-lowest weight vector in B ⊗r . Then there is a unique way to decompose ℓ into the form
such that every u i is a trivial lattice permutation or a maximal subsequence consisting of 2's only.
(2) Let A ℓ be the set of positive integers k with 1 ≤ k ≤ r − 1 such that
where u i is a trivial lattice permutation.
⊗r , define b to be the sequence obtained from b by removing all b k 's for k ∈ A ℓ . We also define b to be the subsequence
Then we have
given by b → b is a bijection that commutes with e,f ,ẽ 1 ,f 1 .
Proof. Since ℓ is a q(2)-lowest weight vector, it is a strict reverse lattice permutation by Corollary 3.5. In particular, we have a r = 2. If ℓ = 2 r , we have u 1 = 2 r−1 . If ℓ = 2 r , let a j be the leftmost 1 that occurs in ℓ. By the definition, a j a j+1 · · · a r is also a strict reverse lattice permutation, therefore, the number of occurrences of 2 is strictly greater than the number of occurrences of 1 in a j a j+1 · · · a r . Hence, there is the smallest k such that j + 1 ≤ k ≤ r − 1 and the number of occurrences of 2 is equal to the number of occurrences of 1 in a j a j+1 · · · a k . We let u 1 = a 1 · · · a j−1 = 2 j−1 , u 2 = a j a j+1 · · · a k when j ≥ 2, and u 1 = a j a j+1 · · · a k when j = 1. Since k is the smallest one and the number of occurrences of 2 is equal to the number of occurrences of 1 in a j a j+1 · · · a k , the subsequence a j a j+1 · · · a k is a trivial lattice permutation. Since a k+1 · · · a r is also a strict reverse lattice permutation, we repeat the above procedure. By the construction, it is straightforward that the decomposition of ℓ into the form ℓ = u 1 u 2 · · · u s 2 is unique.
Let M := b ∈ B ⊗r ; b ∈ C( ℓ), b = ℓ . By defining 0 := 0, we obtain a bijection between M ⊔ {0} and C( ℓ) ⊔ {0} given by b → b. We will show that this bijection commutes withẽ,f ,ẽ 1 andf 1 . Note thatf 1 ,ẽ 1 act only on b r for b ∈ B ⊗r . In addition, we have r ∈ A ℓ so that b = ub r for some u. It follows that
We know that Example 3.7. In Example 3.3(4), the element ℓ = 22122122 is a q(2)-lowest weight vector in B ⊗8 . Then we obtain A ℓ = {3, 4, 6, 7}, ℓ = 2222 and ℓ = 1212. We also have
We close this section with a theorem that will be useful in the next section. Let a = (a 1 , . . . , a n ) be a sequence of 1's and 2's. We denote by G(a ′ ) the basis element of V ⊗n corresponding to [L(a)] under Υ, where a ′ = (a 1 , . . . , a n )
. We write ax = (a 1 , . . . , a n , x) for x = 1, 2.
Then we have the following. Let a, a 1 and a 2 be sequences in {1, 2} and let a 1 a 2 ) ), where h k : V ⊗m−2 → V ⊗m is the linear map given by a) ), where G(a) denotes the upper global basis (= dual canonical basis) element corresponding to a, which is given in [3] .
Categorified odd Kashiwara operators
In this section we define the odd Kashiwara operatorsf 1 ,ẽ 1 on Irr(O n ) and show that Irr(O n ) has a q(2)-crystal structure. To definef 1 ,ẽ 1 we will use tensor products with the infinite-dimensional irreducible highest weight gl n -modules L(e n ) with highest weight e n and its dual L(e n )
* . The choice of L(e n ) is justified by the properties listed in the next proposition.
Recall that, for a parabolic subalgebra p of g, a g-module is parabolically induced from a p-module M 0 if M = U(g) ⊗ U (p) M 0 . In this paper, we take p to be the maximal parabolic subalgebra with nilradical n p and the Levi subalgebra l p = gl n−1 ⊕ gl 1 .
(1) Let L(0) ⊗ L(1) be the 1-dimensional p-module on which n p acts trivially.
(2) All the weight spaces of L(e n ) are 1-dimensional.
(3) If a gl n -module M belongs to the category O, then M ⊗ L(e n ) belongs to the category W.
Proof. The proofs are standard. For (1) and (2), see for example, [24, Lemma 11.2] .
Define the functors
and set
The following proposition plays a crucial role in defining the odd Kashiwara operator e 1 on Irr(O n ).
Proposition 4.2.
(1) The functor E is an exact covariant functor such that
(2) E(M(a 1 , ..., a n )) = M(a 1 , ..., a n−1 , 2) if a n = 1, 0 if a n = 2.
(3) E(L(a 1 , ..., a n )) = L(a 1 , ..., a n−1 , 2) if a n = 1, 0 if a n = 2.
Proof. The fact that E is exact and covariant is standard. We next show that the image of E is in O n and prove (2) . We would like to show that if M is in O n then E(M) is in O n as well. It is enough to prove that for the projective cover P of M in O n . It is clear that E(P ) is locally U(n + )-nilpotent, so it remains to show that E(P ) is finitely generated. Since every projective in O has a Verma flag, we may assume that P = M(λ) is a Verma module. But then by Proposition 4.1, M(λ) ⊗ L(e n ) has an infinite filtration with subquotients
. The proof of this fact uses the same reasoning as the the proof of the decomposition of M(λ) ⊗ L(e 1 ) (for the latter, see for example [13, Theorem 3.6] ). It is straightforward to check that if λ + ρ = n i=1 a i e i for a i ∈ {1, 2}, then the e n -coordinate of λ+e n + n−1 i=1 b i (e n −e i )+ρ is 1 or 2 only if b 1 = ... = b n−1 = 0 and a n = 1. We thus proved a stronger statement: E(M(λ)) = M(λ + e n ) if a n = 1 and E(M(λ)) = 0 otherwise which implies (2) . (3) We will use the notation introduced at the end of Section 3. For a sequence a = a 1 · · · a n in {1, 2}, set v a := v a 1 ⊗· · · v an . Recall that the element G(a ′ ) corresponds to [L(a)] under Υ. For the case a n = 2, recall that G(a
We obtain E(L(a2)) = 0 by (2) .
In order to prove the case a n = 1, it is sufficient to prove the following statement:
Thus L(a ′ 2) is isomorphic to E(L(a ′ 1)), as desired. We will use induction on the length of a. If the length of a is zero or 1, then it is clear from Theorem 3.8.
First, we consider the case a = 2a 1 for some a 1 . By Theorem 3.8(2), we have
. Then (4.1) follows from the induction hypothesis.
Second
by Theorem 3.8(3),(4). Thus we obtain (4.1). Last, let a = 1 k 12a 1 for some k ≥ 0 and a 1 . By the induction hypothesis, we know that if
and In view of the above proposition, it is natural to definẽ
Now we will construct a left adjoint of E, which will be denoted by F. We will apply the technique originally introduced by Fiebig for Kac-Moody algebras [5] and later adopted by Kåhrström [14] , to a case similar to ours .
For λ ∈ h * and a gl n -module M in W, denote by M λ the submodule of M generated by all the weight spaces M µ with µ λ. Set
For i = 0, ..., n, define
(recall that ω i := 2 i j=1 e j + n j=i+1 e j ). Now define
The functor F i is the left adjoint of the functor E i−1 . Furthermore, we have (M(a 1 , . . . , a n )) = M(a 1 , . . . , a n−1 , 1) if a n = 2, 0 if a n = 1.
(4) The functor F is the left adjoint of E.
Proof. Part (1) (M(a 1 , . .., a n ) ⊗ L(e n ) * )
we first use Proposition 4.1 and fix a basis
* . Thus, if v is a highest weight vector of M(a 1 , ..., a n ) then
as U(n − )-modules. Now using [14, Proposition 2.10] we have that (M(a 1 , . .., a n ) ⊗ L(e n ) * )
Since the e n -coordinate of wt(v⊗v * b )+ρ is a n −1− n−1 j=1 b j , we have that wt(v⊗v * b )+ρ ≤ ω i only if a n − 1 − n−1 j=1 b j ≥ 1. Hence a n = 2 and b 1 = ... = b n−1 = 0. This completes the proof of (3). Part (4) follows from part (3). For a 1 , . . . , a n−1 ∈ {1, 2}, we have F (L(a 1 , . . . , a n−1 , 1)) = 0 and hd F (L(a 1 , . . . , a n−1 , 2)) = L(a 1 , . . . , a n−1 , 1).
Proof. By Proposition 4.4(3), we know that F maps a simple module in O n to a highest weight module in O n or 0. Hence F(S) has a simple head for S ∈ Irr(O n ), if it is nonzero. Now the assertion follows from Proposition 4.2(3) and Proposition 4.4(4). (1) There is a q(2)-crystal structure on Irr(O n ) with odd Kashiwara operatorsẽ 1 andf 1 given above. (2) As a q(2)-crystal, Irr(O n ) is isomorphic to B ⊗n .
Proof. Let ψ be the map given by (a 1 , . . . , a n ) → a (a 1 , . .., a n ))] for x =f 1 ,ẽ 1 , whenever x[L(a 1 , ..., a n )] = 0.
Then L(b 1 , . . . , b n ) belongs to O I , where I = I fin (a 1 , ..., a n ) \ {n − 1}.
(3) For every subset I of {1, ..., n − 2}, the isomorphism classes of irreducible gl nmodules in O n ∩ O I form a q(2)-subcrystal of Irr(O n ).
Proof. Part (1) follows from Theorem 4.7(2) and Proposition 5.1(1). Parts (2) and (3) follow from (1).
We finish this section with a result on the decomposition of the q(2)-connected components of B ⊗n into gl 2 -connected components. Proof. By Theorem 4.7(2), we can use the description of B ⊗n in Section 3. Then by Proposition 3.6(2), we may assume that ℓ = 2 n and hence we obtain C([L(ℓ 
