Image fusion has the very wider scope in medical sciences. Medical Images are obtained form different type of equipments and are of different modalities, each of them carries altogether different information. Especially study of brain images and its features is of greater interest for doctors since several centuries. Now because of radiology and evolution computers made this possible to look in to head online. This posed several challenges for software engineers to produce the good quality images or stream of images. Since medical images are from different modalities, which made it difficult to produce a single image from all these images. With the help of several image processing algorithms it is now possible to fuse the images. This gave rise to another challenge for producing efficient algorithm. This paper proposes the Redundant discrete wavelet transform (RDWT) based algorithm for image fusion, and compares with the other DWT based methods. These methods are assessed on the basis of statistical measures such as entropy, mean and standard deviation. According to the assessment made, it is found that the proposed method is giving better results. The Brain atlas based images are considered as input.
INTRODUCTION
It is observed that, single image is not enough in analysing the medical image. It may require more images and their combination in to single image. Image fusion is the image processing technique, which merges several input images of the same organ in to a single image with complimentary information from all images [1] . There could be several Image fusion methods, which are useful for different types of applications. This paper first takes an overview of DWT based pixel level image fusion methods, and then aims to find the best method in terms of more information.
CATEGORIES OF IMAGE FUSION
Image Fusion can be categorised, as multiview fusion, multifocus fusion, multitemporal fusion and multimodal fusion [2] . Multimodal and multi temporal image fusion methods are widely used in medical image analysis.
Multimodal Fusion:
Medical images are of different modalities such as: PET, CT, MRI, ultraviolet, etc. These images are fused together to get better quality single image with more and more complimentary information using multimodal image fusion. Its aim is to fuse these images to get better quality output image with maximum information from both the images. Image Fusion has majorly three steps such as image acquisition, image registration and then image fusion [5] .
Image acquisition:
Multimodal images are acquired by the medical instruments such as X-ray, CT, MRI, PET etc. These instruments capture images using different radio frequencies, which limits there penetration level. Because of this the doctors depend on several instruments. One can obtain several images of the same organ using these instruments. These several images carry different information.
Image registration:
Image registration, which brings the input images to spatial alignment, and combining the image functions (intensities, colors, etc). It works usually in four steps [4] such as i) Feature detection ii) Feature matching iii) Transform model estimation and iv) Image re-sampling and transformation. Images to be considered for registration should be of equal size. Superposition based registered images of CT and MRI are considered for this implementation of image fusion [10] .
Image Fusion:
In practice, the fusion process can be carried out on data and images at four different levels such as signal, pixel, feature and decision level. Multi modal images can be very well fused using Pixel level image fusion methods [5] .
Pixel-level image fusion means fusion at the lowest processing level referring to the merging of measured physical parameters. It generates a fused image in which each pixel is determined from a set of pixels of various images, and serves to increase the useful information content of an image [3] . This can be carried out by selecting minimum, maximum or average of inputs.
Pixel Level Image fusion methods can be broadly classified into two that is spatial domain fusion and frequency domain fusion [6] . Averaging, Brovey method, SVR, IHS & Principal Component Analysis (PCA) [6] [7] , are spatial domain methods. Gaussian, Laplacian Pyramid [11] [12] . Ratio-of-lowpass Pyramid, Gradient Pyramid, FSD Pyramid and Morphological Pyramid and Discrete Wavelet based methods etc. are of frequency domain [8] .
DWT BASED MULTI MODAL IMAGE FUSION
Wavelet transforms are multi-resolution image decomposition tool that provide low and high frequency components separated. The low frequency components normally denote the background of an image and can be used to smooth the image. The high frequencies represent details of an image since details correspond to high frequencies. It also responds to noise in an image, since noise usually is located in the high frequencies. The image fusion using DWT is carried out as below [9] [11] .
 Load the Image I 1 and I 2  Apply wavelet transformation separately to each source image to establish various images of wavelet tower shaped transformation.  Fuse images at the end of transformation level.  Apply inverse Wavelet transform on fused wavelet pyramid.  Save the Fused Image IF.
Fig.1. Wavelet based Image fusion.
In the above Fig.1 , I 1 and I 2 are input images of different modality. Once the DWT is applied we get cA1 (approximation component), cH1 (horizontal components), cV1 (vertical components) and cD1 (detailed components). The cA1 is considered for the next level of decomposition. This process is carried out till the desired level say j. Then the fusion process is carried out. Fusion can be done by selection of max, min or average of the two images. At the end inverse transform is applied to get fused image.
Haar based DWT algorithm:
Among the Wavelet Transforms Haar transform is considered to be the basic and very first wavelet. A standard decomposition of a two dimensional signal (image) is done by first performing a one dimensional transformation on each row followed by a one dimensional transformation of each column. Image fusion is carried out by averaging the coefficients of transformed images. [13] At the end inverse transform is applied to get fused image.
When k=0, the Haar function is defined as a constant
When k>0, the Haar function is defined by …. (2) From the definition, it can be seen that p determines the amplitude and width of the non-zero part of the function, while q determines the position of the non-zero part of the function. (5) Haar transform is also known as db1; here value of N is 2. It is giving lesser entropy than other DWT methods, where as mean is par with db2 and sym2 and standard deviation is also high.
Daubechies DWT based Image Fusion:
The Daubechies wavelet (db2) can be decomposed to n level based on the size of the image. Here first level of decomposition is considered for image fusion. Daubechies wavelets are a family of orthogonal wavelets and asymmetric in nature. The two dimensional DWT leads to a decomposition of approximation coefficients at level j in four components: the approximation at level j+1, and the details in three orientations (horizontal, vertical, and diagonal) at j+1. Image Fusion is carried out by averaging the contents. Image reconstruction process is performed using inverse of DWT (IDWT). IDWT uses the wavelet "db2" to compute the single-level reconstruction of fused Image IF, based on approximation matrix (cA) and detailed matrices cH, cV and cD (horizontal, vertical and diagonal respectively).
Daubechies db2 is giving entropy results better than Haar, but unable give better than SIDWT and RDWT. To get better entropy one has process to the higher level of decomposition.
Symlet based Image Fusion
Symlet based image fusion similar to "db2". The steps are exactly same as the "db2". Even the results are almost same.
The problem with the DWT based transforms is that, these are shift variant transform. Shift variance results from the use of critical sub-sampling (down-sampling) in the DWT. In this way, every second wavelet coefficient at each decomposition level is discarded [1] . This is done both to reduce the amount of data that has to be analysed and to enforce the implicit time frequency uncertainty of the analysis. This critical sub-sampling however, results in wavelet coefficients that are highly dependent on their location in the sub-sampling lattice. This can lead to small shifts in the input waveform causing large changes in the wavelet coefficients, large variations in the distribution of energy at different scales, and possibly large changes in reconstructed waveforms.
Shift invariant discrete wavelet transform for image fusion (SIDWT):
There are a number of possible solutions to the shift variance problem, which we describe in more detail below. These techniques attempt to eliminate or minimize the amount of aliasing that occurs by a combination of relaxing the critical sub sampling criteria and/or by reducing the transition bandwidth of the mother wavelets [14] . SIDWT image fusion scheme overcomes this disadvantage of shift variance. Considering some characteristic of the approximation wavelet coefficients of SIDWT, an approximation scale based wavelet coefficient maximum selection rule for image fusion was presented. At each stage, SIDWT splits the input image into the detail coefficient cD(n), and the approximation coefficient cA(n) which serve as input for the next decomposition level. The filters g(2i.k) and h(2i.k) at level j are obtained by inserting appropriate number of zeros between filter taps of the prototype filters g(k) and h(k). The reconstruction of the input signal is performed by inverse SIDWT.
SIDWT has produced entropy better than DWT methods. But the mean and standard deviation is lesser than DWT methods.
Redundant discrete wavelet transforms (RDWT):
Is another variant of wavelet transform, is used to overcome the shift variance problem of DWT. RDWT can be considered as an approximation to DWT that re-moves the down-sampling operation from traditional critically sampled DWT, produces an over-complete representation, and provides noise per-sub band relationship. Objective of using RDWT is to investigate the utility of RDWT in medical image fusion and to introduce RDWT based image fusion algorithm to fuse properties of medical images of different modalities such as brain proton density (PD) and T1 brain images. Finally, IRDWT is applied on the fused sub bands to generate the fused medical image [1] [5] . RDWT based Image fusion Algorithm 1. Let I 1 and I 2 be the registered brain images of different modalities. 2. Three levels of RDWT decomposition is applied on both the images to obtain the detail and approximation wavelet bands. 3. Let I cA1 , I cV1 , I cH1 , and I cD1 be the RDWT sub bands from I 1 . 4. Let I cA2 , I cV2 , I cH2 , and I cD2 be the RDWT sub bands from I 2 . 5. To preserve the features from both the images, coefficients from approximation band of I 1 and I 2 are averaged, 6. I cA F = mean(I cA1 , I cA2 ) 7. Where I cA F is the approximation band of the fused image. 8. For the three detailed sub bands, each band is divided into blocks of size 3 x 3 and the entropy of each block is calculated. 9. Using the higher entropy values, the detail sub bands for the fused image I cV F, I cH F and I cD F are generated. 10. For fused image block IF, RDWT coefficients from I 1 are selected if the entropy of block from I 1 image is greater than the corresponding block from the I 2 image, otherwise I 2 is selected. 11. Finally, IRDWT is applied on the four fused sub bands to generate the fused medical image IF .
RDWT is giving the better than DWT and SIDWT methods. This proves that RDWT is able incorporate more information from both the images. These results are obtained at very first level. So it can be useful for medical image fusion.
EXPERIMENTAL RESULTS

Image I1
Image I2 
SUMMARY AND CONCLUSION
Image fusion has wide range of applications in mage processing. It enhances the quality of images by fusing many images of poor quality. It tries to cater all information from many images into one image. It can be carried out at three levels that is pixel, feature and decision level. Many of the fusion algorithms are useful at pixel level fusion.
Wavelet based image fusion retains most of the advantages for image fusion. In wavelet transformation due to sampling, the image size is halved in both spatial directions at each level of decomposition process thus leading to a multi-resolution signal representation. DWT and SIDWT are giving the good results at higher level of decomposition. This eventually requires more calculation and time required.
The proposed method RDWT is giving better results than DWT and SIDWT at the very first level. This ultimately saves time and number of calculations. RDWT improves reliability by redundant information and improves capability by incorporating complementary information.
