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Abstract
The main aim with the work in this thesis is to increase the understanding
of the eﬀects diabetic neuropathy has on the epidermal nerve ﬁbers and thereby
ﬁnd methods to detect the disorder at an earlier stage. Epidermal nerve ﬁbers
(ENFs) are small sensory nerve ﬁbers in the skin, sensing heat and pain. Earlier
diagnosis of the disorder can help to slow down the progression and delay the
symptoms. The data used are skin samples from a group of 32 healthy volun-
teers and 20 diabetic subjects with diﬀerently progressed diabetic neuropathy,
in which the nerve ﬁbers have been traced using confocal microscopy. One part
of the work is based on methods from spatial statistics, considering the points
where the nerve ﬁbers enter the epidermis and where they terminate as real-
izations of point processes. The point patterns obtained from healthy subjects
are compared to those of subjects at an early stage of the neuropathy, in terms
of spatial summary statistics, including a new tool to quantify the area of the
skin covered by a nerve, the reactive territory. Signiﬁcant diﬀerences between
the groups are found, that has not previously been reported. Moreover, a point
process model for the nerve ﬁber patterns is proposed, to help the understand-
ing of the growth process of the nerve ﬁbers. In the other part of the work,
hierarchical models for the nerve ﬁber segments are proposed, and used to per-
form unsupervised classiﬁcation. The results are evaluated in terms of how well
the diabetic subjects are separated from the healthy ones. It is found that the
results are considerably improved when including the information about the
nerve ﬁber segments, compared to only using the number of nerve ﬁbers.
Keywords Diabetic neuropathy, Epidermal nerve ﬁbers, Hierarchical models,
Point processes, Reactive territory.
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Chapter One
Introduction
Epidermal nerve ﬁbers (ENFs) are thin sensory nerve ﬁbers in the epidermis,
the outermost layer of the skin, that transmit signals of heat and pain. The
ENFs enter the epidermis as single nerve ﬁbers cross the junction between the
epidermis and the dermis (the layer below the epidermis), and extend into the
epidermis, with or without branching, before terminating. The existence of
ENFs was theorized for over 130 years, before it was conclusively established by
William Kennedy and Gwen Wendelschafer-Crabb, using confocal microscopy
(Kennedy and Wendelschafer-Crabb, 1993). Figure 1.1 shows a side section of
a skin blister with the nerve ﬁbers visible (left panel). Also in Figure 1.1 are
illustrations of the types of data used in this work. In the top right panel are
ENF data as a point pattern, where the points are the locations where the
nerves enter the epidermis and where they terminate, and in the bottom right
panel is part of the same sample with the branching points added (right panel).
Henceforth, the points where nerve ﬁbers enter the epidermis are referred to as
base points and the points where they terminate as end points.
Once the methods for visualizing and identifying ENFs were established,
research moved towards quantiﬁcation of such nerve ﬁbers, in particular to
assess their potential use in diagnosing peripheral neuropathy, which is damage
or disease aﬀecting the nerves. Neuropathy caused by diabetes is called diabetic
neuropathy. The symptoms include loss of sensation and neuropathic pain, and
can drastically reduce the life quality of an aﬀected subject. Although there is
no treatment to cure a person from diabetic neuropathy, measures can be taken
to slow down the progression of the disease. Therefore it is of interest to be
able to detect it as early as possible.
It is well established that neuropathy causes the number of nerves to de-
crease, and the use of ENF data in current clinical practice is largely based on
ENF density, i.e. the observed number of nerves in the epidermis (Lauria et al.,
2010b). A large number of studies have been dedicated to establish a normative
reference range for the ENF density. One of the larger studies included eight
laboratories world wide, and established diﬀerent age dependent normative ref-
erence ranges for men and women (Lauria et al., 2010a). However, it has also
been noted that the nerve ﬁbers in subjects with diabetic neuropathy exhibit a
more clustered pattern than in healthy subjects (Kennedy et al., 1999). This
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Figure 1.1: Left panel: A side view of a suction induced skin blister, with the
ENFs visible. The nerve ﬁbers are bright green to yellow, while blood vessels are
red. Samples are collected as parts of the blister roof seen in Figure A. Figure B
shows a dermal papilla, a ridge in the dermis, typically with an aggregation of
nerve ﬁbers. In Figure C the ENFs are zoomed in, with the nerve ﬁbers clearly
visible. Top right panel: ENF data illustrated as a point pattern. Large dots
are base points and smaller dots are end points. Bottom right panel: part of
the same sample with the base points as black dots, branching points as red
dots and end points as gray dots.
observation has been quantiﬁed in several studies, using methods from spatial
statistics. Using samples from the thigh of one healthy subject, and the thighs of
two subjects diagnosed with mild, two with moderate and two with severe dia-
betic neuropathy, Waller et al. (2011) found that the patterns from the subjects
with moderate and severe diabetic neuropathy were signiﬁcantly more clustered
than the patterns from the healthy subject, in terms of second order summary
statistics. Furthermore, Myllymäki et al. (2014) included disease status (healthy
or mild/moderate) as a covariate in a Gaussian process regression to model the
second order summary statistic (Myllymäki et al., 2014). Also in this study the
patterns from the diseased subjects were found to be clearly more clustered.
In addition, Myllymäki et al. (2012) focused on the eﬀect on the spatial
pattern of three non spatial covariates (age, gender and BMI), analyzing data
from 25 healthy volunteers, and found that the covariates seem to aﬀect the
spatial pattern of the base points in the calf, while no signiﬁcant eﬀects on the
patterns in the samples from the foot were found. Moreover, a point process
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model for the base and end point patterns of healthy volunteers, the non orphan
cluster (NOC) model, was proposed by Olsbo et al. (2013).
The work in this thesis mainly aims at ﬁnding ways to detect the neuropathy
at an early stage using the ENF data. It is a continuation of the work above, as
tools from spatial analysis are part of the analysis. However, we also use another
approach, not considering the spatial aspect, but rather focusing on the charac-
teristics of individual nerve ﬁbers. The results from this approach suggest that
there are some diﬀerences between the healthy subjects and subjects diagnosed
with diabetic neuropathy. Moreover, the diﬀerences characterize the way the
neuropathy aﬀects the individual nerve ﬁbers, which has not been under much
consideration before. In addition, our results oﬀer a partial explanation of the
results in earlier studies.
In the two papers included in this thesis we use various statistical methods
to characterize the nerve ﬁber patterns and distinguish the patterns from the
healthy subjects from the patterns from subjects suﬀering from diabetic neu-
ropathy. In Paper A a point process approach is used to compare samples from
the right foot of 32 healthy volunteers to similar samples from 8 subjects diag-
nosed with mild diabetic neuropathy. The base point and end point patterns
are treated as realizations of point processes and several summary statistics for
point patterns are used to compare the groups. In the analysis the information
of which base point each end point is connected to is used, for example, to com-
pare the distances between the base points and end points in the two groups.
Moreover, a tool for quantifying the area of the skin covered by a nerve ﬁber is
introduced, called the reactive territory, as well as a point process model for the
end points conditional on a base point pattern. The new model is compared to
the non orphan cluster (NOC) model introduced by Olsbo et al. (2013). The
data analysis reveals several signiﬁcant diﬀerences between the two groups, one
of which is that the nerves in the mild group cover less of the skin in terms of
their reactive territories. From the modelling it is clear that there are depen-
dencies between the diﬀerent nerve ﬁbers of a more complex nature than what
either model can capture. For the end points connected to the same base point,
however, the new model seems to ﬁt the data better than the NOC model does.
In Paper B the individual nerve ﬁbers are in focus, which are studied in terms
of their tree structure which is composed of the segments between the points
where the nerve starts, branches and ends. Summaries of the data both for the
nerve ﬁbers as a whole and for the individual line segments are introduced, and
some initial exploratory analysis of the data from 32 healthy volunteers and 20
subjects diagnoses with mild, moderate or severe diabetic neuropathy indicate
that there are some diﬀerences between the disease groups. The main question,
however, is if the subjects diagnosed with diabetic neuropathy can be separated
from the healthy subjects based on such nerve tree data alone. For this, three
models for the data are constructed, which are used to perform unsupervised
3
classiﬁcation. These models are compared to a baseline model that uses only
the nerve counts from each subject, and the results indicate that the additional
information in the tree structures improves the classiﬁcation.
1.1 Data
The data we use consist of skin samples taken from 32 healthy volunteers and
20 diabetic subjects. The samples are obtained using suction induced skin
biopsies, where a portion of the epidermis is removed, mounted on a slide and
stained for imaging. The nerves are then traced using confocal microscopy, and
the locations of the points where the nerve enter the epidermis, branch and
terminate are recorded. The data are in 3D, and the samples are boxes of size
330μm × 432μm × z, where z varies from 20 to 50 μm. From each subject, two
blisters were taken from six diﬀerent body parts. The part of the data we have
consists of the blister specimens taken from the right foot and right calf of each
subject. Since the eﬀects of the neuropathy tend to appear the earliest in the
most distal parts of the body, we mainly focus on the samples taken from the
foot. From each subject, three to six images were taken, typically two from each
blister. Moreover, covariates such as age, gender and BMI were recorded for
each subject, as well as a neuropathy score (with higher score indicating more
severe neuropathy).
In Paper A the 2D projections of the x- and y-coordinates are used, and
the data are treated as point patterns considering only the base points and end
points. In Paper B the 3D data are used, and the segments connecting the base,
branching and end points in each nerve are used as observations.
1.2 Methods from spatial statistics
As mentioned earlier, one way to analyze the ENF data is to treat the data as a
collection of point patterns, where only the information about the coordinates
where nerve ﬁbers enter the epidermis and where they terminate is used. When
analysing point patterns, a commonly occurring question is whether the points
can be considered completely spatially random or if the underlying mechanism
generating the patterns gives some structure to them. In Figure 1.2 three point
patterns are visualized. The middle pattern is a realization of the case when the
points are independently and uniformly scattered in the observation window,
commonly referred to as complete spatial randomness (CSR). This means that
the information that there is a point of the process at a certain location does
not eﬀect the probability of ﬁnding a point of the process anywhere else (in the
observation window). Such a process is referred to as a homogeneous Poisson
process, which can be deﬁned through two properties. Firstly, that there is a
constant λ > 0 such that for any bounded set, B, the number of points in B
4
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Figure 1.2: Realizations of three diﬀerent point processes. The leftmost pattern
is a realization of a process that exhibits regularity, the pattern in the center is a
realization of a completely spatially random (CSR) process while the rightmost
pattern is from a cluster process.
follows a Poisson distribution with parameter λ|B|. Secondly, given that the
number of points in B is n, the n points are a random sample from the uniform
distribution on B. The leftmost pattern, on the other hand, exhibits regularity.
This means that the points of the pattern have a tendency to be further apart,
compared to CSR. In other words, given the location of a point in the pattern,
the probability of ﬁnding another point in its vicinity is lower than under CSR.
The rightmost pattern of Figure 1.2 is an example of the opposite, where the
points tend to appear in groups, which is called clustering.
The concepts of CSR, regularity and clustering are often used to characterize
observed point patterns and the underlying process generating the patterns. In
the following a brief introduction to the theory of point processes is given,
leading up to a description of a few of the methods that can be used to analyze
point patterns.
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Point processes
Point processes have been used to study a wide variety of phenomena, including
the locations of galaxies, trees in forest stands, ants’ nests – and nerve ﬁbers.
The plots in Figure 1.2 show realizations of point processes, i.e. the patterns are
to the respective point process what a single number is to a random variable
describing the roll of a die or what ”heads” or ”tails” is to a coin ﬂip. The
realizations of a point process are clearly more complex than those of the random
variables mentioned, and so is the theory to deﬁne and characterize the point
processes, as one might expect. Only a fraction of the theory will be brought
up here, and described with more focus on intuition than mathematical rigour.
More extensive and rigorous treatments of the subject can be found in e.g.
Illian et al. (2008); Møller and Waagepetersen (2003); Chiu et al. (2013); Diggle
(2014); Lieshout (2000); Gelfand et al. (2010), and Cressie (2015). The sections
below mainly follow Illian et al. (2008).
Each of the patterns in Figure 1.2 can mathematically be described as an
unordered set of points, x, i.e
x = {x1, . . . , xn}, (1.1)
where xi describes the location of an observed point. Such an observation, x,
is commonly referred to as a conﬁguration. Thus a point process is a stochastic
mechanism, the realizations of which are random conﬁgurations of points in
some space D. Point processes can be deﬁned on more general topological
spaces, but here the attention will be restricted to letting D = R2. Thus, a
point process, X, in this setting may be deﬁned as a random set of points
X = {x1, x2, . . .} (1.2)
where the number of points can be random or deterministic and where the
locations, xi, are random points in R2. Another way to deﬁne a point process is
to view it as a random counting measure, that is, for any set B ⊂ R2 the point
process maps the set to the random number of points of X falling in B. Here,
this is used as a way to characterize the process, and NX(B) is the notation for
the random number of points falling in the set B. A point process is simple if
it places at most one point at any location and locally ﬁnite if for any bounded
set B, the random variable NX(B) is ﬁnite.
Through the random variables NX(B) the intensity measure of a point pro-
cess can be deﬁned as Λ(B) = E(NX(B)), i.e. Λ(B) is the expected number
of points in B. Under some continuity conditions, which as usually satisﬁed in
practical applications, Λ admits a density with respect to the Lebesgue measure,
that is
Λ(B) =
∫
B
λ(x)dx (1.3)
6
where λ(x) is the intensity function of the point process.
One often considers point processes that are stationary and isotropic. A
point process is stationary if its distribution is translation invariant, and isotropic
if its distribution is invariant under rotations around the origin. Note that for a
point process to be stationary, it must be deﬁned on the whole of R2. In prac-
tice, however, the observations of a point process are conﬁned to some bounded
region, which is only a part of the area on which the process operates. This
is the case, for example, when observing a tree stand that is part of a larger
forest or, as in the data used in this work, where the samples are very small
compared to the whole skin. Although the full area of the process is also most
commonly bounded, as is the case in the examples above, the point process is
usually deﬁned on D = R2. The underlying assumption is that the distance
from the boundary of the full area of the process to the observation region is
large enough for any boundary eﬀects to be ignored in the observed region.
One important property of a stationary process is that its intensity function is
constant, i.e. λ(x) ≡ λ for all x, which implies that E(N(B)) = λ|B|, where |B|
is the area of B.
So far point processes have been described as models for the locations of
points, but one could include more information by attaching marks to the points.
Using the tree stand example, the marks of the points could be the diameter of
the trees. For the nerve ﬁber data marks indicating whether a point is a base
point or an end point are used. The class of marked point process models is
rich, as is the literature on the topic. Some of the earlier work can be found in
Ogata and Tanemura (1985) and Takacs and Fiksel (1986), while Diggle (2014)
and Illian et al. (2008) provide more recent examples. Since the use of marked
point processes in this thesis is rather limited, the subject will not be treated
further here.
Summary statistics
When analyzing point patterns, the aim is typically to reach an understanding
of the process that generated the observed patterns. In this section some of
the functional summary statistics that can be used for this purpose are intro-
duced. They are all tools to describe the structure of the process, i.e. if the
process generates clustered, regular or CSR patterns. It will be assumed that
the process considered is stationary and isotropic, although there are versions
of some of the summary statistics for non stationary processes as well. It should
be noted, however, that unless some information that can explain diﬀerences
in the intensity is available, there is no obvious way to diﬀerentiate between
non stationarity and, for example, clustering. The way in which the summary
statistics are used, is typically that they are estimated from data and compared
to estimates from simulations under CSR or under some other null model. Some
7
aspects of estimating these summary statistics from data are treated in the Edge
correction section.
One way to describe the structure of a point process is through the empty
space function, F (r), which gives the probability that the distance from a ran-
dom location, x, to the nearest point of the process is less than or equal to r.
As the process is assumed to be stationary, the random location can be replaced
by the origin. Thus, this can be formulated as
F (r) = 1 − P (NX(b(o, r)) = 0), (1.4)
where b(o, r) is a disc of radius r centered at the origin. Under CSR, for a
process with intensity λ, F (r) = 1 − exp(−λπr2).
Replacing the location x in F (r) by a point of the process, another summary
statistic is obtained. This is called the nearest neighbour distance distribution
function, and denoted by G(r). The interpretation is that G(r) is the probability
that the distance from a randomly chosen point of the process to its nearest
neighbour is less than or equal to r. Again, from stationarity, one can condition
on having a point of the process at the origin, and express G(r) as
G(r) = 1 − Po(NX(b(o, r)) = 0), (1.5)
where Po(·) is the conditional probability given that there is a point of the
process at the origin. Note that the probability of the process having a point
at the origin is zero, so the conditional probability cannot be deﬁned in the
classical way, by dividing by the probability of the event that is conditioned
on. To properly deﬁne these conditional probabilities, one needs the concept of
Palm distributions. A full introduction of this concept is outside the scope of
this thesis, and the interested reader is referred to, e.g. Lieshout (2000).
Another important summary statistic is Ripley’s K-function, denoted by
K(r). The intuitive deﬁnition is that if X is a stationary and isotropic point
process, with intensity λ, then λK(r) gives the expected number of further
points within distance r from a typical point of the process. A strength of this
summary statistic is that it contains information about the structure of the
point pattern over a wide range of distances, while the previously mentioned
G(r) and F (r) are more ”short sighted”. The mathematical deﬁnition of K(r)
is given by
λK(r) = Eo[NX(b(o, r) \ {o}], (1.6)
where the expectation is with respect to the Palm distribution mentioned above.
It is also worth noting that the K-function is scaled by the intensity of the
process. For example, if X is a CSR process, then K(r) = πr2, which does not
depend on λ.
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Edge corrections
The summary statistics mentioned above are deﬁned in terms of a point process
and when working with point pattern data one aim is typically to characterize
the process that generated the data in terms of one or more of the summary
statistics. Thus, estimators of the summary statistics are needed, but the naive
estimators one would ﬁrst think of are typically biased, due to edge eﬀects. Here,
K(r) will serve to illustrate some of the techniques available to compensate for
edge eﬀects.
As mentioned, λK(r) is the expected number of further points within dis-
tance r from a typical point of the process, and the common procedure to
estimate an expectation from data is to replace it with the corresponding mean.
An estimate of K(r) can then be obtained as Kˆ(r) = λˆ−1n¯(r), where n¯(r) is
the estimate of the expectation λK(r) and λˆ is an estimate of the intensity of
the process. Typically, λˆ = (n − 1)/ν(W ) is used, where n is the number of
points in W and ν(W ) is the Lebesgue measure of W , rather than the obvious
choice λˆ = n/ν(W ), for technical reasons. The mean, n¯(r), in this setting can
be written as
n¯(r) = 1
n
n∑
i=1
∑
j =i
1{||xi − xj || ≤ r}, (1.7)
i.e. for each observed point the number of r-close neighbours is counted and the
total count is divided by n. Unfortunately, this is a biased estimator of λK(r),
and the reason for this is that the observed pattern is restricted to the window,
W . It might be that a point, xi, has neighbours that are within distance r but
outside the observation window, and therefore not included in the sum (1.7).
This introduces bias to n¯(r) in (1.7) as an estimator λK(r). If the information
about the pattern outside W is not available, as with the data used in this
thesis, a common way to obtain an unbiased estimate is to introduce weights
for the terms in the double sum, i.e. letting
n¯(r) = 1
n
n∑
i=1
∑
j =i
w(xi, xj)1{||xi − xj || ≤ r}. (1.8)
Depending on the nature of the underlying process, diﬀerent choices of w can be
used. If the underlying process is (assumed to be) stationary, the translational
edge correction can be employed, where
w(xi, xj) =
1
ν(Wxi ∩ Wxj )
, (1.9)
where Wxi is the observation window translated by xi. In other words, the
weight is inversely proportional to the area of the intersection of the observation
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window translated by xi and xj . If the process is also isotropic the isotropic edge
correction can be used, where 1/w(xi, xj) is the proportion of the circumference
of the circle centered at xi and having radius ||xi − xj || contained in W . This
can be expressed as
w(xi, xj) =
2π||xi − xj ||
ν1(∂b(xi, ||xi − xj ||) ∩ W ) . (1.10)
where ν1 is Lebesgue measure in one dimension.
A third example of an edge correction method is the border correction. With
this method, for a given r, only points that are further away from the boundary
than r are considered as reference points, while all points are considered when
counting the number of neighbours for a reference point. Speciﬁcally, let nr
denote the number of points in X ∩ W that are at least at distance r from the
boundary of W , and denote these points by {x′i}nri=1. Furthermore, let ni(r)
denote the number of r-close neighbours of x′i among all the points in W . The
mean can then be expressed as
n¯(r) = 1
nr
nr∑
i=1
ni(r), (1.11)
and n¯(r) can be used to estimate K(r), as above, by using Kˆ(r) = λˆ−1n¯(r).
1.3 Hierarchical models
The data we study come with a natural hierarchy to it since we have statistics
on diﬀerent levels of the data, with levels ranging from groups of subjects to
nerve ﬁber segments. Thus we can summarize the data at these diﬀerent levels.
This structure of the data, and how it is used in the modelling, is explained in
the sections below.
Hierarchy in the data
The top level of the hierarchy is the groups of subjects, at which we can mainly
use averages as observations. The next level is the subject level, and from each
subject we have data from several blisters. At the subject level we have, for
example, covariates, such as age and BMI as observations. The blister level is
not considered in the modelling for reasons explained below. From each blister
we have several samples from which the number of nerve ﬁbers is observed. The
next level is the nerve ﬁbers, for which we use the sum of the segment lengths
and maximum order of segments as observations, with the order of a segment
being the number of times the ﬁber has branched before this segment. Finally,
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the lowest level is the segment level, where we consider the lengths and orders
as observations.
When modelling the data, it is possible to disregard some of the levels in
the structure. For example, in our analyses so far, we have found very little
indication that samples from the same blister of one subject are more similar
than samples from diﬀerent blisters of the same subject. Therefore, the blister
level is not considered, but all sample-level observations from one subject are
assumed to have the same distribution. This observation is important in itself,
since it suggests that the nerve ﬁber pattern of a subject is quite constant on this
spatial scale, leading us to consider all samples from one subject as replicated
observations of the same process.
Another thing to note, important when attempting both supervised and
unsupervised classiﬁcation on this data, is that we may have varying number
of observations at each level for diﬀerent subjects. The standard classiﬁcation
techniques, e.g. linear discriminant analysis and random forest classiﬁcation for
supervised classiﬁcation and cluster analysis for unsupervised classiﬁcation, are
based on considering a ﬁxed number of variables, called features. To implement
such a method on data with diﬀering number of observations, one has to choose
a way to summarize the observations into a ﬁxed set of features. Using hierar-
chical models as the ones described below, feature design is not needed, and all
observations can be used as they are.
We also impose a type of hierarchy within a level specifying the models by
giving conditional distributions where some of the responses depend on others.
For example, the length of a nerve ﬁber segment is modelled to depend on,
among other things, the order of that segment. This is expressed as a conditional
distribution of the length, given the explanatory variables for that response, one
of which is the order.
In the modelling we have done so far, we have only made use of part of the
hierarchical structure. Observations from the nerve ﬁber and segment levels are
modelled as depending only on the group belonging of each subject from which
the nerve ﬁber or segment is observed, while individual eﬀects could be added
for these observations, for example, for the sample and subject levels. Hierar-
chical models oﬀer a rich framework for future research. The structure allows
for modelling observations of diﬀerent kinds simultaneously, and for capturing
variability at diﬀerent levels of the data.
Mixture models
The diabetic subjects in our data are diagnosed as suﬀering from mild, moderate
or severe diabetic neuropathy based on nerve counts at six body locations and
a neuropathy score, and using some other observations might lead to a diﬀerent
grouping of the subjects, revealing other aspects of the neuropathy. Part of the
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work in this thesis aims to ﬁnd a grouping of the subjects reﬂecting the severity
of the disorder, based on the observed nerve ﬁber structures, and the nerve ﬁber
density. For this, mixture models are used, in the framework of the hierarchical
models described above. A mixture model is based on the assumption that the
observations in the data come from diﬀerent classes, for which the distributions
of the observations may diﬀer. A general mixture model can be described as
follows: let y denote the response variable, Z the class belonging and n the
number of classes in the model. The density of y can then be expressed as
p(y) =
n∑
z=1
P (Z = z)p(y|Z = z), (1.12)
where p(y|Z = z) is the density of y for a sample from class z and P (Z = z) is
the probability that a sample is from class z.
One way to use this class of models is to do unsupervised classiﬁcation, or
clustering. This means that the class belongings are modelled as unobserved
random variables, with Zi being the class belonging of observation i. Fitting the
model provides estimates of the parameters, θˆ, but also estimates of the prob-
abilities of the class belongings given the parameter estimates, wˆiz = P (Zi =
z|yi, θˆ). The latter estimates can be used to group the data into n classes, by
classifying the observation yi into z∗ = argmaxz(P (Zi = z|yi, θˆ)). Perhaps the
most popular method for ﬁtting this type of models is the expectation maxi-
mization (EM) algorithm (Dempster et al., 1977). First, initial values of the
parameters and the probabilities of class belongings, wiz, are given. The al-
gorithm then proceeds iteratively by updating the parameter values given the
wiz’s, and then updates the wiz’s given the current parameter values.
As a simple example of this, consider the simulated data from a multivariate
normal mixture distribution with two components, given in Figure 1.3, having
means and covariance matrices
μ1 =
[−1
−1
]
Σ1 =
[
1 0
0 0.75
]
μ2 =
[
2
0
]
Σ2 =
[
0.5 −0.25
−0.25 0.5
]
,
and proportions P (Z = 1) = 0.4 and P (Z = 2) = 0.6. This model is ﬁtted
to the data, and in Figure 1.4 is an illustration of the results showing the true
class and ﬁtted class of each data point. The model captures the two clusters
well, and only a few data points are misclassiﬁed. However, this is an ideal
case when the correct model with the correct number of classes is ﬁtted to the
data, while in practical applications, the appropriate distributions and number
of classes to use are not always known.
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Figure 1.3: Simulated data from a multivariate normal mixture distribution.
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Figure 1.4: Illustration of the classiﬁcation. The true classes are shown in
diﬀerent colors, and the ﬁtted classes in diﬀerent shapes. The black data points
are from the class 1 and the gray data points from class 2, while the dots are
classiﬁed as 1 and the triangles are classiﬁed as 2. Thus any gray circle or black
triangle is a misclassiﬁcation.
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