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iZusammenfassung
Die vorliegende Arbeit beschäftigt sich im wesentlichen mit den aktuell zur Verfügung
stehenden Werkzeugen der Behandlung von Unsicherheiten in den Ergebnissen von
Grundwassermodellen im Zusammenhang mit der Anwendung der Modelle bei der Pla-
nung von hydraulischen Sanierungen des Untergrundes. Untersucht wird die Eignung ver-
schiedener Verfahren für eine praxisbezogene Anwendung. Als Ergebnis werden
Empfehlungen zur Verwendung der Methoden in Abhängigkeit der hydrogeologischen
Gegebenheiten und Hinweise zur Weiterentwicklung der Verfahren formuliert.
Die Resultate von Grundwassermodellen werden zu Prognosezwecken in unterschied-
lichen Zusammenhängen eingesetzt. Dazu gehören u.a. die Konzipierung von hydrauli-
schen Sanierungsmaßnahmen. Für eine effiziente Ausführung einer Sanierung sollten
Überdimensionierungen der notwendigen Einrichtungen (Brunnen, Pumpen, Aufberei-
tung) vermieden werden. Die hier untersuchten Methoden können dabei vorteilhaft einge-
setzt werden, da sie es prinzipiell erlauben, die notwendigen Sicherheitszuschläge zu
verringern und Erfolgswahrscheinlichkeiten für unterschiedliche Auslegungsvarianten
anzugeben. Erfolgswahrscheinlichkeit bedeutet z.B. mit welcher Wahrscheinlichkeit ein
einzuhaltender Grenzwert an einem bestimmten Punkt unterschritten wird. Die aktuell in
der Praxis eingesetzten deterministischen Modelle können stattdessen nur einen Wert lie-
fern, der eine nicht bekannte Eintretenswahrscheinlichkeit besitzt. 
In dieser Arbeit wird gezeigt, dass Methoden der stochastischen Simulation, zusammen
mit einer Grundwassermodellierung einen wesentlichen Beitrag zur Verbesserung der oben
dargestellten Situation leisten können. Hierzu wird das SUFIX-Verfahren eingesetzt, das
es erlaubt neben den Verfahren der Geostatistik (z.B. stochastische Simulation) auch den
Sachverstand des Hydrogeologen, der sich meist nicht in ’harten’ Zahlenwerten ausdrü-
cken lässt, zwanglos zu integrieren. Beispiele hierfür sind Kenntnisse über großskalige
Strukturen, wie Paläorinnen, die mit den Voraussetzungen für den Einsatz von stochasti-
schen Simulationen nicht vereinbar sind Auch sind vorhandene Informationen, die mit
einer relative hohen Unsicherheit behaftet sind (soft data) in diesem Konzept verwertbar.
Die Eingangsdaten eines Grundwassermodells liegen i.d. Regel nur als sporadische
Punktmessungen vor und müssen durch Interpolation oder stochastische Simulation gene-
riert werden, um ein lückenloses Abbild des Untergrundes bzw. der Eigenschaften des
Untergrundes zu erhalten. Liegt ein vollständiges interpoliertes Abbild (hydrogeologisches
Modell) vor, muss wiederum eine Vereinfachung vorgenommen werden, da ein numeri-
sches Modell nur punkt- bzw. flächengemittelte Eingabedaten verwenden kann. 
Der hierdurch bedingte Verlust an Information über die Variabilität der Modellparame-
ter unterhalb der räumlichen Modelldiskretisierung wirkt sich vor allem bei der Stofftrans-
portmodellierung aus, da hier die Ausbreitung entlang bevorzugter Fließwege eine
entscheidende Rolle spielen kann. 
ii
Eine zusätzliche Quelle der Unsicherheit entsteht dadurch, dass die Lage dieser Struk-
turen und ihr räumlicher Zusammenhang (Topologie) nicht hinreichend bekannt sind. 
Anhand zweier Fallbeispiele aus der praktischen Anwendung von numerischen Model-
len wird nachgewiesen, dass sich das SUFIX-Verfahren generell als geeignet zur Quantifi-
zierung von Prognoseunsicherheiten darstellt. Vorteile des Verfahrens sind die
Kombinationsmöglichkeiten mit beliebigen Methoden zur Abbildung der Untergrundhete-
rogenität. Es können z.B. stochastische Simulationen oder auch eine konstante manuelle
Zonierung verwendet werden. Ein weiterer gewichtiger Vorteil ist der, dass die Berech-
nungsmethodik der Grundwasserströmung und des Stofftransportes keinen Einschränkun-
gen, wie Linearisierung der Gleichungen u.ä. unterworfen ist. Ebenso sind beliebige
Randbedingungen verwendbar, wobei auch der Typ der Bedingungen als unsicherer Para-
meter eingesetzt werden kann. 
Sollen die Parameter optimiert werden, ist in praktischen Anwendungsfällen die Kopp-
lung von stochastischer Simulation und z.B. einem Bayes’schen Updating-Verfahren eine
einfach zu implementierende Lösung. Hiermit ist dann auch die Kalibrierung beliebiger
Randbedingungen möglich, die z.B. als Parameter mit einer nominalen Kodierung berück-
sichtigt werden können. 
Die Untersuchungsergebnisse zeigen, dass das Verfahren zur Abbildung der Heteroge-
nität dem Aquifer angepasst gewählt werden muss. Gauss-basierte Verfahren, wie Turning-
Bands, sind demnach am ehesten für die Simulation von relativ homogenen Aquiferen
geeignet, während bei sehr heterogenen Strukturen, d.h. großer Variabilität der Parameter-
werte, am ehesten Indikator-basierte Verfahren in Frage kommen. Noch besser schneidet
in diesem Fall die manuelle Zonierung ab, was vor allem damit zu erklären ist, dass bei sehr
heterogenen Untergrundverhältnissen v.a. die Struktur mit eventuell nur deterministisch
erfassbaren übergeordneten Elementen von ausschlaggebender Bedeutung ist. 
Als Simulationsverfahren mit dem größten Entwicklungspotential kann man generell
diejenigen Verfahren ansehen, die auch nicht Gauss-verteilte Daten verwenden, wie z.B.
die hier verwendeten Indikatorbasierten Verfahren. Als ebenfalls sehr gut geeignete Ver-
fahren stellten sich Simulated Annealing in der Variante als Postprozessor zusammen mit
einem frei definierbaren ’Trainingsbild’ dar.
Die Untersuchungsergebnisse zeigten aber auch, dass neben der Wahl der geeigneten
mathematischen Methoden eine weitere grundlegende Bedingung erfüllt sein muss, näm-
lich ein widerspruchsfreies und stimmiges, an den Einsatzzweck angepasstes konzeptionel-
les hydrogeologisches Modell. Zu dessen Konzeption muss der Anwender bzw.
Modellierer über Kenntnisse der großräumigen Strukturen verfügen, die sich aus der
Genese des Untergrundes ergeben und nur durch eine fachliche Interpretation erreichbar
sind. Hierzu gehören Schichtungen, Paläorinnen, anisotrope Bodeneigenschaften durch
Terrassierung, usw..
Die Einbeziehung dieser Expertenkenntnisse, sowie die Sicherstellung eines geeigne-
ten hydrogeologischen Modells für die numerische Modellierung sind Themenbereiche,
die im Zusammenhang mit einer Unsicherheitsanalyse noch erheblichen Forschungsbedarf
aufweisen.
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Einführung
Sicher ist, dass nichts sicher ist. Selbst das nicht.
Joachim Ringelnatz
1.1 Problematik
Die Konzeption und Durchführung von hydraulischen Sanierungsmaßnahmen
an einem Standort mit kontaminiertem Grundwasser verlangt die Einbeziehung einer
Vielzahl von komplexen Randbedingungen. Von besonderer Bedeutung sind hierbei
eine umfassende Erkundung und darauf aufbauend eine fachgerechte Berücksichti-
gung der hydrogeologischen Gegebenheiten des Standorts. Wichtig für die Beurtei-
lung der Effizienz einer Maßnahme ist zudem die Einbeziehung einer
Unsicherheitsbetrachtung bereits in der Planungsphase, was jedoch bis dato nur in
Ausnahmefällen durchgeführt wird. Dass derartige Betrachtungen bisher nicht Stand
der Technik sind, liegt wohl im wesentlichen darin begründet, dass der Mehrauf-
wand gegenüber den Standardverfahren einerseits als zu groß angesehen wird und
andererseits kommerziell arbeitende Büros zudem die zusätzlichen Kosten den Auf-
traggebern nicht vermitteln können. 
Als ein Standardverfahren bei der Konzeption und Durchführung der Sanierung
von Grundwasserschadensfällen werden numerische Grundwassermodelle einge-
setzt, die sich in den letzten 30 Jahren zu einem anerkannten und bewährten Instru-
ment entwickelt haben. Die Modellergebnisse werden in der Regel als Grundlage für
Prognosen der zeitlichen und räumlichen Entwicklung von Grundwasserständen und
Stoffkonzentrationen genutzt. Die quantitativen und qualitativen Anforderungen an
die Datengrundlage eines mathematisch-numerischen Grundwassermodells1 sind
jedoch sehr hoch. Neben den notwendigen Randbedingungen muss für jeden Punkt
des Berechnungsgitters ein Wert für die notwendigen Modellparameter bereitgestellt
werden. Zu diesen Festlegungen gehören die Abgrenzung von hydrogeologischen
Einheiten, die diesen Einheiten zugeordneten Werte der hydraulischen Durchlässig-
keit (kf-Wert) und die Kennwerte dispersiven, chemischen und biologischen Pro-
zesse, die Auswirkungen auf den bzw. die betrachteten Schadstoffe haben können. 
1.  Unter Grundwassermodellen sollen in dieser Arbeit zusammenfassend sowohl Strömungs- als 
auch Stoffausbreitungsmodelle verstanden werden. Letztere werden in der Grundwasserhydrologie 
auch als Transport- oder Gütemodelle bezeichnet.
2 Problematik
Die den numerischen Modellen unterliegenden Prozesse sind i.Allg. bekannt und
über Laborversuche validiert. Auch die Optimierungen der numerischen Lösungs-
verfahren sind sehr weitgehend entwickelt (s. z.B. RUAN et al., 1999). Die Vor- und
Nachteile der verschiedenen Methoden im Zusammenhang mit bestimmten Strö-
mungs- und/oder Ausbreitungsszenarien sind publiziert (s. z.B. KINZELBACH, 1992).
Die Modellergebnisse und die auf ihrer Basis getroffenen Modellaussagen ent-
halten jedoch Unsicherheiten. Diese entstehen z.B. durch die Abstrahierung der
natürlichen Verhältnisse auf der Grundlage von Daten, die i.d.R. an diskreten Punk-
ten gewonnen werden. Durch die anschließende Abbildung dieser konzeptionellen
Vorstellungen auf die Gitterstruktur des Modells (räumliches Strukturmodell, hydro-
geologisches Modell2) entstehen zwangsläufig weitere nicht vermeidbare Ausle-
gungsunsicherheiten über die tatsächlichen natürlichen Verhältnisse.
Da die Variabilität der für die Modellierung notwendigen Parameter in allen Ska-
lenbereichen weder messtechnisch vollständig zu erfassen ist noch in ihrer Komple-
xität in derzeit verfügbaren Modellen abbildbar wäre, sind die daraus resultierenden
Unsicherheiten als unvermeidbar anzusehen. Aber selbst die Erfassung der hydroge-
ologischen Gegebenheiten auf der Modellskala (charakterisiert durch den Gitterab-
stand der Berechnungspunkte) ist, nicht zuletzt aus finanziellen Gründen, nicht
möglich, so dass durch die notwendig werdende Interpolation auf die nicht beprob-
ten Modellbereiche zusammen mit den Skaleneffekten der Messmethoden weitere
Unsicherheiten entstehen. Eine flächendeckende Ermittlung der Modellparameter
wird bei deterministischen3 Modellen in der Regel anhand einer Kalibrierung des
numerischen Modells, ohne weitere Betrachtung der Parameterunsicherheit, durch-
geführt. 
Die Unsicherheit der Modellparameter als Modelleingangsdaten pflanzt sich
fort in die Modellergebnisse und führt zu einer ohne entsprechende Quantifizierung
der Unsicherheit nicht abschätzbaren Minderung der Zuverlässigkeit der Modellpro-
gnosen. Zusätzlich können jedoch auch noch grundsätzlich vermeidbare Fehler
infolge fachlich mangelhafter Verarbeitung der Daten hinzukommen. 
Für die Beurteilung von Sanierungskonzeptionen spielt die Güte der Abbildung
von Untergrundstrukturen, die den Transport von Schadstoffen prägen, eine aus-
schlaggebende Rolle. Ein Beispiel für die Auswirkung der Heterogenität des Unter-
grundes auf die Sanierungszeiten bzw. -kosten geben SCHÄFER & KINZELBACH
(1991). Es wird gezeigt, dass bei allen hydraulischen Sanierungsmaßnahmen Inho-
mogenitäten in der Durchlässigkeitsverteilung zu einer Verlängerung der Maß-
nahme gegenüber dem homogenen Fall mit gleichen mittleren Eigenschaften führen.
Aufgrund von bevorzugten Fließwegen können in einer bestimmten Zeitspanne gut
durchlässige Bereiche eventuell schon mehrfach durchspült worden sein, während
schlechter durchlässige Schlufflinsen noch nicht von der Maßnahme erfasst worden
sind oder vielleicht sogar nie erfasst werden. Dies verdeutlicht Abbildung 1-1. Bei
2.  im Sinne von FACHSEKTION HYDROGEOLOGIE (1999).
3.  Unter einem deterministischen Modell soll hier ein Modell verstanden werden, das Eingabegrö-
ßen verwendet, die als vollständig bekannt vorausgesetzt werden und als Ausgabe eine einzige, 
bestimmte deterministische Lösung liefert. Siehe auch Abschnitt D.6 im Anhang Seite 226.
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einer Standardabweichung (als Maß für die Heterogenität des Untergrundes) von
z.B. 1.8 wird die Sanierungszeit gegenüber dem homogenen Vergleichsfall mehr als
verdreifacht. Ähnlich ist die Aussage in DVWK (1991), wo die Abhängigkeit der
Sanierungskosten von der mittleren Transmissivität gezeigt wird (Abbildung 1-2).
Zukünftig wird sicher auch im Rahmen von Qualitätssicherungsmaßnahmen die
Angabe der Qualität von Modellergebnissen eine besondere Bedeutung erlangen
(z.B. FORKEL, 2000).
Als Methode zur Behandlung der mit der nicht erfassbaren und nicht abbildbaren
Variabilität der Untergrundeigenschaften zusammenhängenden Probleme haben
sich probabilistisch orientierte Ansätze durchgesetzt. Diese berücksichtigen
sowohl die beste Schätzung für die oben angesprochenen Eingabeparameter (Mini-
mierung der Eingabedatenunsicherheit) als auch eine Quantifizierung der Unsicher-
heiten in den Modellergebnissen. In die endgültige Konzeption einer
Sanierungsmaßnahme müssen dann 
• die Modell-Prognose,
• ihre berechnete Unsicherheit und
• das angestrebte Sanierungsziel eingehen. 
Verschiedene Konzeptionen können verglichen werden, und bei der Entschei-
dung kann damit auch die Sicherheit für das Erreichen vorgegebener Sanierungsziele
eingehen.
Abbildung 1-1: Abhängigkeit der Sanierungszeit von der Heterogenität des 
Untergrundes in einem synthetischen Beispielfall (DVWK, 1991)
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4 Zielsetzung
1.2 Zielsetzung
Mit den in der Praxis üblicherweise verwendeten deterministischen Modellan-
sätzen kann die Unsicherheit in den Modellparametern, in den Randbedingungen,
sowie in den Modellergebnissen nicht quantifiziert werden. Um den in der Problem-
stellung genannten Ansprüchen gerecht werden zu können, muss zusätzlich eine sta-
tistische Komponente der Modelllösung bereitgestellt werden. Dies bedeutet, dass
die (Modell-)Prognosesicherheit quantifizierbar und maximierbar sein muss.
In den letzten Jahrzehnten wurden umfangreiche Forschungsanstrengungen zur
Integration der Heterogenität der hydrogeologischen Eigenschaften von Porenaqui-
feren und dem daraus resultierenden Unsicherheitsaspekt in numerische Grundwas-
serströmungs und -transportmodelle unternommen (s. z.B. ESSAID & HESS, 1993;
Abbildung 1-2: Sanierungskosten in einem synthetischen Beispielfall in 
Abhängigkeit von Gebietsgröße und Durchlässigkeit des Mediums (aus DVWK, 
1991, nach EPA, 1985)
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SHRESTHA & LOGANATHAN, 1994; JAMES & OLDENBURG, 1997; HASSAN et al.,
1997; SOUTTER & MUSY, 1998). 
Hauptsächlich untersuchte Parameter sind neben der hydraulischen Durchlässig-
keit (alternativ die Transmissivität oder Permeabilität) die Gesamtporosität und die
effektive (durchflußwirksame) Porosität. Im Zusammenhang mit Fragestellungen
der Grundwassersanierung sind die Arbeiten von WAGNER & GORELICK (1989),
BHATT (1993), JAMES & GORELICK (1994) und RAUBER et al. (1998) zu nennen.
In der Mehrzahl der verfügbaren Veröffentlichungen werden keine realen Rand-
bedingungen für den Einsatz stochastischer Methoden im Zusammenhang mit nume-
rischen Modellierungen verwendet. Es werden vielmehr oft 'synthetische',
vereinfachte Aquifere zugrundegelegt, an denen die Vorteile bestimmter Methoden
demonstriert werden (z.B. CAPILLA et al., 1997; ZIMMERMAN et al., 1998; COPTY &
FINDIKAKIS, 2000). Es fehlt daneben generell eine Darstellung des Nutzensgewinns
der Methoden gegenüber der einfacher zu handhabenden deterministischen Vorge-
hensweise.
Das Ziel dieser Arbeit ist es, die verschiedenen Möglichkeiten aufzuzeigen, eine
probabilistische Komponente in die mathematisch-numerische Modellierung mit
Bezug zu Sanierungsplanungen zu integrieren. Es sollen geeignete Methoden in
Abhängigkeit von Skala und Untergundheterogenität identifiziert werden, um in tat-
sächlichen praktischen Anwendungsfällen der Grundwassermodellierung mit kom-
plexen Randbedingungen mit vertretbarem Aufwand Aussagen sowohl zur
Sicherheit der Eingangsdaten als auch über die Sicherheit der Modellergebnisse tref-
fen zu können. Dies geschieht hier anhand konkreter Beispielfälle von Sanierungen,
wobei die Ergebnisse von Tracerversuchen bzw. die während der Sanierung selbst
gemessenen Schadstoffkonzentrationen verwendet werden. Die vor dem Hinter-
grund konkreter Projekte durchgeführten Versuche werden hier als wissenschaftli-
che Experimente betrachtet und entsprechend verwertet. 
Der Schwerpunkt der Arbeit liegt aber eindeutig in den Verfahren zur Überfüh-
rung der geologischen bzw. hydrogeologischen Gegebenheiten in ein numerisches
Modell und den daraus resultierenden Unsicherheiten in den Modellergebnissen.
Der Aspekt der Beurteilung der Sicherheit eines Sanierungserfolges müsste darauf
folgend betrachtet werden, ist aber nicht Gegenstand dieser Arbeit.
1.3 Vorgehen
Die hier verwendeten Ansätze für die Konzeption und Durchführung von
hydraulischen Sanierungsmaßnahmen führen drei grundlegende Aspekte zusam-
men: 
• mathematisch-numerische Modelle, die die Grundwasserströmung und
den Transport von Schadstoffen berechnen und deren Ergebnisse so auf-
bereitet werden, dass zusätzliche Informationen zur Aussagesicherheit
der Modelle bereitgestellt werden,
• eine probabilistische hydrogeologische Beschreibung eines Standorts,
die Informationen über räumliche Korrelationen enthält,
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• Schaffung von Möglichkeiten zur Einbeziehung sämtlicher vorhandener
Informationen bei der hydrogeologischen Beschreibung des Standorts.
Die Methoden und Konzepte, die hierbei eingesetzt werden sind die folgenden:
Geostatistische Analysemethoden: Diese dienen der Ermittlung der räumlichen
Korrelationen von Daten, wie z.B. der hydraulischen Durchlässigkeiten
(kf-Werte), auf der Grundlage geostatistischer Annahmen (Stationarität
2. Ordnung und Ergodizität). Die Methoden stellen die Basis-Parameter
für geostatistische Interpolationen und Simulationen zur Verfügung.
Eine Erläuterung der Methoden ist in Abschnitt 2.4.2 zu finden.
Geostatistische (Stochastische) Simulationen: Diese generieren eine -Vertei-
lung auf der Grundlage geostatistischer Parameter. Die Methoden sollen
die Unsicherheit in der kf-Verteilung berücksichtigen, indem gleich-
wahrscheinliche Simulationen mit einem geostatistischen Parametersatz
generiert werden. Näheres hierzu in Abschnitt 2.4.4.
Integration deterministischer Elemente: Hiermit soll der Einfluss von Unter-
grundstrukturen erfasst werden, der in den stochastischen Simulationen
nicht berücksichtigt werden kann. Hierzu gehören z.B. großräumige
Trends sowie Expertenwissen, das sonst nicht in die formale mathemati-
sche Bearbeitung eingeht. Diese Elemente können in den stochastischen
Simulationen integriert werden oder vice versa. Grundsätzliche Erläute-
rungen hierzu in Abschnitt 2.7.3.
Mathematisch-numerische Grundwassermodelle: Hiermit werden Grundwasser-
stände bzw. -konzentrationen von Wasserinhaltsstoffen auf der Grund-
lage von Eingangsdaten mit unterschiedlicher Sicherheit ermittelt. Die
Modelle stellen formal gesehen die Transferfunktionen dar, durch die
die Unsicherheiten propagiert werden. Als unsichere Eingangsdaten
werden in dieser Arbeit v.a. die hydraulischen Durchlässigkeiten ange-
sehen, da deren Größe und räumliche Verteilung den stärksten Einfluss
auf die Ausbreitung eines Wasserinhaltsstoffes besitzt. 
SUFIX: Hiermit wird eine Methode der inversen Parameterbestimmung auf der
Grundlage des Bayes’ Sequential Updating bezeichnet. Sie bietet die
Möglichkeit, die Unsicherheiten der Eingangsdaten zu minimieren und
die Unsicherheit der Modellergebnisse zu quantifizieren. Weiterhin kön-
nen hoch unsichere, aber zahlreich vorhandene Daten (soft data) in die
numerische Modellierung integriert werden. Im Gegensatz zu den analy-
tischen Methoden zur Quantifizierung der Modellunsicherheiten basiert
dieses Verfahren auf der Monte-Carlo Methode und erweitert sie um das
Bayes’ sequential updating zur Reduzierung der Parameter-Unsicher-
heit. Analytische Verfahren werden hier nicht betrachtet, da sie aufgrund
ihrer Einschränkungen wie z.B. Linearisierung der Modellgleichungen
und Beschränkung des Heterogenitätsgrades (Varianz der Durchlässig-
keit) und der eingeschränkten Wahl der Randbedingungen für praktische
Anwendungen nur bedingt geeignet sind. Die SUFIX-Methode mit den
hier erprobten Erweiterungen wird in Abschnitt 2.7.1 vorgestellt.
kf
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Numerische Modelle stehen im Mittelpunkt dieser Untersuchungen, da sie oft für
die Analyse und Planung von standortspezifischen Sanierungsmaßnahmen bei der
Kontamination von Böden und Grundwasser eingesetzt werden und sich dort
bewährt haben (s. z.B. RABIDEAU & MILLER, 1994; BERGLUND, 1997; WANG &
ZENG, 1997; BEAR & SUN, 1998; RAUBER et al., 1998). 
Wird eine Kalibrierung des numerischen Modells als nicht ausreichend angese-
hen, können zusätzliche Daten i.d.R. eine größere Zuverlässigkeit der Prognoseaus-
sagen bewirken. Weitere Erkundungen führen jedoch zu höheren Kosten. Um den in
Abbildung 1-3 dargestellten Punkt der optimalen Kosten, zu dem der Erkundungs-
stand der 'optimalen Kenntnisse' gehört, möglichst tief zu halten, kann versucht wer-
den, ergänzend zur weiteren Datenbeschaffung von sog. 'harten Daten' (hard data)
aus bereits vorhandenen 'weichen Daten' (soft data) zusätzliche Informationen zu
gewinnen (s. z.B. ZHU & JOURNEL, 1992; DALY & VERLY, 1994; DIETRICH & FECH-
NER, 1995).  
Abbildung 1-3: Schematische Darstellung des Kostenverhaltens (aus DVWK, 
1991).
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In den hier vorgestellten Untersuchungen werden als zuverlässige, harte Daten
angesehen:
• hydraulische Untergrunddurchlässigkeiten (kf-Werte), die aus einem Tra-
cer-Versuch über Transportzeiten und Gefälleverhältnisse abgeleitet wur-
den, 
• die Ergebnisse von Pumpversuchen,
• Grundwasserstandsmessungen, 
• Konzentrationsmesswerte von Tracern und organischen Lösungsmitteln.
Letztere stammen aus Untersuchungen im Zusammenhang mit Sanie-
rungsplanungen.
Vor allem Konzentrationsmesswerte können jedoch hohe Messfehler infolge
fehlerhafter Probenahme- und/oder Analysemethoden beinhalten, so dass hier der
Übergang zu den soft data durchaus als fließend angesehen werden kann.
Als zusätzliche Informationen, die aber mit einer relativ hohen Unsicherheit
behaftet sind (soft data), werden 
• auf der Grundlage von Bohransprachen abgeschätzte Durchlässigkeits-
werte und
• kf-Werte, die aus Siebanalysen über Regressionsbeziehungen abgeleitetet
wurden, 
als verwendbar betrachtet.
Erst durch einen integrierten Ansatz zur Berücksichtigung sämtlicher verfügba-
rer Daten wird eine optimierte Bestimmung des Parametersatzes, der zu den beob-
achteten Messungen führt, möglich. Abbildung 1-4 zeigt, dass auch aus
Kostengründen eine Einbeziehung sämtlicher verfügbarer Daten in eine integrierte
Betrachtung geboten erscheint. ANDERSSON & DESTOUNI (2001) erweitern diese
Betrachtung auf den Zusammenhang zwischen Risiko (Wahrscheinlichkeit des
Überschreitens eines vorgegebenen Grenzwertes) und den dafür notwendigen Kos-
ten. 
Durch die Kombination von stochastischen und deterministischen Ansätzen soll
ein Optimum der Informationsverwertung und eine Minimierung der Prognoseunsi-
cherheit erreicht werden. Die Abfolge und Verknüpfung der einzelnen Bearbei-
tungsschritte für alle hier eingesetzten Verfahren ist in Abbildung 1-5
zusammengefasst dargestellt. In dieser Arbeit sollen geeignete und generell ver-
wendbare Werkzeuge zur Konzeption von hydraulischen Sanierungen auf der
Grundlage von Aussagen, die aus Ergebnissen numerischer Modelle gewonnen wer-
den, auf ihre Eignung für praktische Anwendungsfälle hin untersucht werden. Um
diese Methoden für einen kommerziellen Einsatz verwendbar zu machen, wird
sicher vor allem auf eine weitgehende Automatisierung der Abläufe Wert zu legen
sein. Hierzu gehört z.B. die Bereitstellung geeigneter Software-Schnittstellen und
übergeordneter Steuerprogramme mit grafischer Benutzeroberfläche.
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Der Aspekt der Optimierung der Sanierungsplanung (z.B. Anordnung und Aus-
legung der Abschöpfbrunnen) ist sehr stark abhängig von den jeweiligen Randbedin-
gungen und Restriktionen eines tatsächlichen Standorts und kann als nächste
Bearbeitungsstufe, die auf den hier verwendeten Methoden aufbaut, verstanden wer-
den. 
Die bisher weitgehend eingesetzten inversen Methoden verwenden eine manuell
zonierte Beschreibung der räumlichen Heterogenität statt eines räumlichen Zufalls-
modells und berücksichtigen demzufolge keine räumlichen Korrelationen in den
Untergrundstrukturen. Formal gesehen ist das in dieser Arbeit konzipierte und ver-
wendete Verfahren als inverses Lösungsverfahren auf einer geostatistischen Grund-
lage einzuordnen (s. z.B. MCLAUGHLIN & TOWNLEY, 1996). Weiterhin kann man
zusammenfassend feststellen, dass die Unterscheidung zu den bisherigen Ansätzen
vor allem darin liegt, dass hier versucht wird, die Fortpflanzung der Unsicherheit von
den Eingangsdaten (soft data) bis zum updating-Prozess dieser Daten in einem Pro-
pagationspfad integriert zu betrachten. 
Abbildung 1-4: Beziehung zwischen Quantität der Modell-Grunddaten, deren 
Beschaffungsaufwand und der darin inhärent vorhandenen Unsicherheit
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Abbildung 1-5: Schema des Bearbeitungsablaufs für eine numerische Modellierung 
unter Einbeziehung von Unsicherheitsaspekten
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Die Unsicherheit in den 
Ergebnissen von 
Grundwassermodellen
Dieses Kapitel behandelt die grundlegenden Aspekte einer Unsicherheitsbe-
trachtung im Zusammenhang mit der Anwendung numerischer Grundwassermo-
delle und die daran angepassten Methoden zur Quantifizierung der
Prognoseunsicherheit.
Abschnitt 2.1 gibt zuerst eine Zusammenfassung der verschiedenen Ursachen
für die Unsicherheit in den Ergebnissen mathematischer Modelle, um dann in den
folgenden Abschnitten näher auf die identifizierten Ursachen einzugehen. Im
Abschnitt 2.2 wird die Heterogenität des Untergrundes und die damit zusammenhän-
gende Problematik der repräsentativen Datenbeschaffung für die Untergrundkenn-
werte sowie der relevanten Modellparameter für die Transportmodellierung als
maßgebende Ursache näher beleuchtet. Auch die Rückwirkung der Heterogenität
auf die Planung und Durchführung von Sanierungen wird hier angesprochen.
Anschließend befasst sich Abschnitt 2.3 mit der Verwendung dieser Daten in einem
hydrogeologischen Modell, das als Vorstufe eines numerischen Modells anzusehen
ist. Abschnitt 2.4 behandelt die mathematischen Ansätze zur Beschreibung der Hete-
rogenität des Untergrundes auf einer stochastischen Grundlage und deren Verknüp-
fung mit den traditionellen Konzepten der Hydrogeologie. Abschnitt 2.5 zeigt die
Stellung des numerischen Grundwassermodells als Transferfunktion zwischen der
Erkundung und der Prognoseerstellung als Endziel einer Standortuntersuchung auf.
Anschließend beschreibt Abschnitt 2.6 die Möglichkeiten der Lösung der mathema-
tischen Gleichungen des Grundwassermodells, die in einem stochastischen Rahmen
formuliert wurden. Aus den Lösungen der Gleichung ergibt sich unmittelbar eine
Quantifizierung der Unsicherheit der Modellergebnisse. Im letzten Abschnitt des
Kapitels (2.7) werden die Ergebnisse der vorhergehenden Abschnitte zu einem pra-
xisgeeigneten Konzept für die Ermittlung der Prognoseunsicherheiten mittels nume-
rischer Modelle zusammengefasst.
2.1 Allgemeines
Bei EHLSCHLAEGER (1998) ist der Begriff der Anwendungsunsicherheit (appli-
cation uncertainty) zu finden. Diese teilt sich dort auf in die Unsicherheit der Ein-
gangsdaten und die Prozessmodell-Unsicherheit. Diese Unterscheidung wird auch
hier verwendet. Entsprechend werden in Tabelle 2-1 die Ursachen für unsichere
Modellprognosen in die Bereiche 'Datengrundlage' und 'Modellanwendung'
getrennt. 
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Die Verwendung der Begriffe ’Unsicherheit’ und ’Fehler’ geschieht ebenfalls in
Anlehnung an EHLSCHLAEGER (1998), der einen Fehler als messbar ansieht, im
Unterschied zur Unsicherheit, die nur abgeschätzt werden kann. 
Bei der Modellierung von Stoffausbreitungsvorgängen im Grundwasser stellt die
Heterogenität des Grundwasserleiters eine herausragende und zu berücksichtigende
Eigenheit dar. Die Heterogenität der hydraulischen Eigenschaften beeinflusst den
Transport auf allen Raumskalen und bewirkt in der Regel eine Vergrößerung des
kontaminierten Gebietes im Vergleich zu homogenen Medien. 
Durch Beprobung können jedoch nur punktuelle Werte für die maßgebenden
Modellparameter ermittelt werden, so dass die Kenntnis über die tatsächliche Hete-
rogenität immer unvollständig bleiben muss. Diese Unsicherheit in der Beprobung
wird auch als sampling error4 bezeichnet. Siehe hierzu auch Abschnitt 2.2.1 auf
Seite 14. Damit verbunden ist das Problem der Ermittlung topologischer Zusammen-
hänge in der Struktur des Untergrundes. Dies bedeutet, dass die Erstreckung und
Mächtigkeit von Strömung und Transport beeinflussenden Strukturen wie Hydrofa-
zien5 nur abgeschätzt werden können (D2). Die integrierte Betrachtung von objekti-
ven und subjektiven Daten (oder hard und soft data) kann problematisch sein, wenn
Tabelle 2-1: Ursachen für unsichere Modellprognosen 
... in der Datengrundlage (Modellparameter und Randbedingungen) Kennziffer
- Charakterisierung der natürlichen Heterogenität bzw. Variabilität von physikali-
schen, chemischen und biologischen Parametern auf der Grundlage von Punkt-
messungen in Raum und Zeit --> Eine Probe repräsentiert ein zu kleines 
Volumen (support)
D1
- Vernachlässigen von räumlichen und/oder zeitlichen Korrelationen in den Unter-
grundstrukturen --> Die Interpolation berücksichtigt nicht deterministische 
Strukturen und die Genese der Formation
D2
- Zusammenfassung von Daten verschiedenen Typs (objektiv/subjektiv bzw. hard-
/soft data) bei der Bestimmung von Modellparametern --> Die Vertrauenswür-
digkeit des Datensatzes kann nicht adäquat angegeben werden
D3
- Fortpflanzung von Fehlern und Unsicherheiten im Modellierungsprozess --> 
Eine Unsicherheitsbetrachtung muss am Beginn des Modellierungs-
prozesses ansetzen.
D4
- Messfehler --> Eine Folge des Messverfahrens oder der Messapparatur. D5
... in der Modellkonzeption
- ungenügende Beschreibung der Prozesse und Wechselwirkungen im hydrogeolo-
gischen und mathematischen Modell
- unzureichende numerische Diskretisierung der räumlichen und zeitlichen Varia-
bilität im numerischen Modell
- unzureichende Beschreibung des Systemzustandes 
- der Modellierer selbst
4.  Kennziffer D1 in Tabelle 2-1
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der unsichere Charakter von subjektiven Daten bzw. soft data nicht genügend
berücksichtigt wird (D3). Fehler bzw. Unsicherheiten können sich im Verlauf des
Modellierungsprozesses fortpflanzen. Die Unsicherheit von Modell-Eingangsdaten
muss bereits am Anfang der Kette in Betracht gezogen werden (D4). Eine weitere
bedeutsame Quelle von Prognoseunsicherheiten können die Unsicherheiten bzw.
Fehler in den Messungen darstellen (measurement error, D5). Damit sind die Ergeb-
nisse von Modellrechnungen generell mit Unsicherheiten behaftet.
Aber selbst wenn alle Modelleingangsdaten 'sicher' bekannt wären, verbliebe
dennoch in den Modellergebnissen eine Unsicherheit, die durch die Konzeption
eines mathematisch-numerischen Modells als Versuch der Reproduktion von Vor-
gängen in der Natur bedingt ist (untere Hälfte in Tabelle 2-1). Dieser Bereich der
Ursachen für Unsicherheiten in den Modellprognosen ist getrennt von dem vorher
beschriebenen Ursachenbereich zu sehen und wird hier nicht weiter betrachtet wer-
den, da dies den Rahmen dieser Arbeit deutlich sprengen würde. Entsprechende
Ausarbeitungen zum Einfluss des numerischen Verfahrens auf die Ergebnisse der
Transportmodellierung sind z.B. bei KINZELBACH (1992) zu finden. Eine gewisse
Interaktion mit dem erstgenannten Block der Unsicherheiten besteht jedoch inso-
weit, als natürlich nur die Prozesse und Wechselwirkungen modelliert werden kön-
nen, für die auch Daten verfügbar sind.
Festzuhalten bleibt weiterhin, dass streng genommen keine Unsicherheiten in
den Modellprognosen ermittelt werden können, sondern nur die Unsicherheiten, die
bei der Kalibrierung und Validierung des Modells ermittelt wurden, auf die Prog-
noserechnungen transferiert werden können. Prognosen sind Abläufe, in denen die
zukünftig erwarteten Bedingungen in Form von Szenarien erfasst werden. Zwar
können hierfür die Randbedingungen exakt festgelegt werden, die Eintrittswahr-
scheinlichkeit der dahinter liegenden Annahmen ist jedoch in der Regel nicht quan-
tifizierbar. In FACHSEKTION HYDROGEOLOGIE (1999) wird deshalb die Ausweisung
von Unsicherheiten und Informationsdefiziten richtigerweise zum Bereich Modell-
prüfung gezählt und nicht zur Modellanwendung. 
Die in der Kalibrierung und Modellprüfung gewonnenen Erkenntnisse werden
aber erarbeitet, um sie auf Prognosen mit vom Kalibrierungszustand abweichenden
Randbedingungen anzuwenden. Um dies tun zu können, werden in dieser Arbeit die
gleichen Voraussetzungen für eine Prognoseaussage auf Grundlage von Modellrech-
nungen gesehen, wie sie im Allgemeinen auch für die deterministische Modellierung
als maßgebend angesehen werden. Die prognostizierten Zustände dürfen also nicht
soweit von den Kalibrierungszuständen abweichen, dass die ermittelten Gültigkeits-
grenzen für die Modellparameter nicht mehr gewahrt bleiben. So kann z.B. eine
Unsicherheitsanalyse auf der Basis der Annahme vollständiger Löslichkeit des
Schadstoffs in Wasser nicht für Prognosen eingesetzt werden, in denen Mehrphasen-
transport maßgebend sein wird.
5.  hier: Zusammenhängende Einheiten ähnlicher Eigenschaften in Bezug auf Strömung und Trans-
port
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2.2 Unsicherheiten bei der Erkundung kontaminierter 
Standorte
Die Ergebnisse der Erkundung sind die Grundlage für eine numerische Model-
lierung des Stofftransports im Grundwasser. Die Erkundung muss also die Daten
bereitstellen, die für eine zuverlässige Charakterisierung des Transports notwendig
sind. Erfasst werden müssen die folgenden Bedingungen:
A. Die Heterogenität des Untergrundes bezüglich seiner physikalischen, chemi-
schen und biologischen Eigenschaften.
B. Die Topologie des Untergrundes. Darunter sind Informationen über den Zuam-
menhang von Bereichen mit ähnlichen Eigenschaften zu verstehen, da die Hete-
rogenität nicht rein zufällig strukturiert ist, sondern über gewisse Entfernungen 
korreliert ist.
C. Die Eigenschaften der im Wasser gelösten Stoffe selbst.
D. Anfangs- und Randbedingungen, wie Quellstärke und Erstreckung der Fahne.
Alle diese Eigenschaften sind örtlich variabel, darüberhinaus können sich die
chemischen Eigenschaften auch zeitlich ändern. Der Grad der Variabilität der Eigen-
schaften bzw. die Heterogenität6 der sich daraus ergebenden Strukturen muss immer
im Zusammenhang mit der Skala gesehen werden, auf der die Messungen stattfin-
den. Im Hinblick auf die Unsicherheiten der Modellierung ist die Frage von Bedeu-
tung, ob die Messskala der Prozessskala entspricht, die zur Beschreibung der
modellierten Prozesse notwendig ist und auf der die Prozesse mit mathematischen
Modellen beschrieben werden können. Anhaltspunkte hierfür gibt Tabelle 2-2. Das
für die Berechnung der Strömung verwendete Darcy-Gesetz gilt von der Labor- bis
zur Regionalskala. Bei Berechnungen auf der Regionalskala hat der kf-Wert jedoch
die Bedeutung eines effektiven (über einen Aggregierungsprozess gewonnenen)
Parameters. Punktmessungen sind demnach hier nicht mehr geeignet zur repräsenta-
tiven Beschreibung der Untergrunddurchlässigkeit. Alternativ kann auch die Vertei-
lung dieses Parameters mittels stochastischer Methoden vorgenommen werden, wie
dies in dieser Arbeit in mehreren Szenarien durchgeführt wird. Demnach ist es also
möglich, die Skalen für die Prozesse, für die Messung und die Modellierung mit
geeigneten Verfahren in Einklang zu bringen.
2.2.1 Die natürliche Heterogenität des Untergrundes
Natürliche geologische Prozesse, die während der Entstehung des Aquifers
abliefen, und nachfolgende chemische, physikalische und biologische Prozesse
führen zu einer Vielzahl von verschiedenen Skalen. Der Untergrund ist auf allen
diesen Skalen inhärent heterogen. Die Skalenunterteilung und ihre Bezeichnungen
differieren in der Hydrologie und Hydrogeologie jedoch sehr stark. In dieser Arbeit
6.  Def. Duden: aus ungleichartigem zusammengesetzt.
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werden die Definitionen Mikroskala, Makroskala und Regionalskala angelehnt an
DURNER (1991) verwendet (s. Tabelle 2-2).
Auf der Mikroskala enthalten Aquifere eine Mischung verschiedener Phasen:
fest, flüssig und gasförmig, charakterisiert durch eine komplexe Geometrie. So
können Heterogenitäten auf der Mikroskala z.B. die NAPL7- Migration und Rück-
haltung beeinflussen, wobei hier vor allem auch die Korngrößenverteilung von
besonderer Bedeutung ist (NATIONAL RESEARCH COUNCIL, 1994). 
Großskalige Strukturen der hydraulischen Durchlässigkeit bestimmen die Fließ-
pfade von Grundwasser und darin gelösten Stoffen, während sowohl groß- als auch
kleinskalige Strukturen den Dispersionseffekt prägen (s. Abbildung 2-1 und KOL-
TERMANN & GORELICK, 1996). Großskalige Heterogenitäten können damit einen
deutlichen Einfluss auf den Schadstofftransport ausüben. So sind z. B. in Sand und
Kiesaquiferen häufig Lehm- und Tonlinsen als nichtleitende Strukturen eingelagert.
Da sich Grundwasser in Lehm und Ton deutlich langsamer bewegt als im umgeben-
den Sand und Kies, ergibt sich eine deutliche Differenzierung der Ausbreitung in den
unterschiedlichen Strukturelementen. 
Die Heterogenität drückt sich auch in deutlichen Unterschieden der hydrauli-
schen Durchlässigkeit aus. So ermittelte SUDICKY (1986) für einen als homogen
angesprochenen Sand- und Kiesaquifer auf einer Skala von ca. 1000 m2 kf-Werte im
Bereich zwischen 1×10-5 bis 2.1×10-4 m/s. Die geologischen Strukturen, die für
diese Variabilität verantwortlich sind, lagen zwischen einer Skala von ein paar Zen-
timetern bis zu einigen Zehner Zentimetern in der Vertikalen und zwischen einem
und wenigen Metern in der Horizontalen. Wegen der großskaligen Heterogenitäten
ist die 'Verschmierung' der Ausbreitungsfahne von gelösten Schadstoffen auf der
Feldskala größer, als dies durch Laborversuchsergebnisse vorhergesagt wird. Es
wird daraus geschlossen, dass für eine zuverlässige, 'genaue' Vorhersage des Trans-
ports von Schadstoffen für einen spezifischen Standort eine detaillierte Beschrei-
bung der hydraulischen Aquifereigenschaften auf der Skala von 10 bis 100 cm
notwendig ist. 
Ein Beispiel für die Komplexität einer Fahne geben die Untersuchungen in Cape
Cod, MA., wo 650 Multilevel sampler niedergebracht wurden (HESS et al., 1992).
Linsen und Zonen geringer Durchlässigkeit führen zu einem Massen-Transfer Ver-
Tabelle 2-2: Skaleneinteilung nach DURNER (1991) und TIETJE (1993)
Skalenbezeichnung typische Länge 
[m]
Modellgleichung (nach Tietje, 1993)
Mikroskala (Poren-) 10-3 - 10-1 Navier-Stokes-Gleichungen
Makroskala (Labor-) 100 - 101 Darcy-Gesetz
Regionalskala 102 - 104 Effektive Parameter, Stochastische 
Modelle
7.  Non Aqueous Phase Liquids, also mit Wasser nicht oder nur sehr gering mischbare Flüssigkeiten.
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halten ähnlich wie in aggregierten Böden. Diese Zonen verhalten sich wie Quellen
und Senken für Schadstoffe. Die Zeiten zum Ausdiffundieren aus gering durchlässi-
gen Zonen sind u.U. maßgebend für die Dauer einer hydraulischen Sanierung
(NATIONAL RESEARCH COUNCIL, 1994).
Die Komplexität des Untergrundes beschneidet nicht nur die Aussagekraft von
Modellen, sondern stellt auch ein beträchtliches Hindernis bei der Sanierung von
Grundwasser-Schadensfällen dar. Das hydrogeologische Modell8 als Grundlage und
Voraussetzung für ein Strömungs- bzw. Transportmodell muss deshalb die Komple-
xität des Untergrundes in angemessener Weise berücksichtigen. Die Komplexität,
Heterogenität bzw. Variabilität des Untergrundes kann eine Sanierung (bzw. deren
Zeitdauer oder sogar ihren Erfolg) beträchtlich beeinflussen. Wenn Kontaminanten
sich im Untergrund bewegen, sind sie einer Vielzahl von physikalischen, chemi-
schen und biologischen Prozessen ausgesetzt. Um eine wirksame Sanierung durch-
zuführen zu können, ist es notwendig, diese Prozesse zu verstehen, ihre
Plausibilitätsgrenzen und die Spannweite der Parameter, mit denen sie mathematisch
beschrieben werden, zu kennen. Die Problematik der Konzeption einer hydrauli-
schen Sanierung in Abhängigkeit von unterschiedlichen Strukturszenarien des
Untergrundes wird umfassend bei TOUSSAINT (1994) diskutiert.
Im Folgenden soll dargestellt werden, welche Auswirkungen die Untergrundhe-
terogenität auf die Parametrisierung eines mathematischen Modells hat, d.h. wie
sicher die Beschreibung der Heterogenität in Form eines Parametersatzes eines
Modells ist. Dazu sollen in den folgenden drei Unterabschnitten die Verfahren der
Abbildung 2-1:  Skalen der dispersiven Stoffausbreitung (aus KINZELBACH, 1992)
8.  Zur Definition s. Abschnitt 2.3 auf Seite 22.
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Informationsgewinnung dargestellt, sowie Anmerkungen zur Sicherheit der jeweili-
gen Verfahren gemacht werden. 
Den Prozess der Erstellung eines Parametersatzes kann man grob in drei aufein-
anderfolgende Schritte einteilen:
(1) Ermittlung der Grobstruktur des Aquifers,
(2) Ermittlung der Zahlenwerte für die hydrogeologischen Kennwerte,
(3) Kopplung der Strukturaufnahme aus Schritt 1 mit den Werten aus 
Schritt 2 in der modellspezifischen räumlichen Diskretisierung und 
Skala.
 Ermittlung der hydrogeologisch wirksamen Struktur des Aquifers
Aquifere9 kann man grob in zwei Kategorien einteilen: konsolidierte und unkon-
solidierte Aquifere. Unkonsolidierte Aquifere bestehen aus Lockergesteinen wie
Sand und Kies. Wasser wird in den Poren zwischen den Körnern gespeichert und
transportiert. Konsolidierte Aquifere werden aus mehr oder weniger klüftigem
Gestein gebildet. Die Wasserspeicherung und der Wassertransport erfolgt hier vor-
wiegend in Klüften und Lösungshohlräumen. Über der gesättigten Bodenzone, in
der sämtliche Hohlräume mit Wasser gefüllt sind, liegt in ungespannten Aquiferen
die ungesättigte oder vadose Bodenzone. 
Anhand von Bohrungen wird die Verteilung von hydrogeologisch wirksamen
Strukturen mittels petrografischer Ansprache ermittelt. Typische Methoden sind
hier:
(a) Aufschlussbohrungen
(b) Aufschlussgruben
(c) Tomographie
(d) Indikator-Geostatistik zur Auswertung
 Ermittlung der Zahlenwerte für die hydrogeologischen Kennwerte
Die in Schritt 1 gefundenen Strukturen werden beschrieben mittels für die Strö-
mung und den Transport relevanter hydrogeologischer Kennwerte. Wichtige Bei-
spiele hierfür sind in Tabelle 2-3 zusammengefasst. Typische Verfahren zur
Quantifizierung der hydrogeologischen Eigenschaften des Untergrundes sind:
(a) Pumpversuche
(b) Permeameterversuche
(c) Tracerversuche
(d) Regressionsauswertung der Kornsummenlinie
9.  Der Begriff Aquifer wird im Folgenden gleichbedeutend mit Grundwasserleiter verwendet. Nach 
der in Deutschland gültigen Definition in DIN 4049-3 ist ein Grundwasserleiter ein Gesteinskörper, 
der geeignet ist Grundwasser weiterzuleiten, demnach also nicht zwingend wassererfüllt sein muss.
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(e) Pedotransferfunktion als Zuordnungstabelle
 Kopplung der Struktur mit den Werten der hydrogeologischen Parameter
Die Kopplung findet statt in der modellspezifischen räumlichen Diskretisierung
und Skala. Dazu ist es in der Regel notwendig, die ermittelten hydrogeologischen
Kennwerte auf diese Skala zu transformieren. Dies kann z.B. über einen upscaling-
Prozess geschehen, wenn den Modellzonen jeweils ein gemittelter Parameterwert
zugewiesen werden muss. Geschieht diese Mittelung nach bestimmten Vorgaben,
spricht man von effektiven Parametern (s. z.B. GOMEZ-HERNANDEZ & GORELICK
1989; CHRYSIKOPOULOS, 1995).
In Tabelle 2-3 sind die wesentlichen hydraulischen Eigenschaften eines Aqui-
fers, die gleichzeitig als physikalisch begründete Modellparameter eingesetzt
werden können, mit ihrer Bedeutung im Hinblick auf eine hydraulische Sanierung
zusammengefasst.
Tabelle 2-3: Durch eine Erkundung gewinnbare Parameter für eine numerische 
Modellierung der Grundwasserströmung und des Stofftransports 
Eigenschaft Beschreibung
Bedeutung für GW-
Sanierung
Bedeutung für 
Unsicherheits-
betrachtung
Porosität n, bzw. 
effektive Porosität 
ne
Volumen des Porenrau-
mes relativ zum Gesamt-
volumen, bzw. 
verbundener Porenraum, 
in dem Fluide transpor-
tiert werden. 
Poren halten Wasser und 
Schadstoffe zurück, Was-
ser und Schadstoffe flie-
ßen durch verbundene 
Poren
eher gering, da 
Schwankung nur 0.1 
bis 0.4
hydraulische 
Durchlässigkeit 
bzw. 
Leitfähigkeit kf 
Maß für den Fließwider-
stand im Aquifer 
beeinflusst die Entnahme-
rate des GW und vor allem 
die Fließgeschwindigkeit
sehr hoch 
Residualsättigung Anteil des gesamten 
Fluid-Volumens, das 
nach dem Entwässern 
eines ungespannten 
Aquifers zurückgehalten 
wird. 
beeinflusst die Menge an 
Schadstoffen, die nach 
dem Pumpen im Aquifer 
verbleibt
hoch, da Sanierungs-
zeit direkt beeinflusst 
wird.
Dispersivität Aquifereigenschaft, ist 
abhängig von Lage-
rungsdichte, Korndurch-
messer, Kornform und 
Ungleichförmigkeits-
grad des Aquifermateri-
als sowie von der Zeit. 
Führt zu einer mikrosko-
pische Variabilität der 
Geschwindigkeit nach 
Betrag und Richtung in 
den Poren. 
maßgebend für die ’Ver-
schmierung’ einer Fahne 
im Untergrund. 
mittel, da im Fehlerbe-
reich einer Zehnerpo-
tenz abschätzbar, 
hoch, wenn kleine 
Grenzkonzentrationen 
eingehalten werden 
müssen
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Als hydraulische Eigenschaft mit der größten Bedeutung bei einer hydraulischen
Sanierung ist die Größe der hydraulischen Durchlässigkeit und ihre räumliche Vari-
abilität zu sehen (NATIONAL RESEARCH COUNCIL, 1994). Eine Schwankungsbreite
von zwei Zehnerpotenzen innerhalb eines Lockergesteinsaquifers mit sandigen bzw.
schluffigen Bereichen ist als üblich anzunehmen. 
Da die Wassermenge, die einem Brunnen entnommen werden kann direkt von
der hydraulischen Durchlässigkeit abhängt (Darcy-Gesetz), kann z.B. aus einem
sandigen Aquifer potentiell eine hundertfach größere Menge an kontaminiertem
Wasser entnommen werden, als aus einem schluffig sandigen Aquifer. Dieser Vor-
teil eines durchlässigen Aquifers wird aber zumindest teilweise wieder dadurch auf-
gehoben, dass naturgemäß hier der Kontaminationsbereich weiter ausgedehnt sein
wird. 
Der Einfluss der hydraulischen Durchlässigkeit auf den Erfolg einer hydrauli-
schen Sanierung ist für einen klüftigen Grundwasserleiter sehr viel schwieriger vor-
herzusagen. Die hydraulischen Eigenschaften variieren hier im Raum sehr viel
stärker und sind damit vor allem auch von dem erfassten Aquifervolumen abhängig.
Schwierig ist daher die Angabe eines repräsentativen Elementarvolumens (REV).
Kontaminanten bewegen sich bevorzugt entlang von Klüften, die gegenüber der
umgebenden Matrix eine sehr viel höhere Durchlässigkeit aufweisen. Die Sanierung
eines Kluftaquifers stellt daher eine besondere technische Herausforderung dar, der
Erkundung kommt hier eine besondere Bedeutung zu (s. TOUSSAINT, 1994). 
2.2.2 Bedeutung der Untergrundstrukturen für die 
Schadstoffausbreitung
Im Rahmen einer Unsicherheitsbetrachtung des Stofftransports im Grundwasser
ist die Erfassung der Untergrundstrukturen von besonderer Bedeutung für die
Ermittlung der Migrationswege eines ’Wasserteilchens’ (advektiver Transport)
sowie für die Bestimmung des dispersiven Anteils des Transports. Dem Phänomen
der bevorzugten Fließwege, die durch eine Erkundung jedoch kaum gegenüber der
Bodenmatrix abgrenzbar sind, kommt eine besondere Bedeutung zu. Bevorzugte
Fließwege können für eine deutlich schnellere Stoffverlagerung sorgen, als dies auf
Tabelle 2-4: Physikalische Umgebungsparameter, die den Stofftransport direkt 
beeinflussen.
Eigenschaft Bedeutung für GW-Sanierung
Bedeutung für 
Unsicherheitsbetrachtung
Temperatur Einfluss auf Viskosität,
Transport in der Dampfphase, Wasserlös-
lichkeit (s. Tabelle 2-5).
in Mitteleuropa gering, da 
relativ konstante GW-Tem-
peratur.
Porenverteilung Rückhaltung von NAPL in Porenzwickeln. nur bei Mehrphasenmodel-
len
Gehalt an organi-
schem Kohlenstoff
Einfluss auf das Sorptionsverhalten der 
Wasserinhaltsstoffe
für ’worst-case’ Betrach-
tung gering
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der Grundlage einer berechneten Abstandsgeschwindigkeit zu erwarten wäre.
Kleinskalig können hierfür Makroporen verantwortlich sein, die vor allem in der
ungesättigten Zone eine Rolle bei der raschen Tiefenverlagerung eines Stoffes spie-
len. 
Für die Modellierung der gesättigten Zone sind jedoch größerskalige Strukturen
von Bedeutung, wie z.B. Kiesrinnen, die aus zugeschütteten alten Flussläufen ent-
standen sein können (Paläorinnen).
Die tatsächlichen Migrationswege eines Stoffes hängen außer von den Unter-
grundstrukturen und deren physikalischen, chemischen und biologischen Eigen-
schaften auch von den Eigenschaften des Stoffs selbst ab. Die Abbildung der
Struktur gibt also nur potentiell mögliche Migrationswege wieder. 
Die drei wichtigsten Migrationswege für Schadstoffe sind:
(1) Transport mit der wässrigen Phase innerhalb der Schadstoffahne
(2) Transport in der Dampfphase
(3) Transport als NAPL (’in Phase’)
Weiter gehende Erläuterungen finden sich im Anhang (Abschnitt D.7 auf
Seite 227).
2.2.3 Bedeutung der Stoffeigenschaften
Zu den Stoffen mit dem größten Gefährdungspotential gehören halogenierte
Kohlenwasserstoffe (HKW). Die größte Bedeutung innerhalb dieser Gruppe hin-
sichtlich der Produktions- und Verbrauchsmengen, sowie in Bezug auf ihre Grund-
wasserrelevanz besitzen die chlorierten Kohlenwasserstoffe (CKW) und
nachgeordnet auch einige Fluorkohlenwasserstoffe (FCKW) (TOUSSAINT, 1994).
Typische Stoffe, die in der Mehrzahl der Sanierungen gefunden werden, sind dabei
die als Lösungs- und Entfettungsmittel verwendeten Massenprodukte Dichlorme-
than, 1,1,1-Trichlorethan, Trichlorethen (Tri) und Tetrachlorethen (Per). Die beiden
letztgenannten Stoffe sind von wesentlicher Bedeutung für die Untersuchungen in
der Fallstudie 2 (Kapitel 3)10.
In der Fallstudie 1 (Kapitel 2) liegt zwar eine Kontamination mit polyzyklisch
aromatischen Kohlenwasserstoffen (PAKs11) vor, als Grundlage für die Transport-
modellierungen werden jedoch die Tracerstoffe Bromid und Uranin herangezogen.
Hier ist also zu berücksichtigen, dass die Unsicherheitsanalyse mit Stoffen erfolgt,
die als vollständig löslich gelten, während für eine eventuelle Prognoseaussage für
das Verhalten der PAKs - deren Löslichkeit in Wasser um etwa 4 Größenordnungen
kleiner ist als die von CKWs - diese Annahme nur sehr eingeschränkt gelten kann. 
Die spezifischen Eigenschaften der Schadstoffe werden in den Untersuchungen
nicht berücksichtigt. Im Fall 1 handelt es sich bei dem modellierten Stoff um Bro-
10.   Zu den stofflichen Eigenschaften von HKWs und ihren Transformationen und Abbauprodukten 
siehe TOUSSAINT (1994).
11.  Polyzyklische Aromatische Kohlenwasserstoffe
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mid, im Fall 2 um Tri und Per, wobei diese Stoffe als vollständig in Wasser gelöst
angesehen werden. Nur mit speziellen numerischen Transportmodellen, wie z.B.
RT3D (CLEMENT, 1997), können die stoffspezifischen Eigenschaften (wie Löslich-
keit, Reaktion mit anderen Stoffen und Verbindungen) in einem mathematischen
Modellansatz integriert betrachtet werden. Die Anzahl der als unsicher anzusehen-
den Parameter vergrößert sich beim Einsatz dieser Modelle um die physikalischen,
biologischen und chemischen Umgebungsparameter aus Tabelle 2-4, wie z.B. um
die Wassertemperatur, den Gehalt an organischem Kohlenstoff, usw.. Die Stoffei-
genschaften selbst sind als sicher zu betrachten, unsicher sind die Verteilung und
Größe der physikalischen, chemischen und biologischen Zustandsvariablen. Zur
Vervollständigung der Betrachtung der Quellen der Unsicherheit in den Prognosen
von Transportmodellen sollen nachstehend die wichtigsten zusammengefasst darge-
stellt werden. Die Bedeutung der spezifischen Schadstoffeigenschaften im Zusam-
menhang mit einer hydraulischen Sanierung und ihre Bedeutung für die
Unsicherheitsanalyse gibt zusammengefasst Tabelle 2-5. Die Bedeutung für eine
Unsicherheitsanalyse rührt aus der Tatsache, dass sehr oft bei einer hydraulischen
Sanierung entweder nicht bekannt ist, welche Stoffe originär infiltiert wurden, wobei
es sich oft auch um Abbauprodukte anderer Stoffe handeln kann, oder die Auswir-
kungen von Stoffgemischen auf diese Eigenschaften nicht sicher sind.  
Tabelle 2-5:  Wichtige Eigenschaften der mit dem Grundwasser transportierten 
Schadstoffe bei einer hydraulischen Sanierung 
Eigenschaft Bedeutung für die GW-Sanierung
Bedeutung für die 
Unsicherheitsanalyse
Löslichkeit - beeinflusst die Menge an Schadstoff, die 
potentiell mit dem Grundwasser transportiert 
werden kann.
- je besser die L., umso größere Erstreckung der 
Fahne, aber umso bessere Entfernung durch 
Abpumpen aus Untergrund möglich.
hoch,
maßgebend für konzeptionelle 
Vorstellung im hydrogeologi-
schen Modell, Mehrphasen-
transport
Dichte - beeinflusst Art der Sanierung: Abschöpfen, 
Pumpen, usw.
- beeinflusst Erkundungsumfang: bei LNAPLsa 
weiter Transport mit GW-Gradient, bei 
DNAPLsb Bewegung auf der Sohle auch ent-
gegen GW-Gradient.
a. Low-density Non-Aqueous Phase Liquids, besitzen eine Dichte < 1g/cm3
b. Dense Non-Aqueous Phase Liquids, besitzen eine Dichte > 1g/cm3
hoch,
maßgebend für konzeptionelle 
Vorstellung im hydrogeologi-
schen Modell, Dichteströ-
mung
Zähigkeit (Vis-
kosität)
- beeinflusst v.a. Restsättigung, Sanierungs-
dauer
mittel,
22 Beschreibung der Heterogenität des Untergrundes in einem Hydrogeologischen Modell
2.3 Beschreibung der Heterogenität des 
Untergrundes in einem Hydrogeologischen Modell
In einem hydrogeologischen Modell als konzeptionelle Vorstufe der Modellbe-
rechnungen werden alle verfügbaren Informationen über geologische, geophysikali-
sche, geochemische und hydrologische Felduntersuchungen zusammengefasst und
ausgewertet. Grundwassermodelle dienen der Klärung bzw. der Interpretation geo-
hydraulischer Vorgänge. Um dies zu erreichen, muss vorausgesetzt werden, dass
standortspezifische, realistische und in sich stimmige hydrogeologische Modellvor-
stellungen existieren. Als Umsetzung der komplexen geologischen und hydrogeolo-
gischen Gegebenheiten in ein vereinfachendes abstrahierendes Modell stellt das
hydrogeologische Modell ein wichtiges Bindeglied zwischen der Datengrundlage
und der eigentlichen numerischen Modellierung dar. Bedingt durch den Zwang zur
Vereinfachung und Abstrahierung stellt dieser Schritt neben der punktweisen
Erhebung der Datengrundlage für ein heterogenes Medium eine weitere Ursache für
unsichere Ergebnisse von Modellrechnungen dar.
Nach FACHSEKTION HYDROGEOLOGIE (1999) ist das Hydrogeologische Modell
die Abstrahierung bzw. Schematisierung der Einflussgrössen und ihrer Zusammen-
hänge. Entsprechend den dort gemachten Vorgaben beinhaltet es die Darstellung der
wesentlichen Systemeigenschaften (hydrogeologische Systemvorstellung, konzepti-
onelles Modell) im Untersuchungsraum für die Beschreibung und Prognose ’hydro-
geologischer’12 Vorgänge. Ziel ist die Erfassung der hydrogeologischen System-
eigenschaften, um über die gemessenen Wirkungen auf die Ursachen schließen zu
können.
Unter dem Blickwinkel des Erfassens von Unsicherheitsquellen sind die folgen-
den Arbeitsschritte zur Erstellung eines Hydrogeologischen Modells zu erwähnen
(DAGAN, 1997; FACHSEKTION HYDROGEOLOGIE, 1999):
(1) Festlegung der Grenzen des Untersuchungsgebietes, des Modellgebie-
tes und des Bereiches, in dem Modellaussagen bzw. -prognosen 
getroffen werden sollen,
(2) Erheben der systembestimmenden Kennwerte und Parameter aus den 
Bereichen Geologie, Hydrologie, Grundwasserwirtschaft, Wasserver-
sorgung, usw.,
(3) Identifizieren von geohydraulisch wirksamen geologischen Einheiten,
(4) Festlegen von Grundwasserneubildungsgebieten und den zugehörigen 
Infiltrationsmengen,
(5) Festlegen der geeigneten hydrologischen und hydrogeologischen 
Randbedingungen, die im Modell dann als mathematischen Randbe-
dingungen umgesetzt werden: z.B. Festpotentiale oder vorgegebene 
Durchflüsse, jahreszeitliche Schwankungen von Einflussgrößen, Lage 
und Fördermengen von Brunnen,
12.  Gemeint sind hier sicher geohydraulische bzw. Grundwasserströmungs-Vorgänge
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(6) Prüfen der hydrogeologischen Modellvorstellung und Modellgrößen 
auf Nachvollziehbarkeit und Quantifizierbarkeit des hydrogeologi-
schen Konzeptes.
Der gesamte Modellbildungsprozess ist jedoch stark abhängig vom eigentlichen
Ziel der Grundwassermodellierung. Ist man z.B. an einem lokalen Schadensfall inte-
ressiert, der sich etwa über eine Entfernung erstreckt, die der zehnfachen Aquifer-
mächtigkeit entspricht, ist vor allem der lokale geologische Aufbau des Aquifers von
Bedeutung. Wenn genügend Informationen über die lokalen Strömungsverhältnisse
vorliegen (Grundwasserstände, hydraulische Durchlässigkeiten, evtl. Bodenkenn-
werte für die ungesättigte Strömung, usw.), sind die Bedingungen an einem entfernt
liegenden Rand des Untersuchungsgebietes nur von nachrangigem Interesse. Bei
Modellierungen der Stoffausbreitung sind darüberhinaus in vielen Fällen zusätzliche
Annahmen erforderlich, da z.B. die 'Quellstärke' einer Verschmutzung nur in selte-
nen Fällen einigermaßen verlässlich bekannt ist. Für die Modellrechnungen müssen
sowohl Austrittsmengen an der Schadstoffquelle als auch deren Konzentration vor-
gegeben werden. Bei längeren Verweilzeiten im Untergrund (besonders in der unge-
sättigten Zone) können auch chemische Abbaureaktionen des betrachteten Stoffes
wichtig werden.
Die konzeptionellen Modellvorstellungen, die aus diesen Vorüberlegungen ent-
stehen, können sich stark unterscheiden. Eine Übersicht verschiedener Alternativen,
von denen jede durch die Wahl einer der möglichen differierenden Annahmen einen
Unsicherheitsbeitrag enthält, ist nachfolgend zusammengefasst dargestellt
(Tabelle 2-6 für die Strömungsmodellierung und Tabelle 2-7 für die Transportmo-
dellierung, nach DAGAN, 1997).  
Tabelle 2-6: Entscheidungskriterien für den Aufbau des Hydrogeologischen Modells für 
die Strömungsmodellierung 
Element des Hydrogeologischen Modells Kriterium
Soll die heterogene Struktur des Aquifers, 
die sich in der Verteilung der hydraulischen 
Durchlässigkeiten und der Porosität wider-
spiegelt, zwei- oder dreidimensional 
modelliert werden?
Die Entscheidung hierüber hängt 
vor allem davon ab, ob der betrach-
tete Kontaminationsfall als lokal 
oder eher als großräumiges Phäno-
men anzusehen ist.
Soll die Sickerströmung in der ungesättig-
ten Zone als rein vertikaler Fluss model-
liert werden oder muss dies in einem 
dreidimensionalen Modell geschehen?
Diese Wahl hängt stark vom Ver-
hältnis zwischen der Größe der 
Schadstoffquelle und der Mächtig-
keit der ungesättigten Zone ab.
Wie sollen die verschiedenen geologischen 
'Formationen' in Untereinheiten diskreti-
siert werden? Jede Untereinheit soll eine 
geringere Variabilität der Modellparameter 
aufweisen als der Gesamtbereich der gesät-
tigten oder ungesättigten Zone.
Die Größe der Untereinheiten hat 
z.B. einen Einfluss auf die Größe 
der im Modell anzusetzenden Dis-
persivitäten.
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Ist die instationäre Modellierung der Strö-
mung notwendig oder kann sie durch eine 
stationäre Strömung approximiert werden? 
Die Entscheidung ist stark abhängig 
von der Zielsetzung der Modellie-
rung. Eine stationäre Modellierung 
kann nur die Grundlage für langzei-
tige Prognosen bereitstellen.
Ist der Aquifer als ungespannt oder 
gespannt anzusehen?
Bei geringen Schwankungen der 
freien Grundwasseroberfläche kann 
eine konstante Mächtigkeit ange-
nommen werden.
Sind Grundwasserströmung und -transport 
durch Klüfte in einem felsigen Untergrund 
geprägt? Klüfte können entweder durch 
einen äquivalenten Kontinuumsansatz 
erfasst (mit einem üblichen Grundwasser-
modell zu behandeln) oder einzeln (diskret) 
nachgebildet werden.
Vor allem abhängig von der Skala 
des betrachteten Problems.
Tabelle 2-7: Entscheidungskriterien für den Aufbau des Hydrogeologischen Modells für 
die Transportmodellierung. 
Element des Hydrogeologischen Modells Kriterium
Können die im Wasser gelösten Stoffe als 
konservativ angesehen werden oder müs-
sen Reaktionsvorgänge berücksichtigt 
werden?
Abbau oder Zerfall kann von den 
meisten Transportmodellen berück-
sichtigt werden. Die Auswirkungen 
von Reaktionen verschiedener Stoffe 
untereinander sind bisher nur in weni-
gen Autorenmodellen berechenbar. 
So haben z.B. LENSING (1995) und 
SCHÄFER (2000) mikrobiell kataly-
sierte Redoxreaktionen modelliert.
Kann der gelöste Stoff als inert angesehen 
werden oder müssen Dichte- und Zähig-
keitseinflüsse berücksichtigt werden?
Abhängig von der eingetragenen 
Menge. Modelle zur Berechnung von 
Dichteströmungen sind mittlerweile 
Stand der Technik (z.B. SANFORD U. 
KONIKOW, 1985).
Tabelle 2-6: Entscheidungskriterien für den Aufbau des Hydrogeologischen Modells für 
die Strömungsmodellierung (Forts.)
Element des Hydrogeologischen Modells Kriterium
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Vor der Anwendung eines Grundwassermodells sind also eine Reihe von Ent-
scheidungen zu treffen, u.U. ist es daher notwendig, verschiedene konzeptionelle
Vorstellungen durch Modellrechnungen zu untersuchen, um die integrierte Wirkung
verschiedener Einzelfestlegungen abschätzen zu können.
Die prinzipielle Vorgehensweise bei der Erstellung eines hydrogeologischen
Modells wird in FACHSEKTION HYDROGEOLOGIE (1999) gezeigt. Den Schritt von
den Vorstellungen über die tatsächlichen Untergrundverhältnisse zum Hydrogeolo-
gischen Modell gibt schematisch die Abbildung 2-2 wieder.
Ist der gelöste Stoff mit Wasser mischbar 
oder nicht?
Abhängig von der eingetragenen 
Menge. Die Prognosemöglichkeiten 
von Modellen zur Berechnung von 
Mehrphasenströmungen bei nicht-
mischbaren Stoffen sind bisher nicht 
unbedingt als praxistauglich anzuse-
hen.
Welcher Maßstab der Dispersion muss 
berücksichtigt werden? Ist die Modellie-
rung der Vermischungsvorgänge infolge 
der Untergrundheterogenität auf einer grö-
ßeren Skala ausreichend?
Ist abhängig von der Skala des unter-
suchten Problems.
Sollen als Modellergebnis Konzentratio-
nen an bestimmten Punkten prognosti-
ziert werden oder sind mittlere Werte 
über die Tiefe oder über einen Kontroll-
querschnitt ausreichend?
Ersteres stellt höhere Anforderungen 
an Datenquantität und -qualität sowie 
an die Kalibrierung. Aussagen über 
'lokale Konzentrationen' sollten vor-
zugsweise in einem stochastischen 
Grundwassermodell gewonnen wer-
den.
Tabelle 2-7: Entscheidungskriterien für den Aufbau des Hydrogeologischen Modells für 
die Transportmodellierung. (Forts.)
Element des Hydrogeologischen Modells Kriterium
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2.4 Der stochastische Ansatz zur mathematischen 
Beschreibung der Heterogenität des Untergrundes
Der Aspekt der Unsicherheit ist in einem traditionellen Hydrogeologischen
Modell nur schwer zu integrieren. Verwendet werden hier z.B. Sensitivitätsanalysen,
Bracket-Studien u.ä. (z.B. PECK et al., 1988). Die nachstehend beschriebenen
Ansätze des stochastischen Bodenmodells13 eignen sich hierfür jedoch sehr viel bes-
ser, da sie die Fortpflanzung (Propagation) der Unsicherheiten von ihrem Ursprung
(der Datengrundlage) bis zu den Modellergebnissen berücksichtigen und quantifi-
zierbar machen können. Mit diesen Methoden ist von ihrer Auslegung her prinzipiell
auch eine Reduzierung der Eingangsdatenunsicherheiten möglich.
2.4.1 Grundzüge des stochastischen Bodenmodells
Die Berücksichtigung der räumlichen Variabilität von hydraulischen Eigen-
schaften hat in dieser Arbeit einen großen Stellenwert. Da es nicht möglich ist, die
hydraulischen Eigenschaften an jedem Ort zu ermitteln, ist es notwendig, für die
Abbildung 2-2: Entwickeln des Hydrogeologischen Modells und Zuweisung von 
Aquiferparametern (aus FACHSEKTION HYDROGEOLOGIE, 1999)
13.  Stochastisches Bodenmodell ist die wörtliche Übersetzung des engl. Terms stochastic soil 
model. Im deutschen Sprachgebrauch wird als Boden meist nur die obersten 2m des Untergrundes 
bezeichnet, hier soll aber der gesamte Aquifer als Boden angesprochen werden.
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nicht beobachteten oder beprobten Stellen diese auf der Grundlage einer begrenzten
Anzahl von Messungen zu schätzen. Voraussetzung hierfür ist eine Modellvorstel-
lung des räumlichen Untergrundaufbaues. Dieses Modell14 muss eine Beschreibung
liefern, wie die Untergrundeigenschaften im Raum variieren. In dieser Arbeit wird
ein Typ eines räumlichen Modells verwendet, der die Unsicherheit, die mit der unbe-
kannten räumlichen Variation der hydraulischen Eigenschaften verknüpft ist,
berücksichtigen kann. Dieses räumliche Modell wird ganz allgemein in der Literatur
als stochastisches Bodenmodell bezeichnet. Die Quantifizierung der Unsicherheiten
in den Ergebnissen von numerischen Grundwassermodellen ist auf der Grundlage
des stochastischen Bodenmodells möglich, da neben dem Erwartungswert für die
Ausgabegrößen Grundwasserstand (h(x)) und Stoffkonzentration (c(x)) auch deren
Varianz bzw. Kovarianz in der Lösung der stochastischen Modellgleichungen ent-
halten sind.
In diesem Abschnitt soll eine kurze Einführung in die Theorie des stochastischen
Bodenmodells und dem damit verbundenen Feld der Geostatistik gegeben werden.
Es wird gezeigt, wie Zufallsfelder (die Grundlage des stochastischen Bodenmodells)
für die Interpolation und Simulation verwendet werden können, und warum die
Simulation im Allgemeinen den besseren Ansatz darstellt. 
Bodeneigenschaften sind, abgesehen von ihrem Entstehungsprozess, determinis-
tische Größen. Dennoch muss jeder Versuch einer rein deterministischen Beschrei-
bung ihrer natürlichen Variabilität scheitern, da immer nur eine begrenzte Anzahl
von Messungen möglich ist. Berücksichtigt man die verbleibende Unsicherheit über
die wahre Verteilung der Messgrößen durch eine stochastische Modellformulierung,
kann man neben den deterministischen auch probabilistische Anteile berücksichti-
gen.
Die Aufgabe des klassischen, in der Literatur beschriebenen stochastischen
Bodenmodells besteht darin, an beliebigen Stellen des Untersuchungsgebietes (z.B.
an den Knotenpunkten eines Berechnungsnetzes) die jeweils interessierende Boden-
eigenschaft stochastisch zu beschreiben. 
FREEZE (1975) zeigte den Weg, um die Heterogenität in hydrogeologische Fra-
gestellungen zu integrieren. Nach Meinung von ANDERSON (1997) begann mit ihm
eine neue Ära der stochastischen Analyse von Grundwassersystemen. Vor allem die
Bedeutung der Unsicherheit bei der stochastischen Charakterisierung der Heteroge-
nität wurde hierbei bereits in den Vordergrund gestellt.
Vor allem in der frühen Literatur, die sich mit stochastischen Analysen von
Grundwassersystemen beschäftigt, wird angenommen, dass das geologische
Medium in gewissem Maße systematisch strukturiert ist. Als Alternative zu dieser
für den allgemeinen Fall eher untypischen Voraussetzung wurden in neuerer Zeit
andere konzeptionelle Vorstellungen zur Beschreibung der Heterogenität entwi-
ckelt. Hierzu gehören z.B. Fraktale Modelle und Faziesmodelle. Bei ersteren wird
unterschieden zwischen monofraktalen Modellen mit einer konstanten fraktalen
14.  Der Begriff Modell wird in dieser Arbeit in zweifacher Bedeutung verwendet: Einmal für 
Modelle der räumlichen Variabilität (räumliche Modelle) als auch für Modelle, die geophysikalische 
Prozesse beschreiben (dynamische Modelle).
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Dimension zur Beschreibung der Heterogenitätsabbildung und multi-fraktalen
Ansätzen (LIU U. MOLZ, 1997), die eine veränderliche fraktale Dimension hierzu
einsetzen. Diese Ansätze werden ebenfalls mit der Monte-Carlo-Methode gekoppelt
(HASSAN et al., 1997) und sind weiterhin Gegenstand der Forschung. Auf Faziesmo-
delle wird im Abschnitt 2.4.3 kurz eingegangen.
Trotz der vielen Veröffentlichungen seit 1975 (beispielhafte Übersichtsbeiträge
stammen von NEUMANN (1982), SUDICKY & HUYAKORN (1991), YEH (1992)) ist die
zentrale Frage, ob die stochastischen Methoden auf reale Aquifere unter Feldbedin-
gungen anwendbar sind, weiterhin nicht definitiv entschieden (ANDERSON, 1997).
Vor allem die Verfügbarkeit von Felddaten zur Ermittlung der Kovarianzstruktur der
hydraulischen Durchlässigkeit ist oft das schwächste Glied in der Anwendung von
stochastischen Analysen. In Anbetracht dessen kann die Frage gestellt werden, ob es
überhaupt angemessen ist, stochastische Methoden zur Beschreibung von geologi-
schem Material einzusetzen, und weiterhin, ob diese Methoden genug über die geo-
logischen Strukturen aussagen können, um die Ausbreitung von wassergelösten
Stoffen im Untergrund beschreiben zu können. Nicht zuletzt zur Klärung dieser
Fragen soll die vorliegende Arbeit ebenfalls einen Beitrag liefern.
Wegen der starken Abhängigkeit der lokalen Geschwindigkeiten, der Fließwege
und der Stoffausbreitung von der hydraulischen Durchlässigkeit (s. Abschnitt 2.2.1
auf Seite 14), lag der Schwerpunkt der stochastischen Studien mit Bezug zum
Grundwasser und Erdöl-Reservoiren eben auf der hydraulischen Durchlässigkeit
bzw. der Permeabilität. Variationen in der hydraulischen Durchlässigkeit wirken
sich so aus, dass sowohl der Betrag als auch die Richtung des advektiven Transports
beeinflusst werden, während Variationen der Porosität nur Einfluss auf den Betrag
der Geschwindigkeit haben (SMITH & SCHWARTZ, 1981) und deshalb als von gerin-
gerer Bedeutung angesehen werden. Die hydraulische Durchlässigkeit kann über 13
Größenordnungen variieren, die Porosität dagegen nur um weniger als 2 Größenord-
nungen (0.01-0.60) (FREEZE & CHERRY, 1979).
2.4.2 Geostatistische Interpolation
Die Geostatistik kann als ein Zweig der stochastischen Modellierung angesehen
werden, wobei das untersuchte Problem die stochastische Interpolation darstellt.
Hier hat vor allem die Ecole des Mines (Fontainebleau, Frankreich) Pionierarbeit
geleistet. Entwickelt wurde der geostatistische Ansatz von MATHERON (1965). In der
vorliegenden Arbeit werden geostatistische Ansätze vor allem zur Generierung von
Parameterfeldern im Rahmen des SUFIX Verfahrens eingesetzt.
 Räumliche Variabilität und räumliche Modelle
Wenn eine räumlich variable Eigenschaft des Untergrundes an zwei verschiede-
nen Orten gemessen wird, sind im Allgemeinen bei nahe zusammen liegenden Orten
die zwei Messwerte ähnlicher als im Falle von weiter auseinander liegenden Orten.
Dieses Phänomen wird auch als räumlicher Ähnlichkeitseffekt15 bezeichnet. Es gibt
15.  spatial similarity effect (BIERKENS, 1994)
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eine Anzahl verschiedener Typen von 'klassischen' räumlichen Modellen, um die
Werte der interessierenden Variablen an unbeprobten Stellen vorherzusagen bzw. zu
schätzen. Hierzu gehören z.B. Thiessen-Methode, Trend-Flächen-Methode, Chloro-
peth-Methode und die lokalen Interpolationsmethoden wie Splines und Inverse Dis-
tanz Interpolation.
 Zufallsvariable
Ein alternativer Weg zur Schätzung des Wertes z an nicht beprobten Punkten ist
die Annahme, dass der Wert das Ergebnis (oder Realisation) einer Zufalls- (stochas-
tischen) Variablen Z darstellt16. Nimmt man an, dass ein Häufigkeitsdiagramm (His-
togramm einer beschränkten Anzahl) von Messungen an anderen Punkten
vorhanden ist, und dass die bekannten und gesuchten Werte Ergebnisse stochasti-
scher Variablen sind, die durch die gleiche Wahrscheinlichkeitsverteilung oder
Wahrscheinlichkeitsdichtefunktion f(z) (im Folgenden nach der englischen Bezeich-
nung probability density function mit pdf abgekürzt) beschrieben werden, dann
bedeutet dies, dass das Histogramm eine Schätzung dieser pdf darstellt. Wenn die pdf
bekannt ist, kennt man auch die Wahrscheinlichkeit, mit der ein bestimmter Werte-
bereich an einem unbeprobten Ort gefunden werden kann.
 Zufallsfelder und ihre Eigenschaften
Zufallsvariable berücksichtigen nicht die räumliche Natur der Variablen (den
räumlichen Ähnlichkeitseffekt), da für jeden unbeprobten Punkt eine eigene Wahr-
scheinlichkeitsverteilung gilt. Ein Modell, das sowohl den räumlichen Ähnlichkeits-
effekt als auch die Unsicherheit des Wertes an diesem Punkt berücksichtigt, nennt
man Zufallsfeld (random field). Die Definition nach DE MARSILY, (1986): Ein
Zufallsfeld  in einer Dimension,  in zwei Dimensionen
und  in drei Dimensionen, ist eine Funktion im Raum mit einer unbe-
grenzten Anzahl von möglichen Ergebnissen. Die Variable 
bezeichnet die möglichen Ergebnisse der Funktion Z. Zusammengefasst werden
, d.h. alle möglichen Ergebnisse von Z, als
ensemble bezeichnet. Wenn man die Koordinaten festhält, gleichbedeutend mit der
Betrachtung des Zufallsfeldes an einer bestimmten Position x0 im Raum, erhält man
die Zufallsvariable  für diese Position mit der Wahrscheinlichkeits-
dichtefunktion . Wenn man dagegen die Variable  festhält ,
erhält man eine einzelne Raumfunktion , die man als Realisation 
für  bezeichnet. Abbildung 2-3 zeigt vier verschiedene eindimensionale
Realisationen eines Zufallsfeldes. Realisationen eines Zufallsfeldes werden ebenso
wie die Ergebnisse einer Zufallsvariable mit Kleinbuchstaben gekennzeichnet.
Ein Zufallsfeld weist den räumlichen Ähnlichkeitseffekt auf. In der Realisation
 ähneln sich z.B. die Werte an zwei beliebigen Punkten  und
 im Mittel umso mehr, je näher die beiden Punkte xa und xb zusammenlie-
gen. Dadurch ergibt sich die Eignung des Zufallsfeldmodells zur Beschreibung der
16.  Z ist die Variable und z ihr aktueller Wert. Eine Zufallsvariable wird in der stochastischen Theo-
rie auch als stochastischer Prozess bezeichnet (FAHRMEIER et al., 1981)
Z x ξ,( ) x, x= x x y,( )=
x x y z, ,( )=
ξ ξ1 ξ2 … Z x ξ∞,( ), ,,∈
Z x ξ1,( ) Z x ξ2,( ) … Z x ξ∞,( ), ,,{ }
Z x( x0 ξ, )=f z x0,( ) ξ ξ( ξ1 )=
z x( ξ, ξ1 )= z x( )ξ ξ1=
z x ξ1,( ) z xa ξ1,( )
z xb ξ1,( )
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unsicheren räumlichen Variation von geophysikalischen Eigenschaften. Eine weiter-
gehende Beschreibung der Konzepte ist in Abschnitt D.1 auf Seite 209 im Anhang
zu finden. 
 Geostatistische Interpolation und Konditionierung
Wenn Messungen zur Verfügung stehen, kann der räumliche Ähnlichkeitseffekt
(d.h. die räumliche Korrelation) dazu genutzt werden, die Werte einer Bodeneigen-
schaft an unbeprobten Stellen zu ermitteln.
Bei bekanntem Mittelwert und angenommener Stationarität 2. Ordnung (zur
Definition s. Anhang Abschnitt D.1 auf Seite 209) ist folgender Schätzer geeignet
(Gleichung 2.1).
(2.1) 
mit x0: Ort, an dem der unbekannte Wert Z geschätzt werden soll, λ: Gewicht der
i-ten Messung und µ: Mittelwert.
Die Gewichte werden so gewählt, dass der Schätzfehler minimiert wird
(Gleichung 2.2).
(2.2) 
Die minimierte Varianz des Schätzfehlers ist dann (Gleichung 2.3):
(2.3) 
Abbildung 2-3: Vier Realisationen eines eindimensionalen Zufallsfeldes (aus 
BIERKENS,1994) 
Z* x0( ) µ λi Z xi( ) µ–( )⋅
i 1=
n
∑+=
E Z* x0( ) Z x0( )–( )
2[ ] minimum=
var Z* x0( ) Z– x0( )[ ] σ2 λiC xi x0–( )
i 1=
n
∑–=
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mit σ2 als Varianz und C(xi - x0) als Kovarianzfunktion des Zufallsfeldes. Dieses
Interpolationsverfahren mit Kovarianzen, bekanntem Mittelwert und einem stationä-
ren Zufallsfeld 2. Ordnung wird simple kriging genannt. Das Resultat ist nicht nur
die Vorhersage für eine unbeprobte Stelle, sondern das Verfahren gibt auch ein Maß
für die Unsicherheit der Vorhersage: die Kriging-Varianz. Hier soll noch auf eine
besondere Eigenschaft dieses Kriging-Typs hingewiesen werden: Da die Kriging-
Varianz nur eine Funktion der Lage der Messpunkte ist, und nicht von den tatsäch-
lich gemessenen Werten abhängt, kann Gleichung 2.3 benutzt werden, Messnetze so
zu positionieren, dass der Vorhersagefehler (d.h. Interpolationsfehler) minimiert
wird (BRAS & RODRIGUEZ, 1985).
Wenn eine der beiden Voraussetzungen des simple kriging (bekannter Mittelwert
und endliche Varianz) nicht erfüllt ist, kann das sog. ordinary kriging unter Verwen-
dung von Variogrammen eingesetzt werden. Der Schätzer ist dann definiert als
(Gleichung 2.4): 
(2.4) 
wobei die Summe aller Gewichte λi zusammen 1 ergibt. Die Schätzvarianz ist
dann wie in Gleichung 2.5 definiert.
(2.5) 
Dabei wird in ν die Unsicherheit der Schätzung des Mittelwertes berücksichtigt.
Benötigt wird auch das Variogramm γ, das wie folgt definiert ist (Gleichung 2.6):
(2.6) 
mit n(h) als Anzahl der Datenpaare, die einen Abstand  besitzen. ∆h ist
das Suchradius-Inkrement. Die Auswertung der verfügbaren Daten nach
Gleichung 2.6 wird als experimentelles Variogramm bezeichnet. Für die Gleichung
selbst wird oft auch die Bezeichnung empirisches Variogramm verwendet. In der
Literatur wird jedoch auch für das experimentelle Variogramm der Begriff empiri-
sches Variogramm eingesetzt. Die charakterischen Kennwerte eines Variogramms,
die als Grundlage für stochastische Simulationen dienen sind in Abbildung 2-4 dar-
gestellt, während Tabelle 2-8 die üblicherweise eingesetzten theoretischen Vario-
grammtypen zur Anpassung an die experimentellen Variogramme zusammenfasst. 
Z* x0( ) λi Z xi( )⋅
i 1=
n
∑=
var Z* x0( ) Z x0( )–[ ] γ xi x0–( ) ν+
i 1=
n
∑=
γ* h( ) 12n h( )-------------- Z x( ) Z– x h ∆h±+( )[ ]
2
i 1=
n h( )∑=
h ∆h±
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Abbildung 2-4: Kennwerte zur Beschreibung der theoretischen Variogramm-
modelle vom Typ sphärisch, exponentiell und Gauss.
Tabelle 2-8: Übliche theoretische Variogrammmodelle 
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2.4.3 Die Verbindung des stochastischen Bodenmodells mit 
Konzepten der Hydrogeologie
Im Folgenden soll gezeigt werden, wie die im vorigen Abschnitt dargestellten
formalen, mathematischen Konzepte des stochastischen Bodenmodells mit den
praktischen Erfordernissen der Grundwassermodellierung und einem Unsicherheits-
konzept verknüpft werden kann. Die Art der Verbindung ist abhängig von den kon-
zeptionellen Modellvorstellungen zur Struktur des Untergrundes, die aufbauend auf
den beobachtbaren geologischen Verhältnissen (Erkundung) in drei Klassen einge-
teilt werden können:
• kontinuierliche,
• diskrete und
• Mischansätze
Zu jeder Modellvorstellung existieren zugehörige Verfahren der stochastischen
Analyse bzw. Methoden der stochastischen Simulation.
 Kontinuierliche Heterogenität
Üblicherweise wird die quantitative Beschreibung17 der kontinuierlichen Hete-
rogenität mit einem Gauss’schen Modellansatz durchgeführt. Das Gauss’sche
Modell setzt eine kontinuierliche Verteilung der Durchlässigkeiten voraus und ver-
wendet mittlere Werte für die Korrelationslängen und den Mittelwert und die Vari-
anz des gesamten kf-Feldes. Die hydraulische Durchlässigkeit wird als log-normal
verteilt und durch eine einzige Korrelationsskala18 beschreibbar angesehen. Die
Theorie der Gauss’schen Modelle ist weit entwickelt und die stochastischen Diffe-
rentialgleichungen, die auf diesem Modell basieren, sind im Prinzip für einfache
Lineares 
Semivariogramm
Sonderfall des Power-
Semivariogrammes für n = 1, 
als nichtstationäres Modell 
häufig verwendet
Logarithmisches 
Variogramm
für Punktdaten nicht 
verwendbar
17.  Beschreibung mittels statistischer und stochastischer Kennzahlen
18.  d.h. alle Strukturen treten räumlich periodisch auf, auch als statistisch homogen bezeichnet
Tabelle 2-8: Übliche theoretische Variogrammmodelle (Forts.)
Variogramm-
Modell Mathematische Beschreibung Darstellung Bemerkungen
γ s( ) φs=
γ
φ
0 1 s
γ s( ) φ s κ+( )log=
γ
φ
0 1 s
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Randbedingungen analytisch lösbar. Verschachtelte Skalen der Heterogenität (evol-
ving heterogeneity) können in einem erweiterten Ansatz, z.B. durch ein fraktales
Modell, beschrieben werden (HEWETT, 1992).
Es gibt zwei grundsätzliche Ansätze der stochastischen Analysen, die kontinu-
ierliche Modelle verwenden. Der analytische Ansatz verwendet stochastische Dif-
ferentialgleichungen, um explizite Ausdrücke für effektive (mittlere) hydraulische
Durchlässigkeiten und Dispersivitäten abzuleiten. Hierbei stellt das Konzept der
effektiven Parameter eine Erweiterung der Vorstellung des äquivalenten homogenen
porösen Mediums im Bereich der deterministischen Modellierung dar (s.a. Anhang
D.2 auf Seite 213). Der zweite Ansatz, der in der stochastischen Modellierung
bevorzugt wird, spezifiziert dagegen das Parametermittel und die Funktionsparame-
ter eines theoretischen Variogrammmodells. Generatoren zum Erzeugen von
Zufallsfeldern, die als Eingabedatensätze für numerische Strömungs- und Transport-
modelle dienen können, verwenden z.B. diesen Ansatz. 
 Diskrete Heterogenität
Man weiß, dass auf einigen Skalen geologische Medien nicht kontinuierlich sind
und z.B. Faziesübergänge19 aufweisen und/oder geologische Strukturen, die das
Durchlässigkeitsfeld beeinflussen. Als erkannt wurde, dass kontinuierliche Modelle
der Heterogenität eher ungeeignet sind, die typischen komplexen geologischen Feld-
verhältnisse wiederzugeben, wurden Versuche unternommen, stochastische Metho-
den auf diskrete Modelle der Heterogenität anzuwenden. Diskrete Modelle
verwenden geologische Informationen, um Einheiten mit ähnlichen hydraulischen
Durchlässigkeiten (Hydrofazien) abzugrenzen. Die Quantifizierung diskreter geolo-
gischer Informationen schließt die Verwendung von Faziesmodellen, kombiniert mit
der sog. Indikator-Geostatistik, ein. Die räumliche Struktur der Faziesmodelle wird
dabei mit Indikatorvariablen (kategorische Variable) beschrieben.
ANDERSON (1989) definierte eine hydrogeologische Fazies als
homogeneous but anisotropic unit that is hydrogeo-
logically meaningful for purposes of field experiments
and modeling.
POETER & GAYLORD (1990) führten den Begriff Hydrofazies ein für Einheiten
mit relativ homogenen hydraulischen Eigenschaften, die den Zusammenhang des
Materials definieren, das für das bevorzugte Ausbreitungsverhalten von Schadstof-
fen maßgeblich ist. Im Unterschied zu hydrostratigraphischen Einheiten, die bevor-
zugt auf der regionalen Skala ausgewiesen werden, werden Hydrofazien für eine
kleinere Skala definiert, auf der auch hydrogeologische Standortuntersuchungen
durchgeführt werden. Fazies-basierte Ansätze zur Beschreibung der Bodenheteroge-
nität (z.B. ALLEN-KING et al, 1998) kommen im Prinzip ohne geostatistische Aus-
wertung aus, da die Charakterisierung der Fazien lediglich auf der Ermittlung von
19.  Fazien sind Einheiten mit gleichen Charakteristiken. Geologische Strukturen schließen großska-
lige Eigenschaften ein wie z.B. Verwerfungen, aber auch kleinskalige Elemente wie z.B. Schichtflä-
chen oder Klüfte (s.a. Glossar).
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texturellen, strukturellen und lithologischen Eigenschaften beruht. Vorteile bieten
sich hier vor allem bei Stofftransportberechnungen, da eine hohe Korrelation zwi-
schen den Fazieneigenschaften und den Transportparametern, wie z.B. der Sorption,
zu erwarten ist. Mit der Faziesbeschreibung ist damit auch eine Beschreibung der
geochemischen Heterogenität gegeben. 
Wenn die Lage der Faziesberandungen bzw. Schichtflächen bekannt ist, wäre es
möglich, den ln kf-Prozess20 als stationär innerhalb jeder Fazies anzusehen; damit
könnte die Nichtstationarität effektiv beseitigt werden. Um jedoch ein derartiges
quantitatives Faziesmodell entwickeln zu können, wäre ein sehr großer Erkundungs-
aufwand notwendig, speziell für einen Standort mit komplexen geologischen Ver-
hältnissen. Man kann den Hydrofazien jedoch Intervalle der hydraulischen
Durchlässigkeit zugeordnen, wie dies z.B. bei MCCLOSKEY U. FINNEMORE (1996)
durchgeführt wurde. In diesem Sinne beinhaltet auch das hier vorgestellte SUFIX-
Verfahren Elemente der Faziesmodellierung, indem den Bohrbeschreibungen kf-
Intervalle zugeordnet und als soft data in dem Verfahren behandelt werden.
Bevorzugte Fließwege: Konzeptionelle Faziesmodelle zeigen, dass determinis-
tische Trends in geologischen Umgebungen vorhanden sind und der Zusammenhang
bzw. die Verbindung der einzelnen Einheiten untereinander ein hervorstechendes
Merkmal des Untergrundaufbaues darstellt. Oft wird dieser Zusammenhang als der
'Schlüssel' zur Quantifizierung der Heterogenität im Zuge von hydrogeologischen
Untersuchungen angesehen. WILLIAMS (1988) fasste dieses Problem folgenderma-
ßen zusammen:
... hydrogeologists have not demonstrated that the
ensemble average (or any other average) of any
hydraulic property is necessarily the critical element
of interest in the theory of groundwater flow and
transport. ... identification of the so-called fastest path
is critical. It is unreasonable to bury the identification
of the fastest path in statistical parameters of the total
rock population.
Ergänzend ein Zitat von FOGG (1986):
One or two well-connected sands among a system of
otherwise disconnected sands can completely alter a
velocity field.
FOGG (1990) führte konditionale21 stochastische Simulationen von Sandkörper-
verteilungen in einem fluviatilen Aquifer durch. Er zeigte Wahrscheinlichkeitsdar-
stellungen des Zusammenhangs dieser Sandkörper über das gesamte Strömungssys-
tem. Danach wird die Verbindungswahrscheinlicheit dann größer Null und erreicht
einen Schwellenwert, wenn die mittleren Sandlängen 20% der Länge des Strö-
mungssystems überschreiten. Er schlug vor, die Zusammenhangswahrscheinlichkeit
20.  zum Begriff des Prozesses in der Stochastik s. Fußnote 25. auf Seite 43)
21.  Auch als konditionierte Simulationen bezeichnet. Erläuterung im Abschnitt 2.4.4.
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als Indikator für einen frühen Durchbruch eines Schadstoffes zu verwenden. Es gibt
noch keine zuverlässige Technologie, um diese Strukturen im Untergrund lokalisie-
ren zu können. Geophysikalische Methoden (wie z.B. Bodenradar) sind relativ weit
entwickelt, sind jedoch noch nicht ausreichend, um die Heterogenität in einem Aqui-
fer in eindeutiger Weise zu beschreiben. Der Erkundungsaufwand zur Ermittlung der
Faziesabgrenzungen bzw. des Zusammenhangs der Fazien erlauben es bisher nicht,
sich vorwiegend auf diese Methode zu stützen, wenn die Heterogenität des Unter-
grundes beschrieben werden soll. 
Indikator-Geostatistik: Ein geostatistischer Ansatz zu Erfassung der diskreten
Heterogenität ist die Indikator-Geostatistik, die von JOURNEL (1983) eingeführt
wurde. Neben anderen verwenden z.B. DAVIS et al. (1993) und JOHNSON (1995) die
Indikator-Geostatistik, um Variogramme auf der Basis der Fazien zu erstellen. Bei
der Anwendung der Indikator-Geostatistik wird das hydraulische Durchlässigkeits-
feld (repräsentiert durch den stochastischen Prozess (ln kf)) in eine Treppenfunktion
transformiert, die durch Schwellenwerte (cutoff values) definiert ist. Bei einer binä-
ren Funktion werden beispielsweise die Daten in zwei Gruppen eingeteilt. Die Indi-
katorfunktion hat dann entweder den Wert 1 oder 0. Die Varianz und die
Korrelationslänge sind dann Maße für die Verbindung von hoch durchlässigen Ein-
heiten. 
Schematisch zeigt Abbildung 2-5, wie sedimentäre Strukturen durch Indikator-
werte wiedergegeben werden können. Das Blockdiagramm stellt einen hypotheti-
schen Fall mit alluvialen Sedimenten dar und zeigt darunter die Interpretation, die
aus der Anwendung der Indikator-Funktion entstanden ist. 
In dem Beispiel liegt ein idealisiertes geschichtetes System vor, in dem grobkör-
nige Schichten in eine vorwiegend feinkörnige Matrix eingebettet sind. Die Schich-
Abbildung 2-5: Schematisches Block-Diagramm von (a) komplex geschichteten 
alluvialen Sedimenten und (b) die Struktur dieser Sedimente, wenn sie mit einer 
Indikator-Funktion interpretiert werden (aus JOHNSON & DREISS, 1989).
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ten fallen etwas in x-Richtung ein und sind anisotrop, da die grobkörnigen Schichten
in x-Richtung durchgehender sind und sich weiter erstrecken als in y-Richtung. Indi-
kator-Variogramme für diesen Block werden schematisch in Abbildung 2-6 gezeigt.
In diesem Beispiel weisen die Richtungsvariogramme in x- und y-Richtung eine
räumliche Korrelation entlang der Streichen- und Fallenrichtung der Sedimente auf
(ausgedrückt durch λx und λy), und das z-Variogramm erlaubt Aussagen über die
räumliche vertikale Korrelation (λz).
Alle drei Variogramme haben einen sog. sill-Wert, der der Indikator-Varianz des
Blocks entspricht. Voraussetzung ist, dass der Block im Verhältnis zu den Korrela-
tionslängen (den ranges) groß ist. Die anisotrope Struktur des Blocks wird wieder-
gegeben durch unterschiedliche ranges. Da die Linsen in Fallen-Richtung mehr
verbunden sind und sich über eine größere Entfernung erstrecken, erreicht das x-
Variogramm den sill-Wert erst bei einer relativ großen Entfernung. Die Ausdehnung
der Linsen in y-Richtung ist kleiner, der sill-Wert wird in einer kürzeren Entfernung
erreicht. Der range-Wert für die z-Richtung ist noch deutlich kleiner. Entsprechend
der Periodizität der geologischen Strukturen in Abbildung 2-5 zeigen die Vario-
gramme einen gedämpften, sinusförmigen Verlauf, der auch als hole-Effekt bezeich-
net wird.
JOHNSON & DREISS (1989) interpretieren diese Variogrammform so, dass beim
ersten Maximum der x- und y-Variogramme der range-Wert etwa der Hälfte der
durchschnittlichen Linsenlänge bzw. -breite entspricht. Die Wellenlängen λx und λy
sollen dann die Länge und Breite der Linsen widerspiegeln. Im z-Variogramm soll
das erste Maximum erreicht sein, wenn h der durchschnittlichen Schichtdicke ent-
spricht. Wenn die Periodizität der Schichtenfolge nicht perfekt ist, was für tatsächli-
che geologische Verhältnisse sicher zutrifft, wird die Amplitude des hole-Effektes
mit größer werdendem Abstand h immer kleiner. Der hole-Effekt wird hauptsäch-
lich in den vertikalen Variogrammen auftauchen, da wiederholte Schichten von ähn-
lichen Dicken wahrscheinlicher auftreten werden als Linsen mit regelmäßigen Geo-
metrien. In jedem Fall müssen die geostatistisch abgeleiteten Strukturen,
Anisotropien oder Trends in Einklang mit den tatsächlichen geologischen Verhält-
nissen gebracht werden.
Abbildung 2-6: Schematische Indikator-Variogramme für den Block aus 
Abbildung 2-5. 
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2.4.4 Die stochastische Simulation
Betrachtet man die hydraulische Durchlässigkeit kf(x) als Zufallsvariable (im
folgenden als k(x) dargestellt), ergibt sich die Konsequenz, dass die Partiellen Diffe-
rentialgleichungen zur Berechnung der Wasserstände und Konzentrationen zu sto-
chastischen Differentialgleichungen werden (s. z.B. PECK et al, 1988). Die
Ergebnisgrößen h(x) und c(x) sind damit auch als Zufallsvariable anzusehen. 
Um eine räumliche Verteilung der Ergebniswerte zu erhalten, kann man z.B. eine
'Karte' der gekrigten Werte k(x) oder ln k(x) als Modelleingangsdaten verwenden.
Dies hat jedoch den Nachteil, dass die gekrigte 'Karte' die Erwartungwerte (Mittel-
werte) der Modellparameter enthält. Wenn jedoch die darauf angewendeten Opera-
tionen nichtlinear sind, wie dies für die Strömungs- und Transportgleichung der Fall
ist, entsprechen die Ergebnisse dieser Operation nicht den gesuchten Mittelwerten
(Wahrscheinlichste Werte) für h(x) und c(x). 
Außerdem ist die gekrigte 'Karte' sehr viel glatter als eine stochastische Realisa-
tion eines Zufallsfeldes k(x). Die tatsächliche räumliche Variabilität des Strömungs-
oder Konzentrationsfeldes kann so beträchtlich unterschätzt werden. Wenn also das
Ziel ist, die volle Wahrscheinlichkeitsverteilung von h(x) und c(x) zu erhalten bei
gegebener multivariater Wahrscheinlichkeitsverteilung k(x), ist die Verwendung
von gekrigten Eingangsdaten nicht ausreichend. Man benötigt stattdessen die voll-
ständige multivariate pdf von k(x). 
Daraus kann man folgern, dass für den Fall einer Prognose auf der Grundlage
von nichtlinearen Funktionen (wie Grundwassermodellen) stochastische Simulatio-
nen notwendig sind, wenn die mit den Prognosen verbundenen Unsicherheiten eben-
falls quantifiziert werden sollen.
Das Ergebnis einer stochastischen Simulation stellt im Wesentlichen die räumli-
che Verteilung eines Modellparameters, also eine 'Karte', dar. Nach KOLTERMANN
& GORELICK (1996) kann diese Karten-Erstellung (map-generation) für die hydrau-
lische Durchlässigkeit in zwei Stufen erfolgen: Abbildungs-Erstellung (image crea-
tion) und nachfolgende Bestimmung der hydraulischen Eigenschaften. In der ersten
Stufe werden demnach die geologischen Einflüsse auf die Strömung und den Trans-
port identifiziert, um darauf aufbauend die Geometrie von geologischen oder
hydraulischen Attributen eines Strömungsfeldes wiederzugeben. In der zweiten
Stufe werden die Strömungs- und Transport-Modellparameter mit der geometri-
schen Abbildung aus Stufe 1 verknüpft. Das Ergebnis sind Karten der hydraulischen
Eigenschaften des Untergrundes.
Konditionale Simulation: In einem rein stochastischen Ansatz wird ein
Zufallsfeld-Generator verwendet, um Verteilungen der hydraulischen Durchlässig-
keit zu generieren. Dabei ist nicht zu vermeiden, dass Situationen generiert werden,
die geologisch für einen bestimmten Standort unrealistisch sind. Von der stochasti-
schen Theorie her gesehen müssten für die nachfolgenden Modelluntersuchungen
sicherlich sämtliche Realisationen verwendet werden. Von einem geologischen
Standpunkt aus wäre es angebracht, die nicht brauchbaren Realisationen zu verwer-
fen. Eine andere Alternative ist, die Simulationen so zu beschränken, dass unrealis-
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tische Realisationen nicht generiert werden, was dem Grundgedanken der
konditionalen Simulation entspricht. Die Simulationen werden so durchgeführt, dass
die im Feld gemessenen Parameterwerte an ihren entsprechenden Bezugspunkten
wiedergegeben werden. 
Das in dieser Arbeit verwendete Verfahren der Konditionierung orientiert sich an
einem Ansatz von DE FOUQUET (1994) (s. Abschnitt D.3.2 auf Seite 215).
Eine Erläuterung der einzelnen eingesetzten Verfahren der stochastischen Simu-
lation findet sich im nächsten Abschnitt.
2.4.5 In dieser Arbeit eingesetzte Verfahren zur Abbildung 
der Heterogenität
Im Sinne eines Methodenvergleichs werden in dieser Arbeit traditionelle Metho-
den, wie die Erstellung eines Hydrogeologischen Modells, wie auch stochastische
Methoden zur Generierung der für Modellrechnungen notwendigen Verteilung der
Untergrunddurchlässigkeiten eingesetzt.
KOLTERMANN & GORELICK (1996) teilen die Verfahren zur Generierung von
Verteilungen bzw. 'Abbildungen'22 der geologischen Strukturen23 in drei Kategorien
ein:
(1) Struktur-imitierende Methoden. Diese verwenden räumliche Statistik, 
Wahrscheinlichkeitsregeln und deterministisch zu beschreibende 
Strukturausprägungen, um geometrische Beziehungen innerhalb von 
Aquiferen zu ermitteln.
(2) Prozess-imitierende Methoden. Sie basieren auf mathematischen 
Modellvorstellungen, die entweder die Prozesse, die zur Bildung der 
geologischen Strukturen führten, oder die physikalischen Vorgänge 
der Grundwasserströmung und des Transports simulieren.
(3) Deskriptive Methoden. Sie teilen den Aquifer in Zonen auf, indem 
hydrologische Messungen und geologische Beobachtungen in einem 
konzeptionellen Modell vereint werden.
Legt man diese Kategorisierung zugrunde, ergeben sich für diese Arbeit die in
Tabelle 2-9 aufgeführten Zuordnungen der eingesetzten Verfahren:
22.  im engl. Sprachgebrauch als images oder maps bezeichnet
23.  hier als gleichbedeutend mit der Verteilung der sedimentären Ablagerungen bzw. der hydrauli-
schen Durchlässigkeiten angesehen
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2.5 Das mathematisch-numerische Modell als 
Transferfunktion zwischen Erkundung und Prognose
Die Unsicherheiten, die aus der Erkundung bzw. der immer nur unvollständig
vorliegenden Kenntnis über den Aufbau des zu modellierenden Untergrundes resul-
tieren, pflanzen sich in der Umsetzung zu einem konzeptionellen hydrogeologischen
Modell und anschließend in der Erstellung des numerischen Datenmodells fort. Das
Grundwassermodell kann dabei als Transferfunktion zwischen den erkundeten
Bodenparametern bzw. derer räumlicher Abbildung und den für ein Sanierungskon-
zept benötigten zukünftigen Grundwasserständen und Konzentrationen angesehen
werden (s. Abbildung 2-7). Zuerst soll das mathematische Modell zur Berechnung
der Grundwasserströmung und des Transports von gelösten Wasserinhaltsstoffen
vorgestellt werden, um dann die Unsicherheiten im Modellierungsprozess anzuspre-
chen.
 Der Datenbedarf eines mathematisch-numerischen Grundwassermodells
Bei den vorgestellten Untersuchungen wurde nur die gesättigte Bodenzone
betrachtet. Die ungesättigte Zone wurde bei den Ausbreitungsrechnungen vernach-
lässigt, da in den Fallbeispielen sich sämtliche Messdaten nur auf die gesättigte Zone
beziehen. Diese Datenlage dürfte auch als Regelfall für Altlastensanierungen ange-
sehen werden. Bei akuten Unfallszenarien ist jedoch vorstellbar, dass die Zeit für die
Durchsickerung der ungesättigten Zone und eventuell die räumliche Ausbreitung,
insbesondere die Entwicklung der lateralen Schadstoffausbreitung, von Interesse
sein kann. 
Tabelle 2-9: In dieser Arbeit eingesetzte Verfahren, klassifiziert nach KOLTERMANN & 
GORELICK, (1996). 
Kategorie Methode Verfahren Erläuterung in
 Struktur-nachbildende 
Verfahren (statistisch) 
Gauss-basierende 
Methoden
Turning Bands Abschnitt D.3.1 
auf Seite 215
Indikator-Methoden Sequential Indicator 
Simulation
Abschnitt D.3.3 
auf Seite 218
- ’’ - Truncated Gauss Abschnitt D.3.4 
auf Seite 219
Simulated annealing 
Methoden 
Simulated annealing Abschnitt D.3.5 
auf Seite 220
Kriging mit soft data Cokriging
Prozess-nachbildende 
Verfahren 
Kalibrierungsverfahren  trial & error Kalibrie-
rung 
deskriptive Verfahren Konzeptionelle Modelle, 
Hydrogeologische 
Modelle
manuelle Zonierung 
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Unter der Voraussetzung, dass die Darcy-Gleichung angewendet werden darf,
ergibt sich für die gesättigte Zone die Strömungsgleichung (Gleichung 2.7) durch
Einsetzen der Darcy-Gleichung in die Bilanzgleichung wie folgt:
(2.7) 
In kartesischen Koordinaten lautet die partielle Differentialgleichung
(Gleichung 2.8):
(2.8) 
Vervollständigt wird das mathematische Modell durch die Angabe von Rand-
und Anfangsbedingungen. Ausführliche Erläuterungen hierzu finden sich in BUSCH
et al. (1993).
Abbildung 2-7: Grundwassermodell als Transferfunktion zwischen den 
Erkundungsdaten und den prognostizierten Zustandsvariablen h und c 
mit h = Potentialhöhe bzw. Grundwasserstand
k = Durchlässigkeitstensor [m/s]
 S0 = Speicherkoeffizient [_]
 w0 = Quell-/Senkenterm [m/s]
Erkundung Grundwassermodell Prognose
Simulation1
Simulation2
Simulation n
h und c =
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kf-Werte
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kf und S =f(x,y,z)
div k grad h( ) S0 t∂
∂h
w0–=
x∂
∂ kx x∂
∂h   y∂
∂ ky y∂
∂h   z∂
∂ kz z∂
∂h  ++ S0 t∂
∂h
w0–=
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Die Ausbreitung von gelösten Stoffen im Grundwasser wird i.Allg. mit der sog.
Konvektions-Dispersionsgleichung24 (Gleichung 2.9) mathematisch modelliert
(SUN, 1996). 
(2.9) 
Die zu Gleichung 2.7 äquivalente Form lautet: 
(2.10) 
In kartesischen Koordinaten für 3 Richtungen lautet die zu Gleichung 2.8 ent-
sprechende Form:
(2.11) 
Das mathematische Modell der gesättigten Grundwasserströmung verlangt
ebenso wie das Modell der Ausbreitung von gelösten Stoffen die Bereitstellung von
räumlich und zeitlich differenzierten Daten. Für die Strömungsberechnung sind dies
die räumliche Verteilung des Durchlässigkeitstensors k als auch - bei instationären
Rechnungen - die des spezifischen Speicherkoeffizienten S0. Da in diesen Untersu-
chungen nur stationäre Strömungsverhältnisse betrachtet werden, entfallen die letz-
teren Daten.
Die stationären Ergebnisse der Strömungsmodellierung dienen als Grundlage für
die Stofftransportrechnungen, die zeitlich und örtlich variable Konzentrationen von
Wasserinhaltsstoffen liefern. Für diese Berechnungen werden Angaben über die
räumliche Struktur des Dispersionkoeffizienten Dij benötigt, der im allgemeinen Fall
mathematisch einen Tensor mit neun Komponenten darstellt (s. Gleichung 2.11). In
beiden Modellen müssen die entsprechenden Randbedingungen formuliert werden.
24.  Nach der engl. Benennung, auch im Deutschen z.T. als Advektions-Dispersionsgleichung 
bezeichnet.
mit c = Konzentration [mg/l]
D = Dispersionstensor [m2/s]
ρ = Dichte [g/cm3]
v = Abstandsgeschwindig-
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Betrachtet man den Durchlässigkeitstensor k als Zufallsvariable25, so ergibt sich,
dass auch die Zustandsvariablen h(x) und c(x) als Zufallsvariable angesehen werden
müssen. Die Gleichungen 2.7 und 2.9, die nun eine stochastische Strömungs- bzw.
Transportgleichung darstellen (PECK et al., 1988), verändern sich dadurch formal
nicht. Der Dispersionskoeffizient wird in den Fallbeispielen als deterministische
Größe angesehen, um die Komplexität der Berechnungen handhabbar zu halten.
Der hier verwendete Fick’sche Makrodispersionsansatz26 beruht auf der Hypo-
these, dass die Ungleichförmigkeit einer Schadstofffahne aufgrund der Heterogeni-
tät des Grundwasserleiters mit demselben Gesetz beschrieben werden kann wie die
porenraumbedingte Dispersion, d.h. durch einen zur Abstandsgeschwindigkeit pro-
portionalen Diffusionskoeffizienten, der in Strömungsrichtung einen höheren Betrag
annimmt als senkrecht dazu. 
Neuere Ansätze zur Beschreibung der Makrodispersion sind zum einen das
Zwei-Bereiche-Modell (dual porosity) und das stochastische Stromröhren-Modell
(s. z.B. CIRPKA, 1997). Im Zusammenhang mit einer Unsicherheitsbetrachtung ist
vor allem der letztere Ansatz besonders interessant.
Das Prinzip der stochastische Stromröhren-Modelle beruht darauf, dass für den
Transport im heterogenen Medium unabhängige Stromröhren angenommen werden.
In diesen findet ausschließlich advektiver Transport statt und sie lassen somit auch
keinen Queraustausch zu. Die genaue Lage der Stromröhren wird nicht untersucht,
vielmehr wird für eine Kontrollfläche, die senkrecht zur Strömungsrichtung steht,
die Wahrscheinlichkeitsfunktion der Ankunftszeiten von Partikeln, die einer Quelle
entstammen, betrachtet (s. Abbildung 2-8). 
2.6 Lösungsverfahren der stochastischen 
Strömungs- und Transportgleichungen
2.6.1 Die Monte Carlo Simulation 
Die Monte Carlo Simulation (MCS) ist das am meisten angewendete Verfahren
zur Lösung von stochastischen Gleichungen und bildet auch in dem hier vorgestell-
ten SUFIX-Ansatz einen wesentlichen Bestandteil. In der traditionellen Monte Carlo
Simulation werden stochastische Simulationen verwendet, um die mathematisch
exakte Beschreibung eines physikalischen Prozesses und die u.U. sehr aufwendige
Lösung der dazu notwendigen Gleichungen durch die Wahl geeigneter Dichtefunk-
tionen (pdf) zu umgehen (s. COMPUTATIONAL SCIENCE, 1995). In der numerischen
Grundwassermodellierung wird jedoch nicht der physikalische Prozess stochastisch
25.  In der Theorie der Stochastik werden Zufallsvariable, die einen zeitlich dynamischen Aspekt 
beinhalten, auch als stochastische Prozesse bezeichnet (Fahrmeier et al., 1981). Obwohl dieses Kri-
terium für die Bodeneigenschaften i.d.R. ganz und gar nicht zutrifft, werden auch diese stochasti-
schen Variablen in der Literatur oft als stochastische Prozesse bezeichnet. 
26.  Als Makrodispersion soll hier der Vorgang der Schadstoffverteilung verstanden, der durch Inho-
mogenitäten des geologischen Aufbaus des Aquifers oberhalb des Porenmaßstabs hervorgerufen 
wird.
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simuliert, z.B. die Grundwasserströmung, sondern die Eingabeparameter des nume-
rischen Prozessmodells. Die stochastischen Simulationen ersetzen also nicht die
vollständigen partiellen Differentialgleichungen der stochastischen Prozessbe-
schreibung, sondern lediglich deren probabilistischen Anteil. 
Das Prinzip des Lösungsansatzes besteht darin, dass die Gleichungen des Grund-
wassermodells mit deterministischen Parametern des stochastischen Bodenmodells
gelöst werden. Der probabilistische Anteil der Lösung wird getrennt ermittelt, indem
die stochastischen Prozesse durch eine Vielzahl von Simulationen approximiert wer-
den.
 Anwendungsprinzip
Die Anwendung erfolgt prinzipiell in drei Schritten (KIEFER, 1992):
(1) 'Verschlüsseln' des stochastischen Bodenmodells. Dabei wird wie 
folgt vorgegangen: Wenn N Parameter27 in einem Modell unsicher 
sind, nimmt man an, dass die pdf’s ihrer Unsicherheit bekannt sind. 
Mit einem Zufallszahlengenerator muss dann eine Vielzahl von Simu-
lationen der bedingten Verteilung der N Parameter (z.B. Durchlässig-
keit oder Speicherkoeffizient) erzeugt werden. Die Werte, die diese N 
Parameter annehmen, können als unabhängig oder korreliert angese-
hen werden, abhängig z. B. von der verfügbaren Information. 
(2) Kopplung des Bodenmodells mit dem Strömungsmodell. Dies erfor-
dert die herkömmliche, rein deterministische Lösung der Strömungs-
gleichung für jede der erzeugten Simulationen. Mit dem Parametersatz 
Abbildung 2-8: Prinzip der stochastischen Strmröhrenmodelle (aus CIRPKA, 1997).
27.  N entspricht im allgemeinsten Fall der Anzahl der Modellknoten.
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als Simulationsergebnis des Bodenmodells wird ein Rechenlauf mit 
einem klassischen Strömungsmodell durchgeführt, das einen Satz von 
Ergebnissen liefert. Dann wird eine andere Auswahl von Zufallspara-
metern gezogen und die Berechnung wird wieder durchgeführt usw. 
(3) 'Entschlüsseln' der Ergebnisse. Die Gesamtheit der erzeugten Lösun-
gen approximiert die stochastische Lösung des Gesamtmodells. Deren 
Verteilung kann mit Hilfe statistischer Schätzmethoden näherungs-
weise angegeben werden, indem für jeden Knoten des Modells der 
Mittelwert, die Varianz und die Kovarianz oder deren pdf berechnet 
werden. Die statistische Auswertung der Ergebnisse und Vergleich mit 
Messwerten kann als stochastische Modellkalibrierung angesehen 
werden.
Die Monte Carlo Methode hat sich in einer Vielzahl von praktischen Anwendun-
gen in der Hydrologie bereits bewährt. FREEZE & MASSMANN (1990) beschreiben
einen Monte Carlo Ansatz für die Abschätzung der Parameterunsicherheit als einen
Teil einer breiteren hydrogeologischen Entscheidungsanalyse. GOMEZ-HERNANDEZ
& WEN (1994) verwendeten Monte Carlo Simulationen zur Quantifizierung der
Unsicherheiten in Fließzeitermittlungen aufgrund der Unsicherheit in den Transmis-
sivitäten. Sie diskutierten ebenfalls den Nutzen von soft data für die Schätzung des
Transmissivitätsfeldes. JAMES & OLDENBURG (1997) beschrieben eine Fallstudie,
wo MCS Analysen verwendet wurden, um die Auswirkungen der Unsicherheit in
Strömungs- und Transportparametern auf simulierte Konzentrations-Profile abzu-
schätzen.
Die Monte Carlo Simulation ist sicherlich das mächtigste Verfahren zur nähe-
rungsweisen Lösung der unter einem stochastischen Gesichtspunkt formulierten
Strömungs- und Transportgleichung. Die Methode kann selbst dann angewendet
werden, wenn viele Klassen von Parametern gleichzeitig als unsicher anzusehen
sind. Die klassischen Methoden, wie Spektralanalyse und die Perturbationsmethode
(s. Abschnitt 2.6.2), sind dagegen mehr für Anwendungen geeignet, in denen die
Unsicherheit infolge eines Parameters untersucht wird. 
Der Hauptnachteil der MCS stellen zweifellos die hohen Ansprüche an Rechen-
zeit und -kapazität dar. Dagegen steht, dass diese Methode leicht zu implementieren
ist, und jedes beliebige bereits vorhandene Grundwassermodell hierin einsetzbar ist.
Es muss lediglich ein Unterprogramm vorhanden sein, dass in der Lage ist, unabhän-
gig oder gemeinsam für die jeweilige pdf (evtl. mit Berücksichtigung von internen
Korrelationen) Stichprobenwerte für die Parameter zu ziehen.
Der klassische Ablauf, wie z.B. bei SHRESTA & LOGANATHAN (1994) erläutert,
sieht demnach schematisiert dargestellt wie folgt aus (Abbildung 2-9).
Bei Betrachtung der klassischen Monte Carlo Methode fällt vor allem auf, dass
keine Rückkopplung zwischen den Ergebnissen und den Eingangsdaten der Simula-
tionen besteht. Ein Optimierungsschritt, der die am besten geeigneten Simulationen
ermittelt ist in der klassischen MCS nicht vorgesehen. 
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Das in dieser Arbeit verwendete SUFIX-Verfahren, das in Abschnitt 2.7.1 erläu-
tert wird, enthält wesentliche Elemente der Monte Carlo Simulationen, stellt aber
auch eine deutliche Erweiterung dieser Methode dar. 
2.6.2 Analytische Verfahren
Analytische Lösungsverfahren werden in dieser Arbeit nicht verwendet. Aus
Gründen der Vollständigkeit findet sich im Anhang (Abschnitt D.5 auf Seite 225)
eine kurze Erläuterung der zwei meistverwendeten Verfahren: der Perturbationsme-
thode und der Spektralanalyse.
2.6.3 Das Bayes-Theorem
Die BAYES’-Statistik unterscheidet sich von der klassischen Statistik darin,
dass die Wahrscheinlichkeitsberechnungen zwar auf gemessenen Daten basieren,
aber auch zusätzlich die Einbeziehung von subjektiven Schätzungen möglich ist. Die
BAYES’-Statistik kann man folgendermaßen beschreiben (RINNE, 1995):
Abbildung 2-9: Schema der Monte Carlo Simulationen.
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(2.12) 
mit P[Ai] = prior-Wahrscheinlichkeit für Ai und P[Ai|B] als posterior-Wahr-
scheinlichkeit für Ai. Gleichung 2.12 definiert eine bedingte Wahrscheinlichkeit,
d.h. ist das Ereignis B eingetreten, so bewirkt dies i.Allg. eine Änderung der Wahr-
scheinlichkeit eines Ereignisses Ai. Die Gleichung 2.12 gibt damit an, wie die vor
einem Experiment gemessenen prior-Wahrscheinlichkeiten für Ai (i=1, ... , n) durch
neue Ergebnisse B modifiziert bzw. konditioniert werden sollten, um die posterior-
Wahrscheinlichkeiten zu erhalten. Die prior-Schätzung von Ai kann allein auf frühe-
ren Erfahrungen beruhen oder auch auf Erfahrungen zusammen mit bereits vorhan-
denen Daten. Wenn neue Daten verfügbar werden, wird die
Wahrscheinlichkeitsschätzung zu einer posterior-Schätzung mit einem höheren
Grad an Aussagesicherheit. Wenn nur wenige Daten verfügbar sind, können sich die
Schätzungen aus der BAYES’-Statistik deutlich von denen der klassischen Statistik
unterscheiden. Je mehr Daten jedoch zur Verfügung stehen, um so stärker nähern
sich die Ergebnisse an.
2.6.4 Methodenvergleich
In der nachstehenden Tabelle 2-10 wird auf der Grundlage von Literaturrecher-
chen eine Bewertung der wichtigsten Methoden zur Lösung der stochastischen Strö-
mungs- und Transportgleichung zusammengefasst dargestellt. 
Tabelle 2-10: Bewertung der Verfahren zur Lösung der stochastischen 
Strömungsgleichung (nach Literaturangaben) 
Stochastisches 
Simulationsver-
fahren
Statistische 
Aussagekraft 
des Modeller-
gebnisses
Berechnungs
-verfahren
Berech-
nungs-
aufwand
Programmier
-aufwand
Anwendbarkeit 
in der 
Ingenieurpraxis
Monte Carlo 
Simulationen
Wahrschein-
lichkeitsdichte-
funktion, weitere 
Statistik ableitbar
viele einfache 
numerische 
Simulationen
hoch geringer 
zusätzlicher 
Programmier-
aufwand
trotz hohem 
Berechnungs-
aufwand 
stochastisches 
Standardsimu-
lationsverfahren
First Order Second 
Moment Verfahren 
(FOSM)
Mittelwerte, 
Varianzen, 
Kovarianzen
komplexe 
numerische 
Simulation
hoch äußerst hoch infolge des hohen 
Programmierauf-
wandes eher 
ungünstig
Störungstheoreti-
scher Ansatz
Mittelwerte, 
Varianzen, 
Kovarianzen
komplexe 
analytische 
(teilweise auch 
numerische) 
Berechnung
niedrig hoch nur einfache 
Problemstellungen 
gesonderte Pro-
grammierung 
notwendig
P Ai B[ ]
P B Ai[ ] P Ai[ ]⋅
P B Aj[ ] P Aj[ ]⋅j 1=
n
∑
------------------------------------------------------=
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Spektralmethoden Mittelwerte, 
Varianzen, 
Kovarianzen
komplexe 
analytische 
Berechnung
niedrig hoch nur einfache 
Problemstellungen 
gesonderte Pro-
grammierung 
notwendig
Adjoint Method Mittelwert, Sen-
sitivität
komplexe 
numerische 
Simulation
niedrig mittel komplizierte, aber 
effiziente 
Anwendung
Direct Method Mittelwert, Sen-
sitivität
einfache 
numerische 
Simulationen
mittel niedrig gute 
Anwendbarkeit, 
jedoch 
Aussagekraft 
begrenzt
Einfache Sensitivi-
tätsanalysen
Mittelwert, Sen-
sitivität
einfache 
numerische 
Simulationen
mittel kaum 
zusätzlicher 
Programmier-
aufwand
gute 
Anwendbarkeit, 
jedoch 
Aussagekraft 
begrenzt
Bracketing Studien Mittelwert, Ex-
tremwerte
einfache 
numerische 
Simulationen
niedrig kaum 
zusätzlicher 
Programmier-
aufwand
einfache 
Anwendung, Aus-
sagekraft jedoch 
stark 
eingeschränkt (oft 
unrealistisch)
Fuzzy Techniken unscharfe, 
klassifizierte 
Statistik
einfache 
numerische 
Simulationen, 
zusätzliche 
Auswertung
niedrig mittel stark 
eingeschränkte 
Aussagekraft 
(leicht irreführend)
FORM/SORM Versagenswahr-
scheinlichkeit 
von 
Grenzbeding-
ungen
analytische 
Berechnungen 
und numerische 
Simulationen
abhängig von 
der Anzahl 
der 
Parameter-
unsicher-
heiten
abhängig von 
der Anzahl der 
Parameter-
unsicherheiten
nur bei wenigen 
Parame-
terunsicherheiten 
gute An-
wendbarkeit
Tabelle 2-10: Bewertung der Verfahren zur Lösung der stochastischen 
Strömungsgleichung (nach Literaturangaben) (Forts.)
Stochastisches 
Simulationsver-
fahren
Statistische 
Aussagekraft 
des Modeller-
gebnisses
Berechnungs
-verfahren
Berech-
nungs-
aufwand
Programmier
-aufwand
Anwendbarkeit 
in der 
Ingenieurpraxis
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2.7 Umsetzung in ein praxisgeeignetes Vorgehen zur 
Quantifizierung der Prognoseunsicherheit
In diesem Abschnitt werden die im Abschnitt 2.2 identifizierten Quellen der
Unsicherheit mit den Ansätzen für ein stochastisches Bodenmodell aus
Abschnitt 2.4 zusammengeführt, um die Sicherheit der Modellergebnisse bzw. der
daraus abgeleiteten Prognoseaussagen zu quantifizieren und zu maximieren. Ein
grundlegendes Werkzeug, dass für die praktische Umsetzung eines Konzeptes zur
Unsicherheitsanalyse geeignet ist, stellen die in Abschnitt 2.4 vorgestellten geosta-
tistischen Verfahren dar, da hier die Berücksichtigung der Korrelation als ein wich-
tiges Element der Unsicherheitsbetrachtung (s. Tabelle 2-1) umgesetzt ist.
Eine hydraulische Sanierung verlangt die Kontrolle eines Strömungsfeldes und
zielt u.a. darauf ab, eine Schadstofffahne innerhalb eines begrenzten Aquifervolu-
mens zu halten. Die Maßnahmen hierfür umfassen im idealen Fall einen kombinier-
ten Einsatz von Grundwassermanagement-Modellen zusammen mit numerischen
Simulationsmodellen (CRIMINISI et al., 1997). Als Ergebnis ist ein optimierter Ent-
wurf für die Anordnung von Entnahme- und Infiltrationsbrunnen zu erwarten, der
die Gesamtkosten einer Sanierung minimiert. Die Gesamtkosten setzen sich zusam-
men aus Kosten für das Pumpen und die Wasseraufbereitung sowie den Installati-
onskosten für die Brunnen28.
Die Zuverlässigkeit dieser Modelle hängt vor allem von der Unsicherheit der
räumlichen Verteilung der Aquiferparameter ab. Dies sind hydraulische Durchläs-
sigkeit, Speicherkoeffizient und Dispersionskoeffizient. Zur Reduzierung der Unsi-
cherheiten können sowohl Messungen der Aquiferparameter als auch Messungen
der sog. Zustandsvariablen wie Grundwasserstand und Stoffkonzentration herange-
zogen werden. Die Zustandsvariablen sind über das numerische Modell mit den
eigentlich interessierenden Modellparametern verknüpft. Das Ziel eines praxisge-
eigneten Verfahrens zur Quantifizierung der Zuverlässigkeit einer Sanierungsalter-
native muss also sein, die Parameter-Unsicherheit zu quantifizieren und die
Propagation (Fortpflanzung) dieser Unsicherheiten in eine Unsicherheit der Modell-
vorhersage zu ’übersetzen’ (COPTY & FINDIKAKIS, 2000). 
Die hier vorgestellte und eingesetzte Methode der Quantifizierung der Progno-
seunsicherheit basiert vor allem auf den Arbeiten von ABBASPOUR (1997, 1998,
1999, 2000), der das SUFI-Verfahren (Sequential Uncertainty domain parameter
FItting) entwickelte, und einer Veröffentlichung von COPTY & FINDIKAKIS (2000).
Die beiden Methoden wurden kombiniert und um die Einbeziehung von soft data zur
Konditionierung der Durchlässigkeitsfelder erweitert. Außerdem wurde ihre Eig-
nung für praktische Anwendungen anhand von echten Felddaten evaluiert, was in
den Veröffentlichungen der Autoren bisher nicht durchgeführt wurde. Zur Kenn-
zeichnung dieser Erweiterungen wird im Folgenden das weiterentwickelte Verfah-
28.  Verknüpft hiermit ist das Problem der optimalen Anordnung von Messstellen zur Identifizierung 
der Kontaminationsquelle (MAHAR & DATTA, 1997) und der optimalen Anordnung von Bohrpunk-
ten zur Ermittlung von Aquiferparametern (CRIMINISI et al.,1997). Diese beiden Aspekte werden in 
der Arbeit aber ausgeklammert.
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ren mit SUFIX29 bezeichnet. Das originale SUFI-Verfahren (ABBASPOUR, 1997)
erlaubt die Berücksichtigung von a priori-Verteilungen der als unsicher deklarierten
Modellparameter, die nach einer Bayes’-sequential updating-Prozedur als a posteri-
ori-Verteilungen mit einer verringerten Unsicherheit behaftet sein sollen. Das Ver-
fahren von COPTY & FINDIKAKIS (2000) ist sehr ähnlich konzipiert, beinhaltet aber
nicht den updating Prozess. Dafür wird hier mittels des Bayes-Theorem eine direkte
Gewichtung der Wahrscheinlichkeit für eine geeignete Reproduktion der tatsächli-
chen Durchlässigkeitsverteilungen durch stochastische Simulationen vorgenommen.
2.7.1 Das SUFIX Verfahren
Das Verfahren ergänzt und modifiziert den Ablauf einer deterministischen
Modellierung an drei Stellen: 
(1) bei der Erkundung und Datenaufbereitung,
(2) bei der Heterogenitätsabbildung und 
(3) bei der Auswertung der Modellergebnisse mittels einer Bayes’ 
Sequential Updating-Prozedur. 
Der Schritt der Variogrammanalyse gehört zur Standardmethode der Unsicher-
heitsbetrachtung im Zusammenhang mit der Modellierung. Hier werden anschlie-
ßend üblicherweise stochastische Simulationen zusammen mit der Monte Carlo
Methode eingesetzt, ohne die Unsicherheiten der vorhergehenden Erkundungs- und
Auswerteschritte explizit zu quantifizieren. Im SUFIX Verfahren wird jedoch die
Propagation der Unsicherheiten, die im ersten Schritt als Eigenschaft der Eingangs-
daten festgelegt werden, bis zum Modellergebnis verfolgt. Im letzten Schritt ist dann
prinzipiell über die Rückkoppelung zu den Eingangsdatenverteilungen eine Redu-
zierung der Unsicherheit dieser Daten möglich.
Zusammengefasst kann man die Hauptschritte des SUFIX-Ansatzes wie folgt
darstellen: 
SUFIX 1A:  Auswertung sämtlicher verfügbarer Informationen und ihre
Bereitstellung als hard bzw. soft data. Hier werden aus den Bohrbeschreibungen
mittels einfacher Transferfunktionen die kf-Werte für die jeweiligen Schichten
berechnet.
SUFIX 1B:  Darauf aufbauend wird die Festlegung des Unsicherheitsbereiches
für jeden einzelnen Parameter (a priori-Wahrscheinlichkeit bzw. prior uncer-
tainty domains der Eingabe-Parameter) vorgenommen. Dies geschieht durch
eine probabilistische Beschreibung der Eingabedaten. Die Form (Art) der Wahr-
scheinlichkeitsfunktion eines Parameters hängt von der Information ab, die hier-
für verfügbar ist. Für die hydraulische Durchlässigkeit kann dies eine log-
normale Verteilung sein, für ein worst case-Szenario kann der Unsicherheitsbe-
reich als ein Intervall angesehen werden, d.h. als eine gleichförmige Wahr-
29.  SUFI eXtended
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scheinlichkeitsverteilung zwischen physikalisch realistischen oberen und
unteren Grenzwerten. Zusätzlich können auch nominale Parameter berücksich-
tigt werden, z.B. der Typ einer Randbedingung oder die Wahl zwischen einem
chemischen Gleichgewichts- oder Ungleichgewichtsmodell. 
VARIOGRAMM:  Geostatistische Auswertung (Variographie) mit unsicheren
und sicheren Parametern getrennt und kombiniert.
SUFIX 2: Abbildung der Heterogenität mittels:
• Generierung von stochastischen Realisationen des hydraulischen Durch-
lässigkeitsfeldes. Die Realisationen sind so konditioniert, dass sie die 
räumlichen statistischen Kennwerte des ensembles (s. Abschnitt 2.4.2 auf 
Seite 28) global einhalten, als auch an den Messpunkten von hard- und 
soft data die jeweiligen Werte wiedergeben.
• geostatistischer Interpolation, z.B. mit Cokriging.
• manueller Zonierung der Bereiche mit gleichen Durchlässigkeiten.
SUFIX 3: In einem nächsten Schritt wird die Parameter-Unsicherheit mittels
eines Simulations-Modells in eine Ziel-Funktion propagiert. Das heißt, dass die
Fortpflanzung der Unsicherheiten aus dem ersten Bearbeitungsschritt weiter ver-
folgt wird. Hierfür kann SUFIX entweder ein vollständiges stratifiziertes Stich-
probenverfahren oder ein zufällig stratifiziertes Verfahren zur Entnahme von
Stichproben aus den oben dargestellten Verteilungen einsetzen. Das stratifizierte
Stichprobenverfahren basiert auf einer Unterteilung der kumulativen Wahr-
scheinlichkeitsverteilung in einzelne Straten (Schichten) gleicher Auftretens-
wahrscheinlichkeit für jeden unsicheren Eingabeparameter. Der Mittelwert jedes
Stratums wird als repräsentativ für das Stratum selbst angesehen. 
Abbildung 2-10 verdeutlicht dies für einen log-normal verteilten Parameter, wie
z.B. die gesättigte hydraulische Durchlässigkeit.
Wird eine vollständige Stichprobennahme durchgeführt, muss das anschließende
Simulationsprogramm alle möglichen Kombinationen von Straten durchrechnen.
In Abbildung 2-11 wird dies für 4 Parameter gezeigt, wobei drei Parameter
jeweils 5 Straten und ein Parameter deren zwei aufweist und demzufolge 250
(5×5×5×2) Kombinationsmöglichkeiten bestehen. In der Abbildung wird für die
Parameter-Straten eine Gleichverteilung angenommen, jedoch ist hier jede
andere Verteilung prinzipiell einsetzbar (s.a. Abschnitt D.4 auf Seite 223). 
Die Anzahl der zu wählenden Straten sollte vom Problem abhängig gemacht
werden. Eine große Zahl von Straten kann - wegen der geringeren Zahl von Ite-
rationen - die Konvergenz beschleunigen. Zu viele Straten führen jedoch mögli-
cherweise zu einer nicht mehr akzeptablen Anzahl von Simulationsläufen.
Werden z.B. 10 Parameter in das Verfahren einbezogen und jeder Parameter wird
in 3 Straten eingeteilt, so sind beim vollständigen Stichprobenverfahren
310=59049 Rechenläufe erforderlich. Für diese Fälle erlaubt SUFI die oben
erwähnte stratifizierte Stichprobennahme. Hierbei wird für die Simulationsrech-
nungen eine Teilmenge aller Parameterkombinationen verwendet.
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Für jeden der 250 Simulationsläufe des Beispiels wird dann der Wert der Ziel-
funktion berechnet.  
Im Falle der zufälligen stratifizierten Stichprobennahme wird nur eine zufällig
ausgewählte Untermenge der Daten für die Simulationen verwendet. Die Wahl
zwischen beiden Vorgehensweisen hängt vor allem von der Anzahl der Parame-
ter und der Rechengeschwindigkeit des Simulationsprogramms ab.
SUFIX 4 (Auswertung): Jedes Parameter-Stratum in der SUFIX-Analyse trägt
einen Zähler, der anfangs auf Null gesetzt wird. Nach jeder Simulation wird die
Zielfunktion berechnet. Wenn diese ein vorher festgelegtes Toleranzkriterium
unterschreitet, wird der Zähler für das Stratum um 1 erhöht. Nach Abschluss
aller Simulationsläufe wird für jedes Stratum eine Auswertung in Form einer
Häufigkeitsverteilung vorgenommen (s. Abbildung 2-12).
Die horizontale Achse zeigt hierbei die Parameterbereiche an, während die y-
Achse die Anzahl der Treffer angibt. Im nächsten Schritt werden die Bereiche
auf der x-Achse, die außen liegen und keine oder nur wenige Treffer aufweisen,
entfernt. Man erhält so für den nächsten Iterationsschritt eine verbesserte
Abgrenzung der Unsicherheitsbereiche. Mit jeder Iteration sollte also der Unsi-
cherheitsbereich kleiner werden, und die Zielfunktion kann parallel dazu eben-
falls verringert werden. 
Die Ermittlung der Wahrscheinlichkeit, dass eine Realisation die tatsächliche
Verteilung des Durchlässigkeitsfeldes widerspiegelt, erfolgt, indem zusätzlich zu
Abbildung 2-10: Unterteilung eines verteilten Parameters in gleich große 
Straten für eine vollständige stratifizierte Probenahme. Gepunktete Linien 
zeigen die Mittelwerte der Straten an. Verwendung in Schritt SUFIX 1B 
(aus ABBASPOUR et al. 1997).
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Abbildung 2-11: Schematische Darstellung der Fortpflanzung der 
Unsicherheit in einer vollständigen Stichprobennahme. Die 250 möglichen 
Werte der Zielfunktion werden in einer kumulativen Häufigkeitsverteilung 
ausgewertet. Entspricht im Prinzip dem Schritt SUFIX 3 (aus ABBASPOUR et 
al. 1997). 
Abbildung 2-12: Auswertung nach Häufigkeit der Unterschreitung einer 
Zielfunktion. Anwendung im Schritt SUFIX 4 (aus ABBASPOUR et al. 1997).
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den Durchlässigkeitsdaten auch historische Daten über Konzentrationsmessun-
gen im Grundwasser verwendet werden30. Dies wird erreicht, indem versucht
wird, die gemessene Stoffausbreitung mit jeder der Realisationen zu reproduzie-
ren. Anschließend werden die simulierten mit den gemessenen Werten vergli-
chen. Für die Beurteilung der Güte der Übereinstimmung können
unterschiedliche Zielfunktionen eingesetzt werden (s. Abschnitt 2.7.2). Das
Gewicht jeder Realisation wird ermittelt mit Hilfe des Bayes-Theorems. Realisa-
tionen, die eine bessere Übereinstimmung mit den gemessenen Konzentrationen
produzieren, erhalten ein höheres Gewicht für die Wahrscheinlichkeit, die tat-
sächliche Verteilung der kf-Werte wiederzugeben. Im SUFIX Verfahren erhalten
Realisationen, die den Gütewert der Zielfunktion unterschreiten das Gewicht 1,
alle anderen das Gewicht 0.
Für die praktische Anwendung bedeutet dies, dass für jede Sanierungsalternative
Simulationen mit allen Realisationen durchgeführt und mit dem zugehörigen
Gewicht bewertet werden. Alternativ können auch nur diejenigen Realisationen
hierfür eingesetzt werden, die eine vorgegebene Zielfunktion erfüllen. Anschließend
kann für jede Sanierungsvariante eine statistische Bewertung nach bestimmten Kri-
terien durchgeführt werden. Beispielsweise spielt hier die Fähigkeit, eine Schad-
stoffahne innerhalb eines begrenzten Bodenvolumens zu halten, oder die maximale
Masse der wiedergewinnbaren Stoffe eine Rolle. Schematisch ist der Ablauf des
SUFIX-Verfahrens in Abbildung 2-13 zusammenfassend dargestellt.
Die bisher traditionell am häufigsten eingesetzte Methode zur Ermittlung der
Prognoseunsicherheit von Grundwassermodellen ist die Monte Carlo Simulation
(MCS), die bereits in Abschnitt Abschnitt 2.6.1 ausführlich beschrieben wurde. Die
MCS stellt einen Bestandteil des SUFIX-Konzeptes dar und wird hier, entsprechend
der Systematik von KIEFER (1992), wie folgt eingesetzt : 
(1) ’Verschlüsseln’ des stochastischen Bodenmodells: Im SUFIX-Verfah-
ren erfolgt die Verschlüsselung über alternative Optionen. Hierzu 
gehören z. B. die Generierung gleichwahrscheinlicher stochastischer 
Parameterfelder (Schritt SUFIX 2), die manuelle Zonierung oder die 
stochastisch basierte Zonierung mit Generierung von pdfs der Zonen-
parameter (SUFIX 1B).
(2) Kopplung des Bodenmodells mit dem Strömungsmodell: Dies ist Teil 
des Schritt SUFIX 3.
(3) ’Entschlüsseln’ der Ergebnisse: Dies wird in dem hier vorgestellten 
Ansatz im Schritt SUFIX 4 geleistet.
30.   posterior uncertainty domains mit wesentlich verringerten Unsicherheitsbereichen. Das 
Abbruchkriterium (Konvergenzkriterium) wird durch einen Toleranzwert der Zielfunktion vorgege-
ben.
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2.7.2 Das Problem der Zielfunktion
Im Schritt SUFIX 4 des Verfahrens ist mittels der Bayes’ Sequential Updating-
Prozedur die Verringerung der Unsicherheiten der Eingangsparameter möglich.
Jedes bekannte Konzept zur Verringerung der Modellparameter-Unsicherheiten, so
auch das SUFIX-Verfahren, basiert im Prinzip auf einem Optimierungsproblem.
Eine Optimierung ist jedoch nur möglich, wenn eine Zielfunktion31 definiert ist und
Abbildung 2-13: Prinzipieller Ablauf einer Modellierung unter Einbeziehung des 
SUFIX-Verfahrens. 
31.  Die Zielfunktion oder Gütefunktion definiert das zu optimierende Kriterium bei einer Optimie-
rungsaufgabe (und damit das zu lösende Problem), 
Zielfunktionswert oder Gütewert ist der Wert, den die Zielfunktion für eine Simulation liefert; der 
Zielfunktionswert ist problemspezifisch (z.B. Wertebereich, Skalierung)
Datenauswertung
(hard data)
Variographie
manuelle Zonierung
(Hydrogeol.Modell)
Simulationen
Numerisches Modell
Median, Varianz
hit-score Auswertung
Gütebewertung
G
au
ss
-
b
as
ie
rt
deterministische
Betrachtung
In
d
ik
at
o
r-
b
as
ie
rt
stochastische
Betrachtung
BAYES' sequential
updating
SUFIX1B
Strateneinteilung +
Parameterkombination
und Stichprobenausw.
SUFIX4
C
o
kr
ig
in
g
Heterogenitätsabbildung
(soft data)
SUFIX1A
SUFIX2
sufix-abl.ai
56 Umsetzung in ein praxisgeeignetes Vorgehen zur Quantifizierung der Prognoseunsicherheit
hierfür ein Zahlenwert als Kriterium für die anzustrebende Güte angegeben ist. Das
Ergebnis der Optimierung ist abhängig von der gewählten Zielfunktion, wie folgen-
des einfache Beispiel zeigt (Abbildung 2-14). Auf Grundlage der Zielfunktion
’Arithmetisches Mittel R’ wäre bei einem Gütewert von R~0 die Optimierung abge-
schlossen, während bei der Anwendung einer besser geeigneten Zielfunktion unter
Einbeziehung der absoluten Fehler die tatsächliche Güte der Modellrechnung besser
erkannt wird. In dieser Arbeit werden deshalb verschiedene Zielfunktionen einge-
setzt, die jeweils abhängig von der zu treffenden Aussage gewählt werden. 
Insgesamt gehen drei Komponenten in die Formulierung einer Zielfunktion ein.
Die erste betrifft die Berücksichtigung der Zeit bei instationären Modellrechnungen
wie den Transportberechnungen. Hier kann über sämtliche Zeitschritte gemittelt
werden, oder die Zielfunktion beinhaltet eine differenzierte Auswertung für jeden
einzelnen Zeitschritt. Weiterhin wird generell zwischen lokal und global orientierten
Zielfunktionen unterschieden. Erstere berücksichtigen die Modellierungsgüte an
jedem Messpunkt, während bei den globalen Zielfunktionen über alle Messpunkte
gemittelt wird. Als dritte Komponente kann in die Formulierung einer entsprechen-
den Funktion die stochastische 'Dimension' mit einbezogen werden, was in dem Ori-
ginal-Ansatz von SUFI nicht umgesetzt war. In SUFIX wurde deshalb auch eine von
COPTY & FINDIKAKIS (2000) vorgeschlagene Zielfunktion eingesetzt, die diese
Komponente berücksichtigt (s. Gleichung 2.14).  
Alle Formulierungsmöglichkeiten, die sich aus der Kombination der verschiede-
nen Komponenten ergeben, sind in Tabelle 2-11 zusammengefasst. Werden statio-
näre Strömungsberechnungen betrachtet, entfällt die Zeitkomponente. Die
Bedeutung der Kürzel in Spalte 1 sind in der Tabelle 2-12 erläutert.
Abbildung 2-14: Verschiedene Zielfunktionen führen zu verschiedenen Gütewerten 
bei gleichen Modellergebnissen. 
hRechn
hMess
größtmögliche
Übereinstimmung
Zielfunktion R: Arithmetisches Mittel der Residuen r
RA:Mittel der Absolutwerte von r
RMS: Root mean square error von r
r
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Tabelle 2-11: Mögliche Formulierungen für Zielfunktionen (ZF) bei 
Transportberechnungen (instationär); die Kennung in Spalte 1 gibt den Typ der 
Auswertung in der Reihenfolge Zeit, Ort, Simulation an.
Kurzbe
zeichn. 
für 
ZFa-
Typ Beschreibung
Ansätze für 
Zielfunktion in 
der Literatur
Bedeutung als 
Zielfunktion
Typische 
Darstellungsform
DDD lokale Residuen als 
Funktion der Zeit und der 
stochast. Simulationen
Residuen: 
hm-hob
Bewertung der Güte 
der Simulationen 
nach lokalen Krite-
rien
Ganglinien der Vari-
anz der Residuen an 
jeder Messstelle 
DDI lokale ZF über die Simu-
lationen integriert, als 
Funktion der Zeit
Residuen systematische Fehler 
im hydrogeol. 
Modell identifizier-
bar
Ganglinien der Resi-
duenmittel an jeder 
Messstelle 
DID globale ZF über den Ort 
integriert, als Funktion 
der Zeit und der stochast. 
Simulationen
RMSE, 
(ABBASPOUR, 
1997)
für Verfahrensbeur-
teilung geeignet
Ganglinie der Varianz 
des globalen Fehlers 
DII globale ZF über den Ort 
und die stoch. Simulatio-
nen integriert, als Funk-
tion der Zeit
für Verfahrensbeur-
teilung geeignet
Ganglinie des mittle-
ren globalen Fehlers
IDD lokale ZF über die Zeit 
integriert, als Funktion 
der stochast. Simulatio-
nen 
Bewertung der Güte 
der Simulationen 
nach lokalen Krite-
rien, Systematische 
Fehler im hydrogeol. 
Modell identifizier-
bar, Grundlage für 
updating von Simula-
tionen
Isolinienpläne der 
zeitlich gemittelten 
Residuen für jede 
Simulation
IDI lokale ZF integriert über 
Zeit und stoch. Simulati-
onen
Residuen systematische Fehler 
im hydrogeol. 
Modell identifizier-
bar
Isolinienplan 
IID globale ZF über Ort und 
Zeit integriert, als Funk-
tion der stoch. Simulatio-
nen
RMSE Auswahl der besten 
Simulationen
Tabelle
III globale ZF Lack of fit 
(SCHOLTEN & 
VAN DER 
TOL, 1998)
nur zur Beurteilung 
von Verfahren geeig-
net
Kennzahl
a. ZF: Zielfunktion
b. hm: Modellergebnis, ho: Messung
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Typische Auswertungsbeispiele für jeden Zielfunktionstyp zeigt die
Abbildung 2-15.
Durch Vergleich mit einer Zielfunktion wird die Beurteilung der Qualität des
Ergebnisses der Modellrechnung ermöglicht. Erfüllt das Modellergebnis die Vor-
gabe des Kriteriums, wird rückwirkend geschlossen, dass auch der zugehörige Ein-
gabedatensatz die tatsächliche Verteilung der kf-Werte in der Natur widerspiegelt.
Eine Reduzierung der Unsicherheit der Eingabedaten ist also dadurch möglich, dass
nur diejenigen Eingabedatenkombinationen für Prognosen verwendet werden, die zu
Modellergebnissen führen, welche die Anforderungen einer vorgegebenen Zielfunk-
tion erfüllen.
Eine oft verwendete Zielfunktion stellt der root-mean-square error (RMSE) dar
(Gleichung 2.13). 
(2.13) 
wobei xm der gemessene Wert ist, xs ein simulierter Wert und n die Anzahl der
Messungen. Als Messwerte werden in dieser Arbeit Grundwasserstände und Kon-
zentrationsmessungen verwendet
Der Ansatz von COPTY & FINDIKAKIS (2000) (Gleichung 2.14) bezieht sich
direkt auf die Simulationen und gibt für jede Simulation die Wahrscheinlichkeit an,
dass das generierte Durchlässigkeitsfeld die natürlichen Verhältnisse wiedergibt.
Tabelle 2-12: Anmerkung zu den Kurzbezeichnungen für die Zielfunktionstypen.
1. Buchstabe: Zeitkomponente
bei instationären Rechnungen: bei stationären Rechnungen:
D: Differenzierte Zeit-
schrittbetrachtung
I: Mittelung über alle 
Zeitschritte
-
2. Buchstabe: Ortskomponente
D: Differenzierte 
Betrachtung jedes 
Messpunktes
I: Mittelung über alle Messpunkte
3. Buchstabe: Stochastische Komponente
bei Rechnungen mit mehr als einer Simulation: bei deterministischen Rechnungen:
D: Differenzierte 
Betrachtung jeder 
Simulation
I: Mittelung über alle 
Simulationen
-
RMSE 1
n
-- xm xs–( )i
2
i 1=
n
∑2=
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Abbildung 2-15: Auswertungsbeispiele für die verschiedenen Zielfunktionstypen 
aus Tabelle 2-11, (Reihenfolge der Kurzbez. ist: Zeit,Ort,Simulation)
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(2.14) 
mit
Die Einsatzmöglichkeiten der verschiedenen Zielfunktionsformulierungen
werden abschließend im Kapitel 5 noch einmal aufgegriffen und einer Wertung
unterzogen.
2.7.3 Integration von Daten unterschiedlichen Typs
Das vorgestellte SUFIX-Verfahren erlaubt im Schritt SUFIX 1A die gleichzei-
tige Verwendung von unterschiedlich zuverlässigen Daten zur Optimierung der
Modellparameter. Neben den erwähnten Messungen der hydraulischen Durchlässig-
keit nach verschiedenen Methoden bzw. der Ableitung aus Tracerversuchen (hard-
data) können damit auch Daten verwendet werden, die eine große Unsicherheit
besitzen, wie z.B. die Ableitung von kf-Werten aus Bohrbeschreibungen (soft data).
Im folgenden Abschnitt wird dargestellt, wie diese Daten mit geringerer Zuverläs-
sigkeit für diese Arbeit generiert und in das SUFIX integriert wurden.
 Klassifizierungsschema
Aus den vorliegenden Bohrbeschreibungen soll zum einen ein geologisch-
hydraulisches Modell erstellt werden, welches alle strömungs- und transportrelevan-
ten geologischen Strukturen beinhaltet. Gleichzeitig sollte die Verteilung der
hydraulischen Durchlässigkeiten in allen drei Dimensionen als wichtige Modellie-
rungsgröße aus den Grunddaten abgeleitet werden. Als erster Schritt wurde deshalb
die geologische Beschreibung der angetroffenen Schichten in Zahlenwerte codiert.
Den vier Bodenarten der Profile (Ton, Schluff, Sand, Kies) kann man entweder
jeweils einen Kennwert zuordnen (Multiindikator-Ansatz, siehe z.B. JOHNSON &
DREISS, 1989) oder direkt mittels einer Transferfunktion die zugehörigen kf-Werte
ableiten (s. Tabelle 2-13). Grundlage für die hier erstellten Transferfunktionen
waren Basisangaben aus der Literatur, wie etwa in Abbildung 2-16 gezeigt. Die
Wertebereiche für jede Bodenart wurden anhand der Messungen in den jeweiligen
Untersuchungsgebieten eingeengt. Die Auswirkung von Beimengungen anderer
Bodenarten wurde durch eine entsprechende Modifikation der kf-Werte berücksich-
tigt. Die gewählte Unterteilung der Texturen orientiert sich an der bei Siebanalysen
verwendeten Darstellung. In Tabelle 2-13 ist jeweils als kf-Wert der Mittelwert der
historische Konzentrationsdaten am Messpunkt j zur Zeit n
Realisationen der ln transformierten hydraulischen Durchlässig-
keiten 
Mittelwert der ln transformierten simulierten Konzentrationen am 
Punkt j, der Zeit n und die Realisation m
Standard Abweichung der ln transformierten simulierten Konzen-
trationen am Punkt j, der Zeit n und die Realisation m
Prob cj
n Yc m,[ ] 1
cj
n( ) µjn m,–ln( )
2
σj
n m,( )2+[ ]
j n,∑
-----------------------------------------------------------------------------------≈
cj
n
Yc m,
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Werteintervalle angegeben, der gesamte mögliche Wertebereich wurde in den Fall-
studien den einzelnen Verfahren angepasst gewählt und ist dort jeweils beschrieben.
Der Einsatz von Transferfunktionen zur Generierung von aufwendig zu messen-
den Parametern aus einfacher zu beschaffenden Ausgangsgrößen gehört mittlerweile
zu den Standardverfahren vor allem bei der Modellierung in der ungesättigten Zone
(s. z.B. SINOWSKI et al., 1994; TIETJE, 1993). Die Problematiken derartiger Konver-
tierungen behandeln z.B. KÖHNE & PIOTROWSKI (1995). 
Abbildung 2-16: Durchlässigkeit kf bzw. Permeabilität für einige Lockergesteine 
und Böden. 
Tabelle 2-13. Ableitung der kf-Werte aus der geologischen Bohransprache 
Bodenart
abgeleiteter kf-Wert
[m/s]
 Ton Quarzit, Tonschiefer, Fels 10-9
 Schluff, Löss 10-7
 Mutterboden, Aufschüttung 10-6
Feinsand 6 × 10-6
Mittelsand 5 × 10-5
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Grobsand 10-4
Feinkies 10-3
Mittelkies 5 × 10-3
Grobkies 10-2
Beimengungen Ab-/Zuschlag
Grobkies (gg) zu Grobsand kf × 4
gg zu Sand kf × 4
gg zu Mittelsand kf × 4
gg zu Feinsand kf × 6
Mittelkies (mg) zu Sand (fein bis grob) kf × 5
Feinkies (fg) zu Grobsand kf × 2.5
fg zu Sand kf × 4
fg zu Mittelsand kf × 4
fg zu Feinsand kf × 5
Ton(t) zu Sand kf / 3
t zu Grobkies kf / 3
t zu Mittelkies kf / 3
Schluff (u) zu Sand kf / 2
u zu Feinsand kf /2
u zu Grobkies kf / 2
u zu Mittelkies kf / 2
Sand (s) zu Mittelkies kf / 1.5
Tabelle 2-13. Ableitung der kf-Werte aus der geologischen Bohransprache (Forts.)
Bodenart
abgeleiteter kf-Wert
[m/s]
Kapitel 2 Die Unsicherheit in den Ergebnissen von Grundwassermodellen 63 
2.8 Alternative Verfahren
2.8.1 GLUE Methode
Der Grundgedanke von GLUE (Generalized Likelihood Uncertainty Estimation) äh-
nelt in vielen Aspekten dem von SUFIX, wie es in dieser Arbeit eingesetzt wird. Die
Methode wurde von BEVEN & BINLEY (1992) entwickelt. Auch hier bildet die Monte
Carlo Methode das zentrale Verfahren zur Ermittlung der Unsicherheiten in den Mo-
dellergebnissen. Als Zielfunktion zur Beurteilung der Güte einer Realisation wird
ein Wahrscheinlichkeitsmaß (likelihood measure) verwendet. Für eine einzelne
Messstelle gilt folgende Definition für das Wahrscheinlichkeitsmaß Li, dass die
Wahrscheinlichkeit ausdrückt, dass Messung und Simulation an einem Punkt über-
einstimmen:
(2.15) 
mit
Als Gütekriterium für die Ablehnung einer Realisation wird generell die 3 fache
Standardabweichung verwendet. Für die globale Gütebeurteilung werden die Wahr-
scheinlichkeiten Li aller Punkte miteinander multipliziert.
Praktische Anwendungen der GLUE Methode beziehen sich auf die Unsicher-
heitsbetrachtung bei der Bestimmung von Brunneneinzugsgebieten (FEYEN et al.,
2001; JENSEN & SCHAARUP-JENSEN, 2002) und auf die Abflussermittlung von Ober-
flächengewässern (FREER et al., 1996).
2.8.2 Methode der ’schrittweisen Regression’
Die Methode der schrittweisen Regression (stepwise regression methode) wurde
von SUN et al. (1998) als Kalibrierungsverfahren vorgeschlagen. SUN bezeichnet die
Ermittlung der Modellstruktur als Hauptproblem der Kalibrierung. Sein Ansatz
erlaubt die simultane Optimierung von Modellstruktur und den zugehörigen Parame-
terwerten zusammen mit Managementkriterien. Die stepwise regression Prozedur
beinhaltet:
(1) Durchführung einer klassischen Optimierung auf der Grundlage einer 
homogenen Struktur des Modellgebiets, als G1 bezeichnet und der 
Messwerte der Grundwasserstände und der Stoffkonzentrationen. 
(2) Aufteilung des Gebiets in 2 Zonen (G2). Dies geschieht mit der Festle-
gung von zwei beweglichen Punkten x1 und x2. Alle Modellknoten, 
die näher an x1 als an x2 liegen gehören zu Gebiet 1 und umgekehrt. 
Die Optimierung findet die beste Lage für x1 und x2 und die optimalen 
Parameterwerte für die beiden Zonen.
= erwartete Standardabweichung der Differenzen zwischen 
Messung und Simulation am Punkt i
RHSi = Differenz zwischen Messung und Simulation am Punkt i
Li P hobs i, hsim i,=( )
1
2πσi
-----------e
RHSi
2
–( ) 2σi2( )⁄
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(3) Berechnung des Fehlers aufgrund der Struktur, indem G1 als Ersatz 
für G2 verwendet wird. Die Berechnung des Fehlers stellt sich als 
Lösung eines max-min Problems dar. Die Lösung des komplexeren 
Modells (G2) wird dabei als Messung verstanden, während die Diffe-
renzen zum Modell G1 nach Lösung des inversen Problems mit G1 
den Strukturfehler darstellen.
(4) Mit einem geeigneten Verfahren (Adjoint state oder Finite Differenzen 
Methode) wird die Zone ermittelt, die sich am sensitivsten gegenüber 
den gefundenen Parametern verhält. Diese wird dann wieder geteilt 
entsprechend Schritt (2). In diesem Schritt wird das optimierte Modell 
G3 mit den entsprechenden Parameterwerten gefunden.
(5) Entsprechend Schritt (3) wird der Strukturfehler ermittelt, indem G3 
durch G2 ersetzt wird. Die Schritte (4) und (5) werden solange wieder-
holt, bis der Strukturfehler und die Differenzen zu den Messwerten 
eine festgelegte Schranke unterschreiten.
(6) Durch einen abschließenden Vergleich der Messwertdifferenzen mit 
dem Strukturfehler kann z.B. für den Fall, dass letzterer immer noch 
sehr groß ist, geschlossen werden, dass zusätzliche Daten erhoben 
werden müssen.
Konkrete Anwendungen des Verfahrens sind bisher nicht bekannt.
2.8.3 Inverse Kalibrierung zusammen mit der Pilot Point 
Methode
Die Pilot Point Methode (PPM) stellt alleine gesehen eine Alternative zur manu-
ellen Zonierung des Modellgebietes dar, wobei die ermittelten Parameterwerte nicht
a priori festgelegten Zonen, sondern den über das Modellgebiet verteilten Pilot
Points zugewiesen werden. In einem zweiten Schritt werden die Punktwerte mittels
eines geeigneten Interpolationsverfahrens den Modellknoten bzw. den Elementen
zugewiesen. Zum erstenmal verwendet wurde diese Methode von DE MARSILY et al.
(1984) und ist mittlerweile bereits in kommerziell vertriebener Grundwassermodell-
Software verfügbar (GMS, 2004).
Eine Erweiterung unter Einbeziehung von stochastischen Simulationen wurde
dann von RAMARAO et al. (1995) und LAVENUE et al. (1995) durchgeführt. Prinzi-
piell ist die PPM damit in der Lage die Unsicherheiten von Modellprognosen zu
quantifizieren. COOLEY (2000) zeigt in einer kritischen Untersuchung die notwendi-
gen Restriktionen bei der Anwendung des Verfahrens. Eine wichtige Einschränkung
ist der Einsatz eines linearisierten Grundwassermodells, wenn konditionierte sto-
chastische Simulationen verwendet werden. Das Grundwassermodell ist dann eine
lineare Funktion der log transformierten Transmissivitäten.
COOLEY (2000) zeigte, dass diese Methode recht gute Ergebnisse liefert, solange an-
genommen werden kann, dass der Anteil von Fehlern (Differenzen zwischen gemes-
senen und berechneten Grundwasserständen) mit unbekannter Ursache klein ist. Als
Fehler unbekannter Ursache sind nach den Ergebnissen dieser Arbeit wohl vor allem
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Unsicherheiten im gewählten hydrogeologischen Modell zu sehen. 
Weitere Nachteile sind die Tendenz zu einer Überparametrisierung, deren Auswir-
kungen in einer Unsicherheitsanalyse nur schwer quantifiziert werden können.
Überparametrisierung heißt, dass die Anzahl der pilot points zu groß wird und un-
realistische Strukturen als Artefakte in den kalibrierten Transmissivitätsfeldern ent-
stehen können.
2.8.4 Trial and Error Kalibrierung
Im SUFIX -Verfahren ist implizit eine Kalibrierungsprozedur durch das Bayes’-
Sequential-Updating enthalten. In diesem Abschnitt soll kurzgefasst eine Abgren-
zung zur traditionellen Trial and Error-Kalibrierung vorgenommen werden. 
Das in der Praxis immer noch standardmäßig eingesetzte Verfahren zur Mini-
mierung der Modellparameter-Unsicherheiten ist das sog. Trial and Error-Verfah-
ren der Kalibrierung. Die Modellparameter werden subjektiv über mehrere Versuche
so variiert, dass eine möglichst geringe Abweichung zwischen Messwerten und
Modellergebnissen auftritt. Soft data werden derart integriert, dass beim Kalibrie-
rungsprozess z.B. 'plausible' Grenzen für kf-Werte beachtet werden. Um die Zahl der
Freiheitsgrade der Kalibrierung zu begrenzen, wird üblicherweise eine Aggregie-
rung ähnlicher kf-Werte vorgenommen, was als Zonierung bezeichnet wird. Eine
physikalische Begründung hierfür besteht darin, dass bedingt durch die Genese von
Lockergesteins-Aquiferen sich Bereiche mit ähnlichen hydrogeologischen Eigen-
schaften zum einen als Schichten über die Tiefe und andererseits als Bandstrukturen
in der Fläche widerspiegeln. 
Die Ergebnisse von Kalibrierungen haben die Eigenheit, dass gleiche Ergebnisse
(Grundwasserstände oder Konzentrationen) mit verschiedenen Kombinationen von
Modelldatensätzen erzeugt werden können. Dies gilt besonders für stationäre Kalib-
rierungen, wo mit verschiedenen Kombinationen von kf-Verteilungen und hydrolo-
gischen Randbedingungen sehr ähnliche Ergebnisse produziert werden können. Soll
dieses Risiko minimiert werden, bietet sich oft die Durchführung einer instationären
Kalibrierung an. Dies ist besonders dann zu empfehlen, wenn Daten von Pumpver-
suchen, Baugrubenabsenkungen oder ähnlichen starken 'Störungen' des natürlichen
Aquiferzustandes für das Untersuchungsgebiet vorliegen. 
Generell ist die Kalibrierung eines Grundwassermodells eine sehr zeit- und kos-
tenintensive Aufgabe innerhalb des Modellierungsprozesses. Das hier vorgestellte
SUFIX-Verfahren enthält implizit bereits den Kalibrierungsprozess bzw. ersetzt ihn
durch die Integration eines updating Prozesses nach Bayes. 
Während in SUFIX der Prozess des updatings zwar sehr flexibel, aber manuell
erfolgen muss, existieren eine Reihe von Verfahren, die eine Automatisierung des
Modifizierens von Modellparametern vornehmen. Diese werden üblicherweise
zusammengefasst als inverse Verfahren bezeichnet und neben der Grundwassermo-
dellierung in vielen anderen Bereichen der numerischen Modellierung angewendet.
Kern der Verfahren ist ein Optimierungsalgorithmus, der entsprechend einer vorge-
gebenen Zielfunktion eine Minimierung des Gütewertes dieser Zielfunktion vor-
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nimmt. Hierzu wird überwiegend der Levenberg-Marquardt-Algorithmus
verwendet.
Die gebräuchlichen Bezeichnungen für die automatische Parameteroptimierung
sind inverse Kalibrierung und Parameter-Identifizierung. Im Grundwasserbereich
sind diese Verfahren jedoch im instationären Fall bisher nur für Strömungsprobleme
und die rein advektive Stoffausbreitung einsetzbar. 
Ein genereller Nachteil dieser Verfahren liegt weiterhin darin, dass das sichere
Auffinden eines globalen Optimums der Modellparameter nicht gewährleistet ist.
Beim SUFIX-Verfahren ist dagegen sichergestellt, dass das globale Optimum inner-
halb weniger Iterationsschritte erreicht wird (ABBASPOUR, 1997). Weiterhin ist es
bei den traditionellen inversen Verfahren nicht möglich, soft data zu integrieren, im
Gegensatz zu dem hier vorgestellten Ansatz.
In dieser Arbeit wird das Trial and Error-Verfahren als Vergleichsverfahren zur
Beurteilung der relativen Güte der eingesetzten Verfahren verwendet.
Fallstudie 1: Ehemaliges 
Raffinerie-Gelände
Die Gliederung der Kapitel zu den Fallbeispielen orientiert sich an dem prinzipi-
ellen Ablauf der Bearbeitung, wie er in Abbildung 2-13 auf Seite 55 zusammenge-
fasst dargestellt ist. Zuerst wird in den Abschnitten 3.1 bis 3.3 der als deterministisch
geprägt zu bezeichnende Teil der Beispiele beschrieben, so wie dies in der traditio-
nellen Modellbearbeitung üblich ist (rechter Ast der Abbildung 2-13). Anschließend
werden die für die Anwendung des SUFIX-Verfahrens zusätzlich notwendigen
Arbeiten im Abschnitt 3.4 dargestellt. Das Kapitel wird abgeschlossen mit einer
Wertung der Ergebnisse im Abschnitt 3.5.
3.1 Datenauswertung
3.1.1 Untersuchungsgebiet
Das Untersuchungsgebiet wird durch eine ehemalige Erdölraffinerie geprägt, die
für eine Kontamination des Untergrundes mit verschiedenen Kohlenwasserstoffen
im ungesättigten und gesättigten Bereich verantwortlich ist. Das Kohlenwasserstoff-
gemisch bestand hauptsächlich aus Benzol, Toluol und Xylolen. Die insgesamt ver-
sickerte Menge wurde auf 3000 - 4000 m3 geschätzt, so dass ein Großteil der Koh-
lenwasserstoffe ungelöst in Phase auf der Grundwasseroberfläche aufschwamm und
dort abgepumpt werden konnte. 
Zur Lage des Gebietes siehe Abbildung 3-1. Im Zuge der Sanierungsmaßnahme
wurde ein Tracerversuch über einen Zeitraum von etwa 100 Tagen durchgeführt. Für
die zu behandelnden Fragestellungen erschien der Standort auch deshalb besonders
geeignet, weil auf einer kleinen Fläche (ca 0.25 km2) eine hohe Dichte an Erkun-
dungsbohrungen und Messstellen vorliegt (s. Abbildung 3-2). Auf der in unmittelba-
rer Flussnähe gelegenen Untersuchungsfläche bestehen Einrichtungen für eine
hydraulische Sanierung des Raffineriegeländes. Die Sanierung erfolgt über einen
Wasserkreislauf, indem an 3 Sickergalerien konstant unbelastetes Wasser infiltriert
wird und über Brunnen nach unterschiedlicher Fließzeit im Untergrund wieder abge-
pumpt und gereinigt wird. Die Maßnahme könnte man als 'Spülung' des Untergrun-
des charakterisieren. Der engere Sanierungsbereich ist in Abbildung 3-2 dargestellt.
3.1.2 Geologische Verhältnisse
Die geologische und hydrogeologische Erkundungslage im Bereich des ehema-
ligen Raffineriegeländes kann als sehr gut bezeichnet werden. Es existieren 144 ver-
wertbare Bohraufschlüsse, die relativ gleichmäßig über das gesamte Feld verteilt
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sind (s. Abbildung 3-2). Bezogen auf die Kernfläche (Aussagegebiet mit den
Abmessungen 500 m*600 m) ergibt sich eine sehr hohe Aufschlussdichte von ca. 6
Bohrungen/ha.
Man kann die geologischen und hydrogeologischen Verhältnisse im interessie-
renden quartären Grundwasserleiter als sehr heterogen bezeichnen. In diesem Hori-
zont ist anhand einer manuellen Auswertung der Schichtenprofile keine Abgrenzung
von größeren Strukturen möglich. Die allgemeine geologische Situation im Untersu-
chungsgebiet zeigt Abbildung 3-3, wobei die in den nachstehenden Abbildungen
gezeigten Bohrprofile nur die obersten 20m des Querschnitts erfassen, die hier
zusammengefasst als Hauptaquifer dargestellt sind. Ein Beispiel für einen Quer-
schnitt rechtwinklig zu dem angrenzenden Fluss zeigt Abbildung 3-4, während
Abbildung 3-5 einen Schnitt in Längsrichtung darstellt. Zur Lage der Schnitte siehe
Abbildung 3-2.   
 Im Jahre 1996 wurden 38 Bohrungen entlang 6 Transekten im Trockenbohrver-
fahren mit einem Durchmesser von 178 mm niedergebracht. Im einzelnen handelt es
sich dabei um:
Abbildung 3-1: Lage des Untersuchungsgebietes
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Abbildung 3-2: Lage der Aufschlussbohrungen
Abbildung 3-3: Schematische Geologische Situation im Untersuchungsgebiet.
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Abbildung 3-4: Bohrprofile entlang Schnitt 1
Abbildung 3-5: Bohrprofile entlang Schnitt 2
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• 10 Aufschlussbohrungen zur Probenahme bis 10 m unter Geländeober-
kante (GOK). 
• 14 Bohrungen zur Probenahme und späterem Ausbau bis 8 m unter
GOK. Diese Messstellen werden im Folgenden als Flachmessstellen
bezeichnet, die Kurzbezeichnung der Messstelle endet mit einem 'F'.
• 14 Bohrungen zur Probenahme und späterem Ausbau bis 12 m unter
GOK. Diese Messstellen werden im Folgenden als Tiefmessstellen
bezeichnet, die Kurzbezeichnung der Messstelle endet mit einem 'T'.
Tief- und Flachmessstellen jedes tiefendifferenzierten Messstellenpaares befin-
den sich jeweils in einem Abstand von ca. 2 m und sind als Doppelmessstelle zur
Erfassung des oberen belasteten und des tieferen unbelasteten Aquiferbereiches
angeordnet.
3.1.3 Tracerversuch
Als Tracerstoffe wurden Bromid und Uranin eingesetzt. Bromid stellte hierbei
den Haupttracer dar, da es praktisch keiner Sorption und keinem biologischen Abbau
unterliegt. Zur Differenzierung des Zustromes zu einzelnen Grundwassermessstel-
len wurde als zweiter Tracer Uranin eingesetzt. Als Haupttracer kam Uranin nicht in
Frage, da bei einem früher hier durchgeführten Tracerversuch ein Abbau des Uranins
zu beobachten war. Als Hintergrundbelastung innerhalb des Spülfeldes wurden Bro-
midgehalte unterhalb der Nachweisgrenze von 0.02 mg/l sowie Uraningehalte im
Bereich von 0.02 bis 0.03 mg/l ermittelt. Die Hintergrundbelastung mit Uranin
wurde auf frühere Tracerversuche zurückgeführt. Die Zugabe des Tracers erfolgte
als angenährtes Rechteck-Impulssignal, wobei die Tracerstoffe über eine Dauer von
24 Stunden dem Infiltrationswasser zudosiert wurden. Die Dosierung von Bromid
und Uranin wurde zeitlich geringfügig versetzt durchgeführt. Bromid wurde mit
einer Infiltrationskonzentration von 100 mg/l in die Infiltrationseinrichtungen IB-
2.1, IB-2.2, SG-2.2, SG-2.3, SG-2.4, SG-2.5, SG-3.3 und SG-3.4 zugegeben. Uranin
wurde mit einer mittleren Konzentration von 700 mg/l zwei Tage später den Infilt-
rationsstellen IB-2.2, SG-2.2, SG-2.4 und SG-3.4 zudosiert. Die genaue Lage der
Infiltrationsstellen ist in Abbildung 3-2 dargestellt. Eine Zusammenstellung der
Infiltrationsmengen der Tracer sowie der Wasserdurchsätze der Infiltrationseinrich-
tungen ist in Tabelle 3-1 zu finden. 
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 Ergebnisse des Tracerversuchs: 
Als Beobachtungsergebnisse sind primär die gemessenen Konzentrationsgangli-
nien von Bromid und Uranin an den einzelnen Messstellen zu verstehen (als Bei-
spiele s. Abbildungen 3-6 bis 3-8).
  
Tabelle 3-1: Tracerdosierung
Tracer: Bromid Uranin
Infiltra-
tionsstelle
Wasser-
durchsatz 
[m3/h]
Dosiermenge 
[kg NaBr]
Infiltratrations
konzentration 
[mg/l]
Dosiermenge 
[kg Uranin]
Infiltratrations-
konzentration 
[µg/l]
IB-2.1 5 15.5 100 - -
IB-2.2 5 115.5 100 84 700
SG-2.2 25 77 100 420 700
SG-2.3 30 93 100 - -
SG-2.4 30 93 100 504 700
SG-2.5 20 62 100 - -
SG-3.3 25 77 100 - -
SG-3.4 20 62 100 336 700
Abbildung 3-6: Konzentrationsganglinien an der Messstelle TS1.2F (Flach)
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Auswertungen auf die Durchlässigkeiten des Untergrundes anhand der ermittel-
ten Fließzeiten und der gemessenen Gefälleverhältnisse in den verschiedenen Tie-
fenlagen sind in Tabelle 3-2 dargestellt. Die Berechnung erfolgte entsprechend
Gleichung 3.1.
Abbildung 3-7: Konzentrationsganglinien an der Messstelle TS1.2T (Tief)}
Abbildung 3-8: Konzentrationsganglinien an der Messstelle Br09
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Tabelle 3-2: Ermittlung der Durchlässigkeiten 
Tran-
sect Zeit: Mai-Aug. 1996 Flach Tief
1 Infiltration: SG-2.3 1.1 1.2 1.3 1.1 1.2 1.3
L m 55 75 95 55 75 95
∆s m 0,30* 0.11 0.14 0,25* 0.02 0.09
tm d 7 14 72 9 37 50
Vm, ges m/d 7.9 5.4 1.3 6.1 2.0 1.9
kf, ges 10-3 m/s 4.2 2.8 0.7 3.9 1.6 1.5
Vm, teil m/d 7.9 2.9 0.3 6.1 0.7 1.5
kf, teil 10-3 m/s 4.2 1.5 0.1 3.9 2.1 1.0
2 Infiltration: SG-3.3 2.1 2.2 2.3 2.1 2.2 2.3
L m 20 35 60 20 35 60
∆s m 0,27* 0.18 0.13 0,15* 0.09 0.1
tm d 17 43 30 17 30 30
Vm, ges m/d 1.2 0.8 2.0 1.2 1.2 2.0
kf, ges 10-3 m/s 0.3 0.2 0.6 0.5 0.5 1.0
Vm, teil m/d 1.2 0.6 + 1.2 1.2 +
kf, teil 10-3 m/s 0.3 0.1 + 0.5 0.6 +
3 Infiltration: SG-2.4 3.1 3.2 3.3 3.1 3.2 3.3
L m 60 85 100 60 85 100
∆s m 0,20* 0.05 0.09 0,25* 0.07 0.05
tm d 7 24 34 9 50 34
Vm, ges m/d 8.6 3.5 2.9 6.7 1.7 2.9
kf, ges 10-3 m/s 7.4 3.5 2.5 4.6 1.3 2.3
Vm, teil m/d 8.6 1.5 1.5 6.7 0.6 +
kf, teil 10-3 m/s 7.4 2.1 0.7 4.6 0.6 +
4 Infiltration: IB-2.1/2 4.1 4.2 4.3 4.1 4.2 4.3
L m 15 35 55 15 35 55
∆s m 0,12* 0.18 0.18 0,03* 0.05 0.4
tm d 9 13 17 9 20 13
Vm, ges m/d 1.7 2.7 3.2 1.7 1.8 4.2
kf, ges 10-3 m/s 0.6 0.9 1.1 2.4 2.2 1.4
Vm, teil m/d 1.7 5.0 5.0 1.7 1.8 +
kf, teil 10-3 m/s 0.6 1.6 1.6 2.4 2.1 +
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(3.1) 
mit:
Berechnet wurden die kf-Werte sowohl bezogen auf die gesamte Fließstrecke
entlang des Transektes von der Eingabestelle bis zur Messstelle als auch über Teil-
strecken zwischen den aufeinanderfolgenden Messstellen des Transekts32. 
Hierbei ist jedoch zu beachten, dass die Werte aus dem Tracerversuch jeweils
einen integralen Wert für den Fließpfad darstellen, der keinen unmittelbaren Rück-
schluss auf auf die Durchlässigkeiten der einzelnen geologischen Formationen
zulässt. Die Werte für einzelne Schichten können bzw. müssen also nach oben oder
unten gegenüber dem relativ schmalen Wertebereich der Tracerversuchsergebnisse
(0.1 bis 7.4×10-3 m/s) abweichen.
Im Hinblick auf die Vorstellungen über die Heterogenität des Gebietes ist inter-
essant, dass sich bei einzelnen Transektabschnitten rechnerisch negative kf-Werte
ergeben. Das bedeutet, dass die Fließzeit zu einer weiter entfernt gelegenen Mess-
stelle kürzer ist, als zu näheren Messstellen. Dies kann als starker Hinweis auf chan-
neling-Effekte gesehen werden. Betroffen davon sind die Transekte 2, 3 und 4. In
den sonstigen Bereichen liegen die kf - Werte in der Größenordnung 1 bis 7×10-3.
Die im Tracerversuch ermittelten Werte sind gegenüber Werten aus Siebanalysen,
Laborversuchen oder Kleinpumpversuchen als zuverlässiger einzustufen, da  mit
ihnen das großräumige Fließgeschehen erfasst wird.
Erläuterung der Symbole:
L Fließweg
∆s Grundwasserstandsdifferenz zur vorhergehenden Messsstelle
tm mittlere Fließzeit nach Tracermaximum
Vm, ges mittlere Fließgeschwindigkeit für Gesamtstrecke
kf, ges Durchlässigkeitsbeiwert für Gesamtstrecke
Vm, teil mittlere Fließgeschwindigkeit für Teilstrecke
kf, teil Durchlässigkeitsbeiwert für Teilstrecke
+ Auswertung nicht sinnvoll, da Messsstelle nicht auf Fließlinie liegt
0,12* geschätzter Wert
kf = Durchlässigkeitsbeiwert [m/s]
n = Porosität [-]
v = Abstandsgeschwindigkeit nach Tracerversuch [m/s]
grad h = Gefälle entlang des Transekts [-]
32.  Diese kf-Werte werden als hard-data in den in Kapitel 3.4 erläuterten Unsicherheitsbetrachtun-
gen eingesetzt.
kf
n v⋅
grad h
--------------
–=
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3.2 Hydrogeologisches Modell
Nach der Sichtung und Auswertung der Unterlagen besteht der nächste Schritt
bei der Erstellung eines deterministischen numerischen Grundwassermodells darin,
ein hydrogeologisches Modell des Untergrundaufbaus und der hydraulischen
Zusammenhänge und Abhängigkeiten zu entwerfen. Praktisch bedeutet dies eine
erste Festlegung der Verteilung von kf-Werten (hydraulische Durchlässigkeiten)
sowohl in der Fläche als auch in der Tiefe. Bei der hier eingesetzten Methode der sto-
chastischen Generierung der Durchlässigkeitsfelder ergibt sich theoretisch dieses
Modell zwangsläufig als Ergebnis dieser Simulationen. Durch die geologische
Besonderheit der Anisotropie33 (neben anderen nur deterministisch zu beschreiben-
den Eigenschaften) dieser Felder treten in der Praxis jedoch Probleme auf. Es ist
vielfach sinnvoller, die aus geologischen Aufschlüssen für den Fachmann erkennba-
ren Schichtgrenzen a-priori vorzugeben, anstatt diese als Zufallsgrößen zu betrach-
ten. Diese Vorgehensweise wurde auch hier gewählt, so dass die Durchlässigkeits-
felder schichtweise getrennt mit ihren spezifischen geostatistischen Kennwerten
simuliert wurden. Zusammengefasst standen für die Erstellung des hydrogeologi-
schen Modells folgende Daten zur Verfügung:
1. Hydraulische Durchlässigkeiten aus der Auswertung eines Tracerversuchs (als 
hard data angesehen).
2. Aus den Bohrprofilen (Bohransprachen) abgeleitete hydraulische Durchlässig-
keiten. Da diese Werte naturgemäß mit einer als hoch anzusehenden Unsicher-
heit behaftet sind, werden die Werte im folgendem als soft data betrachtet. 
3. Hydrologische Daten (Grundwasserstände, Flusswasserstände, Grundwasser-
neubildung). Diese Daten wurden als hard data angesehen und nicht in das 
SUFIX Verfahren einbezogen. 
4. Daten zu äußeren Störungen des Grundwasserregimes (Brunnenentnahmen und -
infiltrationen). Diese Daten wurden ebenfalls als sichere hard data angesehen. 
5. Chemische Daten (Tracer-Konzentrationen). Auch hier wurden die Messungen 
in zwei verschiedenen Tiefen vorgenommen. Die Messungen wurden als hard 
data betrachtet, obwohl bekannt ist, dass Analysenergebnisse im Einzelfall eine 
hohe Unsicherheitsspanne aufweisen können.
Wie die Untergrundprofile (Abbildungen 3-4 und 3-5) zeigen, existiert keine
deutlich erkennbare Trennung in durchgehende Horizonte oder Stockwerke. Aus
den Grundwasserstandsmessungen ist jedoch abzuleiten, dass ein Potentialunter-
schied zwischen tiefen und flachen Messstellen von bis zu 40 cm vorhanden ist. Da
zudem die Tracermessungen auch in zwei Tiefen vorgenommen wurden
(Abschnitt 3.1.3), wird eine Differenzierung in vier Schichten als sinnvoll angese-
hen. Wegen der hohen Heterogenität des Untergundes erfolgte die Festlegung der
Modellschichten nicht durch eine Abgrenzung von hydrogeologisch wirksamen
33.  Die Durchlässigkeit in der Vertikalen ist um einen Faktor (etwa 2 bis 10) geringer als in der 
Horizontalen, bedingt durch den geologischen Schichtaufbau eines Lockergesteinsaquifers
Kapitel 3 Fallstudie 1: Ehemaliges Raffinerie-Gelände 77 
Schichten, sondern musste anhand einer statistischen Auswertung der generierten
soft data vorgenommen werden. Siehe hierzu die Abbildungen 3-10 bis 3-12, die für
die maßgebenden Modellschichten 1 bis 3 die Häufigkeiten der ln(kf)-Werte ange-
ben (ein Vorgriff auf die Generierung der soft data, die erst in Abschnitt 3.4.1
beschrieben wird). 
Für die Rechnungen mit stochastisch simulierten Durchlässigkeitsverteilungen
wurden insgesamt drei Modellschichten berücksichtigt. Die hydraulischen Durch-
lässigkeiten der untersten vierten Schicht werden in allen Rechnungen nicht verän-
dert. Die Schicht dient nur dazu, die Förderung eines Brunnens aus dieser Tiefe adä-
quat zu berücksichtigen. Die vertikale Modellschichtung sieht demnach wie in
Tabelle 3-3 angegeben aus.
Für die Vergleichsrechnungen (s. Abschnitt 3.4.7) ohne Einbeziehung einer sto-
chastischen Komponente und der soft data wurde auf ein stark vereinfachtes hydro-
geologische Modell zurückgegriffen, in dem die Heterogenitätsabbildung durch eine
manuelle Zonierung nur unter Zuhilfenahme der hard data vorgenommen wurde.
Weiterhin wurde nur noch eine Modellschicht vorgesehen, um die Auswirkungen
einer starken Vereinfachung des Hydrogeologischen Modells auf die Aussagesicher-
heit zu quantifizieren.
Die Ermittlung der hydraulischen Durchlässigkeiten wurde für die hard data im
Abschnitt 3.1.3 behandelt. Die Ermittlung der soft data aus den Bohrbeschreibungen
wird im Abschnitt 3.4.1 beschrieben werden.
Tabelle 3-3: Vertikaler Modellaufbau 
Geodätische Höhe 
[m+NN] Charakterisierung Modellschicht
über 88 hoher Feinkornanteil - (ungesättigt)
86-88 Übergang zu grobem Material - (ungesättigt)
83-86 geringer Feinkornanteil, relativ grob 1 (Grundwasserober-
fläche liegt in dieser 
Schicht)
80-83 höherer Feinkornanteil, Linsen mit geringer 
Durchlässigkeit, bewirkt bereichsweise hydrauli-
sche Trennung 
2
70-80 geringer Feinkornanteil, grob 3
50-70 2. Grundwasserstockwerk, hohe Entnahmen, 
ohne Belang für Tracerausbreitung, da zu obe-
rem GW-Stockwerk abgetrennt (Abbildung 3-3). 
Diese Schicht wird nicht stochastisch simuliert. 
4
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3.3 Numerisches Modell
Für die numerischen Strömungsberechnungen wurde die Software MODFLOW
(MCDONALD & HARBAUGH, 1988) zum Teil zusammen mit dem Prä- und Postpro-
zessor VISUAL MODFLOW (WATERLOO HYDROGEOLOGIC, 2000) eingesetzt. Für
die Ausbreitungsrechnungen wurde das Programm MT3D (ZHENG, 1992) verwen-
det, das die Ergebnisssdateien der Strömungsmodellierung aus MODFLOW direkt
übernehmen kann.
Die Strömungsmodellierung wurde stationär unter gemittelten hydrologischen
Bedingungen und äußeren Störungen durchgeführt. Als maßgebend für die Mitte-
lung der hydrologischen Modellrandbedingungen wurde der Zeitraum Herbst 1996
bis Frühjahr 1997 angesehen. Die Grundwasserstände wurden während des Tracer-
versuchs an den gleichen Messstellen wie die Konzentrationen gemessen. Die
Schwankungen in diesem Zeitraum betrugen etwa 15-20 cm. Für die Untersuchun-
gen wurde mit einem gemittelten Wasserstand gearbeitet. Durch den Ausbau der
Messstellen in verschiedenen Tiefen standen jeweils zwei tiefenabhängige Wasser-
standsmessungen zur Verfügung. Die Wasserstandsdifferenzen zwischen den Mes-
sungen in verschiedenen Tiefen betrugen bis zu 52 cm (höhere Wasserstände bei der
Flachmessung), wobei jedoch im Mittel deutliche geringere Differenzen gemessen
wurden 
Einen Modellrand bildet der Fluss, durch den eine deutliche hydraulische Beein-
flussung der Grundwasserverhältnisse, bedingt durch seine Größe, gegeben ist. Die
hydraulische Kopplung zwischen Flusswasserspiegel und der Grundwasseroberflä-
che an den Randknoten wird hier mittels eines  Leakage-Koeffizienten gesteuert. Der
Leakage-Koeffizient stellt dabei einen Proportionalitätsfaktor in der einfachen line-
aren Beziehung zwischen der Potentialdifferenz von Flusswasser- und Grundwas-
serspiegel dar.
Für die restlichen Randknoten wurden Festpotentiale vorgegeben, die über eine
Mittelwertbildung für den gewählten Zeitraum gewonnen wurden. Eine Rückwir-
kung der Festpotentiale auf die Grundwasserstände im eigentlichen Aussagebereich
des Modells kann weitestgehend ausgeschlossen werden, da die Ränder weit vom
Kernbereich des Modells entfernt liegen, ein konstanter Flusswasserspiegel und eine
konstante Grundwasserneubildung angenommen wird und die Reichweite der Ent-
nahme- und Versickerungsorgane nicht über den Kernbereich (Bereich mit größter
Netzverdichtung in Abbildung 3-9) hinausgehen. 
Das System wird zum einen durch die Infiltrationsgräben für die Zugabe des Tra-
cers kontrolliert, und zum anderen durch die Förderbrunnen, die den Kreislauf für
die hydraulische Sanierung des Geländes sicherstellen sollten. Hinzu kamen sons-
tige Brunnen, die außerhalb des Versuchsgeländes lagen, die Strömungsverhältnisse
aber mit beeinflussten. Diese Daten wurden ebenfalls wie die anderen Entnahmen als
sicher angesehen.
Im Kernbereich des Modells existiert eine Vielzahl von Entnahmen, die eben-
falls gemittelt berücksichtigt wurden. Da die Modellbereiche außerhalb des interes-
sierenden Kernmodells im Wesentlichen nur zur sauberen Definition von Randbe-
dingungen dienen, wurde in diesen Außenbereichen auf eine Simulation der
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Durchlässigkeitsverteilungen verzichtet. Das heißt, dass hier für sämtliche Modell-
rechnungen ein konstantes kf-Wert-Feld angenommen wurde. Die kf-Werte wurden
hier aus einer vorgeschalteten stationären Kalibrierung übernommen. 
Die instationäre Ausbreitungsberechnung erstreckt sich über einen Zeitraum
von 100 Tagen, was etwa der Dauer des Tracerversuchs entspricht. Die Zeitschritt-
länge beträgt dabei max. eine Stunde, so dass sich insgesamt pro Rechenlauf min-
destens 2400 Zeitschritte ergeben. 
Die gewählte Diskretisierung in der Fläche zeigt Abbildung 3-9. Die Größe der
’Modellblöcke’ (räumliche Diskretisierung) beträgt im Randbereich 80 m und ver-
ringert sich bis zum eigentlichen Untersuchungsbereich auf 10 m. Die Gesamtfläche
des Modells beträgt ein Vielfaches der Fläche des eng beprobten und untersuchten
inneren Kernbereiches. Die Modellränder mussten jedoch an grundwasserhydrau-
lisch definierte Randbedingungen angepasst werden, wobei hier besonders der Fluss
mit einer Staustufe zu nennen ist, der einen prägenden Einfluss auf das großräumige
Strömungsgeschehen ausübt. 
3.4 Anwendung des SUFIX-Verfahrens zur 
Unsicherheitsanalyse 
Das SUFIX-Verfahren wurde entsprechend dem in Abschnitt 2.7 beschriebenen
Ablauf angewendet. Es wurden vier differierende Propagationpfade für die Unsi-
cherheiten der Eingangsdaten gewählt, deren Ergebnisse miteinander verglichen und
bewertet wurden. Je nach Pfad unterschieden sich die eingesetzten Methoden für die
konkrete Anwendung der Schritte SUFIX1 bis SUFIX 4. In allen Anwendungen
gleich ist lediglich das Verfahren zur Generierung der soft data aus den Bohrbe-
schreibungen (Abschnitt 3.4.1), als SUFIX1A bezeichnet.
Als Vergleichsrechnungen zu den Untersuchungen mit stochastischen Kompo-
nenten wurden Beispiele ohne Einsatz stochastischer Verfahren auf der Grundlage
der manuellen Zonierung durchgeführt.
3.4.1 Generierung der soft data aus Bohrbeschreibungen
Nach der EDV-mäßigen Erfassung des Bestandes an Bohrbeschreibungen,
wurde die in Abschnitt 2.7.3 beschriebene  Prozedur zur Gewinnung von kf -Werten
aus der geologischen Aufschlussbeschreibung durchgeführt. Die notwendige Plausi-
bilitätsprüfung erfolgte hier anhand der Auswertungsergebnisse des Tracerversuchs
im Hinblick auf die kf-Werte (s. Tabelle 3-2).
Die Häufigkeitsverteilungen der generierten Werte in den Modellschichten 1 bis
3 sind in den Abbildungen 3-10 bis 3-12 dargestellt. Die Näherung an eine Normal-
verteilung wurde hier als akzeptabel angesehen, so dass eine Normalisierung der
Werte nicht notwendig wurde. Siehe auch Fallstudie 2, wo die bimodale Verteilung
der kf-Werte diese Konvertierung notwendig machte, um die geostatistischen Kenn-
werte auf Grundlage der normalisierten Daten für die nachfolgenden stochastischen
Simulationen verwenden zu können.   
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In Tabelle 3-4 sind die statistischen Kennwerte der Verteilungen zusammenge-
stellt. Die Güte des kf-Generierungs-Verfahrens kann anhand einer Korrelation zwi-
schen den generierten Werten und den aus den Pumpversuchsdaten berechneten
Werten an gleichen Punkten beurteilt werden (s. Abbildungen B-1 bis B-3 auf Seite
179).  
Beschränkt man die Auswertung auf die Durchlässigkeitsbereiche, die eine
modellrelevante Grundwasserströmung bzw. einen Tracertransport zulassen34, erge-
ben sich deutlich geringere Varianzen als in Tabelle 3-4 dargestellt. Da jedoch
zusammenhängende Bereiche des Aquifers die Strömungsrichtung deutlich beein-
flussen können, werden in der weiteren Auswertung auch die 'Ausreißer' berücksich-
tigt.
Abbildung 3-9: Räumliche Modelldiskretisierung und Randbedingungen
34.  Als 'Ausreißer' könnten folgende Werte angesehen werden: Schicht 1: 1 Wert < -9.0, Schicht 2: 
5 Werte <-10.0, Schicht 3: 6 Werte <-10.0
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Abbildung 3-10: Häufigkeiten von ln(kf) mit Einteilung der Indikatorbereiche (Modellschicht 1)
Abbildung 3-11: Häufigkeiten von ln(kf) mit Einteilung der Indikatorbereiche (Modellschicht 2)
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3.4.2 Variographie
Für die Ermittlung der geostatistischen Parameter wurden die Softwareprodukte
VARIOWIN (PANNATIER, 1996) und GAMV3 aus der GSLIB Bibliothek (DEUTSCH
& JOURNEL, 1998) eingesetzt. 
Die Variogramme für die einzelnen Modellschichten zeigen die Abbildungen 3-
13 bis 3-15. Zur Überprüfung einer eventuell vorhandenen Anisotropie (Richtungs-
abhängigkeit) der Variogrammverläufe ist es möglich, ein Flächenvariogramm zu
erstellen. Die Variogrammwerte werden hierzu, ausgehend von einem zentralen
Startpunkt (0,0), für alle x,y-Richtungen berechnet. Eine Auswertung in dieser Art
zeigte für keine Modellschicht die Ausprägung einer Richtungsabhängigkeit der
Variogrammwerte. Bei der Generierung der stochastischen Simulationen konnte
damit auf die Einbeziehung eines Anisotropieeinflusses innerhalb einer Modell-
schicht verzichtet werden. 
Abbildung 3-12: Häufigkeiten von ln(kf) mit Einteilung der Indikatorbereiche (Modellschicht 3)
Tabelle 3-4: Statistische Kenngrößen der Modellschichten 1 bis 3
Modellschicht
Minimum 
[ln(kf)]
Maximum 
[ln(kf)]
Mittel 
(arithmetisch) Varianz
1 (86-83 m+NN) -9.9 -3.8 -6.2 1.8
2 (83-80 m+NN) -14.2 -3.8 -6.5 2.7
3 (80-70 m+NN) -16.1 -4.0 -6.5 3.8
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Abbildung 3-13: Experimentelles und theoretisches Variogramm für die 
Modellschicht 1
Abbildung 3-14: Experimentelles und theoretisches Variogramm für die 
Modellschicht 2
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Tabelle 3-5 fasst die charakteristischen Parameter der geostatistischen Auswer-
tung zusammen. 
3.4.3 Propagationspfad TB
Hier wird die Propagation der Unsicherheiten, ausgehend von der soft data
Generierung an den einzelnen Bohrpunkten verfolgt. Die Heterogenitätsabbildung
erfolgt hier mittels des Turnings-Bands-Verfahren mit der Software TB3D
(DEUTSCH & JOURNEL, 1992). Die Simulationen wurden sowohl unkonditioniert als
auch mit soft data konditioniert eingesetzt.
Die stochastischen Simulationsverfahren, die Untergrundstrukturen auf der
Annahme einer kontinuierlichen Heterogenität nachbilden, erzeugen im Fall des
Turnings-Bands-Verfahrens pro Modellschicht etwa 1000 verschiedene Flächen mit
jeweils konstantem kf-Wert. Es erscheint nicht sinnvoll, den Schritt SUFIX 4
(BAYES’-sequential-updating) direkt auf diese Flächenwerte anzuwenden und diese
zu optimieren, da die notwendige Stichprobenzahl zur Unsicherheitsanalyse sehr
groß sein müsste. Als Optimierungsgrößen werden stattdessen die sich aus der geo-
Abbildung 3-15: Experimentelles und theoretisches Variogramm für die 
Modellschicht 3
Tabelle 3-5: Variogrammparameter der Modellschichten 1 bis 3 (Sphärisches 
theoretisches Modell) 
Modellschicht
Reichweite 
(range) [m]
Varianzanteil 
(sill) [-]
Nugget-Effekt 
[-]
Güte der 
Anpassung [-]
1 (86-83 m+NN) 24 1.66 0.13 0.025
2 (83-80 m+NN) 24 1.78 0.6 0.063
3 (80-70 m+NN) 34 2.44 0.76 0.058
0
1
2
3
4
Va
rio
gr
a
m
m
w
e
rt
0 2 4 6 8 10 12 14 16
Abstand zwischen zwei Bohrpunkten [m*10]
Experimentelles Variogramm der Modellschicht 3
Theoretisches Variogramm
Kapitel 3 Fallstudie 1: Ehemaliges Raffinerie-Gelände 85 
statistischen Analyse ergebenden Variogrammparameter, die als Generierungspara-
meter der Simulationen dienen, verwendet.
Die konkrete Umsetzung der in Abschnitt 2.7 beschrieben 4 Schritte der SUFIX-
Anwendung, sieht für die Fälle TB und TBC wie folgt aus (s. a. Abbildung 3-16).:
SUFIX1A:  Transfer der Bohrbeschreibungen in kf-Werte.
SUFIX1B:  Die soft data kf-Werte werden durch Einbeziehung einer Vertei-
lung als unsichere Größen eingeführt. Für jeden Bohrpunkt wird hierzu
Abbildung 3-16: Prinzipieller Ablauf des SUFIX- Verfahrens mit Gauss-basierten 
Simulationen (vgl. mit Abbildung 2-13).
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eine aus 100 Werten bestehende Normalverteilung generiert, die den
soft data-Wert als Mittelwert verwendet. Die Varianz der Verteilung
an den einzelnen Bohrpunkten wird mit σ = 0.735 angenommen. Es
wurden drei Modellschichten berücksichtigt, so dass insgesamt 432
Verteilungen generiert wurden. 
Variogramm:  Daraus ergeben sich nach einer Variogrammanalyse Verteilun-
gen für die geostatistischen Kennwerte, deren Varianzen die Fortpflan-
zung der Unsicherheiten aus Schritt SUFIX1B widerspiegeln. Das
Ergebnis der Variogrammanalyse als Häufigkeitsverteilung der Vario-
grammparameter (Abbildung 3-17) stellt die erste Stufe der Fortpflan-
zung in den geostatistischen Kennwerten dar. Dargestellt sind 20
Auswertungen für den geostatistischen Parameter range, der neben sill
und nugget-Effekt eine der maßgebenden Größen für die Turning-
Bands Simulationen bildet.  
SUFIX2:  Mit diesem Satz an geostatistischen Kennwerten wurden für jede
Schicht 20 Turning-Bands Simulationen erstellt. Ein typisches Beispiel
zeigt Abbildung 3-18. Die Variation der Turning-Bands-Simulationen
zeigt schließlich die Unsicherheit bezüglich der räumlichen Verteilung
der kf-Werte.
SUFIX3: Schritt zur Erstellung der Parameterkombinationen. Die prinzipielle
35.  Dies ergibt einen Faktor 4 als Spannweite zwischen kleinstem und größtem möglichen Wert. 
Abbildung 3-17: Fortpflanzung der Unsicherheit in den Variogramm-Reichweiten 
(range als a-priori-Verteilung für die Modellrechnungen)
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Vorgehensweise zeigt Abbildung 3-19. Die 20 unkonditionierten Simu-
lationen aus dem Schritt SUFIX2, zu deren Generierung lediglich die
geostatistischen Variogrammparameter verwendet wurden, werden
anschließend mit jeweils 5 Datensätzen aus den soft data Verteilungen
konditioniert, so dass aus einer Stammabbildung der Heterogenität fünf
weitere Abbildungen abgeleitet werden. Dies bedeutet, dass an den
Bohrpunkten selbst ein gezogener Wert aus der soft data Verteilung
vorliegt, und entspechend eine höhere Übereinstimmung der generier-
ten kf-Verteilung mit den tatsächlichen natürlichen Verhältnissen zu
erwarten ist. In Abbildung 3-20 ist ein Vergleich der generierten kf-
Werte für eine Modellzeile in der unkonditionierten Stammabbildung
und einer davon abgeleiteten konditionierten Simulation dargestellt.
Die beiden Knoten mit den größten Abweichungen sind durch Pfeile
gekennzeichnet, in der flächigen Darstellungsform ist eine Differenzie-
rung zwischen den beiden Fällen kaum möglich. 
Nach dem stratifizierten Stichprobenverfahren wurden demnach 5*20
= 100 Kombinationen gezogen und entsprechend viele Heterogenitäts-
abbildungen erstellt, so dass insgesamt 100 konditionierte Turning-
Bands-Simulationen für die Strömungs- und Transportrechnungen zur
Verfügung standen.
SUFIX4:  Eine Auswertung der Zielfunktion erlaubt schließlich Rückschlüsse
auf die wahrscheinlichsten Werte aus den Verteilungen der Eingangs-
daten. Dies ist der sog. updating-Schritt im SUFIX-Verfahren. Ein
updating der Simulationen selbst ist derzeit noch nicht möglich, da das
Updating nur lokal erfolgen müsste und die zugrundeliegenden geosta-
tistischen Kennwerte erhalten bleiben müssen.
Abbildung 3-18: Turning-Bands-Simulation für ln(kf), Schicht 1, 2. Simulation 
(SUFIX2)
ln(kf)
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3.4.4 Propagationspfad TG
Das alternative Konzept der diskreten Heterogenität wurde anhand stochasti-
scher Truncated Gauss-Simulationen getestet. Als Software wurde TRUNGA-3D
(BARDOSSY, 1997) eingesetzt. Das Truncated Gauss Verfahren basiert auf einer
Indikatorklassen-Einteilung der zu simulierenden Variable. Als unsicher wird hier
die global gültige Klasseneinteilung angenommen und nicht die lokale statistische
Verteilung der kf-Werte an den Bohrpunkten wie im Fall TB. Indikator-basierende
Verfahren verwenden üblicherweise definierte Schwellenwerte. Bei Indikator-
basierten Simulationen werden statt Einzelwerten Wertebereiche verwendet, inner-
halb derer die Werte als gleichverteilt angenommen werden.
Die konkrete Umsetzung des SUFIX Verfahrens für den Fall TG sieht wie folgt
aus (s. a. Abbildung 3-21):
SUFIX 1A:  Transfer der Bohrbeschreibungen in kf-Werte.
SUFIX 1B:  Die soft data-kf-Werte wurden in jeder Modellschicht in jeweils 4
Indikatorwertebereiche eingeteilt. Die Einteilung ist in jeder Schicht
Abbildung 3-19: Schema der Parameterkombinationen im Propagationspfad TB 
(Schritt SUFIX3)
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identisch und wurde anhand der Häufigkeitsverteilungen der Daten
vorgenommen (s. a. Abb. 3-10 bis 3-12). Die a priori-Verteilung für
das SUFIX-Verfahren ist hierbei als gleichförmig vorausgesetzt wor-
den (s. Tabelle 3-6).
Variogramm: Mit den den soft data entsprechend zugeordneten Indikatorwer-
ten (1 bis 4) wurde die geostatistische Analyse durchgeführt. Die
ermittelten Variogrammparameter enthalten damit nur die Informatio-
nen über die Reichweite (Korrelationslänge, range) der Indikatorwerte,
nicht über die eigentlichen kf-Werte. 
SUFIX 2:  Die auf dem einen im vorhergehenden Schritt erstellten Vario-
gramm basierenden Truncated-Gauss Simulationen besitzen alle den
gleichen range, sill und nugget Wert. Die typischen Längen und die
Topologie der generierten Strukturen werden damit nicht variiert. Es
wurden vier Indikatorwertebereiche für die Durchlässigkeit gewählt,
als fünfter unsicherer Parameter wurde der Anisotropiewert für die
Zwischenschichten angenommen. Die Einteilung der kf-Wertebereiche
erfolgte in vier und die Verteilung der Anisotropiefaktoren in 10 Klas-
sen. Die vorausgesetzte a priori-Verteilung war in allen Werteberei-
chen eine gleichförmige Verteilung. 
Aus den möglichen 640 Kombinationen wurden für jede Schicht 20
Stichproben gezogen und damit jeweils eine Simulation erstellt. Ein
typisches Beispiel hierfür zeigt Abbildung 3-23. 
SUFIX 3:  Der Propagationspfad der Parameterkombinationen ist in
Abbildung 3-20: Vergleich zwischen konditionierter und unkonditionierter 
Simulation (Simulation1, Schicht 1, Zeile 6 des numerischen Modells)
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Abbildung 3-22 dargestellt. Als zusätzliche unsichere Komponente
wurde die Anisotropie der kf-Werte in Form eines Faktors der das Ver-
hältnis zwischen horizontaler und vertikaler Durchlässigkeit
beschreibt, mit einbezogen. Es wurden insgesamt 100 Modellrechnun-
gen durchgeführt, da jede Simulation mit 5 verschiedenen Parameter-
kombinationen belegt wurde.
SUFIX 4:  Nach Durchführung der Modellrechnungen erlaubt nach der Aus-
wertung der Ergebnisse auf Erreichen eines vorgegebenen Gütewertes,
der in der Zielfunktion definiert ist, schließlich Rückschlüsse auf die
wahrscheinlichsten Werte aus Schritt SUFIX 2 und SUFIX 1B, ent-
sprechend der in Abschnitt 2.7.1 auf Seite 50 erläuterten Auswertung
nach der Häufigkeit der Unterschreitung einer vorgegebenen Zielfunk-
tion.  
Abbildung 3-21: Gesamtablauf des SUFIX Verfahrens im Propagationspfad TG
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Abbildung 3-22: Mögliche Parameterkombinationen (SUFIX 3) im 
Propagationspfad TG
Tabelle 3-6: Einteilung der kf-Werte in 4 Klassen zur Anwendung des SUFIX-Verfahrens
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Anzahl der 
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(gleichförmige 
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Wahrscheinlichkeit)
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4 4 -7.0 bis -11.0 -9.0 bis -11.0
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3.4.5 Propagationspfad SA
Auch dieser Pfad basiert auf diskreten Heterogenitätsabbildungen, die anschlie-
ßend mit Hilfe des Simulated Annealing Verfahrens und der Verwendung einer sog.
Trainingsabbildung modifiziert wurden. Die 60 Ausgangsabbildungen wurden nach
dem Verfahren der Sequential Indicator Simulation (SIS) mit der Software
SISIMPDF (DEUTSCH & JOURNEL, 1992) für jede Modellschicht getrennt erstellt.
Für die SIS Simulationen wurde eine Einteilung der Indikatorklassen wie im
Pfad TG gewählt. Für alle Simulationen wurde konstant der Mittelwert jedes Inter-
valls verwendet. Die generierte Verteilung der Strukturen umfasste damit vier Klas-
sen und in jeder Simulation wurden die Klassen mit den gleichen vier Werten belegt.
Die Unsicherheitsbetrachtung konzentriert sich damit auf den Einfluss der Struktu-
ren und weniger auf die Unsicherheit in den ermittelten kf -Werten. 
Die Umsetzung des SUFIX Verfahrens sieht zusammengefasst wie folgt aus:
SUFIX 1A:  Transfer der Bohrbeschreibungen in kf-Werte
SUFIX 1B: Die soft data-kf-Werte wurden in jeder Modellschicht in jeweils
vier Intervallklassen36 eingeteilt, wie in den Abbildungen 3-10 bis 3-
12 gezeigt. Für alle Rechnungen wurden jeweils die Mittelwerte der
Intervallbereiche eingesetzt.
SUFIX 3: Der Propagationspfad der Parameterkombinationen ist in
Abbildung 3-24 dargestellt. Das Trainings-Image wurde auf der Grundlage der soft
Abbildung 3-23: Beispiel für Truncated-Gauss Simulation für ln(kf), zu Schritt SUFIX 2.
36.  Verwendung des Begriffs ’Klasse’ erfolgt entsprechend der Definition in LANGGUTH & VOIGT 
(1980), als Intervall eines Wertebereiches, der durch eine untere und eine obere Klassengrenze von 
den Nachbarklassen getrennt ist.
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data interpoliert. Wenn relevante deterministische Strukturen bekannt wären, so
könnte das Trainings-Image entsprechend manuell modifiziert werden.
SUFIX 4: Die Auswertung der Modellergebnisse erlaubt in diesem Fall Rück-
schlüsse auf die geeignetsten Simulationen und weniger auf die den
Simulationen zugrundeliegenden Werteverteilungen. Würden alterna-
tive Trainings-Images eingesetzt, wäre auch ein Rückschluss auf wahr-
scheinliche übergeordnete deterministische Strukturen möglich. 
Abbildung 3-24: Schema der Parameterkombinationen im Fall SA (Schritt SUFIX3)
0.0
0.2
0.4
0.6
0.8
1.0
[-
]
-10 -9 -8 -7 -6 -5 -4 -3
10
-4.2
10
-4.0
10
-3.5
10
-3.2
10
-3.0
10
-2.5
10
-2.2
10
-2.0
10
-1.5
Summenkurve der Häufigkeiten von ln(kf)
(Überschreitungswahrscheinlichkeit)
Modellschicht 1
ln(kf) [-]
kf [m/s]
0 100 200 300 400 500 600
0
100
200
300
400
0 100 200 300 400 500 600
0
100
200
300
400
0 100 200 300 400 500 600
0
100
200
300
400
S
u
m
m
e
n
h
ä
u
fig
ke
it
Indikatorintervall 1
Indikatorintervall 2
Indikatorintervall 3
Sequential Indicator
Simulation (60 Simulationen)
Simulated Annealing
(60 Simulationen)
60 Modellrechnungen
+ Variogramm
Indikatorintervall 4
Trainings-Image
-5.75 -3.8
-6.75 -5.75
-8.0 -6.75
Indikatorwerte-
bereich 1
Indikatorwerte-
bereich 2
Indikatorwerte-
bereich 3
4 Indikatorintervalle
soft-
data
-10.0 -8.00
Indikatorwerte-
bereich 4
94 Anwendung des SUFIX-Verfahrens zur Unsicherheitsanalyse
3.4.6 Propagationspfad MZ
Dieser Propagationspfad ist ähnlich dem Pfad TG strukturiert, statt der Trunca-
ted Gauss Simulationen wird hier jedoch eine manuelle Zonierung (MZ) zur Abbil-
dung der Heterogenität verwendet. Neben den harten Daten der kf-Werte aus der
Tracerversuchsauswertung werden wie in den beiden vorhergehenden Pfaden die
zusätzlichen Informationen aus der Auswertung der Bohrbeschreibungen berück-
sichtigt. Dadurch wird es auch bei einer manuellen Zonierung möglich, eine Tiefen-
differenzierung der Durchlässigkeiten in das Modell einzubringen, was mit der aus-
schließlichen Verwendung der harten Daten nicht möglich ist, da diese nur in zwei
Tiefenstufen ermittelt wurden. Die entsprechenden kf-Verteilungen für die obersten
drei von insgesamt vier Schichten zeigen die Abbildungen B-4 bis B-6 im Anhang. 
Der Ablauf des Verfahrens sieht für diesen Fall wie folgt aus:
SUFIX 1A:  Transfer der Bohrbeschreibungen in kf-Werte.
SUFIX 1B:  Die soft data-kf-Werte werden in jeder Modellschicht in jeweils
vier Intervallklassen eingeteilt, wie im Propagationspfad TG.
Variogramm: Ist hier nicht notwendig, da keine stochastischen Simulationen
verwendet werden.
SUFIX 2:  Manuelle Zonierung, wie oben beschrieben.
SUFIX 3:  Der Propagationspfad der Parameterkombinationen ist in
Abbildung 3-25 dargestellt.
SUFIX 4:  Nach Durchführung der Modellechnungen erlaubt eine Auswertung
der Ergebnisse auf Erreichen eines vorgegebenen Gütewertes, der in
der Zielfunktion definiert ist, schließlich Rückschlüsse auf die wahr-
scheinlichsten Werte aus Schritt SUFIX 1B.
3.4.7 Vergleichsrechnungen - Fälle TAE1, TAE2, TAE4, COK
Um einen Vergleich der Ergebnisse auf Grundlage des SUFIX Verfahrens mit
den Ergebnissen herkömmlicher Methoden zu ermöglichen, wurden Modellrech-
nungen nach der sog. trial&error-Kalibrierungs-Methode vorgenommen. Die Ver-
teilung der hydraulischen Durchlässigkeiten wurde hierbei als manuelle Zonierung
durchgeführt.
 Fall TAE1:
Als plausible prägende Struktur für die räumliche Verteilung der Untergrund-
durchlässigkeiten wurde eine parallel zum Fluss ausgerichtete Orientierung der
Zonierung angesehen. Es handelt sich um einen fluvialen, durch Sedimentablagerun-
gen geprägten Aquifer, so dass diese Annahme plausibel erscheint. Das hydrogeolo-
gische Modell wurde hier möglichst einfach gehalten und umfasst nur eine Schicht
im Gegensatz zu den vier Schichten des Modells, das außerhalb der Fälle TAE1 und
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TAE2 eingesetzt wurde. Für die Zonierung wurden nur die 12 kf-Werte (hard data),
die aus der Auswertung des Tracerversuchs nach Gefälle, Fließzeiten und Konzen-
trationen stammen, verwendet (s. Abschnitt 3.1.3). Abbildung B-7 zeigt die daraus
resultierende Verteilung der kf-Werte.
 Fall TAE2:
Eingebrachter Sachverstand ist immer subjektiv, also im Allgemeinen als nicht
von anderen Fachleuten reproduzierbar und damit auch als Unsicherheits-Quelle
anzusehen. Im Fall TAE2 soll die Auswirkung einer offensichtlich unwahrscheinli-
chen Zonierung dargestellt werden. Auch diese Zonierung genügt den gleichen
harten Daten wie im Fall TAE1 (s. Abbildung B-8). 
 Fall TAE4:
Im Fall TAE4 wird die gleiche Heterogenitätsabbildung in allen vier Schichten
wie im Propagationspfad MZ verwendet. Zur Berechnung werden die Mittelwerte
Abbildung 3-25: Schema der Parameterkombinationen im Propagationspfad MZ 
(Schritt Sufix3)
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der Indikatorklassen aus diesem Fall eingesetzt. Es wird also nur eine einzige
Berechnung ohne Integration einer stochastischen Komponente durchgeführt.
 Fall COK:
Eine Objektivierung der Zonierung kann auch anhand von bivariaten geostatisti-
schen Verfahren erfolgen, die in der Lage sind, als Primär-Variable eine sichere,
aber räumlich nur vereinzelt gemessene Größe zusammen mit einer Sekundär-Vari-
able zu verarbeiten, die dichter gemessen wurde, von der aber nur eine geringere
Zuverlässigkeit anzunehmen ist. Als stellvertretend für andere Verfahren wurde hier
die Cokriging-Methode eingesetzt. Verwendet wurde die Software COKB3D
(DEUTSCH & JOURNEL, 1998). Die sich daraus ergebenden kf-Verteilungen zeigen
die Abbildungen B-9 bis B-11.
Die Strukturen in der Heterogenitätsabbildung sind relativ kleinräumig. Trotz-
dem sind aber bis zu einem gewissen Ausmaß durchgehende übergeordnete Struktu-
ren zu erkennen, wie z.B. in Schicht 1 die von Nord nach Süd verlaufende Zone mit
geringen kf-Werten. Allgemein nimmt von Schicht 1 nach Schicht 3 die Größe der
Strukturen ab. Die Schätzvarianz, die Kriging-Verfahren als Ergebnis der Interpola-
tion liefert, wird hier nicht in der Unsicherheitsbetrachtung verwendet. Dies wäre
nur zulässig für lineare Modellansätze. Grundwassermodelle verwenden in der
Regel jedoch nichtlineare Ansätze. Cokriging dient hier nur dem Zweck der Hetero-
genitätsabbildung.
3.5 Ergebnisse und Bewertung
Die Ergebnisauswertung für die Fälle, in denen das SUFIX-Verfahren eingesetzt
wurde, erfolgt entsprechend dem Schritt SUFIX 4 anhand eines Vergleichs der
Rechenergebnisse des Grundwassermodells (getrennt für Strömung und Transport)
mit einer geeigneten Zielfunktion. Es wird das Verfahren des hit-scoring eingesetzt,
wie es auch von ABBASPOUR (1997) beschrieben wurde. Im Sinne des Bayes-Theo-
rems kann auf eine derartige Auswertung dann das sequential updating erfolgen (s.
a. Abschnitt 2.7.1 auf Seite 50). 
Die Messung der Wasserstände als Vergleichsdaten konnte aufgrund der Daten-
lage nur in zwei Tiefen erfolgen. Demzufolge wurde die obere Messung der Modell-
schicht 1 zugeordnet, während für die tiefere Messung die Modellschicht 2 als maß-
gebend angesehen wurde. Die Beurteilung über die Güte der Ergebnisse hängt auch
von der Zielfunktion ab, so dass möglichst mehrere Zielfunktionen für die Bewer-
tung herangezogen wurden (s. a. Abschnitt 2.7.2 auf Seite 55).
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3.5.1 Stochastische Simulationen - kontinuierliche 
Heterogenität
 Propagationspfad TB - Strömungsberechnungen:
Die Häufigkeitsverteilung des mittleren Fehlers (hier RMSE) als Gütewert für
die Modellrechnungen zeigen die Abbildung 3-26 für die 20 unkonditionierten
Simulationen und Abbildung 3-27 für die 100 konditionierten Fälle. Als Zielfunk-
tion hat diese Auswertung den Typ -ID entspechend dem Schema in Tabelle 2-11
(stationäre Rechnung, über alle Messstellen wird gemittelt, die Simulationen werden
differenziert betrachtet), als Gütewert wäre auch hier das untere Quartil dieser Häu-
figkeiten zu verwenden. Der Vergleich der beiden Abbildungen zeigt den Einfluss
der Konditionierung auf die Modellergebnisse. Für die Modellschicht 1 ergibt sich
eine Reduktion des RMSE-Mittelwertes von 34.0 cm auf 29.1 cm, für die Modell-
schicht 2 beträgt die Reduktion nur 5 cm (von 50.0 auf 45.0 cm). Die low-Quartil-
Werte als Gütekriterium für das Erreichen der Zielfunktion sind für die Modell-
schicht 1 31.8 cm und 27.3 cm und für die Modellschicht 2 47.7 und 43.3 cm (jeweils
TB und TBC).
Anhand der Auswertungen der Strömungsrechnungen mittels einer alternativen
Zielfunktion des Typs -DI ( Tabellen A-1 und A-2, stationäre Rechnung, differen-
zierte Betrachtung der Messstellen, Mittelung über alle Simulationen) ergeben sich
für das konditionierte Turning-Bands-Verfahren (Fall TBC) über alle Messstellen
gemittelt Abweichungen zwischen gemessenen und gerechneten Grundwasserstän-
den (-II) von 0.24 m für die flachen und 0.39 m für die tiefen Messstellen.
Abbildung 3-26: Absolute Häufigkeiten der RMSE, Fall TB (Strömung) - Flach 
(links) und Tief (rechts), ZF-Typ: -ID 
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 Propagationspfad TB - Transportberechnungen:
Die Ergebnisauswertung mittels einer vorgegebenen Zielfunktion kann als erster
Iterationsschritt des Bayes’-sequential-updating-Prozesses aufgefasst werden.
Gegenüber dem vorstehenden Vergleich mit den Ergebnissen einer stationären
Berechnung (Strömung) ist die Handhabung und Wahl einer geeigneten Zielfunktion
für den instationären Fall, wie ihn ein Stoffausbreitungsvorgang darstellt, wesentlich
komplexer. Vergleicht man die gemessene Ganglinie an einer Messstelle mit einer
gerechneten an jedem Zeitschritt, so ergibt sich eine Zielfunktion vom Typ DDD.
Hier besteht jedoch das Problem, dass der Gütewert, der entscheidet, ob diese Simu-
lation für zukünftige Prognosen eingesetzt werden soll, sich mit jedem Zeitschritt
ändern muss. Eine typische Durchbruchskurve zeigt zum Ende hin deutlich kleinere
Konzentrationen als im Mittel, wobei auch die Differenzen in Absolutwerten diesem
Trend folgen. Ein fester RMSE-Wert für alle Zeitschritte würde demnach im Maxi-
mum der Kurve zu viele Simulationen verwerfen und im Gegenzug am Ende der
Kurve zu viele akzeptieren. 
Das hier eingesetzte Konzept ermittelt den Gütewert so, dass für jeden Rechen-
schritt dieser Wert (low-quartil) neu berechnet wird. Damit ist global die beste
Simulation ermittelbar, indem entweder eine RMSE über alle Differenzen zwischen
Mess- und Modellwerten einer Simulation gebildet oder die Häufigkeit des Unter-
schreitens des Gütewertes als Kriterium verwendet wird (jeweils ZF-Typ DID).
Wegen der oben geschilderten Problematik eines festen RMSE-Wertes wird hier der
zweite Ansatz gewählt.
Die Frage ist weiterhin, bis zu welcher Stelle des Propagationspfades das
updating zurück reichen soll. Maßgebend für das updating der a priori-Verteilungen
der Eingangsdaten ist der in Abbildung 3-19 dargestellte Propagationspfad. Als
erstes stehen demnach die Simulationen zur Güte-Beurteilung und anschließendem
updating an.
Abbildung 3-27: Absolute Häufigkeiten der RMSE, Fall TBC (Strömung) - Flach 
(links) und Tief (rechts), ZF-Typ: -ID
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In der Auswertung zeigt sich, dass je nach Zielfunktion verschiedene Simulatio-
nen und damit differierende Eingangs-Parametersätze als 'beste' ausgewiesen wer-
den: 
• Wird für die Beurteilung der Strömungsergebnisse ein Zielfunktionstyp 
-ID (stationär, räumlich integriert, differenzierte Simulationen) herange-
zogen, ergeben sich die Nummern 11 und 20 für die am besten geeigne-
ten Simulationen im unkonditionierten Fall und die Simulationen 2 und 7
als beste im konditionierten Fall (s. a. Tabelle 3-7). 
Für die 100 Modellrechnungen wurde jede Simulation mit 5 Stichproben
der kf-Werte konditioniert, wobei sich zeigte, dass für die Strömungsfälle
die Stichprobe selbst einen geringeren Einfluss auf die Ergebnisse hat als
die Simulation selbst. Dies kann man so interpretieren, dass die Struktur
bzw. Topologie des Parameterfeldes einen deutlich höheren Einfluss auf
die Ergebnisse besitzt als die Zuweisung der Werte zu den entsprechen-
den Strukturen. In der Tabelle werden deshalb die Simulationen 2 und 7
mit verschiedenen Stichproben der kf-Werte jeweils zweimal als opti-
male Simulation aufgeführt. 
• Für die Beurteilung der Transportberechnungen wird die Zielfunktion
IID (über die Zeit integriert, räumlich integriert, differenzierte Simulatio-
nen) verwendet. Hier ist der Einfluss der Struktur nicht so deutlich ausge-
prägt, so dass für den optimierten Fall verschiedene Simulations-
nummern gefunden werden. Aber auch hier liegen z.B. vier von fünf
Modellrechnungen auf Basis der Simulation 18 weit über dem Durch-
schnitt der Häufigkeiten des Unterschreitens des Gütewertes (s.
Abbildung 3-31). 
Es ist erkennbar, dass im unkonditionierten Fall (TB) andere Simulatio-
nen als 'gut' identifiziert werden als im mit soft data konditionierten Fall
(TBC). Die Konditionierung der im Fall TB eigentlich 'guten' Simulatio-
nen (Nr. 10 und 16) verändert deren Strukturen also derart, dass das
Transportverhalten nicht mehr richtig abgebildet werden kann. Die
Frage, ob die konditionierten Simulationen die gemessenen Werte besser
abbilden als im anderen Fall, ist nicht zu beantworten. Der Grund hierfür
ist, dass sich die mittleren RMSE-Werte nicht vergleichen lassen, da ver-
schiedene Zeitschritte in der Häufigkeitsverteilung enthalten sind. Die
RMSE-Werte als Gütekriterium sind aber in jedem Zeitschritt verschie-
den, da sie den absoluten Konzentrationswerten in jedem Zeitschritt
angepasst werden (s. Abbildungen 3-28 und 3-29)
Lokal betrachtet führen die zwei global besten Simulationen zu unterschiedlich
guten Übereinstimmungen mit den Durchbruchskurven an einzelnen Messstellen.
Abbildung B-12 zeigt, dass die gerechneten Durchbruchskurven auf der Basis unter-
schiedlicher Simulationen durchaus zueinander sehr ähnlich (TS2.2 und Br.02), aber
auch deutlich unterschiedlich sein können (V19). Im Falle der Simulation 16 wäre
eine lokale Optimierung im Bereich der Messstelle V19 notwendig. Die Gesamt-
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streuung der Ergebnisse auf der Grundlage sämtlicher Ergebnisse zeigt
Abbildung B-13.
Für den Fall TBC zeigt Abbildung B-14 an drei Messstellen den Vergleich zwi-
schen den Ergebnissen berechnet mit den zwei global besten Simulationen und den
jeweils lokal besten Simulationen. Einen Eindruck von der Streubreite der gesamten
Ergebnisse gibt Abbildung B-15 in Form eines mean-box Diagramms. Gegenüber
den Ergebnissen im unkonditionalen Fall TB ist die Varianz erwartungsgemäß deut-
lich verringert
Ein lokales updating der TB-Simulationen selbst, z.B. anhand einer Zielfunktion
vom Typ DDD, ist derzeit erst in Ansätzen möglich (GÓMEZ-HERNÁNDEZ, 1997)
und wurde hier nicht durchgeführt. Dieser Prozess würde auch unterschiedliche
Abbildung 3-28: Wert des Gütekriteri-
ums low-quartil für jeden Zeitschritt im 
Fall TB
Abbildung 3-29: Wert des Gütekriteriums 
low-quartil für jeden Zeitschritt im Fall 
TBC
Abbildung 3-30: Häufigkeit des 
Unterschreitens der Zielfunktion, 
Fall TB (Gütewert ist low-quartil).
Abbildung 3-31: Häufigkeit des 
Unterschreitens der Zielfunktion, 
Fall TBC (Gütewert ist low-quartil).
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Ergebnisse liefern, abhängig von der Art der Konditionierung. Die Auswahl der
Simulationen für tatsächliche Prognoserechnungen ist damit weitgehend an das
angestrebte Untersuchungsziel (Strömungsuntersuchungen bzw. Ausbreitungsbe-
rechnungen) gebunden (s. dazu auch ABBASPOUR, 2000).
Auf der Basis der als gut beurteilten Turning-Bands-Simulationen kann dann der
Propagationspfad weiter zurückverfolgt werden zur nächsten Stufe, den Variogram-
men. Die Verringerung der Unsicherheiten des range-Parameters der Variogramme
zeigt exemplarisch Abbildung 3-32 ebenfalls für den Fall TB. Als Gütewert wurde
hier ein mindestens dreimaliges Unterschreiten der low quartil-Zielfunktion einge-
setzt.
Abbildung 3-32: a posteriori-Verteilung von range (vgl. mit Abbildung 3-17}
Tabelle 3-7: Beste Simulationen der Strömungs- und Transportberechnungen im 
Propagationspfad TB. 
Fall ZF-Typ
Nr. der beiden 
besten Simulationen
Zugehörige 
RMSE
TB-Strömung Modellschicht 1 -ID 11,20 0.30, 0.31 (m)
TB-Strömung Modellschicht 2 -ID 11,20 0.46, 0.47 (m)
TBC-Strömung Modellschicht 1 -ID 2, 2 (jeweils versch. 
Konditionierung)
0.26,0.26 (m)
TBC-Strömung Modellschicht 2 -ID 7, 7 (jeweils versch. 
Konditionierung)
0.43, 0.43 (m)
TB-Transport IID 10,16
(Abbildung 3-30)
abhängig vom 
Zeitschritt 
(Abbildung 3-28)
TBC-Transport IID 18,2,14,15 
(Abbildung 3-31)
abhängig vom 
Zeitschritt 
(Abbildung 3-29)
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Die prinzipielle Möglichkeit des Rückschlusses z.B. auf den kf-Wert für die
jeweilige Bohrung und Tiefe ist in der Abbildung 3-33 gezeigt. Links ist jeweils die
Ausgangsverteilung (a priori-Wahrscheinlichkeiten) und rechts die a posteriori-
Verteilung dargestellt. Grundlage für dieses updating ist das Ergebnis der Strö-
mungsberechnung im Fall TB.
Es muss also festgehalten werden, dass für eine Auswertung nach den Gütekri-
terien des Falles TBC abweichende Ergebnisse für die maßgebenden Verteilungen
der Durchlässigkeit und der Variogrammparameter zu erwarten sind. Die für eine
Stoffausbreitung im Boden verantwortlichen Strukturen können demnach nicht
zweifelsfrei und eindeutig aus den Ergebnissen von Strömungsberechnungen abge-
leitet werden. Nicht untersucht wurde hier die Zuverlässigkeit der Messungen der
Parameter, die für die Gütebeurteilung der Transportberechnungen eingesetzt wur-
den. Systematische Fehler bei der Analyse der Wasserinhaltsstoffe können die
Ergebnisse einer Unsicherheitsanalyse sicher maßgeblich beeinflussen. Sind Fehler-
grenzen der Analysen bekannt, können auch die Messwerte im SUFIX Verfahren als
unsichere Größen berücksichtigt werden. Hierzu müsste dann eine a-priori Vertei-
lung der Messwerte angenommen werden und für die Gütebeurteilung der Modell-
ergebnisse müssten dann jeweils Stichproben aus diesen Verteilungen gezogen wer-
den.
Ein Ganglinienvergleich zwischen gemessenen und berechneten Konzentratio-
nen (ZF-Typ DDD) bietet einen qualitativen Eindruck von der Güte der Simulatio-
nen. Hier tritt besonders deutlich das Problem des Unterschieds zwischen lokaler
und globaler Güte einer Simulation hervor. Dies bedeutet, dass die global besten
Abbildung 3-33: Updating der kf-Verteilung am Bohrpunkt 11
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Simulationen lokal nicht unbedingt die beste Übereinstimmung an allen Messstellen
repräsentieren.
Die globale Güte dieses Propagationspfades ist mittels eines über alle Transport-
berechnungen gemittelten RMSE Werts (Zielfunktions-Typ III) möglich. Für den
Fall TBC beträgt dieser 1.31 mg/l bzw. 1.12 mg/l als Mittel über die 25% besten
Simulationen (s. Tabelle A-3). Für updating-Zwecke ist diese Zielfunktion wegen
ihres globalen Charakters nicht verwendbar
Einen qualitativen Eindruck über die Güte der Simulationen in Bezug zu räum-
lichen Lage der Messstellen gibt eine Darstellung des Zielfunktionstyps IDI, wo die
RMSE über die Zeit und alle Simulationen integriert wird (s. Abbildung B-20). Hier
wurde eine Interpolation der low quartil-Werte aus Tabelle A-3 vorgenommen. Ver-
gleicht man die Auswertungen verschiedener Propagationspfade miteinander, lassen
sich eventuelle systematische Abweichungen lokalisieren, die sich aus Annahmen
über das zugrundeliegende konzeptionelle (hydrogeologische) Modell ergeben.
Hierzu gehören z.B. Annahmen über Brunnenförderungen, welche die Modellergeb-
nisse derart (über)prägen können, dass der Einfluss der Variation anderer Parameter
durch unterschiedliche Simulationen in den Hintergrund tritt. 
3.5.2 Stochastische Simulationen - diskrete Heterogenität
 Propagationspfad TG - Strömungsberechnungen:
Die Güte der gesamten Strömungsberechnungen mit dem Truncated Gauss-Ver-
fahren zur Simulation der Durchlässigkeitsfelder zeigt die Abbildung 3-34 als Häu-
figkeitsverteilung der RMSE. Die mittleren Abweichungen betragen an den Flach-
messstellen 0.38 m und an den Tiefmessstellen 0.54 m.
Abbildung 3-34: Absolute Häufigkeiten der RMSE Fall TG (Strömung) - Flach 
(links) und Tief (rechts), ZF-Typ: -ID}
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Führt man die Güteauswertung alternativ nach einer Zielfunktion vom Typ -DI
durch, ergibt sich ein  mittler Fehler von 0.36 m an den Flachmessstellen bzw. von
0.51 m an den Tiefmessstellen (s. Tabellen A-4 und A-5). Eine hydraulische Trenn-
funktion, wie sie durch die Potenzialdifferenzen zwischen Flach- und Tiefmessstel-
len nachgewiesen ist, wird demnach nicht nachgebildet.
 Propagationspfad TG - Transportberechnungen:
Der mittlere RMSE Wert (Zielfunktionstyp III) liegt mit 1.11 mg/l an zweiter
Stelle aller untersuchten Fälle (s. Tabelle 5-1 und Tabelle A-6).
Eine globale Auswertung der Transportberechnungen wird wie im vorhergehen-
den Fall abhängig vom Zeitschritt durchgeführt (ZF-Typ DID, d.h. nur der Ort wird
integriert betrachtet). Der Gütewert kann hier jedoch, wegen der relativ großen
Anzahl von Simulationen strenger gefasst werden. Es wird die Hälfte des low quar-
til-Wertes verwendet, so dass bei 80 Simulationen insgesamt die jeweils 10 besten
als 'gut' eingestuft werden (s. Abbildung 3-35).  
Abbildung 3-35: Häufigkeit des Unterschreitens der Zielfunktion im Fall TG 
(Gütewert ist low quartil*0.5)
Tabelle 3-8: Globale Güte der besten Simulationen
Fall ZF-Typ
Nr. der 3 besten 
Simulationen zugehörige RMSE
TG-Strömung (Modell-
schicht 1)
-ID 43,24,4 0.26; 0.29; 0.29 [m]
TG-Strömung (Modell-
schicht 2)
-ID 43,24,4 0.43; 0.46; 0.46 [m]
TG-Transport IID 43,4,29 0.26; 0.29; 0.29 [mg/l]
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Im Gegensatz zum Fall TB entsprechen hier die besten Simulationen zur Nach-
bildung der Strömungsverhältnisse (Nr. 43,24,4) weitgehend denen, die auch bei den
Transportrechnungen als geeignet eingestuft werden (Nr. 43,4,29).
Ganglinienvergleiche der Durchbruchskurven an ausgewählten Punkten erlau-
ben eine Abschätzung, inwieweit die global besten Simulationen auch die lokalen
Messungen wiedergeben können. Wie im vorhergehenden Fall wird anhand dreier
ausgesuchter Messstellen eine Gegenüberstellung der global besten und der lokal
besten  Ergebnisse gegeben (s. Abbildung B-16). Die Streuung der Ergebnisse für
jeden Zeitschritt zeigt Abbildung B-17.
Nach Vergleich mit dem Gütewert einer Zielfunktion (hier RMSE) ist ein
updating der Eingangsparameter der Modellierung möglich. Die Abbildung 3-36
zeigt die a posteriori-Verteilungen für die vier verwendeten Indikatorintervalle der
kf-Werte und die Anisotropiefaktoren der Zwischenschicht. Die Verteilungen nach
dem updating-Prozess basieren auf den Ergebnissen der Transportberechnungen.
Als Gütewert wurde ein mindestens fünfmaliges Erreichen des low-quartil-Wertes
der jeweiligen Zeitschritte vorgegeben. Es ist zu erkennen, dass die a posteriori-Ver-
Abbildung 3-36: Vergleich von Ausgangsverteilung und a posteriori-Verteilung der 
kf-Intervalle und der Anisotropiefaktoren der Zwischenschicht (Fall TG)
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teilungen für die kf-Wert-Intervalle keine signifikante Einschränkung des Unsicher-
heitsbereiches aufweisen. Lediglich für das Intervall 1 und die Anisotropiewerte ist
eine merkliche Häufung der Werte in einem begrenztem Klassenbereich zuerken-
nen. Führt man das updating allein auf Grundlage der Strömungsberechnungen
durch, ist keinerlei Verbesserung der angenommenen Unsicherheitsbereiche zu
erkennen.
Ein updating der a priori-Werte aus dem Schritt SUFIX 1B ist mit diesem Ver-
fahren in dieser Anwendung damit nur sehr eingeschränkt möglich. Da die Simula-
tionen mit konstanten geostatistischen Parametern erstellt wurden (Schritt SUFIX
2), verschiebt sich die Verringerung der Parameter-Unsicherheit auf das ranking der
Simulationen. Das bedeutet, dass ein sinnvolles updating erst in Schritt SUFIX 4 in
der Art durchgeführt werden kann und demzufolge die Prognoserechnungen nur mit
den Simulationen durchgeführt werden, die die Zielfunktion unterschreiten. Nach-
teilig hierbei ist die Tatsache, dass die Zielfunktion nur die global besten kf-Vertei-
lungen berücksichtigt, während durch eine Einbeziehung der Verbesserung der
Intervall-Sicherheiten in Schritt SUFIX 1B auch eine lokale Verbesserung der
Durchlässigkeitsverteilungen möglich wäre.
3.5.3 Propagationspfad SA (Simulated Annealing)
Die RMSE als Auswertung zur Güte der Strömungsberechnungen ist in
Abbildung 3-37 jeweils als Häufigkeitsdiagramm für den Vergleich mit Flach- und
Tiefmessstellen dargestellt. Da die Wertezuweisung zu den Strukturen des Simula-
ted Annealing mit konstanten Mittelwerten in jedem Indikatorintervall erfolgte, ist
eine Rückrechnung auf die wahrscheinlichsten Intervallwerte hier nicht möglich
bzw. notwendig.
Abbildung 3-37: Absolute Häufigkeiten der RMSE (Strömung) - Flach (links) und 
Tief (rechts), Fall SA, ZF-Typ: -ID
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3.5.4 Propagationspfad MZ (Manuelle Zonierung)
 Strömung:
Die RMSE als Auswertung zur Güte der Strömungsberechnungen ist in
Abbildung 3-38 jeweils als Häufigkeitsdiagramm für den Vergleich mit Flach- und
Tiefmessstellen dargestellt.
Die Auswertung der Strömungsberechnungen entsprechend dem SUFIX-Ver-
fahren, das über eine 'Treffer-Auszählung' anhand des Erreichens einer vorzugeben-
den Zielfunktion (hier: RMSE) Rückschlüsse auf die tatsächlichen Eingangswerte
zulässt, brachte die in Abbildung 3-39 gezeigten Ergebnisse für die Verteilung der
kf-Werte in den einzelnen Intervallbereichen. Insgesamt wurden 40 Realisationen
der kf-Verteilungen erzeugt und damit 40 Modellrechnungen durchgeführt.
Eine eindeutige Eingrenzung hinsichtlich der tatsächlichen Eingangswerte für
jede Klasse ist anhand der Strömungsberechnungen nur für die Wertebereiche 1 und
3 möglich. In einem weiteren Iterationsschritt wären die Wertebereiche 1 und 2
zusammenzulegen und der Bereich 4 noch weiter zu unterteilen. Ebenfalls darge-
stellt ist die Abhängigkeit der Ergebnisse vom Gütewert der Zielfunktion. Die Unter-
schiede zwischen einem Wert von 0.15m und 0.11m, die jeweils unterschritten
werden müssen, sind deutlich zu erkennen. Eine Verbesserung des updating war
auch mit einer entsprechenden Auswertung auf Grundlage der Transportberechnun-
gen nicht möglich.
 Transport:
Die Ermittlung der Güte der einzelnen Simulationen im Bezug zu den Ergebnis-
sen der Transportberechnungen ist in Abbildung 3-40 auf der Grundlage von drei
verschiedenen Zielfunktionen durchgeführt worden.
Abbildung 3-38: Absolute Häufigkeiten der RMSE (Strömung) - Flach (oben) und 
Tief (unten), Fall MZ, ZF-Typ: -ID
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Die erste Auswertung (oberes Diagramm) entspricht der in den vorhergehenden
Fällen verwendeten, indem  global (über alle Messstellen) das untere Quartil der
RMSE-Werte aus den Abweichungen zwischen Messung und Rechnung für jeden
Zeitschritt ermittelt wurde. Jede Simulation, deren RMSE-Wert den Quartil-Wert
unterschreitet, wird in der Auswertung als geeignete Simulation angesehen. Die
mittlere Auswertung in der Abbildung 3-40 ermittelt dagegen den unteren Quartil-
Wert lokal aus den Abweichungen an jeder Messtelle, es spielt hierbei keine Rolle,
in welchem Zeitschritt die besten Simulationen ermittelt wurden. Die untere Aus-
wertung weicht von den beiden vorstehenden insofern ab, als hier nicht nur das
untere Quartil, sondern sämtliche Ergebnisse der Rechnungen einbezogen wurden.
Konkret wurde  jeder Simulation in jedem Zeitschritt eine Platzziffer zugeordnet. Da
fünf der 40 Modellrechnungen wegen Konvergenzproblemen nicht zu Ende geführt
werden konnten, verblieben als mögliche Platzziffern die Werte 1 bis 35. Die Platz-
ziffern wurden über alle Zeitschritte aufsummiert und durch Subtraktion von der
maximalen Ziffer und Division durch die Spannweite zwischen bester und schlech-
tester Gesamtziffer auf 1 normiert. Als Hauptvorteil dieses letzten Verfahrens ist zu
sehen, dass jede Simulation einen eindeutigen Rang erhält, während bei den Häufig-
keit-basierenden Verfahren mehrere Simulationen den gleichen Rang belegen kön-
nen.
Die Differenzen zwischen der zweiten und dritten Auswertungsoption sind nicht
signifikant, die als gut eingestuften Simulationen sind in etwa die gleichen. Dagegen
zeigen die erste und zweite Auswertung deutliche Differenzen. Sämtliche vier Simu-
Abbildung 3-39: Vergleich von Ausgangsverteilung und a posteriori-Verteilung der 
kf-Intervalle (Fall MZ)
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lationen, die in der Abbildung nach den beiden letzten Auswertungen als beste ein-
gestuft wurden (Nr. 2,6,10,18), werden in der ersten Auswertung nur mit mittlerer
Güte eingestuft.
Insgesamt scheint das ranking, wie es auch von COPTY & FINDIKAKIS (2000)
vorgeschlagen wird, Vorteile gegenüber dem Ansatz des Vergleichs mit einer Ziel-
funktion zu besitzen. Die Vorteile beruhen wohl hauptsächlich darauf, dass bei der
Auswertung immer alle Simulationen berücksichtigt werden und kein mehr oder
weniger willkürlicher Gütewert definiert werden muss, der u.U. für eine Verzerrung
in den Ergebnissen verantwortlich sein kann.
Einen Vergleich der Ganglinien an drei Messstellen zeigt Abbildung B-18. Die
Streubreite der Modellergebnisse an den gleichen drei Messstellen ist in
Abbildung B-19 als mean box Auswertung dargestellt. Eine Übersicht der räumli-
chen Verteilung der jeweiligen low quartil- Werte an den 30 Messstellen gibt
Abbildung B-22. Die relative Verteilung der Messstellen mit den größten Abwei-
chungen ähnelt der aus den vorher beschriebenen Fällen, die Werte sind aber insge-
samt kleiner.
3.5.5 Vergleichsrechnungen
 Fall TAE1 - Strömung:
 Da hier nur eine einzelne Rechnung durchgeführt wurde, entfallen die Auswer-
tungen zur Variation der Ergebnisse. Abbildung B-23 zeigt das Ergebnis der Strö-
mungsmodellierung als Gleichenplan der Grundwasserpotentiale. Als Maß für die
Güte der Modellierung wird der über alle Messstellen gemittelte RMSE der Abwei-
chungen zwischen Messungen und Rechenergebnissen an den verfügbaren 12 Beo-
bachtungspunkten für Grundwasserstände verwendet. Die mittlere Abweichung
zwischen gemessenen und berechneten Grundwasserständen beträgt 0.17 m (s.
Tabelle A-10). Die Abweichungen sind nicht gleichmäßig über die Fläche verteilt,
im Bereich der Messstellen TS3.1 bis TS3.3 ist eine gegenüber anderen Bereichen
deutlich erhöhte Differenz festzustellen (s. Abbildung B-24). Eine weitere Optimie-
rung der kf-Verteilung würde bei einer manuellen Kalibrierung demnach in diesem
Bereich ansetzen. Die Unterschiede in den Abweichungen zwischen Flach- und
Tief-Messstellen entsprechen etwa dem gemessenen Potenzialunterschied zwischen
beiden Tiefenstufen, was durch die Vernachlässigung einer Schichtung in diesem
Modellansatz auch zu erwarten war.
 Fall TAE1 - Transport:
Auch für die Beurteilung der Güte der Tracermodellierung wurde der RMSE-
Wert verwendet, wobei hier auch über alle 10 Zeitschritte der Rechnung integriert
wurde. Im Fall der Tracerausbreitung beträgt der RMSE Wert 1.36 mg/l (s.
Tabelle A-11). Es erfolgt ein Vergleich mit den Konzentrationsmessungen an insge-
samt 30 Messstellen. Hierzu gehören auch die 12 Messstellen, die in zwei Tiefen
ausgebaut wurden. Ein Vergleich der Konzentrationen erfolgt in der Tabelle nur für
die Messungen in den T-Messstellen, da auch die 18 anderen Messungen im Unter-
suchungsgebiet als Tiefmessungen angesehen werden können. 
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Stellt man die Werte aus Tabelle A-11 als flächige Verteilung dar (Abbildung B-
24), erkennt man auch hier wie bei den Strömungsergebnissen, dass die Abweichun-
gen nicht gleichmäßig verteilt, sondern vor allem im nördlichen Bereich konzentriert
sind. 
 Fall TAE2 - Strömung:
Der RMSE-Wert für die Strömungsberechnung ist mit 0.21 m höher als im Fall
TAE1, jedoch liegt auch hier die größte Abweichung zur Messung im Bereich der
Abbildung 3-40: Vergleich der Güte der Transportmodellierung mit verschiedenen 
Zielfunktionen  (Fall MZ)
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Punkte TS3.1 bis TS3.3 (s. Tabelle A-12). Abbildung B-25 zeigt die Potentialvertei-
lung in diesem Rechenfall.
 Fall TAE2 - Transport:
Die Transportrechnung zeigt mit 1.35 mg/l einen fast exakt gleich großen
RMSE-Wert wie im Fall TAE1. Als Ursache für die räumlich sehr ähnliche Vertei-
lung der Modellabweichungen (Abbildung B-26) müssen in erster Linie die durch
die grobe Zonierung und das einschichtige hydrogeologische Modell nicht erfassten
lokalen transportwirksamen Strukturen angesehen werden. Die unterschiedlichen
großskaligen Strukturen spielen in diesem Fall anscheinend keine Rolle. Zusätzlich
können jedoch auch Messfehler an diesen Punkten von Bedeutung sein.
 Fall TAE4:
Für die Grundwasserstände ergeben sich in Schicht 2 folgende Verhältnisse (s.
Abbildung B-27). Die Differenz zu den anderen Schichten ist nicht sehr ausgeprägt,
die Unterschiede zum Fall TAE1 sind jedoch deutlich erkennbar. 
Trotz der Integration zusätzlicher Informationen ergibt sich bei der Berücksich-
tigung von Zusatzinformationen in Form der Bohrdatenauswertungen eine Ver-
schlechterung des Ergebnisses für die Strömung gegenüber den Fällen TAE1 und
TAE2. Je mehr Information für die Zonierung der kf-Werte verfügbar ist, desto klei-
ner werden die Zonen selbst. Das heißt, die aus den Bohrdaten gewonnenen Infor-
mationen bilden augenfällig nicht die Strukturen ab, die für die Strömung wichtig
sind. Andererseits ergibt sich aber eine Verbesserung für die Nachbildung der Trans-
portvorgänge gegenüber den beiden anderen Fällen, woraus zu schließen ist, dass die
kleinräumige Zonierung die bevorzugten Fließwege für die Stoffausbreitung besser
widerspiegelt als die großen homogenen Durchlässigkeitsbereiche. 
 Cokriging:
Die berechneten Grundwasserpotentiale ähneln deutlich denen aus Fall TAE4
(Abbildung B-28), was wohl auf die ähnlichen Größen der Zonen gleichen kf-Wertes
zurückzuführen ist. Die räumliche Verteilung der Modellabweichungen zeigt
Abbildung B-29.
Neben der Größe der RMSE ist auch die Verteilung und Größe der Modellabwei-
chungen für die Strömungsberechnung mit denen im Fall TAE4 fast identisch. Die
mittlere RMSE für die Transportkalibrierung ist jedoch schlechter als in den drei
vorhergehenden Fällen.
Es zeigt sich, dass bei den Differenzen für die Flachmessstellen immerhin 22
Ergebnisse unter dem RMSE-Wert des Falls TAE1 (0.17m) liegen. Der mittlere
RMSE-Wert (ZF-Typ: -II) liegt mit 0.13 m deutlich unter den Ergebnissen der oben
beschriebenen Fälle. Werden für Prognoserechnungen nur die besten 25 % der Rea-
lisationen verwendet, vermindert sich der mittlere Fehler für die Strömungsberech-
nungen auf 0.09 m. Der Vergleich für die Tiefmessstellen bringt analog zu den vor-
hergehenden Fällen im Mittel ein deutlich schlechteres Ergebnis mit 0.30 m. Auch
hier ist also festzustellen, dass die Wirkung der durch Messungen bestätigten Trenn-
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schicht nicht ausreichend nachgebildet werden kann. Auch der beste RMSE-Wert
für eine einzelne Simulation liegt noch bei 0.253 m.
3.6 Zusammenfassung
In der Fallstudie wird die Anwendung des SUFIX Verfahrens auf eine konkrete
Problemstellung gezeigt. Das Untersuchungsgebiet kann man mit einer Fläche von
0,25 km2 auf der eine hydraulische Sanierung durchgeführt werden sollte als klein-
räumig bezeichnen. 
Es konnte eine Vielzahl von Bohrprofilen für die Generierung von Durchlässig-
keitsbeiwerten als soft data verwendet werden. Für die Aufstellung des hydrogeolo-
gischen Modells wurde zusätzlich auf die Ergebnisse eines Tracerversuchs zurück-
gegriffen. Diese Ergebnisse dienten darüber hinaus als Grundlage für die
Beurteilung der Eignung der gwählten Propagationspfade zur Quantifizierung der
Modellunsicherheiten und zur Bewertung der Güte der unterschiedlichen Verfahren,
mit denen jeweils die Abbildung der Bodenheterogenität durchgeführt wurde. 
Für die Erstellung des hydrogeologischen Modells wurden sechs Schichten iden-
tifiziert, von denen die untersten vier in das numerische Modell übernommen wur-
den. Die anderen beiden bilden die ungesättigte Zone, die in dieser Arbeit nicht
betrachtet wird. Mit dem numerischen Modell wurde zuerst eine stationäre Berech-
nung der Grundwasserströmung vorgenommen. Die sich anschließende Berechnung
des Ausbreitungsverhaltens des Bromid Tracers wurde über einen Zeitraum von 100
Tagen durchgeführt. 
Die Güte der Generierung der soft data aus den Bohrbeschreibungen konnte
anhand von Korrelationsdiagrammen an einzelnen Punkten überprüft werden. Der
Ablauf des SUFIX Verfahrens wurde jeweils an die spezifischen Erfordernisse der
einzelnen Propagationspfade mit unterschiedlichen Methoden der Heterogenitätsab-
bildung angepasst. Die als unsicher anzunehmenden Parameter waren entsprechend
weitgestreut und reichten von den kf-Werten (als soft data),über Variogrammpara-
meter bis zur Belegung der Strukturen mit Durchlässigkeitsbeiwerten bei den sto-
chastischen Simulationen mit indikatorbasierten Methoden.
Bei den Ergebnissen zeigte sich deutlich, dass die räumliche Verteilung der
generierten Zonen gleicher Durchlässigkeit generell einen größeren Einfluss auf die
Ergebnisse hat als die Veränderung der Werte, die ihnen zugewiesen werden. Dies
spiegelt sich vor allem darin wider, dass die Ergebnisse auf Grundlage von manuel-
len Zonierungen keine schlechtere Güte aufweisen als die anderen Verfahren. Als für
das Bayes’ updating am besten geeignet erweisen sich die Propagationspfade, die
indikatorbasierte Heterogenitätsabbildungen einsetzen. 
Fallstudie 2: Neuwieder 
Becken
Die hier verwendeten Daten stammen aus Untersuchungen, die im Vorfeld und
während einer hydraulischen Sanierung im Neuwieder Becken gewonnen wurden.
In den Jahren 1984 bis 1987 wurde an 61 Messstellen die Konzentrationen von Tri-
chlorethen und Tetrachlorethen, die vor allem in der Industrie als Entfettungs- und
Reinigungsmittel verwendet werden, gemessen. Während in der Fallstudie 1 die
Anwendung von Unsicherheitsanalysen auf ein kleinräumiges und in der Unter-
grundstruktur sehr heterogenes Gebiet dargestellt wurde, stellt das Neuwieder
Becken ein Fall dar, in dem diese Verfahren auf ein mittelskaliges und eher homo-
genes Untersuchungsgebiet angewendet werden.
4.1 Datenauswertung
4.1.1 Untersuchungsgebiet
Das Untersuchungsgebiet umfasst das Neuwieder Becken zwischen dem Ober-
rheingraben im Südosten und der Niederrheinischen Bucht im Nordwesten (s.
Abbildung 4-4). Für hydrologische/-hydrogeologische Untersuchungen ist dieses
Gebiet besonders geeignet, da sich der Hauptgrundwasserleiter gut abgrenzen lässt
und auch die anderen hydrologischen Randbedingungen gut fassbar sind. Zudem ist
der Umfang der vorhandenen Datenbasis generell als groß zu bezeichnen.
4.1.2 Geologische Verhältnisse
Eine vereinfachte Übersicht zu den generellen geologischen Verhältnissen zeigt
Abbildung 4-1.Entsprechende geologische Schnitte sind aus Abbildung 4-2 zu ent-
nehmen. Insgesamt liegen für das Neuwieder Becken 460 Bohrprofilbeschreibungen
vor, die aus sehr unterschiedlichen Quellen stammen und eine entsprechend breite
Streuung ihrer Qualität aufweisen. Die auswertbaren Beschreibungen wurden in eine
Datenbank überführt, wobei den jeweiligen Schichtansprachen durch einen Geolo-
gen ein oder mehrere Kürzel (nach DIN 18196) zugewiesen wurden, um die späteren
Auswertungen nach dem Verfahren in Abschnitt 2.7.3 auf Seite 60 zu ermöglichen.
Zur fachlichen Plausibilitätskontrolle wurden alle Datenbankeinträge über ein Aus-
werteprogramm grafisch als Profile dargestellt, wobei die DIN-Kürzel in entspre-
chende Signaturen konvertiert wurden. Ein Beispiel hierfür wird in Abbildung 4-3
gezeigt. In die endgültige Auswertung wurden 351 Profilbeschreibungen übernom-
men. In Abbildung 4-4 sind dies alle Bohransatzpunkte, die innerhalb der Rechte-
ckumrandung liegen, welche die Grenze des Auswertungsbereiches markiert.
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Neben den Bohrprofilen wurden auch Sieblinien ausgewertet, die aus dem Mate-
rial der etwa 5-10m in den Aquifer einschneidenden Rheinsohle gewonnen wurden
(s. Abbildung 4-5). Sie spiegeln demzufolge vor allem die Verhältnisse im mittleren
Tiefenbereich der Beckenfüllung (etwa 10-20m mächtig) wider. Eine Auswertung
der Sieblinien wurde nach den Transferfunktionen von HAZEN (1892) und BEYER
(1964) durchgeführt.
Die Auswertung nach HAZEN erfolgte mit:
(4.1) 
Die Auswertung nach BEYER wurde entsprechend den Tabellen in BEYER(1964)
vorgenommen, die neben dem Durchmesser d10 auch d60 für die kf-Wert-Ermittlung
einbeziehen, mit Ungleichförmigkeitsgrad U=d60/d10 (s. Tabelle 4-1). 
Darüberhinaus erbrachte die Auswertung von Berichtsquellen über früher durch-
geführte kf-Wert-Bestimmungen im Bereich des Neuwieder Beckens die in
Tabelle 4-2 zusammengefassten Ergebnisse.
Die ermittelten kf-Werte liegen demnach zwischen 1*10-3 und 2*10-2 m/s. Auf-
fallend ist die gute Übereinstimmung zwischen Sieblinien- und Pumpversuchsaus-
wertung, was z.T. Beobachtungen anderer Autoren widerspricht (z.B. ROVEY &
CHERKAUER, 1995), die eine deutliche Skalenabhängigkeit zwischen den verschie-
denen Methoden festgestellt haben. Demnach sollten Pumpversuche immer deutlich
größere Werte als Sieblinienauswertungen ergeben. 
Abbildung 4-1: Vereinfachte geologische Karte des östlichen Teils des Neuwieder 
Beckens 
kf 0.0116 d10
2
⋅=
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Soft data-Generierung:  Nach dem in Abschnitt 2.7.3 auf Seite 60 beschriebe-
nen Verfahren wurden die Bohrprofilbeschreibungen in kf-Werte transferiert und
anschließend in 0,5m-Tiefenabschnitte unterteilt. Die Anzahl der so generierten
Datensätze beträgt insgesamt ca. 16000. Eine Häufigkeitsdarstellung dieser kf-
Werte zeigt Abbildung 4-6.
Als Nebenprodukt der vorstehenden Auswertung ergibt sich der Verlauf der
Basis des Grundwasserleiters. Abbildung 4-7 zeigt die Struktur, die sich aus der
Interpolation der NN-Höhen ergibt, an denen in den Bohrprofilen ein genereller
Wechsel von Lockergestein zu Ton oder Tonstein stattfindet. Deutlich sind einzelne
Erhebungen und tieferliegende Bereiche zu erkennen. Letztere lassen sich mit geo-
logischem Sachverstand zu Rinnen verbinden, die als frühere Flussläufe des Rheins
interpretiert werden können. Die Mächtigkeit der Aquiferfüllung beträgt im Mittel
18-20m, wovon etwa 10-15m mit Grundwasser erfüllt sind.
Abbildung 4-6 zeigt, dass die Häufigkeitsverteilung der generierten kf-Werte
nicht mit einer üblicherweise vorausgesetzten Log-Normalverteilung beschrieben
werden kann. Die hier vorliegende mehrgipflige Verteilung steht nicht in Wider-
Abbildung 4-2: Geologische Schnitte durch das Neuwieder Becken.
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spruch zu den Naturgegebenheiten, wie Untersuchungen an freistehenden Kiesgru-
benaufschlüssen belegen. Hier ist zu erkennen, dass die gut durchlässigen Kiese eine
Matrix bilden, in die einzelne Strukturkörper (die im Einzelfall mehr als 100 m
Länge erreichen können) mit geringerer Durchlässigkeit unregelmäßig eingelagert
sind. Die Matrix wird durch den Bereich zwischen ln(kf)=-6 bis -3 repräsentiert (ca.
8000 Werte). Die hohe Zahl von kf-Werten im Bereich des Tons und Tonschiefers
(ln(kf) zwischen -17 und -16) rührt daher, dass die Auswertung für alle Profile bis
20m unter die Geländeoberkante durchgeführt wurde und in vielen Fällen schon
einige Meter vor Erreichen dieser Tiefe die Aquiferbasis, die immer als Ton oder
Tonstein ausgebildet ist, angetroffen wurde. Tonlinsen treten jedoch auch vereinzelt
innerhalb des Grundwasserleiters selbst auf. Eine Plausibilisierung der generierten
Daten wurde mit den Werten aus den sonstigen Quellen durchgeführt (Siebkurven,
Pumpversuche, Laborversuche).
4.1.3 Konzentrationsdaten aus der Sanierung
Hier wird auf Daten zurückgegriffen, die im Verlaufe einer Industriegebietssa-
nierung im Bereich des Neuwieder Beckens gewonnen wurden. Eine Übersicht über
dieses Gebiet mit der Lage aller verwendeten Messstellen gibt Abbildung 4-9.
Die verwendeten Grundwasseranalysendaten wurden im Zeitraum 1984 bis 1988
gewonnen. Als konkreter Startzeitpunkt für die Transportmodellrechnungen wurde
der 4. Juni 1984 gewählt, ein Vergleich der Modellergebnisse mit den Analyse-
Abbildung 4-3: Typische Bohrprofile im Neuwieder Becken
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Messwerten wurde dann für den 1. April 1986 durchgeführt. An beiden Zeitpunkten
liegt eine relativ flächendeckende Erfassung der Schadstoffahne vor. Die verfügba-
ren Analysen betreffen hauptsächlich drei chlorierte Kohlenwasserstoffe (CKW):
Trichlorethen (Tri), Tetrachlorethen (Tetra) und 1.1.1-Trichlorethan. Für eine
Modellierung am aussagestärksten im Hinblick auf die Höhe der gemessenen Kon-
zentrationen erschien Tri, so dass die Untersuchungen sich hierauf konzentrierten.
Abbildung 4-4: Lage des Untersuchungsgebietes mit Bohransatzpunkten
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Abbildung 4-5: Typische Kornsummenlinien im Neuwieder Becken. (Aus GIEBEL et 
al., 1990)
Tabelle 4-1: Auswertung von Kornsummenlinien 
Nr. der Sieblinie aus 
Abb. 4-5
d10 
[mm] 
d60 
[mm] U [-]
kf-Wert [m/s]
Auswertung nach 
HAZEN
kf-Wert [m/s]
Auswertung nach 
BEYER
1 0.2 1.0 5 4.64 *10-4 3.2*10-4
2,3,4 0.3 5.0 16.6 1.04*10-3 6.3*10-4
5 0.3 15 50 1.04*10-3 6.3*10-4
6 0.4 15 37.5 1.86*10-3 9.6*10-4
7 0.5 15 30 2.9*10-3 1.5*10-3
10 1.4 100 71 2.2*10-2 1.2*10-2
d10 = Korngröße bei der die Summenkurve den 10%-
Punkt der Ordinate schneidet
d60 = Korngröße bei der die Summenkurve den 60%-
Punkt der Ordinate schneidet
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Die mit dem Kriging-Verfahren interpolierte flächige Konzentrationsverteilung
für den Startzeitpunkt der Modelluntersuchungen zeigt Abbildung 4-11, der Ver-
gleichszustand ist in Abbildung 4-12 dargestellt. Tiefendifferenzierte Analysen-
werte sind nur spärlich vorhanden, die verfügbaren Daten zeigen in der Mehrzahl der
Tabelle 4-2: : Ermittelte kf-Werte für das Neuwieder Becken aus Literaturrecherchen 
Quelle Methode Ort kf-Wert [m/s]
nutzbares 
Porenvolu
men [-]
Schwille, 1960 Siebkurve nach 
SICHARDT
Brunnen, Neu-
wied
5*10-3 0.25
Schwille, 1971 Pumpversuch Br. I, Rheinhö-
hen
2*10-2
Björnsen, BCE Pumpversuch Nettetal, Was-
serwerk Feldfrie-
den
6.7*10-3
Schwille, 1982 Pumpversuch 4*10-3
bis
2*10-2
(H=10-12m)
Frings, unbek. unbek.
unbek.
unbek.
Kernkraftwerk
1*10-3 bis
1.3*10-2
1.6*10-2 0.20
Abbildung 4-6:  Absolute Häufigkeiten der sich aus der soft data-Generierung 
ergebenden hydraulischen Durchlässigkeiten
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Fälle eine über den oberen Teil der Aquifermächtigkeit konstante Belastung an. Für
die Modellierung wurde deshalb als Anfangsbedingung eine 'Tri-Fahne' mit kon-
stanten Werten in den obersten 5-7m des grundwassererfüllten Aquifers vorgegeben.
Da dieser konstruierte Anfangszustand entscheidenden Einfluss auf das Ergebnis der
Modellrechnungen hat, die Interpolation der gemessenen Werte aber eine gewisse
Unsicherheit beinhaltet, wurde Wert auf eine möglichst plausible räumliche Vertei-
lung der Konzentrationen gelegt. In den Auswertungen zur Unsicherheitsbetrach-
tung wurde der Einfluss des Anfangszustandes nicht berücksichtigt, da vor allem
eine relative Eignung der Verfahren unteinander ermittelt werden sollte. Das
SUFIX-Verfahren erlaubt jedoch prinzipiell, im Schritt SUFIX 3 als unsicheren
Parameter auch den Anfangszustand einzubeziehen. Zur Problematik der Konstruk-
tion von flächigen Verteilungen von Stoffkonzentrationen auf der Grundlage von
Punktmessungen in unterschiedlichen Tiefen s. z.B. TOUSSAINT (1994). Dennoch ist
bedingt durch den relativ homogenen Aufbau des Untergrundes und das dichte
Messnetz die Konstruktion eines Iso-Planes der Konzentrationen erlaubt.
Beispiele für Konzentrationsganglinien an vier Messtellen zeigt Abbildung 4-10.
Hier ist deutlich die Datenlücke zwischen dem Anfangszustand (4.6.1984) und dem
Vergleichszustand für die Berechnungen (1.4.1986) zu erkennen
Abbildung 4-7: Höhenlage der Basis des Grundwasserleiters
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4.2 Hydrogeologisches Modell
Für die Untersuchungen wurde nur der linksrheinische Teil des Untersuchungs-
gebietes als Modellgebiet ausgewählt. Dies geschah aus drei Gründen: 
(a) Der Rhein stellt eine hydraulische Grenze für das oberflächennahe
Grundwasser dar, d.h. es kann kein Grundwasser den Rhein unterströ-
men. Ein in das Grundwasser eingebrachter Stoff, dessen Ausbreitungs-
verhalten untersucht werden soll, kann sich deshalb nicht bis zur jeweils
anderen Rheinseite bewegen. 
(b) Die von vornherein als relevant in Betracht gezogenen Szenarien für
Schadstoffausbreitungsberechnungen beziehen sich auf lokale Scha-
densereignisse mit Punkt- oder Linienquellen. Es wird also kein diffu-
ser Stoffeintrag auf großen Flächen untersucht. 
(c) Lokale Ausbreitungsuntersuchungen müssen aber in der Regel alle 3
Dimensionen berücksichtigen, womit aus rein modelltechnischen Grün-
den die maximal mögliche Anzahl der Modellknoten pro "Modell-
schicht" gegenüber horizontal-ebenen (d.h. einschichtigen)
Berechnungen um die Zahl der Schichten als Faktor reduziert wird.
Abbildung 4-8: Paläowasserspiegel des Rheins im Bereich des Neuwieder 
Beckens
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Daneben muss gerade bei Transportberechnungen gegenüber reinen
Strömungsberechnungen der räumliche Diskretisierungsabstand (Netz-
knotenabstand) deutlich kleiner gewählt werden.
Auch in diesem Beispielfall wurde deshalb für alle Szenarien als deterministi-
sche Komponente eine Tiefendifferenzierung des Modells vorgegeben. Hierzu
wurde zuerst auf der Grundlage des gesamten soft data-Datensatzes eine tiefenab-
hängige Wahrscheinlichkeit für das Auftreten der unterschiedlichen Körnungsstufen
ermittelt und anschließend die Häufigkeitsverteilung der kf-Werte in den gewählten
Tiefenstufen berechnet. 
Die Analyse der Variabilität der Durchlässigkeiten in Abhängigkeit von der
Tiefe unter Gelände wurden so durchgeführt, daß aus der Häufigkeitsverteilung der
Abbildung 4-9: Näheres Untersuchungsgebiet mit Lage der Messstellen für 
Konzentrationsmessungen im Grundwasser
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kf-Werte (Abbildung 4-6) vier Intervalle festgelegt wurden, die typische Strukturen
des Untergrundes repräsentieren (Tabelle 4-3). Zur Unterstützung wurden auch Aus-
wertungen entlang von geologischen Schnitten durchgeführt (BfG-0964, 1996). 
Die Ergebnisse dieser Wahrscheinlichkeitsanalyse für das Auftreten bestimmter
Durchlässigkeitsbereiche sind in Abbildung 4-13 dargestellt. Abbildung 4-13a zeigt,
dass die Wahrscheinlichkeit für das Auftreten von Grobkies maximal bei ca. 14%
liegt. Dieser Maximalwert wird aber nur im Tiefenbereich zwischen 48 und 55
m+NN  erreicht. Fein- und Mittelkies wird vor allem zwischen 52 und 59 m ange-
troffen (Abbildung 4-13b). Die Wahrscheinlichkeit hierfür ist mit über 60% relativ
groß. Sande werden dagegen vorwiegend oberhalb von 58 m+NN erbohrt, wobei die
Wahrscheinlichkeit mit der Höhe über NN stetig zunimmt und bei 70 m+NN ein
Maximum von ca. 60% erreicht wird. Wie zu erwarten liegen die höchsten Wahr-
scheinlichkeiten für das Auftreten von Ton und Tonstein im Bereich der Aquiferba-
sis, die im Mittel bei etwa 45 m+NN liegt. Aber auch im Tiefenbereich zwischen 60
a) Mst. 17  b) Mst. 29
c) Mst. 36r  d) Br. RH V
Abbildung 4-10: Konzentrationsverläufe (Tri) an vier ausgewählten Messstellen im 
Sanierungsgebiet.
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und 70 m+NN treten mit einer Wahrscheinlichkeit von über 20% Schluff- und Ton-
einlagerungen auf.  
Für das hydrogeologische Modell wurde auf der Grundlage dieser Auswertung
die in Tabelle 4-4 gezeigte Tiefendifferenzierung gewählt.
4.3 Numerisches Modell
Die Diskretisierung in der horizontalen Ebene wurde mit einem konstanten Kno-
tenabstand von 100m vorgenommen. Bei 107 Spalten und 63 Zeilen ergeben sich pro
Schicht 6741 Knoten. Die Lage der Zwischenschichten wurde per Programm gene-
riert, wobei ein Gefälle von 0,22 Promille von OSO nach WNW berücksichtigt
wurde. Die Anzahl der Modellschichten beträgt nur 5, obwohl die Tiefenvariabilität
anhand von 6 Schichten beschrieben wurde. Die Schicht 0 wurde für die Modellrech-
Abbildung 4-11: Interpolierte Konzentrationen 
zu Beginn der Messkampagne (6.4.1984, 
Werte für Tri in µg/l)
Abbildung 4-12: Interpolierte Konzentrationen 
am Ende der Messkampagne (1.4.1986, Werte 
für Tri in µg/l)
Tabelle 4-3: Intervalle für die Berechnungen der Auftretenswahrscheinlichkeiten von 
typischen Untergrundstrukturen 
Intervall1 Intervall2 Intervall3 Intervall4
kf-Wert 
[m/s]
> 1×10-2 6×10-4 - 1×10-2 5×10-6 - 6×10-4 < 1×10-6 
sehr große 
Durchlässigkeit
große Durchläs-
sigkeit
mittlere Durch-
lässigkeit
geringe Durch-
lässigkeit
Grobkies Fein-/Mittelkies Sand Schluff, Lehm, 
Ton(stein)
typische 
Struktur
Kiesmatrix Einlagerungen 
in Kiesmatrix, 
Aquiferbasis
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a) Tiefenabhängige Wahrscheinlichkeit für das Auftreten von Grobkies
b) Tiefenabhängige Wahrscheinlichkeit für das Auftreten von Fein- und Mittelkies
c) Tiefenabhängige Wahrscheinlichkeit für das Auftreten von Sanden (allg.)
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nungen nicht verwendet, da die Datenauswertung zeigte, dass sie unter keinen
hydrologischen Bedingungen durchströmt werden kann. Sie wäre also nur für Rech-
nungen interessant, in denen die ungesättigte Zone integriert ist. Schicht 1 wurde ent-
sprechend als oberste Modellschicht angesehen (s. Abbildung 4-14). Die
Gesamtzahl der Knoten im Modell beträgt damit 5*6741=33705 Knoten. Der Rhein
als prägende Randbedingung für die Grundwasserströmungs-Verhältnisse wurde
mittels vorgegebenen Festpotentialen im Modell berücksichtigt. Als weitere wich-
tige hydraulische Größen wurden eine Vielzahl von Brunnen integriert, wobei vor
allem die Entnahmen der Wasserwerke eine besondere Bedeutung besitzen. Für
sämtliche Entnahmen wurden langzeitig gemittelte Werte im Modell verwendet.
Abbildung 4-15 zeigt die gewählte Geometrie der Modellberandung und die hori-
zontale räumliche Diskretisierung des numerischen Modells.
d) Tiefenabhängige Wahrscheinlichkeit für das Auftreten von Schluff/Ton und 
Tonstein
Abbildung 4-13: Wahrscheinlichkeiten für das Auftreten der in Tabelle 4-3 
genannten Indikatorbereiche
Tabelle 4-4: Schichteneinteilung des hydrogeologischen Modells
Schichtnummer
Tiefenbereich von-bis [mm+NN] bezogen auf 
Bohrpunkt 304
0 66-70
1 62-66
2 58-62
3 54-58
4 50-54
5 46-50
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Abbildung 4-14: Vertikale räumliche Diskretisierung des numerischen Modells
Abbildung 4-15: Horizontale räumliche Diskretisierung des numerischen Modells
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4.4 Anwendung des SUFIX-Verfahrens zur 
Unsicherheitsanalyse
4.4.1 Generierung der soft data aus Bohrbeschreibungen
Die Generierung wurde bereits bei der Auswertung der Daten zu den geologi-
schen Verhältnissen beschrieben (s. Abschnitt 4.1.2).
4.4.2 Variographie
Als Besonderheit gegenüber einer rein statistisch ausgelegten Variogrammana-
lyse konnten hier auch geologische (deterministische) Grundinformationen des
Untersuchungsgebietes mitberücksichtigt werden. Es ist bekannt, dass sich Sedi-
mentstrukturen am Verlauf des zugehörigen Oberflächengewässers orientieren; d.h.,
dass zum einen ihre Längserstreckung grösser ist als ihre Breitenausdehnung und
zum anderen die Längsachse der Strukturen mehr oder weniger mit der Fliessrich-
tung des Gewässers übereinstimmt. Hierbei ist jedoch zu beachten, dass sich die jet-
zige Fliessrichtung im Laufe geologischer Zeiträume geändert haben kann. Frühere
Flussverläufe können sich als Rinnenstrukturen in der Aquiferbasis widerspiegeln
und sind dann aus den Bohrprofilen rekonstruierbar. Die hier durchgeführten Vario-
grammanalysen orientieren sich am derzeitigen Rheinverlauf, der mit einem Rich-
tungswinkel von ca. 150 Grad nach WNW zeigt. 
Neben der a priori-Information über die bevorzugte Ausdehnung der durch die
Variogrammanalyse zu findenden Untergrundstrukturen in der horizontalen Ebene
gibt es auch Anhaltspunkte für eine bevorzugte Orientierung eventueller Schichtun-
gen in der Tiefe, geologisch als "Fallen" von Schichten bezeichnet. Der Fallenwinkel
wird hier gleich dem Gefälle des Paläowasserspiegels angenommen, der aus dem
Verlauf der derzeitigen Quartärbasis und dem Mittelwasserniveau des Rhein abzu-
leiten ist (s. Abbildung 4-8). Der Fallenwinkel beträgt danach 0,22 Promille. Die
räumliche Lage sämtlicher 16000 Datenpunkte aus der soft data- Auswertung wurde
dementsprechend auf der Basis dieser Überlegungen per Programm angepasst,
indem die Punkte, die wahrscheinlich zu einer Struktureinheit gehören, auf die glei-
che horizontale Ebene angehoben wurden (s. Abbildung 4-16).
 Ergebnisse der Variogrammanalysen
 Horizontale Variogrammauswertungen
Für die Variogrammauswertung wurden nur diejenigen Werte berücksichtigt, die
den Aufbau des Lockergesteinsaquifers charakterisieren. Alle Werte der Profile, die
der Aquifersohle zugerechnet werden müssen, wurden aus den Datensätzen entfernt.
Die nachfolgenden Abbildungen (4-17 bis 4-20) zeigen die Verteilung der verblei-
benden kf-Werte in den einzelnen Modellschichten. Mit diesen Werten wurden die
Variogrammberechnungen durchgeführt.
Die Variogramme sind in den Abbildungen 4-22 bis 4-25 dargestellt. Um die
horizontale Richtungsabhängigkeit der Untergrundstrukturen zu erfassen, wurden
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die Auswertungen für jede Schicht in vier Richtungen vorgenommen (15,60,105,150
Grad). Gezeigt werden nur die Variogrammauswertungen in der 150o Richtung, da,
wie zu erwarten, hier die räumlichen Abhängigkeiten zwischen den Bohrpunkten
eindeutig am höchsten sind. 
Gut zu erkennen ist die mit der Tiefe deutlich zunehmende räumliche Korrela-
tion der Durchlässigkeiten. In der obersten Schicht (66-70m) liegt ein reiner Nugget-
Effekt vor, d.h. es gibt entweder keine räumlichen Abhängigkeiten oder diese sind
nur bis zu einem Abstand zwischen zwei Punkten wirksam, der unterhalb der hier
gewählten Klassenbreite von 100 m liegt. Der Variogrammverlauf in der untersten
Schicht (46-50m) kommt dagegen nahe an die Idealvorstellung eines Variogramms
heran, da hier eine fast kontinuerliche Erhöhung des Variogrammwertes mit dem
Abstand zwischen zwei Bohrpunkten bis zu einem konstanten Endwert (der Gesamt-
varianz des Datensatzes) deutlich zu erkennen ist. Hinzuweisen ist auf den relativ
Abbildung 4-16: Modifikation der Tiefenkoordinate entsprechend dem Fallenwinkel
Abbildung 4-17: Absolute Häufigkeiten der 
ln(kf)-Werte in Schicht 1 (62-66m+NN)
Abbildung 4-18: Absolute Häufigkeiten der 
ln(kf)-Werte in Schicht 2 (58-62m+NN
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kleinen Nuggetwert im Verhältnis zur Gesamtvarianz in fast allen Schichten. Dies
gibt einen deutlichen Hinweis darauf, dass die Reproduzierbarkeit der Berechnung
von kf-Werten aus Bohrbeschreibungen sehr gut ist.
Die Reichweiten der räumlichen Abhängigkeiten als stochastische Simulations-
parameter konnten aus den Diagrammen  abgeleitet werden. Die Reichweite senk-
recht zur Haupterstreckungsrichtung der Untergrundstrukturen wurde aus den hier
nicht dargestellten Variogrammen für die 60o-Auswertung abgelesen. Der ebenfalls
erforderliche Mittelwert und der Nuggetwert sind ebenfalls leicht zu berechnen bzw.
aus den 150o-Diagrammen abzulesen. Schwierigkeiten bereitet dagegen die Ermitt-
lung der Varianzen für die Simulation. Der verwendete Turning-Bands-Generator
kann nur Normal-Verteilungen simulieren, d.h. die Eingabeparameter müssen eine
Normalverteilung beschreiben, und als Ergebnis wird auch immer eine Normalver-
teilung generiert. Wie aus den Häufigkeitsdiagrammen für die kf-Werte der einzel-
nen Schichten (Abbildungen 4-17 bis 4-21) zu erkennen ist, kann in keiner der fünf
Schichten von einer Normalverteilung ausgegangen werden, die Datensätze zeigen
Abbildung 4-19: Absolute Häufigkeiten der 
ln(kf)-Werte in Schicht 3 (54-58m+NN)
Abbildung 4-20: Absolute Häufigkeiten der 
ln(kf)-Werte in Schicht 4 (50-54m+NN)
Abbildung 4-21: Absolute Häufigkeiten der 
ln(kf)-Werte in Schicht 5 (46-50m+NN)
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eher eine bimodale Verteilung. Die berechneten Varianzen für die nichttransformier-
ten Daten liegen deshalb auf unrealistisch hohem Niveau (s. Tabelle 4-5). Die für die
Gauss-basierenden Simulationen verwendeten Varianzen wurden deshalb aus den
Variogrammen ermittelt, die nach einer normal-score-Transformation der Daten
erstellt wurden. 
Hierzu wird die Ausgangsverteilung in eine Normalverteilung transformiert
(Transformation F), mit diesem Datensatz werden Variogramme berechnet und
anschließend wird die Simulation durchgeführt. Die transformierten Daten haben
den Mittelwert  mit  und die Varianz 1. Zum Schluss werden die
Simulationsergebnisse mit der inversen Transformation F-1 wieder in die ursprüng-
liche Ausgangsverteilung überführt. 
Abbildung 4-22: Variogramm der kf-
Werte in Modellschicht 1 (62-66m+NN)
Abbildung 4-23: Variogramm der kf-
Werte in Modellschicht 2 (58-62m+NN)
Abbildung 4-24: Variogramm der kf-
Werte in Modellschicht 3 (54-58m+NN)
Abbildung 4-25: Variogramm der kf-
Werte in Modellschicht 4 (50-54m+NN)
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Die Variogrammberechnungen erfolgten dann anschließend mit dem Programm
GAMV3 (DEUTSCH & JOURNEL, 1992), das als Eingabedaten beliebig im 3-D-Raum
verteilte Werte zulässt. Es ist hiermit also eine vollständig räumliche Auswertung
möglich. Als z-Koordinate (neben den Lagekoordinaten Rechts- und Hochwert)
wurde die NN-Höhe der Schichten verwendet, die bereits mit dem a priori bekann-
ten Fallen-Winkel korrigiert wurde.
In den Abbildungen 4-27 und 4-28 sind jeweils die Variogramme des Gesamtda-
tensatzes für verschiedene Richtungen, dargestellt einmal auf der Grundlage der Ori-
ginal kf - Werte und zum anderen mit den normal-score-transformierten Werten.
Erkennbar ist, dass in beiden Fällen die 1200-Richtung eine relativ gute Abgrenzung
der Reichweiten erlaubt (außerhalb derer keine Korrelation zwischen den Mess-
punkten mehr erkennbar ist). Die größte ablesbare Reichweite, die man den größten
Strukturen zuordnen kann, beträgt in beiden Fällen etwa 1400-1500 m. Unterstruk-
turen sind bei 700 m (Originaldaten) bzw. bei 400 m (transformierte Daten) zu
erkennen. Noch kleinere Strukturen können mit Reichweiten von etwa 200 m einge-
setzt werden.
Der für die Simulationen ebenfalls anzugebende Nugget-Effekt liegt bei etwa 0,1
bis 0,2. Die Gesamtvarianz (sill) aller Variogramme liegt bedingt durch die Art der
Transformation bei 1,0. Für die Gauss-Simulationen ist es möglich, diese Gesamtva-
rianz aufzuspalten in Varianzanteile, die jeder Unterstruktur zuzuordnen sind (s.
Tabelle 4.1). 
Die Verteilung der kf - Werte im Neuwieder Becken zeigt eine deutliche Tiefen-
abhängigkeit. Um diese ebenfalls a priori bekannte und damit als deterministisch
anzusehende Komponente der Durchlässigkeitsverteilung bei der Simulation
berücksichtigen zu können, wurde für jede der fünf Schichten eine getrennte normal-
score-Transformation durchgeführt. Die dabei generierten Transformationstabellen
wurden später für die schichtspezifischen Rücktransformationen der Simulationser-
gebnisse verwendet.
Abbildung 4-26: Variogramm der kf-
Werte in Modellschicht 5 (46-50m+NN)
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4.4.3 Propagationspfad TB
Ausgangspunkt dieses Propagationspfades ist die Generierung der soft data aus
den Bohrbeschreibungen (SUFIX 1A). Hier wird jedoch abweichend von der Fall-
studie 1 keine Unsicherheitsverteilung an den einzelnen Bohrpunkten berücksich-
tigt. Stattdessen wird wie im klassischen Monte Carlo Ansatz üblich die
Unsicherheitsbetrachtung auf die Generierung der Heterogenitätsabbildungen mit-
tels des Turning-Bands-Verfahrens verlagert. 
Es wurden 20 Simulationen mit der Software TB3D (DEUTSCH & JOURNEL,
1992) erstellt. Zum einen wurden die Simulationen ’roh’ verwendet, d.h. die Abbil-
dung der Heterogenität beruht nur auf den geostatistischen Parametern. Darüber
hinaus wurden diese Simulationen auch mit den soft data-Werten konditioniert.
Hierzu wurde das Verfahren von FOUQUET (1994) (s. a. Abschnitt D.3.2 auf
Seite 215 im Anhang) eingesetzt. Beispiele für die konditionierten Turning-Bands-
Simulationen zeigen die Abbildungen C-1 bis C-5. Die Schicht 1 zeigt, infolge der
vorhandenen Deckschichten, einen deutlich höheren Anteil an weniger durchlässi-
gen Bereichen als die Schichten 2 bis 4. Die Schicht 5 zeigt ebenfalls einen großen
Abbildung 4-27: Variogramme 
Gesamtdatensatz, untransformiert
Abbildung 4-28: Variogramme 
Gesamtdatensatz, normal-score 
transformiert
Tabelle 4-5: Statistische Kennwerte und Variogrammparameter 
Schicht 0 Schicht 1 Schicht 2 Schicht 3 Schicht 4 Schicht 5
Mittelwert ln(kf) -8.8 -7.8 -6.6 -6.4 -7.0 -8.6
Reichweite [m], 
150o/60o 
400/200 1200/600 900/500 1500/700 1200/600 3000/800
Gesamtvarianz 
(berechnet)
11 12 14 16 19 27
Nugget (untransfor-
miert/transformiert)
1 1 1 1 1 1
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Anteil an praktisch undurchlässigen Bereichen. Diese rühren daher, dass in dieser
Tiefe in den ausgewerteten Bohrungen sehr oft bereits die Aquifersohle erbohrt
wurde. In den Schichten 1 und 5 sind in den rechten und oberen Bereichen Rinnen-
strukturen ansatzweise zu erkennen. Die vier Schritte der SUFIX Anwendung sehen
zusammengefasst wie folgt aus (s. Abbildung 4-29): 
SUFIX1A: Transfer der Bohrbeschreibungen in kf-Werte
SUFIX1B: Es wird keine statistische Verteilung an den Bohrpunkten auf
Grundlage der generierten kf-Werte eingeführt. 
Variogramm: Für die fünf Modellschichten wird mit den 93 soft data-Werten
jeweils eine Variogrammanalyse vorgenommen. Diese Analyse ver-
wendet die normal-score-transformierten Werte der soft data, da die
nachfolgen Generierung der stochastischen Simulationen nur für nor-
mal verteilte Daten durchgeführt werden kann.
Abbildung 4-29: Prinzipieller Ablauf des SUFIX-Verfahrens im Propagationspfad 
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SUFIX2: Die Turning-Bands-Simulationen liefern demzufolge Heterogenitäts-
abbildungen mit dem Mittelwert Null und der Varianz 1. Die bei der
normal-score-Transformation entstehenden Transformationstabellen
wurden dazu eingesetzt, die generierten Daten der Simulationen zurück
zu transformieren, um die tatsächlichen Histogramme und Werteberei-
che der kf-Werte zu erhalten. 
SUFIX3: Parameterkombinationen im Sinne von SUFIX wurden hier nicht
gezogen. Im Sinne des MCM stellt aber die Auswahl einer begrenzten
Anzahl von Simulationen eine Stichprobenauswahl aus der unendlich
großen Gesamtheit aller möglichen Simulationen dar. 
SUFIX4: Die Auswertung der Zielfunktion beschränkt sich hier auf die Aus-
wahl derjenigen Simulationen, welche die gemessenen Wasserstände
und Konzentrationen am besten wiedergeben. Ein lokales updating,
z.B. durch Kombination der Bereiche mit geringen Fehlerspannen, ist
bisher nicht möglich.
4.4.4 Propagationspfad TG
Die Unsicherheit wurde hier entsprechend dem Propagationspfad TG in der Fall-
studie 1 verfolgt, d.h. die Heterogenitätsabbildungen erfolgten mit dem Truncated
Gauss-Verfahren. Die kf-Werte wurden in drei Indikatorintervalle eingeteilt und
dann darauf basierend eine Variogrammberechnung vorgenommen. Die Indikator-
schwellenwerte wurden abweichend von dem Vorgehen im Fall 1 nicht über eine
Gleichverteilung als unsichere Größen, sondern es wurde für alle Simulationen der
Mittelwert des jeweiligen Indikatorinvalls verwendet. Die Simulationen wurden mit
den generierten kf-Werten konditioniert. Der ’Träger’ der Unsicherheit ist hier allein
die Unsicherheit über die Interpolation zwischen den bekannten ’Messpunkten’, an
denen die kf-Werte im Schritt SUFIX1A ermittelt wurden.
Die Umsetzung des SUFIX-Verfahrens sieht damit folgendermaßen aus:
SUFIX 1A:  Transfer der Bohrbeschreibungen in kf-Werte
SUFIX 1B: Einteilung der kf-Werte in 3 Intervallklassen. Die Simulationen in
SUFIX 2 basierten auf den jeweiligen Mittelwerten die Intervalle. Für
jede Modellschicht musste außerdem der Anteil des jeweiligen Inter-
valls an der Summenhäufigkeit aller kf-Werte angegeben werden (s.
Tabelle 4-6).
Variogramm: Die Variogrammparameter für die nachfolgenden Simulationen
wurden mit in Form der drei Indikatorwerte codierten kf-Werten für
jede Modellschicht getrennt ermittelt. 
SUFIX 2: Es wurden 20 unkonditionierte und 20 mit den generierten kf-Werten
konditionierte Simulationen für jede der fünf Modellschichten erstellt
(s. Abbildungen C-6 bis C-10). 
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SUFIX 3: Der Ablauf entspricht prinzipiell dem in der Fallstudie 1
(Abbildung 3-22 auf Seite 91) dargestellten Vorgehen.
SUFIX 4:  Die Auswertung der Modellergebnisse im Hinblick auf das Errei-
chen eines festgelegten Gütewertes erlaubt hier Rückschlüsse auf die
Simulationen, welche die gemessenen Wasserstände und Konzentratio-
nen am besten wiedergeben. 
4.4.5 Propagationspfad SA
Es wurden für jede Modellschicht 20 Simulationen erstellt. Als Software wurde
hierfür SISIMPDF (DEUTSCH & JOURNEL, 1992) eingesetzt. Die so generierten
Heterogenitätsabbildungen wurden dann modifiziert, indem das Simulated Annea-
ling (SA)-Verfahren als Postprozessor angewendet wurde. Diese Verfahrensweise
erschien sinnvoll, da vorangegangene Berechnungen auf der Grundlage der Sequen-
tial Indicator Simulationen allein keine befriedigende Ergebnisse erbrachten, ande-
rerseits jedoch eine konditionierte Grobabgrenzung der maßgebenden
Durchlässigkeitsbereiche dadurch vorhanden war. Das SA-Verfahren ’verfeinert’
diese Verteilungen unter Zuhilfenahme einer geeigneten Zielfunktion und eines sog.
training image. In diesem training image können z.B. typische (deterministische)
Großstrukturen, die mit stochastischen Simulationsverfahren nicht reproduziert
werden können, vorgegeben werden. 
Die SUFIX-Anwendung sieht wie nachstehend zusammengefasst aus:
SUFIX1A: Transfer der Bohrbeschreibungen in kf-Werte.
SUFIX1B: Es erfolgte eine Einteilung in Indikatorintervalle (s. Tabelle 4-7). Es
wird keine statistische Verteilung der Werte innerhalb eines Intervalls
eingeführt, d.h. für die nachfolgenden Berechnungen wurden die Inter-
vall-Mittelwerte verwendet.
Variogramm: Für die Variogramme, die auf obiger Intervalleinteilung beru-
hen, ergaben sich Parameter, die für die Reichweiten recht gut mit dem
aus dem gesamten soft data-Satz gefundenen Parameter übereinstim-
men. Für sill und nugget-Effekt ergaben sich durch die Indikatortrans-
Tabelle 4-6: Summenhäufigkeiten der Durchlässigkeiten, eingeteilt in Indikatorintervalle.
kf-Indikatorintervalle [ln(kf)]
Anteile der Intervalle an den 
Summenhäufigkeiten [-]
Intervall 1 Intervall 2 Intervall 3 Intervall 1 Intervall 2 Intervall 3
46-50m+NN <-15 -15; <-5.0  -5.0 0.6 0.2 0.2
50-54m <-15  -15; <-5.0  -5.0 0.12 0.33 0.55
54-58m <-6.5  -6.5; <-4.5  -4.5 0.2 0.2 0.6
58-62m <-6.5  -6.5; <-4.5  -4.5 0.28 0.47 0.25
62-66m <-8.0  -8.0; <-5.0  -5.0 0.4 0.4 0.2
–≥ –≥
–≥ –≥
–≥ –≥
–≥ –≥
–≥ –≥
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formation naturgemäß abweichende Werte (s. Tabelle 4-8). Es wurde
auch hier das sphärische theoretische Modell für die Parameterbestim-
mung gewählt.
SUFIX 2: Ein Beispiel für die Ergebnisse nach dem SIS-Verfahren und der
daran anschließenden Modifizierung mit dem SA-Verfahren zeigt
Abbildung C-11.
SUFIX 3: Der Propagationspfad ist in Abbildung 4-30 dargestellt.
SUFIX 4: Bayes’ sequential updating über die Anwendung einer Zielfunktion
zur Ermittlung der besten Simulationen.  
4.4.6 Propagationspfad MZ
Fall TEN5:  Dieser Propagationspfad ist analog zu den entsprechenden Unter-
suchungen in der Fallstudie 1 angelegt. Auch hier wird eine manuelle
Zonierung zur Abbildung der Heterogenität durchgeführt. Hierzu wer-
den sämtliche soft data verwendet, so dass eine Tiefendifferenzierung
durchgeführt werden kann. Die kf-Verteilungen für die Modellschich-
ten sind in den Abbildungen C-12 bis C-15 dargestellt. Die kf-Werte
wurden hierzu in vier Intervalle eingeteilt. Die Einteilung wurde so
gewählt, dass die entstehenden Strukturen möglichst einfach und ein-
deutig abzugrenzen waren. Die absoluten Häufigkeiten spielten hierbei
keine Rolle, so dass sich die Einteilung abweichend zu den Indikator
Intervallen ergab. 
Die SUFIX-Anwendung sieht damit folgendermaßen aus:
SUFIX 1A: Transfer der Bohrbeschreibungen in kf-Werte.
SUFIX 1B: Die soft data-kf-Werte wurden in vier Intervalle eingeteilt, die für
alle fünf Modellschichten gültig waren.
Tabelle 4-7: Indikatorintervalle für die Sequential Indicator-Simulationen
Intervall 1 2 3
ln(kf) < -11 -11 bis -5 > -5
kf [m/s] < 1.67×10-5 1.67×10-5 bis 
6.75×10-3
> 6.75×10-3
Tabelle 4-8: Variogrammparamter für die Sequential Indicator Simulationen
Reichweite 
(range) [m]
Anisotropie
winkel [o]
Anteil an der 
Summenhäufigkeit [-] nugget-Effekt
Intervall 1 2800 120 0.45 0.02
Intervall 2 600 120 0.25 0.02
Intervall 3 300 120 0.3 0.02
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Variogramm: Hier nicht notwendig, da keine stochastischen Simulationen
durchgeführt werden.
SUFIX 2: Heterogenitätsabbildung durch manuelle Zonierung.
SUFIX 3: Der Propagationspfad der Unsicherheiten entspricht exakt dem im
Beispielfall1 beschriebenen Vorgehen.
SUFIX 4: Bayes’ sequential updating über die Anwendung einer Zielfunktion. 
Der Ablauf insgesamt entspricht exakt dem in der Fallstudie 1 dargestellten
Schema (s. Abbildung 3-25), lediglich die Grenzen der Indikatorintervalle sind
abweichend. Jedes der 4 Intervalle ist ebenfalls in 4 Klassen eingeteilt, wobei auch
hier eine gleichförmige statistische Verteilung angenommen wird. Für eine vollstän-
dige Berechnung aller Parameterkombinationen wären demnach 44 = 256 Modell-
rechnungen notwendig.
Abbildung 4-30: SIS und SA im Propagationspfad (SUFIX 3)
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4.4.7 Deterministische Vergleichsrechnungen
Genau wie in der Fallstudie 1 wurden zu Vergleichszwecken Modellkonzeptio-
nen ohne Einbeziehung von stochastischen Komponenten untersucht.
Fall TEN1:  Hier wurde das einfachste hydrogeologische Modell eingesetzt,
indem lediglich eine einschichtige Modellkonzeption gewählt und die
Zonierung der Bereiche gleicher kf-Werte relativ grob durchgeführt
wurde.
Fall TEN2: Zum Vergleich mit dem Fall TEN1 sollte hier die Auswirkung
einer eher unplausiblen Parameterverteilung ermittelt werden.
Fall TEN3: Das hydrogeologische Modell ist hier wesentlich komplexer, da es
mehrschichtig unter Einbeziehung der kf-Werte des gesamten soft
data-Bestandes konzipiert ist. 
4.5 Ergebnisse und Bewertung
In den Fällen, in denen das SUFIX-Verfahren eingesetzt wurde, erfolgt die
Bewertung der Güte von Modellergebnissen über den Vergleich mit Messwerten.
Dies sind für die Strömungsberechnungen die Grundwasserstände an 14 Messstel-
len, die über den Zeitraum 4.6.1984 bis 1.4.1986 gemittelt wurden. Für die Bewer-
tung der Transportmodellierung dienten die Konzentrationsmessungen über den
gleichen Zeitraum an insgesamt 61 Messstellen. Da in diesem Zeitraum nur zwi-
schen 2 und 4 Messungen der Tri-Gehalte vorliegen, wurde auf die Ergebnisauswer-
tung in Form von zeitabhängigen Zielfunktionen in diesem Beispielfall verzichtet.
Die Erkenntnise für ein Bayes’ sequential updating beruhen hier also auf einzelnen
zeitpunktbezogenen Zielfunktionen. 
4.5.1 Stochastische Simulationen - kontinuierliche 
Heterogenität
 Propagationspfad TB - Strömungsberechnungen
Die Güte der Strömungsberechnungen zeigt Abbildung 4-31 als Häufigkeitsver-
teilung der RMSE. Durch die Konditionierung der stochastischen Simulationen kann
im Mittel eine deutliche Verbesserung der Modellergebnisse erreicht werden. Spezi-
ell die drastische Verringerung der Varianz ist auffallend und zeigt deutlich den
Effekt einer Vereinheitlichung der Simulationen infolge der Konditionierung.
Bedingt durch den vorzeitigen Abbruch einiger Modellrechnungen, infolge von
Konvergenzproblemen beträgt die Anzahl der auswertbaren Modellrechnungen
weniger als zwanzig.
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 Propagationspfad TB - Transportberechnungen:
Wegen der vorstehend erwähnten Problematik der geringen Anzahl von Werten
in der Zeitreihe wird bei der Auswertung der Transportberechnungen nur die RMSE-
Werte als Abweichung der Konzentrationen zum Zeitpunkt 1.4.1986 verwendet (s.
Abbildung 4-32). Da nicht alle Probenahmen an einem Tag durchgeführt werden
konnten, werden auch die Analysen maximal 3 Tage vor und nach diesem Stichtag
berücksichtigt.
Auch für die Transportberechnungen zeigt sich eine Verbesserung der Überein-
stimmung mit den Messwerten infolge der Konditionierung. Auch eine Verringe-
rung der Varianz ist zu erkennen, jedoch fallen beide Effekte weniger stark aus als
in den Strömungsberechnungen.   Differenziert man die Residuen (Rechnung - Mes-
Abbildung 4-31: Absolute Häufigkeiten der RMSE, Fall TB (Strömung) - links und 
Fall TBC (Strömung) - rechts, ZF-Typ: -ID
Abbildung 4-32: Absolute Häufigkeiten der RMSE, Fall TB (Transport) - links und 
Fall TBC (Transport) - rechts, ZF-Typ: DID
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Abbildung 4-33: Propagationspfad TB (unkonditionierte Simulationen): Statistische 
Auswertung der Residuen der Transportberechnungen differenziert nach 
Messtellen. ZF-Typ: DDI. Zur Zuordnung der Nummern s. Tabelle A-16
Abbildung 4-34: Propagationspfad TBC (konditionierte Simulationen): Statistische 
Auswertung der Residuen der Transportberechnungen differenziert nach 
Messtellen. ZF-Typ: DDI. 
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sung) nach den einzelnen Messtellen, ist deutlich zu erkennen, dass sowohl im kon-
ditionierten als auch im unkonditionirten Fall die Konzentrationen am 1.4.1986
meistens zu hoch berechnet werden (s. Abbildungen 4-33 und 4-34). Dieser syste-
matischer Fehler kann auf eine Schwachstelle des hydrogeologischen Modells, wie
z.B. dem nicht bekannten Abbau der gelösten Stoffe, hinweisen. Gleichermaßen
können jedoch auch die Messwerte einen erheblichen Fehler aufweisen.
4.5.2 Stochastische Simulationen - diskrete Heterogenität
 Propagationspfad TG - Strömungsberechnungen:
Die Güte der Strömungsberechnungen mit dem Truncated Gauss-Verfahren
zeigt die Abbildung 4-35 (links) als Häufigkeitsverteilung der RMSE. Gegenüber
den Fällen TB und TBC ist eine deutliche bzw. leichte Verbeserung der Güte der
Modellergebnisse festzustellen. 
 Propagationspfad TG - Transportberechnungen:
Die Auswertung als RMSE ist in Abbildung 4-35 (rechts) dargestellt. Die Güte
der Modellrechnungen liegt etwa auf dem Niveau der Fälle TB und TBC. Der Ver-
gleich der Messungen mit den Modellergebnissen zum Zeitpunkt 1.4.86, differen-
ziert nach den einzelnen Messstellen, ist in Abbildung 4-36 dargestellt. Auch hier
zeigt sich der gleiche Effekt wie in den Berechnungen der Fälle TB und TBC, dass
nämlich die Modellergebnisse die Konzentrationen systematisch überschätzen. Die
räumliche Verteilung des Variationskoeffizienten zeigt Abbildung C-16. Der Varia-
tionskoeffizient ist keine Zielfunktion, zeigt aber im Vergleich der Ergebnisse mit
verschiedenen Ansätzen, inwieweit systematische Eigenheiten der Methoden vor-
handen sind. Desweiteren ist die Auswirkung der Konditionierung erkennbar, da an
den Bohrpunkten (deren kf-Werte zur Konditionierung dienen) die Variation der
Ergebnisse kleiner ist, als in anderen Bereichen. 
Abbildung 4-35: Häufigkeiten der RMSE, Fall TG, Strömung (links) und Transport
(rechts), ZF-Typ: -ID bzw. DID.
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 Propagationspfad SA - Strömungsberechnungen:
Die Güte der Strömungsberechnungen liegt etwa auf dem Niveau der unkonditi-
onierten Turning Bands Ergebnisse (Fall TB) (s. Abbildung 4-37, links)
Abbildung 4-36: Propagationspfad TG: Statistische Auswertung der Residuen der 
Transportberechnungen differenziert nach Messtellen. ZF-Typ: DDI. Zur 
Zuordnung der Nummern s. Tabelle A-16 
Abbildung 4-37: Absolute Häufigkeiten der RMSE, Fall SA, Strömung (links) und 
Transport (rechts), ZF-Typ: -ID bzw. DID.
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 Propagationspfad SA - Transportberechnungen:
Die statistische Auswertung der Residuen als RMSE zeigt Abbildung 4-37
(rechts). Die Güte der Modellrechnungen ist vergleichbar mit der im Propagations-
pfad TBC ermittelten Übereinstimmung zwischen Messung und Rechnung. Die Dar-
stellung der Residuen am Endzeitpunkt der Berechnung (s. Abbildung 4-38) zeigt
ein ähnliches Bild mit einer systematischen Abweichung wie in den vorhergehenden
Auswertungen. Die flächige Auswertung des Variationskoeffizienten in
Abbildung C-17 zeigt im Vergleich mit Abbildung C-16 (Fall TG) ebenfalls quali-
tativ eine deutliche Übereinstimmung, was die Annahme eines systematischen Defi-
zits im hydrogeologischen Modell unterstützt.. 
 Propagationspfad MZ - Strömungsberechnungen:
In diesem Fall trat die Besonderheit auf, dass in den Ergebnissen der RMSE (s.
Abbildung 4-39, links) in einigen Rechnungen deutliche Konvergenzfehler auftra-
ten, die aber nicht zu einem Rechnungsabbruch führten. Bei einer automatisierten
Kalibrierung kann dies zu einer Verfälschung der Ergebnisse führen. Vernachlässigt
man diese Modellrechnungen zeigen die verbleibenden Ergebnisse eine relativ gute
Übereinstimmung mit den Messdaten.
Transportberechnungen: Trotz in der Strömungsberechnung erkennbarer
Konvergenzfehler, die v.a. in der Nähe von Entnahmen auftraten, zeigte die Trans-
portberechnung auf der Grundlage aller Strömungsfelder nur eine sehr kleine Vari-
anz (s. Abbildung 4-39, rechts). Daraus kann geschlossen werden, dass die
Abbildung 4-38: Propagationspfad SA: Statistische Auswertung der Residuen der 
Transportberechnungen differenziert nach Messtellen (ZF-Typ: DDI). Zur 
Zuordnung der Nummern s. Tabelle A-16).
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kritischen Brunnenknoten weit genug von den Messpunkten für die Konzentrationen
entfernt liegen, so dass sich Fehler im Strömungsfeld in den Transportberechnungen
nicht verfälschend bemerkbar machen. Die geringe Varianz der Ergebnisse spiegelt
sich auch in der Einzelauswertung der Messstellen wieder (s. Abbildung 4-40). Die
nicht variierte Zonen-Struktur hat also einen wesentlich höheren Einfluss als die
Variation der zugewiesenen kf-Werte.
Abbildung 4-39: Häufigkeiten der RMSE, Fall MZ, Strömung (links) und Transport
(rechts), ZF-Typ: -ID bzw. DID
Abbildung 4-40: Propagationspfad MZ: Statistische Auswertung der Residuen der 
Transportberechnungen (am Endzeitpunkt) differenziert nach Messtellen 
(ZF-Typ: DDI. Zur Zuordnung der Nummern s. Tabelle A-16).
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4.5.3 Deterministische Vergleichsrechnungen
Für die Beurteilung der Ergebnisgüte der deterministischen Vergleichsrechnun-
gen wurden für die Strömungsberechnungen die Differenzen zwischen stationärer
Rechnung und den Messungen gebildet, während die Transportberechnungen am
Endzeitpunkt mit den Messungen verglichen und ebenfalls räumlich gemittelt wur-
den. Tabelle 4-9 zeigt, dass die Güte der Ergebnisse in den drei Fällen TEN1, TEN2
und TEN3 relativ einheitlich ist. Auch hier zeigt sich, dass der Einfluss des sehr ein-
fachen einschichtigen hydrogeologischen Modells auf die Ergebnisse sehr gering ist.
Erst wenn das konzeptionelle Modell so geändert wird, dass ein Abbau des betrach-
teten Stoffes angenommen wird, tritt wie zu erwarten eine deutliche Verbesserung
der Transportergebnisse ein. Neuere Laboruntersuchungen unterstützen die
Annahme einer schrittweisen mikrobiellen Dehalogenierung von CKW’s in Locker-
gesteinsaquiferen, so dass eine Modifikation des konzeptionelle Modells nach der-
zeitigem Kenntnisstand in Betracht zu ziehen ist (z.B. TOUSSAINT, 1994). Hierzu
müsste dann allerdings durch entsprechende Laboruntersuchungen eine Eingren-
zung der a priori Annahmen für die Unsicherheitsanalyse durchgeführt werden.
Um einen Vergleich mit den entsprechenden räumlich differenzierten Auswer-
tungen der anderen Fälle vornehmen zu können, wurde hier, wie in Abbildung 4-41
gezeigt, die Differenz zwischen Rechnung und Messung für die Transportuntersu-
chungen messstellendifferenziert aufgetragen. Zu erkennen ist, dass die Abweichun-
gen zu den Messungen tendenziell sehr ähnlich denen der Berechnungen mit
stochastischer Komponente sind. So zeigen auch die deterministischen Modeller-
gebnisse nur an wenigen Messtellen eine negative Abweichung zu den Messungen.
An einzelnen Messstellen ist jedoch auch der positive Einfluss des mehrschichtigen
hydrogeologischen Modells (TEN3) mit tendenziell geringeren Abweichungen zu
den Messungen zu erkennen.
Tabelle 4-9: Auswertung der Residuen für die deterministischen Vergleichsrechnungen 
(ZF-Typ: -I- für die Strömungsberechnung bzw. DI- für die Transportberechnung)
TEN1 TEN2 TEN3
RMSE - 
Strömung
[m]
RMSE - 
Transport 
[mg/l]
RMSE - 
Strömung
[m]
RMSE - 
Transport 
[mg/l]
RMSE - 
Strömung
[m]
RMSE - 
Transport 
[mg/l]
Abbaukon-
stante [1/s]
0.08 20.5 0.08 20.2 0.09 19.5 ohne 
Abbau
- ’’ - 13.7
- ’’ - 9.6
- ’’ - 5.5
- ’’ - 6.4
5 10 9–⋅
1 10 8–⋅
5 10 8–⋅
1 10 7–⋅
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4.6 Zusammenfassung 
Die Fallstudie 2 zeigt die Anwendung des SUFIX Verfahrens auf einer größer-
räumigen Anwendungsskala. Für das untersuchte Industriegebiet lagen 351 Bohr-
profilbeschreibungen vor, die für die soft data Generierung eingesetzt werden
konnten. Das Gebiet kann als insgesamt relativ homogen im Untergrundaufbau und
als sehr durchlässiger Aquifer angesehen werden.
Für den Aufbau des hydrogeologischen Modells konnte zusätzlich auf die Ana-
lysenergebnisse verschiedener CKWs, die im Rahmen einer Sanierungsmaßnahme
gewonnen wurden, zurückgegriffen werden. Diese Werte dienten auch zur Gütebe-
wertung der verschiedenen Propagationspfade. Anhand der Variogrammauswertung
konnten deutliche korrelierte tiefen- und richtungsabhängige Strukturen identifiziert
werden. Hierauf basierend erschien trotz der Homogenität des Aquifers eine verti-
kale Diskretisierung des numerischen Modells in 5 Schichten als gerechtfertigt.
Die untersuchten Propagationspfade stimmten weitgehend mit denen überein,
die auch schon in der Fallstudie 1 verwendet wurden. In sämtlichen Ergebnissen fiel
auf, dass sich die Residuen an vielen Messstellen in der relativen räumlichen Lage
ihrer Maxima und Minima weitgehend unabhängig von den gewählten Methoden
der Heterogenitätsabbildung verhalten. Das Erkennen dieses systematischen Fehlers
zeigt, dass SUFIX, neben der Quantifizierung der Modellunsicherheiten, auch dazu
geeignet ist, fehlendende Kenntnisse über Prozesse, die das Transportverhalten der
Abbildung 4-41: Residuen (Rechnung-Messung, Endzeitpunkt ) der 
deterministischen Vergleichsrechnungen differenziert nach Messstellen 
(ZF-Typ: DD-)
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Wasserinhaltsstoffe prägen, in dem gewählten hydrogeologischen Modell sichtbar
zu machen.
Bewertung der 
eingesetzten Verfahren
In diesem Kapitel soll eine Bewertung der eingesetzten Verfahren hinsichtlich
ihrer praktischen Verwendbarkeit erfolgen. Als Verfahren werden einmal SUFIX als
übergeordnetes Steuer-Verfahren, das untergeordnete Verfahren zusammenführt,
sowie die Verfahren zur stochastischen Simulation der Heterogenität in den Durch-
lässigkeitsverteilungen und auch das Bayes’sche updating-Verfahren zur Optimie-
rung dieser Verteilungen angesehen. Eine Bewertung der anderen eingesetzten Bau-
steine soll nachstehend nur sehr kurzgefasst erfolgen, da diese als Standardverfahren
angesehen werden können: 
SUFIX 1A (Datenaufbereitung, speziell von soft data): Es zeigte sich in den
Untersuchungen, dass SUFIX geeignet ist, jedes beliebige Verfahren zur Generie-
rung von modellrelevanten Informationen zu integrieren. Dadurch, dass den Daten
im folgenden Verfahrensschritt beliebige Unsicherheitsverteilungen zugewiesen
werden können, ist hier eine größtmögliche Flexibilität gegeben. 
SUFIX 1B (Zuweisung von a priori-Unsicherheitsverteilungen): Die Unter-
suchungen haben die Annahme bestätigt, dass die Wahl der a priori-Verteilung für
unsichere Daten innerhalb des Bayes’schen updating-Prozesses sich auf das Ergeb-
nis der Optimierung auswirkt. Da die subjektive Einschätzung des Bearbeiters hier
von Bedeutung ist, muss diesem Aspekt bei der praktischen Anwendung besondere
Beachtung geschenkt werden. Dies ist als Nachteil des Bayes’schen sequential
updating-Verfahrens (Schritt SUFIX 4) gegenüber den sonstigen inversen Optimie-
rungsverfahren anzusehen.
Variographie: Das an die Messdaten angepasste Variogramm als statistisches
Strukturmodell des Untergrundes gibt über die Ermittlung statistischer Kennziffern
Anhaltspunkte über die Größe und räumliche Orientierung von Untergrundstruktu-
ren. Reproduzierte geostatistische Parameter unterliegen Skaleneinflüsse, vor allem
ist der typische Abstand der Bohrungen maßgebend. 
SUFIX 3 (Stichprobenauswahl der Parameterkombinationen): Hier sind
beliebige Stichproben-Verfahren, wie z.B. Latin-Hypercube sampling (stratifizierte
Probenahme), einsetzbar. Die praktische Anwendbarkeit des Verfahrens hängt eng
mit der gewählten Anzahl der Parameterkombinationen zusammen.
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5.1 Eignung des SUFIX-Verfahrens für den 
praktischen Einsatz bei der Grundwasser-
modellierung
5.1.1 Bewertung der Verfahren zur Abbildung der 
Heterogenität anhand einer integralen Zielfunktion
SUFIX ist ein konzeptionell einfaches Verfahren, das es erlaubt beliebige Ver-
fahren zur Abbildung der Heterogenität des Untergrundes zu integrieren. Werden
dieses Abbildungen nach geostatistischen Konzepten systematisch variiert, ist eine
Quantifizierung der Modellunsicherheiten, die aus den Unzulänglichkeiten der i.d.R.
nur punktuell ermittelten Untergrundstruktur herrührt möglich.
Zur Beurteilung der Güte eines Verfahrens im Hinblick auf die möglichst getreue
Wiedergabe von Messwerten ist der Zielfunktionstyp III am besten geeignet, da er
einen integralen Vergleichswert liefert. In den Anwendungsfällen wurden für die
Ergebnisse jedes Propagationspfades ein Gütewert als Mittel über die Zeit, den Ort
und, wenn vorhanden, über alle Simulationen gebildet. Da im Anwendungsfall 2 nur
ein Stichtag zum Vergleich von Modellergebnissen und Messungen verfügbar war,
wurde in diesem Fall der Zielfunktionstyp DII eingesetzt, d.h. über die Zeit wird hier
nicht gemittelt, sondern die Auswertung erfasst nur einen spezifizierten Zeitpunkt.
Zusätzlich wurde in den Fällen, in denen eine stochastische Komponente integriert
war, das Mittel über die besten 25% der Ergebnisse gebildet. Die den Ergebnissen
der stochastischen Simulationen in diesem sog. low quartil zugeordneten Parameter-
sätze könnten dann als Ausgangswerte für Prognoserechnungen eingesetzt werden. 
Die Ergebnisse sind in den Tabellen 5-1 bis 5-4 zusammengefasst und sollen
nachfolgend bezogen auf die Verfahren der Heterogenitätsabbildung näher erläutert
werden.    
Tabelle 5-1: Ranking der Methoden aufgrund der Transport- und Strömungsberechnungen 
in der Fallstudie 1.
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
III
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE
ZF-Typ -II
Flach -Tief
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
Transport Strömung
MZ MZ 1,04 1 0,13 0,30 2 ja ja
TG TG 1,11 2 0,36 0,51 8 ja ja
Vergl. TAE4 1,24 3 0,23 0,36 5 ja nein
TB TBC 1,31 4 0,24 0,39 6 ja ja
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Vergl. TAE2 1,35 5 0,23 0,36 3 nein nein
Vergl. TAE1 1,36 6 0,13 0,27 1 nein nein
COK. COK 1,39 7 0,22 0,38 4 ja nein
SA SA 1,42 8 0,36 0,37 7 ja ja
Tabelle 5-2: Ranking der Methoden nach low-Quartil (die 25% besten Ergebnisse, 
Fallstudie 1)
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
III
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE
ZF-Typ -II
Flach - Tief
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
Transport Strömung
MZ MZ 0,85 1 0,09 0,25 1 ja ja
TG TG 0,93 2 0,33 0,48 8 ja ja
TB TBC 1,12 3 0,22 0,38 4 ja ja
Vergl. TAE4 (1,24)a 4 (0,23) (0,36) 6 ja nein
SA SA 1,24 4 0,24 0,27 7 ja ja
Vergl. TAE2 (1,35) 6 (0,21) (0,36) 3 nein nein
Vergl. TAE1 (1,36) 7 (0,13) (0,27) 2 nein nein
COK. COK (1,39) 8 (0,22) (0,38) 4 ja nein
a. (1,24): nur 1 Modellrechnung, da keine stochastische Komponente integriert
Tabelle 5-3: Ranking der Methoden aufgrund der Transport- und Strömungsberechnungen 
in der Fallstudie 2 (Güte der Ergebnisse am Stichtag 1.4.1986)
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
DII
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE 
ZF-Typ
-II
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
Transport Strömung
MZ MZ 17,7 1 0,14a 8 ja ja
SA ANV3 18,6 2 0,12 4 ja ja
TB TBC 19,0 3 0,07 1 ja ja
Tabelle 5-1: Ranking der Methoden aufgrund der Transport- und Strömungsberechnungen 
in der Fallstudie 1.(Forts.)
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
III
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE
ZF-Typ -II
Flach -Tief
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
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Turning-Bands (Fälle TB, TBC): Die Modellergebnisse auf der Grundlage der
konditionierten Turning-Bands Simulationen liegen in der Fallstudie 1 im Mittelfeld
aller Verfahren und bei alleiniger Betrachtung der stochastischen Verfahren am
Ende der Ranking-Tabelle. Nimmt man alle Ergebnisse in die Auswertung liegen die
Ergebnisse sogar hinter denen, die mit dem sehr einfachen, einschichtigen, manuell
zonierten Ansatz erreicht werden. In der Fallstudie 2, die eher großskalig homogene
Verhältnisse repräsentiert, liegen die Ergebnisse der Methode wesentlich besser, vor
allem wenn nur die 25% besten Ergebnisse betrachtet werden.
Vergl. TEN3 19,5 4 0,09 6 ja nein
Vergl. TEN2 20,2 5 0,08 2 nein nein
Vergl. TEN1 20,5 6 0,08 2 nein nein
TB. TB 22,3 7 0,12 7 ja ja
TG. TG 23,1 8 0,08 2 ja ja
a. ohne Ausreisser durch Konvergenzfehler.
Tabelle 5-4: Ranking der Methoden nach low-Quartil (die 25% besten Ergebnisse, 
Fallstudie 2)
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
DII
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE
ZF-Typ 
-II
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
Transport Strömung
SA ANV3 14,1 1 0,07 3 ja ja
TB TBC 15,4 2 0,03 1 ja ja
TB TB 16,2 3 0,07 3 ja ja
MZ MZ 17,3 4 0,08a 5 ja ja
TG TG 19,3 5 0,06 2 ja ja
Vergl. TEN3 (19,5) 6 (0,09) 8 ja nein
Vergl. TEN2 (20,2) 7 (0,08) 5 nein nein
Vergl. TEN1 (20,5) 8 (0,08) 5 nein nein
a. ohne Ausreisser durch Konvergenzfehler.
Tabelle 5-3: Ranking der Methoden aufgrund der Transport- und Strömungsberechnungen 
in der Fallstudie 2 (Güte der Ergebnisse am Stichtag 1.4.1986)(Forts.)
Propag
ations
pfad Fall
RMSE 
ZF-Typ 
DII
[mg/l]
Rang-Nr. 
aus 
Transport-
rechnung
RMSE 
ZF-Typ
-II
[m]
Rang-Nr. 
aus 
Strömungs
rechnung
soft data 
Integra-
tion
Stochas-
tische 
Kompo-
nente
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Truncated Gauss (Fall TG): Diese Methode zeigt die besten Ergebnisse im
kleinskalig heterogenen Fall 1, wo Rang 2 erreicht wurde. Im Gegenzug ist in der
Fallstudie 2 dies das schlechteste aller Verfahren, die eine stochastische Kompo-
nente besitzen. Besonders bei dieser Methode ist die Diskrepanz zwischen dem
Ergebnis für die Stofftransportberechnungen und demjenigen für die Strömungsbe-
rechnungen auffällig. Selbst bei Betrachtung der 25% besten Ergebnisse gibt das
Truncated Gauss Verfahren im Fall 1 die Grundwasserstände deutlich schlechter
wieder als alle anderen Verfahren. Im Fall 2 tritt der gegenteilige Effekt auf, hier ist
das Ranking aufgrund der Strömungsergebnisse deutlich besser als im Fall der
Transportberechnungen.
Simulated Annealing (Fall SA): Die deutlichste Abhängigkeit von den spezifi-
schen Bedingungen der Anwendungsfälle zeigte das Simulated Annealing Verfah-
ren. Während hiermit im Fall 2 bei relativ großskaligen Strukturen sehr gute Ergeb-
nisse vor allem bei der Transportmodellierung erzielt werden konnten (Rang 1 bei
den 25% besten Ergebnissen), erscheint es für kleinskalig strukturierte Gebiete nur
schlecht geeignet zu sein (letzter Rang bei der Verwendung sämtlicher Ergebnisse).
Ein wichtiger Grund für dieses Ergebnis ist sicherlich, dass für das Trainingsbild im
Fall 2 umfassende hydrogeologische Kenntnisse über die wahrscheinlichsten Struk-
turen und ihre Orientierung einfliessen konnten.
Manuelle Zonierung mit stochastischer Komponente (Fall MZ): Zieht man
die Ergebnisse aller Modellrechnungen zur Auswertung heran, ergeben sich für
dieses Verfahren in beiden Fallstudien die besten Ergebnisse (Tabellen 5-1 und 5-3).
Lediglich bei der Betrachtung der 25% besten Ergebnisse in der Fallstudie 2 fällt es
auf Rang 4 zurück. Hier wirkt sich aus, dass die Ergebnisse nur eine sehr geringe
Varianz aufweisen, d.h. die Zuweisung der Werte zu den manuell zonierten Struktu-
ren spielt in diesem relativ homogenen Untersuchungsgebiet eine stark untergeord-
nete Rolle gegenüber der Festlegung der Strukturen selbst.
Cokriging (Fall COK): Dieses Verfahren wurde nur in der Fallstudie 1 einge-
setzt. Das Verfahren ist augenscheinlich nur schlecht in der Lage, die tatsächlichen
Strukturen des Untergrundes in der einen generierten Verteilung abzubilden. Die
großen Abweichungen zu den Messwerten bringen das Cokriging nur auf den vor-
letzten bzw. letzten Platz des Ranking.
Vergleichsrechnungen mit manueller Zonierung und ohne stochastische
Komponente (Fall TAE4, TEN3): 
Das hydrogeologische Modell stimmt in diesen Fällen mit dem im Propagations-
pfad MZ verwendeten überein, wobei jedoch für die kf-Werte die Mittelwerte der
Wertebereiche verwendet wurden. Es wurde also in den beiden Fallstudien jeweils
nur eine Modellrechnung durchgeführt. Trotzdem zeigt diese Vorgehensweise, die
bis auf die Einbeziehung der soft data dem traditionellen Modellierungsansatz ent-
spricht, in beiden Fallstudien beachtlich gute Ergebnisse. So liegt z.B. bei den Trans-
portberechnungen die Ergebnisgüte bei der Betrachtung sämtlicher Ergebnisse in
beiden Fallstudien über der mit der Turning Bands Methode erreichten.
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Manuelle Zonierung mit einfachem hydrogeologischen Modell (Fall TAE1,2
und TEN1,2):
Trotz der stark vereinfachenden Annahmen im einschichtigen hydrogeologi-
schen Modell und der Nichteinbeziehung von soft data zeigt das traditionelle Ver-
fahren zumindest bei der Betrachtung sämtlicher Ergebnisse eine akzeptable Güte
(Tabellen 5-1 und 5-3).
Zusammenfassung: Es werden wie erwartet die besten Ergebnisse erzielt, wenn
sowohl die abgeleiteten Daten aus der Bohrbeschreibung integriert werden als auch
eine stochastische Komponente durch die Einführung verschiedener Realisationen
der Heterogenitätsabbildung eingeführt wird. In beiden Fallstudien werden auf der
Grundlage der Auswertung sämtlicher Modellergebnisse die besten Ergebnisse mit
einer Kombination aus deterministischen und stochastischen Verfahren erzielt. Die
Heterogenitätsabbildung erfolgt hierbei über eine manuelle Zonierung, und die
zugehörigen Parameterwerte für jede Zone erfolgen über eine Stichprobenauswahl
nach dem Latin-Hypercube-Verfahren. 
Der Einsatz von stochastischen Simulationen zur Heterogenitätsabbildung wird
vor allem bei der Modellierung von relativ homogenen Untersuchungsgebieten
einen entscheidenden Vorteil bieten. In den Ergebnissen beider Fallstudien ist zu
erkennen, dass die Güte der Ergebnisse der beschriebenen Fälle mit manueller
Zonierung und Stichprobenzuweisung der Werte aus einer gleichförmigen Vertei-
lung deutlich besser ist als in den sehr ähnlich gelagerten Fällen TAE4 bzw. TEN3
(Vergleichsrechnungen), in denen statt mit Stichprobenwerten lediglich mit den Mit-
telwerten dieser Verteilungen gerechnet wurde. Dieses Ergebnis liegt wohl u.a. in
der relativ geringen Stichprobengröße begründet. 
Soll die Unsicherheit der Modellergebnisse quantifiziert werden, ist man auf den
Einsatz stochastischer Verfahren angewiesen. Der einfachste und in der Fallstudie 1
auch effektivste Weg ist der, das SUFIX-Verfahren, als erweiterte Monte Carlo
Methode, einer manuellen Zonierung und eventuell einem Bayes’schen Updating-
Prozess einzusetzen (Propagationspfad MZ). Ein ähnliches Ergebnis finden KEID-
SER & ROSBJERG (1991), die ebenfalls die reine Zonierung ohne geostatistische
Annahmen den anderen drei untersuchten Verfahren der inversen Parameterbestim-
mung als überlegen fanden, wenn die Datengrundlage nicht gut oder große Messfeh-
ler der Parameter vorhanden waren.
Zumindest in dieser Anwendung zeigt sich, dass eine manuelle Generierung
dieser wichtigen Parameterfelder unter Zuhilfenahme entsprechenden Sachverstan-
des und von Zusatzinformationen, einer rein globalen und nur statistischen Kenn-
werten unterworfenen Erstellung überlegen ist.
Als Ergebnis ist darüber hinaus wichtig, dass die Rang-Nummern, die sich aus
der Strömungsmodellierung ergeben, nicht unbedingt mit der Einstufung bei der
Transportmodellierung übereinstimmen müssen. Besonders deutlich wird dies beim
Fall TG, der eine schlechte Nachbildung der Strömungsverhältnisse zeigt, dafür aber
die Ergebnisse des Tracerversuchs sehr viel besser wiedergeben kann. Dies zeigt
deutlich, dass die maßgebenden Strukturen zur Festlegung der Ausbreitungsvor-
gänge sich in der Regel von den Strukturen unterscheiden, die für Strömungsvor-
gänge im Untergrund relevant sind. 
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Eine Bewertung der Verfahren auf der Grundlage von zwei Anwendungsbeispie-
len, in denen die Stichprobengrößen aus der Gesamtheit der möglichen Realisatio-
nen der Heterogenitätsabbildungen relativ klein sind, kann durchaus kritisch
betrachtet werden. Hinzu kommt, dass die Modellergebnisse zumindest in der Fall-
studie 2 zeigen, dass entweder die Messwerte der Konzentrationen eine hohe Unsi-
cherheit aufweisen oder/und wesentliche Prozesse des Transports im Untergrund
nicht bekannt sind und nicht nachgebildet werden können (z.B. Abbau von CKWs
in Lockergesteinsaquiferen). 
Da es aber eine wesentliche Intention dieser Arbeit war, die Eignung stochasti-
scher Methoden an realen Praxisfällen zu erproben, zeigt dieser Sachverhalt ledig-
lich, dass hier noch ein deutlicher Mangel in der praktischen Umsetzung der Metho-
den liegt. 
5.1.2 Eignung der Propagationspfade für das „Bayes’sche 
Updating“
In diesem Abschnitt soll beurteilt werden, wie das Ziel der Reduzierung von
Unsicherheiten mittels des Bayes’sche Updating umgesetzt und in das SUFIX-Ver-
fahren integriert werden konnte.
Im Idealfall sollten die Ergebnisse der stochastischen Modellierung um den
Messwert streuen, um dann diejenigen Ergebnisse, die eine geringe Abweichung
zeigen als beste Ergebnisse anhand eines Gütekriteriums einer Zielfunktion auswäh-
len zu können. Bei den meisten Messstellen in der Fallstudie 2, zumindest für den
Vergleich am gewählten Stichtag, trifft dies jedoch nicht zu. Man kann hier von einer
systematischen Verzerrung der Ergebnisse sprechen, die nicht durch die gewählte
stochastische Methode der Heterogenitätsabbildung sondern bereits in den Festle-
gungen des hydrogeologischen Modells begründet liegt. Anschaulich ist dies viel-
leicht mit dem Schrotschuss-Analogon zu verdeutlichen (s. Abbildung 5-1). 
In den Fällen A und B soll eine systematische Abweichung der Modellergebnisse
gegenüber den Messwerten vorliegen, die auf falschen Festlegungen im hydrogeo-
logischen Modell beruhen kann. Dies können für Betrachtungen des Stofftransports
insbesondere nicht berücksichtigte Prozesse, wie z.B. der Abbau eines Stoffes sein.
Ebenso können jedoch auch systematische Messfehler in Analysen der Wasserin-
haltsstoffe einen solchen Effekt hervorrufen (Fall E in der Abbildung).
Gegenüber dem Fall C, in dem ein adäquates hydrogeologisches Modell einge-
setzt wird, die Streuung der Ergebnisse aber noch groß ist, wird im Fall D der Unsi-
cherheitsbereich durch den Einsatz von SUFIX als Werkzeug zur Reduzierung der
Modellparameter-Unsicherheiten deutlich verkleinert. Fall D stellt damit das anzu-
strebende Ergebnis einer Unsicherheitsanalyse dar. 
Generelle Voraussetzung für den updating-Prozess ist die Ermittlung der besten
Parameterkombinationen, d.h. die Identifizierung derjenigen Modellparameter, die
gemessene Zustände in der Natur am besten wiedergeben können. Das SUFIX-Ver-
fahren grenzt dabei die Spannweite der a priori angenommenen statistischen Unsi-
cherheitsverteilungen so ein, dass mit einer möglichst geringen Anzahl an Modell-
rechnungen die verbleibende Unsicherheit in den Prognoserechnungen quantifiziert
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werden kann. Da sich die Randbedingungen (z.B. der Hydrologie) in den Prognosen
sicher von den Bedingungen unterscheiden werden, die für die Unsicherheitsanalyse
angenommen wurden, ist hierfür keine Reduzierung der Unsicherheiten in einer
Vorabanalyse sinnvoll und möglich (s. Abbildung 5-2). 
Die für Prognoserechnungen am besten geeigneten Simulationen sind ermittel-
bar mit dem Kriterium IID [Zeit, Ort, Simulation] für die Transportrechnungen
Abbildung 5-1: Analogie zwischen dem Ergebnis einer Unsicherheitsanalyse an 
einer Referenzmessstelle und einem Schrotschuss.
Abbildung 5-2: Der updating Prozess bei einem geeigneten hydrogeologischen 
Modell
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C D E
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bzw. -ID für die stationären Strömungsberechnungen. Das Kriterium liefert einen
globalen, zeitlich gemittelten Fehler für jede Simulation. 
Nachfolgend soll für jeden der in den Anwendungsfällen verwendeten Propaga-
tionspfade die Möglichkeiten des Updating, gleichbedeutend mit der Reduzierung
der Eingangsdaten-Unsicherheiten, auf der Grundlage dieses Kriteriums beurteilt
werden.
 Propagationspfad TB
A. Im ersten updating-Schritt entsprechend dem Ablauf in Abbildung 3-19 auf Seite
88 ist eine einfache Auswahl etwa nach dem low Quartil des RMSE möglich.
Ein lokales updating der einzelnen Simulationen mit den Ergebnissen einer Ziel-
funktion IDD ist bisher noch nicht möglich. Ein lokales updating würde die
Anzahl der zu generierenden Simulationen stark verringern, da prinzipiell jede
Simulation dann für die Prognose verwendet werden könnte.
B. Werden verschiedene Variogramme (Variogramm-Realisationen im geostatisti-
schen Sinne) zur Generierung der Simulationen eingesetzt, können im nächsten
updating-Schritt die Variogramm-Parameter ermittelt werden, die für die besten
Simulationen verwendet wurden.
C. Mit diesen Parametern kann dann auf die statistische Verteilung der Ausgangs-
daten rückgeschlossen werden. Für jede Bohrung wird damit eine Einengung der
a priori-Verteilung angestrebt.
D. Im Hinblick auf die Bedingungen für den Bayes’schen updating-Prozess ist die-
ser Propagationspfad gut geeignet.
 Propagationspfad TG 
A. Die stochastischen Simulationen selbst können bisher keinem lokalen updating
unterzogen werden. Hier ist jedoch eine Trennung zwischen der Struktur-Gene-
rierung der Heterogenitätsabbildung und der Zuweisung der Parameterwerte
durchführbar, da die Simulationen als Ergebnis die räumliche Verteilung der
Indikatorwerte (Zahlen 1 bis n, bei n Indikatorwertebereichen) und nicht die der
kf-Werte selbst liefern. So wurden im Anwendungsfall 1 etwa 20 Simulationen
erstellt, von denen jede mit 5 verschiedenen Parametersätzen ’gespeist’ wurde,
so dass insgesamt 100 Simulationen für die Modellrechnungen zur Verfügung
standen.
B. Ein updating der Indikatorwerteberreiche ist im nächsten Schritt möglich. Die
wahrscheinlichste räumliche Struktur ist mit den zugeordneten Parametern nicht
sehr eng korreliert (s. Abbildung 3-35 auf Seite 104), so dass das updating beide
Bereiche getrennt erfassen kann. Die Struktur selbst hat einen größeren Einfluss
auf die Ergebnisgüte als die Werte, die den Strukturen zugeordnet werden.
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 Propagationspfad SA
A. Ein lokales updating der einzelnen Simulationen ist zwar hier auch nicht mög-
lich, dafür bietet Simulated Annealing jedoch die Möglichkeit, über eine Modifi-
zierung des Trainingsbildes Erkenntnisse über lokale Abweichungen von den
Messwerten zu berücksichtigen. 
B. Ein weitergehendes updating der als Eingabe verwendeten Sequential Indicator-
Simulationen und eventuell der hierfür gewählten Indikatorwertebereiche
erscheint nicht sinnvoll, da nach den Erfahrungen im Anwendungsfall 1 hier
keine Reduzierung der a priori-Unsicherheiten zu erwarten ist.
 Propagationspfad MZ
A. Auch hier wird wie im Propagationspfad TG eine Trennung zwischen Struktur-
generierung und Wertezuweisung vorgenommen. Der erste Schritt zum updating
der Struktur ist nur manuell (subjektiv) auf Grundlage der Modellergebnisse
möglich. Dies entspricht der Anpassung der Zonierung in der traditionellen trial
& error-Kalibrierung. Hier sei auf die differierenden Ergebnisse in Bezug auf
die ’besten’ Simulationen zwischen Strömungs- und Transportrechnungen hin-
gewiesen. 
B. Das updating der Indikatorwertebereiche, die der einzigen Struktur-Realisation
zugeordnet wurden, ist nach den Ergebnissen der Anwendungsfälle nicht eindeu-
tig möglich (Abbildung 3-39 auf Seite 108). Generell ist bei der Kombination
vieler Parameter der Rückschluss auf die ’oberste Ebene’ (z.B. generierte kf-
Werte an Einzelpunkten) fraglich. 
5.1.3 Beispiel für die Quantifizierung der Prognoseunsicher-
heiten
Für die tatsächliche Quantifizierung der Prognoseunsicherheiten muss eine ein-
zuhaltende Bedingung vorliegen, z.B. eine Konzentration oder ein Wasserstand der
nicht unter- oder überschritten werden darf. Die zugehörigen Wahrscheinlichkeiten
können dann für einen Bezugspunkt angegeben werden. 
Dies wird in der Praxis naturgemäß für Prognoseergebnisse erfolgen, bei denen
mehrere Konzeptionsvarianten einer Sanierung miteinander verglichen werden kön-
nen. Die Auswertung könnte dann wie in Abbildung 5-3 beispielhaft für einen Mes-
spunkt (Fallstudie 2; Knoten: Zeile 32, Spalte 77; Fälle TB und TBC) gezeigt ausse-
hen. Hierzu wurden jedoch keine Prognoserechnungen, sondern die bereits
vorliegenden Rechenergebnisse mit historischen Daten verwendet. Im unkonditio-
nalen Fall beträgt die Unterschreitungswahrscheinlichkeit für einen Grenzwert von
59.1 m+NN 40% und ist damit deutlich höher als im konditionalen Fall, wo diese nur
18% beträgt. 
Eine andere praxisbezogene Auswerteform zur Quantifizierung der Aussageun-
sicherheiten ist die flächige Darstellung der Unter- bzw. Überschreitungswahr-
scheinlichkeit für einen vorzugebenen Richt- oder Grenzwert. Für zwei fiktive
Grenzwerte ist dies als Beispiel in Abbildung 5-4 durchgeführt, wobei im unteren
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Teil ein doppelt so hoher Wert gewählt wurde wie oben. Auch hier müsste eine der-
artige Analyse mit mindestens zwei verschiedenen Propagationspfaden erfolgen, um
systematische Fehler zu minimieren.
5.1.4 Beschränkungen des SUFIX-Verfahrens
Bei einer großen Zahl von Parametern, die gleichzeitig als unsicher angesehen
werden, ergibt sich zwangsläufig auch eine hohe Zahl möglicher Parameterkombi-
nationen. Mit der aktuell verfügbaren Computertechnik ist es noch nicht möglich,
etwa 10000 Rechenläufe in einem akzeptablen Zeitraum durchzuführen. Der prozen-
tuale Anteil der durchführbaren Parameterkombinationen sinkt mit der Zahl der
möglichen Kombinationen. Die Zahl der Parameter ist jedoch stark reduzierbar
durch Anwendung von Indikatorverfahren, wobei die Klassenbreiten in den gewähl-
ten Intervallen als unsichere Parameter angesehen werden, oder es wird eine Zonie-
rung durchgeführt und die den Zonen zugeordneten Werte stellen die unsicheren
Parameter dar. Diese Ansätze zeigen sich zumindest bei mehr heterogenen Aquifer-
bedingungen als vorteilhafte Lösung. Das Problem der hohen Zahl an notwendigen
Rechenläufen dürfte sich jedoch mit der weiterhin zu erwartenden Entwicklung der
Rechnerleistung verringern. 
Ein zu beachtender Nachteil des SUFIX-Verfahrens ist, dass ein einzelner Para-
meter, der eine hohe Unsicherheit aufweist, andere Parameter mit geringerer Unsi-
cherheit ’überdecken’ kann. Eine Reduzierung der Unsicherheit ist dann nicht mög-
lich, wie die Anwendung von Indikatorverfahren in der Fallstudie 1 aufzeigte. 
Voraussetzung für eine akzeptable Güte der Transportkalibrierung ist eine gute
Strömungskalibrierung. Dass aber diese Bedingung nicht hinreichend ist, zeigen die
Ergebnisse der Fälle mit vereinfachtem hydrogeologischem Modell (Vergleichs-
rechnungen TAE1 bzw. TEN1). Hier zeigt sich, dass die gute Strömungskalibrierung
(Rang 1 bzw. Rang 2 in den Tabellen 5-1 und 5-3) nicht in gleichem Maße durch die
Transportkalibrierung bestätigt wird (Rang 6 in beiden Fällen). Umgekehrt ist es
möglich, dass schlecht kalibrierte Strömungsmodelle augenscheinlich gute Ergeb-
Abbildung 5-3: Unterschreitungswahrscheinlichkeit eines Grenzwerts an einem 
vorgebenen Punkt 
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nisse bei der Transportkalibrierung zeigen (Fall MZ in Tabelle 5-3). Wird sowohl
bei der Strömungs- als auch bei der Transportkalibrierung eine hohe Ergebnisgüte
erzielt, kann man von einer hohen Zuverlässigkeit der Prognoserechnungen ausge-
hen.
5.2 Ausblick
Als größte Hürde bei der stochastischen Generierung von Untergrundstrukturen
und damit als das am dringendsten zu lösende Problem, haben sich in dieser Arbeit
die mangelnden Möglichkeiten der Konditionierung der Simulationen herauskristal-
liert. Da die Simulationen den Kern des hydrogeologischen Modells darstellen, sind
damit auch die Möglichkeiten der Verbesserung dieses Modells gegenüber den rein
statistisch basierten Simulationen sehr eingeschränkt. 
Mit Konditionierung ist zum einen die Einbeziehung von weiteren Informatio-
nen (neben den statistischen Kennwerten der Durchlässigkeit aus der Variogramm-
Abbildung 5-4: Flächige Überschreitungswahrscheinlichkeit eines Grenzwerts 
(Fallstudie 2; Fall TG)
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analyse) bei der Generierung der Simulationen gemeint und zum anderen das lokale
updating der Simulationen nach einem Modellrechenlauf und dem Vergleich mit
einer Zielfunktion. Die mathematischen Methoden der Konditionierung können
jedoch in beiden Anwendungsfällen die gleichen sein.
Im zweiten Abschnitt soll auf die notwendige Verbesserungen bei der Bereitstel-
lung der zur Modellierung verwendeten Daten eingegangen werden.
5.2.1 Konditionierung 
 Konditionierung mit deterministischen Elementen bzw. Strukturen. 
Die Lage und Abmessung dieser Strukturen müssen in den Optimierungsprozess
integriert werden. Im optimalen Fall sollten die mit soft data konditionierten stochas-
tisch oder manuell zonierten Simulationen mit den lokalen Strukturen derjenigen
Simulationen überlagert werden können, die über ein Ranking-Verfahren als lokal
beste eingestuft wurden. Die endgültige Abbildung müsste damit aus den am besten
geeigneten Bestandteilen verschiedener Simulationen und evtl. vorab bekannter
deterministischer Strukturen synthetisiert werden.
 Konditionierung mit Messungen.
Dies kann mit gemessenen Grundwasserständen und Konzentrationen der
Wasserinhaltsstoffe erfolgen. Hier kann das sequential self-calibration-Verfahren
(GÓMEZ-HERNÁNDEZ, 1997) als wegweisend für zukünftige Entwicklungen angese-
hen werden. Dieses Verfahren erlaubt es, die stochastischen Simulationen mit den
gemessenen Wasserständen zu konditionieren; das Ablaufschema ist wie folgt:
- Generierung einer stochastischen Simulation, konditioniert mit den
Messwerten der hydraulischen Durchlässigkeit,
- Lösen der Strömungsgleichung mit diesem Parameterfeld und den vor-
gegebenen Randbedingungen,
- Konditionierung auf die Grundwasserstände durch Modifizieren der
Simulation und evtl. der Randbedingungen. 
- Die drei Schritte werden so oft wiederholt, bis die gewünschte Anzahl
von Simulationen erreicht ist.
- Die Modifizierung geschieht durch Ermittlung eines Korrekturterms
an ausgewählten Punkten (master locations), der Term wird mittels
eines Kriging-Verfahrens dann für jeden anderen Punkt des Modell-
netzes angepasst. Für die Optimierung der Korrekturwerte wird jedoch
die Grundwasser-Strömungsgleichung linearisiert, um den Rechenauf-
wand in Grenzen zu halten. Dieses Verfahren hat in einem Ringver-
such mit insgesamt sieben geostatistisch basierten inversen Verfahren
als bestes abgeschnitten (ZIMMERMANN et al., 1998). Das Verfahren
ist im prinzipiellen Ablauf vergleichbar mit dem in dieser Arbeit ein-
gesetzten Konditionierungsverfahren nach FOUQUET (1994).
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Ein derartiges Optimierungsverfahren für stochastische Simulationen,
das es erlaubt, auch eine Konditionierung auf gemessene Konzentrati-
onen vorzunehmen, ist bisher nicht bekannt.
Das ideale Konditionierungsverfahren müsste es also ermöglichen, sämtliche
Informationen über geologische Strukturen, hydrogeologische Messwerte, Grund-
wasserstandsmessungen und Konzentrationsmessungen über einen Optimierungsal-
gorithmus so zu verwerten, dass die generierten stochastischen Simulationen sämt-
lichen Daten Genüge tun. 
Die Begrenzung der verfügbaren Rechnerleistung führt ebenfalls dazu, dass nur
relativ grobe räumliche Diskretisierungen für die Abbildung der Heterogenität in
einem numerischen Modell verwendet werden können. Dies kann zur Folge haben,
dass bei sehr heterogenen Verhältnissen maßgebende Prozesse, wie z.B. die Aus-
breitung entlang bevorzugter Fließwege, nicht abgebildet werden können, da die
eigentlich vorhandenen Verbindungen von hohen bzw. geringen Durchlässigkeiten
’ausgemittelt’ werden. Zur Lösung dieses Problems schlagen KUPFERSBERGER &
DEUTSCH (1999) ein ranking der grobskaligen Modellergebnisse vor, anschließend
werden die Simulationen mit der höchsten Wiedergabegüte räumlich verfeinert und
für die endgültigen Berechnungen eingesetzt. Auch dieser Ansatz kann als rich-
tungsweisend für die zukünftige praktische Anwendung von geostatistisch basierten
Methoden der Unsicherheitsermittlung angesehen werden.
5.2.2 Datengrundlage
Die Datengrundlage, auf der Grundwassermodelle aufbauen müssen ist, für die
Anwendung in Sanierungsfällen verbesserungswürdig. 
 Lokalisierung und Charakterisierung der Schadstoffe
Die Bewegung von Schadstoffen ist ein dynamischer Prozess, so dass zeitabhän-
gige Informationen über die Lage einer Schadstoffahne als Voraussetzung für die
Modellierung eine große Rolle spielen. Hier sollte eine adäquate Datengrundlage
auch für die Planung und Umsetzung von Sanierungsmaßnahmen vorhanden sein.
Die Lokalisierung und Beobachtung einer Schadstofffahne ist eine Aufgabe, die
bisher mit nicht ausreichenden Verfahren durchgeführt wird. So sind indirekte (z.B.
geophysikalische) Verfahren meist nicht geeignet, während direkte Bohrmethoden
sowohl teuer als auch eingeschränkt effektiv sind (US DEPARTMENT OF ENERGY,
2000). Daneben besteht die Gefahr, dass durch nicht ordnungsgemäß zu Messstellen
umgebaute bzw. nicht fachgerecht verfüllte Bohrlöcher potentielle Ausbreitungs-
wege für Schadstoffe geschaffen werden.
 Die Möglichkeiten der Messung von physikalischen, chemischen und biologi-
schen Eigenschaften der gefundenen Stoffe und die Ansätze, die diese in Beziehung
zu den Eigenschaften des Untergrundes setzen, müssen weiterentwickelt werden.
Dazu gehört auch das Wissen, welche Eigenschaften eines Stoffes das Transportver-
halten im tatsächlich angetroffenen Untergrund maßgeblich bestimmen. 
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 Konzeptionelles hydrogeologisches Modell
Die Sicherheit von Modellprognosen wird auch und vor allem durch die mangel-
haften Möglichkeiten eingeschränkt, ein zutreffendes konzeptionelles hydrogeologi-
sches Modell erstellen zu können . Sowohl die Erkundung als auch die Modellierung
sind bisher nicht in der Lage, neben dem Transport von gelösten Stoffen in einem
porösen Medium auch andere häufig anzutreffende Transportmechanismen sicher zu
erfassen. Hierzu zählen z. B. kolloidaler Transport, Ausbreitung in einem Aquifer
mit ausgeprägten bevorzugten Fließwegen sowie die Vielzahl von chemischen, bio-
logischen und physikalischen Prozesse, denen die Stoffe unterworfen sind und die
auch vor allem mit der jeweiligen Umgebung unterschiedlich interagieren. Die
räumlichen Skalen dieser gekoppelten Reaktionen können so klein sein, dass eine
Berücksichtigung auf der Diskretisierungsskala eines numerischen Modells schwie-
rig sein kann. In stark heterogenen Untergrundbedingungen stellt es ein großes Pro-
blem dar, die notwendigen Vereinfachungen und Abschätzungen zur Verteilung der
Modellparameter auf das Modellnetz so auszuführen, dass die maßgebenden Pro-
zesse, die das System prägen, nachgebildet werden können.
5.3 Fazit 
Als Gewinn des hier vorgestellten Verfahrens gegenüber den traditionellen
Methoden der Modellkalibrierung und Parameteridentifikation kann man zusam-
menfassen:
(1) Das SUFIX-Verfahren erlaubt die Quantifizierung von Prognoseunsi-
cherheiten in Kombination mit beliebigen Methoden zur Abbildung der
Untergrundheterogenität. Als Abbildungsmethoden mit dem größten
Entwicklungspotential kann man generell diejenigen Verfahren ansehen,
die auch nicht Gauss-verteilte Daten verwenden, wie z.B. die hier ver-
wendeten indikatorbasierten Verfahren. Als potentiell ebenfalls sehr gut
geeignetes Verfahren stellt sich Simulated Annealing in der Variante als
Postprozessor zusammen mit einem frei definierbaren ’Trainingsbild’
dar.
(2) Die Berechnungsmethodik der Grundwasserströmung und des Stoff-
transportes ist keinen Einschränkungen, wie Linearisierung der Glei-
chungen u.ä. unterworfen.
(3) Die Steuerung bzw. Beschränkung des Rechenaufwandes ist möglich
durch entsprechende Wahl der Anzahl unsicherer Parameter und der
Anzahl der Klassen bei der Vorgabe von a priori Verteilungen.
(4) Sollen die Parameter optimiert werden, ist in praktischen Anwendungs-
fällen die Kopplung von stochastischer Simulation und z.B. einem
Bayes’schen Updating-Verfahren eine einfach zu implementierende
Lösung. Hiermit ist dann auch die Kalibrierung beliebiger Randbedin-
gungen möglich, die z.B. als Parameter mit einer nominalen Kodierung
berücksichtigt werden können. Für die Heterogenitätsabbildung ist
jedoch weiterhin eine Beschränkung auf Verfahren mit manueller Zonie-
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rung und damit auch eine Einschränkung bei den gewählten Strukturen in
Größe und Form in Kauf zu nehmen. Die manuelle Zonierung bietet
jedoch den Vorteil, dass grossräumige Strukturen zwanglos integriert
werden können. 
(5) Unkonditionale Simulationen haben als Ergebnis immer statistisch
homogene Verteilungen zur Folge. Die entstehenden Strukturen besitzen
damit immer eine Periodizität. Durch eine nachträgliche Konditionierung
der Simulationen, die aber auch im Verfahren selbst integriert werden
kann, ist prinzipiell eine Anpassung an die tatsächlich gemessenen Werte
möglich. 
Die Verfügbarkeit geeigneter mathematischer Methoden zur belastbaren Model-
lierung von Grundwasserströmung und Stofftransport ist zwar Voraussetzung, aber
noch nicht hinreichend. Man muss feststellen, dass die Quantifizierung der Progno-
seunsicherheiten ausschließlich auf der Grundlage von stochastischen Simulation
bisher nicht zufriedenstellend möglich ist. Speziell für die Prognose von Stofftrans-
portvorgängen können sehr oft Strukturen von Bedeutung sein, die mit geostatisti-
schen Verfahren nicht automatisch generierbar sind. Für eine erfolgreiche Modellie-
rung und eine belastbare Ermittlung der Prognosesicherheit müssen die folgenden
Voraussetzungen ebenfalls erfüllt sein:
(1) Grundbedingung ist ein widerspruchsfreies, stimmiges, an den Einsatz-
zweck angepasstes konzeptionelles hydrogeologisches Modell.
(2) Der Anwender bzw. Modellierer muss Kenntnisse über großräumige
Strukturen besitzen, die sich aus der Genese des Untergrundes ergeben
und nur durch eine fachliche Interpretation erreichbar sind. Hierzu gehö-
ren Schichtungen, Paläorinnen, anisotrope Bodeneigenschaften durch
Terrassierung, usw..
(3) Das Verfahren zur Abbildung der Heterogenität muss dem Aquifer ange-
passt gewählt werden. Gauss-basierte Verfahren, wie Turning-Bands,
sind demnach am ehesten für die Simulation von relativ homogenen
Aquiferen geeignet (Fallstudie 2), während bei sehr heterogenen Struktu-
ren, d.h. großer Variabilität der Parameterwerte, am ehesten Indikator-
basierte Verfahren in Frage kommen (Fallstudie 1). Bei sehr heterogenen
Untergrundverhältnissen kann die deterministische Überlagerung von
übergeordneten Elementen von ausschlaggebender Bedeutung sein. 
(4) Es sollten mindestens zwei unterschiedliche Verfahren zur Abbildung
der Heterogenität herangezogen werden, um eine Sicherheit zu erlangen,
dass die für Prognosezwecke verwendeten Simulationen sowohl Strö-
mungs- als auch Gütemesswerte gleich gut abbilden. Dieser Schritt kann
auch als Testen unterschiedlicher hydrogeologischer Modellvorstellun-
gen angesehen werden.
(5) Sollen die Auswirkungen von Stofftransportprozessen prognostiziert
werden, müssen Konzentrationsmesswerte, z.B. von einem Tracerver-
such, vorhanden sein.
Ergebnistabellen
A.1  Fallstudie 1
Erklärung der Bedeutung typischer Zielfunktionstypen (s.a. Abschnitt 2.7.2) in
den nachstehenden Tabellen:   
ZF-Typ IDI ID- -DI -D- III -II
stationäre Rechnung x x x
instationär (über alle Zeitschritte 
integriert) x x x
instationär (Differenzierte Aus-
wertung nach Zeitschritten)
räumliche Integration über alle 
Messstellen x x
räumliche Differenzierung nach 
Messstellen x x x x
deterministische Rechnung (nur 
1 Simulation) x x
Integration über alle Simulatio-
nen
x x x x
differenzierte Auswertung nach 
Simulationen
Tabelle A-1: Güte der Strömungsberechnung im Fall TBC - Flach - als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI) 
Messstelle
Lokale Residuen in [m]
Varianz Min MaxMedian
Low      
Quartil
TS1.1F 0,04 0,03 0,001 0 0,13
TS1.2F 0,12 0,11 0,001 0,08 0,22
TS1.3F 0,23 0,2 0,002 0,17 0,34
TS2.1F -0,05 -0,07 0,001 -0,09 0,04
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TS2.2F 0,1 0,08 0,001 0,06 0,2
TS2.3F 0,12 0,11 0,002 0,06 0,24
TS3.1F 0,45 0,44 0,001 0,42 0,54
TS3.2F 0,43 0,41 0,002 0,4 0,55
TS3.3F 0,5 0,48 0,002 0,45 0,64
TS4.1F 0,18 0,17 0,001 0,16 0,27
TS4.2F 0,31 0,3 0,001 0,28 0,41
TS4.3F 0,43 0,41 0,002 0,39 0,54
Mittel (-II) 0,24 0,22
Tabelle A-2: Güte der Strömungsberechnung im Fall TBC - Tief- als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI) 
Messstelle
Lokale Residuen in [m]
Varianz Min MaxMedian
Low      
Quartil
TS1.1F 0,17 0,16 0,001 0,13 0,26
TS1.2F 0,18 0,16 0,001 0,13 0,27
TS1.3F 0,24 0,23 0,001 0,21 0,34
TS2.1F 0,08 0,07 0,001 0,04 0,19
TS2.2F 0,12 0,11 0,001 0,09 0,23
TS2.3F 0,16 0,16 0,001 0,11 0,28
TS3.1F 0,52 0,5 0,001 0,5 0,61
TS3.2F 0,51 0,49 0,001 0,47 0,61
TS3.3F 0,55 0,54 0,002 0,51 0,67
TS4.1F 0,6 0,6 0,001 0,59 0,68
TS4.2F 0,64 0,63 0,001 0,62 0,72
TS4.3F 0,88 0,86 0,001 0,85 0,98
Mittel (-II) 0,39 0,38
Tabelle A-1: Güte der Strömungsberechnung im Fall TBC - Flach - als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI) (Forts.)
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Tabelle A-3: Güte der Transportrechnung im Fall TBC, RMSE über die Zeit und alle Simulationen 
integriert, in [mg/l] (Zielfunktionstyp IDI)  
Messstelle Median Low Quartil Varianz Min Max
V19 0,99 0,75 0,06 0,42 1,4
TS2.1T 2,26 2,08 0,07 1,99 2,87
TS2.2T 0,66 0,54 0,03 0,43 1
V48 1,57 1,43 0,04 1 1,79
V24 2,74 2,63 0,01 2,32 2,85
TS2.3T 1,01 0,69 0,14 0,56 1,81
BR02 0,75 0,54 0,14 0,16 1,67
TS1.2T 2,07 1,67 0,2 1,25 3,54
V47 1,17 0,73 0,32 0,3 2,48
TS1.3T 1,84 1,17 0,36 0,59 3,17
V23 2,01 1,43 0,32 0,71 2,95
V51 1,38 1,34 0,2 0,79 3,78
TS1.1T 1,94 1,62 0,25 0,55 2,61
BR09 1,38 1,04 0,21 0,49 2,31
V08 1,59 1,58 0,02 1,42 2,16
V18 1,26 0,77 0,21 0,38 2,47
V22 1,62 1,42 0,05 0,98 1,99
TS5.1T 2,14 1,85 0,19 1,55 3,57
V43 2,7 2,68 0,002 2,66 2,82
TS3.1T 1,17 1,08 0,01 0,98 1,3
V10 1,77 1,68 0,04 1,17 1,99
TS3.2T 1,15 1,11 0,01 0,99 1,36
TS3.3T 1,09 1,04 0,007 0,83 1,21
BR15 0,63 0,62 0,005 0,56 0,88
BR11 0,7 0,68 0,02 0,59 1,18
TS4.3T 0,29 0,23 0,03 0,21 0,86
V52 0,33 0,31 0,01 0,28 0,76
TS4.2T 0,33 0,23 0,05 0,17 1,22
TS4.1T 0,22 0,17 0,04 0,11 1,15
V42 0,44 0,36 0,004 0,26 0,47
Mittel (III) 1,31 1,12
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Tabelle A-4:  Güte der Strömungsberechnung im Fall TG - Flach - als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI) 
Messstelle
Lokale Residuen in [rn]
Varianz Min MaxMedian
Low      
Quartil, als 
Gütewert
TS1.1F 0,18 0,14 0,002 0,02 0,25
TS1.2F 0,28 0,23 0,005 0,07 0,36
TS1.3F 0,39 0,34 0,011 -0,02 0,48
TS2.1F 0,08 0,05 0,003 -0,07 0,19
TS2.2F 0,24 0,2 0,003 0,08 0,31
TS2.3F 0,29 0,24 0,006 0 0,38
TS3.1F 0,56 0,53 0,002 0,41 0,66
TS3.2F 0,54 0,51 0,003 0,38 0,63
TS3.3F 0,6 0,57 0,004 0,42 0,7
TS4.1F 0,27 0,25 0,001 0,15 0,33
TS4.2F 0,39 0,36 0,002 0,25 0,47
TS4.3F 0,53 0,5 0,003 0,38 0,63
Mittel (-II) 0,36 0,33
Tabelle A-5: Güte der Strömungsberechnung im Fall TG - Tief- als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI)
Messstelle
Lokale Residuen in [m]
Varianz Min MaxMedian
Low      
Quartil, als 
Gütewert
TS1.1F 0,31 0,27 0,002 0,15 0,38
TS1.2F 0,33 0,28 0,004 0,14 0,41
TS1.3F 0,4 0,36 0,007 0,13 0,48
TS2.1F 0,21 0,18 0,003 0,07 0,3
TS2.2F 0,26 0,23 0,002 0,11 0,34
TS2.3F 0,32 0,27 0,005 0,08 0,41
TS3.1F 0,63 0,6 0,002 0,48 0,72
TS3.2F 0,62 0,58 0,003 0,45 0,71
TS3.3F 0,66 0,64 0,003 0,49 0,75
TS4.1F 0,69 0,67 0,001 0,57 0,76
TS4.2F 0,71 0,69 0,002 0,58 0,79
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TS4.3F 0,99 0,96 0,002 0,83 1,07
Mittel (-II) 0,51 0,48
Tabelle A-6: Güte der Transportrechnung im Fall TG, RMSE über die Zeit und alle Simulationen 
integriert, in [mg/l] (ZF-Typ IDI) 
Messstelle Median Low Quartil Varianz Min Max
V19 1,93 1,69 0,125 0,47 2,33
TS2.1T 3,05 3,02 0,039 2,02 3,21
TS2.2T 2,27 1,99 0,237 0,45 3,01
V48 2,67 2,46 0,165 1,01 3,09
V24 0,84 0,54 0,589 0,24 2,64
TS2.3T 1,57 1,15 0,204 0,51 2,14
BR02 0,33 0,28 0,018 0,18 0,69
TS1.2T 0,42 0,34 0,036 0,23 1,17
V47 0,61 0,47 0,023 0,32 0,89
TS1.3T 0,66 0,47 0,04 0,19 1,02
V23 0,56 0,42 0,03 0,24 0,94
V51 0,79 0,43 0,239 0,23 2,07
TS1.1T 2,2 1,94 0,097 1,56 2,72
BR09 0,27 0,14 0,066 0,09 1,02
V08 1,66 1,14 0,175 0,71 2,07
V18 1,05 0,93 0,022 0,81 1,54
V22 1,3 0,89 0,142 0,44 1,68
TS5.1T 2,14 1,98 0,089 1,22 2,29
V43 0,69 0,46 0,453 0,27 2,61
TS3.1T 1,28 1,07 0,096 0,88 2,02
V10 1,07 0,96 0,06 0,62 1,79
TS3.2T 1,21 0,89 0,185 0,3 1,86
TS3.3T 0,65 0,58 0,028 0,49 1,19
BR15 0,29 0,24 0,136 0,15 2,46
BR11 0,28 0,26 0,011 0,21 0,61
TS4.3T 0,44 0,38 0,025 0,23 1,05
V52 0,3 0,3 0,001 0,29 0,5
Tabelle A-5: Güte der Strömungsberechnung im Fall TG - Tief- als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI)
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TS4.2T 1,23 1,09 0,067 0,43 1,92
TS4.1T 1,17 1,06 0,026 0,66 1,57
V42 0,48 0,32 0,021 0,3 0,72
Mittel (III) 1,11 0,93
Tabelle A-7:  Güte der Strömungsberechnung im Fall SA - Flach - als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI)
Lokale Residuen [m]
Messstelle Median Low Quartil Varianz Minimum Maximum
TS1.1F 0,31 0,25 0,01088243 0,04 0,47
TS1.2F 0,13 0,07 0,01393453 -0,21 0,35
TS1.3F 0,01 -0,23 0,06653679 -0,68 0,35
TS2.1F 0,30 0,25 0,00958423 0,06 0,49
TS2.2F 0,30 0,25 0,0054491 0,16 0,44
TS2.3F 0,12 0,04 0,01818213 -0,19 0,37
TS3.1F 0,69 0,6 0,01408453 0,50 0,96
TS3.2F 0,48 0,39 0,01546547 0,25 0,72
TS3.3F 0,50 0,41 0,0201503 0,24 0,73
TS4.1F 0,32 0,25 0,00631111 0,20 0,50
TS4.2F 0,33 0,26 0,00732447 0,14 0,46
TS4.3F 0,42 0,31 0,01353529 0,07 0,57
Mittel (-II) 0,36 0,24
Tabelle A-8: Güte der Strömungsberechnung im Fall SA - Tief- als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI)
Lokale Residuen [m]
Messstelle Median Low Quartil Varianz Minimum Maximum
TS1.1F 0,25 0,20 0,00779414 0,05 0,4
TS1.2F 0,20 0,13 0,0117548 -0,15 0,37
TS1.3F 0,19 0,10 0,03299414 -0,30 0,46
TS2.1F 0,20 0,15 0,00446186 0,04 0,32
Tabelle A-6: Güte der Transportrechnung im Fall TG, RMSE über die Zeit und alle Simulationen 
integriert, in [mg/l] (ZF-Typ IDI) (Forts.)
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TS2.2F 0,28 0,23 0,00415285 0,15 0,39
TS2.3F 0,18 0,11 0,01422432 -0,14 0,38
TS3.1F 0,66 0,60 0,01101321 0,50 0,87
TS3.2F 0,49 0,41 0,01323679 0,25 0,70
TS3.3F 0,52 0,42 0,01636336 0,28 0,71
TS4.0,1F 0,3 0,24 0,00515285 0,19 0,45
TS4.2F 0,35 0,28 0,00646922 0,17 0,45
TS4.3F 0,45 0,35 0,01084414 0,2 0,57
Mittel: (-II) 0,37 0,27
Tabelle A-9: Güte der Transportrechnung im Fall SA, RMSE über die Zeit und alle Simulationen 
integriert, in [mg/l] (ZF-Typ IDI) 
Messstelle Median Low Quartil Varianz Min Max
V19 0,82 0,55 0,122 0,48 1.84
TS2.1F 2.89 2.51 0,100 2.02 3.06
TS2.2F 0,70 0,55 0,275 0,09 2.46
V48 1.66 1.50 0,294 0,73 3.44
V24 2.68 2.61 0,240 1.21 4.22
TS2.3F 0,83 0,60 0,326 0,49 3.03
BR02 1.17 0,86 0,303 0,38 2.47
TS1.2F 1.99 1.66 0,216 1.04 2.78
V47 1.43 1.23 0,180 0,79 2.41
TS1.3F 1.72 1.53 0,140 0,96 2.43
V23 1.85 1.47 0,129 1.09 2.35
V51 1.40 1.33 0,026 1.29 1.90
TS1.1 1.76 1.32 0,212 0,89 2.47
BR09 1.08 0,77 0,140 0,54 1.87
V08 1.61 1.60 0,002 1.54 1.76
V18 0,62 0,48 0,088 0,35 1.39
V22 1.41 1.32 0,019 1.19 1.76
TS5.1 2.11 1.79 0,089 1.23 2.36
Tabelle A-8: Güte der Strömungsberechnung im Fall SA - Tief- als lokale Residuen über alle 
Simulationen (Zielfunktionstyp -DI)(Forts.)
Lokale Residuen [m]
Messstelle Median Low Quartil Varianz Minimum Maximum
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V43 2.67 2.67 0,097 0,91 2.80
TS3.1 1.17 1.01 0,018 0,78 1.28
V10 1.85 1.74 0,046 0,65 1.93
TS3.2 1.24 1.19 0,004 0,98 1.26
TS3.3 1.23 1.18 0,008 0,90 1.27
BR15 0,63 0,62 0,001 0,55 0,64
BR11 0,85 0,75 0,068 0,55 1.68
TS4.3 1.28 1.08 0,049 0,63 1.50
V52 0,67 0,52 0,096 0,29 1.57
TS4.2 1.56 1.45 0,038 0,80 1.81
TS4.1 1.23 1.08 0,066 0,63 1.74
V42 0,48 0,37 0,074 0,31 1.08
Mittel (III) 1,42 1,24
Tabelle A-10: Güte der Strömungsberechnung im Fall TAE1 als Differenz Rechnung-Messung 
(Zielfunktionstyp -D-) 
Lokale Residuen (m).
Messstelle - Flach - - Tief -
TS1.1 -0,11 0,02
TS1.2 -0,04 0,04
TS1.3 0,01 0,08
TS2.1 0,28 0,17
TS2.2 0,2 0,11
TS2.3 0,12 0,1
TS3.1 0,23 0,3
TS3.2 0,2 0,28
TS3.3 0,25 0,32
TS4.1 0,16 0,44
TS4.2 -0,1 0,28
TS4.3 -0,08 0,5
RMSE ( -I-) 0,17 0,27
Tabelle A-9: Güte der Transportrechnung im Fall SA, RMSE über die Zeit und alle Simulationen 
integriert, in [mg/l] (ZF-Typ IDI) (Forts.)
Messstelle Median Low Quartil Varianz Min Max
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Tabelle A-11: Güte der Transportberechnung im Fall TAE1 (ZF-Typ ID-) 
Messstelle
RMSE über die 
Zeit   integriert 
[mg/l] Messstelle
RMSE über die 
Zeit   integriert 
[mg/l]
V19 1,47 V22 1,24
TS2.1T 2,49 TS5.1T 2,23
TS2.2T 0,76 V43 2,66
V48 1,76 TS3.1T 1,1
V24 2,77 V10 1,66
TS2.3T 0,59 V45 0,35
BR02 0,59 TS3.2T 0,99
TS1.2T 2,21 TS3.3T 0,98
V47 1,47 BR15 0,49
TS1.3T 1,69 BR11 0,86
V23 1,58 TS4.3T 1,08
V51 1,35 V52 0,58
TS1.1T 2,23 TS4.2T 1,44
BR09 1,42 TS4.1T 0,81
V08 1,63 V42 0,37
V18 1,43
 RMSE (II-) 1,36
Tabelle A-12: Güte der Strömungsberechnung im Fall TAE2 als Differenz Rechnung-Messung (ZF-
Typ -D-) 
Messstelle
Lokale Residuen 
(m).
- Flach -
Lokale Residuen 
(m).
- Tief -
TS1.1 -0,07 0,05
TS1.2 0,03 0,08
TS1.3 0,16 0,14
TS2.1 0,31 0,18
TS2.2 0,22 0,12
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TS2.3 0,15 0,13
TS3.1 0,31 0,37
TS3.2 0,24 0,36
TS3.3 0,27 0,41
TS4.1 0,23 0,59
TS4.2 0,15 0,45
TS4.3 0,18 0,66
RMSE (-I-) 0,21 0,36
Tabelle A-13: Güte der Simulationsberechnung im Fall TAE5 - Flach -, als lokale Residuen über alle 
Simulationen integriert.
Lokale Residuen [m]
Messstelle Median Low     Quartil Varianz Min Max
TS1.1F 0,01 0,02 0,01 -0,07 0,46
TS1.2F 0,1 0,07 0,01 0,01 0,3
TS1.3F 0,15 0,1 0,01 0,04 0,4
TS2.1F 0,01 -0,005 0,09 -0,05 0,88
TS2.2F 0,07 0,05 0,01 0 0,31
TS2.3F 0,13 0,09 0,01 0,03 0,3
TS3.1F 0,32 0,28 0,01 0,23 0,71
TS3.2F 0,23 0,18 0,01 0,11 0,43
TS3.3F 0,28 0,22 0,01 0,17 0,49
TS4.1F 0,08 0,04 0 0,01 0,23
TS4.2F 0,07 0,02 0 -0,04 0,26
TS4.3F 0,16 0,06 0,01 0 0,38
Mittel (-II) 0,13 0,09
Tabelle A-12: Güte der Strömungsberechnung im Fall TAE2 als Differenz Rechnung-Messung (ZF-
Typ -D-) (Forts.)
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Tabelle A-14:  Güte der Strömungsberechnung im Fall TAE5 - Tief- als lokale Residuen über alle 
Simulationen (Gütekriterium -DI) 
Lokale Residuen [m]
Messstelle  Median Low Quartil Varianz Min Max
TS1.1F 0,15 0,13 0,007 0,09 0,37
TS1.2F 0,18 0,16 0,004 0,11 0,36
TS1.3F 0,23 0,18 0,004 0,12 0,39
TS2.1F 0,14 0,1 0,017 0,08 0,5
TS2.2F 0,1 0,08 0,004 0,03 0,27
TS2.3F 0,19 0,16 0,004 0,12 0,37
TS3.1F 0,4 0,36 0,006 0,3 0,58
TS3.2F 0,32 0,26 0,006 0,17 0,52
TS3.3F 0,37 0,29 0,006 0,22 0,55
TS4.1F 0,47 0,44 0,004 0,41 0,62
TS4.2F 0,41 0,35 0,005 0,28 0,59
TS4.3F 0,64 0,53 0,008 0,47 0,85
Mittel (-II) 0,3 0,25
Tabelle A-15:  Güte der Transportrechnung im Fall TAE5 (Gütekriterium IDI) 
RMSE [mg/l] 
Messstelle Median Low         Quartil Varianz Min Max
V19 0,7 0,59 0,05 0,52 1,46
TS2.1F 2,43 2,22 0,07 2,02 2,81
TS2.2F 1,07 0,82 0,08 0,48 1,41
V48 1,44 1,08 0,08 0,94 1,95
V24 0,97 0,66 0,12 0,49 1,94
TS2.3F 1,3 0,91 0,09 0,53 1,63
BR02 0,48 0,41 0,01 0,28 0,76
TS1.2F 0,61 0,43 0,04 0,25 0,97
V47 0,6 0,51 0,02 0,36 0,89
TS1.3F 0,49 0,4 0,02 0,24 0,89
V23 0,5 0,43 0,01 0,36 0,76
V51 0,97 0,62 0,19 0,21 1,82
TS1.1 2,67 2,61 0,04 1,75 2,74
176 
BR09 0,57 0,39 0,04 0,28 1,06
V08 2,09 2 0,03 1,64 2,34
V18 1,12 0,98 0,02 0,71 1,24
V22 0,82 0,51 0,28 0,43 1,79
TS5.1 2,17 2,13 0,002 2,09 2,3
V43 1,74 0,9 0,48 0,58 2,68
TS3.1 1,03 0,92 0,03 0,8 1,34
V10 1,3 0,92 0,13 0,65 1,65
TS3.2 0,66 0,47 0,12 0,27 1,37
TS3.3 0,72 0,61 0,03 0,52 0,96
BR15 0,55 0,37 0,25 0,25 1,75
BR11 0,46 0,26 0,04 0,18 0,81
TS4.3 0,71 0,54 0,03 0,39 0,89
V52 0,3 0,2 0 0,28 0,34
TS4.2 1,22 1,04 0,05 0,74 1,56
TS4.1 1,24 1,13 0,01 0,97 1,43
V42 0,41 0,34 0,07 0,3 0,98
Mittel (III) 1,04 0,85
Tabelle A-15:  Güte der Transportrechnung im Fall TAE5 (Gütekriterium IDI) (Forts.)
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A.2  Fallstudie 2
Tabelle A-16: Zuordnung der Messtellennummern in den Abbildungen 4-33, 4-34, 4-36, 4-38, 
4-40 und 4-41 zu den tatsächlichen Namen. 
Nr. der 
Messstelle
Messstellen
name
Nr. der 
Messstelle
Messstellen
name
Nr. der 
Messstelle
Messstellen
name
1 5026 21 5034 41 B14
2 31R 22 MB2 42 B16
3 5025 23 MB1 43 E5
4 RHI 24 34 44 B21
5 E30 25 E14 45 B17
6 RHIII 26 E29 46 NM8
7 35R 27 B2 47 NM7
8 34R 28 B4 48 E4
9 5027 29 5077 49 NM10
10 36R 30 E12a 50 E9
11 RHIV 31 B18 51 E3
12 43R 32 B11 52 NM4
13 RHV 33 E7 53 NM5
14 37R 34 E11 54 NM6
15 MB4 35 B19 55 NM3
16 RHVI 36 B13 56 SE1
17 MB3 37 B15 57 E1
18 5028 38 NM9 58 3
19 44R 39 B20 59 ST1
20 MB5 40 B22 60 NM1
61 NM2
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Ergebnisabbildungen 
zur Fallstudie 1
B.1  Korrelation zwischen hard- und soft data  
Abbildung B-1: Korrelation zwischen hard und soft data in Modellschicht 1 
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  Error Mean Squ. = 0.609181
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  Intercept       = -2.969
  Slope           = 0.514844
  R-square        = 0.374055
Fitted Equation:
  Y = -2.969 + 0.514844 * X
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Abbildung B-2: Korrelation zwischen hard und soft data in Modellschicht 2 
Abbildung B-3: Korrelation zwischen hard und soft data in Modellschicht 3 
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  Y = -4.89816 + 0.244555 * X
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  Intercept       = -2.62531
  Slope           = 0.622205
  R-square        = 0.306849
Fitted Equation:
  Y = -2.62531 + 0.622205 * X
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B.2  Manuelle Zonierung  
Abbildung B-4: Abgrenzung der kf-Bereiche bei Integration der soft data (Schicht1 (83-86m+NN), Fall TAE4 und MZ) 
Abbildung B-5: Abgrenzung der kf-Bereiche bei Integration der soft data (Schicht2 (80-83m+NN), Fall TAE4 und MZ)
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Abbildung B-6: Abgrenzung der kf-Bereiche bei Integration der soft data (Schicht3 (70-80m+NN), Fall TAE4 und MZ)
Abbildung B-7: Abgrenzung der kf-Bereiche Trial-and-Error Verfahren (Fall TAE1)
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B.3  Die Heterogenitätsabbildungen nach dem 
Cokriging Verfahren
Abbildung B-9: Abgrenzung der kf-Bereiche Cokriging (Fall COK) - Modellschicht1 
Abbildung B-8: Abgrenzung der kf-Bereiche Trial-and-Error Verfahren (Fall TAE2) 
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Abbildung B-10: Abgrenzung der kf-Bereiche Cokriging (Fall COK) - 
Modellschicht2 
Abbildung B-11: Abgrenzung der kf-Bereiche Cokriging (Fall COK) - 
Modellschicht3 
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B.4  Ergebnisse der numerischen Modellierung
Erklärung der Bedeutung typischer Zielfunktionstypen in den nachstehenden
Abbildungen:  
    
 
       
ZF-Typ IDI ID- -DI -D- III -II
stationäre Rechnung x x x
instationär (über alle Zeitschritte 
integriert) x x x
instationär (Differenzierte Aus-
wertung nach Zeitschritten)
räumliche Integration über alle 
Messstellen x x
räumliche Differenzierung nach 
Messstellen x x x x
Deterministische Rechnung (nur 
1 Simulation) x x
Integration über alle Simulatio-
nen
x x x x
Differenzierte Auswertung nach 
Simulationen
Ze
it
O
rt
Si
m
ul
at
io
n
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Abbildung B-12: Vergleich der Modellergebnisse auf Grundlage der 2 global 
besten Simulationen mit den Messungen an 3 ausgewählten Messstellen (Fall TB)
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Abbildung B-13: Vergleich der Modellergebnisse an 3 ausgewählten Messtellen als 
mean-box Darstellung (Fall TB)
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Abbildung B-14: Vergleich der Modellergebnisse auf Grundlage der 2 besten 
globalen und der jeweiligen besten lokalen Simulationen mit den Messungen an 3 
ausgewählten Messtellen (Fall TBC)
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Abbildung B-15: Vergleich der Modellergebnisse an 3 ausgewählten Messtellen als 
mean-box Darstellung (Fall TBC)
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Abbildung B-16: Vergleich der Modellergebnisse auf Grundlage der 2 besten 
Simulationen mit den Messungen an 3 ausgewählten Messstellen (Fall TG)
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Abbildung B-17: Vergleich der Modellergebnisse an 3 ausgewählten Messtellen als 
mean-box Darstellung (Fall TG)
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Abbildung B-18: Vergleich der Modellergebnisse auf Grundlage der 2 besten 
Simulationen mit den Messungen an 3 ausgewählten Messstellen (Fall MZ)
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Abbildung B-19: Vergleich der Modellergebnisse an 3 ausgewählten Messtellen als 
mean-box Darstellung (Fall MZ)
0
1
2
3
4
B
ro
m
id
[m
g
/l
]
0 1 2 3 4 5 6 7 8 9 10
Zeitschritt
0.0
0.5
1.0
1.5
2.0
B
ro
m
id
m
g
/l
0 1 2 3 4 5 6 7 8 9 10
Zeitschritt
0
1
2
3
4
B
ro
m
id
m
g
/l
0 1 2 3 4 5 6 7 8 9 10
Zeitschritt
Messstelle TS2.2
Messstelle V19
Messstelle Br 02
 194 
Abbildung B-20: Räumliche Verteilung der low-quartil-RMSE Werte im Fall TBC 
aus Tabelle A-3 (ZF-Typ IDI)
Abbildung B-21: Räumliche Verteilung der low-quartil-RMSE Werte im Fall TG aus 
Tabelle A-6 (ZF-Typ IDI)
450 500 550 600 650 700 750 800
1400
1450
1500
1550
1600
1650
1700
1750
V19TS2.1
TS2.2V48 V24
TS2.3
BR02
TS1.2V47TS1.3V23
V51 TS1.1
BR09
V08 V18 V22
TS5.1
V43
TS3.1 V10
TS3.2
TS3.3
BR15 BR11
TS4.3V52
TS4.2
TS4.1
V42
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
dif-mt3d-tbvc.srf
450 500 550 600 650 700 750 800
1400
1450
1500
1550
1600
1650
1700
1750
V19TS2.1
TS2.2V48 V24
TS2.3
BR02
TS1.2V47TS1.3V23
V51 TS1.1
BR09
V08 V18 V22
TS5.1
V43
TS3.1 V10
TS3.2
TS3.3
BR15 BR11
TS4.3V52
TS4.2
TS4.1
V42
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
Anhang B 195 
Abbildung B-22: Räumliche Verteilung der low-quartil-RMSE Werte im Fall MZ aus 
Tabelle A-15 (ZF-Typ IDI)
Abbildung B-23: Grundwasserhöhengleichen im Fall TAE1
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Abbildung B-24: Räumliche Verteilung der low-quartil-RMSE Werte im Fall TAE1 
aus Tabelle A-11 (ZF-Typ ID-)
Abbildung B-25: Grundwasserhöhengleichen im Fall TAE2 
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Abbildung B-26: Räumliche Verteilung der low-quartil-RMSE Werte im Fall TAE2 
(ZF-Typ ID-) 
Abbildung B-27: Grundwasserhöhengleichen im Fall TAE4
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Abbildung B-28: Grundwasserhöhengleichen im Fall Cokriging (COK)
Abbildung B-29: Räumliche Verteilung der low-quartil-RMSE Werte im Fall COK 
(ZF-Typ IDI)
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Ergebnisabbildungen 
zur Fallstudie 2
C.1  Beispiele für die Simulationen nach dem 
TURNING-BANDS Verfahren:    
Abbildung C-1: Beispiel für eine konditionierte Turning-Bands Simulation 
(Modellschicht 1, 62-66m+NN)
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Abbildung C-2: Beispiel für eine konditionierte Turning-Bands Simulation 
(Modellschicht 2, 58-62m+NN)
Abbildung C-3: Beispiel für eine konditionierte Turning-Bands Simulation 
(Modellschicht 3, 54-58m+NN)
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Abbildung C-4: Beispiel für eine konditionierte Turning-Bands Simulation 
(Modellschicht 4, 50-54m+NN)
Abbildung C-5: Beispiel für eine konditionierte Turning-Bands Simulation 
(Modellschicht 5, 46-50m+NN)
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C.2  Beispiele für die Simulationen nach dem 
Truncated GAUSS Verfahren:     
Abbildung C-6: Beispiel für eine konditionierte Truncated GAUSS Simulation 
(Modellschicht 1, 62-66m+NN
Abbildung C-7: Beispiel für eine konditionierte Truncated GAUSS Simulation 
(Modellschicht 2, 58-62m+NN
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Abbildung C-8: Beispiel für eine konditionierte Truncated GAUSS Simulation 
(Modellschicht 3, 54-58m+NN
Abbildung C-9: Beispiel für eine konditionierte Truncated GAUSS Simulation 
(Modellschicht 4, 50-54m+NN
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Abbildung C-10: Beispiel für eine konditionierte Truncated GAUSS Simulation 
(Modellschicht 5, 46-50m+NN
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C.3  Sequential Indicator Simulation und Simulated 
Annealing
Abbildung C-11: Beispiel für die Anwendung des SA-Verfahrens als Postprozessor 
für SIS-Simulationen (Modellschicht 2, gleiches Trainingsimage für alle Schichten)
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C.4  Manuelle Zonierung    
Abbildung C-12: Manuelle Abgrenzung der kf-Bereiche bei TAE4 und MZ
(Schicht 2, 58-62m+NN)
Abbildung C-13: Manuelle Abgrenzung der kf-Bereiche bei TAE4 und MZ
(Schicht 3, 54-58m+NN)
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Abbildung C-14: Manuelle Abgrenzung der kf-Bereiche bei TAE4 und MZ
(Schicht 4, 50-54m+NN)
Abbildung C-15: Manuelle Abgrenzung der kf-Bereiche bei TAE4 und MZ
(Schicht 5, 46-50m+NN)
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C.5  Ergebnisse der numerischen Modellierung 
 
Abbildung C-16: Variationskoeffizient für Propagationspfad TG (ZF-Typ: DDI)
Abbildung C-17: Variationskoeffizient Propagationspfad SA (ZF-Typ: DDI)
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Definitionen
D.1 Das Zufallsmodell
Das Zufallsfeldmodell hat eine ganze Reihe von interessanten Eigenschaften, die
in der Praxis vorteilhaft verwendet werden können. Ausführliche Beschreibungen
hierzu geben z.B. JOURNEL & HUIJBREGTS (1978). Diese Eigenschaften bilden die
Basis für die geostatistischen Methoden und sind deshalb hier noch einmal kurz
zusammengefasst. Die Ensemble Variable  wird hier weggelassen.
1. Zufallsfelder (wie Zufallsvariable) werden durch eine Wahrscheinlichkeitsver-
teilung oder Wahrscheinlichkeitsdichtefunktion (pdf)  beschrieben, die
wiederum durch ihre statistischen Momente definiert ist. Die Definition des ers-
ten Momentes oder Mittelwertes lautet:
(D.1) 
 und das  zentrale Moment, 
(D.2) 
Die Wahrscheinlichkeitsdichtefunktion und ihre Momente sind also eine Funk-
tion der Raumkoordinaten . Das zweite Moment ist die Varianz von .
Wenn  normalverteilt ist, dann ist der Mittelwert und die Varianz ausrei-
chend zur Beschreibung der gesamten Wahrscheinlichkeitsverteilung von  an
der Stelle .
2. Die Wahrscheinlichkeitsdichte  und ihre Momente betreffen nur eine ein-
zige Zufallsvariable:  an einer bestimmten Stelle . Diese Wahrscheinlich-
keitsverteilung nennt man die univariate pdf. Ein Zufallsfeld jedoch charakteri-
siert eine räumliche Funktion und besteht daher aus einer unendlichen Anzahl 
von Zufallsvariablen: an jedem Punkt  existiert eine andere Zufallsvariable. 
Deshalb werden Wahrscheinlichkeitsverteilungen benötigt, die multiple Variab-
len des Zufallsfeldes charakterisieren. Z.B. ist die bivariate Wahrscheinlichkeits-
dichte  definiert als: 
(D.3) 
ξ
f z x ),(
E Z x( ) ][ z xf z x ) ),(( zd
∞–
∞∫=
k-te k 1 2 … ∞}, , ,{∈
E Z( x( ) E Z x( ) ] )k[– ][ z x ) E Z x ) ]( )kf z( x ),[–( zd
∞–
∞∫=
x Z x )(
Z x )(
Z
x
f z x ),(
Z x
x
f2 z1 z2 x1 x2, , ,( )
f2 z1 z2 x1 x2, , ,( )dz1 dz2,
Prob z1 Z x1( ) z1 dz+<( ) und 
z2 Z x2( ) z2 dz2 ) ]+<≤(
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=
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Die bivariate Verteilung wird beschrieben durch die Mittelwerte von  und
 und den folgenden Momenten 
(D.4) 
Für  vereinfacht sich Gleichung D.4 zum Ausdruck für die Kovarianz-
funktion, die die Kovarianz zwischen den Zufallsfeldvariablen an den Punkten 
und  beschreibt. Die univariate pdf gibt also Informationen über den Mittelwert,
die Varianz, Schiefe, usw. der Variablen an jeder Stelle des Zufallsfeldes und die
bivariate pdf gibt Informationen über die 2-Punkt Korrelationen der Zufallsfeldva-
riablen.
3. Ein Zufallsfeld ist im engeren Sinne stationär, wenn die multivariate Wahr-
scheinlichkeitsverteilung invariant gegen Translationen ist (n ist die Raumdi-
mension):
(D.5) 
Für jede beliebige Anzahl von Punkten in jeder Konfiguration innerhalb des
Zufallsfeldes bleibt auch nach einer Verschiebung der Konfiguration die multi-
variate pdf für den neuen Punktesatz die gleiche. 
4. Diese sehr stringente Eigenschaft kann in vielen Anwendungen gelockert wer-
den und stattdessen die sog. Stationarität zweiter Ordnung für das Modell der
räumlichen Variation verwendet werden. Ein Zufallsfeld ist dann 2. Ordnung
stationär, wenn die bivariate pdf sich gegenüber Translationen invariant darstellt:
(D.6) 
Die Stationarität zweiter Ordnung ist dann gegeben, wenn die ersten zwei
Momente der bivariaten Gauss'schen pdf invariant gegenüber Translationen sind
(zur Begründung s. z.B. BIERKENS,1994): 
(D.7) 
(D.8) 
(D.9) 
Z x1 )(
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∞∫ x1 ) E Z x1 ) ]( )k z( 2 x2( )
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wobei  den Mittelwert und  die Varianz der univariaten pdf darstellt. Ein
Zufallsfeld, das die Bedingungen der Gleichung D.7 bis Gleichung D.9 erfüllt,
wird als im weiteren Sinne (w.S.) stationär (oder schwach 2. Ordnung stationär)
bezeichnet. Ein im w.S. stationäres Zufallsfeld hat einen konstanten Mittelwert
und konstante Varianz und eine Kovarianz, die nur eine Funktion des Abstands-
vektors  ist. Zusammengefasst kann man feststellen, dass für ein
Zufallsfeld mit multivariater Gauss-Verteilung und einer Stationarität im w.S.,
das komplette Zufallsfeld durch einen konstanten Mittelwert, eine konstante
Varianz und durch eine Kovarianzfunktion, die nur eine Funktion der vektoriel-
len Differenz h zwischen zwei Punkten des Zufallsfeldes ist, charakterisiert wer-
den kann.
5. Die Kovarianz Funktion C(h) ist eine wichtige Eigenschaft eines Zufallsfeldes.
Für ein 2. Ordnung stationäres Zufallsfeld gilt: 
(D.10) 
und 
(D.11) 
mit hx als Punkteabstand in x-Richtung und Ix als linearer Integral-Skala in x-
Richtung. Für die y-und z-Richtung gelten sinngemäß die gleichen Definitionen
wie in Gleichung D.11. Die lineare Integral-Skala ist ein Maß für den Abstand
bis zu dem Zufallsvariable an zwei Stellen des Zufallsfeldes noch korreliert sind.
6. Aus den Gleichungen D.10 und D.11 ist zu erkennen, dass im Falle der Stationa-
rität 2. Ordnung, die Zufallsfelder eine endliche Varianz und eine endliche inte-
grale Skala besitzen. Geophysikalische Variable können die Eigenschaft
besitzen, dass die Varianz der Messungen anwächst, wenn die Untersuchungsflä-
che vergrößert wird. Dies kann einmal dadurch bedingt sein, dass die Integral-
skala der Variablen sehr groß ist im Vergleich zur Untersuchungsfläche oder die
betrachtete Variable besitzt ein fraktales (selbstähnliches) Verhalten. In diesen
Fällen können sowohl die Varianz wie auch die Integralskala unbeschränkt
anwachsen. Hier wird dann oft ein Typ von Stationarität angenommen, der sogar
noch weniger stringent ist als die Stationarität im weiteren Sinne: das Zufallsfeld
ist dann intrinsisch. Dies bedeutet, dass die Differenzen  als im
w.S. stationär angenommen werden. Die Bedingungen für ein Zufallsfeld, das
als intrinsisch bezeichnet werden kann sind damit folgende:
(D.12) 
(D.13) 
Die Differenz der Mittelwerte ist Null und die Varianz der Differenzen ist nur
eine Funktion des Abstandvektors h. Die Funktion
(D.14) 
µ σ2
h x1 x2–=
C 0( ) σ2=
C hx( ) hxd
0
∞∫ σ2 Ix⋅=
Z x2( ) Z x1( )–
E Z x2( ) Z x1( )–[ ] 0=
E Z x2( ) Z x1( )–( )2[ ] 2γ h( )=
γ h( ) 12--E Z x2( ) Z x1( )–( )
2[ ]=
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wird als Semivariogramm oder einfach Variogramm bezeichnet. Wenn ein
Zufallsfeld im w.S. stationär ist, ist es gleichzeitig auch intrinsisch (aber nicht
umgekehrt). Im Falle der Stationarität i.w. Sinne existiert folgende Beziehung
zwischen der Kovarianzfunktion C(h) und dem Variogramm : 
(D.15) 
Ist das Zufallsfeld i.w.S. stationär, dann erreicht das Variogramm einen endli-
chen Wert, der als sill bezeichnet wird und σ2 entspricht. Der Punkteabstands-
wert bei dem dieser konstante Wert erreicht wird, wird Reichweite37 genannt.
Die Reichweite repräsentiert die maximale Distanz über die zwei Punkte im
Zufallsfeld korreliert bleiben. In der Nähe des Diagrammursprungs erreicht das
Variogramm nicht immer den eigentlich zu erwartenden Wert 0 (vollständige
Korrelation von Punkten mit einem Abstand nahe Null). Der hier auftretende
Sprung wird nugget (-Effekt) genannt und gibt einen Hinweis auf unkorrelierte
Variationen über kurze Distanzen. Abbildung D-1 zeigt eine Kovarianzfunktion
und das entsprechende Variogramm mit einem Nuggetanteil. Fall (1) gilt für
einen i.w.S. stationären Fall und (2) für ein intrinsisches Feld, das aber nicht
i.w.S. stationär ist.
7. Man spricht von einem isotropen Zufallsfeld, wenn die multivariate pdf invariant
gegenüber einer Rotation ist. Die Kovarianz eines 2. Ordnung stationären
Zufallsfeldes lautet dann: 
37.   eng. range
Abbildung D-1: Kovarianzfunktion und Variogrammbeispiel (Eine 
Kovarianzfunktion und das zugehörige Variogramm für ein i.w.S. stationäres Feld 
(1) und ein Variogramm für ein intrinsisches Zufallsfeld (2)). (aus BIERKENS,1994).
γh( )
γ h( ) C 0( ) C h( )    h ℜm    ∈∀–=
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(D.16) 
Die Kovarianzfunktion hat also in allen Richtungen die gleiche Form.
8. Ein grundlegendes Problem des Zufallsfeldmodells ist, dass wir nur eine
begrenzte Anzahl von Messungen aus einer Realisation (dem realen Zustand)
besitzen. Gebraucht werden jedoch statistische Kenngrößen (Mittelwert, Vari-
anz, pdfs) für das gesamte Ensemble von Realisationen. Es ist jedoch möglich,
die relevanten statistischen Eigenschaften des Ensembles aus der einzigen Reali-
sation zu ermitteln, wenn dieses Feld ergodisch ist. Da i.Allg. davon ausgegan-
gen werden kann, dass geophysikalische Variable sich zeitunabhängig
verhalten38, ist nur eine Realisation vorhanden und man ist eigentlich immer
gezwungen anzunehmen, dass das Zufallsfeld ergodisch ist. Im allgemeinen ist
es nicht möglich die Ergodizität eines Zufallsfeldes nachzuweisen. Man kann
jedoch davon ausgehen, dass bei einem i.w.S. stationären Zufallsfeld mit einer
räumlichen Erstreckung, die mehreren Integralskalen entspricht, die aus der ein-
zigen Realisation berechneten Kennwerte (Mittelwert, Kovarianzen) den Kenn-
werten des Zufallsfeldes entsprechen (BIERKENS, 1994).
D.2 Gauss’sche Modelle -- Effektive 
Parameter
Ausdrücke für die effektive hydraulische Durchlässigkeit, die aus der stochasti-
schen Theorie abgeleitet werden setzen eine gleichförmige Strömung voraus. Die
Verwendung eines effektiven Parameterwertes ist unter der Annahme möglich, dass
es einen Wert für die hydraulische Durchlässigkeit gibt, der das mittlere Strömungs-
verhalten des betrachteten System reproduziert. Feldmessungen der effektiven
hydraulischen Durchlässigkeit sind nur beschränkt möglich, andererseits können
jedoch mittels numerischer Simulationen die entsprechenden Werte relativ einfach
berechnet und mit den aus der Theorie erwarteten Werte verglichen werden
(ANDERSON, 1997). GOMEZ-HERNANDEZ & GORELICK (1989) fanden, dass für einen
heterogenen Aquifer mit einer ungleichmäßigen Berandung und mehreren Pump-
brunnen kein eindeutiger Wert für die effektive hydraulische Durchlässigkeit ange-
geben werden kann. Der hierfür ermittelte Wert verändert sich nämlich mit der
Veränderung der Pumpraten oder der Platzierung der Brunnenstandorte.
Können hydraulische Durchlässigkeiten noch relativ einfach im Feld oder im
Labor (unter Berücksichtigung der vielschichtigen Unsicherheiten) ermittelt wer-
den, so ist dies für Dispersivitätswerte sehr viel schwieriger. Diese Messungen ver-
langen Tracer-Versuche, die evtl. über mehrere hundert Tage durchgeführt werden
müssen und die Installation eines dreidimensionalen Netzes von Beobachtungsstel-
len. So erscheint die Möglichkeit sehr reizvoll, die Dispersivitäten aus analytischen
38.  Die Theorie der stochastischen Prozesse ist eigentlich für zeitabhängige Zufallsgrößen entwi-
ckelt worden (s. z.B. LANGGUTH & VOIGT, 1980).
C x2 x1–( ) C x2 x1–( ) C h( ) C h( )= = =
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Ausdrücken abzuleiten, die Parameter verwenden, die wiederum auf geostatisti-
schen Auswertungen der hydraulischen Durchlässigkeiten basieren, wobei jedoch
der Umfang der hierfür notwendigen Datenerhebung erheblich ist (HESS et al.,
1992). Für einen relativ homogenen Aquifer (Cape Cod, Massachusetts, USA)
wurde von ihnen anhand von 1500 Messungen der hydraulischen Durchlässigkeit
die statistischen Kennwerte berechnet. Die nach den Theorien von DAGAN (1988)
und GELHAR & AXNESS (1983) berechneten Werte für die longitudinale Dispersivi-
tät stimmten gut mit denen überein, die aus einem Tracerversuch ermittelt wurden.
Die berechneten transversalen Dispersivitäten waren dagegen zu klein, was auf
Instationaritäten (zeitliche Variationen des hydraulischen Gradienten) im Strö-
mungsfeld zurückgeführt wurde.
Gauss'sche Modelle verlangen, dass der ln kf-Prozess statistisch homogen oder
stationär ist. Dies bedeutet, dass die Variabilität unabhängig von ihrer räumlichen
Lage zu sehen ist. Man kann annehmen, dass ein geologisches Medium auf einigen
Skalenbereichen wirklich statistisch homogen ist, über alle Skalen gesehen ist dage-
gen mit Sicherheit die Stationaritätsannahme verfehlt. Selbst bei relativ homogenen
Standorten wie dem Borden Testfeld, sprechen die Beobachtungen dafür, dass auf
der für hydrogeologische Untersuchungen typischen Skala keine Stationarität
gewährleistet ist (WOODBURY, 1991). Zunehmend werden deshalb andere Ansätze
verfolgt, wie z.B. die fraktalen Modelle, die die sog. fortschreitende (evolving) Hete-
rogenität reproduzieren können. Fraktale Modelle erlauben die Integration von ver-
schachtelten (nested) Heterogenitätsskalen und von zeitabhängigen Dispersivitäten.
Sowohl Gauss’sche als auch fraktale Modelle stoßen jedoch an ihre Grenzen bei der
Behandlung von Aquiferen, die einen starken deterministischen Trend aufweisen. 
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D.3 Methoden der stochastischen 
Simulation
 D.3.1  Turning-Bands
Das älteste Verfahren ist die von MATHERON (1973) entwickelte Turning-Bands-
Methode. Es wurde erstmals von DELHOMME (1979) und MANTOGLOU & WILSON
(1982) für hydrogeologische Fragestellungen eingesetzt. Die am weitesten verbrei-
tete Umsetzung in eine Computer-Software stellt das Programm TUBA
(ZIMMERMANN & WILSON, 1990) dar. Das Verfahren ist in folgende Schritte aufge-
teilt:
• Es wird ein eindimensionales Feld (eine Linie) mit einer vorgegebenen
Kovarianzfunktion und dem Mittelwert Null generiert. 
• Diese Linie dient nun als Achse eines Zylinders im dreidimensionalen
Raum. Jeder ’Schicht’ (orthogonal zur Achse, mit der Dicke entsprechend
dem Abstand zweier Punkte auf der Achse) des Zylinders wird der Wert
des Parameters auf der Achse zugewiesen.
• N solcher Linien und Zylinder werden generiert, wobei der Winkel zwi-
schen ihnen π / N beträgt. 
• An jedem Punkt im Raum wird dann die Summe der N sukzessiven Werte
berechnet, entsprechend der jeweiligen ’Schicht’ jedes Zylinders in der
der Punkt liegt. Die Summe wird dann noch durch N1/2 dividiert.
 D.3.2  Konditionierung bei Turning-Bands-Simulationen
Die Turning-Bands-Methode liefert eine unkonditionale, d.h. von den tatsächli-
chen Probenpunkten unabhängige Simulation der betrachteten Größe, die
1. dasselbe Histogramm
2. dasselbe Variogramm
wie die Ausgangsdaten aufweist.
Eine dritte Anforderung an eine solche Simulation ist, dass die simulierten Werte
an den Probenpunkten an die tatsächlich gemessenen Werte treffen (bedingte oder
konditionale Simulation). Dies kann mit dem Verfahren der Konditionierung
erreicht werden:
Es gilt, dass ein wahrer Wert z(x) gleich der Summe aus dem Krigingschätzer
zk(x) plus einem unbekannten Krigingfehler ist:
(D.17) 
Da das Variogramm der unkonditioniert simulierten Werte gleich dem der Aus-
gangsdaten ist, gilt weiterhin, dass ein simulierter Wert zs(x) ebenfalls gleich der
Summe seiner Krigingschätzung zsk(x) und einem Krigingfehler ist:
z x( ) zk x( ) z x( ) zk x( )–[ ]+=
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(D.18) 
In der konditionalen Simulation sucht man nun nach erfolgter unkonditionaler
Simulation diejenigen simulierten Werte zs heraus, die an den Originalprobenpunk-
ten liegen, und führt eine Krigingschätzung durch. Der bis dahin unbekannte Kri-
gingfehler entspricht dann der Differenz aus der Krigingschätzung zsk und dem an
diesem Ort x simulierten Wert zs. Es gilt nun für den konditionierten Wert zsC:
(D.19) 
Eine so durchgeführte Simulation liefert eine mögliche Realisation der Zufalls-
funktion Z(x), die
1. dasselbe Histogramm
2. dasselbe Variogramm
wie die Ausgangsdaten aufweist und
3. an den Probenpunkten mit den gemessenen Daten übereinstimmt.
Abbildung D-2 zeigt eine solche Realisation im Vergleich mit der ’Realität’ und
ihrer Krigingschätzung am Beispiel der Transmissivität entlang einer Profillinie.
Abbildung D-2: Vergleich von Realität, Krigingschätzung und konditionaler 
Simulation (nach DE FOUQUET, 1994).
zs x( ) zsk x( ) zs x( ) zsk x( )–[ ]+=
zsC x( ) zk x( ) zs x( ) zsk x( )–[ ]+=
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Praktische Durchführung: Die praktische Umsetzung wurde nach der bei
DE FOUQUET (1994) beschriebenen Methode in 4 Schritten durchgeführt (s.
Abbildung D-3):
1. unkonditionale Simulation an den Gitterpunkten xi und an den Datenpunkten xa ,
2. an den Punkten xa Berechnung der Differenz ya - sa ,
3. Krigen an den Punkten xi mit der Kovarianz K der Differenz ya(xi) - s*(xi) ,
4. Summierung der unkonditionalen Simulation s(xi) mit dem Krigingergebnis der
Differenz (y* - s*)(xi).
mit:
Vereinfachend wurde in den beiden behandelten Beispielfällen statt der Diffe-
renz ya - sa die Differenz ya - s*a gebildet (mit s*a als Ergebnis der unkonditionalen
Simulation an einem dem Datenpunkt xa nächstgelegenen Gitterpunkt, s.
Abbildung D-4).  
xi = Punkte in einem Gitternetz
xa = Punkte an denen ’Messwerte’ vorliegen
ya = ’Messwerte’ an den Punkten xa
sa = Ergebniswerte der unkonditionalen Simula-
tion an den Datenpunkten xa
y* = ’gekrigte Messwerte’ an den Gitterpunkten xi
s* = Ergebniswerte der unkonditionalen Simula-
tion an den Gitterpunkten xi
Abbildung D-3: Schritte bei der Erstellung einer konditionalen Simulation (nach 
DE FOUQUET, 1994)
Wert ya
Punkt xa
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 D.3.3  Sequential Indicator Simulation
Die Indikator-Statistik im allgemeinen betrachtet mehr die Rangfolge der zu
simulierenden Variablen, als die tatsächlichen Werte selbst. Dazu wird eine binäre
Transformation vorgenommen: 
(D.20) 
mit zc als Schwellenwert, I(u;zc) ist der Indikatorwert und Z(u) die Zufallsvari-
able (z.B. der kf - Wert). Unter Verwendung von L Schwellenwerten zck, (k=1,...,L)
kann der gesamte Wertebereich von Z(u) in L+1 Klassen eingeteilt werden. Ein Vor-
teil des Indikatorprinzips ist, dass alle verfügbaren Daten (hard und soft data) glei-
chermaßen als Indikatorwerte codiert werden können. 'Harte' Daten zeichnen sich
durch einen kompletten Vektor von Nullen und Einsen (wenn nur ein Schwellenwert
verwendet wird) aus. Der Vektor für die 'weichen' Daten, die eher ein Werteintervall
repräsentieren, ist dagegen unvollständig (s. Abbildung D-5).
Bei der Sequential Indicator Simulation (SIS) werden die Knoten im Simulati-
onsbereich sequentiell belegt. Die (posterior-) kumulative Verteilung für die beleg-
ten Punkte (u) wird mit Hilfe von Indikator-Kriging berechnet. Vorher wurden die
Punkte bereits mit den vorab bekannten Indikator-Daten für jeden Schwellenwert
konditioniert. Die Konditionierung wird so gestaltet, dass alle Daten in der Nachbar-
schaft von (u) einschließlich der Originaldaten und aller bis zu diesem Zeitpunkt
simulierten Werte einbezogen werden.
Ein Wert Z(u) wird am Punkt (u) dann zufällig aus dieser Verteilung gezogen
unter der Bedingung, dass an Punkten, an denen Originaldaten vorhanden sind, diese
unverändert bleiben und zum Satz der bereits simulierten Werte hinzugefügt werden
(s. a. GOMEZ-HERNANDEZ & JOURNEL, 1992). Als größte Vorteile dieses Verfahrens
sind die sehr einfache Möglichkeit der Integration von nicht exakt bekannten Daten
und die Berücksichtigung des Indikator-Variogramms durch das Kriging-System zu
nennen.
Abbildung D-4: Vereinfachung der Differenzenbildung bei der Konditionierung nach 
FOUQUET.
I u zc,( ) 1  wenn Z(u) zc oder 0, wenn Z(u) zc>≤,=
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Das für die Berechnungen verwendete Programm SISIMPDF (DEUTSCH &
JOURNEL, 1992) gewinnt auch die benötigten Verteilungsfunktionen direkt durch
Indikatorkriging.
 D.3.4  Truncated Gauss Simulation
Gibt es nur zwei Kategorien für die Indikatorvariable (k=2) und eine ist komple-
mentär zur anderen, kann man unkonditionale Realisationen der eindeutigen Indika-
torvariable I(u) durch Stutzen der kontinuierlichen Realisationen
 einer Gauss'schen Zufallsfunktion Y(u) erreichen. Dann ist:
(D.21) 
mit yp = G-1(p) als Standard Normal p-Quantile und p als gewünschte Anteile der
Indikatoren, die zusammen eins ergeben:
(D.22) 
 Die Serie von Schwellenwerten, die die verschiedenen Kategorien definieren,
können räumlich variabel festgelegt werden. Dies erlaubt es, die Anteile jeder Kate-
gorie z.B. für einzelne Schichten getrennt anzugeben.
Als Nachteil der Methode kann man ansehen, dass die räumliche Sequenz der
simulierten Kategorien fest ist. So kann man z.B. in jeder Richtung die Abfolge der
Kategorien C1, C2, C3, C4, oder C4, C3, C2, C1 finden. Der Algorithmus erlaubt es
nicht, diskontinuierliche Sequenzen wie C1, C4, C3, C2 zu generieren. Für die Simu-
lation muss also von einer natürlichen Reihenfolge der Variablen ausgegangen wer-
den.
Abbildung D-5: Indicator Codierung von ’harten’ Daten und ’weichen’ Intervall-
Daten
y l( ) u( ) u ℜ∈,( ){ }
i l( ) u( ) 1  wenn y l( ) yp≤( ),
0  sonst        ,
=
=
E I u( )[ ] p=
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 D.3.5  Simulated Annealing
Die nachstehenden Ausführungen orientieren sich vor allem an DEUTSCH &
COCKERHAM (1994). Beim Annealing-Ansatz zur stochastischen Simulation gibt es
kein explizites Zufallsfunktionsmodell. Vielmehr wird die Erzeugung einer Realisa-
tion als ein Optimierungsproblem formuliert. Dieses wird mit einer numerischen
Optimierungtechnik gelöst. Die erste Anforderung dieser Klasse von Methoden ist
eine Zielfunktion (oder auch Energiefunktion), welche ein ungefähres Maß darstellt
für die gewünschten räumlichen Charakteristiken. Die globale Optimierungstechnik,
die am meisten verwendet wird, um derartige Realisationen zu erhalten, basiert auf
einer Analogie zum physikalischen Prozess des Verschmelzens (annealing). Annea-
ling ist der Prozess bei dem das Material einer starken Erwärmung ausgesetzt und
dann langsam abgekühlt wird. Wärmeschwingungen erzeugen eine Strukturverände-
rung des Gefüges in Richtung eines stärker strukturierten Gitters, d.h. zu einem nied-
rigeren energetischen Zustand. Im Zusammenhang mit einer numerischen 3-D-
Modellierung, kann der Annealing-Prozess durch die folgenden Schritte simuliert
werden:
• Ein Anfangsmodell (analog zu der Anfangsschmelze beim wirklichen
Annealing) wird erzeugt durch Belegung der Modellnetzknoten mit
Zufallswerten, die aus der gewünschten räumlichen Verteilung gezogen
werden. Diese anfängliche räumliche Verteilung kann so konstruiert wer-
den, dass hier bereits zusätzliche räumliche Eigenschaften (z.B. großräu-
mige deterministische Strukturen) der gewünschten Verteilung enthalten
sein können.
• Eine Energiefunktion (analog zur Gibb‘s freien Energie im wirklichen
Annealing) wird definiert als Maß der Differenz zwischen den gewünsch-
ten räumlichen Eigenschaften und denen der generierten Realisation. Bei-
spielsweise kann als Zielfunktion die quadrierte Differenz zwischen dem
Semi-Variogramm der Realisation und dem des Modells definiert wer-
den.
• Das erzeugte Bild wird 'gestört', indem Wertepaare an zufällig gewählten
Netzknoten vertauscht werden. Dies stellt eine Nachahmung der Wärme-
schwingungen beim wahren Annealing dar.
• Diese Störung wird akzeptiert, wenn die Energie verringert wird; mit einer
gewissen Wahrscheinlichkeit wird sie auch dann akzeptiert, wenn dabei
der Energiezustand erhöht wird (dies entspricht der Boltzmann Wahr-
scheinlichkeit beim wirklichen Annealing). 
• Die Störungsprozedur wird fortgesetzt, bis ein niedrigerer Energiezustand
erreicht ist. Hierbei wird die Wahrscheinlichkeit für die Akzeptanz
'ungünstiger' Tauschvorgänge dauernd herabgesetzt. Der niedrigste Ener-
giezustand soll einer plausiblen Realisation des tatsächlich zu modellie-
renden Gebietes entsprechen
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In dieser Arbeit wird Simulated Annealing als Postprozessor für vorhandene
Simulationen, die bereits viele der verlangten räumlichen Eigenheiten besitzen, ein-
gesetzt. Die Ausgangssimulation wird von dem Programm SISIMPDF erzeugt, die
verwendete Zielfunktion fügt zusätzliche Strukturen, die in einem sogenannten
'Trainings-Bild' festgelegt sind, hinzu. Die Zielfunktion verwendet ein 2-Punkt His-
togramm der definierten Indikator Variablen.
Sei Z eine Zufallsvariable, die eine von K Werten annehmen kann (k=1,...,K),
dann ist das 2-Punkt Histogramm für einen speziellen Abstandsvektor h der Satz
aller bivariaten Verschiebungswahrscheinlichkeiten: 
(D.23) 
unabhängig von u, für alle k,k' = 1,...,K. Die zugehörige Zielfunktion lautet: 
(D.24) 
wobei  die Referenz Wahrscheinlichkeiten darstellen, die direkt
vom Trainingsbild ermittelt werden und  die zugehörigen Häufig-
keiten der generierten Simulation darstellen. 
Als Hauptvorteil von Simulated Annealing kann man die Fähigkeit des Verfah-
rens ansehen, viele verschiedene Datenquellen integrieren zu können. Dem steht
aber entgegen, dass bei vollständiger Ausnutzung dieser Fähigkeiten die notwendi-
gen CPU-Zeiten über jedes praktisch vertretbare Zeitmaß hinausgehen. Deshalb
muss die Zielfunktion so einfach wie möglich gehalten werden. Eine wichtige Frage
betrifft den Zeitpunkt zur Änderung der Temperatur. Folgendes empirisches Verfah-
ren hat sich hierfür bewährt: Der Anfangswert der Zielfunktion wird auf den Wert 1
skaliert, so dass ein dimensionsloser annealing schedule verwendet werden kann.
Das Konzept ist, dass mit einer hohen Anfangstemperatur to gestartet wird und diese
dann mit einem Multiplikationsfaktor  immer dann verringert wird, wenn genug
Tauschvorgänge akzeptiert worden sind ( ), oder zu viele Versuche
gestartet worden sind ( ). Der Algorithmus wird gestoppt, wenn die
Bemühungen zur Verringerung der Zielfunktion nicht mehr erfolgreich sind, d.h.
wenn Kmax eine gewisse Anzahl S überschritten hat oder die Zielfunktion einen
niedrigen Wert Omin erreicht hat. 
 Konditionieren auf lokale Daten
Ein einfacher Weg lokale Daten (Messwerte) in den Realisationen zu berück-
sichtigen ist der, die Daten aus dem Austauschprozess auszuschließen. Dieses Vor-
gehen verursacht jedoch Diskontinuitäten in der Nähe der Konditionierungssdaten.
Dies geschieht, weil die Konditionierungsdaten, die keine Chance haben ausge-
tauscht zu werden, nicht in gleichem Maße zur globalen Zielfunktion beitragen wie
die übrigen Daten. DEUTSCH & JOURNEL (1992) schlagen zur Korrektur der Ziel-
funktion ein splitting in zwei Teile vor:
(D.25) 
p
k k′,
Prob Z u( ) Kategorie k bzw. Z u h+( ) Kategorie k′∈ ∈{ }=
O pTrainingk k′, h( ) pRealisationk k′, h( )–[ ]2
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mit nl als Anzahl der Distanzklassen in der Zielfunktion,  ist das
Modell Semi-Variogramm und  bzw.  sind die Semivariogramme der
Realisationen. Der Index S bezeichnet dabei Datenpaare, deren beide Endpunkte
simulierte Knoten darstellen, während der Index C Datenpaare kennzeichnet, wo
wenigstens ein Endpunkt einen Konditionierungswert darstellt. Dieser Ansatz
beschränkt jedoch die Ergebnisse stark in der Nähe der Konditionierungsdaten.
Ein erfolgversprechenderer Ansatz hat folgende Form einer einteiligen Zielfunk-
tion: 
(D.26) 
Hierbei werden die Paare, die zu dem semi-Variogramm Wert  beitragen,
gewichtet je nachdem, ob Konditionierungsdaten im jeweiligen Wertepaar enthalten
sind oder nicht. Das Semivariogramm wird berechnet nach: 
(D.27) 
Dann ist  = 1.0, wenn sowohl  als auch  simulierte Knoten
sind. Gehört einer von beiden Werten zu den Konditionierungsdaten dann ist .
DEUTSCH & COCKERHAM (1994) fanden hierfür einen Wert von  als
geeignet. 
 Zielfunktionen mit gewichteten Komponenten
Im allgemeinen wird die Zielfunktion O aus der gewichteten Summe von C
Komponenten gebildet: 
(D.28) 
wobei wc und Oc die Komponenten der Gewichte und Zielfunktionen darstellen.
Die Komponenten der Zielfunktion geben an, wie sicher Eigenschaften des simulier-
ten Bildes von den gewünschten Kontroll- oder Referenzeigenschaften abweichen.
Zum Beispiel: eine Komponente könnte das Maß für die Differenz zwischen einem
Variogramm-Modell und dem Variogramm der Realisation darstellen, eine zweite
Komponente kann den Grad der Wiedergabe von spezifischen kleinskaligen räumli-
chen Eigenschaften, die durch eine spezielle 4-Punkt- (quadrivariate) Statistik
beschrieben wird, beinhalten. Zusätzlich kann eine dritte Komponente die Überein-
stimmung mit einem zweiten Attribut durch die Berechnung eines Korrelationskoef-
fizienten quantifizieren.
Alle Entscheidungen über die Annahme oder Verwerfung eines Austauschvor-
ganges basieren auf der Änderung der Zielfunktion 
(D.29) 
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Die Gewichte wc, c=1, ... , C werden so gewählt, dass im Mittel jede Kompo-
nente mit gleichen Anteilen zu der Änderung der Zielfunktion  beiträgt. Das
heißt, jedes Gewicht wc ist invers proportional zur mittleren Veränderung der zuge-
hörigen Zielfunktionskomponente 
(D.30) 
Daneben sind möglich: (a) ungleich gewichtete Komponenten, wenn diese diffe-
rierende Wichtigkeiten für die Zielfunktion besitzen, (b) Veränderung der Gewichte
im Verlaufe der Optimierungsroutine.
D.4 Stichprobenauswahl bei Monte 
Carlo Simulationen
Ein wichtiges Merkmal der Monte Carlo Simulationen (MCS) ist der Zwang zur
Auswahl von Stichproben aus einer Grundgesamtheit. 
 D.4.1  Zufallsstichproben: 
Das einfachste Problem ist es, Stichproben für einen Parameter mit gegebener
Wahrscheinlichkeitsverteilung (pdf) zu ziehen. Schritt (1) ist die Erzeugung von
Zufallszahlen r im Intervall [0,1]. Schritt (2) umfasst die Anpassung der Zufallszah-
len an die pdf des gegebenen Parameters p. Wenn z.B. p eine Normalverteilung
besitzt (mit Mittelwert m und Varianz σ2, dann ist es das einfachste Verfahren N
Werte von [r - 0.5] aufzuaddieren (z.B. N=12). Wegen des Zentralen Grenzwert The-
orems hat diese neue Zahl etwa eine Normalverteilung mit dem Mittelwert 0 und der
Varianz 1. Durch Multiplizieren mit σ2 und Addition von m erhält man eine Normal-
verteilung mit dem Mittel m und der Varianz σ2. Wenn für mehrere unabhängige
Parameter Stichproben für einen Monte Carlo Lauf gezogen werden müssen, wird
diese Prozedur für jeden Parameter wiederholt.
 D.4.2  Stratifizierte Stichprobenauswahl: 
Dies ist eine Methode die Stichprobenwahl so zu beeinflussen, dass Zahlen aus
der gesamten Spannweite der Variation eines Parameters gezogen werden und darü-
berhinaus die Gesamtzahl der Monte Carlo Läufe reduziert wird. Bei einer rein
zufälligen Stichprobenauswahl und einer großen Anzahl von unabhängigen Variab-
len ist es nämlich eher unwahrscheinlich, dass mehrere Parameter in einem Monte-
Carlo Lauf Werte annehmen werden, die nur eine geringe Eintretenswahrscheinlich-
keit besitzen. Solche Bedingungen werden mit großer Wahrscheinlichkeit nur durch
eine sehr große Anzahl von Rechenläufen erfasst. 
Die bekannteste Methode der stratifizierten Stichprobenauswahl ist das Latin Hyper-
cube Verfahren, das in dieser Arbeit Anwendung findet. 
∆O
wc
1
∆Oc
------------ c, 1 … C, ,= =
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 Latin Hypercube sampling
Ein Beispiel hierfür ist in PECK et al., (1988) zitiert: p1 und p2 sollen voneinander
unabhängige Parameter mit den Spannweiten p1min bis p1max und p2min bis p2max
darstellen. Es sollen 4 Monte Carlo Läufe durchgeführt werden. Die Methode
umfasst dann folgende Schritte: 
(1) Die Spannweiten von p1 und p2 werden in N Unterintervalle mit über-
einstimmender Wahrscheinlichkeit39 eingeteilt. Hat z.B. p1 eine gleich-
förmige Verteilung, so ist die Länge jedes Unterintervalls gleich. Hat p2 
eine Normal-pdf, dann sind die Unterintervalle in Nähe des Mittelwertes 
kürzer als alle anderen (s. Abbildung D-6). Im Schritt SUFIX1B wird 
dieses Verfahren eingesetzt.
(2) Jede Variable wird rein zufallsverteilt aus jeder Unterintervall gezo-
gen. Man erhält schließlich N Werte jeden Parameters, je einen in jeder 
der N Klassen. Eine mögliche Verteilung ist in Abbildung D-7 gezeigt.
(3) Für jeden Parameter pi werden die N Werte basierend auf der 
ursprünglichen Reihenfolge  zufällig permutiert. Man erhält z. 
B. dann folgende Matrix:
(D.31) 
39.  Das Integral der pdf über ein Unterintervall ist identisch für alle Unterintervalle
Abbildung D-6: Länge der Unterintervalle abhängig von der 
Wahrscheinlichkeitsverteilung, oben: gleichförmig, unten: Normalverteilung (aus 
Peck et al., 1988).
pi
1
…pi
N
p1 p1
3 p1
1 p1
2 p1
4
p2 p2
4 p2
1 p2
3 p2
2
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(4) Die den Spalten dieser Matrix zuzuordnenden Werte werden schlus-
sendlich für die Monte Carlo Läufe sukzessive verwendet. 
Das Latin Hypercube Verfahren ist exakt, was die Ermittlung des Mittelwertes
der Modellergebnisse angeht. Für Momente höherer Ordnung oder für die Bestim-
mung der pdfs der Ergebnisse wird es dagegen als verzerrend angesehen. Nach PECK
ET AL. (1988) erzielt man mit dem Latin Hypercube-Verfahren in jedem Falle jedoch
bessere Ergebnisse bezüglich Mittelwert, Varianz, Kovarianz und pdf der Modeller-
gebnisse als mit einer rein zufälligen Stichprobenauswahl.
D.5 Analytische Lösungsverfahren der 
stochastischen Strömungsgleichung
Zahlreiche Autoren haben versucht, die Wahrscheinlichkeitsverteilung von h(x)
analytisch aus der Strömungsgleichung (Gleichung 2.7 auf Seite 41) abzuleiten.
Gewöhnlich wird aber nicht die vollständige pdf von h(x) abgeleitet, sondern nur die
ersten zwei Momente: der Mittelwert und die Kovarianz-Funktion.
 D.5.1  Die Spektral-Methode
Die Spektral-Methode wurde vor allem von Gelhar und seinen Mitarbeitern ent-
wickelt und angewendet (z.B. GELHAR, 1976). In diesem Verfahren werden die
Variablen und Parameter über einen Mittelwert plus einer Fluktuation um diesen
Mittelwert definiert. Die Mittelwertberechnung erfolgt mittels einer gewöhnlichen
deterministischen Partiellen Differentialgleichung. Die analytische Lösung gibt die
funktionelle Abhängigkeit der Variable vom Mittelwert der Modellparameter an.
Eine zweite Gleichung behandelt den Einfluss der Fluktuationen. Diese werden in
den Spektralraum transformiert, was im Ergebnis das Spektrum der Variable als
Funktion des Spektrum der Parameter liefert40. Durch eine inverse Fouriertransfor-
Abbildung D-7: Verteilung der gezogenen Werte in den Unterintervallen
40.  Das Spektrum oder Spektraldichte ist die Fouriertransformierte der Kovarianzfunktion
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mation ist es dann möglich, analytisch die Kovarianzfunktion der Variablen und
somit auch die Varianz σ2 = C(0) zu berechnen. Durch die Beschränkung auf analy-
tische Lösungen ist dieses Verfahren für Feldanwendungen mit komplexen Randbe-
dingungen wenig geeignet. Nach DYKAAR & KITANIDIS (1992) bietet der
analytische Lösungsansatz der Methode jedoch den Vorteil, dass für einen vorgege-
benen Grad der Unsicherheit in den Modellergebnissen weniger Stichproben not-
wendig sind als z.B. mit einer Finiten-Differenzen Lösung. Anwendungen
zusammen mit der Perturbations-Methode zeigen z.B. ÜNLÜ ET AL. (1990), der dort
auch einen Vergleich mit der Monte Carlo-Methode vornahm. DENG & CUSHMAN
(1992) führten ebenfalls einen derartigen Methodenvergleich durch. 
 D.5.2  Die Perturbation-Methode
Die Perturbation-Methode kann mit analytischen und numerischen Modellen
und im Zusammenhang mit der Spektral-Methode verwendet werden. Die wesentli-
che Beschränkung dieser Methode liegt darin, dass die Parameterunsicherheit nur
'klein' sein darf. Dann können nämlich die Fluktuationen um den Mittelwert, unter
Vernachlässigung der Terme 2. Ordnung in eine Taylor-Reihe entwickelt werden.
Wie in der Spektral-Methode werden die Variable und die Parameter durch ihren
jeweiligen Mittelwert und ihre Fluktuationen definiert. Hier werden die Fluktuatio-
nen jedoch mit einem 'kleinen' Faktor β multipliziert. Dies wird in die Partielle Dif-
ferentialgleichung eingeführt, die dann in Ausdrücke von β von nullter und erster
Ordnung entwickelt wird. Der Term nullter Ordnung stellt dann eine deterministi-
sche Gleichung für das Mittel dar. Aus dem Erwartungswert des Terms erster Ord-
nung kann man einen Ausdruck für die Kovarianz der Variable als eine Funktion der
Kovarianz der Parameter erhalten. Anwendungen dieser Methode sind z.B. bei
HASSAN ET AL. (1997) zu finden.
D.6 Unsicherheit - Chaos -Fehler
Die nachstehenden Definitionen orientieren sich an AN DER HEIDEN, (1996).
Weil wir oft nicht imstande sind, alle Faktoren eines Ablaufs oder Vorgangs zu
erfassen und zu berechnen, sprechen wir von zufälligen oder auch chaotischen Ereig-
nissen. Hierzu gehören so einfache Dinge, wie die Vorhersage der Augenzahl beim
Wurf eines Würfels, aber auch so komplexe Dinge wie die Prognose von zukünfti-
gen Grundwasserständen. Diese Dinge sind anscheinend deshalb nur unzureichend
vorherzusagen, weil wir normalerweise außerstande sind, alle Faktoren (wie etwa
Bewegung der Hand, Luftwiderstand, Beschaffenheit der Tischoberfläche bzw.
exakte Fließwege in den Poren des Untergrundes, exakter Aufbau des Untergrundes)
zu bestimmen und in entsprechende mathematische Gesetze oder Modelle einflies-
sen zu lassen. Diese Grundüberzeugung der Naturwissenschaften, dass alles was in
der Natur geschieht, durch (Natur-)Gesetze bestimmt ist wird als Determinismus
bezeichnet und herrschte mindestens bis zum Ende des 19. Jahrhunderts. Die Denk-
weise der Quantenphysik bildete hier Anfang des 20. Jahrhunderts einen wichtigen
Gegenpol. Die 'deterministische' Weltanschauung ist am Beispiel des Laplaceschen
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Dämons gut zu charakterisieren. Dieser ist in Kenntnis sämtlicher Naturgesetze in
der Lage, wenn ihm einmal der Zustand der Welt zu einem einzigen Zeitpunkt voll-
ständig bekannt ist, alle nachfolgenden und auch alle vorhergehenden Zustände der
Welt aus den Naturgesetzen zu berechnen. Für diesen idealen Wissenschaftler gibt
es also weder Unsicherheiten noch Chaos. Diese Erscheinungen beruhen nur auf
Unkenntnis und mangelnder Vorhersage- und Berechnungskapazität und haben
daher nur subjektiven und keinen objektiven Charakter (subjektiver Zufall). Der
Grund, warum in gewissen Bereichen der Wissenschaften Wahrscheinlichkeitstheo-
rie und Statistik verwendet werden, liegt also nicht darin, dass tatsächlich etwas
zufällig geschieht, sondern weil die notwendigen Anfangs- und Randbedingungen
nicht vollständig erfassbar bzw. nicht sicher vorhersagbar sind. Eng verknüpft mit
dem Begriff der Unsicherheit bzw. genauer der Prognoseunsicherheit ist der Begriff
des deterministischen Chaos. Der Begriff steht für die Vorstellung, dass ein auf
strengen Gesetzen beruhendes Geschehen oder eine aufgrund von exakten Regeln
entstandene Struktur durchaus den Charakter des Zufälligen und eine scheinbar
völlig fehlende Ordnung zeigen kann. Als eigentliche Ursache der Datenunsicher-
heiten und der Prognoseunsicherheit von numerischen Modellen kann man nach
dieser Definition das deterministische Chaos ansehen, das durch die scheinbar unge-
ordnete bzw. gering geordnete Struktur des Mediums hervorgerufen wird in dem
sich Wasser und seine Inhaltsstoffe bewegen. Ein Charakteristikum des determinis-
tischen Chaos ist das Phänomen der sogenannten sensiblen Abhängigkeit von den
Anfangszuständen. Auch dieser Effekt ist leicht bei Stofftransportvorgängen im
Untergrund nachzuweisen. Nach einer hinreichend großen Transportdistanz (anhän-
gig von der Heterogenität des Untergrundes) können sich die Ausbreitungsfahnen
zweier dicht zusammen liegender Infiltrationsstellen deutlich unterscheiden. Dieser
Effekt tritt jedoch umso weniger in Erscheinung, je stärker die jeweils vorhandene
Grundströmung das Geschehen prägt und diesen Effekt überlagert. Es ist eine allge-
meine Konsequenz aus der 'sensiblen Abhängigkeit', dass mikroskopische Details
nach einer gewissen Zeit zu makroskopischen Veränderungen führen. Die Ordnung
im 'deterministischen Chaos' ist aus den Wahrscheinlichkeitsverteilungen, mit denen
gewisse Ereignisse (bei oftmaliger Wiederholung) eintreten zu einem gewissen Teil
ableitbar. Die Information, die man erhält, kann man dazu verwenden, Ereignisse
zwar nicht mit Sicherheit aber mit einer bestimmten Wahrscheinlichkeit vorherzusa-
gen. 
D.7 Stoffeigenschaften
 D.7.1  Transport in der wässrigen Phase als gelöster Stoff 
Die Mechanismen für den Transport als im Wasser gelöster Inhaltsstoff differie-
ren zwischen der gesättigten und der ungesättigten Bodenzone. Ein Transport über
größere Entfernungen kann nur in der gesättigten Zone stattfinden, die Zeiten bewe-
gen sich dabei grob zwischen einem und tausend Meter pro Jahr. Die Konzentration
eines Stoffes im Grundwasser hängt vor allem von seiner Löslichkeit ab. Da die Lös-
lichkeit üblicher organischer Schadstoffe stark variiert, und zudem beeinflusst wird
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durch Hydrophobizität, Temperatur, Salzgehalt, gelöstem organischem Material
oder durch die Anwesenheit von mehreren organischen Verbindungen in der
Lösung, ist der Transport dieser Stoffe mathematisch schwierig zu erfassen.
Wenn ein Stoff einmal in Grundwasser gelöst ist, wird er in Richtung des Grund-
wassergefälles (des Potentialgradienten) transportiert. Dies bezeichnet man als
advektiven (früher auch als konvektiver) Anteil des Transports. Wenn die Verbin-
dung eine hohe Wasserlöslichkeit besitzt, kann sich die Dichte und Viskosität des
Wassers ändern. Schon Dichteerhöhungen von 0.1% können zu einem langsamen
Absinken in tiefere Untergrundbereiche einer Schadstoffahne entlang ihres Trans-
portweges führen.
 D.7.2  Transport in der Dampf-Phase
Die Tendenz eines Schadstoffes zur Verdampfung kann aus der Konstante im
Henry-Gesetz bestimmt werden. Diese Konstante bezieht die Konzentrationen eines
Stoffes in der gelösten Phase auf seinen partiellen Druck in der Gasphase. Schad-
stoffe mit hohen Werten der Henry-Konstante haben eine größere Verdampfungs-
neigung.
 D.7.3  NAPL-Transport
Wie bei allen Fluiden gilt auch für die NAPL Migration, dass sie durch die fol-
genden Fluid-Eigenschaften geprägt wird: Dichte, Viskosität und Grenzflächen
Spannung. Die Dichte bestimmt das Verhalten des Schadstoffes, wenn die gesättigte
Bodenzone erreicht wird. Dabei tendieren LNAPLs dazu, sich mehr seitlich auf der
Grundwasseroberfläche auszubreiten, während DNAPLs eher in der vertikalen
Richtung weiter absinken. In Tabelle D-1 sind die Dichten einiger repräsentativer
NAPLs mit aufgeführt. Die Viskosität beeinflusst die Migrationsrate von NAPLs.
Fluide mit geringer Viskosität bewegen sich schneller wegen ihrem geringeren
Fließwiderstand. Die gleiche Tabelle zeigt auch, dass viele NAPLs einschließlich
einiger chlorierter und aromatischer Kohlenwasserstoffe Viskositäten besitzen, die
kleiner sind, als die von Wasser (1.0 centipoise bei 20o C). 
NAPLs tendieren dazu sich horizontal auszubreiten, wenn sie auf geringdurch-
lässige Schichten stoßen, wie dies in ähnlicher Weise beim Erreichen des Kapillar-
saumes geschieht. Grenzflächenspannungen werden beeinflusst durch die Höhe des
pH-Wertes und durch gelöste Bestandteile wie natürliche Humus-Substanzen, die
sich wie oberflächenaktive Vermittler verhalten und die Kapillarkräfte verringern
Insgesamt ist die Ausbreitung von NAPLs als komplexer Vorgang zu beschreiben,
der zu einer sehr ungleichförmigen Verteilung der Schadstoffe führt und die Auf-
gabe der Lokalisierung und Sanierung einer Kontamination zu einem höchst
anspruchsvollen Unternehmen werden lässt.
Die konzeptionellen Vorstellungen über das typische Migrationsverhalten sind
nachstehend kurz zusammengefasst.
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 DNAPLs41:
Beim Durchsickern der ungesättigten Zone kann der Schadstoff zum einen im
Porenwasser gelöst werden, im Bereich des luftgefüllten Porenraumes verdampfen
oder in den Porenzwickel festgehalten werden (Residualsättigung). Die Sickerbewe-
gung des gelösten Stoffes und des Stoffes in Phase findet hier vorwiegend vertikal
unter Schwerkrafteinfluss statt. Für den gelösten Stoff wird vorausgesetzt, dass die
Matrixpotentialdifferenzen infolge unterschiedlicher Wassergehalte (was z.B. auch
zu einem Aufsteigen des Bodenwassers führen kann) mit der Tiefe nicht zu sehr ver-
schieden sind. Der Anteil des Schadstoffes der verdunstet kann sich jedoch frei
bewegen, also auch lateral und wird damit den Kontaminationsbereich vergrößern.
Wenn die DNAPLs den Grundwasserspiegel erreichen, wird sich bei genügend
großer Stoffmenge die vertikale Ausbreitung nach gewisser Zeit verlangsamt fortset-
zen und das Grundwasser verdrängen. In der gesättigten Bodenzone wird sich dann
infolge von Lösungsvorgängen der DNAPLs im Grundwasser einer Schadstofffahne
ausbilden. Der Rest der DNAPLs wird sich, wegen der höheren Wichte gegenüber
Wasser weiter nach unten bewegen. In den Zwickeln der Poren bleibt dabei ein Resi-
dualgehalt des Schadstoffes zurück, der nicht mehr an der Ausbreitung infolge der
konvektiven Grundwasserbewegung teilnimmt. Erst bei Erreichen einer relativ
undurchlässigen Tonschicht werden die sich in der ungelösten Phase befindenden
Stoffe auch seitwärts ausbreiten und hier u.U. ansammeln. Insgesamt betrachtet
werden sich DNAPLs aber infolge der hohen Wichte bevorzugt vertikal bewegen. 
 LNAPLs:42 
Das Ausbreitungsverhalten in der ungesättigten Zone wird sich von dem eines
DNAPL nicht wesentlich unterscheiden. Wenn jedoch die gesättigte Zone erreicht
wird, wird sich eine Linse auf der Grundwasseroberfläche bilden. Die Linse wird
sich bevorzugt in Richtung des Grundwassergefälles bewegen und infolge der Dis-
persion auch weiter ausbreiten. Verändert sich die Lage der Grundwasseroberfläche
z.B. infolge jahreszeitlicher Änderungen der Neubildungsraten oder durch Pumpen,
so wird sich auch ein LNAPL vertikal im Untergrund verteilen können und den Kon-
taminationsbereich damit vergrößern.
Die hierbei auftretenden Mechanismen der Retention haben zwei Auswirkun-
gen: Sie retardieren die Ausbreitung der Schadstoffe und sie erzeugen Langzeitquel-
len für die Elution der Schadstoffe. Der Grad der Retardierung eines Stoffes hängt
von vielen Faktoren ab. Hierzu gehören 
• die Art des Transports: im Wasser gelöst, gasförmig oder in Phase (als
NAPL),
• sein chemisches Verhalten und die 
• chemischen und physikalischen Eigenschaften des porösen Mediums. 
41.  Dense NonAqueous Phase Liquid, mit einer Dichte > 1.
42.  Light Non Aqueous Phase Liquid
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Zwei primäre Arten der Retention sind die Sorption und das Zurückhalten des
Stoffes in Phase (NAPL entrapment).
Das NAPL entrapment entsteht dadurch, dass durch die Stärke der Kapillarkräfte
die 'gefangenen' NAPL nicht durch die Grundwasserströmung bei üblichen Bedin-
gungen hydraulischer Sanierungssysteme mobilisiert werden können. Da NAPLs
nur eine geringe Wasserlöslichkeit besitzen ist die Entfernung von entrapped
NAPLs ein sehr langsamer Prozess. 
Tabelle D-1: Eigenschaften von repräsentativen organischen Schadstoffen im 
Grundwasser (aus AFGWC, 1994)
Schadstoff
Dichte
[kg/cm3]
Wasserlöslichkeit
[mg/l]
Viskosität
[cP]
Trichlorethen (Tri) 1,5 1100
Tetrachlorethen (Tetra, 
Per)
1,6 160
1,1,1-Trichlorethan 1,31 1300
Benzen 0,873 1500 0,603
Tuluol 0,862 535 0,552
Pyren 1,27 0,13 - (Schmelzpunkt 150 oC)
Glossar
Anisotropie: Wenn die räumliche Korrelation einer hydraulischen Eigenschaft
richtungsabhängig ist,  zeigt das Modell der räumlichen Abhängigkei-
ten eine statistische Anisotropie. In Grundwasserströmungsanwendun-
gen bedeutet Anisotropie, dass eine bevorzugte physikalische
Richtungsbindung gibt. Ein Medium kann lokal isotrop sein, selbst
wenn es sich statistisch anisotrop darstellt.
Bevorzugte Fließwege: Hierunter werden verbundene Einheiten mit großer
hydraulischer Durchlässigkeit verstanden, die röhrenähnliche Struktu-
ren annehmen können. Das Gegenteil hierzu wird als Strömungsbarri-
ere bezeichnet.
Boden: In dieser Arbeit synonym mit Untergrund verwendet. Umfasst damit
sowohl die ungesättigte als auch die gesättigte Bodenzone. 
In der Bodenkunde wird dagegen folgende Definition verwendet:
"Boden ist das mit Wasser, Luft und Lebewesen durchsetzte, unter dem
Einfluss der Umweltfaktoren an der Erdoberfläche entstandene, und im
Ablauf der Zeit sich weiterentwickelnde Umwandlungsprodukt mine-
ralischer und organischer Substanzen, das in der Lage ist, höheren
Pflanzen als Standort zu dienen". 
Channeling : Bezieht sich auf fluviale Ablagerungen in ehemaligen Flussrin-
nen (Paläorinnen). Auch in Verbindung mit dem Transport von Wasse-
rinhaltsstoffen entlang  bevorzugten  Fließwegen.
Fazies: Zusammenfassung von ähnlichen Charakteristiken, die üblicherweise
die Enstehung einer Gesteinseinheit widerspiegeln. Die Fazies dient
zur Unterscheidung der Einheit gegenüber Nachbareinheiten. 
Fehler : Vermeidbare Abweichungen von einer bekannten Parameterverteilung
Grundwassermodell: Wird hier als Sammelbegriff für mathematisch-numeri-
sche Strömungs- und Transportmodelle verwendet.
Heterogenität: s. Räumliche Variabilität einer Bodeneigenschaft bzw. eines
Modellparameters.
Konditionierung: Methode zur Generierung von Parameterverteilungen, bei
der bekannte Messwerte an ihrem räumlichen Bezugspunkt exakt nach-
→
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gebildet werden. Einige Methoden erreichen dies während des Gene-
rierungsprozesses, während bei anderen dies in einem
nachgeschalteten Prozessschritt geschieht. 
Kalibrierung: Prozess bei dem die Parameterwerte eines mathematischen
Modells so angepasst werden, dass eine größtmögliche Übereinstim-
mung zwischen gemessenen und simulierten Werten entsteht.
Korrelation: Im geologischen Sinne bedeutet Korrelation die Ableitung (Fol-
gerung) der Geologie zwischen den vorhandenen Bohrdaten. Dies kann
basieren auf
(1) der Lithologie (lithologische Korrelation)
(2) der Biologie (biostratigrafische Korrelation)
(3) dem Alter (chronostratigrafische Korrelation)
(4) charakteristischen Signaturen aus geophysikalischen Logs (petrophy-
sikalische Korrelation)
(5) wird in der Geostatistik aus einem experimentellen Variogramm 
ermittelt. Wenn die räumliche Korrelation zwischen zwei Variablen 
verschwindet oder als vernachlässigbar jenseits eines bestimmten 
Abstandes angesehen werden kann, wird dieser Abstand als Reich-
weite (range) bezeichnet. 
Modell: Ein Modell ist eine vereinfachte Wiedergabe der Realität. Es enthält
einen Satz von vereinfachenden Annahmen. Hier ist die interessierende
Realität die Verteilung der hydraulischen Eigenschaften in sedimentä-
ren Ablagerungen.
Numerisches Modell: Die Übersetzung eines mathematischen Modells
in eine Form, die für die Lösung mittels eines Computers geeignet ist.
Mathematisches Modell: Ist ein Satz von maßgebenden Gleichungen,
deren Lösung beschränkt wird durch sachgemäße Anfangs- und Rand-
bedingungen.
Konzeptionelles Modell: Auch Modellkonzeption oder (Konzeptionel-
les) hydrogeologisches Modell. Es beschreibt qualitativ, wie ein
Grundwasserströmungssystem funktioniert. Voraussetzung für den
Einsatz eines mathematischen Modells.
Räumliche Variabilität: wird gleichwertig mit Heterogenität gebraucht.
Bedeutet, dass Werte der hydraulischen Eigenschaften sich mit ihrer
räumlichen Lage ändern können. Wenn ein Zufallsfunktionsmodell zur
Darstellung der hydraulischen Eigenschaften verwendet wird, wird oft
die Annahme von statistischer Homogenität (’Stationarität zweiter
Ordnung’) gemacht. Dann sind das Mittel und die Varianz einer
hydraulischen Eigenschaft räumlich invariant und die Kovarianz hängt
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nur von dem Abstand der Punkte ab.
Simulation: Wird in wechselnden Zusammenhängen gebraucht. Allgemein
wird hier der Lösungsprozess eines mathematischen Modells der
Grundwasserströmung und des -transports mit geeigneten Anfangs-
und Randbedingungen verstanden.
Stochastische Simulation: Auch "'stochastic imaging"'. Generierung
von gleichwahrscheinlichen räumlichen Verteilungen (Karten, Realisa-
tionen) eines Modellparameters mittels räumlicher statistischer Metho-
den der Geostatistik.
Numerische Simulation: Auch Modellsimulation. Wird hier gleichbe-
deutend mit Simulation (ohne Zusatzbezeichnung) gebraucht.
Skala: Mit Skala wird die Ausdehnung des Gebietes bezeichnet, in dem Mess-
werte gewonnen, interpoliert, simuliert oder einfach nur betrachtet
werden.
Strukturen: kann in mindestens vier differierenden Zusammenhängen benutzt
werden:
Primäre sedimentäre Strukturen: sind Eigenschaften, die sich wäh-
rend der Deposition ausprägen (wie ripples und cross bedding)
Deformationsstrukturen: sind die Folge von Spannungen, die nach der
Deposition auftreten
Räumliche Struktur: einer hydraulischen Eigenschaft des Aquifers und
das Synonym (Aquifer-Architektur) beziehen sich auf die Geometrie
und die Anordnung der Eigenschaftsfelder
Statistische Struktur: bezieht sich auf die Funktionen, die zur Wieder-
gabe der räumlichen Korrelation verwendet werden.
’upscaling’: Aus Werten, die mit Bezug auf ein kleines Messvolumen ermittelt
wurden, können mit einer 'upscaling'-Prozedur effektive Werte ermit-
telt werden, die für ein größeres Messvolumen maßgebend sind. Dieser
Vorgang wird auch 'Homogenisierung' genannt.
Unsicherheit: Nicht vermeidbarer Fehler in den Eingangsdaten einer Grund-
wassermodellierung, bedingt durch die immer unzureichende Kenntnis
der räumlichen Verteilung von Modellparametern
Ungenauigkeit: Ergibt sich z.B. durch Rundungsfehler.
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Symbole und 
Abkürzungen
Symbol/
Formelzeichen/
Abkürzung Einheita Bedeutung/Bezeichnung
c M/L3 Berechnete oder gemessene Konzentrationen eines gelösten Was-
serinhaltsstoffes
C Kovarianzfunktion eines Zufallsfeldes
D L2/T Dispersionstensor
d10, d60 L Maschenweite bei der ein Siebdurchgang von 10% bzw. 60% 
erreicht wird
div Divergenz eines Vektorfeldes
grad Gradient eines Skalarfeldes
h L Abstand zweier Messpunkte im experimentellen Variogramm
h L Berechnetes oder gemessenes Grundwasserpotential
kf, k L/T Hydraulische Durchlässigkeit (Leitfähigkeit) des Bodens
ln - natürlicher Logarithmus
n - (effektive) Porosität
P[A] Wahrscheinlichkeit des Eintretens von Ereignis A
P[A|B] Bedingte Wahrscheinlichkeit für das Eintreten von Ereignis A, 
unter der Bedingung der Ergebnisse von Ereignis B
pdf - Wahrscheinlichkeitsdichte bzw. Wahrscheinlichkeitsfunktion(von: 
probability density function)
S0 - Speicherkoeffizient
v L/T Abstandsgeschwindigkeit 
Y - ln transformierte hydraulische Durchlässigkeiten
Z räumliches Zufallsfeld 
x,y,z L Ortskoordinaten
x L Ortsvektor
xm versch. Messwert
xs versch. Modellwert (simuliert)
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Erklärung der Bedeutung typischer Zielfunktionstypen:  
Weitere bzw. abweichende Symbole sind im Text erläutert.
γ - Variogrammwert
λ - Gewicht einer Messung bei der Kriging Interpolation
µ Mittelwert (allgemein) einer statistischen Verteilung
ρ M/L3 Dichte
σ Standardabweichung
ξ mögliche Ergebnisse der Funktion Z
a. SI-Einheiten: L: Länge (m), M: Masse (kg), T: Zeit (s).
ZF-Typ IDI ID- -DI -D- III -II
stationäre Rechnung x x x
instationär (über alle Zeitschritte 
integriert) x x x
instationär (Differenzierte Aus-
wertung nach Zeitschritten)
räumliche Integration über alle 
Messstellen x x
räumliche Differenzierung nach 
Messstellen x x x x
deterministische Rechnung (nur 
1 Simulation) x x
Integration über alle Simulatio-
nen
x x x x
differenzierte Auswertung nach 
Simulationen
Symbol/
Formelzeichen/
Abkürzung Einheita Bedeutung/Bezeichnung
Ze
it
O
rt
Si
m
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at
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