We solve the inverse nodal problem for the diffusion operator. In particular, we obtain a reconstruction of the potential function and its derivatives using only nodal data. Results are a generalization of Law's and Yang's works.
Introduction
The inverse nodal problem was initiated by McLaughlin [1] , who proved that the Sturm-Liouville problem is uniquely determined by any dense subset of the nodal points. Some numerical schemes were given by Hald and McLaughlin [2] for the reconstruction of the potential. Recently Law, Yang and other authors have reconstructed the potential function and its derivatives of the Sturm-Liouville problem from the nodal points [3 -7] .
In this paper, we are concerned with the inverse nodal problem for the diffusion operator on a finite interval. We reconstruct the potential function and all its derivatives by using Law's and Yang's method [7] .
The diffusion operator is written as
. Some spectral problems were extensively solved for the diffusion operator in [8 -11] .
Consider the problem
where h and H are finite numbers. Let λ n be the n-th eigenvalue and 0 < x n 1 < ... < x n i < π, i = 1, 2,... ,n − 1, the nodal points of the n-th 0932-0784 / 08 / 0300-0127 $ 06.00 c 2008 Verlag der Zeitschrift für Naturforschung, Tübingen · http://znaturforsch.com eigenfunction. Also let
] be the i-th nodal domain of the n-th eigenfunction and let l n i = |l n i | = x n i+1 − x n i be the associated nodal length. Let j n (x) be the largest index j such that 0 ≤ x
, and we introduce the difference quotient operator δ :
Main Results
q(x) and
as n → ∞ and the order estimate is independent of j.
..,N, where j = j n (x). The order estimate is uniformly valid for compact subsets of [0, π].
Remark:
To prove Theorem 3, we need the following lemma.
Next, we consider the following (k + 1) × (k + 1) matrix:
After some operations, we obtain
Let B be the matrix at the right-hand side. By Lemma 4 and Theorem 2,
Proof of Theorem 3: For k = 1, 2,...,N, let
By Rolle's theorem, g(x j ) = g(x j+1 ) = ... = g(x j+k ) = 0 implies that there is some ξ 1, j+i ∈ (x j+i , x j+i+1 ) such that g (ξ 1, j+i ) = 0. When we repeat the process, we can find that
.
and, for all k = 1, 2,...,N,
Proof: The uniform approximation for q is evident. Suppose that q is continuously differentiable on [0, π]. Apply the intermediate value theorem on Proposition 1c, then there is some ξ
Applying the mean value theorem, when n is sufficiently large, then
Then we employ a modified Prüfer substitution due to Ashbaugh-Benguria [13] to solve the boundary conditions h and H, x = 0 and x = π, respectively: it results by Lemma 5 from (2.5) that
where
Summarizing from (2.6),
q(x j ) = − 2π √ λ n l j − 2λ n p(x j )+2λ n (c j + d j )+O(1).
