\Ve study the problem of testing for equality at a fixed point in the setting of nonparametric estimation of a monotone function. The likelihood ratio test for this hypothesis is derived in the particular case of interval censoring (or current status data) and its limiting distribution is obtained. The limiting distribution is that of the integral of the difference of the squared slope processes corresponding to a canonical version of the problem involving Brownian motion + t 2 and greatest convex minorants thereof.
Introduction
COIlsi<ier likelihood ratio tests in a of pn)blerrlS 1rlvr>lvl,nfY nonpanlmletric estimation a monotone
The problem in each case will For of type, see GROENEBOOM AND 'WELLNER A common theme in all of examples is that (under the difference between the maximum likelihood estimator at a point same point converges in distribution to a constant depending on problem distribution of the location of the minimum of two-sided Brownian motion plus a parabola, or equivalently (up to a factor of 2), to the slope at zero of the convex minorant of two-sided Brownian motion plus a parabola. Since we have neither a yin convergence rate nor a Gaussian limiting distribution for the 1\11LE in any of these problems, we do not expect a limiting X 2 distribution for the likelihood ratio statistic, as would be expected in regular parametric and certain semiparametric settings (see e.g. MURPHY AND VAN DER VAART (1997) for the latter).
For example, in Example 2, assuming that F and G have positive densities f and 9 respectively at to, it is known that (1.1) where Z == argmin(W(t) + t 2 ) and W is two-sided Brownian motion starting from 0; see GROENEBOOM AND WELLNER (1992) .
Instead, one would expect the limiting distribution to be described by some functional of two sided Brownian motion (in conformity with the limiting distribution of the MLE). This is indeed the case. The limiting distribution of the likelihood ratio statistic is, instead of xi, a fixed universal distribution described briefly as follows: Let G be the greatest convex minorant of W (t) + t 2 for a two-sided Brownian motion W, and let § denote the corresponding process of slopes. Similarly, let
Go be the process which, for t 2: 0, is the greatest convex minorant of W(t) + t 2 for t 2: 0 subject to the constraint that its slopes stay greater than or equal to zero, and, for t < 0, is the greatest convex minorant of W(t) + t 2 for t < 0 subject to the constraint that its slopes stay less than or equal to zero. Let §o denote the corresponding process of slopes. Then the limiting distribution we expect for the the likelihood ratio statistics in Examples 1-5 is exactly that of (1.2)
We deal here in complete detail with the interval censoring model discussed above in Example 2. We show that the likelihood ratio statistic in this problem does indeed have limiting distribution given by D in (1.2). under the null hypothesis. Note that this is, as for the usual X 2 limit obtained in regular parametric problems, universal: it does not depend on eo, to, or any of the parameters of particular problem. we can use of Sectiorrs 2 and 3 to obtain confidence intervals for irr the corrtext of Example 2. In ;:)e(:tlO,n 5 we give a brief discussion of further and open problems. Proofs of in Sections 2 arrd 4 are given irr Section 6. Several general results used in Section 6 are collected in Section 7 as an appendix.
2 The Interval Censoring Problem: statements of results.
The model.

F(t))l-O. PF(t,8) = F(t)O (1
The density of the pair (T,~) with respect to the measure G x Countirrg measure on the product space R+ x {O, I} is given by Herrce the log-likelihood for n observations is given by : . Let denote the MLE of F under no constraints, and let IF~be the MLE of F urrder the constraint that the value of F at the point to equals 80. The unconstrained MLE is well characterized in this situation; see e.g. GROENEBOOM AND WELLNER (1992) . Note that from the expression for L n it is clear that both and are determirred uniquely only up to their values at the observed Ti 's (of course n is determined at the point 
The estimators and the likelihood ratio.
This is the unconstrained maximization problem. It can now easily be argued that without loss of generality one can take~(1) to be equal to 1 and~(n) to be equal to 0, and once this is true then we must have 0 < WI and W n < 1 because otherwise the function cP hits -00. Necessary and sufficient conditions characterizing the maximizing vectorw are given by the following theorem: on observation of (which we can think of as = 2bt + adltV (t)). On the other we can consider a constrained estimator 9~,b of 2bt based on observation of Xa,b which uses the knowledge that the "true" monotone function is zero at t O. The corresponding "constrained convex of are characterized in the following theorem:
COJl1st.rainE:d grea,teE3t convex tollov'ling conditions:
(iii) The function G~b and its (right) derivative satisfy (2.12)
The picture of G~,b and g~,b which emerges from Theorem 2.4 parallels the situation in Theorem 2.2 and is as follows: for t~0 we form the greatest convex minorant Gdt) of the process Xa,b(t), t~0; when its corresponding slope process ih(t) exceeds zero, we replace the slopes by 0 (and replace GL by the appropriate constant value from there to to). Similarly, for t > 0 we form the greatest convex minorant GR(t) of the process Xa,b(t), t > 0; when its corresponding slope process rJR(t) decreases below zero, we replace the slopes by 0 (and replace GR by the appropriate constant value from there to t = 0). The resulting process is G~,b with slope process g~,b' Note that g~.b(O) = 0 and, from results of GROENEBOOM (1983), g~.b is continuous at 0 almost surely, while G~.b has a jump discontinuity at O.
. 
Then the finite dimensional marginals of the processes (Xn(t), Yn(t)), converge to the finite dimensional marginals of the process
, and the slope processes ga,b and g~,b are described in Theorems 2.3 and 2.4.
The likelihood ratio statistic under H o and the asymptotic problem.
Now we can state the main theorem of this paper concerning the asymptotic distribution of the likelihood ratio statistic 2Iog(A n ) given in (2.4) under the null hypothesis. For the particular values 
2.5
The likelihood ratio statistic under a fixed alternative. where K(P,Q) = Eplog(dPjdQ) is the Kullback-Leibler discrepancy between P and Q, and the distribution function H is described as follows: 
F(t)
The limiting distribution under H o : results via simulations.
To carry out the tests described in Section 2 or find confidence sets based on the likelihood ratio statistic, we need to know the distribution of ]jJ) described in Theorem 2.6, or at least a few selected quantiles thereof. Although it may be possible to use the methods and techniques of GROENEBOOM (1983) and GROENEBOOM (1988) to find this distribution analytically, we will leave this problem for future research. Here \ve give estimates of the distribution of ]jJ) by two different methods.
Simulation method 1-The first method involves simply estimating the distribution lDJ by using Theorem 2.6: we simply compute the log-likelihood ratio statistic many times !v! = 10 4 for a large sample size n . In the particular two cases we chose, the distribution F was Exponential(l) or \Veibull with shape 2 and scale 
Simulation method 2.
In this method we generated discrete approximations to the Brownian motion process W by summing independent standard normal random variables {Zj, Zj} and forming the corresponding partial sum processes The following proposition guarantees that the sets Cn,a are intervals if we observe points both above and below to. J) analytically. This will undoubtedly involve the methods used in both GROENEBOOM (1983) and
B. Limit distribution of 2 log An under local alternatives? In Section 2 we have studied the log-likelihood ratio statistic under the null hypothesis and fixed alternatives. It would be very interesting to know the behavior of 2Iog(A n ) under sequences of "contiguous" alternatives, and establish analogues of the classical Gaussian contiguity theory for differentiable parameters.
C. 2000A) in case of convex function estimation. We will not give these proofs they are given in some detail in WELLNER (2001) . Instead we will focus on the proof of Theorem 2.5.
The first step in proving Theorem 2.5 is to establish several crucial "switching relationships" . Let be the empirical measure of the pairs (Xl, Td, ... , (X n , Tn), and let A 1{x~t}. We first define processes V n and G n by n Vn(t) = 1A1{T~t} = n-
The function e(s) == V n 0 G;:;l(s) is just the cumulative sum diagram of the~'s. For the constrained case, we define processes V~and G~by V~(t) == (njmn)Vn(t 1\ to) and G~(t) == (njmn)Gn(t 1\ to)
where m n == m == nlPn 1{T~to}. Proof of part A. As in VAN DER VAART AND WELLNER (1996) , page 299, we change s to the (local) variable t + n -1/3 h, and rescale to find that
, 2/3
(In the following we will use processes MIn, en, and D n , defined exactly as M n , Cn, and D n above, VAN DER VAART AND WELLNER (1996) , under the hypotheses of Theorem 2.5.A, the stochastic processes in question in the last display converge weakly, for every K > 0, in the space lOO [-K, K] to the process (using our current notation) 
but with X[O,t+hn-I/3J -IJR1.x[o,tJ replaced by IJl(x[O,t+hn-I/3) -IJl(x[o,t).) As in
Xa,b(h) xhg(t) (6.35) with a = )F(t)(1 -F(t))g(t) and b = f(t)g(t)/2. This implies, by a rescaling argument, that
(F n (t) F(t)) -4d 1f
where 1f is as defined in (2.13) (or, equivalently, that
where § g1.1 is the slope process of G1,l; more on this below 
Now from the definition of T t it follows that n 1 / 
(T t t) is op(l). Making a change of variable
ZX(h) = y'F(t)(l-F(t))g(t)W(h) +~h2 f(t)g(t) xg(t)h
and ZY(h) is similarly defined with x replaced by y. Here W(h) is a fixed Brownian motion process.
Note that (ZX(h), ZY(h))
is in Cmin(JR) X Cmin(JR) with probability 1. A proof of this follows from Lemma 2.5 of Kim and Pollard (1990) . Also it can be proved without much difficulty using arguments similar to those of VAN DER VAART AND WELLNER (1996) , page 299, that {hn(x)} and {hn(y)} are both Op(l). It then follows from Theorem 7.1 (the version with the maximization replaced by a minimization in the relevant places) that
(hn(x), hn(Y)) -td (h(x), hey))
where hex) = argminZX(h) and h(y) is defined similarly. Thus
b(O)::; xg(t), ga,b(O) ::; yg(t)) = P((l/g(t))ga,b(O)::; x, (l/g(t))ga,b(O) ::; y).
Here we have used the switching relationship for right derivatives stated in Proposition 6.2.(i) in conjunction with the fact that random variables involved are all continuous to derive the second equality. where ti 's are all strictly negative and less than or equal to K in absolute value. Let xi's for i running from 1 to k' be real numbers and Yi for i running from 1 to k be strictly negative and Yi 0 for i > k. Let 81, 82, ... ,81,81+1, ... ,8 1 ' be strictly positive numbers less than or equal to K. Let Zi'S be real numbers for i running from 1 to z' and Vi for i running from 1 to 1 be strictly negative whereas Vi 0 for i > l. Let the events Ai, 
We want to find the limiting value of the probability i = 1,2, ... , l,
By the switching relationships on the unconstrained process, and the change of variable 8 = to + 
Finally, with~,(s)
and
Now from the definitions of T ti and T Si it is not difficult to show that n 1 / 3 (T ti -to) converges in probability to ti and a similar result holds for T Si ' It can now be shown that the vector of argmins of the processes defined above in terms of the local variable h converge jointly to a continuous random vector Z. This is accomplished by noting that the processes inside the argmins converge jointly in the space loo [-K, Kj2(/ ) for every K > 0 to the processes where and by Slutsky's theorem the limiting value of the probability is,
Now using the switching relationships on the limiting processes and keeping in mind that the random variables involved are all continuous we obtain the limiting proability as
(1/g(to))gR (Si):S; vi, i 1, , [ (1/g(to) )gR (Si) [-K,KJ in £P[-K, KJ x £P[-K, K] , as noted by HUANG AND ZHANG (1994) . It then immediately follows in the wake of convergence of all the finite -dimensional marginals of (X n , Y n ) to those of (l/g(to) ) (ga,b(t),g~,b(t) ) that (Xn(t), Yn(t)) --td (l/g(to) ) (ga,b(t) ,g~,b(t))
in £P [-K, KJ x £P[-K, KJ ( this parallels HUANG AND ZHANG (1994) , Corollary 2).
Proofs for Subsection 2.4.
Proof of Theorem 2.6. The log-likelihood ratio statistic for testing H o : F(to) = eo versus HI : F(to) i-eo is, by expanding about JF n , T; T;  }.
We shall show that II n , II n (3), and III n converge in probability to O. Denote the (random) set on which F n and n differ by D n . {1jJ '(6., T; Fn) Lemma 6.1. Suppose that {X nE }, {Y;-t} and {WE} are three sets of random variables such that:
Fn(Y) -
Now it is easily shown that:
(a) For every E > 0, there exists a K >°such that as processes, which in turn yields
as processes indexed by t E JR. Thus by straightforward calculation it follows that
l U~2(y) dy == lDJ, completing the proof of (6.42).
To complete the proof of the theorem, we need to show that (6.40) holds, and that I n (3), II n II n ,and III n are all op(l).
\Ve first show that is . Note that and JF~, and convergence (hence boundedness with high probability) of the processes X n and Y n , it is easily seen that each of these sequences of functions is in some Donsker class of functions with arbitrarily high probability for n sufficiently large, and hence (by preservation of the Donsker class property for products of uniformly bounded functions), the product functions {in} are contained in a P-Donsker class F of functions with arbitrarily high probability for n sufficiently large. It follows from this together with (6.46) that I n (3) = op(l).
To prove (6.40), it suffices to show that where tn(z) to + n-1 / 3 z. Consider the first term on the left hand side of (6.47). We claim that this is equal to -'-:-::-:-:~-'---=--:-::':::
Note that this is trivially satisfied if the difference set is empty or the unconstrained solution is identically eo on the entire difference set. 
showing the equality. One can argue similarly if the unconstrained solution at to is greater than 0 0 . We note that in the above derivation we have made the tacit assumption that B 1 lies in the difference set. However it might be the case that the constrained solution on Bl which is necessarily greater than or equal to the unconstrained solution on B 1 actually equals it, in which case the blocks B2 through BE will contribute only. The equality of course remains valid. Consider now the second term on the left hand side of (6.47). By the change of variable z n 1 / 3 (t -to), the second term is easily seen to be equal to by the uniform convergence of the constrained and unconstrained MLE's to F, and the fact that we can find a compact set such that D n is contained in it and on which g(tn(z)), Yn(z) and Xn(z) are uniformly bounded with high probability, we conclude that JI n (3) = op(l). The proof of III n = op(l) proceeds by similar methods as used above, and is omitted here.
0
Proof of Theorem 2.7. The convergence in probability in (2.15) is proved using consistency results of SCHICK AND Yu (1999) for the unconstrained estimator lF n together with corresponding results for the constrained estimator lF~and Glivenko-Cantelli class arguments; see BANERJEE (2000) for the details. Here we will just prove the equality in (2.16). By straightforward calculation, the limit Kullback-Leibler discrepancy K(PF.G, PH,G) 
Appendix. o
Here we give statements of several of the results used in the proofs in Section 6, and then provide additional details for some of the more technical arguments.
It will be convenient to introduce the spaces Cmin(JR) and Cmax(lR): C max is the collection of continuous functions f from lR. to for which f(t) ---" -()() as It I ---" ()() and f achieves its maximum at a unique point in is defined analogously, with -()() and maximum replaced by ()() and minimum respectively.) 
