We present the BMW-Chandra source catalogue drawn from essentially all Chandra ACIS-I pointed observations with an exposure time in excess of 10 ks public as of March 2003 (136 observations). Using the wavelet detection algorithm developed by Lazzati et al. (1999) and Campana et al. (1999) , which can characterise both point-like and extended sources, we identified 21 325 sources. Among them, 16 758 are serendipitous, i.e. not associated with the targets of the pointings, and do not require a non-automated analysis. This makes our catalogue the largest compilation of Chandra sources to date. The 0.5-10 keV absorption corrected fluxes of these sources range from ∼3 × 10 −16 to 9 × 10 −12 erg cm −2 s −1 with a median of 7 × 10 −15 erg cm −2 s −1 . The catalogue consists of count rates and relative errors in three energy bands (total, 0.5-7 keV; soft, 0.5-2 keV; and hard, 2-7 keV), and source positions relative to the highest signal-to-noise detection among the three bands. The wavelet algorithm also provides an estimate of the extension of the source. We include information drawn from the headers of the original files, as well, and extracted source counts in four additional energy bands, SB1 (0.5-1 keV), SB2 (1-2 keV), HB1 (2-4 keV), and HB2 (4-7 keV). We computed the sky coverage for the full catalogue and for a subset at high Galactic latitude (| b | > 20
Introduction
The use of a wavelet transform (WT) as an X-ray detection algorithm was pioneered by Rosati et al. (1995 Rosati et al. ( , 1998 for the detection of extended sources in the Roentgen Satellite (ROSAT) Position Sensitive Proportional Counter (PSPC) fields and subsequently adopted by many groups (Grebenev et al. 1995; Damiani et al. 1997b; Pislar et al. 1997; Vikhlinin et al. 1998; Lazzati et al. 1998; Freeman et al. 2002) . Differently from other WT-based algorithms, the Brera Multi-scale Wavelet (BMW, Lazzati et al. 1999; Campana et al. 1999 ) algorithm, which was developed to analyse ROSAT High Resolution Imager (HRI) data, automatically characterises each source through a multisource χ 2 fitting with respect to a Gaussian model in the wavelet space. For these reasons it has also proven to perform well in crowded fields and in conditions of very low background .
The BMW was used to produce the BMW-HRI catalogue Campana et al. 1999; Panzera et al. 2003) , a catalogue of ∼29 000 sources detected with a probability of > ∼ 4.2σ and with a sky coverage of 732 deg 2 down to a limiting
The catalogue is only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/488/1221 flux of 10 −12 erg cm −2 s −1 and 10 deg 2 down to a limiting flux of 10 −14 erg cm −2 s −1 . The BMW-HRI is being currently used for a number of scientific projects. Among preliminary results, an analysis of X-ray detected sources without obvious counterparts at other wavelengths, (a.k.a. blank field sources, Chieregato et al. 2005) has been carried out with the aim of identifying unusual objects, as well as a serendipitous X-ray survey of Lyon-Meudon Extragalactic Database (LEDA) normal galaxies (Tajer et al. 2005) .
The BMW algorithm was modified to support the analysis of Chandra Advanced CCD Imaging Spectrometer (ACIS) images (Moretti et al. 2002) , and has led to interesting results on the nature of the cosmic X-ray background (CXB, Campana et al. 2001; Moretti et al. 2003) . Given the reliability and versatility of the BMW algorithm, we decided to apply it to a large sample of Chandra ACIS-I images, to take full advantage of the superb spatial resolution [∼0. 5 point-spread function (PSF) on-axis] of Chandra while being able to automatically analyse crowded fields and/or with very low background. We thus produced the Brera Multi-scale Wavelet Chandra source catalogue (BMW-C).
In this paper we present a pre-release of the BMW-C, which is based on a subset of the whole Chandra ACIS observations dataset, roughly corresponding to the first three years of operations.
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Like the BMW-HRI, our catalogue provides source positions, count rates, extensions and relative errors. In addition, for all bright (100 counts in the 0.5-7 keV band) sources in the catalogue we extracted light curves which will be exploited in a search for periodic and non-periodic variability, as well as spectra to have an immediate spectral classification.
In Sect. 2 we describe the selection criteria of the Chandra fields and the resulting data sample. In Sect. 3 we describe the data processing, which includes data screening and correction, event list selections and energy band selections. In Sect. 4 we describe the wavelet detection algorithm and its application to the Chandra fields as well as the resulting source catalogue, the BMW-Chandra catalogue. In Sect. 5 we report the properties of the source sample, including their spatial extent fluxes, and the definition of our serendipitous sub-sample. In Sect. 6 we calculate the sky coverage of our survey. In Sect. 7 we compare our catalogue with the Chandra Multiwavelength Project (ChaMP, Kim et al. 2007a , and references therein) data. In Sect. 8 we describe preliminary results of the cross-matches between the BMW-Chandra and other catalogues at different wavelengths. Finally, in Sect. 9 we summarise our work and highlight the plan for future exploitation of the catalogue.
Data sample
Our choice of the Chandra fields favoured the ones that would maximise the sky area not occupied by the pointed targets, that is the fields where the original PI was interested in a single, possibly point-like object centred in the field. We adopted the following criteria:
1. all ACIS-I [no grating, no High Resolution Camera (HRC) fields and in Timed Exposure mode] fields with exposure time in excess of 10 ks available by 2003 March were considered. Data from all four front-illuminated (FI) CCDs (I0, I1, I2, I3) were used; 2. we excluded fields dominated by extended sources [covering > ∼ 1/9 of the field of view (FOV)]; 3. we excluded planet observations and supernova remnant observations; 4. we also excluded fields with bright point-like or high-surface brightness extended sources; 5. we put no limit on Galactic latitude, but we selected subsamples based on latitude at a later time.
The exclusion of bright point-like or high-surface brightness extended sources was dictated by the nature of our detection algorithm, which leads to an excessive number of spurious detections at the periphery of the bright source. This problem is common to most detection algorithms. Therefore, each field was visually inspected to check for such effects; where found, a conservatively large portion of the field was flagged (see Sect. 4). Of the 147 fields analysed, 11 (∼7%) were discarded because of problems at various stages of the pipeline execution. The field relative to observation ID 634, for instance, was discarded because of the spacecraft wobbling during the exposure that caused the images of point sources to be elongated and to be detected as double. We eliminated observation ID 581 because the CCD I3 suffered from good time intervals inconsistent with the other CCDs, resulting in an anomalously high background (e.g., see Moretti et al. 2002) . Furthermore, the observation IDs 316, 361, 950, 1302 IDs 316, 361, 950, , 1872 IDs 316, 361, 950, , 2269 , and 2271 were eliminated because of problems at the detection stage. Finally, the fields relative to observation IDs 2365 and 1431 were discarded at the analysis stage because the asset of the spacecraft changed during the observation. As a result, 136 fields reported successful completion of the pipeline. Figure 1 shows the Aitoff projection in Galactic coordinates of their positions. Table 1 lists the basic properties (observation ID, Sequence number, coordinates of the target, etc.) of the fields included in our sample. We note that several fields were observed more than once. These fields were considered as different pointings, so that the number of distinct fields is 94 (see Sect. 6).
Data processing
Our pipeline is a combination of Ciao 1 tasks (data screening, image reduction, exposure map creation), IDL programs (additional data screening, wavelet detection core), tasks in the HEAsoft package and UNIX shell scripts (drivers and housekeeping) that reduces and analyses the Level 2 (L2) data generated by the Chandra X-ray Center (CXC) standard data processing in a uniform fashion. The data (event list, the aspect solution, the aspect offset, and the bad pixel files) were downloaded using the Chandra Search and Retrieval tool (ChaSeR) from the Chandra Data Archive (CDA) 2 , and were filtered to only include the standard event grades (Advanced Satellite for Cosmology and Astrophysics (ASCA) grades 0, 2, 3, 4, 6). Since several Chandra data sets in the archive suffer from known aspect offsets as large as 2 , we checked and corrected for this problem using the fix_batch Perl script by Tom Aldcroft 3 . We applied energy filters to the offset-corrected L2 event list, and created soft (SB, 0.5-2.0 keV), hard (HB, 2.0-7.0 keV) and total (FB, 0.5-7.0 keV) band event files. The upper limit on our hard and total energy bands was chosen at 7 keV because at higher energy the background increases and the effective area decreases, producing lower signal-to-noise (S /N) data. Our results in the 0.5-10 keV band are then extrapolations from our findings in the 0.5-7 keV range (see Sects. 4.2 and 5.3) .
Since the source detection strongly depends on the background rate, the data obtained during background flares were carefully removed. We created counts light curves with a time resolution that would allow ∼400 counts per time bin, which typically correspond to ∼1.4 ks and ∼1.8 ks in the soft and hard bands, respectively, and excluded all time intervals during which the rate was more than 3σ of the mean rate. The mean fraction of exposure lost to background flares is 4%, comparable with 5% given by the ChaMP collaboration for FI chips (Kim et al. 2007a (Kim et al. , 2004a . The effective exposure times reported in the catalogue (TEFF, see Table 1 and distribution shown in Fig. 2 , median 31.8 ks), reflect these corrections.
Generally, hot/flickering pixels and bad columns are listed in the calibration database and eliminated by the Ciao tools. However, some remaining flickering pixels, probably due to the afterglow of cosmic rays or charged particles hitting the CCDs, occur and they were identified at this point. Following Tozzi et al. (2001) , we defined as flickering each pixel that registered two events within the time of two consecutive frames. In each observation we eliminated all the events registered from that pixel, a procedure which is safe when no bright sources are present, such as is our case.
Total background map creation
The wavelet algorithm requires an accurate characterisation of the background of the images to process (see Sect. 4.1), since the WT detection is carried out on top of a map representing the image background (the total background map; Lazzati et al. 1999) . The background in the ACIS-I images, in particular, is the sum of two components, a cosmic X-ray background and a particle one (i.e., cosmic-ray-induced). The former suffers from vignetting and can be modelled as a power law of photon index Γ = 1.4 (Marshall et al. 1980; Moretti et al. 2003 ). The latter is not affected by vignetting, only depends on the temperature of the electronics, and can be modelled as a flat pattern with an inaccuracy within 10% 4 . For each field and for each of the three energy bands, we used the merge_all script to create exposure maps (adopting an input spectrum of a power law with photon index 1.4) and flat maps and then combined them.
Source detection and catalogue construction

The BMW-C algorithm
We used an updated version of the BMW detection algorithm that supports the analysis of Chandra ACIS images. The main steps of the algorithm can be summarised as follows (full details in Lazzati et al. 1998; Lazzati et al. 1999; Campana et al. 1999) . The first step is the creation of the WT of the input image; the BMW WT is based on the discrete multi-resolution theory and on the "à trous" algorithm (Bijaoui & Giudicelli 1991) , which differs from continuous-WT-based algorithms which can sample more scales at the cost of a longer computing time (Rosati et al. 1995; Grebenev et al. 1995; Damiani et al. 1997a ). We used a Mexican hat mother-wavelet, which can be analytically approximated by the difference of two Gaussian functions (Slezak et al. 1994) . The WT decomposes each image into a set of subimages, each of them carrying the information of the original image at a given scale. This property makes the WT well suited for the analysis of X-ray images, where the scale of sources is not constant over the field of view, because of the dependence of the PSF on the off-axis angle. We used 7 WT scales a = [1, 2, 4, 8, 16, 32, 64] pixels to cover a wide range of source sizes, where a is the scale of the WT .
Candidate sources are identified as local maxima above the significance threshold in the wavelet space at each scale, so that a list is obtained at each scale, and then a cross-match is performed among the 7 lists to merge them. At the end of this step, we have a first estimate of source positions (the pixel with the highest WT coefficient), source counts (the local maximum of the WT) and a guess of the source extension (the scale at which the WT is maximized). A critical parameter is the detection threshold which, in the context of WT algorithms, is usually fixed arbitrarily by the user in terms of expected spurious detections per field (Lazzati et al. 1998 ). The number of expected spurious detections as a function of the threshold value and for each scale was calculated by means of Monte Carlo simulations (Moretti et al. 2002) . We ran the detection algorithm with a single significance threshold that corresponds to ∼0.1 spurious detections per scale, hence (with 7 scales) ∼0.7 spurious detections per field for each band in which we performed the detection. Given our sample of 136 fields, we expect a total of ∼95 spurious sources in the catalogue.
The final step is the characterisation of the sources by means of a multi-source χ 2 minimization with respect to a Gaussian model source in the WT space. In order to fit the model on a set of independent data, the WT coefficients are decimated according to a scheme described in full in Lazzati et al. (1999) .
The wavelet probability is defined as the confidence level at which a source is not a chance background fluctuation, given the background statistics and the specific field exposure time. This quantity is assessed via the S /N ratio in WT space. For each WT scale, the noise level is computed through numerical simulations of blank fields with the corresponding background , while the signal is the peak of the WT coefficients corresponding to the source. Figure 3 shows the wavelet probability as a function of WT S /N, and background value. In order to make this significance more easily comparable to other methods, confidence intervals are approximately expressed in units of the standard deviation σ for which a Gaussian distributed variable would give an equal probability of spurious detection (68%: 1σ; 95%: 2σ, etc.). So, the values of the wavelet probability in the catalogue column WTPROBAB represent the number of σ's corresponding to the confidence level of that specific source.
We ran the detection algorithm on the central ∼8 portion of the source image at full resolution (rebin = 1, 1 pixel ∼0. 49) and on the image rebinned by a factor of two outside (rebin = 2, 1 pixel ∼0. 98). This strategy allowed us to optimize computer time, while preserving spatial information. Indeed, outside the ∼8 radius circle, the PSF radius that encircles 90% of the energy is > ∼ 6. 5, i.e., > ∼ 6.6 rebinned pixels in the soft band and > ∼ 7. 4, i.e., > ∼ 7.5 rebinned pixels in the hard band. In detail, a) we ran the detection on the images at rebin 2; b) we ran the detection in their inner 512 × 512 part (rebinned pixels, corresponding to ∼8. 4 × 8. 4) at the full resolution; c) we excluded the 480 × 480 pixel central part in the analysis at rebin 2 (rebinned pixels, corresponding to ∼7. 8 × 7. 8); d) we cross-matched the positions of the sources found at rebin 1 and 2 to exclude common double entries (sources were considered coincident if their distance was less than 6 times their width). We repeated this procedure for each of the three energy bands, and cross-matched the resulting source coordinates to form the definitive list (for coincident sources, the coordinates of the highest S /N one were kept).
A source extension, defined as the width of the best-fitting Gaussian model, was calculated for each band and the extension of the highest S /N among the three bands and the inner and outer regions was kept.
An example of the products of the pipeline is shown in Figs. 4 and 5, which represent the η Carinae field (OBSID 50, SEQ_NUM 200019), one of the most problematic observations since it has a complicated extended structure at the centre as well as other data problems. Figure 4 (left) is the full image at rebin 2, with a FOV of ∼33 . The sources are represented with circles with a size which is three times their Gaussian width. Note the spurious detections along a readout streak (photons detected during the readout in a field containing a bright source are clocked out in the wrong row and so have incorrect CHIPY values and show up as a streak along the column). Crosses mark sources that the detection algorithm classifies as extended. Figure 4 (right) shows the central portion of the field at full resolution. The FOV is ∼8. 4, and the sources are represented with a size which is five times their Gaussian width for better presentation.
BMW-C catalogue
The pipeline produced a catalogue of source positions, count rates, counts, extensions, and relative errors, as well as the additional information drawn from the headers of the original files for a total of 21 325 sources.
Source counts were corrected for vignetting using the exposure maps (see Sect. 3.1), i.e., by comparing the image counts at each source position with the average counts of the normalized exposure map within a PSF range. Furthermore, the source counts were corrected for PSF fitting, i.e., for using a Gaussian approximation of the PSF to fit the sources in the WT space. This latter correction was calculated by running the detection on the psfsize table in CALDB (psfsize_2000830.fits), using the PSF images at ∼1.50 keV for the soft band PSF and at ∼4.51 keV for the hard band PSF, and calculating the percentage of counts lost with the Gaussian approximation in the WT detection.
Errors were calculated in two ways: following Grebenev et al. (1995) , appropriate for sufficiently high values of the background and source counts ( > ∼ 5×10 −2 counts/pixel), and using basic statistic expressions. In the latter case, assuming a Gaussian shaped distribution of N photons of width (WIDTH) Δ, the positional errors in x and y (X_POS_E, Y_POS_E) are limited by σ x ≈ σ y ≈ Δ/ √ N − 1, the total positional error (T_POS_ER) is σ t ≈ σ x 2 + σ y 2 , the error on the total number of counts is given by Poisson statistics σ N ≈ √ N, and the intrinsic limit on the width estimate is σ Δ ≈ 0.5 Δ/ √ N − 1 (see detailed discussion in Lazzati et al. 1999) . The largest of the values derived using the two methods is adopted. As an example, the distribution of the total positional error is shown in Fig. 6 for the 16 834 sources that do not require a more in-depth, non-automated analysis (see below). We note that the absolute source position in Chandra observations has an uncertainty radius of 0. 6 at 90% confidence level (CL), and of 0. 8 at 99% CL 5 . These values were calculated by measuring the distances between the Chandra X-ray source positions and the corresponding optical/radio counterpart positions from the Tycho2 (Høg et al. 2000) or the International Celestial Reference Frame (ICRS, Ma et al. 1998) catalogues, for sources within 3 from the aimpoint and with the Science Instrument Module Z-axis (SIM-Z) at the nominal detector value (for large off-nominal SIM-Z, the observations can suffer an additional aspect offset of up to 0. 5). For each source we computed two fluxes in the 0.5-10 keV range, assuming that a) the source is extragalactic and its flux was corrected for Galactic absorption (FLUX1) and b) the source is subject to no absorption (FLUX2). In general, the count-rateto-flux conversion factors (CF) are a function of the assumed shape of the spectrum of the source. To obtain FLUX1, we first calculated an average line-of-sight column density N H according to Dickey & Lockman (1990) with the nH tool in HEASoft (NH_WAVG), for each catalogue field. We show the distribution of column densities in Fig. 7 . Then we performed simulations with XSPEC (Arnaud 1996) assuming as input model an absorbed (wabs) power law with photon index 2.0 (a Crab spectrum, for direct comparison with other work, e.g., the BMW-HRI catalogue; Panzera et al. 2003 ) for a range of column densities spanning these values. We report the model 0.5-7.0 keV count rate to 0.5-10 keV flux CFs in the catalogue column COR_FAC1, while the flux was calculated as FLUX1 = COR_FAC1 × T_FT_CTS / EXPOSURE, where T_FT_CTS are the WT total counts and EXPOSURE is the total exposure time. To calculate FLUX2 an unabsorbed (N H = 0) spectrum was simulated, and the 0.5-7.0 keV count rate to 0.5-10 keV flux conversion factor is CF2 = 8.23 × 10 −12 erg cm −2 cts −1 . For comparison with other work, we also report approximate fluxes in the three bands (T_FLUX, S_FLUX, and H_FLUX,) calculated using a count rate to flux conversion factor CF0 = 1 × 10 −11 erg cm −2 cts −1 . Each field was visually inspected to identify and remove obviously spurious detections (such as image streaks in correspondence of bright pointed sources and crowded fields, an example of which is shown in Figs. 4 and 5) . A number of checks were performed on the raw catalogue and the results stored in the FL_CHECK catalogue column, as follows.
1. We eliminated sources that presented negative fitted counts (an instance that may occur if the WT fit does not converge). 2. When the errors on position, the total positional error, and the error on the width (X_POS_ER, Y_POS_ER, T_POS_ER, WIDTH_ER, respectively), did not converge, they were set to their statistical value (FL_CHECK = −2), if possible, otherwise the sources were eliminated. 3. When the error on the width exceeded the width value (WIDTH), it was set to the statistical value (FL_CHECK = −2), if possible, otherwise it was left unmodified (FL_CHECK = −3). 4. When the error on the rate (T_CR_ER, S_CR_ER, H_CR_ER) exceeded the rate value (T_CTRATE, S_CTRATE, H_CTRATE), it was set to its statistical value (FL_CHECK = −2), if possible, otherwise it was left unmodified (FL_CHECK = −4). 5. When the fitted counts (T_FT_CTS, S_FT_CTS, H_FT_CTS), and count rates (T_CTRATE, S_CTRATE, H_CTRATE), and consequently, the fluxes (FLUX1, FLUX2), resulted infinite (because the WT fit did not converge), they were set to −9999.9.
Each field was visually inspected again to exclude/flag problematic portions, and the results stored in the FL_CHCK2 catalogue column. In particular, extended pointed targets were flagged (FL_CHCK2 = −1). Sources within a radius of 30 from the target position (as given by RA_TARG and Dec_TARG original header fields) of all fields not in surveys (73) were flagged with FL_CHCK2 = 10 × FL_CHCK2. The parameters of the final catalogue are listed in Table 3 . The full catalogue contains 21 325 sources, 16 834 of which do not require a more in-depth, non-automated analysis (i.e. not associated with bright and/or extended sources at the centre of the field). The latter are obtained applying the following conditions, FL_CHCK2 −1, and FL_CHCK2 −10, and include the pointed ones. The final number of sources not associated with pointed targets is 16 358 (see Sect. 5.1).
Source properties and sub-samples
The full catalogue includes all detections in the 136 examined fields, and no association was made among the sources detected more than once in different observations of the same portion of the sky. In order to account for repeated detections and to exploit multiple detections of the same source in variability total-band signal-to-noise ratio of the detection 51 T_WV_S_N total-band signal-to-noise ratio in wavelet space 52 S_FT_CTS soft-band (0.5-2 keV) counts from the fit (cts) 53 S_CTS_ER soft-band error on counts from the fit (cts) 54 S_CN_CTS soft-band net counted source counts (cts) 55 S_CN_BG soft-band counted background counts (cts) 56 S_VIGCOR soft-band vignetting correction factor 57 S_PSFCOR soft-band PSF correction factor 58 S_CTRATE soft-band count rate (cts s −1 ) 59 S_CR_ER soft-band count rate error (cts s −1 ) 60 S_FLUX soft-band flux (for CF0 = 1 × 10 −11 erg cm −2 cts −1 ) 61 S_FT_S_N soft-band signal-to-noise ratio of the detection 62 S_WV_S_N soft-band signal-to-noise ratio in wavelet space 63 H_FT_CTS hard-band (2-7 keV) counts from the fit (cts) GSC2 class: 0 = star; 1 = galaxy; 2 = blend; 3 = non-star; 4 = unclassified; 5 = defect 139 GSC2BMC angular distance between GSC2 and BMW-C position (arcsec) 140 GSC2COM number of GSC2 cross-matches: -99 = none, 1 = single, >1 = number of matches 141 GSC2COV
BMW-C-CSC2 cross-matching version 142 CTS05_1 0.5-1 keV counted source counts 143 CTS_1_2 1-2 keV counted source counts 144 CTS_2_4 2-4 keV counted source counts 145 CTS_4_7 4-7 keV counted source counts studies, an estimate of the number of independent source detections is needed. We estimated this number by cross matching the catalogue with a given cross-matching radius, i.e., by merging the number of sources within the cross-matching radius. Given the distribution of total position uncertainties (Fig. 6 ), we chose cross-matching radii of 3 and 4. 5 (catalogue parameters CORR_RAD and CORR_RA2, respectively). We obtain 16 088 independent sources in the former case, and 15 497 in the latter case (of which 12 135 and 11 954, respectively, are not associated with bright and/or extended sources at the centre of the field). The catalogue parameter FL_MERGE assumes the value 1 if the source is part of the sub-sample merged within CORR_RAD, 0 otherwise. FL_MERG2 is the corresponding value for CORR_RA2.
The serendipitous source catalogue (BMC-SSC)
For cosmological studies it is particularly important to have a sample which is not biased toward objects selected on the basis of their properties. To this end, we selected a subsample of the BMW-C catalogue that contains 16 358 sources not associated with pointed targets, by excluding sources within a radius of 30 from the target position. This subsample represents the BMWChandra Serendipitous Source Catalogue (BMC-SSC). Fig. 9 . Extension of the 12 348 BMW-Chandra sources as a function of the off-axis angle. The dashed line is the 3σ limit for point sources. Diamonds are the extended sources (∼4.5σ), i.e., sources that lie more than 2σ from the dashed line (316 points). Figure 8 shows the distribution of the source off-axis angle OFFAX, which presents a steep increase with collecting area, and a gentler decrease with decreasing sensitivity with off-axis angles. Differently from what found with the BMW-HRI catalogue (Panzera et al. 2003) , our distribution does not present a peak at zero off-axis due to pointed sources. To characterise the source extension, which is one of the main features of the WT method, one cannot simply compare the WT width with the instrumental PSF at a given off-axis angle. Thus, we use a σ-clipping algorithm which divides the distribution of source extensions as a function of off-axis angle in bins of 1 width. The mean and standard deviation are calculated within each bin and all sources which width exceeds 3σ the mean value are discarded. The procedure is repeated until convergence is reached. The advantage of this method is that it effectively eliminates truly extended sources, while providing a value for the mean and standard deviation in each bin a Sources which do not require a more in-depth, non-automated analysis (i.e. not associated with bright and/or extended sources at the centre of the field), including the target ones. . The mean value plus the 3σ dispersion 6 provides the line discriminating the source extension, but we conservatively classify as extended only the sources that lie 2σ above this limit. Combining this threshold with the 3σ on the intrinsic dispersion, we obtain a ∼4.5σ confidence level for the extension classification (Rosati et al. 1995; Campana et al. 1999; Panzera et al. 2003) . We note (Moretti et al. 2004 ) that fluxes of extended sources are usually underestimated, since they are computed by fitting a Gaussian to the surface brightness profile, which in many cases is a poor approximation. We applied the σ-clipping algorithm to the 12 348 good sources which WT width had been successfully determined (i.e., the width had not been fixed to the PSF value, W_FLAG= 1). Figure 9 shows their extension thus calculated as a function of the off-axis angle, as well as the PSF function and 3σ limit for 6 The fitting function is the third-order polynomial: 3σ extension (arcsec) = 1.24097 + 0.0530598 OFFAX 2 + 0.000179786 OFFAX 3 , where OFFAX is in arcmin. point sources (dashed line). Diamonds are the extended sources (∼4.5σ), i.e., sources that lie more than 2σ from the dashed line (316 points). There are 145 points within the 3 and 4.5σ limits.
Source extension
We selected two sub-catalogues, based on Galactic latitude, the discriminant value being 20
• , thus obtaining 7401 highlatitude sources, and 9433 low-latitude sources. Figure 10 shows the distribution of the extension of the extended sources for the full sample (solid line, 316 sources) and for the high-latitude sub-sample (dotted line, 120 sources). We expect that most highgalactic latitude sources are extra-galactic. Table 4 summarises the basic numbers of sources in each subsample examined. Figure 11 shows the distributions of 0.5-10 keV absorption corrected flux (FLUX1, see Sect. 4.2) for the 16 334 sources in the BMW-Chandra catalogue; the fluxes range from ∼3 × 10 −16 to 9 × 10 −12 erg cm −2 s −1 with a median of 7 × 10 −15 erg cm −2 s −1 . Figure 11 also shows the distributions of 0.5-10 keV fluxes for the high-latitude sources (median flux 4.50 × 10 −15 erg cm −2 s −1 ) and the low-latitude sources (median flux 1.07 × 10 −14 erg cm −2 s −1 ). Figure 12 shows the distributions of the source counts for the total (FB, median 27.9 counts), soft (SB, median 15.7 counts), and hard (HB, median 15.3 counts) bands. 
Source fluxes
Sky coverage
In order to calculate the sky coverage of our survey, we followed the procedure used by Muno et al. (2003) . The signal-to-noise ratio S /N with which we measure the counts from a source is given by
1/2 , where N is the number of counts from a source, B is the background in the source cell and σ B is the uncertainty on the background, using the simplifying assumption of √ N uncertainties. The background can be written as B = ab, where a is the area of the PSF and b is the background per pixel. Therefore, using σ
The position-dependent number of source counts for a given S /N is then,
First, an off-axis angle map is generated, then the PSF maps a are generated from the off-axis map using the psfsize table in CALDB, using the PSF images at ∼1.50 keV for the soft band PSF and at ∼4.51 keV for the hard band PSF. We assumed as aperture the radius that encircles 70% of the PSF energy (as a reasonable compromise between having too many background counts for a larger radius and too little source counts for a smaller radius). For b we used the background images generated for the detection (see Sect. 3.1). Based on Fig. 3 , which shows the wavelet probability as a function of WT S /N, and background value, we chose S /N = 3 in the wavelet space, for our analysis. Figure 13 shows the S /N distribution in the counts space and wavelet space in the soft and hard bands, and demonstrates where our S /N cut falls. We note here that the S /N in WT space can be different from the S /N in counts space for several reasons: i) the background subtraction is more accurate and locally performed; ii) the high frequencies are suppressed, so that a correlated count excess gives a higher significance than a random one with the same number of counts; iii) the exposure map can be incorporated in the WT space, so that artifacts do not affect the source significance.
Using Eq. (1), we calculated the limiting counts for each field, in the soft and hard bands. We then converted the limiting counts maps into limiting flux maps, using count rate-to-flux conversion factors derived assuming a power-law model with a photon index Γ = 1.7 in the soft band and Γ = 1.4 in the hard band, modified by the absorption by Galactic N H relative to each field. The adopted values of Γ were chosen to compare with the results in the literature (e.g. Kim et al. 2007a Kim et al. , 2004b . Histograms of the number of pixels (hence solid angle) with flux smaller than a given threshold were produced for each field in the soft and hard bands for S /N = 3, and the solid angle of the whole survey calculated as the sum of the contributions of each field. We note here that some of the observations covered the same sky area, notably so for the survey fields. Therefore, only the observation with the longest exposure time (after screening and correction of the data) was considered for the sky coverage calculation.
In Fig. 14 we show the solid angle of the full survey (94 independent fields) as a function of the flux limit for S /N = 3. The complete catalogue provides a sky coverage in the soft band (0.5-2 keV, S /N = 3) of ∼8 deg 2 at a limiting flux of ∼10 −13 erg cm −2 s −1 , and ∼2 deg 2 at a limiting flux of ∼10 −15 erg cm −2 s −1 (in the soft band).
Comparison with the ChaMP catalogue
The Chandra Multiwavelength Project (ChaMP) is a survey of serendipitous Chandra sources carried out by a multi-institution collaboration 7 . It covers ∼10 deg 2 at flux levels of ∼9 × 10 −16 erg cm −2 s −1 (Kim et al. 2004a (Kim et al. ,b, 2007a , and is derived from the analysis of 149 Chandra fields, that include both ACIS-I and ACIS-S images and a total of ∼6 800 sources.
The cross-matching of the source coordinates yields 162 matches within 1 and 210 within 3 ; shifting the coordinates of our source list by 1 and then cross-matching with the ChaMP again, we found no mismatches (a null misidentification probability). Figure 15 , shows the distribution of the angular separation between the BMW-C and ChaMP positions (Kim et al. 2007a, Table 5 ) for the matching objects. In Fig. 16 we show the BMW-C 0.5-2.0 keV counts versus the ChaMP 0.5-2.0 keV counts, as well as the best fit (solid line) and the bisecant of the plane (dashed line), Counts ChaMP = (1.035 ± 0.002) + (−0.174 ± 0.005) Counts BMW−C . Although our counts are generally higher (at the percent level) than the ones reported by ChaMP, we note a general consistence within 1-σ. We also note that in general the WT algorithm is better equipped at disentangling sources in crowded fields and at low S /N. 
Cross-match with existing databases
We cross-matched our catalogue with some of the largest catalogues available at other wavelengths, from radio to optical, namely, the Faint Images of the Radio Sky at Twentycm (FIRST), the Infrared Astronomical Satellite (IRAS) Point Source catalogue (PSC), the Two Micron All Sky Survey (2MASS), and the Guide Star Catalogue 2 (GSC2). Table 5 summarises the main characteristics of the catalogues we considered. In this section we report the results of the cross-match based on the closest-match criterion. The FIRST is a survey that covers ∼10 000 square degrees of the North and South Galactic Cap, which produced images with 1. 8 pixels, a typical rms of 0.15 mJy, a sensitivity of ∼1 mJy, and a resolution of 5 (Becker et al. 1995) . The 2003 release 8 contains ∼800 000 sources and covers a total of ∼9000 square degrees (White et al. 1997) .
IRAS conducted an all-sky survey at 12, 25, 60, and 100 μm that led to the IRAS Point Source catalogue (PSC). The PSC contains ∼250 000 sources (Beichman et al. 1998) , and away from confused regions of the sky, is complete to ∼0.4, 0.5, 0.6, and 1.0 Jy at 12, 25, 60, and 100 μm, respectively, with angular resolution of ∼0. 5 at 12 μm and ∼2 at 100 μm. Typical position uncertainties are ∼2 to 6 in-scan and about ∼8 to 16 crossscan.
The 2MASS (Skrutskie et al. 2006 ) covers virtually all sky with simultaneous observations in J (1.25 μm), H (1.65 μm), and K s (2.17 μm) bands with nominal magnitude limits of 15.8, 15.1, and 14.3 mag, for point sources, and 15.0, 14.3, and 13.5 mag for extended sources, respectively. The All-Sky Data Release 9 contains positional and photometric information for ∼470 million point sources and ∼1 million extended sources.
In the optical, we considered the GSC2 (Lasker et al. 2008) , which is an all-sky catalogue of approximately 1 billion stars and galaxies. In particular, we used the last version (GSC2.3), which covers the entire sky in the B J , F and N bands (roughly comparable to Johnson B, R and I bands), down to the limiting magnitudes 22.5-23, 20-22, and 19.5. Furthermore, partial sky coverage is available in the V band (similar to Johnson V filter) down to 19.5 mag. The astrometry, which is calibrated with the Hipparcos (Perryman et al. 1997 ) and the Tycho 2 (Høg et al. 2000) catalogues is accurate to within 0. 3. The GSC2 also provides morphological classification for objects observed at least in two bands with a ∼90% confidence level for objects at | b | > ∼ 5
• and brighter than B J ∼ 19 mag. The FIRST, IRAS, 2MASS, and GSC2 parameters are listed in Table 3 . Our cross-match procedure consisted in matching objects in the BMW-C catalogue with objects in the other catalogues within a given cross-matching radius (Table 6) , and in case of multiple matches selecting the spatially closest one. Our choice of cross-matching depended on a combination of the positioning accuracy of the BMW-C and the other catalogues. In general, more than one optical identification was available for most BMW-C objects. Table 6 shows the number of BMW-C sources that have only one, only two, or three or more matches in the other catalogues (Cols. 4, 5, and 6, respectively). The table also shows the total number of matches obtained after a closest distance selection (Col. 7). In Figs. 17 and 18 we show the distribution of the angular separations between the BMW-C position and the position of the other catalogues for these closestmatching objects. For the 2MASS and GSC2, the distance distribution peaks at ∼1 .
There is only one BMW-C source which is found in the FIRST, IRAS, 2MASS and GSC2 catalogues (1BMC163608.2+410509); it is a galaxy observed by Infrared Space Observatory (ISO), in the European Large Area ISO Survey (ELAIS, Väisänen et al. 2002) and in the radio (Ciliegi et al. 1999) . Furthermore, 71 BMW-C sources have IRAS, 2MASS and GSC2 matches; 4208 are found in both 2MASS and GSC2 catalogues.
We calculated the expected number of mismatches (Col. 8 in Table 6 ) by shifting the coordinates of our source list by 1 and then cross-matching with the other catalogues again.
Summary and future work
We presented the BMW-C source catalogue drawn from 136 Chandra ACIS-I pointed observations with an exposure time in excess of 10 ks public as of March 2003. The full catalogue comprises 21 325 sources, 16 334 of which do not require a more in-depth, non-automated analysis (i.e. not associated with bright and/or extended sources), including the pointed ones. Among them, 16 758 are serendipitous. This makes our catalogue the largest compilation of Chandra sources to date. The 0.5-10 keV absorption corrected fluxes of these sources range from ∼3 × 10 −16 to 9 × 10 −12 erg cm −2 s −1 with a median of 7 × 10 −15 erg cm −2 s −1 . The catalogue includes count rates and relative errors in three energy bands (total, 0.5-7 keV; soft, 0.5-2 keV; and hard band, 2-7 keV; the source positions are relative to the highest signalto-noise detection among the three bands), as well as source counts extracted in four additional energy bands, SB1 (0.5-1 keV), SB2 (1.0-2.0 keV), HB1 (2.0-4.0 keV) and HB2 (4.0-7.0 keV), and information drawn from the headers of the original files. The WT algorithm also provides an estimate of the extension of the source which we refined with a σ-clipping method.
We computed the sky coverage for the full catalogue and for a subset at high Galactic latitude (| b | > 20
• ). The complete catalogue provides a sky coverage in the soft band (0.5-2 keV, S /N = 3) of ∼8 deg 2 at a limiting flux of ∼10 −13 erg cm −2 s −1 , and ∼2 deg 2 at a limiting flux of ∼10 −15 erg cm −2 s −1 . We also presented the results of the cross-match with existing catalogues at different wavelengths (FIRST, IRAS, 2MASS, GSC2 and ChaMP) .
Among the scientific applications of the catalogue are:
1) search for periodic and non-periodic variability using light curves extracted for bright sources; 2) the optical/IR follow-up of a list of galaxy cluster candidates drawn from our sub-sample of ∼300 extended sources; 3) analysis of blank fields, i.e. X-ray detected sources without counterparts at other wavelengths; 4) optical/IR follow-up of peculiar sources, such as isolated neutron stars candidates (ultra-soft sources) and heavily absorbed sources (ultra-hard sources, not observed in the soft bands).
The current version of the BMW-C source catalogue, (as well as additional information and data) is available at the Brera Observatory site: http://www.brera.inaf.it/?page=bmc_ home.
