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Single-Base DNA Discrimination via Transverse Ionic Transport
James Wilson and M. Di Ventra
We suggest to discriminate single DNA bases via transverse ionic transport, namely by detecting
the ionic current that flows in a channel while a single-stranded DNA is driven through an intersect-
ing nanochannel. Our all-atom molecular dynamics simulations indeed show that the ionic currents
of the four bases are statistically distinct, thus offering another possible approach to sequence DNA.
INTRODUCTION
Measuring transverse electronic currents within a
nanochannel to differentiate between DNA/RNA bases
[1–3] is a promising new approach for sequencing DNA
fast and at low cost. It consists of feeding a single-
stranded DNA molecule through a channel equipped
with nanometer-scale electrodes able to differentiate (via
transverse electrical current) the electronic structure of
the various bases as they pass by [1–3]. This approach
has been recently realized in various experiments [4–8].
On the other hand, ionic current through a nanopore
has been known for over a decade to be useful in detecting
when a DNA translocation event has occurred [9–14], and
has even been able to give some information about the
sequence [15, 16]. However, within a nanochannel, the
ionic current blockaded by an arbitrary strand of DNA is
a non-trivial convolution of a large number of blockade
events from different bases [17], and as such it is difficult
to sequence at the single base level with this physical
mechanism, unless the bases are fed one at a time through
the opening.
Recent advances in the fabrication of ionic nanochan-
nels [18] have shown that it is possible to use a pair of in-
tersecting nanochannels to detect the transport of DNA.
In that particular experiment a double stranded DNA has
been translocated through one channel, while the ionic
current flowing through the second, transverse, channel
is modulated based on the presence or absence of DNA at
the intersection. So far, fabrication techniques have only
realized nanochannel widths of about 20 to 30 nanome-
ters, still too large to be able to achieve single-base reso-
lution, if at all possible. In fact, the linear dimension of
an individual base is on the order of 1nm, so in order to
distinguish a single base, channels of widths comparable
to or less than 2nm are required. Even if those were pos-
sible to make, it is not at all obvious whether single-base
discrimination would be achievable with transverse ionic
transport.
Inspired by these experimental advances, and the pos-
sibility to realize devices with intersecting channels as
those mentioned above, in this work we seek to deter-
mine whether changes in transverse ionic conductance
are sufficient to discriminate the different DNA bases,
were intersecting nanochannels of width comparable to
or less than 2nm fabricated. To be more specific, the set
up we have in mind is illustrated in Fig. 1. We place a
FIG. 1: (Color online) Schematic of two intersecting
nanochannels. A strand of DNA lies along the longitudinal
(vertical) pore. The ionic current flows in the transverse (hor-
izontal) direction symbolized by the arrow.
strand of poly(dX)7 where X is one of the bases A, C, G,
T in the pore. To optimize the simulation time required,
the single-stranded DNA (ss-DNA) is already placed in-
side of a Si3N4 nanopore of diameter of 1.8nm that runs
along the y-axis. The simulation box has a regular hexag-
onal shape with an in-radius of 3.3nm in the x-y plane
to correspond with hexagonal periodic boundary condi-
tions. Intersecting this, a transverse pore of diameter
1.4nm extends in the z-axis direction. The membrane is
2.8nm thick in the z direction and the simulation box,
which contains water stacked in the z direction, has rect-
angular periodicity in the z direction. In addition, an
atom in the backbone of each of the outer two bases
in the ss-DNA is fixed in space during the simulation.
This allows the bases that are near the intersection of
the pores to move without any constraint, but does not
allow the DNA to move out of the pore or to fold up.
Moreover, after each simulation run we vary the position
of the two outermost bases along the y axis by 0.1A˚, while
also keeping the distance between the above two points
fixed. This way the ionic currents we detect correspond
to different configurations of the single bases, facing the
transverse channel. In fact, bases were found to shift
several angstroms during the simulation while the end
points remained fixed.
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An electric field is then imposed in the z-direction caus-
ing ions to flow through the transverse channel in the
Si3N4. As has been discussed in [1] the electric field in
the longitudinal and transverse directions can be inde-
pendently manipulated to allow the DNA to translocate
through the pore slowly, yet still have sufficient time to
make measurements. Many measurements of current for
each base can then be made, allowing a current distri-
bution to be built for each base as it passes the channel
intersection.
The system is simulated using the molecular dynam-
ics (MD) package NAMD [19]. It is solvated with 5nm of
water on each side of the channel in the z-axis and K and
Cl ions are added such that the molarity of the system is
2M 1. We use periodic boundary conditions all around.
The static energy is minimized and then the system is
brought up to room temperature. Next, a Langevin pis-
ton is used to equilibrate at room temperature and 1
atmosphere of pressure in the NPT ensemble. Finally
the system is run in the NVT ensemble with a Langevin
damping term to keep the temperature steady. An elec-
tric field is applied transverse to the DNA such that the
voltage drop across the cell in the z direction is 0.5V. The
first 2ns are used as a further equilibration with the same
conditions as the production run. During this first 2ns
the system approaches a steady-state current (see also
below).
In the previous work covering transverse electronic
transport [1, 3], the current was calculated using a single-
particle scattering approach [20]. The molecular dy-
namics simulated the structural fluctuations inherent in
the water-pore system, and these fluctuations caused the
variations in the current. That study was possible be-
cause the timescales in which the electronic transport
occurred (due to tunneling) are much shorter than the
timescales of the structural fluctuations. Unfortunately,
the ionic transport timescales are much longer, so we
must simulate many nanoseconds to correctly capture the
fluctuations of the ionic current. For each base, 31 simu-
lations were run. In all, we have simulated 1736ns of MD,
with each simulation run of 14ns. The computational re-
sources required to characterize the current distributions
were significantly greater than in the electronic transport
study. To accomplish this, we made use of a cluster of 30
dual-core nodes and 10 eight-core nodes. We also used
computing time from the Open Science Grid project [21],
scavenging time whenever resources were available.
1 The choice of a larger molarity than the typical 1M is again to
reduce the already demanding computational requirements.
FIG. 2: (Color online) Typical plot of ionic current integrated
over time, namely
∫
S
dq where S is the surface area of the
transverse channel. The slope of this curve is the instanta-
neous current at each time in units of nA. We have used an
interval of time ∆t = 1 ps. After about 2 ns a steady-state
current sets in. Its value is obtained from the slope of the red
line obtained from the last 12 ns of simulation. This particu-
lar plot is for poly(dA)7.
RESULTS
We calculate the current directly by looking at the mo-
tion of the ions in the system
I =
∑
i
qi∆zi
lz∆t
, (1)
where lz is the cell length of the system, and the sum
is over all ions in the system. ∆zi is the distance the
ith ion has traveled in an interval of time ∆t. Other
methods of calculating the current were tested and they
yielded similar results to equation (1). For instance, the
slope of the curve Q(t) =
∫
S
dq at steady state, where S
is the surface of the transverse channel (at steady state
the choice of this surface is irrelevant [20]) yields similar
currents.
In about 1 to 2 ns, the ions move into a steady-state
current-carrying state, so we do not begin to calculate the
current until after this time period. The next 12 ns are
then used to calculate the current for that run. This short
transient is clear from Fig. 2 where we plot Q(t) for a typ-
ical run. Other, shorter, lengths of time were checked,
but the best, most stable results were obtained with the
present timescale. A rough estimate of the standard devi-
ation of the current measurement is that it would scale as
the inverse square root of the measurement window [22].
Experimental measurements for a reasonable sampling
frequency would average over a longer timescale than we
have simulated, so we expect the current distributions to
be even less noisy than we have calculated. Our rate of 12
ns per sample would correspond to a sampling frequency
3FIG. 3: (Color online) Transverse ionic current distributions
for the different nucleotides in the pair of intersecting channels
of Fig. 1. The inset shows the probability of identifying a base
incorrectly after measuring the current for that base ”counts”
times.
of approximately 80MHz. Ionic current measurements
have been recently conducted at 1MHz [23], which would
be a factor of 80 slower than our simulations.
The current distributions from the all-atom MD sim-
ulations are shown in Fig 3. First we note, as was also
done in the case of transverse electrical currents [1], that
one measurement of ionic current is not sufficient to se-
quence a DNA strand to high precision. However, the
distributions we have obtained are sufficiently disjoint
to not require a large number of measurements per base.
We calculate below the number of measurements required
based on our data, but it goes without saying that each
device (in terms of channel widths, shape, etc.) would
likely produce its own set of probability distributions.
Second, the average current we obtain suggests the or-
der I¯G < I¯A < I¯C < I¯T . Apart from C and T this order
is in reasonable agreement with the order of volumes of
the different nucleotides VG > VA > VT > VC [24], sug-
gesting that the currents are somewhat correlated with
the exclusion volume of each base [17, 24]. However, as
also indicated by the reverse order of C and T , the ex-
clusion volume alone cannot fully explain the order of
the average currents we have obtained, and other micro-
scopic effects must also intervene such as the strength of
the base dipoles, roughness of the surfaces at the chan-
nel intersection, and possibly other ones. Again, this
confirms that the actual distributions will likely depend
on the structural properties of each device.
ANALYSIS
In order to sequence with this particular approach, we
then parallel the protocol suggested in Ref. [1] by one of
us (MD). First, run a strand of DNA with known compo-
sition through the longitudinal channel, e.g., a homoge-
neous strand of the four different bases. Then, while the
DNA is translocating through the channel, measure the
current as many times as possible and build up a distri-
bution of currents for each DNA base. Once this distri-
bution for each base is obtained, the DNA strand that is
to be read is sent through. The current is read N times
for each base X as it passes through the intersection, and
each of those N readings is analyzed for the probability
that it could be an A, C, T , or G. The probability of X
being correctly identified after one measurement is given
by [1]
〈PX(I)〉 = nX(I)
nA(I) + nC(I) + nT (I) + nG(I)
(2)
Where nX(I) is the height of the normalized distribution
for current I, and X is one of the bases A,C,G, T .
After N measurements, the probability that the base at
the intersection of the two channels is correctly identified
is [1]
〈PNX 〉 =
N∏
i
nX(Ii)
∑
J=A,C,G,T
(
N∏
i
nJ(Ii)
) (3)
A Monte Carlo method was employed with the distribu-
tion data obtained from our simulations to calculate the
probability of correctly identifying a base after N mea-
surements. For each base, I1 through IN were randomly
generated from the current distribution for that base.
The probability PX is then calculated from equation (3).
Assuming an equal proportion of each of the bases within
the strand being sequenced, the probability of correctly
identifying a base at random after N independent mea-
surements is just the average
PN =
1
4
(
PNA + P
N
C + P
N
G + P
N
T
)
. (4)
We then average over realizations to arrive at the prob-
ability, P = 〈PN 〉, that we correctly identify a random
base after N measurements.
In the inset of figure 3, we plot a graph of uncertainty,
E = 1 − P , in identifying bases versus number of inde-
pendent measurements. When at least 20 measurements
are taken, the probability of error is less than 0.1%. This
seems to suggest that, with these particular distributions,
we need fewer measurements with this method than with
transverse electronic transport for the same error rate [1].
However, as already noted ionic transport measurements
are typically slower than electronic ones. Nevertheless,
if we measure the ionic current at a reasonable rate of
100kHz, then DNA could be identified at 5, 000 bases per
second using this scheme. Therefore, an entire genome
4could be sequenced in less than 7 days without paral-
lelization. Clearly, this estimate may be somewhat off
according to the actual distributions obtained experimen-
tally. Furthermore, the error rate assumes that the pore
is made small enough that neighboring bases do not af-
fect the current, and that it is easy to tell when a base
passes over the intersection. If that is not the case, it
may take several more measurements per base simply to
know that a change in base at the intersection has oc-
curred. These effects would all increase the number of
measurements required.
CONCLUSIONS
We conclude that the approach we have described in
this paper can indeed discriminate between the four DNA
bases and has thus potential as an alternative sequenc-
ing method. Furthermore, this method would easily lend
itself to parallelism. For example, a device dedicated to
each chromosome would decrease the time required to se-
quence an entire genome by a factor of ten. Finally, this
same idea could be implemented as a protocol for protein
sequencing. We are now in the process of assessing the
feasibility of this last possibility.
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