A discovery that neutrinos are not the usual Dirac but Majorana fermions, i.e. identical to their antiparticles, would be a manifestation of new physics with profound implications for particle physics and cosmology. Majorana neutrinos would generate neutrinoless double-β (0νββ) decay, a matter-creating process without the balancing emission of antimatter. So far, 0νββ decay has eluded detection. The GERDA collaboration searches for the 0νββ decay of 76 Ge by operating bare germanium detectors in an active liquid argon shield. With a total exposure of 82.4 kg·yr, we observe no signal and derive a lower half-life limit of T 1/2 > 0.9 · 10 26 yr (90% C.L.). Our T 1/2 sensitivity assuming no signal is 1.1·10 26 yr. Combining the latter with those from other 0νββ decay searches yields a sensitivity to the effective Majorana neutrino mass of 0.07 -0.16 eV, with corresponding sensitivities to the absolute mass scale in β decay of 0.15 -0.44 eV, and to the cosmological relevant sum of neutrino masses of 0.46 -1.3 eV.
masses are very small -less than 10 −5 of the electron mass. Neutrinos are the only fundamental spin-1/2 particles (fermions) without electric charge. As a consequence, they might be identical to their antiparticles -named Majorana fermions 1 in honor of E. Majorana who suggested this first [8] . This feature is a key ingredient for some explanations why matter is so much more abundant than antimatter in today's universe and why neutrinos are so much lighter than the other elementary particles [9] . Majorana neutrinos would lead to nuclear decays which violate lepton number conservation and are therefore forbidden in the SM of particle physics. The so-called neutrinoless double-β (0νββ) decay transforms simultaneously two neutrons inside a nucleus into two protons with the emission of two electrons, see Fig. 1 . The SM allowed double-β (2νββ) decay occurs with the emission of two electrons and two antineutrinos. In 0νββ decay, the two electrons together carry the available decay energy (Q ββ ) and the resulting mono-energetic signal is the prime experimental signature. A positive detection would imply the first observation of a matter-creating process, without the balancing emission of antimatter, and establish the Majorana nature of neutrinos [10, 11] .
We report here on the search for the 0νββ decay 76 Ge → 76 Se + 2e − (Q ββ = 2039.061 ± 0.007 keV [12] ) with the GERmanium Detector Array (GERDA). GERDA is the first experiment that surpasses a sensitivity 2 for the 0νββ decay half-life of T 1/2 ∼ 10 26 yr (90% C.L.) and that operates in a background-free regime such that the expected number of background events is less than 1 in the energy region of interest at the final exposure [13] . This achievement together with the superior energy resolution of Ge detectors is crucial for the future discovery of the signal.
Detector To achieve this goal, the GERDA experimental design was guided by the requirement to reduce interfering signals from naturally occurring radioactivity and from cosmic rays to negligible levels. The Ge material is enriched in the 76 Ge isotope from the natural abundance of 7.8% to > 85% and transformed into high-purity Ge detectors. Thus the 0νββ decay source and detector are identical as illustrated in Fig. 1 . In total, GERDA deploys 37 enriched detectors with two different geometries (coaxial and Broad Energy Ge (BEGe) detectors) and with a total mass of 35.6 kg as bare crystals in 63 m 3 of liquid argon (LAr). The LAr serves as high-purity shielding against radiation from radioactive decays, and it also provides cooling for the Ge 1 Other fermions like the electron or quarks are called Dirac particles. 2 The sensitivity is defined as the median limit expected from many repetitions of the experiment assuming no signal. Figure 1 : In 0νββ decay two electrons (β particles) escape the nucleus (a) and deposit energy Q ββ very localized in a single detector (b). GERDA searches for the decay 76 Ge→ 76 Se + 2e − , Q ββ = 2039 keV, with high-purity Ge detectors enriched in 76 Ge that are operated in liquid argon (LAr). Events with coincident LAr scintillation light or with multiple interactions in the Ge detector, e.g. Compton scatters (c), are classified as background events. The special detector design with a small readout electrode enhances drift time differences between different trajectories (black dashed lines) of the charges (holes) generated by the energy depositions. The color code indicates the electrical signal strength at the respective location. Hence singleand multi-site events can be identified efficiently by the time profile of their electronic signal. Similarly, α decays at the readout electrode (d) show unique signal characteristics.
diodes. Moreover, the LAr -due to its scintillation property -acts as a veto system to discard events originating from background radiation, which simultaneously deposit energy inside the Ge detectors and the adjacent LAr. The scintillation light is detected by 16 photomultipliers and wavelength shifting fibers connected to silicon photomultipliers. A water tank encloses the LAr cryostat to further attenuate γ radiation and neutrons from the experimental environment. It also serves as a water Cherenkov detector to identify cosmic ray muons and their secondary shower particles which otherwise could mimic signal events. GERDA is operated deep underground at the Gran Sasso National Laboratories (LNGS) of INFN in Italy, at a depth of 3500 meter water equivalent to reduce the cosmic ray muon flux by six orders of magnitude with respect to the earth's surface. Detailed descriptions of Phases I and II of the experiment can be found in [14] and in the supplementary materials.
Performance The signals of the Ge detectors are read out by low-radioactive charge sensitive amplifiers, digitized at 100 MHz sampling rate and stored for off-line analysis. Weekly calibrations with 228 Th sources are performed to monitor the energy scale and resolution, as well as to define and monitor the analysis cuts. The derived energy resolution, full width at half maximum (FWHM), at Q ββ is 3.6 ± 0.1 keV for the coaxial and 3.0 ± 0.1 keV for the BEGe detectors, both corresponding to σ/Q ββ < 10 −3 (σ = FWHM / 2.35).
During physics data taking all Ge and LAr scintillation channels are read out if one or more Ge diodes detect a signal above a preset trigger threshold. Multiple detector hits are discarded as background events. Similarly, events are classified as background if at least one photoelectron is detected in the LAr within ∼ 6 µs around the Ge detector signal -that is ∼ 5 times the lifetime of the argon excimer observed in GERDA. Random coincidences lead to a loss of potential 0νββ signals of (2.3 ± 0.1)%. All events with a muon trigger preceding a Ge trigger by less than 10 µs are rejected with a signal loss of < 0.1%. Background events from γ radiation lead often to multiple interactions within the same detector separated in space. The time structure of the recorded signal allows to reject this background as well as events occurring at the surface of a detector from α or β decays (pulse shape discrimination, PSD).
More than 95% of the background is rejected by the LAr veto and PSD (see Fig. 2 ) while 69% of the 0νββ decay events would be kept for the coaxial and 86% for the BEGe detectors. Compared to our previous publication [15] , the Phase II exposure has been more than doubled while improving both energy resolution (by 10%) and background rate (by ∼80%) in the coaxial detectors and maintaining the excellent energy resolution of the BEGe detectors throughout the run -altogether yielding a doubled sensitivity of more than 10 26 yr.
Results Since its beginning GERDA has adopted a rigorous blind analysis strategy to ensure an unbiased search for 0νββ decays. Events with a reconstructed energy of Q ββ ± 25 keV are blinded, i.e. removed from the data stream, until the data selection is fixed. Fig. 2 Figure 2 : GERDA Phase II energy spectra (53.9 kg·yr). Enriched coaxial and BEGe data are displayed in a combined spectrum after indicated cuts. Main contributions to the spectra are labeled. The insets display the analysis window for both coaxial and BEGe detectors separately including the background rates (solid blue lines). No event reconstructs within Q ββ ± 2σ. The dashed blue curves depict the 90% C.L. limit for a 0νββ signal of T 0ν 1/2 = 0.9 · 10 26 yr derived from the likelihood analysis of all GERDA data sets. low energies the spectrum after analysis cuts is dominated by 2νββ decays. The insets in the figure display separately the event distribution of the coaxial and of the BEGe detector data sets in the analysis window 1930-2190 keV. After unblinding, only 3 events in the coaxial and 4 events in the BEGe data sets remain in the analysis window 3 . GERDA thus reaches an unprecedented low background rate of 5.7 An unbinned maximum likelihood fit is carried out simultaneously to the different data sets including those from GERDA Phase I [16] . In total 82.4 kg·yr have been scrutinized for a 0νββ signal so far. The fit function comprises flat distributions for the background, independent for each data set, and Gaussian distributions for a possible 0νββ signal: the mean is Q ββ , the resolutions are taken from calibration data individually for each set, and the normalizations are calculated from the searched for half-life T 1/2 . A null signal maximizes the likelihood. Confidence intervals are evaluated both in the frequentist and Bayesian frameworks. The frequentist analysis is based on the profile likelihood method and systematic uncertainties are included as nuisance parameters with Gaussian pull terms. The derived limit of T 1/2 > 0.9 · 10 26 yr (90% C.L.) is compatible with the sensitivity assuming no signal of 1.1 · 10 26 yr. GERDA is thus the first 0νββ experiment to surmount 10 26 yr sensitivity. The weaker limit is due to an event in the signal region at 2042.1 keV, 2.4 standard deviations (σ) away from Q ββ . The statistical analysis attributes it to background. Statistical analysis including Bayesian inference is detailed in the supplementary materials.
Discussion Table 1 compares our results with those of other 0νββ decay searches. The T 1/2 sensitivities of other experiments are at most half of ours despite sometimes higher exposures. This is due to GERDA's lower background and superior energy resolution (see supplementary 
ei m i |. Nuclear structure details enter the decay rate, and uncertainties in the nuclear structure calculations result in a spread of m ββ values for a given 4 The unitary 3×3 matrix U αi relates neutrino flavor states ν α (α = e, µ, τ ) and mass eigenstates ν i (i = 1, 2, 3). The absolute neutrino masses are still unknown, but two squared neutrino mass differences ∆m . The overlap region is called 'quasi-degenerate'; here the mass splittings are small compared to the absolute mass scale. Latest oscillation data prefer normal ordering at the 3σ level [17] . Fig. 3 shows that our extracted limits of m ββ disfavor a large fraction of the parameter space of quasi- [17] . The blue horizontal band shows the upper limits on m ββ obtained by GERDA, the grey band those from combining sensitivities of all leading experiments in the field (see Table 1 ). Vertical lines denote Σ = 0.12 eV and Σ = 0.66 eV, a stringent limit from cosmology [20] and an extended model bound [7] , as well as m β = 0.23 eV, the 5 yr sensitivity of the KATRIN experiment [19] . Hatched areas indicate the regions of the excluded parameter space. [5, 6] . In the upcoming years the KATRIN tritium decay experiment will increase the sensitivity to ∼0.2 eV [19] . The sum of the neutrino masses influences the evolution and structure of the Universe. In the framework of the 6+1 parameter cosmological SM, the latest Planck data on the anistropy of the cosmic microwave radiation along with baryonic acoustic oscillation data provide limits as low as Σ < 0.12 eV (95% C.L.) [20] . Extended models relax these limits to < 0.37 eV (< 0.66 eV) for 1 (5) additional parameters [7] .
Currently, there are no tensions among the 3 mass observables. A discovery of 0νββ decay close to the current experimental half-life sensitivity should have counterpart signals in tritium β decay and in cosmology, provided that the paradigm of 3 light Majorana neutrinos holds.
In case of discrepancies with the other mass observables, a 0νββ signal would point to other lepton number violating processes. Within the framework of 3 light Majorana neutrinos, the cosmological SM and in the absence of a 0νββ decay at or close to the current sensitivity, the KATRIN experiment would not observe a signal. Conversely, a positive measurement of m β > 0.44 eV in KATRIN would point to Dirac neutrinos or to an incomplete understanding of the nuclear physics [18] of 0νββ decay. It also would require extensions to the current minimal cosmological model. Instead, if the cosmological limit on Σ holds, 0νββ decay experiments would have to probe a mass range m ββ < 0.05 eV which requires a half-life sensitivity of 10 27 yr and above for a 76 Ge-based experiment. The liquified noble gas serves both as coolant for the detectors as well as a shield against external background radiation. The vacuum-insulated cryostat (Ø 4 m) is produced from stainless steel of low radioactivity [28] . A 6 cm layer of low background copper on its inner wall shields the radioactivity of the steel. The shield is complemented by 590 m 3 of high-purity water (18 MΩ·cm) contained in a tank (Ø 10 m, h = 9 m) surrounding the cryostat. This design has been shown to suppress the external γ background at Q ββ =2039 keV to a level of less than 10 −5 cts/(keV·kg·yr) [29] . Muons crossing the water tank are detected with 66 8" photo multiplier tubes (PMTs) by their Cherenkov radiation; together with plastic scintillator panels covering 4×3 m 2 on the roof of the experiment a muon rejection efficiency of >99.9% is achieved [30] .
GERDA Phase I data taking started in November 2011 with a detector array consisting of 8 refurbished coaxial enr Ge detectors from the Heidelberg-Moscow [31] and IGEX [32] experiments (ANG 1-5, RG 1-3, 17.7 kg total mass) and 3 coaxial high-purity Germanium (HPGe)
detectors from low-background natural material (GTF). In July 2012, two GTF detectors were replaced by five Phase II type enriched Broad Energy Germanium (BEGe) detectors (GD32B-D, GD35B-C, 3.6 kg total mass), see Fig. S1 and Table S1 for detector layout and characteristics. Figure S1 : Cross sections of a GERDA coaxial and BEGe detector with an overlay of the corresponding weighting potentials. Indicated are the n+ contact of diffused lithium (black) and the p+ contact of ion-implanted boron (gray), separated by an insulating groove. Overlayed in the active volume of the detectors is the weighting potential, which describes the coupling of the charge at a given location to the respective electrode. For BEGe detectors, it is strongly peaked close to the small readout electrode, yielding to first order a pulse shape independent of the interaction position for most of the volume; the signal timing reflects the position-dependent drift time. This enables a simple discrimination between events with single and multiple interactions in the detector. Such a discrimination is more complex in case of coaxial detectors which feature a wider variety of signal shape patterns depending on the interaction position.
and setting a 90% C.L. limit on the half-life of T 0ν 1/2 > 2.1 × 10 25 yr (median sensitivity 2.4 × 10 25 yr) [16] .
The current Phase II of the GERDA experiment started in December 2015. The many measures for reaching a sensitivity beyond T 0ν 1/2 = 10 26 yr at the design exposure of 100 kg·yr are described in detail elsewhere [14] . The key is the further reduction of background events from the array surroundings in order to reach the 'background-free' regime [13] . Major progress is due to (i) the deployment of additional enr Ge detectors of the BEGe type (Canberra Semiconductor / Mirion) that exhibit superior pulse shape discrimination (PSD) and energy resolution [33] , and (ii) the instrumentation of the LAr volume around the detector array with light sensors that allow for the active shielding (LAr veto) of events causing signals in both the Ge detectors Table S1 : Characteristics of the HPGe detectors (GDxyZ denoting the BEGe detectors) used in GERDA Phase II, for more details see [14] . The table shows the total and active mass (M tot and M active ), the enriched 76 Ge fraction (f 76 ), the detection efficiency for the 0νββ decay events ( f ep ), as well as resolution FWHM and exposure E ana used in analysis. The position number in a given detector string increases from top to bottom, String VII is in the central string of the array. The other strings are placed around the center following a hexagonal pattern. Table S1 ).
Both deployed detector types, coaxial and BEGe, are illustrated in Full depletion of the active region is typically reached at a few kilovolts. Due to the electric field the electron-hole pairs created by ionizing radiation are separated and drift into opposite directions. The moving charges induce mirror charges on the electrodes that are read out by a charge sensitive preamplifier (as shown for the BEGe detector).
The various steps of the BEGe detector production from the procurement of the enriched material to the final working Ge diodes are described in detail elsewhere [34] . The average diameter and height of the detectors are 76 mm and 30 mm. Further individual characteristic parameters are collected in Table S1 . The active masses and the detection efficiencies quoted in Table S1 for the new BEGe detectors are deduced from calibration measurements in vacuum at the HADES facility [34] . The different layout of the readout electrodes of coaxial and BEGe detectors ( Figure S2: Schematic view of the Phase II germanium detector array and the liquid argon veto system. The latter consists of a fiber curtain (green) read out on top by silicon photo-multipliers (not shown), and 7 or 9 photo multiplier tubes at the bottom and top (not shown) of the array, respectively. Omitted from the view are also the signal and high voltage cables of the individual detectors as well as the transparent nylon shrouds that enclose each of the seven detector strings in order to block the accumulation of 42 K ions at the detectors.
The LAr veto system is a hybrid system evolved from studies of scintillation light detection in LAr with PMTs [36] and silicon photo-multipliers (SiPMs) coupled to wavelength shifting fibers for increased light detection efficiency [37] . Its central part (Ø = 0.5 m, h ≈ 1.0 m)
consists of a curtain of 1×1 mm 2 multiclad fibers (Saint Gobain, BCF-91A) which are vacuumcoated with wavelength shifting tetraphenyl butadiene (TPB with a TPB coated entrance window are installed in the cryostat. Groups of 9 and 7 PMTs are located in a distance of about 1 m from the Ge detectors above and below the array, respectively. The PMTs and the fiber/SiPM assembly are mounted in a low-mass copper frame which can be deployed together with the detector array into the cryostat.
In Phase I, each detector string was enclosed by a copper cylinder of 103 mm diameter in order to minimize the volume from which ions of the β − emitter 42 K (T 1/2 = 12.3 hr, Qvalue = 3.5 MeV), progenies of 42 Ar decays, can be collected at the detector surfaces. For
Phase II, these shrouds have been replaced by transparent ones made from nylon coated with TPB [38] . This allows for the detection of scintillation light also from inside the volume enclosed by the shroud.
Data processing and quality The data stream from the GERDA experiment comprises of data from the Ge-detector array, the LAr-veto system and the muon-veto system, see Tab. S2 for a summary of detector systems and their data acquisition. The signals of the Ge detectors are digitized individually by a 100 MHz flash analog-to-digital converter (FADC). When a signal in any Ge channel crosses the trigger threshold, a main trigger is issued and all Ge channels are read out. Additionally, a software trigger is issued about every 40 s, irrespective of the signal in the Ge detectors, and test pulses are injected into all preamplifiers simultaneously every 20 s.
For each event and each Ge channel a 160 µs trace, downsampled to 25 MHz and centered on the trigger time, is written on disk. The traces typically start with 80 µs of baseline, followed by a sharp leading edge of less than 1 µs induced by the collection of the electron-hole pairs generated in the detector during an event, and end with a ∼80 µs exponential tail due to the decay time constant of the preamplifier. For PSD analysis a 10 µs wide window around the leading edge is recorded at 100 MHz.
The data read out of the LAr veto devices is also initialized by the main trigger. The signal of each PMT above/below the array is digitized at 100 MHz as an independent channel (12 µs long traces). For the read out of the fiber curtain surrounding the Ge-detector array, 9 fibers are coupled to one SiPM at each end, and groups of 6 SiPMs are summed in one amplifier and FADC channel. For each trigger a 120 µs trace is digitized with a sampling frequency of All FADC data are converted in a ROOT-based data format for the analysis [39] . The digital signal processing of the traces is performed within the GELATIO software framework [40] . Individual traces are analyzed to extract the parameters of interest for the event reconstruction [41] . Of particular interest is the amplitude of the Ge pulses, which is proportional to the energy released in the detector. The amplitude is reconstructed using a run-by-run optimized Zero Area Cusp (ZAC) filter [42] . The calibration of this energy estimator is described in detail in the next section.
To remove non-physical events due to electric discharges or a burst of noise, a suite of cuts is applied to the parameters extracted during the digital signal processing. For example the baseline, the leading edge and the decay tail of the pulse are required to satisfy a set of heuristic conditions. If a trace does not pass the data cleaning, the full event is tagged as non-physical.
The probability of rejecting physical events has been estimated to be below 0.1% based on testpulses injected in the data stream. At the same time, the probability of accepting non-physical events is expected to be below 0.1% according to a visual inspection of all events in the data set for the BEGe and coaxial detectors separately.
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The calibration of the energy scale is performed on the recorded energy spectrum for each detector and calibration run independently. First, each calibration peak is fitted to identify its centroid, and then a linear calibration function is extracted comparing the peaks centroids with the expected values from literature. The function used to fit the peaks is composed of a Gaussian with centroid µ and resolution σ superimposed to different functions to model the background (flat, linear, step). For strong γ lines, for example the 583 keV and 2615 keV lines, a third term h(E) is added to the fit model, with additional free parameters c and β, to account for the low energy tail due to ballistic deficit: Figure S4 : The difference of reconstructed γ line energies relative to literature from the combined calibration spectra of the various detector types in GERDA, BEGe (highlighted blue), coaxial (highlighted red) type and natural (highlighted hatched green, not considered for 0νββ decay analysis) detectors. Detector no. 6 (GD02D) has been excluded from analysis due to incomplete depletion. statistical analysis.
When the data from different detectors are combined into a single data set, a peak should be modeled as a sum of multiple Gaussian distributions with different centroids and resolutions (i.e. a Gaussian mixture). In our case the resolution of the detectors in a data set varies by less than a factor of 2 and the shift between the centroids is much smaller than the energy resolution (biases are around 0.2 keV). Therefore the shape of a peak in our data sets is approximately Gaussian and can be characterized by an effective resolution σ that can be computed from the resolution of the individual detectors σ i .
Energy resolutions of individual detectors σ i are obtained from the best fit of a peak model to the peaks of the respective combined calibration spectrum, using the same method as described earlier in this section for individual calibration runs.
For each data set, the effective resolution σ for each γ line is then obtained with
where the index i runs over the individual detectors of that data set, with the respective resolutions σ i , exposures E i , and the total exposure E. The resolution for the data sets of the two detector types deployed in GERDA, BEGe and coaxial, are shown in Fig. S5 in terms of full width at half maximum (FWHM = 2.35 · σ). To interpolate the resolution of the data set at Q ββ , the effective resolution of the γ lines is fitted with the function:
This function is a common choice for Ge-detectors and combines contributions to the resolution from electronics noise and fluctuations in the number of produced charge carriers. The best fits are shown in Fig. S5 . Excluded from the fit are the single and double escape peaks of the 2615 keV line of 208 Tl, at 2104 keV and 1593 keV respectively, the annihilation peak at 511 keV, and the summation peaks beyond 2615 keV. These peaks feature additional effects that broaden them and make them not representative.
The estimated effective resolution at Q ββ in terms of FWHM is 3.0(1) keV for the BEGe data set and 3.6(1) keV for the coaxial data set. The uncertainty in the resolution is dominated by contributions from the stability of the energy scale in between calibration runs.
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The same approach can be used to interpolate the resolution of single detectors in their respective combined calibration spectra. The FWHM of the individual detectors at Q ββ is listed in Table S1 ; for BEGe detectors it is in the range 2.3-4.1 keV, with a standard deviation of 0.4 keV, and for the coaxial detectors, the range is 3.2-4.1 keV, with a standard deviation of 0.3 keV.
As a crosscheck, the resolution of γ lines in the physics data was compared to the calibration data. The resolutions of the most prominent lines, the 40 K line at 1460 keV and 42 K line at 1525 keV, are also shown in Fig. S5 . To account for inhomogeneities in the count rate, these resolutions are obtained by determining the resolution for each detector individually and then combining them by their exposures. For both data sets, the resolution of one of the lines matches the expectation, while the other deviates moderately from the calibration data. In previous GERDA analyses, the resolution of the coaxial detectors at Q ββ was increased to match the resolution of the 42 K line [13] . However, it was found that the worse resolution originates mainly from a strong mismatch of count rates in the lines relative to individual exposures. Taking this into account, the remaining ∼0.2 keV deviations are compatible with the systematic uncertainties on the resolution of 0.1 keV.
Liquid argon veto
The read-out of the LAr scintillation light provides a tool to identify background events in which energy is simultaneously deposited in the Ge detectors and in the LAr.
The PMT and SiPM waveforms are processed offline to reconstruct the timing and amplitude of the scintillation signals. An event is vetoed if a scintillation signal with amplitude above threshold is found in a narrow time window around the Ge pulse. The threshold and time window is optimized channel-by-channel, taking into account the noise level and dark rate as well as the temporal structure of the LAr scintillation process. The thresholds are between 0.2 and 0.9 photoelectrons, while the time windows have a width of about 6 µs and range between -0.8 to 6.0 µs relative to the Ge pulse. Figure S6 : Stability of signal acceptance and rejection power of the LAr veto. The accidental loss is measured by software triggered events. The rejection is given in terms of survival probability for germanium detector events at low energies dominated by 39 Ar β decays.
on the detection efficiency of the LAr veto and its stability implies no significant loss in the rejection power over the full period of data taking. half-life measured during GERDA Phase I [45] .
Pulse shape discrimination Events from 0νββ decays are homogeneously distributed in the detector volume and the energy deposition is typically contained within 1 mm 3 (i.e. single-site events, SSEs). There are two types of background events that can be distinguished from these signal-like events using pulse shape discrimination (PSD): multiple energy depositions due to γ rays (i.e. multiple-site events, MSEs) and surface events due to α or β decays on the detector n+ or p+ electrode. Energy depositions near the n+ electrode of the detector can create pulses with long risetimes and incomplete charge collection due to the low electric field in the undepleted part of the Li diffusion layer. On the other hand, energy depositions near the p+ electrode result in fast signals because both electrons and holes drift simultaneously through volumes of large weighting potentials; hence the combined contribution has a shorter rise time. Since the n+ electrode has a dead surface layer with about 1 mm thickness, that blocks α particles, they can reach the detector active volume only through the much thinner dead layer of the p+ electrode S14 and the groove.
The PSD techniques for the rejection of MSEs and surface events applied in Phase II of GERDA are based on the ones used in Phase I [33] with additional improvements. Figs. 2 and 3 of this reference [33] show typical examples of pulse shapes from BEGe and coaxial detectors, respectively. In the case of the BEGe detectors one parameter, A/E, is used to reject background events, where A is the maximum current amplitude and E is the energy, proportional to the area of the current pulse. As MSEs and n+ surface events are characterized by wider current pulses, they feature a lower A/E value compared to SSEs, while p+ surface events show a higher A/E. Therefore rejecting events on both sides of the A/E distribution of SSEs enhances the signal to background ratio. Due to their different geometry and electric field configuration, the coaxial detectors have more complicated patterns of SSE pulses than the BEGe type detectors. Therefore an artificial neural network (ANN) is used to discriminate between SSEs and MSEs. In addition to these cuts that were already applied in the previous data releases of GERDA, a cut on the coaxial detector pulse risetime is now also applied to reject fast signals from surface events due to α decays near the p+ electrode and in the groove. The rejection of p+ surface events is studied with physics data using high energy events (above the 42 K decay endpoint at ∼3500 keV) coming from α decays on the detector surface.
Additionally, a pure sample of SSEs in the bulk of the detector is provided by 2νββ decay events, which compose more than 97% of the events in the region between 1000-1300 keV after the LAr veto is applied.
The analysis of the raw A/E from calibration data follows similar steps as in Phase I [33] .
The mean A/E in the DEP is scaled to unity in stable periods while unstable periods in A/E for specific detectors are excluded from the analysis. The slight energy dependence of A/E due to the increase of the charge cloud size with energy is also corrected. Because of the higher noise in Phase II the discrimination threshold on the corrected A/E needs to be energy dependent. This The risetime (RT) of the pulses used for rejecting surface events in coaxial detectors is extracted after noise reduction and interpolation of the digital signals. The RT parameter is defined as the difference between the time at which the signal is at 10% and 90% of its maximum amplitude. This parameter has been found to be robust against noise and other changes in detector conditions. The RT threshold is determined by maximizing the acceptance of 2νββ decay events (ε 2νββ ) and at the same time minimizing the survival fraction of surface α events with energy above 3500 keV (ε α ). The figure of merit chosen for the optimization is f (t) = ε 2 2νββ (t) · (1 − ε α (t)) where t is the RT threshold. This optimization is performed on physics events that survive the MSE rejection because preliminary pulse shape simulations have shown that the ANN and the RT cut are rejecting events from complementary regions near the detector surface. The ANN classifies events near the borehole surface as MSEs while the RT cut removes 
Figure S8:
228 Th calibration spectra of BEGe (top) and coaxial detectors (bottom) before and after multi-site event rejection using the two different PSD techniques. The respective bottom panel shows the survival fraction as a function of energy that is the ratio of the spectra with and without PSD. fast events originating from the regions around the bottom of the borehole and the groove. detectors rejects the high energy events from surface α decays with about 96% probability.
The 0νββ decay survival fraction and its uncertainty is estimated for the different PSD techniques in various ways. In the case of BEGe detectors, the DEP survival fraction is assumed as an estimate of the 0νββ survival fraction. Differences between the expected 0νββ decay signal and DEP events are taken into account in the systematic uncertainties: DEP events are more likely to occur close to the sides and edges of the detector while 0νββ decay events are distributed equally in the detector volume, this introduces about 1% difference based on GEANT4 simulations. Additionally, because of its higher energy, the 0νββ decay signal has a higher fraction of MSEs that introduces an additional 2% uncertainty based on GEANT4
simulations. Finally, the uncertainty of the DEP survival fraction is estimated by shifting the low A/E threshold by its uncertainty. This is based on the agreement of A/E distributions between physics and calibration data and on differences between methods to determine the cut value. The threshold has been shifted by 0.2 resulting in a 1.7% relative uncertainty on the DEP survival fraction. The estimated 0νββ survival fraction of the BEGe data set is hence (87.6 ± 0.1(stat) ± 2.5(syst))%.
In the case of the coaxial detectors the 0νββ decay survival fraction has been estimated us- ing pulse shape simulations and 2νββ decay events, taking into account the energy dependence of the PSD techniques. The survival fraction of peaks in the calibration data and of the 2νββ decay events in physics data has been reproduced with pulse shape simulations within a few percent. This gives confidence in the survival fraction of 0νββ decay signal estimated from the simulations that is found to be (84 ± 5)%. The uncertainty has been estimated studying the energy dependence with event samples from calibration data with rescaled noise corresponding to lower effective energies. The survival fraction of the different event samples as a function of this effective energy is shown in Fig. S10 for both the ANN and the RT cuts. The ANN shows a slightly different energy dependence for each event sample, suggesting that the cut does not only depend on the noise but also on the topology of the event sample. Using the slopes from the different event samples to extrapolate the survival fraction from the 2νββ decay survival fraction gives a conservative systematic uncertainty of ±5%. In the case of the RT cut the sur-S19 vival fraction shows no significant energy dependence for all type of events considered. This allows to estimate the 0νββ decay survival fraction directly from the sample of 2νββ decay events that gives (84.7 ± 0.4(stat) ± 1.0(syst))%, where the systematic uncertainty accounts for minor differences between the two samples. The final survival fraction for the new data set of the coaxial detectors is hence given by the combination of the two PSD cuts: (71.2 ± 4.3)%.
The stability in time of the survival fraction of the different PSD techniques has also been studied and is shown in Fig. S11 . The suppression factor of background Compton events in the region of interest is stable at a 2% level over more than two years of data taking. Figure S11: Survival fraction of Compton events with energy within Q ββ ± 35 keV from the 228 Th calibrations throughout the data taking demonstrating the stability of the PSD techniques.
An additional pulse shape analysis cut has been introduced for both, BEGe and coaxial detectors, in order to reject events with slow or incomplete charge collection from external background on the n+ surface of the detectors. The energy of these events is biased because the ZAC energy reconstruction algorithm uses a finite integration time. The cut is based on the difference between two reconstructed energy values using the same method but different integration times. The threshold is set to about 0.25% difference in reconstructed energy between the two estimators with different integration times, that corresponds to about 5 keV at Q ββ . The survival fraction of the cut is 99.8% for signal events.
Statistical analysis Neutrinoless double-β decay is searched for by performing an extended unbinned maximum likelihood fit of the energy spectrum. The function used for the fit is the sum of a Gaussian distribution centered at Q ββ (signal term) and a flat distribution, which accounts for the constant background (background term). The width of the Gaussian term is determined by the energy resolution, while its amplitude depends on the half-life T 0ν 1/2 of 0νββ decay.
Following the same strategy of refs. [16, 13, 15] , detectors having similar performance and similar background level are grouped together and their data treated as a single data set. The number of expected 0νββ events in each data set is calculated as
where N A is the Avogadro number, m a the molar mass, E the exposure and the total selection efficiency. The efficiency accounts for: the fraction of 76 Ge in the detectors (f 76 of Table S1 );
the fraction of active volume; the probability that 0νββ events in the active volume release their entire energy Q ββ inside the detectors ( f ep of Table S1 ); the efficiency of all reconstruction and analysis cuts. The energy resolution and efficiency of each data set are calculated as exposureweighted averages of the corresponding values for the individual detectors.
The seven data sets used for the analysis are summarized in Table S3 . Data from Phase I of GERDA and from the first part of Phase II have been already reported in refs. [16, 13, 15] and their analysis -in particular the PSD classification -is unchanged. Coaxial detector data from Phase II are split into two data sets because the new PSD method introduced for the first time in this work provides a significantly lower background level. All BEGe detector data from Phase II are instead in the same data set as the analysis strategy is consistent with what was previously applied. In total, in this work we release 23.1 kg·yr of coaxial detector data (PhaseII-Coax2) and 18.2 kg·yr of BEGe detector data (part of PhaseII-BEGe).
The complete form of the likelihood function is reported in ref. [13] . The background rates are free parameters, independent for each data set, while the signal strength S = 1/T 0ν 1/2 is a free parameter which is in common to all data sets. All parameters are bound to positive values. The fit is performed in the energy range between 1930 and 2190 keV, except the windows (2104 ± 5) keV and (2119 ± 5) keV where known peaks are expected. The total width of the analysis window is 240 keV.
The events of Phase II between 1930 and 2190 keV which survive all selection cuts are listed in Table S4 . The likelihood of the GERDA data is maximized for null signal strength, i.e. the best-fit is S = 1/T 1/2 = 0. The confidence (most probable) interval on S is then evaluated in the frequentist (Bayesian) framework, as described in detail in ref. [13] .
The frequentist analysis makes use of a two-sided test statistics based on the profile likelihood λ(S), in which all background rates are treated as nuisance parameters. Systematic Table S3 : Summary of the Phase I and Phase II analysis data sets: exposure E, energy resolution (FWHM) at Q ββ , total efficiency , background rate B, and number N of events in the 240 keV analysis window. Note that the BI is computed excluding the events in a 10 keV window centered at the Q ββ . uncertainties are accounted in the fit by additional nuisance parameters constrained by Gaussian pull terms. They are the uncertainties on efficiency and energy resolution for each data set, as reported in Table S3 , and a possible common systematic shift of the energy scale, which is modeled as Gaussian having zero mean and 0.2 keV standard deviation. As Wilk's approximation does not hold in the low-statistics regime of GERDA, a Neyman construction of the confidence interval is performed through a toy Monte Carlo on the conditional parameter space of the best fit on data. The derived confidence interval of S is:
Data set
The systematic uncertainties have a marginal impact and weaken the limit by less than 1%.
The median sensitivity for limit setting, i.e. the median expectation for the frequentist limit, is evaluated by an ensemble of Monte Carlo generated data sets, having the same parameters of GERDA and null injected signal (S = 0). The calculation carried out with the parameters of Table S3 gives a sensitivity of 1.1 · 10 26 yr, thus making GERDA the first experiment to surpass 10 26 yr. The actual realization of GERDA is slightly below the median sensitivity: the p-value,
i.e. the probability to obtain a limit stronger than the actual one in an ensemble of repeated experiments with null signal, is 63%.
The statistical analysis is also performed within a Bayesian framework. The full posterior probability density function (PDF) is calculated from the seven data sets according to Bayes theorem. The posterior PDF on the signal strength is then obtained by marginalization over all nuisance parameters, via a Markov chain Monte Carlo numerical integration, as described in ref. [13] . The prior PDF for all background indices is taken to be constant between 0 and 0.1 cts/(keV·kg·yr); as in previous work [16, 13, 15] , a flat prior distribution between 0 and 10 −24 yr −1 is taken as the prior P 0 (S) for S, namely all counting rates up to a maximum are considered to be equiprobable. Systematic uncertainties are folded into the posterior PDF as integral averages [13] , with the integration being performed numerically by a Metropolis algorithm. As in the frequentist case, the impact of systematic uncertainties is at the percent level.
The marginalized posterior PDF P (S) is displayed in Fig. S12 for Phase I only, Phase II only and the combination of the two. The 90% credible interval (CI) for the half-life derived from the full data set is T 1/2 > 0.8 · 10 26 yr (90% CI).
The median sensitivity of the experiment in the case of no signal is 0.8 · 10 26 yr. Also in the
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Bayesian framework, the real realization of GERDA is slightly below the median sensitivity: the probability to obtain a stronger limit is 59%. The Bayesian analysis can be also performed with Phase II data only, using the posterior PDF from Phase I as the prior P 0 (S) on S: this procedure yields exactly the same result as the combined analysis of the seven data sets of Table S3 . As discussed in ref. [13] , other reasonable choices for the prior distribution P 0 (S) typically result in more stringent limits with respect to the flat prior in S considered above. For instance, the assumption of equiprobable effective neutrino masses, i.e. P 0 (S) ∝ 1/ √ S, gives a 90% credible interval T 1/2 > 1.2 · 10 26 yr. Figure S12: Marginalized posterior probability density P (S) for the 0νββ signal strength from the analysis of Phase I only (four data sets, blue), Phase II only (three data sets, red) and the combination (seven data sets, black). In all cases, the prior distribution P 0 (S) is constant between 0 and 10 −24 yr −1 .
The fact that the actual GERDA data yield a limit weaker than the median sensitivity in both frequentist and Bayesian analysis is due to the presence of an event close to Q ββ in the PhaseIIBEGe data set where the background expectation is about 0.01 cts/keV. This event has an energy of 2042.1 keV and is 2.4 σ away from Q ββ . Taking into account the statistical uncertainties on the estimates of the background indices, the probability to observe one or more background events in the range Q ββ ± 2σ is about 29% considering all data sets of GERDA Phase II.
Although the event in the signal region weakens the limit, the statistical analysis attributes it to the background. The global GERDA likelihood is indeed maximized for no signal counts.
This means that the occurrence of such a background overfluctuation is more likely than the occurrence of a single signal event at 2.4 σ. The interpretation of this event as due to the background is further corroborated by the fact that the detector in which the event occurred (GD76C) has a slightly better energy resolution than the average of the data set, which is used in the statistical analysis.
Combination of sensitivities We analyze our data using frequentist and Bayesian statistical methods [46] . In the Bayesian case, a prior probability distribution for the half-life is updated using information from the data to yield a posterior distribution. Hence a direct measurement/limit of T 1/2 is the result -however depending on the somewhat arbitrary choice of the prior. In the frequentist analysis no direct statement on T 1/2 can be inferred. Instead, for all true T 1/2 values in the extracted (90%) confidence interval, the chance that an experiment sees a signal strength (or best-fit T 1/2 ) like in our data is 90%. The meaning of this frequentist statement is often ignored and the confidence interval is interpreted as an exclusion of model parameters. Because of the frequentist construction, data fluctuations can lead to surprising features: improving the experiment by increase of exposure might lead to poorer limits on T 1/2 like it happened for EXO-200 [25] , or the limit is much stronger than the sensitivity of the experiment -the median limit on T 1/2 expected from many repetitions of the experiment assuming no 0νββ decay signal -like it is the case for CUORE [24] and all KamLAND-Zen results (see [26] and refs. therein). For the comparison and combination of experiments we therefore propose to use instead of frequentist limits the sensitivities until there is some hint for a signal. Bayesian limits are not available for all experiments listed in Table 1 .
Assuming exclusively light Majorana neutrino exchange, the relation between the half-life for neutrinoless double-β decay T 1/2 and the effective Majorana mass m ββ is
where G is a phase space factor, g A the axial vector coupling constant, M the nuclear matrix element, and m e the mass of the electron. The phase space factors have been calculated recently with high precision (see Table S5 ). The nuclear matrix elements (NME), however, exhibit a large scatter depending on the chosen model calculation (see Table S6 ). Hence the combination of the sensitivities from the experiments listed in Table 1 has been evaluated for each set of NME calculations separately assuming implicitly that each set provides for each isotope the correct NME. The T 1/2 sensitivity of each experiment is converted into an equivalent T 1/2 sensitivity for 76 Ge according to eq. 7. Recognizing that most experiments operate in the background dominated regime where sensitivity scales with the square root of exposure, i.e. of Table S6 ). The lowest (66 meV) and largest (155 meV) value in column 7 of Table S6 define the range of the combined effective Majorana mass shown in Table 1 .
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Performance numbers of selected experiments Here we list some performance parameters for those experiments that are used for the combined sensitivity on m ββ . The sensitivity for placing a limit on the half-life depends on the number of expected background events in an energy region of interest at Q ββ , the exposure and the efficiency of reconstructing a signal event. Parameters are often not stable during the livetime of an experiment. We therefore list latest values which are typically improved compared to initial conditions. Tighter selection cuts might improve the background at the expense of a smaller signal efficiency and hence the sensitivity might get worse. As a figure of merit B F W HM we therefore use the background in the energy interval of size 1·FWHM divided by the total efficiency (see Table S7 ). Note: since the experiments use different definitions for the exposure we normalize consistently to the active 0νββ decay isotope mass in this comparison. For GERDA we use the Phase II performance numbers: the average resolution FWHM ∼ 3.3 keV, background rate is 0.6 cts/(keV·t·yr) and total efficiency is ∼ 0.5 including the active volume fraction and isotope fraction.
For MAJORANA updated values are available from ref. [22] : the resolution FWHM = 2.5 keV, background rate in the active volume is 5 cts/(keV·t·yr) for low background condition, the reconstruction efficiency is 0.81 and 0.88 is the enrichment fraction.
Cupid-0 reports a background rate of 3.614 cts/(keV·t·yr), the resolution is FWHM = 23 keV and the reconstruction efficiency is 0.75.
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The data set 2 of Cuore has a background of 14 cts/(keV·t·yr) normalized to the total mass, a resolution of FWHM = 7.4 keV. The 130 Te mass fraction is 0.28 and the total reconstruction efficiency is 0.83.
EXO-200 quotes a background rate for the latest data set of 1.6 cts/(keV·t·yr), an energy resolution of FWHM = 71 keV, an enrichment fraction of 0.8 and a reconstruction efficiency of 0.81. For Kamland-Zen (Period 2) no background rate is quoted. We use for the calculation the event count of 11 in a volume of 1 m radius and a 400 keV energy interval at Q ββ as listed in [26] . The total exposure is 126 kg·yr for this volume (Period 2 corresponds to 49% thereof) and the resolution is FWHM = 270 keV. The exposure includes all dead times and the reconstruction efficiency is 1. Table S7 shows that it is GERDA's combination of very good energy resolution and very low background rate that results in its outstanding figure of merit.
