Dealing with additive noise in the i-vector space can be challenging due to the complexity of its effect in that space. Several compensation techniques have been proposed in the last years to either remove the noise effect by setting a noise model in the i-vector space or build better scoring techniques that take environment perturbations into account. We recently presented a new efficient Bayesian cleaning technique operating in the ivector domain named I-MAP that improves the baseline system performance by up to 60%. This technique is based on Gaussian models for the clean and noise i-vectors distributions. After I-MAP transformation, these hypothesis are probably less correct. For this reason, we propose to apply another MMSE-based approach that uses the Kabsch algorithm. For a certain noise, it estimates the best translation vector and rotation matrix between a set of train noisy i-vectors and their clean counterparts based on RMSD criterion. This transformation is then applied on noisy test i-vectors in order to remove the noise effect. We show that applying the Kabsch algorithm allows to reach a 40% relative improvement in EER(%) compared to a baseline system performance and that, when combined with I-MAP and repeated iteratively, it allows to reach 85% of relative improvement.
Introduction
State of the art speaker recognition systems achieve high recognition rates in clean environments but can suffer considerably in presence of environment noise. Due to the number of factors affecting the recognition decision and to the variety of noise sources, a universal fast and efficient noise compensation technique is not yet available.
We recently presented a new efficient Bayesian cleaning technique operating in the i-vector domain named I-MAP [1, 2, 3] . It is a "data-driven" i-vector cleaning method based on an additive noise model in the i-vector space. It estimates a clean i-vector given its noisy version and the noise distribution using MAP approach. It uses a full-covariance Gaussian modeling of the clean i-vectors and noise distributions in the i-vector space. Even though the noise is known to be non-additive in this space, using such model with a MAP estimator makes the derivations very simple while giving up to 60% of relative improvement compared to the baseline system performance. Since applying I-MAP does not guarantee that the Gaussianity hypothesis is true for residual noise (thus we can't use I-MAP iteratively on noisy test data), we propose to complement this technique by applying another MMSE-based approach that uses the Kabsch algorithm. By doing so, we achieve two goals: On one hand, we want to improve the recognition performance of I-MAP by combining it with another algorithm that uses a different optimization criterion (even though a Bayesian technique performs in general better than an MMSE-based algorithm, combining the two can outperform each of the two). On the other hand, we want to be able to use these techniques (I-MAP+Kabsch) iteratively to achieve even better recognition performance and remove the noise effect more efficiently while using the same train data.
In this paper, we present a MMSE-based approach for noise compensation in the i-vector space that complements I-MAP using the Kabsch algorithm. Originally developed in cheminformatics to compare molecular structures [4, 5] and used in bioinformatics to compare protein structures [6] , the Kabsch algorithm estimates the best translation vector and rotation matrix between two paired sets of points based on root mean squared deviation (RMSD) criterion. It is possible to use this algorithm in a speaker recognition application by supposing that the effect of additive noise can be modeled in the i-vectors space by a translation followed by a rotation. In this context, the algorithm uses two paired sets of clean and noisy i-vectors affected by a certain noise to estimate the best translation vector and rotation matrix that transform the noisy i-vectors to their clean counterparts. Once the translation vector and the rotation matrix corresponding to a certain noise are estimated, the two transformations are applied on noisy test i-vectors in order to remove the noise effect.
We show that using this algorithm allows to reach a 40% relative improvement in EER(%) compared to a baseline system performance. Since deriving a noise model in the i-vector space based on its additive effect in the temporal domain is a complex task due to the number of transformations included in the i-vector extraction process [7] , we will combine this algorithm with I-MAP in a second experiment and show that using the two techniques can achieve up to 80% of relative EER(%) improvement. Then, we will show that these two algorithms (I-MAP+Kabsch) complement each other and that applying them iteratively can yield i-vectors of better quality achieving up to 85% or relative EER(%) improvement. This paper is structured as follows: Section 2 compares different noise compensation techniques used in speaker recognition (SR) systems. Section 3 presents a new noise compensation technique operating in the i-vector space based on the Kabsch algorithm. Section 4 presents the I-MAP denoising procedure. Finally, Section 5 presents the experimental protocol, the conducted experiments and analyses the findings of this paper.
Robust speaker recognition in noisy conditions
In order to build robust speaker recognition (SR) systems, different approaches, operating in different domains, have been proposed:
In the temporal domain, spectral and wavelet-based speech enhancement techniques were proven to be noise and SNR level-dependent and can either degrade or improve the recognition performance depending on the environment noise [8, 9] . Different speech enhancement algorithms based on nonnegative matrix factorization (NMF) have also been developed for speech-based applications [10, 11] and have been proven to better model non-stationary noise. Despite its consistency (the algorithm does not degrade the recognition performance compared to algorithms described in [8, 9] ), the relative improvement in recognition performance reached by NMF in a speaker recognition context [12] is relatively low compared to other methods (10% of relative improvement in EER(%)).
On a feature level, new robust representations have been proposed lately for robust speaker recognition such as Residual Phase Cepstrum Coefficients (RPCC) [13] , Generalized perceptual features (GFCC) [14] , Cosine Distance Features (CDF) [15] , combined formants, wavelets, and neural network features (FWENN) [16] , modulation filtering of autoregressive models [17] and Convolutive Sparse Coding of speech spectrograms [18] . In such representations, a relative improvement of EER(%) that varies between 5% and 27% is observed.
Several stochastic compensation techniques in the cepstral domain (such as Trajectory-based stochastic mapping Mapping (TRAJMAP) [19] and Stereo Stochastic Mapping (SSM) [20] ) were recently tested in [21] and achieved high recognition rates in noisy environments. But such algorithms assume prior knowledge about the test noise (stereophonic data are used to train two UBM models in parallel: the first is trained using clean frames while the second represents noisy frames. The relationship between the two UBMs (for each Gaussian) is then used to perform the denoising of test frames).
With the rise of deep learning in the last few years, neural networks were successfully used in a large range of tasks including speech recognition [22, 23, 24, 25] , facial recognition [26, 27] and object recognition [28, 29] before being applied to speaker recognition. Different architectures were used to either estimate more robust i-vector statistics or compensate noisy features. In [30] , a convolutional neural network (CNN) was used to compute posterior probabilities for speech frames replacing the UBM model and has been shown to produce more robust i-vector statistics. In [31] , a deep neural network (DNN) was trained to classify speakers based on speech frames. Then during speaker enrollment, the trained DNN is used to extract speaker specific features from the last hidden layer. For each utterance, the average of activations derived from the last hidden layer is used as speaker model. In [32] , a DNN is used to enhance cepstral features before extracting i-vectors. In this system, the DNN is trained from parallel data of clean and noisecorrupted speech which are aligned in the frame level. Deep learning techniques achieve on average a relative improvement of EER up to 30% in noisy conditions. On a model level, a set of algorithms based on vector Taylor series (VTS) were proposed in [33, 34] then developed using "unscented transforms" [35] . Such algorithms use a non-linear noise model in the cepstral domain and model the relationship between clean and noisy cepstral coefficients. In the recognition phase, the developed noise model is integrated in the i-vector extractor to help estimate a "cleaned-up" version of noisy ivectors. Despite their efficiency, such models are rigid and can be hard to adapt (adding a normalization step or changing the used parameters could mean to rewrite the whole technique).
In the scoring phase, a robust backend training called "multi-style" was proposed in [36] as a possible solution to take into the account for the effect of noise. This method uses a large set of clean and noisy data (affected with different noises and SNR levels) to build a generic scoring model. The obtained model gives good performance in general (up to 30% of relative improvement) but still suboptimal to take into the account for a particular noise because of its generalization (the same system is used for all noises). Alternatively, another class of techniques based on uncertainty propagation have also been proposed lately for robust speaker recognition. Based on this idea, a robust i-vector extractor was proposed in [37, 38] in order to make the i-vector extraction system focus on reliable or reliably enhanced features but showed little improvement compared to other methods. Recently, an SNR-invariant version of PLDA was proposed in [39] . In this framework, i-vectors extracted from utterances falling within a narrow SNR range are assumed to share similar SNR-specific information and used to develop a more robust version of PLDA which decomposes an i-vector in three components: speaker, SNR, and channel. This model showed an average relative improvement of 25% in EER(%) compared to regular PLDA.
In the next Section, we present a new denoising technique operating in the i-vector space based on the Kabsch algorithm.
The Kabsch algorithm
Given two paired sets of points {xi}i=1..N and {yi}i=1..N defined in an M -dimensional space where to each point xi in the first set corresponds a unique point yi in the second (hence the term "paired" sets), it is possible to arrange the corresponding coordinates in a matrix format as:
Given PX and PY , the orthogonal Procrustes problem is a matrix approximation problem which aims at finding the best orthogonal matrix R that maps PX to PY according to:
where: R T R = IN and . F denotes the Frobenius norm. It is possible to constrain this problem by only allowing rotation matrices (i.e. orthogonal matrices with determinant equal to 1). In that context, the solution can be found using the Kabsch algorithm [4] . This algorithm allows to estimate the best rotation matrix R which transforms the set {xi}i=1..N (PX ) onto {yi}i=1..N (PY ) based on root mean squared deviation (RMSD) criterion.
In a speaker recognition context, we will use the Kabsch algorithm to find, for a certain noise, the best rotation matrix R between a set of noisy i-vectors and their clean versions. By doing so, it will be possible to apply the resultant transformation to noisy test i-vector and recover a "cleaned-up" version. The algorithm starts with two sets of paired i-vectors represented in a matrix format (clean i-vectors matrix PX corresponding to {xi}i=1..N and noisy i-vectors matrix PY corresponding to {yi}i=1..N where i-vectors are arranged by rows). The estimated rotation matrix R will then characterize the noise present in {yi}i=1..N .
The Kabsch algorithm allows to find the best rotation matrix which transforms PY onto PX and follows three steps:
1. Both sets of points (PX and PY ) are translated so that their centroid coincide with the origin of the coordinate system.
2. The rotation matrix is estimated using the two centered matrices (using SVD decomposition).
3. During the test phase, the rotation matrix is applied to noisy test i-vectors.
Step 1: Translation of the two sets of points:
1. Computing the centroids of the clean and noisy sets of i-vectors:
2. Centering all points of PX and PY around the origin of the coordinate system:
Step 2: Estimation of the rotation matrix:
1. Estimation of a covariance matrix: A =PX TP Y
SVD decomposition of
4. Estimation of the rotation matrix R as:
Step 3: Application of the rotation on test data:
Given a set of noisy test i-vectors {ti}i=1..N :
1. Centering test i-vectors: ti = ti − PY for all i in i = 1..N .
Rotating test i-vectors:
ti = Rti + PX for all i in i = 1..N . Then, the resultant i-vectorsti can be used with a clean backend since they are supposed to be noise-free. It is important to note that since the centroid PX is noise-independent, it can be computed once in a off-line step over a large set of clean i-vectors and used in all transformations involving different noises / SNR levels. Also, in order to have a good estimate of the covariance matrix A, we will be working in a setup where M > N .
The I-MAP denoising procedure
In our previous work [1, 2, 3], we proposed an additive noise model in the i-vector space obeying to the equation:
Where X and Y are two random variables representing respectively clean and noisy i-vectors and N represents the noise.
Using full-covariance Gaussian distributions for both clean ivectors dX ∼ N (X; µX , ΣX ) and noise in the i-vector space dN ∼ N (N ; µN , ΣN ) , it is possible to write the cleanedup versionX0 of a noisy i-vector Y0 using MAP criterion as [1, 2, 3]:
The derivation of Equation 6 is detailed in [1, 2, 3].
4.1. Estimation of N (X; µX , ΣX ) and N (N ; µN , ΣN )
As detailed in [1, 2], the clean i-vectors distribution N (X; µX , ΣX ) and the noise distribution N (N ; µN , ΣN ) are two key components in the I-MAP procedure. Since N (X; µX , ΣX ) is noise-independent, it can be estimated once and for all over a large set of clean i-vectors in an off-line step initially before performing any compensation.
On the other hand, N (N ; µN , ΣN ) makes the system able to adapt to the noise present in the signal and compensate its effect more effectively. It is estimated for each different test noise and it requires the existence of clean i-vectors and the noisy versions corresponding to the same segments. First, for the clean part and once the train set is fixed, the corresponding clean i-vectors (X) are extracted. Then, for a given noisy test segment, the noise is extracted from the signal (using a VAD system and selecting the low-energy frames) then added to the clean train set in the time domain. Finally, the corresponding noisy i-vectors (Y ) are estimated and Equation (6) is used to compute N then N (N ; µN , ΣN ) . The full algorithm is shown in Figure 1 and more details about the technique can be found in [2] . We also showed that the best performances are reached when using clean train sessions (SN R > 25dB) with an average speech duration of 90 seconds. We will use a similar configuration in our experiments. In order to speed-up the algorithm in unknown test conditions, it is possible to fix an SN R threshold beyond which a session is considered clean and I-MAP is not applied.
Experiments and results

Experimental protocol:
Throughout this paper, all conducted experiments operate on 19 Mel-Frequency Cepstral Coefficients (plus energy) augmented with 19 first (∆) and 11 second (∆∆) derivatives. A mean and variance normalization (MVN) technique is applied on the MFCC features estimated using the speech portion of the audio file (selected using an energy-based VAD). The low-energy frames (corresponding mainly to silence) are removed.
Two SR systems are used in our experiments depending of the speakers gender in enrollment/test data. Two genderdependent 512 diagonal component UBMs and total variability matrices of low rank 400 are estimated using NIST SRE 2004 , 2005 , 2006 and Switchboard data. The male models (male UBM and total variability matrix) were trained using 15660 utterances corresponding to 1147 speakers and the female models (female UBM and total variability matrix) were trained using 24100 utterances corresponding to 2012 speakers. The LIA SpkDet package of the LIA RAL/ALIZE toolkit [40] is used for the estimation of the total variability matrix and the i-vector extraction. The algorithms used are described in [41] . Finally a two-covariance-based scoring [42] is applied. The equal-error rate (EER) over the NIST SRE 2008 male test data on the "short2/short3" task under the "det7" conditions (all trials involving only English language telephone speech in training and test) [43] will be used as a reference to monitor the performance improvement compared to the baseline system. In clean "det7" conditions, our system reaches EER = 1.59% on male data and EER = 2.66% on female data.
In order to test the response to the developed techniques in adverse environments, we used 3 noise samples (air-cooling noise, crowd noise and car-driving noise) from the free sound repository FreeSound.org [44] as background noises. The opensource toolkit FaNT [45] was used to add these noises to in the temporal domain generating new noisy audio files for each noise / SNR level. All clean train data used in the our experiments have an average speech duration of 90 seconds and an SNR level greater than 25dB. Also, the SNR threashold used for I-MAP is equal to 25dB. For I-MAP, the number of train i-vectors N needed to estimate the noise distribution for each noise N (N ; µN , ΣN ) was investigated in [2] . We will use N = 500 in all our experiments and the same set of train data will be used in the Kabsch algorithm to compute the rotation matrix R and translation vector PY corresponding to each noise.
Recognition performance using the Kabsch algorithm
The LIA speaker verification baseline system reaches an EER=1.59% in clean conditions. We will compare five systems performances in these experiments (a clean backend is used for all systems):
• Baseline system: Noisy i-vectors used with the baseline system. • I-MAP + Kabsch algorithm (2 iterations): The procedure described in the pervious system is applied twice on noisy test and train data.
The enrollment and test data have been altered using three noises (air-cooling noise, car driving and crowd-noise) at 4 different SNR levels: 0dB, 5dB, 10dB and 15dB.
First, we present the system performance using clean enrollment data, then we compare them with the results obtained in different noisy enrollment configurations.
System performance using clean enrollment and noisy test data
For three different test noises (air-cooling noise, car-driving noise and crowd noise), clean test data are corrupted in the time domain and the corresponding i-vectors are evaluated before and after the application of Kabsch, I-MAP and I-MAP+Kabsch. Tables 1 and 2 show respectively the five systems performance on male and female data for different test noises.
When the Kabsch algorithm is used, a relative improvement range between 33% and 40% is observed, whereas the use of I-MAP followed by the Kabsch algorithm gives a range of 65% up to 85% of relative improvement compared to the baseline system.
It is important to highlight the power behind the combination of these two techniques. Indeed, when the two algorithms are compared separately, I-MAP performs better than Kabsch due to its Bayesian nature. But using both algorithms (either for one or many iterations) can be highly efficient since the two algorithms use different optimization criteria (MAP for I-MAP and RMSD for Kabsch), hence iteratively improving the quality of the cleaned-up i-vectors. Also, the application of I-MAP produces residual noise that does not necessarily obey the Gaussianity hypothesis (thus we can't use I-MAP iteratively on noisy test data). This problem can be corrected by the Kabsch algorithm and can explain the good fit of the two techniques when used more than once. Indeed, Table 1 shows that using the Kabsch algorithm after I-MAP (either for 1 or 2 iterations) is a good combination and that it improves the recognition performance achieving 85% of relative improvement compared to the baseline system.
System performance using noisy enrollment and test data
For three different test noises (air-cooling noise, car-driving noise and crowd noise), clean test data are corrupted in the time domain and the corresponding i-vectors are evaluated before and after the application of I-MAP. Tables 3 and 4 show respectively the five systems performance for male and female data when each one of the three noises are used to affect the test data.
When the Kabsch algorithm is used, a relative improvement range between 33% and 40% is observed, whereas the use of I-MAP followed by the Kabsch algorithm gives a range of 65% up to 83% of relative improvement compared to the baseline system. This proves that combining the two techniques is till efficient even when noisy enrollment i-vectors are used. Also, using two iterations of I-MAP+Kabsch can fearther improve the recognition performance.
System performance in a heterogeneous setup
We performed another experiment to prove the validity of our technique in a situation where the noise level is varying randomly between the enrollment/test segments. In this experiment, all the speech files (for enrollment and test) are corrupted by a random noise with a randomly-selected SNR level between 0dB to 20dB. As a result, each noisy session is affected by a unique noise at a fixed SNR level. Table 5 shows the obtained results with the five systems. It is easy to see that while the Kabsch algorithm and I-MAP improve the recognition performance respectively by 36% and 45%, the combination of the two techniques allows to achieve 75% in an heterogeneous setup.
Even though these techniques (I-MAP and the Kabsch algorithm) achieve high recognition rates in noisy environments, it is worth noting that both algorithms are based on a set of paired i-vectors (clean i-vectors and their noisy versions) and that generating these data for each noisy test session can be computationally expensive in a real SR system. A possible solution is to build a noisy i-vector distribution database offline (using many noises and SNR levels). Then, for each noisy test i-vector, select the closest distribution from database (using a likelihood measure) and use it as train data for both I-MAP and Kabsch algorithms. This system could be the subject of a future work.
Conclusion
In this paper, we introduced a new cleaning technique operating in the i-vector space based on the Kabsch algorithm. We showed that using this technique leads to a relative gain in EER(%) that reaches 40% and that combining it with I-MAP allows to reach 85% of relative improvement.
For a given noise, we estimate the best translation vector and rotation matrix between a set of train noisy i-vectors and their clean counterparts based on RMSD criterion and show that applying this transformation to noisy test i-vectors achieves 40% of relative improvement. Then, we combined this algorithm with I-MAP, a recently proposed i-vector denoising technique and showed that using the two algorithms iteratively allows to reach 85% of relative improvement in EER.
References
[1] Waad Ben Kheder, Driss Matrouf, Pierre-Michel Bousquet, Jean-François Bonastre, and Moez Ajili, "Ro-
