Abstract. We consider the problem of inferring temporal specifications from demonstrations by an agent interacting with an uncertain, stochastic environment. Such specifications are useful for correct-by-construction control of autonomous systems operating in uncertain environments. Some demonstrations may have errors, and the specification inference method must be robust to them. We provide a novel formulation of the problem as a maximum a posteriori (MAP) probability inference problem, and give an efficient approach to solve this problem, demonstrated by case studies inspired by robotics.
Introduction
Formal specifications, precise mathematical descriptions of desired system properties, play a central role in formal methods. Not all specifications are equally useful. Having the right specification at the right level of abstraction can turn an intractable problem into a tractable one, and an infeasible problem into a solvable one. However, finding the right specification is hard in practice, as has been well-documented in the literature (e.g. [2] ). In particular, in many settings, e.g., robotics, the most natural way to specify the task is through demonstrations. In this setting, an agent (e.g., human expert) gives one or more demonstrations of the task from which we must automatically synthesize a controller for the robot to execute. This setting requires a way to generalize from specific demonstrations to a broader task specification.
The field of specification mining attempts to address these problems by positing that data-driven techniques can conjecture ("mine") useful specifications from available data. One can characterize these techniques by (i) how/if they use labeled data; (ii) how many types of labels are possible; (iii) the class of specifications considered; (iv) how the underlying data is generated, and (v) the ability to handle inconsistencies in that data. We motivate these issues with an example. Example 1. Consider a remote controlled omnidirectional robot placed on a 2x2 elevated platform (white cells). If the robot moves off the grid, it falls from the platform and cannot move. At each time step, the robot is capable of moving forward, backward, diagonally, side-to-side, or staying in place. When an action is performed, there is a small chance of performing a different action (called the slip probability). The operator of the robot is tasked with the following (time-sensitive) assignment: Move to the southeast cell, stay in the cell for one second, move to the northwest cell, and stay in the northwest cell for one second.
Suppose we wish to infer the specification intended by the operator providing the demonstrations (experiments). Crucially, because the robot can slip at any time step, the demonstrations (as seen by an observer) can include executions that violate the specification the operator has in mind. However, if the slip probability is very low, a demonstration will succeed with high probability. Thus, an algorithm with some information about the environment may be able to conclude that the slip was unintentional and discount the buggy demonstration. In other words, the algorithm can be robust to erroneous demonstrations, as long as such errors are infrequent. More abstractly, one can imagine the specification mining task as an interaction between the agent demonstrating the task ("teacher") and a "student". The teacher interacts with an environment to provide a series of demonstrations, that may include some erroneous demonstrations. The student then observes the demonstrations (possibly without labels) and attempts to robustly infer the intended ("correct") specification. This is the problem setting considered in this paper. One application of this problem is for temporal logic based planning in uncertain, stochastic environments (e.g.,see [22] , [7] , [8] ), where inferred formal specifications can be used to synthesize controllers with provable guarantees. Related Work: The field of specification inference is a vast one, going back several decades (e.g., see [21, 5] ). For lack of space, we point the reader elsewhere, e.g., [14] , for a detailed survey. We focus here on the most closely related work that shares the following key characteristics of our problem: (i) the demonstrations are traces intended to be positive examples, but otherwise unlabeled; (ii) the underlying system generating the demonstration is stochastic; (iii) the specification is a set of traces, and (iv) there can be inconsistencies in the data (i.e., unlabeled negative examples).
Such demonstrations can be viewed as positive examples, with "noise", and thus literature on learning from positive examples is relevant. Previous works have tuned parametric specifications using only positive examples [1] , used Linear Temporal Logic (LTL) templates to find the specification that minimizes the number of times the property was violate and maximizes the number of times the specification was satisfied [13] , inferred the specification that minimizes the mis-classification rate within a grammar given positive and negative examples via optimization [11] , or based on decision trees [4] or genetic algorithms [19] . Similarly, there is recent work on learning temporal properties from unlabeled data by adapting clustering techniques either to directly work within the parameter space [20] or as a post processing step from hierarchical clustering dendograms [3] . However, these techniques are purely data-driven, and make no assumptions about a model of system generating the traces. For this reason, no formal guarantees are provable.
The closest work to ours is recent work on inferring LTL by finding the specification that minimizes the expected number of violations by an optimal agent and the expected number of violations by an agent applying actions uniformly at random [10] . The violation measure is defined as the minimum number of time steps that must be skipped over for the demonstration to satisfy a temporal logic specification. For arbitrary specifications, the violation measure of bounded length demonstration is however not well defined. The computation of the optimal agent's expected violations is done via dynamic programming on the product of the deterministic Rabin automaton of the specification and the state dynamics. While powerful, this procedure incurs a heavy run-time cost even on simple two state and two action Markov Decision Processes (MDPs). The authors then apply genetic algorithms to generate a series of specifications and compute the costs to find the minimium.
Contributions:
Our work contributes to the state of the art in specification inference from demonstrations given in a stochastic environment in the following key ways:
• We present a novel formulation of the problem of learning specifications from unlabeled demonstrations in a stochastic environment as a maximum a posteriori (MAP) probability inference problem [17] . Our formulation covers a broad class of boundedtime trace properties, including those not specified in temporal logics.
• Inspired by the effectiveness of maximum entropy inverse reinforcement learning [23] in the artificial intelligence and robotics literature (e.g., [18] ), we apply the principle of maximum entropy to our problem. In particular, we introduce a new teacher model we term the maximum entropy teacher. We find a simple analytic formula for the likelihood of the demonstrations given the satisfaction rate on the demonstrations and the satisfaction rate of a random action policy.
• We exploit the structure in the maximum entropy teacher model to design an algorithm to efficiently search a candidate set of specifications, in which some subset relations between specifications are known. We demonstrate our algorithm on case studies.
Additional contributions include providing a reduction from learning specifications from expert demonstrations to inverse reinforcement learning and recovering cost functions used in other specification mining algorithms as special cases. This includes characterizing when finding the most likely demonstrations from a violation minimizing agent coincides with the maximum entropy teacher.
Outline: In Sec 2 we introduce the problem of Specification Inference from Demonstrations. In Sec 2.1 we show that this problem is special case of reinforcement learning, but a naive reduction is intractable to solve. In Sec 3 we introduce and specialize to the maximum entropy teacher model. We show how this model can be used to motivate or derive existing cost functions in literature. In Sec 4 we exploit the special structure induced by the maximum entropy teacher model to efficiently do robust specification inference from demonstrations on very general classes of bounded specifications. Finally, in Sec 5 we demonstrate the performance of the algorithm on a larger variant of the grid world , profile how much better the algorithm performs than brute force and our worst case bounds on two families of specification classes of varying size, and perform a comparison with the violation minimizing agent model.
Specification Inference from Demonstrations
In this section, we formulate the problem of inferring a specification from demonstrations and present a formal definition of the problem. As illustrated in Ex 1, the demonstrations are provided by a teacher. The teacher operates in a possibly stochastic environment, and executes a sequence of actions where each action probabilistically changes the system state. For simplicity, we assume that the set of actions and states are finite, and the system states and actions are observable in the provided demonstration. The system is naturally modeled as a probabilistic automaton formally defined below:
, where S is the finite set of states, s 0 ∈ S is the starting state, A is the finite set of actions, and δ : S × A × S → [0, 1] specifies the transition probability of going from s to s given action a, i.e. δ(s, a, s ) = P (s | s, a) and
for all states s.
Remark 1.
A probabilistic automaton can be extended to a Markov Decision Process (MDP) by adding a Markovian reward function that only depends on the current state and action. In this paper, we aim at learning temporal specifications and consequently, the reward corresponding to these specifications can be non-Markovian and depend on the sequence of states and actions. 2 correspond to staying in place (for a = (0, 0)) or moving from cell s to cell s + a. Finally, let p ∈ [0, 1] be the probability that the robot slips, uniformly transitioning to a neighboring cell, Neighbor(s, a) def = {s ∈ S | ∃a ∈ A \ {a} . s = s + a }. Finally, the transition function is:
Definition 2 (Trace). A sequence of state/action pairs is called a trace. A trace of length τ ∈ N is an element of (S × A) τ . Traces, state sequences, and action sequences will be bolded.
Remark 2. We employ the order preserving isomorphism (S
This enables pattern matching to refer to the state and action sequences separately.
Next, we develop machinery to distinguish between desirable and undesirable traces. For simplicity, we focus on trace properties that are decidable within some fixed τ ∈ N time steps, and leave general specifications over infinite sequences as future work. For example, we do not allow "eventually event A will occur", but do allow "event A will occur before step 20". We formalize these bounded-time trace properties as sets.
Definition 3 (Bounded Specification). Given a set of states S, a set of actions A, and a fixed trace length τ ∈ N, a bounded specification, φ, is a subset of (S × A)
τ . Further,
we define True
Specifications may be given as in any formal notation, as sets, logical formulas, or automata.
Example 3. We now formalize the experiment specification given in Ex 1. Let M = (S, A, s 0 , δ) be the grid world from Ex 2. Let se = (1, 1) and nw = (0, 0) denote the southeast and northwest corners resp. Let s[2 : 5] denote the sub-sequence of s from t = 2 to t = 5. Consider the specification:
This denotes all traces that spawn into the grid world (t = 0 and t = 1), move to the southeast corner (t = 2), stay put (t = 3), move to the northwest corner (t = 4), and then stay put again (t = 5).
The next example illustrates, perhaps unsurprisingly, that any exact learning technique that relies strictly on positive examples is incredibly fragile when demonstrations are imperfect, mislabeled, or given in a stochastic enviroment.
Example 4. Let φ * be the specification given in Ex 3 where the agent visits the southeast and then northwest corners of the grid world from Ex 2. Denote by Y = {y 1 , y 2 , y 3 , y 4 , y 5 } a series of five demonstrations, four of which satisfy φ * without slipping and one, y 5 , which slips at t = 4, resulting in the robot falling off of the grid (thus not satisfying φ * ). Suppose one is told that the correct specification lies within the set:
An algorithm that naively assumes that all demonstrations are positive examples would rule out φ * and {y 1 } as y 5 / ∈ φ * or {y 1 }, and thus must incorrectly select True.
Crucially, adding more demonstrations does not salvage the previous example. If Y contained 10 10 correct demonstrations and only 1 incorrect demonstration resulting from a slip, the above logic holds. More generally, the algorithm must take into account the intent of the agent in addition to the outcome. A first step is to formalize the idea of the strategy or policy the agent uses to satisfy the specification. Formally, a policy determines which action to take next, and can in general be stochastic or depend on the sequence of previous states and actions (called the history).
Definition 4 (Policies).
A policy is a collection of distributions over actions indexed by the history:
We denote the collection of all policies by Π.
Example 5. Let M be a grid world transition system. A possible policy is: 
A teacher model attaches to each specification, φ, the policy the teacher would use to demonstrate φ within a particular probabilistic automaton.
Definition 5 (Teacher Model)
. Let M be a set of transition systems and Φ be the set of candidate specifications. A teacher model is a map T : M × Φ → Π, that associates with each transition system/specification pair a unique policy.
Remark 3. The above definition makes no presumptions about the quality of the demonstrations given by a teacher. For example, this model allows the teacher to occasionally make mistakes.
Given a fixed a teacher model, transition system, and specification, one obtains a teaching policy which induces a stationary distribution over the set of traces.
Definition 6 (Trace Distributions). Given a policy π, a transition system M , and a length τ ∈ N, the induced distribution
over traces of length τ is given by:
where x[: i] denotes the i length prefix of x = s × a.
If τ is obvious from context or not important, we will often just write M • π. Formally, our learning problem is a Maximum a Posteriori Probability (MAP) inference problem:
Definition 7 (Specification Inference from Demonstrations). The specification inference from demonstrations problem is a four tuple (M, T, Y, Φ) where
τ is a family of bounded specifications.
The solution to (M, T, Y, Φ) is:
where P (φ|Y, M • T (M, φ)) denotes the probability that the teacher used specification φ to generate demonstrations given that the demonstrations Y were observed.
Reduction to Inverse Reinforcement Learning
Def 7 is intimately related to problem known as Inverse Reinforcement Learning (IRL) [16] .
Definition 8 (Inverse Reinforcement Learning). An Inverse Reinforcement Learning
Problem is a four tuple (M, T, Y, R) where
M is a set of probabilistic automaton with states S and actions A.
R is a family of state reward functions R : S → R. 4. Each state reward function R maps to a trace reward function:
5. The family of trace reward functions induced by R is denotedR.
Y is a sequence of τ length demonstrations drawn from an unknown distribution M • T (M,R) induced by some unknown state reward function R.
Next , we show that Def 7 is a special case of Def 8.
Theorem 1. Given a specification inference from demonstrations problem (M, T, Y, Φ) (Def 7), there is a reduction to an IRL problem whose solution reward function maps to a solution specification of (M, T, Y, Φ).
Proof. Consider the problem of learning specifications φ ∈ 2
given demonstrations on a transition system M = (S, s 0 , A, δ). To reduce (M, T, Y, Φ) to an IRL problem, it is sufficient to generate a probabilistic automaton, a class of state reward functions, and a bijective map from state reward function to specifications, such that a reward function that solves the IRL problem associates with a specification that solves Eq 7. First, unroll the transition system, M , τ steps to create a new transition system, M , where each state in M corresponds to a time step i + 1 and an element of (S × A) i corresponds to the history of states and actions seen by step i. Thus, M is a tree rooted at s 0 . To each state, attach a state reward R : S → {0, 1} such that non-leaf states have reward 0 and leaf states have reward either 0 or 1. Finally, observe that (1) there is a unique path from s 0 to a given leaf node and (2) reaching the leaf nodes requires τ steps, and thus the satisfaction is decided. Thus the reward function in Eq 8 naturally maps to the specification:
Since there is a bijection between leaf nodes and paths, φ can encode any bounded specification.
While powerful, this reduction suffers from an exponential blow up in the state size, and thus traditional IRL algorithms are intractable. For example, φ * , the specification from Ex 3 is a subset of (S × A) 6 for the grid world with 17 states and nine actions. Thus the cardinality of (S × A)
6 is is greater than 10 13 . As such, in the sequel, we shall leverage techniques that currently exist in the IRL literature, but exploit the structure in the bijection between Eq 8 and Eq 9 to avoid explicitly unrolling the transition system.
Maximum Entropy Teacher Model
We begin by deriving an analytic form for P (φ|Y, M • T (M, φ)) under the following 4 assumptions. (1) There is a uniform prior over the set of specifications reducing our MAP instance to Maximum Likelihood Estimation, i.e.,
(2) the demonstrations are given i.i.d. and (3) the teacher model adheres to the principle of maximum entropy -discussed in a moment -and (4) The teacher's satisfaction rate is approximately the satisfaction rate in the demonstrations. This suggests defining a satisfaction indicator that serves a similar role as Eq 8.
Definition 9 (Satisfaction Indicator). Let x be a trace and φ a bounded specification.
Next, we define the satisfaction rate (which is the same as the average of the indicator function).
Definition 10. Let φ a bounded specification, M a probalistic automaton, and π a policy.
Definition 11. Given a series of n ∈ N demonstrations, if k ∈ N demonstrations are satisfied, the empirical satisfaction rate is denotedJ φ def = k/n.
Next, in a manner analogous to maximum entropy inverse reinforcement learning [23] , we apply the principle of maximum entropy to indirectly define a teacher model via its demonstration distribution. Many justifications are often given for using this principle, but we merely remark that in maximizing the entropy, we minimize the bias encoded in the distribution while maintaining consistency with observations. Functionally, this means weighting traces by their "riskiness" with respect to satisfaction. Such weighting enables resilience to imperfect demonstrations. In the next theorem, we provide an analytic form for the likelihood of a series of demonstrations from a maximum entropy teacher. Theorem 2. Let M = (S, s 0 , A, δ) be a probabilistic automaton, φ ⊂ (S × A) τ be a bounded specification, and y ∈ (S × A) τ a demonstration. If T is a maximum entropy risk averse teacher with satisfaction rateJ φ , then,
Where G φ is the probability that a uniformly random action sequence will satisfy φ and thus G {y} is read as the probability of generating y using the random action policy.
Proof. The probability of sampling a trace x = s × a given M and policy T (M, φ) is:
Observe that since the transition probabilities are fixed, the only degree of freedom in Eq 14 is T . Recalling that [x ∈ φ] is a function with meanJ φ , the principle of maximum entropy asserts [9] [23] that Eq 14 become:
For some c, Z ∈ R + such that the mean of Eq 15 isJ φ and the sum over all traces is 1. Now, define w x to be the probability of s given a. Namely,
Applying the aforementioned constraints on Z and c yields:
If x ∈ φ (implying W φ = 0) then c =JZ/W φ and,
Finally, observe that G φ = W φ W . Substituting and factoring yields Eq 13.
Remark 4.
In the case that the agent gives only positive examples and the transition system M is deterministic, Eq 13 reduces to
|φ| , a common heuristic to maximize when learning from positive examples.
The following corollary to Thm 2 gives the likelihood of a series of demonstrations. M, φ) . If T is a maximum entropy risk averse teacher with satisfaction rateJ φ , then, the likelihood of Y is:
where Remark 6. Taking the log of Eq 19 does not change the maximum when comparing specifications. Negating the result and rearranging yields:
Recalling that G φ is the satisfaction rate of the random action policy, π rand , one can de-
, where J π φ is the satisfaction rate of policy π. Therefore, Obj = V T (M,φ) − V πrand . If the violation measure of [10] is proportional to the log of the satisfaction rate, then minimizing Obj finds the specification that best explains the actions of a violation minimizing agent.
Example 6. Recall the grid world M , specification, φ * , and specification pool, Φ = {True, φ * , ¬ {y 1 }}, and demonstrations Y = {y 1 , y 2 , y 3 , y 4 , y 5 } from Ex 2, Ex 3, Ex 4, and Ex 4 respectively. We seek to apply Eq 19 to select the most likely specification in Φ given Y . Observe that:
Now suppose the probability of slipping is p = 1/100. Note that G True = 1 independent of p. To compute G ¬{y1} observe that the probability of randomly generating a trace x with s ∈ [0, 5] slips is:
As y 1 contains no slips, G ¬{y1} = 1− with = 9 −6 ·(99/100) 5 < 1.8×10 −6 . Recall that to satisfy φ * , after the robot spawns into the world, it must visit a fixed sequence of four cells. In the grid world, if one selects an action at random, transitioning to a particular (reachable) next state has probability 
Recall that G φ + G ¬φ = J φ + J ¬φ = 1, thus one can evaluate Eq 19. Denoting the natural log of Eq 19 with γ Y = 1 as f (φ) and evaluating f on elements of Φ yields:
Therefore, arg max φ∈Φ (f (φ)) correctly selects φ * as desired.
The above example illustrates how Ex 4 uses the enviroment model to provide inferences that are robust to demonstration errors; however, it is important to observe that one can still over fit to the demonstrations. Nevertheless, we assert that the above example paints an overly pessimistic view. Assuming the demonstrations are really given via our teacher model, then given enough samples, one expects Y ∩ φ * to be close to the set of safe behaviors. Moreover, in the above example, if the number of demonstrations is sufficiently increased, a straight forward calculation reveals that the subset of traces Y ∩ φ * is expected to have a higher log likelihood than Y . Thus, the algorithm has a tendency to over fit to the safe subset of the specification being demonstrated.
Algorithm
We seek to systematically exploit the structure imposed by Eq 19 to find the most likely specification within a fixed (but potentially large) pool of specifications.
Remark 7. In practice, evaluating if a trace satisfies a specification is fairly efficent, and thusJ φ is assumed easy to compute. G φ on the other hand is often expensive to compute and analytic solutions are often not known for complex transition system/specification pairs. Thus, one resorts to probabilistic model checking [12] , Monte Carlo [15] , or weighted model counting [6] . As such queries are comparatively expensive, and because Φ can be very large, our algorithm seeks few G φ queries.
We now present a series of results that provide insights into how the demonstration likelihood can change as the specification changes. Remark 8. Via excluded middle, for every specification φ, J ¬φ + J φ = G ¬φ + G φ = 1. Further,J φ = N φ /|Y |. Thus, given a maximum entropy teacher, a fixed transition system, and a fixed demonstration sequence, P (Y |φ) is completely characterized by
The above suggests a piecewise analysis of Eq 19 by case splitting on N φ . Definition 12. Given candidate specifications Φ and demonstrations Y , for i ∈ {0, . . . , |Y | + 1},
and
That is, split Φ i into |Y | + 1 partitions and associate to each partition a function f i (α) s.t. f N φ (G φ ) agrees with Eq 19 when γ Y = 1. The function, f i (α) enables commenting on the likelihood given various theoretical random policy probability values within Φ i . The next three lemmas (with proofs in the appendix) provide insight into how to systematically find the most likely specification without enumerating all specifications.
These insights are combined the following Theorem 3:
Proof. G φ is monotonically increasing on the sequence B (Lemma 1). Via Lemma 3 f i (α) is convex and thus the maximum of f i (G φ ) must occur at the beginning and end of the sequence B.
Theorem 3 suggests specializing to sets of candidate specifications that are organized into a finite (bounded) partial order, (Φ, ), that respects subset inclusion: (φ φ =⇒ φ ⊆ φ ). By "bounded" we mean that ∅ and (S × A) τ are always assumed to be in Φ and act as the bottom and top of the partial order respectively. Remark 9. The above construction does no preclude two incomparable specifications in (Φ, ) from being related by subset inclusion. Such partial orders arise naturally when practical constraints require one apply an incomplete technique (such as syntax analysis) for determining subset inclusion.
The sequences of specifications ordered by subset inclusion generalize naturally to ascending chains in the partial order.
Definition 13 (Ascending Chains). Given a partial order (Φ, ), an ascending chain (or just chain) is a sequence of elements of B ordered by . A chain B is said to be maximal if every element of Φ \ B is incomparable to every element of B.
As chains are totally ordered, one can extend the interval notation [φ, ψ] to be all specifications between specifications φ and ψ in the chain B. We define notation for the bottom and top of the chain, B.⊥ and B. , so that B = [B.⊥, B. ] . Corollary 2. Let B be a chain in (Φ i , ), Y the set of demonstrations, and
Further, observe that B i is easily computed by performing a binary search for B i .⊥ and B i . . These insights are combined into Algorithm 1.
Algorithm 1 Specification Inference on Chains
β ← {0, 1, . . . , |Y |} 3:
5:
Theorem 4. Let T N and T G represent the worst case execution time of computing N φ and G φ for φ in chain B. Given a chain of n specifications and m demonstrations, Algorithm 1 runs in time:
Proof (Proof of Thm 4). The first line and second lines of Algorithm 1 perform binary searches to compute the bottom and top of the m partitions of the input chain. Each binary search is O(log(n)) and 2m binary searches are performed. Finally, the algorithm returns the maximum likelihood in the chain according to corollary 2. Each likelihood query requires one T G operation. There are 2 · m such queries. Thus, the running time is O(T N · log(n) + T G · m).
Our implementation uses the following proposition to further prune candidates without computing G φ in line 4.
Proposition 2. Let φ ∈ Φ be a candidate specification. Let f * def = f N φ (G φ ) and suppose there exists a ψ = φ in Φ that is more likely than φ, i.e.,
Of course, in general (Φ, ) does not only contain a single chain. Moreover, nothing precludes Φ from being a set of n ∈ N unrelated chains connected by ⊥ and . In such a scenario, one appears doomed to compute each the maximum of chain separately. Similarly, if the n chains shared a prefix rooted at ⊥, but then fork into n incomparable segments which merge at , the n incomparable segments must have their maximums compared separately. Crucially, one need not recompute the maximum along the shared prefix. This suggests the following simple algorithm: 6:
Where the maximal chain subroutine returns a maximal chain in Φ. To analyze the running time of Alg 2, we first define the height, width, and degree of a partial order. The height of (Φ, ) is size of the largest maximal chain in Φ. The width of Φ is the size of the largest subset of Φ containing only incomparable elements. Finally, let the degree of a parital order be the average number of outgoing edges when Φ is represented as a Hasse diagram (see Fig 3 for an example) . 
Proof. Since Φ has height h, the longest possible chain has length h. Thus, by Thm 4 each call of chain inference takes O(T N · log(h) + T G · m) time. Let C be the largest set of incomparable elements in Φ, where by assumption, |C| = w. Since sampled chains are maximal, and element of C must be sampled each round. By construction, if a specification ψ ∈ Φ appears in a sampled chain, it cannot appear in a future chain. Thus, at most w chains are sampled. If Φ's Hasse diagram is represented as a directed acyclic graph, as a preprocessing step, one can compute a spanning tree rooted as the bottom of the partial order. Sampling a chain can then be done by walking down a path for unexplored branches of the tree. This requires a most O(d · h) time. Removing a chain is done by marking the nodes in the tree as visited (O(d · h)). Thus, Alg 2 takes
Remark 10. As with Alg 1, in practice the running time of Alg 2 can be improved by exploiting Prop 2. Namely, if one passes the likelihood of the best candidate so far, one can compute more aggressive refuted intervals and avoid unnecessarily computing random satisfaction probabilities.
Experiments and Conclusion
Experiment 1: In this experiment, we sought to test whether the maximum entropy teacher model could correctly infer a specification when more than 30% of the unlabeled demonstrations contain errors. To begin, we adapted the 2 × 2 grid world from Ex 2 to an 8 × 8 grid world by substituting p = 1/10, platform = {0, 1, . . . , 8} 2 , and
The specification φ * from Ex 3 was adapted by (1) generalizing the condition of visiting a corner and remaining for one time step to visiting within r (infinity norm) of the corner for 4 − τ units of time steps (2) allowing the agent to visit corners in any order. Denote this generalization as ϕ(r, τ ). We considered the candidate pool Φ def = {ϕ(r, τ ) | r, τ ∈ {0, 1, 2, 3, 4}}. G φ was computed using 2.4 × 10 5 Monte Carlo simulations taking on average 10 seconds to compute. J φ required a linear pass over each demonstration to count the time spent in the target regions. We then implemented a controller to generate 100 demonstrations for ϕ(2, 2). Within the demonstrations, only 65% of the demonstrations satisfied ϕ(2, 2). Then by enumeration, we scored each specification using f i , the log likelihood -log of γ Y .  Fig 2 illustrates that despite there being many errors in the demonstrations, ϕ(2, 2) is recovered with high confidence, and the confidence increases exponentially as more demonstrations are given (scores are proportional to the log of the likelihood). 
Experiment 2:
In the next experiment, we tested how Alg 2 compared to brute force enumeration. As the run-time is entirely dominated by Monte Carlo queries, we give performance in terms of the number of queries. Using the same 8 × 8 grid world, specification pool, and controller, we ran Alg 2 on 5, 100, and 1000 demonstrations. Observing that (r, τ ) < (r , τ ) =⇒ ϕ(r, τ ) ⊂ ϕ(r , τ ), Φ's Hasse diagram took the form a 5 × 5 grid. The correct specification was inferred using 7, 20, and 20 Monte Carlo queries respectively compared to the 25 required via enumeration. Experiment 3: This experiment used the the same 8 × 8 grid world and controller as Experiments 1 and 2, but between each specification, ϕ(r, τ ) and ϕ(r , τ ) of the Hasse diagram of Φ, we added a chain of nine specifications where each element of the chain introduced a new random trace. 5 We then reran Alg 2 with 5, 100, and 1000 demonstrations resulting in 9, 21, and 23 Monte Carlo queries respectively compared to the 250 queries required via enumeration. Combined experiments 2 and 3 show how the performance of Alg 2 depends intimately on the class of the specifications being explored. In the case of 5 demonstrations, the correct specification was inferred in ≈ 90 seconds compared to the estimated 2500 of enumeration.
Experiment 4:
In our final experiment, we sought to compare the maximum entropy teacher model to the expected violation minimizing objective function introduced in [10] . For comparison, we adapted the clean world experiment from [10] to the setting of bounded specifications. The clean world (dynamics in Fig 3) comprises of two states (dock, undocked) and two state variables (dirt, battery). The teacher's objective is to vacuum the room until dirt = 0. The problem is that the finite battery means the teacher must interleave vacuuming with docking and charging.
Our candidate specifications are the most likely specifications found in [10] along with a new specification, φ 5 , that captures the strategy employed by the demonstrations. Name Description φ * (Not a candidate): Vacuum the room until dirt = 0. φ 1 dirt = 0 at all time steps. φ 2
At time step 11, dirt = 0. φ 3 dirt = 0 at some point during the demonstration. φ 4 At time step 11, dirt = 0 or in the docked state. φ 5 Vacuum unless dirt = 0 or bat has been less than 1 within two time steps.
These specifications were organized into the Hasse diagram depicted in Fig 3. The five (identical) 11 step demonstrations (also from [10] ) are the result of the action sequence (vacuum, vacuum, dock, wait, undock, vacuum, vacuum, dock, wait, undock). In the original experiment, the violation measure was used to conclude that φ 1 is the most likely specification (followed closely by φ 2 ). The maximum entropy teacher model assigned φ 4 and φ 5 scores of 2.9 and 17 respectively and all other specifications scores near 0. Thus, the violation model and the maximum entropy teacher model disagree on the interpretation of the demonstrations. We argue that the maximum entropy teacher model interpretation is justifiable for three reasons (1) The action sequence given above never results in dirt = 0, and thus φ 1 , φ 2 , φ 3 , and φ 4 are never demonstrated. (2) The strategy encoded into φ 5 is demonstrated. (3) There exists an action sequence that bring demonstrates φ 2 , φ 3 , φ 4 , and φ 5 : (vacuum, vacuum, dock, wait, undock, vacuum, vacuum, dock, undock, vacuum). As the dynamics are deterministic, one should expect a teacher trying to demonstrate the specification to provide this or another a positive example. Thus, given that a positive example was not given, φ 2 , φ 3 , φ 4 , should be heavily discounted. Running Alg 2 with the new action sequence results in φ 2 and φ 3 being the most likely demonstrations. Before concluding, we briefly remark that each Monte Carlo query (again 2.4 × 10 5 simulations) took under 1 ms. For both demonstration sets, 3 queries were made not including True and False. Conclusion. In this work, we formulated the problem of learning bounded-time specifications from unlabeled demonstrations in a stochastic environment as a (MAP) probability inference problem. To solve this problem, we first observed that a naive reduction to the related problem of inverse reinforcement learning was intractable. We then introduced the maximum entropy teacher model and derived an analytic formula for the likelihood of the demonstrations given the satisfaction rate on the demonstrations and the satisfaction rate of a random action policy. We then developed an algorithm to efficiently find the mostly likely specification within a candidate set of specifications, in which some subset relations between specifications are known. Finally, our case studies showed that the maximum entropy teacher model is robust to demonstration imperfec- tion, and that the developed algorithm searches the candidate space better than brute force. Future work includes extending to infinite horizon specifications, infinite state and action spaces, and characterizing the optimal set of teacher demonstrations for a student using the maximum entropy teacher model.
