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a b s t r a c t
We present a numerical method to invert a general incomplete elliptic integral with
respect to its argument and/or amplitude. The method obtains a solution by bisection
accelerated by half argument formulas and addition theorems to evaluate the incomplete
elliptic integrals and Jacobian elliptic functions required in the process. If faster execution
is desirable at the cost of complexity of the algorithm, the sequence of bisection is switched
to allow an improvement by using Newton’s method, Halley’s method, or higher-order
Schröder methods. In the improvement process, the elliptic integrals and functions are
computed by using Maclaurin series expansion and addition theorems based on the values
obtained at the end of the bisection. Also, the derivatives of the elliptic integrals and
functions are recursively evaluated from their values. By adopting 0.2 as the critical value
of the length of the solution interval to shift to the improvement process, we suppress
the expected number of bisections to be as low as four on average. The typical number of
applications of update formulas in the double precision environment is three for Newton’s
method, and two for Halley’s method or higher-order Schröder methods. Whether the
improvement process is added or not, our method requires none of the procedures to
compute the incomplete elliptic integrals and Jacobian elliptic functions but only those
to evaluate the complete elliptic integrals once at the beginning. As a result, it runs fairly
quickly in general. For example, when using the improvement process, it is around 2–5
times faster than Newton’s method using Boyd’s starter (Boyd (2012) [25]) in inverting
E(ϕ|m), Legendre’s incomplete elliptic integral of the second kind.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
1.1. General incomplete elliptic integrals
Incomplete elliptic integrals appear in quite a few applications of science and technology [1, Introduction]. A recent
reference is [2, Chapter 19]. In Legendre’s notation [2, Section 19.2], they are regarded as functions of the upper end of the
integration interval, ϕ.
A general incomplete elliptic integral I(ϕ) is reduced to a linear combination of three normal integrals and an elementary
function [2, Section 19.14(ii)] as
I(ϕ) = αF(ϕ|m)+ βE(ϕ|m)+ γΠ(ϕ, n|m)+ G(ϕ), (1)
where α, β , and γ are constants independent of ϕ,
F(ϕ|m) ≡
 ϕ
0
dθ
∆(θ |m) , (2)
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E(ϕ|m) ≡
 ϕ
0
∆(θ |m) dθ, (3)
Π(ϕ, n|m) ≡
 ϕ
0
dθ
1− n sin2 θ∆(θ |m) , (4)
are Legendre’s normal form incomplete elliptic integrals of the first, second, and third kind [2, Formulas 19.2.4, 19.2.5, and
19.2.7], while
∆(θ |m) ≡

1−m sin2 θ, (5)
is Jacobi’s Delta function [1, Formula 121.01], m and n are auxiliary parameters specifying the property of the normal form
integrals, and G is a general elementary function of ϕ, which is usually expressed as a rational function of sinϕ, cosϕ, and
∆(ϕ|m) as
G(ϕ) = R(sinϕ, cosϕ,∆(ϕ|m)). (6)
1.2. Jacobi’s form of incomplete elliptic integrals
Jacobi changed the main variable from ϕ to the argument
u ≡ F(ϕ|m). (7)
He expressed I(ϕ) as a function of u as
Iu(u) = αu+ βEu(u)+ γΠu(u)+ R (sn(u|m), cn(u|m), dn(u|m)) , (8)
where
Eu(u) ≡ E(am(u|m)|m) (9)
is Jacobi’s Epsilon function [2, Section 22.16(ii)],
Πu(u) ≡ Π(am(u|m), n|m), (10)
and sn(u|m), cn(u|m), and dn(u|m) are the three principal Jacobian elliptic functions [2, Section 22.2], while am(u|m) is
Jacobi’s amplitude function [2, Section 22.16(i)].
1.3. Carlson’s symmetric form incomplete elliptic integrals
The reduction of a general integral I(ϕ) or Iu(u) to the above form of linear combination is never a simple process
[2, Section 19.14]. In fact, there exists a special handbook dedicated to the reduction tables [1]. Also, many pages of the
reference books on special functions are devoted to lists of such expressions [3,4].
The right expressions to make the problem easy are Carlson’s symmetric form elliptic integrals [2, Section 19.16]:
RF (x, y, z) ≡ 12
 ∞
0
dt√
(t + x)(t + y)(t + z) , (11)
RD(x, y, z) ≡ 32
 ∞
0
dt
(t + z)√(t + x)(t + y)(t + z) , (12)
RJ(x, y, z, p) ≡ 32
 ∞
0
dt
(t + p)√(t + x)(t + y)(t + z) , (13)
which are related to Legendre’s normal form integrals [5, Eqs (6.12.19) through (6.12.21)] as
F(ϕ|m) = (sinϕ) RF

cos2 ϕ,∆2(ϕ|m), 1 , (14)
D(ϕ|m) ≡ F(ϕ|m)− E(ϕ|m)
m
=

sin3 ϕ
3

RD

cos2 ϕ,∆2(ϕ|m), 1 , (15)
J(ϕ, n|m) ≡ Π(ϕ, n|m)− F(ϕ|m)
n
=

sin3 ϕ
3

RJ

cos2 ϕ,∆2(ϕ|m), 1, 1− n sin2 ϕ , (16)
where D(ϕ|m) and J(ϕ, n|m) are the associate incomplete elliptic integrals of the second and third kind, respectively [6–9].
Using these forms, Carlson succeeded in simplifying the reduction procedure drastically [10–14]. See Section 19.29 of [2]
for a concise summary.
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1.4. Inversion of a general incomplete elliptic integral
Frequently discussed is the numerical evaluation of the integral I when ϕ or u as well as m and/or n are given
[6,7,15–22,8,9]. Nevertheless, many applications also require its inversion, namely determining ϕ or u when I,m, and/or
n are known.
For example, E(ϕ|m) represents the non-dimensional length of a meridional arc of a spheroid such as the reference
ellipsoid of the Earth and of other nearly circular-shaped celestial objects [23]. In this case, ϕ is the geodetic latitude and
m is the square of the first eccentricity. Then, its inversion becomes a fundamental procedure to determine the geodetic
latitude from the measured length of meridional arc.
Another is the longitudinal angle of torque-free rotation of a rigid body of triaxial shape such as small-size natural
satellites or asteroids [24]. The angle λ is expressed as a linear combination of u and Πu. From a physical viewpoint, u is
a linear function of time counted from a certain epoch, while n and m are related to the energy constant of rotation and a
characteristic ratio of the three principal moments of inertia of the body. In order to analyze the observed rotation of a rigid
body, it is mandatory to determine the epoch, which is one of the constants of motion, from the observed λ.
The inversion of F(ϕ|m) is realized by Jacobian elliptic functions [2, Chapter 22]. The direct inversion with respect to ϕ
is nothing but am(u|m). Recently, [25] has presented a numerical way to invert E(ϕ|m) with respect to ϕ. It solves a single
nonlinear equation,
E(ϕ|m) = v, (17)
forϕ, when v andm are given. Itsmain part is Newton’smethod starting from a heuristic approximate solution, whichworks
properly at the singular point of E(ϕ|m), namely ϕ = π/2 and m = 1. However, the extension of these studies to the case
of a general incomplete integral is not carried out.
1.5. Difficulty of inversion
Being different from the direct problem of integral evaluation, a slight generalization of the integral form introduces a
significant difficulty in the inversion problem. This is true even in the case of elementary functions. A good example is the
elliptic Kepler equation [26]:
E − e sin E = M, (0 < e < 1, 0 ≤ M < π), (18)
where E is an auxiliary angle, named the eccentric anomaly, to describe the coordinates of a celestial body on its orbital
plane, e is the eccentricity of the orbital ellipse, andM is a virtual angle, called the mean anomaly, being in proportion to the
physical time [27].
This is a nonlinear equation to solve for E, when M and e are specified. If the equation is simplified as E = M or
−e sin E = M , it has trivial solutions E = M or E = − sin−1(M/e). Nevertheless, the equation is known to be transcendental
for a general value of e andM [26]. Therefore, it is solved numerically in practical applications [27]. The fastest algorithm is
based on a discretization of Newton’s method [28] since the solution interval is finite and fixed independently of e, and,
therefore, easy is the preparation of auxiliary numerical constants including some trigonometric function values at the
prespecified grid points such as Ej = jπ/256 for j = 1, 2, . . . , 255 [29].
In the same sense, even if basic inversion problems such as F(ϕ) = u or E(ϕ) = v are positively resolved as described in
the previous subsection, a slight modification in the integral form such as αF(ϕ) + βE(ϕ) = w would make the methods
developed for specific cases useless. Among the various difficulties, the most serious issue is to find a sufficiently precise
approximate solution at a small computational cost such that the following successive improvement converges surely and
rapidly.
1.6. Generalization of the problem
In order to improve the current situation reviewed in the previous subsections, we present here a systematic formulation
to invert a general incomplete elliptic integral by adopting the Jacobian style, namely regarding the general integral I as a
function of u and solving it for u.
Extending the problem more generally, we consider solving the nonlinear equation
f (u) ≡ f (u, Eu(u),Πu(u), s(u), c(u), d(u)) = 0, (19)
where s(u), c(u), and d(u) are the abbreviations of three principal Jacobian elliptic functions. Once the solution u is
determined, or, more precisely speaking, we have obtained s and/or c as well, then the amplitude ϕ is computed by any
of the following formulas:
ϕ = sin−1 s = cos−1 c = tan−1
 s
c

. (20)
As will be explained later, our method determines not only u but also other functions such as Eu through d simultaneously.
Therefore, it is straightforward to obtain ϕ from these after we have arrived at the solution in terms of u.
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1.7. Outline of article
In order to conduct a thus-generalized inversion, we developed a systematic formulation to solve f (u) = 0 by the
bisection method. We considered its enhancement by using (1) Newton’s method of quadratic convergence, (2) Halley’s
cubic-order method, or (3) Schröder’s high-order improving formulas in general. In Section 2, we describe the newmethod
in detail by quoting the necessary formulas for the incomplete elliptic integrals and the Jacobian elliptic functions from
Appendix A and referring to Schröder’s update formulas explained in Appendix B. In Section 3, we show a few examples of
the solution procedures together with the CPU time comparison with [25] in inverting E(ϕ|m). In Appendix C, we present a
sample Fortran program to realize the new method.
2. Method
2.1. Assumptions
Consider solving a single nonlinear equation, f (u) ≡ f (u; n,m) = 0, for u, when the two parameters n andm satisfy the
condition
0 < n < 1, 0 < m < 1. (21)
Refer to the Appendices of [20–22,8,9] for the explicit transformation procedures to realize this condition.
For an arbitrary value of u, we can reduce its domain such that 0 < u < K . This is possible by using the periodicity
relations and reflection formulas for the incomplete elliptic integrals and Jacobian elliptic functions [1, Eqs. (113.01),
(113.02), (122.00), and (122.25)] as
Eu(2jK ± u) = 2jE(m)± Eu(u), (22)
Πu(2jK ± u) = 2jΠ(n|m)±Πu(u), (23)
s(2jK ± u) = ±(−1)js(u), (24)
c(2jK ± u) = (−1)jc(u), (25)
d(2jK ± u) = d(u), (26)
where j is an arbitrary integer and K ≡ K(m), E(m), andΠ(n|m) are the complete elliptic integral of the first, second, and
third kind, respectively [2, Section 19.2.8]. The reduction process is like that of the angle variable θ to 0 < θ < π/2 in
solving an arbitrary trigonometric equation, g(θ) = 0. See [28] for the case of an elliptic Kepler equation.
Based on these discussions, we assume that (1) f (u) is analytic, (2) it satisfies the condition f (0) < 0 < f (K), and (3) it is
monotonically increasing such that the solution is unique. These assumptions are satisfied in the inversion of many general
incomplete elliptic integrals, especially when the integral to be inverted is originally expressed as a single indefinite integral
with a positive definite integrand such as
I =
 t
t0
P(τ )√
Q (τ )
dτ , (27)
where t ≥ t0, P(t) is a positive definite rational function, and Q (t) is a polynomial of order not greater than 5. See various
examples in the Introduction of [1]. All three examples we will show later in Section 3 belong to this category.
2.2. Bisection method
By assumption, the solution interval is limited to 0 < u < K and f (u)monotonically increases there. Then, we can use
the method of bisection [5, Section 9.1.1] in solving the equation f (u) = 0. More specifically speaking, we start from the
midpoint of the initial solution interval,
u1 = K2 , (28)
and construct a sequence of approximate solutions, ui, for i = 1, 2, . . .. The approximate solution is updated by adding or
subtracting a halved increment depending on the sign of function value as
ui+1 =

ui +1ui (f (ui) < 0)
ui −1ui (otherwise), (29)
where
1ui = 121ui−1. (30)
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Table 1
Solution process: case 1. Listed is the sequence of approximate solutions obtained by the new method to invert the incomplete elliptic integral of the
second kind. We solved a nonlinear equation, f (u) ≡ E(am(u|m)|m) − v = 0, for the input variables m = 1/2 and v = 1. Newton’s method and other
improvement processes started from the third solution of the bisection method, since |u3 − u4| < 0.2 and |f (u3)| < |f (u4)|.
Method i j u f (u) 1u
Bisection 1 0.9270373386506858 −0.178 +0.464
2 1.3905560079760289 +0.111 −0.232
3 1.1587966733133572 −2.49E−02 +0.116
4 1.2746763406446930 +4.48E−02 −5.79E−02
· · ·
22 1.1993742721242395 −1.06E−07 +2.21E−07
23 1.1993744931471646 +2.75E−08 −1.11E−07
24 1.1993743826357020 −3.95E−08 +5.53E−08
· · ·
50 1.1993744478127624 +2.22E−16 −8.23E−16
51 1.1993744478127617 −2.22E−16 +4.12E−16
52 1.1993744478127621 +5.55E−17
Newton 3 0 1.1587966733133572 −2.49E−02 +4.01E−02
1 1.1989359429103170 −2.66E−04 +4.38E−04
2 1.1993743973098547 −3.06E−08 +5.05E−08
3 1.1993744478127619 +1.67E−16 −2.75E−16
4 1.1993744478127617 −2.22E−16
Halley 3 0 1.1587966733133572 −2.49E−02 +4.06E−02
1 1.1993771916533966 +1.66E−06 −2.74E−06
2 1.1993744478127621 +0.00
Schröder 4th 3 0 1.1587966733133572 −2.49E−02 +4.06E−02
1 1.1993746450138230 +1.20E−07 −1.97E−07
2 1.1993744478127621 +0.00
The sequence of bisection is terminated when (1) the length of the solution interval is sufficiently diminished as
1ui < uTOL, (31)
or (2) the magnitude of the function value becomes sufficiently small as
|f (ui)| < fTOL. (32)
Here, uTOL and fTOL are the error tolerances of the argument and the function value, respectively. At the end of the bisections,
there remain two candidates of the best approximate solution, ui+1 and ui. As the better solution, we select the argument
giving the smaller value of |f |.
Let us answer the question of convergence of the bisections. Although K → ∞ when m → 1 [1, Formula 111.05], the
value of K is limited in a practical sense since it grows only logarithmically [2, Formula 19.12.1]. Consider an extreme case
whenm = 1− ϵ. Here, ϵ is the machine epsilon defined as ϵsingle ≡ 2−24 ≈ 5.96× 10−8 and ϵdouble ≡ 2−53 ≈ 1.11× 10−16
[5, Section 22.2]. Then, K ≈ 9.70 and ≈ 19.75 in the single and double precision environments, respectively. Considering
the effective bit length, we conclude that at most 24 and 53 executions of bisection are enough to obtain a solution in the
single and double precision environment, respectively. See Tables 1, 3 and 4 later.
2.3. Acceleration of bisection
The bisection method is a robust approach since it is assured to converge and is applicable to arbitrary forms of integral.
Its implementation is simple when the computer programs to evaluate the incomplete elliptic integrals and/or Jacobian
elliptic functions are available [30,5]. Therefore, we recommend its use as long as the execution time is not an issue.
However, it is also true that such programs are time-consuming, even the fastest ones [21,22,8,9]. In order to reduce the
total execution time by not calling such ready-made programs, we evaluate the values of incomplete elliptic integrals and
Jacobian elliptic functions required in the bisection by combining (1) their special value formulas, (2) the half argument
formulas, and (3) the addition theorems explained in Appendices A.3 through A.5, respectively.
More specifically speaking, we first evaluate their boundary values at the lower end, uL = 0, and at the upper end,
uU = K , by the special values given in Eqs. (A.14) and (A.15). Next, by using the half argument formulas provided in
Eq. (A.17), we construct a sequence of the values for the halved arguments, uH = 2−ℓK for ℓ = 1, 2, . . .. Then, by using
the addition theorems listed in Eq. (A.20), we successively compute the values for the test argument, uT = uL + uH , from
those of uL and of uH . If uL = 0, the addition theorems are not necessary.
2.4. Switch to faster methods
Even after the acceleration, the speed of convergence of the bisection method is still slow, as will be shown later
in Table 2. In order to achieve a further speed up, we consider a switch to an iterative method during the sequence of
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Table 2
CPU time comparison. Compared are the CPU times of severalmethods to invert v = E(ϕ|m)
in the single and double precision environments. The unit of CPU time is µs on a PC with an
Intel Core i7-2675QM run at 2.20 GHz clock.
Method Variable Starter Integrals Single Double
Bisection ϕ π/4 rf, rd 5.444 29.836
ϕ π/4 elbd 2.478 10.976
Accelerated bisection u K(m)/2 — 1.497 2.722
Newton ϕ Boyd [25] rf, rd 0.674 1.920
ϕ Boyd [25] elbd 0.399 0.888
u Accel. bisection — 0.249 0.363
Halley u Accel. bisection — 0.238 0.350
Schröder 4th u Accel. bisection — 0.236 0.337
Table 3
Solution process: case 2. Same as Table 1 but for another equation, f (u) ≡ u +
γΠ(am(u|m), n|m) − λ = 0, with input variables n = 1/3,m = 2/3, γ = 1/2, and
λ = 1.
Method i j u f (u) 1u
Bisection 1 1.0144795513744074 +0.572 −0.507
2 0.50723977568720369 −0.232 +0.254
3 0.76085966353080559 +0.164 −0.127
4 0.63404971960900458 −3.55E−02 +6.34E−02
· · ·
22 0.65677541371416170 −1.59E−07 +2.42E−07
23 0.65677565558493489 +2.20E−07 −1.21E−07
24 0.65677553464954830 +3.06E−08 +6.05E−08
· · ·
51 0.65677551509590704 −9.99E−16 +4.51E−16
52 0.65677551509590748 −2.78E−16 +2.25E−16
53 0.65677551509590770 +5.55E−17
Newton 4 0 0.63404971960900458 −3.55E−02 +2.28E−02
1 0.65680450888976627 +3.54E−05 −2.90E−05
2 0.65677551514290422 +7.36E−11 −4.70E−11
3 0.65677551509590770 +5.55E−17
Table 4
Solution process: case 3. Same as Table 1 but for yet another equation, f (u) ≡ (1 − m)u −
E(am(u|m)|m)+ sn(u|m)dn(u|m)/cn(u|m)− σ = 0, with input variablesm = 1/3 and σ = 1.
Method i j u f (u) 1u
Bisection 1 0.8669584426289676 −0.229 +0.433
2 1.3004376639434514 +0.983 −0.217
3 1.0836980532862095 +0.186 −0.108
4 0.9753282479575886 −4.82E−02 +5.42E−02
· · ·
22 1.0001895902834015 −7.60E−07 +2.07E−07
23 1.0001897969824016 −3.47E−07 +1.03E−07
24 1.0001899003319017 −1.41E−07 +5.17E−08
· · ·
52 1.0001899706614727 −2.50E−16
53 1.0001899706614730 +1.67E−16
54 1.0001899706614727 +0.00
Newton 4 0 0.9753282479575886 −4.82E−02 +2.56E−02
1 1.0009544762718394 +1.53E−03 −7.64E−04
2 1.0001906992868177 +1.46E−06 −7.29E−07
3 1.0001899706621493 +1.35E−12 −6.76E−13
4 1.0001899706614736 +4.98E−16
bisection. Namely, we adopt a two-step procedure to solve the equation: (1) the accelerated bisection method to obtain an
approximate solution, and (2) Newton’s method or other Schröder’s update formulas in general [31, Section 4.4] to improve
the approximate solution. The main reason whywe select the bisectionmethod as the first step is the sureness of finding an
approximate solution for an arbitrary incomplete elliptic integral. It seems very difficult to obtain an approximate or even
the upper and lower boundaries for the inverted solution of general incomplete elliptic integrals.
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Continue the bisection until the length of the solution interval becomes small, say less than 0.2. Then, the maximum
number of bisections becomes
log2
K(1− ϵ)0.2

ceiling
= 7 (33)
in the double precision environment. Here, [ ]ceiling is the ceiling function. Since K(m) > K(0) = π/2, the minimum
number is
log2
π/20.2

ceiling
= 3. (34)
On average, we expect four bisections, since 1
0

log2

K(m)
0.2

ceiling
dm ≈ 3.96. (35)
This expectation value is independent of the adopted computing precision environment.
On the other hand, it is rare to use third- and higher-order formulas in solving a single nonlinear equation in practical
computations [5, Section 9.4]. This is because (1) the higher the order is, themore unstable the formula becomes, and (2) the
cost of derivative computation increases significantly accordingwith the order. In the present case, however, we take care of
the first point by starting from a sufficiently precise solution prepared by the accelerated bisectionmethod. As for the second
point, we notice that the derivative computation of the incomplete elliptic integrals and the Jacobian elliptic functions can
be conducted by recursion, as will be explained in Appendix A.7, and, therefore, it runs much faster than the computation of
their values themselves. Consequently, we find that the use of high-order update formulas is relatively inexpensive, as we
experienced in solving an equation to determine the geodetic latitude [32].
2.5. Improvement of the approximate solution
Denote by u0 the approximate solutionwe arrived at the end of the bisections. Assuming that f is close to a linear function
around u0, we expect that the absolute error of u0 is less than half of the solution interval, namely |δu0| < 0.1. Then, we
successively improve it as
uj+1 = uj +1uj, (j = 0, 1, . . .) (36)
by an update formula such as Newton’s method [5, Section 9.4.2]. Since the magnitude of the incremental argument,
1uj,
is sufficiently small, the incomplete elliptic integrals and the Jacobian elliptic functions can be efficiently computed by their
Maclaurin series expansions and the addition theorems.
More concretely speaking, we first obtain the jth increment,1uj, by using one of Schröder’s update formulas described in
Appendix B. Then, we compute the values of the incomplete elliptic integrals and Jacobian elliptic functions of the argument
1uj by the truncated Maclaurin series described in Appendix A.6. As the solution is improved,
1uj drastically decreases.
Thus, the number of necessary terms in the truncated series significantly decreases. See Table A.5 later.
Third, from the values of the incomplete elliptic integrals and Jacobian elliptic functions of the increment1uj and those
of the old argument uj, which we obtained in the previous stage of improvement, we evaluate those of the new argument
uj+1 by means of the addition theorems explained in Appendix A.5. Those of the initial argument u0 are already computed
during use of the bisection method.
Once the values of the incomplete elliptic integrals and Jacobian elliptic functions are known, their derivatives with
respect to u are recursively computed from them as described in Appendix A.7. Consequently, the computational costs of
the first- and higher-order derivatives are rather small. Therefore, wemay set the order of Schröder’s update formula as 2–4.
In case of the fourth-order method, at most two applications would be enough to find the double precision solution, since|δu0|42 < 10−16 if f ′ is of the order of unity. Similarly, in the single precision environment, atmost two iterations ofHalley’s
third-order method will be sufficient. The simplest update formula, Newton’s method, may require three or four repetitions
since it is of second order. The selection among these options may depend on the individual case under consideration.
3. Examples
3.1. Geodetic latitude
Consider solving the equation
f (u) ≡ E(am(u|m)|m)− v = 0, (37)
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in the double precision environment. This equation is used in determining the geodetic latitude,ϕ = am(u|m), from the non-
dimensional meridional arc length, v, of a spheroid of eccentricity e = √m < 1. We solve the equation for valuesm = 1/2
and v = 1. Noting the inequalities f (0) < 0 < f (K), we set the initial guess of the bisection method as K/2 ≈ 0.977.
In the case of switching to the improvement procedure, we terminated the bisectionmethod at the fourth stage, because
|u4 − u3| = |1u3| < 0.2. At the end of the terminated bisections, we had lower and upper bounds of the solution, u3 and
u4. Since |f (u3)| < |f (u4)|, we chose u3 as the starting value of improvements. The number of applications of the update
formulas is four for Newton’s method and two for Halley’s method and Schröder’s fourth-order method. The manner of
convergence is shown in Table 1.
We confirmed the correctness of the obtained solution by comparingwith the 35-digit computation byMathematica [33].
During the sequence of root finding, our method automatically obtained the corresponding values of sn(u|m) and cn(u|m).
Their values at the last stage enable us to obtain the amplitude as
ϕ = tan−1
 s
c

= tan−1

0.8874911724339002
0.4608247159733314

≈ 1.0918720855497065. (38)
This is what we wanted to find.
3.2. CPU time comparison
Table 2 compares the CPU time of several methods to invert v = E(ϕ|m) with respect to ϕ in the single and double
precision environments: (1) the bisection method evaluating E(ϕ|m) by calling Carlson’s rf and rd to compute E(ϕ|m) [5],
(2) the same bisection method calling the fastest routine elbd [8], (3) the bisection method accelerated by the half angle
formulas and addition theorems described in Section 2.3, (4) Newton’s method starting from a heuristic approximate
solution [25] and computing E(ϕ|m) by calling rf and rd, (5) Newton’s method calling elbd, (6) Newton’s method starting
from an approximate solution obtained by the thirdmethod and using a Taylor series expansion to compute Eu(u|m), (7) the
same as the sixth method but improved by Halley’s third-order method, and (8) the same as the sixth method but improved
by the fourth-order Schröder method.
The CPU times listed are the results averaged for 16 383 × 16 383 grid points of v and m uniformly distributed in their
standard domain, 0 < v < E(m) and 0 < m < 1. The unit of CPU time is µs on a PC with an Intel Core i7-2675QM run at
2.20 GHz clock under Windows 7. All the computation codes are written in Fortran 77/90, and compiled by the Intel Visual
Fortran Composer XE 2011 update 8 with level 3 optimization. The CPU time to prepare K and E are excluded here, since we
usually determine ϕ for various values of v while fixingm.
Table 2 shows that the bisection methods run 6–15 times slower than Newton’s method using Boyd’s starter [25]. The
acceleration of the bisection method is so effective that it diminishes the ratios to 1.4–3. The replacement of Boyd’s starter
by an intermediate solution obtained by accelerated bisection significantly speeds up Newton’s method by a factor of 2–5.
The further replacement of Newton’s method by Halley’s method or the fourth-order Schröder method seems to reduce
the CPU time only a little, say 2–10%. This makes us reluctant to recommend further replacement if one is considering the
increase in the complexity of computer programming.
The fastness of the new methods such as Newton’s method starting from accelerated bisection is a remarkable result
since they are designed for general purpose use. This owes to the fact that it requires no specific procedures to compute the
incomplete elliptic integrals and Jacobian elliptic functions.
3.3. Time argument of free rotation of a triaxial rigid body
Consider solving another equation,
f (u) ≡ u+ γΠ(am(u|m), n|m)− λ = 0, (39)
which is used in obtaining u, the physical time argument, from λ, the observed rotation angle of a freely rotating triaxial
rigid body when n andm, the constants of rotational motion, are known.
We set the input variables as n = 1/3,m = 2/3, γ = 1/2, and λ = 1. Starting from K/2 ≈ 1.01, the bisection surely
converges. In the case of a switch to Newton’s method, four bisections are needed again. This time, |f (u3)| > |f (u4)|. Then,
we selected u4 as the initial value of the improvements. After three applications of Newton’s method, we obtained a solution
with the absolute residual less than the machine epsilon. This number of applications reduces to twowhen Halley’s method
or Schröder’s fourth-order method is used instead. The manner of convergence is shown in Table 3, where we omit the
results of the third- and the fourth-order update formulas.
3.4. Coordinates of a point on hyperbola
Finally, consider solving yet another equation,
f (u) ≡ (1−m)u− E(am(u|m)|m)+ sn(u|m)dn(u|m)
cn(u|m) − σ = 0. (40)
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This appears in the determination of the coordinates of a point on a hyperbola from its arc lengthmeasured from the vertex.
Here, u is a parametric variable expressing the coordinates, m = 1/e2 is the squared reciprocal of the eccentricity of the
hyperbola, e > 1, and σ is the non-dimensional arc length. See [1, Introduction, Example I].
This is the case when the equation contains Jacobian elliptic functions explicitly. In the improvement process, we need
the derivatives of the term
R ≡ sn(u|m)dn(u|m)
cn(u|m) , (41)
with respect to u. Its first-order through third-order derivatives are recursively computed from those of the cosine amplitude
function, c ≡ cn(u|m), as
R1 = −c2 − c1Rc , R2 =
−c3 − c2R− 2c1R1
c
, R3 = −c4 − c3R− 3c2R1 − 3c1R2c , (42)
where the suffix denotes the order of differentiation and c1 through c4 are given in Appendix A.7. These expressions are
derived from the fact that cR = −c1.
As shown in Table 4, the bisection method surely arrives at the true solution starting from the initial guess K/2 ≈ 0.867.
Newton’s method converges after four iterations by starting from the approximate solution obtained after four bisections.
4. Conclusion
We have developed a systematic formulation to invert a general incomplete elliptic integral
I(ϕ, n|m) = v (43)
with respect to the amplitude ϕ, when the integral value v, the characteristic n, and the parameterm are given.
First, we change the main variable from ϕ to the argument
u ≡ F(ϕ|m), (44)
which is the incomplete elliptic integral of the first kind. Second, we generalize the inversion problem to the solution of a
nonlinear equation with respect to u as
f (u) ≡ f (u, Eu(u),Πu(u), s(u), c(u), d(u)) = 0, (45)
where
Eu(u) ≡ E(ϕ|m), Πu(u) ≡ Π(ϕ, n|m), (46)
are the incomplete elliptic integrals of the second and the third kind regarded as a function of u, and
s(u) ≡ sn(u|m), c(u) ≡ cn(u|m), d(u) ≡ dn(u|m), (47)
are the three principal Jacobian elliptic functions. Third, we reduce the solution interval as
0 ≤ u < K , (48)
where K ≡ K(m) is the complete elliptic integral of the first kind by using the periodicity relations and reflection formulas
of Eu(u) through d(u). Fourth, we solve the equation f (u) = 0 by the bisection method with respect to u in the solution
interval [0, K). Finally, we determine ϕ from the values of s(u) and c(u) obtained as byproducts of the bisection process as
ϕ = atan2(s(u), c(u)), (49)
where atan2 is the two-argument arctangent function available in Fortran, C, and MATLAB.
As long as f (u) is continuous andmonotonic in the initial solution interval [0, K), the bisectionmethod always converges
after 24 or 53 executions in the single anddouble precision environment, respectively.We illustrated this for three examples:
f (u) = Eu(u)− v, (50)
f (u) = u+ γΠu(u)− λ, (51)
f (u) = (1−m)u− Eu(u)+ s(u)d(u)c(u) − σ . (52)
The execution of bisection is significantly accelerated by changing the method of evaluation of Eu(u) through d(u) at the
grid points of bisection from the direct call of existing programs to a combination of (1) the special values when u = 0
and u = K , (2) the half argument formulas, and (3) the addition theorems of the incomplete elliptic integrals and Jacobian
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elliptic functions. The ratio of speed up amounts to 1.7–10 depending on the form of f in terms of Eu(u) through d(u) and
the computing precision.
If the partial derivatives of f with respect to u, Eu,Πu, s, c , and d are easily computed as in the above three examples,
and faster execution of the inversion is desirable at the cost of complexity of the algorithm, we switch to a faster algorithm
during bisection. As the fastermethods, we considered those using the first-, second-, and third-order derivatives: Newton’s
method,
1u = −

f (u)
f ′(u)

, (53)
Halley’s method,
1u = −

2f (u)f ′(u)
2 {f ′(u)}2 − f (u)f ′′(u)

, (54)
and Schröder’s fourth-order method,
1u = −
 3f (u)

2

f ′(u)
2 − f (u)f ′′(u)
6 {f ′(u)}3 − 6f (u)f ′(u)f ′′(u)+ {f (u)}2 f ′′′(u)
 . (55)
We interrupt the binary search when the reduced solution interval of u becomes sufficiently small, say less than 0.2, and
start the successive improvement by one of these update formulas. The smallness of the reduced solution interval ensures
the convergence of the Newton method and other methods which, in general, contain a possibility of divergence.
The application of the update formulas is significantly accelerated by replacing the evaluation of Eu(u) through d(u)
at an arbitrary value of u with a combination of their (1) initial values obtained at the end of bisection, (2) Maclaurin
series expansion, and (3) addition theorems. On average, four bisections are required before shifting to the improvement
procedure. The number of applications of the update formulas is 3–4 for Newton’s method and 2 for the others in the
double precision environment. The total CPU time until the solution in ϕ is obtained is significantly reduced by switching
to Newton’s method. However, any further speed up by adopting Halley’s method or the fourth-order Schröder method is
small.
Since the implementation of Newton’s method is rather simple, we regard the combination of accelerated bisection
and Newton’s method as being the best choice. This best combination runs fairly quickly despite its wide applicability to
inversion problems. For example, it is around 2–5 times faster than [25] in inverting E(ϕ|m), Legendre’s normal incomplete
elliptic integral of the second kind.
Whether the switch to the improvement process is includedor not, ourmethod requires nousage of the existing programs
to evaluate the incomplete elliptic integrals or the Jacobian elliptic functions. This is a uniquepoint. Only the complete elliptic
integrals are required at the initial stage to reduce the solution interval to 0 ≤ u < K , which is required in any method of
coping with the inversion problem for an arbitrary value of the general incomplete elliptic integral.
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Appendix A. Formulas for the incomplete elliptic integrals and Jacobian elliptic functions
We summarize the formulas for the incomplete elliptic integrals and Jacobian elliptic functions [1,24,22,8,9], which are
referred to in the main text. In the following, we drop the dependence on u,m, or n unless specified such as s ≡ sn(u|m).
Also, we introduce auxiliary variables: x ≡ c2, y ≡ s2, and z ≡ d2.
A.1. Associate incomplete elliptic integrals
In place of Legendre’s normal form incomplete elliptic integrals, F(ϕ|m), E(ϕ|m), and Π(ϕ, n|m), we adopt their linear
combinations named the associate incomplete elliptic integrals, B(ϕ|m),D(ϕ|m), and J(ϕ, n|m), as the basic incomplete
elliptic integrals [6]. They are defined as [8,9]
T. Fukushima / Journal of Computational and Applied Mathematics 237 (2013) 43–61 53
B (ϕ|m) ≡ E(ϕ|m)−mcF(ϕ|m)
m
, (A.1)
D (ϕ|m) ≡ F(ϕ|m)− E(ϕ|m)
m
, (A.2)
J (ϕ, n|m) ≡ Π(ϕ, n|m)− F(ϕ|m)
n
, (A.3)
wheremc ≡ 1−m is the complementary parameter. As already shown in Eqs. (15) and (16), the last two associate integrals
are tightly related to RD and RJ , two of Carlson’s standard symmetric elliptic integrals [2, Section 19.16].
Once these associate integrals are obtained, Legendre’s normal form integrals are computed from them without loss of
significant figures when |m| and/or |n| is small as
F(ϕ|m) = B(ϕ|m)+ D(ϕ|m), (A.4)
E(ϕ|m) = B(ϕ|m)+mcD(ϕ|m), (A.5)
Π(ϕ, n|m) = F(ϕ|m)+ nJ(ϕ, n|m). (A.6)
The same thing can be said for their expressions in Jacobi form,
Bu(u|m) ≡ B(am(u|m)|m), Du(u|m) ≡ D(am(u|m)|m), Ju(u|m) ≡ J(am(u|m), n|m), (A.7)
which can evaluate, without losing significant figures, those of Jacobi’s normal form incomplete elliptic integrals,
u ≡ F(am(u|m)|m), Eu(u|m) ≡ E(am(u|m)|m), Πu(u|m) ≡ Π(am(u|m), n|m). (A.8)
A.2. Complete elliptic integrals
When ϕ = π/2, we call the elliptic integrals complete. Legendre’s normal form complete elliptic integrals are defined as
K(m) ≡ F
 π
2
m , E(m) ≡ E  π
2
m , Π(n|m) ≡ Π  π
2
, n
m . (A.9)
The associate complete elliptic integrals are similarly defined
B(m) ≡ B
 π
2
m , D(m) ≡ D  π
2
m , J(n|m) ≡ J  π
2
, n
m . (A.10)
They are related to the normal form complete elliptic integrals by the same relation as that of incomplete elliptic integrals
as
K(m) = B(m)+ D(m), (A.11)
E(m) = B(m)+mcD(m), (A.12)
Π(n|m) = K(m)+ nJ(n|m). (A.13)
A.3. Special values
When u = 0 or u = K ≡ K(m), the values of the incomplete elliptic integrals and Jacobian elliptic functions are explicitly
given [1, Formulas 113.02 and 122.01 through 122.06] as
x0 = c0 = z0 = d0 = 1, y0 = s0 = B0 = D0 = J0 = 0, (A.14)
xK = cK = 0, yK = sK = 1, zK = mc, dK = kc,
BK = B(m), DK = D(m), JK = J(n|m), (A.15)
where the suffix represents the value of u and kc ≡ √mc is the complementary modulus.
The precise and fast procedure to compute K(m) solely is provided in [21] and that for B(m) and D(m) simultaneously is
given in [34]. That for J(n|m) is Bulirsch’s cel [6], given as
J(n|m) = cel (kc, nc, 0, 1) , (A.16)
where nc ≡ 1− n is the complementary characteristic.
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A.4. Half argument formulas
When the incomplete elliptic integrals and Jacobian elliptic functions are known for u, those for uH ≡ u/2 are computed
from them by the following procedure [21]:
p = c + d, q = 1
1+ c , r =
1
1+ d ,
xH = rp, yH = yqr, zH = pq,
cH = √xH , sH = √yH , dH = √zH ,
W = yHs, BH = 12 (B+W ), DH =
1
2
(D−W ),
t = W
1− n (y− yHcd) , JH =
1
2
(J − T (t, h)), (A.17)
where quantities with the subscript H are quantities for the half argument uH ,
h ≡ n(1− n)(n−m) (A.18)
is a u-independent constant, and therefore can be precomputed and reused, and T (t, h) is a sort of normalized universal arc
tangent function, defined as
T (t, h) ≡ t
∞
j=0
−ht2j
2j+ 1 =

tan−1

t
√
h

/
√
h (h > 0)
t (h = 0)
tanh−1

t
√−h

/
√−h (h < 0).
(A.19)
The fast evaluation of T (t, h) is discussed in [9, Section3.7]. A Fortran subroutine of its simplified version is given in Table C.12
later.
A.5. Addition theorems
In this subsection, we explicitly attach the argument as the suffix such as su ≡ sn(u|m). Assume that the incomplete
elliptic integrals and Jacobian elliptic functions are available for two arguments, u and v. Those for the summed argument,
w ≡ u+ v, are computed from them by the following procedure [1, Formulas 116.01 through 116.03 and 123.01]:
ξ = cucv, η = susv, ζ = dudv, ν = 11−myuyv ,
cw = (ξ − ηζ )ν, sw = (sucvdv + svcudu) ν, dw = (ζ −mξη)ν,
xw = c2w, yw = s2w, zw = d2w,
W = ηsw, Bw = Bu + Bv −W , Dw = Du + Dv +W ,
t = W
1− n (yw − ηcwdw) , Jw = Ju + Jv + T (t, h) . (A.20)
Those for the differenced argument, u− v, are computed using the above procedure by noting the reflection formulas:
c−v = cv, s−v = −sv, d−v = dv, x−v = xv, y−v = yv, z−v = zv,
B−v = −Bv, D−v = −Dv, J−v = −Jv. (A.21)
A.6. Maclaurin series expansion
When |u| is sufficiently small, say less than 0.1, the Maclaurin series expansion becomes an efficient tool to compute
the incomplete elliptic integrals and Jacobian elliptic functions. First, we compute s,D, and J by their truncated Maclaurin
series. Then, the other incomplete elliptic integrals and Jacobian elliptic functions are calculated from them without loss of
significant figures [1, Formula 121.00]:
y = s2, x = 1− y, z = 1−my, c = √x, d = √z, B = u− D. (A.22)
Below, we show the truncated Maclaurin series of s and J only, because that of D can be obtained from that of J by setting
n = 0. This is because D(ϕ|m) = J(ϕ, 0|m) by definition. One may embed the computing procedure of Dwithin that of J in
the implementation, as will be seen later in Table C.14.
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Table A.5
Critical values of the argument, uC . Listed are uC as a function of L, the
order of the truncated Maclaurin series expansions, such that the resulting
truncation errors are less than the machine epsilon as long as |u| < uC .
L Single Double
3 2.58E−2 1.69E−4
5 1.01E−1 3.56E−3
7 1.63E−2
9 4.07E−2
11 7.48E−2
13 1.15E−1
The non-trivial truncated series are as follows [20, Table 2]:
s ≈ u−

u3
6

(1+m)+

u5
120
 
1+ 14m+m2−  u7
5040
 
1+ 135m+ 135m2 +m3
+

u9
362880
 
1+ 1228m+ 5478m2 + 1228m3 +m4
−

u11
39916800
 
1+ 11069m+ 165826m2 + 165826m3 + 11069m4 +m5
+

u13
6227020800
 
1+ 99642m+ 4494351m2 + 13180268m3 + 4494351m4 + 99642m5 +m6 , (A.23)
J ≈ u
3
3
−

u5
15

(1+m− 3n)+

u7
315
 
2+ 13m+ 2m2 − n(30+ 30m)+ 45n2
−

u9
2835
 
1+ 30m+ 30m2 +m3 − 63+ 252m+ 63m2 n+ (315+ 315m)n2 − 315n3
+

u11
155925
 
2+ 251m+ 876m2 + 251m3 + 2m4 − 510+ 5850m+ 5850m2 + 510m3 n
+ 6615+ 21735m+ 6615m2 n2 − (18900+ 18900m)n3 + 14175n4
−

u13
6081075
 
2+ 1018m+ 9902m2 + 9902m3 + 1018m4 + 2m5
− 2046+ 59268m+ 158103m2 + 59268m3 + 2046m4 n
+ 63360+ 497475m+ 497475m2 + 63360m3 n2
− 395010+ 1164240m+ 395010m2 n3 + (779625+ 779625m)n4 − 467775n5 . (A.24)
Denote by L the necessary minimum order of the truncated polynomial obtained from these series expansions such that the
relative error is less than the machine epsilon. We find that L becomes the maximum for the case of s. Table A.5 lists the
critical values of the argument, uC , for some values of L in the single and double precision environments. For example, when
|u| < 0.00356, the fifth-order polynomial, s ≈ u− u3/6 (1+m)+ u5/120 1+ 14m+m2, is sufficient for the double
precision computation.
A.7. Derivatives
In this subsection, the suffix denotes the order of partial differentiation with respect to u such as sj ≡

∂ jsn(u|m)/∂ujm.
The first-order derivative of the incomplete elliptic integrals and Jacobian elliptic functions are computed as follows
[1, Formulas 731.01 through 731.03]:
B1 = x, D1 = y, p = 1nc + nx , J1 = py, c1 = −sd, s1 = cd, d1 = −msc. (A.25)
The expressions for the incomplete elliptic integrals are simply their integrands in Jacobi form.
The second- and higher-order derivatives can be recursively computed from their values and first-order derivatives.
Noting that
Bj = −Dj = −yj−1, (j ≥ 2), (A.26)
we show the other non-trivial components of the second- and third-order derivatives as
y1 = 2s1s, J2 = p2y1, c2 = − (s1d+ sd1) , s2 = c1d+ cd1, d2 = −m (s1c + sc1) , (A.27)
y2 = 2

s2s+ s21

, J3 = p2

y2 + 2npy21

, c3 = − (s2d+ 2s1d1 + sd2) ,
s3 = c2d+ 2c1d1 + cd2, d3 = −m (s2c + 2s1c1 + sc2) . (A.28)
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The fourth-order derivative of c is similarly obtained as
c4 = − (s3d+ 3s2d1 + 3s1d2 + sd3) . (A.29)
Appendix B. Schröder’s update formulas
Below,we summarize Schröder’s update formulas described in [31]. They improve the approximate solution, x, of a single
nonlinear equation, f (x) = 0, by using high-order derivatives of f . Hereafter, the suffix denotes the order of differentiation
with respect to the argument such as f2 = d2f /dx2. Then, his update formula of order ℓ [31, Section 4.4, Eq. (14)] is written as
∆ℓx = (ℓ− 1)

gℓ−2
gℓ−1

, (B.1)
where
g(x) ≡ 1
f (x)
. (B.2)
Since the direct expressions of gℓ in terms of fj are fairly complicated, we rewrite this in a simple rational form:
∆ℓx = −(ℓ− 1)

f0g∗ℓ−2
g∗ℓ−1

, (B.3)
where
g∗ℓ ≡ (−1)ℓ+1f ℓ+10 gℓ (B.4)
are polynomials of fj. We show some of the g∗ℓ explicitly:
g∗0 = 1, g∗1 = f1, g∗2 = 2f 21 − f0f2, g∗3 = 6f 31 − 6f0f1f2 + f 20 f3. (B.5)
The second-order formula (ℓ = 2) is nothing but Newton’s method:
∆2x ≡ −1

f0g∗0
g∗1

= −

f0
f1

. (B.6)
Also, the third-order one (ℓ = 3) is classically known as Halley’s method [31]:
∆3x ≡ −2

f0g∗1
g∗2

= −

2f0f1
2f 21 − f0f2

. (B.7)
Meanwhile, the fourth-order formula becomes
∆4x ≡ −3

f0g∗2
g∗3

= −

3f0

2f 21 − f0f2

6f 31 − 6f0f1f2 + f 20 f3

. (B.8)
Appendix C. Sample Fortran programs
Let us present primitive Fortran programs to invert a general incomplete elliptic integral in the double precision
environment. They can be easily translated into other computer languages such as C or MATLAB.
C.1. Program design
In designing the following programs, we expect the user to prepare a few external functions: (1) gel returning the value
of the general integral, f (u), and/or (2) gel1 returning its first-order derivative, f ′(u). Examples of these external functions
are listed in Tables C.7 and C.8.
In the user-provided functions, we assume that the value and/or derivatives of f (u) are computed from the input
quantities: (1) the argument, u ≡ u, (2) the complimentary characteristic, nc ≡ nc = 1 − n and the complimentary
parameter, mc ≡ mc = 1 − m, (3) the incomplete elliptic integrals as functions of u and the Jacobian elliptic functions,
B ≡ Bu(u|m), D ≡ Du(u|m), J ≡ Ju(u, n|m), sn ≡ sn(u|m), cn ≡ cn(u|m), dn ≡ dn(u|m), and (4) their partial derivatives
with respect to u such as B1 ≡ (∂/∂u) Bu(u|m). Also, we assume that the complete elliptic integrals, cB ≡ B(m), cD ≡ D(m),
and cJ ≡ J(n|m), are externally provided [16,18,30,5,34].
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Table C.6
Fortran test program to invert a general incomplete elliptic integral.
program xigel
implicit real*8 (a−h,j−z)
external gel,gel1
real*8 aigel,bigel,nigel
integer i,icase,ierr
common /icase/icase
do i=1,3
icase=i
if(icase.EQ.1) then
nc=1.d0;mc=0.5d0
elseif(icase.EQ.2) then
nc=2.d0/3.d0;mc=1.d0/3.d0
elseif(icase.EQ.3) then
nc=1.d0;mc=2.d0/3.d0
endif
phi=bigel(nc,mc,1.d−15,1.d−15,gel,B,D,J,sn,cn,dn,f)
write(*,’(a10,1pe25.15)’) ‘‘bisection:’’,phi
kc=sqrt(mc)
cB=cel(kc,1.d0,1.d0,0.d0,ierr)
cD=cel(kc,1.d0,0.d0,1.d0,ierr)
cJ=cel(kc,nc,0.d0,1.d0,ierr)
u=aigel(nc,mc,cB,cD,cJ,1.d−15,1.d−15,gel,B,D,J,sn,cn,dn,f)
phi=atan2(sn,cn)
write(*,’(a10,1p2e25.15)’) ‘‘accelerated:’’,phi,u
u=nigel(nc,mc,cB,cD,cJ,1.d−15,1.d−15,gel,gel1,B,D,J,sn,cn,dn,f)
phi=atan2(sn,cn)
write(*,’(a10,1p2e25.15)’) ‘‘Newton:’’,phi,u
enddo
end program xigel
Table C.7
A sample Fortran function to return the
value of objective function, f (u).
real*8 function gel(u,nc,mc,B,D,J,sn,cn,dn)
real*8 nc,mc,u,B,D,J,sn,cn,dn,n,m
integer icase
common /icase/icase
n=1.d0−nc;m=1.d0−mc
if(icase.EQ.1) then
gel=B+mc*D−1.d0
elseif(icase.EQ.2) then
gel=u+0.5d0*(u+n*J)−1.d0
elseif(icase.EQ.3) then
gel=sn*dn/cn−m*B−1.d0
endif
return;end
C.2. Test program
Table C.6 shows xigel, a test program to compare three functions to invert a general incomplete elliptic integral:
(1) bigel, the bisection method, (2) aigel, the accelerated bisection method, and (3) nigel, Newton’s method using the
accelerated bisection method to prepare its starter. Their details will be shown in Appendices C.3 through C.5, respectively.
The test program calls Bulirsch’s cel [16] in preparing the complete integrals, the Fortran code of which is found in [30].
To these subprograms, the test program provides two user-defined functions, gel and gel1. They return the value and
the first-order derivative of f (u) as listed in Tables C.7 and C.8, respectively. These cover the three examples given in
Section 3.
C.3. Bisection
Table C.9 gives bigel, a Fortran function to obtain the inversion of a general incomplete elliptic integral by bisection.
The function returns not u but ϕ directly. In the function, we conduct the bisection not in terms of u but ϕ, since it is more
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Table C.8
A sample Fortran function to return the first-order derivative of f (u).
real*8 function gel1(u,nc,mc,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1)
real*8 nc,mc,u,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1,n,m
integer icase
common /icase/icase
n=1.d0−nc;m=1.d0−mc
if(icase.EQ.1) then
gel1=B1+mc*D1
elseif(icase.EQ.2) then
gel1=1.d0+0.5d0*(1.d0+n*J1)
elseif(icase.EQ.3) then
gel1=((sn1*dn+sn*dn1)*cn−sn*dn*cn1)/(cn*cn)−m*B1
endif
return;end
Table C.9
Fortran function to return ϕ obtained by bisection.
real*8 function bigel(nc,mc,pTOL,fTOL,gel,B,D,J,sn,cn,dn,f)
implicit real*8 (a−h,j−z)
integer i
real*8 gel
parameter (PI=3.1415926535897932d0)
dp=0.5d0*PI;p=dp;p0=0.d0
B0=0.d0;D0=0.d0;J0=0.d0;sn0=0.d0;cn0=1.d0;dn0=1.d0
f0=gel(0.d0,nc,mc,B0,D0,J0,sn0,cn0,dn0)
do i=1,60
call elbdj(p,nc,mc,B,D,J)
u=B+D;sn=sin(p);cn=cos(p);dn=sqrt(cn*cn+mc*sn*sn)
f=gel(u,nc,mc,B,D,J,sn,cn,dn)
if(abs(p−p0).LT.pTOL.or.abs(f).lt.fTOL) then
if(abs(f).GT.abs(f0)) then
p=p0;B=B0;D=D0;J=J0;sn=sn0;cn=cn0;dn=dn0;f=f0
endif
bigel=p;return
endif
p0=p;B0=B;D0=D;J0=J;sn0=sn;cn0=cn;dn0=dn;f0=f;dp=dp*0.5d0
if(f.LT.0.d0) then
p=p+dp
else
p=p−dp
endif
enddo
write(*,*) ‘‘(bigel) No convergence’’
return;end
Table C.10
Fortran subroutine to provide B(ϕ|m),D(ϕ|m), and J(ϕ, n|m) by using
Carlson’s symmetric integrals.
subroutine elbdj(phi,nc,mc,B,D,J)
real*8 phi,nc,mc,B,D,J,sn,sn2,cn2,dn2,sn33,F,rf,rd,rj
sn=sin(phi);sn2=sn*sn;cn2=1.d0−sn2;dn2=cn2+mc*sn2;sn33=sn2*sn/3.d0
F=sn*rf(cn2,dn2,1.d0)
D=sn33*rd(cn2,dn2,1.d0)
J=sn33*rj(cn2,dn2,1.d0,cn2+nc*sn2)
B=F−D
return;end
suitable for the existing routines. It calls a subroutine elbdj to compute the incomplete elliptic integrals B(ϕ|m),D(ϕ|m),
and J(ϕ, n|m) as functions of ϕ [9]. Table C.10 shows its substitute program using Carlson’s rf, rd, and rj [5].
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Table C.11
Fortran function to return u obtained by accelerated bisection.
real*8 function aigel(nc,mc,cB,cD,cJ,uTOL,fTOL,gel,B,D,J,sn,cn,dn,f)
implicit real*8 (a−h,j−z)
integer i;real*8 gel
n=1.d0−nc;kc=sqrt(mc);m=1.d0−mc;h=n*nc*(mc−nc)
uL=0.d0;BL=0.d0;DL=0.d0;JL=0.d0;snL=0.d0;cnL=1.d0;dnL=1.d0
yL=0.d0;fL=gel(uL,nc,mc,BL,DL,JL,snL,cnL,dnL)
uU=cB+cD;BU=cB;DU=cD;JU=cJ;snU=1.d0;cnU=0.d0;dnU=kc
yU=1.d0;fU=gel(uU,nc,mc,BU,DU,JU,snU,cnU,dnU)
uH=uU;BH=BU;DH=DU;JH=JU;snH=snU;cnH=cnU;dnH=dnU
yH=yU;fH=fU
do i=1,60
uH=0.5d0*uH;y=yH;v=cnH*dnH;p=cnH+dnH;q=1.d0/(1.d0+cnH)
r=1.d0/(1.d0+dnH);xH=p*r;yH=yH*q*r;zH=p*q;W=yH*snH
cnH=sqrt(xH);snH=sqrt(yH);dnH=sqrt(zH);BH=0.5d0*(BH+W)
DH=0.5d0*(DH−W);t=W/(1.d0−n*(y−yH*v))
JH=0.5d0*(JH−uatan(t,h));u=uL+uH;xi=cnL*cnH;eta=snL*snH
zeta=dnL*dnH;nu=1.d0/(1.d0−m*yL*yH);cn=(xi−eta*zeta)*nu
sn=(snL*cnH*dnH+snH*cnL*dnL)*nu;dn=(zeta−m*eta*xi)*nu
x=cn*cn;y=sn*sn;z=dn*dn;W=eta*sn;B=BL+BH−W;D=DL+DH+W
t=W/(1.d0−n*(y−eta*cn*dn));J=JL+JH+uatan(t,h)
f=gel(u,nc,mc,B,D,J,sn,cn,dn)
if(f.LT.0.d0) then
uL=u;BL=B;DL=D;JL=J;snL=sn;cnL=cn;dnL=dn;yL=y;fL=f
else
uU=u;BU=B;DU=D;JU=J;snU=sn;cnU=cn;dnU=dn;yU=y;fU=f
endif
if(abs(uU−uL).LT.uTOL.or.abs(f).lt.fTOL) then
if(abs(fU).LT.abs(fL)) then
u=uU;B=BU;D=DU;J=JU;sn=snU;cn=cnU;dn=dnU;f=fU
else
u=uL;B=BL;D=DL;J=JL;sn=snL;cn=cnL;dn=dnL;f=fL
endif
aigel=u;return
endif
enddo
write(*,*) ‘‘(aigel) No convergence’’
return;end
Table C.12
Fortran function to return the normalized universal arctangent, T (t, h).
real*8 function uatan(t,h)
real*8 t,h,z,r,y,A3,A5,A7,A9
parameter (A3=1.d0/3.d0,A5=1.d0/5.d0,A7=1.d0/7.d0,A9=1.d0/9.d0)
z=−h*t*t
if(abs(z).lt.1.d−3) then
uatan=t*(1.d0+z*(A3+z*(A5+z*(A7+z*A9))))
elseif(z.lt.0.d0) then
r=sqrt(h);uatan=atan(r*t)/r
else
r=sqrt(−h);y=r*t;uatan=log((1.d0+y)/(1.d0−y))*0.5d0/r
endif
return;end
C.4. Accelerated bisection
Table C.11 lists aigel, a Fortran function to obtain the inversion of a general incomplete elliptic integral by accelerated
bisection. The subroutine calls a function named uatan. It computes T (t, h) defined by Eq. (A.19). In order to avoid a
loss of accuracy, we compute it by the Maclaurin series when |h| is sufficiently small, say less than 0.001, as listed in
Table C.12.
C.5. Newton’s method
Table C.13 illustrates nigel, a subroutine to invert a general incomplete elliptic integral by Newton’s method. The
subroutine calls three subprograms: aigel, sersdj, and uatan. The first and the third already appeared in Tables C.11 and
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Table C.13
Fortran function to return u obtained by Newton’s method using
accelerated bisection as the starter.
real*8 function nigel(nc,mc,cB,cD,cJ,uTOL,fTOL,gel,gel1,B,D,J,sn,cn,dn,f)
implicit real*8 (a−h,j−z)
integer i;external gel;real*8 aigel,gel,gel1
m=1.d0−mc;n=1.d0−nc;h=n*nc*(mc−nc)
u=aigel(nc,mc,cB,cD,cJ,0.2d0,fTOL,gel,B,D,J,sn,cn,dn,f)
x=cn*cn;y=sn*sn;z=dn*dn
do i=1,10
D1=y;B1=x;J1=y/(nc+n*x);cn1=−sn*dn;sn1=cn*dn;dn1=−m*sn*cn
f1=gel1(u,nc,mc,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1)
v=−f/f1;u=u+v
call sersdj(v,n,m,snv,Dv,Jv)
yv=snv*snv;xv=1.d0−yv;zv=1.d0−m*yv;cnv=sqrt(xv);dnv=sqrt(zv)
Bv=v−Dv;xi=cn*cnv;eta=sn*snv;zeta=dn*dnv
nu=1.d0/(1.d0−m*y*yv);cn=(xi−eta*zeta)*nu
sn=(sn*cnv*dnv+snv*sn1)*nu;dn=(zeta−m*eta*xi)*nu
x=cn*cn;y=sn*sn;z=dn*dn;W=eta*sn;B=B+Bv−W;D=D+Dv+W
t=W/(1.d0−n*(y−eta*cn*dn));J=J+Jv+uatan(t,h)
f=gel(u,nc,mc,B,D,J,sn,cn,dn)
if(v*v.LT.uTOL.or.abs(f).LT.fTOL) then
nigel=u;return
endif
enddo
write(*,*) ‘‘(nigel) No convergence’’
return; end
Table C.14
Fortran subroutine to evaluate sn(u|m),Du(u|m), and Ju(u, n|m) by their Maclaurin series with respect to u.
subroutine sersdj(u,n,m,sn,D,J)
implicit real*8 (a−z)
parameter (A1=1.d0/6.d0,A2=1.d0/120.d0,A3=1.d0/5040.d0)
parameter (B1=1.d0/3.d0,B2=1.d0/15.d0,B3=1.d0/315.d0)
parameter (A4=1.d0/362880.d0,A5=1.d0/39916800.d0)
parameter (B4=1.d0/2835.d0,B5=1.d0/155925.d0)
parameter (A6=1.d0/6227020800.d0,B6=1.d0/6080175.d0)
n2=n*n;n3=n2*n;n4=n2*n2;m2=m*m;m3=m2*m;m4=m2*m2
m5=m3*m2;m6=m3*m3;mp=1.d0+m;m2p=1.d0+m2;m3p=1.d0+m3
m4p=1.d0+m4;m5p=1.d0+m5;m6p=1.d0+m6;mm2=m+m2
mm3=m+m3;mm4=m+m4;mm5=m+m5;m2m3=m2+m3;m2m4=m2+m4
S1=A1*mp;S2=A2*(m2p+14.d0*m);S3=A3*(m3p+135.d0*mm2)
S4=A4*(m4p+1228.d0*mm3+5478.d0*m2)
S5=A5*(m5p+11069.d0*mm4+165826.d0*m2m3)
S6=A6*(m6p+99642.d0*mm5+4494351.d0*m2m4+13180268.d0*m3)
D2=B2*mp;D3=B3*(2.d0*m2p+13.d0*m);D4=B4*(m3p+30.d0*mm2)
D5=B5*(2.d0*m4p+251.d0*mm3+876.d0*m2)
D6=B6*(2.d0*m5p+1018.d0*mm4+9902.d0*m2m3)
J2=B2*3.d0;J3=B3*(30.d0*mp−45.d0*n)
J4=B4*(63.d0*m2p+252.d0*m−315.d0*mp*n+315.d0*n2)
J5=B5*(510.d0*m3p+5850.d0*mm2−(6615.d0*m2p+21735.d0*m)*n+18900.d0*mp*n2−14175.d0*n3)
J6=B6*(2046.d0*m4p+59268.d0*mm3+158103.d0*m2
−(63360.d0*m3p+497475.d0*mm2)*n+(395010.d0*m2p
+1164240.d0*m)*n2−779625.d0*mp*n3+467775.d0*n4)
u2=u*u;u3=u2*u;u5=u3*u2
sn=u*(1.d0−u2*(S1−u2*(S2−u2*(S3−u2*(S4−u2*(S5−u2*S6))))))
D=u3*(B1−u2*(D2−u2*(D3−u2*(D4−u2*(D5−u2*D6)))))
J=D+n*u5*(J2−u2*(J3−u2*(J4−u2*(J5−u2*J6))))
return;end
C.12, respectively. Meanwhile, the second returns the values of sn(u|m),Du(u|m), and Ju(u, n|m) by using their Maclaurin
series expansion given in Eqs. (A.23) and (A.24). The subroutinesersdj listed in Table C.14 provides the full double precision
results when |u| < 0.1. See Table A.5.
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