Abstract-Although people usually contact a surface with some area rather than a point, most haptic devices allow a user to interact with a virtual object at one point at a time and likewise most haptic rendering algorithms deal with such situations only. In a palpation procedure, medical doctors push and rub the organ's surface, and are provided the sensation of distributed pressure and contact force (reflecting force) for discerning doubtable areas of the organ. In this paper, we suggest real-time area-based haptic rendering to describe distributed pressure and contact force simultaneously, and present a haptic interface system to generate surface properties in accordance with the haptic rendering algorithm. We represent the haptic model using the shape-retaining chain link (S-chain) framework for a fast and stable computation of the contact force and distributed pressure from a volumetric virtual object. In addition, we developed a compact pin-array-type tactile display unit and attached it to the PHANToM TM haptic device to complement each other. For the evaluation, experiments were conducted with non-homogenous volumetric cubic objects consisting of approximately 500 000 volume elements. The experimental results show that compared to the point contact, the area contact provides the user with more precise perception of the shape and softness of the object's composition, and that our proposed system satisfies the real-time and realism constraints to be useful for a virtual reality application.
INTRODUCTION
Visualization at large is the process of converting data into a form that can be easily perceived by a human. While visual information is the most dominant sensory input for perceiving an object, touch feedback provides the main perception of presence. Haptic rendering of hard objects starts with collision detection between the virtual object and the probe of a haptic device, and allows users to understand the shape and the heaviness of the object. Haptic rendering of soft objects, on the other hand, requires not only collision detection, but also computation of the deformation of an object and enables users to grasp the material properties of the object.
Generally, a human perceives and manipulates objects using two kinds of haptic information: kinesthetic and tactile information. While tactile information refers to sensory data obtained through receptors of the skin, kinesthetic information is sensory data obtained from receptors of joints, muscles, ligaments, etc. A human understands the stiffness of an object through kinesthetic feedback and discerns the texture of an object through tactile information. Haptic rendering methods have focused on conveying the kinesthetic information to users because the probe of a haptic device has been modeled as a point, which is known as the haptic interface point (HIP). Since the point-contact approach provides simple and general haptic interaction methodology in the form of force reflection, it does not represent the distributed pressure (tactile information) that occurs between the surface and skin. Tactile information is obtained through tactile receptors that are distributed on the human skin. In order to provide tactile information coupled with kinesthetic information to users, it is necessary to consider a new haptic rendering method that makes users feel the haptic sense at an area of a human finger, not at a single point.
Tactile and kinesthetic information are computed and generated by haptic rendering methods, and conveyed to users through haptic devices. Although physiological and psychological studies have led to the development of sensitive haptic devices, research on tactile devices has been lagging behind studies associated with kinesthetic devices. Recent understanding of the function and the role of mechanoreceptors brought about tactile devices that provide tactual feeling to users. However, previous tactile display devices have been too bulky and heavy to be integrated into conventional haptic devices or sometimes involve user discomfort and even pain. In this paper, we develop a compact tactile display unit that provides the distributed pressure for a finger pad and integrates it with a conventional haptic device for transferring both distributed pressure and reflecting force to users, simultaneously. Our tactile display unit is designed to be attached to the gimbal of the PHANToM TM . The unit is comprised of a pin array and piezoelectric bimorphs for providing distributed normal stimuli. Each piezoelectric bimorph has a displacement of larger than 1 mm and a low operating input voltage (60 V). In addition, its response time is of the sub-millisecond order and it can provide a force up to 0.5 N.
We apply our integrated haptic system to a palpation simulator. Palpation is a diagnosis method to examine or explore the state of organs or tissues underneath by touching the surface of a body. Through the palpation method, medical doctors estimate the size, location and shape of abnormal tissues inside a human body. In palpation simulators, we must consider a volumetric model that has internal information of a target object. However, up to now, the main type of target object for palpation simulators has been a layered surface model [1 -4] because it is difficult to compute feedback force from the volumetric model within a much shorter update. In order to compute the deformation of a volumetric object and its feedback force in real-time, we have proposed a fast volume haptic rendering method based on the shape-retaining chain link (S-chain) model [5] . In this paper, a virtual object is represented by the S-chain model for real-time simulation.
Non-homogeneous virtual objects of size 80 × 80 × 80 are haptically rendered by our haptic rendering method based on the S-chain model and haptic information is conveyed to a user through our integrated haptic device system. The efficiency of the proposed scheme is shown to be more realistic by haptic performance tests. Furthermore, the haptic performance is shown to be fast and stable. The outcomes of this research can have a powerful impact on the development of haptic medical simulators.
RELATED WORK
It is necessary to consider a volumetric haptic model and real-time force computation method to distinguish between soft portions and hard portions in an object by touching. Balaniuk et al. [6, 7] presented a new modeling method for deformable objects in order to meet the computational requirements for volumetric objects. Their method can calculate feedback forces and display animation in realtime. Jansson and Vergeest [8] exploited a molecular model for deformable bodies. This model is fundamentally based on inter-atomic interactions. Mollemans et al. [9] developed a tetrahedral mass-spring model for the fast deformation of soft tissue. To achieve fast calculations, they took advantage of the fact that the most deformations occur locally. They constructed a simulator using their model. They created the object which consists of 1402 nodes and 6387 tetrahedra. Mohr et al. [10] developed a volume modeling method for myocardial deformation. In this research, the deformation model is based on a mass-spring model parameterized by a continuum mechanics deformation model. Their experiment was conducted with a cylinder model of size 21 × 21 × 21 (9261 volume elements).
For constructing realistic palpation simulators, we must consider a high-resolution volumetric model and real-time feedback force computation method. However, with these methods, it is difficult to simulate the haptic behavior of a high-resolution volumetric object consisting of hundreds of thousands of volume elements in realtime. To compute the deformation of the high-resolution volumetric object and its force calculation in real-time, we proposed a fast volume haptic rendering method based on the S-chain model [5] . In Ref. [5] , haptic simulation was conducted with a virtual object consisting of about 500 000 volume elements and a human liver model of a comparable resolution obtained from computed tomography data in real-time.
For realistic palpation simulators, tactile information coupled with kinesthetic information should be provided. However, most simulators focused on laparoscopic simulators because they provide only kinesthetic feedback to users. To transfer the tactile information to a user, many tactile devices have been developed. Shimojo et al. [11] conducted research on the effects of the gap between pins and shape in tactile sensation using a specific device which can generate an exact shape when a specific object is inserted under the device. Asamura [12] used a method to generate vibrotactile stimulation and pressure distribution separately using mechanoreceptor characteristics. Hayward and Cruz-Hernandez [13] focused on the tactile sensation of lateral skin stretch and suggested a tactile display device for stimulating a small displacement of distributed lateral skin stretching up to several kilohertz, but not for the normal stimulation of pressure distribution. Konyo et al. [14] used an electroactive polymer for the mechanical stimulation actuators. They proposed a tactile device to express the fine touch of a cloth surface using vibration rates of up to 100 Hz. The stiffness of the soft high polymer gel, however, was so low that it could not display the intensive stimulation of the virtual texture. Some research has been conducted on electrical tactile display devices because of their advantages over mechanical tactile display devices. Poletto and Doren [15] developed a highvoltage electrocutaneous stimulator with small electrodes. Kajimoto et al. [16] modeled a nerve axon model based on the properties of human skin, and proposed an electrocutaneous display using anodic and cathodic current stimulation; however, these tactile display devices sometimes involve user discomfort and even pain. Feller et al. [17] investigated the effect of force feedback on telemanipulated palpation system. The PHANToM TM haptic device and their own tactile display were used together to explore the environment; however, since the tactile display was too big and heavy to be integrated into the haptic device, the force and the tactile information were conveyed to each hand, respectively. Ikei et al. [19] developed a compact tactile display termed the 'Texture Explorer'. This 2 × 5 flat pin array is composed of piezoelectric actuators and operates at a fixed frequency (approx. 250 Hz) with a maximum amplitude of 22 µm. Although it shows an acceptable performance to simulate several patterns, the mentioned tactile displays may not result in sufficiently deep skin indentation. Methil et al. [20] suggested a robotic device with haptic, tactile and ultrasound capabilities, which can acquire and render information of breast pathology. They used an electrotactile display for the tactile pattern identification. However, despite work investigating user performance on cues delivered by electrotactile stimuli, it remains unclear whether this method is capable of displaying the full range of stimuli achievable by presenting an array of normal forces. In the paper we adopted a pin-array-based tactile display providing normal force with a wide range of normal displacement capability.
Although most surgeons believe that minimally invasive surgery, e.g., laparoscopic surgery, eliminates tactile sensation, Bholat et al. [18] found that surgery instruments provide the surgeon with haptic feedback, i.e., shape, texture and consistency. In this paper, we present an area-based haptic rendering method, and in-tegrated tactile and kinesthetic display systems for providing kinesthetic force and distributed pressure simultaneously.
AREA-BASED HAPTIC RENDERING

Area-based haptic rendering for a palpation simulator
In point-based approach, the interaction between a user and virtual environment occurs at only a single point (Fig. 1a) . This single-point interaction method does not generate distributed pressure. In palpation, the portion interacting with real tissues or organs is not a point, but rather several points as shown in Fig. 1b . A human can perceive the texture and material property of an object by obtaining distributed pressure and kinesthetic force at the same time. By integrating them, he/she grasps the state of the tissue and distinguishes abnormal portions from normal portions. In this section, we propose a new haptic rendering method called areabased haptic rendering that provides both distributed pressure (tactile information) and kinesthetic force at the same time to users. In area-based haptic rendering, we model the probe of a haptic device as an area as shown in Fig. 1b . We call this area the haptic interface area (HIA). A user can feel a virtual object realistically with area-based haptic rendering as if he/she touches a real object with his/her finger. Figure 1b shows the situation in which a user interacts with a virtual object using a haptic device at several points simultaneously.
One of the dominant factors to detect a doubtable portion by palpation is distributed pressure on the finger pad. Figure 2a shows a cross-sectional view of palpating the surface of an organ containing a hard portion. When a finger passes on the surface containing the portion, the hardness and the asymmetric distributed pressure are transmitted to the finger. Figure 2b shows a conceptual drawing for the concurrent feedback of tactile feeling and feedback force. A tactile display provides the distributed pressure on a finger pad and a kinesthetic force feedback device, e.g., the PHANToM TM , provides the softness of the organ to the hand. If the tactile display is made small and light enough to attach to the end of the force feedback device, the haptic rendering based on HIA can be realized.
In order to realize the above-mentioned scheme in a volume rendered virtual environment, let us consider an orthogonal cross-sectional view of a non-homogeneous deformable object that interacts with a haptic device at an area (not a single point) as shown in Fig. 3 . This contact area includes four nodes (n 1 , n 2 , n 3 and n 4 ). The left two nodes (n 1 and n 2 ) are included in the soft portion and the right two nodes (n 3 and n 4 ) are included in the hard portion. Small black circles are interaction nodes with a user's finger pad. The forces (f 1 , f 2 , f 3 and f 4 ) generated at the nodes are calculated with a haptic model (a mass-spring model, a finite element method (FEM) or the S-chain model) and they become elements for constructing distributed pressure. This distributed pressure is conveyed to a user's finger pad during palpating an object surface. It is used to make the shape of the user's finger pad and is utilized tactile information.
Let n i be the ith node and let f i be the force at n i . Distributed pressure consists of the forces at nodes (n i ). When a user touches an object, the forces in the harder potion are greater than the forces in the soft potion. These forces (the forces at contact nodes) are proportional to the amount of deformation of a user's finger pad. In a tactile display, force (f i ) at each contact node must be transformed into each pin's stroke that is used to make the shape of a user's finger pad. The strokes of the pins are proportional to the stiffness of an object and user's penetration depth (X p ). The strokes are computed by multiplying force at each contact node by the scaling factor (α) as (1) . In (1), s i is the stroke of the ith pin in a tactile display. Consider the case when a human finger presses a target object in order to determine the scaling factor (α).
Many researchers [21] use a spring model or FEM in order to represent a deformable finger pad. Therefore, we modeled the human's finger pad as a spring. Figure 4 shows a representative model when a human operator interacts with an object. In Fig. 4 , K o and k s are the stiffness value of the target object and the human finger, respectively. For obtaining the realistic behavior of the target object, a human finger must be modeled with a FEM. However, due to a computational burden, we assumed that the human finger is modeled as a simple spring. In this model, the force at each contact node can be computed by (2) . From (1) and (2), α can be expressed (3). α is a constant. Figure 5 shows the control loop of our system. In Fig. 5 , X p is the penetration depth into a target object. In the first loop, s i is zero. When a user provides an input (s i + X p ) to the target object, forces at contact nodes and the scaling factor (α) are calculated by a haptic model and (3), respectively. After obtaining α, the strokes of pins are calculated using (1) . Total force (kinesthetic force, F ) at contact nodes is computed by the sum of the forces at n i . The total force (F ) and the strokes of pins (s i ) are transferred to the PHANToM TM haptic device and our tactile display, respectively. Due to the kinesthetic force and distributed pressure, users can perceive a target object and can distinguish the hard portions from the softer ones. In general, palpation follows this kind of tactual sensing procedure. In this section, we presented our new haptic rendering method (area-based haptic rendering), which enables users to obtain both distributed pressure and kinesthetic feeling. We assume that the human finger pad has a flat shape and is not deformed because users interact with objects after their finger pad contacts with a tactile display having a flat surface.
S-chain model
The proposed haptic rendering method (area-based haptic rendering) in the previous section can be constructed with a lot of haptic models. However, it is not easy to haptically render deformable objects within a haptic update time (about 1 ms) because of the computational burden. Previously, we developed a new real-time model (the S-chain model) in order to handle volumetric deformable objects [5] . Our own force computing method with a spring-cylinder representation is adopted for real-time haptic rendering. In our model, for real-time computation, we assumed that the deformation of a target object follows the movement of chain elements. By this assumption, Poisson's ratio becomes zero (lateral strain is zero). However, in disregard of our assumption, the haptic quality of our model is not inferior as compared with that of a conventional model.
Without loss of generality, a one-dimensional (1-D) case is presented for an easier discussion of the model. The 2-D and 3-D cases are the natural extension of the 1-D case because Possion's ratio is zero (as described in our previous work [5] ). the first bracketed term is the sum of forces from the stretched nodes and the second bracketed term is the sum of forces from the compressed nodes in each chain. For further information, refer to our previous research result [5] .
where mce is the moving chain element, (k x ) p and (k y ) p are coefficients of the spring that is connected between the pth and the (p − 1)th mces, in a x-chain and a y-chain, respectively, X max p and Y max p are maximum stretch limits of the pth mce in the x-direction and y-direction, respectively, X min q and Y min q are minimum compress limits of the qth mce in the x-direction and y-direction, respectively, s x and s y are total numbers of mces that stretched in the x-axis and y-axis, respectively, q max is the total number of mces in the x-axis, m max is the total number of mces in the y-axis, and X s x and Y s y are displacements of the s x th mce in the x-direction and y-direction, respectively.
SYSTEM ARCHITECTURE
An integrated haptic display system
In order to implement a new system which provides both kinesthetic feedback and tactile feedback simultaneously, we derived the requirement for developing a compact tactile display unit [24] . The tactile display unit and fixture were modified to be attached to the gimbal of the PHANToM TM . The unit is comprised of a pin array and piezoelectric bimorphs for normal stimulation (Fig. 7) . Each piezoelectric bimorph has a displacement larger than 1 mm and a low operating input voltage (60 V). In addition, its response time is on the millisecond order and it can provide force up to 0.5 N. Srinivasan has studied these skin mechanics and we could find the perceivable condition of stimulus [22] . The specifications of the tactile stimulator with piezoelectric bimorphs were verified to meet those requirements. We also experimentally confirmed that the actuator does not deflect by normal rubbing on the surface to sense the texture.
Johnson addressed that the modulation of SA 1 firing rates beginning at 0.5 mm wide gaps parallels closely the human psychometric function for discriminating grating orientation [23] . From his study, we decided the diameter of pins and pin spacing. Piezoelectric bimorphs are clamped with 1 mm spacing and the 6 × 8 pin array is attached to the tip of each bimorph. The pin spacing is 1-1.5 mm and the diameter of each pin is 0.5 or 0.7 mm, enabling the display of a texture 8 mm wide. The size of the tactile display unit is approximately 50 × 14 × 18 mm and the weight is lower than 30 g. Figure 8 shows an integrated haptic interface system that was implemented for the palpation simulator. The user grasps the tactile display unit which is connected to the force feedback device and puts his or her index finder on the pin array part.
Software architecture
The haptic and graphic simulation programs were written in the form of a multithreading technique, which enabled the haptic loop to run with the graphic loop at the same time and caused optimal usage of the CPU capability as shown in Fig. 9 . The multi-threading technique is quite useful in achieving real-time performance and stable haptic interaction. The haptic and the graphic threads share the same databases that have the information of the object. Our system includes a 3-D virtual model represented by the S-chain model for the real-time performance and the PHANToM TM haptic device with tactile display for providing a sense of touch of the virtual object. The experiments were conducted with a PC (1 GHz Pentium III processor) with high-performance 3-D graphic accelerators for visualization of the volumetric deformable object.
We depict the software component and flow in Fig. 9 . If a user moves a haptic device ( 1 ! in Fig. 9 ), the position information is transferred to the virtual environment ( 2 ! in Fig. 9 ) and then a virtual object in the virtual environment is deformed according to the position input ( 3 ! in Fig. 9 ). After that the feedback force and the distributed pressure are calculated with reference to the material properties of the object ( 4 ! in Fig. 9 ) and are provided to the user via the haptic device integrated with the tactile display ( 6 ! in Fig. 9 ). Figure 10 shows the block diagram for kinesthetic-tactile display. The tactile display includes piezoelectric bimorphs for expressing distributed pressure, a bimorph driver and a controller for control of the pins' stroke. This integrated haptic display system can provide both kinesthetic force and distributed pressure at the same time to a user.
EMPIRICAL STUDY ON EFFECTIVENESS OF THE PROPOSED PALPATION SIMULATOR
Experimental method
The proposed algorithm was applied to 3-D cubic volumetric objects consisting of about 500 000 nodes. In our experiment, we set the nodes on the bottom surface of the object as the constraint nodes and assume the shape of HIA is square. Figure 11 shows the graphical result of a 3-D virtual object when the position input is given at the upper part. Figure 11 shows the pulling case (left) and the pushing case (right). In order to compare the effectiveness of our proposed method with the point-based method in a palpation simulator, we performed a set of experiments with 20 human subjects to show that the subjects can distinguish hard portions from the softer ones using our approach. Experiments were performed to show that our area-based haptic rendering with tactile feedback enables a user to find the position and size of hard portions in the soft object. Six of 20 subjects were female and the rest of the subjects were male. Each subject felt the sense of touch with a virtual object during a 10-min period in order to become familiar with our virtual environment. After this basic training, the subjects interacted with two 3-D cubic objects represented by the proposed algorithm. In this experiment, the subjects were asked that they relied on only reflective haptic stimuli for discriminating the doubtable area while they explored the surface with only the intention of pushing the surface without grabbing the tactile display. At first, they explored the object with point-based haptic rendering and then explored the object with area-based haptic rendering with tactile feedback. In our experiments, the soft portions are considered as normal human organ tissue and the hard portions are considered as tumors. The participants held the device in the same manner for fair experimentation and evaluation. Five questions were asked to the 20 subjects in the experiments. The questions were as follows:
(i) Did you find the hard portions (tumors) in this object?
(ii) How many tumors are there in the object? (iii) Draw the positions and sizes of the tumors that you have found (iv) Could you naturally explore the object without any endeavor or unreasonableness during finding the tumors? (v) Could you intuitively and easily find the tumors in the object using the proposed simulator? Four tumors of different sizes were disposed inside of the object as shown in Fig. 12 . Each tumor was located in the depth of 10 voxels from the object's surface. We set the stiffness of the hard and soft portions as 800 and 1600 N/m, respectively. Figure 13 shows the projection view of the object. In the experiments, the size of the unit is set as 1 mm because spacing between pins in the tactile display is 1 mm. For this test, the subjects were informed that the number of tumors ranged from zero to four. The locations, sizes, and shapes of the tumors (colored in gray) are depicted in Figs 14 and 15 . Human subjects explored the object with point-based haptic rendering and then they explored the other object with area-based haptic rendering. If the subjects explored of the same object twice, they knew the information of the object on the second try. Thus, we rotate the tumor positions on the second try as shown in Fig. 13b . 
Experimental results and analysis
In the experiment using point-based haptic rendering, all human subjects found tumors 1 and 2. However, eight out of 20 subjects could identify tumor 3 and only one person could find tumor 4. Figure 14 shows representative pictures drawn by the subjects when the point-based haptic rendering was applied. It is difficult to find tumor 3 because the position of tumor 3 is close to that of tumor 2. If the subjects push the soft portion between tumor 2 and tumor 3, they feel the larger force at the interaction point than the other soft portion. The reason is that the effect of tumors 2 and 3 gradually increases according to the increase of human subject input at the soft portion between tumors 2 and 3. Therefore, tumors 2 and 3 appear to be one big tumor because of touch illusion. It is not easy to find tumor 4 because its size is rather small.
All human subjects were able to locate tumors 1, 2, and 3 with the haptic information rendered by our area-based haptic rendering. Twelve out of 20 subjects could also find tumor 4 with area-based haptic rendering. Figure 15 shows representative pictures drawn by the subjects when area-based haptic rendering is applied. When the subjects pushed or pulled the portion between tumor 2 and tumor 3, they could easily distinguish tumors 2 and 3 (hard portions) from softer ones because of the distributed pressure (tactile feeling). The mean number of tumors that the subjects found was 2.45 (61.25%) with point-based haptic rendering, whereas the mean number was 3.6 (90.0%) with area-based haptic rendering. Therefore, our area-based haptic rendering increases the ability to distinguish hard portions from the softer ones.
In palpation, it is important to find not only the number of tumors, but also the location of the tumors. In order to determine position accuracy, we computed a position error (10) between a tumor's position placed in the object and a tumor's position that the subjects found. In (10) , d means the position error between a tumor's position placed in the object and a tumor's position that the subjects found, and d max means the distance (in node units) between a tumor's position placed in the object and the furthest position that the subjects can draw. A position error is calculated about tumors 1 and 2 in the case of point-based haptic rendering because tumors 3 and 4 were not found by all subjects. In the case of area-based haptic rendering, a position error is computed about tumors 1, 2 and 3 because tumor 4 was not found by all subjects. Table 1 shows the result of the position error.
Tumors 1 and 2 were found in the error range of 10.4 and 16.1% with point-based haptic rendering, respectively. Tumors 1 and 2 were found in the error range of 5.1 and 9.4% with area-based haptic rendering, respectively. Tumor 3 was also found in the error range of 5.9% with area-based haptic rendering. From these results, our proposed haptic rendering is a more accurate method than point-based haptic rendering to find the portions that have different material properties in the object. In palpation, the size of tumors is also an important factor. To investigate precision in the size of the detected tumors, we compared the size error between the size of tumor placed in the object and that of the tumors that the subjects found using (11) . In (11) , S i means the size of the ith tumor and S hi means the size of the ith tumor that the subjects drew. Table 2 shows the result of the size error. The size error was calculated about tumors 1 and 2 in the case of point-based haptic rendering, and about tumors 1, 2 and 3 in the case of area-based haptic rendering, like the case position error. Tumors 1 and 2 were found in the error range of 33.8 and 30.9% with point-based haptic rendering, respectively. Tumors 1 and 2 were found in the error range of 11.4 and 10.3% with area-based haptic rendering, respectively. Tumor 3 was also found in the error range of 14.0% with area-based haptic rendering. From these results, our proposed haptic rendering method is a more efficient method than point-based haptic rendering to find the portions that have different material properties in the object. Figure 16 shows the error results about the point-based haptic rendering (colored in gray) and the area-based haptic rendering. Figure 16a and 16b shows the results of the position error and size error, respectively. The vertical axis of Fig. 16 shows the error percentage and the horizontal axis shows the tumor number. When the human subjects drew the position and the size of the tumors on the paper, the position and the size of the tumor depicted by the subjects were different from those of the tumor felt by them in the virtual environment. This effect is the dominant error factor.
CONCLUSION AND FUTURE WORKS
This paper developed a real-time area-based haptic rendering approach for the palpation simulator that provides distributed pressure and force feedback to a user simultaneously in the volumetric deformable environment. Even though the point-based haptic rendering approach is a powerful teaching methodology to train residents how to perform diagnosis or surgery, it is not proper to apply point-based haptic rendering to palpation simulators. Since the distributed pressure and the contact force (reflecting force) must be incorporated into a palpation simulator to provide a realistic feeling, we investigated an adequate haptic rendering algorithm and a related physical interface. For realizing a realistic palpation simulator, this paper suggested an area-based haptic feedback scheme that enables users to feel the size, location and shape of abnormal tissues inside human body by touching the tissues. A 3-D volumetric model plays a key role in palpation simulators because medical doctors want to examine the internal features of the human body by touching it with their hands. In order to haptically render the volumetric deformable object in real-time, a volumetric object was represented by the S-chain model. This paper makes the following contributions to area-based haptic rendering: (i) describing a haptic rendering method that conveys the distributed pressure to the user's finger pad, (ii) suggesting an interface that provides distributed pressure and contact force simultaneously, and (iii) applying the proposed force and tactile feedback method to a volumetric deformable object. The experimental results show that the area-based haptic rendering method has excellent potential for identifying, recognizing and classifying target objects by touch. If our area-based haptic rendering method and haptic interface system are incorporated into a lot of haptic simulators (especially palpation simulators), users will be provided with immersive and realistic feeling in accordance with their manipulation of target objects.
It is obvious that the proposed scheme combining force feedback and tactile feedback in this paper could be effective. However, since the tactile display in Section 3 only controls columns independently, exploring in the y dimension is a different interaction modality than exploring in the x direction. In order to make up this discrepancy, a planar distributed tactile display has been developed [25] . Figure 17 shows the apparatus that has five rows and six columns of pins (tactors) on 1.8 mm centers. The pin (diameter = 0.7 mm) attached to each actuator gives a normal deflection in response to electrically induced bending of the bimorph. The size of the cover case is 40 × 20 × 23 mm. The 30 stacked actuators are piezoelectric bimorphs. As our future work, this tactile display will be attached to a force feedback device, and the more innovative and efficient algorithm will be applied using the integrated system. 
