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ABSTRACT 
We determine the extreme points and exposed points of the convex set of positive 
semidefinite operators less than a given positive semidefinite operator A on a finite 
dimensional space. The extreme and exposed points are the same, and are obtained by 
shorting the operator A to all subspaces of the space on which it is defined. The 
extreme and exposed subsets are the intervals between the shorted operators corre- 
sponding to two subspaces, one contained in the other. 
In this paper we determine extreme and exposed points of the set of 
positive semidefinite operators less than a given operator A. A recent paper 
of Shapiro has discussed programs on this set [12]; hopefully the results 
proved here will be useful in studying these programs and their applications. 
The extreme points of this set have been determined, using different meth- 
ods, by Eriksson and Leutwiler [9]; we will give new results about the 
extreme points, and in particular prove that, in the finite dimensional case, all 
these extreme points are also exposed. 
We consider operators on a finite-dimensional, real or complex, Hilbert 
space X’. For vectors x and y E S’, we denote the inner product by ix, y). 
The operators on &’ we consider will be bounded, linear, and Hermitian. 
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The operator A is said to be positive semidefinite if (Ax, x) > 0 for all 
vectors r. For operators A and B we write A > B if A - B is positive 
semidefinite. 
The set of Hermitian operators on the Hilbert Space &“ is a real vector 
space, whether 2 itself is a real or complex space. If %’ is n-dimensional, 
then the space of Hermitian operators has dimension n2 if .# is complex and 
dimension n( n + 1)/2 if 3 is real [lo]. 
For a positive semidefinite operator A and a subspace 9, we define the 
set d(A, 9) by 
A(A,Y)= {xIo~XgA,Range(X)C~}. 
If 9 is the whole space we use the notation &(A). The .M( A) is the convex 
set we will study. 
We note that if A and B are positive semidefinite operators with A < B, 
then an operator X satisfies A < X < B if and only if 0 < X - A < B - A. 
Thus our results apply, with obvious changes of notation, to sets of the form 
{ X ) A < X < B }. We call such a set an o,kmtor interval. 
First we recall some familiar results about M(A, 9’). 
LEMMA 1. The set J( A, 9’) has a supremum, called 
operator of A, and denoted by 9(A). The shorted operator 
following properties: 
the shorted 
satisfies the 
(a) Range( 9( A)) = Range(A) n Y. 
(b) Range(A-SP(A))nY=O. 
(c) %,A) is the unique positive semidefinite operator satisfying (a) and 
(b). 
(d) Zf 9 and ~7 are subspaces, then Y( Y( A)) = (Y n F)(A). 
(e) Range( A - S“(A)) = A( 9 ’ ). 
Parts (a) through (d) are proved in [l] and [2]. Part (e) is obvious from the 
matrix representation of the shorted operator, given below. The shorted 
operator is also called the Schur complement; a comprehensive discussion is 
given in [7], and some applications are given in [6]. 
The operators A and Y(A) may be written as partitioned matrices 
All Al2 
A=A [ A, 1 - Y(A) 0 = A,, A,sA&A,, 21 22 0 0 1 ’ 
where the first block of the partition corresponds to the subspace 9, the 
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second block to Y ‘, and + denotes the Moore-Penrose generalized inverse 
[l, 6, 71. This form is useful for computations, but we will not need it for any 
of the proofs to follow. 
For a convex set C in a vector space, a point x E C is called an extreme 
point if x cannot be written as a convex combination of other points of C. 
The point x is called an exposed point if there is a linear functional on C 
which takes its maximum on C only at the point x. An exposed point is 
necessarily an extreme point, but the converse need not hold. An etireme 
subset F is a convex subset of C such that if x E F, and x = X y + (1 - X )z 
with 0 < X < 1, and y, z E C, then y, f; E F. An exposed subset F is a subset 
of C such that some linear functional assumes its maximum over C exactly on 
the set F [13]. 
THEOREM 2. The set .M( A, Y) is a convex set. 
Proof. Let X and Y be operators in A( A, y). For a real number A, 
0 < X < 1, let Z = XX +(l - x)Y. Th en Range( Z ) c Y also. For any vec- 
tor a, 
<X(Au,u)+(l-X)(Au,a)=(Aa,a). 
Therefore Z < A, and thus Z E d(A, 9’). Therefore A(A, y) is a convex 
set. n 
THEOREM 3. For every subspuce Y c 2, the operator P’(A) is an 
extreme point of A(A). 
Proof. Consider a decomposition Y(A) = hA, + (1 - X)A,, where 0 < 
X < 1 and A,, A, E A(A). Since Range(Y(A)) c Y, Range(A,) c 9, and 
A, < 9’(A). Similarly, A, < 9(A). Suppose now that there is a vector x 
such that (9’(A)x, x) > (Arx, x). Then 
(9’(A)x,x)=h(9’(A)x,x)+(l-X)(cY’(A)x,x) 
> X(A,x, x) + (1- X)(A,x, x) 
=([hA,+(l-X)A,]x,x)=(9(A)x,x), 
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which is a contradiction. Therefore Y(A) = A r = A, and the decomposition 
is trivial. Hence Y(A) is an extreme point of A(A). n 
THEOREM 4. Each extreme point of d(A) is of the form Y(A) for 
sums subspace Y. 
Proof. Let A, be an operator in A(A), and let Y be the range of A,. 
Then A, < 9(A). If A, f Y(A), there is a vector x such that 0 < (A,r, x) 
< (Ax, x). Let P be the projection onto the subspace spanned by x. Then 
there is a real number p > 0 such that 0 < A, - PP Q A, Q A, + PP Q A [8]. 
But then A, =$(A,-pP)+i(Al+pP) and thus A, is not an extreme 
point of uK( A). n 
THEOREM 5. Zf the Hilbert space 3’ is ndimensionul, then any operator 
X in A( A) can be expressed as a convex combination of at most n + 1 
extreme points. 
Proof. Let 9’ = Range(X). If X = Y(A), then X is already an extreme 
point. Otherwise let X be the largest real number such that XS“( A) < X. By 
Lemma 1 h > 0, and since X < Y’(A), h < 1. A matrix X’ may then be 
defined by X = XY(A)+(l - X)X’. From X < Y(A) it follows that X’< 
Y(A); moreover, by the definition of X, rank(X’) < rank(X). The argument 
may be repeated on X’, and finishes in at most n + 1 steps with an X’ which 
is an extreme point; this final X’ may well be 0. n 
We note that this bound of n + 1 terms is substantially smaller than the 
bound furnished by Caratheoroty’s theorem [ 11, 131. 
THEOREM 6. Let F be a nonempty extreme subset of A(A). Then there 
are subspaces 9’ c .T such that F is the operator interval {X 1 Y(A) < X < 
y(A)]. 
Proof. Consider an operator X E F. Let Range(X) = 93’. As in the proof 
of Theorem 5, let X = XS'(A)+(l - X)X’ for some 0 < h Q 1. By definition 
of extreme subset, .%‘(A) E F. 
Continuing with the same X, let Range(%‘(A) - X) = .%‘r, and let 
Range( .%‘( A) - .%‘i( A)) = Y. Then 9(A) = W,(A) + w(A). From a,( A) 
2 S’(A) - X, we have X > .%‘(A) - W,(A) = w(A). Moreover, .%‘(A) - X 
> A.%i(A) for some 0 <X < 1. Therefore, from %‘i(A)- [X-w(A)] = 
W(A) - X, it follows that 9?‘,(A) - [X - w(A)] > A.%“,( A), so that X - 
%‘-(A)<(1 - h).9?i(A). Then w(A)+[l/(l- X)][X - w(A)] Q w(A)+ 
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9’,(A) = 9(A) < A. It follows that X = Aw(A) + (1 - A){ w(A) + 
[I/(1 - X)l[X - @‘-(A)11 is a convex combination of operators in A(A); 
therefore w(A) E F. 
Now let %!‘1 and @e be two subspaces such that %/,(A) E F and 
%e(A)eF. Let @=9,n%a and .%‘=@i+%a. Wewillshowthat @(A)E 
F and %‘(A)E F. 
Let X = i%,(A)+ i&a(A). Then Range(X) = 9. Sine F is convex, X E 
F, and therefore 9(A) E F. As was done above, let .%‘(A) = 2?‘,(A) + w(A); 
then w(A) E F. We claim that -W = @. (In the remainder of the proof of 
this theorem, let * denote an orthogonal complement relative to the subspace 
9’; we note that .@(A) is nonsingular when restricted to this space.) Let 
.7i = .@(A)(%il ). Then W(A) = @i(A) + .?i(A); moreover, @i = 
W(A)(yil). Similarly, let 9(A) = e2(A)+ y(A). Since %‘(A) = .%‘i(A)+ 
w(A), w = 9( A)( .G?: ). We will show that 42 = 9?( A)( .%‘t ) also. But for a 
vector y E 9, y E 9i’ iff y E Kemel(&‘(A) - X) iff (W(A)y, y) = 
(*~A)Y~ Y> = (@~A)Y, Y) iff (<(A)Y, Y) = (&(A)Y, Y) = 0 iff Y E ?’ 
n’p iff .G%‘(A)y~@‘,n%a=%. Therefore %(A)EF. 
Now let 9 = n{Range( X) 1 X E F }. Since the vector space is finite 
dimensional, 9’ can be written as a finite intersection. Therefore 9’(A) E F. 
Moreover, for an operator X E F, if Range(X) = 9? and X = .%‘(A), then 
9’(A),< X follows from YcC. If XZ 9(A), then as above, 9(A)< 
%‘-(A) < X. Therefore Y(A) = Min{ X ( X E F }. Similarly, let .7 be the 
subspace generated by U{ Range( X) 1 X E F }. Then y can be generated by a 
finite union, and thus y(A) E F. Moreover, for X E F with Range(X) = 22, 
5%’ c 7 implies X < 9?(A) < y(A). Therefore y(A) = Max{ X ) X E F }. 
Now consider an operator X E A( A) such that 9’(A) < X < y(A); we 
must show that X E F. Since F is convex, :9’(A) + $9-(A) E F. Let Y = 
r(A) + 9(A) - X. From X < 7(A), it follows that Y > 0; from 9’(A) < X, 
it follows that Y Q y(A) < A. Therefore Y E J(A). But then $Y’( A) 
+ $7(A) = iX + ;Y is a convex combination of members of .#(A); there- 
fore X E F. n 
In order to show that the matrices Y(A) are exposed points of the 
convex set d(A) we need to consider the problem of maximizing linear 
functionals on d(A). We are thus led to consider a pair of dual programs. 
Let A and B be operators on the finite dimensional space 2, with A 
positive semidefinite and B Hermitian. The program and its dual are 
Program P. 
Maximize trace( SX) 
subject to X<A, X>O. 
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Program D. 
Minimize trace( AY) 
subject to Y > B, Y 2 0, Y Hermitian. 
Since all the operators are Hermitian, the functionals are real valued. 
Moreover, since both Y and A are positive semidefinite, trace (AY) will 
always be nonnegative. 
LEMMA 7. Let the matrix X be feasible for Program P and the matrix Y 
be feasible for Program D. Then trace( BX) > trace( AY ). Equality ho& if 
and only if the complementary slackness conditions 
trace((A - X)Y) = 0, 
trace(X(Y - B)) = 0 
(la) 
(lb) 
hold, in which case X j%mishes the maximum for Program P and Y furnishes 
the minimum for Program D. Moreover, for any matrices A and B, there 
exist feasible matrices X* and Y* such that trace( BX*) = trace(AY*). 
Proof. The proof is very similar to that given for Theorem 3.2 in [12]. 
We may assume without loss of generality that A is nonsingular, because the 
feasible region for Program P includes only matrices X with Range(X) c 
Range(A). Letting P be the projection onto Range(A), we may therefore 
replace B by B’ = PBP. Then all the operators may be considered to be 
defined on the space Range(A), and thus A is effectively nonsingular. 
First we note that the Lagrangian identity is 
trace(AY)=trace(BX)+trace((A-X)Y)+trace(X(Y-B)), 
as may be easily verified. Since A - X, Y, X, Y - B are all positive semidefi- 
nite, the last two terms on the right hand side are nonnegative, and therefore 
trace( AY) < trace( BX). Equality holds if and only if the last two terms are 
both zero. 
A solution X* will always exist for Program P, because the set .,#?(A) is 
compact, Program P may be written as a semiinfinite linear program 
Program P’. 
Maximize trace( BX ) 
subject to (Xz, z) >,O and ((A - X)Z, Z) > 0 for all vectors z with 
(2, 2) = 1. 
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The Slater condition holds with X = iA. Therefore, by the Fritz John 
theorem [ 121 there exist a finite number of multipliers Xi and p j, each > 0, 
and vectors yi and zj such that 
B = &y,y; - &L~z~z;, (2) 
and moreover each yj E Kemel(A - X*) and each z j E Kemel(X*). The 
operator Y is defined to be the first term on the right hand side of (2) and 
the operator 2 is the second term. It is easy to see that the operator Y is 
feasible for Program D, and that both parts of (1) hold. n 
We will not need the second half of the lemma in the remainder of this 
paper. 
THEOREM 8. LetYcCbetwosubspacesof%‘. Then {X19’(A)< 
X < 9(A)} is an exposed subset of M(A). 
Proof. We need to show that there is an operator B such that 
the linear functional trace(BX) assumes its maximum only on the set 
{ X ] 9’(A) < X < 9(A)}. Let the operator Y be the projection operator 
onto Range([ A - 9’(A)] ’ ), and let 2 be the projection onto r I. Let 
B=Y-Z.Then~(A)Z=O,andXZ=OforanyX<~(A).Ontheother 
hand, if 9(A) < X < A, then A - X < A -9’(A), so that Range(A - X) c 
Range( A - 9’(A)), and thus (A - X)Y = 0. Therefore Lemma 7 applies and 
X is a solution to Program P for any X with 9’(A) < X < .7(A). 
In order to see that these are all the solutions, let X’ be any solution to 
Program P with B as thus defined. The slackness conditions must hold for X’ 
as well as for X. From X’Z = 0 it follows that Range(X’) c T. Since X’ < A, 
it follows from Lemma 1 that X’ < y(A). Similarly, from (A - X’)Y = 0, it 
follows that Range(A - X’) C Range(A - 9’(A)). By Lemma 1, A - 3’(A) 
is the result of shorting A to the subspace Range( A - 9(A)). Thus A - X’ 
< A - 9’(A), and thus 9’(A) < X’. n 
We note that in the above proof it was only the ranges of the operators Y 
and Z that were important. Thus, except in the trivial case that rank(Y) + 
rank(Z) = 1, the bounding hyperplane will not be unique. 
COROLLARY 9. The exposed points of d(A) are given by shorting A to 
the various subs-paces of 2. Moreover, each rwnempty extreme subset of 
J?(A) is an exposed subset, and every exposed subset is an operator interval. 
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Proof By letting Y = Y in Theorem 8 we see that 9’(A) is an exposed 
point for each subspace 9’. Conversely, each exposed point is an extreme 
point, and by Theorem 4 each extreme point is of the form Y(A) for some 
subspace 9. 
If F is a nonempty extreme subset of d(A), then, by Theorem 6, F is 
an operator interval, and by Theorem 8 this interval is exposed. Conversely, if 
F is an exposed subset of J(A), then F is an extreme subset [13], and by 
Theorem 6 F is an operator interval. n 
COROLLARY 10. Zf Y c Y are subspaces of Range(A) with dim(Y) = 
dim(Y) + 1, then the line segment joining Y(A) and Y(A) is an exposed 
subset of J?(A). 
Proof. In view of the theorem, we need only to identify the interval 
{X19(A) < X < Y(A)} with the line segment {(l- h)Y(A)+ A.7(A)]O 
< X < l}. By Lemma la, rank(Y( A) - Y’(A)) = 1. Thus for any operator X 
with P’(A) < X < Y(A), the operator X - 9’(A) is a scalar multiple of the 
projection P into the subspace Range(Y( A) - Y(A)). Therefore X - Y(A) 
= A[.7(A) - Y(A)], so that X = hY(A)+(l- X)9’(A). Moreover h > 0 
since X > 9(A), and X < 1 since X < Y(A). Conversely, if X = XY(A) + 
(1 - X)9’(A), then it is clear that Y(A) < X < Y(A). n 
We note that an extreme subset of this type is called an edge [ll, 131. 
Note furthermore that if dim(F) > dim(Y) + 1, then the line segment is not 
exposed, because the interval contains operators not in the segment. 
We close with a well-known result, which is a special case of the results of 
this paper. 
THEOREM 11. The extreme and exposed points of the set d?(Z) are the 
projections to the various subspaces of 2. 
Proof. For a subspace Y, the projection onto 9’ is the operator 9’(Z) 
PI. n 
In this paper we have determined the extreme points and faces of the set 
.&(A) = { X 10 < X Q A}. Related problems are to study the convex sets 
(X(O<X,X2gA2} and {X(O<X,<A,OgXgB}, where A and B are 
positive semidefinite operators. T. Ando has obtained some results on these 
questions (private communication). 
It would also be of interest to determine to what extent the determination 
of extreme and exposed sets can be carried over to infinite dimensional 
spaces. Eriksson and Leutwiler have determined the extreme points in this 
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case [9]. They call their extreme points quasi-units, a term motivated by 
potential theory. It is easy to see that shorted operators to closed subspaces 
are quasi-units; indeed, our proof of Theorem 3 applies in the infinite 
dimensional case, so that shorted operators are again extreme. It is also 
possible to construct quasi-units which are not shorted operators, so that 
Theorem 4 is not true in the infinite dimensional case. 
Similar questions of extreme and exposed points of sets of Hermitian 
operators have been considered by Barker and Carlson [3, 41, and by Ycart 
[14]. A general framework for studying such problems and a statistical 
application are given by Borwein and Wolkowicz [5]. 
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