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Аннотация. Найдены условия разрешимости, а также констру-
кция обобщенного оператора Грина линейной нетеровой матричной
дифференциально-алгебраической краевой задачи. Получены доста-
точные условия приводимости обобщенного матричного дифферен-
циально-алгебраического уравнения к традиционному дифференци-
ально-алгебраическому уравнению с неизвестной в виде вектор-стол-
бца. Для решения обобщенной матричной дифференциально-алгеб-
раической краевой задачи использованы оригинальные условия ра-
зрешимости, а также конструкция общего решения матричного урав-
нения типа Сильвестра.
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Введение
Обозначим через Rn пространство действительных векторов с “ку-
бической” нормой [1,2]
kakRn := max
1in
jaij; a 2 Rn;
а также пространство Rmn действительных (mn)-матриц с нормой
kAkRmn := max
1im
nX
k=1
jaikj; A := faijg 2 Rmn;
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согласованной с “кубической” нормой в пространстве Rn: Обозначим
также Cmn[a; b] линейное нормированное пространство действитель-
ных (m n) — матриц A(t); непрерывных на отрезке [a; b] с нормой
kA(t)kCmn := max
[a;b]
kA(t)kRmn ; A(t) 2 Cmn[a; b];
а также пространство C1mn[a; b] линейное нормированное пространс-
тво действительных (m  n) — матриц A(t); непрерывно дифферен-
цируемых на отрезке [a; b] с нормой
kA(t)kC1mn := max[a;b]
1X
k=0
kA(k)(t)kRmn ; A(t) 2 C1mn[a; b]:
Матричный оператор
A : C1 [a; b]! C[a; b]
будем называть дифференциально-алгебраическим, если для любых
скалярных функций (t); (t) 2 C1[a; b] и любых постоянных матриц
1;2 2 R имеет место равенство
A( 0(t)1 + 0(t)2)(t) =  0(t)A(1)(t) + 0(t)A(2)(t):
Аналогично матричный оператор B : C [a; b] ! C[a; b] будем
называть алгебраическим, если для любых непрерывных скалярных
функций (t); (t) 2 C[a; b] и любых постоянных матриц 1;2 2
R имеет место равенство
B((t)1 + (t)2)(t) = (t)B(1)(t) + (t)B(2)(t):
Целью данной статьи является нахождение условий разрешимости,
а также конструкции обобщенного оператора Грина линейной не-
теровой матричной дифференциально-алгебраической краевой зада-
чи, которая обобщает аналогичные результаты для матричных диф-
ференциальных уравнений [3–6], так и для дифференциально-алгеб-
раических уравнений [7–9]. С другой стороны, исследованная в статье
матричная дифференциально-алгебраическая краевая задача обоб-
щает традиционные постановки нетеровых краевых задач для систем
обыкновенных дифференциальных уравнений [2, 10–12].
1. Постановка задачи
Исследуем задачу о построении решений Z(t) 2 C1 [a; b] обоб-
щенного дифференциально-алгебраического матричного уравнения
AZ 0(t) = BZ(t) + F (t); (1.1)
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подчиненных краевому условию
LZ() = A; A 2 R : (1.2)
Здесь AZ 0(t) — линейный ограниченный дифференциально-алгебра-
ический матричный оператор и BZ(t) — линейный ограниченный ал-
гебраический матричный оператор, F (t) 2 C[a; b] — непрерывная
матрица, LZ() — линейный ограниченный матричный функционал:
LZ() : C1 [a; b]! R :
Вообще говоря, предполагаем  6=  6=  6=  6=  6= : Определим
оператор M[A] : Rmn ! Rmn; как оператор, который ставит в
соответствие матрице A 2 Rmn вектор-столбец B := M[A] 2 Rmn;
составленный из n столбцов матрицы A; а также обратный оператор
[14–16]
M 1B : Rmn ! Rmn;
который ставит в соответствие вектору B 2 Rmn матрицу A 2 Rmn:
Обозначим (j) 2 R ; j = 1; 2; : : : ;    — естественный базис [17]
пространства R ; при этом задача о нахождении решений обобщен-
ного дифференциально-алгебраического матричного уравнения (1.1)
приводит к задаче о нахождении вектора z(t) 2 C1 [a; b]; компоненты
которого zj(t) определяют разложение матрицы
Z(t) =
X
j=1
(j)zj(t); zj(t) 2 C1[a; b]; j = 1; 2; : : : ;   :
Линейный дифференциально-алгебраический матричный оператор
AZ 0(t) по определению представим в виде
AZ 0(t) =
X
j=1
A (j)(t)z0j(t);
при этом
M

AZ 0(t)

= 
(t)  z0(t); 
(t) :=


j(t)

j=1
2 R ;
где

j(t) =M
h
A (j)(t)
i
; j = 1; 2; : : : ;   :
Аналогично
M

BZ(t)

= (t)  z(t); (t) :=

j(t)

j=1
2 R ;
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где
j(t) =M
h
B (j)(t)
i
; j = 1; 2; : : : ;   :
Таким образом, задача о построении решений обобщенного диффе-
ренциально-алгебраического матричного уравнения (1.1) приведена
к задаче о нахождении решений z(t) 2 C11[a; b] традиционного
дифференциально-алгебраического уравнения [7–9,12,18,19]

(t)  z0(t) = (t)  z(t) + F(t); F(t) :=MF (t): (1.3)
2. Случай разрешимости системы (1.3) относительно
производной
При условии [10,12,19]
P
(t)(t) = 0; P
(t)F(t) = 0; (2.1)
в случае

+(t)(t) 2 C [a; b]; 
+(t)F(t); P
%(t)'(t) 2 C%[a; b] (2.2)
система (1.3) разрешима относительно производной
dz
dt
= 
+(t)(t)z + F1(t; '(t)); F1(t; '(t)) := 

+(t)F(t) + P
%(t)'(t):
Здесь P
%(t) — ( %)-матрица, составленная из % линейно-незави-
симых столбцов (     )-матрицы-ортопроектора P
(t) : R !
N(
(t)): Обозначим X(t) нормальную фундаментальную матрицу [2]
dX(t)
dt
= 
+(t)(t)X(t); X(a) = I
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений. При условии (2.1), (2.2) система (1.3) имеет решение
вида
z(t; c) = X(t)c+K

F(s; '(s))

(t);
K

f(s)

(t) := X(t)
tZ
a
X 1(s)f(s)ds; c 2 R ;
которое определяет решение обобщенного матричного дифференци-
ально алгебраического уравнения (1.1)
Z(t; c) =W (t; c)+K

F(s; '(s))

(t); W (t; c) :=M 1

X(t)c

; c 2 R;
(2.3)
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где
K

F(s; '(s))

(t) :=M 1

K

F(s; '(s))

(t)

:
Таким образом, доказано следующее достаточное условие разреши-
мости задачи Коши для дифференциально-алгебраической системы
(1.1).
Лемма 2.1. При условиях (2.1), (2.2) матричная задача Коши
Z(a) = A для дифференциально-алгебраической системы (1.1) одно-
значно разрешима для любого начального значения A 2 R : При
условиях (2.1), (2.2) общее решение (2.3) задачи Коши Z(a) = A для
дифференциально-алгебраической системы (1.1) определяет обобщен-
ный оператор Грина задачи Коши Z(a) = 0 для дифференциально-
алгебраической системы (1.1)
K

F(s; '(s))

(t) :=M 1

K

F(s; '(s))

(t)

и общее решениеW (t; c) задачи Коши Z(a) = A для однородной части
дифференциально-алгебраического уравнения (1.1).
Подставляя решение обобщенного матричного дифференциально
алгебраического уравнения (1.1) в краевое условие (1.2), приходим к
задаче о нахождении решений
c =
X
j=1
(j)cj 2 R ; cj 2 R1; j = 1; 2; :::   
матричного уравнения [14]
LW (; c) + LK

F(s; '(s))

() = A 2 R : (2.4)
В критическом случае (PQ 6= 0) при условиях (2.1), (2.2) и
PQdM

A  LK

F(s; '(s))

()

= 0 (2.5)
решение матричного уравнения (2.4) определяет вектор [14–16]
c = Q+M

A  LK

F(s; '(s))

()

+ PQrcr; cr 2 Rr:
Здесь PQ — (     )-матрица-ортопроектор PQ : R ! N(Q);
где
Q := Qii=1 2 R ;
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Qi :=M
n
LM 1X()(i)o; i = 1; 2; : : : ;   ;
матрица PQr составлена из r линейно-независимых столбцов (
)-матрицы-ортопроектора PQ : R ! N(Q): Матрица PQd состав-
лена из d линейно независимых строк матрицы-ортопроектора PQ :
Таким образом, в критическом случае, при условиях (2.1), (2.2) и
(2.5), решение обобщенного матричного дифференциально алгебраи-
ческого уравнения (1.1), удовлетворяющее краевому условию (1.2)
имеет вид
Z(t; cr) =W (t; cr)+G

F(s; '(s));A

(t); W (t; cr) :=M 1
"
X(t)PQrcr

;
(2.6)
где
G

F(s; '(s));A

(t) :=M 1
(
X(t)Q+M

A  LK

F(s; '(s))

()
)
+K

F(s; '(s))

(t):
Таким образом, доказано следующее достаточное условие разреши-
мости матричной дифференциально-алгебраической краевой задачи
(1.1), (1.2).
Теорема 2.1. В критическом случае (PQ 6= 0) при условиях (2.1),
(2.2) и (2.5), решение (2.6) обобщенного матричного дифференциаль-
но алгебраического уравнения (1.1), удовлетворяющее краевому усло-
вию (1.2) определяет обобщенный оператор Грина G[F(s; '(s));A ](t)
матричной дифференциально-алгебраической задачи (1.1), (1.2).
Заметим, что второе слагаемое, составляющее обобщенный опера-
тор Грина матричной задачи Коши Z(a) = 0 для дифференциально-
алгебраической системы (1.1)
K

F(s; '(s))

(t) :=M 1

K

Q+(s)F(s)

(t)

+M 1

K

PQ(s)'(s)

(t)

при условиях (2.1), (2.2) и  6= 0 зависит от произвольной функции
'(t) 2 C%1[a; b]: В критическом случае (PQ 6= 0) при условиях
(2.1), (2.2) и  6= 0 обобщенный оператор Грина G[F(s; '(s)); A ](t)
матричной дифференциально-алгебраической краевой задачи (1.1),
(1.2) также зависит от функции '(t):
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Пример 2.1. Требованиям теоремы 2.1 удовлетворяет матричная
дифференциально-алгебраическая краевая задача
AZ 0(t) = BZ(t) + F (t); LZ() = A; (2.7)
где
AZ 0(t) :=
1Z
0
1Z
0
(t; u; v)Z 0(t)	(t; u; v) du dv;
BZ(t) :=
3X
i=1
2X
j=1
Si(t)Z(t)Rj(t);
(t; u; v) :=
0@ 3t 00 0
0 3s
1A ; 	(t; u; v) :=
0@ 4s 00 0
0 4t
1A ;
S1 :=
0@ 0 10 0
0 0
1A ; S2 :=
0@ 1 00 0
0 0
1A ; S3 :=
0@ 0 10 0
0 0
1A ;
R1 :=
0@ 0 10 0
0 0
1A ; R2 :=
0@ 0 01 0
0 0
1A ;
F (t) =
0@ 0 10 0
0 0
1A ; LZ() := 0Z(0)0 +1Z(1)1;
A :=
0BBBB@
0 1
1
2
p
3 sh

1
2
p
3

0
0 0
1
2
p
3 sh

1
2
p
3

0
1CCCCA :
Обозначим естественный базис пространства R23:
1 :=

1 0 0
0 0 0

; 2 :=

0 0 0
1 0 0

; : : : ; 6 :=

0 0 0
0 0 1
:

Поскольку

(t) =
0BBBBBB@
3 0 0 0 0 0
0 0 0 0 0 0
0 4 0 0 0 0
0 0 4 0 0 0
0 0 0 0 0 0
0 0 0 3 0 0
1CCCCCCA ; (t) =
0BBBBBB@
0 0 1 2 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCA ;
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постольку условия (2.1), (2.2) выполнены: P
(t)(t) = 0; P
(t)F(t) =
0;

+(t)(t) =
1
12
0BBBBBB@
0 0 4 8 0 0
0 0 0 0 0 0
3 6 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1CCCCCCA 2 C66[R];
при этом матричная дифференциально-алгебраическая краевая за-
дача (2.7) представляет критический случай (PQ 6= 0); здесь
PQ =
1
2
0BBBBBBBBBB@
1 0  1 0 0 0 0 0
0 1 0  1 0 0 0 0
 1 0 1 0 0 0 0 0
0  1 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0
0 0 0 0 0 0 2 0
0 0 0 0 0 0 0 0
1CCCCCCCCCCA
:
Заметим, что  = 2 6= 0: При этом произведение P
%(t)'(t) зависит
от произвольной функции '(t) 2 C21[0; 1]; здесь
P
(t) =
0BBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1CCCCCCA ; P
%(t) =
0BBBBBB@
0 0
0 0
0 0
0 0
1 0
0 1
1CCCCCCA :
Положим '(t) :=
 
2t 0

; при этом условие (2.5) выполнено:
PQdM

A  LK

F(s; '(s))

()

= 0;
здесь
K

F(s; '(s))

(t) =
 
 1 + ch
h
t
2
p
3
i
1
2
p
3 sh
h
t
2
p
3
i
t2
0 0 0
!
—
обобщенный оператор Грина задачи Коши Z(0) = 0 для дифференци-
ально-алгебраической системы (2.7). Таким образом, матричная диф-
ференциально-алгебраическая краевая задача (2.7) разрешима в виде
(2.6), где
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MG

F(s; '(s));A

(t)
=
e
  t
2
p
3
1 + e
1p
3
0BBBBBBBBB@
8

1 + 3e
1p
3   2e t2p3 + 3e tp3 + e 1+tp3   2e 2+t2p3

0
4
p
3

 1  3e 1p3 + 3e tp3 + e 1+tp3

0
16e
t
2
p
3

1 + e
1p
3

t2
0
1CCCCCCCCCA
и
W (t; c1; c2) =

0 0 c1
0 0 c2

; c1; c2 2 R1 —
общее решение однородной части матричной дифференциально-ал-
гебраической краевой задачи (2.7).
3. Случай неразрешимости системы (1.3) относительно
производной
При условии P
(t)(t) 6= 0; либо P
(t)F(t) 6= 0 система (1.3) не
разрешима относительно производной, при этом система (1.1) может
иметь решения вида
Z(t) = P` Y (t)Pr; P` 2 R; Pr 2 R ;
где P`; Pr — неизвестные постоянные матрицы, при этом задача о на-
хождении решений обобщенного дифференциально-алгебраического
матричного уравнения (1.1) приводит к задаче о нахождении вектора
y(t) 2 C1 [a; b]; компоненты которого yj(t) определяют разложение
матрицы
Y (t) =
X
j=1
(j)yj(t); yj(t) 2 C1[a; b]; j = 1; 2; : : : ;   :
В этом случае линейный ограниченный дифференциально-алгебраи-
ческий матричный оператор AZ 0(t) принимает вид
AZ 0(t) =
X
j=1
AP`(j)Pr y0j(t);
при этом
M

AZ 0(t)

= 
1(t)  y0(t); 
1(t) :=



(j)
1 (t)

j=1
2 R ;
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где


(j)
1 (t) =M
h
AP`(j)Pr(t)
i
; j = 1; 2; : : : ;   :
Аналогично
M

BZ(t)

= 1(t)  y(t); 1(t) :=


(j)
1 (t)

j=1
2 R ;
где

(j)
1 (t) =M
h
BP`(j)Pr(t)
i
; j = 1; 2; : : : ;   :
Таким образом, задача о построении решений обобщенного диффе-
ренциально-алгебраического матричного уравнения (1.1) приведена
к задаче о нахождении решений y(t) 2 C11[a; b] традиционного
дифференциально-алгебраического уравнения [7–9,12,18,19]

1(t)  y0(t) = 1(t)  y(t) + F(t); F(t) :=M

F (t)

: (3.1)
При условии [10,12,19]
P
1(t)1(t) = 0; P
1(t)F(t) = 0; (3.2)
в случае

+1 (t)1(t) 2 C [a; b]; 
+1 (t)F(t); P
1;%(t)'(t) 2 C%[a; b]
(3.3)
система (3.1) разрешима относительно производной
dy
dt
= 
+1 (t)1(t)y+F1(t; '(t)); F1(t; '(t)) := 

+
1 (t)F(t)+P
1;%(t)'(t):
Здесь P
1;%(t) — (    %)-матрица, составленная из % линейно-
независимых столбцов (      )-матрицы-ортопроектора P
1(t) :
R ! N(
1(t)): Условие (3.2) представляет собой, вообще гово-
ря, нелинейное уравнение относительно постоянных матриц P`; Pr:
Предположим, что система уравнений (3.2) имеет действительное ре-
шение P` 2 R; Pr 2 R ; для которого выполнено условие (3.3).
Пусть X(t) обозначает нормальную фундаментальную матрицу [2]
dX(t)
dt
= 
+1 (t)1(t)X(t); X(a) = I
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений. При условиях (3.2) и (3.3) система (3.1) имеет реше-
ние вида
y(t; c) = X(t)c+K

F1(t; '(s))

(t);
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которое определяет решение обобщенного матричного дифференци-
ально алгебраического уравнения (1.1)
Z(t; c) =W(t; c)+K

F (s)

(t); W(t; c) := P`M 1

X(t)c

Pr; c 2 R;
где
K

F (s)

(t) := P`M 1

K

F1(t; '(s))

(t)

Pr — (3.4)
обобщенный оператор Грина матричной задачи Коши Z(a) = 0 для
дифференциально-алгебраической системы (1.1). Подставляя реше-
ние обобщенного матричного дифференциально алгебраического
уравнения (1.1) в краевое условие (1.2), приходим к задаче о нахо-
ждении решений
c =
X
j=1
(j)cj 2 R ; cj 2 R1; j = 1; 2; : : : ;   
матричного уравнения типа Сильвестра [14]
LW(; c) + LK

F (s)

() = A 2 R : (3.5)
В критическом случае (PQ 6= 0) при условиях (3.2), (3.3) и
PQdM

A  LK

F (s)

()

= 0 (3.6)
решение матричного уравнения (3.5) определяет вектор [14,15]
c = Q+M

A  LK

F (s)

()

+ PQrcr; cr 2 Rr:
Здесь PQ — (     )-матрица-ортопроектор PQ : R ! N(Q);
где
Q :=

Qi

i=1
2 R ;
Qi :=M
(
LP`M 1

X()(i)

Pr
)
; i = 1; 2; : : : ;   ;
матрица PQr составлена из r линейно-независимых столбцов (   
  )-матрицы-ортопроектора PQ : R ! N(Q): Матрица PQd со-
ставлена из d линейно независимых строк матрицы-ортопроектора
PQ ; кроме того Xr(t) := X(t)PQr : Таким образом, в критическом
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случае при условиях (3.2), (3.3) и (3.6) решение обобщенного матри-
чного дифференциально алгебраического уравнения (1.1), удовлетво-
ряющее краевому условию (1.2)
Z(t; cr) =W(t; cr)+G

F (s);A

(t); W(t; cr) := P`M 1

Xr(t)cr

Pr;
cr 2 Rr; (3.7)
определяет обобщенный оператор Грина
G

F (s);A

(t) = P`M 1
(
X(t)Q+M

A  LK

F (s)

()
)
Pr
+K

F (s)

(t) (3.8)
краевой задачи (1.1), (1.2). Таким образом, доказано следующее до-
статочное условие разрешимости обобщенной матричной дифферен-
циально-алгебраической краевой задачи (1.1), (1.2).
Следствие 3.1. В критическом случае (PQ 6= 0) при условии
P
(t)(t) 6= 0 либо P
(t)F(t) 6= 0 для любых действительных ре-
шений P` 2 R ; Pr 2 R уравнения (3.2), для которых выпол-
нены условия (3.3) и (3.6), решение (3.7) обобщенной матричной
дифференциально-алгебраической краевой задачи (1.1), (1.2) опреде-
ляет обобщенный оператор Грина (3.8).
Существенное отличие дифференциально-алгебраической систе-
мы (1.1) при условии P
(t)(t) 6= 0 либо P
(t)F(t) 6= 0 от более
простого случая разрешимости системы (1.3) относительно произво-
дной заключается в разрешимости задачи Коши c Z(a) = A для обоб-
щенной матричной дифференциально-алгебраической системы (1.1)
лишь для тех неоднородностей A; для которых выполнено условие
(3.6).
Пример 3.1. Требованиям следствия удовлетворяет задача о пост-
роении 2-периодических решений матричной дифференциально-ал-
гебраической системы
AZ 0(t) = BZ(t) + F (t); (3.9)
где
AZ 0(t) :=
2X
i=1
2X
j=1
i(t)Z
0(t)	j(t); BZ(t) :=
2X
i=1
2X
j=1
Si(t)Z(t)Rj(t);
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1 :=
0BB@
1 0 1
0 0 0
0 0 0
0 1 0
1CCA ; 2 :=
0BB@
1 0 0
0 0 0
0 0 1
0 1 0
1CCA ; 	1(t) :=  1 0 10 1 0

;
	2(t) :=

0 1 0
0 0 0

; S1 :=
0BB@
0 0 0
0 0 1
0 0 0
1 0 0
1CCA ; S2 :=
0BB@
1 0 0
0 0 1
0 0 0
0 0 0
1CCA ;
R1 :=

0 1 0
0 1 0

; R2 :=

0 1 0
0 0 0

; F (t) :=
0BB@
0 sin t 0
0 0 0
0 0 0
0 cos t 0
1CCA :
Обозначим естественный базис пространства R32 :
1 :=
0@ 1 00 0
0 0
1A ; 2 :=
0@ 0 01 0
0 0
1A ; ::: ; 6 :=
0@ 0 00 0
0 1
1A :
Поскольку P
(t)(t) 6= 0; постольку условие (2.1) не выполнено,
при этом система (3.9) может иметь решения вида
Z(t) = P` Y (t)Pr; P` 2 R33; Pr 2 R22;
где P`; Pr — неизвестные постоянные матрицы. Система уравнений
(3.2) имеет действительное решение
P` :=
0@ 1 0 10 1 0
0 0 0
1A ; Pr :=  0 11 0

;
для которого выполнено условие (3.3). Произведение 
+1 (t)1(t) опре-
деляет матрицу
X(t) =
0BBBBBBB@
1
2 +
et=2
2 0  12 + e
t=2
2  1 + et=2 0  1 + et=2
 1 + et=2 1  1 + et=2  2 + 2et=2 0  2 + 2et=2
 12 + e
t=2
2 0
1
2 +
et=2
2  1 + et=2 0  1 + et=2
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1CCCCCCCA
и общее решение
W(t; c)=
0@c4 + c6 (c1 + c3)et=2 + 2c4   1 + et=2+ 2c6   1 + et=2c5 c2 + c1   1 + et=2+ (c3 + 2(c4 + c6))   1 + et=2
0 0
1A
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задачи Коши Z(a) = A для однородной части дифференциально-
алгебраической системы (3.9). Поскольку PQ 6= 0; постольку в зада-
че о построении 2-периодических решений матричной дифференци-
ально-алгебраической системы (3.9) имеет место критический случай;
здесь
Q = (1  e)
0BBBBBB@
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 1 2 0 2
1 0 1 2 0 2
0 0 0 0 0 0
1CCCCCCA ;
PQ =
1
2
0BBBBBB@
2 0 0 0 0 0
0 2 0 0 0 0
0 0 2 0 0 0
0 0 0 1  1 0
0 0 0  1 1 0
0 0 0 0 0 2
1CCCCCCA :
Общее решение
W(t; cr) =
0@  4c1   4c3 + 2c4 8c1 + 8c3   4c410c5 10c2
0 0
1A
однородной части 2-периодической матричной дифференциально-
алгебраической системы (3.9) определяют матрицы
PQ =
1
10
0BBBBBB@
9 0  1  2 0  2
0 10 0 0 0 0
 1 0 9  2 0  2
 2 0  2 6 0  4
0 0 0 0 10 0
 2 0  2  4 0 6
1CCCCCCA ;
PQr =
0BBBBBB@
9 0  1  2 0
0 10 0 0 0
 1 0 9  2 0
 2 0  2 6 0
0 0 0 0 10
 2 0  2  4 0
1CCCCCCA :
Поскольку условие (3.6) выполнено, семейство решений 2-периоди-
ческой матричной дифференциально-алгебраической системы (3.9)
Z(t; cr) =W(t; cr) +G

F (s);A

(t)
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определяет обобщенный оператор Грина
G

F (s);A

(t) =   1
50
0@ 8 2(8  10 cos t  5 sin t)0 5(1  cos t  3 sin t)
0 0
1A :
В некритическом случае (PQ = 0 либо PQ = 0); требования (2.5)
и (3.6), очевидно, превращаются в тождества.
Найденные условия разрешимости, а также конструкция обоб-
щенного оператора Грина линейной нетеровой матричной дифферен-
циально-алгебраической краевой задачи (1.1), (1.2) обобщают тради-
ционные результаты для нетеровых краевых задач для систем обык-
новенных дифференциальных, а также дифференциально-алгебраи-
ческих уравнений [2, 10, 11]. С другой стороны, найденные условия
разрешимости, а также конструкция обобщенного оператора Грина
краевой задачи матричной дифференциально-алгебраической задачи
(1.1), (1.2) обобщают условия разрешимости и конструкцию обобщен-
ного оператора Грина линейной нетеровой матричной краевой зада-
чи [6].
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