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The purpose of this research is to analyze policy impacts on Army Defense 
Business System (DBS) program hosting costs from a Life Cycle Cost and Operations & 
Sustainment (O&S) perspective. In Fiscal Year (FY) 2015, the Army spent $8.3B on 
Information Technology (IT) products, services, manpower, and hosting facilities 
(Secretary of the Army, 2016). Because of spiraling IT costs from the Army and other 
Services, several initiatives were implemented to decrease the number of data centers and 
accelerate movement to enterprise cloud offerings (Deputy Secretary of Defense, 2017). 
However, policy memorandums prohibited certain DBS programs from exploring cloud 
hosting options. This research examines the rationale for those policy restrictions, 
potential cost reductions should DBS programs migrate to commercial cloud 
environments, and risks associated with each approach. 
There are three essential Better Buying Power (BBP) initiative principles relevant 
to this research. The first BBP principle, Principle #3, is “critical thinking is necessary for 
success; fixed rules are too constraining” (Kendall, 2016, p. 3). Understanding the “why” 
behind why policy restricts DBS programs to the Defense Information Services Agency 
(DISA) as their exclusive hosting provider, is one of the key aspects of this research. The 
second relevant BBP principle, Principle #4, is managing and controlling program life 
cycle costs (Kendall, 2016, p. 3). Hosting is a major driver of overall DBS sustainment 
costs after completion of development and deployment activities. With the onset of 
commercial Cloud Service Provider (CSP) availability to reduce the number of Army 
data centers, the opportunity for Program Managers (PMs) to be proactive and identify 
potential hosting cost savings that align with BBP initiatives exists. The third BBP 
principle, Principle #10, promotes challenging policy perceived as either bad or too 
ridged. Mr. Frank Kendall states “continuous improvement comes from the willingness to 
challenge the status quo” (Kendall, 2016, p. 4). This derives from W. Edwards Deming’s 
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principle to drive out fear, which encourages open communication from the workforce 
without retribution (Stotz, 2015). 
This chapter provides a discussion of the approach used to conduct this research. 
Background information provides a synopsis of policy memorandums that provide the 
framework for why this research is necessary. The methodology provided in Section D of 
this chapter describes the approach followed to identify viable commercial CSP options, 
identifying data elements needed to produce hosting provider comparisons, advantages 
and disadvantages of each alternative, and determining the cost-effective approach while 
minimizing risk. Section E lays out the overall structure of this research paper. The final 
section of this chapter, Section F, provides potential benefits of this research, if the 
hypothesis holds true, that policy is inhibiting DBS program life cycle cost reduction 
opportunities. 
B. BACKGROUND 
In June 2014, the Under Secretary of the Army issued a memorandum titled 
“Migration of Enterprise Systems/Applications to Core Data Centers” as part of the 
consolidation effort designed to lower the Army’s overall expenditure on data centers 
(Under Secretary of the Army, 2014). The Army Chief Information Officer (CIO)/G-6 
later issued a memorandum titled “Guidance for Migration to, and Use of, Commercial 
Cloud Service Providers (CSPs)” in July 2015 that provided additional guidance on 
cloud migration (Department of the Army, 2015). However, certain systems categorized 
as Enterprise Resource Planning (ERP) and key ERP-enabling systems were restricted 
from migrating to off-premises commercial CSPs. The systems specifically named in the 
memorandum include the General Fund Enterprise Business System (GFEBS), Global 
Combat Support System—Army (GCSS-Army), Logistics Modernization Program 
(LMP), Integrated Pay and Personnel System—Army (IPPS-A), Army Enterprise 
Systems Integration Program (AESIP), and Logistics Information Warehouse (LIW). The 
systems categorized as ERPs or key-ERP enabling systems were directed to migrate from 
their current locations to the DISA Defense Enterprise Computing Center (DECC) 
Enterprise Enclave (Department of the Army, 2015, p. 7). 
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What is not apparent is whether Better Buying Power initiatives were taken into 
consideration before directing movement of these systems to the DISA ERP enclave. 
Several commercial hosting options now exist that include CSPs with security Impact 
Level (IL) 4 and 5 accreditation along with Contractor Owned Contractor Operated 
(COCO) offerings that reside within DISA DECCs connected directly to the Department 
of Defense Information Network (DoDIN). These two options are competitors to the 
DISA model and have the potential to reduce costs spent on hosting services within the 
Army and the DoD.  
C. OBJECTIVE OF STUDY 
The primary objective of this research is to conduct a comparative analysis of 
hosting approaches to reduce the O&S and life cycle costs of Army DBS programs. The 
secondary objective is to develop a model that includes the necessary elements needed to 
create a parametric hosting cost estimation between providers. Not all hosting providers 
offer the same level of service, even though the services provided are designated as 
Infrastructure as a Service (IaaS) or Platform as a Service (PaaS). It is necessary to deep 
dive into services provided to identify potential gaps and to develop comparable and 
comprehensive cost estimates between potential offerings.  
D. METHODOLOGY 
The methodology used in this research is an investigative analysis of hosting costs 
for Army DBS systems falling into the category of ERP or ERP enabling systems. There 
are several steps involved with determining comparable services between providers. The 
first step is determining current or projected hosting costs for these systems in their 
current environment. Because no two systems are exactly alike from a technical 
architecture standpoint, costs per system may fluctuate dramatically when compared to 
each other. The case study later in this research uses a baseline system technical 
architecture to depict differences between hosting provider offerings.  
The second step is analyzing available hosting options with services provided 
from DISA, COCO options, and commercial CSPs. There are a few COCO options 
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available along with several CSPs depending upon security requirements for the 
particular DBS. This requires determining the appropriate impact level of the system to 
identify available hosting providers, breaking down services available between each 
provider (IaaS/PaaS) to identify any service coverage gaps, and then filling in gaps with 
third party providers to gain a full understanding of hosting service requirements with 
associated costs. For this research, because numerous commercial options are available, 
we will select a representative provider for both a COCO and a commercial CSP offering 
to compare with DISA later in Chapter III. 
The third step is conducting a case study in Chapter IV of a new ERP-enabling 
DBS that compares advantages and disadvantages across the three hosting options. These 
include evaluation of costs and identifying advantages and disadvantages of each 
approach from a policy and technical risk perspective. The analysis will then tie back into 
the overall impact to this representative system’s O&S and life cycle costs, along with 
Better Buying Power initiatives. 
E. ORGANIZATION 
Chapter II consists of a literature review that sets the conditions for the research in 
following chapters. Documents reviewed include BBP initiatives, the Department of 
Defense Cloud Computing Security Requirements Guide, the Defense Acquisition 
Guidebook, and applicable Department of Defense (DoD) 5000 series instructions.  
Chapter III identifies the methods and models used to guide and conduct this 
analysis. This framework uses both qualitative and quantitative analysis to evaluate 
hosting requirements and providers that ties back into potential reduction in O&S and life 
cycle costs for DBS programs. The research examines services provided by traditional 
DISA hosting, followed by evaluation of alternatives aligned with applicable security and 
technical system architecture requirements. After explaining the methodology for 
selection of non-DISA hosting providers, we conduct a side-by-side comparison of 
services offered from DISA, a COCO alternative, and a commercial CSP to identify and 
address service gaps. This allows for an accurate evaluation of cost differences between 
the three options.  
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Chapter IV begins with a case study of a new ERP-enabling system and examines 
the initial Program Office Estimate (POE) using DISA provided costs. Next, we conduct 
an analysis of cost estimates generated by a cloud CSP option to determine if cost savings 
exist by using non-DISA providers. Generation of a revised POE using cost estimate 
analysis results to determine overall program O&S and life cycle cost savings is the final 
step. The remainder of this chapter examines potential risks with migration to non-DISA 
hosting providers should the analysis determine this approach is cost effective.  
Chapter V finalizes this report by summarizing the results of the research 
conducted, providing additional recommendations, and presenting topics for further 
research.  
F. BENEFIT 
The benefit of this research comes from potentially identifying ways to reduce life 
cycle and sustainment costs for Army DBS programs. Most ERP systems within the DoD 
will be around for decades. While changes in the form of Engineering Change Proposal—
Software (ECP-S) for enhancements and Post Deployment Software Support (PDSS) to 
address break/fix issues continue, costs associated with sustaining these systems in their 
hosting environments are fairly consistent. Determining ways to lower these fixed costs 
results in reduced annual Operations & Maintenance (O&M) budgets for these systems 
and the potential for better use of these funds elsewhere within DoD component 
branches.  
G. SUMMARY 
This chapter discussed the overview and scope of the research, provided 
background information into why this research is necessary, defined the methodology 
used to conduct this research, and provided the organization for presentation of results in 
future chapters. Lastly, potential benefits, should results indicate a positive outcome, are 
discussed.  
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II. LITERATURE REVIEW 
Chapter I of this research provided the background, objective, and scope of this 
research by explaining policy directives that potentially restrict DBS hosting cost 
reduction initiatives. This chapter provides a literature review of initiatives, regulations, 
and guides that apply to this research. These include Better Buying Power, the DoD 
Cloud Computing Security Requirements Guide, the Defense Acquisition Guidebook, 
and the DoD 5000 series instructions. 
A. BETTER BUYING POWER 
Better Buying Power initiatives are the foundation in which this research is 
rooted. Initially published in 2010, BBP has undergone several revisions and is now on 
version 3.0, published in April 2015. BBP seeks to ensure programs are affordable, 
mandate PMs identify and pursue “should cost” savings opportunities, provide effective 
incentives to industry emphasize competition, reduce bureaucracy, improve acquisition of 
contracted services, and build professionalism (Defense Acquisition University, 2018).  
The three main areas applicable to this research are affordability, identifying 
savings opportunities, and reducing bureaucracy. Further elaboration is found when 
looking at the principles behind BBP. In a 2016 article with Acquisition, Technology, and 
Logistics (AT&L) magazine, Mr. Frank Kendall identified and elaborated on the ten 
overarching principles of BBP. The three principles directly applicable to this research, as 
stated in the Chapter I overview, are Principle #3, “critical thinking is necessary for 
success, fixed rules are too constraining”; Principle #4, controlling life-cycle cost is one 
of our jobs, staying on budget is not enough”; and Principle #10, “ we should have the 
courage to challenge bad policy (Kendall, 2016, p.3-4).” The next paragraphs will 
examine these three principles and their application to this research.  
The first principle we will examine, Principle #3, applies to understanding why 
policy restricts Army DBS systems to DISA as the only hosting provider. This principle 
states that: 
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Critical thinking is necessary for success; fixed rules are too constraining. 
This principle was the core concept behind BBP 2.0, which was subtitled 
“a guide to help you think.”  Our world is complex. One-size-fits-all 
cookbook solutions simply don’t work in many cases. The one question I 
most often ask program managers (PMs) and other leaders is “Why?”  
When we formulate acquisition strategies, plan for logistics support 
programs, schedule a series of tests, decide which technology project to 
fund or do any other of the myriad tasks that acquisition, technology, and 
logistics professionals are asked to do every day, we have to apply our 
skills, experience, and understanding of costs, benefits, and relative 
priorities to arrive at the best answer. There is no shortage of policy or 
history to assist us, but at the end of the day we have to figure out the best 
course of action in a specific circumstance, balancing all the complex 
factors that apply to a given situation. (Kendall, 2016, p. 3)   
It is clear from this principle that PMs of Army DBS systems must ask “why” 
regarding policy restrictions limiting ERP and key ERP-enabling systems to using DISA 
as the sole hosting provider. In both policy memorandums related to this forced data 
center migration, reasons for the directive are not clear. This naturally raises questions on 
the reasoning behind the directive. Because the memorandums do not provide the 
rationale and logic behind the policy, this forces PMs to ask “why” and evaluate the 
merits of the approach to determine if more efficient ways exist to accomplish the task. 
The second principle, Principle #4, deals with controlling life cycle costs. This 
principle directly ties to the hypothesis behind this research. It states: 
Controlling life-cycle cost is one of our jobs; staying on budget isn’t 
enough. This idea, that managing cost is a core responsibility, is at odds 
with a long history of focusing on execution (spending), in order to 
maintain budgets. The idea introduced in BBP 1.0 of “should cost” was 
intended to compel our managers (all of our managers) to pay attention to 
their cost structure, identify opportunities for savings, set targets for 
themselves and do their utmost to achieve those targets. I am hopeful that 
this idea is becoming institutionalized and, what is more important, is 
becoming part of a culture that values proactive efforts to control cost. 
Once in a while, I still see token savings targets. But, for the most part, our 
managers are implementing this concept and doing it effectively. One 
cautionary note is that this does not imply we should make poor decisions 
that result in short-term savings at the expense of high long-term costs. 
(Kendall, 2016, p. 3) 
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This principle encourages PMs to seek out cost savings wherever they exist within 
programs. Reducing O&S costs associated with hosting enterprise systems is an easy 
place to look when attempting to identify potential cost savings. After deployment of a 
DBS, hosting costs remain consistent each year throughout the life cycle of the system. 
The exception to this is the need for hardware technical refresh. While software refresh is 
also a concern that must be monitored during system sustainment, this research focuses 
solely on the hardware aspect. Chapter III discusses hardware refresh in more detail and 
explains how approaches vary for each provider.  
The final principle, Principle #10, addresses having the courage to challenge bad 
policy. While the referenced policies in the background section of Chapter I are not 
necessarily bad per se, they do require further explanation and a discussion of the basis 
behind the directives. Principle #10 states: 
We should have the courage to challenge bad policy. One of Deming’s 
principles was that successful organizations “drive out fear.”  He meant 
that a healthy organizational culture encourages members to speak out and 
contribute ideas and inform management about things that are not as they 
should be. We should not be afraid to speak up speak up when we see bad 
policy, or policy applied too rigidly where that clearly isn’t the best course 
of action. We should not be afraid to offer creative ideas or to challenge 
conventional wisdom, and we should encourage others to do as well. None 
of the BBP initiatives, or their more detailed implementation guidance, are 
intended to apply in every possible situation. All of us should be willing to 
“speak truth to power” about situations in which policies simply are not 
working or will not achieve the intended result. (Kendall, 2016, p. 4) 
This research examines Army policies to determine if they are too rigid when it 
comes to selection of hosting providers. Chapters III and IV delve into a detailed analysis 
of DISA and alternative hosting providers to conclude if Army policy is in fact restrictive 
and prohibiting potential program cost savings. 
B. DOD CLOUD COMPUTING SECURITY REQUIREMENTS GUIDE 
The DoD Cloud Computing Security Requirements Guide (CCSRG) provides the 
framework necessary for DoD “components to acquire cloud services in accordance with 
security requirements outlined in the Federal Risk and Authorization Management 
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Program (FedRAMP)” (DISA, 2016, p.1). For the purposes of this thesis, the CCSRG 
allows DBS programs to evaluate their system security requirements in order to select a 
commercial could provider that meets their security requirements. The first step is 
determining the information Impact Level (IL) of the system. Determining a system’s IL 
requires a “combination of the sensitivity or confidentiality level of information (e.g., 
public, private, classified) to be stored and processed in the CSP environment” and “the 
potential impacts of a cybersecurity incident resulting the loss of confidentiality, 
integrity, or availability of the information” (DISA, 2016, p.15).  
A system’s confidentiality, integrity, and availability levels are determined 
during accreditation using the Risk Management Framework (RMF) process. During this 
process, DBS program cybersecurity personnel conduct categorization of a system that 
assigns low, moderate, or high values to each of the three security objectives. The 
differences between the values are essentially limited adverse effect for low 
categorization, serious adverse effect for moderate categorization, and severe or 
catastrophic adverse effect for high categorization. Once the assigned Authorizing 
Official (AO) approves the system categorization, the program office can now align 
system security requirements to the appropriate ILs (DISA, 2016, p.16).  
The same is true concerning accreditation of commercial CSPs. CSPs undergo 
assessment using the RMF process to obtain a Provisional Authorization (PA) through 
the appropriate AO allowing access and use by DoD components. The PA provides the 
IL at which the commercial CSP environment can operate. DISA maintains a list of 
accredited commercial CSPs with up to date PA documentation on their Cloud Support 
website (DISA, 2018a).  
System categorization plays a large role in determining the appropriate IL 
required from the prospective commercial hosting provider’s platform. The comparison 
chart in Figure 1 shows a graphical depiction of different ILs and associated requirements 
and restrictions with each. IL 2 “includes all data cleared for public release, as well as 
some DoD private unclassified information not designated as non-Controlled 
Unclassified Information (CUI)” (DISA, 2016, p. 18). IL 2 is able to accommodate 
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systems with categorization values up to low for confidentiality and moderate for 
integrity.  
Figure 1 Impact-Level Comparison. Source: DISA (2016). 
 
  
ILs 4 and 5 are where most DBS programs fall. IL 4 allows for both non-CUI and 
CUI, requires access via the Non-Secure Internet Protocol Router Network (NIPRNet) 
using a Cloud Access Point (CAP), and is able to accommodate system categorization 
values of moderate for confidentiality and moderate for integrity. The difference with 
IL 5 is that it allows for higher sensitivity CUI and can handle DBS programs either 
designated as a National Security System or containing Mission Critical Information 
(CCSRG Guide Reference pp.18–19). IL 6 pertains to DBS programs classified as Secret 
and must operate connected to the Secure Internet Protocol Router Network (SIPRNet). 
This level accommodates systems with classified confidentiality and integrity levels of 
moderate. As of 2016, DISA has not approved off-premises offerings for systems 
containing confidentiality and integrity levels of high (DISA, 2016, p.19).  
The second aspect of the CCSRG is definition of cloud services and division of 
services provided at each layer (Figure 2). While there are several depictions of IaaS, 
PaaS, and Software as a Service (SaaS) available, the CCSRG depiction and subsequent 
detailing of requirements for each approach is appropriate for the DoD.  
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Figure 2 Cloud Service Platforms. Source: DISA (2016). 
 
  
We will focus on IaaS and PaaS offerings during this research. SaaS and 
Packaged Software are not applicable. For comparison, SaaS is similar to Microsoft 
Office 365 or any of the Google Applications. Most DoD DBS are either custom or 
modified commercial-off-the-shelf (COTS) software adapted to meet requirements using 
bolt on third party software applications integrated with the core software.  
Focusing on IaaS and PaaS allows us to evaluate commercial CSPs in the 
following chapters. As some commercial CSPs carry a PA as either an IaaS or PaaS 
offering, it is necessary to evaluate each one individually for two reasons. The first reason 
is to identify service gaps, as no two are identical, while the second reason is to develop 
accurate cost estimates containing all components needed to meet requirements. 
C. DEFENSE ACQUISITION GUIDEBOOK 
The Defense Acquisition Guidebook (DAG) complements fundamental principles 
and procedures to achieve objectives described in Department of Defense Directive 
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(DODD) 5000.01, The Defense Acquisition System (Department of Defense, 2013), and 
Department of Defense Instruction (DODI) 5000.02, Operation of the Defense 
Acquisition System (Department of Defense, 2017). For the purposes of this research, the 
focus is on Chapter 2, Cost Estimation; Chapter 4, Life Cycle Sustainment; and Chapter 
6, Information Technology and Business Systems (Defense Acquisition University 
[DAU], 2017, Foreword).  
The POE and Cost Analysis Requirements Description (CARD) are significant 
documents needed at program milestone decisions. The POE and CARD are living 
documents that program office staff update during the course of a system’s life cycle. 
They allow decision makers to determine whether the program can fulfill the DoD’s 
mission while at the same time allowing for affordability (DAU, 2017, Ch. 2). The POE 
is the main programmatic document from a cost standpoint that applies to this research. 
Chapter IV will compare the effects of certain hosting provider costs on a DBS program’s 
POE.  
Chapters 4 and 6 of the DAG contain details regarding planning factors for life 
cycle sustainment. Because this research strictly pertains to life cycle impacts on DBS 
programs, Chapter 6 is relevant because it contains specific information related to IT. 
Integrated Product Support (IPS) Elements are still relevant to these programs and O&S 
costs should capture strategies to maintain systems, hardware/software refresh costs, 
future upgrades, license agreements, complexity, required personnel, and projected 
service life (DAU, 2017, Ch. 6).  
D. POLICY GUIDANCE 
Memoranda titled “Migration of Enterprise Systems/Applications to Core Data 
Centers” (Under Secretary of the Army, 2014); “Guidance for Migration to, and Use of, 
Commercial Cloud Service Providers (CSPs)” (Department of the Army, 2016); and 
“Guidance for Migration to, and Use of, Commercial Cloud Service Providers (CSPs)” 
(Secretary of the Army, 2015) are the main reasons for this research.  
The initial memorandum from the Under Secretary of the Army in 2014 directed 
enterprise applications and systems providing enterprise services to core data centers. 
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There existed redundant data center capability across the DoD and this was the first step 
at consolidation taken by the Army. The directive’s target date to migrate away from and 
close these excess data centers was set at the end of Fiscal Year (FY) 2018 (Under 
Secretary of the Army, 2014).  
Follow-on guidance in the form of the “Guidance for Migration to, and Use of, 
Commercial Cloud Service Providers (CSPs)” memorandum gave further clarification on 
roles and responsibilities of organizations, requirements, and a high-level process behind 
migration steps. However, one key item in this memorandum at the root of this research 
was restriction of ERP and key ERP enabling systems to DISA DECCs. The systems 
specifically mentioned by name were GFEBS, GCSS-Army, LMP, IPPS-A, AESIP, and 
LIW (Department of the Army, 2015, p. 6). The memorandum did not give clear rationale 
behind the restriction, but had the intended or unintended consequences of eliminating 
any potential move by these systems to commercial CSPs. 
Army Directive 2016–38 “Migration of Army Systems and Applications to 
Approved Hosting Environments and Consolidation of Data Centers” provided detailed 
guidance on migration steps and allowable data centers for installation. It also provided 
detailed instructions to ERP owning commands to migrate their ERPs to the DISA DECC 
ERP enclave by 30 September 2018. Within this memorandum, the Office of Business 
Transformation (OBT) received specific guidance to “coordinate and lead system 
analysis for potential inclusion of non-ERP systems in the DISA DECC ERP hosting 
environment to maximize the potential off an engineered solution to Business Mission 
Area (BMA) system hosting” (Secretary of the Army, 2015). This was an attempt at 
gaining economy of scale by adding additional systems into the ERP enclave to help 
drive down the hosting costs of the six designated ERPs. As we will discuss later in 
Chapters III and IV, achieving economies of scale comparable to commercial providers 
by DISA while only possessing six ERP systems is unlikely and does not fit the tenets of 
Better Buying Power. 
The fourth and final memorandum by the Deputy Secretary of Defense in 2017, 
titled “Accelerating Enterprise Cloud Adoption,” encouraged rapid adoption of cloud 
architectures, services, and solution. It established a Cloud Executive Steering Group 
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(CESG) chaired by the USD (AT&L) to oversee strategy execution and accelerate cloud 
adoption (Deputy Secretary of Defense, 2017). After the Deputy Secretary of Defense 
published this memorandum, the Army’s approach no longer aligned with DoD guidance.  
E. DOD CLOUD CONNECTION PROCESS GUIDE 
The DoD Cloud Connection Process Guide, published by DISA, provides the 
procedures and governance necessary to connect off-premises commercial cloud 
environments to the DODIN. This is an ancillary document to the overall research but 
necessary because it details the requirements and processes needed. A Cloud Access 
Point (CAP) is the tool used by DISA to connect outside environments to NIPR while 
maintaining the overall security posture and monitoring inbound traffic for potential 
malicious actors (Figure 3). 
Figure 3 CAP Connection Diagram. Source: DISA RE (2017) 
 
 
As depicted in Figure 3, the two models that apply to this research are the DISA 
boundary CAP connecting the off-premises Level 4 cloud service provider and the 
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internal CAP depicting the on-premises COCO CSP environment. DISA traditional 
hosting does not require a CAP for connection purposes. As mentioned earlier, the DBS 
programs operate at a higher security categorization than what Level 2 allows (DISA RE, 
2017). There is a cost associated with using the CAP, which will add a cost element in 
the model described in Chapter III.  
F. SUMMARY 
The focus of Chapter II was conducting a review of applicable literary references 
that guide the overall approach to this research. Better Buying Power, the CCSRG, and 
the DAG, and policy memorandums are the main resources used during the course of this 
analysis. Better Buying Power describes the policy initiatives around which this research 
is centered, the CCSRG sets the requirements and baseline necessary to evaluate 
alternatives, while the DAG outlines the appropriate documents needed to inform leaders 
of program costs. The various policy memoranda provide background on decisions made 
restricting certain programs from migrating outside the DODIN. The DoD Cloud 
Connection Process Guide is an ancillary document but needed as it adds a cost estimate 
factor for commercial cloud offerings.  
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III. DATA ANALYSIS FRAMEWORK 
The first two chapters introduce the problem under analysis and a summation  
of applicable literary documents and their impact on this research. In Chapter III, the 
Data Analysis Framework, we look at the different hosting approaches, services provided 
by each, and develop a model to ensure a parametric estimate between the three options. 
The outputs of this model will then look at impacts to overall DBS life cycle costs in 
Chapter IV.  
A. DBS LIFE CYCLE HOSTING COSTS 
A preliminary examination of the effects of policy on hosting costs was conducted 
in September 2016 by the GFEBS program office. GFEBS, using hosting facilities at 
both Acquisition, Technology, & Logistics Enterprise Systems and Service (ALTESS) in 
Radford, Virginia, and Redstone Arsenal, Alabama, initially developed a Service Request 
Form (SRF) for this migration of services.  DISA’s subsequent Letter Estimate (LE) 
document showed significant cost increases over GFEBS’ current hosting environments 
at ALTESS and Redstone. Table 1 shows a comparison of the GFEBS current 
environment hosting costs to projected DISA costs. 
Table 1. GFEBS Hosting Comparison. Source: GFEBS Program Office (2016). 
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Analysis of this table shows an apparent cost increase by moving from current 
hosting providers to DISA. FY17 expenditure between ALTESS and Redstone was 
approximately $24M, split between hosting provider costs (line 1a), hardware 
maintenance and software licenses (line 1b), and technical refresh costs (line 1c). The 
DISA cost estimate is broken into recurring hosting costs (line 2a), software maintenance 
(line 2b), technical refresh (line 2c), and system integrator costs to migrate environments 
(line 2d). While the migration window from FY18-20 increases costs by requiring two 
duplicate capability sets and a system integrator leading the migration, it does not provide 
for a good cost comparison between the two environments.  
The next step is conducting a cost comparison between fully operational 
environments at both facilities. For this comparison, we need to take the future value cost 
of a fully operational DISA environment and convert it into present value. Using 2018 as 
the current year and assuming a 2.50% average rate of inflation, converting DISA’s FY21 
cost (calendar year 2020) of $34.2M equates to a present-day value of $32.6M. DISA’s 
costs turn out to be $7.1M more expensive on an annual recurring basis than the FY19 
ALTESS/Redstone offering.  
This initial estimate is the cornerstone of this research. While it only compares an 
ATLESS/Redstone offering that will no longer be available under data center 
consolidation with DISA’s offering, several commercial options are now available as 
potential alternatives. However, this initial estimate does not provide an all-inclusive 
model for accurately determining hosting costs. The next step is to analyze potential 
hosting options that exist in the current marketplace.  
B. HOSTING OPTIONS 
1. DISA Traditional Hosting Options 
DISA offers three options for hosting: engineered solution, capacity services, and 
the MilCloud 1.0 offering. The MilCloud 1.0 offering, while the closest to a cloud type 
setup, is not particularly suited for systems of the DBS magnitude. The majority of DBS 
programs require either an engineered solution or capacity services to implement their 
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technical architecture. The main difference between these two is server hardware. An 
engineered solution usually requires higher end specialized hardware such as Oracle 
SuperClusters while capacity services utilizes lower end servers that do not require the 
same degree of specialization. The number of users, system functionality, and amount of 
data within the system usually dictates which approach to take. This process starts with a 
potential customer developing an SRF that contains details about the particular software 
system to include number of servers required, functions, environment type, software type, 
number of users, storage requirements, and other information.  
Figure 4 depicts the DISA process timeline from receipt of SRF to full 
implementation and go live of the system in its environment. The process starts with 
submission of the SRF to the Mission Partner Engagement Office (MPEO). Once 
received, the MPEO send the SRF to the Implementation & Sustainment (I&S) group to 
work with the prospective customer in developing a detailed engineering design. Once 
the detailed solution engineering design is completed, the Letter Estimate (LE) detailing 
implementation and sustainment costs is returned to the customer. The Line of Business 
(LOB) and I&S team, after receipt of funding, starts build out of the system to include the 
Initial Operational Environment (IOE), Initial Operational Capability (IOC), and Full 
Operational Capability (FOC). 
Figure 4 DISA Enterprise Process Timeline. Source: DISA (2017). 
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An important point to note are the durations for each stage of the implementation 
process. The number of days on top of the process flow are considered a best-case 
scenario and assumes hardware already on-hand is reused in lieu of ordering new 
equipment. One of the larger variable areas within this timeline is acquisition and 
implementation of hardware. DISA traditional hosting is not set up as a true cloud service 
and typically uses dedicated hardware instead of relying upon full virtualization typically 
found in commercial environments (Johnson, 2017). Full implementation, from start to 
finish, could potentially take up to 270 days depending on the complexity and hardware 
type required for a particular DBS. The need to procure physical hardware, viewed as a 
disadvantage for purposes of this research, extends implementation timelines and drives 
up costs.  
The advantages of DISA are that they provide Cybersecurity Service Provider 
(CSSP) support as a core part of their hosting offerings and the straight connection to the 
NIPRNet does not require a CAP (DISA, 2018b). This resembles more of a PaaS offering 
because the added services involved are more than strictly hardware found in IaaS 
options. 
2. Commercial Cloud Hosting Options 
There are several authorized commercial cloud hosting providers that possess PAs 
at IL 4 and 5. DISAs Cloud Support website (DoD Cloud Services Catalog, 2018) 
contains a full list of available providers with PAs. A quick scan of the available service 
provider lists includes Amazon Web Services, IBM, Microsoft Azure, and Salesforce 
GovCloud as potential options. For purposes of this research, Amazon Web Services is 
the commercial IaaS provider used for comparison purposes against DISA hosting 
options. 
The advantages commercial CSPs hold over traditional DISA hosting mainly 
center on dynamic pricing, scalability of services, economy of scale, and speed of 
deployment. Unlike DISA’s hardware-based model, the majority of commercial CSPs 
rely heavily on virtualization to meet customer needs. Engineers establish Virtual 
Machines (VMs) inside of existing servers within a commercial data center in lieu of 
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procuring distinct and separate physical servers. Virtualization allows for the overall 
reduction in the number of physical servers and space required, which in turn reduces 
costs to clients. Other advantages include the ability to rapidly install or turn on dormant 
VMs during times of peak demand. Since the environment is virtual, there is no need to 
add additional physical servers to create additional capacity. This reduces implementation 
time from potentially months to minutes. 
Commercial CSPs also incorporate dynamic pricing based on actual usage. If a 
VMs utilization rate during a particular billing cycle is only 70%, then the customer’s 
charge will reflect that usage which could potentially generate significant cost savings 
over a system’s life cycle. Dedicated servers in DISAs model, for comparison, are fully 
on 100% of the time regardless of usage. While it is difficult to compare actual usage 
rates on individual DBS systems without years of historical data, the cost estimates later 
in Chapter III will depict full 100% usage.  
The disadvantage of having different software systems sharing the same servers in 
a virtual environment is the potential for increased security risks. There is a need for 
strong data separation policies to prevent data seepage and increased vulnerability 
monitoring to prevent exploitation against security threats (Granneman, 2012). Physical 
separation is by far the most effective way to mitigate security risks. Successful 
exploitation of a virtualized server would give the attacker access to the numerous 
systems residing on that physical server.  
Another potential disadvantage of commercial CSP IaaS offerings is the need  
for both a CSSP and usage of a CAP. Amazon Web Services is an off-premises service 
that does not reside within the DODIN and requires a CAP to connect to NIPR  
(DISA RE, 2017). The other aspect, a CSSP, is required to provide cybersecurity 
monitoring of the environment (DISA, 2016). These are both cost elements when 
comparing hosting options.  
3. Hybrid Hosting Options 
The final hosting option is COCO offerings that reside within DISA DECCs, all 
within the DODIN. At the time of this research, two potential hosting options are 
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available consisting of Dell/Virtustream’s Onsite Managed Services (OMS) offering and 
CSRA’s MilCloud 2.0. Both have PA’s at the IL 4/5 and are viable hosting locations for 
DBS programs. OMS is the selection used for comparison purposes in this research. 
CRSA’s MilCloud 2.0 is in the initial stages of standup during data gathering and full 
details were not available.  
The advantages of COCO offerings are that they combine the best of both worlds 
between off-premises commercial CSPs and the protection DISA provides. OMS uses 
full virtualization to decrease timelines, dynamic VM pricing to reduce cost, and resides 
within a DISA DECC, which theoretically provides an added layer of protection for the 
hosting environment against outside attacks. These came about because of a 2016 DoD 
CIO initiative seeking a commercial partnership to deliver secure cloud services from 
within a federal data center, that would deliver 25–30% measured savings over legacy IT 
(Johnson, 2017). However, despite being physically located inside a DISA DECC, OMS 
still requires a CSSP and an internal CAP. Policy also influences these COCO offerings, 
which we will cover further in Chapter V. 
C. ANCILLARY SERVICES 
1. Cybersecurity Service Provider 
A CSSP is a third-party entity that is authorized to provide network assurance 
functions, incident monitoring and reporting, vulnerability scanning and analysis, 
cybersecurity attack detection, and network security monitoring. There are twenty-three 
CSSP’s authorized by DISA to perform these services (Hackney, 2016). The main 
difference between the providers is their level of familiarity and expertise with certain 
hosting providers. Some may have worked with AWS previously and understand the 
inner workings of what is required with that service provider. Others may specialize in 
providing CSSP services with Microsoft’s Azure or other environments. Thorough 
vetting is required to fully understand the level of proficiency each CSSP has with 
potential hosting providers under consideration.  
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2. Managed Services Provider
Managed Service Providers (MSPs) are companies that provide management and 
other essential services to IT platforms. This is a form of outsourcing where a third party 
is brought in to provide services such as infrastructure monitoring, database backup, and 
other services not covered by the hosting provider, prime system integrator on contract, 
or CSSP. The system integrator on contract to develop the overall DBS capability can 
also provide managed services. However, if selected, cost models should track these 
services as a separate line item as they are enduring throughout the life cycle of the 
system. A potential MSP’s level of proficiency with certain hosting providers, much like 
CSSP providers, also requires investigation and evaluation before selection (Da Rold & 
Maurer, 2016).  
D.   COMPARISON OF HOSTING PROVIDER SERVICES AND GAPS 
Examining Table 1, the three cost estimate elements provided in the GFEBS 
estimate are recurring hosting costs, hardware/software maintenance costs, and technical 
refresh costs. One obvious omission is setup costs to initially stand up the environment, 
whether it be by procuring dedicated hardware or setup of virtual machines. When 
comparing DISA against commercial CSPs, CAP access and a CSSP provider are also 
required data elements (DISA, 2016). The last missing element is accounting for services 
provided by each commercial CSP offering, whether IaaS or PaaS. Since DISA 
traditional services provide a more encompassing platform than commercial CSPs, it is 
necessary to decompose services into lower level elements to ensure complete coverage 
of requirements. 
For purposes of this comparison going forward and in development of vendor 
Rough Order of Magnitude (ROM) cost estimates, we will use the technical 
specifications of a new DBS program called the Army Contract Writing System 
(ACWS). The initial ACWS technical specifications are based on 178 VMs, 130 terabyte 
storage capacity, an Oracle database, Apache webserver software, and a Red Hat Linux 
operating system. The technical architecture consists of production, test, development, 
and Continuity of Operations (COOP) environments.  
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A logical place to start in developing service cost data elements is DISA’s SRF 
form.  In addition to physical servers for hosting, DISA provides core, optional rate-
based, and conditional services as part of their offering platform. Core services include 
system administration, onsite support, physical security, facilities support, standard 
operating environment software, power, and a service help desk. Optional services 
consist of hardware services with covers technical refresh, application support, database 
administration, Oracle grid control, database software maintenance, and 24x7 versions of 
system administration, database administration, and application support. Conditional 
services, which may or may not be required based off selected optional services, include 
web administration support, database security, and capacity planning. Additionally, DISA 
is a Cybersecurity Defense Service Provider which is the equivalent of a CSSP (DISA 
SRF, 2017). 
DISA’s overall service platform, referring back to Figure 2, is essentially a PaaS 
offering. Going forward, the SRF forms the basis of the comparison template between 
IaaS and PaaS offerings to identify potential gaps. Given the same technical 
specifications as DISA, ROMs were requested from both AWS and OMS. Because these 
two providers are more along the lines of IaaS instead of the DISA traditional PaaS 
offering, it is necessary to evaluate their estimates to determine gaps in which a MSP is 
necessary to fill.  
Tables 2 and 3 were developed after providing the DISA SRF form to DISA, 
Dell/Virtustream’s OMS offering, and AWS. These tables are derived from Deputy 
Assistant Secretary of the Army - Cost and Economics (DASA-CE) guidance on cloud 
migration from Table 1, but contain significantly more detail needed by DBS program 
offices to identify service gaps at a much lower level and focus on new system standup 
only. ACWS, our example DBS, is a new start and does not require labor or services 
associated with migration. After receipt of cost estimates for each, detailed discussions 
with all three vendors were held to gain further understanding of services provided with 
specific granularity to add in CSSP specific functions and identify gaps that would 
require an MSP.  
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Table 2 Non-recurring Cost Data Elements. Source: Crist and Rubin (2018). 
 
  
In Table 2, offerings from each hosting provider are compared against a common 
set of criteria to evaluate the thoroughness of each provider. The rows labeled “on 
contract” depict services a system integrator is already on contract to provide and would 
remain constant for purposes of this evaluation. The cells labeled “GAP” required a MSP 
or other third party to provide this service as the hosting provider and CSSP do not. This 
table only considers the non-recurring, or initial, standup costs to establish the hosting 
environment in the first year of implementation and is covered by Research, 
Development, Test & Evaluation (RDT&E) funding in our example.  
In Table 3, we delve into data elements required to keep the system running after 
initial establishment of the environment. Compared to the data elements required to 
initially set up the system, the number of data elements to sustain the system are 
significantly more in nature. This is primarily where the CSSP and MSP will operate in 




Table 3 Annual Recurring Cost Data Elements.  




Now with the three hosting service providers’ ROMs submitted, gaps identified, 
and need for CSSP and MSP services identified, we can begin to develop overall cost 
estimates for each approach that, in Chapter IV, will be the basis for evaluation of impact 
on overall life cycle and sustainment costs. 
E.   COST ANALYSIS OF HOSTING APPROACHES 
Now that service gaps have been identified, the remaining two items needed for 
this cost analysis are estimates from a CSSP and MSP. Hosting estimates for DISA 
(Appendix A), AWS (Appendix B), and OMS (Appendix C) cover initial non-recurring 
and annual recurring costs. For the CSSP, Army Research Laboratories (ARL) is the 
selected CSSP for their familiarity with Amazon and also OMS. Their FY18 annual rates 
are contained in Appendix D. The MSP, for confidentiality purposes, is not specifically 
named, but the estimate for services needed is $800k for initial setup and $2.7M 
annually. Most MSP services are labor intensive compared to the other elements.  
The first provider we will analyze is DISA. In Table 4, we input the cost of 
implementation and recurring annual costs using the current year, future year, and FY20-
24 Program Objective Memorandum (POM) to determine overall costs regardless of 
funding type. Because DISA is essentially a PaaS platform, CSSP and MSP data 
elements were part of their Initial Business Estimate (IBE) as annotated on the SRF.  
Table 4 DISA Cost Estimate (FY18–24) 
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The overall estimate by selecting DISA as the hosting provider is $55,505,819 in 
constant year dollars. This is broken down as $2,384,219 in initial implementation costs 
and then annual recurring costs of $7,588,800 on a yearly basis thereafter. 
The second provider for analysis is AWS. Because it is a strictly IaaS commercial 
provider, a CSSP and MSP are both required. Table 5 provides the cost estimate for 
selecting AWS and the hosting provider.  
Table 5 AWS Cost Estimate (FY18–24) 
The total estimate over FY18–24 by selecting AWS as the hosting provider, ARL 
as the CSSP, and the addition of the MSP comes in at $26,388,107 in current year dollars. 
Compared to the previous estimate, there are significant savings with implementation 
costs and overall yearly recurring charges leading to an estimate that is less than half of 
what DISA charges. From a strictly cost standpoint, this approach is superior to DISA. 
Referring back to Figure 3, CAP connection diagram, there is a need to use DISA’s 
boundary CAP to connect the DBS in AWS to the NIPRnet. At the time of this research, 
DISA has not fully developed a pricing structure for use of their boundary CAP. In the 
event DISA does start charging for use of their boundary CAP, additional implementation 
and recurring charges would be captured in the pricing model.  
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The final estimate is for the Dell/Virtustream OMS COCO offering that resides 
inside of DISA’s Ogden, UT facility is reflected below in Table 6. This estimate also 
includes the use of a CSSP and an MSP.  
Table 6 OMS Cost Estimate (FY18–24) 
When compared to the estimates for DISA traditional and AWS, OMS splits the 
difference from a cost standpoint between the other two competitors. The main advantage 
to this offering is that OMS resides inside of a DISA DECC and is technically connected 
to the NIPRnet already. The internal CAP shown in Figure 3 is essentially accomplished 
by use of a Joint Regional Security Stack (JRSS) to monitor and scan traffic going in and 
out of the DBS for viruses and malware.  
F.   SUMMARY 
In this chapter, we identified different types of potential hosting providers and 
ancillary services such as the CSSP and MSP, developed a detailed view of data elements 
required to complete comparable cost estimates, and then conducted a cost analysis that 
compares the DISA, AWS, and OMS offerings against each other.  
In Chapter IV, we will insert the costs for both DISA and AWS into our 
demonstration system’s POE to determine the overall impact on life cycle and 
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sustainment costs. DISA’s estimate, because of current Army policy, will serve as the 
baseline which is then compared against implementation of AWS. We will also discuss 
potential policy risks and technical limitations that could impact our selected hosting 
approach.  
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IV. FINDINGS AND RESULTS 
In the previous three chapters, we identified a potential problem due to policy, 
discussed the problem in the context of Better Buying Power principles, and conducted a 
cost analysis of three potential hosting providers. Chapter IV incorporates the high and 
low-cost estimates into the POE for our example system to determine overall impacts on 
life cycle and sustainment costs while considering overall risks.  
A. OVERALL IMPACT ON PROGRAM LIFE CYCLE COSTS 
The ACWS POE, as originally developed in 2015, projected hosting environment 
standup and system to go-live in FY18. The POE is modeled over a twenty year 
timeframe (FY15–FY34) and uses MIL-STD-881C, Appendix K, Automated Information 
Systems (AIS) (Department of Defense, 2011) for the investment cost estimate structure 
and the Army Cost Analysis Manual (United States Army Cost and Economic Analysis 
Center, 2002) for the O&S cost element structure. Our next step is to compare the 
estimates discussed in Chapter III and their overall effect on the program’s life cycle 
costs. For informational purposes, there are no associated hosting costs for FY15–FY17 
because the ACWS program conducted initial standup, preparing for contract solicitation, 






Table 7 ACWS POE Investment Cost Elements using DISA 
     
Table 8 ACWS POE Investment Cost Elements using AWS 
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The two tables above represent the overall investment costs for the ACWS 
program as developed by the ACWS program office. Table 7, which reflects the original 
POE, uses the DISA traditional estimate of $2,384,219 for standing up ACWS hosting 
environments. Table 8 reflects POE investment costs using the Amazon Web Services 
standup estimate of $800,000. When comparing Table 7 to Table 8, we see that the cost 
savings from an investment or standup perspective is not that significant when compared 
to the overall investment cost of the ACWS program. There is an approximate savings of 
$1,548,000 by using Amazon over DISA. The larger savings, however, comes from 
maintaining the hosting environments over the life of the program 
Table 9 depicts the ACWS O&S costs over POE using the DISA recurring annual 
maintenance cost of $7,588,800 per year through FY34. Hosting costs consist of the 
majority of sustainment costs for a Defense Business System as shown above, accounting 
for almost 35% of the program’s overall O&S budget at $129M. Next we will analyze the 
impact of using a commercial service provider instead of DISA for system hosting. 
Table 9 ACWS POE O&S Cost Elements using DISA 
 
 
Table 10 represents the program office POE using the Amazon Web Services 
sustainment cost estimate from Chapter III. The annual support cost of $3,648,301 
consists of the AWS IaaS hosting at full-on capacity, CSSP, and Managed Service 
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Provider support. Spread over the anticipated life of the system, sustainment of the 
hosting environment comes in at approximately $62M. This drastically lowers the overall 
system O&S costs from $370M by using DISA to $303M by using Amazon, a reduction 
of approximately $67M over a sixteen-year period.  
Table 10 ACWS POE O&S Cost Elements using AWS 
Based on the above research, the overall ACWS program costs drop from 
approximately $587M to $518M over the projected life of the program. This represents 
an overall cost reduction of $68.5M or 11.7% of program costs and 18% of O&S costs by 
using a commercial cloud service provider over DISA. 
B. RISK ANALYSIS 
1. Technical Risk
While the overall costs of using a commercial cloud service prover are lower than 
using DISA’s traditional hosting environment, there are several technical risks that 
require mitigation when taking this approach. These include ensuring virtual machines 
are built with strong data separation, monitoring potential data in transit latency, and 
ensuring program protection measures are followed. 
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The benefit of using virtualization in general allows many different applications 
and systems to utilize the same physical servers. While this reduces overall cost, system 
owners must ensure the virtual machines are built with strong data separation in mind to 
prevent data leakage. Data leakage occurs when virtual machines are misconfigured or 
security policies are not thoroughly applied. These misconfigurations allow virtual 
machines to inadvertently expose data to other virtual machines on the same physical 
server, make data public by leaving connections open to the public, or allow some users 
elevated privileges that enable potential malicious acts (Rashid, 2016). The mitigation 
factors to prevent this are ensuring system administrator personnel are trained, continuous 
monitoring of the overall system occurs, and encryption is used to secure data at rest. 
The second technical risk is latency of data in transit. While this is typically 
minimized when the hosting environment resides within the DODIN itself, use of a cloud 
access point to connect an external hosting environment adds an additional layer of 
security that could potentially impact data flow and responsiveness of the overall system. 
A large majority of DBS systems send and receive data to and from other systems in the 
form of interfaces. Depending on where the interfacing systems reside, the data flow path 
could take the interface from one commercial cloud environment, through the cloud 
access point to NIPRnet, out through the cloud access point to a different commercial 
cloud environment, and back again using the same pathway. Each time an interface 
passes through a cloud access point and into the boundary of the commercial cloud 
environment, it is interrogated by a security stack looking for viruses and malware 
potentially embedded inside the interface. This could potentially cause latency issues 
where the interface times out and data does not make it to the intended target. Mitigation 
of latency requires continuous monitoring of the network and close coordination with 
DISA and external interface partners to ensure data is passed in a timely manner. 
The final technical risk is supply chain management protection. Systems are 
required to perform program protection planning per DODI 5000.02. Part of program 
protection planning is conducting Trusted Systems and Networks (TSN) analysis on 
mission critical functions and critical components of a system (Department of Defense, 
2016). This analysis includes tracking the origins of software and hardware through their 
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supply chains to ensure both software code and hardware components were produced by 
reputable and controlled sources. The globalization of supply chains and increased use of 
outsourcing over the past few decades have multiplied the complexity of performing 
effective supply chain risk management. Severable notable examples have occurred in the 
past few years of compromised supply chains in defense acquisition. The Senate Armed 
Services Committee published a report in 2012 detailing a significant number of 
counterfeit electronic parts in the DoD supply chain affecting sensors and aircraft 
avionics (United States Senate Committee on Armed Services, 2012). While this report 
focuses on counterfeit parts and unknown manufacturing sources for avionics 
components, computer and server hardware is not immune to supply chain management 
issues.  
The most recent example of a compromised hardware supply chain is the 
infiltration of Elemental Technologies, a company purchased by Amazon.com for their 
high-end video compression servers, by Chinese operatives implanting a small microchip 
on the motherboard produced by Super Micro Computer Incorporated. The compromise 
significantly impacted the United States as Elemental Technologies servers were installed 
in the secure Amazon Web Services environment used by the Central Intelligence 
Agency and National Security Agency (Robertson & Riley, 2018). This example only 
underscores the importance of performing supply chain risk management within program 
protection. Constant vigilance into the origins of computer parts and software code is 
needed to mitigate risks associated with supply chain management. 
2. Policy Risk 
The second aspect of risk when it comes to this research is the risk of policy 
change. Early adopters of commercial cloud services face the risk of policy changes 
dictating movement from one commercial provider to another. For this reason, 
establishing a cloud exit strategy is paramount to reducing risk should Service or 
Program Executive Office (PEO)-level commercial cloud consolidation efforts 
materialize or policy changes eliminate a hosting provider from consideration.  
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During the course of this research, support for the Dell/Virtustream OMS offering 
discussed in Chapter III effectively ended. This Office of the Secretary of Defense (OSD) 
initiative to establish a contractor owned and operated cloud offering inside of DISA’s 
Ogden, UT, facility became a direct competitor to DISA’s own MilCloud 2.0 initiative. 
As such, DISA ceased supporting customers who wished to establish a cloud presence 
within the OMS environment. While this may be an isolated occurrence where support 
for a commercial cloud service provider ends, it underscores the need to develop a cloud 
exit strategy in case of potential policy changes.  
The second reason requiring development of a cloud exit strategy is potential for 
PEO or Service-level consolidation within a single commercial hosting provider. Early 
adopters of commercial hosting for DBS programs may run into later consolidation 
efforts at the PEO or higher level. This consolidation is not without merit, due to 
potential reduction in data exchanges in and out of the cloud environment. Data 
transmission charges, which were not evaluated in this research due to ACWS being a 
new system, have the potential to increase hosting costs depending on the frequency and 
size of data exchanges traversing the cloud boundary. While these charges and very 
small, data exchange intensive systems may experience costs that eat into overall savings 
by using a commercial hosting provider. Common support services can also be leveraged 
by having a group of systems inside of one hosting enclave. An initiative is currently 
underway to study movement of Army DBS systems to within a common environment 
inside of Amazon Web Services. This would mitigate the risk of increase costs due to 
data exchanges leaving the cloud environment and also leverage common support 
services between the systems.  
A public cloud exit strategy is a plan to minimize consequences of a cloud 
provider ceasing operation or a policy change forcing a move out of an existing provider. 
Gartner’s research note, “Designing a Public Cloud Exit Strategy,” states “having a cloud 
exit strategy is like having a disaster recovery plan. You hope you never need it, but you 
absolutely need to have one” (Simpson, 2018). The tenets of a cloud exit strategy include 
identifying requirements for moving applications and data out of a current provider, steps 
needed to establish infrastructure within the new environment, coordinating with the 
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CSSP for security, updating accreditation documents, relisting any ports required to 
connect with the CAP, redoing support agreements, and understanding the schedule 
associated with accomplishing these tasks. These steps form the foundation for mitigating 
risks associated with moving hosting providers.  
C. RESULTS 
The results of this research show considerable program life cycle cost savings by 
using a commercial cloud service prover over DISA while risk remains within acceptable 
parameters. An 18% reduction in O&S costs along with an 11.7% reduction in life cycle 
costs by leveraging a commercial hosting provider for the example DBS program 
successfully meets the intent of BBP initiatives. While the example program used in this 
analysis is only around the $500M mark and considered small compared to other Army 
DBS systems, most of other systems are currently in sustainment and could directly 
benefit by researching commercial providers to reduce hosting costs. Risks are of an 
acceptable level to leverage commercial providers for hosting purposes. 
D. SUMMARY 
In this chapter, we compared the results of the two hosting providers within the 
ACWS program’s POE to determine overall potential cost reductions in both life cycle 
and O&S costs, ensured the research results aligned with BBP initiatives, conducted a 
risk analysis focused on technical and policy factors, and examined the overall results of 
the research. Chapter V will consist of the conclusion of this research and 
recommendations on further research topics associated with DBS programs.  
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V. CONCLUSIONS, RECOMMENDATIONS, SUMMARY, AND 
AREAS FOR FURTHER RESEARCH 
A. CONCLUSIONS AND RECOMMENDATIONS 
The findings of this research lead to several conclusions about use of commercial 
sources for Defense Business System hosting when looking through the lens of Better 
Buying Power principles.  
First, the comparative cost analysis between using commercial cloud service 
providers versus DISA for the example Defense Business System shows a large cost 
savings by utilizing a commercial provider. Reduction of overall program life cycle costs 
by 11.7% and O&S costs by 18% as a result of utilizing Amazon Web Services is a 
significant advantage when compared to using DISA. DISA is not able to reach the 
economy of scale that commercial providers achieve which is reflected in higher yearly 
maintenance costs. While there is extra coordination involved with using a commercial 
provider by having to arrange Cybersecurity Service Provider and Managed Service 
Provider support versus DISAs all-encompassing model, this coordination is not above 
the ability of program office professionals to accomplish.  
Second, there is not a substantial amount of risk incurred by using a commercial 
providers. While some technical risk exists from virtual machine setup misconfiguration, 
potential latency of data in transit, and supply chain management infiltration, mitigation 
steps to lower these risks exists making it acceptable to reside outside of DISA data 
centers. Policy risks, which could force early adopters to later consolidate into a different 
commercial provider’s environment, have the potential to exist. Coordination and 
approval at the PEO level is necessary to mitigate this risk. This ensures programs are in 
step with any PEO-level consolidation effort and also to provide top cover support and 




Third, restrictions confining Defense Business Systems to DISA, as noted in the 
memorandum “Guidance for Migration to, and Use of, Commercial Cloud Service 
Providers (CSPs)” (Department of the Army, 2015) are contrary to Better Buying Power 
principles. 
Research to understand the “why” behind the policy restricting DBS programs to 
DISA, in relation to BBP principle #3, uncovered no evidence that suggests reasonable 
rationale for keeping DBS programs away from exploring commercial cloud service 
providers as a hosting option. Sufficient policy and guidance, as discussed in Chapter II, 
exists to prove that the DoD is open to utilizing commercial providers as a way to contain 
and potentially lower overall IT expenditures.  
Managing and controlling program life cycle costs, BBP principle #4 (Kendall, 
2016, p. 3), is not achieved by restricting DBS programs to DISA. Hosting is a major 
driver of overall DBS sustainment costs after completion of development and deployment 
activities. With the onset of commercial cloud service provider availability to reduce the 
number of Army data centers, the opportunity for PMs to be proactive and identify 
potential hosting cost savings that align with BBP exists. Restricting programs to only 
use DISA hosting eliminates a significant opportunity to reduce overall program life 
cycle costs.  
While Army policy attempts to group DBS programs into a DISA hosting enclave 
to gain cost efficiencies, attempting to replicate commercial sector efficiencies is unlikely 
at best. The ridged policy of restricting these programs to DISA without conducting a 
cost benefit analysis of potential viable commercial alternatives does not align with BBP 
Principle #10 which promotes challenging policy perceived as either bad or too ridged 
(Kendall, 2016, p. 4). 
B. SUMMARY 
Summarizing the hosting provider analysis conducted with BBP initiatives in 
mind results in no significant rationale to keep DBS programs from considering 
commercial cloud service providers. There are no significant reasons to prohibit 
programs from using commercial providers given the depth of DoD policy and guidance, 
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potential for reducing life cycle costs, and restrictive guidance that attempts to replicate 
commercial efficiencies. The opportunity for significant O&S cost reductions exists for 
DBS programs by using commercial providers over DISA. 
C. AREAS FOR FURTHER RESEARCH 
There are several other areas for potential research that surfaced during the course 
of developing this thesis.  
This research used one DBS program as the example for conducting the cost 
analysis between commercial and DISA hosting options. The next logical step is to 
conduct the same cost analysis for each Army ERP system mentioned in Chapter I to gain 
insight on potential O&S savings for the entire portfolio. If an 18% percent reduction for 
one program’s O&S costs can be realized, it is entirely possible savings can be realized 
by other similar systems that currently reside within Army or DISA data centers.  
Other areas for further research include analysis of ways to reduce other large cost 
drivers of these programs while in sustainment. The next two large cost elements consist 
of annual software maintenance license costs and Post Deployment Software Support 
costs to include enhancements and information assurance support. The use of open source 
software and limiting customization through business process reengineering are two areas 
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APPENDIX A.  DISA INITIAL BUSINESS ESTIMATE 
SUBJECT: Initial Business Estimate for the Army Contract Writing System, Tracking 
Number 2017–03139  
1. PROJECT: The Defense Information Systems Agency (DISA) Ecosystem
Implementation & Sustainment (SEL5) is providing this Initial Business Estimate (IBE) 
for United States Army, Contract Writing System (ACWS), Program Management Office 
(PMO), Mission Partner, and ACWS. In the sections below, we address a summary of 
your project requirements and service assumptions, our technical approach and 
operational benefits, and the acceptance related to these services. The DISA entities 
providing the services outlined herein will hereinafter be referred to simply as “the 
Service Provider.” The Mission Partner receiving the outlined services will hereinafter be 
referred to as “the Mission Partner.”  
2. PRICE ESTIMATE: This IBE is an estimated price of services based on our current
understanding of the requirements and assumptions provided by your office. The Service 
Provider can provide the services necessary at the roughly estimated price range shown: 
a. Estimated Implementation Price: $ 2,167,472 to $ 2,384,219
b. Estimated Annual FY18 Recurring Price: $ 7,053,527 to $ 7,758,880
3. SUMMARY OF PROJECT REQUIREMENTS: The Mission Partner is requesting
the Service Provider to host the ACWS production and Continuity of Operations (COOP) 
environment.  
4. SERVICE ASSUMPTIONS: The Service Provider has incorporated the following
assumption to enable the development of our approach and pricing of your requirements.  
Should this IBE become an LE, additional and detailed engineering analysis/requirements 
and meeting(s) with the mission partner will be necessary. 
5. TECHNICAL APPROACH AND OPERATIONAL BENEFITS: a. Technical
Approach: In order to meet the requirements of this request, the Service Provider would 
provision 178 Virtual Operating Environments (VOEs) and nine (9) physical Operating 
Environments (OEs) to support the production, test / development and COOP 
environments. Additionally, the Service Provider would provision the appropriate storage 
requirements along with providing database security-only and web administration.  
b. Operational Benefits: The Service Provider provides all classes of IT hosting,
information processing and data storage in support of you: the warfighter, service 
branches, and defense agencies. The Service Provider hosting service provides the 
Mission Partner with a fully integrated network and application infrastructure to serve a 
complete range of hosting needs, from simple, informational websites to complex, high 
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bandwidth e-business applications serving millions of Mission Partners. The Service 
Provider works in a cooperative manner with each Mission Partner to address technical 
planning, security measures, application loading and testing, and a myriad of other 
operational issues that arise in the life cycle of application management and hosting.  
c. Further Information: For further information concerning the Service Provider processes
and next steps, please contact your Requirements Lead or Customer Account 
Representative (CAR) identified below. Standard service descriptions can be reviewed in 
the DISA Service Catalog.  
6. ACCEPTANCE: Three options are available to you regarding this IBE; (1) you may
accept this IBE via your return signature and request this action proceed to the 
development of a more detailed and precise technical solution and letter estimate; (2) you 
may decline this IBE and request another IBE based on a revised requirement; (3) you 
may decline this IBE if it does not meet your business needs.  
7. QUESTIONS: This initial offer is valid for 30 calendar days from the date of
signature. If you have any questions, please contact (OMITTED). 
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APPENDIX B.  AWS ESTIMATE 
Depicted below is the quote for deploying and maintaining the ACWS system in 
the Amazon Web Services GovCloud environment. Annual costs consist of the yearly 
payment to maintain the environment and monthly maintenance fees. Amazon’s cost 
estimating calculator is located at https://calculator.s3.amazonaws.com/index.html.   
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APPENDIX C.  OMS ESTIMATE 
Depicted below is the quote to deploy ACWS in the OMS environment. The total 
contract value price depicts a 36-month period, which is $2,177,745 on an annual 
recurring basis.  
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APPENDIX D.  CSSP SERVICE RATES 
           Depicted below is the CY18 pricing sheet for the ARL CSSP service. Given that 
ACWS’ initial virtual machine count is 178, the system falls within the medium 
category. Total recurring costs in CY18 funds is $124,113  
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