We consider massless Dirac operators on the half-line with compactly supported potentials. We solve the inverse problems in terms of Jost function and scattering matrix (including charactarization). We study resonances as zeros of Jost function and prove that a potential is uniquely determined by its resonances. Moreover, we prove the following: 1) resonances are free parameters and a potential continuously depends on a resonance, 2) the forbidden domain for resonances is estimated, 3) asymptotics of resonance counting function is determined.
Introduction and main results
1.1. Introduction. We consider inverse problem for Dirac operators on the half-line with compactly supported potentials. Such operators have many physical and mathematical applications. In particular, they arise in study of stationary Dirac equations in R 3 with spherically symmetric potentials (see e.g. [31] ). Dirac operators are also known as 2 × 2 Zakharov-Shabat (or AKNS) system, which were used by Zakharov and Shabat [32] to study nonlinear Schrödinger equation (see also [1, 4, 6] ). They used inverse scattering theory to describe NLS equations. In our paper, we consider the self-adjoint Dirac operator H on L 2 (R + , C 2 ) given by Hy = −iσ 3 y ′ + iσ 3 Qy, y = y 1 y 2 , σ 3 = 1 0 0 −1 , (1.1) with the boundary condition e −iα y 1 (0) − e iα y 2 (0) = 0, α ∈ [0, π), (1.2) where the parameter α is fixed throughout this paper. Note that if α = 0, then (1.2) is the Dirichlet boundary condition, and if α = π/2, then (1.2) is the Neumann boundary condition. The potential Q has the following form
where the class P is defined for some γ > 0 fixed throughout this paper by Definition. P is the set of all functions q ∈ L 2 (R + ) such that sup supp q = γ.
It is well known that σ(H) = σ ac (H) = R (see e.g. [27] ). We introduce the 2 × 2 matrixvalued Jost solution f (x, z) = f 11 f 12 f 21 f 22 (x, z) of the Dirac equation f ′ (x, z) = Q(x)f (x, z) + izσ 3 f (x, z), (x, z) ∈ R + × C, (1.4) which satisfies the standard condition for compactly supported potentials:
f (x, z) = e izxσ 3 , ∀ (x, z) ∈ [γ, +∞) × C.
We define the Jost function ψ : C → C by ψ(z) = e −iα f 11 (0, z) − e iα f 21 (0, z), z ∈ C.
(1.5)
It is well-known that ψ is entire, ψ(z) = 0 for any z ∈ C + and it has zeros in C − , which are called resonances and they are also zeros of the Fredholm determinant and poles of the resolvent of the operator H (see e.g. [16] ). We also define a scattering matrix S : R → C by
The function S admits a meromorphic continuation from R onto C, since ψ is entire. Moreover, poles of S are zeros of ψ and then they are resonances. We sometimes write ψ(·, q), S(·, q), . . . instead of ψ(·), S(·), . . ., when several potentials are being dealt with. Our main goal is to solve inverse problems for the Dirac operator H with different spectral data: the scattering matrix, the Jost function, and the resonances. In general, an inverse problem is to determine the potential by some data, and it consists at least of the four parts:
(i) Uniqueness. Do data uniquely determine a potential? (ii) Reconstruction. Give an algorithm to recover a potential by data.
(iii) Characterization. Give necessary and sufficient conditions that data correspond to a potential. (iv) Continuity. Is the potential a continuous function of data and how can data be changed so that they remain data for some potential? We solve the parts (i) -(iii) for the inverse resonance problem, when the data are resonances. In order to get these results, we solve the inverse problem for the operator H in terms of the Jost function and prove that it is uniquely determined and recovered by its zeros, i.e. by resonances of H. We also solve the part (iv) for a finite number of resonances. Firstly, we show that a resonance of H is a free parameter, i.e. if we arbitrarily shift a zero of Jost function, then we obtain Jost function for some potential from P. Secondly, we prove that the potential continuously depends on one resonance, where all other resonances are fixed. Thirdly, we show that if we arbitrarily shift all zeros of Jost function along the real line or reflect they across the imaginary line, then we obtain Jost function for some potential from P. Note that we solve the inverse problem for the operator H in terms of the Jost function by using the relation between the scattering matrix and the Jost function and solution of the inverse scattering problem for compactly supported potential.
There are a lot papers about resonances in the different setting, see articles [8, 12, 19, 30, 33 ] and the book [5] and the references therein. The inverse resonance problem for Schrödinger operators with compactly supported potentials was solved in [21] for the case of the real line and in [19] for the case of the half line. In these papers, the uniqueness, reconstruction, and characterization problems were solved, see also Zworski [34] , Brown-Knowles-Weikard [2] concerning the uniqueness. The stability problem for one-dimensional Schrödinger operators was considered in the papers [20, 28] . Moreover, there are other results about perturbations of the following model (unperturbed) potentials by compactly supported potentials: step potentials [3] , periodic potentials [22] , and linear potentials (corresponding to one-dimensional Stark operators) [25] .
In the theory of resonances, one of the basic result is the asymptotics of the counting function of resonances, which is an analogue of the Weyl law for eigenvalues. For Schrödinger operators on the real line with compactly supported potentials, such result was first obtained by Zworski in [33] . The "local resonance" stability problems were considered in [20, 28] and results about the Carleson measures for resonances were obtained in [24] .
In our paper, we discuss the inverse resonance problem for Dirac operators on the half-line. As far as we know, this problem has not been studied enough. Now, we discuss the known results on the resonances of one-dimensional Dirac operators. Global estimates of resonances for the massless Dirac operators on the real line were obtained in [23] . Resonance for Dirac operators was also studied in [16] for the massive Dirac operators on the half-line and in [15] for the massless Dirac operators on the real line. In these papers, the following results were obtained:
(i) asymptotics of counting function of the resonances; (ii) estimates on the resonances and the forbidden domain; (iii) the trace formula in terms of resonances for the massless case.
In [17] , the radial Dirac operator was considered. There are a number of papers dealing with other related problems for the one-dimensional Dirac operators, for instance, the resonances for Dirac fields in black holes was described, see e.g., [14] . Note that Dirac operators can be rewritten as canonical systems, which are widely studied (see e.g. p. 389, eq. (5.12-15) in [10] ). for some g ∈ P and ψ(z) = 0 for any z ∈ C + , and the metric ρ J is given by
Remark. This class is similar to the case of Schrödinger operators from [19] , but there are the following differences from the case of Schrödinger operators:
(i) there are no zeros in C + ; (ii) zeros in C − are not symmetric with respect to the imaginary line; (iii) ψ(z) − e −iα decreases more slowly as z → ±∞.
Maybe the last point is the main problem.
Let S 1 = { z ∈ C | |z| = 1 } and let g : R → S 1 be a continuous function such that g(x) = C + o(1) as x → ±∞ for some C ∈ S 1 . Then g = e −2iφ for some continuous φ : R → R. We introduce a winding number W (g) ∈ Z by
i.e. W (g) is a number of revolutions of g(x) around 0 when x runs through R. We introduce a class of the scattering matrices by and the metric ρ S is given by
Remark. It follows from well-known properties of the Fourier transform that S given by (1.9) is continuous and S(x) = e 2iα + o(1) as x → ±∞. Thus, the winding number W (S) is correctly defined.
Note that the metric spaces (S, ρ S ) and (J , ρ J ) are not complete. Moreover, we equip the class P with the metric ρ P given by ρ P (q 1 , q 2 ) = q 1 − q 2 L 2 (0,γ) , q 1 , q 2 ∈ P. Thus, (P, ρ P ) is a metric space, which is not complete. Now, we present our first result.
ii) The mapping q → ψ(·, q) from P to J is a homeomorphism.
iii) The following identity holds true:
Remark. We describe an algorithm to recover a potential from the Jost function or scattering matrix in Section 2.
We recall well-known facts about entire functions. An entire function g(z) is said to be of exponential type if there exist constants τ, C > 0 such that |g(z)| Ce τ |z| , z ∈ C. We introduce the Cartwright class of entire functions by
Definition. E Cart is a class of entire functions of exponential type g such that
where τ ± (g) = lim sup y→+∞ log |g(±iy)| y .
Let g ∈ E Cart and let g(0) = 0. We denote by z n , n 1, the zeros of g counted with multiplicity and arranged that 0 < |z 1 | |z 2 | . . .. Then g has the Hadamard factorization
see e.g. p.130 in [26] , where the product converges uniformly on compact subsets of C and
For any entire function g and (r, δ) ∈ R + ×[0, π 2 ], we introduce the following counting functions N ± (r, δ, g) = #{ z ∈ C | g(z) = 0, |z| r, ± Re z 0, δ < | arg z| < π − δ}.
We need the Levinson's result about zeros of functions from E Cart , see e.g. p. 58 in [18] .
Theorem (Levinson). Let g ∈ E Cart . Then for each δ > 0 we have
as r → +∞.
It follows from the Paley-Wiener theorem (see e.g. p.30 in [18] ), that an entire function having form (1.7) belongs to the Cartwright class. Thus, we get the following corollary.
Then q is uniquely determined by its resonances, ψ(·, q) ∈ E Cart and it satisfies (1.11-13) .
In Corollary 1.2, we improve the result from [16] , where a similar result was obtained for differentiable potentials. We describe the position of resonances and the forbidden domain. Theorem 1.3. Let q ∈ P and let z n , n 1, be its resonances. Let ε > 0. Then there exists a constant C = C(ε, q) 0 such that the following inequality holds true for each n 1:
In particular, for any A > 0, there are only finitely many resonances in the strip 
Moreover, let z n , n 1, be zeros of ψ(·, q). Then we have
where the sum converges absolutely and uniformly on compact subsets of R.
We describe some automorphisms of the class J . Firstly, we show that the resonances are free parameters and prove that the Jost function continuously depends on a resonance.
(1.18)
In particular, any point on C − can be a resonance with any multiplicity for some q ∈ P.
Remark. For Schrödinger operators, similar results are obtained in [19] .
Secondly, we show that J and S are invariant with respect to shifts along the real line and with respect to the reflection across the imaginary line. Theorem 1.6. Let q ∈ P. Then the following identities hold true:
where e k (x) = e 2ixk for any k ∈ R.
Remark. 1) Due to (1.19) , we can arbitrarily shift all resonances along the real line.
2) If f is a meromorphic or entire function, then the function h such that h(z) = f (−z) is also meromorphic or entire and its zeros are zeros of f reflected across the imaginary line. Thus, using (1.19), we can reflect all resonances across the imaginary line.
3) For Schrödinger operators, such theorem does not hold. It follows from the fact that the resonances of Schrödinger operators are symmetric with respect to the imaginary line.
4) If we solve the inverse problem for ψ ∈ J , then, by (1.19), we can solve the inverse problem for ψ(· + k) for any k ∈ R and for ψ 1 such that ψ 1 (z) = ψ(−z, q), z ∈ C. 5) Note that any combination of shifts and reflections is just one shift and at most one reflection.
Preliminary
2.1. Notations. In these section, we recall results about inverse scattering problem for the Dirac operator on the half-line. We introduce the following Banach spaces
We also define the following unital Banach algebras with pointwise multiplication
where F g(x) = R g(s)e 2isx ds is the Fourier transform of g. It is well-known that A + and A are unital Banach algebras (see e.g. Chapter 17 in [9] ). At last, by M 2 (C) we denote the Banach space of 2 × 2 matrices with complex entries. It is well known that for every z ∈ R there exists a unique Jost solution and it has an integral representation in terms of the transformation operator. We recall these known results, see p.39 in [6] and Proposition 3.5 in [7] .
Lemma 2.1. Let q ∈ B + . Then there exists a function Γ :
Moreover, the following holds: i) For each n, m = 1, 2, the mapping x → Γ nm (x, ·) from R + into B + is continuous and for any x ∈ R + , the following estimate holds true:
ii) For each n, m = 1, 2 and each fixed
Recall that the Jost function ψ(z) is defined by (1.5). We introduce the following class of all Jost functions for potentials from B + . for some g ∈ B + and ψ(z) = 0 for any z ∈ C + , and the metric ρ J + is given by
Remark. It follows from (2.5-6) that J + ⊂ A + isometrically. Moreover, each ψ ∈ J + is invertible in A + (see e.g. Lemma 2.9 in [13] ).
Using integral representation (2.2) and the fact that ψ ∈ J + is invertible, we obtain the following corollary. and the metric ρ S + is given by
Remark. Note that S ⊂ S + ⊂ A isometrically and each S ∈ S + is invertible in A.
We need the following lemma. 1}. Moreover, W (ψ) equals the winding number of φ(w) around zero when w runs throughout S 1 . Using the Cauchy argument principle, it is easy to see that the winding number of φ(w) around zero when w runs throughout |z| = r equals zero for each r < 1. Considering r → 1, we have W (ψ) = 0.
Secondly, we show that the mapping ψ → S is continuous. Since ψ, ψ −1 ∈ A + ⊂ A, and the mapping x → x −1 is continuous on the subspace of invertible elements, it follows that ψ → ψ −1 is a continuous mapping from A to A. Moreover, the multiplication and the complex conjugate are also continuous mappings from A to A. Then we have that ψ → S = ψψ −1 is a continuous mapping from A to A. Due to S + ⊂ A and J + ⊂ A isometrically, we have that the mapping ψ → S is a continuous mapping from J + to S + .
2.4. Inverse scattering. We need the following theorem about inverse scattering problem (see Theorem 3.1 in [13] ). It follows from this theorem that a potential is uniquely determined by a scattering matrix. Moreover, one can recover a potential from a scattering matrix using the Gelfand-Levitan-Marchenko (GLM) equation. For any scattering matrix S ∈ S + , we introduce the matrixvalued function 12) where F is given by (2.10). The following result was also obtained in [13] . for almost all x, s ∈ R + . ii) Let Ω be given by (2.12) for some S ∈ S + . Then equation (2.13 ) has a unique solution Γ(x, ·) ∈ B + ⊗ M 2 (C) and this solution depends continuously on x ∈ R + . Moreover, the mapping s → Γ 12 (·, s) from R + into B + is continuous.
Remark. One can recover a potential q from the scattering matrix S ∈ S + as follows: (i) Construct Ω by S as in (2.12); (ii) Construct Γ(x, s) as a solution of (2.13); (iii) Recover a potential by using q(x) = −Γ 12 (x, 0), x ∈ R + .
2.5.
Compactly supported potentials. Now, we show that a potential is compactly supported if and only if the associated kernel Γ is compactly supported. The support of a potential is also related to the support of the Fourier transform of the scattering matrix and the Jost function. Lemma 2.7. Let q ∈ B + and let g and F be given by (2.7) and (2.10) . Then we have sup supp q = − inf supp F = sup supp g.
(2.14)
Proof. Firstly, we show that sup supp q − inf supp F . If inf supp F = −∞, then the inequality is evident. Let inf supp F = −δ < 0 for some δ < +∞. Due to (2.12), we have Ω(x) = 0 for any x > δ. Substituting this identity in (2.13), we get Γ(x, s) = 0 for almost all x, s ∈ R + such that x + t > δ. Thus, by Lemma 2.6, sup supp q δ. Secondly, we show that − inf supp F sup supp g. Let sup supp g = δ. It follows from (2.11) that Thirdly, we show that sup supp g sup supp q. Let sup supp q = δ. Then, by Lemma 2.6, Γ(0, s) = 0 for almost all s > δ. Using (2.8), we get sup supp g δ.
Combining these three inequalities, we obtain (2.14).
Proof of the main theorems
Proof of Theorem 1.1. i) Since P ⊂ B + and the metrics ρ P and · B + are equivalent on P, it follows from Theorem 2.4 that the mapping q → S(·, q) from P to S + is continuous. Moreover, by Lemma 2.7, this mapping is bijection between P and S. Due to the fact that S ⊂ S + isometrically, we have that the inverse mapping is also continuous and then it is a homeomorphism between P and S. ii) We show that the mapping q → ψ(·, q) is a bijection between P and J . Let q ∈ P ⊂ B + . Then, by Lemma 2.2, we have ψ ∈ J + . Due to sup supp q = γ, it follows from Lemma 2.7 that ψ ∈ J .
Let ψ ∈ J ⊂ J + . It follows from Lemma 2.3 that S = ψψ −1 ∈ S + . Moreover, using Lemma 2.7 and ψ ∈ J , we get S ∈ S. Thus, by i), there exists a unique q ∈ P such that S(·) = S(·, q). It is easy to see that ψ(·) = ψ(·, q), since they are entire functions and their zeros coincide. Now, we show that the mapping q → ψ(·, q) from P into J and its inverse are continuous. Let q 1 , q 2 ∈ P. Then using (1.8), (2.8) , and the fact that the norms · L 2 (0,γ) and · B + are equivalent on P, we get ρ J (ψ(·, q 1 ), ψ(·, q 2 )) = e −iα (Γ
nm (0, ·) = Γ nm (0, ·, q j ) for any n, m, j = 1, 2. Due to Lemma 2.1, the mappings q → Γ 11 (0, ·, q) and q → Γ 12 (0, ·, q) from B + into B + are continuous. The embedding P ⊂ B + is also continuous. Thus, it follows from (3.1) that ρ J (ψ(·, q 1 ), ψ(·, q 2 )) → 0 as ρ P (q 1 , q 2 ) → 0.
Let ρ J (ψ(·, q 1 ), ψ(·, q 2 )) → 0, where q 1 , q 2 ∈ P. Then it follows from Lemma 2.3 that ρ S (S(·, q 1 ), S(·, q 2 )) → 0. Since the mapping q → S(·, q) from P to S is a homeomorphism, we get ρ P (q 1 , q 2 ) → 0.
iii) By i) and ii), the mappings ψ(·, q) → q from J into P and q → S(·, q) = ψ(·, q)ψ −1 (·, q) from P into S are homeomorphisms. Combining these mappings, we get that the mapping ψ → S = ψψ −1 from J into S is a homeomorphism. Moreover, since ψ ∈ J is entire, it follows that S admits a meromorphic continuation from R onto C.
Proof of Corollary 1.2. It follows from Theorem 1.1 that q ∈ P is uniquely determined by its Jost function J . Each function from J is entire and then it is uniquely determined by its zeros. Since the resonances are zeros of the Jost function, we get that q ∈ P is uniquely determined by its resonances. By the Paley-Wiener theorem (see e.g. p.30 in [18] ), the Jost function belongs to E Cart and then it satisfies (1.11-13) .
Proof of Theorem 1.3. It follows from Theorem 1.1 that ψ(·, q) ∈ J and then there exists g ∈ P such that ψ(·, q) = e −iα + F g. It is well-known that the set of smooth compactly supported functions C ∞ o (0, γ) is dense in L 2 (0, γ). Thus, for any ε > 0, there exist g 1 ∈ C ∞ o (0, γ) such that g = g 1 + g 2 and g 2 L 2 (0,γ) < ε|γ| −1/2 . Let ψ(z) = 0 for some z ∈ C − . Then we get F g(z) = −e −iα . Estimating the left-hand side of this identity, we get |F g 1 (z)| + |F g 2 (z)| 1.
(3.2) Thus, there are finitely many resonances such that Im z n > ln(ε). Since it holds for any ε > 0, we complete the proof of the lemma.
Proof of Theorem 1.4. Let q ∈ P. Then, by Theorem 1.1, S(·) = S(·, q) ∈ S, which yields that |S(z)| = 1, z ∈ R, and W (S) = 0. Then there exist a real-valued function φ sc ∈ L ∞ (R) such that (1.16) holds. By Theorem 1.1, S is a meromorphic function without poles on the real line. Thus, we get φ sc ∈ C ∞ (R). By (1.9), S(·) − e 2iα is a Fourier transform of function from L 1 (R). Then the application of the Riemann-Lebesgue lemma (see e.g. Theorem IX.7 in [29] ) yields S(z) − e 2iα → 0 as z → ±∞ and then φ sc (z) → −α + 2πn ± as z → ±∞ for some n + , n − ∈ Z. Since W (S) = 0, it follows that n + = n − . Thus, we can choose φ sc such that φ sc (z) → −α as z → ±∞.
It follows from (1.9) and the Plancherel theorem (see e.g. Theorem IX.6 in [29] ) that S(·) − e 2iα ∈ L 2 (R). Thus, there exist g ∈ L 2 (R) such that 1 − e −2i(φsc(z)+α) = g(z), z ∈ R.
(3.5)
Above, we show that φ sc (z) → −α as z → ±∞. Then using the Taylor series for the exponential function in (3.5), we get
Since g ∈ L 2 (R) and φ sc (·) + α ∈ L ∞ (R), it follows that φ sc (·) + α ∈ L 2 (R).
Recall that ψ(z) = 0 for any z ∈ R. Thus, we have It follows from (1.6) that φ sc (z) = arg ψ(z), z ∈ R. Due to (3.6), we get φ ′ sc (z) = Im ψ ′ (z) ψ(z) , z ∈ R. It follows from Corollary 1.2 that ψ ∈ E Cart . Using the Hadamard factorization (1.11) for ψ, we obtain
where the series converges absolutely and uniformly on compact subsets of C \ {z n } ∞ n=1 , since Im z n < 0 for each n 1 and (1.12) holds. Considering (3.6) as z → ±∞ and using φ sc (z) → −α as z → ±∞, we obtain
Proof of Theorem 1.5. For simplicity, we consider the case when N = 1. We introduce
Firstly, we show that ψ 1 = Bψ ∈ J , where ψ(·) = ψ(·, q). By Corollary 1.2, ψ is entire. Due to ψ(z 0 ) = 0, it follows that ψ 1 is entire and ψ 1 (z) = 0 for any z ∈ C + . We show that (1.7) holds for ψ 1 . We consider h(z) = ψ 1 (z) − e −iα , z ∈ C, which is an entire function, since ψ 1 is entire. Using the definition of τ ± , we have
where τ ± (B) = 0, since B(z) → 1 as |z| → ∞. Due to ψ ∈ E Cart , we get
Now, we show that h ∈ L 2 (R). We have
By direct calculation, we get
(3.9)
Moreover, it follows from (1.7) and the Plancherel theorem (see e.g. Theorem IX.6 in [29] ) that ψ(·) − e −iα ∈ L 2 (R). Using these facts, we get from (3.8) that h ∈ L 2 (R). Recall that h is entire and (3.7) holds. Thus, it follows from the Paley-Wiener theorem (see e.g. p.30 in [18] ) that h has the following form h(z) = γ 0 r(s)e 2izs ds, z ∈ C, for some r ∈ P, which yields that ψ 1 ∈ J . Thus, it follows from Theorem 1.1 that there exists a unique q o ∈ P such that ψ 1 (·) = ψ(·, q o ).
Secondly, we show that ρ J (ψ 1 , ψ) → 0 as z 1 → z 0 . Let ψ = e −iα + F g and ψ 1 = e −iα + F r for some g, r ∈ P. Then using (1.8) and the Plancherel theorem, we get
(3.10)
Substituting (3.9) in (3.10), we get
which yields ρ J (ψ 1 , ψ) → 0 as z 1 → z 0 . By Theorem 1.1, the mappings q → ψ(·, q) and q → S(·, q) are homeomorphisms and then we have ρ P (q o , q) → 0 and ρ S (S(·, q o ), S(·, q)) → 0 as z 1 → z 0 .
Proof of Theorem 1.6. i) Let ψ(·) = ψ(·, q) for some q ∈ P and let k ∈ R. We show that ψ(· + k) ∈ J . Since ψ(z) = 0, z ∈ C + , it follows that ψ(z + k) = 0 for each z ∈ C + . Using (1.7), we have ψ(z + k) = e −iα + γ 0 g(s)e 2iks e 2izs ds, z ∈ C,
where g(s)e 2iks ∈ P. Thus, ψ(· + k) ∈ J and it follows from Theorem 1.1 that there exists a unique q k ∈ P such that ψ(· + k) = ψ(·, q k ). Moreover, Theorem 1.1 gives that S(· + k) = S(·, q k ) ∈ S. Now, we recover q k . Using (1.9), we get We introduce
where Ω k (x) = Ω(x)e 2ikxσ 3 = e −2ikxσ 3 Ω(x), x ∈ R. ii) Let ψ(·) = ψ(·, q) for some q ∈ P and let ψ 1 (z) = e −2iα ψ(−z), z ∈ C. We show that ψ 1 ∈ J . Since ψ(z) = 0, z ∈ C + , it follows that ψ 1 (z) = 0 for each z ∈ C + . Using (1.7), we have ψ 1 (z) = e −iα + γ 0 e −2iα g(s)e 2izs ds, z ∈ C, where e −2iα g(s) ∈ P. Thus, ψ 1 ∈ J and it follows from Theorem 1.1 that there exists a unique q o ∈ P such that ψ 1 (·) = ψ(·, q o ). Moreover, Theorem 1.1 gives that S 1 = ψ 1 (·)ψ −1 1 (·) = S(·, q o ) ∈ S. Now, we recover q o . Using the definition of ψ 1 , we get We introduce
where Ω o = UΩ(x)U −1 , U = e 2iασ 3 σ 1 , σ 1 = 0 1 1 0 . 
