Introduction
Two di¤erent probability measures are of importance when calculating the risk of a large portfolio: the measure used for pricing -be it risk-neutral, forward,..., and the real measure to project true earnings. We consider the case when the logarithm of the state variables, forward rate and credit spreads, are Gaussian in both measures, which is important in practical applications. This article focuses on the BGM/J Libor model. For that model, forward rates are approximately lognormal in the measure used for pricing, namely the forward measure; normality is a key advantage for a successful and intuitive calibration to caps and swaptions, as explained for instance in Rebonato(1999) (2002) . Likewise, a joint normal distribution in the true measure of the logarithm of forward rates is much easier to interpret than any other more sophisticated and statistically more correct distribution.
We note in passing that, whereas a standard methodology arose in inferring the forward measure, there is less of a consensus to infer the real measure. Although the academic literature, such as Chan et al (1992) favours to …rst infer the real measure and then adjust it with a market price of risk to obtain the forward measure, information often ‡ows the other way round in practice. In many bank departments the key requirement is to do a correct pricing . To this e¤ect, the forward measure is calibrated …rst, to market prices and/or historical correlations. To calculate earnings one or several (for what-if analysis) speci…c forms of the true measure are then derived from the forward First, simulations can be up to twice faster, when we have to perform simulations in two measures. In the case of "what-if analysis", where we need to perform simulations in several measures, the improvement in speed is much more important. This was the …rst reason why the author undertook this project: speed is a key issue in many Asset/Liability Management simulations . When the whole portfolio is simulated, the time required to calculate the cash ‡ows for all instruments completely dwarfs the time required to generate rate forecasts, as we veri…ed in Schellhorn and Kidani (2000) . However appealing theoretically, this approach is delicate to implement. The Radon-Nikodym derivative tends to grow rapidly, resulting in a higher variance of the measure of interest, and a degraded accuracy of Monte Carlo simulation. We will show in the next section how our adjustment is "optimal" in the sense that it minimizes the variance of the Radon-Nikodym derivative, thereby enhancing the accuracy of our simulations.
Second, as we will explain in more details later, separating the two measures has a clear advantage for calibration. To take a concrete example, it is well-known that calibrating the BGM/J Libor model to US caps and swaptions results in a "implausibly" high dispersion of rates because of the high skewness of the lognormal distribution. By implausible, we mean that rates in the forward measure are much higher than a plausible forecast of rates in the true measure. This is the reason why alternate models such as Hull and White(1993) were designed to prevent a too rapid increase in risk-neutral rates, by switching to a Gaussian model when the level of forward rates reached an upper threshold; while widely used, for instance at Bank of America in the 1990s (Williams(1999) ) this model is less practical to calibrate to caps and swaptions than the BGM/J Libor model. Again, we advocate to calibrate the forward measure …rst, and then to derive the true measure by a mean reversion adjustment, such that rates will still be lognormal in the true measure, but with a smaller dispersion. The volatility structure is chosen to be the same in both measuresnote that this has the further advantage to reduce the excessively large number of degrees of freedom when calibrating the true measure. To summarize, the information we need to infer both measures is:
² caps and swaption prices ² credit spreads dynamics (in the risk-neutral measure)
² the a priori knowledge that future rates/spreads are lognormal in the real measure No extra knowledge of the market price of risk, often di¢cult to obtain, is required, while the whole information from the market is completely integrated.
Third, results are easier to interpret in our scheme, because both measures are tightly linked by the minimization of the variance of the Radon-Nikodym, which acts as a measure of "distance" between two measures. Let us suppose we have 2 scenarios, H and L resulting in future (say one year from now) rates in the forward measure, of 15% and 5%. When adding mean-reversion, the future rates in the real measure could be 12% in the H scenario and 8% in the L scenario. The point is that the H scenarios yield higher rate levels in both measures than the L scenarios. This is of particular interest in an ad hoc analysis, when practitioners isolate particular scenarios after a Monte Carlo run to better understand the results: a high rate scenario for pricing is a high rate scenario for earning analysis, and this across di¤erent horizons.
Fourth, there is a quasi-analytical solution for the optimal speed of mean-reversion in our scheme. By "quasi-analytical", we mean that the optimal solution is an analytical function of only one parameter. The value of this parameter solves a nonlinear equation, which is very easy to do numerically.
Finally, our lemma, albeit modest in scope, seems to be an unknown theoretical result. Whereas Yor (2001) explored the distribution of exponentials of functionals of Brownian motion in the context of Asian option pricing, little has been done about the moments of a Radon-Nikodym derivative of one Gaussian measure with respect to another one. We suspect our result could be applied to the entropy minimization problems that are currently being studied in mathematical …nance, such as Rouge and El Karoui (2000) .
Formulation of the Problem
We …rst remind the reader how the state variables of a BGM/J model with credit risk can be approximated by an Ornstein-Uhlenbeck process. We then expose the general simulation problem, irrespectively of the particular model for the state variables.
A BGM/J Model with Credit Risk.
The BGM/J model of risk-free interest rates can be found in many textbooks, such as Rebonato (1999 Rebonato ( ) (2002 . For de…niteness, we choose a model of i = 1::m discrete forward rates f i with initial values f i;0 Each rate represents the rate of a discount bound that starts at time T i¡1 and ends at time T i :These forward rates therefore span the period starting now (at T 0 ) and ending at T m . For simplicity, we suppose that T i¡ 1 ¡ T i = ¿. We let W F be n-dimensional Brownian motion in the forward measure, i.e., the measure where the i + 1-th discount bound is a martingale between time T i¡ 1 and T i . Let ¾ i (t) be the deterministic volatility at time t of f i , and ½ ik (t) be the deterministic correlation between forward rates i and k. Since usually n < m, the values of ½ ik are completely determined by the values of coe¢cients b ij for j = 1::m, which are such that:
The system of SDEs for the risk-free forward rate is then.
When resorting to Monte Carlo simulation, this system needs to be discretized. To avoid cluttering the paper with new notation, we develop our results only in continuous time. The reader interested in discretization schemes is referred to Rebonato (2002) .
A reduced-form model is applied to analyze credit risk. We have l = 1::L di¤erent credit ratings. Let F l i;0 be the initial forward curve for rating l. The logarithm of the forward spread s l i (which corresponds to rating l and period [T i¡1 ; T i ]) follows the process:
where
are at most functions of time. Like the drift of the risk-free forward rate, the drift of the spread can be expressed as a function of the volatilities of the risk-free forward rate and of the spreads, as showed by Das and Sundaram (2000) .
The logarithm of the risk-free forward rate and of the spread is not quite Gaussian. However, the drift of the risk-free forward rate is proportional to ¾ 2 , against ¾ for the di¤usion term, so with a …ne maturity discretization (¿ small) and normal volatility and forward rate levels, the drift term in (2) is negligible. This fact has been well documented by Rebonato (1999 Rebonato ( )(2002 . A similar analysis prevails for credit spreads.. From now on we assume that this drift is zero, that is, the logarithm of the risk-free forward rate and of the spread is Gaussian.
We suppose that the forward measure has already been inferred, that is, all parameters above have been calibrated. Let:
:: :: :: ::
where -is the term-by-term Kronecker product of two vectors Our system is then
where § is a matrix with N rows and d columns.
Efficient Credit Risk Simulation by Optimal Mean-Reversion Adjustment 5 2.2. The Simulation Problem. Let & = fT 1 ; ::; T I g be the collection of cash ‡ow dates of our portfolio, with T the last cash ‡ow date. Let C : C 2 -& ! R be the cash ‡ow mapping. In other terms, C(x; T i ) is the cash ‡ow occurring at time T i , and,for …xed time, C (:;T i ) is a functional of our state variable x. Let D : C 2 -R ! R be the discount factor functional in the forward measure, i.e., D(x; t) is the discount factor at time t. The price of the portfolio is:
where E F is expectation in the forward measure at time 0. Risk managers are interested in knowing not only V but also the distribution:
for various times in the true measure of the cash ‡ows C at various dates t. Our notation is the following: expectations operators, probabilities, and Brownian motion have a subscript F when in the forward measure, and no subscript at all in the true measure. A common form of "what if" analysis is to calculate (10) under di¤erent volatility assumptions. Quite loosely, let ¾ be some measure of overall state variable volatility. For each value of ¾ we are interested in calculating:
where P ¾ is the true probability measure when volatility is ¾. For simplicity, we will not mention what if analysis anymore to focus on the case of only 2 measures, but the reader should keep in mind that our results can be applied to more than 2 measures. For large portfolios we showed in Schellhorn and Kidani (2000) that it is much more time consuming to calculate C than x. As explained in the introduction, it is therefore advantageous to simulate C only in one measure and then calculate (9) (11) with a change a measure. The Radon-Nikodym derivative tends to grow rapidly, therefore results from a Monte Carlo simulation will be less accurate in the measure where results are adjusted by the Radon-Nikodym derivative. Also the additional error our scheme brings is more important when evaluating the tails of the true distribution than the middle. Since risk managers are more interested in accuracy in the tails of a distribution than in the middle, we recommend to simulate the true measure …rst, and then adjust the results for pricing. Pricing will be less accurate, but variance reduction techniques can be used to improve pricing, whereas they are hard to use when estimating (10) 1 . The Radon-Nikodym derivative of the forward measure with respect to the true measure is written:
To summarize, the basic algorithm is the following. 
The problem is now to infer the drift of our state variables in the real measure, since the volatility is assumed to be the same in both measures. We restrict our attention to drifts that are functions of the state variables, such that the resulting process is Gaussian in the true measure. We are then limited to determine the parameters A; b of the OrnsteinUhlenbeck process:
Often, the best predictor of future state variables in …nance is their current value, so we take b = 0. In general § has more rows than columns, therefore to keep absolute continuity across measures A must be of the form:
for some free matrix R. Therefore
Let:¸= Rx:
Then:
The number of Monte Carlo scenarios required to obtain a prescribed order of accuracy is of order O( p Var(V es t )). We need then to minimize the variance of our estimator or, equivalently, its second moment. We now write Z = P Ti D(T i )C(T i ) for clarity, and ½ n for correlation between g 2 and Z 4n . We then use Hölder's inequality repeatedly:
For …nite variance of g 2 (T ) the last term goes to one when n goes to in…nity. We can then write,for large n
Accuracy is at worst inversely proportional to the square root of the second moment of g(T). The goal is therefore to minimize E[g 2 (T)]. As explained earlier, mean-reversion is introduced in the true measure with the goal of limiting the dispersion of x, i.e., some linear form of the variance-covariance matrix of x. However, for controllability reasons, we are restricted to limiting the dispersion of a vector x 0 of dimension d < N , which is a linear transformation of the vector x:
for some invertible matrix B. We will see in the next paragraph what is a good choice for BR. The dynamics of x 0 are:
and we can write:¸=
Using the new notation:
Let e(E) be the vector (matrix) of ones in dimension N . The control problem (P ) becomes then:
Solution of the Optimal Control Problem
The main di¢culty in this paper was to …nd a better formula for the objective (29). Ifw ere non-stochastic, the following result would be trivial.
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Lemma 1. Under (31)(32),
Proof: See appendix.
Theorem 2. When § 0 is symmetric, the solution of the optimal control problem is, for some positive constant ®:
Proof: Within this proof, we drop primes on our variables. To avoid the intricacies of optimization in in…nite-dimensional spaces, we represent our expected values as averages across scenarios; ultimately, this is how simulations are conducted anyway. Using the lemma, the problem (P ) becomes then:
Let (P ! (M ! )) be the problem, for ! = 1::-:
1 -
It is easy to see that ¹ A(t) is the solution of problem (P ) if and only if ¹ A(t) solves all
Now, due to the monotonicity of the exponential, ¹ A(t) solves (P ! ( ¹ M ! )), if and only if it solves (P ! 2 ( ¹ M ! )), where (P ! 2 (M ! )) is the problem:
so that (39), (40), and (41) hold. Therefore, ¹ A(t) solves (P ) if and only if it solves problem (P P ):
under conditions (39), (40), (41). We rewrite (P P ) in continuous notation:
We drop time dependencies for readability and de…ne the value function:
= min
We now use dynamic programming to solve (P P ), that is, we look for a minimizer ¹ A of the Lagrangian at time t = 0. Note that (P P ) is not a convex program, so we cannot obtain the optimal value of the primal (P P ) by maximizing the dual function J (0) over the Lagrange multiplier ®. However the …rst-order optimality conditions are su¢cient, and this is all we need to characterize the optimal speed of mean-reversion ¹ A. Let V be the variance-covariance matrix of x. By Ito's lemma, we have:
Writing -for the Kronecker (term by term) product of two matrices, we have:
Using the principle of optimality in dynamic programming, we have:
Di¤erentiating with respect to A yields:
We choose:
Going back to (55) and separating the time term and the V term yields:
The right handside of (59) becomes, when 
Example. In the monovariate case, we take:
We compare our optimal control, to the "naive" control to select a constant speed of mean-reversion. The lowest value of a that satis…es (30) is a = 2:8. This results in:
The optimal control a(t) = ¾(t) results in:
Both values were obtained by numerical integration with a time-step of 0:1. Using Monte-Carlo simulation (100 samples), we estimated, for the optimal control a(t) = ¾(t) :
We can now compare our methodology to simulate cash ‡ows only in the true measure, and then estimate V according to (13), to the normal method, i.e., perform two independent simulations, one in each measure. In order to reach the same accuracy in our methodology we need 49% more scenarios than in the normal method. The total processing time of our method is therefore roughly 75% of the processing time of the normal method.
Conclusion
We determined the exact shape of the speed of mean-reversion that minimizes the "di¤er-ence" between two measures, when the dispersion of the state variable is unconstrained in one measure and constrained in the other, and when one measure is imperfectly characterized. We showed how this resulted in more e¢cient credit risk simulations. Coincidentally, a speed of mean-reversion that is optimal for simulations happens to be economically meaningful: because of risk-aversion the di¤erence between increments of the state variables in the risk-neutral and the true measure should be higher when volatility is high. This corresponds to the e¤ect of our optimal speed of mean-reversion. In some sense, this is an a posteriori justi…cation of the method.
Appendix: Proof of Lemma
For notational simplicity, we prove only the monovariate case. Let M t = R t 0¸d W s . By proposition (3.8) p.143 in Revuz and Yor (1991) , we have the Wiener chaos decomposition of g(T ) :
The …rst terms of L n t are then:
Setting:
f n (t 1 ; ::; t n ) = ¦ n i=1¸( t i ) (78)
We write g in the standard notation of a series of multiple stochastic integrals, to facilitate the comparison with Nualart (1995) . Let :::
f n (t 1 ; ::; t n )dW (t 1 ):::dW (t n )
By simple comparison of (73) and (80) we see that:
I 0 (f 0 ) = 1 (82)
By the orthogonality property (iii) in Nualart(1995) p. 8, we have:
Changing slightly notation from I n (f n ) to I n (T ) we now focus on calculating explicitly 
