, where d > 1 is a cube-free positive integer, k 0 = Q(ζ 3 ) be the cyclotomic field containing a primitive cube root of unity ζ 3 , and k * be the relative genus field of the Kummer extension k/k 0 with Galois group G = Gal(k/k 0 ). The aims of the present work are to find out all positive integers d such that Gal (k * /k) ∼ = Z/3Z×Z/3Z, to give criteria for the occurrence of generators of primitive ambiguous principal ideals (α) ∈ P G k /P k 0 among the lattice minima Θ = (θ i ) i∈Z of the underlying pure cubic field Γ = Q(
Introduction and statement of the main result
, where d > 1 is a cube-free positive integer, k 0 = Q(ζ 3 ), where ζ 3 is a primitive cube root of unity, C k,3 be the 3-class group of k, and k (1) 3 be the maximal abelian unramified 3-extension of k. Let k * be the maximal abelian extension of k 0 contained in k (1) 3 , which is called the relative genus field of k/k 0 (see [7] , [6] or [8] ). One tries to determine the unramified 3-sub-extensions of k (1) 3 /k and then, according to class field theory, extract information about C k,3 , its rank, and the class field tower of k. One way to do this is by asking for the structure of the relative genus field k * of k/k 0 . In our recent work [1] , we implemented Gerth's methods [7] and [6] for determining the rank of the group of ambiguous ideal classes of k/k 0 and obtained all integers d for which Gal(k * /k) ∼ = Z/3Z. The purpose of the present work is to find all positive integers d such that Gal(k * /k) ∼ = Z/3Z × Z/3Z. In fact, we shall prove the following Main Theorem:
, where d is a cube-free positive integer, k 0 = Q(ζ 3 ), and k * the genus field of k/k 0 . Then Gal(k * /k) ∼ = Z/3Z × Z/3Z if and only if the integer d can be written in one of the following forms:
with p ≡ 1 (mod 9), p e 1 q f 1 with p ≡ −q ≡ 1 (mod 9), p e 1 q f 1 ≡ ±1 (mod 9) with p ≡ 1 (mod 9) or q ≡ −1 (mod 9), p e 1 1 p e 2 2 ≡ ±1 (mod 9) such that ∃i ∈ {1, 2} | p i ≡ 1 (mod 9), 3 e p e 1 q f 1 with p ≡ 1 (mod 9) or q ≡ −1 (mod 9), p e 1 q
≡ ±1 (mod 9)
with p ≡ 1 (mod 9) and q 1 , q 2 ≡ 2 or 5 (mod 9), p e 1 q f 1 1 q f 2 2 ≡ ±1 (mod 9) with p, −q 1 , −q 2 ≡ 4 or 7 (mod 9), p e 1 q f 1 1 q f 2 2 ≡ ±1 (mod 9) with p, −q 2 ≡ 4 or 7 (mod 9) and q 1 ≡ −1 (mod 9), 3 e q with q 1 ≡ q 2 ≡ q 3 ≡ −1 (mod 9), q
3 ≡ ±1 (mod 9) such that ∃i ∈ {1, 2, 3} | q i ≡ −1 (mod 9),
such that ∃i ∈ {1, 2, 3} | q i ≡ −1 (mod 9), q
4 ≡ ±1 (mod 9) such that ∃i ∈ {1, 2, 3, 4} | q i ≡ −1 (mod 9), (1) where e, e 1 , e 2 , f 1 , f 2 , f 3 and f 4 are positive integers equal to 1 or 2.
As opposed to the radicands d of the shape in [1, Thm. 1.1], the possible prime factorizations of d in the present main result, Theorem 1.1, are more complicated and give rise to new phenomena concerning the chain Θ = (θ i ) i∈Z of lattice minima [17] , [18] , [19] in the underlying pure cubic subfield Γ = Q(
A lattice minimum θ i is an algebraic integer with norm not exceeding the Minkowski bound of the maximal order O Γ of Γ. In particular, all positive units η > 0 of Γ, which have norm 1, are lattice minima and the original purpose of Voronoi's algorithm [16] was to find the fundamental unit 0 < ε < 1 by constructing the chain Θ and stopping at the first unit encountered, which must be ε. More recently, however, it was the idea of Barrucand, Cohn [3] and Williams [19] to use Voronoi's algorithm for the classification of pure cubic fields into three principal factorization types, which we have rederived with cohomological techniques in [1, § 2.1]. The clue was to keep track of the norms n i = N Γ/Q (θ i ) of all lattice minima on the way through the chain Θ, starting at the trivial unit θ 0 = 1. When some n i divides the square of the conductor f of k/k 0 , then θ i is generator of a primitive ambiguous principal ideal in P G Γ /P Q ≤ P G k /P k 0 , more precisely an absolute principal factor, and Γ is of type β [1, Thm. 2.1]. Now, the new phenomenon which arises for numerous radicands of the form in Equation (1) is the occasional failure of the chain Θ to lead to an absolute principal factor although Γ is of type β. After explaining the connection between radicand d, conductor f , and ramification in k/k 0 in section 2.1, and the concept of lattice minima in section 2.3, we prove necessary and sufficient conditions for the occurrence of generators α of primitive ambiguous principal ideals (α) ∈ P G Γ /P Q among the lattice minima in the chain Θ = (θ i ) i∈Z in section 2.4, and we develop a powerful new algorithm which elegantly avoids all mentioned problems by using a non-maximal order O Γ,0 for d ≡ ±1 (mod 9), and by exploiting the impossibility of type γ [1, Thm. 2.1] for d ≡ ±2, ±4 (mod 9), in section 2.5. The new techniques were implemented for an extensive classification of all normalized radicands 2 ≤ d < 10 6 and they detected serious defects in the previous table [19, § 6, p. 272, and Tbl. 2, p. 273] .
At the beginning of section 3, where Theorem 1.1 is proved, we restrict ourselves to those results that will be needed in this paper. More information on 3-class groups can be found in [7] , [6] , [5] , [10] , [11] , [12] , and [13] . For the prime decomposition in a pure cubic field Q(
, we refer the reader to the papers [4] , [3] , [2] , and [15] , and for the prime ideal factorization rules of Q(ζ 3 ), we refer to [9] .
Notations:
• p and q are prime numbers such that p ≡ 1 (mod 3) and q ≡ −1 (mod 3);
is a pure cubic field, where d > 1 is a cube-free positive integer;
, where ζ 3 = e 2iπ/3 denotes a primitive third root of unity;
is the normal closure of Γ;
• λ = 1 − ζ 3 and π are prime elements of k 0 ;
• q * = 1 or 0 according to whether ζ 3 is or is not norm of an element of k \ {0};
• t denotes the number of prime ideals ramified in k/k 0 .
• For an algebraic number field L:
-O L , E L : the ring of integers and the group of units of L;
-I L , P L : the group of ideals and the subgroup of principal ideals of L;
3 : the 3-class group and the Hilbert 3-class field of L.
Theory related to the main result
Before we give the proof of Theorem 1.1 in § 3, we devote the present section to an overview of the special properties of pure cubic fields Γ = Q( 
Conductor and ramification
Let Γ = Q( The class field theoretic conductor f of the associated relative Kummer extension k/k 0 is
This means that all prime divisors of ab are ramified in k/k 0 . If Γ is of Dedekind's second species with d ≡ ±1 (mod 9), then 3 ab and 3 is unramified in k/k 0 . However, if Γ is of Dedekind's first species with d ≡ ±1 (mod 9), then either 3 | ab (species 1a) or d ≡ ±2, ±4 (mod 9) (species 1b), and in both cases 3 is ramified in
For a prime number ∈ P, we denote by v : Q \ {0} → Z the -valuation of non-zero rational numbers.
The species of the field Γ can be expressed by the 3-valuation of the conductor f :
Since the conductor is divisible by 9 for fields of species 1a, it is convenient to define a ramification invariant R which is the product of all primes which are ramified in k/k 0 :
if d ≡ ±2, ±4 (mod 9) (and thus 3 ab), f /3 = ab if 3 | ab. 
Formalism of canonical divisors
For the investigation of principal factors, that is, generators α ∈ O L of primitive ambiguous principal ideals (α) = αO L ∈ P G L /P Q , which have divisors of the square R 2 of the ramification invariant R as norms, n = |N Γ/Q (α)| with n | R 2 , it is useful to introduce the formalism of canonical divisors of the radicand d = ab 2 with respect to the norm n [2, § 7, p. 18]:
and two additional silent divisors for expressing the radicand and its components, 
Here, β denotes one ofᾱ,ᾱ
In Definition 2.2, which presents the mysterious M0-fields as the central objects of our subsequent investigations, because of their unpleasant impact on the classification problem and corresponding serious defects in tables of cubic fields [19] , we use the isomorphism
induced by the principal ideal mapping ι : Γ × → P Γ , α → (α) = αO Γ , with inverse image ∆ Γ/Q := ι −1 (P G Γ ), and we assume that the integral part ∆ Γ/Q ∩ O Γ , which always contains the radical group ∆ := {1, δ,δ}, is generated by the trivial principal factor δ and an additional non-trivial principal factor α. For the same reason as for replacing the non-primitive square
we also replace α 2 byᾱ :=
, as explained below by means of the canonical divisors. Then we have
represented by the norms (with abbreviations 
So there are precisely 21 cases of M0-fields in this range.
Lemma 2.2. If the fundamental unit ε is the th lattice minimum, counted from the trivial unit 1 in the direction of increasing height, then the norms of lattice minima are periodic with primitive period length , that is,
Proof. Let ε > 1 be the normpositive fundamental unit bigger than the trivial unit 1 of Γ. Then 0 < ε −1 < 1 is the inverse normpositive fundamental unit of Γ. Due to the decomposition
of the chain Θ, respectively of the set Min(O Γ ), where θ n· = ε n for all n ∈ Z, into orbits under the action of E + Γ = {ε n | n ∈ Z} with representatives 1 ≤ θ j < ε, 0 ≤ j < , in the first primitive period, visualized impressively in Figure 1 , we have
and thus
Necessary and sufficient conditions for minimal principal factors
We now state the main theorem on principal factors among the lattice minima.
be a pure cubic field of principal factorization type β with normalized cube-free radicand d = ab 2 > 1.
, where v ≥ 1 at most for d ≡ ±2, ±4 (mod 9), and that γ =
Then the criteria for the occurrence of α among the lattice minima of the chain Θ of the maximal order O Γ , respectively Φ of the non-maximal order O Γ,0 with conductor l σ l, where
, can be partitioned in the following way:
• Unconditional criteria:
• Conditional criteria in dependence on
1. If Γ is of species 1b, d ≡ ±2, ±4 (mod 9), and v = 1, or Γ is of species 2, d ≡ ±1 (mod 9), let two critical bivariate polynomials be defined by
Then the following necessary and sufficient criterion holds:
For (u 1 , u 2 ) = (1, 1), a coarse sufficient, but not necessary, condition is given by:
where the bound is defined by
2. If Γ is of species 1b, d ≡ ±2, ±4 (mod 9), and v = 2, let a critical bound be defined by
Proof. The major part of the proof is due to Williams. However, it is scattered among several papers [17, 18, 19] , and some cases have never been formulated as necessary and sufficient criteria. Generally, let α ∈ O Γ be a principal factor with norm
, where v ∈ {0, 1, 2} and v ≥ 1 at most for d ≡ ±2, ±4 (mod 9).
• Concerning the unconditional criteria: 2. Finally, for d ≡ ±2, ±4 (mod 9) with v = 2, a few solutions of the diophantine criterion are found in [18, § 4, Lem. 4.3, p. 642] in dependence on (u 1 , u 2 ), but no concluding theorem is stated. We proved that the solution in dependence on (u 1 , u 2 ) is in fact unique for each of the normalized radicals γ andγ, which leads to the necessary and sufficient criterion in formulas (23) and (24). A coarse sufficient condition for the converse statement is given in [18, § 5, Thm. 5.1(vi), p. 643] by generally taking the bigger bound In Figure 2 , the upper part Y ≥ 4 of the zero locus of the bivariate polynomial
is plotted. This is the part which is relevant for deciding whether a principal factor whose norm is not divisible by 9 is a lattice minimum or not, because in Equation (20) of Theorem 2.2 the conditions P 4 (u 1 γ, −u 1 u 2 y) < 0 and P 4 (u 2γ , −u 1 u 2 y) < 0 must be checked, both for (u 1 , u 2 ) = (1, 1), γ > 1,γ > 1 and y = γγ ≥ max(γ,γ). Consequently, the quadrant X > 0, Y < 0, where the zero locus reaches down to Y = −16, does not concern the decision.
In the green triangles Y ≤ √ 6, respectively Y ≥ 2, the condition holds automatically, in the blue regions, only the left, and in the red regions the left and right inequality must be tested. Corollary 2.2.1. Under the assumptions and notations of Theorem 2.2, a further coarse sufficient, but not necessary condition, is given by:
for either d ≡ ±2, ±4 (mod 9) with v = 1 or d ≡ ±1 (mod 9).
Proof. This also follows from investigating the zero locus of P 4 (X, Y ) in the XY -plane.
Classification algorithm
We continue with another main theorem on the classification of pure cubic fields into principal factorization types [1, § 2.1] with the aid of Voronoi's algorithm. The decisive innovation in contrast to previous classification algorithms is the use of a non-maximal order for species 2.
be a pure cubic field with normalized cube-free radicand d ≥ 2, ramification invariant R, according to equation (4), and subfield unit index Q, according to [1, § 2.1] . Denote the chain of lattice minima of the maximal order O Γ by Θ = (θ j ) j∈Z and its primitive period length by ≥ 1. Then the following necessary and sufficient criteria determine the principal factorization type of Γ in dependence on the Dedekind species of the radicand d.
3. For item 2.(b) of Theorem 2.3, Q = 3 alone would be sufficient, but the determination of Q requires the fundamental unit ε = θ at the end of the full period, whereas usually a θ j with N Γ/Q (θ j ) | R 2 has a subscript 1 ≤ j < of approximate magnitude /3 or 2 /3, and thus admits an earlier termination of the algorithm at a third or two thirds of the period. For the other two types β and γ, where Q = 3 for both, we distinguish the species.
1. For species 1a, d ≡ 0, ±3 (mod 9), the unconditional criterion 1 in Theorem 2.2 proves that a non-unit α with norm n = N Γ/Q (α) dividing R 2 must occur as a lattice minimum α = θ j in the chain Θ of the maximal order O Γ . Thus the occurrence of such a θ j is equivalent with type β. The lack of such a θ j implies type α or γ and type α must be discouraged by Q = 3.
2.
A necessary condition for type γ, that is, the occurrence of a unit Z ∈ E k such that N k/k 0 (Z) = ζ 3 , is that the conductor f of k/k 0 is divisible only by 3 or primes ≡ ±1 (mod 9). For species 1b, d ≡ ±2, ±4 (mod 9), there must exist a prime divisor ≡ ±2, ±4 (mod 9) of f and type γ is impossible. Therefore, type β is equivalent with Q = 3, and only for accelerating the algorithm it is worth while to check the possible occurrence of a lattice minimum with norm dividing R 2 .
3. For species 2, d ≡ ±1 (mod 9), the unconditional criterion 3 in Theorem 2.2 shows that a non-unit α with norm n = N Γ/Q (α) dividing R 2 must occur as a lattice minimum α = φ j in the chain Φ of the non-maximal order O Γ,0 . Therefore the occurrence of such a φ j is equivalent with type β. The lack of such a φ j enforces type α or γ and type α must be eliminated by Q = 3. (Note that α is coprime to the conductor l σ l [4] .)
Explicit criteria for M0-fields in rational integers
It is useful to specialize the general Theorem 2.2 to situations, where the occurrence of a principal factor among the lattice minima can be characterized in terms of the canonical divisors d 1 , . . . , d 6 . The most convenient situation appears for a squarefree radicand 
•
(27)
Proof. The claim concerns both non-trivial cosets of principal factors, the first coset of α with norm n = d 1 d 2 2 and the second coset ofᾱ = α 2 /d 2 , respectivelyᾱδ/d 1 , with normn. First, we consider the coset of α. Here, we have the congruence invariants
The minimality of n in its coset yields relations between the magnitude of the canonical divisors,
, that is, formula (26). We exploit the coarse sufficient condition in Corollary 2.2.1:
The connection between the congruence invariants and the residue class of the canonical divisors is given by the forbidden case 1) , and the admissible cases
For the second coset, we have to split the investigation.
• If d The connection between the congruence invariants and the residue class of the canonical divisors is given by
Again, we employ the coarse sufficient condition in Corollary 2.2.1: The connection between the congruence invariants and the residue class of the canonical divisors is given by
Again, we employ the coarse sufficient condition in Corollary 2.2.1:
Finally we collect all required inequalities for the first and second non-trivial coset, and we must make sure that not u 1 = u 2 = 1, which is the case if not , we present some details of the actual execution of Voronoi's algorithm. The procedure starts at the trivial unit θ 0 = 1, respectively φ 0 = 1, and constructs the chain of lattice minima, Θ of the maximal order O Γ , respectively Φ of the non-maximal order O Γ,0 , in direction of decreasing height h = z and increasing radius r = x 2 + y 2 in Minkowski signature space R 3 , and stops at the inverse fundamental unit 0 < θ − = ε −1 < 1, respectively 0 < φ − 0 = ε −1 0 < 1, as illustrated in Figure 1 . In this particular example the unit groups of maximal order and suborder coincide and ε 0 = ε. Before the period ended at length 0 = 48 we found two principal factors at characteristic locations j = −16 = In Table 2 , we compare the crucial locations in the chains of both orders. By the general theory of principal factors, we have the characteristic relations ε
, which shows that Voronoi's algorithm can be terminated at β already, only a third of the period, to get the fundamental unit. Of course, by Example 2.1, we cannot find principal factors in the chain Θ. However, instead we encounter the shadows of β and α in the maximal order, that is, the actual lattice minima within the norm cylinders of β and α: 
The shadow norms N (θ −17 ) = 239 and N (θ −35 ) = 183 can be computed with the results in [19, § 4, pp. 268-271]. As opposed to the principal factor norms, the shadow norms are not unique, and this fact causes complications, since for instance θ −28 with norm 183 has nothing to do with principal factors, indicated by the symbol . 
Herewith, the first coset is done. We turn to the second coset. The basic assumption d 4 < d 3 in Formula (31) is equivalent with minimality of n = 9d 4 in the first coset and minimality ofn = 3d 2 4 in the second coset. However, α 2 has norm 81d 2 4 and thusᾱ = α 2 /3 has normn. The new non-trivial canonical divisors ofn = 3d 2 4 = 3c 2 5 are c 3 = d 3 (fixed) and c 5 = d 4 (twisted). Therefore, the new congruence invariants are u 1 ≡ c 3 c 5 = d 3 d 4 (mod 3) as before, but u 2 ≡ 1 (mod 3) is constant. Consequently, we have only two cases according to Formula (20) in Theorem 2.2, since (u 1 , u 2 ) = (1, −1) and (u 1 , u 2 ) = (−1, −1) cannot occur:
Now we come to a phenomenon which is very peculiar for the present situation. The
as before, butγ =δ/c 5 =
= γ 2 , and their product is y = γγ = Note that all these radicands, except 6 358, are of the third form in our Main Theorem 1.1.
In Table 3 , we show for some radicands d of M0-fields whether the proof is possible either by coarse rational integer criteria y = γγ < C ( ) or only by fine multiprecision criteria P 2 (u 1 γ, u 2γ ) < B involving irrationalities, when y ≥ C ( ). 3 Proof of the Main Theorem 1.1 3 /k 0 is Galois, and according to class field theory:
We denote by k * the maximal abelian extension of k 0 contained in k
3 , which is called the relative genus field of k/k 0 (see [7] , [6] or [8] ).
It is known that the commutator subgroup of Gal k
3 /k 0 coincides with Gal k
Let σ be a generator of Gal (k/k 0 ), and let C 
k,3 = {A ∈ C k,3 / A σ = A} be the 3-group of ambiguous ideal classes of k/k 0 . Since the Sylow 3-subgroup of the ideal class group of k 0 is reduced to {1}, and by the exact sequence : 
where p i and q i are positive rational primes such that:
Since rank (C where w and J are defined in Equation (36). We shall treat the three cases above as follows:
Case 1:
We either have (w = 1 and J = 0) or (w = 0 and J = 2).
• If w = 1 and J = 0, then d = 3 e p e 1 , where p is a prime number such that p ≡ 1( mod 3), e ∈ {0, 1, 2} and e 1 ∈ {1, 2}. Then:
-If d ≡ ±1 (mod 9), then p ≡ 1 (mod 9) and e = 0. So the integer d can be written in the form d = p e 1 , with p ≡ 1 (mod 9) and e 1 ∈ {1, 2}. k,3 ) = 1, which is a contradiction.
Hence, the possible form of d in this situation is:
e p e 1 ≡ ±1 (mod 9) with p ≡ 1 (mod 9).
where e, e 1 ∈ {1, 2}, which is the first form of d in Theorem 1.1.
• If w = 0 and J = 2, then d = 3 e q f 1 1 q f 2 2 , with q 1 ≡ q 2 ≡ 2(mod 3), e ∈ {0, 1, 2} and f 1 , f 2 ∈ {1, 2}, then:
, then according to [1, p.19] , e = 0 and q 1 ≡ q 2 ≡ −1 (mod 9), so rank (C 
with e ∈ {0, 1, 2},
, which is a contradiction. So, there only remains the form:
where e, f 1 , and f 2 ∈ {1, 2}.
Case 2:
We either have (w = 1 and J = 1) or (w = 0 and J = 3).
• If w = 1 and J = 1, then d = 3 e p e 1 q f 1 , where p and q are prime numbers such that p ≡ 1(mod3) and q ≡ 2(mod3), e ∈ {0, 1, 2} and e 1 , f 1 ∈ {1, 2}. Then: 3) If p ≡ −q ≡ 1 (mod 9), we get d ≡ ±3 e (mod 9), so we have necessary e = 0.
Then d = p e 1 q f 1 , where e 1 , f 1 ∈ {1, 2}. 4) If p ≡ 1 (mod 9) and q ≡ 2 or 5 (mod9), then by [1, p. 20] we get a contradiction.
-If d ≡ ±1 (mod 9): According to [7, § 5, p. 92] , rank (C (σ) k,3 ) = t − 2 + q * , where t and q * are defined in the notations. Since p ≡ 1 (mod 3), then p = π 1 π 2 , where π 1 and π 2 are two primes of k 0 such that π 2 = π τ 1 and π 1 ≡ π 2 ≡ 1 (mod 3O k 0 ), and p is ramified in Γ, then π 1 and π 2 are ramified in k. Also q ramifies in Γ and −q = π is a prime in k 0 . Since d ≡ ±1 (mod 9), then 3 is ramified in Γ, and we have 3O k 0 = (λ) 2 . where λ = 1 − ζ 3 . We get t = 4.
, and according to [1, Lem. 3.3, p. 17] , ζ 3 is norm of an element of k − {0}, so q * = 1. Thus, rank (C with p ≡ −q ≡ 1 (mod 9). p e 1 q f 1 ≡ ±1 (mod 9) with p ≡ 1 (mod 9) or q ≡ −1(mod9) 3 e p e 1 q f 1 ≡ ±1 (mod 9) with p ≡ 1 (mod 9) or q ≡ −1(mod9)
where e, e 1 , f 1 ∈ {1, 2}.
• If w = 0 and J = 3, then d = 3 e q
, where q i is a prime number such that q i ≡ 2 (mod 3), e ∈ {0, 1, 2} and f i ∈ {1, 2} for each i ∈ {1, 2, 3}. Then:
1) If q 1 ≡ 2 or 5 (mod 9) and q 2 ≡ q 3 ≡ −1 (mod 9), then according to [1, p. 20], we get a contradiction. 2) If q 1 ≡ q 2 ≡ 2 or 5 (mod 9) and q 3 ≡ −1 (mod 9), then according to [1, 20] ,
we have e = 0, so
3 ≡ ±1 (mod 9), where f 1 , f 2 , f 3 ∈ {1, 2}. But in this case we have rank (C For each i ∈ {1, 2, 3}, q i is inert in k 0 because q i ≡ 2 (mod 3), and q i is ramified in
For each i ∈ {1, 2, 3},
. Since all the primes π 1 , π 2 and π 3 are congruent to 1 ( mod λ 3 ), then according to [1, Lem. 3.3, p. 17] , ζ 3 is a norm of an element of k − {0} and q * = 1. We conclude that rank (C (σ) k,3 ) = 3, which is absurd. Thus, it remains only the case where there exist i ∈ {1, 2, 3} such that q i ≡ −1 (mod 9).
Hence, the forms of d in this situation are
with ∃i ∈ {1, 2, 3} | q i ≡ −1 (mod 9),
with ∃i ∈ {1, 2, 3} | q i ≡ −1 (mod 9), where e, f 1 , f 2 and f 3 ∈ {1, 2}.
Case 3:
We either have (w = 1 and J = 2) or (w = 0 and J = 4) or (w = 2 and J = 0).
• If w = 1 and J = 2, then d = 3 e p e 1 q
2 , where p, q 1 and q 2 are prime numbers such that p ≡ 1 (mod 3) and q 1 ≡ q 2 ≡ 2 (mod 3), e ∈ {0, 1, 2} and e 1 , f 1 , f 2 ∈ {1, 2}. Then:
k,3 ) = t − 2 + q * , where t and q * are defined in the notations. Since p ≡ 1 (mod 3), then p = π 1 π 2 , where π 1 and π 2 are two primes of k 0 such that π 2 = π τ 1 and π 1 ≡ π 2 ≡ 1 ( mod 3O k 0 ), and the prime p is ramified in Γ, then π 1 and π 2 are ramified in k. For each i ∈ {1, 2, }, q i is inert in k 0 because q i ≡ 2 (mod 3), and q i is ramified in Γ. As d ≡ ±1 (mod 9), 3 is not ramified in Γ, so λ is not ramified in k/k 0 . So, t = 4. As q 1 ≡ q 2 ≡ −1 (mod 9), then for each i ∈ {1, 2},
. Since all the primes π 1 , π 2 , π 1 and π 2 are congruent to 1 (mod λ 3 ), then according to [1, Lem. 3.3, p. 17] , ζ 3 is a norm of an element of k − {0} and q * = 1. We conclude that rank (C 2 ≡ ±2 × 3 e or ± 5 × 3 e (mod 9), so d ≡ ±1 (mod 9), which is absurd. 4) If p ≡ 4 or 7 (mod 9) and q 1 ≡ q 2 ≡ −1 (mod 9). Then d = 3 e p e 1 q f 1 1 q f 2 2 ≡ ±4 × 3 e or ± 7 × 3 e (mod 9), so d ≡ ±1 (mod 9), which is absurd. 2 ≡ ±1 (mod 9), with e 1 , e 2 ∈ {1, 2}.
-d ≡ ±1 (mod 9), 3 is ramified in Γ, so λ is ramified in k/k 0 . Then t = 5. In this case, we conclude that rank (C (σ) k,3 ) ≥ 3, which is absurd.
Proof of rank two for each case:
We shall prove that if the integer d takes one of the forms given in Theorem 1.1, then rank (C (σ) k,3 ) = 2:
• Case (1): d = 3 e p e 1 ≡ ±1 (mod 9), with p ≡ 1 (mod 9). Since Q( 3 √ ab 2 ) = Q( 3 √ a 2 b) for a, b ∈ N, we can choose e 1 = 1, so d = 3 e p with e ∈ {1, 2}. As p ≡ 1 (mod 3), then p = π 1 π 2 , where π 1 and π 2 are primes of k 0 such that π τ 1 = π 2 and π 1 ≡ π 2 ≡ 1 (mod 3O k 0 ), and p is totally ramified in Γ. So π 1 O k = P 3 1 and π 2 O k = P 3 2 where P 1 , P 2 are two prime ideals of k. The fact that d ≡ ±1 (mod 9) implies that 3 is totally ramified in Γ, then λ is ramified in k/k 0 . So the number of ideals which are ramified in k/k 0 is t = 3. As 3 = −ζ 2 3 λ 2 , then k = k 0 ( • Case (2): d = p e 1 q f 1 , with p ≡ −q ≡ 1 (mod 9).
Here e 1 , f 1 ∈ {1, 2}. Since Q( 3 √ ab 2 ) = Q( 3 √ a 2 b) for a, b ∈ N, we can choose e 1 = 1, so d = pq f 1 . As d ≡ ±1 (mod 9), 3 is not ramified in the field Γ, and then λ is not ramified in k/k 0 . the fact that p ≡ 1 (mod 3), implies that p = π 1 π 2 , where π 1 and π 2 are primes of k 0 such that π τ 1 = π 2 and π 1 ≡ π 2 ≡ 1 (mod 3O k 0 ), since p is totally ramified in Γ, then π 1 and π 2 are totally ramified in k. As q ≡ −1 (mod 3), q is inert in k 0 . Then, the primes ramified in k/k 0 are π 1 , π 2 and q, and t = 3. Since p ≡ −q ≡ 1 (mod 9), then π 1 ≡ π 2 ≡ π ≡ 1 (mod λ 3 ), where −q = π is a prime number of k 0 . Then, k = k 0 ( • Case (3): d = p e 1 q f 1 ≡ ±1 (mod 9), with p ≡ 1 (mod 9) or q ≡ −1(mod9).
Here e 1 , f 1 ∈ {1, 2}. As Q( 3 √ ab 2 ) = Q( 3 √ a 2 b) ∀a, b ∈ N, we can choose e 1 = 1, i.e d = pq f 1 . Since d ≡ ±1 (mod 9), then 3 is ramified in the field Γ, so λ = 1 − ζ 3 is ramified in k/k 0 . Since p ≡ 1 (mod 3), then p = π 1 π 2 , where π 1 and π 2 are primes of k 0 such that π τ 1 = π 2 and π 1 ≡ π 2 ≡ 1 (mod 3O k 0 ), the prime p is totally ramified in Γ, so π 1 and π 2 are totally ramified in k. Since q ≡ −1 (mod 3), then q is inert in k 0 . Thus the primes ramified in k/k 0 are π 1 , π 2 and q, and t = 4. Let −q = π be a prime number of k 0 , and put x = π In all cases we have q * = 0. We conclude that rank (C (σ) k,3 ) = 2.
so d = 3q
