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Greene and Kleitman generalized Dilworth's decomposition theorem for partially ordered 
sets by characterizing, for each k, the size of the largest k-family of a partially ordered set. This 
was used by Greene to show that two sequences associated with any finite poset P are 
conjugate partitions of the integer IPI. A natural context for stating and proving such results is 
introduced here. A generalization f these theorems to acyclic digraphs is proved and applied 
to prove the acyclic case of a conjecture of Berge. An analog of Greene's theorem isproved for 
matchings of a bipartite graph, answering a question of Albertson. 
1. Introduction 
Among the most appealing results in combinatorics are the so-called minimax 
or duality theorems. Typically these results assert hat the maximum of a certain 
quantity over a set of combinatorial objects is equal to the minimum of another 
quantity taken over a related set of objects. Perhaps the earliest such result is the 
celebrated matching theorem of K6nig [39], Egervary [20] and Hall [31]: 
Theorem 1.1. In a bipartite graph, the maximum size of a set of arcs, no two 
incident on the same vertex (a matching) is equal to the minimum number of stars 
that cover all the arcs (A star is a set of arcs incident on a common vertex). 
K6nig [40] also proved the dual result: 
Theorem 1.2. In a bipartite graph, the maximum size of a star equals the 
minimum number of matchings whose union covers the entire arc set. 
Dilworth's result for partially ordered sets [15] and its dual are two more 
examples. 
Theorem 1.3. In a finite partially ordered set, the maximum size of a set of 
pairwise incomparable elements (antichain) equals the minimum number of sets of 
pairwise comparable lements (chains) whose union covers the poset. 
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Theorem 1.4. In a finite poset, the maximum size of a chain equals the minimum 
size of a cover by antichains. 
These results are examples of those arising from antiblocking pairs of 
hypergraphs, introduced by Fulkerson [24]. A hypergraph H= (X, ~) is a 
collection ~ of subsets of a set X. Two hypergraphs H and H A on the set X form 
an antiblocking pair if the edge set of one consists of all sets having intersection of 
size at most one with the other. For instance if X is the set of arcs of a bipartite 
graph then for the hypergaph H on X whose edge set is the set of matchings of G, 
H A is the collection of stars. If X is a partially ordered set then the hypergraph of 
chains and the hypergraph of antichains form an antiblocking pair. 
The rank of a hypergraph is the size of its largest edge. It is obvious that the 
rank of a hypergraph H is bounded above by the size of any collection of edges in 
its antiblocker whose union covers X since each edge in H A covers at most one 
element in any edge of H. The question is, for what pairs of hypergraphs does the 
rank of H equal the size of a minimum Ha-cover? Theorems 1.1-1.4 provide 
examples of such pairs. 
Extensive research has been done to identify and characterize pairs of 
hypergraphs of this type. Surveys of this research abound (see for instance, Berge 
[9], Lov~sz [45] or Woodall [59]). For the most part, the problems of interest 
(including the ones above) can be represented as graphs with the antiblocking 
hypergraph pair being the cliques and independent sets. For a given graph one 
can ask if 
(i) the size of the largest clique equals the size of the minimum cover by 
independent sets, or if 
(ii) the size of the largest independent set equals the size of the minimum 
clique cover. 
The central result in this area is Lov~sz's perfect graph theorem [44]: 
Theorem 1.5. For any graph G, (i) holds for every vertex induced subgraph if and 
only if (ii) holds for every vertex induced subgraph. 
A graph possessing these properties is called a perfect graph. Theorem 1.5 
explains the occurrence of Theorems 1.1 and 1.2 and Theorems 1.3 and 1.4 in dual 
pairs. 
The rank of a hypergraph is just one quantity of interest. More generally, for 
each k one can consider the size of the largest set expressible as a union of k 
edges. This is the rank sequence of H, denoted _r(H)= (rk(H) lk >10). The 
antiblocker provides a bound on each term rk(H): ff ~ is any cover of the 
underlying set consisting of edges of the antiblocker, then rk(H) < -
EE~min( IE I, k), since the union of any k edges in H intersects each E in ~: at 
most k times. For each k I> 0, we can ask whether there exists a cover ~ for 
which this bound is tight. 
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Greene and Kleitman [29] considered this problem for the hypergraph of 
antichains of a poset and proved 
Theorem 1.6. For any poset P and k >t 0: 
dk(e) =m in ~ min([CI, k), 
Ceqg 
where c~ ranges over all covers of P by chains and _d(P) = (dk(P) I k >I O) the 
sequence with dk( P) equal to the largest union of k antichains. 
For the case k = 1, this is Dilworth's theorem. Greene [28] showed that the 
theorem is also true if one reverses the roles of chains and antichains. In fact, 
using Theorem 1.6, he proved the following remarkable and beautiful result 
(which includes both Theorem 1.6 and its dual). Let _d'(P) be the rank sequence 
for the hypergraph of chains and let A_d(P) and A_d'(P) denote the sequences of 
first differences of _d(e) and _d'(P). 
Theorem 1.7. For any partially ordered set P, the sequences A_d(P) and A_d'(P) 
are conjugate partitions of the integer [P[. 
Other proofs of Theorems 1.6 and/or 1.7 appear in [23], [22], [37] and [50]. 
Greene's result suggests everal new questions, particularly, for what other classes 
of hypergraphs are A r(H) and Ar_(H A) conjugate partitions? Greene showed that 
the result is not true in general for perfect graphs (see Example 4.25 in Section 
4). Albertson [6] posed a number of related questions and discussed them in the 
context of various classes of antiblocking hypergraph pairs. In particular, he 
noted that the analog of Greene's theorem for the hypergraph of matchings and 
stars of a bipartite graph is false and asked what the precise relationship between 
these sequences i . Related questions are considered in [3], [4], [5] and [12, 13]; a 
survey appears in [57]. 
The purpose of this paper is to establish a general framework for the 
formulation and proof of results of the type of Theorems 1.6 and 1.7. In Section 3 
we study arithmetic properties of integer sequences in order to lay the 
groundwork for the study of the sequences that arise in connection with various 
combinatorial objects. In Section 4 we define some integer sequences that are 
associated with any hypergraph and describe the relationships between them and 
the sequences associated with the antiblocking hypergraph. We discuss the 
possible duality results that may hold and provide criteria for determining which 
properties hold for a given hypergraph. We note that known results about the 
class of unimodular hypergraphs imply some (but not all) of these sequential 
duality properties. In particular this yields an analog of Greene's theorem for the 
matching and star hypergraphs of a bipartite graph (Theorem 4.23), thus 
answering the question of Albertson mentioned earlier. In Section 5, we prove a 
generalization of Greene's theorem for the hypergraph of directed paths of an 
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acyclic digraph (Theorem 5.3). This is applied to prove that a conjecture of Berge 
about paths in general digraphs holds in the case of acyclic digraphs (Theorem 
5.12). This in turn generalizes previous results of Cameron [12, 13], Hoffman [34] 
and Linial [41]. 
There is an obvious and well known connection between these results and the 
duality theory of linear programming. In general, a combinatorial duality 
theorem can be viewed as a statement that certain combinatorially defined 
polyhedra have integer extreme points. In this paper the proof techniques are, for 
the most part, "purely combinatorial" rather then polyhedral; results similar to 
those in Section 5 have been found independently by Aharoni, Ben-Arroyo 
Hartman and Hoffman [1] and Cahaeron [13]. 
This paper is derived in part from the author's Ph.D. Thesis [52] completed at 
M.I.T. under the direction of Daniel Kleitman. 
2. Notation and preliminary results 
For the most part, the notation used is standard; in the case of graphs and 
hypergraphs, it is adapted from Berge [8]. Here we present some of the new or 
less familiar concepts and review some basic results. 
Let (P, <~e) be a partially ordered set. Two related elements of P are said to be 
comparable. An antichain A of P is a subset of pairwise incomparable elements. 
A chain is a subset of pairwise comparable lements. A k-family (respectively, 
k-cofamily) is a subset that contains no chain (respectively, antichain) of size 
greater than k. By Theorem 1.4 (respectively, Theorem 1.3), this is equivalent to 
being expressible as a union of k antichains (respectively, chains). 
A closure relation on a poser P is a map that takes each p e P to its closure 
p • P and satisfies, for every p • P: 
(i) p~<eP; 
(ii) if. q <~t,P, then ~ ~<eP; 
(~) t~=~. 
Elements in the image of the closure map are called closed elements. It is easy 
to show that ff is the unique minimum closed element greater than or equal to p. 
Let P be a poset. A Galois map on P is a map 9:  P---~ P satisfying 
(i) 4 is order reversing: Pl <~eP2 implies 4(pl) ~p 4(p2) ;
(iJ) 42(p)>---ep for all p •P.  
This specializes the notion of a Galois connection between two posets P and Q 
(introduced by Ore [47]) to the case P = Q. The key fact about such maps is 
Proposition 2.1. I f  4 is a Galois map on P, then 42: P--~ P is a closure relation 
and p • P is closed if and only if .p is in the image of 4. 
Arcs of a (directed or undirected) graph G = (X, A) are denoted (x, y) and we 
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will say that x is related to y in G or there is an arc between x and y. We deal only 
with graphs having no arc of the form (x, x) and, unless, specified, there are no 
multiple arcs. A bipartite graph with bipartition X1, X2 is denoted G = 
(X1, X2, A). If W ~ X, the subgraph of G induced by W is the graph Gw = 
(W, Aw), where Aw= {(x, y) eA Ix, yeW}.  A clique of G is a set W of 
vertices uch that (x, y ) • A, for all x, y • W. A k-clique of G is a set of vertices 
that is the union of k cliques. An independent set of G is a set W of vertices that 
intersects any clique at most once, that is (x, y )~A for all x, y • W. A 
k-independent set is a set that intersects any clique at most k times. Note that a 
union of k independent sets is always k-independent but the reverse need not 
hold. 
The complement of a graph G, is the graph (~=(X,  fi~) with A= 
((x, y) l (x, y) ~A,x~y}.  
If (x, y)  is an arc of the directed graph G, we say that y is a successor of x and 
x is a predecessor f y. The set of successors of x is denoted G+(x). If W c_ X then 
G+(W) is the union of G+(x) over all x • W. 
A path in G is a sequence P = (xl, x2 , . . . ,  Xk) of vertices (not necessarily 
distinct) such that (xi, xi+a) is an arc for 1 ~< i < k. The size of a path is the 
number of vertices in it. A cycle is a path whose first and last vertices are the 
same and all others are distinct. Digraphs containing no cycles are called acyclic. 
A hypergraph H = (X, ~g) consists of a collection ~ of subsets (edges) of the 
vertex set X. For our purposes we assume that the union of all edges is X, the 
empty set is always a member of ~ and all edges are distinct. For Y c_ X, the 
subhypergraph Hy generated by Y, also called the restriction of H to Y, is the 
pair (Y, ~y) where ~gy = (E N Y [ E • ~g}. 
The set of all hypergraphs on X can be partially ordered in a natural way: 
(X, ~)~ (X, ~) if ,~ ~ ~. This poset is denoted by H(X) and we use the 
containment symbol ~ for the relation ~<H- The power hypergraph of X, denoted 
p(X) and having edge set 2 x, is the maximum element in this poset. The minimal 
hypergraphs are those whose nonempty edges form a partition of X. 
A hypergraph (X, ~) is an ideal if F ~_ E • ~g implies F • ~. The ideal H x 
generated by H = (X, ~), has edge set ~i = {F ] F _~ E for some E • ~}. 
A hypergraph is a clutter if no non-empty edge properly contains another. The 
basis hypergraph of H = (X, ~), denoted H a= (X, ~B) is the clutter whose 
non-empty edges are the maximal edges of ~. 
Given an undirected graph G = (X, A) we associate it with two hypergraphs on 
X. The clique hypergraph C(G) has vertex set X and edge set Cg(G), the cliques 
of G. The independence hypergraph I(G) is the hypergraph on X with edge set 
~¢(G), the independent sets of G. Trivially the clique hypergraph of a graph 
equals the independence hypergraph of its complement. 
The underlying raph of a hypergraph H = (X, ~g) is the graph G = (X, A) with 
(x, y)  • A whenever some edge of $ contains both x and y. If H is the clique 
hypergraph of a graph G, then G is its underlying raph. If H = (X, ~) is any 
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hypergraph, then H c= (X, ~c) denotes the clique hypergraph of the graph 
underlying it, and is called the clique completion of H. Trivially H~_ HC; if 
H ~ = H c we say that H is conformal. It can be verified that the map H ~ H c is a 
closure relation on the poset H(X) whose closed elements are the clique 
hypergraphs of some graph, that is, the conformal ideals. 
The following condition for a hypergraph to be conformal is a variation of one 
given by Gilmore [8, Chapter 17, Theorem 2]. 
Proposition 2.2. A hypergraph H = (X, ~g) is conformal if and only if, whenever 
each proper subset of some set Y is contained in some edge of ~, Y is also 
contained in some edge. H is a conformal ideal if and only if, for each Y ~_ X, Y is 
an edge if and only if every two element subset is an edge. 
An H-cover of a set Y ~ X is a collection ~ of edges such that Y = U ~ (we 
write U ~ for the union of all edges in ~). A set Y c X is a k-edge if it has an 
H-cover consisting of k edges. An H-partition of Y is an H-cover ~ by vertex 
disjoint edges. Y is a partitionable k-edge if it has an H-partition consisting of k 
edges. Clearly, if H is an ideal, every k-edge is a partitionable k-edge. 
A set Y ~_ X is k-stable with despect o H if [ Y n EI ~< k for all E e ~. A union 
of k 1-stable sets is a k-stable set but the reverse need no hold. 
For ~ ,  the k-norm of ~ in H, denoted I ff is defined by 
EEE~min(IE[, k) + [x -u  ~l. If H is fixed we write simply Note that [~[1 n 
is the number of non-empty edges of ~ plus the number of uncovered vertices. 
A hypergraph H '= (X, ~') is said to be stable with respect o H = (X, ~) if 
every edge in ~' is 1-stable in H. This relation is obviously symmetric; we call 
(H, H') a stable pair of hypergraphs. 
The hypergraph on X whose edge set is all 1-stable sets of H is called the 
antiblocker and is denoted HA= (X, ~A). If (H, H')  is a 1-stable pair such that 
each is the antiblocker of the other, we say they form an antiblocking pair of 
hypergraphs. For example, the chain and antichain hypergraphs of a poset P, 
having edge sets consisting, respectively, of the chains and antichains of P, 
comprise an antiblocking pair. 
Woodall [59] noted several properties of the antiblocking relation. 
Proposition 2.3. For any hypergraphs H and 1-11: 
(i) H ~_ 111 implies H A ~_ HA; 
(ii) H ~_ H'~; 
(iii) H* = HAAA; 
(iv) H AA is the conformal ideal generated by H. 
Proposition 2.3 implies that the antiblocking relation defines a Galois map on 
H(X) with the Galois closed sets being the conformal ideals. Thus we have 
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Proposition 2.4. (H, H') are an antiblocking pair if and only if they are the clique 
hypergraphs of complementary graphs. (H, H') are a stable pair if and only if their 
underlying raphs have no edges in common. 
If (H, H ' )  are a stable pair, then every k-edge of H '  is k-stable in H, though 
the reverse is not necessarily true. 
3. Properfi'es of integer sequences 
To facilitate the discussions in later chapters we begin by considering properties 
of integer sequences from a strictly arithmetic viewpoint. The results in this 
section are simple and many are implicit in previous work in this area. The main 
new result is the description of a Galois map on a poset of integer sequences that 
provides a generalization of the notion of conjugate partitions for sequences that 
are not partitions. 
A composition of a positive integer n is a sequence _~= (~klk>~ 1) of 
nonnegative integers atisfying 
X Zk = n. (C1) 
k>~l 
We denote by Cn the partially ordered set of compositions of n ordered by 
majorization : 
k k 
~t ~<c _Z if, for all k/> 1, ~ I~i ~ E /~i" 
i=1 i=1 
Let D~ be the set of integer sequences _a= (a k [ k t> 0) such that 
a0=0.  (D1) 
_a is nondecreasing, i.e., a1,+1 I> ak for all k/> 0. (D2) 
ak <<- n for all k I> 0. (D3) 
ak = n for some finite k. The minimum index k such that ak = n is the 
terminal index of _a. (D4) 
We impose a partial order on D,,: _a % _/9 if ak ~ bk for all k/> 0. This partial 
order forms a lattice with join and meet given by 
_a ^ o b = (min(ak, bk) I k i> 0), _a VD b = (max(ak, bk) I k ~ 0). 
Cn and Dn are easily seen to be isomorphic as partial orders under the differ- 
ence map A: Dn --> Cn defined by A_a = (ak -- ak-1 I k >i 1). Since D~ is a lattice so 
is C,; its join and meet are denoted v c and A o In all that follows we use 
this isomorphism freely to switch back and forth between these lattices. 
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Fig. 1. The Ferrers diagram for ~. = (4, 2, 2, 1, 1). ~* = (5, 3, 3, 1). 
A partition of n is a composition _Z satisfying 
/~'i ~> /~i+1 for all i >t 1. (P) 
The set P, of partitions is a finite subset of C,,. A partition _Z of n is typically 
represented by a Ferrer's diagram, which consists of n squares arranged in rows 
with Zi squares in row i such that the jth column contains the jth square in each 
row (see Fig. 1). The conjugate partition _Z* of n is the partition whose Ferrer's 
diagram is the transpose of that of _Z; it is given by ~'7 = max(i [ Zi ~>j) for each 
j 1> 1. Clearly Z* * = Z. 
Under the isomorphism between Cn and Dn, partitions correspond to 
sequences in/9,  that are concave, i.e., sequences _a satisfying 
2a k <~ ak + 1 Jr ak_ 1 for all k I> 1. (V) 
The subset of concave sequences i  denoted Vn. 
It is easy to show that the meet of concave sequences i  concave (although the 
join of two concave sequences need not be concave). Thus for any sequence 
_a E D,, the sequence _a v defined to be the meet of all concave sequences greater 
than _a is itself concave. The map _a--->_aVis a closure relation on D, with V,, the set 
of dosed sequences; _av is the concave closure of _a. Similarly, for a composition 
_~ E Cn, the composition _Z e defined to be the meet of all partitions majorizing _Z 
is a partition. The map _Z---> _Z e is a closure relation on C, with P, the set of 
dosed sequences; _Z P is the partition closure of _Z. For any -a e/9, the iso- 
morphism between C, and D, yields A(-a v) = (A-a) P. 
_)e can be constructed from a composition _~ as follows. If _Z is a partition, then 
_Z e = Z. If not ~.j < ).j+l for some j. In this case decrease Zj+l by 1 and increase Zj 
by 1. Continue in this way until a partition is produced. It can be shown that the 
result is _~P, independent of the order in which these operations are performed. 
For _a e D,, the sequence ~,,_a is defined by 
(~,,a)k = min (n - aj + ]k).  
j~o 
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Normally we omit the subscript n and write simply ~a. We say that an integer j 
realizes (~a)k if (~a)k = n -- aj +jk. It is routine to verify that if _a e D, then ~_a 
satisfies (D1), (D2), (D3), (D4), and (V) and thus 
Proposition 3.1. For all a ~ D~, crp_a ~ V,. 
Our interest in the function ~ stems from the fact that if _a is a concave 
sequence then A_a, and A~b_a re conjugate partitions. This is the subject of the 
next two propositions. 
Proposition 3.2. For _a e Vn and all k >I 0: 
(i) j realizes (~a)k if and only if Aaj>~k>~Aaj+l (using the convention 
Aao > k for all k); 
( i i )  (¢l)a)k = Ei~>l min(Aa~, k); 
(iii) there exists an index j that realizes both (~a)k+l and (~a)k. 
Proof. (~a)k = minj>~o (n -- aj +jk)  = minj>~o (Ei>~j+l Aai + E~=I k). Since A_a is a 
nonincreasing sequence, this is minimized for j as stipluted by (i). (ii) is then 
immediate. Finally, if j is the maximum integer such that Aaj > k then, by (i), j 
realizes both (~a)k and (~a)k+l. [] 
Proposition 3.3. The function ~ on Vn corresponds to conjugation on Pn, that is, 
for any _a, b_ ~ C~ the following are equivalent: 
(i) A_a and Ab_ are conjugate partitions of n. 
(ii) _a = clLb and b is concave. 
(iii) _a = cI>_b and b_ =clLa. 
Proof. A a and A_b are conjugate partitions if and only if _b is concave and 
Aai = max(/[ Abj >I i) for all i. By summing over i from I to k this latter condition 
is equivalent to 
k k {~ ifAbr~>i 
ak = ~ max(~ I Abj >I i) = ~ 
i=1 r~>l i=1 i f  Abr < i 
= ~ min(Ab, k)=(~b)k  
r~>l 
by Proposition 3.2(ii). Thus (i) and (ii) are equivalent. By symmetry (i) implies 
b = tiba so (i) implies (iii). Finally by Proposition 3.1, if (iii) holds then _a and b 
axe concave, so (ii) holds. [] 
By the isomorphism between C. and D., the properties of conjugation acting 
on P. carry over to • acting on V.. 
Proposition 3.4. The restriction of  • to V, is an involution, i.e., rly2a = _a if _a e Vn. 
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We next consider the action of • on an arbitrary sequences in Dn. From the 
definition we have 
Proposition 3.5. • is an order reversing map on Dn. 
Proposition 3.6. For all _a ~ Dn, _a~<D (/)2a. 
Proof. 
(q/)2a)k = min (n - ( ~Pa)j + jk ) 
j~>o 
= min (n - min (n - ai + ij) + jk)  
j~O i~O 
= rain max ai + j(k - i) >i ak. 
j~O i~O 
Since for any j, setting i = k in the last line gives equality. [] 
Propositions 3.1, 3.5 and 3.6 combine to yield the main result of this section. 
Theorem 3.7. The map ~: 1),--* D, is a Galois map. The set of  closed sequences 
is V,, and thus (I)2_a -- _a V for all g e D,. 
The correspondence b tween D, and C, yields 
Theorem 3.8. I f  _a, b_ e D,,, then _a = ~b_ if and only if A_a is a partition and 
(A_a)* = (A_b) e, that is, A_a is obtained by conjugating the partition closure of Ab_. 
4. Sequences and duality 
As stated in the introduction, combinatorial duality theorems equate two 
different quantities associated with a combinatorial object. In hypergraphs, three 
scalars that are studied are the rank, r(H), equal to the size of the largest edge, 
the strong stability number, ol(H), equal to the size of the largest 1-stable set, and 
the covering number, p(H), equal to the minimum number of edges which cover 
the vertex set. In graphs we study the size of the largest clique, ~o(G), the size of 
the largest independent set, a~(G), and the size of a smallest clique cover, O(G). 
(Note that for the clique hypergraph H of G, we have r (H)= aJ(G), a (H)= 
oc(G) and p(H) = O(G)). The results quoted in Section 1 (Theorems 1.1-1.5) are 
examples of duality results involving these quantities. 
In this section we consider sequences that generalize these scalars. Our 
intention is to provide a framework for studying duality results like Theorem 1.6 
and 1.7. We will study relationships which do or may hold between such 
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sequences. Many of the propositions in this section are stated without proof; they 
are easy exercises for the reader. As a consequence of these facts and known 
duality results for unimodular hypergraphs we obtain an analog of Greene's 
theorem for the matching and star hypergraphs of a bipartite graph (Theorem 
4.23). 
Throughout the section we refer to a set of examples that appear in Section 4.4. 
4.1. Integer sequences associated with a hypergraph 
The scalar quantities defined for a hypergraph H extend naturally to integer 
sequences: 
_r(H): The rank sequence of H, where rk(H) is the cardinality of the largest 
k-edge of H, 
_~(H): the stability sequence of H, where Ok(H) is the cardinality of the largest 
k-stable set of H, 
_p(H): the covering norm sequence of H, where pk(H) is the minimum k norm 
of any set of edges of H. 
Note that rl(H), o:l(H) and pl(H) equal the scalars r(H), o:(H) and p(H). 
Two observations are immediate. 
Proposition 4.1. For any hypergraph H the sequences r_(H), ~(H) and _p(H) are 
non-decreasing sequences with maximum entry IX], and thus belong to D ix t. 
It is reasonable to guess that the sequences A_r(H), Ag(H) and A_p(H) are 
non-decreasing, but this is not true in general for A r(H) and Ag(H) (see 
Example 4.25), although it is true for A_p(H) (see Corollary 4.8). 
Prolmsition 4.2. The sequences r_(H), ~(H) and _p(H) depends only on the 
maximal edges of H, therefore ach sequence is the same for H, H B and H I. 
To a lesser extent we will be interested in two other sequences: 
_f(H): the partition rank sequence, where rk(H) is the cardinality of the largest 
partionable k-edge of H, 
~(H): the partition norm sequence, where Pk(H) is the minimum k-norm of a 
collection of disjoint edges of H. 
Clearly ~(H) is in Dix I. If H does not contain a partition of X then ~k(H) < IX] 
for all k and _P(H) is not in D lx 1. If, however, all singleton subsets of X are in H 
then _f(H) belongs to Dix I. We will assume that all results concerning _~(H) refer 
only to such hypergraphs. 
The definitions of _r(H) and _~(H) and of _p(H) and ~(H) are very similar. If H 
is an ideal, each pair is equal and in general we have: 
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Proposition 4.3. For any hypergraph H, 
(i) r(H) =_~(H') ~>o _f(H); 
(ii) _p(H) = _~(H x) ~<D ~(H). 
The following facts are obvious from the definition. 
Proposition 4.4. Let H = (X, ~) be a hypergraph and {El, • • •, Er} be a cover of 
X by disjoint edges. Then Ar_(H)>-c(IEi[:i~ 1). 
Proposition 4.5. If 1-11 and 1"12 are hypergraphs on X such that 1-11 c_ 112, then 
(i) r(HO <<-o r(Hz), 
(ii) _a:(g~) >~o _~(g2), 
(iii) _P(H0 >~D _p(H2), 
(iv) _e(n3 ~o_~(nz), 
(v) ~(H1) ~>D_~(Hz)- 
Proposition 4.6. For k >i 1, if ~ is a minimal collection of edges (respectively, 
disjoint edges) with minimum k-norm and I~l =j, then 
(i) every edge in ~ has cardinality at least k + 1, 
(ii) ~ is a maximum j-edge (respectively, partitionable j-edge), 
(iii) Arj+I(H) <~ k (respectively, A~+I(H) ~< k). 
Proof. (i) If F e ~ and IF[ ~< k then ~'  = ~ - F satisfies 
I~'1~ = E min(IEI, k) + Ix l -  IU ~'1 
EcJ ; - -F  
- ~ min(lEI, k) + Ix l -  IU ~'1- IFI 
E~ r 
= E min(IEI, k) + Ixl -  IU ~l 
E~ r 
= I~lk 
contradicting the assumption that ~ is a minimal collection of edges with mini- 
mum k-norm. 
(ii) By (i), I~lk = kj ÷ IXl-  IU ~ l  u ~'  is any other collection of j edges then 
I~'lk ~ kj + Ix l -  lU ~'1. By the minimality of I~1~, we have [U ~-1 >~ [U ~r'l. 
(iii) If I~ ' l= j+ 1 and U~'  is a maximum ( j+ 1)-edge, then I~'l~<~k(/+ 
1) + I x l -  I g  ~'1. since this is at least I~1~ we have IU ~: ' l -  k ~< [U ~:l so 
rj+i(H) - k <~ dH).  [] 
Proposition 4.7. For any hypergraph H, 
(i) p(H)= ~_(H), 
(ii) p (H)= ~(H) .  
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l~roof. We prove (i); (ii) can be proved in the same way. By the previous 
proposition, there exists a ] i> 0 and a collection of edges ~ such that U ~ is a 
maximum ]-edge and 
p, , (n )  = ]k  + IXl - IN .~1 = ]k + IXl - ,~(n). 
Hence 
pk(H) = min  ]k + ISl - ~(n) = (a,r)k(n) [] 
.//>0 
By Propositions 4.7 and 3.1, we have 
Corollary 4.8. _p(H) and ~(H) are concave sequences. 
We remark that if every singleton set of X is an edge of H, then there is a 
collection of minimum k-norm that is a cover of X. Therefore pk(H) (respectively 
~k(H)) equals min Ee~min(k ,  IEI), where ~ ranges over all H-covers (respec- 
tively, H-partitions of X). 
The following result generalizes a theorem of Berge [8, Chapter 20, Theorem 1] 
who proved it for k = 1. 
Theorem 4.9. For any hypergraph H and k >1 1: 
Ok(H) >1 wm=_aXx [[W[ " min(1, r l (~) ) ]1> t~k(H)" 
Proof. Let o~ be a collection of edges of minimum k-norm and W ~_ X, then 
pk(n) = I~1,, -- ~ ~in(IEI, k) + IX -  U ~1 
Ee~ 
~, min(IE n Wl, k) + I (X -  U ,~1 n wl 
Ee~ 
- E IE n wl-  rain 1, IE n wl + I(x - U ~) n wl. 
Since [E n W[ ~ rl(Hw) we have 
o,4H) I> ~E le n wl"  min 1, r~(~rw + I ( x -  U ~ n wl 
Now, if W is a maximum k-stable set, then r~(Hw) ~ k and so 
[[W[. min(1, k = Iw l  = [ ]  
(The inequality pk(H)>i trk(I-~) is the 'easy direction' for many combinatorial 
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duality theorems; when k = 1 it is simply the fact that the largest independent set 
of H has size bounded by the minimum number of edges that cover H). 
By this theorem we have that [~[k ~> Ok(H) for any collection ~ of edges. ~ is 
said to be k-saturated in H if I~1~= ~k(H). 
Proposition 4.10. Let W be a k-stable set and ~ a collection of edges. Then the 
following are equivalent 
(i) W is a maximum k-stable set and ~ is k-saturated. 
(ii) IE n wl = min( lE [ ,  k) for all E ~ ~ and (U ~) u W = X. 
Proof. 
I~lk = E min(lE[, k) + Ix -  U ~1 
E~ 
>t Z Is n wl + I (x -  U ~) n wl = Iwl. 
E~ 
Equality holds is equivalent to both (i) and (ii). [] 
Theorem 1.6 says that the chain hypergraph of a poset has k-saturated 
partitions for all k. We are interested in studying implications of this in a general 
hypergraph. 
Theorem 4.11. The following are equivalent conditions on a hypergraph H. 
(i) H has k-saturated collections for all k. 
(ii) g(H) = ~_r(H) = _p(H). 
(iii) Ag(H) is a partition whose conjugate is A_r(H) P, the partition closure of 
at(H). 
(ii) and (iii) are still equivalent if t(H) and p(H) are replaced by f(H) and O(H). 
Proof. The equivalence of (i) and (ii) follows from Proposition 4.7 and the 
equivalence of (ii) and (iii) from Theorem 3.8. [] 
A simple consequence of this and Proposition 3.3 is 
Theorem 4.12. A_r(H) and Ag(H) 
g(H) = p(H) and r_(H) is concave. 
replaced by P_(H) and p(n). 
are conjugate partitions if the only if 
These results hold if r_(H) and _p(H) are 
Thus we see that Theorem 1.7 implies Theorem 1.6 and that Theorem 1.7 
follows from Theorem 1.6 if we know also that _d'(P) is concave. Example 4.25 
shows that a hypergraph can have k-saturated partitions for all k without A_r(h) 
and Ag(H) being conjugate partitions. 
Greene and Kleitman, proved something stronger than Theorem 1.6, namely, 
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that for any poset P and for each k there exists a collection of chains that is both 
k- and (k + 1)-saturated. West [58] has shown that for posets this result is best 
possible in a strong sense: for any N, there exist posets uch that for any k ~< N no 
collections of edges are simultaneously k-, (k + 1)- and (k + 2)-saturated. The 
existence of a simultaneously k- and (k + 1)-saturated collection has been called 
the t (for transition) phenomenon by Hoffman. The following result shows that 
this is a consequence of A_r(H) and A~(H) being conjugate. 
Theorem 4.13. ff A_r(H) and A~(H) are conjugate partitions, then for each k >>- 1 
there exists a collection ,~ of edges such that ~ is both k- and (k + 1)-saturated, 
i.e., 
I lk =  k(n) and I 1 ÷1 = 
Proof. By Theorem 4.12, the hypothesis is equivalent to saying r(H) is concave 
and ~(H)= q~_(H). By Proposition 3.2(iii) there exists a j such that a~k(H)= 
Isl  + j k  - r j (n )  and O:k+l(H) = Isl + j(k + 1) - rj(n). Take ~ to be a collection 
of edges making up some maximum j-edge. [] 
Example 4.28 shows that the converse of Theorem 4.13 does not hold; the 
existence of simultaneously k- and (k + 1)-saturated partitions does not imply 
that r(H) is concave. However, we do have 
Theorem 4.14 (Greene [28]). I f  H is a hypergraph such that for W c X, Hw 
possesses simultaneously k- and (k + 1)-saturated partitions, then r_(H) is convex, 
so A~(H) and At(H) are conjugate partitions of IxI. 
Greene observed that the requirement of simultaneously k- and (k + 1)- 
saturated partitions in Theorem 4.14 can not be weakened to require only singly 
k-saturated partitions (Example 4.25). 
If (H, H')  are a stable pair of hypergraphs then their sequences are related. 
Since every k-edge of H'  is k-stable in H we have 
Proposition 4.15. _~(H) ~>D r(H'). 
Combining Propositions 4.7 and 4.15 with Theorem 4.9 yields: 
Proposition 4.16. (i) cI~_ (H) >Io r(H'), 
(ii) (~_I(H)P) * ~C A I(H').  
Figure 2 summarizes the relationships between the sequences associated with a 
stable pair (H, H'). 
Figure 2 shows that the strongest relationship of the type we are considering is 
for A P(H) and A_~(H') to be conjugate partitions. If this holds the intermediate 
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~(H) <-D £(H) <-o ~(H') <~o _p(H') <<-o ~(H') 
oi oi °T °I 
~_~H) >1o p_(H) ~D ~(H) >~D r(H') >~D ~_(H') 
Fig. 2. Relationships between sequences for a stable hypergraph pair (H, H'). 
inequalities in Fig. 2 all hold as equalities. Conversely, if any of the intermediate 
inequalities are strict then conjugacy can not hold. 
A glance at Fig. 2 suggests the possibility that ~(H') and ~(H) are related by 
• , either by equality or by an inequality in one direction. In general this is not 
true. Example 4.27 has ~(H ' )<D_~(H)  while Example 4.28 has 
• >o V 
If H is a hypergraph, we have seen that various partitions associated to it may 
be conjugate. For sequences _a(H) and _b(H) we will say H is a (A_a, A_b)- 
conjugate hypergraph if A_a(H) and A_b(H) are conjugate partitions. Similarly if 
(H, H')  is stable pair of hypergraphs, we say it is (A_a, A_b)-conjugate pair if 
A a(H) and Ab(H') are conjugate partitions. 
4.2. Sequences associated with graphs 
If (H, H') comprise an antiblocking pair, then by Proposition 2.5 they are the 
clique hypergraphs of two complementary graphs. In this case it is useful to recast 
the above definitions and results in graph theoretic terminology. For any graph 
G = (X, A) we define sequences 
~(G): the clique sequence, where Wk(G) equals the cardinality of the largest 
k-clique, 
~(G): the independence sequence, where a~k(G) is the cardinality of the 
largest k-independent set, 
_0(G): the clique covering sequence, where Ok(G) is min Ec~min(k,  Icl) 
over all clique covers ~ of X. 
From the previous results for hypergraphs we obtain 
Proposition 4.17. For any graph G: 
• = _o(C) >-o >1o 
A clique cover ~ is k-saturated if Ec~ min(k, Icl) equals ~Ok(G). Theorems 
4.10 and 4.11 imply 
Theorem 4.18. G has k-saturated covers for all k if and only if A tzo(G) P and 
A~(G) are conjugate partitions. If, in addition, ~(G) is concave, then A_to(G) 
and A~(G) are conjugate partitions. 
Proposition 4.19. I f  G is a perfect graph, then _o:( ~) = _co(G) and _~( G ) = _co( (~). 
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Proof. Let Y ~_ X be a maximal k-stable set of G. Since G is perfect, we have 
01(Gy) = oq(Gy) = wl((~r) ~< k, since Y is k-stable in G. Thus 0~(Gy) ~< k and so 
Y can be covered by k cliques of G, hence tOk(G)>-IYI- and thus by 
Proposition 4.17, tOk(G) = tek((~). _~(G) = o~(G) follows from this argument and 
Theorem 1.5 which says the G is perfect if and only if (~ is. [] 
For a perfect graph G we see that all sequences are determined by _to(G) and 
_to(G). Greene's theorem can be restated to say that for comparability graphs 
(graphs that have a transitive acyclic orientation) A~(G) and A~(G) are 
conjugate. Example 4.25 shows that this need not hold for all perfect graphs. 
A_co(G) P and A_to(t~) P are conjugate partitions in this example, but Example 4.26 
shows that this need not hold for perfect graphs either. 
Combining Theorem 4.18 and Proposition 4.19 we have 
Theorem 4.20. If G is a perfect graph, then A_to(G) and A_to(¢~) are conjugate 
partitions if and only if _O( G ) = _o:( t~) and _to(G) is convex. 
4.3. Unimodular graphs 
Let G = (X, A) be an undirected graph, and dt= dr(G) be the set of maximal 
cliques. Let R x (resp. R+ ~) denote the set of nonegative vectors indexed by X 
(resp. by dr). Let k be a positive integer and consider the linear program LPI(k): 
max ~ z(x), 
x~X 
z(x)<-k, 
xEC 
for z e R x, subject o 
for all c e dr; z(x) <- 1, for all x e X. 
The linear programming dual is LP2(k): 
min ~ y(C) + ~ w(x), 
Ce~t xeX 
y(C) + w(x) >>- 1, 
ClxeC 
for w e R x and y e R~+, subject o 
for all x e X. 
Observe that if z is constrained to be integer in LPI(k), then z is feasible if and 
only if it is the incidence vector of a k-independent set. Hence the optimal integer 
solution equals Ok(G), the size of the maximum k-independent set. Similarly if w 
and y are constrained to be integers in LP2(k), then y is the incidence vector of a 
collection of cliques and the objective function value is the k-norm of that 
collection. Hence the optimal integer solution equals Ok(G), the minimum 
k-norm of a collection of cliques. 
A graph is said to be unimodular it its vertex-clique incidence matrix is totally 
unimodular (every square submatrix has determinant -1 ,  0 and + 1). Hoffman and 
Kruskal [35] observed that linear programs with unimodular constraint matrices 
have integer optimal solutions (see also [26]). If G is unimodular, this implies that 
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LPI(k) and LP2(k) have integer optimal solutions for all k and thus 
Lemma 4.21. I f  G is unimodular, then Ok(G) = Ok(G) for all k. 
Berge [9] noted that unimodular graphs are perfect. Thus we have 
Theorem 4.22. If G is unimodular, then A~(G) is a partition and its conjugate is 
the partition closure of A_to(G). 
Proof. By Lemma 4.21, Olk(G)= Ok(G) for all k. By Proposition 4.17, O(G)= 
• ~(G). Since G is perfect, Proposition 4.19 implies o~(G)=og(t~). Thus 
to(G) = ~_to(G) and the result follows from Theorem 3.7. [] 
An interesting corollary of this is the following analog of Greene's theorem for 
bipartite graphs. 
Theorem 4.23. Let G = (Vi, V2, A) be a bipartite graph. Let Mk(G) be the 
maximum number of edges of G that can be convered by k partial matchings. Let 
Sk(G) be the maximum number of edges of G that can be covered by k stars. Then 
(i) A_M(G) is a partition of IAI. 
(ii) The partition conjugate to A_M(G) is equal to the partition closure of 
aS(G). 
Proof. Let L be the line graph of G. It is well known (see [9]) that L is 
unimodular. Theorem 4.23 then follows from Theorem 4.22 and the observation 
that ~(L)= _S(G) and ~(L)= _M(G). [] 
Note that AS(G) need not be a partition (Example 4.25 is the line graph of a 
bipartite graph). 
4.4. Counterexamples 
Examples are presented here to 
chapter. 
illustrate some of the facts stated in the 
Example 4.24 (Greene and Kleitman [29]). Let H be the chain hypergraph of the 
poset depicted in Fig. 3 and H' be the antichain hypergraph. Then A_r(H) and 
A_r(H') (=Ag(H)) are conjugate partitions as per Greene's theorem. H does not 
possess a totally saturated chain partition. The partition ((b, d, f}, {a, c, e}) is 1- 
and 2-saturated and ({a, c, d, f}, {b}, {e}) is 2- and 3-saturated, illustrating 
Theorem 4.13. 
The remaining examples are all graphs. In each, H is the clique hypergraph of 
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f 
8 
Fig. 3. A t (H)  = A_~(H') = A_p(H') = (4, 2, 0 , . . . ) ,  A_r(H') = A_~(H) = A_p(H) = (2, 2, 1, 1, 0 . . . .  ). 
G, and H' is the independent set hypergraph (equals the clique hypergraph of 
Example 4.25 (Greene [28]). The graph in Fig. 4 is perfect but A_r(H') is not a 
partition of the integer IX[ (=6). Hence A_r(H') and A_r(H) are not conjugate 
partitions. Also for each k >1 1, H' has a k-saturated collection of edges, but it 
does not have a simultaneously 1- and 2-saturated collection. Note that for any 
proper induced subgraph, the associated pair of antiblocking hypergraphs do 
satisfy (At, A r)-conjugacy. 
v v - -  
Fig. 4. A~(G)  = Af (H)  = A•(H')  = (3, 2, 1, 0 , . . . ) ,  A~((~) = A_r(H') = Ag(H)  = (3, 1, 2, 0 . . . .  0), 
(3, 1, 2, 0 . . . .  )P = (3, 2, 1, 0 . . . .  ). 
Example 4.26. Figure 5 is the union of two copies of the graph of the previous 
example. It illustrates that G perfect need not imply that A_toP(G) and A_toP(t~) 
are conjugate partitions. The example also satisfies ~g(H) >c g(H'). 
w v v w v v 
Fig. 5. A_to(G) = (3, 3, 2, 2, 1, 1, 0 . . . .  ), Ato(G) = (6, 2, 4, 0 , . . . ) ,  (6, 2, 4, 0 . . . .  )P = (6, 3, 3, 0 . . . .  ). 
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Example 4.27. In Fig. 6, Ar(H) ~: Ate(H') and neither is the closure of the other. 
H is (A_r, A~V)-conjugate but (H, H')  is not A_rP, ArP)-conjugate. Finally, 
• _~(H) <c _cr(H'). 
v v 
Fig. 6. A_r(H) = A_r(H') = (2, 2, 1, 0 . . . .  ), Am(H) = Af (H ' )  = (2, 3, 0 , . . . ) ,  (2, 3, 0 . . . .  )v = 
(3 ,2 ,0 , . . . ) .  
Example 4.28. For each k >1 1, H in Fig. 7 has a partition which is simultaneously 
k- and (k + 1)-saturated. ({e, f, g, h}, {i, j, k, l}, {(a, b, c, d}) is 1-, 2- and 
3-saturated, ({c,d,f,h,i,l}, {a}, {b}, {e}, {g}, {i}, {k})is k-saturated for 
k >/3. Nevertheless, _r(H) is not convex so H is (Ar e, Aff)-conjugate but not 
(A_r, A~)-conjugate. 
Fig. 7. A_r(H) = A f (H ' )  = (6, 2, 4, 0 . . . .  ,0) ,  (6, 2, 4, 0 . . . .  )P = (6, 3, 3, 0 , . . . ) ,  A_r(H') = Aft (H)  = 
(3, 3, 3, 1, 1, 1, 0 . . . .  ). 
5. Some results about paths in acyclic digraphs 
A partially ordered set P can be viewed as a directed graph G with vertex set P 
and arcs (p, q) whenever p >e q. Such a graph is necessarily acyclic and transitive. 
• Chains of P correspond to paths in G and thus Greene's theorem can be viewed 
as a statement about the maximum number of vertices in a set of k paths in an 
acyclic transitive digraph. It is natural to ask, as did Richard Stanley, whether a 
similar result holds for general acyclic digraphs. In this chapter we prove such a 
result. The theorem relates closely to known results in matching theory. Our 
proof is similar to that used by the present author to give a proof of Theorem 1.6 
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[50]. Related work has been done in which paths are considered as sets of edges, 
rather than vertices, see [54] or [19]. 
A simple consequence of this theorem is an affirmative answer to a question of 
Berge [9] for the case of acyclic digraphs. As noted by Berge, this implies results 
of Cameron [12], Hoffman [34] find Linial [41]. Also, it yields a theorem 
about the Jordan block sizes of a nilpotent matrix, proved independently by 
Gansner [25]. 
5.1. A duality theorem for acyclic digraphs 
Let G = (X, A) be a directed graph. The path hypergraph H = H(G) is the pair 
(X, ~), where ~ consists of all subsets of X that can be ordered in a path of G. 
We will be concerned only with acyclic digraphs. For these graphs, each set in 
has a unique ordering as a path and thus, without ambiguity, the sets in ~ can 
be called paths. 
We are interested in studying the partition rank sequence ~_(H(G)) of this 
hypergraph. Recall that fk(H(G)) is the maximum cardinality of a subset W of X 
that can be expressed as a union of k vertex disjoint paths (henceforth, a k-path). 
In particular, fl(H(G)) is the length of the longest path. Path hypergraphs are an 
example of a class of hypergraphs whose partition rank sequence is not 
necessarily equal to its covering rank sequence r_(H(G)) (see Fig. 8). As observed 
in connection with Fig. 2, this implies that a duality theorem does not hold 
between f_(H(G)) and ~(H(G)) or _r(HA(G)). Thus a duality characterization f
_~(H) must relate it to a sequence other than one of those described in Section 4. 
A k-cascade in G is a sequence ~-= (T~, T2 , . . . ,  Tk) of vertex subsets 
satisfying T/_~ G+(T~_0 for all 1 ~< i ~< k. For a k-cascade ~- we define 
k . 
- E I 1- 
i=1 
The sequence _r/(G)= (rlk(G) lk >10) is defined by rlk(G ) = max c(~-), where 
~- ranges over all k-cascades. A k-cascade is 71k-optimal if it maximizes c(ff). For 
f 
d 
b 
Fig. 8. _~(H) = (4, 5, 6, 6 , . . . ) ,  _r(H) = (4, 6, 6 . . . .  ), tb(H) = (3, 4, 5, 6, 6 . . . .  ). 
156 M. Saks 
the example in Fig. 8, we have _0(G) = (3, 4, 5, 6, 6 , . . . ) .  For k = 1, 2, 3, 4 the 
0k-optimal cascades for G are: 
3-1=({a,b,d,e}), 
Our main 
=({a, b, c, d, e), {a, b)), 
=({a,b ,c ,d ,e},  {a,b,c),  {a, b}), 
=({a,b ,c ,d ,e , f} ,  {a,b,c,d}, {a,b,c),  {a, b}). 
results are 
Theorem 5.1. For any acyclic digraph G, ~(G) = ~(H(G)). 
Theorem 5.2. For any acyclic digraph G, f_(H(G)) is a concave sequence. 
Applying Propositions 3.3 and 4.7 we then obtain 
Theorem 5.3. For any acyclic digraph G, A_0(G) and A_f(H(G)) are conjugate 
partitions of [X I 
We will see later (Lemma 5.10) that if G is a transitive acyclic digraph (a poset) 
thel~ Ok(G) equals the size of the largest k-family and thus Theorems 5.1 and 5.3 
imply Theorems 1.6 and 1.7. 
The proof of Theorem 5.1 proceeds as follows. We first observe that 
01(G) = ~(H(G))  is an easy consequence of the K6nig-Hall matching theorem 
(Theorem 1.1). Next we show Ok(G) <- ~k(H(G)) for all k. Finally, we show that 
Ok(G) >t ~k(H(G)) by reducing it to the case k = 1 for a graph Gk derived from 
G. 
To prove the case k = 1 we will need a well known variant of Theorem 1.1, 
stated in terms of partial systems of distinct representatives (partial SDR's.) Let 
= (At I J ~ J) be a finite family of finite sets. A partial SDR of deficiency d is an 
indexed set (a t I j e J'), where J '  ~_J and I1'1 = I J I -  d, the a t are distinct and 
a t eA  t. 
Lemma 5.4. The minimum deficiency of any partial SDR of ~ = (Aj [] ~ J) is 
equal to the maximum of I/I - ItJj ,AA over  all I ~_ J. 
Lemma 5.5. rh(G)= f31(H(G)). 
Proof. ~I(H(G)) is the minimum number of disjoint paths that cover the vertices 
of G. Let M= {G+(x) [xeX}.  Partitions of G into d paths correspond 
bijectively to partial SDR's of M of deficiency d, by letting y represent G+(x) if y 
is the successor of x in its path (every vertex is represented except he d terminal 
vertices). Hence by Lemma 5.4, ~I(H(G)) equals the maximum of [W[- 
IG+(W)I over W_~X, i.e., 01(G). [] 
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We turn now to the case of general k I> 1. As with all min-max theorems, one 
direction is easy. 
Lemma 5.6. For all k >>- 1, ~Tk(G) <<- ~k(H(G)). 
Proof. Fix k. We show for any path partition ~ = (P~, . . . ,  It) and k-cascade 
3 -=(T~, . . . ,Tk )  that E~=~min(l~l,k)~>c(~-). By the remark following 
Corollary 4.8, this implies the lemma. For W ___ X, let 
k 
c(~- I w) = E IT n w l -  IG+(~) n wl. 
i=1  
Then c(3-)= E~=,c(3-IPj) so it suffices to show c(9-lP3~<min(lejl, k) for 
each j ~< I. Since every element in Pj except the terminal element has a distinct 
successor in Pj, I~ ne j l -  [G+(~) n ejl <~ 1, so c(J- I W)<<-k. On the other hand, 
Ti ~_ G+(T~-I) for i > 1 implies IG+(T~_I) n P/[ I> [T~ n Pj[ so 
k 
c(~- I Pj)-- 
i=1  
I Ti n P,-I - IC+(T~) n P,.I 
k 
I~1 n e j l -  E (Ic+(~/) n ~1-  I~+1 n ~1) 
i=1 
~lT~n~l~l~l .  [] 
Ej=I min(]Pjl, k)=c(W), then Notice that the above proof shows that if 1 
c (3  [ Pj) must equal min(IPj[, k) for every k. 
It remains to show Ok(G)>t ~k(H(G)) for all k > 1. Let Gk be the graph on 
vertex set X x {1, 2 , . . . ,  k} with arc set 
Ak = {((x,i), (y,i)> l (x, y) cA,  X <~i<~k} 
U {<(x, i), (x, i -  1)> Ix eX, l< i<~k} 
(Gk is the product of G with a path of k vertices, see Fig. 9). We will prove 
Lemma 5.7. rh(Gk) <~ Ok(G). 
Lemma 5.8. ~,(H(Gk)) >I ~k(H(G)). 
Applying Lemma 5.5 to Gk then yields 
Ok(G) >i rh(Gk) = f91(H(Gk)) >I ~k(H(G)) 
proving Theorem 5.1. 
The following notation will be useful. For 1 <~ i <~ k, the ith level of Gk is the set 
X x {i}. For S c X x {1, 2 , . . . ,  k), the ith level of S is the set S/~ X given by 
{x e X I (x, i) e S}. The projection of S on X is equal to U~--1S/. 
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(d,3) 
d (c,l) 
Fig. 9. An acyclic digraph G and G3. 
Proof of Lemma 5.7. Let Tbe a set of vertices in Gk such that r/1 = ITI- Ia- (Z)l 
and I TI is as small as possible. Let T1, T2 , . . . ,  Tk be the levels of T. We claim 
that T~, . . . ,  Tk is a k-cascade for G and thus 
k 
ok(G) IT, I- IG+(T/)I >t IT I -  IG (T)I = nl(a). 
i=1 
To prove the claim we need to show that T~ c_ G+(T~_I) for i t> 2. If x e T~, then 
(x, i) E T. Set T '=  T -  (x, i). By the choice of T, IT'I-IG (T')I < [TI- 
Since G-~(T') ~_ G-~(T) we must have G~(T')  = G-~(T), so (x, i - 1) e 
G-~(T'). This is possible only if x E G+(T/_I). [] 
Proof of Lemma 5.8. We want to show that there is a collection of disjoint paths 
of G whose k-norm is less than the minimum number of paths that partition Gk. 
If ~: is a partition of Gk into paths, the intersection of each path of ~ with the kth 
level of Gk induces a path partition of G. Let ~* denote the set of nonsingleton 
paths induced in this way. The proof has two steps. We first derive a condition on 
that implies that the number of paths in ~ is at least the k-norm of ~*. We 
then show that there is a minimum partition ~ of Gk satisfying these conditions. 
Let I~_X x {1, 2 , . . . ,  k} be the set of initial vertices of paths of ~, and 
11, 12, • • •, Ik be the levels of I. Let S be the set of vertices of G not covered by 
~:*. Note S ~_ Ik, and the k-norm of ~* is at most k( l lk [ -  IS[)+ IS[ = (k -  
1)(I lk[- ]SI) +IIk[. ~ consists of 111[ + 112[ + [/3[ + ' ' "  + Ilk[ paths. Thus a sufficient 
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condition for the k-norm of ~* to be at most I~1 is I/kl-Isl EI for 
l~ j<~k-1 .  
If M is the set of arcs associated with a partition ~ of Gk into paths, define ai, 
for 1 ~< i < k, to be the number of vertices x e X for which ((w, j), (x, i)) e M but 
((w, j + 1), (x, i + 1)) ~ M. Let ~ be a partition of Gk into Pl (Gk)  paths such that 
the vector (a~, a2, • • •, ak) is lexicographically smallest. We claim that the initial 
vertices of ~ satisfy 11 _~ 12 _~" • • _D Ik - S. By the previous paragraph, this implies 
the k-norm of ~*  is less than or equal I~1. 
First suppose/j  ~/j_~ for ~ome 1 < j  ~< k - 1. Then for some x, (x, j) is initial in 
but (x, j - 1) is preceded in its path by some vertex (w, i) (either (w, i) = (x, j) 
or (w, i) = (w, j - 1) for some predecessor w of x in G). Construct a new partition 
~ '  of Gk by first splitting the path containing (w, i + 1) into two paths so that 
(w, i + 1) is the final vertex in its path and then concatenating the path with initial 
vertex (x, j). (See Fig. 10). This partition has the same number of paths as ~. 
Note that aj-1 is decreased by 1 and a h is unchanged for h < j -  1 so the vector 
(a l , . . . ,  ak) is lexicographically smaller, a contradiction. Similarly, suppose 
Ik -- S ~: Ik-~. Them for some x, (x, k) is initial in its path but (x, k - 1) is not and 
moreover, since x~S,  (x, k - 1) does not succeed (x, k) in its path. Hence, the 
predecessor of (x, k - 1) in ~ is some (w, k - 1). Repeating the above argument 
again yields a contradiction. [] 
We now move to the proof of Theorem 5.2. We will need the following 
notation. For a collection ~ of disjoint paths, let X (~)  be the set of vertices 
covered by ~- and A(~)  the set of arcs along the paths of ~. Observe that A (~)  
consists of a set of arcs no two having the same head or the same tail and the 
number of paths in ~ is equal to IX (~) t -  IA( )I. Conversely if X1 c_ X, Z l  c A, 
and no two arcs in A~ have the same head or the same tail, then (X~, A~) defines 
a partition of X~ into Isll- Im,I paths. 
For two sets Ya and Y2, Y~ + Y2 denotes the multiset sum of 1"1 and Y2 (an 
(w,i +I ) 
(x,j) 
(w,i +I ) I~  
t 
V 
V ,4 
O 
Fig. 10. The construction of ~:' from ~:. 
(x,j) 
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element in both Y1 and Y2 appears twice in Y~ + Y2). We will prove 
Lemma 5.9. Let ~ and ~2 be collections of disjoint paths on the vertex set X. 
Then there exist collections of disjoint paths ~a and ~2 such that 
(i) X(~l) + X(~2) = X(~)  + X(~.2); 
(ii) a(~l)  + A(~2) = a(~)  + a(~2); 
(iii) the number of paths in ~ and ~2 differ by at most one. 
Applying this lemma in the case that ~1 and ~2 are, respectively a maximum 
(k-1)-path and (k + 1)-path, we have k -1  = and k + 1= 
Is( 2)l- IA( 2)I so by (i) and (ii), 2k = Is( l)l- IA( I)I + Is( 2)l- IA( 2)I = 
I 11 + 1~21. By (iii), both ~1 and ~2 are k-paths. Therefore 
Ig( 01 + Ix( 2)l 
= Ix( 01 + Ix( 2)l 
= Pk-I(H(G)) + fk+~(H(G)), 
which proves Theorem 5.2. 
Proof of Lenuna 5.9. We proceed by induction on the size of the symmetric 
difference of X(~I) and X(~2). The basis case is X(~I) = X(~2), call this set Z. 
Let B be the bipartite graph with bipartition A(~I) and A(~2) with (al, a2) an 
arc of B if aa and a2 share the same head or the same tail. The maximum degree 
in B is two, so the connected components of B are paths and even cycles. Hence 
it is possible to find another bipartition A~ and A~ of B such that their sizes differ 
by at most one. Define ~1 and ~2 to be the collection of paths defined 
respectively on Z by the arc sets A~" and A~. These satisfy conditions (i), (ii) and 
(~). 
For the induction step suppose X(~I) ~ X(~z) and without loss of generality, 
let x EX(~I) -X(~2) .  Define ~1 to be the collection of-paths obtained by 
deleting x from its path (if x is between v and w then the arc (v, w) is in A(~I). 
Applying the induction hypothesis to ~ and ~2 produces path partitions ~1 and 
~z satisfying (i), (ii) and (iii) with respect o ~1 and ~2. We can now replace x in 
one of ~1 and ~2 to produce ~ and ~z as required. In the case that x is a 
singleton path in ~1, add x as a singleton path to the smaller of ~1 and ~z. If x is 
the initial vertex of its path in ~a (x terminal is analogous) with successor w, then 
w is initial in ~a and so it is initial in one of ~1 and ~z, say ~.  Add x into that 
path as the initial vertex to produce ~1. If x is between v and w in its path in ~1 
then (v, w) EA(~0 and so w is the successor of v in either ~1 or ~a, say ~x. 
Insert x in between v and w in ~ to produce ~1. In either case, set ~2 = ~2. That 
(i), (ii) and (iii) hold is easy to check. 
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5.2. Application to partially ordered sets 
We now show that Theorems 1.6 and 1.7 can be obtained by specializing 
Theorems 5.1 and 5.3 to transivive acyclic digraphs. This follows from 
Lemma 5.10. If  P = (X, <-) is a poset and G = (X, A) the digraph defined by 
(v, w) ~ A for v <p w, then for all k >i 1, dk(P) = r/k(G). 
Proof. Let F be a maximum size k-family of P. For x e F, let h (x) be the number 
of elements in the largest chain of F having minimal element x. Clearly 
1 <<-h(x)<<-k. Let Ag be the set of elements with h(x)= i. A t , . . . ,  A k define a 
partition of F into antichains. Let T1 , . . . ,  Tk be the order ideals generated by 
A1, • • •, Ak. For j < k, G+(Tj) = ~ - Aj _~ Tj+I so T1, • • •, Tk form a k-cascade in 
G. Thus 
k k 
dk(e)  = IFI = E IAjl = E [Tjl- IG+(T )I r/k(a). 
i=1  i= l  
On the other hand if 1"1,..., Tk is a r/k-optimal k-cascade the sets A~, . . . ,  A k of 
maximal elements of T~, . . . ,  Tk are disjoint antichains with IAil = ITs[- [G+(Ti)[. 
Hence r/k(G)= ][,_Jki=t AiI <---dk(P). [] 
5.3. Partial k-colorings and a conjecture of Berge 
A partial k-coloring of a digraph G = (X, A) is a set of k disjoint independent 
sets {$1, $2 , . . . ,  Sk}. If x e Si, we say x is colored by color i. If P is a path in G 
then P is strongly colored by {S~, . . . ,  Sk} if min(Iel, k) distinct colors appear 
among the vertices of P. A partition ~ of G into paths is k,optimal if it minimizes 
Ep~min( lP[ ,  k), equivalently, ~ is k-optimal if the subcollection of paths 
having length at least k + 1 is a collection of minimum k-norm. Berge [10] posed 
the 
Conjecture 5.11. Given a digraph G, an integer k >I 1, and a k-optimal path 
partition ,~ of G, there exists a partial k-coloring {$1, . . . ,  Sk} such that every 
P e ,~ is strongly colored. 
As an easy consequence of Theorem 5.1 we can prove 
Theorem 5.12. Berge's conjecture is true for acyclic digraphs. 
This result has been proved independently b  Aharoni, Hartman and Hoffrnan 
[1] and by Cameron [13]. 
Proof. Let ~= (T1 , . . . ,  Tk) be a r/k-optimal cascade. Define St , . . . ,  Sk by 
162 M. Saks 
Si = {x Ix • T/and x ¢ G+(T~) for any j I> i}. We claim that $1, • . . ,  Sk is a partial 
k-coloring and that if ~ is any k-optimal path partition then each path of ~ is 
strongly colored by St , . . . ,  Sk. First observe that for j> i ,  x •S~ implies 
x ¢ G+(~_a) (by definition of S~) and x ~ Tj (since 9- is a k-cascade) and so x ~ Sj. 
Thus the Si are disjoint. Also, each Si is independent since (x, y > • A and x • Si 
implies y • G ÷ (T/) and so y ~ Si. 
It remains to show that each P • ~ intersects min(IP[, k) of the S~. By Theorem 
5.1, c(9-) = Ee~min( [P  l, k) so by the remark following the proof of Lemma 5.6, 
each P • ~ satisfies 
k 
min(Iel, k)=c(9-1e)= I nel- Ic+(r,) n PI. 
i=1  
(,) 
Let P • ~ and for x, y • P, write x >py if x occurs before y in the path. We 
distinguish two cases. 
Case 1. IPI >k. By (*) we must have ITiAPI-IG+(Ti)nPI=I for l<~i<-k (in 
particular T/n P :~ 0). Let xi be the vertex of T~ occurring first in P. We claim 
(i) xl > p x2 >p x3 >p • • • >p Xk; 
(ii) xiCG+(Tj) for anyj~>i. 
Then by the definition of Si, Xl e Si for every i and P meets ($1 , . . . ,  Sk) as 
required. 
To prove (i), note that [T~ n PI- IG+(T/)n PI = 1 implies that no vertex y~pX i 
belongs to G+(T/). Since T/+I ~_ G+(T/), no vertex y ~pXi is in T/+I so x~ >pXi+ 1. 
Now if j ~ i  then xi>pxj  so by the same argument xi e G+(Tj), proving (ii). 
Case 2. [el <~ k. For x • P, let J(x) be the set of indices j for which x • Tj and 
J+(x) be the set of indices with x • G+(Tj). Then since 9- is a k-cascade, j • J(x) 
and j>  1 imply j -1  •J+(x).  Thus IJ(x)l-IJ+(x)l<--1. Furthermore, c(9-1P ) is 
equal to r    lJ(x)l-IJ÷(x)l which is equal to IPI by (*) and the case 
assumption. But then we must have I/(x)l- I/+(x)l- 1 for each x • P. Let f (x)  
be the greatest index in J(x). We claim 
(i) if je J+(x) ,  then f (x )> j ;  
(ii) if y >p x, then f(y) < f(x).  
The only way IJ(x)l- IJ÷(x)l- 1 is for for each j • J+(x) we have j + 1 •J(x) .  
Hence (i) holds. If x is the immediate successor of y in P then f (y)  • J+(x) so by 
(i) f (y )<f (x ) ,  and (ii) holds. 
By (ii) we see that x is the first vertex of T~x) in P and by (i) x ¢ G+(Tj) for 
i>~f(x) and so x lies in Ss(~). Hence each element of P has a different color, as 
required. [] 
5.4. Nilpotent matrices 
In this section we will discuss an interesting connection between the sequences 
_r/(G) and ~(G) and linear algebraic invariants of certain matrices associated with 
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G. The connection was discovered independently b Gansner [25]. Applications of 
these results to posets were given in [51]. Connections between combinatorial 
min-max theorems and linear algebra have been investigated previously by 
Edmonds [18] and Doubilet, Rota and Stein [16]. Let G(X, A) be a digraph. Let 
denote the vector space over C with basis X. An adjacency operator on G is a 
linear operator W: X-~ X which maps each x e X to a linear combination of its 
successors, G+(x). The coefficient of w in W(v) is denoted Vow. The adjacency 
operator W is free if the set {Vow ] (v, w) e A} is algebraically independent over 
the integers. 
If W is any linear operator we define the sequence _D(W ) = (Dk(W) ] k >I 0) with 
Dk(W) equal to the dimension of the null space of W k. The restriction of W to a 
subspace if" is written W lff'. 
If G is acyclic, then every adjacency map of G is nilpotent, since if k is the size 
of a largest path in G then wk+I(X) = 0 for all x e X. The following lemma reviews 
the properties of the Jordan decomposition of these maps. (For a proof see, for 
example, [38]). 
Lemma 5.14 (Jordan decomposition for nilpotent operators). Let (" be a finite 
dimensional vector space over C and W a nilpotent operator on r~. Then 
(i) there exists a decomposition (_ff=l ~ of V into W-invariant subspaces such 
that DI(W 1~)= 1 for each 1 <~j <-n; 
(ii) the multiset of integers {dim ~} is the same for all such decompositions of
f,; 
(iii) each ~ has a cyclic vector, i.e., a vector v j such that the set 
vJ, W(vJ), W2(v0,..., 
is a basis for ~. 
Let 171, 17"2, • • •, ¢'m be a Jordan decomposition of 17" with respect o W, ordered 
so that dim ~>~dim~÷l and define -J(W) by Jk(W) = ~'~,/k=l d im V/. By Lemma 
5.14(ii),-J(W) is well defined. 
Proposition 5.15. /f  W: 17"--~ 17"/s nilpotent, then MOP) and AD(W) are conjugate 
partitions of the integer dim ('. 
Proof. By definition !(W) is concave, so by Propositions 3.3 and 3.2(ii) it suffices 
to show that Dk(W) -- Y,~I rain(dim ~, k). By Lemma 5.14(iii), each time W acts 
on ~ it reduces the dimension by 1, until ~ is annihilated, so Dk(W ] ~)= 
rain(dim ~, k). Since each ~ is W-invariant, 
Dk(W) = ~ Dk(W [ ~)= ~ rain(dim ~, k). [] 
i~l i~l 
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The main result is of this section is 
Theorem 5.16. Let G be an acyclic digraph with path hypergraph H. Then for any 
incidence operator V/ 
(i) ~(G) ~z, P(~'), 
(ii) ~(H) ~>D (-J(~)), 
with equality holding if V2 is free. 
Proof. We show by induction on k that for any k-cascade T~,... , Tk, E~=I T/I- 
Ia÷(~)l ~< Ok(~' I ~1). For any vertex subset T ~_ X, the image of ~p l T is 
contained in the space spanned by G+(T). Hence for k = 1 we have 
DI(~ I ~'1) = dim(7"1) - dim(~,(T1))/> ILl- IG+(T01 t> ~(a) .  
For k > 11 we have by induction that 
Dk(~P ] ~) = dim(~) - dim0pk-10p(~))) 
/> ITd- dim0pk-11 G+(Ta)) 
= ITll- IG+(L)I + Dk-~(aPIG+(TI)) 
I> ITd- IG+(T,)I + Dk-x(~/' I ~) 
k 
>I ~ I~1- IG÷(T/)I, 
i=1 
where the last inequality follows by the induction hypothesis. (ii) follows from (i) 
since _f(H)= q~_r/(G) (Theorem 5.3 and Proposition 3.3), _J0p) = ~(_D0p)) 
(Proposition 5.15) and • is order reversing (Proposition 3.5). 
Finally, let ~p be a free adjacency operator. By Theorem 5.1, there exists, for 
each k I> 1, a partition ~k of G into paths such that r/k(G) = Ee~m, min(lP[, k). 
Define adjacency operators Xk, k i> 1, by 
0 if x is the last vertex in its path in ~k 
x,~(x)  = 
x' if x' is the successor of x in its path in ~k- 
Note that the null space of (Xk) k is generated by the last k vertices in each path, 
SO 
Dk(Xk)= ~ rain(k, IPI)=ok(G). 
P~ 
Now since ~p is a free adjacency operator Dk0P)~<Dk(Xk). Hence Dk0P)~<D 
0k(G). [] 
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