Abstract: This paper presents new solutions to recognize template-marked digits in billets. Since these digits can be easily blurred, systematic preprocessing methods and recognition algorithms with better generalization properties are required. In this paper, preprocessing methods using the local threshold and skew correction are proposed to extract features with good quality from captured billet images. And multi-class Support Vector Machine(SVM) based algorithms which select the final class among potential classes are applied. Experimental results show that the proposed approach has higher recognition rate than that of the previous method using the K-Nearest Neighborhood(K-NN) technique for template-marked digits in billets.
INTRODUCTION
In the steel making process, the recognition system is needed to identify current plates with marked codes. Existing recognition process burdens workers with heavy and repeated tasks. Thus, the modified recognition system is required. Moreover, this system can be used to install the database for managing materials. Especially, there are three kinds of marked digits such as automarked, template-marked and handwritten digits in billets. They are easy to mix one another. Thus, the recognition system for billets which are produced in various continuous-casting plants plays an important role. Three kinds of marked Figure 1 . It is relatively easy to recognize auto-marked digits. However, it is difficult to recognize template-marked digits in billets, because they are easily contaminated and blurred. The original templates used in billets are shown in Figure 2 . In this paper, techniques and Fig. 2 . The basic form of template-marked digit algorithms are shown to improve the recognition rate of template-marked digits.
Typically preprocessing, normalization, feature extraction, classification, and postprocessing operations are required in the handwriting recognition (Bunke, 2003) (Bunke and P. Wang, 1997) . It is shown the process of the recognition system fot auto-marked digits of billets in Figure  3 . Especially, two preprocessing techniques which Fig. 3 . The process of Billet recognition system can extract features with good quality from the billet images are proposed. One is the technique which converts the gray-level image to the binary image. A number of techniques for this step are known from (S. Mori and Yamada, 1999) , (O'Gorman and R. Jasturi, 1995) . The other is the technique which corrects the skewed digits. Since the digits are not perfectly aligned in billets, they bring bad results in the segmentation process. Methods for skew angle estimation are based on horizontal projection profiles: the handwriting's contour and other quantities (M. Morita and Sabourin, 1999) .
In the recognition system for template-marked digits, its algorithm with generalization ability is required since the digits can be often blurred and distorted. In many recognition systems such as printed character recognition system, K-NN method has been widely used because of easy realization, fast recognition speed and high recognition rate. Neural network and fuzzy system have been also used (J. Liu, 2002 )(C. Suen and Leung, 2003) . Recently, the SVM derived from statistical learning theory has been widely applied to pattern recognition and regression estimation. This is well known as a learning machine with good generalization ability in recognition systems for handwritten characters. Since this approach was originally devised for binary classification problems, multi-class classification problems are often solved using voting schemes based on the combination of binary decision functions. Now there are some methods to solve N-class pattern recognition problem. One approach is one-to-one strategy, where
binary classifiers are constructed -separating each pair of classes. Another approach is to build a hierarchy or tree of binary classifiers such as Decision Directed Acyclic Graph (DDAG)-based SVMs (Ken-ich Maruyama and Nakano, 2002) . The other approaches are shown in many researches: (Schwenker, 2000) (Hyun-Chul Kim and Bang, 2002) .
In this paper, modified algorithms for optimal threshold and skew correction are proposed to extract digits with good quality. And two modified multi-class SVM structures for practical classification problems are discussed. There are one-toone structure and DDAG-type dual-tournament structure which use potential classes. They consist two procedures. First of all, potential classes as candidates is selected. And then the final class among the selected classes are recognized. They also represent similar recognition rates. But the recognition speed of dual-tournament structure is faster than that of one-to-one structure. Therefore DDAG-type dual-tournament structure is suitable for on-line system. This paper is composed as follows. Two proposed preprocessing techniques are described in section 2. The existing multi-class SVM structures are briefly reviewed in section 3. The proposed multiclass SVM structures are presented in section 4. The performance of these algorithms is shown in section 5.
PREPROCESSING

Optimal global threshold
It is shown the cropped image of a billet in Figure  4 . A billet image is composed of 10-templatemarked and 2-handwritten digits. In the preprocessing, the region of digits from a billet image is roughly cropped and then this image is filtered to remove the noise. The gray-level image is also converted to the binary image. This process is required to extract digits exactly. By the 
Skew correction
The binary image made by proposed masking technique should be divided into 3-row by 4-column digits. If the marked digits are not aligned with the coordinate system, they are not easily segmented and recognized. In this paper, The modified skew correction algorithm is proposed. The first row of the gray-level image is extracted by the area of the first row in the binary image. And then the local threshold values of the each four digits are calculated in the first row of the gray-level image. They are applied to the calculation of the skew angle. It is calculated by each position of first-row digits. The skewed digits are corrected by this value. The result of skew correction is shown in Figure 6 . 
Support Vector Machine (SVM)
The SVM is a powerful binary classification technique proposed by Vapnik et al (Ken-ich Maruyama and Nakano, 2002)(F. Wang and Schomaker, 2000) . In this algorithm, an input vector is mapped into a high-dimensional space by a non-linear function, and then a linear discriminant function is searched in the high-dimensional feature space. The learning based on the margin maximization is done by solving the following quadratic programming optimization problem:
,where x i denotes the learning data, N denotes the number of the learning data, α denotes the lagrange multiplier for x i and y i ∈ {−1, + 1} denotes the label of x i . The support vectors satisfy the condition: 0 < α i < C, where C is the parameter which penalizes the learning errors.
The decision function for an input vector z is defined as
,where x i denotes a learning vector, SV denotes the set of support vectors and K(z, x i ) is a kernel function. The class is determined by the sign of function f (z). From several kernel functions, Gaussian kernel is applied in this paper.
Since the SVM has good generalization, it has been used in pattern recognition. But the SVM is originally devised for binary classification, it must be extended to solve multi-class classification such as numeral, character and face recognition. Three strategies are constructed below (Zhao Bin and Shao-wei, 2000) . 
One-to-one Structure
and
Let S i (x) denote the vote of each class for the input sample x
The input sample belongs to the i-th class if there exists
One-to-rests Structure
If the j-th class is all classes except the i-th class, the samples of the i-th class are labeled as '+1', and the samples of the j-th class are labeled as '-1' to train samples. For the N-class problem, N SVMs are needs.
For the input sample x,
where i, j = 1, 2, · · · , N
Hierarchical Structure
The SVM which basically treats a two-class problem is extended to multi-decision levels with the idea of the decision tree. A SVM is the same as each branch of the tree. A classified class is denoted as a leaf. 'Divided and Conquer' is applied to this structure. Because the SVM of the highlevel classifies more samples and the SVM of lowlevel classifies fewer samples, they are classified more precisely. But this structure is affected by the initial grouping.
PROPOSED MULTI-CLASS SVM
As mentioned before, one-to-one SVM usually uses the maximum voting to decide the final class. When some classes have similar votes, the maximum voting method has the risk that causes the wrong classification. It is necessary to revaluate potential classes with similar votes. But, K-NN and existing multi-class SVMs are not suited to template-marked digits with partially erased parts. Therefore, two algorithms which select potential classes are proposed: Potential one-to-one SVM and Dual-DAG SVM.
Potential one-to-one SVM (PSVM)
Fig. 8. Potential one-to-one SVM
The structure of Potential one-to-one SVM is shown in Figure 8 . It selects potential classes using all possible matches. The classes with more than six votes are regarded as potential classes in this structure. Since each potential class is revaluated using the SVM with different kernel, this structure can find the final class more exactly. But, it needs many calculations. If the N p out of N are selected as potential classes,
SVMs are required. Thus, It's not good for the fast recognition application. Fig. 9 . Dual-DAG SVM As mentioned before, the recognition speed of PSVM is slower than that of the conventional algorithm due to revaluating the potential classes. To improve the recognition speed, tree structure can be used. The structure of DDSVM is shown in Figure 9 . Especially, DDAG is attractive.The DDAG eliminates a class at each step from the first step to the final step (Ken-ich Maruyama and Nakano, 2002) . Since a loser class at match can not be the final class again, the match structure of the DDAG must be designed well. It can shorten the recognition time, but cannot select potential classes. Because reasonable method are required, It's proposed the DDSVM that does not eliminate a loser class at once but give one more chance to a loser class. The performance of the DDSVM is less affected than that of DDAG by the initial array of matches. The classes in the final winner round and loser round become potential classes. One of them is decided as the result of the recognition.
Dual-DAG SVM (DDSVM)
EXPERIMENTAL RESULTS
Recognition of segmented digits
The template-marked digits in billet images acquired from the continuous-casting plant of POSCO are used. The number of classes is 10. The data set used to evaluate the performance of the algorithms consists of 2000 template-marked digits. The normalized digits are represented as a 16 × 16 matrix. The data set consists of each set of 1,000 training samples and 1,000 test samples. The training set has been used to design the parameters of the algorithms. The test set has been used to evaluate the performance of the algorithms. For this data set, training condition and experimental results are as follows. The kernel parameters, C is 1000 or 100 and σ is 10, are used. Experimental results is shown in Table  5 .1. The recognition rates for one-to-one SVM, PSVM and DDSVM are similar. K-NN method shows less performance than the others. In spite of good recognition rates for the other digits, K-NN causes errors in the recognition of number 7. PSVM shows the best classification performance. DDSVM also shows the fast recognition speed and the acceptable recognition rate in the recognition system. 
Recognition of Billet Digit Data
The proposed algorithms, PSVM and DDSVM are applied to the recognition system. The data set used to evaluate the performance of the algorithms. It consists of template-marked digits preprocessed and segmented 500 billet images by the proposed methods. It is shown the performance of proposed preprocessing in Table 2 . Segmentation error are reduce using the proposed preprocessing techniques. The parameters of the algorithms are same as those in the previous experiment. The recognition rate is calculated by the following equation :
,where D total denotes the number of the total samples, D seg.err denotes the number of the segmentation errors and D recog.err denotes the number of the recognition errors. For this data set, the results are shown in Table 5 .2. PSVM show the best classification performance, but it has the slow recognition speed. DDSVM shows the fast recognition speed and the acceptable recognition rate in the recognition system. 
CONCLUSION
In this paper, the preprocessing techniques and SVM-based algorithms are proposed to recognize template-marked digits in billets. For systematic preprocessing approaches, threshold decision technique using masking method and skew correction method are also proposed. The threshold is calculated to extract digits from the noisy background by the proposed masking method. The recognition rate of skewed digits in billets are improved by the proposed skew correction method.
In recognition algorithm, multi-class SVM-based algorithms are proposed to improve the generalization property. PSVM and DDSVM are introduced to select potential classes. PSVM improves recognition rate. But, it has slower recognition speed than one-to-one SVM. DDSVM has fast recognition speed and good recognition rate for on-line application. Especially, the performance of this method is not affected by the intial array of classes. Experimental results show proposed algorithms have better performance than existing algorithms.
