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ON MARTINGALE APPROXIMATION
OF ADAPTED PROCESSES
Herve´ Queffe´lec and Dalibor Volny´
Abstract. We show that the existence of a martingale approximation of a station-
ary process depends on the choice of the filtration. There exists a stationary linear
process which has a martingale approximation with respect to the natural filtration,
but no approximation with respect to a larger filtration with respect to wich it is
adapted and regular. There exists a stationary process adapted, regular, and having
a martingale approximation with respect to a given filtration but not (regular and
having a martingale approximation) with respect to the natural filtration.
1. Introduction. Let (Ω,A, µ) be a probability space with a bimeasurable and
measure-preserving transformation T . For simplicity we shall suppose that µ is
ergodic, i.e. for A measurable, A = T−1A implies that µ(A) = 0 or µ(A) = 1. For
any measurable function f , (f ◦ T i) is a strictly stationary process. Let (Fi) be
an increasing filtration of sub-σ-algebras of A such that Fi = T−iF0. By F−∞ we
denote the intersection of all Fi and by F∞ the σ-algebra generated by Fi, i ∈ Z.
We say that for the process (f ◦ T i) there is a martingale approximation w.r.t.
(Fi) if there exists m ∈ L2(F0) ⊖ L2(F−1) such that 1√n‖Sn(f − m)‖2 → 0 for
n→∞ where Sn(g) =
∑n−1
i=0 g ◦ T i.
This condition is equivalent to Gordin’s 1969 condition (cf. [V93]). The mar-
tingale approximation, since Gordin’s 1969 paper [Go], has been a powerful tool
in proving central limit theorems for stationary processes. Most results from 70’s
appear in the monography [Ha-He], for several more recent contributions we can
quote e.g. [DeM], [M-Wo] [Wu-Wo] [Pe-U] [Wu07] [Z-Wo] [V93]. The method has
been particularly suitable for the study of processes of Xk = g(. . . , e−1, e0), where
(ei) is an iid sequence; this class includes the (functionals of) stationary linear pro-
cesses and an interesting study of limit theorems for this class of processes have
been done by W. B. Wu in [Wu05].
Here we shall deal with the problem of the dependence of the approximation on
the choice of the filtration. The problem was posed by Gordin in his 1968 Ph.D
thesis but seemingly, except [V09], no results have been published. It has only been
known as a folklore theorem, that there exist processes which are deterministic, i.e.
measurable w.r.t. the natural filtration, but having a martingale approximation
w.r.t. another filtration (cf. [V09]). In [V09] a stationary linear process (Xi) with
independent innovations ei has been found such that (Xi) is a martingale difference
sequence (a sequence of iid, in fact) but does not admit any martingale approxi-
mation w.r.t. the filtration (Fi) given by the process of innovations. The example,
however, is not adapted to the filtration (Fi). Here we shall treat a more difficult
situation, when the process is adapted.
Typeset by AMS-TEX
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We shall say that the process (f ◦ T i) is regular w.r.t. a filtration (Fi) if f is
F∞-measurable and E(f |F−∞) = 0. Let us suppose that the process (f ◦ T i) is
adapted w.r.t. (Fi), i.e. f is F0-measurable. Denote by Gj = σ{f ◦ T i|i ≤ j} the
natural filtration. Recall that by a stationary linear process (Xk) with innovations
ei we understand the process of Xk =
∑
i∈Z aiek−i where
∑
i∈Z a
2
i <∞.
Proposition 1. There exists an adapted stationary linear process (Xk) such that
the Xk’s are iid and if (Fi) is the filtration given by the innovations, there is a
c > 0 such that for every m ∈ L2(F0)⊖ L2(F−1)
(1) sup
m∈L2(F0)⊖L2(F−1)
lim sup
n→∞
1√
n
‖
n−1∑
i=0
(Xi −m)‖2 > c.
The proposition shows that (Xk) is also a stationary linear process with another
process (gi = Xi)i of independent innovations, adapted to the natural filtration (Gi),
and for (Gi) we can get much better approximation properties. We can easily change
the process (Xn) (e.g. by adding a coboundary) so that it is not an iid sequence (nor
a sequence of martingale differences), having no martingale approximation w.r.t.
(Fi) and having a martingale approximation w.r.t. the natural filtration.
One can guess that the natural filtration will bring the best approximation. This,
however, is not the case.
Proposition 2. There exists a process (f ◦ T i) and a filtration (Fj) such that
(i) (f ◦ T i) is not regular w.r.t. the natural filtration (Gi),
(ii) there is no martingale approximation w.r.t. the natural filtration (Gi),
(iii) there is a martingale approximation w.r.t. the filtration (Fi).
Remark 1. The example proving Proposition 2 is such that g = E(f |G−∞) is a
function different both from f and from 0, such that (g ◦ T i) is a nontrivial iid
sequence.
In general, we can take the natural filtration (G(1)i )i of the process (E(f |F−∞) ◦
T i), then of the process (E(f |G(1)−∞) ◦ T i), ... and get an ordered set of σ-algebras
G(α)−∞, α < α0, where α0 is a countable ordinal number, cf. [V85] (in the exemple
proving Proposition 2, the process stops already after the second step). For such
“cascades” of filtrations we can have martingale approximations and limit theorems
similarly as in the case of single filtrations (see [V92]).
Remark 2. There exists a “deterministic process” (f ◦T i) such that f ◦T i are all
measurable w.r.t. the past σ-algebra σ{f ◦ T i|i ≤ 0} hence there is no martingale
approximation w.r.t. the natural filtration but there is a martingale approximation
w.r.t. another filtration (cf. [V09]).
It remains an open question whether there exists a process (f ◦ T i) regular
w.r.t. the natural filtration, without martingale approximation w.r.t. the natural
filtration, but with a martingale approximation w.r.t. another filtration (Fi).
What can be shown for the moment is a process having a martingale approxi-
mation both w.r.t. the natural filtration and w.r.t. another filtration (Fi), and the
rate of approximation for (Fi) is much faster.
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Proposition 3. For any sequences of an > 0, bn > 0, (an) non decreasing, bn ց 0,
there exists a process (f ◦ T i) and a filtration (Fj), m′ ∈ L2(F0) ⊖ L2(F−1), such
that ‖Sn(f−m′)‖2 ≤ an for all n ≥ 1, while for the natural filtration Gj = σ(f ◦T i :
i ≤ j) and any m′′ ∈ L2(G0) ⊖ L2(G−1), ‖Sn(f −m′′)‖2 ≥ bn
√
n infinitely many
times.
As shown by (e.g.) Wu and Zhao-Woodroofe, a fast rate of martingale approx-
imation implies invariance priniciples and the law of iterated logarithm ([Wu07],
[Z-Wo]). These limit theorems thus can be infered using the filtration (Fj) but not
(in the same way) using the natural filtration (Gj).
2. Proofs.
The proof of Proposition 1 leads to a problem of independent interest which can
be expressed as a property of analytic functions, or as a problem in spectral theory;
these questions will be treated in the last chapter of the article.
Proof of Proposition 1. As shown in [V93], it is sufficient to prove that for ev-
ery m ∈ L2(F0) ⊖ L2(F−1), lim supn→∞ 1√n‖
∑n−1
i=0 (Xi − m)‖2 > 0: if there
is no c > 0 in (1), there is a sequence of mk ∈ L2(F0) ⊖ L2(F−1) such that
lim supn→∞
1√
n
‖∑n−1i=0 (Xi −mk)‖2 → 0 as k → ∞. Then, mk → m ∈ L2(F0) ⊖
L2(F−1) and limn→∞ 1√n‖
∑n−1
i=0 (Xi −m)‖2 → 0.
Let (ei)i∈Z be a sequence of N (0, 1) distributed independent random variables,
ai, i ∈ Z, be real numbers,
∑
i∈Z a
2
i < ∞, Xn =
∑∞
i=0 aien−i. (Xn) is then a
stationary linear process. T is a measure preserving and bimeasurable transfor-
mation such that ei ◦ T = ei+1. U is the unitary operator in L2(A) defined by
Uf = f ◦ T . We thus have Xn = UnX0 = X0 ◦ Tn. By Fk we denote the filtra-
tion Fk = σ{ei | i ≤ k}. Notice that T−1Fk−1 = Fk and that the process (Xk) is
adapted to the filtration (Fk). We will find the process (Xk) such that there is no
martingale approximation w.r.t. (Fk), and the random variables are mutually or-
thogonal. Because (Xk) is a Gaussian process, orthogonality implies independence.
Lemma 1 ([V09]). If m ∈ L2(F0)⊖ L2(F−1) is such that
1√
n
‖
n−1∑
i=0
(Xi − U im)‖2 → 0
then m = ce0 for some c ∈ R.
Proof of Lemma 1. We have e0 ∈ L2(F0)⊖L2(F−1); suppose that E is the Hilbert
space generated by e0 and F its orthogonal complement in L
2(F0) ⊖ L2(F−1),
m = m′+m′′ wherem′ = ce0 ∈ E for some real number c andm′′ ∈ F . For f = X0,
the random variables Sn(f −m′) and Sn(m′′) are then mutually orthogonal, hence
‖Sn(m′′)‖2 ≤ ‖Sn(f −m)‖2, therefore m′′ = 0.

Without loss of generality we can suppose ‖X0‖2 = 1.
Lemma 2 ([V09]). If Xi are mutually orthogonal and
lim sup
n→∞
1√
n
‖
n−1∑
i=0
(Xi − cei)‖2 = 0,
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then |c| = 1.
Proof of Lemma 2. Recall that ‖X0‖2 = 1 = ‖e0‖2. We have ‖
∑n−1
i=0 (Xi−cei)‖2 ≥
|‖∑n−1i=0 Xi‖2 − ‖
∑n−1
i=0 cei‖2| = |1− |c||
√
n by independence of Xi and of ei.

Lemma 3. Let Xi be mutually orthogonal. Then
(1) lim sup
n→∞
1√
n
‖
n−1∑
i=0
(Xi − cei)‖2 = 0
if and only if
(2)
1
n
n−1∑
k=0
k∑
j=0
aj → c.
Proof of Lemma 3. Recall that we assume ‖X0‖2 = 1. By Lemma 2, (1) can take
place for c = 1 or c = −1 only. We have
‖
n−1∑
j=0
(Xj − cej)‖2 = ‖
n−1∑
j=0
Xj‖2 + c2‖
n−1∑
j=0
ej‖2 − 2cE[(
n−1∑
j=0
Xj)(
n−1∑
j=0
ej)];
because (ej) is an orthonormal sequence and Xk =
∑∞
j=0 ajek−j ,
lim sup
n→∞
1√
n
‖
n−1∑
j=0
(Xj − cej)‖2 = 0
if and only if
(2)
1
n
E[(
n−1∑
j=0
Xj)(
n−1∑
j=0
ej)]] =
1
n
n−1∑
k=0
k∑
j=0
aj → c.

To finish the proof of Proposition 1 it is thus sufficient to find (Xk) such that
Xk are mutually orthogonal, ‖X0‖2 = 1, and 1n
∑n−1
k=0
∑k
j=0 aj converge neither to
1, nor to -1.
Let H be the Hilbert space generated by ei, i ∈ Z. Let K = {z ∈ C | |z| = 1}
and λ be the Lebesgue probability measure on K. By H ′ we denote the Hilbert
space L2(λ); it is generated by the functions zk, k ∈ Z. The multiplication
(V f)(z) = zf(z) is a unitary operator in H ′. There exists a Hilbert space iso-
morphism φ: H → H ′ such that φ(Uv) = V φ(v) for all v ∈ H ([A]). For any
f ∈ H ′ there thus exists X = φ−1(f) ∈ H; X = ∑i∈Z a−iei where a−i = fˆ(i)
are the Fourier coefficients of f . (Xk) = (U
kX) is thus a gaussian process ([A]).
Because E(fUkf) =
∫
K
f(z)zkf(z) dλ(z) =
∫
K
z−k dλ(z), the condition |f | = 1
guarantees mutual orthogonality.
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We thus seek a function f(z) =
∑∞
j=0 ajz
j which is holomorphic on the open
unit disc D = {z ∈ C | |z| < 1}, aj are all real,
∑∞
j=0 a
2
j < ∞, |f | = 1 almost
everywhere on K, and (2) holds neither for c = 1, nor for c = −1. As shown in the
next section, such a function exists.
♦
Proof of Proposition 2. Let (ei)i∈Z and (fi)i∈Z be two independent sequences of
iid, each of them taking values ±1 with probabilities 1/2, g = 1 +∑∞i=1 ei/32i +∑∞
i=1 e−i/3
2i+1, F = f0g + 2e0.
We denote Ek = σ{ei|i ≤ k}, Fk = σ{fi|i ≤ k}, Ck = σ{ei, fi|i ≤ k}, and
(Gi) is the natural filtration of the process (F ◦ T i). Remark that the σ-algebra
generated by g equals E∞, hence Gi = Fi ∨ E∞, the σ-algebra generated by E∞
and Fi. For any i, g is (Gi)-measurable and we therefore have E(F |G−∞) = e0.
Any m ∈ L2(G0) ⊖ L2(G−1) is thus orthogonal w.r.t. the sequence (e0 ◦ T i) hence
there does not exist any martingale approximation of the process (F ◦ T i) w.r.t.
the natural filtration (Gi). On the other hand, there exists a nice approximation
(a martingale-coboundary decomposition) for the filtration (Ck). To see this, we
notice that
- E(f0ei|Ck) = fiei if k ≥ 0, i ≤ k,
- E(f0ei|Ck) = f0E(ei|Ck) = 0 if k ≥ 0, i > k,
- E(f0ei|Ck) = eiE(f0|Ck) = 0 if k < 0, i ≤ k,
- E(f0ei|Ck) = E(fiei) = 0 if k < 0, i > k.
We therefore have E(F |Ck+1) − E(F |Ck) = f0ek+1/32k+2 for all k ≥ 0, E(F |C0) −
E(F |C−1) = f0e0+f0
∑∞
i=1 e−i/3
2i+1+2e0, E(F |Ck)−E(F |Ck−1) = 0 for all k < 0.
This implies that the Hannan’s criterium
∑
k∈Z ‖E(F |Ck+1)−E(F |Ck)‖2 <∞ (cf.
[Ha-He]; [V93] for the non adapted version) is satisfied and there is a martingale
approximation.
♦
Proof of Proposition 3. Recall that we denote Uf = f ◦ T . Let ek, 1 ≤ k <∞, be
random variables with ‖ek‖2 = 1, such that for each k, (U iek)i is an iid sequence
and (U iek)i are mutually independent processes. For each k, ek takes values ±qk
with probabilities 1/2q2k (the values of qk will be specified later).
Let ρk, pk, k = 1, 2, . . . , be real numbers, 0 < ρk ց 0, ρk < 1/10, 0 < pk,∑∞
k=1 p
2
k <∞. 0 < φ(k)ր∞ are positive integers. We define
f =
∞∑
k=1
pk[ρkek − (1 + ρk)U−φ(k)ek].
Notice that the series converges in L2 (as we shall see later, the sequence of qn grows
exponentially fast hence the series of f converges almost surely). Suppose that the
values of qk, pk, ρk, φ(k) are such that the random variables ek are σ{f}-measurable
(this will be shown at the end of the proof). Therefore, Gj = σ{f ◦ T i : i ≤ j} =
σ{ek ◦ T i : i ≤ j, k = 1, 2, . . .}; (Gj) is the natural filtration of the process (f ◦ T i).
Define Fj = σ{U i−φ(k)ek : i ≤ j, k = 1, 2, . . .}. (Fj) is thus a filtration.
Define m′ = −∑∞k=1 pkU−φ(k)ek ∈ L2(F0)⊖L2(F−1). By mutual orthogonality
of the processes (ek ◦ T i) (ek ◦ T i are mutually independent and E(ek) = 0) and
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because ‖ek‖2 = 1, we have
‖Sn(f −m′)‖22 =
∞∑
k=1
p2kρ
2
k‖Sn(ek − U−φ(k)ek)‖22 =
= 2
∑
φ(k)≤n
p2kρ
2
kφ(k) + 2n
∑
φ(k)>n
p2kρ
2
k.
Define m∗ = −∑∞k=1 pkek ∈ L2(G0)⊖ L2(G−1). Then
‖Sn(f −m∗)‖22 =
∞∑
k=1
p2k(1 + ρk)
2‖Sn(ek − U−φ(k)ek)‖22 =
= 2
∑
φ(k)≤n
p2k(1 + ρk)
2φ(k) + 2n
∑
φ(k)>n
p2k(1 + ρk)
2.
Because φ(k) ր ∞, ∑∞k=1 p2k < ∞, and ρ2k < 1, ‖Sn(f − m′)‖2 = o(n) and
‖Sn(f −m∗)‖2 = o(n).
Now, we will find the constants pk, ρk, φ(k) so that ‖Sn(f − m′′)‖2 > bn/
√
n
infinitely many times for any m′′ ∈ L2(G0)⊖L2(G−1), and ‖Sn(f −m′)‖2 ≤ an for
all n.
For the pk we can choose e.g. pk = 1/k. Then we define φ(0) = 0 and φ(k)ր∞
increasing fast enough so that for every j ≥ 1
2
∞∑
k=j+1
p2k > b
2
φ(j).
This implies that ‖Sn(f −m∗)‖2 ≥ bn
√
n for every n = φ(j). Notice that for any
m′′ ∈ L2(G0)⊖L2(G−1) we have ‖Sn(f−m′′)‖2 ≥ ‖Sn(m∗−m′′)‖2−‖Sn(f−m∗)‖2
and ‖Sn(m∗−m′′)‖2 =
√
n‖m′′−m∗‖2 hence, if ‖m′′−m∗‖2 > 0, ‖Sn(f−m′′)‖2 >
c
√
n infinitely many times for some c > 0.
Next we find ρk small enough so that ‖Sn(f−m′)‖2 ≤ an for all n ≥ 1. Without
loss of generality we can suppose that an = 1 for all n. We take ρ
2
k = 1/8φ(k), for
all k. Recall that
∑∞
k=1 1/k
2 < 2. Then
2
∞∑
k=1
p2kρ
2
kφ(k) =
1
4
∞∑
k=1
1
k2
< 1/2
and
2n
∑
φ(k)>n
p2kρ
2
k <
1
4
∑
φ(k)>n
1
k2
< 1/2, n = 1, 2, . . . ,
hence ‖Sn(f −m′)‖2 ≤ 1.
Eventually we choose the numbers qk so that the functions ek are σ{f}-measurable.
Denote
fn =
n∑
k=1
pk[ρkek − (1 + ρk)U−φ(k)ek],
r = rn = 3
n∑
k=1
pkqk, s = sn+1 = 10r/ρn+1 > 100r.
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Notice that the previous calculation does not impose any condition on the values
of qk and that |fn| ≤ rn. We define the numbers qk so that q1 = 1 and
10rn = 30
n∑
k=1
pkqk = ρn+1pn+1qn+1, n = 1, 2, . . . .
Wewill show that for x, y ∈ {−qn+1, 0, qn+1} the sets {en+1 = x, U−φ(n+1)en+1 =
y} are σ{fn+1}-measurable. By definition we get the inclusions
{en+1 = −qn+1, U−φ(n+1)en+1 = −qn+1} ⊂ f−1n+1((s− r, s+ r)),
{en+1 = −qn+1, U−φ(n+1)en+1 = 0} ⊂ f−1n+1((−11r,−9r)),
{en+1 = −qn+1, U−φ(n+1)en+1 = qn+1} ⊂ f−1n+1((−s− 21r,−s− 19r)),
{en+1 = 0, U−φ(n+1)en+1 = −qn+1} ⊂ f−1n+1((s+ 9r, s+ 11r)),
{en+1 = 0, U−φ(n+1)en+1 = 0} ⊂ f−1n+1((−r, r)),
{en+1 = 0, U−φ(n+1)en+1 = qn+1} ⊂ f−1n+1((−s− 11r,−s− 9r)),
{en+1 = qn+1, U−φ(n+1)en+1 = −qn+1} ⊂ f−1n+1((s+ 19r, s+ 21r)),
{en+1 = qn+1, U−φ(n+1)en+1 = 0} ⊂ f−1n+1((9r, 11r)),
{en+1 = qn+1, U−φ(n+1)en+1 = qn+1} ⊂ f−1n+1((−s− r,−s+ r)).
Because the sets on the left give a partition of Ω and the sets on the right are mutu-
ally disjoint, the inclusions are equalities, hence the sets {en+1 = x, U−φ(n+1)en+1 =
y} are σ{fn+1}-measurable. Therefore, the functions en+1 and U−φ(n+1)en+1 are
σ{fn+1}-measurable, n ≥ 1.
Recall f1 = p1[ρ1e1 − (1 + ρ1)U−φ(1)e1] where p1 = 1 = q1, ρ1 < 1/10, e1 = ±1
with probabilities 1/2. We deduce that the functions e1 and U
−φ(1)e1 are σ{f1}-
measurable.
Because the functions en+1 and U
−φ(n+1)en+1 are σ{fn+1}-measurable, fn =
fn+1 − pn+1[ρn+1en+1 − (1 + ρn+1)U−φ(n+1)en+1] is σ{fn+1}-measurable. Us-
ing σ{fn}-measurability of en and U−φ(n)en we deduce that en and U−φ(n)en are
σ{fn+1}-measurable. By induction we deduce that all ek (and U−φ(k)ek too) with
1 ≤ k ≤ n+ 1 are σ{fn+1}-measurable.
The qn are growing exponentially fast hence the measures of the supports of en
are decreasing exponentially fast. For Fn = ∪∞k=n{ek 6= 0} we thus have µ(Fn) ց
0. For En = Ω \ Fn we have En ⊂ En+1 for all n and µ(En) ր 1. Because
fn = f on En, f
−1
n (B) ∩ En = f−1(B) ∩En for every Borel set B ⊂ R. Therefore,
σ{ek}∩En ⊂ σ{f}∩En, 1 ≤ k ≤ n, n = 1, 2, . . . . We deduce that all the functions
ek, k ≥ 1, are σ{f}-measurable.
♦
3. A bad approximation property.
In the preceding section, the problem of finding a gaussian, adaptated process
(Xk), which is in some sense (described before) badly approximable, was reduced
to the following, function-theoretical, question, in which one sets
f(z) =
∞∑
n=0
anz
n, An =
n∑
j=0
aj, Mn =
A0 + . . .+ An−1
n
, f∗(eit) = lim
r
<
→1
f(reit),
the function f being a bounded, analytic function in the open unit disk D of the
complex plane, with real coefficients an, and f
∗(eit) denoting its radial limits, which
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exists almost everywhere with respect to the Lebesgue measure, according to a well-
known result (Fatou’s theorem: see [DU] p.6 or [RU] p.340). If this radial limit has
modulus one (a.e.), the function f is said to be inner (see [DU] p.24 or [RU] p.342),
which is a severe restriction on its behavior. But this is this ”innerness” property
which has guaranteed us the orthogonality, therefore the mutual independence, of
the X ′ks. And the problem now is :
Problem Find an inner function f with real coefficients such that one of the
following cases occurs :
(1) Mn has no limit,
(2) Mn has a limit c, but c 6= ±1.
This turns out to be possible in many ways. We just indicate two examples below,
of a different nature.
Example 1. Let a > 0 and f(z) = e−a(
1+z
1−z
). This is clearly a zero-free inner
function (called singular) with real coefficients an, and with f
∗(eit) = e−ia cotg
t
2 .
Now, it was proved in [NESH] that we have
an = pi
− 1
2 (2a)
1
4n−
3
4 cos
(
2
√
2an+
pi
4
)
+O(n−
5
4 ),
from which it easily follows, using summation by parts, that An converges, neces-
sarily to 0 by Abel’s theorem, since the radial limit of f at 1 is clearly 0. (An-
other approach to that example is given in [BAKOQU] where it is observed that
An = e
−aLn(2a), where Ln is the n-th Laguerre polynomial, so that An → 0).
Therefore, Mn → 0, i.e. Mn has a limit c, but this limit does not have the correct
value c = ±1, so that the corresponding gaussian process is badly approximable.
Example 2. Let (zn)n≥1 be a sequence of real numbers between 0 and 1, such
that
∑∞
n=1(1 − zn) < ∞ (a Blaschke sequence) and let B be the corresponding
Blaschke product, namely
B(z) =
∞∏
n=1
zn − z
1− znz . (1)
It is well-known([RU] p.312) that this is an inner function. Assume that Mn has
a limit c. Then, by a well-known extension (due to Frobenius) of Abel’s theorem
([KOR] p.4), we have lim
r
<→1B(r) = c. This last fact may quite well happen, taking
for example zn = 1 − n−α, α > 1 ([RU] p.317). But then, necessarily, c = 0 since
B(zn) = 0 and zn → 1. Observe that a finite Blaschke product, even with complex
zeros symmetric with respect to the real axis, would never do the job, since then
B extends analytically across the closed unit disk, and An → B(1) = 1, so that
Mn → 1. (This might be the only case of an inner function with real coefficients for
which Mn → 1). Finally, if Mn has no limit, we automatically have an example of
a badly approximable gaussian process. We show that this can happen on a simple
specific example:
Proposition 6. There exists an infinite Blaschke product B(z) =
∑∞
n=0 anz
n with
real zeros and coefficients, verifying the two following conditions :
(1) lim inf
r
<
→1
|B(r)| = 0 and lim sup
r
<
→1
|B(r)| > 0;
(2) An = a0 + . . .+ an is not Cesa`ro-summable, i.e. Mn has no limit.
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Proof. Observe that 2. is an automatic consequence of 1., through the Frobenius
theorem already mentioned. We now take
zn = 1− 2−n.
Let r = zn+zn+12 , and proceed to minorize B(r). We have |B(r)| = P1P2P3P4,
where
P1 =
∏
j<n
r − zj
1− zjr ; P2 =
r − zn
1− znr ;P3 =
−r + zn+1
1− zn+1r ;P4 =
∏
j>n+1
−r + zj
1− zjr .
Now, we see that
(1)
P1 ≥
∏
j<n
zn − zj
1− zjzn ≥
∏
j<n
2−j − 2−n
2−j + 2−n
=
∏
k<n
1− 2−k
1 + 2−k
≥
∞∏
k=1
1− 2−k
1 + 2−k
= c > 0.
(2) One has similarly P4 ≥ c > 0.
(3)
P2 =
zn+1 − zn
2− zn(zn + zn+1) ≥
zn+1 − zn
2(1− z2n)
≥ 1
4
zn+1 − zn
(1− zn) =
1
8
.
(4) One has similarly P3 ≥ 18 .
This ends the proof of Proposition 6.
Remarks :
(1) The specific sequence zn = 1 − 2−n in the proof of the proposition verifies
the Newman lacunarity condition:
1− |zn+1|
1− |zn| ≤ ρ < 1.
Such sequences will in particular be interpolation sequences in the sense of
Carleson ([DU] p.149 or [HOF] p.203), and the Taylor coefficients of an of
the corresponding Newman-lacunary Blaschke product will verify ([NESH]):
an = O(
1
n
).
(2) It can be proved that, for any infinite Blaschke product, one has
lim
n→∞
n|an| > 0.
(see [NESH]). Therefore, the estimate an = O(
1
n
) is the best possible.
(3) The estimate on the Taylor coefficients of a Blaschke product with Newman-
lacunary zeros was recently used by Bourgain and Kahane ([BOKA]).
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