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ABSTRACT 
In photoexcited systems, the interplay in space and time of thermal carriers such as 
phonons and electrons involve many overlapping and coupled processes that can change 
as a function of material properties as well as extrinsic boundary conditions and 
imperfections.  In order to gain understanding of the behavior of thermal carriers on the 
nanoscale, studies of the above-gap excitation of semiconductors were performed using 
an ultrafast electron microscope.  Additionally, considerable effort was put into method 
and instrument development, including a method of in situ thermometry using precise 
reciprocal lattice vector measurements to determine specimen temperature within 10 °C 
accuracy over a range of 350 °C.  The effect of nanoscale imperfections on the 
mechanical, multi-mode excitation in silicon, as well as the necessity of multimodal 
imaging techniques were also investigated.  Mechanical oscillations in the 5-10 MHz 
regime were observed in imaging and diffraction modalities, but higher-frequency 
oscillations, up to 30 MHz, were observable only in the highly-spatially-resolved imaging 
mode.  These results stressed the effects of nanoscale heterogeneity on mechanical-mode 
excitation, as well as the potential for crucially missing data as a result of using 
techniques that rely upon ensemble averaging.  In addition, the first-ever direct 
visualization of the generation, travel, and decay of individual acoustic phonons in the 
vicinity of atomic-scale defects was performed on germanium and tungsten diselenide.  
Cross-propagating acoustic wavefront imaging and diffraction studies were performed on 
the transition metal dichalcogenide tantalum disulfide, which validated the importance of 
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a multi-modal approach and suggested potential optoacoustic switching mechanisms.  
Further study of photoexcitation of germanium led to the discovery of the time-dependent 
dispersion of the S1 Lamb mode, starting at hypersonic speeds (35,000 m/s) and decaying 
to the speed of sound (5,300 m/s) over hundreds of picoseconds.  The invariance of the 
observed phonon velocity or frequency as a function of photon energy suggests that, here, 
the specimen morphology plays a determining role in the energy dissipation timeline 
following dense-plasma generation. 
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CHAPTER 1 – INTRODUCTION 
Climate change and rising energy demand, two of the most pressing challenges of 
the 21st century, are directly tied to efficiency of energy production and usage.  The U.S. 
Department of Energy estimates that 25 to 50% of industrial energy use is lost as heat, 
and similar figures exist for the transportation sector.
1-2
  These two sectors alone combine 
to contribute 63% of CO2 emissions and consume 60% of the energy produced.
3
  
Consequently, any improvements in waste heat utilization will have an enormous positive 
impact on these issues, both economically and environmentally.  However, reducing the 
amount of emitted heat towards the thermodynamic limit, such as in switching from 
incandescent to compact fluorescent light bulbs, not only reduces the amount of energy 
needed, but also lowers the risk of system failure due to overheating.  This latter concern 
is of paramount importance in the electronics industry, where the drive for 
miniaturization – reduction in device size with continued increases in computing power – 
remains a key area of focus.  Indeed, the potential economic benefits of the development 
of new thermal-barrier materials have driven titanic research efforts in recent years 
impacting a host of industrial and consumer applications.  Progress on these applied 
fronts will be bolstered by an increased understanding of the complex interplay of 
thermal carriers on the spatial and temporal scales at work during energy transport. 
Phonons – the primary thermal carrier in non-metals – are at the core of 
innumerable atomic-scale physical processes and mesoscale phenomena, from structural 
variations associated with lattice fluctuations, phase transitions, and bond modulation
4-8
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to electromagnetic and electronic properties, including electric susceptibility and electron 
mobility.
9-13
  Consequently, atomic-scale manipulation and control of phonon modes has 
been proposed and vigorously pursued for enabling technological developments, 
including electromagnetic confinement in optically-driven cavities
14-15
 and, especially, 
thermal-energy management and conversion.
16-21
  Achieving these aims requires a deep 
understanding of the profound influence phonons have on emergent properties in both 
engineering and advanced materials through the fundamental structure-function 
relationships at work therein. 
My research, thus, is motivated by the poorly-understood aspects of nanoscale 
thermal transport which are crucial to the knowledge and use of real nanoscale systems.  
Following the required background information, the structure of this document will 
roughly follow the chronological order of the projects that I have tackled during my time 
at the University of Minnesota, which I believe will give valuable insight into the 
thought-processes and threads of interest that have driven my curiosity and efforts. 
1.1 | Theory 
The study of solid-state thermal transport can be more accurately described as the 
study of the properties of materials or systems that influence thermal transport.  Titanic 
research efforts have attempted to freely control material properties such as thermal 
conductivity, boundary conductance, the Seebeck coefficient, and electrical conductivity.  
These properties, however, are determined by more fundamental physical parameters 
such as bond-strength, electronic structure, and crystal symmetry.
22
  In addition, these 
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properties can spatially vary due to strain, defects, imperfections, and specimen-specific 
boundary conditions.  Progress toward next-generation thermal devices can only be 
accomplished through the use of metrology in which these heterogeneities can be 
determined and their effect isolated and studied. 
In this section I aim to lay the theoretical groundwork with which the 
experimental results of Chapters 3 through 8 can be properly contextualized.  I will begin 
by discussing the concept of thermal carriers and their roles in transporting energy in 
materials.  I will then discuss how carriers are optically generated, undergo scattering, 
and decay on the time and length-scales of interest, and in the semiconductor materials 
that were the focus of my research.  Following this, I will lay out the theory for the 
generation of plate waves in an elastic medium, which is crucial to the results of Chapters 
5, 6, and 7.  Finally I will introduce and summarize the operational principles of ultrafast 
electron microscopy and give a motivation for the use of germanium in several of the 
projects described herein. 
1.1.1 | Thermal Carriers on the Nanoscale 
Energy as heat is carried in solids by two distinct particles: (1) electrons, the 
primary carrier in metals and (2) quasi-particle phonons (quantized oscillations of the 
atoms) in all other solids.  When describing individual atoms or molecules, the electrons 
and vibrational states take on well-described energy levels described by the principles of 
quantum mechanics.  When a collection of atoms and their associated electron density 
form an energetically stable structure such as a crystal, the discrete energy levels of the 
  4 
electrons and lattice vibrations become semi-continuous bands, which can be described 
by a dispersion relation (Figure 1-1).  The filling of the electronic bands, from low energy 
to high, determines whether the material is a metal (half-filled band), semiconductor 
(small band-gap) or insulator (band-gap greater than 4 eV, generally).  At non-zero 
temperatures, the electron and phonon populations are not filled perfectly from the 
bottom-up, however, but follow the Fermi-Dirac and Bose-Einstein distributions, 
respectively.  The introduction of energy via photoexcitation redistributes, both spatially 
and energetically, the electron and phonon populations based on the photon energy and 
absorption coefficient of the material.  As the direct signals measured in UEM correspond 
to lattice deformation, and since phonons are the primary thermal carriers in the materials 
studied here with UEM (germanium and tantalum disulfide), the rest of this section will 
focus on the role of phonons, though electrons will be discussed further in the next 
section on the energy-dissipation timeline. 
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Figure 1-1.  Illustration of electronic and phonon band diagrams.  (A) Electronic 
dispersion relation for one-dimensional crystal.  The variable a on the abscissa is the 
interatomic distance in the case of the one-dimensional crystal.  (B) Phonon dispersion 
relation for diatomic lattice chain.  As in (A), the variable a on the ordinate axis is the 
interatomic distance in the case of the diatomic chain. 
 
The behavior of phonons as thermal carriers can be described in multiple ways 
depending on the length-scale of interest.  At bulk scales, diffusive transport reigns, while 
ballistic-type transport describes the regime at which the characteristic length approaches 
the mean-free-path (MFP) of the carrier.
23-26
  The MFP is defined as the average distance 
a carrier will travel between scattering events, and, along with the mean relaxation time, 
is one of primary factors in determining the thermal conductivity of the system.  The 
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MFP and relaxation time are dependent on the phonon branches and wave vectors; each 
point on the bands in Figure 1-1 will have a different MFP and relaxation time.
27-28
  The 
causes of scattering which affect the relaxation time in crystalline materials are usually 
grouped into three categories: boundary scattering, Umklapp (phonon-phonon) scattering, 
and impurity scattering.  The combined effect of these three processes is described with 
Matthiessen’s rule, which weighs the effects of each scattering type into a total relaxation 
time and, along with the phonon group velocity and MFP, is used to predict the thermal 
conductivity of nanoscale systems. 
Descriptions of individual instances of these scattering events are experimentally 
sparse due to the difficulty with which the requisite spatial and temporal scales can be 
accessed simultaneously.  The MFPs of phonons in materials such as germanium are in 
the range of 10
1
 to 10
2
 nm, below the resolution limit of optical techniques.  In order to 
capture the temporal behavior of phonons traveling at velocities of 10
3
 m/s requires 
resolution on the order of picoseconds (10
-12
 s) to capture a dynamic scattering event.  
This desire to visualize these scattering events at their native scales forms the heart of the 
motivation for my research.  The formulation of a comprehensive microscopic 
description of the real-time interaction of propagating phonon modes with individual 
lattice discontinuities would constitute a significant advance toward ultraprecise directed-
energy nucleation and mode guiding in defect-laden materials. 
1.1.2 | Energy Dissipation Timeline Following Photoexcitation 
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 Atomic-scale, light-matter interactions are ubiquitous in mature and nascent 
technologies, and the ever-increasing precision with which they can be probed has 
enabled new discoveries in fundamental physics and chemistry.  The energy timeline 
following above-bandgap excitation of semiconductor materials involves many spatially- 
and temporally-overlapping mechanisms: photon-electron, electron-electron, electron-
phonon, and phonon-phonon coupling, which begin within picoseconds of light-matter 
interaction.
29-33
  In this section I will describe the order of events following pulsed-laser 
excitation, along the way describing the current understanding of coupling mechanisms, 
dispersion relations, lifetimes, and, where available, spatial behavior. 
 Regardless of the electronic properties of the materials, the initial transfer of 
energy from the photon wave packet to the material is in the form of excitation of the 
electron density.  This transfer of energy to the electrons occurs in tens of femtoseconds 
(10
-15
 s) based on the electron screening of the material and the density of states.
34
  In the 
simplest case, a metal, the transfer of energy from the electron density to the lattice is 
described by a two-temperature model, in which two separate temperatures: an electron 
temperature and a lattice temperature, are connected via the electron-phonon coupling 
constant.
35
  In semiconductors, however, based on the density of states of the material 
and the type of electron excitation (interband vs intraband excitation), the electron 
density relaxation and thermalization occurs over tens of fs to tens of ps.
36-38
  In the case 
of germanium, where the electron density remains excited far longer than the electron-
phonon coupling time, these processes begin to temporally overlap, and the rates of 
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intraband relaxation, interband relaxation, and phonon-phonon scattering become 
interwoven. 
The excitation of phonon branches, both optical and acoustic, can occur 
coherently via four mechanisms: thermoelasticity, deformation potential, inverse 
piezoelectricity, and electrostriction.  As the materials described here are optically 
opaque, I will limit my discussion to thermoelasticity and deformation potential.  
Thermoelasticity is the process by which the lattice is deformed through an increase in 
the kinetic energy of the bonds.  The anharmonicity of the energetic potential in which 
the atoms of a crystal reside enables a temperature-dependent pressure of the phonon 
population, which leads to the well-known phenomenon of thermal expansion.  Coherent 
deformation via thermoelasticity involves intraband relaxation to the lattice, raising the 
lattice temperature through incoherent excitation of the optical phonon branches, which 
are often in the THz regime.
39
  Deformation potential, however, does not require a 
temperature increase; redistribution of the electron population upon photon absorption 
causes a change in electron orbital overlap.  This is turn leads to a change in covalent-
bond strength and, thus, a deformation of the lattice.  In general, ultrafast generation of 
coherent acoustic phonons in semiconductors occurs via a mixture of deformation 
potential and thermoelasticity.
40-41
 
In the absence of an electric potential removing excited electrons from the system, 
energy from the excited electron density of a material will results in an excited phonon 
population, whether via a thermoelastic or deformation potential mechanism.  The 
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phonon spectrum is incredibly broad—from the THz frequencies of optical phonons in 
metals down to the infrasound regime in which many seismic events reside.
42
  The 
portion of the phonon branch that is excited is a function of the stiffness properties of the 
material as well as the boundary conditions of the specific specimen.  In addition, the 
boundary conditions of a specimen give rise to both traveling and resonant modes that are 
preferentially excited under the proper excitation conditions.  The vibrational amplitude 
of these modes will ring down until the system reaches equilibrium with the 
surroundings. 
As several of the experimental results herein involve the excitation of uncommon 
coherent-phonon types, they merit a brief discussion.  Thus, I will next discuss the 
process by which elastic modes known as Lamb waves arise in thin plates.
43
  An 
understanding of how these waves form from photoexcitation is integral to understanding 
the results of the phonon imaging experiments described in Chapters 5 through 7. 
1.1.3 | Acoustic Waves in Elastic Thin Plates 
 As referenced in the previous section, the excitation of longitudinal phonon 
modes can lead to mode-coupling at the surfaces of the material which enable plate, or 
Lamb modes.  The processes that lead to the excitation of these modes and the dispersion 
relation of these modes, including the presence of hypersonic phase velocities, are non-
trivial.  I will briefly discuss the origin of these waves and the dispersion properties of 
them in the thickness regime of standard TEM specimens. 
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 The theoretical framework for Lamb waves can be derived from the balance of 
linear momentum. 
𝜌0𝑎 =
𝜕2𝑇
𝜕𝑥
 
 
(1-1) 
Where ρ0 is the density of the material, a is the acceleration, x is the spatial variable, and 
T is the traction matrix given by Equation 1-2. 
𝑇𝑘𝑚 = 𝜆𝛿𝑘𝑚𝐸𝑖𝑗 + 2𝜇𝐸𝑘𝑚  (1-2) 
Where λ and μ are the Lamé parameters (μ is also known as the shear modulus), δ is the 
Kronecker delta, and E is the elastic strain tensor.  Substituting the traction matrix into 
the balance of linear momentum and replacing the single spatial variable with the 
displacement vector yields Equation 1-3. 
𝜌0
𝜕2𝐮
𝜕𝑡2
= (𝜆 + 𝜇)∇(∇ ∙ 𝐮) + 𝜇∇2𝐮 
 
(1-3) 
Where u is the displacement vector, and t is time.
44
  The form of the solution to this 
differential equation is the well-known acoustic wave equation, written in Equations 1-4 
and 1-5 after using the Helmholtz decomposition to break the displacement vector into 
vector (ϕ) and scalar (ψ) fields.44 
𝜕2𝜙
𝜕𝑡2
= 𝛼2∇2𝜙 
 
(1-4) 
𝜕2𝜓
𝜕𝑡2
= 𝛽2∇2𝜓 
 
(1-5) 
Where α and β are given by 
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𝛼 = √
𝜔2
𝐶𝑙
2 − 𝑘
2 
 
(1-6) 
𝛽 = √
𝜔2
𝐶𝑡
2 − 𝑘
2 
 
(1-7) 
Where ω is the angular frequency, Cl is the longitudinal speed-of-sound, Ct is the 
transverse speed-of-sound, and k is the wavenumber.  Applying the wave equation to our 
chosen geometry: a thin, two-dimensional plate, as well as the traction-free boundary 
conditions at the surfaces, the following solution emerges. 
tan⁡(𝛽
𝑑
2)
tan⁡(𝛼
𝑑
2)
= [
4αβk2
(𝑘2 − 𝛽2)2
]
±1
 
 
(1-8) 
Where d is the plate thickness, and α, β, and k are as defined above.  The exponent of the 
right-hand term refers to the two mode-types: symmetric or dilatational (+1) and 
antisymmetric or flexural (-1), which refers to the symmetry of the wave across the mid-
line of the plate-thickness.  This equation has an infinite number of roots which can be 
solved for numerically to generate dispersion relations for the frequency (Figure 1-2) and 
wavenumber (Figure 1-3). 
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Figure 1-2.  Dispersion relation of 100-nm germanium plate showing frequency-
dependence of the phase velocity for the first four symmetric (Sx) and asymmetric 
(Ax) modes.  The dispersion relation was calculated using the bulk properties of 
germanium which yield Cl = 5350 m/s; Ct = 3570 m/s. 
 
 Several interesting phenomena are immediately apparent from the dispersion 
relation for this relatively simple geometry.  First, the zeroth order modes (A0 and S0) are 
present at all frequencies.  The A0 is highly dispersive in the low-frequency limit at which 
the phase velocity trends to zero.  At high frequencies the A0 mode asymptotes to the 
transverse speed of sound (here, 3570 m/s).
45
  The S0 mode has a relatively constant 
  13 
phase-velocity at the longitudinal speed-of-sound (here, 5350 m/s) in the low-frequency 
regime, which asymptotes to the transverse speed-of-sound after an inflection point at 
around 25 GHz.  In addition, only the zeroth order modes are present at all frequencies; 
all higher order modes have a critical frequency below which they are not resonant.  This 
critical frequency can be thought of as a standing wave in the z-direction of the plate.  A 
surprising result is that every higher-order mode has a regime in which the phase velocity 
is higher than the longitudinal speed-of-sound.  This is possible because the deformation 
of the lattice by a Lamb wave does not involve the transfer of energy faster than the 
speed-of-sound (i.e., the group velocity).  Notably, the first-order symmetric mode (S1) is 
almost entirely non-dispersive over the phase-velocity range down to the longitudinal 
speed of sound.
46
  In fact, the curvature is such that there is a brief portion of the 
dispersion relation in which the mode can be described as having a negative group 
velocity.
46-48
  All of the high-order modes become less-dispersive as the frequency 
approaches the critical frequency.  The critical frequency for the A1 mode, and thus the 
lowest critical frequency, is at roughly 15 GHz for the 100-nm germanium plate.  Outside 
of the frequency and phase velocity bounds shown here, the phase velocities approach 
infinity at the critical frequency for that mode and additional, higher-modes appear with 
increasing frequency. 
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Figure 1-3.  Dispersion relation of 100-nm germanium plate showing the 
wavenumber-dependence of the phase velocity for the asymmetric and symmetric 
modes.  The dispersion relation was calculated using the bulk properties of germanium 
which yield Cl = 5350 m/s; Ct = 3570 m/s. 
 
 When the dispersion relation is plotted as a function of wavenumber, the 
dispersion behavior of the higher-order modes is much more apparent.  The zeroth-order 
modes (the black and blue lines that reach the ordinate in Figure 1-3), as in the frequency 
dispersion curve, are not strongly-dispersive as a function of wavenumber and approach 
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the transverse speed-of-sound with increasing wavenumber.  The higher order modes are 
strongly dispersive and asymptote to the longitudinal and transverse speeds-of-sound for 
the symmetric and asymmetric modes, respectively.  As in Figure 1-2, outside of the 
bounds of this plot, the phase velocities trend to infinity as the wavenumber approaches 
zero: 
𝜈𝑝ℎ𝑎𝑠𝑒 =
𝜔
𝑘
 
 
(1-9) 
Where ω is the angular frequency and k is the wavenumber.  As the phase space is 
expanded, an infinite number of modes emerge which are further from the zeroth-order, 
fundamental modes.  As will be discussed in Chapter 7, the ability to accurately model 
the dispersion behavior of these plate waves is directly tied to the discovery of new time-
resolved phenomena which provide hitherto unknown insight into the energy-dissipation 
timeline. 
1.2 | Principles of Ultrafast Electron Microscopy 
Seemingly mature research areas—such as the study of phonon generation and 
propagation, the dynamics of nanoscale mechanical motion, the thermodynamics and 
kinetics of phase transitions, and the processes of thermal transport—have been 
reinvigorated by the advent of analytical techniques capable of observing these 
phenomena on the atomic scale.  These processes, many of which are observable in real 
time on the mesoscale, require a different observation method when the characteristic 
lengths approach the Knudsen number.  Pump-probe techniques enable observation of 
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such dynamic processes, with instrument-limited temporal resolution on the order of 
femtoseconds (fs).
49-52
  Indeed, phonon generation and propagation, mechanical motion, 
and phase transitions can all be observed by recording the response of the crystalline 
lattice following coherent excitation.
53-57
  Thus, the ability to directly observe lattice 
dynamics on the appropriate time scales is critical for new discoveries and insight, and 
considerable work has already been done in the areas of ultrafast electron and X-ray 
diffraction.
58-61
  In particular, electron diffraction generates an array of signals that can be 
used to quantify dynamics; including (for example) unit cell parameter changes indicative 
of phonon propagation and subsequent diffusive heating,
62
 diffraction-beam intensity 
modulation due to an increase in lattice thermal energy,
55
 and pattern changes indicating 
unit-cell symmetry changes accompanying structural phase transitions.
54
  In many cases, 
however, heterogeneous systems require spatial resolution beyond what X-ray or optical 
diffraction systems can provide. 
Ultrafast electron microscopy (UEM), also known as four-dimensional ultrafast 
electron microscopy (4D UEM) not only enables ultrafast electron diffraction with both 
parallel and converged beams on pre-surveyed (i.e., imaged) nanoscale specimen 
volumes, but also can be used to correlate atomic-scale lattice dynamics resolved in 
reciprocal space with specific real-space regions of interest.
63-64
  Generally, in order to 
capture lattice dynamics on the fs time scale, a stroboscopic pump-probe variant of UEM 
is employed.  For one pump-probe cycle, a pulse emitted from the ultrafast laser is split.  
One part is steered into the pump (i.e., specimen excitation) line, while the other is 
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steered into the probe (i.e., specimen interrogation) line.  The probe pulse is directed into 
the electron-gun region of a modified transmission electron microscope via an optical 
periscope, at which point a packet of electrons (the probe packet) is generated from the 
emission source via the photoelectric effect.  In conjunction with this, the pump pulse is 
steered through a second optical periscope, this one located near the specimen holder 
contained in the modified-transmission electron microscope (TEM) goniometer.  The fs 
pump pulse then excites the specimen into a non-equilibrium state.  The condition at 
which the pump laser pulse and electron probe packet overlap in space and time at the 
specimen is called time zero.  When the pump and probe pulses are offset by some 
amount, the amount of delay is referred to as delta-t (Δt) and has the units of time ranging 
from femtoseconds to microseconds in magnitude.  This pump-probe process is repeated 
until an acceptable signal is built up on the detector—usually this involves thousands to 
millions of individual excitation and probe events.  By precisely varying the relative 
arrival times of the photon pump pulse and electron probe packet at the specimen, a 
kinetic trace of the specimen response to laser excitation can be obtained.  Experimental 
details and in-depth discussion of the UEM system in use at the University of Minnesota 
can be found in Chapter 2. 
1.3 | Properties of Germanium 
Elemental germanium is an indirect semiconductor that is crystallographically and 
chemically similar to the ubiquitous element silicon, but optically and electronically 
dissimilar enough that it has found usage as the material of choice for many 
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communications and optical modulation applications.  As part of the mineral germania 
(GeO2), a material with a high index of refraction and low dispersion, germanium is used 
extensively in lenses for microscopy, astronomy, and photography.
65
  In addition, the 
crystallographic similarity of germanium and silicon has enabled the heteroepitaxial 
growth of germanium on silicon, often with a buffer layer to reduce strain between the 
substrate and film.  Indeed, considerable effort has been spent studying the interfacial 
thermal transport properties of the silicon-germanium interface.
58
  Photodetectors using 
germanium-on-silicon architecture exhibit high responsivities and fast switching, and will 
continue to see use in application platforms in the near future.
66-70
  The specific material 
property that enables the use of germanium in optical communications applications is the 
relatively low band-gap (0.66 eV).  This band-gap corresponds to a photon wavelength of 
1.88 μm, thus, germanium is highly absorbing at optical communications wavelengths 
between 1.3 and 1.55 μm.  Not only are germanium-on-silicon devices used for optical 
detection, they form the basis for optical generation devices in the form of a lasing 
medium with optical output in the mid-infrared (MIR) region.
71-74
  A list of the material 
properties of germanium relevant to the work described here are given in Table 1-1. 
Atomic Number 32 Band Gap (eV) 0.66 
Date of Discovery 1886 Optical Absorption at 515 nm (cm
-1
) 5.98 ∙ 105 
Atomic Mass (g/mol) 72.630 Optical Absorption at 1030 nm (cm
-1
) 1.50 ∙ 104 
Crystal Structure Diamond Cubic Thermal Conductivity (W/m∙K) 6.0 
Space Group Fm-3m Coefficient of Thermal Expansion (K
-1
) 6.0 ∙ 10-6 
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Table 1-1.  Physical, Electronic, and Optical Properties of Germanium.  Values were 
derived primarily from Dargys
76
 and Vorobyev.
77
  Properties from other sources are 
referenced individually following the property name. 
 
 From a practical standpoint, the optical, mechanical, and electronic properties of 
germanium make it an attractive choice for a material of study with TEM and UEM.  As 
discussed in Chapter 2, the stiffness of germanium and the strong covalent bonding make 
it well-suited to thinning via mechanical polishing to electron transparency.  Germanium 
is currently produced in high-purity, wafer-scale quantities that can be easily acquired 
with the desired doping and crystallographic orientation.
78
  In addition, the low band-gap 
makes it optically opaque at all UEM wavelengths, allowing for wavelength-dependent 
studies of carrier dynamics with the system currently in place at the University of 
Minnesota.  Finally, the relatively high-Z number and electron orbital filling give it a 
high elastic scattering cross-section, ensuring strong scattering which leads to a higher 
SNR in low-beam-current UEM mode. 
 The following chapter will describe the methods and techniques I used in the 
preparation and experimental study of photoexcitation of germanium, silicon, and TaS2, 
as well as the in situ study of polycrystalline aluminum.  Further motivation and 
Lattice Parameter (Å) 5.6575 Poisson’s Ratio75 0.26 
Melting Point (K) 1211.4 Young’s Modulus (GPa)75 103 
Electron Configuration [Ar] 3d
10
4s
2
4p
2
 Longitudinal Speed of Sound (m/s)
45
 4970 - 5620 
Density (g/cm
3
) 5.323 Transverse Speed of Sound (m/s) 3570 
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background for each project will be provided in the opening of the corresponding chapter, 
but the overarching desire to investigate the heterogeneous response of nanoscale 
materials to photoexcitation, as described in this chapter, will hopefully be borne out 
throughout this thesis. 
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CHAPTER 2 – EQUIPMENT AND METHODS 
One of the most valuable aspects of a graduate education is the opportunity to 
train on, and make extensive use of, the most cutting-edge and sophisticated pieces of 
scientific equipment currently available.  A significant portion of my time and efforts 
were dedicated to the installation, testing, modification, and improvement of the UEM at 
the University of Minnesota, which will be described in detail later in this chapter.  
Although most of my thesis work made use of this unique instrument, several other 
techniques and methods were required in the pursuit of a holistic understanding of the 
thermal transport phenomena at hand.  As all UEM projects begin with careful specimen 
preparation, I will begin this chapter discussing the three main UEM specimen 
preparation methods I used: mechanical (or wedge) polishing, mechanical exfoliation, 
and magnetron sputtering. 
2.1 | Specimen Preparation  
2.1.1 | Mechanical Polishing 
For a specimen to be suitable for investigation via TEM, it must be thin enough 
that a significant portion of the incoming electron beam passes through the sample to 
reach the detector; this is referred to as electron transparency.  From a material properties 
standpoint the appropriate thickness will vary as a function of atomic weight and 
volumetric density.  These factors affect the mean-free-path (MFP), the average distance 
traveled by the electron beam through the specimen before a scattering event (elastic or 
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inelastic) occurs.  The MFP also depends heavily on the electron-beam energy; the higher 
the accelerating voltage (i.e., the higher the electron energy), the higher the MFP.  It is 
important to note that there is not a strict cutoff at which a sample is too thick for use in a 
TEM.  As the specimen thickness increases beyond the MFP, inelastic scattering events 
leading to energy shifts and small deviations of the outgoing electron beam can make 
imaging and quantitative diffraction more difficult, but the acceptable level of these 
effects should be based on the experimental goals and is at the discretion of the 
researcher. 
Mechanical polishing, a top-down specimen preparation method in which a bulk 
specimen is thinned down to electron transparency using alumina-coated (Al2O3) or 
diamond-coated plastic pads, is one of the workhorse techniques of the TEM community.  
The technique is suitable for most materials except those that are soft or ductile (e.g., soft 
metals such as silver and gold, polymers, etc.).  The major advantage of this technique is 
that the specimen can be polished at any crystallographic orientation—for example, 
device cross-sections can easily be prepared.  In addition, large electron-transparent 
regions are achievable with this technique, which would be unfeasible with more precise 
but slow technique such as using a focused-ion beam (FIB).  The major drawbacks of the 
technique are the many labor-intensive steps, the risk of sample destruction during 
preparation, and the introduction of dislocations and defects during polishing.
79-80
  In the 
following paragraphs I will outline the polishing procedure I used for the preparation of 
germanium and silicon wedge specimens and highlight the important considerations 
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when using this method.  Any deviations from this procedure will be noted in the 
experimental section of the corresponding chapter. 
The process begins with determining if the chosen material is suitable for 
mechanical thinning.  Germanium lends itself well to mechanical polishing due to its low 
ductility and high optical absorption in the visual spectrum.  A bulk section of the 
material of choice (from here on, germanium or silicon), is then sectioned into the 
appropriate size via cleaving or the use of a wafer saw.  The ideal dimensions to begin 
with are a 1.5 mm by 2 mm rectangle with a thickness of 0.5 mm or 1 mm, respectively 
depending on if a one- or two-sided polish is required.  These dimensions give the 
greatest amount of free-standing specimen area after mounting while allowing for some 
length to be removed in the final polishing steps.  Once the bulk germanium has been 
diced to the proper size, the sample is mounted polished-side down onto a Pyrex 
polishing stub that has been uniformly flattened by polishing.  Mounting the specimen 
can be done either with a thin layer of adhesive glue (cyanoacrylate) or temporary 
adhesive such as Crystalbond (Aremco Products, Inc.).  The specimen should be mounted 
on the front of the Pyrex stub as close to the edge as possible, with the long-edge parallel 
to the stub edge.  Once mounted, the specimen will be thinned on a polishing wheel with 
a series of increasingly smaller grit-sizes of diamond or alumina while under a constant 
flow of water or hydrocarbon-based solvent.  A good rule of thumb is that damage or 
scarring can occur to depths three times the size of the diamond grain-size.   
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Before beginning to polish, a wedge-angle must be chosen such that the specimen 
will be electron transparent (tens to hundreds of nm) on the leading edge but thick 
enough on the back edge to endure mounting and use.  The germanium and silicon 
specimens I prepared for UEM experimentation used a 2° wedge angle.  The number and 
progression of grit sizes used is at the discretion of the researcher and the smallest/last 
grit used will bring the specimen to electron transparency, at which point the polishing is 
finished.  The specimen is then removed from the Pyrex stub using an appropriate solvent 
and as little mechanical force as possible; the specimen at this point is extremely fragile 
and the electron-transparent end can be shattered easily.  In order to mount the specimen, 
a light coating of M-Bond 610 adhesive (Electron Microscopy Sciences) is applied to one 
side of a  3-mm TEM slot-grid, which is then carefully placed in contact with the thick 
side of the specimen.  Successful mounting leaves the electron-transparent edge of the 
specimen free-standing in the open, slot-region of the grid.  The epoxy is then cured at 
150 °C for one hour to ensure complete adhesion.  An optical and electron image series 
of the finished wedge specimen can be seen in Figure 2-1. 
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Figure 2-1.  Mechanically-polished silicon wedge specimen.  (A) Optical micrograph 
of silicon wedge specimen mounted on a 3-mm slot grid for study using TEM/UEM.  The 
optical transparency of the cantilevered edge of the specimen indicates its thickness.  (B) 
Higher magnification optical micrograph showing the optical interference fringes on the 
thin edge of the specimen.  (C)  Bright-field TEM micrograph of specimen edge from the 
center of (B).  Comparison with the bright-vacuum regions around the specimen shows 
the electron transparency of the specimen. 
 
2.1.2 | Mechanical Exfoliation 
Mechanical exfoliation, known familiarly as the Scotch tape method, is the 
standard method of thinning from a bulk layered-material.  The serendipitous use of this 
method led to the isolation of graphene,
81-82
 which sparked the current, titanic push to 
study the optical, electronic, and mechanical properties of two-dimensional materials.  It 
should be noted that mechanical exfoliation is the preferred top-down method; bottom-up 
methods such as chemical vapor deposition and other atomic deposition techniques are 
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also used to create pristine mono- and several-layer specimens with high surface area.  As 
none of the bottom-up methods were used in the 2D material project described here, they 
will not be discussed further.  In this section I will briefly describe the mechanical 
exfoliation technique and its applications, but will save the specific details of the TaS2 
preparation method until Chapter 6. 
 
Figure 2-2.  Crystal Structure of TaS2.  The hexagonal symmetry can be seen when the 
basal plane is shown as in the left-hand image.  Covalent bonds connect tantalum (blue) 
and sulfur (gold) atoms.  When the layers are viewed side-on, as on the right, the large 
inter-layer distance can be seen, as well as the lack of covalent bonding. 
 
Two-dimensional materials are so-called due to the strong anisotropy of bonding 
along certain crystallographic axes.  In most cases, the inter-layer bonding is covalent in 
character, and thus quite strong.  The intra-layer bonding, however, is van der Waals-
  27 
type bonding, which is significantly weaker, as can be observed in the interatomic 
spacing along various crystallographic axes (Figure 2-2).  The bonding anisotropy makes 
thinning to a single-layer from a bulk specimen feasible; successive breaking of the van 
der Waals-type bonds reduces the thickness while leaving the covalent bonds in the basal 
plane intact.  Mechanical exfoliation is the thinning process, in which an adhesive 
material is attached to the bulk specimen then removed vigorously, taking with it many-
layer pieces of the bulk specimen.  Repetition of this process can result in many- to 
single-layer specimens which can then be mounted for analysis with the desired 
technique.  Often, as a specimen is thinned to several-layer thickness, the surface energy 
becomes too great to maintain a smooth, flat morphology and rippling, corrugation, and 
folding can occur.
83-84
 
2.1.3 | Magnetron Sputtering 
Thin-film deposition by magnetron sputtering is a widely-used bottom-up 
technique for the creation of nanometer- to micrometer-thick metal and semiconductor 
films.
85
  The basic physical vapor deposition process involves the ionization of a gas, 
usually argon, to form a plasma which is then directed toward a target.  The high-energy 
plasma knocks atoms from the target which are then deposited onto nearby surfaces 
including the desired substrate.  This process, when carefully performed, creates uniform, 
high-purity, pristine films of controllable thickness.  During my graduate studies I made 
considerable use of the AJA ATC 2000 UHV Thin Film Deposition system in the 
Minnesota Nano Center in the creation of thin metal films for in situ thermometry 
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experiments.  In order to develop the proper specimens, several substrates and materials 
were tested.  The final specimen preparation conditions are detailed in Section 3.2. 
My initial deposition tests were done using a pure silver target with an eye 
towards eventually investigating, on the ultrafast timescale, the interesting electron-
phonon coupling processes crucial to thermal transport and optical coupling in that 
material.
86-88
  I chose two TEM substrates for deposition: lacey-carbon films (Ted Pella, 
Inc.) and silicon nitride (Si3N4) windows (TEMwindows.com).  Lacey-carbon films are a 
ubiquitous substrate to act as support for nanoparticles and other dropcast specimens, and 
can be purchased in bulk allowing for thorough testing and duplication.  Although they 
are not rated for high thermal loads, their thermal tolerance in this usage was yet to be 
measured.  The silicon nitride supports consist of a thin (50 nm) silicon nitride film 
deposited onto a thin silicon support which is then back-etched to form free-standing 
areas of silicon nitride.  These supports require significant effort and specialized 
equipment to produce and, as such, come at an increased cost.  They are also prone to 
rupture, but can withstand temperatures up to 900 °C and allow for large, continuous 
films to be deposited.  Specimens were prepared using a 99.99% pure, 0.125 in. thickness 
Ag target (Kurt J. Lesker Company).  In order to ensure pristine films a base pressure of 
2.5 ∙ 10-6 Torr was achieved prior to deposition.  Deposition was done at 250 W, 5 mTorr 
deposition pressure, 20 standard cubic centimeters per minute (sccm) of Argon flow, and 
a 240-s pre-sputter.  Once prepared, the silver specimens were placed in a TEM and 
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heated in situ to test both the substrate response to thermal cycling and the material 
adhesion to each substrate.  The results of these tests are shown in Figure 2-3. 
 
 
Figure 2-3.  Results of thermal cycling tests of magnetron-sputtered silver thin films.  
(A) Bright-field TEM micrograph of 25-nm silver film deposited on a lacey-carbon 
support grid prior to heating.  (B)  Bright-field TEM micrograph of silver thin-film from 
(A) at 140 °C following thermal cycling to 293 °C.  (C)  Bright-field TEM micrograph of 
25-nm silver film deposited on a silicon nitride support film prior to heating.  (D) Bright-
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field TEM micrograph of silver thin-film from (C) at 20 °C following thermal cycling to 
300 °C. 
 
The silver films sputtered onto both substrates appeared to adhere well when 
imaged at room-temperature, with a heterogeneous grain-size distribution from tens to 
hundreds of nanometers.  When heated, however, the films quickly delaminated from the 
Lacey-carbon and agglomerated into lower-surface-energy spherules [Figure 2-3(B)].  
This behavior was similarly observed on the silicon nitride support films, though instead 
of forming spherules, the films formed heterogeneous islands with grain sizes from 100 
to 500 nm in diameter.  Although not thoroughly tested due to dissimilarity to the original 
project aims, the process may have been due to the low (113 to 178 °C) recrystallization 
temperature of pure silver.
89
  The irreversible changes observed in these films, even when 
heating to temperatures (300 °C ) far below the bulk melting point of silver (961 °C), 
made them unsuitable for in situ thermometry. 
Following the conclusions from the silver results, aluminum films were deposited 
on the same substrates to test its suitability for our experimental aims.  Specimens were 
prepared using a 99.99% pure, 0.125 in. thickness Al target (Kurt J. Lesker Company).  
In order to ensure pristine films a base pressure of 2.5 ∙ 10-6 Torr was achieved prior to 
deposition.  Deposition was done at 250 W, 5 mTorr deposition pressure, 20 sccm of 
Argon flow, and a 240-s pre-sputter.  The thermal cycling results as well as the grain 
structure of the aluminum thin films can be seen in Figure 2-4. 
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Figure 2-4.  Response to thermal cycling and grain structure of magnetron-
sputtered aluminum thin films.  (A) Bright-field TEM micrograph of as-deposited 25 
nm aluminum thin film on lacey-carbon support prior to heating.  (B) Bright-field TEM 
micrograph of aluminum thin-film from (A) at 20 °C following thermal cycling to 400 
°C.  (C)  Bright-field TEM micrograph of 25-nm aluminum film deposited on a silicon 
nitride support film.  (D) Selected-area diffraction pattern from the region shown in (C) 
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showing the random orientation and small-grain properties of the as-deposited aluminum 
films. 
 
The aluminum thin films were notably more adhesive and resistant to heating than 
the silver films.  Comparison of Figure 2-4(A) and 2-4(B) show no change outside of the 
out-of-focus nature of 2-4(B) due to specimen drift during the in situ heating and cooling 
processes.  The heterogeneous nature of the lacey-carbon support films, however, made it 
such that the large amount of specimen drift made quantitative diffraction analysis 
difficult, as the total volume within the selected-area would fluctuate significantly.  This 
problem was alleviated by using silicon nitride; the films deposited on the silicon nitride 
substrates were uniformly-thick, small-grain, and randomly oriented [Figure 2-4(D)].  
This enabled accurate quantitative analysis of lattice expansion due to in situ heating 
regardless of tilting or specimen drift.  Thus, aluminum on silicon nitride was the 
material/support combination selected for thermometry experimentation, as described in 
Chapter 3. 
These three specimen preparation methods encompass all specimens that were 
used to investigate the phenomena described in Chapters 3 through 7.  Next, I will 
describe the UEM system which I played a pivotal role in designing, installing, 
calibrating, and maintaining over the course of my research.  I will begin with the laser 
system, as it does not contain elements unfamiliar to the ultrafast community at large, 
before explaining the unique aspects of the FEI Tecnai Femto microscope. 
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2.2 | Ultrafast Electron Microscopy – Laser System 
2.2.1 | Femtosecond Pump-Probe System 
Broadly, the laser system that is coupled to the ultrafast electron microscope 
consists of two pump-probe optical setups: one femtosecond system with physical delay 
and one picosecond system with electronic delay.  The femtosecond system is powered 
by a diode-pumped, ytterbium-doped potassium gadolinium tungstate (Yb:KGW), solid 
state laser (PHAROS, Light Conversion).  The maximum power of the laser is 4 W 
(upgraded to 6 W after the experiments reported here were completed), with operation 
from single-pulse to 1.1 MHz frequencies available.  The frequency at which the laser is 
operated is determined by the thermal and mechanical response of the specimen; for the 
stroboscopic imaging process to work, the sample must return to the same state between 
pulses over the thousands to millions of pulses required to form an image with the 
photoelectrically-generated electron pulses.  Regardless of the repetition rate, the 
maximum output pulse energy of the PHAROS is 200 μJ and is centered at a wavelength 
of 1,030 nm.  The pulse duration directly from the laser is 700 fs, as measured via a 
custom-built autocorrelation setup. 
Directly adjacent to the laser output is a multiharmonics module (HIRO, Light 
Conversion), which is used to select and modify the available wavelengths.  Through 
careful choice of the non-linear optic conformation, the HIRO module is capable of 
several output configurations that contain combinations of the fundamental (1,030 nm), 
second harmonic (515 nm), and third harmonic (343.3 nm).  This allows specimen 
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excitation over a broad photon energy range, enabling the study of myriad metallic, 
semiconductor, and insulating materials using a single laser system.  In the event that 
only one of the three possible wavelengths is required, the HIRO can be configured for 
high-efficiency output of that wavelength, allowing for high-pulse-energy experiments 
such as plasma lensing to be performed. 
Following the HIRO module, the next major portion of the system is the external 
harmonics-generation module that takes a portion (10 to 50 %) of the 515-nm green light 
from the HIRO module and frequency doubles it to 257.5 nm.  Ultraviolet light at this 
wavelength (photon energy: 4.83 eV) is required for efficient photoelectron generation at 
the TEM cathode.  The thermionic work function of (100) LaB6, the cathode surface used 
in the Tecnai Femto UEM system, is approximately 2.86 eV at 300 K,
90
 though this has 
been shown to fluctuate 0.1 to 0.3 eV based on the surface state.
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  Previous experience 
with UEM photoelectron generation suggests that use of a photon energy well above the 
work function of LaB6 increases the quantum efficiency of the photogeneration process.  
Generation of these high-energy photons is achieved by focusing the 515-nm light into a 
beta barium borate (β-BaB2O4; BBO) crystal (5 mm by 5 mm by 0.4 mm, Eksma Optics).  
Beta barium borate is a negative uniaxial crystal, which allows for harmonic generation 
under the proper phase-matching conditions.
92
  The second harmonic generation process 
is not perfectly efficient, however, and for our system is around 35% efficient, absent any 
crystal damage.  As the remaining 515-nm light and the 256.5-nm light emerge 
collinearly from the BBO crystal, though only the 256.5-nm light is needed for 
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photoelectron generation, the UV light is picked off with a dichroic mirror and the 
remaining 515-nm light is safely blocked.  In the femtosecond line, the pump-probe delay 
is achieved through physical path-length changes to the pump line.  To precisely control 
the path-length, a retroreflector is mounted on a one-meter PRO165LM-1000 linear 
motor stage (Aerotech).  This delay stage has an accuracy of ± 2.5 μm, which 
corresponds to an 8.3-fs delay accuracy.  The two-meter achievable path length range 
with this stage allows for a total ultrafast delay range of 6.7 ns. 
The remaining optics on both the pump (1,030 nm, 515 nm, or 343.5 nm) and 
probe (257.5 nm) lines are used to direct the beams to the upper laser table and into the 
lenses which focus them onto the specimen and LaB6 cathode, respectively.  Using the 
final lens on the pump line, the beam width at the specimen location was ex situ 
measured to be 110 μm and is Gaussian in shape.  This value was used to calculate the 
pump laser fluence for all UEM experiments.  The probe-line lens used to focus the UV 
pulses onto the LaB6 filament is not fixed, but moved regularly to change the resultant 
spot-size of the beam on the filament.  Changes to the spot size are made in order to 
increase or decrease the photoelectron beam intensity based on the filament-size, 
potential damaged regions, and the desired number of electrons per packet.  The spot size 
on the filament is usually kept between 50 and 100 μm to avoid damaging the filament 
while ensuring a high photoelectron current. 
2.2.2 | Picosecond Pump-Probe System 
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In order to stroboscopically probe processes beyond the 6.7-ns window enabled 
by the physical delay stage, we have also incorporated an electronically-triggered, two-
laser pump-probe setup into laboratory setup.  In this configuration, the PHAROS laser is 
still used as the pump to excite the specimen, but the probe pulse is provided by a Q-
switched, neodymium-doped yttrium aluminum garnet (Nd:Y3Al5O12; Nd:YAG) laser 
(Wedge HF, Light Solutions).  This laser has a 180 μJ maximum output pulse energy and 
can be operated at frequencies between single-shot and 100 kHz.  The output wavelength 
is centered at 1,064 nm with an output pulse duration of 700 ps.  Immediately following 
output from the laser head, the pulses are frequency-doubled twice to 266 nm using 
optics configurations similar to that used in the pump line to convert the 515 nm-light to 
257.5-nm UV light.  Here, we use a lithium triborate (LiB3O5; LBO) crystal (3 mm by 3 
mm by 10 mm, Eksma Optics) to generate the 532-nm intermediate photons and a BBO 
crystal (7 mm by 7 mm by 6 mm, Eksma Optics) to create the 266-nm UV light needed 
for photoelectron generation. 
As generating tens to hundreds of nanoseconds of pump-probe delay would 
require path-length changes that exceed laboratory scale, we use a digital delay generator 
(DG353, Stanford Research Systems) to precisely control the Δt between the pump and 
probe pulses.  The need to delay the probe pulse to negative and positive values Δt (i.e., 
before and after time-zero), as well as the limited communication speeds achievable 
using electrical signals mandates the dissociation of the pump-probe event from the 
triggering cycle; in other words, the probe pulse is offset to a Δt with respect to the 
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following pump pulse, not the pulse from which it was triggered.  The triggering process 
starts with the PHAROS, which is configured to send out an electrical signal when it fires 
a pump laser pulse.  This signal is received by the delay generator, which is programmed 
to wait a predetermined amount of time, depending on the operating repetition rate, 
before it sends a signal to the Wedge laser to fire a probe pulse.  By carefully choosing 
the delay generator wait-time, the probe pulse can be set to arrive just after, or before, the 
next pump pulse. 
After the first cycle, this process is indistinguishable from the single-cycle process 
(e.g., the process used in the femtosecond, physical-delay setup) assuming the sample 
relaxes fully between pump pulses.  As each stroboscopic image is made up of thousands 
to millions of cycles, the effects of the early cycles are overwhelmed by the steady-state 
that is reached under pulsed illumination.  In order to establish the exact amount of delay 
needed between the PHAROS firing and Wedge firing, a portion of each laser line is 
picked off and sent to silicon photodetectors (Thorlabs, Inc.).  The delay generator wait 
time that corresponds to time-zero is then found, from which the desired Δt values can be 
precisely measured and set. 
2.3 | Ultrafast Electron Microscopy – Transmission Electron 
Microscope 
The transmission electron microscope on which all UEM experimentation was 
performed was an FEI Tecnai Femto UEM (Fisher Scientific).  The microscope can 
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operate up to 200 keV accelerating voltage in both thermionic and photoelectron modes.  
The microscope has a TWIN objective lens system capable of 1.4 Å resolution in 
thermionic mode and 6 Å resolution in photoelectron mode when optimized for image 
quality with a 15-μm-flat LaB6 cathode.   
The primary modifications that enable ultrafast experimentation on this TEM are 
the two optical access ports that have been added to the gun region and objective region 
for the probe and pump lines, respectively (Figure 2-5).  These modifications were made 
during factory construction, but the testing, troubleshooting, and optimization of the 
microscope has given me in-depth knowledge of the modifications.  The two periscopes 
are so-named because they each contain a two-mirror system to direct the corresponding 
laser beam into the microscope column.  The angle of the exterior mirror on each 
periscope is controlled by two manual micrometers, while the second mirror is piezo-
controlled for finer adjustment.  After the second mirror, each laser line passes through an 
X-ray-opaque but optically-transparent window which allows the maintenance of high-
vacuum conditions in the microscope column.  At this point the gun module and 
objective module differ, with the gun module having a small, fixed mirror in the 
acceleration chamber which directs the probe beam at a 4° angle onto the filament.  In the 
objective module, a special housing was designed that projects from the X-ray window 
into the upper pole-piece of the microscope.  At the end of this housing, a 2.5-mm-
diamater, polished aluminum mirror is press-fit mounted to direct the beam, which travels 
through the center of the housing, then at a 4° angle onto the specimen. 
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Figure 2-5.  Tecnai Femto Ultrafast Electron Microscope.  The green arrow denotes 
the objective-module periscope which allows optical access to the specimen.  The purple 
arrow denotes the gun-module periscope with allows optical access to the filament.  Also 
visible are the hand panels for microscope, the two-tiered laser table for directing the 
laser lines into the microscope, and the PHAROS laser (lower-left, rear) and HIRO 
module (lower-left, front). 
 
2.4 | Ultrafast Electron Microscopy – Imaging Modalities 
2.4.1 | Bright-Field Imaging 
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 Bright-field (BF) imaging is the modality with which the majority of the major 
contributions contained within this dissertation were discovered.  The ability to obtain 
real-space images of the structural dynamics following pulsed laser excitation and to 
spatially correlate those dynamics with imperfections, defects, and boundaries in the 
nanoscale system of study is the great advantage of UEM.  As a nuanced understanding 
of the technique is essential to interpretation of many of the results in the following 
chapters, here I will endeavor to lay out the necessary information briefly but thoroughly. 
 Image formation in a TEM occurs by placing a detector in the image plane of the 
objective lens.  All electrons that are scattered through an angle small enough to be 
focused down the column are thus used in image formation.  The term bright-field refers 
to the use of an aperture in the back focal-plane of the objective lens, which is centered 
on the unscattered, or main, beam.  The objective aperture sizes available on the Tecnai 
Femto are 10, 20, 40, and 100 μm.  When this objective aperture is placed on the main 
beam, all electrons scattered outside of a very small angle determined by the aperture size 
are rejected from the imaging system and do not play a part in image formation.  Thus, 
the contrast in a BF image originates from the number of electrons scattered out of the 
main beam by the portion of the specimen through which those electrons travel. 
I will next note the difference between intensity and contrast, because the terms 
will be used to precisely describe the UEM results in subsequent chapters.  Intensity is 
simply the number of electrons hitting the detector per unit area (usually one pixel).  The 
intensity of an image is a function of the number of electrons incident upon the detector 
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after interacting with the specimen, the conversion efficiency (number of photons 
generated per incident electron), the quantum efficiency of the detector, and the 
acquisition time.  Contrast, on the other hand, is a comparative quality and is defined as 
the difference in intensity between two adjacent regions of an image.
93
  Contrast is 
discussed in terms of strength: strong contrast indicates a large change in intensity 
between regions while weak contrast indicates regions of almost the same intensity.  
Regions with exactly the same intensity, regardless of it how high or low that intensity 
may be, are said to have no contrast.  Both intensity and contrast give useful information 
about the instantaneous state of the specimen, and will be discussed distinctly with 
respect to their role in enabling structural dynamics investigation in each chapter. 
 The contrast mechanisms at work under a BF imaging condition are in the 
category of amplitude contrast.  Due to the spatial scales and beam coherence of the 
UEM experiments presented herein, phase contrast will not be discussed except briefly in 
Chapter 7 in relation to Kossel-Mӧllenstedt fringes used for specimen thickness 
determination.  Amplitude contrast can be further broken down in to mass-thickness 
contrast and diffraction contrast.  Mass-thickness contrast stems from the intuitive 
principle that, when a variation in the number of atoms present in the beam path or the 
greater the chance of scattering from one type of atom over another, contrast will arise.  
This can be observed in Figure 2-6, where the presence of three different material types 
(silicon, germanium, and polymer epoxy), as well as the vacuum region gives rise to 
contrast variations in the image.  As the UEM work presented here involves only one 
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material per specimen, this mechanism will be limited to thickness variations, which 
should not change during stroboscopic experimentation.  The second contrast mechanism, 
diffraction contrast, is the key to understanding the majority of the results presented in 
this dissertation, and as such will be discussed in depth here. 
 
 
Figure 2-6.  Bright-field TEM micrograph of SiGe interface showing amplitude 
contrast.  The BF image was obtained with a 40-μm objective aperture centered on the 
main beam.  The specimen is a cross-sectional, wedge-polished specimen of magnetron-
sputtered germanium on silicon.  The silicon is the lighter portions on either side of the 
interfaces.  The bright band running between the dark germanium films is an epoxy used 
to hold the two pieces of the cross-sectional specimen together.  Vacuum and more epoxy 
can be seen in the upper left-hand corner.  The image acquisition time was 5 seconds. 
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 Diffraction contrast, as the name implies, stems from the diffraction of electrons 
that satisfy the Bragg angle with respect to certain families of planes within a specimen.  
In the simplest case, a perfectly flat specimen at the Bragg angle will appear dark in a BF 
image, while that same specimen far from the Bragg angle, whether tiled or deformed, 
will appear bright as very few electrons have been scattered outside of the objective 
aperture.  The within-image contrast aspect arises due to the fact that no specimen is 
perfectly flat, and, thus, while one region may satisfy the Bragg condition, another 
adjacent may not, leading to contrast.  This effect is most easily shown by acquiring a 
bright field image of a randomly-oriented, polycrystalline film, as in Figure 2-7.  The 
random orientation of the crystallites and the bright-field imaging condition lead to strong 
contrast between crystallites with different excitation errors, giving the image a speckled 
effect. 
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Figure 2-7.  Bright-field micrograph of polycrystalline silver film.  The 25-nm film 
was created via magnetron sputtering onto a 50-nm silicon nitride support film.  The 
image was acquired with a 3-s acquisition time at 4,096 x 4096, pixels. 
 
The ripples and bends of crystalline materials lead to certain diffraction contrast 
features known as bend contours.  Bend contours appear as dark bands in a BF image, 
indicating the current local region in which the specimen is bent or curved such that it 
fulfills the Bragg condition.  When the specimen orientation is changed, these bend 
contours move across the specimen as different regions enter and leave that Bragg 
condition.  The mechanism of bend contours, combined with the topographically-
complex condition of real nanoscale materials, often leads to complex diffraction-contrast 
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patterns that, while giving insight into the nanoscale morphology of the specimen, make 
isolation and interpretation of each contrast feature difficult (see Figure 2-8).  
 
 
Figure 2-8.  Diffraction contrast features in defect-laden, rippled silver film.  The 
specimen was created via ion-milling of a 3-mm disk of 25-μm-thick, 99.99% pure silver 
film (Aldrich).  Many bend contours can be seen running through this perforated, free-
standing film which has corrugated due to the high surface energy of the thin film.  In 
addition, the speckled contrast in the lower center of the image indicates the presence of 
defects, which can complicate image analysis as well as affect the dynamic structural 
response. 
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The sensitivity of diffraction contrast to small perturbations of the lattice makes 
the technique a powerful indicator of nanoscale motion in the presence of morphological 
features such as interfaces, defects, and dislocations that are imperceptible to other 
imaging techniques.  The bend contours present in most free-standing, nanoscale films 
can act as a precise monitor of extremely localized specimen orientation.  Ultimately, the 
use of diffraction contrast as a monitor of atomic displacement, as discovered during my 
research here, enables the imaging of traveling displacement waves (phonons) in many 
materials.   
2.4.2 | Dark-Field Imaging 
 Dark-field (DF) imaging, while not the primary imaging mode used in the 
experiments reported here, played a crucial role in confirming my hypothesis about the 
origin of the never-before-seen coherent contrast waves discussed in Chapter 5.  The 
technique is methodologically similar to bright-field imaging in that it involves the use of 
an objective aperture in the back focal-plane of the objective lens.  DF imaging, however, 
involves placement of the objective aperture on a region of reciprocal space not including 
the main (i.e., unscattered) beam.  The most common placement of the objective aperture 
is around a specific Bragg reflection, meaning only regions oriented such they scatter into 
that reflection appear bright in the resultant image (Figure 2-9). 
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Figure 2-9.  Dark-field TEM micrograph of SiGe interface.  This specimen and FOV 
are the same as in Figure 2-6.  The DF image was obtained with a 40-μm objective 
aperture centered on the 220 Bragg reflection of silicon.  Bend contours and oriented 
grains in the germanium films can be seen as bright regions in the specimen.  Vacuum 
and more epoxy can be seen in as the dark region upper left-hand corner.  The image 
acquisition time was 5 seconds. 
 
 One of the most powerful aspects of DF imaging with UEM is that it enables 
dynamic probing of a spatially-resolvable region of reciprocal-space.  Put another way, a 
change of intensity in a BF image series can be caused by a number of elastic or inelastic 
events, while a change of intensity in a DF image series can be confidently attributed to a 
specific reorientation of the sampled specimen volume with respect to the Bragg 
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condition.  However, dark-field imaging is inherently difficult in stroboscopic mode due 
to the fact that the majority of the electrons (i.e., those in the main beam) are excluded 
from the imaging system.  This effect is exacerbated for specimens that are weakly 
scattering, such as graphene, where the Bragg reflections are orders of magnitude lower 
in intensity than the main beam. 
2.5 | Ultrafast Electron Microscopy – In Situ Alignments 
Before performing a stroboscopic pump-probe UEM experiment, alignment of the 
pump and probe laser pulses onto the specimen and the microscope cathode must first be 
performed.  The instabilities in the airflow, temperature, and humidity in the UEM room, 
though monitored and controlled to the fullest extent, cause slight misalignments of the 
laser system over a time-frame of hours to days.  This effect is exacerbated by the 
presence of a large heat source near the microscope in the form of the user(s).  For these 
reasons, checking and touch-up of the pump and probe alignments in the TEM are 
performed at least at the start of every UEM session, if not more frequently depending on 
the experimental requirements and duration. 
2.5.1 | Pump Alignment and Calibration 
 Alignment of the pump laser line on the two-tiered laser table is a relatively 
simple operation involving standard laser alignment practices.  The primary difficulty 
comes once the laser enters the objective module; once inside periscope there is no way 
to visually confirm proper alignment onto any of the three mirrors that are placed before 
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the specimen.  We developed several methods that involve alignment of the pump laser 
on the desired specimen location without venting the microscope and performing a visual 
alignment.  As a note, all pump-line powers, pulse energies, and fluences listed in this 
work were calculated from power readings taken directly before the laser enters the TEM 
periscope (i.e., the closest possible measurement location to the specimen), unless 
otherwise stated. 
The first alignment procedure is for gross alignment; to determine if the pump 
laser is hitting the 3-mm-diameter TEM grid, or if the beam is clipped or misaligned to 
such a degree that the beam does not make it down to the specimen region.  First, a new, 
200-mesh TEM grid with a Quantifoil amorphous carbon film is placed into the TEM 
holder and inserted into the microscope.  Preliminary TEM alignments are performed to 
achieve a bright thermionic beam, at which point the magnification of the microscope is 
increased until the edge of one of the holes in the amorphous carbon takes up the entire 
field-of-view (FOV).  Next, the pump laser beam at a fluence of 0.1 mJ/cm
2
 is passed 
into the pump periscope and the specimen view is monitored to see if a jump in the 
specimen location is observed upon illumination with the laser.  As the laser illuminates 
the copper of the grid, the specimen drifts somewhat until a thermal steady-state is 
achieved (usually after 10 to 20 minutes). 
If no specimen jump is observed, then a series of increasingly blind realignments 
is undertaken to determine where the laser path is misaligned.  First, the position of the 
final lens in the pump line should be rastered until a jump is observed.  If no jump is 
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observed over the entire range of the lens, then the lens should be returned to its original 
position and the first periscope mirror should be rastered in the same fashion.  If no 
movement is seen, then the piezo-actuated mirror inside the periscope should be rastered.  
As a final resort, the TEM column should be vented, the back-panel of the objective 
module removed, and a white, 3-mm disk of paper should be placed into the TEM holder.  
When this paper specimen is placed in the TEM, it can be visually observed by peering 
down the periscope and adjusting the three mirrors until a suitable path is established.  
Then, the laser can be sent down the periscope and observed through the objective port 
on the paper specimen, giving a rough alignment.  Once this rough alignment has been 
achieved, an unused amorphous carbon TEM grid is inserted into the TEM and 
illuminated with the pump laser.  This illumination causes an irreversible burning of an 
amorphous carbon-coated TEM grid at low magnification (LM Mode).  The amorphous 
carbon film, when illuminated with a high-enough laser power, undergoes an irreversible 
contrast change [Figures 2-10(B-C)].  By comparing the position of the stage when 
illuminated and the location of the contrast change on the grid, the laser can be aligned 
into the FOV for fine alignment. 
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Figure 2-10.  Pump alignment series.  (A) Amorphous carbon support film on 200 mesh 
copper TEM grid prior to pump pulse illumination.  (B) Support film from (A) following 
pump pulse illumination (0.05 mJ/cm
2
, 1 MHz).  The change in contrast between (A) and 
(B) is emphasized by creating a difference image (C) of the pre- and post-illumination 
images.  As the pump pulse is Gaussian in shape, the center of the pulse on the sample 
can be determined by the location of the center of the contrast change.  Scale bars all 
denote 50 μm.  The images were acquired with a 5-s acquisition time. 
 
Following the rough alignment onto the TEM grid, the laser must be fine-tuned 
such that the 130-μm-FWHM beam spot is located precisely where desired on the 
specimen (usually directly over the camera FOV).  This is done by finding a mesoscale 
feature on the amorphous carbon grid (dust, contamination, broken carbon film, etc.) that 
will be easily discernable at both low magnification (< 50x) and medium magnification 
(> 2000x).  At a medium magnification, the object is placed in the center of the detector.  
The magnification is reduced to the minimum value (in the case of the FEI Femto this is 
21x magnification in LM mode) and the position of mesoscale feature on the live view of 
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the detector is marked using a draw tool.  This step is crucial for fine pump beam 
alignment as the optic axis of the microscope can change slightly when moving between 
magnification modes.  As the majority of UEM experiments will be done at higher 
magnifications, the pump beam must be aligned to the optic axis for the desired 
experimental magnification. 
The size of the contrast change on the illuminated carbon film is related to the 
laser power and the spot-size.  At higher powers (e.g., 1 mJ/cm
2
) the contrast change can 
easily extend over several grid-squares, thus, it is often useful to decrease the power until 
only the smallest possible contrast change is observed.  In this manner, the center of the 
laser spot can be aligned to within 5 to 10 μm.  .  Finally, the alignment of the pump 
beam over the entire delay stage must be checked to ensure that any observed dynamic 
response is due to the temporal delay and not a movement of the pump laser on the 
specimen as the retroreflector is moved.  This is done by checking the location of contrast 
change on the specimen as the delay stage is scanned over its entire range.  As this will 
lead to a path-length difference of 2 meters, there is also a slight change in the diameter 
of the beam as it diverges slightly over the path length.  This spreading is minor, and 
compared to the FOV of 7 μm or less, does not affect the specimen excitation profile. 
2.5.2 | Probe Alignment and Calibration 
Alignment of the probe beam, either picosecond or femtosecond depending on the 
desired experimental modality, is required with a frequency that can fluctuate from once 
a week to every 30 minutes depending on several factors.  The tip condition, tip size, 
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room temperature stability, laser stability, and probe-line choice (picosecond or 
femtosecond) all can affect the stability of the laser on the tip and, thus, the need to align 
or re-align the probe beam.  The first step of this alignment process, which is usually 
done as the last step prior to the specimen-specific alignments of the chosen experiment, 
is performed with no specimen in the holder, as a specimen of any kind can only block 
the photoelectron beam and make obtaining a beam in the first place difficult. 
 Once the empty specimen holder is inserted into the microscope, the thermionic 
electron beam is converged.  The LaB6 filament is then cooled by decreasing the applied 
current until the undersaturated thermionic beam is barely visible on the detector.  The 
undersaturated beam will vary in shape, size, and internal-features from the fully-
saturated beam.  In addition, the beam-intensity-determining alignments such as gun tilt 
and gun shift should be performed again at this step to ensure that the collection 
efficiency of electrons from the cathode is as high as possible.  At this point the probe 
laser is directed into the gun periscope and, if properly aligned, the electron-beam 
intensity (now a combination of undersaturated thermionic and photoelectron 
mechanisms), should increase. 
 Often, temperature changes in the laboratory causes the probe laser to be 
misaligned such that it completely misses the cathode, which has a diameter of 15 to 350 
μm.  This misalignment is not easily-solved, as unless the laser illuminates the filament 
there are no other indicators of where the beam is with respect to the filament.  The 
easiest and first alignment method is to raster the lens just prior to the gun periscope 
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entrance.  The majority of the time, the beam has shifted off of the filament but a position 
change of 200 μm or so will bring the beam back onto the filament.  Once the beam is on 
the filament, it can be finely-tuned until the photoelectron intensity is maximized and tip 
topography is avoided (Figure 2-11).  In cases of initial alignment or gross misalignment 
of probe beam, the gun region of the TEM can be vented and opened and the probe laser 
can be aligned to a fitted poly(methyl methacrylate) target inserted into the acceleration 
chamber.  To complete the transition to photoelectron mode from standard, thermionic 
operation the current sent to the filament should be reduced further to ensure that there is 
no thermionic element to the electron beam-current.  If some portion of the beam is 
thermionic, the stroboscopic signal will be convoluted with the steady-state signal which 
can induce artifacts, errors, and most-likely a lower signal-to-noise ratio (SNR). 
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Figure 2-11.  Probe alignment series.  Montage showing probe laser alignment on 50 
μm LaB6.  The electron source was imaged by bringing the electron beam to crossover 
while operating at a filament electrical bias below the saturation point.  The montage was 
created by scanning the probe laser position using the focusing lens directly prior to the 
gun periscope.  The images were acquired at 1700x magnification and a 2-s acquisition 
time. 
 
2.6 | Ultrafast Electron Microscopy – Customization 
 Since installation in October 2014, we have further modified the Tecnai Femto 
microscope to improve and optimize a number of experimental parameters.  These 
modifications, installed following consultation with the engineers at FEI, will hopefully 
aid in development of the next-generation of UEM instruments for both commercial and 
research use.  The modifications fall into two categories: electron emission and stability, 
and collection efficiency. 
 As mentioned above, stability of the filament and the positioning of the laser on 
the filament is a crucial requisite to a successful, artifact-free UEM experiment.  Early on 
in UEM experimentation, we quickly realized that standard LaB6 cathodes used in 
thermionic TEMs were not well-suited to the rigors of sustained pulsed-laser 
illumination.  Variations in brightness, tilting of the filament, and beam-quality issues 
with these filaments led to poor results and difficult experimental conditions in which 
imaging artifacts abounded.  Under the suggestion of FEI engineers, a new cathode-type 
  56 
was tested: truncated LaB6 encased in a graphite coating (Figure 2-12).  The graphite-
coated cathodes (Applied Physics Technologies) were hypothesized to increase the 
thermal dissipation abilities of the cathode under laser illumination as well as reduce 
shank-emission (undesirable electron emission from the slanted portions of the cathode).  
The new cathode-type performed as expected, which led to stable photoelectron beams 
which allowed 12-hour experiments with no beam-drift artifacts.  In addition, the large 
LaB6 flat (50 μm to 350 μm) gave a large enough area that the entire probe laser spot 
could be focused onto it, ensuring no wasted photons in the photogeneration process.  As 
the flat-size was increased, however, the coherence of the resultant beam was greatly 
reduced.  Thus, a balance of tip size and photoelectron current was found, which must be 
adapted to the specific imaging requirements of the experiment. 
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Figure 2-12.  Optical micrograph of carbon-coated LaB6 cathode.  This filament has a 
LaB6 diameter of 300 μm (pink region).  The carbon-coating was kept at a constant 
thickness of 80 μm (black region surrounding LaB6) for all custom cathodes regardless of 
LaB6 diameter. 
 
 Further modification came in the form of custom-made Wehnelt and condenser 
apertures.  The 1.5-mm-diameter Wehnelt aperture was provided by FEI Company in 
order to test its effect on the collection efficiency of the system in stroboscopic mode.  
For comparison, traditional Wehnelt apertures are 0.7-mm in diameter.  The use of the 
Wehnelt aperture led to roughly an order of magnitude increase of photoelectron current 
at the detector, though at the cost of beam coherence and, although unmeasured in this 
microscope, an increased energy spread in the photoelectron packets.  Similarly, the 1.25-
mm-diameter condenser aperture increased the photoelectron collection efficiency by a 
factor of 8 when compared with the next-largest condenser aperture (200 μm in 
diameter).  As with the larger Wehnelt aperture, the use of off-axis electrons to form an 
image led to an overall decrease in coherence.  It also, unsurprisingly, led to a very large 
convergence-angle under a convergent-beam condition. 
2.7 | Ultrafast Electron Microscopy – Time-Zero Determination 
 As discussed previously, time-zero is a concept that is absolutely essential to 
every UEM experiment.  There is no strict definition of the term, but it is usually meant 
broadly to mean the start of the dynamic response.  This definition can be further broken 
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down into experimental time-zero and true time-zero.  Experimental time-zero is usually 
defined as the earliest onset of a measurable dynamic response for that experiment.  This 
value can be the same as true time zero but cannot occur earlier than it.  This definition is 
useful if it is difficult or impossible to measure true time-zero due to the lack of a 
spectrometer or inability to perform a lensing experiment.  True time-zero, which is 
considered the ideal point of reference, is the overlap in space and time of the pump laser 
pulse and probe electron packet at the specimen.  Any potential measurable response 
would occur after this point, making it crucial to the assignment of dynamic behavior 
(electronic, phononic, etc.) to the experimentally-determined specimen response. 
Time zero has traditionally been measured in UEM by using the PINEM (Photo-
induced Near-field Electron Microscopy) effect in order to monitor momentum transfer 
between incoming photons and electrons in the specimen near-field.
94
  In the absence of a 
spectrometer, we employ a method of time-zero determination known as plasma lensing, 
in which a high-energy laser pulse generates an electron plasma on the surface of a metal 
TEM grid, which in turn causes a measurable deflection of the passing electron packet.
95-
96
  To determine time-zero in our system we illuminated a 1000-mesh copper TEM grid 
with 515-nm laser pulses at 40 kHz, with an incident fluence of 3.6 mJ/cm
2
.  Deflection 
of the probe electron pulses by the transient, photoexcited plasma was monitored via the 
width of the sample grid bars. In order to extract the subtle lensing effect, we fit a 
linescan across each edge of a grid bar to a sigmoidal function: 
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𝐼 = 𝐴2 +
(𝐴1 − 𝐴2)
1 + exp⁡(
𝑥 − 𝑥0
𝑤 )
 
 
(2-1) 
where I is the pixel intensity, A1 is pixel intensity of the grid bar, A2 is the pixel intensity 
in the vacuum, x0 is effectively the edge of the grid bar, and w is the width of the 
sigmoidal rise.  Figure 2-13 shows the fitting procedure for each side of the grid bar; by 
fitting each side of the grid bar separately, the effects of any specimen or electron-beam 
drift are removed.  By taking the difference of the x0 values from each side, the grid-bar 
width can be measured with sub-pixel precision.  This process is then repeated over a 
range of pump-probe delay points.  As the generation of an electron plasma on the 
surface of the metal grid occurs within tens of femtoseconds, the rise time of the electron-
beam deflection can be used to calculate the instrument response function (IRF). 
 
 
Figure 2-13.  Tracking of plasma lensing effect for time-zero determination.  The 
pixel intensity at each position is the average value of six pixels taken perpendicular to 
the position axis.  (insets) Photoelectron lensing image with blue bars showing the 
regions from which curves to be fit were taken. 
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Figure 2-14 shows the electron-beam deflection as a function of delay for two 
orthogonal directions on the copper grid.  In this image, the abscissa has been normalized 
to the delay-stage position corresponding to the measured time-zero to give a clearer 
view of the time frame over which the effect occurs.  The following form of the 
cumulative distribution function was used fucntion was used to fit the temporal rise of the 
width-change. 
𝐷(𝑡) =
𝐴
2
[𝑒𝑟𝑓 (
(𝑡 − 𝑡0)
√2𝜎𝑡
) + 1] − 𝐶 
 
(2-2) 
Where D(t) is the time-dependent deflection measured in pixels, A is the amplitude of the 
deflection, t0 is the time-zero position, σt is the standard deviation of a Gaussian peak 
function, C is the baseline deflection (value of zero as shown in Figure 2-14), and erf is 
the error function.  The two measured beam deflections do not occur simultaneously, 
with the horizontal defection occurring 900-fs before the vertical.  Time-zero was defined 
as the average of the two-centers, and the measured instrument-resoponse time is 1900 ± 
200 fs.  The instrument response depends strongly on the number of electrons in each 
pulse.  In order to achieve a reasonable SNR at the required repetition rate, often 10
2
 to 
10
3
 electrons per pulse are used.  The electrons per pulse for the experiments in each 
chapter will be reported when available. 
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Figure 2-14.  Time-zero measurement using plasma-induced electron-beam 
deflection.  Stroboscopic images were obtained in randomized time-order in steps of 500 
fs.  Three separate but identical experiments were performed, from which errors bars 
representing one standard deviation were generated for each time-point.  Each image was 
acquired over 12 seconds at a binning value of 4 (512 x 512 pixels).  The horizontal and 
vertical analyses were performed in exactly the same manner, with one image set rotated 
90° with respect to the other.  (inset) Representative photoelectron image from which 
measurements were taken.  Red and green dotted lines represent image portions which 
were used for analysis. 
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2.8 | Ultrafast Electron Microscopy – Automation and Data 
Acquisition 
 The raw output of a UEM experiment is an image series with (at least) one image 
per delay value.  As such, a properly-designed UEM experiment will have only one 
independent variable: the delay value.  Control of the delay value is done electronically in 
both time-regimes; through the electronically-controlled motorized delay stage or through 
the digital delay generator.  This makes both experimental setups suitable for automation 
which decreases experiment duration, removes user input error, and allows for remote 
control of the system.  I will describe the automation logic with respect to setting the 
pump-probe delay first for the femtosecond system, then the picosecond system.  Finally, 
I will describe the image acquisition logic, which is identical for both modalities. 
 The basic logic cycle for automated acquisition of a femtosecond image series is: 
(1) Read delay value from text file or array; (2) Move command and position check of 
delay stage; (3) Send delay information to TEM computer; (4) Send acquire command to 
detector; (5) Save image with metadata from delay generator control computer; (6) Send 
command to read next delay value from file or array.  The automation program was 
written using LabVIEW software (National Instruments) which interfaces with the 
instruments via USB or Ethernet connections.  The delay values that are to be read are 
either pre-generated as a text file or created using a subprogram that allows the user to 
generate the values which are then stored and read from an array.  The values in this array 
can easily be randomized or repeated to act as experimental controls.  In addition, the 
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delay step-size can be varied within a scan to meet the experimental needs.  When a delay 
value is chosen from the array, that value is converted into a position value on the 
motorized delay stage.  This process can only be completed after time-zero has been 
determined and that position recorded on the delay-stage. 
The motorized delay stage is controlled via a Motion Controller (Aerotech Inc.), 
which carries out commands from the LabVIEW software as well as reports the position, 
jitter, and status of the delay stage.  Once the delay stage has moved to the required 
position/delay value, the software waits for the positional-feedback from the stage to be 
within a certain tolerance before sending information to the TEM computer.  The 
computer that controls the TEM also acts as a platform through which commands can be 
sent to and from the Orius camera (Gatan).  Just as on the delay-stage control computer, 
LabVIEW software controls instrument communication and logic.  Following positioning 
of the delay stage, a packet is sent to the TEM computer that contains all the information 
to be written into the filename and metadata of the resultant image.  This includes the 
scan number, image number, delay value, base filename, clock-time, and image 
acquisition-time.  These values are all then sent to the Gatan Microscopy Suite software 
(Gatan) which controls the detector.  Once an image is acquired and saved, the TEM 
computer sends a signal back to the delay-stage control computer which then sends a 
move command to the stage for the next delay value, restarting the cycle. 
 The picosecond pump-probe logic is structurally similar to the femtosecond 
system, though the use of electronic delay rather than physical delay introduces some 
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crucial differences.  The primary difference comes in step (2) of the logic chain.  In this 
modality, the delay value is converted into a wait time before being converted into a 
command to be sent to the digital delay generator.  The digital delay generator then sends 
a command to the Nd:YAG laser to fire after the allotted wait time and continue at the 
prescribed repetition rate, setting a new pump-probe delay.  Once the new pump-probe 
delay has been established the logic chain proceeds as described above with the image 
information being sent to the TEM computer for acquisition. 
 The image acquisition portion of the logic chain is performed within the software 
provided by the detector manufacturer, Gatan Inc.  The software (Gatan Microscopy 
Suite) uses a proprietary coding language which was used only to send signals to the 
detector to set the acquisition time, acquire the image, store it in the desired location in 
the desired format, and give it a filename that contains the pertinent delay information for 
post-processing.  In addition, the LabVIEW software running on the TEM computer 
generates a log file that updates after each image acquisition that contains all pertinent 
delay and image information.  This log file is crucial as it allows for easy reordering and 
analysis of image series that can easily be several gigabytes in size and contain upwards 
of 1000 images. 
 This ends the background and methodology portions of this document excepting 
the specifics laid out at the beginning of each chapter and during the experimental and 
analysis sections of Chapters 3 through 7.  In the following five chapters I will discuss 
five related projects I undertook during my time at the University of Minnesota.  All of 
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these projects are described formally in current or forthcoming publications, the details of 
which are listed at the end of each introductory section as well as in Appendix B.  
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CHAPTER 3 – IN SITU THERMOMETRY 
In preparation for probing thermal transport on the ultrafast timescale, part of my 
initial efforts involved developing a robust, direct method of measuring the TEM 
specimen temperature in situ.  The ability to observe real-time dynamics at atomic spatial 
scales has made in situ TEM a powerful tool for elucidating a wide range of phenomena 
of interest to chemists, physicists, and materials scientists.  Indeed, structural 
characterization – the traditional strength of TEM – has been revolutionized by the ability 
to observe the dynamic response of a specimen to heating, cooling, and electrical 
biasing.
98-104
  In addition, characterization techniques common to materials science that 
have traditionally been applied to bulk-specimens, including hardness testing and plastic 
deformation, can now be performed on the nanoscale, thus enabling heretofore 
inaccessible insight into size effects and individual dislocation generation and motion.
105-
111
 
In situ TEM heating experiments have been extensively applied to studies of the 
fundamental atomic-scale mechanisms of this ubiquitous process.
112-117
  Such 
experiments are enabled by in situ specimen heating holders.  For the majority of such 
holders, the specimen is in thermal contact with a resistively-heated crucible or furnace.  
Typically, the temperature is monitored via a thermocouple or thermistor located in 
proximity to the heating element.  An alternative design requires specimen deposition 
directly onto a MEMS based substrate, which is then resistively heated.
118-119
  Such 
designs, however, can lead to questions regarding the actual temperature of the specimen, 
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which can be influenced by subtle holder-to-holder construction variations, the 
experimental electron-beam parameters, and the specimen-to-specimen degree of thermal 
contact.
120-121
  
In order to conduct quantitative in situ TEM studies of thermal effects on 
nanoscale materials and chemical reactions, an accurate and precise measurement method 
must be employed.  One such approach involves calibrating the current applied to a 
resistively heated holder against the well-defined melting point of a known specimen.  
The feasibility of such an approach has been demonstrated using Joule heating of a thin 
wire in contact with a substrate upon which discrete metallic islands are deposited.
115, 122
  
Using a similar approach, carbon nanotubes and metal nanowires have been used as local 
heat sources to investigate interfacial thermal transport and conduction.
116, 123-124
  
Operando TEM studies have also been employed for in situ nanoscale thermal mapping 
via density-dependent variations in plasmon signal.
125-126
  In addition to these in situ 
approaches, ex situ calibration methods are employed, the most common of which is 
optical pyrometry.  In this approach, the TEM-specimen temperature is determined by 
relating measured thermal radiation to the blackbody or graybody emissivity of the 
material.
127
  In principle, such a method offers high accuracy and precision,
128
 though 
uncertainty in the emissivity must be taken into account.
129-132
 
Here, I will describe a method for directly determining the lattice temperature of 
thin-film nanocrystalline TEM specimens in situ, continuously and across a wide 
temperature range.  This technique is applicable to both steady-state heating 
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environments as well as transient states, as is the case during UEM experimentation.  A 
broad application of this method has been used to determine the effect of gas flow on 
specimen temperature in an environmental TEM.
133
  By employing an in situ heating 
holder and exploiting the sensitivity of Bragg diffraction to lattice-plane spacing, 
measured sub-pixel variations in reciprocal lattice-vector magnitude (‖?⃑?‖) are directly 
tied to picometer lattice-parameter changes in real space.  The measured lattice changes 
were then compared to those expected from the coefficient of thermal expansion in order 
to determine the local equilibrium temperature.  Variations in ‖?⃑?‖ were determined with 
sub-pixel precision by using a circular Hough transform method of center searching the 
parallel-beam diffraction patterns.  By comparing the reduction of ‖?⃑?‖ (due to real-space 
expansion of the lattice) to that expected from the coefficient of thermal expansion, a 
comparison of the equilibrium nanoscale lattice temperature to that of the heating-holder 
temperature can be made across the entire experimental range.  For single-crystal 
specimens (i.e., those having grains larger than the selected-area aperture), expected 
reductions in Bragg-spot intensities due to the Debye-Waller effect were overwhelmed by 
thermally-induced uncontrolled specimen tilting and thus modulation of the excitation 
error (i.e., deviation of the center of the relrod from the Ewald sphere).  We illustrated 
this effect with single-crystal Si and emphasize that such complications must be 
considered when conducting in situ heating and laser-excitation TEM experiments.
134
  
Note: The figures and portions of the text in this chapter are adapted with permission 
  69 
from “Direct In Situ Thermometry: Variations in Reciprocal-Lattice Vectors and 
Challenges with the Debye-Waller Effect”, D. R. Cremons and D. J. Flannigan, 2016.135 
3.1 | Experimental 
Aluminum is well-suited for in situ quantification of nanoscale thermal effects 
and comparison to indirect temperature measurements of the heating-holder element 
owing to its relatively large coefficient of thermal expansion (23.1 x 10
-6
 K
-1
 at 25 °C)
136
 
and ease of TEM specimen preparation.
137-140
  Indeed, the relatively large thermal 
expansion and resulting shift in bulk-plasmon peak position to lower energy has been 
exploited for nanoscale thermal mapping in microelectronic devices via spectrum 
imaging in scanning TEM.
126, 141
  Here, via DC magnetron sputtering, we deposited 
polycrystalline Al films (thickness = 25 nm) directly onto amorphous silicon nitride 
membranes (thickness = 50 nm).  The crystallinity of the samples is illustrated in Figure 
3-1.  The depositions were performed in the Minnesota Nano Center (formerly the 
Minnesota Nanofabrication Center) using an AJA ATC 2000 UHV Thin Film Deposition 
system at a rate of 100 Å/min.  Prior to deposition, a base pressure of 2.5 ∙ 10-6 Torr was 
established in the chamber.  All runs were done at 250 W and 5 mTorr chamber pressure 
with a 20 sccm flow of ultra-high purity Ar.  The substrate surface was cleaned with a 
four-minute pre-sputter, and the temperature was held at 20 °C during deposition. 
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Figure 3-1.  Polycrystalline aluminum specimen and in situ heating overview.  (a) 
Bright-field image of as-deposited Al on SiN at 20 °C.  (b) Parallel-beam diffraction 
pattern of the as-deposited Al film acquired at a camera length of 1.5 m.  The 111, 200, 
and 220 rings are entirely contained within the field of view and are indicative of a 
randomly oriented, small-grain polycrystalline film.  (c through e)  Difference 
diffractograms generated by subtracting a pattern obtained at T = 20 ºC from those 
obtained at T = (c) 101 ºC, (d) 205 ºC, and (e) 340 ºC.  The increasing contrast strength 
observed with increasing temperature from (c) to (e) is indicative of diffraction-ring 
  71 
contraction and, thus, real-space lattice expansion.  All temperatures refer to heating 
holder thermocouple values. 
 
In order to establish statistical significance, five different aluminum specimens 
were made, each in a separate sputtering run and with equal treatment throughout the 
preparation process (uniform membrane cleaning process, identical sputtering conditions, 
single sputtering target, etc.).  Further, all TEM experiments were performed on a single 
instrument with the same stage and lens settings (e.g., camera length, spot size, 
integration time, aperture position and size, and xy-location on the specimens).  The 
diffraction patterns were taken on the FEI Tecnai G2 F30, 300 keV transmission electron 
microscope in the Characterization Facility at the University of Minnesota.  All 
diffraction patterns were obtained at a camera length of 1.5 m to maximize the reciprocal-
space resolution in pixels/nm
-1
 while keeping the full 111 and 200 rings on the CCD for 
accurate and precise sub-pixel center searching.  Difference images generated from 
diffraction patterns obtained by subtracting the 20 °C from images acquired at 101, 205, 
and 340 °C illustrating the observable diffraction-ring contraction (i.e., ∆‖?⃑?‖) are shown 
in Figure 3-1.  The silicon specimen used to measure the effect of unintended tilting on 
obfuscation of the Debye-Waller effect was prepared as described in Section 2.1.1 on 
mechanical polishing. 
A Gatan model 652 double-tilt heating holder was used for all in situ thermal 
experiments.  This model of heating holder measures temperature via a type R 
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thermocouple (platinum-13% rhodium vs. platinum).  The model 652 is also equipped 
with a manual beta tilt axis for full crystallographic analysis.  This manual beta tilt 
feature ended up being one of the major hurdles to measuring the Debye-Waller effect 
using a single-crystal specimen, which led to the preparation of polycrystalline aluminum 
specimens as described above.  During experimentation, the holder was kept water-
cooled and the current and voltage applied to the holder were controlled with a Keithley 
2400 Sourcemeter (Tektronix, Inc.).  Selected-area diffraction patterns were obtained at 
the same holder thermocouple values from 20 to 340 °C for each of the five specimens.   
3.2 | Analysis 
In order to quantify the temperature-dependent changes in ‖?⃑?‖ illustrated in 
Figure 3-1, the center of all selected-area electron diffraction (SAED) patterns must be 
determined with sub-pixel precision.  Indeed, depending upon the resolution of the CCD 
chip and the chosen camera length, ∆‖?⃑?‖ can be on the order of 0.1 pixel/10 °C (owing 
to the picometer increases in lattice-plane spacing).  Further, instabilities in the electron 
optics and accelerating voltage of the TEM can affect the position and appearance of the 
projected diffraction pattern on the CCD.  Such effects necessitate accurate and precise 
sub-pixel measurements, coupled with statistical analysis, in order to reach the necessary 
sensitivities.  Finally, enhancing throughput requires that any center-searching method be 
automated such that large datasets can be rapidly and accurately analyzed and each image 
can be quantified without the need for coarse-grained calculations in order to generate the 
necessary population for statistical analysis. 
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To find the most-probable center position of the polycrystalline SAED patterns, 
we employed a circular Hough transform method.
142
  First, pixels making up the 
diffraction rings are set to an intensity value of one via thresholding, while all other 
pixels are assigned a value of zero in order to isolate the feature of interest.  From each of 
the non-zero pixels, Hough circles of increasing radii are drawn.
143-144
 
 
 
Figure 3-2.  Overlay of a thresholded experimental diffraction ring and a Hough-
space image at rHough = rring.  Each non-zero pixel in the thresholded ring (thick, white 
ring) is used as the (x,y) center from which Hough circles of increasing radii are drawn 
(thin, white circles).  When the radii of these Hough circles match the radius of the 
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diffraction ring, a convergence in Hough space occurs, as can be seen by the small, white 
disk in the center of the pattern. 
 
Here, I will briefly define the circular Hough transform method and describe the 
method by which it was used to find the center of each diffraction pattern.  We begin by 
approximating the 2D shape of the diffraction rings as perfect circles. 
(𝑥 − 𝑎)2 + (𝑦 − 𝑏)2 = 𝑟2  (3-1) 
Here, (a,b) are the coordinates of the circle center, r is the radius of the circle, and (x,y) is 
any point on the circle.  In the case of a polycrystalline SAED pattern, (a,b) is the most-
probable diffraction-pattern center and (x,y) are points on the experimentally-acquired 
rings.  As mentioned above, the first step in the Hough-transform procedure is to 
threshold the pattern so only the diffraction rings have a non-zero intensity value (i.e., 
remove contributions by diffuse, incoherent scattering).  Next, all pixels with non-zero 
intensity serve as an (x,y) value in Equation 3-1.  To find the most probable (a,b) value of 
the pattern, a radius for each of the Hough circles centered on (x,y) must also be precisely 
determined.  To determine the most probable radius [i.e., the radius at which precise 
convergence at (a,b) is observed], the 2D image is extended into a third spatial dimension 
(Hough radius, z).  In this way, at each (x,y) value, a Hough circle of radius (z) and 
centered at (x,y) is generated.  Illustrative examples of this process for an experimentally-
acquired diffraction ring are shown in Figures 3-2 and 3-3.  This process is repeated over 
a range of z-values (referred to as r-values in Figure 3-3), the coarseness of which can be 
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varied.  That is, the computational burden of this process can be eased by reducing the 
number of (x,y) diffraction-ring positions at which to calculate a Hough circle.  Once all 
z-values (i.e., Hough-circle radii) have been tested, the Hough-space maximum – that is, 
the radius at which maximum convergence of overlapping circles occurs – is determined 
and ascribed to (a,b), or the most-probable diffraction-ring center, with sub-pixel 
precision. 
For the polycrystalline Al films studied here, a most probable center position was 
found for both the 111 and the 200 diffraction rings in all images (Figure 3-3).  Statistical 
analysis on the as-found center positions of the thresholded rings returns a most-probable 
value for the entire pattern.  Note that this method can be automated, as initial guesses for 
the center position and diffraction-ring radius for initialization of the algorithm can be 
extended to all patterns in a temperature series owing to the relatively small changes from 
one image to the next. 
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Figure 3-3.  Circular Hough transforms of the 111 and 200 diffraction rings from a 
polycrystalline Al film at 20 °C.  (a,b) Thresholded 111 (a) and 200 (b) rings along with 
select steps (subsequent panels) from the Hough transform process.  When rHough < rring, 
the circles in Hough space do not converge, as illustrated by the central dark disk.  At the 
condition where the Hough-space radius matches the diffraction-ring radius (i.e., r = 
rHough), the circles drawn at each pixel of nonzero intensity overlap, and convergence is 
observed.  As with rHough < rring, when rHough > rring, no convergence is observed in Hough 
space, and an accurate center position cannot be determined.  The black crescents in the 
right half of the Hough-transform frames are due to the beam block which covered part of 
the diffraction rings, as seen in the thresholded images in (a) and (b). 
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Following the circular Hough transform center-searching method, the patterns 
were rotationally averaged over 360° with the most-probable (a,b) position serving as the 
origin and extending out to the image edge.  The diffuse inelastic background was then fit 
to the resulting radially-integrated line profiles over a ‖?⃑?‖ range from 3 to 5.5 nm-1 using 
anchor points found via a curvature method.  The anchor points were placed on the curve 
wherever the curvature had a value of κ = 0.02 or lower, as described by Equation 3-2. 
𝜅 =
𝑦"
(1 + 𝑦′2)3/2
 (3-2) 
Here, y denotes a first derivative and y denotes a second derivative.  Once found, the 
anchor points were connected linearly to create the background function.  Once 
determined, the uniquely-described backgrounds were subtracted from each radially-
integrated line profile, and the diffraction peaks (here, the aluminum 111 and 200 peaks) 
were each separately fit with a Gaussian function using the Levenberg-Marquardt 
algorithm.  This method resulted in a precise fit of all background-subtracted diffraction 
peaks with resulting r-squared values of better than 0.98.  An example of this process and 
the resulting peak fits is illustrated in Figure 3-4.  For the purposes of the work reported 
here, the most important parameter in this fitting routine is the peak-center position.  This 
is the parameter used for determining the average value of ‖?⃑?‖ and thus the real-space 
thermally-induced lattice-plane expansion. 
 
  78 
 
Figure 3-4.  Graphical representation of the fitting procedure following Hough 
analysis and rotational averaging of the experimentally-acquired PBED patterns 
from polycrystalline Al at 20 °C.  This process and the subsequent Gaussian fits yielded 
r-squared values of 0.99 for both the 111 and 200 peaks.  These fits are representative of 
the dataset as a whole, with all as-determined R
2
 values exceeding 0.98. 
 
Following the circular Hough transform ‖?⃑?‖ determination, lattice-temperature 
changes were calculated by measuring ∆‖?⃑?‖ with respect to a reference value obtained at 
20 °C (i.e., with the heating element off), and dividing by the linear coefficient of thermal 
expansion.  The change in ‖?⃑?‖ as a function of temperature is given by Equation 3-3. 
𝛥‖𝑔ℎ𝑘𝑙⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑⃑‖(𝑇) =
√(ℎ2 + 𝑘2 + 𝑙2)
𝑎(𝑇0)𝜌(𝑇)(𝑇 − 𝑇0)
− ‖𝑔ℎ𝑘𝑙⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑⃑‖(𝑇0) (3-3) 
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Here, hkl correspond to the Miller indices of the diffraction ring being analyzed, a(T0) is 
the lattice parameter at 20 °C in nm, ρ(T) is the temperature-dependent coefficient of 
thermal expansion for aluminum, and ‖𝑔ℎ𝑘𝑙⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑⃑‖(𝑇0) is the reciprocal-lattice vector 
magnitude at 20 °C.  This analysis can be extended to higher-order diffraction rings, but, 
depending upon detector size, the decreased camera length needed to fully capture the 
high-angle scattering will lower the resolution of the pattern; the inverse relationship 
requires a compromise between resolution and number of complete diffraction rings 
contained in the field of view.  That is, a balance must be struck between sensitivity (i.e., 
maximizing the number of pixels per Δnm-1; large camera length) and data (i.e., capturing 
as many full diffraction rings as possible; small camera length). 
3.3 | Results and Discussion 
As show in Figure 3-5, ‖?⃑?‖ decreased with increasing temperature by an amount 
directly but inversely related to the aluminum lattice d-spacing (i.e., ‖?⃑?‖ = 1 𝑑⁄ ).  Over 
the temperature range studied here, ‖?⃑?‖ was observed to contract (on average) by 0.036 
nm
-1
 for the 111 ring and 0.043 nm
-1
 for the 200 ring.  In real space, this ‖?⃑?‖ contraction 
corresponds to a thermally-induced expansion of the lattice planes by 0.02 Å and a 
corresponding decrease of the Bragg scattering angle by 0.048 mrad for the 111 ring and 
0.055 mrad for the 200 ring for 200 keV electrons (relativistic wavelength, λrel = 2.51 
picometers).  Note that the results shown in Figure 3-5 are from one of the five specimens 
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studied (i.e., it is not an averaged result); the observed behavior was similar for all 
specimens. 
 
 
Figure 3-5.  Experimental lattice expansion measured via SAED.  (a) Intensity vs. 
reciprocal lattice vector magnitude (‖?⃑?‖) of two radially-integrated SAED patterns from 
the same specimen highlighting the peaks arising from the 111 and 200 diffraction rings, 
one obtained at 20 ºC (blue) and the other at 340 ºC (red).  The diffuse thermal 
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background has been subtracted for clarity.  (b) Behavior of ‖?⃑?‖ of the radially-
integrated 111 diffraction ring as a function of temperature from 20 to 340 °C.  The label 
above the peaks indicates the position shifts to smaller ‖?⃑?‖ with increasing temperature.  
The peaks have been normalized to maximum intensity for clarity.  The temperatures 
refer to heating-holder thermocouple values. 
 
In order to determine the actual specimen temperature, ‖?⃑?‖ and ∆‖?⃑?‖ were 
compared to that calculated from the thermal properties of nanocrystalline Al thin films.  
The observed reciprocal lattice vector contraction, quantified by least-squares fitting of 
the rotationally-averaged diffraction peak profiles, was directly related to the expected 
lattice expansion determined via the temperature-dependent coefficient of thermal 
expansion.
145-147
  In this way, the measured picometer lattice expansion was converted 
into a temperature which was directly compared to the heating-holder thermocouple 
value (Figure 3-6).  As can be seen, the measured lattice expansion shows excellent 
agreement with the theoretical curves over the entire experimental temperature range.  
This also indicates that the actual lattice temperature is in excellent agreement with that 
measured by the heating-holder thermocouple.  Note that the 111 and 200 families of 
planes follow the same trend with respect to the theoretical expansion indicating the 
nanocrystalline Al thin films expanded isotropically.  Finally, to demonstrate the validity 
of this thermometry technique in combination with real-space imaging, we tested the 
stability of the projection lens system in terms of reciprocal lattice vector variance when 
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switching back and forth between bright-field and diffraction TEM modes.  When 
measured over ten trials at room temperature, the 111 and 200 mean interplanar spacings 
were 2.3387 ± 1 x 10
-4
 Å and 2.0253 ± 1 x 10
-4
 Å, respectively.  The variances in the 
interplanar spacings correspond to less than a 1 °C temperature variance via the CTE; 
thus we see no foreseeable issue with switching between the two modes during a 
thermometry experiment. 
 
 
Figure 3-6.  Comparison of experimental and theoretical reciprocal lattice vector 
shifts (∆‖?⃑⃑⃑?‖) for the 111 (black) and 200 (red) diffraction rings as a function of 
thermocouple temperature reading.  The shifts are positive because the above-room-
temperature ‖?⃑?‖ values were subtracted from the value at 20 °C; hence, a value of zero 
for ∆‖?⃑?‖ at 20 °C.  The values of ∆‖?⃑?‖ at each temperature for both the 111 and the 200 
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rings are the mean of five separate trials conducted on five different specimens.  The 
error bars represent two standard deviations. 
 
While the measured mean temperatures match both theory and the heating-holder 
values, standard deviations for the 111 and 200 families of planes were 3 and 6 °C at the 
low end of the experimental range and 38 and 45 °C at the high end, respectively.  
Several potential sources for this 10 to 15% variance include ambient temperature 
changes and fluctuations in the current applied to the heating element.  In addition, 
uniform in-plane tensile strain in the Al thin films, which would be indistinguishable 
from thermal lattice expansion, could be introduced during deposition onto the 
amorphous silicon nitride membranes.  Small changes in specimen tilt with respect to the 
electron beam would also move the specimen out of a eucentric condition, thus 
potentially introducing inaccuracy into the camera-length calibrations.  Finally, 
uncontrolled specimen tilting combined with any astigmatism not corrected for during 
initial beam alignment could produce an apparent shift in ‖?⃑?‖ once radially-integrated. 
During normal operation of an in situ heating holder, the transfer of thermal 
energy from the heating element to the specimen introduces significant drift in the xy-
plane.  In addition to this, uncontrolled thermally-induced tilting about the α- and β-axes 
could occur, thus shifting the orientation of the reciprocal lattice with respect to the 
Ewald sphere.  The consequences of such an uncontrolled tilting can be illustrated by 
monitoring the evolution of an SAED pattern from a single-crystal specimen during in 
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situ heating.  A slight change in real-space crystal orientation results in a modulation of 
the excitation error due to reciprocal-lattice motion about a fixed Ewald sphere.  Thus, 
the intensities of Bragg spots will also be modulated due to variation in relative position 
of the Ewald sphere and relrods (the shape factor for thin, essentially 2D films results in 
rods rather than points comprising the reciprocal lattice).  This raises concerns regarding 
the use of the Debye-Waller effect (decrease in Bragg-spot intensity with increase in 
lattice temperature due to increased incoherent scattering) for equilibrium in situ 
temperature determination as well as ultrafast electron diffraction/microscopy studies. 
The deleterious effects of uncontrolled specimen tilting during equilibrium in situ 
heating are illustrated in Figure 3-7 for single-crystal Si.  A single-crystal silicon 
specimen was chosen to track the specimen tilt induced by the holder as the diffraction 
rings of a randomly oriented, nanocrystalline film appear unchanged when tilted at small 
angles.  When oriented approximately along a low-index zone axis (e.g., [22̅0]) in a 
parallel-beam condition, the relatively large Ewald sphere (200 keV electrons) intersects 
a large portion of the zero-order Laue zone, thus producing several Bragg spots [Figure 
3-7(a)].  Modulation of the Bragg-spot intensities due to uncontrolled specimen tilting 
during heating overwhelms the relatively small intensity reduction expected from the 
Debye-Waller effect.  Indeed, intensity of the 004 spot was observed to increase by 150% 
with rising temperature, from 98 to 301 °C, while a relatively small decrease (15% from 
20 to 301 °C) is expected from the Debye-Waller effect [Figure 3-7(b)]. 
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Figure 3-7.  Effects of uncontrolled tilting on Bragg-spot intensity.  (a) Selected-area 
diffraction pattern of single-crystal Si oriented approximately along the [22̅0] zone axis.  
The 004 and 000 (direct beam) spots are indexed, and the pattern was obtained at 20 °C.  
(b) Intensities of the 004 Bragg spot from experimental SAED patterns (solid lines) 
obtained at 20 (purple), 98 (light blue), 143 (yellow), 196 (orange), and 301 (red) °C 
compared to calculated intensities expected solely from the Debye-Waller effect (dashed 
lines) for a fixed reciprocal-lattice position (i.e., no specimen tilting).  The calculated 
intensity at 20 °C is overlaid on the experimentally-observed peak profile (i.e., it is 
assumed to have the same initial intensity); thus, it is not visible.  The figure legend 
applies to both the experimental and the calculated peaks. 
 
We ascribe the discrepancy in intensity modulation between our data and that 
expected from the Debye-Waller effect to uncontrolled, thermally-induced specimen 
tilting in the Gatan model 652 double-tilt heating holder.  The Debye-Waller effect states 
that as the lattice temperature increases the Bragg-spot intensities should decrease with a 
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commensurate increase in the thermal diffuse background.  The predicted intensity 
modulation due to an increase in lattice temperature follows the relationship shown in 
Equation 3-4.
148
 
𝐼004(𝑇)
𝐼004(𝑇0)
= 𝑒𝑥𝑝[−4𝜋2‖𝑔004⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑‖
2𝑢(𝑇)2] (3-4) 
Here, I004 is the intensity of the Si 004 spot, T0 = 20 °C, ‖𝑔004⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑‖ is the 004 reciprocal 
lattice vector magnitude, and u(T) is the displacement of the atoms due to thermal 
vibrations as described by the Einstein model of a solid. 
𝑢(𝑇) = √
ℏ
2𝜔𝑚𝑆𝑖
coth⁡(
ℏ𝜔
2𝑘𝐵𝑇
) 
(3-5) 
Here, ħ is the reduced Planck constant, mSi is the mass of a silicon atom (4.66∙10
-26
 kg), ω 
is the fundamental frequency of a silicon-silicon bond (3.84∙1013 Hz), kB is the Boltzmann 
constant, and T is the temperature of the lattice. 
In order to quantify the severity of the thermally-induced uncontrolled tilting 
effect at each temperature, we performed a center-of-mass calculation on the silicon 
single-crystal diffraction patterns acquired at temperatures ranging from 20 to 301 °C.  
The temperature-dependent reciprocal-space position of the center-of-mass was then 
converted into a real-space tilt angle and plotted for each temperature in the experimental 
range relative to the 20 °C position (Figure 3-8).  As can be seen, thermally-induced 
uncontrolled tilting of up to 0.26 mrad from the initial position was observed over the 
course of the experiment.  For 200 keV electrons (λrel = 2.51 pm), the radius of the Ewald 
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sphere is 1 λrel
⁄ = 398.4 nm-1.  Thus, a real-space tilt of 0.26 mrad produces a reciprocal-
lattice tilt spanning 0.1 nm
-1
, which is on the order of the size of the relrod for thin 
specimens (i.e., <10 nm). 
 
 
Figure 3-8.  Center-of-mass measurements of the silicon SAED pattern at various 
thermocouple temperatures.  Measurements made at different temperatures are plotted 
relative to the pattern obtained at 20 °C (X = Y = 0 mrad).  The observed tilt is with 
respect to the CCD. 
 
3.4 | Conclusions 
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By exploiting the sensitivity of Bragg-diffraction-peak positions to picometer 
variations of lattice-plane spacings during in situ heating experiments in TEM, actual 
specimen temperatures were determined in lieu of relying on indirect measurements via 
proximal thermocouples or thermistors.  We found that, despite potential uncertainties 
associated with such indirect measurement methods, the local nanoscale specimen 
temperature determined via comparison of reciprocal lattice vector magnitudes to those 
expected from the coefficient of thermal expansion showed excellent agreement with the 
thermocouple value of the in situ heating. 
Challenges with applying the Debye-Waller effect for direct determination of 
nanoscale temperatures in single-crystal specimens were found to be attributable to 
thermally-induced uncontrolled tilting of the reciprocal lattice in relation to the Ewald 
sphere, thus illustrating the potential need for deconvolution of such effects for 
quantitative in situ heating and ultrafast electron diffraction/microscopy experiments.  
The studies I performed on measuring the (unintended) variation in Bragg spot intensity 
due to lattice tilting were crucial in motivating the mechanical oscillation studies in 
silicon.  In addition, the sensitivity of the reciprocal lattice to slight tilts made it an 
excellent way to visualize crystalline heterogeneity and its effect on energy dissipation, 
as I will discuss in the following chapter.  
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CHAPTER 4 – ENERGY DISSIPATION VIA 
MEGAHERTZ ACOUSTIC-MODE EXCITATION 
Mesoscale science and engineering, broadly defined as the study and application 
of materials systems bridging the quantum and continuum regimes, is an area rich with 
new paradigms and research topics.
149-151
  On this scale, understanding and control of 
defect-laden materials are crucial avenue to further the field.  At spatial scales exceeding 
those of individual atoms and nanometer-scale assemblies, defects become increasingly 
prevalent.  Consequently, the emergent properties of the system are increasingly 
influenced and dictated by heterogeneously-distributed particles, defects, and interfaces, 
as evinced in mechanical, electronic, and magnetic behaviors.
152-154
 
Thermal transport in nano- and mesoscale materials is influenced primarily by the 
distribution of scattering centers such as interfaces and defects.
19, 155-160
  Temporally, 
following initial scattering of short-wavelength carriers such as electrons and  GHz- to 
THz-frequency phonons, excitation of fundamental flexural modes is a primary 
mechanism of energy dissipation and, depending on the desired behavior, can be a cause 
of inhibited system performance,
161-162
 or enable the study of chemical and physical 
properties.
163-165
  Simultaneous identification of imperfections and the study of their 
effects on the dynamic response of the specimen is difficult, however, due to the 
ensemble-averaged nature of many ultrafast techniques.  The ability to visualize these 
imperfections over the full extent of the dynamic response of the system enables isolation 
of the mechanisms by which these properties can be tuned to desirability.  Thus, design 
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of mesoscale structures and materials are aided by direct characterization with multi-
modal (ideally all-in-one) instrumentation that can cover a wide range of spatial and 
temporal scales.
149
 
Here, we demonstrate the multi-modal capabilities of UEM by visualizing the 
MHz linear elastic optomechanical response of a single-crystal silicon cantilever from 
atomic to micrometer length scales.  The use of silicon in a wide range of electronic and 
mechanical applications stems from its low cost, ease of processing, and favorable 
structural and electronic properties.
166-168
  In addition, despite being a thoroughly-studied 
material, new insights into various constitutive relations (e.g., thermal transport, linear-
elastic response, etc.) continue to be found.
21, 169-170
  Previous reciprocal-space UEM 
studies on single-crystal Si wedges have resolved shear-wave motion and ultrafast 
vibrational responses induced by coherent photoexcitation.
171-173
 As I will discuss here, a 
multi-modal approach – combining real- and reciprocal-space information – enables 
spatial localization of photoinduced vibrational eigenmodes, opening the way to 
resolving the effects of nanoscale heterogeneity on statistical variability and fluctuations.  
Note: Some of the figures and portions of the text in this chapter are adapted with 
permission from “Multimodal Visualization of the Optomechanical Response of Silicon 
Cantilevers with Ultrafast Electron Microscopy”, D. J. Flannigan, D. R. Cremons, and D. 
T. Valley, 2017.
174
 
4.1 | Experimental 
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The silicon wedge-specimen was fabricated from a <011> flat, undoped wafer 
(Virginia Semiconductor).  Thinning was accomplished using a rigorous mechanical-
polishing procedure described in Section 2.1.1.  The wedge was then epoxy bonded to a 
copper slot grid and ion milled with a Precision Ion Polishing System (Gatan) to electron 
transparency.  In addition to dislocations and impurities, fractures at the edge of the 
specimen, which occurred during polishing and subsequent handling, produced non-
symmetric boundary conditions at the edge of the cantilever.  Figure 4-1 displays an 
overview of the specimen morphology within the region of interest studied here. 
 
 
Figure 4-1.  Structural morphology and atomic order of the Si cantilever 2°-wedge 
specimen.  (a) Optical dark-field image of the overall region of interest.  The red dashed 
lines outline the region dimensions that yield the observed vibrational frequencies 
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(discussed below).  The black box denotes the specific area studied with UEM.  (b) 
Overlay of a bright-field UEM image and properly-oriented parallel-beam diffraction 
pattern, as viewed along the [011] zone axis at the approximate center of the region of 
interest.  Several Bragg spots are indexed for reference. 
 
 The optomechanical response of the Si wedge specimen to femtosecond (fs) laser 
excitation was followed in both real- and reciprocal-space with the FEI Tecnai Femto 
operated stroboscopically on the nanosecond timescale using the electronically-triggered 
picosecond pump-probe setup, as described in Section 2.2.2.  This timescale was selected 
in order to properly resolve the MHz vibrational frequencies of stiff nano- to microscale 
material specimens (e.g., Young’s modulus of 130 to 170 GPa for single-crystal Si, 
according to recent measurements),
169
 as demonstrated with previous UEM studies.
175-182
  
In order to fully characterize the sub-nano to mesoscale optomechanical response of the 
Si cantilever, three UEM modalities were employed:  selected-area electron diffraction, 
convergent-beam electron diffraction, and bright-field imaging. 
4.2 | Analysis 
4.2.1 | Selected-Area Electron Diffraction 
The selected-area diffraction patterns that made up the raw stroboscopic image 
series were loaded into analysis software and a mask was created to block the 000 spot 
from being analyzed.  For each image, a 2D peak-finding method that employed sub-
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pixel, centroid-based fitting was used.  The only input parameters were choosing a flat or 
slanted baseline for the peak and a threshold intensity value, the latter of which was 
chosen to include all Bragg reflections present in the image while minimizing false 
positives.  Once each peak was fitted with a 2D Gaussian function, the peak position, 
width, and area could be determined for each time point. 
4.2.2 | Convergent-Beam Electron Diffraction 
In order to determine localized specimen mechanical oscillation, translation of 
Bragg intensity across CBED discs as a function of time delay was tracked.  Each CBED 
pattern was rotated such that the reciprocal lattice vector of the chosen CBED spot was 
aligned vertically in the image.  Then, a box was drawn vertically from one side of the 
main beam, along the reciprocal lattice vector, and past the CBED disk.  Each row of the 
box was summed, and a 3D representation (reciprocal space, intensity, time) of the 
temporal response was generated.  In addition, the overall intensity of each box was 
normalized by the intensity of the center spot to correct for any instabilities in 
photoelectron intensity.  As a control measure, the images were taken in randomized time 
order to account for any real-time specimen drift or titling. 
4.2.3 | Bright-Field Imaging – Space-Time Plot 
A space-time plot generated by averaging one of the spatial dimensions improves 
the signal-to-noise most when the averaging axis is perpendicular to the movement of the 
contrast, and averaged along a direction of homogenous contrast.  The stroboscopic BF 
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image sets were first corrected for specimen drift using a template matching method.  
Each image was then normalized for fluctuations in photoelectron intensity.  This was 
done by dividing each image by an average pixel intensity over a 10 by 10 pixel vacuum 
region.  A rectangular region-of-interest (ROI) was chosen such that the movement of 
diffraction contrast features was along the long axis of the rectangle.  This involved 
rotation of each image in the set to determine angle at which the highest signal-to-noise 
ratio of the dynamics was captured.  The rectangular ROI matrix was then extracted from 
each image in the set, averaged along the short axis and the resulting vectors were plotted 
as a function of the delay value for the entire image set, generating the space-time plot.  
To generate the space-frequency plot, the time-dependent Fourier transform of the space-
time plot was taken, giving a Fourier spectrum at each spatial position.  
4.2.4 | Bright-Field Imaging – Frequency Maps 
Each bright-field image was drift-corrected using features along the specimen 
edge to ensure an accurate pixel-by-pixel analysis.  To normalize the image intensity, 
every pixel in the image was divided by an average value obtained from a vacuum region 
of the image.  This step was taken to correct for any fluctuations based upon real-time 
instabilities in photoelectron intensity.  Following this, a Fourier transform of the time-
dependent intensity value of each pixel was performed.  Each pixel in each frame of the 
frequency map is the absolute value of the Fourier spectrum for that pixel at the given 
frequency, thus yielding the oscillatory contrast response of the specimen at every pixel 
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location.  In addition, a black outline was added to the specimen edge in post-processing 
to clearly delineate the specimen from the vacuum region. 
4.2.5 | Linear Elastic Modelling  
In order to understand the dynamics contrast features in all three TEM modalities, 
a linear elastic model of a silicon wedge was created using bulk material parameters and 
the geometry and measurements determined from optical and electron microscopy.  The 
modelling was done using the solid mechanics module of the commercial software 
package COMSOL (Comsol, Inc.).  An elastic modulus of 170 GPa was used for the 
<110> direction, along with a material density of 2329 kg/m
3
. 
4.3 | Results and Discussion 
The specimen excitation parameters were kept constant for all of the experiments; 
the excitation of mechanical modes following carrier excitation was, thus, identical 
regardless of the observation modality.  Comparing the modalities, then, gives vital 
insight into which details of the specimen response are detectable in each modality.  
Figure 4-2(a) shows a representative photoelectron SAED pattern obtained along the 
[011] zone axis from the region of the specimen shown in Figure 4-1(b).  UEM SAED 
probes spatially-averaged atomic-scale photoinduced dynamics of the Si crystalline 
lattice; for a specific orientation, the time-dependent behavior of lattice planes 
perpendicular to the incident-beam direction can be investigated.  The response of a 
select Bragg spot to pulsed photoexcitation, shown in Figure 4-2(b), is oscillatory in 
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nature.  These repeatable fluctuations are indicative of oscillatory mechanical motion of 
the specimen.  As the specimen vibrates about the fixed incident-electron wave vector 
(i.e., about a fixed Ewald sphere), the reciprocal-lattice rod associated with the Bragg 
spot also moves about the Ewald sphere.  This produces an oscillatory modulation of the 
Bragg-spot intensity.  The spectral response of this behavior was determined by taking 
the time-dependent Fourier transform of the peak intensity.  The resulting resonant 
frequencies were localized mainly below 5 MHz, with some weaker frequencies 
appearing between 10 and 15 MHz [Fig. 4-2(c)].  We do not attribute these MHz 
frequencies to motion of the entire wedge specimen (area = 0.31 mm
2
), but instead arise 
from the region outlined in Figure 4-1(a), the boundary conditions of which were 
introduced during specimen preparation. 
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Figure 4-2.  Parallel-beam SAED dynamics as a function of time delay.  (a) 
Representative UEM SAED pattern at -200 ns.  Note that a negative delay denotes the 
amount of time remaining before photoexcitation occurs.  The white box highlights the 
2̅22̅ Bragg spot.  Scale bar = 5 nm-1.  (b) Temporal behavior of the 2̅22̅ Bragg-spot 
relative intensity over the delay range -200 to 7000 ns at 2-ns increments (i.e., a UEM 
SAED pattern was obtained every 2 ns from -200 to 7000 ns).  The Bragg-spot intensity 
for each time delay was normalized by the mean intensity over the entire delay range.  (c) 
Time-domain Fourier transform of the relative-intensity trace in (b).  The SAED 
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experiments were performed using a 200-µm selected-area aperture and a 200-µm 
condenser aperture. 
 
 The reproducibility, as well as the temporal extent of the SAED oscillatory 
behavior were verified by comparing the intensity behavior of multiple Bragg spots over 
multiple delay windows (Figure 4-3).  Vertical lines in Figure 4-3(a) and (b) are drawn at 
delay values of 175 ns, 440 ns, and 700 ns to show the reproducibility of the oscillatory 
behavior between experiments.  The agreement between the two runs shows the 
replicability of the Bragg spot intensity fluctuations at significantly different probe-beam-
related conditions (delay step order, scan length, camera length, and exposure time).  
 
 
Figure 4-3.  SAED peak intensity trends across multiple experiments and timescales.  
(a) Temporal behavior of the 2̅22̅ and 1̅11̅ Bragg peaks over the delay range of -200 to 
2000 ns.  Timepoints were obtained at 2-ns increments and taken in random order to 
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account for photoelectron intensity fluctuations due to laser/tip instability over the course 
of the experiment.  (inset) Representative photoelectron SAED pattern (camera length: 
200 mm) at -32 ns delay highlighting the 2̅22̅ and 1̅11̅ peaks.  The intensities of the two 
reflections have been offset for clarity.  In order to extract an intensity value from the 
SAED patterns, each Bragg peak was fit with a Gaussian profile.  (b) Temporal behavior 
of the same two Bragg peaks over a delay range of -200 to 7000 ns at 2 ns increments.  
Due to the amount of images obtained during the experiment (3600), the images were 
taken in delay order (i.e. -200 ns, -198 ns, -196 ns, etc.) to capture the largest possible 
delay range while maintaining the 2-ns step size.  (inset)  Representative photoelectron 
SAED pattern (camera length: 150 mm) at -200 ns delay highlighting the 2̅22̅ and 1̅11̅ 
peaks with blue and gold boxes, respectively. 
 
Convergent-beam electron diffraction is a complimentary diffraction modality 
made possible through the precision with which electrons can be focused with 
electromagnetic lenses.  Using a convergent probe circumvents some of the challenges 
associated with extracting the effects of nanoscale heterogeneity on dynamics in SAED.  
The small-probe convergent-beam configuration enables access to 3D crystallographic 
information and nanoscale specimen volumes.
183-184
  Figure 4-4 displays the results of a 
nanosecond UEM CBED study on a particular volume element within the Si-cantilever 
region of interest studied with SAED.  To extract the dynamic response of the specimen 
with UEM CBED, the motion of diffraction-pattern features along the corresponding 
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reciprocal-lattice vector was followed.  Under a convergent-beam condition, the Ewald 
sphere can be described as having a finite thickness dependent on the convergence angle 
of the electron beam, which effectively relaxes the Bragg condition [Figure 4-4(a)].
185
  
Assuming a fixed-in-space electron beam, real-space specimen tilt will result in 
correlated motion of the reciprocal lattice, which, in this case, manifests in a CBED 
pattern as translation of intensity across the disc corresponding to a change in excitation 
error. 
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Figure 4-4.  CBED dynamics as a function of time delay.  (a) UEM CBED pattern at -
200 ns.  Here, the specimen is tilted 17° off the [011] zone-axis, and the beam is 
converged to an angle of 5 mrad (2α).  The dotted white lines denote the reciprocal-space 
region of interest around the 026 CBED disc.  Scale bar = 5 nm
-1
.  (b) Surface plot of the 
026 CBED-disc position parallel to the reciprocal-lattice vector as a function of time 
delay.  The position axis corresponds to the radial distance from the direct beam in the 
center-left of frame (a).  The images were acquired with a randomized time delay in order 
to compensate for any real-time beam or specimen instabilities.  The position of the 
dotted white lines corresponds to those shown in panel (a).  (c) Time-domain Fourier 
transform of the spatial-intensity trace shown in (b).  The inset shows a UEM BF image 
of the specimen region of interest, with the position of the convergent beam indicated by 
the green circle (not to scale; actual probe diameter = 20 nm).  Scale bar = 1 µm. 
 
The temporal dependence of the translation of intensity across the CBED disc can 
be seen in Figure 4-4(b).  As in the SAED results, the primary oscillation is at 1.7 MHz 
[Figure 4-4(c)].  From both the delay trace and the time-domain Fourier spectrum, it is 
apparent that the higher frequency components between 10 and 15 MHz are present as 
well.  Although UEM SAED and CBED studies capture many similar features indicative 
of the mechanical response, the difference in sampled volume between the two 
techniques is expected to lead to qualitatively and quantitatively dissimilar results, as 
observed here.  Between 2 and 5 MHz, the SAED Fourier spectrum contains a number of 
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distinct peaks, which are nearly as strong as the 1.7 MHz mode.  In contrast, the CBED 
Fourier spectrum is strongly peaked at 1.7 MHz, with only two small peaks resolvable 
between 2 to 5 MHz.  This can be at least partially attributed to the difference in the 
Fourier-window determining the lower spectral resolution in the CBED spectrum, as the 
ratio of the 1.7 MHz mode to those between 2 and 5 MHz is much higher in the CBED 
spectrum than in the SAED spectrum. 
 Results from the two diffraction modalities described above suggest that the 
oscillatory frequencies observed in the low MHz range arise from the eigenmodes of a 
mesoscale cantilever.  To further characterize the effects of nanoscale heterogeneity on 
the linear-elastic optomechanical response, UEM real-space imaging was performed on 
the same region of interest from which the SAED and CBED data originate.  In Figure 4-
5, difference images following photoexcitation are presented and compared to a reference 
image acquired at negative time (i.e., before photoexcitation).  As can be seen, the 
contrast patterns, which are a function of local-specimen orientation and crystallographic 
order, are complex over the 5-µm
2
 region of interest.  A portion of the entire temporal 
range studied, spanning from 108 to 128 ns, shows one period of a contrast oscillation 
that was not detected in either the SAED or CBED modalities.  In particular, the 
highlighted area indicates a diffraction-contrast feature that was observed to oscillate at 
30 MHz. 
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Figure 4-5.  Representative difference images from a UEM BF image series.  All raw 
images were binned by four and acquired with a three-second integration time.  The 
difference images were created by first drift-correcting all images within the series, 
followed by subtracting a reference frame from each image.  The reference frame 
consisted of an average of 10 pre-time-zero frames.  The particular time delays at which 
the representative difference images were obtained are shown in the lower-right corner of 
each frame.  The green circle highlights a strong and easily-discernible transient contrast 
response.  The dotted red lines outline the edge of the specimen, as seen in Figure 4-1(b). 
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The oscillatory nature of the myriad contrast features in the stroboscopic image 
series was visualized by averaging over one of the spatial variables, generating a space-
time plot [Fig. 4-6(a)].  Prior to arrival of the excitation pulse, the contrast bands remain 
unperturbed, though slight intensity changes due to real-time fluctuations in 
photoelectron beam intensity are present.  Following photoexcitation, the contrast bands, 
particularly those at position values of 500 and 1200 nm, begin to change position as a 
function of delay.  In the image series, diffraction-contrast features were observed to 
change position because specimen re-orientation with respect to the fixed electron-packet 
wave vector produced a spatially-varying Bragg condition.  Strongly-scattering dark 
regions become weakly-scattering bright regions as they move away from the Bragg 
condition, and vice versa.  Just as with the diffraction modalities, the oscillatory nature of 
this contrast motion is indicative of optomechanical excitation of the cantilever, with the 
period of oscillation corresponding to the period of the particular mode.  Further, the 
intensity oscillation of the Fresnel fringe along the edge of the specimen is also indicative 
of mechanical motion as the specimen is deflected along the z-axis, thus modulating the 
focus condition at fixed lens strengths. 
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Figure 4-6.  Space-time analysis of the UEM BF-image series.  (a) Space-time plot 
illustrating the oscillatory contrast behavior observed in the BF imaging modality.  The 
position-axis corresponds to the long axis of the red rectangle shown in the panel-(b) 
inset.  The bright band at approximately 2000-nm position corresponds to a Fresnel fringe 
at the edge of the specimen, with position values above that corresponding to the vacuum 
  106 
region.  (b) Position-dependent Fourier spectrum generated from panel (a).  The position 
axis is the same as in panel (a), and color represents frequency amplitude; warmer colors 
indicate larger amplitude.  The inset is a UEM BF image of the Si cantilever, with the red 
rectangle indicating the region of interest from which panels (a) and (b) were generated. 
 
Frequencies were extracted at each position in the space-time plot in order to 
analyze the position-dependent frequency response [Fig. 4-6(b)].  This analysis revealed 
two large-amplitude frequency groupings, one ranging from 1.5 to 5 MHz and another 
clustered around 12 MHz, similar to those observed with the UEM reciprocal-space 
modalities.  The most prominent contrast feature is the oscillating dark band near 1200 
nm in Figure 4-6(a); this feature had a primary frequency of 12.8 MHz.  In addition to 
these cross-modality responses, however, UEM BF imaging revealed localized high-
frequency modes that were not detected with the diffraction methods.  The presence of 
large Fourier amplitudes at frequencies up to and above 30 MHz are observed nearer to 
the edge of the Si-wedge specimen [Figure 4-6(b)].  This suggests that additional 
boundary conditions stemming from nanoscale structural heterogeneity are leading to 
localized oscillations at the vacuum-crystal interface.  While the majority of the region of 
interest oscillated at frequencies detected with the diffraction modalities, small volumes 
near the vacuum-crystal interface did not contribute significantly to the SAED or CBED 
dynamics and are thus overwhelmed by the large-amplitude lower eigenfrequencies.  
That is, due to spatial averaging with the selected-area aperture in SAED and the 
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relatively small specimen volume probed in CBED, these higher-frequency energy-
dissipation pathways were not detected with either diffraction technique.  As positions 
farther from the vacuum-crystal (i.e., moving to thicker regions of the wedge) were 
probed, higher-frequency oscillations damp out giving way to the lower-frequency cross-
modality responses. 
 
By expanding the analysis methods used to generate Figure 4-6(b) to the entire 
image field of view, spatial heterogeneity of the response to photoexcitation can be fully 
visualized through BF frequency-mapping (Figure 4-7).  By analyzing the Fourier 
spectrum of each pixel, the spatial localization of specific linear elastic eigenmodes was 
tracked.  A similar method has been applied to Kikuchi bands in the study of linear-
elastic shear motion.
172-173
  By selecting the most prominent frequencies in the Fourier 
spectrum, a complete picture of the energy-dissipation pathways within the mesoscale 
region was generated.  Selecting maps near the eigenfrequencies detected with the 
diffraction modalities (i.e., those below 5 MHz) reveal their spatial locations, the 
positions of which comprise a significant portion of the interaction volume in the SAED 
experiments, as defined by the selected-area aperture. 
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Figure 4-7.  Select real-space frequency maps of the optomechanical response of the 
Si cantilever.  Each pixel in each frame is the absolute value of the Fourier spectrum for 
that pixel at the particular frequency shown in the lower-left corner of each panel.  
Warmer colors represent larger Fourier amplitudes.  The black outline was added in post-
processing to denote the edge of the specimen. 
 
To model the observed linear elastic behavior of the Si cantilever, COMSOL 
modeling software was used, with the specimen configured as an Euler-Bernoulli beam 
(Fig. 4-9).  The dimensions of the beam were experimentally determined from the 
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boundary conditions denoted by the red lines in Figure 4-1(a) and the details of specimen 
preparation, such as estimated wedge thickness and polishing angle.  The first five 
vibrational eigenfrequencies of our model specimen occur at 1.2, 2.0, 3.4, 4.0, and 4.23 
MHz, the physical manifestations of which are shown in Figure 4-8(b).  Comparison of 
the first five eigenfrequencies obtained from the linear elastic model to the UEM-
determined time-dependent response of the specimen shows reasonable agreement for 
frequencies below 5 MHz.  Frequencies above 5 MHz, observed especially in the UEM 
BF imaging series (Figures 4-6 and 4-7), are attributed to localized mechanical vibrations 
[rather than motion of the entire cantilever, as outlined in Fig. 4-1(a)] that are a function 
of crystal defects near the specimen edge (e.g., fractures, gouges, bends, etc.). 
 
 
Figure 4-8.  Linear-elastic COMSOL modeling parameters, eigenmodes, and 
eigenfrequencies of a model Si cantilever.  (a) The dimensions of the model system, as 
determined with optical and electron microscopy.  The cantilever was fixed on the xz face 
but was free on all other faces.  The red box denotes the location of the BF image shown 
in Figure 4-1(b).  (b) The first five eigenmodes with eigenfrequencies labeled and 
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displacement exaggerated for clarity.  The color is a measure of the degree of deflection 
in the z direction; warmer colors denote a higher degree of deflection. 
 
4.4 | Conclusions 
The precision and ease with which electron probes can be localized on specimen 
regions of interest suggest UEM is well-suited for studying the effects of 
heterogeneously-distributed nanoscale particles and defects on constitutive relations 
within the mesoscale regime.  Here, we applied a multi-modal approach to determine the 
time-dependent optomechanical response of a single-crystal Si cantilever.  All modalities 
employed (SAED, CBED, and BF imaging) revealed oscillatory motion in the few-MHz 
range, corresponding to bending eigenmodes of the cantilever.  In addition, frequencies 
roughly five times higher than those observed with the diffraction modalities were 
discovered with BF imaging, analysis of which suggests local strain and structural 
imperfections exert non-trivial influence on the linear-elastic response.  All three 
modalities, however, give complementary – though not necessarily matching – 
information, that gives insight into the dynamic processes at work.  These results indicate 
that UEM real-space imaging, coupled with frequency-mapping methods, is useful for 
elucidating complex energy-dissipation pathways in defect-laden materials.  
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CHAPTER 5 – DISCOVERY OF PHONON 
IMAGING  
In order to elucidate the dynamics of collective excitations in the presence of 
individual atomic-scale defects, one must contend with the difficult-to-access 
spatiotemporal regimes in which these phenomena operate.  At the unit-cell level, speed-
of-sound phonon wavefronts typically transit such spatial dimensions in less than 100 
femtoseconds (fs).  The propagating energy causes local bond modulation and a transient 
elastic deformation of the lattice, briefly re-orienting the atoms in a manner dictated by 
the symmetry of the mode.  Structural dynamics of this nature are amenable to study with 
ultrafast methods that make use of the dependence of scattering wave vectors on lattice 
orientation and symmetry.
57, 186-189
  Spacing and symmetry changes of the reciprocal 
lattice on a fixed Ewald sphere produces a commensurate modulation or re-configuration 
of the resulting coherent-scattering pattern.  In reciprocal space, the dearth of phase 
information, combined with the probing of lattice motion within material volumes that 
are large relative to nanoscale discontinuities (for parallel-beam conditions), produces an 
ensemble-averaged picture of the dynamics, despite being sensitive to symmetry 
changes,
190-192
 bond dilation and breaking,
5-6
 and atomic-vibration amplitude
193-195
.  
However, phase information is retained with fs electron imaging,
64, 196-198
 thus enabling 
spatiotemporal localization of discrete phonon-nucleation events and resolution of 
propagation dynamics at individual atomic-scale defects. 
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Upon complete integration of the PHAROS femtosecond laser system with the 
Tecnai Femto UEM, my aim was to apply the previously developed in situ thermometry 
methods to the ultrafast temporal regime in an attempt to elucidate the effects of 
individual defects on energy transport.  Initially, experiments and specimen preparation 
protocols were designed with an eye towards the study of interface conductance across 
atomically-perfect, heteroepitaxial germanium-silicon interfaces.  Crystallographically, 
germanium is a promising material for epitaxial growth on silicon for photonics 
applications due to the matching crystal symmetry and similar lattice parameters.
199-201
  
In addition, the bandgap of germanium makes it well-suited to optical communications in 
the 1,550-nm band, as well as in the creation of high-efficiency germanium on silicon 
lasers and photodetectors.
202-205
  Practically, the optical and mechanical properties of 
germanium made it ideally-suited for stroboscopic UEM experimentation.  As noted in 
Chapter 1, germanium is optically absorbing (with absorption coefficients between 10
4
 
and 10
5
 cm
-1
) across the entire visible spectrum, which includes all three pump 
wavelengths available with our system.  In addition, the mechanical stiffness of the 
material makes it suitable to preparation via mechanical polishing, at any crystallographic 
orientation, down to an electron-transparent thickness.  As part of my initial 
investigations I conducted UEM BF imaging on pure germanium, without the 
introduction of a heterogeneous material interface, to determine the most suitable 
excitation and repetition rate parameters for thermal transport studies.  These 
stroboscopic studies led to observation of traveling contrast features which were 
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subsequently analyzed for velocity, frequency, and wavenumber to determine the 
physical origin of the contrast features. 
These experiments on germanium wedge-specimens, along with those undertaken 
on the material WSe2 by group member Dayne A. Plemmons, enabled direct visualization 
of the nucleation, evolution, and decay of individual acoustic phonons in the vicinity of 
atomic-scale defects and nanoscale variations in lattice orientation.  I observed the launch 
of individual phonon wavefronts following coherent optical excitation of 
macroscopically-ordered but microscopically-disordered crystalline germanium.  The 
transient, low-energy elastic deformations associated with the propagating waves produce 
a slight re-orientation of the lattice and thus a localized, rapidly-varying Bragg condition.  
This manifests as coherent diffraction-contrast wave trains in the real-space images, the 
nucleation and dynamics of which are found to be strongly dictated by even minor lattice 
imperfections.  Further, I observed that the appearance and directionality of the 
propagating wavefronts, as seen in the bright-field images, are strongly influenced by 
individual interfaces and crystal bending.  By isolating and quantifying the transient 
contrast modulation, I extracted the spatially-dependent vibrational-mode shapes and 
properties – namely, frequencies, phase velocities, and decay times – over fields-of-view 
on the order of the phonon wavelengths.  These observations opened the way to detailed 
study of the effects of individual atomic-scale defects, spatially-varying lattice 
orientations, and associated strain fields on ultrafast energy propagation in less-than-
pristine materials.  I will withhold discussion here of the phonon imaging of WSe2, as I 
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did not contribute to the experiments or analysis of that project but details of those 
results, as well as formal discussion of my own, can be found in the following reference.  
Note: The figures and portions of the text in this chapter are adapted with permission 
from: “Femtosecond Electron Imaging of Defect-Modulated Phonon Dynamics”, D. R. 
Cremons; D. A. Plemmons.; D. J. Flannigan, 2016.
206
 
5.1 | Experimental 
The germanium specimen was prepared via mechanical polishing at a 2° angle 
from a bulk (111)-oriented, undoped wafer (MTI Corporation) followed by ion milling to 
electron transparency.  The specimen was then epoxy bonded to a Cu slot grid.  The 
irregularly-shaped edges of the germanium specimen result from the polishing process as 
well as non-uniform material removal during ion milling.  The crystallographic and 
morphological state of the germanium specimen can be seen in Figure 5-1. 
 
 
Figure 5-1.  Morphological heterogeneity and atomic-scale order Ge specimen 
regions of interest.  (A) Thermionic bright-field image of the germanium specimen used 
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in the experiments described in this chapter.  The red circle denotes the location and size 
of the selected-area aperture used to obtain to the SADP shown in (B).  (B) Thermionic 
selected-area diffraction pattern taken down the [110] zone-axis from the region shown in 
(A).  (C) Crystal structure of germanium as viewed down the [110] zone-axis.  The grey 
spheres represent the atomic positions in the lattice. 
 
The germanium specimen was optically excited in situ with a pump pulse of 270-
fs duration full-width at half-maximum (FWHM) and centered at 515 nm.  The pump 
fluence incident on the specimen was 1.3 mJ/cm
2
.  This fluence was calculated based on 
a laser spot size of 130-μm FWHM, as measured ex situ using focusing parameters 
identical to those along the path to the specimen region.  All experiments were performed 
at a repetition rate of 25 kHz, which, combined with the pump pulse-energy was 
determined to allow the specimen to relax between each pump pulse.  All experiments 
were performed with a Tecnai Femto ultrafast electron microscope (FEI Company) 
operated at 200 kV in both thermionic and photoelectron modes.  In both modalities, a 
truncated, 150-μm flat LaB6 cathode (Applied Physics Technologies) was used.  In order 
to capture the greatest number of photoelectrons at the relatively low repetition rates used 
here, a custom 1,250-μm condenser aperture was employed for all experiments.  For all 
bright-field experiments, a 40-μm objective aperture was used.  Images were recorded 
with a Gatan Orius SC200B 2,048 x 2,048 CCD camera and with integration times 
ranging from 13 to 20 seconds per frame.  Based on the total electron counts 
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(approximately 1∙108 to 5∙108) acquired with the beam focused to the size of the CCD 
chip for a given exposure time and repetition rate, it is estimated that 200 to 1,000 
electrons per pulse were used for image formation.  The delay-window of the 
experiments (-200 ps to 1000 ps) was chosen based on the delay values at which phonon 
dynamics were first observed.  For the experiments described here, t0 is defined 
experimentally; it refers to the earliest onset of visible dynamics.  The convergent-beam 
electron diffraction experiments were performed at 25 kHz with a laser fluence of 1.6 
mJ/cm
2
.  A large, 1,250-μm condenser aperture was used, giving a convergence angle of 
28 mrad.  The specimen was tilted to 12 degrees off of the 110 zone axis to facilitate 
tracking of the Bragg lines. 
5.2 | Analysis 
In order to extract the traveling nature of the contrast wavefronts, several steps 
were taken in converting the photoelectron images to 3D surface plots.  First, difference 
images were created by taking an average of 10 pre-time-zero images (dubbed the 
reference image) and subtracting it from each frame in the series.  Second, the difference 
image was modified for contrast and brightness in order to enhance the features of 
interest, including passing the images through a 10-pixel Gaussian smoothing filter.  
Third, each image was leveled by adjusting any pixels with values above 90% or below 
10% of the maximum and minimum intensity, respectively, to the 90% and 10% values, 
respectively.  In addition, a one-pixel swath along the edges of each image was set to the 
10% intensity value. 
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Linescans were generated by first drift-correcting the series of images and 
rotating each frame such that the direction of propagation was horizontal across the field 
of view.  Following this, three adjacent regions measuring 12 by 100 pixels were 
identified in each image series such that the contrast waves traversed these in succession; 
the regions were offset in the horizontal direction such that each would sample the 
contrast wave one after the other.  At every time delay, each region was summed in the 
vertical direction, and the average was extracted in the horizontal.  Plotting the mean 
intensities as a function of time delay makes apparent the transitory nature of the waves.  
Phase velocities were extracted by taking the slope of a line connecting the peaks of the 
mean intensities and converting the pixel values of each region to a real-space position. 
The data obtained from a standard UEM experiment contains four-dimensional 
information: two spatial dimensions, intensity value, and time.  In order to extract 
meaningful, quantifiable values from these experiments we routinely collapse one or two 
of the variables to illustrate and quantifiably determine the time-dependent material 
response.  In order to extract meaningful wave properties from my UEM dataset, I chose 
to reduce the special dimensionality through the use of space-time plots.  This has the 
benefit of allowing for more manageable image analysis and also increases the signal to 
noise ratio by averaging over a direction containing unvarying wave information (in this 
case, along the wavefront).  As is essential when performing any image analysis 
processes, care was taken to ensure information was not lost, nor artefacts induced by the 
analysis process. 
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5.3 | Results and Discussion 
Unexpectedly, the applied experimental conditions produced propagating 
periodic-contrast modulation arising from fs optical excitation of the germanium 
specimen (Fig. 5-2).  Upon initial viewing of the acquired stroboscopic image series, it 
was immediately apparent that the contrast wavefronts do not emerge in a spatially-
uniform manner.  The appearance and directionality of the propagating phonon 
wavefronts were seen to follow existing bend contours present in otherwise pristine 
crystalline regions.  Previous UEM experimentation showed evidence of breathing-mode 
phonons via UEM, though the traveling nature was not directly imaged but inferred from 
stationary, oscillating contrast.
56
  In addition, indirect signs of in-plane shear modes in 
silicon have been studied with convergent-beam modalities, but no imaging results were 
reported, nor were velocities or the spatial heterogeneity discussed.
171-173
  These 
germanium results, as well as the concurrent WSe2 results are, to the best of my 
knowledge, the first report of individual phonon wavefront imaging. 
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Figure 5-2.  Real-space fs electron imaging of single-phonon wavefronts in Ge.  (a) 
Bright-field images of the Ge region shown in Fig. 5-1 and obtained at a -50-ps time 
delays.  The images were acquired over a 550-ps delay window at a 25-kHz repetition 
rate and with a 13-s integration time per frame.  The three colored lines mark regions 
from which the mean intensity was quantified and used to generate the time traces in (h).  
The propagation direction is perpendicular to the colored lines.  Scale bar = 500 nm.  (b-
g) Surface plots generated from an image series [region of interest = white rectangles in 
(a)] highlighting approximately one period of wave train propagation, with a pre-time-
zero frame included for reference.  Motion of an individual wavefront, which appears as a 
continuous, deep-red depression, is indicated by the white arrows.  The blue arrows map 
the orientation to the 2D image shown in (a).  (h) Image-intensity measurements, 
obtained at the colored lines in (a) as a function of time delay (offset for clarity). 
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 The novel observation of traveling contrast features in an ultrafast nanoscale 
imaging experiment led to the development of several hypotheses of the physical origin 
of the contrast.  As the material was pure germanium and the stroboscopic method 
washes out any irreversible processes, we quickly narrowed the possibilities down to 
lattice deformation or heterogeneity of electron density or plasma waves.  Following the 
initial observation of the contrast waves, I noticed that the waves were not visible over 
the entire ROI, but seemed localized around diffraction contrast features such as bend 
contours.  In addition, the wave-regions were lower in intensity than the unperturbed 
image intensity, suggesting that electrons were being excluded from the projection 
system in the localized region of the contrast wave.  These observations suggest that the 
contrast mechanism of the waves is crystallographic, not electronic.  This physical 
mechanism that leads to the traveling contrast waves is shown schematically in Figure 5-
3.  The conclusion borne out of these experiments was strengthened by the velocity and 
frequency measurements that were concurrently extracted from the stroboscopic image 
data. 
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Figure 5-3.  Simplified schematic of the UEM imaging-contrast mechanism arising 
from transient local elastic strain.  (Left) Freestanding specimen prior to laser-induced 
deformation.  Under this condition, the diffracted beams (green and orange dashed lines) 
are only weakly excited, and, thus, the resulting image contrast is weak owing to most 
incident electrons being contained in the direct beam (green and orange solid lines; blue 
solid line is the optic axis); the direct beam is selected for image formation with the 
objective aperture.  (Right) Upon photoexcitation, elastic deformation of a properly-
oriented specimen produces a spatially-varying orientation, with some regions satisfying 
the Bragg condition, thus leading to strong excitation of the diffracted beams (green and 
orange solid lines).  This produces a relative reduction in the number of incident electrons 
contained in the direct beam (green and orange dashed lines) and an increase in the 
image-contrast strength.  As the diffraction contrast strength is a function of the strain, 
the region of highest contrast is located at the region that is strained the most; in this 
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schematic it is the region of the specimen on the optic axis.  The black regions at the 
edges of the detector represent the electron-opaque TEM grid bars. 
 
By creating a space-time plot, the periodic nature of the wave emergence, as well 
as their velocity and directionality can be visualized and measured as a function of pump-
probe delay (Figure 5-4).  The waves were not observed to propagate along a specific 
crystallographic direction but, instead, seemed influenced primarily by nearby boundary 
features such as interfaces or edges.  The velocity of the waves was extracted from the 
image series by measuring the distance traveled by the contrast feature over the time 
frame extracted from the delay series.  From the sequence of fs electron images, a range 
of contrast-wave velocities were observed from 9 to 6.5 nm ps
-1
.  Although it was 
attributed to measurement variance at the time, a slight dispersion of the velocity is 
visible as a function of time in Figure 5-4, which will be discussed in-depth in Chapter 7. 
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Figure 5-4.  Space-time plot of Ge phonon propagation.  (A) Bright-field stroboscopic 
image taken at -100-ps delay.  The red box is the region from which the space-time plot 
was generated.  (B) Shown are the spatially-dependent contrast waves as a function of 
time delay.  The contrast waves are lower in intensity than the pre-time-zero values (i.e., 
the darker diagonal waves rather than the bright waves).  The position axis is (B) runs 
from the tail to the head of the arrow in (A), meaning the waves traveled from right to left 
based on the specimen orientation in (A).  The UEM images from which this dataset 
originates are the same as from Figure 5-2. 
 
As previously stated, the contrast waves is that they are not visible over the entire 
ROI but are localized to diffraction contrast features.  The visibility of the waves only 
around these features is understandable under the theory that a slight change in excitation 
error due to lattice deformation leads to a localized contrast change, but those regions far 
from the diffraction condition are not deformed enough to produce contrast.  This effect 
is demonstrated in a nearby portion of the ROI shown in Figure 5-4, a region in which 
there are no crystallographic defects besides the crystal edge and the crystal appears 
relative uniform in intensity and, thus, flat.  Finally, the wavelength of the contrast waves 
was measured by taking vertical slices from the space-time plots.  The wavelength of the 
contrast features was measured to be around 150 nm. 
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Figure 5-5.  Space-time plot of Ge phonon propagation in pristine crystallographic 
region.  (A) Bright-field stroboscopic image taken at -100-ps delay.  The red box is the 
region from which the space-time plot was generated.  (B) As in Figure 5-5, the contrast 
waves are lower in intensity than the pre-time-zero values (i.e., the darker diagonal waves 
rather than the bright waves).  The position axis is (B) runs from the tail to the head of the 
arrow in (A), meaning the waves traveled from left to right based on the specimen 
orientation in (A). 
 
 Notable differences between Figure 5-4 and Figure 5-5 give further insight into 
the generation and contrast mechanism of the observed dynamics.  First, the direction of 
contrast propagation is different between the two nearby regions of the specimen.  In the 
case of Figure 5-4, the contrast travels from right to left, while in Figure 5-5 the contrast 
travels from left to right.  This can be best observed by comparing the directions of the 
diagonal contrast features in the space-time plots.  In addition the contrast in Figure 5-
5(B) is much weaker than that in Figure 5-4(B).  I hypothesize this is due to the strength 
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of the diffraction-contrast feature around which these waves were observed.  As can be 
seen in Figure 5-1 and Figure 5-4, the diffraction contrast feature in the central-lower 
portion of the ROI are much stronger than the contrast anywhere else in the specimen.  
The upper-right portion of the specimen, however, is almost completely uniform in 
intensity except for a small feature near the edge of the specimen that is slightly lower in 
intensity.  For a fixed amount of lattice deformation, the region nearer to the Bragg 
condition (Figure 5-4) will undergo a greater change in image intensity than one further 
from the Bragg condition (Figure 5-5). 
An additional important observation from the image series is the oscillatory 
nature of the traveling waves; individual waves appear, propagate, and disappear in the 
ROI in a repetitive manner.  By monitoring the image intensity in a region through which 
the contrast-waves travel, the temporal periodicity of the wave-trains was measured 
(Figure 5-6).  A periodicity of 40 ps, and, thus, a 25 GHz frequency was extracted from 
the traveling contrast modulations at all three adjacent locations in the ROI.  This 
frequency (25 GHz) is several order of magnitudes lower than the optical and acoustic 
phonon branches in the first Brillouin zone, which are in the THz range.
207
  The GHz 
frequency of the waves as well as the 10
2
-nm wavelength suggest these are plate waves, 
where the frequency and wavelength of the propagating modes are determined by the 
elastic constants of the material, the boundary conditions of the specimen, and the 
thickness of the plate.
208
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Figure 5-6.  Frequency analysis of acoustic-phonon propagation in Ge.  (a) Bright-
field image of the Ge region from Figure 5-1.  Scale bar = 500 nm.  (b) Intensity 
measurements obtained across the colored regions marked in (a), offset in intensity for 
clarity.  Black lines are low-pass filtered data (i.e., filtered above 100 GHz).  (c) Time-
domain Fourier transform of the traces in (b).  The oscillation frequency is centered at 25 
GHz. 
 
In order to confirm the crystallographic nature of the traveling deformation 
waves, as well as the directionality of the waves in relation to the crystallographic 
orientation, I performed complementary convergent-beam diffraction experiments on a 
new-specimen region that showed strong dynamic contrast waves in the BF imaging 
mode (Figure 5-7).  CBED patterns were obtained over a delay range of -50 to 500 ps at a 
high convergence angle (28 mrad), and the position and intensity of the Bragg lines 
(sometimes referred to as Kikuchi lines, though they are the results of pure elastic 
scattering) were monitored as a function of pump-probe delay. 
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Figure 5-7.  Probe location and convergent-beam electron diffraction pattern under 
a high-convergence condition in stroboscopic mode.  (A) Stroboscopic bright-field 
image from series in which deformation waves were observed.  The convergent-probe 
location is denoted by the red circle, which corresponds to the region in which strong 
transient contrast fluctuations were observed.  (B)  Contrast-enhanced, photoelectron 
CBED pattern taken at 12 degrees off of the 011 zone axis. 
 
 Upon stroboscopic excitation, oscillatory behavior of certain Bragg lines was 
observed.  Interestingly, these Bragg lines split into two discrete lines as a function of 
pump-probe delay, which oscillated in reciprocal-space with opposite phases (Figure 5-
8).  The onset of the waves was delayed by several hundred picoseconds from time zero 
and continued beyond of the experimental range at a delay of 500 ps.  The maximum 
change in the position of the Bragg line in reciprocal space with respect to the pre-time-
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zero position corresponded to an 8% change in lattice spacing due to deformation by the 
traveling waves. 
 
 
Figure 5-8.  Out-of-phase, oscillatory Bragg line behavior.  (A) Stroboscopic CBED 
pattern acquired at -50-ps delay.  The red box denotes the region from which the space-
time plot in (B) was generated.  (B) Space-time plot of Bragg line dynamics as a function 
of pump-probe delay. 
 
 I gained insight into the origin of this oscillatory response when comparing the 
behavior of many of the Bragg lines in the pattern, which showed a range of responses 
(Figure 5-9).  As in Figure 5-8, several of the Bragg lines showed an oscillatory response 
(gold lines in Figure 5-9), several with two out-of-phase components.  This oscillatory 
behavior was not observed uniformly, however.  Several of the Bragg lines showed a 
very weak response or, indeed, no discernable change in response over the delay range. 
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Figure 5-9.  Anisotropic response of multiple Bragg lines.  The space-time plots for 
each Bragg line were created in the same manner, where the position axis always runs 
perpendicular to the Bragg line itself.  The delay range is identical for each space-time 
plot, making direct comparison simple.  The gold lines denote the Bragg lines that 
showed strong oscillatory behavior. 
 
This anisotropic response of the Bragg lines, which are oriented parallel to the 
planes from which they originate, provided strong evidence of the directionality of the 
phonons we observed in the bright-field imaging experiments.  When the CBED pattern 
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was properly oriented with respect to the real-space image, a fascinating result was 
observed (Figure 5-10).  The planes, shown in gold, which showed the strongest response 
are those planes that run perpendicular to the direction of contrast-wave propagation 
from the BF image series.  Similarly, the deformation of the planes oriented closer to the 
direction of propagation is lower, resulting in little to no CBED dynamic response.  This 
result strongly suggests the shape and directionality of the wavefronts in the BF imaging 
experiments are representative of the actual orientation with respect to the crystalline 
lattice. 
 
 
Figure 5-10.  Double-exposure of CBED pattern and BF image showing 
complementary dynamic orientation.  A clockwise rotation of 156 degrees was 
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performed on the CBED pattern to ensure proper orientation of the two modes.  This 
value was measured by taking slightly-convergent-beam patterns of a recognizable real-
space formation at the proper camera length.  The gold lines denote the Bragg lines that 
showed a strong oscillatory response, as in Figure 5-9. 
 
For all studies discussed in this chapter the laser-excitation wavelength used was 
515 nm (2.41 eV).  This photon energy is significantly larger than the band gap of 
germanium (0.66 eV).
209
  Accordingly, the roles played by charge-carrier excitation and 
recombination on localized acoustic-phonon nucleation and launch may be non-
negligible.  Indeed, the question of why acoustic phonons first appear at specific 
locations in the material is non-trivial to answer considering the sequence of events that 
occurs following fs excitation – especially in a disordered material – and the mechanisms 
of contrast formation in the bright-field images.  It is worthwhile to draw comparisons to 
multi-photon pump-probe photoemission electron microscopy (PEEM).  In this variant of 
PEEM, resonant excitation is used to induce surface-plasmon oscillations and image their 
launch, propagation, and evolution with fs resolution.
210-211
  An analogous methodology 
dubbed photon-induced near-field electron microscopy,
94, 212
 which is not reliant on 
resonant excitation,
213-215
 has recently been used to image wave-particle properties of 
surface plasmon polaritons and induce Rabi oscillations in swift, unbound electron 
packets.
216-217
  With the resonant-excitation approach in mind, one can envision fs 
electron imaging experiments on acoustic-phonon dynamics, where the pump-photon 
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energy is varied with respect to the band gap of the material under study.  In this way, 
one may be able to determine the roles played by the various dynamic and transport 
phenomena at work. 
Beyond the acoustic-phonon excitation and nucleation mechanisms, it is 
important to quantify the precise manner in which contrast is formed in the fs electron 
images.  Deviations of a few milliradians in the local Bragg condition can produce 
significantly different contrast patterns observed in bright-field micrographs.  Indeed, this 
sensitivity to local morphology is what enables observation of dynamic contrast from 
small angular perturbations caused by in-plane propagating waves.  In each case, 
however, the waves appear to emanate from the same diffraction-contrast features, and 
the frequencies and phase velocities extracted are the same. 
5.4 | Conclusions 
In conclusion, we have reported the direct, real-space imaging of acoustic-phonon 
dynamics in macroscopically-ordered but microscopically-disordered crystalline 
germanium.  We have discovered that phonon nucleation and launch occurs at discrete 
spatial locations near crystal boundaries, and that the appearance of coherent, propagating 
wavefronts are extremely sensitive to the shapes of local strain fields.  The 
crystallographic directionality of the real-space contrast waves was confirmed using 
convergent-beam diffraction.  Further, analysis of ps contrast-modulation reveals the 
phase velocities, frequencies, and symmetries of the modes, with the spatial dependence 
of the oscillations being resolved.  I anticipate that these observations, and the method 
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employed, will open the way to the ultraprecise manipulation and control of coherent 
energy propagation at the atomic scale, with the possibility of exploring the 
spatiotemporal limits of quantized thermal energy.
126
  Of particular interest is the 
development of a detailed understanding of phonon dynamics in nanostructured and 
disordered semiconducting materials such as germanium and its alloys.
218-220
 
Following this initial observation of acoustic wave imaging with UEM, I 
expanded the phonon imaging technique to a different material (1T-TaS2).  In addition, 
using the conclusions from the multimodal studies described in Chapter 4, the similarities 
and differences of the dynamic response of the lattice in response to phonon propagation 
were investigated with both real-space and diffraction modalities.  
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CHAPTER 6 – DEFECT-MEDIATED ACOUSTIC 
WAVE INTERFERENCE IN TAS2 
At its heart, UEM is an expansion of conventional TEM into the ultrafast 
temporal regime (with current instruments comprised of commercially-available 
technologies), which enables ultrafast structural studies conducted in both real and 
reciprocal space.
196, 198, 221-222
  As is common with dedicated ultrafast electron diffraction 
instruments,
59, 62, 223-230
 UEM parallel-beam diffraction has been used to probe reciprocal-
space dynamics of structurally-ordered materials, with the results being interpreted within 
the context of the (spatially-averaged) photoinduced response of interplanar spacings, 
variation in atomic-vibration amplitudes and reciprocal-lattice orientations, and changes 
in unit-cell symmetries.
231-233
  Owing to the illumination system and scan coils, however, 
UEM has the added capability of the formation of nanoscale probes ideally suited for 
elucidating dynamics within specific specimen regions of interest via convergent-beam 
and scanning UEM.
171, 173, 212, 234
 
An especially useful capability of UEM, described thoroughly in Chapter 4, is the 
ability to select either the back focal plane or the image plane of the objective lens as the 
object of the first intermediate lens in the imaging (projection) system, as is routine with 
conventional TEM.  In this way, one can correlate both reciprocal- and real-space 
information from specimen regions of interest, in a straightforward manner, in order to 
develop a comprehensive picture of ultrafast atomic to mesoscale structural and 
morphological dynamics.
174
  Indeed, this approach has been used to study a variety of 
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materials phenomena, including transient elastic lattice deformation, photomechanical 
motion, and single-particle photoswitching dynamics.
54, 56, 134, 175, 235
  Owing to the 
aperiodic arrangement and (often) low number density of defects and interfaces relative 
to angstrom-scale spatial periodicities, the dynamics of energy nucleation, transport, and 
conversion in the presence of such features are especially well-suited to study with the 
combined nanoscale real- and reciprocal-space capabilities of UEM.
206, 236
 
Here, the detailed, spatially-varying information that can be extracted with 
correlated UEM imaging and diffraction is demonstrated via isolation and quantification 
of morphologically-dependent acoustic-wave dynamics in many-layer specimens of 1T-
TaS2.  Interest in this material, as well as many other TMDs in general, stems largely 
from observations of tunable optical, thermal, and mechanical properties with layer 
number.
237
  For TMDs such as TaS2, which display charge-density waves and first-order 
transitions in electrical conductivity, open questions relating to modulation of electron 
density and accompanying lattice distortion could potentially be clarified with correlated 
ultrafast structural and electronic experimentation.
225, 238-240
 
For the work reported here, coherent acoustic-phonon dynamics were induced in 
freestanding, many-layer flakes via fs optical excitation.  It was observed that boundary 
conditions imposed by specimen morphology lead to multiple in-plane acoustic modes, 
which exhibit robust and quantifiable interference effects (e.g., beating), the time-
dependent behavior of which is largely dependent upon the relative spatial arrangement 
of extended defects and interfaces.  As previously demonstrated, the in-plane waves are 
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observable with UEM real-space imaging via transient and propagating diffraction-
contrast features arising from spatial variation in the Bragg condition caused by local 
elastic strain of the lattice.
206
  Here, changes in Bragg condition were confirmed and 
monitored with fs selected-area diffraction experiments on the corresponding regions of 
interest in which real-space dynamics were observed.  Accordingly, correlating real- and 
reciprocal-space dynamics enabled formulation of an atomic to mesoscale picture of the 
evolution of acoustic-wave dynamics.  Note: The figures and portions of the text in this 
chapter are adapted with permission from: “Defect-Mediated Phonon Dynamics in TaS2 
and WSe2”, D. R. Cremons, D.A. Plemmons, D. J. Flannigan, 2017.
241
 
6.1 | Experimental 
Many-layer specimens were prepared from bulk crystals of 1T-TaS2 (HQ 
Graphene) following a previously-described method.
206
  The first step in this method is 
isolation of many-layer flakes from bulk crystals via mechanical exfoliation with 
adhesive tape as described in Chapter 2.  In order to further reduce the number of layers, 
additional exfoliation steps were applied to the many-layer flakes until the approximate 
desired thickness is achieved, as determined by the onset of optical transparency.  The 
flakes were then transferred onto cleaved NaCl crystals (Ted Pella, Inc.) and washed 
three times with isopropyl alcohol (IPA).  A 4-wt% solution of poly(methyl 
methacrylate) (PMMA) in anisole was then drop-cast onto the flakes and allowed to cure 
at 95 °C for 10 minutes.  The NaCl/TMD/PMMA stack was then placed in a deionized-
water bath until the NaCl is completely dissolved.  The specimens were then transferred 
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to an IPA bath in a watch glass and floated onto a 2000-mesh Cu TEM grid (Ted Pella, 
Inc.).  The PMMA backing layer was then removed via several washes with warm 
acetone, and the specimens were dried in air at 85 °C for 2 hours.  The as-prepared 
specimens generally consist of heterogeneously-distributed freestanding flakes of varying 
thicknesses.  The specimen consisting of the overlapping flakes is shown in real- and 
reciprocal-space in Figure 6-1. 
 
 
Figure 6-1.  Overlapping, freestanding TaS2 flakes probed with UEM.  (A) Bright-
field TEM image of suspended flakes on a 2000-mesh Cu grid.  (B) Schematic 
highlighting the distinct but overlapping flakes visible in the bright-field TEM image.  
Each flake is outlined, color-coded, and numbered for clarity (red number 1, blue number 
2, and green number 3).  Note that the flakes extend beyond the field-of-view.  (C 
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through E) Selected-area diffraction patterns (false colored) from flakes 1 through 3, 
respectively.  The color bar in the upper-right corner of (C) corresponds to the intensity 
range of 0 (blue) to 255 (red).  The location and size of the selected-area apertures used to 
generate each of the patterns are shown as dotted, colored circles with the numbers 1, 2, 
or 3 in the center in (B).  All patterns are nominally down the [001] zone axis, and the 
incident electron wave vector is fixed; the diffraction pattern from flake 1 indicates it is 
tilted several degrees with respect to flakes 2 and 3.  The scale bars represent 2 nm
-1
. 
 
A repetition rate of 67 kHz was used for the TaS2 experiments.  All experiments 
were performed at ambient conditions.  Owing to the repetition rates used, a modestly-
elevated pulse-to-pulse steady-state temperature is expected, which in the case of TaS2 is 
expected to be above the nearly commensurate to incommensurate charge-density-wave 
transition temperature (350 K).
242
  The laser wavelength used to excite the specimens was 
1,030 nm.  The excitation spot size at the specimen position was 130 µm FWHM, as 
estimated from ex situ measurements, resulting in pump fluences of 3.0 mJ/cm
2
.  As is 
generally done, fourth-harmonic ultraviolet (257.5 nm) laser pulses were used to generate 
the discrete photoelectron packets, with laser-pulse durations assumed to be 
approximately equivalent to the fundamental and second-harmonic pump pulses.
243
 
Experiments on TaS2 were performed using a 50-µm flat, graphite-encircled LaB6 
cathode (Applied Physics Technologies).  Custom Wehnelt (1.5-mm diameter) and 
condenser (1.25-mm diameter) apertures were used to increase the total beam current 
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reaching the specimen in photoelectron mode.  Images were recorded with a Gatan Orius 
SC200B 4 megapixel fiber-coupled CCD camera (14-bit dynamic range), with 
individual-image acquisition times ranging from 25 to 30 s.  Electrons per photoelectron 
packet were estimated to range from 250 to 1,000, resulting in a temporal instrument 
response ranging between 1 and 2 ps for the experimental settings used here, as estimated 
from previous measurements.
243
 
For the real-space imaging experiments, 30-s acquisition times per frame were 
used, and the entire scan ranged from -150 to 475 ps.  The temporal step-size was 4 ps 
from -150 to -25 ps and 2 ps from -25 to 475 ps.  The step-size was varied in order to 
reduce the total experiment time while still capturing the full dynamic information of 
interest following photoexcitation.  The specimen was oriented approximately along the 
[001] zone axis, and all images were obtained with a 20-µm objective aperture in order to 
select the direct beam for imaging.  In diffraction mode, images were acquired over a 
similar delay range (-150 ps to 375 ps) with a 20-s acquisition time.  A 50- µm selected-
area aperture was used. 
6.2 | Analysis 
The bright-field image analysis techniques used here have all been described in 
previous chapters.  These include creating linescans which plot averaged image-intensity 
in a certain ROI as a function of delay as well as taking the time-domain Fourier 
transform of the linescan to determine the frequency of the contrast waves which travel 
through the ROI.  In order to accurately measure the intensity of the diffraction spots, 
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however, a custom fitting algorithm was written, which can be described thusly.  First, 
the raw diffraction patterns are imported into MATLAB software (The Mathworks, Inc.).  
The patterns are median filtered with a 3-pixel radius that removes outliers due to X-rays 
striking the CCD.  The number of spots to measure are chosen and an ROI is demarcated 
for each chosen Bragg spot that encompasses the entire diffraction spot.  This ROI is then 
fit with a two-dimensional Gaussian profile with a moving offset given by the function: 
𝐼(𝑥, 𝑦) = 𝐵 + 𝐴 (
1
2𝜋𝛿𝐴𝛿𝐵
) exp(⁡− [
(𝑥 − 𝜇𝐴)
2
2𝛿𝐴
2 +
(𝑦 − 𝜇𝐵)
2
2𝛿𝐵
2 ]) 
 
(6-1) 
Where I(x,y) is the diffraction pattern intensity at position (x,y), B is the background 
intensity of the peak, A is the peak-height scaling factor, δA and δA are the Gaussian 
standard deviation in the x and y axes respectively, and μA and μB are the positions of the 
center of the Gaussian peal in the x and y axes respectively.  This fitting method is shown 
schematically in Figure 6-2. 
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Figure 6-2.  Selected-area diffraction spot fitting results.  (A) Surface plot of ROI 
centered on the (001) reflection from stroboscopic selected-area diffraction pattern 
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acquired at a delay of -150 ps.  (inset) Cropped SADP from image series with the (001) 
reflection indicated by the gold box.  (B) Fitted surface of (A) using the function in 
equation 6-1.  The colorbar represents the image intensity in counts going from cooler 
colors (lower counts) to hotter colors (higher counts). 
 
 The peak-fitting algorithm was then extended to include multiple Bragg 
reflections and was automated to analyze every image in the stroboscopic series with the 
same input parameters.  At the end of the fitting process, the parameters of each peak 
were extracted (2D peak widths, 2D peak centers, peak amplitudes, and background 
intensity) and plotted as a function of delay in order to determine the dynamic response 
of the crystalline lattice.  Many of the parameters did not vary as a function of pump-
probe delay, but the peak height or intensity of the peak was observed to oscillate 
following excitation (Figure 6-3).  In addition, the goodness-of-fit for each peak and 
image was calculated to ensure that the fitting method did not introduce artifacts or 
exclude dynamic behavior of the Bragg reflection of interest. 
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Figure 6-3.  Extraction of diffraction spot intensity for entire image series from 
fitting algorithm and coefficients of determination.  (A) Gaussian height values from 
each image in the delay series as extracted from fit coefficients of equation 6-1.  (B) 
Coefficients of determination or r-squared values for each fit, showing the goodness-of-
fit for each image in the series. 
 
6.3 | Results and Discussion 
With UEM bright-field imaging at sufficient magnifications, the roles of 
individual imperfections on lattice-wave nucleation and propagation can be directly 
determined.  Shown in Figure 6-4 is the photoexcited emergence, propagation, and 
interference of two perpendicularly-oriented coherent acoustic-wave trains observed 
emanating from two distinct interfaces (vacuum/crystal and crystal/crystal) in many-layer 
TaS2.  The UEM image series, as acquired, contains a total of 136 images, a select few of 
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which comprise Figure 6-4.  The first observed acoustic wavefronts emerge at early times 
(i.e., before 70 ps), seemingly simultaneously from the vacuum/crystal and crystal/crystal 
interfaces, and propagate along wave vectors oriented normal to each interface.  
Additional wavefronts continue to emerge from these regions and follow the same initial 
wave vectors for hundreds of picoseconds.  Here, the wave trains can be visualized by 
following the temporal response of initially-static diffraction-contrast features (i.e., those 
marked with the blue dashed lines and green dashed ellipse in the -10-ps frame of Figure 
6-4).  Owing to the relative orientations of the wave vectors, coherent interference effects 
are observable at time delays beyond 200 ps.  Prior to this, interference effects are 
modulated primarily by the wave train emanating from the crystal/crystal interface. 
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Figure 6-4.  Select frames from a stroboscopic UEM image series showing 
photoexcited, cross-propagating acoustic-wave trains in a freestanding, many-layer 
TaS2 flake.  Each frame is 413 by 486 pixels, with a field-of-view of 1.32 by 1.56 μm.  
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The red and gold dashed lines denote the vacuum/crystal and crystal/crystal interfaces, 
respectively.  The green dashed ellipse and blue dashed lines denote diffraction-contrast 
features that were modulated by the propagating acoustic waves and monitored to 
quantify dynamics  The figure is comprised of select frames at 20-ps intervals, ranging 
from -10 to 470 ps (time stamps are in the upper-left corner of each frame). 
 
 To ensure that the observed cross-propagating contrast behavior was caused by 
time-dependent lattice deformation and was not an artifact of the imaging or stroboscopic 
excitation conditions, control experiments were performed.  A series of 20 images was 
acquired; 10 acquired at a delay of 50 ps before time-zero and 10 at a delay of 50 ps after 
time-zero.  The contrast in each of the 20 images was tracked in the location of contrast 
wave emergence (Figure 6-5).  The sharp change in contrast when switching from -50 ps 
(Image numbers 1 through 10) to 50 ps (Image numbers 11 through 20), delineated by the 
vertical dashed line in the plot between Image 10 and Image 11, illustrates both the 
stability of imaging at a single delay time (7 minutes for each set of 10 images), as well 
as the change in contrast due to the snapshot of lattice dynamics at 50 ps, indicative of 
contrast modulation by the propagating acoustic waves. 
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Figure 6-5.  Control experiment illustrating system stability at both negative and 
positive time delays.  (A,B) Average of 10 UEM bright-field images obtained at -50- and 
50-ps time delays (A and B, respectively).  The red-dashed rectangle denotes a region of 
interest from which the contrast strength was monitored.  (C) Surface plot generated by 
averaging along the short axis of the red-dashed rectangle in panel (A); the long axis of 
the red-dashed rectangle is held constant as the position axis (pixels), here ranging from 0 
to 240 pixels.  The dark-blue regions correspond to the dark diffraction-contrast features 
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in (A) and (B) that curve downward sharply between the pre- and post-time-zero time 
points.  The intensity color bar corresponds to grayscale values from the raw UEM 
images. 
 
In order to quantify the wave-interference effects driven by interfaces in the TaS2 
flake, modulated image-intensity was spatially monitored as a function of time, as 
summarized in Figure 6-6.  Because the onset of wave-train interference renders 
continued isolation and monitoring of discrete phonon properties in those particular 
specimen regions challenging, dynamics were quantified in areas where a single, 
unperturbed wave train was still observable.  As in Figure 6-4, the onset of interference 
was again observed to occur at times beyond 200 ps, where a discontinuity in the image-
contrast oscillations, arising from the wave train emanating from the vacuum/crystal 
interface, can be seen [Figure 6-6(A)].  A frequency analysis of the individual wave trains 
[Figure 6-6(C,D)] also reveals the presence of interference effects, in addition to 
fundamental differences likely arising from dissimilar boundary conditions (e.g., 
differences in the mechanical properties of the discrete interfaces from which they 
emerge).  Because the wave train emanating from the vacuum/crystal interface is 
disrupted due to interference, a Fourier analysis of the data [Figure 6-6(C)] broken into 
two time windows (pre- and post-interference, centered at 250 ps) reveals the presence of 
two distinct frequencies:  one at 8 GHz (f2) and one at 12 GHz.  Because the 8-GHz 
frequency arises from the pre-interference dynamics (i.e., dynamics before the onset of 
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interference), we assign the post-interference frequency at 12 GHz to the beat frequency 
(fb) of the two wave trains, such that fb = f1 – f2.  Analysis of the wave train emanating 
from the crystal/crystal interface [FIG. 3(D)] returns a single frequency (f1) centered at 20 
GHz. 
 
 
Figure 6-6.  Cross-propagating acoustic phonons in a TaS2
 
flake.  (A) Time-
dependent image intensity obtained from a 20 by 20-pixel region of interest in which the 
primary dynamic contrast behavior arises from acoustic-wave propagation normal to the 
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vacuum/crystal interface, as denoted by the light-blue arrow in the inset of panel (C).  (B) 
Time-dependent image intensity as in panel (A), but obtained from a region-of-interest in 
which the primary dynamic contrast behavior arises from acoustic-wave propagation 
normal to the crystal/crystal interface, as denoted by the light-blue arrow in the inset of 
panel (D).  The solid black curves in (A) and (B) are smoothed data, generated with a 
low-pass filter (30-GHz cutoff), to guide the eye.  (C) Time-domain Fourier transform of 
the temporal trace in panel (A), with the primary contrast-wave frequencies centered 
between 8 and 12 GHz.  (inset) Representative bright-field UEM image.  The light-blue 
arrow denotes the direction of propagation of acoustic waves having frequencies between 
8 and 12 GHz.  (D) Time-domain Fourier transform of the temporal trace in panel (B), 
with the primary contrast-wave frequency occurring at 20 GHz.  (inset) Representative 
bright-field UEM image.  The light-blue arrow denotes the direction of propagation of 
acoustic waves having frequencies of 20 GHz.  The scale bars represent 500 nm in both 
insets. 
 
I hypothesize that the mechanism by which the observed cross-propagating, 
transverse (in-plane) waves are generated via photoexcitation is conversion of 
longitudinal modes at the flake surfaces due to spatially-varying elastic (acoustic) 
properties at the interfaces.
244-245
  At the near-room-temperature conditions of the 
experiments, the photogeneration of coherent acoustic phonons in TaS2 is ascribed to the 
interplay of deformation potential and thermoelasticity on ultrafast timescales.
40
  As 
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previously noted, the waves do not originate randomly in the flake, but instead are 
coherently generated from two distinct and structurally-dissimilar interfaces.  Here, the 
spot size of the excitation laser (130 μm FWHM) is such that the spatial excitation-
intensity profile is flat across the entire UEM imaging field of view.  Accordingly, 
instantaneous excitation (relative to the in-plane phonon periods) will produce a 
photothermal gradient initially varying only along the c-axis stacking direction owing to 
thickness-dependent attenuation of the excitation pulse.  Phonon motion that then occurs 
along the c-axis stacking direction will couple into transverse, in-plane modes at regions 
where bonding discontinuities occur (e.g., vacuum/crystal and crystal/crystal interfaces) 
owing to spatial variations in constitutive relations of the defect-laden specimen (i.e., 
spatial variations in the values of the governing equations of the linear elastic response). 
The disparity in observed frequencies for each of the wave trains (8 and 20 GHz) 
is hypothesized to arise from two potential sources.  First, the disparity could arise from 
differences in the relative crystallographic orientation of each flake region; if the wave 
trains travel along different crystallographic directions, then differences in elastic 
response may arise owing to off-diagonal elements of the TaS2 anisotropic strain tensor.  
Here, by correlating crystallographic orientation (determined with selected-area 
diffraction) to the observed real-space wave vectors, it was found that the wave train 
emanating from the vacuum/crystal interface travels approximately along the 〈010〉 
direction.  As determined from the UEM imaging studies, the wave train emanating from 
the crystal/crystal interface propagates along a different direction; approximately the 
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〈210〉 direction.  This description is in reasonable agreement with previous studies of 
photoexcited acoustic phonons.
246-247
  The second source may be relative differences in 
layer number (i.e., flake thickness) for each of the regions-of-interest.  In this case, 
initially-excited longitudinal modes would experience different round-trip times, which is 
reasonably expected to cause a frequency variation of the in-plane modes upon coupling 
and conversion.  Note that the measured velocity of the in-plane waves emanating from 
both interfaces is approximately 5 nm/ps, which matches well with Lamb-type plate 
waves in thin Si membranes.
208
  Interestingly, the interplay of Rayleigh-type lattice 
waves with charge-density waves in TaS2 has been described, and it is expected that the 
correlative UEM imaging and diffraction methods are well-suited to experimentally 
probe this phenomenon.
248
 
To further compare the observed real-space phonon dynamics to modulations at 
the crystal-lattice level, UEM selected-area diffraction was conducted on the same 
specimen region, with all other experimental parameters (e.g., pump laser fluence, spot 
size, excitation wavelength, etc.) held constant.  Figure 6-7 summarizes the results of the 
diffraction study, wherein the modulation of Bragg spot intensity was monitored as a 
function of time.  By using a selected-area aperture to isolate a region of interest within 
which each wave train, as well as the subsequent interference effects, were observed in 
real space, the reciprocal-space response – which is a spatial average of all periodic-
structural dynamics occurring within this specimen region – can be more-clearly 
understood 
  153 
 
 
Figure 6-7.  Selected-area diffraction from a region of interest in a TaS2 flake 
displaying cross-propagating acoustic-wave dynamics.  (A) Time-dependent intensity 
of the (100) Bragg spot, as quantified by fitting with a 2D Gaussian peak function.  The 
solid black curve is smoothed data, generated with a low-pass filter (30-GHz cutoff), to 
guide the eye.  (inset) Representative bright-field UEM image.  The red-dashed circle 
denotes the position and effective size of the selected-area aperture used to generate the 
UEM parallel-beam diffraction patterns.  The scale bar represents 500 nm.  (B) Time-
domain Fourier transform of the temporal trace in panel (A), revealing frequencies 
occurring at approximately 12 and 20 GHz.  (inset) Representative (false-colored) UEM 
selected-area diffraction pattern obtained approximately along the [001] zone axis.  The 
scale bar represents 5 nm
-1
. 
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By monitoring the (100) reflection, which displayed the strongest time-dependent 
intensity modulation (e.g., a nearly 30% decrease in intensity during the first 100 ps), 
both the wave train emanating from the vacuum/crystal interface and the onset of 
interference were detected.  Specifically, an approximately 20-GHz intensity oscillation 
sets in following the initial intensity drop, which matches well with the single wave train 
(f1) emanating from the vacuum/crystal interface.  This oscillation then displays a 
variation in both amplitude and frequency at approximately 250 ps, which matches well 
both spatially and temporally with the onset of wave interference, as directly observed 
with UEM real-space imaging described above.  The Fourier transform of this entire time 
trace also displays a lower-amplitude oscillation at approximately 12 GHz, which is 
likely a convolution of both the lower-frequency wave train emanating from the 
crystal/crystal interface (f2) and the onset of the beat frequency (fb). 
6.4 | Conclusions 
In summary, here I have described the direct visualization of in-plane acoustic-
phonon dynamics at discrete interfaces in single flakes of TaS2.  With UEM bright-field 
imaging, we have spatially isolated and quantified the emergence, launch, propagation, 
and interference of phonon wave trains and determined the effects of discrete interfacial 
regions (vacuum/crystal and crystal/crystal) on the time-varying behaviors.  The acoustic 
waves – discernible in real space via local elastic strain of the lattice leading to 
modulations of the Bragg condition and the resulting commensurate diffraction-contrast 
dynamics – arise from interfacial stress caused by initial excitation and confinement of 
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compressional waves along the c-axis stacking direction within the specimen-layer 
boundaries.  The transient diffraction-beam scattering-vector magnitudes and angular 
orientations, as measured with UEM selected-area diffraction, support both the proposed 
dynamic image-contrast mechanisms and the physical origins of the acoustic wave trains.  
When taken together with the discovery of phonon imaging in germanium and tungsten 
diselenide described in Chapter 5, the results reported her show the robustness of the 
technique as well as solidify the usefulness of such a technique in the excitation of 
phonon populations in spatially heterogeneous specimens.  This work also greatly 
increased my understanding of the contrast mechanism and crystallographic origin of the 
observed phenomena.  This project necessitated a more sophisticated methodology and 
the development of more precise analysis techniques which ultimately yielded several 
new discoveries in the previously-studied germanium system. 
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CHAPTER 7 – DISPERSION OF HYPERSONIC 
ACOUSTIC WAVES IN GERMANIUM 
The energy timeline following above-bandgap excitation of semiconductor 
materials involves many spatially- and temporally-overlapping mechanisms: photon-
electron, electron-electron, electron-phonon, and phonon-phonon coupling, which begin 
within picoseconds of light-matter interaction.
29-33
  In germanium, the rate and 
mechanisms of energy transfer from a coherently-excited electron-hole (e-h) plasma to 
the acoustic phonon population has been a topic of close study for several decades.
37, 45, 
249-251
  To properly study these transient phenomena, stroboscopic techniques that make 
use of ultrashort (femtosecond to picosecond) pulses are required.  A variety of ultrafast 
optical, electron, and X-ray methods have been used to study the optical generation of 
acoustic waves,
173, 208, 252
 though many questions remain, primarily due to the 
spatiotemporal requirements of experimentally probing these phenomena. 
 The phonon-generation mechanisms relevant here (thermoelasticity and 
deformation potential), depend on scattering rates that can vary widely as a function of 
material and electronic properties, thus, control of the energy dissipation timeline is 
predicated on deconvoluting and ultimately tuning the dominant electron-lattice coupling 
mechanism.  Once optically generated, acoustic phonons in nanoscale systems can 
undergo several spatiotemporally-dependent processes; mode-conversion, diffraction, and 
coupling to topographic features all play an important role in determining this portion of 
the energy-dissipation timeline.
244-245, 253-254
  In thin plate geometries, excitation of Lamb 
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modes via ultrashort laser pulses is well-known,
255-256
 including the calculation of 
hypersonic phase velocities.
208, 257
  Despite sustained examination, the spatial and in some 
cases temporal variation of fundamental and universal acoustic wave properties including 
phase velocity, wavenumber, directionality, and dispersion have not been observed. 
 Here, I will describe the measurement of time-dependent, high-velocity acoustic 
wave dispersion in a thin, free-standing germanium wedge.  Continuing the work 
described in Chapter 5, further study of above-bandgap excitation of germanium resulted 
in the observation of coherent, traveling contrast features with velocities up to seven 
times the speed of sound (up to 35,000 m/s).  I measured a time-dependent phase-velocity 
decrease of the acoustic waves beginning at hypersonic velocities and decaying to the 
longitudinal speed of sound over 1 ns.  The first observed coherent waves do not appear 
until 60 to 80 ps after initial excitation, which suggests extended excited-carrier lifetimes.  
Furthermore, the direction of phonon propagation does not align with any major 
crystallographic axes, but instead follows strain directions induced via specimen 
preparation.  The spatiotemporal properties of the acoustic waves measured here – 
velocity, wavenumber, frequency, directionality, onset, and duration – give hitherto 
unseen insight into crucial aspects of the energy dissipation timeline. 
7.1 | Experimental 
7.1.1 Germanium UEM Experiments 
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The wedge specimens were prepared from a bulk (110)-oriented, undoped 
germanium wafer (MTI Corporation).  In order to create a specimen, a single-crystal 
piece was mechanically polished at a 2° angle to electron transparency.  The specimen 
was then epoxy-bonded to a 3-mm gold slot grid.  The microscope was operated at 200 
kV in stroboscopic mode, using photo-generated electron packets containing from 200 to 
800 electrons per packet, resulting in an instrument response of 1 to 2 ps.
243
  For the 
experiments reported here, 300-µm and 50-µm flat, graphite encircled LaB6 cathodes 
(Applied Physics Technologies) were used.  Images were recorded with integration times 
ranging from 10 to 35 seconds per frame.  The germanium experiments were performed 
at 10 kHz to 50 kHz, based on the heat-dissipation constraints of each specific wedge 
specimen.  The repetition rate used for a set of experiments will be listed in the caption of 
the corresponding figure.  A comparison experiment involving constant-fluence pump 
pulses of differing energies (1.2 eV and 2.4 eV) was also performed; all other 
experimental parameters were kept constant.  Similarly, a pump fluence of 0.8 mJ/cm
2
 
was used for most experimentation, while a fluence of 1.8 mJ/cm
2
 was used for the 
photon energy experiments. 
7.1.2 UEM Control Experiments 
Control experiments were performed to exclude potential imaging artifacts and to 
ensure the validity of the acoustic wave dynamics imaged using UEM.  Figure 7-1 shows 
the comparison between two stroboscopic imaging experiments performed with all 
conditions held constant excepting the presence/absence of the pump pulses.  The 
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linescans were taken from the same region of each image of the delay series.  The onset 
of the acoustic waves can be clearly seen in Figure 7-1(A) at 75 to 80 ps at position zero 
and traveling to the right.  When the pump laser is blocked [Figure 7-1(B)], no change is 
seen over the same delay range.  Figure 7-1(B) also shows the stability of the 
photoelectron beam over the experiment duration; the lineshapes do not change 
significantly over the entire delay range. 
 
 
Figure 7-1.  Acoustic wave imaging control experiment.  (A) Linescans taken from 
region showing acoustic wave contrast modulations with the pump-laser illuminating the 
specimen.  The linescans are derived from a region 250 pixels in length along the 
direction of wave propagation (the Position axis), and averaged 40 pixels down the 
wavefront to increase the signal-to-noise ratio.  Each line was taken from an image of the 
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series from 50 ps to 275 ps taken at 5-ps increments.  The linescans are offset for clarity.  
(B) Linescans taken from the same region as (A) but from an experiment with the pump 
laser blocked.  The lines were generated in the exact same manner as (A) and each color 
corresponds to the same timepoint as in (A).  The linescans are offset for clarity. 
 
 Control experiments were also performed to determine the effect of delay step-
size as well as the repeatability of the observed dynamics.  In the case of the step-size 
experiments, three consecutive scans were performed from 0 to 500 ps with delay step-
sizes of 10 ps, 5 ps, and 2 ps to determine if any aliasing effects were present.  The 
images were obtained with an acquisition time of 25 s and all microscope and laser 
parameters were kept constant throughout the experiments.  Finally, to test the 
repeatability of the observed behavior, three image series were obtained from -100 ps to 
1500 ps by 5 ps steps, with an acquisition time of 35 s.  The results of these experiments 
will be described in Section 7.3. 
7.1.3 Complementary Bright-Field/Dark-Field Experiments 
Further elucidation of the TEM contrast mechanism that enables the phonon 
imaging presented here was done via complementary bright-field and dark-field 
experimentation.  As described in Chapter 5, we initially observed that the contrast waves 
were most often spatially-localized near existing bend-contours in the specimen.  This led 
us to propose a diffraction-contrast mechanism for the initial report of phonon imaging as 
visualized in tungsten diselenide and germanium.  To test this hypothesis, I obtained a 
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bright-field stroboscopic imaging series, indexed the bend contour around which the 
contrast waves were localized, then repeated the imaging experiment in dark-field mode, 
using only the electrons scattered to the same Bragg reflection as the bend contour.  The 
results are shown Figure 7-2, which shows representative bright- and dark-field images 
from the series, as well as the complementary space-time plots. 
 
 
Figure 7-2.  Comparative bright-field and dark-field phonon imaging.  (A) Bright-
field image of Ge wedge sample.  The red box indicates region from which space-time 
plot was generated, with the long axis being the position axis, and the short axis being 
averaged over.  (B) Space-time plot of bright-field image series showing travelling waves 
localized around the dark diffraction-contrast feature at 0.4 to 1.0 µm.  (C) Dark-field 
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image with same field-of-view as (A).  The red box here similarly indicates the region 
from which the space-time plot was generated.  (D) Space-time plot of dark-field image 
series showing travelling waves.  The dark-field images were created using the (042̅) 
Bragg spot.  Both experiments were performed using a 20-µm objective aperture such 
that only the central or Bragg spot were selected to pass into the projection system. 
 
The space-time plots show that the contrast in the waves is inverted between the 
two imaging modalities; the bright-field experiments show travelling dark waves against 
a light background, while the dark-field experiments show travelling bright waves against 
a dark background.  This result suggests that the specimen lattice is being tilted or 
deformed in the areas of transient contrast behavior.  The localization near bend contours, 
then, is a result of the bend contour region being at a point of high excitation-error 
curvature.  Thus, a small deformation of the lattice leads to a strong contrast modulation 
in the bright-field or dark-field imaging modalities.  In specimen regions orientated near 
the Bragg condition, electrons that pass through the locally-deformed regions are 
elastically scattered and are excluded (or included in the case of dark-field imaging 
mode) from the imaging system via an aperture in the back focal-plane of the objective 
lens.
241
  This causes the transiently deformed regions to appear darker than the 
surrounding lattice, as can be seen in the grayscale (inset) and false-colored stroboscopic, 
photoelectron images in Figure 7-3. 
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Figure 7-3.  Schematic of the mechanism that enables acoustic phonon imaging with 
stroboscopic UEM.  (A) Snapshots of acoustic wave photoexcitation and evolution on 
the ultrafast timescale.  (B) Image formation in UEM imaging mode in the presence of 
acoustic-wave deformation.  The image on the CCD has been false-colored to improve 
the visibility of acoustic waves, but the contrast originates from the raw image.  The 
colorbar on the right denotes the scale of intensity from the original stroboscopic image 
in counts.  (Inset) Representative frame at Δt = 275 ps from stroboscopic image series 
showing spatial localization of acoustic waves.  Scale bar is 1 µm. 
 
7.1.5 CBED Experiments for Specimen Thickness Measurement 
 Convergent-beam diffraction patterns were obtained in thermionic mode at 
various specimen locations where transient contrast modulations were observed during 
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UEM experimentation.  The CBED patterns were acquired with a 200-μm condenser 
aperture with an acquisition time of 3 s.  The specimen orientation (i.e., tilt) was chosen 
to create a two-beam condition; a condition essential for the Kossel-Mӧllenstedt-fringe 
method of thickness determination which will be described in Section 7.2.3. 
7.2 | Analysis 
7.2.1 Germanium UEM Experiments 
 The data obtained from a standard UEM experiment contains four-dimensional 
information: two spatial dimensions, intensity value, and pump-probe delay.  In order to 
extract meaningful, quantifiable values from these experiments we routinely collapse one 
or two of the variables to illustrate and quantifiably determine the time-dependent 
material response.  Familiar examples of this would be a linescan, which involves 
collapsing the two spatial dimensions to one, or a cross-correlation, which reduces the 
two spatial dimensions and single intensity dimension to a single measurement which can 
then be plotted against time. 
In order to extract meaningful wave properties from our UEM dataset, we chose to 
reduce the special dimensionality through the use of space-time plots.  This has the 
benefit of allowing for more manageable image-set analysis and also increases the signal 
to noise ratio by averaging over a direction containing unvarying wave information (in 
this case, along the wavefront).  As is essential when performing any image analysis 
processes, care was taken to ensure information was not lost, nor artefacts induced by the 
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analysis process.  Particular care was taken to ensure that the remaining spatial dimension 
was perpendicular to the direction of propagation, so as to avoid the measurement of 
inaccurate velocities.  This was checked by measuring individual wave-velocities from 
the 4D datasets (not necessarily a more accurate method), and comparing them to those 
extracted from the space-time plots.  In this manner, we are confident that our velocity 
measurements were not affected by the analysis process itself. 
7.2.2 Velocity Determination 
 Initial attempts to measure contrast-feature velocity using the original image 
sequences involved a high level of user interpretation and bias, thus a more hands-off 
method was developed.  In order to accurately determine the velocity of the contrast 
waves we first reduced the dataset dimensionality by creating space-time plots.  Regions 
were chosen which contained the highest signal-to-noise ratios as well as those regions 
which showed the earliest onset of wave propagation. 
The analysis process for extracting the time-dependent feature velocities is 
summarized in Figure 7-4 and can be described thusly.  First, the space-time plot was 
cropped such that only the regions in which travelling waves are observed are included 
[Figure 7-4(A)].  The Canny edge-finding method was then performed on the space-time 
plot, which uses maxima in the image gradient to extract edges.
258
  Parameters including 
the threshold value and the sigma value of the Gaussian filter were chosen to ensure the 
accuracy of this step, which was verified against the original space-time plot to prevent 
false-positives and reduce missed edges. 
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Figure 7-4.  Analysis procedure for contrast-wave velocity determination.  (A) 
Space-time plot created from four-dimensional UEM image series.  (B) Schematic of 
linear Hough transform as applied to space-time plots.  Rho (ρ) represents the distance 
from the origin to a point in the image, and theta (θ) represents the angle between the 
abscissa and that point.  (C) Hough-space image of (A) in the phase space region of 
interest showing local maxima at the angles and distances from the origin which 
correspond to the diagonal features in the space-time plot.  (inset) Portion of Hough space 
that shows local maxima (white regions surrounded by black) corresponding to the 
diagonal contrast.  (D) Fitted line segments (corresponding to Hough-space maxima), 
from the linear Hough transform process superimposed on the original space-time image 
from (A).  Red and yellow crosses indicate the end points of the extracted line-segments.  
(E) Extracted wave velocities as a function of pump-probe delay. 
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Next, a linear Hough transform was performed on the thresholded image.  A 
linear Hough transform involves searching an image for line segments, defined by an 
angle, θ, and distance, ρ, from the origin [Figure 7-4(B)].  When a line segment of a 
particular θ and ρ is found, a value is added to the two-dimensional array, or accumulator, 
that defines the Hough space.  A portion of the visual representation of accumulator for 
the edge-detected space-time plot is shown in [Figure 7-4(C)].  Local maxima can be 
seen from 8° to 10° rotation and 10 to 20 pixel radius, corresponding to the travelling 
wave segments from the space-time plot.  The maximum values from the Hough 
accumulator that match the desired criteria (minimum length, spacing between lines, etc.) 
were extracted and plotted over the original space-time plot to check the validity of the 
method. 
As can be seen in Figure 7-4(D), the method is highly SNR-dependent, and some 
of the features are missed in the effort to remove false-positives.  In addition, multiple 
lines are often found for the same travelling waves (the leading and tailing edge were 
often captured separately, for example).  A velocity and delay value was extracted for 
each line by using the angle of the line and the lowest point of the line on the abscissa, 
respectively.  Because the space-time plot was created from the region in which the 
waves were first observed, the delay values assigned to the waves is correct with respect 
to time-zero as described above.  Finally, all of the velocities that were determinable from 
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the space-time plot were plotted as a function of delay [Figure 7-4(E)], in which the 
exponential decay of the wave velocity as a function of delay is immediately apparent. 
 
7.2.3 Specimen Thickness Determination 
The specimen thickness was measured using a convergent-beam electron 
diffraction method that makes use of Kossel-Mӧllenstedt fringes within the CBED disks 
to simultaneously determine the extinction distance and specimen thickness while 
accounting from plasmon and elastic effects.
259
  CBED patterns were obtained from the 
region of the specimen in which traveling contrast features were observed.  After 
obtaining CBED patterns taken at various two-beam conditions, the profile of the 
intensity within the CBED disk can be fit using a number of parameters to extract the 
thickness and extinction distance for that Bragg reflection.  An initial estimate for the 
extinction distance (ξ) can be calculated for any reciprocal lattice vector (g) using 
Equation 7-1. 
𝜉(𝑔) =
𝜋 ∗ 𝑉 ∗ 𝐶𝑜𝑠(𝜃𝐵)
𝜆 ∗ 𝐹𝑔
 
 
(7-1) 
Where V is the volume of the unit cell, θB is the Bragg angle, λ is the electron 
wavelength, and Fg is the material-dependent and Bragg-angle-dependent structure 
factor. 
The periodic intensity modulations in a CBED disc known as Kossel-Mӧllenstedt 
fringes are a result of the dynamic diffraction behavior of the electron wave function as it 
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passes through the specimen.  The phenomenon is akin to a rocking curve in that the 
range of incoming electron wave vectors give certain angles at which the electrons are 
strongly scattered and, thus, form bright fringes in the corresponding Bragg reflection.  
The actual, experimental intensity in a CBED disc, however, is a combination of elastic 
and inelastic scattering as well as a background intensity that can be attributed to 
anomalous absorption.  In order to account for all of these effects and to isolate the 
intensity modulation due to the relationship between the specimen thickness and 
extinction distance.  The use of extra fitting parameters allows for the K-M method to be 
used for thicknesses well below the extinction distance, down to tens of nm.  The 
following function (Equation 7-2) was used to fit the CBED disc intensity (Is) as a 
function of excitation error (s). 
𝐼(𝑠) = 𝐴1𝑆𝑖𝑛 (𝐴𝑟𝑐𝑇𝑎𝑛 [
1
𝑠𝜉
])
2
exp(
2𝜋𝑡
𝜉𝐴√1 + [𝑠𝜉]2
)
+ 𝐴2𝑆𝑖𝑛 (𝐴𝑟𝑐𝑇𝑎𝑛 [
1
𝑠𝜉
])
2
exp (
−2𝜋𝑡
𝜉𝐴√1 + [𝑠𝜉]2
)
− 𝐴3𝑆𝑖𝑛 (𝐴𝑟𝑐𝑇𝑎𝑛 [
1
𝑠𝜉
])
2
+ 𝐴4𝑆𝑖𝑛 (𝐴𝑟𝑐𝑇𝑎𝑛 [
1
𝑠𝜉
])
2
Sin(𝜋𝑡√𝑠2 + (
1
𝜉
)
2
)
2
+ 𝐴5 
 
(7-2) 
Where A1, A2, A3, A4, and A5 are scaling factors for each component of the fit, s is the 
excitation error in units of nm
-1
, t is the specimen thickness in units of nm, ξA is the 
anomalous absorption distance in units of nm, and ξ is the extinction distance in units of 
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nm.  The validity of this fitting method as well as the extracted parameters are shown in 
Figure 7-5.  In order for the fit to converge, the theoretical extinction distance was 
provided as an initial value for the least-squares fitting method.  A specimen thickness of 
72 nm was calculated using both the (115) reflection [Figure 7-5(B)] as well as the (400) 
reflection. 
 
 
 
Figure 7-5.  Thickness measurement from Kossel-Mӧllenstedt fringe fitting.  (A) 
CBED pattern taken under a two-beam condition for the (115) reflection of germanium.  
The K-M fringes can be seen in the (115) disc, and the center of the bright fringe 
represents an excitation (s) of zero.  (B) Plot of CBED disc intensity as a function of 
excitation error from the CBED pattern in (A).  Excitation error is measured from the 
center of the bright fringe in (A) towards the main beam. 
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7.3 | Results and Discussion 
Universally, a considerable lag was measured between time-zero (the spatial and 
temporal overlap of the pump pulse and photoelectron packet), and the first observation 
of acoustic waves.  The earliest observable waves appear 60 to 80 ps after time-zero.  
Although no image contrast changes are observed during this lag, non-contrast-causing 
structural and electronic processes are present during this time frame.  Following above-
bandgap excitation of germanium, several processes are expected to occur before initial 
excitation of the coherent acoustic phonon modes.  Based on the incident laser fluence 
(1.8 mJ/cm
2
), and the optical absorption of germanium, e-h plasma densities of 1.78·10
20 
cm
-3
 (1,030 nm excitation) to 3.69·10
21
 cm
-3
 (515 nm excitation) were generated, with a 
depth-dependent gradient which rapidly thermalizes (fs).  Because the photon energy hν 
is greater than the bandgap, intraband relaxation to the band edges occurs, which leads to 
excitation of the optical phonon population.
39
  In germanium, this process has been 
shown to decay over tens to hundreds of picoseconds in a hot phonon bottleneck effect.
37-
38
  We hypothesize the extended lifetime of intraband relaxation and a subsequent lag in 
carrier-recombination lead to the delay before observation reported here of the dispersive 
acoustic modes. 
In the subsequent portion of the energy-dissipation timeline following this lag, the 
time-dependent properties of the acoustic waves, including velocity, wavenumber, 
frequency, and amplitude were extracted via analysis of stroboscopic image series.  The 
most striking feature of the waves are their velocity; phase velocities of individual 
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wavefronts were measured at up to 35 km/s, or almost seven times the speed-of-sound in 
germanium.  Contrast-wave velocity, as well as the coherent, traveling nature of the 
contrast as a function of pump-probe delay was determined from analysis of the 
stroboscopic image series.  Interestingly, the wave vectors of the observed contrast waves 
do not match any major crystallographic direction in the specimen.  Across multiple 
specimen and regions, however, several qualitative trends emerged.  For example, the 
waves appear earliest in thinner regions, near the vacuum-crystal interface.  Additionally, 
the waves appear to travel parallel to linear abrasions in the specimen created by debris 
during mechanical thinning.  This suggests that lattice strain on the specimen surface 
introduced during polishing may act as a guide for the hypersonically propagating 
acoustic modes.
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In addition to the observed contrast waves exhibiting phase velocities greater than 
the speed of sound, each wave has a constant velocity over the ROI; the wave velocity 
does not decrease as it travels farther into the specimen.  When comparing individual 
wavefronts, however, we find that each subsequent wave travels at a lower velocity than 
the previous one.  This is best visualized by reducing the spatial dimensionality of the 
image series and plotting the image intensity as a function of time and one-dimensional 
space, or a space-time plot.  The traveling contrast features, then, appear as diagonal lines 
with the angle of the line denoting the phase velocity of the wave [Figure 7-6(A)].  By 
extracting the velocity of each wave in the space-time plot, the time-dependent behavior 
of the acoustic modes was extracted.  Figure 7-6(B) shows the velocity dispersion of the 
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waves as a function of pump-probe delay.  Notably, when the dispersion was fitted with 
an exponential decay function an asymptote of 5.5 ± 0.3 km/s was extracted, which falls 
within the range of ultrasonically measured speeds-of-sound in germanium (4.97 to 5.62 
km/s, depending on the crystallographic direction).
45
  The fitted mean lifetime was 280 ± 
10 ps, which suggests the energy dissipation mechanism populating this acoustic phonon 
branch is relatively long-lived.  The contrast waves emerged with a temporal frequency 
of 40 GHz.  To our knowledge, this is the first report of a time-dependent, ultrafast 
measurement of acoustic mode dispersion. 
 
 
Figure 7-6.  Time-dependent velocity dispersion of acoustic phonons.  (A) Space-time 
plot from the specimen ROI.  The dark, diagonal features are the traveling wavefronts.  
Each vertical column of pixels originated from a 1024 by 1024 stroboscopic UEM image 
taken at the delay value given on the abscissa.  The colorbar gives the image intensity 
range as normalized to the average intensity of the vacuum region for each Δt.  (B) 
Velocity dispersion measured as a function of delay, as determined from tracking each 
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wavefront in (A); the velocity determination method described in Section 7.2.2 was used.  
An exponential fit of the extracted velocities is shown in red.  The green band represents 
the range of values for the longitudinal speed of sound in germanium. 
 
Figure 7-7 shows the effect of delay step-size on measured wavefront velocity, a 
series of experiments performed to deduce whether aliasing effects played a part in the 
observed wavefront velocities.  Experiments were performed with the same pump and 
probe parameters but with different delay points, and the results show the robustness of 
the velocity measurements even up to coarse, 10 ps steps (for reference, the waves 
appeared in this specimen with a frequency of 30 GHz, which corresponds to a temporal 
interval of 33 ps). 
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Figure 7-7.  Velocity-dependence of delay step-size.  Three consecutive scans were 
performed from 0 to 500 ps with delay step-sizes of 10 ps, 5 ps, and 2 ps.  The images 
were obtained with an acquisition time of 25 s and all microscope and laser parameters 
were kept constant throughout the experiments.  The velocity measurements were 
performed on the same region in each image series as described in Section 7.2.2.  As with 
the other velocity determinations, Hough space thresholds were chosen to exclude false-
negatives in the dataset, which explains the disparity in the number of velocity 
measurements between scans. 
 
 In addition, the repeatability of the velocity dispersion was tested by performing 
three identical delay scans, each consisting of 421 images and lasting five hours (Figure 
7-8).  Each scan was performed and analyzed in the same manner.  Due to room and laser 
instabilities over the 15-hour experiment, the photoelectron intensity fluctuated between 
scans, which caused the velocity determination method to exclude some velocity 
measurements from one scan but not another.  The overall variance is quite low, 
however, and all three scans asymptote to the speed of sound (νs) in germanium. 
 
  176 
 
Figure 7-8.  Hypersonic Velocity Repeatability Study.  Images were obtained from -
100 ps to 1500 ps by 5 ps steps, with an acquisition time of 35 s.  Velocity measurements 
were obtained via the process described in Section 7.2.2.  Variation in the number and 
placement of velocity datapoints between scans were due to real-time fluctuations of the 
photoelectron brightness, which reduced the SNR and, thus, the ability to accurately 
extract velocities for the wavefronts.  The green dotted line represents the speed-of-sound 
velocity in germanium, which was chosen as 5.350 km/s. 
 
In order to further understand the excitation parameters which lead to the 
observed wave dispersion, a comparison of fixed-fluence, above-bandgap excitation with 
1.2 eV and 2.4 eV photons was performed.  These experiments resulted in quantitatively 
similar acoustic phonon excitation.  For example, the same velocity dispersion was 
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observed, with similar onsets, decay times, and velocity asymptotes [Figure 7-9(A)].  The 
single parameter that was found to be strongly energy-dependent was the contrast-wave 
amplitude, as can be seen in Figure 7-9(B).  A roughly 50% increase in contrast strength 
was observed between the low-energy and high-energy excitation, though the frequency 
and phase of the contrast modulation remained unchanged  Regardless of photon energy, 
temporal frequencies of wave generation between 30 and 33 GHz were observed, and no 
change in frequency was observed as a function of delay (see supplementary materials).  
Note: the difference in frequency compared to the results shown in Figure 7-8 is due to a 
difference in specimen thickness of 15 nm.  Additionally, it is clear that the waves are 
still generated 2,000 ps beyond initial excitation, suggesting the speed-of-sound acoustic 
mode is still strongly excited – enough to cause diffraction contrast in our experiments – 
at least until that delay value.  We hypothesize that the extended lifetime of this mode is a 
result of a long-lived carrier recombination (primarily through Auger recombination), 
that has been shown in germanium.
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Figure 7-9.  Acoustic phonon properties as a function of excitation energy.  (A) 
Velocity dispersion as a function of delay for excitation at 515 nm and 1,030 nm (2.4 eV 
and 1.2 eV, respectively).  Experiments using these two photon energies were performed 
with all other experimental conditions constant (incident laser fluence, specimen region, 
tilt, laser repetition rate, delay timepoints, etc.).  In order to maintain a high level of 
accuracy in reporting wave velocities, the earliest waves, for which accurate velocities 
could not be confidently determined, were excluded, as were later waves for which the 
signal-to-noise from the image series was below acceptable levels.  (B) Wavelength-
dependence of contrast amplitude in the region traversed by high-velocity contrast waves.  
The linescans were generated by taking the average image intensity, at each delay point, 
from a 20 pixel by 20 pixel region through which the contrast waves travelled.  The 
intensity values were then normalized to the pre-time-zero intensity for direct 
comparison. 
 
A time-domain Fourier transform procedure was carried out on the data from 
Figure 7-9.  The same frequencies are present at both excitation energies (primary 
frequencies at 30 and 33 GHz), though the disparity in wave amplitude is apparent from 
the amplitude difference in Fourier space (Figure 7-10).  No changes in the frequency 
were observed when windowed Fourier transforms were generated; the contrast 
fluctuations were non-dispersive over the measured delay range. 
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Figure 7-10.  Time-domain Fourier transform of wave amplitude as a function of 
excitation energy.  In order to generate the Fourier transform, the raw image intensities 
were high-pass filtered at 20 GHz to remove real-time beam instabilities and then 
normalized to the pre-time-zero image intensity. 
 
As discussed earlier, photogeneration of coherent acoustic waves in 
semiconductors is a result of thermoelastic and deformation potential phenomena.  The 
timescales of these processes differ, as thermoelasticity depends on the intraband 
relaxation (sub-ps), of carriers emitting incoherent phonons, while the deformation 
potential is a function of interband relaxation (ps to ns), over the lifetime of the e-h 
plasma.  Due to the delayed onset of the observed waves, their spatially-coherent nature, 
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and their longevity, we conclude that the high-velocity waves reported here are the result 
of carrier recombination and, thus, deformation potential.  We hypothesize their 
hypersonic velocity is a result of either diffusion of a deforming e-h plasma or, as 
previously discussed, excitation of the guided (Lamb) modes in our pseudo-plate, wedge 
structure.   
Interestingly, electron-hole plasmas in materials such as germanium, with a large 
disparity between effective masses of carriers, exhibit novel behavior including a 
hypersonically-diffusing plasma velocity, which has been previously reported using 
ultrafast X-ray methods.
250, 262-263
  Furthermore, it has been predicted that plasma 
deceleration down to the sound velocity is possible based on the ambipolar diffusion 
rate,
40
 and acoustic-type oscillations of an e-h plasma in GaAs have been theorized to 
have a time-dependent phase velocity.
264
  However, the results of the photon energy 
experiments show that even with the generation of two distinctly different plasma 
densities (1.78·10
20 
cm
-3
 at 1.2 eV and 3.69·10
21
 cm
-3
 at 2.4 eV, also with differing 
spatial plasma distribution in the z-coordinate), the observed acoustic wave behavior is 
non-variable as a function of excitation energy, excepting wave amplitude.  This finding 
suggests that, while the spatiotemporal properties of the photoexcited e-h plasma play a 
role in energy transfer to the observed acoustic modes, the observed hypersonic velocity 
dispersion is a stronger function of the specimen morphology and mechanical properties.  
At present it still remains an open question whether the high-velocity acoustic waves we 
observe are a result of local coupling of the lattice to a hypersonically-diffusing plasma 
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but further experimentation is ongoing to investigate this portion of the relaxation 
timeline. 
 As each individual wavefront exhibits a distinct velocity and wavenumber, we 
believe the generation of each wave is a separate, non-steady-state relaxation event.  To 
track this process, and test the Lamb-wave hypothesis, the wavenumber of each wave 
was measured and plotted as a function of the measured phase velocity for that specific 
wave.  These results were then compared to the dispersion relation of an isotropic-plate 
elasticity model using the bulk properties of germanium and the 72-nm thickness 
measured using the K-M CBED method described above.  The wavenumber dispersion 
obtained from the photon–energy experiments closely matches the dispersion of the first-
order symmetric Lamb mode (S1) [Figure 7-11(A)].  The measured temporal frequency of 
the waves (30 to 33 GHz), also supports the presence of the S1 mode; from our plate 
model the S1 mode has a temporal frequency of 36 GHz [Figure 7-11(B)], and is non-
dispersive over the observed velocity range as was seen experimentally.  Although the 
experimental wavenumber dispersion is also somewhat near the first-order asymmetric 
(A1) mode, which is expected to have a larger out-of-plane displacement, no change in 
the frequency of the waves was observed as the wave-velocities approached the speed-of-
sound, which would indicate excitation of this mode.  The time-dependent evolution of 
the S1 Lamb mode following laser excitation has not been previously reported, and future 
work will aim to control the dispersion (i.e., the time constant of the velocity decay), as 
well as the directionality of the waves. 
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Figure 7-11.  Phase velocity dispersion and comparison with elastic plate model.  (A) 
Experimental wavefront velocity as a function of wavenumber and comparison to 
calculated dispersion relation from linear elastic plate model.  The first-order symmetric 
mode is shown in red.  (B) Phase velocity dispersion as a function of frequency for the 
first several symmetric and asymmetric modes from linear elastic plate model.  The first-
order symmetric mode is shown in red. 
 
7.4 | Conclusions 
The discovery of the time-dependent nature of acoustic phonon generation 
reported here demonstrates that even though the photoexcitation of semiconductors has 
been studied for decades, significant details of the energy dissipation timeline, accessible 
via the commensurate length and time scales, can still be revealed.  Improving our 
understanding of acoustic phonon generation, especially towards control and design in 
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the gigahertz regime, holds enormous promise in a host of phononic applications,
265
 from 
energy-harvesting and diagnostic applications,
266-269
 to nascent technologies such as 
acoustic cloaking.
270-272
  Many questions persist, however, and future work will focus on 
the photon-electron and optical phonon regimes to gain a complete spatiotemporal map of 
energy transfer in this system. 
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CHAPTER 8 – OUTLOOK AND CONCLUDING 
REMARKS 
Our ability to understand and subsequently manipulate the flow of energy is the 
fundamental means by which our species and society function.  As such, the study of or 
thermal transport as it pertains to energy usage is by definition motivated from an applied 
and fundamental standpoint.  Specifically, atomic-scale, light-matter interactions are 
ubiquitous in mature and nascent technologies, and the ever-increasing precision with 
which they can be probed has enabled new discoveries in fundamental physics and 
chemistry.  To expand our understanding beyond what is known, I, along with Professor 
David Flannigan, Dr. Karl Schliep, Dr. Alyssa Mckenna, and Dayne Plemmons 
undertook the monumental task of building a lab capable of studying these phenomena on 
the temporal and spatial scales at which they reside.  During the intervening years we 
have been joined by many capable and hard-working students and post-doctoral 
researchers.  Although it is mostly confined to Chapter 2, considerable effort and 
heartache were involved in the setup, calibration, and optimization of the ultrafast 
electron microscope that has enabled the discoveries and results described in Chapters 4 
through 7.  The novelty of the experimental space in which our group operates means 
there is no shortage of studies and material systems to be investigated by current and 
future members of the Flannigan group. 
 Although I am confident in the conclusions that I’ve laid out here with respect to 
the structural response of germanium to photoexcitation and the phonon imaging 
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technique, much remains to be understood and discovered following my contributions, 
small though they are compared to the decades of study on the phenomena.  Several areas 
of future research are immediately apparent: the electronic and structural dynamics prior 
to plate-wave generation; the tunable nature of the velocity dispersion based on doping, 
excitation parameters, and strain; the applicability of the phonon imaging techniques to 
other semiconductor systems; and the potential for guiding of these acoustic waves using 
nanofabrication techniques, to name just a few. 
 There is no doubt that the discoveries and breakthroughs as ultrafast electron 
microscopy matures over the coming decades are completely unforeseeable to me now, 
and brilliant, driven researchers both within our group and externally will continue to 
expand the capability and precision of the technique.  I feel honored to have contributed 
in some small way to the accumulation of knowledge which has led to the improvement 
of lives, has aided in the search for universal truth, and has satisfied inquisitive minds for 
millennia. 
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APPENDIX A – LIST OF ABBREVIATIONS 
BBO – Beta barium borate 
BF – Bright-field 
CBED – Convergent-beam electron diffraction 
CCD – Charge-coupled device 
DF – Dark-field 
FOV – Field-of-view 
PBED – Parallel-beam electron diffraction 
PINEM – Photon-induced near-field electron microscopy 
ROI – Region-of-interest 
SAED – Selected-area electron diffraction 
SNR – Signal-to-noise ratio 
TEM – Transmission electron microscopy 
UEM – Ultrafast (transmission) electron microscopy 
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