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Gerke, Tim D. (Ph.D., Electrical Engineering)
Aperiodic Volume Optics
Thesis directed by Prof. Rafael Piestun
Presented in this thesis is an investigation into aperiodic volume optical devices. The
three main topics of research and discussion are the aperiodic volume optical devices that we
call computer-generated volume holograms (CGVH), defects within periodic 3D photonic crystals,
and non-periodic, but ordered 3D quasicrystals. The first of these devices, CGVHs, are designed
and investigated numerically and experimentally. We study the performance of multi-layered ampli-
tude computer-generated volume holograms in terms of efficiency and angular/frequency selectivity.
Simulation results show that such aperiodic devices can increase diffraction efficiency relative to pe-
riodic amplitude volume holograms while maintaining angular and wavelength selectivity. CGVHs
are also designed as voxelated volumes using a new projection optimization algorithm. They are
investigated using a volumetric diffraction simulation and a standard 3D beam propagation tech-
nique as well as experimentally. Both simulation and experiment verify that the structures function
according to their design. These represent the first diffractive structures that have the capacity
for generating arbitrary transmission and reflection wave fronts and that provide the ability for
multiplexing arbitrary functionality given different illumination conditions.
Also investigated and discussed in this thesis are 3D photonic crystals and quasicrystals. We
demonstrate that these devices can be fabricated using a femtosecond laser direct writing system
that is particularly appropriate for fabrication of such arbitrary 3D structures. We also show
that these devices can provide 3D partial bandgaps which could become complete bandgaps if
fabricated using high index materials or by coating lower index materials with high index metals.
Our fabrication method is particularly suited to the fabrication of engineered defects within the
periodic or quasi-periodic systems. We demonstrate the potential for fabricating defects within
periodic and quasi-periodic systems for the manipulation of light in the IR regime.
iv
The general thesis of this document is that aperiodic three-dimensional structures provide
additional degrees of freedom that can be utilized to improve on the performance of periodic volume
devices. The results we will discuss suggest that, under certain circumstances, a departure from
the Bragg paradigm provides enhanced volume diffraction properties.
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Chapter 1
Introduction
1.1 Background
Diffractive optics has been an ever-growing field ever since 1948 [1]. Within this field, much
focus has been placed on periodic devices, namely gratings. Gratings are useful devices for coupling
a plane-wave input to a different plane-wave output. Periodic devices are relatively simple to
analyze numerically and they can be applicable in any system where there is a need to deflect a
given input wave vector by a particular change in the transverse wave vector. If used as a volume
grating, such a device is capable of selectively transmitting, reflecting, or deflecting a particular
input wave vector to a different output wave vector. The performance of such volume gratings has
been studied and understood for many years now [2,3]. The requirement of 3D periodicity severely
limits the structures that can be dealt with, whereas expanding this domain to the aperiodic
provides a multitude of newly available structures with possibly new or enhanced functionality. In
fact, aperiodic diffractive optics have already proven great utility in real world applications. For
instance 2D aperiodic diffractive optical devices have enabled revolutions in optical tweezers, novel
microscopies, and spatial polarization control [4–9].
3D devices also increase utility relative to 2D devices. For instance, the number of optical
modes that can be multiplexed within a volume increases with thickness because of the increase
in available degrees of freedom [10–12]. Specifically, the multiplexing characteristics of periodic
stratified gratings have been studied in several reports [13–16] while Ref. [17] demonstrated two-
layer computer-generated holograms (CGHs). It is in aperiodic 3D volume diffractive optics where
2insufficient research has been conducted. It was recognized decades ago that cascading two CGHs
can improve system performance [18,19] and this was later demonstrated in integrated devices [17].
However, designs and experiments thus far have been limited to either two layers, or a single 2D
pattern repeated multiple times, each separated by a particular distance [20].
The potential benefits of 3D aperiodic diffractive optics are in combining and improving use-
ful characteristics of thin aperiodic devices and thick periodic devices, namely increased efficiency,
arbitrary 3D wavefront encoding, space-time pulse shaping, and angular and frequency selectivity.
Hence, many applications could benefit greatly from aperiodic volumetric devices. For instance,
it is already known that optically-recorded volume holograms have improved capabilities in pulse
shaping [21], 3D imaging [22], and microscopy [23]. Furthermore, computer-designed 3D diffrac-
tive optics have the advantage over optically-recorded holograms [24] of enabling maximal control
through individually-addressable voxels.
A great extent of research and development has been conducted in the realm of optically-
recorded volume holography. This work has ranged from theoretical and fundamental limita-
tions [2,11,24,25] to real-world applications of volume holograms [21–23,26,27]. The fundamental
limitations to optically-recorded volume holograms include ∼ V
λ3
degrees of freedom within a vol-
ume (V is volume and λ is the wavelength of the illumination), the recording waves and thus the
recorded pattern must obey the wave equation, and the efficiency of the device decreases as the
square root of the number of recordings (for multiplexed devices) [24].
Being a more practical and applications-minded individual, however, I see the practical and
applicable limitations of optically-recorded volume holograms more clearly. Beside the obvious
benefit of no need to design the volume itself in an optically-recorded application, the practical
and applicable limitations and difficulties include: the need for N signal and reference recording
beams in order to record N multiplexed functions, experimental difficulty in applying the ideal
recording dosage (which varies with N), potential post-exposure material shrinkage, development
and synthesis of suitable recording materials, and an inability to individually control each voxel in
the volume. In fact Brady and Psaltis [24] say: “Holograms are difficult to control because there
3is no way to reach into a material volume and change one voxel without affecting other voxels.”
But this last limitation is exactly where computer-generated devices excel since fabrication
techniques exist to do exactly that: “reach into a material volume and change one voxel without
affecting other voxels.” All that is required in addition is the capability to design the volume
to function according to some predefined desired functionality. The computational complexity
inherent in this design problem, however, has been a major road-block to studying computer-
designed 3D diffractive optics. Conventional 2D devices involve significantly less computational and
design complexity and thus have been thoroughly studied. For instance, a 1000x1000 2D device,
represented as 8-byte numbers in a computer uses 8Mb of RAM whereas a volume device with a
size of 1000x1000x1000 voxels requires 8Gb of RAM. Only recently has computational capability
grown to be able to handle such systems.
The other major road-block in studying computer-designed 3D diffractive optics has been
fabrication complexity. 2D devices have historically been printed on transparencies, lithographically
or holographically fabricated, or cut onto bulk optics using mechanical processes such as diamond
turning. More recently spatial light modulators have been used as controllable and updateable
2D diffractive devices. New micro and nano-fabrication techniques have been and are currently
being developed that can be adapted to the more stringent fabrication requirements of 3D aperiodic
structures. Modified lithographic processes [28], holographic lithography [29,30], self-assembly [31],
and direct laser writing [32] are among the most promising techniques. In particular, femtosecond
pulse laser micromachining has shown great promise for the fabrication of many volume optical
devices and systems including waveguides [33–35], micro-lenses [36], polarization-sensitive elements
[37, 38], arbitrary wavefront formation devices [20], and optical data storage systems [39]. In this
thesis, 3D aperiodic optical devices are experimentally fabricated using a femtosecond laser direct
write technique in a substrate of bulk glass or photoresist.
The second major effort discussed in this thesis involves the recent surge in the scientific
community on exploring three dimensional (3D) periodic structures known as photonic crystals
[40–42]. These structures are of particular interest for their capacity to achieve what has been
4termed a “photonic bandgap,” or a range of frequencies for which propagation of light in any
direction is completely forbidden, just as with energies at which electrons cannot exist within a
semiconductor’s bandgap. And as semiconductors have indisputably enabled more new technologies
than any other device or technology, it is possible that photonic crystals may be the next such
device. Within the semiconductor industry, bulk undoped semiconductor materials are not very
useful. It is in engineered defects and doped regions, however, where the entire sea of applications
has been developed. Likewise with photonic crystals, unmodified completely periodic devices are
not very useful for real world applications, but it is in aperiodic regions within otherwise periodic
photonic crystals where the real utility lies. For instance, defects in photonic crystals have already
been designed for particular functionalities such as waveguiding, beam splitting, high-Q cavity
confinement, and microlasers [43–51] among many others.
It has also been suggested that photonic quasicrystals, which are translationally aperiodic
but highly rotationally symmetric “crystals,” could achieve wider complete bandgaps than periodic
photonic crystals [52,53]. The defect states within quasicrystals have been shown to be more tunable
than those in photonic crystals since each lattice site has different surroundings [54,55]. The major-
ity of fabricated quasicrystals have been two dimensional because of the increased difficulty inherent
in 3D fabrication. Only very recently have 3D quasicrystals been fabricated using holographic op-
tical traps [56], direct laser writing [57, 58], holographic lithography [59], and stereo lithography
(for the microwave regime) [60]. These periodic photonic crystals and aperiodic quasicrystals are
also experimentally investigated in this thesis. Fabrication of the structures is described and their
performance is discussed. Significant further work is also outlined in this field in the Future Work
chapter.
1.2 Thesis Overview
The second chapter of this thesis discusses a powerful optimization algorithm called a pro-
jection optimization algorithm [61], which is used in later chapters to design aperiodic 3D optical
devices. In this chapter we discuss how to apply a projection optimization algorithm to the design
5of 3D diffractive optics. We cover the design of thin amplitude and phase masks, and discuss the
capabilities of each. We demonstrate the efficiency of the algorithm and show that it is capable
of reaching near-optimal device performance after only a few iterations. Finally, we extend the
algorithm to design multi-layered optical devices.
The third chapter of this thesis then addresses the topic of aperiodic volume diffractive optics.
The first attempt to design and fabricate this type of device involves the multi-layer approximation
to a true volume discussed at the end of the second chapter. We numerically and experimentally
investigate the performance of these 3D structures termed computer-generated volume holograms
(CGVHs). The potential benefits of CGVHs are in combining and improving useful characteristics
of thin CGHs and optically recorded volume holograms, namely increased efficiency, arbitrary 3D
wavefront encoding, and angular and frequency selectivity. Indeed, we show that these qualities can
be controlled and enhanced by proper design. The results show that aperiodic three-dimensional
structures provide the degrees of freedom necessary to improve the performance of volume diffractive
optics. They suggest that, under certain circumstances, a departure from the Bragg paradigm
provides enhanced volume diffraction properties.
The fourth chapter then moves from the multi-layered approximation to a more accurate
voxelated volume approach. We first design these devices using another projection optimization
algorithm coupled with volume diffraction theory [3]. The devices and the optimization algorithm
demonstrate the capabilities of angular and frequency multiplexing, as well as reflection and trans-
mission functionality, which are new capabilities for computer-designed diffractive optics. We verify
the volume diffraction simulation technique both with a more accurate beam propagation method
(BPM) simulation [62] and with experimental fabrication of both angular and wavelength multi-
plexing devices. The limits of the technique are outlined and possible future improvements are
suggested.
The fifth chapter makes the transition from fully aperiodic devices to partially periodic de-
vices. In this chapter we fabricate photonic crystals in photoresist using a femtosecond laser direct
writing process. We demonstrate capability of fabricating woodpile photonic crystal structures
6with and without engineered defect states. These structures have the potential for complete or
partial photonic bandgaps, which when coupled with engineered defects can be used to guide or
confine light. We also fabricate photonic quasicrystals, which are translationally aperiodic but
highly rotationally symmetric devices similar to photonic crystals. These aperiodic devices also
exhibit behavior that suggests the existence or potential for partial or full photonic bandgaps. We
compare and contrast the performance of periodic devices with that of aperiodic devices.
The sixth chapter outline future directions of the two main topics studied in this thesis. A
number of extensions to the work in CGVH are suggested and qualitatively outlined. The suggested
avenues of further work involve expanding the design capability to more strongly scattering and
hence more highly efficient devices. The proposed works involve using the Rytov approximation
rather than the Born approximation or an alternative design algorithm. An outline is also directed
for future efforts along the lines of the photonic crystal and quasicrystal fabrication and characteri-
zation. The first topic is methods for expanding the current work in photonic crystal fabrication to
create structures with larger index contrasts in order to achieve full photonic bandgaps. Once full
bandgaps are achieved the engineered defects that are experimentally fabricated and demonstrated
in this thesis can be functional. These efforts can be duplicated in photonic quasicrystals, which are
also discussed in this thesis. In all, much interesting work remains to be done along both avenues.
An appendix for this thesis outlines the experimental methods involved in each fabrication,
characterization, and analysis done in this thesis. Many details are not included in the preceding
sections, but the reader is pointed to this final chapter for further details in each case. The purpose
of this chapter is to alleviate the effort involved in reading previous chapters, and in the case that
the reader is interested in repeating any experimental work outlined in this thesis, full and sufficient
details will be included in this section.
Chapter 2
2D Diffractive Optics
2.1 Projection Optimization
There are a number of available methods for the design of 2D diffractive optics. If there are
no constraints on the fabrication of the mask, for example, the mask can be directly computed
from the incident field, and the field back-propagated from the desired target to the output of the
mask. Of course the situation of no mask constraints is almost never realistic. A more realistic
scenario would involve some constraint or constraints on the 2D diffractive device, such as binary or
discrete, phase or amplitude only, finite extent, passive, etc. These are the scenarios we explore in
this chapter, and to do so we use a method called projection optimization. Projection optimization
algorithms use a technique called projection onto convex sets [61], which can be used to iterate
between two domains (such as a mask plane and a far-field plane) to design diffractive optical
devices. Convergence for these techniques has been proven if the domains are convex [63,64].
2.2 Diffrative Optics Design Algorithm
The iterative Fourier transform algorithm is a particular type of projection optimization
algorithm often used in phase retrieval algorithms [65, 66] and in the design of thin diffractive
optics [67–70]. This technique iterates between two domains with some (incomplete) knowledge
of the 2D electric field distribution in two parallel planes separated in space. Typically for phase
retrieval algorithms the initial and final field amplitudes are the known or measured quantities, and
the initial field phase is solved for while the final field phase is a free-variable. When applied to the
8design of 2D diffractive optics or computer-generated holograms (CGHs), though, the initial field is
a completely free variable within some coding or fabrication constraint, e.g. binary or continuous,
amplitude or phase. For instance, the initial amplitude must be unity for a phase-only CGH, while
the phase is a constant for an amplitude-only CGH. The second domain is most often the far-field
wave diffracted from the CGH, and is usually constrained to fit a particular target intensity pattern
where the phase is the free parameter.
A more rigorous and mathematical description of this projection optimization algorithm is
as follows and is also shown in Fig. 2.1. First, the propagation of a field, E(x, y, 0) a distance z can
be expressed using the angular spectrum of plane waves formalism [71] as
E(x, y, z) = F−1{F [E(x, y, 0)]e−jkzz} (2.1)
= F−1{F [E(x, y, 0)]e−jz
√
k2o−k2x−k2y},
where F and F−1 are Fourier and inverse Fourier transforms, and kz =
√
k2o − k2x − k2y is the z-
component of the wavevector. However, for the design of diffractive optics it is most common to
use two planes separated by an extremely long distance such that the relation can be simplified
using the Fraunhoffer approximation,
E(
x′
z
,
y′
z
) = F [E(x, y)], (2.2)
where the coordinates in the far-field, (x′, y′), are related to the frequency-domain coordinates as,
(x′, y′) = (zfx, zfy). To clarify, two sets of primed variables are used to 1) distiguish between
diffractive optic plane spatial variables, x and y, and far field spatial variables x′ and y′, and 2) to
distinguish between the calcuated and adjusted electric fields in the near and far fields. Defining
the final field to be in the far-field, and thus using Eq. 2.2, the optimization can be written down
in four steps as follows.
(1) Fourier transform the field exiting the CGH (which can be initialized as random ampli-
tude/phase function according to coding constraints), E′(x, y, 0)ejΦ
′(x,y,0), to compute far-
field field (amplitude and phase) E(fx, fy, z)e
jΦ(fx,fy ,z).
9(2) Modify the computed far-field amplitude, E(fx, fy, z), to better approximate the target
amplitude, ET (fx, fy) while keeping the computed phase.
(3) Inverse Fourier transform the new far-field target,
E′(fx, fy)e
jΦ′(fx,fy) = ET (fx, fy)e
jΦ(fx,fy ,z),
to compute a new initial field amplitude and phase E(x, y, 0)ejΦ(x,y,0).
(4) Compute the necessary CGH mask given the incidence condition (usually a plane wave)
and apply the CGH coding constraints (i.e. amplitude/phase, discrete, continuous, binary)
to yield new E′(x, y, 0)ejΦ
′(x,y,0).
These four steps are then iterated until a final design, E′(x, y, 0)ejΦ
′(x,y,0) is converged upon.
Figure 2.1: Projection optimization algorithm for the design of 2D computer-generated holograms
(CGHs).
The main and limiting difference in the case of CGH design relative to phase retrieval is that
the amplitudes in the two planes are not measured quantities and therefore there is not necessarily
an initial field phase function that leads to the far field quantity. As mentioned in the previous
section, convergence of the algorithm has been proven if the domains are convex. Continuous
amplitude or continuous amplitude and phase are both examples of convex sets, while the more
common constraints such as binary amplitude, binary phase, or discrete or continuous phase are
all examples of non-convex sets for which the convergence can not be proven. In fact for particular
coding constraints such as binary amplitude, convergence to a quality result rarely occurs directly.
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Rather, for such instances, convergence to some usually sufficient solution (not globally optimal)
can be forced. Many such elaborate techniques for assisting the algorithm’s convergence have been
developed [68, 70, 72] and they all involve various methods of slowly morphing from a continuous
constraint to the desired binary constraint.
2.2.1 Phase Only CGHs
The first projection algorithm design discussed in this thesis is implemented with a coding
constraint of continuous phase. Continuous phase is not a convex set, thus convergence is not
guaranteed, but convergence to some acceptable result is empirically observed through many opti-
mization attempts. It has also become a very common element coding technique since the advent
of spatial light modulators, which provide an easy way to physically realize a nearly continuous
phase mask. In the case of continuous phase, the projection optimization algorithm is identical to
a phase retrieval algorithm with the exception that the field amplitudes at the two planes were not
measured but numerically defined. When this projection optimization is implemented in MATLAB
the system converges as shown in Fig. 2.2, which is a plot of diffraction efficiency calculated as,
D.E.(k) =
∫ ∫
||Ek(fx, fy)ETb(fx, fy)||2 dfx dfy, (2.3)
where k denotes the iteration number, E(fx, fy) is the resulting far-field amplitude, ETb is a binary
version of the target field amplitude. The figure shows that the optimization reaches an optimal
solution (not necessarily globally optimal) in only a few iterations, which proves the algorithm is
quite fast.
The simulation was done with a target image of an off-axis CU logo. The mask size was
128 x 128µm, the pixel size was 1µm, and the illumination wavelength was 532 nm. These pa-
rameters will be used throughout the remainder of this section. The mask resulting from this
optimization is shown in Fig. 2.3a. The simulated reconstruction using this continuous phase mask
is shown in Fig. 2.3b. The reconstruction appears to be a good estimation of the target image,
which is the CU logo off-axis. The speckled nature of the image is inherent in computer-generated
11
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Figure 2.2: Diffraction efficiency convergence for a projection optimization algorithm implemented
with a continuous phase coding constraint.
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Figure 2.3: a) Phase mask designed using a projection optimization with a continuous phase con-
straint and b) the far-field intensity pattern resulting from the designed mask.
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diffractive optics and is caused by the clipping of high spatial frequencies of an object with a
(pseudo) random phase [73]. This speckled nature can be mitigated through forcing a smoothing
function over the digital phase representation so no neighboring pixels have phase values differing
by more than 2pi.
A similar implementation of the method is to design a mask with N discrete phase levels
rather than continuous phase. Such a design is more applicable to the real world since truly
kinoform (continuous phase) masks are very difficult to fabricate, while discrete phase masks can
be fabricated using lithographic techniques or implementing a spatial light modulator. The only
change to the projection optimization described previously is to constrain the phase, Φ′(x, y, 0),
to N discrete values. The result of such a discrete phase constraint is nearly identical to the
continuous phase example shown in Fig. 2.3. We implemented a projection optimization algorithm
with 12 allowed discrete phase levels allowed within the range of [0, 2pi), and the simulated far-field
image resulting from the designed mask is depicted in Fig. 2.4. The similarity to the continuous
Figure 2.4: Simulated far-field intensity pattern resulting from propagation through the 12-level
discrete phase mask designed using the projection optimization algorithm.
phase simulation result is expected since 12 discrete phase levels is a fairly good approximation
to continuous phase. We also expect that the reconstruction quality would diminish with fewer
discrete phase levels.
The furthest limit of fewer discrete phase levels is binary phase. As a final design we in-
vestigate the performance of optimization of binary phase masks. Binary phase is very similar to
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amplitude coding since the allowed phase levels are 0 and pi, and therefore the mask is purely real
as an amplitude mask would be. Artifacts of this are apparent in the results below.
The projection optimization with a binary phase coding constraint results in a reconstruction
that is shown in Fig. 2.5. The figure demonstrates that the desired target is projected in the far-field
as in the previous continuous and discrete phase results, but here there is an additional, undesired
occurrence of the target image that is symmetric about the origin. Since the reconstructed intensity
is the Fourier transform of the phase mask, which in this case is purely real, then the magnitude
of the far-field will be symmetric about the origin (the Fourier transform of a real function is
conjugate-symmetric) as shown in the figure. This is the case in all single-layer amplitude masks.
Figure 2.5: Simulated far-field intensity pattern resulting from propagation through the binary
phase mask designed using the projection optimization algorithm.
The convergence of the efficiency for the binary phase optimization is plotted along with those
for the continuous and discrete phase optimizations in Fig. 2.6. We expect and observe that the
binary phase result is the worst of the three because the reconstruction will always be symmetric
regardless of the target, thus at best only half the energy can be diffracted to the desired spot.
We also expect and observe that the discrete phase efficiency is slightly lower than the continuous
phase result since the degrees of freedom are more limited relative to continuous phase.
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Figure 2.6: Diffraction efficiency as a function of iteration number for the projection optimization
algorithms using the three phase-coding schemes: continuous phase (blue), discrete phase (red),
and binary phase (green).
2.2.2 Amplitude Only CGHs
The design of amplitude masks requires an additional scaling factor that is not required for
phase masks. For amplitude masks, the energy in the desired target image is a function of the mask
itself, so the energy in the wavefront exiting the mask must agree with the target or the algorithm
will diverge. What is necessary for these quantities to agree is to allow the energy of the target
image to vary according to the input energy and the average transmission. To adjust the energy
in the design target a scale factor [68], c, is defined to equalize the energy in the target image and
the energy of the wave exiting the mask as,
ck =
∫ ∫ ||ET |2 − |Ek|2|2dfxdfy∫ ∫ |ET |4dfxdfy . (2.4)
This scale factor is applied to the total intensity of the desired image in the far-field reconstruction.
The reconstruction will still, however, be symmetric about the origin, and the DC spot will still
persist. Thus, it is also appropriate to apply the target image constraints only over the area of
interest (lower right corner). So, implementing the scaling factor and a limited target domain, the
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far-field is updated as
E′k(fx, fy, z) =
{
ckET e
jΦk(fx,fy ,z) in A
Ek outside A
}
, (2.5)
where k is the iteration number and A denotes some area surrounding the desired target image
(CU logo in this case).
Upon implementing the scale factor we first investigate a coding constraint of continuous
amplitude (transmission ranging from 0 to 100%). Continuous amplitude also provides the most
freedom, so we expect this constraint to yield the best results within the constraint of amplitude
masks. As with all amplitude masks and as previously mentioned, the reconstruction will necessarily
be symmetric about the origin. Since amplitude masks are also strictly positive, the far-field
reconstructions necessarily contain a DC-spot. In the amplitude mask simulations the DC-spot
will be saturated in the far-field images, as it would be in an experiment, in order to better observe
the target image reconstruction.
Running the design optimization using continuous amplitude constraints with allowable trans-
mission values between 0 and 1 yields an amplitude mask (see Fig. 2.7a) that creates the numerically
simulated far-field intensity pattern shown in Fig. 2.7b. An artifact of the modified update equation
for E′(fx, fy) is that the area A contains less speckle noise than the surrounding areas, which is
apparent in Fig. 2.8, which is an image of the same far-field image as Fig. 2.7b, but has been over-
saturated. This image is over-saturated to demonstrate the different level of background noise in
the area A relative to outside. The two levels of background speckle are expected because outside
the area A there is no mechanism for minimizing the background speckle, whereas inside A the
background is suppressed by applying the target ET . This feature is common to all designs and
simulations that use the modified update Eq. 2.5, but will not be highlighted in any of the designs
that follow.
The efficiency for the continuous amplitude optimization converged in only a few iterations
(see blue curve in Fig. 2.9) just as in the case of continuous phase coding. As expected, the DC
spot is very strong and is saturated in the image so that the target image is observable and again
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Figure 2.7: a) Mask designed using a projection optimization with a continuous amplitude con-
straint and b) the far-field intensity pattern resulting from the designed mask.
the result is symmetric about the origin.
Like in the case of continuous amplitude, practical implementation of truly continuous am-
plitude is very difficult. A more realistic coding constraint is discrete amplitude. We implement 12
discrete amplitude transmission levels from 0 to 1 in the projection optimization algorithm. The
simulation again converges relatively quickly to nearly the same efficiency as in the optimization
with a continuous amplitude coding constraint (see red curve in Fig. 2.9). The simulated far-field
intensity pattern shown in Fig. 2.10 has the characteristics that it is symmetric about the origin
and that the DC spot (which is saturated for clarity) is a dominant feature.
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Figure 2.8: Over-saturated far-field intensity pattern for the mask designed using a continuous
amplitude coding constraint.
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Figure 2.9: Efficiency as a function of iteration number for the projection optimization simulations
using three amplitude coding schemes: continuous amplitude (blue), 12-level discrete amplitude
(red), and binary amplitude (green).
Figure 2.10: Simulated far-field intensity pattern for a mask designed using a 12-level discrete
amplitude coding constraint.
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The final coding constraint we implemented was binary amplitude transmission, where the
allowed mask values were either 0 or 1. Other binary values could be used but the difference in the
result would be a simple scaling of the image relative to the DC spot and is therefore uninteresting.
The optimization result (Fig. 2.11) is similar to the other amplitude coding reconstructions although
the image looks significantly less uniform. This non-uniformity decreases the final efficiency which,
Figure 2.11: Simulated far-field intensity pattern for a mask designed using a binary amplitude
coding constraint.
as expected, decreases as more constraints are imposed (see Fig. 2.9). Notice that the final efficiency
is best for continuous amplitude and lowest for binary amplitude, which is the same as the result for
phase coding. It is also apparent from the figure that the binary amplitude simulation stagnates
after just a single iteration. This effect is caused by the sudden constraint in the optimization
algorithm where the computed mask is converted to a binary mask. There have been a number of
papers written on a variety of techniques that involve slowly morphing from continuous amplitude
to binary amplitude in order to improve performance [68, 70, 72], which presumably would result
in a better final result, and higher final efficiency. A technique like these could be implemented to
improve the final far-field reconstruction quality, but is not discussed here.
2.3 Conclusions
In summary, the projection optimization algorithm is seen to be a relatively fast optimization
method for the design or single-layer CGHs. Alternative methods such as binary search, genetic,
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or simulated annealing algorithms are also available, but are much more computationally intensive.
The efficiency convergence plots shown in this chapter show acceptable convergence within only 10
iterations. Each iteration of the algorithm requires only an FFT and an IFFT for the case where
the target pattern is in the far-field. The optimization algorithm also functions equally well for any
coding constraint such as continuous, discrete, or binary, amplitude, or phase. The only necessary
modifications to the algorithm for designing amplitude masks rather than phase masks are the
scaling factor, c, (which adjusts the scale of the target image to match the energy passing through
the mask) and applying the target only over a particular area A because of the inherent symmetric
instance of the off-axis target image.
Simulated far-field intensity patterns were shown for masks designed using each of the possible
coding constraints. Phase-only masks gave the most efficient results, as was expected, since the
amplitude mask results necessarily have significant DC contributions and are symmetric about
the origin. We also demonstrated that the amplitude masks worked well within their limitations,
though.
Overall, the projection optimization algorithm has been shown to be a very useful tool for
designing thin diffractive optics of many kinds. It is not limited to single, thin layers however.
The following chapter deals with an extension of this type of projection algorithm to design multi-
layer stacks of masks that work together to perform a single task. The benefit of designing and
using multi-layer masks is that they have angular and frequency selectivity properties as well as
multiplexing capabilities whereas the thin, single layer masks do not.
Chapter 3
Multi-Layer Computer-Generated Volume Holograms
3.1 Introduction
In this chapter, the particular focus is in the analysis and design of structures for arbitrary
wavefront formation within a volume, which are capable of conducting a variety of optical func-
tions. Diffractive structures are typically grouped into two general categories: thick/volume or thin
diffractive optics. Furthermore, these two categories can each be subdivided into optically-recorded
or computer-generated. Of these four divisions, thin and thick optically recorded holograms have
experienced extensive study and so have thin computer-generated holograms, which were covered
in the previous chapter. Thin holograms, both computer-generated and optically recorded, have
shown much utility in the fields of imaging, optical filters, beam shaping, microscopy, and optical
data processing, among others [23, 26, 74]. Volume holograms, on the other hand, provide the po-
tential for higher efficiency and greater capability for multiplexing information due to their angular
and frequency selectivity properties [2, 24, 71].
The characteristics of periodic stratified gratings have been studied in several reports [13–16]
while Ref. [17] demonstrated two-layer computer-generated holograms (CGHs). It is in aperiodic
3D volume computer-generated holography where insufficient research has been conducted. Cai et
al. [20] presented the first computer-generated holograms that extend in three dimensions forming
a modulated 3D aperiodic structure. Accordingly, in this chapter we investigate numerically and
experimentally the performance of 3D structures termed computer-generated volume holograms
(CGVHs). The potential benefits of CGVHs are in combining and improving useful characteristics
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of thin CGHs and optically-recorded volume holograms, namely increased efficiency, arbitrary 3D
wavefront encoding, space-time pulse shaping, and angular and frequency selectivity. Indeed, we
show that these qualities can be controlled and enhanced by proper design.
3.2 Multi-Layer Projection Optimization
3.2.1 Modeling and Optimization
The system under consideration in this chapter is an arbitrary volumetric modulation of the
index of refraction (real or imaginary) which is designed to perform a particular optical function. In
this chapter the modulation is imaginary so as to create absorption (or amplitude) modulation as
the optical beam propagates through the volume. To simplify the modeling, the volume is sampled
in depth and modeled as thin discrete layers separated by a distance, as seen in Fig. 3.1. Wave
propagation between layers is modeled by a scalar angular spectrum propagation technique [71]
described by a near-field transform (NFT) which can be expressed forward and backward as,
E(x, y, z +∆z) = F−1{e−j
√
k2o−k2t∆zF [E(x, y, z)]} (3.1)
E(x, y, z) = F−1{F [E(x, y, z +∆z)]e−jkzz},
where F and F−1 denote Fourier and inverse Fourier transforms respectively, E is the complex
amplitude of the field, ko is the free-space wavevector of the illumination, kt is the transverse
wavevector, and ∆z is the propagation distance. If the layers can be considered to be thin relative
to the wavelength, the wave passing through a layer can be modeled by a transmission function.
Otherwise, a more elaborate beam-propagation method should be implemented [62].
The only other necessary equation to conduct the multi-layer projection algorithm is the
interaction with the masks. The masks are approximated as infinitely thin in order to simplify
the interaction as a multiplication of a transmission function (division for backwards propagation).
With this approximation and Eq. (3.1) an input wave can be propagated through any system and
into the far field, and from the far field and back through the system to the input. The entire
optimization process can be described in six steps:
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(1) Propagate the incident wave through the structure by multiplying by the transmission
function of layer one, then using the forward NFT defined in Eq. 3.1, multiplying by the
transmission function of layer two etc. to the output of the final layer, N.
(2) Fourier transform the field exiting the CGVH (which can be initialized as random am-
plitude/phase function according to coding constraints), E′(x, y, 0)ejΦ
′(x,y,0), to compute
far-field field (amplitude and phase) E(fx, fy, z)e
jΦ(fx,fy ,z).
(3) Modify the computed far-field amplitude, E(fx, fy, z), to better approximate the target
amplitude, ET (fx, fy) while keeping the computed phase.
(4) Inverse Fourier transform the new far-field target,
E′(fx, fy)e
jΦ′(fx,fy) = ET (fx, fy)e
jΦ(fx,fy ,z),
to compute a new CGVH output field amplitude and phase E(x, y, 0)ejΦ(x,y,0).
(5) Back propagate to layer n that is being optimized.
(6) Compute the necessary mask for layer n given the incidence condition (usually a plane
wave) and apply the CGH coding constraints (i.e. amplitude/phase, discrete, continuous,
binary) to yield new E′(x, y, 0)ejΦ
′(x,y,0).
These steps are then iterated until a final design is reached.
Figure 3.1: Propagation model through an N-layer structure: NFT denotes the near-field transform
in Eq. (3.1), and propagation through each layer is simulated by multiplication of the transmission
function of the layer.
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Now that the optimization routine has been described, we move on to simulated system
designs and results. The system parameters of importance are the number of layers, N , total
system length, zo, pixel sizes in the x and y directions, dx and dy, and number of pixels in the
x and y directions, Nx and Ny. For all the examples shown here, N = 2, 4, or 8, zo = 100µm,
dx = dy = 2µm, and Nx = Ny = 128.
To begin, continuous phase again is the simplest to implement because there are no amplitude
or energy normalizations that must be dealt with to ensure the input energy matches the desired
energy in the image. It is also simplest to chose N = 2 as a starting point, so the multi-layer
projection optimization is run with the parameters prescribed and the resulting reconstruction is
shown in Fig. 3.2a. This result looks to be very similar to the single layer result, Fig. 2.3b, from
(a) (b) (c)
Figure 3.2: Simulated far-field intensity patterns for a (a) two-layer, (b) four-layer, and (c) eight-
layer continuous phase structure designed with the multi-layer projection optimization.
Chapter 2. However, since the new structure spans a volume, it will have angular and frequency
selectivity properties unlike the single layer case, and these properties will be discussed later in this
chapter. Because these structures are angular and wavelength selective, there is also the possibility
of multiplexing information so that with one input angle or wavelength a particular diffractive
function is performed while at another a different function is performed (see Ref. [17] and Chapter
3).
As the number of layers increases the efficiency increases. The diffraction efficiency is com-
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puted as intensity in the desired region divided by the total intensity,
DE =
∫ ∫
I(kx, ky)ITb(kx, ky)dkx dky∫ ∫
I(kx, ky)dkx dky
, (3.2)
where I(kx, ky) is the far-field intensity pattern and ITb(kx, ky) is a binary representation of the
target image. For the two-layer result shown in Fig. 3.2 the diffraction efficiency is 64.4%. Identical
parameters are used for the design of four and eight-layer structures, and the efficiencies of the
resulting structures is 69.9% and 72.3% respectively. Far-field images for the four and eight-
layer structures are shown in Fig 3.2b and 3.2c, and they demonstrate no improvement or loss of
reconstruction quality relative to the two-layer device.
The next design is an amplitude-only multi-layer structure. Again the first design is for a two-
layer system, and Fig. 3.3 depicts the simulated far-field intensity pattern created by the resulting
design. As per the amplitude designs in the previous chapter the constraints for the target field,
Figure 3.3: Simulated far-field intensity pattern for a two-layer structure with continuous amplitude
coding. Image is over-saturated to demonstrate key features
ET , were only applied over a particular area, which is evident from the suppressed speckle in the
area surrounding the target CU logo. Just as is expected, the reconstruction is symmetric and a
DC spot persists, which is the dominant feature although it has been over-saturated in this figure
for clarity. However, since this is a multi-layer structure there is a new possibility that the previous
necessary features in the reconstruction (DC spot and symmetry about the origin) are no longer
necessarily required.
25
The simplest way to investigate this possible capability is to apply the target image constraints
as if the masks were phase masks, i.e. apply the constraint over the entire far-field image. The
simulated far-field image resulting from such a design is shown in Fig. 3.4a, and it is obvious that
(a) (b)
Figure 3.4: Simulated far-field intensity pattern resulting from a (a) two-layer structure and an (b)
eight-layer structure, both with continuous amplitude coding and where the target field constraint
is applied over the entire area.
the image is no longer symmetric about the origin although a symmetric image does persist slightly.
The DC spot has not been eliminated but it is less dominant than in the previous case. Since the
DC spot is saturated in both figures the relative level of the intensity in the central spot with
respect to the desired image can be seen in how far the sidelobes of the sinc appear (plus sign
obvious in Fig. 3.4a). It is likely that as more layers are added the symmetric image and the DC
spot can be suppressed further. The next design is for an eight-layer structure and the resulting
far-field reconstruction is depicted in Fig. 3.4b. It is apparent that the symmetric image is visibly
suppressed although the DC spot persists. In fact, if the image is highly saturated (not shown here)
we observe that the symmetric image is suppressed to below the level of the background speckle.
In the case of the two-layer structure, however, if the image is saturated (also not shown here) the
symmetric image is distinguishable.
Since binary amplitude is a more realistically applicable system, a binary amplitude multi-
layer structure was coded up next. Again, the code was run similarly to the single layer version with
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the multi-layer changes mentioned previously in this section. The result for a 4-layer structure is
shown in Fig. 3.5. The reconstruction quality is not as good compared to the continuous amplitude
Figure 3.5: Simulated reconstruction of the far-field result using an 4-layer structure with binary
amplitude coding.
designs as is expected. When compared to the previous single-layer binary amplitude case (see
Fig. 2.11), however, the quality appears improved plus the symmetric image has been suppressed.
Therefore, as the number of layers increases, we expect further improvement over the single-layer
case, with the added capability of angular and wavelength selectivity, which will be demonstrated
and discussed later in this chapter and in the following chapter.
3.2.2 Enhanced Diffraction Efficiency
For the purpose of investigating diffraction efficiency and angular and wavelength selectivity,
the target image (desired far-field reconstruction) is a single off-axis spot. Since the target image is a
single off-axis spot, the designs were done as 1D elements in the transverse dimension for simplicity.
The location of the target spot corresponds to a plane wave diffracted to an angle of 3.37◦ from the
input propagation direction in air. This angle is approximately halfway from the center to the edge
of the far-field grid used. The CGVHs are designed as 1 to 10-layer, binary-amplitude structures
with further design parameters of 1 x 128 pixels per layer, 3µm pixel size, 100µm total thickness
(from first to last layer), and λ = 633 nm was the illumination wavelength.
The CGVH design is performed by optimization under the given constraints. I used the
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iterative projection algorithm discussed earlier in this chapter, followed by a sequential binary
search optimization to further maximize the diffraction efficiency of the structures. The hybrid
algorithm required acceptable computation time (<1 minute on a 1.6 GHz PC). The design of one
particular 4-layer CGVH is shown in Fig. 3.6. Each of the four layers resembles a binary grating
although they are not periodic.
Layer:
1
2
3
4
Pixel Location (µm)
1 100 200 300 384
Figure 3.6: Example of a 4-layer binary amplitude CGVH. Black denotes no transmission while
white denotes full transmission. Individual lines are 3µm wide.
The theoretical far-field intensity pattern resulting from propagation through the structure
in Fig. 3.6 is shown in Fig. 3.7. The far-field intensity pattern is obviously asymmetric (not possible
with thin, single-layer amplitude CGHs) and the diffracted spot is located by design at ktλ = 0.244,
where kt is the transverse component of the wavevector. The simulated intensity of the diffracted
spot is approximately the same as that of the DC (central) spot, which suggests a high diffraction
efficiency relative to thin amplitude gratings.
The simulated diffraction efficiencies of the layered structures (computed using Eq. (3.2),
where the target image is a single off-axis spot) were as large as 14.1%, which is an improvement
over the best optically-recorded amplitude volume holograms for which the maximum efficiency is
3.7% and over thin single-layer amplitude holograms which have a maximum efficiency of 10.2%
(see Fig. 3.8). It is important to note that these results are for binary amplitude structures with
allowable transmission values of 0 and 1. Therefore, using continuous amplitude or at least other
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Figure 3.7: Simulated far-field intensity pattern resulting from propagation through the 4-layer
structure depicted in Fig. 3.6.
binary transmission values, may allow for even higher diffraction efficiencies. Indeed, for a single
instance in designing an eight-layer structure using 0.2 and 1 as the allowable binary transmission
values, the diffraction efficiency increased to 13.85% compared to 12.86% obtained with 0 and 1 as
the binary transmission values. Therefore, it is apparent that the values shown in Fig. 3.8 are not
necessarily optimal, whereas the dotted lines included for comparison are for absolutely optimal
amplitude periodic structures.
A fully periodic multi-layered structure was also simulated under the same constraints by
creating a binarized amplitude grating of the appropriate period and repeating the structure to
create a multi-layer volumetric grating. Each consecutive layer was shifted appropriately so that
the first orders of each layer added constructively. Grating duty cycles of 25, 50, and 75% were
investigated with the optimal efficiency occurring with a duty cycle of 50%. The fully periodic, four-
layer grating structure with 50% duty cycle provided a theoretical diffraction efficiency of only 8.4%
(compared to 12.8% for the aperiodic structure). This result, like all the other results, confirms
the hypothesis that aperiodic structures can indeed provide the additional degrees of freedom to
enhance the performance of volumetric devices relative to purely periodic devices.
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Figure 3.8: Diffraction efficiency as a function of the number of layers for a CGVH of 100µm total
thickness. Comparison baseline curves for an optimal thin element (red) and an optimal optically-
recorded amplitude transmission volume hologram (pink) are the labeled horizontal dashed lines.
3.3 Fabrication and Experimental Methods
To fabricate the CGVHs we used a technique recently developed known as femtosecond laser
micromachining [20,33–39]. The details of the fabrication are included in the Experimental Methods
appendix of this thesis, but a brief description follows. We used amplified femtosecond laser pulses
at 800 nm center wavelength focused with a microscope objective (NA=0.65) into the bulk of a
glass substrate (Corning 2948). The sample substrate was mounted on a computer-controlled 3D
translation stage. The deepest layer was written first, 140µm beneath the surface, followed by each
successive layer in reverse order to avoid distorting the focus of the writing beam. The layers were
spaced appropriately (100µm/[N − 1], where N is the number of layers) such that the total depth
of each written 3D structure was 100µm and the first layer was 40µm below the substrate surface.
3.4 Angular and Frequency Selectivity
The fabricated elements were mounted and centered on a rotation stage and the angular
selectivity was experimentally investigated using a HeNe laser (632.8 nm) as the source and a
power meter to detect the power in the diffracted spot. In order to compute efficiency the power
incident on the structure was calculated from a measurement of the beam profile and the total
incident power. Diffraction efficiency was then computed as the intensity in the diffracted spot
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divided by the power incident on the structure, as in Eq. (3.2).
Simulations were also conducted to investigate angular selectivity by varying the simulated
illumination direction or wavelength. A good agreement between the experiment and the simula-
tion was obtained and is shown in Fig. 3.9a. However, it is noticeable that the agreement decreases
at large angles. This is due to the finite thickness of each fabricated layer (on the order of 7µm
computed as the Rayleigh range of the focused writing beam) while the simulations assumed in-
finitely thin layers. Also seen in Fig 3.9a, is that the central peak for the two-layer structure is
slightly narrower (2.76◦ full width half maximum (FWHM)) than that of either four or eight-layer
structures (4.02◦ and 4.20◦), however, this enhancement to angular selectivity comes at the cost of
free spectral range (subsequent peaks in the angular spectrum).
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Figure 3.9: (a) Diffraction efficiency as a function of incident angle. The blue line is experimental
data and the dashed red line is the simulated result. The dotted black line is the response of
an equivalent (same 3D size and diffraction angle) optically-recorded amplitude volume hologram
(ORAVH). (b) Simulated diffraction efficiency as a function of the illumination wavelength for a 100
micron (solid red) and 200 micron (dashed blue) thick, four-layer structure designed for 632.8 nm
illumination. The dotted lines correspond to the selectivity for equivalent 100 and 200µm thick
optically-recorded amplitude volume hologram for comparison.
For comparison, the angular FWHM of the central peak of an optically-recorded volume
hologram of the same thickness and design parameters is 5.09◦. Another interesting comparison is
to a periodic layered structure as discussed in section 3.2.2. For a four-layer periodic structure, the
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angular FWHM of the central peak was simulated to be 3.6◦ and the wavelength half-maximum
cutoff was simulated to be 1600 nm. Both numbers are similar to those measured from the aperiodic
results shown in Fig. 3.9a. Therefore, it appears that the angular selectivity can be increased using
a layered binary-amplitude structure rather than a continuous-amplitude volume hologram .
It is apparent in Fig. 3.9a that the angular free spectral range (FSR) (angular spacing between
subsequent peaks) increases with the number of layers. This trend is reasonable since a larger
number of layers more closely approximates a true volume hologram which has only a single angular
peak. The trend is also consistent with the behavior of periodic multilayer holographic gratings [15].
Simulations were also done to investigate the frequency selectivity of the structures. As shown
in Fig. 3.9b, the performance of the structures is on par with, but slightly sharper than, what would
be expected from an optically-recorded amplitude volume hologram of identical thickness. Perfect
overlay is not expected since the simulated elements were layered, aperiodic, and binary as compared
to periodic and continuous amplitude optically-recorded holograms.
Selectivity is an adjustable parameter that can be controlled by the thickness (thicker ele-
ments are more selective, as seen from Fig. 3.9b), cross-section size, and by the designed diffraction
angle. For example, one such design for a diffraction angle of 9.7◦ yielded an angular selectivity
of 1◦ and wavelength selectivity of 240 nm (compared to equivalent optically-recorded amplitude
volume hologram selectivities of 1.8◦ and 363 nm).
The efficiency of the four-layer structure was measured using an Argon-ion laser source at
457.9 and 514 nm and a HeNe laser (λ = 633 nm). At these three wavelengths the measured
diffraction efficiency was 11.3%, 9.0% and 8.8% respectively. The experimental efficiency is lower
than simulated, likely because the fabricated elements are not perfectly transmissive or absorptive,
nor are they perfectly thin. The overall trend for the diffraction efficiency at these three wavelengths,
however, agrees with the simulation which shows that the efficiency does not change significantly
over the visible spectrum.
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3.5 Conclusion
We have probed the characteristics of aperiodic amplitude CGVHs. The efficiency of these
structures is considerably higher (14%) than the efficiency of optimal optically-recorded (periodic)
amplitude volume holograms (3.7%) and thin, single-layer amplitude gratings (10.13%). It is also
possible to increase the efficiency further through the use of different binary transmission levels
or continuous amplitude elements. The structures were also observed in both simulations and
experiments to have angular and wavelength selectivity comparable to but higher than optically-
recorded amplitude volume holograms of the same 3D size and diffraction angle.
While this study focused on volume amplitude modulation, aperiodic volume structures could
also be designed as phase elements in which case the diffraction efficiency should approach 100%.
This regime was not investigated for this thesis since no improvement in efficiency is possible over
optically-recorded or periodic devices, and because this scheme does not fit well with our fabrication
technique. This regime should, however, be the subject of future studies.
A general and intriguing consequence of this study agrees with my general thesis: that a
departure from the periodic Bragg regime can provide enhanced volume diffraction properties.
Chapter 4
Volume Diffractive Optical Devices
4.1 Introduction
In this chapter we will outline an alternative method of designing and simulating aperiodic
volume optical devices. The new formulation handles the design and simulation of a 3D volume,
whereas the method discussed in the preceeding chapter requires the 3D device be comprised of
stratified infinitely thin layers. Here a 3D scattering approach is applied to the design of aperi-
odic volume optical elements and explores new functionalities utilizing the available 3D degrees
of freedom. Numerically designed aperiodic volume diffractive elements that multiplex spatial
and spectral information are demonstrated, hence expanding the traditional capabilities of volume
holography, photonic crystals, and diffractive optics.
Early on it was recognized that cascading CGHs can improve system performance [18, 19]
which was later demonstrated in integrated devices [17]. However, designs and experiments thus far
have been limited to a few thin diffracting planes separated by homogeneous free space [20,75], as in
the previous chapter. While this approach simplifies modeling, design, and fabrication, it can hide
interesting capabilities inherent to a continuous and extended scattering volume. For instance, the
number of optical modes that can be multiplexed within a volume increases with thickness because
of the increase in available degrees of freedom [10–12]. Hence, many applications would benefit from
volumetric devices. For instance, it is already known that optically-recorded volume holograms have
improved capabilities in pulse shaping [21], 3D imaging [22], and microscopy [23]. Furthermore,
computer-designed diffractive volume optics have the advantage over optically-recorded holograms
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[24] of enabling maximal control through individually addressable voxels.
Design and fabrication complexities inherent to the three-dimensional nature of the problem
have traditionally been an obstacle to the development of volume optical devices. However, advances
in nanofabrication and computational power are beginning to provide access to these degrees of
freedom. In particular, direct-write techniques that use ultrashort laser pulses to modify transparent
media such as glass [20,39] or polymers [76,77] have been used to create 3D integrated optical devices
in bulk material.
In this chapter we present for the first time volume optics designed by a volumetric scattering
approach and we theoretically and experimentally explore such devices. These volumetric diffractive
optics have the additional benefit over traditional diffractive optics of being able to provide different
responses for different incident light propagation angles and/or frequencies with a single structure.
Such characteristics allow the structures to multiplex many functionalities within a single device.
4.2 Simulation and Modeling
Volume optics design requires the development of a 3D volumetric approach. Hence, we use
a 3D scattering model to relate a volumetric index structure to the diffracted wave front (see for
example [3]). The formalism is shown in Fig. 4.1 and can be summed up in three steps: 1) Define
a quantity termed the scattering potential as
F (~r, ko) =
1
4pi
k2o [n
2(~r, ko)− n20] , (4.1)
where ~r designates the spatial coordinates, ko is the magnitude of the wave-vector in free space,
n(~r, ko) =
√
(~r, ko)µ(~r, ko) and n0 are respectively the indices of refraction of the volume and
background, while  is the permittivity and µ the permeability. 2) Compute the frequency-domain
representation of the scattering potential, F˜ (~k), via a 3D Fourier transform:
F˜ (~k)
3DFT←→ F (~r) . (4.2)
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3) Compute the far-field of the scattered wave, U˜s(~ks), by extracting the values on a spherical
surface within the 3D frequency-domain scattering potential (see Fig. 4.1),
U˜s(~ks) =
ejkr
r
F˜ (~ks − ~ki) , (4.3)
where ~ks and ~ki are the scattered and (plane wave) illumination wave-vectors, respectively. This
Figure 4.1: The relation between a 3D scattering potential and the diffracted far-field wave involves
a 3D Fourier transform. The Ewald sphere (in blue) contains information about the reflected and
transmitted waves scattered by the volume. The Ewald sphere size and location are defined by the
direction and magnitude of the incident wave-vector, ~ki. The hemisphere farther from (including)
the origin corresponds to the reflected wave (transmitted wave).
spherical surface in frequency space, called the Ewald sphere, describes the allowed scattered wave-
vectors. The origin of the Ewald sphere is offset in the frequency-domain scattering potential by
the incident wave-vector direction and magnitude, and the radius of the sphere is the magnitude of
the incident wave-vector, ki. The hemisphere farther from the origin represents the wave reflected
from the volume and is associated with large grating vectors oriented along the kz axis in the
frequency-domain scattering potential. Similarly, the hemisphere containing the origin represents
the transmitted wave modulated by the scatterer. Because the Ewald sphere is defined in size
and orientation by the incident wave-vector, a distinct sphere exists for each defined illumination
condition. Thus, designing for multiple incident wave-vectors can create, in parallel, multiple func-
tionalities for a single device. Figure 4.2 demonstrates how different illumination conditions define
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distinct Ewald spheres of different orientations (angular multiplexing) or sizes (wavelength multi-
plexing), each representing a different scattered wave. An important assumption in the derivation
of equation (4.3) is that of weak scattering in the first Born approximation. Nevertheless, the
formalism can in principle be extended to stronger scattering situations [3].
(a) (b)
Figure 4.2: Ewald spheres for three different illumination conditions. (a) Varying the illumination
angle rotates the center of the sphere about the frequency-domain origin. (b) Varying the illumina-
tion wavelength changes the radius of the sphere while also shifting the center of the sphere away
from the frequency-domain origin by the same amount.
4.3 Design Algorithm for a Volume Optic
To design specific volumetric structures, we use a projection onto constraint sets optimization
algorithm [78–80] coupled with the formalism just described. Projection onto constraint sets [61] is
related to but more general than the phase retrieval algorithm [65,66], super-resolution algorithms
[81,82], and the iterative Fourier transform algorithm, which is widely used to design 2D CGHs [67].
The optimization algorithm is described in Fig. 4.3.
The first step is to define an initial (random) index structure, n(~r, ko) (top left of Fig. 4.3).
The index structure is constrained to fit fundamental physical limits and fabrication constraints.
Here we discuss non-absorbing binary index structures, which equates to only positive amplitude
values for the scattering potential [see equation (4.1)]. Next, using equations (4.1)-(4.3), we compute
the wave scattered from the initial index structure (top right of Fig. 4.3). Functionality for multiple
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Figure 4.3: Projection optimization algorithm applied to volumetric diffractive structures
illumination conditions is implemented in parallel by simultaneously computing the Ewald sphere
for each illumination condition (see Fig. 4.2). Mathematically these operations are implemented by
parallel projections [79,80]. Reflection and/or transmission functionality can be designed as well by
modifying appropriate sides of the Ewald sphere. The amplitudes of the scattered waves are then
updated to match the target magnitudes while keeping the computed scattered phases (bottom
right of Fig. 4.3), which defines new far-field scattered waves.
The next step is to modify the values on the Ewald spheres according to the new far-field
scattered waves. This modification, in turn, defines a new frequency-domain scattering potential
(bottom center of Fig. 4.3). An inverse 3D Fourier transform yields a new scattering potential
(bottom left of Fig. 4.3), which likely does not obey the coding constraint (binary index of refraction
in this case). A projection onto this constraint yields a new, feasible scattering potential, and this
step closes one iteration. The optimization loop is iterated until the algorithm converges to a
satisfactory solution (see Fig. 4.4).
The design algorithm was briefly described in the main text. Here we express each step
mathematically:
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1) Define an initial (random) scattering potential,
F1(~r, ko) =
1
4pi
k2o [n
2(~r, ko)− n20], (4.4)
where the subscript 1 denotes the first iteration of the algorithm.
2) Compute the 3D frequency-domain of the scattering potential through a 3D Fourier transform,
F˜t(~k)
3DFT←→ Ft(~r), (4.5)
where the subscript t denotes the iteration number.
3) Extract the values on the Ewald sphere for each illumination condition, which provides the
far-field for that illumination state and is mathematically expressed as,
U˜tm(~ks) =
ejkr
r
F˜t(~ks − ~ki), (4.6)
where the subscript m denotes each illumination condition.
4) Modify the amplitudes of the far-field waves to match the target amplitudes in a region of
interest, while keeping the phase computed in step 3,
U˜ ′tm(kx, ky) = c vm(kx, ky) e
iΦtm(kx,ky), (4.7)
where v is the target magnitude within the area of interest, Φ is the unmodified phase, and c is a
weighting factor used to ensure algorithm convergence.
5) Combine the unmodified frequency-domain scattering potential with the modified Ewald spheres
to define a new frequency-domain scattering potential,
ejkr
r
F˜ ′t(~ks − ~ki) =
{ U˜ ′tm(~ks) ifm is a design illumination condition
ejkr
r F˜t(
~ks − ~ki) otherwise
}
. (4.8)
6) A new space-domain scattering potential is computed with a 3D inverse Fourier transform,
F ′t(~r)
3DFT←→ F˜ ′t(~k). (4.9)
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7) The new scattering potential is constrained to a fabrication limitation, which for our method
was binary index of refraction,
Ft+1(~r) =
{
0 if F ′t(~r) ≤ 14pi
k2o[n
2
1
−n2
0
]
2
1
4pik
2
o [n
2
1 − n20] if F ′t(~r) > 14pi
k2o[n
2
1
−n2
0
]
2
}
, (4.10)
where n1 = n0 +∆n is the larger binary index of refraction.
8) Iterate over steps 2-7 until a satisfactory result is reached.
The major improvement in diffraction efficiency and error occurs in the first iteration, as
seen in Figure 4.4 for the case of the device designed to project the CU logo and shown below in
Fig. 4.10, and from this point the algorithm requires only a few iterations to attain a satisfactory
(high diffraction efficiency and low relative error) result.
The diffraction efficiency for each iteration is calculated as,
Eff.(i) =
∫ |Ui(kx, ky)|2vb(kx, ky)dkxdky∫ |Ui(kx, ky)|2dkxdky , (4.11)
where U(kx, ky) is the far-field scattered wave, subscript i is the iteration number, v(kx, ky) is the
target magnitude, and b denotes a binary representation. The diffraction efficiency improvement
with each iteration was also calculated using a 3D beam propagation method (BPM) [62], and is
shown in Fig. 4.4b. As in the volume diffraction simulation, the BPM result shows the majority of
improvement occurs in the first iteration of the algorithm. The BPM result also shows that the
diffraction efficiency reaches a value of about 9% for an index contrast of 2x10−4.
The relative mean squared error convergence is shown in Fig. 4.4c and is calculated in each
iteration as
Error(i) =
∫ ||Ui(kx, ky)|2 − civ(kx, ky)|2dkxdky∫ |Ui(kx, ky)vb(k)|2dkxdky , (4.12)
where c is a weighting factor to ensure algorithm convergence. The error for the first iteration is
relatively large because the system is initially in a random state.
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Figure 4.4: Simulated diffraction efficiency and error as a function of iteration number. Diffraction
efficiency calculated through (a) a volume diffraction simulation and a (b) BPM simulation. (c)
Shows the relative mean squared error convergence property of the algorithm.
4.3.1 Performance as a Function of Index Contrast
While the technique developed here is based on the Born approximation, we validate the
results with a more accurate technique such as the 3D Fourier beam propagation method (BPM)
[62]. In this model there is no assumption of weak scattering, although it does not consider reflected
waves. Using this technique we model a volume optics design with varying index contrasts. Figure
4.5a shows that the design does not operate correctly for an index contrast of n=0.02, which stems
from the weak scattering assumption. When the index contrast is decreased to 0.001, the BPM
result (Fig. 4.5b) agrees with the volume diffraction design displaying the CU logo as shown in
Fig. 4.5c. As the index contrast is further decreased, as expected, the CU logo continuously dims
relative to the DC spot (not shown). Similar behavior with respect to index contrast variation is
observed for multiplexing volume diffractive optics.
A BPM simulation is also used to compute the diffraction efficiency as a function of index
contrast for the wavelength multiplexed volume and is shown in Fig. 4.6. The best diffraction
efficiency occurs for each illumination condition around 0.001, and is calculated to be 11.8% and
12.6% for 458 and 800 nm respectively. These effciencies are relatively high considering that the
design algorithm uses the Born approximation of weak scattering.
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(a) (b) (c)
Figure 4.5: Far-field reconstruction resulting from a BPM simulation for the binary index volume
device designed to project the CU logo in the far-field. The simulated index contrast is (a) 0.02,
and (b) 0.001. The weakly scattering assumption is invalid for index contrasts on the order of 0.02,
but is valid for contrasts of 0.001 or less. The volume diffraction result is shown in (c). The DC
spot is saturated for clarity.
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Figure 4.6: Simulated diffraction efficiency as a function of index contrast, ∆n, for each designed
illumination condition of the wavelength multiplexed design. The peak diffraction efficiencies are
approximately 12%.
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4.3.2 Simulation of Multiplexed Devices
We applied the volume optics design algorithm to create devices that multiplex different
functions for different illumination directions (angles) and wavelengths, both of which are unique
capabilities of volume optics. The design algorithm is implemented in all instances reported with
643 designable voxels. Each 3D matrix is then zero-padded to a total simulated size of 1283. The
background index of refraction is assumed to be n0 =1.5 and the coding constraint is binary index
of refraction. For these design parameters, the optimization loop takes less than one minute to
complete in MATLAB on a 1.6GHz PC in all designs presented. The limits to the number of
voxels considered in the design are set by the memory limits and the computing power.
The first volume optics design creates in the far-field the letters C or U from the CU logo for
each of two different illumination angles (0◦ and 15◦) at 532 nm wavelength, thus demonstrating
the capability of angular multiplexing (see Figs. 4.7a-c). For all other angles there is no pattern
in the region of interest. In this design the voxel size is 5 µm in the transverse directions and 10
µm in the longitudinal direction. A second device is designed to create the letters C or U for the
illumination wavelength of 458 nm or 800 nm respectively (see Figs. 4.7f-h). The voxel size for this
device is 2 µm in the transverse directions and 10 µm in the longitudinal direction.
Figures 4.7a-c and 4.7f-h depict the results of simulated propagation through the two vol-
ume optics, using the scattering equations (4.1)-(4.3), and demonstrates that both devices operate
according to design. The undiffracted light creates a DC spot that persists due to the weakly scat-
tering assumption. However, as opposed to 2D CGHs, the reconstruction may be asymmetric due
to the volumetric nature of the scatterer. The DC spot is saturated so the target image is clearly
visible in each image. The speckled nature of the images is inherent in computer-generated diffrac-
tive optics and is caused by the clipping of high spatial frequencies of an object with a (pseudo)
random phase, but it can be minimized [73].
3D wave propagation through the aperiodic structures provides additional insight into the
mechanisms of wave selection. Figures 4.7d-e and 4.7i-j show longitudinal slices of the wave in-
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Figure 4.7: Far and near-field wave propagation in volume optics. (a-e) show angular multiplexing
phenomena: Far-field intensity distributions from a single volume device calculated for (a) normal
incidence, (b) 8◦, and (c) 15◦ from normal, and slices through the 3D intensity distribution calcu-
lated using BPM with (d) 0◦ and (e) 15◦. (f-j) show frequency multiplexing phenomena: Far-field
intensity distributions from a single device for normal incidence and (f) 458 nm, (g) 633 nm, and (h)
800 nm illumination wavelengths, and slices through the 3D intensity distribution calculated using
a BPM with (i) 458 nm and (j) 800 nm illumination. Both devices are designed to create in the
far-field the C from the CU logo for one illumination condition and the U for a second illumination
condition. The DC spot is saturated for clarity in each image, (a)-(c) and (f)-(h). The white boxes
show the locations of the volumetric devices.
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tensity distribution as computed using a 3D beam propagation method (BPM) for the designed
illumination states [62]. The white boxes show the location and orientation of the devices. The
simulated index contrast is 2x10−4. The images are false-colored to indicate the illumination wave-
length. The figure shows that as a result of a continual scattering across the structure, each volume
device creates different space-variant waves for different illumination conditions. As opposed to
2D diffractive elements, each wave is built up upon propagation through continuously changing
diffracting/scattering conditions. Contrasting to photonic crystals, there is no periodicity of the
wave and hence no Bloch modes are present. Interestingly, the devices can also be operated with
side illumination, i.e. with light impinging across an edge and on two sides of the device as shown
in Fig. 4.7e.
In the angular multiplexing case (Figs. 4.7d-e ), the wave generating the letter C builds
up on propagation, increasing the modulation contrast until it exits the volume. This cosine-like
variation is responsible for the quasi-twin image shown in Fig. 4.7a at symmetric locations about
the undiffracted light. In contrast, the wave generating the letter U builds mostly a linear phase
and hence essentially eliminates the twin image instance. Section 4.5 explains the fundamental
limitations and opportunities for the control of twin images.
In the frequency multiplexing example (Figs. 4.7i-j), it is apparent how the device builds
totally different waves upon propagation across the scattering volume. While in the blue case the
scattered wave propagates upwards to create the letter C, in the red case it propagates downwards
to generate the letter U. Note that in both cases the undiffracted light presents essentially the same
pattern. Because the transverse voxel size is smaller in this case than in the angular multiplexing
example, the twin images are avoided altogether.
In spite of the weak scattering assumption, the actual diffraction efficiency of the devices is
significant if the index contrast is properly selected (see Figure 4.6). For example, for the wavelength
multiplexing device the efficiency reaches 12% for each illumination condition.
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4.4 Transmission and Reflection Functionality
Volume optics also provide the capability for designing reflection and transmission devices,
in addition to multiplexing. The reflection hemisphere of the Ewald sphere exists over the range
kz = [
2pi
λ ,
4pi
λ ], so the necessary z-resolution for a reflection device is on the order of
λ
2 . For 532nm
illumination in a background index of 1.5, the z-voxel size (half the necessary period) must 89nm or
smaller. Thus, we make the voxel size for a transmission/reflection device 1x1x0.075µm. Far-field
images from simulated propagation through a structure designed using our algorithm for reflection
and transmission operation is shown in Fig. 4.8. While a 75nm feature size can be easily handled
in the modeling and design, it is challenging for fabrication purposes and is beyond the current
capabilities of femtosecond laser direct writing. Other fabrication techniques, such as layer-by-layer
lithography, could be more appropriate means of fabrication. Nonetheless, we expect this type of
volume optics will become reality in the near future.
(a) (b)
Figure 4.8: Simulated far-field images for (a) reflection and (b) transmission with normal incidence
and 532 nm illumination. The device is designed to display the letters C and U from the CU logo
in the reflection and transmission far-fields, respectively.
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4.5 System Resolution Limits
The volume device parameters and designed target patterns must be chosen carefully to
minimize the overlap of far-field target patterns that stem from Ewald sphere overlap and con-
jugate (twin) images. When designing an angularly multiplexed volume diffractive structure, the
Ewald spheres corresponding to the various illumination angles overlap along certain circles and
thus fundamentally cannot generate completely independent patterns. In addition, the frequency-
domain scattering potential must be conjugate-symmetric because (for non-lossy structures) the
spatial-domain scattering potential is a purely real and positive function.
Figure 4.9: Frequency-domain scattering potential for a specific target image design that demon-
strates the twin image effect. When the system has insufficient resolution, some portion of the
symmetric image will appear in the far-field, as shown in the bottom right of the cartoon.
Figure 4.9 depicts the conjugate symmetric nature of the frequency-domain scattering po-
tential. The figure shows that any designed target on one particular Ewald sphere gives rise to a
conjugate-symmetric pattern on a symmetric Ewald sphere in the opposite half of the frequency-
domain space. Hence, if the designed diffraction angle for part of the generated pattern is too small
or the resolution of the structure in k-space is low, an undesired symmetric instance of the pattern
will partially appear in the far-field image, as shown in Fig. 4.10a. Considering the resolution is
inversely proportional to the device size,
δkx,y,z =
2pi
Lx,y,z
, (4.13)
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where Lx,y,z is the device size in each spatial direction, the two conditions can be combined into a
single requirement on the length of the device to avoid twin images altogether:
Lc ≈ λ
2
1
1− cos(Θ) , (4.14)
where Θ is the designed diffraction angle, which is limited by the transverse voxel size.
(a) (b)
Figure 4.10: Simulated far-field images for structures with voxel sizes of (a) 5x5x10µm, and (b)
2x2x10µm. The left image shows a partial bleed-through of the conjugate-symmetric instance of
the target image in the opposite quadrant, as is expected for a structure with insufficient kx,y,z-
resolution. However, the figure on the right represents the far-field of a volume structure with
finer kz resolution and which has sufficient resolution and does not contain a visible portion of the
symmetric image.
The structure that projects the image shown in Fig. 4.10a has insufficient kx,y,z-resolution
because there is a partial symmetric instance of the target pattern (off-axis CU logo) in the upper-
left quadrant. The structure that projects this image is 320x320x640µm in size and the voxel is
5x5x10µm in size. The sharp cutoff of the symmetric portion of the image in Fig. 4.10a is caused by
a nearest-neighbor interpolation implemented in extracting the 2D Ewald sphere. In contrast, the
symmetric image fades continuously when no interpolation is implemented as in the BPM result
shown in Fig. 4.5b. As the total length in z is increased (thus increasing kz-resolution), or as the
transverse voxel size is decreased and the target is diffracted at a higher angle, the symmetric
instance diminishes as shown in Fig. 4.10b, which is the result of a structure with a voxel size
of 2x2x10µm and the same total length. As the length in z is decreased to the limit of zero
thickness, the system becomes identical to a thin binary-phase CGH, which is known to always
create symmetric far-field patterns.
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This limitation can also appear in multiplexed structures where the symmetric quadrant of
some of the images can contain partial instances of other designed patterns. This overlap is again
due to the conjugate symmetric nature of the frequency-domain scattering potential. Figure 4.11
demonstrates that the symmetric instances of the target patterns can come close to, or actually
intersect other Ewald spheres. Thus the symmetric instances of the target patterns can partially
appear in other images. The fundamental limit of degrees of freedom in 2D passive optical devices
has been shown to be a function of geometrical dimension only [12]. The resolution limits in this
particular case, however, can be best explained and understood through the relation between the
two domains. The far-field diffracted waves are defined by the Ewald spheres within the Fourier-
domain scattering potential. Given N independently controllable voxels in the 3D index of refraction
function, and consequently N independently controllable voxels in the 3D scattering potential, there
are N independent functions in the Fourier-domain scattering potential (complex exponentials due
to the Fourier relation). Thus, N independent functions are in theory available in the 3D Fourier-
domain scattering potential. The far-field diffracted waves given particular illumination conditions
are defined by this space and thus also have N independent functions, although the far-field waves
themselves are not completely independent to one another, as explained above.
Figure 4.11: Frequency-domain scattering potential for three designed illumination wave-vectors
with three different target patterns. The symmetric instance of one target image can overlap with
the Ewald sphere for another illumination condition as shown in the bottom right.
Real-world constraints, however, limit the realization of N independent functions in the
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Fourier-domain scattering potential. For high efficiency devices, for example, it is necessary to
constrain the 3D index function to be purely real (non-absorbing). This constraint requires the
Fourier-domain scattering potential, which again defines the possible far-field scattered waves, to
be conjugate symmetric and thus only N/2 independent functions are possible. Further coding
constraints such as binary index or limited index contrast will also further limit the available func-
tionality.
4.6 Experimental Results
In the fabrication process amplified femtosecond laser pulses centered at 800 nm are focused
with a microscope objective into the bulk of a glass substrate. The substrate is mounted on a 3D
computer-controlled translation stage that is synchronized with a shutter to control illumination.
Complete fabrication details and methods are included in the Methods chapter of this thesis.
The two devices described in the previous section were experimentally fabricated by fem-
tosecond laser direct write micromachining in glass [39]. The fabricated devices were experimen-
tally investigated by laser illumination through a square-shaped aperture with a flat amplitude
and phase. The incident wavelength and angle were implemented according to design. The laser
sources were an argon laser (458 nm), a frequency-doubled Nd:YAG laser (532 nm), a HeNe laser
(633 nm), and a Ti:Sapphire laser (800 nm). A rotation stage was used to orient the samples and
the far-field images were recorded on a CCD camera. Figure 4.12 shows functionality according
to design for both devices. Figure 4.12a shows a 3D rendering of the angular multiplexed device,
three orthogonal cross-sections, and the experimental far-field patterns obtained when the inci-
dent 532 nm illumination is changed in orientation. The upper-left inset shows the front face of
the fabricated device as seen in a differential interference contrast (DIC) microscope. Figure 4.12b
shows the experimental result for the wavelength multiplexing device: a 3D rendering of the device,
three orthogonal cross-sections, and the far-field patterns obtained for 458 nm, 633 nm, and 800 nm
illumination are included in the figure. For both devices at their respective designed illumination
conditions the far-field images agree with the theoretical results shown in Fig. 4.7.
50
Although only two multiplexed images are shown here, we have already designed volume
optics multiplexing seven different functions. We also demonstrated multiplexing with transmission
and reflection in a single structure. Practical and fundamental limits [10–12] apply to volume optics.
Notably, the number of functions that can be multiplexed is limited by the total volume and feature
size (volumetric space-bandwidth product), which translates into Ewald sphere overlaps (see Section
4.5).
(a) (b)
Figure 4.12: Experimental demonstration of (a) angular and (b) wavelength multiplexing. Both
figures show the volume optic design and three orthogonal cross-sections. The upper-left inset in
(a) shows the front face of the fabricated device as seen in a DIC microscope. (a) Far-field images
captured for 0◦, 8◦, and 15◦ illumination of the device of Figs. 4.7a-e. (b) Far-field images captured
with 458, 633, and 800 nm illumination of the device of Figs. 4.7f-j. Both devices project the letters
C and/or U to the far-field for their respective designed illumination conditions. The DC spots
were blocked in all images.
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4.7 Conclusion
In summary, this chapter presents a new type of optical device and demonstrates volume
functionality and efficient design methods. Volume diffractive optics are capable of generating
arbitrary wave fronts while multiplexing in space and/or frequency, they can operate both in
reflection and transmission modes. Multiplexing can be used, for example, to create different beam-
shaping devices, high-resolution imaging lenses, or spatial filters. Volume optics brings out the
intriguing possibility of creating aperiodic designs that can improve well-known periodic structures.
For example this technology could allow the control of femtosecond pulses simultaneously in space
and time, or the design of novel spectral imaging and computational sensing systems with more
meaningful measurement projections of the seven-dimensional coherence spectral density function
[83]. Hence, volume optics follows the path of other computational design methods aimed at
the control of optical radiation, from diffractive optical elements to photonic crystals, and from
metamaterials to transformation optics. Multiple challenges remain in volume optical design and
fabrication. Future efforts will be directed towards the design of strongly scattering structures and
the fabrication of larger 3D volumes with nanometer-scale feature sizes.
Chapter 5
Photonic Crystals and Quasicrystals
5.1 Introduction
Three dimensional (3D) optical devices are paving the way for revolutions in the control of
light propagation and emission. 3D structures like photonic crystals are particularly interesting and
applicable because they can inhibit spontaneous emission [40,41], confine light in 3D within high-Q
cavities [46–48], and guide and control the propagation of light [42], which provides the ability
to create 3D optical circuitry. Photonic crystals enhance and enable a variety of optical devices
including microlasers [49–51], waveguides [43, 44], add/drop filters [84], and beam splitters [30]
among many others.
In general, periodic structures are a limited subset of all possible structures, and the previous
work in this thesis has shown that in some instances aperiodic structures can function better than
periodic structures. A significant limitation to photonic crystal structures, in particular, is that
any 3D periodic structure may have only 2, 3, 4, or 6-fold symmetry groups. Three dimensional
quasicrystals [85, 86], on the other hand, can have up to 12-fold symmetry. Such higher degrees
of rotational symmetry result in a smaller reduced Brullouin zone, which suggests that complete
bandgaps could be wider or easier to achieve in quasicrystals [52, 53]. It has also been suggested
that the defect states within quasicrystals are more tunable, since each lattice site has different
surroundings [54, 55]. 3D quasicrystals have been fabricated using holographic optical traps [56],
direct laser writing [57,58], holographic lithography [59], and stereo lithography (for the microwave
regime) [60]. Quasicrystalline structures have also been observed in some naturally occurring
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materials on the atomic level with five-fold, eight-fold, and twelve-fold symmetries [87–90].
Numerical simulation of light propagation in 3D aperiodic lattices is very challenging, and to
date has not been successfully achieved. The difficulty lies in the inability to reduce the structure
to a unit cell, as is done for photonic crystals. For aperiodic quasicrystals the entire structure must
be simulated, and current computation capabilities do not allow for such involved computations.
Ledermann et al. [58] have done the only numerical work in 3D quasicrystals to our knowledge.
Their approach involved taking a small portion of an aperiodic quasicrystal as a unit cell for a large-
scale periodic lattice. They demonstrated some transmission dips, but no full or partial bandgaps.
Their approach, however, results in the simulation of a structure that does not have the high degree
of rotational symmetry that makes these structures most interesting. In summary, they explain
that the quasicrystals have properties of disordered, or scattering media along with distinct Laue
diffraction peaks that suggest the material has order, even though it is not translationally periodic.
Due to simpler computational complexity, extensive numerical simulation work has been done
involving 2D quasicrystals. Although the mechanism is not as clear or simple as the Bloch modes
within photonic crystals, many authors have demonstrated full or partial bandgaps in 2D quasicrys-
tals [53,54,91,92]. In fact, work has been done demonstrating the functionality of engineered defect
states in these disordered lattices [55, 91]. Quasicrystalline lattices have been shown to have the
interesting characteristic that defects of single missing lattice sites at different locations within the
lattice are all significantly different, unlike photonic crystals where identical defects anywhere in
the periodic lattice are identical. This characteristic of quasicrystals may be useful for applications
in defect engineering. Additional work has also been done to design quasicrystalline lattices for full
and robust bandgaps for both TE and TM polarizations [93,94].
In this chapter we fabricate 3D photonic crystals (woodpile) and icosahdral quasicrystals
for infrared wavelengths using femtosecond direct laser writing in SU-8 photoresist. We measure
and compare the transmission spectra of the two types of structures and show partial bandgaps
for the periodic photonic crystals as well as interesting transmission behavior for the aperiodic
quasicrystalline lattices. We also demonstrate the capability for fabricating arbitrary defects within
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the structures.
5.2 Defining a Non-Periodic Lattice
Quasicrystals are ordered but non-periodic structures. There are two general classifications of
quasicrystals: dihedral and icosahedral. The main difference between the two classes is that dihedral
quasicrystals can exhibit translational periodicity in N −1 dimensions (where N is the quasicrystal
dimension) whereas icosahedral quasicrystals exhibit no translational periodicity. Because they
are aperiodic, defining icosahedral quasicrystalline lattices is more complex than defining periodic
crystals, which are simply defined with lattice vectors.
Icosahedral quasicrystalline lattices can be mathematically defined, however, through a cut-
and-project method [86]. This method involves creating a 2N dimensional hypercubic lattice and
projecting into an N dimensional window that is rotated in the 2N dimensional space by an angle
defined by the golden ratio, τ = 1+
√
5
2 . This is most easily visualized for a 1D quasicrystal. To
generate a 1D quasicrystalline lattice, we begin with a 2D cubic lattice as shown in Fig. 5.1. All of
∆
τ
1
Figure 5.1: The cut-and-project method used to define a 1D quasicrystalline lattice starting with
a periodic 2D cubic lattice.
the lattice points within a 2D window with a width, ∆ = cos(α)+sin(α) where α = tan−1( 1τ ), and
that has been rotated to have a slope of 1τ , are projected onto one of the window edges. The result
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is a 1D quasicrystalline lattice. Figure 5.1 demonstrates this procedure and the resulting lattice,
which is denoted by the circular markers on the bottom window edge. The resulting lattice is an
aperiodic, never-repeating arrangement of two lattice vectors, one shorter and one longer.
The same process can be used to define higher dimensional quasicrystalline lattices, but
unfortunately these are extremely difficult to visualize because of the 4D or higher dimensional
initial periodic lattices. However, the end result of such an exercise for defining a 3D quasicrystal
is shown in Fig. 5.2. The result shown in the figure is a 12-fold rotationally symmetric icosahedral
3D quasicrystal. Such a structure is more rotationally symmetric than any possible periodic 3D
structure, which are limited to 6-fold symmetry at most. This higher degree of rotational symmetry
is the central reason for the suggestion that such structures can achieve wider bandgaps or bandgaps
at lower index contrasts than their periodic counterparts when implemented on photonic crystal
size scales [52, 53].
Figure 5.2: 3D rendering of an icosahedral quasicrystal structure. The red spheres indicate the
individual lattice sites.
5.3 Fabrication of Quasicrystalline Lattices
Fabrication of aperiodic 3D lattices is best realized by a point-by-point direct-write process.
Such a process is slow relative to parallel processes such as holographic lithography [59], but it
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allows for the possibility of fabricating arbitrary 3D structures with arbitrary, engineered defects.
Such defects are paramount in making these devices useful for most applications such as filters,
waveguides, and micro-cavities. We use a femtosecond laser direct-write process to fabricate pe-
riodic photonic crystals and aperiodic quasicrystals in negative photoresist (MicroChem SU-8).
Details of the fabrication process are outlined in the Methods appendix of this thesis.
Examples of the resulting structures are shown in Fig. 5.3a and 5.3b, which are scanning
electron microscope (SEM) images of fabricated woodpile photonic crystals and quasicrystals re-
spectively. The lattice constant for the quasicrystal device was 2µm. Smaller lattice constants
resulted in too large of a fill-factor for a functional device, and lattice constants larger than 5µm
were observed to collapse due to insufficient fill-factor to support the device. The photonic crystal
device has a lattice constant of 1µm. The line through the device was used to locate it in the SEM
and was not included for the devices that were experimentally probed for bandgaps and which will
be discussed later in this chapter. The overall size of the woodpile was 50x50µm and 12 layers
deep (1.41µm layer thickness) and in the experimentally probed device, thick walls were written
surrounding the structure to minimize post-development shrinkage of the photoresist. The size of
the quasicrystal is about 60µm in diameter. The quality of the woodpile photonic crystal appears
to be imperfect, and the wavy nature of the lines was observed for devices with lower fill-factors.
As the power of the writing beam was increased to increase the size of the rods the lines became
much straighter (see Methods appendix A.1.3).
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(a) (b)
Figure 5.3: Scanning electron microscope (SEM) image of a 3D (a) woodpile photonic crystal and
(b) quasicrystal fabricated in SU-8 photoresist using a femtosecond laser 3D direct-write system.
5.4 Experimental Characterization of the Band Structure for Photonic Crys-
tals
Transmission spectra for the photonic crystals and quasicrystals were measured using a spec-
trometer and monochromator system that was capable of measuring from 400nm to 2.5µm with a
resolution of better than 1nm. The broadband illumination was at normal incidence with a focusing
numerical aperture of about 0.02. Further details of the measurement system are outlined in the
Methods chapter of this thesis. The results of the measurements are shown in Fig. 5.4. As may be
expected, for short wavelengths the structure is a scattering material and transmission is low. As
wavelength increases to be on the order of the lattice constant, transmission also increases and some
structure appears in the spectrum. Each device shows a partial bandgap around 1600-1900 nm at
normal incidence.
The centers of these bandgaps are located at larger wavelengths as the lattice constant is
increased, however the scale at which the centers increases does not match the increase in lattice
constant. This mismatch can be explained by the fact that the fabricated feature size remains
unchanged for each device, so the fill factor increases as the lattice constant is scaled down. An
increase in fill factor has the direct result of an increase in bandgap location, thus explaining why
the bandgap center does not scale in direct proportion with lattice constant scaling. The dips and
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spikes seen around 1064 nm in each plot are due to a very sharp and narrow spike in the illumination
spectrum and are not likely due to the devices themselves.
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Figure 5.4: Experimentally measured transmission spectra for woodpile photonic crystals at normal
incidence with lattice constants of (a) 1µm, (b) 0.9µm, and (c) 0.8µm.
5.5 Photonic Crystal Spectra Discussion
The results in Fig. 5.4 are also in agreement with previous work done in Martin Wegener’s
group at the Universita¨t Karlsruhe [32, 77, 95, 96]. They have shown partial bandgaps of similar
structures around 1.8µm. For normal incidence, as is the case in Fig. 5.4, they also demonstrate
sharp dips around 1-1.5µm but these dips do not result in full bandgaps for high-index materi-
als [95]. Similar work has also demonstrated partial bandgaps for slightly larger scaled woodpile
photonic crystals fabricated in photoresist and the observed partial bandgaps were observed at
longer wavelengths as would be expected [97]. An interesting note from this work is that the SEM
images of the devices studied showed obvious imperfections, yet significant dips in the transmis-
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sion spectra were still observed. The imperfections seen in their devices were very similar to the
imperfections seen in Fig. 5.3a and suggest that we should still see partial bandgaps as we do. It
also suggests that woodpile photonic crystals are not extremely sensitive to defects in the periodic
lattice, which makes them good candidates for future real-world applications.
Real-world applications of photonic crystals also generally require complete bandgaps, and
woodpile photonic crystals fabricated using femtosecond laser direct writing in photosensitive ma-
terials are capable of achieving complete photonic bandgaps. Wong et al.u˙sed this method of
fabricating woodpile photonic crystals in a high-index chalcogenide glass to demonstrate a com-
plete bandgap around 2.1µm [96]. This is the ultimate goal of our efforts, and the means to reach
this goal are discussed in Chapter 6. Once complete bandgaps are achievable, interesting defect
states can be engineered into the materials for useful applications, such as light guiding and high-Q
cavities.
5.6 Experimental Characterization of the Band structure for Photonic Quasi-
Crystals
The transmission spectrum for the 3D icosahedral quasicrystal shown in Fig. 5.5 demonstrates
interesting behavior. As may be expected and just like the case for woodpile photonic crystals,
for short wavelengths the structure acts as a scattering material and the transmission is low. As
wavelength increases, transmission also increases and two small dips are apparent at about 1100 nm
and 1700 nm. The dips suggest partial bandgaps with the potential for full bangaps for a device
with higher index contrast. They are not as deep as is often observed, but they do appear to be
quite wide. These results are discussed in more detail in the following section.
5.7 Quasicrystal Spectrum Discussion
The transmission spectrum for the quasicrystal shows two very wide but shallow dips. First,
the devices do not have a large index contrast, so complete bandgaps would not be expected,
but deeper dips in the transmission spectrum, like those observed for the photonic crystals, were
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Figure 5.5: Transmission spectrum for a 3D icosahedral quasicrystal with a lattice constant of 2µm.
expected. Second, since these structures are 3D quasicrystals each lattice location is unique and its
surroundings are different. Thus, the bandgap that may occur at each lattice location may be at a
slightly different wavelength than others. So one explanation for the wide but shallow dips is that
illuminating the entire structure averages over all the individual bandgaps that may occur locally
within each lattice site but at different locations in frequency space, resulting in wide shallow dips
in the transmission spectrum.
Illumination of individual lattice sites is the obvious next step although this would require
illumination over a large angular range which can also wash out partial bandgaps. Like the photonic
crystals, the quasicrystals could also be coated with a high-index material in order to obtain full
bandgaps. The fabricated quasicrystal has a scale of 2µm, and thus measuring further into the
IR would also be of interest. There may exist more complete bandgaps or deeper dips in the
transmission spectrum. These things and more are discussed in Chapter 6, which outlines potential
future work in this direction.
5.8 Conclusion
In summary, we have demonstrated the capability to fabricate photonic crystals and qua-
sicrystals in SU-8 photoresist using a femtosecond laser direct write fabrication technique. This
type of technique is key for such systems because of its capacity to fabricate arbitrary structures
61
with arbitrary geometries and engineered defect states. We have shown that the photonic crystals
fabricated in SU-8 can obtain partial bandgaps, which with further work in coating the structures
with high-index materials could become full bandgaps. We also demonstrate the capability for
fabricating devices with engineered defects with our fabrication technique in Chapter 6 of this
thesis.
Chapter 6
Future Research Opportunities
6.1 Highly-Efficient Aperiodic Volume Diffractive Devices
A significant next step for the work on aperiodic volume diffractive devices, which has been
presented in this thesis is to develop a technique for designing more highly scattering and thus
more efficient devices. In this section we will outline and describe a few ideas we have had for
future work along this direction. One method is to utilize the Rytov approximation rather than
the Born approximation in calculating the field scattered from a 3D diffractive device [98]. An-
other method would be to use a beam propagation algorithm like that used to verify the designed
device’s operation in Chapter 4 along with a optimization routine to design the devices. Both of
these suggestions involve using a higher-order, but still limited approximation to simulate volume
diffraction. These two ideas are discussed in the following sections.
6.1.1 Rytov Approximation
The significant difference between these two approximations is that Born assumes weak total
scattering (undepleted pump), whereas the Rytov approximation essentially assumes weak indi-
vidual scattering events, but with no restriction to the total scattering of the entire device. In
practice the Rytov restriction is more limiting on the small scale, but as the device size grows
the total scattered field grows and at a particular device size the Rytov approximation becomes
a more powerful method. The remainder of this section will outline how to implement the Rytov
approximation in the design algorithm developed in Chapter 4 and some preliminary results will
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be demonstrated and discussed.
The major difference between implementing volume scattering theory with the Born approx-
imation versus the Rytov approximation is the expression of the scattered field. For the Born
approximation, the scattered field is represented as,
uB(~r) = U(~r)− Ui(~r), (6.1)
where uB(~r) is the scattered field, U(~r) is the actual field, and Ui(~r) is the incident field.
The assumption is that uB(~r) << Ui(~r) so that U(~r) ∼ Ui(~r). For the Rytov approximation
the fields are instead represented as complex phases,
uR(~r) = e
φR(~r). (6.2)
The end result of this approximation can be expressed in terms of the Born approximation as,
φR(~r) =
uB(~r)
Ui(~r)
, (6.3)
where uB(~r) is the Born approximation result in the spatial domain. Thus Equation 4.3 outlined
in Chapter 4, which gives the far-field wave scattered from the volume device becomes,
U˜s(~ks) = e
[ e
jkr
r
F˜ (~ks−~ki)/Ui(~r)] , (6.4)
where F˜ is the scattering potential as outlined in Chapter 4. This final expression can be imple-
mented in the projection optimization algorithm discussed in Chapter 4.
Preliminary work in the direction of designing and simulating devices of size similar to those
reported in Chapter 4 using the Rytov approximation was done. The designs resulted in devices
with efficiencies much less than that simulated using the Born approximation. The designs and
simulations showed that for a device with features of 2x2x5µm and 643 voxels, the best simulated
efficiency was 2.5%, but had significantly poor quality relative to the results achieved with the Born
approximation, which were shown to achieve over 10% efficiency. However, the Rytov approxima-
tion allows for the total scattering to be large as long as the phase change per unit length is small,
so simulating larger devices should improve the obtainable efficiency. The PC memory was nearly
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completely used up to simulate devices of 643 pixels, but a computer with more RAM or a lower
precision representation could be used to simulate larger and more efficient devices using the Rytov
approximation.
6.1.2 Beam Propagation Optimization
The beam propagation algorithm is a good tool for simulating volume diffraction. It is
capable of handling any device parameters as long as multiple scattering is not important. As it
was implemented for the work in this thesis, intensity loss due to Fresnel reflection from index
discontinuities was assumed to be insignificant, but this additional degree of precision for the
algorithm could easily be included. Adding multiple scattering is also, in theory, possible which
would make this a very accurate tool for modeling device behavior. It is also possible to use this
numerical tool as a part of a design algorithm.
A projection optimization algorithm like that used for the work in Chapter 4 could be coupled
with a beam propagation algorithm for designing volume diffractive devices. This type of design
algorithm would require forward and backward propagation between the two domains (device struc-
ture and scattered field) with projections to the design constraints in each domain. The inherent
limitation to this type of optimization is computation time. The projection optimization that was
used in this thesis required a Fourier transform between two domains, which is a relatively fast
operations that takes much less than a second to complete. Beam propagation for devices of this
size, however, is a significantly more computationally intensive operation. The beam propagation
simulations done in for the work in this thesis took on the order of a few tens of seconds to complete.
Two beam propagation simulations would be required per iteration, and the number of iterations
would likely be on the order of 100 or more, so the time required for such an optimization could
be expected to be at least a few 10’s of minutes. This is significantly longer than the projection
optimization outlined in Chapter 4 required (less than 1 minute), but not prohibitively long.
It is also possible that the BPM could be coupled with an evolutionary algorithm or any
other type of appropriate optimization algorithm to design more highly efficient volume diffractive
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devices. The major limit to any such optimization algorithm is the number of iterations required.
Since the BPM simulation will require on order of a few tens of seconds to complete, the number
of iterations needs to be less than or on the order of 1000 in order for the algorithm to complete in
a matter of hours rather than days. It could also be possible to reduce the time required for the
BPM simulation, which would alleviate the limitation on the number of necessary iterations.
6.2 Full Bandgap Photonic Crystals
The goal of most work in the area of photonic crystals is creating full, 3D bandgaps for
both polarization states. Most efforts in this direction to date have been in the 2D realm due
to ease of fabrication using silicon-based lithographic technology. To achieve full 3D bandgaps,
however, lithography is a challenging tool because of the difficulty in aligning many consecutive
layers with nanometer precision. The technique focused on in this thesis is direct laser writing using
nonlinear absorption in UV-sensitive materials, which has the capability of fabricating arbitrary
3D structures with precision limited only by the resolution of the translation stage which can be
sub-nanometer over its entire range. Using this technique it is straightforward not only to create
3D photonic crystals, but to fabricate any 3D structure. This unique ability to fabricate any 3D
structure facilitates to possibility of fabricating any engineered defect(s) inside an otherwise periodic
photonic crystal. The drawback of this technique, however, is the lack of sufficient index contrast
in typical materials. Most photoresists have an index of refraction on the order of 1.5, which is
insufficient to achieve a full 3D photonic bandgap in any currently known crystal geometry.
Therefore, further work needs to be done in the area of achieving larger effective indexes. One
possible means to this end includes fabrication in high-index materials, like chalcogenide glasses,
although work has recently be done along these lines [96]. Another option is to use the photoresist
as a scaffold upon which to coat or infiltrate with a high index material like silicon. Some work
has been done toward this particular goal and has been centered around silicon-based deposition
techniques [77, 99, 100]. An unexplored possibility is to use atomic layer deposition (ALD) to coat
the entire 3D structure evenly with a number of possible materials including gold, silver, copper,
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tungsten, to name a few. This material could be chosen such that it has a high index-to-loss ratio
at the bandgap location, such as tungsten for visible wavelengths, or gold for particular portions of
the IR. ALD has been used previously to modify the band structure of self-assembled opal photonic
crystals and would be equally appropriate for woodpile photonic crystals [101].
A second method of achieving higher index contrast photonic crystals for full 3D bandgaps is
to fabricate the structures in a positive resist (leaving voids in written areas) and to subsequently
use a gold-electroplating step to fill the voids with gold for an IR-functional device. Upon filling
the voids with gold, the remaining resist can be flood illuminated and exposed, then rinsed away
leaving only the high-index device. Initial work was done in our group toward this goal by an NNIN
intern, Meredith Henstridge. She managed to demonstrate fabrication with transverse feature sizes
on the order of 200nm, which is similar to the results we have achieved in SU-8 negative photoresist.
She also began work toward the electroplating process and managed to get as far as finding a coarse
range of electroplating times where 5 minutes was insufficient to fill the voids whereas 30 minutes
overfilled them and spilled out across the top of the structure. The next step toward this goal
would be to nail down the exact electroplating parameters for good filling of the voids and then
experimentally measuring the bandgap that should be achieved.
Work which has been reported to date in the area of direct laser fabrication of 3D photonic
crystals comes exclusively from Martin Wegener’s group at the University of Karlsruhe, and they
have left a few unexplored niches of interest to potential future real-world applications. Most im-
portantly, they have not to date, to my knowledge, reported on any 3D photonic crystals with
engineered defects. Engineered defects are paramount for nearly all functional and applicable pho-
tonic crystal based devices and are thus the actual goal of utilizing full 3D bandgaps. Wegener’s
group has demonstrated the ability to fabricate what they term 3D-2D-3D photonic crystals with
engineered defects [102]. This structure included a 3D woodpile photonic crystal on top and on
bottom of a 2D photonic crystal layer with a waveguide. However, despite being capable of fabri-
cating the structure they did not report on the performance of the device, most likely due to limits
in their experimental transmission/reflection measurement system, which included an FTIR with
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lamp illumination. To accurately measure defect modes within a bandgap all of the illumination
must be focused upon the defect itself. Using incoherent illumination this is nearly impossible to
get sufficient signal-to-noise. However, we have used a white light laser to probe these devices which
can be focused theoretically to a diffraction limited spot and would therefore allow for experimental
measurement of engineered defects in 3D photonic crystals fabricated with femtosecond direct laser
writing for the first time.
6.3 Further Work in Photonic Quasicrystals
Future work in photonic quasicrystals should follow a similar path to that of the future work
in photonic crystals. Firstly, it is of interest to expand the transmission measurements to slightly
longer wavelengths. Transmission should be measured out to the point where the structures have
sufficiently small feature sizes to fit the effective-medium regime. The most important expansion
to this work, however, is to attempt a measurement of the band structure at localized points in the
lattice. It is possible that because the structure has no translational symmetry, each lattice point
may have a slightly different bandgap frequency so that flood illumination of the structure results
in the broad but slight dips demonstrated in this thesis in Fig. 5.5.
As discussed in Chapter 5, the difficulty in illuminating singular points on the lattice is
two-fold. One, as with measuring engineered defects in photonic crystals, the illumination must
be focused to a small point which requires either an incredibly bright lamp source, or a white-
light laser source with a high degree of spatial coherence. Second, illuminating a very small spot
on the lattice intrinsically means illumination with a large numerical aperture, or across a large
portion of k-space and thus the material should have sufficient index contrast to be able to expect
a full 3D bandgap. The first potential issue is a simple hurdle to clear since our past experimental
characterization system used a coherent white-light laser system for illumination. The second
potential issue will require first fulfilling the goal of managing full 3D bandgaps in woodpile photonic
crystals. With that achieved, the identical technology can be applied to 3D quasicrystals with a
reasonable expectation of being able to measure full 3D bandgaps if they exist in the materials,
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which would again be a first and extremely important result in 3D quasicrystals.
Upon managing to report on full 3D bandgaps in quasicrystals the obvious next step would
be to fabricate engineered defects in the structures. As with the photonic crystals this is a simple
extension to the current fabrication process. In fact we have already successfully fabricated these
materials on small scales and one such example is shown in Figs. 6.1b and 6.1c. These defects were
simply the omission of lattice sites within a certain radius of the center of the cylindrical structure
and could function as defect-mode waveguides in a material with a full 3D bandgap. A larger
structure requires only more fabrication time and is in no way a limitation to the technique. Other
defects, such as bent waveguides, cavities, transmission filters, etc. could also be demonstrated.
(a) (b)
(c)
Figure 6.1: Experimentally fabricated 3D quasicrystals (a) without and (b, c) with an engineered
defect in the center. The defects were designed to be voided lattice sites within (a) 2.5µm and (b)
5µm of the center of the cylindrical structure.
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Appendix A
Experimental Methods
A.1 Femtosecond Laser Direct Writing System
The fabrication method involved in all of the experimental work in this thesis was femtosecond
laser direct writing [20,33–39], which involves tightly focusing ultra-short optical pulses into a bulk
material to induce some type of change in the bulk material only within the focal volume. Nonlinear
absorption is important for point-by-point fabrication of volume devices because in the limit of
exposing a large cross sectional area with a linear absorption process the entire volume is equally
exposed.
The change induced in the material can be a smooth index modification, a microexplosion,
which leaves a void in the material [37], a birefringent area [103–105], or in the case of photoresist,
a polymer becomes a monomer or vice versa (positive or negative resist). In any of these cases,
the illumination wavelength is centered about 800 nm while the material absorption is negligible at
that wavelength. The modification is made through nonlinear absorption: two-photon absorption
or higher nonlinear absorption. The incredibly high peak power (10MW or higher) involved with
focused femtosecond pulses makes nonlinear absorption feasible. In fact, for the case of two photon
absorption in SU-8 photoresist, only a few micro-Watts of average power is required, while hundreds
of milli-Watts are available from our particular system.
The laser source was a KM Labs femtosecond oscillator seeding a Coherent RegA 9050
chirped-pulse amplifier. The output of the amplified laser was 70 fs, 800 nm pulses with single-shot
to 250 kHz adjustable rep-rates. The pulses then passed through a computer-controlled electronic
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shutter synchronized with the 3D motion stage.
Figure A.1: Femtosecond laser direct writing experimental setup. The average power of a fem-
tosecond pulsed laser beam is adjusted using a reflective variable attenuator. The beam is then
expanded by a beam expander to match the entrance pupil of the focusing objective. The objective
lens focuses the pulses into the bulk of a material to create permanent material modification with
a single pulse. The bulk material is mounted to a 3D computer-controlled motion stage.
A.1.1 Methods in Multilayer CGVH Fabrication in Bulk Glass
The multilayer CGVHs discussed in Chapter 3 were fabricated using the system shown in
Fig.A.1 and described in the introduction to this chapter. For these devices there was no beam
expander in the system, and the beam entering the NA=0.65 focusing objective was measured to
be 4.05mm, full-width at 1e intensity. The intensity transmission was measured to be 85% from the
output of the variable attenuator to the output of the focusing objective and all powers discussed
in this subsection are measured at the output of the variable attenuator. The power for fabrication
was 100mW, at a 100 kHz repetition rate.
A computer program was used to control both the laser output and the location in the
sample. The sample was a microscope slide (Corning 2948) mounted on a 3-axis stage with 74 nm
step resolution. The deepest layers of the devices were fabricated first, 140mm below the surface,
to avoid distorting the focused spot. Each successive layer in reverse order to avoid distorting the
focus of the writing beam. The written elements were 3mm x 384mm rectangles with 128 possible
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locations for each layer, which resulted in a 2D layer size of 384mm x 384mm. These layers were
spaced appropriately (100mm/[N -1], where N is the number of layers) such that the total depth
of the written 3D structure was 100mm and the first layer was 40mm below the substrate surface.
A.1.2 Methods of CGVH Fabrication in Bulk Glass
The CGVHs discussed in Chapter 4 were fabricated using the system shown in Fig.A.1 and
described in the introduction to this chapter. Amplified femtosecond laser pulses centered at 800 nm
were focused with a microscope objective (NA=0.65) into the bulk of a glass substrate (Corning
2948 microscope slide). The energy of the pulses exiting the objective lens during the writing
process were 0.85µJ and their duration was about 100 fs. The size of the pulse focal volume was
1µm in the transverse directions and 5µm in the direction of propagation. This focal volume
size closely matches the wavelength multiplexing design parameters. In the angular multiplexing
device, the voxel size is designed significantly larger to ensure the fabricated structure fits the weakly
scattering assumption. The fabrication process is computer-controlled with a 2D translation stage
(Aerotech air-bearing linear stage, 2 nm resolution) and a z-axis worm-drive stage (74 nm resolution)
for motion along the optical axis. The illumination was controlled and with a mechanical shutter
that was synchronized with the 3D motion through a computer program written for the Aerotech
stage control software.
The fabricated devices were experimentally investigated by laser illumination through a
square-shaped aperture with a flat amplitude and phase. The incident wavelength and angle were
implemented according to design. The laser sources were an argon laser (458 nm), a frequency-
doubled Nd:YAG laser (532 nm), a HeNe laser (633 nm), and a Ti:Sapphire laser (800 nm). A
rotation stage was used to orient the samples and the far-field images were recorded on a CCD
camera (Point Grey Research, Flea).
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A.1.3 Methods of Photonic and Quasicrystals Fabrication in SU-8 Photoresist
We fabricated 3D photonic and quasi-crystals through a two-photon absorption of femtosec-
ond pulses in a negative photoresist (MicroChem SU-8). The sample substrates were prepared by
spinning the photoresist on microscope cover slips (VWR No. 1.5) to create approximately 200µm
thick layers. The spin process was a 30 second spin at 500Hz. The substrates were then pre-baked
for one hour at 100◦C to completely evaporate the photoresist solvent.
We then used the femtosecond laser direct-write process shown in Fig.A.1 and described in
the introduction to this chapter to fabricate structures in negative photoresist (MicroChem SU-8).
The beam expander was set up to expand the 4mm input beam to 20mm in order to fully fill
the back aperture of the focusing objective (NA=1.3, oil immersion objective lens) in order to
create the smallest focused spot. Transmission was very low (11.8%) because most of the beam is
blocked by the back aperture of the objective, but the two-photon absorption in the photoresist
requires much less peak power than is available from the laser system so the transmission loss was
acceptable. The laser repetition rate was 10 kHz which corresponded to low pulse-to-pulse overlap
with the stage travel speed of 0.2mm/s, which was determined to be the fastest the stage could
reliably move.
The photoresist sample was moved in space with a 3D translation stage (Physik Instrumente
nanocube). The motion of the stage was computer-controlled with Labview, which also controlled
the laser illumination through an electronic shutter to create the 3D structures. The 3D pattern
was written into the hardened substrate, starting at the deepest point to avoid focusing through
written regions. The velocity of the 3D stage was 200µm/s, and was limited by a hysteresis that was
observed for faster speeds. The effect of this hysteresis can actually be seen in Fig. 5.3b where the
lines appear to group slightly together. Once the substrates were properly exposed to the desired
pattern, they were developed in a photoresist developer for one hour, then rinsed with isopropyl
alcohol and dried with a low pressure dry nitrogen gas source. The resulting feature sizes were less
than 200 nm in the transverse direction and 500 nm in the longitudinal direction.
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We fabricated both periodic, 3D woodpile photonic crystals, and aperiodic 3D icosahedral
quasicrystals. The woodpile photonic crystals were 160x160µm in the transverse direction, sur-
rounded by 20µm walls and were 10 layers deep. A woodpile structure is self-supporting, and the
quasicrystal lattice sites were physically connected by exposing the resist between nearest-neighbor
sites so that the structure would also be self-supporting after developing the photoresist. The
quasicrystals were 50µm in diameter, 20µm tall, and 10µm walls were also written around the
quasicrystal structures to minimize the effects of photoresist shrinkage upon developing. The ap-
propriate fabrication power was measured in front of the focusing objective to be 200µW. Using
much less power results in a structure that collapses in on itself, as shown in Fig.A.2a. Too much
writing power creates a structure that is either solid or appears damaged (see Fig.A.2c-d). The
appropriate power of 200µW, as measured in front of the microscope objective (transmission to
work surface was approximately 10%) results in a structure with appropriately sized rods that
overlap and interconnect to support the structure as a whole.
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(a) (b)
(c) (d)
Figure A.2: Scanning electron microscope (SEM) image of a 3D woodpile photonic crystal fabricated
at (a) a relatively low power, 150µW, (b) a sufficient power, 200µW, (c) too high power, 300µW,
and (d) way too much power, 500µW.
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Thick support walls were fabricated for the crystals that were experimentally probed for
band structure. The walls were incorporated to avoid shrinkage of the devices which was observed
otherwise. An example of a woodpile surrounded by thick walls is shown in Fig.A.3, and it appears
to be a much higher quality fabrication.
Figure A.3: SEM image of a woodpile photonic crystal fabricated in SU-8 photoresist with thick
support walls surrounding the inner crystalline structure.
A.1.4 Methods of Measuring Transmission Spectra for Photonic and Quasicrystals
Fabricated in SU-8 Photoresist
To measure the transmission spectra of the fabricated structures we used the system shown
in Fig.A.4 and described below. A spectrometer (Ocean Optics HR4000) for the spectral band,
400-1000 nm, and a monochromator (Princeton Instruments Acton Series monochromator) with
one of two InGaAs detectors (Thorlabs PDA10cs and PDA10d) with response over 700-1800 nm
and 1200-2600 nm were used to measure the power transmitted through the devices. A longpass
filter (900 nm or 1500 nm edge) was used with each detector to avoid order overlap.
The illumination source was a Fianium supercontinuum laser (SC-400), which provided a
source bandwidth over four octaves from the visible to short-wavelength infrared frequencies (400-
2500 nm) in a collimated beam. The supercontinuum beam was focused with a 50mm focal length
lens onto the sample. The illumination beam was 2mm in diameter, which gives a focusing NA =
0.02. Upon passing through the sample the output was recollimated with a 75mm focal length lens.
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The recollimated beam was then directed into the input of the monochromator or spectrometer.
At the output of the monochromator was one of the two near-IR detectors with the appropriate
longpass filter to avoid order overlap. The supercontinuum source provided much more power than
was necessary, so we used a neutral density filter (ND=2) to lower the illumination power and avoid
melting the structures.
Figure A.4: Experimental system for measurement of transmission spectra of photonic crystals and
quasicrystals. The source was a white-light supercontinuum laser, which was attenuated with a
neutral density filter (NDF), focused by a lens onto the sample surface which was mounted on a
3D translation stage. The light transmitted was recollimated by a second lens and directed into
either a spectrometer for measurement of the visible band, or a monochromator for measurement of
the near-IR bands. The near-IR was detected with one of two InGaAs detectors with appropriate
longpass filters to avoid multiple order overlap. The monochromator and detector signals were
computer-controlled and monitored for data acquisition in LABVIEW.
The transmission spectrum was measured for each device, using each of the two Thorlabs
detectors and the spectrometer, and for each case a reference spectrum was also recorded to cal-
culate relative transmission. Measuring relative transmission avoids problems with achromatic
focusing and nonuniform and unknown illumination spectrum. In all, the transmission spectra
were measured over 0.4µm to 2.5µm with a spectral resolution better than 1 nm.
