Abstract
There is a significant high fall risk population, where individuals are susceptible to frequent falls and obtaining significant injury, where quick medical response and fall information are critical to providing efficient aid. This article presents an evaluation of compressive sensing techniques in an accelerometer-based intelligent fall detection system modelled on a wearable Shimmer biomedical embedded computing device with Matlab. The presented fall detection system utilises a database of fall and activities of daily living signals evaluated with discrete wavelet transforms and principal component analysis to obtain binary tree classifiers for fall evaluation. 14 test subjects undertook various fall and activities of daily living experiments with a Shimmer device to generate data for principal component analysis-based fall classifiers and evaluate the proposed fall analysis system. The presented system obtains highly accurate fall detection results, demonstrating significant advantages in comparison with the thresholding method presented. Additionally, the presented approach offers advantageous fall diagnostic information. Furthermore, transmitted data accounts for over 80% battery current usage of the Shimmer device, hence it is critical the acceleration data is reduced to increase transmission efficiency and in-turn improve
Introduction
Studies demonstrate elderly individuals pose a significant risk to falling [1, 2] , in addition to individuals with medical conditions, for example, gait [3] and neurodegenerative disorders, including epilepsy [4] and Parkinson's disease [5] . These high-risk individuals are significantly susceptible to obtaining severe 5 injuries from fall occurrence, including severe tissue damage and broken bones [6] . Sustained injuries are of high-importance as fall related injuries are a leading cause of death among elderly individuals [7, 8] , while individuals who suffer from epilepsy are highly susceptible to significant brain injury during epileptic seizures [9] . Furthermore, these individuals may live alone as is frequent with 10 elderly individuals and could become unable to call for help or seek medical aid due to sustained injuries during fall occurrence. Additionally, posttraumatic stress has been linked to individuals after fall occurrence [10] , where adults over the age of 65 suffer additional psychological depression and stress, significantly contributing to a lower quality of life [11] .
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A fall detection system can be utilized to detect fall occurrence, its intensity, direction of impact and quickly raise the alarm for medical treatment if required. Additionally, an automatic fall detection system could lead to reduced fall related psychological stress and less severe head injuries occurring during epileptic seizures as the individual will receive quick medical aid appropriate to 20 the type of fall detected.
Accelerometers can be used to automatically detect falls through different signal evaluation techniques [12] . Wearable biomedical tri-axial accelerometerbased fall detection devices transmit monitored data to a base station receiver for signal processing and fall detection. Accelerometer-based fall detection sys-tems frequently detect fall occurrences through thresholding a parameter, such as absolute acceleration magnitude [13] or wavelet acceleration sum-vector [14] against an arbitrary value. This arbitrary threshold value within literature is frequently determined from analysis of preknown user-sepcific fall signals [15] , where accuracy and false positives are significant issues [16] . applications, including k-nearest neighbours [20] , artificial neural networks [21] classifiers and more recently combined classifier systems [22] .
Small, low-cost and wearable biomedical embedded computer systems and devices such as the wireless Shimmer device [23] with tri-axial accelerometers, electrocardiography and gyroscope sensors are highly suited for various wear-
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able biomedical and health implementations, such as fall evaluation. Shimmer devices have previously been utilised to detect falls with a reconfigurable highthroughput fall detection system [24, 14] . However, wearable accelerometerbased fall detection systems have been reported to obtain low-accuracy results [12] in addition to platform power constraints. The Shimmer biomedical de-45 vice processor, sensors and Bluetooth radio require 5 mA, 4.89 mA and 45 mA current consumption respectively during active use, where the processor has a maximum possible current consumption of 6 mA. Furthermore, the consumption of total current utilised during active device operation demonstrates the processor and sensors to account for 9.11% and 8.91% of current consump-50 tion, while Bluetooth radio utilises a vastly significant 81.98% of total current consumption. Therefore it is critical, efficient data transmission occurs to improve power efficiency. Compressive sensing techniques [25] can be utilised to significantly reduce acceleration data transmission from the Shimmer device.
Furthermore, compressive sensing has been utilised within accelerometer-based 55 fall detection methods to reduce the required acceleration data [26] in addition to significantly improving the Shimmer devices battery life through decreasing data transmission power requirements [27] . However, compressive sensing has only been utilised and evaluated in threshold-based systems, where currently literature indicates there has been no evaluation of compressive sensing applied 60 to accelerometer-based features for intelligent fall detection systems.
Compressive sensing is utilised to obtain a solution from an underdetermined linear system through the advantage of signal sparsity [25] . Prior knowledge that the data are compressible allows for data to be acquired with fewer measurement samples than required with standard Nyquist-Shannon measurement sampling
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[28] through measuring a sparse signal of minimum samples that contain significant signal information. The resulting reduced number of samples required for signal representation is proportional to the desired compression rate and therefore obtains significant reduction in the number of measurement samples required. The corresponding recovery process of sparse signals generally in-
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volves computationally intensive and greedy algorithms which iteratively build an approximated signal solution through updating signal parameters every cycle iteration during the signal recovery process. Greedy algorithms typically do not provide the optimum solution to signal recovery, however they can outperform typical high-resolution accuracy of least-square solutions [29] .
75
Matching pursuit (MP) [30] is a greedy algorithm that selects a suitable vector element to remove from a measurement matrix of the received sparse signal, then in each following iteration another suitable element is selected until an approximated signal is recovered. Orthogonal MP (OMP) [29] is an improvement of MP with reduced iterations at the cost of increased complexity, where OMP imation. Stagewise OMP (StOMP) [31] improves upon this limitation through being able to select multiple columns during each iteration step. Similarly, regularized OMP (ROMP) [32] is another multiple column selection sparse signal recovery algorithm, however ROMP selects vectors with a similar magnitude 90 value.
The proposed compressive sensing accelerometer-based intelligent fall detection system implemented on a Shimmer biomedical embedded device is presented in Fig. 1 , where the system's intelligent component is derived from analysis of a fall signal database to generate a fall detection and analysis classifier. 
Methodology
Fall and ADL acceleration data were obtained from an experimental test 135 group of n healthy subjects with differing weight and height. The test group undertook fall-based activities onto a protective region with a padded mat.
Additionally, the test group undertook real-world-based ADL tasks. All subjects performed the required tasks, where no injuries occured. The experimental test subject group consisted of 14 individuals: 2 female and 12 male. The subject 140 test group data for age, weight and height with mean-average and standard deviation are demonstrated in Table 1 .
The Shimmer biomedical device was fastened to the subjects chest in the same position across all test subjects and throughout the various experimental fall and ADL activities performed. The fall activities performed with test Additionally, ADL tasks were undertaken with test subjects, including walk-
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ing, sitting on a chair from standing position, standing up from chair, jumping and running. The ADL and fall databases are presented in Tables 2 and 3, detailing the activity type and the number of events obtained. Each subject performed every ADL type activity at least once to produce a minimum of 20 events within the data base. Walking ADL activities are a significantly frequent 160 activity, hence double the amount of samples were recorded to obtain 40 monitored events. Furthermore, every subject produced at least one soft and hard The proposed compressive sensing accelerometer-based intelligent fall detection system records acceleration signals in 3 dimensions (3D) on the Shimmer device. These signals are joined together to form a tri-axial acceleration sig- 
The threshold parameter τ is applied to the wavelet domains sum vector, where values exceeding the threshold parameter determine fall occurrence. The threshold parameter is typically selected in the literature [12] by an arbitrary value 200 based on evaluation of fall data, however an optimum threshold Oτ method has been presented [14] , as follows:
The optimum threshold is obtained through evaluating the average minimum fall acceleration values for each subject ρ within a group of n subjects, where each subjects minimum fall acceleration value is represented as ρ 1 , ρ 2 ...ρ n . 
PCA-Based Smart Fall Detection Classifiers
The presented smart fall detection system evaluates the fall and ADL database of wavelet feature coefficients feeding a binary decision tree after PCA extraction. Initial signal features are calculated using the Daubechies 2 level-3 DWT to obtain α x , α y and α z wavelet versions of the acceleration signals,α x ,α y and to obtain a compressive sensing suitable sparse wavelet-domain coefficient signal X as shown:
The presented sparse wavelet signal undergoes a sparsity function µ to improve sparsity properties with thresholding and preknown indexing. The compressive sensing function can be described as follows:
Where the input signal vector X of length N is K-sparse, Y is the observation vector of length M and the Gaussian sensing matrix Φ is of size M × N . Compressive sensing is significantly suited for K-sparse signals, where signal vector X of length N is represented by significant K nonzero coefficients [37] . The input signal X is sparse when only a low number of coefficients are nonzero. Sensing 250 matrices are frequently implemented as random matrix functions with independent distribution such as Gaussian or Bernoulli distributions [38] , which have previously been demonstrated to provide efficient signal probability recovery [39] . Additionally, compressive sensing captures M signal measurements from N signal samples through random linear projections [39, 25] , where M << N , ROMP groups inner elements λ into sets Λ, where elements in each set contain a similar magnitude [40] . StOMP groups inner elements λ above a threshold 300 parameter τ into sets Λ. The process is then repeated on the residual vector until the estimated signal is obtained. StOMP can generally obtain good approximations through few iterations through evaluating multiple vectors [41] .
For direct comparison all reconstruction algorithms were configured to operate for K or less iterations. 
Results
Recall φ, precision ϕ and specificity δ metrics as shown in (5) through (7) can be utilised to evaluate fall detection, direction and strength results obtained with the proposed system. 
Recall, precision and specificity are obtained from true and false positive and negative rates: T p , F p , T n , F n . The confusion matrix defining these rates is presented in Table 4 for events and non-events detected by the system: The events and non-events are defined depending on the measured variable:
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• Fall detection: Falls are defined as events and ADLs as non-events.
• Fall strength: For hard falls, a hard fall is defined as an event. ADLs and soft falls are counted among non-events. For soft falls, the procedure is inverted, being hard falls part of the non-events, and soft ones the actual events. The overall metrics for fall strength are presented as an average 320 of both hard and soft falls.
• Fall direction: For each of the directions considered (forward, backward, left, and right directional falls), falls in that direction are the actual events, while falls in the remaining directions and ADLs are non-events. The overall metrics are computed averaging all the directions.
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The system's recall value accounts for the actual sensitivity to events, while precision is a measurement of the predictive positive value for the events. Finally, specificity measures the robustness of the system against false positives (i.e., identifying non-events as events). An overall accuracy measure for the system can be obtained from the F-value f metric, calculated as the harmonic 330 mean of recall and precision:
In this article, PCA-based decision tree classifiers are generated from a training group and evaluated against a control group in accordance with kfold cross-validation techniques [42] The optimum threshold method demonstrated accuracy of 87% recall, 93% 350 precision, 81% specificity and 90% F-value, while the presented PCA Classifier method obtained significant accuracy improvements of 9%, 6%, 17% and 7% for recall, precision, specificity and F-Value respectively, obtaining 96% recall, 99% precision, 98% specificity and 97% F-value for 10-fold cross-validation. are evaluated against signal sparsity as defined in (9), where the number of significant nonzero coefficients K are reduced in the transmitted signal vector length N to increase sparsity.
The percentage of exact coefficient recovery for MP, OMP, ROMP and StOMP compressive sensing techniques evaluated against sparsity increase are presented All sparse signal recovery algorithms were initially able to obtain the same recall, precision and F-value accuracy for fall detection, strength and direc-390 tion as presented in Table 5 . However the general response of recall, precision, specificity and F-value results decrease as sparsity increases from 50%, until 0% accuracy occurs at 68% sparsity. Where there would frequently be a sudden significant decrease occurring at approximately 67% sparsity towards 0% accuracy.
The initial decrease of recall, precision, specificity and F-value accuracy for fall percentage for each compressive sensing technique. MP demonstrated accuracy decrease occurs at 50%, 53%, 50% and 50% sparsity for recall, precision, specificity and F-value parameters respectively. OMP demonstrated accuracy decrease occurs at 55%, 64%, 56% and 55% sparsity for recall, precision, speci-400 ficity and F-value parameters respectively. ROMP demonstrated accuracy decrease occurs at 53%, 56%, 53% and 53% sparsity for recall, precision, specificity and F-value parameters respectively. StOMP demonstrated accuracy decrease occurs at 56%, 65%, 57% and 56% sparsity for recall, precision, specificity and F-value parameters respectively. However the responses after the initial de- Additionally, the PCA-based classifier was able to obtain high-accuracy results while the equivalent exact coefficient recovery percentage could be rela- mance results, demonstrating a small performance increase over OMP. This may be due to the fall application utilizing Gaussian sensing matrices and StOMP being limited to theory on Gaussian matrices, where theoretical performance is guaranteed when applied to general Gaussian matrices [41] . Furthermore, the proposed system offers significant space savings defined with the compression 
