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A necessary and sufficient graph-theoretic condition is given for the number of different 
colorings, or regular configurations, on lattice points 1, 2 , . . . ,  n in R to grow exponentially in 
n. This condition also characterizes when the largest eigenvalue of a zero-one matrix is greater 
than one. A similar but different condition is obtained for the coloring problem on the lattice 
points in R d, d >I 2, with the hypercubic lattice structure. 
1. Introduction 
Throughout his paper, the terminology in graph theory will be adapted from 
[4]. In particular, every graph is assumed irected. 
Let G be a 1-graph on q vertices, say gl, g2 , . . . ,gq ,  and let A be the 
corresponding adjacency matrix, i.e., 
1, if there is an arc from gi to gj, 
(A)#= 0, otherwise. (1.1) 
It is well-known [6] that Nl(n), the number of paths in G with length n -  1, 
satisfies 
lim n -1 log Nl (n  ) = log A1, (1.2) 
where )-1 >~ 0 is the largest eigenvalue of A. 
Since (1.2) implies Nl (n )~ A7 it is interesting to know when A1 > 1 so that 
Nl(n) grows exponentially. A graph-theoretic characterization is given in the 
following theorem, which will be proved in Section 2. 
Theorem 1.1. (i) Nl(n) = 0 for  n > q iff G has no circuit. 
(ii) lim Nl(n) = oo iff G contains two different circuits that are connected by a 
path. 
(iii) Nl(n) grows exponentially, i.e., A1 > 1, iff G contains two different circuits 
having (at least) a common vertex. In this case A1/> aq > 2 l/a, where aq is the 
largest positive solution to the equation A -q + A -(q-l) = 1. 
Note that Theorem 1.1 (ii) implies that G contains two different circuits such 
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that either these two circuits have a common vertex, or there exists in G a path 
from a certain vertex of one circuit to some vertex of another circuit. 
If we regard A as a 0-1 matrix and G as its corresponding 1-graph, Theorem 1.1 
can be restated as follows. 
Theorem 1.2. In order that the largest eigenvalue of a q x q 0-1 matrix is greater 
than one it is necessary and sufficient hat its corresponding 1-graph contains two 
different circuits having (at least) a common vertex. In this case the largest 
eigenvalue is not less than aq (>2 l/q) defined in Theorem 1.1. 
In other words the largest eigenvalue of a q x q 0-1 matrix is either no greater 
than 1, or no less than aq > 21/q. 
There is another interpretation for Nl(n) .  We may regard g,, g2, • • • , gq as q 
different colors and want to use them to color consecutively the lattice points 
1, 2 , . . . ,  n on the real line R. The coloring rule is that color gj can be applied 
immediately after color gi iff (A)# = 1. Then Nl(n) is the number of different 
colorings, or regular configurations, on lattice points 1, 2 , . . . ,  n. It is in this 
manner that the problem can be set on R d, d ~> 1. Throughout his paper we 
consider only the hypercubic lattice structure on R d. Each lattice point has then 2d 
nearest neighbors and d q x q 'adjacency' matrices, one for each axis, are needed 
to specify the coloring rule. 
Denote by Nd(B) the number of different colorings, or regular configurations, 
on the lattice points of B. The following theorem is an extension of (1.2) 
Theorem 1.3, (i) Let D ~_R d be a bounded, connected omain with piecewise 
smooth boundary. Then 
lim log Nd(nD ) (1.3) 
,, lzd(nD) 
exists, where nD = {nx :x e D} and lid is the d-dimensional Lebesgue measure. 
(ii) The limit in (1.3) is independent of D. 
Note that l . td (nD)  = naiad(D) ~- the number of lattice points in nD. 
In the terminology of statistical mechanics Nd(B) is the number of ground 
states on B. It can be obtained as the limit of the partition function on B as the 
temperature drops to zero. The limit in (1.3) is called residual entropy [7]. Its 
exact value has always been interesting to many physicists and known for certain 
models [1, 3, 7]. 
Theorem 1.3 is a result on thermodynamic l mit whose existence is well-known 
in statistical mechanics as long as the growth of domains satisfies Van Hove's 
condition [9, p. 14]. The proof of Theorem 1.3, which can be found in [5], is only 
sketched here. In view of (1.2) we need only to consider the case d >~ 2. Take 
d = 2 for example. By iguodng the coloring restriction among certain lattice 
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points it can be seen that 
2 
N2([1, ml + mzl x [1, nl + nz]) ~< 1-I N2([1, mi] x [1, nj]). 
i , j= l  
Just as in the one dimensional case, it follows from the properties of subadditive 
functions [8] that (ran) -1 log N2([1, m] x [1, n]) tends to a limit as both n, m go to 
oo. In Particular (1.3) holds when D = (0, 1] 2. With some care the same idea 
works for a general D. In fact it can be shown that for any D1, DE satisfying the 
assumptions of Theorem 1.3, 
lim log Nd(nD1) log Na(nD2) <~ lira 
n Ita(nDx) n l, ta(nD2) 
By changing the roles of Dx and D2 we obtain immediately 
lim log Na(nD1) = lim log Nd(nD2) 
,, lza(nO 0 n lid(nO2) 
from which Theorem 1.3 follows. 
In view of (1.2) and Theorem 1.1 it is natural to ask what the limit in (1.3) is 
and when this limit is greater than zero. These questions are quite complicated. 
In this paper we consider a special case that all d axes are indifferent. This is 
called isotropic and seems meaningful from the physics viewpoint. The coloring 
rule can then be specified by a single q x q adjacency matrix, say the matrix A 
defined in (1.1). We still denote by G the 1-graph corresponding to A. 
By ignoring all the restrictions along the direction of the dth axis, 
Nd([1, n] d) ~< {Nd-l([1, n]a-1)} ". 
The following result is obvious. 
Proposition 1.4. In the isotropic case we have 
~1 ~)~2 ~3~"  " " ~d ~d+l  ~"  " " , 
where log 2a/s defined to be the limit in (1.3). 
Since the sequence Ax, /~2, " ' "  is uniquely determined by A and ~1 is known to 
be the largest eigenvalue of A, it is curious to know whether/~2 can  be expressed 
in terms of A. The simplest nontrivial case is that q = 2 and (A)0 = 1 except for 
i = j  = 2. (Note that in this case G is isomorphic to the graph in Fig. 1(c).) This 
corresponds to the famous hard-square model [2] in statistical mechanics and ~.2 is 
still unknown. The case that q = 3 and (A)q = 1 - 6# corresponds to the famous 
three-coloring problem [2] in statistical mechanics. In this case [2, 7] ~2 = (4/3)~ 
1.5396007 . . . .  From these two examples we can see that/~2 problem is not easy. 
On the other hand the following theorem, which will be proved in Section 3, is 
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the higher dimensional anolog to Theorem 1.1. Note the difference between these 
two results. 
Theorem 1.5. Let d >>- 2 and D be given in Theorem 1.3. In the isotropic case, (i) 
Na(nD ) - O, for n > q iff G has no circuit, 
(ii) lim Nd(nD) = oo iff G contains two different circuits that are connected by a 
oath, 
g i4 .  





gi I - -0  gi~ 
• #g i~ gi 2 
(a) p > 3, i.e. # 
, gil gi 3 
gi 2 gi I gi~ 
(b) p 2 , and gi~ = : gil gi 2 
are distinct. 
gi 2 gi I 
Fig. 1. 
(c) p -- 2 --gi~ ~ : gil gi 2 
Two circuits (of length p) that differ only at one vertex:, (a) p/> 3, i.e., g~l ~ g~3; (b) p = 2:  gil, 
gi2 and gq arc distinct; (c) p = 22 g i l  ~-" gi~ q= gi2" 
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(iii))-a > 1 iff G contains two circuits that differ only at one vertex (see Fig. 1). 
In this case )-a >I 21/(q+D 
As an immediate consequence of Theorem 1.5 and Proposition 1.4, 
Coroiha T 1.6. I f  )-a > 1 for a certain d >t 2, then )-a >I 21/(q+1) > 1 for all d >i 1. 
It is not clear what lim )-a is in case )-2 > 1. 
We believe that a result similar to Theorem 1.5 holds in the anisotropic ase. 
So far we have no proof. 
2. Proof of Theorem 1.1 
The following two cases are exclusive: Case 1. G has no circuit; Case 2. G has 
at least a circuit. We can further divide Case 2 into three exclusive subcases: 
Case 2(i). G contains two different circuits, say C1 and C2, with (at least) a 
common vertex. Otherwise all the circuits, say C1, C2 , . . . ,  C., are elementary 
[4]. Consider the forest F that has C~, C2, . .  •, and C,, as itsvertices and there is 
an arc from Ci to Cj iff there exists in G a path from some vertex in Ci to some 
vertex in Cj. Then either 
Case 2(ii). F has no arc, or 
Case 2(iii). F has a longest path of length r, 1 ~< r ~< q. 
• It is easy to see that for n > q, Nl(n) = 0 in Case 1; 1 ~< N~(n) <~ q2 in Case 2(ii) 
and Nl(n) = O(n r) in Case 2(iii). If we can show that )-1 > 21/q > 1 in Case 2(i) the 
conclusions of Theorem 1.1 follow immediately. 
We may assume those two different circuits Cx, C2 in Case 2(i) are elementary 
circuits of length r, s respectively, where 1 ~< r, s ~< q, and g~ is a common vertex 
of C1 and C 2. Write C~ = [gl, g2, .  • . ,  g,, gl] and C 2 "-  [gl, g,+~, . . . ,  g,+s-~, gl]. 
We claim that we can always find C1 and C2 such that 
r + s <2q. (2.1) 
Assume for the contrary that r = s = q. Let P~, Qi, 2 ~< i ~ q, be the path in C2 
from gl to g,, from gi to gl respectively. There exists 2 <~ k ~< q such that bk, the 
length of Pk, is not equal to k - 1. Otherwise, b~ = i - 1 for 2 ~< i ~< q and then C~, 
C2 are identical. If bk < k - 1, we replace C1 by Pk U [gk, gk+~, • • •, gq, g~]. If 
bk > k - 1, we replace C2 by [gl, g2, • • •, gk] t.J Qk. In both cases we obtain a new 
pair C1 and C2 with the sum of their lengths strictly less than 2q. This verifies 
(2.1). 
In order to show that 3.1 > 2 t/q. It suffices to show the subgraph G' consisting of 
C1 and C2 has such property. Since )-I(G)/> 3.1(G'), we may assume without Joss 
of generality that G = G'. It is possible that C1 and C2 have more than one 
common vertex. For example, g2 =g r+l--g- Each time g appears in a path of 
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length n, it is either in C1 or C2, and not in both. Hence we may well regard g2 
and gr+~ as different. By the same argument we may assume all gi, 1 <-i <~ 
r + s -  1, are distinct. Then a simple computation shows that the characteristic 
equation of A satisfies 
det(A - ,kI) = ~.r+s-1 _ ~;-1 _ Z~-X = 0. 
Dividing both sides of the previous equation by Z "+'-1, Zl = Z~(r, s), as the 
largest eigenvalue of A, is the largest solution of the following equation 
F~,s(Z) --- ~.-" + ;t-s = 1, l<~r,s<~q. 
Since F,,s(1)= 2 and Fr.~(~)= 0, Z~(r, s )> 1 by the intermediate value theorem 
for continuous functions. Observe that for fixed 3.>1, F,.,(A) is a strictly 
decreasing function of r and s. This implies that Z~(r, s) is also a strictly 
decreasing function of r and s. By (2.1) 
).~(r, s) t> )-l(q, q - 1) > 3.1(q, q) = 21/q. 
This completes the proof of Theorem 1.1. [] 
3. Proof of Theorem 1.5. 
Let Tm = {(xl, x2 , . . . ,  Xd): all xi ~ I and E~xi = m}, m e I, be hyperplanes in
R a. The key point in the proof is that no two lattice points on the same 
hyperplane are nearest neighbors. 
By coloring all the lattice points on each hyperplane Tm of same color the 
problem reduces to a one-dimensional coloring problem. Parts (i) and (ii) can be 
proved in exactly the same way as in Theorem 1.1. 
Suppose that G contains two circuits that differ only at one vertex, say, Fig. 
l(a) for example. We describe a systematic way to color the lattice points in 
[1, n] a as follows: Color [1, n] a f3 Ta by gi,- Color each lattice point in [1, n] d tq Td+I 
by either gi2 or g~. Color [1, n]dN Ta÷k-: by gi~, 3 <-k <-P. Then repeat the 
procedure by using g~, to color [1, n] d tq Ta+p; and so on. 
Roughly speaking one out of every p consecutive hyperplanes can be arbitrarily 
colored by g~2 or gi;. Hence Nd([1, n] a) 1> 2 "d/p. By (1.3) ~.d I> 21/p. By deleting 
some segments of the path from gi3 to gi, we may assume gi, and gik, 3 <~ k ~< p are 
all distinct. Then p - 1 ~< q and thus ~-d t> 2x/(q+D- In case G contains a subgraph 
of type Fig. l(b) or Fig. l(c) the same argument shows that Zd >t 2½ >~ 21/(q+D. This 
proves half of part (iii). The proof of the other half of part (iii) is more 
complicated and will be done in five steps. 
Step 1. There exists in G a "bi-path" (see Fig. 2). Otherwise, each coloring of 
[1, n] d wil have the same color along each hyperplane Tm, d <~ m <~ nd. Then 










Fig. 2. A bi-path. 
Na([1, n] a) = Na((n - 1)d + 1). By (1.2) and (1.3), Za = 0. This is contrary to the 
assumption that la > 1. 
Step 2. Since G has only q vertices the number of all possible hi-paths in G is 
bounded by q3(q _ 1). 
Step 3. Divide E = (0, 1] a into r a similar subsquares of side length 1/r. Denote 
the subsquares along the diagonal by E~, E2,  . .  • , g r .  We claim that when n is 
large there exists a coloring on nE with the property that in each nE~, 1 <- i <~ r, at 
least one bi-path appears. Assume the contrary. Then 
1 
where Ai is the set of all colorings on nE such that no bi-path appears in nE~. As 
in Step 1, for fixed m each coloring in A~ will have the same color on nEi fq Tm. 
Hence IA~I <~Na(n(E- Ei)). By (1.3) the right-hand side of (3.1) is of order 
(/a) "d(1-r-d). But (1.3) also indicates that the left-hand side of (3.1) is of order 
(td) "~. Since 2a > 1 we get a contradiction. 
Step 4. Observe that if lattice points (xl, X2, . . . ,  Xd), (Yl, Y2 , . . . ,  Yd) are 
colored gi, gj respectively in a coloring on [1, n] a and Xk <~ Yk for 1 ~< k ~< d, then 
there exists in G a path from gi to gj. 
Step 5. Choose r in Step 3 be greater than q3(q_ 1). It follows from Steps 2, 3 
and the pigeon-hole principle that for n large there is a coloring on nE such that 
some hi-path, say the one in Fig. 2, appears in two different nEi's. If gi~ = g~3 we 
get either Fig. l(b) or Fig. 1(c). Otherwise, there is, by Step 4, a path in G from 
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g6 to gi~ and we get Fig. l(a). Both cases show that G contains two circuits that 
differ only at one vertex. [] 
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