












ideal   o  comparar  la  distribución  de  dos  conjuntos  de  datos. La  forma  del  gráfico  debería  ser 
idealmente  una  línea  recta  específica.  Si  interesa  comparar  con  la  distribución  Gaussiana  se 
llama gráfico de probabilidad Normal. El objetivo del presente trabajo es   testear normalidad de 
una  muestra  en  especial  para  el  caso  de  tamaños  muestrales  pequeños  para  los  cuales  el 
comportamiento  de  estos   gráficos   suele  ser  errático  y  conducir  a  falsas  interpretaciones, 
mostraremos  además  que  no  suele  ser  así  con  tamaños muestrales más  grandes.  Proponemos, 
también  establecer  una  banda  de  probabilidad  o  banda  envolvente  basada  en  un  método 
empírico, específicamente  mediante  el método de Monte Carlo, dicha banda  nos establecerá un 
marco  de  referencia  probabilístico  para  evitar  falsas  interpretaciones  .Se  presenta  un  código 










El gráfico  de  probabilidad,  qq­plot  o  gráfico  cuantil­cuantil,  constituye  un método  gráfico que 
nos  permite  comparar  la  distribución  de  un  conjunto  de  datos  con  una  distribución  específica. 
Existen  también  test  teóricos  ¨test  de  bondad  de  ajuste¨  para  chequear modelos  pero  estos  en 
general requieren más formación por parte del alumno. Pearson (1900) fue uno de los primeros 
que  introdujo  uno  de  los  más  populares  test  de  bondad  de  ajuste,  más  adelante  Kolmogorov 
(1933).(Castro Kuriss, 2007). Para realizar un qq­plot se ordenan los datos de menor a mayor   y 
se compara el i­ésimo dato con el correspondiente cuantil teórico ó poblacional. Si la distribución 
teórica  propuesta  constituye  una  buena  aproximación  a  la  distribución  empírica  cabría  esperar 
que los cuantiles muestrales estén muy cerca a los de la distribución   teórica propuesta y, por lo 










En  el  caso  en  que  F  represente  la  función  de  distribución  de  una  Normal,  al  gráfico  de 
probabilidad resultante lo denominaremos gráfico probabilístico Normal o qq­plot Normal.
El gráfico cuantil­cuantil puede realizarse cualquiera sea la distribución hipotética. Mediante este 










Muchos  eventos  naturales  y  reales  tienen  una  distribución  de  frecuencias  muy  parecida  a  la 
Normal.
La Figura 1 muestra como una muestra   aleatoria con distribución Normal Estándar de  tamaño 
pequeño  puede  apartarse  suficientemente  de  la  bisectriz  del  primer  cuadrante,  sugiriendo 
falsamente   falta  de  adecuación  del modelo  pese  a  que  fue  generada mediante  la  distribución 



















valor  exacto  del  cuantil     correspondiente.  Cuanto  más  cerca,  mejor   resulta   la  aproximación. 















Muestras 0,025 0,05 0,95 0,975
39 17,32 19,52 19,26 17,52
99 28,54 29,06 29,98 28,38
399 52,80 55,64 57,86 53,08










En  la  Figura  2  se muestran  los  Histogramas  correspondientes  a  las  5.000  réplicas  de muestra 
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los  valores  observados  ordenados  z(i)  i=1,  2, …  ,  13  que  corresponden  a  lo  que  se  denomina 




Evidentemente,  se  observa  una  cierta  cantidad  de  puntos  desajustados,  pero  como  nosotros 
sabemos que en realidad dicha muestra tiene distribución Normal Estándar, se nos hace necesario 
tener algún otro criterio que nos ayude a ver si dichos puntos están suficientemente alejados del 
modelo  propuesto  como  para  sugerir  la  adecuación  o  no  del mismo.  La  idea  es  encontrar  una 
banda de probabilidad, empírica, simulada por el método de Monte Carlo (también denominado 
método  paramétrico  de  remuestreo)(Davidson  y  Hinkley,  1998)  donde  debería  encuadrarse 
nuestra muestra original para ser considerada con distribución Normal Estándar.
Dada la muestra original   ya ordenada de menor a mayor, se toman R réplicas (R 
es  el  número  de  muestras  Normales  simuladas  mediante  un  paquete  estadístico,  en  general 







La  primera  fila  de  este  arreglo  corresponde  a  la  primera  réplica,  la  segunda  fila  a  la  segunda 
réplica, y así sucesivamente hasta la R­ésima réplica, todas ordenadas de menor a mayor. 
La  idea es  tomar el primer dato de cada una de  las  réplicas, esto es  ,  (primera 













En  la Figura 4 se muestran,  tanto  las  réplicas de Monte Carlo como así  también  las bandas de 








Como  se  ve  en  la  Figura  4  la  mayoría  de  las  muestras  simuladas  caen  dentro  de  las  bandas 
envolventes.
Figura 5. La muestra original con las bandas de confianza.





























































- En  la  práctica  se  pueden   graficar   las  bandas  envolventes  para  predecir  tendencias, 






- Los  test  gráficos  pueden  ser  abordados  por  alumnos  sin  mucha  formación  estadística,  en 
contraste con los test teóricos. 
- Estas  bandas  envolventes  también  se  pueden  hacer  para  chequear  otros  modelos 
distribucionales, no necesariamente Normal. 
- Los métodos de simulación tanto paramétricos como no paramétricos van a la vanguardia a la 
hora  de  testear  modelos  teóricos  sin  necesidad  de  una  teoría  engorrosa  y  con  un  tiempo 
computacional bajo.
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