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Kapitel 1
Einleitung
Die Untersuchung von magnetischen Systemen mit stark ausgepra¨gten Quanteneffekten
ist in den vergangenen Jahrzehnten zu einem umfassenden und ausgesprochen reichhal-
tigen Zweig der modernen Festko¨rpertheorie geworden, was die u¨berwa¨ltigende Zahl
an Publikationen experimenteller und theoretischer Studien belegt. Eine detaillierte
Referenz u¨ber den aktuellen Entwicklungsstand theoretischer Konzepte, u¨ber experi-
mentelle Befunde und u¨ber methodische Vorgehensweisen findet man z.B. in [1] und
den Referenzen darin.
Zu einer zweckma¨ßigen Beschreibung der grundlegenden Eigenschaften dieser Systeme
muss zum einen beru¨cksichtigt werden, dass diese aus sehr vielen (bis zu unendlich
vielen) Untereinheiten (Atome, Moleku¨le, Spins, ...) bestehen und zum anderen, dass
diese Untereinheiten miteinander mehr oder weniger stark wechselwirken ko¨nnen. So-
mit handelt es sich um typische Quanten-Vielteilchen-Systeme, deren Untersuchung in
das umfangreiche Gebiet der Quantenstatistik fa¨llt. In vielen theoretischen Untersu-
chungen zum Festko¨rpermagnetismus verwendet man fu¨r die Modellierung abstrahierte,
regelma¨ßige Gitterstrukturen, die mit lokalisierten Spins als Tra¨ger der magnetischen
Momente versehen sind. Ein hierbei erfolgreiches und bis heute u¨berwiegend verwen-
detes Modell zur Beschreibung der Wechselwirkung zwischen den lokalisierten Spins
ist das Heisenberg-Modell [2], auf dessen Grundlage auch die Untersuchungen in dieser
Arbeit erfolgen1. Die lokalisierten magnetischen Momente (Spins) werden durch vek-
torartige Operatoren s gegeben, deren Komponenten der quantenmechanischen Dreh-
impulsalgebra genu¨gen. Die Wechselwirkung zwischen den Spins wird hierbei durch
eine Austauschwechselwirkung Jij vermittelt. Insgesamt lautet der Hamilton-Operator
des Heisenberg-Modells:
H =
∑
i,j
Jijsi · sj. (1.1)
Im Rahmen dieser Arbeit gehen die Austauschwechselwirkungen Jij (Betrag und Vor-
zeichen) als Modellparameter ein. Die Gro¨ße des Spins s wird hierbei u¨ber 〈s2i 〉 =
s(s+ 1) festgelegt. In (1.1) ist jede Bindung einfach zu za¨hlen.
Bekanntlich lassen sich aufgrund der hohen Anzahl an Freiheitsgraden fu¨r nur wenige
Spezialfa¨lle exakte Aussagen treffen2, so dass man auf eine geeignete (Quanten)-Viel-
1Das Heisenberg-Modell, seine Herkunft und viele grundlegende Eigenschaften sind mittlerweile in
jedem modernen Buch zur Quantenstatistik zu finden, so dass hier nur eine sehr knappe Darstellung
erfolgt. Ein gutes Lehrbuch ist z.B. [3].
2Ein interessanter Spezialfall, auf den in dieser Arbeit ha¨ufig Bezug genommen wird, betrifft die
exakte Bethe-Lo¨sung der antiferromagnetisch gekoppelten Spins entlang einer Kette [4].
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teilchen-Methode zur na¨herungsweisen Beschreibung angewiesen ist. Ganz allgemein
soll mittels dieser Methoden das makroskopische Verhalten eines Vielteilchen-Systems
auf der Grundlage mikroskopischer Daten (Gro¨ße des Spins, Wechselwirkung) bestimmt
werden.
Fast alle genauen (numerischen) Methoden bedienen sich mittlerweile speziell entwi-
ckelten Programmpaketen, um die bestehenden computertechnischen Mo¨glichkeiten
auszunutzen. Auch hier zeigen sich methodenspezifische Vor- und Nachteile. Von ei-
ner guten Vielteilchen-Methode erwartet man nunmehr, dass sie mo¨glichst universell
anwendbar ist, gute Na¨herungswerte liefert, eine Fehlerabscha¨tzung ermo¨glicht und
auf systematischen, programmierbaren Algorithmen beruht. Zu den zahlenma¨ßig we-
nigen Methoden, die diesen Anforderungen gerecht werden ko¨nnen, za¨hlt die Coupled-
Cluster-Methode (CCM). Die CCM selbst sowie auch das fu¨r ihre Anwendung vorhan-
dene Programmpaket, sind Hauptgegenstand aller Betrachtungen in dieser Arbeit.
1.1 Gegenstand dieser Arbeit
Die Beschreibung der Coupled-Cluster-Methode erfolgt detailliert im folgenden Kapitel
2. Zuna¨chst wird der allgemeine Formalismus beschrieben, der u¨ber die Untersuchung
von Spinsystemen hinaus weitreichende Anwendungen in anderen Gebieten, insbeson-
dere in der Quantenchemie, besitzt. Mit dieser Darstellung des Grundgeru¨stes der CCM
erfolgt anschließend ein Vergleich mit alternativen, fu¨r Spinsysteme etablierten Viel-
teilchen-Methoden. Diese Gegenu¨berstellung motiviert insbesondere die Verwendung
der Methode speziell fu¨r die Untersuchung von den in dieser Arbeit betrachteten Spin-
systemen, was darauffolgend ausfu¨hrlich beschrieben wird. Ein besonderes Benefit der
CCM ist die zugrundeliegende Systematik, die in der praktischen Anwendung eine na-
hezu vollsta¨ndige computernumerische Durchfu¨hrung aller wesentlichen Arbeitsschrit-
te ermo¨glicht. Nach Vorgabe des Hamilton-Operators wird lediglich ein Modellzustand
beno¨tigt, der sukzessive dem exakten Zustand angena¨hert werden kann. In den vergan-
genen zehn Jahren wurde so ein nunmehr umfassendes numerisches Programmpaket
CCCM (Crystallographic-Coupled-Cluster-Method) [5] entwickelt, mit dem auf einfa-
che Weise auch komplizierte mehrdimensionale Gitter programmiert werden ko¨nnen.
Anfa¨nglich war es jedoch nur unter hohem Aufwand mo¨glich, nichtkollineare Modell-
zusta¨nde zu verwenden. Mit wachsendem Interesse wurden jedoch insbesondere frus-
trierte Spinsysteme untersucht, welche einen Phasenu¨bergang von kollinearen (kom-
mensurablen) zu nichtkollinearen (kommensurablen oder inkommensurablen) Spin-Spin-
Korrelationen aufweisen ko¨nnen. Es bestand zuna¨chst die Aufgabe zu sondieren, in-
wiefern nichtkollineare Modellzusta¨nde in das Programm integriert werden ko¨nnen,
um diesbezu¨glich zu einer Optimierung des Programms beizutragen. Die Aufgabe be-
stand auch in einer systematischen Verwendung, Modifikation und Unterstu¨tzung bei
der Weiterentwicklung des Programmpaketes zur Schaffung eines getesteten und zu-
verla¨ssigen numerischen CCCM-Programms3.
Zur Demonstration der Fa¨higkeiten des Programms (und der CCM als Methode) wer-
den im Kapitel 3 zuna¨chst vier einfache Heisenberg-Antiferromagnete (HAFM) be-
trachtet: die einfache lineare Kette und das einfache isotrope Quadratgitter unter Ver-
wendung des Ne´el-Zustandes als CCM-Modellzustand. Der Quantenspin s kann hierbei
3Informationen zum Programm, den Haupt-Programmierern und zum Umfang sind im Anhang A
angegeben.
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die Werte s = 1
2
oder s = 1 annehmen. Ziel dieses Kapitels ist es, fu¨r diese Standard-
modelle State-of-the-Art-CCM-Ergebnisse zu pra¨sentieren. Diese Ergebnisse lassen sich
mit bekannten (fu¨r die s = 1
2
-Kette sogar exakten) Aussagen vergleichen und geben
somit Auskunft u¨ber die Gu¨te der CCM (zusammen mit einem konkreten Modellzu-
stand4).
In Kapitel 4 wird dann ein quasi-eindimensionales Quantenspinsystem aus gekoppel-
ten J1-J2-Ketten mit dem Novum eines nichtkollinearen, spiralartigen Modellzustandes
detailliert untersucht. Dieses Modell ist je nach Parameterwahl frustriert und besitzt
zahlreiche interessante Spezialfa¨lle, die aus unterschiedlichen Fragestellungen heraus
untersucht wurden. Man entnehme deshalb die Details zur Motivation der entspre-
chenden Einleitung zu diesem Kapitel. Begonnen werden die dortigen Untersuchungen
mit einer aufwa¨ndigen analytischen Beispielrechnung unter Verwendung eines Spiral-
zustandes als Modellzustand. Fu¨r diese Beispielrechnung wurden J1-J2-Ketten mittels
einer Zwischenkettenkopplung zu einem zweidimensionalen Gitter gekoppelt und ei-
ne niedrige Na¨herungsstufe gewa¨hlt. Hierbei werden alle wesentlichen Arbeitsschritte
der CCM zur Bestimmung des Grundgleichungssystems (Ket-Gleichungssystem) vor-
gefu¨hrt. Der Spiralwinkel (Winkeldifferenz zwischen zwei benachbarten Spins) wird
hierbei als freier Parameter betrachtet und durch Minimierung der Grundzustands-
energie bestimmt. Darauffolgend wird das Modell numerisch ausgewertet. Im Vorder-
grund steht die Frage, wie die Zwischenkettenkopplung und Quantenfluktuationen das
klassische Verhalten (Spiralwinkel, Phasenu¨bergangspunkte) des Systems beeinflussen,
da eine solche Beeinflussung im klassischen System nicht gefunden wird. Zudem wurde
dies bisher nicht mit einer alternativen Methode untersucht.
In den folgenden Abschnitten wird das U¨bergangsverhalten von einem ungeordne-
ten eindimensionalen Grundzustand zu einem geordneten zweidimensionalen Grund-
zustand an zwei unfrustrierten Gittern untersucht. Beide Modellgitter unterscheiden
sich hierbei in der Gro¨ße des Quantenspins s und sind Spezialfa¨lle (J2 = 0) des zuvor
betrachteten Modells. Insbesondere soll der vermutete Unterschied zwischen Spin-1
2
-
Systemen und Spin-1-Systemen in Bezug auf die Frage nach der Existenz einer ungeord-
neten Phase diskutiert werden. Die Ergebnisse fru¨herer numerischer Untersuchungen
sind z.T. uneindeutig, stu¨tzen aber insgesamt die Vermutung, dass es im Spin-1
2
-System
keine ungeordnete Phase fu¨r eine endliche Zwischenkettenkopplung gibt, wohl aber im
Spin-1-System, was mit der Existenz eines Spingaps fu¨r das eindimensionale Modell im
Zusammenhang steht. Dies soll im Rahmen der CCM besta¨tigt werden.
Bei Hinzunahme einer frustrierenden Wechselwirkung zu den u¨berna¨chsten Nachbarn
im hier betrachteten quasi-eindimensionalen Spin-1
2
-System, erwartet man fu¨r sta¨rkere
Frustrationen ebenfalls die Notwendigkeit einer endlichen Zwischenkettenkopplung fu¨r
einen ferngeordneten Grundzustand, was erneut mit dem, durch die hinzukommende
Frustration, entstehenden Spingaps in Zusammenhang gebracht werden kann. Auch
diese Problemstellung soll mittels der CCM untersucht werden.
Im Kapitel 5 werden, ebenfalls auf der Grundlage nichtkollinearer Modellzusta¨nde, zwei
Spingitter (unfrustriertes Quadratgitter, frustriertes Dreiecksgitter) in einem Magnet-
feld mittels der CCM untersucht. Hier wird ein wesentlicher Beitrag der CCM besonders
fu¨r das frustrierte Dreiecksgitter zu erwarten sein, da bei diesen Systemen alternative
4Hier soll angemerkt werden, dass die Wahl eines geeigneten Modellzustandes ein durchaus kri-
tischer Arbeitsschritt bei der Anwendung der CCM ist. Darauf wird im Abschnitt 2.3.1 besonders
eingegangen, da Konvergenzprobleme oder unphysikalische Ergebnisse auch hier ihre Ursachen haben
ko¨nnen.
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Methoden Limitierungen aufweisen. Die vorhandenen Literaturdaten zu diesen Syste-
men sollen durch Hinzufu¨gen von CCM-Daten, aus Berechnungen bis hin zu hohen
Na¨herungsstufen, erweitert werden.
Im Kapitel 6 wird demonstriert, dass mit dem vorliegenden numerischen Programm-
paket dimer- und plakettenartige Valence-Bond-Grundzusta¨nde unter Verwendung von
Produktmodellzusta¨nden unabha¨ngiger Einzelspin-Operatoren beschrieben werden ko¨n-
nen. Dadurch erweitert sich erneut die Anwendbarkeit des vorliegenden Programmpa-
ketes.
Hierzu werden bereits bekannte und gut untersuchte Modelle wie die J1-J2-Kette, das
Shastry-Sutherland-Modell und das CAVO-Modell erneut betrachtet. Diese Modelle ha-
ben die Gemeinsamkeit, dass sie jeweils in verschiedenen Regionen der Modellparameter
lokalisierte Dimere oder Plaketten als exakte Quantengrundzusta¨nde ausbilden. Es wird
in diesem Kapitel demonstriert, dass exakte lokale Singulett-Grundzusta¨nde gefunden
werden ko¨nnen und die CCM eine gute Methode zum Studium von Valence-Bond-
Grundzusta¨nden ist. So werden gute Ergebnisse fu¨r die Grundzustandsenergie und fu¨r
die Magnetisierung innerhalb der dimerisierten oder plakettenartigen Valence-Bond-
Phasen gefunden.
Kapitel 7 fasst schlussendlich die wesentlichen Resultate zu den in dieser Dissertation
untersuchten Systemen zusammen.
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Kapitel 2
Die Coupled-Cluster-Methode
In diesem Kapitel wird die Coupled-Cluster-Methode (CCM) zuna¨chst kurz allgemein
(Abschnitt 2.1) und dann speziell zugeschnitten fu¨r Quantenspinsysteme (Abschnitt
2.3) beschrieben. Am Ende beider Abschnitte wird ein Lo¨sungsrezept mit den entspre-
chend durchzufu¨hrenden Arbeitsschritten angegeben. Durch einen kurzen Vergleich
(Abschnitt 2.2) mit anderen verfu¨gbaren Vielteilchen-Methoden, sollen die Vor- und
Nachteile der CCM bei der Berechnung von Erwartungswerten an Spinsystemen ana-
lysiert werden.
2.1 Theoretischer Formalismus der CCM
Die Verwendung des CCM-typischen exponentiellen Ansatzes zur Sto¨rungsrechnung
bei kernphysikalischen Problemen um 1960 von F. Coester und H. Ku¨mmel [6, 7] wird
als die Geburtszeit der CCM angegeben [8]. In der darauffolgenden Zeit wurden An-
wendungsmo¨glichkeiten der CCM auf zahlreiche weitere physikalische und chemische
Systeme geschaffen. Die Grundstruktur, welche im Folgenden beschrieben wird, wurde
auch zu Gunsten der Universalita¨t der Methode modifiziert. Eine umfangreiche U¨ber-
sicht hierzu gibt [8] und ebenso die darin enthaltenen Referenzen. Erste Anwendungen
der CCM auf Quantenspinsysteme wurden um 1990 von M. Roger und J.H. Hethering-
ton [9] zur Grundzustandsberechnung von einem zweidimensionalen Heisenbergmodell
auf einem Quadratgitter durchgefu¨hrt. Weitere Details zur Anwendung der CCM auf
Quantenspinsysteme und die dazugeho¨rigen Referenzen werden im Abschnitt 2.3 an-
gegeben.
Die nun folgende Beschreibung der CCM eignet sich fu¨r die Berechnung von Grundzu-
standserwartungswerten von Quanten-Vielteilchen-Systemen.
2.1.1 CCM fu¨r den Grundzustand, Ket- und Bra-Gleichungs-
systeme
Zu Beginn der Anwendung der CCM wa¨hlt man einen Modellzustand |Φ〉 aus. Zu
diesem Modellzustand definiert man eine Menge von Erzeugungs- (C+L ) und dazu ad-
jungierten Vernichtungsoperatoren (CL). Fu¨r diese Operatoren gelten folgende Eigen-
schaften:
〈Φ|C+L = CL|Φ〉 = 0 ∀L 6= 0, C+0 ≡ 1 (2.1)
[C+L , C
+
J ]− = 0 = [CL, CJ ]−. (2.2)
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Die Erzeugungs- und Vernichtungsoperatoren ko¨nnen z.B. Produkte von Einteilchen-
Operatoren sein. Der Index L ist ein Vielteilchen-Index und kennzeichnet mehrere
Einteilchen-Indizes gleichzeitig. Fu¨r die Mengen {|Φ〉, C+L } gelten weiterhin:
〈Φ|CLC+J |Φ〉 = δLJ (Orthonormalita¨t) (2.3)∑
L
C+L |Φ〉〈Φ|CL = 1 = |Φ〉〈Φ|+
∑
L6=0
C+L |Φ〉〈Φ|CL (Vollsta¨ndigkeit). (2.4)
In Bezug zu den Operatoren C+L handelt es sich beim Modellzustand |Φ〉 um einen ver-
allgemeinerten Vakuumzustand, aus dem sich durch Anwendung der C+L jeder Zustand
des Systems darstellen la¨sst. Der Modellzustand stellt auch eine Na¨herung fu¨r den
Grundzustand des zu beschreibenden Systems dar und sollte mit dem exakten Grund-
zustand u¨berlappen. Man kann z.B. oft den klassischen Grundzustand oder einen aus
ihm abgeleiteten Zustand auswa¨hlen. An dieser Stelle ist nicht sofort einzusehen, dass
passende Modellzusta¨nde, verknu¨pft mit solchen Operatoren, auch immer existieren.
Bei der Untersuchung verschiedener Vielteilchen-Systeme hat sich gezeigt, dass das
Auffinden solcher Modellzusta¨nde und Multikonfigurations-Operatoren {|Φ〉, C+L } im
Allgemeinen mo¨glich ist [8].
Mit einer geeigneten Menge {|Φ〉, C+L } kann man folgende Ansa¨tze fu¨r den exakten
Ket- und Bra-Zustand machen:
|Ψ〉 = eS|Φ〉, S =
∑
L6=0
aLC
+
L (Ansatz fu¨r Ket-Grundzustand) (2.5)
〈Ψ˜| = 〈Φ|S˜e−S, S˜ = 1 +
∑
L6=0
a˜LCL (Ansatz fu¨r Bra-Grundzustand). (2.6)
Die Operatoren S und S˜ nennt man Korrelationsoperatoren fu¨r den Ket- bzw. Bra-
Zustand, die Gro¨ßen {aL} und {a˜L} entsprechend Korrelationskoeffizienten. Die Sum-
men werden u¨ber alle mo¨glichen Konfigurationen des Systems gebildet. Des Weiteren
sind die folgenden Normierungsbedingungen erfu¨llt:
〈Φ|Ψ〉 = 〈Ψ˜|Ψ〉 = 〈Φ|Φ〉 = 1. (2.7)
Setzt man den CCM-Ansatz fu¨r den Ket-Zustand (2.5) in die stationa¨re Schro¨dinger-
Gleichung H|Ψ〉 = E|Ψ〉 (H ist der Hamilton-Operator des Systems) ein, so folgt:
(e−SHeS − E)|Φ〉 = 0. (2.8)
Damit ist die Grundzustandsenergie des Systems nur von den Ket-Korrelationskoeffi-
zienten {aL} abha¨ngig:
E = 〈Φ|e−SHeS|Φ〉 = 〈Φ|HeS|Φ〉 = E({aL}). (2.9)
Die in (2.9) auftretende A¨hnlichkeitstransformation ist in der CCM von zentraler Be-
deutung. Sie kann fu¨r jeden quantenmechanischen Operator in einer Reihe von Kom-
mutatoren dargestellt werden:
e−SHeS = H + [H,S]− +
1
2
[[H,S]−S]− + .... (2.10)
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Die Summe bricht nach einigen Termen exakt ab, falls H nur Produkte mit einer
endlichen Anzahl von Einteilchen-Operatoren entha¨lt. Die A¨hnlichkeitstransformation
kann also exakt berechnet werden. Bildet man das Skalarprodukt von 〈Φ|CL mit (2.8)
und beachtet die Eigenschaft (2.1) der CL, so erha¨lt man ein gekoppeltes nichtlineares
Gleichungssystem fu¨r die Ket-Korrelationskoeffizienten {aL}:
〈Φ|CLe−SHeS|Φ〉 = 0, ∀L 6= 0. (2.11)
Um die Bra-Korrelationskoeffizienten zu bestimmen, formt man die Schro¨dinger-Glei-
chung 〈Ψ˜|H = E〈Ψ˜| zuna¨chst mit (2.6) um zu 〈Φ|S˜(e−SHeS −E) = 0. Das Skalarpro-
dukt mit den Zusta¨nden C+L |Φ〉 liefert die Gleichung:
〈Φ|S˜(e−SHeS − E)C+L |Φ〉 = 0, ∀L 6= 0. (2.12)
Bildet man nun das Skalarprodukt von 〈Φ|S˜C+L mit (2.8) und beru¨cksichtigt die Kom-
mutatoren (2.2), so folgt mit (2.12):
〈Φ|S˜e−S[H,C+L ]−eS|Φ〉 = 0, ∀L 6= 0. (2.13)
Dieses als Bra-Gleichungssystem bezeichnete Gleichungssystem (2.13) stellt im Allge-
meinen ein lineares, von den {aL} abha¨ngiges Gleichungssystem zur Bestimmung der
{a˜L} dar. Mit (2.11) und (2.13) erha¨lt man die {aL} und {a˜L} als vollsta¨ndigen Satz
unabha¨ngiger Variablen, mit denen der Grundzustand vollsta¨ndig bestimmt ist.
Der Erwartungswert einer beliebigen, am System messbaren Gro¨ße ist:
A¯ = 〈Ψ˜|A|Ψ〉 = A¯({aL, a˜L}). (2.14)
In dieser Arbeit wird als Erwartungswert insbesondere der Ordnungsparameter (Mag-
netisierung) interessant sein, der innerhalb der CCM berechnet wird durch:
M = − 1
N
〈Ψ˜|
N∑
i=1
sˆzi |Ψ〉. (2.15)
Alle bis zu diesem Punkt getroffenen Betrachtungen sind exakt. In der CCM kommt
eine Na¨herung dadurch zustande, dass die in den Summen fu¨r die Korrelationsoperato-
ren (2.5) und (2.6) zu beru¨cksichtigenden Konfigurationen auf eine bestimmte Auswahl
begrenzt werden. Hierzu stehen Na¨herungsschemata zur Verfu¨gung, welche zum einen
gut physikalisch begru¨ndbar sind und zum anderen eine systematische Verbesserung
erlauben. Eine Beschreibung geeigneter Na¨herungsschemata fu¨r Spinsysteme erfolgt im
Abschnitt 2.3.2.
Abschließende Bemerkungen:
Die Koeffizienten {aL} und {a˜L} kann man alternativ auch aus der Forderung er-
halten, dass der Erwartungswert des Hamilton-Operators H¯ = 〈Ψ˜|H|Ψ〉 in Bezug
auf die unabha¨ngigen Variablen {aL} und {a˜L} stationa¨r wird. Mit den Bedingungen
∂H¯/∂a˜L = 0 und ∂H¯/∂aL = 0 folgen dann ebenfalls die Gleichungen (2.11) und (2.13).
Da die Korrelationskoeffizienten {aL} und {a˜L}, die den Grundzustand vollsta¨ndig fest-
legen, auf diese Weise auch durch ein variationelles Prinzip bestimmt werden ko¨nnen,
nennt man die Methode manchmal bivariationell [8]. Dennoch ist festzuhalten, dass
die in (2.5) und (2.6) definierten Ket- und Bra-Zusta¨nde zueinander nicht adjungiert
sind, weswegen dieser Ansatz fu¨r die CCM zu keiner variationellen Methode fu¨hrt.
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Auch enthalten die Ausdru¨cke fu¨r die Erwartungswerte im Allgemeinen die {aL, a˜L}
in endlicher Ordnung und es ist keine weitere Na¨herung notwendig, nachdem S selbst
bereits gena¨hert wurde1. Mit der Definition von S und dem exponentiellen Ansatz
kann man beweisen, dass das Goldstone-Linked-Cluster-Theorem erfu¨llt ist (selbst bei
beliebiger Na¨herung von S). Der Beweis nutzt die A¨hnlichkeitstransformation (2.10)
und die Eigenschaft, dass alle Komponenten von S konstruktionsbedingt miteinander
kommutieren und wird in [8] vorgefu¨hrt. Die daraus resultierenden Vorteile des hier
verwendeten CCM-Ansatzes sind das richtige Skalieren extensiver Gro¨ßen im thermo-
dynamischen Limes (N −→ ∞), selbst bei einer Na¨herung des Korrelationsoperators
S2.
Eine weitere wichtige Eigenschaft ist, dass in jeder Na¨herung von S das Hellmann-
Feynman-Theorem erfu¨llt ist3.
Den hier angegebenen Ansatz bezeichnet man auch als die normale CCM (NCCM) [8].
Es gibt auch erweiterte CCM (ECCM)-Formulierungen, wo auch der Bra-Grundzustand
durch einen exponentiellen Ansatz dargestellt wird [10]:
〈Φ˜| = 〈Ψ|eS˜e−S. (2.16)
Die Vorgehensweise bei der Anwendung der ECCM ist der hier vorgestellten sehr a¨hn-
lich. Die Gleichungen der NCCM ko¨nnen in jeder Na¨herungsstufe aus den Gleichungen
der ECCM gewonnen werden. Anwendungen der ECCM [11] auf antiferromagnetische
Spinketten lassen im Vergleich zur exakten Bethe-Lo¨sung erkennen, dass die Resulta-
te der ECCM innerhalb der gleichen Na¨herungsstufe besser als die der NCCM sind4.
Allerdings sind die ECCM-Gleichungssysteme auch deutlich komplizierter. Insgesamt
zeigt sich [11], dass die ECCM besser als die NCCM geeignet ist, globale Systemeigen-
schaften wie Quantenphasenu¨berga¨nge zu beschreiben. Auch in der ECCM sind Ket-
und Bra-Zusta¨nde zueinander nicht adjungiert, weswegen dieser Ansatz ebenfalls zu
keiner variationellen Methode fu¨hrt5. Als letzte Bemerkung sei hier angegeben, dass es
1Ha¨tte man z.B. E variationell formuliert durch:
E =
〈Φ|eS+HeS |Φ〉
〈Φ|eS+eS |Φ〉 ,
so wa¨re dieser Ausdruck im Allgemeinen von unbeschra¨nkter Ordnung in S und S˜, unabha¨ngig von ei-
ner Na¨herung in S. Dieser Ausdruck ließe sich also im Gegensatz zur nicht-variationellen Formulierung
der CCM entsprechend (2.9) nicht exakt berechnen.
2Bei der Linked-Cluster-Entwicklung im Rahmen der Sto¨rreihenentwicklung von Wellenfunktio-
nen werden zur Bearbeitung auch diagrammatische Techniken (Goldstone-Diagramme) verwendet.
Die Gu¨ltigkeit des Theorems schließt bestimmte Diagrammtypen (unlinked Diagramme) aus und das
Skalierungsverhalten wird letztendlich durch die linked Diagramme bestimmt, welche die korrekte Ex-
tensivita¨t entsprechender Systemgro¨ßen im thermodynamischen Limes sicherstellen. Genaueres hierzu
entnehme man der Spezialliteratur.
3 |Ψ(λ)〉 sei ein normierter Eigenvektor von H(λ) zum Eigenwert E(λ). Das Hellmann-Feynman-
Theorem besagt:
∂E
∂λ
=
〈
Ψ(λ)
∣∣∣∣∂H∂λ
∣∣∣∣Ψ(λ)〉 .
4Hier soll angemerkt werden, dass in dieser Arbeit nur die Resultate in niedrigsten Na¨herungsstufen
verglichen werden konnten. Da es bislang fu¨r die ECCM im Gegensatz zur NCCM kein ausgereiftes
numerisches Programmpaket gibt, mit denen Untersuchungen bis zu hohen Na¨herungsstufen durch-
gefu¨hrt werden ko¨nnen, relativiert sich dieser Vorteil.
5|Ψn〉 bezeichne die normierten Eigenfunktionen von H zum Eigenwert En ≥ E0 mit E0 als Grund-
zustandsenergie. Mit den Entwicklungen des Ket- und des Bra-Zustandes der normalen und erweiter-
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auch variationelle Ansa¨tze fu¨r die CCM gibt [12, 13, 14], bei welcher der Ket- und der
Bra-Zustand zueinander adjungiert sind:
|Ψ〉 = eS|Φ〉, S =
∑
L
FLC
+
L (2.17)
〈Ψ˜| = 〈Φ|eS˜, S˜ =
∑
L
F˜LCL. (2.18)
War zuna¨chst eine einfache variationelle Rechnung mit diesem Ansatz nicht mo¨glich,
so gibt es mittlerweile vielversprechende Lo¨sungsansa¨tze unter Mitberechnung von
Sto¨rungsfunktionen, welche algebraisch [13] oder diagrammatisch [14] bestimmt wer-
den ko¨nnen. Sinn der Erweiterungen der CCM sind die Ausweitung der Anwendbarkeit
der Methode und die Verbesserung der Genauigkeit bei konkreten Berechnungen, z.B.
bei stark korrelierten Systemen und Systemen mit Phasenu¨berga¨ngen. In dieser Ar-
beit wird ausschließlich die NCCM (in folgenden Kapiteln nur noch CCM genannt)
verwendet, da in allen CCM-Versionen sehr hohe Genauigkeiten nur durch die Be-
rechnung hoher Na¨herungsstufen (und anschließender Extrapolation) erzielt werden6.
Hierzu wird die Verwendung von leistungsfa¨higen Computeralgorithmen zwingend er-
forderlich, welche gegenwa¨rtig fu¨r die Berechnungen an Quantenspinsystemen nur fu¨r
die NCCM vorliegen und auch im Rahmen dieser Arbeit weiterentwickelt wurden.
2.1.2 Allgemeines Lo¨sungsrezept
Dieser Abschnitt beinhaltet eine zusammengefasste Darstellung der durchzufu¨hrenden
Einzelschritte. Er stellt gewissermaßen ein Lo¨sungsrezept fu¨r CCM-Rechnungen dar.
1. Wahl eines geeigneten Modellzustandes mit einem dazugeho¨rigen Satz von Ope-
ratoren {|Φ〉, C+L }.
2. Wahl einer geeigneten Na¨herung fu¨r den Korrelationsoperator S.
3. Aufstellen des Ket-Gleichungssystems (2.11).
4. Lo¨sen des Ket-Gleichungssystems (2.11); man erha¨lt daraus die Ket-Korrelations-
koeffizienten, kann damit den Ket-Grundzustand (2.5) aufstellen und die Grund-
zustandsenergie (2.9) berechnen.
ten CCM folgt:
|Ψ〉 =
∑
n
an|Ψn〉, |Ψ˜〉 =
∑
n
a˜n|Ψn〉 ⇒ 〈Ψ˜n|H|Ψn〉 =
∑
n
a˜∗nanEn.
Da nur die Normierung 〈Ψ˜|Ψ〉 = ∑n a˜∗nan = 1 bekannt ist, kann man 〈Ψ˜n|H|Ψn〉 nicht weiter
abscha¨tzen. Wa¨ren der Bra- und Ket-Zustand zueinader adjungiert, so wa¨re die Angabe einer oberen
Grenze fu¨r die Grundzustandsenergie dagegen mo¨glich:
|Ψ˜〉 = |Ψ〉 ⇒
∑
n
|an|2En ≥ E0
∑
n
|an|2.
Bei der Auswahl der Lo¨sungen der Gleichungssysteme ist dies zu beachten, allerdings erwies sich die
Nicht-Variationalita¨t der CCM in dieser Arbeit als unproblematisch.
6Nur die Grundzustandsenergie und unmittelbar aus dieser abgeleitete Gro¨ßen sind schon in nied-
rigen Na¨herungsstufen sehr genau.
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5. Aufstellen und Lo¨sen des Bra-Gleichungssystems (2.13); man erha¨lt die Bra-
Korrelationskoeffizienten, kann damit den Bra-Grundzustand (2.6) aufstellen und
zusammen mit den Ergebnissen aus Punkt 4 beliebige Erwartungswerte nach
(2.14) bzw. die Magnetisierung nach (2.15) berechnen.
Der aufwa¨ndigste Teil der Methode ist das Aufstellen und Lo¨sen der Gleichungssysteme.
Letzteres sollte wegen der fu¨r ho¨here Na¨herungsstufen auftretenden großen Anzahl
von Gleichungen computergestu¨tzt durchgefu¨hrt werden. Das angegebene Konzept ist
sehr allgemein. Im folgenden Abschnitt wird die CCM auf Spinsysteme zugeschnitten.
Dieser Abschnitt wird dann ebenfalls mit einem Lo¨sungsrezept enden - speziell fu¨r
Spinsysteme.
2.2 CCM und andere Vielteilchen-Methoden
Viele typische physikalische Systeme bestehen aus einer großen Zahl (wechselwirkender)
Mikroteilchen und sind somit Gegenstand der Betrachtung in der Vielteilchen-Physik.
Grundlegende Probleme bei der Bearbeitung dieser Systeme bereitet oft nicht die An-
zahl der Mikroteilchen, sondern die Beru¨cksichtigung der Wechselwirkung. Bis auf we-
nige Ausnahmen ko¨nnen Vielteilchen-Probleme nur approximativ durch Verwendung
eines zur Beschreibung geeigneten Modells und einer geeigneten Na¨herungsmethode
physikalisch vernu¨nftig gelo¨st werden.
Wichtige Qualita¨tsmerkmale einer solchen (Quanten)-Vielteilchen-Methode im Allge-
meinen sind hierbei:
• mikroskopische (nichtpha¨nomenologische) Grundlagen,
• universelle Anwendbarkeit auf zahlreiche physikalische Vielteilchen-Probleme,
• Approximation, die systematisch verbessert werden kann,
• sehr hohe Genauigkeit in praktischen Anwendungen.
Wie in [8] detailliert untersucht wird, gibt es neben der CCM eine u¨berschaubare
Anzahl weiterer Methoden, die diese Anforderungen (oder zumindest einen Teil) im
Allgemeinen erfu¨llen ko¨nnen. Dort werden auch Verwandtschaften der CCM mit an-
deren Vielteilchen-Methoden untersucht, sowie ein allgemeiner Vergleich mit diesen
durchgefu¨hrt. Untersuchungen zur Genauigkeit der CCM an einem konkreten phy-
sikalischem Modell (J-J ′-Modell) im Vergleich zu etablierten Vielteilchen-Methoden
fu¨r den Grundzustand und fu¨r erste Anregungen von Quantenspinsystemen sind Ge-
genstand ausfu¨hrlicher Betrachtungen in [15]. Die dort zum Vergleich herangezogenen
Methoden waren die Spinwellentheorie (SWT), die exakte Diagonalisierung (ED) und
variationelle Methoden (VM). In [15] werden die gefundenen Ergebnisse daru¨ber hin-
aus zusa¨tzlich noch mit Resultaten der Quanten-Monte-Carlo-Methode (QMC) und
der Dichtematrix-Renormierungsgruppen-Theorie (DMRG) verglichen.
Hauptgegenstand dieser Arbeit sind quasi-eindimensionale und zweidimensionale Spin-
systeme, welche strukturbedingt oder bei bestimmten Parameterwerten zudem noch
stark frustriert7 sind. Die theoretische Beschreibung solcher Systeme ist nicht unproble-
7Ein Spinsystem ist frustriert, wenn sich nicht alle Spinausrichtungen im Sinne der ferromagneti-
schen Wechselwirkung parallel oder im Sinne der antiferromagnetischen Bindung antiparallel einstellen
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quasi−eindimensionales
Dreiecksgitter J − J − Modell1 2
J − J’ − Modell
Abbildung 2.1: Frustration bei antiferromagnetischer Wechselwirkung (gestrichelte Li-
nien) verursacht durch die Gitterstruktur a); Frustration verursacht durch Konkurrenz
von Bindungen b) und c) (durchgezogene Linie entspricht ferromagnetischer Wechsel-
wirkung). Das Fragezeichen illustriert das Unvermo¨gen der Spins, einen entsprechend
der Wechselwirkungen eindeutigen energetisch optimierten Zustand einzunehmen.
matisch, da sich Schwachstellen alternativer Methoden zeigten oder die methodenspe-
zifischen Limitierungen relevant wurden. Wegen der endlichen Zwischenkettenkopplung
in den untersuchten frustrierten Systemen (vgl. Kap. 4) wu¨rden sich ED-Rechnungen
nur fu¨r kleine Systeme durchfu¨hren lassen. Zusa¨tzlich wird die Anwendung der ED
durch die mo¨gliche nichtkollineare Ordnung in frustrierten Systemen wegen sta¨rke-
rer finite-size-Effekte erschwert. DMRG-Techniken scheiden gegenwa¨rtig wegen ihrer
Beschra¨nkung auf eindimensionale Systeme fu¨r einige Parameterwerte sogar aus. Die
QMC leidet bei diesen Systemen unter dem beru¨hmten ”Vorzeichenproblem“, was die
Anwendung sehr erschwert und die Genauigkeit erheblich beeintra¨chtigt8.
Die CCM andererseits unterliegt diesen Einschra¨nkungen a priori nicht. Prinzipiell
lassen sich frustrierte Systeme in beliebigen Dimensionen auch mit inkommensurabler
lassen (vgl. Abbildung 2.1). Ursachen hierfu¨r ko¨nnen die Gitterstruktur selbst (z.B. Antiferromagnet
auf einem Dreiecksgitter) oder konkurrierende Wechselwirkungen auf einem Gitter (z.B. J-J ′-Modell)
sein. In klassischen Systemen fu¨hrt Frustration oft zu Phasenu¨berga¨ngen von kollinearer zu kompli-
zierter, nichtkollinearer Ordnung, wa¨hrend sich in den entsprechenden Quantensystemen sowohl die
Ordnung des Phasenu¨bergangs als auch der Phasenu¨bergangspunkt vera¨ndern kann (siehe Kap.4).
8Im Prinzip versucht man den Grundzustand |Ψ〉 des Systems, gegeben durch den Hamilton-
Operator H, durch Anwendung von geeigneten Projektionsoperatoren P = P (H) aus einem Test-
zustand |Φ〉 zu gewinnen. Mathematisch entspricht dies einer Pfadintegration u¨ber Vielteilchen-
Trajektorien im Konfigurationsraum, welche durch zufa¨llige Bewegungen (”random walks“) einer
Menge unabha¨ngiger Wanderer numerisch simuliert wird. Die Genauigkeit dieser Vorgehensweise,
beschra¨nkt durch statistische Fehler, la¨sst sich beliebig verbessern, vorausgesetzt die Simulation la¨uft
ausreichend lange. Eine fu¨r die Methode relevante Gro¨ße ist w(a, b) = 〈a|P |b〉Φ(b)Φ(a) , wobei |a〉 und
|b〉 Konfigurationsvektoren sind. w(a, b) wird als Wahrscheinlichkeit interpretiert, mit der ein Wan-
derer von der Konfiguration |a〉 zur Konfiguration |b〉 wandert, weswegen diese Gro¨ße positiv definit
sein sollte. Fu¨r bipartite Gitter wird dies durch das Marshall-Peierls-Sign-Rule [16] sichergestellt.
Bei frustrierten Gittern gibt es keine entsprechende Aussage bzw. das Theorem gilt explizit nicht.
In entsprechenden Simulationen zeigen sich numerische Instabilita¨ten bzw. die Anwendbarkeit der
Methode selbst ist sehr eingeschra¨nkt. Ein Verfahren, dieses Problem zu umgehen, ist die Fixed-node
Green-function Monte Carlo Method [17], welche jedoch, was die Genauigkeit betrifft, anderen Stan-
dardmethoden deutlich unterlegen ist [18].
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magnetischer Struktur untersuchen. Die CCM ist demnach pra¨destiniert fu¨r die Un-
tersuchung dieser, fu¨r andere Methoden schwierig zu behandelnder Systeme. Daru¨ber
hinaus zeigten die Vergleichsuntersuchungen in [15], dass die Genauigkeiten der Er-
gebnisse der CCM mit den genauesten Ergebnissen etablierter Methoden vergleichbar
oder besser sind, was eine vielversprechende Ausgangssituation fu¨r die Untersuchung
der fu¨r diese Arbeit relevanten Spinsysteme darstellt.
2.3 Die Anwendung der CCM auf Spinsysteme
In diesem Kapitel wird beschrieben, wie man die Coupled-Cluster-Methode speziell
auf Quantenspinsysteme anwendet. Die einzelnen Arbeitsschritte werden zuna¨chst fu¨r
die allgemeine Spinquantenzahl s angegeben. An vielen Stellen werden jedoch wichtige
Gleichungen fu¨r den Spezialfall s = 1
2
hervorgehoben, weil in folgenden Kapiteln z.T.
ausfu¨hrliche Beispielrechnungen fu¨r s = 1
2
-Systeme durchgefu¨hrt werden.
2.3.1 Wahl des Modellzustandes und Koordinatentransforma-
tion
Zu Beginn der Coupled-Cluster-Rechnungen wa¨hlt man einen Modellzustand aus. Die
Wahl sollte physikalisch begru¨ndet sein. Man kann (wie in Kap 2.1 angedeutet) z.B.
den klassischen Grundzustand auswa¨hlen oder einen aus ihm abgeleiteten Zustand.
Fu¨r eine exakte Berechnung wa¨re es notwendig, dass der Modellzustand einen endli-
chen U¨berlapp mit dem exakten Grundzustand aufweist, also zu ihm nicht orthogonal
ist. Allerdings du¨rfte der Korrelationsoperator S dann auch nicht gena¨hert werden. Bei
Verwendung eines Na¨herungsschemas ist ein endlicher U¨berlapp zuna¨chst nicht zwin-
gend erforderlich. Es zeigt sich, dass bei zu schlechter Wahl des Modellzustandes bzw.
bei Phasenu¨berga¨ngen die Iterationsverfahren zum Auffinden der Lo¨sung der auftreten-
den Gleichungssysteme nicht oder gegen unphysikalische Werte konvergieren. In diesem
Sinne sollte der Modellzustand nicht zu schlecht sein [15]. In solchen Modellzusta¨nden
weisen die Spins im Allgemeinen nicht in dieselbe Richtung:
• Ne´el-Zustand: | ↑↓↑↓↑ ...〉
• Spiral-Zusta¨nde: | ↑↗→↘↓↙ ...〉.
Um alle Spins an allen Gitterpla¨tzen gleichwertig behandeln zu ko¨nnen, nimmt man
eine lokale Koordinatentransformation so vor, dass im gedrehten System die Spins
alle in negative z-Richtung weisen. Man kann dadurch fu¨r alle Modellzusta¨nde diesel-
ben Erzeugungs- und Vernichtungsoperatoren verwenden und hat somit eine einheit-
liche Vorgehensweise, was konkrete Berechnungen erheblich vereinfacht. Damit kann
man den CCM-Modellzustand mit den dazugeho¨rigen verallgemeinerten Operatoren
wie folgt darstellen:
|Φ〉 =
N⊗
i=1
| ↓〉i, C+L = s+r , s+r s+l , s+r s+l s+m, .... (2.19)
wobei gilt: | ↓〉i ≡ |s,−s〉i (s= Spinquantenzahl) und r,l und m bezeichnen beliebi-
ge Gitterpla¨tze. Man erreicht dies, indem man das verwendete Koordinatensystem fu¨r
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Abbildung 2.2: Veranschaulichung der Rotation um einen Winkel δ
jeden Spin lokal nach Notwendigkeit dreht (siehe Abb. 2.2). Die allgemeinen Trans-
formationsgleichungen fu¨r eine Drehung um die y-Achse (fu¨r planare Modellzusta¨nde)
lauten:
sxi = cos δis
′x
i + sin δis
′z
i
syi = s
′y
i
sxi = − sin δis
′x
i + cos δis
′z
i . (2.20)
Die Rotation des lokalen Koordinatensystems nach den Gleichungen (2.20) fu¨hrt da-
zu, dass die Spins in den neuen Koordinaten (mit Akzent) in negative z-Richtung
weisen. Der Index i kennzeichnet die Drehung des i-ten Spins. Wa¨hlt man z.B. als
Modellzustand den Ne´el-Zustand (z.B. Abschnitt 4.4), so kann man fu¨r die Transfor-
mationsgleichungen (2.20) schreiben:
sxi = −s
′x
i , ∀i ∈ A; sxi = s
′x
i ∀i ∈ B (2.21)
syi = s
′y
i , ∀i ∈ A,B
szi = −s
′z
i , ∀i ∈ A; szi = s
′z
i ∀i ∈ B.
In (2.21) bezeichnen A und B jeweils das Up-Spin- bzw. das Down-Spin-Untergitter.
Somit ist fu¨r die Down-Spins aus Untergitter B keine Drehung des Koordinatensystems
no¨tig. Fu¨r die Up-Spins aus Untergitter A verwendet man eine Drehung um δiA = pi.
Als weiteres Beispiel soll die Koordinatentransformation fu¨r das Produkt zweier Spins
angegeben werden. Werden beide Spins lokal um δi bzw. δj gedreht, so ist das Produkt
dieser Spins in lokal rotierten Koordinaten nur vom Winkel zwischen den Spins α =
δj − δi abha¨ngig:
~si · ~sj = 1
2
[cos(α) + 1](s
′x
i s
′x
j + s
′y
i s
′y
j )
+
1
2
[cos(α)− 1](s′xi s
′x
j + s
′y
i s
′y
j )
+ sin(α)(s
′x
i s
′z
j − s
′z
i s
′x
j ) + cos(α)s
z
i s
z
j
=
1
4
[cos(α) + 1](s
′+
i s
′−
j + s
′−
i s
′+
j )
+
1
4
[cos(α)− 1](s′+i s
′+
j + s
′−
i s
′−
j )
+
1
2
sin(α)(s
′+
i s
′z
j + s
′−
i s
′z
j − s
′z
i s
′+
j − s
′z
i s
′−
j ) + cos(α)s
z
i s
z
j . (2.22)
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Einen mittels (2.22) transformierten Hamilton-Operator (dort (4.5)) findet man z.B.
im spa¨teren Abschnitt 4.2. In (2.22) wurden die Einzelspin-Operatoren sxi bzw. s
y
j auf
ihre Darstellung mittels Spinflip-Operatoren s+i bzw. s
−
j umgeschrieben:
s± = sx ± isy. (2.23)
Als na¨chsten Schritt setzt man die Transformationsgleichungen in den Hamilton-Ope-
rator des Systems ein. Der aus der Einsetzung hervorgegangene Hamilton-Operator
H ′ wirkt auf den Modellzustand so, wie der Hamilton-Operator ohne Beru¨cksichtigung
der Transformation auf den urspru¨nglichen Modellzustand. (Der Akzent zur Kenn-
zeichnung der Koordinatentransformation wird im Folgenden weggelassen, da keine
Verwechslungen zu befu¨rchten sind.)
2.3.2 Approximationsschemata
Fu¨r die Anwendung der CCM auf Spinsysteme werden verschiedene Schemata verwen-
det. Um diese zu beschreiben, soll zuna¨chst ein Ausdruck fu¨r den Korrelationsoperator
fu¨r Spinsysteme angegeben werden. An Stelle von (2.5) kann man mit (2.19) allgemein
fu¨r den Korrelationsoperator fu¨r Quantenspinsysteme schreiben:
S =
∑
L
[L]C+L =
∞∑
l=1
Al mit Al ≡
∑
i1i2...il
[i1...il]s
+
i1
s+12 ...s
+
il
. (2.24)
In dieser Gleichung bezeichnet L = i1...il eine spezielle Spinkonfiguration und [L] =
[i1...il] den zugeho¨rigen Ket-Korrelationskoeffizienten. Die Summation la¨uft u¨ber alle
Gitterpla¨tze und beru¨cksichtigt so auch alle denkbaren Konfigurationen.
Folgende Schemata sind bei der Na¨herung von S gebra¨uchlich:
1. SUBn-Na¨herungsschema:
S =
n∑
l=1
Al. (2.25)
Diese Na¨herung beru¨cksichtigt alle Konfigurationen mit bis zu n Spinflips.
2. LSUBn-Na¨herungsschema:
L ∈ SUBn mit K(L) < n und K(L) = maxa,b=1...ld(ia, ib). (2.26)
In (2.26) ist d(i, j) der Abstand innerhalb der Konfiguration. Nach (2.26) werden
in der LSUBn-Na¨herung nur Konfigurationen beru¨cksichtigt, die in ein Gebiet
mit nicht mehr als n aneinander grenzenden Gitterpla¨tzen hineinpassen. LSUBn
ist eine Untermenge von SUBn.
3. SUBn−m-Na¨herungsschema:
L ∈ SUBn mit K(L) < m und K(L) = maxa,b=1...ld(ia, ib). (2.27)
Es werden in SUBn−m nur Konfigurationen beru¨cksichtigt, die in ein Gebiet
mit nicht mehr als m aneinander grenzenden Gitterpla¨tzen hineinpassen und
n-Spinflips nach dem SUBn-Na¨herungsschema beinhalten. Wie man diese Kon-
figurationen ermittelt, wird in Abschnitt 2.3.4 erkla¨rt. SUBn−m ist ebenfalls
eine Untermenge von SUBn. Fu¨r s = 1
2
und n = m sind das LSUBn- und
das SUBn−m-Na¨herungsschema identisch. Fu¨r die allgemeine Spinquantenzahl
s gilt: LSUBn = SUBn−m, falls n = 2 · s ·m.
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Die SUBn-Na¨herung wird in dieser Arbeit nicht verwendet, obwohl man wegen der
Einbindung von Spin-Spin-Wechselwirkungen u¨ber große Distanzen Vorteile bei der
Beschreibung von Phasenu¨berga¨ngen erwarten ko¨nnte. Anwendungen haben jedoch
gezeigt, dass die Gleichungen ab n > 2 zum einen schwierig zu finden sind und zum
anderen nicht gelo¨st werden konnten. Ein SUB4-Gleichungssystem fu¨r einen aniso-
tropen Heisenberg-Antiferromagneten (XXZ-Modell) wurde in [19] zwar angegeben,
eine vollsta¨ndige Lo¨sung ist jedoch bis auf die Untermenge LSUB4 noch nicht gelun-
gen. Auch wurde im Rahmen dieser Arbeit (Kapitel 4) das Verhalten des Ordnungs-
parameters mit wachsendem m in SUB2 − m untersucht und mit den Ergebnissen
aus den Na¨herungsstufen LSUBn verglichen. Fu¨r das gewa¨hlte Modell gilt hierbei
SUB2 − 2 = LSUB2 sowie SUB2 −∞ = SUB2. Insgesamt liegen die SUB2 − m-
Resultate fu¨r den Ordnungsparameter dicht beieinander und sind ab m > 10 nicht mehr
unterscheidbar. Die Genauigkeit der Ergebnisse ist mit den Resultaten in LSUB2 ver-
gleichbar. Eine deutliche Verbesserung der Genauigkeit findet man erst in den LSUB4-
Ergebnissen. Die Einbeziehung gro¨ßerer Cluster ist fu¨r eine genaue Bestimmung des
Ordnungsparameters (und damit fu¨r die Untersuchung von Quantenphasenu¨berga¨ngen)
demnach entscheidender als die Hinzunahme von Spin-Spin-Korrelationen u¨ber gro¨ßere
Absta¨nde9. Es wurden in [19] auch Kombinationen (SUBn+LSUBn) und Modifikatio-
nen (PSUBn) der Approximationsschemata betrachtet, allerdings konnten sich diese
nicht durchsetzen oder die erwarteten Verbesserungen in den Genauigkeiten wurden
nicht erreicht. Im Folgenden werden das LSUBn- und auch das SUBn−m-Na¨herungs-
schema weiter betrachtet. Beide Schemata erlauben eine sehr systematische Vergro¨ße-
rung der Na¨herungsstufe n, sind in konkreten Anwendungen wesentlich einfacher in
der Handhabung und besitzen den Vorteil, dass die entsprechenden Konfigurationen
und Gleichungssysteme unter Verwendung von Computeralgorithmen bestimmt und
iterativ gelo¨st werden ko¨nnen. Insbesondere ergibt sich dadurch die Mo¨glichkeit, sehr
systematisch und physikalisch motiviert hohe Na¨herungsstufen zu berechnen. Hierin
liegt auch der Grund fu¨r die hohe Genauigkeit, die mit der Methode erzielt werden
kann. Die Na¨herung durch Verwendung eines Approximationsschemas ist die einzige
Na¨herung innerhalb der CCM. Hier soll noch explizit angemerkt werden, dass es sich
bei der CCM, trotz der Beschra¨nkung auf Konfigurationen mit bestimmten Eigenschaf-
ten, von vornherein nicht um eine finite-size-Methode handelt. In diesem Sinne ist die
CCM automatisch eine Methode fu¨r unendliche Systeme.
2.3.3 A¨hnlichkeitstransformation
In den Gleichungen (2.11) und (2.13) ist der Hamilton-Operator in a¨hnlichkeitstrans-
formierter Form enthalten:
Hˆ = e−SHeS. (2.28)
Der Hamilton-Operator des Heisenberg-Modells beinhaltet Produkte von Einzelspin-
Operatoren der Form sαi s
β
j . Die A¨hnlichkeitstransformation kann man fu¨r die Bestand-
teile (s+, s−, sz) von H einzeln vornehmen, weil gilt:
e−Ssαi s
β
j e
S = e−Ssαi e
Se−Ssβj e
S. (2.29)
Um die Ket-Gleichung (2.11) aufzustellen, beno¨tigt man den Ausdruck
Hˆ|Φ〉 = e−SHeS|Φ〉. Unter Verwendung der Darstellung fu¨r den Ket-Korrelations-
9In [15] wurde eine vergleichbare Aussage fu¨r das J − J ′-Modell gefunden.
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operator (2.24) und bei Verwendung folgender Eigenschaften fu¨r die Einzelspin-Ope-
ratoren:
[szk, s
±
m]− = ±s±k δkm, [s+k , s−m]− = 2szkδkm, (2.30)
erha¨lt man die transformierten Einzelspin-Operatoren, unabha¨ngig von der Na¨herung
fu¨r S:
sˆ+k = s
+
k
sˆzk = s
z
k + Fks
+
k
sˆ−k = s
−
k − 2Fkszk −Gkks+k − F 2k s+k . (2.31)
Hier wurde beru¨cksichtigt, dass die Einzelspin-Operatoren sxi bzw. s
y
j auf ihre Darstel-
lung mittels Spinflip-Operatoren s+i bzw. s
−
j umgeschrieben werden ko¨nnen (2.23). Fu¨r
den Fall s = 1
2
ist Gkk = 0, weil (s
+)2| ↓〉 = 0. Die Na¨herung innerhalb der CCM kommt
zustande, indem man man in (2.31) nur eine bestimmte Anzahl von Summanden aus
den folgenden Operatoren [20] beru¨cksichtigt (k 6= m):
Fk ≡
∑
l=0
(l + 1)
∑
i1···il
[ki1 · · · il]s+i1 · · · s+il
Gkm ≡
∑
l=0
(l + 2)(l + 1)
∑
i1···il
[kmi1 · · · il]s+i1 · · · s+il
Mkmn ≡
∑
l=0
(l + 3)(l + 2)(l + 1)
∑
i1···il
[kmni1 · · · il]s+i1 · · · s+il
Nkmnp ≡
∑
l=0
(l + 4)(l + 3)(l + 2)(l + 1)
∑
i1···il
[kmnpi1 · · · il]s+i1 · · · s+il . (2.32)
Man schreibt anschließend den Ausdruck Hˆ|Φ〉 so auf, dass er keine Spinvernichtungs-
Operatoren entha¨lt. Dazu verwendet man folgende Kommutatoren:
[szk, Fm]− = Gkms
+
k
[s−k , Fm]− = −2Gkmszk −Mkkms+k
[szk, F
2
m]− = 2FmGkms
+
k
[szk, Gmn]− = Mkmns
+
k
[s−k , F
2
m]− = −2G2kms+k − 4FmGkmszk − 2FmMkkms+k
[szk,Mmnp]− = Nkmnps
+
k
[s−k , Gmn]− = −2Mkmnszk −Nkkmns+k , (2.33)
mit denen man die s−-Operatoren nach rechts verschieben kann und nutzt s−|Φ〉 = 0.
Mittels (2.31), (2.32) und (2.33) kann man die einzelnen Terme in H nach der A¨hn-
lichkeitstransformation, angewendet auf |Φ〉, aufschreiben. Dies soll an einem Beispiel
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dargestellt werden:
sˆ−k sˆ
−
m|Φ〉 = (s−k − 2Fkszk −Gkks+k − F 2k s+k )(s−m − 2Fmszm −Gmms+m − F 2ms+m)|Φ〉
= (s−k s
−
m − 2s−k Fmszm − s−kGmms+m − s−k F 2ms+m − 2Fkszks−m
+ 4Fks
z
kFms
z
m + 2Fks
z
kGmms
+
m + 2Fks
z
kF
2
ms
+
m −Gkks+k s−m
+ 2Gkks
+
k Fms
z
m +Gkks
+
kGmms
+
m +Gkks
+
k F
2
ms
+
m − F 2k s+k s−m
+ 2F 2k s
+
k Fms
z
m + F
2
k s
+
kGmms
+
m + F
2
k s
+
k F
2
ms
+
m)|Φ〉. (2.34)
Man verwendet nun die Kommutator-Relationen (2.33), um die Einzelspin-Operatoren
nach rechts zu verschieben. Die Gro¨ßen Fk, Gkm, Mkmn und Nkmnp beinhalten nur
Spinerzeugungs-Operatoren. Definitionsgema¨ß kommutieren diese mit den Erzeugungs-
Operatoren einzelner Spins s+. Man muss deswegen aus (2.34) mittels (2.33) nur die
folgenden Terme umformen:
− 2s−k Fmszm = 4Gkmszkszm + 2Mkkms+k szm − 2Fms−k szm
−s−kGmms+m = 2Mkmmszks+m +Nkkmms+k s+m −Gmms−k s+m
−s−k F 2ms+m = 2G2kms+k s+m + 2FmMkkms+k s+m + 4FmGkmszks+m − F 2ms−k s+m
4Fks
z
kFms
z
m = 4FkGkms
+
k s
z
m + 4FkFms
z
ks
z
m
2Fks
z
kGmms
+
m = 2FkMkmms
+
k s
+
m + 2FkGmms
+
k s
+
m
2Fks
z
kF
2
ms
+
m = 4FkFmGkms
+
k s
+
m + 2FkF
2
ms
z
ks
+
m. (2.35)
Setzt man die Terme aus (2.35) in (2.34) ein und streicht alle Terme mit Spinvernich-
tungs-Operatoren heraus, so erha¨lt man nach passender Umordnung:
sˆ−k sˆ
−
m|Φ〉 =
[
(4Gkm + 4FkFm)s
z
ks
z
m + (Nkkmm + 2G
2
km
+ 2FmMkkm + 4FkFmGkm +GkkGmm + 2FkMkmm
+GkkF
2
m +GmmF
2
k + F
2
kF
2
m)s
+
k s
+
m + (2Mkkm + 4FkGkm
+ 2FmGkk + 2FmF
2
k )s
+
k s
z
m + (2Mkmm + 4FmGkm
+ 2FkGmm + 2FkF
2
m)s
z
ks
+
m
]∣∣Φ〉. (2.36)
In (2.37) findet man eine U¨bersicht u¨ber alle Wechselwirkungsterme fu¨r die allgemeine
Spinquantenzahl s (k 6= m). Anzumerken ist, dass diese Ausdru¨cke nicht an spezielle
Na¨herungen gebunden sind. Sie gelten fu¨r alle Approximationsstufen. Der Hamilton-
Operator la¨sst sich somit ganz allgemein in seiner a¨hnlichkeitstransformierten Darstel-
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lung Hˆ|Φ〉 angeben.
sˆ−k sˆ
−
m|Φ〉 =
[
(4Gkm + 4FkFm)s
z
ks
z
m + (Nkkmm + 2G
2
km
+ 2FmMkkm + 4FkFmGkm +GkkGmm + 2FkMkmm
+GkkF
2
m +GmmF
2
k + F
2
kF
2
m)s
+
k s
+
m + (2Mkkm + 4FkGkm
+ 2FmGkk + 2FmF
2
k )s
+
k s
z
m + (2Mkmm + 4FmGkm
+ 2FkGmm + 2FkF
2
m)s
z
ks
+
m
]∣∣Φ〉
sˆ+k sˆ
−
m|Φ〉 = (−2Fms+k szm −Gmms+k s+m − F 2ms+k s+m)|Φ〉
sˆ−k sˆ
+
m|Φ〉 = (−2Fkszks+m −Gkks+k s+m − F 2k s+k s+m)|Φ〉
sˆzksˆ
z
m|Φ〉 = (szkszm +Gkms+k s+m + Fmszks+m + Fks+k szm + FkFms+k s+m)|Φ〉
sˆ+k sˆ
z
m|Φ〉 = (s+k szm + Fms+k s+m)|Φ〉
sˆzksˆ
+
m|Φ〉 = (szks+m + Fks+k s+m)|Φ〉
sˆ−k sˆ
z
m|Φ〉 =
[
(−Mkkm − 2FkGkm −GkkFm − F 2kFm)s+k s+m
− 2Gkmszks+m − 2FkFmszks+m −Gkks+k szm − F 2k s+k szm − 2Fkszkszm
]∣∣Φ〉
sˆzksˆ
−
m|Φ〉 =
[
(−Mkmm − 2FmGkm −GmmFk − FkF 2m)s+k s+m
− 2Gkms+k szm − 2FkFms+k szm −Gmmszks+m − F 2mszks+m − 2Fmszkszm
]∣∣Φ〉
sˆ+k sˆ
+
m|Φ〉 = s+k s+m|Φ〉. (2.37)
In (2.38) findet man eine U¨bersicht u¨ber alle Wechselwirkungsterme fu¨r den Spezialfall
s = 1
2
. Man erha¨lt diese Ausdru¨cke aus (2.37) unter Beru¨cksichtigung von sz|Φ〉 =
−1
2
|Φ〉 sowie der Tatsache, dass Gkm = Mkmn = Nkmnp = 0 werden, falls zwei der
Indizes u¨bereinstimmen. Die Gro¨ßen Gmm, Gkk,Mkkm,Mkmm und Nkkmm in (2.37) sind
somit fu¨r s = 1
2
Null. In (2.37) ko¨nnte man noch sz und s+ aneinander vorbei tauschen
(weil k 6= m) und sz|Φ〉 durch −s|Φ〉 ersetzen.
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Damit ergibt sich folgende U¨bersicht u¨ber die Wechselwirkungsterme fu¨r k 6= m und
s = 1
2
:
sˆ−k sˆ
−
m|Φ〉 =
[
(2G2km + 4FkFmGkm + F
2
kF
2
m)s
+
k s
+
m − (2GkmFm + FkF 2m)s+m
− (2GkmFk + F 2kFm)s+k +Gkm + FkFm
]∣∣Φ〉
sˆ+k sˆ
−
m|Φ〉 =
(−F 2ms+k s+m + Fms+k )|Φ〉
sˆ−k sˆ
+
m|Φ〉 =
(−F 2k s+k s+m + Fks+m)|Φ〉
sˆzksˆ
z
m|Φ〉 =
[
(Gkm + FkFm)s
+
k s
+
m −
1
2
Fks
+
k −
1
2
Fms
+
m +
1
4
]|Φ〉
sˆ+k sˆ
z
m|Φ〉 =
(
Fms
+
k s
+
m −
1
2
s+k
)|Φ〉
sˆzksˆ
+
m|Φ〉 =
(
Fks
+
k s
+
m −
1
2
s+m
)|Φ〉
sˆ−k sˆ
z
m|Φ〉 =
[
(−F 2kFm − 2FkGkm)s+k s+m + (Gkm + FkFm)s+m +
1
2
F 2k s
+
k −
1
2
Fk
]|Φ〉
sˆzksˆ
−
m|Φ〉 =
[
(−FkF 2m − 2FmGkm)s+k s+m + (Gkm + FkFm)s+k +
1
2
F 2ms
+
m −
1
2
Fm
]|Φ〉
sˆ+k sˆ
+
m|Φ〉 = s+k s+m|Φ〉. (2.38)
2.3.4 Approximation und Aufstellung des Ket-Gleichungssys-
tems
Wie im Abschnitt (2.3.2) angegeben, erfolgt die Umsetzung einer Na¨herung innerhalb
der CCM durch eine Beschra¨nkung auf bestimmte Spinkonfigurationen (z.B. Limi-
tierung der Anzahl der Spins pro Cluster oder Limitierung der Gro¨ße der Cluster).
Unter zusa¨tzlicher Beru¨cksichtigung von Gittersymmetrien verbleiben dann letztend-
lich sogenannte fundamentale Konfigurationen. Ein wichtiger Arbeitsschritt ist es, diese
fundamentalen Konfigurationen zu finden, was im Folgenden beschrieben werden soll.
Als Beispiel werden hierbei die fundamentalen Konfigurationen fu¨r das quadratische
Gitter (s = 1
2
) bis zur Na¨herungsstufe LSUB4 bestimmt. Die Beschreibung orientiert
sich dabei an der fu¨r diese Arbeit verwendeten analytischen Vorgehensweise10. Zuna¨chst
unterscheidet man zwischen verbundenen und unverbundenen Konfigurationen.
• verbundene Konfigurationen
Von jedem Gitterplatz gelangt man innerhalb der Konfiguration zu jedem anderen
Gitterplatz u¨ber na¨chste Nachbarn, ohne auf freie Felder zu treffen. Man nennt
diese Objekte je nach Zusammenhang auch lattice animals oder polyominoes11.
10Im fu¨r diese Arbeit verwendeten numerischen Programmpaket [5] zur Berechnung hoher Na¨he-
rungsstufen wird ein etwas effektiverer Algorithmus verwendet.
11Die Untersuchung solcher Formen auf regula¨ren Gittern (insbesondere das asymptotische Ver-
halten bei zunehmender Clustergro¨ße) sind Gegenstand aktueller Forschung. In diesem Sinne sind
die lattice animals bereits selbst Forschungsgegenstand in der Kombinatorik. Daru¨ber hinaus gibt
es zahlreiche wissenschaftliche Anwendungen (Zahlenpartitionierung, Polymer-Modellierung, Perko-
lationstheorie, Zellwachstumsprozesse,...), bei denen die lattice animals relevant werden. Mittlerweile
gibt es sehr effektive parallelisierte Algorithmen [21], mit denen die lattice animals bestimmt wer-
den ko¨nnen. In [22] ist z.B. die Anzahl der lattice animals fu¨r das Quadratgitter bis zur Clustergro¨ße
n = 56 zu Nla = 69 150 714 562 532 896 936 574 425 480 218 bestimmt. Fu¨r das Erreichen hoher CCM-
Na¨herungsstufen ist jedoch der Aufwand der Bestimmung der fundamentalen Konfigurationen weniger
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• unverbundene Konfigurationen
Man erha¨lt unverbundene Konfigurationen, indem man in den verbundenen Kon-
figurationen systematisch Gitterpla¨tze unberu¨cksichtigt la¨sst.
Zuna¨chst kann man zum Auffinden der mo¨glichen Konfigurationen ein rechtwinkli-
ges Dreieck (Abb.2.3) verwenden. Wie in der Abbildung dargestellt, numeriert man
alle Pla¨tze des Dreiecks. Man kann so jeder Konfiguration einen identifizierenden Zah-
lenwert zuordnen. In [15] wurde diese Vorgehensweise im Rahmen eines Computer-
progamms verwendet. Fu¨r analytische Bestimmungen der Konfigurationen beschra¨nkt
man sich jedoch nur auf niedrigste Na¨herungsstufen, so dass man auf die Numerierung
auch verzichten kann.
10 2 3
4 5 6
7 8
9
Abbildung 2.3: Beispiel fu¨r ein Begrenzungsdreieck auf dem quadratischen Gitter mit
der Seitenla¨nge n = 4; in diesem Dreieck gibt es n(n+1)
2
numerierte Gitterpla¨tze. Die
Kreise kennzeichnen die Spins einer verbundenen Konfiguration mit drei Spins. Der
Zahlenwert der Konfiguration betra¨gt: 24 + 25 + 26 = 112 (im Exponenten steht jeweils
die Platznummer der (eingekreisten) Spins, die zu einer Konfiguration geho¨ren).
Die weitere Vorgehensweise soll am quadratischen Gitter in der Na¨herungsstufe LSUB4
gezeigt werden, wenn als Modellzustand der Ne´el-Zustand verwendet wird.
1. Ohne Beru¨cksichtigung irgendwelcher Symmetrien bestimmt man nacheinander
alle Formen mit k Gitterpla¨tzen (man beginnt u¨blicherweise bei k = 1) und
durch Hinzufu¨gen eines na¨chsten Nachbarn alle Formen mit k+ 1 Gitterpla¨tzen.
Diesen Vorgang wiederholt man, bis man die fu¨r die Na¨herungsstufe vorgegebene
Maximalgro¨ße erreicht hat (hier k = 4).
2. Die unter Punkt 1 ermittelten Konfigurationen werden darauffolgend den fu¨r
das Modell entsprechenden Symmetrietransformationen unterworfen. Die dar-
aus hervorgehenden transformierten Konfigurationen werden unter Beachtung
der Translationssymmetrie ins Begrenzungsdreieck verschoben und miteinander
verglichen.
Sind unter Beru¨cksichtigung der Symmetrien zwei oder mehrere Konfigurationen auf-
einander abbildbar, so wird nur eine von ihnen (mit dem kleinsten Zahlenwert) weiter
verwendet. Eine Liste aller verbundenen Konfigurationen des gewa¨hlten Beispiels gibt
Abb. 2.4. Die unverbundenen Konfigurationen erha¨lt man nun, indem man aus den ver-
entscheidend, da das iterative Lo¨sen der (nichtlinearen) Gleichungssysteme oft schon bei vergleichbar
kleiner Clustergro¨ße (n ≈ 12 fu¨r zweidimensionale Systeme) gegenwa¨rtig durch die Rechnerkapazita¨ten
(Speicher) limitiert wird (hierzu auch siehe Anhang A.2).
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Abbildung 2.4: Verbundene Konfigurationen fu¨r das quadratische Spin-1
2
-Gitter in
LSUB4; die Konfigurationen wurden fortlaufend numeriert, die vollen Kreise sym-
bolisieren die Position eines Spins.
bundenen Konfigurationen systematisch Gitterpla¨tze entfernt. Fu¨r diese benutzt man
ebenfalls die zuvor beschriebene Vorgehensweise. Sie ko¨nnen allerdings nur dann zu
einer fundamentale Konfiguration werden, wenn sie neu sind. La¨sst man z.B. aus 2
(Abb. 2.4) einen Gitterplatz weg, so erha¨lt man 1, also keine neue Konfiguration.
Eine U¨bersicht u¨ber die unverbundenen Konfigurationen beinhaltet Abbildung 2.5.
Es wurden somit fu¨r den Grundzustand 17 Konfigurationen bestimmt, die auch un-
ter Beru¨cksichtigung aller Gittersymmetrien verschieden sind. In Abha¨ngigkeit von
der speziellen Wahl des Modellzustandes verschwinden fu¨r einige dieser Konfigura-
tionen daru¨ber hinaus die Korrelationskoeffizienten (sie za¨hlen somit ebenfalls nicht
zu den fundamentalen Konfigurationen). Die z-Komponente des totalen Spins szT =∑
i s
z
i (Summe u¨ber alle Gitterpla¨tze) kommutiert mit dem Hamilton-Operator des
Heisenberg-Modells. Wa¨hlt man, wie im Beispiel, als CCM-Modellzustand den Ne´el-
Zustand, so kann man szT explizit erhalten, weil der Ne´el-Zustand ein Eigenzustand von
szT ist. Man verwendet fu¨r den Grundzustand nur Konfigurationen, die keine A¨nde-
rung von szT in Bezug auf den Ne´el-Modellzustand bewirken. s
z
A(B),T sei die totale
z-Komponente fu¨r Spins im A(B) Untergitter. Fu¨r das transformierte szT folgt dann
(Ne´el-Zustand):
s
′z
T = s
z
B,T − szA,T . (2.39)
Letzteres bedeutet also, dass fu¨r jede Konfiguration die Anzahl der Spinflips im A-
Untergitter gleich der Anzahl der Spinflips im B-Untergitter sein muss. Fu¨r s = 1
2
tragen so im Grundzustand alle Konfigurationen mit einer ungeraden Anzahl von be-
teiligten Gitterpla¨tzen nichts bei. Nimmt man also als letztes die szT -Erhaltung hinzu,
so tragen nur die Konfigurationen 2,6,7,8,9,13 und 16 etwas bei, weil bei ihnen die
Zahl der zu beru¨cksichtigenden Gitterpla¨tze pro Untergitter gleich groß ist. Man erha¨lt
somit fu¨r das Spin-1
2
Quadratgitter in LSUB4 7 fundamentale Konfigurationen.
Fu¨r Spins mit s > 1
2
kann man prinzipiell genauso vorgehen, muss allerdings beachten,
dass nun mehr als ein Erzeugungsoperator auf einen Gitterplatz wirken kann, ohne
dass ein verschwindender Beitrag entsteht. Fu¨r s = 1
2
ist (s−)2| ↑〉 = 0, womit folgt,
dass nicht zwei oder mehrere Operatoren zum gleichen Gitterplatz geho¨ren du¨rfen. Fu¨r
s = n
2
(n ∈ N , n > 1) wa¨re z.B. erst (s+)n+1| ↓〉 = 0 und es du¨rften somit prinzipiell n-
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Abbildung 2.5: Liste der unverbundenen Konfigurationen fu¨r das quadratische Spin-1
2
-
Gitter in LSUB4.
Erzeugungs-Operatoren mit n > 1 auf den gleichen Gitterplatz wirken. Damit wa¨chst
die Anzahl der fundamentalen Konfigurationen innerhalb einer Na¨herungsstufe auch
mit dem Spin s an. Abbildung 2.6 zeigt als Beispiel die 30 fundamentalen Konfigura-
tionen fu¨r das quadratische Spin-1-Gitter in LSUB4 (fu¨r Spin s = 3
2
gibt es bereits 77
fundamentale Konfigurationen).
1 2 3 4 5 6
7 8 9 10 11 12
13 14 15 16 17 18
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Abbildung 2.6: Liste der fundamentalen Konfigurationen fu¨r das quadratische Spin-
1-Gitter in LSUB4. Auf einen grauen Gitterplatz wirkt ein und auf einen schwarzen
Gitterplatz wirken zwei Erzeugungs-Operatoren.
Fu¨r jede der so bestimmten fundamentalen Konfigurationen gibt es genau eine Ket-
Gleichung. Um diese dann zu lo¨sen, werden in e−SHeS|Φ〉 (vgl. 2.37 bzw. 2.38) dieje-
nigen s+-Terme ausgewa¨hlt, deren Indizes mit denen der Konfiguration [i1...il] u¨ber-
einstimmen. Wegen:
〈Φ|s−i s+j |Φ〉 = δij, (2.40)
erha¨lt man so die Terme der Gleichung, die etwas beitragen. Da die Anzahl k der
s−-Operatoren nach der Wahl der Na¨herungsstufe feststeht, braucht man in den Aus-
dru¨cken aus (2.38) nur die Terme fu¨r den a¨hnlichkeitstransformierten Hamilton-Opera-
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tor (2.29) zu verwenden, die ebenfalls insgesamt nur k s+-Operatoren beinhalten. Ein
Beitrag entsteht nur, wenn die Vernichtungsoperatoren der Konfiguration die Wirkung
der Erzeugungs-Operatoren aus dem a¨hnlichkeitstransformierten Hamilton-Operator
auf den Modellzustand |Φ〉 ru¨ckga¨ngig machen.
Die Ket-Gleichungen bilden, wie bereits angegeben, ein nichtlineares Gleichungssys-
tem fu¨r die Ket-Korrelationskoeffizienten {aL} der fundamentalen Konfigurationen,
was numerisch gelo¨st wird.
2.3.5 Grundzustandsenergie
Die Grundzustandsenergie wird nach (2.9) berechnet. Im a¨hnlichkeitstransformierten
Hamilton-Operator e−SHeS|Φ〉 sind nur die Terme relevant, die keine Spinerzeugungs-
Operatoren enthalten (in (2.9) sind im Unterschied zu den Ket-Gleichung auch keine
Vernichtungs-Operatoren enthalten). Der Ausdruck fu¨r die Grundzustandsenergie ist
u¨ber das Spinmodell hinausgehend nur von den Ket-Korrelationskoeffizienten [k] und
[km] abha¨ngig und fu¨r jede Approximation gleich. Lediglich der numerische Wert fu¨r
die Korrelationskoeffizienten a¨ndert sich mit der Na¨herungsstufe, womit sich auch der
Wert fu¨r die Grundzustandsenergie a¨ndert.
2.3.6 Aufstellung des Bra-Gleichungssystems
Um einen beliebigen Erwartungswert, wie z.B. einen Ordnungsparameter, zu bestim-
men, beno¨tigt man neben dem Ket-Zustand auch den Bra-Zustand. Hierzu formt man
(2.13) geeignet um [15].
Startpunkt der U¨berlegungen sei der Ausdruck fu¨r den Erwartungswert des Hamilton-
Operators:
H¯ = 〈Ψ˜|H|Ψ〉 = 〈Φ|S˜e−SHeS|Φ〉. (2.41)
Setzt man in diese Gleichung den Ausdruck fu¨r den Korrelationsoperator des Bra-
Zustandes
S˜ = 1 +
∑
l
∑
i1...il
[˜i1...il]s
−
i1
...s−il (2.42)
ein, so folgt:
H¯ = 〈Φ|e−SHeS|Φ〉+
∑
l
∑
i1...il
[˜i1...il]〈Φ|s−i1 ...s−il e−SHeS|Φ〉. (2.43)
Der erste Term stellt die Grundzustandsenergie dar, der zweite beinhaltet die Ket-
Gleichung, die im Grundzustand Null ergibt. Die Summe in (2.43) la¨uft u¨ber das ge-
samte Gitter. Steht N fu¨r die Anzahl der Gitterpla¨tze, so folgt fu¨r N → ∞, dass
sie unendlich viele Summanden beinhaltet, unabha¨ngig von der gewa¨hlten Na¨herung.
Will man (2.43) dennoch zur Berechnung der Bra-Korrelationskoeffizienten benutzen,
so muss ein Weg gefunden werden, diese unendliche Summe und die endliche Zahl
der Koeffizienten der LSUBn-Na¨herung zu verbinden. Dazu nutzt man aus, dass es
innerhalb einer Na¨herungsstufe nur eine endliche Anzahl (Nf ) von fundamentalen Kon-
figurationen gibt. Demzufolge sind auch nur Nf Koeffizienten [i1...il] und [˜i1...il] fu¨r den
Ket-Zustand bzw. Bra-Zustand voneinander verschieden. Diese verschiedenen Korre-
lationskoeffizienten werden nun mit Lr bzw. L˜r bezeichnet. Der Index r kennzeichnet
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die zugeho¨rige fundamentale Konfiguration, welche nr Gitterpla¨tze beinhaltet. Inner-
halb einer Na¨herungsstufe LSUBn sollen diese Koeffizienten fu¨r jede fundamentale
Konfiguration genau einmal geza¨hlt werden. Fu¨r jedes Lr (bzw. L˜r) gibt es jedoch
Nνr(nr!) gleichartige Konfigurationen auf dem Gitter. Man erha¨lt diesen Ausdruck
unter Einbeziehung der Translationssymmetrie (N), der Punktsymmetrie (νr) und der
Beru¨cksichtigung der Permutationen der Spinindizes (nr!). Deswegen kann man fu¨r die
Koeffizienten in S˜ (2.42) schreiben:
∑
l
∑
i1...il
[˜i1...il] =
Nf∑
r=1
Nνr(nr!)L˜r. (2.44)
Ein analoger Ausdruck gilt fu¨r die Ket-Koeffizienten (ohne Tilde). Mit den Abku¨rzun-
gen ar ≡ Lr, a˜r ≡ νr(nr!)L˜r und mit Kr = Kr(a1, a2, ...) = 0 als Ket-Gleichung fu¨r die
r-te Konfiguration folgt eingesetzt in (2.43):
H¯ = E¯ +N
Nf∑
r=1
a˜rKr, (2.45)
oder spezifisch pro Gitterplatz:
H¯∗ = E¯∗ +
Nf∑
r=1
a˜rKr. (2.46)
Leitet man (2.46) nach den ai ab und beru¨cksichtigt die Ket-Gleichung, so erha¨lt man
ein lineares Gleichungssystem von Nf Gleichungen fu¨r die Bra-Korrelationskoeffizien-
ten a˜r in Abha¨ngigkeit von den Ket-Korrelationskoeffizienten ar:
∂H¯∗
∂ai
= 0 =
∂E¯∗
∂ai
+
Nf∑
r=1
a˜r
∂Kr
∂ai
. (2.47)
(2.47) benutzt man letztendlich zur Berechnung der Bra-Korrelationskoeffizienten.
2.3.7 CCM fu¨r den angeregten Zustand
In den vorangegangenen Abschnitten wurde der Formalismus der CCM fu¨r den Grund-
zustand beschrieben. Nun soll kurz eine Vorgehensweise angegeben werden, wie man
prinzipiell die CCM auch fu¨r angeregte Zusta¨nde verwenden kann [15, 23, 24]. Die Be-
trachtungen beziehen sich hierbei wie beim Grundzustand auf Spins mit s ≥ 1
2
.
Da es hier zahlreiche Analogien zu den Betrachtungen beim Grundzustand gibt, kann
dieser Abschnitt somit etwas ku¨rzer gefasst werden.
Den Ket-Zustand des angeregten Zustandes erha¨lt man durch Anwendung eines linea-
ren Operators X auf den Ket-Grundzustand |Ψ〉:
|Ψe〉 = XeS|Φ〉, X =
∑
L6=0
[L]eC
+
L =
∑
i1
[i1]es
+
i1
+
∑
i1i2
[i1i2]es
+
i1
s+i2 + · · · . (2.48)
In (2.48) ist |Ψe〉 der angeregte Ket-Zustand und [i1...il]e bezeichne die Korrelations-
koeffizienten dieses angeregten Zustandes. Eine Anregung entsteht hier dadurch, dass
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die Anwendung von Spinflip-Operatoren auf den Grundzustand angeregte Zusta¨nde
beschreiben. Die Definitionen von X (2.48) und S (2.24) sind formal identisch. Fu¨r
den Operator X muss man analog zum Grundzustand ein Approximationsschema ver-
wenden. Man benutzt hierbei dieselbe Na¨herung wie fu¨r den Grundzustand. Fu¨r beide
werden auch fundamentale Konfigurationen bestimmt, allerdings auf verschiedene Wei-
se (siehe Ende dieses Abschnittes). Im Folgenden soll eine Eigenwertgleichung abgeleitet
werden, mit der man die Differenz zwischen Grundzustandsenergie und der Anregungs-
energie ermitteln kann.
Die Eigenwertgleichung fu¨r den Hamilton-Operator im angeregten Zustand lautet:
H|Ψe〉 = Ee|Ψe〉. (2.49)
Da X und S kommutieren, folgt wegen (2.5):
e−SHXeS|Φ〉 = EeX|Φ〉 und e−SXHeS|Φ〉 = EX|Φ〉. (2.50)
Bezeichne nun  = Ee−E die Differenz zwischen der Energie des angeregten Zustandes
Ee und der Grundzustandsenergie E, so folgt:
X|Φ〉 = e−S[H,X]−eS|Φ〉. (2.51)
Auf diese Gleichung wird nun 〈Φ|s−j1 ...s−jl angewendet, wobei j1...jl eine fundamentale
Konfiguration des angeregten Zustandes sei:
〈Φ|s−j1 ...s−jleX|Φ〉 = e〈Φ|s−j1 ...s−jl
∑
i1...il
[i1...il]es
+
i1
...s+il |Φ〉 = e(l!)[i1...il]e. (2.52)
Damit gilt auch:
(l!)[i1...il]e = 〈Φ|s−j1 ...s−jle−S[H,X]−eS|Φ〉. (2.53)
(2.53) ist linear in X und in den [i1...il]. Bezeichnet der Index r die Konfiguration
j1...jl und x
e
r den zugeho¨rigen Koeffizienten des angeregten Zustandes, so kann man
schreiben:
Nef∑
i=1
Rrix
e
i ≡ 〈Φ|s−j1 ...s−jle−S[H,X]−eS|Φ〉. (2.54)
N ef ist die Anzahl der fundamentalen Konfigurationen des angeregten Zustandes. Die
Gro¨ßen Rri ha¨ngen nicht von den {xer} ab, sondern nur von den Ket-Korrelations-
koeffizienten des Grundzustandes. Es la¨sst sich also mit (2.53) auch schreiben:
(nr!)x
e
r =
Nef∑
i=1
Rrix
e
i . (2.55)
Hierbei handelt es sich um eine Eigenwertgleichung fu¨r die Eigenwerte . Viele Aus-
sagen, die in den vorangegangenen Abschnitten zum Grundzustand getroffen wurden,
lassen sich leicht auf den angeregten Zustand verallgemeinern. Die Na¨herung bei der
Untersuchung erster Anregungen kommt zustande, indem man nur eine bestimmte
29
Anzahl von Summanden aus den folgenden Operatoren [24] beru¨cksichtigt:
Pk ≡
∑
l=0
(l + 1)
∑
i1···il
[ki1 · · · il]es+i1 · · · s+il
Qkm ≡
∑
l=0
(l + 2)(l + 1)
∑
i1···il
[kmi1 · · · il]es+i1 · · · s+il
Rkmn ≡
∑
l=0
(l + 3)(l + 2)(l + 1)
∑
i1···il
[kmni1 · · · il]es+i1 · · · s+il
Tkmnp ≡
∑
l=0
(l + 4)(l + 3)(l + 2)(l + 1)
∑
i1···il
[kmnpi1 · · · il]es+i1 · · · s+il . (2.56)
Diese Operatoren fu¨r den angeregten Zustand entsprechen den Operatoren (2.32) fu¨r
den Grundzustand. Zuna¨chst wird e−S[H,X]−eS|Φ〉 wieder so umgeformt, dass nur
noch Spinerzeugungs-Operatoren enthalten sind. Dazu verwendet man die nu¨tzlichen
Kommutatoren [24]:
[szk, X]− = Pks
+
k
[s−k , X]− = −2Pkszk −Qkks+k
[szk, Pm]− = Qkms
+
k
[szk, Qmn]− = Rkmns
+
k
[szk, P
2
m]− = 2PmQkms
+
k
[s−k , Pm]− = −2Qkmszk −Rkkms+k
[s−k , P
2
m]− = −2Q2kms+k − 2PmRkkms+k − 4PmQkmszk
[szk, Rmnp]− = Tkmnps
+
k
[s−k , Qmn]− = −2Rkmnszk − Tkkmns+k , (2.57)
verschiebt analog zur Vorgehensweise beim Grundzustand die s−-Operatoren nach
rechts und nutzt s−|Φ〉 = 0. Man bestimmt damit die Wechselwirkungsterme fu¨r den
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angeregten Zustand, mit denen die Gleichungen (2.54) aufgestellt werden ko¨nnen:
e−S[szi s
z
j , X]e
S|Φ〉 = (Pis+i szj + PiFjs+i s+j + Pjs+j szi + PjFis+i s+j +Qijs+i s+j )|Φ〉
e−S[szi s
+
j , X]e
S|Φ〉 = (Pis+i s+j )|Φ〉
e−S[szi s
−
j , X]e
S|Φ〉 = (−2PiFjs+i szj − PiGjjs+i s+j − PiF 2j s+i s+j − 2Pjszi szj − 2PjFjs+j szi
−2PjFis+i szj − 2PjGijs+i s+j − 2PjFiFjs+i s+j − 2Qijs+i szj
−2QijFjs+i s+j −Qjjs+j szi −QjjFis+i s+j −Rijjs+i s+j )|Φ〉
e−S[s+i s
z
j , X]e
S|Φ〉 = (Pjs+i s+j )|Φ〉
e−S[s−i s
z
j , X]e
S|Φ〉 = (−2PjFis+j szi − PjGiis+i s+j − PjF 2i s+j s+i − 2Piszi szj − 2PiFjs+j szi
−2PiFis+i szj − 2PiGijs+i s+j − 2PiFiFjs+i s+j − 2Qijs+j szi
−2QijFis+i s+j −Qiis+i szj −QiiFjs+i s+j −Riijs+i s+j |Φ〉
e−S[s+i s
−
j , X]e
S|Φ〉 = (−2Pjs+i szj −Qjjs+i s+j − 2PjFjs+i s+j )|Φ〉
e−S[s−i s
+
j , X]e
S|Φ〉 = (−2Pis+j szi −Qiis+i s+j − 2PiFis+i s+j )|Φ〉
e−S[s+i s
+
j , X]e
S|Φ〉 = 0|Φ〉
e−S[s−i s
−
j , X]e
S|Φ〉 = (4PiFjszi szj + 4PiGijs+i szj + 2PiGjjs+j szi + 2PiMijjs+i s+j
+4PiFiFjs
+
i s
z
j + 4PiFjGijs
+
i s
+
j + 2PiFiGjjs
+
i s
+
j + 2PiFiF
2
j s
+
i s
+
j
+2PiF
2
j s
+
j s
z
i + 2QiiFjs
+
i s
z
j +QiiGjjs
+
i s
+
j +QiiF
2
j s
+
i s
+
j
+4Qijs
z
i s
z
j + 4QijFjs
+
j s
z
i + 4QijFis
+
i s
z
j + 4QijGijs
+
i s
+
j
+4QijFiFjs
+
i s
+
j + 2Riijs
+
i s
z
j + 2RiijFjs
+
i s
+
j + 2Rijjs
+
j s
z
i
+2RijjFis
+
i s
+
j + Tiijjs
+
i s
+
j + 4PjGijs
+
j s
z
i + 2PjMiijs
+
i s
+
j
+4PjFis
z
i s
z
j + 4PjFiFjs
+
j s
z
i + 2PjGiis
+
i s
z
j + 2PjGiiFjs
+
i s
+
j
+2PjF
2
i s
+
i s
z
j + 2PjF
2
i Fjs
+
i s
+
j + 4PjFiGijs
+
i s
+
j + 2QjjFis
+
j s
z
i
+QjjGiis
+
i s
+
j +QjjF
2
i s
+
i s
+
j )|Φ〉
e−S[szi , X]e
S|Φ〉 = (Pis+i )|Φ〉
e−S[s−i , X]e
S|Φ〉 = (−2Piszi −Qiis+i − 2PiFis+i )|Φ〉
e−S[(szi )
2, X]eS|Φ〉 = (2Pis+i szi +Qii(s+i )2 + Pi(s+i )2 + 2PiFi(s+i )2)|Φ〉
e−S[s+i , X]e
S|Φ〉 = 0|Φ〉. (2.58)
Fu¨r den Spezialfall s = 1
2
ko¨nnte man (2.58) (erneut vergleichbar zur Vorgehensweise
beim Grundzustand) vereinfachen. Die Gro¨ßen Qkm, Rkmn und Tkmnp verschwinden,
falls jeweils zwei der Indizes u¨bereinstimmen. Man erkennt in (2.58), dass die Terme
die Operatoren (2.56) (im Unterschied zur Situation beim Grundzustand) nur linear
enthalten.
Der sich nun anschließende Formalismus verla¨uft wie beim Ket-Gleichungssystem. Aus
den a¨hnlichkeitstransformierten Termen e−S[H,X]−eS|Φ〉 ergibt sich ein Beitrag, wenn
die Anordnung (Indizes) der in diesen Termen enthaltenen Erzeugungs-Operatoren mit
denen der Konfiguration j1...jl der Vernichtungs-Operatoren (2.54) u¨bereinstimmen.
Hat man alle Terme mit einem Beitrag zum angeregten Zustand gefunden, so kann
man die Matrix Rri aufstellen und die Eigenwertgleichung lo¨sen. Um das Energiegap
zu berechnen, wird der kleinste Eigenwert aus (2.55) ausgewa¨hlt 12. In den folgenden
12Die Eigenwerte mu¨ssen nicht zwingend reell sein, weil die Matrix Rri nicht symmetrisch ist.
Die Erfahrung zeigt jedoch, dass die Eigenwerte in den bisher untersuchten Gittern und in allen
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Kapiteln wird dieser kleinste Eigenwert (und damit das Spingap) mit  gekennzeichnet.
Abschließend sollen noch einige Bemerkungen angegeben werden, wie man die funda-
mentalen Konfigurationen des angeregten Zustands (an einem s = 1
2
Beispielsystem)
bestimmt. Wie beim Grundzustand, fu¨hrt man Schritt 1 und 2 durch (siehe Abschnitt
3.3) und erha¨lt alle fundamentalen Konfigurationen ohne Beru¨cksichtigung der szT -
Erhaltung. Zur Bestimmung der niedrigsten Anregungsenergie (unter Verwendung des
Ne´el-Zustandes als CCM-Modellzustand) verwendet man nur Konfigurationen, welche
die z-Komponente von szT in Bezug auf den Modellzustand um ±1 a¨ndern. Hierbei
kann man jene Konfigurationen gleich setzen, die eine A¨nderung von szT um +1 und
solche, die eine A¨nderung um −1 bewirken. Grund dafu¨r ist, dass beide Konfigurati-
onstypen wegen einer Spiegelsymmetrie a¨quivalent sind13. Man beru¨cksichtigt also nun
alle Konfigurationen, fu¨r welche die Zahl der Spins im A- und B-Untergitter genau um
1 verschieden sind. Abbildung 2.7 veranschaulicht diese Konfigurationen am Beispiel
des isotropen s = 1
2
-Quadratgitters in LSUB4.
1 2 3
4 5 6
Abbildung 2.7: U¨bersicht u¨ber die fundamentalen Konfigurationen fu¨r das quadratische
Gitter (s = 1
2
) im ersten Anregungszustand in der Na¨herungsstufe LSUB4 fu¨r den
Ne´el-Zustand als CCM-Modellzustand. Die vollen Kreise symbolisieren die Position
eines Spins.
2.3.8 Extrapolation der CCM-Resultate
Die CCM-Ergebnisse sind bei geeignetem Modellzustand fu¨r n → ∞ (n ist die Na¨he-
rungsstufe) exakt, was sich jedoch nicht erreichen la¨sst. Die CCM-LSUBn-Resultate
sind fu¨r die Grundzustandsenergie oft schon sehr gut14, dennoch sind fu¨r die Verbes-
serung der Genauigkeit anderer Gro¨ßen Gesetzma¨ßigkeiten interessant, wie sich diese
Ergebnisse im Grenzu¨bergang n→∞ verhalten. Gegenwa¨rtig steht noch keine Theorie
zur Verfu¨gung, wie die einzelnen LSUBn-Resultate mit n skalieren. Fu¨r verschiedene
in dieser Arbeit untersuchten physikalischen Gro¨ßen (z.B. Energie, Magnetisierung,
Na¨herungsstufen reell sind.
13Die Vorgehensweise bei Verwendung nichtkollinearer Modellzusta¨nde (vgl. z.B. Kapitel 4) ist ein
offenes Problem.
14Die Ergebnisse hoher LSUBn sind mit den genauesten Ergebnissen anderer Methoden vergleichbar
und z.T. besser; siehe auch [15].
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Energiegap, Suszeptibilita¨ten) gibt es hierzu jedoch mittlerweile zahlreiche empirische
Anhaltspunkte und auch praktische Erfahrung [25, 26, 27, 28, 29, 30, 31]. In dieser
Arbeit werden verschiedene Ansa¨tze fu¨r eine Extrapolation der LSUBn-Resultate ver-
wendet, die im Wesentlichen auf zwei verschiedenen mathematischen Funktionsystemen
beruhen15:
1. “Ansatz mit offenem Exponenten”
Dieser Ansatz geht davon aus, dass der Entwicklung der CCM-Resultate ein
Zusammenhang entsprechend (2.59) zugrunde liegt. Bezeichnet man die Werte
fu¨r die Grundzustandsenergie, die Magnetisierung oder fu¨r das Energiegap mit
yi und mit xi =
1
n
die LSUBn- bzw. SUBn − n-Na¨herungsstufe, so sucht man
den besten Fit an die Wertepaare mit der Funktion:
yi = a0 + a1x
a2
i Extrapolation1. (2.59)
Der Wert von a0 wird dann als der extrapolierte Wert fu¨r n→∞ angesehen.
2. “polynomialer Ansatz”
Bei Verwendung von diesem Ansatz wird der Entwicklung der CCM-Resultate
ein Zusammenhang entsprechend (2.60) zugrunde gelegt.
yi = b0 + b1x
1
i + b2x
2
i Extrapolation2. (2.60)
Bezeichnet yi die Grundzustandsenergie, so fittet man yi u¨ber xi =
1
n2
(n =
Na¨herungsstufe). Falls yi die Magnetisierung, die Suszeptibilita¨t (siehe Kapitel 5
und Kapitel 6) oder das Spingap bezeichnet, so fittet man yi u¨ber xi =
1
n
. Bei
Verwendung dieses Approximationsschemas ist dann b0 der extrapolierte Wert
fu¨r n→∞.
Allgemein begru¨nden kann man diese Extrapolationsansa¨tze dadurch, dass sie die Er-
gebnisse fu¨r die verschiedenen Na¨herungsstufen LSUBn gut wiedergeben, d.h. die
mittleren quadratischen Abweichungen zwischen den extrapolierten Kurven und den
einzelnen Resultaten klein sind. Ein weiteres Argument fu¨r die Verwendung der Ex-
trapolation (2.60), findet man bei der Betrachtung der extrapolierten Daten der in
Kapitel 3 untersuchten puren Modelle (lineare Kette, isotropes Quadratgitter) (siehe
Tabellen 3.1, 3.2, 3.3 und 3.4). Dort findet man eine gute U¨bereinstimmung mit den
Ergebnissen aus exakten Rechnungen (Bethe-Ansatz fu¨r die lineare s = 1
2
-Kette) und
mit den Ergebnissen anderer, fu¨r diese Modelle sehr genauen analytischen (SWT) bzw.
numerischen Methoden (QMC, DMRG). Des Weiteren sind in [33] die volle SUB2-
Approximation und SUB2−m-Rechnungen an einem Heisenberg-Antiferromagneten
auf einem quadratischen Gitter fu¨r den allgemeinen Spin s durchgefu¨hrt worden. Es
war mo¨glich, die Art und Weise zu ermitteln, wie sich die SUB2−m-Resultate mit m
entwickeln. Man fand interessanterweise, dass z.B. die Grundzustandsenergie E linear
15Fu¨r die in dieser Arbeit durchgefu¨hrten CCM-Rechnungen unter Verwendung des SUBn − m-
Na¨herungsschemas werden dieselben Extrapolationsansa¨tze verwendet. In dieser Arbeit werden nur
die SUBn − m-Resultate fu¨r den Spezialfall n = m extrapoliert. Unterschiede zwischen den Na¨he-
rungsschemata ergeben sich dann nur fu¨r s > 12 (vgl. Abschnitt 2.3.2). Spezielle Untersuchungen [32]
haben gezeigt, dass fu¨r nicht zu großem Spin s die Anzahl der fundamentalen Konfigurationen in
SUBn− n deutlich kleiner als fu¨r LSUBn ist, wobei die Unterschiede zwischen den Ergebnissen oft
kleiner als ein Prozent sind.
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mit 1
m2
und die Magnetisierung linear mit 1
m
skalieren (vgl. auch [34]). Fu¨r die Extra-
polation der LSUBn-Ergebnisse (man beachte hier die unterschiedliche Bedeutung der
Indizes m und n) wurden ebenfalls diese Ansa¨tze zugrunde gelegt und fu¨hren somit
auch auf (2.60). Demzufolge ko¨nnen diese Betrachtungen ebenfalls als ein Argument
fu¨r die Verwendung der angegebenen Extrapolation interpretiert werden.
Bei Systemen mit einem Ordnungs-Unordnungs-Phasenu¨bergang erwies sich die Ex-
trapolation mit einem offenen Exponenten (2.59) als vorteilhaft [27, 29, 35], was mo¨gli-
cherweise damit zusammenha¨ngt, dass sich in der Na¨he des kritischen Punktes der
Exponent durchaus a¨ndern kann. Die Extrapolationen auf der Grundlage eines poly-
nomialen Ansatzes (2.60) fu¨hrten dagegen oft auf zu große kritische Werte, weil sie
die Parameterregion mit magnetischer Fernordnung u¨berscha¨tzen [28, 29, 36, 37]. Un-
tersuchungen des Exponenten (a2) von (2.59) bei der Extrapolation des Ordnungs-
parameters (Magnetisierung) zeigen, dass dieser fu¨r viele Modelle in der Na¨he des
Phasenu¨bergangs nahe bei a2 = 0.5 liegt. Eine Extrapolation der Magnetisierung nach
(2.59) kann allerdings im kritischen Punkt (Ordnungs-Unordnungs-Phasenu¨bergang)
trotz der grundsa¨tzlichen Eignung dieses Extrapolationsansatzes problematisch sein.
Es bietet sich dann durchaus an, (wie z.B. in [31]) innerhalb der Extrapolation den
Exponenten bei a2 = 0.5 zu fixieren und einen weiteren Term ho¨herer Ordnung in
1
n
hinzunehmen:
M(n) = c0 +
(
1
n
) 1
2
(
c1 + c2
1
n
)
Extrapolation3. (2.61)
Speziell fu¨r die Extrapolation des Ordnungsparameters wird deshalb in folgenden Ka-
piteln zusa¨tzlich (2.61) verwendet.
Die Erfahrung zeigt auch, dass die extrapolierten Werte oft besser sind, wenn man die
Ergebnisse der niedrigsten sinnvollen Na¨herungsstufen (LSUB2 oder SUB2− 2) nicht
mit einbezieht. Offenbar ist die Beschreibung der Physik in diesen Na¨herungsstufen
doch recht ungenau. Eine Besta¨tigung dieser Aussage findet man auch in den extrapo-
lierten Daten der in Kapitel 3 betrachteten Modelle (siehe Tabellen 3.1, 3.2, 3.3 und
3.4).
2.3.9 Lo¨sungsrezept fu¨r Spinsysteme
Dieser Abschnitt beinhaltet eine zusammengefasste Darstellung der durchzufu¨hrenden
Einzelschritte fu¨r CCM-Rechnungen an Spinsystemen.
Diese Schritte sind:
1. Wahl eines geeigneten Modellzustandes |Φ〉.
2. Durchfu¨hrung einer Koordinatentransformation (2.20) fu¨r den Modellzustand
entsprechend Abschnitt 2.3.1; Einsetzen der Transformationsgleichungen in den
Hamilton-Operator des Systems. Man erha¨lt den transformierten Hamilton-Ope-
rator H ′.
3. Durchfu¨hrung der A¨hnlichkeitstransformation des Hamilton-Operators gema¨ß Ab-
schnitt 2.3.3.
4. Finden der fundamentalen Konfigurationen unter Beru¨cksichtigung der Na¨he-
rungsstufe SUBn−m; Aufstellen und Lo¨sen der Ket-Gleichung (2.11) sowie Be-
stimmung der Ket-Korrelationskoeffizienten.
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5. Berechnung der Grundzustandsenergie (2.9), der Bra-Korrelationskoeffizienten
(2.47) und der Erwartungswerte (2.14).
6. Finden der fundamentalen Konfigurationen unter Beru¨cksichtigung der Na¨he-
rungsstufe SUBn−m fu¨r den angeregten Zustand; Berechnung des Energiegaps
(2.55).
7. Extrapolation der Ergebnisse unter Verwendung eines geeigneten Extrapolations-
ansatzes entsprechend Abschnitt 2.3.8, falls fu¨r eine Extrapolation eine ausrei-
chende Anzahl an Na¨herungsstufen berechnet werden konnte.
Die Schritte 4-6 beinhalten das Aufstellen und Lo¨sen von nichtlinearen bzw. linearen
Gleichungssystemen, was in dieser Arbeit mit einem speziellen Computerprogramm
[5] gemacht wurde. Mit den so berechneten Koeffizienten lassen sich alle am Sys-
tem messbaren Gro¨ßen berechnen (2.14). Anzumerken ist noch, dass der Rechenauf-
wand, die Gleichungssysteme aufzustellen und zu lo¨sen, stark fu¨r ho¨here LSUBn und
(SUBn−m)-Approximationen ansteigt. Die Ho¨he der noch berechenbaren Na¨herungs-
ordnung richtet sich dabei nach der Leistungsfa¨higkeit der verwendeten Rechner.
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Kapitel 3
Einfache lineare Kette und
einfaches Quadratgitter
In diesem Kapitel wird der Heisenberg-Antiferromagnet (HAFM) auf der einfachen li-
nearen Kette und dem einfachen isotropen Quadratgitter betrachtet. Der Quantenspin
s kann hierbei die Werte s = 1
2
oder s = 1 annehmen. Ziel dieses Kapitels ist es, fu¨r
diese Standardmodelle State-of-the-Art-CCM-Ergebnisse zu pra¨sentieren und diese mit
den besten in der Literatur verfu¨gbaren Daten anderer Methoden zu vergleichen.
Im Fall der linearen Kette existiert mit der Bethe-Lo¨sung [4] fu¨r s = 1
2
ein exaktes
Resultat, so dass sich die Genauigkeit der CCM absolut ermitteln la¨sst. Fu¨r den Fall
s = 1 kann die Vorgehensweise des Bethe-Ansatzes nicht appliziert werden, jedoch fehlt
fu¨r die mittlerweile akzeptierten numerischen Ergebnisse lediglich ein theoretischer Be-
weis. Insbesondere die DMRG-Daten [42] ko¨nnen hier als sehr genau angesehen wer-
den. Die Abweichung vom exakten Wert, z.B. fu¨r die Grundzustandsenergie, wird mit
±4 · 10−13 abgescha¨tzt. Fu¨r die Magnetisierung und fu¨r das Spingap sind die Fehler-
toleranzen immerhin noch in der Gro¨ßenordnung ±10−10. Fu¨r den Antiferromagneten
auf dem Quadratgitter gibt es ebenfalls keine exakte Lo¨sung, dennoch wurde dieses
Modell mit zahlreichen Methoden analytisch und numerisch untersucht. Das Grundzu-
standsverhalten des Heisenberg-Modells auf dem Quadratgitter gilt als gesichert und
die CCM-Ergebnisse ko¨nnen mit den Resultaten der anderen Methoden verglichen wer-
den1. Weitere Informationen zu beiden Spinsystemen entha¨lt auch das Kapitel 4, wo
der Einfluss einer Zwischenkettenkopplung beim U¨bergang von einer zu zwei Dimen-
sionen an (frustrierten) gekoppelten Spinketten untersucht wird.
Im Kapitel 2 wurde festgestellt, dass die erreichbare Genauigkeit der CCM von der
ho¨chsten noch berechenbaren Na¨herungsstufe und von der Verwendung einer geeigneten
Extrapolation abha¨ngig ist. Die Gu¨te der Extrapolation profitiert von der zunehmen-
den Erfahrung bei der Anwendung der CCM zur Berechnung von Erwartungswerten
an Quantenspinsystemen. Da sich fu¨r die hier betrachteten einfachen Modellsysteme
die Berechnungen bis zu sehr hohen Na¨herungsstufen durchfu¨hren lassen (lineare Ket-
te bis LSUB18 (s = 1
2
) bzw. SUB14-14 (s = 1), Quadratgitter bis LSUB12 (s = 1
2
)
bzw. SUB10-10 (s = 1)), stehen zur Extrapolation ausreichend viele Datenpunkte zur
Verfu¨gung. Die hier durchgefu¨hrten Untersuchungen geben zum einen u¨ber die Eig-
nung der spezifischen Extrapolationen Aufschluss und die Abweichungen zwischen den
extrapolierten Werten ko¨nnen zum anderen als Toleranz in der Genauigkeit der CCM
1Eine gute U¨bersicht findet man in [1] und den darin enthaltenen Referenzen.
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interpretiert werden. Die Ho¨he der erreichbaren Na¨herungsstufe selbst wird im Wesent-
lichen durch die Leistungsfa¨higkeit der verfu¨gbaren Computersysteme und durch das
verwendete numerische Programmpaket bestimmt. Letzteres wurde in den vergange-
nen Jahren erheblich optimiert und fu¨r moderne Parallelrechner adaptiert. Mittlerweile
lassen sich zahlreiche Erwartungswerte auch fu¨r sehr komplexe Spinsysteme berechnen.
Je nach Modell kann die Parallelisierung bis zu einigen 104 CPU nahezu optimal sein.
In praktischen Anwendungen wurde die Na¨herungsstufe letztendlich durch den zur
Verfu¨gung stehenden Hauptspeicher limitiert.
Einen U¨berblick u¨ber die Programmstruktur, die Berechnungsmo¨glichkeiten physikali-
scher Gro¨ßen, den Speicherverbrauch und u¨ber das Skalierungsverhalten bei Multipro-
zessorsystemen findet man im Anhang A. Dort wird auch kurz auf offene Problemstel-
lungen und numerische Schwierigkeiten hingewiesen und ein Ausblick auf zuku¨nftige
Erweiterungsmo¨glichkeiten gegeben.
Zur besseren U¨bersicht werden die Ergebnisse hier tabellarisch aufgelistet. Fu¨r die
vier Heisenberg-Antiferromagneten (Kette und Quadratgitter mit jeweils s = 1
2
und
s = 1) wurden hierbei die Grundzustandsenergie E, die Untergittermagnetisierung
M , die niedrigste Anregungsenergie 2, die Anzahl der fundamentalen Konfigurationen
fu¨r den Grund- und Anregungszustand Nf , N

f , die Anzahl der Terme in den Ket-
Gleichungen NT , N

T und der ungefa¨hre Speicherverbrauch RAM
3 in den jeweiligen
Na¨herungsstufen SUBn-n eingetragen. Daru¨ber hinaus wurden die Grundzustands-
energie E, die Untergittermagnetisierung M und die niedrigste Anregungsenergie 
nach (2.59) und (2.60) extrapoliert. Fu¨r die Magnetisierung M wurde eine zusa¨tzliche
Extrapolation nach (2.61) durchgefu¨hrt. Die Extrapolationsergebnisse sind ebenfalls in
den entsprechenden Tabellen zu finden. Zuzu¨glich zu den CCM-Ergebnissen wurden
Vergleichsdaten anderer Vielteilchen-Methoden eingetragen. Fu¨r alle hier untersuchten
Modelle wurde der Ne´el-Zustand als CCM-Modellzustand verwendet.
3.1 Spin-12- und Spin-1-HAFM auf der linearen Ket-
te
Eine detaillierte Diskussion eindimensionaler Spinsysteme findet man in [38] und den
dort enthaltenen Referenzen. Hier sollen lediglich kurz zu Auswertungszwecken die we-
sentlichen Eigenschaften beschrieben werden.
Beide hier untersuchten eindimensionalen Heisenberg-Antiferromagnete besitzen kei-
nen ferngeordneten Grundzustand. Von feldtheoretischen Untersuchungen her ist be-
kannt, dass fu¨r eindimensionale Spinsysteme die Korrelationsfunktionen fu¨r ganzzah-
ligen Spin s exponentiell und fu¨r halbzahligen Spin s algebraisch abfallen. Demnach
lassen Quantenfluktuationen auch bei T = 0 bei eindimensionalen Systemen keine
Ne´el-Ordnung zu, jedoch ist T = 0 fu¨r halbzahligen Spin s gerade der kritische Punkt.
Daraus schlussfolgert man, dass der Grundzustand fu¨r Ketten mit halbzahligem Spin
na¨her an der Ne´el-Ordnung liegt, als fu¨r solche mit ganzzahligem Spin. Ein weiterer Un-
2Die Erweiterungen des CCM-Programmcodes [5] zur Bestimmung des Spingaps wurden von D.J.J.
Farnell erst gegen Ende der Fertigstellung dieser Arbeit programmiert. Die hier durchgefu¨hrten Be-
rechnungen fu¨hren auf z.T. noch unpublizierte Resultate. Zur Validierung der Daten wurden diese mit
Ergebnissen analytischer und anderer numerischer Berechnungen verglichen.
3Bei der Angabe des Speicherverbrauches wird der IEC-Empfehlung von 1996 gefolgt und die
Zehnerpotenz verwendet, d.h. z.B. 1kB=1000B.
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Abbildung 3.1: Darstellung der Extrapolation1 (2.59) und der Extrapolation2 (2.60)
fu¨r die Grundzustandsenergie der Spin-1
2
-Kette unter Verwendung der LSUB4-
LSUB18-Daten. Man beachte, dass beide Kurven nahezu identisch sind. Fu¨r den
Grenzfall n → ∞ erwartet man E ∼ 1
n2
. Die Skalierung der n-Achse wurde entspre-
chend dieser Erwartungshaltung gewa¨hlt.
terschied zwischen s = 1
2
- und s = 1-Spinketten zeigte sich auch bei der Untersuchung
der niedrigsten Anregungen. Fu¨r Ketten mit halbzahligem Spin sind die Spinanregun-
gen gaplos, wa¨hrend es fu¨r solche mit ganzzahligem Spin ein Spingap (damit ist hier
die Lu¨cke zwischen der Energie des Singulett-Zustandes und der Energie des Triplett-
Anregungszustandes gemeint) gibt. Die Gro¨ße des sogenannten Haldane-Gaps betra¨gt
hierbei ≈ 0.4105J [1, 39].
Die Ergebnisse aus den einzelnen Na¨herungsstufen, die extrapolierten CCM-Resultate
sowie Vergleichsresultate anderer Methoden (nur fu¨r s = 1) sind in den Tabellen 3.1
(s = 1
2
) und 3.2 (s = 1) eingetragen. Betrachtet man nun die gefundenen CCM-
Resultate fu¨r die Grundzustandsenergie E beider Spinketten, so findet man in den
CCM-SUBn-n-Daten mit zunehmender Na¨herungsstufe SUBn-n bereits eine gute
U¨bereinstimmung mit dem exakten Ergebnis (fu¨r s = 1
2
) bzw. mit den Ergebnissen
anderer Methoden (fu¨r s = 1)4. Nach einer passenden Extrapolation ist diese U¨berein-
stimmung sehr gut. In Abbildung 3.1 sind die Extrapolationen nach (2.59) und (2.60)
auf der Grundlage der LSUB4-LSUB18-Daten fu¨r s = 1
2
graphisch dargestellt. Fu¨r
das asymptotische Verhalten n → ∞ erwartet man E ∼ 1
n2
, weswegen die Skalie-
rung der n-Achse in Abbildung 3.1 entsprechend dieser Erwartungshaltung gewa¨hlt
wurde. Die Funktionsgleichungen zu den Extrapolationen wurden ebenfalls angegeben.
Man erkennt an der nach (2.59) extrapolierten Funktion, dass der offene Exponent
durch die Anpassung an die Datenpunkte nahe beim erwarteten Wert (−2) liegt. An
den Koeffizienten der nach (2.60) extrapolierten Funktion erkennt man ebenfalls die
starke Dominanz des quadratischen Terms. An den extrapolierten Daten fu¨r s = 1
2
4Es sei hier daran erinnert, dass fu¨r s = 12 die Na¨herungsschemata SUBn-n und LSUBn identisch
sind. Im Folgenden werden bei Betrachtung von s = 12 -Systemen beide Ausdru¨cke synonym verwendet.
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Abbildung 3.2: Darstellung der Extrapolation1 (2.59), der Extrapolation2 (2.60) und
der Extrapolation3 (2.61) fu¨r die Magnetisierung der Spin-1
2
-Kette unter Verwendung
der LSUB4-LSUB18-Daten. Fu¨r den Grenzfall n → ∞ erwartet man M ∼ 1√
n
. Die
Skalierung der n-Achse wurde entsprechend dieser Erwartungshaltung gewa¨hlt.
und fu¨r s = 1 erkennt man auch, dass alle hier zum Vergleich verwendeten Extra-
polationsansa¨tze fu¨r die Grundzustandsenergie gute Ergebnisse liefern, obgleich die
Abweichungen zwischen den extrapolierten Ergebnissen im Falle der s = 1-Kette et-
was gro¨ßer sind. Fu¨r die Untergittermagnetisierung beider Ketten erwartet man den
Wert M = 0, was von den CCM-SUBn-n-Daten relativ schlecht wiedergegeben wird.
Sind die Abweichungen in den niedrigsten Na¨herungsstufen noch betra¨chtlich, so er-
kennt man zumindest eine starke Abnahme der Magnetisierung M mit Zunahme der
Na¨herungsstufe SUBn-n. Gute U¨bereinstimmung der Magnetisierung M mit dem er-
warteten Wert M = 0 erha¨lt man nach einer entsprechenden Extrapolation zumindest
fu¨r s = 1
2
. In Abbildung 3.2 sind die Extrapolationen nach (2.59), (2.60) und (2.61) auf
der Grundlage der LSUB4-LSUB18-Daten fu¨r s = 1
2
graphisch dargestellt. Fu¨r das
asymptotische Verhalten n→∞ der Magnetisierung erwartet man M ∼ 1√
n
. Die Ska-
lierung der n-Achse in Abbildung 3.2 wurde entsprechend dieser Erwartung gewa¨hlt.
Analog zur Grundzustandsenergie wurden die Funktionsgleichungen zu den Extrapo-
lationen ebenfalls angegeben. Man erkennt an der nach (2.59) extrapolierten Funktion,
dass der offene Exponent durch die Extrapolation der Datenpunkte nahe beim erwar-
teten Wert (−0.5) liegt. An der nach (2.61) extrapolierten Funktion erkennt man an
den Koeffizienten ebenfalls die starke Dominanz des Wurzelterms. Man stellt ebenfalls
fest, dass die Extrapolation (2.59) hierbei (relativ gesehen) das schlechteste Resultate
liefert, da der dominierende Term der Ordnung 1
n
ist, man allerdings ein Verhalten
entsprechend 1√
n
fu¨r n→∞ erwartet. Die Extrapolationen nach (2.59) und (2.61) im
direkten Vergleich zueinander sind auch in Abbildung 4.20 im Abschnitt 4.4 dargestellt.
Negative Werte fu¨r M sind hierbei als starker Hinweis auf M = 0 zu interpretieren.
Das erwartete Resultat M = 0 wird von den Extrapolationen fu¨r die s = 1-Kette im
direkten Vergleich zur s = 1
2
-Kette weniger deutlich bestimmt. Zuna¨chst erkennt man
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Abbildung 3.3: Darstellung der Extrapolation1 (2.59) und der Extrapolation2 (2.60)
fu¨r das Spingap der Spin-1
2
-Kette unter Verwendung der LSUB4-LSUB18-Daten. Fu¨r
den Grenzfall n→∞ erwartet man  ∼ 1
n
. Die Skalierung der n-Achse wurde entspre-
chend dieser Erwartungshaltung gewa¨hlt.
an den Extrapolation2-Daten eine Besta¨tigung der Aussage, dass die Ergebnisse ohne
Einbeziehung des Wertes der niedrigsten Na¨herungsstufe besser sind. Die Ergebnisse
der Extrapolation1 liefern betragsma¨ßig große negative und damit sehr unphysikalische
Werte fu¨r M und wurden ausgelassen. Die fu¨r die Extrapolation der Magnetisierung
spezialisierte Extrapolation3 liefert dagegen betragsma¨ß kleine negative Werte, die hier
als einen Hinweis auf M = 0 interpretiert werden ko¨nnen. Insgesamt ist dennoch offen-
bar die Magnetisierung der s = 1-Kette durch Extrapolation schwieriger zu ermitteln.
Ursache hierfu¨r sind die unterschiedlichen Eigenschaften beider Systeme. Fu¨r die s = 1
2
-
Kette ist der verwendete Modellzustand (Ne´el-Zustand) offensichtlich besser geeignet,
da diese zwar nicht ferngeordnet ist, sich fu¨r T = 0 aber gerade im kritischen Punkt
befindet. Die s = 1-Kette befindet sich nicht im kritischen Punkt, sondern weit in
der ungeordneten Phase. Im Abschnitt 4.4 wird z.B. gezeigt, dass fu¨r dieses System
im Gegensatz zum s = 1
2
-Quadratgitter eine endliche Zwischenkettenkopplung zum
zweidimensionalen Gitter fu¨r Fernordnung notwendig ist. Dies kann auch als Grund
angesehen werden, weswegen auch die Grundzustandsenergie fu¨r s = 1
2
genauer be-
stimmt wurde.
Unterschiedliches Verhalten beider Ketten wird nun bei der Bestimmung des Spin-
gaps erwartet. Fu¨r s = 1
2
erwartet man den Wert  = 0 und fu¨r s = 1 den Wert
 ≈ 0.41 (Haldane-Gap, J ≡ 1), welche durch die CCM-SUBn-n-Daten, wie im Fall
der Magnetisierung M , nur unzureichend wiedergegeben werden. Eine Darstellung der
Extrapolationen nach (2.59) und (2.60) auf der Grundlage der LSUB4-LSUB18-Daten
fu¨r das Spingap der s = 1
2
-Kette zeigt Abbildung 3.3. Fu¨r das Spingap erwartet man
als asymptotisches Verhalten n → ∞ den Zusammenhang  ∼ 1
n
. Die Skalierung der
n-Achse in Abbildung 3.3 wurde dementsprechend gewa¨hlt. Man erkennt an der nach
(2.59) extrapolierten Funktion, dass der offene Exponent durch die Anpassung an die
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Datenpunkte zum Spingap nahe beim erwarteten Wert (−1) liegt. An der nach (2.60)
extrapolierten Funktion erkennt man an den Koeffizienten ebenfalls die starke Domi-
nanz des linearen Terms. Alle Extrapolationen der s = 1
2
-Kette liefern Werte fu¨r das
Spingap, die sehr Nahe bei Null liegen und besta¨tigen die Erwartungen.
Das Haldane-Gap der s = 1-Kette kann durch keine der hier verwendeten Extrapola-
tionen quantitativ wiedergegeben werden. Unter den angegebenen Extrapolationen ist
die Extrapolation2 fu¨r eine Extrapolation des Spingaps am besten begru¨ndet. Diese
Extrapolation liefert gerade etwa die Ha¨lfte des Spingaps. Als Ursache ist hier eben-
falls, wie bei der Magnetisierung, die Wahl des Modellzustandes zu nennen. Mit diesem
werden Anregungen u¨ber den, ohnehin selbst schon ungenau beschriebenen, Grundzu-
stand ermittelt. Dennoch ist positiv festzuhalten, dass die CCM ein endliches Spingap
fu¨r die s = 1-Kette findet und damit zumindest qualitativ korrekt ist.
Zwar gibt eine Betrachtung der CCM-SUBn-n-Daten Anlass zur Vermutung, dass sich
die Ergebnisse aus noch ho¨heren Na¨herungsstufen SUBn-n in der Na¨he von  = 0.4 be-
finden werden, dennoch muss hier als Fazit festgehalten werden, dass die CCM mit dem
Ne´el-Zustand als Modellzustand im Rahmen der hier durchgefu¨hrten Untersuchungen
keine genaue quantitative Aussage zum Spingap liefern kann.
In den Tabellen 3.1 (s = 1
2
) und 3.2 (s = 1) wurde die Zahl der fundamentalen Konfigu-
rationen fu¨r die jeweils na¨chstho¨here Na¨herungsstufe berechnet. Auf der Grundlage der
Werte der darunterliegenden Na¨herungsstufen wurden die Termzahlen der Gleichungs-
systeme und der Speicherverbrauch fu¨r die Speicherung dieser Terme abgescha¨tzt. Die
Vorgehensweise bei dieser Abscha¨tzung wird im Anhang A.2 beschrieben. Die auf diese
Weise ermittelten Gro¨ßen spiegeln den kumulierten Ressourcenbedarf weitergehender
Berechnungen wider.
3.2 Spin-12- und Spin-1-HAFM auf dem Quadratgit-
ter
Eine detaillierte Diskussion zweidimensionaler Spinsysteme findet man in [1] und den
dort enthaltenen Referenzen. Erneut sollen nun lediglich kurz zu Auswertungszwecken
die wesentlichen Eigenschaften des s = 1
2
- und des s = 1-Quadratgitters beschrieben
werden.
Obwohl es fu¨r einen langreichweitig geordneten Grundzustand des s = 1
2
-Antiferro-
magneten auf dem Quadratgitter keinen expliziten Beweis gibt, gilt diese Annahme
aus zahlreichen numerischen Untersuchungen heraus jedoch als gesichert. Quanten-
fluktuationen beeinflussen dennoch den Grundzustand und fu¨hren zu einer Reduktion
des klassischen Ordnungsparameters auf etwa 60% [1]. Der Grundzustand beider Gitter
(s = 1
2
, s = 1)5 besitzt des Weiteren kein Spingap (im thermodynamischen Limes) [1].
Die Ergebnisse aus den einzelnen Na¨herungsstufen, die extrapolierten CCM-Resultate
sowie einige verfu¨gbare Vergleichsresultate anderer Methoden sind in den Tabellen 3.3
(s = 1
2
) und 3.4 (s = 1) eingetragen. Die CCM-Resultate fu¨r die Grundzustands-
energie E beider Quadratgitter konvergieren bereits in den CCM-SUBn-n-Daten mit
zunehmender Na¨herungsstufe SUBn-n recht schnell. Eine sehr gute U¨bereinstimmung
mit den Ergebnissen anderer Methoden erha¨lt man nach einer Extrapolation. Fu¨r die
5Das Haldane-Gap der Spin-1-Ketten beginnt sich bei Hinzunahme einer Zwischenkettenkopplung
zu schließen und ist Null bei J⊥ & 0.06 [40].
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Untergittermagnetisierung erwartet man von M = 0 verschiedene Werte, da sowohl
das s = 1
2
- als auch das s = 1-Quadratgitter einen ferngeordneten Grundzustand be-
sitzen. Die CCM-SUBn-n-Daten sind hier jedoch als relativ ungenau zu betrachten.
Gute U¨bereinstimmung der Magnetisierung M mit den Ergebnissen anderer Methoden
erha¨lt man ebenfalls nach einer entsprechenden Extrapolation. Erneut zeigt sich, dass
die extrapolierten Werte fu¨r das s = 1-Quadratgitter ungenauer sind, was hier jedoch
auf die kleinere Zahl an CCM-SUBn-n-Datenpunkten zuru¨ckzufu¨hren ist. Wertet man
die Abweichungen zwischen den Extrapolationen als methodischen Fehler, so sind auch
hier nennenswerte Abweichungen zu verzeichnen. Insgesamt kann man die Resultate
der CCM im Vergleich zu den Ergebnissen anderer Methoden jedoch als genau be-
zeichnen. War das zu erwartende Verhalten des s = 1
2
- und des s = 1-Quadratgitters in
Bezug auf das Spingap verschieden, so sollten fu¨r beide Gitter die Werte fu¨r das Gap
verschwinden. Dies wird, wie bei der Magnetisierung, durch die CCM-SUBn-n-Daten
nur unzureichend wiedergegeben. Man erkennt jedoch eine signifikante Abnahme der
Gro¨ße des Gaps mit zunehmender Na¨herungsstufe. Interpretiert man wiederum kleine
negative Werte fu¨r das Spingap als einen Hinweis auf  = 0, so stimmen die extrapo-
lierten Werte gut mit den Erwartungen u¨berein. Die Extrapolation (2.59) liefert fu¨r
das Energiegap des s = 1
2
-Quadratgitters sehr unphysikalische Werte. Sie wurden in
Tabelle 3.3 deshalb nicht eingetragen.
In den Tabellen 3.3 (s = 1
2
) und 3.4 (s = 1) wurden, wie fu¨r die eindimensionalen Mo-
delle, die Zahl der fundamentalen Konfigurationen fu¨r die jeweils na¨chstho¨here Na¨he-
rungsstufe berechnet. Auf der Grundlage der Werte der darunterliegenden Na¨herungs-
stufen wurden die Termzahlen der Gleichungssysteme und der Speicherverbrauch fu¨r
die Speicherung dieser Terme abgescha¨tzt. Die Vorgehensweise bei dieser Abscha¨tzung
wird ebenfalls im Anhang A.2 beschrieben. Die auf diese Weise ermittelten Gro¨ßen
spiegeln den kumulierten Ressourcenbedarf weitergehender Berechnungen an diesen
zweidimensionalen Modellen wider.
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Kapitel 4
Das quasi-eindimensionale
J1-J2-Modell
In den vergangenen Jahren waren niederdimensionale frustrierte Quantenmagnete Ge-
genstand intensiver theoretischer und experimenteller Forschung; zum einen als Modelle
zum Studium des Einflusses von Quantenfluktuationen und Frustration auf die magne-
tische Ordnung im Grundzustand (T = 0) und zum anderen wegen der reichhaltigen
Phasendiagramme und der interessanten Physik, die in diesen Systemen zu finden ist
[1, 38, 39].
In diesem Kapitel liegt das Hauptaugenmerk besonders auf drei Spezialfa¨llen des be-
trachteten Quantenspinsystems, welche mit der Wahl des entsprechenden CCM-Modell-
zustandes zusammenha¨ngt. Hierbei wurden auch unterschiedliche Fragestellungen auf-
gestellt, weswegen diese Fa¨lle zuna¨chst ausfu¨hrlich motiviert werden sollen.
Frustriertes quasi-1d Quantenspinsystem in SUB2-3; Spiral-Zustand
Frustrierte eindimensionale J1-J2-Heisenberg-Modelle wurden in der Vergangenheit de-
tailliert untersucht (siehe z.B. [38]). Als Realisierungen dieser Systeme sind experi-
mentell insbesondere die sogenannten edge-shared chain cuprates interessant, zu wel-
chen unter anderem LiVCuO4, LiCu2O2, NaCu2O2, Li2ZrCuO4 und Li2CuO2 geho¨ren
[48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58]. Von den genannten Materialien sind Li2ZrCuO4
und Li2CuO2 wegen ihrer Na¨he zum quantenkritischen Punkt besonders interessant
[56, 58]. Das frustrierte eindimensionale J1-J2-Heisenberg-Modell dient hier als ein-
fachstes Modell zur theoretischen Beschreibung.
Im klassischen Fall findet man einen Phasenu¨bergang zweiter Ordnung von einer kolli-
nearen Phase (ferromagnetisch oder antiferromagnetisch) zu einer Phase mit spiralarti-
gen Korrelationen entlang der J1-J2-Ketten, charakterisiert durch einen Spiralwinkel α.
Im klassischen Fall ist sowohl dieser Winkel, als auch der Phasenu¨bergangspunkt nicht
von der Zwischenkettenkopplung J⊥ abha¨ngig. Dennoch wurden z.B. in [59, 60] ein
klassischer Zusammenhang zwischen den Spin-Spin-Kopplungen und dem Spiralwin-
kel verwendet, um die Wahl eindimensionaler Parameter, welche mittels local-density
approximation (LDA) [59] und durch fitten von χ(T )-Daten [60] bestimmt wurden,
zu rechtfertigen. Da auf diese Weise jedoch relevante Quanteneffekte vernachla¨ssigt
werden, ist diese Vorgehensweise nicht sehr u¨berzeugend. In realen Materialien kann
jedoch eine weitere Kopplung zwischen den Ketten (u¨ber den reinen eindimensionalen
Grenzfall hinausgehend) relevant sein. Die Existenz spiralartig geordneter Phasen bei
tiefen Temperaturen unterstreicht die Notwendigkeit der Einbeziehung von J⊥.
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Wa¨hrend es zahlreiche Publikationen zum Verhalten des eindimensionalen Systems gibt
[61, 62, 63, 64, 65, 66], wurden die um J⊥ erweiterten Modelle weit weniger bzw. der
Einfluss von J⊥ auf den Spiralwinkel im Quantenfall αqu bisher nicht untersucht. Im
Abschnitt 4.3 wird deshalb ein frustriertes quasi-eindimensionales (bis hin zum u¨ber
den quasi-eindimensionalen Fall hinausgehendes zweidimensionales) Spin-1
2
-System un-
tersucht. Das Hauptaugenmerk liegt dabei auf der Betrachtung des Einflusses der Zwi-
schenkettenkopplung J⊥.
Die theoretische Beschreibung frustrierter Systeme im Allgemeinen ist dabei nicht tri-
vial. Man kann zwar in besonderen Fa¨llen exakte Grundzusta¨nde finden (hierzu siehe
[61, 67, 68, 69]), dennoch ist die methodische Auswahl durch die Dimension und die
Frustration eingeschra¨nkt. Details hierzu wurden ausfu¨hrlich im Abschnitt 2.2 angege-
ben. Hier soll deshalb nur eine stichpunktartige Diskussion erfolgen. Die QMC leidet
wegen der Frustration unter dem Vorzeichenproblem. Die DMRG konnte zuna¨chst er-
folgreich zur Untersuchung spiralartiger Korrelationen in 1d-Systemen verwendet wer-
den [62, 64], ist allerdings derzeitig auch auf 1d-Systeme beschra¨nkt. Die ED, welche in
[65] zur Untersuchung des Spiralwinkels verwendet wurde, wa¨re auf sehr kleine System-
gro¨ßen limitiert, wenn eine endliche Zwischenkettenkopplung hinzugenommen wird. Die
lineare SWT kann keine Quantenkorrekturen zum klassischen Spiralwinkel liefern1. Die
CCM ist keiner dieser Einschra¨nkungen unterworfen. Der eindimensionale Fall dieses
Modells wurde bereits im Rahmen der CCM (zusammen mit der DMRG) untersucht
[62]. Die Na¨herungsstufe wurde dabei auf SUB2-3 limitiert, dennoch stimmen die ge-
fundenen Ergebnisse gut mit den Resultaten der DMRG u¨berein. Im Abschnitt 4.3
wird die CCM-Na¨herungsstufe entsprechend der Vorgehensweise in [62] auf SUB2-3
beschra¨nkt, jedoch wird das zugrundeliegende Modell um eine Zwischenkettenkopp-
lung J⊥ erweitert.
Innerhalb dieser Na¨herungsstufe werden nur Konfigurationen beru¨cksichtigt, die maxi-
mal zwei Spins auf einem Gebiet von drei Gitterpla¨tzen beinhalten. SUB2-3 ist dabei
die erste Na¨herungsstufe, die alle Wechselwirkungen beru¨cksichtigt.
Vorteile dieser Einschra¨nkung ergeben sich im numerischen Aufwand. Dieses Modell
beinhaltet zwei echte Parameter (J2 und J⊥) und zusa¨tzlich kann sich J1 im Vorzeichen
unterscheiden. Fu¨r alle Parameterkombinationen sind innerhalb der CCM, lineare sowie
nichtlineare Gleichungssysteme aufzustellen und zu lo¨sen. Dieser Aufwand wa¨chst sehr
schnell mit der Na¨herungsstufe und damit auch der Gesamtaufwand bei der Untersu-
chung eines gegebenen Problems. Des Weiteren kann das Gleichungssystem in SUB2-3
fu¨r alle Parameterwerte geschlossen analytisch bestimmt werden, was in Abschnitt 4.2
ausfu¨hlich als Beispielrechnung angegeben wird. Als Nachteil der Beschra¨nkung auf
SUB2-3 ist zu nennen, dass die Mo¨glichkeiten der CCM durch Betrachtung hoher
Na¨herungsstufen und anschließender Extrapolation nicht ausgescho¨pft werden ko¨nnen.
Die hierzu bestimmten Resultate wurden in [70] publiziert.
Frustriertes quasi-1d Quantenspinsystem; Ne´el-Zustand
Wichtige Eigenschaften des eindimensionalen Heisenberg-Antiferromagneten wurden
bereits im Kapitel 3 genannt. Hier erfolgt erneut eine kurze Auflistung wichtiger Ei-
genschaften zum Zwecke der besseren Lesbarkeit dieses Abschnittes.
Unabha¨ngig vom Spin s ist der eindimensionale Heisenberg-Antiferromagnet auch im
1Solche Quantenkorrekturen zum klassischen Spiralwinkel kann man z.B. im Rahmen der
Schwinger-Boson Molekularfeld-Theorie durch 1/S-Entwicklung erhalten. In [71] wurde ein a¨hnliches
(aber nicht identisches) Modell frustrierter gekoppelter Ketten untersucht.
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Grundzustand nicht ferngeordnet. Der eindimensionale Heisenberg-Antiferromagnet
mit halbzahligem Spin s besitzt kein Gap zum Anregungsspektrum und weist ein Po-
tenzverhalten der Spin-Spin-Korrelationen mit wachsendem Abstand auf. Bei ganz-
zahligem Spin gibt es ein endliches Gap (Spingap) zum Anregungsspektrum und einen
sta¨rkeren, exponentiellen Abfall der Spin-Spin-Korrelationen [39]. Man fand weiterhin,
dass sich auch fu¨r den eindimensionalen Heisenberg-Antiferromagneten mit halbzahli-
gem Spin s ein Gap o¨ffnet, wenn eine frustrierende Wechselwirkung zu den u¨berna¨ch-
sten Nachbarn hinzugenommen wird (J1−J2-Modell; fu¨r eine detailliertere Diskussion
eindimensionaler Spinsysteme siehe [38]). Fu¨r einen langreichweitig geordneten Grund-
zustand ist der U¨bergang zu zweidimensionalen Gittern erforderlich. Der Heisenberg-
Antiferromagnet auf zweidimensionalen bipartiten Gittern besitzt, unabha¨ngig von
s, einen ferngeordneten Grundzustand, lediglich konkurrierende Wechselwirkung kann
diese Ordnung zersto¨ren (fu¨r eine detailliertere Diskussion von zweidimensionalen Spin-
systemen siehe [72, 73]).
In realen Materialien ist man jedoch oft mit der Situation konfrontiert, dass es zusa¨tz-
lich zu einer dominierenden Na¨chsten-Nachbar-Wechselwirkung J1 eine Zwischenket-
tenkopplung J⊥ gibt. Hierbei scheint es sogar eher die Ausnahme zu sein, dass es
sich bei dieser Zwischenkettenkopplung J⊥ um eine nur schwache Kopplung handelt
[74]. Interessant wird damit die Untersuchung des U¨bergangsverhaltens dieser Syste-
me von einer zu zwei Dimensionen durch Vera¨nderung der Zwischenkettenkopplung.
Der quasi-eindimensionale (J⊥  J1) Spin-12 -HAFM wurde diesbezu¨glich in den ver-
gangenen Jahren genauer untersucht [75, 76, 77, 78, 79, 80, 81, 82, 83], hauptsa¨chlich
mit der Fragestellung nach einer kritischen Zwischenkettenkopplung J c⊥, oberhalb de-
rer das System Fernordnung aufweist. Die zuna¨chst gefundenen Ergebnisse waren zum
Teil widerspru¨chlich und nicht u¨berzeugend. In [76, 77, 78] fand man Anzeichen fu¨r
ein endliches J c⊥. In [75, 79, 80, 81, 82, 83] fand man J
c
⊥ = 0, was wegen des fehlen-
den Anregungsgaps in diesem System plausibler erscheint. Die fu¨r diese unfrustrierten
Spinsysteme a¨ußerst genaue QMC [79, 82, 83] untestu¨tzt das Ergebnis J c⊥ = 0.
Das Verhalten des entsprechenden Spin-1-HAFM wurde in der Literatur weniger be-
achtet. Dennoch fand man in verschiedenen Untersuchungen [40, 75, 82, 83, 84, 85]
Anzeichen fu¨r J c⊥ > 0. In [75] wurde eine untere Grenze fu¨r die kritische Zwischen-
kettenkopplung J c⊥ ≥ 0.025J1 und in [85] eine obere Grenze J c⊥ ≤ 0.1892J1 ermittelt.
Aktuellere QMC Ergebnisse [82, 83, 84] ergaben J c⊥ ≈ 0.043J1− 0.044J1, was ungefa¨hr
10% des Haldane-Gaps ist.
Um experimentelle Befunde zum Vergleich heranzuziehen, sind demnach Materiali-
en mit einer im Vergleich zu J1 schwachen Kopplung J⊥ notwendig. Materialien wie
Sr2CuO3, Ca2CuO3 [86, 87], Sr2V3O9 [88], BaCu2Si2O7 [89], Sr2Cu(PO4)2 und
Ba2Cu(PO4)2 [90] sind recht gute Realisierungen des Spin-
1
2
-HAFM mit nicht zu großer
Kopplung J⊥. Hierbei zeigt Sr2Cu(PO4)2 das beste quasi-eindimensionale Verhalten
[74]. Es weist das kleinste Verha¨ltnis von der Ne´el-Temperatur TN zur Kopplung J1 von
KBTN/J1 ≈ 6 ·10−4 auf. Alle genannten Materialien sind unterhalb TN langreichweitig
geordnet, obwohl die Zwischenkettenkopplungen z. T. bemerkenswert klein sind.
Auf der anderen Seite fand man in entsprechenden Realisierungen von Spin-1-HAFM
wie Ni(C2H8N2)2NO2(ClO4) [91, 92] und anderen Ni-Verbindungen (siehe auch [91])
keine langreichweitige Ordnung bei Messungen hin zu tiefsten Temperaturen.
Weitere interessante Fragestellungen am Spin-1
2
-HAFM in diesem Zusammenhang tre-
ten mit der Hinzunahme einer frustrierenden U¨berna¨chsten-Nachbar-Wechselwirkung
J2 auf. Ab J2 = 0.2411J1 [93] beginnt ein Phasenu¨bergang zu einem dimerisierten
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Abbildung 4.1: Illustration des frustrierten Heisenberg-Modells mit J1 als Na¨chste-
Nachbar- und J2 als frustrierende U¨berna¨chste-Nachbar-Wechselwirkung und der Zwi-
schenkettenkopplung J⊥.
Grundzustand mit einem Spingap und die langreichweitigen Spin-Spin-Korrelationen
zeigen exponentielles Abklingverhalten. Demzufolge kann das U¨bergangsverhalten von
einer zu zwei Dimensionen auch davon abha¨ngig sein, ob J2 gro¨ßer oder kleiner als der
kritische Wert von J2 = 0.2411J1 ist. Anzumerken ist hierbei, dass die Verwendung der
QMC durch die Frustration und dem damit zusammenha¨ngenden Vorzeichenproblem
(vgl. Abschnitt 2.2) erschwert ist. Die Verwendung der CCM ist demnach auch vom
methodischen Standpunkt aus betrachtet interessant. Ein Vergleich der gefundenen
Resultate kann also auch weiteren Aufschluss auf die Gu¨te der CCM liefern.
Im Abschnitt 4.4 wird deshalb besonders der Ordnungsparameter M des quasi-ein-
dimensionalen HAFM untersucht (im Fall des frustrierten Systems nur fu¨r s = 1
2
). Hier-
bei sind alle Wechselwirkungen J1,J2 und J⊥ antiferromagnetisch. Als CCM-Modell-
zustand wird der Ne´el-Zustand verwendet. Die Berechnung erfolgt hin zu hohen Na¨he-
rungsstufen mit einer sich anschließenden Extrapolation. Die wichtigsten Resultate sind
in [94] publiziert2.
4.1 Definition des quasi-1d J1-J2-Modells
Fu¨r die Untersuchung der Problemstellungen in diesem Kapitel werden frustrierte J1-
J2-Ketten mittels einer Zwischenkettenkopplung J⊥ zu einem zweidimensionalen Gitter
verbunden. Abbildung 4.1 illustriert das betrachtete Quantenspinsystem. Der entspre-
chende Hamilton-Operator im Rahmen des Heisenberg-Modells lautet:
H =
∑
i,n
J1si,n · si+1,n + J2si,n · si+2,n + J⊥si,n · si,n+1. (4.1)
Hierbei kennzeichnet der Index n eine spezielle Kette und der Index i einen Gitterplatz
innerhalb einer Kette. Fu¨r alle an diesem Modell untersuchten Fragestellungen ist die
Na¨chste-Nachbar-Wechselwirkung J1 fixiert zu entweder J1 = 1 (antiferromagnetisch)
2Hier wa¨re ebenfalls die Untersuchung des Spingap beim 1d-2d U¨bergang interessant gewesen.
Allerdings ließ die Entwicklungsstufe des Programmpaketes [5] zum Zeitpunkt der Untersuchungen
keine direkte Berechnung des Spingaps zu. Das Kapitel 3, in dem das Spingap fu¨r einfache Modelle
berechnet wurde, konnte erst kurz vor Fertigstellung dieser Dissertationsschrift durch Hinzunahme
numerischer Werte fu¨r das Spingap vervollsta¨ndigt werden.
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oder zu J1 = −1 (ferromagnetisch). Die Zwischenkettenkopplung J⊥ und die frustrie-
rende U¨berna¨chste-Nachbar-Wechselwirkung J2 sind die Modellparameter. Wa¨hrend
J2 nur im antiferromagnetischen Regime variiert wird (J2 ≥ 0), kann J⊥ ebenso auch
ferromagnetisch sein (J⊥ ∈ [−1, 1]). Der Quantenspin s kann fu¨r die folgenden Betrach-
tungen (je nach Fragestellung) die Werte s = 1
2
und s = 1 annehmen.
4.2 Ket-Gleichungssystem in SUB2-3, nichtkolline-
arer Modellzustand
In diesem Teil der Arbeit soll das in Abschnitt 2.3.9 angegebene Rezept zum Auf-
stellen des Ket-Gleichungssystems fu¨r s = 1
2
demonstriert werden. Dieses Gleichungs-
system stellt die Grundlage der Betrachtungen fu¨r den Abschnitt 4.3 dar. Fu¨r die
Bearbeitung der in der Einleitung zu diesem Kapitel angegebenen Problemstellungen
ist nur das Ket-Gleichungssystem relevant, da z.B. kein Ordnungsparameter unter-
sucht wird und die Bra-Korrelationskoeffizienten fu¨r die Grundzustandsenergie nicht
erforderlich sind. Alle getroffenen Aussagen werden dem Verhalten der Grundzustands-
energie E = E(αqu, J1, J2, J⊥) entnommen. Spezialfa¨lle des Gleichungssystems ergeben
daru¨ber hinaus analytische Gleichungen in derselben Na¨herungsstufe fu¨r die in dem
Abschnitt 4.4 betrachteten Modelle. Einige solche, als Spezialfa¨lle gefundenen Glei-
chungen, ko¨nnen mit hierzu z.T. bereits publizierten Gleichungen verglichen werden.
4.2.1 Der klassische Grundzustand
Das Auffinden des klassischen Grundzustandes reduziert sich im thermodynamischen
Limes (N → ∞) darauf, den Grundzustand fu¨r ein Untersystem aus vier Spins zu
betrachten. Ausgehend von einem Spin si in der Kette n wird jede auftretende Spin-
Spin-Wechselwirkung genau einmal beru¨cksichtigt. Die Spins selbst sind hier klassische
planare Vektoren. Mit si = s(sin δi, cos δi) und mit si · sj = s2 cos(δj − δi) folgt fu¨r den
zu minimierenden Ausdruck:
Ei = J1s
2 cos(δi+1,n − δi,n) + J2s2 cos(δi+2,n − δi,n) + J⊥s2 cos(δi,n+1 − δi,n). (4.2)
Je nach Vorzeichen der Kopplung J⊥ entsteht ein minimaler Anteil fu¨r parallele bzw.
antiparallele Spinausrichtung, so dass δi,n+1 − δi,n ∈ {0, pi} ist. Mit δi+1,n − δi,n = α,
δi+2,n− δi,n = 2α und mit s = 12 muss nun zum Auffinden des Grundzustandes (4.2) in
Bezug auf den Winkel α minimiert werden:
0
!
= −J1
4
sin(αcl)− J2
2
sin(2αcl) ⇒ αcl = arccos
(−J1
4J2
)
, fu¨r J2 ≥ |J1|
4
. (4.3)
Bis J2 =
|J1|
4
ist der Grundzustand kollinear (einfacher ferromagnetischer Zustand
oder antiferromagnetischer Ne´el-Zustand), dann findet im klassischen System ein Pha-
senu¨bergang zweiter Ordnung zu einer Phase mit spiralartigen Korrelationen entlang
der J1-J2-Ketten statt. Eine Illustration kollinearer und nichtkollinearer Spinzusta¨nde
ist in Abbildung 4.2 zu sehen. Man erkennt, dass im klassischen Fall sowohl der Win-
kel αcl, als auch der Phasenu¨bergangspunkt nicht von der Zwischenkettenkopplung J⊥
abha¨ngig sind.
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kollinear
ferromagnetischer Zustand:
Neel−Zustand:
kommensurabler Spiralzustand:
inkommensurabler Spiralzustand:
nichtkollinear
Abbildung 4.2: Veranschaulichung der in diesem Kapitel betrachteten kollinearen und
nichtkollinearen Spinausrichtungen.
Fu¨r die klassische Grundzustandsenergie pro Spin erha¨lt man des Weiteren:
E =
J1
4
cos(αcl) +
J2
4
cos(2αcl)− J
A
⊥
4
+
JF⊥
4
. (4.4)
In (4.4) setzt man fu¨r ferromagnetisch gekoppelte Ketten die antiferromagnetische
Kopplung JA⊥ = 0 und umgekehrt.
4.2.2 Analytische Aufstellung des Ket-Gleichungssystems
Die analytische Aufstellung des Ket-Gleichungssystems wird hier entsprechend des vor-
gestellten Rezeptes (Abschnitt 2.3.9) durchgefu¨hrt und dient als Demonstration der
Methode. Diese Vorgehensweise ist typisch fu¨r die analytische Verwendung der CCM
bei der Untersuchung von Quantenspinsystemen. Die zugrundeliegende Systematik ist
daru¨ber hinaus verallgemeinerbar (Hamilton-Operator, Na¨herungsstufe und Quanten-
spin) und stellt die Grundlage des numerischen CCM-Programmpaketes [5] dar, das fu¨r
diese Arbeit verwendet wird. Daru¨ber hinaus gibt diese analytische Betrachtung Einbli-
cke in die Struktur der (nichtlinearen) Gleichungssysteme und zeigt den methodischen
Aufwand.
• Schritt 1: Wahl eines Modellzustandes
Der hier verwendete Modellzustand orientiert sich am klassischen Grundzustand des
Systems. Im Abschnitt zuvor wurde festgestellt, dass es sich hierbei in Abha¨ngigkeit
der Systemparameter um einen ferromagnetischen Zustand | ↓↓↓↓ · · ·〉, um einen an-
tiferromagnetischen Zustand (Ne´el-Zustand) | ↓↑↓↑ · · ·〉 oder um einen Zustand mit
spiralartigen Korrelationen entlang der Ketten, symbolisiert (vgl. auch Abbildung 4.2)
durch Φ = | ↑↗→↘↓↙ · · ·〉, handelt. Dieser im Allgemeinen nichtkollineare Spiral-
zustand wird durch den Winkel α charakterisiert (|Φ〉 = |Φ(α)〉) und beinhaltet beide
anderen kollinearen klassischen Grundzusta¨nde fu¨r α = 0 bzw. fu¨r α = pi. Der Spiral-
winkel αqu im Quantenmodell kann vom klassischen Verhalten abweichen, weswegen
nicht der klassische Spiralwinkel αcl verwendet, sondern α als freier Parameter in die
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Berechnungen einbezogen wird. Die Grundzustandsenergie E wird damit zu einer Funk-
tion des Spiralwinkels, aus der der optimale Winkel durch Minimierung dE
dα
|α=αqu = 0
der Grundzustandsenergie gewonnen wird.
• Schritt 2: Koordinatentransformation
Im Abschnitt 2.3.1 wurden Koordinatentransformationen als ein wichtiger Arbeits-
schritt bei der Anwendung der CCM betrachtet. Um alle Spins an allen Gitterpla¨tzen
gleichwertig behandeln zu ko¨nnen, rotiert man das betrachtete Koordinatensystem so,
dass im gedrehten System alle Spins in negative z-Richtung weisen. Im allgemeinen
Fall ist diese Drehung nach (2.20) durchzufu¨hren. Fu¨r die hier betrachteten Spiralen
ist jedoch die Winkeldifferenz zwischen zwei benachbarten Spins innerhalb der Kette
gleich und die Koordinatentransformation wird durch (2.22) beschrieben. Die zwischen
den Ketten wirkenden Kopplungen sind ferro- oder antiferromagnetisch, was zu einer
parallelen oder antiparallelen Einstellung der Spins zwischen den Ketten fu¨hrt. Im
ferromagnetischen Fall ist fu¨r die Spins aus verschiedenen Ketten keine, im antiferro-
magnetischen Fall fu¨r den jeweiligen up-Spin aus zwei benachbarten Ketten eine Dre-
hung um pi erforderlich. Beide Spezialfa¨lle, zum einen der ferromagnetische Grundzu-
stand fu¨r α = 0 und zum anderen der Ne´el-Zustand fu¨r α = pi, sind in der allgemeineren
Formel (2.22) bereits enthalten.
Setzt man also (2.22) passend in den Hamilton-Operator (4.1) ein, so erha¨lt man:
H =
J1
4
∑
i,n
[cos(α) + 1](s+i,ns
−
i+1,n + s
−
i,ns
+
i+1,n) + [cos(α)− 1](s+i,ns+i+1,n + s−i,ns−i+1,n)
+ 2 sin(α)[s+i,ns
z
i+1,n − szi,ns+i+1,n + s−i,nszi+1,n − szi,ns−i+1,n] + 4 cos(α)szi,nszi+1,n
+
J2
4
∑
i,n
[cos(2α) + 1](s+i,ns
−
i+2,n + s
−
i,ns
+
i+2,n) + [cos(2α)− 1](s+i,ns+i+2,n + s−i,ns−i+2,n)
+ 2 sin(2α)[s+i,ns
z
i+2,n − szi,ns+i+2,n + s−i,nszi+2,n − szi,ns−i+2,n] + 4 cos(2α)szi,nszi+2,n
− J
A
⊥
2
∑
i,n
(s+i,ns
+
i,n+1 + s
−
i,ns
−
i,n+1 + 2s
z
i,ns
z
i,n+1)
+
JF⊥
2
∑
i,n
(s+i,ns
−
i,n+1 + s
−
i,ns
+
i,n+1 + 2s
z
i,ns
z
i,n+1). (4.5)
In diesem Hamilton-Operator (die Kennzeichnung der Koordinatentransformation mit
einem Akzent wurde unterdru¨ckt) sind formell noch alle Wechselwirkungen enthalten.
Fu¨r ferromagnetisch gekoppelte Ketten wa¨hlt man JA⊥ = 0 und fu¨r antiferromagnetisch
gekoppelte Ketten entsprechend JF⊥ = 0.
• Schritt 3: Fundamentale Konfigurationen und A¨hnlichkeitstransforma-
tion
In der hier betrachteten Na¨herungsstufe SUB2-3 werden nur Konfigurationen verwen-
det, die bis zu zwei Spin-Operatoren auf einem Gebiet von drei aneinandergrenzenden
Gitterpla¨tzen beru¨cksichtigen. Zum Auffinden der fundamentalen Konfigurationen wird
entsprechend Abschnitt 2.3.4 ein rechtwinkliges Begrenzungsdreieck mit einer Kathe-
tenla¨nge von drei Gitterpla¨tzen gewa¨hlt. In diesem Begrenzungsdreieck sucht man nun
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a a a3 4 5
Abbildung 4.3: Illustration der fundamentalen Konfigurationen in SUB2-3. Die
schwarz gefu¨llten Kreise repra¨sentieren die Gitterpla¨tze, die zur fundamentalen Konfi-
guration geho¨ren. Auf jeden dieser Gitterpla¨tze wirkt jeweils ein Spin-Operator.
alle Formen, die den Bedingungen der Na¨herungsstufe entsprechen. Unter Beru¨cksich-
tigung der Punktsymmetrie des Modells (Spiegelung an der y-Achse; Ketten laufen in
x-Richtung):
x→ x, y → y; x→ x, y → −y, (4.6)
verbleiben zuna¨chst sechs fundamentale Konfigurationen. Diese sind in Abbildung 4.3
dargestellt. Bevor die A¨hnlichkeitstransformation durchgefu¨hrt wird, kann man zum
einen den Hamilton-Operator vereinfachen und zum anderen die Konfiguration a0 aus
Abbildung 4.3 auslassen. Wie in der Einleitung angegeben, wurde in [62] eine frustrierte
Spinkette in SUB2-3 untersucht, welche einen Grenzfall des hier betrachteten Modells
darstellt. Es wurde dort argumentiert, dass aus Symmetriegru¨nden die Grundzustands-
energie eine gerade Funktion des Spiralwinkels α ist. Es wurden somit die Sinus-Terme
aus dem Hamilton-Operator entfernt und nur Konfigurationen mit einer geraden An-
zahl von Spin-Operatoren beru¨cksichtigt.
Im Rahmen dieser Arbeit wurden beide Aussagen auf das hier betrachtete Modell
u¨bertragen und entsprechend kontrolliert. Es zeigte sich, dass bei einer analytischen
Aufstellung des Gleichungssystems unter Einbezug der Sinus-Terme sich letztere ge-
genseitig wegku¨rzen und der einzig physikalisch sinnvolle Wert des Koeffizienten fu¨r
die Konfiguration mit einem Spin-Operator Null ist. Beide Aussagen wurden auch in-
nerhalb einer numerischen Proberechnung besta¨tigt. Fu¨r die folgenden Betrachtungen
wird deshalb der Hamilton-Operator (4.5) ohne die Sinus-Terme verwendet:
H =
J1
4
∑
i,n
[cos(α) + 1](s+i,ns
−
i+1,n + s
−
i,ns
+
i+1,n) + [cos(α)− 1](s+i,ns+i+1,n + s−i,ns−i+1,n)
+ 4 cos(α)szi,ns
z
i+1,n +
J2
4
∑
i,n
[cos(2α) + 1](s+i,ns
−
i+2,n + s
−
i,ns
+
i+2,n)
+ [cos(2α)− 1](s+i,ns+i+2,n + s−i,ns−i+2,n) + 4 cos(2α)szi,nszi+2,n −
JA⊥
2
∑
i,n
(s+i,ns
+
i,n+1
+ s−i,ns
−
i,n+1 + 2s
z
i,ns
z
i,n+1) +
JF⊥
2
∑
i,n
(s+i,ns
−
i,n+1 + s
−
i,ns
+
i,n+1 + 2s
z
i,ns
z
i,n+1). (4.7)
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Die verbleibenden fundamentalen Konfigurationen in dieser Na¨herungssstufe sind a1,
a2, a3, a4 und a5 (vgl. Abbildung 4.3).
Nach der A¨hnlichkeitstransformation entsprechend Abschnitt 2.3.3, folgt nun fu¨r den
Hamilton-Operator (4.7):
Hˆ = e−SHeS
=
J1
4
∑
i,n
[cos(α) + 1](sˆ+i,nsˆ
−
i+1,n + sˆ
−
i,nsˆ
+
i+1,n) + [cos(α)− 1](sˆ+i,nsˆ+i+1,n + sˆ−i,nsˆ−i+1,n)
+ 4 cos(α)sˆzi,nsˆ
z
i+1,n +
J2
4
∑
i,n
[cos(2α) + 1](sˆ+i,nsˆ
−
i+2,n + sˆ
−
i,nsˆ
+
i+2,n)
+ [cos(2α)− 1](sˆ+i,nsˆ+i+2,n + sˆ−i,nsˆ−i+2,n) + 4 cos(2α)sˆzi,nsˆzi+2,n −
JA⊥
2
∑
i,n
(sˆ+i,nsˆ
+
i,n+1
+ sˆ−i,nsˆ
−
i,n+1 + 2sˆ
z
i,nsˆ
z
i,n+1) +
JF⊥
2
∑
i,n
(sˆ+i,nsˆ
−
i,n+1 + sˆ
−
i,nsˆ
+
i,n+1 + 2sˆ
z
i,nsˆ
z
i,n+1). (4.8)
Die Na¨herungsstufe beru¨cksichtigt man durch Verwendung einer bestimmten Anzahl
von Summanden aus den Operatoren Fk und Gkm entsprechend (2.32):
Fk =
∑
l=0
(l + 1)
∑
i1···il
[ki1 · · · il]s+i1 · · · s+il = [k] + 2
∑
i
[ki]s+i + 3
∑
i,j
[kij]s+i s
+
j · · ·
Gkm =
∑
l=0
(l + 2)(l + 1)
∑
i1···il
[kmi1 · · · il]s+i1 · · · s+il
= 2[km] + 6
∑
i
[kmi]s+i + 12
∑
i,j
[kmij]s+i s
+
j + · · · . (4.9)
Da es nur Konfigurationen mit zwei Gitterpla¨tzen gibt, werden in den spa¨ter aufzustel-
lenden Ket-Gleichungen nur solche Terme einen Beitrag leisten, die ein Produkt von
genau zwei Einzelspin-Operatoren, entsprechend einer der fu¨nf fundamentalen Konfi-
guration, beinhalten. Damit sind aus (4.9) fu¨r Fk nur der zweite und fu¨r Gkm nur der
erste Summand relevant.
Auch fu¨r die Umsetzung der A¨hnlichkeitstransformation werden aus (2.38) nur die
folgenden Wechselwirkungsterme beno¨tigt:
sˆ−k sˆ
−
m|Φ〉 =
(
2G2kms
+
k s
+
m − 2GkmFms+m − 2GkmFks+k + FkFm
)∣∣Φ〉
sˆ+k sˆ
−
m|Φ〉 = Fms+k |Φ〉
sˆ−k sˆ
+
m|Φ〉 = Fks+m|Φ〉
sˆ+k sˆ
+
m|Φ〉 = s+k s+m|Φ〉
sˆzksˆ
z
m|Φ〉 =
(
Gkms
+
k s
+
m −
1
2
Fks
+
k −
1
2
Fms
+
m
)|Φ〉. (4.10)
Man beachte hierbei, dass von den hier angegebenen Wechsewirkungstermen (2.38)
ebenfalls nur solche Anteile weiterverwendet wurden, wenn durch diese auch ein Beitrag
zu erwarten ist.
Setzt man diese Terme in den Hamilton-Operator (4.8) ein, so erha¨lt man den fu¨r diese
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Na¨herungsstufe gu¨ltigen a¨hnlichkeitstransformierten Hamilton-Operator:
Hˆ =
J1
4
∑
i,n
[cos(α)− 1](s+i,ns+i+1,n + 2G21s+i,ns+i+1,n − 2G1Fi+1,ns+i+1,n − 2G1Fi,ns+i,n
+ Fi,nFi+1,n) + [cos(α) + 1](Fi,ns
+
i+1,n + Fi+1,ns
+
i,n) + 4 cos(α)(G1s
+
i,ns
+
i+1,n
− 1
2
Fi,ns
+
i,n −
1
2
Fi+1,ns
+
i+1,n)
+
J2
4
∑
i,n
[cos(2α)− 1](s+i,ns+i+2,n2G22s+i,ns+i+2,n − 2G2Fi+2,ns+i+2,n − 2G2Fi,ns+i,n
+ Fi,nFi+2,n) + [cos(2α) + 1](Fi,ns
+
i+2,n + Fi+2,ns
+
i,n) + 4 cos(2α)(G2s
+
i,ns
+
i+2,n
− 1
2
Fi,ns
+
i,n −
1
2
Fi+2,ns
+
i+2,n)
− J
A
⊥
2
∑
i,n
[s+i,ns
+
i,n+1 + 2G
2
3s
+
i,ns
+
i,n+1 − 2G3Fi,n+1s+i,n+1 − 2G3Fi,n+1s+i,n
+ Fi,nFi,n+1 + 2(G3s
+
i,ns
+
i,n+1 −
1
2
Fi,ns
+
i,n −
1
2
Fi,n+1s
+
i,n+1)]
+
JF⊥
2
∑
i,n
[Fi,ns
+
i,n+1 + Fi,n+1s
+
i,n + 2(G3s
+
i,ns
+
i,n+1 −
1
2
Fi,ns
+
i,n
− 1
2
Fi,n+1s
+
i,n+1)]. (4.11)
• Schritt 4: Aufstellung des Ket-Gleichungssystems
Um das Ket-Gleichungssystem aufzustellen, ist es empfehlenswert, die Gro¨ßen Gkm
und Fk auszuschreiben und die Konfigurationen zu benennen. Wie in Abbildung 4.3
dargestellt, sind die fu¨nf fundamentalen Konfigurationen mit a1, · · · , a5 bezeichnet und
die hierzu passenden Gkm = 2[km] sind:
G1 = 2a1, G2 = 2a2, G3 = 2a3. (4.12)
Wegen der Anordnung der Spins im Hamilton-Operator gibt es hierbei Gkm ≡ G4 = 2a4
und Gkm ≡ G5 = 2a5 nicht. In 4.12 sind somit fu¨r Gkm = 2[km] alle Mo¨glichkeiten
bereits enthalten. Schreibt man die Gro¨ßen Fi,n, Fi+1,n, Fi+2,n und Fi,n+1 aus, so erha¨lt
man:
Fi,n = 2a1(s
+
i−1,n + s
+
i+1,n) + 2a2(s
+
i−2,n + s
+
i+2,n) + 2a3(s
+
i,n+1 + s
+
i,n−1)
+ 2a4(s
+
i,n+2 + s
+
i,n−2) + 2a5(s
+
i+1,n+1 + s
+
i+1,n−1 + s
+
i−1,n+1 + s
+
i−1,n−1),
Fi+1,n = 2a1(s
+
i,n + s
+
i+2,n) + 2a2(s
+
i−1,n + s
+
i+3,n) + 2a3(s
+
i+1,n+1 + s
+
i+1,n−1)
+ 2a4(s
+
i+1,n+2 + s
+
i+1,n−2) + 2a5(s
+
i+2,n+1 + s
+
i+2,n−1 + s
+
i,n+1 + s
+
i,n−1),
Fi+2,n = 2a1(s
+
i+1,n + s
+
i+3,n) + 2a2(s
+
i,n + s
+
i+4,n) + 2a3(s
+
i+2,n+1 + s
+
i+2,n−1)
+ 2a4(s
+
i+2,n+2 + s
+
i+2,n−2) + 2a5(s
+
i+3,n+1 + s
+
i+3,n−1 + s
+
i+1,n+1 + s
+
i+1,n−1),
Fi,n+1 = 2a1(s
+
i−1,n+1 + s
+
i+1,n+1) + 2a2(s
+
i−2,n+1 + s
+
i+2,n+1) + 2a3(s
+
i,n + s
+
i,n+2)
+ 2a4(s
+
i,n−1 + s
+
i,n+3) + 2a5(s
+
i+1,n+2 + s
+
i−1,n+2 + s
+
i,n + s
+
i−1,n). (4.13)
Um die Position der Gitterpla¨tze zu veranschaulichen sowie fu¨r die Ermittlung von
Beitra¨gen fu¨r das Ket-Gleichungssystem, ist die in Abbildung 4.4 dargestellte U¨ber-
sicht sehr hilfreich. Die Gro¨ßen (4.12) und (4.13) setzt man in den Hamilton-Operator
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Abbildung 4.4: Darstellung der Bezeichnungen der Gitterpla¨tze als Bestimmungshil-
fe des Ket-Gleichungssystems und zur Illustration der verwendeten Indizes fu¨r eine
graphische Auswertung. Die Gro¨ße dieses Gitterausschnittes ist so gewa¨hlt, dass alle
auftretenden Terme des a¨hnlichkeitstransformierten Hamilton-Operators fu¨r die Be-
stimmung des Gleichungssystems in dieser Na¨herungsstufe beru¨cksichtigt sind.
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(4.11) ein. Man erha¨lt einen recht umfangreichen Hamilton-Operator, dessen Terme
alle aus jeweils einem Produkt zweier Spinerzeugungs-Operatoren bestehen. Ein Teil
dieses Hamilton-Operators soll hier stellvertretend angegeben werden:
H =
J1
4
∑
i,n
[cos(α)− 1](s+i,ns+i+1,n + 2G21s+i,ns+i+1,n − 2G1Fi+1,ns+i+1,n + · · ·
=
J1
4
∑
i,n
[cos(α)− 1](s+i,ns+i+1,n + 8a21s+i,ns+i+1,n − 8a21s+i,ns+i+1,n − 8a21s+i+1,ns+i+2,n
− 8a1a2s+i−1,ns+i+1,n − 8a1a2s+i+1,ns+i+3,n − 8a1a3s+i+1,n+1s+i+1,n − 8a1a3s+i+1,n−1s+i+1,n
− 8a1a4s+i+1,n+2s+i+1,n − 8a1a4s+i+1,n−2s+i+1,n − 8a1a5s+i+2,n+1s+i+1,n
− 8a1a5s+i+2,n−1s+i+1,n − 8a1a5s+i,n+1s+i+1,n − 8a1a5s+i,n−1s+i+1,n + · · · . (4.14)
Fu¨r jede der hier beru¨cksichtigten Konfigurationen findet man eine spezielle Ket-
Gleichung in Abha¨ngigkeit aller Korrelationskoeffizienten. Alle Ket-Gleichungen zu-
sammen bilden das nichtlineare Ket-Gleichungssystem:
〈Φ|s−l,ps−l+1,pHˆ|Φ〉 = 0 Ket-Gleichung 1 (zu a1),
〈Φ|s−l,ps−l+2,pHˆ|Φ〉 = 0 Ket-Gleichung 2 (zu a2),
〈Φ|s−l,ps−l,p+1Hˆ|Φ〉 = 0 Ket-Gleichung 3 (zu a3),
〈Φ|s−l,ps−l,p+2Hˆ|Φ〉 = 0 Ket-Gleichung 4 (zu a4),
〈Φ|s−l,ps−l+1,p+1Hˆ|Φ〉 = 0 Ket-Gleichung 5 (zu a5). (4.15)
Die Vernichtungsoperatoren in (4.15) sollen dabei entsprechend der Anordnung der
Spins in den zugeordneten Konfigurationen wirken. Wie in Abschnitt 2.3.4 beschrie-
ben, entsteht wegen (2.40) nur dann ein Beitrag, wenn die Vernichtungsoperatoren der
Konfiguration die Wirkung der Erzeugungsoperatoren aus dem a¨hnlichkeitstransfor-
mierten Hamilton-Operator in Bezug auf den Modellzustand |Φ〉 ru¨ckga¨ngig machen.
Um festzustellen, welcher Term in welcher Ket-Gleichung einen Beitrag liefert, werden
in (4.14) diejenigen Terme ausgewa¨hlt, deren Indizes mit denen der Konfiguration u¨ber-
einstimmen. Mit Hilfe der Abbildung 4.4 kann man nun entscheiden, ob und in welcher
Ket-Gleichung ein Beitrag entsteht. So tra¨gt aus (4.14) der Term s+i,ns
+
i+1,n (Term 1)
in der Ket-Gleichung zu a1 den Summanden 1 bei und der Term −8a1a2s+i−1,ns+i+1,n
(Term 5) in der Ket-Gleichung zu a2 den Summanden −8a1a2. Am umfangreichsten
ist die Untersuchung der Produktterme Fi,nFi+1,n, Fi,nFi+2,n und Fi,nFi,n+1, weswegen
hier nur Fi,nFi+1,n exemplarisch diskutiert wird . Das Produkt Fi,nFi+1,n beinhaltet 144
Einzelterme, von denen allerdings nicht alle beitragen. So liefert der erste Produktterm
(man betrachte hierzu (4.13)) 2a1s
+
i−1,n · 2a1s+i,n den Beitrag 4a21 in der Ket-Gleichung
zu a1. Die ebenfalls auftretenden Produktterme 2a1s
+
i−1,n · 2a2s+i−1,n (Term 1 aus Fi,n
multipliziert mit Term 3 aus Fi+1,n) und 2a1s
+
i−1,n · 2a2s+i+3,n (Term 1 aus Fi,n multipli-
ziert mit Term 4 aus Fi+1,n) tragen dagegen in keiner Ket-Gleichung bei, Ersterer nicht,
weil zwei Operatoren auf den gleichen Gitterplatz wirken und dies wegen (s+)2|Φ〉 = 0
keinen Beitrag ergibt und Zweiterer nicht, weil die Anordnung der Operatoren keiner
Konfiguration entspricht. Bild 4.4 zeigt, dass der Abstand der entsprechenden Gitter-
pla¨tze zu groß ist.
Insgesamt kann man also feststellen, dass die Zuordnung der Beitra¨ge in der analy-
tischen Aufstellung des Gleichungssystems wegen der hohen Zahl zu untersuchender
Terme aufwa¨ndig, jedoch prinzipiell nicht schwierig ist. Die Produktterme Fi,nFi+2,n
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und Fi,nFi,n+1, sowie die anderen noch nicht beru¨cksichtigten weiteren Terme aus (4.11),
wertet man wie die angegebenen Beispiele aus. Man erha¨lt schlussendlich das folgende
Ket-Gleichungssystem:
J1
4
{
[cos(α)− 1](1− 12a21 + 8a22 + 8a23 + 8a24 + 24a25) + 4a2[cos(α) + 1]− 8a1 cos(α)
}
+
J2
4
{
[cos(2α)− 1](16a3a5 − 16a1a2) + 4a1[cos(2α) + 1]− 16a1 cos(2α)
}
+
JF⊥
2
(8a5 − 8a1)− J
A
⊥
2
(16a4a5 − 16a1a3 − 16a2a5 − 8a1) = 0, (4.16)
J1
4
{
[cos(α)− 1](−16a1a2 + 16a3a5) + 4a1[cos(α) + 1]− 16a2 cos(α)
}
+
J2
4
{
[cos(2α)− 1](1− 12a22 + 8a21 + 8a23 + 8a24 + 16a25)− 8a2 cos(2α)
}
− J
F
⊥
2
(8a2)− J
A
⊥
2
(16a1a5 − 16a2a3 − 8a2) = 0, (4.17)
J1
4
{
[cos(α)− 1](−16a1a3 + 16a2a5 + 16a4a5) + 8a5[cos(α) + 1]− 16a3 cos(α)
}
+
J2
4
{
[cos(2α)− 1](−16a2a3 + 16a1a5)− 16a3 cos(2α)
}
+
JF⊥
2
(4a4 − 4a3)− J
A
⊥
2
(1− 12a23 + 8a21 + 8a22 + 8a24 + 25a25 − 4a3) = 0, (4.18)
J1
4
{
[cos(α)− 1](−16a1a4 + 16a3a5)− 16a4 cos(α)
}
+
J2
4
{
[cos(2α)− 1](−16a2a4 + 8a25)− 16a4 cos(2α)
}
+
JF⊥
2
(4a3 − 8a4)− J
A
⊥
2
(−16a3a4 + 16a1a5 − 8a4) = 0, (4.19)
J1
4
{
[cos(α)− 1](16a2a3 − 16a1a5 − 16a3a4) + 8a3[cos(α) + 1]− 32a5 cos(α)
}
+
J2
4
{
[cos(2α)− 1](16a1a3 − 32a2a5 + 16a4a5) + 8a5[cos(2α) + 1]− 32a5 cos(2α)
}
+
JF⊥
2
(8a1 − 16a5)− J
A
⊥
2
(16a1a2 − 16a3a5 + 16a1a4 − 16a5) = 0. (4.20)
In diesem Gleichungssystem sind die SUB2-3- bzw. die LSUB2-Gleichungen einiger
Spezialfa¨lle enthalten. Setzt man z.B. die Zwischenkettenkopplung J⊥ = 0, so kann man
die Lo¨sung a3 = a4 = a5 = 0 ablesen und erha¨lt ein gekoppeltes Gleichungssystem aus
zwei Gleichungen fu¨r die Korrelationskoeffizienten a1 und a2:
J1
4
{
[cos(α)− 1](1− 12a21 + 8a22) + 4a2[cos(α) + 1]− 8a1 cos(α)
}
+
J2
4
{
[cos(2α)− 1](−16a1a2) + 4a1[cos(2α) + 1]− 16a1 cos(2α)
}
= 0, (4.21)
J1
4
{
[cos(α)− 1](−16a1a2) + 4a1[cos(α) + 1]− 16a2 cos(α)
}
+
J2
4
{
[cos(2α)− 1](1− 12a22 + 8a21)− 8a2 cos(2α)
}
= 0. (4.22)
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Dieses Gleichungenssystem stimmt mit dem in [62] bestimmten Gleichungssystem fu¨r
die frustrierte J1−J2-Kette u¨berein. Die LSUB2-Gleichungen des in Abschnitt 4.4 fu¨r
J⊥ > 0 untersuchten quasi-eindimensionalen Spin-12 -Systems ergeben sich fu¨r J1 6= 0,
J⊥ 6= 0 und J2 = 0. Setzt man zusa¨tzlich J1 = J⊥ bzw. J⊥ = 0, so erha¨lt man
die LSUB2-Gleichungen fu¨r das einfache Quadratgitter bzw. fu¨r die einfache lineare
Kette. Die zu diesen Systemen geho¨rigen LSUB2-Gleichungen wurden im Rahmen die-
ser Arbeit auch auf direktem Weg bestimmt. Ein Vergleich zeigte hier die notwendige
U¨bereinstimmung3. Das analytisch bestimmte Gleichungssystem wurde zur schlussend-
lichen Kontrolle mit dem numerisch bestimmten Gleichungssystem des fu¨r diese Arbeit
verwendeten Programmpaketes verglichen und stimmt mit diesem u¨berein.
Die Grundzustandsenergie ist unter Beru¨cksichtigung der getroffenen Aussagen in Ab-
schnitt 2.3.5 von den Termen des a¨hnlichkeitstransformierten Hamilton-Operators ab-
ha¨ngig, die keine Erzeugungsoperatoren beinhalten. Dies betrifft aus (2.38) lediglich
den Term Gkm aus sˆ
−
k sˆ
−
m|Φ〉 und den Term 14 aus sˆzksˆzm|Φ〉. Diese tragen jedoch nicht zu
den Ket-Gleichungen bei und sind deshalb nicht in (4.11) enthalten. Unter Verwendung
dieser Wechselwirkungsterme aus (2.38) findet man fu¨r die Grundzustandsenergie (pro
Spin):
E =
1
N
〈Φ|e−SHeS|Φ〉 ≡ 1
N
〈Φ|Hˆ|Φ〉
= 〈Φ| J1
4N
∑
i,n
{[cos(α)− 1]G1 + cos(α)}
+
J2
4N
∑
i,n
{[cos(2α)− 1]G2 + cos(2α)}
+
JF⊥
2N
∑
i,n
(
1
2
)
− J
A
⊥
2N
∑
i,n
(
G3 +
1
2
)
|Φ〉
=
J1
4
{2a1[cos(α)− 1] + cos(α)}+ J2
4
{2a2[cos(2α)− 1] + cos(2α)}
+
JF⊥
4
− J
A
⊥
4
(4a3 + 1). (4.23)
Man erkennt, dass die Grundzustandsenergie bei fixierten Kopplungen und festem Win-
kel (fu¨r alle Na¨herungsstufen) nur von den Korrelationskoeffizienten a1, a2 und a3
abha¨ngig ist.
4.3 Ergebnisse fu¨r das frustrierte quasi-1d J1-J2-
Modell in SUB2-3
In diesem Abschnitt erfolgt die numerische Untersuchung des zuvor bestimmten Ket-
Gleichungssystems zur Bestimmung des Verhaltens der Grundzustandsenergie E und
des Quanten-Spiralwinkels αqu in Abha¨ngigkeit der Frustration J2 und der Zwischenket-
tenkopplung J⊥. Des Weiteren wurde der Punkt Js2 berechnet, wo die Grundzustands-
Spin-Spin-Korrelationen von kollinearem zu nichtkollinearem Verhalten wechseln. Im
3Diese U¨bereinstimmung diente auch als erste Kontrolle des Gleichungssystems (4.16)-(4.20).
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Folgenden wird dieser Punkt als Phasenu¨bergang bezeichnet4. Zur besseren U¨bersicht
wurden die Resultate in vier Gruppen sortiert:
(i) J1 = 1, J⊥ ≥ 0 (ii) J1 = 1, J⊥ ≤ 0
(iii) J1 = −1, J⊥ ≥ 0 (iv) J1 = −1, J⊥ ≤ 0.
Die Fa¨lle (i) und (ii) sind sich recht a¨hnlich, weswegen sie hier gemeinsam diskutiert
werden. Der Quanten-Spiralwinkel αqu in Abha¨ngigkeit von J2 ist in Abbildung 4.5 [Fall
(i)] und Abbildung 4.6 [Fall (ii)] dargestellt. Zum Vergleich wurden die entsprechen-
den DMRG-Daten von White und Aﬄeck ([64]) fu¨r den frustrierten eindimensionalen
Fall des hier betrachteten Modells in Abbildung 4.5 mit eingetragen. Diese Daten stim-
men fu¨r gro¨ßere J2 recht gut mit den CCM-Ergebnissen u¨berein. Man erkennt in diesen
Abbildungen auch, dass Quantenfluktuationen das klassische Verhalten stark modifizie-
ren. So findet man einen kollinearen Grundzustand in der Region J2 > J
s,cl
2 = 0.25, wo
klassisch bereits spiralartige Korrelationen vorliegen. Dieser Effekt ist auch als order-
from-disorder-Pha¨nomen [95, 96] bekannt und recht ha¨ufig in Quantenspinsystemen
anzutreffen [28, 29, 97, 98]. Fu¨r J⊥ = 0 wurde fu¨r das Quantenspinsystem Js2 ≈ 0.68
bestimmt, was gut mit bekannten Resultaten (z.B. Abbildung 3 in [65]) u¨bereinstimmt.
Nimmt man nun eine endliche Zwischenkettenkopplung J⊥ > 0 hinzu, so wird bei die-
sem U¨bergang von einer zu zwei Dimensionen der Einfluss der Quantenfluktuationen
geringer und der kollineare Grundzustand verschwindet zu Gunsten eines Zustandes
mit inkommensurablen spiralartigen Korrelationen bei kleinerem J2, d.h. der U¨ber-
gangspunkt Js2 verschiebt sich in Richtung des klassischen Wertes. Diese Verschiebung
von Js2 ist in Abbildung 4.7 dargestellt. Die Quantenfluktuationen verlieren ihre Be-
deutung jedoch nicht vo¨llig. Im nahezu isotropen zweidimensionalen System (J⊥ ≈ 1)
findet man noch Js2 ≈ 0.38 fu¨r Fall (i) und Js2 ≈ 0.4 fu¨r Fall (ii), was signifikant ober-
halb des klassischen Wertes ist.
Die Verschiebung des U¨berganspunktes fu¨hrt daru¨ber hinaus zu einem interessanten
Verhalten der Differenz αqu − αcl. Diese Differenz ist positiv fu¨r 0.25 < J2 < J∗2 und
negativ fu¨r J2 > J
∗
2 . Hierbei ist J
∗
2 ≈ 0.7 und u¨berraschenderweise nahezu unabha¨ngig
von J⊥. Die Kurven αqu− αcl als Funktionen von J2 schneiden sich alle nahezu im sel-
ben Punkt (man vergleiche hierzu die Abbildungen 4.5 und 4.6). Anzumerken ist hier
ebenfalls noch, dass das Modell mit dem sta¨rksten Einfluss der Quantenfluktuationen
(J⊥ = 0) dem Grenzwert αqu → pi2 am schnellsten zustrebt.
Nun soll das Verhalten des Quanten-Spiralwinkels in der Na¨he des Phasenu¨bergangs-
punktes untersucht werden. Fu¨r Werte der Zwischenkettenkopplung J⊥ < 0.7 (Fall (i))
und J⊥ < 0.8 (Fall (ii)) ist das Verhalten von αqu diskontinuierlich. Ein a¨hnlich sprung-
haftes Verhalten wurde auch in anderen Untersuchungen zweidimensionaler frustrierter
Spinsysteme gefunden [28, 29]. Bemerkenswert ist auch, dass die Kurve in [62] vor dem
4Hierzu soll jedoch angemerkt werden, dass die Frage nach magnetischer Grundzustandsordnung
nicht Gegenstand der hier durchgefu¨hrten Untersuchungen ist. Generell kann man argumentieren, dass
der 1d HAFM auf der linearen Kette (mit Ausnahme des einfachen ferromagnetischen Zustandes) keine
magnetische Fernordnung aufweist. Wie in der Einleitung zu diesem Kapitel angegeben, kann bei Hin-
zunahme einer Zwischenkettenkopplung der Grundzustand langreichweitig geordnet sein. Fu¨r gro¨ßere
Frustration J2 und kleiner Zwischenkettenkopplung J⊥ ist der Grundzustand magnetisch ungeordnet
und kann schwache spontane Dimerisierungen mit kurzreichweitigen spiralartigen inkommensurablen
Korrelationen besitzen [80]. Js2 kennzeichnet fu¨r kleine J⊥ demnach die Phase zwischen zwei Para-
meterregionen, wo sich die kurzreichweitigen magnetischen Korrelationen von kommensurablem zu
inkommensurablem Verhalten a¨ndern.
61
 0
 0.1
 0.2
 0.3
 0.4
 0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
(α
q
u
-α
cl
)/
pi
J2
J⊥=0.0
J⊥=0.4
J⊥=0.7
J⊥=1.0
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.5  1.5  2
α
q
u
/pi
J2
classical
DMRG
Abbildung 4.5: Illustration des Quanten-Spiralwinkels in Abha¨ngigkeit von J2 fu¨r an-
tiferromagnetische Kopplungen J1 und J⊥ [Fall (i)]. Im Vordergrund ist die Differenz
zwischen dem Quanten-Spiralwinkel αqu und dem klassischen Spiralwinkel αcl, fu¨r ver-
schiedene Werte der Zwischenkettenkopplung J⊥ zu sehen. Die entsprechenden Werte
fu¨r den Quanten-Spiralwinkel αqu selbst, sind im Inset zu sehen. Zum Vergleich wurde
auch der klassische Spiralwinkel αcl und die DMRG-Daten von White und Aﬄeck ([64])
fu¨r das eindimensionale Modell (J⊥ = 0) eingefu¨gt.
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Abbildung 4.6: Illustration des Quanten-Spiralwinkels in Abha¨ngigkeit von J2 fu¨r
antiferromagnetische Kopplungen J1 und ferromagnetische Kopplungen J⊥ [Fall (ii)].
Im Vordergrund ist die Differenz zwischen dem Quanten-Spiralwinkel αqu und dem
klassischen Spiralwinkel αcl, fu¨r verschiedene Werte der Zwischenkettenkopplung J⊥
zu sehen. Die entsprechenden Werte fu¨r den Quanten-Spiralwinkel αqu selbst, sind im
Inset zu sehen. Zum Vergleich wurde auch der klassische Spiralwinkel αcl eingefu¨gt.
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Abbildung 4.7: Darstellung des Phasenu¨bergangspunktes Js2 als Funktion der Zwi-
schenkettenkopplung J⊥ fu¨r J1 = 1 und J⊥ > 0 [Fall (i)] sowie fu¨r J1 = 1 und J⊥ < 0
[Fall (ii)]. Die Dreiecke kennzeichnen hierbei einen diskontinuierlichen und die Quadrate
einen kontinuierlichen U¨bergang.
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sprunghaften Verhalten abgebrochen wurde, so dass kein diskontinuierliches Verhalten
erkennbar ist5. Das diskontinuierliche Verhalten des Quanten-Spiralwinkels αqu liegt im
Verlauf der Grundzustandsenergie E in Abha¨ngigkeit von α begru¨ndet. In Abbildung
4.8 erkennt man die Existenz zweier Minima. Der Phasenu¨bergang findet nun bei dem
Wert der Frustration J2 statt, wo beide Minima die gleiche Tiefe besitzen. Fu¨r gro¨ßere
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Abbildung 4.8: Darstellung der Grundzustandsenergie E in Abha¨ngigkeit vom Spiral-
winkel α fu¨r verschiedene, fixierte J2 und J⊥ = 0 (J1 = 1).
Werte der Zwischenkettenkopplung J⊥ (und damit schwa¨cheren Quantenfluktuationen)
besitzt die Kurve E(α) nur ein Minimum und das zugeho¨rige Verhalten des Quanten-
Spiralwinkels am U¨bergangspunkt ist kontinuierlich.
Hier soll noch einmal ausdru¨cklich vom klassischen System unterschieden werden, wo
der U¨bergang von kollinearem zu nichtkollinearem Verhalten immer bei J2 =
|J1|
4
statt-
findet und unabha¨ngig von J⊥ immer kontinuierlich ist. In Abbildung 4.9 sind die
Ket-Korrelationskoeffizienten fu¨r den Fall (i) und J⊥ = 0.3 dargestellt. Man erkennt
am Phasenu¨bergangspunkt das sprunghafte Verhalten und findet eine betragsma¨ßige
Dominanz der Ket-Korrelationskoeffizienten a1-a3, wa¨hrend die Koeffizienten a4 und
a5 nahe bei Null sind. Trotz ihres geringen Betrages, beeinflussen sie die Eigenschaften
des Quantensystems jedoch erheblich, was man an dem Einfluss der Zwischenketten-
kopplungen erkennt. Zusa¨tzlich gewinnt man mit dieser Abbildung eine Vorstellung
von der Gro¨ßenordnung der Koeffizienten.
In Abbildung 4.10 wurde der Quanten-Spiralwinkel αqu in Abha¨ngigkeit der Zwischen-
kettenkopplung J⊥ fu¨r den Fall (i) und in Abbildung 4.11 fu¨r den Fall (ii) dargestellt.
Wie bereits diskutiert, verschiebt sich der Quanten-Spiralwinkel in Richtung des klas-
sischen Wertes mit wachsender Zwischenkettenkopplung J⊥. Zusammen mit dem Vor-
zeichenwechsel von αqu−αcl als Funktion von J2, findet man zwei verschiedene Regime:
5Private Kommunikation mit D. J. J. Farnell, einem der Autoren von [62] ergab, dass Hinweise auf
diskontinuierliches Verhalten gefunden wurden. Da die DMRG-Daten fu¨r den Quanten-Spiralwinkel
jedoch kein Sprung zeigten und die CCM fu¨r Spinsysteme damalig eine sehr neue Methode war, wurden
die CCM-Daten in dem diskontinuierlichen Bereich ausgelassen.
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Abbildung 4.9: Darstellung der Ket-Korrelationskoeffizienten fu¨r den Fall (i) und
J⊥ = 0.3. Bis zum Phasenu¨bergangspunkt bei Js2 = 0.538 sind a4 und a5 Null und
anschließend von Null verschieden, jedoch betragsma¨ßig klein.
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Abbildung 4.10: Illustration des Quanten-Spiralwinkels αqu fu¨r Fall (i) als Funktion
der Zwischenkettenkopplung fu¨r verschiedene fixierte Werte der Frustration J2. Die
eingezeichneten Linien stellen eine Hilfe zur Betrachtung dar. Das Inset zeigt einen
vergro¨ßerten Ausschnitt fu¨r J2 = 0.7, 0.8, 0.9.
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Abbildung 4.11: Illustration des Quanten-Spiralwinkels αqu fu¨r Fall (ii) als Funktion
der Zwischenkettenkopplung fu¨r verschiedene fixierte Werte der Frustration J2. Die
eingezeichneten Linien stellen eine Hilfe zur Betrachtung dar. Das Inset zeigt einen
vergro¨ßerten Ausschnitt fu¨r J2 = 0.7, 0.8, 0.9.
fu¨r J2 . J∗2 wa¨chst αqu mit J⊥ und fu¨r J2 & J∗2 nimmt αqu mit J⊥ ab.
Nun sollen die Fa¨lle (iii) und (iv) betrachtet werden, wo die Na¨chste-Nachbar-Wechsel-
wirkung J1 = −1, also ferromagnetisch ist. Im Gegensatz zu den antiferromagnetischen
Fa¨llen (i) und (ii) ist der Phasenu¨bergang vom kollinearen zum nichtkollinearen Spiral-
zustand grundsa¨tzlich kontinuierlich. Zur Illustration des kontinuierlichen Verhaltens
zeigen die Abbildungen 4.12 und 4.13 die Grundzustandsenergie E in Abha¨ngigkeit des
Spiralwinkels sowie die Ket-Korrelationskoeffizienten fu¨r den Fall (iii). In Abbildung
4.12 findet man an den Energiekurven fu¨r verschiedene Frustrationen J2 jeweils nur
ein ausgepra¨gtes Minimum, das sich mit wachsendem J2 kontinuierlich verschiebt. Die
Abbildung der Ket-Korrelationskoeffizienten 4.13 zeigt deutliche Unterschiede zur Ab-
bildung 4.9 fu¨r den zuvor betrachteten Fall. Bis zum Phasenu¨bergangspunkt Js2 , der
wegen der antiferromagnetischen Zwischenkettenkopplung J⊥ = 0.3 gegenu¨ber dem
klassischen Fall verschoben ist, (dieses Verhalten wird weiter unten diskutiert) sind
die betragsma¨ßig dominanten Korrelationskoeffizienten a3 und a5. Die letztgenannten
Koeffizienten besitzen ein Maximum am U¨bergangspunkt und nehmen dann monoton
ab. Wa¨hrend der Betrag des Korrelationskoeffizienten a1 und in der Na¨he des U¨ber-
gangspunktes auch der von a2 stark zunehmen, bleibt a4 nahe bei Null. Insgesamt ist
hierfu¨r erneut der Einfluss von Quantenfluktuationen auf dieses System entscheidend.
Fu¨r J2 < J
s
2 bei ferromagnetischer Kopplung J1 ist der Grundzustand der Ketten ein
magnetisch ferngeordneter kollinearer Zustand und daru¨ber hinaus frei von Fluktua-
tionen durch die Quantennatur der Spins. Die Hinzunahme einer ferromagnetischen
Zwischenkettenkopplung [Fall (iv)] a¨ndert an diesem fluktuationslosen Zustand nichts.
Im Fall (iii) werden Quantenfluktuationen durch die Hinzunahme von J⊥ > 0 rele-
vant und der Grundzustand wird ein echter Quantengrundzustand. Jedoch a¨ndern sich
die magnetischen Korrelationen innerhalb der Ketten kaum. Insgesamt also gibt es am
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Abbildung 4.12: Darstellung der Grundzustandsenergie E in Abha¨ngigkeit vom Spi-
ralwinkel fu¨r verschiedene fixierte J2 und J⊥ = 0 (J1 = −1).
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Abbildung 4.13: Darstellung der Ket-Korrelationskoeffizienten fu¨r den Fall (iii) und
J⊥ = 0.3. Bis zum Phasenu¨bergangspunkt bei Js2 = 0.27 sind die Korrelationskoeffizien-
ten a1, a2 und a4 Null und anschließend von Null verschieden, a4 jedoch betragsma¨ßig
klein. Der klassische Phasenu¨bergangspunkt bei J2 = 0.25 wurde durch eine senkrechte
Linie gekennzeichnet.
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Phasenu¨bergangspunkt keinen [Fall (iv)] oder nur einen geringen [Fall (iii)] Einfluss von
Quantenfluktuationen. Hieraus resultiert, dass der Phasenu¨bergangspunkt fu¨r den Fall
(iv) exakt bei J2 =
|J1|
4
liegt, jedoch fu¨r den Fall (iii) gegenu¨ber dem klassischen Fall
verschoben ist und erneut einen order from disorder-Effekt anzeigt. Diese Verschie-
bung ist betragsma¨ßig klein, weil die Quantenfluktuationen schwach sind. Dennoch
kann eine Verschiebung von Js2 , verursacht durch eine Zwischenkettenkopplung, fu¨r
die Materialien Li2ZrCuO4 and Li2CuO2 [56, 58], welche nahe am Phasenu¨bergangs-
punkt liegen, relevant sein. Anzumerken ist, dass in [99] zuerst bemerkt wurde, dass
der U¨berganspunkt bei J2 =
|J1|
4
fixiert ist, falls der kollineare Zustand der klassische
ferromagnetische Zustand ist. Ein a¨hnliches U¨bergangsverhalten von diskontinuierli-
chem zu kontinuierlichem Verhalten ist auch Gegenstand in [100].
Der Quanten-Spiralwinkel fu¨r die Fa¨lle (iii) und (iv) ist in den Abbildungen 4.14 und
4.15 dargestellt.
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Abbildung 4.14: Darstellung des Quanten-Spiralwinkels αqu als Funktion von J2 fu¨r
ferromagnetische Na¨chste-Nachbar-Kopplung J1 und antiferromagnetischer Zwischen-
kettenkopplung J⊥ [Fall (iii)]. Die Hauptabbildung zeigt hierbei die Differenz zwischen
dem Quanten-Spiralwinkel und dem klassischen Spiralwinkel αqu−αcl u¨ber J2 fu¨r ver-
schiedene fixierte J⊥. Im Inset ist αqu selbst als Funktion von J2 dargestellt. Zum
Vergleich wurde der klassische Spiralwinkel als Funktion von J2 mit eingezeichnet.
Erneut gibt es zwischen dem Verlauf des klassischen Spiralwinkels und des Quanten-
Spiralwinkels signifikante Unterschiede, welche jedoch im Vergleich zu den Fa¨llen (i)
und (ii) betragsma¨ßig kleiner ausfallen. Die gro¨ßte Abweichung fu¨r J⊥ = 0 von 0.09pi
findet man bei J2 ≈ 0.5. Fu¨r den Fall (iv) stellt man fest, dass fu¨r J⊥ ≤ 0 und J2 > 0.25
alle Werte des Quanten-Spiralwinkels gro¨ßer als die entsprechenden klassischen Werte
sind. Fu¨r den Fall (iii) fu¨hrt dagegen die Verschiebung von Js2 , dargestellt in Abbil-
dung 4.16, zu einer A¨nderung im Vorzeichen von αqu−αcl. Die Quantenfluktuationen,
verursacht durch eine antiferromagnetische Kopplung J⊥, fu¨hren also zu einem etwas
subtileren Verhalten des entsprechenden Quantensystems. Durch die Verschiebung von
Js2 findet man auch eine recht große Differenz |αqu−αcl| fu¨r J⊥ > 0 und J2 ≈ 0.27−0.28.
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Abbildung 4.15: Darstellung des Quanten-Spiralwinkels αqu als Funktion von J2 fu¨r
ferromagnetische Na¨chste-Nachbar-Kopplung J1 und ferromagnetischer Zwischenket-
tenkopplung J⊥ [Fall (iv)]. Die Hauptabbildung zeigt hierbei die Differenz zwischen
dem Quanten-Spiralwinkel und dem klassischen Spiralwinkel αqu−αcl u¨ber J2 fu¨r ver-
schiedene fixierte J⊥. Im Inset ist αqu selbst als Funktion von J2 dargestellt. Zum
Vergleich wurde der klassische Spiralwinkel als Funktion von J2 mit eingezeichnet.
Erneut findet man fu¨r das System mit dem sta¨rksten Einfluss von Quantenfluktuatio-
nen (also fu¨r J⊥ = 0), dass es dem Grenzwert αqu → pi2 am schnellsten zustrebt. Recht
große Werte
∣∣∣J2J1 ∣∣∣ ≈ 2.4 findet man z.B. fu¨r LiCuVO4 [51, 54]. Eine Darstellung des
Quanten-Spiralwinkels in Abha¨ngigkeit von J⊥ geben die Abbildungen 4.17 [Fall (iii)]
und 4.18 [Fall (iv)]. Das Anstiegsverhalten a¨ndert sich fu¨r kleine J⊥ am sta¨rksten. Im
Gegensatz zu den Fa¨llen (i) und (ii) nimmt αqu monoton mit J⊥ ab, falls J2 > Js2 .
Wie in der Einleitung zu diesem Kapitel angegeben, wurden in [59, 60] lediglich der
klassische Zusammenhang zwischen den Austauschwechselwirkungen und dem Spiral-
winkel zur Diskussion des Verha¨ltnisses J2
J1
benutzt. Um hier Abhilfe zu schaffen, wurden
empirische Formeln bestimmt, die den kontinuierlichen Teil der Kurven αqu(J2) (vgl.
Abbildungen 4.5, 4.6, 4.10 und 4.14) gut fitten. Da der Verlauf der kontinuierlichen
Bereiche von αqu(J2) dem klassichen Verlauf a¨hnlich ist, wurde folgender Ansatz zum
Fitten der Datenpunkte (geschrieben in Einheiten der Austauschwechselwirkungen zur
besseren Anwendung beim Vergleich mit experimentellen Daten) verwendet:
αqu(J2) = arccos
( −J1
[4(J2 − Js2 + 14)]ν
)
. (4.24)
In (4.24) ist ν der Fit-Parameter. Fu¨r Js2 =
|J1|
4
und ν = 1 stimmt diese Gleichung mit
der Gleichung (4.3) des klassischen Spiralwinkels u¨berein. In Abbildung 4.19 wurde ν
in Abha¨ngigkeit von J⊥ dargestellt (fu¨r die Fa¨lle (i)-(iv)). Der so bestimmte Exponent
ν ist immer go¨ßer als der klassische Wert νcl = 1. In U¨bereinstimmung mit den zuvor
getroffenen Aussagen nimmt der Exponent ν mit wachsender Zwischenkettenkopplung
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Abbildung 4.16: Diese Abbildung zeigt den Phasenu¨bergangspunkt Js2 als Funktion
von J⊥ fu¨r J1 = −1 und J⊥ > 0 [Fall (iii)].
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Abbildung 4.17: Illustration des Quanten-Spiralwinkels αqu als Funktion der Zwischen-
kettenkopplung J⊥ fu¨r verschiedene fixierte Werte der Frustration J2 [Fall (iii)].
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Abbildung 4.18: Illustration des Quanten-Spiralwinkels αqu als Funktion der Zwischen-
kettenkopplung J⊥ fu¨r verschiedene fixierte Werte der Frustration J2 [Fall (iv)].
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Abbildung 4.19: Darstellung des Exponenten ν in Abha¨ngigkeit von J⊥ fu¨r die Fa¨lle
(i)-(iv).
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Tabelle 4.1: Numerische Werte fu¨r den Exponenten ν und fu¨r den Phasenu¨bergangs-
punkt Js2 in Abha¨ngigkeit von J⊥ fu¨r die Fa¨lle (i)-(iv).
|J⊥| (i): J1 = 1, J⊥ > 0 (ii): J1 = 1, J⊥ < 0
Js2 ν J
s
2 ν
0.70 0.426 1.364 - -
0.80 0.409 1.317 0.433 1.341
0.90 0.397 1.283 0.418 1.294
1.00 0.386 1.256 0.405 1.258
(iii): J1 = −1, J⊥ > 0 (iv): J1 = −1, J⊥ < 0
Js2 ν J
s
2 ν
0.00 0.250 1.972 0.250 1.972
0.10 0.256 1.761 0.250 1.742
0.20 0.264 1.662 0.250 1.630
0.30 0.270 1.588 0.250 1.552
0.40 0.275 1.530 0.250 1.494
0.50 0.278 1.483 0.250 1.448
0.60 0.280 1.443 0.250 1.411
0.70 0.282 1.410 0.250 1.380
0.80 0.283 1.381 0.250 1.354
0.90 0.284 1.357 0.250 1.331
1.00 0.285 1.336 0.250 1.312
J⊥ ab und na¨hert sich dem klassischen Wert. Aus experimenteller Sicht sind hier die
edge-shared chain cuprates, die dem Fall (iii) entsprechen, besonders interessant. Hier
ko¨nnen passende Approximationsformeln angegeben werden, die das Verhalten von
Js2(J⊥) (siehe Abbildung 4.16) und von ν(J⊥) (siehe Abbildung 4.19 (rote Linie)) recht
genau fitten:
ν =
a(
J⊥
|J1| + b
)c , Js2 = |J1|4 + p|J1| tanh
(
q
J⊥
|J1|
)
. (4.25)
Mit den Werten a = 1.37, b = 0.13, c = 0.17, p = 0.036 und q = 2.11 erzielen die Kur-
ven sehr gute U¨bereinstimmungen mit den hier bestimmten Daten fu¨r den Fall (iii).
Zusa¨tzlich dazu wurden Js2 und ν fu¨r verschiedene Werte von J⊥ in Tabelle 4.1 eingetra-
gen. Die Approximationsformel (4.25) und die Daten aus der Tabelle ko¨nnen zusammen
mit (4.24) verwendet werden, um bei gegebenem Spiralwinkel α (z.B. durch Neutro-
nenstreuung ermittelt [48, 49, 51, 59]) das Verha¨ltnis J2
J1
zu bestimmen.
Fu¨r Li2ZrCuO4 wurde der Spiralwinkel von
7Li-NMR-Daten zu α = 33◦ ± 2◦[57] be-
stimmt. Das zugeho¨rige klassische Verha¨ltnis ist J2
J1
= 0.298. Dieser Wert ist u¨ber-
raschenderweise recht nah am Wert J2
J1
= 0.3, bestimmt durch thermodynamische
Untersuchungen am eindimensionalen Spin-1
2
J1-J2-Modell in [56]. Die Zwischenket-
tenkopplung wurde bestimmt zu J⊥ . 0.1J1. Die hier durchgefu¨hrten Untersuchungen
wu¨rden fu¨r J2
J1
= 0.3, entsprechend Abbildung 4.16, einen etwas gro¨ßeren Spiralwinkel
von α ≈ 42◦ vermuten lassen. Fu¨r dieses Material sind jedoch vermutlich nennenswer-
te Anisotropien relevant, welche zu einer Modifikation des Spiralwinkels und zu einer
Reduktion der Quantenfluktuationen im Vergleich zum hier untersuchten isotropen
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Modell fu¨hren. Mit diesen Anisotropien im Zusammenhang stehende Effekte wurden
jedoch im Rahmen dieser Arbeit nicht untersucht.
4.4 Ergebnisse fu¨r das frustrierte quasi-1d J1-J2-
Modell in ho¨heren LSUBn
In diesem Abschnitt erfolgt die Untersuchung des quasi-1d J1-J2-Systems unter Ver-
wendung des Ne´el-Zustandes als CCM-Modellzustand und unter Auswertung hoher
Na¨herungsstufen. Wie in der Einleitung zu diesem Kapitel angegeben, stehen folgende
Fragestellungen im Vordergrund:
1. Gibt es im unfrustrierten System (J2 = 0) in Abha¨ngigkeit vom Quantenspin s
fu¨r J⊥ > 0 eine ungeordnete Phase?
2. Wie a¨ndert sich diese Situation bei Hinzunahme einer Frustration J2?
Zur Untersuchung dieser Fragestellungen steht in diesem Abschnitt der Ordnungspa-
rameter M , berechnet nach (2.15), im Vordergrund. Im Abschnitt 2.3.8 wurde bereits
angegeben, dass im Rahmen der CCM hohe Genauigkeiten durch eine passende Extra-
polation der Ergebnisse aus Berechnungen bis zu hohen SUBn−n-Na¨herungsstufen er-
reicht werden. In der praktischen Umsetzung bedeutet dies, dass man die zur Verfu¨gung
stehenden Computerkapazita¨ten ausscho¨pft (vgl. auch Kapitel 3). An zuvor untersuch-
ten Systemen [25, 29, 30], die einen Quantenphasenu¨bergang von einem ungeordneten
zu einem geordneten Grundzustand zeigen, erwies sich die Potenzgesetz-Extrapolation
”Extrapolation1“ (2.59) als erfolgreich zur Bestimmung des Phasenu¨bergangspunktes.
Alternativ hierzu wurde in Abschnitt 2.3.8 begru¨ndet, dass innerhalb der Potenzgesetz-
Extrapolation ein Fixieren des Exponenten unter Hinzunahme eines weiteren Termes
ho¨herer Ordnung in 1
n
fu¨r einen stabilen Fit gu¨nstig sein kann, was auf ”Extrapolation3“
(2.61) fu¨hrte. Beide Extrapolationen wurden zuna¨chst verwendet, um die SUBn− n-
Ergebnisse des Ordnungsparameters der einfachen linearen Kette (s = 1
2
) am kritischen
Punkt zu extrapolieren (vgl. auch Tabelle 3.1 und Abbildung 3.2). Das exakte Resul-
tat M = 0 wird dabei sehr genau wiedergegeben. Die Kurven sind in Abbildung 4.20
dargestellt. Der Koeffizient a2 aus (2.59) wurde hierbei bestimmt zu a2 = 0.414, was
relativ nahe am fixierten Exponenten 1
2
aus (2.61) ist. Im Folgenden werden beide Ex-
trapolationen verwendet, um die kritische Zwischenkettenkopplung J c⊥ zu bestimmen.
Die Differenz der so bestimmten extrapolierten Werte fu¨r J c⊥ kann man gewissermaßen
als Genauigkeit der Methode auffassen.
Die Computerressourcen der fu¨r diese Arbeit verfu¨gbaren Parallelrechner erlaubten
hierbei die Berechnung bis zu SUB10−10 fu¨r das Spin-1
2
-System und bis zu SUB8−8
fu¨r das Spin-1-System, was die Bestimmung und die numerisch-iterativen Lo¨sung von
mehr als 104 gekoppelten (nichtlinearen) Gleichungen bedeutet.
Die Ergebnisse fu¨r den Ordnungsparameter M
s
in Abha¨ngigkeit von der Zwischenket-
tenkopplung sowie die entsprechenden Extrapolationen sind in den Bildern 4.21-4.23
dargestellt. Fu¨r das quasi-eindimensionale unfrustrierte Spin-1
2
-System erkennt man in
Abbildung 4.21, dass sich die Magnetisierung im Bereich J1 ≥ J⊥ & 0.2J1 kaum a¨ndert.
Lediglich fu¨r J⊥ < 0.2J1 nimmt die Magnetisierung merklich ab. Man erkennt auch,
dass beide Extrapolationen zu nahezu identischen Extrapolationswerten fu¨hren. Die
Extrapolation entsprechend (2.59), ergibt eine kritische Zwischenkettenkopplung von
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Abbildung 4.20: Darstellung der Extrapolation des Ordnungsparameters (Untergitter-
Magnetisierung) M , skaliert mit dem Quantenspin s fu¨r die pure unfrustrierte s = 1
2
-
Kette (J2 = 0, J⊥ = 0). Die verwendeten Extrapolationsmethoden sind mit Extrapola-
tion1 (Extrapolation nach (2.59)) und mit Extrapolation3 (Extrapolation nach (2.61))
bezeichnet.
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Abbildung 4.21: Darstellung der Abha¨ngigkeit des Ordnungsparameters im Grundzu-
stand (Untergittermagnetisierung) M/s von der Zwischenkettenkopplung J⊥ fu¨r den
unfrustrierten quasi-1d Spin-1
2
Heisenberg-Antiferromagneten. Die verwendeten Extra-
polationsmethoden sind mit Extrapolation1 (Extrapolation nach (2.59)) und mit Ex-
trapolation3 (Extrapolation nach (2.61)) bezeichnet.
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Abbildung 4.22: Darstellung der Abha¨ngigkeit des Ordnungsparameters im Grundzu-
stand (Untergittermagnetisierung) M/s von der Zwischenkettenkopplung J⊥ fu¨r den
unfrustrierten quasi-1d Spin-1 Heisenberg-Antiferromagneten. Die verwendeten Extra-
polationsmethoden sind mit Extrapolation1 (Extrapolation nach (2.59)) und mit Ex-
trapolation3 (Extrapolation nach (2.61)) bezeichnet.
J c⊥ ≈ 0.003J1, unterhalb derer die Ne´el-Ordnung verschwindet. Die Extrapolation nach
(2.61) fu¨hrt zu einem endlichen, jedoch sehr kleinen Ordnungsparameter M ≈ 0.01.
Diese Ergebnisse sind konsistent mit der Schlussfolgerung, dass fu¨r das unfrustrierte
Spin-1
2
-System eine infinitesimal kleine Zwischenkettenkopplung genu¨gt, um eine an-
tiferromagnetische langreichweitige Ordnung im Grundzustand zu stabilisieren. Dieses
Ergebnis stimmt mit den Ergebnissen aus [75, 79, 80, 81, 82] u¨berein. Als Ursache ist
das Fehlen eines Spingaps in diesem System zu nennen.
Nun soll das analoge s = 1-System untersucht werden. Die Anzahl der fundamen-
talen Konfigurationen wa¨chst nach Abschnitt 2.3.4 fu¨r das Spin-1-System erheblich
rascher, als fu¨r das entsprechende Spin-1
2
-System, weswegen die Berechnungen nur bis
einschließlich SUB8 − 8 durchgefu¨hrt werden konnten. Daraus resultierend sind die
Aussagen der CCM nicht ganz so zuverla¨ssig wie fu¨r s = 1
2
.
Erneut a¨ndert sich, wie Bild 4.22 zeigt, die Magnetisierung im Bereich J1 ≥ J⊥ & 0.2J1
kaum. Der Betrag der Magnetisierung ist jedoch erheblich ho¨her als im Spin-1
2
-System,
was einer Abnahme der Quantenfluktuationen in diesem System mit wachsendem
Quantenspin s zuzuschreiben ist. Eine starke Abnahme des Ordnungsparameters be-
ginnt fu¨r J⊥ . 0.2J1, bis die Magnetisierung schließlich bei einer endlichen Zwischenket-
tenkopplung J c⊥ > 0 vo¨llig verschwindet. Dies ist gleichbedeutend mit der Feststellung,
dass in diesem System eine endliche Zwischenkettenkopplung fu¨r einen ferngeordneten
Grundzustand no¨tig ist.
Beide Extrapolationen zeigen jedoch gro¨ßere Abweichungen zueinander als fu¨r das Spin-
1
2
-System. Die Extrapolation nach (2.59) ergibt J c⊥ ≈ 0.1J1 und die Extrapolation nach
(2.61) den kleineren Wert J c⊥ ≈ 0.02J1. Beide Werte weichen etwa um den Faktor 2
von den QMC Ergebnissen [82, 83, 84] J c⊥ ≈ 0.043−0.044J1 ab und geben einen Ru¨ck-
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Abbildung 4.23: Darstellung der Abha¨ngigkeit des Ordnungsparameters im Grundzu-
stand (Untergittermagnetisierung) M/s von der Zwischenkettenkopplung J⊥ fu¨r den
frustrierten quasi-1d Spin-1
2
Heisenberg-Antiferromagneten. Die verwendeten Extrapo-
lationsmethoden sind mit Extrapolation1 (Extrapolation nach (2.59)) und mit Extra-
polation3 (Extrapolation nach (2.61)) bezeichnet. Abbildung a: J2 = 0.35J1; Abbildung
b: J2 = 0.45J1.
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schluss auf die Genauigkeit der CCM bei Verwendung der Daten bis einschließlich der
Na¨herungsstufe SUB8− 8.
Wegen der Frustration sind QMC Rechnungen fu¨r das nun betrachtete frustrierte quasi-
eindimensionale Spin-1
2
-System nicht mo¨glich. Im Abschnitt 4.2 wurde der klassische
Grundzustand genauer betrachtet. Fu¨r J2 > 0.25J1 liegt ein inkommensurabler Grund-
zustand mit spiralartigen Korrelationen entlang der Ketten vor, unabha¨ngig von der
Gro¨ße der Zwischenkettenkopplung. Im Unterschied zum klassischen System zeigt das
eindimensionale Quantensystem keine spiralartige Korrelationen fu¨r 0.25J1 < J2 .
0.5J1 [25, 70, 62, 64, 65], jedoch ein Spingap , das eine starke Abha¨ngigkeit von J2
aufweist [64, 101]. In Anwesenheit einer genu¨gend starken Zwischenkettenkopplung J⊥
ko¨nnen jedoch auch im Quantenmodell spiralartige Korrelationen auftreten [25, 70].
Man betrachte hierzu die Abbildung 4.10 und beachte auch die Aussagen des vorigen
Abschnittes. Die hier durchgefu¨hrten Berechnungen wurden deshalb auf die Bereiche
J⊥ < 0.5J1 und J2 ≤ 0.46J1 beschra¨nkt. Die Untersuchungen des Abschnittes 4.3 zei-
gen, dass die Verwendung des Ne´el-Zustandes als CCM-Modellzustand hier gut funk-
tioniert und motiviert ist. Das Spingap  ist fu¨r den Bereich J2 < 0.4J1 im eindimen-
sionalen Modell (J⊥ = 0) sehr klein und wa¨chst rasch im Intervall 0.4J1 < J2 < 0.5J1
[64, 101].
Die Ergebnisse fu¨r M
s
als Funktion von J⊥ fu¨r J2 = 0.35J1 und fu¨r J2 = 0.45J1 sind
in Abbildung 4.23 dargestellt. Fu¨r J2 = 0.35J1 betra¨gt der kritische Wert fu¨r die
Zwischenkettenkopplung nach Extrapolation mit (2.59) J c⊥ ≈ 0 und nach Extrapo-
lation mit (2.61) J c⊥ = 0.014J1. Aufgrund des sehr kleinen Wertes des Spingaps fu¨r
J2 = 0.35J1 und J⊥ = 0, ist eine verschwindende oder ebenfalls kleine kritische Zwi-
schenkettenkopplung J c⊥ plausibel. Fu¨r J2 = 0.45J1, wo das Spingap  ≈ 0.13J1 betra¨gt
[64, 65], wurde jedoch eine recht große kritische Zwischenkettenkopplung J c⊥ ≈ 0.2J1
(nach (2.59)) bzw. J c⊥ ≈ 0.15J1 (nach (2.61)) bestimmt. Interessanterweise scheint das
Verha¨ltnis R =
Jc⊥

, gro¨ßer als fu¨r den unfrustrierten Spin-1-Antiferromagneten zu sein.
In Figur 4.24 ist die kritische Zwischenkettenkopplung J c⊥ in Abha¨ngigkeit von J2 dar-
gestellt. Beide Extrapolationen liefern hier a¨hnliche Resultate. Man erkennt, dass sich
J c⊥ in Abha¨ngigkeit von J2 a¨hnlich zum Verlauf des Spingaps  in Abha¨ngigkeit von J2
verha¨lt [64, 65]. Man findet dennoch eine monotone Zunahme des Verha¨ltnisses R =
Jc⊥

von R ≈ 0.8 zu R ≈ 1.6 in der Region 0.4J1 ≤ J2 ≤ 0.46J1.
Der Ordnungsparameter M
s
als Funktion der Frustration J2 ist in Abbildung 4.25 dar-
gestellt. Um diese Abbildung u¨bersichtlich zu halten, wurden nur die extrapolierten
Werte nach (2.59) eingetragen. Wie erwartet, schwa¨cht die Frustration die magneti-
sche Ordnung im Grundzustand, d.h. M
s
nimmt mit wachsendem J2 ab.
Fu¨r fixierte und nicht zu große Zwischenkettenkopplungen J⊥ beobachtet man in die-
sem System einen Quantenphasenu¨bergang von einem ferngeordneten Ne´el-Zustand zu
einer ungeordneten Phase in Abha¨ngigkeit von J2. In Analogie zum quasi-2d J1 − J2
Modell [30] ist es sehr wahrscheinlich, dass es fu¨r starke Zwischenkettenkopplungen
keine magnetisch ungeordnete Phase gibt.
Abschließend soll erwa¨hnt werden, dass dieser Quantenphasenu¨bergang im betrachte-
ten Modell auch aus einem anderen Blickwinkel von großem Interesse ist. Fu¨r 0.2411J1 <
J2 & 0.5J1 besitzt dieses Modell zwei Grundzusta¨nde, welche unterschiedliche Symme-
trien brechen. Die rotationsinvariante, dimerisierte Phase fu¨r verschwindende oder klei-
ne J⊥ bricht die Translationssymmetrie des Gitters und die ne´elartig geordnete Phase
bricht die Spinrotationssymmetrie. Einen kontinuierlichen Phasenu¨bergang kann es im
Rahmen der Landau-Theorie nicht geben und ko¨nnte nur durch eine daru¨ber hinausge-
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Abbildung 4.24: Darstellung der kritischen Zwischenkettenkopplung J c⊥ in Abha¨ngig-
keit von J2 fu¨r das frustrierte quasi-eindimensionale Spin-
1
2
-System. Die verwendeten
Extrapolationsmethoden sind mit Extrapolation1 (Extrapolation nach (2.59)) und mit
Extrapolation3 (Extrapolation nach (2.61)) bezeichnet.
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Abbildung 4.25: Darstellung des Ordnungsparameters M/s in Abha¨ngigkeit von J2 fu¨r
verschiedene fixierte Werte der Zwischenkettenkopplung J⊥ fu¨r das frustrierte quasi-
eindimensionale Spin-1
2
-System. Die Daten hierzu sind durch Verwendung der Extra-
polation nach (2.59) ermittelt.
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hende Theorie (deconfined quantum criticality) erkla¨rt werden. [102]. Fu¨r dieses System
sind somit die drei folgenden Szenarien denkbar:
1. es gibt eine kleine ungeordnete, spinflu¨ssigkeitsartige Zwischenphase,
2. es findet ein Phasenu¨bergang erster Ordnung zwischen dem Ne´el-Zustand und
dem dimerisierten Zustand statt,
3. das System besitzt einen sogenannten deconfined quantum critical point [102].
Diese Fragestellung kann im Rahmen dieser Untersuchung nicht beantwortet werden,
wird jedoch Gegenstand ku¨nftiger Untersuchungen sein.
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Kapitel 5
Untersuchung unfrustrierter und
frustrierter Spin-Gitter im
Magnetfeld
Im Kapitel 4 wurden quasi-eindimensionale und zweidimensionale (frustrierte) Quan-
tenspinsysteme im Rahmen der CCM untersucht. Diese Untersuchungen wurden durch
die starke Beeinflussbarkeit dieser Systeme durch Quantenfluktuationen und ihrer kom-
plexen Dynamik motiviert.
Gegenstand dieses Kapitels ist die Untersuchung des Verhaltens zweier Quanten-Anti-
ferromagnete in Anwesenheit eines a¨ußeren magnetischen Feldes. Waren die Untersu-
chungen solcher Systeme zuna¨chst von generellem Interesse fu¨r die Beantwortung all-
gemeiner physikalischer Fragestellungen, so wurden diese Systeme mit der Entdeckung
exotischer Magnetisierungskurven (Plateaus, Spru¨nge) in Abha¨ngigkeit vom a¨ußeren
Magnetfeld erneut versta¨rkt untersucht [1, 69, 103, 104, 105, 106, 107, 108, 109, 110,
111, 112, 113, 114, 115, 116]. Diese Plateaus und Spru¨nge sind oft an den Quantencha-
rakter der Systeme gekoppelt, weil sie in den korrespondierten klassischen Systemen
nicht zu finden sind [69, 117, 118, 119].
Die hier betrachteten Modellsysteme sind der Spin-1
2
-Heisenberg-Antiferromagnet auf
dem unfrustrierten, isotropen Quadratgitter und auf dem frustrierten Dreiecksgitter.
Diese Modelle wurden mit verschiedenen Quanten-Vielteilchen-Methoden wie der QMC,
der ED, mit feldtheoretischen Methoden, der SWT und mittels starker-Kopplungs-Ap-
proximationen [1, 103, 104, 105, 106] bereits untersucht. Auf die hierbei unumga¨ngli-
chen Limitierungen einiger Methoden wurde im Abschnitt 2.2 eingegangen.
Hier werden erstmalig CCM-Berechnungen hin zu hohen Na¨herungsstufen durchgefu¨hrt.
Das Kapitel selbst ist dabei folgendermaßen gegliedert: Zuna¨chst werden die Hamilton-
Operatoren angegeben und die klassischen Eigenschaften beider Systeme kurz rekapi-
tuliert. Dann werden Ergebnisse a¨lterer Untersuchungen der Quantenmodelle zusam-
mengetragen. Die neuen CCM-Berechnungen am unfrustrierten Quadratgitter und eine
detaillierte Pra¨sentation der gewonnenen Resultate erfolgt im Abschnitt 5.1. Die ent-
sprechende Untersuchung des frustrierten Dreiecksgitters erfolgt anschließend im Ab-
schnitt 5.2. Die wesentlichen Ergebnisse dieses Kapitels sind Gegenstand der Vero¨ffent-
lichung [120].
Der relevante Hamilton-Operator beider Systeme kann geschrieben werden zu:
H =
∑
<i,j>
si · sj − λ
∑
i
szi . (5.1)
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Der Index i kennzeichnet hierbei einen beliebigen Gitterplatz und < i, j > kennzeichnet
eine Summation u¨ber alle Na¨chste-Nachbar-Bindungen (einfach geza¨hlt) der jeweiligen
Gitter. Die Na¨chste-Nachbar-Wechselwirkung ist fixiert zu J = 1 (wurde deshalb weg-
gelassen) und λ = h
J
. Die Sta¨rke des angelegten Magnetfeldes wird damit durch λ
gegeben.
Die Quantengrundzusta¨nde sind bei λ = 0 bis auf eine Abschwa¨chung durch Quanten-
fluktuationen vergleichbar zum klassischen Modell geordnet. Der klassische Grundzu-
stand des Quadratgitters ist entsprechend der antiferromagnetischen Wechselwirkung
der Ne´el-Zustand. Eine entsprechende Anordnung der Spins im Dreiecksgitter ist we-
gen der Frustration nicht mo¨glich. Die Spins richten sich klassisch im Winkel von 120◦
zueinander aus.
Nach Anlegen eines magnetischen Feldes, beginnen sich die Spins in Richtung des Fel-
des zu verdrehen, bis sie schließlich bei einer Sa¨ttigungsfeldsta¨rke von λ = 4 fu¨r das
Quadratgitter bzw. bei λ = 4.5 fu¨r das Dreiecksgitter alle in Feldrichtung weisen. Im
Sa¨ttigungspunkt ist die Magnetisierung maximal (Ms, vgl. (5.3)).
Das Verhalten des Quadratgitters unter Beachtung der Quanteneigenschaften [1, 103,
121, 122, 123, 124, 125, 126, 127] entspricht in etwa dem klassischen System. Wie schon
angegeben, modifizieren Quantenfluktuationen das Verhalten leicht. Ergebnisse aus der
SWT in 2. und 3. Ordnung [123, 124, 125] sowie Ergebnisse, bestimmt mit ED und
QMC [1, 126], geben eine gute U¨bersicht u¨ber das Verhalten des Quantensystems. In
[126, 127] wurden daru¨ber hinaus zu diesem System vor kurzem Gro¨ßen wie die Spin-
Steifigkeit, die Spinwellengeschwindigkeit und die magnetische Suszeptibilita¨t mittels
ED und SWT bestimmt. Eine gute U¨bersicht zum Verhalten des Quadratgitters und
zu den ermittelten Gro¨ßen im magnetischen Feld findet man in [72].
Zum Teil vo¨llig gegensa¨tzlich zum klassischen System verha¨lt sich das Quantenmo-
dell des Dreiecksgitters im Magnetfeld [103, 106, 107, 108, 109, 112, 128, 129]. So
findet man zum Beispiel ein Plateau in der Magnetisierungskurve bei M
Ms
= 1
3
inner-
halb einer begrenzten Region von λ. Die Ausdehnung dieses Plateaus wurde mittels
der SWT zu 1.248 < λ < 2.145 [108, 109] und mittels der ED zu 1.38 < λ < 2.16
[1, 103, 106, 107, 108, 109, 112, 128, 129] bestimmt. Wegen der mit der Frustration
zusammenha¨ngenden Einschra¨nkungen der QMC gibt es von dieser sonst sehr pra¨zi-
sen Methode keine Vergleichswerte. Daru¨ber hinaus weichen die ED- und die SWT-
Ergebnisse merklich voneinander ab und erscheinen deshalb weniger genau. Die Unter-
suchung mit weiteren Methoden ist somit wu¨nschenswert.
Des Weiteren geben aktuelle Experimente an Cs2CuBr4 [116] Hinweise auf weitere
Plateaus bei M
Ms
= 1
3
, 1
2
, 5
9
, und 2
3
. In [116] wurde vermutet, dass dies mit einer unter-
schiedlichen Gro¨ße der magnetischen Elementarzellen zusammenha¨ngt (jedes Plateau
korresponiert dann zu einer speziellen Elementarzellengro¨ße). Theoretisch wurde bis-
her jedoch nur das M
Ms
= 1
3
-Plateau gefunden. Die Kla¨rung der Frage nach weiteren
Plateaus erfolgt allerdings nicht innerhalb der hier durchgefu¨hrten Untersuchungen.
5.1 Unfrustriertes Quadratgitter im Magnetfeld
Zu Beginn der CCM-Untersuchungen stellt sich die Frage nach einem geeigneten Mo-
dellzustand. Fu¨r das bipartite Quadratgitter wird erneut, wie im Kapitel 4, ein Mo-
dellzustand mit einem freien Parameter (Winkel θ) gewa¨hlt. Dieser Modellzustand
beinhaltet den klassischen Grundzustand (Ne´el-Zustand) als Spezialfall (θ = 0). Der
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Quantenwinkel θ wird durch Minimierung der Grundzustandsenergie bestimmt. Im
Bild 5.1 ist eine Illustration des Modellzustandes abgebildet. Wie in der analytischen
A B
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A B
C
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A B
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Abbildung 5.1: Illustration der Modellzusta¨nde fu¨r die CCM-Berechnungen am Qua-
dratgitter und am Dreiecksgitter. a) illustriert den Modellzustand fu¨r das Quadrat-
gitter. θ ist hierbei der Winkel zwischen den Spins und der x-Achse. b) zeigt den
Modellzustand I fu¨r das Dreiecksgitter. Die Spins in den Untergittern A und B schlie-
ßen mit der x-Achse den Winkel α ein, wa¨hrend der Spin im Untergitter C ein fixierter
Down-Spin ist. Der Modellzustand II fu¨r das Dreiecksgitter ist in c) dargestellt. Die
Spins in den A- und B-Untergittern sind Up-Spins und der Spin im Untergitter C ist
erneut ein Down-Spin. Alle Spins sind in ihren Richtungen fixiert. d) illustriert den
Modellzustand III des Dreiecksgitters. Die Spins in den Untergittern A und B schlie-
ßen mit der x-Achse den Winkel α ein, wa¨hrend der Spin im Untergitter C mit der
x-Achse den Winkel β einschließt. Der Modellzustand II ist somit als Spezialfall in den
Modellzusta¨nden I und III enthalten.
Beispielrechnung begru¨ndet und demonstriert wurde, fu¨hrt die Koordinatentransfor-
mation des Hamilton-Operators (5.1), entsprechend (2.22), fu¨r diesen Modellzustand
auf:
H =
∑
<i→j>
{− 1
4
(1 + cos(2θ))(s+i s
+
j + s
−
i s
−
j ) +
1
4
(1− cos(2θ))(s+i s−j + s−i s+j )
− cos(2θ)szi szj +
1
2
sin(2θ)(szi sj + +s
z
i s
−
j − s+i szj − s−i szj)
}
+ λ sin(θ)
∑
i
szi −
λ
2
cos(θ)
∑
iA
(s+iA + s
−
iA
) +
λ
2
cos(θ)
∑
iB
(s+iB + s
−
iB
). (5.2)
Man beachte, dass in (2.22) α = pi−2θ zu beru¨cksichtigen ist, wegen der unterschiedli-
chen Definitionen der Winkel α und θ (hierzu siehe auch Bild 5.1). In (5.2) haben, wegen
der antisymmetrischen Sinusfunktion, die Terme szs+ und szs− fu¨r eine Bindung von i
nach j ein anderes Vorzeichen, als fu¨r eine Bindung von j nach i. Diese Besonderheit ist
in der genannten Gleichung durch den Pfeil in der Symbolik < i→ j > gekennzeichnet.
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Im fu¨r diese Arbeit verwendeten numerischen Programmpaket wird dies durch eine so-
genannte bond directionality bei der Programmierung beru¨cksichtigt. Ein illustratives
Beispiel dieser bond-directionality fu¨r das Quadratgitter ist in Abbildung 5.2 gegeben.
Des Weiteren kennzeichnet der Index iA eine Summation u¨ber alle Gitterpla¨tze des A-
Abbildung 5.2: Illustration der bond-directionality des Quadratgitters nach der loka-
len Koordinatentransformation. Die systematisch auf dem Gitter eingezeichneten Bin-
dungsrichtungen werden dabei durch die Pfeilrichtungen angezeigt. Die gestrichelten
Linien zeigen die Zweispin-Elementarzelle des Modells.
Untergitters, der Index iB selbiges fu¨r das B-Untergitter und der Index i kennzeichnet
einen beliebigen Gitterplatz. Wegen des verwendeten Modellzustandes sind zwei be-
nachbarte Spins nicht mehr a¨quivalent. Die Elementarzelle, ebenfalls in Abbildung 5.2
zu sehen, beinhaltet nun zwei Spins. Ebenso ist die Gro¨ße szT 6= 0, außer fu¨r λ = 0 und
θ = 0. Wegen der vergro¨ßerten Elementarzelle und wegen szT 6= 0, ist die Anzahl der
fundamentalen Konfigurationen gro¨ßer als fu¨r das einfache Quadratgitter (man beachte
hierzu auch Kapitel 3). Die CCM-Simulationen fu¨r das hier betrachtete Modell sind so-
mit entsprechend anspruchsvoller. Ein weiterer wichtiger Punkt ist der Ausschluss der
CCM LSUB1-Konfigurationen fu¨r die hier durchgefu¨hrten Simulationen. In Kapitel 4
konnte fu¨r das dort betrachtete Modell innerhalb einer analytischen Rechnung gezeigt
werden, dass die einzig physikalisch vernu¨nftige Lo¨sung fu¨r den LSUB1-Koeffizienten
Null ist. In numerischen Simulationen erhielt man daru¨ber hinaus ebenfalls immer die
Null fu¨r diese Koeffizienten bzw. die iterativen Lo¨sungsalgorithmen konvergierten ge-
gen diese Lo¨sung. Fu¨r das Quadratgitter im Magnetfeld erwies sich die Fragestellung,
ob die LSUB1-Korrelationskoeffizienten mit einbezogen werden mu¨ssen, als schwie-
riger. Die LSUB1-Terme sind Terme der Form Si1s
+
i und nach [9] sind diese Terme
in den Bra- und Ket-Zusta¨nden a¨quivalent zu einer Spinachsenrotation. Fu¨r s = 1
2
gilt (s+i )
2|Φ〉 = 0 und man kann zeigen, dass eS1 = Πi(1 + Si1s+i ) gilt. Dies stellt
eine Mischung aus Up- und Down-Spins an jedem Gitterplatz dar und verdeutlicht
die Analogie zu einer Rotation der Achsen. In zuvor durchgefu¨hrten Untersuchungen
desselben Modells im Magnetfeld [9] wurde explizit angenommen, dass die LSUB1-
Terme Null gesetzt werden ko¨nnen. Fu¨r die hier durchgefu¨hrten Untersuchungen zu
deutlich ho¨heren Na¨herungsstufen als in [9] wird dieselbe Annahme getroffen. Ers-
te numerische Simulationen unter Einbeziehung der LSUB1-Korrelationskoeffizienten
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zeigten, dass die Iterationsverfahren zum Auffinden der Lo¨sungen fu¨r einige Parameter-
werte sehr schlecht, gegen unphysikalische Werte oder gar nicht konvergierten. In den
Simulationen, die zu den hier pra¨sentierten Ergebnissen fu¨hrten, wurden die LSUB1-
Koeffizienten stets vor der Aufstellung der Gleichungssysteme explizit Null gesetzt.
Um den Magnetisierungsprozess in diesem System zu untersuchen, wurde die tota-
le Gittermagnetisierung M entlang der Richtung des a¨ußeren Feldes bestimmt. Diese
Gro¨ße ist gegeben durch:
M =
1
Ns
〈∑
i
szi
〉
=
1
Ns
〈Ψ˜|
∑
i
szi |Ψ〉. (5.3)
Hierbei ist s = 1
2
der Quantenspin. Nach der Koordinatentransformation entsprechend
Abschnitt 2.3.1 wird (5.3) zu:
M = −sin(θ)
Ns
∑
i
〈Ψ˜|szi |Ψ〉 −
cos(θ)
2Ns
∑
iA
〈Ψ˜|s+iA + s−iA|Ψ〉+
cos(θ)
2Ns
∑
iB
〈Ψ˜|s+iB + s−iB |Ψ〉.
(5.4)
In (5.4) kennzeichnen die Indizes iA und iB eine Summation u¨ber alle Gitterpla¨tze des
A- bzw. B-Untergitters. Der Index i kennzeichnet eine Summation u¨ber alle Gitter-
pla¨tze.
Im Folgenden sollen die Ergebnisse zum untersuchten Quadratgitter im Magnetfeld
pra¨sentiert werden. Die Grundzustandsenergie in Abha¨ngigkeit des Magnetfeldes λ ist
in Bild 5.3 dargestellt. Man erkennt eine sehr schnelle Konvergenz mit wachsender
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Abbildung 5.3: Darstellung der Grundzustandsenergie pro Spin E fu¨r das s = 1
2
-
Quadratgitter im Magnetfeld der Sta¨rke λ. Man beachte, dass die LSUB4, LSUB6
und LSUB8-Kurven nahezu u¨bereinander liegen.
Na¨herungsstufe LSUBn. Wie in fru¨heren Untersuchungen mittels der CCM [27], ist
fu¨r ein verschwindendes Magnetfeld (λ = 0) die Grundzustandsenergie sehr gut appro-
ximiert. Eine Diskussion dieser Ergebnisse kann man auch in [27] finden. Das exakte
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Ergebnis bei der Sa¨ttigungsfeldsta¨rke M = Ms (λs = 4, die Spins zeigen hier alle in
Feldrichtung) wird ebenfalls reproduziert. Die Ergebnisse fu¨r die Gittermagnetisierung
sind in Abbildung 5.4 zu sehen. Man erkennt zuna¨chst ein unterschiedliches Verhal-
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.5  1  1.5  2  2.5  3  3.5  4
M
λ
LSUB4
LSUB6
LSUB8
classical
QMC
Abbildung 5.4: Darstellung der Gittermagnetisierung fu¨r das s = 1
2
-Quadratgitter
im Magnetfeld der Sta¨rke λ im Vergleich zu den Egebnissen der QMC aus [73]. Man
beachte, dass die LSUB4, LSUB6 und LSUB8-Kurven nahezu u¨bereinander liegen.
ten der Magnetisierung des Quantenspinsystems im Vergleich zum linearen Verhalten
Mcl =
1
4
λ der Magnetisierung des klassischen Modells, welche durch Quanteneffekte
hervorgerufen werden. Des Weiteren erkennt man in Bild 5.4, dass die Magnetisierung
des Quantenmodells im Bereich 0 < λ < λs kleiner als die des klassischen Modells ist.
Bemerkenswert ist hier auch, dass die Abweichungen zwischen den LSUBn-Ergebnissen
schnell abnehmen. Die Differenz zwischen den LSUB6 und LSUB8-Werten ist bereits
kleiner als 2 · 10−3 fu¨r alle Werte λ des angelegten Magnetfeldes. Die Ergebnisse der
CCM stimmen hierbei sehr gut mit den Ergebnissen der QMC-Untersuchungen [73]
u¨berein, welche als die pra¨zisesten verfu¨gbaren Ergebnisse angesehen werden ko¨nnen.
Eine Darstellung des Spinwinkels θ fu¨r das Quantenspinsystem im Vergleich zum klassi-
schen Spinwinkel ist in Abbildung 5.5 gegeben. Erneut findet man nennenswerte Unter-
schiede zwischen dem klassischen Verhalten und dem Verhalten des Quantensystems.
Die Abweichungen nehmen bis etwa zum Wert λ ≈ 0.35 des Magnetfeldes zu. Oberhalb
von λ ≈ 0.35 na¨hert sich der Spinwinkel schnell seinem Sa¨ttigungswert θ = pi
2
.
Die gewonnenen Resultate fu¨r die Grundzustandsenergie pro Spin E und fu¨r die Git-
termagnetisierung M in Abha¨ngigkeit vom Magnetfeld ko¨nnen nun benutzt werden,
um die magnetische Suszeptibilita¨t zu berechnen:
χ =
1
2
dM
dλ
= −d
2E
dλ2
. (5.5)
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Abbildung 5.5: Darstellung des Spinwinkels θ
pi
fu¨r das s = 1
2
-Quadratgitter im Ma-
gnetfeld der Sta¨rke λ. Man beachte, dass die LSUB4, LSUB6 und LSUB8-Kurven
nahezu u¨bereinander liegen.
Der Faktor 1
2
beru¨cksichtigt die Definition von M auf dem Intervall [0, 1]. Die Sus-
zeptibilita¨t χ wird hier als Gro¨ße bezogen auf einen Gitterplatz betrachtet1. Fu¨r die
hier durchgefu¨hrten Berechnungen der Suszeptibilita¨t wurde die zweite Ableitung der
Grundzustandsenergie benutzt, da ihre numerische Genauigkeit mit dem vorliegenden
Programmpaket gro¨ßer ist. Um die Genauigkeit zu testen, wurden entsprechend (5.5)
fu¨r kleine Felder die Suszeptibilia¨t χ nach χ = 1
2
dM
dλ
und nach χ = −d2E
dλ2
bestimmt. Die
so gewonnenen Ergebnisse stimmen immerhin noch fu¨r mindestens sechs Dezimalstel-
len u¨berein.
Generell ist zu bemerken, dass die Suszeptibilita¨t χ fu¨r λ → 0, die Grundzustand-
senergie E, die Gittermagnetisierung M , die Spin-Stiffness und die Spinwellen-Ge-
schwindigkeit im Wesentlichen das Grundzustandsverhalten des betrachteten Quan-
tenspinsystems im Magnetfeld charakterisieren. Wurden die Grundzustandsenergie, die
Gittermagnetisierung sowie die Spin-Stiffness bereits im Rahmen fru¨herer CCM-Unter-
suchungen bestimmt [27], so sind die Suszeptibilita¨ten χ fu¨r λ→ 0 erstmals im Rahmen
dieser Arbeit berechnet worden. Die LSUB2, LSUB4, LSUB6, LSUB8 und LSUB10
Ergebnisse sind hierbei χ = 0.08596, χ = 0.07915, χ = 0.07650, χ = 0.07498 und
χ = 0.07388. Diese Ergebnisse wurden extrapoliert, um einen Wert fu¨r den Limes
n→∞ zu bestimmen. Erfahrungen, wie die Spin-Stiffness und Suszeptibilita¨ten nach-
vollziehbar extrapoliert werden ko¨nnen, wurden ebenfalls in fru¨heren Untersuchungen
[35, 130] gesammelt. Es zeigte sich, dass gute Extrapolationsergebnisse mit der Extra-
polation (2.60) erzielt werden ko¨nnen. Die Verwendung dieser Extrapolation ergibt den
Wert χ = 0.0700(6). Der Wert in den Klammern kennzeichnet die Standardabweichung.
Dieses Resultat stimmt ebenfalls sehr gut mit den Ergebnissen anderer Methoden wie
QMC (χ = 0.0669(7)) [122], Reihenentwicklung (χ = 0.0659(10)) [123], linearer SWT
1χ wird manchmal bezogen auf das Volumen definiert, z.B. in [128]. Fu¨r das Quadratgitter fu¨hrt
dies nicht zu anderen Werten fu¨r χ; beim Dreiecksgitter kommt jedoch ein Faktor 2/
√
3 hinzu.
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(χ = 0.05611) [121], SWT in 2. Ordnung (χ = 0.06426) [125] und SWT in 3. Ord-
nung (χ = 0.06291) [124] u¨berein. Eine Darstellung der LSUBn-Datenpunkte und der
Extrapolation findet man in Abbildung 5.6. Die Abha¨ngigkeit der Suszeptibilita¨t χ
 0.07
 0.075
 0.08
 0.085
 0  0.1  0.2  0.3  0.4  0.5
χ
1/n
χ LSUBn
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Abbildung 5.6: Darstellung der LSUBn-Ergebnisse (n = 2, 4, 6, 8, 10) der Suszepti-
bilita¨t χ (λ → 0) fu¨r das s = 1
2
-Quadratgitter im Magnetfeld, zusammen mit der
Extrapolationskurve nach (2.60).
vom Magnetfeld λ ist ebenfalls interessant (siehe hierzu auch [115, 131, 132, 133]). Es
wurden hierzu die Feldabha¨ngigkeit von χ in LSUB4, LSUB6 und LSUB8 bestimmt
und in Abbildung 5.7 dargestellt. Der ebenfalls in Abbildung 5.7 dargestellte Quotient
M
2λ
wird oft in experimentellen Untersuchungen bestimmt. Zu Vergleichszwecken wurde
ebenfalls der feldunabha¨ngige klassische Wert der Suszeptibilita¨t χcl =
1
8
eingetragen.
Man erkennt, dass χ und M
2λ
bis zum Wert λ = 0.4 = λs
10
nahezu u¨bereinstimmen. Fu¨r
sta¨rkere Felder weichen diese Gro¨ßen jedoch signifikant voneinander ab. Fu¨r experi-
mentelle Untersuchungen ist der Quotient M
2λ
demnach eine gute Approximation fu¨r χ,
wenn die Materialien (in Anbetracht der experimentell relevanten Magnetfelder) eine
hohe Sa¨ttigungsfeldsta¨rke λs aufweisen, nicht jedoch bei kleinen Sa¨ttigungsfeldsta¨rken.
Des Weiteren wurde ein Anwachsen der Suszeptibilita¨t χ mit dem Magnetfeld λ auch
experimentell beim quasi-zweidimensionalen Antiferromagneten Ba2CuGe2o7 [131] be-
obachtet. Die hier gewonnenen Resultate stimmen ebenfalls sehr gut mit den Ergeb-
nissen anderer Methoden wie QMC, SWT und ED [126, 127] u¨berein. Hier wie auch
dort ist χ fu¨r mittlere Feldsta¨rken 1.5 . λ . 3.5 nahezu konstant und in der Na¨he des
klassischen Wertes, um dann mit weiterer Zunahme des Feldes rasch anzusteigen.
Die leichten Oszillationen der Suszeptibilita¨t im Bereich 1.5 . λ . 3.5 sind vermutlich
Artefakte der CCM-Na¨herung. Die Anzahl der Oszillationen nimmt mit wachsendem
n in LSUBn zu, die Amplitude jedoch ab. Man kann vermuten, dass fu¨r n → ∞ die
Oszillationen vollsta¨ndig verschwinden.
Zusammenfassend la¨sst sich fu¨r den hier untersuchten Spin-1
2
-Heisenberg-Antiferro-
magneten auf dem Quadratgitter in einem a¨ußeren Magnetfeld feststellen, dass sich
dieses Quantensystem im Wesentlichen wie das entsprechende klassische Modell verha¨lt
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Abbildung 5.7: Darstellung der Suszeptibilita¨t χ und des Quotienten M
2λ
in Abha¨ngig-
keit des Magnetfeldes λ fu¨r das s = 1
2
-Quadratgitter im Magnetfeld. Man beachte, dass
die LSUB4, LSUB6 und LSUB8-Kurven fu¨r M
2λ
nahezu u¨bereinstimmen.
und Quantenfluktuationen das Verhalten nur geringfu¨gig modifizieren. Die Abweichung
zum klassischen Verhalten nimmt hierbei mit wachsender Feldsta¨rke λ→ λs zu (siehe
Abbildung 5.7).
5.2 Frustriertes Dreiecksgitter im Magnetfeld
Wie zuvor beim Quadratgitter im Magnetfeld stellt sich auch hier die Frage nach geeig-
neten Modellzusta¨nden. In der Einleitung zu diesem Kapitel wurde bereits angegeben,
dass im klassischen Modell die benachbarten Spins im Grundzustand einen Winkel von
120◦ zueinander einnehmen. Auch im klassischen Modell a¨ndern bei Anlegen eines Mag-
netfeldes die Spins ihre Richtung und passen sich der Feldrichtung an. Im Gegensatz
zum bipartiten Quadratgitter ist es beim Dreiecksgitter zweckma¨ßig zu unterscheiden,
ob das Feld in der Ebene der Spins (planar) oder senkrecht dazu angelegt wird. Im
klassischen Modell sind beide Situationen energetisch a¨quivalent [108, 117, 118, 119],
thermische Fluktuationen oder Quantenfluktuationen bevorzugen jedoch die planare
Situation [108, 117, 118, 119]. Fu¨r diese Arbeit wird das Magnetfeld demzufolge in der
Spinebene, d.h. planar, angelegt.
Analog zu den Betrachtungen in [108, 112] werden fu¨r das Dreiecksgitter im Magnet-
feld drei Modellzusta¨nde verwendet, welche zusammen mit dem Modellzustand fu¨r das
Quadratgitter in Bild 5.1 illustriert sind. Der erste dieser Modellzusta¨nde (Modellzu-
stand I) ist dadurch gekennzeichnet, dass die Spins der A- und B-Untergitter in etwa
in Feldrichtung weisen und mit der x-Achse den Winkel α bzw. den Winkel pi− α ein-
schließen. Der verbleibende Spin auf dem C-Untergitter zeigt dabei generell entgegen
der Feldrichtung. Im Modellzustand II zeigen die Spins der A- und B-Untergitter exakt
in und die Spins des C-Untergitters erneut genau entgegen der Feldrichtung. Im dritten
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Modellzustand (Modellzustand III) schließen die Spins der A- und B-Untergitter mit
der x-Achse den Winkel α ein und die Spins des C-Untergitters den Winkel β. Wie in
Bild 5.1 zu sehen, ist der Modellzustand II ein Grenzfall der beiden anderen.
Konkrete CCM-Simulationen wurden auf der Grundlage der Modellzusta¨nde I und
III durchgefu¨hrt. Die Koordinatentransformation nach (2.22) fu¨hrt mit (5.1) fu¨r den
Modellzustand I auf folgenden Hamilton-Operator:
H =
∑
〈iA→iB〉
{
−1
4
(1 + cos(2α))(s+iAs
+
iB
+ s−iAs
−
iB
)
+
1
4
(1− cos(2α))(s+iAs−iB + s−iAs+iB)
− cos(2α)sziAsziB +
1
2
sin(2α)(sziAs
+
iB
+ sziAs
−
iB
)
− 1
2
sin(2α)(s+iAs
z
iB
+ s−iAs
z
iB
)
}
+
∑
〈iB,C→iC,A〉
{
−1
4
(1 + sin(α))(s+iB,Cs
+
iC,A
+ s−iB,Cs
−
iC,A
)
+
1
4
(1− sin(α))(s+iB,Cs−iC,A + s−iB,Cs+iC,A)
− sin(α)sziB,CsziC,A +
1
2
cos(α)(sziB,Cs
+
iC,A
+ sziB,Cs
−
iC,A
)
− 1
2
cos(α)(s+iB,Cs
z
iC,A
+ s−iB,Cs
z
iC,A
)
}
− λ
∑
iC
sziC + λsin(α)(
∑
iA
sziA +
∑
iB
sziB)
− λ
2
cos(α)
∑
iA
(s+iA + s
−
iA
) +
λ
2
cos(α)
∑
iB
(s+iB + s
−
iB
) . (5.6)
Die Koordinatentransformation fu¨r den Modellzustand III ist wegen des Auftretens
zweier Winkel (α und β) etwas aufwa¨ndiger und fu¨hrt mit (5.1) auf den Hamilton-
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Operator:
H =
∑
〈iC→iA,B〉
{
1
4
(−1 + cos(α− β))(s+iCs+iA,B + s−iCs−iA,B)
+
1
4
(1 + cos(α− β))(s+iCs−iA,B + s−iCs+iA,B)
+ cos(α− β)sziCsziA,B
+
1
2
sin(α− β)(s+iCsziA,B + s−iCsziA,B)
− 1
2
sin(α− β)(sziCs+iA,B + sziCs−iA,B)
}
+
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〈iA,iB〉
{
1
2
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+
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z
iB
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∑
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sziC
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λ
2
cos(α){
∑
iA
(s+iA + s
−
iA
) +
∑
iB
(s+iB + s
−
iB
)}
+
λ
2
cos(β)
∑
iC
(s+iC + s
−
iC
) . (5.7)
Wie in den vorherigen Untersuchungen zum Quadratgitter im Magnetfeld begru¨ndet,
werden auch fu¨r die hier durchzufu¨hrenden CCM-Simulationen die Korrelationskoef-
fizienten der LSUB1-Terme Null gesetzt. Analog zu (5.4) findet man fu¨r die Gitter-
magnetisierung des Dreiecksgitters:
M =
MA +MB +MC
3
; MA,B,C =
1
NA,B,C
∑
iA,B,C
〈Ψ˜|sziA,B,C |Ψ〉. (5.8)
In (5.8) gilt natu¨rlich N = NA + NB + NC und der Index iA kennzeichnet eine Sum-
mation u¨ber alle NA-Gitterpla¨tze des A-Untergitters (iB und iC selbiges fu¨r die ent-
sprechenden verbleibenden Untergitter B und C). Angemerkt werden soll, dass die
Untergittermagnetisierungen in Anwesenheit eines Magnetfeldes durchaus voneinander
abweichen ko¨nnen. Die CCM-Rechnungen zu hohen Na¨herungsstufen sind fu¨r dieses
Gitter besonders unter Verwendung des Modellzustandes III sehr anspruchsvoll, da
das Energieminimum in Abha¨ngigkeit zweier Winkel α und β bestimmt werden muss.
Als numerisch am stabilsten erwies sich dabei die Vorgehensweise, zuerst einen Winkel
(z.B. β) zu fixieren und das Energieminimum in Abha¨ngigkeit des anderen Winkels
(α) zu suchen. Deshalb soll dieses Verfahren zuna¨chst kurz beschrieben werden. Der
Winkel α wird hierbei mit einer kleinen Abweichung ∆α modifiziert und die Energie
erneut berechnet. Nimmt die Energie zu, wird das Vorzeichen von ∆α und der Be-
trag gea¨ndert (Intervallschachtelung). Dann wird der zweite Winkel um einen kleinen
Betrag ∆β variiert und das Energieminimum in Abha¨ngigkeit von α erneut gesucht.
Die gefundenen minimalen Energien werden verglichen. Je nach Relation dieser Ener-
gien, werden dann das Vorzeichen und der Betrag der Gro¨sse ∆β festgelegt und das
Verfahren bis zur Konvergenz (∆E . 10−12) wiederholt. Diese Vorgehensweise ist we-
gen der hohen Zahl an notwendigen Iterationsschritten numerisch keineswegs optimal,
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fu¨hrte jedoch im Vergleich zu anderen Vorgehensweisen zur Konvergenz gegen physi-
kalisch sinnvolle Werte. Alternative Verfahrensweisen wurden ebenfalls entworfen und
auch getestet2. Sie erwiesen sich als erheblich besser, was die Effizienz betrifft und kon-
vergierten gegen dieselben Werte, wie die zuvor beschriebene Vorgehensweise. Jedoch
zeigten sich Konvergenzprobleme fu¨r einige (allerdings unkritische) Werte des Feldes
λ. Fu¨r die Bestimmung der im Folgenden pra¨sentierten Ergebnisse wurde deshalb die
dargestellte (aus der Sicht eines Programmierers allerdings ineffektive) Methode ver-
wendet. An optimierten Verfahren wird derzeitig noch gearbeitet. In Bild 5.8 ist eine
Darstellung der Energielandschaft fu¨r λ = 4 gegeben. Fu¨r dieses Bild wurde der Win-
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Abbildung 5.8: Darstellung der Energielandschaft fu¨r λ = 4 unter Verwendung des
Modellzustandes III fu¨r das Dreiecksgitter im Magnetfeld. Die Energie ist hier als
Funktion von α dargestellt, der Winkel β ist in regelma¨ßigen Absta¨nden fixiert. Das
Landschaftsbild wird aus zwei Perspektiven dargestellt, wobei die obere Abbildung
etwa den Blick auf die Energie-Beta-Ebene zeigt und die untere Abbildung etwa den
Blick auf die Energie-Alpha-Ebene. In beiden Perspektiven erkennt man ein deutliches
Energieminimum. Der genaue Wert des Energieminimums in Abha¨ngigkeit der Winkel
α und β ist durch einen Punkt in beiden Figuren gekennzeichnet.
kel β (in der Na¨he des Minimums) fu¨r verschiedene Werte fixiert und die Energie als
Funktion von α dargestellt. Das Minimum der Energie in Aba¨ngigkeit beider Winkel ist
2Insbesondere wurden beide Winkel simultan durch Wandern um einen kleinen Betrag entlang
von Kompassrichtungen auf der α-β-Ebene variiert. Es wurden, ausgehend von einem Punkt, in acht
Richtungen Vergleichswerte berechnet und der Pfad verfolgt, welcher die kleinste Energie lieferte.
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deutlich zu erkennen. Starten die Iterationsverfahren nicht zu weit vom tatsa¨chlichen
Minimum entfernt, so sind sie hier auch stabil. Um dies sicherzustellen, werden die je-
weiligen Vorga¨ngerwerte der Korrelationskoeffizienten {aL, a˜L} fu¨r einen Wert des Fel-
des λ als Startwerte des nachfolgenden Datenpunktes verwendet. Fu¨r die Bestimmung
der LSUB8-Datenpunkte wurde ein Beowulf-Cluster-Computer der Universita¨t Mag-
deburg [134] unter Benutzung von 110 Kernen (Intel XEON 3GHz CPU) verwendet.
Der Hauptspeicherbedarf lag bei etwa 35GB und die Rechenzeit bei durchschnittlich
zwei Tagen pro Datenpunkt.
Die Ergebnisse fu¨r die Grundzustandsenergie des Dreiecksgitters im Magnetfeld sind
in Abbildung 5.9 dargestellt. Hierbei wurden die niedrigsten Energien der betrachteten
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Abbildung 5.9: Darstellung der Grundzustandsenergie E fu¨r das s = 1
2
-Dreiecksgitter
im Magnetfeld der Sta¨rke λ. Die LSUB4, LSUB6 und LSUB8-Kurven liegen dicht
beieinander.
Modellzusta¨nde eingetragen. Bis zum Plateau sind dies die Ergebnisse bestimmt mit
Modellzustand I. Nach dem Plateau sind dies die Ergebnisse bestimmt mit Modellzu-
stand III. Innerhalb des Plateaus liefern beide Modellzusta¨nde dieselbe Grundzustand-
senergie. Die Genauigkeit der CCM-Ergebnisse ist hierbei schon fu¨r kleine LSUBn fu¨r
den gesamten Feldbereich λ recht hoch, was man den nah beieinanderliegenden Ener-
giekurven fu¨r die einzelnen Na¨herungsstufen entnehmen kann. Im Unterschied zum
klassischen Modell, erkennt man eine starke Absenkung der Grundzustandsenergie fu¨r
kleine Felder λ. Im Limit λ → λs stimmen die klassische Grundzustandsenergie und
die des Quantensystems u¨berein.
Abbildung 5.10 gibt eine Darstellung der Gittermagnetisierung M in Abha¨ngigkeit vom
Magnetfeld λ. Auch hier konvergieren die LSUBn-Daten rasch mit wachsendem n. Das
Quantensystem zeigt jedoch ein grundsa¨tzlich anderes Verhalten als das entsprechen-
de klassische System. Im klassischen Fall ist der Verlauf von M mit dem Feld λ linear
(Mcl =
2
9
λ). Das Quantensystem weicht von diesem Verhalten ab und zeigt insbesonde-
re einen konstanten Bereich bei M
Ms
= 1
3
(Plateau). Anzumerken ist, dass der Bereich des
Plateaus zum linearen Bereich der E(λ)-Kurve in Abbildung 5.9 korrespondiert. Die-
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Abbildung 5.10: Darstellung der Gittermagnetisierung M fu¨r das s = 1
2
-Dreiecksgitter
im Magnetfeld der Sta¨rke λ. Zum Vergleich wurden die ED-Ergebnisse aus [1] mit ein-
getragen. Zur Bestimmung der Kurvenbereiche vor dem Plateau wurde Modellzustand
I verwendet, fu¨r die Kurvenbereiche nach dem Plateau Modellzustand III und innerhalb
des Plateaus stimmen die Ergebnisse beider Modellzusta¨nde I und III u¨berein.
ses Plateau ist ein bekanntes Verhalten dieses Quantensystems und wurde bereits mit
anderen Na¨herungsverfahren untersucht [1, 103, 106, 107, 108, 112]. Im Grundzustand
des Quantensystems besitzen die Spins fu¨r den Bereich des Plateaus eine Spinorien-
tierung, die der des Modellzustandes II (siehe Bild 5.1) entspricht. Dieses Verhalten,
auch als order-from-disorder-Pha¨nomen [95, 96, 98] bezeichnet, wird durch Quanten-
fluktuationen verursacht, die kollineare Spinorientierungen bevorzugen. Im klassischen
System wird diese Spinorientierung nur fu¨r λ = 1.5 angenommen, wo die verwendeten
Modellzusta¨nde im klassischen System a¨quivalent sind. Die Zahlenwerte λ1 und λ2, die
den Beginn und das Ende des Plateaus kennzeichnen, sind in Tabelle 5.1 eingetragen.
Im Rahmen der CCM-Untersuchungen werden die LSUB8-Ergebnisse λ1 ≈ 1.37 und
λ2 ≈ 2.15 als die genauesten Resultate fu¨r die Plateaugrenzen angesehen. Die hier be-
Tabelle 5.1: CCM-Ergebnisse λ1 und λ2 fu¨r den Beginn und das Ende des Plateaus
fu¨r das s = 1
2
-Dreiecksgitter im Magnetfeld.
Na¨herungsstufe/Methode λ1 λ2
LSUB4 1.312 2.241
LSUB5 1.370 2.030
LSUB6 1.357 2.185
LSUB7 1.375 2.105
LSUB8 1.370 2.145
SWT [108] 1.248 2.145
ED [1] 1.38 2.16
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stimmte Weite des Plateaus stimmt mit den Ergebnissen der SWT [108] in etwa und
mit den Ergebnissen der ED [1] gut u¨berein.
Die SWT-Untersuchungen wurden nur bis zur ersten Ordnung in 1
s
durchgefu¨hrt. Ver-
mutlich wu¨rde die Verwendung ho¨herer Ordnungen in der SWT Resultate liefern, wel-
che besser mit der CCM und mit der ED u¨bereinstimmen.
Die Untergittermagnetisierungen MA, MB und MC der individuellen Untergitter (nach
(5.8)) in Abha¨ngigkeit des Feldes λ sind in den Abbildungen 5.11 und 5.12 dargestellt.
In der Literatur wurde keine explizite Darstellung dieser Gro¨ßen gefunden. Insgesamt
ist das Verhalten der Untergittermagnetisierungen, deutlich vom klassischen Verhalten
zu unterscheiden. MC scheint interessanterweise vor Erreichen des Plateaus bei λ = λ1
abzunehmen. In diesem Bereich nehmen die Untergittermagnetisierungen MA = MB
monoton zu. Dieses Verhalten a¨ndert sich im Bereich λ2 < λ . 2.8 oberhalb des
Plateaus, wo MA und MB abnehmen und MC (bis zur Sa¨ttigungsmagnetisierung λs)
zunimmt.
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Abbildung 5.11: Darstellung der Untergittermagnetisierung MA und MB der A- und
B-Untergitter fu¨r das s = 1
2
-Dreiecksgitter im Magnetfeld der Sta¨rke λ. Fu¨r alle
Feldsta¨rken λ gilt MA = MB.
In den Abbildungen 5.13 und 5.14 ist das Verhalten der Quantenwinkel α und β gra-
phisch dargestellt. Auch diese Kurven wurden erstmalig im Rahmen dieser Arbeit er-
mittelt. Man erkennt ebenfalls signifikante Unterschiede zum Verhalten des entspre-
chenden klassischen Systems. Im Gegensatz zum klassischen Spinsystem sind die Win-
kel α und β im Quantensystem fu¨r den Bereich des Plateaus konstant. Abgesehen von
dieser Region a¨ndern sich die Winkel α und β kontinuierlich mit dem Feld, wenn auch
nicht gleichfo¨rmig. Sprunghafte A¨nderungen der Winkel, wie beim U¨bergang von der
antiferromagnetischen kollinearen Phase zur nichtkollinearen Spiralphase des frustrier-
ten Quantenspinsystems aus Kapitel 4, sind hier nicht zu finden. Der Winkel α a¨ndert
sich mit dem Feld λ oberhalb des Plateaus nicht monoton (siehe Abbildung 5.13). Der
Winkel α nimmt zuna¨chst bis zu einem Maximum bei λ ≈ 3.2 zu, um dann rasch zum
Grenzwert α = pi
2
bei Sa¨ttigungsfeldsta¨rke λs abzunehem.
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Abbildung 5.12: Darstellung der Untergittermagnetisierung MC des C-Untergitters fu¨r
das s = 1
2
-Dreiecksgitter im Magnetfeld der Sta¨rke λ.
Bisher wurde das Verhalten dieser Winkel (und auch der Untergittermagnetisierungen)
experimentell nicht untersucht. Solche experimentellen Untersuchungen wa¨ren jedoch
auch zu Vergleichszwecken zwischen Theorie und Experiment interessant.
Fu¨r die Suszeptibilita¨t bei verschwindendem Feld χ(λ → 0) (vgl. 5.5) wurden in
den Na¨herungsstufen LSUB2, LSUB4, LSUB6 und LSUB8 die Werte χ = 0.1139,
χ = 0.08568, χ = 0.08200 und χ = 0.7378 bestimmt. Zusa¨tzlich wurden die individuel-
len Reaktionen der Spins auf den Untergittern, d.h. χA,B,C =
1
6
dMA,B,C
dλ
ermittelt. Wegen
M = MA+MB+MC
3
folgt hierbei χ = χA +χB +χC . Die gewonnenen Ergebnisse der Sus-
zeptibilita¨t wurden ebenfalls nach (2.60) extrapoliert und in Abbildung 5.15 dargestellt.
Als Resultat der Extrapolation erha¨lt man χ = 0.065(23)3. Die Extrapolation fu¨hrt zu
akzeptablen Werten der Suszeptibilita¨t χ im Limes n→∞, wenn auch weniger pra¨zi-
se als fu¨r das Quadratgitter im Magnetfeld, was mit einer leichten, aber erkennbaren
Streuung der LSUBn-Werte von χ um die Extrapolationskurve (siehe Abbildung 5.15)
zusammenha¨ngt. Diesem Bild kann man auch entnehmen, dass der Hauptbeitrag zur
Suszeptibilita¨t χ von den Spins auf den Untergittern A und B herru¨hrt. Dies ist nicht
sehr u¨berraschend, weil die Spins auf dem C-Untergitter antiparallel zum Feld fixiert
sind (man betrachte hierzu die Spinorientierung im Modellzustand I des Dreiecksgitters
in Abbildung 5.1), wa¨hrend sich die Spins auf den A- und B-Untergittern in Feldrich-
tung verdrehen ko¨nnen. Extrapoliert man die Suszeptibilita¨ten χA,B,C der Untergitter
selbst nach (2.60), so findet man fu¨r χA,B = 0.0245(54) und fu¨r χC = 0.016(13).
Die Summe fu¨hrt auf den oben angegebenen Wert χ = 0.065. Im Rahmen der SWT
wurde die Suszeptibilita¨t bestimmt zu χ = 0.0794 [108, 128]. Man beachte, dass in
[128] die Suszeptibilita¨t, die mit der hier bestimmten verglichen werden kann, als χ⊥
bezeichnet und als Suszeptibilita¨t pro Volumen definiert wurde. Die Ergebnisse fu¨r
χ bestimmt mit der CCM und der SWT sind demnach vergleichbar, wenn auch mit
3Die Werte in den Klammern kennzeichnen die Standardabweichungen.
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Abbildung 5.13: Darstellung des Quantenwinkels α
pi
fu¨r das s = 1
2
-Dreiecksgitter im
Magnetfeld der Sta¨rke λ.
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Abbildung 5.14: Darstellung des Quantenwinkels β
pi
fu¨r das s = 1
2
-Dreiecksgitter im
Magnetfeld der Sta¨rke λ.
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Abbildung 5.15: LSUB2 bis LSUB8-Ergebnisse und Extrapolation der Suszeptibilita¨t
χ(λ→ 0) fu¨r das s = 1
2
-Dreiecksgitter im Magnetfeld der Sta¨rke λ.
im Vergleich zum Quadratgitter erkennbar unterschiedlichen Betra¨gen. Diese Abwei-
chungen sind in der weniger optimalen Extrapolation der CCM-Ergebnisse und in der
nur bis zur Ordnung 1
s
durchgefu¨hrten Spinwellen-Untersuchung begru¨ndet. Fu¨r den
Fall des Quadratgitters im Magnetfeld wurden diese Berechnungen bis zur Ordnung
1
s2
durchgefu¨hrt. Wu¨nschenswert sind hier demnach einerseits die zuku¨nftige Berech-
nung ho¨herer CCM-Na¨herungsstufen als auch andererseits Spinwellen-Untersuchungen
zu ho¨heren Ordnungen in 1
s
.
Wie schon bei den Untersuchungen zum Quadratgitter im Magnetfeld zuvor, sollen
hier die Suszeptibilita¨t fu¨r ein verschwindendes Magnetfeld χ(λ → 0), die Grundzu-
standsenergie E und die Magnetisierung M als fundamentale Parameter zur Charak-
terisierung des Grundzustandes des Dreiecksgitters diskutiert werden. Hierzu sind fu¨r
die Grundzustandsenergie E, die Magnetisierung M und die Spin-Stiffness CCM-Daten
fu¨r λ = 0 bereits in [26, 35] zu finden. Fu¨r das hier untersuchte Dreiecksgitter im Ma-
gnetfeld kann, wie analog zum Quadratgitter zuvor, die Suszeptibilita¨t χ als Funktion
des Feldes λ angegeben werden. Wegen des enormen numerischen Aufwandes konnten
nur die LSUB4- und LSUB6-Kurven ermittelt werden. Die Ergebnisse χ(λ) wurden,
zusammen mit den im Experiment oft bestimmten Daten M
2λ
, in Bild 5.16 eingetragen.
Man erkennt, dass χ(λ) und M
2λ
bis zum Feld λ = λs
10
gut u¨bereinstimmen, um dann si-
gnifikant voneinander abzuweichen. Wie beim Quadratgitter, nimmt die Suszeptibilita¨t
χ(λ) bis zum Plateauanfang monoton zu. Innerhalb des Plateaus ist χ(λ) Null, was auf
ein endliches Anregungsgap in diesem Bereich hinweist. Bei Erreichen des Plateaus bei
λ1 oder λ2 zeigt die Suszeptibilita¨t χ(λ) eine scharfe Spitze. Solche scharfen Spitzen
sind tatsa¨chlich auch bei Materialien wie Cs2CuBr4 experimentell gefunden worden
(in [112] betrachte man z.B. die Figuren 9 und 10). Zwischen dem Peak bei λ2 und
dem Sa¨ttigungsfeld λs befindet sich eine breite Region, in der χ(λ) ≈ 0.1, also recht
klein ist. Nahe der Sa¨ttigung λs wird die Suszeptibilita¨t χ erneut betragsma¨ßig sehr
groß. Die auch hier auftretenden Oszillationen sind ebenfalls Artefakte der LSUBn-
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Abbildung 5.16: LSUB4- und LSUB6-Kurven der Suszeptibilita¨t χ(λ) und der Quo-
tient M
2λ
fu¨r das s = 1
2
-Dreiecksgitter im Magnetfeld der Sta¨rke λ.
Approximation. Mit wachsendem n nimmt die Anzahl der Oszillationen zu, jedoch die
Amplitude ab. Im Limes n→∞ wird erwartet, dass die Oszillationen vo¨llig verschwin-
den.
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Kapitel 6
Systeme mit
Valence-Bond-Grundzusta¨nden
In diesem Kapitel soll gezeigt werden, dass mit dem fu¨r diese Arbeit verwendeten
numerischen CCM-Programmpaket [5] auch Heisenberg-Quantenantiferromagnete un-
tersucht werden ko¨nnen, die sogenannte Valence-Bond- (VB)-Grundzusta¨nde besitzen.
Hierbei handelt es sich um rotationsinvariante paramagnetische dimer- oder plaket-
tenartige Singulett-Zusta¨nde mit einem Spingap zur ersten Triplett-Anregung. Fu¨r die
Herausbildung dieser VB-Grundzusta¨nde sind zum einen Frustration und zum anderen
konkurrierende Wechselwirkungen verantwortlich, was im Folgenden zuna¨chst disku-
tiert werden soll. Beispiele fu¨r die Herausbildung von dimer- oder plakettenartigen
Singulett-Zusta¨nden durch Frustration findet man in [1, 29, 38, 40, 64, 65, 67, 68,
93, 101, 135, 136, 137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147]. Gewo¨hnli-
cherweise sind VB-Zusta¨nde komplizierte Quanten-Vielteilchen-Zusta¨nde (siehe z.B.
der Heisenberg-Antiferromagnet auf dem Stern-Gitter [1, 146, 147]). Es gibt jedoch
auch bei einigen Systemen Parameterwerte, wo VB-Zusta¨nde einfache Produkteigen-
zusta¨nde des zugrundeliegenden Hamilton-Operators sind. Beispiele fu¨r solche exakten
VB-Produkteigenzusta¨nde findet man bei der J1-J2-Kette (vgl. hierzu auch Abschnitt
4.3) am sogenannten Majumdar-Ghosh-Punkt J2/J1 = 0.5 [38, 64, 65, 67, 93, 101, 135]
und beim Shastry-Sutherland-Modell [1, 29, 40, 68, 136, 137, 138, 139, 140, 141, 142,
143, 144, 145]. Hierbei ist es nu¨tzlich, zwischen VB-Grundzusta¨nden zu unterschei-
den, welche dieselbe Translationssymmetrie wie der Hamilton-Operator haben und
solchen, die spontan die Symmetrie des zugrundeliegenden Gitters brechen. Zur ers-
ten Gruppe geho¨ren beispielsweise das Shastry-Sutherland-Modell und der Heisenberg-
Antiferromagnet auf dem Stern-Gitter und zur zweiten Gruppe die J1-J2-Kette.
Als eine andere Ursache zur Herausbildung nichtmagnetischer dimer- oder plaket-
tenartiger Zusta¨nde, wurde das Vorliegen einer Konkurrenz nichta¨quivalenter anti-
ferromagnetischer Na¨chster-Nachbar-Kopplungen angegeben. Hierdurch ko¨nnen sich
lokale Singuletts von zwei (oder vier) gekoppelten Spins herausbilden, falls sich die
nichta¨quivalenten Na¨chste-Nachbar-Kopplungen signifikant unterscheiden [1, 28, 136,
148, 149, 150, 151, 152, 153, 154, 155, 156]. Im Gegensatz zur Frustration, welche man
auch in klassischen Systemen findet, handelt es sich hier um einen nur in Quanten-
systemen auftretenden Mechanismus. Die Symmetrie des Grundzustandes ist hierbei
analog zu der des Hamilton-Operators. Ein Beispiel hierzu findet man im CAVO-
Gitter, mit welchem das magnetische Material CaV4O9 theoretisch modelliert wird
[136, 148, 149, 150, 151, 152, 153]. Im CAVO-Gitter gibt es zwei nichta¨quivalente an-
99
tiferromagnetische Na¨chste-Nachbar-Bindungen J ′ und J . Unterscheiden sich die Bin-
dungen J und J ′ signifikant, so kann es zur Herausbildung dieser lokalen Singulett-
Zusta¨nde kommen. Fu¨r große J ′/J bilden sich lokale Singuletts auf den Dimeren
(jeweils zwei zugeho¨rige Spins sind durch J ′ gekoppelt), wogegen sich fu¨r dominan-
te Plaketten-Kopplungen J lokale Singuletts auf den vier-Spin-Plaketten herausbilden
(jeweils vier zugeho¨rige Spins sind durch J gekoppelt).
Ein weiteres Beispiel fu¨r einen rotationsinvarianten Quanten-Dimer-Zustand findet man
im J-J ′-Modell auf dem Quadratgitter [28, 154, 155, 156, 157, 158]. Eine Plakette des
J-J ′-Modells besteht aus vier gekoppelten Spins, wovon drei Bindungen der Sta¨rke
J sind und eine Bindung der Sta¨rke J ′ ist. In beiden Beispielmodellen, dem CAVO-
Gitter und dem J-J ′-Modell, zersto¨rt die lokale Singulett-Formierung die langreich-
weitige Ne´el-Ordnung (Phasenu¨bergang zweiter Ordnung zwischen dem Ne´el-Zustand
und einem VB-Zustand). Die dann vorliegenden VB-Grundzusta¨nde stellen komple-
xe Vielteilchen-Grundzusta¨nde dar, in den Grenzwerten J ′/J → ∞ (CAVO) bzw.
J/J ′ →∞ (J-J ′-Modell) liegen einfache Produkt-VB-Grundzusta¨nde vor.
In den vorangegangenen Kapiteln wurden CCM-Rechnungen mit solchen Modellzusta¨n-
den durchgefu¨hrt, die sich als Produktzusta¨nde von Einzelspin-Operatoren darstellen
lassen, z.B. kollineare Modellzusta¨nde (ferromagnetischer Zustand, Ne´el-Zustand in den
Kapiteln 3 und 4) oder nichtkollineare, spiralartige Zusta¨nde (in den Kapiteln 4 und 5).
Fu¨r diese Kategorie von Modellzusta¨nden wird, wie in den vorangegangenen Kapiteln,
der numerische Programmcode [5] verwendet. Dieser bietet auch hier die Mo¨glichkeit,
Grundzustandserwartungswerte in hohen CCM-Na¨herungsstufen computergestu¨tzt zu
berechnen. In fru¨heren Arbeiten [159] wurden erste CCM-Rechnungen (in niedrigsten
Na¨herungsstufen) unmittelbar auf der Grundlage von Zwei- und Vier-Spin Singulett-
Produktzusta¨nden durchgefu¨hrt.
Um hier mit einem computergestu¨tzten Programmpaket arbeiten zu ko¨nnen, mu¨ss-
ten fu¨r jedes dieser Probleme wesentliche Programmabla¨ufe neu geschrieben und die
Ket-Zustands- sowie Bra-Zustands-Operatoren entsprechend neu definiert und pro-
grammiert werden. Diese Prozedur ist zwar prinzipiell umsetzbar, allerdings auch sehr
schwierig und zeitaufwa¨ndig.
Ziel dieses Kapitels ist es zu zeigen, wie einfache VB-Grundzusta¨nde alternativ mittels
der CCM auf der Grundlage von Produktzusta¨nden von Einzelspin-Operatoren gefun-
den werden ko¨nnen.
Im Abschnitt 6.1 wird zuna¨chst der alternative Formalismus zur Beschreibung von VB-
Grundzusta¨nden beschrieben, so dass die Berechnungen mit dem vorhandenen Quell-
code erfolgen ko¨nnen. Mit dieser Vorgehensweise werden danach die Grundzusta¨nde
des 1d-J1-J2-Modells (Abschnitt 6.1.1), des 2d-Shastry-Sutherland-Modells (Abschnitt
6.2) und des 2d-CAVO-Modells (Abschnitt 6.3) im Bereich der Singulett-Formierung
untersucht. Die jeweils in diesen Abschnitten gefundenen Resultate werden zusa¨tzlich
mit bereits publizierten Ergebnissen aus der Literatur verglichen.
6.1 CCM-Formalismus fu¨r VB-Zusta¨nde am Bei-
spiel des HAFM auf dem 1d-J1-J2-Modell
Die Vorgehensweise bei der Verwendung der CCM zur Untersuchung von Quantenspin-
systemen wurde im Abschnitt 2.3 ausfu¨hrlich beschrieben und zu einem Lo¨sungsrezept
im Abschnitt 2.3.9 zusammengefasst. Als wichtige Arbeitsschritte wurden die Wahl ei-
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nes geeigneten Modellzustandes und eine Koordinatentransformation in Abschnitt 2.3.1
vorgefu¨hrt. Die zugrundeliegenden Beispiel-Modellzusta¨nde, so wie auch die verwende-
ten Modellzusta¨nde der Kapitel 4 und 5, haben gemeinsam, dass es sich hierbei um
einfache Produktzusta¨nde von unabha¨ngigen Einzelspin-Operatoren handelt. Nun soll
am Beispiel der J1-J2-Kette gezeigt werden, wie mit Produktzusta¨nden aus Einzelspin-
Operatoren VB-Zusta¨nde gewonnen werden ko¨nnen.
Im Abschnitt 4.3 wurde gezeigt, dass selbst fu¨r Werte der Frustration J2 > J1/4 fu¨r
die Beschreibung des Quantensystems der kollineare (translationssymmetrische) Ne´el-
Zustand als Modellzustand geeignet ist (obgleich das eindimensionale Spinsystem keine
langreichweitige Fernordnung aufweist). Der fu¨r J2/J1 = 0.5 vorliegende exakte, dimeri-
sierte Grundzustand bricht dagegen die Translationssymmetrie des Gitters und ist zwei-
fach entartet. Um dies zu beru¨cksichtigen, betrachtet man eine vergro¨ßerte, zwei Spins
enthaltende Elementarzelle. Die Spins mo¨gen sich bei (0, 0, 0) und bei (1, 0, 0) befinden
und der Bravais-Gittervektor sei (2, 0, 0). Fu¨r Systeme mit VB-Grundzusta¨nden, welche
die Translationssymmetrie des Gitters nicht brechen, ist die Verwendung einer auf diese
Weise vergro¨ßerten Elementarzelle nicht erforderlich. Beispiele hierfu¨r sind das Shastry-
Sutherland-Modell (Abschnitt 6.2) und das CAVO-Modell (Abschnitt 6.3). Durch Ver-
wendung dieser neuen Elementarzelle ko¨nnen im Rahmen der CCM nun zwei Na¨chste-
Nachbar-Ket-Korrelationskoeffizienten a1 und a2 unterschieden werden. Der Korrela-
tionskoeffizient a1 mo¨ge hierbei zu der Spinkonfigurationen geho¨ren, welche jeweils
zwei Elementarzellen verbindet und der Korrelationskoeffizient a2 zu jener Spinkonfi-
guration mit beiden Spins innerhalb der Elementarzelle. In Abbildung 6.1 werden die
Elementarzelle und die Konfigurationen der Ket-Korrelationskoeffizienten illustriert.
Unter Beachtung der Koordinatentransformation (zur Motivation und Durchfu¨hrung
a1 a2
J2
J J1 1
Abbildung 6.1: Illustration der vergro¨ßerten Elementarzelle des J1-J2-Modells (gestri-
cheltes Rechteck) und der Konfigurationen, denen die Ket-Korrelationskoeffizienten a1
und a2 zugeordnet sind. Die Spinkonfigurationen sind hierbei analog zu den vorigen
Kapiteln mittels schwarzer Kreise dargestellt. Wegen der fehlenden Translationssym-
metrie sind hier a priori a1 und a2 nicht a¨quivalent.
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siehe Abschnitt 2.3.1), kann man nun mit (2.5) einfache dimerisierte Produktzusta¨nde
konstruieren, indem man entweder a1 = 1 und a2 = 0 oder a1 = 0 und a2 = 1 setzt,
wobei der Korrelationsoperator S = a1
∑
i1
s+i1s
+
i1+1
+ a2
∑
i2
s+i2s
+
i2+1
ist. Die Summen
u¨ber i1 laufen hierbei u¨ber alle ungeraden und die Summen u¨ber i2 laufen u¨ber alle
geraden Gitterpla¨tze. Diese Vorgehensweise bricht zum einen die Gittersymmetrie und
repra¨sentiert zum anderen zwei verschiedene, entartete Zusta¨nde. Zum Beweis, dass die
angegebene Wahl fu¨r a1 und a2 zu dimerisierten Produktzusta¨nden fu¨hrt, betrachtet
man:
|Ψ〉 = eS2|Φ〉 = e(a1s+1 s+2 +a2s+2 s+3 +a1s+3 s+4 +a2s+4 s+5 +··· )|Φ〉. (6.1)
Mit der Wahl a1 = 1 und a2 = 0 folgt nun:
|Ψ〉 = e(s+1 s+2 +s+3 s+4 +s+5 s+6 +··· )|Φ〉
= (1 + s+1 s
+
2 )(1 + s
+
3 s
+
4 )(1 + s
+
5 s
+
6 ) · · · · )|Φ〉
= {| ↓1↓2〉+ | ↑1↑2〉}
⊗ {| ↓3↓4〉+ | ↑3↑4〉}⊗ · · · , (6.2)
wobei die Symbole | ↓i〉 und | ↑i〉 einen Down-Spin bzw. einen Up-Spin am Platz i
kennzeichnen. In (6.2) wurde (s+i )
2|Φ〉 = 0 verwendet, was fu¨r die hier betrachteten
Spin-1
2
-Systeme gu¨ltig ist1.
Rotiert man die Achsen des lokalen Koordinatensystems der Down-Spins so, dass aus
diesen Down-Spins wieder Up-Spins werden, dann wird (6.2) der bekannte Dimer-
Singulett-Produktzustand (| ↑i↓j〉 − | ↓i↑j〉) (ohne Beru¨chsichtigung der Normierung)
fu¨r benachbarte Gitterpla¨tze i und j. Wenn ein solcher Produktzustand ein exakter Ei-
genzustand eines gegebenen Problems wird (z.B. fu¨r J2/J1 = 0.5 bei der hier betrach-
teten J1-J2-Kette), so ist in jeder CCM-Na¨herungsstufe LSUBn mit n > 2 entweder
a1 = 1 und {aL = 0|∀L : L 6= 1} (also auch inklusive aller Korrelationskoeffizien-
ten, die zu gro¨ßeren Konfigurationen n geho¨ren) oder a2 = 1 und {aL = 0|∀L : L 6= 2}
stets eine gu¨ltige Lo¨sung des relevanten Ket-Gleichungssystems (2.11). Somit kann zum
Auffinden des VB-Grundzustandes der Ne´el-Modellzustand weiter verwendet werden.
Im Folgenden soll zur Unterscheidung der unterschiedlichen Vorgehensweisen folgende
Fa¨lle vereinbart werden:
• Fall a: Verwendung des Ne´el-Modellzustandes und der einfachen Elementarzelle
(ein Spin). Die zugeho¨rige Lo¨sung wird im Folgenden auch als die ne´elartige
Lo¨sung bezeichnet. Hierbei sind die Na¨chsten-Nachbar-Ket-Korrelationskoeffi-
zienten a1 und a2 stets gleich.
• Fall b: Verwendung des Ne´el-Modellzustandes auf der vergro¨ßerten Elementarzel-
le zum Auffinden des dimerisierten VB-Grundzustandes. Die zugeho¨rige Lo¨sung
wird im Folgenden auch als die dimerisierte Lo¨sung bezeichnet. Hierbei werden
die Na¨chsten-Nachbar-Ket-Korrelationskoeffizienten a1 und a2 unterschieden.
Fu¨r den Bra-Zustand soll zuna¨chst festgehalten werden, dass der zu (6.2) analoge
dimerisierte Bra-Produktzustand in rotierten Koordinaten wie folgt lauten sollte:
〈Ψ| = {〈↓1↓2 |+ 〈↑1↑2 |}
⊗ {〈↓3↓4 |+ 〈↑3↑4 |}⊗ · · ·
= {〈↓1↓2↓3↓4↓5↓6 · · · |+ 〈↓1↓2↑3↑4↓5↓6 · · · |
+ · · ·+ 〈↓1↓2↑3↑4↑5↑6↑7↑8 · · · |+ · · ·+ 〈↑1↑2↑3↑4↑5↑6↑7↑8 · · · |}. (6.3)
1Man erkennt an (6.2), dass der Zustand nicht normiert ist. Die Normierungsbedingung 〈Φ|Ψ〉 = 1
ist allerdings erfu¨llt.
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Fu¨r die Wirkung der Spinoperatoren s+ und s− auf die Zusta¨nde 〈↑ | und 〈↓ | gelten
die Gleichungen:
〈↓ |s+ = 0, 〈↑ |s− = 0, 〈↓ |s− = 〈↑ |, 〈↑ |s+ = 〈↓ |. (6.4)
Man erkennt, dass wegen der Linearita¨t des Bra-Korrelationsoperators (2.6) der Bra-
Grundzustand in LSUBn maximal n Up-Zusta¨nde beinhalten kann. Fu¨r endliche n
kann im Gegensatz zum Ket-Zustand hier also kein einfacher Produktzustand zum
Auffinden des dimerisierten Bra-Grundzustandes konstruiert werden2.
Die Magnetisierung (2.15) wird fu¨r den einfachen dimerisierten Produktansatz ( a1 = 1
und {aL = 0|∀L : L 6= 1} ) gegeben durch:
M =
1
2
− 2a˜1 (6.5)
und ist von nur einem Bra-Korrelationskoeffizienten abha¨ngig.
6.1.1 Anwendung des Formalismus auf das 1d-J1-J2-Modell
Der Hamilton-Operator des J1-J2-Modells (4.1) mit J⊥ = 0 wurde bereits in Kapitel 4
angegeben. Einige grundlegende Eigenschaften des Modells wurden dort ebenfalls dis-
kutiert. Zum Zwecke der besseren Lesbarkeit dieses Kapitels sollen hier die wichtigsten
bekannten Resultate zum J1-J2-Heisenberg-Antiferromagneten auf der linearen Kette
noch einmal zusammengetragen werden.
Die Grundzustandseigenschaften dieses Systems wurden bereits mit verschiedenen Viel-
teilchen-Methoden wie der ED [65, 135], der DMRG [62, 64, 93, 101], der CCM [25,
94, 159, 160] und mittels feldtheoretischer Methoden [64] untersucht (siehe [38, 64] fu¨r
einen U¨berblick). Die vorangegangenen CCM-Untersuchungen [94, 160] wurden unter
Verwendung von Produktmodellzusta¨nden unabha¨ngiger Einzelspin-Operatoren durch-
gefu¨hrt, welche ebenfalls die Symmetrie des Gitters besitzen. Die zuvor beschriebene
Vorgehensweise zum Auffinden von VB-Grundzusta¨nden mit solchen CCM-Modell-
zusta¨nden wurde jedoch nicht genutzt.
Fu¨r die Untersuchungen in diesem Kapitel wird im Hamilton-Operator (4.1) J1 fixiert
zu J1 = 1 und der Fall J2 > 0 betrachtet. Am Punkt J2/J1 = 0 handelt es sich
um einen unfrustrierten Heisenberg-Antiferromagneten fu¨r den es die exakte Bethe-
Lo¨sung gibt. Der Grundzustand ist gaplos und die Spin-Spin-Korrelationsfunktionen
〈si ·sj〉 fallen langsam entsprechend eines Potenzgesetzes mit dem Abstand auf Null ab,
d.h. der Grundzustand weist keine langreichweitige Ordnung auf. Fu¨r J2/J1 > 0 kon-
kurrieren die Austauschwechselwirkungen zu den na¨chsten Nachbarn (J1) und zu den
u¨berna¨chsten Nachbarn (J2), weswegen das System frustriert ist. Bei J2/J1 = 0.2411
beginnt ein Phasenu¨bergang zu einem zweifach entarteten, dimerisierten Zustand mit
einer Anregungslu¨cke zum Triplettzustand und exponentiellem Abklingen der Spin-
Spin-Korrelationsfunktionen [38, 64, 93, 135]. Dieser Zustand bricht die Gittersymme-
trie. Fu¨r J2/J1 = 0.5, am sogenannten Majumdar-Ghosh-Punkt, gibt es zwei exakte
dimerisierte Singulett-Produktzusta¨nde analog zum Zustand (6.2).
2Mit dem im Abschnitt 2.1.1 durch (2.16) gegebenen Ansatz der erweiterten CCM tritt dieses
Problem nicht auf, da sowohl fu¨r den Ket- als auch fu¨r den Bra-Zustand ein exponentieller Ansatz
verwendet wird. Hierzu ko¨nnen allerdings im Rahmen dieser Arbeit keine weitergehenden Aussagen
getroffen werden.
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Im vorigen Abschnitt 6.1 wurde beschrieben, wie dieses Modell in der dimerisierten
Phase (Fall b) mittels der CCM auf der Grundlage eines Ne´el-Modellzustandes un-
tersucht werden kann. Da fu¨r die dortige Beschreibung schon das J1-J2-Modell selbst
verwendet wurde, ko¨nnen die entsprechenden Notationen und Definitionen (vergro¨ßer-
te Elementarzelle, Korrelationskoeffizienten) unmittelbar u¨bernommen werden. Den
exakten Grundzustand (6.2) bei J2/J1 = 0.5 erha¨lt man durch explizites Setzen von
a1 = 1 und {aL = 0|∀L : L 6= 1} im CCM-Programm. Startet man auf diese Weise bei
J2/J1 = 0.5 innerhalb einer gewa¨hlten LSUBn-Na¨herung und verkleinert das Verha¨lt-
nis J2/J1 (durch Reduzierung der frustrierenden Wechselwirkung J2), so kann man
diese Lo¨sung gewissermaßen in den neuen Parameterbereich ”mitschleifen“. Abbildung
6.2 zeigt den Verlauf der Ket-Korrelationskoeffizienten a1 und a2 in der Na¨herungsstufe
LSUB12. Man erkennt in 6.2, dass die exakte dimerisierte Produktzustands-Lo¨sung
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Abbildung 6.2: Darstellung der Ket-Korrelationskoeffizienten a1 und a2 in der Na¨he-
rungsstufe LSUB12 fu¨r das J1-J2-Modell auf der linearen Kette. Der Verlauf der Ket-
Korrelationskoeffizienten a1 und a2 im Bereich der symmetriebrechenden, dimerisierten
Lo¨sung (Fall b) ist durch die rote bzw. durch die gru¨ne Kurve dargestellt. Die Ergebnis-
se fu¨r die ne´elartige Lo¨sung (Fall a) werden durch die blaue Kurve dargestellt. Unter-
halb des kritischen Punktes (Bifurkation) bei J2/J1|cl gibt es nur die Lo¨sung a1 = a2.
Am Punkt J2/J1|t, hier mittels kleiner Ka¨stchen gekennzeichnet, endet der Bereich,
fu¨r den es reelle Lo¨sungen des CCM-Gleichungssystems gibt.
(a1 = 1 und die anderen Koeffizienten {aL} = 0) in LSUB12 (und auch in allen ande-
ren Na¨herungsstufen LSUBn (> 2), ohne Abbildung) fu¨r J2/J1 = 0.5 gefunden wird.
Fu¨r J2/J1 < 0.5 findet man weiterhin einen Grundzustand, der die Gittersymmetrie
bricht. Dieser dimerisierte Grundzustand weicht jedoch von dem einfachen dimerisier-
ten Zustand bei J2/J1 = 0.5 ab. Der Korrelationskoeffizient a1 ist somit von a1 = 1
verschieden und weitere Korrelationskoeffizienten {aL} besitzen nun Werte ungleich
Null. Unterhalb eines kritischen Wertes J2/J1|cl gibt es nur die Lo¨sung a1 = a2 und der
zugeho¨rige Grundzustand besitzt die Translationssymmetrie des Gitters. Diese Lo¨sung
wird auch deshalb als die gewo¨hnliche, ne´elartige Lo¨sung bezeichnet, weil zuvor durch-
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gefu¨hrte CCM-Untersuchungen [159, 160] fu¨r das J1-J2-Modell nur diesen Fall ohne
gebrochene Symmetrie betrachtet haben. Fu¨r Werte J2/J1 > 0.5 findet man einen
Punkt J2/J1|t, wo das CCM-Gleichungssystem keine reelle Lo¨sung mehr besitzt. Die
CCM-Ergebnisse zeigen hier also, dass die dimerisierte Phase nur innerhalb einer be-
stimmten Region J2/J1 anzutreffen ist, was mit den Ergebnissen anderer Methoden
u¨bereinstimmt (siehe hierzu [38, 64, 93]). Qualitativ a¨hnliche Resultate wurden mit
den anderen betrachteten Na¨herungsstufen LSUBn mit n < 12 ermittelt. Die kriti-
schen Werte J2/J1|cl und J2/J1|t wurden zusa¨tzlich zu LSUB12 innerhalb der Na¨he-
rungsstufen LSUBn fu¨r n = 2, 4, 6, 8, 10 bestimmt und in Tabelle 6.1 eingetragen.
Offensichtlich na¨hert sich insbesondere der kritische Punkt J2/J1|cl , wenn auch recht
Tabelle 6.1: CCM Ergebnisse fu¨r die Bereichsgrenzen der dimerisierten Phase des
J1-J2-Modells.
Na¨herungsstufe J2/J1|c1 J2/J1|t
LSUB2 0.4761 –
LSUB4 0.4745 0.5576
LSUB6 0.4637 –
LSUB8 0.4568 0.7410
LSUB10 0.4498 0.6404
LSUB12 0.4429 0.5956
langsam und mit signifikant zu großen kritischen Werten, dem bekannten kritischen
Punkt J2/J1 = 0.2411 [38, 93] mit zunehmender Na¨herungsstufe LSUBn an. In [64]
wurde gezeigt, dass fu¨r J2/J1 < 0.4 das Spingap sehr klein ist. Hier ist es deswegen
nicht verwunderlich, dass die dimerisierte Phase fu¨r J2/J1 < 0.4 mittels der CCM fu¨r
n ≤ 12 in LSUBn nicht gefunden wird. Der fu¨r J2/J1 > 0.5 gefundene Punkt J2/J1|t,
wo das CCM-Gleichungssystem keine reelle Lo¨sung mehr besitzt, kann durch das Auf-
treten von nichtkollinearen, inkommensurablen, spiralartigen Spin-Spin-Korrelationen
zustandekommen, die nicht mit dem hier gewa¨hlten Modellzustand darstellbar sind.
Man beachte hierzu die Untersuchungen in Kapitel 4 und [25, 62, 64, 65, 94].
Eine Darstellung der Na¨chsten-Nachbar-Bra-Korrelationskoeffizienten a˜1 und a˜2 in der
Na¨herungsstufe LSUB12 findet man in Bild 6.3. Der Wert des Na¨chsten-Nachbar-
Bra-Korrelationskoeffizienten a˜1 betra¨gt in allen LSUBn (mit n > 2) a˜1 = 0.25. Die
Lo¨sungen fu¨r a˜1 befinden sich innerhalb der Region J2/J1|cl < J2/J1 < J2/J1|t stets
in der Na¨he von a˜1 = 0.25. Fu¨r J2/J1 → J2/J1|cl divergieren die Na¨chsten-Nachbar-
Bra-Korrelationskoeffizienten a˜1 und a˜2. Fu¨r J2/J1 < J2/J1|cl gibt es wieder nur die
ne´elartige Lo¨sung a˜1 = a˜2 und fu¨r J2/J1 > J2/J1|t findet man keine Lo¨sungen des
CCM-Gleichungssystems. Erneut liefern die hier nicht explizit illustrierten Na¨herungs-
stufen der CCM fu¨r n ≤ 12 in LSUBn vergleichbare Ergebnisse.
Nun soll die Grundzustandsenergie des hier betrachteten Spinsystems innerhalb der
dimerisierten Phase untersucht werden. Hierzu wurden in Abbildung 6.4 die Grund-
zustandsenergie fu¨r CCM-Rechnungen auf der Basis von Fall a und auf der Basis von
Fall b eingetragen. Man kann der Abbildung 6.4 zuna¨chst entnehmen, dass die exakte
Grundzustandsenergie E = −0.375 fu¨r J2/J1 = 0.5 wiedergegeben wird. In diesem
Punkt liefert die ne´elartige CCM-Lo¨sung (a1 = a2) eine tieferliegende Grundzustands-
energie. Zur Begru¨ndung dieses Verhaltens kann man zwei Argumente anbringen. Zum
einen ist die Wahl des zugeho¨rigen Ne´el-Modellzustandes (Fall a) fu¨r die Region um
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Abbildung 6.3: Darstellung der Bra-Korrelationskoeffizienten a˜1 und a˜2 in der Na¨he-
rungsstufe LSUB12 fu¨r das J1-J2-Modell auf der linearen Kette. Der Verlauf der Bra-
Korrelationskoeffizienten a˜1 und a˜2 im Bereich der symmetriebrechenden, dimerisierten
Lo¨sung (Fall b) ist durch die rote bzw. durch die gru¨ne Kurve dargestellt. Die Ergebnis-
se fu¨r die ne´elartige Lo¨sung (Fall a) werden durch die blaue Kurve dargestellt. Unter-
halb des kritischen Punktes (Bifurkation) bei J2/J1|cl gibt es nur die Lo¨sung a˜1 = a˜2.
Am Punkt J2/J1|t, hier mittels kleiner Ka¨stchen gekennzeichnet, endet der Bereich,
fu¨r den es Lo¨sungen des CCM-Gleichungssystems gibt.
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Abbildung 6.4: Darstellung der Grundzustandsenergie in der Na¨herungsstufe LSUB12
fu¨r das J1-J2-Modell auf der linearen Kette. Dargestellt sind die ne´elartigen Lo¨sungen
(Fall a) und die dimerisierten Lo¨sungen (Fall b). Ergebnisse der exakten Diagonalisie-
rung fu¨r N = 28 und fu¨r N = 32 sind ebenfalls eingetragen. Der Punkt J2/J1|t, fu¨r
den es keine Lo¨sungen des CCM-Gleichungssystems mehr gibt, wurde erneut mit einem
Ka¨stchen gekennzeichnet.
J2/J1 = 0.5 ungu¨nstig und zum anderen zeigen sich hier die Konsequenzen, dass es
sich bei der CCM um keine variationelle Methode handelt (vgl. hierzu auch Abschnitt
2.1.1).
Die Lo¨sungen unter Verwendung des Produktmodellzustandes zum Auffinden des di-
merisierten Grundzustandes (Fall b) und die Ergebnisse der ED fu¨r N = 28 und fu¨r
N = 32 stimmen zudem sehr gut u¨berein, was zeigt, dass die dimerisierte Phase auf
diese Weise besser beschrieben werden kann.
Die Untergitter-Magnetisierung M wurde ebenfalls bestimmt. Die Ergebnisse in den
Na¨herungsstufen LSUB8, LSUB10 und LSUB12 findet man in Abbildung 6.5.
Es ist bekannt, dass die J1-J2-Kette im Grundzustand fu¨r J2 ≥ 0 nicht ferngeordnet
und der wahre Wert der Magnetisierung M = 0 ist. Von fru¨heren CCM-Rechnungen an
diesem Modell [27, 160, 25, 94] ist bekannt, dass in den einzelnen CCM-Na¨herungsstu-
fen durchaus von Null verschiedene, jedoch mit zunehmender Na¨herungsstufe immer
kleiner werdende Magnetisierungen ermittelt werden. Das richtige ResultatM = 0 kann
durch eine anschließende Extrapolation n→∞ der LSUBn-Ergebnisse bestimmt wer-
den (siehe [25, 94] und auch Abbildung 4.20). Damit ist zu verstehen, warum auch
fu¨r J2/J1 < J2/J1|cl Werte M 6= 0 gefunden werden. Es ist allerdings auch zu se-
hen, dass eine Vergro¨ßerung der Frustration J2 erwartungsgema¨ß die Magnetisierung
schwa¨cht. Interessanter ist jedoch das diskontinuierliche Verhalten der Magnetisierung
bei J2/J1|cl (Fall b). Die Diskontinuita¨t stammt hierbei ausschließlich vom Verhal-
ten der Bra-Korrelationskoeffizienten (siehe Abbildung 6.3). Bis zu J2/J1 > J2/J1|cl
bleiben die entsprechenden LSUB10 und LSUB12-Ergebnisse in der gesamten Regi-
on J2/J1|cl < J2/J1 < J2/J1|t nahe Null (in LSUB8 gibt es einen kleinen Bereich
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Abbildung 6.5: Darstellung der Untergitter-Magnetisierung M in den Na¨herungsstufen
LSUB8, LSUB10 und LSUB12 fu¨r das J1-J2-Modell auf der linearen Kette. Unterhalb
der kritischen Punkte J2/J1|cl stimmen die ne´elartigen Lo¨sungen (Fall a) und die dime-
risierten Lo¨sungen (Fall b) u¨berein. Bei J2/J1|cl zeigen die Magnetisierungskurven im
Fall b (dimerisierte Lo¨sungen) eine Diskontinuita¨t, wogegen die Magnetisierungskur-
ven im Fall a (ne´elartige Lo¨sungen) kontinuierlich bleiben. Oberhalb von J2/J1|cl sind
dimerisierten Lo¨sungen fu¨r die Magnetisierungen kleiner als die ne´elartigen Lo¨sungen,
mit Ausnahme einer kleinen Region in der Na¨herungsstufe LSUB8.
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fu¨r J2/J1 > 0.5, wo die Magnetisierung etwas von Null abweicht). Die in diesem Be-
reich kontinuierlich verlaufende Magnetisierungskurve der ne´elartigen Lo¨sung ist immer
oberhalb der Kurve der dimerisierten Lo¨sung, was ebenfalls ein Hinweis darauf ist, dass
der Produktmodellzustand zum Auffinden der dimerisierten Lo¨sung die vorzuziehende
Wahl darstellt, da dieser die Physik des Systems besser beschreibt. Am Majumdar-
Ghosh-Punkt J2/J1 = 0.5 selbst, ist die Magnetisierung aller LSUBn-Kurven, be-
stimmt mit dem dimerisierten Produktmodellzustand, exakt Null.
Zusammenfassend soll angemerkt werden, dass die hier dargestellten Ergebnisse eine
Eignung der CCM zur Detektion von spontanen Symmetriebrechnungen zeigen. Be-
sonders bei der Untersuchung von zwei- oder dreidimensionalen Systemen kann dies
interessant werden, da mit alternativen Methoden weniger genau (ED) oder gar nicht
(DMRG) gearbeitet werden kann.
6.2 Das Shastry-Sutherland-Modell
Ein weiteres Modell, welches eine dimerisierte Phase im Grundzustand besitzt, ist das
Shastry-Sutherland-Modell [68]. Hierbei handelt es sich um ein Spin-1
2
-Heisenberg-Mo-
dell auf einem Quadratgitter mit der Bindung J1 zu den na¨chsten Nachbarn und mit
einer antiferromagnetischen Bindung J2 zu den u¨berna¨chsten Nachbarn in jeder zwei-
ten (quadratischen) Plakette. Bild 6.6 illustriert das Shastry-Sutherland-Modell. Fu¨r
Abbildung 6.6: Darstellung des Shastry-Sutherland-Modells. Die geometrische Ele-
mentarzelle, bestehend aus vier Spins, ist durch eine gestrichelte Linie gekennzeichnet.
J1 ist hierbei die Bindungssta¨rke zwischen benachbarten Spins und J2 die Bindungs-
sta¨rke zwischen den Spins entlang einer diagonalen Bindung.
J1 = J2 ist dieses Modell zu einem Heisenberg-Modell auf einem der elf Archimedi-
schen Gitter a¨quivalent [1]. Das Interesse am Shastry-Sutherland-Modell wurde durch
die Untersuchungen am Material SrCu(BO3)2, welches einer Realisierung des theoreti-
schen Modells sehr Nahe kommt, erneut angeregt [1, 136]. Fu¨r kleine Werte J2/J1  1
und große Werte J2/J1  1 der Frustration ist dieses Modell gut verstanden, wa¨hrend
das Verhalten im Zwischenbereich J2/J1 ≈ 1 Gegenstand aktueller Diskussionen ist.
Wie im Fall des J1-J2-Modells gibt es auch hier, wie bereits weiter oben diskutiert wur-
de, eine Parameterregion mit einem exakten dimerisierten Singulett-Grundzustand. Im
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Gegensatz zur J1-J2-Kette besteht dieser Zustand jedoch aus einem Produkt von Dime-
ren auf den U¨berna¨chsten-Nachbar-Bindungen J2 und bricht die Translationssymmetrie
des Gitters nicht.
Zuvor wurde dieses Modell mittels Schwinger-Boson-Molekularfeld-Theorie [136], ED
[1, 137, 138], Reihenentwicklung [40, 139, 140, 141], Renormalisierungsgruppen-Theorie
[141], eichtheoretischer Ansa¨tze [142] und der CCM [25, 29] untersucht. Einen aktuel-
len U¨berblick hierzu findet man in [143]. Von diesen Untersuchungen her ist bekannt,
dass sich das Quantensystem fu¨r J2 < J1 a¨hnlich zum klassischen System verha¨lt. Man
findet einen halbklassischen, ne´elartig ferngeordneten Grundzustand. Fu¨r J2 > J
c
2 mit
J c2 ≈ (1.465 ± 0.025)J1 findet man im Grundzustand einen dimerisierten Zustand mit
Dimeren entlang der diagonalen Bindungen (gekennzeichnet durch gestrichelte Linien
in 6.6). Die Grundzustandsenergie pro Spin des dimerisierten Singulett-Produktzu-
standes betra¨gt Edimer = −3J2/8. Beim Shastry-Sutherland-Modell ist der U¨bergang
aller Wahrscheinlichkeit nach (und im Unterschied zur J1-J2-Kette) von erster Ord-
nung. Die Vorgehensweise zur Untersuchung dieses Modells im Rahmen der CCM wur-
de detailliert in [29] beschrieben. In [29] wurde als Modellzustand der Ne´el-Zustand
mit antiparallelen Na¨chsten-Nachbar-Spins gewa¨hlt, was gute Resultate in der Region
J2/J1 < 1.6 lieferte.
Hier soll gezeigt werden, dass auch fu¨r dieses Modell ein einfacher dimerisierter Produkt-
Ketzustand ein Resultat der CCM-Rechnungen ist. Dafu¨r wird ein sogenannter kolli-
nearer Produktmodellzustand verwendet, fu¨r den die Spins U¨berna¨chster-Nachbarn
antiparallel (entsprechend der Bindung J2) ausgerichtet sind. Die Up- und Down-Spins
bilden alternierend angeordnete Reihen [161, 162, 163, 164, 165]. Im Folgenden soll
dieser Modellzustand als Reihen-Modellzustand bezeichnet werden. Fu¨r die folgenden
Betrachtungen wird J1 = 1 gesetzt und J2 > 0 ist der Parameter des Systems. Passend
zum Reihen-Modellzustand ko¨nnen hier den Dimeren entlang der diagonalen Bindun-
gen passende Ket-Korrelationskoeffizienten zugeordnet werden. Setzt man diese Kor-
relationskoeffizienten gleich (einheitlicher Startwert 1) und alle anderen Koeffizienten
Null, so kann der exakte dimerisierte Produkt-Grundzustand im dimerisierten Regime
J2 > J
c
2 dargestellt werden. Diese CCM-Lo¨sung existiert fu¨r alle J2/J1 > 0, weil die-
ser Zustand ein Eigenzustand fu¨r alle Werte J1 und J2 ist. Die Grundzustandsenergie
ist jedoch nur fu¨r gro¨ßere J2 niedrig genug, damit dieser Zustand der Grundzustand
wird. Die CCM findet mit diesem Modellzustand die korrekte (exakte) Grundzustands-
energie von E = −0.375J2. In Bild 6.7 ist der Verlauf der Grundzustandsenergie fu¨r
den Reihen-Modellzustand und fu¨r den Ne´el-Modellzustand in Abha¨ngigkeit von J2/J1
dargestellt. Wie in [166] findet man einen Schnittpunkt zwischen den Energiekurven
des Ne´el-Modellzustandes und des Reihen-Modellzustandes bei J2/J1 ≈ 1.48.
Die Bra-Korrelationskoeffizienten fu¨r die U¨berna¨chsten-Nachbar-Korrelationskoeffizien-
ten entlang der Diagonalen (sowie auch viele andere Bra-Korrelationskoeffizienten in
den einzelnen LSUBn) divergieren fu¨r J2/J1 → 1 an einem kritischen Punkt, wie
in Abbildung 6.8 zu sehen ist. Diese kritischen Punkte bei J1/J2 = 1.059 (SUB2 −
4), J1/J2 = 1.243 (LSUB4) und J1/J2 = 1.397 (LSUB6) betreffen nur die Bra-
Korrelationskoeffizienten und sind eine alleinige Eigenschaft des Bra-Zustandes. Fu¨r
die Ket-Korrelationskoeffizienten findet man hier keinen dementsprechenden kritischen
Punkt. Die Zahlenwerte fu¨r diese kritischen Punkte J1/J2 liegen also in der Na¨he des
Phasenu¨bergangspunktes J c2 ≈ (1.465± 0.025)J1. Es kann hier vermutet werden, dass
bei Hinzunahme ho¨herer Na¨herungsstufen LSUBn sowohl der Schnittpunkt zwischen
der Energiekurve des Ne´el-Modellzustandes und der des Reihen-Modellzustandes als
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Abbildung 6.7: Darstellung der CCM-Grundzustandsenergie E fu¨r das Spin-1
2
-Shastry-
Sutherland-Modell (J1 = 1) mittels des Ne´el-Modellzustandes und des Reihen-
Modellzustandes in LSUB4, LSUB6 und LSUB8. Fu¨r den Reihen-Modellzustand
wird die exakte Grundzustandsenergie in allen Na¨herungsstufen LSUBn mit n > 2
gefunden.
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1  1.5  2  2.5  3
∼ a
1
J
2
/J
1
SUB2-4
LSUB4
LSUB6
Abbildung 6.8: Darstellung der Bra-Korrelationskoeffizienten fu¨r das Spin-1
2
-Shastry-
Sutherland-Modell (J1 = 1) mittels des Reihen-Modellzustandes. Dargestellt ist der
Verlauf jener Bra-Korrelationskoeffizienten, die zu Spinkonfigurationen geho¨ren, welche
die Dimere verbinden.
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auch der kritische Punkt, wo die Bra-Korrelationskoeffizienten (und damit auch die
Magnetisierung) divergieren, sich in einem gemeinsamen Punkt, dem Phasenu¨bergangs-
punkt, treffen werden.
Die Ergebnisse der Magnetisierung M bei Verwendung des Reihen-Modellzustandes
sind in Abbildung 6.9 dargestellt. Fu¨r alle J2/J1 ist M negativ. Der tatsa¨chliche Wert
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Abbildung 6.9: Darstellung der Magnetisierung M fu¨r das Spin-1
2
-Shastry-Sutherland-
Modell (J1 = 1) mittels des Reihen-Modellzustandes.
der Magnetisierung M sollte in dem hier betrachteten Bereich allerdings Null sein,
auch wenn negative Werte von M als ein Fehlen von langreichweitiger Ordnung inter-
pretiert werden ko¨nnen (vgl. hierzu Kap. 3). Fu¨r J2/J1 > 2 ist |M | mit |M | < 10−2 in
der Na¨herungsstufe LSUB6 sehr Nahe bei Null. Allerdings werden die Resultate fu¨r M
bei J2/J1 < 2 sehr schlecht, da M mit Anna¨herung an den kritischen Punkt J
c
2/J1 nach
−∞ divergiert. Hier soll angemerkt werden, dass es sich beim Ket-Grundzustand um
einen exakten Eigenzustand des Systems handelt und beim Bra-Zustand nicht, erneut,
weil beide Zusta¨nde zueinander nicht adjungiert sind. Der Bra-Zustand braucht des-
wegen insbesondere kein exakter Eigenzustand des Hamilton-Operators zu sein, selbst
wenn der Ket-Zustand ein solcher ist. Somit kann das Bra-Gleichungssystem einen
kritischen Punkt besitzen (wo die a˜1 divergieren), ohne dass es ein Analogon im Ket-
Gleichungssystem gibt. Da nach (6.5) die Magnetisierung nur eine Funktion von a˜1 ist,
divergiert diese auch am kritischen Punkt. Unterhalb des kritischen Punktes J2 < J
c
2
stellt der Ne´el-Zustand den vorzuziehenden CCM-Modellzustand dar [29].
6.3 Der J−J ′-Antiferromagnet auf dem CAVO-Git-
ter
Nachdem im Abschnitt zuvor ein frustriertes Spinsystem mit Produktmodellzusta¨nden
unabha¨ngiger Einzelspin-Operatoren untersucht wurde, soll nun in diesem Teil des
Kapitels ein unfrustriertes Spin-1
2
-Heisenberg-Antiferromagnet auf dem CAVO-Gitter
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betrachtet werden. Das CAVO-Gitter ist zur theoretischen Beschreibung des magneti-
schen Materials CaV4O9 gedacht und in Abbildung 6.10 illustriert. Es besitzt ebenfalls
innerhalb bestimmter Parameterregionen einen plakettenartigen, quadrumerisierten
Grundzustand. Man erkennt, dass es im CAVO-Gitter zwei nichta¨quivalente Na¨chste-
Abbildung 6.10: Darstellung des CAVO-Gitters. Die durchgezogenen Linien kennzeich-
nen die Na¨chsten-Nachbar-Bindungen J auf den Vier-Spin-Plaketten. Die punktierten
Linien kennzeichnen die Na¨chste-Nachbar-Bindung J ′ zwischen den Spins auf zwei
verschiedenen Plaketten. Die gestrichelte Linie kennzeichnet die vier Gitterpla¨tze um-
fassende Elementarzelle.
Nachbar-Wechselwirkungen J und J ′ gibt. Dieses Modell ist zwar nicht frustriert, den-
noch wird das Verhalten stark durch die Konkurrenz zwischen den beiden Bindungen
bestimmt. Entscheidend ist das Verha¨ltnis J ′/J wobei fu¨r die folgenden Betrachtun-
gen stets J = 1 angenommen wird. Verschiedene Untersuchungen [136, 148, 149, 150,
151, 152, 153] zeigen hierbei, dass es um J ′/J = 1 eine Region J ′c1/J < J
′/J < J ′c2/J
mit einem ne´elartig geordneten Grundzustand gibt. Die QMC-Ergebnisse [150, 150]
fu¨r J ′c1/J ≈ 0.939 und fu¨r J ′c2/J ≈ 1.68 ± 0.14 werden dabei als die genauesten in
der Literatur zu findenden Werte fu¨r die Regionsgrenzen angesehen. Fu¨r J ′/J < J ′c1/J
befindet sich das System in einer quadrumerisierten VB-Phase mit ausgepra¨gten Spin-
Korrelationen auf den Vier-Spin-Plaketten und fu¨r J ′c2/J < J
′/J befindet sich das
System in einer dimerisierten VB-Phase mit ausgepra¨gten Spin-Korrelationen auf den
Dimeren zwischen den Vier-Spin-Plaketten. Hierbei bricht keine der beiden VB-Phasen
die Translationssymmetrie des Gitters. Im Gegensatz zu den zuvor betrachteten Mo-
dellen (J1-J2-Kette, Shastry-Sutherland-Modell) gibt es hier jedoch fu¨r keinen Wert
J ′/J einen einfachen, exakten Produktgrundzustand. Weitere Details entnehme man
den Referenzen [136, 148, 149, 150, 151, 152, 153].
Im Grenzfall J ′/J = 0 sind alle Vier-Spin-Plaketten voneinander entkoppelt. Der
Grundzustand fu¨r diesen Grenzfall ist ein Produktzustand solcher Vier-Spin-Singu-
letts. Um mittels der CCM einen solchen Zustand zu beschreiben, soll als Ausgangs-
zustand der Ne´el-Zustand mit antiparallelen Na¨chsten-Nachbar-Spins gewa¨hlt werden.
Um einen geeigneten exakten VB-Produktzustand bei J ′/J = 0 zu erhalten, mu¨ssen
die Na¨chsten-Nachbar-Korrelationskoeffizienten a1 (Spins liegen auf zwei benachbar-
ten Vier-Spin-Plaketten, gekennzeichnet durch eine gepunktete Linie in Abbildung
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6.10) und a2 (Spins liegen benachbart auf einer Vier-Spin-Plakette, gekennzeichnet
durch eine durchgezogene Linie in Abbildung 6.10) sowie der Korrelationskoeffizient
fu¨r eine vollsta¨ndige Vier-Spin-Plakette ap4 (siehe Abbildung 6.10) passend gewa¨hlt
werden. Man erha¨lt nun den exakten VB-Produktgrundzustand durch die Wahl der
Ket-Korrelationskoeffizienten a1 = a
p
4 = 0.5, wa¨hrend alle anderen Korrelationskoeffi-
zienten Null gesetzt werden. Durch Vergro¨ßerung des Verha¨ltnisses auf Werte J ′/J > 0,
kann man, ausgehend von der exakten Lo¨sung, mit diesem Startzustand Lo¨sungen fu¨r
Werte J ′/J > 0 bestimmen. Auf diese Weise kann auch der dimerisierte VB-Zustand
mit den Dimeren zwischen den Vier-Spin-Plaketten im Grenzwert J ′/J → ∞ be-
stimmt werden. In diesem Grenzfall ist a2 = 1 und {aL = 0|∀L : L 6= 1}. Die
Ket-Korrelationskoeffizienten sind stellvertretend in der Na¨herungsstufe LSUB8 in
Abbildung 6.11 dargestellt. Die zu den hier diskutierten Ket-Korrelationskoeffizienten
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p
4 zeigen im Gegensatz
zum zuvor untersuchten Shastry-Sutherland-Modell keine Diskontinuita¨t und sind in
Abbildung 6.12 dargestellt.
Die Grundzustandsenergie des CAVO-Gitters auf der Grundlage des hier gewa¨hlten
Modellzustandes ist in Bild 6.13 dargestellt. Fu¨r J ′/J = 0 wird in allen Na¨herungs-
stufen LSUBn mit n ≥ 4 die exakte Grundzustandsenergie E = −0.5 wiedergegeben.
Fu¨r J ′/J = 1 findet man fu¨r die Grundzustandsenergie E das gleiche Resultat, das in
[167] unter Verwendung des Ne´el-Zustandes als CCM-Modellzustand gefunden wurde.
Die exakte Grundzustandsenergie im Grenzfall J ′/J → ∞ von E = −0.375J ′ wird
ebenfalls reproduziert. Insgesamt la¨sst sich also festhalten, dass die CCM fu¨r alle J ′/J
gute Werte fu¨r die Grundzustandsenergie E liefert.
Abbildung 6.14 zeigt die Magnetisierung M zusammen mit der Extrapolation n →
∞ der LSUBn-Ergebnisse nach (2.61) unter Einbeziehung der LSUBn-Daten fu¨r
n = 4, 6, 8, 10. In Abschnitt 2.3.8 wurde begru¨ndet, dass fu¨r ein System mit einem
114
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  0.5  1  1.5  2  2.5  3  3.5  4
∼ a 1
,∼ a
2
, 
∼ a 4
p
J’/J
∼
a1
∼
a2
∼
a4
p
Abbildung 6.12: Darstellung der Bra-Korrelationskoeffizienten a˜1, a˜2 und a˜
p
4 fu¨r den
Spin-1
2
-Heisenberg-Antiferromagneten auf dem CAVO-Gitter in der Na¨herungsstufe
LSUB8.
-0.65
-0.6
-0.55
-0.5
-0.45
-0.4
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
E
J’/J
LSUB2
LSUB4
LSUB6
LSUB8
LSUB10
Abbildung 6.13: Darstellung der Grundzustandsenergie E fu¨r den Spin-1
2
-Heisenberg-
Antiferromagneten auf dem CAVO-Gitter.
115
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  0.5  1  1.5  2  2.5
M
J’/J
LSUB2
LSUB4
LSUB6
LSUB8
LSUB10
Extrapolation3
Abbildung 6.14: Darstellung der Magnetisierung M fu¨r den Spin-1
2
-Heisenberg-
Antiferromagneten auf dem CAVO-Gitter. Die Extrapolation wurde nach (2.61) ohne
die LSUB2-Daten durchgefu¨hrt.
Ordnungs-Unordnungs-Phasenu¨bergang eine Extrapolation auf der Grundlage eines
Potenzgesetzes (2.61) geeignet ist, wie Untersuchungen in [94, 161, 162, 163, 164, 165]
gezeigt haben. Auf diese Weise erha¨lt man im Rahmen der CCM Werte fu¨r die kriti-
schen Punkte J ′c1/J und J
′
c2
/J , bei denen die extrapolierten Werte der Magnetisierung
Null sind. Diese kritischen Punkte sind (zusammen mit den entsprechenden Ergeb-
nissen anderer Methoden) in Tabelle 6.2 dargestellt. Als Fazit der Untersuchungen in
Tabelle 6.2: Resultate fu¨r die kritischen Punkte J ′c1/J und J
′
c2
/J fu¨r den Spin-1
2
-
Heisenberg-Antiferromagneten auf dem CAVO-Gitter.
Methode J ′c1/J J
′
c2
/J
CCM 0.82 1.82
QMC [149, 150] 0.939 1.68±0.14
Reihenentwicklung [152] 0.9 1.7
Nichtlineare SWT [153] 0.90 1.6
Schwinger-Boson-Molekularfeld-Theorie [136] 0.6 2.4
diesem Kapitel la¨sst sich festhalten, dass mit dem vorhandenen CCM-Programmpaket
unter Verwendung von passenden Produktzusta¨nden von Einzelspin-Operatoren sowohl
gewo¨hnliche ne´elartig geordnete Grundzusta¨nde als auch VB-Grundzusta¨nde beschrie-
ben werden ko¨nnen. Damit erweitern sich auch die Anwendungsmo¨glichkeiten dieses
numerischen Programmpaketes, ohne dass aufwa¨ndige prinzipielle U¨berarbeitungen des
Programmcodes erforderlich sind.
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Kapitel 7
Zusammenfassung
Im Rahmen dieser Dissertation wurde die Coupled-Cluster-Methode zur Untersuchung
von unfrustrierten und frustrierten ein- und zweidimensionalen Quantenspinsystemen
auf der Grundlage des Heisenberg-Modells untersucht. Im Vordergrund stand hierbei
die Verwendung und Weiterentwicklung eines umfassenden numerischen Programm-
paketes zur Berechnung hoher Na¨herungsstufen auf Multiprozessor-Computern. Zur
Validierung der Ergebnisse nach der neuen Entwicklungsstufe des Programmcodes wur-
den in Kapitel 3 zuna¨chst bereits vorhandene CCM-Resultate fu¨r den HAFM auf der
linearen Kette und dem einfachen Quadratgitter reproduziert, um dann Berechnun-
gen bis zu hohen, bisher nicht erreichbaren, SUBn-n durchzufu¨hren. Hierzu wurden
einfache, isotrope Modellsysteme gewa¨hlt, dessen Verhalten z.T. exakt beschrieben
werden kann. Fu¨r diese Systeme liegen ebenfalls Ergebnisse alternativer und etablier-
ter Vielteilchen-Methoden vor. Tabellarisch wurden so State-of-the-Art-CCM-Resultate
dargestellt, extrapoliert und kritisch diskutiert. Hierbei zeigte sich, dass die Genauig-
keit der Ergebnisse der CCM mit den Ergebnissen der fu¨r die Untersuchung dieser
Systeme genauesten Methoden wie der DMRG (1d-Systeme) und der QMC auf ver-
gleichbarem Niveau liegen.
Im folgenden Kapitel 4 wurden ein quasi-eindimensionales frustriertes Heisenberg-
Modell aus gekoppelten J1-J2-Ketten untersucht. Fu¨r solche Systeme kann die CCM
durchaus als Methode der Wahl bezeichnet werden, da a priori nicht mit methoden-
spezifischen Limitierungen, verursacht durch die Dimension und durch Frustration,
zu rechnen war. In diesem Kapitel wurden auch der Einfluss von Quantenfluktuatio-
nen, Frustration und der Zwischenkettenkopplung auf den Spiralwinkel und dem Pha-
senu¨bergangspunkt zwischen einem Grundzustand mit kollinearen, kommensurablen
Spin-Spin-Korrelationen zu einem Grundzustand mit spiralartigen, inkommensurablen
Spin-Spin-Korrelationen untersucht. Hierzu wurde eine umfangreiche analytische Be-
stimmung des nichtlinearen Ket-Gleichungssystems in SUB2-3 dargestellt. Eine nu-
merische Auswertung des Gleichungssystems zeigt fu¨r J2 > 0.25|J1| ein signifikantes
Abweichen des Quantenwinkels von seinem Wert im entsprechenden klassischen Mo-
dell und ist zudem stark durch die Zwischenkettenkopplung J⊥ beeinflussbar. Eine
solche Beeinflussung durch eine Zwischenkettenkopplung wurde bisher nicht mit einer
alternativen Methode untersucht. Auch eine Anna¨herung des Quantenwinkels an den
Grenzwert pi
2
erfolgt im Quantenmodell deutlich rascher. Fu¨r einige Kombinationen der
Vorzeichen J1 und J⊥ wurde zudem ein diskontinuierliches Verhalten des Spiralwinkels
bestimmt, wa¨hrend jenes Verhalten im klassischen Modell grundsa¨tzlich kontinuierlich
ist.
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Diese Untersuchungen profitierten in erheblichem Maße von der Mo¨glichkeit, den Spi-
ralwinkel als freien Parameter zu betrachten, der anschließend durch Minimierung der
Grundzustandsenergie bestimmt wird.
In darauf folgenden Abschnitten des Kapitels 4, wurde der U¨bergang von einem un-
geordneten eindimensionalen Grundzustand zu einem geordneten zweidimensionalen
Grundzustand an zwei unfrustrierten Gittern untersucht. Beide Modellgitter unter-
scheiden sich hierbei in der Gro¨ße des Quantenspins s. Insbesondere wurde der ver-
mutete Unterschied zwischen Spin-1
2
-Systemen und Spin-1-Systemen in Bezug auf die
Frage nach der Existenz einer ungeordneten Phase diskutiert. Die Ergebnisse der nu-
merischen Berechnungen bis LSUB10 fu¨r s = 1
2
bzw. bis SUB8−8 fu¨r s = 1 stu¨tzen
die Vermutung, dass es im Spin-1
2
-Systemen keine ungeordnete Phase fu¨r J⊥ 6= 0 gibt,
wohl aber im Spin-1-System, was mit der Existenz eines Spingaps fu¨r das 1d-Modell mit
s = 1 im Zusammenhang steht. Obwohl fu¨r s = 1 die gewonnenen Werte fu¨r eine end-
liche kritische Kopplung sprechen, die fu¨r einen geordneten Grundzustand mindestens
vorhanden sein muss, kann kein pra¨ziser Wert fu¨r diese kritische Kopplung angegeben
werden. Bei Hinzunahme einer frustrierenden U¨berna¨chsten-Nachbar-Wechselwirkung
zum hier betrachteten quasi-eindimensionalen Spin-1
2
-System, zeigte sich fu¨r sta¨rkere
Frustrationen ebenfalls die Notwendigkeit einer endlichen Zwischenkettenkopplung fu¨r
einen ferngeordneten Grundzustand, was erneut mit dem sich durch die hinzukommen-
de Frustration entstehenden Spingaps in Zusammenhang gebracht wurde. Insgesamt
zeigten diese Untersuchungen, dass bei gaplosem eindimensionalen Grundzustand ma-
gnetische Fernordnung bei infinitesimaler Zwischenkettenkopplung auftritt, wa¨hrend
es fu¨r einen eindimensionalen Grundzustand mit einem Spingap einer endlichen Zwi-
schenkettenkopplung zur Herausbildung von Fernordnung bedarf.
Im Kapitel 5 wurde beschrieben, wie die CCM zur Untersuchung von Quantenspin-
systemen in Anwesenheit eines a¨ußeren magnetischen Feldes verwendet werden kann.
Hierzu war erneut die Mo¨glichkeit, den Spiralwinkel als freien Parameter zu betrachten,
entscheidend fu¨r die Durchfu¨hrbarkeit der Untersuchungen. Als Modellsysteme wurden
das isotrope Quadratgitter und das isotrope Dreiecksgitter gewa¨hlt, von denen letzte-
res zudem noch stark frustriert ist. Fu¨r beide Modelle konnten genaue Werte fu¨r die
Grundzustandsenergie, die Magnetisierung und fu¨r die Suszeptibilita¨t ermittelt wer-
den. Die Ergebnisse fu¨r das Quadratgitter stimmen hierbei gut mit den Ergebnissen
alternativer Methoden wie der QMC, der ED und der SWT u¨berein. Die Zahl me-
thodischer Alternativen ist wegen der Frustration im Falle des Dreiecksgitters kleiner.
Im Vergleich konnten mittels der CCM gute Werte fu¨r die angegebenen Gro¨ßen, sowie
fu¨r das M/Ms =
1
3
-Plateau bestimmt werden. Bisher in der Literatur nicht zu finden
waren hierbei, die Ergebnisse fu¨r die Magnetisierungen der einzelnen Untergitter, die
Suszeptibilita¨t in Abha¨ngigkeit vom Feld und die entsprechenden Feldabha¨ngigkeiten
der Winkel.
Im Kapitel 6 wurde demonstriert, dass mit dem vorliegenden numerischen Programm-
paket, ohne die Notwendigkeit der Implementierung einer komplett neuen Matrixalge-
bra fu¨r jeden neuen Modellzustand, dimer- und plakettenartige Valence-Bond-Grund-
zusta¨nde unter Verwendung von Produktmodellzusta¨nden unabha¨ngiger Einzelspin-
Operatoren beschrieben werden ko¨nnen. Hierzu wurden die J1-J2-Kette, das Shastry-
Sutherland-Modell und das CAVO-Modell (auf der Grundlage des Heisenberg-Modells)
untersucht, welche jeweils in verschiedenen Regionen der Modellparameter lokale Di-
mere oder Plaketten ausbilden. Es wurde demonstriert, dass exakte lokale Singulett-
Grundzusta¨nde gefunden werden ko¨nnen. Hierbei wurden insbesondere die Phasenu¨ber-
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gangsbereiche untersucht und die Ergebnisse mit denen auf der Grundlage des Ne´el-
Modellzustandes verglichen. Ein Vergleich der CCM-Resultate mit Ergebnissen alter-
nativer Methoden zeigt erneut gute U¨bereinstimmung. Ebenfalls wurde diskutiert, dass
der Bra-Zustand ein hierzu abweichendes, eigensta¨ndiges Verhalten besitzen kann, was
mit der fehlenden Adjungiertheit beider Zusta¨nde zusammenha¨ngt. Diese fehlende Ad-
jungiertheit hatte z.B. die Konsequenz, dass zwar die exakte Grundzustandsenergie
(z.B. fu¨r das Shastry-Sutherland-Modell) gefunden werden konnte, die exakte Magne-
tisierung (M = 0) jedoch nicht. Wa¨hrend die Grundzustandsenergie nur vom Ket-
Grundzustand abha¨ngig ist, beno¨tigt man fu¨r die Magnetisierung ebenfalls den Bra-
Grundzustand, welcher hier eine eigensta¨ndige Verhaltensweise besitzt.
Als Fazit dieser Dissertation soll festgehalten werden, dass die CCM auf der Grund-
lage des numerischen Programmpaketes und der Auswertung hoher Na¨herungsstufen
die Physik der hier untersuchten Systeme gut beschreibt. So konnte ein Beitrag zur
Erweiterung des Wissens und des Versta¨ndnisses besonders der frustrierten Spinsyste-
me geleistet werden. Eine systematische Weiterentwicklung und Weiterverwendung des
CCM-Programmpaketes la¨sst zuku¨nftig auf weitere interessante physikalische Resulta-
te hoffen.
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Anhang A
Das numerische
CCM-Programmpaket
In diesem Kapitel sollen einige Aspekte des fu¨r diese Arbeit verwendeten numerischen
CCM-Programmpaketes [5] etwas detaillierter untersucht werden. Im Vordergrund ste-
hen hierbei insbesondere die Berechnungsmo¨glichkeiten, die Programmstruktur, der
Ressourcenverbrauch und das Skalierungsverhalten bei Multiprozessorsystemen. Al-
le in diesem Kapitel getroffenen Aussagen beziehen sich dabei selbstversta¨ndlich auf
den Entwicklungsstand zum Zeitpunkt der Anfertigung dieser Dissertation (November
2009).
Im Kapitel 2 wurde die CCM als Vielteilchen-Methode allgemein beschrieben und
in Abschnitt 2.3 wurde diese Methode fu¨r die Untersuchung von Spinsystemen, auf
der Grundlage des Heisenberg-Modells, spezialisiert. Im Prinzip kann man die CCM
nahezu rein analytisch verwenden, um Erwartungswerte an Quantenspinsystemen in
niedrigsten Na¨herungsstufen zu berechnen1. Mit Ausnahme von eindimensionalen Sys-
temen wird man sich hierbei auf die Na¨herungsstufen LSUB2 bzw. SUB2 − 2 be-
schra¨nken mu¨ssen, da die Anzahl der fundamentalen Konfigurationen und damit die
Gro¨ße der Gleichungssysteme rasch mit der Na¨herungsstufe ansteigen. Eine solche ana-
lytische Vorgehensweise wurde in Abschnitt 4.2.2 am Beispiel eines frustrierten quasi-
eindimensionalen J1-J2-Modells vorgefu¨hrt.
Abgesehen von der Grundzustandsenergie und von unmittelbar aus dieser abgeleiteten
Gro¨ßen, sind die Genauigkeiten der analytisch gewonnenen Resultate im Vergleich zu
exakten Ergebnissen bzw. zu den besten Ergebnissen anderer Vielteilchen-Methoden
mehr oder weniger unpra¨zise. Das sehr systematische Approximationsschema und die
analytische Vorgehensweise kann jedoch leicht auf beliebige Na¨herungsstufen u¨bertra-
gen und verallgemeinert werden, so dass sich hier die Verwendung von leistungsfa¨higen
Computeralgorithmen geradezu anbietet. Mit einem solchen Programmpaket wurden
in dieser Arbeit hohe CCM-Na¨herungsstufen berechnet. Zusammen mit einer passen-
den Extrapolation (Abschnitt 2.3.8) za¨hlen die so ermittelten Resultate, im direkten
Vergleich zu den Ergebnissen anderer Methoden, zu den besten verfu¨gbaren Daten.
1Hier soll angemerkt werden, dass man selbst bei analytischer Aufstellung der Gleichungssysteme
ein numerisches Verfahren zu dessen Lo¨sung verwenden wird (insbesondere fu¨r das nichtlineare Ket-
Gleichungssystem). Ausnahmen bilden die sehr seltenen Fa¨lle mit jeweils nur einer Gleichung.
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A.1 Allgemeine Informationen und Berechnungs-
mo¨glichkeiten
Das Programmpaket Crystallographic-Coupled-Cluster-Method (in den folgenden Ab-
schnitten CCCM genannt) ist ein in C++ geschriebenes Programm zur Berechnung von
Grundzustandserwartungswerten (z.B. Grundzustandsenergie E und Untergittermag-
netisierung M)2 und des Energiegaps (Singulett-Triplett-Anregungslu¨cke) fu¨r nahezu
beliebige Quantenspinsysteme vom Heisenberg-Typ (auch XXZ-Modelle). Informatio-
nen u¨ber den aktuellen Entwicklungsstand und u¨ber die an der Entwicklung beteiligten
Programmierer findet man in [168]. Eine englischsprachige Programmdokumentation
(Bedienungshinweise) und Anleitungen zur Installation sind im Programmpaket [5]
enthalten. Als Anwender des Programmpaketes muss man (im Wesentlichen) lediglich
eine Scriptdatei anlegen, in welcher das betrachtete Modell auf vorgegebene Weise defi-
niert wird. Die dort einzutragenden Gro¨ßen beziehen sich auf die Modellparameter, die
Na¨herungsstufe, das zugrundeliegende Bravais-Gitter des Modells, die Koordinaten der
Gitterspins der Elementarzelle sowie der Koordinaten der durch eine direkte Bindung
erreichten Nachbarn und der Festlegung der Bindungen entsprechend des Hamilton-
Operators und des Modellzustandes. Eine ausfu¨hrliche deutschsprachige Dokumentati-
on, wo die gesamten Eingabeprozeduren an zahlreichen Beispielmodellen demonstriert
werden, findet man in [169]. Dem Programmpaket selbst liegen fertige Scriptdateien fu¨r
viele bereits untersuchte Spinsysteme bei. In diesen Dateien findet man auch zahlreiche
Vergleichsdaten zur Kontrolle.
A.2 Der Speicherverbrauch und das Skalierungs-
verhalten bei Multiprozessorsystemen
Bei Verwendung des numerischen CCCM-Programmpaketes ist es in vielen Fa¨llen er-
forderlich, den zu erwartenden Ressourcenbedarf (Rechenzeit/Speicher) abzuscha¨tzen
bzw. Aussagen daru¨ber zu treffen, wie sich der Ressourcenverbrauch mit zunehmender
Na¨herungsstufe entwickelt. Solche Abscha¨tzungen sind besonders fu¨r die Berechnung
hoher Na¨herungsstufen erforderlich, um Anhaltspunkte fu¨r die Auswahl eines geeigne-
ten Rechners zu haben. Daru¨ber hinaus geben sie nu¨tzliche Einblicke in das Potenzial
der CCM als Methode und helfen bei der Entscheidung, ob mit einer erfolgreichen Si-
mulation gerechnet werden kann oder nicht. Hierzu wird in diesem Abschnitt zuna¨chst
der Ablauf einer Simulation an einer schematischen Darstellung vorgestellt. Die we-
sentlichen Programmabla¨ufe ko¨nnen anhand dieser Darstellung erkla¨rt und rechenzeit-
sowie speicherintensive Teilschritte hervorgehoben werden. Diese schematische Darstel-
lung des Ablaufes einer funktionstu¨chtigen Simulation zeigt Bild A.1. Als kurze Wie-
derholung sei hier noch einmal angegeben, dass innerhalb der CCM zu jedem Modell-
gitter, passend zum Modellzustand, fundamentale Konfigurationen ermittelt werden.
Wie man diese allgemein bestimmt, wurde fu¨r den Grundzustand in Abschnitt 2.3.4
und fu¨r die ersten Anregungen im Abschnitt 2.3.7 ausfu¨hrlich beschrieben. Diese erha¨lt
man aus sogenannten lattice-animals (im Folgenden auch als Gittertierchen bezeichnet)
entsprechend der in den angegebenen Abschnitten beschriebenen Verfahrensweisen.
2Es ko¨nnen zusa¨tzlich beliebige weitere Erwartungswerte berechnet werden, die jedoch, wie das
Modell selbst, definiert werden mu¨ssen.
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fundamentale 
Konfigurationen
Lattice−Animals/
Terme der Ket−
Gleichungssysteme
Gleichungssysteme
Parameter
Hamilton−Operator, Modellgitter, Näherungsstufe,
Symmetrien, Bindungen,
CCM−Script
Erwartungswerte
nicht−parallel
parallel
Modell.configs
Modell.input
Modell.output
iterative Verfahren
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Abbildung A.1: Schematische Darstellung eines CCCM-Programmablaufes. Die Be-
stimmung der Gleichungssysteme (fu¨r den Grund- und Anregungszustand) kann auch
nicht-parallel erfolgen.
Wie ebenfalls in Abschnitt 2.3.4 angegeben wurde, unterscheiden sich die Gittertier-
chen von den fundamentalen Konfigurationen dadurch, dass Symmetrieoperationen
und Beschra¨nkungen durch das Na¨herungsschema hinzukommen. Des Weiteren ko¨nnen
fundamentale Konfigurationen, im Gegensatz zu den Gittertierchen, auch unverbun-
den sein. Trotz definitionsbedingter Unterschiede kann man viele Fragestellungen nach
dem asymptotischen Verhalten der Gittertierchen unmittelbar auch auf die fu¨r die
CCM relevanten, fundamentalen Konfigurationen u¨bertragen. Im Allgemeinen werden
die Anzahl der fundamentalen Konfigurationen und die Anzahl der Gittertierchen stark
voneinander abweichen. Die Gro¨ße dieser Abweichung ist insbesondere auch modellspe-
zifisch.
Nachdem man fu¨r das zu untersuchende Spinsystem, entsprechend einer definierten
Vorgabe, eine Script-Datei erstellt hat, ist die Bestimmung der fundamentalen Konfi-
gurationen der erste ressourcenintensive Arbeitsschritt nach dem Start der Simulation.
Im vorliegenden CCCM-Programm wird dieser Schritt auch auf einem Multiprozessor-
System nicht-parallel durchgefu¨hrt. Der implementierte Algorithmus ko¨nnte aber be-
zu¨glich seiner Effektivita¨t durchaus weiter optimiert werden. Mit diesem Algorithmus
ko¨nnen in vertretbarem Zeitaufwand, auf nahezu allen Standard-Computern fu¨r al-
le hier untersuchten Modelle, die fundamentalen Konfigurationen fu¨r genu¨gend ho-
he Na¨herungsstufen bestimmt werden. Genu¨gend hoch bedeutet in in diesem Zu-
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sammenhang, dass weitere Programmschritte (Bestimmung der Gleichungssysteme)
bei deutlich kleinerer Zahl an Konfigurationen zu einer Limitierung fu¨hren. So wur-
de beispielsweise die Zahl der fundamentalen Konfigurationen fu¨r den Grundzustand
des s = 1
2
-Quadratgitters in LSUB14 bestimmt zu Nf = 20922484 (vgl. Tabelle
3.3). Eine CPU eines Intel(R) Core(TM)2 Duo E6750 mit 2.66GHz eines Standard-
Arbeitsplatzrechners beno¨tigte hierfu¨r 14 Stunden und der Speicherbedarf (unkompri-
miert) liegt bei etwa 0.55GB. Mit den fu¨r diese Arbeit zur Verfu¨gung stehenden Paral-
lelrechnern konnte das zugeho¨rige Gleichungssystem nicht ermittelt werden (Speicher-
problem). Dennoch sollte auch der Arbeitsschritt der Bestimmung der fundamentalen
Konfigurationen parallelisiert werden, da es eine zunehmende Tendenz zur Verwendung
massiver Parallelrechner gibt, welche zuku¨nftig die zugeho¨rigen großen Gleichungssys-
teme lo¨sen ko¨nnen3.
Die Zahlen der fundamentalen Konfigurationen Nf (Grundzustand) bzw. N

f (Anre-
gungszustand) fu¨r ein spezielles Modell wachsen exponentiell mit gro¨ßer werdender
Na¨herungsstufe.
Fu¨r das asymptotische Verhalten der Anzahl an Gittertierchen bei zunehmender Clus-
tergro¨ße (als kombinatorisches Problem) gibt es jedoch, abgesehen von einigen Spezi-
alfa¨llen, keine allgemeingu¨ltigen und exakten Aussagen. In Abschnitt 2.3.4 wurde be-
reits angegeben, dass das asymptotische Verhalten solcher Gittertierchen Gegenstand
aktueller Untersuchungen ist. Allerdings gibt es mittlerweile Verfahrensweisen, mit de-
nen z.T. die Zahl der Gittertierchen fu¨r sehr große Cluster bestimmt werden kann (z.B.
beim Quadratgitter bis zu n = 56 [22])4.
Im Kapitel 3 wurden vier einfache Modellsysteme untersucht und in entsprechenden
Tabellen (3.1, 3.2, 3.3, 3.4) wurden neben physikalischen Gro¨ßen auch Informatio-
nen zur Anzahl der fundamentalen Konfigurationen, zur Anzahl der Terme der Ket-
Gleichungssysteme und zum Speicherverbrauch eingetragen.
A.2.1 Abscha¨tzung der Anzahl fundamentaler Konfiguratio-
nen
Zur Abscha¨tzung der Anzahl fundamentaler Konfigurationen, als eine fu¨r die nume-
rische Rechnung wichtigen Kenngro¨ße, bestimmt man Faktoren FNf (Grundzustand)
3In großen Parallelrechnern werden oftmals CPUs mit einer vergleichsweise moderaten Taktfre-
quenz verwendet, weil bei der gegenwa¨rtigen Struktur der CPUs der Stromverbrauch und damit auch
die abzufu¨hrende, von der CPU verursachte Wa¨rmeentwicklung rasch ansteigt. Da hier nun das um-
fangreicher werdende Netzwerk ebenfalls hohen Einfluss auf die Systemperformance hat, ist eine nied-
rigere -weil angepasste- Taktfrequenz ga¨ngig. Es ist zu erwarten, dass deshalb ku¨nftig besonders der
Grad der Parallelisierung dieser Rechner und nicht vorrangig nur die Geschwindigkeit einer einzel-
nen CPU zunehmen wird. Insgesamt kann also auch eine parallele Bestimmung der fundamentalen
Konfigurationen zuku¨nftig sinnvoll sein, da die Mo¨glichkeit besteht, nennenswert Zeit einzusparen.
Grundsa¨tzlich kann eine Parallelisierung dieses Arbeitsschritts dann auch die Gesamtperformance des
CCCM-Programms verbessern. Existierende Programme zur parallelen Gittertierchen-Bestimmung
zeigen, dass der zusa¨tzliche (zu erwartende) Mehraufwand durch die Parallelisierung den Zeitgewinn
nicht u¨berkompensiert bzw. sich parallele Algorithmen als sehr effektiv erweisen [21]. Mit hoher Wahr-
scheinlichkeit u¨bertra¨gt sich dies auch auf die Bestimmung der fundamentalen Konfigurationen.
4Hier ist allerdings noch zu beachten, dass es zwischen den Gittertierchen (aus z.B. [22]) und den
Gittertierchen, die im CCCM-Programm die Grundlage fu¨r die fundamentalen Konfigurationen stel-
len, Unterschiede gibt. Diese Unterschiede stammen aus der Beru¨cksichtigung des Bravais-Gitters im
CCCM-Programm, das automatisch die Eigenschaften der Elementarzelle und die speziellen Transla-
tionssymmetrien der Modelle in die Gittertierchen-Bestimmung einbezieht.
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und FNf (Anregungszustand), mit denen man die Anzahl der Konfigurationen einer
Na¨herungsstufe multiplizieren muss, um die entsprechende Anzahl der na¨chstho¨heren
Na¨herungsstufe zu erhalten. Fu¨r die in Kapitel 3 untersuchten Modellsysteme wur-
den diese Faktoren ermittelt und in der Abbildung A.2 graphisch dargestellt. Man
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Abbildung A.2: Darstellung der Faktoren FNf und FNf fu¨r die fundamentalen Kon-
figurationen der in Kapitel 3 untersuchten Modellsysteme. Man beachte, dass fu¨r die
eindimensionalen Modelle mehr Datenpunkte zur Verfu¨gung stehen.
erkennt in guter Na¨herung einen linearen Zuwachs der Faktoren fu¨r die fundamenta-
len Konfigurationen. Man kann nun eine (optimale) Gerade durch die Datenpunkte
bestimmen und die Faktoren fu¨r ho¨here Na¨herungsstufen ablesen. Man erkennt in Ab-
bildung A.2 auch, dass diese Art der Abscha¨tzung fu¨r die beiden eindimensionalen
Modelle etwas besser zu funktionieren scheint. Auf der Grundlage der Nf aus den
Na¨herungsstufen LSUB2-LSUB16 erha¨lt man als Faktor zur na¨herungsweisen Be-
stimmung der Nf in LSUB18 fu¨r die Spin-
1
2
-Kette den Wert FNf ≈ 3.7 und damit
Nf ≈ 12439. Dieser Wert stimmt sehr gut mit dem exakten Wert Nf = 12445 u¨berein.
Eine vergleichbare U¨berschlagsrechnung fu¨r z.B. die Anzahl der Konfigurationen des
angeregten Zustandes des zweidimensionalen Spin-1
2
-Gitters liefert zur Abscha¨tzung
der LSUB12-Konfigurationszahl aus der Konfigurationszahl N f in LSUB10 den Fak-
tor FNf ≈ 28 und damit als Scha¨tzwert fu¨r LSUB12 den Wert N f ≈ 1450000. Auch
dieser Wert stimmt gut mit dem exakten Wert N f = 1374389 u¨berein. Hier kann man
zusammenfassend festhalten, dass der Zuwachs an fundamentalen Konfigurationen mit
der Na¨herungsstufe gut abgescha¨tzt werden kann. Untersuchungen an komplizierte-
ren Modellen, als die hier betrachteten Ketten und Quadratgitter, zeigen, dass diese
Vorgehensweise der Abscha¨tzung auf jeden Fall die richtige Gro¨ßenordnung fu¨r die fun-
damentalen Konfigurationen liefert.
Interessant ist hierbei auch, dass man bei der s = 1
2
-Kette mit zunehmender Na¨he-
rungsstufe eine Anna¨herung an den Faktor FNf = 4 erkennt. Beru¨cksichtigt man keine
Symmetrien und keine weiteren Beschra¨nkungen durch die Wahl des Modellzustandes
(z.B. szT -Erhaltung beim Ne´el-Zustand; vgl. Abschnitt 2.3.4), so ist bei der s =
1
2
-Kette
FNf ≡ 4. Bei Vergro¨ßerung der Na¨herungsstufe SUBn− n auf SUB(n+ 2)− (n+ 2),
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gibt es fu¨r das Anheften von zwei hinzukommenden Gitterpla¨tzen an jede bestehen-
de Konfiguration drei Mo¨glichkeiten, womit sich die Anzahl insgesamt vervierfacht.
Das Anstreben der Faktoren FNf an den Faktor FNf ≡ 4 zeigt, dass der Anteil an
Konfigurationen, welche wegen der Symmetrien und Beschra¨nkungen durch besondere
Eigenschaften des Modellzustandes wegfallen, asymptotisch unbedeutend wird. Fu¨r die
s = 1-Kette ist ohne Symmetrien und Beschra¨nkungen durch besondere Eigenschaften
des Modellzustandes FNf = 9 (bei Vergro¨ßerung der Na¨herungsstufe SUBn − n auf
SUB(n+2)−(n+2)), wie vergleichbare kombinatorische Betrachtungen bei Hinzunah-
me zweier Gitterpla¨tze zeigen. Man muss hier lediglich noch beru¨cksichtigen, dass fu¨r
s = 1 bis zu zwei Spinflip-Operatoren auf einen Gitterplatz angewendet werden ko¨nnen
und einen Beitrag liefern (vgl. Abschnitt 2.3.4). Man hat also fu¨r die Spinketten abso-
lute Obergrenzen, mit denen die Zahl der fundamentalen Konfigurationen abgescha¨tzt
werden kann.
Fu¨r die erste Auswahl eines geeigneten Computersystems zum Starten einer gewu¨nsch-
ten Simulation sind diese Mo¨glichkeiten des Abscha¨tzens sehr hilfreich, da die Zahlen
Nf bzw. N

f und die iterativ zu lo¨senden Gleichungssystemgro¨ßen identisch sind.
Man beachte allerdings, dass die Entwicklung der Zahl der fundamentalen Konfigura-
tionen (wie oben angegeben) ein offenes kombinatorisches Problem darstellt. Die hier
getroffenen Aussagen helfen in realistischen CCCM-Simulationen und haben z.T. nicht
den Anspruch, fu¨r beliebige n gu¨ltig zu sein.
Entsprechend Bild A.1 erfolgt nach der Bestimmung der fundamentalen Konfiguratio-
nen der Arbeitsschritt der Bestimmung der Gleichungssysteme.
A.2.2 Abscha¨tzung des Speicherbedarfes fu¨r die Speicherung
der CCM-Gleichungssysteme
Fu¨r jede der zuvor bestimmten Konfigurationen wird eine Ket-Gleichung aufgestellt,
die von den Korrelationskoeffizienten aller Konfigurationen abha¨ngig ist. Mit den Rei-
hen (2.32) bzw. (2.56) und den zugeho¨rigen Wechselwirkungstermen (2.37) bzw. (2.58)
sind die Terme der Ket-Gleichungssysteme fu¨r den Grund- und Anregungszustand nach
Wahl der Na¨herungsstufe festgelegt. Oftmals ist die Bestimmung und Speicherung die-
ser Terme der rechenzeit- und speicherintensivste Teil einer CCCM-Simulation. Fu¨r
diesen Arbeitsschritt kann (fu¨r hohe Na¨herungsstufen sollte) ein paralleler Algorith-
mus verwendet werden. In den Tabellen (3.1, 3.2, 3.3, 3.4) wurden auch die Anzahl
der Terme der Ket-Gleichungssysteme und der reine, durch diese Terme verursachte
Speicherverbrauch eingetragen.
Fu¨r eine u¨berschlagsma¨ßige Abscha¨tzung des Gesamtspeicherverbrauchs (minimaler
Speicherverbrauch) ist die Anzahl der Terme der Gleichungssysteme entscheidend,
wenn auch der tatsa¨chliche Speicherverbrauch (bzw. der vom System beno¨tigte Speicher-
bedarf) von zahlreichen weiteren Details abha¨ngt und deutlich oberhalb der hier an-
gegebenen Abscha¨tzungen liegen kann. Jeder Term belegt hierbei 32Byte Speicher.
Analog zur Vorgehensweise bei der Abscha¨tzung der Zahl der fundamentalen Konfi-
gurationen, wurden hier ebenfalls zuna¨chst versuchsweise Faktoren FNT und FNT be-
stimmt, mit denen man die Anzahl der Terme einer Na¨herungsstufe multiplizieren muss,
um die entsprechende Anzahl der na¨chstho¨heren Na¨herungsstufe zu erhalten. Wie der
Abbildung A.3 zu entnehmen ist, entwickeln sich die Faktoren FNT und FNT der ein-
und zweidimensionalen Gitter sehr unterschiedlich zueinander und auch innerhalb der
zweidimensionalen Modelle gibt es Unterschiede. Die Abscha¨tzung durch Annahme ei-
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Abbildung A.3: Darstellung der Faktoren FNT und FNT fu¨r die Terme der Ket-
Gleichungssysteme der in Kapitel 3 untersuchten Modelle. Man beachte, dass fu¨r die
eindimensionalen Modelle mehr Datenpunkte zur Verfu¨gung stehen.
nes linearen Verlaufs ist nur fu¨r die eindimensionalen Modelle akzeptabel. Die in den
Tabellen 3.1 und 3.2 eingetragenen Scha¨tzwerte wurden deshalb auch auf diese Weise
bestimmt und sind zuverla¨ssig. Die zugeho¨rigen Kurven der zweidimensionalen Gitter
zeigen A¨nderungen in der Monotonie und verhalten sich ohne eine (offensichtliche) zu-
verla¨ssige Tendenz. Auch zeigt sich hier der Nachteil, dass fu¨r die zweidimensionalen
Modelle zum Auffinden einer Tendenz deutlich weniger Datenpunkte zur Verfu¨gung
stehen. Um dennoch auch fu¨r diese Modelle einen groben Richtwert zu bekommen,
kann man als Faktor den jeweils letzten genauen Wert verwenden. Auf diese Weise
wurden die in den Tabellen 3.3 und 3.4 eingetragenen Scha¨tzwerte bestimmt.
Fu¨r das unterschiedliche Verhalten der ein- und zweidimensionalen Systeme, ist eine
genauere Betrachtung der Zugeho¨rigkeit der Terme zu den fundamentalen Konfigu-
rationen interessant, was hier am Beispiel der s = 1
2
-Systeme fu¨r den Grundzustand
diskutiert werden soll.
Zuna¨chst soll die Spin-1
2
-Kette betrachtet werden. In LSUBn gibt es fu¨r die eindi-
mensionalen Systeme (unabha¨ngig vom Spin s) nur eine Konfiguration, die eine Aus-
dehnung von n-Gitterpla¨tzen besitzt. Diese Konfiguration besitzt zudem die gro¨ßte
Ausdehnung und die Zahl der zugeho¨rigen Terme fu¨r die Ket-Gleichung zu dieser Konfi-
guration ist ebenfalls am gro¨ßten. Die Anzahl der Terme (Ket-Gleichung) fu¨r die jeweils
in einer Na¨herungsstufe gro¨ßte Konfiguration wa¨chst ebenfalls exponentiell mit zuneh-
mender Na¨herungsstufe. Bildet man den Quotienten aus der Anzahl der Terme und der
Anzahl der fundamentalen Konfigurationen NT/Nf , so erha¨lt man einen Durchschnitts-
wert fu¨r die Termzahl je Konfiguration. Dividiert man diesen Durchschnittswert durch
die Zahl der Terme der gro¨ßten verbundenen Konfiguration, so strebt dieser Quotient
gegen Null (siehe Tabelle A.1).
Der prozentuale Anteil der Terme zur gro¨ßten Konfiguration, in Relation zur Gesamt-
zahl der Terme aller Konfigurationen, nimmt jedoch ab. Insgesamt bedeutet dies, dass
der Arbeitsaufwand der Bestimmung der Terme zur gro¨ßten Konfiguration dominant
126
Tabelle A.1: U¨bersicht u¨ber die Anzahl der fundamentalen Konfigurationen Nf , der
Termzahl des Grundzustands-Ket-Gleichungssystems NT und der Termzahl der gro¨ßten
verbundenen Konfiguration N∗T fu¨r die eindimensionale Spin-
1
2
-Kette fu¨r die einzelnen
LSUBn. Die in Klammern angegebenen Werte der vorletzten Spalte geben den prozen-
tualen Anteil (gerundet) der Terme der gro¨ßten Konfiguration in Bezug zur Gesamtzahl
der Terme an. In der letzten Spalte ist der Durchschnittswert der Terme je Konfigurati-
on, dividiert durch die Termzahl der gro¨ßten verbundenen Konfiguration, eingetragen.
Na¨herungsstufe Nf NT N
∗
T NT/(Nf ·N∗T )
LSUB2 1 7 4 (57.1%) 1.75
LSUB4 3 22 7 (31.8%) 1.05
LSUB6 9 131 29 (22.1%) 0.50
LSUB8 26 1149 180 (16.7%) 0.25
LSUB10 81 13147 1618 (12.3%) 0.10
LSUB12 267 181887 20705 (11.4%) 0.033
LSUB14 931 2943289 316143 (10.7%) 0.010
LSUB16 3362 53752098 5106390 (9.5%) 0.0031
LSUB18 12445 ≈ 1 · 109 ≈80000000 (≈ 8%) ≈0.0010
gegenu¨ber allen anderen Konfigurationen ist und diese Dominanz mit wachsender Na¨he-
rungsstufe zunimmt. Es bedeutet allerdings auch, dass die Gesamtheit aller anderen
Konfigurationen mit wachsender Na¨herungsstufe dominant gegenu¨ber der einzelnen
gro¨ßten Konfiguration ist. Anzumerken ist hier jedoch, dass auch einige unverbundene
Konfigurationen mit einer Ausdehnung von n-Gitterpla¨tzen eine zwar kleinere, jedoch
gro¨ßenordnungsma¨ßig vergleichbare Anzahl an Termen besitzen ko¨nnen.
Fu¨r die Durchfu¨hrung einer konkreten CCCM-Simulation (an einem eindimensionalen
System) ist es deshalb zweckma¨ßig, nicht nur den Speicherverbrauch aller Terme ab-
zuscha¨tzen, sondern auch den Speicherverbrauch der Terme der gro¨ßten verbundenen
Konfiguration allein. Betrachtet man hierzu als Beispiel die Anzahl der Terme der je-
weils gro¨ßten verbundenen Konfiguration fu¨r die Spin-1
2
-Kette in den einzelnen LSUBn
fu¨r n ≤ 16, so findet man als Scha¨tzwert fu¨r LSUB18 den in der Tabelle A.1 angegebe-
nen Wert. Es darf deshalb nicht verwundern, dass man hier nur unter großem Aufwand
weitere Na¨herungstufen berechnen kann, obwohl doch die totale Anzahl an Gleichungen
selbst klein erscheint. Grund hierfu¨r ist, dass in der vorliegenden Parallelisierung des
CCCM-Programms, eine CPU die Aufgabe bekommt, alle Terme zu bestimmen, die zu
den ihr zugewiesenen Konfigurationen geho¨ren. Fu¨r das hier gewa¨hlte Beispiel mu¨sste
die CPU, die z.B. die verbundene LSUB18-Konfiguration zugewiesen bekommt, nur
wegen der Terme dieser Grundzustandskonfiguration allein auf etwa 2.5GB5 Speicher
zugreifen ko¨nnen.
Ein weiterer wichtiger Punkt in diesem Zusammenhang ist der Ressourcenbedarf (Re-
chenzeit und Speicher) bei der Bestimmung dieser Terme. Betrachtet man (2.38), so
stellt man fest, dass die Terme der Ket-Gleichungen, unabha¨ngig von der Anzahl der
Spinflip-Operatoren, nur Produktterme von einem bis vier Korrelationskoeffizienten
sind. Die Terme mit z.B vier Korrelationskoeffizienten innerhalb eines Produktes stam-
5Bei der Angabe des Speicherverbrauches wird der IEC-Empfehlung von 1996 gefolgt und die
Zehnerpotenz verwendet, d.h. 1GB=109B.
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men von den Gro¨ßen 4FkFmGkm und F
2
kF
2
m aus dem a¨hnlichkeitstransformierten Term
sˆ−k sˆ
−
m|Φ〉. Die Fk bzw. Fm und Gkm sind in den Gleichungen (2.32) definiert. Die Indizes
der Summen in (2.32) laufen hierbei jeweils bis zum Wert n der maximalen Konfigu-
rationsgro¨ße. Die Produktterme aus diesen Summen bilden einen Teil der Terme der
Ket-Gleichungen (die mit einem Produkt von vier Korrelationskoeffizienten). Diese tra-
gen jedoch erst ab LSUB6 bei und dienen hier stellvertretend als Betrachtungshilfe. Sie
werden vom Algorithmus zuna¨chst bestimmt, aber nur dann gespeichert, wenn sie prin-
zipiell auch beitragen. Anschließend werden diese Terme verglichen und falls mo¨glich
zusammengefasst. Die letztendlich zu speichernden Ausgabe-Terme stellen somit le-
diglich einen Bruchteil der zuvor untersuchten Eingabe-Terme dar. Kombinatorische
U¨berlegungen zeigen nun, dass es hier fu¨r die gro¨ßte verbundene Konfiguration ein
Maximum an Mo¨glichkeiten gibt, auch verglichen mit unverbundenen Konfigurationen
der gleichen Ausdehnung, da diese mindestens zwei Erzeugungs-Operatoren weniger
beinhalten. Demnach belastet auch dieser, sehr rechenzeitintensive Arbeitsschritt be-
sonders die CPU, welche die gro¨ßte verbundene Konfiguration zugewiesen bekommt.
Fu¨r die Konfigurationen des angeregten Zustandes sind diese Aussagen etwas zu mo-
difizieren, da es hier wegen der unterschiedlichen Auswahlkriterien keine verbundene
Konfiguration mit genau n Gitterpla¨tzen (in LSUBn mit geradem n, was hier aus-
schließlich eingestellt wurde) gibt. Es gibt nun jedoch zahlreiche unverbundene Konfi-
gurationen mit n− 1 Gitterpla¨tzen auf einem Gebiet der Ausdehnung n die eine hohe
Anzahl an Termen verursachen. Die Anzahl der Terme fu¨r den angeregten Zustand
(Tabelle 3.1) insgesamt ist hierbei in LSUBn noch ho¨her als fu¨r den Grundzustand
und damit auch der Speicherbedarf.
Obwohl in LSUB20 fu¨r den s = 1
2
-HAFM auf der linearen Kette nur 46764 (Grundzu-
stand), bzw. 84106 (Anregungszustand) Gleichungen zu lo¨sen sind, konnte, wegen der
ungu¨nstigen Verteilung des Arbeitsaufwandes auf die einzelnen CPU, eine Berechnung
im Rahmen dieser Arbeit nicht erfolgen. Man beachte auch, dass fu¨r den s = 1-HAFM
auf dem isotropen Quadratgitter in LSUB10 1056286 (Grundzustand), bzw. 1061668
(Anregungszustand) Gleichungen erfolgreich gelo¨st werden konnten (fu¨r beide Modelle
siehe auch Kapitel 3). Wie bereits weiter oben bei der Bestimmung der fundamentalen
Konfigurationen angegeben wurde, ko¨nnte man auch hier die Frage nach dem Nutzen
einer anderen Aufteilung der Termbestimmung auf die einzelnen CPU stellen, um hier-
durch den Aufwand optimaler auf das System zu verteilen. Ohne Zweifel wu¨rde man
damit bei der Berechnung von Grundzustandserwartungswerten von eindimensionalen
Systemen ein bis drei (je nach Modell) Na¨herungsstufen weiter kommen. Anders als
beispielsweise die DMRG ist die CCM keine fu¨r eindimensionale Systeme pra¨destinierte
Methode. Die CCM profitiert bei mehrdimensionalen (und besonders bei frustrierten)
Systemen allerdings von den Schwa¨chen der anderen Methoden (vgl. hierzu Abschnitt
2.2). Wie im Folgenden bei der Analyse der Ergebnisse zum Spin-1
2
-Quadratgitter ge-
zeigt wird, gibt es jedoch in mehrdimensionalen Gittern keine dominante Konfigura-
tion. Eine Modifikation des Programmcodes ist zwar mo¨glich, bedarf allerdings einer
zusa¨tzlichen Motivation (Aufgabenstellung) und ist vermutlich nicht von generellem
Interesse.
Betrachtet man nun die Konfigurationen des Spin-1
2
-Quadratgitters in LSUBn genau-
er, so findet man in LSUB4 4(7), in LSUB6 23(75), in LSUB8 229(1287) und in
LSUB10 2600(29605) Konfigurationen mit n Gitterpla¨tzen (in Klammern steht die
Gesamtzahl der Konfigurationen in der gewa¨hlten Na¨herungsstufe). Die Anzahl an
Konfigurationen mit n Gitterpla¨tzen nimmt also exponentiell mit n zu. Das zweidi-
128
mensionale Gitter la¨sst hier mehr Kombinationsmo¨glichkeiten fu¨r die Anordnung der
Spins in den Konfigurationen zu, weswegen zum einen Nf und NT fu¨r die zweidimen-
sionalen Systeme schneller wachsen und zum anderen die Verteilung der Terme auf die
Konfigurationen anders als bei den eindimensionalen Systemen ist (es gibt keine ein-
zelne dominante Konfiguration). Die Konfigurationen, welche zu Gleichungen mit sehr
vielen Termen geho¨ren, lassen sich besser auf die verwendeten CPUs aufteilen. Damit
kann man fu¨r zweidimensionale Systeme demzufolge gro¨ßere Gleichungssysteme lo¨sen,
erreicht aber nur kleinere Maximalna¨herungsstufen.
A.2.3 Lo¨sungsalgorithmen fu¨r die CCM-Gleichungssysteme
Nach Bild A.1 folgt auf dem Arbeitsschritt der Bestimmung der Gleichungssysteme der
Arbeitsschritt der Lo¨sung dieser Gleichungssysteme mittels eines geeigneten iterativen
Verfahrens. Hierzu stehen gegenwa¨rtig fu¨r den Grundzustand und fu¨r nicht-parallele
Rechnungen das Newton-Raphson-Verfahren und fu¨r parallele/nicht-parallele Rechnun-
gen die direkte Iteration zur Verfu¨gung. Die zugeho¨rigen Bra-Korrelationskoeffizienten
werden nach (2.47) im nicht-parallelen Modus durch Lo¨sen eines linearen (von den
Ket-Korrelationskoeffizienten abha¨ngigen) Gleichungssystems unter Verwendung der
LU-Zerlegung bestimmt. Im parallelen Modus erfolgt auch die Lo¨sung des Bra-Glei-
chungssystems mittels direkter Iteration.
Das Newton-Raphson-Verfahren geho¨rt hierbei zu den bekanntesten und effizientes-
ten Verfahren zur na¨herungsweisen Nullstellenbestimmung nichtlinearer Gleichungen.
Hat man als Ausgangswert eine hinreichend gute Na¨herung fu¨r die gesuchte Nullstelle,
konvergiert dieses Verfahren meist sehr schnell und divergiert in nur wenigen Fa¨llen.
Die Zahl der tatsa¨chlich beno¨tigten Iterationsschritte (bei den hier gerechneten Mo-
dellen) liegen im Bereich 101. Das Verfahren ist allerdings auch sehr speicherintensiv;
allein fu¨r die Jakobi-Matrix beno¨tigt man 8N2f Byte. Wegen der schnellen Konvergenz
(aber der Tatsache, dass nur eine CPU verwendet werden kann) ist dieses Verfah-
ren zumeist fu¨r kleinere Na¨herungsstufen optimal. Scha¨tzt man den Speicheraufwand
∼ 8N2fByte und den Rechenoperationsaufwand ∼ N3f ab, so beno¨tigt man z.B. fu¨r
Nf = 100000 etwa 80GB Speicher und hat in der Dimension 10
15 Rechenoperationen
und fu¨r Nf = 1000000 etwa 8TB Speicher und hat in der Dimension 10
18 Rechenope-
rationen.
Bei der direkten Iteration sammelt man die linearen Anteile des Gleichungssystems
fu¨r einen Koeffizienten auf einer Seite und die restlichen Terme auf der anderen Seite.
Dann setzt man in der Seite mit den gemischten Termen einen Startwert ein und iteriert
das System. Bei Verwendung des mpi − codes wird das Gesamtproblem entsprechend
der verwendeten M -Prozessoren aufgeteilt. Jeder Prozessor stellt Nf/M Gleichungen
von Nf Korrelationskoeffizienten auf und speichert diese unabha¨ngig von den anderen
Prozessen. Jeder Prozessor iteriert vom eingestellten Startwert aus sein Gleichungs-
system. Nach jedem Iterationsschritt kommunizieren die Prozesse und tauschen fu¨r
den na¨chsten Iterationsschritt ihre neuen Startwerte aus. Dieser Vorgang wird bis zur
Konvergenz wiederholt. Diese Methode ist weniger speicherintensiv als das Newton-
Raphson-Verfahren; der beno¨tigte Speicher ist nur proportional zu Nf . Unter Verwen-
dung desmpi−Codes erwies sich dieses doch recht simple Verfahren als recht erfolgreich
zur Berechnung hoher Na¨herungsstufen. Das Verfahren konvergiert allerdings nur sehr
langsam und verursacht einen betra¨chtlichen Kommunikationsaufwand auf Multipro-
zessorsystemen. Die Zahl der tatsa¨chlich beno¨tigten Iterationsschritte (bei den hier
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gerechneten Modellen) liegen im Bereich von einigen 101 bis einigen 102.
Die Eigenwertgleichungen fu¨r den angeregten Zustand nach (2.55) werden mittels der
Potenzmethode gelo¨st [24]. Die Potenzmethode ist ein numerisches Verfahren zur Be-
rechnung des betragsgro¨ßten Eigenwertes λmax (und des dazugeho¨rigen Eigenvektors)
einer Eigenwertgleichung Ay = λy. Fu¨r die Bestimmung der ersten Anregung ist man
allerdings an den betragskleinsten Eigenwert λmin interessiert. Hierzu wird, nachdem
λmax bestimmt wurde, (A − λmaxI)y′ = λ′y′ mittels direkter Iteration gelo¨st. Hierbei
zeigte sich, dass diese Prozedur gegen einen Eigenwert λ′ = λmin−λmax konvergiert und
der so bestimmte niedrigste Eigenwert gut mit dem niedrigsten Eigenwert, bestimmt
mittels vollsta¨ndiger Diagonalisierung dieser Matrizen, u¨bereinstimmt. Die Potenzme-
thode ist hinsichtlich der Konvergenzgeschwindigkeit anderen bekannten Verfahren, wie
dem Lanczos-Algorithmus, unterlegen. Bezu¨glich der Stabilita¨t ist die Potenzmethode
dagegen oft besser [170].
A.2.4 Eine einfache Performance-Untersuchung
Der gesamte Zeitanspruch der Lo¨sung der Gleichungssysteme als letzten Arbeitsschritt
einer CCM-Simulation richtet sich somit nach dem Lo¨sungsverfahren, der Gleichungs-
systemgro¨ße (Zahl und Speicher) und nach den zur Verfu¨gung stehenden Rechnern.
Eine pauschale Aussage kann hier selbstversta¨ndlich nicht getroffen werden.
Fu¨r eine konkrete physikalische Aufgabenstellung wird man in den meisten Fa¨llen einen
oder mehrere Parameter innerhalb bestimmter Intervalle variieren, um entsprechende
Kurven darstellen zu ko¨nnen. Je nach Anzahl der erforderlichen Datenpunkte ist der
Zeitaufwand, bezogen auf die gesamte Simulationszeit, selbstversta¨ndlich mehr oder
weniger groß. Auch dieser Punkt wird bei der Auswahl eines geeigneten Rechners zu
beru¨cksichtigen sein. Somit setzt sich der Gesamtzeitverbrauch einer CCCM-Simulation
aus der Zeit zur Bestimmung der fundamentalen Konfigurationen, der Zeit zur Bestim-
mung der Gleichungssysteme und der Zeit zum Lo¨sen dieser Gleichungssysteme zusam-
men. Diese Arbeitsschritte stellen zudem stark unterschiedliche Anforderungen an die
verwendeten Computer. Bestimmte Arbeitsschritte sind parallel durchfu¨hrbar, andere
nicht, die Struktur der Gleichungssysteme (linear, nichtlinear) ist unterschiedlich und
die Lo¨sungsmethoden (Newton-Raphson-Verfahren, direkte Iteration, Potenzmethode)
variieren mit der Aufgabenstellung.
Fu¨r die in Kapitel 3 untersuchten s = 1
2
-Gitter soll deshalb hier eine kurze Performance-
Analyse durchgefu¨hrt werden. Dabei wird hier nur die Zeit zur Bestimmung und Lo¨sung
der Gleichungssysteme auf zwei verschiedenen Multiprozessorsystemen angegeben6. Die
optimale CPU-Zahl kann sowohl vom Rechner (CPU-Takt, kommunikative Fa¨higkeiten,
Speicherzuordnung und Speichergro¨ße), vom Modellsystem (Dimension, Kompliziert-
heit) als auch von der Gleichungssystemgro¨ße abha¨ngig sein. Fu¨r die gro¨ßten bisher
gerechneten Systeme (z.B. LSUB12 fu¨r das Spin-1
2
-Quadratgitter) kann die Verwen-
dung von bis zu einigen 103-CPU optimal7 sein.
6Auf diffizile Zusammenha¨nge zwischen dem Skalierungsverhalten in Zusammenhang mit der Sys-
temarchitektur und den einzelnen Einstellungen kann hier nicht eingegangen werden, da dies u¨ber
den Rahmen dieser Arbeit hinausgehen wu¨rde. Insbesondere fu¨r konkrete Weiterentwicklungsansa¨tze
beno¨tigt man eine differenziertere Analyse als die hier angegebenen Aussagen. Die hier getroffenen
Aussagen sollen verdeutlichen, dass die Wahl eines geeigneten Rechners nicht ohne Analyse der Auf-
gabenstellung erfolgen sollte.
7Hierbei wird eine Situation als noch optimal verstanden, bei welcher eine Vergro¨ßerung der CPU-
Zahl noch einen erkennbaren zeitlichen Gewinn liefert.
130
Hier werden zwei sehr unterschiedliche Systemarchitekturen fu¨r die Analyse verwendet:
1. Kautz: SiCortex SC58328: RAM: 3888 GB (4GB/Knoten, 3.6GB verfu¨gbar),
CPU: 972 x MIPS64 x 6 Cores, 700MHz.
2. Marvel: HP GS12809: RAM: 128GB (Shared-Memory), CPU: 32 x Alpha EV7
(21364) 1150MHz.
Wie weiter oben diskutiert wurde, besitzt die Ket-Gleichung fu¨r die gro¨ßte verbundene
Konfiguration die meisten Terme und beno¨tigt im Vergleich zu den jeweils anderen
Gleichungen den meisten Speicher. Fu¨r eindimensionale Modelle erreicht man deshalb
bei Clustercomputern schnell das Speicherlimit des einer CPU (oder des einem Kno-
ten) zugeordneten Speichers, obwohl die totale Gleichungszahl vergleichsweise klein
sein kann. Hier erweisen sich Shared-Memory-Systeme als vorteilhaft, da die CPU auf
den ganzen Systemspeicher und nicht nur auf den zugeordneten Speicher zugreifen
kann. (Insbesondere konnte LSUB16 fu¨r s = 1
2
-Kette nicht auf dem SiCortex berech-
net werden, da trotz mehrere Terabyte RAM nicht genug Speicher pro Knoten zur
Verfu¨gung stand. Man erkennt hier erneut, dass es sinnvoll ist, den Ressourcenbedarf
zur Bestimmung und Speicherung der Terme zur gro¨ßten Konfiguration separat ab-
zuscha¨tzen.) Abbildung A.4 zeigt die Zeit zur Bestimmung tobtain und zur Lo¨sung tsolve
(nur fu¨r den Grundzustand) der Gleichungen fu¨r die lineare s = 1
2
-Kette in LSUB14 in
Abha¨ngigkeit der CPU-Zahl. Die Zeit zur Bestimmung der fundamentalen Konfigura-
tionen ist nicht enthalten, da sie praktisch Null ist. Man erkennt bei beiden Systemen,
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Abbildung A.4: Darstellung der Zeiten (in Minuten) zur Bestimmung tobtain und
zur Lo¨sung tsolve des CCM-Gleichungssystems fu¨r eine Spin-
1
2
-Kette in LSUB14 in
Abha¨ngigkeit von der verwendeten CPU-Zahl. Im linken Bild sind die Werte fu¨r den
HP GS1280 (Marvel) und im rechten Bild fu¨r den SiCortex SC5832 (Kautz) einge-
tragen. Die ebenfalls eingezeichneten idealen Kurven geben, ausgehend vom ersten
Wertepaar (CPU, tsolve), den idealen Verlauf (fu¨r die Zeit tsolve) an.
dass oberhalb der Grenze von wenigen CPU eine weitere Vergro¨ßerung der CPU-Zahl
keinen Gewinn bringt. Der HP GS1280 kann zudem gegenu¨ber dem moderneren Si-
Cortex SC5832 von seinen schnelleren CPU profitieren, was man an den Kurven zur
8Siehe http://www-e.uni-magdeburg.de/urzs/kautz/
9Siehe http://www-e.uni-magdeburg.de/urzs/marvel/
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beno¨tigten Zeit tobtain erkennt. Fu¨r beide Rechner ist die Zeit tobtain nach unten be-
schra¨nkt. Diese Schranke entspricht der Zeit zur Bestimmung der Terme zur gro¨ßten
Konfiguration allein. Wegen der anderen Architektur des SiCortex SC5832 wirkt sich
jedoch eine zu hoch gewa¨hlte CPU-Zahl im Gegensatz zum HP GS1280 nicht sehr
nachteilig aus. Beim HP GS1280 ist, bezogen auf das untersuchte Modell, eine gro¨ßere
CPU-Zahl als 10 CPU unzweckma¨ßig10.
Fu¨r zweidimensionale Systeme ist das Skalierungsverhalten generell etwas besser, da es,
wie weiter oben angegeben, keine einzelne dominante Konfiguration gibt. Die Terme zu
den Konfigurationen (die Konfigurationen besitzen zusa¨tzlich auf dem Gitter kleinere
Ausdehnungen) lassen sich deshalb schneller bestimmen und auswerten. Der Rechen-
und Speicheraufwand verteilt sich so gleichma¨ßiger auf die verwendeten CPU. Abbil-
dung A.5 zeigt die Gesamtzeit t zur Bestimmung tobtain und zur Lo¨sung tsolve (nur fu¨r
den Grundzustand) der Gleichungen fu¨r das isotrope s = 1
2
-Quadratgitter in LSUB10
in Abha¨ngigkeit von der CPU-Zahl. Fu¨r dieses System zeigt sich der Vorteil der ho-
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Abbildung A.5: Darstellung der Zeiten (in Minuten) zur Bestimmung tobtain und zur
Lo¨sung tsolve des CCM-Gleichungssystems fu¨r ein Spin-
1
2
-Quadratgitter in LSUB10 in
Abha¨ngigkeit von der verwendeten CPU-Zahl. Im linken Bild sind die Werte fu¨r den HP
GS1280 (Marvel) und im rechten Bild fu¨r den SiCortex SC5832 (Kautz) eingetragen.
Die ebenfalls eingezeichneten idealen Kurven geben, ausgehend vom ersten Wertepaar
(CPU, tsolve), den idealen Verlauf (fu¨r die Zeit tsolve) an.
hen Parallelisierung des SiCortex SC5832, der offensichtlich fu¨r die Bearbeitung großer
Systeme mit eher moderatem Speicher pro Knoten ausgelegt ist. (Insbesondere konnte
LSUB12 fu¨r das s = 1
2
-Quadratgitter nicht auf dem HP GS1280 berechnet werden,
da sowohl der Speicher als auch die Zahl der vorhandenen CPUs fu¨r diese Aufgabe
zu klein sind.) Das Skalierungsverhalten weicht jedoch vom idealen Verlauf ab. Eine
weitere Vergro¨ßerung der CPU-Zahl bra¨chte zwar noch einen zeitlichen Gewinn, jedoch
ist dieser Gewinn in Anbetracht der Gesamtzeit unverha¨ltnisma¨ßig in Bezug auf die
verwendete CPU-Zahl.
10Bei Shared-Memory Systemen ist die Kommunikation zwischen CPU und Speicher oft ein Grund
fu¨r nicht-optimales Skalierungsverhalten bei Vergro¨ßerung der CPU-Zahl. Ein Argument hierfu¨r ist die
notwendige Cachekoha¨renz, welche es bei einer A¨nderung der Informationen in einem Cache erfordert,
dass diese A¨nderung in die anderen Caches gespiegelt wird (durch geeignete Cacheprotokolle), um das
wiedereinlesen von inkonsistenten Daten zu vermeiden. Hierunter kann die Performance des Systems
leiden. Bei Clustercomputern kann dies nicht auftreten, weil die Prozesse voneinander isoliert ablaufen.
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Zusammenfassend la¨sst sich festhalten, dass bei der gegenwa¨rtigen Aufteilung der
Termbestimmung und Speicherung bei eindimensionalen Modellen Shared-Memory-
Systeme mit großem Speicher und schnellen CPU unter Verwendung einer eher geringen
Anzahl an verwendeten Prozessoren bereits geeignet sind, wa¨hrend massive Parallel-
rechner mit eher kleinem, CPU-gebundenem Speicher ihre Vorteile nicht immer aus-
spielen ko¨nnen. Bei ho¨herdimensionalen Modellen wird die absolute erreichbare Na¨he-
rungsstufe gegenu¨ber den eindimensionalen Modellen kleiner bleiben. Grund hierfu¨r ist
zum einen die deutlich gro¨ßere absolute Gleichungszahl in den einzelnen LSUBn und
zum anderen ist der Speicherverbrauch der gro¨ßten verbundenen Konfiguration noch
moderat, so dass sich hier große Parallelrechner eignen.
A.3 Numerische Schwierigkeiten und offene Pro-
blemstellungen
Bei allen Vorzu¨gen, welche die CCM besitzt (hierzu siehe Abschnitt 2.2) ko¨nnen auch
zahlreiche Probleme auftreten. In vielen Fa¨llen konnten solche Probleme dadurch gelo¨st
werden, dass man nach einem besseren physikalischem Versta¨ndnis fu¨r das Modell die
CCM zweckma¨ßiger anwendete. Solche Anpassungen betreffen in den meisten Fa¨llen die
Wahl des Modellzustandes (besondere bei Systemen mit Phasenu¨berga¨ngen), die ein-
gegebenen Startwerte (besonders in den Modellen, wo zusa¨tzlich das Energieminimum
in Abha¨ngigkeit von einem oder mehrerer Winkel gesucht wird, z.B. Kapitel 4 bzw.
Kapitel 5) oder eine geeignete Definition der Elementarzelle bzw. der Startwerte fu¨r
die Koeffizienten (z.B. Kapitel 6 bei der Untersuchung mittels VB-Modellzusta¨nde).
Schwierig sind jedoch Situationen, in denen die Iterationsverfahren zur Bestimmung
der Lo¨sungen der Gleichungssysteme trotz (scheinbar) physikalisch optimaler Vorgaben
nicht, oder gegen unphysikalische Werte konvergieren. Oft zeigt sich hierbei auch, dass
die erste nichttriviale Na¨herungsstufe (meistens LSUB2 oder SUB2−2, je nach Gro¨ße
des Spins s) noch gerechnet werden kann (allerdings ist die Beschreibung der Physik des
Systems in dieser Na¨herungsstufe noch sehr ungenau), es keinen Hinweis auf Proble-
me gibt und erst die Berechnung ho¨herer Na¨herungsstufen versagt. Diese Situationen
im Einzelnen zu analysieren bzw. hierfu¨r Beispiele anzugeben und diese zu ero¨rtern,
wu¨rde den Rahmen dieser Dissertation sprengen. Hier soll deshalb eine Beschra¨nkung
auf allgemeine Hinweise genu¨gen. Gibt es keine Gru¨nde, die belegen, dass eine fehlen-
de Konvergenz eine physikalische Eigenschaft des Modells ist, so sollte auch u¨ber die
Verwendung eines anderen Modellzustandes nachgedacht werden. Treten bei einer kon-
kreten Untersuchung Probleme dieser Art auf, so zeigt die Erfahrung, dass hierfu¨r mit
hoher Wahrscheinlichkeit subtile (und evtl. doch nicht bedachte) physikalische Eigen-
schaften des Modells verantwortlich sind. Dies ist deshalb so bemerkenswert, da z.T.
große nichtlineare Gleichungssysteme gelo¨st werden mu¨ssen, deren Eigenschaften dies-
bezu¨glich nicht abgescha¨tzt werden ko¨nnen und man bei Problemen die Ursachen eher
hier vermuten wu¨rde. Welligkeiten oder unphysikalische Monotoniea¨nderungen ko¨nnen
auch Artefakte der Na¨herung sein (siehe hierzu z.B. Kapitel 5) oder anzeigen, dass
in dem System ein Phasenu¨bergang zu einer Phase stattfindet, dessen Zustand keinen
oder nur einen geringen U¨berlapp mit dem Modellzustand besitzt.
Zuku¨nftiges Weiterentwicklunspotential findet man in der Implementierung alterna-
tiver Iterationsverfahren, welche die Vorzu¨ge der schnellen Konvergenz des Newton-
Raphson-Verfahrens und die Vorzu¨ge des geringen Speicherverbrauchs der direkten
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Iteration in sich vereinen. Auch ko¨nnte man die Art der Parallelisierung bezu¨glich der
Bestimmung und Zusammenfassung der Terme zu den gro¨ßten Konfigurationen geeig-
net umgestalten. Hiervon wu¨rden allerdings nur CCCM-Simulationen von eindimensio-
nalen Systemen nennenswert profitieren ko¨nnen. Wegen des exponentiellen Wachstums
des Speicher- und Rechenzeitaufwandes kann das Ziel der Weiterentwicklungen nicht
zwingend das Erreichen ho¨herer Na¨herungsstufen sein. Ungenutztes Potential besteht
in der Berechnung weiterer interessanter physikalische Gro¨ßen, wie z.B. der Korrela-
tionsfunktionen. Auch eine weitere Forschung bezu¨glich des Skalierungsverhaltens der
Erwartungswerte mit n→∞ ist sinnvoll.
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