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Abstract
The statistics and machine learning communities have recently seen a growing
interest in classification-based approaches to two-sample testing. The outcome of a
classification-based two-sample test remains a rejection decision, which is not always
informative since the null hypothesis is seldom strictly true. Therefore, when a test
rejects, it would be beneficial to provide an additional quantity serving as a refined
measure of distributional difference. In this work, we introduce a framework for
the construction of high-probability lower bounds on the total variation distance.
These bounds are based on a one-dimensional projection, such as a classification or
regression method, and can be interpreted as the minimal fraction of samples pointing
towards a distributional difference. We further derive asymptotic power and detection
rates of two proposed estimators and discuss potential uses through an application
to a reanalysis climate dataset.
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1 Introduction
Two-sample testing is a classical statistical task recurring in various scientific fields. Based
on two samples Xi, i = 1, . . . ,m and Yj, j = 1, . . . , n drawn respectively from probability
measures P and Q, the goal is to test the hypothesis H0 : P = Q, against potentially
any alternative. The trend in the last two decades towards the analysis of more complex
and large-scale data has seen the emergence of classification-based approaches to testing.
Indeed, the idea of using classification for two-sample testing traces back to the work of
Friedman [2004]. Recently this use of classification has seen a resurgence of interest from
the statistics and machine learning communities with empirical and theoretical work (Kim
et al. [2016]; Rosenblatt et al. [2016]; Lopez-Paz and Oquab [2017]; Hediger et al. [2019];
Borji [2019]; Gagnon-Bartsch and Shem-Tov [2019]; Kim et al. [2019]; Cai et al. [2020])
motivated by broader applied scientific work as well-explained in Kim et al. [2016].
However, as already pointed out in Friedman [2004], it is practically very unlikely that
two samples come from the exact same distribution. It means that with enough data and
using a “universal learning machine” for classification, as Friedman called it, the null will
be rejected no matter how small the difference between P and Q is. Therefore, in many
situations when a classification-based two-sample test rejects, it would be beneficial to
have an additional measure quantifying the actual distributional difference supported by
the data.
Practically, one can observe that with two finite samples some fraction of observations
will tend to illuminate a distributional difference more than others. At a population level,
this translates to the fraction of probability mass one would need to change from P to see
no difference with Q. It is well known that this is an equivalent characterization of the
total variation distance between P and Q, see e.g. Levin et al. [2019]. We recall that for
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two probability distributions P and Q on measurable space (X ,A) the total variation (TV)
distance is defined as
TV (P,Q) = sup
A∈A
|P (A)−Q(A)| .
Therefore, based on finite samples of P and Q, a finer question than “is P different from
Q ?” could be stated as “What is a probabilistic lower bound on the fraction of observa-
tions actually supporting a difference in distribution between P and Q?”. This formally
translates into the construction of an estimate λˆ satisfying
P(λˆ > TV (P,Q)) ≤ α,
for α ∈ (0, 1), which is the focus of our work. We call such an estimate λˆ a high-probability
lower bound (HPLB) for TV (P,Q). An observation underlying our methodology is that uni-
dimensional projections of distributions act monotonically on the total variation distance.
Namely for a given (measurable) projection ρ : X → I ⊆ R,
TV (ρ#P, ρ#Q) ≤ TV (P,Q) , (1)
where ρ#P is the push-forward measure of P , defined as ρ#P (A) := P (ρ
−1(A)) for a
measurable setA. The gap in (1) depends on the informativeness of the selected projection ρ
about the distributional difference between P and Q. This naturally established a link with
classification and provides insights on how to look for “good projections”. Nevertheless, the
focus of the present paper is not to derive conditions on how to construct optimal projections
ρ, but rather an analysis of the construction and properties of HPLBs for fixed projections.
As a by-product, we address an issue that seems to have gone largely unnoticed in the
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literature on classification and two-sample testing. Namely, given a function ρ : X → [0, 1]
estimating the probability of belonging to the first sample say, what is the “cutoff” t∗
allowing for the best possible detection of distributional difference for the binary classifier
ρt(Z) := 1{ρ(Z) > t}. (2)
In line with the Bayes classifier, t∗ = 1/2 is often used in classification tasks. However, we
show that for the detection of distributional difference, this is not always the best choice.
The next section illustrates this issue through a toy example.
1.1 Toy motivating example
As an illustrative example highlighting the importance of the choice of cutoff for a binary
classifier, let us consider two probability distributions P and Q on R12 with mutually
independent margins defined as follows: P = N12(µ,Σ) where Σ = I is the 12 × 12
identity matrix and µ = (0, . . . , 0) and Q = (1 − ε)P + εC, where C = N12(µC ,Σ), with
µC = (3, 3, 0, . . . , 0) and ε = 10
−2. We assume to observe an iid sample X1, . . . , Xn from
P and Y1, . . . , Yn from Q. Figure 1 shows the projection of samples from P and Q on the
first two components.
Consider ρ : R12 → [0, 1] to be a function returning an estimate of the probability
that an observation Z belongs to the sample of Q, obtained for instance from a learning
algorithm trained on independent data. Assume we would like to test whether there is
a significant difference between a sample of P and a sample from Q based on the binary
classifier ρt as defined in (2).
Table 1 (left) presents the confusion matrix obtained from a Random Forest classifier
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True Class
0 1
0 5121 5150
1 4879 4850
True Class
0 1
0 9987 9925
1 13 75
Table 1: Confusion matrices for 2 different thresholds, t = 0.5 (left) and t = 0.7 (right).
P-values are given as 0.65 and 9× 10−4 respectively.
ρt trained on n = 10
′000 samples of P and Q (as defined above) with the usual cutoff of
t = 0.5. Based on this matrix, one can use a permutation approach to test H0 : P = Q.
The corresponding p-value is 0.65, showing that, despite the high sample size, the classifier
is not able to differentiate the two distributions.
However this changes if we instead use a cutoff of t = 0.7. Using the same permutation
approach, we obtain a p-value of 9×10−4. The corresponding confusion matrix is displayed
on Table 1 (right).
This observation supports that even though t = 0.5 links to the optimal Bayes rate,
depending on the choice of alternative (how P and Q differ), different cutoffs induce vastly
different detection powers. Put differently, t = 0.5 is not always optimal for detecting
a change in distribution. In this work, we will explore why this is the case and how
this impacts the construction of HPLBs for TV (P,Q) and their (asymptotic) statistical
performances. As an empirical illustration, we show at the end of Section 2.3 that, for the
same simulation setting, the HPLB based on a cutoff of 0.5 will be zero, while the one that
adaptively chooses the “optimal” cutoff will be positive.
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Figure 1: Projections on first two margins of 10′000 samples from P (blue) and Q (grey).
1.2 Contribution and relation to other work
Direct estimators or bounds for the total variation distance have been studied in previous
work when the distributions are assumed to be discrete or to belong to a known given class
(e.g. Valiant and Valiant [2013]; Sason and Verdu [2015]; Jiao et al. [2016]; Devroye et al.
[2018]; Kosov [2018]; Nielsen and Sun [2018]). Our work aims at constructing lower bounds
on the total variation distance based on samples from two unknown distributions. The
goal is to provide additional information over the rejection status of classification-based
two-sample tests. We summarize our contributions as follows:
Construction of HPLBs: We provide a framework for the construction of high
probability lower bounds for the total variation distance based on (potentially unbal-
anced) samples and propose two estimators derived from binary classification. The
first estimator λbayes, assumes the fixed cutoff 1/2, whereas the second one λadapt, is
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cutoff-agnostic.
Asymptotic detection and power boundaries: We characterize power and de-
tection rates for the proposed estimators under the assumption of an “optimal” pro-
jection ρ∗ in (4) for local alternatives with decaying power rate TV (PN , QN) ∝ N−γ,
−1 < γ < 0, for N = m+ n. We summarize the main result as follows: Consider the
minimal rate −1 < γ < 0 for which a difference in P and Q could still be detected,
if the optimal cutoff t∗ in (2) for a given P , Q was known – this will be referred as
the “oracle rate”. The estimator λadapt always attains the oracle rate, whereas λbayes
only attains the oracle rate if the optimal cutoff is actually t∗ = 1/2.
Application: We show the potentially use and efficacy of HPLBs on the total vari-
ation distance in three different types of applications based on a climate reanalysis
dataset. We thereby introduce an alternative summary to confusion matrices for
multi-class classification by considering pairwise HLPBs on the total variation dis-
tance.
Software: We provide implementations of the proposed estimators in the R-package
HPLB available on CRAN.
From a technical point of view, the construction of our lower bound estimators relate
to the higher-criticism literature (Donoho and Jin [2004]; Donoho and Jin [2015]) and
is inspired by similar methodological constructions of high-probability lower bounds in
different setups (e.g. Meinshausen and Bu¨hlmann [2005]; Meinshausen [2006]; Meinshausen
and Rice [2006]). It has also some similarities with the problem of semi-supervised learning
in novelty detection (Blanchard et al. [2010]).
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The paper is structured as follows. Section 2 introduces the classification framework for
constructing lower bounds on total variation distance and describes our proposed estima-
tors. Power and detection rates guarantees of our proposed estimators are presented in
Section 3. In Section 4 we generalize our framework beyond binary classification and in
Section 5 we present three different applications of our estimators in the context of a climate
dataset.
2 Theory and methodology
Let P and Q be two probability measures on X and ρ : X → I be any measurable
function mapping to some subset I ⊂ R. If not otherwise stated, we consider I = [0, 1] for
simplicity. The following chain of inequalities for TV (P,Q) will form the starting point of
our approach:
TV (P,Q) ≥ TV (ρ#P, ρ#Q) ≥ sup
t∈I
|ρ#P ((0, t])− ρ#Q ((0, t])| . (3)
For any such ρ, one can define a binary classifier ρt : X → {0, 1} based on the cutoff t by
ρt(z) := 1{ρ(z) > t}. Before diving into more details, let us introduce our setup and some
necessary notation.
Setup and notation: Where not otherwise stated, we assume to observe two inde-
pendent iid samples X1, . . . , Xm from P and Y1, . . . , Yn from Q. We define
Zi :=
Xi if 1 ≤ i ≤ m,Yi if m+ 1 ≤ i ≤ m+ n,
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and attach a label `i := 0 for i = 1, . . . ,m and `i := 1, for i = m + 1, . . . ,m + n. Both m
and n are assumed to be non-random with N = m + n such that m/N → pi ∈ (0, 1), as
N → ∞. For notational convenience, we also assume that m ≤ n. We denote by f and
g the densities of P , Q respectively.1 Let us define F := ρ#P and G := ρ#Q and further
introduce the empirical measures
Fˆm(t) :=
1
m
m∑
i=1
1{ρ(Xi) ≤ t}, Gˆn(t) := 1
n
n∑
j=1
1{ρ(Yj) ≤ t},
of all observations {ρi}i=1,...,N := {ρ(Zi)}i=1,...,N . Denote by ρ(z), z ∈ {1, . . . , N}, the
zth order statistic of (ρi)i=1,...,N . Throughout the text, qα(p,m) is the α-quantile of a
binomial distribution with success probability p and number of trials m symbolized by
Binomial(p,m). Similarly, qα is the α-quantile of a standard normal distribution, denoted
N (0, 1). Finally, for two functions h1, h2 : N → [0,∞), the notation h1(N)  h2(N), as
N →∞means lim supN→∞ h1(N)/h2(N) ≤ a1 ∈ (0,+∞) and lim supN→∞ h2(N)/h1(N) ≤
a2 ∈ (0,+∞). Most of our theoretical analysis centers around the projection ρ∗ : X → [0, 1]
given as
ρ∗(z) :=
g(z)
f(z) + g(z)
. (4)
As a remark, if we put a prior probability pi = 1/2 on observing a label ` of 1, ρ∗ is the
posterior probability of observing a draw from Q.
We now formally state the definition of a high-probability lower bound for the total
variation distance, using the notation λ := TV (P,Q) from now on:
1Wlog, we assume that the densities exist with respect to some common dominating measure.
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Definition 1 For a given α ∈ (0, 1), an estimate λˆ = λˆ ((Z1, `1), . . . , (ZN , `N)) satisfying
P(λˆ > λ) ≤ α (5)
will be called high-probability lower bound (HPLB) at level α. If instead only the condition
lim sup
N→∞
P(λˆ > λ) ≤ α (6)
holds, we will refer to λˆ as asymptotic high-probability lower bound (asymptotic HPLB)
at level α.
Note that an estimator λˆ depends on a function ρ. When necessary, this will be emphasized
with the notation λˆρ throughout the text. Whenever ρ is not explicitly mentioned it should
be understood that we consider ρ = ρ∗.
The above definition is very broad and does not entail any informativeness of the
(asymptotic) HPLB. For instance, λˆ = 0 is a valid HPLB, according to Definition 1.
Consequently, for ε ∈ (0, 1], we study whether for a given (asymptotic) HPLB λˆ,
P(λˆ > (1− ε)λ)→ 1, (Cε)
as N →∞. This entails several cases: if ε = 1, then (Cε) means the (detection) power goes
to 1. If (Cε) is true for all ε ∈ (0, 1], it corresponds to consistency of λˆ. One could also
be interested in a non-trivial fixed ε, i.e. in detecting a fixed proportion of λ. In order to
quantify the strength of a given (asymptotic) HPLB, we examine how fast λ may decay to
zero with N , such that λˆ still exceeds a fraction of the the true λ with high probability.
More precisely, we assume that the signal vanishes at a rate Nγ, for some −1 < γ < 0, i.e.
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1 > λ := λN  Nγ, as N → ∞. If for a given estimator λˆ, ε ∈ (0, 1] and −1 ≤ γ(ε) < 0,
(Cε) is true for all γ > γ(ε), we write λˆ attains the rate γ(ε). To quantify the strength of an
estimator λˆ, we will study the smallest such rate γ(ε) it can attain for a given ε, denoted
as γλˆ(ε). Formally,
Definition 2 For a given (asymptotic) HPLB λˆ and for ε ∈ (0, 1], we define γλˆ(ε) :=
inf{γ0 ∈ [−1, 0) : for all γ > γ0 and λ  Nγ, P(λˆ > (1− ε)λ)→ 1}.
In the following, we aim to construct informative (asymptotic) HPLBs for TV (P,Q).
To put the previously introduced rates into perspective, we first introduce an “optimal” or
oracle rate. In Section 2.2 we introduce binary classification asymptotic HPLBs focusing
on the fixed cutoff 1/2. Section 2.3 will then introduce a more data adaptive asymptotic
HPLB that indeed considers the supremum over all available cutoffs in the sample.
2.1 Oracle rate
In light of (3) and the notation introduced in the last section, for (tN)N≥1 ⊂ I a (nonran-
dom) sequence of cutoffs, we define the estimator
λˆρ(tN) = Fˆm(tN)− Gˆn(tN)− q1−ασ(tN), (7)
where σ(t) is the theoretical standard deviation of Fˆm(t)− Gˆn(t),
σ(t) =
√
F (t)(1− F (t))
m
+
G(t)(1−G(t))
n
. (8)
Using (3), it can be shown that:
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Proposition 1 For any sequence (tN)N≥1 ⊂ I of cutoffs, λˆρ(tN) defined in (7) is an
asymptotic HPLB of λ (at level α) for any ρ : X → I.
Naturally, the performance of λˆρ(tN) will differ depending on the choice of the sequence
(tN)N≥1 and the choice of ρ. Ideally we would like to choose the “optimal sequence” (t∗N)N≥1
to reach the lowest rate γ possible. We might even want to attain the smallest possible rate
γ if we are able to freely choose (tN)N for each given γ > γ. This rate is technically the
rate obtained by a collection of estimators, whereby for each γ > γ a potentially different
estimator λˆ(tN(γ)) may be used. More formally, given ε ∈ (0, 1], let for the following
the oracle rate γoracle(ε) be the smallest rate such that for all γ > γoracle(ε) there exists
a sequence (tN)N≥1 ⊂ I such that (Cε) is true for λˆ = λˆρ(tN). If there exists a sequence
(t∗N)N≥1 ⊂ I independent of γ > γoracle(ε), we may define the oracle estimator
λˆρoracle = Fˆm(t
∗
N)− Gˆn(t∗N)− q1−ασ(t∗N). (9)
In this case γoracle(ε) is the smallest rate attained by λˆρ
∗
oracle for a given ε. Clearly, γ
oracle(ε)
depends on ρ as well, however it will only be analyzed for ρ = ρ∗ in (4) and thus the
dependence on ρ is omitted.
Since (t∗N)N≥1 corresponds to a specific nonrandom sequence, Proposition 1 ensures that
λˆρoracle is an asymptotic HPLB. Clearly, even if λˆ
ρ
oracle is defined, it will not be available
in practice, as (t∗N)N≥1 is unknown. However, the oracle rate it attains should serve as a
point of comparison for other asymptotic HPLBs. We close this section by considering an
example:
Example 1 Let P,Q be defined by P = pNP0 + (1− pN)Q0 and Q = (1− pN)P0 + pNQ0,
where pN ∈ [0, 1] and P0, Q0 have a uniform distribution on [−1, 0] and [0, 1] respectively.
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In this example, only pN is allowed to vary with N , while P0, Q0 stay fixed. If we assume
pN > 0.5, λN = 2pN − 1 and λ  Nγ iff pN − 1/2  Nγ. Thus
Proposition 2 For the setting of Example 1, assume pN > 0.5 for all N . Then γ
oracle(ε) =
−1/2 for all ε ∈ (0, 1]. This rate is attained by the oracle estimator in (9) with t∗N = 1/2
for all N .
2.2 Binary classification bound
Let us fix a cutoff t ∈ [0, 1]. From the binary classifier ρt(Z) = 1{ρ(Z) > t} we can define
the in-class accuracies as Aρ0(t) := P (ρt(X) = 0) and A
ρ
1(t) := Q(ρt(Y ) = 1). From there,
relation (3) can be written in a more intuitive form:
TV (P,Q) ≥ sup
t∈[0,1]
[Aρ0(t) + A
ρ
1(t)]− 1. (10)
Thus, the (adjusted) maximal sum of in-class accuracies for a given classifier is still a lower
bound on λ = TV (P,Q). As it can be shown that the inequality in (10) is an equality for
ρ = ρ∗ and t = 1/2, it seems sensible to build an estimator based on Aρ0(1/2)+A
ρ
1(1/2)−1.
Define the in-class accuracy estimators Aˆρ0(1/2) =
1
m
∑m
i=1(1 − ρ1/2(Xi)) and Aˆρ1(1/2) =
1
n
∑n
j=1 ρ1/2(Yj). It follows as in Proposition 1, that:
Proposition 3 λˆρbayes := Aˆ
ρ
0(1/2) + Aˆ
ρ
1(1/2)− 1− q1−ασˆ(1/2) with
σˆ(1/2) =
√
Aˆρ0(1/2)(1− Aˆρ0(1/2))
m
+
Aˆρ1(1/2)(1− Aˆρ1(1/2))
n
(11)
is an asymptotic HPLB of λ (at level α) for any ρ : X → [0, 1].
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It should be noted that if σˆ(1/2) in λˆρbayes is replaced by σ(1/2) in (8), we obtain λˆ
ρ(1/2).
Consequently, it should be the case that if t∗N = 1/2, the rate attained by λˆ
ρ
bayes is the oracle
rate. We now demonstrate this in an example:
Example 2 Compare a given distribution Q with the mixture P = (1 − δN)Q + δNC,
where C serves as a “contamination” distribution and δN ∈ (0, 1). Then, TV (P,Q) =
δNTV (C,Q). If we furthermore assume that Q and C are disjoint, then TV (C,Q) = 1 and
λN = δN . Then the oracle rate γ
oracle(ε) and γλˆbayes(ε) coincide:
Proposition 4 For the setting of Example 2, γλˆbayes(ε) = γoracle(ε) = −1, for all ε ∈ (0, 1].
Indeed, it can be shown that here λˆρ
∗
(1/2) gives rise to the oracle estimator in (9). It may
therefore not be surprising that λˆρ
∗
bayes attains the rate γ
oracle(ε). A small simulation study
illustrating Proposition 4 is given in Figure 5 in Appendix 7.1.
While λˆρbayes is able to achieve the oracle rate in some situations, it may be improved: Taking
a cutoff of 1/2, while sensible if no prior knowledge is available, is sometimes suboptimal.
This is true, even if ρ∗ is used, as we demonstrate with the following example:
Example 3 Define P and Q by P = p1C1 + (1 − p1)p2P0 + (1 − p1)(1 − p2)Q0 and Q =
p1C2 +(1−p1)p2Q0 +(1−p1)(1−p2)P0, where C1, C2, P0, Q0 are probability measures with
disjoint support and p1, p2 ∈ (0, 1).
Proposition 5 For the setting of Example 3, let p2 > 0.5, p2 = 0.5 + o(N
−1). Then
the oracle rate is γoracle(ε) = −1, while λˆρ∗bayes attains the rate γλˆbayes(ε) = −1/2, for all
ε ∈ (0, 1].
It can be shown that choosing tN = 0 for all N , leads to the oracle rate of −1 in this
example. This is entirely missed by λˆρ
∗
bayes.
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Importantly, λˆρ
∗
bayes could still attain the oracle rate in Example 3, if the cutoff of 1/2
was adapted. In particular, using λˆρ
∗
bayes with the decision rule ρ
∗
0(z) = 1{ρ∗(z) > 0} would
identify only the examples drawn from C1 as belonging to class 0. This in turn, would
lead to the desired detection rate. Naturally, this cutoff requires prior knowledge about the
problem at hand, which is usually not available. In general, if ρ is any measurable function,
potentially obtained by training a classifier or regression function on independent data, a
cutoff of 1/2 might be strongly suboptimal. We thus turn our attention to an HPLB of the
supremum in (3) directly.
2.3 Adaptive binary classification bound
In light of relation (3), we aim to directly account for the randomness of supt(Fˆm(t) −
Gˆn(t)) = supz(Fˆm(ρ(z)) − Gˆn(ρ(z))). We follow Finner and Gontscharuk [2018] and define
the counting function Vm,z = mFˆm(ρ(z)) for each z ∈ Jm,n := {1, . . . ,m + n − 1}. Using
mFˆm(ρ(z)) + nGˆn(ρ(z)) = z, it is possible to write:
Fˆm(ρ(z))− Gˆn(ρ(z)) = m+ n
mn
(
Vm,z − mz
m+ n
)
. (12)
A well-know fact (see e.g., Finner and Gontscharuk [2018]) is that under H0 : F = G, Vm,z is
a hypergeometric random variable, obtained by drawing without replacement z times from
an urn that contains m circles and n squares and counting the number of circles drawn.
We denote this as Vm,z ∼ Hypergeometric(z,m + n,m) and simply refer to the resulting
process z 7→ Vm,z as the hypergeometric process. Though the distribution of Vm,z under a
general alternative is not known, we will now demonstrate that one can nonetheless control
its behavior, at least asymptotically. We start with the following definition:
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Definition 3 (Bounding function) A function Jm,n × [0, 1] 3 (z, λ˜) 7→ Qm,n,α(z, λ˜) is
called a bounding function at level α if
P( sup
z∈Jm,n
[Vm,z −Qm,n,α(z, λ)] > 0) ≤ α. (13)
It will be called an asymptotic bounding function at level α if instead
lim sup
N→∞
P( sup
z∈Jm,n
[Vm,z −Qm,n,α(z, λ)] > 0) ≤ α. (14)
In other words, for the true value λ, Qm,n,α(z, λ) provides an (asymptotic) type 1 error
control for the process z 7→ Vm,z (often the dependence on α will be ommited). For λ = 0
the theory in Finner and Gontscharuk [2018] shows that such an asymptotic bounding
function is given by
Qm,n,α(z, λ˜) = Qm,n,α(z, 0) =
zm
m+ n
+ βα,mw (z,m, n) ,
with
w (z,m, n) =
√
m
N
n
N
N − z
N − 1z. (15)
Assuming access to a bounding function, we can define the estimator presented in
Proposition 6.
Proposition 6 Let Qm,n,α be an (asymptotic) bounding function and define,
λˆρ = inf
{
λ˜ ∈ [0, 1] : sup
z∈Jm,n
[
Vm,z −Qm,n,α(z, λ˜)
]
≤ 0
}
. (16)
Then λˆρ is an (asymptotic) HPLB of λ (at level α) for any ρ : X → I.
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The proof of Proposition 6 is given in Appendix 9.1.
Since we do not know the true λ, the main challenge in the following is to find bounding
functions that would be valid for any potential λ ≥ 0. We now introduce a particular type
of such a bounding function. With α ∈ (0, 1), m(λ˜) = m − q1−α
3
(λ˜,m), and n(λ˜) =
n− q1−α
3
(λ˜, n), we define
Qm,n,α(z, λ˜) =

z, if 1 ≤ z ≤ q1−α
3
(λ˜,m)
m, if m+ n(λ˜) ≤ z ≤ m+ n
q1−α
3
(λ˜,m) + sqα/3
(
V˜m(λ˜),z, z ∈ {1, . . . ,m(λ˜) + n(λ˜)− 1}
)
, otherwise
(17)
where V˜m,z denotes the counting function of a hypergeometric process and sqα
(
V˜m,z, z ∈ J
)
is a simultaneous confidence band, such that
lim sup
N→∞
P
(
sup
z∈J
[
V˜m,z − sqα
(
V˜m,z, z ∈ J
)]
> 0
)
≤ α. (18)
Note that Equation (18) includes the case P
(
supz∈J
[
V˜m,z − sqα
(
V˜m,z, z ∈ J
)]
> 0
)
≤ α
for all N . Depending on which condition is true, we obtain a bounding function or an
asymptotic bounding function:
Proposition 7 Qm,n,α as defined in (17) is an (asymptotic) bounding function.
The proof of Proposition 7 is given in Appendix 9.1.
A valid analytical expression for sqα/3
(
V˜m(λ˜),z, z ∈ {1, . . . ,m(λ˜) + n(λ˜)− 1}
)
in (17)
based on the theory in Finner and Gontscharuk [2018] is given in Equation (26) of Ap-
pendix 8. We will denote the asymptotic bounding function when combining (17) with (26)
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by QA. The asymptotic HPLB that arises from (6) with projection ρ and bounding function
QA will be referred to as λˆρadapt. Alternatively, we may choose sqα/3
(
V˜m(λ˜),z, z ∈ {1, . . . ,m(λ˜) + n(λ˜)− 1}
)
by simply simulating S times from the process V˜m(λ˜),z, z = 1, . . . ,m(λ˜)+n(λ˜). For S →∞,
condition (18) then clearly holds true. This is especially important, for smaller sample
sizes, where the (asymptotic) QA could be a potentially bad approximation.
We close this section by considering once again the introductory example in Section 1.1.
Our two proposed estimators applied to this example give λˆρbayes = 0 and λˆ
ρ
adapt = 0.0022.
Thus, as one would expect from the permutation test results, λˆρadapt is able to detect a
difference, whereas λˆρbayes is not. While it is difficult in this case to determine the true λ,
we can show for another example, that λˆρ
∗
adapt attains the rate λˆ
ρ∗
bayes could not:
Proposition 8 Let P,Q be defined as in Example 3 with p2 > 0.5, p2 = 0.5 + o(N
−1).
Then γλˆadapt(ε) = γoracle(ε) = −1, independent of ε.
A small simulation study illustrating Propositions 5 and 8 is given in Figure 5 in Ap-
pendix 7.1. In the next section, we generalize the results in Examples 2 and 3 and show
that λˆρ
∗
adapt always attains the oracle rate.
3 Theoretical guarantees
In this section, we study the asymptotic properties of the proposed asymptotic HPLB
estimators, assuming access to ρ∗ in (4). In particular we restrict to I = [0, 1] throughout
this section. Recall that for a fixed ε ∈ (0, 1], γoracle(ε) was defined as the minimal rate
such that for all γ > γoracle(ε) there exists a sequence (tN)N≥1 ⊂ I such that (Cε), i.e.
P(λˆ > (1− ε)λ)→ 1,
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is true for λˆ = λˆρ
∗
(tN). Consider for ε ∈ (0, 1] the following conditions on (tN)N≥1:
lim inf
N→∞
λ(tN)
λN
≥ 1− ε, (19)
and
lim
N
λN
σ(tN)
=∞, if lim inf
N→∞
λ(tN)
λN
> 1− ε, (20a)
lim
N
λN
σ(tN)
(
λ(tN)
λN
− (1− ε)
)
=∞, if lim inf
N→∞
λ(tN)
λN
= 1− ε, (20b)
where λ(tN) := F (tN)−G(tN) and σ(t) is defined as in (8). Condition (20) is then true, iff
(20a) and (20b) are true. We now redefine γoracle(ε) as the smallest element of [0, 1] with
the property that for all γ > γoracle(ε) there exists a sequence (tN)N≥1 ⊂ I such that (19)
and (20) are true. Intuitively, this means that a given rate is achieved for (tN)N≥1 if either
F (tN)−G(tN) is strictly larger than (1− ε)λN and the variance decreases fast relative to
λN (Condition (19) and (20a)), or F (tN)−G(tN) is exactly equal to (1− ε)λN in the limit,
which needs to be balanced by an even faster decrease in the variance σ(tN) (Condition
(19) and (20b)). As a side remark, (20b) is problematic for ε = 1, if σ(tN) = 0 for infinitely
many N . In this case, it should be understood that (20b) is taken to be false.
The following proposition confirms that the two definitions of γoracle(ε) coincide:
Proposition 9 Let −1 < γ < 0 and ε ∈ (0, 1] fixed. Then there exists a (tN)N≥1 such that
(Cε) is true for λˆρ∗(tN) iff there exists a (tN)N≥1 such that (19) and (20) are true.
If we consider a classifier with cutoff t ∈ I, ρt(z) = 1{ρ(z) > t} and, as in Section
2.2, define in-class accuracies A0(t) := A
ρ∗
0 (t), A1(t) := A
ρ∗
1 (t), we may rewrite σ(t) in a
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convenient form
σ(t) =
√
A0(t)(1− A0(t))
m
+
A1(t)(1− A1(t))
n
. (21)
Since
√
NλN does not go to infinity for γ ≤ −1/2, the divergence of the ratio in (20) is
only achieved, if both A0(tN)(1 − A0(tN)) and A1(tN)(1 − A1(tN)) go to zero sufficiently
fast. In our context, this is often more convenient to verify directly.
The binary classification estimator λˆρ
∗
bayes takes tN = 1/2 and, since F (1/2)−Gt(1/2) =
λN , (19) is true for any ε. Thus a given rate γ is achieved iff (20) is true for tN = 1/2.
This is stated formally in the following corollary:
Corollary 1 λˆρ
∗
bayes attains the rate γ
λˆbayes(ε) = γ for all ε ∈ (0, 1], iff (20) is true for
tN = 1/2 and all γ > γ.
The proof is a direct consequence of Proposition 9 and is given in Appendix 9. We thus
write γλˆbayes instead of γλˆbayes(ε). It should be noted (20) is always true for γ > −1/2. As
such, γλˆbayes ≥ −1/2 and only the case of γ < −1/2 is interesting in Corollary 1.
Finally, the adaptive binary classification estimator λˆρ
∗
adapt always reaches at least the
rate γ = −1/2. In fact, it turns out that it attains the oracle rate:
Proposition 10 Let −1 < γ < 0 and ε ∈ (0, 1] fixed. Then (Cε) is true for λˆρ∗adapt iff there
exists a (tN)N≥1 such that (19) and (20) are true.
This immediately implies:
Corollary 2 For all ε ∈ (0, 1], γoracle(ε) = γλˆadapt(ε).
Clearly, the projection ρ∗ is practically not directly accessible. In the next section we
generalize our framework and describe the practical use of HPLBs on the total variation
distance.
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4 Practical considerations
In this section we put the methodology introduced in Section 2 in practical perspectives.
We generalize our framework to allow for more general projections ρ and suggest meaningful
choices of ρ in Section 4.2.
4.1 Flexible projections
We first generalize our setting to allow for more flexible projections: Let P = {Pt , t ∈ I}
be a family of probability measures defined on a measurable space (X ,A) indexed by a
totally ordered set (I,). We further assume to have a probability measure µ on I and
independent observations T = {(zi, ti)}Ni=1 such that zi ∼ Pti conditionally on ti ∈ I drawn
from µ, for 1 ≤ i ≤ N . Given s ∈ I, and a function ρ : X → I, we define two empirical
distributions denoted Fˆm,s and Gˆn,s obtained from “cutting” the set of observations T at
s. Namely if we assume that out of the N = m + n observations, m of them have their
index ti smaller or equal to s and n strictly above, we have for y ∈ I
Fˆm,s(y) =
1
m
N∑
i=1
1{ρ(zi) ≤ y, ti ≤ s}, and Gˆn,s(y) = 1
n
N∑
i=1
1{ρ(zi) ≤ y, ti > s}.
These empirical distributions correspond to the population mixtures Fs ∝
∫
t≤s ρ#Pt dµ(t)
and Gs ∝
∫
t>s
ρ#Pt dµ(t). We will similarly denote the measures associated to Fs and
Gs as Ps and Qs respectively and will use the two notations interchangeably. Note that
we assumed m, n deterministic so far, which changes in the above framework, where
m ∼ Bin(pi,N), with pi := P(T ≤ s). Still, a conditioning argument shows that the
level will be guaranteed:
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Lemma 1 Let m ∼ Bin(pi,N), n = N−m and λˆρbayes and λˆρadapt be defined as before. Then
it holds that
lim sup
N→∞
P
(
λˆρbayes > λ
)
≤ α and lim sup
N→∞
P
(
λˆρadapt > λ
)
≤ α,
where now the probability is also taken over m,n.
4.2 The choice of ρ
The question remains how to find a good ρ in practice. As our problems are framed as a
split in the ordered elements of I, it always holds that one sample is associated with higher
t ∈ I than the other. Consequently, we have power as soon as we find a ρ : X → I that
mirrors the relationship between T and ZT . It therefore makes sense to frame the problem
of finding ρ as a loss minimization, where we try to minimize the loss of predicting T ∈ I
from Z ∈ X : For a given split point s, consider ρs that solves
ρs := arg min
h∈F
E[Ls(h(Z), T )], (22)
where F is a collection of functions h : X → I and Ls : I × I → R+ is some loss function.
As before, we assume to have densities fs, gs, for Ps, Qs respectively. For simplicity, we also
assume that time is uniform on I = [0, 1]. As it is well-known, taking F to be all measurable
functions h : X → I and L(f(z), t) = (f(z)− 1(s,1](t))2, we obtain the supremum as
ρ1,s(z) := E[1(s,1](T )|z] = (1− s)gs(z)
sfs(z) + (1− s)gs(z) , (23)
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which is simply the Bayes probability, see e.g. Devroye et al. [1996]. Taking instead
L(f(z), t) = (f(z)− t)2, yields E[T |Z]. Some simple algebra shows that if there is only one
point of change s∗, i.e. T is independent of Z conditional on the event T ≤ s∗ or T > s∗,
E[T | z] can be expressed as:
ρ2,s∗(z) =
1
2
(s∗ + ρ1,s∗(z)) , (24)
which is a shifted version of ρ1,s∗(z). Contrary to ρ1,s, the regression version ρ2,s∗ does not
depend on the actual split point s we are considering.
In practice, we usually do not have access to the population minimizers (23) and (24),
but only to estimators obtained by using a learning algorithm on a restricted hypothesis
class. In Section 5 we try to approximate (23) or (24) by using the Random Forest of
Breiman [2001]. In that case sample-splitting should be used, i.e. a function ρ is fitted
independently on a training set using a learning algorithm which is then used to compute
an (asymptotic) HPLB based on an independent test set. Sample-splitting is important
to avoid spurious correlation between ρ and the (asymptotic) HPLB, not supported by
our theory. An interesting alternative, which is not necessarily dependent on a training
set, is given by the “MMD witness function”, as treated in detail for example in Gretton
et al. [2012]: Let F be the unit ball of a reproducing kernel Hilbert space H with kernel
k : Rd × Rd → R and take
Ls(f(Z), T ) = f(Z)
s
1[0,s](T )− f(Z)
1− s1(s,1](T ).
Then, as shown in Sriperumbudur et al. [2012], the solution to (22) with this loss, ρ3,s, is
the MMD-witness function from Gretton et al. [2012]. Intriguingly, ρ3,s has an expression,
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which is simple to estimate in practice:
ρ3,s(z) ∝ E[k(Y, z)]− E[k(X, z)]. (25)
The desired ρ to use might also depend on the application. Consider the following
example: One is faced with a multi-class problem where a feature Z needs to be mapped
to one of K classes, {1, . . . , K}. Assume that for each observation Z, we are able to obtain
the estimated probability of Z belonging to a class k = 1, . . . , K, denoted pk(Z). For a
given tuple of classes (i, j), i 6= j, we choose ρ(i,j)(z) = pi(z)−pj(z). Applying this ρ for all
pairs i > j and storing the results in a matrix, we obtain a confusion matrix for multi-class
classification that displays at position (i, j) the estimated TV-distance (asymptotic) HPLB
between classes i and j (this number being 0 for i = j). The imbalances typically arising
in such an application are not problematic, as both λˆρbayes and λˆ
ρ
adapt are by construction
able to account for imbalances in the sample sizes of two distributions. We now illustrate
the above concepts with several numerical examples.
5 Numerical examples
Distributional change detection in climate is a topic of active research (see e.g. Sippel
et al. [2020] and the references therein). We will demonstrate the estimator λˆadapt in
three applications using the NCEP Reanalysis 2 data provided by the NOAA/OAR/ESRL
PSD, Boulder, Colorado, USA, from their website at https://www.esrl.noaa.gov/psd/.
The analyses were run using the R-package HPLB (see https://github.com/lorismichel/
HPLB). We mention that the estimator λˆbayes gives comparable results and is ommited here.
This dataset is a worldwide reanalysis containing daily observations of the 4 variables:
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- air temperature (air): daily average of temperature at 2 meters above ground, mea-
sured in degree Kelvin;
- pressure (press): daily average of pressure above sea level, measured in Pascal;
- precipitation (prec): daily average of precipitation at surface, measured in kg per m2
per second;
- humidity (hum): daily average of specific humidity, measured in proportion by kg of
air;
over a time span from 1st of January 1979 to 31th January 2019. Each variable is ranging
not only over time, but also over 2′592 locations worldwide, indexed by longitude and
latitude coordinates, as (longitude, latitude). All variables are first-differenced to reduce
dependency and seasonal effects before running the analyses. Figure 2 displayed the 4 time
series corresponding to the geo-coordinates (-45,-8) (Brazil).
The potential changes in distribution present in this dataset could require a refined
analysis and simple investigation for mean and/or variance shift might not be enough.
Moreover, detecting “small” changes, as λˆadapt is designed to do, could be of interest. In
addition, thanks to the equivalent characterization of TV explained in Section 1, λˆadapt
represents the minimal percentage of days on which the distribution of the considered vari-
ables has changed. We present 3 types of analyses to illustrate the use of the (asymptotic)
HPLBs introduced in this paper:
(A) temporal climatic change-map: a study of the change of climatic signals between
two periods of time (1st of January 1979 to 15th of January 1999 against 16th of
January 1999 to 31th January 2019) across all 2′592 locations.
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Figure 2: Temperature, pressure, precipitation and humidity at geo-coordinates (-45,-8)
(Brazil) over the time period ranging from 1979 to 2019 (on the left). Corresponding
differenced series (on the right). The vertical dashed blue lines are the breaks used in
analysis (B).
(B) decade climatic differences: a study of the change of climatic signals between 4
periods of time, each representing roughly a decade, across all 2′592 locations.
(C) fixed-location change detection : a study of the change of climatic signals over
several time points for a fixed location.
For analysis (A), compare the first half (years 1979-1999) of the data with the second half
(years 1999-2019) over all available locations. That is Ps corresponds to the distribution of
the first half of the (differenced) data, while Qs corresponds to the second. The projection ρ
is chosen to be a Random Forest classification. To this end, sample-splitting (as suggested
in Section 4.2) is applied and the available time-span is equally divided into 4 consecutive
time blocks, of which the middle two are used as a training set, while the remaining two
are used as a test set. The goal is thereby, as with differencing, to reduce the dependence
between observations due to the time-structure of the series. Figure 3 shows the results
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
0 0 0.194 0.065
0 0 0.182 0.058
0.194 0.182 0 0.023
0.065 0.058 0.023 0

Table 2: Pairwise HPLBs for climate distribution of 4 time blocks from Analysis (B).
as a world heatmap. Interestingly, there is an area of very-high estimated TV values in
the pacific ocean off the cost of South America. The water temperature in this area is
indicative of El Nin˜o.
Analysis (B) presents an all-pairs comparison of 48 time periods equally dividing the
data in time over all available locations. We use a multi-class Random Forest classifier ρ as
suggested in Section 4.2 with sample-splitting strategy similar to the one used in Analysis
(A). The output is a 4× 4 matrix (displayed on Table 2) of pairwise lower bounds on the
total variation distance between the climate distributions of each time block. The matrix
supports the previous analysis showing a non-zero total variation lower bound at various
locations if the data would be simply split in halfs.
Analysis (C) illustrates the mixture framework introduced in Section 4.2 in a time series
context where the ordering is given by time. We analyse the change in distribution for the
four climatic variables for 3 split points chosen uniformly over the time span. The location
is thereby fixed to the coordinates (-45,-8) chosen from the analysis in (A). At each split
point s, the distribution of the observations with time points below s is compared to the
future observations. In the context of Section 4.2, a regression model predicting time is
an option to quickly evaluate λˆρadapt for several different splits. This corresponds to taking
the squared error loss in Section 4.2. Here a Random Forest regression is used to predict
27
F
ig
u
re
3:
T
V
es
ti
m
at
es
b
y
lo
ca
ti
on
u
si
n
g
λˆ
a
d
a
p
t
w
h
en
co
m
p
ar
in
g
th
e
fi
rs
t
h
al
f
of
th
e
av
ai
la
b
le
ti
m
e
sp
an
w
it
h
th
e
se
co
n
d
h
al
f.
A
R
an
d
om
F
or
es
t
is
fi
tt
ed
u
si
n
g
b
lo
ck
s
of
tr
ai
n
in
g
an
d
te
st
in
g
on
th
e
(d
iff
er
en
ce
d
)
va
lu
es
of
th
e
4
va
ri
ab
le
s.
C
ol
or
ch
an
ge
s
fr
om
w
h
it
e
(z
er
o)
to
b
la
ck
(o
n
e)
.
28
time from the four variables. Each data point within a period defined by two splits is
allocated into two sets (train and test) as follows: the first and last quartiles of the period
are allocated to the training set, the rest (i.e. the middle part) is allocated to the testing
set. Single splits through time can be then readily analyzed using λˆadapt on the test data. In
addition to the analysis with real data here, Appendix 7.2 shows some simulations results.
Figure 4 summarizes the result of the analysis with split points s considered marked
in Figure 2 by blue breaks: While Figure 2 indicates that some change might be expected
even after differencing, this impression is only confirmed for precipitation in Figure 4. This
hints at the fact that a shift is appearing in precipitation while for the other variables
no change can marginally be detected. More interesting change is detectable once all 4
variables are considered jointly. This is illustrated on the right in Figure 4, where the
estimated TV climbs to a (relatively) high value of around 0.14 between 1995 and and
2000. This corresponds to the high signal observed in Figure 3 for these coordinates, only
that here, the regression approach leads to a slightly lower λˆadapt.
6 Discussion
We proposed in this paper two probabilistic lower bounds on the total variation distance
between two distributions based on a one-dimensional projection. We theoretically charac-
terized power rates in the case of the “optimal” projection ρ∗ and showed that the adaptive
estimator always reaches the best possible rate. Application to a climate reanalysis dataset
showcased potential use of these estimators in practice.
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Figure 4: Top rows: High-probability lower bounds on total variation corresponding to 8
breaks for differenced temperature, pressure, precipitation and humidity. On the left the
marginal analysis, on the right the joint analysis. Bottom row: Corresponding analysis of
marginal density estimates and pair plots.
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SUPPLEMENTARY MATERIAL
The Supplemental Material contains further simulations in Section 7, the full analytic
expression of the bounding function in Section 8 and all proofs in Section 9.
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7 Simulations
7.1 Illustration of Results in Examples 2 and 3
Figure 5: Illustration of Proposition 4 in Example 2. For a range of different γ, −γ·log(N) is
plotted against N . For each (γ,N) combination and for 100 repetitions, data was generated
from the distribution in Example 2. The dots indicate the number of times the estimator
was strictly larger than zero, with points ranging from white (constituting values smaller
0.05) to black (constituting a value of 1). The red line shows a slope of -1 for comparison.
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Figure 6: Illustration of Propositions 5 and 8 of Example 3. For a range of different γ,
−γ · log(N) is plotted against N . For each (γ,N) combination and for 100 repetitions, data
was generated from the distribution in Example 3. The dots indicate the number of times
the estimator was strictly larger than zero, with points ranging from white (constituting
values smaller 0.05) to black (constituting a value of 1). The red and blue lines show slopes
of -1 and -1/2 for comparison.
7.2 Change Detection
We illustrate the change detection described in Section 5 in some simple simulation settings.
As in Section 4.2 we study independent random variables Xt, t ∈ I, with each Xt ∼ Pt and
µ being the distribution of T on I. In all examples, we take µ to be the uniform distribution
on (0, 1) and
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1) simulate independently first t from µ and then Xt from Pt to obtain a training and
test set, each of size n = 10′000,
2) train a Random Forest Regression predicting t from Xt on the training data, resulting
in the projection ρ,
3) given ρ, evaluate λˆadapt on the test data for 19 s ranging from 0.05 to 0.95 in steps of
0.05.
The first simulation considers 3 settings with univariate random variables Xt:
(a) A mean-shift, with Xt ∼ N (0, 1) for 0 ≤ t ≤ 1/2, Xt ∼ N (1, 1) for 1/3 < t ≤ 2/3
and Xt ∼ N (2, 1) for 2/3 < t ≤ 1.
(b) A variance shift, with Xt ∼ N (0, 1) for 0 ≤ t ≤ 1/2, Xt ∼ N (0, 2) for 1/3 < t ≤ 2/3
and Xt ∼ N (0, 3) for 2/3 < t ≤ 1.
(c) A continuous mean-shift, with Xt ∼ N (2t, 1).
Results are given in Figure 7.
The second simulation illustrates a covariance change in a bivariate example: For t ≤
0.5, Xt = (Xt,1, Xt,2) ∼ N (0,Σ0), while for t > 0.5, Xt = (Xt,1, Xt,2) ∼ N (0,Σ1), with
Σ0 =
 1 0.5
0.5 1
 and Σ1 =
 1 −0.5
−0.5 1
 .
The upper and middle part of Figure 8 plots the marginal distributions Xt,i against t. In
all T = 1000 cases, λρadapt (correctly) does not identify any changes in the two marginals.
The change is however visible when considering the two variables jointly.
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Figure 7: Top row: 3 regimes of mean-shifts. Middle row: 3 regimes of increasing variance,
Bottom row: continuous mean-shift
8 Analytical bounding function
Here we give an analytical expression for sqα/3
(
V˜m(λ˜),z, z = 1, . . . ,m(λ˜) + n(λ˜)− 1
)
in (17)
based on the theory in Finner and Gontscharuk [2018]:
Corollary 3 The following is a valid simultaneous confidence band in (17):
sqα/3
(
V˜m(λ˜),z, z = 1, . . . ,m(λ˜) + n(λ˜)− 1
)
= (z − q1−α
3
(λ˜,m))
m(λ˜)
m(λ˜) + n(λ˜)
+
βα/3,m(λ˜)w
(
z − q1−α
3
(λ˜,m),m(λ˜),m(λ˜)
)
, (26)
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Figure 8: Top and middle row: marginal distributions; Bottom row: joint distribution.
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with
βα,m(λ˜) =
√
2 log(log(m(λ˜))) +
log(log(log(m(λ˜))))− log(pi) + 2xα/3
2
√
2 log(log(m(λ˜)))
,
and w(z,m, n) defined as in (15).
Proof Applying Lemma 3 with p = 1 and pε := λ, m(λ), n(λ) go to infinity as m,n→∞.
Moreover, since we assume m/N → pi ≤ 1/2, it holds that
lim
N→∞
m(λ)
n(λ)
=
pi
1− pi ≤ 1.
Thus for all but finitely many N , it holds that m(λ) ≤ n(λ). Combining this together
with the fact that V˜m,z−q1−α3 (λ,m)−Qm,n,α(z, λ), z ∈ J˜m,n,λ, is just a hypergeometric process
adjusted by the correct mean and variance, it follows from the arguments in Finner and
Gontscharuk [2018]:
lim sup
N→∞
P
(
sup
z∈J˜m,n,λ
[
V˜m,z−(q1−α3 (λ,m)) − (z − q1−α3 (λ,m))
m(λ)
m(λ) + n(λ)
− βα/3,m(λ)w
(
z − q1−α
3
(λ,m),m(λ), n(λ)
) ]
> 0
)
≤ α
3
.
Thus (31) indeed holds.
9 Proofs
Here we present the proofs of our main results. We start with a few preliminaries: In
Section 2, we defined for two functions h1, h2 : N → [0,+∞), the notation h1(N) 
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h2(N) to mean that both (1) lim supN→∞ h1(N)/h2(N) ≤ a1, for some a1 ∈ R+ and (2)
lim supN→∞ h2(N)/h1(N) ≤ a2, for some a2 ∈ R+. If instead only (1) is known, we write
h1(N) = O(h2(N)) (translated as “asymptotically larger equal”). If (1) is known to hold
for a1 = 0, we write h1(N) = o(h2(N)) (translated as “asymptotically strictly smaller”).
The technical lemmas of Section 9.4 should serve as a basis for the results in Section
9.1 to 9.2. They ensure that we may focus on the most convenient case, when (tN)N≥1 is
such that Nσ(tN)→∞ (Lemma 5) or mσF →∞ (Lemma 7) holds. For these sequences,
Lemma 4 shows that,
Fˆm(tN)− Gˆn(tN)− (F (tN)−G(tN))
σ(tN)
D→ N (0, 1), for N →∞. (27)
We will now summarize the main proof ideas for the most important results.
For Propositions 1 and 9, providing the level and power of λˆ(tN) respectively, we use
Lemma 4 and 5 to obtain (27). From this, Proposition 1 directly follows. It moreover
implies that Proposition 9 holds iff
λN [(1− ε)− λ(tN)/λN ]
σ(tN)
→ −∞ ⇐⇒ (19) and (20).
This is simple, as both (19) and (20) were designed such that this equivalence holds.
We start in a similar manner to obtain the power result for λˆadapt in Proposition 10.
Lemma 7 ensures that we may focus on the case mσF → ∞. This immediately implies
(Vm,tN −mA0(tN))/σF D→ N (0, 1) due to the Lindeberg-Feller CLT (see e.g., van der Vaart
[1998, Chapter 2]). Using Lemma 6 we show that what we would like to prove,
P(Vm,tN > Qm,n,α(z(tN), λ˜) ∀λ˜ ∈ [0, λε])→ 1 ⇐⇒ (19) and (20),
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can be replaced by the much simpler
P(Vm,tN > Q˜(ε))→ 1 ⇐⇒ (19) and (20),
where
Q˜(λ˜) = mλ˜(1− pi) +m[piA0(tN)− (1− pi)A1(tN) + (1− pi)],
can be seen as the “limit” of an appropriately scaled Qm,n,α(z(tN), λ˜). Using the structure
of the problem and the asymptotic normality of (Vm,tN −mA0(tN))/σF , we show that the
result simplifies to showing that
λN [(1− ε)− λ(tN)/λN ]
σ(tN)
→ −∞ ⇐⇒ (19) and (20), (28)
which was already done in Proposition 9.
On the other hand, to prove that λˆadapt is an asymptotic HPLB, we need to prove
Propositions 6 and 7. The former is immediate with an infimum argument, whereas the
latter requires some additional concepts. In particular, we use the bounding operation
described in Lemma 8 to bound the original Vm,z process pointwise for each z by the well
behaved V¯m,z. The randomness of this process is essentially the one of the hypergeometric
process V˜m(λ˜),z, z = 1, . . . ,m(λ˜) + n(λ˜)− 1, as introduced in Section 2.3. The assumptions
put on the bounding function Q, then ensure that we conserve the level.
The next three Section will provide the proofs of the main results, while Section 9.4
collects the aforementioned technical lemmas.
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9.1 Proofs for Section 2
In this section, we prove the main results of Section 2, except for Propositions 2, 4, 5 and
8 connected to Examples 2 and 3. Their proofs will be given in Section 9.2.
Proposition 11 (Restatement of Proposition 1) For any sequence (tN)N≥1 ⊂ I of
cutoffs, λˆρ(tN) defined in (7) is an asymptotic HPLB of λ (at level α) for any ρ : X → I.
Proof From Lemma 5 (III) in Section 9.4, we may assume that for the given (P,Q, (tN)N≥1, ρ),
Nσ(tN)→ +∞, as N →∞. In this case, we know from Lemma 4 that,
Fˆm(tN)− Gˆn(tN)− (F (tN)−G(tN))
σ(tN)
D→ N (0, 1). (29)
Consequently,
lim sup
N→∞
P
(
λˆρ(tN) > F (tN)−G(tN)
)
= lim
N
P
(
Fˆm(tN)− Gˆn(tN)− (F (tN)−G(tN))
σ(tN)
> q1−α
)
= α.
Since λ ≥ F (tN)−G(tN), the result then follows.
Proposition 3 follows directly from Proposition 1 by exchanging σ(tN) with the consis-
tent estimator used in λˆρbayes.
Proposition 12 (Restatement of Proposition 6) Let Qm,n,α be an (asymptotic) bound-
ing function and define,
λˆρ = inf
{
λ˜ ∈ [0, 1] : sup
z∈Jm,n
[
Vm,z −Qm,n,α(z, λ˜)
]
≤ 0
}
. (30)
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Then λˆρ is an (asymptotic) HPLB of λ (at level α) for any ρ : X → I.
Proof Let,
Gm,n :=
{
λ˜ ∈ [0, 1] : sup
z∈Jm,n
[
Vm,z −Qm,n,α(z, λ˜)
]
≤ 0
}
.
Then by definition of the infimum,
P(λˆρ > λ) ≤ P(λ ∈ Gcm,n)
= P( sup
z∈Jm,n
[Vm,z −Qm,n,α(z, λ)] > 0).
The result follows by definition of Qm,n,α.
To prove Proposition 7, we need two technical concepts introduced in Section 9.4.
In particular we utilize the concept of Distributional Witnesses in Definition 4 and the
bounding operation in Lemma 8.
Proposition 13 (Restatement of Proposition 7) Qm,n,α(z, λ˜) as defined in (17) is an
(asymptotic) bounding function.
Proof We aim to prove
lim sup
N→∞
P( sup
z∈Jm,n
[Vm,z −Qm,n,α(z, λ)] > 0) ≤ α. (31)
Let ΛP ,ΛQ be the distributional Witnesses of P and Q, as in Definition 4. Define the
events AP := {ΛP ≤ q1−α
3
(λ,m)}, AQ := {ΛQ ≤ q1−α
3
(λ, n)} and A = AP ∩ AQ, such
that P(Ac) ≤ 2α/3. On A, we overestimate the number of witnesses on each side by
construction. In this case we are able to use the bounding operation described above with
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Λ¯P = q1−α
3
(λ,m) and Λ¯Q = q1−α
3
(λ, n) to obtain V¯m,z from Lemma 8. The process V¯m,z has
V¯m,z =

z, if 1 ≤ z ≤ q1−α
3
(λ,m)
m, if m+ n(λ) ≤ z ≤ m+ n
V˜m,z−q1−α3 (λ,m) + q1−
α
3
(λ,m), if q1−α
3
(λ,m) < z < m+ n(λ),
wherem(λ) = n−q1−α
3
(λ,m), n(λ) = n−q1−α
3
(λ, n), and V˜m,z−q1−α3 (λ,m) ∼ Hypergeometric(z−
q1−α
3
(λ,m),m(λ),m(λ) + n(λ)). Then:
P( sup
z∈Jm,n
[Vm,z −Qm,n,α(z, λ)] > 0) ≤ 2α
3
+ P( sup
z∈Jm,n
[
V¯m,z −Qm,n,α(z, λ)
]
> 0 ∩ A),
Now, V¯m,z − Qm,n,α(z, λ) > 0 can only happen for z ∈ J˜m,n,λ := {q1−α
3
(λ,m) + 1, . . . ,m +
n(λ)− 1}, as by construction V¯m,z −Qm,n,α(z, λ) = 0, for z /∈ J˜m,n,λ. Thus
lim sup
N→∞
P( sup
z∈Jm,n
[
V¯m,z −Qm,n,α(z, λ)
]
> 0 ∩ A) ≤ 2α
3
+
lim sup
N→∞
P( sup
z∈J˜m,n,λ
[
V˜m,z−q1−α3 (λ,m) − sqα/3
(
V˜m(λ),z−q1−α3 (λ,m), z ∈ J˜m,n,λ
)]
> 0)
≤ α,
by definition of sqα/3
(
V˜m(λ),z, z = 1, . . . ,m(λ) + n(λ)− 1
)
.
9.2 Proofs for Section 3
Proposition 14 (Restatement of Proposition 9) Let −1 < γ < 0 and ε ∈ (0, 1] fixed.
Then there exists a (tN)N≥1 such that (Cε) is true for λˆρ∗(tN) iff there exists a (tN)N≥1
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such that (19) and (20) are true.
Proof According to Lemma 5 we are allowed to focus on sequences (tN)N≥1 such that
Nσ(tN)→∞. For (tN)N≥1 ⊂ I such a sequence, it holds that
P(λˆρ∗(tN) > (1− ε)λN) = P(Fˆm(tN)− Gˆn(tN)− q1−ασ(tN) > (1− ε)λN)
= P
(
(Fˆm(tN)− Gˆn(tN)− λ(tN))
σ(tN)
> q1−α − λN [(1− ε)− λ(tN)/λN ]
σ(tN)
)
,
where as in Section 3, λ(tN) = F (tN)−G(tN). With the same arguments as in Proposition
1, (Fˆm(tN)− Gˆn(tN)− λ(tN))/σ(tN) D→ N (0, 1). Thus, P
(
λˆρ
∗
(tN) > (1− ε)λN
)
→ 1, iff
λN [(1− ε)− λ(tN)/λN ]
σ(tN)
→ −∞. (32)
For γ > −1/2, (20), (19) and (32) are all true for tN = 1/2, so there is nothing to prove
in this case.
For γ ≤ −1/2, assume (19) and (20) are true for (tN)N≥1. Then if lim infN→∞ λ(tN)/λN >
1− ε,
λN [(1− ε)− λ(tN)/λN ]
σ(tN)
≤ λN [(1− ε)− infM≥N λ(tM)/λM ]
σ(tN)
→ −∞,
as [(1− ε)− infM≥N λ(tM)/λM ] < 0 for all but finitely many N and λN/σ(tN)→ +∞, by
(20a). If instead lim infN→∞ λ(tN)/λN = 1 − ε, the statement follows immediately from
(20b). This shows one direction.
On the other hand, assume for all (tN)N≥1 (19) or (20) is false. We start by assuming
the negation of (19), i.e., lim infN→∞ λ(tN)/λN < 1 − ε. Then there exists for all N an
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M ≥ N such that λ(tM)/λM ≤ 1− ε, or
λM [(1− ε)− λ(tM)/λM ]
σ(tM)
≥ 0.
This is a direct contradiction of (32), which by definition means that for large enough
N all elements of the above sequence are below zero. Now assume (20a) is wrong, i.e.
lim infN→∞ λ(tN)/λN > 1− ε, but lim infN→∞ λN/σ(tN) <∞. Since λ(tN)/λN ∈ [0, 1] for
all N , the lower bound will stay bounded away from −∞ in this case. More specifically,
lim inf
N→∞
λN
σ(tN)
[(1− ε)− λ(tN)/λN ] ≥ lim inf
N→∞
λN
σ(tN)
lim inf
N
[(1− ε)− λ(tN)/λN ] > −∞.
The negation of (20b) on the other hand, leads directly to a contradiction with (32).
Consequently, by contraposition, the existence of a sequence (tN)N≥1 such that (20) and
(19) are true is necessary.
Corollary 4 (Restatement of Corollary 1) λˆρ
∗
bayes attains the rate γ
λˆbayes(ε) = γ for all
ε ∈ (0, 1], iff (20) is true for tN = 1/2 and all γ > γ.
Proof Since F (t) = A0(t) and 1−G(t) = A1(t), it holds that σ(1/2)/σˆ(1/2)→ 1 almost
surely. Thus, the same arguments as in the proof of Proposition 9 with tN = 1/2 give the
result.
Proposition 15 (Restatement of Proposition 10) Let −1 < γ < 0 and ε ∈ (0, 1]
fixed. Then (Cε) is true for λˆρ∗adapt iff there exists a (tN)N≥1 such that (19) and (20) are
true.
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Proof Let for the following ε ∈ (0, 1] be arbitrary. The proof will be done by reducing to
the case of λˆ(tN). For a sequence (tN)N≥1 and a given sample of size N we then define the
(random) z(tN), with
z(tN) =
m∑
j=1
1{ρ∗(Xj) ≤ tN}+
n∑
i=1
1{ρ∗(Xi) ≤ tN} = mFˆ (tN) + nGˆ(tN). (33)
Since by definition the observations ρ∗(1), . . . ρ
∗
(z(tN ))
are smaller tN , the classifier ρ˜tN (z) :=
1{ρ∗(z) > tN} will label all corresponding observations as zero. As such the number of ac-
tual observations coming from P in ρ∗(1), . . . ρ
∗
(z(tN ))
, Vm,tN , will have Vm,tN ∼ Bin(A0(tN),m).
Recall that
A0(tN) = A
ρ∗
0 (tN) = P (ρ˜tN (X) = 0), A1(tN) = A
ρ∗
1 (tN) = Q(ρ˜tN (Y ) = 1),
i.e. the true accuracies of the classifier ρ˜tN .
The goal is to show that we overshoot the quantile Qm,n,α:
P(Vm,tN > Qm,n,α(z(tN), λ˜) ∀λ˜ ∈ [0, λε])→ 1, (34)
if and only if there exists a (tN) such that (20) and (19) hold. For this purpose, Lemma 7
emulates Lemma 5 to allow us to focus on (tN)N≥1 such that mA0(tN)(1− A0(tN))→∞.
A sufficient condition for (34) is
P
(
Vm,tN −mA0(tN)√
mA0(tN)(1− A0(tN))
>
supλ˜Qm,n,α(z(tN), λ˜)−mA0(tN)√
mA0(tN)(1− A0(tN))
)
→ 1, (35)
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while a necessary condition is given by
P
(
Vm,tN −mA0(tN)√
mA0(tN)(1− A0(tN))
>
Qm,n,α(z(tN), λε)−mA0(tN)√
mA0(tN)(1− A0(tN))
)
→ 1, (36)
where
Qm,n,α(z(t), λ˜) = q1−α(λ˜,m) + (z(t)− q1−α(λ˜,m))m(λ˜)
N(λ˜)
+ βα,m(λ˜)
√
m(λ˜)
N(λ˜)
n(λ˜)
N(λ˜)
N(λ˜)− z(t)
N(λ˜)− 1 z(t)
= q1−α(λ˜,m)
n(λ˜)
N(λ˜)
+ z(t)
m(λ˜)
N(λ˜)
+ βα,m(λ˜)
√
m(λ˜)
N(λ˜)
n(λ˜)
N(λ˜)
N(λ˜)− z(t)
N(λ˜)− 1 z(t),
(37)
with N(λ˜) = m(λ˜) + n(λ˜). We instead work with a simpler bound:
Q˜(λ˜) = mλ˜(1− pi) +m[piA0(tN)− (1− pi)A1(tN) + (1− pi)]. (38)
Note that
sup
λ˜∈[0,λε]
Q˜(λ˜) = Q˜(λε). (39)
and
Q˜(λε)−mA0(tN) = m(1− pi)[λε − (A0(tN)(tN) + A1(tN)− 1)]
= m(1− pi)[λε − λ(tN)].
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We first show that
P
(
Vm,tN −mA0(tN)√
mA0(tN)(1− A0(tN))
>
Q˜(λε)−mA0(tN)√
mA0(tN)(1− A0(tN))
)
→ 1, (40)
if and only if there exists a (tN) such that (20) and (19) hold.
Since again
Vm,tN−mA0(tN )√
mA0(tN )(1−A0(tN ))
D→ N(0, 1), due to the Lindeberg-Feller CLT (van der
Vaart [1998]), (40) holds iff
Q˜(λε)−mA0(tN)√
mA0(tN)(1− A0(tN))
→ −∞. (41)
To prove this claim, we write
Q˜(λε)−mA0(tN)√
mA0(tN)(1− A0(tN))
= (1− pi)λN [(1− ε)− λ(tN)/λN ]√
A0(tN )(1−A0(tN ))
m
(42)
and show that
λN√
A0(tN )(1−A0(tN ))
m
→ +∞ ⇐⇒ λN
σ(tN)
→ +∞. (43)
In this case, (41) is equivalent to (32) and it follows from exactly the same arguments as
in the proof of Proposition 9 that (41) is true iff there exists a (tN) such that (20) and (19)
hold.
To prove (43), first assume that
λN√
A0(tN )(1−A0(tN ))
m
→ +∞.
This implies that A0(tN)(1 − A0(tN)) = o(N2γ+1), which means that either A0(tN) =
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o(N2γ+1) or (1 − A0(tN)) = o(N2γ+1). Assume A0(tN) = o(N2γ+1). Since by definition
A0(tN) +A1(tN)− 1 = λ(tN) = O(λN), this means that 1−A1(tN) = O(Nγ) + o(N2γ+1) =
o(N2γ+1) and thus also A1(tN)(1−A1(tN)) = o(N2γ+1). The same applies for 1−A0(tN) =
o(N2γ+1). Writing σ(t) as in (21) this immediately implies λN
σ(tN )
→ +∞. On the other
hand, assume λN
σ(tN )
→ +∞. This in turn means
A0(tN)(1− A0(tN)) + A1(tN)(1− A1(tN)) = o(N2γ+1) (44)
and thus A0(tN)(1 − A0(tN)) = o(N2γ+1) and λN/
√
A0(tN )(1−A0(tN ))
m
→ +∞. This proves
(43). Using the arguments of the proof of Proposition 9 this demonstrates that (41) is true
iff there exists a (tN) such that (19) and (20) hold.
It remains to show that (40) implies (35) and is implied by (36). More specifically, as
(20) demands that
A0(tN)(1− A0(tN)) = o(N2γ+1) and A1(tN)(1− A1(tN)) = o(N2γ+1),
we may use Lemma 6 below to see that for c ∈ (0,+∞),
c+ oP(1) ≤ Qm,n,α(z(tN), λε)−mA0
Q˜(λε)−mA0
≤ supλ˜Qm,n,α(z(tN), λ˜)−mA0
Q˜(λε)−mA0
≤ 1
c
+ oP(1).
For ZN
D→ N(0, 1), Q1,N → −∞ and c + ON ≤ Q2,N/Q1,N , with c > 0 and ON p→ 0, it
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holds that
P(ZN > Q2,N) = P
(
ZN >
Q2,N
Q1,N
Q1,N
)
≥ P (ZN > (c+ON)Q1,N)
= P
(
ZN > (c+ON)Q1,N ∩ |ON | ≤ c
2
)
+ P
(
ZN > (c+ON)Q1,N ∩ |ON | > c
2
)
→ 1,
as Q1,N < 0 for all but finitely many N and (c+ON) > 0 on the set |ON | ≤ c2 . Using this
argument first with Q1,N = Q˜(λε) − mA0(tN) and Q2,N = Qm,n,α(z(tN), λε) − mA0(tN),
and repeating it with Q1,N = Qm,n,α(z(tN), λε) −mA0(tN) and Q2,N = Q˜(λε) −mA0(tN),
(51) shows that (40) implies (35) and is implied by (36).
We are now able to prove the results in Examples 2 and 3:
Proposition 16 (Restatement of Proposition 2) For the setting of Example 1, as-
sume pN > 0.5 for all N . Then γ
oracle(ε) = −1/2 for all ε ∈ (0, 1]. This rate is reached by
the oracle estimator in (9) with t∗N = 1/2 for all N .
Proof First note that ρ(z) = (1− p)1{−1 ≤ z ≤ 0}+ p1{0 ≤ z ≤ 1} and thus
A0(tN) = p1{1−p ≤ tN ≤ p}+1{tN > p}, A1(tN) = p1{1−p ≤ tN ≤ p}+1{tN < 1−p}
(45)
Take any γ ≤ −1/2. Then for λN/σ(tN) → ∞ to be true it is necessary that A0(tN)(1 −
A0(tN)) and A1(tN)(1 − A1(tN)) go to zero. But from (45) and the fact that p → 0.5, it
is clear that this is only possible for tN ∈ [1 − p, p]c for all but finitely many N . However
for such tN , λ(tN) = A0(tN) +A1(tN)− 1 = 0. Similarly, a sequence (tN)N≥1 that satisfies
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(20), cannot satisfy condition (19). Thus for γ ≤ −1/2 for any sequence (tN)N≥1 most one
of the two conditions (19) and (20) can be true and thus −1/2 ≤ γoracle(ε). On the other
hand, for γ > −1/2, taking tN = 1/2 independently of γ, satisfies conditions (19) and (20).
Proposition 17 (Restatement of Proposition 4) For the setting of Example 2, γλˆbayes(ε) =
γoracle(ε) = −1, for all ε ∈ (0, 1].
Proof We show that γλˆbayes = −1, from which it immediately follows that γoracle = −1.
Since Aρ
∗
0 (1/2) = λN and A
ρ∗
1 (1/2) = 1, it follows for any γ > −1,
λN
σ(1/2)
=
√
mλN√
λN
→∞, for N →∞.
By Proposition (1) this implies γλˆbayes = −1.
Proposition 18 For the setting of Example 3, let ε ∈ (0, 1] be arbitrary and p2 > 0.5,
p2 = 0.5 + o(N
−1). Then λˆρ
∗
adapt attains the oracle rate γ
λˆadapt = γoracle = −1, while λˆρ∗bayes
attains the rate γλˆbayes = −1/2.
Proof We first find the expression for λN . Since p2 > 0.5
λN =
∫
(f − g)dx = p1 + [(1− p1)p2 − (1− p1)(1− p2)]
∫
f0dx
= p1 + (1− p1) [2p2 − 1]
and, since p2− 1/2 = o(N−1), it immediately holds that p1  λN . Let γ > −1 be arbitrary
and take tN = 0 for all N . Then λ(tN) = p1 and it holds that
λN
λ(tN)
=
p1 + (1− p1) [2p2 − 1]
p1
= 1 +
(1− p1) [2p2 − 1]
p1
→ 1,
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as 2p2 − 1 = o(N−1) by assumption. Combining this with the fact that Aρ∗0 (0) = p1  λN ,
and Aρ
∗
1 (0) = 1 thus
λN
σ(t)
=
√
mλN√
Aρ
∗
0 (0)(1− Aρ
∗
0 (0))

√
mλN →∞,
it follows that γoracle = −1 and therefore also γλˆadapt = −1. On the other hand
Aρ
∗
0 (1/2) = A
ρ∗
1 (1/2) = p1 + (1− p1)p2 → 0.5,
so (20) cannot be true for any γ ≤ −1/2. From Corollary 1 it follows that λˆbayes only
attains a rate γλˆbayes = −1/2.
Proposition 5 and 8 then immediately follow from Proposition 18.
9.3 Proofs for Section 4
Lemma 2 (Restatement of Lemma 1) Let m ∼ Bin(pi,N), n = N −m and λˆρbayes and
λˆρadapt be defined as before. Then it holds that
lim sup
N→∞
P
(
λˆρbayes > λ
)
≤ α and lim sup
N→∞
P
(
λˆρadapt > λ
)
≤ α,
where now the probability is also taken over m,n.
Proof Consider λˆρadapt. Define the event
E :=
⋂
`∈N
⋃
N
⋂
M≥N
{∣∣∣m
M
− pi
∣∣∣ ≤ 1
`
}
,
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i.e. the set on which m/N → pi. On this set, all the desired properties of m apply, in
particular, m→∞ and m ≤ n for all but finitely many N . Since m/N → pi almost surely,
it holds that P(E) = 1. Moreover when conditioning on m and E, the same arguments as
in Section 2.3 may be applied, so that
lim sup
N→∞
P(λˆρadapt > λ) = lim sup
N→∞
Em
[
P({λˆρadapt > λ}|m)1E
]
≤ Em
[
lim sup
N→∞
P({λˆρadapt > λ}|m)1E
]
≤ α.
The result for λˆρbayes follows analogously.
9.4 Technical Results
Lemma 3 Let p ∈ [0, 1], α ∈ (0, 1) with 1 − α > 0.5 and pε := (1 − ε)p. Then mp −
q1−α(pε,m)  mpε. More generally, if p = pm  mγ, −1 < γ < 0, and pε := (1 − ε)pm,
then mpm − q1−α(pε,m)  mpmε.
Proof Let p = δm  mγ, for −1 < γ ≤ 0, where γ = 0 indicates the fixed p case. Writing
q1−α(pε,m) = q1−α(Λ), where Λ ∼ Binomial(pε,m), it holds that
q1−α(Λ)−mpε√
mpε(1− pε)
= q1−α(Zm),
where Zm := (Λ−mpε)/
√
mpε(1− pε) and q1−α(Zm) is the 1−α quantile of the distribution
of Zm. By the Lindenberg-Feller central limit theorem, Zm converges in distribution to
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N (0, 1) and is thus uniformly tight, i.e. Zm = OP(1). Consequently, it must hold that
0 <
q1−α(Λ)−mpε√
mpε(1− pε)
= q1−α(Zm)  1,
which means q1−α(Λ)−mpε 
√
mpε(1− pε). Writing
∆m := mpm− q1−α(pε,m) = mpm−mpε− (q1−α(pε,m)−mpε) = mpmε− (q1−α(Λ)−mpε),
we see that ∆m  mpmε.
As we do not constrain the possible alternatives P,Q and sequences (tN)N≥1, some
proofs have several cases to consider. In an effort to increase readability we will summarize
these different cases here for reference: We first introduce a “nuisance condition”. This
condition arises when (tN)N≤1 or the sequence of alternatives is such that the variance
σ(tN) converges to zero fast, namely if
lim inf
N→∞
Nσ(tN) < +∞. (NC)
The case in which we are mainly interested is however is the negation of (NC),
lim
N→∞
Nσ(tN) = +∞ (MC)
A special case of that is the following
either F (tN)(1− F (tN)) = 0 or G(tN)(1−G(tN)) = 0 for infinitely many N. (MCE)
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We first show an important limiting result, in the case (MC), on which much of our
results are based:
Lemma 4 Let −1 < γ ≤ 0, where γ = 0 constitutes the constant case λN = λ. Then for
any ρ : X → I and any sequence (tN)N≥1 ⊂ I such that (MC) holds,
ZN := Fˆm(tN)− Gˆn(tN)− (F (tN)−G(tN))
σ(tN)
D→ N (0, 1). (46)
Proof Let
σF :=
√
F (tN)(1− F (tN))
m
and σG :=
√
G(tN)(1−G(tN))
m
,
so that we may write σ(tN) =
√
σ2F + σ
2
G. From (MC) we require mσF →∞ or nσG →∞.
By the Lindenberg-Feller CLT (see e.g., van der Vaart [1998]), it holds for N →∞ (and
thus m,n→∞),
1
σF
(Fˆm(tN)− F (tN)) D→ N (0, 1), if mσF →∞
1
σG
(Gˆm(tN)−G(tN)) D→ N (0, 1), if nσG →∞
We write
ZN = Fˆm(tN)− F (tN)− (Gˆn(tN)−G(tN))
σ(tN)
=
Fˆm(tN)− F (tN)
σ(tN)
− (Gˆn(tN)−G(tN))
σ(tN)
=
Fˆm(tN)− F (tN)
σF
σF
σ(tN)
− (Gˆn(tN)−G(tN))
σG
σG
σ(tN)
.
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Now as,
σF
σ(tN)
=
√
σ2F
σ2F + σ
2
G
, and
σG
σ(tN)
=
√
σ2G
σ2F + σ
2
G
,
we can define ωN := σF/σ(tN), so that
ZN = Fˆm(tN)− F (tN)
σF
ωN − (Gˆn(tN)−G(tN))
σG
√
1− ω2N .
Had ωN a limit, say limN ωN := a ∈ [0, 1] and if both mσF → ∞ and mσG → ∞ were
true, it would immediately follow from classical results (see e.g., [van der Vaart, 1998,
Chapter 2]) that ZN D→ N (0, 1). This is not the case as the limit of ωN might not exist
and either lim supN→∞mσF < ∞ or lim supN→∞ nσG < ∞. However since ωN ∈ [0, 1] for
all N , it possesses a subsequence with a limit in [0, 1]. More generally, every subsequence
(ωN(k))k possesses a further subsequence (ωN(k(`)))` that converges to a limit a ∈ [0, 1].
This limit depends on the specific subsequence, but for any such converging subsequence
it still holds as above that ZN(k(`)) D→ N (0, 1). Indeed, if both mσF → ∞ and nσG → ∞
this is immediate from the above. If, on the other hand, lim infN→∞mσF < ∞, then
[Fˆm(tN(k(`))) − F (tN(k(`)))]/σF D→ N (0, 1) might not be true. However, if we assume that
(MCE) does not hold, for the chosen subsequence
σ2F
σ(tN(k(`)))2
= ω2N(k(`)) → a2 ∈ [0, 1],
and it either holds that a = 0 in which case the first part of Z
N(k(`))
is negligible or
a > 0, in which case it must hold that σF  σ(tN(k(`))) and thus N(k(`))σF → ∞, al-
lowing for [Fˆm(tN(k(`))) − F (tN(k(`)))]/σF D→ N (0, 1). The symmetric argument applies if
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lim infN→∞mσG <∞. Now assume (MCE) holds and for a given subsequence (tk)k, it is
not possible to find a subsequence, such that F (tk(`))(1 − F (tk(`))) > 0 for all but finitely
many `. Since for all subsequences k(`)σ(tk(`)) → ∞, it must hold that n(k(`))σG → ∞.
In particular, we may choose the subsequence such that F (tk(`))(1 − F (tk(`))) = 0 for all
but finitely many N and in this case:
Fˆm(tk(`))− F (tk(`)) = 0 a.s. and
Gˆ(tk(`))−G(tk(`))
σG
D→ N (0, 1)
both are true, implying (46). The symmetric argument holds if instead G(tN)(1−G(tN)) =
0 for infinitely many N , but NF (tN)(1− F (tN))→∞.
Thus we have shown that for any subsequence of ZN , there exists a further subsequence
converging in distribution to N (0, 1). Assume that despite this, (46) is not true. Then,
negating convergence in distribution in this particular instance, means there exists z ∈ R
such that the cumulative distribution function of ZN , FZN , has lim supN→∞ FZN (z) 6=
Φ(z). By the properties of the limsup, there exists a subsequence limk→∞ FZN(k)(z) =
lim supN→∞ FZN (z) 6= Φ(z). But then no further subsequence of FZN(k)(z) converges to
Φ(z), a contradiction.
The next lemma ensures that we can for all intents and purposes ignore sequences
(tN)N≥1 for which (NC) is true.
Lemma 5 Let −1 < γ < 0 and ε ∈ (0, 1] arbitrary. If for a sequence (tN)N≥1 and ρ = ρ∗,
(NC) holds, then
(I) (19) or (20) is not true,
(II) (Cε) is not true for λ = λˆρ∗(tN).
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Furthermore, if for −1 < γ ≤ 0, where γ = 0 constitutes the constant case λN = λ, a
sequence (tN)N≥1 and ρ : X → I, (NC) holds then,
(III) lim supN→∞ P
(
λˆρ(tN) > λ
)
= 0
Proof (I): If (NC) is true, then Nβσ(tN) → 0, for any β ∈ [0, 1). Indeed, assume there
exists β ∈ [0, 1) such that lim infN→∞Nβσ(tN) > 0. Then
lim inf
N→∞
Nσ(tN) ≥ +∞,
In particular, it must hold that
F (tN)(1− F (tN)) = o(N ζ) and G(tN)(1−G(tN)) = o(N ζ),
for all ζ ∈ [−1, 0). There are four possibilities for this to be true:
(1) F (tN) = o(N
ζ), G(tN) = o(N
ζ).
(2) F (tN) = o(N
ζ), 1−G(tN) = o(N ζ).
(3) (1− F (tN)) = o(N ζ), (1−G(tN)) = o(N ζ).
(4) (1− F (tN)) = o(N ζ), G(tN) = o(N ζ).
As (2) and (4) imply that λ(tN)→ −1 and λN ≥ λ(tN)→ 1 respectively, they are not
relevant in our framework. Thus (NC) directly implies that either (1) or (3) is true and
both of them imply λ(tN) = o(N
ζ) for all ζ ∈ (−1, 0). Consequently, (19) cannot be true
for ε < 1.
For ε = 1 we slightly strengthen the relevant cases (1) and (3):
61
(1’) lim infN→∞NA0(tN) <∞, lim infN→∞N(1− A1(tN)) <∞,
(3’) lim infN→∞N(1− A0(tN)) <∞, lim infN→∞NA1(tN) <∞.
It’s clear from the above, that if (NC) holds, then one of the two has to hold. We will now
show that, even though (19) is true in this case, (20b) is not. Indeed, it was mentioned in
Section 3 that in case of (MCE), (20b) is defined to be false. Thus, we may assume σ(tN)
is bounded away from zero for all finite N . Assume that (20b) is true, i.e.
λ(tN)
σ(tN)
→∞.
This must then also hold for any subsequence. Now assume (1’) is true, and choose a
subsequence (tk)k∈N := (tN(k))k∈N with limk→∞ kA0(tk) = lim infN→∞NA0(tN) := a ∈
[0,∞). Then
λ(tk)
σ(tk)
≤ A0(tk)
σ(tk)
≤
√
m(k)A0(tk)√
A0(tk)(1− A0(tk))

√
kA0(tk)→
√
a <∞,
a contradiction. Similarly, if (2’) is true, we find a subsequence such that limk→∞ kA1(tk) :=
a ∈ [0,∞) and bound
λ(tk)
σ(tk)
≤ A1(tk)
σ(tk)
≤
√
n(k)A1(tk)√
A1(tk)(1− A1(tk))

√
kA1(tk)→
√
a <∞.
Thus (20b) cannot be true.
(II) and (III): Consider first ε ∈ [0, 1) and −1 < γ ≤ 0. (NC) implies for any ρ:
λ−1N (Fˆ (tN)− Gˆ(tN)− λ(tN))
p→ 0. (47)
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Indeed by a simple Markov inequality argument for all δ > 0:
P
(
λ−1N (Fˆ (tN)− Gˆ(tN)− λ(tN)) > δ
)
≤ λ
−2
N σ(tN)
2
δ
 (N
−γσ(tN))2
δ
→ 0,
since −γ ∈ [0, 1). Additionally, from the argument in (I), λ−1N σ(tN) → 0 and λ(tN )λN → 0.
Consequently, for any ε ∈ [0, 1)
P(Fˆ (tN)− Gˆ(tN)− q1−ασ(tN) > (1− ε)λN)
= P(Fˆ (tN)− Gˆ(tN)− λ(tN)− q1−ασ(tN) > (1− ε)λN − λ(tN))
= P(λ−1N (Fˆ (tN)− Gˆ(tN)− λ(tN))− q1−αλ−1N σ(tN) +
λ(tN)
λN
> (1− ε))
→ 0.
Consequently, (Cε) is false for any ε ∈ [0, 1) and (II) and (III) hold. The case ε = 1 needs
special care: Assume that despite (NC), P(λˆ(tN) > 0) → 1 holds true. We consider the
two possible cases (1’) and (3’) in turn: If (1’) is true, we write:
P(λˆ(tN) > 0) ≤ P(Fˆ (tN) > 0) = P(mFˆ (tN) > 0) = P(Vm,tN > 0), (48)
where Vm,tN := mFˆ (tN) ∼ Binomial(A0(tN),m). Since P(λˆ(tN) > 0) → 1, this is true for
any subsequence λˆ(tN(k)) as well. In particular, we may choose the subsequence (tN(k))k≥1
with limkN(k)A0(tN(k)) = lim infN→∞NA0(tN) := a ∈ [0,∞). Renaming the subse-
quence (kA0(tk))k≥1 for simplicity, we find lim supk→∞ kA0(tk) ≤ a, or A0(tk) = O(k−1) =
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O(m(k)−1), since by assumption m(k)/k → pi ∈ (0, 1). But then
P(λˆ(tk) > 0) ≤ P(Vm(k),tk > 0) = 1− (1− A0(tk))m(k)
and
lim inf
k→∞
(1− A0(tk))m(k) ≥ lim inf
k→∞
(1− a
m(k)
)m(k) = exp(−a) > 0.
Thus, lim supk→∞ P(λˆ(tk) > 0) < 1, a contradiction.
If (3’) is true, then lim infN→∞NA1(tN) < +∞ and similar arguments applied to
P(λˆ(tN) > 0) ≤ P(1− Gˆ(tN) > 0) = P(n− nGˆ(tN) > 0) = P(Vn,tN > 0), (49)
where now Vn,tN :=
∑n
i=1 1{ρ(Yi) > tN} ∼ Binomial(A1(tN), n), give
lim sup
k→∞
P(λˆ(tk) > 0) ≤ lim sup
k→∞
P(Vn(k),tk > 0) = 1− exp(−a) < 1.
This again contradicts P(λˆ(tN) > 0)→ 1.
Lemma 5 also immediately implies for λˆ(tN) that if (Cε) or (19) are true, then limN Nσ(tN) =
+∞ must hold.
Lemma 6 Let −1 < γ < 0 be fixed and as above λN  Nγ. Define for (tN)N≥1, z(tN) as
in (33) and Qm,n,α, Q˜ as in (37) and (38). Assume that for the given γ,
A0(tN)(1− A0(tN)) = o(N2γ+1) and A1(tN)(1− A1(tN)) = o(N2γ+1), (50)
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then for c ∈ (0,+∞),
c+ oP(1) ≤ Qm,n,α(z(tN), λε)−mA0
Q˜(λε)−mA0
≤ supλ˜Qm,n,α(z(tN), λ˜)−mA0
Q˜(λε)−mA0
≤ 1
c
+ oP(1). (51)
Proof Note that z(tN) is random, while everything else is deterministic. First,
q1−α(λε,m)
n(λε)
N(λε)
+
z(tN)
N(λε)
m(λε) + βα,m(λε)
√
m(λε)
N(λε)
n(λε)
N(λε)
N(λε)− z(tN)
N(λε)− 1 z(tN)
≤ sup
λ˜∈[0,λε]
{
q1−α(λ˜,m)
n(λ˜)
N(λ˜)
+ z(tN)
m(λ˜)
N(λ˜)
+ βα,m(λ˜)
√
m(λ˜)
N(λ˜)
n(λ˜)
N(λ˜)
N(λ˜)− z(tN)
N(λ˜)− 1 z(tN)
}
≤
q1−α(λε,m)
n
N(λε)
+
z(tN)
N(λε)
m+ βα,m
√
m
N(λε)
n
N(λε)
N − z(tN)
N(λε)− 1 z(tN).
Additionally for all λ˜ ∈ [0, λε], with pN = [piA0(tN)− (1− pi)A1(tN) + (1− pi)],
m(λ˜)
N(λ˜)
→ pi, (52)
n(λ˜)
N(λ˜)
→ 1− pi, (53)
q1−α(λ˜,m)
mλ˜
→ 1 (54)
z(tN )
N(λε)
− A0(tN)
pN − A0(tN)
p→ 1. (55)
The first three assertions follow from Lemma 3 and the assumption that m/N → pi, as
N →∞. We quickly verify (55). Define
SN =
z(tN )
N(λε)
− A0(tN)
pN − A0(tN) .
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By Chebyshev’s inequality,
P (|SN − E[SN ]| > δ) ≤ V(SN)
δ
, (56)
for all δ > 0. Now, z(tN) may be written as a sum of independent Bernoulli random
variables:
z(tN) =
N∑
i=1
1{ρ∗(Zi) ≤ tN} =
m∑
i=1
1{ρ∗(Xi) ≤ tN}+
n∑
j=1
1{ρ∗(Yi) ≤ tN},
with 1{ρ∗(Xi) ≤ tN} ∼ Bernoulli(A0(tN)) and 1{ρ∗(Yi) ≤ tN} ∼ Bernoulli(1 − A1(tN)).
Then
V(SN) =
1
(pN − A0(tN))2
V
(
z(tN)
N(λε)
)
=
1
(pN − A0(tN))2N(λε)2
[mA0(tN)(1− A0(tN)) + nA1(tN)(1− A1(tN))]
 1
(pN − A0(tN))2N
[A0(tN)(1− A0(tN)) + A1(tN)(1− A1(tN))] .
Now, since (i) pN −A0(tN) = −(1− pi)[A0(tN) +A1(tN)− 1] = −(1− pi)λ(tN) and λ(tN) ≤
λN  Nγ and (ii) (50) holds, it follows that
V(SN)  1
N2γ+1
o(N2γ+1)→ 0, for N →∞.
66
Thus |SN − E[SN ]| p→ 0. Moreover, it holds that,
E[SN ]− 1 = m/N(λε)A0(tN)− n/N(λε)A1(tN) + n/N(λε)− A0(tN)
piA0(tN)− (1− pi)A1(tN) + (1− pi)− A0(tN) − 1
=
[(1− pi)− (1−m/N(λε))]A0(tN)− [(1− pi)− n/N(λε)](1− A1(tN))
(pi − 1)[A0(tN)− (1− A1(tN))]
=
o(1)A0(tN)− o(1)(1− A1(tN))
(pi − 1)[A0(tN)− (1− A1(tN))]
=
o(1)[A0(tN)− (1− A1(tN))]
(pi − 1)[A0(tN)− (1− A1(tN))] → 0, for N →∞.
Thus, finally |SN − 1| ≤ |SN − E[SN ]|+ |E[SN ]− 1| p→ 0.
Continuing, let for the following for two random variables index by N XN  YN mean
67
that P(XN ≤ YN)→ 1, as N →∞. Then,
N−γm−1
(
sup
λ˜
Qm,n,α(z(tN), λ˜)−mA0
)
≤
N−γq1−α(λε,m)/m
n
N(λε)
+N−γ
z(tN)
N(λε)
+N−γβα,m
√
m
N(λε)
n
N(λε)
N − z(tN)
N(λε)− 1
z(tN)
m2
−N−γA0(tN)
= N−γ
[
q1−α(λε,m)/m
λε
n
N(λε)
λε +
z(tN)
N(λε)
− A0(tN)
]
+N−γβα,m
√
m
N(λε)
n
N(λε)
N − z(tN)
N(λε)− 1
z(tN)
m2
= N−γ
[
q1−α(λε,m)/m
λε
n
N(λε)
λε +
z(tN)/N(λε)− A0(tN)
pN − A0(tN) [pN − A0(tN)]
]
+
N−γβα,m
√
m
N(λε)
n
N(λε)
N − z(tN)
N(λε)− 1
z(tN)
m2

[q1−α(λε,m)/m
λε
n
N(λε)
(1− ε)λN
λN
− (1− pi)z(tN)/N(λε)− A0(tN)
pN − A0(tN) infM≥N
λ(tM)
λM
]
sup
M≥N
(M−γλM)
+N−γβα,m
√
m
N(λε)
n
N(λε)
N − z(tN)
N(λε)− 1
z(tN)
m2
p→ d1(1− pi) [(1− ε)− d2] ,
where d1 = lim supN→∞N
−γλN ∈ (0,∞), d2 = lim infN→∞ λ(tN )λN ∈ ((1− ε)λN , 1].
68
Similarly,
N−γm−1
(
sup
λ˜
Qm,n,α(z(tN), λ˜)−mA0
)
≥
N−γ
(
q1−α(λε,m)/m
λε
n(λε)
N(λε)
λε +
z(tN)
N(λε)
m(λε)
m
+
βα,m(λε)
m
√
m(λε)
N(λε)
n(λε)
N(λε)
N(λε)− z(tN)
N(λε)− 1
z(tN)
m
− A0
)
= N−γλN
[q1−α(λε,m)/m
λε
n(λε)
N(λε)
λε
λN
+
z(tN)/N(λε)(m(λε)/m)− A0(tN)
pN − A0(tN)
[pN − A0]
λN
]
+N−γ
βα,m(λε)
m
√
m(λε)
N(λε)
n(λε)
N(λε)
N(λε)− z(tN)
N(λε)− 1
z(tN)
m

[q1−α(λε,m)/m
λε
n(λε)
N(λε)
λε
λN
− z(tN)/N(λε)(m(λε)/m)− A0(tN)
pN − A0(tN) (1− pi) supM≥N
λ(tM)
λM
]
inf
M≥N
M−γλM
+N−γ
βα,m(λε)
m
√
m(λε)
N(λε)
n(λε)
N(λε)
N(λε)− z(tN)
N(λε)− 1
z(tN)
m
p→ d3(1− pi) [(1− ε)− d4] ,
where d3 = lim infN→∞N−γλN ∈ (0,∞), d4 = lim infN→∞ λ(tN )λN ∈ ((1 − ε)λN , 1]. The
convergence in probability follows because m(λε)/m  1−λε → 1 and thus using the same
proof as for (55), it holds that
z(tN)/N(λε)(m(λε)/m)− A0(tN)
pN − A0(tN)
p→ 1, for N →∞.
Additionally,
N−γm−1(Q˜(λε)−mA0) ≤ (1− pi)
[
(1− ε)− inf
M≥N
λ(tM)
λM
]
sup
M≥N
(M−γλM)
→ d1(1− pi) [(1− ε)− d2] , for N →∞
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and
N−γm−1(Q˜(λε)−mA0) ≥ (1− pi)
[
(1− ε)− sup
M≥N
λ(tM)
λM
]
inf
M≥N
(M−γλM)
→ d3(1− pi) [(1− ε)− d4] , for N →∞.
Thus taking,
c =
d3(1− pi) [(1− ε)− d4]
d1(1− pi) [(1− ε)− d2]
we obtain (51).
Lemma 7 Let −1 < γ < 0 and ε ∈ (0, 1] arbitrary and define σ2F (tN) = A0(tN)(1 −
A0(tN))/m. If for a sequence (tN)N≥1 and ρ = ρ∗,
lim inf
N→∞
mσF < +∞ (NC’)
then
(I) (19) or (20) is not true,
(II) (Cε) is not true for λ = λˆρ∗adapt.
Proof First note that (NC’) implies
σF = o(N
ζ), (57)
for all ζ ∈ (−1, 0], as in Lemma 5.
(I): With the same arguments as in Lemma 5, (NC’) implies two possible cases
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(1’) lim infN→∞NA0(tN) <∞, lim infN→∞N(1− A1(tN)) <∞
(2’) lim infN→∞N(1− A0(tN)) <∞, lim infN→∞NA1(tN) <∞
and these in turn imply
(1) A0(tN) = o(N
ζ), 1− A1(tN) = o(N ζ)
(2) 1− A0(tN) = o(N ζ), A1(tN) = o(N ζ),
for all ζ ∈ (−1, 0]. But then (1) and (2) imply, λ(tN) = o(N ζ), for all ζ ∈ (−1, 0],
contradicting (19) for ε < 1. For ε = 1 assuming (20b) to be true and following the
exact same subsequence argument for (1’) and (2’) in turn as in Lemma 5 (I) results
in a contradiction and thus (20b) cannot be true.
(II): Let Vm,tN be defined as in Proposition 10. (1), (2) make it clear that in our setting,
(NC’) and (44) are equivalent. Moreover, in the same way as in Lemma 5, for all
δ > 0
P(λ−1N (Fˆm(tN)− A0(tN)) > δ) ≤
λ−2N σ
2
F
δ
 [N
γσF ]
2
δ
→ 0, for N →∞.
Now assume that despite (NC’),
P(Vm,tN > Qm,n,α(z(tN), λ˜) ∀λ˜ ∈ [0, λε])→ 1, for N →∞, (58)
holds true. Then, using Lemma 6 and the arguments in Proposition 10, also
P(Vm,tN > Q˜(λε))→ 1, for N →∞, (59)
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must hold. However, for ε < 1,
P(Vm,tN > Q˜(λε)) = P(Vm,tN −mA0(tN) > mλN [(1− ε)(1− pi)−
λ(tN)
λN
])
= P(λ−1N (Fˆm(tN)− A0(tN)) > [(1− ε)(1− pi)−
λ(tN)
λN
])
and as from (I), λ(tN )
λN
→ 0 and λ−1N (Fˆm(tN) − A0(tN))
p→ 0, this probability will
converge to zero, contradicting (58) for ε ∈ [0, 1). For ε = 1, note that (58) also
implies that
P(Vm,tN > Qm,n,α(z(tN), 0))→ 1, for N →∞. (60)
Now by definition of Qm,n,α(z(tN), 0),
P(Vm,tN > Qm,n,α(z(tN), 0)) ≤ P(Vm,tN −
m
N
z(tN) > 0),
and since Vm,tN = mFˆm(tN) and z(tN) = mFˆm(tN) + nGˆm(tN),
P(Vm,tN > Qm,n,α(z(tN), 0)) ≤ P
( n
N
mFˆm(tN)− m
N
nGˆm(tN) > 0
)
= P(Fˆm(tN)− Gˆm(tN) > 0).
We now can use exactly the same argument as in Lemma 5, (II), to obtain that for a
correctly chosen subsequences,
lim sup
k→∞
P(Fˆm(k)(tN(k))− Gˆn(k)(tN(k)) > 0) < 1,
contradicting (58). Thus finally, (Cε) cannot be true if (NC’) is true.
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Technical tools for Proposition 7: We now introduce two concepts that will help greatly
in the proof of Proposition 7. The first concept is that of “Distributional Witnesses”. We
assume to observe two iid samples of independent random elements X, Y with values in
(X ,A) with respective probability measures P and Q. Similar as in Levin et al. [2019], let
C be the set of all random elements (X˜, Y˜ ) with values in (X 2,A2), and such that X˜ ∼ P
and Y˜ ∼ Q. Following standard convention, we call (X˜, Y˜ ) ∈ C a coupling of P and Q.
Then TV (P,Q) may be characterized as
TV (P,Q) = inf
C
P(X˜ 6= Y˜ ). (61)
This is in turn equivalent to saying that we minimize Π(x 6= y) over all joint distributions
Π on (X 2,A2), that have X#Π = P and Y#Π = Q. Equation (61) allows for an interesting
interpretation, as detailed (for example) in Levin et al. [2019]: The optimal value is attained
for a coupling (X∗, Y ∗) that minimizes the probability of X∗ 6= Y ∗. The probability that
they are different is exactly given by TV (P,Q). It is furthermore not hard to show that
the optimal coupling is given by the following scheme: Let W ∼ Bernoulli(TV (P,Q)) and
denote by f the density of P and g the density of Q, both with respect to some measure on
(X,A), e.g. P +Q. If W = 0, draw a random element Z from a distribution with density
min(f, g)/(1−TV (P,Q)) and set X∗ = Y ∗ = Z. If W = 1, draw X∗ and Y ∗ independently
from (f − g)+/TV (P,Q) and (g − f)+/TV (P,Q) respectively.
Obviously, X∗ and Y ∗ so constructed are dependent and do not directly relate to the ob-
served X, Y , which are assumed to be independent. However it holds true that marginally,
X
D
= X∗ and Y D= Y ∗. In particular, given that W = 1, it holds that X D= X∗ = Y ∗ D= Y ,
or X|{W = 1} D= Y |{W = 1}. On the other hand, for W = 0, the support of X and Y is
disjoint. This suggests that the distribution of X and Y might be split into a part that is
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common to both and a part that is unique. Indeed, the probability measures P and Q can
be decomposed in terms of three probability measures HP , HQ, HP,Q such that
P = λHP + (1− λ)HP,Q and Q = λHQ + (1− λ)HP,Q, (62)
where the mixing weight is λ = TV (P,Q).
Viewed through the lens of random elements, these decompositions allow us to view the
generating mechanism of sampling from P and Q respectively as equivalent to sampling
from the mixture distributions in (62). Indeed we associate to X (equivalently for Y )
the latent binary indicator W P , which takes value 1 if the component specific to P , HP , is
”selected” and zero otherwise. As before, it holds by construction P(W P = 1) = TV (P,Q).
Intuitively an observation X with W P = 1 reveals the distribution difference of P with
respect to Q. This fact leads to the following definition:
Definition 4 (Distributional Witness) An observation X from P with latent realiza-
tion W P = 1 in the representation of P given by (62) is called a distributional witness of
the distribution P with respect to Q. We denote by DWm(P ;Q) The number of witness
observations of P with respect to Q out of m independent observations from P .
The second concept is that of a bounding operation: Let Λ¯P ∈ N, Λ¯Q ∈ N be numbers
overestimating the true number of distributional witnesses from m iid samples from P and
n iid samples from Q, i.e.
Λ¯P ≥ ΛP := DWm(P ;Q), Λ¯Q ≥ ΛQ := DWn(Q;P ). (63)
Thus, it could be that Λ¯P , Λ¯Q denote the true number of witnesses, but more generally,
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they need to be larger or equal. If Λ¯P > ΛP or Λ¯Q > ΛQ, a precleaning is performed:
We randomly choose a set of Λ¯P − ΛP non-witnesses from the sample of F and Λ¯Q − ΛQ
non-witnesses from the sample of G and mark them as witnesses. Thus we artificially
increase the number of witnesses left and right to Λ¯P , Λ¯Q. Given this sample of witnesses
and non-witnesses and starting simultaneously from the first and last order statistics Z(1)
and Z(N), for i ∈ {1, . . . , N} in the combined sample, we do:
(1) If i < Λ¯P and Z(i) is not a witness from F , replace it by a witness from F , randomly
chosen out of all the remaining F -witnesses in {Z(i+1), . . . Z(N)}. Similarly, if i < Λ¯Q
and Z(N−i+1) is not a witness from G, replace it by a witness from G, randomly chosen
out of all the remaining G-witnesses in {Z(1), . . . Z(N−i)}.
(2) Set i = i+ 1.
We then repeat (1) and (2) until i = max{Λ¯P , Λ¯Q}.
This operation is quite intuitive: we move from the left to the right and exchange
points that are not witnesses from F (i.e. either non-witnesses or witnesses from G), with
witnesses from F that are further to the right. This we do, until all the witnesses from
F are aligned in the first Λ¯P positions. We also do the same for the witnesses of G in
the other direction of the order statistics. Implementing the same counting process that
produced Vm,z in the original sample leads to a new counting process z 7→ V¯m,z. Lemma
8 collects some properties of this process, which is now much more well-behaved than the
original Vm,z.
Lemma 8 V¯m,z obtained from the bounding operation above has the following properties:
(i) P
(∀z ∈ Jm,n : V¯m,z ≥ Vm,z) = 1, i.e. it stochastically dominates Vm,z.
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(ii) It increases linearly with slope 1 for the first Λ¯P observations and stays constant for
the last Λ¯Q observations.
(iii) If Λ¯P < m and Λ¯Q < n and for z ∈ {Λ¯P + 1, . . . , N − Λ¯Q− 1}, it factors into Λ¯P and
a process V˜m−Λ¯P ,z−Λ¯P , with
V˜m−Λ¯P ,z−Λ¯P ∼ Hypergeometric
(
z − Λ¯P ,m+ n− Λ¯P − Λ¯Q,m− Λ¯P
)
. (64)
Proof (i) follows, as V¯m,z only counts observations from F and these counts can only
increase when moving the witnesses to the left. (ii) follows directly from the bounding
operation, through (63).
(iii) According to our assumptions, we deal with the order statistics of two independent
iid samples (X1,W
X
1 ), . . . (Xm,W
X
m ) and (Y1,W
Y
1 ), . . . (Yn,W
Y
n ), with X|WX = 1 being
equal in distribution to Y |W Y = 1. We consider their order statistics (Z(1),WZ1 ), . . . (Z(N),WZN ).
In the precleaning step, we randomly choose Λ¯P−ΛP i such thatW Pi = 0 and Λ¯Q−ΛQ j such
that W Pj = 0 and flip their values such that W
P
i = 1 and W
Y
j = 1. Let I(Λ¯P , Λ¯Q) denote
the index set {i : W Pi = 1 or W Yi = 1} and let Ic := I(Λ¯P , Λ¯Q)c = {1, . . . , N} \I(Λ¯P , Λ¯Q).
“Deleting” all observations, we remain with the order statistics (Z(i))i∈Ic . By construction,
up to renaming the indices, we obtain an order statistics Z(1), . . . , Z(N−Λ¯P−Λ¯Q) drawn from
the common distribution HP,Q. Therefore the counting process VI,z = (m− Λ¯P )Fˆ (Z(z)) is
a hypergeometric process.
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