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Abstract
Consider a Lipschitz domain Ω and a measurable function µ supported in Ω with ‖µ‖L∞ <
1. Then the derivatives of a quasiconformal solution of the Beltrami equation ∂f = µ∂f
inherit the Sobolev regularity Wn,p(Ω) of the Beltrami coefficient µ as long as Ω is regular
enough. The condition obtained is that the outward unit normal vector N of the boundary of
the domain is in the trace space, that is, N ∈ Bn−1/pp,p (∂Ω).
1 Introduction
Let µ ∈ L∞ supported in a certain ball B ⊂ C with ‖µ‖L∞ < 1 and consider K := 1+‖µ‖L∞1−‖µ‖L∞ . We
say that f is a K-quasiregular solution to the Beltrami equation
∂f = µ∂f (1.1)
with Beltrami coefficient µ if f ∈W 1,2loc , that is, if f and ∇f are square integrable functions in any
compact subset of C, and ∂f(z) = µ(z)∂f(z) for almost every z ∈ C. Such a function f is said
to be a K-quasiconformal mapping if it is a homeomorphism of the complex plane. If, moreover,
f(z) = z +O( 1z ) as z →∞, then we say that f is the principal solution to (1.1).
Given a compactly supported Beltrami coefficient µ, the existence and uniqueness of the prin-
cipal solution is granted by the measurable Riemann mapping Theorem (see [AIM09, Theorem
5.1.2], for instance). A natural question is to what spaces f belongs. The goal of this paper is to
prove the following theorem.
Theorem 1.1. Let n ∈ N, let Ω be a bounded Lipschitz domain with outward unit normal vector
N in B
n−1/p
p,p (∂Ω) for some 2 < p < ∞ and let µ ∈ Wn,p(Ω) with ‖µ‖L∞ < 1 and supp(µ) ⊂ Ω.
Then, the principal solution f to (1.1) is in the Sobolev space Wn+1,p(Ω).
The principal solution can be given by means of the Cauchy and the Beurling transforms. For
g ∈ C∞c its Cauchy transform is defined as
Cg(z) := 1
pi
ˆ
g(w)
z − wdm(w) for all z ∈ C,
and its Beurling transform, as
Bg(z) := lim
ε→0
−1
pi
ˆ
|w−z|>ε
g(w)
(z − w)2 dm(w) for almost every z ∈ C.
∗MP (Departament de Matema`tiques, Universitat Auto`noma de Barcelona, Catalonia): mprats@mat.uab.cat.
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The Beurling transform is a bounded operator in Lp for 1 < p <∞ and for g ∈ W 1,p(C) we have
that B(∂g) = ∂g. Given a ball B, the Cauchy transform sends functions in Lp(B) and vanishing in
the complement of B to W 1,p(C) when 2 < p <∞. Furthermore, the operator I −µB is invertible
in L2 and, if we call
h := (I − µB)−1µ,
then
f(z) = Ch(z) + z
is the principal solution of (1.1) with ∂f = h and ∂f = Bh+ 1.
The key point to prove Theorem 1.1 is inverting the operator (I − µB) in a suitable space.
Astala showed in [Ast94] that h ∈ Lp for 1 + k < p < 1 + 1/k (in fact, since h is also compactly
supported, one can say the same for every 1 ≤ p ≤ 1+k even though (I−µB) may not be invertible
in Lp for that values of p, as shown by Astala, Iwaniec and Saksman in [AIS01]). Clop et al. in
[CFM+09] and Cruz, Mateu and Orobitg in [CMO13] proved that if µ belongs to the Sobolev space
W s,p(C) (in the Bessel potential sense when s /∈ N) with sp > 2 then also h ∈ W s,p(C). One also
finds some results in the same spirit for the critical case sp = 2 and the subcritical case sp < 2 in
[CFM+09] and [CFR10], but here the space to which h belongs is slightly worse than the space to
which µ belongs, that is, either some integrability or some smoothness is lost.
When it comes to dealing with a Lipschitz domain Ω with supp(µ) ⊂ Ω, Mateu, Orobitg and
Verdera showed in [MOV09] that, if the parameterizations of the boundary of Ω are in C1,ε with
0 < ε < 1, then for every 0 < σ < ε one has that
µ ∈ C0,ε(Ω) =⇒ h ∈ C0,σ(Ω). (1.2)
Furthermore, the principal solution to (1.1) is bilipschitz in that case. The authors allow Ω to be a
finite union of disjoint domains with boundaries overlapping in sets of positive length. In [CF12],
Giovanna Citti and Fausto Ferrari proved that, if one does not allow any overlapping at all, then
(1.2) holds for σ = ε. In [CMO13] the authors study also the Sobolev spaces to conclude that for
the same kind of domains, when 0 < σ < ε < 1 and 1 < p <∞ with σp > 2 one has that
µ ∈Wσ,p(Ω) =⇒ h ∈Wσ,p(Ω). (1.3)
A key point is proving the boundedness of the Beurling transform in Wσ,p(Ω). To do so, the
authors note that BχΩ ∈ Wσ,p(Ω) by means of some results from [MOV09] and then they prove
a T (1) theorem that grants the boundedness of B in Wσ,p(Ω) if BχΩ ∈ Wσ,p(Ω). The other key
point is the invertibility of I − µB in Wσ,p(Ω), which is shown using Fredholm theory.
Cruz and Tolsa proved in [CT12] that for 0 < s ≤ 1, 1 < p < ∞ with sp > 1, if the outward
unit normal vector N is in the Besov space B
s−1/p
p,p (∂Ω) then BχΩ ∈ W s,p(Ω). This condition is
necessary for Lipschitz domains with small Lipschitz constant (see [Tol13]). Moreover, the fact
that N ∈ Bs−1/pp,p (∂Ω) implies the parameterizations of the boundary of Ω to be in Bs+1−1/pp,p and,
for sp > 2, the parameterizations are in C1+s−2/p by a well-known embedding theorem. In that
situation, one can use the T (1) result in [CMO13] to deduce the boundedness of the Beurling
transform in W s,p(Ω). However, their result on quasiconformal mappings only allows to infer that
for every 2/p < σ < s− 2/p we have that (1.3) holds.
Note that Theorem 1.1 only deals with the natural values of s, but the restrictions σ < s− 2/p
and s < 1 are eliminated. For n = 1 the author expects this to be a sharp result in view of [Tol13].
In [Pra15] the author proved that the Beurling transform is bounded in Wn,p(Ω), reaching the
following result:
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Theorem 1.2. Consider p > 2, and n ∈ N and let Ω be a bounded Lipschitz domain with N ∈
B
n−1/p
p,p (∂Ω). Then, for every f ∈Wn,p(Ω) we have that
‖B(χΩf)‖Wn,p(Ω) ≤ C‖N‖Bn−1/pp,p (∂Ω)‖f‖Wn,p(Ω),
where C depends on p, n, diam(Ω) and the Lipschitz character of the domain.
In this paper we will face the invertibility of (I − µB)(χΩ·) in Wn,p(Ω). We will follow the
scheme that Iwaniec used in [Iwa92] to show that I − µB is invertible in every Lp for 1 < p < ∞
when µ ∈ VMO. That is, we will reduce the proof to the compactness of certain commutators. In
our context, however, as it also happens in [CMO13], we will have to deal with the compactness
of the operator χΩB (χΩcB (χΩ·)) as well. Their approach was based on a result in [MOV09] that
could be useful for the case Wσ,p(Ω) with σ < n− 2/p but it is not sufficiently strong to deal with
the endpoint case Wn,p(Ω), so we present here a new approach which entangles some interesting
nuances (see Section 3.3).
Let us stress a crucial step in Iwaniec’s scheme. We need to bound not only the Beurling
transform but its iterates Bm or, more precisely, we need the norm of µmBm(χΩ·) : Wn,p(Ω) →
Wn,p(Ω) to be small for m big enough. Thus, Theorem 1.2 above is too naive, and we need a
quantitative version. The reader may expect to find a bound with a polynomial behavior with
respect to m, but the fact is that the author has not been able to get such an estimate. Instead, we
will use an upper bound for the norm with exponential growth on m but the base will be chosen
as close to 1 as desired, as shown in [Pra15, Theorem 3.15]. This will suffice to prove Theorem 1.1.
The plan of the paper is the following. In Section 2 some preliminary assumptions are stated.
Subsection 2.1 explains the notation to be used and recalls some well-known facts. In Subsection
2.2 one recalls some tools to be used in the proof of the main result. In Subsection 2.3 the definition
of the Besov spaces Bsp,p is given along with some well-known facts. Subsection 2.4 is about some
operators related to the Beurling transform, providing a standard notation for the whole article,
and recalling the precise results from [Pra15] to be used.
Section 3 gives the proof of Theorem 1.1. In Subsection 3.1 one finds the outline of the proof via
Fredholm Theory, reducing it to the compactness of a commutator which is proven in Subsection 3.2
and the compactness of χΩB (χΩcBm (χΩ·)) which is studied in Subsection 3.4. Finally, Subsection
3.3 is devoted to establishing a generalization of the results in [MOV09] to be used in the last
subsection.
2 Preliminaries
2.1 Some notation and well-known facts
On inequalities: When comparing two quantities x1 and x2 that depend on some parameters
p1, . . . , pj we will write
x1 ≤ Cpi1 ,...,pij x2
if the constant Cpi1 ,...,pij depends on pi1 , . . . , pij . We will also write x1 .pi1 ,...,pij x2 for short, or
simply x1 . x2 if the dependence is clear from the context or if the constants are universal. We
may omit some of these variables for the sake of simplicity. The notation x1 ≈pi1 ,...,pij x2 will
mean that x1 .pi1 ,...,pij x2 and x2 .pi1 ,...,pij x1.
On polynomials: We write Pn(Rd) for the vector space of real polynomials of degree smaller
or equal than n with d real variables. If it is clear from the context we will just write Pn.
On sets: Given two sets A and B, we define their long distance as
D(A,B) := diam(A) + diam(B) + dist(A,B).
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Given x ∈ Rd and r > 0, we write B(x, r) or Br(x) for the open ball centered at x with radius
r and Q(x, r) for the open cube centered at x with sides parallel to the axis and side-length 2r.
Given any cube Q, we write `(Q) for its side-length, and rQ will stand for the cube with the same
center but enlarged by a factor r. We will use the same notation for balls and one dimensional
cubes, that is, intervals.
We call domain an open and connected subset of Rd.
Definition 2.1. Given n ≥ 1, we say that Ω ⊂ C is a (δ,R)−Cn−1,1 domain if given any z ∈ ∂Ω,
there exists a function Az ∈ Cn−1,1(R) supported in [−4R, 4R] such that∥∥∥A(j)z ∥∥∥
L∞
≤ δ
Rj−1
for every 0 ≤ j ≤ n,
and, possibly after a translation that sends z to the origin and a rotation that brings the tangent
at z to the real line, we have that
Ω ∩Q(0, R) = {x+ i y : y > Az(x)}.
In case n = 1 the assumption of the tangent is removed (we say that Ω is a (δ,R)-Lipschitz domain).
On measure theory: We denote the d-dimensional Lebesgue measure in Rd by m. At some
point we use m also to denote a natural number. We will write dz for the form dx + i dy and
analogously dz = dx− i dy, where z = x+ i y. Thus, when integrating a function with respect to
the Lebesgue measure of a variable z we will always use dm(z) to avoid confusion, or simply dm.
On indices: In this text N0 stands for the natural numbers including 0. Otherwise we will
write N. We will make wide use of the multiindex notation for exponents and derivatives. For
α ∈ Zd its modulus is |α| = ∑di=1 |αi| and its factorial is α! = ∏di=1 αi!. Given two multiindices
α, γ ∈ Zd we write α ≤ γ if αi ≤ γi for every i. We say α < γ if, in addition, α 6= γ. Furthermore,
we write (
α
γ
)
:=
d∏
i=1
(
αi
γi
)
=
{∏d
i=1
αi!
γi!(αi−γi)! if α ∈ Nd0 and ~0 ≤ γ ≤ α,
0 otherwise.
For x ∈ Rd and α ∈ Zd we write xα := ∏xαii . Given any φ ∈ C∞c (infintitely many times
differentiable with compact support in Rd) and α ∈ Nd0 we write Dαφ = ∂
|α|∏
∂
αi
xi
φ.
At some point we will use also use roman letter for multiindices, and then, to avoid confusion,
we will use the vector notation ~i,~j, . . .
On complex notation For z = x + i y ∈ C we write Re (z) := x and Im(z) := y. Note that
the symbol i will be used also widely as a index for summations without risk of confusion. The
multiindex notation will change slightly: for z ∈ C and α ∈ Z2 we write zα := zα1zα2 .
We also adopt the traditional Wirtinger notation for derivatives, that is, given any φ ∈ C∞c (C),
then
∂φ(z) :=
∂φ
∂z
(z) =
1
2
(∂xφ− i ∂yφ)(z),
and
∂φ(z) :=
∂φ
∂z
(z) =
1
2
(∂xφ+ i ∂yφ)(z).
Thus, given any φ ∈ C∞c (C) and α ∈ N20, we write Dαφ = ∂α1∂
α2
φ.
On Sobolev spaces: For any open set U , every distribution f ∈ D′(U) and α ∈ Nd0, the
distributional derivative DαUf is the distribution defined by
〈DαUf, φ〉 := (−1)|α|〈f,Dαφ〉 for every φ ∈ C∞c (U).
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Abusing notation we will write Dα instead of DαU if it is clear from the context. If the distribution
is regular, that is, if it coincides with an L1loc function acting on D(U), then we say that DαUf is a
weak derivative of f in U . We write |∇nf | = ∑|α|=n |Dαf |.
Given numbers n ∈ N, 1 ≤ p ≤ ∞ an open set U ⊂ Rd and an L1loc(U) function f , we say
that f is in the Sobolev space Wn,p(U) of smoothness n and order of integrability p if f has weak
derivatives DαUf ∈ Lp for every α ∈ Nd0 with |α| ≤ n. When Ω is a Lipschitz domain, we will use
the norm
‖f‖Wn,p(Ω) = ‖f‖Lp(Ω) + ‖∇nf‖Lp(Ω),
which has other equivalent expressions such as
‖f‖Wn,p(Ω) ≈ ‖f‖Lp(Ω) +
∑
|α|≤n
‖Dαf‖Lp(Ω) ≈ ‖f‖Lp(Ω) +
d∑
j=1
∥∥∂nj f∥∥Lp(Ω) (2.1)
(see [Tri78, Theorem 4.2.4]) or, if Ω is an extension domain,
‖f‖Wn,p(Ω) ≈ inf
F :F |Ω≡f
‖F‖Wn,p(Rd).
From [Jon81], we know that uniform domains (and in particular, Lipschitz domains) are Sobolev
extension domains for any indices n ∈ N and 1 ≤ p ≤ ∞.
On Whitney coverings: Given a domain Ω, we say that a collection of open dyadic cubes
W is a Whitney covering of Ω if they are disjoint, the union of the cubes and their boundaries is
Ω, there exists a constant CW such that
CW`(Q) ≤ dist(Q, ∂Ω) ≤ 4CW`(Q),
two neighbor cubes Q and R (i.e., Q∩R 6= ∅) satisfy `(Q) ≤ 2`(R), and the family {20Q}Q∈W has
finite overlapping. The existence of such a covering is granted for any open set different from Rd
and in particular for any domain as long as CW is big enough (see [Ste70, Chapter 1] for instance).
On the Leibniz rule: Given a domain Ω ⊂ Rd, a function f ∈ Wn,p(Ω) and a multiindex
α ∈ Nd0 with |α| ≤ n, if φ ∈ C∞c (Ω), then φ · f ∈Wn,p(Ω) and
Dα(φ · f) =
∑
γ≤α
(
α
γ
)
DγφDα−γf (2.2)
(see [Eva98, Section 5.2.3]).
On Green’s formula: The Green Theorem can be written in terms of complex derivatives
(see [AIM09, Theorem 2.9.1]). Let Ω be a bounded Lipschitz domain. If f, g ∈ W 1,1(Ω) ∩ C(Ω),
then ˆ
Ω
(
∂f + ∂g
)
dm =
i
2
(ˆ
∂Ω
f(z) dz −
ˆ
∂Ω
g(z) dz
)
. (2.3)
On the Sobolev Embedding Theorem: We state a reduced version of the Sobolev Em-
bedding Theorem for Lipschitz domains (see [AF03, Theorem 4.12, Part II]). For each Lipschitz
domain Ω ⊂ Rd and every p > d, there is a continuous embedding of the Sobolev space W 1,p(Ω)
into the Ho¨lder space C0,1−
d
p (Ω). That is, writing
‖f‖C0,s(Ω) = ‖f‖L∞(Ω) + sup
x,y∈Ω
x 6=y
|f(x)− f(y)|
|x− y|s for 0 < s ≤ 1,
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we have that for every f ∈W 1,p(Ω),
‖f‖L∞(Ω) ≤ ‖f‖C0,1− dp (Ω) ≤ CΩ‖f‖W 1,p(Ω). (2.4)
On inequalities: We will use Young’s inequality. It states that for measurable functions f
and g, we have that
‖f ∗ g‖Lq ≤ ‖f‖Lr‖g‖Lp (2.5)
for 1 ≤ p, q, r ≤ ∞ with 1q = 1p + 1r − 1 (see [Ste70, Appendix A2]).
2.2 On chains and approximating polynomials
In the proof of Lemmas 3.1 and 3.2 we will use some techniques from [PT15, Sections 3 and 4].
We sum up some results here and refer the reader to that paper for the details. First we need the
concept of ‘chain of cubes’, which can be seen as some kind of hyperbolic path between the centers
of those cubes. Along this section and the following one, we consider Rd as the ambient space, the
necessary modifications to Definition 2.1 are left to the reader.
Figure 2.1: A Whitney decomposition of a Lipschitz domain with an admissible chain. In green,
the prolongations to Q0 (see Remark 2.2).
Remark 2.2 (see [PT15]). Consider a Lipschitz domain Ω ⊂ Rd, a Whitney covering W, and a
fixed Whitney cube Q0 ∈ W with size comparable to the diameter of Ω. For every pair of Whitney
cubes Q and S there exists an admissible chain [Q,S] ∈ ⋃∞M=1WM , that is, satisfying the following
properties:
1. The chain [Q,S] = (Q1, . . . , QM ) satisfies that Q1 = Q, QM = S and for any 1 ≤ j < M ,
the cubes Qj and its next cube in the chain [Q,S], N (Qj) := Qj+1 are neighbors. Abusing
the notation, we also write [Q,S] for the set {Q1, . . . , QM}.
2. The length of the chain `([Q,S]) :=
∑M
j=1 `(Qj) satisfies that `([Q,S]) ≈ D(Q,S), with
constants depending only on d and the Lipschitz character of Ω.
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3. If M > 1, there exist two neighbor cubes QS , SQ ∈ [Q,S] such that the subchains [Q,QS ]
and [SQ, S] are disjoint, the union [Q,QS ] ∪ [SQ, S] = [Q,S] and there are two admissible
chains [Q,Q0] and [Q0, S] such that the subchains [Q,QS ] ⊂ [Q,Q0] and [SQ, S] ⊂ [Q0, S].
In other words, [Q,QS ] is the “ascending” subchain and [SQ, S] is the “descending” subchain
(see Figure 2.1).
4. For P ∈ [Q,QS ], L ∈ [SQ, S] we have that
D(P, S) ≈ D(Q,S) ≈ D(Q,L). (2.6)
Moreover
D(P,Q) ≈ `(P ) and D(L, S) ≈ `(L). (2.7)
In particular,
`(QS) ≈ `(SQ) ≈ D(Q,S) ≈ D(Q,QS) ≈ D(QS , S).
All the constants depend only on d and the Lipschitz character of Ω.
Definition 2.3. If Q,S ∈ [P,Q0] for some Whitney cube P and N j(Q) = S for a certain j ∈ N0,
then we say that Q ≤ S.
We define the shadow of Q as SHρ(Q) := {S : D(S,Q) ≤ ρQ}, and its “realization” is the
region Shρ(Q) :=
⋃
S∈SHρ(Q) S. For ρ0 big enough, we have that every Whitney cube Q satisfies
that
{S : S ≤ Q} ⊂ SHρ0(Q).
We will then write Sh(Q) := Shρ0(Q) (see Figure 2.2).
Figure 2.2: A Whitney decomposition of a Lipschitz domain with the shadows of three different
cubes (see Definition 2.3).
Let us recall the definition of the non-centered Hardy-Littlewood maximal operator. Given
f ∈ L1loc(Rd) and x ∈ Rd, we define Mf(x) as the supremum of the mean of f in cubes containing
x, that is,
Mf(x) = sup
Q3x
1
|Q|
ˆ
Q
f(y) dy.
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It is a well known fact that this operator is bounded on Lp for 1 < p <∞. We are interested also
in the properties of the maximal function exposed in [PT15].
Lemma 2.4. Assume that g ∈ L1loc(Rd) and r > 0. For every Q ∈ W, we have
1) If η > 0, ∑
S:D(Q,S)>r
´
S
g(x) dx
D(Q,S)d+η
. infy∈QMg(y)
rη
. (2.8)
2) If η > 0, ∑
S:D(Q,S)<r
´
S
g(x) dx
D(Q,S)d−η
. inf
y∈Q
Mg(y) rη. (2.9)
3) In particular, ∑
S:S<Q
ˆ
S
g(x) dx . inf
y∈Q
Mg(y) `(Q)d.
We will also use some approximating polynomials of a Sobolev function f around 3Q. Namely,
given a function f ∈ Wn,p(Q), we define PnQf as the unique polynomial such that for every
multiindex α with |α| ≤ n, we have thatˆ
Q
Dαf dm =
ˆ
Q
DαPnQf dm.
These polynomials have the following properties:
1. Let zQ be the center of Q. If we consider the Taylor expansion of P
n−1
3Q f at zQ,
Pn−13Q f(z) =
∑
|γ|<n
mQ,γ(z − zQ)γ , (2.10)
then the coefficients mQ,γ are bounded by
|mQ,γ | .d,n ‖f‖Wn−1,∞(3Q)(1 + `(Q)n−1). (2.11)
2. Let us assume that, in addition, the function f is in the Sobolev space Wn,p(3Q) for a
certain 1 ≤ p ≤ ∞. Given 0 ≤ j ≤ n, if we have a smooth function ϕ ∈ C∞(3Q) satisfying∥∥∇iϕ∥∥
L∞(3Q) .
1
`(Q)j for 0 ≤ i ≤ j, then we have the Poincare´ inequality∥∥∥∇j ((f −Pn−13Q f)ϕ)∥∥∥
Lp(3Q)
≤ C`(Q)n−j‖∇nf‖Lp(3Q). (2.12)
3. Given a domain with a Whitney covering W, two Whitney cubes Q,S ∈ W, an admissible
chain [S,Q] as in Remark 2.2, and f ∈Wn,p(Ω), we have that∥∥∥f −Pn−13Q f∥∥∥
L1(S)
.d,n
∑
P∈[S,Q]
`(S)dD(P, S)n−1
`(P )d−1
‖∇nf‖L1(5P ). (2.13)
Lemma 2.5. Consider a Lipschitz domain Ω ⊂ Rd with Whitney covering W, two functions
f ∈ Lp(Ω) and g ∈ Lp′(Ω) and ρ ≥ 1. Then
Aρ(f, g) :=
∑
Q,S∈W
∑
P∈[S,Q]
`(S)dD(P, S)ρ−1‖f‖L1(20P )‖g‖L1(20Q)
`(P )d−1D(Q,S)ρ+d
. ‖f‖Lp(Ω)‖g‖Lp′ (Ω).
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Proof. Using that P ∈ [S,Q] implies D(P, S) . D(Q,S) (see Remark 2.2), we get
Aρ(f, g) .
 ∑
Q,S∈W
∑
P∈[S,SQ]
+
∑
Q,S∈W
∑
P∈[QS ,Q]
 `(S)d‖f‖L1(20P )‖g‖L1(20Q)
`(P )d−1D(Q,S)d+1
= A(1)(f, g) +A(2)(f, g).
We consider first the term A(1)(f, g) where the sum is taken with respect to cubes P ∈ [S, SQ]
and, thus, by (2.6) the long distance D(Q,S) ≈ D(P,Q). Moreover, we have S ∈ SH(P ) by
Definition 2.3. Thus, rearranging the sum,
A(1)(f, g) .
∑
P∈W
‖f‖L1(20P )
`(P )d−1
∑
Q∈W
‖g‖L1(20Q)
D(Q,P )d+1
∑
S∈SH(P )
`(S)d.
By Definition 2.3 again ∑
S∈SH(P )
`(S)d ≈ `(P )d
and, by (2.8) and the finite overlapping of the cubes {20Q}Q∈W , we get
∑
Q∈W
‖g‖L1(20Q)
D(Q,P )d+1
. infx∈20P Mg(x)
`(P )
.
Next we perform a similar argument with A(2)(f, g). Note that when P ∈ [QS , Q], we have
D(Q,S) ≈ D(P, S) and Q ∈ SH(P ), leading to
A(2)(f, g) .
∑
P∈W
‖f‖L1(20P )
`(P )d−1
∑
Q∈SH(P )
‖g‖L1(20Q)
∑
S∈W
`(S)d
D(P, S)d+1
.
By (2.9) we get ∑
Q∈SH(P )
‖g‖L1(20Q) . infx∈20PMg(x) `(P )
d
and, applying (2.8) to the characteristic function of the domain,
∑
S∈W
`(S)d
D(P, S)d+1
≈ 1
`(P )
.
Thus,
Aρ(f, g) .
∑
P∈W
‖f‖L1(20P )
`(P )d−1
inf20P Mg
`(P )
`(P )d .
∑
P∈W
‖f ·Mg‖L1(20P ).
By Ho¨lder inequality and the boundedness of the Hardy-Littlewood maximal operator in Lp
′
,
Aρ(f, g) .
(∑
P∈W
‖f‖pLp(20P )
)1/p(∑
P
‖Mg‖p′
Lp′ (20P )
)1/p′
. ‖f‖Lp(Ω)‖g‖Lp′ (Ω).
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2.3 Function spaces
Next we recall some definitions and results on the function spaces that we will use. For a complete
treatment we refer the reader to [Tri83] and [RS96].
Definition 2.6. Let {ψj}∞j=0 ⊂ C∞c (Rd) be a family of radial functions such that{
suppψ0 ⊂ D(0, 2),
suppψj ⊂ D(0, 2j+1) \ D(0, 2j−1) if j ≥ 1,
for all multiindex α ∈ Nd there exists a constant cα such that
‖Dαψj‖∞ ≤
cα
2j|α|
for every j ≥ 0
and ∞∑
j=0
ψj(x) = 1 for every x ∈ Rd.
Definition 2.7. Given any Schwartz function ψ ∈ S(Rd) its Fourier transform is
Fψ(ζ) =
ˆ
Rd
e−2piix·ζψ(x)dm(x).
This notion extends to the tempered distributions S(Rd)′ by duality.
Let s ∈ R, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞. Then we define the non-homogeneous Besov space Bsp,q(Rd)
as the set of tempered distributions f ∈ S ′(Rd) such that
‖f‖Bsp,q =
∥∥{2sj∥∥F−1ψjFf∥∥Lp}∥∥lq <∞.
These norms are equivalent for different choices of {ψj}.
Consider the boundary of a Lipschitz domain Ω ⊂ C. When it comes to the Besov space
Bsp,q(∂Ω) we can just define it using the arc parameter of the curve, z : I → ∂Ω with |z′(t)| = 1 for
all t. We also use an auxiliary bump function ϕΩ : R → R such that ϕΩ|2I ≡ 1 and ϕΩ|(4I)c ≡ 0.
Then, if 1 ≤ p, q <∞, we define naturally the homogeneous Besov norm on the boundary of Ω as
‖f‖Bsp,q(∂Ω) := ‖(f ◦ z)ϕΩ‖Bsp,q(R).
Note that if the domain is bounded, then I is a finite interval with length equal to the length of
the boundary of Ω and we need to extend z periodically to R in order to have a sensible definition
above. For more information on these norms, we refer the reader to [Pra15, Section 2.3].
Theorem 2.8. Let n ∈ N and 1 < p < ∞ with np > d. If Ω ⊂ Rd is an extension domain, then
for every pair f, g ∈Wn,p(Ω) we have that
‖f g‖Wn,p(Ω) ≤ Cd,n,p,Ω‖f‖Wn,p(Ω)‖g‖Wn,p(Ω).
Moreover, if Ω is a Lipschitz domain and p > d, then for m ≥ n we have that
‖fm‖Wn,p(Ω) ≤ Cd,n,p,Ωmn ‖f‖m−nL∞(Ω)‖f‖nWn,p(Ω).
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Proof. We have that Wn,p(Rd) is a multiplicative algebra (see [RS96, Section 4.6.4]), that is, if
f, g ∈Wn,p(Rd), then
‖f g‖Wn,p ≤ Cd,n,p‖f‖Wn,p‖g‖Wn,p .
Since Ω is an extension domain, we have a bounded operator E : Wn,p(Ω)→Wn,p(Rd) such that
(Ef)|Ω = f |Ω for every f ∈Wn,p(Ω). The first property is a consequence of this fact.
To prove the second property, first assume that f ∈ C∞(Ω). By (2.1) we only need to prove that
‖∂nk (fm)‖Lp(Ω) ≤ Cd,n,p,Ωmn
(
‖f‖m−nL∞(Ω)‖f‖nWn,p(Ω)
)
for 1 ≤ k ≤ d. Without loss of generality, we
will assume k = 1. By the Leibniz’ rule, it is an exercise to check that
∂n1 (f
m) = fm−n
∑
~j∈Nn0
ji≥ji+1 for 1≤i<n
|~j|=n
c~j,m
n∏
i=1
∂ji1 f, (2.14)
with c~j,m > 0 and
∑
~j c~j,m = m
n. Consider ~j = (n, 0, · · · , 0). Then, by (2.4), that is, the Sobolev
embedding Theorem, we get∥∥∥∥∥
n∏
i=1
∂ji1 f
∥∥∥∥∥
Lp(Ω)
=
∥∥∂n1 f fn−1∥∥Lp(Ω) ≤ ‖∂n1 f‖Lp(Ω)‖f‖n−1L∞(Ω) .Ω,p ‖f‖nWn,p(Ω). (2.15)
For ~j 6= (n, 0, · · · , 0), the indices ji < n for 1 ≤ i ≤ n and we use (2.4) again to state that∥∥∥∥∥
n∏
i=1
∂ji1 f
∥∥∥∥∥
Lp(Ω)
≤
n∏
i=1
∥∥∥∂ji1 f∥∥∥
L∞(Ω)
|Ω| 1p .Ω,n,p
n∏
i=1
∥∥∥∂ji1 f∥∥∥
W 1,p(Ω)
≤ ‖f‖nWn,p(Ω). (2.16)
By (2.14), (2.15), (2.16) and the triangle inequality, we get that
‖∂n1 (fm)‖Lp(Ω) ≤
∥∥fm−n∥∥
L∞(Ω)
∑
~j∈Nn0
ji≥ji+1 for 1≤i<n
|~j|=n
c~j,m
∥∥∥∥∥
n∏
i=1
∂ji1 f
∥∥∥∥∥
Lp(Ω)
. mn‖f‖m−nL∞(Ω)‖f‖nWn,p(Ω).
By an approximation procedure this property applies to every f ∈Wn,p(Ω).
2.4 A family of convolution operators in the plane
Definition 2.9. Consider a function K ∈ L1loc(C \ {0}). For any f ∈ L1loc we define
TKf(z) = lim
ε→0
ˆ
C\Bε(z)
K(z − w)f(w) dm(w)
as long as the limit exists, for instance, when K is bounded away from 0, f ∈ L1 and z /∈ supp(f)
or when f = χU for an open set U with z ∈ U ,
´
Bε(0)\Bε′ (0)K dm = 0 for every  > ε
′ > 0 and K
is integrable at infinity. We say that K is the kernel of TK .
For any multiindex γ ∈ Z2, we will consider Kγ(z) = zγ = zγ1zγ2 and then we abbreviate
T γf := TK
γ
f , that is,
T γf(z) = lim
ε→0
ˆ
C\Bε(z)
(z − w)γf(w) dm(w)
as long as the limit exists.
For any operator T and any domain Ω, we can consider TΩf = χΩ T (χΩ f).
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Example 2.10. As the reader may have observed, the Beurling and the Cauchy transforms are in
the above family of operators. Namely, when K(z) = z−2, that is, for γ = (−2, 0), then −1pi T γ is
the Beurling transform. The operator 1piT
(−1,0) coincides with the Cauchy transform.
Consider the iterates of the Beurling transform Bm for m > 0. For every f ∈ Lp and z ∈ C we
have
Bmf(z) = (−1)
mm
pi
lim
ε→0
ˆ
|z−τ |>ε
(z − τ)m−1
(z − τ)m+1 f(τ) dm(τ) =
(−1)mm
pi
T (−m−1,m−1)f(z).
That is, for γ = (γ1, γ2) with γ1 + γ2 = −2 and γ1 ≤ −2, the operator T γ is an iteration of the
Beurling transform modulo constant (see [AIM09, Section 4.2]), and it maps Lp(U) to itself for
every open set U . If γ2 ≤ −2, then T γ is an iterate of the conjugate Beurling transform and it is
bounded in Lp as well.
Let us sum up some properties of the Cauchy transform which will be useful in the subsequent
sections (see [AIM09, Theorems 4.3.10, 4.3.12, 4.3.14]). We write IΩg := χΩ g for every g ∈ L1loc.
Theorem 2.11. Let 1 < p <∞. Then
• For every f ∈ Lp, we have that ∂Cf = Bf and ∂Cf = f .
• For every function f ∈ L1 with compact support, we have that if p > 2 then
‖Cf‖Lp .p diam(supp(f))‖f‖Lp . (2.17)
• Let Ω be a bounded open subset of C. Then, we have that
IΩ ◦ C : Lp(C)→W 1,p(Ω) (2.18)
is bounded.
In the companion article [Pra15], we proved the following theorem.
Theorem 2.12 (see [Pra15, Theorem 3.16]). Consider p > 2, n ≥ 1 and let Ω be a Lipschitz
domain with parameterizations in B
n+1−1/p
p,p . Then, for every  > 0 there exists a constant C
depending on p, n, Ω and  such that for every multiindex γ ∈ Z2 \ {(−1,−1)} with γ1 + γ2 ≥ −2,
one has
‖T γΩ‖Wn,p(Ω)→Wn+γ1+γ2+2,p(Ω) ≤ C|γ|n+γ1+γ2+2
(
‖N‖
B
n−1/p
p,p (∂Ω)
+ (1 + )|γ|
)
+ diam(Ω)γ1+γ2+2.
In particular (see Example 2.10), for m ∈ N we have that (Bm)Ω is bounded in Wn,p(Ω), with
norm
‖(Bm)Ω‖Wn,p(Ω)→Wn,p(Ω) ≤ Cmn+1
(
‖N‖
B
n−1/p
p,p (∂Ω)
+ (1 + )m
)
.
3 Quasiconformal mappings
3.1 Proof of Theorem 1.1
Consider m ∈ N. Recall that (Bm)Ωg = χΩBm(χΩg) for g ∈ L1loc (see Definition 2.9) and IΩg =
χΩ g. Note that IΩ is the identity in W
n,p(Ω). Let us define Pm := IΩ + µBΩ + (µBΩ)2 +
· · ·+ (µBΩ)m−1. Since Wn,p(Ω) is a multiplicative algebra (by Theorem 2.8), we have that Pm is
bounded in Wn,p(Ω). Note that
Pm ◦ (IΩ − µBΩ) = (IΩ − µBΩ) ◦ Pm = IΩ − (µBΩ)m, (3.1)
12
and
IΩ − (µBΩ)m = (IΩ − µm(Bm)Ω) + µm((Bm)Ω − (BΩ)m) + (µm(BΩ)m − (µBΩ)m)
= A(1)m + µ
mA(2)m +A
(3)
m . (3.2)
Note the difference between (BΩ)mg = χΩB(. . . χΩB(χΩB(χΩg))) and (Bm)Ωg = χΩBm(χΩg).
Next we will see that for m large enough, the operator IΩ − (µBΩ)m is the sum of an invertible
operator and a compact one.
First we will study the compactness of A
(3)
m = µm(BΩ)m − (µBΩ)m. To start, writing [µ,BΩ](·)
for the commutator µBΩ(·)− BΩ(µ·) we have the telescopic sum
A(3)m =
m−1∑
j=1
µm−j [µ,BΩ]
(
µj−1(BΩ)m−1
)
+ (µBΩ)(µm−1(BΩ)m−1 − (µBΩ)m−1)
=
m−1∑
j=1
µm−j [µ,BΩ]
(
µj−1(BΩ)m−1
)
+ (µBΩ)A(3)m−1.
Arguing by induction we can see that A
(3)
m can be expressed as a sum of operators bounded in
Wn,p(Ω) which have [µ,BΩ] as a factor. It is well-known that the compactness of a factor implies
the compactness of the operator (see for instance [Sch02, Section 4.3]). Thus, the following lemma,
which we prove in Section 3.2 implies the compactness of A
(3)
m .
Lemma 3.1. The commutator [µ,BΩ] is compact in Wn,p(Ω).
Consider now A
(2)
m = (Bm)Ω − (BΩ)m. We define the operator Rmg := χΩB
(
χΩcBm−1(χΩ g)
)
whenever it makes sense. This operator can be understood as a (regularizing) reflection with
respect to the boundary of Ω. For every g ∈Wn,p(Ω) we have that
A(2)m g = χΩ
(B ((χΩ + χΩc)Bm−1(χΩ g))− B (χΩ ((BΩ)m−1g)))
= χΩB
(
χΩcBm−1(χΩg)
)
+ χΩB
(
χΩ
(Bm−1(χΩ·)− (BΩ(·))m−1) g) = Rmg + BΩ ◦A(2)m−1g.
Note that by definition
Rm =
(
A(2)m − BΩ ◦A(2)m−1
)
(3.3)
is bounded in Wn,p(Ω). In Section 3.4 we will prove the compactness of Rm, which, by induction,
will prove the compactness of A
(2)
m .
Lemma 3.2. For every m, the operator Rm is compact in Wn,p(Ω).
Now, the following claim is the remaining ingredient for the proof of Theorem 1.1.
Claim 3.3. For m large enough, A
(1)
m is invertible.
Proof. Since p > 2 we can use Theorem 2.8 to conclude that for every g ∈Wn,p(Ω)
‖µm(Bm)Ωg‖Wn,p(Ω) . ‖µm‖Wn,p(Ω)‖(Bm)Ωg‖Wn,p(Ω)
. mn‖µ‖m−nL∞ ‖µ‖nWn,p(Ω)‖(Bm)Ω‖Wn,p(Ω)→Wn,p(Ω)‖g‖Wn,p(Ω).
By Theorem 2.12, for any  > 0 there are constants depending on the Lipschitz character of Ω
(and other parameters) but not on m, such that
‖(Bm)Ω‖Wn,p(Ω)→Wn,p(Ω) . mn+1
(
(1 + )m + ‖N‖
B
n−1/p
p,p (∂Ω)
)
.
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In particular, if we choose 1 +  < 1‖µ‖∞ , we get that for m large enough, the operator norm
‖µm(Bm)Ω‖Wn,p(Ω)→Wn,p(Ω) < 1 and, thus, A(1)m in (3.2) is invertible.
Proof of Theorem 1.1. Putting together Lemmas 3.1 and 3.2, Claim 3.3, and (3.2), we get that
IΩ − (µBΩ)m can be expressed as the sum of an invertible operator and a compact one for m big
enough and, by (3.1), we can deduce that IΩ − µBΩ is a Fredholm operator (see [Sch02, Theorem
5.5]). The same argument works with any other operator IΩ − tµBΩ for 0 < t < 1/‖µ‖∞. It is
well known that the Fredholm index is continuous with respect to the operator norm on Fredholm
operators (see [Sch02, Theorem 5.11]), so the index of IΩ − µBΩ must be the same index of IΩ,
that is, 0.
It only remains to see that our operator is injective to prove that it is invertible. Since µ
is continuous, by [Iwa92] the operator I − µB is injective in Lp. Thus, if g ∈ Wn,p(Ω), and
(IΩ − µBΩ)g = 0, we define G(z) = g(z) if z ∈ Ω and G(z) = 0 otherwise, and then we have that
(I − µB)G = (I − µχΩB)(χΩG) = (IΩ − µBΩ)g = 0.
By the injectivity of the former, we get that G = 0 and, thus, g = 0 as a function of Wn,p(Ω).
Now, remember that the principal solution of (1.1) is f(z) = Ch(z) + z, where
h = (I − µB)−1µ,
that is, h + µB(h) = µ, so supp(h) ⊂ supp(µ) ⊂ Ω and, thus, χΩh + µBΩ(h) = h + µB(h) = µ
modulo null sets, so
h|Ω = (IΩ − µBΩ)−1µ,
proving that h ∈ Wn,p(Ω). By Theorem 2.11 we have that Ch ∈ Lp(C). Since the derivatives of
the principal solution, ∂f = h and ∂f = Bh + 1 = BΩh + χΩcBh + 1, are in Wn,p(Ω), we have
f ∈Wn+1,p(Ω).
3.2 Compactness of the commutator
Proof of Lemma 3.1. We want to see that for any µ ∈ Wn,p(Ω) ∩ L∞, the commutator [µ,BΩ] is
compact. The idea is to show that it has a regularizing kernel. In particular, we will prove that
assuming some extra condition on the regularity of µ, then the commutator maps Wn,p(Ω) to
Wn+1,p(Ω). This will imply the compactness of the commutator as a self-map of Wn,p(Ω) and, by
a classical argument on approximation of operators, this will be extended to any given µ.
First we will see that we can assume µ to be C∞c (C) without loss of generality by an approxi-
mation procedure. Indeed, since Ω is an extension domain, for every µ ∈ Wn,p(Ω), there is a
function Eµ with ‖Eµ‖Wn,p(C) ≤ C‖µ‖Wn,p(Ω) such that Eµ|Ω = µχΩ. Now, Eµ can be approxi-
mated by a sequence of functions {µj}j∈N ⊂ C∞c (C) in Wn,p(C) and one can define the operator
[µj ,BΩ] : Wn,p(Ω) → Wn,p(Ω). Since Wn,p(Ω) is a multiplicative algebra, one can check that
{[µj ,BΩ]}j∈N is a sequence of operators converging to [µ,BΩ] in the operator norm. Thus, it is
enough to prove that the operators [µj ,BΩ] are compact in Wn,p(Ω) for all j (see [Sch02, Theorem
4.11]).
Let µ be a C∞c (C) function. We will prove that the commutator [µ,BΩ] is a smoothing operator,
mappingWn,p(Ω) intoWn+1,p(Ω). Consider f ∈Wn,p(Ω), a Whitney coveringW with appropriate
constants and, for every Q ∈ W, choose a bump function χ 3
2Q
≤ ϕQ ≤ χ2Q with
∥∥∇jϕQ∥∥L∞ .
Cj
`(Q)j . Recall that we defined P
n−1
3Q f to be the approximating polynomial of f around 3Q. Then,
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we split the norm in three terms,∥∥∇n+1[µ,BΩ]f∥∥pLp(Ω) .p ∑
Q∈W
∥∥∥∇n+1[µ,BΩ]((f −Pn−13Q f)ϕQ)∥∥∥p
Lp(Q)
(3.4)
+
∑
Q∈W
∥∥∥∇n+1[µ,BΩ]((f −Pn−13Q f) (χΩ − ϕQ))∥∥∥p
Lp(Q)
+
∑
Q∈W
∥∥∥∇n+1[µ,BΩ](Pn−13Q f)∥∥∥p
Lp(Q)
=: 1 + 2 + 3 .
First we study 1 . In this case, we can use the following classical trick for compactly supported
functions. Given ϕ ∈ C∞c (C) and g ∈ Lp, then Cg ∈ W 1,p(supp(ϕ)) by (2.18). Therefore, we can
use Leibniz’ rule (2.2) for the first order derivatives of ϕ · Cg (see [Eva98, Section 5.2.3]), and by
Theorem 2.11 we get
ϕ · B(g)− B(ϕ · g) = ϕ · ∂Cg − B(ϕ · ∂Cg) = −∂ϕ · Cg + ∂(ϕ · Cg)− ∂B(ϕ · Cg) + B(∂ϕ · Cg)
= B(∂ϕ · Cg)− ∂ϕ · Cg. (3.5)
Thus, for a fixed cube Q, since we assumed that µ ∈ C∞c (C), we have that
[µ,B]
((
f −Pn−13Q f
)
ϕQ
)
= B
(
∂µ · C
((
f −Pn−13Q f
)
ϕQ
))
− ∂µ · C
((
f −Pn−13Q f
)
ϕQ
)
.
Therefore, using the boundedness of the Beurling transform and the fact that it commutes with
derivatives, we have that
1 =
∑
Q
∥∥∥∇n+1[µ,B]((f −Pn−13Q f)ϕQ)∥∥∥p
Lp(Q)
.p
∑
Q
∥∥∥∇n+1 (∂µ · C ((f −Pn−13Q f)ϕQ))∥∥∥p
Lp
+
∑
Q
∥∥∥∇n+1 (∂µ · C ((f −Pn−13Q f)ϕQ))∥∥∥p
Lp
≤
∑
Q
n+1∑
j=0
‖µ‖pWn+2,∞
∥∥∥∇jC ((f −Pn−13Q f)ϕQ)∥∥∥p
Lp
and, using the identities ∂C = B, ∂C = Id (when j > 0 in the previous sum) together with (2.17)
from Theorem 2.11 (when j = 0) we can estimate
1 .p ‖µ‖pWn+2,∞
∑
Q
n+1∑
j=1
∥∥∥∇j−1 ((f −Pn−13Q f)ϕQ)∥∥∥p
Lp(2Q)
+ `(Q)p
∥∥∥f −Pn−13Q f∥∥∥p
Lp(2Q)

and, by the Poincare´ inequality (2.12) we get
1 .n,p ‖µ‖pWn+2,∞
∑
Q
n+1∑
j=0
`(Q)(n+1−j)p‖∇nf‖pLp(2Q) .n,Ω ‖µ‖pWn+2,∞‖∇nf‖pLp(Ω).
Second, we bound 2 . Let Q be a Whitney cube, let z ∈ Q and let α ∈ N2 with |α| = n + 1.
Then, if we call
Kµ(z, w) =
µ(z)− µ(w)
(z − w)2 ,
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then, since z is not in the support of
(
f −Pn−13Q f
)
(χΩ − ϕQ), we have that
Dα[µ,BΩ]
((
f −Pn−13Q f
)
(χΩ − ϕQ)
)
(z) =
ˆ
Ω
DαzKµ(z, w)
(
f(w)−Pn−13Q f(w)
)
(1− ϕQ(w)) dm.
Note that
DαzKµ(z, w) = (µ(z)− µ(w))Dαz
1
(z − w)2 +
∑
γ<α
(
α
γ
)
Dα−γµ(z)Dγz
1
(z − w)2 ,
so using |µ(z)− µ(w)| ≤ ‖∇µ‖L∞ |z − w| we get
|DαzKµ(z, w)| ≤ Cn,Ω‖µ‖Wn+1,∞
1
|z − w|n+2 .
Using the duality expression of the Lp norm, estimate (2.13) and Lemma 2.5 we get
2
1
p . ‖µ‖Wn+1,∞ sup‖g‖
Lp
′≤1
∑
Q,S
´
S
∣∣∣f(w)−Pn−13Q f(w)∣∣∣ dm(w)
D(Q,S)n+2
ˆ
Q
|g(z)| dm(z)
. ‖µ‖Wn+1,∞ sup‖g‖
Lp
′≤1
∑
Q,S
∑
P∈[Q,S]
‖g‖L1(Q)‖∇nf‖L1(3P )D(P, S)n−1`(S)2
`(P )D(Q,S)n+2
.n,Ω ‖µ‖Wn+1,∞‖∇nf‖Lp(Ω).
Next we use a T (1) argument reducing 3 to the boundedness of [µ,BΩ](1). Consider the mono-
mials PQ,γ(z) := (z − zQ)γ where zQ stands for the center of Q. The Taylor expansion (2.10) of
Pn−13Q f around zQ can be written as P
n−1
3Q f(z) =
∑
|γ|<nmQ,γPQ,γ(z). Thus, we have that
−pi[µ,BΩ]Pn−13Q f(z) =
[
µ, T
(−2,0)
Ω
]
Pn−13Q f(z) =
∑
|γ|<n
mQ,γ
[
µ, T
(−2,0)
Ω
]
(PQ,γ) (z),
and using the binomial expansion (w − zQ)γ =
∑
λ≤γ(−1)λ
(
γ
λ
)
(z − w)λ(z − zQ)γ−λ we have
−pi[µ,BΩ]Pn−13Q f(z) =
∑
|γ|<n
mQ,γ
∑
~0≤λ≤γ
(−1)λ
(
γ
λ
)[
µ, T
(−2,0)+λ
Ω
]
(1)(z)PQ,γ−λ(z), (3.6)
that is,
3 =
∑
Q∈W
∥∥∥∇n+1[µ,BΩ](Pn−13Q f)∥∥∥p
Lp(Q)
.
∑
|γ|<n
∑
~0≤λ≤γ
∑
Q∈W
|mQ,γ |p
∥∥∥∇n+1 ([µ, T (−2,0)+λΩ ] (1) · PQ,γ−λ)∥∥∥p
Lp(Q)
.
But every coefficient |mQ,γ | is bounded by C‖f‖Wn−1,∞(Q) by (2.11) and all the derivatives of PQ,γ
are uniformly bounded in Ω. Therefore, we have that
3 . ‖f‖pWn−1,∞(Ω)
∑
Q∈W
∑
0≤|λ|<n
∥∥∥[µ, T (−2,0)+λΩ ] 1∥∥∥p
Wn+1,p(Q)
.
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Using the Sobolev Embedding Theorem, we get
3 . ‖f‖pWn,p(Ω)
 ∑
0<|λ|<n
∥∥∥[µ, T (−2,0)+λΩ ] 1∥∥∥p
Wn+1,p(Ω)
+
∑
Q∈W
∥∥∥[µ, T (−2,0)Ω ] 1∥∥∥p
Wn+1,p(Q)
 .
Note that if λ > ~0, then the operator T
(−2,0)+λ
Ω has homogeneity −2+λ1 +λ2 > −2 and, therefore,
by Theorem 2.12, T
(−2,0)+λ
Ω : W
n,p(Ω)→ Wn+1,p(Ω) is bounded and, since p > 2 and Wn+1,p(Ω)
is a multiplicative algebra, we have that
∥∥∥µT (−2,0)+λΩ 1∥∥∥p
Wn+1,p(Ω)
+
∥∥∥T (−2,0)+λΩ µ∥∥∥p
Wn+1,p(Ω)
.n,p,Ω
‖µ‖pWn+1,p(Ω). Therefore,
3 .
(
‖µ‖pWn+1,p(Ω) + ‖[µ,BΩ](1)‖pWn+1,p(Ω)
)
‖f‖pWn,p(Ω),
so we have reduced the proof of Lemma 3.1 to the following claim.
Claim 3.4. Let 2 < p <∞, n ∈ N. Given a bounded Lipschitz domain Ω with parameterizations
in B
n+1−1/p
p,p and a function µ ∈ C∞c (C), then [µ,BΩ](1) ∈Wn+1,p(Ω).
We know that [µ,BΩ](1) = µBΩ(1)−BΩ(µ) ∈Wn,p(Ω). We want to prove that ∇n+1[µ,BΩ]1 ∈
Lp. To do so, we split the norm in the same spirit of (3.4), but chopping µ instead of f :∥∥∇n+1[µ,BΩ](1)∥∥pLp(Ω) .p ∑
Q∈W
∥∥∥∇n+1 [(µ−Pn+23Q µ)ϕQ,BΩ] (1)∥∥∥p
Lp(Q)
+
∑
Q∈W
∥∥∥∇n+1 [(µ−Pn+23Q µ) (χΩ − ϕQ),BΩ] (1)∥∥∥p
Lp(Q)
+
∑
Q∈W
∥∥∥∇n+1 [Pn+23Q µ,BΩ] (1)∥∥∥p
Lp(Q)
=: 4 + 5 + 6 .
First we consider 4 . Since
(
µ−Pn+23Q µ
)
ϕQ ∈ C∞c , by (3.5) we have that∑
Q
∥∥∥∇n+1 [(µ−Pn+23Q µ)ϕQ,B]χΩ∥∥∥p
Lp(C)
.p
∑
Q
∥∥∥∇n+1 (∂ ((µ−Pn+23Q µ)ϕQ) · CχΩ)∥∥∥p
Lp(2Q)
+
∑
Q
∥∥∥∇n+1 (∂ ((µ−Pn+23Q µ)ϕQ) · CχΩ)∥∥∥p
Lp(2Q)
and, using Leibniz’ rule (2.2), Ho¨lder’s inequality, and the finite overlapping of double Whitney
cubes,
4 .p
n+1∑
j=0
(
sup
Q∈W
∥∥∥∇j+1 ((µ−Pn+23Q µ)ϕQ)∥∥∥p
L∞(2Q)
)
· ∥∥∇n+1−jCχΩ∥∥pLp(Ω). (3.7)
To bound 4 it remains to see that supQ∈W
∥∥∥∇j+1 ((µ−Pn+23Q µ)ϕQ)∥∥∥p
L∞(2Q)
< ∞. The
Poincare´ inequality (2.12) leads to∥∥∥∇j+1 ((µ−Pn+23Q µ)ϕQ)∥∥∥p
L∞(2Q)
.
∥∥∇n+3µ∥∥p
L∞(3Q). (3.8)
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Thus, the bounds (3.7) and (3.8) yield
4 ≤ Cp,n,diamΩ
∥∥∇n+3µ∥∥p
L∞(Ω)‖CχΩ‖
p
Wn+1,p(Ω),
which is finite by Theorem 2.12.
Next we face 5 . Note that for a given Whitney cube Q, if z ∈ Q, then χΩ(z)−ϕQ(z) = 0, so
5 =
∑
Q∈W
∥∥∥∇n+1B ((µ−Pn+23Q µ) (χΩ − ϕQ))∥∥∥p
Lp(Q)
.
Moreover, for z ∈ Q ∈ W, we have
∂n+1B
((
µ−Pn+23Q µ
)
(χΩ − ϕQ)
)
(z) = cn
ˆ
Ω\ 32Q
(
µ(w)−Pn+23Q µ(w)
)
(1− ϕQ(w))
(z − w)3+n dm(w).
Since ∂B
((
µ−Pn+23Q µ
)
(χΩ − ϕQ)
)
(z) = 0, only ∂n+1 is non zero in the (n+ 1)-th gradient, so
∣∣∣∇n+1B ((µ−Pn+23Q µ) (χΩ − ϕQ)) (z)∣∣∣ . ∑
S∈W
1
D(Q,S)3+n
∥∥∥µ−Pn+23Q µ∥∥∥
L1(S)
.
Consider an admissible chain [S,Q]. By (2.13) we have that∥∥∥µ−Pn+23Q µ∥∥∥
L1(S)
.
∑
P∈[S,Q]
`(S)2D(P, S)n+2
`(P )
∥∥∇n+3µ∥∥
L1(5P )
.
Combining all these facts with the expression of the norm by duality and Lemma 2.5, we get
5
1
p . sup
g∈Lp′ (Ω):‖g‖p′≤1
∑
Q
ˆ
Q
g dm
∑
S∈W
1
D(Q,S)3+n
∑
P∈[S,Q]
`(S)2D(P, S)n+2
`(P )
∥∥∇n+3µ∥∥
L1(5P )
. diam(Ω)2 sup
g∈Lp′ (Ω):‖g‖p′≤1
∑
Q
∑
S
∑
P∈[S,Q]
`(S)2
∥∥∇n+3µ∥∥
L1(5P )
‖g‖L1(Q)
`(P )D(Q,S)3
.
∥∥∇n+3µ∥∥
Lp(Ω)
.
Finally we focus on
6 =
∑
Q∈W
∥∥∥∇n+1 [Pn+23Q µ,BΩ] (1)∥∥∥p
Lp(Q)
.
Consider first a monomial PQ,γ(z) = (z − zQ)γ for a multiindex γ ∈ N2. Then, as we did in (3.6),
we use the binomial expression PQ,γ(w) =
∑
λ≤γ(−1)|λ|
(
γ
λ
)
(z − w)λ(z − zQ)γ−λ to deduce that
−piBΩPQ,γ(z) = T (−2,0)Ω PQ,γ(z) =
∑
~0≤λ≤γ
(−1)|λ|
(
γ
λ
)
T
(−2,0)+λ
Ω (1)(z)(z − zQ)γ−λ.
Note that the term for λ = ~0 in the right-hand side of this expression is T
(−2,0)
Ω (1)(z)PQ,γ(z), so
it cancels out in the commutator:
− pi[PQ,γ ,BΩ](1)(z) =
∑
~0<λ≤γ
(−1)|λ|
(
γ
λ
)
T
(−2,0)+λ
Ω (1)(z)PQ,γ−λ(z). (3.9)
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Now, writting Pn+23Q µ(z) =
∑
|γ|≤n+2mQ,γPQ,γ(z) we have that
6 =
∑
Q∈W
∥∥∥∇n+1[Pn+23Q µ,BΩ](1)∥∥∥p
Lp(Q)
≤
∑
Q∈W
∑
γ≤n+2
|mQ,γ |p
∥∥∇n+1[PQ,γ ,BΩ](1)∥∥pLp(Q),
so using (2.11) and (3.9) together with Leibniz’ rule (2.2), we get
6 . ‖µ‖pWn+2,∞
∑
Q∈W
∑
γ≤n+2
∑
~0<λ≤γ
n+1∑
j=0
∥∥∥∇jT (−2,0)+λΩ (1)∥∥∥p
Lp(Q)
∥∥∇n+1−jPQ,γ−λ∥∥pL∞(Q)
≤ Cn,p,Ω‖µ‖pWn+2,∞
∑
~0<λ:|λ|≤n+2
∥∥∥T (−2,0)+λΩ (1)∥∥∥p
Wn+1,p(Ω)
. (3.10)
In the last sum we have that T
(−2,0)+λ
Ω (1) ∈ Wn+1,p(Ω) for all λ > ~0 by Theorem 2.12 because
the operators T (−2,0)+λ have homogeneity greater than −2. Thus, the right-hand side of (3.10) is
finite.
3.3 Some technical details
Given ~m = (m1,m2,m3) ∈ N3, let us define the line integral
K~m(z, ξ) :=
ˆ
∂Ω
(w − ξ)m3
(z − w)m1 (w − ξ)m2 dw (3.11)
for all z, ξ ∈ Ω, where the path integral is oriented counterclockwise.
Given a j times differentiable function f , we will write
P jz (f)(ξ) =
∑
|~i|≤j
D
~if(z)
~i!
(ξ − z)~i
for its j-th degree Taylor polynomial centered in the point z.
Mateu, Orobitg and Verdera study the kernel K(2,m+1,m)(z, ξ) for m ∈ N in [MOV09, Lemma
6] assuming the boundary of the domain Ω to be in C1,ε for ε < 1. They prove the size inequality
|K(2,m+1,m)(z, ξ)| . 1|z − ξ|2−ε
and a smoothness inequality in the same spirit. In [CMO13], when dealing with the compactness
of the operator Rmf = χΩB
(
χΩcBm−1(χΩf)
)
on W s,p(Ω) for 0 < s < 1, this is used to prove
that the Beltrami coefficient µ ∈ W s,p(Ω) implies the principal solution of ∂f = µ∂f being in
W s+1,p(Ω) only for s < ε. These bounds are not enough for us in this form and, moreover, we will
consider m1 > 2 (this comes from differenciating the kernel of Rm, something that we have to do
in order to study the classical Sobolev spaces). Nevertheless, their argument can be adapted to
the case of the boundary being in the space B
n+1−1/p
p,p ⊂ Cn,1−2/p to get Proposition 3.6 below,
which will be used to prove Lemma 3.2. The proof has the same basic structure as in [CMO13],
but it is more sophisticated and makes use, among other tools, of a lemma of combinatorial type
that is proven later on.
We will use some auxiliary functions.
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Definition 3.5. Let us define
Hm3,ξ(w) :=
1
2pii
ˆ
∂Ω
(τ − ξ)m3
τ − w dτ for every w, ξ /∈ ∂Ω,
and
hm3(z) :=
ˆ
∂Ω
(τ − z)m3
τ − z dτ = 2piiHm3,z(z) for every z ∈ Ω. (3.12)
Proposition 3.6. Let Ω be a bounded Lipschitz domain, and let ~m = (m1,m2,m3) ∈ N3 with
m1 ≥ 3, m2,m3 ≥ 1 and m2 ≤ m1 +m3 − 2. Then, the weak derivatives of order m3 of hm3 in Ω
are
∂j∂
m3−j
hm3 = cm3,jBjχΩ, for 0 ≤ j ≤ m3. (3.13)
Moreover, for every pair z, ξ ∈ Ω with z 6= ξ, we have that
K~m(z, ξ) = c~m∂
m1−2BχΩ(z) (ξ − z)
m3−1
(ξ − z)m2 +
∑
j≤m2−1
c~m,jR
m3
m1+m3−3,j(z, ξ)
(ξ − z)m2+m1−1−j , (3.14)
where
Rm3M,j(z, ξ) := ∂
jhm3(ξ)− PM−jz (∂jhm3)(ξ) (3.15)
is the Taylor error term of order M − j for the function ∂jhm3 .
We begin by noting some remarkable properties of these functions.
Lemma 3.7 (see [Ver01, p. 143]). Let Ω be a bounded Lipschitz domain. Given ξ /∈ ∂Ω and
w ∈ ∂Ω, if we write H−m3,ξ(w) for the interior non-tangential limit of Hm3,ξ(ζ) when ζ → w and
H+m3,ξ(w) for the exterior one, we have the Plemelj formula
(w − ξ)m3 = H−m3,ξ(w)−H+m3,ξ(w). (3.16)
Remark 3.8. Given ~j = (j1, j2) with j2 ≤ m3, taking partial derivatives on (3.12) we get
D
~jhm3(z) = ∂
j1∂
j2
hm3(z) =
m3!j1!
(m3 − j2)! (−1)
j2
ˆ
∂Ω
(τ − z)m3−j2
(τ − z)1+j1 dτ for every z ∈ Ω
and, in particular, hm3 is infinitely many times differentiable in Ω. Therefore, by Green’s formula
(2.3) and the cancellation of the integrand (see [Pra15, (3.2)]), for j > 0 we have
D(j,m3−j)hm3(z) = cm3,j
ˆ
∂Ω
(τ − z)j
(τ − z)1+j dτ = cm3,j
ˆ
Ω\B(z,ε)
(w − z)j−1
(w − z)j+1 dm(w) = cm3,jB
jχΩ(z)
for ε < dist(z, ∂Ω) and, in case j = 0, by the Residue Theorem
∂
m3
hm3(z) = cm3
ˆ
∂Ω
1
τ − z dτ = cm32piiχΩ(z),
proving (3.13).
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Remark 3.9. We can also relate the derivatives of both hm3(z) and Hm3,ξ(z) for any pair z, ξ ∈ Ω.
By Definition 3.5 and the previous remark, we have that
2piiHm3,ξ(z) =
m3∑
l=0
ˆ
∂Ω
(
m3
l
)
(τ − z)m3−l(z − ξ)l
τ − z dτ
=
m3∑
l=0
m3!
(m3 − l)!l!∂
l
hm3(z)
(m3 − l)!
m3!
(−1)l(ξ − z)l(−1)l,
that is,
2pii∂jHm3,ξ(z) =
m3∑
l=0
1
l!
D(j,l)hm3(z)(ξ − z)l. (3.17)
Proof of Proposition 3.6. Since (3.13) is shown in Remark 3.8, it remains to prove (3.14).
Consider z, ξ ∈ Ω. Then Hm3,ξ(w)(z−w)m1 (w−ξ)m2 decays at ∞ as 1|w|m1+m2+1 and it is holomorphic in
Ωc. Thus, by Cauchy’s theorem and a limiting argument we have that
K~m(z, ξ) =
ˆ
∂Ω
(w − ξ)m3
(z − w)m1 (w − ξ)m2 dw =
ˆ
∂Ω
(w − ξ)m3 +H+m3,ξ(w)
(z − w)m1 (w − ξ)m2 dw,
and using (3.16),
K~m(z, ξ) = (−1)m1
ˆ
∂Ω
H−m3,ξ(w)
(w − z)m1 (w − ξ)m2 dw.
Note that Hm3,ξ(w) is holomorphic in Ω, implying that the integrand above is meromorphic in
Ω with poles in z and ξ. Moreover, H−m3,ξ ∈ L2(∂Ω) by the boundedness of the Cauchy transform
in L2(Γ) on a Lipschitz graph Γ (see [Ver01], for instance). Thus, combining the Dominated
Convergence Theorem and the Residue Theorem, we get
(−1)m1K~m(z, ξ) = 2pii
{
1
(m1 − 1)!∂
m1−1
[
Hm3,ξ(·)
(· − ξ)m2
]
(z) +
1
(m2 − 1)!∂
m2−1
[
Hm3,ξ(·)
(· − z)m1
]
(ξ)
}
.
Therefore,
(−1)m1
2pii
K~m(z, ξ) =
1
(m1 − 1)!
∑
j1,j2≥0
j1+j2=m1−1
(m1 − 1)!
j1!j2!
∂j2Hm3,ξ(z)
(z − ξ)m2+j1 (−1)
j1
(m2 + j1 − 1)!
(m2 − 1)!
+
1
(m2 − 1)!
∑
j1,j2≥0
j1+j2=m2−1
(m2 − 1)!
j1!j2!
∂j2Hm3,ξ(ξ)
(ξ − z)m1+j1 (−1)
j1
(m1 + j1 − 1)!
(m1 − 1)! .
Simplifying and using (3.17) on the first sum of the right-hand side and (3.12) on the second
one, we get
(−1)m1+m2K~m(z, ξ) =
∑
j1,j2≥0
j1+j2=m1−1
(
m2 + j1 − 1
m2 − 1
)
1
j2!
1
(ξ − z)m2+j1
m3∑
l=0
1
l!
D(j2,l)hm3(z)(ξ − z)l
+
∑
j1,j2≥0
j1+j2=m2−1
(
m1 + j1 − 1
m1 − 1
)
1
j2!
∂j2hm3(ξ)
(ξ − z)m1+j1 (−1)
j2+1. (3.18)
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The key idea for the rest of the proof is that the first term in the right-hand side of (3.18) contains
the Taylor expansion of the functions in the second one.
Let m2−1 ≤M ≤ m1+m3−2 (later on we will actually use the value M = m1+m3−3). Then,
using the Taylor approximating polynomial of each ∂j2hm3 and multiplying by (ξ− z)m1+m2−1 we
get
−K~m(z, ξ)(z − ξ)m1+m2−1 =
m1−1∑
j=0
(
m2 +m1 − 2− j
m2 − 1
)
1
j!
m3∑
l=0
1
l!
D(j,l)hm3(z)(ξ − z)(j,l)
−
m2−1∑
j=0
(
m1 +m2 − 2− j
m1 − 1
)
(−1)j
j!
(ξ − z)jRm3M,j(z, ξ)
−
m2−1∑
j=0
(
m1 +m2 − 2− j
m1 − 1
)
(−1)j
j!
∑
|~i|≤M−j
D
~i∂jhm3(z)
~i
(ξ − z)~i+(j,0).
To simplify notation, let us define the error
EM = −K~m(z, ξ)(z − ξ)m1+m2−1 +
m2−1∑
j=0
(
m1 +m2 − 2− j
m1 − 1
)
(−1)j
j!
(ξ − z)jRm3M,j(z, ξ). (3.19)
Then,
EM =
∑
α≥~0
α≤(m1−1,m3)
(
m1 +m2 − 2− α1
m2 − 1
)
Dαhm3(z)
α!
(ξ − z)α
−
∑
α≥~0
|α|≤M
∑
0≤j≤min{m2−1,α1}
(
m1 +m2 − 2− j
m1 − 1
)
(−1)j
j!
Dαhm3(z)
(α1 − j)!α2! (ξ − z)
α.
Note that if α2 > m3, we have that
Dαhm3(z) = 0 (3.20)
(apply (3.13) with j = 0). The same happens for the case α = (α1,m3) with α1 > 0. On the other
hand, if α1 > m1−1, then
(
m1+m2−2−α1
m2−1
)
= 0. By the same token, if j > m2−1,
(
m1+m2−2−j
m1−1
)
= 0.
Thus, we can write
EM =
∑
|α|≤m1+m3−2
Dαhm3(z)
α!
(ξ − z)α
·
(m1 +m2 − 2− α1
m2 − 1
)
− χ|α|≤M
∑
j≤α1
(−1)j
(
m1 +m2 − 2− j
m1 − 1
)(
α1
j
) .
Note that we have added many null terms in the previous expression, but now the proof of the
proposition is reduced to Claim 3.10 below which implies that
EM =
∑
M<|α|≤m1+m3−2
(
m1 +m2 − 2− α1
m2 − 1
)
Dαhm3(z)
α!
(ξ − z)α.
Taking M = m1 +m3 − 3 in this expression, only the terms with |α| = m1 +m3 − 2 remain and,
arguing as before, if α1 > m1 − 1 then
(
m1+m2−2−α1
m2−1
)
= 0 and if α2 ≥ m3 then (3.20) holds (in
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case of equality, we can use that |α| > M ≥ m3 because we assume that m1 ≥ 3, granting that a
derivative of the characteristic function is taken here). Summing up, by (3.13) we have that
Em1+m3−3 =
D(m1−1,m3−1)hm3(z)
(m1 − 1)!(m3 − 1)! (ξ − z)
(m1−1,m3−1) = c~m∂m1−2BχΩ(z)(ξ − z)(m1−1,m3−1).
By (3.19) this implies (3.14).
Claim 3.10. For any natural numbers m1, m2 and α1 we have that(
m1 +m2 − 2− α1
m2 − 1
)
=
α1∑
j=0
(−1)j
(
α1
j
)(
m2 +m1 − 2− j
m1 − 1
)
.
Proof. We have the trivial identity(
m1 +m2 − 2− α1
m2 − 1
)
=
(
m1 +m2 − 2− α1
m1 − 1− α1
)
=
0∑
i=0
(−1)i
(
0
i
)(
m1 +m2 − 2− α1 − i
m1 − 1− α1
)
.
Let κ1, κ2, κ3 ∈ Z with κ1 ≥ 0. We have that
κ1∑
i=0
(−1)i
(
κ1
i
)(
κ3 − i
κ2
)
=
κ1∑
i=0
(−1)i
[(
κ1
i
)(
κ3 + 1− i
κ2 + 1
)
−
(
κ1
i
)(
κ3 − i
κ2 + 1
)]
=
κ1+1∑
j=0
(−1)j
[(
κ1
j
)(
κ3 + 1− j
κ2 + 1
)
+
(
κ1
j − 1
)(
κ3 + 1− j
κ2 + 1
)]
=
κ1+1∑
j=0
(−1)j
(
κ1 + 1
j
)(
κ3 + 1− j
κ2 + 1
)
.
Arguing by induction we get that
0∑
i=0
(−1)i
(
0
i
)(
m1 +m2 − 2− α1 − i
m1 − 1− α1
)
= · · · =
α1∑
j=0
(−1)j
(
α1
j
)(
m2 +m1 − 2− j
m1 − 1
)
.
Lemma 3.11. Let z, ξ be two points in an extension domain Ω ⊂ Rd, M ≥ 1 a natural number,
p > d and f ∈ WM+1,p(Ω). Then, writing σ := σd,p = 1 − dp , the Taylor error term satisfies the
estimate ∣∣f(ξ)− PMz f(ξ)∣∣ ≤ C‖f‖WM+1,p(Ω)|z − ξ|M+σ.
Proof. Let us assume that 0 ∈ Ω. Using the extension E : WM+s,p(Ω)→WM+s,p0 (B(0, 2 diam(Ω)))
and the Sobolev Embedding Theorem, it suffices to prove the estimate for f ∈ CM,σ(Rd). We will
prove only the case d = 1 leaving to the reader the generalization, which can be obtained by using
the one-dimensional result over appropriate paths. In the real case, we define
Ft(u) :=
f(t)− PMu f(t)
(t− u)M
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for any u 6= t ∈ R. We want to see that |Ft(u)| ≤ C‖f‖CM,σ |u − t|σ for t 6= u. Note that the
M -differentiability of f implies that limτ→t Ft(τ) = 0. Thus, decomposing PMu f(t) = P
M−1
u f(t) +
1
M !f
(M)(u)(t− u)M , we have that
Ft(u) = lim
τ→tFt(u)− Ft(τ) = limτ→t
(
f(t)− PM−1u f(t)
)− (f(t)− PM−1τ f(t))
(t− u)M
+ lim
τ→t
(
f(t)− PM−1τ f(t)
)( 1
(t− u)M −
1
(t− τ)M
)
+ lim
τ→t
1
M !
(
−f (M)(u) + f (M)(τ)
)
= I + II + III . (3.21)
The first term in (3.21) is
I =
(
f(t)− PM−1u f(t)
)
(t− u)M
and, using the mean value form of the remainder term of the Taylor polynomial, there exists a
point c1 ∈ (u, t) such that
I =
f (M)(c1)
M !
.
The second term in (3.21) is
II = lim
τ→t
(
f(t)− PM−1τ f(t)
)( (t− τ)M − (t− u)M
(t− u)M (t− τ)M
)
= lim
τ→t
(
f(t)− PM−1τ f(t)
)
(u− τ)
 M∑
j=1
1
(t− u)j(t− τ)M+1−j

= lim
τ→t
u− τ
t− u
 M∑
j=1
f(t)− PM−1τ f(t)
(t− u)j−1(t− τ)M+1−j
 = − M∑
j=1
lim
τ→t
f(t)− PM−1τ f(t)
(t− u)j−1(t− τ)M+1−j .
Applying the Taylor Theorem, only the term j = 1 has a non-null limit in the last sum, with
II = −f
(M)(t)
M !
,
so
|Ft(u)| ≤
∣∣∣∣f (M)(c1)M ! − f (M)(t)M !
∣∣∣∣+ 1M ! limτ→t ∣∣∣f (M)(u)− f (M)(τ)∣∣∣ ≤ 2M !‖f‖CM,σ |u− t|σ.
Recall that in (3.15) we defined the Taylor error terms
Rm3M,j(z, ξ) := ∂
jhm3(ξ)− PM−jz (∂jhm3)(ξ)
for M, j,m3 ∈ N and z, ξ ∈ Ω. Next we give bounds on the size of these terms.
Lemma 3.12. Consider a real number p > 2 and naturals n,m ∈ N and let Ω ⊂ C be a bounded
Lipschitz domain with parameterizations of the boundary in B
n+1−1/p
p,p . Writing σp := 1− 2p , then
for j ≤ m we have that
|Rm+1m+n,j(z, ξ)| ≤ CΩ,n,m|z − ξ|m+n−j+σp (3.22)
and, if z1, z2, ξ ∈ Ω with |z1 − ξ| > 32 |z1 − z2|, then
|Rmm+n−1,j(z1, ξ)−Rmm+n−1,j(z2, ξ)| ≤ CΩ,n,m|z1 − z2|σp |z1 − ξ|m+n−j−1. (3.23)
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Proof. Recall that BkχΩ ∈ Wn,p(Ω) for every k by Theorem 2.12. Thus, by (3.13) we have that
∇m+1hm+1 ∈ Wn,p(Ω) and, since hm+1 is bounded in Ω as well (take absolute values in (3.12)),
we have that ∂jhm+1 ∈Wn+m+1−j,p(Ω) for 0 ≤ j ≤ m+ n. By Lemma 3.11, it follows that
|Rm+1m+n,j(z, ξ)| ≤ C
∥∥∂jhm+1∥∥Wm+n−j+1,p(Ω)|z − ξ|m+n−j+σp .
The second inequality is obtained by the same procedure as [MOV09, Lemma 7]. We quote it
here for the sake of completeness. Assume that z1, z2, ξ ∈ Ω with |z1 − ξ| > 32 |z1 − z2|. Then
Rmm+n−1,j(z1, ξ)−Rmm+n−1,j(z2, ξ) = Pm+n−1−jz1 ∂jhm(ξ)− Pm+n−1−jz2 ∂jhm(ξ).
But for a natural number M and a function f ∈ CM,σp(Ω) one has that
PMz1 f(ξ)− PMz2 f(ξ) =
∑
|~i|≤M
D
~if(z1)
~i!
(ξ − z1)~i −
∑
|~j|≤M
D
~jf(z2)
~j!
(ξ − z2)~j .
Since (ξ − z2)~j =
∑
~i≤~j
(~j
~i
)
(z1 − z2)~j−~i(ξ − z1)~i, one can write
PMz1 f(ξ)− PMz2 f(ξ) =
∑
|~i|≤M
D
~if(z1)
~i!
(ξ − z1)~i −
∑
|~j|≤M
D
~jf(z2)
~j!
∑
~i≤~j
(~j
~i
)
(z1 − z2)~j−~i(ξ − z1)~i
=
∑
|~i|≤M
(ξ − z1)~i
~i!
D~if(z1)− ∑
|~j|≤M
~i≤~j
D
~jf(z2)
(~j −~i) (z1 − z2)
~j−~i

=
∑
|~i|≤M
(ξ − z1)~i
~i!
(
D
~if(z1)− PM−|~i|z2 D
~if(z1)
)
.
Therefore, Lemma 3.11 may be applied to obtain
|PMz1 f(ξ)− PMz2 f(ξ)| .
∑
i≤M
|ξ − z1|i‖f‖WM+1,p(Ω)|z1 − z2|M−i+σp
. |ξ − z1|M |z1 − z2|σp‖f‖WM+1,p(Ω).
We finish this section with a short lemma that we will also use in the proof of Lemma 3.2. We
say that a function is radial if f(reiθ) = f(r) for every θ ∈ (0, 2pi).
Lemma 3.13. Let f be a radial function in L2(C) such that f |D ≡ 1. Then, for every m ≥ 1,
Bmf(z) = 0 for z ∈ D.
Proof. Consider first the characteristic function χD. Then,
BχD(z) = −z−2χDc ,
(see [AIM09, (4.25)]). That is, BχD vanishes in D and coincides with the holomorphic function
z−2 in Dc.
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Next, consider a function defined as ϕ(z) = zj z¯iχDc(z), with j + i ≤ −2 and i ≥ 0. Let
F (z) = 1i+1
(
zj z¯i+1 − zj−i−1)χDc(z). It is clear that F ∈ W 1,p(C) for p > 2. As a consequence
Bϕ = B(∂¯F ) = ∂F , that is,
Bϕ(z) =
(
j
i+ 1
zj−1z¯i+1 − j − i− 1
i+ 1
zj−i−2
)
χDc(z).
Thus, the direct sum (understood as a vector space of linear combinations with finitely many
non-null coefficients) of the spans of monomials like the ones introduced above
Φ :=
⊕
j+i≤−2: i≥0
〈zj z¯iχDc(z)〉
is stable under B, and clearly BχD ∈ Φ. The lemma is proven for f = χD.
In general, every radial function f ∈ L2(C) such that f |D ≡ 1 can be approximated by finite
linear combinations of characteristic functions of concentric circles. The lemma follows combining
those facts.
3.4 Compactness of Rm
Proof of Lemma 3.2. Recall that we want to prove that Rm : f 7→ χΩB
(
χΩcBm−1(χΩf)
)
is a
compact operator in Wn,p(Ω).
Since Rmf is holomorphic in Ω, it is enough to see that Tm := ∂nRm : Wn,p(Ω)→ Lp(Ω) is a
compact operator.
Indeed, we have that Rm is bounded in Wn,p(Ω) by (3.3) and, thus, since the inclusion
Wn,p(Ω) ↪→ Wn−1,p(Ω) is compact for any extension domain (see [Tri83, 4.3.2/Remark 1]),
we have that Rm : Wn,p(Ω) → Wn−1,p(Ω) is compact. That is, given a bounded sequence
{fj}j ⊂ Wn,p(Ω), there exists a subsequence {fjk}k and a function g ∈ Wn−1,p(Ω) such that
Rmfjk → g in Wn−1,p(Ω). If Tm : Wn,p(Ω) → Lp(Ω) was a compact operator, then there would
be a subsubsequence {fjki}i and a function gn such that Tmfjki → gn in Lp(Ω). It is immediate
to see that gn is the weak derivative ∂
ng in Ω. Therefore, if Tm is compact then Rm is compact
as well.
We will prove that Tm is compact. Let f ∈ Wn,p(Ω). Consider a partition of the unity
{ψQ}Q∈W such that suppψQ ⊂ 1110Q and |∇jψQ| . `(Q)−j for every Whitney cube Q and every
0 ≤ j ≤ n.
For every i ∈ N, let Ωi :=
⋃
Q:`(Q)>2−i supp(ψQ). We can define a finite partition of the unity
{ψiQ}Q∈W such that
• If `(Q) > 2−i then ψiQ = ψQ.
• If `(Q) = 2−i then suppψiQ ⊂ Sh(Q) (see Definition 2.3), |∇jψiQ| . `(Q)−j and suppψiQ ∩
Ωi ⊂ 2Q.
• If `(Q) < 2−i then ψiQ ≡ 0.
Indeed, to obtain ψiQ for cubes Q with `(Q) = 2
−i, choosing a convenient ρ > 1 one can consider
a partition associated to {UQ}`(Q)=2−i for the collection of open sets
UQ = 2Q ∪ {x : dist(x,Q) < ρQ, with either x ∈ Ωc or x ∈ S ∈ W with `(S) < 2−i} ⊂ Sh(Q)
and then multiply each of these functions times
(
χΩ −
∑
`(Q)>2−i ψQ
)
.
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Then, writing fQ =
ffl
Q
f dm for the mean of f in Q and (Tm(f − fQ))Q =
ffl
Q
Tm(f − fQ) dm,
we can define
T imf(z) =
∑
Q∈W:`(Q)>2−i
Tm(f)(z)ψQ(z) +
∑
Q∈W:`(Q)=2−i
(Tm(f − fQ))Q ψiQ(z).
We will prove the following two claims.
Claim 3.14. For every i ∈ N, the operator T im : Wn,p(Ω)→ Lp(Ω) is compact.
Claim 3.15. The norm of the error operator E i := Tm − T im : Wn,p(Ω)→ Lp(Ω) tends to zero as
i tends to infinity.
Then the compactness of Tm is a well-known consequence of the previous two claims (see [Sch02,
Theorem 4.11]). Putting all together, this proves Lemma 3.2.
Proof of Claim 3.14. We will prove that the operator T im : Wn,p(Ω) → W 1,p(Ω) is bounded. As
before, since Ω is an extension domain, the embedding W 1,p(Ω) ↪→ Lp(Ω) is compact. Therefore
we will deduce the compactness of T im : Wn,p(Ω) → Lp(Ω). Note that the specific value of the
operator norm
∥∥T im∥∥Wn,p(Ω)→W 1,p(Ω) is not important for our argument, since we only care about
compactness.
Consider a fixed i ∈ N and f ∈ Wn,p(Ω). For every z ∈ Ω and every first order derivative D,
since Tmf is analytic on Ω, we can use the Leibniz rule (2.2) to get
DT imf =
∑
Q:`(Q)>2−i
DTm(f)ψQ +
∑
Q:`(Q)>2−i
Tm(f)DψQ +
∑
Q:`(Q)=2−i
(Tm(f − fQ))QDψiQ.
By Jensen’s inequality |Tm(f − fQ)|Q ≤ ‖Tm(f − fQ)‖Lp(Q)`(Q)−2/p, so
|∇T imf(z)| ≤
∑
Q:`(Q)>2−i
χ 11
10Q
(z)|∇Tmf(z)|+
∑
Q:`(Q)>2−i
|∇ψQ(z)||Tmf(z)|
+
∑
Q:`(Q)=2−i
|∇ψiQ(z)|‖Tm(f − fQ)‖Lp(Q)(2−i)−2/p. (3.24)
Using the finite overlapping of the double Whitney cubes and the fact that |∇ψiQ(z)| . 2i for every
Whitney cube Q, we can conclude that∥∥∇T imf∥∥pLp(Ω) .i,p ‖∇Tmf‖pLp(Ωi) + ‖Tmf‖pLp(Ωi) + ∑
Q:`(Q)=2−i
(
‖Tmf‖pLp(Q) + |fQ|p‖Tm1‖pLp(Q)
)
.
By the Sobolev Embedding Theorem
|fQ| ≤ ‖f‖L∞(Ω) .Ω,p ‖f‖W 1,p(Ω). (3.25)
Thus, since Tm : Wn,p(Ω)→ Lp(Ω) is bounded, we have that∥∥∇T imf∥∥Lp(Ω) .p,i,Ω ‖∇Tmf‖Lp(Ωi) + ‖f‖Wn,p(Ω). (3.26)
To see that ‖∇Tmf‖Lp(Ωi) .i ‖f‖Wn,p(Ω), note that ∇Tmf = ∇∂nB
(
χΩcBm−1(χΩf)
)
. We
have that Bm−1 : Lp(Ω) → Lp(Ωc) is bounded trivially, and for z ∈ Ωi and g ∈ Lp supported in
Ωc we have that
|∇∂nBg(z)| .
ˆ
|z−w|>2−i
1
|z − w|n+3 g(w) dm(w).
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This is the convolution of g with an L1 kernel, so Young’s inequality (2.5) tells us that
‖∇∂nBg‖Lp(Ωi) ≤ Ci‖g‖Lp ,
proving that
‖∇Tmf‖Lp(Ωi) .i
∥∥Bm−1(χΩf)∥∥Lp(Ωc) . ‖f‖Lp(Ω) . ‖f‖Wn,p(Ω). (3.27)
Combining (3.26) and (3.27), we have seen that
∥∥∇T imf∥∥Lp(Ω) . ‖f‖Wn,p(Ω). The reader
can use Jensen’s inequality as in (3.24) to check that
∥∥T imf∥∥Lp(Ω) . ‖f‖Wn,p(Ω) as well. This,
proves that the operator T im : Wn,p(Ω)→W 1,p(Ω) is bounded and, therefore, composing with the
compact inclusion, the operator T im : Wn,p(Ω)→ Lp(Ω) is compact.
Proof of Claim 3.15. We want to see that the error operator
E i = Tm − T im
satisfies that
∥∥E i∥∥
Wn,p(Ω)→Lp(Ω) tends to zero as i tends to infinity.
Recall that Ωi =
⋃
Q:`(Q)>2−i supp(ψQ). We define the modified error operator E i0 acting in
f ∈Wn,p(Ω) as
E i0f(z) := χΩ\Ωi−1(z)
∑
Q:`(Q)=2−i
∑
S:`(S)≤2−i
S⊂Sh(Q)
∣∣∣Tm(f − fS)(z)− (Tm(f − fQ))Q∣∣∣χ2S(z)
for every z ∈ Ω. The first step will be proving that∥∥E if∥∥
Lp(Ω)
.
∥∥E i0f∥∥Lp(Ω) + Ci‖f‖W 1,p(Ω), (3.28)
with Ci
i→∞−−−→ 0.
Note that Tm1 = TmχΩ because Tmf = ∂nχΩB
(
χΩcBm−1(χΩf)
)
. Let us write
Tmf(z) =
∑
S∈W:`(S)>2−i
Tm(f)(z)ψS(z) +
∑
S∈W:`(S)≤2−i
(fSTm(1)(z) + Tm(f − fS)(z))ψS(z)
for z ∈ Ω. Recall that
T imf(z) =
∑
Q∈W:`(Q)>2−i
Tm(f)(z)ψQ(z) +
∑
Q∈W:`(Q)=2−i
(Tm(f − fQ))Q ψiQ(z).
Thus, for the error operator E i we have the expression
E if(z) = Tmf(z)− T imf(z) =
∑
S:`(S)≤2−i
fSTm(1)(z)ψS(z)
+
 ∑
S:`(S)≤2−i
Tm(f − fS)(z)ψS(z)−
∑
Q:`(Q)=2−i
(Tm(f − fQ))Q ψiQ(z)

= E i1f(z) + E i2f(z). (3.29)
The first part is easy to bound using again (3.25). Indeed, we have that∥∥E i1f∥∥pLp(Ω) .p ∑
S:`(S)≤2−i
|fS |p‖Tm(1)‖pLp(11/10S) .Ω ‖f‖pW 1,p(Ω)‖Tm(1)‖pLp(Ω\Ωi−1), (3.30)
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where ‖Tm(1)‖pLp(Ω\Ωi)
i→∞−−−→ 0.
To control E i2f in (3.29), note that every z ∈ Ω satisfies∑
S:`(S)≤2−i
ψS(z) =
∑
Q:`(Q)=2−i
ψiQ(z) ≤ 1, (3.31)
with equality when z /∈ ⋃`(Q)>2−i supp(ψQ), that is, when z ∈ Ω \ Ωi. In this case
E i2f(z) =
∑
S:`(S)≤2−i
Tm(f − fS)(z)ψS(z)
∑
Q:`(Q)=2−i
ψiQ(z)
−
∑
Q:`(Q)=2−i
(Tm(f − fQ))Q ψiQ(z)
∑
S:`(S)≤2−i
ψS(z)
=
∑
Q:`(Q)=2−i
∑
S:`(S)≤2−i
(
Tm(f − fS)(z)− (Tm(f − fQ))Q
)
ψS(z)ψ
i
Q(z). (3.32)
If, instead, z ∈ Ωi =
⋃
Q:`(Q)>2−i supp(ψQ) then there is a cube S0 with z ∈ supp(ψS0) and
`(S0) ≥ 2−i+1. Therefore, any other cube S with ψS(z) 6= 0 must be a neighbor of S0 and,
therefore, it has side-length `(S) ≥ 2−i (see Section 2.1). Therefore,
E i2f(z) =
∑
S:`(S)=2−i
Tm(f − fS)(z)ψS(z)−
∑
Q:`(Q)=2−i
(Tm(f − fQ))Q ψiQ(z)
=
∑
Q:`(Q)=2−i
(
Tm(f − fQ)(z)ψQ(z)− (Tm(f − fQ))Q ψiQ(z)
)
.
Adding and subtracting Tm(f − fQ)(z)ψiQ(z) at each term of this sum, we get
E i2f(z) =
∑
Q:`(Q)=2−i
Tm(f − fQ)(z)
(
ψQ(z)− ψiQ(z)
)
+
∑
Q:`(Q)=2−i
(
Tm(f − fQ)(z)− (Tm(f − fQ))Q
)
ψiQ(z). (3.33)
Summing up, by (3.32) and (3.33) we have that
E i2f(z) = χΩ\Ωi(z)
∑
Q:`(Q)=2−i
∑
S:`(S)≤2−i
(
Tm(f − fS)(z)− (Tm(f − fQ))Q
)
ψS(z)ψ
i
Q(z)
+ χΩi\Ωi−1(z)
∑
Q:`(Q)=2−i
(
Tm(f − fQ)(z)− (Tm(f − fQ))Q
)
ψiQ(z)
+ χΩi\Ωi−1(z)
∑
Q:`(Q)=2−i
Tm(f − fQ)(z)
(
ψQ(z)− ψiQ(z)
)
.
Since every cube Q with `(Q) = 2−i satisfies that suppψiQ ⊂ Sh(Q) and suppψiQ ∩ Ωi ⊂ 2Q, we
get that
|E i2f(z)| . χΩ\Ωi−1(z)
∑
Q:`(Q)=2−i
∑
S:`(S)≤2−i
S⊂Sh(Q)
∣∣∣Tm(f − fS)(z)− (Tm(f − fQ))Q∣∣∣χ2S(z) (3.34)
+ χΩi\Ωi−1(z)
∣∣∣∣∣∣
∑
Q:`(Q)=2−i
Tm(f − fQ)(z)
(
ψQ(z)− ψiQ(z)
)∣∣∣∣∣∣ .
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The first term coincides with E i0f . For the last term, just note that whenever z ∈ Ωi \ Ωi−1,
using the first equality in (3.31) we have that
∑
Q:`(Q)=2−i
Tm(f)(z)
(
ψiQ(z)− ψQ(z)
)
= Tm(f)(z)
 ∑
Q:`(Q)=2−i
ψiQ(z)−
∑
Q:`(Q)=2−i
ψQ(z)
 ≡ 0.
Thus, for z ∈ Ωi \ Ωi−1∑
Q:`(Q)=2−i
Tm(f − fQ)(z)
(
ψiQ(z)− ψQ(z)
)
=
∑
Q:`(Q)=2−i
−Tm(fQ)(z)
(
ψiQ(z)− ψQ(z)
)
,
which can be bounded as E i1 in (3.30) by noting the finite overlap of supports of ψiQ for cubes Q
of size 2−i. This fact, together with (3.29), (3.30) and (3.34) settles (3.28), that is,∥∥E if∥∥
Lp(Ω)
.
∥∥E i0f∥∥Lp(Ω) + Ci,Ω,n,p‖f‖W 1,p(Ω),
with Ci,Ω,n,p
i→∞−−−→ 0.
Recall that we defined the modified error term
E i0f(z) = χΩ\Ωi−1(z)
∑
Q:`(Q)=2−i
∑
S:`(S)≤2−i
S⊂Sh(Q)
∣∣∣Tm(f − fS)(z)− (Tm(f − fQ))Q∣∣∣χ2S(z).
Next we prove that
∥∥E i0f∥∥Lp(Ω) . Ci‖f‖W 1,p(Ω), with Ci i→∞−−−→ 0.
Arguing by duality, we have that∥∥E i0f∥∥Lp = sup
g:‖g‖p′=1
ˆ
Ω\Ωi−1
∑
Q:`(Q)=2−i
S:`(S)≤2−i
S⊂Sh(Q)
∣∣∣Tm(f − fS)(z)− (Tm(f − fQ))Q∣∣∣χ2S(z) |g(z)| dm(z).
(3.35)
First note for every pair of Whitney cubes Q and S with S ⊂ Sh(Q) and every point z, using an
admissible chain [S,Q) = [S,Q] \ {Q} we get that
Tm(f − fS)(z)− (Tm(f − fQ))Q = Tm(f − fS)(z)− (Tm(f − fS))S
+
∑
P∈[S,Q)
(Tm(f − fP ))P −
(Tm(f − fN (P )))N (P ) ,
where N (P ) stands for the “next” cube in the chain [S,Q] (see Remark 2.2). Note that the
shadows of cubes of fixed side-length have finite overlapping since |Sh(Q)| ≈ |Q| and, therefore,
every Whitney cube S appears less than C times in the right-hand side of (3.35). Thus,
∥∥E i0f∥∥Lp . sup
g:‖g‖p′=1
( ∑
S:`(S)≤2−i
ˆ
2S
|Tm(f − fS)(z)− (Tm(f − fS))S | |g(z)| dm(z) (3.36)
+
∑
Q:`(Q)=2−i
S:`(S)≤2−i
S⊂Sh(Q)
∑
P∈[S,Q)
∣∣∣(Tm(f − fP ))P − (Tm(f − fN (P )))N (P )∣∣∣ ˆ
2S
|g(z)| dm(z)
)
.
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All the cubes P ∈ [S,Q] with S ∈ SH(Q), satisfy that `(P ) . D(Q,S) ≈ `(Q) by Remark 2.2
and Definition 2.3. If we assume that `(Q) = 2−i this implies that `(P ) ≤ C2−i. Moreover, we
have that∣∣∣(Tm(f − fP ))P − (Tm(f − fN (P )))N (P )∣∣∣ ≤ ∑
L∩2P 6=∅
 
P
|Tm(f − fP )(z)− (Tm(f − fL))L| dm(z).
(3.37)
Finally, we observe that P ∈ [S,Q] with S ⊂ Sh(Q) imply that D(P, S) ≤ C`(P ). Indeed, if P ∈
[S, SQ] then this comes from (2.7) and, if P ∈ [QS , Q] by (2.7) we have that `(P ) ≈ D(P,Q) ≥ `(Q)
and by (2.6) `(Q) ≈ D(Q,S) ≈ D(P, S). Thus, for a fixed P with `(P ) ≤ C2−i and g ∈ Lp′ , we
have that ∑
Q:`(Q)=2−i
S:S⊂Sh(Q)
P∈[S,Q]
ˆ
2S
|g(z)| dm(z) . C
∑
S:D(P,S)≤C`(P )
ˆ
2S
|g(z)| dm(z) . `(P )d inf
P
Mg. (3.38)
Note that we again used that every cube S appears less than C times in the left-hand side. By
(3.36), (3.37) and applying (3.38) after reordering, we get that∥∥E i0f∥∥Lp . sup‖g‖p′=1
∑
S:`(S)≤C2−i
L∩2S 6=∅
ˆ
2S
|(Tm(f − fS)(z)− (Tm(f − fL))L) (|g(z)|+Mg(z))| dm(z).
Since ‖Mg‖Lp′ . ‖g‖Lp′ ≤ 1, we have that∥∥E i0f∥∥Lp . sup‖g‖p′=1
∑
(S,L)∈W0
ˆ
2S
|Tm(f − fS)(z)− (Tm(f − fL))L| |g(z)| dm(z),
where W0 = {(S,L) : `(S) ≤ C2−i and 2S ∩ L 6= ∅}.
For every cube Q, let ϕQ be a radial bump function with χ10Q ≤ ϕQ ≤ χ20Q and the usual
bounds in their derivatives. Now we use these bump functions to separate the local and the non-
local parts. In the local part we can neglect the cancellation and use the triangle inequality, but
in the non-local part the smoothness of a certain kernel will be crucial, so we write∥∥E i0f∥∥Lp . sup‖g‖p′=1
∑
S:`(S)≤C2−i
ˆ
2S
|Tm[(f − fS)ϕS ](z)| |g(z)| dm(z)
+ sup
‖g‖p′=1
∑
(S,L)∈W0
 
L
|Tm[(f − fL)ϕS ](ξ)| dm(ξ)
ˆ
2S
|g| dm
+ sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2S
∣∣∣Tm[(f − fS)(1− ϕS)](z)− (Tm[(f − fL)(1− ϕS)])L∣∣∣|g(z)|dm(z)
= 7’ + 7” + 8 . (3.39)
Since
ffl
2S
|g| dm . inf7SMg and 2L ⊂ 7S, we have that
7” . sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
|Tm[(f − fL)ϕS ](ξ)|Mg(ξ) dm(ξ) = 7 .
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Note that the inequality |g| ≤ Mg (which is valid almost everywhere for g in L1loc) imply that
7’ ≤ 7 as well.
First we take a look at 7 . For any pair of neighbor Whitney cubes S and L and z ∈ 2L, using
the definition of weak derivative and Fubini’s Theorem we find that
Tm[(f − fL)ϕS ](z) = cn
ˆ
Ωc
1
(z − w)n+2
ˆ
20S
(w − ξ)m−1
(w − ξ)m+1 (f(ξ)− fL)ϕS(ξ) dm(ξ) dm(w)
= cn,m
ˆ
Ωc
1
(z − w)n+2
ˆ
20S
(w − ξ)m
(w − ξ)m+1 ∂[(f − fL)ϕS ](ξ) dm(ξ) dm(w)
= cn,m
ˆ
20S
(ˆ
Ωc
(w − ξ)m
(w − ξ)m+1(z − w)n+2 dm(w)
)
∂[(f − fL)ϕS ](ξ) dm(ξ).
In the right-hand side above, we have that ξ, z ∈ Ω. Therefore, we can use Green’s Theorem in
the integral on Ωc and then (3.11) to get
Tm[(f − fL)ϕS ](z) = cn,m
ˆ
20S
(ˆ
∂Ω
(w − ξ)m+1
(w − ξ)m+1(z − w)n+2 dw
)
∂[(f − fL)ϕS ](ξ) dm(ξ)
= cn,m
ˆ
20S
K~m0(z, ξ)∂[(f − fL)ϕS ](ξ) dm(ξ),
where ~m0 := (2 + n,m+ 1,m+ 1).
Using Proposition 3.6 we have that
K~m0(z, ξ) = cm,n∂
nBχΩ(z) (ξ − z)
m
(ξ − z)m+1 +
∑
j≤m
cm,n,jR
m+1
m+n,j(z, ξ)
(ξ − z)m+n+2−j .
The first part is ∂nBχΩ(z) times the kernel of the operator T (−m−1,m) (see Theorem 2.12). For
the second part, we have that by Lemma 3.12
|Rm+1m+n,j(z, ξ)|
|ξ − z|m+n+2−j .
1
|ξ − z|2−σp ,
where σp = 1− 2p . Thus,
7 = sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
|Tm[(f − fL)ϕS ](z)|Mg(z) dm(z) (3.40)
. sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
∣∣∣∂nBχΩ(z)T (−m−1,m) (∂[(f − fL)ϕS ]) (z)∣∣∣Mg(z) dm(z)
+ sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
ˆ
20S
∣∣∂[(f − fL)ϕS ](ξ)∣∣
|ξ − z|2−σp dm(ξ)Mg(z) dm(z) = 7.1 + 7.2 .
In the first sum we use that in W 1,p(C) we have the identity T (−m−1,m) ◦ ∂ = ∂ ◦T (−m−1,m) =
cmBm and, therefore, T (−m−1,m)∂[(f − fL)ϕS ] = cmBm[(f − fL)ϕS ] ∈W 1,p ⊂ L∞, so
7.1 . sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
|∂nBχΩ(z)|Mg(z) dm(z)‖Bm[(f − fL)ϕS ]‖L∞
. sup
‖g‖p′=1
∑
(S,L)∈W0
‖∂nBχΩ‖Lp(2L)‖Mg‖Lp′ (2L)‖Bm[(f − fL)ϕS ]‖W 1,p(C).
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By the boundedness of Bm in W 1,p(C) we have that
‖Bm[(f − fL)ϕS ]‖W 1,p(C) . ‖(f − fL)ϕS‖W 1,p(20S).
Moreover, the Poincare´ inequality (2.12) allows us to deduce that
‖(f − fL)ϕS‖W 1,p(20S) . ‖∇f‖Lp(20S). (3.41)
On the other hand, there is a certain i0 such that for `(S) ≤ C2−i and L ∩ 2S 6= ∅, we have
that S, 2L ⊂ Ω \ Ωi−i0 , and
‖∂nBχΩ‖Lp(2L) ≤ ‖∂nBχΩ‖Lp(Ω\Ωi−i0 ).
Thus, by the Ho¨lder inequality and the boundedness of the maximal operator in Lp
′
we have that
7.1 . ‖∂nBχΩ‖Lp(Ω\Ωi−i0 ) sup‖g‖p′=1
∑
(S,L)∈W0
‖Mg‖Lp′ (2L)‖∇f‖Lp(20S)
≤ CΩ,i‖∇f‖Lp(Ω) sup‖g‖p′=1
‖Mg‖Lp′ .p CΩ,i‖∇f‖Lp(Ω), (3.42)
with CΩ,i
i→∞−−−→ 0.
To bound the term 7.2 in (3.40), note that given two neighbor cubes S and L and a point
z ∈ 2L, integrating on dyadic annuli we have that
ˆ
20S
∣∣∂[(f − fL)ϕS ](ξ)∣∣
|ξ − z|2−σp dm(ξ) .M
(
∂[(f − fL)ϕS ]
)
(z)`(S)σp .
Thus,
7.2 . sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2L
M
(
∂[(f − fL)ϕS ]
)
(z)`(S)σpMg(z) dm(z)
. 2−iσp sup
‖g‖p′=1
∑
(S,L)∈W0
∥∥M (∂[(f − fL)ϕS ])∥∥Lp(Ω)‖Mg‖Lp′ (2L)
and, by the boundedness of the maximal operator, (3.41) and the Ho¨lder inequality, we get
7.2 . 2−iσp sup
‖g‖p′=1
∑
(S,L)∈W0
∥∥∂[(f − fL)ϕS ]∥∥Lp(20S)‖Mg‖Lp′ (2L) . 2−iσp‖∇f‖Lp(Ω). (3.43)
By (3.40), (3.42) and (3.43), we have that
7 . CΩ,i‖∇f‖Lp(Ω), (3.44)
with CΩ,i
i→∞−−−→ 0.
Back to (3.39) it remains to bound
8 = sup
‖g‖p′=1
∑
(S,L)∈W0
ˆ
2S
|Tm[(f − fS)(1− ϕS)](z)− (Tm[(f − fL)(1− ϕS)])L| |g(z)| dm(z).
Fix g ≥ 0 such that ‖g‖p′ = 1. Then we will prove that
8g ≤ CΩ,i‖f‖W 1,p(Ω),
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with CΩ,i
i→∞−−−→ 0, where
8g :=
∑
(S,L)∈W0
ˆ
2S
 
L
|Tm[(f − fS)(1− ϕS)](z)− Tm[(f − fL)(1− ϕS)](ζ)| dm(ζ)g(z) dm(z).
First, we add and subtract Tm[(f − fL)(1− ϕS)](z) in each term of the last sum to get
8g ≤
∑
(S,L)∈W0
ˆ
2S
|Tm[(fL − fS)(1− ϕS)](z)|
 
L
dm(ζ)g(z) dm(z)
+
∑
(S,L)∈W0
ˆ
2S
 
L
|Tm[(f − fL)(1− ϕS)](z)− Tm[(f − fL)(1− ϕS)](ζ)| dm(ζ)g(z) dm(z).
For a given z ∈ Ω,
ˆ
Ωc
ˆ
Ω
|f(ξ)− fL|
|z − w|n+2|w − ξ|2 dm(ξ) dm(w) . ‖f‖L∞
ˆ
Ωc
| log(dist(w,Ω))|+O(1)
|z − w|n+2 dm(w),
which is finite since Ω is a Lipschitz domain (hint: compare the last integral above with the length
of the boundary H1(∂Ω) times the integral ´ 1
0
| log(t)| dt). Thus, we can use Fubini’s Theorem and
then Green’s Theorem to state that
Tm[(f − fL)(1− ϕS)](z) = cn
ˆ
Ωc
1
(z − w)n+2
ˆ
Ω
(w − ξ)m−1
(w − ξ)m+1 (f(ξ)− fL)(1− ϕS(ξ)) dm(ξ) dm(w)
= cn,m
ˆ
Ω
(ˆ
∂Ω
(w − ξ)m
(w − ξ)m+1(z − w)n+2 dw
)
[(f − fL)(1− ϕS)](ξ) dm(ξ)
= cn,m
ˆ
Ω
K~m1(z, ξ)[(f − fL)(1− ϕS)](ξ) dm(ξ),
where ~m1 := (2 + n,m+ 1,m). Arguing analogously,
Tm[(fL − fS)(1− ϕS)](z) = cn,m(fL − fS)
ˆ
Ω\10S
K~m1(z, ξ)(1− ϕS)(ξ) dm(ξ).
Thus, we get that
8g .
∑
(S,L)∈W0
|fL − fS |
ˆ
2S
∣∣∣∣∣
ˆ
Ω\10S
K~m1(z, ξ)[(1− ϕS)](ξ) dm(ξ)
∣∣∣∣∣ g(z) dm(z)
+
∑
(S,L)∈W0
ˆ
2S
 
L
∣∣∣∣ˆ
Ω
(K~m1(z, ξ)−K~m1(ζ, ξ))[(f − fL)(1− ϕS)](ξ) dm(ξ)
∣∣∣∣ dm(ζ)g(z)dm(z)
= 8.1 + 8.2 . (3.45)
Recall that Proposition 3.6 states that for z ∈ 2S and ξ ∈ Ω,
K~m1(z, ξ) = cm,n∂
nBχΩ(z) (ξ − z)
m−1
(ξ − z)m+1 +
∑
j≤m
cm,n,jR
m
m+n−1,j(z, ξ)
(ξ − z)m+n+2−j (3.46)
and, for any z, ξ ∈ Ω, by (3.22) we have that∣∣∣∣ Rmm+n−1,j(z, ξ)(z − ξ)m+n+2−j
∣∣∣∣ ≤ CΩ,n,m 1|z − ξ|3−σp , (3.47)
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where σp = 1 − 2p . Thus, by (3.23) and the identity 1aj − 1bj =
(b−a)∑j−1i=0 aibj−1−i
ajbj , when z, ζ ∈ 5S
and ξ ∈ Ω \ 20S we have that∣∣∣∣ Rmm+n−1,j(z, ξ)(ξ − z)m+n+2−j − Rmm+n−1,j(ζ, ξ)(ξ − ζ)m+n+2−j
∣∣∣∣ ≤ ∣∣∣∣Rmm+n−1,j(z, ξ)( 1(ξ − z)m+n+2−j − 1(ξ − ζ)m+n+2−j
)∣∣∣∣
+
∣∣∣∣Rmm+n−1,j(z, ξ)−Rmm+n−1,j(ζ, ξ)(ξ − ζ)m+n+2−j
∣∣∣∣ .Ω,n,m |z − ζ||z − ξ|4−σp + |z − ζ|σp|z − ξ|3 . |z − ζ|σp|z − ξ|3 . (3.48)
Then, using that dist(2S, supp(1 − ϕS)) > 0, we have that
´
Ω
(ξ−z)m−1
(ξ−z)m+1 [(1 − ϕS)](ξ) dm(ξ) =
cmBmΩ [(1− ϕS)](z) for z ∈ 2S and, by (3.45), (3.46) and (3.47) we get that
8.1 .
∑
(S,L)∈W0
|fL − fS |
ˆ
2S
|∂nBχΩ(z)BmΩ [(1− ϕS)](z)| g(z) dm(z)
+
∑
(S,L)∈W0
|fL − fS |
ˆ
2S
ˆ
Ω\10S
1
|z − ξ|3−σp dm(ξ)g(z) dm(z)
= 8.1.1 + 8.1.2 . (3.49)
By the same token, using (3.45), (3.46) and (3.48) we get
8.2 .
∑
(S,L)∈W0
ˆ
2S
 
L
|∂nBχΩ(z)BmΩ [(f − fL)(1− ϕS)](z)| dm(ζ)g(z) dm(z)
+
∑
(S,L)∈W0
ˆ
2S
 
L
|∂nBχΩ(ζ)BmΩ [(f − fL)(1− ϕS)](ζ)| dm(ζ)g(z) dm(z)
+
∑
(S,L)∈W0
ˆ
2S
 
L
ˆ
Ω\10S
|z − ζ|σp
|z − ξ|3 |f(ξ)− fL| dm(ξ) dm(ζ)g(z) dm(z)
= 8.2.1 + 8.2.2 + 8.2.3 . (3.50)
We begin by the first term in the right-hand side of (3.49), that is,
8.1.1 =
∑
(S,L)∈W0
|fL − fS |
ˆ
2S
|∂nBχΩ(z)BmΩ [(1− ϕS)](z)| g(z) dm(z).
By the Poincare´ and the Jensen inequalities, we have that
|fL − fS | ≤ 1
`(L)2
ˆ
L
|f(ξ)− fS | dm(ξ) . `(L)
`(L)2
‖∇f‖L1(5S) . `(S)1−
2
p ‖∇f‖Lp(5S). (3.51)
On the other hand, applying Lemma 3.13 to ϕS (conveniently rescaled and translated), we have
that BmϕS(z) = 0 for z ∈ 2S. Therefore, using (3.51) we have that
8.1.1 . ‖∇f‖Lp(Ω)
∑
S:`(S)≤C2−i
`(S)1−
2
p
ˆ
2S
|∂nBχΩ(z)BmΩ χΩ(z)| g(z) dm(z) (3.52)
. 2−i(1− 2p )‖∇f‖Lp(Ω)‖g‖Lp′ (Ω)‖∂nBχΩ‖Lp(Ω)‖BmΩ χΩ‖L∞(Ω) .Ω 2−i(1−
2
p )‖∇f‖Lp(Ω).
Let us recall that the second term in the right-hand side of (3.49) is
8.1.2 =
∑
(S,L)∈W0
|fL − fS |
ˆ
2S
ˆ
Ω\10S
1
|z − ξ|3−σp dm(ξ)g(z) dm(z)
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and, by (3.51),
8.1.2 .
∑
S:`(S)≤C2−i
`(S)1−
2
p ‖∇f‖Lp(5S)
1
`(S)1−σp
‖g‖L1(2S)
.
∑
S:`(S)≤C2−i
`(S)σp−
2
p+
2
p ‖∇f‖Lp(5S)‖g‖Lp′ (2S).
By Ho¨lder’s inequality,
8.1.2 . 2−iσp‖∇f‖Lp(Ω)‖g‖Lp′ (Ω) = 2−iσp‖∇f‖Lp(Ω).
Using this fact together with (3.49) and (3.52), we have that
8.1 . CΩ,i‖∇f‖Lp(Ω), (3.53)
with CΩ,i
i→∞−−−→ 0.
Let us focus now on the first term in the right-hand side of (3.50), that is,
8.2.1 =
∑
(S,L)∈W0
ˆ
2S
|∂nBχΩ(z)| |BmΩ [(f − fL)(1− ϕS)](z)| g(z) dm(z) (3.54)
.
∑
(S,L)∈W0
‖g‖Lp′ (2S)‖∂nBχΩ‖Lp(2S)‖BmΩ [(f − fL)(1− ϕS)]‖L∞(2S).
By the Sobolev Embedding Theorem and the boundedness of BmΩ in W 1,p(Ω) (granted by Theorem
2.12) we have that
‖BmΩ [(f − fL)(1− ϕS)]‖L∞(Ω) ≤ ‖BmΩ [(f − fL)(1− ϕS)]‖W 1,p(Ω) . ‖(f − fL)(1− ϕS)‖W 1,p(Ω)
and, using Leibniz’ rule, Poincare´’s inequality and the Sobolev embedding Theorem, we get
‖BmΩ [(f − fL)(1− ϕS)]‖L∞(Ω) ≤ ‖∇f‖Lp(Ω) +
1
`(S)
‖f − fL‖Lp(20S) + ‖f − fL‖Lp(Ω)
.Ω ‖∇f‖Lp(Ω) + ‖∇f‖Lp(20S) + ‖f‖Lp(Ω) + ‖f‖L∞ . ‖f‖W 1,p(Ω).
Thus, by Ho¨lder’s inequality we have that
8.2.1 . ‖f‖W 1,p(Ω)‖g‖Lp′ (Ω)‖∂nBχΩ‖Lp(Ω\Ωi−i0 ) = ‖f‖W 1,p(Ω)‖∂
nBχΩ‖Lp(Ω\Ωi−i0 ). (3.55)
Note that ‖∂nBχΩ‖Lp(Ω\Ωi−i0 )
i→∞−−−→ 0.
The second term in (3.50), that is,
8.2.2 =
∑
(S,L)∈W0
1
`(L)2
ˆ
L
|∂nBχΩ(ζ)BmΩ [(f − fL)(1− ϕS)](ζ)| dm(ζ)
ˆ
2S
g(z) dm(z),
follows the same pattern. Since S and L in the sum above are neighbors, they have comparable
side-length, and for ζ ∈ L we have that ´
2S
g(z) dm(z) . `(L)2Mg(ζ). Therefore,
8.2.2 .
∑
(S,L)∈W0
ˆ
L
|∂nBχΩ(ζ)BmΩ [(f − fL)(1− ϕS)](ζ)|Mg(ζ) dm(ζ)
.
∑
S:`(S)≤C2−i
‖Mg‖Lp′ (5S)‖∂nBχΩ‖Lp(5S)‖BmΩ [(f − fL)(1− ϕS)]‖L∞(5S).
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The last expression coincides with the right-hand side of (3.54) changing g by Mg and 2S by 5S.
Arguing analogously to that case, we get that
8.2.2 . ‖f‖W 1,p(Ω)‖Mg‖Lp′ (Ω)‖∂nBχΩ‖Lp(Ω\Ωi−i0 ) . ‖f‖W 1,p(Ω)‖∂
nBχΩ‖Lp(Ω\Ωi−i0 ). (3.56)
Finally, we consider
8.2.3 =
∑
(S,L)∈W0
ˆ
2S
 
L
ˆ
Ω\10S
|z − ζ|σp
|z − ξ|3 |f(ξ)− fL| dm(ξ) dm(ζ)g(z) dm(z).
Note that for z, ζ ∈ 5S we have that |z − ζ| . `(S). Separating Ω \ 10S in Whitney cubes we get
8.2.3 .
∑
(S,L)∈W0
ˆ
2S
g(z)dm(z)
∑
P∈W
`(S)σp
D(S, P )3
‖f − fL‖L1(P ).
Using the chain connecting two cubes P and L, by (2.13) we get that
‖f − fL‖L1(P ) .
∑
Q∈[P,L]
‖∇f‖L1(5Q)
`(P )2
`(Q)
.
Thus,
8.2.3 . 2−iσp
∑
L,P∈W
∑
Q∈[P,L]
`(P )2‖∇f‖L1(5Q)‖g‖L1(7L)
`(Q)D(L,P )3
.
By Lemma 2.5 (with ρ = 1), we get
8.2.3 . 2−iσp‖∇f‖Lp(Ω), (3.57)
and Claim 3.15 is proven. Indeed, by (3.50), (3.55), (3.56) and (3.57), we have that
8.2 . CΩ,i‖∇f‖Lp(Ω).
This fact combined with (3.45) and (3.53) prove that
8 ≤ sup
‖g‖p′=1
8g . CΩ,i‖∇f‖Lp(Ω)
and, together with (3.28), (3.39) and (3.44), gives∥∥E if∥∥
Lp(Ω)
. CΩ,i‖f‖W 1,p(Ω),
with CΩ,i
i→∞−−−→ 0.
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