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0. Introduction
Let A be a d × d integer expanding matrix and DA := {d1, . . . , dN }, d i ∈ Zd be
a digit set chosen as a set of coset representatives of Zd/AZd, where N is given as the
absolute value of the determinant of A. Then, we get a compact set T ,
T := T (A,DA) =
{ ∞∑
k=1
A−kd ik
∣∣∣∣∣ d ik ∈ DA
}
,
which satisfies A (T ) =∑Ni=1 (T + d i ) , called a digit tile (see Figure 1).
The digit tiles are found in tiling theory, elementary number theory, wavelets, ergodic
theory etc. Several basic properties of the compact set T are investigated by many articles
of Bandt [3], Gilbert [8], Katai and Szabo [10], Kenyon [11, 12], Knuth [13], Lagarias and
Wang [4, 15], Vince [6, 18] and Sadahiro et al [16] etc.
The boundary of the compact set T is usually fractal. The purpose of this paper is to
give a generating method of the fractal boundary of the set T . For 2-dimensional digit tiles,
Dekking propose the recurrent set method which uses the endomorphism of free groups of
rank 2 (Dekking [4, 5], Ito and Ohtsuki [9]). In this paper, we extend Dekking’s method
by using the higher dimensional endomorphism, which is an endomorphism of a Z-module
Gd−1 introduced by [1], [2], [7], [17], instead of using the endomorphism of the free group
Fd . In fact, from an integer expanding matrix A and a digit set DA = {d1, . . . , dN }, we
define a tiling map Θ : Gd → Gd by
Θ (x, 1 ∧ · · · ∧ d) := Ax +
N∑
i=1
(d i , 1 ∧ · · · ∧ d)
where (x, 1 ∧ · · · ∧ d) means a d-dimentional unit cube located at x ∈ Zd with edges
parallel to axes and Gd is a set of all finite sum of (x, 1 ∧ · · · ∧ d) . Then the digit tile T
can be given by
T := lim
n→∞ A
−nΘn (0, 1 ∧ · · · ∧ d) .
If we can find an higher dimensional endomorphism θ satisfying the commutative diagram:
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FIGURE 1. The digit tile in Example 4.2 (3).
Gd Θ−→ Gd
∂d ↓ ↓ ∂d
Gd−1 θ−→ Gd−1
(0.1)
where ∂d is a boundary homomorphism, then θ generates the boundary of Θn(0, 1 ∧ · · ·
∧d). Therefore, we call θ satisfying (0.1) the boundary endomorphism of the tiling map Θ .
The main theorem is mentioned as follows.
MAIN THEOREM. For any tiling map Θ of Gd associated with an integer expanding
matrix A and a digit set DA = {d1, . . . , dN }, we can construct the boundary endomor-
phism θ of Θ which satisfies the commutative diagram (0.1).
This result is an extension of Vince’s one (see Vince [18]).
1. Definitions and notations of the tiling map
Throughout the paper, we denote the set of integers (resp. real numbers, positive
integers) by Z (resp. R, N).
Let d ≥ 2 be an integer and {e1, . . . , ed} be the canonical basis of Rd . If 1 ≤ i1 <
· · · < ik ≤ d, a pair (x, i1 ∧ · · · ∧ ik) , consisting of a point x ∈ Zd and an unit cube gen-
erated by
{
ei1 , . . . , eik
}
, geometrically means a positively oriented unit cube of dimension
k located at x with edges parallel to axes of Rd , that is,
(x, i1 ∧ · · · ∧ ik) :=
{
x + t1ei1 + · · · + tkeik
∣∣ 0 ≤ tj ≤ 1, 1 ≤ j ≤ k, x ∈ Zd}
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for 1 ≤ k ≤ d. In general, we define
(x, i1 ∧ · · · ∧ ik) :=
{
0 if ij = ij ′ for some j 
= j ′
ε (τ )
(
x, iτ (1) ∧ · · · ∧ iτ (k)
)
otherwise
where τ is the permutation on {i1, . . . , ik} satisfying 1 ≤ iτ (1) < · · · < iτ(k) ≤ d and
ε (τ ) is the signature of τ which designates the orientation. For example, (x, 1 ∧ 5 ∧ 2) =
− (x, 1 ∧ 2 ∧ 5).
For 1 ≤ k ≤ d , let us define the set Λk as follows:
Λk := Zd ×
{
i1 ∧ · · · ∧ ik
∣∣ ij ∈ {1, . . . , d} , 1 ≤ j ≤ k, 1 ≤ i1 < · · · < ik ≤ d }
and let us define the free Z-module generated by the elements of Λk as follows:
Gk :=
⎧⎨⎩ ∑
λ∈Λk
mλλ
∣∣∣∣∣∣ mλ ∈ Z, #{λ | mλ 
= 0} < +∞
⎫⎬⎭ ,
that is, for any elements γ = ∑λ∈Λk mλλ, δ = ∑λ∈Λk nλλ ∈ Gk , γ + δ is given by
γ + δ =
∑
λ∈Λk
mλλ +
∑
λ∈Λk
nλλ :=
∑
λ∈Λk
(mλ + nλ)λ .
Moreover, for 1 ≤ k ≤ d let us define the set Λ˜k as follows:
Λ˜k := Zd ×
{
i1 ∧ · · · ∧ ik
∣∣ ij ∈ {1, . . . , d, 1−1, . . . , d−1} , 1 ≤ j ≤ k} ,
where i−1 is the inverse element of i ∈ {1, . . . , d} in symbolic sense (the detail is discussed
in the section 2) and define the free Z-module generated by the elements of Λ˜k as follows:
G˜k :=
⎧⎨⎩∑
λ˜∈Λ˜k
mλ˜˜λ
∣∣∣∣∣∣ mλ˜ ∈ Z, #{˜λ | mλ˜ 
= 0} < +∞
⎫⎬⎭ ,
and the sum is given by analogously with G˜k .
DEFINITION 1.1. We define the Z-homomorphism ι : G˜k → Gk by
ι (x, i1 ∧ · · · ∧ ik)
:=
⎧⎪⎪⎨⎪⎪⎩
0 if ‖ij‖ = ‖ij ′ ‖ for some j 
= j ′
sgn(i1) · · · sgn(ik)ε (τ )
⎛⎝x + k∑
j=1
χ
(
ij
)
, ‖iτ (1)‖ ∧ · · · ∧ ‖iτ (k)‖
⎞⎠ otherwise
where sgn (ia) := a, ‖ia‖ := i, and χ (ia) :=
{
0 if a = 1
−ei if a = −1.
For two elements g˜1, g˜2 ∈ G˜k , we write g˜1 ≈ g˜2 if ι (g˜1) = ι (g˜2). It is easy to see that
≈ is an equivalence relation. For example, (0, 2−1 ∧ 1) ≈ (−e2, 1 ∧ 2) . In fact,
ι
(
0, 2−1 ∧ 1
)
= sgn
(
2−1
)
sgn (1) ε (τ )
(
χ
(
2−1
)
+ χ (1) , 1 ∧ 2
)
= (−e2, 1 ∧ 2) = ι (−e2, 1 ∧ 2) .
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Then, Gk can be identified with a complete set of representatives of G˜k/ ≈.
The geometrical meaning of elements of Gk (1 ≤ k ≤ d) leads us to the following
definition of the map ∂˜k : G˜k →˜Gk−1.
DEFINITION 1.2. Let us define a boundary map ∂˜k from G˜k to˜Gk−1 (2 ≤ k ≤ d) as
follows:
∂˜k(0, i1 ∧ · · · ∧ ik)
:=
k∑
j=1
(−1)j {(0, i1 ∧ · · · ∧ îj ∧ · · · ∧ ik)− (eij , i1 ∧ · · · ∧ îj ∧ · · · ∧ ik)} , (1.1)
∂˜k (x, i1 ∧ · · · ∧ ik) := x + ∂k(0, i1 ∧ · · · ∧ ik) , (1.2)
∂˜k
⎛⎝∑
λ˜∈Λ˜k
mλ˜˜λ
⎞⎠ := ∑
λ˜∈Λ˜k
mλ˜
(
∂k
(˜
λ
)) (1.3)
where we denote x + (y, i1 ∧ · · · ∧ ik) := (x + y, i1 ∧ · · · ∧ ik) and i1 ∧ · · · ∧ îj ∧ · · · ∧ ik
means i1 ∧ · · · ∧ ij−1 ∧ ij+1 ∧ · · · ∧ ik.
Let us define the boundary map ∂k from Gk to Gk−1 (2 ≤ k ≤ d) by the same formula
(1.1), (1.2), (1.3). It is clear that ∂˜k and ∂k are Z-homomorphisms and they lead us to the
following Remark 1.3 and Lemma 1.4 (see Ei [7]).
REMARK 1.3. The following relation holds: ∂k ◦ ι = ι ◦ ∂˜k , in particular, g˜1 ≈ g˜2
implies ∂˜k (g˜1) ≈ ∂˜k (g˜2) .
LEMMA 1.4. ∂˜k−1 ◦ ∂˜k = 0 and ∂k−1 ◦ ∂k = 0 for 1 ≤ k ≤ d.
ASSUMPTION. We assume that the matrix A satisfies the following conditions:
(1) A is an d × d integer matrix, that is, A = (aij )1≤i,j≤d, aij ∈ Z;
(2) A is an expanding matrix if all of its eigenvalues λi , i = 1, . . . , d satisfy |λi | >
1.
In this paper, we assume that the matrix A satisfies ASSUMPTION.
DEFINITION 1.5. Let A be an integer expanding matrix and N be the absolute value
of detA, then we call DA := {d1, . . . , dN }, d i ∈ Zd a (standard) digit set if DA is a
set of coset representatives of Zd/AZd , i.e., d i ∈ d i (1 ≤ i ≤ N) and
{
d1, . . . , dN
}
=
Zd/AZd .
LEMMA 1.6. Let us defineD1 associated with DA, which is the union of N pieces of
the d-dimensional unit cube with edges parallel to axes of Rd, that is, D1 :=∑Ni=1(d i , 1∧
· · · ∧ d), where d i is the element of a digit set DA. Then, we have
(1) ∑
z∈Zd (Az+D1) = Rd ;
(2) int. (Az +D1) ∩ int.
(
Az′ +D1
) = ∅ if z 
= z′.
Using a matrix A and a digit set DA, we will define a map Θ as follows.
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DEFINITION 1.7. For each matrix A and a digit set DA, let us define a map Θ :
Gd → Gd as follows:
Θ (0, 1 ∧ · · · ∧ d) := εA
N∑
i=1
(di , 1 ∧ · · · ∧ d) = εAD1 ,
Θ(x, 1 ∧ · · · ∧ d) := Ax + Θ(0, 1 ∧ · · · ∧ d) ,
Θ
⎛⎝∑
λ∈Λd
mλλ
⎞⎠ := ∑
λ∈Λd
mλ (Θ (λ)) ,
where d i ∈ DA, εA is the sign of detA and x+ (y, 1 ∧ · · · ∧ d) := (x + y, 1 ∧ · · · ∧ d) .
It is easy to see the following lemma.
LEMMA 1.8. For any n ∈ N , let us defineDn such thatDn := Θn (0, 1 ∧ · · · ∧ d) ,
then we have
(1) ∑
z∈Zd (A
nz+Dn) = Rd;
(2) int. (Anz +Dn) ∩ int.
(
Anz′ +Dn
) = ∅ if z 
= z′.
Therefore, the map Θ is called a tiling map obtained from a matrix A and a digit set DA.
EXAMPLE 1.9. For the matrix A =
(
2 −1
1 2
)
, we can choose the digit set
DA = {d1, . . . , d5} :=
{
t (−1, 0) ,t (−2, 0) ,t (−3, 0) ,t (−4, 0) ,t (−5, 0)} .
Then we get the figuresDn, Tn = A−nΘn (0, 1 ∧ · · · ∧ d) (see Figure 2).
For each matrix A and a digit set DA, we have a tiling map Θ on Gd by Definition
1.7. Then, our destination is to construct the higher dimensional endomorphism θ on Gd−1
satisfying the commutative diagram
Gd Θ−→ Gd
∂d ↓ ↓ ∂d
Gd−1 θ−→ Gd−1
(1.4)
and
θ
(
x, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d) := Ax + θ (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d) (1.5)
θ
⎛⎝ ∑
λ∈Λd−1
mλλ
⎞⎠ := ∑
λ∈Λd−1
mλ (θ (λ)) . (1.6)
If we obtain θ satisfying (1.4) , (1.5) , (1.6) , we call θ the boundary endomorphism of the
tiling map Θ . Our method of finding θ might be an extension of the Dekking’s method
which uses the endomorphisms of the free group F2 and Vince’s one ([18]).
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D1
T1
D2
T2
T5
FIGURE 2. Dn(n = 1, 2) and Tn(n = 1, 2, 5) in Example 1.9.
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2. Construction of the boundary endomorphism
In this section, we obtain the following theorem.
THEOREM 2.1. For any integer expanding matrix A, we can find the tiling map Θ
of Gd associated with the digit set DA which has the boundary endomorphism θ of Θ .
To get Theorem 2.1, we prepare two tools that one is the map Ek (σ) on Gk from an
endomorphism σ of a free group Fd and the other one is the fundamental matrices.
Let Fd∗ be a free monoid generated by
{
1, 2, . . . , d, 1−1, . . . , d−1
}
and Fd be a free
group of rank d , that is, Fd is the quotient set Fd∗/ ∼ with the equivalence relation ∼
where we denote W ∼ V if W and V determine the same element after cancellations
occured. Elements of Fd is called reduced words. An endomorphism σ on Fd is deter-
mined by σ(1), . . . , σ (d) which are non-empty words and satisfies the following relations:
σ(W−1) = (σ (W))−1 , σ (VW) = σ(V )σ(W) for V,W ∈ Fd. Let us denote the words
σ(i) (1 ≤ i ≤ d), σ(i) := Pk(i)Wk(i)Sk(i), 1 ≤ k ≤ | σ(i) | where | W | means the length
of the word W . We call Pk(i) (resp. Sk(i)) is the prefix (resp. suffix) of Wk(i) in σ(i). Let
f : Fd → Zd be the canonical homomorphism, that is, f is determined by f (i±1) = ±ei
(1 ≤ i ≤ d) and the following relations hold:
f (W−1) = −f (W) , f (VW) = f (V ) + f (W) ,
for V,W ∈ Fd, where VW means the reduced word of the concatenation of V and W. For
each endomorphism σ on Fd , let Lσ be a linear representation of σ on Rd , that is, Lσ is a
linear mapping which satisfies the commutative diagram:
Fd
σ−→ Fd
f ↓ ↓ f
Zd
Lσ−→ Zd
.
From now on, we define the map Ek (σ) on Gk by using an endomorphism σ on Fd as
follows.
DEFINITION 2.2 (Ei [7]). Let σ be an endomorphism on Fd . For each k (1 ≤ k ≤ d),
we define Ek (σ) : Gk → Gk by
Ek (σ) (0, i1 ∧ · · · ∧ ik)
:=
| σ(i1) |∑
n1=1
· · ·
| σ(ik) |∑
nk=1
(
f
(
Pn1
(i1)
)
+ · · · + f
(
Pnk
(ik)
)
,Wn1
(i1) ∧ · · · ∧ Wnk (ik)
)
for 1 ≤ k ≤ d ,
Ek (σ ) (x, i1 ∧ · · · ∧ ik) := Lσx + Ek (σ) (0, i1 ∧ · · · ∧ ik) ,
Ek (σ )
⎛⎝∑
λ∈Λk
mλλ
⎞⎠ := ∑
λ∈Λk
mλ (Ek (σ ) λ) .
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We call Ek (σ) the higher dimensional endomorphism obtained from the endomorphism σ
on Fd .
REMARK 2.3. If we introduce a map ψ from Fd to G1 by
ψ (w1 · · ·wk) :=
k∑
j=1
(
f
(
w1 · · ·wj−1
)
, wj
)
,
then ψ ◦ σ = E1 (σ )◦ψ. In this sense, the endomorphism σ on Fd is the representatives to
E1 (σ ) on G1. The map ψ can be written using a geometrical map K defined by Dekking
[4].
PROPOSITION 2.4. The following properties of Ek (σ) hold:
(1) For an endomorphism σ on Fd and for each k (2 ≤ k ≤ d) , we have the follow-
ing commutative diagram:
Gk Ek(σ )−→ Gk
∂k ↓ ↓ ∂k
Gk−1 Ek−1(σ )−→ Gk−1
.
(2) For endomorphisms σ and τ on Fd , the following relation holds:
Ek (σ ◦ τ ) = Ek (σ) ◦ Ek (τ) for 1 ≤ k ≤ d.
The proof can be found in Proposition 3 of Ei [7].
To prove Theorem 2.1, we prepare the second tool which is the following matrices.
Define d × d matrices Td(i, j), Ud(i, j ; c) and Dd(c1, . . . , cd ) as follows:
Td(i, j) :=
i j
i
j
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
0 · · · · · · · · · 1
.
.
. 1
.
.
.
.
.
.
. . .
.
.
.
.
.
. 1
.
.
.
1 · · · · · · · · · 0
1
. . .
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, 1 ≤ i < j ≤ d ,
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Ud(i, j ; c) :=
i j
i
j
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
. . .
1 · · · c
. . .
.
.
.
1
. . .
1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, i 
= j , 1 ≤ i, j ≤ d , c ∈ Z ,
Dd(c1, . . . , cd ) :=
⎛⎝ c1 . . .
cd
⎞⎠ , ci ∈ Z − {0} , 1 ≤ i ≤ d .
We denote the set of all matrices by L, that is,
L :=
{
Td(i, j), Ud(i, j ; c),Dd(c1, . . . , cd )
∣∣∣∣ 1 ≤ i, j ≤ d, i 
= j,c ∈ Z, ci ∈ Z − {0}
}
.
LEMMA 2.5. For any integer matrix A with detA 
= 0, there exist matrices
L1, . . . , Ll, R1, . . . , Rr ∈ {Td(i, j), Ud(i, j ; c)} and D ∈ {Dd (c1, . . . , cd)} such that
Ll · · ·L1AR1 · · ·Rr = D.
The proof is easy.
For each element of L, let us introduce endomorphisms σP (P ∈ L) on the free group
Fd as follows:
() for each T ∈ {Td(i, j) | 1 ≤ i < j ≤ d, i 
= j }, we define σT by
σT :
i −→ j
j −→ i
k −→ k
(k 
= i, j and 1 ≤ k ≤ d) , (2.1)
() for each U ∈ {Ud(i, j ; c) | 1 ≤ i, j ≤ d, i 
= j, c ∈ Z }, we define σU by
σU : j −→ j i
c
k −→ k (if k 
= j and 1 ≤ k ≤ d) (2.2)
where ic =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c times︷ ︸︸ ︷
i · · · i if c > 0
| c | times︷ ︸︸ ︷
i−1 · · · i−1 if c < 0
,
(  ) for each matrix D ∈ {Dd (c1, . . . , cd ) | ci ∈ Z, 1 ≤ i ≤ d }, we define σD by
σD : i −→ ici . (2.3)
Then it is easy to see that for each matrices P ∈ L, the linear representation LσP of the
endomorphism σP coincides with P , that is,
LσP = P , P ∈ L .
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LEMMA 2.6. If DA = {d1, . . . , dN } is a set of coset of representatives of Zd/AZd ,
then for P ′ ∈ {Td (i, j) , Ud (i, j ; c)}, P ′DA =
{
P ′d1, . . . , P ′dN
}
is also the set of coset
of representatives of Zd/AZd .
Proof. It is clear from the property of the matrix P ′ ∈ {Td (i, j) , Ud (i, j ; c)} . 
Proof of Theorem 2.1. From Lemma 2.5, any matrix A can be decomposed as A =
Ll · · ·L1DR1 · · ·Rr for some L1, . . . , Ll, R1, . . . , Rr ∈ {Td (i, j) , Ud (i, j ; c)} , D ∈
{Dd (c1, . . . , cd)} . Using the matrices of L and their endomorphisms (2.1), (2.2), (2.3),
let us define the endomorphism σA by
σA := σLl ◦ · · · ◦ σL1 ◦ σD ◦ σR1 ◦ · · · ◦ σRr
and we define the higher dimentional endomorphism Ek (σA) on Gk by
Ek (σA) := Ek
(
σLl
) ◦ · · · ◦ Ek (σL1) ◦ Ek (σD) ◦ Ek (σR1) ◦ · · · ◦ Ek (σRr )
for each k = 1, 2, . . . , d . Then, from Proposition 2.4, we have the relations:
Gd Ed(σA)−→ Gd
∂d ↓ ↓ ∂d
Gd−1 Ed−1(σA)−→ Gd−1
∂d−1 ↓ ↓ ∂d−1
...
...
∂2 ↓ ↓ ∂2
G1 E1(σA)−→ G1
.
Here we claim that Ed (σA) is a tiling map. In fact, from Definition 2.2, for each endomor-
phism σP (P ∈ L), the map Ed (σP ) is explicitly given by
Ed (σT ) (0, 1 ∧ · · · ∧ d) = − (0, 1 ∧ · · · ∧ d) ,
Ed (σU ) (0, 1 ∧ · · · ∧ d) = (0, 1 ∧ · · · ∧ d) ,
Ed (σD) (0, 1 ∧ · · · ∧ d)
= sgn (c1c2 · · · cd)
| cd |∑
sd=1
· · ·
| c1 |∑
s1=1
(
d∑
i=1
f
(
Psi
(i)
)
− δΓ (i)ei , 1 ∧ · · · ∧ d
)
,
where Γ = {j ∣∣ cj < 0} and δΓ (i) = { 0 if i /∈ Γ1 if i ∈ Γ . We know that each Ed (σP ′),
P ′ ∈ {Td (i, j) , Ud (i, j ; c)} maps one cube to one cube and Ed (σD) maps one cube
to N cubes, where N = |detD| = |detA|. It is clear that all of the cubes which is
mapped by Ed (σA) have the same orientation. Moreover, the digit set { ∑di=1 f (Psi (i))−
δΓ (i)ei | 1 ≤ si ≤ ci} is the set of coset representatives of Zd/AZd , from the relation
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Lσp = P ,
LlLl−1 · · ·L1
({
d∑
i=1
f
(
Psi
(i)
)
− δΓ (i)ei
∣∣∣∣ 1 ≤ si ≤ ci
})
is also the set of coset representatives of Zd/AZd from Lemma 2.6. Therefore, Ed (σA) is
a tiling map with boundary map Ed−1 (σA) for the matrix A. 
EXAMPLE 2.7. For the matrix A =
(
2 −1
1 2
)
, A is decomposed as
A =
(
1 2
0 1
)(
0 1
1 0
)(
1 0
0 −5
)(
1 2
0 1
)
= L2L1DR1 .
Using the endomorphism σL1, σL2 , σD, σR1 defined by
σL1 : 1 → 22 → 1 , σL2 :
1 → 1
2 → 211 , σD :
1 → 1
2 → 2−12−12−12−12−1 ,
σR1 : 1 → 12 → 211 ,
we obtain
σA := σL1 ◦ σL2 ◦ σD ◦ σR1 : 1 → 2112 → 1−11−11−11−11−1211211 .
Then the map E2 (σA) on G2 is the tiling map given by E2 (σA) (0, 1 ∧ 2) =∑5i=1 (d i , 1 ∧ 2)
where DA =
{
t (−1, 0) , t (−2, 0) , t (−3, 0) , t (−4, 0) , t (−5, 0)} (see Figure 3).
EXAMPLE 2.8. For the matrix A =
(−1 −1 0
1 0 −1
0 −1 1
)
, A is decomposed as
A =
(
0 1 0
1 0 0
0 0 1
)(
1 0 0
−1 1 0
0 0 1
)(
1 0 0
0 1 0
0 1 1
)(
1 0 0
0 −1 0
0 0 2
)(
1 0 0
0 1 1
0 0 1
)(
1 0 −1
0 1 0
0 0 1
)
= L3L2L1DR1R2 .
Using the endomorphisms σL1, σL2, σL3, σD, σR1 , σR2 defined by
σL1 :
1 → 1
2 → 23
3 → 3
, σL2 :
1 → 12−1
2 → 2
3 → 3
, σL3 :
1 → 2
2 → 1
3 → 3
,
σD :
1 → 1
2 → 2−1
3 → 33
, σR1 :
1 → 1
2 → 2
3 → 32
, σR2 :
1 → 1
2 → 2
3 → 31−1
,
we obtain
σA := σL3 ◦ σL2 ◦ σL1 ◦ σD ◦ σR1 ◦ σR2 :
1 → 21−1
2 → 3−11−1
3 → 32−1
.
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(0, 1 ∧ 2)
Θ−→
Θ (0, 1 ∧ 2)
(
0, 1̂ ∧ 2)
θ−→
θ
(
0, 1̂ ∧ 2)
(
0, 1 ∧ 2̂)
θ−→
θ
(
0, 1 ∧ 2̂)
∂T5
FIGURE 3. Θ, θ and ∂T5 in Example 2.7.
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Then the map Θ = E3 (σA) = E3
(
σL3
)◦E3 (σL2)◦E3 (σL1)◦E3 (σD)◦E3 (σR1)◦E3 (σR2)
is the tiling map and θ = E2 (σA) is the boundary endomorphism of Θ (see Figure 4 and
Figure 5).
3. Main Theorem
In the last section, we showed that we could construct the boundary endomorphism θ
of Θ for a special tiling map Θ on Gd associated with a matrix A by using the endomor-
phism σA on the free group Fd . In this section, we claim that we can construct the boundary
endomorphism θ of Θ for any tiling map Θ of Gd associated with a matrix A.
MAIN THEOREM. Any tiling map Θ of Gd associated with an integer expanding ma-
trix A and a digit set DA = {d1, . . . , dN }, we can construct the boundary endomorphism
θ of Θ .
In the 2-dimensional case, the same statement as MAIN THEOREM can be found in
Vince [18]. In this sense, our main theorem is an extension of Vince’s one to the higher
dimension. We remark that our approach to the result is different from Vince’s.
To prove MAIN THEOREM, we prepare two lemmas.
LEMMA 3.1. Assume that there exists a tiling map Θ on Gd which has the boundary
endomorphism θ of Θ , we denote it by Θ (0, 1 ∧ · · · ∧ d) = ∑Ni=1 εA (d i , 1 ∧ · · · ∧ d)
where εA = sgn (detA) and d i ∈ DA. And we consider the other digit set DA(1) :={
d1, . . . , dN−1, dN(1)
}
such that dN(1) = dN + A · piei for some pi ∈ Z. Since DA(1)
is a set of coset representatives of Zd/AZd , we have a new tiling map Θ(1) with respect
to DA(1), that is, Θ(1) (0, 1 ∧ · · · ∧ d) := Θ (0, 1 ∧ · · · ∧ d) − εA (dN, 1 ∧ · · · ∧ d) +
εA
(
dN
(1), 1 ∧ · · · ∧ d
)
. Then we can construct the boundary endomorphism θ(1) of Θ(1)
as follows:
θ(1)
(
0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
:=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)− (−1)i∂dpi−1∑
j=0
εA (dN + A · jei , 1 ∧ · · · ∧ d)
if k = i and pi ≥ 1
θ
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)+ (−1)i∂d −1∑
j=pi
εA (dN + A · jei , 1 ∧ · · · ∧ d)
if k = i and pi ≤ −1
θ
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d) if k = i and pi = 0
θ
(
0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d) if k 
= i.
(3.1)
Proof. We can see that
∂d
(
Θ(1) (0, 1 ∧ · · · ∧ d)
)
= θ(1) (∂d (0, 1 ∧ · · · ∧ d)) . (3.2)
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(0, 1 ∧ 2 ∧ 3)
Θ−→
Θ (0, 1 ∧ 2 ∧ 3)
Θ−→
Θ2 (0, 1 ∧ 2 ∧ 3)
Θ−→
Θ3 (0, 1 ∧ 2 ∧ 3)
FIGURE 4. Θk (0, 1 ∧ 2 ∧ 3) , k = 0, 1, 2, 3 in Example 2.8.
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(
0, 1̂ ∧ 2 ∧ 3)
θ−→
θ
(
0, 1̂ ∧ 2 ∧ 3)
(
0, 1 ∧ 2̂ ∧ 3)
θ−→
θ
(
0, 1 ∧ 2̂ ∧ 3)
(
0, 1 ∧ 2 ∧ 3̂)
θ−→
θ
(
0, 1 ∧ 2 ∧ 3̂)
FIGURE 5. θ in Example 2.8.
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In fact, in the case of pi ≥ 1, the right hand of (3.2) is given by
θ(1)
(
d∑
k=1
(−1)k {(0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)− (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)}) ( from (1.1))
=
d∑
k=1
(−1)k θ(1)(0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)− d∑
k=1
(−1)k θ(1)(ek,1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)(
from the fact that θ(1) is the boundary endomorphism, i.e., (1.6)
)
=
i−1∑
k=1
(−1)k θ(1) (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)+ (−1)i θ (1) (0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+
d∑
k=i+1
(−1)k θ(1) (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
−
i−1∑
k=1
(−1)k θ(1) (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d) − (−1)i θ (1) (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)
−
d∑
k=i+1
(−1)k θ(1) (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)(
from dividing the region of
∑
for k = i and k 
= i
)
=
i−1∑
k=1
(−1)k θ (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)+ (−1)i θ (1) (0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+
d∑
k=i+1
(−1)k θ (0,1∧ · · · ∧ k̂ ∧ · · · ∧ d)− i−1∑
k=1
(−1)k θ (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
− (−1)i θ (1) (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)− d∑
k=i+1
(−1)k θ (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
(3.3)
(from (3.1))
By the way, from the assumption ∂d (Θ (0, 1 ∧ · · · ∧ d)) = θ (∂d (0, 1 ∧ · · · ∧ d)) , we see
analogously that
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θ (∂d (0, 1 ∧ · · · ∧ d))
=
i−1∑
k=1
(−1)k θ (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)+ (−1)i θ (0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+
d∑
k=i+1
(−1)k θ (0, 1∧ · · ·∧ k̂∧ · · · ∧ d)− i−1∑
k=1
(−1)k θ (ek, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
− (−1)i θ (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d) − d∑
k=i+1
(−1)k θ (0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
(3.4)(
from dividing the region of
∑
for k = i and k 
= i
)
Using (3.4), the formula (3.3) is given by
θ (∂d (0, 1 ∧ · · · ∧ d)) − (−1)i θ
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+ (−1)i θ (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+ (−1)i θ (1) (0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)− (−1)i θ (1) (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)
= θ (∂d (0, 1 ∧ · · · ∧ d)) − (−1)i θ
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+ (−1)i θ (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)
+ (−1)i
⎧⎨⎩θ (0, 1 ∧ · · · ∧ î ∧ · · · ∧ d)− (−1)i ∂d
pi−1∑
j=0
εA (dN + A · jei , 1 ∧ · · · ∧ d)
⎫⎬⎭
− (−1)i
⎧⎨⎩θ (ei , 1 ∧ · · · ∧ î ∧ · · · ∧ d)
− (−1)i ∂d
pi−1∑
j=0
εA (dN + A · (j + 1) ei , 1 ∧ · · · ∧ d)
⎫⎬⎭
(from (3.1))
= ∂d (Θ (0, 1 ∧ · · · ∧ d)) − ∂d (εA (dN, 1 ∧ · · · ∧ d))
+ ∂d (εA (dN + A · piei , 1 ∧ · · · ∧ d)) .
(3.5)
On the other hand, the left hand of (3.2) is given by
∂d
{
Θ (0, 1 ∧ · · · ∧ d) − εA (dN, 1 ∧ · · · ∧ d) + εA
(
dN
(1), 1 ∧ · · · ∧ d
)}
, (3.6)
therefore, we can see ∂d
(
Θ(1) (0, 1 ∧ · · · ∧ d)) = θ(1) (∂d (0, 1 ∧ · · · ∧ d)) by (3.5) and
(3.6) . In the case of pi ≤ −1 and pi = 0, the proof is similar. 
LEMMA 3.2. Assume that there exists a tiling map Θ on Gd which has the bound-
ary endomorphism θ of Θ . Let DA′ :=
{
d1, . . . , dN−1, dN ′
}
be the digit set such that
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dN
′ := dN + A t (q1, . . . , qd) for some (q1, . . . , qd) ∈ Zd . DA′ is a set of coset repre-
sentatives of Zd/AZd , therefore we have a new tiling map Θ ′ with respect to DA′, that is,
Θ
′
(0, 1 ∧ · · · ∧ d) := Θ (0, 1 ∧ · · · ∧ d) − εA (dN, 1 ∧ · · · ∧ d) + εA
(
dN
′, 1 ∧ · · · ∧ d).
Then we can construct the boundary endomorphism θ ′ of Θ ′ as follows:
θ
′ (0, 1 ∧ · · · k̂ ∧ · · · ∧ d)
:=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ
(
0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
−(−1)k∂d
qk−1∑
j=0
εA (dN + A (q1e1 + · · · + qk−1ek−1 + jek) , 1 ∧ · · · ∧ d)
if qk ≥ 1
θ
(
0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d)
+(−1)k∂d
−1∑
j=qk
εA (dN + A (q1e1 + · · · + qk−1ek−1 + jek) , 1 ∧ · · · ∧ d)
if qk ≤ −1
θ
(
0, 1 ∧ · · · ∧ k̂ ∧ · · · ∧ d) if qk = 0 .
(3.7)
Proof. From the fact that dN ′ := dN + A t (q1, . . . , qd) = dN + A · q1e1 + · · · +
A · qded , we define dN0 := dN, dNi := dNi−1 + A · qiei for 1 ≤ i ≤ d . In particular,
dNd = dN ′. For DA1 :=
{
d1, . . . , dN−1, dN1
}
we have the new tiling map Θ1(1) and
we can construct the boundary endomorphism θ1(1) of Θ1(1) from Lemma 3.1. And for
DA2 :=
{
d1, . . . , dN−1, dN2
}
we have the new tiling map Θ2(1) and we can construct
the boundary endomorphism θ2(1) of Θ2(1) from Lemma 3.1, and so on. For DAd :={
d1, . . . , dN−1, dNd
}
we have the new tiling map Θd(1) = Θ ′ and we can construct the
boundary endomorphism θd(1) = θ ′ of Θ2(1) from Lemma 3.1. The explicit formula of θ ′
is given by (3.7) 
Proof of MAIN THEOREM. For the matrix A, we can find the digit set DA∗ ={
d1
∗, . . . , dN ∗
}
and the tiling map Θ∗ on Gd which has the boundary endomorphism θ∗ of
Θ∗ by Theorem 2.1. Let Θ be the tiling map on Gd associated with the matrix A and the
digit set DA = {d1, . . . , dN }. From the fact that DA∗ and DA are sets of coset representa-
tives of Zd/AZd , there exist vectors xi such that di = d i∗ +xi , for 1 ≤ i ≤ N . Therefore,
from the map Θ∗ and θ∗ we obtain the tiling map Θ∗1 and the boundary endomorphism
θ∗1 with DA,1∗ =
{
d1
∗, d2∗, . . . , dN−1∗, dN
}
by Lemma 3.2. If we continue this proce-
dure by using xi , 1 ≤ i ≤ N − 1, then we arrive at the endomorphism Θ which has the
boundary endomorphism θ . 
EXAMPLE 3.3. For the matrix A =
(
2 −1
1 2
)
, we give the endomorphism σA de-
fined by
σA : 1 → 2112 → 1−11−11−11−11−1211211 .
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Then, we can find the digit set DA∗ =
{
d1
∗, . . . , d5∗
} = { t (−5, 0), t (−4, 0), t (−3, 0),
t (−2, 0) , t (−1, 0)} and the tiling map Θ∗ on G2 which has the boundary endomorphism
θ∗ by Theorem 2.1 (see Example 2.7). Let Θ be the tiling map on G2 associated with
the matrix A and the digit set DA = {d1, . . . , d5} =
{
d1
∗, . . . , d4∗, d5
}
, d5 = d5∗ +
A t (2, 0) . Then we see that the endomorphism θ given by
θ
(
0, 1̂ ∧ 2) = θ∗ (0, 1̂ ∧ 2)− (−1)1 ∂2 1∑
j=0
εA
(
d5
∗ + A
(
j
0
)
, 1 ∧ 2
)
= θ∗ (0, 1̂ ∧ 2)+ ∂2 (t (−1, 0), 1 ∧ 2)+ ∂2 (t (1, 1), 1 ∧ 2) ,
θ
(
0, 1 ∧ 2̂) = θ∗ (0, 1 ∧ 2̂)
is the boundary endomorphism of Θ (see Figure 6).
4. Application
By our main theorem, the boundary ∂Tn of Tn = A−nΘn (0, 1 ∧ · · · ∧ d) can be
obtained from the boundary endomorphism θ on Gd−1. So we can observe the property of
the limit set of {∂Tn} in the sense of Hausdorff metric. For the set T = limn→∞ Tn, we can
not say usually
∂T = lim
n→∞ ∂Tn , (4.1)
but we know the several neccesary and sufficient conditions that (4.1) holds.
We choose one statement from Vince [19],
THEOREM (Vince [19]). Under the two conditions: (1) (A,DA) is pure, that is, 0
is contained in the interior of T ; (2) (A,DA) is primitive, that is, DA is contained in no
proper A-invariant sublattice of Zd , the following statements are equivalent.
(a) limn→∞ ∂Tn = ∂T .
(b) limn→∞ ∂Tn does not contain any open set.
Using the above theorem, we obtain the following corollary.
COROLLARY 4.1. For each k ∈ N , let us define the d × d positive integer matrix
Mk =
(
mij
(k)
)
whose element mij (k) is the cardinarity of ±
(
x, 1 ∧ · · · ∧ ĵ ∧ · · · ∧ d) in
θk
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d) and let μk be the maximal eigenvalue of Mk . If there exists
k0 such that μk0 < (λmin)k0d where λmin = min {| λi | : λi is the eigenvalue of A and i =
1, . . . , d } , then the packing dimension of ∂T is less than d . Therefore we know limn→∞ ∂Tn
satisfies the condition (b), that is, limn→∞ ∂Tn = ∂T . In particular, if A is similitude, then
the assumption μk0 < (λmin)k0d is equivalent to μk0 < | detA |k0 .
Proof. For k0, the cardinarity of pieces generated by ±
(
x, 1 ∧ · · · ∧ ĵ ∧ · · · ∧ d) in
∂Dk0n is estimated by C
(
μk0
)n for some constant C. The diameter of ± (x, 1 ∧ · · · ∧ ĵ
∧ · · · ∧ d) by the linear transformation A−k0n is estimated by λmin−k0n. To cover the
boundary of Tk0n, we consider the ball whose radius is D(λmin)k0n where D be the maximal
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Θ∗ (0, 1 ∧ 2) Θ (0, 1 ∧ 2)
(
0, 1̂ ∧ 2)
θ−→
θ
(
0, 1̂ ∧ 2)
(
0, 1 ∧ 2̂)
θ−→
θ
(
0, 1 ∧ 2̂)
∂T3
FIGURE 6. Θ∗, Θ, θ and ∂T3 in Example 3.3.
diameter of sets
{
limk→∞ A−kθk
(
0, 1 ∧ · · · ∧ î ∧ · · · ∧ d) | i = 1, 2, . . . , d }. Therefore,
from the assumption μk0 < (λmin)k0d , the packing dimension of limn→∞ ∂Tn is estimated
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(0, 1 ∧ 2 ∧ 3)
Θ−→
Θ (0, 1 ∧ 2 ∧ 3)
(
0, 1̂ ∧ 2 ∧ 3)
θ−→
θ
(
0, 1̂ ∧ 2 ∧ 3)
(
0, 1 ∧ 2̂ ∧ 3)
θ−→
θ
(
0, 1 ∧ 2̂ ∧ 3)
(
0, 1 ∧ 2 ∧ 3̂)
θ−→
θ
(
0, 1 ∧ 2 ∧ 3̂)
FIGURE 7. Θ and θ in Example 4.2 (3).
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by limn→∞
logC
(
μk0
)n
log 1D (λmin)
k0n
= logμk0log (λmin)k0 < d. So, dimH limn→∞ ∂Tn ≤ dimP limn→∞ ∂Tn.
Thus, Lesbegue measure of limn→∞ ∂Tn is null measure, that is, limn→∞ ∂Tn = ∂T . 
EXAMPLE 4.2. (1) In Example 2.7, the matrix A is similitude and | detA | = 5.
In the case of k = 1, M1 =
(
2 1
9 2
)
and the maximal eigenvalue μ1 = 5, so, μ1 
<
| detA |. In the case of k = 2, M2 =
(
13 4
32 13
)
and μ2 = 13 + 8
√
2 ≈ 24.3137 <
| detA |2 = 25. Therefore the boundary ∂T is given by limn→∞ ∂Tn.
(2) In Example 3.3, the matrix A is similitude and | detA | = 5. In the case of
k = 1, M1 =
(
6 1
11 2
)
and μ1 = 4 +
√
15 ≈ 7.87298 
< | detA | . And for k =
2, . . . , 6 the inequality μk < | detA |k does not holds. But in the case of k = 7, M7 =(
40826 13701
91249 30466
)
and μ7 = 35646 +
√
1277034949 ≈ 71381.6 < | detA |7 = 78125.
Therefore the boundary ∂T is given by limn→∞ ∂Tn.
(3) Let A =
(−1 −2 −2
2 1 −2
2 −2 1
)
. Then A is similitude and | detA | = 27. In this case,
the tiling map Θ and the boundary endomorphism θ of Θ is given by
σ :
1 → 231−132
2 → 3−11−121−13−1
3 → 1−12−132−11−1
(see Figure 7). In the case of k = 1, M1 =
(
5 6 6
6 5 6
6 6 5
)
, μ1 = 17 < | detA | = 27.
Therefore the boundary ∂T is given by limn→∞ ∂Tn.
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