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Abstract
The volatile globalised markets and mass customisation greatly affect modern industries. In this context, the timely and accurate 
manufacturing network design is an important strategic decision. However, this proven NP-hard problem cannot be approached by 
exhaustive methods. This research work aims to support the decision-makers by introducing a Genetic Algorithm for the identification 
of near optimum manufacturing network configurations. The examined problem tackles the multi-stage manufacturing network design 
for single customised products, through satisfaction of multiple objectives. The performance of the alternative designs deriving from 
the GA is compared to the results of an intelligent search algorithm with adjustable control parameters, and with an exhaustive search 
method. The conflicting criteria for evaluating the alternative configurations include cost, time, quality and environmental parameters.
The applicability of the proposed method is validated through a case study, utilising data acquired from the automotive sector.
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1. Introduction
The emerging product personalisation trend and the
market volatility caused primarily due to the recent global
economic recession heavily affect manufacturing
industries [1]. The effects are further intensified by the
ever-existing need to reduce costs, time and
environmental impact, and improve quality. In this 
landscape, the manufacturing network design problem 
constitutes an utterly important task [2]. This research 
work aims to support supply chain decisions in the
context of mass customisation, through the introduction 
of a multi-objective decision making genetic algorithm.
2. State of the Art
The volatility of the global markets has intensified
during the last 5 years, owing to the global economic
recession, natural and other disasters (e.g. Icelandic
volcano eruption) [3]. Moreover, the mass customisation 
paradigm and the implications it generates on 
manufacturing systems has been studied extensively
during the last decade [4, 5, 6]. Especially the issue of 
identifying efficient manufacturing network 
configurations has attracted significant attention [7].
Genetic Algorithms (GA) have been widely employed 
for tackling problems related to manufacturing network
design, logistics and shop-floor scheduling problems.
GAs are stochastic global search optimisation methods
based on the evolutionary ideas of natural selection and 
genetics [8]. Recent GA applications to the manufacturing
network design problem are discussed hereafter. A GA
application over a supply chain order distribution problem 
was discussed in 2004, in combination with Analytic
Hierarchic Process (AHP) [9]. The AHP comprised the
decision-making mechanism and was used for evaluating
the fitness of the chromosomes of each generation. A GA 
with a novel encoding mechanism and a new crossover 
operator was introduced by Gen et al. [10]. The method
addressed a two-stage transportation problem, focusing 
on the capacity allocation over a scalable network of 
manufacturing plants, distribution centres and potential
customers. The method was further enhanced for a multi-
stage, multi-product supply chain network design [11]
and improved for multiple objective optimisation [12]. A
framework that included a GA where the selection of 
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individuals was performed through computer simulation 
was presented in 2006 [13]. A steady state GA was 
developed in [14], and was benchmarked against the 
solution provided by a hybrid GA and through a simulated 
annealing method. A novel encoding/decoding method 
for the chromosome representation was proposed by 
Costa et al. in [15] which effectively reduced the 
generation and selection of non-feasible solutions for the 
supply chain order distribution problem. Co-evolutionary 
approaches with application on realistic manufacturing 
network design problems [16] and dynamic job-shop 
scheduling [17, 18] have also been proposed. 
The proposed research work focuses on the 
identification of efficient multi-stage and single-product 
manufacturing network configurations, through 
optimisation of multiple objectives. The methods used for 
that purpose are a GA, an Intelligent Search Algorithm 
(ISA) and an Exhaustive Search method (EXS). The 
approach is validated through a real life case study 
utilising data acquired from the automotive industry. 
3. GA for Manufacturing Network Design 
An optimisation problem involves finding values for 
variables that minimise or maximise an objective function, 
while satisfying the set of constraints. In such problems, 
some solutions will be the best among others. The space 
of all feasible solutions is called search space. Each point 
in the search space represents a possible solution. Each 
possible solution can be marked by its value, i.e. fitness 
in the population methods, including the GA approach [8]. 
GAs begins with a set of potential solutions called 
population, where each solution is represented by a 
chromosome. Solutions from one population are selected, 
modified according to the GA operators (selection, 
crossover, mutation) and used to form a new population, 
in order to form a new population better than the old one. 
Solutions are selected according to their fitness; the 
fittest  a solution is, the more chances it will have to 
reproduce, carrying its genes to the next population. This 
is repeated until a termination condition is met (Fig 2). 
The encoding of the chromosome is carried out using 
integer values. Each gene holds an integer value, which 
represents the supply chain partner assigned to a specific 
manufacturing task. Therefore, a chromosome represents 
a manufacturing network alternative.  
 
 
Fig. 1. Encoded and decoded structure of a potential solution 
This encoding type apart from its suitability with 
regards to the nature of the investigated problem, greatly 
simplifies the decoding procedure. The chromosomes are 
decoded into phenotypes, which hold the actual 
information regarding the manufacturing network 
configuration, i.e. selected manufacturing network 
partner (Fig. 1). Decoding is performed each time there is 
the need to evaluate the fitness of chromosomes and make 
 
 
 
Fig 2. Flowchart of the GA (Adapted from [19]) 
The selection operator utilised is Stochastic Universal 
Sampling [20], which uses a single random value to 
sample all of the solutions by choosing them at evenly 
spaced intervals, i.e. F/L in the diagram of Fig. 3. 
 
 
Fig. 3. Stochastic Universal Sampling selection example 
The crossover operator mates two parent 
chromosomes to produce offspring chromosomes. 
Shuffle crossover is used, where the position of genes of 
the parent chromosome  strings are randomly shuffled 
between crossover points, the segments are exchanged 
and the strings are un-shuffled. This entails the advantage 
that after recombination positional bias is removed as the 
variables are randomly reassigned at each iteration [21]. 
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Mutation operator. Mutation is applied to maintain 
genetic diversity between generations and occurs during 
evolution according to the user-defined probability 
Pm=0.7/Length of Individual. Mutation alters one or more 
gene values in a chromosome from its initial state. 
Mutation prevents the population from stagnating at local 
optima thus, increases the explorative nature [19]. 
4. Intelligent Search Method 
The Intelligent Search Method (ISA) used in the 
experiments is described in [23, 24, 25]. ISA is an 
artificial intelligence random search method that uses 
three adjustable control parameters. The depth of the 
search is defined by the Decision Horizon (DH), the 
breadth of the search by the Selected Number of 
Alternatives (SNA) and the Sampling Rate (SR) guides 
the search towards paths of high quality. The performance 
of the algorithm has been investigated in [25, 26] where 
it was depicted that its results belong to the top 8-11% of 
the best solutions of the entire search space. The 
workflow of the ISA is depicted in Fig. 4. 
 
Fig. 4. Flowchart of the Intelligent Search Algorithm 
5. Exhaustive Search Method 
During the Exhaustive Search (EXS) method, the 
entire search space of the manufacturing network 
configuration alternatives are generated and evaluated. 
The EXS algorithm forms all the feasible alternative 
solutions that are included in the search space and thus, it 
guaranties the identification of the globally best solution 
with respect to the selected criteria. However, EXS is a 
time-consuming method depending on the size of the 
search space [24, 26].  
6. Multi-stage Design of Manufacturing Networks 
Stages of the Manufacturing Network  
The stages in a traditional manufacturing network 
modelling problem are [15, 27]: Stage 1. Suppliers, Stage 
2. Original Equipment Manufacturer (OEM), Stage 3. 
Dealers and Stage 4. Customers. In the presented research 
work the stages are not defined in such a linear manner. 
In a decentralised manufacturing network (DMN) 
topology suppliers can directly deliver parts or 
subassemblies to dealers in order for the latter to perform 
assembly tasks. The red lines in Fig 5 indicate the 
difference between traditional and DMN approaches.  
 
 
Fig 5. Differences between traditional and DMN topologies 
Mathematical modelling of the problem 
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Constraints 
 restriction of quality value of partner p 
  restriction for the total quality 
  Boolean flag of whether Partner p has 
the capability to perform task i (1 if yes, 0 is no) 
Objective Functions for Criteria calculation 
  
  
  
  
  
Utility Value:  
7. Software tool implementation 
ISA and EXS algorithms are executed into a web-
based tool using the Java  framework using the Software 
as a Service (SaaS) architectural pattern. Their business 
logic is contained in an Apache Tomcat  webserver. The 
GA engine is executed remotely by calling the Matlab  
API. Interfaces for performing the required data entry 
(resources, tasks, materials etc.) are shared among the 
three methods. The user is capable to select the preferred 
method for the execution of the experiment and visualise 
the results in a web-browser through HTML rendering. 
8. Industrial Pilot Case 
In the presented design problem, the chromosome 
genes represent stages that symbolise a production task to 
be performed resulting in the final customised product. 
The stages are connected with transportation tasks. Fig. 6 
shows a possible chromosome.  
 
 
Fig. 6. Chromosome structure of the case study, where: HS: Hinge 
Support, LS: Lock Support, HF: Hood Frame, EC: External Cover, 
OR: Ornament, WC: Wrap Carbon, ABH: Assembly of Basic Hood, 
AC: Application of Carbon, AO: Application of Ornament 
The dataset used in the experiments was acquired by a 
European automotive industry. The product under 
investigation is a customised car hood variant, which 
comprises of six components: four standard (external 
hood cover, hood frame, hinge support and lock support) 
and two optional (ornament and carbon wrapping). The 
Bill of Processes and the sequence of operations are 
included in Table 1 together with the capabilities of the 
supply chain partners. The combination of the partners 
taken one for each task constitutes a feasible alternative 
that is represented by a chromosome.  
Table 1. Supply chain partners and their capabilities  
No. Task Seq Partner 
T1 External cover 1 P1,3,4 
T2 Lock support 1 S2,8 
T3 Hood frame 1 P1,3,4 
T4 Hinge support 1 S1,5,7,10 
T5 Ornament  1 S3,6 
T6 Carbon wrap  1 S4,9 
T7 Basic Hood Assembly 2 P1,2,4,5, S1,2,3, 5,7,8,10 
T8 Carbon application 3 P2,4,5,D1,3,5,6,8,9,11,12,13,14 
T9 Ornament application 4 P2,4,5,D1,3,5,6,8,9,11,12,13,14 
Indicatively, the first stage of the manufacturing 
network together with the criteria matrices used as data 
entry is depicted in Fig 7. Similarly, consequent stages are 
created. The chromosome string length is 9 genes for 
representing a manufacturing network configuration that 
contains 9 tasks-resource assignments. Each gene takes 
values from 1 to i, where i is a partner that can perform 
the task, and i is defined by the partner capabilities.  
 
 
Fig 7. First stage of the manufacturing network and criteria matrices 
The GA parameters are as follows: the chromosome 
length is L=9, the number of individuals in each 
population is N=40, the generation gap is G=0.9 and the 
weight factors for the criteria were defined at 0.2 for equal 
consideration of all the criteria. G represents the fraction 
of the population to be replaced in each generation.  
9. Results and Discussion 
The conducted experiments are: one execution of the 
EXS, ten executions of the ISA and two sets of ten 
executions of the GA, due to the inherent randomness of 
these methods. The termination conditions for the GA are: 
for GA1 the evaluation of 13,385 generations and for 
GA2 total computation time of 2.5 seconds. During the 
GA1 experiment the number of alternatives generated 
equals numerically the Total Number of Alternatives 
(TNA). Regarding the values of the cost criterion, the 
solution obtained by GA2 was 26.96% better compared to 
the results identified by the ISA and 25.72% worse than 
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the results of the EXS. At the same time the results of 
GA1 approximated the EXS results, i.e. the globally best 
solution. The significant reduction in the computation 
time however, depicts the superiority of GAs vs. the EXS. 
Moreover, in cases when the TNA is in the order of 
billions, the EXS algorithm is rendered unusable due to 
computational constraints. A similar behaviour is 
observed for the values of other criteria (Fig. 8). Fig. 9 
shows the number of generated and assessed alternatives 
for each method as well as the computation time. 
 
  
  
Fig. 8. Comparison of criteria and utility value for the four methods 
  
Fig. 9. No. of alternatives and computation time for different methods 
Taking jointly into consideration the utility value of 
the obtained solution and the computation time required, 
the objective function n is calculated (Fig. 10). 
 
where:  weight assigned to utility value,  weight 
assigned to computation time,  utility value obtained 
from method i, : minimum utility value, : 
maximum utility value, : computation time of method 
i, : minimum CT, : maximum CT.  
The results of the objective function n depict that 
according to the objectives of the decision-maker all three 
methods offer problem specific advantages. When the 
search space is relatively small, EXS method is preferable 
however, this is achieved by trading-off computation 
time, which increases exponentially for larger problems. 
 
 
Fig. 10. Objective function n vs. EXS, GA and ISA methods 
In realistic NP-hard problems [26] the search space 
may include billions of alternatives, rendering the EXS 
method ineffective. The same applies for the GA1 
experiment. Although in the presented specific problem 
the values obtained through the GA1 are superior to the 
results of the compared methods, the generation of 
individuals equal to the TNA is applicable only in 
restricted solution spaces such as the presented, where 
TNA=535,592. The GA1 generated and evaluated that 
number of alternative individuals in 276 seconds. In case 
the alternatives of the problem where in the order of 
billions this approach would require significant 
computation time. Moreover, the ISA results are 
marginally lower than those of the GA2. The proper 
adjustment of the ISA parameters can significantly 
improve the quality of the solutions as depicted in [29]. 
The average value of n for the methods is calculated at 0.5 
for EXS and ISA and at 0.61 for the GA2 and 0.88 for 
GA1. Therefore, GAs perform better in this specific case. 
10. Conclusions and Future Work 
The presented research work tackled the issue of the 
design of manufacturing networks for mass customised 
products through an exhaustive search method, an 
intelligent search algorithm and a genetic algorithm. The 
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results depicted that the GA and ISA methods yielded 
high quality solutions when compared to those of EXS. 
Moreover, the combined performance of the GA was in 
all cases superior to the EXS method. The same 
observation applies for the ISA, which was executed 
2,800 times faster than the EXS algorithm. The magnitude 
of real-life industrial problems, in terms of total feasible 
alternative configurations, constitutes the ISA a valuable 
solution for obtaining timely and high quality answers.  
The differences in the objective function value in 
favour of the GA and ISA methods over the EXS are quite 
significant considering that manufacturing network level 
decisions are of utmost importance for companies in order 
to maintain their competitive advantages. In addition, the 
scalability and modularity of the GA allowed the 
accommodation of different product and network models 
from diversified industrial sectors. Finally, the quality of 
the results obtained from the GA were consistently high 
for several repetitions of the algorithm, proving the 
robustness of the method. 
Future work will focus on investigating problems of 
higher NP-hardness by applying the method in additional 
industrial pilot cases and personalised product structures. 
Furthermore, benchmarking experiments will be 
conducted against other well-established meta-heuristics 
such as simulated annealing and Tabu search. Moreover, 
the capabilities of the GA will be extended in order to 
incorporate design and planning focused on individual 
facilities. Possible additional criteria that will be 
implemented include minimisation of make-span and 
tardiness and maximisation of throughput and resource 
utilisation. Additionally, a novel crossover operator will 
be developed and will be compared to approaches found 
in literature. Finally, the GA will be incorporated as a 
software module in a web-based platform. 
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