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In this paper it is supposed that the coefficients in the recurrence formula for 
orthogonal polynomials have finite limits as the index goes to infinity over the set 
of even and odd integers. The asymptotic behavior of the ratio of two contiguous 
polynomials and the limiting zero distribution are discussed. Applications to 
quadrature formulas are given. 0 1985 Academic Press, Inc. 
I. INTRODUCTION 
Let {q.(x)} be a sequence of manic polynomials that satisfy a recurrence 
relation of the form 
s,+1(X)=(X--C1,)q,(x)-pnqn~I(X); n = 0, 1, 2 )...) 
q-,(x)=0; qo(x)=l; a,ER, /l,>O. 
(1.1) 
It is well known that there exists a distribution function W(x) on the real 
line such that the polynomials {q,,(x)} satisfy the orthogonality relations 
I 
+a 
CL(x) 4m(x) dWx) = YT2 ~m,n. (1.2) 
-00 
On the other hand, orthonormal polynomials always satisfy a relation of 
the form (l.l), with /I,, = (yn- Jy,)’ [9, Theorems 1.2.1 and 11.1.51. The 
polynomial q,(x) has n real and distinct zeros, x~,~ < x2,” < * *. < x,,,, and 
these zeros belong to the interval on which W(x) is concentrated [9, 
Theorem 1.2.21. 
* Aspirant of the Nationaal Fonds voor Wetenschappelijk Onderzoek (Be@). 
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In this paper we assume that the sequences {a,} and {/3”} in (1.1) have 
the following asymptotic behavior 
lim aZn=a,; lim fiZn = b: ; 
n-a2 n-m 
lim a 2n+l =a,; lim p - b2 2n+1- 2’ 
“-CC n-a, 
(1.3) 
If we use the estimate 
IxJ 6 max lajl + 2 max /3jj2 
OGjSn-I l<j<n-1 
[ 15, Formula (ll)], then we can conclude that the zeros of the 
polynomials {q”(x)} are always in a compact interval, say [-A, A]. 
Nevai [ 13, 143 made a thorough investigation of the case a, = a2 = a and 
b, = b, = b (in [ 141 b was supposed to be greater than zero). One of his 
results is that the zeros of the corresponding orthogonal polynomials have 
regular arcsine behavior. This behavior of the zeros was already known for 
a great class of orthogonal polynomials (see, e.g., [8] and [19]), but in 
most cases the result follows from a priori knowledge of the distribution 
function W with respect to which the polynomials are orthogonal. 
However, one may only have access to the recurrence formula (1.1) 
without any knowledge of the distribution function W. Chihara [6,7] 
shows that under (1.3) (with b, = b, = b) one can use chain sequences to 
prove that the zeros of the orthogonal polynomials are dense on the union 
of two disjoint intervals. These chain sequences were also used by Maki 
[ 121 to prove the regular arcsine behavior for the case a, = a2 = a and 
b, = b2 = b, but he made the extra assumption that /I,, < b2. 
Akhiezer [l] studied orthogonal polynomials with a weight function 
that is concentrated on the union of two disjoint intervals and these 
polynomials have recurrence coefficients that satisfy (1.3). These two dis- 
joint intervals are typical for the kind of asymptotic behavior of the 
recurrence coefficients that we will investigate, this was already apparent 
from Chihara’s result mentioned earlier. The case where the two intervals 
are reduced to two points needs special attention: Krein [2, Article VI] 
gave necessary and sufficient conditions on the recurrence coefficients for 
the only limit points of the support of W to be a finite number of given 
points. In Section IV we will show that these cases appear when b, or b, is 
equal to zero. 
In this paper we will prove some asymptotic properties of the 
polynomials {q,,(x)} under the condition (1.3), in particular we will give 
the asymptotic value of the ratio of two orthogonal polynomials the index 
of which differ by one or two units. We will use these asymptotics to obtain 
the zero distribution of these polynomials. As an application we will give 
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some quadrature formulas associated to these asymptotics. Let us note that 
Geronimus [ 1 i] also obtained the zero distribution for these polynomials 
by using potential theory. 
II. ASYMPTOTIC PROPERTIES 
From the recurrence formula (1.1) we easily obtain 
q2n+*(X)=(X--2n)q2,(x)-BZnq2n-~1(X), 
q2n+*(X)=(X--2,+1)42n+l(X)-B2n+lq*,(X). 
Solving the second equation for q2n + ,(x) yields 
q2n + 1(x) = 42n + 2(x) + B2n + 142rh) 
3 
X--2n+1 
and putting this in the first equation gives the following recurrence formula 
for the even-indexed polynomials 
92n+2(x)= (x-a,.,(x-~,,+,)-B2,+I-a2~=I~::~: 
[ 1 q2n(x) 
- DznB2n-I ;I:::;’ q2n-2Z(x), 
1 
(2.1) 
and a similar reasoning leads to 
q2n+&)= (X--C(2n+l)(X--2n+2)-82n+2-P2”+l x;:;2;2 q2n+l(x) 
[ 1 
- 82n+182nx~~~2~2q2”-1(X). (2.2) 
We will use these modified recurrence formulas to prove asymptotics for 
the polynomials qn(x) as n tends to infinity. We need some notation: let X, 
be the set of accumulation points of the set {xi,, 1 i = l,..., n; n = 1,2,...} and 
X2 = {XE R/q,(x) =0 for infinitely many n}. An element of X2 is not 
necessarily an accumulation point of the set {xi,+}: if we take a weight 
function on [-#I, -a] u [a, /I] (0 CO! c /I) that is symmetric around the 
origin, then the origin will be in X2 since every orthogonal polynomial of 
odd degree will be zero at the origin, but we can not find a sequence of 
zeros (except for the constant zero sequence) that converges to zero. 
Indeed, polynomials of even degree will not vanish inside ( -c1, a) because 
ORTHOGONALPOLYNOMIALS 261 
if there is one zero in that interval then by symmetry there will also be a 
second zero which is impossible (orthogonal polynomials can have at most 
one zero in an interval where the distribution function W is constant). By 
the same reasoning the origin will be the only zero in (-a, a) for the 
polynomials of odd degree. 
It is well known that S(W) c X, u X2, where S(W) = {x E R ) W(x + E) - 
W(x - E) > 0 for all E > 0} is the spectrum of the distribution function W [7, 
p. 601, and the spectrum may be different from X, u X,, as can be seen 
from the previous remark. By the notation f,,(x) - g(x) we mean that the 
ratio f,(x)/g(x) tends to one. The Riemann sphere @ u {cc } is denoted by 
C. Finally we define 2, = { xi,n Ii = l,..., n; n > N}. 
THEOREM 1. Zf the coefficients in the recurrence formula (1.1) satisfy 
(1.3) then as n + 00 
4”O~Q(z)=f{(z-al)(z-a,)-(b~+b~) 
q.-*(z) 
+ ~[(z-a,)(z-aa2)-(bf+b~)]‘-4bfb:} (2.3) 
uniformly on compact subsets of c\(X, uX,). 
Proof: In the Introduction we indicated that the zeros of {q”(x)} are all 
in a compact interval [-A, A], hence the ratio q,,(z)/q,-2(z) is analytic in 
C\[ -A, A] for every n> 2. If K is a compact set in c\(X, uX,), then K 
can have at most a finite number of zeros of {q,,(x)} and each of these are 
only a finite number of times a zero. This means that there exists an integer 
N such that for n > N the ratios qn(z)/qne2(z) are analytic in K and for 
zEK we have for n>N, 
1 n-l n 
<g ,I aj,n-l 1 ak.n, 
J=l k=l 
here we used a decomposition in partial fraction, and we have put 6 = inf 
{ Iz-XI 1 z E K, XE (Xi u Xz)nZ,} which is a strictly positive quantity 
because K is a compact set and (X, u X,) n Z, is a closed set, while K and 
(X, u X,) n Z, are disjoint. Note that [ 18, p. 471 
a. = qo- 1(XjJli> o 
J.n 
4Atxj,n) ’ 
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Hence the ratio qn-z(z)/qn(z) is uniformly bounded on every compact sub- 
set of C\(X, u Xz). Next we will prove that this ratio converges when 
z E [A, co), and since this set has a limit point, we can use the theorem of 
Stieltjes-Vitali [ 7, p. 1211 to conclude the uniform convergence on com- 
pact subsets of C\(X, uX,). 
If we take z E [A, co), then the coefficients in the recurrence formulas 
(2.1) and (2.2) converge as n + co. We may therefore use a famous result of 
Poincart [16] to conclude that both q2n+2(z)/q2n(z) and qtn+ ,(z)/qZn- 1(z) 
converge as n -+ co. The convergence of these ratios also follows from the 
fact that the sequence 
is a chain sequence with (minimal) parameter sequence 
g.(z)=l-~{(z-~,.)(z-r,.,,)-P,.,,-B,.T.’”+~)-L 
2n z z--2+1 
(this means f,(z) = g,(z)[ 1 - g,_ i(z)]), and since f,(z) converges for 
z E [A, co) also g,(z) will converge [7, p. 1021. To determine the limit we 
divide Eq. (2.1) by qZn(z) and Eq. (2.2) by q2n+ 1(z). Then let n + co to 
obtain 
If we solve this equation we get 
Q(z) = ;{ (2 - Ul)(Z - a2) - (bf + b2,) 
Since qn(z)/qn&) + co as z + co we have to choose the positive sign in 
this solution, so that also Q(Z) + cc as z -+ co. 1 
The asymptotic relation does not hold on X, u X2 since on this set the 
ratio qn(z)/qn -z(z) is not bounded. In particular the asymptotic relation 
does not hold on the spectrum S( IV). However, on X2 one might find a 
subsequence for which the asymptotic result holds. 
ORTHOGONALPOLYNOMIALS 263 
COROLLARY. Suppose that condition (1.3) is fulfilled, then as n + 00, 
(9 
q&) N Q(z) + b: 
4*n- 1(z) z-u, ’ 
(ii) q*n+l(Z)_Q(Z)+b: 
q2&) z-aa 
(2.4) 
(2.5) 
uniformly on compact subsets of c\(X, vX,). 
Proof. From the recurrence formula (1.1) we easily obtain 
and since the left-hand side converges uniformly on compact subsets of 
c\(X, u X2), (2.4) follows immediately by letting n --t co. The same is true 
for (2.5). 1 
THEOREM 2. Under the condition ( 1.3) we have as n + 00, 
14x4& z - (4 + a2)/2 
n 4k) J[(z-a,)(~-a~)-(b:+b3]~-4b:b; (2.6) 
uniformly on every compact subset of c\(X, v X2). 
Proof. The sequence qn(z)/qnV2(z) converges uniformly on compact 
subsets of C\(X, u X2) to Q(Z), then also the sequence of derivatives (q@(z)/ 
qn- 2(z))’ converges uniformly on compact subsets of C\(X, u X2) to Q’(z) 
[17, Theorem 10.283. Taking derivatives of (2.3) yields 
d,(z) q:-,(z) Q'(z) ---N- 
qn(z) qn-2(z) Q(z) 
uniformly on compact subsets of C\(X, u X2). Now let K be a compact set 
in c\(X, uX,), then 
1 4;“(z) 1 n 1 &v-*(z) --=- 
2n q2n(Z) 2n c i=N 
(yj 
q2j z 
-3 ) +2;;q2N-2(z)9 
where N is such that qJx) has no zeros for x E K and n > 2N - 2. Then 
Cesaro’s lemma leads to 
1 q;n(z) 1 Q’(z) e-N-- 
2n q2n(z) 2 Q(z) 
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uniformly on every compact subset of C\(X, u X2). A similar reasoning 
holds for odd indexes. Then explicitly calculating Q’(z)/Q(z) gives the 
desired result. 1 
Observe that both the asymptotic behaviors of the ratios qn(z)/qn- ,(z) 
and qL(z)/q,(z) only depend on the limits of the sequences {a,} and {pn}, 
and not on these sequences themselves. So we have invariant asymptotic 
behavior for these functions. 
III. INVARIANT QUADRATURE FORMULAS 
In this section some applications of the results of the previous section are 
given. We will use the concept of weak convergence for this purpose l-43. A 
sequence of distribution functions F,(x) converges weakly to a distribution 
function F(x), which is denoted by F,(x) *F(X), if for every continuous 
and bounded function f(x) 
(3.1) 
A very useful transform in the theory of orthogonal polynomials is the 
Stieltjes transform. If F(x) is a distribution function, i.e., a nondecreasing 
real function with F( - co) = 0 and F( co) = 1, then its Stieltjes transform is 
defined as 
S(F(x); z) = [+I s, 2 E C\R. - (3.2) 
This function is analytic in both the sets (z ( Im z > 0} and {z ( Im z < 0} 
and it determines the function F(x) uniquely if we normalize F(x) to be 
right continuous. A way to prove weak convergence is to prove that the 
Stieltjes transform S(F,(x); z) converges to the Stieltjes transform 
S@‘(x); z) uniformly on every compact subset of C\W. This statement is 
known as the Grommer-Hamburger theorem [ 3, Appendix]. 
In this paper we will need the Stieltjes transform of two distribution 
functions: let (y J 6 LX < /? and define 
(3.4) 
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where I,(r) is the indicator function of the set B = [ -/I?, -cr] u [a, fl]. A 
straightforward but tedious calculation yields 
LEMMA. Letz~@\[--,-a]u[a,8],then 
(3.5) 
(ii) S(G(x; a, B, Y); z) 
The roots ,/n and Jv are chosen such that z’/,/m ,/m 
is analytic in @\( [ -b, -a] u [a, fi]) and tends to 1 as z tends to infinity. 
From now on we denote a(,) = min (a,, a*), at2) = max (a,, a*) and the 
same for bo, and bc2P The Christoffel numbers (&} of the orthogonal 
polynomials {q”(x)} are defined to be the unique numbers such that the 
Gauss-Jacobi mechanical quadrature 
5 P(X) dWx) = f 1j.n p(Xj,n) 
j=l 
holds for every polynomial p(x) of degree at most 2n - 1 ([ 181, p 47). 
THEOREM 3. Suppose that condition (1.3) is fulfilled. Let {p,(x)} be 
othonormal polynomials that satisfy (1.3) and { &,} its Christoffel numbers, 
then for every continuous function f(x) 
W F IZi,*n Pk - 1(Xj,2n) f (Xj,2n) (3.7) 
j=l 
b2 tm 
-+$I- f(x)dG a1+a2 
1 m 
x-T;a,&y +bvf(@2), 
1 
2n+l 
fii) C Aj,2n + 1 PkttXj,2n + 1) f (xj,2n + 1) (3.8) 
j= 1 
+* : b:,) b: j- f(x)dG(x-?;a,/?, -y)+b'$l'f(.l), 
03 2 
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where we have put 
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* + (b, + b,)‘, 
al-a2 
y=-, 
2 
and the function G(x; a, j?, y) is as in (3.4). 
Proof It is very elementary to write 
-==A, 4"- 1(z) ajn 
4*tZ) j=l z-xj,n 
(3.9) 
(3.10) 
where the numbers ai,, are equal to qn- ,(xj,,)/qk(xj,,). It is well known [18, 
p. 481 that 
AjT” = Yn 1 
Yn-lPn-l(Xj,nI PXxj,n)’ 
hence ai,n = Aj,.j,n pz- ,(x,,,). Define a discrete distribution function that 
makes jumps at the zeros ~Xj,n} by 
G”(x)= i aj,“Wx-xj,“), 
j=l 
where 
U(x) = 1, x 2 0, 
= 0, x < 0. 
Note that every aj,+ is positive and that 
(3.11) 
s 
+03 
= pi- ,(x1 dWx) = 1, --m 
which follows from the Gauss-Jacobi mechanical quadrature. (Note that 
we used this already in the proof of Theorem 1.) The Stieltjes transform of 
G,(x) is by (3.10), 
S(G.(X);Z)=~~,~=~, 
,.n ” 
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and if we use the corollary to Theorem 1 we have 
z-a, 
S(G,n(x); z) + b; + QcZ,, 
S(G 2n+ 1(x); z) + b*z;&. 
2 
uniformly on every compact subset of C\R as n --f co. Some tedious 
calculations enable us to write 
--I 
+ J(z - al)(z - a2) - (b, - b,)’ ,,/(z - al)(z - a*) - (b, + b2)2 
+ lb;-b;J-(b:-b:) 1 
2b: -’ z - a2 
Use (3.6) to identify the first term as 
with u, /&and y as in (3.9). The second term is easily seen to be the Stieltjes 
transform of 
‘* u(x - a,), 
1 ” 
and since weak convergence is equivalent to (3.1) we have the result in (i). 
The result in (ii) follows by interchanging (a,, b,) by (a,, b,). 1 
Next we will give a result on the zero distribution of orthogonal 
polynomials that satisfy (1.3). This result has also been obtained by 
Geronimus [ 11, p. 761, but by other methods. 
THEOREM 4. Zf 
function f(x) 
‘i: 
condition (1.3) is fulfilled, then for every continuous 
n ,L1 flx,,~)~limf(x)dF(x-~;.,B)r 
J=l --m 
where c1 and /I are as in (3.9) and F(x; CC, /?) is as in (3.3). 
(3.12) 
64014413-6 
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ProoJ As in the previous proof we use a decomposition into partial 
fractions to obtain 
d(z) 
-=fL. 
q?lt') j= 1 z-xj,n 
Now we define the distribution functions 
F”(X) =; .i U(x - xi,,); 
/=I 
(3.13) 
hence nF”(x) equals the number of zeros of q”(x) less than or equal to x. 
The Stieltjes transform is 
1 &z(z) S(F,(n);z)=; ,i L=--, 
, = 1 z - Xj,” n 4&J 
so that from (2.6) we may conclude that 
W,,(x); z) --+ z - (a, + %)/2 
Jw -a,)(z-aa2)-(b:+bt)J2-4b:b22 
uniformly on compact subsets of C\R. Then use (3.5) to identify this limit 
as the Stieltjes transform of F(x - (a, +a,)/2; a, p). Hence F,,(x) * 
F(x- (a, + a,)/2; a, /?) and from (3.1) we obtain the desired result. 1 
This last theorem gives the asymptotic zero distribution of the 
polynomials {q&c)): first, we mention that the theorem is also true for 
every bounded measurable function f(x) which is continuous almost 
everywhere [4, Theorem 5.2.iii-J i.e., for Riemann integrable functions. If 
we takef(x) to be the indicator function of the interval [p, q], then 
Nn; P9 4) 
n 
,--?;a, fi , 
where N(n; p, q) is the number of zeros of q-(x) in the interval [p, q]. It 
turns out that as n --) co the number of zeros of qJx) outside C--b, -a] u 
[a, p] is of order o(n) (where o(n)/n tends to zero if n -+ co), and in these 
intervals the zeros are more dense near the endpoints + a and f p. 
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IV. SPECIAL CAWS 
We will now consider some special cases of the previous theorems. The 
most important case is when a, = a2 = a and b, = bz = b > 0. The functions 
F and G in Theorems 3 and 4 then have the form 
F(x - a; 0,2b) = 1s’ 71 --oo $&--&-2,“t2’l(r)dt~ 
G(x - a; 0,2b, 0) =&-ST, ~~I+2b,n+2t.,(t)dt. 
Theorems l-4 then coincide with results of Nevai [13]. Theorem 4 is a 
slight generalization of Maki’s result [ 121. Another important case is when 
b, = b2= b >O. For this case Chihara [6,7] proved that the zeros are 
dense in the set 
and this is just the set on which the limiting zero distribution function 
F(x - (al + a,)/2; $ la, - a,l, {(a, - a2)/2 + 4b2}l12) is concentrated. The 
result of Theorem 4, however, is stronger than Chihara’s result since it 
indicates how dense the zeros are distributed in the set mentioned higher. 
The case a, = a2 = a and the general case are new, except for the zero dis- 
tribution which was also obtained by Geronimus [ 113. 
Special attention should be paid to the case where b, or b2 is equal to 
zero. We will formulate these in a theorem. 
THEOREM 5. Suppose that (1.3) is satisfied and that b(,, =O. Then for 
every continuous function f(x) 
ti) F nj,2,PL 1tXj,2n) ftXj,2n) 
j=l 
+,~~(!y+p)f(~+~) 
i 
( +(~+ll)f(~-B)} 
ifb2=0 
ifb,=O, 
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2n + I 
(ii) C Aj,*n + 1 PLtxj,22 + 1) ffXj,2n + 1) 
j=j 
( +(~+/?)f(y%)j 
ifb I=0 
if b, = 0, 
where /I” = ((al - a,)/2)’ + b&, 
Proof. Equations (2.4) and (2.5) become for this case, 
q2n(z) , 
b2” z-aa2--- 
z-a, 
ifb,==O 
q2n - L(Z) 
z-a 2 if b 2=0, 
if b 2=0 
ifb 1 =o, 
while (2.4) turns out to be 
Hence the Stieltjes transforms of the functions G,(x) in (3.11) satisfy 
uniformly on compact subsets of C\R 1 
if b 2=0 
S(G,,(x); z) --i 
z-aa 
(a2-4)/2+P (~1-~2W+B 
z-(a,+a,)/2-B+z-(a,+az)/21-B 
if b ]=O 
and interchanging (a,, b,) and (a2, b,) gives a similar result for 
S(G 2n+ I(x); z). From these asymptotics (i) and (ii) are immediate. The 
Stieltjes transforms of the functions F,(x) in (3.13) have the behaviour 
1 
S(F,(x); z) -+ - 
i 
1 1 
2 r-(a,+a,)/2-B+z--(a,+a&l+B 1 
uniformly on every compact subset of C\lR, from which (iii) follows. @ 
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Hence, whenever one of b1 or b2 is zero the distribution functions G,(x) 
and F,,(X) converge weakly to a distribution function that makes at most 
two jumps. This means that for large n most of the zeros will be concen- 
trated around these points where the limit distribution function makes a 
jump. 
V. EXAMPLES 
In this section we will give some sequences of orthogonal polynomials to 
which the above results apply. We use the terminology in Chihara [7]. 
Examples l-5 also follow from Nevai’s work but are given here to get a 
better understanding of the results in the previous sections. 
EXAMPLE 1. Jacobi polynomials satisfy (1.1) with 
/3”-Cr’ 
‘“=(2n+a+/?)(2n+a+/?+2)’ 
4n(n + a)(n + /3)(n + a + /3) 
Bn=(2n+cr+fl-1)(2n+ar+fl)2(2n+cr+/I+1) 
with tl > - 1 and fl> -1. It is easy to see that a, 3 0 and fl,, -+ $, hence we 
obtain uniformly on every compact subset of C\[ - 1, 1 ] 
4”(Z) -N Z+JZi 
qn- l(Z) 2 ’ 
14Xz) 1 
n4n(Z)--py 
(5.1) 
and for every continuous function f(x) 
These results are well known. 
EXAMPLE 2. Pollaczek polynomials have 
-b 
a, = 
n+;l+a+c’ 
(5.2) 
lL= 
(n+c)(n+2rZ+c-1) 
4(n+A+a+c-l)(n+IZ+a+c)’ 
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where a> Jbl together with 21+c>O and c>O or 212+ca 1 and c> -1. 
Since u, + 0 and /?,, --f 2 as n --f co we have the same asymptotics as in (5.1) 
and (5.2). 
EXAMPLE 3. Modified Lommel polynomials have the coefficients 
Lx,=o, 
Pn= 
1 
4(n+v)(n+v-1)’ 
with v > 0, so that /3, -+ 0. Hence we have a degenerate limit and we have, 
uniformly on every compact subset of C\( (0) u {mass points of W} ) 
4nb) -- 
qn- l(Z) 
1 d(z) --z 
n 4&) 
‘Z, 
1 
(5.3) 
,- 
Z’ 
and for every continuous functionf(x) 
f Sd- ,(Xj,n).l”(%l) -+f(O), 
j=l 
(5.4) 
That these limits are degenerate at 0 can perhaps be understood by the fact 
that the modified Lommel polynomials are orthogonal with respect to a 
discrete distribution function W(x) that makes jumps at the points 
denote the zeros of the Bessel 
EXAMPLE 4. Tricomi-Carlitz polynomials, where 
B*= n (n+cc)(n+a-1)’ 
with a > 0. Again /I, + 0 and we have the same asymptotics as in (5.3) and 
(5.4). Note that also in this case the polynomials are orthogonal with 
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respect to a discrete distribution function, and the jumps now are at 
{ + l/e; k = 0, 1, 2,...}. This set also has 0 as its only limit point. 
EXAMPLE 5. The q-polynomials of Al-Salam and Carlitz satisfy (1.1) 
with 
a, = (1 + a) q”, 
p,= -aq”-‘(1 -q”), 
where a < 0 and 0 <q< 1. Therefore both a, and fin converge to 0 as 
n -+ co and Eqs. (5.3) and (5.4) are valid. Once again these polynomials are 
orthogonal with respect to a discrete distribution function and the jumps 
occur at the points (q“, aqk; k = 0, 1,2,...) which again has 0 as its only 
limit point. 
Now we will also give an example where the sequences (a,> and {fin) 
have two limit points: 
EXAMPLE 6. Consider the sequence of polynomials {q,,(x)} that satisfy 
(1.1) with 
aZn=al; hn=b:; 
a 2n+l=a2; B -b2 2n+1- 2’ (5.5) 
Obviously they satisfy condition (1.3) so that Theorems l-4 are valid here. 
Moreover, we can explicitely give the distribution function W(x) with 
respect to whom these polynomials are orthogonal. Nevai pointed out to 
me that the distribution function was also given by Geronimus [ 101. 
THEOREM 6. The polynomials (qJx)> with the coefficients as in (5.5) are 
orthogonal with respect to 
W(x)=~G x- 
1 ( 
al +a2 ----;a,/% -y 2 ) 
+ ‘* U(x-a,) 
1 
where a, j? and y are as in (3.9) and G(x; a, /?, y) is as in (3.4). 
Proof: Consider the polynomials {q:(x)} with coefficients as in (5.5) 
but with b 1 and b, interchanged. From (1.1) we easily obtain 
&I+ l(Z) 
4:n(z) 
=(z-al)-bzqff($), 
n 
4%+2(~) - = (z - a2) - 6: qiL(:(i). 
cl:“+ l(Z) ?I+ 
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From the corollary to Theorem 1 we know that the limits of the functions 
in these equations exist: 
&+ l(Z) 
&n(z) + Q,(z), 
q2*n +2(z) 
92*n,,(z, +Q2(z)* 
Let n --f cc in those equations to obtain 
Qz(z) = (z - ~2) - b: m, 
so that, when continuously combining these equations, we find the con- 
tinued fraction. 
1 1 -= 
Ql(z) 
Z-U,- 
6 
bf 
z-a2- ’ 
Z-U,- 
b: 
z-a2- b: * . 
This is a so-called Jacobi fraction, and from the theory of continued frac- 
tions [20, 73 it follows that 
&j = S( W(x); z), 
where W(x) is the distribution function with respect to whom the 
polynomials (qn(x)) with coefficients as in (5.5) are orthogonal. As in the 
proof of Theorem 3 we have 
from which the theorem follows. u 
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Special cases of these polynomials where already studied by Chihara. 
When a, = a, =a and b, = b,=b, the polynomials qn(x) are equal to 
.!I,,( x - a)/2b), where U,(x) is the Chebyshev polynomial of the second 
kind of degree n. For a, = -c; a2 = c and /3, = $ Chihara [S] obtained the 
weight function 
(x+ CJ 
w(x)= Ix-cc( ( ) ‘I2 - (1 +c2-x2)l’2, c2<x2< 1 +c2, 
= 0, elsewhere, 
and for a, = a, = 0 and bl = b; b2 = a the weight function was found to be 
w(x)=j$[( 1 -(X2-;,-b2~]1’2, Xv;;;~yW-l~-bll 
> 9 
= 0, elsewhere, 
and in addition there is a jump at 0 [7, p. 911. 
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