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Abstract
The accurate simulation of wave propagation is a problem of longstanding interest. In this article, the
focus is on higher-order accurate ﬁnite diﬀerence schemes for the wave equation in any number of spatial
dimensions. In particular, two step schemes (which operate over three time levels) are studied. A novel
approach to the construction of schemes exhibiting both isotropy and accuracy is presented using modiﬁed
equation techniques, and allowing for the speciﬁcation of precise stencils of operation for the scheme, and
thus direct control over stencil size and thus operation counts per time-step. Both implicit and explicit
schemes are presented, as well as parameterised families of such schemes under conditions specifying the
order of isotropy and accuracy. Such conditions are framed in terms of a set of coupled constraints which
are nonlinear in general, but linear for a ﬁxed Courant number. Depending on the particular choice of
stencils, it is often possible to develop schemes for which the traditional Courant-Friedrichs-Lewy condition
is exceeded. A wide variety of families of such schemes is presented in one, two and three spatial dimensions,
and accompanied by illustrations of numerical dispersion as well as convergence results conﬁrming higher-
order accuracy up to eighth order.
Keywords: wave equation, ﬁnite diﬀerence method, modiﬁed equations, higher-order accuracy
1. Introduction
The numerical simulation of wave propagation is an important application and object of study in itself for
many ﬁelds, including electromagnetics, geophysics, and acoustics. In such ﬁelds, the linear wave equation
in many spatial dimensions is often used as a basic test problem for the construction of numerical methods.
Solutions to the wave equation can be approximated through various numerical techniques, such as ﬁnite
diﬀerence [1, 2], ﬁnite element [3, 4], ﬁnite volume [5], and spectral methods [6]. Of these mentioned, the
ﬁnite diﬀerence method is perhaps the oldest technique to be applied to numerically solve the wave equation,
going back at least as far as the seminal work of Courant [7], and still constituting a popular choice for
numerical discretisation today, particularly in geophysical [8] and CFD applications [9].
An important limitation of any numerical method for the many-dimensional wave equation that operates
locally in space and/or time is erroneous numerical dispersion. Spectral methods, though in theory without
error in the approximation of the spatial part of a problem, can be challenging to adapt to domains of
non-trivial geometry, and, furthermore, remain susceptible to time discretisation error. For this reason,
ﬁnite diﬀerence schemes are often preferred, but the problem of numerical dispersion [10, 11] requires grid
resolution beyond the minimum two points per wavelength (on the regular Cartesian grid) this quickly
becomes infeasible in terms of computational cost for many-dimensional problems and/or large domains,
despite the increasing availability of computing power and parallel hardware (such as Graphics Processing
Units or GPUs) [12, 13]. On the other hand, high-order accurate schemes [14, 2] inherently have improved
numerical dispersion in the limit of low wavenumbers. High-order methods can be seen as intermediate
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between low-order methods and spectral methods [15], and thus oﬀer a ﬂexible trade-oﬀ between the ability
to impose boundary conditions and the ability to accurately resolve propagating wavefronts.
The standard approach to designing high-order accurate schemes for the wave equationwhich, strictly
speaking, requires that both time and space operators be approximated to high ordersis to employ conven-
tional high-order spatial diﬀerences [16, 17], often over an equivalent ﬁrst-order hyperbolic system, combined
with high-order time integration (such as Runge-Kutta [18, 19, 20, 9]). Although these techniques have shown
much success, there are gains in computational eﬃciency to be had by working with the second-order wave
equation directly (as pointed out in, e.g., [21, 22, 23]). Rather than employing high-order time integra-
tors, which necessarily require intermediate steps and possibly additional temporary states to be stored in
memory (beyond the minimum of two for a second-order system), it is possible to achieve high-order accu-
racy, at least for the initial value problem, using only conventional two-step leapfrog (Störmer-Verlet [24])
integration, i.e., storing only the minimal two states in memory. The manner by which this is typically
accomplished is known as the modiﬁed equation approach [25, 26, 27, 28, 29, 30, 31, 14, 32, 33, 34], wherein
the scheme is expanded in a Taylor series such that temporal truncation errors can be recast in terms of
spatial operators and then discretised. This leads to a delicate balancing of temporal and spatial truncation
errors such that they eﬀectively cancel up to a high order.
In this paper, a novel approach to modiﬁed equation methods is applied to ﬁnite diﬀerence schemes over
regular Cartesian grids in order to achieve high even-order spatiotemporal accuracy for the homogeneous
constant-coeﬃcient wave equation in d spatial dimensions. Within this approach, general parametrised
constructions for the d-dimensional Laplacian are combined with constraints imposed for high-order isotropy
and accuracy. Constraints for isotropy are linear in the scheme coeﬃcients, and constraints for higher-order
accuracy are dependent on the Courant number. Thus such constraints may be viewed as linear if the
Courant number is speciﬁed a priori, and nonlinear if the Courant number is treated as a partially free
additional parameter, subject to a stability condition bounding it (normally from above), but still allowed
to take on values over a continuous range. In either case, parameters of high-order accurate schemes,
possibly dependent on the Courant number, are obtained as solutions to a resulting linear system. Even-
order schemes to any order of accuracy have previously been derived for the many-dimensional wave equation
using modiﬁed equation approaches, but they tend to produce minimal diamond-shaped stencils [30, 8]
that are limited in terms of stability by the standard Courant-Friedrichs-Lewy condition. In contrast to
such approaches and other applications of modiﬁed equations to leapfrog time-integrators [14, 22, 35], the
general construction presented in this study oﬀers more ﬂexibility for choices of spatial discretisations that
eﬀectively cancel out temporal errors, allowing a wide variety of stencil shapes, along with the ability to
impose additional high orders of isotropy (enabling, e.g., 2Mth-order accurate schemes with errors isotropic
to (2M + 2)th order, M = 1, 2, . . . ). Schemes over diamond-shaped stencils are obtained as special cases.
As shown in this paper, the resulting schemes can have Courant numbers close to unity, permitting larger
time-steps for a ﬁxed grid resolution than conventional diamond-shaped schemes [30, 8]. Additionally, this
general construction permits implicit two-step time integration (e.g., theta schemes [34]), oﬀering high-order
accuracy with smaller spatial stencils than explicit counterparts (at the cost of sparse linear system solutions
at each time-step). Throughout this work, many novel schemes are derived in one, two, and three spatial
dimensions, and up to eighth-order accuracy. Stability conditions are obtained through frequency-domain
analyses, and the reported orders of accuracy are conﬁrmed through convergence analyses of numerical
dispersion and via numerical simulations of wave propagation.
It should be mentioned that the scope of this paper lies with the initial value problem, and as such,
boundary conditions beyond periodic ones will not be addressed in this work (as in, e.g., [8]), and are left
to be developed in subsequent studies. Possible avenues to deal with non-periodic boundaries are discussed
in Section 6.
A brief presentation of the many-dimensional wave equation appears in Section 2. In Section 3, basic time
and space diﬀerence operations over regular Cartesian grids are presented, and in particular parametrised
approximations to the Laplacian operator over arbitrary symmetric stencils, as well as conditions for higher-
order isotropy. A general family of implicit and explicit two-step schemes for the many-dimensional wave
equation appears in Section 4, accompanied by conditions for numerical stability and accuracy to higher
order in space and time. Accuracy conditions may be expressed as a set of nonlinear constraints in the free
parameters and the Courant number. In Section 5, various examples of higher-order accurate schemes in
1D, 2D and 3D are given, along with numerical results illustrating the rate of convergence. Conclusions
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and ﬁnal remarks are given in Section 6. Some additional material, with regard to various features of
the designs presented here, appears in the Appendices. In Appendix A, energy-based approaches to the
problem of numerical stability veriﬁcation are presented, and in Appendix B, some conditions for negativity
of parameterised approximations to the Laplacian are oﬀered. Appendix C provides a brief link between the
implicit family of schemes presented here and the familiar so-called theta family of schemes.
2. The Wave Equation
The wave equation in d spatial dimensions is deﬁned as
Lu = 0 , where L = ∂2t −∆ . (1)
Here, u(x, t) is the variable to be solved for as a function of time t ∈ [0,∞], and for coordinates x ∈ D ⊂ Rd.
∂t represents partial diﬀerentiation with respect to time, and ∆ is the d-dimensional Laplacian operator,
deﬁned as
∆ =
d∑
ν=1
∂2ν , (2)
where ∂ν indicates partial diﬀerentiation with respect to spatial coordinate ν, for ν = 1, . . . , d. The problem
has been nondimensionalized such that the wave speed is 1. In this study, it is assumed that D = Rd, and
that there are no forcing terms, so that only the initial value problem is considered. The wave equation (1)
must thus be complemented by two initial conditions:
u(x, 0) = υ0(x) and ∂tu(x, t)|t=0 = υ1(x) (3)
for some functions υ0(x) and υ1(x) deﬁned over x ∈ Rd.
2.1. Characteristic Equation
A monochromatic wavelike solution is of the form
u = ejωt+jζ·x , (4)
where ω ∈ R is an angular frequency, and ζ ∈ Rd is a d-dimensional wave vector (|ζ| is the wavenumber and
2pi/|ζ| is the wavelength). When inserted into the wave equation (1), a characteristic equation results:
P (ζ, ω) = 0 where P (ζ, ω) = −ω2 + |ζ|2 . (5)
Here P (ζ, ω) is the Fourier symbol of L. The solutions to (5) are the dispersion relations:
ω = ±|ζ| . (6)
Taking the positive-valued solution above, the phase velocity, deﬁned as vφ = ω/|ζ| is a constant equal to 1.
The characteristic equation for the wave equation will be used in the analysis of modiﬁed equation methods
for ﬁnite diﬀerence schemes in Section 4.2, and the resulting dispersion relation (6) will be employed for
comparison against numerical results in Section 5.
3. Grid and Diﬀerence Approximations
Assume a grid function unl , deﬁned over the uniform Cartesian grid l = [l1 . . . , ld] ∈ Zd and for time
steps n ∈ Z+ = [0, 1, . . .]. Such a grid function represents an approximation to u(x, t) at locations x = lh,
and at time instants t = nk, where h is the grid spacing, and k is the time step.
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3.1. Time Shift and Diﬀerence Approximations
Time shift operators et+ and et− may be deﬁned, in terms of their action on the grid function unl as
et+u
n
l = u
n+1
l et−u
n
l = u
n−1
l , (7)
and the standard two-step approximation to the second time derivative may be written as
δtt =
1
k2
(et+ − 2 + et−) = ∂2t +O(k2) . (8)
In isolation, the operator δtt is formally second-order accurate. In certain analysis settings, it is appropriate
to apply such operators to continuously variable functions; for example, the shift operator et+, when applied
to a function u(x, t) would yield et+u(x, t) = u(x, t + k). The use of shift and diﬀerence operators in this
way should be clear from context.
3.2. Approximations to the Laplacian
There are many approaches to the approximation of the Laplacian operator over a Cartesian grid (e.g., [36,
30, 37, 38]). In this article, they will be constructed according to shells of grid locations located symmet-
rically about the point of application of the operator itself. A given shell is deﬁned here in terms of an
integer-valued vector qat a given grid point in a d-dimensional Cartesian grid, the shell of points asso-
ciated with vector q is the set of grid points which are permutations of q grid spacings distant. Here a
vector q is called admissible if q1, . . . , qd are non-negative, with q1 ≥ 1, and qm ≤ qm−1 for m = 2, . . . , d.
The admissibility restriction above allows for unique association of any neighbouring grid point with a given
shell.
A representation of a general Laplacian operator in terms of shells allows for a convenient parametrisa-
tion of general Laplacian approximations over non-overlapping stencils. Additionally, this allows for the
association of a ﬁxed operation count or computational cost with each shell, since the number of operations
(and memory accesses) required per time-step is proportional to the stencil size.
It is useful to begin by deﬁning basic spatial shift and averaging operations over a Cartesian grid. Spatial
shift operators eν±, ν = 1, . . . , d, may be deﬁned as
eν+u
n
[l1,...,lν ,...,ld]
= un[l1,...,lν+1,...,ld] eν−u
n
[l1,...,lν ,...,ld]
= un[l1,...,lν−1,...,ld] . (9)
Spatial averaging operators µ
(b)
ν , for ν = 1 . . . , d and for b = 0, 1, . . . may be deﬁned as
µ(b)ν =
1
2
(
ebν+ + e
b
ν−
)
= 1 +
b2h2
2
∂2ν +O(h
4) . (10)
The bth power of the operator eν± is interpreted as a b-fold operator composition, and where b = 0 (the
zeroth power) corresponds to the identity operation. The operator µ
(b)
ν selects grid locations b steps away
from the point of application in dimension ν.
A series of approximations δq to the Laplacian operator, indexed by an integer-valued d-vector q =
[q1, . . . , qd], may be written as
δq =
2
(d− 1)!h2‖q‖2
∑
γ∈P(q)
−1 + d∏
j=1
µ
(γj)
j

︸ ︷︷ ︸
Ξq
= ∆ +O(h2) . (11)
The sum is over the vectors γ = [γ1, . . . , γd] which are the d! permutations of the vector q, indicated as
P(q).
To examine the consistency of this operator with the Laplacian, consider the operator Ξq appearing in
(11) above. Using (10), one may write:
Ξq =
∑
γ∈P(q)
−1 + d∏
j=1
(
1 +
γ2j h
2
2
∂2j +O(h
4)
) (12a)
=
h2
2
∑
γ∈P(q)
 d∑
j=1
γ2j ∂
2
j
+O(h4) (12b)
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But, by symmetry over the sum of all permutations of q,
Ξq =
(d− 1)!h2
2
 d∑
j=1
q2j
 d∑
j=1
∂2j
+O(h4) = (d− 1)!‖q‖2h2
2
∆ +O(h4) (13)
See Figure 1, illustrating the stencils of several such operators for d = 1, 2, 3. Notice that such stencils
are not dense, motivating the use of the word shell used above to describe such stencils. The forms here are
useful in the sense that, at least for explicit schemes, the operation count associated with such sparse-stencil
operators is obvious from the stencil diagram. Indeed, for d = 1, each shell consists of three points; for d = 2
either four or eight; and for d = 3, any of six, eight, 12, 24 or 48 points.
[1] [2] [3] [4] [5]
[1 0] [1 1] [2 0] [2 1] [3 0]
[1 0 0] [1 1 0] [1 1 1][2 0 0] [2 1 0]
Figure 1: Stencils for the discrete Laplacian approximations δq, as deﬁned in (11), for diﬀerent choices of the index vector q,
as indicated. Stencils for d = 1 are shown in the top row, d = 2 in the second row, and for d = 3 in the bottom row.
3.3. Parameterized Approximations to the Laplacian
Consider now a set Q = {q1, . . . ,qN} of N distinct admissible d-vectors. A useful ordering of the
vectors, which will be adopted here subsequently, is such that ‖q1‖1 ≤ ‖q2‖1 ≤ . . . ≤ ‖qN‖1, where ‖ · ‖1
indicates the 1-norm of a vector. In cases for which two admissible vectors possess the same 1-norm, they
are ordered lexicographically. A parameterized approximation to the Laplacian over Q, to within a constant
multiplicative factor, is then given by
δQ,α =
N∑
p=1
αpδqp =
(
N∑
p=1
αp
)
∆ +O(h2) (14)
in terms of the parameter vector α = [α1, . . . , αN ]
T. Diagrams illustrating the stencils of such parameterised
approximations, for d = 1, 2, 3 appear in Section 5.
From (11), such an approximation to the Laplacian is also second-order accurate in h (to within a
constant multiplicative factor). However, if a constrained set α of parameters is employed, i.e.,
N∑
p=1
αp = 1 , (15)
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then the multiplicative factor is unity, and δˆQ,α (note the hat notation) is consistent with the Laplacian,
and indeed approximates it to second-order accuracy in h:
δˆQ,α =
N∑
p=1
αpδqp = ∆ +O(h
2) . (16)
It is useful to have both constrained and unconstrained versions of the Laplacian operatorthe constrained
form given in (16) will be used, for consistency, when approximating the primary Laplacian appearing in
(1). The unconstrained form will be used as an additional term in implicit designs, and will not need to be
consistent with the Laplacian.
3.4. Operator Expansions
The diﬀerence operators deﬁned in (8) and (11) are formally second-order accurate, in the time step
k and grid spacing h respectively. In the interest of developing schemes of higher accuracy, it is useful to
present full expansions of these operators in terms of their continuous counterparts.
The expansion for δtt may be written, in terms of powers of ∂t, as
δtt =
∞∑
m=1
2k2m−2
(2m)!
∂2mt . (17)
The averaging operators µ
(b)
ν , in the spatial coordinate ν, can be expanded in terms of powers of ∂ν as
µ(b)ν =
∞∑
η=0
h2ηb2η
(2η)!
∂2ην . (18)
Returning now to the expression for a Laplacian approximation δq deﬁned over a shell of index q, from
(11), and examining again the expression Ξq, using (18), gives
Ξq =
∑
γ∈P(q)
−1 + d∏
j=1
 ∞∑
ηj=0
h2ηjγ
2ηj
j
(2ηj)!
∂
2ηj
j
 . (19)
At this point, terms in the expansion of equal order of diﬀerentiation may be grouped. To this end, deﬁne
the non-negative integer-valued vector η = [η1, . . . , ηd], and the set M(m) by
M(m) = {η|
d∑
j=1
ηj = m} . (20)
Ξq may now be rewritten as
Ξq =
∑
γ∈P(q)
∞∑
m=1
h2m
∑
η∈M(m)
d∏
j=1
γ
2ηj
j
(2ηj)!
∂
2ηj
j (21)
=
∞∑
m=1
h2m
∑
η∈M(m)
 d∏
j=1
∂
2ηj
j
 ∑
γ∈P(q)
d∏
j=1
γ
2ηj
j
(2ηj)!
 . (22)
Now, deﬁne the coeﬃcients gq
(η) and 
(m)
q as
gq
(η) =
1
(d− 1)!‖q‖2m2m
(2m)!
(2η)!
∑
γ∈P(q)
d∏
j=1
γ
2ηj
j 
(m)
q =
‖q‖2m2m
‖q‖22
, (23)
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where ‖q‖2m indicates the 2m-norm of the vector q. Here, multi-index notation has been used, i.e., (2η)! =
(2η1)!(2η2)! . . . (2ηd)!. The resulting expression for Ξq is then
Ξq = (d− 1)!‖q‖22
∞∑
m=1
h2m
(m)
q
(2m)!
∑
η∈M(m)
g(η)q
d∏
j=1
∂
2ηj
j , (24)
and, ﬁnally, for δq as
δq =
∞∑
m=1
2h2m−2(m)q
(2m)!
∑
η∈M(m)
g(η)q
d∏
j=1
∂
2ηj
j . (25)
It is also of interest to examine powers of the Laplacian operator ∆, which may be written, in terms of
powers of the constituent operators ∂ν , ν = 1, . . . , d, using the multinomial expansion, as
∆m =
 d∑
j=1
∂2j
m = ∑
η∈M(m)
f (η)
d∏
j=1
∂
2ηj
j where f
(η) =
m!
η!
. (26)
3.5. Coeﬃcient Symmetries
For a given order m ≥ 1, the coeﬃcients f(η) and gq(η) are deﬁned for η ∈M(m). These sets of coeﬃcients
possess certain symmetries, which follow from the symmetry of the Laplacian ∆ and the approximations
δq with respect to the individual coordinates. It is thus useful, before imposing any constraints on these
coeﬃcients (for isotropy and accuracy), to eliminate redundancy in the set of coeﬃcients.
First, note that these coeﬃcients are unchanged under any permutation P (η) of η. Furthermore, note
that for the d distinct permutations of the vector [m, 0, . . . , 0], P ([m, 0, . . . , 0]), f(η) = 1 and gq(η) = 1. These
observations suggest that one need only consider vectors η within the reduced set
M˜(m) = {η ∈M(m)|η1 ≥ η2 ≥ . . . ≥ ηd, η2 6= 0} . (27)
The reduced set M˜(m) can be viewed as indexing the distinct mixed-derivative terms in the operator expan-
sion as a whole. Also, for any admissible q = [q1, . . . , qd] with q2 = . . . = qd = 0, gq
(η) = 0, for η ∈ M˜(m). In
other words, the expansion for the discrete Laplacian under such a choice of q, for which the stencil includes
only points directly on the grid axes relative to the point of application of the operator does not possess
any mixed-derivative terms. Such is the case for all members of the star-shaped families of approxima-
tions to the Laplacian (such as in, e.g., conventional high-order approximations to the Laplacian [17]). See
Section 5.2.3.
3.6. Isotropy
The following is a derivation of linear constraints to impose for isotropy up to a given order in the discrete
Laplacian. Isotropy is generally a desirable property in discrete Laplacians [36, 37, 39, 38] for PDE problems
involving the Laplacian operator, which itself is an isotropic operator. High-order isotropy can be used for
post-processing of dispersion errors [40, 41]. For this study, the main motivation for deriving high-order
isotropy is that it is a necessary step in acheiving high-order accuracy in two-step schemes through modiﬁed
equation methods.
Consider the parameterized operators of the form δQ,α as given in (14), for an arbitrary set of admissible
index vectors Q = {q1, . . . ,qN}. Using the operator expansion (25), it may be rewritten as
δQ,α =
∞∑
m=1
2h2m−2
(2m)!
N∑
p=1
αp
(m)
qp
∑
η∈M(m)
gqp
(η)
d∏
j=1
∂
2ηj
j . (28)
Matching theM ﬁrst terms between the expansion (28) and the expansion (26) for powers of the Laplacian
operators, then the constraints
N∑
p=1
αp
(m)
qp
(
gqp
(η) − f (η)
)
= 0, η ∈ M˜(m) for m = 1, . . . ,M (29)
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lead to the following simpliﬁcation for the operator expansion, which can now be written in terms of powers
of the Laplacian ∆ up to the Mth power, as
δ
(M)
Q,α =
M∑
m=1
2h2m−2
(2m)!
r
(m)
Q,α∆
m +O(h2M ) where r
(m)
Q,α =
N∑
p=1
αp
(m)
qp . (30)
The operator is thus isotropic to 2Mth order, as indicated by the superscript (M) in the expression for the
parameterized operator in (30). Note, however, that the number of free parameters N characterising the
Laplacian approximation must be suﬃcient to satisfy all the constraints given in (29). In order to achieve
such isotropy for an operator, the number N of Laplacians in Q must generally be chosen as
N ≥ N (M) =
M∑
m=1
M (m) where M (m) = |M˜(m)| . (31)
where |M˜(m)| denotes the number of elements in M˜(m). Note that r(1)Q,α =
∑N
p=1 αp; if the operator is
normalized such that (15) holds, then r
(1)
Q,α = 1.
The conditions above for isotropy are distinct from conditions for accuracy. From the expansion (28),
conditions for accuracy of the Laplacian approximation to 2Mth order are
N∑
p=1
αp
(m)
qp gqp
(η) = 0, η ∈ M˜(m) , (32)
and thus
δ
(M)
Q,α = ∆ +O(h
2M ) . (33)
Such conditions also trivially imply isotropy to 2Mth order. While useful for time-independent problems, in
the context of modiﬁed equation methods, such approximations are less so, as the powers of the Laplacian
in the isotropic approximation may be cancelled with terms resulting from time discretisation, as will be
discussed in Section 4.
3.7. Frequency Domain Representation
As a prelude to stability analysis in Section 4.2, it is useful to introduce the frequency domain represen-
tations of the various operators deﬁned in the previous sections.
Considering again a monochromatic wavelike component, or ansatz, now deﬁned over the grid as
unl = e
jωnk+jζ·lh (34)
for angular frequency ω and wave vector ζ = [ζ1, . . . , ζd]. ω and the various diﬀerence operators behave as
multiplicative factors, which are periodic in ω and ζ. By multi-dimensional sampling considerations [42],
the deﬁnitions of all such factors may be limited to the domains ω ∈ [−pi/k, pi/k] and the cube ζ ∈ Ud, for
Ud = [−pi/h, pi/h]d.
For the time diﬀerence operator δtt deﬁned in (8), one has for solutions of the form (34):
δttu
n
l = −
4
k2
sin2
(
ωk
2
)
unl , (35)
and for convenience, the above relation is rewritten as:
δtt −→ − 4
k2
sin2
(
ωk
2
)
. (36)
For the averaging operators µ
(b)
ν , as deﬁned in (10), one has:
µ(b)ν −→ c(b)ν (ζ) , cos (bkνh) ν = 1, . . . , d , (37)
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and for the approximation δq to the Laplacian deﬁned in (11), one has:
δq −→ 1
h2
Dq (ζ) where Dq (ζ) ,
2
(d− 1)!‖q‖2
∑
γ∈P(q)
−1 + d∏
j=1
c
(γj)
j
 . (38)
For a parametrised approximations to the Laplacian, deﬁned over the index set Q, and with coeﬃcients α,
δQ,α −→ DQ,α (ζ) =
N∑
p=1
αpDqp (ζ) . (39)
4. A General Family of Two Step Schemes
Consider now a general family of two-step schemes for the d-dimensional wave equation which may be
written, in operator form, as
lunl = 0 where l =
(
1 + h2δQ(i),α(i)
)
δtt − δˆQ(e),α(e) . (40)
Two distinct approximations to the Laplacian appear, over (in general diﬀerent) index sets Q(i) and Q(e),
with associated parameter sets α(i) and α(e). Note that the operator δˆQ(e),α(e) is normalized, so that
the parameter vector α(e) satisﬁes (15). The operator δQ(i),α(e) is not normalized, and thus approximates
the Laplacian to within a multiplicative constant. The scheme is consistent with the d-dimensional wave
equation and, nominally, second-order accurate in the time step and grid spacing:
l = L+O(h2) +O(k2) (41)
where L is the operator corresponding to the wave equation, as deﬁned in (1). If, additionally, the parameter
set α(i) is identically zero, the scheme is explicit; otherwise, it is implicit. In either case, the scheme operates
over three adjacent time levels, which is sometimes referred to as a two-step scheme. For the wave equation,
which is second-order in time, it is minimal in terms of the number of time steps employed in a given update,
and thus in terms of the resulting computer memory requirements. Simpliﬁcations that lead to previously
derived schemes (e.g., [30, 14, 8]) will be discussed in Section 5.2.1. A simpliﬁcation to obtain theta schemes,
which can be seen as a subset of this general family using only one discrete Laplacian (rather than two), is
shown in Appendix C.
In ﬁnite diﬀerence schemes for the wave equation, a particular parameter of great importance is the
Courant number, deﬁned as
λ = k/h . (42)
In studies of accuracy and convergence of schemes for the wave equation, it is customary to hold λ constant
as the time step (or grid spacing) is decreased. In this case, the accuracy of the scheme can be written either
in terms of the grid spacing h or the time step k, as these are related by a constant, so
l = L+O(h2) = L+O(k2) . (43)
Note that under the assumption of a constant Courant number, in schemes for which the order of accuracy
is distinct in the grid spacing or time step, the order of accuracy collapses to that of the larger error term.
4.1. Accuracy to Higher Order
Assume ﬁrst that the Laplacian approximation δˆQ(e),α(e) is isotropic to 2Mth order, for someM ≥ 1, and
the approximation δQ(i),α(i) is isotropic to 2M (i)th order, for some M (i) ≥ 1. Using the operator expansions
and accompanying deﬁnitions of the coeﬃcients r in (30) leads to:
δˆ
(M)
Q(e),α(e) =
M∑
m=1
2h2m−2
(2m)!
r
(m)
Q(e),α(e)∆
m +O(h2M ) (44a)
δ
(M(i))
Q(i),α(i) =
M(i)∑
m=1
2h2m−2
(2m)!
r
(m)
Q(i),α(i)∆
m +O(h2M
(i)
) . (44b)
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Using the deﬁnition of the Courant number from (42), one may set h = k/λ, and, furthermore, using the
fact that r
(1)
Q(e),α(e) = 1 (in other words, the Laplacian approximation δˆ
(M)
Q(e),α(e) is normalized and consistent
with the Laplacian), one may write
δˆ
(M)
Q(e),α(e) = ∆ +
M∑
m=2
2k2m−2
λ2m−2(2m)!
r
(m)
Q(e),α(e)∆
m +O(k2M )
δ
(M(i))
Q(i),α(i) =
M(i)∑
m=1
2k2m−2
λ2m−2(2m)!
r
(m)
Q(i),α(i)∆
m +O(k2M
(i)
) .
and, in addition, for the operator δtt, from (17)
δtt = ∂
2
t +
M∑
m=2
2k2m−2
(2m)!
∂2mt +O(k
2M ) .
The discrete operator l can now be expanded in ascending powers of the time step k, using the expansions
(46) and (45), and . Provided that M (i) ≥M − 1, one then has:
l = L+
M∑
m=2
2k2m−2
(2m)!
l(m) +O(k2M ) , (46)
where
l(m) = ∂2mt −
r
(m)
Q(e),α(e)
λ2m−2
∆m +
m−1∑
ξ=1
w
(m)
ξ r
(ξ)
Q(i),α(i)
λ2ξ
∆ξ∂
2(m−ξ)
t for m = 2, . . . ,M (47)
with
w
(m)
ξ =
2 (2m)!
(2ξ)! (2m− 2ξ)! . (48)
The operator l(m) is a homogeneous bivariate polynomial equation of degree m in the operators ∂2t and
∆; the central idea behind the modiﬁed equation method as applied here is to extract a factor of L, the
operator corresponding to the wave equation, as deﬁned in (1). Writing, for the moment, x = ∂2t and y = ∆,
then
l(m) (x, y) =
m∑
p=0
bpx
pym−p = 0
for some coeﬃcients bp, p = 0 . . . ,m. If L = ∂2t −∆ = x− y is a factor of l(m) (x, y), then
l(m) (x, x) = 0 ⇒
m∑
p=0
bpx
m = 0 ⇒
m∑
p=0
bp = 0 .
The converse holds as well. Thus, under the condition that the coeﬃcients of l(m) sum to zero, or that
1−
r
(m)
Q(e),α(e)
λ2m−2
+
m−1∑
ξ=1
w
(m)
ξ r
(ξ)
Q(i),α(i)
λ2ξ
= 0 for m = 2, . . . ,M , (49)
then l(m) can be factored as l(m) = L· l(m−1)rem , for a homogeneous bivariate polynomial l(m−1)rem of degree m−1.
Thus, under the constraints (49), the operator l may be written as
l = L (1 +O(k2))+O(k2M ) . (50)
Finally, the scheme lu = 0 may then be written as(
1 +O(k2)
)Lu = O(k2M ) or Lu = O(k2M ) , (51)
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and is thus accurate to order 2M in the time step (or grid spacing). This is the modiﬁed equation
representation of the scheme (40), and the explicit constraint for 2Mth-order accuracy is given in (49).
Alternatively, one can arrive at constraints (49) by considering an exact solution u to the wave equation
under the action of l. With an exact solution, one can use the relation: ∂2mt = ∆
m (following, e.g., [30, 14]) in
order to replace powers of the Laplacian by temporal derivatives in (46) and (47). Then it is straightforward
to see that the conditions (49) result in:
l = L+O(k2M ) , (52)
or accuracy to order 2M for the scheme.
4.2. Characteristic Equation and Stability
Using the frequency domain ansatz (34) from Section 3.7, the characteristic equation for the scheme (40)
may be written as
p (ζ, ω)u = 0 where p (ζ, ω) =
(
1 +DQ(i),α(i) (ζ)
)(−4
k2
sin2
(
ωk
2
))
− 1
h2
DˆQ(e),α(e) (ζ) , (53)
and the solutions are given by
sin2
(
ωk
2
)
= −λ
2
4
DˆQ(e),α(e) (ζ)
1 +DQ(i),α(i) (ζ)
. (54)
For oscillatory solutions, one must have 0 ≤ sin2 (ωk2 ) ≤ 1, for all wavenumbers ζ ∈ Ud. This leads to
two constraints on the parameter set
(
α(e),α(i), λ
)
:
θ(e)
(
α(e)
)
= min
ζ∈Ud
(
−DˆQ(e),α(e) (ζ)
)
≥ 0 , (55a)
θ(C)
(
α(e),α(i), λ
)
= min
ζ∈Ud
(
−λ2 − 4
(
1 +DQ(i),α(i) (ζ)
)
DˆQ(e),α(e) (ζ)
)
≥ 0 . (55b)
The ﬁrst condition is an inequality constraint over the coeﬃcients for the explicit Laplacian operator. The
second is an inequality constraint relating the explicit and implicit Laplacian coeﬃcients and λ. It is
important to point out that under constraints for higher-order accuracy, as given in (49), the coeﬃcient
sets α(e) and α(i) will themselves be dependent on the Courant number λ, and thus the constraints are not
independent.
If higher-order accuracy constraints are not employed (but where constraints for isotropy may be), the
second condition may be written in a more familiar form as
λ ≤ λmax
(
α(e),α(i)
)
= 2
√√√√min
ζ∈Ud
(
−
(
1 +DQ(i),α(i) (ζ)
)
DˆQ(e),α(e) (ζ)
)
, (56)
which can be interpreted as a direct bound on the Courant number λ in terms of the coeﬃcient sets, as is
commonly the case in ﬁnite diﬀerence schemes.
None of the constraints is of a particularly smooth form; in addition, the constraint (55b) may conﬂict
with accuracy constraints as given in (49).
4.3. Discrete Wave Speed
Under the conditions (55) above, one may solve for the numerical frequency of oscillation and phase
velocity as a function of wavenumber, as
ω =
2
k
sin−1
λ
2
√
− DˆQ(e),α(e) (ζ)
1 +DQ(i),α(i) (ζ)
 vφ = ω|ζ| . (57)
Under conditions for 2Mth-order accuracy, the modiﬁed equation representation (53) leads directly to
the characteristic equation
P (ω, ζ) = O(k2M ) , (58)
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The error expression consists of product terms of even powers of ω and the components of ζ, of minimal
order 2M + 2. Using (58), this may be written as
−ω2 + |ζ|2 =
∞∑
m=M+1
k2m−2
λ2m−2
Υm|ζ|2m (59)
for some residual coeﬃcients Υm which depend on the angle of the wave vector, and λ, but which are
independent of the time step k.
Deﬁning normalised variables ωˆ = kω and ζˆ = hζ, and noting that vφ = ωˆ/λζˆ, then the characteristic
equation may be rewritten as
v2φ = 1−
∞∑
m=M+1
Υm|ζˆ|2m−2 . (60)
In the low frequency limit, or as |ζˆ| approaches zero,
vφ u 1− 1
2
ΥM+1|ζˆ|2M , (61)
which implies that in this limit, the truncation error of the scheme follows:
Error = 1− vφ ∝ |ζˆ|2M . (62)
It is worth mentioning that the truncation error of the scheme follows this behaviour along all directions,
whereas some previous work had only achieved this along speciﬁc directions [43].
4.4. Summary of Constraints
Consider the family of schemes (40) parametrised byQ(e) = {q(e)1 , . . . ,q(e)N(e)} andQ(i) = {q
(i)
1 , . . . ,q
(i)
N(i)
},
the index sets corresponding to the two discrete Laplacians δQ(e) and δQ(i) respectively. Thus card
(Q(e)) =
N (e), and card
(Q(i)) = N (i), so that the total number of scheme parameters is N = N (e) +N (i), with λ as
a remaining parameter. For accuracy of the scheme to 2Mth order, it is useful to present the constraints
for consistency, isotropy and accuracy in a compact form.
For consistency, the following constraint, as given in (15) must be satisﬁed for the parameter set α(e):
C(e)c α
(e) = 1 C(e)c = [1, . . . , 1]︸ ︷︷ ︸
N(e)
. (63)
For isotropy of the Laplacian approximation δQ(e) to M (e)th order, with M (e) ≥ M , the following
constraints, as given in (29), must be satisﬁed for the parameter set α(e):
C
(e),m
iso α
(e) = 0 m = 2, . . . ,M (e) . (64)
Here, C
(e),m
iso is an M
(m) ×N (e) matrix, where M (m) is as deﬁned in (31). The (s, p)th element of C(e),miso is
deﬁned as
[C
(e),m
iso ]s,p = 
(m)
q
(e)
p
(
g
(ηs)
q
(e)
p
− f (ηs)
)
s = 1, . . . ,M (m), p = 1, . . . , N (e) , (65)
where ηs is the sth vector in the set M˜(m) as deﬁned in (27), according to any ordering. The forms  and g
are as deﬁned in (23), and f in (26).
Similarly, for isotropy of the Laplacian approximation δQ(i) to M (i)th order, with M (i) ≥ M − 1, the
following constraints, again as given in (29), must be satisﬁed for the parameter set α(i):
C
(i),m
iso α
(i) = 0 m = 2, . . . ,M (i) . (66)
Here, C
(i),m
iso is an M
(m) ×N (i) matrix, deﬁned similarly to C(e),miso .
12
For accuracy to Mth order, the following constraints, as given in (49), must be satisﬁed:
C(e),macc α
(e) −C(i),macc (λ)α(e) = λ2m−2 m = 2, . . . ,M , (67)
where the 1×N (e) vector C(e),macc and 1×N (i) vector C(i),macc are deﬁned by
C(e),macc = [
(m)
q
(e)
1
, . . . , 
(m)
q
(e)
N(e)
] C(i),macc (λ) =
m−1∑
ξ=1
w
(m)
ξ λ
2m−2ξ−2[(ξ)
q
(i)
1
, . . . , 
(ξ)
q
(i)
N(i)
] , (68)
where w is as deﬁned in (48).
The complete set of constraints may be written, in vector-matrix form, as
Consistency
Isotropy of δQ(e)
Isotropy of δQ(i)
Accuracy

C
(e)
c 0
C
(e),2
iso 0
...
...
C
(e),M(e)
iso 0
0 C
(i),2
iso
...
...
0 C
(i),M(i)
iso
C
(e),2
acc −C(i),2acc (λ)
...
...
C
(e),M
acc −C(i),Macc (λ)

[
α(e)
α(i)
]
=

1
0
...
0
0
...
0
λ2
...
λ2M−2

. (69)
5. Examples
In this section, various examples of schemes for the wave equation in 1D, 2D and 3D are presented.
Stability conditions provided alongside schemes follow from (55), which are available in closed form for
schemes with a small number of parameters, but which ultimately require numerical evaluation. The purpose
of this section is: (a) to illustrate how one can derive a variety of schemes with this general framework
(including schemes previously derived in the literature); (b) to verify that the reported orders of accuracies
are reﬂected in rates of convergence, using analytic solutions and in terms of the discrete wave speed; (c)
to illustrate advantages of novel schemes over previously derived schemes; and (d) to highlight some of the
issues and peculiarities that may arise in this framework and the associated calculations.
5.1. 1D
The wave equation in 1D allows for an exact solution with the simplest of ﬁnite diﬀerence methods [44, 45]
(for a bandlimited solution [31]), and is thus not representative of the techniques described in this paper.
Nonetheless, for completeness, it is useful to present various families of schemes.
A general approximation to the 1D Laplacian may be written over the set G(N)1 , consisting of the ﬁrst
N non-negative integers.
G(1)1 = {[1]}, G(2)1 = {[1], [2]}, G(3)1 = {[1], [2], [3]}, . . . (70)
See Figure 2, illustrating the stencils of these families of approximations.
Figure 2: Stencils of approximations to the 1D Laplacian over G(1)1 , G(2)1 , G(3)1 and G(4)1 .
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5.1.1. Explicit Schemes
Consider ﬁrst explicit schemes with Q(e) = G(N(e))1 and Q(i) = ∅, parametrised by α(e)1 , . . . , α(e)N(e) .
Isotropy constraints are trivially satisﬁed in this case, and, for accuracy to 2Mth order, where M = N (e),
the constraints (15) and (49) lead to the matrix equation
1 1 1 . . . 1
1 22 32 . . . (N (e))2
...
...
...
...
...
1 2(2N
(e)−2) 3(2N
(e)−2) . . . (N (e))(2N
(e)−2)


α
(e)
1
...
...
α
(e)
N(e)
 =

1
λ2
...
λ2N
(e)−2
 . (71)
This Vandermonde system has the solution
α(e)p =
N(e)∏
q=1,q 6=p
λ2 − q2
p2 − q2 , (72)
resulting in a scheme that has appeared in the literature previously in various equivalent forms [46, 47, 31, 8].
Furthermore, it has been shown that this scheme is stable for λ ≤ 1 [46, 47]. Notice in particular that the
scheme coeﬃcients are polynomials in λ2, a feature which will persist in all higher-order designs in higher
dimensions.
Under the special choice of λ = 1, the solution reduces to
α
(e)
1 = 1 and α
(e)
p = 0, for p > 1 . (73)
That is, the scheme reduces to the simplest possible explicit scheme for the 1D wave equationthat deﬁned
over G(1)1 (dating back to [7]). Furthermore, this reduction to the exact scheme holds regardless of the order
2M of accuracy, and thus the scheme can be viewed as of inﬁnite order, or exact (and indeed is a known
special case [44, 45]).
This scheme is pathological in the present context, as an exact numerical solution is available, relying
on a special choice of the Courant number λ. In the remainder of this work, the parameter λ, though
constrained in a complex way by conditions for both accuracy and stability, will be allowed to remain as an
at least partially free parameterthat is, it may take on values over a continuum, but is normally bounded
(usually from above, but in some cases from below as well).
See Figure 3, showing phase velocity as a function of normalised wavenumber, for schemes of diﬀerent
orders of accuracy O. Increased ﬂatness with M is visible in error plotson a doubly logarithmic scale, the
accuracy of the scheme is manifested as a slope 2M of the error curve in the limit of small wavenumber, as
per (62).
5.1.2. Implicit Schemes
Though, as mentioned above, an exact explicit scheme is available, it is useful to also present some
implicit schemes for the 1D wave equation, in order to indicate some of the issues which will emerge in
higher dimensions. Consider now implicit schemes with Q(e) = G(N(e))1 and Q(i) = G(N
(i))
1 . For 2Mth order
accuracy, it is required that N (e) + N (i) ≥ M . In contrast to the case of explicit schemes, a complete
characterisation of all such implicit schemes is more diﬃcult in this case, and thus representative examples
will be presented below.
Choosing N (e) = 1 and N (i) = 1, and employing a consistency constraint as well as a condition for
fourth-order accuracy leads to the system[
1 0
1 −12
][
α
(e)
1
α
(i)
1
]
=
[
1
λ2
]
⇒ α(e)1 = 1, α(i)1 =
1− λ2
12
(74)
which is a well-known special case of von Neumann's implicit scheme [48]. The stability condition for this
scheme may be calculated easily as λ ≤ 1. When λ = 1, an explicit scheme results, which has been shown
above to be exact.
14
0 0.5 1 1.5 2 2.5 3
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
v
φ
ζˆ
 
 
10−1 100
10−8
10−6
10−4
10−2
100
|1
−
v
φ
|
ζˆ
 
 
1
2
1
4
1
6N (e) = 1, O = 2
N (e) = 2, O = 4
N (e) = 3, O = 6
N
(e) = 1, O = 2
N (e) = 2, O = 4
N (e) = 3, O = 6
Figure 3: Phase velocity vφ (left) and error (right) as a function of normalised wavenumber ζˆ, for explicit higher order accurate
schemes for the 1D wave equation with λ = 0.8, as described in Section 5.1.1. The order of accuracy is indicated by O.
Choosing N (e) = 2 and N (i) = 1, and employing a consistency constraint as well as conditions for
sixth-order accuracy leads to the system1 1 01 4 −12
1 16 −30 (1 + λ2)

α
(e)
1
α
(e)
2
α
(i)
1
 =
 1λ2
λ4
 ⇒ α(e)1 = 4− λ25 , α(e)2 = 1 + λ25 , α(i)1 = 4− λ230 (75)
The stability condition for this novel scheme may be calculated as λ ≤ 1. As before, for λ = 1, a simple
exact explicit scheme results. An additional stable scheme is available for λ = 2, in which case the scheme
reduces to an explicit scheme over a spatial grid of spacing 2h.
A diﬀerent sixth-order accurate implicit scheme results when N (e) = 1 and N (i) = 2. The constraints
may be written as1 0 01 −12 −12
1 −30 (1 + λ2) −30 (4 + λ2)

α
(e)
1
α
(i)
1
α
(i)
2
 =
 1λ2
λ4
 ⇒ α(e)1 = 1 , α(i) = 160
[
6−5λ2−λ4 , −1 +λ4
]T
(76)
This novel scheme is also stable for λ ≤ 1, and reduces to the exact explicit scheme when λ = 1. See
Figure 4.
5.1.3. Numerical Results
As a basic numerical test illustrating rates of convergence for the schemes presented here, consider
the problem of the 1D wave equation, over the periodic domain x ∈ [−1/2, 1/2), and with initial data
υ0(x) = exp
(−x2/2σ2), and with υ1(x) = 0. The various schemes presented here may be initialised, at
the ﬁrst two time steps, with exact values of the solution, sampled over the grid. For a given duration T ,
simulated values are generated under reﬁnement of the time step k, assumed to subdivide T evenly; the grid
spacing h is set as h = k/λ, for ﬁxed Courant number λ. If the calculated values are written as u
(sim)
l , and
exact values, obtained from samples of the solution at time T are written as u
(ex)
l , for l ∈ D(k), where D(k)
is the ﬁnite set of grid indices over which the solution is computed for a given time step k, then the relative
L2 error may be written as
E(k) =
√√√√√√
∑
l∈D(k)
(
u
(ex)
l − u(sim)l
)2
∑
l∈D(k)
(
u
(ex)
l
)2 . (77)
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Figure 4: Phase velocity vφ (left) and error (right) as a function of normalised wavenumber ζˆ, for implicit higher order accurate
schemes for the 1D wave equation with λ = 0.8, as described in Section 5.1.2.
See Figure 5. Note that while errors are plotted as a function of the time step k, the grid spacing h is reﬁned
at the same rate as the time step k in these experimentsi.e., the Courant number is kept constant for each
respective scheme.
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Figure 5: Relative L2 error E(k), as deﬁned in (77), as a function of k, the time step, on a doubly logarithmic scale, for the
test problem as described at the beginning of Section 5.1.3, with σ = 0.0129 and T = 0.25. The Courant number is chosen as
λ = 0.8 in all cases. Left: for the explicit schemes, with coeﬃcients as given in (72), as described in Section 5.1.1, to various
orders of accuracy. Right: for the implicit schemes as described in Section 5.1.2.
5.2. 2D
A general approximation to the 2D Laplacian may be written over the set G(N)2 , consisting of the ﬁrst
N admissible 2-vectors.
G(1)2 = {[1, 0]}, G(2)2 = {[1, 0], [1, 1]}, G(3)2 = {[1, 0], [1, 1], [2, 0]}, . . . (78)
See Figure 6, illustrating the stencils of these families of approximations.
5.2.1. General Explicit Schemes
Consider ﬁrst explicit schemes with Q(e) = G(N(e))2 and Q(i) = ∅.
When N (e) = 1, the simplest possible scheme for the 2D wave equation results [7], sometimes referred to
as the ﬁve-point explicit scheme; here, α
(e)
1 = 1, and no isotropy or accuracy constraints may be employed.
The well-known stability condition for this scheme is λ ≤ 1/√2 ≈ 0.707. This is also the ﬁrst in a family
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Figure 6: Stencils of approximations to the 2D Laplacian over G(1)2 , G(2)2 , G(3)2 , G(4)2 and G(5)2 .
of schemes using stencils that are spatially compact in a L1-sensehenceforth diamond-shaped shaped
stencilswhich includes the examples G(2)2 and G(5)2 in Fig. 6. See also Figure 7, illustrating the numerical
phase velocity characteristics of this scheme.
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Figure 7: Numerical phase velocity of the simplest explicit scheme for the 2D wave equation, with N(e) = 1, and at the stability
limit λ = 1/
√
2. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated. Right: error as a
function of wavenumber, for various angles, as indicated.
When N (e) = 2, a nine-point scheme results [49]. Again, no high-order accuracy constraints may be
employed here, but a consistency constraint as well as a condition for fourth-order isotropy leads to the
system [
1 1
−1 2
] [
α
(e)
1
α
(e)
2
]
=
[
1
0
]
⇒ α(e) =
[
2
3
,
1
3
]T
(79)
The stability condition for this scheme may be calculated easily as λ ≤ √3/2 ≈ 0.866. See Figure 8.
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Figure 8: Numerical phase velocity of the explicit scheme for the 2D wave equation, with N(e) = 2, and with isotropy to fourth
order at the stability limit λ =
√
3/2. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated.
Right: error as a function of wavenumber, for various angles, as indicated.
When N (e) = 3, a thirteen-point scheme results, employing the stencil G(3)2 illustrated in Fig. 6. Em-
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ploying conditions for consistency, fourth-order isotropy, and fourth-order accuracy leads to the system1 1 11 −2 4
1 1 4

α
(e)
1
α
(e)
2
α
(e)
3
 =
 10
λ2
 ⇒ α(e) = 1
3
[
4− 2λ2 , λ2 , λ2 − 1
]T
(80)
This scheme, which is well-known [27, 30, 8], is stable under the condition λ ≤ 1/√2 [30]. This scheme
represents the second of the diamond-shaped family of schemes; the ﬁrst being the simplest scheme. See
also Figure 9.
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Figure 9: Numerical phase velocity of the fourth-order accurate explicit scheme for the 2D wave equation, with N(e) = 3, at
the stability limit λ = 1/
√
2. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated. Right:
error as a function of wavenumber, for various angles, as indicated.
When N (e) = 4, a 21-point scheme results, employing the stencil G(4)2 illustrated in Fig. 6. In this case,
there are not enough free parameters to permit a sixth-order accurate scheme. It is useful, however, to
examine the extended family of fourth-order accurate schemes which results. Employing the conditions for
consistency, fourth-order isotropy, and fourth-order accuracy leads to the underdetermined system
1 1 1 11 −2 4 −7/5
1 1 4 17/5


α
(e)
1
α
(e)
2
α
(e)
3
α
(e)
4
 =
 10
λ2
 (81)
Taking b = α
(e)
3 as a free parameter, the scheme parameters may be written as
α(e) =
[
− 7b
4
+
1
12
(
9− λ2) , 2b+ 1
3
(
2− λ2) , b , −5b
4
+
5
12
(
λ2 − 1) ]T (82)
The determination of stability conditions is more involved in this case. See Figure 10 for an illustration of
the stability region of this family of schemes as a function of the free parameters b and λ2. The scheme will
be stable, for some values of λ > 0, when b ≤ 1/3. λ ≤ 1 is required for stability for any member of this
family.
Various special choices of the parameter b are of interest. When b =
(
λ2 − 1) /3, the fourth-order accurate
scheme deﬁned above over G(3)2 results. If the additional constraint of sixth-order isotropy is employed, then
the value of b is set to b = λ2/9−1/15. The scheme will be stable under the condition λ ≤
√
3
10 (6−
√
11) ≈
0.897 in this case (a known special case [50]). Finally, when b = 0, a fourth-order accurate scheme operating
over a reduced stencil consisting only of the three Laplacian shells Q = {[1, 0], [1, 1], [2, 1]} results, and is
stable for λ ≤ √3/2 ≈ 0.866 [51]. See Figure 11. While these fourth-order accurate schemes use more points
than the 13-point diamond-shaped scheme, they have the advantage of a higher Courant number than the
13-point scheme (λ ≤ 1/√2 ≈ 0.707), and thus fewer time-steps need to calculated for a ﬁxed duration and
grid resolution. It is worth recalling that the operations carried out at each point and time-step can be
carried out in parallel, yet time-stepping is inherently sequential; thus, the beneﬁts of having a higher time-
step will generally outweigh the additional operations required at each time-step. Additionally, comparing
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Figure 10: Stability region, in green, evaluated numerically for fourth-order accurate schemes deﬁned over G(4)2 , as a function
of free parameter b = α(e)3 and λ
2. Special cases of the stability ranges are shown for the fourth-order accurate scheme deﬁned
over G(4)2 (solid black line), for a sixth-order isotropic scheme (dotted black line) and for a scheme over the reduced stencil
Q = {[10], [11], [21]} (dashed black line).
the contour plots in Figs. 9 and 11, it can be seen that the ﬁrst 2% error contours for these schemes appear
at higher wavenumbers than for the 13-point scheme, meaning that if a given application permits such an
error tolerance, these schemes will beneﬁt from employing coarser spatial grids.
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Figure 11: Numerical phase velocity of the parametrised fourth-order accurate explicit scheme for the 2D wave equation, with
N(e) = 4. Top row: when a sixth-order isotropy condition is employed. Bottom row: over a reduced stencil. The Courant
number λ is chosen at the stability limit in both cases. Left: 1% contours. Middle: as a function of wavenumber, for various
angles, as indicated. Right: error as a function of wavenumber, for various angles, as indicated.
When N (e) = 5, a 25-point scheme results, employing the stencil G(5)2 illustrated in Fig. 6. In this case,
one can impose constraints of sixth-order accuracy to yield the system
1 1 1 1 1
1 −2 4 − 75 9
1 −4 16 −7 81
1 1 4 175 9
1 1 16 13 81


α
(e)
1
α
(e)
2
α
(e)
3
α
(e)
4
α
(e)
5
 =

1
0
0
λ2
λ4
 ⇒ α(e) =

3
2
0
− 35
0
1
10
+

− 7772
5
9
7
9− 536− 18
λ2 +

19
120− 215− 215
1
12
1
40
λ4 (83)
This scheme is the third of the diamond family of schemes and has been previously derived in [30, 8]. It is
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stable for λ ≤ 1/√2. See also Figure 12.
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Figure 12: Numerical phase velocity of the sixth-order accurate explicit scheme for the 2D wave equation, with N(e) = 5, at
the stability lmit λ = 1/
√
2. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated. Right:
error as a function of wavenumber, for various angles, as indicated.
For N (e) = 8, a 41-point scheme results, and in the interest of further examining the properties of
parametrised schemes, consider such a scheme constrained to sixth-order accuracy, and with conditions of
eighth-order isotropy enforced, leading to

1 1 1 1 1 1 1 1
1 −2 4 − 75 9 −8 145 16
1 −4 16 −7 81 −64 28 256
1 −6 64 − 2195 729 −384 6985 4096
1 − 323 64 − 34915 729 − 20483 23365 4096
1 1 4 175 9 4
41
5 16
1 1 16 13 81 16 73 256


α
(e)
1
α
(e)
2
α
(e)
3
α
(e)
4
α
(e)
5
α
(e)
6
α
(e)
7
α
(e)
8

=

1
0
0
0
0
λ2
λ4

(84)
For this underdetermined system, let the ﬁnal parameter remain as free, so b = α
(e)
8 . The resulting solution
may be written as 
α
(e)
1
α
(e)
2
α
(e)
3
α
(e)
4
α
(e)
5
α
(e)
6
α
(e)
7

=

31
35
27
35
0
− 67− 135
3
35
1
7

+

− 191540− 187540
7
90
47
54
1
60− 29270− 17108

λ2 +

1
45
7
180
0
− 19
0
1
45
1
36

λ4 +

−25
27
28
−30
−9
3
5

b (85)
Various choices of the free parameter b lead to operation over stencils which are missing one of the Laplacian
shells in the set G(8). See Figure 13. When b = 0, a novel scheme over G(7) (i.e., G(8) without a Laplacian
approximation for q = [4, 0]) results, which is stable for λ ≤ 0.933. When b = −1/35 + 17λ2/540− λ4/180,
a novel scheme over G(8), but without a Laplacian approximation for q = [3, 1] results, which is stable for
λ ≤ 0.661. This particular scheme permits wave propagation with vφ > 1 for a certain range of wavenumbers.
Under conditions for eighth-order accuracy, a single scheme results, with the parameters b set as
b = − 1
35
+
7
180
λ2 − 1
90
λ4 +
1
1260
λ6 (86)
As this is the fourth in the diamond family of schemes, it is stable for λ ≤ 1/√2 [30, 8]. See Figure 14.
In comparison to this eighth-order accurate diamond scheme (shown in bottom row of Figure 14), it is
worth remarking that the novel sixth-order accurate, eighth-order isotropic scheme (with parameters given
20
Figure 13: Stencils of approximations to the 2D Laplacian over G(7)2 (left), G(8)2 without Laplacian approximation [3 1] (center)
and G(8)2 (right).
ζˆ1
ζˆ 2
 
 
0 1 2 3
0
1
2
3
0.85
0.9
0.95
0 1 2 3
0.7
0.8
0.9
1
1.1
|ζˆ|
v
φ
 
 
0
◦
15
◦
30
◦
45
◦
100
10−10
10−8
10−6
10−4
10−2
100
|ζˆ|
|1
−
v
φ
|
 
 
1
8
0
◦
15
◦
30
◦
45
◦
ζˆ1
ζˆ 2
 
 
0 1 2 3
0
1
2
3
0.7
0.75
0.8
0.85
0.9
0.95
0 1 2 3
0.7
0.8
0.9
1
1.1
|ζˆ|
v
φ
 
 
0
◦
15
◦
30
◦
45
◦
100
10−10
10−8
10−6
10−4
10−2
100
|ζˆ|
|1
−
v
φ
|
 
 
1
6
0
◦
15
◦
30
◦
45
◦
ζˆ1
ζˆ 2
 
 
0 1 2 3
0
1
2
3
0.85
0.9
0.95
1
1.05
0 1 2 3
0.7
0.8
0.9
1
1.1
|ζˆ|
v
φ
 
 
0
◦
15
◦
30
◦
45
◦
100
10−10
10−8
10−6
10−4
10−2
100
|ζˆ|
|1
−
v
φ
|
 
 
1
6
0
◦
15
◦
30
◦
45
◦
Figure 14: Numerical phase velocity of the parametrised sixth-order accurate and eighth-order isotropic explicit scheme for the
2D wave equation, with N(e) = 8. Top row: over reduced stencil with N(e) = 7. Middle row: over G(8)2 without Laplacian
approximation [3 1]. Bottom: when a condition for eighth-order accuracy is employed. The Courant number λ is chosen at the
stability limit in all cases. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated. Right:
error as a function of wavenumber magnitude, for various angles, as indicated.
by (85), and seen in the top row of Figure 14) has a signiﬁcantly more favourable stability condition and a
much wider region under which 2% error is achieved. Indeed, though the correct orders of accuracy are as
illustrated in the third column of Figure 14, it is easy to see that beyond this measure of scheme performance,
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depending on the choice of stencil, there is a great deal of variability in the ultimate performance of the
scheme over the complete range of wavenumbers, as illustrated in the ﬁrst and second columns of the ﬁgure.
5.2.2. Implicit Schemes
Consider now implicit 2D schemes with Q(e) = G(N(e))2 and Q(i) = G(N
(i))
2 ; in general, N
(e) 6= N (i). Such
schemes have the advantage of increased order of accuracy for relatively small stencils.
The simplest scheme of fourth-order accuracy results from the choice of N (e) = 2 and N (i) = 1. Here,
the constraints may be written as1 1 01 −2 0
1 1 −12

α
(e)
1
α
(e)
2
α
(i)
1
 =
 10
λ2
 ⇒ α(e) = [2
3
,
1
3
]T
, α
(i)
1 =
1− λ2
12
(87)
This implicit scheme is a special case of an implicit family of schemes that appears in [52]. It is stable for
λ ≤ 1/√2. See Figure 15.
For sixth-order accuracy, there are six constraints, leading to various stencil conﬁgurations. Considering
ﬁrst the case of N (e) = N (i) = 3, the following system results:

1 1 1 0 0 0
1 −2 4 0 0 0
1 −4 12 0 0 0
0 0 0 1 −2 4
1 1 4 −12 −12 −12
1 1 16 30
(
1 + λ2
)
30
(
1 + λ2
)
30
(
4 + λ2
)


α
(e)
1
α
(e)
2
α
(e)
3
α
(i)
1
α
(i)
2
α
(i)
3

=

1
0
0
0
λ2
λ4
 (88)
leading to the choices
α(e) =
[
8
15
,
2
5
,
1
15
]T
, α(i) =
[
4
45
− 2
45
λ2 − 1
30
λ4 ,
1
45
− 1
30
λ2 +
1
60
λ4 , − 1
90
− 1
180
λ2 +
1
60
λ4
]T
(89)
This novel scheme is stable for λ ≤ 1/√2. See Figure 15.
Another possibility, for sixth-order accuracy, is to use N (e) = 4 and N (i) = 2, leading to the constraints

1 1 1 1 0 0
1 −2 4 − 75 0 0
1 −4 16 −7 0 0
0 0 0 0 1 −2
1 1 4 175 −12 −12
1 1 16 13 −30 (1 + λ2) −30 (1 + λ2)


α
(e)
1
α
(e)
2
α
(e)
3
α
(e)
4
α
(i)
1
α
(i)
2

=

1
0
0
0
λ2
λ4
 (90)
leading to a novel scheme with the choices
α(e) =
[
19
45
− 1
6
λ2 ,
16
45
− 1
15
λ2 ,
1
9
+
1
15
λ2 ,
1
9
+
1
6
λ2
]T
, α(i) =
[
4
45
− 1
45
λ2 ,
2
45
− 1
90
λ2
]T
(91)
See Figure 15.
5.2.3. Schemes over Star-shaped Stencils
A specialised approximation to the 2D Laplacian may be written over the set S(N)2 , consisting of the ﬁrst
N admissible 2-vectors for which the second component is 0:
S(1)2 = {[1 0]}, S(2)2 = {[1 0], [2 0]}, S(3)2 = {[1 0], [2 0], [3 0]}, . . . (92)
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Figure 15: Numerical phase velocity of implicit schemes for the 2D wave equation, for the fourth-order accurate scheme with
N(e) = 2 and N(i) = 1 (top), a sixth-order accurate scheme with N(e) = N(i) = 3 (second row), and a sixth-order accurate
scheme with N(e) = 4 and N(i) = 2, (third row) and a fourth-order accurate scheme over a star-shaped stencil (bottom row),
with λ = 1/
√
2. Left: 1% contours. Middle: as a function of wavenumber, for various angles, as indicated. Right: error as a
function of wavenumber magnitude, for various angles, as indicated.
See Figure 16, illustrating the stencils of these families of approximations. Such stencils, herein dubbed star-
shaped, are typically used for their ability to achieve high-order accuracy in space for the Laplacian [17, 31].
In particular, an important known result [31] is that the property (33) is satisﬁed under the particular choice:
αM,m = (−1)m−1 2(M !)
2
(M −m)!(M +m)! , m = 1, . . . ,M , (93)
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with α(e) = [αM,0, αM,1, . . . , αM,M ] and Q = S(M).
Figure 16: Stencils of approximations to the 2D Laplacian over S(1)2 , S(2)2 and S(3)2 .
Consider such stencils in explicit schemes for the 2D wave equation, with Q(e) = S(N(e))2 and Q(i) = ∅.
For Mth order accuracy, the constraints (29) must be satisﬁed to order 2M , for the explicit Laplacian
operator. Recall, though, that for Laplacians deﬁned over star-shaped stencils, g, as deﬁned in (23), is
identically zero for η ∈ M˜(m). This implies that r(m)Q(e),α(e) = 0, m = 2, . . . ,M . The constraints (49) for
higher order accuracy cannot be satisﬁed under these conditions, and thus such explicit schemes are limited
to second-order accuracy, despite their ability to provide high-order approximations to the Laplacian in
isolation.
The situation is slightly diﬀerent for two-step implicit schemes utilising these stencils. Suppose now that
Q(e) = S(N(e))2 and Q(i) = S(N
(i))
2 . As before, for accuracy to 2Mth order, r
(m)
Q(e),α(e) = 0, m = 2, . . . ,M .
Furthermore, r
(m)
Q(i),α(e) = 0, m = 2, . . . ,M − 1. The conditions for accuracy reduce to
λ2 = −w(m)1 r(1)Q(i) m = 2, . . . ,M (94)
These constraints cannot be simultaneously satisﬁed beyond M = 2, and thus such schemes are at most
fourth-order accurate.
As an example of such a fourth-order scheme, consider the case of Q(e) = S(2)2 and Q(i) = S(1)2 . Consis-
tency, isotropy and accuracy conditions to fourth order give the parameter set and stability condition
α(e) =
[
4
3
, −1
3
]T
α(i) =
[
− λ
2
12
]
λ ≤ 1/
√
2 (95)
This scheme is novel, and it is worth pointing out that it its stencils reach out to fewer spatial points than a
conventional fourth-order accurate theta scheme, which would necessarily employ nine-point stencils in 2D
for both explicit and implicit parts. See Figure 15.
5.2.4. Numerical Results
Numerical results are illustrated with an extension of the simple problem formulation used in 1D, as
described in Section 5.1.3.
Consider the problem of the 2D wave equation, over the periodic domain x ∈ [−1/2, 1/2)2, and with
initial data υ0(x) = exp
(−|x|2/2σ2), and with υ1(x) = 0. The various schemes presented here may be
initialised, at the ﬁrst two time steps, with exact values of the solution, sampled over the grid, obtained
through Fourier analysis. For a given duration T , simulated values are generated under reﬁnement of the
time step k, assumed to subdivide T evenly; the grid spacing h is set as h = k/λ, for ﬁxed Courant number
λ. If the calculated values are written as u
(sim)
l , and exact values, obtained from exact values of the solution
at time T , again obtained through Fourier analysis, are written as u
(ex)
l , for l ∈ D(k), where D(k) is the
ﬁnite set of grid indices over which the solution is computed for a given time step k, then the relative L2
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error may be written as
E(k) =
√√√√√√
∑
l∈D(k)
(
u
(ex)
l − u(sim)l
)2
∑
l∈D(k)
(
u
(ex)
l
)2 (96)
See Figure 17. Although convergence at the anticipated rate is observed in all cases, there can be a good
deal of variation in the error across schemes of a given order of accuracyas much as an order of magnitude.
Furthermore, the convergence rate for a scheme of a given order of accuracy may not be attained until the
time step is relatively lowmeaning that well-designed schemes of formally lower order of accuracy can
outperform such methods, especially taking into consideration the increase in the operation count with the
order of accuracy.
10−2
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
time step k
L
2
er
ro
r
 
 
1
4
1
6
N
(e) = 2, N (i) = 1, O = 4, OI = 4
N
(e) = 3, N (i) = 3, O = 6, OI = 6
N
(e) = 4, N (i) = 2, O = 6, OI = 6
star-shaped, O = 4, OI = 4
10−2
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
time step k
L
2
er
ro
r
 
 
1
8
1
6
1
4
1
2
N (e) = 1, O = 2, OI = 2
N (e) = 2, O = 2, OI = 4
N
(e) = 3, O = 4, OI = 4
N (e) = 4, O = 4, OI = 4
N
(e) = 4, O = 4, OI = 6
N (e) = 5, O = 6, OI = 6
N (e) = 8, O = 6, OI = 8
N
(e) = 8, O = 6, OI = 8
N (e) = 8, O = 8, OI = 8
Figure 17: Relative L2 error E(k), as deﬁned in (96), as a function of k, the time step, on a doubly logarithmic scale, for the
test problem as described at the beginning of Section 5.2.4, for σ = 0.0225, and for T = 0.1. Left: for explicit schemes, of order
of accuracy O and order of isotropy OI as indicated. Right: for the implicit schemes. In all cases, the Courant number λ is
chosen at its maximal value.
As another example, consider the 2D wave equation initialised with the Laplacian of a Gaussian dis-
tribution, deﬁned as υ0(x) =
(
1− |x|2/2σ2) exp (−|x|2/2σ2). For equal memory costs, a ﬁxed choice of
grid spacing h is chosen, and plots of the resulting solution after a given duration T are as illustrated in
Figure 18.
5.3. 3D
A general approximation to the 3D Laplacian may be written over the set G(N)3 , consisting of the ﬁrst
N admissible 3-vectors.
G(1)3 = {[1 0 0]}, G(2)3 = {[1 0 0], [1 1 0]}, G(3)3 = {[1 0 0], [1 1 0], [2 0 0]}, . . . (97)
5.3.1. General Explicit Schemes
When N (e) = 1, the simplest possible explicit scheme for the 3D wave equation results [1], sometimes
referred to as the seven-point scheme. The stability condition for this scheme is λ ≤ 1/√3 ≈ 0.577.
When N (e) = 2, a well-known 19-point scheme results [53]. Employing a consistency constraint as well
as a condition for fourth-order isotropy leads to the system[
1 1
1 − 12
][
α
(e)
1
α
(e)
2
]
=
[
1
0
]
⇒ α(e) =
[
1
3
,
2
3
]T
(98)
25
x1
x1
x1
x1
x1
x1
x1
x1
x1
x1
x1
x1
x2
x2
x2
x2
x2
x2
x2
x2
x2
x2
x2
x2
x1
x1
x2
x2
N(e) =1, (O,OI)=(2, 2) N(e) =2, (O,OI)=(2, 4) N(e) =3, (O,OI)=(4, 4) N(e) =4, (O,OI)=(4, 4)
N(e) =4, (O,OI)=(4, 6) N(e) =5, (O,OI)=(6, 6) N(e) =8, (O,OI)=(6, 6) N(e) =8, (O,OI)=(6, 8) N(e) =8, (O,OI)=(8, 8)
(N(e), N(i))=(3, 3)
(O,OI)=(6, 6)
(N(e), N(i))=(2, 1)
(O,OI)=(4, 4)
(N(e), N(i))=(4, 2)
(O,OI)=(6, 6)
star-shaped
(O,OI)=(4, 4)
exact
Figure 18: Solution, after the duration T = 0.4, using an initial condition of υ0(x) =
(
1− |x|2/2σ2) exp (−|x|2/2σ2), for
σ = 0.005 for a variety of explicit and implicit schemes with orders of accuracy O and orders of isotropy OI, as indicated, and
for a ﬁxed grid spacing of h = 0.005. The Courant number λ is chosen at its maximal value in all cases. Note, the star-shaped
scheme is implicit, allowing it to achieve fourth-order accuracy.
Figure 19: Stencils of approximations to the 3D Laplacian over G(1)3 , G(2)3 , G(3)3 and G(4)3 .
The stability condition for this scheme may be calculated easily as λ ≤ √3/2.
When N (e) = 3, a 25-point scheme results; this is the simplest explicit scheme in 3D for which fourth-
order accuracy is possible, and is the second of the 3D diamond-shaped family schemes found in [30] (the
ﬁrst being the simplest scheme). The constraints and coeﬃcients may be written as1 1 11 − 12 4
1 1 4

α
(e)
1
α
(e)
2
α
(e)
3
 =
 10
λ2
 ⇒ α(e) = 1
3
[
4− 3λ2 , 2λ2 , λ2 − 1
]T
(99)
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The scheme is stable under the condition λ ≤ 1/√3.
When N (e) = 5, one may employ conditions of fourth-order accuracy and sixth-order isotropy to yield a
scheme with coeﬃcients
α(e) =
[
2
15
+
1
9
λ2 ,
8
5
− 8
9
λ2 ,
1
5
− 1
9
λ2 , − 4
15
+
1
3
λ2 , −2
3
+
5
9
λ2
]T
(100)
This scheme, which also appears in [54], is stable under the conditions
√
4/15 ≤ λ ≤
√
3
10 (6−
√
11) ≈ 0.896.
Note in particular the appearance of a lower bound on the Courant numberthe ﬁrst such instance in this
study; this lower bound results from condition (55a), which has thus far been satisﬁed without additional
constraints on λ. This scheme has the advantage of a Courant number more than 50% higher than the
25-point diamond scheme.
When N (e) = 6, a sixth-order accurate scheme, diamond-shaped, may be obtained, with coeﬃcients
α(e) =
[
3
2
−115
72
λ2+
41
120
λ4 ,
10
9
λ2−2
5
λ4 , −3
5
+
8
9
λ2−1
5
λ4 ,
1
15
λ4 , − 5
18
λ2+
1
6
λ4 ,
1
10
−1
8
λ2+
1
40
λ4
]T
(101)
The scheme is stable under the condition λ ≤ 1/√3 [30]. See Figure 20.
5.3.2. Implicit Schemes
The simplest implicit scheme of fourth-order accuracy for the 3D wave equation can be constructed using
N (e) = 2 and N (i) = 1. It has coeﬃcients
α(e) =
[
1
3
,
2
3
]T
α
(i)
1 =
1− λ2
12
(102)
This novel scheme, which can be seen as the 3D analogue of the 2D scheme given by (87), is stable under
the condition λ ≤ 1/√2.
Going further, a novel sixth-order accurate scheme may be constructed using N (e) = 4 and N (i) = 3. It
has coeﬃcients
α(e) =
[
4
15
,
8
15
,
1
15
,
2
15
]T
α(i) =
[
1
15
− 1
90
λ2− 1
20
λ4 ,
2
45
− 1
15
λ2+
1
30
λ4 , − 1
90
− 1
180
λ2+
1
60
λ4
]T
(103)
The scheme is stable under the condition λ ≤ 1/√3. See Figure 21.
5.3.3. Numerical Results
Numerical results are illustrated with an extension of the simple problem formulation used in 1D and
2D, as described in Sections 5.1.3 and 5.2.4.
Similarly to the case of 2D, consider the problem of the 3D wave equation, over the periodic domain
x ∈ [−1/2, 1/2)3, and with initial data υ0(x) = exp
(−|x|2/2σ2), and with υ1(x) = 0. Initialization values
and the exact solution are again obtained through Fourier analysis. See Figure 22, illustrating convergence
at anticipated rates for all cases.
6. Concluding Remarks
A general framework for the construction of high-order accurate two-step implicit/explicit schemes for
the wave equation in d spatial dimensions has been presented in this paper. The construction relies on a
delicate balance of spatial and temporal errors achieved through modiﬁed equation representations of the
schemes and careful selection of parameters through linear constraints imposed for high orders of isotropy,
and nonlinear constraints in the case of higher order accuracy. Various high-order two-step schemes that
have appeared previously in the literature are found as special cases of this general construction, and
multiple novel special cases have been presented, of both explicit and implicit type. The beneﬁts of this
framework include: ﬂexibility in choosing stencil shapes and sizes, without relying on the use of recursive
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Figure 20: Numerical phase velocity of the explicit schemes for the 3D wave equation, with N(e), the order of accuracy O and
order of isotropy OI as indicated. The Courant number λ is taken at its maximal value in all cases. Left: 1% contours. Middle:
as a function of wavenumber, for various angle pairs θ, φ, as indicated. Right: error as a function of wavenumber, for various
angle pairs, as indicated.
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Figure 21: Numerical phase velocity of implicit schemes for the 3D wave equation, with N(e), N(i), the order of accuracy O
and order of isotropy OI as indicated. The Courant number λ is taken at its maximal value in all cases. Left: 1% contours.
Middle: as a function of wavenumber, for various angle pairs θ, φ, as indicated. Right: error as a function of wavenumber, for
various angle pairs, as indicated.
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Figure 22: Relative L2 error E(k), as deﬁned in (96), as a function of k, the time step, on a doubly logarithmic scale, for the
test problem as described at the beginning of Section 5.2.4, for σ = 0.01, and T = 0.25. Left: for explicit schemes, of order
of accuracy O and order of isotropy OI as indicated. Right: for the implicit schemes. In all cases, the Courant number λ is
chosen at its maximal value.
scheme generation strategies, and allowing for a good degree of control over computational cost, particularly
for explicit schemes; the relatively independent speciﬁcation of orders of isotropy and accuracy; and the
possibility of constructing schemes with Courant numbers close to unity, surpassing high-order two-step
schemes in the literature that are typically limited to the standard CFL condition. It is interesting to note
that among the members of the very general family of schemes presented here, none has been found which
permits a Courant number larger than unity.
A major concern not addressed here is that of suitable boundary termination for such schemes. This is
obviously complicated by the use of wide-reaching stencils (with multiple ghost points falling outside of the
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domain), and there will be additional concerns for maintaining high orders of accuracy for the combined
initial-boundary value problem. However, it should be remembered that despite these challenges, they
are less severe than those found in spectral methods, where underlying stencils are inﬁnite in size [15];
therein lies the potential advantage of the construction framework presented in this paperthe ﬂexibility
to choose stencil shape and size and trade-oﬀ of accuracy for ease in grid truncation. There are various
avenues from which one could approach the associated boundary problem. Appropriate summation-by-parts
matrix norms could, in theory, be derived for such stencils, and penalty techniques, as used in the highly
successful SBP-SAT approach [22], could also be employed here. Alternatively, one could follow the approach
taken by Henshaw, where suitable electromagnetic boundary truncation is successfully applied to high-order
schemes (derived using similar modiﬁed equation methods) for Maxwell's equations [23]. Hybridizations of
spectral methods with other lower-order, more compact approaches have been presented in [55], and similar
techniques could be used in the context of these schemes. Absorbing boundary conditions for wave equations
could be reasonably be treated using the principle of images [56], or via absorbing layers, as in [57]. On the
other hand, construction of perfectly matched layers (PMLs) may present signiﬁcant challenges for some of
these schemes, although some possible strategies the subfamily of 2D diamond-shaped schemes are discussed
in [8].
For a given choice of stencil, the conditions for isotropy, accuracy and stability given in this article
are framed as a set of coupled constraints on the scheme parameters as well as the Courant number.
Such constraints could be used as the starting point for optimization procedures if the number of scheme
parameters is larger than the number of constraints. The error measure will almost certainly depend on
the deviation of the wave speed from the ideal value of 1 over some range of wavenumbers, and one could
envisage trading oﬀ order of accuracy or isotropy for decreased error over a wide range of wavenumbers.
There are various diﬃculties which emerge. First is the question of the solution space. Conditions under
which the constraints taken together admit a space of possible solutions are not evident; a trivial case
described here is that of the family of schemes over star-shaped stencils, for which accuracy to order greater
than two is ruled out. Second is the question of the choice of cost function, which clearly must take into
account various factors, including a) the number of operations required at a given grid point in order to
evaluate a discrete Laplacian, b) the time/space grid density, which will be inﬂuenced by the choice of the
Courant number, c) the operation count associated with linear system solutions in the case of an implicit
method, and d) the range of wavenumbers over which to optimize, the form of error measure (such as L2 or
L∞) and whether to employ a weighting function of some kind. Third, given a choice of cost function, is the
question of whether the complete optimisation problem, consisting of the cost function as well as the various
constraints is tractable (i.e., does it possess desirable attributes such as smoothness or convexity?). Still, it
would seem to be a useful way to proceed, particularly if one is interested in achieving good performance of
a scheme over a wide range of wavenumbers.
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Appendix A. Discrete Energy Conservation
Though frequency domain techniques have been employed here for analysis purposes, it is useful to note
that the schemes presented here do exhibit a discrete energy conservation property. Energy methods applied
to the case of discrete schemes for the wave equation have been employed by many authors, usually in the
interest of determining suitable boundary conditions [22, 57].
For the sake of simplicity, consider an explicit scheme of the form (40) in d dimensions, including a single
Laplacian approximation, characterised by an admissible d-vector q. The scheme then reduces to
δttu
n
l = δqu
n
l , (A.1)
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where δq is as deﬁned in (11). As a ﬁrst step, it is useful to rewrite the averaging operator µ
(b)
ν , for integer
ν = 1, . . . , d, and for integer b ≥ 0, as deﬁned in (10), as
µ(b)ν = 1 +
h2
2
δ(b)νν δ
(b)
νν =
1
b2h2
(
ebν+ − 2 + ebν−
)
, (A.2)
and note that δ
(0)
νν = 0. It then follows that δq may be rewritten in terms of a weighted sum of products of
operators of the form δ
(b)
νν as
δq =
∑
j∈Zd
Ω(j)q
d∏
ν=1
δ(jν)νν , (A.3)
where Ω
(j)
q are weighting coeﬃcients which depend on q as well as h, and are indexed by the integer-values
d-vector j = [j1, . . . , jd].
We may also deﬁne the forward, backward and centered time diﬀerence operators δt+, δt− and δt◦ by
δt+ =
1
k
(et+ − 1) δt− = 1
k
(1− et−) δt◦ = 1
2k
(et+ − et−) (A.4)
and forward and backward b-step spatial diﬀerence operators by
δ
(b)
ν+ =
1
bh
(
ebν+ − 1
)
δ
(b)
ν− =
1
bh
(
1− ebν−
)
. (A.5)
Note that
δ(b)νν = δ
(b)
ν+δ
(b)
ν− (A.6)
referring to the operator δ
(b)
νν deﬁned in (A.2).
Now, deﬁne the usual l2 inner product and norm over Zd as
〈fn, gn〉 = hd
∑
l∈Zd
fnl g
n
l ‖f‖ =
√
〈fn, fn〉 (A.7)
for grid functions fnl and g
n
l , l ∈ Zd. The following identities hold [58]:
〈δt◦fn, δttfn〉 = δt+
(
1
2
‖δt−fn‖2
)
〈δt◦fn, fn〉 = δt+
(
1
2
〈fn, et−fn〉
)
, (A.8)
〈fn, δ(b)νν gn〉 = 〈fn, δ(b)ν+δ(b)ν−gn〉 = −〈δ(b)ν−fn, δ(b)ν−gn〉 . (A.9)
Taking the inner product of (A.1) with δt◦unl leads to
〈δt◦un, δttun〉 = 〈δt◦un, δqun〉 . (A.10)
The left hand side may be rewritten, using the ﬁrst of the identities in (A.8), as
δt+t
n where tn =
1
2
‖δt−un‖2 . (A.11)
The right hand side may be rewritten, using the second of the identities in (A.8), and (A.9), as
−δt+vnq where vnq =
1
2
∑
j∈Zd
Ω(j)q 〈
d∏
ν=1
δ
(jν)
ν− u
n, et−
d∏
ν=1
δ
(jν)
ν− u
n〉 . (A.12)
Deﬁning en as en = tn + vnq, leads to
δt+e
n = 0 or en = constant . (A.13)
There is thus a conserved quantity associated with this scheme which may be viewed as a discrete energy.
It is not, however, a non-negative function of the state, and thus cannot be used directly in order to show
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stability of the scheme unless an additional condition for non-negativity is also determined. Normally, this
condition will be expressed as an upper bound on λ ,the Courant number.
The construction above extends in a natural way to schemes with parameterised Laplacian approxima-
tions such as (40). For example, for an explicit parameterised scheme, with index set Q(e) = {q1, . . . ,qN(e)}
and associated parameters α = [α1, . . . , αN(e) ]
T, the conserved energetic quantity follows directly from
linearity as
en = tn +
N(e)∑
p=1
αpv
n
qp , (A.14)
and, as in the case of the scheme with a single Laplacian approximation, non-negativity conditions must be
found in order to determine a stability condition.
Appendix B. Conditions for Negativity of Laplacian Operators
The condition (55a), necessary for stability for the scheme (40), is a natural condition on negativity
(or, more properly, non-positivity) of an approximation δˆQ,α to the Laplacian, deﬁned over some index set
Q = {q1, . . . ,qN}, as in (14), and with coeﬃcients α = [α1, . . . , αN ]. Here, the coeﬃcients α satisfy the
condition (15), so that δˆQ,α is indeed a consistent approximation to the Laplacian.
It is equivalent to consider either the negativity of the operator in the spatial domain, i.e.,
〈f, δˆQ,αf〉 ≤ 0 , (B.1)
for any grid function fl deﬁned for l ∈ Zd, or in the wavenumber domain:
DˆQ,α (ζ) ≤ 0 for ζ ∈ Ud , (B.2)
where DˆQ,α (ζ) is the scaled spatial Fourier transform of the operator δˆQ,α, as deﬁned in (39).
In general, ﬁnding necessary and suﬃcient conditions for the negativity of an operator such as DˆQ,α (ζ)
reduces, ultimately, to the problem of the analysis of the negativity of multivariate polynomials. Indeed,
from (38), the Fourier transform Dq (ζ) of any Laplacian approximation δq deﬁned over a given shell indexed
by q can be written as a polynomial in the functions c
(1)
ν = cos(ζνh), ν = 1, . . . , d, and thus the transform
of any parameterised Laplacian such as DˆQ,α (ζ) may be as well. Simple conditions for negativity are not
forthcomingthe study of negative (positive) polynomials is a longstanding research areasee [59] for a
review. In this short appendix, some simple conditions for negativity are provided.
Appendix B.1. Positivity of Coeﬃcients
Suﬃcient conditions restricting the range of possible Laplacian approximations are available. In the
present setting of Laplacian approximations deﬁned over shells, for which the Fourier transforms are as
given in (38), it may be remarked that any individual such approximation, for a given shell q is necessarily
negative. This follows from the observation that because c
(b)
ν = cos(ζνbh) is bounded in magnitude by 1,
each term in the sum in (38) is negative. It thus follows that for the Fourier transform DQ,α (ζ) of any
parameterised Laplacian δˆQ,α, the condition
αp ≥ 0 p = 1, . . . , N → DQ,α (ζ) ≤ 0 (B.3)
must hold. This condition could be used as an additional constraint in the design of the schemes presented
in this article, and thus condition (55a) is satisﬁed automatically. It is clear, though, that this condition is
suﬃcient but not necessaryand indeed rules out at least some (if not all) higher-order accurate designs.
See the example given in Appendix B.3 below.
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Appendix B.2. Decompositions of the Laplacian
A more interesting family of conditions results from the decomposition of the Laplacian approximation
into operator pairs, as per the decomposition of the Laplacian as ∆ = (∇·)∇, where ∇ is a d-dimensional
gradient operation, and where ∇· is the d-dimensional divergence.
In order to construct such operators, it is useful to begin by deﬁning forward and backward spatial
diﬀerence and averaging operators in dimension ν, ν = 1, . . . , d. Basic one-step diﬀerence operators may be
deﬁned, with reference to the more general diﬀerence operators deﬁned in (A.5), as
δν+ , δ(1)ν+ =
1
h
(eν+ − 1) δν− , δ(1)ν− =
1
h
(1− eν−) , (B.4)
and averaging operators as
µν+ =
1
2
(eν+ + 1) µν− =
1
2
(1 + eν−) . (B.5)
Under a d-dimensional inner product, as deﬁned in (A.7), such diﬀerence and averaging operators satisfy
the following identities:
〈f, δν+g〉 = −〈δν−f, g〉 〈f, µν+g〉 = 〈µν−f, g〉 . (B.6)
A basic approximation to the gradient and divergence, in d dimensions, may then be deﬁned as
∇ = [δ1+, . . . , δd+]T ∇† = [δ1−, . . . , δd−] , (B.7)
where ∇ and ∇† are represented here as column and row d-vectors, respectively, and are negative adjoints
due to the property (B.6) abovethat is, for any column d-vector grid function fl and scalar grid function
gl,
〈f ,∇g〉 = −〈∇†f , g〉 . (B.8)
An approximation to the Laplacian follows as
δˆ = ∇†∇ . (B.9)
Note that due to the property (B.8) of the ∇ and ∇†, it follows that for a Laplacian approximation so
deﬁned, for any grid function fl, with l ∈ Z,
〈f, δˆf〉 = 〈f,∇†∇f〉 = −〈∇f,∇f〉 = −‖∇f‖2 ≤ 0 , (B.10)
and the Laplacian approximation is thus negative by construction. This particular approximation to the
the Laplacian corresponds to the simplest variety deﬁned over the ﬁrst shell G(1)d in any dimension d.
Other Laplacian approximations, also negative, may be formed using such negative-adjoint gradient and
divergence pairs which include further averaging operations, as deﬁned in (B.5). For example, in 2D, the
operator pair
∇ = [µ2+δ1+, µ1+δ2+]T ∇† = [µ2−δ1−, µ1−δ2−]T (B.11)
yields a Laplacian approximation δ[1 1] over the shell q = [1 1], and
∇ = [µ1+δ1+, µ2+δ2+]T ∇† = [µ1−δ1−, µ2−δ2−]T (B.12)
gives a Laplacian approximation δ[2 0] over the shell q = [2 0].
It follows that a Laplacian approximation built from a weighted positive sum of such factorizable Lapla-
cian approximations is also negative. Suppose that ∇p, p = 1 . . . , P are P approximations to the gradient,
and ∇†p are their negative adjoints. Then, for any set of parameters βp ≥ 0, p = 1, . . . , P , with
∑P
p=1 βp = 1,
δˆ =
P∑
p=1
βp∇†p∇p ≤ 0 (B.13)
is an approximation to the Laplacian which is negative by construction.
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Appendix B.3. Example
Consider, as a simple but nontrivial example, a 2D Laplacian approximation δˆQ,α, deﬁned over Q = G(3)2 ,
or using the ﬁrst three shells, and which may be written as
δˆQ,α = (1− α2 − α3) δ[1 0] + α2δ[1 1] + α3δ[2 0] , (B.14)
where the constraint (15) has been employed. The conditions for negativity of this operator may be easily
computed (from, e.g., the Fourier transform) as
α3 ≤ 1 α2 + α3 ≤ 1 . (B.15)
Enforcing the positivity condition on the coeﬃcients of the individual Laplacian approximations, however,
leads to the suﬃcient conditions
α2 ≥ 0 α3 ≥ 0 α2 + α3 ≤ 1 (B.16)
which are more restrictive than the correct conditions (B.15). Indeed, such positivity conditions on the
Laplacian coeﬃcients do not permit the construction of the fourth-order accurate explicit scheme for the
wave equation given in (80).
In contrast, consider the following approximation to the Laplacian:
δˆ =
1
2
∇†1∇1 +
1
2
∇†2∇2 , (B.17)
where
∇1 =
[
((1− θ − φ) + θµ1+ + φµ2+) δ1+
((1− θ − φ) + θµ2+ + φµ1+) δ2+
]
∇2 =
[
((1− θ + φ)− φµ1+ + θµ2+) δ1+
((1− θ + φ)− φµ2+ + θµ1+) δ2+
]
(B.18)
are two approximations to the 2D gradient operation, and where ∇†1 and ∇†2 are the corresponding negative
adjoints or divergence operations. The approximation (B.17) is negative by construction, and dependent
on two free parameters θ and φ, which are unconstrained. But (B.17) may be rewritten, in terms of a
combination of Laplacian operations over the ﬁrst three shells, as
δˆ =
(
(1− θ)2 + φ2) δ[1 0] + (−1
2
θ2 − 1
2
φ2 + θ − φ
)
δ[1 1] +
(
−1
2
θ2 − 1
2
φ2 + θ + φ
)
δ[2 0] , (B.19)
which is equivalent to (B.14), under a distinct parametrisation (in θ and φ, rather than α2 and α3). It may
be easily veriﬁed that the complete range of parameters θ and φ recovers exactly the range of α2 and α3
required for negativity as per condition (B.15).
It is conjectured here that any negative Laplacian approximation can be formulated in terms of a posi-
tively weighted sum of gradient/divergence approximation pairs, as per (B.13) above.
Appendix B.4. Perspectives
If the conjecture above is true, it then implies that one may work with an equivalent parameterised
Laplacian approximation which is negative by construction, then one of the two stability conditions (55a)
is satisﬁed a priori; this simpliﬁes the analysis of stability for any of the family of schemes (40) to that
of satisfying the second condition (55b). Notice, however, that, even for the simple example given in the
previous section, the free parameters (in this case θ and φ rather than α2 and α3) appear nonlinearly in
the ﬁnal form of the Laplacian approximation, as given in (B.19). This complicates the formulation of the
constraints for higher-order accuracynote that a simple representation of these constraints, such as that
given in the case of a parameterisation in terms of shells in (69) is not available.
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Appendix C. Theta schemes
Theta schemes [34] on regular Cartesian grids can be seen as a subset of the general family of implicit
schemes given by (40). In order to see this, it will help to deﬁne the following temporal averaging operator:
µt,Θ = Θet+ + (1− 2Θ) + Θet− = 1 +O(k2) , (C.1)
where Θ ∈ R is a free parameter. µt,Θ also has the following relation to δtt [34]:
µt,Θ = 1 + Θk
2δtt . (C.2)
Then, if we reduce the scheme to include only one Laplacian by choosing Q(i) = Q(e) = Q and α(i) =
λ2Θα(e) = λ2Θα, the scheme operator l in (40) may be rewritten as:
l = δtt − µt,ΘδˆQ,α . (C.3)
which is in the form of so-called theta schemes.
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