Unsupervised multimodal neural networks. by Nyamapfene, Abel.
8076917
UNIVERSITY OF SURREY LIBRARY
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com ple te  manuscript 
and there are missing pages, these will be noted. Also, if materia! had to be removed,
a note  will indicate the deletion.
Published by ProQuest LLC (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
Unsupervised Multimodal Neural Networks
Abel Nyamapfene 
Submitted for the degree o f Doctor o f Philosophy
UniS
N eural Com puting Group
Department of Computing 
School of Electronics, Computing and Mathematics
U niversity o f Surrey, G uildford, S urrey GU2 5XH, UK 
March 2006
© A.Z. Nyamapfene 2006
Abstract
We extend the in-situ Hebbian-linked SOMs network by Miikkulainen to come up with two 
unsupervised neural networks that learn the mapping between the individual modes of a multimodal 
dataset. The first network, the single-pass Hebbian linked SOMs network, extends the in-situ 
Hebbian-linked SOMs network by enabling the Hebbian link weights to be computed through one- 
shot learning. The second network, a modified counterpropagation network, extends the 
unsupervised learning of crossmodal mappings by making it possible for only one self-organising 
map to implement the crossmodal mapping. The two proposed networks each have a smaller 
computation time and achieve lower crossmodal mean squared errors than the in-situ Hebbian- 
linked SOMs network when assessed on two bimodal datasets, an audio-acoustic speech utterance 
dataset and a phonological-semantics child utterance dataset. Of the three network architectures, the 
modified counterpropagation network achieves the highest percentage of correct classifications 
comparable to that of the LVQ-2 algorithm by Kohonen and the neural network for category 
learning by de Sa and Ballard in classification tasks using the audio-acoustic speech utterance 
dataset.
To facilitate multimodal processing of temporal data, we propose a Temporal Hypermap neural 
network architecture that learns and recalls multiple temporal patterns in an unsupervised manner. 
The Temporal Hypermap introduces flexibility in the recall of temporal patterns - a stored temporal 
pattern can be retrieved by prompting the network with the temporal pattern’s identity vector, whilst 
the incorporation of short term memory allows the recall of a temporal pattern, starting from the 
pattern item specified by contextual information up to the last item in the pattern sequence.
Finally, we extend the connectionist modelling of child language acquisition in two important 
respects. First, we introduce the concept of multimodal representation of speech utterances at the 
one-word and two-word stage. This allows us to model child language at the one-word utterance 
stage with a single modified counterpropagation network, which is an improvement on previous 
models in which multiple networks are required to simulate the different aspects of speech at the 
one-word utterance stage. Secondly, we present, for the time, a connectionist model of the 
transition of child language from the one-word utterance stage to the two-word utterance stage. We 
achieve this using a gated multi-net comprising a modified counterpropagation network and a 
Temporal Hypermap.
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1 Introduction
The Oxford English Dictionary defines the term multimodal as “characterised by several different 
modes of occurrence or activity; incorporating or utilising several different methods or systems”. 
From this definition we can refer to multimodal information as information emanating from a single 
source that has been encoded into various modes. Multimodal information contains redundant 
information about the source, and for the information recipient, the combined action of different 
sensory cues can provide information unavailable from their individual operation, thereby reducing 
perceptual .ambiguity and enhancing responsiveness (Calvert, Brammer and Iversen, 1998). For 
instance we identify a person by analysing the person’s visual features, or through an audio analysis 
of his voice, or through a combination of both audio and visual analysis. Multimodal information 
processing also enables crossmodal associations to be made between the various information 
modes, making it possible to translate from one mode to the other. For instance, a person listening 
to someone’s voice can be triggered to remember the visual features of the speaker. In this thesis we 
explore and extend neural network architectures that have the ability to leam the crossmodal 
associations between the different modes of multimodal data.
1.1 Motivation
Our research on crossmodal processing using neural networks is motivated by recent neuroscience 
research, recent advances in multimedia information processing using multimodal techniques, and 
the Hebbian-linked self-organising network architecture, an unsupervised multi-net with crossmodal 
capabilities originated by Miikkulainen (1990, 1997).
Neuroscience research suggests that multimodality is inherent in biological systems as evidenced in 
humans and animals where coordinated sensory perception achieves robustness, and enables the 
extraction of qualitatively new perceptions (Sumby & Pollack, 1954; Pick and Saltzman, 1978; 
Stein and Meredith, 1993). This multimodality is achieved through the integration of information 
from entirely different input modalities and by fusing different data sources within modalities.
Recently, the advances in multimedia technologies, where information in different modes such as 
video, images, speech, and text is now being increasingly used to convey information, has spurred 
interest in multimodal processing. Coupled with this is the increasing level of intelligence that is 
now required to facilitate automatic extraction, recognition, interpretation, and interaction of
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multimodal signals. Consequently, neural networks, owing to their adaptive learning capabilities, 
are increasingly being perceived as critical to multimedia processing (see Kung & Hwang, 1998 for 
a review). Neural networks that can process multimodal data through unsupervised learning are 
particularly useful at categorising and discovering novel patterns in the massive quantities of 
multimodal data that are now routinely handled in multimedia applications.
Miikkulainen (1990, 1997) developed the Hebbian-linked self-organising map architecture as a 
computational model of the human lexical system at the level of physical structure (i.e. brain 
topographic maps and pathways). The architecture, however, has since been used widely in 
unsupervised crossmodal processing in diverse applications ranging from modelling cognitive 
processing to implementing multimedia information processing and storage. Examples of these 
applications include the modelling of various aspects of child language acquisition and processing 
(Abidi, 1994; Miikkulainen, 1990; 1997; Li, 2003; Li, Farkas & MacWhinney, 2004) as well as 
multimodal image processing (Ahmad, Vrusias & Tariq, 2002). The popularity of this architecture 
is partly because it is based on the self-organising map, which is by far the most popular choice for 
implementing unsupervised neural learning (Kohonen, 1995; Haykin, 1999; Varsta, 2002). One 
other reason for its popularity is that, in our opinion, it is a very intuitive crossmodal processing 
architecture -  each of the different modalities of the multimodal data is separately encoded on a 
self-organising map, and crossmodal associations between any two modalities are physically 
implemented by Hebbian links between the two modal self-organising maps.
1.2 Contribution
A major objective of this thesis has been to document the various neural network strategies that 
have been used for crossmodal mapping of multimodal data. Crossmodal mapping using neural 
networks has been implemented in such diverse fields as multimedia information processing and the 
modelling of the acquisition of cognitive skills by children and infants. However, the research into 
crossmodal processing has largely proceeded independently of each other, and the work reported in 
this thesis is, to our knowledge, the first time an attempt has been made to bring together this 
diverse body of knowledge.
A second objective of this thesis has been to extend crossmodal processing using neural networks to 
come up with more computationally efficient architectures. We have focussed specifically on the in- 
silu Hebbian-linked self-organising maps (SOMs) network by Miikkulainen (1990, 1997). We have 
extended the Hebbian-linked self-organising maps architecture by coming up with computational
models that implement the architecture’s crossmodal functionality using simpler physical structures 
that are not encumbered by the need to be biologically feasible as in the original architecture by 
Miikkulainen. We have done this in two ways. Firstly, we have come up with the single-pass 
Hebbian linked SOMs network, an architecture that extends the in-situ Hebbian-linked SOMs 
network by enabling the Hebbian link weights to be computed through one-shot learning. This has 
resulted in a decrease in computation time. Secondly, using a modified counterpropagation network, 
we have come up with an algorithm that implements crossmodal mapping using only one self- 
organising map. This is an improvement on the Hebbian-linked self-organising maps architecture 
which requires a dedicated self-organising map for each mode of data.
Many aspects of multimodal processing deal with temporal data. For instance, in the cognitive 
domain, language is a temporal process, and in multimedia processing, speech and video data are 
temporal. Another objective of this thesis has been to develop unsupervised multimodal neural 
networks that can handle temporal data. Building on the Hypermap neural network architecture by 
Kohonen (1991), we have developed in this thesis a temporal processing neural network 
architecture that learns and recalls multiple temporal patterns in an unsupervised manner. Unlike 
previous work, temporal patterns can be recalled in one of two ways. Firstly, the whole temporal 
pattern can be retrieved by prompting the network with the temporal pattern’s identity vector. 
Secondly, using a short term mechanism, our network can retrieve a particular temporal pattern 
starting from a specified item up to the last item in the pattern sequence. This is done by prompting 
the network with contextual information that uniquely identifies the pattern item from which we 
desire to staid the retrieval of the whole pattern sequence.
In this thesis we have also contributed towards the modelling of child language acquisition. Firstly, 
by explicitly encoding child language at the one-word utterance stage as a trimodal process 
comprising perceptual entities, conceptual relationships and the corresponding single word 
utterances, we simulate one-word child language using a single modified counterpropagation 
network. At the one-word utterance stage a child learns to master ostensive naming, whereby a 
child utters the name of a perceptual entity pointed at, as well as the ability to generate appropriate 
single word utterances when perceptual entities and their associated conceptual relationships are 
applied to the input. Previously, separate networks were required to simulate these two abilities, as 
in the child language acquisition model by Abidi and Ahmad (1997).
Secondly, using the modified counterpropagation network and the Temporal Hypermap, we have 
proposed in this thesis a gated multi-net model for simulating the transition of child language from
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the one-word utterance stage to the two-word utterance stage. Psychologists suggest that child 
language acquisition occurs in stages and the transition between these stages is typically gradual 
and continuous, with stages arising gradually with no precise start or endpoints, and overlapping 
into one another (Ingram, 1989; Flavell, 1971). Recently, Jack, Reed, and Waller (2004) have 
proposed a game-theoretic system that simulates the transition from the one-word stage to the two- 
word stage in child language acquisition. However, some psychologists believe that computational 
models based on the connectionist paradigm offer the best approach to understanding how the brain 
implements complex computations such as language acquisition (Plunkett, 1997; Rolls and Treves, 
1998: pp 2). We believe that our model is the first time a neural network approach has been used to 
simulate the transition of child language from the one-word utterance stage to the two-word 
utterance stage.
1.3 Structure of This Thesis
This thesis is organised into six chapters, of which this introductory chapter is the first.
In Chapter 2, we discuss neural network architectures for crossmodal processing and spatiotemporal 
processing. We also look at neural network modelling of child language acquisition. First, we 
identify and discuss static neural networks that can handle crossmodal processing. We then review 
unsupervised spatiotemporal processing, focusing mainly on approaches based on the self- 
organising map (Kohonen, 1990a; 1995). For child language acquisition, we review currently 
accepted developmental theories and then present ACCLAIM, a multi-net neural network model for 
child language acquisition at the one-word and two-word stage (Abidi and Ahmad, 1997). We then 
discuss a game-theoretic computational model of one-word to two-word transition (Jack, Reed, and 
Waller, 2004), and following a brief review of the literature on gated multi-net architectures, we 
consider how gated multi-net architectures can be used to simulate the transition of child language 
from the one-word to the two-word stage.
In Chapter 3, we present our proposals for extending unsupervised neural networks for crossmodal 
and spatiotemporal processing. Our first proposal is the single-pass algorithm for Hebbian-linked 
self-organising maps which extends the in-situ Hebbian-linked SOMs network by enabling the 
weights of the Hebbian links to be computed through one-shot learning. Our second proposal, based 
on the counterpropagation network, extends unsupervised crossmodal learning by enabling 
crossmodal mapping to be implemented using a single self-organising map. With regard to 
spatiotemporal processing, we present the Temporal Hypermap, an unsupervised neural network
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architecture that can store multiple sequences at any one time, with each sequence stored as a 
separate entity. These sequences may have repeating items. Finally, we present a gated multi-net 
architecture for simulating the transition of child language from the one-word utterance stage to the 
two-word utterance stage. In this gated multi-net, a counterpropagation network simulates child 
language at the one-word utterance stage, whilst a Temporal Hypermap simulates child language at 
the two-word stage.
In Chapter 4, we evaluate experimentally our proposals for crossmodal and spaliotemporal 
processing using unsupervised neural networks. First, we compare experimentally the crossmodal 
capabilities of the single-pass Hebbian-linked SOMs network, the modified counterpropagation 
network and the in-situ Hebbian-linked SOMs network. We also compare the classification 
performances of the three networks by alternately using each of them as the first stage in a two- 
stage classifier and evaluating the subsequent performance of the two stage classifier. We also 
assess the performance of the Temporal Hypermap using a database of sequences.
In Chapter 5, we build unsupervised neural network models of child language acquisition. Child 
language acquisition at the one-word utterance stage is modelled using the counterpropagation 
network, whilst the transition of child language from the one-word stage to the two-word stage is 
modelled using the gated multi-net comprising a counterpropagation network and a Temporal 
Hypermap.
In chapter 6, we summarise the contributions of this thesis to the fields of unsupervised crossmodal 
temporal processing as well as child language acquisition. We also look at possible future 
developments to our work.
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2 Background and Related Work
2.1 Introduction
This chapter presents past and present work in neural networks and child language acquisition that 
forms the motivation for the research pursued in this thesis.
Our main focus on neural networks research is on unsupervised neural network architectures for 
crossmodal processing and spatiotemporal processing. We believe that multi-net architectures that 
incorporate neural networks with such properties can be used to model complex tasks such as the 
modelling of child language acquisition.
First, we identify and discuss static neural networks, both supervised and unsupervised, that can 
handle crossmodal processing. Our main objective in so doing is to consolidate and extend the 
currently available research on unsupervised neural network architectures for crossmodal 
processing.
We then review unsupervised spatiotemporal processing, focusing mainly on approaches based on 
the self-organising map (Kohonen, 1990a; 1995). Our objective is to bring together the work of 
several researchers lo come up with proposals for a temporal neural network that can handle 
multiple sequence processing.
Our application domain for neural networks is child language acquisition. We discuss ACCLAIM, 
a multi-net neural network model for child language acquisition at the one-word and two-word 
stage (Abidi and Ahmad, 1997), focusing mainly on how this model can be extended to modelling 
the transition from the one-word stage to the two-word stage. Our main motivation for this 
consideration is a game-theoretic simulation of one-word to two-word transition which we also 
discuss. Finally, we review briefly the literature on gated multi-net architectures and then consider 
how gated multi-net architectures incorporating multiple sequence processing spatiotemporal neural 
networks and unsupervised crossmodal neural networks can be used to extend ACCLAIM to 
simulate the transition of child language from the one-word to the two-word stage.
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2.2 Neural Computing: Static Neural Networks
In this review of crossmodal processing, we trace the development of crossmodal neural network 
architectures, both supervised and unsupervised neural networks. We restrict ourselves to neural 
networks that are trained on two or more separate datasets for the purpose of learning the 
associations between the two datasets.
We have come up with three categories of supervised crossmodal neural networks based on which 
layers of the network implement multimodal processing. In the first category, only the output layer 
is integrated, and no multimodal processing takes place in the separate hidden layers. In the second 
category, networks have separate modal hidden layers as well as a common hidden layer which 
implements the multimodal processing, and in the third category, the separate modal layers are 
removed, and all processing is carried out by a common multimodal hidden layer. In this section we 
discuss the advantages and disadvantages of each of these three approaches, using an appropriate 
network as an example in each case.
With regard to crossmodal processing using unsupervised neural network, our research reveals that 
such networks normally comprise separate competitive neural networks, usually self-organising 
maps, which are linked to each other. In one approach, the links between the competitive neural 
networks have weights which learn the crossmodal mapping between individual modes through 
Hebbian learning (Hebb, 1949). In a second approach, the competitive neural networks are arranged 
into a hierarchy, with individual modal competitive neural networks feeding into a common 
competitive neural network which implements the multimodal processing. Finally, in a third 
approach, there is no common competitive neural network, and each individual modal competitive 
neural network learns from its own modal inputs as well as the outputs of the other modal 
competitive neural networks linked to it. With the aid of appropriate examples, we discuss each of 
these three approaches, citing the advantages and disadvantages of each approach.
2.2.1 A Neural Network Model of Beam Balancing
Piaget (Inhelder and Piaget, 1958) proposed the balance beam problem as a task to support claims 
that cognitive processes develop in stages. In this task, children are shown a balance beam with 
varying weights at varying distances from the fulcrum and asked to judge whether the beam will tilt 
when released, and if so, which side will go down.
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To get the correct answer a child must consider both the weights placed on the beam as well as their 
distances from the fulcrum. Initially, the child has to consider problems involving two weights 
placed at equal distances from the fulcrum. In this set of problems, the correct answer is determined 
by which weight is larger. Then the child has to consider problems in which the two weights have 
the same value but are placed at different distances from the fulcrum. In this type of problems, the 
correct answer is determined by which weight is at the greater distance. Lastly, the child has to 
consider problems involving two different weights placed at different distances from the fulcrum. 
To get the correct answer, the child has to attend to both the weights dimension and the distance 
dimension.
Siegler (1981) showed that a child will get most of the answers correct if he or she follows a 
sequence of rules that reflect the changing significance of the dimensions of weights and distance as 
the problems gets more complex. McClelland (1989) trained a neural network to perform the 
balance beam task. McClelland found that the network’s pattern of responses passed through the 
same sequence of stages as children, with early judgements being dominated by the weight 
dimension, while later in the training the network learned to consider distance.
McClelland’s network belongs to the first category of supervised crossmodal neural networks in 
which only the output layer is integrated, and no multimodal processing takes place in the separate 
hidden layers, as shown in Figure 2.1. The input to the network is divided into two channels, one 
representing the weight values of the two objects on either side of the fulcrum, and the other 
representing the distance of the two weights from the fulcrum. The network is not told explicitly 
which units correspond to large weights or distances. Neither is it told which units represent the 
object on the left or right of the fulcrum. The network has to discover these facts for itself.
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Output Units
Hidden Units
Input Units
Left Right Left Right
4 > M---------------- ►
Weight channel Distance channel
Figure 2.1: The network used by McClelland (1989) to simulate learning of the balance beam problem. (Adapted 
from the diagram in McLeod, Plunkett, and Rolls, 1998)
Each set of input units projects to separate pairs of hidden units, with each input unit projecting to 
both hidden units. The four hidden units project to two output units. If the activity of one output unit 
exceeds the activity of the other by a given margin, then the network predicts that the side whose 
unit is most active will go down. Otherwise, it will predict that the beam will balance.
In this network, each channel has a separate hidden layer that learns to encode the representations of 
the inputs of that particular channel. Channel inputs are separately processed, and only integrated in 
the output units to form the output. This network could be enhanced by incorporating an integrated 
hidden layer that learns to form composite representations of the two input channels. With such a 
representation, the network could be used to suggest weight input patterns that, when combined 
with an inputted distance pattern, ensure a desired beam balance position such as beam balance, left 
side down or right side down. For instance, given two weights, and the distance of one of the 
weights from the fulcrum, a network with a common hidden layer would be able to compute the 
position of the second weight for the beam to be balanced.
Left down Right down
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Plunkett, Sinha, Moller and Strandsby (1992) describe a neural network model (Figure 2.2) which 
leams to associate labels with visual patterns of dots. This network belongs to the second category 
of supervised crossmodal neural networks that are characterised by separate modal hidden layers 
feeding into a common hidden layer which implements the multimodal processing. In this network, 
the input comprises image and label representations which are applied to the network through 
separate channels. Each modality is first projected lo a separate hidden layer before converging onto 
a common hidden layer. The separate hidden layers enable the network to form separate 
representations of the image and label patterns whilst the common hidden layer forms a composite 
representation of the patterns.
The network is trained in a three-phase cycle. First, an image is presented at the image input and the 
resulting activity is propagated through the network to the output units. Then the image output is 
compared to the input and a backpropagation algorithm (Rumelhart, Hinton and Williams, 1986; 
Werbos, 1990) is used to adjust the weights on the image side of the network only. After this, 
similar training is carried out for the label side of the network using label inputs only. Finally, 
corresponding image and label inputs are simultaneously presented to the network and the 
backpropagation algorithm is used to adjust the weights on both sides of the network.
The network simulates word production by generating a label at the output when an image is 
presented at the input. Similarly, the network simulates word comprehension by generating an 
image at the output when a label is presented at the input. The model exhibits the same non-linear 
pattern of vocabulary growth observed in young children, both in comprehension and production.
This model uses the backpropagation algorithm, which requires output errors to be propagated back 
into the network. In a neurobiological sense the implementation of backpropagation learning 
requires the rapid transmission of information backward along the axon, which is not plausible 
(Haykin, 1999). Hence, the use of backpropagation in this network tends to detract from its use as a 
model of cognitive development. In addition, the rate of convergence of the backpropagation 
algorithm is relatively slow, and this makes it computationally expensive (Haykin, 1999; Ham and 
Kostanic, 2001).
2.2.2 A Neural Network Model of Early Lexical Development
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Image (output) Label (output)
Figure 2.2: A simplified version of the multimodal multilayer perceptron network by Plunkett et al (1992). There 
arc 32 label units and 171 image units at input and output, 30 and 32 hidden units for image representation and 
label representation respectively, and 50 hidden units for the joint representation (Adapted from the diagram in 
Plunkett, 1997).
2.2.3 The Counterpropagation Network
A supervised neural network that can be used for multimodal processing, but is not trained using the 
backpropagation rule is the counterpropagation network (Hecht-Nielsen 1987a, 1987b). This 
network has been specifically developed to provide bidirectional mapping between input and output 
training patterns. For this reason it can be used in multimodal processing to associate different 
modal data sets. Counterpropagation networks typically converge much more quickly than 
multilayer perceptron neural networks (Hecht-Nielsen, 1987a). Consequently, counterpropagation 
networks are preferred over multilayer perceptron neural networks when the data sets to be 
processed are large and time is critical.
The counterpropagation network architecture is an example of the third category of supervised 
crossmodal neural networks in which there are no separate modal layers, and all processing is
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carried out by a common multimodal hidden layer. In the counterpropagation network, the hidden 
layer is trained using Kohonen’s self-organising learning rule (Kohonen, 1989, 1990a, 1995), and 
the output layer, which maps the output of the hidden layer to target output values, is trained using 
Grossberg’s oulstar learning algorithm (Grossberg, 1968, 1980). The hidden layer is referred to as 
the Kohonen layer whilst the output layer is referred to as the Grossberg layer.
There are two types of counterpropagalion networks: full and forward-only. Full
counterpropagation networks are designed to leam bidirectional mappings between two sets of 
vectors whilst forward-only counterpropagation networks are trained to provide the mapping in only 
one direction. We consider the training of the forward-only network first, followed later by a 
description of the full counterpropagation network.
2.2.3.1 Forward-only counterpropagation
Figure 2.3: Forward only counterpropagation architecture (adapted from Ham and Kostanic, 2001)
To train the forward-only counterpropagation network (Figure 2.3), examples of the desired 
mapping are presented to the network. Each example consists of the input vector x=9v"xl and 
output vector y -71  ",xl. The weights in the Kohonen and Grossberg layer are trained independently. 
First, input vectors are applied to the network, and the neurons in the hidden layer are trained 
through Kohonen’s self-organising learning. For each input, the neuron with weights closest to the 
input pattern wins, and its weight vector wj is updated in accordance with the equation:
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Wj (k + !) = [ ] -  a ( k ) ] w j  (k ) + a ( k ) x (2.1)
where a  is the learning rate. Other neurons in the hidden layer do not adjust their weights.
After the Kohonen layer has been trained, input-output vector pairs are then applied to the network, 
and the output layer is trained in accordance with Grossberg’s learning rule. For each applied input, 
winner take all competition ensues among the Kohonen layer neurons and the winner generates an 
output I , with the output of the other neurons being set to 0. The weights in the output layer are then 
updated in accordance with the Grossberg learning rule:
Uji (k +1) = up (k) + J3(k)[-Uji (k) + y j  ]Zj (2 .2 )
where ufi is the weight between the j"' second layer neuron and the i"‘ neuron in the output layer;
P  is the learning rate parameter for the output layer, and zs is the output of the i"‘ neuron in the 
Kohonen layer.
The winning neuron in the Kohonen layer is determined using the Euclidean distance metric or the 
dot product metric. When the Euclidean distance metric is used, the winning neuron is the neuron 
with the smallest Euclidean distance between the input vector and neuron weight vector -  more 
formally, the index i(x) for the winning neuron in the forward-only counterpropagation network is
/'(x) = arg minnx -  w II, j  = 1,2, . N
J 1 . (2.3)
where x is the current input vector, Wj is the weight vector for the j" ’ neuron, and N  is the 
number of hidden layer neurons.
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2.2.3.2 Full-counterpropagation
The full counterpropagation network (Figure 2.4) differs from the forward only counterpropagation 
network in that both the hidden layer and output layer have two sets of weights, one for the x input 
vectors and the other set for the y output vectors.
Figure 2.4: Full counterpropagation network (adapted from Ham and Kostanic, 2001)
The Kohonen learning rule is used to update the hidden layer neuron weights according to: 
w,. (k + 1) =  [1 -  a x (k)Wj (k) + a x ( k)x  (2.5)
and
u,  (,fc + 1 ) =  [1 -  a y (k)Wi (k) + a y ( k ) y  (2 .6 )
where a x and a y are learning rate parameters and i is the index of the winning neuron.
As in the forward counterpropagation network, the winner generates an output 1, with the output of 
the other neurons being set to 0.
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The Grossberg outstar learning rule is used to update the weights of the output layer neurons 
according to
Vjl (k +1) = Vji ( * )  + f ix m - v j i  (k) + xj  ]Zj (2 .7 )
and
tji (k +1) = tji (k) + f iy (k)[-tji (k) + y j  ]Zj (2 .8 )
where J3X and f3y are learning rate parameters, / is the index of the winning hidden layer neuron,
and j  = 1,2,-- ■, N is the index of one of the N output layer weights.
The index i(x, y) of the winning neuron in the Kohonen layer using the Euclidean distance metric 
is
/(x,y) = argmin([|T-w 7-|J + |jy -iTyjj), J = 1,2 ,..., N . (2 .9 )
j
where wj and Uj are the x  and y weight vectors for the j '1' hidden layer neuron, and N is the 
number of hidden layer neurons.
We can use the Kohonen layer of the counteipropagation network to associate corresponding modal 
input vectors where the input consists of m modal sources. In this case, the Kbhonen layer neurons 
will each have m weight vectors, with each vector corresponding to a modal input. After training, 
when a modal input is applied to the network, the modal weights of the winning neuron will contain 
information on all the other modal inputs of the particular modal input. By reading off these 
weights, we can get the corresponding modal inputs to a particular modal input. In this case, the 
output Grossberg outstar layer is not necessary since all the desired information is contained in the 
modal weights of the Kohonen layer neurons.
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Willshaw and von der Malsburg (1976) developed a neural network model that sought to explain 
retinotopic mapping from the retina to the visual cortex. This model uses two two-dimensional 
layers of neurons to represent a pre- and a postsynaptic sheet of nerve cells respectively. The 
neurons in the pre-synaptic (input) layer are connected to the postsynaptic (output) layer through 
modifiable synapses of the correlation type, as used in the theoretical work by Hebb (1949) and by 
Malsburg(1973) and Marr (1969).
2.2.4 The Willshaw-von der Malsburg Neural Network Model
The modification of each synapse is in proportion to the product of the activities in the 
appropriate pre- and postsynaptic cells. More specifically, the strength of the synaptic connection 
Sy between cell / on the pre-synaptic layer and cell j  in the postsynaptic layer is modified in
accordance with the equation:
Winning neurons
Bundle of synaptic connections (there 
is a similar bundle o f synaptic 
connections originating from other 
postsynaptic neurons)
Figure 2.S: Willshaw-von der Malsburg Model ( Adapted from Haykin, 1999)
(2.11)
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where //* is the activity of the postsynaptic cell j , Aj(t) is the state of the pre-synaplic cell and
has a value of 1 if cell / is active at time / and 0 otherwise, and his a constant setting the speed of 
topographic organisation of the network.
The total strength associated with each postsynaptic cell is limited to prevent the build up in 
synaptic strength from leading to instability. Thus, when some synapses increase in strength others 
are made to decrease. This is achieved through normalising the synaptic strengths to keep the mean 
strength associated with each postsynaptic neuron at a constant value S in accordance with the 
equation:
where N is the total number of postsynaptic neurons and M is the number of pre-synaptic neurons.
correlation between two or more data sets in an unsupervised manner. Its main shortcoming, 
however, is that it is computationally expensive, rendering it unpractical for use in day to day 
multimodal processing. This computational expense can be reduced by replacing the post and pre- 
synaptic layers in the Willshaw-von der Malsburg network by the self-organising maps developed 
by Kohonen (1990a, 1995).
2.2.5 Hebbian Learning and the Self- Organising Map
The unsupervised multimodal neural architectures we will look at from henceforth are based on the 
Willshaw-von der Malsburg network. These architectures, like the Willshaw -von der Malsburg 
network, encode the crossmodal mapping between individual modes by using Hebbian learning 
(Hebb, 1949) to adapt the weights of the links between the modal competitive neural networks. At 
the same time, they reduce the computational expenses associated with the Willshaw-von der 
Malsburg network by replacing its post and pre-synaptic layers with the less computationally 
expensive self-organising map by Kohonen. Consequently, Hebbian learning and self-organising 
maps play a prominent role in the research described in this thesis. We therefore briefly review 
these two learning algorithms.
(2.12)
The Willshaw and Malsburg network is one of the earliest neural networks designed to learn the
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The self-organising map (SOM) is an unsupervised neural network providing a mapping from a 
high -dimensional input space lo a low-dimensional, usually 1- or 2-dimensional, output space 
while preserving topological relations as faithfully as possible. Given an 11 dimensional vector 
space V " , a SOM consists of a collection of vectors w,. e V " where r denotes the coordinates of w 
on a given topological structure (usually an m dimensional lattice with m «  n  ).
2.2.5.1 The self-organising map
Figure 2.6: Self-organising map ( Adapted from Haykin, 1999)
During training input vectors x e V "  are presented to the SOM and the winning vector wv(0 is 
determined by:
s(x) -  arg min|Lv-vi> (2.13)
i.e. ws(t) is the SOM vector closest to j .  The weight vector ws(t) is then updated according to
where
ws (/ +1) = ws (t) + Aws (t) 
Aws(t) = ?i - ( x -  w,(/))
(2.14).
(2.15).
where rj is the SOM learning rate.
This causes to move towards x . In addition, all the weight vectors Tvr that ai-e topologically 
close to w, are similarly updated in accordance with:
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A wr {t) = Tj - hrs - (w — vv;. (/)) (2.16).
where hrs is a neighbourhood function based on the coordinate distance between the winning 
neuron and the topologically close neuron. The neighbourhood function is usually given by the 
Gaussian function:
h = exp(—t i _ )  (2.17).
2a 2 (I)
where .v and r are the positions of the winning neuron and the topologically close neighbouring 
neuron on the SOM, and o  is a constant determining how rapidly the neighbourhood function 
varies with distance ||r -  s\\.
The effect of this algorithm is to cause adjacent points r on the SOM lattice to be assigned to 
adjacent points Tvr , wr. in the feature space, thereby realising a topology preserving mapping from 
a high dimensional vector space to a lower dimensional vector space.
2.2.S.2 The Hebbian Learning Rule
Hebbian learning (Hebb, 1949) is essentially a co-occurrence mechanism according to which the 
associative strength between two neurons is increased if the neurons are both active at the same 
time. The amount of increase is proportional to the level of activation of the two neurons.
Hebb (1949) originally formulated the Hebbian rule as:
When an axon o f cell A is near enough to excite cell B and repeatedly or persistently takes part in 
firing it, some growth process or metabolic change takes place in one or both cells such that A ’s 
efficiency, as one o f the cells firing B, is increased
With regard to artificial neural networks, the Hebbian rule can be restated as:
Learning occurs by the modification o f the synapse strengths (weights) in a manner such that i f  two 
interconnected neurons are both "on ” at the same time, then the weight between the neurons should 
be increased (Fausett, 1994).
Each pair of interconnected units will consist of an input unit linked to an output unit. There are no 
input units connected to each other, nor are any output units connected to each other.
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The desired update equation for the interconnections is:
W;. (new) = >v(.. (old) + i]xi yg, 0 < 77 < 1 . (2.18)
where 77 is the learning-rate parameter of the algorithm. This equation implies that during each 
cycle of training, the change in the weight w .. is proportional to the product of the input terms x {
and X j . In this equation, all the three terms 7 / x t and are positive terms. As a result, the 
weight Wjj can only grow when all the three terms are non-zero, or remain constant when at least
one of the terms is zero. This has the undesirable effect that a weight can grow exponentially due lo 
repealed activations during training (Haykin, 1999).
The exponential growth of weights in Hebbian associative networks can be restricted through one or 
more of three approaches. These approaches are synaptic depression, boundedness and competition 
(Gerstner and Kistler, 2002).
In synaptic depression, a weight decay term is added to the equation. An example of a Hebbian 
equation with synaptic depression is:
Wfj  (new) = Wq (old) + (2.19)
i] is the learning rate parameter in the range 0 < // < 1 and y  is a decay constant such that y> 0.
Under this modified Hebbian rule, the weight increases if the term T}x.y ; - is positive, and 
decreases if it is negative.
With regard to weight boundedness, weight values are constrained to the range 0 < vtx. < wmax,
where w max is the maximal weight value. This can be implemented by formulating the weight 
change Avix. as:
AW/j — 77(1 - Wjj)xiyJ - ;j, 0 < /7 < l, y> 0 (2.20).
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The factors (1 -  wtJ) and w- lead to a saturation at wf. = 1 for continued stimulation, and an 
exponential decay to w). = 0 in the absence of stimulation.
Under competition, weights can only grow at the expense of other weights that must decrease. 
Competition can be effected by normalising the weights of all the synapses converging onto an 
output neuron (Miller and MacKay, 1994).
2.2.6 Hebbian-linked Self-Organising Maps
Miikkulainen (1990, 1997) developed an artificial neural network model of the mental lexicon. In 
this model, self-organising maps are used as memories for the different modalities and lexical 
semantics. Each of the modality self-organising maps is connected to the semantic self-organising 
map through Hebbian links. This Hebbian-linked SOM network is essentially the Willshaw 
Malsburg architecture in which the post and pre-synaptic layers have been replaced by self- 
organising maps (SOMs).
Se
Input
Figure 2.7: Hebbian-linked Self-organising Map Network Architecture
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The Hebbian-linked self-organising map (SOM) network is trained by simultaneously presenting 
input patterns to the input layers of the SOMs. The outputs of the SOMs work as inputs to the 
Hebbian links associating the SOMs. Through Hebbian learning, each network of links not only 
learns to associate the two SOMs, but also leams the strength of the association -  the higher the 
activation of the nodes in the two SOMs the higher the strength. When an input is applied to one of 
the SOMs, after training, the node with the highest activation is selected as the winner, and it 
generates an output. This source node is associated with nodes on the destination SOM by means of 
the Hebbian links. The destination node linked to the source node through the highest link weight is 
selected as the winner, and its output is the value corresponding to the output on the first SOM.
During training, the link weight changes are made proportional to the product of the activation of 
the two nodes being associated, i.e.:
Awkl =a(t)akal (2.21)
where Awkl is the unidirectional associative weight leading from node k in the first SOM to node I 
in the second SOM, a(t) is a constant of proportionality, and ak and a, are the activations on the 
two nodes.
The activation a of each SOM node depends on the distance of the node weight vector from the 
input vector to the SOM. From Miikkulainen (1990, 1997), the activation otj of neuron (/, j)  in a
SOM is
fix in jj I! dmin
1 1--------1 7 “ —  if (/’ j )  6 N '  • (2.22)
otherwise
where x is the symbol or concept representation vector, is the weight vector of unit (/, j ) , Nc 
is the neighbourhood around the winning neuron c, and d min is the smallest and dm3x the largest 
distance of x to a unit in the neighbourhood.
The link weights that are computed using this approach have a tendency to grow exponentially, 
especially if the two nodes being associated are always active. This leads to instability.
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Miikkulainen (1990, 1997) has proposed a method to overcome the problem of exponential link
links, one set for each direction of information flow. This method carries out weight update using a 
two-stage approach. In the first stage, all the link weight updates are computed using the same 
Hebbian rule as before. In the second stage, the weights of all the links converging onto each 
destination node are normalised using the rule:
where wkl is the weight of the link associating node k on the source SOM to node I on the 
destination SOM, and Awkl is the link weight update computed in the first stage.
This rule constrains the total value of the link weights to a destination node to one, with the value of 
those weights which are updated increasing at the expense of those weights that are not updated. In 
this way, the rule implements competition between the weights of the links converging onto the 
same destination node.
Hebbian-linked self-organising maps have been used for multimodal processing in diverse 
applications ranging from modeling cognitive processing to implementing multimedia processing. 
In particular, Hebbian-linked self-organising maps have been used as neural network models for 
simulating the association between the semantic and phonological lexica in language acquisition 
and processing (Abidi, 1994; Miikkulainen, 1990; 1997; Li, 2003; Li, Farkas & MacWhinney, 2004) 
as well as in multimodal image processing (Ahmad, Vrusias & Tariq, 2002).
When Hebbian-linked self-organising maps are used to simulate the association between the 
semantic and phonological lexica, one SOM, the phonological map, self-organises on word form 
whilst the other SOM, the lexical map, self-organises on word meaning (Figure 2.8). By way of 
self-organisation, the network forms an activity on the lexical map in response to the phonological 
input, and an activity on the semantic map in response to the semantic input. At the same time, 
through Hebbian learning, the network forms associations between the two maps for the active units 
that respond to the input pair.
weight growth, hi this method, each pair of SOMs is linked by two sets of unidirectional Hebbian
wk,(t) + Awkl
(2.23)
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Figure 2.8: Hebbian-linked Self-organising map for lexical acquisition
Ahmad, Vrusias and Tariq (2002) have used Hebbian-linked self-organising maps to improve the 
storage and retrieval of images from a database by combining both visual and text information 
(Figure 2.9). In this application, one SOM is trained to classify individual images on purely visual 
features such as colour, shape, texture etc whilst the other SOM is trained to classify the text 
accompanying the images based on keywords and context. The Hebbian network learns to establish 
connections between the most active visual features of a given image to the most active 
textual/keyword features of the accompanying text.
Figure 2.9: Hebbian-linked Self-organising map image retrieval
Although Hebbian-linked self-organising maps have been successfully used for multimodal 
processing, we have identified some of their shortcomings. For instance, although this network is 
able to associate co-occurring information, it does not take advantage of information from other 
monomodal inputs to improve the data categorisation taking place on an individual monomodal 
SOMs. As an illustration, if Hebbian-linked self organising maps are used to associate two 
modalities of information A and B, the network offers no provision for the information from
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modality A lo influence the self organisation taking place on the map associated with modality B 
and vice versa.
In-situ Hebbian-linked SOMs update the Hebbian link weights on a cycle-by-cycle basis. This 
increases significantly the number of computations needed to train the network. Clearly, the 
computational requirements of the Hebbian-linked SOMs can be reduced by using algorithms that 
do not require the Hebbian link weights to be updated in every cycle. Alternatively, Hebbian-linked 
SOMs can be replaced by networks that do away completely with the Hebbian links whilst retaining 
the functionality of the Hebbian-linked SOMs network. Such networks have the advantage that 
they are less cumbersome to use than the Hebbian-linked SOMs network which requires dedicated 
self-organising maps for each monomodal input as well as a Hebbian network between each pair of 
the self-organising maps.
2.2,7 A Neural Network for Category Learning
De Sa and Ballard (1997, 1998) have come up with a scheme (Fig.2.10) whereby competitive neural 
networks being trained on individual modes of the same multimodal input share information in such 
a way that they adjust their classification boundaries until all the co-occurring training patterns fall 
into the same class on both monomodal networks. In the first stage of this algorithm, the input 
patterns in each modality are clustered into codebook vectors using a competitive learning network. 
The winning codebook vector implicitly determines the class associated with each modal input 
pattern. Then in the second stage of the algorithm, co-occurring modal input patterns are applied to 
the network, and through self-supervised learning, the modal codebook vectors are iteratively 
adjusted to ensure that the paired input patterns fall into the same class.
31
Modality Network 1 Modality Network 2
Figure 2.10: (adapted from de Sa and Ballard, 199S). The weight vectors of the hidden layer neurons represent the 
codebook vectors while the weight vectors of the connections from the hidden layer neurons to the output layer 
neurons represent the output class that each codebook vector currently represents. In this example, there are three 
output classes and two modalities each of which has 2-D input patterns and five codebook vectors.
The algorithm was used to categorise consonant-vowel utterances from paired visual and acoustic 
data. After training, the auditory subnet achieved a success rate of 80% in classifying previously 
unused test data, whilst the visual subnet achieved a success rate of 93% on the same test data. In 
contrast, competitive networks separately trained on the individual data sets achieved a 
classification performance of 56% on the auditory data and 66% on the visual data. The algorithm 
also compared well against a supervised clustering algorithm, the LVQ2.1 algorithm (Kohonen, 
1990b), which achieved a performance of 96% and 83% on the auditory and visual data sets 
respectively.
This algorithm successfully makes use of cross-modal information from co-occurring inputs to 
adjust the boundaries of individual uni-modal codebooks that are being used to classify the same 
data. The results of this algorithm indicate that classes that are easily confused using only one 
information, inode can become well separated when multimodal information is used to train the 
classifier. However, whilst this algorithm’s performance is comparable to supervised algorithms, it 
requires that class categories be determined a priori, hi addition, the algorithm uses a two-stage 
approach in which the data is initially classified using the individual modes followed by cross- 
modal adjustment of the class boundaries. A completely unsupervised approach that implements 
multimodal categorization in one stage will overcome these two shortcomings.
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Westermann (2001) presents a Hebbian-linked neural map to model category formation through 
correlational activities between co-occurring domains. As in de Sa and Ballard’s algorithm, 
Westermann’s algorithm uses cross modal information to influence the self organization process 
taking place on the neural maps during training. However, unlike de Sa and Ballard, Westermann 
skips the uni-modal self organisation stage, opting, instead, to train each neural map from the 
beginning with both the map’s input data as well as the output from the other map. Consequently, 
following the application of inputs to the network, the activation on each neural map depends on the 
input applied directly to it as well as the activation from the SOM for the other domain.
2.2.8 A Neural Network for Domain Integration
Domain integration 
Hebbian weights
correlated domains
Figure 2.11: Westermann’s Neural Network for Domain Integration
Tests with both an artificial data set and a sensorimotor data set show that the domain integration 
algorithm successfully integrates two sensory domains, leading to psychologically observed 
phenomena such as prototype formation and categorical perception. Hence, this model successfully 
demonstrates that multimodal inputs can produce categorisation in an unsupervised manner. The 
neural maps utilized in this work are not self-organising maps (personal communication with 
Westermann). However, the self-organising map constitutes the commonest approach to 
unsupervised neural network processing, and, consequently, it is necessary to investigate a SOM 
implementation of this algorithm.
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2.3 Neural Computing: Temporal Neural Networks
Many real-world applications and cognitive tasks require the ability to process spatio-temporal 
sequences. For instance, path planning and navigation are some of the spatio-temporal sequences 
dealt with in autonomous machine learning (Araujo and Barreto, 2002), whilst language is one of 
the cognitive tasks that is spatio-temporal in nature (Elman, 1990; Dominey and Ramus, 2000).
Traditionally, sequence processing has focussed on the use of supervised networks. Examples of 
such networks include the recurrent neural networks by Elman (1990) and Jordan (1989). Such 
networks use hidden nodes as memory to store a condensed record of previously encountered 
subsequences. The hidden nodes are connected back to the input nodes and are used in subsequent 
time steps, thus ensuring that past information is taken into account. A potential shortcoming of 
these supervised approaches is that during training, a teaching signal is required, and hence these 
networks are inappropriate in applications requiring unsupervised learning.
However, there has been an increase in research into unsupervised sequence processing (Araujo and 
Barreto, 2002). Most of this research has centred on the self-organising map (SOM) which is by far 
the most popular choice for implementing unsupervised neural learning (Kohonen, 1995; Haykin, 
1999; Varsta, 2002).
2.3.1 Definitions of Terms Used in Multi-sequence Processing
The first step in unsupervised sequence processing is to convert the time domain signal of interest 
into a sequence of feature vectors X -  {x(r,-)}, t; - 1,2,...,oo where each feature vector x(tt ) encodes 
the time domain signal value in the vicinity of the time . Such a sequence of vectors is termed a 
spatiotemporal sequence (Ray and Kargupta, 1996).
Araujo & Barreto (2002) have defined a spatiotemporal sequence as a finite set of pattern 
vectors:
s' (/) = {s' (/),s( (/),...,sj, (/)}, s ' (t) e S c  9T > (2 24)
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grouped according to their order of occurrence in time, that is,
S1 = {s '( t) ,s '( t- l) ,. . . ,s l ( t - N l +1)} (2.25)
where N 1 is the length of sequence /,/ = 1,...,M , and M is the number of sequences. The elements 
of s1 (/) can be integer or real numbers.
Any part of the sequence S 1, such as s'j(t),s'j+1(t),...,slk (t) where \ < j < k < N l is called a 
subsequence of S 1 (Wang & Yuwono, 1995).
The temporal order of a sequence refers to the ordering among the components of a sequence 
(Wang, 2003). For example, the sequence N-E-T is different from T-E-N. A  sequence is defined as 
complex if it contains repetitions of the same subsequence like C- O - N  -F-R- O - N  -T, otherwise 
as simple (Araujo & Barreto, 2002, Wang & Yuwono, 1995; Wang, 2003).
Complex sequences can result in ambiguities during sequence processing. This is because within 
the same sequence, a pattern vector can recur at various points of that sequence. For instance, let us 
consider the sequence A-B-C-D-A-D-E. Suppose we wish to recall the subsequence A-D-E, and we 
enter the letter ‘A’ as a cue input to the network. This leads to ambiguity as to which component 
‘A’ we are referring to since the sequence has two ‘A’ components. This ambiguity can be 
alleviated by associating each input component with its neighbouring components. This can be 
achieved by holding, for each sequence item, a unique subsequence coming before it in short term 
memories (Araujo & Barreto,2002; Barreto & Araujo, 2001b; Bradski, Carpenter, & Grossberg, 
1992; Mozer,1993; Wang & Arbib, 1993; Wang & Yuwono,1995; Wang, 2003).
The shortest subsequence that unambiguously determines an item sfit) in a sequence S' is defined
as the time varying context of item .?((/), and its length is called the degree of the item s'j(t)
(Wang and Yuwono, 1995). Subsequently, the degree of the whole sequence S 1 is defined as the 
maximum degree of its components. Thus, a simple sequence that contains no recurring 
subsequences corresponds to a degree 1 sequence. Where multiple sequences are being 
simultaneously processed, we shall consider the maximum sequence degree as the degree of the 
network.
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In the earliest and most basic application of the SOM to handling time-varying patterns, the SOM is 
simply trained over data taken over a period of time. In this method, measurements of the time- 
varying pattern are made over time. During training, this measured data is presented in its lime 
sequence to the SOM. The SOM becomes topologically ordered, with adjacent data being mapped 
to adjacent points on the map. After training, if the measurement data is applied to the SOM in its 
time sequence, the subsequent best matching units (bums) trace out a time trajectory over the 
topologically ordered SOM. This method has been successfully used in monitoring and modelling 
the dynamic behaviour of complex industrial processes such as chemical processes, pulp and paper 
production as well as steel production (Tryba and Goser, 1991; Alhoniemi, Hollmen, Simula, and 
Vesanto, 1999).
The use of the SOM in this way involves no change in the SOM algorithm. The map is simply used 
to project data onto a map space, usually of a lower dimension. If the mapping preserves the 
distance relations between the data samples, then the bmit trajectory will faithfully trace the state 
trajectory of the process that is being modelled, hi this case changes in the bmu trace will be a true 
reflection of actual signal changes. However, there is a high possibility of unwanted folding taking 
place as high dimensional data is mapped to lower dimensional data by the SOM algorithm. When 
this happens, the bmu trace will no longer be a true reflection of actual signal change. To facilitate 
explicit temporal processing, the network architecture should be able to store information about past 
sequence items.
Kohonen (1991) proposed an approach whereby the basic SOM is trained to associate each 
sequence pattern with previous patterns. The SOM weights are divided into context weights and 
pattern weights. The context weights classify the self organising map into regions, whilst the pattern 
weights encode individual inputs. This architecture, referred to as the Hypermap, is trained in two 
phases using the basic SOM learning rule. In the first phase the Hypermap is trained using only the 
context vectors. After this the context weights of the Hypermap are frozen (i.e. made constants). 
Next, the Hypermap is trained using the pattern vectors only. In this phase the pattern weights of the 
SOM neurons are adapted whilst the context weights are left unchanged.
Recalling a sequence item from a Hypermap is done over two-phases. In the first phase, the 
“context domain” is selected by searching and identifying all the units that are within a given
2.3.2 SOM Based Approaches to Unsupervised Temporal Processing
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distance of the input context vector. In the second phase, the best match is searched from within the 
selected context domain, using only the pattern vector.
Kangas (1992) modified the basic Hypermap so that instead of explicitly encoding the context as 
part of the pattern, the context is given instead by the previous best match. Consequently, the 
Kangas map uses only the neighbouring units of the previous best match when choosing the next 
one. This approach results in units with similar patterns being stored in different parts of the map 
based on the location of previous sequence. Thus, this approach uses the core concepts of 
neighborhood and topological ordering of SOMs, to code temporal dependency.
In an alternative approach, known as the windowed data approach (Kangas, 1994; Principe, Wang, 
& Motler 1998), multiple copies of the input signal at various time delays are created. This “delay 
line” comprises the specification of a sliding time window over the input signal sequence. The 
sequence elements held by the delay line are then presented to the SOM or some other artificial 
neural network for processing.
Best match from within the 
■selected context domain picked 
using input pattern vector
Context domain selected 
using input context vector
Figure 2.12: The Hypermap
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The implementation of the windowed data approach is straight forward, but it suffers from a 
number of deficiencies (Elman 1990; Euliano 1998; Carpinteiro 2000). First, the length of the delay 
line must be chosen a priori. Second, the delay line imposes a rigid limit on the duration of patterns 
and suggests that all input vectors be the same length. More importantly, two patterns which are 
very similar temporally (e.g. shifted by one step in time) will be very different spatially, which is 
the metric used by artificial neural networks. For instance the vectors [1,0.0], [0.1,0], [0,0,1] may be 
considered as temporally displaced versions of the same basic pattern, but geometrically, they are 
very different, with each one occupying the corner of a unit cube.
1.0.0
Figure 2.13: Illustration of the spatial difference of the three dimensional unit vectors
Another way of encoding temporal information in a SOM is to incorporate leaky integrators into the 
SOM architecture as exemplified by the Temporal Kohonen Map (Chappel and Taylor 1993). The 
Temporal Kohonen Map (TKM) is obtained by adding leaky integrators into the outputs of the units 
of an ordinary SOM. The activity of a TKM unit is defined as a function of earlier input vectors in 
accordance with the difference equation:
Vj (/) = dVt {t - 1) -4||*(0 -  W, ( t f . 0<d<\  (2.26)
where Vft)  is the activation of unit i , x(t) is the input pattern at time t and wft )  is the weight 
vector of unit i .
The TKM uses the same update rule as in the original SOM. thus ignoring the leaky integrators at 
the output. Because of the incorporation of the leaky integrators, the TKM may be regarded as 
being biologically plausible, but it suffers from loss of context. Sequences that differ slightly in
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their initial elements (e.g., ABCCC, BACCC, and BBCCC) would probably have the same 
classification (Carpinteiro, 2000).
The Recurrent Self Organising Map (Varsta, 2002) modifies the TKM by moving the leaky 
integrators from the output units to the input. This allows the map to be treated much like the 
normal SOM. The integrators are modelled by the equation:
y, (/) = (!—cc)y, 0 -1) + a(x(t) -  w, (/)), 0 < or < 1 (2.27)
Figure 2.14: Structure of RSOM node with feedback
where w, (t) is the weight vector of unit i, and (X is the memory-depth parameter which weighs the 
influence of past difference vectors in relation to the current input vector x ( t ) .
The winner is selected by
y * . - » i » i h ( 0 | .  <2-28>
where the index bmu indicates the winning node.
This vector, y. ( t) ,  is used in the learning rule:
A  Wj = }hik {yik (r) -  Wj) .  (2 .2 9 )
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This learning rule incorporates temporal context into the winning neuron determination procedure 
and causes the unit to move towards the linear combination of the input patterns captured in y i .
However, whilst the recurrent SOM improves on the training of the TKM, both of them are limited 
in that only the winning node that emerges at the end of the sequence classifies the sequence. A 
mechanism is needed to spatially represent sequences on the map whilst keeping track of the 
temporal order of the sequence.
Voegtlin (2002) presented the recursive SOM for unsupervised temporal processing. The recursive 
SOM is an ordinary self -organising map to which recurrent connections have been added so as to 
feed back the previous stale of the SOM neurons, hi the recursive SOM algorithm, the input vector 
x(t) and the SOM representation derived at the previous lime step, v (r-l)  are considered as a 
single input to the classical SOM algorithm. Each unit on the map will therefore learn to represent a 
coupled vector comprising the input and its context. Representations of long sequences are learnt 
iteratively, based on previously learnt representations of shorter sequences.
where y  is a learning rate, and hik is a neighbourhood function
SOM
Figure 2.15: Structure of the recursive SOM
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Each unit / of the map i < /<  N has two weight vectors, w f and w f , that are compared to the input 
vector x{i) , and to the activities at the previous time step, y{t -1 ), respectively.
y(t) , the vector of activities in the map at time t is computed in accordance with:
y, =expf-a||x(/) — “ l )~ vffv| j  (2.30)
where a and /? are constant coefficients that reflect the importance of past inputs.
The best matching unit is the unit in which the summed quantisation error Ef :
i, = «]*(/) -  w f | + /||y (/ -1) -  w /|
(2.31)
is smallest.
During training, the weights of the best-matching unit are updated in accordance with the equations: 
Awf = yhik (*(/) -  w f ) (2.32)
and
Awf =)hlk(y{t -  l ) - w f )  
where y  is a learning rate, and hik is a neighbourhood function.
(2.33)
Wang and Yuwono (1995) proposed a neural network model, known as the anticipation model, for 
learning and generating complex sequences. During sequence learning the model actively 
anticipates the next component in a sequence. It then compares its anticipation with the next input' 
component. A mismatch between the anticipated component and the actual component leads to 
context adjustment through competitive learning. Training on a sequence continues until the 
network correctly anticipates the next component every time step.
Figure 2.16 shows the architecture of the anticipation model. Each input terminal in this model 
represents a unique input symbol. Associated with each terminal is a group of serially linked shift 
registers that are used to implement short-term memory (STM). Activation is stored in the first unit
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of the shift register chain the first time an input is applied to the terminal. Subsequent application of 
input to the terminal causes the stored activation to propagate along the chain. As the activation 
propagates down the chain, its magnitude is decreased by a constant amount until it is reduced lo 
zero.
A detector layer is used for detecting different contexts. Each detector in the layer receives inputs 
from all the shift register units and this layer is trained, through winner take all competition, to 
associate its units with the input subsequences corresponding to different contexts. Due to winner- 
take-all dynamics, there is at most one detector unit committed to particular subsequence.
The model anticipates the next component and compares it with the external input through the 
modulator layer. There is one modulator for each detector in the network. Each modulator receives 
a downward connection from its respective detector as well as upward connections from every input 
terminal. An active detector enables its modulator in the next time step. Once enabled the modulator 
updates its connection weights from the terminals through one-shot learning. Only one terminal is 
active in each time step, hence this one-shot learning associates the active context detector with the 
next input component. If these do not match the next time the detector is activated, then the 
anticipated activation of the corresponding modulator will be absent. The modulator detects this 
mismatch and then sends a signal to the respective detector to expand the context that the detector is 
supposed to recognise.
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Fig. 2.16: The anticipation model. Thin lines denote modifiable connections, while thick lines and dashed lines 
denote fixed connectioas.
The generation of a stored sequence is initiated by inputting the first item in the sequence. This item 
triggers a context detector associated with it. In turn, the triggered context detector activates its 
respective modulator, which, in turn, leads to the activation of the second component in its 
corresponding terminal. The activated terminal joins the beginning component to activate another 
context detector, which again triggers its respective modulator and thus the third input component. 
This process continues until the entire sequence is generated.
Wang and Yuwono (1995) have successfully shown that the anticipation model can learn to 
generate an arbitrary temporal sequence. However, this model is not able to store multiple 
sequences independent of each other. Rather, multiple sequences are implemented as one 
continuous sequence, with the individual sequences being distinguished from each other through the 
use of unique symbols as the first sequence components.
The anticipation model is designed to operate on symbol sequences and cannot handle 
spatiotemporal sequences. However, most temporal sequences arising from time domain signals 
such as human speech and biomedical signals need to be spatial as well. This is because the 
meaning or intelligence in these signals depends on both the existing features as well as the
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temporal order of the sequence (Ray and Kargupta, 1996). Consequently, the failure of the 
anticipation model to process spatiotemporal sequences is, in our own opinion, quite significant.
Barreto and Araujo (1999) modified the Hypermap approach (Kohonen, 1991) to come up with a 
self-organising neural network algorithm for learning and recalling multiple spatiotemporal 
sequences. They applied the resulting network to robot trajectory planning where it successfully 
learnt the temporal order of input trajectories in an unsupervised manner.
Figure 2.17: Barreto and Araujo’s (1999) unsupervised neural network for processing multiple spatiotemporal 
sequences
In this model (Figure 2.17), feed-forward weights encode the values of the sequence items whilst 
lateral weights encode the temporal order of the sequences. The feedforward weights consist of two 
parts, namely the sensor weight vector and the context weight vector. The input consists of a 
context vector s(t) and a sensor vectorc(r). The context vector identifies the item’s sequence whilst 
the sensor vector encodes the item’s value.
In this model, a sequence is encoded by applying the sequence items to the network one by one in 
their correct temporal order. On presentation of an input vector
v(r) ={?(/),?(/)} (2.34)
the sensor distance
D j(/)= ||jy (/)-w J(/)| (2.35)
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is used to determine the winning unit whilst context distance
£>•(/) =  |c, ( / ) - w f (/)]| (2.36)
is used to identify the sequence to which the item belongs. Each neuron is associated with a 
responsibility function R} (/) which, if greater than zero, prevents a neuron from winning twice.
The neurons are then ranked as f pi (/) < / a2(/) < ... < / /w_, (t) < f /m(/), w h e r e i = l ,...,n  is the 
index of the closest output neuron to the sensor vector s(t). The first K neurons in the ranking are 
then selected as the winners of the current competition. The activation value for each neuron is 
linearly scaled from a maximum user defined value, amax for the neuron ranked first down to a 
minimum value orain for the ranked neuron. All the other neurons with ranking greater than K 
will have zero activation. The feedforward weight vectors are then updated in accordance with the 
equation
where 0 < tj < 1 is the learning constant. The state transitions between consecutive winners are then 
encoded in the lateral weights in accordance with the temporal associative memory equation due to 
Amari (1972):
This equation implements a form of associative chaining (Crowder, 1968).
Once a sequence has been learnt, it can be retrieved either from its initial or from any intermediate 
state by presenting to the network a cue input for any item belonging to the sequence. For each cue 
input, the neuron outputs are computed using the equation:
(/ + !) = wj (/)+tjaj (0[v(/) -  wj (Oj (2.37)
niji (J +1) = m^ (/) + acij (t)a{ (/) j , i  = 1,..., n (2.38)
(2.39)
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The neuron with the maximum value is selected as the winner. The first part of this equation uses 
context distance to weight neuron output by contextual relevance. The second part of the equation 
uses sensor information to determine the winning neuron within the sequence by virtue of the 
neuron activation a} being derived from sensor distance. When the cued sequence item has been 
selected, the rest of the sequence is retrieved by means of the spreading activation mechanism 
(Rumelhart & McClelland, 1986) via the lateral Hebbian weights.
Barreto and Araujo’s model successfully encodes both the sequence items and the temporal order in 
which they occur through self-organisation. This in contrast to the implementation temporal 
coupling through pre-wiring as used in earlier models such as the outs tar avalanche model by 
Grossberg (1969). In addition, unlike the previous models we have looked at, this model can 
handle sequences that share items.
However, this model can only handle simple sequences, i.e. those sequences which have no 
repeating elements. This shortcoming was addressed in latter models by splitting the context vector 
into a time-varying context vector and a fixed context vector (Barreto and Araujo, 2001a; Araujo 
and Barreto, 2002). The time-varying context vector identifies a neuron within a particular 
sequence, whilst the fixed context vector serves as an identity vector for the sequence being 
encoded.
Tapped delay lines (Mozer, 1993) are used to generate the time-varying context vector for each 
input. The tapped delay line acts as a sliding time window over the input that captures a fixed 
number of the most recent sequence inputs, beginning from the most recent. In this way each input 
is associated with a subsequence that gives information relating to its position in the sequence.
The modified network is shown in Figure 2.18. The input vector v(r) to the network now consists of 
three vectors, namely, the sensor vector s( t ) , the time-varying context vector c T (t) and the fixed 
context vector c F(t) i.e.
(2.40)
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Similarly for each output unit in the network there are now three types of feed-forward weights, 
namely the sensor weights ws(t), the fixed context weights w F (t) and the time varying context
weights w T (t) i.e. the feed-forward weight vector for output unit j, j  = \...m  is now
Wj U) = {wj (/), wF (/), w} (/)}. (2.41)
For each sequence item presentation, the input is compared to each feed-forward weight vector in 
terms of the Euclidean distance. Three distances are computed for each output unit and these are the 
sensor distance
D j(/)= ||s ,.(/)-w }(/)|, (2.42)
the fixed context distance
Df ( / ) = |c / ( 0 - w /( 0 | |  (2.43)
and the time varying context distance vector
D]  (0 =  ||c j (t)-w j  (/)[ |. (2.44)
Identical methods to those used in the earlier model are used to compute network neuron activations 
as well as lo update both the feed-forward and lateral weights.
Figure 2.18: Barreto and Araujo’s (2001a, 2002) unsupervised neural network for processing complex multiple 
spatiotemporal sequences
Lateral 
Weights M
Feedforward 
Weights W
Sensorimotor
stimuli
a(t-l), y(t-l)
a(t), y(t)
Time-varying 
context
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The only change is that the contextual relevance information used to weight the network neuron 
outputs consists of both the global and local context distances as shown:
1- -
Df ( t )
i
i — DjO)
X X  e>
l=l
.(/)<?,(/) (2.45)
v 1=1
Following these modifications, Barreto and Araujo’s model can now store and recall multiple 
complex spatiotemporal sequences. This is an improvement over the anticipation model by Wang 
and Yuwono (1995) which can only handle symbols and not spatial vectors. Like the anticipation 
model, this model encodes multiple sequences by concatenating them into one continuous sequence. 
Individual sequences within the continuous sequence are distinguished from each other by the fixed 
context vector which is unique to all items of the same sequence.
In Barreto and Araujo’s model, a sequence can only be recalled by presenting to the network the 
first item’s fixed and time varying context vectors in addition to its sensory input vector. It is not 
possible, like in the case of the anticipation model, to generate a sequence by priming it with a 
subsequence of items making up the temporal context of its first item. This shortcoming arises 
because the model does not incorporate the dynamics of its short-term memory model when 
encoding the sequences. Rather, the short-term memory only serves to generate the time varying 
context vectors of the sequence items.
We conclude this section on spatiotemporal processing by noting that for a neural network lo handle 
multiple sequences with any number of repeating items, the neural network must be able to store 
multiple sequences at any one time, with each sequence stored as a separate entity. In addition, the 
application of a sequence identity vector to the network should be enough for the network to recall 
the cued sequence in its entirety. The network should also be able to recall a sequence when a sub­
sequence unique to the desired sequence is applied to the input of the network. We observe that 
none of the networks we looked at meets all the three requirements. One goal of this thesis is to 
propose a neural network that meets all these three requirements.
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2.4 An Exemplar Application
2.4.1 Neural Network Simulation of Early Child Language Acquisition
Our interest in multimodal processing is spurred mainly by the desire to develop neural network 
models of cognitive development that can be regarded as biologically plausible. One neural network 
model for cognitive development that lays claim to being more biologically plausible than previous 
efforts is ACCLAIM (A Connectionist Child Language development and Imitation Model), 
developed by Abidi and Ahmad to simulate child language development at the one-word and two- 
word stages(Abidi and Ahmad, 1997). However, before we discuss ACCLAIM, we look at some 
currently accepted theories of early child language acquisition.
2.4.1.1 Overview of Early Child Language
Studies of first language acquisition have documented general stages in linguistic development. 
However, to date the precise mechanism that takes a child from one stage to another is not yet 
known. Typically, the transition between stages is gradual and continuous (Ingram, 1989; Flavell, 
1971). Stages arise gradually with no precise start or endpoints, and overlapping into one. For 
instance, the one word utterance stage, starting at 18 months and ending around the 24th month is 
not static, but is characterised by a steady and gradual transition from one-word utterance to two- 
word utterance capability. This steady progress of language mastery continues such that by the age 
of 30 months a child’s utterances become more complex, as the child adds additional words as well 
as affixes and other grammatical morphemes. At this stage, the child also demonstrates a three-word 
comprehension level (Tomasello and Kruger, 1992), in preparation for the next stage.
Table 2.1, outlines the stages of child language acquisition from birth up to the two-word utterance 
stage as reported by Crain and Lillo-Marlin (1999). In this thesis, we are interested in simulating the 
one-word and two-word utterance stages. We now describe these two stages in more detail.
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Table 2.1
Stages O f Child Language Acquisition F rom  B irth  Up To The Two-W ord U tterance Stage
Child’s Age Linguistic Accomplishments
Few days to 2 months:
Can discriminate between native language and a foreign one from a different class.
Can differentiate two foreign languages from rhythmic classes different from their own 
language.
Can not differentiate languages from the same class
2-month: Can discriminate their own language from a foreign languageNo longer able to differentiate 2 foreign languages from different rhythmic classes.
4 - 5  months Can distinguish native language from another language in the same rhythmic class
6-8 months Can discriminate sounds from a foreign language that are not pan of their native language. Start to babble.
8 -1 0  months Babbling becomes gradually more varied.Less good at discriminating sounds from other languages
10-12 months Babies are tuned-in to the sounds of their native language and no longer discriminate sounds from other languages.
10-18 months Start to utter single words.
Start using gestures along with words
18 months -  2 years
Two word combinations shut to appear. Word order is similar to corresponding adult 
sentences.
Can understand longer sentences
Children at the one-word stage use one-word utterances to express a variety of complex conceptual 
relations, like recurrence, request, existence, disappearance and so on, in a behavioral and social 
context (Abidi, 1994). Children do not only utter words to refer to objects, but they typically use 
one-word utterances to convey information regarding the objects they are interacting with. For 
instance, MacWhinney (1998) notes that children like to learn words to discuss social activities and 
functions, whilst Ninio and Snow (1988) argue that the basic orientation of the child’s first words 
and early grammar is not towards some objective, nominal, cognitive reality, but towards the 
interpersonal world involving people and social roles.
Another researcher, Small (1990) also suggests that a child produces an utterance as a result of an 
underlying intention. For instance, children make utterances to express some aspect of the 
environment or to talk about themselves, their needs, beliefs, and desires. In the same vein as Small, 
Bloom (1973) similarly suggests that at the single word utterance stage .the child learns to represent 
the regularities in his/her environment in terms of the relations between the persons, objects and 
events in the world. For instance, objects are acted upon, can exist, cease to exist and recur; people 
do things and they appear and disappear and so on. She refers to these relations as conceptual
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relations. Bloom views language acquisition at the one-word stage as a child’s linguistic effort to 
expresses his/her communicative intention regarding a perceptual entity by uttering a word which 
encodes the desired conceptual relationship. For instance, after finishing a glass of milk the child 
may ask for more milk by simply saying the word more, and to indicate that she has finished 
drinking the milk, the child may simply use the word gone. The words the child utters can be used 
lo refer to different conceptual relations. For instance the word more can also be used to ask her 
mother to tickle her some more.
During the two-word utterance stage children appear to determine the most important words in a 
sentence and, almost all of the lime, use them in the same order as an adult would (Gleitman and 
Newport, 1995). Brown (1973) identifies a small set of eight basic semantic relations that the 
children’s two word utterances seem to be expressing. These semantic relations are shown in Table
2.2 (cf. Brown, 1973: ppl93-197).
Table 2.2
Brown’s set of eight basic semantic relations for two word utterances
from Brown, 1973
Two-Word Utterance Inferred Semantic relation
daddy run agent + action
kick bali action + object
Daddy ball agent + object
sit chair action + location
cup table entity + location
Mummy apple possessor + possession
crayon big entity + attribute
There girl demonstrative + entity
According to Brown, these sets of relations account for 70% of the utterances in the sample he used. 
This result is however disputed by Arlman-Rupp, van Niekerk de Haan and van de Sandt- 
Koenderman (1976) who report that this figure is much smaller. Nevertheless, Brown’s semantic 
characterisation of children’s two word utterances continues in current research, as illustrated in 
Table 2.3 redrawn from Golinkoff & Hirsh-Pasek, (1999, p. 151.) Although the terminology 
differs a little, with Recurrence and Disappearance relations having been added, the picture is the 
same.
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Aii analysis of these two tables suggests that when children first combine words they talk about 
objects: pointing them out, naming them, indicating their location, what they are like, who owns 
them, and who is doing things to them. They also talk about actions performed by people, and the 
objects and locations of these actions. This assertion is in agreement with the suggestion by Small 
(1990: ppl 33-135) that whenever a child produces an utterance he/she always has an underlying 
'intention' on which the utterance is based. Also, according to Small, the child expresses his/her 
'intention', together with related concepts, by using words strung together in a 'meaningful' 
manner to form a sentence.
Table 2.3
An Example of C urren t Sem antic C haracterization  of Two-W ord U tterances
(redrawn from Golinkojf & Hirsh-Pasek, (1999, p. 151.)
Two-Word Utterance Probable meaning expressed Possible gloss
Mommy sock
Possessor-possessed
or
Agent (acting on) an object
“That’s Mommy’s sock” 
or
“Mommy, put on my sock”
More juice! Recurrence “I want more juice”
Allgone outside
Disappearance
or
Nonexistence
“The outside is allgone” (said 
after front door is closed)
Throw chicken Action on object “(Dad) is throwing the toy chicken”
Car go Agent doing an action “The car is going”
Sweater chair Object at location “The sweater is on the chair”
Little dog Object and property “The dog is little”
That Susan Naming “That is Susan” or “Her name is Susan”
In the early 1990’s Abidi and Ahmad built a language development system that leamt to simulate 
how young children (18 -24 months) produce one-word and two-word utterances in response to 
audio-visual cues (Abidi and Ahmad, 1997). This system, known as ACCLAIM (A Connectionist 
Child Language development and Imitation Model), is a multi-net neural network comprising both 
supervised and unsupervised learning networks specifically built to simulate child language 
development at the one-word and two-word stages.
52
Description of the ACCLAIM architecture
The ACCLAIM architecture (Figure 2.19) comprises six neural networks. These networks are the 
concept memory, the naming connections network, the word lexicon, the conceptual relations 
network, the semantic relations network and finally the word-order network. The word lexicon is 
a self-organising map trained on linguistic inputs of words. The conceptual memory is a self- 
organising map that is trained on perceptual inputs. These two maps are then associated to each 
other through the naming connection network which is a network of Hebbian connections. The 
conceptual relations network is a feedforward network trained to associate the outputs of the 
concept memory to one-word utterances using the backpropagation algorithm. The semantic 
relation network is a three-layered fully connected Hebbian network. It works as a ‘matrix’ 
memory that can store associations between any two concepts. The last network is the word-order 
testing network. It takes as input the conceptual relation information from the semantic relation 
network and outputs the correct word order for the two-word utterance to be generated.
Figure 2.19: A synthesis of various neural networks, each simulating an aspect of child language development, to 
realise the conglomerate architecture of ACCLAIM
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2.4.1.2 One-Word Generation
The networks involved with the one word stage are the word lexicon, the naming connections 
network, the Concept memory, and the conceptual relations network. The word lexicon, naming 
connections network and the concept memory simulate ostensive naming, which is the naming of 
a term by pointing to its referent. Inputting a perceptual input to the concept memory causes the 
stored concept to be recalled. This recalled concept is then applied to the word lexicon through 
the naming connections network to generate the linguistic representation of the associated word. 
Similarly, applying a linguistic representation to the word lexicon causes the perceptual 
representation of the associated concept to be generated.
One-word speech utterance is implemented by the concept memory and the conceptual relations 
map. Applying a perceptual input to the concept memory causes the stored concept representation 
to be generated. This concept representation is then applied to the conceptual relationship 
network which responds by outputting the associated single word utterance.
Two-Word Generation
Abidi and Ahmad consider a child's two-word speech utterance as comprising two concepts: one 
concept representing the child's communicative 'intention', and another concept (corresponding lo 
external perceptual stimuli) representing some aspect related with the ’intention’. This is in line 
with the suggestions by Small (1990) and Bloom (1973) as previously discussed.
Abidi and Ahmad’s two-word speech representation is best understood by considering the real 
life situation (see Table 2.4) depicted in Bloom's data set (Bloom, 1973). From this situation, it 
can be inferred that Allison’s ( the child) communicative intention is lo request an Action' (to 
open a box of cookies) to be accomplished by an 'Agent' - 'Mommy' or 'mum'.
Table 2.4
An example of two-word speech represen tation  by Abidi and A hm ad (1997)
S itu a tio n T w o -w o rd  S en tence
(Allison holding out box to Mommy). 
What?
(Mommy opens box; giving it lo Allison).
Mommy open
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Therefore, the two concepts that form the input to the simulation are the child's communicative 
'intention' represented by the concept 'open' and the perceptual stimuli corresponding to the agent 
concept 'mum'.
Training involves the presentation of a two word collocation to the word lexicon. The naming 
connections between the word lexicon and the concept memory are then used to retrieve the two 
corresponding concepts. The semantic relations network then establishes the semantic relation 
beween the two retrieved concepts, and the word ordering network uses this relationship 
information to order the two words. Simulation of two word production is canned out by 
inputting perceptual and ‘intentional’ stimuli to the concept memory. This leads to the two words 
being generated by the word lexicon. These two words are then fed to the semantic relation 
network, which outputs the relationship between them to the word order testing network which 
uses this information to output the two words in their right order.
Figure 2.20: The procedure to simulate the learning of word-order
The simulation of the production of two-word sentences comprises three stages. The first stage is 
to retrieve the two input concepts and their corresponding words. In our example, the two 
concepts making up the two-word sentence - 'open' and 'mum' - are retrieved from the concept 
memory along with their corresponding words from the word lexicon. First, the concept 'open' is 
retrieved by presenting to the concept memory a semantic feature vector corresponding to the 
concept 'open'. The word 'open' corresponding to the concept 'open' is retrieved by exploiting the
55
naming connections network associating the concept memory and the word lexicon. In a similar 
manner, the second concept 'mum' is retrieved along with its corresponding word 'mum'.
The second stage is to determine the semantic relation between the two concepts. The semantic 
relation network has earlier learned the knowledge of semantic relations. Note that a semantic 
relation comprises the ’first concept category' combined with the 'second concept category'. The 
input to the semantic relation network therefore consists of the concept categories of the two 
concepts - 'open' and 'mum'. At the input layer, the first concept category 'Action', representing 
the input concept 'open', is presented to the semantic relation network resulting in the 'Action' 
category unit acquiring a high activation level. The high activation of the 'Action' category unit is 
spread across the connections to the category units in the intermediate layer. This results in all 
intermediate category units that may possibly have a semantic relation with the category 'Action' 
acquiring a high activation level, one of which is the category ‘location’. However, since all the
associated category units receive the same input, no one unit is more active than the other active
units. As a result, ACCLAIM is unable to determine the 'actual' second concept category which is 
semantically related to the first concept category 'Action'. To determine the identity of the actual 
second concept category among the multiple candidate categories in the intermediate layer, the 
perceptual input ‘mum’ is presented to the semantic relation network. ACCLAIM deduces the 
concept category of mum to be 'Agent'.
The third stage is to determine the correct word order of the words to be outputted. The word 
order module has been trained to determine the correct word order for any two concepts applied 
to the network. The two concepts, in this case ‘mum’ and ‘open’ are applied to the word-order 
module and . In this example the two possible word orders are ‘open Mommy’ and ‘Mommy 
open’. The word order with the smaller error is the one giving the correct word order. Finally the 
network issues out the two words in accordance with this order.
2.4.1.3 Contribution of Abidi and Ahmad’s work
Abidi and Ahmad successfully demonstrate that neural networks, when organised into multi-nets 
consisting of both supervised and unsupervised networks, drastically increase the overall 
computational power of neural networks to the extent that they can be used to solve complex 
tasks such as the simulation of child language development. Prior to this, most simulations on 
child language acquisition relied on only a supervised or unsupervised approach, and more often
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than not, on monolithic neural networks only meant to address a single aspect of child language 
acquisition ( for a review see Plunkett, 1997 and Mareschal and Thomas, 2001).
2.4.1.4 Shortcomings of Abidi and Ahmad’s work
Although Abidi and Ahmad’s model successfully simulates the production of two-word 
utterances by a child, it exhibits two main shortcomings. The first shortcoming is that it does not 
show how language acquisition progresses from one-word to two word utterances. We believe 
that it is essential to model this aspect since, as we have previously discussed, language 
acquisition progresses from one-word to two-word utterance stages in a gradual and continuous 
manner.
A second shortcoming of Abidi and Ahmad’s approach to early language acquisition modelling is 
that they base their model entirely on static neural networks. However, language is temporal in 
nature (Elman, 1990; Dominey and Ramus, 2000), and, for any computational language model to 
lay any claim to being biologically plausible, it would also have to be temporal.
2.4.1.5 A Model for One-Word to Two-Word Stage Transition
Jack, Reed, and Waller (2004) have proposed a game-theoretic system that simulates the 
transition from the one-word stage to the two-word stage in child language acquisition. To train 
the system on a particular concept, a description feature pair is inputted into the system. This 
description feature pair consists of a word or words describing the concept and one or more 
feature values that encode the concept. If the description feature pair already exists, its 
observation frequency, which is a record of how often the particular pair recurs, is incremented. 
If, on the other hand, the description feature pair is new lo the system, it is given a unique identity 
value and stored. The new description feature pair is then compared with all the other description 
feature pairs already in the system. Description strings are compared separately from concept 
feature values. A string match is found if one of the strings is a subset or exact match of the other. 
String subsets must contain complete words. Concepts are compared in the same manner as 
strings. During concept comparison, feature values are regarded as atomic, in the same way as 
words are regarded as atomic in the string comparisons. At each comparison, matching string 
parts and their associated matching concept parts are used to create new description feature pairs. 
Where matching pairs have been identified, the remaining unmatched description strings and 
concept values are used to create new description feature pairs as well. Each new description
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feature pair is compared, in turn, to already existing pairs and new feature pairs created in the 
same manner. In this way, a single input of a concept and its word description results in the 
generation of multiple description feature pairs.
The system can be used to generate a word by inputting the associated concept. In turn, a concept 
can be elicited by the input of the associated word string. Due to the generation of multiple 
description feature pairs during training, novel word combinations can be inputted into the system 
to generate novel concepts that the system has not been exposed to. In the same way novel 
concept feature value combinations can be inputted into the system to generate novel word 
combinations. During the earlier training phases, the number of description feature pairs 
generated by the system is small in comparison to directly entered description feature pairs. 
Hence the system relies mainly on the directly entered description feature pairs to generate 
outputs. With further training, the number of description feature pairs generated by the systems 
grows relative to the number of directly entered description feature pairs. As a result, a word or 
feature value input can elicit a generated description feature pair that more accurately matches it 
than any of the description feature pairs that have been entered directly. Consequently, when 
single words are used in the description feature pairs entered into the system, the system is more 
apt to elicit single word outputs in response to concept feature value inputs at the earlier stages of 
training, and then to generate more descriptive multiword strings, consisting of two or more 
words, as training progresses, hi this way, the system is able to simulate the gradual and 
continuous transition from one word to two-word speech utterance in a child.
Although the proposed system successfully simulates one-word to two-word transitions it does 
not provide any insights into how a child’s brain mechanisms are modified and organised during 
the language acquisition phase. In contrast to this model, computational implementations based 
on the connectionist paradigm are viewed as offering the best approach to understanding how the 
brain implements complex computations such as language acquisition (Plunkett, 1997; Rolls and 
Treves, 1998: pp 2). This is because connectionist systems mimic the neural organisation of the 
brain, albeit in a simplistic manner.
2.4.1.6 Gated Multi-net Approaches to Simulating Complex Cognitive Processes
Gated multi-net architectures offer a means by which complex processes such as simulating the 
transition from one-word to two-word can be implemented. However, before we look at gated
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multi-net architectures, we present a brief overview of how the simulation of child language 
acquisition has developed progressively from being based solely on single neural networks to 
being based on multi-net neural networks.
Neural networks have been used to simulate various aspects of child language acquisition (see 
Plunkett, 1997, 1998 for a review). For instance, Nakisa and Plunkett (1998) and Schafer and 
Mareschal (2001) have built neural network models to learn the categorisation of speech sounds 
in early phonological development. Similarly, Plunkett, Sinha, Muller, and Strandsby (1992) have 
constructed a neural network model of vocabulary development, as we have discussed in Section
2.1.2 of this thesis. Other researchers, such as Rumelhart and McClelland (1986), MacWhinney 
and Leinbach (1991), Daugherty & Seidenberg (1992) and Plunkett and Marchman (1991, 1993, 
1996) have used neural networks to model past tense acquisition.
Typically, these neural networks are of fixed architecture, and development is taken to 
correspond to changes in the connection strengths caused by repeated exposure of the network to 
the problem domain (Thomas and Karmiloff-Smith, 2002, 2003). Using the neural network model 
of beam balancing we looked at in Section 2.1.1, McClelland (1989, 1995) showed that small, 
incremental changes in the strengths of fixed network connections can lead to stage-like changes 
in the behavior of connectionist models similar to the stage-like developmental changes observed 
in children learning to master cognitive tasks.
However, when the task becomes highly complex, non-linear or varies widely over time it 
becomes difficult for a single neural network to process the task. Multi-nets are used instead. 
Multi-nets subdivide tasks into smaller and more manageable tasks, thereby making complex 
tasks more tractable. As we note in Section 2.4, Abidi and Raza (1997) have used a modular 
approach to combine both supervised and unsupervised algorithms in simulating child language 
development.
Multi-net architectures may be classified as gated or non-gated architectures (Ahmad and Bale, 
2001). In non-gated architectures, a programmer specifies the decomposition of the tasks into 
subtasks and then individually trains the modules on their specified tasks. Lastly, the programmer 
specifies the integration of the trained modules to come up with a composite trained architecture. 
ACCLAIM (Abidi & Raza, 1997) is an example of non-gated multi-net architecture.
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In gated multi-net architectures, the individual modules are arranged in parallel, and each module 
is designed to compute a mapping for a specific subset of the input patterns. A gating network 
autonomously mediates the responses of these individual modules. Some gated multi-nets, such 
as the Meta-Pi architecture (Hampshire and Waibel, 1992), require a programmer to specify the 
decomposition of the tasks into subtasks and then individually trains the modules on their 
specified tasks. In contrast, in other gated architectures, such as the mixture-of-experts 
architecture (Jacobs and Jordan, 1991; Jacobs, Jordan, Nowlan and Hinton, 1991), task 
decomposition and module training takes place autonomously without programmer intervention.
The mixture-of-experts architecture comprises n expert networks and a single gating network. 
Figure 2.21 shows a mixture-of-expert model with two expert networks. Each expert network 
performs computations for different regions of the input space whilst the gating network 
determines the contribution of each expert network to the final output of the system.
During the training of the mixture-of-experts, all of the expert networks, as well as the gating 
network are trained together. The training goal is to have the gating network leant an appropriate 
decomposition of the input space into different regions, with one of the expert networks 
responsible for generating the outputs for input vectors falling within each region (Bishop, 1995). 
Following the application of an input pattern, each of the n expert networks generates an output 
y t , where i denotes the specific expert network. The expert network whose output is most 
similar to the desired output of the system is declared the winner for the given input pattern. Each 
expert network leams about each training pattern in proportion to the similarity of its output to the 
desired output for that pattern. In this way, the different expert networks tend to specialise in 
different regions of the input space.
The gating network has one output node for each expert network. These gate outputs are each 
scaled by a softmax function to give the mixing proportions of the expert networks. If the 
output of the gate network is ii: , then the mixing proportion g; for the i ih expert network is
exp(»,)
II
*=* (2.46)
where n is the number of expert networks.
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The output of the mixture-of-expert system, y is then given by
/J
3’ =  Z  5 ' ) ’ /
'=' (2.47)
Expert
Network
Figure 2:21 The architecture of a mixture-of-experts model
Typically, the component modules of a mixture-of-experts model have feedforward connectivity 
which limits their modelling capabilities to static tasks. Ahmad and Bale ( 2001) develop a 
dynamic version of the mixture-of-experts model that is able to decompose a task into static and 
temporal subtasks and to allocate these tasks to the appropriate modules. This system, known as 
MASCOT (Modular Architecture for Subitising and Counting Over 71me), comprises 
autonomous, communicating modules with different topologies, including feedback links, 
operating under both supervised and unsupervised learning algorithms.
MASCOT is a two-level hierarchical multi-net system. At the higher level, a gating network 
learns to mediate the responses of two routes computing static and temporal tasks (see Figure 
2.22) and, ,at the lower level, the routes themselves are modular architectures exemplifying co­
operating and competing systems of neural modules respectively. The main component of the
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temporal route, shown in Figure 2.23, is a dual-gated mixture-of-experts model with competing 
feedforward and recurrent expert networks and capable of autonomous task-decomposition.
Caring
Network
Figure 2:22: MASCOT’s modular architecture comprises two routes, for processing static and temporal tasks. 
At this level, the modeller explicitly allocates the routes to specific tasks.
Figure 2:23: The temporal route through MASCOT includes a dynamic version of the dual-gated mixture- of- 
experts model. This model is capable of self-decomposition of a task into static and temporal subtasks and of the 
allocation of its feedforward and recurrent expert networks to those subtasks
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In this thesis, we propose a gated multi-net architecture for simulating the transition of child 
language from the one-word utterance stage to the two-word utterance stage. In our proposed 
model a static neural network simulates child language at the one-word utterance stage, whilst a 
temporal neural network simulates child language at the two-word stage. The two networks will 
be trained simultaneously, and as training progresses a gating mechanism shifts processing from 
the static network to the temporal network.
2.5 Synthesis
In this chapter, we identified some neural networks, both supervised and unsupervised, that have 
been applied to tasks that can be identified as crossmodal processing tasks. We conclude that in 
supervised neural networks, a common hidden layer enables the network to learn the mappings 
between the various information modalities. In addition, supervised networks can be made less 
computationally expensive by using competitive neural networks in place of backpropagation 
trained multilayer perceptron networks. In unsupervised neural networks, the mapping between 
the different information modalities is commonly implemented by links between the network 
layers encoding the individual modalities. However, the use of these links increases the number 
of computations required lo train the network sufficiently.
With regard to unsupervised spatiotemporal processing, we have identified three requirements 
that a neural network should meet if it is to handle multiple sequences with any number of 
repeating items. The first requirement is that the neural network must be able to store multiple 
sequences at any one time, with each sequence stored as a separate entity. The second 
requirement is that the network should be able to identify and completely recall a stored sequence 
when the sequence identity vector is applied to the network input. The third requirement is that 
the network should be able to recall a sequence when a pattern string unique to the desired 
sequence is applied to the input of the network. We have observed that none of the currently 
available networks meets all these three requirements.
Then we looked at ACCLAIM, the multi-net architecture developed by Abidi and Ahmad (1997) 
for simulating child language acquisition. Our analysis of child language leads us to conclude that 
child language is both multimodal and temporal and that it is a developmental process. A neural 
network model for child language should simulate these three aspects of child language. 
ACCLAIM meets the multimodality condition by using Hebbian-linked SOMs to implement
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crossmodal tasks. However, ACCLAIM fails on the developmental requirement by not simulating 
the progression from the one-word utterance stage to the two-word utterance stage. ACCLAIM 
also fails on the temporal requirement by not simulating the temporal nature of language.
We also consider a game-theoretic approach to simulating the transition of child language from 
the one-word to the two-word stage. We observe that although this approach successfully 
simulates one-word to two-word transitions, it does not provide any insights into how a child’s 
brain mechanisms are modified and organised during the language acquisition phase.
We then consider gated multi-net architectures as a means of simulating complex cognitive 
processes using neural networks. Based on this review, we suggest simulating the transition of 
child language from the one-word utterance stage to the two-word utterance stage using a gated 
multi-net architecture.
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3 Method
3.1 Introduction
In this chapter, we present our proposals for extending neural networks used for unsupervised 
crossmodal and spatiotemporal processing. We present first the single-pass algorithm for 
Hebbian-linked self-organising maps network. This algorithm enables the weights of the Hebbian 
links to be computed in just one epoch of training. Then, using the counterpropagation network as 
a basis, we develop a method for implementing crossmodal processing on a single self-organising 
map. The resulting network, which we refer to in this thesis as the modified counterpropagation 
network, is less cumbersome than the Hebbian-linked SOMs networks.
We then present the Temporal Hypermap, an unsupervised neural network architecture that can 
store multiple sequences at any one time, with each sequence stored as a separate entity. These 
sequences may have repeating items. The Temporal Hypermap is able to recall a stored sequence 
when the identity vector of the sequence is presented. The Temporal Hypermap is also able to 
recall a sequence when a pattern string that makes up part of the sequence is presented.
Lastly, we present a gated multi-net architecture for simulating the transition of child language 
from the one-word utterance stage to the two-word utterance stage. In our proposed model a 
counterpropagation network simulates child language at the one-word utterance stage, whilst a 
Temporal Hypermap simulates child language at the two-word stage. The two networks will be 
trained simultaneously, and as training progresses a gating mechanism shifts processing from the 
counterpropagation network to the Temporal Hypermap.
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3.2 Multi-net SOMs and the Modified Counterpropagation Network
3.2.1 Single Pass Hebbian-linked SOMs
Current implementations of the Hebbian-linked SOMs network update the link weights on a 
cycle-by-cycle basis. In this section, we propose an algorithm that computes all the Hebbian link 
weights in only one epoch of training. We shall refer to the resulting networks as single-pass 
Hebbian-linked SOMs networks to distinguish them from those in which the link weights are 
updated cycle-by-cycle throughout the entire training period.
Second modality input vector 
X21 X22 X ir
First modality input vector
Figure 3.1: Structure of the Single-pass Hebbian linked SOM
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Assume m input pairs are used to train a pair of Hebbian-linked self-organising maps over T 
epochs. The number of cycles C is the product of training exemplars and training epochs i.e. there 
are C = mT cycles. Our aim is to reduce the number of cycles needed to train the Hebbian links 
to ni, the number of training exemplars.
When an input is applied to a SOM, each SOM unit computes an activation output based on the 
value of the Euclidean Distance of its weight vector from the input vector. The activation function 
is taken to be a non-negative monolonically decreasing function of Euclidean distance. Possible 
functions that can be used are the exponential functions e.g.
(3.i)
or linear functions such as the function used by Miikkulainen (1990, 1997):
II x  -  IV
if f  e Nc ( 0  ( 3  2 )
r* max |
0 otherwise
where Wj is the unit’s weight vector, x is the input vector, Nc(t) is the neighbourhood around 
the maximally responding unit (shrinking with time), and wmax is the weight vector least similar 
to x in the neighbourhood.
We use the linear activation function by Miikkulainen to compute the individual SOM unit 
activations. When computing the Hebbian link weights we set the neighbourhood term Nc(t) 
equal to the whole SOM map since this computation is to be done in only one epoch.
We associate the two SOMs by creating links from each unit on one SOM to all the units on the 
other SOM and vice versa. Each link has a weight term that determines the correlation between 
the two units being associated. At each update instance, the changes in this weight term are 
proportional to the product of the activation of the two units being associated, i.e.:
A wkl =a(t)aka{ (3.3)
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where wkl is the bidirectional associative weight of the link between unit k in the first SOM 
and unit / in the second SOM, a(t) is a constant of proportionality, and ak and a, are the
respective unit activations. From this equation, the bigger the unit activations, the bigger the link 
weight, and the smaller the link weights, the smaller the link weights. Since unit activation 
decreases in proportion to the increase in the Euclidean distance between the unit’s weight vector 
and the current input, it follows that units whose weight vectors are most similar to the inputs will 
have the smallest Euclidean distance, and consequently will have high activations.
Let us assume that the First SOM has M units and the second N units, and that there are m 
training pattern pairs. We apply a pattern vector to the first SOM and its
corresponding pair x2i,i = to the second SOM. Application of input pattern vectors causes
each unit on the first SOM to generate activation
In both cases, the function /( .)  is the linear activation function in equation (3.2). Each unit on the 
first SOM is linked lo all the N units on the second SOM, and each unit on the second SOM is 
linked to all the M units on the first SOM, resulting in a total of MN links being formed 
between the two SOMs. Following the application of each pattern pair to the network, the weights 
of all the links joining each pair of nodes he  1 and le  are updated in accordance
with the equation:
(3.4)
whilst each unit on the second SOM generates a corresponding activation
(3.5)
wkl (n +1) = wkI (n) + a(t)aka, (3.6)
where n = 0 a n d  the constant a(t)< \.
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After training, applying an input vector xu,i  = to the first SOM generates competition
between the SOM units. The winning unit p{x) is that unit satisfying the condition:
p(.v) =  argm in|x,--W y||, j  = l , 2 , . . . , M .  (3 .7 )
Unit p(x) responds by generating an output
a,, = /(*,■ - w p) (3 .8 )
which propagates along the links from this unit to the second SOM. The winning unit on the 
destination SOM is unit q(x) , the destination node connected to the input node by the link with 
the largest weight, i.e. connected by link pq such that:
pq = argmax(vt» ) , k = 1,2,...,N . (3.9)Pk
In the same way, applying an input vector on the second SOM causes a corresponding output to 
be activated on the first SOM via the Hebbian links. Table 3.1 summarises the training algorithm 
for the single-pass Hebbian linked SOMs architecture.
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Table 3.1: The Single-Pass Hebbian Linked SOMs Network Training Algorithm
S te p l :  FOR each o f the two SOMs being linked initialise the SOM weight vectors1 Jm; define
topological neighbourhood function; set SOM learning rate parameter7^ ; set topological
neighbourhood parameters.
Step 2: Set all the Hebbian link weights, SOMs training counter ^ .
Step 3: Check SOMs training stopping condition2. If  false, go to Step 4; if  true go to Step 10.
x=(x,,x2)Step 4: FOR each bimodal input vector ' *’ -L d o S te p S :
Step 5: FOR each SOM„„ m ~  ^  do Steps 6 to 8:
Step 6: Find the best match of a weight vector with the input
q G m) ~ argmin||*,„ - w jm\\
j e  N  (k )
Step 7: FOR all the SOM nodes in the specified neighbourhood, q (q is the
winning node), update the modal weight vectors according to
\ w jm (k)  + 7j (k)[xm -  wJm] if  j e  N q (k )
w jm(k +  D |  2 if  j £  N q (k)
where ® < 9 ^ )  <  ^ js the learning rate parameter.
Step 8: Adjust the SOM learning rate parameter and reduce the topological
N ( k )  
neighbourhood 1
Step 9: Set k *— k + 1. then go to Step 3.
Step 10: FOR each bimodal input vector * ( + ,A2 )  ^ jq  g tep j j ancj ^2
Step 11: FOR each SOM„„ m =  ^  compute for each SOM node 7 the node activation
«j„, )
Step 12: FOR each node pair of nodes k on SOMj and I on SOM 2 compute the link weight 
w kl (n + 1) = wkl (n ) + oc{t)ak a t
where ® < ~  (the Hebbian network learning parameter)
1 Initialisation of the network weights can be carried out by either randomly initializing them or selecting a 
set of weights that reflect some a priori knowledge about the input data.
2 The stopping condition can be based on the total number of specified iterations or based on monitoring
the weight changes.
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In this section, we present a modified counterpropagation network that we shall use for cross- 
modal processing. This modified counterpropagation network successfully encodes and processes 
multimodal data using a single self-organising map. This is in contrast to Hebbian linked SOMs 
architectures that require a self-organising map for each input modality as well as a Hebbian 
network to associate the maps.
As we have mentioned in chapter 2, section 2.2.3, we can use the Kohonen layer of the 
counterpropagation network to associate corresponding modal input vectors where the input 
consists of m modal sources. In this case, the Kohonen layer neurons will each have m weight 
vectors, with each vector corresponding to a modal input. After training, when a modal input is 
applied to the network, the modal weights of the winning neuron will contain information on all 
the other modal inputs of the particular modal input. By reading off these weights, we can get the 
corresponding modal inputs to a particular modal input. In this case, the output Grossberg outstar 
layer is not necessary since all the desired information is contained in the modal weights of the 
Kohonen layer neurons.
In the modified counterpropagation network, each neuron encodes more than one mode of 
information, with each information mode having its own set of weights. If the modified
counterpropagation network has N neurons, then the neuron, >~k2,...N  ^ jias a mu]jjmoc{a} 
weight vector M' " ’Wf2..... M "" ^  where m is the number of information modes being encoded.
3.2.2 The Modified Counterpropagation Network
First modal input vector A] with mlh modal input vector xm
r elements with t elements
Figure 3.2: Structure of the modified counterpropagation network
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Multimodal data sets are used to train the counterpropagation network. Each training pattern in an 
in -mode data set consists of m vectors, with each vector representing a particular mode of 
information. The objective of training a counterpropagation network is to associate each training 
pattern with a neuron, and to do this with topological ordering, as in the case of the self -  
organising map by Kohonen.
During the training of the basic SOM, the neuron selected as the winner is the one that offers the 
best match between the input vectors and its weight vector w . The similarity between the input 
vector and each neuron weight vectors is typically established by finding the inner product of the 
two vectors. The winning neuron is the one with the largest inner product. Alternatively, the 
Euclidean distance between the two vectors can be used instead. In this case, the winning neuron 
is the one offering the minimum Euclidean distance. Both of these selection criteria for the 
winning neuron can easily be extended to multimodal inputs, as we now proceed to show.
Following the application of a multimodal input to the counterpropagation network, the winning 
neuron is the one that offers the best overall similarity between its individual monomodal weight 
vectors and the corresponding monomodal input vectors. The overall similarity measure for each 
neuron is computed by appropriately combining the individual monomodal similarity measures.
We need to ensure that all the modal vectors have the same weighting in the overall similarity 
measure for each counterpropagation neuron. To achieve this we first scale all the feature values 
of all the modal vectors such that they lie in the same range. This prevents the overall similarity 
measure from being influenced by differences in the ranges of feature values of individual modal 
vectors. Then, after computing the individual modal similarity measures, we prevent the overall 
similarity measure from being affected by differences in the modal vector lengths by dividing 
each modal similarity-measure by the modal vector length prior to computing the overall 
similarity measure.
Using the dot product we compute the mean dot product for each monomodal input vector and its 
corresponding neuron weight according to
dm=V j ! L ,  (3.10)
n
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The overall mean dot product, D j, for the j "'neuron is obtained by summing up all the 
individual monomodal mean dot products, i.e.:
and the winning neuron is the neuron with the largest summed mean dot product.
When using Euclidean distance to obtain the best match, the overall multimodal Euclidean 
distance for a neuron is computed as follows. First, the mean squared Euclidean distance for each 
monomodal input is computed according to
where vv,„ is the modal weight vector and n is the length of the monomodal vector.
The overall multimodal Euclidean Distance between all the applied monomodal inputs and the 
monomodal weight vectors for the neuron is then calculated according to
where p is the number of monomodal inputs. The winning neuron is the neuron with the smallest 
overall multimodal Euclidean Distance.
After selecting the winning unit, training of the counterpropagation network proceeds in the same 
way as for the basic SOM. Table -3.2 summarises the training algorithm for the modified 
counterpropagation network.
v
(3.11)
(3.12)
p
(3.13)
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Step 1: Initialise network weight vectors3 Wj .
Define topological neighbourhood function.
Set learning rate parameter Tj .
Set topological neighbourhood parameters.
Set training counter k=  0 .
Step 2: Check stopping condition4. If false, continue; if  true quit.
Step 3: For each multimodal input vector x = ( x , ,x 2,...,x „ i)  * do steps 4 through 9
Step 4: For each network node j  compute the mean squared Euclidean distance for each
Table 3.2: The Modified Counterpropagation Network Training Algorithm
1 1 | | _  _  I I 2
monomodal input d]m = — |x #„ -  Wjm |
Step 5: Compute for each node j  the mean multimodal Euclidean distance
p
m - i
Step 6: Find the best matching unit for the input vector 
q(x) = arg min D 2
j
Step 7: For all the nodes in the specified neighbourhood, j  e Nq (A) (q is the winning 
node), update the modal weight vectors according to
where 0 < 77(A) < 1 is the learning rate parameter.
Step 8: Adjust the learning rate parameter and reduce the topological neighbourhood 
Nq(k).
Step 9: Set A- <— k + 1 ; then go to Step 2.
3 Initialisation of the network weights can be carried out by either randomly initializing them or selecting a 
set of weights that reflect some a priori knowledge about the input data.
4 The stopping condition can be based on the total number of specified iterations or based on monitoring 
the weight changes.
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\3.3 The Temporal Hypermap
In this section we present the Temporal Hypermap, an unsupervised neural network that learns 
and recalls multiple complex temporal patterns. The Temporal Hypermap achieves the following 
objectives. First it stores multiple sequences and is able to correctly recall each sequence upon the 
application of context information that identifies the sequence. Second, when pattern strings are 
presented, the Temporal Hypermap is able to search and retrieve the sequence to which they 
belong.
Sequences to be stored are distinguished from each other by means of a context vector which 
serves as the sequence identity vector. Each of the network’s neurons has a dedicated tapped 
delay line that stores patterns associated with the sequence item being stored by the neuron. These 
delay lines are used to hold time varying context information that enables sequences to be 
recalled based on a cuing subsequence. The taps on the delay lines feed into a network of 
McCulloch Pitts neurons whose purpose is to identify the neuron associated with the input 
subsequence. Each neuron encoding a sequence item inhibits all the other neurons coming after it, 
thereby giving the correct temporal ordering of the sequence.
The sequence elements are each encoded by a self-organising map whose units each have two 
sets of weights. In line with Kohonen (1991) and Kangas (1992), we refer to the weight sets as 
context weights and pattern weights w p . The context weights vrc identify the sequence 
whilst the pattern weights w p encode the sequence patterns.
Each unit encoding a sequence item extends inhibitory signals to all the other units coming after it 
in the sequence. When a context vector cy is applied to the network, all the units associated with
the identified sequence are selected. However, because of the inhibitory links, only the first unit 
in the link will be activated since it is the only one without inhibitory links going into it from the 
other units. When this unit is deactivated, its inhibitory effect on all the other units is removed. 
Consequently, the next unit in the sequence is activated since it no longer has any inhibitory 
signal. As this process of unit activation and deactivation is repeated across the network, the 
sequence is reproduced in its correct temporal order. This scheme was first proposed by Estes 
(1972), and used by Rumelhart and Norman (1982) in their model of how skilled typists generate 
transposition errors.
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Inhibitory links
Two-dimensional array of 
Temporal Hypermap
Context Input Pattern Input
Fig 3.3: Illustration of a sequence SI with consecutive sequence elements Sn , Sj2, S13 and SI4 encoded on a 
Temporal Hypermap. Note that inhibitory links extend from each sequence item to all the sequence items
succeeding it in the sequence.
3.3.1 Encoding sequences
Prior to encoding a sequence onto a multimodal both its context and pattern weights are assigned 
random values in the range -0.5 to 0.5. Training is carried out in one cycle with inputs being 
applied on a sequence by sequence basis. For each sequence, training inputs are applied in the 
order of their occurrence. Each unit on the Temporal Hypermap’s self-organising map encodes 
exactly one sequence item. This prevents ambiguity in the retrieval of sequences where inputs are 
repeated, or where identical pattern vectors occur in other sequences. In line with Araujo & 
Barreto (2002), we define, for each unit « •, a responsibility function, Rj (r), that indicates if the
unit is already responsible for the storage of a given item of the sequence. The unit tij is allowed
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to compete if Rj (?) = 0 , and it is excluded from any further participation in the sequence 
encoding cycle if Rj (?) > 0 .
Assuming that the Temporal Hypermap’s self-organising map has N units, we now describe the 
sequence encoding process in more detail. The input patterns making up the sequence to be 
encoded are inputted into the Temporal Hypermap in their correct temporal order. Each input 
patient vector pj to be encoded is applied to the Temporal Hypermap along with the sequence
context vector c . The context vector is the one that identifies the particular sequence whilst the 
pattern vector is the actual pattern that needs to be encoded into the sequence at that particular 
instance. After this the context distance d j and pattern distance d j  of each uninhibited unit 
je. 1, . . . ,N in the self-organising map are computed. The context distance of a unit is the 
Euclidean distance of that unit’s context weight vector from the input context vector, i.e.:
Similarly, a unit’s pattern distance is the Euclidean distance of that unit’s pattern weight vector 
from the input pattern vector, i.e.:
These two distances are then used to compute the weighted pattern distance d j  for each 
uninhibited unit:
The weighted pattern distance d f  ensures that the unit with the best matching pattern vector is 
the target unit in the target sequence. For each Temporal Hypermap self-organising map unit tij 
the winning signal is
(3.14)
(3.15)
(3.16)
1 if n j is the winner 
0 otherwise
(3.17)
The context and the sequence weights {wc, w p] for the winning unit are then updated as follows:
wj («) = c (3.18)
w f(n) = pj(n) (3.19)
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Each unit in the network generates context activation, cacl (/) in accordance with:
0 otherwise
1 if d f < (p (3.20)
where d f  is the Euclidean distance between the context weight vector of the unit and the input 
context vector. is a threshold value setting the maximum permissible dissimilarity between the 
unit’s context weight vector and the input context vector for them to be regarded as representing 
the same context.
The context activation enables sequences belonging to the current sequence to be distinguished 
from those of other previously encoded sequences.
Inhibitory links why are then extended to the winning unit j  from all the previous winning units 
/€ 1,2, . . .TV in the sequence. These previous units are those units whose context input activation 
and responsibility function are set to one. i.e.:
3.3.2 Temporal Hebbian Link Association
Lastly, the current winning unit is linked to the winner in the previous time step through lateral 
weights. In this way the temporal order of the individual items making up the sequence is 
encoded through the lateral weights. The lateral weights are updated in accordance with the 
temporal associative memory equation due to Amari (1972) and adopted in Araujo & Barreto
where unit k is the current winner, unit j  is the winner in the previous time step, X is the lateral 
learning rate, a • and ak are the two units’ winning signals in accordance with equation 3.20.
For one-shot sequence training, as adopted in this thesis, the lateral learning rate X is set to 1, and 
the initial weight between any two links is set to zero. It therefore follows that at the end of
(3.21)
(2002):
m jk (/) = m jk (/ - 1) + Xa2 (r -1  )ak (/) j, k e l . i . l (3.22)
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training, the lateral weights between any two successive units is one, whilst the lateral weight of 
the link between units that are not successive is zero.
3.3.3 Encoding Time-Varying Context
The Temporal Hypermap uses tapped delay lines (Mozer, 1993; Barreto & Araujo, 2001) to 
encode the lime varying context for each sequence unit. Each unit has a tapped delay line, to 
which the unit’s winning signal is applied. The length of each delay line is set to d - I , one less 
the degree of the network. Note, if a network has a degree of 1 then all the sequence elements are 
unique and therefore its units will not have tapped delay lines. Once a unit n.j has been activated
it generates a winning signal a j in accordance with equation 3.20. This winning signal is applied
to the delay units and it is propagated along the delay unit for d - 1 time-sleps, after which it is 
cleared out of the delay line.
Associated with each delay line are threshold logic units (McCulloch and Pitts, 1943). The 
purpose of these threshold logic units is to determine the network unit with the maximum 
response to an input subsequence. A threshold logic unit (TLU) accepts as input an w- 
dimensional vector of binary values, (jq(f),..., x,„(/)),/» > 1. This input vector is scaled by a set of 
weights v,-, where / = m , and summed to give a weighted net input
m
(3.23)
/=L
The output y(t) of the TLU is given by the equation:
u > 6
otherwise
(3.24)
where 6 is an activation threshold which must be exceeded for a pulse to occur.
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eFigure 3.4: Architecture of a threshold iogic unit with threshold o.
The number of threshold logic units n on each Temporal Hypermap neuron is given by 
d - \  d > 2
n -  (3.25)
0 otherwise
where d is the degree of the network, and the weights v; scaling each input to a threshold logic 
unit are set to one.
The activation threshold Q of each TLU on a Temporal Hypermap unit is set equal to one more 
than the integer position z of the tap feeding into it from the delay line on the unit, i.e.
Q—z+ 1. (3.26)
Before being applied to the Temporal Hypermap neuron, the output of each threshold logic unit 
is scaled by a weighting factor vy = 9j , where 9j is the activation threshold of the threshold
logic unit and j  is the position of the threshold logic unit, ranging from 1 to n, the number of 
threshold logic units feeding into the Temporal Hypermap neuron.
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Context Vector Pattern Vector
Figure 3.5: Diagram of the Temporal Hypermap with a sequence complexity degree of 3. The threshold logic 
units are denoted by the letter T, and the delay units are denoted by the letter D
Consequently, each unit on a Temporal Hypermap with degree d will each have d - 1  TLUs, and 
the threshold values of these TLUs will range from 2, for the TLU connected to the tap at the end 
of the first delay element, to d , for the TLU connected to the last tap on the delay line.
We now illustrate how time varying context is encoded in a d degree Temporal Hypermap by 
considering the p lh unit. This unit has d delay elements as well as d - 1 TLUs, 
Tp\»Tp l, . . . ,T/)(d_2),Tp(d_X). Each TLU, Tpn; where he  1,2, ...(7 /-1) has threshold level of « + l as 
well as 7i+ l delay line taps feeding into it. The delay line taps feeding into Tp„ are 
—»'D(,m..,-1)i>£’(/j+,»)0. For instance in Figure XX tap Tn  receives input 
from DJX and Dk0 whilst tap TJ2 receives input from Dj2 , DkX and D/0 . Also note, links
between the TLU of a unit and the delay taps in the specified units can only occur if they all 
belong to the current sequence, i.e. the context activation for each unit participating in encoding a 
unit’s time varying context should have a value of 1 .
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3.3.4 Recalling Sequences
Sequences can be recalled in two ways. In the first instance the sequence context is applied to the 
network, and this causes the Temporal Hypermap to retrieve the desired sequence in its correct 
temporal order. Secondly a subsequence belonging to a particular sequence may be applied to the 
Temporal Hypermap. The Temporal Hypermap responds by retrieving the inputted subsequence 
together with all the sequence items coming after the subsequence.
3.3.5 Recall of Sequences Through Sequence Identity Information
Applying a context vector c} to the N unit Temporal Hypermap causes the j lh sequence to be 
recalled in its correct temporal order as we now show. On application of the context vector, all 
the units making up the sequence are activated. The activation rk ( j) of the k"' unit following the 
input of context vector c2 is given by
f II  ^|| 2 (  ii „l|2'l
'i O ') = j 1 1
7 | c,--w ,|| = maXy|cf -  wk [ J , /e  1,2,.. .,N (3.27)
[o otherwise
where wf is the d-dimensional context weight vector of the klh unit in the network.
On activation, each sequence unit inhibits all those other units that come after it in the sequence. 
As a result, only the unit encoding the first sequence pattern remains in the activated state since it 
alone is uninhibited. Hence at time t = 1 the first sequence unit nj{ is activated, and it suppresses
all the other sequence units through the inhibitory links emanating from it. Its responsibility 
factor Rji(t) is set to zero, and this prevents it from responding any further to the context vector
input for the rest of the sequence retrieval duration.
In the next time instance, t = 2 , the activation on njX falls to zero, and the next sequence unit nJ2
becomes activated. In turn, nj2 suppresses all the other sequence units coming after it, and its
responsibility factor is also set to one. At time step / = 3. The next unit nj3 becomes activated,
and this process continues until the last unit in the sequence is retrieved. Note that the context 
input is maintained for the entire duration of sequence retrieval since the sequence units have to 
be kept in a state of readiness for them to respond to the removal of inhibition signals.
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To retrieve partial sequences from the Temporal Hypermap using pattern cues we need to use as a 
cue a string of pattern vectors. The length of each string must be equal to the degree of the 
network, and the first term of the string must be the first component of the partial sequence we 
wish to recall. We illustrate the pattern cued recall of partial sequences using a hypothetical 
example. Suppose that a network has to learn the following sequence A-B-C-A -B-D-A-E-C. The 
sequence has a degree of 3, and we shall assume that this is also the degree of the network. To 
make our analysis simpler we will use subscripts to differentiate identical sequence elements. 
Thus the sequence becomes: Ai, Bi, Cx, A2, B2, D, A3, E, C2. We wish to recall the sequence 
starting from the second A in the string. To identify this A, we shall input the pattern cue string A 
-B-D, one pattern at a time.
Inputting A causes winner take all competition to occur between the units of the network. The A - 
sequence units have the closest distance to the input, therefore they are enabled. However, no A 
sequence unit has its output activated since there is no outright winner. A winning signal is 
generated for each A unit and applied to the input of the corresponding tapped delay unit.
In the next time interval, B is applied to the network. The two B sequence units respond, and are 
enabled. At the same time the winning signal on the A units is time shifted in the delay line by 
one time step. The first threshold units for the A units each receive an input from the first delay 
line tap on their respective delay lines. Units Aj and A2 also receive the winning signal from the 
B units following them. The first threshold units on Aj and A2 are therefore activated since the 
threshold value of 2 has been equalled. The outputs of these two threshold logic units are each 
weighted by an output weight value of 2. Meanwhile the activation of the B units is one. Units Ai 
and A2 therefore have a bigger activation than the B units. Consequently A] and A2 suppress Bi 
and B2.However, since Ai and A2 each have the same activation value, no output signal is 
generated is generated by the network
In the third time step, pattern D is applied to the network. The D sequence unit responds, and is 
enabled. At the same time the signals in the delay units of all the A and B units are each shifted 
by one time step. The delayed signal 011 all the A units is now being applied to the second and 
final threshold unit in each of the A units. Similarly, the delayed signal on each of the B units is 
now being applied to the first threshold unit. In this instance the input to the second threshold unit 
on A2 equals its threshold value of 3, and the input to the first threshold unit on B2 equals its
3.3.6 Using Pattern Cues to Recall Partial Sequences
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threshold value of 2. Hence the units which are ready to be activated are A2, B2 and D. However, 
the output of the active threshold unit on A2 is weighted by an output weighting value of 3 whilst 
the active threshold unit on B2 has an output that is weighted by 2. D’s output, being the zeroth 
time step input to the delay line is not weighted at all. Consequently A2 has the highest activation, 
followed by B2, and lastly by D. A2 therefore suppresses B2 and D, and since it is the only unit 
with the highest activation, it fires and generates an output. Following the activation of A2, 
spreading activation along the lateral link weights is then used to retrieve in their correct temporal 
order all the sequence units coming after A2.
This description suggests two important results concerning the retrieval of sequences by using 
subsequences as cues. The first result is that if the encoded sequence consists of one or more 
partial subsequences which are right subsequences of the prompting subsequence, the network is 
still able to identify the correct starting point of the prompting subsequence provided that the 
length of the prompting subsequence is less or equal to the degree of the network. A right 
subsequence of sequence S is a nonempty right part of S (Wang and Yuwono, 1995). For 
example, sequences D, C-D, B-C-D are all the right subsequences of sequence A-B-C-D. In the 
sequence we have looked at A-B (encoded by units Aiand Bj) and A (encoded by unit A3) are all 
right subsequences of A-B-D (encoded by units A2, B2, D). The supersequence A-B-D is 
preferred over its right subsequences because at each stage, the network does not issue an output 
so long as there is more than one activated unit. This ensures that only the unit encoding the 
beginning of the supersequence will be activated since it is the only one that will ensure that only 
a single unit is activated finally. For this process to work, the delay line should be long enough to 
take the whole length of the prompting subsequence.
The second important result is that if the encoded sequence consists of one or more partial 
sequences which are left subsequences of the prompting subsequence, the network is still able to 
identify the correct starting point of the prompting subsequence provided that the length of the 
prompting subsequence is less or equal to the degree of the network. For instance in our example 
D and B-D are all left subsequences of the prompting subsequence A-B-D. Our network is able to 
do this because once a unit is activated through the input of a sequence item, the winning signal is 
fed into the delay line, and at each time step the signal is moved one step along the delay line. At 
each step the signal is connected to a threshold logic unit. The output weight of these threshold 
logic units is in proportion to their position in the unit, with the last threshold logic unit having 
the highest weight and the earliest threshold logic unit having the least weight. After inputting
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the whole subsequence A-B-D, the signal in the A2 unit has been time shifted the most, followed 
by the signal in the B2 unit, and followed last by the signal in the D unit which is not shifted at all. 
Consequently A2’s threshold logic unit signal is weighted the most, followed by the B2 threshold 
logic output, and followed last by the activation on the D unit, which is not weighted. 
Consequently, A2 generates the biggest response and suppresses all the other units. At any 
instance after the entering the first item of the prompting subsequence, the entered partial 
subsequence will have left subsequences as well. Hence this result shows that the first unit to be 
activated is given preference over all the other units.
We may conclude that in a Temporal Hypermap with degree r a subsequence with r elements 
cues one and only one sequence element.
3.4 A Gated M ulti-net A rchitecture
In this section, we propose a gated multi-net architecture for simulating child language 
acquisition at the one-word utterance and two-word utterance stages. We wish to simulate the 
gradual and continuous transition that is observed when a child moves from the one-word to the 
two-word utterance stage.
We assume that the events a child wishes to speak about do not ail occur uniformly, but some 
tend to occur more often, depending on the child’s environment. The conversations between the 
baby Allison and her mother (Bloom, 1973), which we discuss in Section 2.7.1, appear to support 
this assumption. As we observed, these conversations tended to centre on the objects and events 
actually occurring in the controlled environment in which the child was placed. In addition, the 
most dominant subjects of their conversations were the objects closest to the child, such as 
Allison herself, her mother, the bag of cookies and the chair on which Allison could sit. 
Consequently, we assume, in our model, that a child is most likely to master utterances pertaining 
to the most frequent events, and therefore be able to represent them earlier using more complex 
linguistic representations than is likely for the less frequent events.
Our gated multi-net architecture for simulating early child language acquisition consists of a 
modified counterpropagation network and a Temporal Hypermap. The counterpropagation 
network encodes child language at the one-word utterance stage whilst the Temporal Hypermap 
encodes child language at the two-word utterance stage. For each input encoding an event the
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child wishes lo speak about, the transition from one-word utterance to two-word utterance is 
probabilistic, with the likelihood for such a transition increasing as training progresses. In 
addition, the frequency of occurrence of an input in the training set determines the probability of 
that input being represented by a two-word utterance. Inhibitory links from the Temporal 
Hypermap to the counterpropagation network suppress the counterpropagation network output 
whenever the Temporal Hypermap is active. This ensures that only one network is able to 
generate an output at any given instance.
During training, input vectors encoding the desired one-word utterance are presented to the 
modified counterpropagation network. At the same time, the two-word sequence and the context 
vector that identifies it are presented to the Temporal Hypermap. The context vector may be a 
concatenation of the perceptual entity vector and the relationship vector, or it may just be an 
arbitrarily selected identity vector. The counterpropagation unit trains on the vectors encoding the 
one-word utterance whilst the Temporal Hypermap trains on the vectors encoding the two-word 
utterance. The Temporal Hypermap trains using a one-shot encoding process, meaning that the 
Temporal Hypermap completely encodes the two-word sequences in the first epoch of training.
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Key:  ► Inhibitory input
CP: Counterpropagation
Figure 3.6: A Neural Network Model for One-Word to Two-Word Utterance Stage Transition that Exhibits a 
Gradual and Continuous Transition from the One Word to the Two Word Speech Utterance Stage
Each time an input is presented to the Temporal Hypermap, the units associated with the input are 
activated, and a counter is incremented. The value of this counter determines the likelihood of the 
Temporal Hypermap generating a two-word utterance. If the Temporal Hypermap is activated to 
generate the two-word utterance, the Temporal Hypermap issues an inhibitory signal which 
prevents the counterpropagation network from generating the corresponding one-word utterance. 
Once the Temporal Hypermap is activated to generate a two-word utterance for a particular input, 
it will automatically generate that two-word utterance each time the input is presented to the 
gated multi-net.
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Since the counter values of all the Temporal Hypermap are initially set to zero at the beginning of 
training, it follows that the likelihood of activating the Temporal Hypermap to generate two-word 
utterances is initially very small. Hence during the initial cycles of training, the 
counterpropagation network is more likely to be activated. In this way, the gated 
counterpropagation network simulates the one-word utterance stage during the early phases of 
training. As training proceeds, the values of the counters in the Temporal Hypermap increase, and 
this also increases the likelihood for the Temporal Hypermap being activated in preference to the 
counterpropagation network. Hence as training progresses, the gated multi-net generates more 
two-word utterances than one-word utterances. Finally, when all the Temporal Hypermap units 
have been activated, the gated multi-net generates two-word utterances only.
For each input, we make the likelihood of activating the Temporal Hypermap in preference to the 
counterpropagation network a monotonically increasing function of the training cycle number. A 
simple function satisfying this requirement is the straight line equation:
y = mx+c  (3.28)
where y  is the output, x is the input, m is the gradient, and c is the initial value of y .
For the gated multi-net we let the:
training cycle number n be x
initial one-word to two-word transition probability for the given input pu (0) be c 
current one-word to two-word transition probability for the given input pu (n) be y .
If the final probability at the end of the training cycles nT is 1 then the gradient m is:
1- ^ ( 0 )m =- (3.29)
Hence, assuming a straight line relationship between the one-word to two-word transition 
probability and the number of the training cycle, the one-word to two-word transition probability 
is given by:
p„ o o = 0  “  Pu (0))—  + p„ (0)nT (3.30)
The likelihood of generating two word utterances for the various events in any given cycle of 
training may depend on their relative frequencies, with the least occurring event having the least 
likelihood and the most frequently occurring event having the highest likelihood. If the least 
occurring event has an initial probability p kust (0) of generating a two-word utterance, then an 
event that has a relative frequency of occurrence f  will generate two word utterances with initial 
probability
Pf  (0) = /  x pkas, (0). (3.31)
and the probability for the current cycle may be computed by using pf  (0) in place of pu (0) in 
the equation 3.30.
3.5 Synthesis
In this chapter, we have presented neural network algorithms that extend the neural networks 
used to implement unsupervised multimodal processing and unsupervised spatiotemporal 
processing.
We have introduced the single-pass Hebbian-linked SOMs as an alternative to in-situ Hebbian- 
linked SOMs. The single-pass Hebbian-linked SOMs uses a training algorithm that reduces the 
time needed to compute the network’s link weights to only one epoch of training. In contrast, in- 
situ Hebbian-linked SOMs encode link weights by updating them on a cycle-by-cycle basis 
throughout the whole duration of network training.
We then introduce the modified counterpropagation network. This architecture implements 
multimodal processing using only one self-organising map. The modified counterpropagation 
network is less cumbersome than Hebbian-linked SOMs. This is because Hebbian-linked SOMs 
networks require a separate self-organising map for each input modality. These separate maps 
require link networks between them, and this adds to the computational expense of the Hebbian- 
linked SOMs architecture.
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We have also presented the Temporal Hypermap, which is an unsupervised neural network 
architecture can store multiple sequences at any one time, with each sequence stored as a separate 
entity. These sequences may have repeating items. The Temporal Hypermap is able to recall a 
stored sequence when the identity vector of the sequence is presented. The Temporal Hypermap 
is also able to recall a sequence when a pattern string that makes up part of the sequence is 
presented.
Lastly, we have presented a gated multi-net architecture for simulating the transition of child 
language from the one-word utterance stage to the two-word utterance stage. In our proposed 
model a counterpropagation network simulates child language at the one-word utterance stage, 
whilst a Temporal Hypermap simulates child language at the two-word stage. The two networks 
will be trained simultaneously, and as training progresses a gating mechanism shifts processing 
from the counterpropagation network to the Temporal Hypermap.
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4 Experimental Evaluation
4.1 Introduction
In this chapter, we evaluate experimentally our proposals for crossmodal and spatiotemporal 
processing using unsupervised neural networks.
We have proposed two neural networks for unsupervised crossmodal processing. These are the 
single-pass Hebbian-linked SOMs network and the modified counterpropagation network. The 
single-pass Hebbian-linked SOMs network only requires one epoch to train its Hebbian link 
network unlike the in-situ Hebbian-linked SOMs networks in which the Hebbian link network is 
updated on a cycle by cycle basis over the entire duration of network training. The modified 
counterpropagation network overcomes the cumbersome nature of Hebbian-linked SOMs by 
ensuring that all the crossmodal processing is implemented using only one self-organising map.
We compare experimentally the extents to which the single-pass Hebbian-linked SOMs network, 
the counterpropagation network and the in-situ Hebbian-linked SOMs network leam the 
crossmodal mappings in two bimodal datasets. The first dataset, which we shall refer to as the de 
Sa and Ballard dataset, comprises the auditory and visual representations of consonant-vowel 
utterances (de Sa and Ballard, 1998). The second dataset, which we shall refer to as the Li and 
MacWhinney dataset, comprises the phonological and semantic representations of words 
collected from child language acquisition studies (Li, Farkas and MacWhinney (2004). For both 
datasets we assess each of the three network architectures on both the training data and on test 
data which are not part of the training set. We use the training data to establish how well the 
network has learnt from the training set, and the test data to assess how well the network 
generalises the cross-modal mappings it has learnt to novel data.
We also compare the classification percentages attained by each of the three networks by 
alternately using each of them as the first stage in a two-stage classifier and evaluating the 
subsequent performance of the two stage classifier. We train and evaluate the two stage classifier 
using the de Sa and Ballard dataset whose data comprises 96 repetitions of each of the consonant- 
vowel utterances /ba/, /va/, /da/, /ga/  and /wa/. As we learnt in section 2.2.7 of this thesis, de Sa 
and Ballard (1998) similarly evaluated the classification performance of the LVQ-2 algorithm
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(Kohonen, 1990b) and their self-supervised crossmodal classifier. We will therefore be able to 
compare the classification performances of each of the three crossmodal networks to the 
performance of the self-supervised classifier and the LVQ-2 algorithm.
With regard to spatiotemporal processing, we have proposed a Temporal Hypermap that can 
simultaneously encode more than one sequence. These sequences can have any number of 
repetitions. In this chapter, we assess the Temporal Hypermap on the sequence data derived from 
the titles of the 1994 IEEE International Conference on Neural Networks used by Wang and 
Yuwono (1996) to evaluate their anticipation model for sequential processing. In this way, we 
assess the performance of the Temporal Hypermap against that of the anticipation model.
4.2 Data Sets Used
In this section we furnish details of the data sets we have used in the experiments and case studies 
reported in this chapter.
4.2.1 The de Sa and Ballard Dataset
The de Sa and Ballard dataset (de Sa & Ballard, 1998) is composed of auditory and visual 
representations of consonant -vowel utterances. The data set is made up of 96 repetitions of /ba/, 
/va/, /da/, /ga/ and /wa/, making up a total of 480 audio-visual data items. The auditory 
representation of each utterance is a 216 dimension feature vector, whilst the corresponding 
visual representation is a 125 dimension feature vector. We created a training set of 400 patterns 
by selecting at random 80 patterns from each consonant-vowel set. The remaining patterns, which 
totalled 80 patterns, constituted the test set.
4.2.2 The Li and MacWhinney Dataset
The Li and MacWhinney data set (Li, Farkas, MacWhinney, 2004) consists of the phonological 
and semantic representations of 500 words extracted from the Toddler’s List which is contained 
in the MacArthur-Bates Communicative Development Inventories (Dale and Fenson, 1996; 
Fenson et al., 1994). The five hundred words are distributed into four broad categories, namely 
closed words, adjectives, verbs and nouns (Figure 4.1). In the MacArthur-Bates Communicative 
Development Inventories (CDI) words are further divided into 22 smaller categories. The words 
used in this lexicon fall into 18 of these categories. In the data set, nouns constitute 10 CDI
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categories - animals, body parts, clothing, food, household, outside, people, rooms, toys, vehicles. 
Verbs and adjectives each constitute a single CDI category, whilst closed class words constitute 6 
CD1 categories - auxiliary verbs, connecting words, prepositions, pronouns, quantifiers, question 
words.
Figure* 4.1: Vocabulary composition of the words regarding the four major grammatical categories used in our 
simulations.
Each phonological representation comprises 54 phonetic features, whilst each semantic 
representation comprises 200 features which are a concatenation of features derived from word 
co-occurrence probabilities and those derived from WordNet, a computational thesaurus that 
provides semantic classification of the English lexicon (Fellbaum, 1998; Miller, 1990).
We created a training set of 400 words from the total data set of five hundred words. The training 
consisted of the phonological and semantic representations of 400 words selected through random 
selection from the data set of 500 words. The test set consisted of the phonological and semantic 
representations of the remaining 100 words.
4.2.3 The International Conference on Neural Networks (1994) Session Titles
We assess the spatiotemporal properties of the Temporal Hypermap using the session titles for the 
1994 IEEE International Conference on Neural Networks. This dataset is publicly available and 
contains a high degree of overlap among the sequences. A publicly available domain ensures that 
our model can be compared directly with other sequential implementations. A domain with a high 
degree of overlap among the sequences demonstrates conclusively the ability of the network to
350
Nouns Verbs adjectives closed Words
Word Categories
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handle sequences with repeating items. Wang and Yuwono (1996) used this dataset to evaluate 
their own neural network model of sequence processing, the anticipation model.
Wang and Yuwono divided the table into two tables. The first table (Table 4.1) comprises the 
titles of a group of 11 parallel sessions, arbitrarily selected from many such groups. The second 
table is the larger one and consists of all the session titles. We used the sequences in the first 
table. We can see from Table 4.1 that there are many overlapping subsequences within the set of 
sequences. We believe that these sequences provide a good test-bed for evaluating sequential 
training, as well as enabling us to compare objectively the performance of our network with the 
network proposed by Wang and Yuwono (1995, 1996).
Table 4.1
Sequence Base F o r Phase 1 T raining
No Sequence No Sequence
1 Learning and Memory 11 7 Time Series Prediction
2 Intelligent Control 11 8 Neural Systems Hardware
3 Pattern Recognition II 9 Image Processing
4 Hybrid Systems 111 10 Applications of Neural Networks to Power Systems
5 Probabilistic Neural Networks and Radial Basis Functions 11 Supervised Learning
6 Artificially Intelligent Neural Networks II
4.3 Computation Speed
To compare the speed of execution of the three networks, we trained their MATLAB 
implementations on the de Sa and Ballard dataset for a 100 cycles each for network node sizes of 
8x 8 , 10x10, and 12x12 . We timed the speed of execution with the MATLAB stopwatch timer 
functions tic and toe. We carried out these experiments on an ACER Aspire T120 personal 
computer running Windows XP, and during the experiments we closed all the other user 
programs except MATLAB to prevent them from affecting the processor speed.
Table 4.2 shows the computation time, in seconds, of each of the three networks over 100 cycles 
of training on the de Sa and Ballard dataset.
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T able 4.2
Computation Times In Seconds For 100 Cycles Of Training On De Sa And Ballard Audio-Visual
Dataset
Network Size CP Single In situ
8X 8 443.7 651.8 2790.4
10X10 676.8 1079.6 6746.7
12X12 1059.1 1474.2 15 808.0
Key: in situ -  in situ Hebbian linked SOMs network
single -  single-pass Hebbian-linked SOMs network;
CP -  modified counterpropagation network.
The modified counterpropagation network has the least computation time and the in situ Hebbian 
linked self-organising network has the largest computation lime. Compared to the modified 
counterpropagation network, the in situ Hebbian linked SOMs network is 6.28 times slower at a 
network node size of 8x 8 , 9.97 times slower at a network size of 10x 1 0 , and 14.92 times slower 
at a network size of 12x 1 2 , suggesting that the computational speed disparities between the two 
networks grows exponentially with network size. In comparison, the single-pass Hebbian linked 
network is approximately 1.5 times slower than the Hebbian linked network for all the three 
network sizes.
4.4 Evaluating Crossm odal M apping
The crossmodal networks are trained to learn, in an unsupervised manner, the associations 
between data items from different modes of information. At the end of training, when a modal 
input is applied to the network, it elicits the corresponding outputs in other modes. We are going 
to evaluate the ability of each of the networks to leant and retrieve corresponding modal outputs. 
The performance of the networks will be evaluated by means of the mean square error MSE ,
given by the following equation:
MSE = “  ^  !*(«) -  y(n)||2 (4.1)
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where N is the number of patterns in the test set, x(n) and y(n) are the recalled and expected 
output patterns for the n"' input test pattern.
4.4.1 Experimental Procedure
The objective of this experiment was to compare the cross-modal performances of the three 
network architectures using the de Sa and Ballard dataset. We standardised the SOM learning rate 
to an initial value of 0.9 that decayed linearly to a constant value of 0.01. The three architectures 
were each simulated over three SOM map sizes; 8x 8 nodes, 10x10 nodes and 12x12 nodes. 
Each network was assessed at the end of 100 cycles and 200 cycles. The extent of learning on 
each network was evaluated using samples from the training set whilst generalisation was 
evaluated by using samples from an independent test set. In each of these assessments, 50 
randomly selected inputs were applied to the network and for each input the squared Euclidean 
distance error between each network output and the expected output was computed. These results 
were then averaged over the 50 samples to determine the mean squared error MSE for the 
network.
Following the training of each network, the following MSE values were obtained:
• Audio input -Audio output (A-A): Following an audio input, the network’s audio 
output was obtained. The resulting MSE value
gives a measure of how well the network audio output matches the audio input.
Audio input -  Visual output (A-V): Following an audio input, the network’s visual 
output was obtained. The resulting MSE value
gives a measure of how well the network carries out the cross-modal mapping from 
audio input to visual output.
Visual Input -Visual output (V-V): A visual input was applied to the network and the 
network’s visual response was obtained. The resulting MSE value
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gives a measure of how well the network visual output matches the visual input.
Visual input-Audio (V-A): Following a visual input, the network’s audio output was 
obtained. The resulting MSE value
gives a measure of how well the network carries out the cross-modal mapping from 
visual input to audio output.
4.4.2 In-situ Hebbian-linked SOMs
Table 4.3 gives the MSE values for both crossmodal and monomodal retrieval using, as input, 
data items randomly selected from the training dataset. The training results for monomodal 
retrieval appear to be quite good. One will have intuitively expected that the increase in the 
number of output nodes (from 8x 8 to 12x 1 2 ) will reduce MSE and that is what happens for A- 
A from 3.61 to 2.45, and for V-V from 0.62 to 0,37. However, the results for cross-modal 
retrieval are counter intuitive. The increase in the number of output nodes actually results in an 
increase in the MSE. For instance, A-V increases from 5.46 for an 8x 8 network to 6.37 for a 
12x12) network. Also, V-A increases from 14.91 for an 8x 8 network to 26.74 for a 12x12 
network.
It also appears that training has a different effect on monomodal and cross-modal retrieval. One 
will have intuitively expected that MSE decreases with training and this is what happens for 
monomodal retrieval when we increase the number of cycles from 100 cycles to 200 cycles. For 
the 8x 8 network the MSE decreases from 7.73 to 3.61for A-A retrieval and from 2.29 to 0.62 
for V-V. In contrast, the MSE for cross-modal retrieval increases when we change the number of 
training cycles from 100 to 200, which is counter-intuitive. For instance, for the 8x 8 network 
the MSE increases from 4.23 to 5.46 for A-V retrieval and from 13.23 to 14.91 for V-A retrieval.
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Table 4.3:
In-situ H ebbian-linked SOM s: T rain ing w ith 216 + 125 Feature  V ector Audio-Visual D ata
No. of Output 
Nodes
Cycles Monomodal Retrieval MSE Cross-modal Retrieval MSE
A-A V-V A-V V-A
8X8 100 7.73 2.29 4.23 13.23
200 3.61 0.62 5.46 14.91
10X10 100 9.19 1.50 5.42 19.96
200 2.66 0.52 6.92 17.05
12X12 100 6.97 2.01 4.47 19.2
200 2.45 0.39 6.37 26.74
Table 4.4 shows the MSE values computed for crossmodal and monomodal retrieval for input 
data randomly selected from the test data set. The results for monomodal retrieval are just about 
intuitive except for a rise in error in the V-V retrieval for the larger output node size (0.93 for 
12x 12 as compared to 0.85 for a lOx 10 node network). As in the case of monomodal retrievals 
made using training data, V-V retrievals have smaller MSEs than A-A retrievals, and MSEs are 
higher for crossmodal retrievals than for monomodal retrievals. However, the results for 
crossmodal retrieval do not show a clear relationship between errors and output node size, with 
the 10x10 output node size having the highest A-V retrieval error whilst the 12x12 has the 
highest V-A retrieval error. Considering V-A retrieval, the MSE increase for increasing the 
number of output nodes by factor 1,25 (from 64 to 144) is around 60% (from 16.41 to 26.34). 
This is counterintuitive, since one would expect retrieval errors to decrease with increase in 
output node size.
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Table 4.4:
In-situ H ebbian-linked SOM s: Testing w ith 216 + 125 Feature V ector Audio-Visual D ata
No. of Output 
Nodes
Cycles Monomodal Retrieval MSE Cross modal Retrieval MSE
A-A V-V A-V V-A
8X8 200 4.66 0.99 . 3.75 16.41
10X10 200 4.38 0.85 6.43 18.92
12X12 200 4.10 0.93 4.87 26.34
4.4.3 Single-Pass Hebbian-linked SOMs
We now turn to the single-pass Hebbian linked SOMs network architecture. Table 4.5 gives the 
training MSE values for both crossmodal and monomodal retrieval. Generally, the effect of 
training is to decrease the MSE values but as the output node size is increased, more training 
leads to more errors. However, the results are not as counterintuitive as was the case for the in- 
situ trained Hebbian linked SOMs.
Table 4.5:
Single-Pass H ebbian-linked SOM s: T rain ing w ith 216 + 125 Feature V ector Audio-Visual D ata
No. of Output 
Nodes
Cycles Monomodal Retrieval Cross-modal Retrieval
A-A V-V A-V V-A
8X8 100 3.22 0.7 5.39 15.00
200 3.10 0.56 3.38 12.91
10X10 100 2.65 0.49 3.16 14.76
200 2.77 0.5 4.69 12.86
12X12 100 3.33 0.54 3,16 12.26
200 2.18 0.44 4.89 13.99
Table 4.6 gives the testing MSE values for both cross modal and monomodal retrieval. Visual 
retrieval for both the monomodal (V-Y) and cross modal case (A-V) shows a decrease of MSE
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with increase in the number of output network nodes. The decrease in error for increasing the 
number of output nodes by factor 1.25 (from 64 to 144) is about 28% (from 0.94 to 0.67) for V-V 
retrieval and about 27% for A-V retrieval. However, the results for audio retrieval are not as 
intuitive, with the 12x 12 network having the highest MSE for both the A-A and V-A retrieval, 
and the 10x 10 the least MSE.
Table 4.6:
Single-Pass H ebbian-linked SOM s: Testing w ith 216 + 125 Feature V ector Audio-Visual D ata
No. of Output 
Nodes
Cycles Monomodal Retrieval Cross-modal Retrieval
A-A V-V A-V V-A
8X8 200 4.51 0.94 4.07 14.33
10X10 200 3.98 0.88 3.88 12.99
12X12 200 4.54 0.67 2.98 14.54
Table 4.7 shows a comparison of the test results for in-situ and single-pass networks. One would 
expect the results of the two architectures to be similar for monomodal retrieval. This is true for 
the A-A where the differences are around 10%, and for the V-V retrieval for the 8x 8 and 10x 10 
networks, when the difference is under 6%. However, for crossmodal retrieval, the single-pass 
network generally outperforms the in-situ network, and the increase in the number of output 
nodes appears to have a greater (negative) impact on the in-situ networks.
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Table 4.7:
Single-Pass and In-Situ Hebbian-linked SOMs: Testing with 216 + 125 Feature Vector Audio-Visual Data
Network Monomodal Retrieval Cross modal Retrieval
No. of Output Nodes Network Type A-A V-V A-V V-A
8X8 In Situ 4.66 0.99 3.75 16.41
Single 4.51 0.94 4.07 14.33
10X10 In Situ 4.38 0.85 6.93 18.92
Single pass 3.98 0.88 3.88 12.89
12X12 In Situ 4.10 0.93 4.87 26.34
Single pass 4.54 0.67 2.98 14.54
4.4.4 The Modified Counterpropagation Network
We now turn to the modified counterpropagation network architecture. Table 4.8 gives the 
training MSE values for both crossmodal and monomodal retrieval. The monomodal retrieval 
generally shows a decrease when either output nodes or training cycles are increased, and V-A 
retrieval shows a decrease in MSE as the number of training cycles is increased. This trend is also 
apparent for the A-V retrievals, with the exception of the 10x10 network.
Table 4.8:
Counterpropagation Network: Training with 216 + 125 Feature Vector Audio-Visual Data
No. of Output 
Nodes
Cycles Monomodal Retrieval Cross modal Retrieval
A-A V-V A-V V-A
8X8 100 5.53 1.02 2.98 7.11
200 4.96 0.97 2.92 6.25
10X10 100 6.23 0.91 2.68 7.83
200 5.18 0.59 2.96 6.85
12X12 100 4.15 0.93 3.05 7.28
200 4.05 0.56 2.53 7.12
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Table 4.9 gives the testing results for the modified counterpropagation network architecture. As 
in the case of training, the network shows a decrease in MSE for increase in the number of output 
nodes from 8x 8 to 10x10, followed by an increase in MSE for the 12x12 network.
T able 4.9:
Counterpropagation Network: Testing with 216 + 125 Feature Vector Audio-Visual Data
No. of Output
Nodes
Cycles Monomodal Retrieval Cross-modal Retrieval
A-A V-V A-V V-A
8X8 200 5.79 0.77 3.45 9.63
10X10 200 5.98 0.73 3.46 9.55
12X12 200 4.48 0.83 4.68 8.68
4.4.5 Comparison of the Three Architectures
Table 4.10 shows a comparison of the test MSEs for the modified counterpropagation network, the 
in-situ network and the single-pass networks. Of the three architectures, the modified 
counterpropagation network gives the least crossmodal MSEs as well as the least MSEs for visual- 
to-visual monomodal retrieval for the 8x 8 and 10x10 output node networks. The single-pass 
Hebbian-linked SOMs architecture gives the least MSEs for audio-to-audio monomodal retrieval. 
On the basis of these results, it appears that the modified counterpropagation network offers the 
best crossmodal performance.
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T able 4.10:
The Three Network Architectures: Testing with 216 + 125 Feature Vector Audio-Visual Data
(Key: in situ -  in situ Hebbian linked SOMs network; single -  single-pass Hebbian-linked SOMs network; 
CP -  modified counterpropagation network)
Network Monomodal Retrieval Cross modal Retrieval
No. of Output Nodes Type A-A V-V A-V V-A
8X8 In Situ 4.66 0.99 3.75 16.41
Single 4.51 0.94 4.07 14.33
CP 5.79 0.77 3.45 9.63
10X10 In Situ 4.38 0.85 6.93 18.92
Single pass 3.98 0.88 3.88 12.89
CP 5.98 0.73 3.46 9.55
12X12 In Situ 4.10 0.93 4.87 26.34
Single pass 4.54 0.67 2.98 14.54
CP 4.48 0.83 4.68 8.68
All the three networks show counter-intuitive behaviour with respect to increase in the number of 
training cycles and increase in the number of output nodes. Possible causes for this may be:
a. We are stopping training before the networks have reached the convergence stage.
b. The number of components making up the training vectors, 216 components for the
audio feature vectors and 125 for the visual feature vectors, are too long.
c. The features making up the individual mode vectors do not adequately encode the
information modes, resulting in some information being lost because of the encoding 
process
The first point can be assessed by increasing the number of training cycles. We have carried out 
this assessment on the single-pass and modified counterpropagation networks for training epochs 
of 1200 cycles on the de Sa and Ballard dataset.
The second and third possible reasons for counterintuitive behaviour can be evaluated by testing 
the three networks with other datasets with different relative modal length, different encoding
principles and possibly from entirely different domains. We have used the Li and MacWhinney 
dataset for this assessment. The Li and MacWhinney dataset is from a different domain from the de 
Sa and Ballard dataset, and, as we see in Section 4.2, the two datasets have been encoded using 
different approaches. In addition, the relative lengths of their constituent modes are different, with 
the Li and MacWhinney dataset having modal lengths of 200 and 54 compared to modal lengths of 
216 and 215 for the de Sa and Ballard dataset.
4.4.6 Effect of Increasing Training Cycles on Crossmodal Performance
Using the single-pass and modified counterpropagation networks, we increased the number of 
training cycles from 200 cycles to 1200 cycles and evaluated the crossmodal and monomodal 
performance of the two networks on the same de Sa and Ballard dataset as before. One would 
expect this increase in the number of training cycles to result in a decrease in mean squared error 
(MSE). This turns out to be true for the single-pass Hebbian linked SOMs network architecture 
(Table 4.11), which, with the exception of audio to audio monomodal retrieval (A-A), gives lower 
MSEs for 1200 cycles than for 200 cycles.
As we see in Table 4.11, the single-pass Hebbian linked SOMs network architecture still exhibits 
counterintuitive behaviour with respect to increasing the number of output nodes. For instance, for 
1200 cycles, the 10x 10 SOM map size has lower MSE than for the 12x12 network, which is 
counterintuitive since we would expect the larger network to have lower MSEs. These results 
suggest that increasing the number of training cycles does not do away with the problem of 
counterintuitive behaviour with respect to increasing the number of output nodes.
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T able 4.11:
Single-Pass Hebbian-linked SOMs: Testing with 216 + 125 Audio-Visual Feature Vector
No. of Output 
Nodes
Cycles Monomodal Retrieval Cross-modal Retrieval
A-A V-V A-V V-A
8X8 200 4.51 0.94 4.07 14.33
1200 5.02 0.23 0.51 9.79
10X10 200 3.98 0.88 3.88 12.99
1200 4.23 0.24 0.50 7.94
12X12 200 4.54 0.67 2.98 14.54
1200 4.63 0.24 0.51 8.97
For the modified counterpropagation network, increasing the number of training cycles from 200 to 
1200 cycles generally results in an increase in MSE (Table 4.12), which is counterintuitive since 
we would expect the opposite lo happen. However, as with the single-pass Hebbian linked SOMs 
network architecture, increasing the number of SOM map nodes for the modified 
counterpropagation network architecture does not necessarily lead to improved performance.
Table 4.12:
The Counterpropagation Network: Testing with 216 +125 Audio-Visual Feature Vector
No. of Output Nodes Cycles Monomodal Retrieval Cross modal Retrieval
A-A V-V A-V V-A
8X8 200 5.79 0.77 3.45 9.63
1200 6.51 1.49 4.17 8.80
10X10 200 5.98 0.73 3.46 9.55
1200 5.18 0.77 4.18 9.21
12X12 200 4.48 0.83 4.68 8.68
1200 5.41 0.98 4.71 10.17
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A comparison of the single-pass and counterpropagation network at 1200 training cycles, as shown 
in Table 4.13, suggests that the single-pass Hebbian-linked SOMs architecture has the lower MSE 
for both monomodal and crossmodal retrieval. It therefore appears that at 1200 training cycles, the 
single-pass Hebbian-linked SOMs network has better crossmodal and monomodal performances 
than the counterpropagation network. This is in contrast to the results for 200 training cycles (Table 
4.10) where the modified counterpropagation network generally had the lowest crossmodal MSE 
compared to the single-pass and in-situ Hebbian linked SOMs networks.
In summary, the single-pass Hebbian linked SOMs network and the counterpropagation network 
respond differently to an increase in the number of training cycles, with the performance of the 
single-pass Hebbian linked SOMs network improving with increase in the number of training 
cycles, and the performance of the counterpropagation network decreasing with increase in the 
number of training cycles.
Table 4.13:
Single-Pass and Counterpropagation (CP):Testing with 216 + 125 Audio-Visual Feature Vector
Number of Training Cyles:1200
Network Monomodal Retrieval Cross modal Retrieval
No. of Output Nodes Type A-A V-V A-V V-A
8X8 Single 5.02 0.23 0.51 9.79
CP 6.51 1.49 4.17 8.80
10X10 Single 4.23 0.24 0.50 7.94
CP 5.18 0.77 4.18 9.21
12X12 Single 4.63 0.24 0.51 8.97
CP 5.41 0.98 4.71 10.17
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4.4.7 Assessing Crossmodal MSE Using the Li and MacWhinney Dataset
We repeat the experimental evaluation we did with the de Sa and Ballard dataset using the 
phonological-semantic dataset from Li and MacWhinney (2004). We kept all the training 
parameters the same as for the evaluations we carried out using the de Sa and Ballard data.
Tables 4.14 and 4.15 show the training and testing results for the counterpropagation network 
obtained using the Li and MacWhinney dataset. The training results show counterintuitive 
behaviour with respect to an increase in the number of training cycles and also with respect to an 
increase in the number of network output nodes. For instance, whilst an increase in the number 
of training cycles would suggest a corresponding decrease in MSE, this does not hold for the 
training results for the counterpropagation networks with 10x10 and 12x 12 output nodes. In 
addition, increasing the number of map nodes does not necessarily improve MSE as evidenced by 
the fact that the network of size 10x10 has MSE values generally lower those for the 12x 12 
output node network for both testing and training data.
Table 4.14:
Counterpropagation: Training with 54 + 200 Feature Vector phonological-semantic Data
Network
Size
Cycles Monomodal Retrieval Crossmodal Retrieval
Phono-Phono Semantic- Phono-Semantic Semantic-Phono
8X8
100 5.10 0.19 0.80 6.54
200 5.44 0.18 0.56 6.26
10X10
100 4.31 0.14 0.57 5.94
200 5.30 0.19 0.59 6.39
12X12
100 3.47 0.12 0.52 4.79
200 3.76 0.13 0.54 5.21
As with the testing and training results for the de Sa dataset in Tables 4.8 and 4.9, both Tables 
4.14 and 4.15 also indicate that MSE errors for crossmodal retrieval are higher than those for
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monomodal retrieval. However, it appears, from Table 4.15 and Table 4.9 that the 
counterpropagation network exhibits less counterintuitive behaviour on test data for the Li and 
MacWhinney dataset than for the de Sa and Ballard dataset. Similarly, it is also apparent from 
Tables 4.9 and 4.15 that the counterpropagation network exhibits less counterintuitive behaviour 
on training data for the Li and MacWhinney dataset than for the de Sa and Ballard dataset.
Table 4.15:
Counterpropagation: Testing with 54 + 200 Feature Vector phonological-semantic Data
No. of Output 
Nodes
Cycles Monomodal Retrieval Crossmodal Retrieval
Phono-Phono Semantic-Semantic Phono-Semantic Semantic-Phono
8X8 200 6.30 0.28 0.80 9.08
10X10 200 4.79 0.30 0.77 8.23
12X12 200 4.84 0.22 0.68 9.51
Table 4.16 and 4.17 show the training and testing results for the single-pass Hebbian-linked 
SOMs network obtained using the Li and MacWhinney dataset. In Table 4.16, both crossmodal 
and monomodal MSEs tend to decrease as the number of training cycles increases. However with 
respect to an increase in the number of output nodes, monomodal MSEs tend to decrease, whilst 
for crossmodal retrieval, the 10x10 network generally has a higher MSE than both the 8x 8 and 
12x 12 networks, which is counterintuitive.
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Table 4.16:
Single Pass: Training with 54 + 200 Feature Vector phonological-semantic Data
No. of Output Nodes Cycles Monomodal Retrieval Cross-modal Retrieval
Phono-Phono Semantic-Semantic Phono-Semantic Semantic-Phono
8X8
100 3.54 0.20 0.59 10.15
200 3.02 0.19 0.50 8.87
10X10
100 2.52 0.17 0.62 10.79
200 2.20 0.16 0.52 10.09
12X12
100 2.14 0.13 0.60 9.53
200 2.30 0.16 0.56 8.08
Table 4.17 indicates that for single-pass Hebbian-linked networks trained on the Li and 
MacWhinney dataset over 200 cycles, there is a decrease in both the crossmodal and monomodal 
MSE values for test data.
Table 4.17:
Single Pass: Testing with 54 + 200 Feature Vector phonological-semantic Data
No. of Output Nodes Cycles Monomodal Retrieval Cross-modal Retrieval
Phono-Phono Semantic-Semantic Phono-Semantic Semantic-Phono
8X8 200 4.68 0.28 0,64 9.86
10X10 200 4.52 0.27 0.61 9.34
12X12 200 4.58 0.25 0.55 8.05
Comparing the test results for the counterpropagation network and the single-pass Hebbian-linked 
SOMs networks in Table 4.18, we observe that the single-pass Hebbian-linked SOMs architecture 
generally has lower crossmodal and monomodal MSEs than the counterpropagation network. 
This observation agrees with the observation we made when both network architectures were 
trained on the de Sa and Ballard data over 1200 training cycles, and contrasts the observation we 
made when both networks re trained on the de Sa and Ballard data results over 200 training 
cycles.
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Table 4.18:
Counterpropagation and Single-Pass Networks: Testing with 54 + 200 phonological-semantic Feature Vectors 
(Key: single -  single-pass Hebbian-linked SOMs network; CP -  modified counterpropagation network)
Network Monomodal Retrieval Cross modal Retrieval
No. of Output Nodes Type Phono-Phono Semantic-Semantic Phono-Semantic Semantic-Phono
8X8 Single 4.68 0.28 0.64 9.86
CP 6.30 0.28 0.80 9.08
10X10 Single 4.52 0.27 0.61 9.34
CP 4.79 0.30 0.77 8.23
12X12 Single 4.58 0.25 0.55 8.05
CP 4.84 0.22 0.68 9.51
We conclude our comparison of the performance of the single-pass Hebbian-linked SOMs 
network and counterpropagation network on both the de Sa and Ballard dataset and the Li and 
MacWhinney dataset by noting that although the two network architectures still exhibit 
counterintuitive behaviour with respect to both change in the number of output nodes and change 
in the number of training cycles, this behaviour is less counterintuitive for the Li and 
MacWhinney data than for the de Sa and Ballard data.
In addition, we also observe that the relative performance of the two networks on the two datasets 
is different, with the single-pass Hebbian-linked SOMs architecture having lower MSE on the Li 
and MacWhinney dataset, and the counterpropagation network having lower MSE on the de Sa 
and Ballard dataset.
These observations indicate that the nature of the dataset has an effect on the performance of the 
two networks. The two dataset differed in terms of the relative lengths of their modal 
components, domain, feature vector absolute length and approaches to the selection of the 
features making up the vectors. It is our opinion that further work needs to be carried out on the 
relationship between multimodal data preparation strategies and the performance of neural 
networks for crossmodal processing.
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4.5 Crossmodal Data Classification
In this section we compare the crossmodal classification performance of the modified I
counterpropagation network, single-pass and in-situ Hebbian linked SOMs networks.
For each of the network types, we constructed networks with map sizes of 8x 8 , 10x10 and 
12x12. We then trained each network on the audio-visual dataset from de Sa and Ballard and 
then classified the network outputs using a nearest neighbour classifier. As we noted in Section 
4.2, this data set consists of the audio and visual speech utterances for the five syllables, /da/, /ba/,
/wa/, /va/ and /ga/. After training each network, we took 50 samples at random from a separate 
lest data set and applied them to the network, and, using a nearest neighbour classifier, we 
classified each of the subsequent network outputs into one of the five syllables. i
II
The nearest neighbour classifier is a version of the A-Nearest Neighbour (A-NN) classifier in 
which the value of k is one (Theodorius and Koulroumbas, 2003). The A-NN classifier operates as 
follows: Given an unknown vector x and a distance measure, then:
• Out of the N training vectors, identify the k nearest neighbours, irrespective of class label.
K is chosen to be odd. for a two class problem, and in general not to be a multiple of the
number of classes M.
• Out of these k samples, identify the number of vectors, A, that belong to
class , i = 1,2,. . . ,M . Note that ^T a, = A .
• Assign x to the class wt with the maximum number A, of samples.
Various distance measures can be used, including the Euclidean and Mahalanobis distance.
We constructed a confusion matrix (Kohavi and Provost, 1998) for each network, and then used it 
lo compute the percentage of correct classifications for the 50 test samples after 200 training 
cycles. Table 4.19 shows the percentage of correct classifications obtained for each network.
I l l
Table 4.19:
Percentage Correct Classification: 216 + 125 Feature Vector Audio-Visual Data After 200 Cycles of Training
( Key: in situ -  in situ Hebbian linked SOMs network; single -  single-pass Hebbian-linked SOMs network;
CP -  modified counterpropagation network)
Network Monomodal Classification Percentage Crossmodal Classification Percentage
No. of Output Nodes Type Audio-Audio Visual-Visual Audio-Visual Visual-Audio
8X8 In-Situ 90 84 34 28
Single 98 64 28 20
CP 86 72 82 76
10X10 In-Situ 98 74 26 38
Single 98 76 40 16
CP 60 76 64 72
12X12 In-Silu 96 78 30 16
Single 98 90 24 16
CP 92 88 92 88
The monomodal classification performance for all the three networks compare well with the 
results reported by de Sa and Ballard (1998) for the LVQ2.1 algorithm (Kohonen, 1990b) and 
their crossmodal category learning network. In their investigations, the LVQ2.1 algorithm 
achieved a performance of 96% and 83% on the auditory and visual data sets respectively, whilst 
their crossmodal category learning network a classification performance of 80% and 93% 
respectively.
For the modified counterpropagation network, the crossmodal and monomodal performances are 
of the same order of magnitude. This is not the case with the two Hebbian-linked SOMs 
architectures which have markedly lower crossmodal performances, with the percentage of 
correct classifications well below 50%. It therefore appears that the two Hebbian-linked SOMs 
fail as cross-modal classifiers.
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As we have seen from Table 4.10, when the three network architectures were trained on the de Sa 
and Ballard dataset and assessed on the test data, all of the three network architectures had lower 
MSEs for monomodal retrieval than for crossmodal retrieval. Table 4.19 shows that the two 
Hebbian-linked SOMs architecture have higher classification percentages for monomodal 
retrieval than for crossmodal retrieval, whilst the counterpropagation network has similar values 
for corresponding monomodal and crossmodal retrieval. It appeal's that in the case of the 
Hebbian-linked SOMs architectures, the classification results reported in Table 4.18 are in 
agreement with the retrieval results reported in Table 4.10.
As indicated by the results in Table 4.10, the modified counterpropagation network had the least 
crossmodal MSE value. For instance, for the 10x10 map size, the modified crossmodal network 
had a visual input to audio output (V-A) crossmodal MSE of 9.55 compared to 12.89 for the 
single-pass Hebbian-linked SOMs architecture and 18.92 for the in-situ Hebbian-linked SOMs 
architecture. The results in Table 4.17 show that the counterpropagation network had the highest 
visual to audio crossmodal classification percentage. Consequently, in the case of the crossmodal 
classification of the de Sa and Ballard dataset, the results reported in Table 4.19 are in agreement 
with the results reported in Table 4.10 is concerned.
However, in the case of visual to audio crossmodal retrieval, the poor classification percentages 
exhibited by the Hebbian-linked SOMs networks, as reported in Table 4.19, appear to be at 
variance with the MSE results reported in Table 4.10. In Table 4.19, the crossmodal network has 
far superior performance compared to the two Hebbian-linked SOMs networks. This is in contrast 
to the MSE results in Table 4.10 which show that all three networks have similar visual to audio 
crossmodal retrieval performance.
We then assessed the effect of increasing the number of training cycles on network classification 
performance. We did this by determining the network classification percentage for single-pass 
Hebbian-linked SOMs networks and modified counterpropagation networks trained for 1200 
cycles instead of 200 cycles. Table 4.20 shows the classification percentages for the two 
networks. As in Table 4.19, the modified counterpropagation network has crossmodal and 
monomodal classification percentages that are of the same order of magnitude whilst the single­
pass Hebbian-linked SOMs architecture still has high monomodal classification percentages and 
markedly lower crossmodal percentages. It appears that increasing the number of training cycles
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from 200 to 1200 does not result in a significant increase in classification percentage for both 
types of networks.
Table 4.20:
Percentage Correct Classification: 216 +125 Feature Vector Audio-Visual Data after 1200 training cycles 
(Key: single -  single-pass Hebbian-linked SOMs network; CP -  modified counterpropagation network)
Network Monomodal Classification Percentage Crossmodal Classification Percentage
No. of Output Nodes Type Audio-Audio Visual-Visual Audio-Visual Visual-Audio
8X8 Single 94 80 40 22
CP 74 64 68 64
10X10 Single 90 80 42 30
CP 92 84 94 84
12X12 Single 96 74 24 12
CP 94 84 92 84
We conclude this section by noting that the modified counterpropagation network offers the best 
crossmodal classification percentages, but the Hebbian-linked SOMs network architectures have 
the highest monomodal classification percentages. In Hebbian-linked SOMs architectures, 
monomodal classification is carried out by ordinary self-organising maps whilst in the modified 
counterpropagation network the self-organising maps has been modified by dividing the SOM 
weights of each map unit into separate weight vectors for each of the information modes being 
processed. The algorithm for the modified counterpropagation network needs to be modified to 
ensure that it achieves the same classification percentage levels as for the SOMs in the Hebbian 
linked SOMs networks.
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4.6 Assessing Spatiotemporal Properties of the Temporal Hypermap
In this section we report on experiments that we have carried out to illustrate how well the 
Temporal Hypermap handles multiple spatiotemporal sequences. First, we train the Temporal 
Hypermap on a data set of multiple sequences. We then demonstrate that the Temporal Hypermap 
correctly recalls a stored sequence when its identifier is applied to the network. Secondly, we 
demonstrate that the Temporal Hypermap is able to correctly recall sequences when their 
constituent sub-sequences are applied to the network’s input.
We used the sequence data in Table 4.1 to train the Temporal Hypermap. As we noted in Section 
4.2.4, this data comprises the titles of a group of 11 parallel sessions arbitrarily selected from 
many such groups making up all the sessions held during the 1994 IEEE International Conference 
on Neural Networks (ICNN-94).
We encoded each sequence character in the Table 4.1 using the American standard Code for 
Information Interchange (ASCII) which is commonly used for encoding text characters in 
microcomputers. Hence each title in the table was stored as a sequence of seven-bit ASCII binary 
vectors. The sequences were assigned four-bit binary sequence identity vectors ranging from 
0001 for the first sequence to 1011 for the eleventh sequence.
The eleven sequences in the table contain 311 characters, which mean that the minimum network 
size for encoding these sequences is 311 units. We chose an 18x18 network for our 
implementation. Each of the network units had two weight vectors, a pattern weight vector with 
seven elements to cater for the seven-bit pattern vector, and a four-bit context weight vector to 
cater for the sequence identity vector.
The longest repeated subsequence in the eleven sequences is 
(space)NeuralCspace)Networks(space). This subsequence occurs in sequence numbers 5 and 11, 
and it has 17 characters. The minimum degree of a network able to encode this dataset is 17. We 
set the degree of the network to 18, meaning that the delay lines each had 17 delay elements, one 
more than the actual requirement.
The network was trained in one pass, with the sequences being submitted to the network one after 
the other. In this way the network’s mode of training is similar to that of the sequential network
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by Barreto and Araujo (2001a, 2002), and differs significantly from the Wang and Yuwono (1995) 
model which required several cycles for each input sequence.
Our network was able to recall each of the eleven sequences following the input of subsequence 
unique to the target sequence, as shown in Table 4.21. On the other hand, Wang and Yuwono’s 
network suffered from interference between the sequences and could only correctly recall a 
maximum of five sequences throughout its entire training period. This demonstrates that our 
approach is resilient to interference unlike the implementation by Wang and Yuwono. A possible 
reason for this is that in our approach, a network unit encodes exactly one sequence item whereas 
in the Wang and Yuwono approach a single unit is responsible for encoding and identifying all 
sequence items of the same pattern.
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Table 4.21
Response of temporal network to various input subsequences
Input Subsequence Recalled Sequence
Learning and Learning and Memory 11
Radial Radial Basis Functions
Pro No CHOICE due to conflict between sequences 5 and 10
Proc Processing
Time Time Series Prediction
Series Series Prediction
Intelligent ' No CHOICE due to conflict between sequences 2 and 6
Neural Networks and • Neural Networks and Radial Basis Functions
cog cognition 11
Artificially Artificially Intelligent Neural Networks II
Hybrid Hybrid Systems 111
Araujo and Barreto, like us, also use context vectors to identify sequences. However, in their 
approach sequence recall through context vectors is only possible if the first item in the sequence 
has a pattern vector of the same value as the context vector, and no other unit on the network 
should have a pattern vector equal to the context vector.
Inputting a subsequence sufficiently long enough to be identified uniquely by one unit enables the 
network to correctly recall the stored sequence starting from the identifying sequence item. This 
is similar to the Wang and Yuwono model where subsequences can be less than the degree of the 
network and contrasts the approach by Barreto and Araujo’s (2001a, 2002) where a subsequence has 
to have a length equal to the degree of the network.
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4.7 Synthesis
In this chapter, we have evaluated experimentally our proposals for improving crossmodal 
processing and spatiotemporal processing using unsupervised neural networks.
We have proposed two neural networks for unsupervised crossmodal processing. These are the 
single-pass Hebbian-linked SOMs network and the modified counterpropagation network. The 
single-pass Hebbian-linked SOMs network only requires one epoch to train its Hebbian link 
network unlike the in-situ Hebbian-linked SOMs networks in which the Hebbian link network is 
updated on a cycle by cycle basis over the entire duration of network training. The modified 
counterpropagation network overcomes the cumbersome nature of Hebbian-linked SOMs by 
ensuring that all the crossmodal processing is implemented using only one self-organising map.
We have compared experimentally the crossmodal capabilities of the single-pass Hebbian-linked 
SOMs network, the modified counterpropagation network and the in-situ Hebbian-linked SOMs 
network. In simulations with the de Sa and Ballard audio-visual data for speech utterances, the 
single pass Hebbian linked SOMs network and the modified counterpropagation network had 
better crossmodal MSE errors than the in-situ Hebbian linked SOMs network architecture. In 
general, of the three networks, the modified counterpropagation network achieved the lowest 
crossmodal MSE values. This suggests that it is better at crossmodal processing than the two 
Hebbian-linked SOMs architectures. However in experiments with the Li and MacWhinney 
phonological-semantic dataset, the single-pass Hebbian linked network had the lowest MSE 
values for cross modal processing.
All three network architecture exhibited counterintuitive behaviour with respect to the number of 
output nodes and number of training cycles. One would have expected that increasing the number 
of output nodes would give networks with lower MSE values. This was not often the case, and in 
instances that MSE did decrease with increase in the number of SOM nodes, this decrease was 
not significant compared to the change in the number of nodes. With regard to training cycles, 
crossmodal MSEs tended to increase with training for both the networks tested on the de Sa and 
Ballard dataset as well as the Li and MacWhinney dataset.
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Following differences in counterintuitive behavior and network performance between the de Sa 
and Ballard dataset and networks trained on the Li and MacWhinney dataset, we suggest that 
crossmodal performance may be affected by aspects associated with the dataset feature vectors. 
These aspects may include the absolute length of the feature vector, the relative length between 
the feature vector’s modal components and the selection criteria for features making up the 
feature vector.
We applied the three network architectures to data classification problems by using them as input 
stages to a nearest neighbour classifier. The modified counterpropagation network offered the 
best crossmodal classification performance. Hebbian-linked SOMs architectures offered a high 
classification performance for monomodal classification, but this performance fell to below 50% 
correct for crossmodal classification. These results suggest that the counterpropagation network is 
better at cross-modal classification than the two Hebbian-linked SOMs network architectures.
We assessed the Temporal Hypermap on the same data set that Wang and Yuwono (1996) used to 
test their own model of temporal processing. The Temporal Hypermap recalls all the stored 
sequences when the sequence identity vector is applied to the context input. This is in contrast to 
Wang and Yuwono’s network which only manages to correctly recall five of the eleven stored 
sequences. The Temporal Hypermap also correctly recalls stored sequences when context vectors 
uniquely identifying the sequences are applied to the context input. The Wang and Yuwono 
model is unable to do this, and the model by Barreto and Araujo (2001a, 2002) only succeeds 
when the first sequence item is encoded using the context vector.
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5 Case Studies: M odelling Child Language Acquisition
5.1 Introduction
How children learn to speak is still one of the most important problems in cognitive modelling, 
and, in the absence of a generally accepted theory of language acquisition, computer-based 
models capable of acquiring languages on the basis o f exposure to linguistic data may help to find 
out how the language learning process could work [Pinker, 1979]. Neural networks, owing to 
their ability to adaptively leam, offer the possibility of simulating child language development 
based on psycholinguistic theories of child language development using realistic child language 
data.
In this thesis, we apply the neural network architectures we have developed to the simulation of 
child language at the one-word stage and through to the two-word utterance stage. We have 
evaluated these models using data from the Bloom 1973 corpus (Bloom, 1973). For child 
language acquisition at the one-word stage, we construct a model using the modified 
counterpropagation network. We compare the performance of this model to the performance of 
the ACCLAIM model on the same corpus as reported by Abidi and Ahmad (1997). For the 
transition of child language from the one-word stage to the two-word stage, we use the gated 
multi-net architecture comprising a counterpropagation network and a Temporal Hypermap. The 
transition from the one-word stage to the two-word stage is implemented by using a time- 
dependent probabilistic gating mechanism to transfer processing from the counterpropagation 
network to the Temporal Hypermap.
5.2 The B loom  1973 Corpus
We use for our simulation the data on child language acquisition from (Bloom, 1973). This 
corpus is found in the Child Language Data Exchange System (CHILDES) corpora 
(MacWhinney, 2000).
According to MacWhinney (2000), the Bloom 1973 corpus consists of utterances recorded from a 
child, Allison, who was bom on July 12, 1968. This corpus consists of six samples taken at ages: 
lyear 4 months and 21 days, 1 year 7 months and 14 days, lyear 8 months and 21 days, 1 year
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and 10 months, 2 years 4 months and 7 days, and 2 years and 10 months. A common setting was 
used in all the recording sessions. This setting consisted of three pieces of furniture and a rug in 
front of a blank wall. There was a big wooden Windsor-type double chair that could seat two 
people comfortably. This is referred to as the “big chair” in the transcription and it was center 
stage. To the right of it was a child-size molded plastic chair, and between the two chairs was a 
triangular low table.
Each session included a snack with cookies, a container of apple juice, and several paper cups. A 
group of toys was brought to all of the sessions. These toys consisted of Allison’s doll, a metallic 
dump truck about 30 cm long, and a set of rubber farm animals (bull, cow, calf, horse, colt, lamb 
and pig). Other toys were used in one or another of the sessions, but not in all of them. These 
included a ja r  of bubble liquid, a group of hand and finger puppets, a 12 cm plastic doll wrapped 
in a blanket and a photograph of a girl in a plastic frame. The snack was carried in a canvas tote 
bag (“the bag”) which was Allison’s own and which contained an extra diaper and napkins.
5.3 Case Study 1: M odel o f One-W ord Child L anguage U tterances
We apply the modified counterpropagation network to the simulation of child language 
acquisition at the one-word stage. In this simulation, the modified counterpropagation network 
learns the associations between conceptual relations, perceptual entities and functional words, and 
generates child-like one-word utterances.
We show that owing to its multimodal capabilities, the modified counterpropagation network 
simultaneously simulates ostensive naming as well as generate an appropriate single word 
utterance when a perceptual entity and an associated conceptual relationship is applied to' the 
input. This is in contrast to the approach adopted by Abidi and Ahmad (1997) who have 
employed separate networks to simulate the two tasks.
5.3.1 Data set for Single Word utterance
As we have previously discussed in the Chapter 2, child language theorists believe that entities in 
the child’s environment together with the conceptual relations between them. We can perhaps 
view child language at the one-word utterance stage as a tri-modal process consisting of the 
actual one-word utterances, the perceptual entities and their associated conceptual relations.
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We have constructed a data set for our simulation by taking from the Bloom 1973 corpus (Bloom, 
1973) some of the single word utterances made by the child Allison (see Table 5.1). For each of 
these utterances we have recorded the actual utterance, the perceptual entity being referred lo, and 
the conceptual relationship we have inferred from the discourse between the child and its mother.
Table 5.1:
Interpreted One -Word Utterances From The File Allisonl.Cha, Blooin 1973 Corpus, CHILDES Database
Actions and Mother's words Alison'sUtterance Perceptual Entity Conceptual Relation
(A) trying to get up on chair Up Ali request object upness
(M) helps Allison get on chair Chair chair name object
(A) standing on chair; looking back at 
blank wall Away blank wall comment object disappearance
(A) sitting down Down all comment object downness
(A) touching Mother's hip There mum locale object
(M) where’s Mama ? 
(A) pointing to Mother There mum locate object
(A) letting go o f  microphone No microphone reject object recurrence
(A) looking down, and starting to get out 
o f  chair Down ali request object upness
(M) helps Allison down.
(A) turns, trying to gel up again More chair request event recurrence
(M) helps Allison get up Down chair request object upness
(M) what is this ? 
(A) pointing to chair Chair chair name object
(A) struggling to get on chair Up ali request object upness
(M ) what's in the bag ? (A) looking in 
bag at farm animals Horse horse name object
(M) what do you see ?
(A) looking in bag at farm animals Pig pig name object
(A) reaching in bag; pulling out a book, 
throwing book on floor, not paying 
attention to it
Cookie cookie request object existence
reaching for cookie Cookie cookie comment object existence
(A) takes cookie; reaching with other 
hand towards others in bag More cookie request object recurrence
(A) picking up bag o f cookies Bag bag name object
(M ) where's your juice ? Gone juice comment object disappearance
(A) looking around for cookies Cookie cookie request object existence
(A) spills juice out o f  cup onto floor. 
(M) oh, you spilled the juice. uh oh juice comment event existence
(A) picking up empty cup and turning it 
over More juice request object recurrence
(A) drinks juice, looks into empty cup, 
squashes cup; (M) where’s the ju ice ? 
(A) taking cup
Gone juice comment object disappearance
(M) I think Mommy will have some 
juice. (A) picking up empty cup More juice request object recurrence
(M) where’s the cookie ? Gone cookie comment object disappearance
(A) picking up empty bag Dirty bag comment object cleanliness
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Table 5.1:
Interpreted One -Word Utterances From The File Allisonl.Cha, Bloom 1973 Corpus, CHILDES Database
Actions and Mother’s words Alison'sUtterance Perceptual Entity Conceptual Relation
(A) giving empty bag to M Dirty bag comment object cleanliness
(A) finds doll; pulling it out o f bag Baby doll naming object
(M ) That’s all We ate them .we'll have 
more when we go home. No cookie reject object disappearance
(A) drinks juice; takes another cup More juice request object recurrence
(A) walking to truck with doll Baby doll name object
(A) trying lo pul doll in truck There truck locate object
(A) picking up truck; holding it in air Up truck comment object upness
(A) playing with truck Away truck comment object disappearance
(A) walking to chair holding doll Chair chair naming an object
(A) trying to get on chair with doll Up ali comment object upness
(A) sitting doll on chair Chair chair name object
doll falls uh oh doll comment event existence
(A) picking doll up Baby doll name object
(M ) oh, where’s the baby ? Up doll comment object upness
(A) puts doll down Down doll comment object upness
(M ) showing a picture o f  a girl. (M) look 
what I h a v e . Girl
girl name object
pig falls uh oh P'g comment event existence
(A) reaching under chair; picking up 
cow
Cow cow name object
(A) picking up bull and putting it on 
table
Cow cow name object
(A) takes calf, starts to small chair with 
it; stops and goes back to table. 
(A)looking at Mother, putting calf back 
on table
No cow reject object recurrence
(A) turning to sit down on chair Sit ali Comment event
(A) picking up pig Pig Pig name object
(A) looking at pig standing on chair There pig locate object
(A) holding her hand out to Mother to 
get down
Down ali request object upness
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5.3.2 Data Encoding
We now discuss the coding scheme we used for the one-word utterances, the perceptual entities 
and their associated conceptual relations. We have attempted that our model simulates child 
language acquisition as realistically as possible by basing all the three coding schemes on 
currently accepted theories of child language acquisition. Abidi and Ahmad (1997) used the same 
principle when they developed their own coding scheme. We therefore use their coding scheme 
as a basis for our own scheme.
5.3.3 Coding Scheme for Children’s Perceptual Entities
To represent perceptual entities in a neural network environment a semantic feature based 
formalism that describes the similarities and differences between the various perceptual entities is 
needed. Nelson (1973) has proposed a hierarchical semantic tree that distinguishes features al 
each level. This tree classifies or categorises ‘objects’ and ‘non-objects’ at a considerable level of 
detail, but it does not have features to distinguish between individual perceptual entities 
belonging to the same category. Nelson’s tree therefore serves as a basis for determining a set of 
features that categorises objects into various perceptual entity categories. However Bloom (1973) 
indicates that children are aware of a variety of perceptual entities, differing from one another in 
terms of salient features that can not be sufficiently encoded by category level abstraction alone. 
For instance, children are believed to distinguish various objects by observing aspects such as 
‘size’, ‘shape’, and ‘colour’ and even, at times, their ‘function’.
Based on the suggestions by Nelson and Brown, Abidi & Ahmad (1997) encoded perceptual 
entities using semantic feature vectors made up of two types of features: defining features that 
determine a category structure, and individual features, which distinguish individual perceptual 
entities within a category. The defining features are based on Nelson’s semantic tree whilst the 
individual features are based on Bloom (1973). Examples of defining features are object/non­
object, animate/inanimate, people/animal, specific/generic, personal/impersonal and examples of 
individual features include such features as human/animal, self/not self, male/female, has 
name/no name, familiar/not. familiar. Table 5.2 shows the semantic feature vectors for the 
perceptual entities ‘dad’, ‘m unf and ‘dog’ as encoded by Abidi and Ahmad.
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This scheme succeeds in categorizing the perceptual entities a child is likely to encounter during 
the period of language acquisition. However, in this encoding scheme the digit positions that 
encode an individual feature may encode different features depending on the category of the 
encoded concept as determined by the defining feature vector. For instance, in Table 5.2, digit 
position 4 encodes the individual feature familiar for all perceptual entities belonging to the 
‘people’ category. When the concept belongs to the ‘animal’ category, it encodes the individual 
semantic feature furry coat. In neural networks where simple Euclidean distance is used to 
determine vector similarity, it is possible that perceptual entities within the same category are just 
as likely lo be categorized differently as perceptual entities belonging to different categories. This 
is because the neural network in question regards all the vector digits as having equal weighting.
Table 5.2:
Semantic feature vectors for the perceptual entities ‘dad’, ‘mum’, and ‘dog’. The defining features are given in
bold type-face (Abidi, 1994).
Concept Defining Features Individual Features Semantic Feature Vector
Dad objcct-animate-
pcople-specific
agents, human, human beings, not self, 
familiar, does cares, is kin, male, large, has 
name
[1,1,1,1,1,1,0,0,1,1,1,1,1,11
Mum
f
object-animate-
people-specific
agents, human, human beings, not self, 
familiar, does cares, is kin, female, large, has 
name
[1,1,1,1,1,1,0,0,1,1,1,0,1.11
Dog objcct-animate-
animal-generic
agents, non-human, animal, is indoor, furry 
coat, unfamiliar, no distinct colour, has 
distinct sound, medium, no name
[1,1,0,0,1,0,1,1,1,0,0,1,0,01
We have extended Abidi and Ahmad’s coding scheme by ensuring that all the category identity 
features and individual features are each represented by a separate digit (see Table 5.3).
Our coding scheme has eight categories of perceptual entities. These are person, animal, vehicle, 
furniture, clothing, food, bodypart and place. Each category is represented by a single binary 
digit. This is set to ‘1’ if the entity being encoded belongs to that category; otherwise it is set to 
‘0’. Each category has features that distinguish the entities making it up. Some of these features 
are specific to the category; whilst others apply equally well to other categories. For instance, in 
the person category we encode whether the child is referring to self or not, and whether the 
person being referred to is a caring person or not. For the animal category we encode whether the
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animal has a distinct sound or not, whether it has horns or not, and whether or not it has a furry 
coal.
Features that differentiate between the categories are encoded by a single digit position, with a ‘1’ 
encoding the presence of the feature and a ‘O’ encoding its absence. Category specific features are 
encoded by three digit positions. The first digit position is set to ‘1’ if the feature is present and to 
‘0’ if that particular feature is not present. The second digit position is set to ‘1’ if the feature is 
relevant to encoding the entity but is missing in that particular entity. The third digit is set lo * 1’ if 
the feature is not relevant to encoding that particular perceptual entities category; otherwise it is 
set to ‘O’.
To assess the extent to which our coding scheme discriminates against perceptual entities 
belonging to different classes and brings together similar perceptual entities we encoded some 
perceptual entities from the Bloom 1973 corpus and used them to train a 10x10 self-organising 
map (Figure 5.1).
Table 5.3 
Coding Scheme for Perceptual Entities
Code Block Name Digit Name Digit Num Digit Meaning
Category Defining Is a person? Do 1; Positive confirmation
features Is an animal? D, 0: Negative confirmation
Is a Vehicle? Dt
Is furniture? D,
Is clothing? d 4
Is Food ? Ds
Is Household Item? Dr,
Is Place? d 7
Is doll d k
Person features Is Self? Dy, Dio, D|1
Does Person Care? Dp,D]3, D„
Animal features Has furry coat? D(5, D[c„ D)7
Is a cat (else dog) D ir, D„. D2o
Has horns? D„ D22, D23
Food Is cookie?(else juice) Dz4, D25, Dig
Figure 5.1 demonstrates that our coding scheme for perceptual entities successfully discriminates 
between the different classes of entities whilst bringing together similar entities. For instance the 
person entities namely mum, man, baby, Allison and dada are clustered together, whilst the
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animal entities, namely cat, pig, cow and horse are clustered together. Also juice and cookie, 
which are food entities are separately clustered, whilst furniture and room entities, namely floor  
and chair are clustered together.
Figure 5.1: Visual inspection of some perceptual entities using a lOx 10 SOM 
5.3.4 Coding Scheme for Conceptual Relations
From our review of current thoughts on child language acquisition at the single word stage, we 
assume that a child produces an utterance because of an underlying intention on which the 
utterance is based (Small, 1990). A child’s speech intention may be to make a comment, to name 
an object or event, to indicate location (locative utterance) or ownership (possessive utterance), or 
to express a request or a rejection of an object or event (Bloom, 1973). Aspects that may form 
the subject of a child’s speech intention include recurrence, existence, failure, non-occurrence, 
disappearance, suddenness, cessation, size of the object (big or small), and, specifically for 
Allison, an object’s cleanliness and whether an object is up or down (upness or downness of an 
object). For each utterance in the corpus, the inferred child’s speech intention will consist of two 
parts. The first part determines the type of intention (i.e. is the child’s utterance a comment, 
request, rejection or is it a locative, possessive or naming utterance?). The second type identifies 
the subject to be communicated (i.e. is the child talking about recurrence, existence, failure etc).
We have encoded the inferred speech intentions using a binary encoding scheme that incorporates 
redundancy for each feature (see Table 5.4). The use of redundancy enables the conceptual
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relations to differ by more than one digit position. This enables the neural network to better 
discriminate between the encoded child’s intentions by increasing the Euclidean distance between 
similar binary codes. It also improves the coding scheme’s robustness against noise since each 
non-zero digit is replicated.
In our coding scheme, each feature relating to the child’s inferred intention is coded by three 
digits. If the feature is present, all the three digits are set to ‘1’, and if the feature is absent all the 
three digits are set to ‘O’. Time dependent features are similarly encoded using two redundant 
digits. Physical features have been encoded using three digits. The first digit is set lo ‘1’ if the 
feature is the subject of interest. The second digit is set to ‘1’ if the feature is present, and the 
third digit is set to ‘1’ if the feature is absent.
T able 5.4:
Scheme for encoding conceptual relationships
Code Block Name Digit Name Digit Num Digit Meaning
Comment DjD^D^
Naming d 4d 5d 6 All feature digits set to 1 if feature
Deduced Child’s Locative D7DsD9 present, else set to ‘0’
Speech Intention Possessive d 10d „ d 12
Request Di3DMD15
Rejection DicDnDis
Recurrence Dig D7()
Deduced Time 
dependant Features 
child is referring to
Existence D2i D22
All feature digits set to 1 if feature 
present, else set to ‘O’Non-
Occurrence/Failure D23 D24
Disappearance Dos D26
Cessation D27 D28
Deduced Physical State 
Features cliild is 
referring to
Size D29L 30 D31
First digit set to ‘I’ if feature is 
subject of concern, else set to zero
Cleanliness D32D33 D34
21,li digit set to 1 if feature present, 
else set to ‘O’,
Upness D35P 30 D37
3rd digit set to 1 if feature negated 
else set to ‘O’.
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Table 5.5 illustrates three of the communicative intentions that we have encoded using the 
scheme outline above.
Table 5.5:
Illustration of how conceptual relations are encoded using the coding scheme in Table 4.8.
Conceptual Relation Child’s Speech Intention Time dependant Features Physical State 
Features
Comment on recurrence 111000000000000000 1100000000 000000
Reject an Object 000000000000000111 0011000000 000000
Request Upness 000000000000111000 oooooooooo 000110
5.3.5 Coding Scheme for Word Utterances
Human infants are born with a remarkable sensitivity to sound contrasts existing in natural 
language speech and with a special ability to perform categorical perception of speech sounds 
(Kurl, 2000; Kit, 2002). As they grow, however, they learn to categorise speech sounds within a 
certain acoustical range into phonemes. The ability to detect linguistically significant phonemic 
differences while ignoring other, non-contrastive differences enables the infant to focus on those 
aspects of the speech signal that have the potential to convey meaning in its native language 
(Davis, 2003).
Words are presumably organised into similarity neighbourhoods in the mental lexicon based on 
phonological similarity (Storkel & Morrisette, 2002; Luce & Luce, 1990; Luce & Pisoni, 1998). It 
is assumed that a similarity neighbourhood includes all the words differing from a given word by 
single phoneme substitution, deletion or addition. For instance, the similarity neighbourhood for 
sit includes words such as sip, sat, hit, it, and spit.) It is therefore possible to assume that children 
can analyse sound segments such as syllables and words in terms of their constituent phonemes. 
On this basis Abidi and Ahmad came up with a word representation scheme that expressed words 
in terms of their constituent phonemic features organized as a phonetic feature vector. The 
phonetic symbols used to encode the individual phonemes were taken from the Oxford Advanced 
Learner’s Dictionary. According to their representation scheme, each individual phoneme is 
assigned a unique value in the range 0 to 1. The ‘phonemic feature vector’ for a word is then 
formed by concatenating the encoded value of its constituent phonemes in a vector notation.
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In Abidi and Ahmad’s phonetic coding scheme (1997), consonant were arbitrarily assigned 
numerical values ranging from 0.71 to 0.94 (Table 5.6) whilst vowels were assigned values 
ranging from 0.25 to 0.46 (Table 5.7). The distance between these two code ranges ensures that 
consonants features remain distinct from vowel features. Each phonetic feature vector uses four 
elements to encode each word in accordance with findings from Bloom’s corpus for the single­
word stage (Bloom, 1973), which indicate that all the words uttered could be encoded by four 
phonetic features or less. Padding is used where the word has less than four phonetic features to 
keep the length of feature vectors the same. Vowel encoding starts at 0.25 and not zero to ensure 
that there is a distinction between the absence of a feature element, which is encoded by a zero, 
and the presence of a feature.
Table 5.6:
Phonetic coding for consonant phonemes using the approach by Abidi and Ahmad (1997)
Numerical
Code Symbol
English
Word
Phonetic
word
Numerical
Code Symbol
English
Word
Phonetic
Word
0.71 P Pen / p e n / 0.83 s so /S3U/
0.72 b Bad /bsed / 0.84 z zoo / z u : /
0.73 t Tea / t i : / 0.85 J shoe / f m /
0.74 d Did / d i d / 0.86 3 vision / V i 3 n /
0.75 k Cat /kset/ 0.87 h hat / h s e t /
0.76 9 Got / g u t / 0.88 m man / m a e n /
0.77 t f Chain / t f e i n / 0.89 n no / n a u /
0.78 d3 Jam / d j a e m / 0.90 0 sing / s i t ] /
0.79 F Fall /fo il/ 0.91 1 leg / l e g /
0.80 V Van / v a e n / 0.92 r red / r e d /
0.81 0 Thin /© in / 0.93 j yes / j e s /
0.82 O This / b i s / 0.94 w wet / w e t /
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Table 5.7:
Phonetic Coding of vowel and diphthong phonemes using the approach by Abidi and Ahmad (1997)
Numerical
Code Symbol
English
Word
Phonetic
word
Numerical
Code Symbol
English
Word
Phonetic
Word
0.25 i: See /sh l 0.36 A cup /kAp/
0.26 i happy /'haepi/ 0.37 3 bird /bB id/
0.27 i Sit /s it/ 0.38 a about / a'baut/
0.28 e Ten /ten/ 0.39 ei say /se i/
0.29 ae Cat /kaet/ 0.40 au go /gau/
0.30 a: father /'fa:5a(r)/ 0.41 ai five /faiv/
0.31 D Got /got/ 0.42 au now /nau/
0.32 01 Saw / S O I / 0.43 31 boy /boil
0.33 U Put /pu t/ 0.44 la near /ma(r)/
0.34 u actual /'aektfual/ 0.45 ea hair /hea(r)/
0.35 u: Too /tu :/ 0.46 ua pure /pjua(r)/
We used Abidi and Raza’s phonetic coding scheme to code some one-word child utterances from 
the Bloom 1973 corpus (Table 5.8). Then we used these encoded child language utterances to 
train a lOx 10 self organising map (Figure 5.2). The map self-organised to result in an ordering of 
the words in accordance with the phonemes they each contain. For example, phonetically close 
words are placed close together. For instance mum, and mary are placed close together on the 
map. Similarly, away, up, and uh oh are placed close together, as are big and pig as well as the 
words more and no.
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Figure 5.2: Phonology Map showing how the phonetic representations of some child words were clustered
Table 5.8
Abidi And Ahmad’s Phonetic Representations Of Child Spoken Words
Child
Word
Phonetic
Coding DO D1 D2 D3
Child
Word
Phonetic
Coding DO D1 D2 D3
gone /g o n / 0.76 0.31 0.89 0 down /d a u n / 0.74 0.42 0.89 0
away /aw e i/ 0.38 0.94 0.39 0 Pig /p ig / 0.71 0.27 0.76 0
more /  r to i / 0.88 0.32 0 0 dog /d o g / 0.74 0.31 0.76 0
this /b is / 0.82 0.27 0.83 0 cat / kaat/ 0.75 0.29 0.73 0
there /5 s : / 0.82 0.37 0 0 chair / t je a / 0.77 0.28 0.31 0
uh oh /3 3U/ 0.37 0.40 0 0 truck /trAk/ 0.73 0.92 0.36 0.75
no /n a u / 0.89 0.40 0 0 cookie /k uk i/ 0.75 0.33 0.75 0.26
rnary /m eri/ 0.88 0.28 0.92 0.26 juice /d su s / 0.78 0.34 0.83 0
stop /s to p / 0.83 0.73 0.31 0.71 up /Ap/ 0.36 0.71 0 0
big /b ig / 0.72 0.27 0.76 0 cow /k  a u / 0.75 0.42 0 0
small /sm art/ 0.83 0.88 0.32 0.91 horse /hois  / 0.87 0.32 0.83 0
dirty /d a : t i / 0.74 0.28 0.73 0.26 mum / mAm/ 0.88 0.36 0.88 0
up / a p/ 0.36 0.71 0 0 cup /kAp/ 0.75 0.36 0.71 0
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However, it is apparent that some words that are clustered together do not sound the same. For
instance horse (/hDis/) sounds differently from mary f/meri/); cat / kast/ sounds differently
from big /big/  and pig / pig/, and no lnau/ has a different sound there /6b:/. This anomaly is 
due to the coding scheme placing these differently sounding words close together. For instance 
the word horse and Mary have been encoded as:
horse /h o is / 0.87 0.32 0.83 0
Mary /m eri/ 0.88 0.28 0.92 0.26
It is immediately apparent that although /h / and /m / sound differently, they are adjacent to each 
other in the encoding scheme, having the encoding 0.87 and 0.88 respectively. Similarly, / d: /  
and / e/ are close together and consequently have numerical values 0.32 and 0.28 that are close to 
each other. In the same way / s / and / r /  also have close numerical values. Hence although these 
two words sound differently, the coding scheme places them close to each other, and this is 
reflected on the self-organising map. It is therefore clear that the phonetic coding scheme fails to 
reflect the distances between the phonemes as perceived by the human ear. We now look at how 
we can improve this phonetic coding scheme.
Each phonetic symbol is a vector quantity of phonetic features consisting of the acoustic features 
that make up the sound, as well as the articulatory features derived from how the vocal tract, 
mouth, tongue and associated organs create the sound (Ladefoged, 1982). We think that coding 
the phonetic symbols vectorially, taking into consideration the component phonetic features 
making up the phonetic symbols may be more successful in capturing the similarities and 
differences between the phonetic symbols. This vector approach to phonetic encoding has been 
adopted, with varying degrees of success, by several researchers including Plunkett & Marchman 
(1991, 1993), Miikkulainen (1997), (Joanisse & Seidenberg (1999), MacWhinney and Leinbach 
(1991), Bullinaria (1997) and Li & MacWhinney (2002).
Ladefoged (1982) has illustrated the different levels of dimensions that can be used to distinguish 
consonants and vowels. For consonants, there are two major dimensions, manner o f  articulation 
and place o f  articulation. Within manner of articulation, Ladefoged distinguished five levels:
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nasal, stop, fricative, approximant, and lateral. Within place of articulation, he distinguished eight 
levels: bilabial, labiordental, dental, alveolar, palatoalveolar, palatal, velar, and glottal. For 
vowels, there are two major dimensions, height and tongue position. Within height, Ladefoged 
distinguished five levels: high, mid-high, mid, mid-low, and low. Within position, he 
distinguished three levels: front, central, and back.
Ladefoged’s classification gives rise to 40 (5 manner X 8 place) manner/place types for 
consonant, and 15 (5 height X 3 position) height/position types for vowels. The 40 manner/place
types can easily distinguish the 24 English consonants (including the two affricates, /(J3 / and
/ f t / ), and the 15 height/position types can distinguish the 14 vowels (including Id  and /a/, which 
occur only in diphthongs'—e.g., /ei/ and /ai/). Li and MacWhinney (2002) adopt these dimensions 
in their PatPho implementation. In addition, they add a third dimension, phoneme status, to 
determine whether a given segment is a vowel or a consonant. They also use this third dimension 
lo characterize whether a consonant is voiced or voiceless. Li and MacWhinney evaluated their 
scheme using a hierarchical cluster analysis, and this indicated that the scheme accurately 
captures the similarity structure of English phonemes, as well as the overall distances between 
vowels and consonants and between voiced and voiceless consonants. Li and MacWhinney have 
combined this coding scheme with the slot-based tri-syllabic representation proposed by 
MacWhinney and Leinbach (1991). Their efforts have met with some measure of success in 
coding multisyllabic English words. In this thesis we have adopted their phonetic coding scheme, 
minus the slot-based trisyllabic representation, and used it to modify the scheme we inherited 
from Abidi and Ahmad (1997) as we outline in the appendix.
5.3.6 Evaluation of our Phonetic Coding Scheme
We trained a 10x 10 self-organising map (Figure 5.3) and compared it with the map trained using 
words encoded using the phonetic coding scheme proposed by Abidi and Raza. The proposed 
phonetic code is more successful in clustering similarly sounding words together as well as 
differentiating between different sounding words. Differently sounding words that were clustered 
together in the original encoding scheme are well separated in this scheme. For instance, the 
words horse and maty have been assigned lo different clusters. Similarly, the word cat has now 
been separated from its original grouping with the words big and pig and is now grouped with the 
words cup and cookie.
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Figure 5.3: lOx 10 Phonology Self-organising map
Whilst this phonetic encoding scheme appears sufficient for the task at end, which is to assess the 
suitability of the counterpropagation network neural network in modelling child language 
simulation, it is apparent that more research still needs to be done to come up with better 
encoding schemes. Our encoding scheme operates by simply concatenating phoneme values to 
come up with a word presentation. This approach assumes that the choice of pronunciation of 
each phone is independent of all other phones in the word, which is not the case (Fosler-Lussier, 
1999). In practice, the pronunciation of a phone is affected by its neighbouring phones, other 
phones within the word and its position in the word, among other things (Chen & Hasegawa- 
Johnson, 2004; Pulvermuller, 2002). For instance, the words cup, cat, and cookie all start together
with the phoneme /k / and the succeeding vowel phonemes have similar values in our coding 
scheme. Consequently, these words are all encoded into the same cluster, although in practice 
they sound quite different.
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Rumelhart and McClelland have addressed this problem by using context-sensitive phonetic 
coding in their past tense simulation model (Rumelhart & McClelland, 1986). This encoding 
scheme is, in turn, based on the idea suggested by Wickelgren (1969) to achieve context-sensitive 
chaining. For instance, in the sequence ABEL, context sensitive chaining would be achieved by 
encoding the sequence elements as $Ab, aBe, bEl, eL$ where $ is the end marker, and lower case 
sequence elements represent local context. Using this format the phonemic representation of the
word cat, i.e. /k s e t/  would be encoded as $kae, kaet, aat$ . Rumelhart and McClelland 
referred to phones arranged in this manner as wickelphones.
Rumelhart & McClelland identified the phonemes of the five hundred most frequent verbs in 
English. The features making up each phoneme were identified and then context sensitive coding 
of all the phonetic features in each word was then carried out to come up with wickelfeatures.. 
They discovered that they could encode all possible wickelphones with just 460 wickelfeatures. 
Each word was then constructed as a list of wickelfeatures.
However, a major disadvantage of this scheme as a means for encoding words is that a phone is 
represented differently based on the word and position in which it is used (Houghton & Hartley,
1995). For example, the /a/ in cat is represented by a token designated kaet, whereas the /a/ in
tack is designated by taek. Therefore, in conclusion, it appears, that phonetic coding of words is 
not a trivial issue, and more research still needs to be done in this regard.
5.3.7 Simulation Results
From the one-word utterance data we derived from the Bloom 1973 corpus, we created a training 
set consisting of 30 pairs of perceptual entities and conceptual relationships (Table 5.9). We then 
used this training set to train a 10x 10 modified counterpropagation network over 200 cycles. The 
SOM node with the highest activation level was deemed to represent the response of the learnt 
association between the applied perceptual entity, conceptual relationship and utterance. The 
utterance was then read from the winning SOM node. In each situation, the network produced a 
similar response to the actual child’s one word-utterance.
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Table 5.9:
Training Set for the Simulation of the Counterpropagation network Model on One - Word Child Utterance
Actions and Mother's words Perceptual entities conceptual relation Alison's response
(A) playing with truck Truck comment object disappearance away
(A) finds doll; pulling it out o f bag Doll name object baby
(A) picking up bag of cookies Bag name object bag.
(M) what is this?
(A) pointing to chair Chair name object chair
(A) looking around for cookies Cookie request object existence cookie
(A) reaching undcr chair; picking up 
cow Cow name object cow
(A) giving empty bag to M Bag comment object cleanliness dirty
(A) sitting down Ali comment object upness down
(M) oh, where's the baby? Doll comment object upness down
(M) showing a picture o f a girl. (M) 
look what I have Girl name object girl
(A) drinks juice, looks into empty 
cup, squashes cup; (M) where's the 
juice? (A) taking cup
Juice comment object disappearance gone
(M) where's the cookie? Cookie comment object 
disappearance gone
(M) what's in the bag? (A) looking 
in bag at farm animals Horse name object horse
(M) helps Allison down.
(A) turns, trying to get up again Chair request event reccurrence more
(A) takes cookie; reaching with 
other hand towards others in bag Cookie request object recurrence more
(A) drinks juice; takes another cup Juice request object recurrence more
(A) takes calf, starts to small chair 
with it; stops and goes back to table.
(A)looking at Mother, putting calf 
back on table
Cow reject object recurrence no
(M) That's all We ate them .we'Jl 
have more when we go home Cookie reject object disappearance no
(A) picking up pig Pig name object Pig
Mum locate object there
(A) trying to put doll in truck Truck locate object there
(A) looking at pig standing on chair Pig locate object there
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Table 5.9:
Training Set for the Simulation of the Counterpropagation network Model on One - Word Child Utterance
Actions and Mother's words Perceptual entities conceptual relation Alison's response
(A) spills juice out o f cup onto floor. 
(M) oh, you spilled the juice.
Juice comment event existence uhoh
doll falls Doll comment event existence uhoh
pig falls Pig comment event existence uhoh
(A) struggling to get on chair All request object upness up
(A) picking up truck; holding it in 
air Truck
comment object upness up
(M) oh, where's the baby ? Doll comment object upness up
We then created a novel dataset consisting of 10 pairs of perceptual entities and conceptual 
relationships and used it to find out whether the counterpropagation network model would 
generalise to the correct one-word utterances. As shown in Table 5.10 in nine of these ten cases 
the counterpropagation network model generalises lo produce the correct one-word utterance. 
This suggests that the network produces appropriate one-word utterances even for novel 
situations.
T able 5.10
Utterances produced by the Counterpropagation network model in response to novel input
Conceptual relationship Novel situation Expected utterance Actual utterance
Comment object disappearance (A) puts away horse gone gone
Comment object cleanliness (A) indicating mum’s Skirt is dirty dirty dirty
Comment upness (A) stating that horse on chair up dirty
Comment object recurrence (A) Sees more than one pig more more
Request object disappearance (A) refuses Cookie no no
Request upness (A) holding her hand out to Mother to get down
down down
Request object recurrence (A) wants another cow more more
Reject object recurrence (A) refuses no longer wants juice no no
Locate object (A) pointing at cookie bag there there
locate object (A)Pointing at mother there there
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5.3.8 Section Conclusion
We have applied the modified counterpropagation network to the modelling of child language 
acquisition at the single word utterance stage. The multimodal capabilities of the 
counterpropagation network have enabled us to train the model simultaneously on the three input 
types, namely perceptual entities, conceptual relationships and single word utterances. In so 
doing, we have produced a model that simultaneously simulates ostensive naming as well as the 
mapping between conceptual relationships and their associated single word utterances. This is in 
contrast to previous research whereby single word utterance simulation has been restricted to 
ostensive naming (Miikkulainen 1990; Wright & Ahmad, 1997; Li, 2002). Again, our approach 
also differs from the approach by Abidi and Ahmad (1997) which models single word utterances 
using different networks, with one network modelling ostensive naming whilst the other one 
models the mapping between concepts and their associated conceptual relationships to single 
word utterances. We believe that our approach is more in agreement with current thoughts on 
child language acquisition which suggest that children typically use single word utterances to 
convey information about the objects they are interacting with, and ostensive naming of objects is 
simply one aspect of this (MacWhinney, 1998; Ninio & Snow, 1988; Small 1990; Bloom 1973).
139
5.4 Case Study 2: Model of One-word to Two-word Child Language Transition
In this section, we simulate the transition of child language from the one-word stage to the two- 
word stage using a modified counterpropagation network and a Temporal Hypermap. The 
counterpropagation network learns to generate one-word utterances and its output is dominant in 
the early stages of training. The Temporal Hypermap generates two-word utterances and its 
output is dominant in the latter stages of training. The transition from the one-word stage to the 
two-word stage is mediated by a time dependent probabilistic gating mechanism implemented in 
each of the units of the Temporal Hypermap.
5.4.1 Simulation Data
We use one-word and two-word child language utterances from the Bloom’73 dataset in the 
CHILDES database. In our approach, we identify one-word and two-word utterances that seem 
to address the same communicative intention. However, we hasten to add that the situations a 
child wishes to speak about at the one-word and two-word stage are hot exactly identical, as an 
analysis of the transcripts indicates. For a start, the transcripts seem to indicate that at the two- 
word stage the child has a greater ability to formulate and perceive relationships between more 
concepts in his or her environment. In addition, it appears that the child al the two word stage 
interacts more with the objects in his or her environment than the child at the one-word stage. 
Thirdly, the transcripts indicate that the child’s vocabulary has grown, and the two word 
utterances seem lo indicate a deeper, level of environmental awareness than can be ascribed to 
one-word utterances.
Nevertheless, we have identified fifteen pairs of utterances that broadly match each other. 
Although it is apparent that the child’s cognitive modeling of its environment has undergone 
significant transformation from the one-word to the two-word stage, our goal is only to 
demonstrate the operation of the time dependent gating mechanism. We therefore believe that the 
dataset we have accumulated is adequate for our task. Table 5.11 shows these fifteen pairs of 
one-word and two-word utterances.
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Table 5.11:
One-Word And Two-Word Utterances Describing Similar Situations Taken From the Bloom 1973 Corpus, CHILDES
Database
Actions and Mother's words Alison'sUtterance Actions and Mother's words Allison's Utterance
(A) takes cookie; reaching with 
other hand towards others in bag Cookie
(A) reaching for cookie box in bag. (A) 
takes out box o f cookies There cookie
(M) what is this?
(A) pointing to chair chair (MO pointing to chair. What is this? That chair
A) drinks juice; takes another cup more (M) pours herself juice. (A) picking up empty cup More juice
A) drinks juice, looks into empty 
cup, squashes cup; (M) where's the 
juice? (A) taking cup
gone (M) pours juice; (A) drinks juice, looks into empty cup. (M) taking cup. Gone juice
(M) showing a picture o f a girl. (M) 
look what I have girl
(A) holding picture up top photographer’s 
assistant. Where’s the girl? There girl
(A) sees cookie bag more (A) reaching for cookie bag more cookie
(A) sitting down down (A) still sitting on floor and looking at Mother who is still standing sit down
(M) is standing d ow n . (A) turns around; walking to chair, utters: s i t . Then walks back to (M) sit down.
(A) finds doll; pulling it out o f bag baby. (A) sees doll on floor baby doll
(A) reaching for (M)’s juice Mama (A) offering one cup to( M) Mommy juice
(A) picking cookie crumbs from lap 
and eating them cookie
(A) picking cookie crumbs from lap and 
eating them. baby cookie
(A) picks up doll. sit (A) sitting doll in truck sit down
(A) wiping doll clean (A) wipes doll(M): What are you doing ? wiping doll
(A) takes cookie; reaching with 
other hand towards others in bag Cookie
(A) carries bag to floor; (M) and (A) sit 
down eat cookie
(A) walks to (M), trying lo get in 
(M)'s lap up (A) stands horse up. standing up
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5.4.2 Model Simulation
In simulating the gated multi-net, we chose a network size of 8x 8 for both the 
counterpropagation network and Temporal Hypermap. This size is sufficient to encode the one- 
word utterances together with their associated concepts and conceptual relations on the 
counterpropagation network. It is also sufficient for encoding the two-word utterances on the 
Temporal Hypermap. Each neuron on the Temporal Hypermap had a tapped delay line of unitary 
length, as well as one threshold logic unit to compute the time varying context.
We simulated the gated multi-net for initial transition probabilities of 0.0001, 0.001, 0.01 and 0.1. 
For each probability value, the simulation was as follows: The counterpropagation network was 
initially trained for 20 cycles to ensure that all the single word utterances were encoded prior to 
the onset of the transition to the two-word stage. The two networks were then jointly trained for 
30 cycles.
We collected transition data in each of the 30 cycles. First, ten exemplars were randomly selected 
from the fifteen element training data set. Then each exemplar was applied to the network, which 
responded by issuing out a one-word or two-word utterance. The number of two-word utterance 
responses for the ten exemplars was then recorded. This process was repeated twenty times 
before the network was allowed to undergo another cycle of training.
As we have seen, the environment to which the baby Allison was exposed was limited, and from 
the transcripts in the Bloom 73 corpus, the conversations between Allison and her mother show a 
predilection towards the most familiar events and objects in their environment. We simulated the 
limited environment by using the fifteen corresponding one-word and two-word utterances to 
build a data set whose frequency profile mimics the relative frequencies of utterances in the 
Bloom 73 corpus, as shown in Table 5.12. We then trained the gated multi-net using this dataset.
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Table:5.12
Corresponding One-Word and Two-Word Utterances with their Occurrence Frequency 
(Key: A -  Alison; M -  Mother)
Actions and Mother's words Alison'sUtterance Actions and Mother’s words
Allison's
Utterance frequency
(A) takes cookie; reaching with other 
hand towards others in bag Cookie
(A) reaching for cookie box in bag. (A) 
takes out box o f cookies There cookie 2
(M) what is this?
(A) pointing to chair chair (MO pointing to chair. What is this? That chair 5
A) drinks juice; takes another cup more (M) pours herself juice. (A) picking up empty cup
More juice 2
A) drinks juice, looks into empty cup, 
squasiies cup; (M) where’s the juice? 
(A) taking cup
gone (M) pours juice; (A) drinks juice, looks into empty cup. (M) taking cup.
Gone juice 5
(M) showing a picture of a girl. (M) 
look what I have girl
(A) holding picture up top photographer’s 
assistant. Where’s the girl?
There girl 1
(A) sees cookie bag more (A) reaching for cookie bag more cookie 1
(A) sitting down down
(A) still sitting on floor and looking at 
Mother who is still standing sit down 1
(M) is standing down .
(A) turns around; walking to chair, utters: 
s i t . Then walks back to (M) sit down 1
(A) finds doll; pulling it out o f bag baby.
(A) sees doll on floor baby doll 2
(A) reaching for (M)'s juice Mama (A) offering one cup to( M) Mommy juice 1
(A) picking cookie crumbs from lap 
and eating them. cookie
(A) picking cookie crumbs from lap and 
eating them.
baby cookie 1
(A) picks up doll. sit (A) sitting doll in truck sit down 1
(A) wiping doll clean
(A) wipes doll
(M): What are you doing ?
wiping doll 2
(A) takes cookie; reaching with other 
hand towards others in bag Cookie
(A) carries bag to floor; (M) and (A) sit 
down eat cookie 4
(A) walks to (M), trying to get in 
(M)'s lap up (A) stands horse up. standingup 1
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5.4.3 Results and Discussion
Our simulation of child language development from the one-word utterance stage to the two-word 
utterance stage shows that as the number of training cycles increases, the number of two word 
utterances increases proportionally, before reaching a saturation value independent of the initial 
transition probability (see Fig.5.4). The gated multi-net model therefore exhibits a gradual 
transition from one-word to two-word language utterance as seen in studies of child language 
acquisition.
In the gated multinet model of child language acquisition, the rate of increase of two-word 
utterances, prior to saturation, is dependent on the initial transition probability, with the higher the 
value of initial transition probability the larger the rate of increase of two-word utterances. 
Normal children also exhibit different rates of language development, with the rates between 
different children varying by a year or more [Pinker, 1995]. Hence, by varying the initial 
transition probability value, we manage to simulate the variations in the rate of language 
development in normal children.
— m— P=0.001
— * — P=0.01
—S3— P=0.1
12.00
10.00
8.00
6.00
4.00
2.00
0.00
1 3 5 7 9 11 13 15 17 19
No. of Training Cycles
Fig, 5.4. Output two-word utterances plotted against number of training cycles for equiprobable child language 
data set.
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Our simulation of child language acquisition using the dataset with a frequency profile based on 
the limited environment to which Allison was exposed shows a steeper rate of increase of two- 
word utterances compared to the simulation using a dataset in which the events are equiprobable. 
This suggests that the physically restricted environments to which infants are naturally exposed 
contribute towards quicker child language acquisition. Hence, our work lends support to Elman’s 
suggestion that developmental restrictions on resources may constitute a necessary prerequisite 
for mastering certain complex domains [Elman, 1993],
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Fig. 5.5 Output two-word utterances plotted against number of training cycles for the child language data set 
whose encoded events have different frequencies of occurrence.
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5.5 Synthesis
In this chapter we have simulated child language acquisition at the one-word through to the two- 
word stage using the neural network architectures we have developed. We have used the modified 
counterpropagation network to simulate one-word child language acquisition, and the gated 
multi-net comprising the modified counterpropagation network and the Temporal Hypermap to 
simulate child language transition from the one-word stage to the two-word stage.
Owing to its multimodal capabilities, the counterpropagation network was trained simultaneously 
on perceptual entities, conceptual relationships and the corresponding single word utterances. The 
counterpropagation network simultaneously simulates ostensive naming and generates 
appropriate single word utterances when perceptual entities and their associated conceptual 
relationships are applied to the input. This is an improvement over the approach adopted by Abidi 
and Ahmad (1997) who have employed separate networks to simulate the two tasks.
Our simulation of the transition of child language from the one-word stage to the two-word stage 
using a counterpropagation network and a Temporal Hypermap has extended the gated multi-net 
approach to modelling, in an unsupervised manner, cognitive development activities spanning 
significantly different stages. Child language acquisition is one such cognitive development 
activity. Our approach differs from models of cognitive development based on fixed, 
homogeneous single neural network architectures. These models simulate development by 
varying the network’s connection strengths only, an approach which makes these models 
inadequate for simulating developmental activities spanning significantly different stages. The 
gated multi-net approach therefore gives neural networks the flexibility needed to model such 
cognitive development activities.
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6 Conclusion and Future Work
Our work has focussed on unsupervised neural networks for crossmodal processing and temporal 
processing, as well as their application in a gated multi-net system. We have used three language- 
based datasets to assess these networks. Of these three datasets, two relate to child language 
development.
Language-based communication is uni-modal as it involves the modality of language only but 
depends critically on, and is enhanced by, the modality of vision. Language-based 
communication has an inherent temporal order. Language is leamt with the active input of the 
caretakers (parents, teachers for example) and the synchronisation of language and vision is also a 
learnt skill. There is substantial evidence that self-learning is involved here as well. We have 
undertaken an ambitious project where we were motivated by child language acquisition, and we 
have focussed on self-organising maps for learning language and aspects of the visual modality.
6.1 Contributions to Neural Network Research
We now discuss the contributions we believe this thesis has made to unsupervised neural 
networks for crossmodal and temporal processing as well as to the field of multi-nets.
6.1.1 Unsupervised Crossmodal Neural Networks
One goal of this thesis has been to lay out a foundation for unsupervised multimodal processing. 
Our starting point has been to investigate and bring together current and previous applications of 
neural networks, both supervised and unsupervised, to crossmodal processing. We believe that 
this thesis is amongst first of the attempts for bringing together all the neural network research 
focusing on crossmodal processing. We believe that our effort is a significant contribution since 
there is growing interest in inherently multimodal fields such as multimedia, cognitive modelling 
and biometrics.
A second goal of the thesis has been to extend the in-situ Hebbian-linked SOMs architecture by 
Miikkulainen (1990; 1997) to come up with computationally efficient unsupervised crossmodal 
architectures. With this in mind, we have proposed two unsupervised neural networks for learning 
crossmodal mappings. The first network, the single-pass Hebbian linked SOMs network, extends
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the in-situ Hebbian-linked SOMs network by enabling the Hebbian link weights to be computed 
through one-shot learning. The second network, a modified counterpropagation network (Hecht- 
Nielsen, 1987a; 1987b) extends the unsupervised learning of crossmodal mappings by requiring 
only one self-organising map to implement the mapping.
We have compared experimentally the extents to which the single-pass Hebbian-linked SOMs 
network, the counterpropagation network and the in-situ Hebbian-linked SOMs network learn 
crossmodal mappings using two bimodal datasets. The first dataset, the de Sa and Ballard dataset, 
comprises the auditory and visual representations of consonant-vowel utterances (de Sa and 
Ballard, 1998), whilst the second dataset, the Li and MacWhinney dataset, comprises the 
phonological and semantic representations of words collected from child language acquisition 
studies (Li, Farkas and MacWhinney, 2004). In simulations with the two datasets, the single-pass 
Hebbian-linked SOMs network and the modified counterpropagation network had crossmodal 
performance than the in-situ Hebbian linked SOMs network architecture.
When the three networks were used on a classification task on the de Sa dataset, the modified 
counterpropagation network offered a high crossmodal classification performance equivalent to 
its classification performance using monomodal data. The two Hebbian-linked SOMs 
architectures also had high monomodal classification performances, but their crossmodal 
performances were poorer, being less than 50%.
Since the modified counterpropagation network implements crossmodal processing using only 
one self-organising map, our experimental evaluations suggest that the modified 
counterpropagation network effectively collapses the multiple SOMs and Hebbian links making 
up a Hebbian-linked SOMs network to a single self-organising map, and in the process yields 
better crossmodal performance. We believe that this is a significant contribution to the field of 
unsupervised multimodal processing since the modified counterpropagation network is less 
cumbersome and more robust to the curse of dimensionality than the Hebbian-linked SOMs 
network (Bellman, 1961).
6.1.2 Unsupervised Spatiotemporal Processing
As we have noted in the introduction to this thesis, many aspects of multimodal processing deal 
with temporal data. It is therefore desirable that unsupervised multimodal neural networks be able 
to handle temporal data.
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We have focused on unsupervised spatiotemporal processing approaches based on the self- 
organising map (Kohonen, 1990a; 1995). Our objective has been to extend the self-organising 
map by Kohonen to come up with a Temporal Hypermap that can store and recall multiple 
sequences with repeating spatiotemporal vectors.
In this thesis we have presented a Temporal Hypermap that stores multiple spatiotemporal 
sequences as separate entities independent of each other. Prior to our work, multiple sequences 
have been stored by first being concatenated into one sequence and then stored in one training 
session (Wang and Yuwono, 1995, 1996; Barreto and Araujo, 1999, 2000, 2001a). In our work, 
the different sequences can contain identical pattern strings, and pattern strings can be repeated 
within an individual sequence. The sequences can be stored at different times, and the storage of a 
particular sequence does not require the network to be trained again on previously stored 
sequences, as in the model by Wang and Yuwono, nor does it require all the units used for storing 
sequence items to have unique time varying context weights in addition to the weights encoding 
the sequence identity vector, as in the approach by Barreto and Araujo.
Our work has also built on previous approaches for recalling multiple sequences in unsupervised 
spatiotemporal neural networks by introducing flexibility in recalling sequences. As in previous 
approaches, a stored sequence can be uniquely identified and recalled using a sequence identity 
label vector, or by prompting the network with a pattern string unique to the sequence to be 
recalled. However, in previous approaches, such as the approach by Wang and Yuwono and the 
approach by Barreto and Araujo, the sequence identity vector is made the first pattern of the 
sequence, and when the sequence identity vector is applied to the network, the desired sequence 
and all the other sequences coming after it are recalled. In contrast, in our approach, each 
sequence item has, associated with it, a pattern vector which encodes the value of the sequence 
item, and a context vector which encodes the identity vector of the sequence to which the item 
belongs. Consequently, when a sequence identity vector is applied lo the network, only the 
sequence whose context vector matches the applied sequence identity vector is recalled.
Like Wang and Yuwono’s algorithm, the Temporal Hypermap also allows a sequence be recalled 
by priming the network with a unique pattern string that constitutes part of the sequence. This 
makes it possible for identical items in a sequence lo be distinguished from each other by the 
sequence items that are their neighbours. However, the Temporal Hypermap does not suffer from
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interference, as is the case with the Wang and Yuwono model, and in our evaluation, it was able 
to use pattern sequences to recall each of the eleven sequences that had been stored on it. In 
contrast, Wang and Yuwono’s model could only correctly recall five sequences out of the eleven 
stored sequences.
6.1.3 Gated Multi-net Approach to Solving Time-Varying Multimodal Tasks
Our work extends the gated multi-net approach to solving, in an unsupervised manner, 
multimodal tasks that vary over the processing time to such an extent that different stages of 
processing require structurally different modules for processing.
Child language acquisition for us is an exemplar where different modalities are inextricably 
linked, and the child learns to decipher this inextribility and eventually emerges from gesturing to 
single words. Then there is well documented transition to two word language transition between 
18-24 months, and finally by the age of 6 , across intelligence and different cultures, the child can 
communicate in the language of its caretakers. Some argue that ontogenesis plays a critical role -  
self-development through innate capabilities present at birth. Others argue that the environment 
influences language acquisition as well.
Multi-net systems have been used to process complex tasks that have been subdivided into 
simpler subtasks. Each of the subtasks is processed by a specific neural network module, and the 
selection of which module to use at any given instance is done manually. Abidi and Ahmad 
(1997) have used this modular approach to the simulation of early child language.
Gated multi-net systems have played a critical role in neural computing especially for emulating 
aspects of human cognition (Jordan and Jacobs, 1991). Here the focus has been supervised 
learning - this we take to be environment-determined learning. Our focus has been to emulate 
ontogenesis through self-organised learning and we have created a gated multi-net system that 
comprises a counterpropagation network together with a Temporal Hypermap.
This multi-net has been proposed as a simulator of the transition of child language from the one- 
word utterance stage to the two-word utterance stage. This gated multi-net consists of a 
counterpropagation network that simulates child language at the one-word utterance stage, and a 
Temporal Hypermap that simulates child language at the two-word stage. We have attempted to
150
be as ‘realistic’ as possible including as we did visual features, audio features and conceptual 
features for creating vectors to train the counterpropagation network and Temporal Hypermap.
Our gated multi-net model of the transition of child language from the one-word utterance stage 
to the two-word utterance stage lends support to our conviction that unsupervised crossmodal 
neural networks and unsupervised temporal neural networks provide a means for solving complex 
tasks that incorporate both multimodal and temporal characteristics. The transition from the one- 
word to the two-word utterance stage provides exciting test-case data.
The simulation of child language acquisition is not the only task that will benefit from our 
approach. Most cognitive tasks can be viewed as both multimodal and temporal, and 
consequently, the field of cognitive modelling is likely to benefit from the approach we have 
adopted in out model.
Multimedia processing, by its very nature, requires the simultaneous processing of different 
modes of information such as video, speech and text. Often these modes are temporal as well, 
which means that multimedia often requires the simultaneous use of temporal and multimodal 
processing. Consequently, our approach is likely to find application in the field of multimedia 
processing.
6.2 Future Work
Our work on neural networks has focussed on crossmodal processing, temporal processing and 
gated multi-nets. Future developments of this work can be undertaken along any of these three 
strands.
In the experiments we carried out to compare the classification performance of the in-situ 
Hebbian-linked SOMs network, the single-pass Hebbian-linked network and the 
counterpropagation network, we observed that although the counterpropagation network achieved 
the highest crossmodal performance, its performance on audio-to-visual classification was higher 
than its performance on visual-to-audio classification. Further investigations are needed to ensure 
that at the end of training, the individual input modalities will achieve the same high performance 
on classification. Ideally, the counterpropagation network should receive this enhancement whilst 
retaining its single map approach to multimodal processing.
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The Temporal Hypermap relies on the tapped delay lines in its units to recall sequences using 
subsequences as input prompts. These tapped delay lines are of finite length, and this length sets 
the maximum subsequence length that can be successfully used as an input cue. Each of the units 
in the Temporal Hypermap has time delay lines of the same length. Investigations should be 
implemented to come up with variable length tapped delay lines to ensure that only those units 
which require longer subsequences to determine them are assigned longer tapped delay lines, 
whilst those which require shorter subsequences to determine them are assigned shorter tapped 
delay lines.
In our simulation of the child language acquisition leading from the one-word to the two word 
stage, we have used two separate networks mediated by a time dependent probabilistic switch. 
Most models have simulated aspects of cognitive development using single networks in which the 
architecture is fixed and homogeneous (Rumelhart and McClelland, 1986a; Plunkett and 
Marchman, 1993). In these networks development is simulated only by varying the values of the 
network weights within a fixed predefined structure. These networks adequately simulate 
developmental activities whose structural variation is minimal, but when development spans 
stages that are significantly different then networks with different architectures may be used to 
simulate the different stages. This is the approach we have taken in our developmental model, 
with the counterpropagation network simulating the one-word stage and the Temporal Hypermap 
simulating the two-word stage. On the other hand, neural constructivism (Quartz and Sejnowski, 
1997) could be explored to come up with a neural network architecture that can adapt its structure 
to accommodate the wide ranging behavioural changes initiated by developmental processes in 
the cognitive task being modelled. In this way, a single network could be used to model the 
development of child language acquisition from the one-word to the two-word stage.
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Li and MacWhinney’s phonetic representation has three dimensions (D1 -  D3), as illustrated in 
Table A .I. D1 determines whether a given phoneme is a vowel or a consonant. If it is a 
consonant, it is used to characterize whether the consonant is voiced or voiceless. Dimensions D2 
and D3 each lump together two kinds of features. D2 lumps together the position for vowels and 
manner of articulation for consonants whilst D3 lumps together sonority for vowels and place of 
articulation for consonants.
Appendix
Table A . l :
Li & Macwhinney’s Representation Of International Phonetic Alphabet (IP A) Phonemes Using
Articulatory Features
IPA
Phonemes Examples D1 D2 D3
i: tea vowel front high
i pit vowel front mid-high
e bay vowel front mid
e' pet vowel front mid-low
32 pat vowel front low
3 above vowel central mid-high
b : burn vowel central mid
a but vowel central mid-low
a buy vowel central low
u: put vowel back high
u foot vowel back mid-high
d : born vowel back mid
t> pot vowel back mid-low
a: barn vowel back low
P pit voiceless bilabial stop
t tip voiceless alveolar stop
k kick voiceless velar stop
b bit voiced bilabial stop
d dip voiced alveolar stop
9 game voiced velar stop
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T a b le  A . l :
L i  &  M acw h in ney ’s Representation O f  In te rn a tio n a l Phonetic A lph ab et ( IP A ) Phonemes Using
A rticu la to ry  Features
IPA
Phonemes Examples D1 D2 D3
M mad voiced bilabial stop
n net voiced alveolar nasal
0 ping voiced velar nasal
1 lip voiced alveolar lateral
r rip voiced alveolar approximant
f few voiceless labio-dental fricative
V view voiced labio-denta! fricative
s sad voiceless alveolar fricative
z zoo voiced alveolar fricative
; shoe voiceless palato-alveolar fricative
3 measure voiced palato-alveolar fricative
j yip voiced palatal approximant
h hop voiceless glottal approximant
w witch voiced velar approximant
e thin voiceless dental fricative
& then voiced dental fricative
tf cheap voiceless palatal fricative
cfe jeep voiced palatal fricative
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To convert the above articulatory features to numerical representations for each phoneme, the 
features are replaced with numerical values, scaled between the range of 0 and 1. Thus, the closer 
the numerical values are, the more similar the articulatory features should be. For D l, the values 
for voiced (.750) and voiceless (1.0) are closer to each other than to that for vowel (0.1) so that 
we can maximally distinguish the vowels and consonants. For D2, the position features of vowels 
(front, central, back) are closer to each other than to the place features of the consonants. This 
provides additional contrast between the vowels and the consonants. For D3, the height features 
of vowels are closer to each other than to the manner features of consonants, further separating 
the two types of sounds. Within each subgroup of features, the numerical distances are spaced 
evenly. This is organised into a conversion table (Table A.2). From this table we can then 
represent all the English phonemes (14 vowels and 24 consonants) with only three dimensions, as 
in Table A.3.
Table A.2
Li & MacWliinney’s Conversion of Phonological Dimensions (D l -  D3) to numerical Representations
D l D2 D3
V owel 0.01 Front 0.100 high 0.100
Central 0.175 mid-high 0.185
Back 0.250 mid 0.270
mid-low 0.355
low 0.444
Voiced 0.750 Bilabial 0.450 Nasal 0.644
voiceless 1.000 labio-dental 0.528 Stop 0.822
Dental 0.606 fricative 0.911
Alveolar 0.684 Approximant 0.9111
Palato-alveolar 0.762 lateral 1.000
Palatal 0.841
Velar 0.921
Glottal 1.000
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Table A.3:
English phonemes (14 vowels and 24 consonants) using Li & MacWhinney’s Approach
Phonemes D1 D2 D3 Phonemes D1 D2 D3
i: 0.100 0.100 0.100 9 0.750 0.921 0.733
i 0.100 0.100 0.185 m 0.750 0.450 0.644
e 0.100 0.100 0.270 n 0.750 0.684 0.644
3 0.100 0.100 0.355 0 0.750 0.921 0.644
ae 0.100 0.100 0.444 I 0.750 0.684 1.000
3 0.100 0.175 0.185 r 0.750 0.684 0.911
3: 0.100 0.175 0.270 f 1.000 0.528 0.822
A 0.100 0.175 0.355 V 0.750 0.528 0.822
a 0.100 0.175 0.444 s 1.000 0.684 0.822
u: 0.100 0.250 0.100 z 0.750 0.684 0.822
u 0.100 0.250 0.185 I 1.000 0.762 0.822
d: 0.100 0.250 0.270 3 0.750 0.762 0.822
D 0.100 0.250 0.355 i 0.750 0.841 0.911
a: 0.100 0.250 0.444 h 1.000 1.000 0.911
P 1.000 0.450 0.733 w 0.750 0.921 0.911
t 1.000 0.684 0.733 e 1.000 0.606 0.822
k 1.000 0.921 0.733 6 0.750 0.606 0.822
b 0.750 0.450 0.733 tf 1.000 0.841 0.822
d 0.750 0.684 0.733 d5 0.750 0.841 0.822
In Table A.4, we encode some of the words uttered by the child Allison in the Bloom 1973 corpus 
(Bloom, 1973)
Table A.4
Child language utterances from the Bloom 1 9 7 3  corpus encoded using the Li & MacWhinney’s Approach
Child
W ord
Phonetic
Coding
Phonetic Num erical C oding
Phonem e 1 Phonem e 2 Phonem e 3 Phonem e 4
D1 D2 D3 D1 D 2 D3 D1 D2 D3 D1 D 2 D3
gone / g u n / 0.750 0.921 0.733 0.100 0.250 0.355 0.750 0.684 0.644 0 0 0
away /3w ei/ 0.100 0.175 0.185 0.750 0.921 0.911 0.100 0.100 0.270 0.100 0.100 0.185
more / n u : / 0.750 0.450 0.644 0.100 0.250 0.270 0 0 0 0 0 0
(his /&is/ 0.750 0.606 0.822 0.100 0.100 0.185 1.000 0.684 0.822 0 0 0
there /& 3 :/ 0.750 0.606 0.822 0.100 0.175 0.270 0 0 0 0 0 0
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Table A.4
Child language utterances from the Bloom 1973 corpus encoded using the Li & MacWliinney’s Approach
Child
W ord
Phonetic
Coding
Phonetic N um erical Coding
Phonem e 1 Phonem e 2 Phonem e 3 Phonem e 4
D1 D2 D3 D1 D2 D3 D1 D2 D3 D 1 D 2 D3
Uh oh /3  9 U / 0 .1 0 0 0 .1 0 0 0.355 0 .1 0 0 0.175 0.185 0 .1 0 0 0.250 0.185 0 0 0
No / n s u / 0.750 0.684 0.644 0 .1 0 0 0.175 0.185 0 .1 0 0 0.250 0.185 0 0 0
mary /m e r i / 0.750 0.450 0.644 0 .1 0 0 0 .1 0 0 0.270 0.750 0.684 0.911 0 .1 0 0 0 .1 0 0 0.185
stop / s t o p / 1.000 0.684 0.822 1.000 0.684 0.733 0 .1 0 0 0.250 0.355 1.000 0.450 0.733
Big / b i g / 0.750 0.450 0.733 0 .1 0 0 0 .1 0 0 0.185 0.750 0.921 0.733 0 0 0
small /s m D ii/ 1.000 0.684 0.822 0.750 0.450 0.644 0 .1 0 0 0.250 0.270 0.750 0.684 1.000
dirty / d a i t i / 0.750 0.684 0.733 0 .1 0 0 0.175 0.185 1.000 0.684 0.733 0 .1 0 0 0 .1 0 0 0.185
Up /A p / 0 .1 0 0 0.175 0.355 1.000 0.450 0.733 0 0 0 0 0 0
down /d a u n / 0.750 0.684 0.733 0 .1 0 0 0.175 0.444 0 .1 0 0 0.250 0.185 0.750 0.684 0.644
P'g /p ig / 1.000 0.450 0.733 0 .1 0 0 0.100 0.185 0.750 0.921 0.733 0 0 0
dog / d o g / 0.750 0.684 0.733 1.000 0.684 0.822 0.750 0.921 0.733 0 0 0
Cat /k a e t / 1.000 0.921 0.733 0 .1 0 0 0 .1 0 0 0.444 1.000 0.684 0.733 0 0 0
chair / t j e a / 1.000 0.841 0.822 0 .1 0 0 0 .1 0 0 0.270 0 .1 0 0 0.175 0.185 0 0 0
truck /trA k / 1.000 0.684 0.733 0.750 0.684 0.911 0 .1 0 0 0.175 0.355 1.000 0.921 0.733
cookie /k u k i / 1.000 0.921 0.733 0 .1 0 0 0.250 0.185 1.000 0.921 0.733 0 .1 0 0 0 .1 0 0 0.185
juice /( f e u s / 0.750 0.841 0.822 0 .1 0 0 0.250 0 .1 0 0 i .0 0 0 0.684 0.822 0 0 0
cow / k a u / 1.000 0.921 0.733 0 .1 0 0 0.175 0.444 0 .1 0 0 0.250 0.185 0 0 0
horse / h o i s / 1.000 1.000 0.911 0 .1 0 0 0.250 0.270 1.000 0.684 0.822 0 0 0
mum /mAm/ 0.750 0.450 0.644 0 .1 0 0 0.175 0.355 0.750 0.450 0.644 0 0 0
cup /k A p / 1.000 0.921 0.733 0 .1 0 0 0.175 0.355 1.000 0.450 0.733 0 0 0
man /m a e n / 0.750 0.450 0.644 0 .1 0 0 0 .1 0 0 0.444 0.750 0.684 0.644 0 0 0
box /b a r k s / 0.750 0.450 0.733 0 .1 0 0 0.250 0.270 1.000 0.921 0.733 1.000 0.684 0.822
dada / d a i d a : / 0.750 0.684 0.733 0 .1 0 0 0.250 0.444 0.750 0.684 0.733 0 .1 0 0 0.250 0.444
baby /b e i b ( i ) / 0.750 0.450 0.733 0 .1 0 0 0 .1 0 0 0.270 0 .1 0 0 0 .1 0 0 0.185 0.750 0.450 0.733
glass / g l a i s / 0.750 0.921 0.733 0.750 0.684 1.000 0 .1 0 0 0.250 0.444 1.000 0.684 0.822
Zip / z i p / 0.750 0.684 0.822 0 .1 0 0 0 .1 0 0 0.185 1.000 0.450 0.733 0 0 0
sneeze / s n i i z / 1.000 0.684 0.822 0.750 0.684 0.644 0 .1 0 0 0 .1 0 0 0.185 0.750 0.684 0.822
skirt / s k 3 : t / 1 .0 0 0 0.684 0.822 1.000 0.921 0.733 0 .1 0 0 0.175 0.270 1.000 0.684 0.733
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T able A.4
Child language utterances from the Bloom 1973 corpus encoded using the Li & M acW hinney’s Approach
Child
Word
Phonetic
Coding
Phonetic Numerical Coding
Phoneme 1 Phoneme 2 Phoneme 3 Phoneme 4
Dl D2 D3 Dl D2 D3 Dl D2 D3 D l D2 D3
floor / f b : / 1.000 0.528 0.822 0.750 0.684 1.000 0.100 0.250 0.270 0 0 0
doll /d e l/ 0.750 0.684 0.733 0.100 0.250 0.355 0.750 0.684 1.000 0 0 0
help /h elp / 1.000 1.000 0.911 0.100 0.100 0.270 0.750 0.684 1.000 1.000 0.450 0.733
Sit / s i t / 1.000 0.684 0.822 0.100 0.100 0.185 1.000 0.684 0.733 0 0 0
Lie / la i / 0.750 0.684 1.000 0.100 0.175 0.444 0.100 0.100 0.185 0 0 0
out /a u t/ 0.100 0.175 0.444 0.100 0.250 0.185 1.000 0.684 0.733 0 0 0
bug /b seg / 0.750 0.450 0.733 0.100 0.100 0.444 0.750 0.921 0.733 0 0 0
Girl /g3:1/ 0.750 0.921 0.733 0.100 0.175 0.270 0.750 0.684 1.000 0 0 0
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