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En el presente documento se proponen tres controladores descentralizados de formación y
movimiento coordinado para un sistema multi-agente, los cuales están basados en métodos
propuestos en la literatura, tales como métodos de teoría de grafos, Líder-Seguidores y basados
en comportamiento, mientras que la descentralización del controlador ofrece autonomía para
cada agente del conjunto, además que requiere de menos esfuerzo computacional en la imple-
mentación del control. El sistema multi-agente empleado en este estudio está constituido por
P = 1 + N robots móviles tipo uniciclo, es decir un líder y N seguidores, los cuales deberán
mantener una formación rígida mientras siguen una trayectoria generada por el agente líder.
En este documento la linealización entrada-salida es aplicada para descomponer las dinámicas
no lineales de cada robot en sistemas con dinámicas lineales de segundo orden. Mientras que,
dada una transformación de coordenadas del i-ésimo sistema, la dinámica interna se vuelve no
observable y no controlable, sin embargo la dinámica cero es estable.
En este trabajo de tesis, se busca dar una solución al problema de control de formación
y movimiento coordinado, el cual consiste en mantener un grupo de N robots móviles tipo
uniciclo en una formación rígida mientras siguen una trayectoria generada por un robot líder
en un plano coordenado.
Por lo tanto, a partir del sistema linealizado, se proponen tres controladores descentralizados
para dar solución al problema de control de formación y movimiento coordinado. El primer
vcontrolador está basado en los métodos de comportamiento y métodos Líder-Seguidores, que es
obtenido a partir de la modicación del algoritmo de control de formación presentado en [30],
cuyo objetivo fue coordinar de manera centralizada el movimiento de los robots, de manera que
es posible evitar conictos en las interacciones entre los robots, además se prueba la estabilidad
para trayectorias continuas en el tiempo.
El segundo controlador es construido a partir de los métodos de teoría de grafos y métodos
Líder-Seguidor, el cual es obtenido a partir de la modicación del algoritmo de control de
sincronización presentado en [57, 5], la mejora radica en que es posible demostrar que el origen
es el único equilibrio. Luego, la estabilidad asintótica del origen es demostrada a partir del
método directo de Lyapunov.
Por otra parte, los objetivos de control pueden no ser alcanzados debido a la presencia
de perturbaciones externas e incertidumbres paramétricas. Por lo tanto, para proporcionar
robustez al sistema multi-agente ante incertidumbres paramétricas y perturbaciones externas
desconocidas pero acotadas, se propone la aplicación de un enfoque de control basado en méto-
dos de modos deslizantes (Algoritmo Super-Twisting Adaptativo).
Para vericar los enfoques de control propuestos, se hacen simulaciones en el ambiente
de MatLab/Simulink de cuatro robots móviles tipo uniciclo, donde se asume que las inter-
conexiones son constantes y uniformes, y que el deslizamiento de las ruedas con la supercie
de desplazamiento es nulo. En las simulaciones del primer y segundo controlador, bajo una
situación hipotética en donde las distancias relativas entre los robots son nulas, se compara-
ron aspectos de sincronización interna y externa con controladores citados en este documento.
Por otra parte, se presentó una simulación del tercer controlador, donde han sido compara-
dos aspectos de robustez ante incertidumbres paramétricas y perturbaciones externas con un
controlador PID, donde se logra reducir el error de sincronización con respecto al líder con el
ASTA respecto al PID.
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Capítulo 1
Introducción
1.1 Generalidades
El avance tecnológico en los sistemas roboticos ha permitido realizar tareas cada vez más com-
plejas y con mayor precisión, aumentando así la eciencia en la mayoría de los procesos que son
de vital importancia en las áreas médica, industrial y de servicio. Esto lleva al planteamiento
de nuevos escenarios en los que se requiere la coordinación y cooperación de múltiples robots
(sistema multi-robot o sistema multi-agente) para realizar tareas que pueden ser peligrosas o
tediosas para los seres humanos, algunos ejemplos son; las líneas de soldadura de carrocerías de
automóviles, en donde se requiere que múltiples robots desempeñen un papel de manera coop-
erativa, los cuales realizan tareas bajo un comportamiento coordinado para producir un número
de unidades en un tiempo denido [4]; en el área médica, un conjunto de robots manipuladores
teleoperados trabajan de manera cooperativa, para operar en áreas en donde los niveles de
infección son altos para el ser humano [25]; en la actualidad se ha recurrido a los robots móviles
para desempeñar tareas de seguridad, los cuales se mueven de manera coordinada mientras
cooperan para mantener una formación con la nalidad de vigilar un área denida [19]. Sin
embargo, en los esquemas de control de sistemas multi-agente es necesario considerar aspectos
1
2como las interacciones o interconexiones entre los agentes, esto debido a que pueden presentarse
comportamientos no deseados, como colisiones o discrepancias en el movimiento de algún robot.
Por consiguiente, métodos y técnicas de control han sido desarrolladas para dar solución a los
problemas de movimiento coordinado presentes en un sistema multi-agente (SMA), el cual es
un conjunto de unidades autónomas interactúan entre sí, o con un ambiente en
común [19].
La sincronización es un concepto de gran interés en redes complejas, y es aplicado en muchos
campos tecnológicos. El término de sincronización proviene de la palabra griega συν (syn =
común) y χρνζ (Cronos = tiempo), que signica tiempo en común. En lo que respecta al
fenómeno de sincronización, este fue probablemente reportado por primera vez en el año de
1673 por Christian Huygens, quien observó que los péndulos de un par de relojes colgados de
una barra en común se sincronizaban después de un periodo corto de tiempo, esto luego de
haber iniciado sus movimientos bajo condiciones iniciales diferentes [23]. Si dicha concordancia
era perturbada, ésta era restablecida luego de un tiempo [38]. De acuerdo con Blekhman la
sincronización se dene como: la correlación o correspondencia en el tiempo del comportamiento
de dos o más procesos [7], la cual puede estar presente de forma natural en algunos sistemas
sin que exista, en apariencia o introducida de forma articial, alguna conexión entre ellos,
por ejemplo el caso de los millones de células que conforman al tejido cardiaco, las cuales
se contraen y se relajan de forma coordinada para realizar la función sistólica y diastólica;
otro ejemplo es la luna, cuyo desplazamiento y rotación están sincronizados de tal manera que
muestra la misma cara en dirección hacia la tierra; en la fauna algunos insectos coordinan sus
actividades como es en el caso del brillo de las luciérnagas [22]. Sin embargo, la sincronización
no siempre puede darse de forma natural en todos los sistemas. Por lo tanto, para lograr la
sincronía es necesario inducir tal comportamiento mediante una acción de control y agregando
las conexiones necesarias, dando lugar a la sincronización controlada[22]. Dicha acción de
control puede estar dada por una estrategia de control centralizadas o descentralizada. El
3control centralizado consiste en controlar al sistema multi-agente desde algún procesador
central. El control descentralizado (control distribuido) consiste en asignar a cada agente
un algoritmo de control que sólo requiere de la información local proveniente de los agentes
vecinos. No obstante, una de las ventajas que ofrece el control descentralizado es que el esfuerzo
computacional se ve reducido.
La sincronización controlada dependiendo de la formulación del problema puede ser in-
terna o externa [35]. La sincronización interna es lograda como resultado de todas las
interacciones del sistema, por ejemplo los SMA basados en un esquema cooperativo. Mientras
que la sincronización externa, es predeterminada por un elemento dominante del sistema
multi-agente, por ejemplo los SMA basados en el esquema coordinado [35].
La coordinación según Malone y Crowstone es: el hecho de manejar las interdependencias
entre las actividades realizadas para lograr un objetivo en común [34]. Mientras que en [53], se
dene como la capacidad de dos o más agentes para alcanzar en conjunto un consenso
sobre las actividades realizadas en un entorno. La coordinación proporciona unicidad
en los comportamientos de los agentes. En síntesis, el objetivo del comportamiento coor-
dinado en un SMA es evitar situaciones de conicto entre los agentes [51]. Mientras
tanto, la cooperación es el hecho de actuar y compartir información o tareas para
lograr un objetivo en común [55]. El comportamiento cooperativo proporciona exibilidad
y maniobrabilidad en un SMA [35], lo cuale que da lugar a un marcado interés en los SMA,
cuya motivación recae en el hecho de que existen tareas que pueden ser realizadas de
manera más eciente por un conjunto de robots que por un solo robot, inclusive
existen tareas no pueden ser realizadas por un solo robot. Por ejemplo los robots limpiadores,
los cuales tienen como objetivo realizar las labores de limpieza para disminuir la intensidad del
trabajo [56], esta tarea puede ser realizada más rápidamente si para ello se emplea un grupo
de robots.
4El control de formación es una aplicación del comportamiento cooperativo de gran interés,
por ejemplo en las tareas de vigilancia y exploración, en donde, los robots se mueven mante-
niendo una formación para maximizar sus capacidades de detección. En tareas de manipulación
de objetos grandes, los robots se mueven manteniendo una formación rígida para mover algún
objeto de gran tamaño (Ver mientras son guiados por un agente líder [49]).
Para dar solución al problema de control de control de formación y movimiento coordinado,
se han reportado varios métodos en la literatura, de los cuales se mencionan los métodos
de estructura virtual, en [41, 36] el sistema multi-agente es considerado como una sola
estructura rígida o ente, y entonces la trayectoria deseada es asignada a la estructura mientras
ésta mantiene una formación rígida.
Los métodos basados en comportamiento [30], que consisten en prescribir varios com-
portamientos deseados para cada robot, y la acción nal de cada robot se deriva mediante la
ponderación de la importancia relativa de cada comportamiento.
El concepto básico de losmétodos de campo de potencial es ocupar el espacio de trabajo
del robot con un campo de potencial articial, en donde el robot es atraído a la posición de
destino y es repelido de los obstáculos (Figura 1.1) [18, 60].
Los métodos de Líder-Seguidores [3] consisten en asignar uno o más agentes como
líderes, y un grupo de agentes como seguidores. Entonces, se especica la trayectoria deseada
del líder, y también las orientaciones y posiciones relativas entre el líder y los seguidores.
En los métodos basados en teoría de grafos, la topología de interconexión es represen-
tada por un grafo tal como el que se muestra en la Figura 1.2, donde un nodo es relacionado
con los estados de cada agente. Mientras que los arcos que unen a los nodos, representa la
comunicación [59, 5] o distancias relativas entre los agentes [20]. La teoría de grafos consiste en
5el análisis de grácas, las cuales están conformadas por nodos o vértices interconectados medi-
ante arcos. Además, provee algoritmos y herramientas que resultan ser útiles para el modelado
y análisis de una red de comunicación. Por lo tanto, es posible obtener información sobre la
estabilidad de alguna formación en base a la topología de interconexión. Por otra parte, cuando
el control descentralizado se volvió un área de estudio en el año 1970, los investigadores usaron
la teoría de grafos para modelar las interconexiones en los sistemas multi-agente [16].
Figura 1.1: Campo de potencial generado por dos comportamientos; repulsión y atracción.
Figura 1.2: Sistema de múltiples agentes interconectados.
61.2 Antecedentes
En [44] se propone un control de sincronización interna, que consiste en la retroalimentación de
estado entre cada miembro del sistema multi-agente. Se toma en cuenta que está disponible una
trayectoria deseada global, y que se conoce la posición angular de los agentes que conforman al
conjunto. Una aplicación potencial de este enfoque es la teleoperación, en donde la referencia
global del sistema es generada por un agente líder manipu- lado directamente por el operador.
Mientras que la posición angular de los robots seguidores, converge a la posición angular del
robot líder de manera sincronizada. Este algoritmo de control no puede ser aplicado directa-
mente al control de formacion de robots moviles. Por otra parte, la topología de interconexión
es ja y puede presentar complicaciones de implementación para grupos grandes de robots, esto
debido a que la información del i-ésimo robot es transmitida a todos los robots del sistema,
entonces el numero de interconexiones del i-ésimo robot aumenta conforme el numero de robots
del sistema aumenta. Además, se requiere denir una referencia global, la cual deberá estar
disponible para todos los robots del conjunto.
En [48] se propone un algoritmo control para la estabilización de trayectoria de un robot
móvil tipo uniciclo. A partir de que se conoce la velocidad angular de las ruedas, el control
incorpora técnicas de acoplamiento cruzado (cross-coupling) en una arquitectura de control
adaptivo. La técnica del cross-coupling es usada para minimizar el error más signicativo (e-
rror de sincronización entre las ruedas), y de esta manera garantizar la convergencia del e-
rror a cero. La ventaja de este algoritmo radica en la posibilidad de evitar las restricciones
no-holonómicas involucradas en el sistema, y que sólo requiere de la información. Sin embargo,
debido a que el control está basado en la técnica del acoplamiento cruzado, el control está
restringido a tareas especicas, esto es debido a que es necesario denir los parámetros de
acoplamiento cruzado en función de la tarea denida, que en este caso es el seguimiento de una
trayectoria curva. Por otra parte, el robot puede ser estabilizado en los estados deseados bajo
7la condición de que el error inicial de posición y orientación en el plano coordenado del robot
sea cero.
En [35] se propone una extensión del control de sincronización mutua para el caso de control
de seguimiento de un robot móvil tipo uniciclo, el cual está basado en la técnica del acoplamiento
cruzado. Se hace la suposición de que no es posible medir algunos componentes del estado
de cada agente. Por lo que la velocidad angular de las ruedas es estimada por medio de
un observador. La técnica del acoplamiento cruzado es aplicada para minimizar el error de
sincronización de las ruedas. El control está restringido a tareas especicas, que en este caso es
el seguimiento de una trayectoria curva, y sólo puede ser estabilizado en los estados deseados
bajo la condición de que el error inicial es cero.
En [5] se presenta un control de sincronización descentralizado. En este algoritmo de con-
trol se utiliza la linealización por retroalimentación de entrada y salida para transformar las
dinámicas no lineales y heterogéneas de los agentes en dinámicas lineales e idénticas y dinámi-
cas internas no idénticas, respectivamente. El control propuesto está basado en los métodos de
teoría de grafos, en donde la representación de las interconexiones entre los agentes seguidores
está dada por la matriz Laplaciana. Además, la referencia deseada global es variable y es
generada por un agente aislado, el cual es denominado líder. Sin embargo, este algoritmo de
control no puede ser directamente aplicado al control de formación de robots móviles. El error
del N -ésimo agente con respecto al líder puede ser acumulativo, por lo que es necesario ajustar
las ganancias para reducir este error. Por otra parte, se demuestra que el error de sincronización
es acotado y que la estabilidad del sistema es asintótica.
En [14] se propone un algoritmo de control de formación y de sincronización. El control está
basado en los métodos de comportamiento y la técnica de acoplamiento cruzado, para minimizar
8el error más signicativo, que en este caso es el error de sincronización. Además, se asume que
es posible medir la orientación y las coordenadas en el plano cartesiano de cada agente, y que
el sistema multi-agente está conformado por robots con tracción diferencial. La desventaja
radica en que este algoritmo puede presentar singularidades para ciertos valores del ángulo de
orientación, por lo que para evitar ciertas singularidades es necesario denir adecuadamente
las trayectorias deseadas. Además, debido a que está basado en la técnica del acoplamiento
cruzado, el algoritmo de control es formulado dependiendo de la tarea a realizar, por ejemplo
mantener una formación elíptica o cuadrada.
En [30] se propone un control descentralizado de formación y sincronización basado en los
métodos de comportamiento, el cual utiliza técnicas de linealización por retroalimentación de
entrada-salida. El algoritmo de control consiste en prescribir los patrones de formación para
cada uno de los agentes del sistema multi-agente. Se asume que los patrones de formación
son constantes y han sido diseñados de tal forma, que es posible evitar las colisiones entre los
agentes cuando pasan de una formación a otra. Por lo tanto, la estabilidad no está garantizada
para trayectorias variables en el tiempo. Este algoritmo de control no es robusto ante incer-
tidumbres paramétricas y perturbaciones externas. Además, no es posible redenir la topología
de interconexión.
En [40] se presenta un control de formación y de trayectoria para robots del tipo diferencial,
el cual está basado en los métodos de Líder-Seguidores y métodos basados en teoría de grafos.
Dicho controlador garantiza llevar el centroide de la formación a lo largo de la trayectoria
generada por el líder virtual, mientras que los robots del conjunto mantienen la formación de-
seada. Las interconexiones entre los agentes son representadas mediante la matriz Laplaciana.
Sin embargo, la trayectoria del agente líder deberá está disponible para todos los agentes del
conjunto.
9En [20] se propone un control de formación descentralizado basado en métodos de campos
de potencial y teoría de grafos, en el cual se considera que el sistema multi-agente es confor-
mado por múltipes robots omnidireccionales. La metodología del algoritmo consiste en aplicar
un gradiente negativo conformado por funciones de potencial atractivas (APF), para garanti-
zar la convergencia global a los patrones de formación deseados. Mientras que las funciones
de potencial repulsivas (RPF), se usan para evitar las colisiones. El sistema multi-agente es
representado por un grafo dirigido, en donde las interconexiones y distancias relativas entre
los robots son representadas por la matriz Laplaciana. Sin embargo, debido a los posibles
escenarios de colisión, este algoritmo puede mostrar complejidad en el análisis de estabilidad
de la formación, esto es debido a la presencia de equilibrios no deseados, por lo que el analisis
de estabilidad se realiza sin tomar en cuenta a los equilibrios no deseados.
1.3 Planteamiento del Problema y Estructura de la Tesis
Este trabajo de tesis de maestría tiene como objetivo general dar una solución al problema
de control de formación y movimiento coordinado de un sistema multi-agente confor-
mado por un conjunto de robots móviles tipo uniciclo. El problema de control de formación
y movimiento coordinado consiste en construir una ley de control descentralizada que
garantice llevar las trayectorias de un conjunto de N agentes seguidores a las trayec-
torias generadas por un agente líder en un plano coordenado mientras mantienen
una formación rígida.
Para dar solución al problema planteado, se proponen dos controladores basados en el
esquema descentralizado, los cuales están basados en los métodos Lider-Seguidores y en los es-
quemas cooperativo y coordinado. El primer controlador está basado en el algoritmo de control
presentado en [30], el cual ha sido modicado al ser combinado con el esquema coordinado,
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de modo que garantiza la estabilidad asintótica del equilibrio ante trayectorias variantes con
el tiempo, este control, sólo requiere de la información de dos robots adjuntos y del líder. El
segundo controlador propuesto esta basado en el algoritmo de control presentado en [58, 6],
cuya modicación permite reducir el error con respecto al líder a cero, en este control es posible
redenir la topología de interconexión y no es necesario que la información del agente líder este
disponible para algunos de los agentes del conjunto, la estabilidad asintótica del equilibrio está
garantizada para trayectorias variantes con el tiempo, esto bajo ciertas condiciones dependi-
endo de la topología de interconexión. Finalmente, se propone un enfoque de control basado
en algoritmo super-twisting adaptivo (ASTA), el cual garantiza la estabilidad asintótica ante
perturbaciones externas e incertidumbres paramétricas. En este enfoque de control, es posi-
ble redenir la topología de interconexión, y no es necesario que la información del líder este
disponible para algunos los agentes.
En este trabajo de tesis se asume lo siguiente: la topología de interconexión es cuasi-
estática, es decir, que la topología de interconexión puede ser redenida fuera de linea, ya que
la estabilidad está garantizada para una interconexión constante en el sistema multi-agente
cuando t → ∞; sólo existe un arco por cada par de nodos en el grafo o par de agentes en el
sistema multi-agente; se considera que no existe deslizamiento, es decir, que el deslizamiento
de las ruedas con respecto a la supercie es nulo. La suposición anterior, es común en muchos
de los trabajos teóricos sobre el control de robots móviles tipo uniciclo.
En el Capítulo 1 se presenta una introducción a los sistemas multi-agente. También, se pre-
sentan algunos de los métodos existentes en el control de formación y movimiento coordinado
de sistemas multi-agente. Además, se muestra un estado del arte consistente en el tema de
sincronización y control de formación. En el Capítulo 2 se muestran preliminares matemáticas
tales como notaciones y deniciones. En el Capítulo 3 se realiza una revisión de los modelos,
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tanto cinemáticos como dinámicos, de robots móviles con tracción diferencial, así como estrate-
gias de control de postura, seguimiento de trayectoria y posición de un solo robot móvil. En
el Capítulo 4 se hace una revisión de leyes de control de formación y de movimiento coordi-
nado para sistemas multi-agente presentes en la literatura. En el Capítulo 5 se proponen tres
enfoques de control descentralizado basados en el esquema cooperativo y coordinado, para dar
solución al problema de control de formación y movimiento coordinado, esto para un conjunto
de N robots móviles tipo uniciclo, cuya dinámica no lineal de cada robot es descompuesta en
sistemas MIMO con dinámicos lineales homogéneas. Finalmente, en el Capítulo 6 se presentan
los resultados de las simulaciones.
1.3.1 Conclusiones
En este capítulo se presentó una introducción a la sincronización de sistemas multi agente.
Además, se mostraron los antecedentes históricos relacionados con el control de movimiento co-
ordinado, y algunos métodos reportados en la literatura para dar solución al problema de con-
trol de sincronía y coordinación de sistemas multi-agentes. Luego, el problema de seguimiento
coordinado es presentado para un grupo de N robots móviles seguidores del tipo uniciclo.
Posteriormente, se muestra un estado del arte y la distribución de la presente tesis.
Capítulo 2
Preliminares
2.1 Introducción
En este capítulo se presentan las herramientas, así como conceptos y deniciones utilizadas a
lo largo de este documento.
2.2 Grafos
Una de las herramientas más utilizadas para el análisis de sistemas complejos es la teoría de
grafos (véase [39]). Un grafo es una representación gráca de una red, la cual está compuesta
por conjuntos de nodos o vértices y arcos o enlaces tal como se muestra en la Figura 2.1. La
presencia de un arco entre dos nodos indica la existencia de interacción entre dichos vértices,
esta interacción puede ser unidireccional o bidireccional [47].
Un grafo consiste de nodos situados en un espacio N -dimensional, con arcos que conectan
pares de nodos adyacentes entre sí [12]. En la teoría de grafos pueden distinguirse dos vertientes:
El de los grafos no dirigidos, y el de los grafos dirigidos (también conocidos como digrafos). Sin
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embargo, a pesar de que ambos campos tienen numerosas aplicaciones importantes, el estudio
de los grafos no dirigidos es mucho más amplio que el de los grafos dirigidos, esto debido a que
el análisis de redes con grafos dirigidos puede presentar mayor complejidad [17].
Figura 2.1: Grafo dirigido conformado por tres nodos, dos arcos unidireccionales y un arco
bidireccional.
Un digrafo o grafo dirigido G consiste de un conjunto nito no vacío V = {V1, V2, . . . , VN}
de elementos llamados vértices o nodos, de un conjunto nito ε = {(i, j) ∈ V × V} de pares
ordenados de distintos vértices llamados arcos, y una matriz de adyacencia A = [aij ] ∈ ℜN×N ,
donde los pesos de las uniones aij ̸= 0 si (Vi, Vj) ∈ ε, de otro modo aij = 0 [17]. De una manera
más formal, un digrafo puede denirse como:
Denición 2.2.1. [17]. Un grafo dirigido es una dupla G = {V , ε}, la cual consiste de un
conjunto de vértices V = {V1, V2, . . . , VN}, y de un conjunto de arcos ε = {(i, j) ∈ V × V} con
i ̸= j.
Ahora se presentaran algunas deniciones, que serán utilizadas en capítulos posteriores.
Denición 2.2.2. [10]. Dado el grafo dirigido G = {V , ε}, la matriz de adyacencia A(G) es
denida como: aij = 1 sí y sólo sí existe un arco dirigido del nodo i al nodo j.
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Denición 2.2.3. [52]. D es una matriz diagonal de dimensión |V|×|V|, cuyo i-ésimo elemento
de la diagonal es el grado de incidencia del i-ésimo vértice, i.e., D = (dij) con dii = d(i) y
dij = 0, ∀i ̸= j, con d(i) como el número de arcos incidentes en el nodo i.
La matriz laplaciana, como una alternativa para representar las interconexiones entre los
agentes, es denida de la siguiente manera:
Denición 2.2.4. [52]. Dado el grafo dirigido G = {V , ε} se puede calcular como:
L(G) = D − A(G) =


di i = j
−1 (i, j) ∈ ε
0 en otro caso
En [20], se plantea un concepto de grafo de formación para sistemas multi-agente dado por
Denición 2.2.5. [20]. Un grafo de formación es una tripleta G = {V , ε, C}, el cual consiste
de un conjunto de vértices V = {V1, V2, . . . , VN}, relacionado con cada miembro del sistema
multi-agente, de un conjunto de arcos ε = {(j, i) ∈ V × V} con i ̸= j que corresponden a las
interconexiones entre los agentes, y un conjunto de vectores C = {cj i}, ∀(j, i) ∈ ε que especica
la posición relativa entre el agente i y j.
El interés en la teoría de grafos, radica en la posibilidad de que las interacciones o comuni-
cación en un SMA sea representado por un digrafo, donde los arcos representan la comunicación
uniforme entre los agentes (Figura 1.2) y están denidos por pesos de 1 o 0. Sin embargo, la
Denición 2.2.5 puede entrar en conicto con otras deniciones reportadas en la literatura
orientada a teoría de grafos. Por lo tanto, considérese la siguiente denición:
Denición 2.2.6. [58]. La transpuesta de un digrafo G = {V , ε} es otro digrafo G` = {V , ε`}, con
el mismo número de vértices V y todos los arcos inversos, esto es (Vi, Vj) ∈ ε⇐⇒ (Vj, Vi) ∈ ε`.
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Considerando que existe sólo un arco por cada par de nodos (de lo contrario es denominado
multigrafo dirigido), el cual puede ser unidireccional o bidireccional, a partir de las deniciones
2.2.5 y 2.2.6, y asumiendo que no existen autolazos o bucles en cada nodo (esto es ai,i =
0 (i, i) ∈ ε). Entonces se presenta la siguiente denición de digrafo:
Denición 2.2.7. Un digrafo es una tripleta G` = {V , ε`, A`}, que consiste de un conjunto de
vértices V = {V1, V2, . . . , VN}, relacionado con cada miembro del sistema multi-agente, de un
conjunto de arcos ε` = {(j, i) ∈ V×V} con i ̸= j que corresponden a las interconexiones entre los
agentes, y la matriz de adyacencia A` = [aji] ∈ ℜN×N , ∀(j, i) ∈ ε` que especica las interacciones
entre los agentes i y j, siendo la matriz laplaciana del digrafo G` dada por L(G`) = L(G)T , la
cual es una representación abstracta de las interacciones entre los agentes.
Las interacciones de un SMA constituido de un sólo líder, donde sólo existe una interconexión
unidireccional del líder a los agentes seguidores, puede ser representado por un digrafo, el cual
es conexo si existe un árbol de expansión. De modo que puede establecerse el Lema 2.1.1.
Lema 2.2.1. [42]. Un grafo dirigido G` = {V , ε`, A`} tiene un árbol de expansión dirigido, sí y
sólo sí la matriz laplaciana L(G`) tiene un valor propio cero con multiplicidad uno correspon-
diente al vector propio 1, y todos los demás valores propios tienen parte real positiva.
A partir del Lema 2.2.1 se distinguen las siguientes dos propiedades:
1. λ1 = 0.
2. Re(λj) > 0 para j = 2, 3, 4, . . . , N ; sí y sólo sí G` contiene un árbol de expansión dirigido.
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Por otra parte, las interacciones de N agentes seguidores con un agente líder (denotado por
el subíndice o) están representadas por la matriz G, la cual es denida a continuación.
Denición 2.2.8. [58]. G es una matriz diagonal de dimensión N ×N , cuyo i-ésimo elemento
gi ∈ 0, 1 es diferente de cero solo para los agentes que están directamente conectados con el
agente líder, i.e., G = (gi) con gi = g(i) y gij = 0, ∀i ̸= j; con g(i) = 1 si hay una conexión
directa entre el i-ésimo agente y el agente líder, mientras que g(i) = 0 cuando no hay tal
conexión.
Finalmente, se dene la matriz laplaciana para un conjunto de robots seguidores L˜(G˜) ∈
ℜN×N ,
Denición 2.2.9. Considere un sistema mutli-agente conformado por p = N + 1 agentes
cuya representación abstracta está dada por el grafo dirigido G`. Supóngase que existe un nodo
aislado que corresponde al agente líder, el cual es independiente de todos los demás agentes
y proporciona una referencia global. Entonces el grafo dirigido G˜ representa las interacciones
entre los N agentes seguidores del digrafo G`. Por lo tanto, L˜(G˜) ∈ ℜN×N representa las
interacciones entre los agentes seguidores.
2.2.1 Ejemplo: Grafo dirigido
Considérese un SMA cuyas interacciones son representados un grafo dirigido, el cual es confor-
mado por tres nodos tal como se muestra en la Figura 2.2, en donde el nodo aislado es denotado
por el subíndice 0. Mientras que los elementos i = 1, 2, . . . , N ; corresponden a los agentes
seguidores. La matriz de adyacencia contiene información referente al ujo de información, y
las interacciones entre los elementos del sistema multi-agente. Por lo tanto, las interacciones
son representadas mediante pesos binarios en la matriz de adyacencia [54]. Entonces, la matriz
de adyacencia esta dada por
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A(G)T = A`(G`) =


0 0 0
1 0 1
1 1 0

 .
La matriz de grado está dada por
D =


0 0 0
0 2 0
0 0 2

 .
Entonces, se tiene la siguiente matriz laplaciana
L(G`) =


0 0 0
−1 2 −1
−1 −1 2

 . (2.2.1)
De la matriz (2.2.1) resulta
L˜(G˜) +G =
[
2 −1
−1 2
]
, (2.2.2)
donde las interconexiones entre los agentes seguidores está dada por L˜(G˜), mientras que las
interconexiones con el agente líder son representadas por G. Nótese que los valores propios
de la matriz laplaciana dada por (2.2.1) son λ = {0, 1, 3}, en donde el valor propio λ0 = 0
corresponde al agente líder, mientras que λj para j = 1, 2, . . . , N ; son positivos, entonces el
grafo dirigido G` es conexo debido a que contiene un árbol de expansión dirigido (véase, Lema
2.2.1).
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Figura 2.2: Grafo dirigido de tres nodos.
2.3 Sincronización
El concepto de control de movimiento de multiples agentes es discutido en términos de diferentes
formas de sincronización: Cooperación, donde todos los agentes contribuyen en igualdad, y
coordinación, donde se requiere que un agente del SMA tome el papel de líder, cuyo movimiento
es independiente del movimiento de los otros agentes, y gobierna el movimiento de los seguidores.
Entonces, el comportamiento del líder no es afectado si algún seguidor es perturbado [27].
En [24], una red conformada por N sistemas con dinámicas lineales idénticas es asintótica-
mente sincronizada si
x1(t) = x2(t) = . . . = xN(t) = s(t) para t→∞ ,
en donde s(t) son los estados de un sistema predominante, y xi ∈ ℜn son las variables de estado
del i-ésimo sistema para i = 1, 2, . . . , N ; entonces la sincronización puede denirse como
Denición 2.3.1. [15]. Dado una SMA conformado por N agentes seguidores y un agente líder
con dinamicas lineales identicas, los cuales se desplazan en un plano coordenado bidimensional
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bajo una topología de interconexión denida, es asintóticamente sincronizable si todas las ve-
locidades de los agentes seguidores Π˙i ∀i = 1, 2, . . . , N ; convergen a una velocidad de equilibrio
dada por el agente líder Π˙o, esto es,
Π˙1 = Π˙2 = . . . = Π˙N −→ Π˙o t→∞ , (2.3.1)
en donde Π˙i corresponde a las velocidad del i-ésimo robot seguidor, mientras que Π˙o corre-
sponde a la velocidad del agente líder.
2.4 Álgebra de Kronecker
El producto de Kronecker, escrito con el símbolo⊗, es un operador usado en el álgebra matricial.
El producto de dos matrices A ∈ ℜm×n y B ∈ ℜp×q, está denido como
A⊗ B =


a11B . . . a1nB
...
. . .
...
am1B . . . amnB

 ∈ ℜmp×nq.
Por otra parte, el producto Kronecker cumple con las siguientes propiedades. Sean las
matrices A, B, C, y D, con las dimensiones apropiadas [31]. Entonces
1. (A+B)⊗ C = A⊗ C +B ⊗ C.
2. (A⊗B)(C ⊗D) = AC ⊗BD.
3. (A⊗B)T = AT ⊗BT .
4. (αA)⊗ B = A⊗ (αB), donde α es constante.
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Notación. La siguiente notación se usará en algunos de los apartados posteriores:
• IN denota a una matriz identidad de dimensión N ×N .
• 1n = [1, 1, . . . , 1]T ∈ ℜn.
• λmin(A) y λmax(A) denotan al valor propio más pequeño diferente de cero y al valor propio
más grande de la matriz A.
2.5 Conclusiones
En este capítulo se presentaron deniciones que serán utilizadas en apartados posteriores. El
SMA de interés en este trabajo de tesis, está conformado por N agentes seguidores y un agente
líder, donde existe tuna conexión unidireccional del agente líder hacia los N robots seguidores,
los cuales son asintóticamente sincronizables si las velocidades de todos los robots seguidores
convergen a la velocidad del robot líder.
Capítulo 3
Robots Móviles
3.1 Introducción
En [29] un robot móvil es denido como un vehículo de propulsión autónoma y movimiento
programado por medio de control automático para realizar una tarea especíca. Los robots
móviles son sistemas muy versátiles y pueden ejecutar una tarea con gran destreza [48]. Además,
a diferencia de los robots manipuladores, los robots móviles no están restringidos a operar en
un área de trabajo nita, estos tienen diversas aplicaciones tales como la inspección, vigilancia
y control de operaciones a distancia.
En este capítulo, se presentan modelos matemáticos que describen la dinámica y cinemática
de un robot móvil, los cuales serán utilizados para diseñar leyes de control de posición y de
trayectoria para robots móviles tipo uniciclo, el cual es un vehículo con dos ruedas
motoras independientes en un solo eje y una rueda libre que permite mantener
el equilibrio [28], cuya tracción es del tipo diferencial. El modelo cinemático describe como
una función del tiempo el movimiento espacial del robot [4]. En cambio, el modelo dinámico
describe el comportamiento del robot móvil, considerando las fuerzas que actúan en el sistema.
21
22
Por otra parte, en lo referente al control de robots móviles, en los últimos años se han
abordado los problemas de control: de postura, seguimiento de trayectoria y control de posición.
El control de postura, consiste en controlar la traslación y la orientación del robot móvil.
El control de seguimiento de trayectoria, consiste en garantizar que posición del robot móvil
converga a las trayectorias deseadas. El control de posición consiste en llevar a las variables de
posición (x, y) del robot móvil a las posiciones cartesianas deseadas (xd, yd).
En este capitulo, se hace una revision de las leyes de control de postura, de seguimiento
de trayectoria y control de posición para robots móviles tipo uniciclo. La ley de control de
postura está basada en el modelo cinemático expresado en coordenadas polares; basado en el
modelo cinemático no-holonómico, el cual presenta restricciones de velocidad, una ley de control
de seguimiento de trayectoria es introducida. Finalmente, se presenta una ley de control de
posición, el cual está basado en el modelo dinámico obtenido a partir de la formulación de
Lagrange.
3.2 Conguraciones de robots con ruedas
En este apartado se presentan cuatro diferentes tipos de locomoción para los robots móviles,
que les coneren características y propiedades respecto a maniobrabilidad, controlabilidad y
estabilidad. En general existe una correlación inversa entre maniobrabilidad y controlabilidad
[46].
3.2.1 Conguración Sincrona (Sincro Drive)
La conguración síncrona consiste en la acción sincronizada de todas las ruedas tal como se
muestra en la Figura 3.1, donde un motor de tracción (drive motor) ajusta la velocidad de
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las tres ruedas simultáneamente, mientras que el motor de dirección (steering motor) orienta
las ruedas al mismo tiempo en una dirección denida. La conguración sincrona garantiza
el desplazamiento en linea recta, y es particularmente ventajosa en casos donde la omnidi-
reccionalidad es requerida. Sin embargo, debido a las constantes variaciones de velocidad el
robot presenta un error grande en la orientación del chasis. Otra desventaja es que no existe
control sobre la orientación del chasis. Por otra parte, en términos de estimación de posición
"dead reckoning", la conguración sincrona es superior a la conguración omnidireccional, pero
inferior a los sistemas con conguración diferencial y Ackerman [46].
Figura 3.1: Conguración sincrona: El robot puede moverse en cualquier dirección, sin embargo,
la orientación del chasis no es controlable.
3.2.2 Conguración Omnidireccional
La conguración omnidireccional está basada en la utilización de tres ruedas de tracción y
de orientación tal como se muestra en la Figura 3.2. Dicha conguración tiene tres grados de
libertad, y puede posicionarse en cualquier punto de un espacio bidimensional a una orientación
denida. Para esta conguración, debido a la su arquitectura, el desplazamiento en línea recta
no está garantizado [46].
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Figura 3.2: Diagrama de la conguración de robot omnidireccional.
3.2.3 Conguración Oruga (Slip/Skid Steer)
La locomoción basada en este concepto, se dispone de varias ruedas o bandas en las laterales
del vehículo, como se ve en la Figura 3.3, que son usadas para posicionar y orientar al robot.
Las ruedas pueden ser accionadas en la misma dirección, a diferentes velocidades o en dirección
contraria. Los tanques del ejército y los tractores utilizados en la construcción son ejemplos
de robots móviles basados en este concepto. La ventaja que presenta esta conguración es que
existe una elevada capacidad de maniobra en múltiples terrenos, esto debido a que existe mayor
área en contacto con el suelo. Sin embargo, la posición exacta del centro geométrico es difícil
de estimar, ya que las ruedas o bandas presentan un alto derrape durante el giro. Además,
el cambio exacto de la posición y la orientación está sujeto a variaciones dependiendo de la
fricción del suelo Slip/Skid [46].
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Figura 3.3: Diagrama de un robot móvil con conguración oruga.
3.2.4 Conguración Diferencial
Esta conguración consiste de dos ruedas motoras y una o dos ruedas libres, como se muestra en
la Figura 3.5. El desplazamiento y orientación del robot móvil está en función de la diferencia de
velocidades de las ruedas. Por otra parte, el movimiento es gobernado por la acción combinada
de la velocidad angular ω y el vector de velocidad lineal u.
Los robots móviles tipo uniciclo son robots cuya tracción está basada en este concepto,
los cuales poseen ventajas como la alta movilidad, alta tracción con ruedas neumáticas, y una
simple conguración de ruedas [57]. Debido a esto, la conguración de tracción diferencial ha
sido utilizada para la construcción y la automatización del mantenimiento de carreteras. Sin
embargo, la trayectoria en línea recta no está garantizada debido a la complejidad del control.
Además, el robot debe ser completamente simétrico.
3.3 Modelo cinemático
La cinemática estudia el movimiento del un robot considerando un sistema de referencia dado,
mientras que un modelo cinemático relaciona posiciones, velocidades y orientación. En esta
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sección, se revisan algunos modelos cinemáticos para un robot tipo uniciclo bajo la hipótesis
de que las ruedas del robot no se deslizan sobre la supercie de desplazamiento, siendo ésta es
una limitación signicativa en los robots móviles, incluso dependiendo de las características del
terreno, también pueden presentarse deslizamientos y vibraciones.
3.3.1 Modelo cinemático no-holonómico
La posición y orientación del robot móvil tipo uniciclo pueden ser descritos por la coordenada
(x, y) y el ángulo θ respectivamente, la posición y orientación son medidas con respecto a un
sistema de referencia jo.
En el robot no-holonómico (ver Figura 3.4), la velocidad (x˙, y˙) está restringida en una
sola dimensión, mientras que la posición del centro geométrico (x, y) no tiene restricción en el
plano. El modelo cinemático (3.3.1) tiene la característica de ser no-holonómico, es decir, tiene
restricciones en la velocidad [13].


x˙
y˙
θ˙

 =


u cos(θ)
u sin(θ)
ω

 , (3.3.1)
siendo u y ω la velocidad lineal en la dirección perpendicular al eje de sus ruedas y la velocidad
angular respectivamente. Este modelo será usado en el diseño del control de seguimiento de
trayectoria.
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Figura 3.4: Robot tipo uniciclo no-holonómico.
3.3.2 Modelo cinemático holonómico
Un robot móvil es holonómico si no tiene restricciones de velocidad en el plano coordenado, es
decir, que la posición del robot móvil denotada por (x, y) puede moverse en cualquier dirección.
Ahora considérese un robot móvil tipo uniciclo, y supóngase que la posición (x, y) se encuentra
a una distancia "a" del centro geométrico (eje imaginario que une las ruedas) tal como se
muestra en la Figura 3.5. Entonces se obtiene un modelo holonómico dado por


x˙
y˙
θ˙

 =


u cos(θ)− aω sin(θ)
u sin(θ) + aω cos(θ)
ω

 . (3.3.2)
Este modelo presenta restricciones del tipo holonómicas para a ̸= 0, las cuales no involucran
variables de velocidad [30].
3.3.3 Modelo cinemático expresado en coordenadas polares
Otro modelo cinemático es presentado en [1], donde se asume que el robot móvil tipo uniciclo
está inicialmente posicionado a una distancia ec diferente de cero. Ambas variables, el error
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Figura 3.5: Posición del robot tipo uniciclo a una distancia a.
de distanca ec y la orientación βc, son medidas con respecto a un sistema de referencia < g >
tal como se muestra en la Figura 3.6. El modelo cinemático expresado en coordenadas polares
está dado por
e˙c = −u cos(βu)
β˙u = −ω + u
sin(βu)
ec
β˙c = u
sin(βu)
ec
, (3.3.3)
que es válido para ec > 0 debido a que los ángulos βu y βc son indenidos cuando ec = 0.
Figura 3.6: Posición del robot uniciclo con respecto a un sistema de coordenadas < g >.
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3.4 Modelo dinámico
En esta sección, se realizara un estudio del modelo de la dinámica del robot móvil, la cual se
ocupa de la relación entre las fuerzas que actúan sobre un cuerpo y el movimiento que en él
se origina [4]. A diferencia del modelo cinemático, el modelo dinámico, además de relacionar
posición y velocidad, también relaciona las fuerzas que actúan en el sistema. Por lo tanto, es
posible conocer la relación entre el movimiento del robot y las fuerzas que actúan en el robot.
A continuación se presentan dos modelos dinámicos de robot móvil, un modelo está basado en
la formulación Euler-Lagrange y el otro modelo basado en la formulación presentada en [57].
3.4.1 Modelo dinámico estructura Euler-Lagrange
En esta sección, se presenta un modelo dinámico Euler-Lagrange para un robot móvil tipo
uniciclo con tracción de tipo diferencial.
A partir de la ecuación de Lagrange dada por
d
dt
(∂L(q,q˙)
∂q˙i
)− ∂L(q,q˙)
∂qi
= τi, i = 1, . . . , n (3.4.1)
donde q ∈ ℜ1×n es el vector coordenadas generalizadas, τ ∈ ℜ1×n es el vector de pares o
fuerzas externas y L(q, q˙) ∈ ℜ corresponde a la función de Lagrange, la cual es denida como
la diferencia entre la energía cinética K(q(t), q˙(t)) y la energía potencial U(q(t)), es decir,
L(q, q˙) = K(q(t), q˙(t))− U(q(t)). (3.4.2)
Entonces, la estructura general del modelo dinámico es denido por
M(q)q¨ + C(q, q˙)q˙ +G(q) = τ, (3.4.3)
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donde, la matriz de pares inerciales M(q, q˙) es simétrica y denida positiva de dimensión n×n;
C(q, q˙) es la matriz de fuerzas centrífugas y de Coriolis, que es una matriz de dimensión n× n
y satisface la siguiente propiedad
q˙T [1
2
M˙(q)− C(q, q˙)]q˙ = 0, ∀q, q˙ ∈ ℜn. (3.4.4)
Finalmente, G(q) denota al vector de pares gravitacionales, el cual es de dimensión n× 1.
A partir de la formulación lagrangiana, el modelo dinámico no lineal de un robot tipo
uniciclo, donde el centro de masa se encuentra ubicado en el centro geométrico, está descrito
por
[
m 0
0 Iz
][
u˙
ω˙
]
=
[
τ1
τ2
]
, (3.4.5)
donde m y Iz corresponden a la masa y el momento de inercia del robot móvil, respectivamente;
u˙ es la aceleración lineal; ω˙ es la aceleración angular; τ = [τ1 τ2]T corresponde al vector de
fuerzas externas.
Si la posición del robot móvil q = [x y]T se encuentra a una distancia a del centro geo-
métrico, entonces la velocidad del robot móvil en el plano coordenado está descrita por
[
x˙
y˙
]
=
[
cos(θ) −a sin(θ)
sin(θ) a cos(θ)
][
u
ω
]
(3.4.6)
de la cual se concluye que
[
u˙
ω˙
]
=
[
cos(θ) sin(θ)
− 1
a
sin(θ) 1
a
cos(θ)
][
x¨
y¨
]
+
[
−ω sin(θ) ω cos(θ)
−ω
a
cos(θ) −ω
a
sin(θ)
][
x˙
y˙
]
. (3.4.7)
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Por lo tanto, sustituyendo (3.4.7) en (3.4.5), el modelo dinámico puede escribirse en función
de la posición del punto q = [x y]T en el plano coordenado como
[
m cos(θ) m sin(θ)
− Iz
a
sin(θ) Iz
a
cos(θ)
][
x¨
y¨
]
+
[
−mω sin(θ) mω cos(θ)
− Iz
a
ω cos(θ) − Iz
a
ω sin(θ)
][
x˙
y˙
]
=
[
τ1
τ2
]
, (3.4.8)
el cual es válido en los intervalos θ ∈ [0 π
2
), de modo que cos(θ) > 0. u y ω son la velocidad
lineal y la velocidad angular, respectivamente; la orientación del robot es denotado por θ; q˙ =
[x˙ y˙]T y q¨ = [x¨ y¨]T corresponden a la velocidad y aceleración en el plano coordenado; a es una
distancia que es denida a partir del centro geométrico. Nótese que el término correspondiente
a los pares de fuerzas gravitacionales son nulos, esto es debido a que el robot móvil se desplaza
en un plano bidimensional horizontal, donde el gradiente de la energía potencial es nulo. Por
otra parte, el ángulo θ es calculado a partir de q = [x y]T , el cual es denido para x ̸= 0.
3.4.2 Modelo dinámico expresado en variables de estado
Otro tipo de formulación para un modelo modelo dinámico de un robot móvil con tracción
diferencial holonómico con dos ruedas accionadas y una libre es presentado en [57]. El modelo
dinamico es representado por
X˙ = f(X) + g(X)µ+ δ(X, γ) , (3.4.9)
siendo γ =
[
vs vs
r vs
l v˙s v˙s
r v˙s
l Fcx´ Fcy´ Fex´ Fey´ τe
]T
el vector de variables no
medidas; X =
[
x y θ u ω
]T
el vector de estados, y µ =
[
τu τω
]T
representa la entrada
del sistema, tal como se muestra en la Figura 3.7.
En la Figura 3.7 la posición del robotes denida por el punto A; en el punto G se localiza
el centro de masa; el punto E es la ubicación de alguna herramienta de trabajo; Fij (j =
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x′, y′, n; i = c, e) son las fuerzas ejercidas en los puntos C y E, donde n denota la dirección
normal a la supercie de traslación; y τe es el momento ejercido en E. El modelo dinámico
mostrado en este apartado está denido por


x˙
y˙
θ˙
u˙
ω˙


=


u cos(θ)− aω sin(θ)
u sin(θ) + aω cos(θ)
ω
mbr2
Θu
ω2
−2 bmr
2
Θω
uω


+


0 0
0 0
0 0
2r
Θu
0
0 2rd
Θω


[
τu
τω
]
+


δx
δy
0
δu
δω


, (3.4.10)
donde τu = 12(τr + τω) y τω =
1
2
(τr − τω) son las entradas del sistema; τr y τl son los pares
aplicados a las ruedas izquierda y derecha respectivamente; Iz, m y r corresponden al momento
de inercia con respecto al eje z, la masa y radio de las ruedas respectivamente; Θu y Θω son
denidos como Θu = mr2 + 2Ie, y Θω = Ied2 + 2r2(Iz + mb2); Ie es el momento de inercia
de la combinación del rotor, reductor y rueda. Por otra parte, los elementos del vector de
incertidumbres δ se denen como
δx = −vs sin(θ)
δy = vs cos(θ)
δu =
1
Θu
(mr2ωvs + r
2(Fcx´ + Fex´)−Be(2u+ vl
l + vl
r))− Ie(v˙l
l + v˙l
r))
δω =
1
Θω
(−Bed
2ω−Bed(vl
l−vl
r)−Ied(v˙l
l− v˙l
r)−2mbr2v˙s)+
2r2
Θω
((b+e)Fey´+(a+b)Fcy´+τe)
Nótese que en el modelo dinámico (3.4.10) se considera que la masa está a una distancia
b ̸= 0 con respecto al centro geométrico. Mientras tanto, las imprecisiones asociadas con la
simplicación corresponden al vector de incertidumbres.
33
Figura 3.7: Parámetros considerados por Zhang en el modelo dinámico del robot tipo uniciclo.
3.5 Algoritmos de control
A partir de los modelos presentados anteriormente, tanto dinámicos como cinemáticos, serán
presentadas estrategias de control de postura, seguimiento de trayectoria, y posición para robots
móviles del tipo uniciclo, con la nalidad de presentar un estudio sobre el control de un solo
agente.
3.5.1 Control de postura
En [8] se identica una clase de sistemas no lineales que no pueden ser estabilizados por medio
de una retroalimentación de estado suave. Debido a esta limitación no es posible posicionar
y orientar al robot movil tipo uniciclo en alguna referencia de destino por una ley de control
suave e invariante en el tiempo. Sin embargo, en [2] los autores sostienen que la observación de
Brocket es cierta siempre y cuando el robot móvil esté localizado en un sistema de coordenadas.
"Si una diferente representación en variables de estado es adoptada, un enfoque simple puede
ser usado, permitiendo directamente una propiedad de estabilización suave" [13].
El control de postura está basado en el modelo cinemático expresado en coordenadas polares
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dado por (3.3.3), que consiste en controlar la posición y la orientación del robot móvil, de tal
manera que la distancia ec = 0, y los ángulos βu = 0 y βc = 0. Sin embargo, para evitar
singularidades se requiere que ec ̸= 0, esto debido a la estructura del modelo. Por lo tanto,
cuando el robot esté aproximado a su objetivo es necesario evitar el cruce por cero, que hace
que los valores de βc y βu sean indenidos.
Por otra parte, en [2] se muestra que con una selección adecuada de las variables de estado
en el modelo, las propiedades de estabilidad global se pueden garantizar por una ley de control
suave, donde una ley de control de postura propuesta en [2] es expresada por
[
u
ω
]
=
[
k1 cos(βu)ec
k2βu + k1
cos(βu) sin(βu)
βu
(βu + k3βc)
]
, (3.5.1)
siendo k1 > 0, k2 > 0 y k3 > 0. Por lo tanto, el sistema en lazo cerrado está dado por


e˙c
β˙u
β˙c

 =


−k1cos
2(βu)ec
−k2βu − k1k3
cos(βu) sin(βu)
βu
βc
k1 cos(βu) sin(βu)

 . (3.5.2)
Nótese que (3.5.2) es autónoma. A continuación se presenta un resultado, donde se muestra
la estabilidad asintótica global del origen, para el sistema en lazo cerrado denido por (3.5.2).
Teorema 3.5.1. Sea el sistema (3.3.3) en lazo cerrado con la ley de control de postura denida
por (3.5.1) con k1 > 0, k2 > 0 y k3 > 0. Entonces, la trayectoria {ec, βu, βc} converge global-
mente y asintóticamente a cero.
La prueba de este teorema puede consultarse en [13].
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3.5.2 Control de seguimiento de trayectoria
Ahora se presenta un control de seguimiento de trayectorias, el cual consiste en garantizar que
las trayectorias del robot móvil cuyo modelo no-holonómico dado por (3.3.2) convergan a las
trayectorias deseadas.
Basado en el método Líder-Seguidor, el control propuesto en [9] consiste en denir un sistema
virtual como líder, el cual tiene la función de generar las trayectorias deseadas, cuya dinámica
está dada por


x˙d
y˙d
θ˙d

 =


ud cos(θd)
ud sin(θd)
ωd

 . (3.5.3)
Ahora, defínase el error de seguimiento como


x˜′
y˜′
θ˜

 = T


xd − x
yd − y
θd − θ

 , (3.5.4)
donde T es una matriz de transformación homogénea simétrica y denida positiva, la cual está
denida como
T =


cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0
0 0 1

 . (3.5.5)
Derivando (3.5.4) con respecto al tiempo, resulta que
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

˙˜x′
˙˜y′
˙˜
θ

 =


cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0
0 0 1




x˙d − x˙
y˙d − y˙
θ˙d − θ˙

+


−ω sin(θ) ω cos(θ) 0
−ω cos(θ) −ω sin(θ) 0
0 0 0




xd − x
yd − y
θd − θ

 .
(3.5.6)
Sustituyendo (3.3.1) y (3.5.4) en (3.5.6), se tiene


˙˜x′
˙˜y′
˙˜
θ

 =


cos(θ)(x˙d − x˙) + sin(θ)(y˙d − y˙) + θ˙y˜
′
− sin(θ)(x˙d − x˙) + cos(θ)(y˙d − y˙)− θ˙x˜
′
θ˙d − θ˙

 . (3.5.7)
Finalmente, el sistema en lazo cerrado está dado por


˙˜x′
˙˜y′
˙˜
θ

 =


ud cos(θ) cos(θd)− u+ ud sin(θ) sin(θd) + θ˙y˜
′
−ud sin(θ) cos(θd) + ud cos(θ) sin(θd)− θ˙x˜
′
θ˙d − θ˙

 . (3.5.8)
Por otra parte, deniendo las siguientes variables de control auxiliar como
[
u
ω
]
=
[
−uaux + udcos(θ˜)
ωd − ωaux
]
, (3.5.9)
entonces sustituyendo (3.5.9) en (3.5.8), resulta que


˙˜x′
˙˜y′
˙˜
θ

 =


uaux + θ˙y˜
′
ud sin(θ˜)− θ˙x˜
′
ωaux

 , (3.5.10)
donde uaux y ωaux corresponden a la ley de control denida por
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[
uaux
ωaux
]
=
[
−k1x˜
′
−k2ud
sin(θ˜)
θ˜
y˜′ − k3θ˜
]
, (3.5.11)
con las ganancias k1 > 0, k2 > 0 y k3 > 0.
Por lo tanto, sustituyendo (3.5.11) en (3.5.10), el sistema en lazo cerrado resulta


˙˜x′
˙˜y′
˙˜
θ

 =


θ˙y˜′ − k1x˜
′
ud sin(θ˜)− θ˙x˜
′
k2ud
sin(θ˜)
θ˜

 . (3.5.12)
Nótese que (3.5.12) es no autónoma. Ahora se establece el siguiente resultado.
Teorema 3.5.2. Sea el sistema (3.3.2) bajo la acción del control denido por (3.5.1) con
k1 > 0, k2 > 0 y k3 > 0 , entonces las trayectorias del sistema {x˜′, y˜′, θ˜} convergen globalmente
y asintóticamente a cero.
La prueba de este teorema puede ser consultada en [13]
3.5.3 Control de posición
El control de posición consiste en llevar a las variables de posición (x, y) del robot móvil tipo
uniciclo a las posiciones cartesianas deseadas (xd, yd). A continuación se diseñara un control
proporcional derivativo (PD) a partir del modelo dinámico (3.4.8) de un robot móvil con tracción
diferencial de dos ruedas accionadas y dos ruedas libres dado en forma compacta por
M(q)q¨ + C(q, q˙)q˙ = τq, , (3.5.13)
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donde q = q(t) =
[
x(t) y(t)
]T
y
M(q) =
[
m cos(θ) m sin(θ)
− Iz
a
sin(θ) Iz
a
cos(θ)
]
, C(q, q˙) =
[
−mω sin(θ) mω cos(θ)
− Iz
a
ω cos(θ) − Iz
a
ω sin(θ)
]
, τq =
[
τ1
τ2
]
,
siendo m y Iz la masa y momento de inercia del robot móvil, respectivamente. El control PD
es dado por
τ = kpq˜ + kv ˙˜q, (3.5.14)
donde kp, kv ∈ ℜn×n son matrices denidas positivas; q˜ = qd − q es el error de posición; qd es
una referencia. El sistema en lazo cerrado está dado por
M(q)q¨ + C(q, q˙)q˙ = kpq˜ + kv ˙˜q. (3.5.15)
Entonces, asumiendo que la referencia es constante, el sistema en lazo cerrado puede es-
cribirse como
d
dt
[
q˜
q˙
]
=
[
−q˙
M(q)−1[Kpq˜ −Kv q˙ − C(q, q˙)q˙]
]
, (3.5.16)
la cual tiene un único punto de equilibrio que está dado por el vector
[
q˜T q˙T
]T
=
[
0T 0T
]T
.
Teorema 3.5.3. [26]. Sea el sistema (3.4.5) en lazo cerrado con el control PD (3.5.14) con
las matrices Kp,Kv > 0, entonces las trayectorias {q˜ q˙} tienden globalmente asintóticamente
a cero.
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Prueba. Para demostrar que el punto de equilibrio es estable, considérese la siguiente
función candidata de Lyapunov.
V (q˜, q˙) =
1
2
q˙TM(q)q˙ +
1
2
q˜TKpq˜, (3.5.17)
la cual es denida positiva. Luego, derivando con respecto al tiempo y aplicando la propiedad
dada por la ecuación (3.4.4), se tiene
V˙ (q˜, q˙) = −q˙TKv q˙. ≤ 0 (3.5.18)
Luego, debido a que la función V˙ (q˜, q˙) es uniformemente continua, por el lema de Barbalat
A.2.1 se tiene
lim
t→∞
V˙ (q˜, q˙)→ 0
.
En consecuencia, se concluye que q˙ tiende asintóticamente a cero. Dado lo anterior y
considerando que la posición deseada qd es constante, el sistema en lazo cerrado cuando t→∞,
está dada por [35]
M(q)q¨ = kpq˜. (3.5.19)
Supóngase que q˜ ̸= 0 cuando t → ∞, entonces q¨ ̸= 0 cuando t → ∞. Por lo tanto,
q˙ ̸= 0 cuando t → ∞, lo cual es una contradicción. Entonces el único conjunto que satisface
V˙ (q˜, q˙) = 0 es el origen. Por lo tanto, q˜ → 0. Finalmente, asumiendo que el ángulo de
orientación θ es de tal forma que cos(θ) > 0, dada la denición A.1.6, se concluye que el origen
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es un equilibrio globalmente asintóticamente estable.
✷ ✷ ✷
Sin embargo, debido a las características del modelo dinámico (3.4.8), el control está res-
tringido a un rango especico de valores en la orientación θ del robot móvil, esto es debido a
que el modelo es válido en el intervalo [0, π
2
). Además, θ es denido para x ̸= 0.
Figura 3.8: Sistema en lazo cerrado con control PD.
3.6 Conclusiones
En el presente capítulo se presentaron diferentes modelos, tanto dinámicos como cinemáticos,
para un robot móvil tipo uniciclo, debido a la observación de Brockett, la posición del robot
es medida a una distancia a del centro geométrico, lo cual simplica el problema de control de
robots móviles basados en este concepto debido a que la cinemática se vuelve holonómica. Por
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otra parte, se realizo un estudio de algoritmos de control de postura, seguimiento de trayectoria
y posición y para robots móviles tipo uniciclo.
Capítulo 4
Control de formación y movimiento
sincronizado
4.1 Introducción
En el capitulo anterior se estudiaron estrategias de control para un sólo robot móvil, sin em-
bargo, es sabido que existen tareas que pueden ser realizadas mas ecientemente por un conjunto
de robots, donde dependiendo de la formulacion del problema de sincronizacion controlada,
puede distinguirse dos tipos de sincronización: Interna y externa [35]. En la sincronización ex-
terna la sincronía es determinada por un sólo agente del conjunto, el cual es independiente del
resto de los agentes, por ejemplo el método Líder-Seguidores o sistemas basados en el esquema
coordinado. Mientras tanto, en la sincronización interna no se dene una jerarquía entre los
agentes que conforman al conjunto. Por lo tanto, la sincronización se logra a través de las inter-
acciones entre todos los agentes del sistema multi-agente. Por ejemplo, los sistemas basados en
el esquema cooperativo, como los relojes de péndulo de Christian Huygens, los cuales estaban
interconectados entre sí por una barra.
Un SMA puede operar bajo los esquemas de cooperación y coordinación. Por lo tanto, es
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necesario diseñar las interconexiones necesarias de tal manera que la sincronía entre los agentes
pueda ser alcanzada. En esta sección se estudiaran estrategias de control de movimiento para un
sistema multi-robot (multi-agente), los cuales son sistemas conformados por multiples unidades
autónomas cuyas dinámicas son no lineales. Estas estrategias de control de movimiento de un
SMA pueden clasicarse como centralizadas o descentralizadas [3]. Las estrategias de control
centralizadas consisten en denir un control central, el cual gobierna el movimiento de todos
los robots del conjunto, y cuya ventaja radica en la simplicidad que presentan los algoritmos de
control. Mientras tanto, en las estrategias de control descentralizadas el control es distribuido a
todos los robots del conjunto, debido a esto proporcionan autonomía a cada robot del conjunto,
no se necesita de un control global y es aplicable a grupos de robots a gran escala, ya que requiere
menos esfuerzo computacional en las implementaciones de control.
En esta sección, se hará una revision de dos estrategias de control de sincronización y dos
de formación. La primer estrategia de control de sincronización está basada en el concepto de
sincronización interna, y es aplicado a un sistema multi-agente conformado por robots rígidos,
cuyo modelo se basa en la formulación Euler-Lagrange [35]. Basado en los métodos de Líder-
Seguidores y de la teoría de grafos, se presenta un esquema de control, que es aplicado a micro
redes eléctricas [5], cuya dinámica no lineal de cada agente es descompuesta en sistemas lineales
de primer orden aplicando métodos geométricos. Por otra parte, siendo el control de formación
una aplicación del control de movimiento coordinado, un control de formación para robots
móviles holonómicos tipo uniciclo, presentado en [30], es introducido. Éste consiste en aplicar
una linealización exacta para compensar las no linealidades del sistema y está basado en los
métodos de comportamiento. Finalmente, se presenta una estrategia de control [14] que está
basada en las técnicas de acoplamiento cruzado para minimizar el error mas signicativo, que en
este caso corresponde al error de sincronización de un conjunto de robots móviles tipo uniciclo
cuyo modelo dinámico es no-holonómico. Las topologías de interconexión de los algoritmos de
control presentados en [35, 30, 14] son estáticas, mientras que en [5] la topología de interconexión
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es del tipo cuasi-estática.
4.2 Control de sincronización interna
A continuación se presenta una estrategia de control de seguimiento sincronizado para robots
rígidos propuesto en [35], que está basado en el concepto de sincronización interna. En este
algoritmo de control, se asume que la información de los demás agentes del conjunto y la
trayectoria global deseada qd, q˙d ∈ ℜn están disponibles para el i-ésimo agente, tal como se
muestra en la Figura 4.1. Mientras tanto, la dinámica no lineal del i-ésimo robot está dada por
el modelo dinámico (4.2.1).
Figura 4.1: Topología de interconexión del sistema multi-agente.
Mi(qi)q¨i + Ci(qi, q˙i)q˙i +Gi(qi) = τi, i = 1, ..., p. (4.2.1)
Se asume que se dispone de la información completa del vector de estado y que el modelo
dinámico no presenta incertidumbres paramétricas ni errores de modelado. Por lo tanto, el
45
objetivo es diseñar un control que lleve a las variables de posición y velocidad angular qi ∈ ℜn
y q˙i ∈ ℜn para i = 1, ..., p; respectivamente a las trayectorias globales deseadas qd, q˙d, y además
coincidan a las trayectorias de los agentes vecinos qj ∈ ℜn y q˙j ∈ ℜn (j = 1, ..., p, j ̸= i) en
algún instante de tiempo. Por lo tanto, la entrada de control τi está dada por
τi = Mi(qi)q¨ri + Ci(qi, q˙i)q˙ri +Gi(qi)−Kd,is˙i −Kp,isi i = 1, ..., p (4.2.2)
donde Mi(qi), Gi(qi), y Ci(qi, q˙i) corresponden a las matriz de pares inerciales, vector de fuerzas
gravitacionales, y la matriz de fuerzas centrífugas y de Coriolis respectivamente; Kp,i ∈ ℜn×n y
Kv,i ∈ ℜ
n×n son matrices diagonales denidas positivas; siendo qri, q˙ri las trayectorias deseadas
locales para i = 1, ..., p; denidas como
qri = qd −
p∑
j=1,j ̸=i
Kcpi,j(qi − qj),
q˙ri = q˙d −
p∑
j=1,j ̸=i
Kcvi,j(q˙i − q˙j), (4.2.3)
q¨ri = q¨d −
p∑
j=1,j ̸=i
Kcai,j(q¨i − q¨j),
donde las gananciasKcpi,j,Kcvi,j,Kcai,j ∈ ℜ
n×n i, j = 1, ..., p; son matrices diagonales semidenidas
positivas, que denen las interacciones entre los elementos del sistema multi-agente. Entonces,
si ∈ ℜ
n y s˙i ∈ ℜn denotan al error de sincronización y a la velocidad del error de sincronización,
respectivamente dadas por
si := qi − qri, s˙i := q˙i − q˙ri, (4.2.4)
Hipótesis 4.2.1. [35]. Se asume que para todo i, j = 1, . . . , p; las ganancias de acoplamiento
Kcpi,j, Kcvi,j, Kcai,j satisfacen
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Kcpi,j = Kcvi,j = Kcai,j = Ki,j.
Sustituyendo la ley de control (4.2.2) en el sistema (4.2.1), se tiene el sistema en lazo cerrado
en función del error de sincronización dado por
Mi(qi)s¨i = −Ci(qi, q˙i)s˙i −Kd,is˙i −Kp,isi, i = 1, ..., p; (4.2.5)
cuyo único punto de equilibrio que está dado por el vector
[
s˜i
T s˙Ti
]T
=
[
0T 0T
]T
. A
continuacion se presenta el siguiente resultado, el cual ha sido extraido de la literatura citada
en este documento.
Teorema 4.2.1. [35]. Considere el sistema en lazo cerrado formado por el controlador (4.2.2),
las señales de referencia (4.2.3) y el modelo dado por (4.2.1). Entonces el error de sin-
cronización si y s˙i son globalmente asintóticamente estable si las ganancias de control kdi,
kp,i, i = 1, . . . , p; son positivas denidas.
Prueba. Considérese la siguiente función de Lyapunov [35]
V (s, s˙) =
p∑
i=1


[
si
s˙i
]T [
Kp,i 0
0 Mi(qi)
][
si
s˙i
] 
 ,
la cual es denida positiva si Kp,i > 0 para i = 1, ..., p. Derivando con respecto al tiempo y
aplicando la propiedad (3.4.4) se tiene
V˙ (s, s˙) =
p∑
i=1
s˙Ti Kd,is˙i. (4.2.6)
Debido a la no autonomía del sistema 4.2.5, considerando el vector x = [sT s˙T ]T , por el lema
de Barbalat A.2.1 resulta
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lim
t→∞
V˙ (x)→ 0
Nótese que V˙ (s, s˙) no depende del error de sincronización si. Sin embargo, s˙i = 0 cuando
t ≥ 0, lo cual implica que s¨i = 0 para todo t ≥ 0. Luego considérese el sistema en lazo cerrado
(4.2.5) cuando t ≥ 0, entonces se tiene que
Kp,isi = 0.
Por lo tanto, el origen [sTi s˙
T
i ]
T = 0 ∈ ℜ2n es el único conjunto que satisface V˙ (s, s˙) = 0.
Finalmente, se concluye que el origen es globalmente asintóticamente estable.
✷ ✷ ✷
4.3 Control de sincronización interna y externa basada en
teoría de grafos
En esta sección, se presenta un control cooperativo para micro redes eléctricas, que son aplicados
en sistemas eléctricos de potencia. El enfoque de control es descentralizado y está basado en
los métodos de Líder-Seguidores y teoría de grafos, el cual es presentado en [5]. Cada agente
del conjunto requiere solamente la información de la referencia deseada (si está disponible) y
la información de los vecinos. En este enfoque de control se hace uso de la linealización para
compensar las no linealidades del sistema, el cual deberá ser de grado relativo dos r = 2.
Considérese el sistema no lineal SISO (una entrada-una salida) libre de perturbaciones en la
forma
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x˙i = fi(xi) + gi(xi)ui,
yi = hi(xi),
(4.3.1)
donde xi es el vector de estados; fi(xi) y gi(xi) son campos vectoriales suaves; h(x) es una
función escalar no lineal. Por otra parte, la entrada del sistema ui está está dada por
ui = (LgiLfihi)
−1(−L2fihi + νi), (4.3.2)
donde νi corresponde al control auxiliar; LgiLLihi es la derivada de Lie de hi con respecto a fi;
y L2fihi es la derivada de Lie de Lfihi con respecto a fi, es decir,
Lfihi =
∂(hi)
∂xi
fi, L
2
fi
hi =
∂(Lfihi)
∂xi
fi.
Entonces dada (4.3.2), la dinámica no lineal de cada agente (4.3.1) del sistema multi-agente
son descompuestas en sistemas dinámicos lineales de segundo orden. Por consiguiente, el sis-
tema multi-agente es representado por
γ˙i = Aγi +Bνi, ∀i = 1, . . . , N ; (4.3.3)
donde γi = [yi y
(r−1)
i ]
T = [ξi ξ
(r−1)
i ]
T , B = [0 1]T y A =
[
0 1
0 0
]
.
Dado la anterior, las dinámicas lineales del sistema multi-agente puede ser expresadas como
γ˙ = (IN ⊗ A)γ + (IN ⊗B)ν, (4.3.4)
siendo γ = [γT1 γ
T
2 , . . . , γ
T
N ]
T ; el vector dado por ν = [ν1 ν2, . . . , νN ]T , es el vector
de controles auxiliares de cada agente. Considérese una referencia constante y0 y haciendo
γ0 = [y0 y˙0]
T , entonces la dinámica del agente líder está dada por
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Γ˙0 = (IN ⊗ A)Γ0, (4.3.5)
siendo Γ0 = 1N ⊗ γ0.
El objetivo es construir un control distribuido νi de tal manera que γi → γ0, ∀i ∈
{1, . . . , N}. Defínase el vector de error de sincronización para el grafo dirigido como
e = ((L˜+G)⊗ I2)(γ − Γ0) = ((L˜+G)⊗ I2)δ, (4.3.6)
donde G = diag{gi} y L˜ es la matriz laplaciana para el conjunto de agentes seguidores
(Denición (2.2.9)).
Por otra parte, la ley de control en forma global está denotada por
v = −c(IN ⊗K)e = −c(IN ⊗K)((L˜+G)⊗ I2)δ, (4.3.7)
siendo c ∈ ℜ es una ganancia denida positiva; K ∈ ℜ1×2 es la ganancia de control seleccionada
a partir de un regulador cuadrático lineal (LQR) como en el Lema 4.3.2.
Sustituyendo (4.3.7) en (4.3.4), el sistema en lazo cerrado resulta
δ˙ = γ˙ − Γ˙0 = (IN ⊗ A− c(L˜+G)⊗BK)δ = Hδ. (4.3.8)
Por otra parte, existe una relación entre el error de sincronización y el error de consenso,
dicha relación está dada por (4.3.6), cuya derivada temporal es denotada por
e˙ = ((L˜+G)⊗ I2)δ˙. (4.3.9)
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Sustituyendo la ley de control dada por (4.3.7) en el sistema (4.3.4), el sistema en lazo
cerrado (4.3.8) puede escribirse como
γ˙ = (IN ⊗ A)γ − c(IN ⊗BK)e. (4.3.10)
Derivando (4.3.6) con respecto al tiempo y sustituyendo las ecuaciones (4.3.10) y (4.3.8),
resulta que
e˙ = ((L˜+G)⊗ I2)[(IN ⊗ A)δ − c(IN ⊗BK)e] (4.3.11)
Considerando que la matriz ((L˜ + G) ⊗ I2) es invertible, debido a que el grafo dirigido G`
tiene un árbol de expansión, es decir,
δ = [(L˜+G)−1 ⊗ I2]e (4.3.12)
Entonces, la ecuación (4.3.9) puede escribirse en términos del error de sincronización como
e˙ = [L˜+G⊗ I2](IN ⊗ A)[(L˜+G)
−1 ⊗ I2]e− c(IN ⊗BK)e = He. (4.3.13)
A continuación, se presentan algunos resultados, los cuales son herramientas fundamentales
para probar la estabilidad del sistema (4.3.10).
Lema 4.3.1. [5]. Sean (A,B) estabilizables y el grafo dirigido G` tiene un árbol de expanción.
Sean λi, ∀i ∈ {1, 2, ..., N}; los valores propios de la matriz L˜+G, entonces la matriz
H = (IN ⊗ A)− c(L˜+G)⊗BK,
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con c ∈ ℜ y K ∈ ℜm×n, es Hurwitz sí y sólo sí todas las matrices A−cλiBK ∀i ∈ {1, 2, ..., N};
son Hurwitz.
Lema 4.3.2. [5]. Sean (A,B) estabilizables, Q = QT y R = RT son denidas positivas. Sea la
ganancia de retroalimentación de estado seleccionada como
K = R−1BTP (4.3.14)
donde P > 0 es la única solución de la ecuación algebraica de Riccati (ARE)
ATP + PA+Q− PBR−1BTP = 0,
entonces, todas las matrices A− cλiBK, ∀i ∈ {1, 2, . . . , N} son Hurwitz si
c ≥
1
2λmin
, (4.3.15)
donde λmin = mini∈Nℜ(λi).
A continuación se presenta el siguiente resultado.
Teorema 4.3.1. [5]. Sea el digrafo G` con un árbol de expansion y asumiendo que la dinámica
interna de cada agente es asintóticamente estable. Sea el control auxiliar dado por ν, con
ganancia de control K = R−1BTP y c ≥ 1
2λmin
. Entonces, las soluciones {δ, e} tienden asin-
tóticamente a cero.
Prueba. Considérese la siguiente función candidata de Lyapunov
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Vc(δ) = δ
TP2δ, P2 = P
T
2 , P2 > 0. (4.3.16)
Derivando la función V (δ) con respecto a las trayectorias del sistema (4.3.8), se tiene
V˙c(δ) = δ
T
(
P2H +H
TP2
)
δ. (4.3.17)
Por el Lema 4.3.1 y el Lema 4.3.2, se tiene que la matriz H es Hurwitz. Por lo tanto, V˙c(δ)
satisface a la ecuación algebraica de Lyapunov dada por P2H + HTP2 = −Q, siendo Q una
matriz simétrica denida positiva, entonces
V˙c(δ) = −δ
TQδ ≤ 0. (4.3.18)
Por lo tanto, se concluye que el error de consenso δ tiende asintóticamente a cero.
Por otra parte, considere (4.3.6) cuando t→∞, lo cual implica que el error de sincronización
e tienda asintóticamente a cero. Para probar lo anterior, considere la función candidata de
Lyapunov
Vs(e) = e
TP2e, P2 = P
T
2 , P2 > 0. (4.3.19)
Asumiendo que la matriz L˜+G es invertible debido a que el grafo dirigido G` tiene un árbol
de expansión [6], entonces derivando Vs(e) con respecto a las trayectorias del sistema (4.3.8)
resulta
V˙s(e) = −e
TQe < 0. (4.3.20)
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Entonces, se comprueba que e tiende asintóticamente a cero.
✷ ✷ ✷
4.4 Control de formación basado en métodos basados en
comportamiento
A continuación se presenta un esquema de control descentralizado para un sistema cooperativo
conformado por P robots móviles tipo uniciclo, el cual es basado en los métodos basados en
comportamiento, los cuales consisten en prescribir los comportamientos deseados para cada
agente, donde el i-ésimo agente es sincronizado con dos agentes vecinos, tal como se muestra
en la Figura 4.2 (ver [30]). En esta estrategia de control pueden distinguirse los siguientes
objetivos de control:
1. Mover la formación de una posición a otra.
2. Mantener una formación rigida durante la transición de un punto a otro.
Considérese un sistema multi-agente conformado por múltiples robots móviles no-holonómicos
de conguración diferencial tal como el que se muestra en la Figura 3.5, cuya dinámica no lineal
está denotada por


r˙xi
r˙yi
θ˙i
v˙i
ω˙i


=


vicos(θi)
visin(θi)
ωi
0
0


+


0 0
0 0
0 0
1
mi
0
0 1
Ii


(
Fi
τi
)
, (4.4.1)
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siendo ri = (rxi, ryi)T la posición inercial del i-ésimo robot, la cual está ubicada en centro
geométrico; θi es el ángulo de orientación; vi es la velocidad de traslación; ωi es la velocidad
angular; ui = [Fi τi]T es la entrada del sistema cuyos elementos son la fuerza aplicada y el
torque aplicado, respectivamente; mi es la masa del i-ésimo agente; Ii es el momento de inercia.
Además, la ecuación de salida está dada por
Πi = ri + Li
(
cos(θi)
sin(θi)
)
. (4.4.2)
Luego, con el objetivo de aplicar la linealización por retroalimentación entrada-salida, se
deriva la salida con respecto al tiempo hasta que la entrada de control aparezca explícitamente,
lo cual resulta
Π˙i =
(
cos(θi) −Lisin(θi)
sin(θi) Licos(θi)
)(
vi
ωi
)
,
Π¨i =
(
−uiωisin(θi)− Liω
2
i cos(θi)
uiωicos(θi)− Liω
2
i sin(θi)
)
+
(
1
mi
cos(θi) −
Li
Ji
sin(θi)
1
mi
sin(θi)
Li
Ji
cos(θi)
)(
Fi
τi
)
.
(4.4.3)
Dado lo anterior, puede concluirse que el sistema (4.4.1) con la salida (4.4.2) tiene grado
relativo dos. Luego, debido a que
det
(
1
mi
cos(θi) −
Li
Ji
sin(θi)
1
mi
sin(θi)
Li
Ji
cos(θi)
)
̸= 0,
el sistema puede ser linealizado por una retroalimentación de entrada-salida. Por otra parte,
sea el difeomorsmo φ : ℜ5 → ℜ5 denido como
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ζi = φ(Xi) =


rxi + Licos(θi)
ryi + Lisin(θi)
vicos(θi)− Liωisin(θi)
visin(θi) + Liωicos(θi)
θi


. (4.4.4)
Mientras que la inversa de (4.4.4) dada por
Xi = φ
−1(ζi) =


ζ1i − Licos(ζ5i)
ζ2i − Lisin(ζ5i)
ζ5i
1
2
ζ3icos(ζ5i) +
1
2
ζ4isin(ζ5i)
− 1
2Li
ζ3isin(ζ5i) +
1
2Li
ζ4icos(ζ5i)


. (4.4.5)
Finalmente, modelo dinámico dado por las ecuaciones (4.4.1) y (4.4.2), puede ser expresado
como
(
ζ˙1i
ζ˙2i
)
=
(
ζ3i
ζ4i
)
(
ζ˙3i
ζ˙4i
)
=
(
−uiωisin(θi)− Liω
2
i cos(θi)
uiωicos(θi)− Liω
2
i sin(θi)
)
+
(
1
mi
cos(θi) −
Li
Ji
sin(θi)
1
mi
sin(θi)
Li
Ji
cos(θi)
)
ui
ζ˙5i =
−1
2Li
ζ3isin(ζ5i) +
1
2Li
ζ4icos(ζ5i).
(4.4.6)
Por lo tanto, el control linealizante se diseña como
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ui =
(
1
mi
cos(θi) −
Li
Ji
sin(θi)
1
mi
sin(θi)
Li
Ji
cos(θi)
)−1
×
[
νi −
(
−viωisen(θi) −Liω
2
i cos(θi)
viωicos(θi) −Liω
2
i sin(θi)
)]
.
(4.4.7)
Sustituyendo (4.4.7) en (4.4.6), se tiene
(
ζ˙1i
ζ˙2i
)
=
(
ζ3i
ζ4i
)
,
(
ζ˙3i
ζ˙4i
)
=
(
ν1i
ν2i
)
.
ζ˙5i = −
1
2Li
ζ3isin(ζ5i) +
1
2Li
ζ4icos(ζ5i),
(4.4.8)
donde νi = [ν1i ν2i]T corresponde al control auxiliar.
Por otra parte, la última línea de la ecuación (4.4.6) corresponde a la dinámica interna,
la cual implica que el ángulo θi será constante cuando (ζ3i, ζ4i)T = (0, 0)T . Además, es no
controlable y no observable. Mientras tanto, desde que ζ1i = ... = ζ4i = 0, entonces se tiene
que la dinámica cero es estable [30].
Considérese el sistema multi-agente con dinámicas lineales homogéneas dada por
γ˙ = (IN ⊗ A)γ + (IN ⊗B)ν, (4.4.9)
donde el vector ν ∈ ℜN es el control auxiliar, cuyos elementos para i = 1, 2, . . . , N ; están
denidos por
νi = −KgΠ˜i −DgΠ˙i
−Kf (Π˜i − Π˜i+1)−Df (Π˙i − Π˙i+1)
−Kf (Π˜i − Π˜i−1)−Df (Π˙i − Π˙i−1),
(4.4.10)
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el cual corresponde a la ley de control de formación propuesta en [30], donde Π˜i = Πi − Πid
es el error de seguimiento; las matrices Kf y Df son simétricas y semidenidas positivas; Kg
y Dg son matrices simétricas denidas positivas. Luego, debido a que las referencias deseadas
son constantes, se tiene que Π˙i =
˙˜Πi. Entonces el control auxiliar (4.4.10) puede escribirse en
forma global como
ν = −[IN ⊗ ψg + C ⊗ ψf ]ξ, (4.4.11)
siendo ψg = [kg Dg], ψf = [kf Df ]; ξ = [γ˜T1 , γ˜
T
2 , . . . , γ˜
T
N ]
T es un vector cuyos elementos
γ˜i = [Π˜
T
i Π˙
T
i ]
T corresponden al error de posición; C ∈ ℜN×N denota a la matriz Hankel, la
cual es denida como C = CˆT Cˆ, donde Cˆ = [cˆij]
cˆij =


1 i = j
−1 j = i+ 1
0 en otro caso
Es claro que Cˆ es de rango completo, por lo tanto, C es simétrica y denida positiva [30].
Sustituyendo (4.4.11) en (4.4.9), el sistema en lazo cerrado está dado por
γ˙ = (IN ⊗ A)γ − (IN ⊗B)[IN ⊗ ψg + C ⊗ ψf ]ξ. (4.4.12)
Por otra parte, sea Pj = {Π1d, ...,ΠNd} para Pj, j = 1, ..., K; las secuencias de patrones
de formación, los cuales son denidos como referencias deseadas constantes. Entonces, las
referencias deseadas para cada agente pueden ser expresadas como
γ˙d = (IN ⊗ A)γd, (4.4.13)
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siendo γd = [γT1d, γ
T
2d, . . . , γ
T
Nd]
T , siendo γid = [ΠTid Π˙
T
id]
T = [ΠTid 0
T ]T . Entonces, el
sistema en lazo cerrado puede escribirse en función del error global como
ξ˙ = γ˙ − γ˙d =
[
(IN ⊗ A)− (IN ⊗ B)[IN ⊗ ψg + C ⊗ ψf ]
]
ξ, (4.4.14)
la cual es autónoma debido a que las referencias deseadas son constantes.
Lema 4.4.1. [30]. Sean las matrices A ∈ ℜn×n y B ∈ ℜn×m estabilizables, y sea la matriz H
denida como:
H = (IN ⊗ A)− (IN ⊗ B)[IN ⊗ ψg + C ⊗ ψf ],
donde C ∈ ℜN×N es una matriz de Hankel simétrica y denida positiva. Si ψf = [kTf D
T
f ]
T
siendo kTf ∈ ℜ
2×2 y DTf ∈ ℜ
2×2 matrices simétricas semidenidas positivas, y ψg = [kTg D
T
g ]
T
siendo kTg ∈ ℜ
2×2 y DTg ∈ ℜ
2×2 matrices simétricas denidas positivas. Entonces, la matriz H
es Hurwitz también.
A continuación, con el n de probar la estabilidad del sistema (4.4.9) bajo la acción de la
ley de control (4.4.11), se presenta el siguiente resultado.
Teorema 4.4.1. Sea el sistema multi-agente con dinámicas lineales homogéneas expresado por
(4.4.9) en lazo cerrado con la ley de control dada por (4.4.11), sí las matrices kg > 0, Dg > 0,
kf > 0 y Df > 0. Entonces, ξ tiende asintóticamente y globalmente a cero.
Prueba. Considére la siguiente función candidata de Lyapunov
V (ξ) =
1
2
ξTP2ξ, P2 = P
T
2 , P2 > 0. (4.4.15)
Derivando V (ξ) con respecto al tiempo se tiene
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V˙ (ξ) = ξTHTP2ξ + ξ
TP2Hξ. (4.4.16)
Posteriormente por el Lema 4.4.1 la matriz H es Hurwitz, luego considerando P2H +HTP2 =
−Q, se tiene
V˙ (ξ) = −ξTQξ < 0. (4.4.17)
Por lo tanto, por el teorema de LaSalle (A.2.2), ξ converge asintóticamente y globalmente
a un conjunto invariante M = {0, 0, 0}.
✷ ✷ ✷
4.5 Control de formación basado en acoplamiento cruzado
(cross-coupling)
A continuación, presenta un esquema de control cooperativo descentralizado basado en la téc-
nica del acoplamiento cruzado, la cual es aplicada para minimizar el error más signicativo, que
en este caso corresponde al error de sincronización de robots diferenciales no-holonómicos (ver
[14]). El problema de control de formación es formulado como un problema de sincronización.
El algoritmo de control presentado en este apartado requiere de la información de dos robots
vecinos, tal como se muestra en la Figura 4.2. Además, el algoritmo requiere una retroali-
mentación de la posición y del error de sincronización. En este algoritmo, pueden distinguirse
los siguientes objetivos de control que compiten simultáneamente:
1. Control de seguimiento: Consiste en llevar al i-ésimo robot a lo largo de las trayectorias
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deseadas.
2. Sincronización: Consiste en sincronizar el movimiento del robot con los robots inmediatos.
Figura 4.2: Topología de interconexión del i-ésimo robot con los robots vecinos.
Denote S(ρ, t) como una formación deseada variable en el tiempo para cada robot, que
es una función implícita que se genera interpolando a partir de varios puntos de restricción
seleccionados por el usuario [11], donde ρ denota al vector de estados en forma general y t
es el tiempo. Se asume que la cota o límite de la formación deseada S(ρ, t) es denotado por
∂S(ρ, t) = 0 (el cual es una curva planar bidimensional).
Por otra parte, el objetivo es determinar las entradas de control apropiadas τqi y τθi, tal
que el i-ésimo robot converga a la posición deseada qid mientras mantiene esta posición en la
formación deseada S(qi, t), esto es, ∂S(qi, t) = 0. De modo que ∂S(ρ, t) = 0 es una restricción
común para todos los agentes del conjunto. Tal restricción es posible que tenga diferentes
formulaciones dependiendo de la tarea de sincronización.
En lo que respecta a los estados deseados qid, éstos deben ser denidos de tal forma que estén
ubicados en la curva deseada ∂S(qid, t) = 0. Nótese que sólo la posición qi es explícitamente
controlada en la formación, mientras que la orientación afecta implícitamente a la formación.
Por lo tanto, la orientación deseada θid del i-ésimo agente es denida a partir de los estados de
formación qi. Entonces θid cambia constantemente durante el movimiento.
Debido a que el centro de masa está ubicado en el centro geométrico del robot móvil, el
robot puede ser simplicado como una masa que se desplaza en un plano bidimensional, cuya
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dinámica está dada por
Miq¨i = τqi, Iiθ¨i = τqi. (4.5.1)
Donde Mi y Ii corresponden a la matriz de pares inerciales y al momento de inercia, res-
pectivamente, mientras que qi = [xi yi]T es un vector de posición en el plano coordenado. Por
otra parte, la restricción del vector de coordenadas qi del i-ésimo robot está dada por
∂S(qi, t) = 0 :
{
qi(t) = Ai(t)C(t) + Bi(t)
}
, (4.5.2)
donde Ai(t) es una matriz de restricción que depende de las características del i-ésimo agente;
C(t) es un vector común para todos los agentes; y B(t) es un conjunto individual para cada
agente. Por otra parte, desde que la matriz Ai(t) es diseñada de modo que ésta sea invertible,
se tiene
C(t) = A−1i (t)qi(t). (4.5.3)
Considérese que N robots son requeridos para mantener una curva elíptica durante el
movimiento, entonces
A−1i =

 1cosφi(t) 0
0 1
sinφi(t)

 , C(t) =
[
a(t)
b(t)
]
, Bi(t) = 0,
donde a y b denota a los radios de la elipse; φi(t) = tanh( b sinαia cosαi ); y αi = tanh
yi
xi
denota el
ángulo del robot en la elipse con respecto al centro de la elipse. Mientras tanto, qid debe estar
localizado en la curva de tal forma que ∂S(qid, t) = 0. Entonces, deniendo el error de posición
como e = qid − qi y haciendo ci = A−1i se tiene
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c1e1 = c2e2 = . . . = cNeN . (4.5.4)
Nótese que (4.5.4) representa de manera implícita al objetivo de control de formación. Dado
lo anterior, se dene el error de sincronización como un vector dado por ξ = [ξT1 ξ
T
2 , . . . , ξ
T
N ]
T
para i = 1, 2, . . . N , donde el error de sincronización del i-ésimo robot ξi se dene como
ξ1 = c1e1 − c2e2
ξ2 = c2e2 − c3e3
...
ξN = cNeN − cNeN .
(4.5.5)
Ley de control τqi está dada por
τqi = Mic
−1
i (u˙i − c˙iq˙i) +Kric
−1
i ri + c
T
i Kε(ξi − ξi−1), (4.5.6)
con la que es posible controlar la traslación de cada robot, donde Kri y Kε son ganancias
denidas positivas; Ei corresponde al error total, y es la suma del error de posición y al error
de sincronización, esto es,
Ei = ciei + β
∫ t
0
(ξi − ξi−1)dζ, (4.5.7)
siendo β una matriz diagonal denida positiva; los vectores u˙i y ri son denidos como
u˙i = r˙i +
d
dt
(ciq˙i) ri = E˙i + ΛEi, (4.5.8)
respectivamente, donde Λ es una matriz diagonal denida positiva.
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El controlador de formación y sincronización (4.5.6) es diseñado tal que ri converge a cero,
por lo tanto, el error global y su derivada convergen a cero.
Sustituyendo (4.5.6) en (4.5.1), el sistema en lazo cerrado resulta
Mic
−1
i r˙i +Kric
−1
i ri + c
T
i Kε(ξi − ξi−1) = 0. (4.5.9)
El control de formación (4.5.6) es formulado a partir del siguiente resultado.
Teorema 4.5.1. [14].
La ley de control (4.5.6) conduce a una convergencia asintótica del error de posición y el
error de sincronización a cero, es decir, ei → 0 y εi → 0 cuando t → ∞, bajo la condición
de que la ganancia de control Kri es sucientemente grande como para satisfacer λmin(Kri) ≥
λmax(Mi
d
dt
(c−1i )ci), donde λmin(.) y λmax(.) el valor propio máximo y el mínimo de una matriz,
respectivamente.
La prueba de este teorema puede consultarse en [14].
Por otra parte, para controlar el ángulo de orientación se úsa un control de par computado,
que es denido como
τiθ = Ii
(
θ¨id + kvi
˙˜
θi + kpiθ˜i
)
, (4.5.10)
entonces, θ˜i = 0 y
˜˙
θi = 0 convergen globalmente y asintóticamente a cero.
Los pares para la rueda derecha y rueda izquierda son denotados por τri y τli respectiva-
mente, donde θi es denido alrededor de los ángulos 0o y 180o se tiene
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τri =
1
2
(
τqi(x)
cos θi
+
τθi
R
)
, τli =
1
2
(
τqi(x)
cos θi
−
τθi
R
)
. (4.5.11)
Mientras que, para valores de θi alrededor de 90o y 270o los pares para las ruedas están
denidos por
τri =
1
2
(
τqi(y)
sin θi
+
τθi
R
)
, τli =
1
2
(
τqi(y)
sin θi
−
τθi
R
)
. (4.5.12)
La importancia de la adecuada seleccion de los pares de las ruedas dadas por (4.5.11) o
(4.5.12), radica en la necesidad de evitar singularidades en las entradas de control de las ruedas.
Debido a las características no holonómicas del sistema (4.5.1), es necesario acotar el ángulo
de orientación θi alrededor de los ángulos 0o y 180o o alrededor de 90o y 270o dependiendo de
la entrada de control seleccionada para ruedas denotadas por (4.5.11) o (4.5.12).
4.6 Comentarios
En este capítulo, se revisaron leyes de control de formación y de sincronización, esto con la
nalidad de realizar un estudio de técnicas existentes para el control de movimiento de un SMA.
Se mostró la ley de control de sincronización propuesta en [35], la cual está restringida a que la
trayectoria deseada global y la información de todos los robots del conjunto estén disponibles
para el i-ésimo robot. La topología de interconexión es estática, y la implementación puede
ser compleja debido a que el número de interconexiones entre los agentes aumenta conforme el
número de elementos del sistema multi-agente aumenta.
Por otra parte, se presento una la ley de control de sincronización basada en los métodos de
Líder-Seguidores y teoría de grafos [5]. En este esquema de control, la topología de intercone-
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xión es cuasi-estática, esto es, que la topología de interconexión puede ser redenida fuera de
linea. Sin embargo, la estabilidad no está garantizada para trayectorias variables en el tiempo.
Mientras tanto, en [6] se probo la estabilidad asintótica del algoritmo considerando trayectorias
deseadas variables en el tiempo para un sistema SISO. En dicho esquema de control el error
puede ser acumulativo para conjuntos grandes de agentes, por lo que es necesario ajustar las
ganancias para reducir el error con respecto al líder.
Además, se presento un control de formación basado en métodos de comportamiento [30],
el cual sólo requiere de la información de dos robots vecinos y las propiedades de estabilidad
asintótica y global están garantizadas. Sin embargo, el control está restringido a referencias
constantes en el tiempo, debido a que la estabilidad no está garantizada para trayectorias
variables en el tiempo. Por otra parte, el movimiento relativo entre los robots puede presentar
oscilaciones en la transición de un punto a otro, esto debido a la ausencia de información de la
velocidad relativa. Dicho problema es resuelto en [30] introduciendo el enfoque de pasividad.
Finalmente, se revisó un control de formación para sistemas multi-agente del tipo uniciclo
basado en técnicas de acoplamiento cruzado [14]. Esta estrategia de control consiste en con-
trolar los estados de formación qi = [xi yi]T simultáneamente, entonces la orientación deseada
es seleccionada a partir de los estados de formación. Mientras tanto, se asume que el término
correspondiente a las fuerzas centrífugas y de coriolis son nulos. Por otra parte, debido a que
el algoritmo de control está basado en el modelo no-holonómico, el ángulo de orientación es
restringido para evitar las singularidades en las entradas de control de las ruedas.
Capítulo 5
Diseño de controles de formación y
seguimiento coordinado
5.1 Introducción
El control de formación y movimiento coordinado, consiste en mantener un conjunto de robots
móviles bajo una formación rígida mientras siguen una trayectoria generada por un agente líder.
Por lo tanto, si el digrafo G` = {V , ε`, A`} es conexo, entonces
Denición 5.1.1. [20]. Una formación es un conjunto de N unidades autónomas orde-
nadas en un espacio coordenado de manera estratégica bajo estructuras geométricas regulares
(triángulo, rectángulo, etc) o irregulares (que no tienen una estructura denida), donde no ex-
isten conictos en las distancias relativas deseadas, en el sentido de que si cij , cj i ∈ ε`, entonces
cij = −cj i, mientras que si coj + cji, com + cmi ∈ ε`, entonces coj + cji = com + cmi, donde "o"
denota al agente líder, "i" denota al i-ésimo robot, y los subíndices "m = j+1" y "j" denotan
a dos agentes vecinos.
Una formación es rígida si las distancias entre cada par de agentes no cambian en el tiempo,
al menos bajo condiciones ideales [50]. Por otra parte, el movimiento coordinado requiere que
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todos los agentes del conjunto estén sincronizados entre sí, de modo que el líder juega un papel
importante en el consenso del sistema multi-agente, entendiendo por consenso como los
medios para llegar a un acuerdo con respecto a una cantidad de interés que depende
de los estados de los agentes. Por lo tanto, si el error de consenso es igual a cero se dice
que el comportamiento sincronizado entre los agentes es alcanzado.
En este capítulo, se presentan tres enfoques de control de formación para robots móviles
tipo uniciclo holonómicos, cuya posición está denida a partir del centro geométrico del robot.
Dichos enfoques están basados en los resultados presentados en la bibliografía citada al nal
de este trabajo de tesis. La primer estrategia de control, es diseñada a partir del algoritmo
presentado en [30], el cual es combinado con el enfoque Líder-Seguidores y es adaptado al
control de seguimiento coordinado. La segunda estrategia de control está basado del algoritmo
presentado en [35], la cual es una extensión del algoritmo de sincronización presentado [58, 6] al
control de seguimiento coordinado, esto debido a que dichas estrategias control no pueden ser
aplicadas directamente al control de formación. Además, se presentan condiciones sucientes
de estabilidad basadas en el Metodo directo de Lyapunov. Finalmente, para proveer robustez al
sistema multi-agente ante perturbaciones externas e incertidumbres paramétricas, se introduce
un enfoque de control basado en el Algoritmo Super-Twisting Adaptativo.
5.2 Control de formación basado en sincronización externa
y métodos de comportamiento
En esta sección, se muestra una ley de control basada en la sincronización externa, donde la
sincronía es determinada por el agente líder. Considérese un grupo de N robots seguidores tipo
uniciclo, los cuales deberán mantener una formación rígida mientras siguen una trayectoria
generada por el robot líder. En este enfoque pueden distinguirse los siguientes objetivos de
68
control que compiten simultáneamente:
1. Llevar a los robots seguidores a lo largo de las trayectorias generadas por el agente líder.
2. Mantener la formación rígida entre los agentes seguidores.
Este enfoque de control descentralizado requiere de la información del error de seguimiento
de dos robots vecinos y del error de seguimiento del i-ésimo agente con respecto al líder. Por
otra parte, la formación está denida por las distancias relativas con respecto al líder de modo
que no existan colisiones entre los agentes seguidores. Considérese un SMA conformado
por N robots seguidores con dinámicas no lineales e idénticas dado por
x˙ = F (x, (t)) + (IN ⊗ g(xi, t))u (5.2.1)
donde F (x,(t)) = [f(x1, t)T f(x2, t)T . . . f(xN , t)T ]T con f(xi, t) ∈ ℜn y g(xi, t) ∈ ℜx×m
se dice que son continuas, y x = [x1 x2 . . . xN ] con xi ∈ ℜn, el cual denota al vector de estados
del i-ésimo agente. Los elementos del vector x˙ ∈ ℜN están dados por


x˙i
y˙i
θ˙i
v˙i
ω˙i


=


vicos(θi)− Liωi sin(θi)
visin(θi) + Liωi cos(θi)
ωi
0
0


+


0 0
0 0
0 0
1
mi
0
0 1
Ii


(
Fi
τi
)
∀i ∈ {1, 2, . . . , N};
(5.2.2)
Πi =
(
xi
yi
)
donde el vector Πi ∈ ℜp denota la salida del sistema. En este apartado, y en lo que resta
del capítulo, la dinámica no lineal para cada robot estará representada por (5.2.2).
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La linealización por retroalimentación de entrada-salida es usada para encontrar una relación
directa entre las dinámicas de la salida Πi ∈ ℜp y de la entrada de control ui ∈ ℜm. El vector
de entrada u ∈ ℜN está dado por
u =
[
uT1 u
T
2 . . . u
T
N
]T
(5.2.3)
siendo ui = [Fi τi]
T denido como
ui =
(
1
mi
cos(θi) −
Li
Ii
sin(θi)
1
mi
sin(θi)
Li
Ii
cos(θi)
)−1
×
[
νi −
(
−viωisen(θi) −Liω
2
i cos(θi)
viωicos(θi) −Liω
2
i sin(θi)
)]
.
∀i ∈ {1, 2, . . . , N}; (5.2.4)
Por otra parte, sea una transformación de coordenadas dada por (4.4.8), la dinámica interna
se vuelve no controlable y no observable, mientras que la dinámica cero es estable [30], entonces
es de fase mínima débil.
Sustituyendo (5.2.3) en (5.2.1) se tiene que las dinámicas no lineales de cada agente (5.2.2)
son separadas en sistemas dinámicos lineales homogéneos de primer orden, es decir, que las
dinámicas lineales son idénticas, las cuales están denidos como
γ˙ = (IN ⊗ A)γ + (IN ⊗B)ν, (5.2.5)
donde el vector γ = [γT1 γ
T
2 , . . . , γ
T
N ]
T ; γi = [ζ1i ζ2i, . . . , ζni]T corresponde al vector de esta-
dos del i-ésimo agente; ν = [νT1 ν
T
2 , . . . , ν
T
N ]
T es un vector cuyos elementos νi corresponden
control auxiliar del i-ésimo agente para i = 1, 2, . . . , N ; A ∈ ℜn×n y B ∈ ℜn×m se denen
respectivamente como
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A =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , B =


0 0
0 0
1 0
0 1

 .
Por otra parte, la trayectoria deseada para el i-ésimo agente está denida como
Πid = Πo + coi, ∀i = 1, 2, . . . , N ; (5.2.6)
siendo Πo la trayectoria generada por el agente líder, la cual es una referencia común para cada
agente del grupo. Mientras tanto, coi denota la distancia relativa entre el agente líder y el
i-ésimo agente. Las trayectorias deseadas para cada agente son expresadas como
γ˙d = (IN ⊗ A)γd + (IN ⊗B)Π
(r)
d , (5.2.7)
donde γd = [γT1d γ
T
2d, . . . , γ
T
Nd]
T ; los elementos del vector γd están dados por el vector γid =
[Πid Π˙id, . . . ,Π
(r−1)
id ]
T , dondeΠid está dado por (5.2.6); el vectorΠ
(r)
d = [Π
(r)
1d
T
Π
(r)
2d
T
, . . . ,Π
(r)
Nd
T
]T ,
siendo Π(r)id la r-ésima derivada de la trayectoria deseada Πid del i-ésimo.
El objetivo es construir un control descentralizado en (5.2.5) tal que γi converga asintótica-
mente a γid.
Para lograr tal objetivo, un control auxiliar de trayectoria basado en [30] está denotado por
ν = − [(IN ⊗ ψg) + (C ⊗ ψf )] ξ +Π
r
d, (5.2.8)
siendo el error de formación ξ un vector denido como
ξ = γ − γd =
[
ξT1 ξ
T
2 , . . . , ξ
T
N
]T
, (5.2.9)
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cuyos elementos corresponden al error de seguimiento del i-ésimo robot. Por lo tanto, se dice
que el objetivo de seguimiento coordinado es alcanzado si ξ converge a cero. Sustituyendo
(5.2.8) en (5.2.5), resulta que el sistema en lazo cerrado en función del error de formación está
dado por
ξ˙ = [(IN ⊗ A)− (IN ⊗B) [(IN ⊗ ψg) + (C ⊗ ψf )]] ξ, (5.2.10)
la cual es no autónoma. A continuación, se presenta el siguiente resultado.
Teorema 5.2.1. Sea un sistema multi-agente, cuyas dinámicas no lineales homogéneas (5.2.1),
bajo la acción del control (5.2.3) y la ley de control auxiliar (5.2.8), donde C ∈ ℜN×N es una
matriz de Hankel simétrica y denida positiva; si las ganancias de control
ψg = [k
T
g D
T
g ]
T ∈ ℜm×n, ψf = [k
T
f D
T
f ]
T ∈ ℜm×n
con las matrices kg, kf ∈ ℜp×p y Dg, Df ∈ ℜp×p denidas positivas, entonces el error de forma-
ción ξ y su derivada ξ˙ tienden asintóticamente a cero.
Prueba. Considérese la siguiente función candidata de Lyapunov.
V (ξ) = ξTP2ξ, P2 = P
T
2 , P2 > 0. (5.2.11)
La derivada temporal de V (ξ) a lo largo de las trayectorias del sistema en lazo cerrado
(5.2.10) está dada por
V˙ (ξ) = ξTP2ξ˙ + ξ˙
TP2ξ = ξ
T [P2H +H
TP2]ξ, (5.2.12)
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siendo H = [(IN ⊗ A)− (IN ⊗ B) [(IN ⊗ ψg) + (C ⊗ ψf )]]. Luego, dados los argumentos pre-
sentados en [30], puede concluirse que la matriz H es Hurwitz. Por lo tanto, V˙ (ξ) satisface la
ecuación algebraica de Lyapunov dada por P2H +HTP2 = −Q. Entonces, resulta que
V˙ (ξ) = −ξTQξ,≤ 0. (5.2.13)
Dado que la matriz Q es simétrica y denida positiva, por el lema de Barbalat A.2.1
limt→∞ V˙ (ξ) → 0, entonces puede concluirse que ξ converge asintóticamente a cero. Por lo
tanto los elementos del vector ξ también convergen asintóticamente a cero.
✷ ✷ ✷
Adicionalmente, considerando la denición 2.2.1 se dice que objetivo de sincronización ex-
terna es alcanzado, desde que el error de formación ξ tiende asintóticamente a cero, lo cual
implica que ξ˙ converga asintóticamente a cero. Si las distancias relativas son constantes, es
decir, c˙oi = 0, entonces las velocidades de todos los agentes convergen a la velocidad del líder,
esto es,
Π˙1 = Π˙2 =, . . . ,= Π˙N −→ Π˙o t→∞. (5.2.14)
Este algoritmo de formación y de seguimiento coordinado requiere solamente de la informa-
ción de dos agentes vecinos y del líder. Sin embargo, debido a que la topología de interconexión
es estática, el algoritmo de control está restringido a una misma topología de interconexión.
Por lo tanto, la información del líder deberá estar disponible para todos los agentes del con-
junto, lo cual no siempre es posible. Dado lo anterior, se presentará en la siguiente sección un
enfoque basado en teoría de grafos y método de Líder-Seguidor, donde es posible establecer una
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jerarquía entre los agentes seguidores, debido a que la topología es del tipo cuasi-estática, es
decir, la topología puede ser redenida fuera de línea, y permanece constante mientras siguen
la trayectoria deseada.
5.3 Control de formación basado en métodos de Líder-
Seguidores y Teoría de grafos
En este apartado, se muestra un algoritmo de control basado en teoría de grafos y métodos
de Líder-Seguidores. Sea un sistema multi-agente representado por un digrafo de formación
G` = {V , ε`, A`} (ver denición 2.2.7), el cual es bien denido si cumple las condiciones presentadas
en la denición 5.1.1. Entonces, las interacciones entre los agentes seguidores son representadas
a través de la matriz laplaciana L˜(G`). Por otra parte, igual que en la sincronización externa, en
este enfoque la sincronización es llevada a cabo por el agente líder, quien gobierna el movimiento
de los demás agentes del conjunto. Sin embargo, la información de la trayectoria generada por
el agente líder puede no estar disponible para todos los agentes. Por lo tanto, existen agentes
seguidores en el conjunto que obtienen la trayectoria deseada de forma indirecta a través de la
posición los agentes vecinos. Por consiguiente, los agentes seguidores también deberán mantener
las distancias relativas entre los agentes vecinos.
En este enfoque de control pueden distinguirse los siguientes objetivos de control que com-
piten simultáneamente:
1. Llevar a los robots seguidores a lo largo de las trayectorias generadas por el agente líder.
2. Mantener la formación rígida entre los agentes seguidores.
Considérese un grupo de P = 1+N robots móviles tipo uniciclo conformado por un líder yN
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robots seguidores. Las interacciones entre los robots seguidores son representados por el grafo
dirigido G˜, mientras que las dinámicas lineales homogéneas de los robots móviles seguidores
están dadas en forma global por
γ˙ = (IN ⊗ A)γ + (IN ⊗B)ν, (5.3.1)
siendo γ = [γT1 γ
T
2 , . . . , γ
T
N ]
T , cuyos elementos γi = [ζ1i ζ2i, . . . , ζni]T corresponden al vector
de estados del i-ésimo agente; el vector ν = [νT1 ν
T
2 , . . . , ν
T
N ]
T está conformado por los controles
auxiliares νi del i-ésimo agente. Finalmente, A ∈ ℜn×n y B ∈ ℜn×m se denen respectivamente
como
A =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , B =


0 0
0 0
1 0
0 1

 .
Por otra parte, la dinámica del líder está dado por
γ˙o = Aγo +BΠ
(r)
o , (5.3.2)
siendo γo una trayectoria común para todo el conjunto.
Por lo tanto, las trayectorias deseadas para cada agente pueden ser expresadas como
γ˙d = (IN ⊗ A)γd + (IN ⊗B)Π
(r)
d , (5.3.3)
siendo el vector de estados γd = [γT1d γ
T
2d, . . . , γ
T
Nd]
T , donde los elementos γid están dados por
γid = [Πid Π˙id, . . . ,Π
(r−1)
id ]
T con
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Πid = Πo + coi (5.3.4)
donde el término coi es una referencia dada por
coi =
[
cos(φ) − sin(φ)
sin(φ) cos(φ)
][
xoi
yoi
]
, (5.3.5)
las coordenadas xoi y yoi corresponden a la distancia relativa deseada entre el i-ésimo agente
y el líder; φ es el ángulo deseado de la formación con respecto al agente líder, la cual es una
referencia angular común para todo el conjunto; el vector Π(r)d es un vector denido como
Π
(r)
d = [Π
(r)
1d
T
Π
(r)
2d
T
, . . . ,Π
(r)
Nd
T
]T , siendo el superíndice r la r-ésima derivada. Entonces, el
error de consenso es denotado por
δ = γ − γd, (5.3.6)
donde, la formación deseada está dada de manera implícita por el vector γd. Por otra parte, la
distancia del i-ésimo robot con respecto al sistema inercial de referencia Πid, está dado por
Πid =
1− gi
di
[
N∑
j=1
aji(Πj + cji)
]
+ gi(Πo + coi) ≃ Πo + coj, (5.3.7)
siendo di y aji elementos de la matriz laplaciana L˜(G˜) (ver denición 5.1.1); Πo es la posición
del robot líder; coi es una referencia deseada del i-ésimo agente con respecto al líder dada por
(5.3.5); cji es una referencia deseada medida del i-ésimo agente con respecto al agente j denida
como
cji =
[
cos(φ) − sin(φ)
sin(φ) cos(φ)
][
xji
yji
]
, (5.3.8)
donde xji y yji corresponden a las coordenadas de la distancia relativa deseada del i-ésimo
agente con respecto al agente j.
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Por otra parte, en (5.3.7) si la posición del líder está disponible para el i-ésimo agente, es
decir, gi = 1, entonces el primer término se elimina. Si por el contrario, la posición del líder no
está disponible para el i-ésimo agente, esto es gi = 0, entonces se tiene que el segundo término
queda anulado. Por consiguiente, la posición del líder es obtenida de forma indirecta a partir
de las distancias relativas y posiciones de los agentes adjuntos.
El objetivo es construir un control descentralizado en (5.3.1) tal que la norma del vector de
error de consenso |δ| converga asintóticamente a cero respectivamente. Para dar solución a este
problema, en este apartado se propone un control de formación basado en [58, 6, 35]. Las leyes
de sincronización presentadas en las referencias citadas han sido extendidas para resolver el
problema de control de formación y seguimiento coordinado. Dada la ecuación (5.3.7), defínase
el control auxiliar para el i-ésimo robot como
νi = −Kei +Π
(r)
di , (5.3.9)
donde el error de sincronización ei está dado por
ei =
N∑
j=1
aji(γi − γj − Cji) + gi(γi − γo − Co1). (5.3.10)
Por otra parte, la ganancia de retroalimentación de estado Ki ∈ ℜp×n es denotada por
K = [kp kv], kp, kv ∈ ℜ
p×p (5.3.11)
donde kp y kv son simétricas y denidas positivas.
77
Figura 5.1: Topología de interconexión del i-ésimo robot con un robot vecino y el líder.
Por otra parte, desde que di =
∑
j∈N aji y que Coj +Cji = Coi (ver Figura 5.1), entonces el
control puede ser expresado en forma global como
ν = −(IN ⊗K)e+Π
(r)
d , (5.3.12)
donde el error global e es dado por
e =
[
(L˜+G)⊗ In
]
δ, (5.3.13)
con G = diag{gi}. Luego Π
(r)
d es denido en forma global como
Π
(r)
d = (IN −G)D
−1
[
A`Π(r) + C(r)
]
+GΠ
(r)
d . (5.3.14)
Siendo Π(r) = [Π(r)1
T
Π
(r)
2
T
, . . . ,Π
(r)
N
T
]T ; Π(r)d = [Π
(r)
1d
T
Π
(r)
2d
T
, . . . ,Π
(r)
Nd
T
]T ; Π(r)id = Π
(r)
o +
c
(r)
oi . Además, C
(r) es un vector denido por
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C(r) =


∑N
j=1 aj1c
(r)
j1∑N
j=1 aj2c
(r)
j2
...∑N
j=1 ajNc
(r)
jN

 . (5.3.15)
A continuación se presenta el siguiente resultado.
Teorema 5.3.1. Asumiendo que G` es un digrafo conexo, sea un SMA (5.2.1), bajo la acción
del control (5.2.3) y el control auxiliar (5.3.12), con K = [kp kv] siendo kp, kv > 0. Entonces,
le error de consenso δ converge asintóticamente a cero.
Prueba. Sustituyendo (5.3.12) en (5.3.1), se tiene que el sistema en lazo cerrado en función
del error de consenso resulta
δ˙ = γ˙ − γ˙0 = (IN ⊗ A− (L˜+G)⊗BK)δ = Hδ. (5.3.16)
Dado lo anterior, considérese la siguiente función candidata de Lyapunov
V (δ) = δTP2δ, P2 = P
T
2 , P2 > 0. (5.3.17)
Derivando V (δ) con respecto a las trayectorias del sistema en lazo cerrado (5.3.16) , resulta
V˙ (δ) = δT [P2H +H
TP2]δ. (5.3.18)
Luego por el Lema 4.3.1 y K = [kp kv] siendo kp, kv > 0 de modo que la matriz H es
Hurwitz [58], entonces V˙ (δ) satisface a la ecuación algebraica de Lyapunov dada por P2H +
HTP2 = −Q, entonces
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V˙ (δ) = −δTQδ ≤ 0. (5.3.19)
dado que Q es una matriz simétrica y denida positiva, entonces el Lema de Barbalat A.2.1,
puede concluirse que el error de consenso δ converge asintóticamente a cero.
✷ ✷ ✷
Este algoritmo de control permite redenir las topologías de interconexión bajo ciertas
condiciones para el digrafo de formación G`. Sin embargo, la estabilidad del sistema no está
garantizada ante incertidumbres paramétricas y perturbaciones externas. Por lo tanto, en el
siguiente apartado, para proporcionar robustez al sistema multi-agente, se presenta un enfoque
de control basado en el Algoritmo Super-Twisting Adaptativo.
5.4 Control de formación basado en métodos geométricos
y modos deslizantes
En la mayoría de los algoritmos de control presentados en este documento se utiliza la li-
nealización entrada-salida para establecer una relación entre las dinámicas de la entrada y la
salida. Sin embargo, con el objetivo de proveer robustez y garantizar los objetivos de control
de formación y movimiento coordinado, se presenta un enfoque de control basado en técnicas
de linealización por retroalimentación de estado y el Algoritmo Super-Twisting Adaptativo
(ASTA) [45]. El esquema de control se muestra en la Figura 5.2.
El ASTA es seleccionado debido a que posee las siguientes propiedades:
• El controlador es robusto a perturbaciones externas e incertidumbres paramétricas.
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Figura 5.2: Estructura de control.
• La adaptación garantiza no sobreestimar las ganancias de control.
• Asegura la convergencia en tiempo nito.
• Reduce el fenómeno del chattering.
Bajo este enfoque, los objetivos de control son formulados para dos casos diferentes. El
primer caso la topología de interconexión se muestra en la Figura 4.2. Los objetivos de control
son planteados como
1. Mover la formación de una posición a otra.
2. Mantener la formación denida durante la transición de un punto a otro.
3. Mantener la formación ante perturbaciones externas e incertidumbres parametricas.
El segundo caso está basado en [58] y [6], donde los objetivos de control son
1. Llevar al robot a lo largo de las trayectorias deseadas.
2. Mantener la formación deseada a través de las distancias relativas denidas.
3. Mantener la formación y trayectoria ante perturbaciones externas.
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Entonces, la supercie deslizante es denida de forma diferente en cada caso. El objetivo
es diseñar un control continuo sin sobre estimar las ganancias, de tal forma que la variable
deslizante s y su derivada s˙ convergan a cero en tiempo nito, esto bajo perturbaciones acotadas
del tipo aditivas y multiplicativas. Considérese un conjunto de N robots móviles seguidores,
donde la dinámica no lineal del i-ésimo robot está dada por
x˙i = f(xi, t) + g(xi, t)ui, (5.4.1)
donde la funcón f(x, t) ∈ ℜn se dice que es continua, mientras que ui ∈ ℜm denota a la
entrada de control y xi ∈ ℜn denota al vector de estados. Luego, considérese el Algoritmo
Super-Twisting Adaptativo presentado en [33], el cual está dado por
ui = −K1,i|si|
1/2sign(si) + Φi,
Φ˙i = −K2,isign(si). (5.4.2)
Siendo ui la señal de control, K1(t, s, s˙) y K2(t, s, s˙) son las ganancias de control adaptativas
y si es la variable deslizante.
Por simplicidad, se obviará el subíndice i de modo que si = s, ui = u, y de la misma manera
para las demás variables. Considérese las siguientes hipótesis
Hipótesis 5.4.1. La variable deslizante s = s(x, t) ∈ ℜp es diseñada de tal manera que las
dinámicas son compensadas en el sistema (5.4.1), de modo que s = s(x, t) = 0.
Hipótesis 5.4.2. El grado relativo del sistema (5.4.1), considerando la variable deslizante
s(x, t), con respecto a u es igual a uno. Además las dinámicas internas son estables.
La dinámica de la variable deslizante s está dada por
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s˙ = a(x, t) + b(x, t)u, (5.4.3)
donde a(x, t) = ∂s
∂t
+ ∂s
∂x
f(x, t), b(x, t) = ∂s
∂x
g(x).
Hipótesis 5.4.3. La función b(x, t) ∈ ℜ es conocida y diferente de cero ∀x y t ∈ [0,∞).
Además, b(x, t) = b0(x, t) + △b(x, t), donde b0(x, t) es la parte nominal de b(x, t), la cual es
conocida. Además existe una constante positiva desconocida δ1, tal que △b(x, t) satisface∣∣∣∣∆b(x, t)b0(x, t)
∣∣∣∣ ≤ δ1.
Hipótesis 5.4.4. Existe una constante positiva desconocida δs tal que la derivada de la función
a(x, t) es acotada,
|a˙(x, t)| ≤ δ2. (5.4.4)
Entonces, el sistema en lazo cerrado (5.4.3) se escribe como
s˙ = a(x, t)−K1b(x, t)|s|
1/2sign(s) + b(x, t)Φ,
Φ˙ = −K2sign(s). (5.4.5)
Además, considérese el siguiente cambio de variables
ς = (ς1, ς2)
T = (|s|1/2 sign(s), b(x, t)Φ + a(x, t))T . (5.4.6)
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Entonces, el sistema (5.4.3) puede escribirse como
ς˙ = A˜(ς1)ς + g˜(ς1)ϱ(x, t). (5.4.7)
En donde
A˜(ς1) =
1
2 |ς1|
(
−2b(x, t)K1 1
−2b(x, t)K2 0
)
, g˜(ς1) =
(
0
1
)
,
siendo ϱ¯(x, t) = b˙(x, t)Φ + a˙(x, t) = 2ϱ(x, t) ς1
|ς1|
. Para probar la estabilidad local del sistema en
lazo cerrado ante dichas perturbaciones, considérese que
Hipótesis 5.4.5. b˙(x, t)Φ es acotado, cuya cota es dada por δ3 la cual es desconocida, esto es,
| b˙(x, t)υ |< δ3.
Entonces el sistema puede ser expresado como
ς˙ = A¯(ς1)ς, A¯(ς1) =
1
|ς1|
(
− b
2
(x, t)K1
1
2
ϱ(x, t)− b(x, t)K2 0
)
, (5.4.8)
donde |ς1| = |s|
1/2. Luego, considérese la siguiente función candidata de Lyapunov
V0 = ς
T P˜2ς, P˜2 = P˜
T
2 , P2 > 0. (5.4.9)
Donde P˜2 es constante, y corresponde a la solución de la ecuación algebraica de Lyapunov,
denida por
A¯T P˜ + P˜ A¯ = −Q˜. (5.4.10)
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Dada la derivada temporal de la función candidata de Lyapunov (5.4.9) a lo largo de las
trayectorias de (5.4.14), y desde que A¯ es Hurwitz para b(x, t)K1 > 0, 2b(x, t)K2+2ϱ(x, t) > 0,
para todo Q˜ = Q˜T > 0, entonces existe una única solución P˜ = P˜ T . Por lo que se tiene
V˙0 = − |s|
−1/2
ςT Q˜ς. (5.4.11)
Entonces V˙0 es continua pero no localmente Lipschitz. La estabilidad del equilibrio ς = 0
de (5.4.7) depende de las propiedades de la matriz A˜. Por lo tanto, es posible mostrar las
propiedades de convergencia del origen por medio del teorema de Zubov's [37].
Dadas las hipótesis (5.3.4) y (5.3.5) se tiene que
0 < ϱ(x, t) < δ2 + δ3 = δ4.
Por lo tanto, debido a que ς1 y ς2 convergen a cero en tiempo nito, entonces s→ 0 y s˙→ 0
en tiempo nito.
El diseño del control basado en el enfoque ASTA es formulado en el siguiente teorema
Teorema 5.4.1. [45]. Considerando el sistema (5.4.3), y satisfaciendo las hipótesis (5.3.3),
(5.3.4) y (5.3.5), para δ1, δ2 > 0 los cuales son desconocidos. Entonces, para cualquier condi-
ción inicial x(0) y s(0), existe un tiempo nito 0 < tf y un parámetro µ, por lo tanto
K1 >
δ1 (λ+ 4ϵ
2
∗) + ϵ∗
λ
+
[2ϵ∗δ1 − λ− 4ϵ
2
∗]
2
4ϵ∗λ
,
si |s(0)| > µ, tal que |s| ≤ η1 y |s˙| ≤ η2 es estabilizado ∀t ≥ tF bajo la acción del control
ASTA con las ganancias adaptivas
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K˙1 =


ω1
√
γ1
2
sign(|s| − µ), si K1 > K∗,
K∗, si K1 ≤ K∗,
K2 = 2ϵ∗K1,
(5.4.12)
donde ϵ∗, λ, γ1, ω1, µ son constantes arbitrarias denidas positivas, y η1 ≥ µ, η2 > 0.
La prueba del Teorema 5.4.1 puede consultarse en [45].
Considere (5.4.1), donde la entrada de control ui es denida por (5.2.4) y está dada como
ui =
(
1
mi
cos(θi) −
Li
Ii
sin(θi)
1
mi
sin(θi)
Li
Ii
cos(θi)
)−1
×
[
νi −
(
−viωisen(θi) −Liω
2
i cos(θi)
viωicos(θi) −Liω
2
i sin(θi)
)]
.
(5.4.13)
Donde νi = [νix νiy]T corresponde al control auxiliar, no obstante νix y νiy son denidos
en (5.4.14).
νil = −K1,il |sil |
1/2sign(sil) + Φil ,
Φ˙il = −K2,ilsign(sil), l ∈ {x, y}. (5.4.14)
Mientras tanto, las supercies deslizantes han sido denidas para dos casos en particular,
los cuales han sido mencionados al principio de este apartado. El caso uno, está basado en
métodos de comportamiento y se asume que las trayectorias deseadas son constantes. Entonces,
la supercie deslizante para el i-ésimo agente se dene como
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si = [Π˜i + ψi(2Π˜i − Π˜i−1 − Π˜i+1)]
+λi[Π˙i + ψi(2Π˙i − Π˙i−1 − Π˙i+1)],
(5.4.15)
donde ψi > 0 es una matriz simétrica, Π˜i ∈ ℜ2 y Π˙i ∈ ℜ2 corresponden al error de posición, y
la velocidad del i-ésimo robot respectivamente.
Mientras tanto, el segundo caso corresponde a los métodos de Líder-Seguidores, donde las
trayectorias deseadas son variantes con el tiempo. Sea G un grafo bien denido, entonces la
supercie deslizante es seleccionada a partir de (5.3.10), entonces se tiene
si =
[∑N
j=1 aji(Πi − Πj − cji) + gi(Πi − Πo − co1)
]
+λi
[∑N
j=1 aji(Π˙i − Π˙j − c˙ji) + gi(Π˙i − Π˙o − c˙o1)
]
,
(5.4.16)
donde Πj ∈ ℜ2 y Πo ∈ ℜ2 denotan a la posición del agente vecino j y la posición del agente
líder.
Finalmente, se concluye que para ambos casos el control de formación está garantizado ante
perturbaciones externas e incertidumbres paramétricas. Sin embargo, la complejidad de este
algoritmo radica en la selección de los parámetros del ASTA debido a que no existe un método
de sintonía. Por consiguiente, los parámetros son denidos de manera heurística para cada
robot del conjunto dependiendo de las interconexiones entre ellos.
5.5 Conclusiones
En este capítulo se propusó tres enfoques para dar solución al problema de formación y
seguimiento coordinado. Se diseñó un control basado en métodos de comportamiento y métodos
de Líder-Seguidores. En este algoritmo de control, se asume que la topología de interconexión
es estática y que la posición y velocidad del agente líder está disponible para todos los agentes
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seguidores. Sin embargo, la estabilidad ante perturbaciones e incertidumbres paramétricas no
está garantizada.
Además, se propuso un algoritmo de control de formación basado en métodos de Líder-
Seguidores y teoría de grafos. En este enfoque de control, no es necesario que la información
del líder esté disponible para todos los agentes. Sin embargo, es necesario que la topología de
interconexión sea conexa y que el único nodo aislado sea el líder. Al igual que en el primer
enfoque, la estabilidad no está garantizada ante perturbaciones e incertidumbres paramétricas.
Finalmente, se presentó un enfoque de control basado en el Algoritmo Super-Twisting Adap-
tativo, el cual es robusto ante perturbaciones e incertidumbres externas desconocidas pero aco-
tadas, donde se presentaron dos casos de estudio, el primer caso está basado en métodos de
comportamiento y se asume que las trayectorias deseadas son constantes; mientras tanto, el
segundo objetivo es denido a partir de los métodos de Líder-Seguidores, donde las trayec-
torias deseadas son variables con el tiempo. Debido a que no existe un método de sintonía,
los parámetros del ASTA son denidos de manera heurística para cada robot del conjunto
dependiendo de las interconexiones entre ellos.
Capítulo 6
Resultados
6.1 Introducción
En el presente capítulo se presentan los resultados obtenidos en las simulaciones de los algo-
ritmos del capítulo 5. Los cuales fueron comparados con algunas leyes de control citadas en
este trabajo. Las simulaciones son realizadas en el ambiente de Matlab/Simulink. Por sim-
plicación, se referirá al control de formación basado en sincronización externa y métodos de
comportamiento (5.2.8) como control 1; mientras que al controlador de formación basado en
teoría de grafos y métodos de Líder-Seguidores (5.3.12) como control 2; nalmente, se referirá
como control, 3 al control de formación basado en técnicas por retroalimentación de estado y
Algoritmo Super-Twisting Adaptivo (5.4.14). Dichos controladores seran comparados con otros
controladores presentes en la literatura. Por otra parte, las grácas de las simulaciones son
presentadas al nal de este capítulo.
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6.2 Simulación: Control 1
En este apartado se presentan los resultados de las simulaciones del control 1, los cuales son
comparados con los resultados obtenidos en las simulaciones del algoritmo presentado en [6].
En el control 1 se asume que las distancias relativas son seleccionadas de tal modo que no
existen coaliciones entre los robots. Por lo tanto, el algoritmo no garantiza la no coalición,
ésta característica será usada para nes ilustrativos, de modo que se harán nulas las distancias
relativas con la nalidad de revisar los aspectos de sincronía y visualizar la convergencia de la
posición y velocidad de cada seguidor a la posición y velocidad del robot líder. Esto se realizará
también en apartados posteriores.
Considérese un conjunto de tres robots seguidores, los cuales siguen una trayectoria circular
generada por un robot líder. Las dinámicas no lineales del i-ésimo agente son denidas
por (5.2.2), donde la entrada de control ui = [Fm Tm]T está dada por (5.2.4). Entonces, las
dinámicas no lineales de cada agente son reducidas a sistemas dinámicos lineales de primer or-
den. Por lo tanto, se tiene un conjunto sistema multi-agente con dinámicas lineales homogéneas
dadas por (5.3.1). Mientras tanto, la topología de interconexión entre los agentes está denida
en la Figura 6.1, donde la matriz laplaciana L(G`) tiene un valor propio cero con multiplicidad
uno correspondiente al vector propio 1, y todos los demás valores propios tienen parte real
positiva igual a 4. Nótese que todos los agentes tienen acceso al estado completo del líder.
Considérese el control auxiliar presentado en [6], que será referido como CLSG, en donde
la ganancia de control K fue calculada a partir de un regulador cuadrático lineal (LQR), con
Q = I4 y R = I2, resulta que
K =
[
1 0 1.7321 0
0 1 0 1.7321
]
, c = 50.
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Por otra parte, el control 1 está denido por la ecuación (5.2.8) como
ν = − [(IN ⊗ ψg) + (C ⊗ ψf )] ξ +Π
r
d.
Entonces las ganancias son denidas por
ψg =
[
50 0 86.6050 0
0 50 0 86.6050
]
, ψf =
[
50 0 86.6050 0
0 50 0 86.6050
]
.
Figura 6.1: Topología de interconexión de cuatro agentes aplicado en la Simulación 1.
En base lo anterior se obtuvieron lo siguiente; en las Figuras (6.4) y (6.5) se muestran las
entradas de control ui = [Fmi Tmi]T para i = 1, 2, 3; con los controladores mencionados,
cuya diferencia es mínima entre ambas señales de control. Mientras tanto, en la Figura (6.6) se
tiene el error de posición de los robots seguidores con respecto al líder. Por lo tanto, se puede
concluir que el error es menor empleando el control 1 como control auxiliar.
En la Figura 6.7, se muestra el error de sincronización entre los agentes, nótese que para
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ambos casos la sincronía entre los agentes seguidores está garantizada. Por último, en la Figura
6.8 se muestran las trayectorias con respecto al tiempo para una formación cuadrada cuyas
distancias entre los agentes son igual a 2m. Por otra parte, las velocidades de los agentes con
respecto al tiempo se muestran en la Figura 6.9, nótese que la velocidad de cada agente converge
a la velocidad del líder, entonces se garantiza el objetivo de sincronización externa. De esta
manera se prueba la ecacia del algoritmo.
Por lo tanto, el control 1 demuestra mejor desempeÃ±o que el algoritmo presentado en
[58, 6], ya que el error con respecto al líder converge a cero. Sin embargo, a diferencia del
control 1, el algoritmo propuesto en [58, 6] está basado en el LQR, lo cual es una ventaja al
momento de denir las ganancias de control K.
6.3 Simulación: Control 2
Los resultados de la simulación del segundo presentado en el capítulo 5 son presentados en este
apartado. El algoritmo de control (5.3.12) será denominado control 2, el cual está dado por
ν = −
[
(L˜+G)⊗K
]
δ + (IN −G)D
−1
[
A`Π(r) + C(r)
]
+GΠ
(r)
d .
No obstante, se requiere que un grupo de tres robots seguidores mantengan una formación
cuadrada a un ángulo α = 0 con respecto al líder, mientras siguen la trayectoria circular
generada por el agente líder. Supóngase que la información del agente líder no está disponible
para todos los agentes tal como se muestra en la Figura 6.2.
Considérese el algoritmo de control presentado en [6], en donde las ganancias de control
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Figura 6.2: Topología de interconexión de cuatro agentes aplicado en la Simulación 2.
(para ambos controladores) son denidas como
K =
[
1 0 1.7321 0
0 1 0 1.7321
]
, c = 20.
De la misma manera que en la simulación 1, las distancias relativas se hacen nulas para
visualizar aspectos de convergencia de los estados de los agentes seguidores con los estados del
agente líder. En la Figura 6.10 se muestran las entradas de control ui = [Fmi Tmi]T para
i = 1, 2, 3; mientras que en la Figura 6.11 se presenta el error de posición del i-ésimo agente
con respecto al robot líder. Nótese que el error es menor con el control 2. Por último, en la
Figura 6.12 se muestran las trayectorias de los robots con respecto al tiempo ante una formación
cuadrada, cuyas distancias relativas son igual a 2. Luego de la Figura 6.12 es posible vericar
que las velocidades de todos los agentes convergen a la velocidad del líder. Por lo tanto, se dice
que el objetivo de sincronización externa es cumplido. Por lo tanto, la ventaja radica en que
la sincronización externa converge a cero en mayor medida que en el algoritmo propuesto en
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[5]. Una desventaja de este algoritmo de control (según los resultados en la simulación) es que
puede presentar transitorios muy altos en un lapso de tiempo corto (tal como se presenta en las
simulaciones de [35]), lo cual pudiera ser una limitación en la implementación del algoritmo.
6.4 Simulación: Control 3
En este apartado se muestran los resultados obtenidos en la simulación del enfoque planteado en
la última parte del capítulo 5, esto para un tiempo de muestreo de 0.009 segundos. Considérese
el ASTA como control auxiliar, cuya supercie deslizante está dada por
si = [Π˜i + ψi(2Π˜i − Π˜i−1 − Π˜i+1)]
+λi[Π˙i + ψi(2Π˙i − Π˙i−1 − Π˙i+1)].
Se requiere que un conjunto de cuatro robots mantengan una formación triangular mientras
pasan de un punto a otro tal como se muestra en la Figura 6.3. La topología de interconexión
se muestra en la Figura 6.1, y las referencias están dadas por la siguiente secuencia de patrones
de formación
P0 =
{ (
3
0
)
,
(
1.5
0
)
,
(
3
1
)
,
(
4.5
0
) }
.
P1 =
{ (
3.5
0.5
)
,
(
2
0.5
)
,
(
3.5
1.5
)
,
(
5
0.5
) }
.
P2 =
{ (
3.5
2
)
,
(
2
2
)
,
(
3.5
3
)
,
(
5
2
) }
.
P3 =
{ (
4.5
2
)
,
(
3
2
)
,
(
4.5
3
)
,
(
6
2
) }
.
P4 =
{ (
5.5
3
)
,
(
4
3
)
,
(
5.5
4
)
,
(
7
3
) }
.
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Figura 6.3: Secuencia de patrones de formación.
Los resultados para el caso nominal se muestran en la Figura 6.14, nótese que los robots
convergen a la posición deseada. Considérese una variación de la masa y la inercia en un 50%
sobre el valor nominal. Además, se aplican desviaciones en las trayectorias en sus respecti-
vas coordenadas xi y yi para i = 1, . . . , 3; como perturbaciones externas. Los resultados se
muestran en la Figura 6.15, de tal modo que cuando una perturbación está presente, ésta es
contrarrestada. Los parámetros utilizados se muestran en las Tablas 6.1 y 6.2.
Tabla 6.1: Caso 1: ASTA control en el eje x
i ωxi λxi µxi γxi ϵ∗xi
1 1.15 1 0.009 0.1 0.2
2 1.8 1 0.009 0.1 0.2
3 10 1 0.009 0.002 1.1
4 1.8 1 0.009 0.2 0.35
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Tabla 6.2: Caso 1: ASTA control en el eje y
i ωyi λyi µyi γyi ϵ∗yi
1 1.2 1 0.009 0.1 0.2
2 1.8 1 0.009 0.1 0.2
3 10 1 0.009 0.002 1.1
4 1.8 1 0.009 0.2 0.2
Por otra parte, se requiere que un grupo de cuatro robots sigan la trayectoria de un robot
líder mientras mantienen una formación cuadrada. Por lo tanto, se dene la supercie deslizante
como
si =
[∑N
j=1 aji(Πi − Πj − cji) + gi(Πi − Πo − co1)
]
+λi
[∑N
j=1 aji(Π˙i − Π˙j − c˙ji) + gi(Π˙i − Π˙o − c˙o1)
]
.
Considerando la topología mostrada en la Figura 6.2 y deniendo los parámetros como
Tabla 6.3: Caso 2: ASTA control en el eje x
i ωxi λxi µxi γxi ϵ∗xi
1 20.2 1 0.001 0.01 0.7
2 20.2 1 0.001 0.01 1
3 20.2 1 0.001 0.01 0.4
4 20.2 1 0.001 0.01 0.45
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Tabla 6.4: Caso 2: ASTA control en el eje y
i ωyi λyi µyi γyi ϵ∗yi
1 20.2 1 0.001 0.01 0.7
2 20.2 1 0.001 0.01 1
3 20.2 1 0.001 0.01 0.4
4 20.2 1 0.001 0.01 0.45
Entonces, se tienen los siguientes resultados; en la Figura 6.16 se muestra el error de
seguimiento de los robots seguidores con respecto al robot líder para el caso nominal. Luego,
en la Figura 6.17 se muestran las trayectorias con respecto al tiempo para el caso perturbado
con distancias relativas nulas. Nótese que la posición de los agentes seguidores convergen a la
posición del líder. Entonces se muestra la ecacia del control 3 para el segundo caso.
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Figura 6.4: Simulación 1.1: Transitorio en la entrada de control ui con distancias relativas
nulas, (a) fuerza aplicada para la traslación y (b) par aplicado para la orientación.
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Figura 6.5: Simulación 1.1: Entrada de control ui con distancias relativas nulas, (a) fuerza
aplicada para la traslación y (b) par aplicado para la orientación.
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Figura 6.6: Simulación 1.1: Error de posición con respecto al líder con distancias relativas
nulas, (a) error de posición en el eje x y (b) error de posición en el eje y.
100
5 10 15 20
−0.8
−0.6
−0.4
−0.2
0
 
Er
ro
r d
e 
sin
cr
on
iza
ció
n
R
ob
ot
 1
 
 
0 5 10 15 20
−0.8
−0.6
−0.4
−0.2
0
 
Er
ro
r d
e 
sin
cr
on
iza
ció
n
R
ob
ot
 2
 
 
5 10 15 20
−1
−0.5
0
0.5
 
Er
ro
r d
e 
sin
cr
on
iza
ció
n
R
ob
ot
 1
 
 
Control 1
CLSG
Control 1
CLSG
5 10 15
−4
−2
0
2
 
Er
ro
r d
e 
sin
cr
on
iza
ció
n
R
ob
ot
 2
 
 
Control 1
CLSG
Control 1
CLSG
5 10 15 20
0
2
4
6
 
Er
ro
r s
in
cr
on
iz
ac
ió
n
R
ob
ot
 3
Time (seconds)
(a)
 
 
Control 1
CLSG
0 5 10 15 20
−0.5
0
0.5
1
1.5
 
Er
ro
r d
e 
sin
cr
on
iza
ció
n
R
ob
ot
 3
Time (seconds)
(a)
 
 
Control 1
CLSG
Figura 6.7: Simulación 1.1: Error de sincronización con distancias relativas nulas, (a) error de
sincronización en el eje x y (b) error de sincronización en el eje y.
101
0 2 4 6 8 10 12 14
−3
−2
−1
0
1
2
3
4
5
Po
si
ci
ón
 e
n 
eje
 x
 
 
Lider
Robot 1
Robot 2
Robot 3
2 4 6 8 10 12 14
−3
−2
−1
0
1
2
3
4
5
Po
si
ci
ón
 e
n 
eje
 y
Time (seconds)
 
 
Lider
Robot 1
Robot 2
Robot 3
Figura 6.8: Simulación 1.1: Trayectorias de tres robots y un líder tipo uniciclo con respecto al
tiempo con una formación cuadrada.
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Figura 6.9: Simulación 1.1: Velocidades de cuatro robots tipo uniciclo con respecto al tiempo
com una formación cuadrada.
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Figura 6.10: Simulación 2.1: Entrada de control ui, (a) fuerza aplicada para la traslación y (b)
par aplicado para la orientación.
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Figura 6.11: Simulación 2.1: Error de posición con respecto al líder, (a) error de posición en el
eje x y (b) error de posición en el eje y.
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Figura 6.12: Simulación 2.1: Trayectorias de tres robots y un líder tipo uniciclo con respecto
al tiempo.
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Figura 6.13: Simulación 2.1: Velocidades de cuatro robots tipo uniciclo con respecto al tiempo.
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Figura 6.14: Simulación 3.1: Trayectorias de cuatro robots móviles en el caso nominal.
Figura 6.15: Simulación 3.1: Trayectorias de cuatro robots móviles ante incertidumbre
paramétrica y perturbaciones externas.
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Figura 6.16: Simulación 3.2: Error de seguimiento con respecto al líder para distancias relativas
nulas.
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Figura 6.17: Simulación 3.2: Resultado de la Simulación del caso perturbado.
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Conclusiones
El problema a resolver en este trabajo de tesis de maestría se enmarca en el control de
formación y seguimiento coordinado. Se requiere que un grupo de N robots del tipo
uniciclo mantengan una formación rígida mientras siguen una trayectoria generada
por un robot líder.
En esta tesis se propusieron tres enfoques de control descentralizado para dar
solución al problema de control de formación y seguimiento coordinado, los cuales
están basados a partir de otros trabajos presentados en la literatura. Los cuales han sido
modicados para lograr los objetivos de control presentados en el capítulo 1. La estabilidad
para los primeros dos enfoques se demuestra a partir del método directo de Lyapunov. Sin
embargo, la estabilidad no está garantizada ante incertidumbres paramétricas y perturbaciones
externas.
El primer controlador está construido a partir de los métodos de Líder-Seguidores y métodos
de comportamiento. El control de cada robot requiere de la información de dos agentes vecinos
y el líder. Por otra parte, la topología de interconexión para este enfoque de control es estática.
Dicho control está basado a partir de los resultados presentados en [30], el cual fue extendido
al control de seguimiento coordinado. Dicho control garantiza la estabilidad asintótica y global
ante trayectorias variables con el tiempo.
El segundo controlador es basado en los métodos de Líder-Seguidores y teoría de grafos, en
el cual, la topología de interconexión es cuasi-estática. El control del i-ésimo agente requiere
sólo la información de los agentes vecinos. El control propuesto está basado un control de
sincronización presentado en [6, 58], el cual fue extendido a partir de [35] al control de formación
y seguimiento coordinado. A diferencia del control propuesto en [6, 58], el segundo esquema
de control garantiza la estabilidad asintótica y global ante trayectorias variables con el tiempo.
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Sin embargo, el control de sincronización [6, 58] está basado en un regulador cuadrático lineal,
lo cual es una ventaja sobre el segundo esquema propuesto, al momento de seleccionar las
ganancias de control.
Sin embargo, los objetivos de control podrían no ser alcanzados debido a la presencia de
variaciones no contempladas en los parámetros y perturbaciones en el sistema. Por lo tanto,
se propuso un tercer esquema de control basado en los métodos de líder seguidor y el enfoque
del Algoritmo Super-Twisting Adaptativo, lo cual, proporciona robustez ante incertidumbres
paramétricas y perturbaciones externas. Por otra parte, se presentó la demostración de esta-
bilidad local para cada agente bajo la condición de que las perturbaciones e incertidumbres son
acotadas y desconocidas.
Por otra parte, se presentaron las simulaciones que muestran la efectividad de los algorit-
mos mostrados. Las simulaciones fueron realizadas en el ambiente de Matlab\Simulink para
dife- rentes topologías de interconexión. Se encontró que, a diferencia del controlador [6], los
controladores propuestos garantizaban la convergencia del error de sincronización externa a
cero. Mientras que aspectos de robustez ante incertidumbres paramétricas y perturbaciones
externas del ADTA fueron comparados con un controlador PID, donde se logra reducir el error
de sincronización con respecto al líder con el ASTA respecto al PID. Finalmente, se concluye
que los objetivos de control de formación y movimiento coordinado planteados en esta tesis han
sido logrados.
Apéndice A
Sistemas no lineales: Deniciones y
teoremas
Ahora se presentan deniciones y algunos resultados sobre estabilidad de sistemas lineales y no
lineales, que son utilizados en apartados posteriores.
A.1 Deniciones
Considérese el conjunto de los números reales de dimensión ℜn, y sea U un subconjunto abierto
de ℜn, entonces se tiene la siguiente
Denición A.1.1. [26]. Sea un sistema dinámico descrito por la ecuación diferencial de la
siguiente forma:
x˙(t) = f(t, x(t)), x(0) ∈ ℜn ∀t ≥ 0, (A.1.1)
en donde la función f es una función continua, si la función f no depende explícitamente del
tiempo, esto es, f(t, x(t)) = f(x(t)) entonces se dice que la ecuación (A.1.1) es autónoma.
Denición A.1.2. [26]. Una función continua V : ℜn → ℜ es una función radialmente no
acotada si
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lim∥x∥→∞ V (x)→∞.
Denición A.1.3. [43]. Un campo vectorial es un mapeo f : ℜn → ℜn que asigna un vector
de ℜn a cada punto de x de U , si todas las derivadas de f existen, entonces se dice que es un
campo vectorial suave.
Denición A.1.4. El grado relativo de un sistema dinámico se dene como el número de veces
que la salida y(t) se debe derivar con respecto al tiempo para que aparezca explícitamente la
entrada ui. Se dice que el sistema SISO dado por
x˙ = f(x) + g(x)u
y = h(x)
tiene grado relativo r en un punto x0, si se satisfacen las siguientes condiciones.
• LgL
k
fh(x) = 0 ∀x en una vecindad de x0 y ∀k < r − 1.
• LgL
r−1
f h(x) ̸= 0.
Denición A.1.5. [32]. Una matriz H es Hurwitz si todos sus valores propios tienen parte
real negativa.
Denición A.1.6. [26]. El origen x = 0 ∈ ℜn es un equilibrio es asintóticamente estable en
forma global de (A.1.1) si el origen es estable, y es atractivo globalmente, es decir,
∥x(t)∥ → 0 t→∞, ∀x(0) ∈ ℜn. (A.1.2)
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A.2 Teoremas
Lema A.2.1 (Lema de Barbalat). Sea una función V (x) con límite nito para t → ∞ cuya
derivada V˙ (x) es uniformemente continua, entonces V˙ (x)→ 0 con t→∞.
Teorema A.2.1 (Estabilidad y acotamiento de soluciones). [26]. El origen x = 0 ∈ ℜn es
un equilibrio estable, y las soluciones x(t) están acotadas para toda condición inicial x(0) ∈
ℜn, si existe una función candidata de Lyapunov V (t, x) que es denida positiva globalmente,
radialmente desacotada, tal que su derivada temporal satisfaga
V˙ (t, x) ≤ 0 ∀t ≥ 0 ∀x ∈ ℜn.
Para ver a detalle la demostración del Teorema A.2.1, puede revisarse [26].
Teorema A.2.2 (LaSalle). [26]. Considérese la ecuación diferencial autónoma dada por
x˙ = f(x),
cuyo origen x = 0 ∈ ℜn es un equilibrio. Supóngase que existe una función candidata de
Lyapunov V (x) denida positiva y radialmente no acotada, de tal manera que su derivada sea
denida negativa, esto es, V˙ (x) ≤ 0 ∀x ∈ ℜn. Defínase el conjunto Ω como
Ω = {x ∈ ℜn : V˙ (x) = 0}.
Si el equilibrio x(0) = 0 es la única condición inicial en Ω para el cual x(t) ∈ Ω para t ≥ 0,
entonces el origen x = 0 ∈ ℜn es un equilibrio asintóticamente estable en forma global.
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Teorema A.2.3. [26]. Considérese la ecuación diferencial autónoma:
x˙(t) = f(x(t)), x(0) ∈ ℜn, ∀t ≥ 0.
La existencia de un único estado de equilibrio es una condición necesaria, para que éste sea
asintóticamente estable en forma global.
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