Abstract: PageRank is a greatly essential ranking algorithm in web information retrieval or search engine. In the current paper, we present a cost-effective Hessenberg-type method built upon the Hessenberg process for the computation of PageRank vector, which is better suited than the Arnoldi-type algorithm when the damping factor becomes high and especially the dimension of the search subspace is large. The convergence and complexity of the proposed algorithm are also investigated. Numerical results are reported to show that the proposed method is efficient and faster than some existing related algorithms, in particular when the damping factor is large.
P ∈ R n×n with respect to the linking structure is given by
, if G(i, j) = 1, 0, otherwise.
(1.1)
Then a matrix named Google web matrix is defined as:
where 0 < α < 1 is the damping factor that determines the weight assigned in the model to the Web linking structure (α can also be regarded as the possibility that a Web surfer jumps from one page to the next without following a hyperlink necessarily [24] ), v ∈ R n×1 (v ≥ 0 and v 1 = 1) is called the teleporting vector, v(i) (1 ≤ i ≤ n) represents the probability that the Web surfer jumps to page i when this jump not relies on a hyperlink, d ∈ N n×1 and d(i) is nonzero (being 1) only when page i has no
hyperlink, e = [1, 1, . . . , 1] T ∈ N n×1 . At this stage, solving the PageRank problem can be stated as finding the principal eigenvector x [8] of A that satisfies
3)
The value of the damping factor α plays a significant role in the PageRank model. For the Google web matrix A, an upper bond holds that 0 < |λ 2 | ≤ α < 1 where λ 2 is the second largest eigenvalue of A (this is also the origin of approximating λ 2 by α in our later work). Thus, low values of α (such as 0.85) indicate that the second largest eigenvalue of A is well separated from the largest one, namely 1. In such cases, simple iterative methods such as the power iteration can solve PageRank problems efficiently. We refer readers to [2, [4] [5] [6] [7] 9] for more detailed properties of the Google web matrix.
When the damping factor α is close to 1, more sophisticated and efficient numerical method should be developed, such as the Monte Carlo methods [10] , the adaptive algorithms [3, 11] , the extrapolation methods [2, 7, 12] , the reordering methods [13, 14] , the inner-outer algorithms [15] , and so on. On the other hand, modern numerical linear algebra employs the Krylov subspace methods [16, 17] in different advanced iterative procedures for computing PageRank. More precisely, the restarted Arnoldi-type algorithm has been driving the main trend in aspects of high parallelization and low saving. Jia proposed a novel algorithm that computes refined approximate eigenvectors by small sized singular value decompositions, which has urged more rapid convergence if Ritz values converge [18] [19] [20] . Thus, Golub and Greif extended the refined Arnoldi procedure to PageRank by forcing a relevant shift to be 1, which not only circumvents drawbacks of complex arithmetic but also improves the whole algorithmic performance [21] . Recently abundant advanced strategies have sprung up to accelerate the celebrated Arnoldi-type method. The Power-Arnoldi algorithm [22] [23] [24] , the Arnoldi-Extrapolation algorithm [25] and the Arnoldi-Inout algorithm, proposed by Wu & Wei, Yin et al., and Gu & Wang were concentrating on periodically combining the power iterations with the Arnoldi procedures, respectively. The thick restarting strategy and the Ritz pairs based extrapolation technique were fully utilized respectively. In addition, Yin et al. proposed the method adaptively changed the weighted least squares problem according to the component of the residual and then using the generalized Arnoldi method to find the approximate PageRank vector [27] . Some other algorithms based on the Bi-Lanczos procedure [17, pp. 139-145] are also constructed to compute PageRank problems, refer to [28, 29] for details.
Unfortunately, when the dimension of the Krylov subspace is low (but if high, its computation seed will often slows down), the Arnoldi-type algorithm may fail to yield significant cost reductions compared with the power method [21] [22] [23] [24] , especially when the damping factor is high. Even worse, just as the restarted GMRES algorithm [30] , the restarted Arnoldi-type algorithm may stagnate in practice [31] . Therefore, it is still meaningful to search for new alternatives to handle the computations of PageRank.
As we know, the Arnoldi-type algorithm is based on the classical Arnoldi process, which turns to be expensive when m (the dimension of Krylov subspace) becomes large due to the growth of memory and computational requirements as m increases. This also motivates us to employ the Hessenberg reduction process [32] [33] [34] [35] because it generally requires less arithmetic operations and storage than the Arnoldi process. Indeed, the Hessenberg process first established by K. Hessenberg in 1940 [32] has been revived to build a lot of cost-effective Krylov subspace solvers for different kinds of large matrix problems in recent years. For instance, the Hessenberg process has been similarly extended to compute the characteristic polynomial [32, 33, 36] of a give matrix, the linear systems Ax = b [16, 34, 35, 37, 38] , the linear systems with multiple right-hand sides AX = B [39] [40] [41] [42] [43] , the multi-shifted linear systems [44] [45] [46] , the matrix equations [41, [47] [48] [49] , the action of matrix function f (A)v [46] , and some related numerical methods [51] . Moreover, both theoretical and numerical studies are extensively investigated to show that the Hessenberg process has many similar mathematical properties (e.g., the Hessenberg decomposition relation) of the Arnoldi procedure, except that the former one produces the non-orthogonal basis of the Krylov subspace.
However, it is well-known that Arnoldi's method is an orthogonal projection method onto the Krylov subspace for general nonsymmetric matrices. The procedure was first introduced in 1951 as a means of reducing a dense matrix into a Hessenberg form with a unitary transformation (whereas the Hessenberg process also does it via a similarity transformation [50] ). In his paper, Arnoldi hinted that the eigenvalues of the Hessenberg matrix obtained from a number of step smaller than n could provide accurate approximations of some eigenvalue of the original matrix. It was later discovered that this strategy leads to an efficient techniques for approximating eigenvalue of large sparse matrices. In the current work, we first consider and follow similar developments and algorithmic properties between the Arnoldi and Hessenberg procedures, it is expectant to modify the Hessenberg process for producing a new family of eigenvalue solvers. Meanwhile, we extend such novel eigenvalue solvers to compute PageRank problems utilizing the refined and explicitly restarted techniques introduced in [18, 21] . In addition, the convergence behavior and computational complexity will be also investigated.
The rest of this paper is organized as follows. In Section 2, the Hessenberg process is introduced to construct a novel family of eigenvalue solvers. Moreover, some theoretical aspects of such eigenvalue solvers with comparison to the classical Arnoldi-like methods are investigated. In Section 3, we derive the Hessenberg-type method with explicitly restarting and refined techniques for computing PageRank. Both convergence behavior and computational cost of the proposed method are discussed. Numerical examples in Section 4 illustrate the effectiveness of the proposed algorithm, also against other popular PageRank algorithms. In Section 5, the paper closes with conclusions.
The Hessenberg process
Starting point of the algorithms derived in this paper is the Hessenberg process for reducing a given nonsymmetric matrix to the Hessenberg decomposition [33, 44] . In Ref. [32] , the Hessenberg process is originally described as an algorithm for computing the characteristic polynomial of a given matrix A. This process can also be applied for the reduction to the Hessenberg form of A and is presented as an oblique projection in [33, pp. 377-381] . Exploiting the pivoting strategy, the Hessenberg procedure can be reproduced in Algorithm 1.
Algorithm 1
The Hessenberg procedure with pivoting strategy
Compute u = Al j
5:
for i = 1, 2, . . . , j, do 6:
end for
if (j < n and u = 0) then 10:
11:
else 13: h j+1,j = 0; Stop ✄ Happy breakdown 14: end if
15: end for
Let L k be the n × m matrix with column vectors l 1 , . . . , l m ,H m be the (m + 1) × m upper Hessenberg matrix whose nonzero entries are the h i,j and by H m the matrix obtained fromH m by deleting its last row. Then it is not hard to demonstrate that these matrices given either by Algorithm 1 satisfy the well-known formulas
and P k L k is lower trapezoidal where P T k = [e p1 , e p2 , . . . , e pn ] and the p i 's (for i = 1, . . . , n) are defined in Algorithm 1, refer to [34, 38] for details.
Unlike the Arnoldi process, it is already known that the Hessenberg procedure with pivoting strategy cannot be proved to be backward stable in finite precision arithmetic [50] . However, for most model problems the backward error is usually small [35, 38, 44] . In our practical implementations of most test problems considered in the current study, no noticeable instabilities of the Hessenberg process with pivoting strategy generated the non-orthogonal Krylov basis have been detected; refer to our recent work [44] for a discussion of this topic.
Approximation of the eigenpairs based on the Hessenberg process
Methods to approximate a subset of eigenpairs of large nonsymmetric matrices are usually based on the construction of a standard Hessenberg decomposition associated with the matrix A, i.e., Eq. (2.4). Here the columns of the matrix L m represent a basis for the Krylov subspace
The upper Hessenberg matrix H m is the projection of the matrix A over K m (A, v). Projections onto Krylov subspaces are the basis for several methods to calculate eigenpairs approximation. More precisely, under certain conditions, the eigenvalues of the matrix H m approximate a subset of eigenvalues of A [17, 33, 50] . Based on this idea, various algorithms employing the Arnoldi process, the Bi-Lanczos procedure and the Induced Dimension Reduction (IDR) Hessenberg decomposition [52, 53] for approximating the eigenpairs of A have been sequentially established.
To obtain an approximation of the eigenpairs of the matrix A, we first compute an eigenpair of the small matrix H m , i.e.,
with
Then, setting our eigenpair approximation as (
) and following the matrix relation (2.4), we have that
From the previous equation and setting [y (i) ] m as the mth component of the vector y (i) , we can obtain the following bound:
or if we normalize the vector l m ,
this equation is exactly in line with the norm of residual vector obtained by using the Alnoldi process based eigenvalue solver [18] .
On the other hand, we give a plot about the eigenvalues of the matrix (named "west0479"
1
) and the Hessenberg matrix generated by the IDR(s = 4) factorization [52] , the Sonneveld pencil [52, 53] , Arnoldi and Hessenberg procedures in Fig. 1 . As seen from Fig. 1 , it is useful to emphasize that the Ritz-like values of Hessenberg process can approximate the partial (exterior) eigenvalues of a targeted matrix A well, even its performance will be slightly better than Ritz values of the Arnoldi process in some cases. Moreover, the condition number of the matrix with basis vectors of the Krylov subspace can evaluate the quality of a method for producing the Krylov subspace. When the dimension of the Krylov subspace increases, Fig. 2 shows that the error of the Hessenberg decomposition arising from Hessenberg process is also very small and the condition number of basis matrix does not give drastic change. In addition, this observation can be further investigated by using stochastic analysis 2 , which has been exploited in [52] . It also implies that the Hessenberg process can be efficient as well as the Arnoldi process when they both are applied to establish the practical eigensolvers. 
Relation between the Arnoldi and Hessenberg decompositions
In this subsection, from another direction, we try to explain why the eigenvalues of the Hessenberg matrix from Hessenberg process can also efficiently approximate the partial eigenvalues of a matrix A as good as the Arnoldi process. First of all, we recall the relation between different Hessenberg decompositions. In particular, we are interested in the difference between the Hessenberg decompositions obtained by Arnoldi and Hessenberg procedures, respectively. Let us suppose that after m steps of the Arnoldi method applied to the matrix A ∈ C n× , with an initial vector v and without breakdown, we obtain the following Hessenberg decomposition:
On the other hand, let us consider m-step Hessenberg process associated with the matrix A ∈ C n×n and the same initial vector l, where the columns of the matrix L m do not form an orthogonal set. One can relate Eqs. (2.9)-(2.10) using the reduced QR factorization of the matrix L m+1 , and
and obtain
Comparing Eqs. (2.9)-(2.12), we obtain by uniqueness of the Arnoldi Hessenberg decomposition (see Section 3.3 in [52] ), that Q m+1 = V m+1 , and,
Based on the above statement and the latter equation, the following proposition is obatined.
Proposition 2.1. It follows that
14) In fact, Eqs. (2.14)-(2.15) can also be found in [37, 52] . Meanwhile, if the Arnoldi process terminates (i.e., happy breakdown: h m+1,m = 0), so does the Hessenberg procedure (h In total, it could have been just as reasonable to expect that the Hessenberg process can be applied to establish an efficient method to compute the eigenpairs of a given matrix, which will be systematically and rigorously considered in a separate study and it will be one of the first studies about computing eigenvalues from the Hessenberg process.
A Hessenberg-type algorithm for computing PageRank
In this section, the algorithm based on Hessenberg process will be modified to compute PageRank, which is actually to compute the PageRank vector whose elements sum to 1 is due to the eigenvector associated with the largest eigenvalue of A. Based on the previous investigations, it is helpful to note that the Hessenberg process is a good alternative to approximate the eigenpairs with compared to the Arnoldi process. As studied by Golub and Greif, it is not good for the direct application of the explicitly restarted Arnoldi process to compute the PageRank vector [21] . Meanwhile, the Hessenberg process is almost the same as the Arnoldi process except that the former produce the non-orthogonal basis of Krylov subspace. Therefore we can follow the strategy of the refined Arnoldi method for computing PageRank, i.e., the refined Hessenberg method for computing PageRank will be introduced. The approximations of the eigenvectors are not obtained by computing the eigenvectors of H m (the Ritz-like vectors). Rather, the singular vectors associated with the smallest singular values of A−θ i I are refined Ritz-like vectors. Similar to the Arnoldi-type algorithm, the Hessenberg-type method also enjoys such numerical advantages. First, the calculations of Hessenberg process achieve effective separation of eigenvectors. In addition, since the largest Ritz value of Arnoldi process could be complex, but if we set the shift to 1, there is no risk of complex arithmetic, and the cost of the algorithm can be greatly saved. Finally, the smallest singular value converges more smoothly to zero than the largest Ritz value converges to 1.
At present, the Hessenberg-type algorithm for computing PageRank can be given in Algorithm 2:
Algorithm 2 The Hessenberg-type algorithm for computing PageRank 
Compute r = σ m L m+1 u m 8:
Stop and exit 10: end if Proof. According to Eq. (3.16) and Algorithm 2, it follows that
Thus, the results can be verified via Eq. (3.17). ✷ Moreover, one can observe that the difference of the norms of residual vector r between the Arnoldi process and the Hessenberg process can be described as Although the 2-norm of residual vector from Arnoldi process is much cheaper than that from Hessenberg process, it is recommended that the 1-norm of residual vector is usually employed in the practical computation of PageRank vector; refer, e.g., to [2, 24, 25] . It implies that the computational complexity of stopping criterion (like the line 8 in Algorithm 2) used in the Hessenberg-type algorithm is almost the same as that applied in the Arnoldi-type algorithm [23, 27, 29] .
Before the end of this section, it is essential to investigate both the storage requirement and computational complexity of the proposed algorithm against with some other existing algorithms. Table 1 displays   Table 1 : Intermediate memory requirement for the k-th iteration of different algorithms.
1 To minimize memory used on the computer, both L k andH k can be written into the same array as A. Hence, the Hessenberg process needs slightly less storage than Arnoldi's procedure; refer to [34, 38] for discussions on this issue. the memory required other than A for the k-th iteration for the power method, the power method with quadratic extrapolation (called as 'QE-power'), the Arnoldi-type method without restart (abbreviated as 'Arnoldi'), the adaptively accelerated Arnoldi method without restart (called as 'A-Arnoldi') and the Hessenberg-type method without restart (abbreviated as 'Hessenberg'). Here, w, x, u and r are the intermediate vectors, and Q k denotes the k orthonormal vectors in the modified Gram-Schmidt process.
As well as, L k denotes the k non-orthonormal vectors in the variant of LU-like factorization process. 
Because the computational cost of the Hessenberg-type method is often smaller than that of the Arnoldi-type methods, except that the Hessenberg process is replaced by the Arnoldi-type methods. Table 2 shows the work for each cycle of different iterative algorithms. Here, N z represents the number of nonzero elements of matrix A. From Table 2 , it is seen that the computational cost for each cycle of the Hessenberg-type method is cheaper than those of the Arnoldi method and the generalized Arnoldi method. This is a main advantage of the Hessenberg-type method over the Arnoldi-type methods in theory. Besides, the convergence performance of the Hessenberg method is superior to such Arnoldi-type algorithms (i.e., Arnoldi and A-Arnoldi), which can be observed in the next section. Table 2 also indicates that except for the operation of matrix-vector multiplications, the computation of the vector norms and SAXPYs often influences much the total computational cost for each cycle of these three algorithms. When m increases, the computational cost in every cycle is increasing while the number of total iteration is decreasing. Hence, it is difficult to choose the optimal value of restart to minimize total computational cost (CPU time), which will be further discussed in next section.
Numerical experiments
In this section, we present the numerical experiments to illustrate the efficiency of the Hessenberg-type method. In our experiment, we compare the Hessenberg-type method (abbreviated as 'Hessenberg') with the adaptively accelerated Arnoldi (called as 'A-Arnoldi') method [27] with the power method, the power method with the quadratic extrapolation (abbreviated as 'QE-power') in [2] and the linear extrapolation (called as 'Power-Tan') introduced in [12] , respectively, and the Arnoldi-type (referred to as 'Arnoldi') method [21] . For the power method with quadratic extrapolation, it was observed in [2] that the quadratic extrapolation does not necessarily need to be applied too often to achieve maximum benefit. Hence, the quadratic extrapolation was applied every fifth iterations in our experiment. We recorded the number of matrix-vector products in our experiments, which was actually equivalent to the number of iteration steps in these methods. Moreover, efficiency of the algorithms illustrated in this section will be measured mainly in terms of CPU time in seconds.
The test matrices are obtained from the SuiteSparse Matrix Collection, which is available online at https://sparse.tamu.edu/. In Table 3 , we describe the characteristics of our test matrices, including number of rows (n), number of nonzeros (N z ), number of zero columns (zcol), average nonzeros of every row (aN z ) and density (den) which is defined by
Here, the number of zero columns is actually corresponding to the number of dangling nodes. In our experiments, the largest test matrix is of size 4,847,571 and has 68,993,773 nonzeros. For the sake of justification, the initial vector is taken as q 0 = e/ e 1 , where e = [1, . . . , 1] T . The stopping criterion is
for all listed algorithms. According to Theorem 3.1, it is seen that Aq − q = σ m Q m+1 u m so that the above stopping criterion can be alleviated for both Arnoldi-and Hessenberg-type algorithms, because the computation of σ m Q m+1 u m is actually cheaper than that of Aq − q when m is not large. Numerical results are obtained from using MATLAB R2017b (64bit) on an PC-Intel Core i5-6200U, CPU 3.60 GHz, 8 GB RAM with machine epsilon 10 −16 in double precision floating point arithmetic.
The choice of the number of restart m
Since the restart number m is a key to the convergence behavior of the restarted Krylov subspace methods, including Arnoldi, A-Arnoldi, and Hessenberg, we next show that how the restart number m affect these three algorithms in terms of the number of restarted cycles and the elapsed CPU time. Figs. 3-4 depict the curves of total CPU time and restarted cycles of those three methods versus the restart number m for two test matrices 'wb-cs-stanford' and 'amazon0601' (which are selected to represent the small-and large-size PageRank model problems, respectively) with α = 0.950, respectively.
As seen from Figs. 3-4, it notes that the number of restarted cycles required by those three algorithms is first decreasing then increasing, as the restart number m increases. On the other hand, the total CPU time of Arnoldi, A-Arnoldi, and Hessenberg is not significantly diminished, respectively. As mentioned earlier, the storage requirements and computational cost discussed in Section 3 and Tables 1-2 for each cycle of the Arnoldi and Hessenberg procedures increase as m increases, the total CPU time of these three methods will be expensive for large m. However, it is meaningful to find that Hessenberg can endure larger number m than both Arnoldi and A-Arnoldi in terms of the total CPU time. In addition, it seems that A-Arnoldi cannot always accelerates the computations of PageRank problems dramatically, and it even becomes most expensive than Arnoldi and Hessenberg in terms of the total CPU time for some specific test problems, which will be further discussed in the next numerical results. For ensuring the convergence and less CPU time, we will choose the restart number slightly larger, namely m = 20, in our numerical experiments described in the next context. Although the restart number m for both Arnoldi and A-Arnoldi in the previous studies is usually small due to their memory requirements, we plan to highlight that the efficiency of Arnoldi, A-Arnoldi, and Hessenberg converged to PageRank problems with large damping factors. Moreover, efficient techniques (such as optimize the starting vector [52] and utilize vector extrapolations) shortened the dimension of Krylov subspace of Hessenberg remains an meaningful topic of further research.
The effect of damping factors on CPU time and the number of iterations
For ten test matrices from Table 3 , we list the number of matrix-vector products and the total CPU time of the power method, the power methods with the quadratic extrapolation and the linear extrapolation, the Arnoldi-type method, the adaptively accelerated Arnoldi method and the Hessenbergtype method (i.e., Algorithm 2) respectively in Table 4 , when α varies from 0.900 to 0.998.
As seen from Table 4 , it finds that the Hessenberg-type method is worse than Power, Power-Tan and QE-Power in terms of the elapsed CPU time, when these methods are applied to test the matrix 'web-Google' with α = 0.900. In addition, QE-Power outperforms Hessenberg in terms of the total CPU time, when they are both used to solve test matrix 'email-EuAll' with α = 0.900. Unlike the Arnoldi, A-Arnoldi, and Hessenberg, the Power, Power-Tan and QE-Power methods are simple and their main computational cost is the evaluation of matrix-vector products. These characters often make them superior for computing PageRank when α is not large. Moreover, the Hessenberg-type method is also worse than the Arnoldi-type method in terms of the total CPU time, when they are both applied to solve test problem 'sx-stackoverflow' with α = 0.950 and test problem 'sx-stackoverflow' with α = 0.900, 0.950, 0.990. In particular, A-Arnoldi outperforms the Hessenberg-type method in terms of the total CPU time, when they are both applied to solve test problem 'sx-stackoverflow' with α = 0.950 and test problem 'sx-stackoverflow' with α = 0.990. Except for the above mentioned cases, it can note that the Hessenberg-type method performs the best among the six iteration methods in terms of the less total CPU time. This phenomenon is more evident when α becomes relatively large. Meanwhile, it is interesting to mention that the Hessenberg-type method often needs more matrix-vector products for convergence than both Arnoldi and A-Arnoldi, whereas the total CPU time of Hessenberg is still less. This is because the Hessenberg use the cheap similarity transforms to reduce the large matrix into the Hessenberg form, whereas the later two methods use the expensive (weighted) unitary transforms to produce the Hessenberg decomposition.
Conclusions
In this paper, we proposed a new approach for computing PageRank problems. The proposed method can endure larger number m than both Arnoldi and A-Arnoldi in terms of the total CPU time, when they are all used to find the approximate PageRank vector. Numerical results are extensively reported to show that the proposed method is quite efficient and better than the existing methods, especially when the damping factor is close to 1. Hence, we conclude that Hessenberg as well as Arnoldi and A-Arnoldi may become a useful tool for computing PageRank problems.
In the future, the theory of the Hessenberg process and the convergence of the Hessenberg-type method is still required to be further analyzed. In addition, it is interesting to study how to reduce the restart number m and improve the convergence speed of our methods. Moreover, the proposed method can be extended to solve the more general Markov chains in [28, 54] , e.g., ProteinRank and CiteRank.
