Evaluating mesoscale simulations of the coastal flow using lidar 1 measurements 2 R. Floors Key Points: 5 • Sensitivity study of the WRF model setup to boundary-layer scheme, atmospheric 6 boundary conditions, surface description, sea surface temperatures and horizontal 7 resolution 8
dual setup sampling points ≈ 5 km offshore at 50, 100 and 150 m amsl. Both the dual and 135 sector-scan setup performed a full scan in ≈145 s. The available samples of the wind speed 136 components were than averaged in periods of 10 min. 137 The availability of the scanning lidars is lower than that of the lidars in VAD mode be-138 cause of the long distance to the sampling point. Similarly to the profiling lidars, we require 139 measurements in all range gates to fulfill a CNR threshold. For the dual setup, the CNR limit 140 was −26.5 dB, whereas for the lidar in sector-scan mode it was −27 dB. Finally, the mea-141 surements from the sector-scan and the dual setup are merged with those from the vertical 142 profiling lidars and the mast. The lidar beam hitted objects in the eastward direction after ≈2 143 km and therefore transects in the range from 5000 m west to 2000 m east of Vara were used. 144 Sampling points from the dual setup between x = 445615 and 446215 m (UTM WGS84, 145 zone 32V) were removed because uncertainty in reconstruction of the wind speed is too large 146 when the angle between the line of sights is more than ≈ 160 • . After filtering, 731 10-min 147 transects remained, i.e a recovery rate of 4.23%. 148 2.3 Meteorological mast 149 The Høvsøre meteorological mast is located ≈6 km south and ≈2 km inland of Vara 150 (position 8 in Fig.1a ). The measurements performed at this mast are thoroughly quality con-151 trolled [Peña et al., 2016] . We use the 10-min mean wind speeds obtained with Risø cup 152 anemometers at the southern side of the mast at 10, 40, 60, 80, 100 and 160 m. Horizontal 153 velocity spectra were computed from the cup anemometer at 100 m height. The measuring 154 frequency of the cup anemometer is 10 Hz, but here we are only interested in mesoscale fluc-155 tuations and therefore the measurements were down-sampled to 0.1 Hz. The measurements 156 were linearly interpolated to fill missing data in the 0.1 Hz time series. A fast-Fourier trans- Table 1 . Positions, names, types, main scanning strategies (usage) and coordinates (UTM WGS84, Zone 32V) of the lidars during the RUNE campaign (see details in the text), including the information of the Høvsøre meteorological mast. N denotes the number of 10-min mean observations and the recovery percentage is given as a percentage of the total number of attainable 10-min intervals. The lidar buoy was used at two positions. The type is the commercial name given by the lidar manufacturer Leosphere The following model sensitivity studies were performed to investigate the impact on 204 the model performance in the experimental area. 
PBL scheme 206
The first-order Yonsei University (YSU) and the 1.5-order Mellow-Yamada Janjic
207
(MYJ) closure schemes were used to represent the PBL [Noh et al., 2003; Janjić, 1990] 208 (see Table 2 ). All sensitivity set-ups introduced further on were performed with both PBL 209 schemes. 
Terrain elevation and land use 234
The description of the land cover is important to correctly assign the surface albedo, Confidential manuscript submitted to JGR-Atmospheres set that represents the land-use conditions in 1992 [Nielsen, 2013] . In the USGS data set the 240 main land use in Denmark is cropland, with very few forests and built-up areas (Fig. 1b ).
241
A more recent attempt to describe the land-use in Europe was made as part of the 242 CORINE project. The resulting data set is freely available online [COR, 2006] . The ver-243 sion used here reflects the land-use situation in 2006 and has a grid spacing of 250 m. The
244
CORINE data are divided in 44 categories, but these were reassigned to the same 24 cate-245 gories as the USGS data [Pindea et al., 2002] . In the CORINE data set, Denmark has many 246 scattered villages and forests, which is more realistic than the rather homogeneous landscape 247 in the USGS data (see Fig. 1b and 1c ).
248
A 25th landuse category is reserved for describing lakes. This can be important in 249 Denmark, because inland water bodies can freeze during winter and can therefore have a wa-250 ter temperature that is very different from that of the North Sea. The water temperature from 251 a lake in WRF is estimated from the averaged soil temperature in the driving (re)analysis,
252
whereas the SST is determined from a different external data source. Around the experimen-253 tal site there are several lakes and fjords.
254
Modified SRTM data with a horizontal grid spacing of 90 m was used [Vie, 2015] for 255 describing the terrain elevation in the WRF model. 
Sea surface temperature 257
To investigate the impact of the SST on the simulations, we used two different data 258 sources. The first product is a real-time global (RTG) daily high-resolution (HR) SST anal-259 ysis from the National Centers of Environmental Prediction (NCEP). The resolution of this 260 product is 1/12 • [Gemmill, W. and Katz, B. and Li, 2007] . In Table 2 heights. Near the surface the bias is largest and ≈ −0.7 m s −1 using the MYJ 0.5 simulation.
294
The mean wind speed near the ground is high due to the lidar position close to sea, where the 295 wind speed is likely influenced by an orographic speed-up resulting from the cliff. Figure 5 . As in Fig. 4 , but with the YSU PBL scheme. Offshore, at locations 6 and 7, the mean wind speed is much higher than over land.
305
Larger differences are visible between the different model simulations, partly because of the 306 short observation period. At all heights the simulated mean wind speed is lower than that 307 observed. The MYJ 0.5 simulation has the highest mean wind speed at 500 m, whereas the 308 MYJ HRSST simulation shows the highest mean wind speed near the surface.
309
Location 8 (meteorological mast) is the most inland location and identified from the 310 low mean wind speeds. Here the MYJ USGS simulation has a much higher wind speed near 311 the surface than the other simulations, which is a consequence of the reduced surface rough-312 ness in the simulation using the USGS land use (see Fig. 1, panel b) . At 500 m above the 313 surface, the differences in mean wind speed between the different simulations are negligible. 314 All the simulations that used the YSU PBL scheme are shown in Fig. 4 . Generally the 315 results are very similar as when the MYJ scheme is used (Fig. 4) , except at the two offshore 316 locations 6 and 7. Here, all simulations with the YSU scheme have a smaller bias than those using the MYJ scheme. The difference in mean wind speed between the model simulations 318 and the observations is very small ( 0.1m s −1 ) at location 6. In this section we evaluate the mean wind speed across the experimental site from 5 321 km offshore up to 2 km inland. We required that all sampling points fulfilled the quality cri-322 teria that are discussed in Sect 2.2. Furthermore, we required availability of the vertically 323 profiling lidars during the same period, to be able to compare the two data sources. Finally, 324 we can compare the sector scan that has some sampling points at the same locations as the 325 the dual setup. An all-sector mean wind speed at all the dual-setup locations using the 731 326 10-min periods at at 50, 100 and 150 m amsl that remained after filtering are shown in Fig.   327 6. The model output from all simulations was extracted during the same 10-min intervals.
328
At 50 m amsl and at 5 km offshore, the mean simulated wind speed is slightly higher 329 than that observed with the dual setup. The sector scan shows a mean wind speed that is 330 ≈0.3 m s −1 higher than that of the dual-setup mainly due to the problems of accurately re- is significantly lower than that simulated. This is likely because the flow in the mesoscale 336 model needs a few grid points to adjust to the new logarithmic wind profile that results from 337 the higher surface roughness. Furthermore, the real terrain height is higher than that in the 338 simulations, which causes the wind speeds obtained from the dual setup to be closer to the 339 surface. This is because the measurements and simulations could only be compared at a 
where N is the number of samples, x i is the observed variable, y i is the modelled variable 387 and the overbar and σ denotes their mean and standard deviation, respectively. The centered 388 RMSE is defined as
An example of a Taylor diagram is shown in Fig. 7 . The distance from the origin de- means that the standard deviation is lower in the model simulations with the MYJ scheme 420 than those with the YSU scheme.
421
In Fig. 8b we show the impact of changing the horizontal resolution and the SST, land 422 and atmospheric boundary conditions using the YSU PBL scheme. Using the ERA-interim 423 instead of the FNL atmospheric boundary conditions results in an improved model perfor-424 mance. This is not a trivial result, because the ERA-interim data has a much lower resolution 425 but also has more observations assimilated in it.
426
Increasing the horizontal grid spacing from the control 2 km results in a decreased speeds is smaller than one. It is well known that standard metrics are often penalized by in-432 creased resolution [Uttal et al., 2002] . This issue is further investigated in Sect. 4.4.
433
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To investigate whether the model performance changed only in the surface layer, the 434 diagrams were split in heights below and above 80 m above ground level. Using USGS data 435 instead of the CORINE land cover data results in decreased model performance below 80 m 436 and above 80 m the difference between these simulations was negligible (not shown). Us-437 ing the HR compared to the DMI SST product has a very small impact on the model perfor-438 mance (Fig. 8c ). However, it is possible that larger differences in error metrics are seen in 439 other regions with larger differences in SST. shorter, indicating that using a higher resolution with the MYJ scheme does not decrease the 446 model performance as much as when using the YSU scheme. We do not understand fully the 447 reason for this, but this issue is further investigated in Sect. 4.4).
448
The error metrics of all simulations are summarized in Table 3 . The MYJ ERA has the 449 lowest RMSE and mean absolute error. The mean bias is not available in the Taylor diagram. Fourier coefficients in each decade, whereas for the modelled spectra this number was 5. We
466
-22- tra: at lower frequencies between 1 year −1 < f < 1 day −1 the slope of the power spectra, 470 S( f ), versus f in the log-log scale is ≈ −3, between 1 day −1 < f < 1 hour −1 it is ≈ −5/3 471 and at higher frequencies the uncertainty in slope is rather high and depends on the existence 472 of a spectral gap that separates mesoscale and turbulent motions.
473
In Fig. 9 (top fore, a 10-minute output frequency with a grid of 3 km spacing is unnecessary.
482
The simulations MYJ 0.5 and MYJ 1.0 have a rather different spectral slope when f < 1 483 hour −1 compared to the simulations with higher horizontal grid spacing. Skamarock [2004] 484 argued that such an upward turned tail in the high frequencies indicates a model that has an 485 non-physical treatment of these atmospheric motions. On the other hand, the observed spec-486 tral slope is similar to the modelled one for the simulations MYJ 1.0 and MYJ 1.5 and for these 487 grid spacings it is possible that the model is capable to better represent high-frequency mo-488 tions due to the higher resolution.
489
Note that the simulations with a grid spacing of 1 km have a higher spectral energy at 490 high frequencies than those with 0.5 km spacing. This is likely due to the model configura-491 tion in the outer domains; the MYJ 0.5 has a higher resolution near the site, but the 4th do-492 main only covers a small area (see Fig. 3 ). In domains 2 and 3, MYJ 1 has a higher resolution 493 than MYJ 0.5 .
494
The velocity spectra from the simulations using the YSU scheme are shown in Fig.   495 9 (bottom). In general, simulations with the YSU scheme have higher spectral energy than 496 those with the MYJ scheme. Particularly the YSU 0.5 simulation has a higher spectral energy 497 than the observations at high frequencies.
This could indicate that these high-resolution sim-498 ulations do not realistically model high-frequency atmospheric fluctuations.
499
Honnert et al. [2011] noted that mesoscale models with 'terra incognita' resolutions 500 produce too many resolved fluctuations in a convective boundary layer. Zhou et al. [2014] 501 used the Rayleigh-Benard thermal instability theory and a set of idealized simulations to ex-502 plain the occurrence of this higher variance. Here, the simulations with the finest horizontal 503 grid spacing can be influenced by such modelling issues and this could also possibly explain 504 the higher spectral energy at high frequencies.
505
Finally, it was found that the velocity spectra were not influenced by the choice of grid 506 point. This was investigated by comparing the modelled spectra ≈ 10 km offshore with those 507 inland near the Høvsøre mast; the velocity spectra at both locations were very similar.
508
The velocity spectra also partially explain the higher RMSE between model and obser-509 vations of the simulations YSU 0.5 and MYJ 0.5 . These simulations also have a higher standard 510 deviation (see Fig. 7 ) than the simulations with lower resolution. Therefore investigation of 511 velocity spectra of mesoscale model set-ups gives an idea of the model representation of mo-512 tions in the different scales. Due to the availability of scanning lidar measurements, we were for the first time able to spatially evaluate the mean horizontal wind speed gradient simulated by the mesoscale
