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Abstract
It is well known that splines play an important role in many 0elds, especially, their close relationship with
wavelets makes them have more widespread applications in numerous scienti0c and engineering domains.
Univariate and bivariate splines have been well studied and lots of results have been obtained. Because of
the intrinsic di2culty between bivariate case and higher-dimension (three or more dimensions) settings, the
study of splines on higher dimensions are very limited. For example, the study of the bivariate splines on a
three-direction mesh triangulation has obtained many important and excellent results, but almost all of those
results have no analog generalization to higher dimensions. In this paper, we will study the higher-dimension
splines de0ned on n+1 mesh simplical partitions which is the analog of bivariate splines on three-mesh triangu-
lations. We have also pointed out many interesting di6erences between bivariate splines and higher-dimensional
cases. Our main results are that, similar to bivariate and trivariate cases, a necessary and su2cient condition
for Srk () to contain a B-spline is k¿
1
2 (r + 1)(n+ 1) for r¿ 1 being odd and k¿
1
2 r(n+ 1) + 1 for r¿ 0
being even. c© 2001 Published by Elsevier Science B.V.
MSC: 41A05; 65D07
1. Introduction
It is well known that splines play an important role in many 0elds such as 0nite element meth-
ods (FEM), computer-aided design and manufacture (CAD=ACM), scienti0c computing, and so on.
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Especially, its close relationship with wavelets extends their applications enormously. The so-called
spline wavelets are the wavelets constructed from splines, and this is also one of the main methods
to construct wavelets. Unlike univariate and bivariate cases, splines in trivariate or higher-dimension
cases are not well studied because of the intrinsic complexity. Three-direction mesh is the simplest
triangulation in bivariate case, and the splines de0ned on this kind partition are well studied and
many excellent results have been obtained. But it is a pity that they have no analogous results
in higher-dimensional settings. Our results indicate that there exist the following main di6erences
between bivariate case and higher-dimensional settings (see also [14]):
• the number of the sets of parallel lines forming the partition and the number of vectors with
di6erent slopes are the same in bivariate case, but it is not the case in higher-dimensional set-
tings. For example, the three-direction mesh which is introduced by vectors {(1; 0); (0; 1); (1; 1)}
contains three sets of parallel lines. The four-direction mesh which is introduced by vectors
{(1; 0); (0; 1); (1; 1); (1;−1)} contains four sets of parallel lines, and so on.
• The partition introduced by any vector set only contains edges paralleling to some vector in the
vector set, but one will see that it may produce redundant vectors in higher-dimensional settings.
This fact may bring us most di2culty since for a given partition, one usually cannot be sure
which vectors are redundant.
• the partitions in higher dimensions have much more geometric complicity than that in bivariate
case.
Those di6erences make the higher-dimensional splines have intrinsic di2culties. In this paper, by
overcoming those di2culties, we generalize three-direction mesh in two dimension and the results
in [14] into higher dimensions. At the same time, the recurrence formula of B-splines in integral
and derivative-di6erence forms are obtained, respectively.
2. n+ 1 direction mesh in Rn
In bivariate case, it is well known that any two non-collinear vectors 1 and 2, two three-direction
meshes are formed by {1; 2; 1 + 2} and {1; 2; 1 − 2}, respectively. In this paper, by simplical
partition  of a domain 	 we mean a collection of simplices such that the union of these simplices
is 	 and such that the faces of any element of  are again in  and such that the intersection of
any two elements of  is an element of  or empty. A 0rst thought to generalize three-direction
mesh is to use n + 1 sets of parallel hyper-planes to form the analog simplical partition, but this
thought does not work. For example, the partition shown as Fig. 1 is obtained from four sets
of parallel hyper-planes. It is obvious that the polyhedron with E; F; G; I; J; K as its vertices is an
octahedron.
Thus, to obtain a tetrahedral partition one has to use two more planes to cut the octahedron into
four tetrahedra. This shows that it needs at least six sets of parallel planes to form a tetrahedral
partition. Similarly, it needs at least 12n(n + 1) sets of hyper-planes to form a simplical partition
in Rn. One will see that this 12n(n + 1) sets of hyper-planes can be introduced by n + 1 suitable
vectors. This fact tells us that the number of vectors and the number of sets of parallel hyper-planes
introduced by those vectors are not the same when n¿ 3, but they are the same in bivariate case.
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For any n linear independent vectors i ∈Rn; i=1; 2; : : : ; n, we 0nd n + 1 vectors to form a
simplical partition. For simpli0cation, we assume that i =(0; : : : ; 0︸ ︷︷ ︸
i−1
; 1; 0; : : : ; 0︸ ︷︷ ︸
n−i
) be the ith coordinate.
Then we have
Theorem 1. Let ei =(ei;1; : : : ; ei;n)∈Rn; i=1; 2; : : : ; n+1 be integer vectors satisfying the following
conditions:
• |ei; j|=1 or 0; i=1; 2; : : : ; n+ 1; j=1; 2; : : : ; n.
• the abstract of the determinant of the matrix formed by any n vectors in {ei}n+1i=1 equals one.
Then a necessary and su7cient condition of the simplical partition introduced by {ei}n+1i=1 containing
all coordinate hyper-planes is that each column of the matrix
A=


e1;1 e1;2 · · · e1; n
e2;1 e2;2 · · · e2; n
...
...
...
...
en+1;1 en+1;2 · · · en+1; n


has and only has two non-zero elements.
Proof. From the well-known results in Box splines, the partition introduced by E= {ei}n+1i=1 is de-
termined by [11]
n+1∑
i=1
tiei =X ; j6 ti6 j + 1; 16 i6 n+ 1; −∞¡j¡∞; (1)
244 X. Shi, R. Wang / Journal of Computational and Applied Mathematics 144 (2002) 241–250
where X =(x1; : : : ; xn). From Eq. (1), we have
(t1; : : : ; tn)=
1
det(B)
B∗(X − tn+1en+1); (2)
where
B=


e1;1 e1;2 · · · e1; n
e2;1 e2;2 · · · e2; n
...
...
...
...
en;1 en;2 · · · en;n

 ;
B∗ is the adjoint matrix of B, det(B) is the determinant of B. By using j6 ti6 j+1; i=1; 2; : : : ; n+1
and noting |det(B)|=1, Theorem 1 can be proved by a careful analysis. The details are omitted.
The partition introduced by E= {ei}n+1i=1 is called n+ 1 direction mesh in Rn and denoted by s.
Corollary 1. Let E= {ei}n+1i=1 be given as Theorem 1 and satisfy the conditions there. Denote by
Nn the number of vector sets E= {ei}n+1i=1 satisfying
n+1∑
i=1
|ei; j|=2; j=1; 2; : : : ; n; (3)
where we require that the 9rst non-zero component of each ei ∈E= {ei}n+1i=1 equals one. Then there
exists Nn vector sets such that the simplical partition introduced by those vector sets contain the
coordinate hyper-planes. It is di7cult to obtain Nn for general n, but for n6 5 the following results
hold. N2 = 2, the solutions of (3) are

e1;1 e1;2
e2;1 e2;2
e3;1 |e3;2|

=


1 0
0 1
1 1

 ;
N3 = 16 and

e1;1 e1;2 e1;3
e2;1 e2;2 e2;3
e3;1 e3;2 e3;3
e4;1 |e4;2| |e4;3|

=


1 0 0
0 1 0
0 0 1
1 1 1

 ;
or 

e1;1 e1;2 e1;3
e2;1 e2;2 e2;3
e3;1 e3;2 |e3;3|
e4;1 e4;2 |e4;3|

=


1 0 0
0 1 0
0 1 1
1 0 1


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and the symmetric cases (here and in the sequel, symmetric case means the interchange between
the columns of a matrix), N4 = 200 and

e1;1 e1;2 e1;3 e1;4
e2;1 e2;2 e2;3 e2;4
e3;1 e3;2 e3;3 e3;4
e4;1 e4;2 e4;3 e4;4
e5;1 |e5;2| |e5;3| |e5;4|


=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 1 1


or


e1;1 e1;2 e1;3 e1;4
e2;1 e2;2 e2;3 e2;4
e3;1 e3;2 e3;3 e3;4
e4;1 |e4;2| |e4;3| |e4;4|
e5;1 |e5;2| |e5;3| |e5;4|


=


1 0 0 0
0 1 0 0
0 0 1 0
1 2 1 1
1− 1 1− 2 0 1


(1 + 26 1)
and the symmetric cases or


e1;1 e1;2 e1;3 e1;4
e2;1 e2;2 e2;3 e2;4
e3;1 e3;2 |e3;3| |e3;4|
e4;1 e4;2 |e4;3| |e4;4|
e5;1 e5;2 e5;3 |e5;4|


=


1 0 0 0
0 1 0 0
1 0 1 2
0 1 1− 1 1− 2
0 0 1 1


(1 + 26 1)
and the symmetric cases, N5 = 3456 and

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 e3;4 e3;5
e4;1 e4;2 e4;3 e4;4 e4;5
e5;1 e5;2 e5;3 e5;4 e5;5
e6;1 |e6;2| |e6;3| |e6;4| |e6;5|


=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 1 1 1


or 

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 e3;4 e3;5
e4;1 e4;2 e4;3 e4;4 e4;5
|e5;1| |e5;2| |e5;3| |e5;4| |e5;5|
|e6;1| |e6;2| |e6;3| |e6;4| |e6;5|


=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 2 3 1 1
1− 1 1− 2 1− 3 0 1


(1 + 2 + 36 2)
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and the symmetric cases or

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 e3;4 e3;5
|e4;1| |e4;2| |e4;3| |e4;4| |e4;5|
|e5;1| |e5;2| |e5;3| |e5;4| |e5;5|
|e6;1| |e6;2| |e6;3| |e6;4| |e6;5|


=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
1 2 3 1 0
4 5 6 1 1
1− 1 − 4 1− 2 − 5 1− 3 − 6 0 1


(16 1 + 2 + 36 2; 4 + 5 + 66 1; 1 + 2 + 36 2)
and the symmetric cases or

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 e3;4 e3;5
e4;1 e4;2 e4;3 |e4;4| e4;5
|e5;1| |e5;2| |e5;3| |e5;4| |e5;5|
|e6;1| |e6;2| |e6;3| |e6;4| |e6;5|


=


1 0 0 0 0
0 1 0 0 0
0 0 1 1 0
 1−   1−  0
0 0 1−   1
1−   0 0 1


(; =0; 1)
and the symmetric cases or

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 |e3;4| e3;5
e4;1 e4;2 |e4;3| e4;4 e4;5
e5;1 e5;2 e5;3 e5;4 |e5;5|
e6;1 e6;2 e6;3 e6;4 |e6;5|


=


1 0 0 0 0
0 1 0 0 0
0 1 0 1 0
1 0 1 0 0
0 0 0 1 1
0 0 1 0 1


and the symmetric cases or

e1;1 e1;2 e1;3 e1;4 e1;5
e2;1 e2;2 e2;3 e2;4 e2;5
e3;1 e3;2 e3;3 |e3;4| e3;5
e4;1 e4;2 |e4;3| e4;4 e4;5
e5;1 e5;2 e5;3 e5;4 |e5;5|
e6;1 e6;2 e6;3 e6;4 |e6;5|


=


1 0 0 0 0
0 1 0 0 0
1 0 0 1 0
0 1 1 0 0
0 0 0 1 1
0 0 1 0 1


and the symmetric cases.
Corollary 1 can be proved directly by Theorem 1. From (1), one can obtain that the n+1 vectors
E= {ei}n+1i=1 results in 12n(n + 1) sets of parallel hyperplanes. For example, in trivariate case, the
tetrahedral partition introduced by {(1; 0; 0); (0; 1; 0); (0; 0; 1); (1; 1; 1)} and {(1; 0; 0); (1; 1; 0); (0; 1; 1);
(0; 0; 1)} (restrict to [0,1]3) are shown in Fig. 2(a) and (b), and they are formed by parallel plane
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Fig. 2.
sets {x= i; y= i; z= i; y − x= i; z − y= i; x − z= i; i takes all integers} and {x= i; y= i; z= i;
y − x= i; z − y= i; x − y + z= i; i takes all integers}, respectively.
From Fig. 2, one can 0nd that there are six sets of parallel planes in each partition. {(1; 1; 0);
(0; 1; 1); (1; 0; 1)} in Fig. 2(a) and {(0; 1; 0); (1; 0;−1); (1; 1; 1)} in Fig. 2(b) are the new vectors
introduced by the original vector sets, respectively. Those new vectors make the study of higher-
dimensional splines much more di2cult. In fact, this is also one of the intrinsic di6erences between
bivariate and higher-dimensional splines.
3. B-splines on n+ 1 direction mesh in Rn
There have been many results about the three-direction mesh in R2 [1–13,15–18]. Especially,
the integral and derivative form recursive formula are given, respectively [15–17], Fredrickson [9]
obtained the B-splines and their supports for cubic smoothness and quartic two times smoothness
spline spaces, while de Boor (etc. [4]) obtained the general B-splines and their supports. B-spline
means a non-zero spline with minimal 0nite support. In this paper, the spaces containing B-splines
about n+ 1 direction mesh in Rn are obtained. At the same time, the recursive formula of integral
and derivative form is also carried out. As usual, for n+1 direction mesh s in Rn, we de0ne Srk(s)
to be the set of f∈Cr such that for each n-simplex  ∈s, f| is a polynomial of degree 6 k. At
the same time, we denote by S−1k (s) the piecewise polynomial space composed of functions whose
restriction to each n-simplex in s are polynomials of total degree 6 k. The following lemma is
important in this paper.
Lemma 1. Let s be the n + 1 direction mesh in Rn introduced by vector set E= {ei}n+1i=1 . Then
for any hyper-plane in s there exists exactly n− 1 vectors in {ei}n+1i=1 parallel to this hyper plane.
Proof. Without loss of generality, we assume that ei as the ith coordinate vector, i.e., its ith com-
ponent is one and other components are zeros for 16 i6 n, and en+1 = (1; 1; : : : ; 1), otherwise,
E= {ei}n+1i=1 can be changed to this standard case after a suitable a2ne transformation. For this
standard case, the 12n(n+ 1) sets of parallel hyper-planes are
xj = i; 16 j6 n i takes all integers;
xs − xt = i; 16 s¡ t6 n i takes all integers:
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Therefore, hyper plane xs= i; 16 s6 n parallels to all vectors {ei}n+1i=1 \{es; en+1}, and the hyper
plane xs − xt = i; 16 s¡ t6 n parallels to all vectors {ei}n+1i=1 \{es; et}. Lemma 1 is proved.
For a given r, an interesting question is what is the smallest k such that there exists a B-spline
in Srk(s). In bivariate case, these spaces are S
2r−1
3r (s)(r¿ 0) and S
2r
3r+1(s)(r¿ 0). For the study
of n+ 1 direction mesh s in Rn, we need
Lemma 2. There exists no B-splines in Srk(s) if k6 n.
Proof. If there exists a B-spline B(X)∈ Srk(s) for some k6 n, from Lemma 1 we know that for
any facet of any n-simplex in s, there exists n− 1 vectors in E= {ei}n+1i=1 paralleling to this facet.
Since B(X) has 0nite support, one has B(X) in H 2(Rn), the second-order Sobolev space. Thus,
DEB(X)∈L2(R2); (4)
where DEB(X)=
∏n+1
i=1 DeiB(X) and DeB(X)= e · B(X) is the directional derivative of B(X) along
the direction e. In the interior of each n-simplex  in s, there holds
DEB(X)|=0;
since the restriction of B(X) on  is a polynomial of degree 6 n. Therefore,
DEB(X)= 0; a:e:; (5)
(5) shows that B(X) ≡ 0 which is contradictory with B(X) being non-zero spline, and Lemma 2 is
proved.
Theorem 2. Let s be the n+1 direction mesh introduced by vectors E= {ei}n+1i=1 . Then, for r=2m−
1; S2m−1(n+1)m(s)(m¿ 0) is the spline spaces with smallest degree of containing B-splines, and for
r=2m, the spaces are S2m(n+1)m+1(s)(m¿ 0).
Proof. We only prove Theorem 2 for r=2m − 1 by induction, the proof for the case r=2m is
the same. For m=0(r= − 1), it is obvious that S−10 (s) is the spline spaces with smallest degree
of containing B-splines. We assume that S2m−1(n+1)m(s) is the spline spaces with smallest degree of
containing B-splines. If B(X)∈ S2m+1k (s) is a spline with local support, according to Lemma 1,
DEB(X)∈ S2m−1k−n−1(s)
has also local support. According to the inductive assumption, one has
k − n− 1¿ (n+ 1)m:
On the other hand, let B2m−1(X)∈ S2m−1(n+1)m(s) have local support, then the local supported spline
B2m+1(X):=
∫
[0;1]n+1
B2m−1(X + t · E) dt =0
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Fig. 3. In (a),a0 = (0; 0; 0), a1 = (m; 0; 0), a2 = (m;m; 0), a3 = (0; m; 0), a4 = (m + 1; 0; 1), a5 = (m + 1; 0; m + 1),
a6 = (0; 0; m + 1), a7 = (0; m; m + 1), a8 = (2m + 1; m; m + 1), a9 = (2m + 1; m; 2m + 1), a10 = (2m + 1; 2m + 1; m + 1),
a11 = (2m + 1; 2m + 1; 2m + 1), a12 = (m + 1; 2m + 1; 2m + 1), a13 = (m + 1; 2m + 1; m + 1), a14 = (m;m; 2m + 1),
a15 = (m; 2m; 2m+ 1).
belongs to S2m+1(n+1)(m+1)(s), since
DEB2m+1(X)=EB2m−1(X)
where t=(t1; t2; : : : ; tn) and t ·E=
∑n+1
i=1 tiei, and ef(x)=f(x+ e)−f(x), Ef(x)=
∏
e∈E ef(x).
Theorem 2 is proved.
If B−1(X)∈ S−10 (s) and B0(X)∈ S01 (s) are locally supported splines, the splines obtained by
the following recursive formulae
B2m+1(X):=
∫
[0;1]n+1
B2m−1(X + t · E) dt
B2m+2(X):=
∫
[0;1]n+1
B2m(X + t · E) dt (6)
are also splines with local support, and B2m+1(X)∈ S2m+1(n+1)(m+1)(s) and B2m+2(X)∈ S2m+2(n+1)(m+1)+1(s).
In fact, in case B−1(X)∈ S−10 (s) and B0(X)∈ S01 (s) are B-splines, the splines determined by
recursive formulae (6) are also B-splines in the corresponding spaces. Since there exist n! di6erent
kinds of B-splines in space S−10 (s) and there exists only one kind of B-splines in space S
0
1 (s),
(6) shows that there exist also n! di6erent B-splines in space S2m−1(n+1)m(s) and there exists only one
B-spline in space S2m(n+1)+1(s). All the supports of those B-splines are polyhedra with n(n+1) facets.
In trivariate case, they are shown in Fig. 3. The facets are composed of eight parallelograms and
four pentagons for S2m−14m (s), and all facets are parallelograms for S
2m
4m+1(s).
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From (6), it is easy to obtain the derivative-di6erence formulae as follows:
DEB2m+1(X)=EB2m−1(X);
DEB2m+2(X)=EB2m(X): (7)
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