This paper examines the impact of bilateral real exchange rate volatility on real exports of five emerging East Asian countries among themselves as well as to thirteen industrialised countries. We explicitly recognize the specificity of the exports between the emerging East Asian and industrialised countries and employ a generalized gravity model that combines a traditional long-run export demand model with gravity type variables. In the empirical analysis we use a panel comprising 25 years of quarterly data and perform unit-root and cointegration tests to verify the long-run relationship among the regression variables. The results provide strong evidence that exchange rate volatility has a negative impact on the exports of emerging East Asian countries. These results are robust across different estimation techniques and do not depend on the variable chosen to proxy exchange rate uncertainty. 
Introduction
The collapse of the Bretton-Woods exchange rate system has led to significant fluctuation in both real and nominal exchange rates. 1 The liberalization of capital flows and the associated intensification of cross-border financial transactions appear to have amplified the volatility of exchange rates. The increase in exchange rate volatility is widely believed to have detrimental effects on international trade and thus have a negative economic impact, especially on emerging economies with underdeveloped capital markets and unstable economic policies (Prasad et al., 2003) .
Exchange rate volatility can have a negative effect on international trade, directly through uncertainty and adjustment costs, and indirectly through its effect on the allocation of resources and government policies (Côte, 1994) . If exchange rate movements are not fully anticipated, an increase in exchange rate volatility may lead risk-averse agents to reduce their international trading activities. The presumption of a negative nexus between exchange rate volatility and trade is an argument routinely used by proponents of managed or fixed exchange rates. This argument has also been 1 Flood and Rose (1999) and Frömmel and Menkhoff (2003) empirically examine the volatility of major floating exchange rates for the period from 1973 to 1998 and find evidence of increasing volatility for most currencies.
reflected in the establishment of the European Monetary Union, as one of the stated purposes of EMU is to reduce exchange rate uncertainty in order to promote intra-EU trade and investment (EEC Commission, 1990 ).
However, the empirical evidence in support of the hypothesis of a negative link between exchange rate volatility and trade is mixed. The pertinent survey of McKenzie (1999) concludes that exchange rate volatility may impact differently on different markets and calls for further tests using export market specific data.
Therefore, in this paper we empirically examine the effects of exchange rate volatility on the bilateral export flows of five emerging East Asian countries -China, Indonesia, Malaysia, the Philippines, and Thailand. Given the fact that these emerging economies actively trade among themselves and depend on exports to industrialised countries as a driving force for their economic growth (see Table 1 ), an understanding of the degree to which bilateral exchange rate volatility affects their export activity is important for the optimal choice of exchange rate policy. Furthermore, the countries under consideration are the main members of the impending ASEAN-China Free
Trade Area (ACFTA), and the options for closer monetary integration including proposals for the eventual formation of a currency union within the region are currently an active area of research and policy debate. 2 Thus, the results of this paper provide a valuable piece of evidence informing the ongoing debate and the evaluation of policy options.
The major advantage of analysing bilateral rather than aggregate multilateral trade flows is the ability to control not only for exchange rate volatility but also for a variety of other factors such as distance between each pair of countries, level of exchange rate, and cultural and geographical relationships that can affect trade 2 See, e.g., Rajan (2002) , Kwack (2005) , Eichengreen (2006) , Huang and Guo (2006) , Sato and Zhang (2006) , Kim (2007) , Wilson and Ng Shang Reng (2007) .
between countries. Furthermore, Klaassen (2004) points out that the use of bilateral instead of multilateral data can overcome the difficulties in constructing multi-country explanatory variables. To examine the impact of bilateral exchange rate volatility on exports among the five East Asian countries as well as on export flows to 13 other industrialized countries we use a panel dataset of 85 cross-sectional quarterly observations for the period from 1982:Q1 to 2006:Q4. To check the robustness of our findings, we employ three different measures of exchange rate volatility and three estimation methods. The paper is organised as follows. Section 2 briefly reviews the theoretical and empirical literature on the impact of exchange rate volatility on international trade.
Section 3 presents the research methodology. First a simple model is specified to investigate the impact of exchange rate volatility on bilateral exports. Then, data sources, definitions of variables, and econometric methods are discussed. Section 4 presents the estimation results and discussion. Section 5 draws conclusions.
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Exchange rate volatility and exports a.
The theory
Early theoretical partial equilibrium models of risk-averse firms that are constrained to decide trade volumes before exchange rate uncertainty is resolved have suggested a negative effect of volatility on trade if hedging is not possible or is costly (Clark, 1973; 3 There are previous empirical studies analysing the impact of exchange rate volatility on trade of developing countries (for example, Arize et al., 2000 Arize et al., , 2008 Dognalar, 2002) , but not specifically focusing on the emerging East Asian countries and not using bilateral data. Recently, Chit (2008) examines the relationship between real exchange rate volatility and bilateral trade flows but only among the members of ASEAN-China Free Trade Area.
the developing and emerging countries where well developed financial markets simply do not exist. In this situation the variability of the firm's profit depends entirely on the realized exchange rate. If the firm's objective is to maximize the expected utility of profit, then higher volatility of the exchange rate -while maintaining its average level -will lead to a reduction in exports in order to minimize the risk exposure.
However, subsequent theoretical studies reveal that this prediction is based on restrictive assumptions about the form of the utility function (De Grauwe, 1988; Dellas and Zilberfarb, 1993) . Even under the maintained hypothesis of risk aversion, the sign of the effect becomes ambiguous once the restrictions are relaxed. As pointed out by De Grauwe (1988) , an increase in risk has both a substitution and an income effect. The substitution effect per se decreases export activities as an increase in exchange rate risk induces agents to shift from risky export activities to less risky ones. The income effect, on the other hand, induces a shift of resources into the export sector when expected utility of export revenues declines as a result of the increase in exchange rate risk. Hence, if the income effect dominates the substitution effect, exchange rate volatility will have a positive impact on export activity.
In addition, an increase in exchange rate volatility can create profit opportunity for firms if they can protect themselves from negative effects by hedging or if they have ability to adjust trade volumes to movements in the exchange rate. Franke (1991) and Sercu and Vanhull (1992) demonstrate that an increase in exchange rate volatility can increase the value of exporting firms and thus can promote exporting activities. De Grauwe (1994) shows that increase in exchange rate volatility can increase the output and thus volume of trade if the firm can adjust its output in response to price changes. Broll and Eckwert (1999) demonstrate that an international firm with huge domestic market base has the ability to benefit from exchange rate movements by reallocating their products between domestic and foreign market. Thus, higher volatility can increase the potential benefits from international trade. Moreover, from the political economy point of view, Brada and Méndez (1988) note that exchange rate movements facilitate the adjustment of the balance of payments in an event of external shocks, and thus, reduce the use of trade restrictions and capital controls to achieve the equilibrium, and this in turn encourages international trade.
In brief, the theoretical results are conditional on the assumptions about attitudes towards risk, functional forms, type of trader, presence of adjustment costs, market structure and availability of hedging opportunities. Ultimately, the relationship between exchange rate volatility and trade flows is analytically indeterminate. Thus, the direction and magnitude of the impact of exchange rate volatility on trade becomes an empirical issue.
b. Empirical evidence
Most of the earlier papers (circa 1978 to the mid-1990s) employ only cross-sectional or time-series data and the empirical evidence of these earlier studies is mixed. For example, Hooper and Kohlhagen (1978) , Bailey and Tavlas (1988), and Holly (1995) use time-series data to examine the impact of exchange rate volatility on exports of industrialised countries and find essentially no evidence of any negative effect. Cushman (1986 ), De Grauwe (1988 and Bini-Smaghi (1991) also examine samples of industrialised countries using time-series data and, in contrast, find evidence of a significant negative effect. Cross-sectional studies, such as Brada and Mendez (1988) and Frankel and Wei (1993) Rose (2000), Clark et al., (2004) and Tenreyro (2007) also employ panel data containing over 100 countries. In the benchmark result of Rose (2000) , the impact of exchange rate volatility on trade is significantly negative; increase in exchange rate volatility by one standard deviation around the mean would reduce bilateral trade by Empirical studies focusing on emerging and developing countries and using time-series data support the hypothesis of a negative impact of exchange rate volatility on trade. For instance, Arize et al. (2000; 2008) and Do nalar (2002) investigate the relationship between exports and exchange rate volatility in emerging and developing economies. However, these studies focus on the impact of real effective exchange rate volatility on total exports of a country, not on bilateral trade.
Only Chit (2008) The empirical specification adopted in the current paper aims to mitigate these drawbacks. First, a generalized gravity model, which is arguably more suitable for the context of emerging economies and their trade relationships with industrialised countries, is employed to overcome the potential misspecification problems. Second, using unit root tests, we verify the long-run relationship between exchange rate volatility and trade in order to avoid problems of spurious regression.
a. Model specification
Instead of a standard gravity model, the trade model employed in the paper is a combination of the gravity model and a long-run export demand model. In effect, our model is similar to the generalised gravity model in the spirit of Bergstrand (1989) and used by Aristotelous (2001) . The empirical model is specified as follows: Statistics. Following the same procedure as Eichengreen and Irwin (1996) and Clark, Tamirisa and Wei (2004) , we use the US GDP deflator to transform export values in current U.S. dollar into real exports (X).
Next we define the explanatory variables. Real GDP of home country (Y) and the importing country (Y*) is constructed as follows. Quarterly GDP in current local prices is transformed into constant prices by using each country's GDP deflator and then converted into a common currency (U.S. dollars).
Theoretically, the bilateral relative price variable should be the ratio of an index of export prices, for the exporting country, and an index of prices of similar goods in the importing country, expressed in the same currency. Since such a measure is not available, the relative price variable (RP) is the bilateral real exchange rate which is measured by the end-of-period nominal bilateral exchange rate, adjusted by the relative price level (CPI) of respective countries.
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In the literature there is no universal consensus with respect to the most appropriate proxy to represent volatility. Consequently, a number of studies employ multiple proxies (e.g., Kumar and Dhawan, 1999; Dell'Arricia, 1999; Clark, Tamirisa and Wei, 2004) . Similarly, we employ three measures of exchange rate volatility (VOL): the standard deviation of the first difference of the log real exchange rate, the moving average standard deviation (MASD) of the quarterly log of bilateral real exchange rate, and the conditional volatilities of the exchange rates estimated using a GARCH (General Autoregressive Conditional Heteroscedasticity) model.
A key characteristic of the first measure is that it gives large weight to extreme volatility. Since the countries being considered focus on export promotion and their domestic markets cannot absorb the entire production, their exports might not be affected by relatively small volatility. In addition, this measure will equal zero when the exchange rate follows a constant trend. If the exchange rate follows a constant trend it could be perfectly anticipated and therefore would not be a source of exchange risk. This measure is employed as a benchmark proxy for exchange rate volatility. Formally:
where e ijt is the first difference of the log quarterly exchange rate and m is the number of quarters.
The second measure (MASD) captures the movements of exchange rate uncertainty over time. The main characteristic of this measure is its ability to capture the higher persistence of real exchange rate movements in the exchange rate (Klaassen, 2004) . This measure defines exchange rate volatility as
where e ijt is the log bilateral exchange rate, and m is the order of moving average.
In both standard-deviation-based measures, the temporal window is chosen as eight quarters in order to stress the importance of medium-run uncertainty. The current volatility is calculated on the movements of exchange rate during the previous eight quarters reflecting the backward-looking nature of risk, that is, firms use past volatility to predict present risk. As part of the robustness analysis, we also employ a four-quarter window.
The third measure is based on a GARCH model following, e.g., Sauer and Bohara (2001) and Clark, Tamirisa and Wei (2004) . It allows for volatility clustering such that large variances in the past generate large variances in the future. Hence, volatility can be predicted on the basis of past values. In this model the log difference of monthly exchange rates is assumed to follow a random walk with a drift: it it it e e 1 1 0 c.
Methods of estimation
There are apparent advantages of using panel data (Baltagi, 2001) . Panel data estimation allows us to control for unobserved individual heterogeneity. If such unobservable effects are omitted and are correlated with the independent variables, OLS estimates would be biased. In addition, the use of panel data can eliminate the effects of omitted variables that are specific to individual cross-sectional units but stay constant over time (Hsiao, 1999) . This advantage is important for the current analysis since cross-country structural and policy differences may have impact on trade flows.
Because our analysis focuses on a specific set of East Asian and industrialised countries and employs data with a relatively long time dimension, the fixed-effect estimator is considered as the most appropriate method. Hsiao (1999) 
where ij α is the unobservable country-pair specific effect. In this analysis, there are 85 country-pair-specific dummy variables. These dummy variables capture the time invariant country-pair specific effects, such as cultural, economical, and institutional country-pair-specific factors that are constant over time and are not explicitly represented in the model (Dell'Arricia, 1999).
Note that the intercept is allowed to change over time in order to account for the effects of omitted variables that are specific to each time period but are the same for all country-pairs. For example, the temporal effects of technological change or oil price shocks will be captured by the time-variant intercept. In order to check the robustness of results and to control for the effect of the time-invariant explanatory variable -existence of common border and distance between two countries -the random-effects estimation technique is also employed.
Estimation results

a. Panel unit root and cointegration tests
As explained in the previous section, the time dimension of the panel data used in this study is relatively long. In order to avoid problems of spurious regression, the first step is to verify the existence of long-rung relationships among the variables. In this paper, the IPS test (Im, Pesaran, and Shin, 2003) and the Hadri LM test (Hadri, 2000) are employed to test for panel unit root and the results are presented in In contrast, the null hypothesis of Hadri's (2000) Lagrange multiplier test is that all series in the panel are stationary. The results of the Hadri LM test in Table 3 reject the null of stationarity in all series of the panel. However, these results should also be interpreted with care. Notes: The critical value at 1% significance level is -2.0. Null hypothesis is no cointegration. Column (1) shows the statistics of the model with heterogeneous intercept. Column (2) shows the statistics of the model with deterministic intercept and trend.
b. The impact of exchange rate volatility on exports
The main results of the country-pair fixed effect and random effect estimations for the period from 1982:Q1 to 2006:Q4 are presented in Table 5 . All estimation results confirm that the impact of bilateral exchange rate volatility on bilateral exports is negative and statistically significant in both fixed-effect and random-effect estimations. The finding of significant negative impact of exchange rate volatility is evident in all sample periods. The result is also robust across the different measures of exchange rate volatility. As the sample countries are not randomly drawn from some underlying population and the prediction to be made is for these particular countries, the fixed-effect estimation approach is considered to be more appropriate for the current analysis. But the results from the random-effect estimation are also presented to report the estimated coefficients of time-invariant variables -the sharing of a common border and the distance between two countries.
As discussed in the methodology section, there is no theoretically obvious optimal measure of exchange rate volatility. A common if questionable approach in the literature has been to choose the measure of volatility which provides the most significant results of the appropriate sign based on econometric model selection criteria. 5 Based on model selection criteria such as R-square, AIC (Akaike Information Criterion) and BIC (Schwarz Bayesian Information Criterion), the model based on the GARCH measure seems to be the "optimal" model of estimation.
However, it has been argued that the ARCH-based volatility measure is more suitable for high frequency data such as daily exchange rates. Data on quarterly exchange rates are collected at the end of each quarter. During two collection points exchange rate may fluctuate widely, but it may end up close to their previous quarter value at the end of the quarter. For this reason, it may not be vary precise to measure the volatility of low frequency data using GARCH. 6 Therefore, exchange rate volatility measure based on standard deviation of the first difference of the log real exchange rate over 8 quarters is considered as a suitable measure and is employed as benchmark measure of volatility. The estimation results confirm that the impact of bilateral exchange rate volatility on the exports of emerging East Asian countries is negative and statistically significant for both estimation methods although the magnitudes are different across the volatility measures. The finding of a negative impact of bilateral exchange rate volatility on exports is consistent with some previous studies which analyse different samples of Asian countries (for example, Bénassy-Quéré and Lahrèche-Révil, 2003; Baak, 2004; Chit, 2008) .
The estimation results using the benchmark volatility measure suggest that an increase in exchange rate volatility by one standard deviation (5.2 percent) around its mean would lead to a 3.5 percent reduction of the bilateral aggregate exports of the East Asian countries among themselves and to 13 industrialised countries. 7 This finding can be compared to the results of Chit (2008) who found only in the sample of ACFTA countries that an increase of one standard deviation leads to a 2.7 percent reduction in these countries' regional trade. It is interesting to point out that the impact of exchange rate volatility on exports to the world market is about 30 percent larger than the impact on intra-regional exports.
The estimated coefficients of the remaining variables are very similar across the different estimation methods and volatility measures. The coefficient of the importing country's income variable is significant and positive but markedly less than unity. It indicates that income elasticity of demand for the exports of the five East Asian countries is positive but less than one which suggests that the exports of these countries are normal, but necessity, goods. This finding is in line with the presumption underlying our model specification choice that exports from the emerging East Asian countries are predominantly inter-industry trade flows comprising raw materials and intermediate goods. Our finding can be compared to the study by Hondroyiannis et al. (2006) who found income elasticities of exports in the range of 1.6-1.7 for the G-7 countries. Bénassy-Quéré and Lahrèche-Révil (2003) who estimate the relationship between exports and exchange rate in several Asian countries found that the income elasticity of exports is around 1.1, yet the sample of their study is the combination of emerging and developed Asian economies.
The estimated coefficient of the exporting country's income, which represents the size of exporting country, is positive and significant as expected. All dummy variables are significant and show the expected sign. However, the coefficient of the relative price variable is insignificant in all estimations. A potential explanation for this finding might be that bilateral imports among the sample East Asian countries consist, to a large extent, of non-competing imports of necessity goods such as raw material and intermediate inputs, which are price-insensitive.
c. Controlling for potential endogeneity
The results from the fixed-effect estimation may not be reliable because of two problems. The first one is the potential problem of endogeneity. If the sample countries implement policies aimed at lowering bilateral exchange rate volatility in order to increase their exports, the model considered would suffer an endogeneity bias.
The inclusion of country-pair fixed-effect dummy variables could control for the potential endogeneity if the relative size of trade partners remains the same over the period considered (see Dell'Ariccia, 1999) . If this is not the case, the assumption that exchange rate volatility is exogenous to exports may not be warranted. Tenreyro (2007) points out that the potential endogeneity is one of the main problems that cast doubt on the findings of previous empirical studies. In order to control for this possibility, the instrumental variable (IV) approach is employed. Following Frankel and Wei (1993) and Clark et al. (2004) , the volatility in the relative money supply is used as an instrumental variable. The rationale of using the standard deviation of the relative money supply as an instrument for the exchange rate volatility is that although relative money supplies are highly correlated with bilateral exchange rate, the monetary policies are less affected by export considerations than exchange rate policies (Frankel and Wei, 1993) .
The second potential problem is that individual effects may vary over time as a result of omitted macroeconomic shocks. If the sample countries respond differently to time-varying unobservable macroeconomic shocks, the fixed-effect panel data estimation may be subject to the problem of heteroskedasticity. Tenreyro (2007) demonstrates that when residuals are heteroskedastic, the estimated OLS coefficients will be biased. In order to control for this possibility and as a further robustness check, the Generalised Method of Moments (GMM) estimation technique is employed. Baum et al. (2003) point out that in the presence of heteroskedasticity the GMM estimator is more efficient than the simple IV estimator.
The results of the GMM-IV estimation for the benchmark model are presented in Table 6 . In order to estimate the coefficients of time invariant variables, the results of Generalised Two Stages Least Square (G2SLS) estimation are also reported.
Various diagnostic tests confirm that the volatility of relative money supply is a valid instrument for the exchange rate volatility. The Anderson-Canon test is used to check for underidentification, i.e., whether the instruments are correlated with endogenous regressors. Rejecting the null hypothesis means that the model is identified. We also perform a weak ID test suggested by Stock and Yogo (2005) to identify the problem of weak instruments. If the instruments were weak, the IV estimators would be biased. 8 We find that the Cragg-Donald F-statistic is greater than the critical value provided by Stock and Yogo (2005) . Therefore, the null hypothesis of weak instruments can be rejected. The Sargan-Hansen test is for verifying overidentification.
The joint null hypothesis is that the instruments are valid, i.e., uncorrelated with the error term, and that the instruments are correctly excluded from the estimated equation. Applying the test we were not able to reject the joint null hypothesis. The results of the GMM-IV estimation show that all coefficients still have the right sign and are significant at 1 percent level, except the relative price variable. The results are qualitatively and quantitatively similar to our main results. Note that the coefficient of exchange rate volatility variable is considerably larger than previous estimates. 9 The results of the GMM-IV estimation suggest that the assumption of exchange rate volatility being exogenous to exports is valid. In other words, the negative correlation between real exchange rate volatility and exports of the sample countries is not determined solely by simultaneous causality bias.
d. Competitiveness of the East Asian countries on third markets
One characteristic of the emerging East Asian economies is that although they are increasingly interdependent and attempt to promote their regional cooperation, they compete against each other in world markets. The study of Roland-Holst and Weiss (2004) provides strong evidence that the main ASEAN countries have been exposed to increasing competition from China. Eichengreen et al. (2007) also find that the growth of Chinese exports led to slow-down in the exports of other Asian countries, especially for consumer goods. In this section we examine the effect of relative competitiveness on the exports of emerging East Asian countries.
We construct an appropriate variable that represents the competitiveness of each East Asian country relative to other countries from the sample. The level of competitiveness of an exporting country relative to other countries is computed as the ratio of the bilateral real exchange rate between the exporting country and the importing country, ijt E , and the real effective exchange rate of the sample countries, Sjt RE , which is weighted by the export share of sample countries to the importing 9 Clark et al. (2004) also report larger coefficients when using IV estimation. 
where ijt Comp represents the level of competitiveness of the exporting country against the rest of the sample countries to a destination market.
The estimation results presented in Table 7 show that an increase in the competitiveness of an emerging East Asian country against others has positive impact on its exports to a destination market, but the magnitude of the impact is very small relative to the negative impact of exchange rate volatility. Our estimation results suggest that the impact of a favourable exchange rate, relative to other regional competitors, on exports is inconsequential. This reinforces the views of Adams et al. (2006) and Roland-Holst and Weiss (2004) who find that there is no monocausal explanation for the export performance of East Asia and the favourable exchange rate is only one factor. It also depends on other factors such as specialization, technology sophistication and consumer preferences.
We also tested for the impact of the 1997 financial crisis on exports of the sample countries. During the crisis period, East Asian countries experienced a rapid fall in their currencies value against the U.S. dollar. For example, between June 1997
and September 1998, Indonesia's currency depreciated 77.7 percent in nominal terms and 56.3 percent in real terms. In addition, the extent of the changes in macroeconomic indicators -such as interest rate and stock market index -was very large and the level of macroeconomic uncertainty was very high in these countries during the crisis period. 11 However, testing for the impact of the 1997 financial crisis by including a dummy variable, we find its coefficient insignificant (regression results are not reported). This result seems to suggest that in line with theory all potential adverse effects on exports, due to additional macroeconomic uncertainty during the crisis, are adequately captured by the volatility variable. 
Conclusion
In this paper we examine the impact of bilateral real exchange rate volatility on real exports of five emerging East Asian countries among themselves as well as to 13 industrialised countries. Panel unit-root and cointegration tests are used to verify the long-run relationship among the variables. The results provide evidence that exchange rate volatility has a negative impact on the exports of emerging East Asian countries.
These results are robust across different estimation techniques and seemingly do not depend on the variable chosen to proxy exchange rate uncertainty.
The problems of a possible simultaneity bias and heteroskedasticity are addressed by employing GMM-IV estimation technique. The results of the GMM-IV estimation also confirm the negative impact of exchange rate volatility on exports and suggest that this negative relationship is not driven by simultaneous causality bias.
The impact of the level of competitiveness among the sample countries is also examined. The findings confirm that, for the sample countries, the increase in competitiveness of a country relative to others has positive impact on exports, but the magnitude is relatively inconsequential.
The empirical results derived in this paper are consistent with findings of studies on both developed and less developed countries suggesting that exchange-rate volatility in emerging East Asia economies has a significant negative impact on the export flows to the world market. Compared with the results of Chit (2008) who examines the effect of exchange rate volatility on the bilateral exports among the main members of ACFTA countries, the impact of exchange rate volatility on exports to the world market is about 30 percent larger than its impact on intra-regional exports.
Thus, the results of our paper suggest that sample countries should focus on stabilising their exchange rates vis-a-vis the main trading partners rather than solely pursuing regional monetary and exchange rate policy cooperation, at least in the short run.
