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MULTIPARAMETER WEYL ALGEBRAS
GEORGIA BENKART
Abstract. We introduce a family of unital associative algebras Ar,s(n) which are
multiparameter analogues of the Weyl algebras and determine the simple weight
modules and the Whittaker modules for Ar,s(n). All these modules can be re-
garded as spaces of (Laurent) polynomials with certain Ar,s(n)-actions on them.
This paper was written in February 2008 and some copies of it were distributed,
but it has never been posted or published. We thank Bryan Bischof and Jason
Gaddis for their interest in the work and for encouraging us to make the paper
more widely available. The references in this posted version have been updated,
and some cosmetic changes made; in particular, some typos have been corrected.
The investigations have been generalized by V. Futorny and J. Hartwig to the
context of multiparameter twisted Weyl algebras (see Journal of Algebra 357
(2012), 69-93).
1. Introduction
Let r = (r1, . . . , rn) and s = (s1, . . . , sn) be n-tuples of nonzero scalars in a
field K. We introduce a family of unital associative K-algebras Ar,s(n) which are
multiparameter analogues of the Weyl algebras. Specializing all the ri to equal q
and all the si to equal q
−1 and factoring out by a certain ideal gives Hayashi’s q-
analogues of the Weyl algebras (see [H]). Our algebras have connections with the
generalized Weyl algebras in ([B1], [B2], [J]) and with the down-up algebras in [BR],
and they have a natural action on the polynomial algebra in n variables. We define
Verma modules for the algebras Ar,s(n) and show that the polynomial algebra is a
Verma module. We give a complete description of all the simple weight modules for
Ar,s(n) when K is algebraically closed and the only pair (p, q) ∈ Z
2 such that rpi = s
q
i
is (0, 0) for each i. In the final section, we determine the Whittaker modules for
Ar,s(n). All these modules can be regarded as spaces of (Laurent) polynomials with
certain Ar,s(n)-actions on them.
Assume r = (r1, . . . , rn) and s = (s1, . . . , sn) are n-tuples of nonzero scalars in a
field K such that (ris
−1
i )
2 6= 1 for each i. Let Ar,s(n) be the unital associative algebra
over the field K generated by elements ρi, ρ
−1
i , σi, σ
−1
i , xi, yi, i = 1, . . . , n, subject to
the following relations:
(R1) The ρ±1i , σ
±1
j all commute with one another and ρiρ
−1
i = σiσ
−1
i = 1;
(R2) ρixj = r
δi,j
i xjρi ρiyj = r
−δi,j
i yjρi 1 ≤ i, j ≤ n;
(R3) σixj = s
δi,j
i xjσi σiyj = s
−δi,j
i yjσi 1 ≤ i, j ≤ n;
(R4) xixj = xjxi, yiyj = yjyi, 1 ≤ i, j ≤ n;
yixj = xjyi, 1 ≤ i 6= j ≤ n;
1
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(R5) yixi − r
2
i xiyi = σ
2
i and yixi − s
2
ixiyi = ρ
2
i , 1 ≤ i ≤ n,
or equivalently
(R5’) yixi =
r2i ρ
2
i − s
2
iσ
2
i
r2i − s
2
i
and xiyi =
ρ2i − σ
2
i
r2i − s
2
i
1 ≤ i ≤ n.
When ri = q and si = q
−1 for all i, we may quotient by the ideal generated by the
elements ρiσi − 1, i = 1, . . . , n, to obtain Hayashi’s algebra A
−
q (n). (The generators
ρi, σi, xi, yi are identified with Hayashi’s ωi, ω
−1
i , ψ
†
i , ψi, respectively.)
The elements ρi, σi act as automorphisms on Ar,s(n) by conjugation. These au-
tomorphisms fix the elements ρj, σj for all j and the elements xj , yj for j 6= i.
Moreover,
ρixiρ
−1
i = rixi ρiyiρ
−1
i = r
−1
i yi,(1.1)
σixiσ
−1
i = sixi σiyiσ
−1
i = s
−1
i yi.(1.2)
Thus ρpi σ
−q
i is the identity automorphism for some p, q ∈ Z if and only if r
p
i = s
q
i .
Assumption 1.3. Henceforth we assume that for each i = 1, . . . , n, the only pair
(p, q) ∈ Z2 such that rpi = s
q
i is the pair (0, 0).
Under this assumption, we may identify the elements ρi, σi with the automor-
phisms they determine.
2. Connections with generalized Weyl algebras
A generalized Weyl algebra D(φ, t) of degree n is constructed from a commutative
algebra D over K, an n-tuple φ = (φ1, . . . , φn) of commuting automorphisms of D,
and an n-tuple t = (t1, . . . , tn) of nonzero elements ti ∈ D. Then D(φ, t) is the unital
associative algebra generated over D by 2n elements, Xi, Yi, i = 1, . . . , n, subject to
the relations
(W1) YiXi = ti, XiYi = φi(ti),
(W2) Xid = φi(d)Xi, Yid = φ
−1
i (d)Yi, for all d ∈ D,
(W3) XiXj = XjXi, YiYj = YjYi, (1 ≤ i, j ≤ n),
(W4) XiYj = YjXi, (1 ≤ i 6= j ≤ n).
When D = D1×D2× · · ·×Dn, ti ∈ Di, and φi is an automorphism of Di extended
to D by having φi act as the identity automorphism on Dj for j 6= i, the algebra
D(φ, t) is isomorphic to the tensor product (over K) of n degree one generalized Weyl
algebras, D1(φ1, t1)⊗ · · · ⊗ Dn(φn, tn), where Di(φi, ti) has generators Xi, Yi.
The multiparameter Weyl algebra Ar,s(n) can be realized as a degree n generalized
Weyl algebra. For this construction, let Di be the subalgebra of Ar,s(n) generated
by the elements ρi, ρ
−1
i , σi, σ
−1
i . Thus, Di is isomorphic to K[ρ
±1
i , σ
±1
i ]. Set D =
D1 × D2 × · · · × Dn. Let φi be the automorphism of D given by
(2.1) φi(ρj) = r
−δi,j
i ρj φi(σi) = s
−δi,j
i σi.
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Now set
(2.2) ti =
r2i ρ
2
i − s
2
iσ
2
i
r2i − s
2
i
, Xi = xi, Yi = yi,
and observe that
YiXi = ti, and XiYi =
ρ2i − σ
2
i
r2i − s
2
i
= φi(ti)
are just the relations in (R5)’. The relations in (R1) and (R4) are apparent. The
identities in (R2) and (R3) are equivalent to the statements Yjd = φ
−1
j (d)Yj , Xjd =
φj(d)Xj with d = ρi and σi. Therefore, there is a surjectionWn := D(φ, t)→ Ar,s(n).
But since Ar,s(n) has a presentation by (R1)-(R5), there is a surjection Ar,s(n)→Wn.
Since that map is the inverse of the other one, these algebras are isomorphic.
Bavula [B1, Prop. 7] has shown that a generalized Weyl algebra D(φ, t) is left and
right Noetherian if D is Noetherian, and it is a domain if D is a domain. Since D
is commutative and finitely generated, it is Noetherian (see [GW, Prop. 1.2]), hence
so are Wn and Ar,s(n). By Assumption 1.3, D is a domain since it can be identified
with the Laurent polynomial algebra K[ρ±1i , σ
±1
i | i = 1, . . . , n]; hence Ar,s(n) is a
domain also. In summary, we have
Proposition 2.3. When the parameters ri, si satisfy Assumption 1.3, the multipa-
rameter Weyl algebra Ar,s(n) is isomorphic to the degree n generalized Weyl algebra
Wn = D(φ, t), where D is the K-algebra generated by the elements ρi, ρ
−1
i , σi, σ
−1
i ,
i = 1, . . . , n, subject to the relations in (R1), φi is as in (2.1) for each i; and the
elements ti are as in (2.2). Thus, Ar,s(n) is a left and right Noetherian domain.
Theorem 2.4. Under Assumption 1.3, Ar,s(n) is a simple algebra.
Proof. We will invoke a result of Jordan [J, Thm. 6.1] which provides a criterion for
the simplicity of a degree one generalized Weyl algebra D(ϕ, τ). Such an algebra
D(ϕ, τ) is simple if (i) D is a commutative Noetherian ring; (ii) ϕ has infinite order;
(iii) τ is regular; (iv) D has no ϕ-invariant ideals except 0 and D; and (v) for all
positive integers m, τD+ ϕm(τ)D = D.
In applying this result, we will take D to be one of the algebras Di and will omit the
subscript i. Thus, we will supposeD is generated by ρ±1 and σ±1. Let φ be as in (2.1),
and t be as in (2.2). The assumptions of Theorem 2.4 imply that D = K[ρ±1, σ±1]
is a commutative, Noetherian domain, which gives (i) and (iii). Moreover, since r
and s are not roots of unity, we have (ii). Assume J is a φ-invariant ideal of D.
Let v =
∑
k,ℓ ck,ℓρ
kσℓ be a nonzero element of J with a minimal number of nonzero
summands. Clearly, if there is only one such summand, then 1 ∈ J and J = D, so we
may assume there are at least two nonzero summands. Let (k′, ℓ′) be a pair such that
ck′,ℓ′ 6= 0. Applying φ we have φ(v) =
∑
k,ℓ ck,ℓr
−ks−ℓρkσℓ. But then rk
′
sℓ
′
φ(v) − v
has fewer summands. It is nonzero since rk
′−ksℓ
′−ℓ 6= 1 whenever (k, ℓ) 6= (k′, ℓ′).
This shows that a minimal sum must have only one term and J = D. Therefore, D
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has no non-trivial φ-invariant ideals. Finally, for (v) note that
t(r2 − s2)r−2mσ−2 − φm(t)(r2 − s2)σ−2
= (r2ρ2 − s2σ2)r−2mσ−2 − (r2−2mρ2 − s2−2mσ2)σ−2
= s2(s−2m − r−2m) 6= 0,
so that tD + φm(t)D = D for all m. Therefore, by Jordan’s theorem, Di[φi, ti] is
simple for each i. As Ar,s(n) ∼= D1[φ1, t1]⊗ · · · ⊗ Dn[φn, tn], the result follows. 
The algebra Ar,s(n) has a natural action on the n variable polynomial algebra.
Consider n-tuples k = (k1, . . . , kn) of nonnegative integers. Let ǫi be the n-tuple with
1 in the ith position and 0 as the rest of the components. Let P(n) = K[z1, . . . , zn],
the space of polynomials with the basis consisting of the monomials,
z(k) = zk11 z
k2
2 · · · z
kn
n , k ∈ N
n,
and with the Ar,s(n)-action given by
ρiz(k) = r
ki
i z(k),(2.5)
σiz(k) = s
ki
i z(k),
xiz(k) = z(k + ǫi),
yiz(k) = [ki]z(k − ǫi),
where
(2.6) [k] =
r2ki − s
2k
i
r2i − s
2
i
.
Under Assumption 1.3, P(n) is a simple module for Ar,s(n). Indeed, the vectors
z(k) are common eigenvectors for the ρi and σi, and each z(k) determines a one-
dimensional eigenspace. Any nonzero submodule must contain one of the vectors
z(k), and then applying (2.5), we see it must contain all such basis vectors.
3. Connections with down-up algebras
Down-up algebras were introduced in ([BR], [Be]) as generalizations of the algebra
generated by the down and up operators on a partially ordered set. They are unital
associative K-algebras A(α, β, γ) with generators d, u which satisfy the relations
d2u = αdud+ βud2 + γd
du2 = αudu+ βu2d+ γu,
where α, β, γ are fixed scalars from K. These algebras exhibit many beautiful prop-
erties. For example, they have a Poincare´-Birkhoff-Witt type basis,
{ui(du)jdk | i, j, k ∈ N},
and Gelfand-Kirillov dimension 3 (see [BR] and [Be]). They are left and right Noe-
therian domains if and only if β 6= 0. In that case, they can be realized as generalized
Weyl algebras of degree one [KMP] or as certain hyperbolic rings [Ku]. Also when
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β 6= 0, they have Krull dimension 2 if and only if char(K) = 0, γ 6= 0 and α+ β = 1.
Otherwise the Krull dimension is 3 (see [BL]).
In the algebra Ar,s(n), multiplying the equations in (R5)’ by yi and xi on the left
and right and using (R2) shows that the following relations hold for each i:
y2i xi = (r
2
i + s
2
i )yixiyi − r
2
i s
2
ixiy
2
i(3.1)
yix
2
i = (r
2
i + s
2
i )xiyixi − r
2
i s
2
i yix
2
i .
Thus, the elements xi and yi satisfy the defining relations of the down-up algebra
A(r2i + s
2
i ,−r
2
i s
2
i , 0).
4. Connections with multiparameter quantum groups
We assume here that ( , ) is a Z-bilinear form on Zn relative to which the ǫi’s are
orthonormal. We adopt the notation that αi = ǫi− ǫi+1 for 1 ≤ i < n. We introduce
a family of algebras which generalize Takeuchi’s two-parameter quantum groups (see
[T] and [BW]).
As before let r and s be n-tuples of nonzero scalars. The unital associative K-
algebra Ur,s(sln) is the algebra generated by ei, fi, ω
±1
i (ω
′
i)
±1, 1 ≤ i < n, subject to
the following relations:
(U1) The ω±1i , (ω
′
j)
±1 all commute with one another and
ωiω
−1
i = ω
′
i(ω
′
i)
−1 = 1;
(U2) ωiej = r
(ǫi,αj)
i s
(ǫi+1,αj)
i+1 ejωi,
ωifj = r
−(ǫi,αj)
i s
−(ǫi+1,αj)
i+1 fjωi;
(U3) ω′iej = r
(ǫi+1,αj)
i+1 s
(ǫi,αj)
i ejω
′
i,
ω′ifj = r
−(ǫi+1,αj)
i+1 s
−(ǫi,αj)
i ejω
′
i;
(U4) [ei, fj] = δi,j
ω2i − (ω
′
i)
2
r2i − s
2
i
;
(U5) [ei, [ei, ei+1]r2i+1
]s2i+1
= 0 [[ei, ei+1]r2i+1
, ei+1]s2i+1
= 0;
(U6) [fi, [fi, fi+1]r−2i+1
]
s−2i+1
= 0 [[fi, fi+1]r−2i+1
, fi+1]s−2i+1
= 0,
for all 1 ≤ i, j < n, with the convention that [x, y]q = xy − qyx.
Remark 4.1. Takeuchi’s algebras are just the case that ri = r and si = s for all
i. When ri = q and si = q
−1 for all i, then after factoring out the ideal generated
by the elements ω′i − ω
−1
i , the resulting algebra is isomorphic to Uq(sln). In [T] and
[BW], relation (U4) reads
[ei, fj ] = δi,j
ωi − ω
′
i,
r − s
,
and the subscripts in (U5) and (U6) are r and s rather than what is above. This
difference is minor - it amounts to replacing r, s in those papers by r2, s2 and then
choosing the bilinear form so that (ǫi, ǫj) = δi,j/2.
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There exists an algebra homomorphism Ur,s(sln)→ Ar,s(n) given by
ωi 7→ ρiσi+1,(4.2)
ω′i 7→ ρi+1σi.
ei 7→ yi+1xi,
fi 7→ yixi+1,
Verifying this is straightforward. We present the argument only for (U5):
[ei, [ei, ei+1]r2i+1
]s2i+1
7→
yi+2x
2
i
(
y2i+1xi+1 − (r
2
i+1 + s
2
i+1)yi+1xi+1yi+1 + r
2
i+1s
2
i+1xi+1y
2
i+1
)
= 0.
The rest of the calculations for (U5) and (U6) are virtually identical to these and
just involve the down-up relations or the variations on them obtained by multiplying
through by r−2i+1s
−2
i+1.
4.3. Weight modules for Ur,s(sln)
Let M be a module for Ur,s(sln). A weight (η, ϑ) of M consists of two tuples
η = (η1, . . . , ηn) and ϑ = (ϑ1, . . . , ϑn) in K
n−1 such that
M(η,ϑ) = {v ∈ M | ωiv = ηiv, ω
′
iv = ϑiv for all i} 6= 0.
M is a weight module if M =
⊕
(η,ϑ) M(η,ϑ).
When we regard the polynomial algebra P(n) as a module for Ur,s(sln) using the
homomorphism in (4.2), we obtain:
ωiz(k) = r
ki
i s
ki+1
i+1 z(k),(4.4)
ω′iz(k) = r
ki+1
i+1 s
ki
i z(k).
eiz(k) = [ki+1]z(k + ǫi − ǫi+1),
fiz(k) = [ki]z(k + ǫi+1 − ǫi),
From this we can see that P(n) is a weight module, as each monomial z(k) is a weight
vector. The weights are all distinct by Assumption 1.3.
The monomials z(k) such that
∑
i ki = m form a Ur,s(sln)-submodule P(n)m and
P(n) =
⊕∞
m=0 P(n)m. The module P(n)m is simple for each m. To see this, note
that any nonzero Ur,s(sln)-submodule Q of P(n)m will decompose into weight spaces.
Hence Q must contain some z(k). Since [ℓ] 6= 0 for ℓ > 0, we can apply the operators
ei and fi to show that any monomial of degree m belongs Q. The vector z(mǫ1) is
annihilated by all the ei. Thus, since it is a weight vector and generates P(n)m, it is
a highest weight vector for that module.
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5. Verma modules
Assume λ = (λ1, . . . , λn) is a fixed n-tuple of elements of K. Let Ω be the group of
automorphisms of Ar,s(n) generated by the elements ρ
±1
i , σ
±1
i , i = 1, . . . , n. Suppose
ζ : Ω → {±1} is a group homomorphism. Let V(λ, ζ) be the K-vector space having
basis {v(k) | k ∈ Nn} and having the following Ar,s(n)-module action:
ρiv(k) = r
ki
i λiζiv(k),(5.1)
σiv(k) = s
ki
i λiζ
′
iv(k),
xiv(k) = v(k + ǫi),
yiv(k) = [ki]λ
2
i v(k − ǫi),
where ζi = ζ(ρi) and ζ
′
i = ζ(σi). Our convention is that v(ℓ) = 0 whenever ℓ 6∈ N
n.
One special case is where λ = 1, the tuple of all 1’s, and ζ(ρi) = 1 = ζ(σi) for all
i. In this case, V(λ, ζ) = P(n).
To show that V(λ, ζ) is a module for Ar,s(n), we need to verify that the relations
(R1)-(R4) and (R5)’ hold. These routine calculations are omitted.
6. Weight modules for Ar,s(n)
In this section we use the realization of Ar,s(n) as a generalized Weyl algebra A =
D(φ, t) to determine the simple weight modules of Ar,s(n). Thus, D = K[ρ
±1
i , σ
±1
i |
i = 1, . . . , n], ti =
r2i ρ
2
i − s
2
iσ
2
i
r2i − s
2
i
, and φi is the automorphism of D given by φi(ρj) =
r
−δi,j
i ρj and φi(σj) = s
−δi,j
i σj for i = 1, . . . , n. We set Xi = xi and Yi = yi for each i
and assume that the relations (W1)-(W4) hold in A = D(φ, t) for these choices. Let
Φ denote the group generated by the automorphisms φi.
Let maxD denote the set of maximal ideals of D. A module for D(φ, t) is said to
be a weight module if V =
⊕
m Vm where Vm = {v ∈ V | mv = 0}. The maximal ideal
m is a weight of V if Vm 6= 0. The support supp(V) is the set of weights of V. It is
easy to verify that Xi.Vm ⊆ Vφi(m) and Yi.Vm ⊆ Vφ−1i (m)
. Thus, each weight module
V can be decomposed into a direct sum of A-submodules:
V =
⊕
O
VO, VO =
⊕
m∈O
Vm,
where O runs over the Φ-orbits of maxD. Consequently, the category W(A) of weight
modules for A decomposes into a direct sum of full subcategories corresponding to
the orbits of Φ. In particular, an indecomposable weight module must have weights
belonging to a single orbit O. Let WO(A) denote the subcategory of weight modules
for A whose support lies in the orbit O. Our aim is to show that WO(A) is equivalent
to a certain category CO. We then use results developed in [BBF] and [DGO] to give
an explicit realization of the simple modules in WO(A).
Henceforth we will assume K is an algebraically closed field.
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Our assumption on the field implies that each maximal ideal m of D has the form
m = 〈ρi − µi, σi − νi | i = 1, . . . , n〉 for nonzero scalars µi, νi ∈ K.
6.1. The category CO
Observe that if τ ∈ Φ and τ(m) = m for m = 〈ρi−µi, σi−νi | i = 1, . . . , n〉 ∈ maxD,
then τ = 1. Indeed, if τ = φk11 · · ·φ
kn
n , then τ(ρi − µi) = r
−ki
i ρi − µi ∈ m, hence
ρi − r
ki
i µi ∈ m, implying that r
ki
i µi = µi. But since µi 6= 0 and ri is not a root of
unity, it must be that ki = 0 for each i. Thus, τ = 1. This says, in the language of
[BvO] and [BBF], that every orbit O is linear.
When tj belongs to the maximal ideal m = 〈ρi − µi, σi − νi | i = 1, . . . , n〉, we say
that m has a break at j. Now
tj =
r2jρ
2
j − s
2
jσ
2
j
r2j − s
2
j
∈ m ⇐⇒ r2jρ
2
j − s
2
jσ
2
j ∈ m(6.2)
⇐⇒ r2jµ
2
j − s
2
jν
2
j = 0
⇐⇒ νj = ±rjs
−1
j µj .
Assume that the maximal ideal m = 〈ρi−µi, σi− νi | i = 1, . . . , n〉 has the largest
number of breaks among all the maximal ideals in the orbit O. Suppose that the
breaks occur at the values in the set J = {j1, . . . , jq}. (Possibly J is empty.) Thus,
from the above computation, we know that j ∈ J if and only if νj = ±rjs
−1
j µj . Now
assume that k ∈ {1, . . . , n} \ J and that some
φp11 . . . φ
pn
n (m) = 〈ρi − r
pi
i µi, σi − s
pi
i νi | i = 1 . . . n〉
has a break at k. Then spkk νk = ±rks
−1
k r
pk
k µk, or νk = ±(rks
−1
k )
pk+1µk. But then
the maximal ideal
φpkk (m) = 〈ρi − µi, σi − νi (i 6= k), ρk − r
pk
k µk, σk − s
pk
k νk〉
has more breaks than m. This contradiction shows that for the maximal ideals in
the orbit O, there are no breaks outside of the set J . Thus, in the terminology of
[BBF], the maximal ideal m is a maximal break with respect to the set J . The set J
contains the set of breaks of every element in O.
Now with m = 〈ρi − µi, σi − νi | i = 1 . . . n〉 in O having the largest number of
breaks, observe that for any n ∈ O, there exists an automorphism in Φ sending m to
n, and that automorphism is unique by our assumptions on the parameters ri and
si, so we denote it φn. Note also that φiφn = φφi(n).
For each φn, we have an induced isomorphism D/m→ D/n, which we again denote
φn, given by φn(d+m) = φn(d)+n. Let φ
−1
n : D/n→ D/m be the inverse isomorphism.
Definition 6.3. The category CO is the K-category whose objects are the maximal
ideals in O generated over K by the set of morphisms {Xn,i, Yn,i | n ∈ O, 1 ≤ i ≤ n},
MULTIPARAMETER WEYL ALGEBRAS 9
where Xn,i : n→ φi(n) and Yn,i : φi(n)→ n, subject to the relations:
Xn,iλ = λXn,i, Yn,iλ = λYn,i,(6.4)
Yn,iXn,i = φ
−1
n (ti)1n, where ti = ti + n,
Xn,iYn,i = φ
−1
n (ti)1φi(n),
for each λ ∈ K, n ∈ O, and 1 ≤ i ≤ n.
Let CO-mod be the category of K-linear additive functors M : CO → K-mod into
the category of K-vector spaces. Thus, M(n) is a K-vector space for each n ∈ maxD,
and M(a)u ∈ M(p) for all morphisms a ∈ CO(n, p) and all u ∈ M(n). To make the
action appear more module-like, we write au rather than M(a)u.
Proposition 6.5. Let A = Ar,s(n) = D(φ, t), and let O be an orbit of maxD. Then
WO(A) ∼= CO-mod.
Proof. The proof is similar to that of Proposition 2.2 in [DGO]. Compare also the
proof of Proposition 3.4 of [BBF]. We assume m is the designated maximal ideal of
O having the largest number of breaks. We implicitly identify K with D/m in the
following. Let V =
⊕
n∈O Vn belong to WO(A). For each n ∈ O, set MV(n) = Vn.
Using the isomorphism φn : D/m → D/n, we can view MV(n) as a (D/m)-vector
space via dv := φn(d)v, (d = d + m). For v ∈ MV(n) and w ∈ MV(φi(n)), we
define Xn,iv := Xiv ∈ MV(φi(n)) and Yn,iw := Yiw ∈ MV(n). Then for d ∈ D/m,
we have Xn,idv = Xiφn(d)v = φi(φn(d))Xiv = dXn,iv, and Yn,idw = dYn,iw. We
also have Yn,iXn,iv = YiXiv = tiv = (ti + n)v = φ
−1
n (ti)v for ti = ti + n, and
Xn,iYn,iw = XiYiw = φi(ti)w =
(
φi(ti) + φi(n)
)
w = φ−1
φi(n)
(φi(ti))w = φ
−1
n (ti)w.
Hence, MV (MV : CO → (D/m)-mod) is a CO-module, and we have the functor
(6.6) F : WO(A)→ CO-mod, V 7→ MV.
Conversely, for each M ∈ CO-mod, let VM :=
⊕
n∈O M(n) with the action of A on
VM specified by dv := φ
−1
n (d)v, d = d+ n ∈ D/n, Xiv := Xn,iv, and Yiv := Yφ−1i (n),i
v
for v ∈ M(n). Then VM =
⊕
n∈O(VM)n ∈WO(A), where (VM)n = M(n). Thus,
(6.7) F′ : CO-mod→WO(A), M 7→ VM,
is a functor which is inverse to F. 
6.8. We introduce an equivalence relation ∼ on the set of maximal ideals in maxD.
This relation is the transitive extension of the relation specified by the following
conditions: n ∼ n; n ∼ p implies p ∼ n; and n ∼ φi(n) if and only if ti 6∈ n.
Lemma 6.9. Assume n and p belong to O. Then n ∼ p if and only if n and p are
isomorphic in CO.
Proof. We assume m is the designated maximal ideal of O having the largest number
of breaks. For n ∈ O, let φn denote the unique element of the group Φ such that
φn(m) = n.
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(=⇒) It suffices to consider the case that n ∼ φi(n). Then ti 6∈ n so that ti + n 6= 0,
and since φ−1n : D/n→ D/m is an isomorphism, φ
−1
n (ti+n) 6= 0. It follows from (6.4)
that Xn,i and Yn,i are invertible in CO. Hence n and φi(n) are isomorphic in CO.
(⇐=) Assume now that n and φi(n) are isomorphic in CO. Then it follows from the
definition of the morphisms in CO that
CO(n, φi(n)) = CO(φi(n), φi(n))Xn,i = Xn,iCO(n, n) and
CO(φi(n), n) = CO(n, n)Yn,i = Yn,iCO(φi(n), φi(n))
for 1 ≤ i ≤ n. Hence Xn,i and Yn,i are isomorphisms. If ti ∈ n, then φ
−1
n (ti + n) =
0 ∈ D/m and Yn,iXn,i = φ
−1
n (ti + n)1n = 0, a contradiction. Thus, ti 6∈ n and
n ∼ φi(n). 
6.10. A skeleton of CO
A category C is said to be basic if
• all its objects are pairwise nonisomorphic;
• for each object α, there are no nontrivial idempotents in C(α,α).
A full subcategory S is a skeleton of a category C if it is basic, and each object
α ∈ obC is isomorphic to a direct summand of a (finite) direct sum of some objects of
S. The natural inclusion functor I : S→ C of a skeleton S into C is an equivalence of
categories. By this functor, C becomes a C−S-bimodule in an obvious way. Tensoring
this bimodule over S furnishes equivalences S-mod→ C-mod. This is a reformulation
of Morita equivalence in the categorical context.
Next we identify a skeleton for each category CO. As above, let m be the designated
maximal ideal with the largest number of breaks in the orbit O. If the set J of
breaks for m is empty, set BO = {m}. If J = {j1, . . . , jq} is nonempty, then let
BO = {φ
α(m) := φα1j1 · · ·φ
αq
jq
(m) | αj ∈ {0, 1} for all j ∈ J}. For each maximal ideal
φα(m) in BO, define
(6.11) Oα =

φk11 · · ·φknn φα(m)
∣∣∣∣∣ kj ∈


Z if j ∈ Jc,
Z≤0 if j ∈ J and αj = 0,
Z≥0 if j ∈ J and αj = 1.


Remark 6.12. For φα(m) ∈ BO, the equivalence class of φ
α(m) is exactly Oα, and
O is the disjoint union of the sets Oα, α ∈ {0, 1}
|J |.
Proposition 6.13. The full subcategory SO of CO with obSO = BO is a skeleton of
the category CO.
Proof. Assume m is the designated maximal ideal in O, and the corresponding set
of breaks is J = {j1, . . . , jq} (which may be empty). If J 6= ∅, then φ
α(m) =
φα1j1 · · · φ
αq
jq
(m) has breaks at {jk | αk = 0}. Thus, these objects are pairwise noniso-
morphic. Moreover, if n = φℓ11 · · ·φ
ℓn
n (m) ∈ O, then by Lemma 6.9, n is isomorphic
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to φα1j1 · · ·φ
αq
jq
(m) ∈ BO such that αj = 1 whenever j ∈ J and ℓj ≥ 1, and αj = 0
otherwise. If J = ∅ and BO = {m}, then every element of O is isomorphic to m by
the lemma. Consequently, in both cases BO is a skeleton of CO. 
6.14. A quiver description of the skeleton
For a field K and an arbitrary subset J of positive integers, we define the category
A = A(K, J) as the K-linear category with the set of objects obA := {0, 1}|J | gen-
erated (over K) by the set of morphisms A1 := {aα,j , bα,j | α ∈ obA, j ∈ J}, where
aα,j : α→ β and bα,j : β → α are such that βk = αk for all k 6= j, αj = 0 and βj = 1,
subject to the relations:
• aα,jbα,j = bα,jaα,j = 0 for each aα,j, bα,j ∈ A1;
• uα,jvβ,k − vγ,kuδ,j = 0 for all k 6= j and all possible u, v ∈ {a, b}, α, β, γ, δ ∈
obA, for which the last equality makes sense.
When J is empty, let A (K, ∅) be the category with a unique object, say ω, and with
morphism set K1ω.
The K-algebra corresponding to the category A(K, J) above consists of finite K-
linear combinations of morphisms in the category, and the product is simply compo-
sition of morphisms whenever it is defined and is 0 otherwise. It has a unit element.
We adopt the same notation A(K, J) for the algebra, as it will be evident from
the context which one is meant. When J is nonempty, say J = {j1, · · · , jq}, then
A(K, J) ∼= A(K, {j1}) ⊗ · · · ⊗ A(K, {jq}). It is easy to see that algebra A(K, {j}) is
isomorphic to the algebra Q1 := KQ1/R corresponding to the following quiver and
relations:
Q1 :
a
b
1
2
ab = ba = 0.◦ ◦✲✛
As Q1 is generated over K by 11, 12, a, b, modulo the relations ab = ba = 0, it has
dimension 4. (Here and throughout the paper we do not list obvious relations such
as a2 = 0, 121 = 11, a11 = a, etc.)
Proposition 6.15. Let A = Ar,s(n) = D(φ, t), and assume O is an orbit in maxD
under the automorphism group Φ generated by the φi. Let m be the designated max-
imal ideal of O having the largest set of breaks. Then SO ∼= A(D/m, J), where SO is
the full subcategory of CO in Proposition 6.13 and J is the set of breaks of m.
Proof. Proposition 6.13 shows that the category SO with objects BO is a skeleton of
CO. When J is nonempty, say J = {j1, . . . , jq}, define the functor G : A(D/m, J)→
SO as follows:
(6.16) G(α) = φα(m) G(aα,j) = Xφα(m),j , G(bα,j) = Yφα(m),j ,
where φα =
∏
ji∈J
φαiji . From subsection (6.1) it is easy to see that this is an iso-
morphism. Now suppose that J = ∅. Then the functor G : A(K, ∅) → SO is defined
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by
(6.17) G(ω) = m, G(1ω) = 1m.

Proposition 6.15 allows us to focus on the algebras of the form A(K, J), where J
is a subset of {1, . . . , n}. For each α ∈ obA(K, J), define a simple A(K, J)-module
Sα such that Sα(β) = δα,βK for all objects β ∈ obA(K, J), and let all morphisms
be trivial. Then the following result is clear.
Proposition 6.18. Any simple module over the algebra A = A(K, J) is isomorphic
to Sα for some object α ∈ obA(K, J).
6.19. Ar,s(n)-simple weight modules with no breaks
We apply the results of the previous subsections to determine the simple modules
in WO(A) (A = Ar,s(n) = D(φ, t)) (compare [BBF, §4]). First we assume that the
maximal ideals of O have no breaks. Recall in this case, BO = {m}, where m is the
designated maximal ideal (which could be any ideal in O).
Set
(6.20) Z(O) =
⊕
n∈O
D/n
and define a left A-module structure on Z(O) by specifying for i = 1, . . . , n and d′ ∈ D
that
d′(d+ n) = d′d+ n,(6.21)
Xi(d+ n) = φi(d) + φi(n),
Yi(d+ n) = tiφ
−1
i (d) + φ
−1
i (n).
As Z(O) is generated by 1 +m, we have that Z(O) ∼= A/Am where 1 +m 7→ 1 + Am.
We want a more explicit realization of this module, and for this we suppose that
m = 〈ρi − µi, σi − νi | i = 1, . . . , n〉 where µi, νi are nonzero scalars in K and
νi 6= ±ris
−1
i µi for any i (no breaks for m). If n ∈ O, then n = φn(m), where
φn = φ
k1
1 · · · φ
kn
n for some ki ∈ Z. Thus, n = 〈ρi − r
ki
i µi, σi − s
ki
i νi | i = 1, . . . , n〉
Let k = (k1, . . . , kn) ∈ Z
n. Here we will write Z(µ, ν) for the module Z(O), where
µ = (µ1, . . . , µn), ν = (ν1, . . . , νn) ∈ (K
×)n, and we will identify the one-dimensional
K-subspace D/n with Kz(k). Then the relations in (6.21) translate to give
ρiz(k) = r
ki
i µiz(k),(6.22)
σiz(k) = s
ki
i νiz(k),
xiz(k) = z(k + ǫi),
yiz(k) =
(
r2kii µ
2
i − s
2ki
i ν
2
i
r2i − s
2
i
)
z(k − ǫi).
Remark 6.23. The polynomial module P(n) with Ar,s(n)-action given by (2.5) is
just the simple module Z(1, 1) labeled by the n-tuples of all ones.
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Theorem 6.24. Assume K is an algebraically closed field, and let A = Ar,s(n) where
the parameters ri, si satisfy Assumption 1.3. Let µ = (µ1, . . . , µn), ν = (ν1, . . . , νn) ∈
(K×)n, where νi 6= ±ris
−1
i µi for any i. Then Z(µ, ν) =
⊕
k∈Zn Kz(k) with A-action
given by (6.22) is a simple weight module for A with weights in the Φ-orbit O deter-
mined by the maximal ideal m = 〈ρi − µi, σi − νi | i = 1, . . . , n〉. The module Z(µ, ν)
is the unique (up to isomorphism) simple A-module in the category WO(A).
6.25. Ar,s(n)-simple weight modules with breaks
Here we assume O is an orbit of maxD, and the maximal ideal m is chosen from
O to have the largest number of breaks. We suppose the breaks occur at the values
J = {j1, . . . , jq} and J 6= ∅. Recall that BO = {φ
α(m) := φα1j1 · · · φ
αq
jq
(m) | αj ∈
{0, 1} for all j ∈ J} in this case. For each maximal ideal φα(m) in BO, let
(6.26) Z(O, α) :=
⊕
n∈Oα
D/n,
where Oα is as in (6.11). One can define the structure of a left A-module on Z(O, α)
by the same formulae as in (6.21), but when the image is not in Z(O, α), the result
is 0. We have in this case Z(O, α) ∼= A/A(φα(m), Zj1 , . . . , Zjq ) where Zjk = Xjk if
αk = 0 (i.e. φ
α(m) has a break with respect to jk), and Zjk = Yjk otherwise. The
isomorphism is given by 1+φα(m) 7→ 1+A(φα(m), Zj1 , . . . , Zjq ). It follows from the
construction that Z(O, α) is a simple A-module for each such α ∈ {0, 1}|J |.
Theorem 6.27. Let K be an algebraically closed field, and let A = Ar,s(n), where the
parameters ri, si satisfy Assumption 1.3. Let µ = (µ1, . . . , µn), ν = (ν1, . . . , νn) ∈
(K×)n, where νj = ±rjs
−1
j µj if and only if j ∈ J = {j1, . . . , jq} 6= ∅. Let O be
the Φ-orbit determined by the maximal ideal m = 〈ρj − µj , σj − νj | j = 1, . . . , n〉.
Suppose α = (αj1 , . . . , αjq ) ∈ {0, 1}
|J |, and let Jα be the set of k = (k1, . . . , kn) ∈ Z
n
satisfying the following properties: if j ∈ J and αj = 1, then kj ∈ Z≥0; if j ∈ J and
αj = 0, then kj ∈ Z≤0; and if j ∈ J
c, then kj ∈ Z. Then ZJ,α(µ, ν) =
⊕
k∈Jα
Kz(k)
with A-action given by (6.22) is a simple weight module for A with weights in Oα (see
(6.11) ). The modules ZJ,α(µ, ν) for α ∈ {0, 1}
|J | are the unique (up to isomorphism)
simple A-modules in the category WO(A).
Remark 6.28. In applying the relations in (6.22) to ZJ,α(µ, ν), it is to be understood
that z(ℓ) = 0 whenever ℓ 6∈ Jα. The modules in Theorems 6.24 and 6.27 exhaust
the simple modules in WO(A), and they become weight modules for Ur,s(sln) via the
map in (4.2).
Remark 6.29. The Verma modules V(λ, ζ) of Section 5 are just the special case
when µi = λiζi and νi = λiζ
′
i for each i, where ζi = ζ(ρi) and ζ
′
i = ζ(σi). Thus
νi = ±µi for all i, and J = {1, . . . , n}. If α = (α1, . . . , αn) = 1, then J1 = N
n. Using
(6.22) and (5.1) it is easy to see that V(λ, ζ) ∼= ZJ,1(µ, ν) for these choices.
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7. Whittaker modules for Ar,s(n)
Kostant [K] introduced a class of modules for finite-dimensional complex semisim-
ple Lie algebras and called them Whittaker modules because of their connections
with Whittaker equations in number theory. In [Bl], Block showed that the sim-
ple modules for sl2 over C are either highest (or lowest) weight modules, Whittaker
modules, or modules obtained by localization.
For a generalized Weyl algebra A = D(φ, t), we say that (W, w) is a Whittaker
pair for A of type ξ = (ξi), ξi ∈ K
×, if W is an A-module such that W = Aw and
Xiw = ξiw for all i. In [BO, Thm. 3.12], isomorphism classes of Whittaker pairs of
type ξ for A were shown to be in bijection with the φ-stable ideals of D. In this final
section, we apply that result to describe the Whittaker modules for A = Ar,s(n).
We have seen that the multiparameter Weyl algebra A = Ar,s(n) has a realization
as a generalized Weyl algebra A = D(φ, t), and the proof of Theorem 2.4 shows
that there are no nontrivial φ-invariant ideals in D under Assumption 1.3. Thus,
every Whittaker module for A of type ξ must be simple. In particular, the universal
Whittaker module W(ξ) := A⊗K[X] Kwξ of type ξ constructed in [BO, Sec. 3] must
be simple. Here K[X] is the subalgebra of A generated by the Xi, i = 1, . . . , n, and
Kwξ is the K[X] module with Xiwξ = ξiwξ for all i. Since every Whittaker module
for A of type ξ is a homomorphic image of W(ξ), every Whittaker module for A of
type ξ is isomorphic to W(ξ). By [BO, Rem. 3.6], the vectors
(7.1) w(k, ℓ) :=

 n∏
i=1
ρkii
n∏
j=1
σ
ℓj
j

⊗ wξ
for k, ℓ ∈ Zn form a basis for W(ξ). The A-action is given by the following:
ρiw(k, ℓ) = w(k + ǫi, ℓ),(7.2)
σiw(k, ℓ) = w(k, ℓ+ ǫi),
Xiw(k, ℓ) = ξi
n∏
j=1
r
−kj
j s
−ℓj
j w(k, ℓ),
Yiw(k, ℓ) =
ξ−1i
n∏
j=1
r
−kj
j s
−ℓj
j
(
r2i
r2i − s
2
i
w(k + 2ǫi, ℓ)−
s2i
r2i − s
2
i
w(k, ℓ+ 2ǫi)
)
.
Theorem 7.3. When the parameters ri, si satisfy Assumption 1.3, every Whittaker
module of type ξ for the algebra A = Ar,s(n) is simple and isomorphic to the universal
Whittaker module W(ξ) = A⊗K[X] Kwξ with basis as in (7.1) and A-action given by
(7.2), where xi acts by Xi and yi by Yi for all i = 1, . . . , n.
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