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Abstract
We introduce the title process via a particular construction, and relate it to processes previ-
ously studied, in particular a process introduced by G. E. H. Reuter in 1969. We derive elemen-
tary properties and quantities of this processes: Markov property, transition rates, stationary
distribution, and the infinitesimal generator for a case not treated by Reuter.
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1 Introduction
The aim of this paper is to introduce and analyse a class of Markov processes on a countable state
space, which we will call K processes. This terminology has been used before in Fontes and Mathieu
(2008) for a subclass of the class we consider here. In comparison, we might call the processes of
the present paper K processes with weights, and the processes previously studied in that reference,
K processes with uniform weights.
Let us start with a tentative description of our process. Let S denote a countably infinite set
— our tentative state space. We want our process to do the following: when at x ∈ S, it waits an
exponential time of mean γx, and then jumps to site y ∈ S with probability proportional to λy,
where Λ := {λx, x ∈ S} is a set of weights. This would make immediate sense once we assumed
that the sum of the weights in Λ — the total weight of S — is finite.
But we make the opposite assumption, namely that the total weight of S is infinite. This is
natural in the context of scaling limits of trap models — more about those models below. Since S
is infinite, that assumption will then force a condition on the mean waiting times {γx, x ∈ S}, and
we further need to introduce an extra point in the state space.
A more precise, even if still rough description of our process is as follows. Let ∞ denote the
above mentioned extra point. Our process lives on S¯ = S ∪ {∞}. When at x ∈ S, it waits an
exponential time of mean γx and then jumps to ∞, which is an instantaneous state. Starting at ∞,
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the process enters finite sets F ∈ S with distribution proportional to {λx, x ∈ F}. We assume our
parameter set {γx, λx, x ∈ F} satisfies γx, λx > 0 for each x ∈ S and∑
x∈S
λx =∞,
∑
x∈S
λxγx <∞. (1.1)
There is a further parameter c ≥ 0 related to the size of the ∞-set of the process (i.e., the set of
times that the process spends visiting ∞). A precise definition/construction of the process will be
given in the next section.
The above mentioned connection with trap models is as follows. K processes arise as scaling
limits of those models under suitable scaling. This was established in Fontes and Mathieu (2008)
for the (symmetric) trap model on the complete graph, where the uniform weight case λx ≡ 1 was
introduced and studied. More recently, the K process with a particular set of weights was introduced
and shown to be the scaling limit of asymmetric trap models on the complete graph in Bezerra et al.
(2012). It also appears as a scaling limit of the trap model studied in Jara et al. (2012). All the K
processes showing up in this context have c = 0.
The c > 0 also has a history, albeit a different, older one. The uniform weight case corresponds
to the famous K1 example of Kolmogorov (introduced in Kolmogorov (1951)) of a process in a
countable state space with an instantaneous state. This example has prompted many studies since
its appearance, in particular Kendall and Reuter (1956), where this example was further analysed,
and Reuter (1969), where the weighted extension was introduced and analysed. These studies are
analytical ones, defined via Q-matrices. In particular, one common interest is in the derivation of
the infinitesimal generators.
What we do in this paper is to introduce the K process via a particular construction in Section 2.
We establish the Markov property in Section 4, with Section 3 dedicated to an auxiliary truncated
process. Transition rates and stationary distribution are obtained in Section 5 — these derivations
are absent in Fontes and Mathieu (2008) and Bezerra et al. (2012)). It follows from the analysis
performed in Section 5 that ours is a construction of the process analytically introduced in Reuter
(1969); as far as we know, such a construction was missing in the general weighted case. Finally, in
Section 6, we compute the infinitesimal generator in the case c = 0; the c > 0 case, a considerably
different one, was done in Reuter (1969).
We close this introduction with a word about description via Dirichlet forms. Fontes and Mathieu
(2008) take this point of view for the definition and analysis of the uniform weight K process (be-
sides also the constructive approach employed in the present paper). This is also possible in the
general weighted case, but we choose not to exploit it in the present paper.
2 Construction
The state space is a countably infinite set S¯ = S ∪ {∞}, in which ∞ is a symbol not in S. The
parameters of the K process are a family of strictly positive real numbers {γx, λx : x ∈ S} as well as
a constant c ≥ 0. We will call {γx : x ∈ S} waiting time parameters, and {λx : x ∈ S} the weights
of the process. We will impose the restrictions (1.1) to these parameters.
Remark 2.1. Note that (1.1) implies that infx∈S γx = 0.
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The probability space (Ω,F ,P) in which we will construct the K process needs to admit the
following independent random variables:
• {Nx : x ∈ S}: a family of independent Poisson processes on R+, where Nx have rate λx. We
will denote the marks of Nx by 0 < σx1 < σx2 < . . ..
• {T0} ∪ {T xn : n ∈ N, x ∈ S}: a family of i.i.d. random variables, exponential of rate 1.
Definition 2.1. Let the Clock Process be given by:
Γ(t) := Γy(t) := γyT0 +
∑
z∈S
Nz(t)∑
i=1
γzT
z
i + ct, (2.1)
for t ≥ 0 and y ∈ S¯. We adopt the convention that γ∞ = 0 and
∑0
i=1 γzT
z
i = 0.
Remark 2.2. {Γ(t) : t ≥ 0} is a.s. strictly increasing and càdlàg. It also has stationary and
independent increments. For each t > 0, Γ(t) has finite mean and its distribution is absolutely
continuous with respect to the Lebesgue measure.
Definition 2.2. The K process with initial state y ∈ S¯ is a stochastic process {Xy(t) : t ≥ 0}
defined as follows:
X(t) := Xy(t) :=

y, if t < γyT0;
x, if t ∈ ⋃∞i=1[Γy(σxi −),Γy(σxi ));
∞, otherwise.
(2.2)
Remark 2.3. This definition also makes sense when the first sum in (1.1) above is finite, but in
this case the resulting process is a Markovian pure jump process. This follows from the fact that
in this case the set of Poissonian marks {σxi : i ≥ 1, x ∈ S} is discrete (i.e., has no limit points)
almost surely.
Remark 2.4. Note that, by construction, the process started at a site y ∈ S stays there till the time
γyT0 and afterwards behaves as a copy of the K process started at ∞. That is:
Xy(t+ γyT0) = X
∞(t),
almost surely for every t ≥ 0.
Remark 2.5. It is a straightforward exercise to check that X satisfies the rough description given
in the introduction (see beginning of paragraph of (1.1)), and that c can be obtained as λx times the
expected length of the ∞-set of X between two consecutive visits to x, for any x ∈ S.
We will equip S¯ with the following metric:
d(x, y) = (γx + γy)I{x 6= y}. (2.3)
Under this metric {x} is a open set for each x ∈ S, and, roughly speaking, x is close to ∞ when γx
is small. In symbols: x→∞ if and only if γx → 0.
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Remark 2.6. One readily checks that (S¯, d) is a Polish space, not necessarily compact. The con-
tinuous functions in the topology generated by this metric are the set:
C = {f : S¯→ R : ∀ > 0∃δ > 0 s. t. |f(x)− f(∞)| <  whenever γx < δ} . (2.4)
Continuous functions in this topology are uniformly continuous.
3 Truncated processes
We will establish the Markov property for the K process in the next section. Our strategy is
to approximate it by Markov pure jump processes. In this section, we will construct these approxi-
mating processes in the same probability space as the original K process, and then prove an almost
sure convergence in Theorem 3.5 below.
Definition 3.1. For each δ > 0, let
Sδ := {x ∈ S : γx ≥ δ}, S¯δ := Sδ ∪ {∞}.
Remark 3.1. Note that the second condition in (1.1) implies that
∑
x∈Sδ λx <∞ for every δ > 0.
Proposition 3.2. The K process is almost surely càdlàg.
Proof. Using Remark 2.4, we need only show that the K process started at ∞ is càdlàg.
Following Billingsley (1999), fixing a realization of the process, T > 0 and  > 0, let us show
that there exists 0 = t0 < t1 < . . . < tN = T such that w[ti−1, ti) <  for every i = 1, . . . , N , where
w(A) = supt,s∈A d(X∞(t), X∞(s)).
Let us fix δ < /2, so the diameter of S¯ \ Sδ is at most . And take S1 < . . . < SM an ordering
of the set {σxi : x ∈ Sδ, i ≥ 1, Γ(σxi ) ≤ T}. This ordering is possible by Remark 3.1, which implies
that the latter set is almost surely finite for each finite T .
Finally let us take N = 2M + 1, t0 = 0, tN = T and for i = 1, . . . ,M : t2i−1 = Γ(Si−),
t2i = Γ(Si). If t ∈ [t2i−1, t2i), then X(t) is constant in this interval, while if t ∈ [t2i−2, t2i−1), then
X(t) ∈ S¯ \ Sδ, so the variation in this interval is at most . The same occurs in the intervals [t0, t1)
and [tN−1, tN ). The argument is complete.
Remark 3.3. By the argument in the proof of Proposition 3.2, the only candidates for discontinuity
points of the K process are {Γ(σxi ),Γ(σxi −) : i ∈ N , x ∈ S}. Since this a countable set and each such
point is an absolutely continuous random variable, then every fixed deterministic t > 0 is almost
surely a continuity point of the K process.
Definition 3.2. The truncated process at level δ > 0 with initial state y ∈ S¯δ is defined as follows:
Xδ(t) := X
y
δ (t) :=

y if t < γyT0
x if t ∈ ⋃∞i=1[Γyδ(σxi −),Γyδ(σxi ))
∞ otherwise;
(3.1)
Γδ(t) := Γ
y
δ(t) := γyT0 +
∑
z∈Sδ
Nz(t)∑
i=1
γzT
z
i + ct. (3.2)
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Remark 3.4. Since
∑
x∈Sδ λx <∞ (Remark 3.1) then the truncated process is a Markov pure jump
process described as follows:
• In the case c > 0, from a state x 6=∞, the process stays an exponential time of mean γx, after
which it jumps to ∞. There it stays a exponential time of rate 1c
∑
x∈Sδ λx and chooses a new
state y ∈ Sδ to jump to with probability proportional to λy.
• The case c = 0 is similar, except that in this case the process never visits ∞. After exiting a
state x ∈ Sδ it chooses a new state y ∈ Sδ with probability proportional to λy. Note that in
this case the truncated process never visits ∞; it is even true that X∞(0) 6=∞ a.s. .
So we can conclude that Xδ is Markovian and càdlàg.
Theorem 3.5. X∞δ (•) converges to X∞(•) a.s. in the Skorohod J1 topology as δ → 0.
Proof. Following Proposition 5.3 from Chapter 3 of Ethier and Kurtz (1986), we will prove that,
for each T > 0, exists increasing bijective and Lipschitz continuous functions λδ : [0,∞)→ [0,∞),
δ > 0, such that almost surely:
lim
δ→0
sup
0≤t≤T
d (X∞δ (t), X
∞(λδ(t))) = lim
δ→0
sup
0≤t≤T
|λδ(t)− t| = 0.
These functions may depend on the realization of the process. As the process always starts at
∞, we will stop carrying this index in our notation.
Fix a realization of the process and a T > 0 and take 0 = S0δ < S
1
δ < . . . an ordering of
{0} ∪ {σxi : x ∈ Sδ, i ≥ 1}. This is a.s. possible since
∑
x∈Sδ λx <∞.
For 0 <  < δ let us define:
Lδ := min
{
i ≥ 1 : Γ(Siδ) ≥ T
}
.
The set {σxi : x ∈ S \ Sδ, i ≥ 1} is dense, so for  sufficiently small we have that Γ(Si+1δ −) >
Γ(S
i
δ) for every i < L

δ.
For such , we define λδ : [0,∞)→ [0,∞) the following way:
λδ(t) =

Γ(Siδ) +
Γ(Si+1δ −)−Γ(Siδ)
Γ(S
i+1
δ −)−Γ(Siδ)
[
t− Γ(Siδ)
]
if Γ(Siδ) ≤ t ≤ Γ(Si+1δ −)
Γ(Si+1δ −)− Γ(Si+1δ −) + t if Γ(Si+1δ −) ≤ t ≤ Γ(Si+1δ )
Γ(S
Lδ
δ )− Γ(S
Lδ
δ ) + t if t > Γ(S
δ
Lδ
)
Note that for i = 0, . . . Lδ:
λδ(Γ(S
i
δ−)) = Γ(Siδ−), λδ(Γ(Siδ)) = Γ(Siδ),
while λδ is a linear interpolation between these points.
Since Γ(t) ≥ Γ(t) for every  > 0, we have that λδ(t) ≥ t. Using the linearity by parts and the
fact that Γ(σxi ) = Γ(σ
x
i −) + γxT xi and Γ(S
Lδ
δ ) ≥ T , we find that:
sup
0≤t≤T
|λδ(t)− t| ≤ max
0≤i≤Lδ
{Γ(Siδ)− Γ(Siδ)}.
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This quantity vanishes almost surely if δ is fixed and  → 0. So, for every δ > 0 there exists
(δ) > 0 such that:
sup
0≤t≤T
|λδ(t)− t| < δ
for every  ≤ (δ).
We can take (δ) so that it is decreasing in δ. So we can take δ() as its inverse. Since (δ) > 0∀δ,
then lim→0 δ() = 0. Thus:
sup
0≤t≤T
|λδ()(t)− t| < δ() →0−−→ 0.
By construction we have that t ∈ [Γ(Siδ−),Γ(Siδ)) if and only if λδ(t) ∈ [Γ(Siδ−),Γ(Siδ)). So, if
x ∈ Sδ, we have that X(λδ(t)) = x if and only if X(t) = x. Observing that the diameter of S¯ \ Sδ
is smaller or equal than 2δ, we conclude that:
sup
0≤t≤T
d (X(λδ(t)), X(t)) ≤ 2δ.
Making λ = λδ(), we conclude that:
sup
0≤t≤T
|λ(t)− t| →0−−→ 0, sup
0≤t≤T
d(X(λ(t)), X(t))
→0−−→ 0
Corollary 3.6. For every y ∈ S¯, T > 0 and almost every realization of the K process, there are
increasing bijective and Lipschitz continuous functions λ(y)δ : [0,∞)→ [0,∞) such that:
λ
(y)
δ (t) ≥ t,
sup
0≤t≤T
|λ(y)δ (t)− t| ≤ sup
0≤t≤T
|λ(∞)δ (t)− t|
δ→0−−−→ 0, (3.3)
sup
0≤t≤T
d(Xy(λ
(y)
δ (t)), X
y
δ (t)) ≤ sup
0≤t≤T
d(X∞(λ(y)δ (t)), X
∞
δ (t))
δ→0−−−→ 0.
Thus Xyδ converges a.s. to X
y in the Skorohod J1 topology as δ → 0 uniformly in y.
Proof. After fixing a realization and a T > 0, let us take λδ : [0,∞) → [0,∞) as in the proof of
Theorem 3.5.
Take λ(∞)δ = λδ and for y ∈ S define:
λ
(y)
δ (t) =
t, if t < γyT0γyT0 + λδ(t− γyT0), if t ≥ γyT0
Observing Remark 2.4 we conclude that this family of functions satisfies (3.3).
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4 Markov property
Definition 4.1. We will denote the semigroups of the K process and the truncated process by (Ψt)t≥0
and (Ψδt )t≥0. That is, for f : S¯→ R we define:
Ψtf(x) := E [f(Xx(t)] , Ψδtf(x) := E [f(Xxδ (t)]
Proposition 4.1. Let f : S¯ → R be a bounded continuous function, then Ψtf is also a bounded
continuous function for every t > 0.
Remark 4.2. This result establishes a property which is close to (but is not quite) a Feller property
of our semigroup. For a semigroup to be Feller, it would have to take continuous functions that
vanish at infinity into continuous functions that vanish at infinity. This may not be the case for our
process, depending on the choice of the parameters.
Proof of Proposition 4.1. Fix a t > 0. If f is bounded, then obviously Ψtf is also a bounded
function. We are left with showing that it is continuous. For that take (xn) a sequence of elements
of S¯ that converges to x ∈ S¯. We want to show that:
lim
n→∞Ψtf(xn) = Ψtf(x) (4.1)
If x 6=∞, then observing the metric (2.3) we notice that d(xn, x) ≥ γxI{xn = x}, so there must
exist an n0 such that xn = x for every n > n0. (4.1) follows immediately in this case.
If x =∞, we can write:
|Ψtf(xn)−Ψtf(x)| = |E [f(Xxn(t))− f(X∞(t))]| ≤ E |f(Xxn(t))− f(X∞(t))| .
The quantity inside the expected value is bounded (since f is bounded), so if we can show that
this quantity converges almost surely to zero then we can conclude with the dominated convergence
theorem.
Note that d(xn,∞) = γxn n→∞−−−→ 0, so for a fixed realization of the process we can take n large
enough so γxnT0 < t. In this case, using Remark 2.4, we can write:
f(Xxn(t))− f(X∞(t)) = f(X∞(t− γxnT0))− f(X∞(t)).
This quantity vanishes as n→∞ since t is a.s. a continuity point of the K process (by Remark
3.3), γxn → 0 as n→∞ and f is continuous.
Remark 4.3. One way to turn the K process into a Feller process if it does not have that property
in the above formulation, as pointed out to us by Milton Jara, is to add new sites to S other than
only ∞ as follows. For concreteness, let us suppose in this remark that S = {1, 2, . . .}. Let G be the
set of limit points of {γx : x ∈ S}. Note that 0 ∈ G by Remark 2.1. The new state space would be:
S¯ := {(x, γx) : x ∈ S} ∪ {(∞, g) : g ∈ G},
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equipped with the metric:
d((x, γx), (y, γy)) =
∣∣∣∣1x − 1y
∣∣∣∣+ |γx − γy|, (4.2)
with the convention that 1∞ = 0. This can be seen as a completion of the metric (4.2) applied to the
original space.
For a point (y, g) ∈ S¯, we (re)define our process as follows:
Γy,g(t) := gT0 +
∑
z∈S
Nz(t)∑
i=1
γzT
z
i + ct;
Xy,g :=

(y, g), if t < gT0;
(x, γx), if t ∈
⋃∞
i=1[Γ
y,g(σxi −),Γy,g(σxi ));
(∞, 0), otherwise.
The point (∞, 0) replaces ∞ in the original formulation, and the new points (∞, g) ∈ S¯, g > 0,
are states that are never visited by the K process, except when the process starts in one of them; in
this case, the process never visits any of them again after leaving that initial one of them for the
first time.
All results from this paper, suitably reformulated when necessary, hold also for this version of
the K process. Additionally, under this reformulation, the process satisfies the Feller property.
A mild complication of this approach is that S¯ could be uncountable, making the characterization
of the K process via a Q matrix, as will be done in Section 5, cumbersome. That and the heavier
notation of the new formulation led us to stick to the original definition of our process.
Lemma 4.4. For t > 0, let Vt := ∪s∈[0,t]{X(s)} be the set of the visited states up to time t. Then:
#{x ∈ Vt : γx > } <∞ (4.3)
almost surely for every  > 0 and t > 0.
Proof. Since the events considered are monotonic in  and t, then showing that (4.3) occurs with
probability 1 for any fixed  > 0 and t > 0 is enough to prove the lemma.
For fixed  > 0 and t > 0, consider the complementary event, that is:
{#{x ∈ Vt : γx > } =∞} (4.4)
In this event, for any N ∈ N fixed, there are states x1, . . . xN such that:

N∑
i=1
T xi1 <
N∑
i=1
γxiT
xi
1 < t.
So we can conclude that, if SN is a sum of N independent exponential random variables of rate
1, then the probability of (4.4) can be bounded by the probability of SN being smaller than t. The
lemma follows from the observation that SN →∞ as N →∞ with probability 1.
8
Lemma 4.5. Take f : S¯→ R a bounded continuous function, t > 0 and a set A ⊆ S¯ satisfying:
#{x ∈ A : γx > } <∞, (4.5)
for every  > 0. Under these conditions:
sup
y∈A
|Ψδtf(y)−Ψtf(y)| δ→0−−−→ 0. (4.6)
Proof. Let us first show the convergence without uniformity, that is, we will show that Ψδtf(y) →
Ψtf(y) as δ → 0 for any y ∈ A. Let us write
Ψδtf(y)−Ψtf(y) = E
[
f(Xyδ (t))− f(Xy(t))
]
. (4.7)
Remark 3.3 guarantees that t is almost surely a continuity point of Xy. Since convergence in the
Skorohod topology implies convergence at the continuity points of the limit trajectory and f is a
continuous function, then f(Xyδ (t))→ f(Xy(t)) a.s. as δ → 0.
Since f is bounded, the dominated convergence theorem implies that (4.7) vanishes as well as
δ → 0.
This is readily extended to the case where A is finite. Let us suppose from now on that A is
infinite.
Take λ(y)δ as in Corollary 3.6 for some T > t. We can write:
sup
y∈A
|Ψδtf(y)−Ψtf(y)| = sup
y∈A
∣∣E [f(Xyδ (t))− f(Xy(t))]∣∣
≤ sup
y∈A
∣∣∣E [f(Xyδ (t))− f(Xy(λ(y)δ (t)))]∣∣∣ (4.8)
+ sup
y∈A
∣∣∣E [f(Xy(λ(y)δ (t)))− f(Xy(t))]∣∣∣ . (4.9)
Let us now show that both terms of this sum vanish as δ → 0.
Observing (3.3), then for every y a.s. :
d(Xyδ (t), X
y(λ
(y)
δ (t)) ≤ sup
s∈[0,T ]
d(X∞δ (s), X
∞(λ(∞)δ (s))
δ→0−−−→ 0. (4.10)
Since f is a continuous functions, it is also uniformly continuous (see Remark 2.6). That is, for
every  > 0, exists a η > 0 such that |f(x)− f(y)| <  whenever d(x, y) < η.
If we fix an arbitrary  > 0, we can bound (4.8) by:
sup
y∈A
∣∣∣E [f(Xyδ (t))− f(Xy(λ(y)δ (t)))]∣∣∣
≤ sup
y∈A
∣∣∣E [(f(Xyδ (t))− f(Xy(λ(y)δ (t)))) I{d(Xyδ (t), Xy(λ(y)δ (t)) < η}]∣∣∣
+ 2‖f‖ sup
y∈A
P
(
d(Xyδ (t), X
y(λ
(y)
δ (t)) ≥ η
)
≤ + 2‖f‖P
(
sup
s∈[0,T ]
d(X∞δ (s), X
∞(λ(∞)δ (s)) ≥ η
)
.
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Observing (4.10), we conclude that this last quantity converges to  as δ → 0. Since  is an arbitrary
positive constant we conclude that (4.8) vanishes as δ → 0.
To compute (4.9), note that each term of that quantity vanishes as δ → 0 since t is a.s. a
continuity point of Xy and λ(y)δ (t) → t a.s. . Using (4.5) we can take η(δ) a monotonic function
that vanishes as δ → 0 and if we define Aδ := {x ∈ A : γx < η(δ)} then:
max
y∈A\Aδ
∣∣∣E [f(Xy(λ(y)δ (t)))− f(Xy(t))]∣∣∣ δ→0−−−→ 0.
Since η(δ)→ 0, we may choose δ so small that√η(δ) < t ≤ λ(y)δ (t). The latter inequality follows
from (3.3).
Using Remark 2.4 and considering in the cases γyT0 <
√
η(δ) and γyT0 ≥
√
η(δ), we can write:
sup
y∈Aδ
∣∣∣E [f(Xy(λ(y)δ (t)))− f(Xy(t))]∣∣∣
≤ sup
y∈Aδ
E
∣∣∣[f(X∞(λ(y)δ (t)− γyT0))− f(X∞(t− γyT0))] I{γyT0 <√η(δ)}∣∣∣ (4.11)
+2‖f‖ sup
y∈Aδ
P (γyT0 >
√
η(δ)).
Note that supy∈Aδ γy ≤ η(δ), so supy∈Aδ P(γyT0 >
√
η(δ)) ≤ e−
1√
η(δ) → 0 as δ → 0.
We can bound the first term in (4.11) by:
E
 sup
y∈Aδ
sup
0≤s≤
√
η(δ)
∣∣∣f(X∞(λ(y)δ (t)− s))− f(X∞(t− s))∣∣∣
 .
The random variable inside the expected value is bounded by 2‖f‖. So if we show that it goes
almost surely to zero, then the dominated convergence theorem will tell us that its expected value
also vanishes.
Fixing an  > 0, take ′ > 0 such that |f(x)− f(y)| <  whenever d(x, y) < ′. This is possible
by the uniform continuity of f .
As t is a.s. a continuity point of X∞, there exists an ′′ such that d(X∞(t), X∞(t + s)) < 
′
2
whenever |s| < ′′.
If we take δ0 such that δ < δ0 implies that
√
η(δ) < 
′′
2 and sup0≤s≤T |λ
(∞)
δ (s) − s| < 
′′
2 , then
for every y ∈ S¯ and s ≤√η(δ):
|λ(y)δ (t)− s− t| ≤ |λ(y)δ (t)− t|+ |s| ≤ sup
r∈[0,T ]
|λ(∞)δ (r)− r|+ |s| < ′′,
|t− s− t| = |s| < ′′.
So it is valid that:
d(X∞(λ(y)δ (t)− s), X∞(t− s)) ≤ d(X∞(λ(y)δ (t)− s), X∞(t)) + d(X∞(t), X∞(t− s)) < ′.
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Therewith we may conclude that if 0 < δ < δ0 then:
sup
y∈Aδ
sup
0≤s≤
√
η(δ)
∣∣∣f(X∞(λ(y)δ (t)− s))− f(X∞(t− s))∣∣∣ < .
Since  > 0 was arbitrarily chosen, we may conclude that this quantity vanishes a.s. as δ → 0.
Theorem 4.6. The K process is Markovian.
Proof. Let us fix m ≥ 1, t1 < t2 < . . . < tm+1 and f1, . . . , fm+1 : S¯ → R bounded continuous
functions.
As Xδ is Markovian:
E [f1(Xδ(t1)) . . . fm(Xδ(tm))fm+1(Xδ(tm+1))] (4.12)
= E
[
f1(Xδ(t1)) . . . fm(Xδ(tm))Ψ
δ
tm+1−tmfm+1(Xδ(tm))
]
Remark 3.3 guarantee that t1, . . . , tm+1 are a.s. continuity points of the K process. As conver-
gence in the Skorohod topology guarantees pointwise convergence at continuity points and each fi
is continuous, we may conclude that fi(Xδ(ti))→ fi(X(ti)) a.s. as δ → 0 for every i = 1, . . . ,m+1.
Using the dominated convergence theorem we conclude that the left hand side of (4.12) converges
as δ → 0 to:
E [f1(X(t1)) . . . fm(X(tm))fm+1(X(tm+1))] .
Let us write the right hand side of (4.12) as:
E
[
f1(Xδ(t1)) . . . fm(Xδ(tm))Ψtm+1−tmfm+1(Xδ(tm))
]
+ δ. (4.13)
Using arguments analogous to those employed in the computation of the limit of the left hand
side of (4.12), together with Proposition 4.1, we may show that the left hand side of (4.13) converges
as δ → 0 to:
E
[
f1(X(t1)) . . . fm(X(tm))Ψtm+1−tmfm+1(X(tm))
]
.
We are left with showing that |δ| → 0 as δ → 0. For simplicity of notation, let us denote
s = tm+1 − tm, t = tm and g = fm+1. Using the fact that f1, . . . , fm are bounded, we may write:
|δ| ≤ const
∣∣∣E [Ψδsg(Xδ(t))−Ψsg(Xδ(t))]∣∣∣ .
As the random variable inside the expected value is bounded, if we show that it converges almost
surely to zero, then the result will follow from the dominated convergence theorem.
If Vt is as in Lemma 4.4, note that there exists t′ > 0 such that Xδ(t) ∈ Vt′ for every δ. Thus∣∣∣Ψδsg(Xδ(t))−Ψsg(Xδ(t))∣∣∣ ≤ sup
y∈Vt′
∣∣∣Ψδsg(y)−Ψsg(y)∣∣∣ .
Lemma 4.4 guarantees that the condition of Lemma 4.5 is valid for almost every Vt′ , so the
above quantity vanishes a.s. as δ → 0.
Thus we can conclude that
E [f1(X(t1)) . . . fm(X(tm))fm+1(X(tm+1))] = E
[
f1(X(t1)) . . . fm(X(tm))Ψtm+1−tmfm+1(X(tm))
]
,
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and the proof is complete.
5 Transition probabilities
Definition 5.1. For x, y ∈ S¯ and t ≥ 0, let us define:
pxy(t) := P(Xx(t) = y). (5.1)
Proposition 5.1. For every x, y ∈ S¯, pxy(•) is a continuous function on (0,∞).
Proof. This is one of the items of Theorem 1 from Section II of Chung (1967).
Remark 5.2. Note that Proposition 5.1 states that the transition functions are continuous outside
of the origin. It is easy to prove that pxx(t)→ 1 as t↘ 0 for every x ∈ S; a harder problem arises
when x =∞.
Proposition 5.3. If c > 0, then:
lim
t↘0
p∞∞(t) = 1. (5.2)
Proof. Consider the function:
θ(t) :=
∫ t
0
I{X∞(s) =∞}ds.
Since Γ∞(s) → 0 as s ↘ 0 (Remark 2.2), then for a fixed t > 0 there exists an s > 0 such
that P(Γ∞(s) < t) > 0. By construction, on this event, θ(t) ≥ cs. From this we can conclude that
E[θ(t)] > 0. Applying Fubini’s theorem we obtain that:
0 < E[θ(t)] =
∫ t
0
p∞∞(s)ds
Therefore the set {t > 0 : p∞∞(t) > 0} has a positive Lebesgue measure, so it is not empty. Let
us fix an s > 0 such that p∞∞(s) > 0.
Take an arbitrary sequence (tn), such that tn ↘ 0 and p∞∞(tn) converges to a real number u
as n→∞. If we show that u = 1, then (5.2) follows.
Using the Markov property and Proposition 5.1, we can write:
p∞∞(s) = lim
n→∞ p∞∞(s+ tn) = limn→∞
∑
x∈S¯
p∞x(s)px∞(tn).
By Remark 5.2, if x ∈ S then px∞(tn) → 0 as n → ∞. Since each term in the sum can
be bounded by p∞x(s), which is summable, we can apply the dominated convergence theorem to
conclude that:
p∞∞(s) = p∞∞(s)u.
Since p∞∞(s) > 0, we conclude that u = 1.
Proposition 5.4. If c = 0, x ∈ S¯ and t > 0, then:
px∞(t) = 0.
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Proof. For δ ≥ 0 we define:
θδ(t) :=
∫ t
0
I {X∞0 (s) 6∈ Sδ} ds
Note that θδ(t) is monotonic in δ. Thus, if Ξ is the right-continuous inverse for Γ∞ then:
θ0(t) ≤ θδ(t) =
∑
x 6∈Sδ
Ξ(t)∑
i=1
γxT
x
i .
As δ ↘ 0 we are summing over the tail of a convergent series, thus limδ↘0 θδ(t) = 0 a.s. , so
θ0(t) = 0 a.s. and E[θ0(t)] = 0. Using Fubini’s theorem we can write
0 = E
[∫ t
0
I {X∞0 (s) =∞} ds
]
=
∫ t
0
P {X∞0 (s) =∞} ds =
∫ t
0
p∞∞(s)ds,
from which we conclude that p∞∞(t) = 0 for Lebesgue almost all point t > 0. Using the continuity
of p∞∞ (Proposition 5.1) and Remark 2.4 we conclude this proposition.
Transition rates Let us consider the transition rates of the K process, given for x, y ∈ S¯ by:
qxy = lim
t↘0
pxy(t)− I{x = y}
t
.
Most of the remainder of this section will be dedicated to proving that these limits exist and
computing their values for different choices of x and y. At the very end we will use that information
to give the invariant measure for the K process.
Proposition 5.5. For every x ∈ S and A ⊂ S \ {x} such that ∑y∈A λy <∞:
lim
t↘0
P(Xx(t) ∈ A)
t
= 0. (5.3)
As a particular case, taking A = {y}, y ∈ S \ {x}, we have that qxy = 0.
Proof. Let us denote by σA = infy∈A σ
y
1 ; this is an exponential random variable of rate
∑
y∈A λy.
Using Remark 2.4, we can write:
P(Xx(t) ∈ A)
t
=
1
t
∫ t
0
P(X∞(t− s) ∈ A) 1
γx
e
− s
γx ds
≤ 1
tγx
∫ t
0
P(Γ∞(σA−) ≤ t− s)ds
=
1
tγx
∫ t
0
P(Γ∞(σA−) ≤ s)ds.
Note that P(Γ∞(σA−) = 0) = 0, so the probability inside the integral vanishes as s↘ 0.
Proposition 5.6. For every x ∈ S:
qxx = − 1
γx
. (5.4)
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Proof. Using Remark 2.4, we can write:
pxx(t)− 1
t
=
P(γxT x0 > t)− 1
t
+
1
t
∫ t
0
P(X∞(t− s) = x) 1
γx
e
− s
γx ds
=
e
− t
γx − 1
t
+
1
t
∫ t
0
p∞x(t− s) 1
γx
e
− s
γx ds
The first term of the latter sum converges to − 1γx as t↘ 0. Using arguments analogous to the
ones used in the proof of Proposition 5.5, we can show that the second term of this sum vanishes
as t↘ 0.
Proposition 5.7. For x ∈ S:
qx∞ =
 1γx if c > 00 if c = 0.
Proof. The case c = 0 is trivial using Proposition 5.4. So let us suppose c > 0.
px∞(t)
t
=
1
t
∫ t
0
P(X∞(t− s) =∞) 1
γx
e
− s
γx ds
=
1
t
∫ t
0
p∞∞(t− s) 1
γx
e
− s
γx ds
=
e−t
γx
1
t
∫ t
0
p∞∞(s)e
s
γx ds.
Proposition 5.3 guarantees that p∞∞(t) → 1 as t ↘ 0. So the above quantity converges to 1γx
as t↘ 0.
Proposition 5.8. For x ∈ S:
q∞x =
λxc if c > 0∞ if c = 0
Proof.
p∞x(t)
t
=
1
t
P
( ∞⋃
i=1
{Γ∞(σxi −) ≤ t < Γ∞(σxi )}
)
=
P (Γ∞(σx1−) ≤ t < Γ∞(σx1 ))
t
+
1
t
P
( ∞⋃
i=2
{Γ∞(σxi −) ≤ t < Γ∞(σxi )}
)
=
P (Γ∞(σx1−) ≤ t)
t
− P (Γ
∞(σx1 ) ≤ t)
t
+
1
t
P
( ∞⋃
i=2
{Γ∞(σxi −) ≤ t < Γ∞(σxi )}
)
(5.5)
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Working with the second term of this sum, we obtain:
P(Γ∞(σx1 ) ≤ t)
t
=
1
t
P
γxT x1 +∑
y 6=x
Ny(σx1 )∑
i=1
γyT
y
i + cσ
x
1 ≤ t

≤ 1
t
P
γxT x1 +∑
y 6=x
Ny(σx1 )∑
i=1
γyT
y
i ≤ t

=
1
t
∫ t
0
P
∑
y 6=x
Ny(σx1 )∑
i=1
γyT
y
i ≤ t− s
 1
γx
e
− s
γx ds
≤ 1
γxt
∫ t
0
P
∑
y 6=x
Ny(σx1 )∑
i=1
γyT
y
i ≤ t− s
 ds
=
1
γxt
∫ t
0
P
∑
y 6=x
Ny(σx1 )∑
i=1
γyT
y
i ≤ s
 ds
The probability inside the last integral vanishes as s→ 0, from which we can conclude that the
second term of (5.5) vanishes as t↘ 0.
Note that the event in the third term of (5.5) is contained in the event of the second term, so
the third term also vanishes as t↘ 0.
Now we are left with computing the limit of the first term. We are going to do this using
Karamata’s Tauberian Theorem, that relates the behavior of the distribution function of a positive
random variable near the origin with the behavior of its Laplace transform near infinity. We will
follow the statement of this theorem given in Feller (1971) (Theorem XIII.5.1).
Conditioning in the value of σx1 and using the independence of the Poisson processes, we can
compute the Laplace transform φ of Γ∞(σx1−) by:
φ(β) := E
[
e−βΓ
∞(σx1−)
]
= λx
λx + βc+ β∑
y 6=x
λyγy
1 + βγy
−1 .
Let us first treat the case c > 0. Note that in this case:
lim
α→∞
φ(αβ)
φ(α)
=
1
β
.
So the condition of the Tauberian theorem is verified, from which we obtain that, when c > 0:
lim
t↘0
P (Γ∞(σx1−) ≤ t)
φ(1t )
= 1
Note that φ(
1
t
)
t → λxc as t↘ 0, from which we conclude the case c > 0.
To treat the case c = 0, note that our construction allows for a coupling of several K processes,
with different values of c, using the same Poisson processes and exponential random variables. So
let us attach an index c in Γyc to denote what is the value of c to which we are referring.
Note that Γyc is increasing in c, so P(Γ∞c (σx1−) ≤ t) is monotonic in c. Finally we can conclude
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that, for every c > 0:
lim inf
t↘0
P(Γ∞0 (σx1−) ≤ t)
t
≥ lim inf
t↘0
P(Γ∞c (σx1−) ≤ t)
t
=
λx
c
.
Taking small values of c > 0, we conclude that P(Γ
∞
0 (σ
x
1−))
t
t↘0−−→∞.
Proposition 5.9.
q∞∞ = −∞.
Proof. The case c = 0 is trivial using Proposition 5.4. So let us suppose c > 0.
Taking {x1, x2, . . .} an enumeration of S, we can write:
p∞∞(t)− 1
t
= −
∑
x∈S
p∞x(t)
t
≤ −
n∑
i=1
p∞xi(t)
t
. (5.6)
The last term converges to −∑ni=1 λxic as t ↘ 0 by Proposition 5.8, and this goes to −∞ as
n→∞ because of the first condition in (1.1).
Remark 5.10. The above results on the transition rates of the K process, adjoined to the Markov
property, and the uniqueness result of Reuter (1969), imply that in the c > 0 case, the K process is
a version of the process introduced in the latter reference. In the notation of that reference, we have
the following correspondence with the notation of the present paper:
ax = 1/γx, bx = λx/c.
Theorem 5.11. The K process has a unique invariant probability measure, given by:
pi(x) =

λxγx
c+
∑
y∈S λyγy
if x ∈ S
c
c+
∑
y∈S λyγy
if x =∞
(5.7)
Proof. (Sketchy)
Let us first prove the existence and uniqueness of the invariant measure, using a standard
argument. For a fixed h > 0 consider the discrete time Markov Chain (Y hn )n∈N given by:
Y hn := X(nh).
Note that this discrete time Markov Chain is irreducible in the case c > 0 and that there is only
one closed class of communication, namely S, in the case c = 0. Furthermore, in both cases, every
state x ∈ S is positive recurrent.
This implies that, for every choice of h > 0, there exists a unique invariant probability measure
µh for (Y hn )n. The Markov property yields that this probability measure is the same for every
rational choice of h.
Finally using the continuity of the transition functions (Proposition 5.1) we conclude that µh
is the same for every choice of h. It follows that this is the unique invariant probability measure of
the K process.
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Let us thus drop the sub-index h and refer to this probability measure simply as µ. For computing
it in the case c > 0, note that it needs to satisfy:
µ(y)
t
=
∑
x∈S¯
µ(x)
pxy(t)
t
for every t > 0. Taking the limit t ↘ 0, we conclude from the above results about the transition
rates of the process that for y ∈ S:
µ(∞)q∞y + µ(y)qyy = 0.
Using Propositions 5.6 and 5.8, we conclude that the only solution for this system of equations
that is a probability measure is pi given in (5.7).
Since pxy(t) varies continually as a function of c for every fixed x, y ∈ S and t > 0, as can be
shown via a straightforward coupling argument, we may obtain the case c = 0 by taking the limit
c→ 0.
6 Infinitesimal Generator
As pointed out in the introduction, the case of positive c was treated in Reuter (1969). We will
restrict our attention in this section to the case where c = 0.
We will denote by C0 the set of bounded continuous functions. We will show below that the
following subset of C0 is a core for the generator of the K process.
D =
{
f ∈ C0 :
∑
x∈S¯ |f(x)− f(∞)|λx <∞,
∑
x∈S¯(f(x)− f(∞))λx = 0,
limx→∞
f(x)−f(∞)
γx
exists
}
(6.1)
Let us recall that in (S¯, d), x→∞ is equivalent to γx → 0.
Theorem 6.1. For every x ∈ S, and h ∈ D we have that:
lim
t↘0
E [h(Xx(t))]− h(x)
t
=
h(∞)− h(x)
γx
. (6.2)
Proof. We will show that, for any fixed  > 0:
lim sup
t↘0
E [h(Xx(t))]− h(x)
t
≤ h(∞)− h(x) + 
γx
(6.3)
lim inf
t↘0
E [h(Xx(t))]− h(x)
t
≥ h(∞)− h(x)− 
γx
, (6.4)
from these inequalities, (6.2) follows immediately. We will only show (6.3), since (6.4) is analogous.
Since h ∈ D ⊂ C0, we can take δ ∈ (0, γx) and H > 0 such that |h(y) − h(∞)| <  whenever
γy < δ and supy∈S¯ |h(y)| < H.
E [h(Xx(t))]− h(x)
t
=
∑
y 6∈Sδ
(h(y)− h(x))pxy(t)
t
+
∑
y∈Sδ\{x}
(h(y)− h(x))pxy(t)
t
(6.5)
17
The second term can be dominated by 2H 1tP(X
x(t) ∈ Sδ \ {x}). Since
∑
y∈Sδ λy < ∞ (by
Remark 3.4), we can use Proposition 5.5 to get that this quantity vanishes as t↘ 0.
The first term of (6.5) can be dominated by:
(h(∞)− h(x) + )P(X
x(t) 6∈ Sδ)
t
= (h(∞)− h(x) + )1− P(X
x(t) ∈ Sδ)
t
= (h(∞)− h(x) + )
[
1− pxx(t)
t
− P(X
x(t) ∈ Sδ \ {x})
t
]
.
We can again use Proposition 5.5 to show that the second term inside the brackets converges
to zero, while the first term converges to 1/γx by Proposition 5.6.
Definition 6.1. For x ∈ S, let us denote by “X(t) = x first visit” the event that “at time t, X
is at its first visit to x”; more precisely, making Lx0 ≡ 0 and Hxi = inf{t > Lxi−1 : X(t) = x},
Lxi = inf{t > Hxi : X(t) 6= x}, i ≥ 1, then {X(t) = x first visit} = {X(t) = x, Hx2 > t}.
Conversely, “X(t) = x not first visit” is the event {X(t) = x} \ {X(t) = x first visit}.
Lemma 6.2. If h ∈ D and supx∈S λx <∞ then:
lim
t↘0
1
t
∑
x∈S
|h(x)− h(∞)|P (X∞(t) = x not first visit) = 0 (6.6)
Proof. Throughout this proof we will always assume that the process started at ∞ and omit this
index of our notations. We will also assume, without loss of generality, that h(∞) = 0. For x ∈ S
and t ≥ 0, let
Γ<x>(t) =
∑
z∈S\{x}
Nz(t)∑
i=1
γzT
z
i . (6.7)
For arbitrary x ∈ S and t > 0:
P
(
Γ<x>(σx2 ) ≤ t
)
= P
(
e−
Γ<x>(σx2 )
t ≥ e−1
)
≤ eE exp
{
−Γ
<x>(σx2 )
t
}
.
Since σx2 is a sum of two independent exponential random variables and Γ have stationary and
independents increments, we have that:
E
[
exp
{
−Γ
<x>(σx2 )
t
}]
= E
[
exp
{
−Γ
<x>(σx1 )
t
}]2
=
1 + 1
λx
∑
y 6=x
λyγy
t+ γy
−2 ≤
 1
λx
∑
y∈S
λyγy
t+ γy
−2
The event {X∞(t) = x not first visit} is contained in the event {Γ<x>(σx2 ) ≤ t} ∩ {γxT x1 ≤ t},
which are independent. Thus, since supx λx <∞:
1
t
∑
x∈S
|h(x)|P (X∞(t) = x not first visit) ≤ const
∑
y∈S
λyγy
t+ γy
−2∑
x∈S
|h(x)|λx 1− e
−t/γx
t
(6.8)
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The right hand side of this inequality (except for the constant) can be written as:∑
y∈S
λyγy
t+ γy
−2 ∑
x∈St
|h(x)|λx 1− e
−t/γx
t
(6.9)
+
∑
y∈S
λyγy
t+ γy
−2 ∑
x 6∈St
|h(x)|λx 1− e
−t/γx
t
(6.10)
Let us denote by st =
∑
x∈St λx. Note that st <∞ for every t > 0 but st →∞ as t↘ 0.
To control (6.9), we will use that (1 − e−t/γx)/t ≤ 1/γx and that |h(x)|/γx is bounded by a
constant (since h ∈ D). With these considerations we can bound (6.9) by:∑
y∈St
λyγy
t+ γy
−2 ∑
x∈St
|h(x)|
γx
λx ≤
∑
y∈St
λyγy
2γy
−2 ∑
x∈St
const λx
= const
st
s2t
= const
1
st
t↘0−−→ 0
To control (6.10), we will use that 1 − e−t/γx ≤ 1 and |h(x)| ≤ const γx. Thus we can bound
(6.10) (except for a constant factor) by:∑
y∈S
λyγy
t+ γy
−2 ∑
x 6∈St
λxγx
t
If the sum in x is bounded for every value of t, then this expression vanishes as t↘ 0, otherwise
we can bound this expression as:∑
y∈S
λyγy
2t
−2 ∑
x 6∈St
λxγx
t
= 4
∑
y∈S
λyγy
t
−1 t↘0−−→ 0
Theorem 6.3. Let us assume that supx∈S λx <∞. Then for every h ∈ D we have that:
lim
t↘0
E [h(X∞(t))]− h(∞)
t
= lim
x→∞
h(∞)− h(x)
γx
. (6.11)
Proof. Let us denote by h¯(x) = h(x) − h(∞) and let L = limx→∞ h¯(x)γx . Without loss of generality
let us suppose that L ≥ 0.
E [h(X∞(t))]− h(∞)
t
=
1
t
∑
x∈S
h¯(x)P(X(t) = x first visit) +
1
t
∑
x∈S
h¯(x)P(X(t) = x not first visit)
(6.12)
(recall Definition 6.1).
Note that the second term of right hand side of (6.12) vanishes as t ↘ 0 by Lemma 6.2. Since
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∑
x h¯(x)λx = 0, if we fix an arbitrary a ∈ S, then we can write the first term as:
1
t
∑
x∈S
h¯(x)P(X(t) = x first visit)− 1
t
∑
x∈S
h¯(x)λx
P(X(t) = a first visit)
λa
=
1
t
∑
x∈S\{a}
h¯(x)
λa
[λaP(X(t) = x first visit)− λxP(X(t) = a first visit)]
=
1
t
∑
x∈S\{a}
h¯(x)
λa
[λaP(X(t) = x first time, σx1 < σa1)− λxP(X(t) = a first visit, σa1 < σx1 )] (6.13)
+
1
t
∑
x∈S\{a}
h¯(x)
λa
[λaP(X(t) = x first visit, σx1 > σa1)− λxP(X(t) = a first visit, σa1 > σx1 )] . (6.14)
We can bound the absolute value of (6.14) by:
1
t
∑
x∈S\{a}
|h¯(x)|P(X(t) = x first visit, σx1 > σa1) (6.15)
+
1
λa
1
t
∑
x∈S\{a}
|h¯(x)|λxP(X(t) = a first visit, σa1 > σx1 ) (6.16)
Analogously to the proof of Lemma 6.2, we can bound (6.15) by:
1
t
∑
x∈S\{a}
|h¯(x)|P(Γ<x,a>(σx1 ) ≤ t, γaT 1a ≤ t) ≤ const
∑
x∈S\{a}
|h¯(x)|1− e
− t−s
γa
t
 1
λx
∑
y∈S\{a}
λyγy
t+ γy
−1
≤ const
∑
x∈S\{a}
|h¯(x)|λx
 ∑
y∈S\{a}
λyγy
t+ γy
−1 , (6.17)
where
Γ<x,a>(t) =
∑
z∈S\{x,a}
Nz(t)∑
i=1
γzT
z
i . (6.18)
The quantity on the right hand side of (6.17) vanishes as t ↘ 0 by the dominated convergence
theorem.
Given that σa1 > σx1 , then σa1 has the same distribution as a sum of two independent exponential
random variables, of rates λx + λa and λa. Using this fact we can bound (6.16) by:
1
λa
1
t
∑
x∈S\{a}
|h¯(x)|λxP(Γ<x,a>(σa1) ≤ t, γxT x1 ≤ t, σa1 > σx1 )
≤ const
∑
x∈S\{a}
|h¯(x)|λx 1− e
−t/γx
t
λx
λa + λx
 1
λx + λa
∑
y∈S\{a}
λyγy
t+ γy
−1 1
λa
∑
y∈S\{a}
λyγy
t+ γy
−1
≤ const
 ∑
y∈S\{a}
λyγy
t+ γy
−2 ∑
x∈S\{a}
|h¯(x)|λx 1− e
−t/γx
t
.
Disregarding constants, the latter quantity is exactly (6.8), which showed up at an intermediate
step of the proof of Lemma 6.2. Following that proof, we conclude that (6.16) vanishes as t↘ 0.
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Suppose that Sx is a exponential random variable with rate λa+λx, independent of the process.
If we call the distribution function and the density of Γ<x,a>(Sx) (as in (6.18)) by Fx and fx
respectively, then we can write (6.13) as:
1
t
∑
x∈S\{a}
h¯(x)
λx
λa + λx
∫ t
0
fx(s)
[
e
− t−s
γx − e− t−sγa
]
ds
=− 1
t
∑
x∈S\{a}
h¯(x)
λx
λa + λx
∫ t
0
fx(s)
[
1− e− t−sγx
]
ds (6.19)
+
1
t
∑
x∈S\{a}
h¯(x)
λx
λa + λx
∫ t
0
fx(s)
[
1− e− t−sγa
]
ds (6.20)
The absolute value of (6.20) can be bounded by:
1
λa
∑
x∈S\{a}
|h¯(x)|λx
∫ t
0
fx(s)
1− e− t−sγa
t
ds ≤ 1
λaγa
∑
x∈S\{a}
|h¯(x)|λxFx(t).
This vanishes as t↘ 0 by the dominated convergence theorem.
For an  > 0 fixated, take δ > 0 such that | h¯(x)γx −L| <  whenever γx < δ. Integrating (6.19) by
parts, we obtain:
− 1
t
∑
x∈S\{a}
h¯(x)
γx
λx
λa + λx
∫ t
0
Fx(s)e
− t−s
γx ds
= −1
t
∑
x 6∈Sδ\{a}
h¯(x)
γx
λx
λa + λx
∫ t
0
Fx(s)e
− t−s
γx ds (6.21)
− 1
t
∑
x∈Sδ\{a}
h¯(x)
γx
λx
λa + λx
∫ t
0
Fx(s)e
− t−s
γx ds (6.22)
Note that |h¯(x)|/γx is bounded since h ∈ D. Thus we bound the absolute value of (6.22) by:
const
∑
x∈Sδ\{a}
λx
1
t
∫ t
0
Fx(s)ds.
This quantity vanishes as t↘ 0 since Γ<x,a>(Sx) is a continuous positive random variable and∑
x∈Sδ λx <∞.
We can bound (6.21) above and below by −(L± )G(t)/t, where
G(t) :=
∑
x 6∈Sδ\{a}
λxγx
λa + λx
∫ t
0
Fx(s)
1
γx
e
− t−s
γx ds.
Now we are left with showing that G(t)/t→ 1 as t↘ 0.
The integral in the definition of G is a probability distribution function, since it is a convolution
of a probability distribution function and a probability density function. Thus G is a distribution
function of a finite measure. Our strategy now is to use Karamata’s Tauberian Theorem (as stated
in Theorem XIII.5.1 of Feller (1971)), that relates the behavior of the G near the origin with the
behavior of its Laplace transform near +∞.
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Let us denote the Laplace transform of G by G˜. For β > 0, integrating by parts, we can write:
G˜(β) :=
∫ ∞
0
e−βtG(dt) = β
∫ ∞
0
e−βtG(t)dt
=
∑
x 6∈Sδ\{a}
λx
λa + λx
β
∫ ∞
0
e−tβ
∫ t
0
Fx(s)e
− t−s
γx dsdt. (6.23)
Note that the integral in t at the right hand side of (6.23) is the Laplace transform of the
convolution of two functions. We can compute the Laplace transform of each one of them, getting:∫ ∞
0
e−βte−t/γxdt =
γx
1 + βγx
,
∫ ∞
0
e−βtFx(t)dt =
1
β
E
[
e−βΓ
<x,a>(Sx)
]
=
λa + λx
β
λ1 + λx + β ∑
y∈S\{a,x}
λyγy
1 + βγy
−1 .
Thus
G˜(β) =
∑
x 6∈Sδ\{a}
λxγx
1 + βγx
λ1 + λx + β ∑
y∈S\{a,x}
λyγy
1 + βγy
−1 .
Since supx∈S λx < ∞ and
∑
x∈Sδ λx < ∞, we get that βG˜(β) → 1 as β → ∞. We have thus
verified the assumption of the Tauberian Theorem:
G˜(αβ)
G˜(β)
β→∞−−−→ 1
α
,
yielding that G(t)/G˜(1/t)→ 1 as t↘ 0. With this we can conclude:
G(t)
t
=
G(t)/G˜(1/t)(
1
t G˜(
1
t )
)−1 t↘0−−→ 1.
Corollary 6.4. Theorem 6.3 also holds when supx∈S λx =∞.
Proof. (Sketchy) The basic idea is to break sites with large λx into several sites with bounded λx. To
formalize this argument, we will construct simultaneously a K process with the original parameters,
and another K process related to the first, but with bounded weights.
Take S′ = {(x, n) ∈ S× N : n < λx}; this is a countable set. For (x, n) ∈ S′ let us define:
λ′(x,n) :=
λx
dλxe , γ
′
(x,n) := γx
It can be verified that {λ′(x,n), γ′(x,n) : (x, n) ∈ S′} satisfy (1.1). Furthermore:∑
n<λx
λ′(x,n) = λx, sup
(x,n)∈S′
λ′(x,n) ≤ 1
Since the superposition of independent Poisson processes is a Poisson process, we may construct
{X(t), t ≥ 0} and {X ′(t), t ≥ 0}, K processes started at∞ in the same probability space such that:
22
• X has S¯ as the state space and parameters {λx, γx : x ∈ S};
• X ′ has S¯′ = S′ ∪ {∞} as the state space and parameters {λ′(x,n), γ′(x,n) : (x, n) ∈ S′};
• X(t) is the projection in the first coordinate of X ′(t).
Let D and D′ be the domain of the generator as defined in (6.1) for the processes X and X ′
respectively.
Take h ∈ D; we want to show (6.11). For that let us define h′ : S¯′ → R by h′((x, n)) = h(x),
h′(∞) = h(∞). With this construction we have that h(X(t)) = h′(X ′(t)) a.s. .
It may be readily verified that h′ ∈ D′, so we conclude using Theorem 6.3 for the process X ′:
lim
t↘0
E [h(X(t))]− h(∞)
t
= lim
t↘0
E [h′(X ′(t))]− h′(∞)
t
= lim
(x,n)→∞
h′(∞)− h′((x, n))
γ′(x,n)
= lim
x→∞
h(∞)− h(x)
γx
.
Theorem 6.5. The operator A : D → C0. Given by:
Af(x) =

f(∞)−f(x)
γx
, if x ∈ S;
limx→∞
f(∞)−f(x)
γx
, if x =∞,
(6.24)
has a closure that is the Markov generator of the semigroup of the K process over C0.
Proof. Following Theorem 2.6 from the Chapter 1 of Ethier and Kurtz (1986), equipping C0 with
the supremum norm, making it a Banach space, we need to verify that:
1. D is dense in C0;
2. ‖βf −Af‖ ≥ β‖f‖ for every β > 0 and f ∈ D.
3. The range of I −A is C0, where I is the identity operator.
Let us prove each item separately:
1. Given a g ∈ C0 and a  > 0, we want to find a f ∈ D such that supx∈S¯ |f(x)− g(x)| < . Since
g ∈ C0, there is a δ > 0 such that |g(x)− g(∞)| < /2 whenever γx < δ.
Fixing such δ, let us define f(∞) = g(∞) and f(x) = g(x) whenever γx ≥ δ. By (1.1) we
have that
∑
x:γx≥δ λx < ∞ and
∑
x:γx<δ
λx = ∞, so we can choose finitely many x not yet
chosen, and define f(x) in a such a way that
∑
x λx(f(x)− f(∞)) = 0, if we set f(x) = g(∞)
for every other x. One may readily check that such an f satisfies our conditions.
2. Take f ∈ D and β > 0.
Since
∑
x∈S(f(x)− f(∞))λx = 0, then ‖f‖ > |f(∞)|, so for a fixed  > 0 we can take y ∈ S
such that |f(y)| > ‖f‖ −  and |f(y)| > |f(∞)|. This implies that f(y) and −Af(y) have the
same sign, so we may conclude that
‖βf −Af‖ ≥ |βf(y)−Af(y)| ≥ |βf(y)| ≥ β‖f‖ − β.
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3. Given a g ∈ C0, let us define:
L :=
[∑
x∈S
λxγx
1 + γx
]−1 [∑
x∈S
λxγx
1 + γx
(g(x)− g(∞))
]
;
f(x) :=
g(x)
γx
1+γx
+ g(∞)+L1+γx , if x ∈ S;
g(∞) + L, otherwise.
Direct computations verify that f ∈ D and f −Af = g.
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