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Abstract
We develop the 1/N expansion for stable string bit models, focussing on a model with
bit creation operators carrying only transverse spinor indices a = 1, . . . , s. At leading
order (N = ∞), this model produces a (discretized) lightcone string with a “trans-
verse space” of s Grassmann worldsheet fields. Higher orders in the 1/N expansion
are shown to be determined by the overlap of a single large closed chain (discretized
string) with two smaller closed chains. In the models studied here, the overlap is not
accompanied with operator insertions at the break/join point. Then the requirement
that the discretized overlap have a smooth continuum limit leads to the critical Grass-
mann “dimension” of s = 24. This “protostring”, a Grassmann analog of the bosonic
string, is unusual, because it has no large transverse dimensions. It is a string moving
in one space dimension and there are neither tachyons nor massless particles. The pro-
tostring, derived from our pure spinor string bit model, has 24 Grassmann dimensions,
16 of which could be bosonized to form 8 compactified bosonic dimensions, leaving 8
Grassmann dimensions– the worldsheet content of the superstring. If the transverse
space of the protostring could be “decompactified”, string bit models might provide an
appealing and solid foundation for superstring theory.
1E-mail address: thorn@phys.ufl.edu
1 Introduction
When string theory is formulated in lightcone coordinates (x± = (x0 ± x1)/√2) [1], it is
natural to propose that string is a composite of elementary entities called string bits [2,
3]. Incorporating supersymmetry in string bit models, leads to the proposal [4] that the
superstring bit creation operator has the structure
(φ¯[a1···an])
β
α (x), ai = 1, . . . , s, n = 0, . . . , s, α, β = 1, . . . , N, (1)
where x denotes the transverse coordinates of the lightcone, and the square brackets in
the subscript remind us that the ai’s are completely antisymmetric. The ai’s are spinor
indices of the transverse rotation group, and α, β are color indices, which are introduced
to formulate a dynamics that favors the formation of long (closed) chains of string bits.
The bit number operator M =
∑
n tr(φ¯[a1···an]φ[a1···an]/n!) is naturally identified with the
‘+’ component of momentum P+ = (P 0 + P 1)/
√
2 = mM . Chains with M → ∞ would
then become continuous closed strings. It is central to the string bit hypothesis that string
bits are not a priori confined in chains but that chain formation is a consequence of the
dynamics. Such dynamics will arise generically in the ’t Hooft N → ∞ limit [5]. In this
original formulation of string bit models there is an aspect of ’t Hooft’s idea of holography
[6] in that the the fundamental string bits only move in the transverse space, while the
strings behave as though moving in transverse space plus an extra spatial dimension x−, the
canonical conjugate of P+.
Recently, we have noted that the transverse coordinates are extraneous, and this led to
the proposal that the bits have no space to move at all [7]. This proposal is a rather more
drastic form of holography in which all space dimensions, and not just the longitudinal one,
emerge from the dynamics of string formation from string bits [8]. The idea is that, with
suitable dynamics, some spin degrees of freedom carried by the string bit can, on long chains,
fluctuate collectively as one dimensional spin waves. Such spin waves are well known to act
as a compactified bosonic coordinate. In these two papers the string bit creation operator is
then taken to be the simpler
(φ¯a1···an)
β
α , ai = 1, . . . , s, n = 0, . . . , s, α, β = 1, . . . , N, (2)
where here and from now on, we suppress the square brackets around the spinor indices. In [8]
a further set of “flavor” indices is appended to the φ’s to serve as the seed for the transverse
coordinates. However, we refrain from adding them here, because we hope that the seeds for
transverse space can somehow be found by enlarging the value of s. Fluctuations in the a’s
produce, on long chains, the Grassmann worldsheet fields θaL,R of the Green-Schwarz type
[9]. If s = 24, eight of the θ’s could take the role of the superstring Grassmann fields, but
the remaining 16 could be bosonized into 8 (compactified) transverse coordinates.
In this article our aim is to study, by perturbing in 1/N , not only the precise manner in
which string bit dynamics lead to the free superstring spectrum at N =∞, but also how the
1/N corrections lead to the three string interaction vertex of string theory. We will start in
Section 2 by setting up the systematic 1/N perturbation expansion in string bit models. We
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will see that the structure of this perturbation theory follows that of Mandelstam’s interacting
string diagrams [10]. Then we proceed to apply this formalism to our pure spinor string bit
model, which we also call the protostring bit model. In Section 3 we obtain the exact
zeroth order spectrum (at N = ∞). In Section 4 we discuss the calculation of the overlap
that describes the cubic vertex. We formulate the overlap calculation for finite bit number
chains, and then discuss the continuum limit in which the bit numbers of each string tend to
infinity at fixed ratio. These results are aided by numerical calculations using MATLAB. We
compare our conclusions with those in the literature for various situations. In Appendix C,
we present an analytic computation of the overlap in the continuum limit. Then we use this
result to determine how various operator insertions behave when inserted at the break/join
point of the string to 2 string transition. Finally, in Section 5 we put everything together to
construct the total vertex, respecting the requirement that the physical amplitudes have a
finite continuum limit. As seen in [2], this last requirement determines the critical dimension.
We list and compare the ways in which this requirement is met for the bosonic string, for
the IIB superstring [9, 11], for the RNS string [12], and finally for the new “protostring”
which is the outcome of our pure spinor superstring bit model. We close with a discussion
of the properties of the protostring, which has 24 Grassmann dimensions, has no transverse
bosonic dimensions, and is expected to have a spectrum with no massless particles, i.e.
that it possesses a mass gap. We include three appendices containing technical details to
supplement the main text.
2 1/N Expansion
The string bit model we focus on in this article takes as fundamental variables the creation
operators of (2). Their (anti)commutation relations are given in Appendix A. We shall keep
s a general positive integer, and we shall analyze the Hamiltonian HS given in [8] and quoted
in detail (see Eq.(77)) in Appendix A, along with its action on color singlet states. To guide
the reader’s eye we display here the s = 1 Hamiltonian:
Hs=1 =
2
N
Tr
[
(a¯2 − ib¯2)a2 − (b¯2 − ia¯2)b2 + (a¯b¯+ b¯a¯)ba + (a¯b¯− b¯a¯)ab] . (3)
In this special case there is one bosonic bit φ = a and one fermionic bit φ1 = b. The
Hamiltonian for general s is a good deal more complex.
For the analysis to follow, it will be convenient to introduce Grassmann coordinates θa,
a = 1, . . . , s and define a super bit creation operator
ψ(θ) =
s∑
k=0
1
k!
φ¯c1···ckθ
c1 · · · θck . (4)
The φ¯ can be recovered from ψ recursively by taking multiple Grassmann derivatives, starting
with s derivatives which singles out φ¯a1···as , Then single out φa1···as−1 by applying s − 1
2
derivatives on ψ minus the contribution of φ¯a1···as , and so on. To work on the color singlet
subspace of Fock space, we define an empty state |0〉 and the set of trace operators
T (θ1, . . . , θk) = Trψ(θ1) · · ·ψ(θk), (5)
where the θ’s are s-component Grassmann variables. Then the color singlet subspace is
spanned by states of the form
T (θ1, . . . , θK)T (η1, . . . , ηL) · · · |0〉. (6)
2.1 Action of H on Multi-Trace States
In Appendix A we present the Hamiltonian as the sum of five terms and give the action
of each term on color singlet states.. We can summarize the action of H =
∑5
i=1Hi on
multitrace states by defining
h¯kl = 2
(
s− 2θak
d
dθak
)
+ 2θak
d
dθal
+ 2θal
d
dθak
− 2iθakθal − 2i
d
dθak
d
dθal
(7)
h¯ =
M∑
k=1
h¯k,k+1. (8)
Then, there follows
HT (θ1 · · · θM)|0〉 = h¯T (θ1 · · · θM )|0〉
+
1
N
∑
k,l 6=k,k+1
h¯klT (θl · · · θk)T (θk+1 · · · θl−1)|0〉 (9)
HT (θ1 · · · θK)T (η1 · · · ηL)|0〉 = (h¯θ + h¯η)T (θ1 · · · θK)T (η1 · · · ηL) + 1
N
Fission Terms
+
1
N
K∑
k=1
L∑
l=1
h¯klT (θk+1 · · · θkηl · · · ηl−1)|0〉
+
1
N
K∑
k=1
L∑
l=1
h¯lkT (θk · · · θk−1ηl+1 · · · ηl)|0〉. (10)
In the development of perturbation theory, we shall transfer the derivatives of h¯kl to act on
the coefficient amplitude multiplying each multitrace state, whence it will take the form
hkl = −2
(
s− 2θak
d
dθak
)
− 2θak
d
dθal
− 2θal
d
dθak
− 2iθakθal − 2i
d
dθak
d
dθal
(11)
h =
M∑
k=1
hk,k+1. (12)
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We shall also make use of Grassmann variables that satisfy a Clifford algebra:
Sak = θ
a
k +
d
θak
, S˜ak = i
(
θak −
d
θak
)
(13)
{Sak , Sbl } = 2δklδab, {S˜ak , S˜bl } = 2δklδab, {Sak , S˜bl } = 0. (14)
Then hkl becomes
hkl = −iSakSal + iS˜ak S˜al − iSak S˜al + iS˜akSal + 2iSak S˜ak . (15)
2.2 Systematic Perturbation theory
We develop the 1/N expansion on Fock space, following the methods of [13]. At zeroth order
the first task is to solve the eigenvalue problem
hψr(θ1, · · · , θMr) = Erψr(θ1, · · · , θMr), (16)
and then we change the single trace operators to energy basis
Tr =
∫
dsθ1 · · · dsθMrT (θ1, · · · , θMr)ψr(θ1, · · · , θMr). (17)
Because the T are cyclically symmetric we may assume that the ψr satisfy the cyclic property
ψr(θ1, · · · , θMr) = (−)s(M−1)ψr(θ2, · · · , θMr , θ1). (18)
The potential minus sign is due to the fact that if s and M − 1 are odd, the cyclic transform
of the measure acquires a minus sign.
Define the conjugate to ψr, denoted ψ¯r, such that∫
dθ1 · · · dθMrψ¯s(θ1, · · · , θMr)ψr(θ1, · · · , θMr) = δrs, (19)
and so the completeness relation is written∑
r
ψr(θ1, · · · , θMr)ψ¯r(φ1, · · · , φMr) = δ(θ − φ), (20)
where the delta function is understood to be symmetrized under cyclic permutations. In the
energy basis the action of H on a single trace state becomes
HTr|0〉 = ErTr|0〉+ 1
N
∫
dθ
∑
l 6=k,k+1
h¯klT (θl · · · θk)T (θk+1 · · · θl−1)|0〉ψr(θ1, · · · , θM)
≡ ErTr|0〉+ 1
N
∑
s,t
TsTt|0〉Vstr
Vstr =
∑
l 6=k,k+1
∫
dθψ¯s(θl · · · θk)ψ¯t(θk+1 · · · θl−1)hklψrθ1, · · · , θM). (21)
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We see that hkl acts to the left on the eigenfunction ψ¯s, in which k, l label nearest neighbor
pairs of θ’s. We can normal order hkl and get the normal ordering constant by calculating
αkl = 〈ψG|hkl|ψG〉 = 1
Ms
〈ψG|h|ψG〉 = EG
Ms
, (22)
where the second equality follows because ψ¯G is cyclically invariant. Thus each term of
h =
∑
k hk,k+1 contributes an equal amount. In the continuum limit EG ∼ αMs +O(1/Ms),
so that in this limit αkl = α. Thus we have
〈ψs|hkl = 〈ψs|(: hkl : +α). (23)
The terms in the operator : hkl : are nominally of order M
−1
s , and so they nominally vanish
in the continuum limit. However, it can be shown (see Appendix C) that the energy low-
ering components of Sk, Sl, S˜k, or S˜l, nominally of order M
−1/2
s , acting to the right give a
Grassmann odd factor S of order 1 in the continuum limit (independently of which operator
is chosen). In other words, the singularity at the joining point can produce a factorM
1/2
s for
each Sk. Thus the terms in : hkl : with two such lowering operators can potentially contribute
at order 1. Happily the contribution is S2 = 0 because S is Grassmann odd! Thus in the
continuous string limit of our model, the vertex is a pure overlap with no operator insertions
at the joining point:
Vstr ∼ α
∑
l 6=k,k+1
∫
dθψ¯s(θl · · · θk)ψ¯t(θk+1 · · · θl−1)ψr(θ1, · · · , θM). (24)
The fission operation on any multi-trace state acts on each trace factor just as shown above..
On multi-trace states, the Hamiltonian can also fuse any pair of traces into one as follows
HTsTt|0〉 ≡ (Es + Et)TsTt|0〉+ 1
N
Tr|0〉Wrst + 1
N
(TuTvTtVuvs + TsTuTvVuvt)|0〉. (25)
The second term on the right is the fusion term arising from
Tr|0〉Wrst =
∫
dθdφ
Ms∑
k=1
Mt∑
l=1
[
h¯klT (θk+1 · · · θkφl · · ·φl−1)
+h¯lkT (φl+1 · · ·φlθk · · · θk−1)
]
ψs(θ1 · · · θms)ψt(φ1 · · ·φMt), (26)
from which we infer
Wrst =
Ms∑
k=1
Mt∑
l=1
∫
dθdφ
[
ψ¯r(θk+1 · · · θkφl · · ·φl−1)hklψs(θ1 · · · θms)ψt(φ1 · · ·φMt)
+ψ¯r(φl+1 · · ·φlθk · · · θk−1)hlkψs(θ1 · · · θms)ψt(φ1 · · ·φMt)
]
. (27)
Again, in the continuum limit hkl and hlk can be replaced by α, in which case the two terms
are equal, giving a net factor of two.
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The double sums in V and W have the simple interpretation of including all ways of
splitting a chain in two or of joining two chains into one. In the first case one picks two bits
where the split takes case. In the second case one must pick a bit on each chain where the
two chains join. Since these events can happen with any pair of bits, one must sum over
all choices. In the continuum limit, these double sums should go over to double integrals∑
k,l → (1/m2)
∫
dσdσ′, and since the factor α includes a factor (1/m), the overlap should
supply a factor of 1/M3 to get a finite continuum limit.
As an application, consider the energy eigenvalue problem in perturbation theory. Start
by expanding the sought eigenstate in trace states:
|E〉 =
∑
r
Tr|0〉C1r +
∑
st
TsTt|0〉C2st +
∑
stu
TsTtTu|0〉C3stu + · · · , (28)
and require that (H −E)|E〉 = 0:
0 =
∑
r
(Er − E)Tr|0〉C1r +
∑
st
(Es + Et − E)TsTt|0〉C2st
+
∑
stu
(Es + Et + Eu −E)TsTtTu|0〉C3stu
+
1
N
∑
str
TsTt|〉0VstrC1r +
1
N
∑
rst
Tr|0〉WrstC2st + · · · . (29)
Then equating coefficients of like terms, we have the sequence of equations
(Er − E)C1r +
1
N
∑
st
WrstC
2
st = 0 (30)
(Es + Et − E)C2st +
1
N
∑
r
VstrC
1
r + C
3 Terms = 0, (31)
and so on. For example we can choose the C1r with common Er to be nonzero at zeroth
order and all other C’s zero at aeroth order.. Then the C3 terms in the second equation are
of order 1/N2, so we obtain
C2st =
1
E − Es − Et
1
N
∑
r
VstrC
1
r +O(N
−2) (32)
(E − Er)C1r =
1
N2
∑
st
Wrst
1
E − Es − Et
∑
u
VstuC
1
u +O(N
−3). (33)
In theM →∞ limit, when the energy eigenvalues become continuous, the first equation can
be interpreted as the amplitude for a single string to decay into two strings . For any finite
M , the second equation shows that the eigenvalues of the matrix
∆ru =
1
N2
∑
st
Wrst
1
Er −Es − EtVstu (34)
determine the lowest order energy shifts to the level Er.
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3 Diagonalizing h
In the preceding section, we have shown how the 1/N expansion of string bit models is
determined by what we might call first quantized string calculations. The legacy of the un-
derlying string bit models for these calculations is essentially the provision of a fundamental
cutoff, namely the interpretation of a continuous P+ by the discrete bit number. Finding
the eigenvalues of h is straightforward, because h is bilinear in Clifford variables. Therefore,
it can be solved by finding energy raising and lowering operators. This was done in [4], so
we just give here a quick sketch of the procedure and results. Because h is the sum of terms
ha each of which contain only the variables with component a, it suffices to work with just
one component. In the following, we suppress the spinor index.
To begin, it is convenient to introduce Fourier transforms:
Bn =
1√
M
M∑
k=1
Ske
−2piikn/M , B˜n =
1√
M
M∑
k=1
S˜ke
−2piikn/M (35)
Sk =
1√
M
M−1∑
n=0
Bne
2piikn/M , S˜k =
1√
M
M−1∑
n=0
B˜ne
2piikn/M (36)
{Bm, Bn} = 2δm+n,M , {B˜m, B˜n} = 2δm+n,M , {B˜m, Bn} = 0. (37)
Then we can express h in terms of these
h =
M−1∑
n=1
[
−iBM−nBne2piin/M + iB˜M−nB˜ne2piin/M + 2iBM−nB˜n
(
1− cos 2pin
M
)]
. (38)
We search for eigenoperators.
[h,Bn + ξB˜n] = Bn
(
−4 sin 2pin
M
+ 4iξ
(
1− cos 2pin
M
))
+B˜n
(
4ξ sin
2pin
M
− 4i
(
1− cos 2pin
M
))
≡ ∆(Bn + ξB˜n). (39)
This implies
1 + ξ2 + 2iξ cot
pin
M
= 0. (40)
Solving the quadratic gives
ξ± = −i cot pin
M
± i
√
1 + cot2
pin
M
=


i tan
pin
2M
−i cot pin
2M
∆± = −4 sin 2pin
M
+ 4iξ±
(
1− cos 2pin
M
)
= 8 sin
pin
M
(− cos pinM + iξ± sin pinM)
= ∓8 sin pin
M
. (41)
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We therefore define energy lowering operators,
Fn = Bn cos
pin
2M
+ iB˜n sin
pin
2M
, (42)
and raising operators,
F¯n = Bn sin
pin
2M
− iB˜n cos pin
2M
, (43)
which can be inverted
Bn = Fn cos
pin
2M
+ F¯n sin
pin
2M
, iB˜ = Fn sin
pin
2M
− F¯n cos pin
2M
. (44)
We notice that
F †n = BM−n cos
pin
2M
− iB˜M−n sin pin
2M
= F¯M−n (45)
{Fn, F¯m} = 2 sin pin
2M
cos
pim
2M
δn+m,M + 2 cos
pin
2M
sin
pim
2M
δn+m,M = 2δn+m,M . (46)
Applying h to a state satisfying Fn|G〉 = 0 for all n, leads to a calculation of the ground
energy. Remembering there is a contribution for each of the s components, we find
EG = −4s
M−1∑
n=1
sin
npi
M
∼ −8s
pi
M +
2pis
3M
+O(M−3). (47)
Since M = P+/m is conserved in all processes, it can be harmlessly subtracted, and we can
identify the string tension by comparing the 1/M term to the string P−G :
P−G =
T0
4m
(EG − 8Ms/pi) ∼ pisT0
6P+
(1 +O(M−2)). (48)
At N =∞, the lowest squared mass in this model is spiT0/3 > 0, i.e. there is a mass gap.
4 Three Closed Bit Chain Overlap
As seen in Section 2, the terms in the 1/N expansion are determined by the overlap integrals
Vrst and Wrst. Let us focus on the second of these. We can calculate it in the raising and
lowering operator formalism by expressing the ground state |G〉 of the large string in terms
of raising and lowering operators of the two small strings,. applied to the tensor product of
the ground states of the small strings.
Divide the M spin variables into L (k = 1, . . . L) and K = M − L (k = L + 1, . . . ,M)
variables. Then for each subset we define modes
Sk =
1√
L
L−1∑
n=0
B(1)n e
2piikn/L, 1 ≤ k ≤ L (49)
Sk =
1√
K
K−1∑
n=0
B(2)n e
2pii(k−L)n/(M−L), L+ 1 ≤ k ≤M, (50)
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and likewise for S˜k, putting a tilde on the corresponding B’s. Then introduce the vectors
vkm =
1√
M
e2piikm/M , k = 1, · · · ,M ; m = 0, · · · ,M − 1 (51)
v(1)kn =
1√
L
e2piikm/L, k = 1, · · · , L; n = 0, · · · , L− 1 (52)
v(2)kn =
1√
K
e2pii(k−L)m/K , k = L+ 1, · · · ,M ; n = 0, · · · ,M − L− 1. (53)
Then the Bn, B˜n are related to the B
(1)
n , B˜
(1)
n and B
(2)
n , B˜
(2)
n by
Bm =
L−1∑
n=0
B(1)n v
†
mv
(1)
n +
M−L−1∑
n=0
B(2)n v
†
mv
(2)
n (54)
B˜m =
L−1∑
n=0
B˜(1)n v
†
mv
(1)
n +
M−L−1∑
n=0
B˜(2)n v
†
mv
(2)
n . (55)
Zero modes require special attention. First we note that
B0 = B
(1)
0
√
L
M
+B
(2)
0
√
K
M
, B˜0 = B˜
(1)
0
√
L
M
+ B˜
(2)
0
√
K
M
. (56)
It is then convenient to define the relative zero mode operators
b0 = B
(1)
0
√
K
M
− B(2)0
√
L
M
, b˜0 = B˜
(1)
0
√
K
M
− B˜(2)0
√
L
M
, (57)
and it is easy to confirm the Clifford algebra
{B0, B0} = {B˜0, B˜0} = {b0, b0} = {b˜0, b˜0} = 2
{B0, b0} = {B˜0, b˜0} = {B0, b˜0} = {b0, B˜0} = {B0, B˜0} = {b0, b˜0} = 0. (58)
We can now rewrite the overlap conditions as
Bm = b0v
†
mw0 +
L−1∑
n=1
B(1)n v
†
mv
(1)
n +
M−L−1∑
n=1
B(2)n v
†
mv
(2)
n (59)
B˜m = b˜0v
†
mw0 +
L−1∑
n=1
B˜(1)n v
†
mv
(1)
n +
M−L−1∑
n=1
B˜(2)n v
†
mv
(2)
n (60)
w0 ≡ v(1)0
√
K
M
− v(2)0
√
L
M
. (61)
Finally, in order to calculate the 3 chain vertex, we relate the energy lowering operators for
the large chain Fm for m 6= 0 to the raising and lowering operators for the smaller chains.
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The zero mode operators commute with h, but it is convenient to define f0 = (b0 + ib˜0)/2
and f¯0 = f
†
0 = (b0 − ib˜0)/2 which satisfy
f 20 = f¯
2
0 = 0, {f0, f¯0} = 1. (62)
Let fn be the M − 1 operators f0, F (1)n /
√
2, F
(2)
n /
√
2, so that {fm, f †n} = δmn, and we can
write
Fm =
√
2
M−2∑
n=0
(fnCmn + f
†
nSmn), (63)
where the matrices C, S are given in Appendix B.
Then we seek the ground state of the large chain in the form
|G〉 = exp
{
1
2
∑
k,l
Mklf
†
kf
†
l
}
|0〉[det(I +MM †)]−1/4, (64)
where fk|0〉 = 0 for k = 0, . . . ,M − 2. Fm|G〉 = 0 is equivalent to
CmnMnl + Sml = 0. (65)
From CM = −S we compute
C(I +MM †)C† = CC† + SS†
detC det(I +MM †) detC† = det(CC† + SS†)
det(I +MM †) =
det(CC† + SS†)
det(CC†)
. (66)
Using MATLAB to study these determinants numerically, we find that det(CC†+ SS†) = 1
and we also confirm the behavior
detCC† ∼ 0.9290
[KLM ]1/6
(
L
M
)[M/K−L/M ]/3−2/3(
K
M
)[M/L−K/M ]/3−2/3
. (67)
Here K = M − L is the number of bits in one of the smaller strings. It is interesting to
compare this determinant for the Grassmann overlap to the corresponding one for a single
bosonic string coordinate,
detXX† =
2.1528
[KLM ]1/6
(
L
M
)−[M/K−L/M ]/3(
K
M
)−[M/L−K/M ]/3
, (68)
which was also calculated numerically with MATLAB. This bosonic determinant, apart
from the numerical factor, can be understood based on the conformal mapping properties of
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the worldsheet [10, 14]. There is an intimate relation between the Grassmann and bosonic
overlaps reflected in the fact that the superstring overlap involves the product of the two
detCC† detXX† =
2.0000
[KLM ]1/3
(
KL
M2
)−2/3
= 2.0000
M
KL
, (69)
in which the combination is greatly simplified. This simplification is the content of the
Green-Schwarz statement that the bosonic and spinor worldsheet determinants cancel each
other; it is associated with the dependence of an offshell vertex on the interaction time
e−ia∆P
−
. The measure contribution to ∆P− is
s− d
6
∆
1
2P+
→ 0 (70)
for d → s, which is the supersymmetry requirement. It is important to appreciate that the
cancellation is actually incomplete, and moreover, the part left-over is essential to account
for the eventual Poincare´ invariance.
Of course the string bit model studied in this article produces no bosonic coordinates
but only Grassmann ones. As such, the requirement that the vertex have a finite continuum
limit, i.e. that it scale as M−3 at large M with L/M,K/M fixed, determines s = 24. We
call this interesting string model the “protostring”.
5 The Proto-String Theory
To summarize our work, we have found that the Grassmann overlap scales as M−s/8 if
there are s Grassmann worldsheet fields. The scaling of the bosonic overlap is M−d/8 for d
transverse worldsheet scalars. If one combines these one gets M−(s+d)/8. With no operator
insertions at the break/join point, the smooth continuum limit would require s + d = 24.
The bosonic string has no Grassmann worldsheet fields so the critical dimension should be
d = 24. The superstring has s = d = 8 which does not give a smooth continuum limit. But
we also know that the superstring requires an operator insertion proportional to ∆X i∆Xj
at the joining point. This insertion produces an additional factorM−1, which combined with
the s = d = 8 overlaps ensures a smooth continuum limit. Poincare´ supersymmetry requires
a further 8th order Grassmann polynomial Pij(S) which, as shown in Appendix C, has no
effect on the overall scaling behavior.
The bosonic string has played an important role in the formal string literature, because of
the economy and simplicity of its interactions–reflected in the absence of operator insertions..
We now see that there is another possibility that requires no insertions. It is to have s = 24
and d = 0. This is a pure Grassmann analog of the bosonic string and as such should be of
some interest in string theory. The superstring and the RNS string both require operator
insertions at the vertex break/join point. In order to compare the various possibilities we
need to know the scaling laws of various insertions. And for these we need to know the
overlap for the excited states. The matrix M is well-known in the continuum limit, and with
that knowledge one can obtain the needed scaling laws. In Appendix C we discuss these
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issues for insertions of S variables, with the conclusion that they scale as M0. To compare
to the other major possibilities we have prepared tables of the various scaling laws.
We first note the nominal scaling rules for insertions. For bosonic variables the in-
sertion ∆X = Xk+1 − Xk ∼ m∂X∂σ nominally scales as ∆X ∼ M−1. Similarly Sk,Γk ∼√
m(S(σ),Γ(σ)) nominally scales as Sk,Γk ∼ M−1/2. Here Γk is an RNS fermionic world-
sheet field. However the fission/fusion singularity enhances these expectations:as illustrated
in Table 1. Note that the enhancement is different in the RNS and Green-Schwarz overlaps.
Insertion Enhancement Net
∆X M1/2 M−1/2
S M1/2 M0
Γ M1/4 M−1/4
Table 1: Enhancement of scaling laws for operator insertions on overlaps of
the bosonic (∆X), Green-Schwarz (S), and RNS (Γ) types.
The various overlap scaling laws are compared in Table 2. Finally, the various string models
Overlap Scaling Insertion Scaling
VX M
−d/8 ∆X M−1/2
VS M
−s/8 S M0
VΓ M
−d/16 Γ M−1/4
Table 2: Summary of overlap scaling laws along with insertion rules.
with total vertices and the critical dimension, determined by requiring the total vertex to
scale asM−3, are displayed in Table 3. As we have discussed, the protostring is a Grassmann
Type Total Vertex Critical Dimension
Bosonic String VX d = 24
IIB Superstring ∆X i∆XjPij(S)VXVS d = s = 8
RNS String (Γ ·∆X)2VΓVX d = 8
Protostring VS s = 24
Table 3: Total Vertices and critical dimensions for bosonic, Green-Schwarz,
RNS, and Protostring overlaps
analog of the bosonic string, in that neither require operator insertions. However, there are
striking differences. For one, the bosonic string has a tachyonic ground state, whereas the
lowest mass squared of the protostring is positive. Accordingly, the protostring is stable. An-
other interesting feature of the protostring is that its worldsheet degrees of freedom match
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those of the superstring: 16 of the Grassmann worldsheet fields can be bosonized into 8
compactified bosonic worldsheet fields. These, together with the remaining 8 Grassmann
fields, match the worldsheet fields of the superstring. However, the compactification radius
is fixed, so it is not obvious how to achieve large spatial dimensions. There is the hope
that some deformation of the protostring, which enables large transverse dimensions, can be
found to produce the actual superstring. Taken as it is given here, the protostring moves in 1
space dimension (there are no large transverse dimensions). The stability of the protostring
recommends it as a solid starting point for defining string theory more generally..Exploring
this possibility is a promising directioin for future research.
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A The Hamiltonian and its action on color singlets
The string bit creation and annihilation operators satisfy the (anti)-commutation relations
[(φa1···an)
β
α , (φ¯b1···bn)
δ
γ ]± ≡ (φa1···an) βα (φ¯b1···bn) δγ − (−)mn(φ¯b1···bn) δγ (φa1···an) βα
= δmnδ
δ
α δ
β
γ
∑
P
(−)P δa1bP1 · · · δanbPn , (71)
which incorporate the fact that φ¯ creates a boson if n is even and a fermion if n is odd. The
sum over P is over all permutation of 1, 2, . . . , n.
The Hamiltonian analyzed in this paper is the one called HS in [8]. We quote
HS = H1 +H2 +H3 +H4 +H5, (72)
where the Hi are:
H1 =
2
N
s∑
n=0
s∑
k=0
s− 2n
n!k!
Trφ¯a1···an φ¯b1···bkφb1···bkφa1···an (73)
H2 =
2
N
s−1∑
n=0
s−1∑
k=0
(−)k
n!k!
Trφ¯a1···an φ¯bb1···bkφb1···bkφba1···an (74)
H3 =
2
N
s−1∑
n=0
s−1∑
k=0
(−)k
n!k!
Trφ¯ba1···an φ¯b1···bkφbb1···bkφa1···an (75)
H4 =
2i
N
s−1∑
n=0
s−1∑
k=0
(−)k
n!k!
Trφ¯a1···an φ¯b1···bkφbb1···bkφba1···an (76)
H5 = −2i
N
s−1∑
n=0
s−1∑
k=0
(−)k
n!k!
Trφ¯ba1···an φ¯bb1···bkφb1···bkφa1···an . (77)
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HS commutes with the supersymmetry operators
Qa =
s−1∑
n=0
(−)n
n!
Tr
[
eipi/4φ¯a1···anφaa1···an + e
−ipi/4φ¯aa1···anφa1···an
]
{Qa, Qb} = 2Mδab, (78)
which will guarantee equal numbers of bosonic and fermionic eigenstates at each energy level.
Using the commutation relations (71), it is straightforward to obtain the action of the
Hi on single trace states:
H1T (θ1, · · · , θM)|0〉 = 2
M∑
k=1
(
s− 2θak
d
dθak
)
T (θ1, · · · , θM )|0〉
+
2
N
M∑
k=1
(
s− 2θak
d
dθak
) ∑
l 6=k,k+1
T (θl · · · θk)T (θk+1 · · · θl−1)|0〉 (79)
H2T (θ1, · · · , θM)|0〉 = 2
M∑
k=1
θak
d
dθak+1
T (θ1, · · · , θM)|0〉
+
2
N
M∑
k=1
∑
l 6=k,k+1
θak
d
dθal
T (θl · · · θk)T (θk+1 · · · θl−1)|0〉 (80)
H3T (θ1, · · · , θM)|0〉 = 2
M∑
k=1
θak+1
d
dθak
T (θ1, · · · , θM)|0〉
+
2
N
M∑
k=1
∑
l 6=k,k+1
θal
d
dθak
T (θl · · · θk)T (θk+1 · · · θl−1)|0〉 (81)
H4T (θ1, · · · , θM)|0〉 = −2i
M∑
k=1
θakθ
a
k+1T (θ1, · · · , θM)|0〉
−2i
N
M∑
k=1
∑
l 6=k,k+1
θakθ
a
l T (θl · · · θk)T (θk+1 · · · θl−1)|0〉 (82)
H5T (θ1, · · · , θM)|0〉 = −2i
M∑
k=1
d
dθak
d
dθak+1
T (θ1, · · · , θM)|0〉
−2i
N
M∑
k=1
∑
l 6=k,k+1
d
dθak
d
dθal
T (θl · · · θk)T (θk+1 · · · θl−1)|0〉. (83)
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We note that the differential operators are applied to nearest neighbors on the same trace
when they involve two distinct Grassmann variables.
The action of the Hi on multitrace states takes two forms. When both annihilation
operators contract on the same trace, the action can be read off from the preceding formulas.
When they act on different traces the action is to fuse them into a single trace as follows
H1T (θ1 · · · θK)T (η1 · · · ηL)|0〉Fusion =
+
2
N
K∑
k=1
L∑
l=1
(
s− 2θak
d
dθak
)
T (θk+1 · · · θkηl · · ·ηl−1)|0〉
+
2
N
K∑
k=1
L∑
l=1
(
s− 2ηal
d
dηal
)
T (θk · · · θk−1ηl+1 · · · ηl)|0〉 (84)
H2T (θ1 · · · θK)T (η1 · · · ηL)|0〉Fusion =
+
2
N
K∑
k=1
L∑
l=1
θak
d
dηl
T (θk+1 · · · θkηl · · · ηl−1)|0〉
+
2
N
K∑
k=1
L∑
l=1
ηal
d
dθk
T (θk · · · θk−1ηl+1 · · · ηl)|0〉. (85)
with similar transcriptions for the other Hi. In each case the differential operators have the
same structure as the fission terms, but the states on the right are a suitable pair of single
trace states. And when there are two distinct Grassmann operators they act on nearest
neighbors on the large trace.
B Formulas for Overlap Calculations
The following matrix elements are needed in (55).
v†mv
(1)
n =
1√
ML
L∑
k=1
e2ipik(n/L−m/M) = − 1√
ML
1− e−2piimL/M
1− e−2ipi(n/L−m/M) (86)
v†mv
(2)
n =
1√
MK
M∑
k=L+1
e2ipi[(k−L)(n/K−m/M)−Lm/M ]
=
1√
MK
1− e−2piimL/M
1− e−2ipi(n/K−m/M) (87)
v†mw0 =
−1√
ML
1− e−2piimL/M
1− e2ipim/M
√
K
M
− 1√
MK
1− e−2piimL/M
1− e2ipim/M)
√
L
M
= − 1√
LK
1− e−2piimL/M
1− e2ipim/M . (88)
15
Then
Fm =
L−1∑
n=1
[
F (1)n cos
(npi
2L
− mpi
2M
)
+ F¯ (1)n sin
(npi
2L
− mpi
2M
)]
v†mv
(1)
n
+
M−L−1∑
n=1
[
F (2)n cos
( npi
2K
− mpi
2M
)
+ F¯ (2)n sin
( npi
2K
− mpi
2M
)]
v†mv
(2)
n
+
(
f0 cos
(mpi
2M
− pi
4
)
+ f¯0 cos
(mpi
2M
+
pi
4
))
v†mw0
√
2
=
L−1∑
n=1
[
F (1)n cos
(npi
2L
− mpi
2M
)
v†mv
(1)
n + F
(1)†
n cos
(npi
2L
+
mpi
2M
)
v†mv
(1)
L−n
]
+
M−L−1∑
n=1
[
F (2)n cos
( npi
2K
− mpi
2M
)
v†mv
(2)
n + F
(2)†
n cos
( npi
2K
+
mpi
2M
)
v†mv
(2)
M−L−n
]
+
(
f0 cos
(mpi
2M
− pi
4
)
+ f †0 cos
(mpi
2M
+
pi
4
))
v†mw0
√
2. (89)
Then the C, S matrices needed in (63) are given by:
Cm0 = − 1√
LK
1− e−2piimL/M
1− e2ipim/M cos
(mpi
2M
− pi
4
)
Cmn1 = − 1√
ML
1− e−2piimL/M
1− e−2ipi(n/L−m/M) cos
(npi
2L
− mpi
2M
)
Cmn2 =
1√
MK
1− e−2piimL/M
1− e−2ipi(n/K−m/M) cos
( npi
2K
− mpi
2M
)
(90)
Sm0 = − 1√
LK
1− e−2piimL/M
1− e2ipim/M cos
(mpi
2M
+
pi
4
)
Smn1 = − 1√
ML
1− e−2piimL/M
1− e2ipi(n/L+m/M) cos
(npi
2L
+
mpi
2M
)
Smn2 =
1√
MK
1− e−2piimL/M
1− e2ipi(n/K+m/M) cos
( npi
2K
+
mpi
2M
)
. (91)
C Constructing |G〉 in the continuum limit
The equations determining the matrix M can be analyzed in the continuum limit in which
L,M → ∞ with x ≡ L/M fixed. Then K/M ≡ (M − L)/M = 1 − x. For this purpose
we consider this limit on the matrices C, S. This limit must be taken in eight separate
cases corresponding to left and right moving waves on each of the three closed strings. It is
convenient to remove some common factors of C, S using lower case letters for the reduced
matrices:
Cmn ≡ 1− e
−2piimL/M
2pii
cmn, Smn ≡ 1− e
−2piimL/M
2pii
smn. (92)
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Then
1. Holding m,n1, n2 fixed
cm0 → 1
m
√
2x(1− x)
cmn1 → −1
n/
√
x−m√x, cmn2 →
1
n/
√
1− x−m√1− x (93)
sm0 → 1
m
√
2x(1− x)
smn1 → 1
n/
√
x+m
√
x
, smn2 → −1
n/
√
1− x+m√1− x, (94)
2. Holding m′ =M −m,n1, n2 fixed
cm0 → −1
m′
√
2x(1− x) , cmn1 → 0, cmn2 → 0 (95)
sm0 → 1
m′
√
2x(1− x) , smn1 → 0, smn2 → 0, (96)
3. Holding m,n′1 ≡ L− n1, n2 fixed
cm0 =
1
m
√
2x(1 − x) , cmn1 = 0, cmn2 =
1
n/
√
1− x−m√1− x (97)
sm0 =
1
m
√
2x(1 − x) , smn1 = 0, smn2 =
−1
n/
√
1− x+m√1− x, (98)
4. Holding m′, n′1, n2 fixed
cm0 =
−1
m′
√
2x(1− x) , cmn1 =
1
(n′/
√
x−m′√x) , cmn2 = 0 (99)
sm0 =
1
m′
√
2x(1− x) , smn1 =
1
(n′/
√
x+m′
√
x)
, smn2 = 0, (100)
5. Holding m,n1, n′2 = K − n2 fixed
cm0 =
1
m
√
2x(1− x) , cmn1 =
−1
n/
√
x−m√x, cmn2 = 0 (101)
sm0 =
1
m
√
2x(1− x) , smn1 =
1
n/
√
x+m
√
x
, smn2 = 0, (102)
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6. Holding m′, n1, n′2 fixed
cm0 =
−1
m′
√
2x(1− x) , cmn1 = 0, cmn2 =
−1
(n′/
√
1− x−m′√1− x)(103)
sm0 =
1
m′
√
2x(1− x) , smn1 = 0, smn2 =
1
(n′/
√
1− x+m′√1− x) ,(104)
7. Holding m,n′1, n′2 fixed
cm0 =
1
m
√
2x(1− x) , cmn1 = 0, cmn2 = 0 (105)
sm0 =
1
m
√
2x(1− x) , smn1 = 0, smn2 = 0, (106)
8. Holding m′, n′1, n′2 fixed
cm0 =
−1
m′
√
2x(1− x)
cmn1 =
1
(n′/
√
x−m′√x) , cmn2 =
−1
(n′/
√
1− x−m′√1− x) (107)
sm0 =
1
m′
√
2x(1− x)
smn1 =
1
(n′/
√
x+m′
√
x)
, smn2 =
−1
(n′/
√
1− x+m′√1− x) . (108)
The equation CM + S = 0 then breaks up into the series of equations
Cm0M0,l + Cmn1Mn1,l + Cmn2Mn2,l + Sml = 0 (109)
Cmn1Mn1,0 + Cmn2Mn2,0 + Sm0 = 0 (110)
Cm′0M0,l′ + Cm′n1′Mn1′,l′ + Cm′n2′Mn2′,l′ + Sm′,l′ = 0 (111)
Cm′n1′Mn1′,0 + Cm′n2′Mn2′,0 + Sm′0 = 0 (112)
Cm0M0,l′ + Cmn1Mn1,l′ + Cmn2Mn2,l′ = 0 (113)
Cm′0M0,l + Cm′n1′Mn1′,l + Cm′n2′Mn2′,l = 0, (114)
where unprimed indices refer to the continuum limit holding m, n1, or n2, fixed; and primed
indices indicate holding M −m, L− n1, or M −L− n2 fixed. In these formulas l is allowed
to refer to either of the smaller strings, so unprimed it is held fixed and primed L − l or
M − L − l as appropriate is held fixed. In addition to these equations the matrix M is
required to be ant-symmetric MT = −M .
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C.1 Solving the continuum equations
We can solve these equations using a method due to J. Goldstone, who solved the analogous
equations for the three bosonic open string vertex [15]. The final results can also be found
in [16], which employs a different method. Since the matrices C, S involve reciprocals of
linear combinations of integers, one guesses a function with poles at appropriate points.
Goldstone’s choice was
g(z) =
Γ(1 + zx)Γ(1 + z(1 − x))
zΓ(1 + z)
ezξ√
x(1− x) (115)
ξ ≡ −x ln(x)− (1− x) ln(1− x). (116)
The function g(z) has poles at 0, −n/x, and −n/(1− x) for n positive integers.
g(z) ∼ 1
ng(n/x)
1
z + n/x
, g(z) ∼ 1
ng(n/(1− x))
1
z + n/(1− x) , (117)
respectively. At large z, g behaves as
√
2piz−1/2. Since g(z) has zeroes at −1,−2,−3, . . .,
g(z)/(z+m) has the same poles as g as long as m is a positive integer. Then we can we can
expand
g(z)
z +m
=
∞∑
n=1
1
ng(n/x)
1
z + n/x
1
m− n/x +
∞∑
n=1
1
ng(n/(1− x))
1
z + n/(1− x)
1
m− n/(1− x)
+
1
mz
√
x(1− x)
=
∞∑
n=1
1
ng(n/x)
1
z + n/x
√
xcmn1 −
∞∑
n=1
1
ng(n/(1− x))
1
z + n/(1− x)
√
1− xcmn2
+
√
2
z
cm0. (118)
We can recognize this as the first of our equations to solve if we put z = l/x or z = l/(1−x).
Then the left side becomes either g(l/x)
√
xsml1 or g(l/(1− x))
√
1− xsml2:
sml1 =
∞∑
n=1
1
ng(n/x)g(l/x)
1
l/x+ n/x
cmn1
−
∞∑
n=1
1
ng(n/(1− x))g(l/x)
1
l/x+ n/(1− x)
√
1− x
x
cmn2 +
√
2x
g(l/z)l
cm0 (119)
−sml2 =
∞∑
n=1
1
ng(n/x)g(l/(1− x)
1
l/(1− x) + n/x
√
x
1− xcmn1
−
∞∑
n=1
1
ng(n/(1− x))g(l/(1− x)
1
l/(1− x) + n/(1− x)cmn2 +
√
2(1− x)
g(l/(1− x))l cm0.(120)
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Unfortunately, the inferred Mnl would not be antisymmetric. We can fix this by noticing
the identity obtained by expanding zg(z)/(z +m)
zg(z)
z +m
=
∞∑
n=1
−n/x
ng(n/x)
1
z + n/x
√
xcmn1
−
∞∑
n=1
−n/(1− x)
ng(n/(1− x))
1
z + n/(1− x)
√
1− xcmn2. (121)
Putting z = l/x and z = l/(1− x) gives
sml1 =
∞∑
n=1
−1
lg(l/x)g(n/x)
1
l/x+ n/x
cmn1
−
∞∑
n=1
−1
lg(l/x)g(n/(1− x))
1
l/x+ n/(1− x)
√
x
1− xcmn2 (122)
−sml2 =
∞∑
n=1
−1
lg(l/(1− x))g(n/x)
1
l/(1− x) + n/x
√
1− x
x
cmn1
−
∞∑
n=1
−1
lg(l/(1− x))g(n/(1− x))
1
z + n/(1− x)cmn2. (123)
Taking the average of the two expressions for sml gives an antisymmetric solution to the first
equation
sml1 =
1
2
∞∑
n=1
l − n
lng(n/x)g(l/x)
1
l/x+ n/x
cmn1
−1
2
∞∑
n=1
l
√
(1− x)/x− n√x/(1− x)
lng(n/(1− x))g(l/x)
1
l/x+ n/(1− x)cmn2 +
√
x/2
g(l/z)l
cm0 (124)
−sml2 = 1
2
∞∑
n=1
l
√
x/(1− x)− n
√
(1− x)/x
ng(n/x)g(l/(1− x)
1
l/(1− x) + n/xcmn1
−1
2
∞∑
n=1
l − n
lng(n/(1− x))g(l/(1− x)
1
l/(1− x) + n/(1− x)cmn2 +
√
(1− x)/2
g(l/(1− x))l cm0.(125)
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From these equations we can read off some of the matrix elements of M :
Mn1,l1 = −1
2
l − n
lng(n/x)g(l/x)
1
l/x+ n/x
(126)
Mn2,l1 =
1
2
l
√
(1− x)/x− n√x/(1− x)
lng(n/(1− x))g(l/x)
1
l/x+ n/(1− x) (127)
M0,l1 = −
√
x/2
g(l/x)l
(128)
Mn1,l2 =
1
2
l
√
x/(1− x)− n√(1− x)/x
ng(n/x)g(l/(1− x)
1
l/(1− x) + n/x (129)
Mn2,l2 = −1
2
l − n
lng(n/(1− x))g(l/(1− x)
1
l/(1− x) + n/(1− x) (130)
M0,l2 =
√
(1− x)/2
g(l/(1− x))l . (131)
Next let’s consider the equation (110). We examine (118) and (121) near z = 0. First put
z = 0 in (121).
1
m
√
x(1− x) =
√
2sm0 =
∞∑
n=1
−1
ng(n/x)
√
xcmn1
−
∞∑
n=1
−1
ng(n/(1− x))
√
1− xcmn2, (132)
from which we confirm that Mn1,0 = −M0,n1 and Mn2,0 = −M0,n2. As it turns out we don’t
need (118) here.
The analysis of equations (111) and (112) parallels that of (109) and (110). Indeed,
inspection of the relevant equations shows that Mn′,l′ = −Mnl. It then remains to analyze
the first two equations (113) and (114), which do not involve the s’s. We therefore examine
the difference between the equations (119), (120) and (122), (123):
0 =
∞∑
n=1
x
lng(n/x)g(l/x)
cmn1
−
∞∑
n=1
√
x(1− x)
lng(n/(1− x))g(l/x)cmn2 +
√
2x
g(l/z)l
cm0 (133)
0 =
∞∑
n=1
√
x(1− x)
lng(n/x)g(l/(1− x)cmn1
−
∞∑
n=1
1− x
lng(n/(1− x))g(l/(1− x)cmn2 +
√
2(1− x)
g(l/(1− x))l cm0. (134)
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The c’s in (114) are the negatives of those in (113), but since they are homogeneous in c the
two equations are actually identical in form. The coefficient of cm0 in (133) is seen to be
−2M0,l1 = 2M0,l1′ and in (134) to be +2M0,l2 = −2M0,l2′ . We thus determine from (113)
Mn1,l1′ =
x
2lng(n/x)g(l/x)
, Mn2,l1′ = −
√
x(1− x)
2lng(n/(1− x))g(l/x) (135)
Mn2,l2′ =
1− x
2lng(n/(1− x))g(l/(1− x) , Mn1,l2′ = −
√
x(1− x)
2lng(n/x)g(l/(1− x) , (136)
and from (114)
Mn1′,l1 = − x
2lng(n/x)g(l/x)
, Mn2′,l1 =
√
x(1− x)
2lng(n/(1− x))g(l/x) (137)
Mn2′,l2 = − 1− x
2lng(n/(1− x))g(l/(1− x) , Mn1′,l2 =
√
x(1− x)
2lng(n/x)g(l/(1− x) , (138)
and we see that the solution respects the antisymmetry of the matrix M . We note that the
matrix elements coupling left and right moving spin waves factorize, unlike those coupling
left to left and right to right.
C.2 Operator Insertions
Superstring vertices typically require insertions at the join/break point. In terms of the
string bit model, these points could be k = 1, k = L, k = L+ 1, or k =M = L+K. In the
first two cases we can write
SL =
1√
L
L−1∑
n=0
B(1)n , S1 =
1√
L
L−1∑
n=0
B(1)n e
2ipin/L, (139)
and in the last two cases
SL+1 =
1√
K
K−1∑
n=0
B(2)n e
2piin/K , SM =
1√
K
K−1∑
n=0
B(1)n , (140)
with similar expressions for S˜. The presence of the factor L−1/2 or K−1/2 in all these
expressions means that in the continuum limit the sums over n must diverge like L1/2 or
K1/2 if a finite contribution is to occur. We use
Bn = Fn cos
pin
2M
+ F¯n sin
pin
2M
(141)
iB˜n = Fn sin
pin
2M
− F¯n cos pin
2M
, (142)
22
and the divergence must come from the action of the lowering operators on |G〉. So the
possibilities are
SL|G〉 ∼ 1√
L
L−1∑
n=1
cos
pin
2L
Mn1,lf
†
l |G〉 (143)
iS˜L|G〉 ∼ 1√
L
L−1∑
n=1
sin
pin
2L
Mn1,lf
†
l =
1√
L
L∑
n=1
cos
pin′
2L
Mn1′,lf
†
l |G〉. (144)
In the case of SL the trig function suppresses the modes near n = L, whereas for S˜L the
modes near n = 0 (or n′ near L) are suppressed. As L→∞ the sum over n diverges as L1/2
so these insertions are finite and non-zero in the continuum limit. This divergence can be
seen by considering modes in the range 1≪ n, n′ ≪ L.
Mn1,l1 ∼ 1
2
1√
2pin
√
x
lg(l/x)
, Mn2,l1 ∼ −1
2
1√
2pin
√
x
lg(l/x)
, Mn1,0 ∼ 1√
4pin
Mn1,l2 ∼ −1
2
1√
2pin
√
(1− x)
lg(l/(1− x) , Mn2,l2 ∼
1
2
1√
2pin
√
1− x
lg(l/(1− x)
Mn2,0 ∼ − 1√
4pin
. (145)
The elements Mn′,l′ behave as the negatives of these. The mixed elements behave as
Mn1,l1′ =
1
2
1√
2pin
√
x
lg(l/x)
, Mn2,l1′ = −1
2
1√
2pin
√
x
lg(l/x)
(146)
Mn2,l2′ =
1
2
1√
2pin
√
1− x
lg(l/(1− x) , Mn1,l2′ = −
1
2
1√
2pin
√
1− x
lg(l/(1− x) , (147)
and from (114)
Mn1′,l1 = −1
2
1√
2pin
√
x
lg(l/x)
, Mn2′,l1 =
1
2
1√
2pin
√
x
lg(l/x)
(148)
Mn2′,l2 = −1
2
1√
2pin
√
1− x
lg(l/(1− x) , Mn1′,l2 =
1
2
1√
2pin
√
1− x
lg(l/(1− x) . (149)
For the insertion on string 1 at k = L od k = 1 we need
Mn1,lf
†
l =
1√
8pin
[√
2f †0 +
∞∑
l=1
√
x
lg(l/x)
(f †l1 + f
†
l1′)−
∞∑
l=1
√
1− x
lg(l/(1− x))(f
†
l2 + f
†
l2′)
]
≡ 1√
8pin
S, (150)
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and
Mn1′,lf
†
l = −
1√
8pin
[√
2f †0 +
∞∑
l=1
√
x
lg(l/x)
(f †l1 + f
†
l1′)−
∞∑
l=1
√
1− x
lg(l/(1− x))(f
†
l2 + f
†
l2′)
]
= − 1√
8pin
S. (151)
The insertion of iS˜L gives the negative of the insertion of SL because the roles of n1 and n1
′
are switched. Inspection shows that all possible insertions, SL, iS˜L, SL+1, iS˜L+1, S1, iS˜1,
SM , iS˜M involve the same operator S in the limit M,L,M − l → ∞, and in fact yield the
same factor up to a sign. In this limit, the surviving part of the sum over n involves
1√
8piL
L/2∑
n=n0
1√
n
(
cos
npi
2L
− sinnpi
2L
)
∼ 1√
8pi
∫ 1
n0/L
dx√
x
(
cos
xpi
2
− sin xpi
2
)
→ 1√
8pi
∫ 1
0
dx√
x
(
cos
xpi
2
− sin xpi
2
)
. (152)
When the insertion is placed on the other string, M −L = K replaces L, but as long as both
L and K are large the same result ensues.
If we consider inserting more than one factor of S at the join/break point, we find no
new operator structure in the continuum limit unless S belongs to a different worldsheet
field than the first one. For instance S2k = 1 identically, If we apply say SkSj to the overlap,
with k, j on the same small string, we pass this operator through the exponential factors.
If k, j are at the join/break point, the commutator terms approach one or two factors of
S in the continuum limit. If only one factor is produced, it will multiply a creation term
which vanishes in the continuum limit. If two factors are produced S2 = 0 because S is
an anticommuting variable, thus the only surviving contribution in the continuum limit is
the result of applying SkSj to the ground state of the string. The terms involving creation
operators vanish in the continuum limit, so only a c-number arising from normal ordering
SkSj can survive.
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