Overall, accuracy as a performance measure does not fully consider modular accuracy: the accuracy of classifying 1 (or true) as 1 is not same as classifying 0 (or false) as 0. A smarter classification algorithm would optimize the classification rules to match the modular accuracies' goals according to the nature of problem. Correspondingly, smarter algorithms must be both more generalized with respect to the nature of problems, and free from decretization, which may cause distortion of the real performance. Hence, in this paper, we propose a novel vertical boosting algorithm that improves modular accuracies. Rather than decretizing items, we use simple classifiers such as a regression model that accepts continuous data types. To improve the generalization, and to select a classification model that is well-suited to the nature of the problem domain, we developed a model selection algorithm with smartness. To show the soundness of the proposed method, we performed an experiment with a real-world application: predicting the intellectual properties of e-transaction technology, which had a 47,000+ record data set.
Introduction
In our everyday business, we are faced with managerial or strategic decisions that are supported by classification techniques such as e-commerce transactions (Yang and King, 2009 ), personal credit evaluation (Wu and Xia, 2008) , financial data mining (Shi et al., 2010) , and stock market prediction (Lu and Chen, 2009) . Current ensemble methods of the classification algorithms have "room for improvement" in a couple of key areas (Ha et al., 2013) . First, these methods have yet to demonstrate competency with very large data sets.
Scalability is a key feature for acceptance in actual business systems. Second, to increase their classification accuracy, current methods use a discretization technique, which transforms continuous models and equations into discrete counterparts. However, information loss and/or corresponding biases may occur during the transformation.
Meanwhile, classification algorithms suffer from the problem of data uncertainty (Qin et al., 2009 ). One of the reasons for data uncertainty is data imbalance, with uneven numbers of positive and negative cases (Lee and Kwon, 2013) .
Different sampling methods have been proposed to address this problem: oversampling, undersampling, and weighted sampling. However, in spite of slight improvement by using sampling methods, using such methods results in an increased computational cost due to the increase in the training data points (Hwang et al., 2011) .
Undersampling balances the training dataset by sampling the majority training set to make a smaller subset, and makes the size of the class even. Weighted sampling defines the weight for each individual piece of data. In handling an imbalanced training set using the support vector machine (SVM) technique, for example, giving an appropriate weight makes the technique outperform the standard SVM. At this time, setting the appropriate weight is a critical issue.
Hwang et al (Hwang et al., 2011) simply set the weight according to the size of positive and negative dataset.
Not a few actual data sets have data imbalance that leads to bigger misclassifications.
Data imbalance causes inconsistent classification.
Inconsistency here refers to the issue relating to some training cases where input values are identical to each other except the class value.
Inconsistency definitely makes the classification accuracy worse. Rough set theory (Pawlak, 1982) has been regarded as a solution to address the inconsistency problem, because rough set is a formal mathematical tool that works with imprecise, uncertain, and vague data sets: it extracts meaningful features from the inconsistent data set. However, since a rough set exhaustively examines all N 2 subsets of features from N features, it tends to be a NP hard problem, and hence needs a more efficient approximate algorithm. Second, imbalanced data set also results in rule imbalance problem. Rule imbalance refers to the problem that the number of rules concluding that the result is positive (useful) and negative (useless) are not balanced. These two concerns still remain unresolved in current classification algorithms research. In particular, subtle differences in the domain characteristics of business data may have a strong impact on the classification accuracy (Theissen, 2001) . However, to our best knowledge, researchers have yet to propose any classification algorithms that address inconsistency and rule imbalance.
Hence, the purpose of this paper is to propose a smarter boosting method for the imbalanced data set which contains inconsistency and rule imbalance problems. An algorithm with smartness, rather than just overall accuracy, is newly developed to select a classification model which is best fit to the nature of the problem domain in terms of consistency and balance. To show the method's soundness, we performed an experiment with a representative business data:
predicting the transferability of e-transaction technology intellectual properties, using a actual data set of over 47,000 records; 50 times larger than the data set used in the earlier study (Kwon, 2011) .
The remainder of this paper is organized as follows. Related works on classification methods and an idea of smartness as a novel performance measure are described in section 2 and 3. In 
Measuring classification methods
A classification algorithm is a procedure for selecting a hypothesis-a mapping from feature vectors to Boolean, numeric or ordinal class, from a set of alternatives that best fits a set of observations. Classification algorithms aim to minimize the classification error. Widely accepted classification algorithms are decision trees (ID3, C.4.5 etc.) (Quinlan, 1993) , rule-based induction (Cohen, 1995) , artificial neural networks (Andrews et al., 1995) , case based reasoning, genetic algorithms, Bayesian networks (Langley et al., 1992) , Swarm intelligence, SVM Classification (Vapnik, 1995) , and the ensemble method. Among those, the ensemble method approach has been regarded as better performer than classification with single classifier.
Among the classification algorithms, the selection of the most adequate classification algorithm that fits to a specific problem is a difficult task (Brazdil and Soares, 2000) . Training all classifiers to constitute an ensemble is a complex task and can lead to increased computational time and costs. Hence, using the ensemble approach may not appropriate for real-time or dynamic classification problems (Liu et al, 2004) .
Evaluation criteria are very important for developing classification algorithms simply
because it determines what to focus on in the design phase. Since the goal of classification algorithms is to minimize classification error, accuracy has been a major evaluation criterion.
Accuracy is potentially determined by the finiteness of the training sample size: the smaller the sample size, the more biased a classification error becomes (Raudys and Pikelis, 1980) . Sarunas et al. (Sarunas et al., 2009 ) suggested a method of choosing the type of the classification algorithm in the case of a limited learning sample size. Another widely accepted performance measure for the classification algorithm is generality, which refers to how well the method is able to tolerate different classifiers (Kuncheva and Jain, 2011) . However, in many cases, as Brachman et al. stated, algorithm selection is an exploratory process, and hence depends on the analyst's knowledge of the algorithms and of the problem domain (Brachman et al., 1996 (Forbes, 1995) . To explain the concern for accuracy, we applied two widely accepted classification techniques: decision tree and support vector machine (SVM) to the benchmark data (Kwon, 2011 
Vertical boosting
The vertical boosting ensemble method creates N classifiers with N attributes, in contrast to conventional sample-based ensemble methods. N) is trained using the training instances specific to each (Opitz and Maclin, 1999) . Then, for each example, the predicted output of each classifier is combined to produce the output of the ensemble. Many researchers (Krogh and Vedelsby, 1995; Breiman, 1996; Lincoln and Skrzypek, 1989) have demonstrated that an effective combining scheme is simply to average the predictions of the network.
We adopt the boosting method because the 
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Experiment
Implementation
To show the feasibility of the vertical boosting method proposed in this paper, we developed a prototype. The program, which runs on any platform, was developed using the Java application JDK 1.6.x. We used Microsoft Access as the case base, which is accessible to the main program via a JDBC/ODBC connection.
Data set
Patent evaluation becomes a very useful application area as an advent of recent knowledge-based society (Park and Kwak, 2013) . Finally, the result was a total of 47,823 patent items to use for the experiment. The distribution of the "actually transferred" variable was 93.32% (not transferred) and 6.68% (transferred at least once).
Method
We tested our vertical boosting ensemble method with model selection functionality (VB_MS), against case-based reasoning, bagging with ID3, and SVM, as well as VB_RVS. First, for the case-based reasoning, we adopted Tversky's method, which is the general method of finding most similar case as (7).
Where p is the multiplier (p=0,2,4,…), while j x and ij y indicates the j-th item value of the test case and i-th training case. As p increases, the discrepancy between j x and ij y becomes more exaggerated, and hence outliers are more discouraged to be selected as the most similar case. In this experiment, we randomly varied the p value from 2 to 10. Second, as classifiers for bagging, we used ID3 with pre-pruning. Next, we adopted classification SVM (C-SVM) with linear basic kernel, because SVM is a popular classification technique. Linear scaling and model selection are allowed before applying SVM. Last, we performed the earlier vertical boosting (VB_RVS). Since VB_RVS needs discretizing, a rough set theory was adopted to as classifiers. To do so, we used ROSETTA, a package for rough set tool. Reducting is done by Holte's 1 method and then rules were generated by Boolean reasoning algorithm. As a result, 26 rough set rules are generated and used in testing.
To compare the competing methods in terms of performance, for each experiment, the same testing data set prepared by random subsampling method was applied to all methods. Unlike legacy vertical boosting which uses a discretized data set, VB_MS allows continuous data values. To do so, a single regression method for each item is selected as classifiers. We use "actual transferability" as a dependent variable. To generate the decision tree in bagging and boosting, we adopted ID3 using the Weka software tool release 3.7.2. We set the ensemble size at 8, which is the number of items in the training and test data set as listed in <Table 4>. 
Results
According to the method described as above, the experiment was performed with accuracy, smartness and cost/benefit analysis. were set at 4,000 and 150, respectively. In addition, the proportion of the sample that was in a positive state is 7.5%. Cost-benefit analysis was performed using these three parameters.
Accuracy
According to the cost/benefit structure (q and c), the model selection is newly performed, and as a result, vertical boosting with q = 2, c = 1, and s=0 was identified as the best model in terms of profit. As seen in <Table 6>, the expected profit per item using the VB_MS method was SK VB_MS is superior to other competing methods in terms of cost-benefit analysis, and hence a better fit than the other methods.
Discussion
In this paper, we proposed smartness as a performance measure that indicates the applicability of certain classification algorithms to overcome the limitation of accuracy measures.
Since smartness aims to maximize the generality and at the same time minimize classification error, it is quite appropriate in real-world applications such as business domains, in particular data imbalances are found in the data set.
Our approach was to amend the vertical boosting method, which was originally designed to address the problem domain where data imbalance exists. Vertical boosting (Kwon, 2011) Moreover, the method has an ability to handle noisy data. An empirical study of data sets of actual intellectual property and its transferability benchmarks shows that our method significantly outperforms the competing methods (case-based reasoning, bagging-ID3, and SVM). As a result, the proposed algorithm (VB-MS) turned out to be more competitive than the other prediction method.
In this paper, we regard inconsistent instances in the training set as they are. However, 
