We introduce a polyvinil alcohol/acrylamide (PVA/AA) photopolymer compound in a holographic memory testing platform to provide experimental results for storage and retrieval of information. We also investigate different codification schemes for the data pages addressed onto the parallel-addressed liquid crystal on silicon (PA-LCoS) device, used as the data pager, such as binary intensity modulation (BIM), and hybrid-ternary modulation (HTM), and we will see that an actual approximation for HTM can be obtained with a PA-LCoS device. We will also evaluate the effect of the time fluctuations in the PA-LCoS microdisplays onto the BIM and HTM regimes. Good results in terms of signal-tonoise ratio and bit-error ratio are provided with the experimental system and using the PVA/AA photopolymer produced in our lab, thus showing its potential and interest for future research focused on this material with highly tunable properties.
INTRODUCTION
Promise of high density recording offered by holographic data storage systems (HDSS) has attracted much attention of research groups and companies along the years [1] [2] . In a holographic data storage system (HDSS), the entry data point and the recording material are the two key elements. As an entry data point spatial light modulators (SLM) enable changing the data dynamically. Parallel aligned liquid crystal on silicon microdisplays (PA-LCoS) have been widely used as SLMs. They offer an easy operation as phase-only devices and enable amplitude mostly modulation regime as well. These features bring us the opportunity to select the modulation regime required for a wide range of applications. Thus, PA-LCoS microdisplays are widely used in diffractive optics [3] , optical metrology [4] , reconfigurable interconnects [5] [6] , quantum optical computing [7] and other Optics and Photonics applications, due to their very high spatial resolution and very high light efficiency [8] [9] . For all of these reasons we introduce this novel device as the SLM in our HDSS platform [10] . A major goal is to evaluate and optimize our in-house produced polyvinil alcohol/acrylamide (PVA/AA) photopolymer [11] , since further efforts are still necessary to optimize this material for holographic memories, typically for write-once read-many (WORM) applications. This is a holographic recording material combining good optical properties, ease of fabrication, self-development capability and it enables producing thick recording layers, useful for multiplexing in holographic memories [12] [13] .
PA-LCoS displays can be assimilated to linear variable retarders but they exhibit some flicker or fluctuations [14] [15] , specially the digitally addressed backplane devices [16] [17] , widely used in most of the applications. Then, for a full characterization of the PA-LCoS device, both the retardance and the fluctuation amplitude are necessary. To this goal we demonstrated a detailed characterization technique based on time-average Stokes polarimetry [18] [19] . Based on this characterization we demonstrated some benefits and limitations of applying binary intensity modulation (BIM) and hybrid-ternary modulation (HTM) with PA-LCoS devices in HDSS [10] . We verified the good performance of PA-LCoS to display BIM data pages, and we also observed that pure HTM data pages cannot be implemented, however, a rather close performance is obtained when implementing a pseudo-HTM scheme [10] . In a previous work [20] we analyzed how these modulation schemes affect to the DC-term so that we can anticipate problems related with the material saturation. Now we want to make a study of the complete process, this means from modulation to data registration and finally the data page reconstruction. Thus, further details in this line of research will be given in the present work when recording data pages in a PVA-AA photopolymer layer.
MODULATION SCHEMES
In order to use a PA-LCoS device for HDSS some binary or multinary modulation scheme has to be selected. PA-LCoS devices are well adapted to display phase-only elements since they enable phase-only modulation of the object beam without coupled amplitude. To use the PA-LCoS as a data pager we have to define how to implement different modulation schemes. This can be achieved by illuminating the device with linearly polarized, depending on the orientation between the polarizer and the director axis we can achieve different modulation schemes. In previous works [10] [20] we showed how to implement the widely used binary intensity modulation (BIM) and an approximation to hybrid ternary modulation (HTM) that we called pseudo-HTM (p-HTM). For this purpose we need to know the linear retardance and the flicker introduced by the device as a function of gray level. This relation are obtained by means of an average stokes polarimetric method developed by our group [18] [19] . In this section, we investigate how to apply PA-LCoS devices to display the widely applied BIM data pages and HTM data pages. Specifically, HTM modulation scheme is very much demanding on the phase and amplitude modulation properties of the device used as SLM, thus the need to evaluate novel PA-LCoS.
Complex amplitude calculation for the PA-LCoS
To select an appropriate modulation scheme we need to analyze the phase shift and modulation capabilities of the PALCoS devices. Since phase-shift information is involved we use the Jones matrix formalism to calculate the complex amplitude of the light at the device exit. In order to control the electric field at the exit we inserted the LCoS device between two rotated polarizers. With this setup in mind, we calculate the electric field at the exit following equation (1): is the matrix for the PA-LCoS device, as the device can be considered a variable linear retarder. We provide a more detailed explanation for equation (1) in previous works [10] [20] . The relation between retardance Γ and the gray level addressed in the PA-LCoS is measured with the average Stokes polarimetric technique [18] .
The specific PA-LCoS device considered in this work is a commercially available PA-LCoS microdisplay, model PLUTO distributed by the company HOLOEYE. It is filled with a nematic liquid crystal, with 1920x1080 pixels and 0.7" diagonal. The pixel pitch is of 8.0 μm and the display has a fill factor of 87%. The signal is addressed via a standard DVI (Digital Visual Interface) signal. By means of the RS-232 interface and its corresponding provided software, we have access to the basic electrical parameters of the device [14] , such as the digital addressing sequence format, the gamma curve, and the voltage dynamic range of the pulse width modulated (PWM) signal (through two digital potentiometers), i.e. the so-called voltages V bright and V dark . These V bright and V dark voltages express the maximum and minimum amplitudes of the pulsed voltage applied across the LC layer. In particular the software for the SLM is provided with a series of configuration files corresponding to two different digital addressing sequences: the so-called 18-6 and 5-5 digital sequences. The first number indicates the quantity of "equally weighted" bit-planes, and the second number the quantity of "binary" bit-planes [14] . This means that the sequence 18-6 is longer than the one corresponding for the sequence 5-5. In principle the shorter the sequence the smaller the flicker [14] thus in the following we restrict our attention to sequence 5-5 since it produces less flicker.
To obtain the relation of the retardance as a function of gray level we have to select a specific setup in the lab. For configuring the LCoS device the main characteristic that we have to take into account is the incidence angle between the laser beam and the LCoS screen. We have selected a 11.5º incidence angle because this will be the angle used in the HDSS setup showed in the next section. Taking into account this incidence angle we can obtain the average retardance, Re Γ , and the flicker amplitude, a , as a function of gray level using the average Stokes polarimetric technique [18] . Figure 1 shows the resultant data for the configuration selected for BIM (continuous line) and for HTM (dashed line). It is important to notice that for BIM we have reduced the average retardance range to about 180º range, whereas for HTM it is necessary a 360º range. This variation in range is performed by changing V bright and V dark [17] . In Fig. 1 we see that the reduction of the difference between V bright and V dark (see data in the caption of figure) produces a reduction in the flicker amplitude, a : for BIM the maximum fluctuation amplitude is about 15º whereas for HTM, using the full range of V bright and V dark , increases to a maximum of about 40º. 
Binary Intensity Modulation
A BIM scheme consists in two intensity levels that define the ON and OFF values. For obtaining the best raw BER (Bit Error Rate) possible, we want to separate these intensity levels as much as possible. If we define contrast as
, with a contrast of 1:20 we can obtain an acceptable raw BER (Bit Error Rate) [21] . The maximun contrast can be obtained just by using linear polarizers oriented at 45º angle with respect to the director axis of our PALCoS.
Combining the values measured in Fig. 1 and equation (1) we calculate the intensity transmitted and the phase-shift as a function of gray level, represented respectively in Fig. 2 , and with no flicker, Γ , labelled respectively as "PosFluct", "NegFluct" and "NoFluct". These figures complement results already presented [10] [20] enabling an estimation for the range of the time fluctuation at each gray level (voltage value) in the intensity transmission and in the phase-shift produced by the flicker. The time fluctuation in the normalized intensity will produce a reduced intensity contrast when compared with the situation with no fluctuations. The time fluctuation in the phase-shift does not have an effect since in the BIM we only use the intensity. In Fig. 2(c) we see that the trajectory in the complex plane is almost circular. The trajectories for the three flicker amplitude cases basically overlap: their amplitude and angle at each gray level are not equal but very close since variations in Fig. 2(a) and (b) are not very big. To select the appropriate gray levels that encode the ON and OFF state we consider Fig. 2 (a) and the curve "NoFluct" since it is in between the two extreme situations given by "PosFluct"and "NegFluct". We select gray level 12 as OFF state, and gray level 239 as ON state, maximizing the contrast according to the calculations with the curve "NoFluct". In the experimental measurements we obtain that the low and high transmission points occur slightly displaced at gray levels 14 and 248, and the contrast we measure is about 1:50.
Hybrid Ternary Modulation
The main advantage of Hybrid-Ternary Modulation (HTM) is that it is possible to minimize the DC-term [22] while maintaining the straightforward direct intensity detection scheme used in BIM. HTM has been demonstrated and analysed with twisted-nematic LCDs [23] . We want to show in this section the problems and possible solutions when PALCoS devices are used to implement a HTM scheme. For implementing HTM we need three gray level values, two of them with a high and equal transmission level, and with a 180º relative phase-shift (these will be the ON levels), and a low intensity transmission level (OFF level). After performing a series of optimizations and simulations we found [10] that regardless on the orientation of the polarizers transmission axes (and neutral axes from additional external waveplates) the PA-LCoS devices cannot accomplish these requirements: since a circular trajectory is always produced in the complex plane (as the one shown in Fig. 2(c) ), then the 180º phase change is produced at the origin where there is no energy transmitted. However, an approximate trade off, the pseudo-HTM (pHTM) can still be found [10] which will be next described. In the case of twisted-nematic LCDs (TN-LCDs) amplitude modulation and phase-shift are coupled, which enabled to produce spiral and other arbitrary complex amplitude trajectories in the complex plane representation [24] [25] . In Fig. 3 we show the calculated results for one of the possible pHTM configuration. These curves are obtained as in the case of BIM from the measured data in Fig. 1 (using the configuration for a full 2π phase range) and the equation (1). In this case the input polarizer is rotated 55º with respect the X-axis and the output polarizer is at -45º. We provide results, as in Fig. 2 , for the three flicker amplitude cases. In Fig. 3(c) we notice that the trajectory does not cross the origin in the complex plane, so the OFF level will produce some light leakage. We shift the circular trajectory in the complex plane by changing the orientation of the input polarizer slightly from 45º, and then we obtain an approximate HTM scheme, the pHTM, with some light leakage but still a compromise close enough to the ideal HTM. The two ON gray levels considered are 105 and 168, with amplitude transmission values of 0.28 and phase-shift values of 75º and 281º respectively, i.e. a phase-shift difference of 206º. The OFF gray level is 140 with an amplitude transmission of 0.03 and phase-shift 170º. So the intensity contrast is 1:10. To extract the gray levels and the intensity transmission and phaseshift values we consider the curve "NoFluct" and plots in Fig. 3(a) and 3(b) . Then, in these figures the curves for "PosFluct" and "NegFluct" tell us that the time variations will affect both the intensity contrast and the relative phaseshift values since they are fluctuating with time, which are novel results not previously shown.
Other pHTM configuration are possible. However, through simulations and in the lab [20] we have seen that to reduce the DC-Term we need to select the ON levels as close to the origin as possible, so that the relative phase-shift is not much
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larger than 180º since this have a strong negative effect on the magnitude of the DC-term. Thus a better contrast ratio is possible but with no real benefits.
EXPERIMENTAL RESULTS

Experimental Setup
In previous section we have defined the modulation scheme that will be used for testing our HDSS. In this paper we show how accurate can be the reconstruction process and how we can calculate the raw BER for the different modulation schemes presented previously and with the PVA/AA photopolymer developed in our lab. In Fig. 4 we show the scheme for the experimental holographic memory setup used in our lab. We consider the 532 nm beam from a Nd:YVO 4 laser, to which the PVA/AA photopolymer is sensitized. The main structure of the system with the object and reference arms can be clearly appreciated in the diagram. This setup has been already described with a large detail in previous works [10] . In our setup we use a convergent correlator design for the object arm, proved useful for HDSS [10] . The system enables angular multiplexing, Nyquist filtering and defocus registration onto the recording material. Furthermore, the system composed of the PA-LCoS and the input and output linear polarizers enables to generate the BIM and pHTM regimes established in previous section. In the present study we do not use the multiplexing or defocus capabilities, but we wanted to reflect the real and complete setup used in our lab.
In the reconstruction step, the recording material is illuminated with the reference beam and the lens L8 produces the Fourier transform of the object beam retrieved onto the plane of the CCD camera (pco.1600 model from pco.imaging). This is a high dynamic 14 bits cooled CCD camera system with a resolution of 1600x1200 pixels, and a pixel size of 7.4x7.4 μm 2 . The magnification of the PA-LCoS plane onto the camera plane is about a factor x2.
Apart from the time flicker already described, LCoS devices exhibit other degradation effects when images with nonuniform spatial bandwidth content are addressed, such as cross-talk effects between pixels, inducing anamorphic and frequency-dependent effects [26] . To limit these effects we have preferred to work with bigger bit sizes in the image, smaller spatial frequency content. In this paper, we consider data pages on the PA-LCoS with 8x8 LCoS-pixels per bit. The size of the data pages is with 64x64 bits. We will show also show that when using a 4x4 pixel per bit size the data page retrieved worsens due to the cross-talk limitations.
Bit Error Rate calculation
We have analyzed the raw Bit Error Rate (BER) of some recorded images. For its calculation, we have applied a simple method consisting in defining a threshold level. This threshold level defines the gray level separating the "1" level bits (ON pixels) and the "0" level bits (OFF pixels), which happen below this level. We have analyzed the influence of the Gray level 10000 position of this threshold level in the number of errors and we select the optimum threshold as the gray level reducing the the number of errors detected.
In the first place, we want to compare the different pixel size used in the PA-LCoS, for that reason we present the reconstructed image captured by the CCD without using recording material. This shows us the capacity of reconstruction of our optical system by isolating it from effects due to the recording material. As we have seen in section 2, the BIM scheme presents a better contrast ratio than the pHTM that will be reflected in a better reconstruction. For that reason we choose this scheme to test the limits of our optical setup by addressing different pixel-size per bit images in the LCoS device. In Fig. 5 we show the image captured by the CCD camera for a data page with a bit size of 8x8 LCoS-pixel per bit ( Fig.  5 (a) ) and for a data page with bit size of 4x4 LCoS-pixel per bit ( Fig. 5(d) ). These first results are the reconstructed image without using recording material, the purpose of which is to evaluate the optical setup. As we can see in Fig. 5 (b) , the histogram for a data page with a pixel size of 8x8 LCoS pixels is clearly divided between low levels (0's) and high levels (1's). This will allow us to reconstruct perfectly, without errors, as can be seen in Fig. 5(c) . In Fig. 5 (e) the histogram is not clearly divided between 0's and 1's, so it will be impossible to reconstruct without errors. From Fig. 5(f) we extract the information with about 220 errors.
From the graphics presented in Fig. 5 (c) and 5(f) we can calculate the BER for the image, and from the associated histograms we can inferred how good this BER will be. There is a way to estimate the quality of the signal-to-noise ratio tipically used in digital systems, the so-called Q-factor [10] , which is given by [10] :
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a e. , where μ 1 and μ 0 are the mean value in the histograms produced for the gray level distribution of ON and OFF bits respectively, and where σ 1 and σ 0 are the corresponding standard deviations. We need BER below 10 -2 -10 -3 for further reduction to practical levels when error correction codes are applied. This is associated with a Q-factor value above 1.6.
The Q-factor calculated for pixel size 8x8 image in Figs. 5(a)(b)(c) is 3.81, and for the pixel size 4x4 in Figs. 5(d)(e)(f) is 2.17. In the first image the BER is zero because no errors are committed during the reconstruction, for the second image we calculate a BER of 1.3x10 -2 . The two images are well reconstructed but from now on, and to clearly discriminate the effect of introducing the recording material, we will present results for 8x8 pixels size. Thus, we will work with 64x64 bits data pages with a bit size of 8x8 LCoS pixels per bit. Now we want to compare the reconstruction quality for the different modulation schemes and with the PVA/AA photopolymer. The PVA/AA photopolymer composition we use in the HDSS is similar to the one used in previous works [11] . This photo-chemical composition is characterized by the presence of yellowish eosin (YE) as dye and N,N'-methylene-bis-acrylamide (BMA) as crosslinking monomer. It also contains a co-sensitizer which is triethanolamine (TEA), the acrylamide (AA) monomer and the PVA as a binder. The thickness of the samples is around 90±2µm and the refractive index modulation achieved for a single holographic grating with a spatial frequency of 1150 lines/mm is 0.005. Thicker samples can be prepared with PVA/AA photopolymer, which is necessary when multiplexing many data pages. In Fig. 6 we show an example of an image captured after reconstruction for the BIM scheme. We see that it is a good image and in the histogram represented in Fig. 6(b) it can be inferred the best level for reducing the number of errors. Figure 6 (c) is a computed calculation of the number of errors vs. the threshold level from the experimentally obtained histogram. We see that this curve shows us information about how successful the reconstruction process will be. If this curve is smooth it means that the threshold level is not very demanding and we have a wider tolerance to establish it with a good reconstruction result. In the present case we can also infer this from the histogram, but sometimes it is not so clear. For this reason we use the Q-factor presented above. In this case the number of errors is 9, thus the BER is 2.0x10 -3 . And the value for the Q-factor calculated from the histograms is 2.52. Fig. 7 we will see the reconstructed image for the pHTM scheme and we will analyze the BER and the various magnitudes of interest. We show in Fig. 7(a) the captured image, and in Fig. 7(b) and (c) respectively the associated histogram and the number of errors vs. threshold level. We notice that the histogram is not useful to define the appropriate level, whereas the curve of number of errors as a function of threshold level allows us to select this threshold level. The narrower shape shows us that compared with Fig. 6 the threshold level is more critical to define the best value for reconstructing the data page. In this case the Q-factor calculated from the histogram is 1.44 and the BER calculated, 229 errors found, is 5.6x10 -2 .
Now in
To see if the reconstruction process will be possible, apart from the beam power relation or the exposure time, there are other aspects related with the material properties that affect the reconstructed image quality. One of the most annoying is the non-uniformity of the photopolymer. In some samples we found bubbles or ripples that deform the reconstructed image increasing the BER. In these cases the BER is increased due to the scattering effects. We are depositing the polymer by gravity in a glass substrate, during the drying process some part of the polymer can crystallize and sometimes, simply due to the depositing method, micro-bubbles appear. All these effects, and some others such as optical aberrations due to residual misalignments in the optical setup need to be carefully controlled so that the BER is kept under the required levels. 
CONCLUSIONS
We have presented a method to evaluate the reconstruction fidelity and the BER obtained from different recorded images. We have compared two different modulation schemes, BIM and the so-called pHTM. We see that the two of them present adequate BER results. We have presented and stressed the usefulness of the Q-factor that allows us to estimate the reconstruction fidelity from the calculated histogram, complementing the information provided by the BER. We have also provided further results to discuss the degradation effects of the time fluctuations of the PA-LCoS on the BIM and pHTM regimes. As a whole we have shown good results with the PVA/AA photopolymer produced in our lab, thus showing its potential and interest for future research focused on this material with highly tunable properties.
