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SIMPLICITY OF THE LIE ALGEBRA OF SKEW SYMMETRIC
ELEMENTS OF A LEAVITT PATH ALGEBRA
ADEL ALAHMEDI AND HAMED ALSULAMI
Abstract. For a field F of characteristic not 2 and a directed row-finite graph
Γ let L(Γ) be the Leavitt Path Algebra with standard involution ∗. We study
the lie algebra of K = K(L(Γ), ∗) of ∗−skew-symmetric elements and find
necessary and sufficient conditions for the Lie algebra [K,K] to be simple.
1. Introduction.
G. Abrams and G. Aranda Pino in [1] have shown that a Leavitt path algebra
of a row finite graph Γ(V,E) is simple if and only if (i) the set of vertices V has no
proper hereditary and saturated subsets (ii) every cycle in Γ has an exit. In [2] G.
Abrams and Z. Mesyan found necessary and sufficient conditions for the Lie algebra
[L(Γ), L(Γ)] to be simple under the assumption that L(Γ) is simple. They proved
that if V is infinite then [L(Γ), L(Γ)] is simple. If V is finite then [L(Γ), L(Γ)] is
simple if and only if 1L(Γ) =
∑
v∈V
v /∈ [L(Γ), L(Γ)]. In this paper we study the Lie
algebra K = K(L(Γ), ∗) of ∗−skew-symmetric elements and prove that [K,K] is
simple if and only if the graph Γ is almost simple, see the Definition 4 below.
2. Definitions and Terminology
A (directed) graph Γ = (V,E, s, r) consists of two sets V and E that are respec-
tively called vertices and edges, and two maps s, r : E → V .The vertices s(e) and
r(e) are referred to as the source and the range of the edge e, respectively. The
graph is called row-finite if for all vertices v ∈ V , card(s−1(v)) < ∞. A vertex v
for which (s−1(v)) = ∅ is called a sink. A vertex v such that r−1(v) = ∅ is called
a source. A path p = e1 · · · en in a graph Γ is a sequence of edges e1, · · · , en such
that r(ei) = s(ei+1) for i = 1, · · · , n− 1. In this case we say that the path p starts
at the vertex s(e1) and ends at the vertex r(en). If s(e1) = r(en), then the path
is closed. If p = e1 · · · en is a closed path and if the vertices s(e1), · · · , s(en) are
distinct, then we call the path p a cycle. A cycle of length 1 is called a loop. Denote
V (p) = {s(e1), · · · , s(en)}, E(p) = {e1, · · · , en}. An edge e ∈ E is called an exit of
a cycle C if s(e) ∈ V (C), but e /∈ E(C).
Let X,Y are nonempty subsets of the set V then we denote E(X,Y ) = {e ∈ E |
s(e) ∈ X, r(e) ∈ Y }.
Definition 1. We call an edge e ∈ E a fiber if s(e) is source, r(e) is sink and
E(V, r(e)) = {e}.
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Definition 2. We call a connected graph Γ a fork if , card(V ) > 1, one vertex in
V is a source, whereas all other vertices are sinks.
Definition 3. We call a vertex v in a connected graph Γ(V,E) a balloon over
a nonempty subset W of V if (i) v /∈ W, (ii) there is a loop C ∈ E(v, v), (iii)
E(v,W ) 6= ∅, (iv) E(v, V ) = {C} ∪E(v,W ), and (v) E(V, v) = {C}.
Let Γ be a row-finite graph and let F be a field. The Leavitt path F -algebra
L(Γ) is the F -algebra presented by the set of generators {v | v ∈ V }, {e, e∗| e ∈ E}
and the set of relators (1) vivj = δvi,vjvi for all vi, vj ∈ V ; (2) s(e)e = er(e) = e,
r(e)e∗ = e∗s(e) = e∗ for all e ∈ E; (3) e∗f = δe,fr(e), for all e, f ∈ E; (4)
v =
∑
s(e)=v
ee∗, for an arbitrary vertex v which is not a sink.
The mapping which sends v to v for v ∈ V, e to e∗ and e∗ to e for e ∈ E, extends
to an involution of the algebra L(Γ). If p = e1 · · · en is a path, then p
∗ = e∗n · · · e
∗
1.
In what follows we consider only row-finite directed graphs.
We will repeatedly consider the following graphs :
v
I0
, a vertex , v
C1
c
, a loop, and
. . . . . .
e1 e2 en
v
v1 v2 vn
In
, a fork.
We say a vertex v2 is a descendant of a vertex v1 if there exists a path p such
that s(p) = v1, r(p) = v2.
A nonempty subset W ⊆ V is said to be hereditary if for an arbitrary element
w ∈ W all descendants of w lie in W (see[1]). If W is a hereditary subset of V then
the ideal I generated by W in L(Γ) is spanned by all elements pq∗, where p, q are
pathes, r(p) = r(q) ∈ W.
A nonempty subset W ⊆ V is saturated if every non-sink v ∈ V such that
r(s−1(v)) ⊆W lies in W (see [1]).
Let W be a hereditary saturated subset of V, let I be the ideal generated by W
in L(Γ). Then the factor algebra L(Γ)/I is isomorphic to the Leavitt path algebra
L(Γ′) of the quotient graph Γ′ = (V \W,E \ E(V,W )), [6, Lemma 2.3].
We view vertices v ∈ V as paths of length 0, s(v) = r(v) = v.
Definition 4. We call a graph Γ simple if the Leavitt path algebra L(Γ) is simple.
In [1] it is shown that a graph Γ = (V,E) is simple if and only if V does not
have proper hereditary saturated subsets and every cycle of Γ has an exit.
Definition 5. We call a graph Γ = (V,E) almost simple if V contains subsets
V ⊃ V1 ⊃ V2, such that the graph Γ2 = (V2, E(V2, V2)) is simple, every vertex from
V1 \V2 is a balloon over V2, every vertex v ∈ V \V1 is a source, E(v, V ) = E(v, V1)
consists of one edge which is a fiber.
Let A be an associative F−algebra. For elements a, b ∈ A, let [a, b] = ab − ba
be their commutator. Then A(−) = (A, [, ]) is a Lie algebra. The space of ∗−skew-
symmetric elements K = K(L(Γ), ∗) = {a ∈ A | a∗ = −a} is a subalgebra of the
Lie algebra L(Γ)(−).
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The main result of this paper is Theorem 2.1. In section 3 we prove that if the
Lie algebra [K,K] is simple then the graph Γ is almost simple. In section 4 we
prove the other direction using theorem of I. Herstein which required that the field
F is of characteristic not 2.
Theorem 2.1. The Lie algebra [K,K] is simple if and only if the graph Γ is almost
simple.
3. Almost Simple Graphs
Lemma 1. Let Γ(V,E) be a directed graph.
(i) If e, f are different edges and r(e) = s(f), then [e− e∗, f − f∗] 6= 0.
(ii) If e, f are different edges and r(e) = r(f), then [e− e∗, f − f∗] 6= 0.
Proof. (i) Since e, f are different edges we have e∗f = f∗e = 0.
Hence [e− e∗, f − f∗] = ef − ef∗ + (fe)∗ − fe+ fe∗ − (ef)∗. The nonzero
elements among ef, ef∗, (fe)∗, fe, fe∗, (ef)∗ are linearly independent: for
example they can be included in a base of [4, Theorem 1]. Since the element
ef is nonzero, the assertion has been proved.
(ii) Instead of the nonzero element ef in the argument above we use the fact
that ef∗ 6= 0, fe∗ 6= 0.

Lemma 2. If [K,K] = 0, then Γ is a disjoint union of vertices, loops and forks.
Proof. This lemma immediately follows from Lemma 1. 
Recall that a nonempty subsetW ⊆ V is said to be hereditary if r(s−1(w)) ⊆W
for every vertex w ∈ W, see [1].
A nonempty subset W ⊆ V is saturated if every non-sink v ∈ V, such that
r(s−1(v)) ⊆W lies in W, see [1].
If W is a hereditary and saturated subset of V, then the ideal I generated by W in
L(Γ) is spanned by all elements pq∗, where p, q are paths, r(p) = r(q) ∈ W. In this
case L(Γ)/I ∼= L(Γ′), where Γ′ = (V \W,E \ E(V,W )), see [3, Lemma 2.3].
Lemma 3. Let Γ(V,E) be a connected graph and e ∈ E be a fiber. Let Γ′ =
(V \ {r(e)}, E \ {e}). Then L(Γ) ∼= L(Γ′)⊕M2(F ).
Proof. If s−1(s(e)) = {e} then
s(e) r(e)e
is an isolated subgraph, hence it is
equal to Γ, which contradicts our assumption. Hence s−1(s(e)) % {e}. This implies
that {r(e)} is a hereditary and saturated subset of V. The ideal I = idL(Γ)(r(e))
is the F−span of {pq∗ | r(p) = r(q) = r(e)}. Looking at possible pathes we see
that I = Fe+ Fe∗ + Fr(e) + Fee∗ ∼=M2(F ). Since every ideal with an identity is
a direct summand we have L(Γ) ∼= L(Γ)/I ⊕M2(F ). Now L(Γ)/I ∼= L(Γ
′) by [6 ,
Lemma 2.3(1)] as {r(e)} is a hereditary saturated subset. 
Corollary 1. Let Γ be a connected graph, which is not a fork. Let E1 = {e ∈
E| e is a fiber }, Γ′ = (V \ r(E1), E \ E1). Then L(Γ) ∼= L(Γ
′) ⊕ A, where A is a
direct sum of card(E1) copies of M2(F ). In particular, [K(L(Γ), ∗),K(L(Γ), ∗)] ∼=
[K(L(Γ′), ∗),K(L(Γ′), ∗)].
We call a graph Γ fiber-less if none of its edges is a fiber.
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Lemma 4. Let Γ(V,E) be a connected fiber-less graph. Let W be a nonempty
hereditary and saturated subset of V. Let I = idL(Γ)(W ) and let KI = K(I, ∗). If
[K,K] is simple then [KI ,KI ] 6= (0).
Proof. Suppose that [KI ,KI ] = (0). Since W, E(W,W ) lie in I and are ∗-invariant
it follows from Lemma 2 that the graph (W,E(W,W )) is a disjoint union of graphs
I0, C1, and In.
Suppose that the graph (W,E(W,W )) contains a loop C1. Then E(v, V ) =
E(v,W ) = {c}. If e ∈ E(V, v) and e 6= c, then both e, c ∈ I and [e− e∗, c− c∗] 6= 0,
by Lemma 1(ii), which contradicts our assumption. Hence E(V, v) = {c}. Since the
graph Γ is assumed to be connected it follows that Γ = C1. But our assumption
was that [K,K] is a simple nonzero Lie algebra, a contradiction.
Let In be a connected component of (W,E(W,W )). Now, E(vi, V ) = E(vi,W )
for i = 1, 2, . . . , n, so v1, . . . , vn are sinks. If e ∈ E(V, vi) and e 6= ei, then e, ei ∈ I,
[e−e∗, ei−e
∗
i ] 6= 0, a contradiction. Hence E(V, vi) = {ei}. Similarly if e ∈ E(V, v),
then e ∈ I, [e − e∗, e1 − e
∗
1] 6= 0 by Lemma 1(i). Hence v is a source in Γ and
E(v, V ) = {e1, . . . , en}. Thus the subgraph In is isolated in Γ, so Γ = In. Hence
L(Γ) ∼= ⊕n1M2(F ) and hence [K,K] = 0. Contradiction.
Let I0 be a connected component of (W,E(W,W )). Then v is a sink in Γ. Suppose
that v1 ∈ V \W, and e ∈ E with s(e) = v1 and r(e) = v.
If f ∈ E(V, v) and e 6= f, then e, f ∈ I and [e− e∗, f − f∗] 6= 0 by Lemma 1(ii),
a contradiction. Hence E(V, v) = {e}.
If g ∈ E(V, v1), then ge ∈ I and [ge−e
∗g∗, e−e∗] = gee∗−ee∗g∗ 6= 0, a contradiction.
Hence v1 is a source. Thus e is a fiber. But we assumed that Γ is fiber-less, a
contradiction. Thus [KI ,KI ] 6= (0). 
Lemma 5. Let Γ(V,E) be a fiber-less graph. Let W be a nonempty hereditary
and saturated subset of V. Let I = idL(Γ)(W ) and let KI = K(I, ∗). Let Γ
′ =
(V \W,E\E(V \W )). Let K ′ = K(L(Γ′), ∗). If [K,K] is simple, then [K ′,K ′] = (0).
Proof. The Leavitt path algebra Since L(Γ′) of the quotient graph Γ′ is isomorphic
to the factor algebra L(Γ)/I (see [6, Lemma 2.3(1)]. By Lemma 4 the commutator
[KI ,KI ] is a nonzero ideal in [K,K]. Since [K,K] is simple it follows that [K,K] =
[KI ,KI ] ⊆ I. Hence [K
′,K ′] = (0). 
Corollary 2. Let Γ(V,E) be a fiber-less graph. Let W be a nonempty hereditary
and saturated subset of V. Let I = idL(Γ)(W ) and let KI = K(I, ∗). Let Γ
′ =
(V \W,E \ E(V \W )). If [K,K] is simple, then Γ′ is a disjoint union of I0, C1,
and In.
Lemma 6. Let Γ(V,E) be a fiber-less graph. Let W be a nonempty hereditary and
saturated subset of V. Let Γ′ = (V \W,E \E(V \W )). If [K,K] is simple, then Γ′
does not have connected components of the types I0 and In.
Proof. Let I0 be a component of Γ
′. Then E(v, V \W ) = ∅. If s−1(v) 6= ∅, then
r(s−1(v)) ⊂ W and since W is saturated we will have v ∈ W. Hence v is a sink.
Since v is isolated in Γ′, it follows that E(V \W, v) = ∅. Also since v /∈ W and
E(V \W, v) = ∅, then E(W, v) = ∅. Hence E(V, v) = ∅ and hence v is isolated in
Γ, a contradiction.
Now suppose that In is a component of Γ
′. Since E(vi, V \W ) = ∅, 1 ≤ i ≤ n,
it follows that E(vi, V ) = E(vi,W ). Since vi /∈ W we conclude that each vi is a
sink. If e is another edge different from ei arriving at vi, then s(e) must lie in W
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and hence vi belongs to W, which is a contradiction. Now suppose that an edge e
arrives at v. Again s(e) can not be in W and can not be in V \W. Hence v is a
source in Γ. But then e1, . . . , en are fibers. A contradiction. 
Lemma 7. Let Γ(V,E) be a fiber-less graph. Let W be a nonempty hereditary and
saturated subset of V. Let Γ′ = (V \W,E\E(V \W )). Suppose that [K,K] is simple,
and Γ′ is a disjoint union of loops
vi
ci
, indexed by elements of a set Ω, i ∈ Ω.
Then vi, i ∈ Ω are balloons over W.
Proof. Since E(W, vi) = ∅ and E(V \W, vi) = {ci} as in Γ
′ it follows that E(V, vi) =
{ci}. Moreover, E(vi, V \W ) = {ci} as in Γ
′. If E(vi,W ) = ∅, then vi is isolated in
Γ, hence E(vi,W ) 6= ∅. Thus vi is a balloon over W. 
Lemma 8. Let d ≥ 1 be a positive integer. Then the Lie algebra
[K(Md(F [t, t
−1]), ∗),K(Md(F [t, t
−1]), ∗)] is not simple.
Proof. Note that the standard involution onK(Md(F [t, t
−1])) is (fij(t))
∗
=
(
fji(t
−1)
)
.
For d = 1, [K(F [t, t−1]),K(F [t, t−1])] = 0. Let d ≥ 2. Let Jn be the ideal of F [t, t
−1]
generated by (1−t)n. Since ((1−t)n)∗ = ((1−t)∗)n = (1−t−1)n = (−1)nt−n(1−t)n,
it follows that J∗ = J. We will show that [K(Md(Jn), ∗),K(Md(Jn), ∗)] 6= (0) for
all n ≥ 1. It is sufficient to do it for d = 2. For f, g ∈ F [t, t−1], we have
[(
0 f(t)
−f(t−1) 0
)
,
(
0 g(t)
−g(t−1) 0
)]
=
(
g(t)f(t−1)− f(t)g(t−1) 0
0 f(t)g(t
−1
)− f(t
−1
)g(t)
)
Let f(t) = (1−t)n and g(t) = (1−t)m where n < m. Then f, g ∈ Jn and the ma-
trix on the right hand side is nonzero. If [K(Md(F [t, t
−1]), ∗),K(Md(F [t, t
−1]), ∗)]
is simple, then it is equal to [K(Md(Jn), ∗),K(Md(Jn), ∗)] and therefore lies in
Md(Jn). But
⋂
n
Jn = (0), a contradiction.
Hence [K(Md(F [t, t
−1]), ∗),K(Md(F [t, t
−1]), ∗)] is not simple. 
Lemma 9. Let Γ(V,E) be a fiber-less graph. If [K,K] is simple, then every cycle
in Γ has an exit or is a loop.
Proof. Let C be a cycle, which does not have an exit. Let a =
∑
i
vi be the sum of
all vertices on C. Then a is an idempotent and aL(Γ)a ∼= L(C). In [3, Prop. 3.5(iii)]
it was shown that the Leavitt path algebra of a cycle with d vertices is isomorphic to
Md(F [t, t
−1]). For an arbitrary ideal I ⊳L(C) denote I˜ = idL(Γ)(I). Then aI˜a ⊆ I.
If I∗ = I, then I˜∗ = I˜ . Let Jn be the ideal of F [t, t
−1] generated by (1 − t)n. Let
In = idL(Γ)(Md(Jn)). As shown in the proof of Lemma 8, [K(In, ∗),K(In, ∗)] 6= (0).
Since [K,K] is simple it follows that [K,K] = [K(In, ∗),K(In, ∗)]. In particular,
[K,K] ∩ L(C) ⊆Md(Jn). Since ∩nJn = (0) we conclude that [K,K] ∩ L(C) = (0).
By Lemma 8 we have (0) 6= [K(Md(F [t, t
−1]), ∗),K(Md(F [t, t
−1]), ∗)] ⊆Md(Jn) for
d ≥ 2. Hence d = 1. Thus C is a loop. If there is no edge arriving at C from outside
, then C is isolated in Γ and hence Γ = C, which is a contradiction, since [K,K] is
simple. Hence there is an edge e such that s(e) /∈ C and r(e) = v ∈ V (C). Let Jn be
the ideal generated by (v − C)n in L(C). Let In = idL(Γ)(Jn). Let f, g ∈ Jn. Now,
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ef, eg ∈ In. We have [ef − (ef)
∗, eg − (eg)∗] = −efg∗e∗ − f∗g + egf∗e∗ + gf∗ 6= 0.
Now, [K,K] = [K(In, ∗),K(In, ∗)] and v[K,K]v ⊆ Jn. Since ∩nJn = (0) it follows
that v[K,K]v = (0). But v[ef − (ef)∗, eg − (eg)∗]v = g∗f − f∗g 6= 0 for some
f, g ∈ L(C), a contradiction. Hence C has an exit.

Let Γ(V,E) be a fiber-less connected graph such that the Lie algebra
[K(L(Γ), ∗),K(L(Γ), ∗)] is simple. Let W1,W2 be two nonempty hereditary satu-
rated subsets of V such that W1 ∩W2 = ∅. If w ∈W2, then by Lemma 7 the vertex
w is a balloon over W1. It means that there exist a loop
w
c
, r−1(w) = {c}, all
descendants of w except w itself lie in W2. Since W2 is hereditary and W1∩W2 = ∅
it follows that the vertex w is isolated in Γ. Since Γ is connected, V = {w}, a con-
tradiction. We showed that any two nonempty hereditary saturated subsets of V
intersect. Now let {Wi} be the family of all nonempty hereditary saturated subsets
of V. We claim that ∩iWi 6= ∅. Indeed, choose a vertex v ∈ V. If ∩iWi = ∅ then
there exists a subset Wi such that r(s
−1(v))∩Wi = ∅. By Lemma 7 the vertex v is
a balloon over Wi. Since Wi does not contain any range of an edge originating at
v we conclude, as above, that the vertex v is isolated in V, a contradiction. Thus
W = ∩iWi is the smallest nonempty hereditary saturated subset of V. Since every
hereditary and saturated subset of W is a hereditary and saturated subset of V it
follows that W does not contains proper hereditary and saturated subsets. Now,
if [K,K] is simple then by this and Lemma 9 we see that ΓW = (W,E(W,W ))
satisfies the conditions of [1]. Hence L(ΓW ) is a simple algebra. Hence we proved
Theorem 2.1 in one direction: if the Lie algebra[K,K] is simple then the graph Γ
is almost simple.
4. Simplicity of the Lie algebra [K,K].
Now our aim is to prove that for an almost simple graph Γ(V,E) the Lie algebra
[K(L(Γ), ∗),K(L(Γ), ∗)] is simple.
Recall that being almost simple means that V ⊃ V1 ⊃ V2, the graph (V2, E(V2, V2))
is simple; every vertex from V1 \ V2 is a balloon over V1; every vertex v ∈ V \ V1 is
a source, E(v, V ) = E(v, V1) consists of one edge, which is a fiber.
By Corollary 1 of Lemma 3 we have [K(L(Γ), ∗),K(L(Γ), ∗)] ∼= [K(L(Γ1), ∗),K(L(Γ1), ∗)],
where Γ1 = (V1, E(V1, V1)).
Therefore without loss of generality we will assume that the set of vertices V of our
row finite graph Γ(V,E) contains a nonempty subset W, such that the Leavitt path
algebra L(W,E(W,W )) is simple and each vertex from V \W is a balloon over W.
Our aim is to show that the Lie algebra [K(L(Γ), ∗),K(L(Γ), ∗)] is simple.
v1
c1 . . . . . .
vi
ci
W
The subset W in V is hereditary and saturated. Let I = idL(Γ)(W ). Then L(Γ)/I
is a direct sum of card(V \ W )- many copies of the algebra F [t, t−1]. Denote
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Ei = E(vi,W ), vi ∈ V \ W, ci is a loop from E(vi, vi). Then I = L(W ) +∑
i
ckii EiL(W ) +
∑
j
L(W )E∗j (c
∗
j )
rj +
∑
i,j
ckii EiL(W )E
∗
j (c
∗
j )
rj This decomposition
is related to the family of pairwise orthogonal idempotents {u =
∑
v∈W
v}
.⋃
(∪.iEi),
Ei = {c
k
i ee
∗(c∗i )
k|k ≥ 0, e ∈ Ei}.
Lemma 10. I is a simple algebra.
Proof. We have I = uIu +
∑
i
uIEi +
∑
i
EiIu +
∑
i,j
EiIEj. Also, we have I =
L(W ) +
∑
i
ckii EiL(W ) +
∑
j
L(W )E∗j (c
∗
j )
rj +
∑
i,j
ckii EiL(W )E
∗
j (c
∗
j )
rj . Let J be
a nonzero ideal in I. Suppose that EiJEj 6= (0). Thus there exist e ∈ Ei, f ∈
Ej, ki, kj ≥ 0 such that (0) 6= c
ki
i ee
∗(c∗i )
kiJc
kj
j ff
∗(c∗j )
kj . This subspace lies in
ckii eL(W )f
∗(c∗j )
kj ∩ J. Multiplying on the left by e(c∗i )
ki ∈ I and on the right by
c
kj
j f ∈ I, we get L(W )∩J 6= 0. This and the simplicity of L(W ) implies L(W ) ⊆ J
and therefore J = I. Suppose that uJEj 6= (0). Then there exist an edge e ∈ Ej and
k ≥ 0 such that (0) 6= uJckj ee
∗(c∗j )
k ⊆ L(W )e∗(c∗j )
k ∩ J. Multiplying on the right
by ckj e ∈ I, we get again L(W ) ∩ J 6= (0) and hence I = J. The case EiJu 6= (0)
is treated similarly. If EiJu = uJEj = EiJEj = (0) for all i, j then J ⊆ L(W ) and
hence I = J.

Lemma 11. Let A be an arbitrary simple associative algebra with an involution
∗ : A → A and three pairwise orthogonal symmetric idempotents e1, e2, e3. Then
K(A, ∗) = eiK(A, ∗)ei + [K(A, ∗),K(A, ∗)] for i = 1, 2, 3.
Proof. Denote K = K(A, ∗). For an arbitrary element a ∈ A denote {a} =
a − a∗. For distinct i, j, k ∈ {1, 2, 3} and for arbitrary elements a, b ∈ A we have
{eiaejbek} = [eiaej − eja
∗ei, ejbek − ekb
∗ej ] ∈ [K,K]. Since A = AejA it follows
that {eiAek} = {eiAejAek} ⊆ [K,K]. For arbitrary elements a, b ∈ A we have
[ae1 − e1a
∗, e1b − b
∗e1] = {ae1b} − {ae1b
∗e1} − {e1a
∗e1b} + {e1a
∗b∗e1} ∈ [K,K].
Hence {ae1b} ∈ {e1A}+[K,K]. Since A = Ae1A it implies thatK = {e1A}+[K,K].
Again, for arbitrary elements a, b ∈ A we have [e1ae2 − e2a
∗e1, e2b − b
∗e2] =
{e1ae2b} − {e1ae2b
∗e2} + {e2a
∗e1b
∗e2} ∈ [K,K]. Hence {e1ae2b} ∈ {e1Ae2} +
e2Ke2+[K,K] = e2Ke2+[K,K]. Since A = Ae2A we get {e1A} ⊆ e2Ke2+[K,K]
and in view of the earlier inclusions, K = e2Ke2 + [K,K]. Similarly we can show
that K = eiKei + [K,K] for i = 1, 2, 3. 
Lemma 12. [K(L(Γ), ∗),K(L(Γ), ∗)] = [K(I, ∗),K(I, ∗)]. In particular, this Lie
algebra is simple.
Proof. As above Let V \W = {vi | i ∈ Ω}, E(vi, vi) = {ci}. Then K(L(Γ), ∗) =
span{cpi − (c
∗
i )
p | i ∈ Ω, p ≥ 0} +K(I, ∗). The algebra I has an infinite family of
pairwise orthogonal idempotents, which includes vertices from W. Choose w ∈ W.
Then K(I, ∗) = wK(I, ∗)w + [K(I, ∗),K(I, ∗)].
Now, [cpi − (c
∗
i )
p,K(I, ∗)] = [cpi − (c
∗
i )
p, wK(I, ∗)w + [K(I, ∗),K(I, ∗)]] = [cpi −
(c∗i )
p, [K(I, ∗),K(I, ∗)]] which lies in [K(I, ∗),K(I, ∗)].Hence [K(L(Γ), ∗),K(I, ∗)] ⊆
[K(I, ∗),K(I, ∗)]. Let us analyze an element [cpi − (c
∗
i )
p, cqi − (c
∗
i )
q] which is equal to
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−[cpi +(c
∗
i )
p, cqi +(c
∗
i )
q]. Furthermore, cpi +(c
∗
i )
p = (ci+ c
∗
i )
p+
∑
k<p
αk(c
k
i +(c
∗
i )
k) +
h, h ∈ H(I, ∗) = {a ∈ I | a∗ = a}. This implies that [cpi − (c
∗
i )
p, cqi − (c
∗
i )
q] ∈
[H(L(Γ), ∗), H(I, ∗)]. I. Herstein proved that for a simple algebra A of character-
istic not equal to 2 and of dimension not equal to 1 or 4 we have H(A, ∗) =
span{k2 | k ∈ K(A, ∗)}. The algebra I has an infinite family of pairwise orthog-
onal idempotents and therefore is infinite dimensional. If h ∈ H(L(Γ), ∗), k ∈
K(I, ∗) then [h, k2] = [hk+kh, k] ∈ [K(L(Γ), ∗),K(I, ∗)] = [K(I, ∗),K(I, ∗)]. Thus
[K(L(Γ), ∗),K(L(Γ), ∗)] = [K(I, ∗),K(I, ∗)]. The latter algebra is simple, again by
the theorem of I. Herstein. 
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