This paper discusses the direction-of-arrival (DOA) estimation problem in multipleinput multiple-output (MIMO) radar with non-orthogonal waveforms. Unlike the traditional orthogonal waveforms-based counterparts, spatially colored noise as well as corrupted virtual direction matrix would appear due to the correlated waveforms in DOA estimation. To tackle these issues, an improved propagator estimator is developed. The spatially colored noise caused by waveform imperfectly is eliminated via crosscorrelation technique. Thereafter, DOA is obtained by exploiting the propagator and invariant techniques. The proposed estimator does not involve eigendecomposition of the high dimensional matrix, and it provides closed-form solution for DOA estimation. Compared with the existing frameworks, it is computationally much more economic. Moreover, it offers very close DOA estimation accuracy to the matrix-based methods. Numerical simulations are carried out to show the improvement of the proposed estimator.
I. INTRODUCTION
Multiple-input multiple-output (MIMO), especially massive MIMO, is one of the most attractive techniques for the next generation communication systems [1] - [4] . Also, it is the dominate developing trend of radar systems [5] . MIMO radar [6] , as the name suggests, is the radar system configured with MIMO technique. It utilizes multiple antennas to transmit individual waveforms simultaneously, and exploits multiple antennas to receive the echoes simultaneously. Owing to waveform diversity, MIMO radar gain several inherent advantages than the traditional phased-array radars, such as better identifiability, superior angle resolution, stronger de-noising ability. In this paper, we focus on the The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan . direction-of-arrival (DOA) estimation problem in a colocated MIMO radar, which is a fundamental application in MIMO radar.
Typical DOA estimation algorithms for MIMO radar are migrated from the spatial spectrum estimation methods for sensor arrays [7] - [10] . There are many DOA estimation algorithms for MIMO radar. In [11] , [12] , the idea of estimation method of signal parameters via rotational invariance technique (ESPRIT) has been explored, which can achieve closed-form solutions for DOA estimation. However, ESPRIT is only effective for uniform linear array (ULA) configuration. In [13] , the concept of multiple signal classification (MUSIC) was presented, which is suitable for arbitrary array manifold. Nevertheless, the algorithms in [11] - [13] require eigendecomposition of a measurement matrix or its covariance matrix. As is well known, the complexity of eigendecomposition of a matrix is scaler to the cubic of the matrix dimension. As a result, they are not suitable for massive MIMO systems. In [14] , a propagator method (PM) was developed, which can overcome the shortcoming of the eigendecomposition frameworks. In [15] , [16] , the maximum-likelihood approaches were derived, they can offer more accurate DOA estimation performance at the cost of heavier computational load. In [17] - [20] , tensor-based estimators have been investigated, which are capable of the multi-dimensional structure of the array measurement, thus they provide more accurate estimation performance than the matrix-based algorithms. Moreover, many efforts have been paid on DOA estimation with sensor errors, for instance, gain-phase errors [21] , [22] , mutual coupling [23] - [26] .
All the about mentioned algorithms are rely on the assumption of orthogonal waveforms. In practice, however, the orthogonality may not always guaranteed. For example, in order to compatible communications, the designed waveforms are not orthogonal [27] . Non-orthogonal waveforms would bring two challenges to MIMO radar. One is the spatially colored noise, and the other one is the corrupted virtual direction matrix. Consequently, the traditional eigendecomposition algorithms and tensor decomposition algorithms will fail to work. Several works have been done to deal with this problem. In [28] , a pre-whitening framework was presented, in which the correlations between the waveforms were known as a prior. In [29] , a matrix completion scheme was proposed. It first constructs the noise-free matrix via matrix completion (MC) technique, then obtains the DOA through the ESPRIT-like strategy. Although it does not need the prior of the correlation matrix of the waveforms, it is computationally inefficient as completing the noisefree matrix is a non-convex optimization problem. In [30] , a MUSIC-Like methodology was derived, which suppresses the spatially colored noise via spatially cross-correlation method. Thereafter, DOA estimation is accomplished via reduced-dimension MUSIC. However, the de-noising method in [30] would reduce the aperture of MIMO radar. To avoid this drawback, a temporal cross-correlation method was developed in [31] . To further explore the tensor nature, parallel factor (PARAFAC)-based algorithms have been proposed in [32] , [33] . Unfortunately, all these algorithms require eigendecomposition, thus they are not suitable for real-time application, especially in massive MIMO scenarios.
In this paper, we revisit the DOA estimation problem in colocated MIMO radar with correlated waveforms, and a modified propagator estimator is proposed. It first eliminates the spatially colored noise by utilizing the non-correlation property of the noise associate to various snapshots. Thereafter, the ESPRIT-Like strategy is exploited to obtain the closed-form DOA estimation. Since the proposed estimator does not involve eigendecomposition, it is computationally more economic than the existing algorithms. Numerical simulations are carried out to show the effectiveness of the proposed estimator.
II. PROBLEM FORMULATION
Without loss of generality, we consider a monostatic MIMO radar system with M transmit antennas and N receive antennas. To compare with the existing ESPRIT-Like algorithms [29] , [31] , [32] , we assume the geometries of the transmit array and the receive array are ULAs. Assume that there are K slowly moving targets appearing in the same range cell of the radar system, the DOA of the k-th target is θ k . The transmitted waveform from the m-th antenna is s m (t), where t is the time index during a radar pulse. In this paper, the waveforms are assumed to be correlated with the correlation matrix C, i.e.,
where T p is the pulse duration, the superscript (·) * denotes conjugate. Obviously, C is a conjugate symmetric matrix. Let
. The reflected signal from the k-th target takes the form
where τ is the pulse index, the superscript (·) T denotes transpose, β k (τ ) is the radar cross section (RCS) of the k-th target during the τ -th pulse, a t (θ k ) = 1, e −jπ sin θ k , · · · , e −j(M −1)π sin θ k T ∈ C M ×1 is the associate transmit response vector. The array signal at the receiver end can be written as
where E {·} represents the mathematical expectation, the superscript (·) H accounts for conjugate transpose. σ 2 is the power of the noise, I N stands for the N ×N identity matrix, δ (·) is the Kronecker delta function. The outputs of the m-th matched filter can be expressed as
the matched filter, which is given by
Consequently, the outputs from all the matched filters y
can be written as
where ⊗ accounts for Kronecker product,
from which we observed that the virtual response vector
where
Herein, we assume the targets are uncorrelated, i.e., R b is a diagonal matrix. Now we focus on the noise covariance matrix. Since
Inserting it into Eq.(11) yields
Notably, the noise is spatially colored.
III. THE PROPOSED ESTIMATOR A. SPATIALLY COLORED NOISE ELIMINATION
Since the noise is spatially correlated, the traditional eigendecomposition algorithms will fail to work, nor does the maximum-likelihood approaches could properly operate. So it is necessary for us to de-noising. It should be pointed out that there are various de-noising schemes, e.g., spatially cross-correlation method [34] , temporal cross-correlation scheme [35] , covariance differencing approach [34] , matrix completion methodology [29] . We hope that that the denoising process is fast and not hurt the array aperture, so the temporal cross-correlation scheme is chosen. Temporal cross-correlation scheme is rely on the fact that the spatially colored noise is temporal uncorrelated, i.e., for any
Step further, we obtain
Furthermore, we have
Throughout this paper, we assume the targets are slow moving, the RCS coefficients are temporal correlated. Consequently,
where is a diagonal matrix. Finally we get
Obviously, the noisy is removed form R. In practice, the cross-correlation operation can be accomplished by using L snapshots viâ
B. PROPAGATOR
Since A is full column rank, it can be divided into two submatrices as
where A 1 ∈ C K ×K , A 2 ∈ C (MN −K )×K . As A 1 is a nonsingular matrix, A 2 can be transformed from A 1 as
where P c ∈ C (MN −K )×K is the propagator. Define P = I K P c , then we can get
Similarity, divide R into two parts as
where G ∈ C MN ×K , H ∈ C MN ×(MN −K ) . It is easy to find that
According to Eq.(21), we have
So P c can be estimated via optimizing
where · F denotes the Frobenius norm,Ĝ andĤ are the estimated G and H, respectively. The least squares solution for the above problem isP
where the superscript (·) † denotes Moore-Penrose pseudo-inverse. Finally, the estimated P is obtained viâ
According to Eq.(22), we have
where the superscript (·) −1 denotes inverse. Clearly, P behaves like the singnal subspace conunter of the eigendecomposition methods. As a result,
where T is a full rank matrix.
C. DOA ESTIMATION
As A has been corrupted by C, the existing redecded complexity algorithms such as [15] will invalid. However, A is still partly rotation invariant, this property can be used for closed-form DOA estimation. Define
where 0 N −1 denotes the N − 1 × 1 vector with all the entities are zeros. It is seen that J N ,1 and J N ,2 are two selection matrices that choose the first N − 1 and last N − 1 rows of a row-N matrix. Consequently, we have
where = diag e jπ sin θ 1 , e jπ sin θ 2 , · · · , e jπ sin θ K , diag {·} returns a diagonal matrix with the diagonal entities form the vector in the brackets. Inserting it into Eq.(30) yields
So that
where U = [u 1 , u 2 , · · · , u K ] ∈ C K ×K and = diag {[λ 1 , λ 2 , · · · , λ K ]}, λ k and u k are eigenvalue and associate eigenvector, respectively. Notably, U is the estimation of T, and λ k is the estimation of e jπ sin θ k . So the k-th DOA θ k is estimated by computinĝ
where angle (λ k ) is to get the phase of λ k in radian. Now we have accomplished the proposal of the propagator, the main algorithmic steps of which is summarized as follows: step 5: Perform eigendecomposition onˆ to get the eigenvalues λ 1 , λ 2 , · · · , λ K . Obtainθ k from λ k through Eq. (36).
IV. ALROTITHM ANALYSIS A. IDENTIFIABILITY
The identifiabilities of different algorithms are constrained by the ranks of the key matirces. It is known that a MIMO radar with M transmit antennas and N receive antenna can identify MN targets at most. However, the ULA-based colocated geometry can only identify M + N − 1 targets at most, as the maximum rank of A is M + N − 1. In the proposed estimator, the identifiability is limited by the maximum rank of , which is M (N − 1) and the same to that of the MC algorithm in [29] . The identifiability of the MUSIC-Like algorithm in [30] is max {MN 1 , MN 2 }, where N 1 and N 2 are the numbers of the antenna in the sub-array and N 1 + N 2 = N . Also, the PARAFAC method in [32] could only detect max {(M + N 2 + MN 1 − 2) /2, (M + N 1 + MN 2 − 2) /2} targets at most. The ESPRIT-Like method in [31] can also detect M (N − 1) targets, while the PARAFAC version in [33] can detect (M + N + MN − 2) /2targets at most. We list the identifiabilities of various algorithms in Table 1 , from which we observe that the proposed algorithm achieve the best identifiability.
B. COMPLEXITY
We analysis the computational complexity of various algorithms, which is based on the statistics of the complex multiplication. The main complexity of the proposed estimator is the calculation in Eq. Table 1 , we list the main complexities of all the above mentioned algorithms, as shown in Table 2 . From this point of view, the proposed estimator is much more attractive than all the previous algorithms.
C. STOCHASTIC CRAMÉR-RAO BOUND (CRB)
Suppose that there are P entities parameterize the covariance matrix C, and define Q . = C * ⊗I N . Refer to [36] , the stochastic CRB on DOA estimation with correlated waveforms is given by
with
where ⊕ denotes the Hadamard product, Re{·} returns the real part of a matrix.
], e k denotes the k-th column of the K × K identity matrix, vec{·} denotes the vectorization operation.Q = [vec{Q 1 }, vec{Q 2 }, · · · , vec{Q P }] withQ p = Q −1/2 Q p Q −1/2 ,Q p = ∂Q ∂q p .
V. SIMULATION RESULTS
In this section, to verify the effectiveness of the proposed estimator, 500 Monte-Carlo trials are carried out. In the simulation, M , N and L account for the number of transmit antenna, the number receive antenna and number of snapshot, respectively. Suppose that there are K = 3 far-field targets with DOAs are −22 • , −1 • , 19 • , and the associate doppler shifts are 0.1, 0.2, 0.4, respectively. The RCS coefficients fulfill the Swerling I model with reflected amplitudes are 0.6, 1 and 0.9, respectively. The (p, q)-th entity in C is C (p, q) = λe −|p−q|α , α is the 'colored' parameter. The signal-to-noise ratio (SNR) is defined as SNR = 10 log 10 σ 2 s / λ , where σ 2 s is the average power of the RCS coefficients and λ = 0.9 and σ 2 = 1 are considered. The simulation hardware is a HP Z840 workstation, which is configured with two Intel(R) Xeon(R) E5-2650 v4 2.20 GHz processors and 128 GB DDR4 RAM. The software is MATLAB R2016a. Two assessment metres are utilized, one is the root mean square error (RMSE). The second one is the average running time. In this paper, RMSE is defined as
whereθ t,k denotes the estimated θ k in the t-th Monte-Carlo trial. Firstly, we test the performance of the proposed estimator with different SNR, where M = 6, N = 12, L = 500 and α = 0.1. The results are shown in Fig.1-Fig.2 . For comparison, the performance of the MC algorithm in [29] , the PARAFAC approach in [33] as well as the CRB are added. It is seen in Fig.1 that RMSE of all the algorithms decrease with the growing SNR. Besides, the proposed estimator provides the worst RMSE than all the compared algorithms at low SNR regions (SNR<0dB), and it offers very close RMSE to the MC algorithm when SNR is larger than -5dB. However, as illustrated in Fig.2 , the average running time that the proposed estimator require is much smaller than all the compared algorithms.
Secondly, the performances with various N are given in Fig 3-Fig 4, where M = 8, L = 500 α = 0.1 and SNR is fixed to -10dB. As expected, RMSE of all the algorithm would improved with the increasing N . Meanwhile, more running time is need in the presence of larger N . It is shown that proposed estimator provides the worst RMSE while the PARAFAC algorithm gives the best RMSE. Moreover, the running time that the proposed estimator need is an order of magnitude lower than the ESPRIT-Like algorithm, and four order of magnitude lower than the MC algorithm.
Thirdly, the estimation performance with different L are given in Fig 5-Fig 6, where M = 4, N = 12, α = 0.1 and SNR is set to 0dB. It is observed that RMSE of all the algorithms slowly improved with the increasing L, while the running time is not sensitive to L. Similar to the first simulation, RMSE of the proposed estimator is very close to that of the MC algorithm, but the running time is much smaller than the latter.
Finally, we test the estimation performance of various algorithms with different correlation parameter α, where M = 4, N = 12, L = 500 and SNR is set to -5dB. It should be pointed out that C ≈ I when α 1, which means the waveform will orthogonal when α
1. An interesting observation is that RMSEs corresponding to α 1 are smaller than the RMSEs associate to α 1. But the improvement is not obvious. Also, it is shown the proposed algorithm requires the minimum running time than all the compared algorithms.
VI. CONCLUSION
In this paper, a modified propagator estimator is developed for DOA estimation in a collocated MIMO radar in the presence of non-orthogonal waveforms. It eliminate the effect of spatially colored noise via utilizing the cross-correlation scheme, and it obtain the DOA by exploiting the ESPRIT-Like idea. The proposed estimator is computationally economic, since it does not involve high-dimensional eigendecomposition. Numerical experiments show the effectiveness of the proposed estimator. The proposed estimator should be very effective in further massive MIMO configuration.
