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1. INTRODUCTION 
There is a considerable body of literature about the optimal control of 
systems with linear, stochastic or nonstochastic performance equations. 
In an excellent recent review paper [I] most of the literature and the different 
aspects of the control problem are discussed. The deterministic case with 
unbounded control is studied by Kalman and Koepcke [2], and with bounded 
control by Johnson and Wonham, [3]. The stochastic case with bounded or 
unbounded control has been studied by many researchers [4, 5, 6,7] in a 
series of papers, and others. Quadratic performance criteria are often used 
in both the continuous and discrete (sampled-data) cases. 
The special problem of this paper is mentioned by Bellman [8] and 
Orford [9]. Adorn0 [4] investigates the stochastic discrete case with 
unbounded control using Bellman’s principle of optimality. Deley and 
Franklin [5] have studied the problem in discrete time in both the deter- 
ministic and the stochastic case. They begin with Bellman’s principle of 
optimality, using Kalman’s formulation and present a quite complicated 
computing method. Moreover as they admit the procedure proposed is 
optimal in the sense of minimizing the loss for a priori selected sequences of 
saturated and proportional controls. Their method is best when the variances 
of the regions computed in the deterministic case are small and they conclude 
that specification of optimal control without this restriction is an unsolved 
problem. This paper sidesteps the difficulties and limitations just mentioned, 
in the discrete time by introducing another method for iterative computation 
of the optimal cost function and the optimal policy. For more details and 
results for sampled-data systems see Kounias [lo], Adorn0 [4]. 
1 This research is a revised version of part of my Ph.D. thesis which was carried 
out at the University of Manchester. The revision was sponsored by the Air Force 
Office of Scientific Research, Office of Aerospace Research under AFOSR Contract 
No. AF 49(638)-1302 awarded to the Department of Statistics, The Johns Hopkins 
University. 
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The most important part of the present paper is the study of the same 
problem in continuous time. The performance equation for the continuous 
time is derived as the limit of the corresponding equation in discrete time. 
In continuous time it was considered necessary to study separately the cases 
with and without penalty on the control variable because the control and 
the average cost, which are calculated in both cases differ considerably. 
For example in the case of no penalty on the control variable, although the 
control can take any value between its bounds, the optimal control takes 
only the two extreme values. However, this does not happen in the case 
with penalty on the control variable. Particular attention is paid to the steady 
state solution. Finally the best linear policy is formulated and the stationary 
optimal policy calculated. It is shown that the average costs for optimal and 
optimal linear rule are of the same order, and for most practical purposes the 
best linear policy has a performance scarcely distinguishable from that of the 
unrestricted optimal policy. Most of the results of this paper are new as far 
as the author is aware. 
Up to the present time the most successful methods for optimization are 
Bellman’s principle of optimality and Pontryagin’s maximum principle. 
Here the solution begins with Bellman’s Principle of optimality and from 
there recurrence relations are derived. For simplicity we have assumed the 
state, the control and the random input are of one dimension and that the 
state variable can be observed precisely and without delay. Numerical results 
are given at the end of the paper. 
2. DISCRETE TIME CASE (SAMPLED-DATA) 
The controlled element is assumed to be described by a first-order 
stochastic linear difference equation with constant coefficients, which 
represents the behavior of a physical process, i.e., 
where 
Xt+l = P * St - Ut + et , (1) 
xt is the state variable at time t, which is assumed to be observed precisely 
and without delay, 
ut is the control input at time t, which is applied immediately after the 
state variable xt has been observed, 
e, is the random input at time t, due to some uncontrollable factors. The 
random inputs are assumed to be independent indentically distributed 
random variables with known distribution with mean TV and variance 9, 
both finite. 
p is a known non-negative constant, i.e., p > 0. 
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Since physically the control variables cannot be unbounded, to be more 
realistic we suppose that the control is bounded, i.e., 
I Ut I < a. (2) 
We suppose that the process begins at time t = 0 and at this time we only 
know : 
x0 = x. 
The form of quadratic loss function will now be made precise. In this 
investigation a single number that characterizes over-all performance cost is 
assigned to the system at each sampling instant. Assume that the controller 
wishes the state of the system to be xt = 0 for all t, and that departure from 
this state results in quadratic loss xt 2 Moreover, assume there is an additional .
quadratic cost of control /\ * ut2 for each t, h is a non-negative constant so 
that the expected total cost is: 
J&o 9 [utl) = E [ ‘f @t” + h . utl)] , 
t=o 
where E denotes expectation over the joint distribution of es , e, ,..., eN and 
[uJ denotes the sequence of control values which are used from the time 
t = 0 until the end of the process. 
Obviously 
Joke > uo) = x02 + h . uo2 2 x02. (4) 
The solution begins by using Bellman’s Principle of Optimality. Since we 
follow an optimal policy the function VN(xo), which is defined as the minimum 
of JN(xo , [z+]) for all admissible control sequences [z&J, will depend only 
on the number, N, of steps and on the initial value of the state variable. 
Thus 
This relation holds generally, and is independent of the linearity 
assumption (I). According to Eq. (1) we obtain from (5) 
V&x,) = , ?:a E[xo2 + h - uo2 + VN& * x0 - ~0 + eo)l. (6) 
%I . 
From (4) we see that 
V,(x) = x2. (7) 
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LEMMA I. (i) The optimal policy d,(x) is uniformly continuous and 
increasing w.r.t. x, 
(ii) p . x - I&(X) is unifotmly continuous and strictly increasing w.r.t. x, 
(iii) dV,(x)/dx E T/‘N’(x) exists, is uniformly continuous and strictly 
increasing w.r.t. x, 
(iv) the optimal policy rule and the loss function can be found by iteration 
using the relations: 
Vo’(x) = 2x (8) 
and either : 
Or 
then 
2 - X * 22, = E[V&-,(p * x - ?i, + e)] if I ~&)I G a 
uo(x) = ia if(9) results in uO(x) > a or uO(x) < -a 
(9) 
(10) 
(11) 
(v) V,(x) is strictly conwex w.r.t. x, for every N = 0, 1,2 ,..., and can be 
calculated by 
V,(x) = x2 + X * ilo2 + E[V,-,(p * x - 6, + e)] 
V,(x) = x2. 
(12) 
By using this lemma it is not necessary to prove that V,(x) is piecewise 
quadratic, nor is it necessary to assume that the random inputs have small 
variances, as do Deley and Franklin, making the computation for the optimal 
policies and the optimal loss functions complicated. 
For a detailed proof of this lemma and full discussion of the discrete time 
case see [IO]. 
From this lemma we see that having observed x,, = x we find from (8), (9), 
(lo), the optimal policy G,(x), then from (11) (12) we find Vi’(x) and V,(x). 
Now at time t = 1 we observe x1 and we repeat the previous computations by 
putting ~2, instead of Ei, in (9), and so on. 
The difficulty in computing fi, from (9) can be overcome if we put 
p * x - 4, = 2 and compute z. Then ti,, is obtained from 6, = p . x - z. 
At the end of the paper some numerical results are presented. 
3. CONTINUOUS TIME 
If instead of taking the time unit equal to one as in (2), we take it to be dt, 
then the corresponding equation will be 
Xt = p * Xt-At - Au, + AT,, 
409lW3-9 
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where again 
xt is the state variable at time t. 
rlu, is the control input applied immediately after xtUdt has been observed. 
LIQ are the random inputs, independently identically distributed with 
mean p * At and variance 02 * At, so that Q is a Wiener process. We also 
make the reasonable assumption 
p=l --7.At, Au, =ut.At, 
where r is a positive constant, i.e., 7 > 0. 
In a sense, ut is associated with the speed we apply the control, and we 
require, for reasons of being more realistic, that: 
then 
I Ut I ,< 4 (14) 
xt = (1 - 7 * At) . xtvAt - ut . At + ATt. 
Thus in the limit as At -+ 0 we obtain 
(15) 
g+T. x(t) + u(t) = $. 
The process dx/dt, dlldt must be understood in a generalized sense 
(Yaglom, 1962), but equation (16) h as a well recognised formal interpretation. 
4. REGULATION WITHOUT PENALTY ON THE CONTROL VARIABLE 
Our first aim is to find the loss function V((x, t) and the corresponding 
optimal control z2(z, s), where U(Z, S) is the control applied at time s and the 
value of the state variable is equal to z at that time. 
Thus we define 
V(x, t> = ,"(~~<< I . 
E [j:sZ(s)ds] (17) 
x(0) = x. 
The principle of optimality leads us to 
- x2 _ (Tx _ p) !T!p + !g . a2;$ t) aw, t) 
at 
(18) 
From the definition of V(x, t) we see that: V(x, o) = 0. 
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Equation (18) would hold without the “min” operation if we had defined 
V(x, t) = E [I: x2(s) A]. 
Now consider the simple policy U(X, o) = b for all x, where 1 b j < a. 
The solution of the equation corresponding to (18) is in this case 
Vb(X, t)  = 1 yTt .  x2 _ (b _ p) (1 -T;-T-t)Z .  x + g ( t  _ 1 -;2”‘“) 
+ (b-+)2 (t _ 2 * (1 ; e-7.t) + 1 --;-2J 
(19) 
Note that for large t 
v&v, t> = g - !y ’ x+;(t-;)+f&qt-;) +0(l), 
(20) 
i.e., approximately quadratic in x and linear in t, and 
av,(x, t) 
at = g + (q” + o(l), (21) 
i.e., approximately constant. 
4.1. THE CASE OF No CONTROL (a = 0) 
In this case the only admissible policy is u(x, o) = 0 and the solution of (18) 
is given by (19) with b = 0, i.e., 
V(x, t) = Vo(x, t). 
4.2. THE CAKE OF UNBOUNDED CONTROL (a = co) 
In this case we can minimize the right-hand side of (18) freely and can in 
fact achieve V(x, t) = o, 0 < t < co, all x. 
To see this, set U(X, o) = A . x where A is constant. Then 
qx, 1) = 
1 _ e+T+R)t 
2(7 + R) 
+ (T ;2R)2 t - 
2(1 - I?( T+R)t) 
T+R 
+ 1 _ e-2(T+RH 
2(7 + R) . 
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Now let R -+ cc, then limR+, r(‘(x, t) = 0, so our loss function, V(x, i), 
which corresponds to the optimal control rule will be such that 
Thus 
0 < qx, f) < @, t) for every R. 
V(x, t) = 0 
t>o 
-co<x<co. 
4.3. THE CASE OF BOUNDED CONTROL (0 < a -=c 03) 
From the nature of the problem it is obvious that V(x, t) decreases as the 
bound, a, increases, so: 
0 < V(x, t) < Vo(x, t). (23) 
Since we have taken Y  > 0, from (23) we see that V(x, t) is 0(x2) for large 1 x 1, 
uniformly in t, and is O(t) for large t uniformly in X. 
4.4. THE OPTIMAL POLICY AND FORMULATION OF THE EQUATIONS FOR V(x,t) 
From Eq. (18) we easily see that the optimal policy is: 
22(x, 0) = a (sign “Vk ‘) ). 
From (24) we conclude that the optimal policy zS(x, 0), takes only the two 
extreme values fa asin the case of bang-bang control, i.e., where the control 
can only take the values fa. The intermediate values are not used at all. 
This is quite reasonable because in continuous time, in order to bring the 
state variable in infinitesimal time near zero we should apply the maximum 
available force. This does not happen in the discrete time case as can be 
seen from relation (9) where, if we put h = 0, i.e., no penalty on the control 
variable, then there exist solutions such that ( tis(x)I < a. 
Another point in (24) is that 4(x, 0) depends only on the remaining time t 
and on the value of the state variable at the time the control is applied. 
In this case the optimal policy rule will be of the form 
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We now claim that both policies U(X) = fa must be applied since if 
aV(x, t)/&v > 0 for t > 0 and all X, then the only optimal policy according 
to (24) would be #(x, s) = a and the solution of (4) would be given by (19) 
with b = a. However, we see from (19) that in this case aV(x, t)/ax also 
takes negative values for various values of x and t > 0, thus aV(x, t&3x 
changes sign and so both policies are applied. 
Since continuous time has been approached as the limit of the discrete 
time case, the function V(x, t) is convex in x for every t as it is stated in 
Lemma 1 for the discrete time. Therefore, the optimal policy can be 
formulated as follows: 
22(x, 0) = a(sign[x - w(t)]), (25) 
where w(t) is such that 
wx, t> = 0 
ax 
at 
x = w(f). 
By substituting the optimal rule (24) into (18) the equation for V(x, t) is 
obtained, i.e., 
“VF f, - x2 _ (‘Z +f(x)) . Eg + f c!y , (27) 
where 
f(x) = / = a - II if x 3 w(t) 
\=-a--~ if x<w(t) 
(28) 
with boundary and matching conditions 
(i) V(x, 0) = 0 from the definition of V(x, 0) 
(ii) V(x, t) has two sections, one for x 2 w(t) and the other for x < w(t), 
these two sections at x = w(t) should coincide, representing the same total 
cost. 
(iii) The two sections of aV(x, t)/ax should be zero at (w(t), t). 
These three conditions specify the solution of (27). 
4.5. THE TIME-DEPENDENT CASE 
The solution of (27) has not been derived in the general case, but a certain 
amount of progress can be made. The nonhomogeneous term in (27) can be 
eliminated by use of the transformation 
w, 4 = g&) - x2 + gz(t) - x + &(f) + g(x, t), (29) 
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g*(t) = l ,F2’” 
g2(t) = -f(x) ( l ,“‘“)’ 
g&t) = ; (t _ 1 ;:-ZTt) + (.ff)’ (t + 1 -2f-2T’ _ 2u 7 e-3 ), 
f(x) is given in (28) and g(x, t) satisfies the equation 
akh t) age, 4 - = -(T *x +f(x)) * - 2 a2gcX,t) at ax +T*ax2. (30) 
The boundary condition for (30) can be derived easily from those of (27). 
4.6. THE SPECIAL CASE TV = 0 
In the special case p = 0, by symmetry, w(t) = 0 and V(x, t) = V(-x, t). 
We can then take a Laplace transform w.r.t., time. Let 
dp, 4 = Udx, 9) = 1: e+ Ax, t) dt, 
then 
provided that 
lim . e-pt . g(x, t) = 0 as t-03. 
This condition is satisfied since from (29), g(x, t) is O(t) for large t uniformly 
in x. Thus (30) becomes 
Then (31) can be transformed into a confluent hypergeometric equation or 
into a parabolic cylinder equation [I 1, 121 with solution 
where 
dP,4 =c1 .Pl(P,X) + c2 -P2(P, 49 (32) 
d&x) =@($&(x +fy) 
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and @(.,.,.) is the confluent hypergeometric function [l l] and c, , cs constants 
to be determined from the conditions, 
(i) aV(x, t)/ax = 0 at x = 0 since w(t) = 0, 
(ii) V(x, t) is symmetric w.r.t., x, i.e., V(x, t) = V(-X, t). 
Condition (ii) leads to ca = 0, condition (i) is equivalent to 
for x = 0 
or 
1 aah 4 a 
( 
1 --L+- 
ax =Tp P+~ ~+2~ 1 
for x = 0. (33) 
We remark here [I I] that 
From (33) and (34) we obtain 
02 ( --- 1 2 
Cl = P 
+q 
p+r p+27 
2.7.p.@ P+1! a2 . ( 27 ‘2’ 7c72 )
(35) 
Having found now the solution, (32) can be inverted to obtain the function 
g(x, t) [13]. We leave the study of this equation at this point, pointing out 
that we could not find a method of inverting (32) when c2 = 0 and cr is given 
by (35). 
4.7. THE STEADY STATE SOLUTION 
We postulate that the average cost c defined as 
c = lim av(x’ t, 
t+m at 
is independent of x. The corresponding result for the discrete time case has 
been proved rigorously by Kounias [lo]. We also postulate here that 
pr w(t) = w, 
where c and w are, of course, functions of the bound a. Thus the corre- 
sponding differential equations for the stationary case will be: 
c = x2 - (T * x +f(x)) g + ; * g , (36) 
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where as before, 
f(x)J~-“I’ if xaw 
(37) 
a CL if x < w. 
Using the fact that V(x, t) is 0(x2) for large 1 x ) uniformly in t, we obtain 
the solution for (36), i.e., 
av x -=- 
ax 7 
- cjk + [(JqL)" + g - c] -$ exp [$ (x + -)‘I 
*/“exp(-$)dv 
x > w. 
1/z 
(38) 
i 
a-P - x+- 
(7 7 1 
av -=- 
ax :+ 
zk$t + [(fg2 + g - c] 3 exp [$ (X - *)‘I 
*j-“exp(---$)dv 
x < w. 
dz 
(3% 
- x-- 
u ( 
a---CL 
7 ) 
As we mentioned before aV/ax = 0 for x = w by the definition of w, 
therefore by equating (38) and (39) zero for x = w, are obtained two equations 
with two unknowns, w and c. It is now necessary to use the approximation 
j = 1, 2,... x > 0, (40) 
where for j even, the right-hand side over-estimates the left, and for j odd 
the right-hand side under-estimates the left. Thus form (38), (39) 
liiw==, 
02 2 
lime=--+f.f4.. (41) 7 O-30 27 r2 
From (38), (39), (40) for large a, 
2 
w=-E+ IL’= 
a2 
vy -P2) +o($) 
(42) 
04 - - c=-+ 2p2 a4 57 06 
2a2 4a4 +o($+ (43) 
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and for p = 0, w = 0, and 
u4 -- 
c = &2 $+0(-g). 
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REMARKS. (i) From (42), (43), 
limw =O 
o-rm 
limc=O (45) a-+m 
as is expected from (22). 
(ii) In the case of no control, i.e., a = 0, the function w,,(t) which 
satisfies aV(x, t)/& = 0 for x = w,(t) is found from (19) to be 
we(t) = 2.5 
( 
1 - e-rt 
r 1 + e-Tt 1 (46) 
This function, w,(t), can be considered as the limit of w(t) when the bound 
a + 0. 
(iii) Since c is the average cost, this should decrease if the control bound, 
a, increases, thus from (41), (45) we have that the average cost which 
corresponds to the bound, a, should satisfy 
(47) 
If this were not the case, better control could be achieved with more restriction 
on the control variable U(X, t) which is impossible. 
4.8. THE DISTRIBUTION OF x(t) 
Substituting the optimal policy rule (25) into (16) 
g+ 7 - x +f(x) = 2, 
andf(z) is given in (37) where d7 is a Wiener process (O,us&). 
(48) 
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The probability density h(x, t) of x at time t obeys the equations [14, 151 
ah@, t> ___ = (‘3 +&)I at 
Here again the steady state solution will be examined. It is assumed that 
ah(x, tyat -+ ot+m , i.e., the random process x(t) becomes stationary. This 
would not have been the case if r < 0. Then the acceptable solution of (49) is, 
for large t, 
/ 
Ci~exp(--+-)(?-+2~*~) if x>w 
h(x) = (50) 
C.a~exp(-$-)(xa-2+*xj if x<w. 
The constants C, , C, are determined from the fact that the density integrates 
to unity and that it must be continuous at x = w. 
After some manipulations similar to the previous section, 
a + 2~ 
c2 = 02 +(;+$f+o(f), 
then 
E(x) = 3 ‘Fa; CT4 + 0 (-g), E(X2) =$+0(-g. (51) 
Therefore, 
Varx=$+O(&), 
so limo+m var x = 0. 
We notice that 
5. REGULATION WITHA MEAN SQUAREPENALTY ON THE CONTROL VARIABLE 
To complete the study of the problem we must consider the case where 
there is a cost in applying the control law U(X, t). Suppose that the cost 
incurred in time ds is h * ua * ds, where X is a positive constant. It is now 
necessary to determine 
V(x, t) = ,ut@& (1 E ( (x2(s) + h - ~~(4) ds, A >o. (52) 
and the corresponding optimal policy, zi(z, s). 
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Again referring to the same linear stochastic Eq. (16), the principle of 
optimality leads to 
(53) 
V(x, 0) = 0. 
Again if we were working with a given policy U(Z, s) rather than the optimal 
0(x, 0), (53) would be valid but without the “min” operation. 
First the optimal policy rule and the differential equations for V(x, t) are 
formulated and then the cases of no control a = 0, unbounded control, 
a = co, and bounded control, 0 < a < co, are studied the last case being 
the most interesting. Finally the best linear policy is derived and compared 
with the optimal policy rule. 
5.1. THE OPTIMAL POLICY RULE AND FORMULATION 
OF THE EQUATIONS FOR V(x,t) 
From (53), the optimal policy rule will be 
fl(x, 0) = a a+, t) if - 
ax >2sa*X 
fi(x,O)=&( avgt)) if IvI<2*a*X (54) 
if av(x, t) -< -2.a.X. ax 4(x, 0) = --a 
Since the continuous time case was approached as the limit of the discrete 
time case, we postulate here that V(x, t) is convex w.r.t., x, a fact which 
was stated in Lemma (1) and is proved rigorously by Kounias [lo], therefore 
av(x, tyax is increasing w.r.t. x. 
Thus there are functions WI(t), w2(t) such that 
a w, t) ----->t.a*A 
1 av;L), 
if x 2 w2(t) 
X,~ G2.a.h if wdt> < x < wz(t) (55) 
wx, t) ----<--2-a-h if ax x < WI(t). 
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The optimal policy rule zi(x, 0) becomes 
qx, 0) = a if x > w2(t) 
fj(x, 0) = 1 av(x’ t, -- 
2A ax 
if WI(t) G x < w2(t> (56) 
d(x,O) = ---a if x < f%(t), 
By a(x, 0) we mean the optimal rule at the present time when the present 
value of the state variable is x. Of course this optimal rule depends on the 
time remaining until the end of the process. Now putting (56) into (53) we 
obtain the equations for V(x, t), i.e., 
av(x, t) av ---=x"-(T*x-p)~+ at ~~+,.,,,,,2-a(x,o,.~ 
with boundary and matching conditions 
(57) 
(a) V(x, 0) = 0, 
(b) V(x, t) continuous on the lines x = WI(t) and x = wa(t), 
(c) av@, t)/ax continuous and takes the value 2 * a - X for x = w*(t) and 
-2 * a . h for x = WI(t). 
5.2. THE CASE a = 0, h > 0 
The only admissible policy is ~(2, S) = 0 and the solution of (57) will be 
Vdx, t) = Jg * x2 + I” (+q2 x + g (t _ 
1 - e-21t 
27 ) 
+ $ ft _ 2( 1 ; e-9 + 1 ,:-2J, 0 < t 
--co<x<cQ’ 
(58) 
We observe here that for t large 
Vo(x, t> = g + $ * x + (-g + f) t - & (-g + $) + o(1) 
(5% 
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Obviously for a = 0, WI(t) and w2(t) coincide and we find the function w(t) 
such that 
Thus 
aV&, t) = 0 
ax 
for x = w(t). 
1 - e-t 
w(t) = 2% (-- 
Y  1 + e-Tt 1 
and w(t) can be regarded as the limit of WI(t), w,(t) as a + 0. 
5.3. THE CASE a = co, X > 0 
In this case (53) can be minimised without restriction, therefore 
-cQ<x<a2 (61) 
with solution 
~cQ(x, t) = &i(t) * x2 + 2p * g&) * x + g&), (62) 
where gdt), g2(t), gdt), can be easily found by equating the coefficients of 
the powers of x in (61) and then solving ordinary differential equations. 
Notice that the corresponding loss function for h = 0 is identically zero. 
The optimal policy rule is 
1 
4% 0) = x (2 * gdt> * x + g2wPL) (63) 
For t large we obtain 
Vm(x, t) = (-T * h + d/72 - A2 + A) $22 + 2hp -T * h + 1/T2 * h2 + h 
VmqT ‘x 
+ [(-T . h + dm-q) u2 + T2fphpp; J * t + o(l) (64) 
and 
qx, 0) = 
--7 *A + dTW + h -4 + dTW + h 
h 
--‘x+pL’ -- 
dTW + h 
+ o(l), 
(65) 
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i.e., approximately linear w.r.t., X. Also, the average cost is defined as 
lim “‘$r’ t, = (-T - X + dT2h2 + A) 0’ + T2~A~~ h . 
t-m (66) 
5.4. THE CASE 0 < a < co, h > 0 
Since V(x, t) is known for a = 0 and a = co, we have found a lower and 
upper bound for the loss V(x, t), 
V&X, t), V,,(X, t), are given by (62) and (58), therefore, V(x, t) is O(9) for 
large / x I, uniformly in t, and is O(t) for large t, uniformly in X. 
5.5. STEADY STATE SOLUTION 
As in the case without penalty on the control variable we again postulate 
that 
lim av(x4 = c, 
t+oo at 
where c is a constant, independent of x, i.e., we postulate that for large t the 
loss function V(X, t) can be represented approximately as 
V(x, t) M c * t + h(x). 
Also, it is assumed that 
and iiz * w2(t) = w2 , 
where wr and wa are independent of t. Thus for large t the optimal policy 
becomes 
qx, 0) = a if x >, w, 
$(x 0) = 1 aV(x’ t, 
> 2h ax 
if q G x Q w2 (68) 
0(x, 0) = --a if x <WI. 
The corresponding equation for V(x, t) is 
c = x2 - (T . x - p) Z!plz u2 a2;$ 4 + AzP(X, 0) - f2(x,O) qg. 
(69) 
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Equation (69) for x > wa or x < w1 can easily be solved w.r.t. aV(x, t)/ax 
as an ordinary linear differential equation. The constant of integration is 
determined from the fact that V(x, t) is 0(x2) for large 1 x I, as in (36). To find 
the solution of (69) in the region wr < x < w2 we set 
y=2(--7.X+mq 
. x + 2&(-d + dmq) 
GFqzi 
- 2w g , (70) 
where z(x) satisfies the equation 
2dxqGi 
f(x) - Aa2 (x - 
r&L 
T2h2 + h 1 
z’(x) - 
4A d/72X2 + h 
ha2 
z(x) = 0, 
(71) 
where 
1 
A= -- 
A2 - p2 
4u2 1/7w + x A2 + h 
+ u”( -4 + m) - c). (72) 
With a further transformation. 
y=d72ha 
( 
rh2p 2 
ha2 x - r‘w + h 1 (73) 
we obtain the confluent hypergeometric equation 
Y - X”(Y) + (4 -Y) - Z’(Y) - A * 4~) = 0, (74) 
with solution 
4~) = A, * @(A, 4, Y) + A2 * @(A + a, Q, y) 6 (75) 
where A, , A, constants, and @(.,.,.), the confluent hypergeometric function. 
We are interested only in the ratio A,/A, = B, therefore, 
4~) = @(A, 4,~) + B * @(A + 4, 8,~) 6. 
The constants w1 , w2, B, and c, can be determined from the four conditions 
av(x, t) ___ = 2ha ax at x = w2 and 
a w, 0 - = -2ha ax at x=w,. 
(77) 
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The system of equations (77) is difficult to solve for the parameters. Having 
reached this stage therefore, we must look for an alternative method of 
finding the parameters w, , wa , and c. 
5.5. PROPERTIES OF THE OPTIMAL POLICY AND ESTIMATION 
OF THE AVERAGE COST c 
Equation (69) is a Ricatti equation, and the difficulty in finding wr , w, , 
and c is because a simple form for the solution in wi < x < w, could not be 
found. In what follows we shall use the results of Kounias, [16]. 
THEOREM. If the bound, a, is su$x’ently large, then the average cost c 
and the constants w1 and w, are given by 
c = ,2(-T * h + d&P + A) - T2;;p; x 
+ 0 (f exp[-B(A + m)” ~2~1) 
WI = --(A + dmq) a - 
&+ + O (+A 
(78) 
(7g) 
w2 = (A + dZCj3) - a - dT2;qA +O ($1. ego) 
PROOF. In the region wi < x < w2 Eq. (69) is written as 
Set 
9+2(--rh+mqx+ %-4--7~ + dT2h2 + A) _ uu2 p)(x) 
dxqi 
(82) 
Then 
q’(x) + v”(x) + W - W v(x) + A = 0, (83) 
where 
A2 2 
A=C-uy-+.h+dr2he)- T2A&h ( > 
Ad f (84) 
(85) 
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Since c is the average cost, then c lies between the corresponding cost for 
a = 00 and a = 0, i.e., 
Thus A > 0. For large a, A is small so that a first approximation to the 
solution of (83) is given [16] by 
where 
v(q) = [u" + 2(-d + d7KjEi)wl + 
2h - p(--7h + d/7%2 + h 1 
dzFg -----XT I 
Having determined a simple form for the solution of (81) we solve for 
c, wr , ws which are given in (78), (79), (80). 
iYe can now find the optimal policy rule (68), i.e., 
22(x, 0) = a if x b wz 9 
qx, 0) = -TX + d&v + h x + /4(-d + dm&i) -- 
x dT%v + x 
+ exp [ -2 1% (r - Bs) ds] * 0 (f) 
Wl 
if w, < x f wa , 
039) 
22(x, 0) = -a if x d WI, 
where wr , w, , r, B, are given by (79), (80), (85). 
CONCLUSION 
The average loss c decreases exponentially with a2 as a + ca for h > 0, 
which is not the case for X = 0. This is easily seen by comparing the rules 
of c given by (78) and (43). 
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6. THE BEST LINEAR POLICY 
If instead of the optimal policy we try to find the optimal linear policy, 
i.e., the best one of the form 
zi(x, 0) = y(t) . x + S(t) (90) 
and to find the corresponding loss function r(‘(x, t) as defined by (52), for 
all the admissible linear bounded policies, we proceed as follows: observe 
that since the policy u = 0 belongs to the class of admissible linear policies 
and for II = 0, V,,(x, t) is given by (58), then the loss function V(x, t) which 
corresponds to the best linear policy behaves at most quadratically w.r.t., x, 
and linearly w.r.t. t for large t. 
We again study the steady state solution for which 
qx, 0) = a if rx+S>a 
&(x, 0) = yx + S if I YX + 6 I < a 
zqx, 0) = --a if yx + 6 6 --a, 
where y and 6 constants to be determined. We postulate also that 
lim av(X’ t, - f, 
ttm at 
then the steady state equation resulting from (53) is 
E = x2 - (7 * x - p) yJg + yj- ax2 
2 aV / h 
. zqx, 0) - qx, 0) g 
(92) 
with the conditions 
(a) Sp(x, t)/ax is continuous on the lines yx + S = a where the control 
rule 4x, 0) changes form, 
(b) p((x, t) is 0(x2) for large / x 1. 
The resulting constants of integration for the form of the solution in the 
three regions 
a--S 
x>- 
-a-S a-S -a-S 
Y ’ 
-<xx---- and x <- 
Y Y ’ Y 
and the average cost c are determined by the above conditions completely. 
Thus E is given as a function of y and S which are still unknown. If we 
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minimize this function ~(y, 8) w.r.t., y and 6, the values of y, 6 and E corre- 
sponding to the best linear policy are obtained. Thus 
Y =yo+O iexp [ ( 
T + Yo --*a2 
Yo 0 11 
6 = 6, + 0 [A exp (- 3 * 02)] 
(93) 
where 
-TX + dT2h2 + x 
Yo = x ’ 
(94) 
CONCLUSION 
By comparing (78) and (93) we see that the average costs c and E for 
optimal and optimal linear rule are of the same order, i.e., 
0 [f exp (- * a2)]. 
So that for all but small a the best linear policy (91) has a performance 
scarcely distinguishable from that of the unrestricted optimal policy. 
7. SOME NUMERICAL RESULTS 
(a) Discrete time: let the random input e, take the values &I with equal 
probabilities &. In order to apply the results of lemma 1 we put px - 2i, = z 
then either 
or 
and 
q44 = 2x +$ [q& + 1) + V&J2 - l)]. 
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This procedure was calculated using a computer for different values of 
a, A P, CL, i.e., 
A P a P 
1 0.5 0.20 0 
1 0.5 0.06 0 
0.5 0.5 0.10 0 
0.5 0.5 0.01 0 
1 0.5 0.12 0 
In all these cases the equilibrium state was reached after 7-8 steps. All 
optimal policies are of the same type and the equilibrium policy consists of 
three straight lines. Figure 1 which represents the case X = 1, p = 0.5, 
a = 0.12, p = 0 is typical of the various runs, 
4 I 
i2 0.08 I- 
-- /N=I 
I 
/--7 
STATE VARIABLE X 
FIG. 1. Optimal control in discrete time. 
(b) Continuous time: examinating the special case X = 1, o = 1, 7 = 1, 
p = 0, the relation (86) gives the bounds 
0.41 < c < 0.50. 
A c value in this range can be chosen and the corresponding solution of 
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(69) calculated. If we would like to determine the values of a to which this c 
value corresponds we refer to the boundary conditions, that aV(x, t)/& 
takes the value 2 * h * a at x = w2 and the value -2 * h * a at x = wl, 
a?‘(~, t)/13x is easily found as the solution of (69) (for example in the region 
x > wz). 
Table 1 gives the values of aV/ax, w1 < x < wg, for different values of 
x corresponding to the values of c: 0.42,0.44. 0.46, 0.48. In Fig. 2 the results 
TABLE I 
Y c = 0.42 c = 0.44 c = 0.46 c = 0.48 
0.0000 0.0000 0.0000 0.0000 O.OOQO 
0.0500 0.0420 0.0440 0.0460 0.0480 
0.1000 0.0840 0.0880 0.0921 0.0961 
0.1500 0.1260 0.1322 0.1383 0.1440 
0.2000 0.1681 0.1764 0.1847 0.1930 
0.2500 0.2102 0.2208 0.2314 0.2421 
0.3000 0.2523 0.2654 0.2785 0.2916 
0.3500 0.2945 0.3103 0.3260 0.3419 
0.4000 0.3368 0.3555 0.3742 0.3930 
0.4500 0.3791 0.4010 0.4230 0.4451 
0.5000 0.4216 0.4471 0.4728 0.4985 
0.5500 0.4642 0.4938 0.5235 0.5535 
0.6000 0.5069 0.5412 0.5756 0.6103 
0.6500 0.5499 0.5894 0.6293 0.6695 
0.7000 0.5930 0.6387 0.6849 0.7314 
0.7500 0.6365 0.6893 0.7428 0.7969 
0.8000 0.6803 0.7415 0.8036 0.8665 
0.8500 0.7245 0.7956 0.8679 0.9414 
0.9w 0.7692 0.8521 0.9366 1.0229 
0.9500 0.8146 0.9115 1.0107 1.1125 
1.0000 0.8607 0.9746 1.0917 1.2124 
1.0500 0.9079 1.0422 1.1814 1.3255 
1.1000 0.9562 1.1157 1.2820 1.4556 
1.1500 1.0061 1.1965 1.3968 1.6077 
1.2000 1.0579 1.2868 1.5299 1.7888 
1.2500 1.1121 1.3892 1.6873 2.0089 
1.3000 1.1695 1.5075 1.8767 2.2820 
1.3500 1.2309 1.6467 2.1098 2.6290 
1.4000 1.2975 1.8139 2.4031 3.0821 
1.4500 1.3710 2.0191 2.7816 3.6926 
1.5000 1.4534 2.2766 3.2844 4.5480 
1.5500 1.5478 2.6079 3.9756 5.8095 
1.6000 1.6581 3.0462 4.9681 7.8085 
1.6500 1.7901 3.6453 6.4789 11.3506 
1.7000 1.9518 4.4970 8.9838 19.0279 
1.7500 2.1548 5.7725 13.7631 46.3147 
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are plotted. In (a) and (b) we have p = 0, so we plot only for x > 0, since 
the optimal rule is symmetric w.r.t. the origin. 
3.5 
0.5 
II4 0.9  ^ _  ^
I I I I I I I I 
u.u v..c! 0.4 0.6 0.8 1.0 I.2 1.4 1.6 1.8 2 3 
STATE VARIABLE x 
FIG. 2. Optimal control in continuous time. 
APPENDIX 
In the more general case in continuous time we defined 
WY t) = ,u(p$<a E [I” o (x2(s) + h . 242(s)) ds], z = x(s). . , 
Assuming that V(x, t) can be expanded as 
V(x +h, t) = I/(x, t)+ h . v + ; - a215 t, + W2) as h-+0 
and that the value of the state variable at time t = 0 is x(O) = x, then to 
find V(/(x, t) and the optimal policy we use Bellman’s principle of optimality, 
I.e., 
V(x, t + fit) = ,ulI-o$<a [x" . dt + h - uyx, 0) - At 
. , 
+ E[V((l - T . dt) . x - u(x, 0) . At + As, Qll 
= ,ucm$n<a [x2 . At + X - u2(x, 0) . At + V(x, t) 9 \ 
-(T~x+u(x,o)-p)dt~~ qx, t) + Jf. a2qx, t) 
2 iYX2 + o(At’)] 
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or 
V(x, t + At) - V(x, t) 
At 
= ,Y(p;~<a 9 . L x2 - (7 * x - CL) --&--- 
aV(x, t) + 0” . a2v(x, t) 
2 ax2 
+ (Auyx, 0) - 24(x, 0) -avg t, ) + w] 
and in the limit as At + 0, we obtain 
am 0 - x2 - (Tx _ p) ?!p + f . a2;: 9 
at 
+ ,$&o (h * . 
* 22(x, 0) - 24(x, 0) “Vk t, ) 
V(x, 0) = 0, 
which is the desired equation. 
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