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Abstract
We consider cosmological dynamics in the theory of gravity with the scalar field possessing the
nonminimal kinetic coupling to curvature given as ηGµνφ,µφ,ν , where η is an arbitrary coupling
parameter, and the scalar potential V (φ) which assumed to be as general as possible. With
an appropriate dimensionless parametrization we represent the field equations as an autonomous
dynamical system which contains ultimately only one arbitrary function χ(x) = 8pi|η|V (x/√8pi)
with x =
√
8piφ. Then, assuming the rather general properties of χ(x), we analyze stationary
points and their stability, as well as all possible asymptotical regimes of the dynamical system. It
has been shown that for a broad class of χ(x) there exist attractors representing three accelerated
regimes of the Universe evolution, including de Sitter expansion (or late-time inflation), the Little
Rip scenario, and the Big Rip scenario. As the specific examples, we consider a power-law potential
V (φ) = M4(φ/φ0)
σ, Higgs-like potential V (φ) = λ4 (φ
2 − φ20)2, and exponential potential V (φ) =
M4e−φ/φ0 .
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I. INTRODUCTION
The current accelerated expansion of the Universe was discovered by the observations
of Type Ia supernovae in 1990s [1, 2], and it is now also supported by the other observa-
tions: Cosmic Microwave Background Radiation (CMB) [3–5], Baryon Acoustic Oscillations
(BAO) [6–10], and so on. Whereas, inflation hypothesis, which is the accelerated expan-
sion of the Universe in early Universe, has been broadly investigated to explain the almost
isotropic signals of CMB and the flatness problem. This acceleration cannot be described by
the Einstein equations if only a usual non-relativistic matter is taken into account. There-
fore, one has to introduce a cosmological constant or dynamical scalar field(s) into general
relativity, or modify the Einsteinian theory of gravity. In this paper we treat a model which
has a coupling between the kinetic term of the scalar field and the Einstein tensor [11–22].
This model can be regarded as a generalization of quintessence model. From the other hand,
it can be also regarded as a special class of Horndeski theory [23], which is known as the
most general single scalar field model that contains at most second derivatives in the field
equations. The dynamical properties of the model have been investigated in detail in the
cases of a power-law potential [15], and a Higgs-like potential [16].
In this paper we will consider the general potential V (φ) and analyse the field equations
by regarding those as an autonomous system. The purposes of the research are not only to
find some de Sitter-like solutions but also to clarify all the attractors that the model can
describe. The contents of the paper are as follows; in Sec. II, we derive general equations
in the Friedmann-Lemaitre-Robertson-Walker (FLRW) space-time, in Sec. III, the way to
regard the field equations as an autonomous system is introduced, subsequently, the stability
of the stationary points and the properties of the other attractors are investigated in detail,
some concrete examples of the results derived in Sec. III are given in Sec. V, concluding
remarks are in Sec. VI. The readers who are not so familiar with the dynamical analysis
in this model are recommended to see the figures in Sec. V before reading Sec. III because
the calculations in Sec. III are so abstract. We use Planck units, so that G = c = 1 in the
following.
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II. ACTION AND FIELD EQUATIONS
Let us consider the theory of gravity with the action
S =
∫
d4x
√−g
{
R
8pi
− [gµν + ηGµν]φ,µφ,ν − 2V (φ)} , (2.1)
where V (φ) is a scalar field potential, gµν is a metric, R is the scalar curvature, and Gµν is
the Einstein tensor. The coupling parameter η has the dimension of inverse mass-squared.
Note that in the literature there is discussion, which is still open, about acceptable values of
η. In Refs. [19, 20] it was assumed that η < 0 in order to prevent the appearance of ghosts
in the model. However, analysing scalar and tensor perturbations generated in the theories
given by the action (2.1), Tsujikawa in Ref. [21] had derived more general conditions in
order to avoid the appearance of scalar ghosts and Laplacian instabilities. Generally, their
fulfillment depends on particular cosmological scenarios and is not directly determined by
the sign of η. Moreover, in Ref. [22] it was demonstrated that the necessary condition that
ensures the absence of instabilities is fulfilled for η both positive and negative. Since the
detailed investigation of the instabilities and superluminality of the model with nonminimal
kinetic coupling lies beyond the scope of the present work, hereinafter we will not impose
any restrictions on values of η.
In the spatially-flat Friedmann-Robertson-Walker cosmological model the action (2.1)
yields the following field equations [13]
3H2 = 4piφ˙2
(
1− 9ηH2)+ 8piV (φ), (2.2a)
2H˙ + 3H2 = −4piφ˙2
[
1 + η
(
2H˙ + 3H2 + 4Hφ¨φ˙−1
)]
+ 8piV (φ), (2.2b)
φ¨(1− 3ηH2) + 3Hφ˙[1− η(2H˙ + 3H2)] = −Vφ, (2.2c)
where a dot denotes derivatives with respect to time, H(t) = a˙(t)/a(t) is the Hubble pa-
rameter, a(t) is the scale factor, φ(t) is a homogeneous scalar field, and Vφ = dV/dφ. Note
that equations (2.2b) and (2.2c) are of second order, while (2.2a) is a first-order differential
constraint for a(t) and φ(t). The constraint (2.2a) can be rewritten as
φ˙2 =
3H2 − 8piV (φ)
4pi(1− 9ηH2) , (2.3)
or equivalently as
H2 =
4piφ˙2 + 8piV (φ)
3(1 + 12piηφ˙2)
. (2.4)
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Therefore, as long as the parameter η and the potential V (φ) are given, the above relations
provide restrictions for the possible values of H and φ˙, since they have to give rise to non-
negative φ˙2 and H2, respectively.
Hereafter we will suppose that the Hubble parameter H is positive, i.e. we will take
positive branch of the square root of Eq. (2.4). The case H > 0 means that the Universe is
expanding. Note that a cosmological dynamics of a contracting Universe, including “bounce”
phenomena, was studied, for example, in [25, 26].
Let us now resolve the equations (2.2b) and (2.2c) with respect to H˙ and φ¨, and then,
using the relations (2.3) and (2.4), eliminate φ˙ and H from respective equations. As the
result, we obtain
H˙ =
−(1− 3ηH2)(1− 9ηH2)[3H2 − 8piV (φ)]− 4√piηH√(1− 9ηH2)[3H2 − 8piV (φ)]Vφ
1− 9ηH2 + 54η2H4 − 8piηV (φ)(1 + 9ηH2) ,
(2.5)
φ¨ =
[
1 + 12piηφ˙2 + 96pi2η2φ˙4 + 8piηV (φ)(12piηφ˙2 − 1)]−1
×
{
− 2
√
3piφ˙[1 + 8piηφ˙2 − 8piηV (φ)]
√
[φ˙2 + 2V (φ)](12piηφ˙2 + 1)
− (12piηφ˙2 + 1)(4piηφ˙2 + 1)Vφ
}
. (2.6)
It is seen that the H-equation (2.5) in general contains φ-terms arising from the potential
V (φ). At the same time, the φ-equation (2.6) does not containsH-terms, so that it represents
a closed second-order differential equation for the unknown function φ(t). Such the form of
Eq. (2.6) dictates us the following strategy of solving the system of field equations (2.2).
First, analyzing the φ-equation (2.6), we will characterize in detail a time evolution of the
scalar field φ(t). Then, using the constraint (2.4), we will be able to describe an evolution
of the Hubble parameter H(t).
III. SCALAR FIELD AS AN AUTONOMOUS DYNAMICAL SYSTEM
In this section we will focus on solving Eq. (2.6) which describes a time evolution of the
scalar field.
Note that Eq. (2.6) has a normal form, i.e. resolved with respect to the second derivative.
This allows us to use standard methods of the theory of dynamical systems. In practice, an
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analysis of Eq. (2.6) depends on particular values of the coupling parameter η, and hence
further we will separately consider the cases η > 0, η < 0, and η = 0.
The case η > 0
Assume that η is positive. Now, let us introduce the set of dimensionless variables
x =
√
8piφ, y =
√
8piη φ˙, τ =
t√
η
, χ(x) = 8piηV (x/
√
8pi). (3.1)
Here χ(x) is a dimensionless potential, and as well as V (φ), it is non-negative, i.e. χ(x) ≥ 0.
By using dimensionless variables, we can rewrite Eq. (2.6) as the following autonomous
dynamical system:
dx
dτ
= y, (3.2)
dy
dτ
=
−√3y [1 + y2 − χ(x)]
√
[1
2
y2 + χ(x)]
(
3
2
y2 + 1
)− (3
2
y2 + 1
) (
1
2
y2 + 1
)
χ′(x)
1 + 3
2
y2 + 3
2
y4 + χ(x)
(
3
2
y2 − 1) . (3.3)
As seen in the system (3.2)-(3.3), the degrees of freedom of the model, which are the function
V (φ) and the constant η in Eq. (2.6), are simply expressed as χ(x). Therefore, the mathe-
matical properties of Eq. (3.2)-(3.3) only depend on χ(x), although the physical properties
of the original equation (2.6) depend on both of V (φ) and η. Below we examine in detail
basic features of the system (3.2)-(3.3).
1. Stationary points
Stationary points (x0, y0) are those where dx/dτ = 0 and dy/dτ = 0. Hence, from Eq.
(3.2) it follows that any stationary point of the system (3.2)-(3.3) has y0 = 0. Then, Eq.
(3.3) yields
dy
dτ
∣∣∣∣
(x,y)=(x0,0)
=
−χ′(x0)
1− χ(x0) . (3.4)
The equality (dy/dτ)|(x0,0) = 0 is fulfilled if χ′(x0) = 0 and χ(x0) 6= 1.
A stability of stationary points with respect to small perturbations δx and δy can be
investigated by fluctuating Eqs. (3.2)-(3.3) as
d
dτ
 δx
δy
∣∣∣∣∣
(x,y)=(x0,0)
=
 0 1
∂y′τ
∂x
∂y′τ
∂y
∣∣∣∣∣
(x,y)=(x0,0)
 δx
δy
 , (3.5)
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where y′τ = dy/dτ . A character of stationary points (x0, 0) and a behavior of phase tra-
jectories in their vicinity are determined by the eigenvalues of the matrix standing in the
right-hand side of Eq. (3.5). In particular, (x0, y0) is stable if all real parts of eigenvalues
are negative.
One can easily check that a 2 × 2 matrix {(0, a), (b, c)} has, generally speaking, two
eigenvalues (c±√c2 + 4ab)/2. Both of them have negative real parts if and only if c < 0 and
ab < 0. Moreover, since a configuration of phase trajectories is determined by imaginary
parts of eigenvalues, phase trajectories form spirals if c2 + 4ab < 0, and straight lines if
c2 + 4ab ≥ 0. Using these algebraic facts, we can conclude that, in our case, the stationary
points (x0, y0) are stable if and only if
∂y′τ
∂x
∣∣∣∣
(x,y)=(x0,0)
< 0 and
∂y′τ
∂y
∣∣∣∣
(x,y)=(x0,0)
< 0, (3.6)
so that from Eqs. (3.2)-(3.3) we respectively find
−χ′′(x0)
1− χ(x0) < 0 and −
√
3χ(x0) < 0. (3.7)
The second inequality of (3.7) is always satisfied if only χ(x0) > 0, whereas a fulfillment of
the first inequality depends on the value of η. Note that in case χ(x0) = 0 we need in more
delicate investigation of stability conditions, because the second equation of (3.7) vanishes.
If real parts of the eigenvalues are equal to zero, it means that stability cannot be under-
stood only from linear perturbation terms. Now, next leading order terms, i.e. second order
terms should be taken into account. Expanding Eqs. (3.2) and (3.3) around (x, y) = (x0, 0)
by applying x→ x0 + δx and y → 0 + δy yields
dδx
dτ
= δy, (3.8)
dδy
dτ
= −χ′′(x0)δx− 12χ′′′(x0)δx2 −
√
3
2
[δy2 + χ′′(x0)δx2]δy +O(δ3), (3.9)
where δ ∼ δx ∼ δy. Taking into account the definition (3.1) for dimensionless variables, one
can see that Eqs. (3.8) and (3.9) do not contain the coupling parameter η. This means that
these equations are equivalent to those in case of η = 0, i.e. without kinetic coupling. An
approximate solution of Eqs. (3.8) and (3.9) can be easily found by the WKB method [27].
In the dimensional quantities the solution reads
δφ =
1√
3pi
sin
(√
V ′′(φ0) t
)√
V ′′(φ0) t
. (3.10)
Therefore, the stationary point is stable if V ′′(φ0) > 0 and unstable if V ′′(φ0) < 0.
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2. Limit cycles
Periodic solutions or, equivalently, limit cycles in a phase space play a peculiar role. In
cosmology they might represent cyclic scenarios of the Universe evolution. The Bendixson-
Dulac theorem on dynamical systems states the non-existence conditions of periodic solutions
on a phase plane (see, for example, [29]). Namely, it states that if there exists a C1 function
ϕ(x, y) (called the Dulac function) such that the expression
Φ(x, y) =
∂(ϕf)
∂x
+
∂(ϕg)
∂y
(3.11)
has the same sign ( 6= 0) almost everywhere in a simply connected region of the plane, then
the plane autonomous system
dx
dτ
= f(x, y),
dy
dτ
= g(x, y),
has no periodic solutions lying entirely within the region. “Almost everywhere” means
everywhere except possibly in a set of measure 0, such as a point or line.
Assuming χ(x) = 0 and substituting the functions f(x, y) and g(x, y) from the au-
tonomous system (3.2)-(3.3) into the expression (3.11), we obtain
Φ(x, y) = ϕ′x(x, y)y + ϕ
′
y(x, y)y
′
τ − ϕ(x, y)
√
3y2(8 + 34y2 + 39y4 + 18y6 + 9y8)√
y2(2 + 3y2)(2 + 3y2 + 3y4)2
. (3.12)
Now, the choice ϕ(x, y) ≡ C, where C is a positive constant, guarantees that Φ(x, y) < 0
everywhere except y = 0. Therefore, according to the Bendixson-Dulac theorem, in the
cosmological model with χ(x) = 0 there exist no periodic solutions. The consideration of
limit cycles in the case of an arbitrary function χ(x) lies beyond the scope of this paper.
However, it is worth noticing that the particular examples of χ(x) considered below do not
contain any periodic solutions (see Figs. 1-5). Note also that the role of limit cycles in
cosmology was well studied in [30, 31].
3. Nullclines y′τ = 0
The relation y′τ = 0 determines on the phase plane a curve named a nullcline. From Eq.
(3.3) we obtain the following equation for the nullcline:
√
3y
[
1 + y2 − χ(x)]√[1
2
y2 + χ(x)]
(
3
2
y2 + 1
)
+
(
3
2
y2 + 1
) (
1
2
y2 + 1
)
χ′(x) = 0. (3.13)
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Generally, this equation cannot be resolved with respect to y, however, we can study its
asymptotical properties.
Let us consider the limit x → ±∞. First, suppose that in this case the potential χ(x)
tends to a finite constant value, i.e. χ(x) → χ±. Then, respectively, χ′(x) → 0, and
Eq. (3.13) has the following asymptotical solutions: y = 0, y =
√
χ± − 1, and y = −√χ± − 1
with χ± > 1.
In case χ(x)→∞ at x→ ±∞, one can obtain several various asymptotes. First, let us
assume that y2  χ(x) and y2  1, then from Eq. (3.13) we find the nullcline
sgn(y) y2 = 2
√
2
χ3/2(x)
χ′(x)
, (3.14)
where a sing of y should coincide with that of χ′(x) and the relation |χ′(x)| > √χ(x) has
to be fulfilled.
If y2  χ(x) and y2 = O(1), an asymptote of the nullcline takes the form
√
3χ3y −
√
3
2
y2 + 1
(
1
2
y2 + 1
)
χ′ = 0, (3.15)
with the relation χ3(x) > χ′2(x). In particular, if the condition χ3(x) χ′2(x) holds, then
we have
y2 =
χ′2(x)
3χ3(x)
. (3.16)
If y2  1 and y2/χ(x) = O(1), the nullcline exists only if χ′2(x) . χ(x), and is expressed
as
(y2 − χ(x))
√
1
2
y2
(
1
2
y2 + χ(x)
)
+ 1
4
y3χ′(x) = 0. (3.17)
In particular, the nullcline (3.17) is simplified for the case χ′2(x) χ(x) as
y = ±
√
χ(x). (3.18)
If y2  1 and y2  χ(x), we obtain the nullcline
y = −1
2
χ′(x). (3.19)
All nullclines derived in this paragraph are listed in the table I.
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Region Range of y χ(x→ ±∞) Sign of yχ′ Existence conditions Nullclines
y2  χ |y|  1 infinite − |χ′|  χ1/2 y = −χ′/2
|y|  1 infinite ± |χ′| ∼ χ1/2 Eq. (3.17)
y2 ∼ χ infinite ± |χ′|  χ1/2 y = ±√χ
y = O(1) finite 0 χ > 1 y = ±√χ− 1
|y|  1 infinite + χ1/2  |χ′|  χ3/2 y3/|y| = 2
√
2χ3/χ′
y2  χ y = O(1) infinite + |χ′| ∼ χ3/2 Eq. (3.15)
|y|  1 infinite + |χ′|  χ3/2 y = χ′/
√
3χ3
|y|  1 finite 0 χ 6= 1 y = −χ′/[√3χ(1− χ)]
Table I: Nullclines in the region |x|  1 or |y|  1. The signature of yχ′ implies that the existence
regions of the nullclines are constrained. For example, the continuous functions χ(x) > 0 and χ′(x)
cannot satisfy the conditions χ(+∞)  1 and yχ′(+∞) > 0 in the fourth quadrant. Therefore,
the nullclines of yχ′ > 0 only exist in the first and third quadrants.
4. Critical curves y′τ = ±∞
The other notable curves on the phase plane are those where y′τ = ±∞. Such the curves
are dubbed as critical. The instability of H˙, in other words, the curvature singularity arise
on the curve. From Eq. (3.13) one can see that sufficient conditions providing y′τ = ±∞ are
χ(x) = ±∞, or χ′(x) = ±∞, or
1 +
3
2
y2 +
3
2
y4 + χ(x)
(
3
2
y2 − 1
)
= 0. (3.20)
For positive χ(x) the equation (3.20) could be satisfied if only |y| <√2/3. If χ(x) tends
to infinity in the limit x → ±∞, then the critical curve (3.20) asymptotically approaches
y = ±√2/3. Resolving Eq. (3.20) with respect to χ(x) gives a constraint χ(x) ≥ 1. This
result means that if η is small enough to provide 8piηV (φ) < 1 for all φ, then there exists no
critical curves on the phase plane and if η is large enough to provide 8piηV (φ) ≥ 1 for some
φ, then the critical curves appear.
It is worth noticing that the critical curves (3.20) divide the phase plane into several
isolated regions. A phase trajectory running through the isolated region cannot cross the
critical curve where y′τ = ±∞, and hence one faces with singularities or indefinableness of
physical quantities. Note that a study of such singular curves and the behavior of trajectories
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Type of the function χ(x) Asymptotes Existence conditions Hubble rate
y = −χ′/[√3χ(1− χ)] χ(±∞) 6= 1, H =
√
8piV
3
χ(±∞) is finite χ′/(1− χ) < 0
y = ±√χ− 1 χ(±∞) > 1 H = 1√
3η
|χ′|  χ1/2 y = χ′√
3χ3
H =
√
8piV
3
y = ±√χ H = 1√
3η
|χ′| ∼ χ1/2 y = χ′√
3χ3
H =
√
8piV
3
y = s
√
χ, s 6= 0,±1 H =
√
2+s2
9s2η
χ(±∞) is infinite χ1/2  |χ′|  χ3/2 y = χ′√
3χ3
H =
√
8piV
3
y2 = u
√
χ3
χ′ , u 6= 0,±2
√
2 H =
√
2Vφ
9u(κV )1/2
y = c1, 0 < |c1| <
√
2
3 0 < | χ
′
χ3/2
| < 34 H =
√
16piV
6+9c21
|χ′| ∼ χ3/2 y = c2,
√
2
3 < |c2| 0 < | χ
′
χ3/2
| < 34 H =
√
16piV
6+9c22
y = ±
√
2
3
3
4 < | χ
′
χ3/2
| H =
√
4piV
3
χ3/2  |χ′| y = ±
√
2
3 H =
√
4piV
3
Table II: Asymptotes of the trajectories in the region |x|  1.
around them was done in [31, 32] for k-essence-like theories.
5. Behavior of phase trajectories in regions separated by critical curves
First, we can find that there are no attractors in the region χ1/2, |χ′|  |y| and |y|  1,
because the signature of dy/dτ is opposite to that of y. It can be also seen that the attractors
in the limit x → ±∞ or y → ±∞ are only located in the region x → +∞ and y > 0 and
the region x → −∞ and y < 0 by taking into account the signature of dx/dτ . In the
following, we will investigate the behaviors of the trajectories in the regions x +1, y > 0
and x  −1, y < 0 by using case analysis with respect to the form of the function χ(x) in
the limit x→ ±∞.
a. The case χ(±∞) is finite. When the function χ(x) is finite in the limit x → ±∞,
there are only nullclines yn± = ±
√
χ− 1 and y = −χ′/[√3χ(1 − χ)] in the region |x|  1
or |y|  1 if we assume a continuity of χ(x) and χ′(x) as shown in the last subsection. The
10
critical curves (3.20) are written down as
ys± = ±
√
−1 + χ
2
+
1
2
√
(1 + χ)2 − 8
3
(1− χ) (3.21)
in that region. The existence conditions for the nullclines yn± = ±
√
χ− 1 and it for the
critical curves (3.21) are same, i.e. χ > 1. The absolute value of yn± is always larger than
that of ys±, so the signature of dy/dτ in the case y > 0 is determined as follows; dy/dτ
is negative above yn+ =
√
χ− 1, it becomes positive in the region ys+ < y < yn+, and it
becomes negative if −χ′/[√3χ(1 − χ)] < y < ys+. By taking into account the signatures
of dy/dτ and dx/dτ , we can find the nullcline yn+ = +
√
χ− 1 is an attractor in the limit
x → +∞, and yn− = −
√
χ− 1 is an attractor in the limit x → −∞. The stability of the
curve y = −χ′/[√3χ(1−χ)] is determined by the sign of χ′/(1−χ) because it determine the
sign of y in the region |x|  1. The condition that the curve should be in the first or third
quadrant yields the stability condition χ′/(1−χ) < 0. The value of the Hubble rate function
on yn± = ±
√
χ− 1 and y = 0 are given as H = 1/√3η and H = √8piV/3, respectively.
b. The case χ(±∞) is infinite and |χ′(±∞)|  χ1/2(±∞). If the functions χ(x) and
χ′(x) are continuous functions, then χ′(+∞) > 0 (χ′(−∞) < 0) holds when χ(+∞) →
+∞ (χ(−∞) → +∞) is satisfied. Therefore, we will consider the cases χ′(+∞) > 0 and
χ′(−∞) < 0 in the following. If χ(±∞) is infinite and |χ′(±∞)| is much less than χ1/2(±∞),
there are two kinds of nullclines in the limit x→ ±∞. The nullcline y = ±√χ(x) is located
in the region y2 ∼ χ(x) and the nullcline y = χ′(x)/√3χ3(x) is located in the region
y2  χ(x). On the other hand, the critical curves (3.20) are approximately written down as
y = ±√2/3 in the region |x|  1. In the right half of the x-y phase diagram, these critical
curves are located in order from the top as y =
√
χ(x), y =
√
2/3, y = χ′(x)/
√
3χ3(x),
y = −√2/3, and y = −√χ(x). The signature of dy/dτ is − in the range y >√χ(x), is +
in
√
2/3 < y <
√
χ(x), is − in χ′(x)/√3χ3(x) < y <√2/3, and so on.
By taking that χ′(x)/
√
3χ3(x) > 0 and χ′(x)/
√
3χ3(x) ' const. hold in the region
|x|  1 into account, it is seen that y = χ′(x)/√3χ3(x) is an asymptote of the trajectories.
The Hubble rate function on this asymptote is given by H =
√
8piV/3. Whereas, the
nullcline y =
√
χ is also an asymptote of the trajectories in the first quadrant and in the
third quadrant as seen in the following. The inclination of y with respect to x of the nullcline
y = ±√χ is given as dy/dx = χ′/(2√χ) → 0, whereas, the inclination of the trajectories
on the curve y = s
√
χ is (dy/dτ)/(dx/dτ) = 2(1 − s2)√s2(s2 + 2)/(3s5). Therefore, if the
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trajectories are once on the nullcline y = ±√χ, the trajectories continue being on it. At
the same time, the condition |(dy/dτ)/(dx/dτ)| & 1 is satisfied in the adjoining regions
1 |y|  √χ and √χ |y|, so the trajectories that are far from y = ±√χ will approach
the nullcline y = ±√χ. The Hubble rate function on this nullcline is given by H = 1/√3η.
c. The case χ(±∞) is infinite and |χ′(±∞)| ∼ χ1/2(±∞). The behavior of the tra-
jectories in the case that χ(±∞) is infinite and |χ′(±∞)| ∼ χ1/2(±∞) is almost same as
that we considered in the last paragraph. However, we should take care of the behaviors of
the trajectories in the region y2 ∼ χ(x). In general, the nullcline in the region y2 ∼ χ(x)
is obtained by solving Eq. (3.17). If we only evaluate the leading part of the terms, we can
treat χ′ as χ′ ∝ χ1/2 because |χ′(±∞)| ∼ χ1/2(±∞). Then, we have y = uχ1/2 as a solution
of Eq. (3.17), where u 6= 0, 1 is a real number. There is only one value of u that can satisfy
Eq. (3.17) if we treat χ′ as χ′ = βχ1/2, β ∈ R 6=0. On the nullclines, (dy/dτ)/(dx/dτ) = 0
is satisfied because dy/dτ = 0, whereas, the derivative of the nullcline y = uχ1/2 yields
dy/dx 6= 0. Therefore, the nullcline y = uχ1/2 is not an asymptote of the trajectories. At
the same time, if we consider the curve y = f(x) = γχ1/2, where γ 6= 0, 1, u is a real number,
we have (dy/dτ)/(dx/dτ)|y=f(x) = O(1) and df(x)/dx = O(1). Therefore, we can find the
asymptotes by solving the equation (dy/dτ)/(dx/dτ)|y=f(x) = df(x)/dx with respect to γ.
There is only one value of γ that can satisfy this equality. The Hubble rate function on the
asymptote is expressed as H =
√
(2 + γ2)/(9γ2η).
d. The case χ(±∞) is infinite and χ1/2(±∞)  |χ′(±∞)|  χ3/2(±∞). If χ(±∞)
is infinite and χ1/2(±∞)  |χ′(±∞)|  χ3/2(±∞), there are three kinds of nullclines;
y = χ′/
√
3χ3, y3/|y| = 2√2χ3/χ′, and y = −χ′/2. The behavior of the trajectories around
the first one has been already considered in the other cases, and it is not changed in this
case. The second one is located in the region y2  χ if yχ′ > 0, while, the third one is
located in the region y2  χ if yχ′ < 0. In the region 2/3 < y2  2√2χ3/|χ′|, the condition
(dy/dτ)/(dx/dτ)  1 is always satisfied, moreover, this inclination is more than that of
the nullclines y3/|y| = 2√2χ3/χ′, so the trajectories in this region approach the nullclines
y3/|y| = 2√2χ3/χ′.
In the region y2 ∼ χ, the direction of the trajectories depends on the signature of yχ′
as (dy/dτ)/(dx/dτ) ∼ −χ′/y. If yχ′ > 0, there are only nullclines y3/|y| = 2√2χ3/χ′ for
y2 > 2/3 and the inclination of the trajectories is negative in the region y2 ∼ χ, so the
curves y3/|y| = 2√2χ3/χ′ look stable when viewed from a distance. However, they are
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not attractors because the inclement of them do not vanish although dy/dτ = 0 is satisfied
on them. The attractors are, in fact, given by y2 = c1
√
χ3/χ′, where c1 6= ±2
√
2 is a
real number. The value of c1 is exactly determined if the index i and the coefficient c of
χ′(±∞) = cχi(±∞) is given. The difference between the nullclines and the attractor is
only the coefficient of the terms. On the other hand, if yχ′ < 0, there are only nullclines
y = −χ′/2 for y2 > 2/3, however, they are only located in the second quadrant and in the
fourth quadrant if χ is positive. Therefore, the nullclines y = −χ′/2 have nothing to do with
the attractors in x→ ±∞.
e. The case χ(±∞) is infinite and |χ′(±∞)| ∼ χ3/2(±∞). If χ(±∞) is infinite and
|χ′(±∞)| ∼ χ3/2(±∞), there are two kinds of nullclines; y = −χ′/2 and Eq. (3.15). The
nullclines y = −χ′/2 have nothing to do with the attractors in the region x→ ±∞, whereas,
Eq. (3.15) gives the characteristic configuration of the attractors. By assuming the function
χ′(x) as χ′(x) = kχ3/2(x) in the limit x→ ±∞, Eq. (3.15) gives
k =
√
3y√
3
2
y2 + 1
(
1
2
y2 + 1
) . (3.22)
If 0 < |k| < 3/4, then there are two solutions in Eq. (3.22) and the range of the solutions
are given by 0 < |y| < √2/3 and |y| > √2/3, respectively. If k = ±3/4, then there is one
solution y = ±√2/3, else if |k| > 3/4, then there is no real solutions. Taking the existence
of the critical curves y = ±√2/3 into account gives the existence condition for the nullclines
y = const. as 0 < |k| < 3/4. The nullclines y = const. are always stable for y direction,
however, are only stable in the case χ′(+∞) > 0 or χ′(−∞) < 0 for x direction, therefore,
they are the attractors if they are in the first quadrant or in the third quadrant. The case
|k| > 3/4 is same as the following case; there are no nullclines in the first and the third
quadrant and the critical lines y = ±√2/3 become stable.
f. The case χ(±∞) is infinite and χ3/2(±∞)  |χ′(±∞)|. There are only the null-
clines y = χ′/2 in the limit x → ±∞ in the case χ(±∞) is infinite and χ3/2(±∞) 
|χ′(±∞)|. Therefore, the critical curves that have a relation with the attractors are only
y = ±√2/3. In fact, y = √2/3 is the attractor in the limit x→ +∞ and y = −√2/3 is the
attractor in the limit x→ −∞, although dy/dτ becomes singular on the curves y = ±√2/3.
The asymptotes in the region |x|  1 of the case η > 0 are summarized in Table II.
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Type of the function χ(x) (x, y) of the attractors Stability conditions Hubble rate
χ(±∞) is finite (x0, 0), s.t. χ′(x0) = 0 χ′′(x0) > 0 H =
√
8piV
3
(±∞, 0) χ′(±∞) = ∓0 H =
√
8piV
3
|χ′|  χ3/2 (x0, 0), s.t. χ′(x0) = 0 χ′′(x0) > 0 H =
√
8piV
3
|χ′| ∼ χ3/2 (x0, 0), s.t. χ′(x0) = 0 χ′′(x0) > 0 H =
√
8piV
3
χ(±∞) is infinite (−∞, y0), −
√
2
3 < y0 < 0 χ(−∞)→ +∞ H =
√
16piV
3(2−3y20)
χ3/2  |χ′| (x0, 0), s.t. χ′(x0) = 0 χ′′(x0) > 0 H =
√
8piV
3
(−∞,−
√
2
3) χ(−∞)→ +∞ H = +∞
Table III: Attractors in the case η < 0.
The case η < 0
In case η is negative, we need to redefine the set of dimensionless variables as follows
x =
√
8piφ, y =
√
8pi|η| φ˙, τ = t√|η| , χ(x) = 8pi|η|V (x/√8pi). (3.23)
Since V (φ) is assumed to be non-negative, we have χ(x) ≥ 0. Now, we can rewrite Eq. (2.6)
as the following autonomous dynamical system:
dx
dτ
= y, (3.24)
dy
dτ
=
−√3y[1− y2 + χ(x)]
√
[1
2
y2 + χ(x)]
(
1− 3
2
y2
)− (1− 3
2
y2
) (
1− 1
2
y2
)
χ′(x)
1− 3
2
y2 + 3
2
y4 + χ(x)
(
3
2
y2 + 1
) . (3.25)
The argument under the square root should be non-negative, hence we have
(
1− 3
2
y2
) ≥ 0.
Because of this condition the denominator in (3.25) is strictly positive and cannot vanish
unlike the case η > 0.
From (3.24)-(3.25) one can easily find that a stationary point (x0, y0) is determined by
the following conditions:
y0 = 0, χ
′(x0) = 0. (3.26)
Stability conditions at the stationary point (x0, 0) read
∂y′τ
∂x
∣∣∣∣
(x,y)=(x0,0)
= − χ
′′(x0)
1 + χ(x0)
< 0, (3.27)
∂y′τ
∂y
∣∣∣∣
(x,y)=(x0,0)
= −
√
3χ(x0) < 0. (3.28)
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Since the potential χ(x) is non-negative, from Eq. (3.27) we find that the necessary condition
providing stability is χ′′(x0) > 0.
Nullclines and attractors
In general, a nullcline y′τ = 0 is written as follows:
−√3y [1− y2 + χ(x)]
√
[1
2
y2 + χ(x)]
(
1− 3
2
y2
)− (1− 3
2
y2
) (
1− 1
2
y2
)
χ′(x) = 0. (3.29)
There is a special solution of Eq. (3.29):
y = ±
√
2
3
. (3.30)
The other solutions of Eq. (3.29) depend on the functional form of χ(x). In case χ(x) →
±χ± <∞ and χ′(x)→ 0 in the limit x→ ±∞, then Eq. (3.29) has the solutions y = 0 and
y = ±√2/3. The stable line of them for the trajectories is only y = 0, so y = 0 is only the
attractor in the limit x→ ±∞ if χ(±∞) converges. The stability of the lines are evaluated
by the sign of dy/dτ in the region 0 < |y| <√2/3. On the other hand, the nullclines in the
limit |χ(x)|  1 fulfill Eq. (3.30) or
yχ
3
2 (x) ' −
√
3(1− 3
2
y2)
(
1− 1
2
y2
)
χ′(x). (3.31)
If y 6= ±√2/3, the behavior of the nullclines (3.31) are determined by the large/small
relation between χ
3
2 and |χ′|. If χ32  |χ′| in the limit x→ ±∞, Eq. (3.31) yields
y = − χ
′(x)
√
3χ
3
2 (x)
. (3.32)
Equation (3.32) is a stable curve for the trajectories, because dy/dτ is negative for positive
y and dy/dτ is positive for negative y. However, Eq. (3.32) is not an asymptote of the
trajectories, because it is seen that the nullcline (3.32) only exist in the second quadrant
and in the fourth quadrant by taking into account χ′(+∞) > 0 (χ′(−∞) < 0) caused from
χ(+∞)→ +∞ (χ(−∞)→ +∞). The nullclines (3.30) are unstable in this case, therefore,
there is no attractors in the limit x → ±∞ if 0 6= |χ′|  χ32 . Else if χ32  |χ′| holds, the
asymptotes of the nullcline (3.31) is given by
y = −
√
2
3
+
9
2
√
6
χ3(x)
χ′2(x)
. (3.33)
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The curve (3.33) is stable in y direction for the trajectories, moreover, the trajectories on the
curve go toward x→ −∞ if χ(−∞)→ +∞, because the nullcline (3.33) not only exist in the
fourth quadrant but also exist in the third quadrant. Therefore, Eq. (3.33) is the asymptote
of the trajectories if χ
3
2  |χ′|. If χ′ ∝ χ32 , there is one solution of y in Eq. (3.31). The
signature of the solution is negative, therefore, it also becomes the asymptote in the third
quadrant. All kinds of the attractors in the case η < 0 is summarized in Table III.
The case η = 0
The case of η = 0 is equivalent to the quintessence model which is well investigated.
For example, in Ref. [25] cosmological evolution has been investigated in models with an
arbitrary effective potential V (φ), including the situation when V (φ) may become negative
for some values of the field φ. Note that in case η = 0 our results are coincided with those
obtained in [25] for positively defined potentials V (φ) > 0. Nevertheless, for the sake of
completeness we shortly review the cosmological dynamics in this case. By defining the
dimensionless variables,
x =
√
piφ, y =
√
pi φ˙, τ = t, χ(x) = piV (x/
√
pi), (3.34)
we can rewrite Eq. (2.6) as the following autonomous dynamical system:
dx
dτ
= y, (3.35)
dy
dτ
= −2y
√
3(y2 + 2χ(x))− χ′(x). (3.36)
Stationary points (x0, y0) of the system (3.35)-(3.36) are determined as follows:
y0 = 0, χ
′(x0) = 0. (3.37)
Stability conditions for the stationary point (x0, 0) are
∂y′τ
∂x
∣∣∣∣
(x,y)=(x0,0)
= −χ′′(x0) < 0, (3.38)
∂y′τ
∂y
∣∣∣∣
(x,y)=(x0,0)
= −2
√
6χ(x0) < 0. (3.39)
These conditions explicitly show that a local minimum of the potential, where χ′′(x0) > 0,
is stable, while a local maximum, where χ′′(x0) < 0, is unstable.
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Equation (3.36) shows that the nullcline should satisfy yχ′ < 0 or y = χ′ = 0. Then the
condition χ > 0 impose the nullcline to be in the second quadrant or fourth quadrant in the
limit x → ±∞. Therefore, the nullclines cannot be the attractor in the region x → ±∞
except for the case they are the stationary points. While, the nullcline dy/dτ = 0 satisfy
the following condition if χ(x) > 0:
y2 = −χ(x) +
√
χ2(x) + 1
12
χ′2(x). (3.40)
Equation (3.40) shows that there are one negative solution and one positive solution with
respect to y. Therefore, there is only one nullcline in the limit x→ +∞ (x→ −∞). While,
Eq. (3.36) says that sgn(dy/dτ) = −sgn(y) is satisfied in the limit y2  χ, |χ′|, so the
nullcline is the only candidate for the attractor in the region x → ±∞ or y → ±∞ except
for the stationary points. Because of the reasons above, there are no attractors in the region
x→ ±∞ or y → ±∞ except for the stationary points
IV. SLOW-ROLL REGIME
As is well known, the usual slow-roll conditions for the minimally coupled scalar field read
1
2
φ˙2  V and φ¨  3Hφ˙. Here, the first condition means that the kinetic energy is much
less than the potential one, while the second condition says that the ‘viscosity’ given by the
term 3Hφ˙ is very high. In the slow-roll approximation, the field equations are reduced to
3H2 ' 8piV (φ) and φ˙ ' − Vφ
3H
, and, as the consequence, one additionally has −H˙/H2  1.
The last condition provides an exponential (de Sitter) expansion of the Universe.
In the theory (2.1) with the nonminimal kinetic coupling, the field equations have the
modified form (2.2), and hence the slow-roll conditions should be also modified. Let us
consider the equation (2.2a). Now, the condition 1
2
φ˙2  V (φ) has to be changed as follows
φ˙2|1− 9ηH2|  2V (φ), (4.1)
so that from Eq. (2.2a) we obtain
3H2 ' 8piV. (4.2)
For the modified equation (2.2c) instead of φ¨  3Hφ˙ we should impose the following
condition:
φ¨
∣∣(1− 3ηH2)∣∣ 3Hφ˙ ∣∣∣[1− η(2H˙ + 3H2)]∣∣∣ . (4.3)
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Imposing also the usual requirement onto the rate of the Hubble parameter:
|H˙|
H2
 1, (4.4)
we find
φ¨
∣∣(1− 3ηH2)∣∣ 3Hφ˙ ∣∣(1− 3ηH2)∣∣ . (4.5)
In the case 3ηH2 6≡ 1 the last inequality reduces to the standard slow-roll condition
φ¨ 3Hφ˙. (4.6)
Now, the field equation (2.2c) can be written as
3Hφ˙ ' − Vφ
1− 3ηH2 ' −
Vφ
1− 8piηV . (4.7)
The modified equation (2.2b) together with the conditions (4.1), (4.6), and (4.8) gives us an
additional condition
6|η|H2φ˙2  V. (4.8)
Finally, we have got three modified slow-roll conditions: (4.1), (4.4), and (4.8).
With the help of the obtained slow-roll conditions, we can recast the usual slow-roll
parameters H and ηH in terms of requirements on the derivatives of the scalar potential:
H = − H˙
H2
' V
2
φ
16piV 2(1− 8piηV ) , (4.9)
ηH = −1
2
H¨
HH˙
' − φ¨
Hφ˙
− 3ηH
2
1− 3ηH2 H
' Vφφ
8piV (1− 8piηV ) −
V 2φ (1− 16piηV )
16piV 2(1− 8piηV )2 . (4.10)
Note that the relations (4.9) and (4.10) coincide with those obtained in [33].
Let us consider the standard square-law potential V = 1
2
m2φ2 to illustrate the use of
the slow-roll approximation in the theory of gravity with the nonminimal kinetic coupling.
From Eqs. (4.9) and (4.10) we find
H ' 1
4piφ2(1− 4piηm2φ2) , ηH '
ηm2
(1− 4piηm2φ2)2 . (4.11)
Let η be positive, i.e. η > 0. Then, it is obvious that the slow-roll conditions |H |  1 and
|ηH |  1 are violated if 4piηm2φ2 = 1. The violation of the slow-roll conditions is, in fact,
caused by the existence of the singular curves y′τ = ±∞, which appear when the conditions
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Figure 1: The phase diagram for χ(x) = 12µ
2x2 with µ2 = 0.02. Solid gray curves and a dashed
gray curve represent nullclines y′τ = 0 and the critical curve y′τ = ±∞, respectively. There are three
kinds of asymptotes; de Sitter asymptote, little rip asymptote, and slow-roll asymptote. They are
stable nullclines, and are separated each other by the critical curve y′τ = ±∞.
y2 = 0 and 3ηH2 = 1 are satisfied (see Fig. 1). In other words, we can say that the singular
curves y′τ = ±∞ divide the slow-roll region into some pieces, where either 3ηH2  1 or
3ηH2  1 is satisfied. In the following, we will explore these cases.
The case 4piηm2φ2  1. In this case one gets H ' 14piφ2 and ηH ' ηm2. Introducing
the mass parameter mη = η
−1/2, which corresponds to the dimensional coupling parameter
η, we can represent the slow-roll condition |ηH |  1 as
µ2 ≡
(
m
mη
)2
 1, (4.12)
where we have introduced the dimensionless parameter µ = m/mη, which characterizes a
ratio of scalar and ‘non minimal coupling’ masses. The slow-roll condition |H |  1 together
with the demand 4piηm2φ2  1 gives the interval of values of the scalar field for which the
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slow-roll regime is realized:
1 4piφ2  1
µ2
. (4.13)
Note that in the case 4piηm2φ2  1 the relation (4.7) reduces to 3Hφ˙ ' −m2φ. Thus,
the derivative of the scalar field is negative, i.e. φ˙ < 0, and hence a value of scalar field
φ is decreasing during the considered slow-roll regime. It means that in some time the
condition (4.13) will be violated. This moment of time corresponds to the end of the slow-
roll regime and transition to the oscillating phase near the minimum of the scalar potential
V (φ) = 1
2
m2φ2.
For purposes of numerical analysis it is convenient to use the dimensionless variables (3.1),
in which the scalar potential takes the form χ(x) = 1
2
µ2x2. In the next section we discuss
some specific forms of the scalar potential and, in particular, we consider two examples of
the square-law potential with µ2 = 2 and µ2 = 0.02 (see Figs. 2 and 3). The numerical
analysis clearly confirms that the standard slow-roll phase is absent if µ2 = 2 and present if
µ2 = 0.02.
The case 4piηm2φ2  1. In this case the slow-roll parameters (4.11) take the following
form:
H ' − 1
(4piµφ2)2
, ηH ' 1
(4piµφ2)2
. (4.14)
The conditions |H |  1 and |ηH |  1 are obviously fulfilled for large enough values of φ.
In the case 4piηm2φ2  1 the relation (4.7) reduces to
3Hφ˙ ' 1
4piηφ
. (4.15)
It means that for large φ the derivative φ˙ is positive, and hence a value of scalar field is
continuing to be monotonically increasing and the conditions |H |  1 and |ηH |  1 become
only stronger during the slow-roll phase. Therefore, one may expect that such the type of
a slow-roll behavior would represent a late time evolution of the Universe with the Hubble
parameter which satisfy the conditions |H˙/H2|  1 and |H¨/2HH˙|  1. Particularly, in
the next section it will be shown that for the square-law potential two such scenarios are
realized: quasi-de Sitter expansion and a Little Rip.
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V. SPECIFIC EXAMPLES
In this section we apply the general consideration given above for some specific potentials.
Namely, we will consider three examples: power-law, Higgs-like, and exponential potentials.
It is worth noticing that cosmological dynamics in the theory of gravity with the scalar field
possessing a nonminimal kinetic coupling to gravity and the power-law potential has been
investigated in Ref. [15].
A. Power-law potential
Let us consider the power-law potential
V (φ) = M4
(
φ
φ0
)σ
, (5.1)
where M and φ0 are positive constants with dimension of mass, and σ is a real number.
Note that cosmological dynamics in the theory of gravity with the scalar field possessing a
nonminimal kinetic coupling to gravity and the power-law potential has been investigated
in Ref. [15].
In the dimensionless notation (3.1) or (3.23), we obtain
χ(x) = χ0 x
σ, (5.2)
where χ0 =
8pi|η|M4
(8piφ20)
σ/2 . If σ > 0, then the potential (5.2) has the only local minimum at
x = 0, so that χ(0) = 0. The point (x, y) = (0, 0) on the phase plane is a stationary one
if χ′(0) = 0, and hence σ > 1. For σ > 1 we have χ′′(0) > 0, and therefore the stationary
point (0, 0) is stable regardless of η.
An asymptotical behavior of χ(x) depends on σ. Namely, in the limit x→∞ one has (i)
χ is finite if σ ≤ 0; (ii) χ→∞ and |χ′|  χ1/2 if 0 < σ < 2; (iii) χ→∞ and |χ′| ∼ χ1/2 if
σ = 2; (iv) χ→∞ and χ1/2  |χ′|  χ3/2 if σ > 2.
Now, basing on the above analysis (see the table II), we can conclude that in the limit
x→∞ there exists an attractor y = 0 if σ < 0; the corresponding solution is φ(t) = φ∞ =
const. If σ = 0, there exists the asymptote y = y∞ =
√
8piηM4 − 1 provided 8piηM4 > 1;
the corresponding solution is φ(t) = (y∞/
√
8piη) t + const. The second asymptote y =
−χ′/[√3χ(1− χ)] = 0 is neither stable not unstable because χ′ ≡ 0. In the case 0 < σ < 2
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Figure 2: The phase diagram for χ(x) = 12µ
2x2 with µ2 = 2. Solid gray curves represent nullclines
y′τ = 0, and the dashed gray curve represents a critical curve y′τ = ±∞. Examples of the trajectories
which approach to attractors are shown as colored curves in the left panel, and the corresponding
time evolution of the Hubble parameter H(τ) is given in the right panel.
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Figure 3: Slow-rolling trajectories and corresponding time evolutions of the Hubble rate parameter
H(τ) for χ(x) = 12µ
2x2 with µ2 = 0.02. The trajectories on slow-rolling regime evolve slowly
compared to green curve or red curve in Fig. 2.
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there are two asymptotes. The first one is y = χ′/
√
3χ3 with the asymptotical solution
φ(t) =
[
σ(σ + 4)
16piη
√
φσ0
24piM4
t+ const
] 2
σ+4
. (5.3)
The corresponding asymptote for the Hubble parameter in the limit φ0t → ∞ is H(t) ∝
tσ/(4+σ). Such the behavior of H(t) means the so-called Little Rip [36], which represents an
expansion faster than de Sitter one. The second asymptote is given as y =
√
χ with the
asymptotical solution
φ(t) =
[
(2− σ)M2
2φ
σ/2
0
t+ const
] 2
2−σ
. (5.4)
The relation (5.4) shows that φ is an increasing function of time. At the same time, the
corresponding asymptote for the Hubble parameter is H = 1/
√
3η = const. In the case
σ = 2 one also has two asymptotes in the limit x→∞: y = χ′/√3χ3 and y = β√χ, where
0 < β < 1. Qualitatively, the asymptotical behavior of H(t) is the same as that in the case
0 < σ < 2. In the case σ > 2 there exist two asymptotes: y = χ′/
√
3χ3 and y = β
√
χ3/χ′.
The parameter β is determined as β = 4
√
2σ
3σ+2
, and hence its value is constrained within the
range
√
2 < β < 4
√
2/3. A solution on the asymptote y = β
√
χ3/χ′ is given as follows:
φ(t) = φ0
[
const− βσ
2
√
8piM2t
]−2/σ
. (5.5)
It is worth noticing that at a some moment of time t∗ the scalar field φ(t), given by Eq. (5.5),
becomes singular. The corresponding Hubble parameter, given as H =
√
2Vφ/(9σ(ηV )1/2),
also goes to infinity at the moment of time t∗. Such the singularity is known as the Big Rip
[34].
Summarizing, we can conclude that the model with the power-law potential (5.1) provides
three types of the accelerating cosmological expansion in the limit φ→∞: (i) the de Sitter
expansion; (ii) the Little Rip; and (iii) the Big Rip. Also, there exists an attractor φ→ 0 and
φ′ → 0; the Hubble parameter is approaching to this attractor with damping oscillations.
In the figure 2 we give a numerical illustration of various cosmological scenarios in the case
of the quadratic potential with σ = 2.
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Figure 4: A phase diagram in the case χ(x) = 8(x2 − 0.5)2. Solid gray curves and a dashed gray
curve represent dy/dτ = 0 and dy/dτ = ±∞, respectively. Examples of the trajectories which go to
the attractors are shown as colored curves in the left panel, and the corresponding time evolutions
of the Hubble parameter H(t) are expressed in the right panel.
B. Higgs-like potential
Now, let us consider a Higgs-like potential
V (φ) =
λ
4
(φ2 − φ20)2, (5.6)
where λ is a positive dimensionless constant and φ0 is a positive constant with dimension
of mass. The detailed consideration of cosmological dynamics with the nonminimal kinetic
coupling and the Higgs-like potential has been given in Ref. [16].
The stationary points located in the restricted region are given by (x, y) = (0, 0), (±x0, 0),
where x0 =
√
8pi φ0. Values of the potential at the stationary points are V (±φ0) = 0 and
V (0) = λφ40/4, i.e. χ(0) = 2pi|η|λφ40. The stationary points (x, y) = (±x0, 0) are stable,
because the conditions χ(x0) = 0 and χ
′′(x0) > 0 are satisfied. On the other hand, the
stability of the point (x, y) = (0, 0) depends on the value of χ(0) in case η > 0. If χ(0) > 1,
then the point (x, y) = (0, 0) is stable, otherwise it is unstable. A phase diagram in the
case of χ(0) > 0 is shown in Fig. 4. Note that the phase diagram is centrally symmetrical.
In other words, the first (second) quadrant and the third (fourth) quadrant are completely
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same except for the direction of the arrows are opposite, because the potential (5.6) is an
even function. There are two types of attractors in x→ ±∞. One of them causes the Little
Rip expansion of the Universe, and another causes the Big Rip expansion. The numbers
of attractors are seven in the whole phase diagram if χ(0) > 1. However, the trajectories
on the phase diagram are not so complicated, because the curve dy/dτ = ±∞ divides the
whole phase diagram into four pieces, and there are no trajectories that cross over the curve
dy/dτ = ±∞.
C. Exponential potential
In this section we consider the scalar potential V (φ) in the Liouville, i.e. exponential
form
V (φ) = M4e−φ/φ0 , (5.7)
where M and φ0 are positive constants with dimension of mass. Note that the exponential
potential has been considered in numerous papers devoted to cosmological models with scalar
fields (see, for instance, [35]). However, a role of the exponential potential in the theory of
gravity with nonminimal kinetic coupling is not studied.
Using Eqs. (3.1) and (3.23), we can define the dimensionless potential function χ(x) as
follows:
χ(x) = 8pi|η|M4e−x/x0 , (5.8)
where x =
√
8piφ. The potential χ(x) has no extrema. The only stationary point is (x, y) =
(∞, 0). However, since the relations χ(∞) = χ′(∞) = χ′′(∞) = · · · = 0 are fulfilled, a
stability analysis of the stationary point (∞, 0) is problematic. Instead, we will use the
analysis we have done in the region |x|  1. Equation (5.7) yields 0 < χ(x)  1 and
χ′(x) < 0 for 1  |x| < +∞, so it is seen that the point (x, y) = (+∞, 0) is an attractor.
To investigate a behavior of trajectories in the region 1  x < +∞, we will impose the
conditions |y|, χ, |χ′|  1 on Eq. (3.3). Then we have
dy
dτ
' −
√
3y
√
1
2
y2 + χ(x)− χ′(x). (5.9)
It is seen that dy/dτ > 0 is always satisfied if y < 0 by taking into account χ′(x) < 0.
Therefore, there is a stable nullcline in y > 0. This nullcline is the asymptote leading to the
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Figure 5: A phase diagram in the case χ(x) = e−x. Solid gray curves and a dashed gray curve
represent dy/dτ = 0 and dy/dτ = ±∞, respectively. Examples of the trajectories which go to the
attractors are shown as colored curves in the left panel, and the corresponding time evolutions of
the Hubble parameter H(t) are expressed in the right panel.
attractor (x, y) = (+∞, 0). The nullcline is given by
y =
√
−χ+
√
χ2 +
3
2
χ′2. (5.10)
Taking into account that y = dx/dτ and V (φ) = M4e−φ/φ0 , we can resolve Eq. (5.10) with
respect to x(τ) as follows
x(τ) = 2x0 ln
 1
2x0
√√√√(√1 + 3
2x20
− 1
)
8piηM4τ + const.
 , (5.11)
where x0 =
√
8piφ0. At the same time, the Hubble rate function is given as
H(t) =
γ
t
, γ2 =
2x20
(
1 +
√
1 + 3
2x20
)
3
(√
1 + 3
2x20
− 1
) . (5.12)
If γ = 1/2, the Hubble rate expressed by Eq. (5.12) is same as that of the radiation dominant
era.
On the other hand, there are the other attractors in the limit x→ −∞. For the potential
(5.7), χ(−∞) → +∞ and |χ′(−∞)| ∼ χ(−∞) are satisfied. Therefore, there are two
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kind of attractors for x → −∞ if η > 0; y = χ′/√3χ3 and y2 ∝ √χ3/χ′. Resolving
x′(τ) = χ′(x(τ))/
√
3χ3(x(τ)) with respect to x(τ) gives
x(τ) = −2x0 ln
[
1
4x0
√
1
6piηM4x0
τ + const.
]
. (5.13)
Therefore, the Hubble rate parameter on the curve y = χ′/
√
3χ3 is approximately given as
H(t) ' t
6ηx
3/2
0
. (5.14)
Here, the constant in Eq. (5.13) is ignored. The time evolution given by Eq. (5.14) means
that the Little Rip expansion is realized on the asymptote y = χ′/
√
3χ3.
The coefficient of the curve y2 = α
√
χ3/χ′ is obtained by equating −d[α√χ3/χ′]1/2/dx
with (dy/dτ)/(dx/dτ) on the curve. Taking the conditions |y| ∼ χ1/4 ∼ |χ′|1/4  1 into
account gives the following value of α:
α = −4
√
2
3
> −2
√
2. (5.15)
Therefore, the concrete form of the asymptote is
y = −
√
−4
√
2
3
χ3/2(x)
χ′(x)
= −4
√√
piηM4x0
3
e
− x
4x0 . (5.16)
Then, we can obtain the time evolution of x and H as follows:
x(τ) = 4x0 ln
const.−
√√
piηM4
3x0
τ
 , (5.17)
H(t) =
1
const.− t . (5.18)
Eq. (5.18) means that the scale factor a(t) and the Hubble rate H(t) go to infinity at some
finite time, i.e. the Big Rip occurs. These characteristic behaviors of the Hubble rate
function can be seen in Fig. 5.
VI. CONCLUSIONS
We have considered a cosmological dynamics of the scalar field with nonminimal kinetic
coupling and a potential of general form. First, we have shown that the field equations can be
represented as an autonomous system by using appropriate dimensionless parameters. It is
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worth noticing that the field equations expressed in a dimensionless form contains ultimately
only one arbitrary function χ(x) = 8pi|η|V (x/√8pi) instead of two arbitrary values, that is
the potential V (φ) and the coupling parameter η.
Stationary points of the autonomous system are expressed as (x, y) = (x0, 0) provided
χ′(x0) = 0 and χ(x0) 6= 1. A stability of stationary points is determined by the value of
χ(x0) and the sign of χ
′′(x0). In case 0 ≤ χ(x0) < 1 a stationary point is stable if χ′′(x0)
is positive. In case χ(x0) > 1 it is stable if χ
′′(x0) is negative. The other attractors of the
system are (x, y) = (±∞, 0), (±∞, L), (±∞,±∞), where L is a finite number. A behavior
of asymptotes which go towards these attractors has been clarified by investigating critical
lines and given in Sec. III. All results are arranged in Tables II and III. By using the results
of Sec. III, we have shown that interesting scenarios of time evolution of the Universe, e.g.
de Sitter expansion, the Little Rip and the Big Rip, are realized on the asymptotes given in
Sec. V. Existence conditions for the asymptotes depend in general on the form of χ(x), or,
ultimately, V (φ).
In Sec. V some specific forms of the scalar potential V (φ) have been considered and a
behavior of phase trajectories has been evaluated. As the result, it has been shown that the
variety of asymptotes depends essentially on a power of φ. In particular, the Hubble rate
on the asymptotes becomes the steeper the higher a power of φ. In the case of exponential
potential, it has been shown that there exist generally three attractors which correspond to
the decelerated expansion, the Little Rip, and the Big Rip, respectively.
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