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Abstract
We study solvency of insurers in a comprehensive model where various economic
factors affect the capital developments of the companies. The main interest is in the
impact of real growth to ruin probabilities. The volume of the business is allowed to
increase or decrease. In the latter case, the study is focussed on run-off companies. Our
main results give sharp asymptotic estimates for infinite time ruin probabilities.
1 Introduction
Let {Un : n = 0, 1, 2, . . .} be a real valued stochastic process which describes the development
of the capital of an insurance company. Let the initial capital U0 be a positive constant u.
The time of ruin T = Tu is by definition,
T =
{
inf{n ∈ N ; Un < 0}
∞ if Un ≥ 0 for every n ∈ N.
(1.1)
We are interested in the ruin probability P(T <∞) for large u.
In classical risk theory, the capital development is described by means of a random walk.
The increments model yearly net incomes of the company, namely, differences between the
premiums and the claims. Typically, the process {Un} has a linear drift to infinity. In recent
years, a lot of attention has been paid to models which allow economic factors to affect the
capital development. Examples of such factors are inflation and returns on the investments.
A key feature is that they cause multiplicative drifts to the capital process. It is nowadays
understood that the economic factors have a crucial impact to ruin probabilities.
Real growth is a further economic factor which is motivated in insurance context in
applied studies of Pentika¨inen and Rantala (1982) and Daykin et al. (1994). The feature is
modelled as a trend in the numbers of claims in a multiplicative way. Periods of consecutive
increase of the business volume may be very long. This phenomenon has been seen in the
car insurance simply because the number of the cars has increased for a long time. We
will also study models in which the volume is drifting to zero. The main application in our
mind is the case where solvency control is based on break-up basis. Then it is assumed
that the writing of new business is ceased so that the company is in the run-off state. It
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has still to pay out compensations associated with the claims which have occurred but have
not yet been settled, possibly not even notified. This liability of the company is a common
feature in insurance contracts. The time to the final payment can be decades. In this
context, ruin occurs if the capital and the investment income together do not suffice for the
compensations. These viewpoints are discussed in Pentika¨inen et al. (1989), sections 1.2,
3.1.4 and 5.1. Detailed mathematical descriptions of the structure of the payment process
in related models can be found in Rantala (1984), Ruohonen (1988) and Norberg (1993).
Our purpose is to give insight into risks associated with the cases where long drifts in
the business volume are possible. To this end, we focus on the models which allow the
volume to increase or decrease forever. This feature should be taken as an approximation
of reality.
Real growth is not much studied in insurance ruin theory. We gave in Nyrhinen (2010)
crude estimates for finite time ruin probabilities in this context. The focus was on increasing
volumes. The results indicate that real growth is then a substantial risk factor. In the
present paper, the objective is to sharpen the view by deriving the asymptotic form for the
ruin probability. If the business volume is drifting to zero then new phenomena take place.
It turns out that then ruin is likely to be caused by a single claim at a late time point. This
can be seen as a theoretical description of the run-off risk.
Asymptotic estimates for ruin probabilities in related earlier studies are largely based
on the results of Goldie (1991). The conclusion is that
P(T <∞) = (1 + o(1))Cu−κ, u→∞, (1.2)
where C and κ are constants. A notable feature is that the key parameter κ is merely
determined by the economic factors. A survey of applications to ruin theory is given in
Paulsen (2008). Our model does not fit to this framework exactly, but we will end up with
estimates of P(T <∞) by means of suitable approximations of the capital process.
The rest of the paper is organized as follows. The model for the capital development is
described in Section 2. The main results are stated in Section 3. They are illustrated by
means of examples in sections 4 and 5. The proofs are given in Section 6.
2 The model
We describe in this section the basic structure of our model and give technical conditions
which are assumed to be satisfied throughout the paper. The model will be to large extent
the same as in Nyrhinen (2010).
We begin by describing the main variables and parameters of the model.
Numbers of claims Associated with year n, write
Nn = the accumulated number of claims up to year n,
Kn = Nn −Nn−1, the number of claims in year n,
λ = the basic level of the mean of the number of claims,
ξn = the mixing variable describing fluctuations in the numbers of claims.
We assume that conditionally, given ξ1, . . . , ξn, the variables K1, . . . ,Kn are independent
and Kk has the Poisson distribution with the parameter λξk for k = 1, . . . , n. The drift
in the business volume will be modelled as a part of the mixing variables. Details will be
given in subsequent sections.
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Total claim amounts Let
Xn = the total claim amount in year n,
Zj = the size of the jth claim in the inflation-free economy,
mZ = the mean of the claim size in the inflation-free economy,
in = the rate of inflation in year n.
We consider the model where
Xn = (1 + i1) · · · (1 + in)
Nn∑
j=Nn−1+1
Zj. (2.1)
Premiums For year n, write
Pn = the premium income.
The structure of Pn will be specified in subsequent sections.
The transition rule We next describe the development of the capital in time. Let
Un = the capital at the end of year n,
rn = the rate of return on the investments in year n.
Let U0 = u > 0 be the deterministic initial capital of the company. We define
Un = (1 + rn)(Un−1 + Pn −Xn). (2.2)
This transition rule corresponds to the case where the premiums and the claims are all paid
at the beginning of the year. It would also be natural to define
Un = (1 + rn)(Un−1 + Pn)−Xn. (2.3)
Then the premiums are paid at the beginning and the claims at the end of the year. The
reality is probably somewhere between (2.2) and (2.3). We will assume (2.2) in the sequel
but it should not be very different to analyse (2.3).
Technical specifications and assumptions We end the description by specifying
the dependence structure and other technical features of the model. All the random variables
below are assumed to be defined on a fixed probability space (Ω,F ,P).
We begin by giving a detailed mathematical description for the total claim amounts in
the inflation-free economy. For year n, denote this quantity by Vn, that is,
Vn =
Nn∑
j=Nn−1+1
Zj . (2.4)
The distributions of the N - and K-variables depend on ξ-variables. We assume that λ > 0
and P(ξn > 0) = 1 for every n ∈ N. Denote by Fn the joint distribution function of the
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vector (ξ1, . . . , ξn). We assume that for every h1, . . . , hn ∈ N ∪ {0} and for every Borel set
C ⊆ Rn,
P (K1 = h1, . . . ,Kn = hn, (ξ1, . . . , ξn) ∈ C) (2.5)
=
∫
(y1,...,yn)∈C
n∏
k=1
e−λyk
(λyk)
hk
hk!
dFn(y1, . . . , yn).
The claim sizes Z,Z1, Z2, . . . are assumed to be i.i.d. We also assume that they are indepen-
dent of the numbers of claims in all respects. Let FZ be the distribution function of Z, and
let F h∗Z be the hth convolution power of FZ . We assume that for every h1, . . . , hn ∈ N∪{0}
and v1, . . . , vn ∈ R, and for every Borel set C ⊆ Rn,
P (V1 ≤ v1, . . . , Vn ≤ vn,K1 = h1, . . . ,Kn = hn, (ξ1, . . . , ξn) ∈ C) (2.6)
= P (K1 = h1, . . . ,Kn = hn, (ξ1, . . . , ξn) ∈ C)
n∏
k=1
F hk∗Z (vk).
We refer to Grandell (1997) for more information about mixed Poisson distributions.
Consider now the other parts of the model. Concerning inflation and the returns on the
investments, we take (i, r), (i1, r1), (i2, r2), . . . to be an i.i.d. sequence of random vectors,
and these vectors are assumed to be independent of ξ-, K- and Z-variables. For the supports
of Z, i and r, we assume that P(Z > 0) = 1,P(i > −1) = 1 and P(r > −1) = 1.
3 Main results
Let the model be as described in Section 2 and let the time of ruin T be as in (1.1). It is
convenient to consider a discounted version of the process {Un}. Write
A =
1 + i
1 + r
and An =
1 + in
1 + rn
(3.1)
for n ∈ N, and let
Bn = Vn − Pn
(1 + i1) · · · (1 + in) (3.2)
where Vn is as in (2.4). Write further
Yn =
n∑
k=1
A1 · · ·Ak−1(1 + ik)Bk. (3.3)
By dividing Un by (1 + r1) · · · (1 + rn), it is seen that the time of ruin can be expressed as
T =
{
inf{n ∈ N ; Yn > u}
∞ if Yn ≤ u for every n ∈ N.
(3.4)
The ruin probability can also be defined by means of
Y¯ := sup{Yn;n = 1, 2, . . .}. (3.5)
Namely, P(T <∞) = P(Y¯ > u).
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3.1 Background results
We present in this section mathematical tools which are of general interest and which are
needed in our study. The symbol =L will mean equality of probability laws and the notation
a+ the positive part of a ∈ R.
Theorem 3.1 Let (M,Q) be a two-dimensional random vector. Assume that P(M ≥ 0) = 1
and that for some 0 < κ < α,
E(Mκ) = 1 and E(Mα), E(|Q|α) <∞.
Assume further that the conditional law of logM , given M 6= 0, is non-arithmetic. Then
there exists a random variable R which satisfies the random equation
R =L Q+M max(0, R), R independent of (M,Q). (3.6)
Furthermore, if R satisfies (3.6) then
lim
u→∞
uκP(R > u) = C (3.7)
where
C =
E (((Q+M max(0, R))+)κ − ((MR)+)κ)
κm
(3.8)
and m = E(Mκ logM).
The proof of the result can be found in Goldie (1991), Theorem 6.2. Theorem 3.1 has been
applied directly to ruin theory, for example, in Nyrhinen (2001). In the present model, we
need also the following approximation scheme.
Lemma 3.1 Let {Yn}, {Yn1} and {Yn2} be stochastic processes such that
Yn = Yn1 + Yn2, n = 1, 2, . . . . (3.9)
Write
Y¯ = sup{Yn;n ∈ N} and Y¯1 = sup{Yn1;n ∈ N}, (3.10)
and let Y02 ≡ 0. Assume that there exists κ ∈ (0,∞), α ∈ (κ,∞) and δ ∈ (0, 1 − κα) such
that
E (|Yn2 − Yn−1,2|α) <∞, n = 1, 2, . . . , (3.11)
lim sup
n→∞
n−1 logE (|Yn2 −Yn−1,2|α) < 0, (3.12)
lim inf
u→∞
(log u)−1 logP(Y¯1 > u) ≥ −κ (3.13)
and
P
(
Y¯1 > u(1 + u−δ)
)
= (1 + o(1))P(Y¯1 > u), u→∞. (3.14)
Then
P(Y¯ > u) = (1 + o(1))P(Y¯1 > u), u→∞. (3.15)
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A possible way to apply the lemma in our model is to take {Yn} = {Yn} and to find out a
suitable process {Yn1} such that Theorem 3.1 can be used to conclude that
lim
u→∞
uκP(Y¯1 > u) = C (3.16)
for some κ > 0 and C > 0. Then (3.13) and (3.14) are automatically satisfied. If also (3.11)
and (3.12) hold then we obtain an estimate for the ruin probability.
The last result gives descriptions of tails associated with compound distributions. Let
η, η1, η2, . . . be i.i.d random variables, and let V0 ≡ 0 and Vn = η1 + · · · + ηn for n ∈ N.
Denote by Λη the cumulant generating function of η, that is, Λη(α) = logE (e
αη) for α ∈ R.
Let W and N be independent random variables which are also independent of η-variables.
Assume that P(N ∈ N ∪ {0}) = 1. Recall that a function f : (0,∞) → (0,∞) is regularly
varying if there exists γ ∈ R such that for every x > 0,
lim
t→∞
f(tx)
f(t)
= xγ . (3.17)
Lemma 3.2 Assume that the distribution of η is non-arithmetic and that
lim
n→∞
n−1 logP(N = n) = −υ (3.18)
where υ ∈ (0,∞). Assume further that there exists r ∈ (0,∞) such that Λη(r) = υ, and that
Λη(α) and E(e
αW ) are finite for some α > r. Then
lim
u→∞
u−1 logP(VN +W > u) = −r. (3.19)
Further, Λ′η(r) > 0, and if µ = 1/Λ
′
η(r), then for every ε > 0, there exists ε
′ > 0 such that
P (N/u ∈ [µ− ε, µ + ε] | VN +W > u) = 1 +O(e−ε′u), u→∞. (3.20)
If in addition,
P(N = n) = (1 + o(1))f(n)e−nυ , n→∞, (3.21)
where f is regularly varying then
P(VN +W > u) = (1 + o(1)) E(e
rW)µ
r
f (µu) e−ru, u→∞. (3.22)
The last estimate (3.22) is closely related to Embrechts et al. (1985) and Teugels (1985).
The main difference is that we allow negative values for η-variables.
3.2 The case of increasing volumes
We give in this section estimates for ruin probabilities in the case where the business volume
has a tendency to increase. We begin with some further specifications of our model. Recall
the descriptions of the numbers of claims Kn from Section 2. Associated with year n, write
gn = the rate of real growth,
qn = the structure variable describing short term fluctuations in the numbers of claims.
We take
ξn = (1 + g1) · · · (1 + gn)qn, n ∈ N. (3.23)
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Assume that (g, q), (g1, q1), (g2, q2), . . . is an i.i.d. sequence of random vectors which is
independent of the other variables of the model. Assume also that g and q are independent
and that
P(g = 0) < 1, P(g > −1) = 1, P(q > 0) = 1 and E(q) = 1. (3.24)
The premium Pn is supposed to have the form
Pn = (1 + s)λmZ(1 + g1) · · · (1 + gn)(1 + i1) · · · (1 + in) (3.25)
where s > 0 is the safety loading coefficient. Then Yn of (3.3) has the form
Yn =
n∑
k=1
A1 · · ·Ak−1(1 + ik)[Vk − (1 + s)λmZ(1 + g1) · · · (1 + gk)]. (3.26)
The above structure is suggested in Daykin et al. (1994).
Define the functions ΛA,Λg, Λ1: R→ R ∪ {∞} by
ΛA(α) = logE (A
α) , (3.27)
Λg(α) = logE ((1 + g)
α) , (3.28)
Λ1(α) = ΛA(α) + Λg(α). (3.29)
Observe that ΛA,Λg and Λ1 are cumulant generating functions so that they are convex.
Define the parameters r1 and β1 by
r1 = sup{α ≥ 0; Λ1(α) ≤ 0}. (3.30)
and
β1 = sup{α ∈ R |Λ1(α), E((1 + i)α), E(Zα), E(qα) <∞} ∈ [0,∞]. (3.31)
Write
D = A(1 + g) and Dn = An(1 + gn). (3.32)
Theorem 3.2 Let the model be as described above. Assume that E(log(1 + g)) ≥ 0 and
that β1 > 0 and r1 ∈ (0, β1). Assume further that E(Zα) <∞ for some α > 1 and that the
distribution of logD has a non-trivial absolutely continuous component. Let
Q = (1 + i)(1 + g)λmZ(q − (1 + s)) and M = D. (3.33)
Then (Q,M) satisfies the conditions of Theorem 3.1 with κ = r1. If R satisfies (3.6) and if
C is the constant of (3.8) then
lim
u→∞
ur1P(T <∞) = C. (3.34)
Furthermore, C is strictly positive if and only if P(q > 1 + s) > 0.
We apply Lemma 3.1 in the proof of Theorem 3.2 by taking Yn = Yn and
Yn1 =
n∑
k=1
D1 · · ·Dk−1(1 + ik)(1 + gk)λmZ(qk − (1 + s)). (3.35)
Indeed, we show that P(T <∞) = (1 + o(1))P(Y¯1 > u) as u→∞ where Y¯1 is as in (3.10).
Real growth and inflation appear equally in (3.35) so that their impacts to ruin probabilities
are similar. However, a feature caused by non-degenerate real growth is that the claim sizes
Z1, Z2, . . . only contribute to Yn1 and to estimate (3.34) via the mean mZ . The claim
numbers have a more drastic effect via the structure variable q. Even the positivity of C in
(3.34) depends on the support of q.
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3.3 The case of decreasing volumes
We consider in this section ruin probabilities of run-off companies by allowing the business
volume to drift to zero. The structure of the model will be as in Section 2 but we now drop
the premiums from the considerations by taking Pn = 0 for each n. The interpretation
is that no new insurance contracts are made after year 0. We assume that the company
has liabilities from the past so that it has to pay compensations associated with the claims
which have occurred but have not yet been settled. In this context, it is natural to interpret
Kn as the number of payments or as the number of reported claims in year n. We discuss
the latter case in detail in Section 4.
We dropped the premiums so that the variable Yn of (3.3) is non-negative and
Y¯ =
∞∑
n=1
A1 · · ·An−1(1 + in)Vn a.s. (3.36)
The model for the ξ-variables of Section 3.2 is too simple from the applied point of view.
To get a suitable generalization, define the function Λξ : R→ R ∪ {±∞} by
Λξ(α) = lim sup
n→∞
n−1 logE (ξαn ) . (3.37)
Then Λξ is convex. We will work under the following hypotheses (H1) − (H2).
(H1) limα→0+ Λξ(α) = 0 and limα→∞ Λξ(α) = −∞.
(H2) For α = 1, (3.37) holds as the limit.
Basic facts concerning the numbers of claims are given in the following result. Sharper
but more technical descriptions are stated in Lemma 6.3 in Section 6.
Proposition 3.1 Let the model be as described above. Assume that (H1) − (H2) are sat-
isfied. Then as n→∞,
P(Kn = 1) = (1 + o(1))λE(ξn), (3.38)
P(Kn ≥ 2) = o(1)P(Kn = 1), (3.39)
and
lim
n→∞
n−1 log P(Kn = 1) = Λξ(1), (3.40)
lim
n→∞
n−1 logP(ξn ≥ 1) = −∞. (3.41)
The descriptions of the proposition illustrate hypotheses (H1) − (H2). First observe
that Λξ(1) ∈ (−∞, 0) by (H1). By (3.39) and (3.40), the probability P(Kn ≥ 1) tends to
zero. This is a natural requirement for run-off companies. Limit (3.41) means that the
random Poisson parameter λξn has a strong tendency to be below the basic level λ. Limit
(3.40) also shows that P(Kn ≥ 1) is positive for every n. This feature has a more theoretical
nature but it may be viewed as an approximation of the reality in the case of long delays in
claims settlements. Theorem 3.3 below indicates that ruin is likely to occur rather quickly
so that the feature is perhaps not that critical from the applied point of view.
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Consider now ruin probabilities. Define the function Λ2 : R→ R ∪ {∞} by
Λ2(α) = ΛA(α) + Λξ(1). (3.42)
Then Λ2 is convex. Define the parameters r2 and β2 by
r2 = sup{α ≥ 0; Λ2(α) ≤ 0} (3.43)
and
β2 = sup{α ∈ R |Λ2(α), E((1 + i)α), E(Zα) <∞} ∈ [0,∞]. (3.44)
We will assume below that r2 ∈ (1, β2). Then Λ2(r2) = 0 so that under (H1),
ΛA(r2) > 0 and Λ
′
A(r2) > 0.
Write µ2 = 1/Λ
′
A(r2).
We will apply Lemma 3.1 by taking Yn = Yn and
Yn1 =
n∑
k=1
A1 · · ·Ak−1(1 + ik)Vk1(Kk = 1,Kj = 0, ∀j ≥ k + 1). (3.45)
Then
Y¯1 =
∞∑
n=1
A1 · · ·An−1(1 + in)Vn1(Kn = 1,Kj = 0, ∀j ≥ n+ 1) a.s. (3.46)
Theorem 3.3 Assume (H1)− (H2) and that β2 > 1 and r2 ∈ (1, β2). Assume further that
the distribution of logA is non-lattice. Let Y¯1 be as in (3.46). Then
lim
u→∞
(log u)−1 logP(T <∞) = −r2, (3.47)
P(T <∞) = (1 + o(1))P(Y¯1 > u) (3.48)
= (1 + o(1))
∞∑
n=1
P(A1 · · ·An−1(1 + i)Z > u)P(Kn = 1), u→∞, (3.49)
and for every ε > 0,
lim
u→∞
P (T/ log u ∈ [µ2 − ε, µ2 + ε] |T <∞) = 1. (3.50)
If in addition,
P(Kn = 1) = (1 + o(1))λf(n)e
nΛξ(1), n→∞, (3.51)
where f is regularly varying then as u→∞,
P(T <∞) = (1 + o(1)) E((1 + i)
r2)E(Zr2)eΛξ(1)µ2
r2
λf (µ2 log u) u
−r2 . (3.52)
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Estimate (3.48) shows that the tail probabilities of Y¯ of (3.36) and Y¯1 of (3.46) are
asymptotically equivalent. This is suprising since the two variables are the same except
that Y¯1 disregards a big part of the claims. A possible intuitive interpretation is that
in order to get ruined, the company first looses a major part of its capital mainly be-
cause of bad returns on the investments, and the rest of the capital is lost by the very
last claim. This phenomenon is somewhat strange but a dominance of a single claim
has also been found in connection with heavy tailed claim sizes. We refer the reader to
Asmussen and Klu¨ppelberg (1996). We do not assume heavy tails but it is worth to ob-
serve that late claims may be large because of high inflation. It could also be possible to
find out different views by making use of alternative limiting procedures. For example, if
we would allow λ to increase with u then also earlier claims could contribute meaningfully
the ruin probability.
We can expect that the accuracy of estimate (3.48) is not very good for moderate initial
capitals. To be accurate, the probabilities
P(Kn = 1) and P(Kn ≥ 1)
should be close to each other at least for n close to µ2 log u. A large λ easily violates this
relation. We consider the problem quantitatively in Section 5.
Estimate (3.49) is connected with tails of compound distributions. To see this, write
pn = P(Kn = 1) and p =
∞∑
n=1
pn. (3.53)
It follows from (3.40) that p ∈ (0,∞). Let ρ be a random variable such that
P(ρ = n− 1) = pn/p, n ∈ N, (3.54)
and assume that ρ is independent of everything else. Write further S0 = 0 and
Sn = logA1 + · · ·+ logAn, n ∈ N. (3.55)
By (3.48) and (3.49),
P(T <∞) = (1 + o(1))pP(A1 · · ·Aρ(1 + i)Z > u) (3.56)
= (1 + o(1))pP(Sρ + log((1 + i)Z) > log u).
The last probability can be approximated by means of Lemma 3.2.
4 An applied example
Consider a run-off company which has operated in the market in years −d, . . . ,−1, 0 where
d ∈ N. Let u > 0 be the capital of the company at the end of year 0. The company
does not make insurance contracts in the future. Thus ruin means that the capital and the
investment income together do not suffice for the compensations to be paid in years 1, 2, . . ..
A suitable way to model the future events is to associate with each claim the reporting
time, that is, the time at which the company receives the first information about the claim.
The reporting delay is the difference between the reporting and the occurrence time of the
claim. We assume that the compensations are paid at the reporting times.
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We will take the model of Section 3.2 as the description of occurrences of claims in
years −d, . . . , 0. There is no need to describe premiums or returns on the investments for
the past years since their affects are accumulated into the initial capital u. With year
m ∈ {−d, . . . , 0}, associate the structure variable qm, and assume that q, q−d, . . . , q0 are
i.i.d. random variables. Assume also that P(q > 0) = 1 and E(q) = 1. Let pi0 = 1 and
pi−d, . . . , pi−1 be positive constants which describe the observed levels of the business volume
in the past years. We assume that in year m, claims have occurred according to a mixed
Poisson process such that conditionally, given qm, the intensity of the process has been
λpimqm. For different years, the occurrence processes are assumed to be independent. The
reporting delays are assumed to be i.i.d. random variables with the common distribution
function G with G(0) = 0. Assume also that they are independent of everything else.
Inflation is assumed to affect such that the size of any reported claim in year n ≥ 1 has the
same distribution as
(1 + i1) · · · (1 + in)Z.
Fix m ∈ {−d, . . . , 0} and consider claims which have occurred in year m. The number
of reported claims in year n ≥ 1 has a mixed Poisson distribution. The random Poisson
parameter is λpimbn−mqm where
bk =
∫ 1
0
(G(k + 1− s)−G(k − s))ds, k ∈ N.
A further useful fact is that conditionally, given qm, the numbers of reported claims in
different years are independent. We refer the reader to Rantala (1984), Section 2.3.1.
By the above discussion, the number of reported claims in year n has a mixed Poisson
distribution. The Poisson parameter is λξn where
ξn =
0∑
m=−d
pimbn−mqm.
Our basic assumption (2.5) is also satisfied.
Assume that E(qα) <∞ for every α > 0 and that
1−G(x) = (1 + o(1))h(x)e−xϕ, x→∞, (4.1)
where h is regularly varying and ϕ ∈ (0,∞) is a constant. Requirement (4.1) is satisfied,
for example, by every gamma distribution. It is easy to see that Λξ(α) = −αϕ for every
α > 0 and that also (H2) is satisfied. Furthermore, (3.51) holds since
P(Kn = 1) = (1 + o(1))λ
(eϕ − 1)(1− e−ϕ)∑0m=−d pimemϕ
ϕ
h(n)e−nϕ. (4.2)
5 A simulation example
The asymptotic estimate of Theorem 3.3 disregards a lot of claims so that it is interesting
to study its accuracy for moderate initial capitals u. We accomplish this by means of
simulation. We also suggest an ad hoc method to estimate efficiently ruin probabilities.
We begin by fixing the model to be considered. Concerning the returns on the invest-
ments, we assume that log(1+r) has a normal distribution. Denote by mr and σr the mean
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and the standard deviation, respectively. The rate of inflation is a constant. Write in short
mi = log(1 + i). The mixing variables will also be deterministic. We take ξn = e
−nϕ where
ϕ ∈ (0,∞) is a constant. Finally, the claim size Z will be exponentially distributed.
By the above specifications, we have for α ∈ R and n ∈ N,
ΛA(α) = (mi −mr)α+ σ2rα2/2,
Λ2(α) = ΛA(α)− ϕ,
Λξ(α) = −ϕα,
P(Kn = 1) = (1 + o(1))λe
−nϕ.
Thus f ≡ 1 in Theorem 3.3. The numeric values of the parameters will be
mr = 0.1, σ
2
r = 0.1, mi = 0.05, ϕ = 0.1 and E(Z) = 1.
Then r2 = 2 and the estimate of Theorem 3.3 is
P(T <∞) = (1 + o(1))20
3
λu−2. (5.1)
In the following tables 5.1 and 5.2, we use notations
Eˆ1 = estimate (5.1) of the ruin probability with o(1) replaced by zero,
Eˆ2 = the estimate of the ruin probability from simulation.
We had approximately 10 millions replications in simulation of each probability so that
estimates Eˆ2 should be rather close to the true values. The quotient Eˆ2/Eˆ1 describes the
accuracy of Eˆ1. In Table 5.1, it is rather close to one as it should be. In Table 5.2, λ is
larger and the resulting Eˆ2/Eˆ1 is large so that the estimate of Theorem 3.3 is inaccurate.
Table 5.1, λ = 0.1
u Eˆ1 Eˆ2 Eˆ2/Eˆ1
10 6.7×10−3 9.3× 10−3 1.40
50 2.7×10−4 3.2× 10−4 1.20
200 1.7×10−5 1.9× 10−5 1.12
Table 5.2, λ = 100
u Eˆ1 Eˆ2 Eˆ2/Eˆ1 Eˆ3 Eˆ3/Eˆ2
5 000 2.7×10−5 7.2× 10−3 269 7.6 × 10−3 1.06
10 000 6.7×10−6 1.0× 10−3 157 1.1 × 10−3 1.04
50 000 2.7×10−7 9.6× 10−6 36 9.1 × 10−6 0.95
The following combination of simulation and the estimate of Theorem 3.3 seems to give
efficiently good approximations for ruin probabilities. First fix small λ0 > 0 and take n0
such that λe−n0ϕ is less than λ0. In the jth replication, we calculate an estimate eˆj in
the following way. First apply simulation upto year n0. If ruin occurs during the first n0
years then put eˆj = 1. If ruin has not occurred then at the end of year n0, the company
has a random non-negative capital left. By making use of this capital, and by replacing λ
with λe−n0ϕ, the estimate of Theorem 3.3 can then be used to approximate the probability
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of ruin. We take eˆj to be that estimate. If we have J replications then the estimate of
P(T < ∞) is the sum of the eˆj-observations divided by J . The estimation does not need
much computer time since only the first n0 years has to be simulated.
The above estimator consists of two parts. Firstly, the observed number of ruins divided
by J gives an unbiased estimator for the probability P(T ≤ n0). Secondly, the sum of the
estimates of Theorem 3.3 divided by J approximates the probability P(T ∈ (n0,∞)). This
part is not unbiased but it can be expected to be accurate because λ0 is small.
We applied the procedure by taking λ = 100 and λ0 = 0.1. Denote
Eˆ3 = the estimate of the ruin probability from the above procedure.
The results are given in Table 5.2. The accuracy is measured by the quotient Eˆ3/Eˆ2, and
it is good.
A similar ad hoc method can be used in the case where ξ-variables are random. Then n0
should be determined such that λξn0 is likely to be below λ0. Theorem 3.3 is now applied
by making use of random λξn0 instead of λ.
6 Proofs
We begin by giving various lemmas to be used in the proofs of the main theorems. The
proofs of the lemmas will be given at the end of the section.
Consider first asymptotic estimates for the moments of compound Poisson distributions.
Let Z,Z1,Z2, . . . be an i.i.d. sequence of non-negative random variables, and assume that
P(Z > 0) > 0. Write
Sk = Z1 + · · ·+ Zk
for k ∈ N. Let further Nν be a Poisson distributed random variable with the parameter ν.
Assume that Nν is independent of the Z-variables, and write
Xν = Z1 + · · · + ZNν . (6.1)
Thus Xν has a compound Poisson distribution. Let α¯ be the moment index of Z, that is,
α¯ = sup{α ≥ 0 |E(Zα) <∞}. (6.2)
We will assume in the sequel that α¯ > 1 so that E(Z) <∞. It is well known that
lim sup
x→∞
(log x)−1 logP(Z > x) = −α¯. (6.3)
See Rolski et al. (1999), page 39. Define the function LX : (0, α¯)→ (−∞,∞] by
LX (α) = lim sup
ν→∞
(log ν)−1 logE (|Xν − νE(Z)|α) . (6.4)
Lemma 6.1 Assume that α¯ ∈ (1,∞], and let α ∈ (0, α¯). Then
lim
ν→∞
(log ν)−1 logE (Xαν ) = α. (6.5)
Furthermore, if 0 < α1 < α2 < α¯, then there exists ε > 0 such that for every α ∈ [α1, α2],
LX (α) ≤ α− ε. (6.6)
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Let {ξn} be a positive process which satisfies (H1) − (H2). We next recall some basic
large deviations results associated with the process. Let Λ∗ξ be the convex conjugate of Λξ,
Λ∗ξ(x) = sup{αx− Λξ(α);α ∈ R}, x ∈ R. (6.7)
Write θn = (log ξn)/n.
Lemma 6.2 Assume (H1). Then for every α ∈ R,
lim sup
n→∞
n−1 logE
(
eαnθn
)
= Λξ(α) (6.8)
and for every closed set H ⊆ R,
lim sup
n→∞
n−1 logP (θn ∈ H) ≤ − inf{Λ∗ξ(x);x ∈ H}. (6.9)
Furthermore, if α > 0 then for every closed set H ⊆ R,
lim sup
n→∞
n−1 logE
(
eαnθn1(θn ∈ H)
)
≤ sup{αx− Λ∗ξ(x);x ∈ H} ≤ Λξ(α). (6.10)
Consider now estimates for the distributions of the numbers of claims. Recall the de-
scriptions of the K-variables from sections 2 and 3.3.
Lemma 6.3 Assume (H1)− (H2). Then there exists δ > 0 such that, as n→∞,
P(Kn = 1) = λE(ξn) +O
(
en(Λξ(1)−δ)
)
, (6.11)
P(Kn = 0) = 1− P(Kn = 1) +O
(
en(Λξ(1)−δ)
)
, (6.12)
P(Kn ≥ 2) = O
(
en(Λξ(1)−δ)
)
(6.13)
and
P(Kn = 1,Kj ≥ 1 for some j ≥ n+ 1) = O
(
en(Λξ(1)−δ)
)
. (6.14)
Furthermore, if ε > 0 then there exists δ > 0 such that for every α ≥ 1 + ε,
E(Kαn1(Kn ≥ 2)) = O
(
en(Λξ(1)−δ)
)
, n→∞. (6.15)
We finally state a result associated with the process {Yn2} of Lemma 3.1.
Lemma 6.4 Let {Yn2} be a process which satisfies (3.11) and (3.12) for α ∈ (0,∞). Write
Y¯2 = sup{Yn2;n ∈ N} and Y2 = inf{Yn2;n ∈ N}.
Then
E
(|Y¯2|α) <∞ and E (|Y2|α) <∞. (6.16)
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Proof of Lemma 3.1. Let α ∈ (0,∞) be such that (3.11) and (3.12) hold, and let Y¯2
and Y2 be as in Lemma 6.4. By Chebycheff’s inequality,
P(|Y¯2| > u) ≤ u−αE
(|Y¯2|α) (6.17)
and
P(|Y2| > u) ≤ u−αE
(|Y2|α) . (6.18)
The right hand sides of (6.17) and (6.18) are finite by Lemma 6.4. Let κ, α and δ ∈
(0, 1 − κ/α) be such that all the conditions of Lemma 3.1 are satisfied. Take δ′ such that
δ < δ′ < 1− κ/α,
and write
v = v(u) = u(1− u−δ′).
It is easy to see that
v(1 + v−δ) ≥ u(1 + u−δ′)
for large u so that by (3.14),
P
(
Y¯1 > u(1− u−δ′)
)
= (1 + o(1))P
(
Y¯1 > v(1 + v−δ)
)
(6.19)
≤ (1 + o(1))P(Y¯1 > u(1 + u−δ′)) = (1 + o(1))P(Y¯1 > u), u→∞.
By this and (6.17),
P(Y¯ > u) ≤ P
(
Y¯1 > u(1− u−δ′)
)
+ P
(
Y¯2 > u1−δ′
)
≤ (1 + o(1))P(Y¯1 > u) +O
(
u−(1−δ
′)α
)
, u→∞.
Now (1− δ′)α > κ so that by (3.13), P(Y¯ > u) ≤ (1 + o(1))P(Y¯1 > u). On the other hand,
by (3.14) and (6.18),
P(Y¯ > u) ≥ P
(
Y¯1 > u(1 + u−δ),Y2 ≥ −u1−δ
)
= P
(
Y¯1 > u(1 + u−δ)
)
− P
(
Y¯1 > u(1 + u−δ),Y2 < −u1−δ
)
= (1 + o(1))P(Y¯1 > u) +O
(
u−(1−δ)α
)
.
Thus P(Y¯ > u) ≥ (1 + o(1))P(Y¯1 > u). The obtained estimates imply (3.15). ✷
Proof of Lemma 3.2. It is clear that Λ′η(r) > 0 since Λη(0) = 0, Λη(r) > 0 and Λη is
convex. Let b > 0 be fixed, and write
V ′n = (Vn +W)1(N = n)− bn1(N 6= n), n = 0, 1, 2, . . . .
For u > 0, write τ = τu = inf{n ∈ N ∪ {0} | V ′n > u} (τ = ∞ if V ′n ≤ u for n = 0, 1, 2, . . .).
For ε > 0, write
Iu = Iu,ε = [(µ − ε)u, (µ + ε)u].
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Then {τ = n} = {N = n,Vn +W > u} so that
{τ <∞} = {VN +W > u} and {τ ∈ Iu} = {VN +W > u, N ∈ Iu}. (6.20)
Write
Γ(α) = lim sup
n→∞
n−1 logE
(
eαV
′
n
)
, α ∈ R. (6.21)
It is easy to see that for every α in a neighbourhood of r, (6.21) holds as the limit and
Γ(α) = max(−αb,Λη(α)− υ).
By Theorem 2 of Glynn and Whitt (1994), or by theorems 3.1 and 3.2 of Nyrhinen (1994),
lim
u→∞
u−1 log P(τ <∞) = −r. (6.22)
Furthermore, by Theorem 4 of Nyrhinen (1995), there exists ε′ > 0 such that
P(τ ∈ Iu | τ <∞) = 1 +O(e−ε′u), u→∞. (6.23)
We note that Γ(α) was assumed to be finite for some α < 0 in Nyrhinen (1995), but this
condition was only needed for the sample path results of the paper. Now (3.19) and (3.20)
follow from (6.20), (6.22) and (6.23).
Consider (3.22). Assume first that
P(N = n) = (1− e−υ)e−υn, n = 0, 1, 2, . . . ,
so that N has a geometrical distribution and f is a constant function, f(x) = 1 − e−υ for
x > 0. Let ζ have the Bernoulli distribution with the parameter e−υ,
P(ζ = 0) = 1− e−υ, P(ζ = 1) = e−υ.
Assume that ζ is independent of everything else. Write
Q = 1(ζ = 0)eW , M = 1(ζ = 1)eη and R = eη1+···+ηN+W .
Then (Q,M) satisfies the conditions of Theorem 3.1 with κ = r, and R satisfies random
equation (3.6) with this pair (Q,M). By Theorem 3.1,
P(R > u) = (1 + o(1))
E(erW )µ
r
(1− e−υ)u−r, u→∞. (6.24)
This proves (3.22) in the case where N has a geometrical distribution. In the general case,
we make use of the well known fact that the convergence in (3.17) is uniform for x in any
compact subset of (0,∞). Take ε′ > 0 and choose ε > 0 such that
(1− ε′)f(µu) ≤ f(xu) ≤ (1 + ε′)f(µu)
for large u whenever |x− µ| ≤ ε. Then by (3.20),
P(VN +W > u) ≤ (1 + o(1))(1 + ε′)f(µu)
∑
n∈Iu
e−υnP(Vn +W > u)
= (1 + o(1))(1 + ε′)f(µu)
∞∑
n=0
e−υnP(Vn +W > u).
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A similar lower bound holds so that estimate (3.22) for geometrically distributed N implies
(3.22) in the general case. ✷
Proof of Theorem 3.2. We apply Lemma 3.1 by taking Yn = Yn and Yn1 from (3.35).
We begin by showing that (3.11) and (3.12) hold for some α > r1. Condition (3.11) does
not cause any problems so that we will focus on (3.12). Clearly,
Yn2 = Yn − Yn1
=
n∑
k=1
A1 · · ·Ak−1(1 + ik) [Vk − λmZξk]
so that
Yn2 − Yn−1,2 = A1 · · ·An−1(1 + in) [Vn − λmZξn] . (6.25)
Choose Z = Z in Lemma 6.1, and take α1 = r1 and α2 ∈ (r1, β1). Let α ∈ [α1, α2], and let
Hn be the distribution function of ξn. Then for any y0 > 0,
E (|Vn − λmZξn|α1(ξn ≥ y0)) =
∫ ∞
y0
E (|Xλy − λmZy|α) dHn(y).
Let ε > 0 be such that (6.6) holds, and take δ > 0 such that δ < min(ε, r1). We assumed
that E(log(1 + g)) ≥ 0 and that P(g = 0) < 1. Hence, Λg is strictly increasing and strictly
positive on (0, α2). By Lemma 6.1, there exist y0 = y0(α) and c1 = c1(α) such that for
every n ∈ N,
E (|Vn − λmZξn|α1(ξn ≥ y0)) ≤ c1enΛg(α−δ). (6.26)
We note that y0 and c1 depend on α but δ does not. It is easy to see that
E (V αn 1(ξn ≤ y0)) ≤ eλy0E(Xαλy0). (6.27)
Observe that Λ1(r1) + Λg(r1 − δ)− Λg(r1) < 0 so that by continuity,
Λ1(α) + Λg(α− δ)− Λg(α) < 0 (6.28)
for some α ∈ (r1, α2). It follows from (6.27) that E (|Vn − λmZξn|α1(ξn ≤ y0)) is bounded
from above by a constant. Now Λg(α − δ) > 0 so that by (6.25) and (6.26), there exists a
constant c3 = c3(α) such that
E (|Yn2 − Yn−1,2|α) ≤ c3enΛA(α)enΛg(α−δ)
= c3e
n(Λ1(α)+Λg(α−δ)−Λg(α)).
This and (6.28) imply (3.12).
It is straightforward to see that under our assumptions, the conditions of Theorem 3.1
are satisfied for the particular choices of Q andM of (3.33). It is also clear that then κ = r1
and that R = Y¯1 satisfies random equation (3.6). Apply Theorem 3.1 to see that
lim
u→∞
ur1P(Y¯1 > u) = C (6.29)
where C is as in (3.8). Assume that P(q > 1 + s) > 0. Then C is strictly positive
by Nyrhinen (2001). The reader is referred to Theorems 2 and 3 and to the associated
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discussion of the paper. Thus all the conditions of Lemma 3.1 are satisfied and (3.34) holds.
If P(q > 1 + s) = 0 then Y¯1 ≤ 0 almost surely so that C of (3.8) equals zero. Further,
P(T <∞) ≤ P(Y¯2 > u)
where Y¯2 is as in Lemma 6.4. By the same lemma and Chebycheff’s inequality, also the
limit of (3.34) equals zero. ✷
Proof of Proposition 3.1. Estimate (3.38) is immediate from (6.11) of Lemma 6.3
and then (3.40) follows from (H2). Estimate (3.39) is a consequence of (3.40) and (6.13).
Consider (3.41). By Lemma 6.2,
lim sup
n→∞
n−1 log P(ξn ≥ 1) ≤ − inf{Λ∗ξ(x);x ≥ 0}.
This proves (3.41) since by (H1), the right hand side equals −∞. ✷
Proof of Theorem 3.3. We will make use of Lemma 3.1 by choosing Yn = Yn and
by taking Yn1 from (3.45). The objective is to show that the conditions of the lemma are
satisfied with κ = r2. Let pn, ρ and Sn be as described in (3.53), (3.54) and (3.55). Write
W = log((1 + i)Z). Fix ε > 0 and let
Ju = [(µ2 − ε) log u, (µ2 + ε) log u]
for u > 1. We will proceed in three steps.
Step 1. We will show that
P
(Y¯1 > u) = (1 + o(1)) ∑
n∈Ju
P(Sn +W > log u) pn+1 (6.30)
= (1 + o(1))pP(Sρ +W > log u), u→∞. (6.31)
The probability P
(Y¯1 > u) can be associated with a tail probability of a compound distri-
bution similarly to (3.56). Namely, write
p′n = P(Kn = 1,Kj = 0, ∀j ≥ n+ 1) and p′ =
∞∑
n=1
p′n.
By Lemma 6.3, p′n and pn are asymptotically equivalent and p
′ ∈ (0,∞). Let ρ′ be a random
variable such that
P(ρ′ = n− 1) = p′n/p′, n ∈ N, (6.32)
and assume that ρ′ is independent of everything else. Then
P
(Y¯1 > u) = p′ P(Sρ′ +W > log u). (6.33)
Take N = ρ′, Vn = Sn and W =W , and apply Lemma 3.2 to see that,
P(Sρ′ +W > log u) = (1 + o(1))P(Sρ′ +W > log u, ρ
′ ∈ Ju), u→∞.
Hence,
P
(Y¯1 > u) = (1 + o(1)) ∑
n∈Ju
P(Sn +W > log u) p
′
n+1,
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and (6.30) follows since pn and p
′
n are asymptotically equivalent. Take now N = ρ instead
of ρ′, and apply Lemma 3.2 again to see that (6.31) holds.
Step 2. We show that Y¯1 satisfies conditions (3.13) and (3.14) of Lemma 3.1. It follows
from Lemma 3.2, Proposition 3.1 and (6.31) that
lim
u→∞
(log u)−1 logP(Y¯1 > u) = −r2. (6.34)
Thus (3.13) holds with κ = r2. We will show that (3.14) holds for every δ > 0. Assume
first that W ≡ 0. According to (6.30), it is clear that
P
(
Y¯1 > u(1 + u−δ)
)
(6.35)
= (1 + o(1))
∑
n∈Ju
P(Sn > log(u(1 + u
−δ))) pn+1, u→∞.
Thus to prove (3.14), it suffices to show that
P(Sn > log u) = (1 + o(1))P(Sn > log(u(1 + u
−δ))), u→∞, (6.36)
uniformly for n ∈ Ju. Let Λ∗A be the convex conjugate of ΛA,
Λ∗A(x) = sup{αx− ΛA(α);α ∈ R}, x ∈ R.
It follows from Theorem 1 of Petrov (1965) that for small ε > 0, uniformly for n ∈ Ju,
P (Sn > log u) = P
(
Sn
n
>
log u
n
)
(6.37)
= (1 + o(1))
e−nΛ
∗
A(
log u
n )
αn
√
2pinΛ′′A(αn)
, u→∞,
where αn = αn,u is such that Λ
′
A(αn) = (log u)/n. The probability on the right hand side
of (6.36) is estimated similarly, and by making use of these estimates, it is easy to see by
the mean value theorem that (6.36) holds in the case where W ≡ 0.
To obtain (3.14) for general W , it suffices by (6.30) to show that for small δ > 0,
P(A1 · · ·Aρ(1 + i)Z > u(1 + u−δ)) ≥ (1 + o(1))P(A1 · · ·Aρ(1 + i)Z > u). (6.38)
Let H be the distribution function of (1 + i)Z. It is easy to see that for small ε > 0,
P(A1 · · ·Aρ(1 + i)Z > u) = (1 + o(1))
∫ u1−ε
u−ε
P
(
A1 · · ·Aρ > u
x
)
dH(x). (6.39)
To prove (6.38), let δ′ > 0 be such that (3.14) holds when W ≡ 0, and let ε > 0 be such
that (6.39) holds. Take δ > (1 + ε)δ′. Then
P(A1 · · ·Aρ(1 + i)Z > u(1 + u−δ), u−ε ≤ (1 + i)Z ≤ u1−ε) (6.40)
≥
∫ u1−ε
u−ε
P
(
A1 · · ·Aρ > u
x
(
1 +
(u
x
)−δ′))
dH(x)
= (1 + o(1))
∫ u1−ε
u−ε
P
(
A1 · · ·Aρ > u
x
)
dH(x) = (1 + o(1))P(A1 · · ·Aρ(1 + i)Z > u).
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This proves (6.38).
Step 3. We prove that {Yn2} satisfies conditions (3.11) and (3.12) of Lemma 3.1. Con-
dition (3.11) is obviously satisfied. Let α ∈ (r2, β2). Then α > 1. Write
Yn2 = Yn − Yn1 =Wn1 +Wn2 (6.41)
where
Wn1 =
n∑
k=1
A1 · · ·Ak−1(1 + ik)Vk −
n∑
k=1
A1 · · ·Ak−1(1 + ik)Vk1(Kk = 1), (6.42)
Wn2 =
n∑
k=1
A1 · · ·Ak−1(1 + ik)Vk1(Kk = 1)− Yn1. (6.43)
Let also W0j = 0 for j = 1, 2. By Minkowski’s inequality,
E (|Yn2 − Yn−1,2|α) ≤ 2αmax {E (|Wnj −Wn−1,j|α) ; j = 1, 2} .
Thus to have (3.12), it suffices to show that for some α ∈ (r2, β2),
lim sup
n→∞
n−1 logE (|Wnj −Wn−1,j|α) < 0, j = 1, 2. (6.44)
Consider (6.44) for j = 1. Now
E (|Wn1 −Wn−1,1|α) = E ((A1 · · ·An−1(1 + in)Vn1(Kn ≥ 2))α)
≤ cenΛA(α)E(V αn 1(Kn ≥ 2)) (6.45)
where c is a constant. By Minkowski’s inequality,
E(V αn 1(Kn ≥ 2)) =
∞∑
h=2
E
(
e−λξn
(λξn)
h
h!
)
E((Z1 + · · ·+ Zh)α) (6.46)
≤ E(Zα)
∞∑
h=2
E
(
e−λξn
(λξn)
h
h!
)
hα = E(Zα)E(Kαn1(Kn ≥ 2)).
Let δ > 0 be such that (6.15) holds. Then E(V αn 1(Kn ≥ 2)) = O
(
en(Λξ(1)−δ)
)
as n → ∞.
Take α ∈ (r2, β2) such that ΛA(α) + Λξ(1)− δ < 0 to see that (6.44) holds for j = 1.
Consider (6.44) for j = 2. Now
E (|Wn2 −Wn−1,2|α) ≤ cenΛA(α)P(Kn = 1,Kj ≥ 1 for some j ≥ n+ 1)
where c is a constant. It follows from (6.14) that (6.44) holds for j = 2.
Consider now the claims of Theorem 3.3. By Lemma 3.1 and steps 2 and 3, (3.48)
holds, and by step 1, P
(Y¯1 > u) is asymptotically equivalent to (3.49). Limit (3.47) follows
from (3.48) and (6.34). Consider (3.50). Write T1(u) = inf{n ∈ N ; Yn1 > u} where by
convention, T1(u) =∞ if Yn1 ≤ u for every n. It is seen as in (6.33) that for any y > 1,
P(T1(u) ≤ y) = p′P(Sρ′ +W > log u, ρ′ ≤ y − 1)
where p′ and ρ′ are as in the first part of the proof. Thus for large u,
P(T ≤ (µ2 − ε) log u) ≤ P (T1(u/2) ≤ (µ2 − ε) log u) + P
(Y¯2 > u/2)
≤ p′P (Sρ′ +W > log(u/2), ρ′ ≤ (µ2 − ε/2) log(u/2)) + P(Y¯2 > u/2).
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By Lemmas 3.2 and 6.4,
lim sup
u→∞
(log u)−1 logP(T ≤ (µ2 − ε) log u) < −r2.
For the probability P(T ∈ [(µ2 + ε) log u,∞)), the same upper bound is obtained similarly.
Thus (3.50) follows from (3.47). Finally, (3.52) follows from (6.31) and Lemma 3.2. ✷
Proof of Lemma 6.1. The proof of (6.5) can be found in Nyrhinen (2010), Lemma
3.1. Let α ∈ [1, α¯) and let ε > 0. By Minkowski’s inequality and by (6.5),
E (|Xν − νE(Z)|α)
1
α ≤ E (Xαν )
1
α + νE(Z)
≤ (να+ε) 1α + νE(Z)
for large ν. If α ∈ (0, 1) then (x+ y)α ≤ xα + yα for every x, y ≥ 0 so that
E (|Xν − νE(Z)|α) ≤ να+ε + ναE(Z)α
for large ν. The obtained estimates show that LX (α) ≤ α whenever α ∈ (0, α¯). By
Ho¨lder’s inequality, LX is convex. We will show below that LX (1) < 1 so that by convexity,
LX (α) < α for every α ∈ (0, α¯). Further, LX is continuous so that (6.6) holds.
It remains to show that LX (1) < 1. If E(Z2) <∞ then by Schwarz’s inequality,
E(|Xν − νE(Z)|) ≤
√
VarXν =
√
νE(Z2). (6.47)
Thus LX (1) ≤ 1/2. In the general case, first estimate
E(|Xν − νE(Z)|) ≤ E(|Xν −NνE(Z)|) + E(Z)E(|Nν − ν|). (6.48)
Apply (6.47) with Z ≡ 1 to see that E(|Nν − ν|) ≤
√
ν. Fix α < 2 such that α ∈ (1, α¯). By
Ho¨lder’s inequality and Theorem 2 of von Bahr and Esseen (1965),
E(|Z1 + · · ·+ Zk − kE(Z)|) ≤ E(|Z1 + · · ·+ Zk − kE(Z)|α)
1
α (6.49)
≤ (2kE (|Z − E(Z)|α)) 1α = ck 1α
where c is a constant. Further,
E(|Xν −NνE(Z)|) =
∞∑
k=0
e−ν
νk
k!
E(|Z1 + · · · + Zk − kE(Z)|). (6.50)
By (6.49) and Jensen’s inequality,
E(|Xν −NνE(Z)|) ≤ cE
(
N
1
α
ν
)
≤ cν 1α .
The obtained estimates show that LX (1) < 1. ✷
Proof of Lemma 6.2. The first result (6.8) is obvious. By (H1), Λξ is lower semicontin-
uous at the origin so that (6.9) follows from Nyrhinen (2005). The first inequality of (6.10)
is a special case of Varadhan’s integral lemma. The proof can be found in Varadhan (1984)
or in Dembo and Zeitouni (1998), Lemma 4.3.6, under the additional assumption that the
level sets of Λ∗ξ are compact. However, the proof of Varadhan (1984) does not need the
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compactness assumption. If Λξ is finite in a neighbourhood of α then by Theorem 12.2 of
Rockafellar (1970),
sup{αx− Λ∗ξ(x);x ∈ R} = Λξ(α).
This proves the second inequality of (6.10). ✷
Proof of Lemma 6.3. We begin with some general observations. By (H1) and by
convexity, Λξ is strictly decreasing on (0,∞). Let ε > 0, α ≥ 1 + ε and let δ > 0 be small.
Then
E (ξαn ) = O
(
en(Λξ(1)−δ)
)
, n→∞. (6.51)
Further, P(ξn > 1) ≤ E (ξαn ) so that
P(ξn > 1) = O
(
en(Λξ(1)−δ)
)
. (6.52)
Consider (6.11). By (6.52),
P(Kn = 1) = P(Kn = 1, ξn ≤ 1) +O
(
en(Λξ(1)−δ)
)
= λE
(
e−λξnξn1(ξn ≤ 1)
)
+O
(
en(Λξ(1)−δ)
)
= λE (ξn1(ξn ≤ 1)) + λE(ψn) +O
(
en(Λξ(1)−δ)
)
where
ψn = ξn1(ξn ≤ 1)
∞∑
m=1
(−1)m (λξn)
m
m!
.
Thus
P(Kn = 1) = λE(ξn)− λE (ξn1(ξn > 1)) + λE(ψn) +O
(
en(Λξ(1)−δ)
)
. (6.53)
By (6.10),
lim sup
n→∞
n−1 logE (ξn1(ξn > 1)) ≤ sup{x− Λ∗ξ(x);x ≥ 0}. (6.54)
By (H1), Λ∗ξ(x) =∞ for every x ≥ 0 so that the supremum in (6.54) equals −∞. Thus for
any given δ > 0,
E (ξn1(ξn > 1)) = O
(
en(Λξ(1)−δ)
)
. (6.55)
Clearly, |ψn| ≤ eλξ2n1(ξn ≤ 1) so that by (6.51), E(|ψn|) = O
(
en(Λξ(1)−δ)
)
. This together
with (6.53) and (6.55) imply (6.11).
Consider (6.15). Let ε > 0 and α ≥ 1 + ε. By Lemma 6.1, there exist constants
c = c(α) > 0 and y0 = y0(α) > 0 such that
E(Kαn1(Kn ≥ 2, ξn > y0))
≤ cE (ξ2αn 1(ξn > y0)) ≤ cE (ξ1+εn )
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for every n ∈ N. It follows from (6.51) that
lim sup
n→∞
n−1 logE(Kαn1(Kn ≥ 2, ξn > y0)) ≤ Λξ(1)− δ′ (6.56)
for some δ′ > 0 which is independent of α. Further,
E(Kαn1(Kn ≥ 2, ξn ≤ y0)) = E
(
e−λξn
∞∑
m=2
(λξn)
m
m!
mα1(ξn ≤ y0)
)
≤ E (ξ2n) ∞∑
m=2
λmym−20
m!
mα <∞.
It follows from (6.51) and (6.56) that for small δ > 0, (6.15) holds for every α ≥ 1 + ε.
Estimates (6.11) and (6.15) imply (6.12) and (6.13). Thus it remains to prove (6.14).
Let δ > 0 be small and c > 0 large. By (6.52) and (6.13),
P(Kn = 1,Kj ≥ 1 for some j ≥ n+ 1)
≤
∞∑
j=n+1
[
P(Kn = 1,Kj = 1, ξn ≤ 1, ξj ≤ 1) + cej(Λξ(1)−δ)
]
+ cen(Λξ(1)−δ)
=
∞∑
j=n+1
P(Kn = 1,Kj = 1, ξn ≤ 1, ξj ≤ 1) + den(Λξ(1)−δ)
where d is a constant which is independent of n. We conclude by Schwarz’s inequality and
by (6.51) that for small δ > 0,
P(Kn = 1,Kj = 1, ξn ≤ 1, ξj ≤ 1) = E
(
e−λξnλξn e
−λξjλξj1(ξn ≤ 1)1(ξj ≤ 1)
)
≤ λ2E (ξ2n1(ξn ≤ 1)) 12 E (ξ2j1(ξj ≤ 1)) 12
≤ λ2en(Λξ(1)−δ)e 12 (j−n)(Λξ(1)−δ)
for every j ≥ n+ 1 for large n. The obtained estimates imply (6.14). ✷
Proof of Lemma 6.4. We only prove the first inequality of (6.16). Obviously,
|Y¯2| ≤
∞∑
n=1
|Yn2 − Yn−1,2|. (6.57)
Suppose that α ∈ (0, 1). Then (x+ y)α ≤ xα + yα for every x, y ≥ 0. Thus
E
(|Y¯2|α) ≤ ∞∑
n=1
E (|Yn2 − Yn−1,2|α) .
The terms of the series are finite by (3.11), and by (3.12), there exists δ > 0 such that
E (|Yn2 − Yn−1,2|α) ≤ e−nδ (6.58)
for large n. Thus E
(|Y¯2|α) <∞. Let now α ≥ 1. By Minkowski’s inequality,
E
(|Y¯2|α) 1α ≤ ∞∑
n=1
E (|Yn2 − Yn−1,2|α)
1
α .
The right hand side is finite by (3.11) and (6.58) so that E
(|Y¯2|α) <∞. ✷
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