Proof: Let P + = P∩h + and a be the point of maximum distance of P + from h, where h + denotes the positive half space induced by h.
Let C = h ∩ P. By the convexity of P, the pyramid R = CH(C ∪ {a}) is contained inside P, where CH(S ) denotes the convex-hull of S . We explicitly compute the volume of R for the sake of completeness. To this end, let s be the segment connecting a to its projection on h, and let α denote the length of s. Parameterizing s by the interval [0, ρ − ], let C(t) denote the intersection of the hyperplane passing through s(t) and R, where s(0) = a, and s(t) ∈ h. Clearly, Vol(C(t)) = (t/ d be a convex body. Let µ = Vol(P). Then ω(P) ≥ µ/d and P contains a ball of radius µ/(2d 2 ).
Proof: By Lemma 19.1.3, any hyperplane cut P in a set of volume at most d. Thus, µ = Vol(P) ≤ ω(P)d. Namely, ω(P) ≥ µ/d.
Next, let E be the largest volume ellipsoid that is contained inside P. By John's theorem, we have that P ⊆ dE. Let α be the length of the shortest axis of E. Clearly, ω(P) ≤ 2dα, since ω(dE) = 2dα. Thus 2dα ≥ µ/d. This implies that α ≥ µ/(2d 2 ). Thus, E is an ellipsoid with its shortest axis is of length α ≥ µ/(2d 2 ). In particular, E contains a ball of radius α, which is in turn contained inside P.
In Lemma 19.1.4 we used the fact that r(P) ≥ ω(P)/(2d) (which we proved using John's theorem), where r(P) is the radius of the largest ball enclosed inside P. Not surprisingly, considerably better bounds are known. In particular, it is known that ω(P)/(2 √ d) ≤ r(p) for add dimension, and [GK92] . Plugging this fact into the proof of Lemma 19.1.4, will give us slightly better result. Proof: Let B be the minimum axis-parallel box containing S , and let s and t be the points in S that define the longest edge of B, whose length is denoted by l. By the diameter definition, st ≤ diam(S ), and clearly, diam(S ) ≤
Approximating the Diameter
The points s and t are easily found in O(nd) time.
Alternatively, pick a point s ∈ S , and compute its furthest point t ∈ S . Next, let a, b be the two points realizing the diameter. We have diam(S ) = ab ≤ as + s b ≤ 2 s t; . Thus, s t is 2-approximation to the diameter of P. 
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, where B opt is the minimum volume bounding box of P.
Furthermore, there exists a vector
Proof: By using the algorithm of Lemma 19.2.1 we compute in O(n) time two points s, t ∈ P which form a 2-approximation of the diameter of P. For the simplicity of exposition, we assume that st is on the x d -axis (i.e., the line ≡ ∪ x (0, . . . , 0, x)), and there is one point of S that lies on the hyperplane h ≡ x d = 0, an that x d ≥ 0 for all points of P.
Let Q be the orthogonal projection of P into h, and let I be the shortest interval on which contain the projection of P into s .
By recursion, we can compute a bounding box B of Q in h. Let the bounding box be B = B ×I. Note, that in the bottom of the recursion, the point-set is one dimensional, and the minimum interval containing the points can be computed in linear time.
Clearly, P ⊆ B, and thus we only need to bound the quality of approximation. We next show that Vol(B) ≥ Vol(P)/c d , where C = CH(P), and
We prove this by induction on the dimension. For a point p ∈ C , let p be the line parallel to x d -axis passing through p. Let L(p) be the minimum value of x d for the points of p lying inside C, and similarly, let U(p) be the maximum value of x d for the points of p lying inside C.
is a convex function, being the difference between a convex and a concave function. In particular, γ(·) induces the following convex body
Clearly, Vol(U) = Vol(C). Furthermore, γ((0, . . . , 0)) ≥ st and U is shaped like a "pyramid" its base is on the hyperplane x d = 0 is the set C , and the segment [(0, . . . , 0), (0, . . . , 0, st )] is contained inside it. Thus,
by Lemma 19.1.2. Let r = |I| be the length of the projection of S into the line , we have that r ≤ 2 st . Thus,
On the other hand,
Let T be an affine transformation that maps B to the unit hypercube
2 ) contained inside T (C). The ball b contains a hypercube of sidelength 2r/
Exact Algorithms

An exact algorithm 2d
Let P be a set of points in the plane. We compute the convex hull C = CH(P). Next, we rotate to lines parallel to each other, which touches the boundary of C. This can be easily done in linear time. We can also rotate two parallel lines which are perpendicular to the first set. Those four lines together induces a rectangle. It is easy to observe that during this rotation, we will encounter the minimum area rectangle. The function those lines define, changes every time the lines changes the vertices they rotate around. This happens O(n) time. When the vertices the lines rotate around are fixed, the area function is a constant size function, and as such its minimum/maximum can be computed in linear time. Thus, the minimum volume bounding box, can be computed in O(n log n) time.
An important property of the minimum area rectangle, is that one of the edges of the convex hull lie on one of the bounding rectangle edges. We will refer to this edge as being flush. Thus, there are only n possibilities we have to check.
An exact algorithm 3d
Let P be a set of points in IR 3 , our purpose is to compute the minimum volume bounding box B opt of P. It is easy to verify that B opt must touch P on every one of its faces. In fact, consider an edge e for the bounding box B opt . Clearly, if we project the points in the direction of e into a perpendicular plane h, it must hold that the projection of B opt into this plane is a minimum area rectangle. As such, it has one flush edges, which corresponds to a flush edge of the convex hull of P that must lie on a face of B opt . In fact, there must be two adjacent faces of B opt that have flush edges of CH(P) on them.
Otherwise, consider a face f of B opt that has an edge flush on it. All the four adjacent faces of B opt do not have flush edges on them. But thats not possible, since we can project the points in the direction of the normal of f , and argue that in the projection there must be a flush edge. This flush edge, corresponds to an edge of CH(P) that lies on one of the faces of B opt that is adjacent to f .
Lemma 19.4.1 If B opt is the minimum volume bounding box of P, then it has two adjacent faces which are flush.
This provides us with a natural algorithm to compute the minimum volume bounding box. Indeed, let us check all possible pair of edges e, e ∈ CH(P). For each such pair, compute the minimum volume bounding box that has e and e as flush.
Consider the normal n of the face of a bounding box that contains e. The normal n lie on a great circle on the sphere of directions, which are all the directions that are orthogonal to e. Let us parameterize n by a point on this normal. Next, consider the normal n to the face that is flush to e . Clearly, n is orthogonal both to e and n. As such, we can compute this normal in constant time. Similarly, we can compute the third direction of the bounding box using vector product in const time. Thus, if e and e are fixed, there is one dimensional family of bounding boxes of P that have e and e flush on them, and comply with all the requirements to be a minimum volume bounding box.
It is now easy to verify that we can compute the representation of this family of bounding boxes, by tracking what vertices of the convex-hull the bounding boxes touches (i.e., this is similar to the rotating calipers algorithm, but one has to be more careful about the details). This can be done in linear time, and as such, one con compute the minimum volume bounding box in this family in linear time. Doing this for all pair of edges, results in O(n 3 ) time algorithm, where n = |P|.
Theorem 19.4.2 Let P be a set of n points in IR 3 . One can compute the minimum volume bounding box of P in O(n 3 ) time.
Approximating the Minimum Volume Bounding Box in Three Dimensions
Let P be a set of n points in IR 3 , and let B opt denote the minimum volume bounding box of P. We remind the reader, that for two sets A and B in IR 3 . The Minkowski sum of A and B is the set
Let B = B(P) be the bounding box of P computed by Lemma 19.3.1, and let B ε be a translated copy of ε c B centered at the origin, where c is an appropriate constant to be determined shortly. In addition, define Q = CH(P) ⊕ B ε and G = G( 1 2 B ε ) denote the grid covering space, where every grid cell is a translated copy of B ε /2. We approximate P on G. For each point p ∈ P let G(p) be the set of eight vertices of the cell of G that contains p, and let S G = ∪ p∈S G(p). Define P = CH(S G ). Clearly, CH(P) ⊆ P ⊆ Q. Moreover, one can compute P in O(n + (1/ε 2 ) log (1/ε)) time. On the other hand, P ⊆ B ⊕ B ε . The latter term is a box which contains at most k = 2c/ε + 1 grid points along each of the directions set by B, so k is also an upper bound for the number of grid points contained by P in each direction. As such, the convex hull of CH(P) is O(k 2 ), as every grid line can contribute at most two vertices to the convex hull. Let R the set of vertices of P. We next apply the exact algorithm of Theorem 19.4.2 to R. Let B denote the resulting bounding box.
It remains to show that B is a (1 + ε)-approximation of B opt (P). Let B ε opt be a translation of To recap, the algorithm consists of the four following steps:
1. Compute the box B(P) (see Lemma 19.3.1) in O(n) time.
2. Compute the point set S G in O(n) time.
3. Compute P = CH(S G ) in O(n+(1/ε 2 ) log (1/ε)) time. This is done by computing the convex hull of all the extreme points of S G along vertical lines of G. We have O(1/ε 2 ) such points, thus computing their convex hull takes O((1/ε 2 ) log(1/ε)) time. Let R be the set of vertices of P. Theorem 19.5.1 Let P be a set of n points in IR 3 , and let 0 < ε ≤ 1 be a parameter. One can compute in O(n + 1/ε 6 ) time a bounding box B(P) with Vol(B(P)) ≤ (1 + ε) Vol(B opt (P)).
Note that the box B(S ) computed by the above algorithm is most likely not minimal along its directions. The minimum bounding box of P homothet of B(S ) can be computed in additional O(n) time.
Bibliographical notes
Our exposition follows roughly the work of Barequet and Har-Peled [BH01] . However, the basic idea, of finding the diameter, projecting along it and recursively finding a good bounding box on the projected input, is much older, and can be traced back to the work of Macbeath [Mac50] .
For approximating the diameter, one can find in linear time a (1/ √ 3)-approximation of the diameter in any dimension; see [EK89] .
The rotating calipers algorithm (Section 19.4.1) is due to Toussaint [Tou83] . The elegant extension of this algorithm to the computation of the exact minimum volume bounding box algorithm is due to O'Rourke [O'R85].
Lemma 19.3.1 is (essentially) from [BH01] . The current constants in Lemma 19.3.1 are unreasonable, but there is no reason to believe they are tight.
Conjecture 19.6.1 The constants in Lemma 19.3.1 can be improved to be polynomial in the dimension.
Coresets. One alternative approach to the algorithm of Theorem 19.5.1 is to construct G using B ε /2 as before, and picking from each non-empty cell of G, one point of P as a representative point. This results in a set S of O(1/ε 2 ) points. Compute the minimum volume bounding box S using the exact algorithm. Let B denote the resulting bounding box. It is easy to verify that (1+ε)B contains P, and that it is a (1 + ε)-approximation to the optimal bounding box of P. The running time of the new algorithm is identical. The interesting property is that we are running the exact algorithm on on a subset of the input.
