Many Information Theoretic Measures have been proposed for a quantitative assessment of causality relationships. While Gourieroux, Monfort and Renault (1987) has introduced the so-called "Kullback causality measure", Schreiber (2000) has rediscovered it with a special focus on Granger causality and coined it "transfer entropy". Both papers measure causality in the context of Markov processes. One contribution of this paper is to set the focus on the interplay between measurement of (non)-Markovianity and measurement of Granger causality. Both of them can be framed in terms of prediction: how much the forecast accuracy is deteriorated when forgetting some relevant conditioning information? In this paper we argue that this common feature between (non)-Markovianity and Granger causality have led people to overestimate the amount of causality because what they consider as a causality measure may also convey a measure of the amount of (non)-Markovianity. We set a special focus on the design of measures that properly disentangle these two components. Furthermore, this disentangling leads us to revisit the equivalence between the Sims and Granger concepts of non-causality.
