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A priori, there exists no preferential temporal direction as microscopic physical laws are time-symmetric.
Still, the second law of thermodynamics allows one to associate the ‘forward’ temporal direction to a posi-
tive entropy variation in a thermodynamic process, and a negative variation with its ‘time-reversal’ counterpart.
This definition of a temporal axis is normally considered to apply in both classical and quantum contexts. Yet,
quantum physics admits also superpositions between forward and time-reversal processes, thereby seemingly
eluding conventional definitions of time’s arrow. In this work, we demonstrate that a quantum measurement
of entropy can distinguish the two temporal directions, effectively projecting such superpositions of thermo-
dynamic processes onto the forward (time-reversal) time-direction when large positive (negative) values are
measured. Remarkably, for small values (of the order of plus or minus one), the amplitudes of forward and
time-reversal processes can interfere, giving rise to entropy distributions featuring a more or less reversible pro-
cess than either of the two components individually, or any classical mixture thereof. Finally, we extend these
concepts to the case of a thermal machine running in a superposition of the heat engine and the refrigerator
mode, illustrating how such interference effects can be employed to reduce undesirable fluctuations.
In spite of it being seemingly straightforward, physics is
still nowadays seeking to provide a comprehensive under-
standing of the apparent passage of time [1]. The concept
of time is intimately related to the observation of a change in
physical systems. However, the recognition that, at their most
fundamental level, all physical systems obey time-reversal
laws led to the realization that systems’ evolutions do not in-
trinsically differentiate between forward and backward time
directions. Attempts to uphold with physical arguments the
evidence of the time flow are being made on multiple fronts,
mainly on the basis of empirical observations: we see that en-
tropy increases (thermodynamic time’s arrow), that the uni-
verse expands (cosmological time’s arrow), that causes al-
ways precede their effects (causal time’s arrow). Likewise,
there have been several proposals as to the explanation of the
time’s arrow in a quantum-mechanical contexts [2–6]. The
peculiarity of the quantum framework is that it enables for
processes to be placed in quantum superposition. Applied
to the notion of time’s arrow, this implies that quantum me-
chanics may enable the superposition of forward-in-time and
backward-in-time processes. This raises the question of how
the orientation of the quantum arrow of time can be estab-
lished according to either of the definitions of time’s arrow
listed above. To answer this question from the thermody-
namic perspective, in this work we extend the notion of ther-
modynamic arrow of time to encompass the quantum nature
of superpositions between forward and time-reversal thermo-
dynamic processes, and we study how a definite thermody-
namic arrow of time arises. We then also investigate the role
of quantum interference in the definition of such a time’s ar-
row, and we apply our results to the more concrete scenario
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of quantum-thermodynamic engines. Our investigations bear
a conceptual similarity with the field of indefinite quantum
causality, wherein the order of operations is placed in a quan-
tum superposition [7–9]. In the present case, however, instead
of exploring causal superpositions between different orders of
operations, we analyse superpositions of inverse temporal di-
rections of thermodynamic processes.
In thermodynamics, the time’s arrow is justified by the sec-
ond law of thermodynamics, according to which the entropy
in a closed system can only either increase, or remain con-
stant. Consequently, one might think that observations of en-
tropy changes are all we need to distinguish the past from the
future: an increase in entropy shall be identified with the di-
rection of time ‘forward’, while a decrease in entropy with its
‘time-reversal’ counterpart. However, for a microscopic sys-
tem, fluctuations blur the direction of the time’s arrow, and
the time flow is only defined on average. This can be best ex-
plained in terms of a ‘guessing the time directionality game’
which was introduced by C. Jarzynski in Ref. [10]. There,
the author supposes to record the motion of a thermodynamic
process, and then to toss a coin. Depending on the outcome
of the coin, he shows to the reader the movie in the order in
which it took place, or in the time-reversal one. For a macro-
scopic system, the optimal guessing strategy follows from the
second law of thermodynamics: if 〈W 〉 > ∆F , the movie
proceeds in the correct order, while if 〈W 〉 < ∆F , the movie
is being run backwards. Here, 〈W 〉 is the average work per-
formed on the system and ∆F the difference in free energies
of the thermodynamic states at the beginning and at the end
of the movie. However, for a microscopic system, the author
shows that the optimal guessing strategy exploits the so-called
‘fluctuation theorems’ [11–14], together with Bayesian prob-
abilistic reasoning [15, 16]. We review this study briefly in
the Suppl. Note I.
In one of its most famous versions [17, 18], the fluctua-
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2tion theorem describes the fluctuations of the dissipative work
Wdiss = W − ∆F associated to the observation of a partic-
ular value of W in a single realization of a non-equilibrium
thermodynamic process (i.e., a single shot of the movie):
P (+W )
P˜ (−W ) = e
βWdiss , (1)
where P (+W ) represents the probability that a workW is in-
vested along the forward thermodynamic evolution, whereas
P˜ (−W ) is the probability linked to recovering the same
amount of work along the time-reversal evolution. Further-
more, the dissipative workWdiss is the work invested in a ther-
modynamic transformation between equilibrium states hav-
ing a free energy difference ∆F , which cannot be recovered
by reversing the process. The relation to the entropy pro-
duction ∆Stot in the process is established through the re-
lation: ∆Stot = βWdiss, β = (kBT )−1 being the inverse
temperature, with kB being the Boltzmann constant and T the
temperature of the equilibrium states. From this equation, it
follows that both the probability of entropy-decreasing events
(βWdiss < 0) in the forward evolution, and that of entropy-
increasing ones (βWdiss > 0) using the time-reversal dynam-
ics vanish exponentially with the size of the entropy variation:
P (βWdiss < −ξ) ≤ e−ξ, (2a)
P˜ (βWdiss > +ξ) ≤ e−ξ, (2b)
for any ξ ≥ 0. In other words, large entropy-reduction events
are unlikely in the forward evolution, while large entropy-
production events are unlikely in the time-reversal one. In-
terestingly, it is evidenced that, when βWdiss is of the order of
one, it is inherently impossible to tell in which of the two or-
ders the process has occurred. In this region, the directionality
of time flow cannot be inferred, and the time’s arrow is, so to
say, blurred. The temporal directionality is then reestablished
for β|Wdiss|  1.
In this work, we explore what determines the arrow of time
in the quantum framework, in which a priori not only the pro-
cesses in the forward and time-reversal directions are realiz-
able, but also arbitrary superpositions therefrom. After con-
structing such superpositions (Section I A) and the mathemat-
ical framework for their evaluation (Section I B), we will show
that, in the quantum case, analogously to the classical one,
quantum measurements of work (or, equivalently, entropy)
can distinguish the past from the future: when the measured
dissipative work equals βWdiss  1, the superposition is ef-
fectively projected onto the forward process, whereas when
βWdiss  −1, it is effectively projected onto the time-reversal
one, hence recovering the thermodynamic arrow of time in the
quantum framework (Section I C). However, when β|Wdiss| is
of the order of one, the forward and the time-reversal thermo-
dynamic processes can quantum mechanically interfere, re-
sulting in a work probability distribution describing work fluc-
tuations which have no classical counterpart. More precisely,
in the case of interference, the probabilities take on values
which cannot be obtained by any classical (convex) mixture
of the forward and the time-reversal processes (Section I D).
Finally, extending our approach, we examine a quantum su-
perposition of a work-extracting heat engine and power-driven
refrigerator, and we show that such a device can achieve effi-
ciencies which no thermal process acting probabilistically as
one or the other engine could accomplish (Section I E).
I. RESULTS
A. Superposition of forward and time-reversal dynamics
We start by defining the framework used to characterize
thermodynamic processes and work fluctuations. First, we
will introduce all the necessary elements to formally construct
a state representing the quantum superposition of a thermody-
namic process evolving in the forward temporal direction, and
one evolving in the time-reversal direction. Then, we will dis-
cuss how to characterize work and entropy production fluc-
tuations in such superposition states using an extended two-
point-measurement (TPM) scheme, and we illustrate how the
outcomes achieved through processes with well-defined time
directions can be recovered inside our framework.
We consider a thermodynamic system S being, in both for-
ward and time-reversal processes, initially in equilibrium with
a thermal reservoir at inverse temperature β. The process oc-
curring in the forward direction will be realized by a quench
U(t, 0) induced by the time-dependent Hamiltonian H
(
λ(t)
)
executing a controlled protocol Λ ≡ {λ(t); 0 ≤ t ≤ τ} in the
time-frame t ∈ [0, τ ]. Its time-reversal twin will be described
by a quench U˜(τ − t, 0) associated to the implementation of
the time-reversal protocol Λ˜ ≡ {λ˜(τ − t); 0 ≤ t ≤ τ}, where
λ˜ is the time-reversed control parameter (associated to the par-
ity of the Hamiltonian parameters under time-reversal). The
micro-reversibility principle for non-autonomous systems es-
tablishes a strong relation between forward and time-reversal
quenches lying at the core of fluctuation theorems [13, 19]:
U˜(τ − t, 0) = ΘU†(τ, t) Θ†, (3)
where Θ denotes the (anti-unitary) time-reversal operator act-
ing on the system’s Hilbert space, which flips the sign of
observables with odd parity under time-reversal. This op-
erator verifies the relations Θ 1i = −1iΘ, and Θ Θ† =
Θ†Θ = 1. In our configuration, the micro-reversibility
principle (3) holds whenever the system Hamiltonian verifies
ΘH
(
λ(τ − t))Θ† = H(λ˜(τ − t)).
In order to describe superpositions of forward and time-
reversal processes, the initial equilibrium states of the sys-
tem S can be purified by including the environment E in the
description (where the environment may include the thermal
reservoir as well as other relevant degrees of freedom which
get entangled with the system). These purifications are not
unique, and they can be represented by joint states of the sys-
tem and the environment of the form
|ψ0〉S,E =
∑
k
√
e−βE
(0)
k
Z0
|E(0)k 〉S |ε(0)k 〉E , (4a)
3|ψ˜0〉S,E =
∑
k
√
e−βE
(τ)
k
Zτ
Θ|E(τ)k 〉S |ε(τ)k 〉E , (4b)
whereE(0)k andE
(τ)
k are the eigenvalues of the Hamiltonian at
times t = {0, τ}, i.e., H[λ(0)] and H[λ(τ)], whereas |E(0)k 〉S
and |E(τ)k 〉S are the corresponding eigenvectors (for the sake
of brevity, we will henceforth omit the subscript S in the
system’s energy eigenvectors). Furthermore, |ε(0)k 〉E , |ε(τ)k 〉E
represent the set of states of the environmental degree of free-
dom at initial and final times, which can always be chosen as
sets of orthogonal states.
The state |ψ0〉S,E above corresponds to the initial state
of the process evolving in the forward direction, whereas
|ψ˜0〉S,E is the initial state of the process which takes
place in the time-reversal fashion. Notice that, by trac-
ing out the environmental degrees of freedom, we re-
cover the corresponding Gibbs thermal states for the sys-
tem ρth0 ≡ TrE
(|ψ0〉〈ψ0|S,E) = e−βH[λ(0)]/Z0 and ρ˜th0 ≡
TrE
(|ψ˜0〉〈ψ˜0|S,E) = Θ e−βH[λ(τ)]Θ†/Zτ = e−βH[λ˜(τ)]/Zτ ,
being Z0 = Tr
(
e−βH[λ(0)]
)
, and Zτ = Tr
(
e−βH[λ(τ)]
)
the
partition functions.
Moreover, we introduce a control system C whose two or-
thogonal states {|0〉C , |1〉C} govern the evolution of the pro-
cess in the two temporal directions. This is a quantum ana-
logue of the coin tossed to decide classically which process to
run (forward or time-reversal). We thus entangle each orthog-
onal control state to one of the initial states in Eqs. (4). The
overall initial state of system, environment and control then
reads:
|Ψ0〉S,E,C = α0 |ψ0〉S,E ⊗ |0〉C + α1 |ψ˜0〉S,E ⊗ |1〉C , (5)
with arbitrary coefficients α0, α1 ∈ C, |α0|2 + |α1|2 = 1.
If, subsequently, in each branch of the superposition (5) the
forward and time-reversal quenches are respectively applied,
the evolved state at some arbitrary instant of time t ∈ [0, τ ] is
given by |Ψ(t)〉S,E,C = α0
[
U(t, 0)⊗1E,C
]|ψ0〉S,E⊗|0〉C+
α1|
[
U˜(t, 0) ⊗ 1E,C
]|ψ˜0〉S,E ⊗ |1〉C . In this expression, the
first and the second amplitudes correspond to the forward and
the time-reversal directions, respectively, and we assumed that
the system does not interact with the environment and the con-
trol during the timescale of the quenches [37]. Taking a gas
enclosed in a vessel as an example, the state above can de-
scribe a superposition of the following two processes: i. a
process wherein the gas particles are initially in thermal equi-
librium confined in one half of the vessel by a piston, and the
piston is pulled outwards, and ii. the reverse process, in which
the piston is pushed towards the gas, starting from an initial
state where the gas occupies the entire vessel in thermal equi-
librium.
B. Extended Two-Point Measurement Scheme
We will now measure the work of the system undergo-
ing the above-mentioned superposition of forward and time-
reversal dynamics. In order to implement such a measure-
ment, we formally construct a procedure described by a set
of measurement operators forming a completely positive and
trace-preserving (CPTP) map. In this regard, we will re-
fer to a standard TPM procedure to measure work in quan-
tum thermodynamic processes [13]. Extensions of the TPM
in quantum setups have recently received increasing atten-
tion [20–23]. Our procedure can be seen as a generalization
of the TPM scheme to situations where different thermody-
namic processes are allowed to be superposed, and may con-
sequently interfere.
In the TPM scheme, work is defined as the energy differ-
ence between the initial and final states of the system, which
are measured through ideal projective measurements of the
system Hamiltonian implemented before and after the ther-
modynamic process associated to the protocol Λ [24]. This
measurement scheme can be performed, individually, both
for the forward and the time-reversal processes, enabling the
construction of the work probability distributions P (W ) and
P˜ (W ), respectively.
As far as the forward process is concerned, the prob-
ability to observe a transition |E(0)n 〉 → |E(τ)m 〉 is given
by pn,m = pm|n p
(0)
n , where p
(0)
n = e−βE
(0)
n /Z0 is the
probability of observing the energy E(0)n at t = 0, and
pm|n =
∣∣∣〈E(τ)m |U(τ, 0)|E(0)n 〉∣∣∣2 is the conditional probabil-
ity of measuring E(τ)m at t = τ after having measured E
(0)
n
at the beginning of the process. Similarly, for the time-
reversal process one has p˜m,n = p˜n|m p˜
(0)
m , where p˜
(0)
m =
e−βE
(τ)
m /Zτ is the probability to obtain the energy E
(τ)
m at
the beginning of the time-reversal process, and p˜n|m =∣∣∣〈E(0)n |Θ†U˜(τ, 0)Θ|E(τ)m 〉∣∣∣2 is the corresponding conditional
probability for observing the inverse transition Θ |E(τ)m 〉 →
Θ |E(0)n 〉 given that one obtained E(τ)m in the first measure-
ment. The micro-reversibility principle in Eq. (3) relates the
conditional probabilities in the forward and time-reversal pro-
cesses as p˜n|m = pm|n [13, 19].
The TPM scheme allows one to compute the stochastic
work invested by the external driver in a single realization
of the protocol Λ, Wn,m ≡ E(τ)m − E(0)n , associated to the
outcomes of initial and final energy measurements. Its proba-
bility distribution reads:
P (W ) =
∑
n,m
pn,m · δ(W −Wn,m). (6)
Analogously, the probability distribution associated to the
work invested in the time-reversal protocol, W˜n,m = E
(0)
n −
E
(τ)
m = −Wn,m, is given by:
P˜ (W ) =
∑
n,m
p˜n,m · δ(W − W˜n,m). (7)
Hereafter, we consider an extension of the TPM scheme in
which we include energy measurements at t = 0 and t = τ
in both branches of the superposition between a forward and
4Figure 1 Schematic representation of a superposition of a forward
thermodynamic quench with its time-reversal counterpart. A
thermodynamic system S is coupled to a control system C. Depending on
the state of the control system, |0〉C ) or |1〉C , the system S is initially
prepared in a thermal state of the initial or final Hamiltonians, H(0) and
H(τ), respectively. It is then sent through a thermodynamic quench U(t, 0)
or its time reversal U˜(t, 0) in the time-frame t ∈ [0, τ ]. Before and after
each quench, the system’s energy is measured. The measurement outcomes
E
(0)
n and E
(τ)
m are found when the control system is in |0〉C , whereas the
outcomes E(0)m and E
(τ)
n are obtained when the control system is in |1〉C .
After a second thermalisation with the environment, the control is measured
in the basis
{|±〉C = (|0〉C ± |1〉C)/√2} .
a time-reversal processes, as illustrated in Fig. 1. More pre-
cisely, starting with the initial state in Eq. (5), and condi-
tionally on the control state, we consider the application of
the projectors |E(0)n 〉 〈E(0)n | and Θ |E(τ)m 〉 〈E(τ)m |Θ† to the ini-
tial states |ψ0〉S,E and |ψ˜0〉S,E , respectively. Subsequently,
the unitary quenches U(τ, 0) and U˜(τ, 0) are implemented
in each branch, after which the projectors |E(τ)m 〉 〈E(τ)m | and
Θ |E(0)n 〉 〈E(0)n |Θ† are respectively applied. Consequently,
given the outcomes E(0)n and E
(τ)
m , a work Wn,m is invested
in the forward-dynamics branch by applying the protocol Λ,
whereas the work invested in its time-reversal counterpart Λ˜
is W˜n,m = −Wn,m (that is, the same amount of work as in
the forward dynamics is here extracted).
The operator representing the application of the scheme
through which the work W is obtained can be written as:
MW =
∑
n,m
[
|E(τ)m 〉〈E(τ)m |U(τ, 0)|E(0)n 〉〈E(0)n | ⊗ 1E ⊗ |0〉〈0|C
+ Θ|E(0)n 〉〈E(0)n |Θ†U˜(τ, 0)Θ|E(τ)m 〉〈E(τ)m |Θ† ⊗ 1E ⊗ |1〉〈1|C
]
· δ(W −Wn,m). (8)
The set of operators {MW } forms a CPTP map, E(ρ) ≡∫
dWMW ρM
†
W , acting on the composite S,E,C system
and fulfilling
∫
dWM†WMW = 1. The map E describes
the average effect of the measurement scheme on an arbi-
trary initial state of the composite system ρ, while the oper-
ations EW (ρ) ≡ MW ρM†W provide the probability P(W ) ≡
Tr[EW (ρ)] to measure the work W .
It is important to stress that the operations EW preserve
the coherence between the forward and time-reversal ther-
modynamic processes. Indeed, performing a standard quan-
tum measurement on the process would destroy the coher-
ence, as it would reveal the time at which the measurement
has been performed, and, from this, also whether the outcome
Em was observed before (in the forward process) or after the
outcome En (in the time-reversal process). In other words,
such a measurement would reveal the time direction, and it
would be equivalent to the projection of the control qubit in
the basis
{|0〉C , |1〉C}. However, there exist also measure-
ment schemes in which the result is encoded in an auxiliary
system through its entanglement with the measured system,
and the result is then read only at the end of the whole evo-
lution, thereby preserving its coherence. Such a measurement
scheme was recently used to measure the system undergoing
superposition of causal orders [25].
In order to evaluate the work probability distribution in the
extended TMP scheme, it is also crucial to take into account
the mutual phases between the conditional probabilities. We
thus write, in general
〈E(τ)m |U(τ, 0)|E(0)n 〉 := √pm|n eiΦn,m , (9a)
〈E(0)n |U†(τ, 0)|E(τ)m 〉 :=
√
p˜n|m e−iΦ˜m,n , (9b)
and we notice that√
p˜m|ne−iΦ˜m,n = 〈E(0)n |U†(τ, 0)|E(τ)m 〉
=
(√
pn,m e
iΦn,m
)∗
=
√
pn|m e−iΦn,m ,
from which we get Φn,m = Φ˜m,n, since p˜m|n = pn|m.
We now consider the concatenation of the operation MW
with a projection of the control qubit onto an arbitrary state
|ξ〉C . By applying this sequence of operations to the initial
state in Eq. (5), we derive the (unnormalized) state of the com-
posite system associated to the work outcome W and projec-
tion of the control qubit onto |ξ〉C :
|ΨξW 〉S,E,C ≡
(
1S,E ⊗|ξ〉〈ξ|C
)◦MW |Ψ0〉S,E,C = |Ξξ0〉+|Ξξ1〉 ,
(10)
where we identified the two branches of the superposition cor-
responding to the forward (|Ξξ0〉) and the time-reversal dy-
namics (|Ξξ1〉). They read, respectively:
|Ξξ0〉 = α0〈ξ|0〉
∑
n,m
√
pn,m e
iΦn,m |E(τ)m 〉 |ε(0)n 〉E |ξ〉C
· δ(W −Wn,m), (11a)
|Ξξ1〉 = α1〈ξ|1〉
∑
n,m
√
pn,m e
−iΦn,m Θ|E(0)n 〉 |ε(τ)m 〉E |ξ〉C
e−
β
2 (Wn,m−∆F ) · δ(W −Wn,m), (11b)
where, in the second equation, we made use of p˜n,m =
pn,m e
−β(Wn,m−∆F ) (see Suppl. Note II.), and of the relation
between the forward and time-reversal phases Φ˜m,n = Φn,m.
The joint probability of measuring the workW and project-
ing the control state onto |ξ〉C is hence given by P(ξ,W ) =∣∣∣∣|ΨξW 〉S,E,C∣∣∣∣2. Furthermore, from the joint probabilitiesP(ξ,W ), one can obtain the conditional ones Pξ(W ) :=
P(W |ξ) = P(ξ,W )/P(ξ), which we will hereafter refer to
as ‘post-selected work probability distributions’, and where
P(ξ) = ∫ dW P(ξ,W ). By introducing the notation qξ0 =
5|α0|2
∣∣〈ξ|0〉∣∣2/P(ξ) and qξ1 = |α1|2∣∣〈ξ|1〉∣∣2/P(ξ), we can
rewrite Pξ(W ) as:
Pξ(W ) = qξ0 P (W ) + qξ1 P˜ (−W ) + 2Re
(
Iξ(W )
)
, (12)
where we identified the probability distributions for the work
in the forward process P (W ), and in the time-reversal one
P˜ (−W ) as given in Eqs. (6)-(7), respectively. From this, we
obtain the interference term:
Iξ(W ) =
α∗0α1〈0|ξ〉〈ξ|1〉
P(ξ)
∑
n,m
∑
n′,m′
√
pn,m pn′,m′ (13)
e−
β
2 (Wn′,m′−∆F ) e−i(Φn,m+Φn′,m′ ) 〈E(τ)m |Θ |E(0)n′ 〉
〈ε(0)n |ε(τ)m′ 〉 · δ(W −Wn,m) δ(W −Wn′,m′).
The functional dependence of Pξ(W ) on W consists of two
parts: i. an “incoherent” part, reflecting the fact that each work
value W obtained in the scheme is compatible with running
the process in one or the other temporal direction with a given
probability (i.e., investing the work W when running the pro-
tocol Λ, and extracting the same amount of work −W when
executing its time-reversal counterpart Λ˜), and ii. a “coher-
ent” part, which is a genuinely quantum feature arising from
the superposition of the two temporal directions of the quench.
We recall that, from a quantum-mechanical perspective,
there is, a priori, no preferential temporal direction. More-
over, in the case |α0| = |α1| = 1/
√
2, the forward state |Ξξ0〉
and the time-reversal one |Ξξ1〉 in Eqs. (11) have the same am-
plitudes in the superposition. However, as in the standard sce-
nario of well-defined temporal directions (see Suppl. Note I.),
one may use the properties of the work probability distribution
Pξ(W ) together with Bayesian reasoning to infer the time’s
arrow of the thermodynamic process. As we will see shortly,
in some cases, the thermodynamic time’s arrow can be deter-
mined even in a single realization of the process, which effec-
tively projects the state |ΨξW 〉S,E,C onto either its forward or
its time-reversal component.
C. Effective Projection onto a Definite Time’s Arrow
In the following, we demonstrate that measuring work val-
ues such that W − ∆F  β−1, or W − ∆F  −β−1, in
single realizations of the extended TPM scheme effectively
results in projecting the state |ΨξW 〉S,E,C in Eq. (10) onto ei-
ther the forward or the time-reversal components in Eqs. (11)
(i.e., |Ξξ0〉 or |Ξξ1〉, respectively). In order to show this, we con-
sider the probabilities for the superposition state |ΨξW 〉S,E,C
to be found in either || |Ξξ0〉 ||2 or || |Ξξ1〉 ||2, respectively. In
particular, we notice that the term || |Ξξ1〉 ||2 is upper bounded
by
|| |Ξξ1〉 ||2 = |α0|2
∣∣〈ξ|0〉∣∣2∑
n,m
pn,m e
−β(Wn,m−∆F )
· δ(W −Wn,m) 6 e−βWdiss
∑
n,m
pn,m = e
−βWdiss , (14)
where we used the fact that |α0|2
∣∣〈ξ|0〉∣∣2 6 1, and∑
n,m pn,m = 1. Consequently, in the limit βWdiss  1,
we have || |Ξξ1〉 ||2 ≈ 0, and hence || |Ξξ0〉 ||2 ≈ 1, that is,
|ΨξW 〉S,E,C ' |Ξξ0〉. Indeed, applying the detailed fluctuation
theorem in Eq. (1) to Eq. (12), we obtain:
Pξ(W ) = P (W )
(
qξ0 + q
ξ
1e
−βWdiss)+2Re(Iξ(W ))
≈ qξ0 P (W ), (15)
where we made use of the fact that Iξ(W ) ∝ e−βWdiss/2.
Therefore, we obtained that, whenever one performs a mea-
surement of the work in the extended TPM scheme and ob-
serves W − ∆F  β−1 (or, equivalently, ∆S = βWdiss 
1), the state of the system is projected onto the forward com-
ponent of the quantum superposition without measuring the
control qubit (similarly to what one would obtain, had one
projected the joint state |Ψ(t)〉S,E,C through a projective mea-
surement |0〉〈0|C on the control system, and subsequently ob-
served the work value W ). The probability to observe this
work value in the extended TPM scheme is given by Eq. (15).
Analogously, whenever the result of the extended TPM
scheme is such that W − ∆F  −β−1 (or, equivalently,
∆S = βWdiss  −1), one can neglect the term || |Ξξ0〉 ||2 ≤
eβWdiss , and thus obtain the projection |ΨξW 〉S,E ' |Ξξ1〉. In
this case, we correspondingly achieve:
Pξ(W ) = P˜ (−W )
(
qξ0e
βWdiss + qξ1
)
+2Re
(
Iξ(W )
)
≈ qξ1 P˜ (−W ). (16)
Hence, here the joint state is projected onto the time-reversal
component of the quantum superposition (as if a projective
measurement |1〉〈1|C on the control system was performed,
followed by the observation of the work value W ). Similarly
to the previous case, Eq. (16) provides the probability to get
such an outcome in an estimation of the work.
D. Interference Effects in the Work Distribution
In the previous section we observed that, for individual runs
of the process’ superposition, whenever the observed entropy
production is of the order |∆S|  1 (or, equivalently, |W −
∆F |  β−1), the system is effectively projected onto a state
with a definite thermodynamic time’s arrow. Conversely, if
the measured entropy production is |∆S| . 1 (or equivalently
|W−∆F | . β−1), the superposition state (10) resulting from
the application of the extended TPM scheme lacks a definite
time’s arrow, exhibiting interference effects.
As an illustrative example, we study the effect of interfer-
ence in the work distribution in the case of a spin- 12 system,
as illustrated in Fig. 2. In particular, in the forward quench,
the spin system is subjected to a magnetic field whose di-
rection is rotating within the x − z plane at constant angu-
lar velocity Ω around the y-axis (ω being the spin’s natural
frequency) H(Ωt) = ~ω2
[
1 + cos
(
Ωt
)
σz + sin
(
Ωt
)
σx
]
. In
the extended TPM scheme, we superpose the forward quench
and its time-reversal twin, and we project the control system
6Figure 2 Schematic representation of the two-point measurement
scheme in the forward process for our spin- 1
2
system. A spin- 1
2
particle
in the thermal state of the initial Hamiltonian is measured in its eigenbasis
{|z±〉} at time t = 0. After the action of the quench described by the
time-dependent Hamiltonian in Eq. (19), it is measured in the eigenbasis
{|x±〉} of the final Hamiltonian at time t = τ . Depending on the measured
states at the two times, the thermodynamic quench causes an energy change
∆E = 0,±~ω, with ω being the spin’s natural frequency, and ~ the reduced
Planck constant.
onto the diagonal basis
{|±〉C = (|0〉C ± |1〉C)/√2}. This
leads to the work probability distributions P±(W ), which il-
lustrates the role played by the interference term. In the limit
of a rapid quench (ω  Ω) (and hence of a large degree of
irreversibility), the distributions are presented in Fig. 3 (yel-
low and blue bars), together with the one corresponding to a
classical mixture of the forward and time-reversal processes
(turquoise bars), where here P (W ) = P˜ (−W ). While the
classical mixture displays large fluctuations in the work proba-
bility distributions, the contribution of the interference term in
P±(W ) can sharpen [P+(W )] or flatten [P−(W )] the coher-
ent work distribution, effectively increasing or decreasing the
degree of reversibility, respectively. Specifically, the probabil-
ity that the process will occur in a reversible fashion (i.e., that
W = 0) is higher for P+(W = 0) [lower for P−(W = 0)]
than for a classical mixture (see Methods-III A). Since in this
example, reversibility means adiabaticity, in the post-selected
case, we can obtain a probability distribution P+(W ) corre-
sponding to that of a slower realization of the quench. In this
sense, through our protocol, one can achieve a net “speed-up”
of the realization of an adiabatic quench.
E. Interference of cycles in a SWAP engine
Thus far, we discussed the possibility of generating a su-
perposition of two thermodynamic processes linked together
by temporal inversion, i.e., a process and its time-reversal ver-
sion. However, nothing prevents us from applying the meth-
ods developed above to a pair of generic processes, not neces-
sarily temporally related to each other. In Methods-III B, we
apply the concepts introduced above to the more practical sce-
nario of quantum thermal devices performing thermodynamic
tasks [26–29]. In particular, we superpose two processes that
correspond to two different modes of operation of a thermal
machine, namely, a heat engine and a refrigerator (see Fig. 5).
To this end, we build upon one of the simplest models of a
cyclic SWAP engine operating with just two qubits and using
W = W = 0 W = +0.0
0.2
0.4
0.6
0.8
1.0
(W)
P(W) + P( W)
2
+(W)
Figure 3 Work probability distribution for a spin-1/2 system
undergoing a superposition of forward and its time-reversal
thermodynamic process. The coherent work probabilities P±(W ) and the
work probabilities of a classical mixture
(
P (W ) + P˜ (−W ))/2 are
compared in the limit of the rapid quench ω  Ω for ϕ = pi. The results are
temperature-independent.
two thermal reservoirs at different temperatures [30].
Depending on the ratio between the energies of the two
qubits, our device can either function as a heat engine, ex-
tracting work W < 0 out of a heat current from the hot to
the cold reservoirs Qc < 0, or as a power-driven refrigerator,
extracting heat from the cold reservoir Qc > 0 at the price
of an input work W > 0. Their respective joint probabil-
ity distributions PE(W,Qc) and PR(W,Qc) for performing
work W and absorbing heat Qc are shown in Fig. 6 Panels a.-
b.. Moreover, with the use of a control qubit, one can run the
machine in a superposition of the heat-engine and the refrig-
erator modes. Upon measuring the control qubit in the diag-
onal basis {|+〉C , |−〉C}, one obtains processes whose joint
probability distributions P±(W,Qc) display interference ef-
fects, as shown in Fig. 6 Panels c.-d.. More specifically, the
interference can increase or reduce the probability of the de-
vice not performing any task (i.e., W = Qc = 0), in a way
that no convex mixture of the two processes is able to match,
P+(0, 0) > |α0|2PH(0, 0)+ |α1|2PR(0, 0) > P−(0, 0). This
implies that the interference effect inP−(W,Qc) can diminish
the probability that the machine fails to perform either of the
two tasks, effectively increasing the single-shot performance
of the resulting process. It should be noted that this enhance-
ment in performance cannot be found on average, since both
distributionsP±(W,Qc) contribute to that. However, the ben-
efit of the post-selection is, as in its standard application in
quantum information, that depending on the result obtained
on the control system, one can conditionally run the machine
with an improved performance.
II. DISCUSSION
Viewed in isolation, a thermodynamic system coupled to a
reservoir undergoes a dynamic which is generally non-unitary,
even though the joint state of the system and the environment
7evolves in a unitary, reversible fashion. Depending on whether
this dynamics involves a positive or a negative entropy change
in the system, it is possible to establish the temporal direction
of the quench which the system has been subjected to (i.e.,
the time’s arrow is aligned along the direction where the en-
tropy increases). However, in a quantum framework without
a preferential time’s arrow, there is no preliminary notion of
a forward or a time-reversal unitary evolutions. Furthermore,
it can be expected that the joint state of the system and the
environment may as well evolve in an arbitrary superposition
of the two, whereby the direction of evolution is controlled
by a further quantum system. The core questions behind this
work are i. how a definite (thermodynamic) arrow of time can
emerge in such a picture, and ii. whether forward-in-time and
backward-in-time thermodynamic processes can interfere and
what the signature of this shall be.
In this work, we showed that the coherence between the
two temporal directions is effectively lost when the entropy
change on the system is measured: the observation of a large
increase (decrease) of entropy effectively projects the system
in the forward (time-reversal) temporal direction. Conversely,
for small values of the observed entropy change (i.e., where
the dissipative work is of the order of β−1), the system and
the control display interference effects. This aspect bears im-
portant implications, insofar as, by measuring the state of the
control, the system can exhibit a work (entropy) distribution
which is classically impossible. This feature can be best ob-
served when both the forward and the time-reversal processes
are, to a high degree, irreversible (i.e., the probability of a
zero entropy variation is low). In this case, indeed, the quan-
tum superposition between the two irreversible processes can
result in a dynamics which is no longer such (i.e., the above
probability can be significantly increased due to constructive
interference). Formally, this means that when the distribu-
tion of the work P±(W ) is affected by interference effects,
this can result in a probability distribution radically different
from any classic mixture of P(W ) and P˜(−W ). As a con-
sequence, P±(W ) does not generally satisfy the fluctuation
theorem (1). This is not extremely surprising given that the
process generating P±(W ) does not verify the requirements
needed for the work fluctuation theorems. In particular, the
initial state in Eq. (5) is not a thermal state neither of the sys-
tem alone, nor of the system together with the control, and
the work performed is defined differently in the two quenches
of the superposition. Nevertheless, this violation has a cru-
cial implication: it entails that the distribution P±(W ) cannot
be generated by any thermodynamic process starting in equi-
librium with the environment, and being subsequently driven
out of it by means of any given protocol Λ. Consequently, our
procedure provides a recipe to generate thermodynamic pro-
cesses with a work probability distribution which cannot be
reproduced within the standard framework.
Finally, we also presented how the aforementioned results
can be extended beyond the case of superpositions of mutu-
ally time-reversal processes. We exemplified this by studying
the quantum superposition between two alternative thermody-
namic tasks, namely, a thermal machine running in a quantum
superposition of a heat engine, and a power-driven refrigera-
tion. In this regard, we proved that our findings can also lead
to practical implications, as interference effects can be used to
reduce undesired fluctuations, paving the way for their adop-
tion in more general contexts for enhancing the performance
of standard thermodynamic engines.
III. METHODS
A. Case Study: A Spin- 1
2
System
In this section, we detail on the interference effects
between forward and time-reversal thermodynamic evolu-
tion of a spin- 12 system. To this end, we further de-
velop the general expression of Eq. (12). Specifically, we
project the control system onto the diagonal basis |ξ〉C ={|±〉C = (|0〉C ± |1〉C)/√2}. This leads to the joint state
of the system and the environment |Ψ±W 〉S,E,C ≡
(
1S,E ⊗
|±〉〈±|C
) ◦MW |Ψ0〉S,E,C .
The corresponding post-selected work probability distribu-
tion, conditioned on the projection of the control system onto
|±〉C , reads:
P±(W ) = q±0 P (W ) + q±1 P˜ (−W ) + 2Re
(
I±(W )
)
, (17)
where the interference term I±(W ) is given by Eq. (13) with
〈0|±〉C = 1/
√
2 and 〈±|1〉C = ±1/
√
2. We recall that the
states Θ |E(0)n 〉 in the above expressions are the eigenstates of
the Hamiltonian ΘH[λ(0)]Θ† = H[λ˜(0)]. Moreover, we no-
tice that the distributionP±(W ) in Eq. (17) differs by the term
I±(W ) 6= 0 from what one would have obtained by apply-
ing the extended TPM scheme to a (classical) convex mixture
|α0|2 |0〉〈0|C ⊗ ρth0 + |α1|2 |1〉〈1|C ⊗ ρ˜th0 of the initial states.
For the outcome W = 0, the interference term in Eq. (13)
can be simplified when ∆F = 0, and the sets of eigenvalues of
the initial and final Hamiltonians coincide, i.e., E(0)n = E
(τ)
n .
In that case:
I±(W = 0) =± α
∗
0α1
2P(ξ)
∑
n,n′
√
pn,npn′,n′ e
−i(Φn,n+Φn′,n′ )
〈ε(0)n′ |ε(τ)n 〉 〈E(τ)n′ |Θ |E(0)n 〉 . (18)
As a result, it emerges that the interference effects can in-
crease (decrease) the probability of observing the work value
W = 0. This yields to a work probability distribution
P±(W ) analogous to the one potentially generated by a more
reversible (irreversible) process than the forward and time-
reversal processes themselves, or any classical mixture there-
from. We remark that the interference term I±(W ) may show
non-zero values for W 6= 0 in general, as we will see below.
We conclude by evaluating Eq. (17) in the concrete example
sketched in the main text. We consider a spin system with
natural frequency ω in a magnetic field ~λ(t) whose direction
is rotating within the x− z plane at constant angular velocity
around the y-axis:
H
[
~λ(t)
]
=
~ω
2
[
1 + ~λ(t) · ~σ
]
8=
~ω
2
[
1 + cos
(
Ωt
)
σz + sin
(
Ωt
)
σx
]
, (19)
where ~λ
(
t
)
=
(
λ0 sin
(
Ωt
)
, 0, λ0 cos
(
Ωt
))
and λ0 = 1
is the dimensionless magnetic field, and where the protocol
reads Λ = {~λ(t) ; 0 ≤ t ≤ pi/(2Ω)}. We notice that
ΘH
[
~λ(t)
]
Θ† = H[−~λ(t)], implying that the time-reversal
of the control parameter corresponds to a flip of the mag-
netic field. At the initial and final times of the protocol, the
Hamiltonian is diagonal in the {|z±〉} and {|x±〉} bases, re-
spectively. Therefore, |E(0)n 〉 = {|z±〉S}, with correspond-
ing eigenvalues E(0)n = {0, ~ω}, and |E(τ)m 〉 = {|x±〉S =
1√
2
(|z−〉S ± |z+〉S)}, with eigenvalues E(τ)m = {0, ~ω} (we
shifted the lower energy level by ~ω/2 to avoid negative en-
ergy eigenvalues). As a result, F0 = Fτ = −log
(
1 + e−β~ω
)
and Wn,m = {~ω, 0,−~ω}.
In the frame rotating around the y-axis at frequency Ω,
the Hamiltonian becomes time-independent, and the unitary
governing the evolution can be obtained straightforwardly.
Turning back to the Schro¨dinger picture, the applied unitary
U(t, 0) reads:
U(t, 0) = e−
i
2Ωσyte−
i
2 [ω (1+σz)−Ωσy ] t. (20)
This is used below to compute the work distribution.
1. Effect of Interference on Reversibility
In this subsection, we will represent the environment as a
spin- 12 system which is left unaffected during the quench. For
instance, we can assume that the purification of the thermal
states in Eqs. (4a)-(4b) read
|ψ0〉S,E =
√
1
Z0
|z−〉S |z−〉E +
√
e−β~ω
Z0
|z+〉S |z+〉E ,
(21a)
|ψτ 〉S,E =
√
1
Z0
|x−〉S |z−〉E +
√
e−β~ω
Z0
|x+〉S |z+〉E .
(21b)
Furthermore, we will assume to begin the protocol in the state
in Eq. (5) with α0 = 1/
√
2, α1 = e−iϕ/
√
2, with ϕ being a
controllable phase between the forward and the time-reversal
processes.
Next, we compute P±(W ):
P±(W = 0) = 1
2P(±)
(
p0,0 + p1,1
)
(22)
∓ 1
2
√
2P(±)
[
p0,0 cos
(
2Φ0,0 + ϕ
)
+ p1,1 cos
(
2Φ1,1 + ϕ
)]
,
where we used the fact that 〈E(τ)n′ |Θ|E(0)n 〉 = 1/
√
2 for
n = 1, n′ = 0, and 〈E(τ)n′ |Θ|E(0)n 〉 = −1/
√
2 other-
wise [38], whereas 〈ε(0)n′ |ε(τ)n 〉E = δn,n′ , and where the
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Figure 4 Work probabilities of a spin-1/2 system under the
time-dependent Hamiltonian with a varying amount ~ω of work
invested. For values of ~ω smaller or of the order of β−1 = kBT = 1/2
(kB = ~ = 1), the work probabilities P+(W = ~ω) and P−(W = ~ω)
(see Eqs. (25); turquoise and purple curves) strongly depend on the
interference terms. For values ~ω  β−1, P+(W = ~ω)+
P−(W = ~ω) (green curve) tends to the value p0,1 (yellow curve), which
is obtained by projecting the process to the forward direction and obtaining
the work difference ~ω. This illustrates that observing large work values
~ω  β−1 (~ω  −β−1) effectively projects the process onto the forward
(time-reversal) direction.
marginal probability of the control reads P(±) = 12 ±
1
2
√
2
[
p0,0 cos
(
2Φ0,0 +ϕ
)
+p1,1 cos
(
2Φ1,1 +ϕ
)]
, with p0,0 =
|〈x−|U(τ,0)|z−〉|2
1+e−β~ω , e
iΦ0,0 = 〈x−|U(τ,0)|z−〉√|〈x−|U(τ,0)|z−〉| , and p1,1 =
|〈x+|U(τ,0)|z+〉|2
1+e−β~ω e
−β~ω , eiΦ1,1 = 〈x+|U(τ,0)|z+〉√|〈x+|U(τ,0)|z+〉| . From
this result, we deduce that it is possible to observe interference
between thermodynamic processes occurring in the forward
and time-reversal temporal directions. Following the same
procedure for the cases W = ±~ω, we get
P±(W = ~ω) = p0,1
4P(±)
(
1 + e−β~ω
)
, (23a)
P±(W = −~ω) = p1,0
4P(±)
(
1 + eβ~ω
)
, (23b)
which do not feature interference. In the last expressions,
p0,1 =
|〈x+|U(τ,0)|z−〉|2
1+e−β~ω , e
iΦ0,1 = 〈x+|U(τ,0)|z−〉√|〈x+|U(τ,0)|z−〉| , and
p1,0 =
|〈x−|U(τ,0)|z+〉|2
1+e−β~ω e
−β~ω , eiΦ1,0 = 〈x−|U(τ,0)|z+〉√|〈x−|U(τ,0)|z+〉| .
We illustrate the probability distribution in Eqs. (22)-(23) in
Fig. 3 of the main text.
92. Interference Terms for Varying ±~ω
In the previous case study, we represented the environment
as a spin- 12 system which is left unmodified by the thermody-
namic quench. This caused the cancellation of all interference
terms in P±(W = ±~ω). In this subsection, on the contrary,
we suppose that the environment undergoes a spin-flip during
the quench:
|ψ0〉S,E =
√
1
Z0
|z−〉S |z−〉E +
√
e−β~ω
Z0
|z+〉S |z+〉E ,
(24a)
|ψτ 〉S,E =
√
1
Z0
|x−〉S |z+〉E +
√
e−β~ω
Z0
|x+〉S |z−〉E .
(24b)
This change results in 〈ε(0)n′ |ε(τ)n 〉E = 0, for n′ = n. For the
sake of simplicity, below we will also set ϕ = pi.
The three probabilities discussed in the previous section be-
come therefore:
P±(W = 0) = 1
2P(±)
(
p0,0 + p1,1
)
, (25)
P±(W = ~ω) = p0,1
4P(±)
[
1 + e−β~ω ±
√
2 e−
β~ω
2 cos
(
2Φ0,1
)]
,
P±(W = −~ω) = p1,0
4P(±)
[
1 + eβ~ω ∓
√
2 e
β~ω
2 cos
(
2Φ1,0
)]
,
where the marginal probability of the control is now P(±) =
1
2 ± 12√2
[
p0,1 e
− β~ω2 cos(2Φ0,1)− p1,0 e β~ω2 cos(2Φ1,0)
]
, and
where p0,0, Φ0,0, p1,1, and Φ1,1 are the same as in case study
III A 1.
In Fig. 4, we show the work probability distributions for
varying ~ω. For work values ~ω smaller than, or of the order
of β−1, we observe strong interference effect, as shown by
the difference between P+(W = ~ω) and P−(W = ~ω).
For work values ~ω  β−1, this difference vanishes, and the
probability P(W = ~ω) := P+(W = ~ω) + P−(W = ~ω)
to obtain the work value ~ω tends to the probability p0,1 of
first projecting the control system onto the forward direction,
and then obtaining the work value ~ω. This trend shows that
the observation of large work values effectively projects the
system into a well-defined temporal direction.
B. Superposing cycles in a quantum heat engine
We consider one of the simplest models of a cyclic heat
engine operating with two strokes [30]. This consists of
two qubits only, each with energy eigenstates {|0〉i , |1〉i} for
i = 1, 2, and with different energy spacing, H1 = 1 |1〉 〈1|1
and H2 = 2 |1〉 〈1|2. The engine works as follows. In the
first stroke, the qubits start in equilibrium at different inverse
temperatures β1 = 1/kBT1 and β2 = 1/kBT2, where we as-
sume β1 ≥ β2 for concreteness, and they interact through a
Figure 5 Schematic representation of the SWAP engine cycle
operating as a heat engine (Top) and as a refrigerator (Bottom). Two
qubits (circles) start the cycle in equilibrium with their corresponding
reservoirs (squares) at inverse temperature β1 and β2. Subsequently, a
SWAP operation is applied to the two systems. In the heat engine mode of
operation (Top), a work −W is extracted leading to a decrease of
temperature in the first qubit, β′1 > β1, and an increase in the second one,
β′2 < β2. The qubits are then equilibrated with their respective reservoirs,
resulting in a net transfer of heat from the hot reservoir +Qh and a release
of heat into the cold one −Qc. Vice versa, in the refrigeration mode
(Bottom), a work +W is externally supplied to overheat the first qubit
β′′1 < β1, and reduce the temperature of the second one, β
′′
2 > β2. This
leads to a final release of heat into the hot reservoir−Qh, and the absorption
of heat from the cold one +Qc, hence refrigerating it.
unitary SWAP operation of the form:
USWAP =
1 0 0 00 0 1 00 1 0 0
0 0 0 1
 . (26)
In the second stroke, the qubits are put in contact with re-
spective local reservoirs at β1 and β2 until they thermalize.
The cyclic application of these two stokes leads to a sys-
tematic operation of the device which consumes/extracts an
average amount of work 〈W 〉 in the first stroke, while ab-
sorbing/releasing an amount of heat 〈Qi〉 i = h, c from
the hot and cold thermal environments in the second ones.
This device functions as a heat engine, 〈W 〉 ≤ 0, whenever
β1/β2 < 2/1 < 1. On the other hand, a power-driven re-
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frigerator extracting heat from the cold reservoir, 〈Qc〉 ≥ 0,
can be obtained when 2/1 < β1/β2. The functioning of the
thermal engine is illustrated in Fig. 5.
The simplicity in the operation of this device makes it spe-
cially appealing for the extended TPM scheme introduced
above. We consider a bipartite system S consisting on the two
engine qubits, and we identify the thermodynamic process
with the SWAP operation in Eq. (26). In order to cast the op-
eration of the engine in the form of a standard thermodynamic
protocol Λ, we introduce an interaction Hamiltonian between
the two qubits of the form Hint ≡ g
(|01〉 〈10| + |01〉 〈10|).
This interaction term is switched on and off at the initial
and final times of the protocol, t = 0 and t = τ , respec-
tively, i.e., H[λ(t)] = H1 + H2 + λ(t)Hint, with λ(t) = 1
∀ t ∈ (0, τ), while λ(0) = λ(τ) = 0. By tuning the cou-
pling strength g and the final time τ , the quench U(τ, 0) =
exp
[−i(H1 +H2 +Hint)τ/~] reproduces the SWAP unitary
in Eq. (26), which belongs to the class of optimal unitaries for
work extraction in the setup [30].
We now consider the superposition of two cycles, both of
them as described above with the very same quench USWAP.
However, in the first one, we denote the energy spacings of the
qubits 1 and 2, chosen such that β1/β2 < 2/1 < 1 (work
extraction). Instead, in the second cycle, the spacings of the
qubits are modified to be ∗1 and 
∗
2, where we chose the new
ones to verify ∗2/
∗
1 < β1/β2 (refrigeration). In any case, the
temperatures are fixed, and the two qubits start the evolution
in a bipartite thermal state of the form:
ρth0 =
e−β1H1
Z1
⊗ e
−β2H2
Z2
, (27)
where Z1 = 1 + e−β11 and Z2 = 1 + e−β22 are the local
partition functions for each qubit. Since the protocol is cyclic,
H(0) = H(τ), the initial and final system eigenstates coin-
cide |E(0)k 〉 = |E(τ)k 〉, so that the superscripts can be dropped
for simplicity. The purified initial states of system and envi-
ronment are then given by:
|ψE0 〉S,E =
∑
k,l=0,1
√
e−β11k
Z1
e−β22l
Z2
|k〉1|l〉2 |εk〉R1 |εl〉R2 ,
|ψR0 〉S,E =
∑
k,l=0,1
√
e−β1∗1k
Z∗1
e−β2∗2 l
Z∗2
|k〉1|l〉2 |εk〉R1 |εl〉R2 ,
where we introduced the reservoir states |εk〉R1 and |εl〉R2
to purify the local mixed states in Eq. (27), and where we
denoted the corresponding partition functions as Z∗1 = 1 +
e−β1
∗
1 and Z∗2 = 1 + e
−β2∗1 . In order to incorporate also the
control system, we consider the following initial state:
|Ψ0〉S,E,C = α0|ψE0 〉S,E |0〉C + α1|ψR0 〉S,E |1〉C , (28)
where we associated the initial states for the heat engine and
the heater to the two orthogonal states |0〉C and |1〉C of the
control, respectively.
We consider an extension of the TPM scheme as in the pre-
vious sections, in which we include independent energy mea-
surements on both engine qubits in both branches of the su-
perposition. However, the role played before by the forward
and time-reversal evolutions is now played by the heat en-
gine and refrigeration processes. More precisely, conditional
on the state |0〉C and |1〉C of the quantum control, we con-
sider the application of the projectors Πn1,n2 ≡ |n1〉 〈n1|1 ⊗|n2〉 〈n2|2 and Πn2,n1 ≡ |n2〉 〈n2|1 ⊗ |n1〉 〈n1|2 to the ini-
tial states |ψ0〉ES,E and |ψ˜0〉
R
S,E , respectively. Then, we apply
the SWAP unitary (26) in both branches. Finally, the pro-
jectors Πm1,m2 = |m1〉 〈m1|1 ⊗ |m2〉 〈m2|2 and Πm2,m1 =|m2〉 〈m2|1 ⊗ |m1〉 〈m1|2 are respectively applied to each
branch. In this way, the changes in energy of the qubits in
the work extraction cycle are ∆E(1)n1,m1 = 1(m1 − n1) and
∆E
(2)
n2,m2 = 2(m2−n2), while in the refrigeration cycle they
read ∆E(1)∗n2,m2 = ∗1(m2−n2) and ∆E(2)∗n1,m1 = ∗2(m1−n1).
The implementation of the scheme leads to the following
operators depending on the energy changes in the two qubits:
M∆E1,∆E2 =
∑
n1,m1
∑
n2,m2
[
|0〉〈0|C ⊗Πm1,m2U
Πn1,n2 ⊗ 1E · δ
(
∆E1 −∆E(1)n1,m1
) · δ(∆E2 −∆E(2)n2,m2)
+ |1〉〈1|C ⊗Πm2,m1U Πn2,n1 ⊗ 1E
· δ(∆E1 −∆E(1)∗n2,m2) · δ(∆E2 −∆E(2)∗n1,m1)]. (29)
As before, these are Kraus operators fulfilling∫
d∆E1 d∆E2M
†
∆E1,∆E2
M∆E1,∆E2 = 1, associated
to the occurrence of the outcomes ∆E1 and ∆E2 for the
energy changes in the engine qubits during the protocol.
The operator in Eq. (29) is then applied to the initial
state in Eq. (28) giving rise to the (unnormalized) state
M∆E1,∆E2 |Ψ0〉S,E,C .
Finally, by including the final projection of the control onto
the state |ξ〉C , we can calculate the conditional probability
distribution analogous to Eq. (12). To this end, it is useful
to introduce the coefficients qξ0 = |α0|2|〈ξ|0〉|2/P (ξ) and
qξ1 = |α1|2|〈ξ|1〉|2/P (ξ), where P (ξ) denotes the marginal
probability for post-selecting on |ξ〉C:
P (ξ) = |α0|2
∣∣〈ξ|0〉∣∣2 + |α1|2∣∣〈ξ|1〉∣∣2
+ 2Re
[
α∗0α1〈0|ξ〉〈ξ|1〉
] · f, (30)
and f :=
(
1+
√
e−β1(1+
∗
1)−β2(2+∗2)√
Z1Z∗1Z2Z
∗
2
)
. The conditional prob-
ability of obtaining ∆E1 and ∆E2 in the interferometric
scheme, given that the control is found in the state |ξ〉C , can
then be written as:
Pξ(∆E1,∆E2) =q
ξ
0PE(∆E1,∆E2) + +q
ξ
1PR(∆E1,∆E2)
+ 2Re
[
I(∆E1,∆E2)
]
. (31)
Here, we identified the distributions of a heat engine and a
refrigerator operating in independent cycles as:
PE(∆E1,∆E2) =
∑
n,m
e−β11n
Z1
e−β22m
Z2
(32)
· δ(∆E1 −∆E(1)n,m) · δ(∆E2 + ∆E(2)n,m),
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PR(∆E1,∆E2) =
∑
n,m
e−β1
∗
1m
Z∗1
e−β2
∗
2n
Z∗2
(33)
· δ(∆E1 + ∆E(1)∗n,m) · δ(∆E2 −∆E(2)∗n,m),
whereas the interference term is:
I(∆E1,∆E2) =
α∗0α1 〈0|ξ〉〈ξ|1〉
P (ξ)
f · δ(∆E1) · δ(∆E2),
(34)
which only affects the case in which both energy changes are
zero.
The work performed by the machine during the unitary
quench USWAP equals the total energy change of the sys-
tem, W = ∆E1 + ∆E2, which is distributed among the two
qubits. This energy is dissipated as heat into the reservoirs
at the end of the cycle, so that we can identify Qh = ∆E1
as the heat input from the hot reservoir and Qc = −∆E2 as
the heat extracted from the cold one. Applying a change of
variable ∆E1 → W − ∆E2, and identifying ∆E2 → −Qc
in Pξ(∆E1,∆E2) [Eq. (31)], we obtain the joint probabil-
ity of the machine to perform work W , and extract heat Qc
from the cold reservoir during the superposition of both cy-
cles conditioned on the projection |ξ〉C of the control, namely,
Pξ(W,Qc).
In Fig. 6 we show the probability distributions of the engine
[PE(W,Qc)], the refrigerator [PR(W,Qc)], and the superpo-
sition of both of them [Pξ(W,Qc), with |ξ〉C ≡ |±〉C], for
the choice of parameters indicated in the caption. As can be
appreciated in Fig. 6 Panels a.-b., both the engine and refrig-
eration processes are characterized by a joint probability with
three peaks, one corresponding to extracting workW < 0 and
dumping heat into the cold reservoir Qc < 0 (left peak), one
where the engine does not consume work nor exchange heat
with the reservoirs, W = Qc = 0 (middle peak), and finally
a third one where an external input of work W > 0 helps to
refrigerate the cold reservoir Qc > 0 (right peak). The differ-
ence between the heat engine and refrigerator cycles is that,
while in the former the left peak is higher than the right one,
warrantying work extraction on average 〈W 〉 < 0, in the lat-
ter case the situation is the opposite, enforcing refrigeration on
average 〈Qc〉 > 0. However, in both cases the highest peak
in the distribution is the middle one (W = Qc = 0), which
implies that the machine will most probably perform no tasks
at all.
Remarkably, this issue can be handled by means of the in-
terference effects as given by Eq. (34). Superposing the en-
gine and refrigeration cycles, we obtain either the constructive
addition of the middle peak in both cycles, or their destructive
suppression, depending on the control post-selection. As can
be seen in Figs. 6 Panels c.-d. the central peak can be either
enhanced in P+(W,Qc) or almost suppressed P−(W,Qc),
while the other four peaks in the probability distribution de-
crease or increase accordingly. We note that the other four
peaks are placed as the left and right peaks in Fig. 6 Panels
a.-b., two of which correspond to the heat engine mode of
operation, and the other two to the refrigerator mode. The
case P−(W,Qc) is particularly interesting as it ensures that,
in each cycle of the (superposition) process, with high prob-
ability we will perform either one useful task or the other,
but certainly one of the two. The relative weights of the two
tasks may be balanced at convenience by, e.g., selecting differ-
ent coefficients α0 and α1 in the initial superposition (28), at
the price of loosing amplitude in the interference term. By
continuously varying the state |ξ〉C onto which the control
qubit is projected, we can interpolate between the distribu-
tions P+(W,Qc) and P−(W,Qc). Finally, it is worth notic-
ing that this effect cannot be generated by any convex mixture
of cycles, which would simply lead to a convex mixture of the
probability distributions PE(W,Qc) and PR(W,Qc).
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SUPPLEMENTARY INFORMATION
Supplementary Note I. Guessing the Time’s Direction in a
Thermodynamic Process
In 1927, Sir A. Eddington introduced the notion of ‘arrow
of time’ [31] to refer to the temporal directionality that he saw
as deeply rooted in the second law of thermodynamics. He
explained that, according to this law, in order to determine the
direction in which time is flowing for a macroscopic system
subjected to an irreversible process, it is sufficient to examine
the relation between the work W performed on the system,
and the variation of its free energy ∆F : time must flow in the
direction in which W > ∆F . This apparently unequivocal
description weakens in the microscopic case, where it is pos-
sible to occasionally observe ‘fluctuations’ from the Clausius
inequality. It follows that, in the microscopic case, it is no
longer possible to univocally determine the direction of time
from the sign of W −∆F .
With the aim to refine these considerations, in Ref. [10],
C. Jarzynski evaluated the possibility of defining the temporal
direction of a thermodynamic process from a given set of data.
In the following, we go over his reasoning briefly.
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Let us imagine filming a microscopic system that, subjected
to a thermodynamic process Λ(t), varies from an initial state
at time t = 0, to a final state at time t = τ . We will suppose
that i. the camera is able to record the motion of each particle
constituting the system, ii. we are given full knowledge of
the Hamiltonian function of the system H
(
Λ(t)
)
, and of the
value of ∆F = Fτ − F0. Depending on the result obtained
from the coin toss, the movie will be shown to us in either the
correct or reverse order. Our goal is to determine, based on the
given information, whether the movie is shown in the correct
or reverse order.
This problem can be addressed using statistical inference.
We callL(F | γ) the likelihood that the process is shown in the
forward direction F if the microscopic trajectory γ is shown.
Likewise, L(R | γ) is the likelihood that the process is shown
in the time-reversal direction R given the microscopic trajec-
tory γ. Obviously, the two terms sum up to one:
L(F | γ) + L(R | γ) = 1. (35)
We call W the work performed on the system for the trajec-
tory γ. For a macroscopic system, according to the Clausius
inequality, we have that, if W > ∆F , we are observing the
process F , whilst we are observing R if W < ∆F . In this
case, then, L(F | γ) = θ (W−∆F ), with θ( · ) being the unity
step function. We now evaluate the likelihood corresponding
to the microscopic case. From Bayesian theory, we know that
L(F | γ) = P (γ |F ) · P (F )
P (γ)
, (36)
where P (F ) is the probability that we have been shown the
process in the forward direction (i.e., 1/2), while P (γ) =
P (F )P (γ|F ) + P (R)P (γ|R) is a normalization constant.
We write the analogous formula for L(R | γ), and combine
them together in Eq. (35):
P (γ |F ) · P (F )
P (γ)
+
P (γ |R) · P (R)
P (γ)
=
=
P (γ |F )
2P (γ)
[
1 + e−β(W−∆F )
]
= 1. (37)
In addition, we used the fact that P (γ |R) =
e−β(W−∆F ) P (γ |F ), which is one of the main formu-
lations of the fluctuation theorems, and which can be justified
as follows:
P (γ |F )
P (γ |R) =
e−βH(Λ(0))
Z
(
Λ(τ)
) (e−βH(Λ˜(0))
Z
(
Λ˜(τ)
) )−1
=
Z
(
Λ˜(τ)
)
Z
(
Λ(τ)
)eβ[H(Λ(τ))−H(Λ(0))] = eβ(W−∆F ), (38)
Figure 7 Likelihood L(F | γ) as a function of the dissipative work
Wdiss. (Left) Comparison between the trend of the unity step funtion,
valid in the macroscopic case, and the likelihood L(F | γ) depicting the
microscopic case. The shaded areas represent the regions where the time’s
arrow in the microscopic case is not univocally defined, conversely to the
macroscopic one. (Right) Trend of L(F | γ) for different values of the
inverse temperature β. It is interesting to notice that this function does not
depend on the features of the system, nor on the thermodynamic protocol
Λ(t). In fact, we observe that the lower the inverse temperature (and hence
the higher the system’s temperature), the wider the region within which the
time’s arrow is not well-defined.
where we assumed H(Λ˜(0)) = H(Λ(τ)), and where, in the
second-last equality, we used the fact that, from Liouville’s
theorem, we know that the volume occupied by the system in
the phase space does not change, and therefore Z
(
Λ˜(τ)
)
=
Z
(
Λ(τ)
)
. Note that, while this argumentation applies to the
case of classical physics, one can arrive at Eq. (38) also by
using the quantum formalism [13].
From Eq. (37), we obtain that
L(F | γ) =
(
1+e−β(W−∆F )
)−1
=
(
1+e−βWdiss
)−1
, (39)
where we have called Wdiss = W − ∆F . This equation has
been experimentally tested recently in a driven quantum dot
setup [32].
Fig. 7 shows the discrepancy between the function θ(Wdiss),
valid in the macroscopic case, and Eq. (39), true in the micro-
scopic one. While in the macroscopic case the direction of
time is always well-defined, in the microscopic scenario there
is a region in which this directionality is genuinely indefinite,
and the region widens with increasing the system’s tempera-
ture.
C. Supplementary Note II. Relation between Entropy
Production and Work
In the main body, all our results are formulated in terms of
the work performed during the quench. There is, however, a
link between this latter and the entropy production [33–35].
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Indeed, the stochastic entropy production can be constructed
from the stochastic work as:
∆Sn,m := β
(
Wn,m −∆F
)
, (40)
where ∆F := Fτ − F0 = − log(Zτ/Z0) is the differ-
ence in free energies between the equilibrium states at times
t = {0, τ}. Again, as a consequence of p˜n|m = pm|n, a gen-
eralized version of the fluctuation theorem for the stochastic
entropy production in Eq. (40) can be obtained [33, 36]:
ln
(pn,m
p˜m,n
)
= ln
(
p
(0)
n
p˜
(0)
m
)
= ∆Sn,m. (41)
This equation conveys a well-defined meaning to the entropy
production in terms of irreversibility by linking it to the ra-
tio between the probability of transitions |E(0)n 〉 → |E(τ)n 〉
in the forward dynamics, and the probability of the inverse
transition Θ |E(τ)m 〉 → Θ |E(0)n 〉 in the time-reversal dynam-
ics. Moreover, following Eq. (41), reversible processes, for
which pn,m = p˜m,n, necessarily produce zero entropy for ev-
ery single realization of the protocol Λ, i.e., ∆Sn,m = 0 (or,
equivalently, Wn,m = ∆F ) for all n,m.
