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We study the Hall conductance in a Floquet topological insulator in the long time limit after
sudden switches of the driving amplitude. Based on a high frequency expansion of the effective
Hamiltonian and the micromotion operator we demonstrate that the Hall conductance as function
of the driving amplitude follows universal non-analytic laws close to phase transitions that are
related to conic gap closing points, namely a logarithmic divergence for gapped initial states and
jumps of a definite height for gapless initial states. This constitutes a generalization of the results
known for the static systems to the driven case.
I. INTRODUCTION
Since the experimental discovery and theoretical ex-
planation of the quantum Hall effect [1, 2] the concept
of topological order has gained great importance in con-
densed matter physics for the understanding of phase
transitions that cannot be associated with symmetry
breaking. The astonishingly robust integer quantization
of the Hall conductance in units of the conductance quan-
tum, σxy = Ce
2/h, is due to the fact that C ∈ Z can
be identified as a topological invariant of the underlying
band structure, namely the Chern number. After Hal-
dane’s seminal proposal of a model system featuring a
quantized Hall conductance in the absence of an external
magnetic field [3] enormous experimental and theoretical
efforts led to the discovery of a large variety of systems
with similar topologically protected transport properties,
which are today referred to as topological insulators (TIs)
[4].
Following theoretical proposals [5, 6] a topological in-
sulator was recently realized experimentally with ultra-
cold fermions in a periodically shaken optical lattice [7].
Despite the absence of energy conservation such Flo-
quet topological insulators (FTIs) can be characterized
by the Chern number of an effective Hamiltonian and
support edge modes [8]. This allows to tune the topo-
logical properties of the system by adjusting the ex-
ternal driving force and opens possibilities to investi-
gate non-equilibrium signatures of topological insulators,
which gained increasing theoretical attention lately [9–
13]. Note, however, that in some aspects the behavior of
FTIs can significantly differ from the known behavior of
TIs, e.g., when considering the bulk-edge correspondence
[14].
A situation that was studied recently by Dehghani et
al. [10] is the measurement of the Hall conductance a
long time after suddenly switching on the external driv-
ing force. The system is initially prepared in the ground
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FIG. 1. a – Floquet Chern number C and non-equilibrium
Hall conductance σxy for quenches with Ai = 0 and Ai = 1 as
function of Af for driving frequency ω = 10. b – Derivative of
the non-equilibrium Hall conductance rescaled by the prefac-
tor µ(Ai, Af ) = J0(Af )|mi|/J0(Ai)m′f determined in eq. (77)
close to the transition at AK1 . As Af approaches AK1 the
slopes agree increasingly well with the predicted ln |Af −A∗|
(black line) in all cases even if the value J0(Ai) shown in the
inset is small. Circles/triangles denote points to the left/right
of K1.
state of the undriven Hamiltonian H0. Then the driving
is suddenly switched on at time t = 0 and for t > 0 the
system evolves under a time-periodic HamiltonianHA(t),
where A is the driving amplitude. The Hall conductance
in the limit t → ∞ is finally obtained using linear re-
2sponse theory and a dephasing argument. As a result
they numerically find for an electronic system that the
post-quench Hall conductance, which is not any more an
integer multiple of the conductance quantum, exhibits
sudden changes whenever the post-quench Hamiltonian
HA(t) crosses a topological phase boundary as function
of the driving amplitude A. This behavior is very sim-
ilar to the behavior of closed TIs after a quench, which
exhibit a universal non-analytic behavior at the ground
state transition of the final Hamiltonian as shown in Refs.
[15, 16].
In this work we extend the analysis of closed TIs given
in Refs. [15, 16] to FTIs. We analytically investigate the
behavior of the Hall conductance after sudden switches
of the driving amplitude for a tight binding Hamiltonian
with a time periodic external potential. The analysis
is based on high frequency expansions of the effective
Hamiltonian and the micromotion operator. We focus
on phase transitions that are associated with a closing
of the quasi-energy gap at the K-points in the Brillouin
zone. These already appear when only the first order con-
tribution in the high frequency expansion of the effective
Hamiltonian is considered. We find that suddenly switch-
ing on the driving amplitude from Ai = 0 to Af 6= 0 with
a gapless initial Hamiltonian leads to jumps of the Hall
conductance by multiples of πe
2
2h whenever Af crosses a
phase boundary, which agrees with the numerical results
of Ref. [10] reproduced in Fig. 1a. If, instead, the system
is initially prepared in a quasi-stationary Floquet mode
of the initial Hamiltonian HAi(t) before suddenly switch-
ing the driving amplitude to Af the Hall conductance is
continuous at critical values of A. Nevertheless, it is non-
analytic with a logarithmically diverging derivative as a
function of the driving amplitude Af as shown in Fig.
1b.
A distinct feature of FTIs is the possible presence of
so-called π-edge modes [17–20]. Note that our results do
not apply to gap closings that affect these edge modes as
discussed in section IVA.
The rest of the paper is divided into two parts. In
section II we introduce the model system under consid-
eration and briefly summarize the methods used and pre-
vious results, which are relevant for the further analysis.
In section III we present our analysis resulting in the
identification of the abovementioned non-analytic behav-
ior of the Hall conductance, which is universal for conic
gap-closing points in two-band FTIs.
II. BACKGROUND
In this section we introduce the model Hamiltonian
under consideration and briefly review the Floquet for-
malism and the high frequency expansion used for our
analysis. Moreover, we give a short summary of previous
results on the non-equilibrium Hall conductance relevant
for this work.
FIG. 2. We consider a hexagonal lattice structure. The
dashed line marks a possible choice of the unit cell with two
basis sites A and B. Depicted is moreover the unit of distance,
a, and the nearest-neighbor vectors ~δi.
A. Model Hamiltonian
We consider a simple model Hamiltonian, namely a
tight binding model on a hexagonal lattice subject to a
time-periodic external potential,
H˜(t) = −th
∑
〈i,j〉
(c†icj + h.c.) +
∑
i
V (~ri, t)c
†
i ci , (1)
where V (~r, t) = V0~r · [− cos(ωt)eˆx + sin(ωt)eˆy] and 〈i, j〉
denotes the set of pairs of neighboring lattice sites. This
Hamiltonian constitutes a simple description of graphene
illuminated by a circularly polarized laser [21] or ultra-
cold atoms in a circularly shaken optical lattice [7].
A time-dependent gauge transformation restores trans-
lational invariance and allows to write the Hamiltonian
in momentum space as
H(t) =
∑
~k
~c †~k
[
~d~k(t) · ~σ
]
~c~k (2)
(cf. appendix A). In this expression for the Hamiltonian
we introduced
~c~k =
(
c~kA
c~kB
)
(3)
and the coefficient vector ~d~k(t) =(
d~kx(t), d~ky(t), d~kz(t)
)T
with
d~kx(t) = −th
3∑
j=1
cos
(
(~k − ~A(t)) · ~δj
)
, (4)
d~ky(t) = −th
3∑
j=1
sin
(
(~k − ~A(t)) · ~δj
)
, (5)
d~kz(t) = 0 (6)
3as well as the vector of Pauli matrices ~σ = (σx, σy, σz)T .
The vectors
~δ1 =
a
2
(
1√
3
)
, ~δ2 =
a
2
(
1
−√3
)
, ~δ3 = a
(−1
0
)
(7)
are given by the differences of the positions of neighboring
lattice sites (cf. Fig. 2). Moreover,
~A(t) =
V0a
ω
(
sin(ωt)
cos(ωt)
)
, (8)
where a denotes the lattice spacing. In the following
we will use the dimensionless driving amplitude A =
| ~A(t)| = V0aω−1 to quantify the driving strength and,
moreover, set a ≡ 1.
B. Periodic driving and Floquet formalism
In this section we recapitulate the Floquet formal-
ism for the treatment of time-periodic Hamiltonians and
thereby introduce the notation for the subsequent discus-
sion. We closely follow the presentation and notation of
Refs. [22, 23].
1. Effective Hamiltonian and micromotion operator
For a time-periodic Hamiltonian H(t+T ) = H(t) act-
ing on a Hilbert space H the Floquet theorem states that
the Schro¨dinger equation
i
d
dt
|ψ(t)〉 = H(t)|ψ(t)〉 (9)
is solved by Floquet states of the form
|ψn(t)〉 = e−iǫnt|φn(t)〉 (10)
with quasi-energies ǫn and periodic Floquet modes |φn(t+
T )〉 = |φn(t)〉 [24, 25]. Note that ǫn and |φn(t)〉 are
not defined uniquely. Instead, given a solution ǫn and
|φn(t)〉, alternative choices are given by ǫnm = ǫn +mω
and |φnm(t)〉 = eimωt|φn(t)〉 with ω = 2π/T and m ∈ Z,
resulting in the same Floquet state
|ψn(t)〉 = e−iǫnt|φn(t)〉 = e−iǫnmt|φnm(t)〉 . (11)
Plugging eq. (11) into the Schro¨dinger equation (9) yields
the Floquet equation(
H(t)− i d
dt
)
|φnm(t)〉 = ǫnm|φnm(t)〉 , (12)
which determines the Floquet modes and quasi-energies.
The Floquet states are eigenstates of the time evolution
operator over one period, i.e.
U(t0 + T, t0)|ψn(t0)〉 = e−iǫnT |ψn(t0)〉 , (13)
and can therefore be regarded as eigenstates of a Floquet
Hamiltonian HFt0 defined by
U(t0 + nT, t0) = e
−iHFt0nT . (14)
The parameter t0 is an arbitrary gauge choice for the
Hamiltonian with the property that HFt0+T = H
F
t0 . Intro-
ducing the corresponding gauge-dependent fast-motion
operator
UFt0 (t) ≡ U(t, t0)eiH
F
t0
(t−t0) , (15)
which is time-periodic, UFt0 (t+ T ) = U
F
t0 (t), the full time
evolution operator can be expressed as
U(t2, t1) = U
F
t0 (t2)e
−iHFt0 (t2−t1)UFt0 (t1)
† . (16)
Since the quasi-energies ǫnm have no t0-dependence, the
family of Floquet Hamiltonians, HFt0 , is moreover gauge
equivalent to an effective Hamiltonian HF , which has no
explicit dependence on the driving phase t0 [26]. The
corresponding gauge transformation is determined by a
Hermitian kick operator K(t) such that
HF = e
iK(t0)HFt0e
−iK(t0) . (17)
Note that in general HF alone does not generate the dy-
namics over one period. Nevertheless, the time evolution
operator is still split as
U(t2, t1) = UF (t2)e
−iHF (t2−t1)UF (t1)† , (18)
where the micromotion operator
UF (t) = e
−iK(t) = UF (t+ T ) (19)
was introduced, and the eigenvalue problem
HF |unm〉 = ǫnm|unm〉 (20)
determines the Floquet modes
|φnm(t)〉 = eimωtUF (t)|unm〉 . (21)
2. High frequency expansion of the effective Hamiltonian
Since they are periodic in time it is beneficial to view
the Floquet modes |φnm(t)〉 as elements of the composed
Sambe space S = H ⊗ LT , where LT is the space of T -
periodic square integrable functions [27]. Given {|α〉} is
a basis of H, the vectors
|αm〉〉 = eimωt|α〉 (22)
constitute a basis of S. Here we introduced the notation
|·〉〉 for vectors which are explicitly considered as elements
of S. With the natural scalar product in Sambe space we
obtain
〈〈αm|α′m′〉〉 = 〈α|α′〉 1
T
∫ T
0
dte−iω(m−m
′)t
= δαα′δmm′ . (23)
4In these terms the operator
Q = H(t)− i d
dt
(24)
acts on S and eq. (12) is an eigenvalue problem
Q|φnm〉〉 = ǫnm|φnm〉〉 . (25)
The matrix elements of Q are
〈〈α′m′|Q|αm〉〉 = 〈α′|Hm′−m|α〉+ δm′mδα′αmω (26)
with the Fourier components of H(t),
Hm =
1
T
∫ T
0
dte−imωtH(t) . (27)
Eq. (26) reveals the block structure of Q with block
indicesm,m′. Eckardt and Anisimovas [22] identified the
micromotion operator (19) as the operator, which block-
diagonalizes (26), thereby yielding the time-independent
effective Hamiltonian
HF = U
†
F (t)H(t)UF (t)− iU †F (t)
d
dt
UF (t) . (28)
Making use of the large separation of diagonal matrix
elements for large frequencies ω in eq. (26) they apply
degenerate perturbation theory to derive expansions for
the effective Hamiltonian as well as the micromotion op-
erator in powers of 1/ω. As a result they find a way to
express the effective Hamiltonian as a series
HF =
∞∑
n=0
1
ωn
H
(n)
F , (29)
which can be used to systematically approximate HF at
high frequencies. The same holds for the kick-operator,
which takes the form
K(t) =
∞∑
n=1
1
ωn
K(n)(t) . (30)
In our analysis we consider contributions to these series
up to first order, which are
H
(0)
F = H0 , H
(1)
F =
∞∑
m=1
[Hm, H−m]
m
(31)
and
K(1)(t) = −i
∞∑
m=1
eimωtHm − e−imωtH−m
m
. (32)
C. Non-equilibrium Hall conductance
In the following we will study the Hall conductance of
the stationary state that is reached after a quench of the
driving amplitude at time t∗. We assume the system is
prepared in an initial state |ψ0(t)〉, which is the ground
state of the Hamiltonian with driving amplitude A0 = 0
or a quasi-stationary Floquet mode of the driven Hamil-
tonian with A0 6= 0. At time t0 the driving amplitude is
suddenly switched from A0 to A1 and a non-trivial time
evolution is induced. We study the Hall conductance of
the state the system reaches a long time after the quench.
Based on linear response theory and using a dephasing
argument Dehghani et al. [10] derived the following ex-
pression for the Hall conductance of a periodically driven
electronic two-band system for this protocol obtaining
σxy =
e2
2πh
∫
BZ
d2kF¯~kd
(
ρ~kd(t
∗)− ρ~ku(t∗)
)
(33)
with the time-averaged Berry curvature
F¯~kd =
2
T
∫ T
0
dt Im
[〈∂kyφ~kd(t)|∂kxφ~kd(t)〉] (34)
and the occupation numbers of the Floquet modes,
ρ~kα(t
∗) = |〈ψ0(t∗)|φ~kα(t∗)〉|2 . (35)
Here we introduced the indices α = u, d labeling the up-
per/lower band. In a cold atom setup with neutral atoms
the electron charge e would be replaced by unity.
Dehghani et al. [10] considered quenches from the un-
driven ground state of the graphene Hamiltonian (2) to
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FIG. 3. Numerical results for the non-equilibrium Hall con-
ductance after suddenly switching on the driving with am-
plitude Af with the ground state of the undriven system as
initial state for ω = 5 (top) and ω = 20 (bottom). The Chern
number is computed according to eq. (36).
5non-zero driving amplitudes A. They demonstrated that
the Hall conductance as a function of the final driving
amplitude changes rapidly whenever the Chern number
C =
1
2π
∫
BZ
d2kF¯~kd (36)
jumps. We reproduced these numerical results as shown
in Fig. 1a and Fig. 3 using the method described in
appendix B of this paper.
Our results presented in section III provide an analyti-
cal understanding of the behavior of the non-equilibrium
Hall conductance occurring under this protocol when
quenching close to the transition points.
D. Non-analytic behavior of the Hall conductance
of the quenched state for closed systems
For the case of closed systemsWang et al. [15, 16] stud-
ied an analogous situation to the one described above,
considering quenches of a parameter M that allows to
tune the Hamiltonian H(M) between different topolog-
ical phases. In a closed two-band system the Hall con-
ductance of the stationary state after a quench is
σxy =
e2
πh
∫
BZ
d2k Im
[〈∂kyϕ~kd|∂kxϕ~kd〉] (ρ~kd − ρ~ku) ,
(37)
where |ϕ~kα〉 are the eigenstates of the post-quench Hamil-
tonian H(Mf ) and ρ~kα = |〈ψ0|ϕ~kα〉|2 are the occupation
numbers of these eigenstates after the quench. The ex-
pressions for the Hall conductance in eq. (33) and eq.
(37) have very similar structure and, in fact, also in the
case of the closed system the Hall conductance of the
quenched state changes significantly when the quench pa-
rameter approaches an equilibrium phase boundary. In
particular, considering the non-equilibrium Hall conduc-
tance close to a phase boundary Mc one finds that the
behavior close to critical points is dominated by the non-
analytic part
σdiv.xy =
e2
h
∑
~q
C(~q)η (Mi,Mf ) (38)
with
C(~qj)η =
∫
Bη(~qj)
d2k
π
Im
[〈∂kyϕ~kd|∂kxϕ~kd〉] (ρ~kd − ρ~ku) ,
(39)
where Bη(~qj) is a circle of radius η centered at ~qj , the
gap-closing points of the quasi-energy spectrum in the
Brillouin zone. If the parameter M −Mc is chosen pro-
portional to the gap size the derivative of these contribu-
tions diverges as
dσdiv.xy
dMf
∼ e
2
h
C−f − C+f
2|Mi −Mc| ln |Mf −Mc| , (40)
where C±f are the Chern numbers on the right hand side
(+, Mf > Mc) and left hand side (−) of the transition,
respectively. This constitutes a universal non-analytic
behavior of the non-equilibrium Hall conductance σxy.
The result above is obtained by expanding the coefficient
vector ~dk, which is for any two-band system defined anal-
ogously to eq. (2), around the gap closing points ~q,
~d~k =
~d~q + Jˆ
~d
~q∆
~k +O(∆~k2) , (41)
where Jˆ
~d
~q is the Jacobian matrix of
~d~k. The integral
over the Brillouin zone in eq. (37) is for Mf close to
Mc dominated by contributions from the vicinity of gap
closing points. The remaining part σxy − σdiv.xy is an an-
alytic function which is in particular continuous. Any
non-analyticity of the Hall conductance is contributed by
σdiv.xy . Note that the terms of O(∆~k2) do not contribute
to the non-analytic behavior, as discussed in Ref. [16].
The non-analyticity can therefore be analyzed based on
the expansion to linear order in eq. (41) yielding the
result in eq. (40).
Note that, remarkably, the Dirac cones also lead to
universal behavior of the Hall conductance away from
the critical points as shown in Ref. [28].
In the following we will extend this analysis to the case
of driven systems based on a high frequency expansion of
the effective Hamiltonian and the micromotion operator.
III. RESULTS
A. Time-averaged Berry curvature and Berry
connection
An important property of the Berry curvature Ω~k in
undriven systems is the fact that it can be related to a
local gauge potential, namely the Berry connection ~A~k,
via
Ω~k =
~∇× ~A~k . (42)
This property implies through the Kelvin-Stokes theorem
that the Chern number is an integer [29].
It should be noted that it is a priori not clear whether
a corresponding time-averaged Berry connection can be
attributed to the time-averaged Berry curvature F¯~kd de-
fined in eq. (34), because for a non-vanishing Chern
number the Berry connection must exhibit singularities,
which could prohibit exchanging integrals and derivatives
unheedingly. Nevertheless, we argue in this section that
the time-averaged Berry curvature is at least up to cor-
rections of second order in ω−1 given by the Berry cur-
vature of the effective Hamiltonian, which is related to a
Berry connection.
Applying the product rule for the derivatives the time-
averaged Berry curvature (34) can be split into two parts
6when plugging in eq. (21) for the Floquet modes, yielding
F¯~kd = Ω
F
~k
+
2
T
∫ T
0
dt Im
[
〈ud~k|
(
∂kyUF (t)
†)UF (t)|∂kxud~k〉
+ 〈∂kyud~k|UF (t)† (∂kxUF (t)) |ud~k〉
+ 〈ud~k|
(
∂kyUF (t)
†) (∂kxUF (t)) |ud~k〉] (43)
with ΩF~k = 2 Im[〈∂kyud~k|∂kxud~k〉] the Berry curvature of
the effective Hamiltonian HF . For the derivatives of the
operator exponentials UF (t) = exp(−iK(t)) we employ
the identity
d
dλ
e−iK(t) =
∫ 1
0
dse−(1−s)iK(t)
dK(t)
dλ
e−siK(t) (44)
given in Ref. [30]. This reveals that the last term in
eq. (43) is of O(ω−2), because K(t) ∼ O(ω−1). For the
remaining terms the Baker-Campbell-Hausdorff formula
yields(
∂kyUF (t)
†)UF (t) = ∫ 1
0
dsei(1−s)K(t)
∂K(t)
∂ky
e−i(1−s)K(t)
=
dK(t)
dky
+
i
2
[K(t), ∂kyK(t)] + . . .
=
dK(t)
dky
+O(ω−2) (45)
The ellipsis after the second equality stands for higher
nested commutators with K(t), which are all of
higher order in ω−1. The analogous argument yields
UF (t)
† (∂kyUF (t)) = dK(t)dkx + O(ω−2). Now, according
to eq. (32), the time dependence of the first order con-
tribution to the kick operator, K(1)(t), is given as a sum
of eimωt with m 6= 0. Hence, ∫ T0 dt∂kx/yK(1)(t) = 0 and
we obtain
F¯~kd = Ω
F
~k
+O(ω−2) . (46)
Note moreover, that if despite the singularities in F¯~kd
the time integral and derivatives with respect to ~k can
be exchanged the time-averaged Berry curvature can be
written as the curl of a time-averaged Berry connection
A¯α~kd =
1
T
∫ T
0
dt〈φ~kd(t)|∂kα |φ~kd(t)〉 (47)
meaning that due to the usual arguments the Chern num-
ber C = 12π
∫
BZ
d2k~∇× A¯~kd is an integer. That is, how-
ever, only possible if all higher order terms in eq. (46)
vanish and C is identically the Chern number of the ef-
fective Hamiltonian HF .
B. High frequency expansion
For the subsequent analysis it is useful to formulate
both the high frequency expansion of the effective Hamil-
tonian and the expansion of the kick operator in terms
of coefficient vectors ~h~k and ~g~k(t) such that in the single
momentum sectors
H~kF =
~h~k · ~σ (48)
and
K~k(t) = −~gk(t) · ~σ . (49)
In this section we present expressions for the time aver-
aged Berry curvature and the Floquet mode occupation
based on expansions of the respective coefficient vectors.
We will from now on set the hopping th ≡ 1. This
means that the high frequency expansion is valid for
ω/th = ω ≫ 1.
1. Effective Hamiltonian and Berry curvature
For the high frequency expansion of the effective
Hamiltonian given in eq. (31) we need the Fourier com-
ponents of the time-dependent Hamiltonian H~k(t) =
~d~k(t) · ~σ. These are determined by
dm~kx =
1
T
∫ T
0
dteimωtd~kx(t)
= −Jm(A)
3∑
j=1
1
2
e−imψj
[
ei
~k·~δj + (−1)me−i~k·~δj
]
dm~ky = −Jm(A)
3∑
j=1
−i
2
e−imψj
[
ei
~k·~δj + (−1)m+1e−i~k·~δj
]
,
(50)
where Jm(x) denotes the m-th Bessel function and ψj =
arctan(δyj /δ
x
j ) was introduced. This yields as the zeroth
order term of the effective Hamiltonian just the undriven
Hamiltonian rescaled by the zeroth Bessel function,
~h
(0)
~k
(A) = −J0(A)
3∑
j=1

cos(~k · ~δj)sin(~k · ~δj)
0

 . (51)
As the first order term is the commutator of only the
Pauli matrices σx and σy there is only a contribution to
the z-component of the coefficient vector, namely
h
(1)
~kz
(A) = 4
∞∑
n=1
Jn(A)
2 sin
(
2nπ
3
)
n
3∑
j=1
sin
(
~k · ~γj
)
, (52)
where the next-nearest-neighbor vectors
~γ1 = ~δ1 − ~δ3 , ~γ2 = ~δ2 − ~δ1 , ~γ3 = ~δ3 − ~δ2 (53)
were introduced. Note that since Jn(A)
2/n decreases
with increasing n the infinite sum in eq. (52) can for
practical purposes safely be approximated by a trunca-
tion restricted to the first few terms. Fig. 4 shows the
7analytical result for h
(1)
~qz (A) for ω = 10 in comparison
with the numerical result at the Dirac points (K-points)
~q± =
(
0
± 4π
3
√
3a
)
. (54)
Both show good agreement, in particular in the vicinity
of the roots.
The appearance of the n.n.n.-vectors in the effective
Hamiltonian reflects the fact that in real space the first
order contribution to the effective Hamiltonian adds a
hopping between next-nearest neighbors. The resulting
effective Hamiltonian corresponds to the famous Haldane
model where in this case the external driving opens a gap
in the quasi-energy spectrum leading to a non-vanishing
Chern number [3, 7, 22].
Omitting possible second order contributions to the
time-averaged Berry curvature as discussed in section
IIIA the Chern number (36) is solely determined by the
effective Hamiltonian HF and can be expressed in terms
of the coefficient vector ~h~k as
C =
∫
BZ
d2k
(
∂~h~k
∂kx
× ∂
~h~k
∂ky
)
· ~h~k
4π(h~k)
3
(55)
(cf. [29]).
Note that there are different possibilities for gap clos-
ing points in the quasi-energy spectrum of the effective
Hamiltonian, which reads to first order
HF~k = h
(0)
~kx
σx + h
(0)
~ky
σy +
1
ω
h
(1)
~kz
σz +O (ω−2) . (56)
Independent of the driving amplitude the zeroth-order
terms have roots at the Dirac points ~q±. Therefore, roots
of h
(1)
~q±z
(A) as function of the driving amplitude mark
gap-closing points. Moreover, h
(1)
~kz
(A) has a root at the
Γ-point ~kΓ = (0, 0) independent of driving amplitude.
This means that the quasi-energy spectrum closes at this
point at roots of J0(A), because there the zeroth order
terms vanish on the whole Brillouin zone. We marked the
transitions that can be attributed to gap closing points
at K or Γ points with labels AKi and AΓi, respectively,
in Fig. 3. In the following analysis we will focus on the
transitions with gap closing at the K-points.
2. Micromotion operator and occupation numbers
The second ingredient for the Hall conductance of the
quenched state is the mode occupation difference
ρ~kd(t
∗)− ρ~ku(t∗)
= |〈ψ0(t∗)|φ~kd(t∗)〉|2 − |〈ψ0(t∗)|φ~ku(t∗)〉|2 , (57)
which depends on the quench time t∗. Fig. 5a shows
the mode occupation in the Brillouin zone for a quench
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
0 1 2 3 4 5 6 7
h
(1
)
~q
±
z
(A
)
Driving amplitude A
numerical
expansion
FIG. 4. Values of the first order contribution to the z-
component of the coefficient vector at the Dirac points,
h
(1)
~q±z
(A)/ω, for ω = 10 as function of the driving amplitude
A in comparison with the numerical result for h~q±z(A).
from A0 = 0.1 to A1 = 2.8 at t0 = 0. Quenching the
amplitude leads to a smearing of the occupation num-
bers along the direction of the driving field. Since we
consider quasi-stationary Floquet modes as initial states,
the time dependence is fully determined by the pre- and
post-quench micromotion operators.
As given by eq. (32) the first order term of the high
frequency expansion of the kick operator is
K(1)~k (t) = −i
∞∑
m=1
1
m
[
eimωt~dm~k − e−imωt~dm~k
]
· ~σ (58)
with ~dm~k given in eq. (50). We approximate the micro-
motion operator with
UF~k (t) = exp
(
−iK(1)~k (t)/ω
)
+O(ω−2) (59)
and define ~g~k(t) = (g~kx(t), g~ky(t), g~kz(t)) via
−K(1)~k (t) = ~g~k(t) · ~σ . (60)
This approximation of the micromotion operator and
the first order result for the eigenvectors of the effective
Hamiltonian yields via eq. (21) the t0-dependent occu-
pation numbers
ρ~kd(t
∗)− ρ~ku(t∗)
=
~hi~k · ~h
f
~k
|hi~k||h
f
~k
| +
(
~hi~k × ~h
f
~k
)
·∆~g(t∗)
|hf~k ||hi~k|
+O(ω−2) . (61)
Here ∆~g~k(t
∗) = ~gAf~k (t
∗)−~gAi~k (t∗) denotes the difference of
the Kick operator coefficients before and after switching
the driving amplitude. A detailed derivation of this result
is given in appendix C.
Fig. 5b shows a comparison between the analytical re-
sult in eq. (61) and the numerical result on cuts through
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FIG. 5. a – Numerical result for the mode occupation after
quenching the driving amplitude from A0 = 0.1 to A1 = 2.8
at t∗ = 0. b – Comparison between numerical results (solid
lines) and the high frequency expansion (61) (dashed lines)
along cuts with constant kx or ky, respectively, through the
K-point ~q = (0,−4π/3√3) for two different frequencies.
a K-point with constant kx and ky, respectively, for two
different driving frequencies. The truncated high fre-
quency expansion clearly captures the anisotropy intro-
duced by the external field and the agreement with nu-
merics improves as the driving frequency is increased.
In order to analyze the non-analytic part of the Hall
conductance (39) it is crucial that the occupation num-
bers contribute a factor |hf~k |−1, because thereby the de-
nominator becomes a polynomial and it is possible to
find the antiderivative of the integrand. The result in eq.
(61) shows that the correction is proportional to |hf~k |−1.
Moreover, the first order contribution to the occupation
numbers is an odd function of ∆~k = ~k−~q±. Therefore, as
discussed in Ref. [16], the corresponding part of the in-
tegrand will not contribute to the non-analytic behavior
of the Hall conductance (34). This means that close to
the phase boundaries any dependence of the Hall conduc-
tance on the quench time is a second order contribution
in powers of the inverse frequency. We will therefore ig-
nore it in the further analysis.
Experimental setups with finite ramping times will
usually not be able to prepare initial states with a com-
pletely filled lower band and an empty upper band. Nev-
ertheless, we will focus on this situation in the following
analysis and discuss the effect of partially filled bands as
initial states later in section IIID.
C. Universal behavior at the phase transition
Putting together eqs. (34), (46), and (61) the non-
equilibrium Hall conductance is determined by
σxy =
e2
h
∫
d~k2
(
~hf~k
· ~hi~k
)(∂~hf~k
∂kx
×
∂~hf~k
∂ky
)
· ~hf~k
4πhi~k
(hf~k
)4
(62)
where the integral is over the Brillouin zone.
We will analyze the non-analytic behavior of (62)
based on expansions of the integrand around the gap clos-
ing points as summarized in section II D and discussed
more extensively in Ref. [16]. According to the high fre-
quency expansion to first order in powers of ω−1, we can
suppose the coefficient vectors ~h
i/f
~k
of the initial and final
Hamiltonian, respectively, around some singularity ~q to
be
h
i/f
~kx
= J0(Ai/f ) (a1x∆kx + a1y∆ky) +O(∆k2) (63)
h
i/f
~ky
= J0(Ai/f ) (a2x∆kx + a2y∆ky) +O(∆k2) (64)
h
i/f
~kz
= m(Ai/f ) +O(∆k2) , (65)
where ∆kx/y = kx/y − qx/y. Note that Ai and Af are
the free parameters and m(Ai/f ) = h
(1)
~qz (Ai/f ) is also a
function of Ai/f . In contrast to the closed system ana-
lyzed in Refs. [15, 16] for the driven system the expansion
coefficients of all components depend on the external pa-
rameter, namely the driving amplitude A. However, by
introducing the expansion
h
∗i/f
~kx
= a1x∆kx + a1y∆ky +O(∆k2) (66)
h
∗i/f
~ky
= a2x∆kx + a2y∆ky +O(∆k2) (67)
h
∗i/f
~kz
=
m(Ai/f )
J0(Ai/f )
+O(∆k2) ≡ m˜i/f +O(∆k2). (68)
the structure of the integrand in eq. (62) remains the
same and we obtain the non-analytic contributions de-
fined in eq. (39), which read
C(~q)η = sgn(J0(Ai))
×
∫
Bη(~qj)
d~k2
(
~h∗f~k · ~h∗i~k
)(∂~h∗f~k
∂kx
×
∂~h∗f~k
∂ky
)
· ~h∗f~k
4πh∗i~k (h
∗f
~k
)4
.
(69)
9Therefore, the analysis of the behavior of the Hall con-
ductance close to a transition can be done based on the
expansion (66)-(68) with constant coefficients in the first
two components given that J0(Ai/f ) 6= 0. As mentioned
above, it is sufficient to consider the expansion to lin-
ear order. In the vicinity of roots of J0(Ai/f ), however,
the corresponding expansions of the first two components
of the coefficient vectors are potentially dominated by
higher order contributions.
1. Quenching from the undriven initial state
We first focus on the quenches with the ground state
of the undriven system as initial state, i.e. Ai = 0 and
Af 6= 0. The gaplessness of the initial Hamiltonian is
reflected by m˜i = 0 in eq. (68), whereas m˜f 6= 0. The
linear transformation of coordinates(
∆k′x
∆k′y
)
=
(
a1x a1y
a2x a2y
)(
∆kx
∆ky
)
(70)
allows to make use of the rotational symmetry around
the singularity, yielding
C(~q)η = sgn(J0(Ai))
m˜f sgn (a1xa2y − a2xa1y)
2
×
∫ η
0
d∆k′
∆k′2(
m˜2f +∆k
′2
)2 . (71)
The non-vanishing part of this integral in the limitmf →
0 is
m˜fsgn (a1xa2y − a2xa1y)
4
∫ η
0
d∆k′
1
m˜2f +∆k
′2 . (72)
=
sgn (a1xa2y − a2xa1y)
4
arctan (η/m˜f ) . (73)
For arbitrary η > 0, we have limmf→0 arctan (η/m˜f ) =
sgn(m˜f )π/2. Thus, the discontinuity of C(~q)η at mf = 0
must be
C(~q)η (mf → 0+)− C(~q)η (mf → 0−)
=
π
4
sgn [J0(Ai)J0(Af ) (a1xa2y − a2xa1y)] . (74)
Summing up the contributions of both K-points ac-
cording to eq. (38) yields the discontinuity of the total
Hall conductance, which is
σxy(Af −Ac → 0+)− σxy(Af −Ac → 0−)
=
π
4
sgn
(
J0(Ai)
J0(Af )
)[
lim
mf→0+
C − lim
mf→0−
C
]
= ±πe
2
2h
. (75)
The sign depends on the particular choice of the gap
closing point Ac. For critical points which are related to
a closing of the gap at the K-points in the Brillouin zone
the comparison with the numerical results in Fig. 1a and
Fig. 3 shows that the dimensionless Hall conductance
indeed jumps by π/2.
2. Quenching from a driven initial state
We now turn to the case where the system is ini-
tially prepared in a quasi-stationary Floquet mode of the
driven Hamiltonian with Ai 6= 0. When the initial state
is a Floquet mode of the driven Hamiltonian, the analysis
is completely analogous to the case of the closed system
in Refs. [15, 16]. Plugging eqs. (66)-(68) into into eq.
(69) yields the non-analytic part of the integral, which is
C(~q)η ∼ −
J0(Ai)
J0(Af )
sgn (a1xa2y − a2xa1y)
2 |mi|
×mf (Af ) ln
∣∣∣∣mf (Af )J0(Af )
∣∣∣∣ . (76)
Note first of all that by contrast to quenching from the
undriven ground state the Hall conductance is continuous
at the transition points if the initial state is a Floquet
mode of the driven Hamiltonian, which is also evident in
Fig. 1a. Nevertheless, the derivative with respect to Af
in the limit Af → Acf is non-analytic and diverges like
dC(~q)η
dAf
∼− J0(Ai)
J0(Acf )
sgn (a1xa2y − a2xa1y)
2 |mi|
× dmf
dAf
∣∣∣∣
Af=Acf
ln |mf (Af )| . (77)
Summing up the contributions from both gap closing
points in the Brillouin zone yields the divergent part of
the derivative of the Hall conductance
dσdiv.xy
dAf
∼ J0(Ai)
J0(Acf )
lim
mf→0+
C − lim
mf→0−
C
2 |mi|
× dmf
dAf
∣∣∣∣
Af=Acf
ln |mf (Af )| . (78)
Fig. 1b shows the derivative of the Hall conductance for
quenches with different Ai and Af close to the transition
K1. The derivatives have been rescaled by the respec-
tive prefactors µ(Ai, Af ) = J0(Af )|mi|/J0(Ai)m′f such
that according to eq. (77) the slopes of all results co-
incide. Moreover, the results for different Ai have been
shifted by in order to compare them despite the different
regular contributions to the Hall conductance. The nu-
merical data agree with the analytically predicted slope
and the agreement improves as Af approaches the tran-
sition point AK1. Note that after a quench starting with
Ai = 2.3 the agreement is good although this is very close
to a root of J0(Ai) as can be seen in the inset of Fig. 1b.
The presented data were obtained using a grid with
6000×6000 points in the numerical scheme described in
appendix B. This grid resolution determines the compu-
tational cost and has to be increased as Af approaches
AK1. Thereby our computational resources limit the nu-
merical results to the regime presented in Fig. 1b.
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D. The effect of partially filled Floquet bands as
initial state
As mentioned before the completely filled lower Flo-
quet band we considered above cannot necessarily be pre-
pared with high fidelity in practice [9, 31]. In particular,
ramping across a gap closing point prohibits adiabatic
preparation of the initial state. Therefore, the initial
state will typically be given by partially filled Floquet
bands in experiments.
Considering partially filled bands produced using some
ramping protocol the single particle initial states will be a
superposition of the pre-quench Floquet modes |φα
0~k
(t)〉,
|ψ0~k(t)〉 = cos θ~k|φd0~k(t)〉 + sin θ~keiϕ~k(t)|φu0~k(t)〉 . (79)
In this expression θ~k parametrizes the single particle oc-
cupation number and it will depend on the details of
the ramping protocol. The phase is given by ϕ~k(t) =
ϕ0~k+
(
ǫd~k− ǫu~k
)
t = ϕ0~k− 2|~hi~k|t, where ~h0~k is the coefficient
vector of the initial effective Hamiltonian. Plugging this
into eq. (57) yields
ρd~k(t
∗)− ρu~k(t∗) = cos(2θ~k)
(
|〈φd
0~k
(t∗)|φd~k(t∗)〉|2 − |〈φd0~k(t∗)|φu~k(t∗)〉|2
)
+ sin(2θ~k)Re
[
eiϕ~k(t
∗)
(
〈φd
0~k
(t∗)|φd~k(t∗)〉〈φd~k(t∗)|φu0~k(t∗)〉 − 〈φd0~k(t∗)|φu~k(t∗)〉〈φu~k (t∗)|φu0~k(t∗)〉
)]
(80)
Thereby, the Hall conductance after a quench can be split
into two parts, σxy = σ
(1)
xy + σ
(2)
xy , corresponding to the
first and the second contribution to the occupation dif-
ference.
The first term of the occupation difference above equals
the occupation difference one obtains when the system
is initialized in the lower Floquet band weighted by the
prefactor cos(2θ~k). The specific form of the occupation
after preparation, which is parametrized by θ~k, will de-
pend on the preparation protocol. If θ~k can be approx-
imated by a constant in the vicinity of the gap clos-
ing points ~qj it will not affect the non-analytic behavior
and σ
(1)
xy will contribute a logarithmic divergence to the
derivative of the Hall conductance at the critical time.
In the case of the driven hexagonal system considered
above the non-analyticity in eq. (77) acquires an addi-
tional prefactor cos(θ~q) with ~q given in eq. (54).
Under the assumption that both θ~k and ϕ
0
~k
are well be-
haved in the vicinity of the gap closing points the second
term yields a contribution to the non-equilibrium Hall
conductance that is independent of the driving frequency
and behaves like the Hall conductance after quenching
from a critical state, as discussed in section III C 1, but is
weighted with sin(θ~q) and oscillates with frequency 2|~hi~q|,
i.e. the initial gap width. For our specific model and the
class of critical points we considered above the contribu-
tion is
± sin(2θ~k0) cos(ϕ~k0(t∗))
πe2
2h
(81)
A detailed derivation of this result is given in appendix
D. This contribution is non-universal as it depends on the
quench time t∗. However, it can in practice be eliminated
by averaging over a range of quench times t∗.
Altogether the results obtained for the completely
filled lower Floquet band will pertain when allowing par-
tially filled Floquet bands as initial states if the occupa-
tion numbers in the vicinity of gap closing points are well
behaved. Non-analyticities in the occupation difference,
however, could potentially lead to different behavior of
the non-equilibrium Hall conductance.
Any kind of occupation that reflects the spectral prop-
erties of a gapped system will be smooth in the vicin-
ity of the gap closing points ~q. For example, ther-
mal occupation numbers corresponding to an inverse
temperature β are obtained from the pure state (79)
if cos θ~k = e
−βǫd~k/2
(
2 cosh(βǫd~k)
)−1/2
, where the (quasi-
)energies ǫ~k are smooth everywhere. Nevertheless, ramp-
ing across gap closing points could possibly leave an im-
print of the non-analyticity in the resulting occupation
numbers. Moreover, it might be possible that the char-
acteristics of the occupation depend on the choice of the
ramping protocol. Such effects, since beyond the scope
of this work, should be investigated in the future.
IV. DISCUSSION
A. Universality
The non-analytic behavior of the Hall conductance at
the critical points studied in this work is universal in the
same sense as discussed in Ref. [16]. The key feature
that determines the non-analytic behavior is the conic
structure of the quasi-energy spectrum close to the gap
closing point. Thereby, the non-analytic behavior does
not depend on the details of the model.
Both expressions characterizing the non-analytic be-
havior, eq. (75) and eq. (78), depend only on the band
gap m(A), the band width ratio J0(Ai)/J0(Af ), and the
jump of the Chern number at the transition. The Chern
number is, however, only defined in translationally in-
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variant systems. Nevertheless, we expect our results to
hold also for systems with weak disorder as we argue in
the following. Note that this argument regards transi-
tions that occur as a function of the parameter A in the
presence of weak disorder. Disorder-driven topological
transitions at intermediate or strong disorder as reported
in Refs. [32, 33] are of different nature and, hence, not
in the class of transitions we consider in this work.
Other than in undriven topological insulators edge
modes of Floquet topological insulators can not only lie
in the energy gap around ǫ~k = 0. Due to the period-
icity of the quasi-energy spectrum they can also lie in
the gap at ǫ~k = ω/2 = π/T that separates the quasi-
energies of neighboring quasi-energy “Brillouin zones”.
The Chern number corresponds to the difference between
the number of edge modes at ǫ = 0, denoted by ν0,
and the number of edge modes at ǫ = π/T , denoted by
νπ, i.e. C = ν0 − νπ. In Ref. [20] a bulk invariant
was introduced that directly corresponds to the num-
ber of edge states in a particular gap for systems with
translational invariance. This was generalized to disor-
dered systems in Ref. [34]. For the disordered system
one adds additional time-independent fluxes ~Θ = (θx, θy)
threaded through the lattice to the time-periodic Hamil-
tonian of interest leading to a time evolution operator
U(~Θ, t) = Tt′ exp
( − i ∫ t0 dt′H(~Θ, t′)). The number of
edge states in a gap around a given quasi-energy ǫ, νǫ, is
then determined by
νǫ =W [Uǫ] , (82)
where
W [UT ] =
1
8π2
∫ T
0
dt
∫
d2θ
× tr
(
U−1T ∂tUT
[
U−1T ∂θxUT , U
−1
T ∂θyUT
])
(83)
is a winding number of the map UT (~Θ, t) from (~Θ, t) ∈
S1 × S1 × S1 to the space of time evolution operators
UT (~θ, t) periodic in θx, θy, and t. Uǫ(~Θ, t) is related to
the time evolution operator of the driven system U(~Θ, t)
via
Uǫ(~k, t) =
{
U(~Θ, 2t) if 0 ≤ t ≤ T/2
e−iH
ǫ
eff(
~Θ)t if T/2 ≤ t ≤ T . (84)
In this expression ǫ determines the direction e−iǫT of the
branch cut of the logarithm in the definition of the effec-
tive Hamiltonian
Hǫeff(
~Θ) =
i
T
logǫ U(~Θ, T ) . (85)
With these results the characteristic non-analytic be-
havior given by eqs. (75) and (78) can be reexpressed in
terms of the winding number W as
σdiv.xy ∼
π
4
sgn
(
J0(Ai)
J0(Af )
)[
lim
mf→0+
∆W − lim
mf→0−
∆W
]
(86)
for quenches from the gapless initial state and as
σdiv.xy ∼
J0(Ai)
J0(Acf )
lim
mf→0+
∆W − lim
mf→0−
∆W
2|mi|
× dmf
dAf
∣∣∣
Af=Acf
ln |mf | (87)
for the gapped initial state. Here we introduced ∆W =
W [U0]−W [Uπ/T ]. This form of the non-analytic behav-
ior is expected to pertain also in the presence of weak
disorder. Since beyond the scope of this work it is left
for the future to demonstrate this anticipated behavior
explicitly using specific examples.
Note, however, that these results for the non-analytic
behavior apply only to transitions with conic gap closing
points at ǫ = 0, which corresponds to points ~q in the
Brillouin zone where the coefficient vector of the effec-
tive Hamiltonian vanishes, |~h~q| = 0. A unique feature of
Floquet systems is the possibility of gap closing points at
ǫ = π/T , which were for example studied in Refs. [17–
20, 33]. These transitions correspond to the presence of
points ~q in the Brillouin zone where |~h~q| = π/T . In that
case any non-analyticity in the Hall conductance that is
determined by the integral in eq. (62) must originate in
non-analytic behavior of the numerator instead of roots
of the denominator. Therefore, our analysis does not ap-
ply in these cases.
B. Conclusion
Based on a high frequency expansion of the effec-
tive Hamiltonian and the micromotion operator we stud-
ied the non-equilibrium Hall conductance after sudden
switches of the driving amplitude. Considering a tight
binding Hamiltonian on a hexagonal lattice with period-
ically modulated potential we found two kinds of non-
analytic behavior after quenches close to critical driving
amplitudes at which the ground state Chern number ex-
hibits a jump. When the system is initially prepared
in the undriven ground state of the gapless Hamiltonian
H0 the non-equilibrium Hall conductance jumps by ±πe22h
whenever the final driving amplitude Af crosses a phase
boundary Ac of the effective Hamiltonian with a gap-
closing at the K-points. Considering neutral atoms in an
optical lattice instead of an electronic system the elec-
tron charge e is to be replaced by unity. If the system
is instead initially prepared in a Floquet mode of the
driven Hamiltonian HAi(t) the non-equilibrium Hall con-
ductance after switching to Af is continuous at Af = Ac,
but the derivative
dσxy
dAf
diverges logarithmically.
This non-analytic behavior is universal in the same
sense as discussed in Ref. [16]. The characteristics of the
non-analyticity only depend on the conic structure of the
quasi-energy spectrum in the vicinity of the gap closing
points and are therefore independent of other details of
the model. In particular, it is expected that the behavior
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remains the same in the presence of weak disorder, where
the winding number of the time evolution operator serves
as topological invariant instead of the Chern number.
Nevertheless, at the additional frequency dependent
transition points visible in Fig. 3a one might find dif-
ferent behavior if the gap-closing points have different
character. This question should be addressed in future
research.
Our results show that the universal non-analytic be-
havior of the non-equilibrium Hall conductance carries
over from closed TIs discussed in Refs. [15, 16] to FTIs,
which can be realized experimentally in ultracold atom
setups in optical lattices with the necessary control of ex-
ternal parameters [7, 35]. Moreover, small electric fields
required to probe the Hall response can be generated in
ultracold atom experiments [36]. These experiments nat-
urally encounter a situation similar to the one considered
in this work, because in the preparation process the ex-
ternal driving force is usually ramped up at some point
in order to bring the system from the initial topologi-
cally trivial state into the topologically non-trivial state
of the driven Hamiltonian. It is, however, understood,
that the Chern number of a state is invariant under uni-
tary evolution [9]. In a recent work [12] it was demon-
strated how topological properties of the final Hamilto-
nian can nevertheless be inferred from the time-averaged
non-equilibrium Hall conductance after slow but non-
adiabatic ramps. Our results show that in the opposite
limit of infinitely fast ramps the topological invariant de-
termines the behavior close to transition points. In par-
ticular the jump height or the prefactor of the logarith-
mic divergence, respectively, are determined by the jump
of the topological invariant at the transition. In future
work it should be investigated, whether the behavior at
infinitely long times investigated here can be found in the
time-averaged Hall conductance at finite times similar to
Ref. [12]. Moreover, the effect of ramping could be stud-
ied based on a high frequency expansion as presented in
Ref. [37].
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Appendix A: Restoring translational invariance by a
time-dependent gauge transformation
In order to restore translational invariance we perform
a time-dependent gauge transformation with
W (t) =
∏
i
exp
(
ic†ici
∫
dtV (~ri, t)
)
(A1)
yielding
H(t) =W (t)H˜(t)W †(t)− iW (t)∂tW †(t)
= −J
∑
〈i,j〉
(
e−iθij(t)c†icj + h.c.
)
, (A2)
where
θij(t) = (~ri − ~rj) · ~A(t) (A3)
was introduced with
~A(t) =
V0a
ω
(
sin(ωt)
cos(ωt)
)
, (A4)
where a denotes the lattice spacing.
Introducing explicit labels A and B for the sublattices
and the Fourier transform of the operators,
ci,A/B =
1√
N
∑
~k
e−i~k·~ri,A/Bc~k,A/B (A5)
yields the Hamiltonian in momentum space,
H(t) = −J
∑
~k
~c †~k
[
~d~k(t) · ~σ
]
~c~k . (A6)
In this expression for the Hamiltonian we introduced
~c~k =
(
c~kA
c~kB
)
(A7)
and the coefficient vector ~d~k(t) is given in eqs. (4)-(6) in
the main text.
Appendix B: Numerical computation of Floquet
modes and Hall conductance
In order to solve eq. (25) numerically we set up the
matrix Q as given in eq. (26) truncating it at some max-
imal |m| = M . The diagonalization of the truncated
matrix yields Floquet modes |φnm〉〉 for −M ≤ m ≤
M and corresponding quasi-energies with the property
ǫnm = ǫn0 +mω for small |m|. The best approximation
for the eigenvector of the infinite matrix is obtained in
the middle of the spectrum, i.e. for m = 0.
For the two-band system under consideration we ob-
tain a solution at every ~k-point and the solutions can be
written as vectors with 2(2M + 1) components
~φαm~k,M ≡ |φαmk 〉〉 =


φαmk,(u,M)
φαmk,(d,M)
φαmk,(u,M−1)
...
φαmk,(d,−M)

 (B1)
The best approximation to the time-dependent Floquet
mode |uαk (t)〉 ∈ C2 is then given by
|φαk (t)〉 =
∑
β∈{u,d}
M∑
n=−M
einωtφα0k,(β,n)|β〉 . (B2)
Plugging eq. (B2) into eq. (34) yields
F¯~k =
∫ T
0
dt
T
∑
α,α′
∑
n,n′
〈α|e−inωt∂x(φd0~k,(α,n))∗∂y(φd0~k,(α′,n′))ein
′ωt|α′〉
=
∑
α,α′
∑
n,n′
∂x(φ
d0
~k,(α,n)
)∗∂y(φd0~k,(α′,n′)) 〈α|α′〉︸ ︷︷ ︸
δαα′
∫ T
0
dt
T
ei(n
′−n)ωt
︸ ︷︷ ︸
δnn′
=
∑
α
∑
n
∂x(φ
d0
~k,(α,n)
)∗∂y(φd0~k,(α,n)) =
(
∂x~φ
d0
~k,M
)
·
(
∂y~φ
d0
~k,M
)
(B3)
This means it is not necessary to perform the time-
averaging for the averaged Berry curvature explicitly.
The derivatives can be approximated as difference quo-
tients. This procedure yields a numerical approximation
for F¯k on a grid of ~k-points. Choosing this grid appro-
priately the Hall conductance (33) can be computed ef-
ficiently using the method introduced in Ref. [39] as al-
ready established by Dehghani et al. [10].
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Appendix C: Derivation of time dependent mode
occupation numbers
The first order term of the high frequency expansion
of the kick operator is
K(1)(t) = −i
∞∑
m=1
eimωtHm − e−imωtH−m
m
(C1)
Note that in this fomula we dropped the explicit ~k-
dependence in the notation, which we will do also in the
rest of this section wherever it is not relevant in order to
keep the notation clear.
We approximate the micromotion operator with
UF (t) = exp
(
−iK(1)(t)/ω
)
+O(ω−2) (C2)
and define ~g(t) = (gx(t), gy(t), gz(t)) via
−K(1)(t) = gx(t)σx + gy(t)σy + gz(t)σz . (C3)
Note that according to eq. (C1) gz(t) = 0 to first order in
1/ω. The expression for K(1)(t) as sum of Pauli matrices
allows to rewrite the micromotion operator as
exp
(
−iK(1)(t)
)
= exp [ig(t)(~n(t) · ~σ)]
= cos(g(t)) + i sin(g(t))(~n(t) · ~σ) (C4)
with
~n(t) =
~g(t)
g(t)
, g(t) = |~g(t)| . (C5)
Plugging this expression for the micromotion operator
into eq. (21) we obtain the overlaps of Floquet modes,
〈φd0(t)|φα(t)〉 = 〈ud0| [cos(g0(t))− i sin(g0(t))(~n0 · ~σ)] [cos(g(t)) + i sin(g(t))(~n · ~σ)] |uα〉 (C6)
= 〈ud0|uα〉 cos(g0(t)) cos(g(t)) + sin(g0(t)) sin(g(t))〈ud0|(~n0 · ~σ)(~n · ~σ)|uα〉
− i sin(g0(t)) cos(g(t))〈ud0|~n0 · ~σ|uα〉+ i cos(g0(t)) sin(g(t))〈ud0|~n · ~σ|uα〉 (C7)
where the index 0 indicates Floquet modes/micromotion
operator of the initial Hamiltonian with driving ampli-
tude A0. To evaluate this we need the eigenstates of the
effective Hamiltonian HF~k =
~h~k · ~σ, which read
|uu/d~k 〉 =
√√√√ h2~kx + h2~ky
2|~h~k|(|~h~k| ± h~kz)
(
h~kz±|~h~k|
h~kx+ih~ky
1
)
. (C8)
These yield the overlaps
Γα1 ≡ 〈ud0|uα〉 =
1 +
h0z−|~h0|
h0x−ih0y
hz±|~h|
hx+ihy
Nα (C9)
Γαx ≡ 〈ud0|σx|uα〉 =
h0z−|~h0|
h0x−ih0y +
hz±|~h|
hx+ihy
Nα (C10)
Γαy ≡ 〈ud0|σy|uα〉 = −i
h0z−|~h0|
h0x−ih0y −
hz±|~h|
hx+ihy
Nα (C11)
where
N−1α =
√√√√ (h2x + h2y)(h0x2 + h0y2)
4|~h0||~h|(|~h0| − h0z)(|~h| ± hz)
(C12)
Then
〈φd0(t)|φα(t)〉
= Γα1 [cos(g0) cos(g) + sin(g0) sin(g)(n
x
0n
x + ny0n
y)]
+ iΓαz sin(g0) sin(g)(n
x
0n
y − ny0nx)
− i sin(g0) cos(g)(nx0Γαx + ny0Γαy )
+ i cos(g0) sin(g)(n
xΓαx + n
yΓαy )
= Γα1 [cos(g0) cos(g) + sin(g0) sin(g)(n
x
0n
x + ny0n
y)]
+ iΓαy (cos(g0) sin(g)n
y − sin(g0) cos(g)ny0)
+ iΓαx(cos(g0) sin(g)n
x − sin(g0) cos(g)nx0)
+ iΓαz sin(g0) sin(g)(n
x
0n
y − ny0nx) (C13)
Since g, g0 ∼ O(ω−1), we approximate cos(g) ≈ 1 and
sin(g) ≈ g and drop all terms of O(ω−2), which yields
〈φd0(t)|φα(t)〉
= Γα1 + iΓ
α
y (g(t)n
y(t)− g0(t)ny0(t))
+ iΓαx (g(t)n
x(t)− g0(t)nx0(t))
= Γα1 + iΓ
α
y
(
gy(t)− g0y(t)
)︸ ︷︷ ︸
≡∆gy(t)
+iΓαx
(
gx(t)− g0x(t)
)︸ ︷︷ ︸
≡∆gx(t)
(C14)
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Then, again omitting terms quadratic in 1/ω,
|〈φd0(t)|φα(t)〉|2
= (Γα1 + iΓ
α
y∆gy(t) + iΓ
α
x∆gx(t))
× (Γα1 ∗ − iΓαy ∗∆gy(t)− iΓαx∗∆gx(t))
= |Γα1 |2 − Im[Γα1 ∗Γαx ]∆gx(t)− Im[Γα1 ∗Γαy ]∆gy(t) (C15)
In the end we are interested in
|〈φd0(t)|φd(t)〉|2 − |〈φd0(t)|φu(t)〉|2
= (|Γd1|2 − |Γu1 |2)
− (Im[Γd1
∗
Γdx]− Im[Γu1∗Γux])∆gx(t)
− (Im[Γd1
∗
Γdy]− Im[Γu1∗Γuy ])∆gy(t) (C16)
The different contributions to the overlaps are
|Γd1|2 − |Γu1 |2 =
~d0 · ~d
|d||d0| (C17)
Im[Γd1
∗
Γdx]− Im[Γu1∗Γux] =
dyd
0
z − d0ydz
|d||d0| (C18)
Im[Γd1
∗
Γdy]− Im[Γu1∗Γuy ] =
d0xdz − dxd0z
|d||d0| (C19)
Since ∆gz(t) = 0, we can finally write
|〈φd0(t)|φd(t)〉|2 − |〈φd0(t)|φu(t)〉|2
=
~h0 · ~h
|h||h0| +
(
~h0 × ~h
)
·∆~g(t)
|h||h0| +O(ω
−2) . (C20)
Appendix D: Partially filled bands
In this section we derive the leading contribution to
sin(2θ~k)Re
[
eiϕ~k(t)
(
〈φd
0~k
(t)|φd~k(t)〉〈φd~k(t)|φu0~k(t)〉
− 〈φd
0~k
(t)|φu~k(t)〉〈φu~k (t)|φu0~k(t)〉
)]
(D1)
which is a part of the occupation difference when quench-
ing from partially filled Floquet bands given in eq. (80)
in the main text. For the sake of brevity we will drop the
explicit ~k-dependence in the notation wherever it is not
relevant in the following.
The derivation is analogous to the one given in ap-
pendix C. We generalise the expressions for the overlaps
(C9)-(C11) to
Γαβ1 = 〈uα0 |uβ〉 =
1
Nαβ
(
1 +
h0z ± h0
h0x − ih0y
hz ± h
hx + ihy
)
(D2)
Γαβx = 〈uα0 |σx|uβ〉 =
1
Nαβ
(
h0z ± h0
h0x − ih0y
+
hz ± h
hx + ihy
)
(D3)
Γαβy = 〈uα0 |σy|uβ〉 = −i
1
Nαβ
(
h0z ± h0
h0x − ih0y
− hz ± h
hx + ihy
)
(D4)
with
Nαβ =
√ (
h2x + h
2
y
)(
h0x
2 + h0y
2)
4hh0
(
h0 ± h0z
)(
h± hz
) . (D5)
In the expressions above α is always associated with the
first ± and β with the second. For the overlaps in eq.
(D1) this yields
〈φd
0~k
(t)|φd~k(t)〉〈φd~k(t)|φu0~k(t)〉 − 〈φd0~k(t)|φu~k(t)〉〈φu~k (t)|φu0~k(t)〉
=
(
Γdd1 + iΓ
dd
x ∆gx(t) + iΓ
dd
y ∆gy(t)
)
×
(
Γud1
∗ − iΓudx
∗
∆gx(t)− iΓudy
∗
∆gy(t)
)
−
(
Γdu1 + iΓ
du
x ∆gx(t) + iΓ
du
y ∆gy(t)
)
×
(
Γuu1
∗ − iΓuux ∗∆gx(t)− iΓuuy ∗∆gy(t)
)
=
h0z
(
h0xhx + h
0
yhy
)
+ ih0
(
h0xhy − h0yhx
)
hh0
√
h0x
2 + h0y
2
− 4hz
hh0
√
h0x
2 + h0y
2
[
h0zh
0
y + ih0h
0
x
]
∆gx(t)
+
4hz
hh0
√
h0x
2 + h0y
2
[
h0zh
0
x − ih0h0y
]
∆gy(t) +O(ω−2)
(D6)
where second order terms were omitted.
We consider the first term, which is frequency inde-
pendent. When the linearisation around the gap closing
point given in eqs. (63)-(65) is plugged in, the imagi-
nary part vanishes. For the real part we can approxi-
mate h0 ≈ hz0 close to the gap closing point. Thereby we
obtain
h0xhx + h
0
yhy
h
√
h0x
2 + h0y
2
(D7)
The contribution of this part of the occupation to the
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Hall conductance is
σ(2)xy =
∫
d2k
4π
sin(2θ~k) cos(ϕ~k(t))
×
h0~kxh~kx + h
0
~ky
h~ky√
h0~kx
2
+ h0~ky
2
(∂x~h~k × ∂y~h~k)~h~k
h4~k
(D8)
Assuming sin(2θ~k) cos(ϕ~k(t)) well behaved in the vicinity
of the gap closing point ~k0, we can approximate
σ(2)xy = sin(2θ~k0) cos(ϕ~k0 (t))
×
∫
d2k
4π
h0~kxh~kx + h
0
~ky
h~ky√
h0~kx
2
+ h0~ky
2
(∂x~h~k × ∂y~h~k)~h~k
h4~k
(D9)
and then the integral is the same one gets when quench-
nig from a gapless initial state, which is discussed in sec-
tion III C 1 of the main text. This means, that partially
filled initial states add a jump to the Hall conductance
at the transition. But through the cos(ϕ~k0 (t)) factor the
jump oscillates as function of the quench time with fre-
quency equal to the initial gap 2m(Ai).
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