Abstract-Network tomography has been regarded as one of the most promising methodologies for performance evaluation and diagnosis of the massive and decentralized Internet. It can be used to infer unobservable network behaviors from directly measurable metrics and it does not require cooperation between the network internal elements and the end users. For instance, the Internet users may estimate the link level characteristics such as loss and delay from end-to-end measurements, whereas the network operators can evaluate the Internet path-level traffic intensity based on link-level traffic measurements. In this paper, we present a novel estimation approach for the network tomography problem. Unlike previous likelihood based methods, our approach is based on characteristic functions, i.e. the Fourier transform, of the distributions of observed measurements. We focus on network delay tomography and develop a Fourier domain inference algorithm based on flexible mixture models of link delays. Through extensive model simulation and simulation using real Internet trace, we are able to demonstrate that the new algorithm is computationally more efficient and yields more accurate estimates than previous methods, especially for a network with heterogeneous link delays. In addition, we obtain some identifiability results that can be applied to general distribution models for link delays.
I. INTRODUCTION

A. Background and Motivation
Due to the size and the decentralized nature of the Internet, monitoring its behavior and diagnosing its performance degradation are challenging. The service providers may collect their link level statistics using tools such as Cisco Netflow, whereas the end users can measure the end to end performance by probing the network. Unfortunately, none of them has a global view of the Internet. For instance, when an end-toend measurement indicates the performance degradation of an Internet path, the exact cause is hard to uncover because the path may traverse several autonomous systems (AS) that are often owned by different entities, e.g., a service provider, and the service providers generally do not share information about their internal performance. Even they do, there is no scalable way to correlate the link level measurements to end-to-end performance in a large network like the Internet. Similarly, the service providers may be interested in the end-to-end path characteristics that they can not observe directly.
Network tomography is a technology addressing these issues that infers the unobservable from the easily available measurements (e.g., [27] , [4] , [6] , [1] ). There have been two forms of network tomography being studied in the literature. The first estimates the link-level characteristics based on end-to-end measurement [1] , [3] , [4] , [10] , [12] , [18] , [19] , [25] , [26] , [29] and the second predicts end-to-end path-level traffic intensity based on link-level traffic measurements [6] , [7] , [27] . The key advantage of network tomography is that it does not require the collaboration between the network elements and the end users. In this paper, we focus on the first form of tomography, delay tomography. However, the proposed approach may also be applied to the second form of tomography, i.e. traffic demand tomography.
Network tomography can estimate the network internal characteristics such as loss and delay 1 , from the end-to-end measurements by exploiting the inherent correlation in performance. Considering a tree spanning from a source of probes (root) to a set of receivers (leaves), the packets are potentially subject to queuing delay and loss at each link. The inference is to explore the relationship between the distributions of per-link and end-to-end (source-to-receiver) loss/delay by enumerating the different ways in which end-to-end loss/delay can be split among links on the path with the assumption that link delays are independent between different links and probes.
The end-to-end measurements may be made passively or actively. The probes for the active measurements can be sent using either multicast or unicast routing. Because only one copy of a probe is transmitted on the common links, multicast probing based tomography has the advantage of perfect correlations on the common links, less overhead, and better scalability. However, the multicast routing is not widely enabled in today's Internet where the unicast probing based tomography is often the only choice. In this paper, we assume that measurements are collected from multicast probes. It has been shown in [3] on how to apply the tomography algorithms developed for multicast measurements when only unicast measurements are available.
Some network characteristics are discrete variables, e.g., loss, whereas others are continuous variables, e.g., delay. In previous work on network tomography [3] , [10] , [4] , [19] , both loss and delay are treated as discrete variables where loss tomography become a special case of delay tomography. The continuous delay distribution is approximated by a non-parametric discrete distribution, which can be regarded as a discretized version of the true delay distribution. Both endto-end delays and link delays are discretized using the same set of bins for the ease of computation. The loss tomography is a special case of discrete delay tomography using only two bins where one bin represents successful transmissions and the other bin represents packet losses.
The previous approaches for delay tomography have several potential limitations. First, the best choice of the number of bins and the bin widths are not easy to determine. A small set of bins may not achieve the desired level of accuracy whereas a large set of bins may incur a higher computational cost and may not necessarily yield accurate estimates due to possible over-fitting. Second, a fixed set of equally spaced bins for all links can be too restrictive in a heterogeneous network such as Internet, where links may differ significantly by both link speed and buffer size. A single bin width may be too coarse grained for modeling the delay of a high bandwidth link but at the same time too fine-grained for modeling the delay of a low bandwidth link. Last, the complexity of the usual maximum likelihood method for estimating the discretized delay distribution increases exponentially as the sizes of trees increase [18] , which make the inference of large trees infeasible.
B. Contribution
The contributions of this paper are as follows. First, we present a general identifiability result for the network tomography problem, which unifies previous work on this issue for both the traffic demand tomography and the delay tomography.
Second, we propose a novel estimation approach based on characteristic functions, i.e. the Fourier transform, of the distributions of observed measurements in the network tomography model. Our approach is a special case of General Method of Moments (GMM) approach [15] , where we obtain estimates by minimizing the distance between the empirical and the model characteristic function. This can be applied to very general models, for example flexible mixture distributions, which allows us to i) model the heterogeneous network links, ii) infer continuous distributions directly without discretizing them first. The new approach has a number of advantages over the existing ones including more accurate estimation, easier computation, and more flexibility, which we will elaborate further in the rest of the paper.
Last, using queuing delay tomography as an example, we demonstrate the power of the characteristic function based inference. We evaluate the new approach extensively through both model simulations and trace-driven simulations. The results suggest that our new approach can yield more accurate prediction of delay distributions yet is computationally less expensive than previous approaches.
C. Related work
There have been significant amount of works on network tomography in recent years. The term network tomography was first coined by [27] and then followed by [24] , [6] , [7] , [18] , [17] , focusing on estimating end-to-end path traffic intensities from the link-level measurements. The other form of network tomography infers network internal characteristics from end-to-end measurements. The techniques for network internal loss tomography are presented in [4] , [10] , [11] , [25] , [3] , [29] , [28] . The delay tomography methodologies are described in [19] , [10] , [22] , [3] , [26] , [18] , [17] . The network internal topology identification has been studied in [21] , [11] , [13] , [9] , [12] . The most relevant works to ours are [19] , [18] , [26] for multicast based delay tomography. All approaches developed in these papers use discrete distributions with equal bins to approximate continuous distributions of link delays, where the same bin width is used for all the links. However without dramatically increasing computational complexity, these methods cannot be easily extended to heterogeneous networks such as the Internet. Our new approach allows for more flexible modeling of heterogeneity and thus can predict the performance of the Internet more accurately.
We note that [22] proposed to estimate cumulative generating functions (similar to characteristic functions used in this paper) of link delays, but their approach was based on unicast measurements and they did not estimate link delay distributions. [23] also used finite mixture models for link delay distributions and implemented an EM algorithm for parameter estimation, but the method was based on unicast measurements and again it suffered from high computational complexity similar to other likelihood based methods.
There are a few previous works that considered the identifiability issue for the network tomography problem. However, those results only apply to specific parametric or discrete distributions, but not general distributions, [27] , [6] , [19] . We unify the previous work and extend their results to arbitrary distributions under very weak assumptions.
D. Paper structure
The remaining sections of the paper are structured as follows. In Section 2, we formulate the tomography model and study the general identifiability issue. Section 3 describes new estimation methods of network tomography based on Fourier domain inference and Section 4 apply the techniques to develop a fast algorithm using flexible mixture models for link delays. In Section 5, we present extensive experimental studies for evaluating the proposed algorithms for delay tomography. Section 6 concludes the paper.
II. MODEL, CHARACTERISTIC FUNCTION, AND IDENTIFIABILITY
In this section, we first present a formal model for the network tomography problem. We then introduce the characteristic function of a distribution. Using the characteristic function as a tool, we show a general identifiability result for network tomography that applies to not only some specific distributions such as discrete distributions but also more general distributions.
A. The network tomography model
We consider the network tomography problem of the following form:
where T is an Idimensional vector of measurements and A is an I ×J routing matrix with elements 0 or 1. Here we use the superscript T to denote the transpose. In most network tomography scenarios, I J, and the components of X are assumed independent but unobservable. The objective is to estimate the distribution of X given independent observations from the distribution of Y.
B. Characteristic Function
A characteristic function of a random variable Z is defined by
where E[·] denotes the expectation and f Z (·) is the probability density function of Z. By definition, φ Z (t) is the Fourier transform of f Z (·). It is well known that a probability distribution function can be uniquely specified by its characteristic function and vise versa [16] . Since Y can be expressed as summations of independent components of X in the network tomography model, it is easy to evaluate the characteristic function of Y by
where A j are the jth column of A. However, it is in general difficult to evaluate the distribution of Y because it is a high order convolution. This is a key observation that we utilize for both the identifiability proof and estimation in network tomography.
C. Identifiability
By identifiability, we mean that the distribution of X can be uniquely determined by the distribution of Y. It is important to establish the identifiability. Otherwise, the distribution of X may not be estimable from the distribution of Y. In the following, we present our general theorems for identifiability and discuss related issues.
We assume that the distributions of X satisfy one of the two following conditions. (c1) the characteristic function of each X l is analytic 2 ; (c2) the characteristic function of each X l has no zeros in R.
We first describe a lemma for the identifiability of a simple tomography model that serves the basis for Theorems 1 and 2. 2 An analytic characteristic function corresponds to a distribution function which has moments m k of all orders k and lim sup k→∞ [ Lemma 1 can be applied to the delay tomography with the routing matrix A derived from a multicast tree 3 where each node, except for the leaves and the root, must have at least two children.
Theorem 2: Let A be the routing matrix derived from a multicast tree, then the distributions of X are identifiable up to shift ambiguity.
The proofs of the above Lemma and Theorems are provided in the Appendix.
The location ambiguity of the tomography problem has been recognized in previous works but for specific parametric distributions such as Poisson, Gaussian, discrete distributions. The important message here is that, despite the location ambiguity, Theorem 1 and 2 state that the distributional shape of each X j can be determined, for example, all orders of central moments that exist are uniquely identified. In practice, to completely identify the distribution including the location, one can bring in some additional information such as the achievable lower bounds of X for example in delay tomography, and relationship between mean and variance for example in traffic demand estimation. The distributional assumption on X is very weak. Most well known distributions have analytic characteristic functions, such as Poisson, Gaussian and discrete distributions, all of which have been used in previous works of network tomography. A mixture distribution that we later use to model the link delays in Section 4 has an analytic characteristic function if all its components do. Although, the heavy-tailed distributions does not satisfy (c1), some heavytailed distributions such as α-stable distributions satisfy (c2). The full rank condition in Theorem 1 has been shown to be necessary for Gaussian distributions of X in the context of traffic demand tomography [6] . In practice, such a condition is easily satisfied for routing matrices derived from realistic network topologies.
Despite the generality of the above identifiability conditions, we do note that they are not necessary ones. For theoretical interest, we have found counter examples where the distribution
T for the simple tomography model
The detail is omitted here due to space limitation, but we refer the reader to our technical report online (http://cm.bell-labs.com/who/aychen/pub.html/tomo.pdf).
III. PARAMETER ESTIMATION IN FOURIER DOMAIN
In this section, we present a novel estimation approach for network tomography using Fourier domain inference. Unlike previous methods, we do not work with model distributions of Y directly, but rather we work with their characteristic functions. We are motivated by the observation that the characteristic function of Y is simply the product of the characteristic function of components of X as shown in Equation (2) . In the following, we give a formal description of our approach, and discuss its advantages over previous approaches.
Suppose each X j is modeled by a probability density function f Xj (x j ; θ j ) with unknown parameter θ j . Let θ = {θ j : j = 1, . . . , J}. By Equation (2), the joint characteristic function of Y is
Similar to the maximum likelihood estimate which is derived by minimizing the Kullback-Leibler distance between the empirical distribution and the model distribution of Y, we obtain our estimates of θ by minimizing a L 2 distance between empirical characteristic function and the model characteristic function under a probability measure µ, i.e.,
where
and µ(t) is a probability distribution function on R I (we use the subscript N to show its dependence on the sample size N ).
For a continuous measure µ, the right hand side of (3) does not have a closed form in general. To evaluate the integral, we use a Monte Carlo approximation where we randomly draw K samples from µ(t), say {t k : k = 1, 2, · · · , K}, and replace µ(t) by its empirical distribution based on these samples.
where * N (θ) is the conjugate of N (θ). We call it the CFestimator.
The CF-estimator can be considered as a least square estimator based on the residuals evaluated at t 1 , . . . , t K , which are obviously correlated. Let W be the covariance matrix of n (θ), it is easy to show that
This motivates a weighted version of the CF-estimator, which we call the WCF-estimator
where I K is the K × K identity matrix and δ, a tuning parameter, is used to make sure the inversion is well defined. δ should be small and we typically choose δ of order N −1/2 . In practice W cannot be calculated precisely since θ is unknown. We can either use a W estimated from an initial estimate of θ such as the CF-estimator, or iterate this process using an iteratively reweighed least squares, which is a common technique used in generalized linear model. 1) Statistical properties. The characteristic-function based estimators presented in this section fall into the class of Generalized Methods of Moment (GMM) estimators. There is a considerable body of work on their statistical properties in the econometrics literature [14] , [8] , from which the consistency and asymptotic normality of both CF-estimator and WCFestimator (Equations 4 and 5), can be established. In addition, it has been proved in [8] that when the probability measure µ in Equation (3) has density all over R I , the WCF estimator is asymptotically as efficient as MLE when both sample size N and number of sampling points K go to infinity.
2) Sampling of t. For both CF and WCF estimators, the points t k , k = 1, . . . , K are sampled based on a probability measure µ. In the following, we suggest the choice of µ based on our practical experiences. Because the scales of components of Y may vary dramatically, we first normalize Y to have an approximate identity covariance matrix using the empirical data. From our simulations we notice that sampling t directly from a probability measure in R I does not easily yield good results. This is due to the sparsity of t in the high dimensional space so that the characteristic functions φ Y (t) evaluated at most of the points are close to zero. Since the variance of the residual N (t; θ) is equal to 1 − |φ Y (t)| 2 , the closer to zero of the characteristic function |φ Y (t)| 2 , the larger the variance, and the less the information.
Our simulation experiences seem to suggest that better performance can be achieved by sampling t from lower dimension subspace, for example 2-dim subspaces, despite some loss of statistical efficiency compared with the maximum likelihood method. When we draw t from a lower dimensional subspace, it implies that we minimize the residuals (difference between model and empirical characteristic function) only for these subspaces. This maybe viewed as a counterpart of the pseudo likelihood approach for network tomography proposed in [18] but in the Fourier domain. It is found that the pseudo-likelihood approach provides a computationally efficient alternative without suffering a significant loss of statistical efficiency when compared to the maximum likelihood estimate.
3) Computation. As explained earlier, the characteristic function of Y is computationally much easier than its distribution under the tomography model, because the characteristic function transforms a high order convolution to a simple multiplication. The complexity of discrete convolution grows exponentially while the complexity of φ Y (t) does not. As a result, our proposed Fourier domain estimation approach has low computational complexity. An added benefit is that our estimator is much easier to implement than likelihood type inference as shown later in Section IV.
4) Model choices for X. The ease of computation for our Fourier domain inference approach allows us to consider more complex models of unobservable X, such as the lognormal model for traffic demand tomography and nonparametric models for the delay tomography. Previous likelihood based methods cannot easily treat these models because direct or indirect computation of the model distribution is difficult. In the following, we develop a new estimation method for the delay tomography by using a flexible mixture model and demonstrate that such a flexible model allows us to estimate link delays accurately for large and heterogeneous network, while previous methods does not.
IV. NETWORK DELAY TOMOGRAPHY USING MIXTURE
MODELING
In this section, we focus on network delay tomography and develop fast algorithms for implementing the CF-estimator and the WCF-estimator using a flexible mixture model of link delays.
A. Mixture Model of Link Delays
For each link j, we model its delay distribution X j by a mixture distribution with n j components, i.e.,
where {p jl } are the mixing probabilities that satisfy p jl ≥ 0, l p jl = 1, and {κ jl } are some distribution kernels. The reason that we use a mixture model for link delays is two-fold. First, network link delays usually do not follow a standard parametric distribution. Therefore a nonparametric model such as the mixture model here is more desirable for modeling link delays. Second, the characteristic function of a mixture distribution is a mixture of characteristic functions of the kernel distributions, which can be easily evaluated. In this case, the characteristic function of X j can be expressed as
where φ jl is the characteristic function of kernel κ jl . We use the following model for the link delay distribution.
The point mass at zero link delay is used here because it is well known that for a FIFO queue, the steady state queuing distribution has zero delay with probability one minus the utilization of the queue. For the body of the distribution, we choose the piecewise uniform model because of its simplicity and flexibility. Finally, an exponential distribution is used to model the tail because it is the right model for the short range dependent traffic model, and for long-range dependent model it represents a trade-off between accuracy and simplicity. In order to reduce the computational complexity, we choose the bin endpoints {b jk } in advance. To our advantage, we do not require the bins to be equally spaced. In fact, it is important to choose the bins that are adaptive to individual link delay distribution in order to obtain accurate estimates. Such a varying bin strategy is especially important for a heterogeneous network environment whose link delay distributions vary widely across links, because a single bin width value could be at the same time too coarse grained for a high bandwidth link with small delays but too fine-grained to efficiently capture the essential characteristics of the delay along a low bandwidth link [19] . In addition, since a typical delay distribution may have a density varying a lot at different areas, it is very important to be able to place more bins in the high density area and fewer bins in the low density area.
We find that selecting bins based on quantiles of the delay distribution works well in our simulations. Suppose we allocate a fixed number of bins for each link delay distribution. Excluding the zero delay, we place bins at the quantiles of the remaining distribution of equal probability. An example would be 10 bins with endpoints of the bin placed at quantiles of probability i 10 , i = 0, . . . , 10. In reality the quantiles are unknown and we can only obtain an approximation using an initial estimate of the link delay distribution. This process can be iterated until we get a good estimate.
The scale parameter α j of the exponential kernel in Equation (8) is unknown and needs to be estimated. However, the accuracy of the scale estimate is less important if the endpoint b j(nj −2) of the last bin is placed at the far end of the tail. For a further simplification, we can fix the exponential kernel with a crude estimate of α j for each link j and only estimate the mixing probabilities {p jk }.
B. A Fast Algorithm by Quadratic Programming
With the kernel choice described in Section IV-A, the unknown parameters of the model are the mixing probabilities θ = {p jk }. Now we describe how to estimate θ iteratively using the approach developed in Section III.
By Equation (2) and (7), the model characteristic function for the mixture model is
T . The objective function in obtaining the CF estimate defined in Equation (4) 
It is easy to see that for each p j , if the rest of the parameters are known, the optimization function is a quadratic function of p j . Specifically, given all other parameters {p l : l = 1, · · · , J, l = j}, the optimum p j can be obtained by minimizing
is an n j × n j matrix, and
is an n j -dim column vector. Such a minimization can be done conveniently by using quadratic programming with constraints p jk ≥ 0 and k p jk = 1. Therefore, estimation of θ can be obtained by an iterative algorithm as follows. It is obvious that this algorithm always converge not dependent on starting points because the objective function never increases after each iteration and is bounded below by 0. This is similar to EM algorithms and care is needed in order to obtain the global minimal. Simulations show that {p jk = 1/n j } can serve as a good starting value.
The computational complexity of each iteration in Algorithm 1 is O(KIJ max j (n j )
3 ) for the CF-estimator. For the WCF-estimator, a similar iterative algorithm by quadratic programming can be obtained. Due to the weight matrix, the complexity of each iteration becomes O(K 3 IJ max j (n j ) 3 ). True MLE CF WCF Fig. 2 . Estimated link delay probability densities on a 4-leaf tree from 500 end-to-end delay measurements. The true delay distribution for each individual link has a discrete probability density with 6 equally spaced bins. 
V. SIMULATION AND EXPERIMENTAL STUDIES
In Section IV, we have developed an efficient algorithm of Fourier domain inference for the delay tomography using a mixture model of link delays. In this section, we evaluate the performance of the proposed algorithm in terms of statistical efficiency and accuracy. The statistical efficiency is a relative measure of accuracy that is used to compare the variance of the estimator to the achievable minimum variance specified by the Cramer-Rao lower bound. The maximum likelihood estimate (MLE) is statistically efficient since it achieves the Cramer-Rao lower bound asymptotically [2] . To measure the accuracy of our estimates as compared to the true distributions, we use a L 1 -distance for discrete link delay distributions and a normalized Mallows' distance for continuous link delay distributions.
Our evaluation is divided into three pieces. First we study the efficiency of our estimator by comparing the error of our estimates with that of MLE for a discrete link delay distribution with equally spaced bins. We show that our estimator has a comparable efficiency to that of MLE which is the most efficient estimator in this setting. Second we examine the accuracy of our estimator using model simulations for continuous link delays in an ideal scenario where both temporal and spatial independence hold. Our model simulation demonstrates the importance of bin width selection that should adapt to both changes in the delay density for each individual link and changes in link delay distributions across links in order to yield accurate estimates. Finally we use real trace driven simulations to examine the accuracy of our estimator under more realistic scenarios where the independence assumptions may not be strictly true as appeared in the Internet. Results from our trace driven simulation demonstrate that the estimates made by our algorithms closely match the real distributions. Estimates are obtained using a mixture model that consists of a point mass at 0, a piecewise uniform distribution of 6 bins, and an exponential tail.
A. Efficiency Evaluation
We study the efficiency of our estimator using a discrete link delay distribution with equally spaced bins on a four-leaf tree ( Figure 1 ). For link j, j = 1, . . . , 7, the link delay has a discrete distribution at {0, 1, · · · , 5} with mass p j generated uniformly randomly from the space 6 k=1 p jk = 1 with the constraints that 0 < p jk < 1. A total of 500 delay samples are generated for each link from its specified delay distribution and the end-to-end delays are computed. The delay distributions of all seven links are estimated using the MLE, the CF-estimator, and the WCF-estimator.
We repeat the experiment 100 times with different random seeds. Both the MLE and the CF-estimator use the uniform distribution as the starting value whereas WCF uses the CF estimate as the starting value. The weight matrix W for WCF is also derived from the CF estimate. For both the CF and the WCF, a total of 3000 samples of t are drawn randomly from the 2D subspaces of I-dimensional end-to-end delays using a Gaussian distribution whose scale parameter is 5 for the normalized end-to-end delay Y. Moreover, we also run the recursive algorithm developed in [19] , but we do not report the result here except to state that it often yields much poorer estimates (similar to observations made by [18] ). Figure 2 shows both the estimated and the simulated seven link delay probability densities in one simulation experiment. We observe that all methods give accurate estimates. To compare errors of the different estimates, we calculate the L 1 distances between the simulated and the estimated link delay densities for each of the 100 experiments. Figure 3 reports the 25%, 75% quartiles of the L 1 errors for each link in vertical line segments, and medians using dotted lines. The plot shows that MLE has the smallest median L 1 error, CF has 50% more median L 1 error than MLE, and WCF has 22% more median L 1 error than MLE. This shows that both CF and WCF does not lose much efficiency when compared to MLE. The reason that WCF does not reach the full efficiency of MLE is possibly due to the fact that we only sample t from 2-dim subspaces.
B. Accuracy Evaluation Using Real Internet Traces
Due to the decentralized nature of the Internet, it is very hard to evaluate the tomography algorithms in a real network which require both the end-to-end measurements as inputs and the per-link measurements for comparison. However, we still like to see how our algorithms perform in a realistic network where some of our assumption may not be satisfied completely. For instance, due to the closed-loop control nature of the TCP protocol, the packets within the same TCP connection have strong temporal dependency. Although the dependency is weakened when many TCP connections are multiplexed as they arrive to a link, the dependency may not be completely gone. We approximate a real scenario by simulating the behavior of a link using the real traces collected from the Internet. Since the trace includes the arrival time and the size of each packet, the simulation sees the exact link behaviors if we set the bandwidth and the buffers the same as the original link.
We use traces from NLANR web sites 4 that archives packet header traces collected from about ten links at different locations of the Internet. The links differ in both bandwidth and traffic. A 90-second trace is recorded every one (two) hours for each of the links. In our experiment, we first assign traces collected from different sites to the links of the simulated network [20] . We then simulate the links using the assigned traces as input. Moreover, we superpose the probes to the traces and record their per-link queuing delay as well as end-to-end delay where the latter is used as input for the estimation whereas the prior is for comparison with the estimates.
The Internet is heterogeneous in nature. For instance, the delay on the edge links may vary more than the core links due to its low bandwidth. In addition, the average delay may also differ dramatically for different links. We resemble a real network in an 8-leaf tree by assuming that both the root and the leaves of the tree are on the edge of the network whereas the interior links are in the core. We assign traces of high rates to links in the core and traces of low rates to the edge links. Figure 6 shows both CF and WCF estimates of the delay distributions using a varying bin strategy laid out in Section IV-A, along with the simulated distribution. The throughputs across different links vary by a factor of forty. It is easy to see that the estimates are extremely good for most links, except for link 9 that has the smallest average link delay where it shows some marginal error. The average normalized Mallows' distance over all links is 0.065 which also suggests a good match between the estimates and simulated results. We have also simulated the same network using different traces, 4-leaf tree network, and 16-leaf tree network. The results are close to what we present here.
In addition, our real trace driven simulation suggests that the link delay distributions excluding the tails can be well approximated by a Weibull distribution with a shape parameter slightly smaller than 1, or an exponential distribution. This is not surprising because it has been shown that the queuing delay for a FIFO queue with a Fractional Brownian Motion traffic input has a Weibullian tail. The Weibullian form is also consistent with the finding in [5] .
VI. CONCLUSION AND FUTURE WORK
In this paper, we have presented a general identifiability result and introduced a novel estimation approach for the network tomography problem. Unlike previous methods, we do not work with the model distribution directly, but rather we work with its characteristic function that is the Fourier transform of the distribution. We have focused on network delay tomography and developed a fast Fourier domain inference algorithm based on flexible mixture models of link delays. In comparison with likelihood based approaches, the most significant nature of the new method is that it can automatically choose varying bin widths which adapt to delay variabilities of individual links and has low computational complexity. The new approach can be applied to traffic demand estimation as well.
APPENDIX
Proof of Lemma 1. Suppose there exist both X = (X 1 , X 2 , X 3 )
T and X = (X 1 , X 2 , X 3 ) T with mutually independent components that give rise to the same distribution Y = (Y 1 , Y 2 ), then we show that distributions of X j and X j , j = 1, 2, 3, are the same up to a shift parameter. By (2), we have for t, s ∈ R, φ X1 (t + s)φ X2 (t)φ X3 (s) = φ X 1 (t + s)φ X 2 (t)φ X 3 (s). (10) Notice that ϕ j (t) ≡ log φ Xj (t)/φ X j (t) is well defined in a neighborhood of the origin with ϕ j (0) = 0, j = 1, 2, 3. Thus for t and s in the neighborhood of zero, ϕ 1 (t + s) + ϕ 2 (t) + ϕ 3 (s) ≡ 0.
By using the argument of finite differences (c.f. Lemma 1.5.1 of Kagan et. al 1973 [16] ), each ϕ j is a linear complex function in a neighborhood of zero. Due to Condition X, there exist complex numbers a j , b j such that φ Xj (t) = φ X j (t)e aj +ibj t for any t ∈ R. By evaluating both sides at zero (equal to 1), a k = 0. By taking the first order derivative on both sides at zero, iE[X j ] = iE[X j ]+ib j and thus b j ∈ R, due to X j , X j ∈ R. Hence X j and X j + b j have the same distribution. where B kj ∈ {0, 1} is the (k, j)th element of B. Since B has full column rank, {log φ Xj (t) : j = 1, · · · , J} can be uniquely solved from the above linear equations. Then under either (c1) or (c2), φ Xj is uniquely decided. That is, the distribution of each X j can be uniquely identified.
