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Preface
The fifth Summer Program of the Center for Turbulence Research was held during
'the four-week period July 5 to July 29, 1994. As in the past summer programs,
direct numerical simulation databases were used to study turbulence physics and
modeling issues. Thirty participants from nine countries were selected based on
their research proposals. They joined eighteen local participants from Stanford and
NASA-Ames Research Center who devoted virtually all of their time during the
Program to this activity.
Once again the largest group, comprising more than half of the participants, was
the turbulent reacting flows and combustion group. We are indeed very pleased to
see that the activities and the results from the CTR Summer Programs have made
a positive impact on the international combustion community which is reflected
in the increased number and caliber of the participants each year. The remaining
participants were in three groups: Fundamentals, Modeling & LES, and Rotat-
ing turbulence. They made important progress on a variety of problems using a
combination of theory and simulation.
For the first time in the CTR Summer Programs, participants included engineers
from the U. S. aerospace industry. These participants were exposed to a variety of
problems involving turbulence, and were able to incorporate the models developed
at CTR in their company codes. They were exposed to new ideas on turbulence
prediction, methods which already appear to have had an impact on their capabili-
ties at their laboratories. We believe that such interactions among the practitioners
in the government, academia, and industry are the most meaningful way of trans-
ferring new technology to industry and of applying new ideas beneficial to industry.
As part of the program, four review tutorials were given on Physical Models o]
Turbulent Fine Scales (Dale Pullin), Turbulence Issue_ and Problem8 Facing the En-
gine Indu_triej (Andreja Brankovic), Small-Scale Behavior in Dis_orted Boundary
Layer_ (Seyed Saddoughi), and Turbulent Combustion (Kenneth Bray). A number
of colleagues from around the world attended the final presentations on July 29 and
participated in discussions of the work.
This report contains twenty-five papers that resulted from the 1994 Summer
Program. The papers are divided into four groups; each is preceded by an overview.
Early reporting of eleven of the projects occurred at the Forty-Seventh Meeting of
the Fluid Dynamics Division of the American Physical Society in Atlanta, Georgia,
November 20-22, 1994.
We are grateful to Ms. Debra Spinks for the compilation of this report and her
invaluable assistance in the organization of the Summer Program.
Parviz Moin
William C. Reynolds
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The combustion group
The combustion group was the largest group at the 1994 Summer workshop.
This reflects the importance of the area, the complexity of the physics involved,
and the arriving maturity of simulation methods. Members of the group included
visitors W. Ashurst, K. N. C. Bray, R. S. Cant, J. Card, J. H. Chen, F. J. Higuera,
W. Kollmann, A. Lift,u, S. Mahalingam, P. Orlandi, T. Poinsot, C. J. Rutland,
A. Trouv_, L. Vervisch, R. Verzicco, and D. Veynante. Local hosts were K. Akselvoll,
G. Bruneaux, M. Day, J. H. Ferziger, T. Mantel, R. D. Moser, and G. Ruetsch.
Simulation of turbulent combusting flows is made difficult by the thinness of
most flames relative to turbulence length scales, the large number of dependent
variables (some introduced by the chemistry), the fact that flame properties cannot
be determined from external conditions alone, and the large number of parameters
required to completely define a turbulent reacting flow. These obstacles also make
experiments difficult, thus placing a premium on any contribution that simulation
can make. Also, there are a number of approaches to the prediction of turbulent
combustion for practical applications that need to be validated and/or improved.
These include Reynolds-averaged methods, methods based on probability distribu-
tion functions (PDFs), and flamelet models.
The 1994 Summer Program had the ambition of making a contribution to each of
these areas. Nine reports are included in these proceedings. The first paper concerns
flames in non-turbulent flows but investigates issues that have a direct bearing on
the properties of flames in turbulent flows. The next five present simulations of
flames in various turbulent flows. The final three papers are primarily concerned
with issues related to models for turbulent flows.
An important issue in turbulent combustion is flame stabilization. This is the
process by which the flame is anchored so that it is not blown away by the flow
of fresh gases. If the reactants are not premixed, the process involves diffusive
mixing of reactants followed by a small premixed flame normal to the principal
flow direction followed by a diffusion flame. The stability of these triple flames is
investigated by Veynante et al. who show that there are two modes of triple flame
stabilization; they also look at the interaction of these flames with a vortex.
Since complete flame chemistry models involve hundreds of reactions and dozens
of species, it is important to know which effects can be treated with simpler chem-
istry models. Card et al. compare methane diffusion flames computed with one step
and four step approximations to the chemistry and show that there are significant
differences. A by-product of this work is a demonstration of just how difficult it is
to include realistic chemistry in simulations from the numerical point of view.
Taking another tack, Ashurst et al. investigate the propagation of a flame whose
properties do not change along the flame surface, which means that effects of the flow
on flame structure are not considered. This case can be handled with a simplified
model equation. They use this approach to study the geometric properties of the
flame surface.
Z4
The ratio of the diffusivities for heat and chemical species (the Lewis number)
has an important effect on the properties of flames. Most studies of this issue have
dealt with laminar flames. The paper by Lifi£n et al. considers the effect of non-
unity Lewis number on a diffusion flame in a mixing layer; the results, which show
an important influence of Lewis numbers, are in general accord with laminar flame
theory.
The effect of heat release, which other than the variation of transport properties
with temperature is the principal effect of chemical reaction on the flow, is difficult
to simulate because the incompressible equations cannot be used even though the
fluid velocities are very low. Higuera and Moser consider a two-dimensional mixing
layer with infinitely fast chemistry and find that, although similar phenomena are
found in both the reacting and non-reacting flows, the quantitative differences are
significant.
Flames may be quenched by heat transfer to solid surfaces; this phenomenon has
important consequences in internal combustion engines. Bruneaux et al did simu-
lations of turbulent flames in channel flow with constant temperature walls (using
single step chemistry and ignoring heat release) and found significant quenching. An
existing model for the quenching is inadequate, but an improved developed model
fits the data very well.
Rutland and Cant investigated Reynolds averaged models for turbulent flames. In
particular, the model of Bray, Moss, and Libby (BML), which obtains considerable
simplification by assuming a bimodal PDF, was looked at in considerable detail
and found to agree very well with simulation results for statistics up to third order.
They also looked at the flux of chemical species and found it to be counter-gradient
in the flame region, largely due to the effects of pressure.
Flamelet mean reaction rate models, which can be used in conjunction with
Reynolds averaged flow field models, have seen increased popularity in the past
few years and were looked at by Trouv6 eg al. To close the equation for flame sur-
face density, a model is required for the turbulent flux of flame surface density. This
quantity and the species flux are investigated. It is found that the species flux is
co-gradient in a flow generated by the authors but counter-gradient (see preceding
paragraph) in the flow of Rutland and Cant. This is believed to be a consequence
of the different parameter ranges in the two flows, but further study is required.
As noted above, two principal models for turbulent flames have been of the surface
density function (SDF) of PDF types. The two types of models have important
advantages and disadvantages that are largely complementary. This suggests that
a combination might have the best of both worlds. Vervisch et al made an interesting
and potentially very important step towards the construction of such a model and
used simulation results to test it.
As we have demonstrated, important progress in a number of directions was made
at the Summer Workshop. Perhaps as importantly, the workshop has stimulated
work that the participants are continuing and which should yield important results
in the near future. Joel Ferziger & Ken Bray
Center for Turbulence Research
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Effects of non-unity Lewis
numbers in diffusion flames
By A. Lifi_n 1, p. Orlandi 2, R. Verzicco 2 AND F. J. Higuera 1
The purpose of this work is to carry out direct numerical simulations of diffusion
controlled combustion with non-unity Lewis numbers for the reactants and prod-
ucts, thus accounting for the differential diffusion effects of the temperature and
concentration fields. We use a formulation (Lififin (1991a)) based on combining
the conservation equations in a way to eliminate the reaction terms similar to the
method used by Burke and Schumann (1928) for unity Lewis numbers. We present
calculations for an axisymmetric fuel jet and for a planar, time evolving mixing
layer, leaving out the effects of thermal expansion and variations of the transport
coefficients due to the heat release. Our results show that the front of the flame
shifts toward the fuel or oxygen sides owing to the effect of the differential diffusion
and that the location of maximum temperature may not coincide with the flame.
The dependence of the distribution of the reaction products on their Lewis number
has been investigated.
1. Introduction
In many practical combustion systems reactions between fuel and oxidizer take
place in thin reaction layers where the reactants meet at stoichiometric proportions,
arriving by diffusion from opposite sides of the flame. In these systems the rate of
burning is controlled by diffusion and not by the kinetics of the reaction, when the
reaction is sufficiently fast. The turbulent character of the flow is an unavoidable
requirement when we want to obtain large burning rates. The distorted and strongly
corrugated form of the flames, when the flow is turbulent or even transitional, makes
direct numerical simulation (DNS) of these flows very difficult.
The problem simplifies if we can assume that the Lewis numbers of the species, i.e.
the ratios of their thermal to their mass diffusivities, are equal to unity. In this case
we find combinations of species concentrations and temperature that are conserved
in the reaction and are transported and diffuse like inert species. The assumptions
of equal diffusivities and infinitely fast reaction have, therefore, been widely used
for the description of diffusion controlled combustion after the pioneering work of
Burke and Schumann (1928). See, for example, Delhaye et al. (1994) for a recent
two-dimensional simulation of a spatially evolving mixing layer.
1 Escuela T. S. Ingenieros Aeron_uticos, Pza. Cardenal Cisneros 3, 28040 Madrid, Spain
2 Universit_ di Roma, "La Sapienza', Dipartimento di Meccanica e Aeronautica, Via Eudossiana
18, 00184 Roma Italy
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The purpose of the work described here has been to show how DNS of diffusion
controlled combustion can be carried out for transitional flows with non-unlty Lewis
numbers using a generalization, given in Lifi£n (1991a) and Lifi_m and Williams
(1993), of the Burke-Shumann procedure. Preliminary calculations have been made
for an axisymmetric fuel jet in a stagnant oxidizer atmosphere and for a tempo-
rally evolving plane mixing layer, leaving aside in both cases the effect of thermal
expansion. The results show some of the effects of the Lewis numbers on the flame
location and on the temperature and product concentration.
Experimental work on reacting shear layers with nearly constant gas density
has been performed by Mungal and Dimotakis (1984), Mungal, Hermanson and
Dimotakis (1985), Masutani and Bowman (1986), and Mungal and Frieler (1988).
Riley, Metcalfe and Orszag (1986) carried out three-dimensional simulations of a
temporally evolving mixing layer with a single-step reaction whose rate does not
depend on temperature, and much numerical work has been done subsequently
on different aspects of reacting shear flows (see, for example, the Proceedings of
previous Summer Programs). Models of scalar mixing and chemical reactions in
turbulent mixing layers and jets have been proposed by Marble and Broadwell
(1977), BroadweU and Breidenthal (1982), and BroadweU and Mungal (1991). See
also the review by Bilger (1989)
2. Formulation
We assume that an infinitely fast reaction, with the overall stoichiometry
F + tO2 "* (1 + r)P + (q) (1)
is taking place in the thin reaction zone so that a mass of oxygen, r, is consumed
and a mass of products, (1 + r), is generated together with a thermal energy per
unit mass of fuel consumption, q.
If DT, DT/LF, DT/LO, and DT/Lp are the thermal and mass diffusivities of the
fuel, oxygen, and products (written in terms of the corresponding Lewis numbers),
we can form combinations of the conservation equations for the species and the
energy where the reaction terms are eliminated. Thus, if YF and Yo are the mass
fractions of the fuel and of the oxygen, we can derive the conservation equation
D
p-_(rYF - Yo) - V. pDTV(rYF/LF -- Yo/Lo) = O,
where the reaction term is absent. This equation can be written in the form
(2)
D
L=p z - v. (pDrV2) = 0, (3)'
which uses the traditional mixture fraction
Z = (S_'F -- Yo + 1)/(1 + S), (4a)
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based on the Schvab-Zeldovich coupling function appear_ng in the material deriva-
tive term of Eq. (2) and the modified mixture fraction Z, defined by
= (gYF - Yo + 1)/(1 + ._), (4b)
based on the coupling function appearing in the diffusion term of Eq. (2), where
the mean Lewis number is defined as Lm = Lo(1 + S)/(1 + ,_). In these relations
YF = YF/YFo, Yo = Yo/Yoo are the mass fractions scaled by their free-stream
values, and S = rYFo/Yoo and S = SLo/LF are air/fuel mass stoichiometric ratios.
Notice that the combination (rYF/LF -- Yo/Lo) and its gradient, and therefore
and grad,_, are continuous in the thin flame, where we have a reaction-diffusion
balance. The gradient of Z, on the other hand, has a jump in the reaction sheet.
In a similar fashion to the conservation equation for the mixture fraction, we can
write a conservation equation
L DY . DYE . DYo
p p--_ - V. (pDTVY) = (Lp - LF)p_ + (Lp - Lo)p_ (5)
for the 'potential' product mass fraction
r=?F+%+ I+ '3LF Yp
l +r Le YFo' (6)
and the conservation equation
DH DYE DYo
p--_ - V . (pDT_TH) = (1 - Le)p----_ + (1 - Lo)p----_ (7)
for the reduced total enthalpy
l+g
(8)
Here we have assumed a constant specific heat cp and used the low Mach number ap-
proximation for the energy equation. Eqs. (3), (5)m and (7) must be complemented
by the equations of state, continuity and momentum conservation, in addition to
the Burke-Schumann equilibrium condition: YF = 0 on the air side of the flame and
Yo = 0 on the fuel side. Namely, by the relations
_ = o, 1- % = z/zs = _,/bs (9a)
where Z < Zs = 1/(1 + S) or Z < Zs = 1/(1 + g), and
_o=0, Y_=(z-zs)/(1-zs)=(5-2_)/(1-2_) (95)
8 A. Li_dn et M.
where Z > Lzs. The flame lies on the stoichiometric mixture fraction level surface
where Z = ,_s. Thus ,_ is given by Eq. (3) complemented by the piecewise linear
relation Z(L r) given by Eqs. (9). If LF = Lo then Z = Z.
The temperature and product concentrations are given, using Eqs. (9), by H and
Z, and Y and Z, according to Eqs. (6) and (S). H and Y are given by eqs. (5) and
(7), where the differential diffusion effects, represented by the terms in the right
hand side of the equations, can be written in terms of Z.
The boundary conditions to be used include Z = H - 1 = Y - 1 = 0 on the
air feed stream and Z - 1 = H - HE = Y - 1 = 0 on the fuel feed stream,
with HE = 1 + cn(TF -- To)(1 + S)/qYFo in terms of the fuel and air feed stream
temperatures TF and To.
We have carried out calculations of the flow field without taking into account
the effects of variable density or variable transport coefficients associated with the
exothermicity of the reaction. The emphasis here has been placed on non-unity
Lewis number effects, while the companion paper by Higuera and Moser (this issue)
deals with the effects of thermal expansion and variable diffusivity for the equi-
diffusional case.
The mixture fraction field, as well as the concentration fields of the fuel and oxy-
gen, given in terms of Z by relations (9a) and (9b), are dependent on the parameters
LF, Lo and S = SLF/Lo. In all of our calculations we have used the reasonable
assumption Lo = 1 and have considered TF = To and some representative values
of LF and of the mass stoichiometric ratio S = rYFo/Yoo.
Eqs. (5) and (7), giving the reduced total enthalpy H and the potential product
concentration Y, are identical if the Lewis number Lp of the product is 1. If the
initial temperature of the fuel is equal to that of the ambient air, then, the boundary
conditions are also identical and the values of cp(T-To)/q and Yp/(1 +r) are equal.
We have determined the product concentration for values of Lp # 1. The product
concentration has been scaled with the constant value, YF0(1 + r)/(1 + S), of the
product mass fraction along the flame sheet when all the Lewis numbers are equal
to the unity; in this equi-diffusional case, the flame temperature is constant and
equal to the adiabatic flame temperature Te = To + qYfo/[Cp(1 + S)].
Due to the so called differential diffusion effects (effects of non-unity Lewis num-
bers) we may expect the flame temperature to vary in the range between T, and
Ta = To + qYFo/[cpLf(1 + S)]; the last value corresponding to cases where diffu-
sion is dominant over convection and local accumulation. Similarly, the product
mass fraction along the flame sheet should vary between YF0(1 + r)/(1 + S) and
YF0(1 + r)(Lp/LF)/(1 + S). Notice, however, that the total product generation in
the flame will not be dependent on the diffusivity of the product, but on S and LF,
because in these constant density calculations the product generation is controlled
by the diffusion of the reactants to the flame sheet.
3. Simulations of jet diffusion flames
Before performing the simulation of a space developing axisymmetric jet, the
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a) b)
FIGURE 1. Contour plots of the stoichiometric mixture fraction Zs = 0.272
(Lo = 0.8, LF = 1.2, and r = 5) for the Marble problem: a) Pe = 5000 lines are
superimposed for t = 4, t = 8, t = 12, t = 16, and t = 20, b) solutions at t = 20
for Pe = 100, Pe = 500, Pe = 1000, and Pe = 5000. Pr = 0.72 in all cases. The
crossing of m.__ lines indicates the center of the vortex.
numerics related to the solution of Eqs. (3) and (5) have been checked by investi-
gating whether the numerical solution reproduces the self-similar behavior of the
mixture fraction Z when it is advected and diffused by a point vortex of circulation
F (Marble problem). This problem has been theoretically studied by Lifi£n (1991b)
for non-unity Lewis numbers. Since in the numerical simulation we could not use
a point vortex, we considered a Rankine vortex (i.e. a vortex with to = const for
r < a and to = 0 for r > a) of core size a = 0.1 and unity circulation. It is clear
that with this approximation the self-similar solution does not hold for t = 0+ but
only after a certain transient. This simulation was necessary to investigate whether
our finite difference scheme could handle different variables in the right-hand and
the left-hand sides of Eq. (3) (Z and Z respectively) since due to stability reasons
an implicit discretization of the right-hand side of Eq. (3) has been used. Numerical
difficulties could arise from the fact that in the reaction sheet there is a jump in the
grad Z. In our numerical resolution a variable X was introduced (Z = Z/X ) with X
given by the comparison of Eq. (4a) and (4b) with the Burke-Schumann condition in
the oxygen and fuel regions. By this transformation in the left-hand side, the time
derivative OZ/Ot is substituted by O(Z/x)Ot and the equation is thus discretized as
for the momentum equations.
In Fig. la the distributions of the line Zs = 0.25 are given for a value of Pe =
F/DT = 5000 at different times in terms of the coordinates x = r/cos(8) and
y = r/sin(0) with q = r/v/-(Ft/27r) the similarity variable, r and O being radial and
azimuthal coordinates in the physical domain. The oscillations inside the spiral of
Fig. la, observed at t = 4, are due to the grid (129 x 129) which is not fine enough
to represent the very sharp gradients at this Pe. These oscillations disappear due
to diffusivity, and the solution reaches a self-similar distribution where advection
is balanced by diffusivity. In Fig. lb the self-similar solutions at different Pe are
shown and these solutions compare well with the theoretical results obtained byLifihn.
10 A. Li_n et al.
Having verified that the numerical method can satisfactorily deal with non-unity
Lewis numbers, we move on to more realistic computations of a fuel jet exhausting
into stagnant air. In what follows we use the mean exhaust velocity and the radius a
of the exhaust pipe as units of velocity and length. The Reynolds number based on
these quantities is Re = 2500 for the simulations presented in this section, this value
being a limit fixed by the present computer's limitations. The injection velocity is
uniform except for a thin boundary layer with a momentum thickness of roughly
a/60. This inlet velocity profile is very similar to the one of the Longmire & Eaton
experiment, which produced a vortex shedding with a Strouhall number St = 0.5.
Several simulations were performed without combustion in order to find under what
conditions the jet can sustain the continuous formation of vortex rings without any
inlet perturbation. It was observed that the outer boundary should be located at a
certain minimum distance from the symmetry axis to have a Strouhall number in
agreement with that in the experiments of Longmire & Eaton (1992).
Fig. 2 shows the results of three simulations of a methane jet in air for which
r = 4, Yoo = 0.23, and LF = 0.8 at a time t = 70 after the onset of injection. The
figure includes the vorticity field, common to all the simulations, and the position
of the flame for Zs = 0.46, 0.166, and 0.044, corresponding to S = 0.92, 4, and
17.4, which in turn are obtained by setting YFO equal to 0.053, 0.23, and 1. Notice
how with increasing value of the stoichiometric ratio S the flame moves toward the
air side, out of the region of strong shear.
In these simulations there are source terms in the right hand sides of Eqs. (5)-(7)
which arise due to the effect of the differential diffusion. These terms can not be
checked by theoretical considerations as done before for the Z equation_however,
an obvious physical requirement is that no negative values of YF and of Yo should
occur. Negative concentrations did indeed appear in our preliminary computations
during the early stages of the flow (not displayed) when the front of the jet is moving
into the air and the gradients are very steep. However, these unphysical transient
oscillations disappear when the round jet is formed.
In Fig. 3 the variation of the fuel flux, scaled with its inlet value, is given for the
three cases mentioned before, showing as expected that in the case of very diluted
fuel the flux decreases faster than in the other cases. This figure shows that the
fuel is mainly accumulated within the vortices and depleted in the braid regions.
We observe furthermore the large accumulation of fuel in the last vortex formed
by pairing of previous vortices. This means that as a result of the combustion the
cores of the vortices run out of oxygen, and large quantities of unburned fuel are
transported far from the injection place due to the convection of the vortices them-
selves. We did not observe complete fuel consumption in these simulations because
of the limited extension of the domain in the downstream direction. Simulations
will be carried out in the future with a longer domain to investigate this issue. Plots
of the corresponding scaled product concentration for L v = 1 are shown in Fig. 4,
showing that the location of the maximum generation of products coincides with
the location of maximum fuel consumption. We have also evaluated but not plotted
here the mixture fraction gradient, and we observe that it has the largest values
Non-unity £ewis numbers in flames 11
a)
.............................................................................................
b)
...........................................................................................
c)
FIGURE 2. Countour plots of the azimuthal vorticity (........ )for the jet at t = 70
and Re = 2500, Pr = 0.72. Contour increment A = 0.5. Thick solid line is the
flame position: a) 07s = 0.46, b) ,_s = 0.166, c) ,_s = 0.044.
in the braid regions where we find also the largest values of the concentration of
the products. The gradient of Z evaluated at the flame sheet measures the burning
rate per unit flame flame surface. If it exceeds a critical value, the flame would be
locally extinguished according to the analysis of LifiL'a (1974). (See Givi, Jou and
Metcalfe (1986) for numerical work on flame extinction in a temporally evolving
12 A. Li_dn et al.
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FIGURE 4. Axial profile of the products flux for the simulations shown in Fig. 2:
.... S = 17.4, S = 4, ........ S = 0.92.
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FIGURE 5. Axial profile of the products flux for S = 4.
.... Lp = 1, ........ Lp = 1.2.
Lp = 0.8,
mixing layer.)
To investigate the effect of the products Lewis number on the distribution of the
concentration of the products we have performed simulations with Lp = 0.8 and
with Lp = 1.2. As indicated before, the contour levels of the product concentration
for Lp -- 1 also give the temperature levels. Fig. 5 shows for the case FRo =
0.23 = Yoo that the products, which are mainly generated in the braid regions at a
rate independent of their diffusivity, are more concentrated in the eddies when Lp
is larger, thus leading to stronger variations of the product flux when the eddies
travel past a given station.
4. Temporally evolving mixing layer
Two-dimensional simulations of a temporally evolving mixing layer have been
carried out using as initial conditions the base profiles
{_ _ ._rfc<err;z-Zov_ for _' < Zsu = erf(v/-_y) and Zs - erfc(_Vl) (10a -- b)
= l+erf<_) for 2 > 2S
1--gs 1-I-erf(*f_rPrLFlll)
plus initial perturbations proportional to the eigenfunctions of the most unstable
small perturbation of the error function velocity profile and its subharmonic. Here
YI, the position of the flame, verifies
(LF)1/21_O Zs_SerfC(_yI)e--_Pr(LF--L°)u'1 + erf(_yi) = __
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FIGURE 6. Overall rate of product generation for: (a) Re = 400. _ : LF = 1,
S = 9 (S = 9). : LF = 0.8, S = 7.2 (S = 9). •........ LF = 0.8, S = 9
(S = 11.25). -----: LF = 1.2, S = 10.8 (S = 9). --"--: LF = 1, S = 1 (S = 1).
(b) Re = 1000. _ : LF = 1, s = 9 (_ = 9). ---- : LF = 0.5, s = 4.5 (_ = 9).
--.-- : LF = 1.5, S = 13.5 (S = 9). -....... : LF = 0.5, S - 4.5 (S = 9) with the
initial conditions of LF = 1. The thin curves to be read off the scales to the right
represent the first mode of the kinetic energy spectrum.
which, for Zs >> 1, yields
Eqs. (10) and similar expressions for the total enthalpy and the potential product
mass fraction correspond to the parallel flow resulting from the evolution of a half-
space (y < 0) filled with Yo = 0, _'F = 1 and a half-space (y > 0) fined with
Yo = 1, YF = 0, moving initially with opposite velocities. Hereafter velocities are
scaled with half this velocity difference, and distances with the vorticity thickness
of the basic flow (10a). Pr = 1 in the simulations.
Fig. 6a shows the overall rate of product generation,
i d f_pdxduw=z- _
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where Yp is the scaled product concentration and L is the strearnwise length of
the computational domain for a number of simulations with Re = 400 and a time
interval covering a vortex roU-up. To establish a common basis for comparison, the
same initial Z was used in all the simulations, corresponding to the base profile
(10b) with Pr = LF = Lo = 1. As can be seen, the rate of product generation
peaks after roll-up in all the cases computed, the peak value being the highest in
the only case displayed with S = 1 (and similar to those of other eases not displayed
with LF _ 1 and ._ about 1). This is because the flame sheet then lies inside the
region of high vorticity and, in the absence of density changes that might alter
the flow, large portions of the flame are subject to high strain rates that increase
its surface and the fluxes of the reactants toward it. The other curves in Fig. 6a
correspond to higher values of S, for which the peak values increase with decreasing
LF or decreasing 8. In the following we give some tentative explanations of these
results.
The weak dependence of the rate of product generation on the Lewis number of
the fuel when S is kept constant can be understood by noticing that, in the absence
of molecular transport, each material particle would conserve its initial temperature
and mass fractions of fuel and oxygen so that the fields of these variables as well as
the position and shape of the flame would not change. In particular, the values of
VYo and VYF at the flame would not depend on LF, but the diffusion flux of fuel,
--LF 1VYF, would. What happens is that the stoichiometric ratio S is changing with
LF to keep S constant; S decreases when LF decreases, and the flame then requires
more fuel to consume the same amount of oxygen, generating more products. The
variation, however, is small if S is large because the product generation is then
essentially determined by the consumption of oxygen.
Similarly, to understand the weak dependence of the rate of product generation on
the stoichiometric ratio, notice that for large values of S, the flame sits in a region
where the modified mixture fraction is decayin_exponentially, and according to
(10b), a IV_rly,am, = O(YSZ, S), with YS = O(lnZs 1) and Zs = 1/(1 + S), should
be expected. Hence a decrease of S at constant LF is accomodated with only a
small shift of the flame, whereas VYo = -(1 + S)VZ remains practically constant
and _7YF _ VZ increases. As before, this implies a weak increase of the rate of
product generation.
Further computations were carried out with Re = 1000 and a time interval cov-
ering the first pairing to assess the influence of the molecular transport on the
previous results and to study the evolution after the roll-up of the vortices. Rather
extreme values of LF were chosen to exaggerate the effect of this parameter, and
initial conditions (10b) with both LF = 1 and LF equal to the values actually used
in the computations were considered in an attempt to describe the influence of this
factor. The results, in Fig. 6b, have the same appearance as cases with the smaller
Reynolds number, with slightly lower peak values of the rate of product generation.
No further peaks appear during the pairing process.
Fig. 7 shows the temperatures for LF = 0.5 and 1.5 as well as the vorticity and the
flame positions during the first pairing of the vortices. The maximum temperature
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FIGURE 7. Results for Re = 1000 at t = 38. (a.) Temperature field for LF =
0.5. (b.) Temperature field for LF = 1.5. (c.) Vorticity field and position of the
pra_ztically coinciding flames for LF = 0.5 and 1.5.
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in these pictures is attained at points separated from the flame, a consequence of
the differential diffusion acting in thin layers that were around the flame at earlier
times.
5. Conclusions
The work carried out has shown the feasibility of direct numerical simulations
of diffusion controlled combustion with non-unity Lewis numbers of reactants and
products. In the calculations we have left out the effects of thermal expansion
and variations of the transport coefficients due to heat release. The preliminary
calculations should be extended in the future to include effects of heat release, and
a more systematic analysis should be carried out to verify or extend the tentative
conclusions presented here.
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Effect of chemical heat release in
a temporally evolving mixing layer
By F. J. Higuera 1 AND R. D. Moser 2
Two-dimensional numerical simulations of a temporally evolving mixing layer with
an exothermic infinitely fast diffusion flame between two unmixed reactants have
been carried out in the limit of zero Mach number to study the effect of the heat
release on the early stages of the evolution of the flow. Attention has been directed
to relatively large values of the oxidizer-to-fuel mass stoichiometric ratio typical of
hydrocarbon flames, and initial vorticity distributions thicker than the temperature
and species distributions have been chosen to mimic the situation at the outlet of a
jet. The results show that, during the stages of the evolution covered by the present
simulations, enhancement of combustion occurs by local stretching of the flame
without much augmentation of its area. The rate of product generation depends
strongly on the initial conditions, which suggests the possibility of controlling the
combustion by acting on the flow. RoUup and vortex amalgamation still occur in
these reacting flows but are very much affected by the production of new vorticity
by baroclinic torques. These torques lead to counter rotating vortex pairs around
the flame and, more importantly, in thin layers of light fluid that leave the vicinity
of the flame when the Kelvin-Helmholtz instability begins to develop. Propelled by
the vortex pairs, these layers wind around, split on reaching high pressure regions,
and originate new vortex pairs in a process that ends up building large-scale vortices
with a vorticity distribution more complex than for a constant density fluid.
1. Introduction
Combustion typically involves large amounts of energy release that very often
result in strong couplings of the molecular transport and chemical reactions with
the motion of the gas where such processes occur. A fast chemical reaction between
two initially unmixed reactants in a mixing layer is a prototype of many practi-
cal situations. In this case reaction occurs in a very thin flame controlled by the
diffusion of the reactants from the carrying streams. Furthermore, the diffusion
fluxes reaching the flame depend on the nature of the flow through the action of
large-scale mixing and by the stretching and wrinkling that the flow imposes on the
flame. Conversely, the flow may be very much affected by the gas expansion and
baroclinic torques due to the chemical heat release. The coupled problem rapidly
becomes very complicated and much work is required to analyze the elements of
the coupling separately.
1 E.T.S. Ingenieros Aeron;iuticos, Pza. Cardenal Cisneros 3, 28040 Madrid, Spain
2 NASA Ames Research Center
2O F. J. Higuera _J R. D. Moser
Experimental investigations of gas-phase reacting shear flows under conditions
of low heat release, with no apparent coupling between heat release and the fluid
mechanics, have been conducted by Mungal & Dimotakis (1984), Mungal, Herman-
son & Dimotakis (1985) and Mungal & Frieler (1988) using the hydrogen-fluorine
reaction, and by Masutani & Bowman (1986) using the nitric oxide-ozone reac-
tion. The amount of mixing and product formation, the effects of the Reynolds
number and chemical reaction rate, and the structure of the reacting layer prior
to the mixing transition are some of the issues addressed in these investigations.
Models of the mixing and chemical reaction under these conditions were proposed
by Marble & Broadwell (i977) and by Broadwell & Breidenthal (1982) and Broad-
well & Mungal (1991). On the numerical side, Riley, Metcalfe & Orszag (1986)
carried out three-dimensional simulations of a temporally-evolving constant density
flow with a single-step temperature-independent chemical reaction and showed that
their results agree with similarity theory and compare well with the experimental
data of Mungal & Dimotakis. Givi, Jou & Metcalfe (1986) addressed the problem
of local extinction of a single-step irreversible Arrhenius reaction by means of two-
dimensional temporally evolving simulations, and Ghoniem & Givi (1988) used the
same kinetics in a two-dimensional spatially evolving simulation. A simulation of
the spatially evolving flow with an infinitely fast reaction was performed by Delhaye
et al. (1994), who also proposed a model based on an equation for the mean flame
surface density and a description of the strained flame elements.
The effect of heat release on the flow was investigated by Wallace (1981), using
the nitric oxide-ozone reaction with adiabatic temperatures up to 700 K and, more
thoroughly, by Hermanson & Dimotakis (1989). They used the hydrogen-fluorine
reaction with adiabatic temperatures ranging from 486 to 1240 K and showed that
the growth rate of the layer, the turbulent shear stresses, and the overall entrainment
are reduced as a consequence of the heat release. They also found that large-scale
structures persisted in their experiment, but the mean structure space scaled with
the layer width decreased with increasing heat release, which led these authors to
suggest that the mechanisms of large-structure coalescence are inhibited by heat
release. A review of further experimental work can be found in Dimotakis (1991).
McMurtry et al. (1986) studied the coupling between chemical heat release and
fluid dynamics by means of direct numerical simulations of a two-dimensional, tem-
porally evolving mixing layer with a single-step, irreversible exothermic reaction
independent of the temperature. Using a zero Mach number formulation, they
found that the rate of product generation, the thickness of the mixing layer, and
the vorticity at the center of the vortex structures all decrease with increasing rates
of heat release. They analyzed the influence of the baroclinic torque, pointing out
that it changes sign across the flame because the direction of the pressure gradi-
ent in the high temperature region is roughly radially outward from the centers
of the vortices, while the density gradient changes sign across the reaction front.
As the flow evolves, this results in the generation of vorticity that alternately op-
poses and enhances the original vorticity, leading to several local extremas and to
a vorticity distribution more diffuse than for a constant density fluid. McMurtry,
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Riley & Metcalfe (1989) confirmed these results in a three-dimensional simulation
and found that the Reynolds stresses, the turbulent kinetic energy, and the three-
dimensionality of the flow also decrease with increasing heat release, in agreement
with the experimental results of Hermanson & Dimotakis. Similar results were
obtained by Grinstein & Kailasanath (1992) in a two-dimensional simulation of a
compressible subsonic spatially evolving mixing layer.
Extensive simulations of compressible and/or reacting mixing layers have been
carried out by Planch$ & Reynolds (1992) using an exothermic Arrhenius kinetics
and values of the equivalence ratio such that the flame is near the center of the
layer. They found that this flow behaves as two independent colayers separated by
an approximately plane flame. Mixing occurs only between fuel and combustion
products on one side of the layer and between oxidizer and products on the other
side, but no roll-up or pairing was seen. Instead, the authors propose that the
modification of the mean flow by the structures of each colayer causes the decay of
these structures and the emergence of new ones of larger scale, which results in a
slow growth of the layer.
The purpose of this work is to investigate in further detail the effect of chemical
heat release on the first stages of the development of a plane mixing layer at zero
Mach number. As in much previous work, we restrict ourselves to two-dimensional
numerical simulations, which should provide valuable information since it is abun-
dantly clear that these early stages are dominated by the dynamics of large-scale
two-dimensional structures. The chemical reaction takes place between two unmixed
species and the reaction time is supposed to be much shorter than the shortest time
scale of the flow, so that the molecular mixing of the reactants is confined to a con-
tinuous infinitely thin diffusion flame. This assumption leaves out many important
phenomena related to ignition and extinction but, in its broad range of applicabil-
ity, gives results independent of any specific reaction law and renders the numerical
resolution of the reaction zone unnecessary. A further limitation comes from the
temporally evolving nature of the computations, which leaves out the effects of
entrainment asymmetry (see, e.g., Dimotakis 1986 for a discussion of entrainment)
and feedback from the downstream flow. While both effects are very important for a
real reacting mixing layer, we expect that the temporally evolving flow still contains
the essential ingredients of the internal dynamics of the mixing layer. As for the
results, while a drastic reduction of the efficiency of the large-scale mixing seems to
be unavoidable for non-small Mach numbers or when the flame sits near the center
of the mixing layer, we find that this is not necessarily the case for the relatively
high values of the effective stoichiometric ratio (or equivalence ratio) and initial
vorticity distributions typical of many practical combustion systems. In this case,
the mean location of the flame is displaced toward the oxidizer side and the presence
of low density fluid modifies the evolution of the vorticity without suppressing the
roll-up and pairing processes typical of constant density mixing layers.
2. Formulation and numerical method
Consider a plane two-dimensional temporally evolving unconfined mixing layer
between a gas stream of velocity U and temperature To carrying a mass fraction yoo¢
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of an oxidizer and another gas stream of velocity -U and temperature T! carrying
a mass fraction YI¢_ of a fuel. The two species react in an exothermic infinitely
fast chemical reaction so that a diffusion flame exists in the mixing layer where an
amount of heat Q is released per unit mass of burned fuel. The velocity U is much
smaller than the speeds of sound in either stream so that compressibility effects
are negligible, but the density and temperature of the gas change due to the heat
release (and to the temperature difference between the two streams if 7'I _ To).
In what follows the velocities and lengths are scaled with U and
_ = 2U/max (O'a/Oy)o, the vorticity thickness of the initial mean flow, the temper-
atures and densities with the fuel-stream values T! and Pl, and the pressure with
pfU 2.
The mass and momentum conservation equations are
Op
+ V. (pv) = 0 , (1)
1 {V. (/SVv) + N} (2)(pv) + v. (pvv) = -vp +
where Re = p1U6_/p! is the Reynolds number,/5 = p/#! depends only on the
temperature: /2 = T a,
N = ( _ v_ - _'v' )
and the normal viscous stress Re-l(/sv +/5/3)V- v is included in the pressure.
In the limit of zero Mach number, and neglecting the variations of the mean
molecular mass of the gas mixture, the equation of state is
pT = 1. (3)
The velocity and pressure are L-periodic functions of the streamwise coordinate
x (the choice of the period is discussed later) and satisfy
Op • Ta+a-_¢_ for y --_ ±c_ , (4)
u _ 4-1 , pv ---, a+¢ , Oy
where ¢ = _ f: f_-_oo_ dx dy is the outflow due to the gas expansion, which is split
between the two sides of the mixing layer by means of the factors a+ = 1/(1 + To_/2)
and a- = a+ - 1. These values result from matching the mixing layer to outer
wave regions where acoustic effects would be important.
Assuming that the Lewis numbers of the two species are equal to unity, the energy
and species conservation equations are
L(T) = Q L(yl) -w L(yo) = -sw (5a, b,c)
ep--_] w , _ _ ,
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where
0 1
L(,) = _(p.) + V. (pv.) RePr v •(_V.), (S)
y! and Yo are the mass fractions of fuel and oxidizer, p/Uw/6_ is the mass of fuel
consumed per unit volume per unit time, s is the mass of oxidizer required to burn
the unit mass of fuel (s = Mov/M! for the overall reaction F + vO ---* products,
where M! and Mo are the molecular masses of the two species), and cp and Pr
are the specific heat at constant pressure and the Prandtl number, both assumed
constant.
As can be seen by combining (5b)-(5c) and (5a)-(5b), the mixture fraction and
the modified enthalpy, (SY I - Yo + 1)/(1 + S) and (T - To + qYf)/(1 - To + q)
respectively, satisfy transport equations similar to (5) but without reaction terms
in the right hand sides (Williams 1985). Here YI = yf/yf_ and Yo = Yo/yo,_, S =
syfo_/yooo is the effective stoichiometric ratio, and q = Qyfcc/%T I. In addition,
both variables satisfy the same boundary conditions and, assuming that the initial
conditions are also the same, we find that
satisfies
and
SYI - Yo -{-1 T- To + qY!
= = z(_, u,t) (7)1+8 1-To+q
z(z) = 0, (8)
Z=0 for y_
Z= 1 for y--*-o¢ (9)
z(_, u,t) = z(_ + L, v, t).
In the Burke-Schumann limit of diffusion-controlled flames eqs. (5a-c) yield w = 0 to
leading order (see Williams 1985 for details). The precise form of the consumption
rate need not by specified in this limit other than requiring that w = 0 implies
YsYo=0, (10)
which means that the two reactants do not coexist, being separated by an infinitely
thin flame where both concentrations vanish. Eqs. (7) and (10) suffice then to de-
termine the temperature and species concentrations in terms of the mixture fraction
Z. At the flame the mixture fraction and temperature take the values
and
1 1 - To+ q (11)Z,t = 1 +'-----S and Tad = To + 1 + S '
ZJZst --1
YI= s Yo=O , T 1+(Tag l-z, = - 1)s--2=' for Z > Z,t (12)1II=0 Y°=I z T = To + (1- To + q)Z for Z < Z,t
' Z$ t '
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Notice that since Z and its first derivatives are continuous across the flame, the
gradients of oxidizer and fuel concentrations and the gradients of temperature on
either side of the flame verify
-s _ and + _ +q-b-Z. _ '
where n is the normal to the flame.
The problem (1)-(4), (8), (9), and (12) is to be solved subject to the initial
conditions discussed in the following section.
For the numerical treatment, a second order finite volume method on a staggered
grid is used for eqs. (1), (2), and (8). The time integration, which is also second
order accurate, is explicit for the convection terms, implicit for the transport terms,
and uses a time splitting for the pressure correction. This amounts to the standard
decomposition (pv) ("+1) - (pv) (') = 81(pv) - AtV_p, and (1) yields
AtV26p = -F V. [(pv) (n) + 6z(pv)] (14)
The only difference with respect to a constant density fluid is the presence of
(Op/Ot) ("+z) in the right hand side of (14). Since p = p(Z), by (3) and (12),
this term can be computed by evaluating (8) at the time level (n + 1). However
(pvZ)(n+z) in the convection term of this equation gives the unknown contribution
V. (Z("+_)_p)At
(dp_._ _[_ Z) (n'li)
along with others already known (Z (n+l) is already known from the solution of
(8), which can be computed before solving (14)). Thus, when this (Op/Ot) ("+z)
is carried into (14) and into the boundary condition (4) for v, an elliptic problem
results for $p which differs from the usual one for a liquid. This problem is solved
iteratively at each time step.
Eq. (12) implies dT/dZ = (1 - To + q) - (q/SZot)H(Z - ZoO, where H(()
is the Heaviside step function. In the numerical simulations, the discontinuity
of the temperature derivative at the flame was smoothed out replacing H(ff) by
Ha(_) = [tanh(_() + 1]/2 and then, to the same approximation, T(Z) = T,,d --
(q/_SZ, t)ln2Z/2 + fff,(dT/dZ*)dZ t, which becomes exact when fl --* c_. This
approximation amounts to assigning a finite thickness to the flame, measured by
_-z. It was checked that the results do not depend on fl provided it is sufficiently
large for the transport effects to dominate in the scale of this artificial thickness.
Typically/_ = 20 in the computations presented below.
3. Initial conditions and linear stability
The initial conditions are the superposition of a base flow independent of x and
small perturbations proportional to the eigenfunctions of the most unstable mode
and its subharmonic, as given by a linear stability analysis of the base flow.
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FIGURE 1. Temperature, velocity, and density-weighted vorticity for: (a) first type
of base flow, and (b) second type of base flow.
Two kinds of base flows are considered. The first is the result of letting an initial
state consisting of a halfspace with Z = 0 and another with Z = 1, each moving
with opposite velocities parallel to their common boundary evolve for a finite time
t. This leads to a self-similar flow in which the mixture fraction and the streamwise
velocity are of the form Z = Z(r/) and u = U(r/) with r/= _/tl/2 and _ = fYpdy,
and satisfy
PF
[F(Z)Z,I] + -_-r/Z_ = 0 , (15a)
1
[F(Z)U,_] + _r/U_ = 0 , (15b)
Z=0 , U=I for r/--4oo , (15c)
Z=l , U=-I for r/---,-oo , (15d)
where F(Z) = T °-1 with T(Z) given by (12), rounded as commented at the end
of the previous section. The extra condition Z(O) = Zst is used to fix the origin; it
amounts to measuring transverse distances from the flame. The transverse velocity,
O(1/RVr-R-_), due to the gas expansion, and the pressure are computed afterward
from the equations of motion and the boundary conditions (4). The nondimensional
vorticity thickness of this flow is 6_ = 2(t/Re)l/Z/max,_(pU,_), and the condition
/_,, = 1 determines the value of t in the previous expressions. The resulting profiles
for q = 40, S = 9, and Pr = 1 are plotted in Fig. la. Notice that the flame (at
y = 0) is displaced toward the oxidizer side of the mixing layer. This is because the
oxidizer and fuel diffusion fluxes must satisfy (13a) and, for the present moderately
large S, this is possible only if the flame is in a region of small fuel concentration.
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The previous solutions give vorticity and mixture fraction profiles of similar thick-
ness when Pr = O(1). This, however, is not a realistic representation of situations
in which one or the two streams have been flowing parallel to a splitter plate or
channel wall before forming the mixing layer. Then the vorticity at a short distance
downstream the edge of the plate spreads over a boundary layer whose thickness
depends on the length of the solid wall, whereas the diffusion of the species and
the heat begins only around the trailing edge of the plate and extends therefore
to a thinner sublayer. Assuming that the flow is laminar upstream, the thickness
of this sublayer is O(e 1/3 ) in the nondimensional variables of the previous section,
where e = x/Re and x is the distance to the edge of the plate (Goldstein 1930). The
structure of the laminar mixing layer for Re >> x >> Re -1/_ (if only one of the fluids
move) or for Re >> x >> Re -1/4 (if the two fluids move) consists of a self-similar flow
in this sublayer and one or two thicker layers of cold vortical flow. This solution can
be computed by using asymptotic matching. Here, with a view to mimic the flow
in the case of a stream of fuel discharging into stagnant oxidizer without having to
construct a uniformly valid solution out of the different asymptotic expansions, we
consider a base flow with velocity u = 1 - 2df/d_, where f(_) and Z(_) satisfy
2
,[F(z)zd + 3PrfZ = o,
e[F(Z)f_e]¢ + [2 G + le(1- G)] Yf_ - _G/¢ 2 = 0 ,
Z=/_=0 for _ ---, ov ,
Z=f_=l for _---,-_ ,
(16a)
(16b)
(16e)
(16d)
with
1 >> _ >> e1/a and 7 constants, and the condition Z(0) = Zst to fix the origin.
Eqs. (16a,b) reduce to the ones describing Goldstein's self-similar flow in the dis-
tinguished limit [f = e2/3fi, _ = el/a_i, (fl, _i) = O(1)] for e --* 0, in which G _ 1,
and to Blasius' equation for an isothermal flow (Z = 0) in the distinguished limit
(f, _) = O(1) for e ---*0, in which G ---, 0. Thus, in an approximate sense, the solu-
tion of (16) for small values of e describes the whole flow. The artificial parameters
-_¢ and 7 control the position and abruptness of the transition between the two
regions. Fig. lb shows the solution of (16) for q = 40, S = 9, Pr = 1, e = 2.2x10 -3,
_ = 0.33, and 7 = 1, normalized to have _,o = 1.
A linear stability analysis of both types of flows is carried out using the parallel
flow approximation and neglecting transport effects for the perturbations. Squire's
theorem holds for these zero Mach number flows and, therefore, it suffices to consider
planar perturbations of the form u = u,(y) + Au(x,y), etc., where the subscript
s denotes here the base flow and Au(x, y) = fi(y) exp [ia(x - ct)] << 1, with _ real
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and c complex. After standard manipulations of the linearized equations, we end
up with the eigenvalue problem
(us_c)[(pa,_l)t pso_21_] t t^- - (p.u,) v = o ,
fi--}O for y-*+oo ,
(17)
where _3is the transverse velocity perturbation. The resulting growth rate (aci) as
a function of the wave number is plotted in Fig. 2a for several base flows of the first
type discussed above and in Fig. 2b for base flows of the second type.
It was pointed out by Shin & Ferziger (1991) and Planch_ & Reynolds (1992)
that the density-weighted vorticity -pau_ plays to a large extent the same role as
the vorticity for a constant density flow. This quantity has two distinct peaks for
sufficiently exothermic reactions with values of S not far from one, leading to two
different unstable modes for a range of a bounded away from zero. Each mode is
associated with one of the peaks and has a phase velocity closer to the velocity of
the stream nearer to that peak. A remnant of the two peaks can be seen in Fig. la,
and two unstable modes still exist for q = 20, S = 4 (Fig. 2a). However, the lower
peak dominates for higher values of S, leaving only one unstable mode for each
wave number. The corresponding eigenfunctions have their extremes around the
flame position and around the peak of the weighted vorticity.
Another important feature is that the phase velocity of the perturbations depends
on the wave number; it is negative for the cases of Fig. 2a and, contrarily to what
FIGURE 2. Growth rate as a function of the wave number for (a) the first type of
base flow and (b) the second type of base flow. In (a), the cases depicted are
q = 40, S = 9, a = 0; .... , q = 40, S = 9, a = 1/2; --.--, q = 20, S = 4, a = 01
and ........ , q = 0. In (b) the cases depicted are _, q = 40, S = 9, a = 0; and
: q = 40, ,5' = 9, a = 1/2, and the phase speed is on the right-hand scale.
-.8
-.4
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Case a (/l o¢ T _) AI A2 41 Re Base Flow
(a) 0.0 0.05 0.05 0 t000 1
(b) 0.0 0.15 0.05 0 1000 1
(¢) 0.5 0.05 0.05 0 1000 1
(d) 0.5 0.15 0.05 0 1000 1
(e) 0.5 0.15 0.05 7r/2 1000 1
(]) 0.5 0.15 0.05 0 2000 1
(C) 0.5 0.05 0.05 0 1000 2
(O) 0.5 0.15 0.05 0 1000 2
Table 1. Conditions for the various cases run. A1 and A2 are the subharmonic and
fundamental amplitudes (see text) and 41 is the relative phase of the subharmonic.
Base flow types (1 and 2) are described in §3.
can be seen in Fig. 2b, its absolute value increases with a. In general, the maximum
growth rate increases by decreasing q or increasing S.
4. Numerical results and discussion
In all the cases discussed in this section the temperature of the two streams are
equal (To = 1) and, unless otherwise specified, q = 40 and S = 9, leading to an
adiabatic temperature of 5 times the free-stream temperature. This relatively high
value of S is typical of many real situations; e.g., S _ 15 for hydrocarbons burning
in air. The Reynolds number is 1000 in all the computations except case (f) below,
and Pr = 1. The length L of the computational domain is twice the wavelength
of the most amplified small perturbation for the corresponding base flow. The
initial perturbation is given by the eigenfunction of this mode normalized so that
max Ifi[ = 1 and multiplied by the amplitude A2 = 0.05 plus that of its subharmonic
taken with various amplitudes (A1) and phases (_ol). The specific conditions of each
case are listed in the Table. The cross-stream boundary conditions are applied at
y = +8 in computations with the first type of initial conditions and at y = -9 and
y = 7 in computations with the second type of initial conditions.
_.1. Global results
Global results for a number of simulations carried out with the first type of initial
conditions are displayed in Fig. 3. Fig. 3a shows the time evolution of the mean
momentum thickness (6m = f__oo(1 -"Pu2)dY, the overbar meaning streamwise
average) scaled with its initial value. As can be seen, the growth rate of the mixing
layer is similar for all the cases displayed, and smaller than for a constant density
fluid. Fig. 3b shows the overall rate of product generation (W),
W= -_ w dx dy = -_-_ p_ dx dy,
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where
(1 - z)/(1 - z.,) if z > z.,;YP = Z/Zot if Z < Zot;
is proportional to the product mass fraction. Figs. 3c and 3d show the first two
Fourier modes of the transversely averaged kinetic energy
Ek = : oo (k, _/) --[- pl/2v k, y dy ,
where the hat denotes streamwise Fourier transform. The modes in Figs. 3c-d
correspond to the wave numbers of the most amplified perturbation (k -- 2) and its
subharmonic (k = 1).
The first peaks of the curves of Fig. 3c represent the roll-up of the vortices, which
is accompanied by a first maximum of the product generation, and the first peaks
of the curves of Fig. 3d represent the amalgamation of pairs of vortices. Cases (a)
and (b) correspond to a constant viscosity fluid (a = 0) with the amplitude of the
subharmonic A1 = 0.05 and 0.15, respectively. The amalgamation occurs earlier
and the reaction rate has a tall peak shortly after the maximum of E1 when the
amplitude of the subharmonic is larger. Cases (c) and (d) are the analogs of (a)
and (b) with a variable viscosity fluid (a = 0.5), whereas case (e) differs from (d)
only by a 7r/2 shift in the phase of the subharmonic. The effect of the initial phase
shift is less obvious here than for a constant density fluid because the phase speed
of the perturbations depends on the wave number and, therefore, the phase shift
changes with time. However, a strong influence remains, as the change in phase
results in a delay in the amalgamation and suppresses the tall peak of the rate of
product generation. Case (f) has the same initial conditions as (d) but Re -- 2000.
The differences between the two reflect the influence of the viscosity, which may be
strong at Re = 1000, especially when the viscosity increases with temperature.
In none of the cases presented does the flame sheet enter the cores of the vortices,
and its surface never increases very much. This is because the relation (13a) implies
that the flame must always be in regions of small fuel concentration since S is
moderately large, and such regions are not easily ingested by the vortices when
cushioned by a layer of low density fluid (see next subsection). Similarly, owing to
(13b), the temperature gradient on the oxidizer side must be much larger than on
the fuel side when q is large, a fact that is confirmed in Figs. 5 and 6 below. Under
these conditions, the peaks along the flame in the product generation rate are due
to the enhancement of the diffusion fluxes in regions of high strain on the flame
surface. The strong dependence of this strain (and therefore the rate of product
generation) on the amplitude and phase of the initial perturbations suggests that
it is possible to control the combustion by manipulating the flow.
Further computations were carried out decreasing q (hence the flame tempera-
ture) at constant S, and decreasing q and S simultaneously to bring the flame closer
to the center of the mixing layer while keeping the flame temperature constant. The
results of the first series of computations, similar to (a) but with q equal to 20 and
30, show features approaching those of an incompressible flow as q decreases: the
30 F. J. Higuera _ R. D. Moser
ca)
$
8.
s.(o)
2
I'
,"/
... I$
,. .-//"
I 1./
s " X:/': ....
J r:_'"
0 10 20 30 40 _0 60
tima
.O3
.02
W
.01
(b)
I
I
i _ /I'l
/_,__ ." Ill .
I r** l '
o
o
, i
1o
I f" ,
i i i I I I I i |
20 30 40 50 60
time
.I0
(c)
F_.O5
0 IO 20 30 40 ,_0 60
.10
El.O5
0
0
(d)
/ "_L"
/ .,,I.._'_
/,,;; //-1/!".
11 , / i .."1
,.,/ / /..."/
I0 20 30 40 50 60
tir_
FIGURE 3. Evolution of (a) the scaled momentum thickness, (b) the overall rate of
product generation, (c) the kinetic energy in the second Fourier mode, and (d) the
kinetic energy in the first Fourier mode, for cases: _ (a); _ (b); .... (c);
.... (d);--- (e);----- (/); ........(9).
vortices get rounder than in Fig. 5 below, the layer grows faster, and the fuel lean
region containing the flame is more easily wrinkled and stretched by the flow, which
results in higher rates of product generation. The second series of computations,
(q, S) = (20, 4), (12, 2), and (8, 1), show that the amalgamation is retarded or sup-
pressed and the rate of product generation decays with oscillations after peaking at
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--.-- (d'); and ........ a constant density flow.
roll-up when S begins to decrease (case (g) in Fig. 3b is the first case of this series;
for still smaller values of S the roll-up also disappears, apparently giving way to the
two-colayers regime discussed by Planch_ & Reynolds (1992)).
Fig. 4 shows the same quantities as Fig. 3 for two runs carried out with initial
conditions of the second type: cases (C) and (D) are analogous to (c) and (d); i.e.,
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a --- 1/2 and the amplitude of the subharmonic equal to 0.05 and 0.15, respectively.
For comparison, the results of case (d) have been repeated in this figure (dashed
lines), and the results for a constant density fluid (q = 0, S = 9) have also been
included (dotted lines). Finally the dash-and-dot lines correspond to case (d _) dis-
cussed below. As can be seen, the growth of the mixing layer is faster than for
the first type of initial conditions, and similar to that of a constant density fluid
for times up to about 20. The amplitude of the second mode of the kinetic energy
(E2) is also higher, of the order of the amplitude of the first mode (El), reflecting a
more efficient roll-up and the presence of round vortices at least during part of the
evolution. The two peaks of E2 reflect another characteristic feature of this flow
that will be commented on below.
_._. Mechanics of the flow
Fig. 5 shows the evolution of the vorticity and the temperature for case (f), which
is typical of the first type of initial conditions. In accordance with the results of the
linear analysis, the vortices move with a velocity closer to that of the fuel stream
(the lower stream in Fig. 5) than to that of the oxidizer stream (the structures move
to the left). Furthermore, the interaction of the vortical region of the layer with
the fuel side (lower) is typical of the constant density flow, with large excursions
of free-stream fluid into the layer, whereas on the oxidizer side (where the flame
is), these large-scale incursions are not so pronounced. The hydrodynamic mixing
layer grows by entraining free-stream fluid as the vortices roll-up and amalgamate.
On the oxidizer side, however, the heat release of the flame and the associated
volumetric expansion of the surrounding fluid acts as a source of fluid volume to be
entrained. Thus this low-density fluid below the flame, which is easier to entrain
than the free-stream cold fluid, acts as a buffer between the mixing layer and the
flame, inhibiting the entrainment of the flame and free-stream fluid.
The light fluid enters each vortex in the form of a jet to its upper right, turns
around the vortex to the left on the lower side, and splits into a recirculating flow
around the vortex core and a blob of light fluid that leaves the vortex to the lower
left (t = 9 to 15). The heavy fluid entering a vortex at its lower left turns over the
top to the right and tends to escape as a tongue by its upper right (t = 15). The
light fluid appears to be more easily turned and engulfed by the vortices than the
heavy fluid, as might be expected given the difference in density. The right-ward
moving tongue at the top throttles the ingestion of new light fluid from the upper
right (t = 15), and similarly, the left-ward moving blob of light fluid temporarily
suspends the ingestion of new heavy fluid.
The general effect of these combined motions of light and heavy fluid is to make
the temperature field structures more elongated than for a constant density fluid.
The numerical results show a variety of situations depending on the order in which
the supplies of light and heavy fluid to a given vortex are interrupted and restored,
which in turn depends on the initial conditions and on the Reynolds number. The
supply of light fluid can be interrupted more than once before two neighboring
vortices amalgamate. Thus, in case (b) (not displayed), a tongue of heavy fluid
separates completely from a vortex, restoring the ingestion of light fluid, but it
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remains cold on leaping over the next vortex to the right (which is undergoing a
similar evolution), so that, along with some newly ingested fluid from the lower
stream, it throttles the supply of light fluid to this vortex for a second time. For
their part, the blobs of light fluid in the lower part of the layer cool down while
moving toward the left and undergo a further splitting in this case, being partially
ingested by the next vortex to the left of that which shed the blob.
The right-ward motion of the tongues of heavy fluid over the vortices also deter-
mines the end of the roll-up process, and when this happens sections of the original
vorticity layer are left unrolled between the tongues and the flame, It seems likely
that through this mechanism the phase of the subharmonic in the initial condi-
tion may induce differences in the amount of vorticity rolled in each vortex and,
thereby, in the subsequent evolution of the mixing layer. The unrolled vorticity
patches correspond to regions of strong shear that move toward the right relative
to the vortices, leap from vortex to vortex, and are selectively reinforced by the
baroclinic torque. At sufficiently high Reynolds numbers some of these patches
eventually roll up into secondary vortices located one or more periods to the right
of the vortex to which they were initially tied (upper left of Fig. 5b at t = 18 to
21).
The evolution leading to the premature termination of the roll-up and the dis-
ruption of the rolled and unrolled vorticity can also be described in terms of the
vorticity; see comments on Fig. 6 below. Here we note that in general the dis-
tributions of both _7 × v and V • v are required to reconstruct the velocity field.
The vorticity is initially present in the flow, and its dynamics are essentially in-
viscid through convection and the baroclinic torque. In contrast, in the absence
of compressibility effects, the changes in the density of a fluid particle are due to
temperature changes, which are brought about by heat conduction. Thus at suffi-
1D
ciently high Reynolds numbers, heat conduction, and hence V • v = -;-_t, should
be confined to very thin layers (which can only have a small effect on the large-scale
dynamics of the flow) and, in a fully developed flow, to the smallest scales (which
cannot influence the large-scale dynamics by this means because the net change of
volume is negligible). This points toward a decreasing importance of V • v as the
Reynolds number increases. Though Re = 2000 is probably not sufficiently high
to claim independence of V • v, the evolution depicted in Fig. 5 is probably more
affected by the motion of the counterrotating vortex pairs that appear in the flow
than by the dilatation or contraction of the fluid particles. Such pairs arise due to
the baroclinic torque (-VT x Vp in the vorticity equation), which, owing to the low
pressure at the vortex centers, is positive in the lower halves of the light fluid jets
entering the vortices and in most of the heated region above the flame, and negative
in the upper halves of the jets and below the flame. This leads to production of
positive vorticity in the former regions, which forms left-ward moving pairs with
the rolled vorticity of the layer and, to a lesser extent, right-ward moving pairs with
the unrolled vorticity.
It seems that in some cases, though not in the one displayed in Fig. 5, the unrolled
layers of vorticity act as precursors to the amalgamation by establishing bridges
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FIGURE 5(a). Evolution of the temperature in case (]). The contour increment
is 0.5 and the free-stream temperature is 1. The flame location is indicated by the
heavy dashed line.
between adjacent vortices with the right end of a bridge rolling around the vortex
that will come to the bottom of the pair while the left end is still connected to
the vortex that will come to the top. Any nearby secondary vortex that might
have formed as well as the remnants of warm fluid blobs shed by other vortices are
typically ingested in the amalgamation process.
The result of the amalgamation is a vortex much less organized than for a constant
density fluid. It contains several vorticity peaks and layers of positive vorticity
left over by the secondary vortices and vortex pairs that existed at earlier times
(t = 27 to 30). However, the large-scale behavior of the new vortex does not differ
qualitatively from that of the previous ones: as far as it can be followed in the
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FIGUItE 5(b). Evolution of the vorticity in case (J). The contour increment is
0.6 and positive contours are dotted. The flame location is indicated by the heavy
dashed llne.
present simulations, the vortex grows by ingesting light and heavy fluid until it
ends up filling the computational domain.
To try to ascertain the importance of the baroclinic torque, the momentum
Eq. (2) was artificially modified, replacing the pressure gradient term by -p_Tp.
This amounts to having a constant density fluid insofar as the pressure forces are
concerned. No baroclinic term appears then in the vorticity equation (obtained by
taking the curl of the modified momentum equation), but the term -wV • v due
to the gas expansion is left unaltered, as well as the effect of _7 • v in the other
conservation equations. Case (d) was rerun with this modification (it is denoted by
(d') in what follows) and some results are shown in Fig. 4 (dash-and-dot lines; the
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FIGURE 6(a). Evolution of the temperature in case (D). The contour increment
is 0.5 and the free-stream temperature is 1. The flame location is indicated by the
heavy dashed line.
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dashed lines correspond to case (d)). As can be seen, the growth rate of the layer
and the rate of product formation increase very much due to the modification, and
inspection of the vorticity fields reveals that the vortices and the general appearance
of the flow are closer to a constant density fluid than to case (d).
Fig. 6 shows the evolution of the vorticity and the temperature for case (D),
the analog of (d) with an initial condition of the second type. Contrary to Fig. 5,
the bulk of the initial vorticity is now in the low temperature fuel. The Kelvin-
Helmholtz instability begins to develop as for a constant density fluid, leading to
relatively round structures (for t = 9 and before) that are responsible for the first
peak of E2 in Fig. 4c. Very soon, however, the deflection of the light fluid around
the flame leads to tongues where new vorticity is generated by the baroclinic torques
in the form of counterrotating pairs. It is worth noting that this occurs in regions
that would be relatively free of vorticity in a constant density fluid. The vortex
pairs are more prominent than in Fig. 5 and clearly dominate the flow. They travel
toward the left deep in the fuel stream (t = 11.25) before the dominant negative
vorticity brings them back toward the shear layer, and in so doing, they make the
elongated structures responsible for the dip of E2 and engulf large amounts of cold
fuel that are subsequently incorporated into the mixing layer. On returning to the
shear layer, each of the regions of light fluid has the appearance of a mushroom with
a very thin stalk. The high pressure above the cap of the mushroom splits it into a
recirculating tongue and a shed blob, each with its associated vortex pair. The high
pressure also squeezes substantial parts of the high temperature strip around the
flame, increasing the diffusion fluxes and the burning rate while the parts of the strip
between two pressure maxima get compressed and sucked by the depressions at the
centers of the forming vortices. This leads to secondary tongues of light fluid (that
begin forming at about t = 13.5 in Fig. 6a) where the baroclinic torques generate
new counterrotating vortex pairs. Between t = 15.75 and t = 18, each secondary
tongue is pinched off by a high pressure region and the recirculating part of one
of the primary tongues, which splits again in this process into a layer leaving the
vortex by its upper right and another that winds around along with the segmented
secondary tongue. The process of formation of a secondary tongue and splitting of
the recirculating flow occurs once again during this computation, and since there
are several vortex pairs winding around, the vortex cores in Fig. 6b have for some
time a multilayered structure until diffusion cancels vorticity of opposite signs (and
temperature differences) leaving cores of predominantly negative vorticity (t = 27).
Finally these cores undergo a pairing, during which one or two more counterro-
tating vortex pairs are formed and ingested from the upper right of the forming
vortex. At later times (not shown) these new pairs will become the front of a new
tongue that heads toward the lower core moving toward the lower left while light
fluid comes in behind and rolls around the surviving upper vortex. The result is an
elongated structure with an associated decrease of E1 in Fig. 4d.
Parts of the high temperature strip around the flame are alternatively strained
and compressed by the evolving flow, and patches of fluid separate from this strip
to form the tongues, but as was mentioned before, the flame itself remains outside
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the vortex cores at least in the part of the evolution covered by these computations.
This fact makes the flow in the vortices below the flame similar to a mixing layer
between two fluids of different densities. To assess the extent of the similarity,
further computations were carried out for an inert flow: q = 0 in the formulation
of sec. 2 but To = 5, so that the maximum temperature of the fluid equals the
flame temperature of the previous reacting flow simulation. Except for the absence
of baroclinic vorticity production around the flame, the results of this simulation
(not displayed) have the same general appearance as those of Fig. 6, though minor
differences do occur.
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Direct numerical simulations of
turbulent non-premixed methane-air
flames modeled with reduced kinetics
By J. M. Card 1, J. H. Chen 1, M. Day 2, AND S. Mahalingam 3
Turbulent non-premixed stoichiometric methane-air flames modeled with reduced
kinetics have been studied using the direct numerical simulation approach. The
simulations include realistic chemical kinetics, and the molecular transport is mod-
eled with constant Lewis numbers for individual species. The effect of turbulence
on the internal flame structure and extinction characteristics of methane-air flames
is evaluated. Consistent with earlier DNS with simple one-step chemistry, the flame
is wrinkled and in some regions extinguished by the turbulence, while the turbu-
lence is weakened in the vicinity of the flame due to a combination of dilatation and
an increase in kinematic viscosity. Unlike previous results, reignition is observed
in the present simulations. Lewis number effects are important in determining the
local stoichiometry of the flame. The results presented in this work are preliminary
but demonstrate the feasibility of incorporating reduced kinetics for the oxidation
of methane with direct numerical simulations of homogeneous turbulence to evalu-
ate the limitations of various levels of reduction in the kinetics and to address the
formation of thermal and prompt NOx.
1. Introduction
During the 1992 CTR summer program we studied the influence of finite-rate
chemistry and transient effects on the structure of a turbulent non-premixed flame
using DNS (Chen et al. 1992a, 1992b, Mahalingam et al. 1994). In this DNS,
the combustion chemistry was approximated by an Arrhenius single- and two-step
model. While these simple mechanisms provide useful insights for modeling under
conditions ranging from near equilibrium to near extinction, they do not, how-
ever, relate the flame structure and extinction characteristics to the underlying
elementary chemical-kinetic steps (typically more than 100 reactions) necessary to
describe the combustion process in hydrocarbons. But the incorporation of such de-
tailed chemistry for simulations at turbulent Reynolds numbers of practical interest
is technologically infeasible at the present time. Thus, it is desirable to introduce
reduced chemical-kinetic mechanisms for the description of the combustion chem-
istry (Smooke 1991). These mechanisms are deduced from a detailed mechanism by
1 Sandia National Laboratories
2 Stanford University
3 University of Colorado at Boulder
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the systematic application of steady-state approximations for intermediate species.
The combustion kinetics are then described by a few (two to five) global reactions,
in which only the most elementary kinetic steps are retained and the concentrations
of various intermediate species axe represented by algebraic relations.
Computations employing reduced mechanisms have successfully been accomplished
for laminar, planar hydrocarbon, and hydrogen flames (Peters and Rogg 1993). Re-
cent progress has also been made using reduced kinetics in simulations of reacting
flows of/-/2 - 02 systems (Baum et al. 1992, and Montgomery et al. 1993).
The primary objective of this study is to evaluate the effect of different levels of
reduction of fuel oxidation kinetics on methane-air turbulent diffusion flame struc-
ture and extinction characteristics.
2. Reduced chemistry for flame structure
The oxidation of methane can be described by the following reduced mechanism
(Seshadri and Peters 1988):
CH4 + 2H + H2 0 _ CO + 4H2,
CO + H20 _ CO2 + H2,
it
II _
III'
IV'
2H+M_ H2 +M,
02 + 3H2 _ 2H + 2H20.
These global reactions were deduced from a 40-some-step starting mechanism by
the systematic application of steady-state assumptions for the intermediate species.
The global rates for the above reaction can be expressed in terms of the elementary
rates shown in Table 1, namely
(1)wv = w1 = k3sI[CH4][HI,
wx,, = wH = (kas//Ks)[H]([CO][H20]/[H2] - [C02]/(Kls/Ks)), (2)
_III' = _III = _5 f [H1102] [M], (3)
wIv = kl/[n]([02]- [H]2[H2012/[H213KIK2K_), (4)
where partial equilibria were assumed for elementary steps (2) and (3). In the above
rates, the K's are equilibrium constants, the k's are the elementary rate constants,
in which the numbering is selected to agree with Peters and Rogg (1993), and where
i is the concentration of species i. Moreover, the concentration of the third body is
[M] = 6.5[CH41 + 6.5[H201 + 1.5[CO2] + 0.75[CO1 + 0.41021 + 0.4[N21 + 1.0[other].
If we further assume that the H atom is in steady state, we get
_IV 0 = _I I + _IIl'_
and the four-step mechanism reduces to the three-step approximation
CH4 + 02 _ CO + H2 + H20,
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CO + H20 ,-_ CO2 + H2,
02 + 2H2 _ 2H20,
with rates for steps I, II, and II given by Exls. (1-3), respectively.
Equations (1),(3), and (4) may be employed to show that
II
III
[H] = (1 - kssi[CH4]/ (kl l[O_]) - ks l[M]/ k].t ) '12 [0211/2[H2]S /2 ( K] K2 )l /2 Ks /[H20].
Assuming partial equilibrium for the water-gas shift (eq. II) results in a two-
step mechanism, and a one-step mechanism may be obtained by assuming//2 (and
hence, CO also) to be in steady state. The rate for the global step CH4 + 202
CO2 + 2H20 is taken from Bui-Pham (1992), namely, k = 5.2 x 10aSexp(-14906/T)
(units are moles, cm, s , degK, and K J/mole). For comparative purposes, future
calculations will consider the rate constant determined by Purl (1987).
The four-, three-, and 1-step kinetic mechanisms and the corresponding global
rates are the basis for the present study.
3. Governing equations and numerical method
The governing equations are the continuity, momentum, species, and energy equa-
tions written in Cartesian tensor notation as follows:
where
is the stress tensor,
Op Opuj
+ 0%-7= o, (s)
Opui Opuiuj Op Orij
--_ + ox, - o_ + o%-7' (8)
&
OpYou i 0
_+ Ox----f-=-Ox--_(pY_,Voj)+M. (71
+ O(pet + p)uj O(um,) Oq_
Oxi = Oz i Ozj (8)
( Oui Ouj 2 6 Ouk ] (9)
1 s N
e,=e+_y_u i, e=__Yoh.- p- (10)
k=a o=1 P
is the total energy per unit mass of the mixture, e is the internal energy per unit
mass, ha is the enthalpy of species a given by,
//h, -- h"_+ C,o(T')dT', _ --1,...,N (11)
o
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where h°a and Cpo are the corresponding enthalpy of formation and specific heat at
constant pressure respectively. The heat flux vector is given by
)_ OT N
qJ = - _ + P E h,_Ya V_j (12)
a=l
and the species diffusion velocity is
10Y,,
Vaj = -D,_N_'_ Ox----_' a = 1,... N- 1 (13)
where DaN is the binary diffusion coefficient between species a and the N-th species
taken to be nitrogen. To ensure that the net diffusion velocity is zero, the constraint
N
_-_¢,=a Y,_V,_j = 0 is enforced to obtain VNj. The equation of state is
p = pRT (14)
where R is the mixture gas constant given by
--1
R=R°/17V, 17V=
ot=l
(15)
where R ° is the universal gas constant, W is the average molecular weight of the
mixture, and Wa is the species molecular weight. The mixture averaged thermal
conductivity is modeled through the approximation suggested by Smooke and Gio-
vangigli (1991), N
.k = C'pA "_o (Jp(T) = E Y,_Cp,_(T) (16)
where A = 2.58 x 10 -4 g/cm-sec, r = 0.7, and (_p is the specific heat of the gaseous
mixture. The individual species specific heats are obtained as polynomial functions
of temperature using the Chemkin thermodynamic database (Kee et aL 1987). The
diffusion coefficients are obtained by prescription of Lewis numbers for individual
species through
(17)
D,_N- CppLe_"
The Lewis number data is obtained from Smooke and Giovangigli (1991). For the
one-step mechanism, the Lewis numbers for CH4, 02, CO2, and H20 are 0.97, 1.11,
1.39, and 0.83, respectively, for the three-step mechanism, the additional Lewis
numbers for H2 and CO (0.3 and 1.1, respectively) were employed, and for the
four-step mechanism, the Lewis number for H is 0.18. The other symbols in these
equations have the usual meaning.
For the three-step reduced mechanism, conservation equations for six reacting
species is considered (CH4, 02, C02, CO, H2, and 1"120) and the mass fraction of
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N2 is obtained through the relationship NY_afa Ya = 1, where N = 7. Based on the
discussion in the previous section, the reaction rates for the six species is computed
through the following expressions:
&cn, = --WoHfi, Z, &O_ = -Wo,[,.;.,z + C.,m], &co, = Wco,_n,
&co = Wco[a,z - CaM, _H, = WH,[&, + _zz - 2&m], (18)
and,
,:,H,O = WH, oD, - d,zz + 2_m].
For the four-step mechanism, N = 8, and seven reacting species (CH4, Oa, C02,
CO, Ha, H20, and H) are considered. The reaction rate for these species is given
by:
_)CH4 -_ --WcH4_JI, _)0, ----Wo2&IV, &CO, = WC02_)II,
&co = Wco[&t - dan], (oH, = WH, [4&z + (on + gain - 3&iv], (19)
and,
(OH, O = WH=O[2(OIV -- &II -- _I], O)H = 2_OlV -- 2_01 -- 2d2II I.
The dimensionless form of the governing equations is obtained through definition
of appropriate reference quantities based on the air stream properties. The sound
speed at infinity aoo, corresponding density p_, and the dynamic pressure pe_a 2
are used for the velocity, density, and pressure reference quantities. The reference
temperature is (%¢ - 1)T_ where %¢ is the ratio of specific heats at temperature
To¢ of the air stream. The reference fluid properties used are #_¢, )_, and Cp_¢ cor-
responding to air at temperature Ta¢. A reference length scale Lref is chosen to be
the distance between the fuel and oxidizer jets in the opposed diffusion flame used to
initialize all the dependent variables in the computational domain. The equations
are solved using a standard sixth-order accurate compact finite differencing scheme
(Lele, 1992) for approximating spatial derivatives, and a third-order Runge-Kutta
scheme for time advancement. A modified version of the Navier-Stokes Character-
istic Boundary Condition (NSCBC) procedure originally developed by Poinsot and
Lele (1992), and suitably modified to account for variable specific heats is imple-
mented. The boundary conditions are periodic in the y direction and non-reflecting
in the x direction (see Chen et al., 1992a).
The turbulence field is prescribed by an initial two-dimensional turbulent kinetic
energy spectrum function
E(k) = CoVo To exp -2 To ' (20)
where k is the wavenumber, ko is the wavenumber corresponding to the most ener-
getic eddies, and uo is the rms velocity.
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4. Initial conditions and flame parameters
The reacting flow field in a steady opposed jet diffusion flame configuration in-
cluding a full 40 step chemical kinetic mechanism was obtained using the Sandia
code OPPDIF. Pure methane and air at 1 atmosphere, 300°K with a strain rate
of approximately 20 sec -1 are the conditions imposed at the fuel and oxidizer jet
separated by a distance of 1 cm. These correspond to low strain rate conditions.
The strained laminar flame solution from OPPDIF was then allowed to relax to an
unstrained condition in the DNS code. The unstrained laminar flame profile was
used to initialize all of the species mass fractions, temperature, and density fields
in the turbulence simulations.
The DNS was initialized in a two-dimensional computational domain with a plane
laminar diffusion flame in the center of the domain. The fuel stream is on the left
half of the domain while the oxidizer stream is on the right half of the domain. The
velocity field was initialized with the turbulent kinetic energy spectrum given in
(20). The turbulence Reynolds number was taken to be 57 based on the turbulence
microscale. The flame is thicker than the turbulence microscale but smaller than
the turbulence integral scale. Two-dimensional simulations were performed on a
129 by 129 grid.
5. Results and discussion
5.1 Laminar flamelet results
To initialize the direct simulations, the structure for laminar counterflow flamelets
were calculated for low strain rates (< 100 sec-1). The details for such calculations
may be found in Smooke (1991). Shown in Figs. 1 and 2 are the flamelet structure
in mixture fraction space for a global one-step reaction and a three-step mechanism,
respectively.
A distinctive qualitative difference between the one-step and three-step mech-
anism is the broadness of the reaction zone. In Fig. lc, it can be seen that the
consumption of the fuel extends over a much wider range of mixture fraction for
the one-step mechanism. The thinness of the fuel-consumption layer in multi-step
mechanisms is one of the primary causes of resolution difficulties in direct sim-
ulations of turbulent combustion flames. In addition, it can readily be seen in
Figs. lb and 2b that the fuel and oxygen profiles are quite different. In the one-step
approximation, fuel leaks through the reaction zone. However, for the three-step
mechanism, only oxygen leaks through the reaction layer, which is in agreement
with experiments and numerical calculations employing full detailed mechanisms.
Preliminary calculations using the four-step mechanism indicate that the qual-
itative features of the flamelet agree with previous studies. The major expected
difference between the three- and four-step mechanisms is the H atom profile. In
the three-step mechanism, all the H is produced on the fuel-lean side of the flamelet
and is consumed entirely in the fuel-consumption layer. For the four-step approxi-
mation, the H atom profile is broader, in which the fuel-consumption layer is within
the H nonequillbrium layer. The monograph by Smooke (1991) may be consulted for
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FIGURE 1. One-dimensional unstrained laminar flame for methane-air one-step
mechanism: a) temperature, b) species mass fractions, c) species reaction rates.
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more detailed discussion on the structure of laminar methane flames using reduced
chemistries.
5._ Turbulent flame structure
Preliminary results are presented here for the DNS using the global one-step mech-
anism described in section 2. Simulations are currently underway for the three- and
four-step mechanisms. In order to resolve the fuel consumption layer the resolution
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requirements are much greater for the three- and four-step mechanisms than for the
one-step mechanism.
The turbulent two-dimensional DNS was postprocessed at 1.0 and 1.5 turbulent
eddy turn times. This is sufficient time for the initial adjustment to occur between
the imposed turbulence spectrum and the laminar flame. Instantaneous images of
the vorticity magnitude, temperature, reaction rate, and species concentrations at
t = 1.0 eddy turn time are shown in Fig. 3. It is evident from Fig. 3a that the
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FIGURE 4. CH4 reaction rate at 1.5 eddy turn times.
vorticity is greatly dampened in the vicinity of the reaction zone. The turbulence
was initialized at all locations in the computational domain except near the outflow
boundaries normal to the flame. Due to a combination of dilatational effects and
a substantial increase in the kinematic viscosity with temperature, vorticity in the
vicinity of the flame is dampened. Note in Fig. 3c that the vorticity is dampened
more on the fuel side than on the oxidizer side. This is due to the lower density
(higher temperature) that exists on the rich side of the flame which results in a
higher kinematic viscosity on that side.
While the effect of the heat release is to weaken the turbulence, the effect of
the turbulence is to wrinkle the flame. There are regions where the flame is locally
extinguished as shown by the discontinuities in the reaction rate contour lines shown
in Fig. 3c. At a later time in the simulation, t = 1.5 eddy turn times, the conditions
are such that locally the strain rate is reduced in regions with hot products due to
the heat release. The hot products act as an ignition source and in locations where
fuel and oxidizer are present, the flame starts to burn once again. A comparison of
Fig. 4 and Fig. 3c shows a region where reignition occurs. Previous simulations with
simple chemistry (Chen 1992a, 1992b) did not report the occurrence of reignition.
It is also observed from the reaction rate contours and the stoichiometric mixture
fraction line (Fig. 3c) that the flame does not always burn at the stoichiometric
mixture fraction. Near the peak reaction rates the flame is stoichiometric; however,
in regions that are curved toward the oxidizer stream the flame tends to burn lean,
whereas in regions that are curved toward the fuel stream the flame tends to burn
rich. We suspect that this is a Lewis number effect and that it is particularly pro-
nounced in regions having the largest curvature. In regions that are curved toward
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the oxidizer, the defocusing of methane overcomes the greater mass diffusivity of
methane (Le = 0.97) over oxygen (Le = 1.11). Hence, the flame tends to burn
lean. On the other hand, in regions that are curved towards the fuel, the additive
effect of focusing the methane combined with its larger mass diffusivity leads to a
situation where there is an abundance of methane at the reaction zone. Hence, in
this situation the flame tends to burn rich, and eventually, as the curvature becomes
too large, the flame becomes too rich to burn, at which point local extinction occurs
first at the flame tip. Since the reactant Lewis numbers in the DNS can readily be
interchanged, these influences will be studied in greater detail in future simulations.
The reactant and product concentrations are presented in Figs. 3d-3f. Note that
CH4 is more diffusive than 02. The products C02 and H20 follow the temperature
(Fig. 3b) quite closely; hence, for the sake of brevity, only C02 is presented in Fig. 3f.
Scatter plots of the temperature, CH4 reaction rate, and species concentrations
in mixture fraction space axe shown in Fig. 5. The mixture fraction, f, is defined
to be zero in the oxidizer stream and unity in the fuel stream. The maximum
temperature occurs near the stoiehiometric mixture fraction, f = 0.057. The CH4
reaction rate peak is shifted slightly toward the fuel side. Consistent with the
physical representation of the flame, the presence of both high and low values of the
temperature and reaction rate in Figs. 5a and 5b suggests that there are regions in
the flame that are fully burning as well as other regions that are being extinguished
by the local strain-rate field. From Fig. 5c, note that there is leakage of both
CH4 and O2 in this one-step model. Also, a significant portion of the flame is
undergoing various stages of extinction as indicated by the spread of points between
the equilibrium and frozen flow limits.
6. Concluding remarks
Preliminary results from DNS demonstrate that two-dimensional simulations of
turbulent non-premixed methane-air flames modeled with reduced chemistry are
feasible. The global one-step simulation required 50 cpu hours on a Cray-YMP. Ex-
tensions to three- and four-step mechanisms requires resolving the fuel consumption
layer of the flame, a region that is approximately an order of magnitude smaller
than the overall flame thickness. Simulations on a uniform grid will have enormous
resolution requirements if the internal flame structure is to be fully resolved. This
suggests a real need for a local adaptive mesh refinement capability for simulations
of hydrocarbon flames.
Once the three- and four-step simulations are completed, detailed comparisons
of the internal flame structure and extinction characteristics will be made. In par-
ticular, strain-rate and curvature statistics will be obtained and comparisons of
the turbulence simulations with steady one-dimensional strained laminar flame pre-
dictions will be made. Finally, reduced mechanisms for the formation of thermal
and prompt NO_ will be evaluated from the major species concentrations and the
temperature.
Acknowledgements
This research was supported by the Center for Turbulence Research and the
Turbulent non-premized flames 53
Department of Energy, Division of Basic Energy Sciences. One of us (SM) acknowl-
edges partial funding through the AWU-DOE faculty fellowship program. The au-
thors are grateful to their CTR hosts T. Mantel, G. Reutsch, and J. M. Samaniego
for their excellent arrangements. We would also like to thank A. LifiKn, T. Poinsot,
A. Trouv6, and T. Echekki for many insightful discussions.
REFERENCES
BAUM, M., POINSOT, T., & HAWORTH, D. 1992 Numerical simulations of turbu-
lent premixed H2/O2/N2 flames with chemistry. Proceedings of the I99_ Sum-
mer Program. Center for Turbulence Research, NASA Ames/Stanford Univ.,
345-366.
CHEN, J., MAHALINGAM, S., PURI, I., & VERVISCH, L. 1992a Effect of finite-
rate chemistry and unequal Schmidt numbers on turbulent non-premixed flames
modeled with single-step chemistry. Proceedings of the 199_ Summer Program.
Center for Turbulence Research, NASA Ames/Stanford Univ., 367-387.
CHEN, J., MAHALINGAM. S., PURI, I., & VERVISCH, L. 1992b Non-premixed
flames modeled with two-step chemistry. Proceedings of the 199_ Summer Pro-
gram. Center for Turbulence Research, NASA Ames/Stanford Univ., 389-402.
BuI-PHAM, M. N. 1992 Studies in structures of laminar hydrocarbon flames. Ph.D.
Dissertation, University of California, San Diego.
KEE, R. J., RUPLEY, F. M., & MILLER, J. A. 1987 The Chemkin Thermody-
namic Database. SAND-8_lSB.
LELE, S. 1992 Compact finite difference schemes with spectral-like resolution. J.
Comput. Phys., (to appear).
MAHALINGAM, S., CHEN, J., & VEItVISCH, L. 1994 Finlte-rate chemistry and
transient effects in direct numerical simulations of turbulent non-premixed flames.
Comb. _¢ Flame (submitted).
MONTGOMERY, C. J., KOSALY, G. & RILEY, J. J. 1992 Direct numerical simu-
lations of turbulent H2-02 combustion using reduced chemistry. Submitted for
presentation at the 31st AIAA Aerospace Sciences Meeting to be held at Reno,
NV, January, 1993.
PETERS, N. 1985 Numerical and Asymptotic Analysis of Systematically Reduced
Reaction Schemes for Hydrocarbon Flames. Numerical Simulation of Combus-
tion Phenomena. Lecture Notes in Physics, 241, 90-109.
PETERS, N. 1986 Laminar flamelet concepts in turbulent combustion. Twenty-
First Symposium (International) on Combustion. The Combustion Institute.
1231-1250.
PETERS, N. & ROGG, B. (ED.) 1993 Reduced kinetic mechanisms for applications
in combustion systems. Lecture Notes in Physics m15, Springer-Verlag, New
York.
54 d. M. Card, ]. It. Chen, M. Day, g_4S. Mahalingam
PETERS, N. & WILLIAMS, F. A. 1987 The asymptotic structure of stoichiometric
methane-air flames. Comb. gJ Flame. 68, 185.
POINSOT, T., AND LELE, S. 1991 Boundary conditions for direct simulations of
compressible viscous flows. Y. Comput. Phys. 101, No 1.
PURl, I. K., SESHADRI, K., SMOOKE, M. D. AND KEYES, D. E. 1987 A com-
parison between numerical calculations and experimental measurements of the
structure of a counterflow methane-air diffusion flame. Comb. Science and Tech.
56, 1.
SESHADRI, K. AND PETERS, N. 1988 Asymptotic structure and extinction of
methane-air diffusion flames. Comb. _ Flame. 73, 23.
SMOOKE, M. D. (ED.) 1991 in Reduced kinetic mechanisms and asymptotic ap-
proximation for methane-alr flames. Lecture Notes in Physics 38_, Springer-
Verlag, New York.
WILLIAMS, F. A. 1985 Combustion theory, second edition. Addison/Welsly.
Center for Turbulence Research
Proceedings of the Summer Program 1994
N95- 21039 55
Triple flame structure and
diffusion flame stabilization
By D. Veynante_ 1 L. Vervisch, 2 T. Poinsot, 3 A. Lifihn 4 AND G. Ruetsch 5
The stabilization of diffusion flames is studied using asymptotic techniques and
numerical tools. The configuration studied corresponds to parallel streams of cold
oxidizer and fuel initially separated by a splitter plate. It is shown that stabiliza-
tion of a diffusion flame may only occur in this situation by two processes. First,
the flame may be stabilized behind the flame holder in the wake of the splitter
plate. For this case, numerical simulations confirm scalings previously predicted by
asymptotic analysis. Second, the flame may be lifted. In this case a triple flame
is found at longer distances downstream of the flame holder. The structure and
propagation speed of this flame are studied by using an actively controlled numer-
ical technique in which the triple flame is tracked in its own reference frame. It
is then possible to investigate the triple flame structure and velocity. It is shown,
as suggested from asymptotic analysis, that heat release may induce displacement
speeds of the triple flame larger than the laminar flame speed corresponding to the
stoichiometric conditions prevailing in the mixture approaching the triple flame. In
addition to studying the characteristics of triple flames in a uniform flow, their re-
sistance to turbulence is investigated by subjecting triple flames to different vortical
configurations.
1. Introduction
The structure and the stabilization of diffusion flames is a topic of intense research
which has numerous practical applications in jet flames, aircraft engines, diesel car
engines, torches, etc. At the same time, it is a complex phenomenon which has
generated much theoretical and experimental work in the last years (Takahashi et
al. 1990, Lifi£n 1994, Dold 1989, Kioni et al. 1993).
Our goal in the present work is to investigate two aspects of diffusion flame
stabilization as suggested from asymptotic theory: (1) stabilization of a diffusion
flame in the viscous region immediately downstream of the flame holder, and (2)
stabilization of the diffusion flame as a triple flame far downstream.
These two computations are performed for laminar flows only: the triple flame
is considered in Section 4 while the stabilization at the splitter plate is studied
1 Laboratoire EM2C, Ecole Centrale Paris, France
2 LMFN/INSA CORIA/URA CNRS230 Rouen France
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FIGURE 1. Asymptotic results for diffusion flame stabilization and lift-off.
in Section 5. The influence of turbulence is investigated later in Section 6 by
using a technique developed previously for premixed flames both experimentally and
numerically (Roberts et aI. 1993, Samaniego 1993, Poinsot e_ al. 1991): vortices
are generated upstream of the flame and interact with the flame front. Although
these isolated vortices are too crude to represent real turbulence, they provide useful
estimates of the effects of hydrodynamic excitation on the flame and of the flame's
capacity to resist these excitations.
2. Regimes of flame stabilization
Classical results concerning triple flame studies may be found in Dold 1989, Lifign
1988, Dold et al. 1991, and LifiKn and Crespo 1976. For the present study we have
chosen to focus on two aspects of triple flame stabilization: stabilization in the wake
of the splitter plate (anchored case) or stabilization fax downstream (lifted flame).
These two aspects correspond to the two stable branches of the curve proposed by
Lifign (1994) and given in Fig. 1. The x coordinate corresponds to the DamkShler
number defined by D_ = Y_B/A where B is the pre-exponential constant and A is
the velocity gradient at the splitter plate. The y coordinate is the distance between
the flame holder and the flame.
The lower branch of Fig. 1 corresponds to flames stabilized in the wake of the
splitter plate. When the velocity gradient in the wake increases, the flame moves
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slightly downstream until a critical value of the velocity graAient, Aio, is reached.
At that point, flame stabilization is no longer possible near the splitter plate and
the flame is lifted off. The critical value at which lift off occurs is estimated by
Lifi_ as
Y B/A,o = ¢3 (1)
where _ is a nondimensional parameter defined by
= 1+ cpTo(1+
In these equations, T_ is the activation temperature, Q is the heat released per unit
mass of fuel, and r = (Wovo)/(WFVF) or the mass ratio of oxidizer to fuel in the
reaction. We will check in Section 5 whether numerical simulations confirm this
analysis.
If lift-off occurs, then stabilization may occur downstream of the splitter plate
(on the upper branch of Fig. 1) if the local flow speed decreases enough to be equal
to or less than the characteristic triple-flame speed which may exist at that point.
In this case, the local velocity profile upstream of the flame is essentially constant
(initial shear has been dissipated), and the problem may be viewed as an eigenvalue
problem in which a triple flame propagates at a constant speed in a flow which
is moving in the opposite direction at the same absolute speed. Numerically, it is
essential to be able to track in real time the value of this velocity to keep the flame
inside the computational box. When the triple flame is stabilized, it is possible to
study its structure and propagation speed. Asymptotic studies suggest that triple
flames may propagate at a speed UF larger than the premixed flame speed S_
corresponding to the conditions encountered at the tip of the triple flame.
3. Numerical method and configurations
For all computations presented here, the fully-compressible reacting Navier Stokes
equations were solved in two dimensions. The chemistry used corresponds to a
simple irreversible reaction:
vFF + voO _ vpP
and the mass reaction rate for the fuel F is written following Williams (1985):
d_F = DvFWF /Y° ptr(YF /WF)Vr (Yo/Wo )uo exp(-Ta/T) (2)
where Ta is the activation temperature.
For simplicity, the stoichiometric coefficients vo and $/F have been set to unity
in this study. Two values of ex have been used (1 and 2). For both cases, to allow
comparison with asymptotic results, Eq. (2) may be written
&F = Bp'zYFYoexp(-T,_ct/T) (3)
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where B has the dimension s -1 if ez = 1 and rna/(kgs) if ex = 2.
Using this formulation for the reaction rate, the conservation equations to be
solved are:
Op+ 0b-7_,(p=')= °
Opui 0 OP Orij
T + _ (p.,u.)= -ox__+ 0%-7
0.E 0 0 (_,,,,,)+ o (_ 0T)+ _xi [(pE + P)ui] = _ _xi _ + Q&F
opYv o o / oYF'_
-_ + -_-_xj(pYFuj) = _ _p:Df'_zi j -&F
OpYo o O / OYo'_
where the total energy density and deviatoric stress tensor are given by:
pE= !pu_+ P
2 7-1
We assume that the mixture has a specific heat ratio of 7 = 1.4 and the dynamic
viscosity is a function on temperature, /a = po(T/To) b, with b = 0.76. We also
assume that the Prandtl and Schmidt numbers,
Pr = #% I_
-X-;Sc= pD'
remain constant, and :D = :DF = Do. As a result, the Lewis number Le = Sc/Pr is
constant and is taken as unity throughout this study. We can also define the heat
release parameter and Zel'dovich numbers as:
Ts - To , T.
= T_ "#=_
where T t is the adiabatic flame temperature.
The governing equations are solved using direct numerical simulations. Spatial
derivatives are taken using sixth-order compact difference algorithm of Lele 1990,
and time advancement is performed using a third-order Runge Kutta scheme (Wray
1990). Boundary conditions are specified using the Navier-Stokes characteristic
boundary condition method of Poinsot and Lele 1990.
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4. Characteristics of a lifted triple flame
We begin the analysis of triple flames by considering a lifted triple flame stabi-
lized in the far field with a uniform inftowing velocity. In addition to describing
the stabilization in the lifted case, this approach can be viewed as a first step in
understanding the behavior of triple flames in more complicated flow scenarios, such
as in the wake of a splitter plate (section 5) and in response to vortices (section 6).
We initialize the computations of the triple flame by first stabilizing a planar
premixed flame in the computation domain. In doing so, the mixture fraction
is uniform throughout the domain with the stoichiometric value Z = Zs = 0.5.
Associated with this flame are the planar flame speed S_ and the planar flame
thickness 6_. We then change the inflow mixture fraction profile from uniform to
a hyperbolic tangent profile varying from Z = 0 to 1 while maintaining the same
uniform inlet velocity profile. The response of the flame to the mixture fraction
gradient is shown in the time sequence of Fig. 2. For this case the heat release
corresponds to a = 0.75 and the Zel'dovich number is/3 = 8.0. With the uniform
flow approaching from the left, as the mixture fraction gradient reaches the flame
surface only the centerline is exposed to the stoichiometric mixture fraction and
locally maintains the planar flame speed and reaction rate. Above this point the
mixture is fuel rich, and below fuel lean. As a result, these regions of non-unity
equivalence ratio burn less, the reaction rate drops, and the local flame speed is
reduced. The excess fuel and oxidizer then combine behind the premixed flame
along the stoichiometric surface and burn in a trailing diffusion flame. Thus the
"triple" flame refers to the fuel-rich premixed flame, the fuel-lean premixed flame,
and the trailing diffusion flame.
4.1 Flame stabilization
In addition to the change in structure that occurs when the planar premixed
flame is subjected to a mixture fraction gradient, the propagation velocity of the
flame increases, as observed in Fig. 2. In order to study the triple-flame in further
detail, a method of stabilizing the flame in the computational domain is needed. We
accomplish this by calculating the relative progression velocity of iso-scalar surfaces.
This method, also used in Vervisch et al. 1994, results from equating the transport
equation for a scalar variable Y:
P-bY= PVUx, + u,y
with the Hamilton-Jacobi equation for the scalar field (Kerstein et al. 1988):
DY
p--_- = pvlvrl.
Solving for the relative progression velocity, V, we obtain:
PIVYI Ox, PV-6_xi + pl-fi_-_[coy
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FIGURE 2. Response of a planar premixed flame to a mixture fraction gradient.
The top row shows the flame under premixed conditions, with a uniform flow ap-
proaching from the left. As the mixture fraction gradient reaches the flame surface,
the flame shape changes from a premixed planar flame to one with fuel-rich and
fuel-lean premixed curved fames followed by a trailing diffusion flame. In addition
to the change in shape, the flame propagates faster relative to the premixed case.
This relation is evaluated on the centerline in the preheat zone and subtracted from
the local fluid velocity, giving the correction to be applied at the inlet. If one were
to apply this correction at the inlet alone, then changes to the flame would only
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X
FIGURE 3. Reaction rate and horizontal velocity along the centerline.
occur after the convective time required to reach the flame, which is both time
consuming and can also introduce stability problems. A more efficient method is
to apply the correction to all points in the flow, as a Gallilean transformation, such
that the steady state situation is quickly reached.
_.£ Effect of heat release
We now turn our attention to studying the effect of heat release on the triple flame
and, in particular, how this affects the propagation velocity. The analytical work of
Dold 1989 and Hartley and Dold 1991 provide estimates of the triple-flame speed for
weak (_OZ/Oy _ O) and moderate (_OZ/Ou ,,, O(1)) values of the mixture fraction
gradient under the assumption of zero heat release. They find that the flame speed
is greatest for zero mixture fraction gradient, corresponding to a planar flame, and
then decreases as the mixture fraction gradient increases. This is in contrast to the
change in flame speed we observe in Fig. 2. The discrepancy lies in the assumptions
concerning heat release. To investigate this further, we examine the velocity field
along the eenterline of the triple flame in Fig. 3. Here we observe that, in addition
to the rise in velocity through the flame, the horizontal component of the velocity
reaches a minimum before the flame. The velocity at this minimum is close to the
planar laminar flame speed, and far upstream the velocity is larger. Therefore it
is necessary to distinguish these two velocities. The local flame speed is important
in terms of chemical reaction, where the far-field flame speed is identified with the
propagation of the entire structure, UF.
The mechanism responsible for this velocity difference can be seen in the sketch
of Fig. 4. Here we examine the velocity vectors before and after they pass through
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FIGURE 4. Mechanism responsible for creating triple-flame speeds larger than the
planar-flame speeds. Heat release causes an increase in the normal component of
flow, and the flow redirection causes an upstream divergence of flow.
the flame surface. In cases where there is heat release, the component of the veloc-
ity perpendicular to the flame increases across the surface, whereas the tangential
component remains unchanged. The jump in the perpendicular velocity component
results in a bending of the velocity vector towards the centerline. This redirection
of the flow is accommodated by the divergence of the stream lines ahead of the
flame, resulting in the decrease of the velocity observed in Fig. 3. Since the local
flame speed along the stoichiometric line is S_., the flame can be stabilized only
if the flow speed at this point remains near S_, which requires an increase in the
upstream velocity. Note than in absence of heat release, there is no flow redirection
across the flame and therefore the far-field and local flame speeds are equal.
,_.3 Effect of the mixture fraction gradient
In their previous analytical work, Dold 1989 and Hartley and Dold 1991 observed
a large effect of the mixture fraction on the triple-flame speed. Due to the effects
of flame curvature, they observed a decrease in the flame speed as the mixture
fraction gradient increases and thus radius of curvature decreases. In cases with
heat release, we observe qualitatively the same behavior although the quantitative
aspects are very different. For zero heat release eases the planar premixed flame is
an upper limit for the flame speed; however, for finite heat release the flame speed is
always observed to be greater than S_. This is depicted in Fig. 5, where the far-field
flame speed, UF/S°L, and the local flame speed are plotted versus the inverse of the
mixture fraction gradient taken at the flame location, (6°LOZ/Oy) -a , representing
a mixing layer thickness or alternatively a DamkShler number. Here we see that,
in agreement with the zero heat release analysis, the local flame speeds remain of
the order of S_, decreasing slightly below this value for small values of the mixing
thickness.
For small values of the mixing thickness, one might expect quenching to occur.
However, in agreement with the analysis of Dold 1989 and Hartley and Dold 1991,
quenching is not observed. Under the assumption of zero heat release, quenching was
observed only when the flame was subjected to an external strain(Dold et al. 1990).
In eases with heat release, the resistance to quenching is further strengthened. The
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FIGURE 5. Far-field flame speed(+ ), local flame speed(o ), and their differences(m )
as a function of the mixing thickness. All speeds are normalized by S_, and for all
cases a = 0.75 and/3 = 8.0. The mixture fraction gradient is evaluated along a line
passing through the maximum reaction rate.
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FIGURE 6. Ratio of triple-flame to planar-flame speeds for various heat releases.
strain field which creates the reduction in the horizontal velocity also decreases
the effective mixture fraction gradient in front of the flame, and therefore limits
how small the effective Damk6hler number can become in Fig. 5. The only way
to continue this graph to smaller thicknesses is to apply a strain of opposite sense
externally, (el. Section 6 where the response of triple flames to vortices is examined).
As the mixing thickness increases, not only do the far-field and local flame speeds
increase, but also the difference between the two, indicating that heat release effects
become more important as the mixture thickness increases. This trend can be
understood by applying the mechanism in Fig. 3 to different mixing thicknesses.
Since the difference between the far-field and local flame speeds depends on the
flow redirection through the flame, which locally depends on the reaction rate along
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the premixed wings, then the distribution of the reaction rate along the premixed
wings becomes an important characteristic. As the mixing thickness becomes larger,
the reaction rate is stronger along the premixed wings as one moves away from
stoichiometric conditions. This causes the flow to be deflected more and thus the
difference in the velocities to increase.
In the limit of large mixing thickness, one expects from asymptotic results that
the flame speed reaches a constant value for a given heat release. This value is
related to the jump in density by:
A comparison of data from numerical simulations with this result is shown in Fig. 6,
where overall good agreement is observed.
5. Diffusion flame stabilized in the wake of a splitter plate
5.1 Configuration and parameters
In the region immediately downstream of the splitter plate, the velocity profile
exhibits a wake which has a strong influence on flame stabilization. For this work,
we assume that both streams have the same speed and vorticity thickness so that
the velocity gradient at the splitter plate, A, is the same on both sides of the
plate. Inlet profiles for temperature, species, and velocities are given in Fig. 7; the
temperature is imposed everywhere and equal to the splitter plate temperature, and
species profiles correspond to step functions.
INLET
CONDITIONS
(x =0)
Fu_l
Oxidb_
F__z
I
o toI
ID-
FIGURE 7. Configuration for simulations of diffusion flame stabilization lift-off
For these computations it is important to control inlet temperature; asymptotic
analysis shows that flame stabilization is obtained not only from the existence of a
low velocity region in the wake, but also from the presence of heat losses from the
flame to the splitter plate.
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The parameters controlling the flow are the Math number at infinity (equal on
both sides) Ma = Uo/c and the width of the shear layers & The characteristic
velocity gradient A is A = Uo/& The velocity profile at the inlet was chosen
in different ways depending on the runs: (1) a tanh profile was first used, where
u(v) = Uotanh(y/6). This profile leads to a singular point at V = 0 and sometimes
to numerical instabilities; (2) an ezp profile was also tested where u(v) = Uo(1 -
exp(-y2/62)). Corresponding runs will be labeled as 'tanh' or 'exp' cases. For all
cases, the reference Reynolds number cL/v is 1000 where L is the reference length
of the problem, v is the kinematic viscosity in the fuel at infinity, and c is the sound
speed in the fresh gases. The parameters controlling the chemistry for these runs
are given in Table 1.
Table 1. Chemistry parameters for DNS of triple flame in a wake
Case T,,<tlTo TalTo DS,,e: b Pr Le S°LIC dlL 6PlL
Flame l 18 5 53 0.76 0.75 1.0 0.022 0.046 0.4
Flame2 12 5 53. 0.76 0.75 1.0 0.08 0.013 0.16
The adiabatic temperature Ta and the laminar flame speed S_, given above cor-
respond to a premixed laminar flame speed where the premixed gases would have a
fuel mass fraction equal to Y_,/2 and an oxidizer mass fraction of Y(_/2. These levels
are the maximum levels which may be obtained in the wake of the splitter plate,
and therefore this velocity is the maximum premixed flame speed which may exist
in the wake. The Lewis number is the same for oxidizer and fuel, and the problem
is symmetric (Y_ = yo = 1). Molecular weights are also supposed to be equal,
and in the expression of the reaction rate, ex is 2. The reduced pre-exponential
constant Dfuet is defined by Dluet = uFLBpoY_/(cW) where W is the molecular
weight of fuel or reactant. The two flame thicknesses indicated are d = u/S°L and
6_ = (Ta - To)/Max(-_).
5._ Struct.ure of stabilized diffusion flames
Let us first consider a stabilized triple flame in a wake. For this case, the param-
eters are a Math number of 0.2, a vorticity thickness of 0.05 with an exp profile,
and chemistry parameters corresponding to Flame 2 (see Table 1). In this case, a
stabilized flame is found in the wake at a distance D which is given by D/L = 0.95
(or D/d = 73 or D/3_ = 5.9). The density field (similar to the temperature field)
and the reaction rate field are given in Fig. 8. The influence of the cold splitter
plate is clearly seen from the density field. The flame is losing energy towards the
plate, and this phenomenon produces flame stabilization. Without the plate the
flame would propagate even more upstream and eventually get stabilized on the
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FIGURE 8. Triple flame stabilized in a wake.
splitter plate. This situation would not be unusual but we wanted to avoid it for
the first test cases.
Different cuts along the centerline axis of the flame (Case 15) are presented in
Fig. 9. The axial velocity profile is plotted along with the same profile in the case
without the flame (wake only). It is seen that for small values of x, both profiles
are essentially similar (close to the splitter plate). For larger x values, the influence
of the triple flame on the flow divergence is first felt and the velocity decreases for
the triple flame while the cold flow velocity keeps increasing. Finally closer to the
flame front, a second effect due to the flame appears: temperature starts increasing,
the density decreases, and the velocity increases to a value of the order of 1.4Uo.
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FIGURE 9. Axial velocity and temperature profiles along wake axis.
5.3 Stability domain of the diffusion flame in a wake flow
An important question for practical applications is the possibility of predicting
flame stabilization. For triple flames, the usual technique used for this prediction
is to compare the local flow speed and the triple flame speed. Stabilization may be
obtained if the local flow speed is smaller than the flame speed.
DNS results as well as asymptotic theory provides a slightly more complex picture.
Fig. 10 compares plots of axial velocity along the wake axis for three stabilized triple
flames (Cases 13, 15, and 16) and one lifted flame (Case 19) with the propagation
speed of the triple flame. When doing this exercise, one has to take into account the
decrease of the flame speed to zero when the flame comes too close to the splitter
plate. This phenomenon explains how a 'stable' stabilization point may be obtained
in a triple flame. If heat losses towards the splitter plate are not accounted for, the
local flow speed will always be less than the flame speed near the splitter plate, and
this theory will always predict stabilization close to the splitter plate. It is therefore
crucial to include heat losses effect into the evaluation of the flame speed [IF. This
was done here in a crude way using the following formula:
UF = Up(1 - exp( D -Pld))
P2d (4)
where P1 and P2 are two Peclet numbers and D is the stand-off distance between
splitter plate and flame. When D < Pld, no flame can exist. Furthermore, the
influence of the wall is felt down to a distance of the order of (Pl + P2)d (such
relations may be found in studies of flame wall interaction and they were used
here as a first guess of splitter plate effects). Typical values for/'1 and P2 are 4.
The quantity Up is the triple flame speed determined in the previous section. It is
proportional to S_ but is larger due to flow divergence. For the present computation,
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FIGURE 10. Velocity and temperature profiles along wake axis for different stabi-
lized diffusion flames.
the following formula was used: Up = 1.5S[ as suggested from the study of the
freely propagating triple flame studied above.
Fig. 10 shows that stabilization is indeed obtained if the flow speed on the wake
axis U is at some point equal to UF. For the lifted flame (Case 19), this is satisfied
nowhere; the flame cannot find a stable location in the wake and it is lifted. Note
that at the flame location itself, the local flow speed reaches a minimum as for free
triple flames. However, this value of velocity is larger than the laminar unstrained
flame speed. This is different from the "free" triple flame described above.
As for the freely propagating triple flame, the flow speed itself is strongly influ-
enced by the flame. This influence may be evidenced by plotting the velocity dif-
ference on the wake axis between the reacting case and the cold flow case (Fig. 11).
The triple flame induces a flow deceleration ahead of it. This deceleration scales
with the laminar flame speed and may be compared to the result obtained for freely
propagating flames in the previous sections.
l.J-
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FIGURE 11. Velocity difference along wake axis between stabilized flame and cold
flow cases.
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From the above results, it is clear that in the configuration studied here, the
velocity gradient is not the only controlling parameter for flame stabilization as
suggested by asymptotic analysis. The velocity at infinity U0 is also important. If
this velocity is too small, we are too far from the assumptions of asymptotic analysis
(where the velocity gradient is supposed to be maintained from y = 0 to y = _).
For example, in the extreme case where the velocity U0 is less than the flame speed
S_, the flame will always be stabilized independently of the velocity gradient A.
However, for sufficiently large values of U0, the velocity gradient A is indeed the
controlling parameter. Lift off values of A were determined in these conditions for
the two flames studied here by a process of trial and error. Results are given below.
Since the asymptotic theory was developed with ex = 1, there is some uncertainty
due to a slightly different expression of the reaction rate. Values of the parameters
required to obtain lift off are also indicated (subscript to) both in code units and in
flame units.
Table 2. Values of velocity gradient at liftoff
Flame AtoL/c AtoL/c _L/c _a uo(jo)c _L _ _
DNS Asymp
1 0.17 0.3 0.055 3.1 0.1 0.6 4.54 1.5
2 8 3.4 0.5 16 0.3 0.04 3.75 0.08
It appears that the trends provided by asymptotic analysis are correct but that the
exact numbers are not right as expected from the differences between the asymp-
totic model and the actual computation. Flame 2 which has a lower activation
temperature is much more difficult to lift than Flame 1. The normalized velocity
gradient AtoL/c for llft off of Flame 2 is 47 times larger than the velocity gradient
necessary to lift Flame 1. Asymptotic theory (developed in the limiting case of high
activation energies) predicted an increase of 11 (instead of 47).
6. Interaction between vortical structures and triple flames
The triple-flame structure certainly plays an important role in turbulent com-
bustion systems, for instance in the case of ignition of non-uniform mixtures it
has been observed, through direct numerical simulation (R_veillon et al 1994), that
triple flames traveling along the stoichiometric line may strongly contribute to the
success of ignition. The triple flame then propagates in a turbulent environment,
the stoichiometric line is distorted by the turbulence, and the flame is subjected to
multiple interactions with vortical structures.
In this section, attention is focused on the interaction between the stabilized
triple flame in the "far field" and a single vortex or a pair of vortices. Vortices are
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FIGURE 12. Triple flame interacting with a single vortex. Isocontours of the
reaction rate are shown at three different times.
FIGURE 13. Triple flame interaction with two vortex pairs.
characterized by their maximum velocity, u_ort, and a length scale, 6_ort, chosen
equal to the diameter of the single vortex or to the sum of the diameter and of
the distance between the core of the vortices. Calculations have been realized for
S0U_o_,/ L = I0 and 6vo_t/6°L= 5.
When eithera singlevortexor a pairofvorticesproceedtowardsthe tripleflame,
the mixture fraction field is convected by this vortical structure. Moreover, a distri-
bution of strain rate is imposed to the diffusive and reactive layers and the resulting
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velocity and species fields may strongly differ from those required to stabilize the
flame. However, it is observed in Figs. 12 and 13 that the triple flame maintains
the stabilization process by adjusting its structure to this new and unsteady envi-
ronment. Also, because of their triple structure, these flames are much more robust
than pure non-premixed flames. Indeed, to complete extinction it is required to ex-
tinguish both premixed wings and the diffusive part. It has been observed that even
when, because of intense vorticity (i.e. strain rate), one of the wings is quenched
the others reactive zones are able to sustain the combustion.
From Fig. 13 we observe that the triple-flame is responding to the modification
of the chemical species field by a deformation of its internal structure following
the location of the stoichiometric value of the mixture fraction. In the case of a
single vortex (Fig. 12), the triple point and its wings are convected by the vortex,
then eventually the trailing diffusion flame can be locally quenched and a certain
amount of premixing is reached. From this local premixed zone, two triple flames
facing each other may emerge. During these processes, the local consumption speed
of the flame is increased or decreased depending on the position of the vortex with
respect to the axis of symmetry.
By inducing a concave shape for the iso-mixture fraction line, a pair of vortices
can even reverse the curvature of the wings, as seen in Fig. 13. This "reversible
flame" is then convected by the mean velocity of the vortex pair.
When two kernels of premixing axe created during the interaction, these two
flames propagate, and if in a turbulent environment an iso-stoichiometric line is
issued from both of the these premixed flames, two propagating triple-flames will
emerge with their trailing diffusion flames.
These observations illustrate how non-premixed combustion can propagate through
a turbulent non-uniform mixture, and one may speculate that these generic situa-
tions may also be observed in stabilization of turbulent jet flames in open air.
7. Conclusions
Triple flames correspond to the stabilization zone of a diffusion flame between
two parallel streams of cold oxidizer and fuel, initially separated by a splitter plate.
Such a flame is stabilized in a flow when its propagation speed is able to be sustained
by the local flow velocity. As shown from asymptotic theory, two locations where
this criterion is satisfied exist. First, the flame may be anchored in the wake of the
splitter plate. If the upstream flow velocity is too high, the triple flame may also
be lifted and stabilized far from the splitter plate in a zone where the flow velocity
is lower. Of course, a too high upstream velocity leads to a complete blow-off of
the flame. Numerical simulations of the two situations have been reported and
quantitative results have been compared to asymptotic predictions. The flow field
upstream of the triple flame is strongly modified by the heat release, and the flame
is in fact able to sustain higher free-stream velocities than expected. The agreement
with asymptotic theory is found to be qualitatively good. Interactions of the triple
flame with a pair of vortices have also been studied. These flames are able to sustain
strong vortex interactions by modification of its structure. This mechanism allows
us to understand how a diffusion flame may be stabilized in a vortex street.
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Turbulent transport in premixed flames
By C. J. Rutland I AND R. S. Cant 2
Simulations of planar, premixed turbulent flames with heat release were used
to study turbulent transport. Reynolds stress and Reynolds flux budgets were
obtained and used to guide the investigation of important physical effects. Essen-
tially all pressure terms in the transport equations were found to be significant. In
the Reynolds flux equations, these terms are the major source of counter-gradient
transport. Viscous and molecular terms were also found to be significant, with
both dilatational and solenoidal terms contributing to the Reynolds stress dissipa-
tion. The BML theory of premixed turbulent combustion was critically examined
in detail. The BML bimodal pdf was found to agree well with the DNS data. All
BML decompositions, through the third moments, show very good agreement with
the DNS results. Several BML models for conditional terms were checked using the
DNS data and were found to require more extensive development.
1. Introduction
The use of DNS to study turbulent premixed flames has proved to be very suc-
cessful. Most of the previous work in this area has focused on turbulence effects on
the flame structure and statistics. This has provided invaluable information and in-
sight for formulating turbulent combustion models for the mean reaction rate (Bray
& Cant, 1991, Trouv4 & Poinsot, 1993).
As combustion models have advanced it is apparent that turbulence models re-
quire more attention. Most modern turbulent combustion models rely heavily on
mixing and time-scale (strain rate) information from the turbulence models. Thus,
it is critical to understand how turbulent transport is affected by premixed com-
bustion.
A model formalism developed by Bray, Moss, and Libby (1985) provides a highly
developed theoretical basis for turbulent premixed flames. It is based on a presumed,
bi-modai pdf of the reaction progress variable that is readily obtained using DNS
simulations. The BML theory has proved successful in predicting several properties
of premixed flames including counter-gradient transport (Libby & Bray, 1981).
The purpose of the current work is to study the major physical effects of premixed
flames on turbulent transport in the context of the BML formalism. The BML
theory results in decompositions of higher moments in terms of conditional lower
moments. This approach simplifies closure and is examined in detail. A variety
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of terms in the BML theory require modeling approximations and these were also
investigated. To provide data for this study, a direct simulation was made of a
planar, turbulent premixed flame with heat release.
1.1. Simulation method and parameters
The flow configuration represents a planar turbulent flame shown schematically
in Fig. 1. Turbulent flow enters at the left, passes through the flame brush, and exits
at the right. The spanwise boundaries (y, z) are periodic and the flow is considered
to be homogeneous in these directions. This configuration simplifies analysis of the
results because most of the statistical information varies only in the streamwise
direction.
Turbulent I I
Flame Brush"_ _._..__ iI<'--
Turbulent I _._-_] Convectiv-_e
Inflow __ ! Outflow
I Ix ',2¢I
f
FIGURE 1. Schematic drawing of the computational domain and turbulent flame
brush. The domain size is 5 x 2rr x 2rr and the grid size is 251 x 128 x 128.
The flame is considered to be premixed with a simple, single step, global reaction
rate controlled by Arrhenius kinetics. Since the issues of interest concern only flame-
turbulence interaction, acoustic energy is assumed to be unimportant and is removed
from the equations using the low Mach number approximation (McMurtry et aI.,
1986). However, the reaction is exothermic and heat release effects are retained
through density variations in both time and space. It is also assumed that the
Lewis number is unity and that Soret and Dufour effects are negligible. This results
in the following set of equations:
Opuiop + _ = o (1)
Ot O=i
Opujui Op Or00pu_____2+ + -- (2)
Ot Ox j Ox i Oz j
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where
OpT cOpujT 1 02T
"_ + Ox---'-_= RePr Oxjcgxj + & (3)
1 [[Ou_ c9ui" _ 2Ouk_ii ] (4)rij = _ \ Oxj + Oz_ j 3 0z_
p[(1-_aa)T+l] = 1 (5)
(-Z(1-T)& = B*p(1-T)exp 1-_(I%-T)J (6)
The equations have beer, non-dimensionalized using the laminar flame speed, the
domain size in the spanwise direction, the inlet density, and the inlet and adiabatic
flame temperatures. The non-dimensional temperature varies between 0 and 1.
Thus, for these unity Lewis number simulations, temperature is equivalent to the
reaction progress variable, c.
The equations are solved using Fourier pseudo-spectral methods for the spanwise
derivatives and a sixth order, compact finite difference scheme (Lele, 1990) for
the streamwise derivatives. Heat release in the flame precludes the use of Fourier
methods in the streamwise direction.
The low Mach number approximation results in an elliptic aspect to the problem
that is satisfied using a Poisson equation derived from the pressure gradient and the
continuity equation. The solution is obtained on a pressure grid that is staggered
only in the streamwise direction to avoid difficulties with pressure boundary con-
ditions. Time integration is carried out using a combination of explicit 3rd-order
compact Runge-Kutta and implicit Crank-Nicolson methods. The viscous and dif-
fusion terms are treated primarily with the implicit method, and the non-llnear
terms are integrated with the explicit method.
The turbulent inflow boundary is simulated by a pre-computed isotropic tur-
bulent field. This turbulent field is generated using a specified energy spectrum,
continuity, and random phases. The energy spectrum for the current work is given
by (Schumann & Patterson, 1978):
E( )=Co exV - (V)
where Co = 3.0 and ko = 5.0. Using an approach developed by Lee et al. (1991),
velocities are interpolated onto a plari'e moving through the isotropic field. This
plane is used as the inflow boundary in the flame calculations. The outflow boundary
uses a convection condition with corrections for global mass conservation (Rutland
et aL, 1989). Additional information about the numerical methods can be found in
Zhang (1994).
The problem parameters were chosen to satisfy several constraints. The pri-
mary consideration was to remain in the thin flame regime in which local, internal
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flame structure is not significantly affected by the turbulence. From previous work
(Rutland et al., 1989), it was determined that the simulated flames are thin if the
Karlovitz number, Ka, is approximately one or less, where:
K. =  /SL (S)
Since at least 15 grid points are required to resolve the laminar flame structure,
the thin flame requirement sets the basic grid spacing. In other words, grid reso-
lution of the flame is more stringent than grid resolution of the turbulence. The
flame was initiated as a laminar flame in a laminar flow field at the midpoint of the
domain in the x-direction. At the start of the simulations, the turbulence at the
inlet was rapidly, but smoothly, ramped-up to the inlet values reported in Table 1.
As the calculation proceeded in time, the turbulence and flame interacted until a
fairly stationary turbulent flame developed.
Table 1: Simulation and data set parameters
Problem parameters :
_, heat release parameter, Eq. (5) 0.7; (v = 2.3)
_, activation energy parameter, Eq. (6) 6.0
B*, pre- exponential parameter, Eq. (6) 1225.9
Re, scaling Reynolds number, Eq. (3) 30
Pr, Prandtl number 0.7
Inlet turbulence parameters :
n, kinetic energy 3.0
A, Taylor microscale 0.18
L, integral length scale 1.35
ReL, integral scale Reynolds number 56.7
Integral time scale 0.964
Data set information
time (non - dimensional) 4.57
time (turn over) 4.73
laminar flame thickness 0.173
turbulent flame speed 2.03
turbulent flame brush location x _ 1.0 to 4.4
2. Reynolds stress budget
In the one-dimensional turbulent flame configuration being studied, spanwise
derivatives of mean quantities are zero. The primary Reynolds stress transport
equation is for the (i,j) = (1, 1) term:
II II ~ II IIOpu 1u, 0 ,, . 0 _ 1UPUl Ul m
0 t + 0 xl = -2pul u1-0 Xl
It 11 IIpUl Ul Ul 0 p ,, a r, k (9)
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In this basic form of the equation, the pressure and viscous terms have not been
decomposed. Fig. 2 shows how the terms vary through the flame brush. We have
adopted the convention that terms are plotted with their signs. Thus, terms from
the right hand side of an equation are positive in the plots when the term is a source
of the conserved quantity on the left hand side of the equation.
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FIGURE 2. Reynolds stress budget, Eq.
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triple correlation (..... ), velocity-pressure gradient (........ ),
), unsteady term (..... ), unclosed term ( ..... ).
The Reynolds stress budget in Fig. 2 includes the unsteady term and the 'un-
closed' amount in the budget. The magnitude of the unclosed quantity is negligible
except in the latter part of the flame brush. This comes from errors in estimating
the unsteady term via a simple finite difference when density changes. The unsteady
term is still significant, indicating that there is some growth in the flame brush as
it moves towards higher turbulence levels. Despite the relatively large unsteady
term, it is believed that the Reynolds stress budget accurately reflects the relative
importance and magnitudes of the various terms.
Fig. 2 shows that the pressure term is the dominate source of turbulence. The
major sinks are the dissipation and 'production' terms. Note that in this context the
production term actually represents mean dilatation since there is no mean shear. In
the following paragraphs, the pressure and viscous terms are decomposed following
conventional procedures in second moment modeling (Jones, 1980). While there
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is some indication that this approach could be revised for reacting flows (Strahle,
1983), we follow the convention of Bray et al. (1985).
The pressure terms are dominant sources of turbulence in the flame brush. Stan-
dard decomposition first separates the mean and fluctuating pressure. Then, the
fluctuating term is rewritten as a transport term, a pressure-strain term, and a
pressure dilatation term:
-L 10 xl 0 zl
¢i.i = P' \_ + O zi j - 5tY-ff_zt _
where
(10)
(11)
Fig. 3 shows the variation of the pressure terms through the flame brush. The
dominant terms appear to be the mean pressure term and the pressure transport
term. The mean pressure gradient is always positive and increases turbulence. The
pressure transport term changes sign from positive in the leading half of the flame
brush to negative in the trailing half. The pressure dilatation is also an important
source of turbulence throughout the flame brush. The pressure strain is fairly small
and oscillates around zero through the flame.
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FIGURE 3. Pressure terms in the Reynolds stress budget, Eq. (10): total velocity-
pressure gradient (--), mean pressure gradient (..... ), pressure transport
( ..... ), pressure strain ( ........ ), pressure dilatation ( ...... ).
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In general, these results justify the standard decomposition for the pressure term.
The mean pressure gradient is significant and can be obtained directly in second
moment models. The pressure strain is small so that its modeling should be less
critical in the flame zone. Pressure dilatation is important and new models have
been suggested from other DNS results (Zhang & Rutland, 1994). The most trou-
blesome term is the pressure transport term. It is unlikely that combining this
term with other transport terms in a gradient diffusion model will be satisfactory
in premixed flames.
The major sinks for turbulence are the mean dilatation and the viscous terms.
Since the mean dilatation is readily obtained in second moment models, we will
focus only on the viscous term. Conventional decomposition similar to that used
for the pressure term leads to
where
o ,-,,= 2, ou- (12)
Ou". , 0 " 2 , Ou__
Hij : r _ _ ui
,fOx k + rjt_ xk _rb,_xk bii (13)
This gives a turbulent transport term, a mean viscous term, a deviatoric term
(Hij), and the dissipation function. Note that in the viscous stress, rij is sepa-
rated into a mean and fluctuating term using standard averaging instead of Favre
averaging. This facilitates the separation of terms used in Eq. (12).
The variation of viscous terms through the flame brush are plotted in Fig. 4.
This shows that the dissipation function dominates and the mean term is small, as
expected. Interestingly, the transport term and the deviatoric term tend to have
opposite signs and nearly balance each other in the leading half of the flame. It
is unclear why this occurs. Recent work by Antonia et al. (1994) indicate that
the anisotropy tensor for the dissipation function varies as the Reynolds stress
anisotropy. This suggests that IIij might follow the Reynolds stress anisotropy.
However, this was not found in the current reacting flow dataset since the Reynolds
stress anisotropy increases through the flame brush while II 0 decreases slightly.
Since the dissipation function dominates the viscous term, it is examined in more
detail. This is facilitated by separating the term into solenoidal and dilatational
terms as follows:
where
-_r,j-_x j = _ 2S,,S,, +
= fi \a=i +
(14)
(15)
O' -- O tt_ (16)
Oxk
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FIGURE 4. Viscous terms in the Reynolds stress budget, Eq. (12): total viscous
term (.--), viscous stress transport (...... ), mean viscous stress gradient term
( ..... ), deviatoric term ( ........ ), dissipation function ( ..... ).
' and the relationship:This result uses the symmetry of rij
Ch" = Ch' (17)
Note that the solenoidal term is not purely homogeneous. However, comparisons
with the homogeneous dissipation calculated using enstrophy have shown the non-
homogenous contributions to be small in the current data set. Thus, the main
contribution to the solenoidal term is from vorticity.
Fig. 5 shows the variation of the dissipation terms through the flame brush. The
dilatational dissipation is significant throughout and dominates in the leading half
of the flame brush. The solenoidal dissipation becomes significant in the latter half
of the flame brush. This was found to coincide with increasing vorticity generation
by baroclinic torque.
Since the only dilatation in the flow occurs at the local flame sheet, the di-
latational dissipation comes exclusively from this region. This was confirmed by
evaluating the dilatational dissipation conditioned on the progress variable so that
contributions from the reactants, flame zone, and products could be determined.
This is important since the modeling of terms that are due to the local flame sheet
can be fairly straightforward provided the mean reaction rate (or flame sheet den-
sity) is known.
=
5
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FIGURE 6. Reynolds flux ]1 = pu'l'c" vs. distance z through the flame. Positive
values indicate the presence of counter-gradient transport.
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3. Scalar flux budget
The existence of counter-gradient transport in turbulent premixed flames has been
confirmed both by experiment (Moss, 1980) and by theoretical analysis (Libby &
Bray, 1981). Turbulent transport of heat and mass is found to occur in a direc-
tion opposite to that indicated by the sign of the mean gradient. In the present
simulations this is equivalent to counter-gradient transport of the reaction progress
variable c, whose mean gradient is positive in the x-direction and identically zero in
the other two directions. Thus counter-gradient transport corresponds to positive
values of the x-wise component of the turbulent Reynolds flux of reaction progress
variable ]1 = pu_'c"/_.
A plot of this quantity is shown in Fig. 6, where it is evident that strong counter-
gradient transport is indeed present throughout almost the entire flame brush, ex-
cept for a small region at the leading edge in which gradient transport prevails.
This result is consistent with previous findings (Libby, 1985).
It is possible to investigate the mechanisms behind the occurrence of counter-
gradient transport by examining the budget of the Reynolds flux ]1. The balance
equation for ]1 may be written as
O#ak] ,, ,, 0 - 0 0_. II. Il cllPUkUl
0 Xk
(x) (ix) (i) (ii) (iii) (iv)
[ C II _
_c,,  __ pzl ,, Op' /- Ouk ,,O Jk' c +t- xk "'  -TU) (18)
(v) (vi) (vii) (viii)
Each term in this equation was evaluated individually from the DNS dataset and
all are plotted in Fig. 7, with signs included as they appear in the equation. It should
be noted that the simulated flame is not yet statistically stationary, but the budget
is balanced within statistical error by the inclusion of the non-stationary term. It
is clear from the figure that the dominant terms in the budget are those involving
the pressure. The mean pressure term (v) is largest over more than half of the
flame brush while the fluctuating pressure term (vi) is also significant, particularly
over the forward portion of the flame brush. Both tend to promote counter-gradient
transport by contributing towards positive values of the Reynolds flux. These results
lend support to the theory that counter-gradient transport is produced by the local
pressure gradient acting preferentially to accelerate the light, low-density burned
gas more than the heavier unburned gas. In the present case the mean pressure
gradient is negative, i.e. decreasing in the positive x-direction. Thus the burned
gas is accelerated in the same direction and counter to the gradient of mean product
mass fraction (and progress variable). It is worth noting that this mechanism would
operate even in the absence of a contribution from the fluctuating pressure term.
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FIGURE 7. Reynolds flux budget, Eq. (18): production term (i) (--, lower),
production term (it) ( ..... ), velocity-reaction rate term (iii) (..... ), third-
moment term (iv) (........ ), mean pressure term (v) (..... ), fluctuating pressure
term (vi) ( ..... ), viscous term (vii) (..... ), molecular diffusion term (viii)
( ....... ), convective term (ix) (......... ), non-stationary term (x) (-- ,
upper).
The role of this term in further promoting counter-gradient transport is clear from
the present results and indicates that this term is not negligible in this context.
None of the other source terms in the budget of Reynolds flux appears individ-
ually to exert a major influence on turbulent transport. The pressure terms are
balanced by a combination of the other terms and there is no other dominant effect.
Nevertheless it is interesting to examine the velocity-reaction rate term (iii) and
the dissipation rate of the scalar flux (terms vii and viii). Both of these terms are
driven by direct molecular effects in the presence of reacting gas and both are sub-
ject to the need for closure modeling. The velocity-reaction rate term is plotted in
Fig.8. This term is non-zero only within the flame brush and appears noisy due to
the relative lack of statistical sample associated with the presence of reaction. The
correlation becomes negative towards the rear of the flame, reflecting the tendency
of the velocity fluctuation magnitude to increase even as the reaction rate is falling.
The dissipation terms account for the removal of Reynolds flux due to viscous
effects (term vii) and to molecular diffusion (term viii) and are plotted in Fig. 9.
Both are non-zero only in the presence of reaction and are noisy for reasons given
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), molecular diffusion
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above. Each has a predominantly negative sign and acts as a mild sink throughout
the flame brush. In the present case their magnitudes are very similar indicating
that viscous and diffusional effects are of roughly equal importance in this flame.
4. BML Decompositions
The BML formalism is based on the premise that the laminar flamelets occurring
within the turbulent flame brush are thin in the sense that the pdf of the progress
variable is dominated by the entries at zero and unity, with little contribution
from the interior part of the distribution. This has been checked using DNS by
evaluating the weight functions a,/3 and 7 corresponding respectively to unburned
reactants, fully-burned products and material undergoing reaction. Results for these
quantities are shown in Fig. 10. It is clear that 7 is very much smaller than a and
/3 throughout almost the entire flame brush, providing emphatic confirmation that
the BML assumption is indeed valid in this flame.
The only exceptions occur near to the leading edge of the flame brush where it is
clear that/3 _ 0 faster than 7, and at the trailing edge where a _ 0 faster than 7.
The maximum value of 7 is about 0.15, attained near the center of the flame brush.
Terms multiplying 7 in several of the key BML expressions have been evaluated
also and are generally found to be small.
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The weight functions _,/9 and 7 in the BML pdf of progress variable c
plotted against distance x through the flame. Reactant weight function a (--),
product weight function/3 (..... ), reacting material weight function 3' (..... ).
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The BML formalism may be used to decompose all of the second- and third-
moment unconditional statistics of interest in terms of conditional statistics of lower
order. For example, a covariance such as the Reynolds flux ./1 may be expressed in
terms of a difference of conditional means:
fl = Pu'I'c"/P= ?:(I-?:)(flP- u,R) (19)
where subscripts P and R indicate product and reactant, respectively. The condi-
tional reactant and product mean velocities are shown in Fig. 11. The abrupt fall
to zero at the ends is due to a lack of statistical sample: there is no more reac-
tant (product) on which to condition as c _ 1(0). It is interesting to note that
there is no tendency of the conditional velocities or their difference to approach
some asymptotic value at either limit. Checks were carried out to ensure that the
results were insensitive to the choice of conditioning levels: this was confirmed for
threshold values of c set at (0.01, 0.99), (0.05, 0.95) and (0.10, 0.90). Sample sizes
were also checked and found to be adequate for the evaluation of the conditional
means. Clearly the conditional difference f l P - u l a is positive throughout most of
the flame brush, implying through Eq.(19) that the Reynolds flux is positive and
that counter-gradient diffusion is to be expected.
The BML formalism becomes particularly valuable in treating the unclosed third-
moment correlations which appear in the balance equations for the Reynolds stresses
and fluxes. Expressions for these terms are given in Bray et al. (1985) as
p. II. Ilull /X
u i uj role = ?:(1- ?:)[(1- 2?:)(fip- fiR)(ujP - "uja)(fkP--ukR)
+ (uiUjp -- UiUjR) (fkP -- _tkR)
_.'77"777"..I
+ (uiukp--UiUkR)(ujP--fjR)]
+(1 - ' ' ' -'' '
- c) uiujukR + cuiujU_p + 0 ('7)
(20)
and
pu"u"c''/_= ?:(1- ?:)[(1- 2?:)(flip - fiR)(ujP - ujn) (21)
ulu R)l+O('Y)
In each case the third-moment quantity is decomposed as a series of terms involving
mainly first- and second-moment conditional differences. This decomposition is
central to the BML closure approach since only the conditional quantities need to be
modeled, and these contain no contribution arising from density change. In order to
check the decomposition, every quantity in each of these expressions was evaluated
from the DNS database, and comparisons between the exact and the decomposed
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results are shown in Fig. 12a for the Reynolds stress component - "- "- "_ = and inpu I tt 1 "a 1/P
Fig. 12b for the flux component . ,,. ,_,,/=P"l '*l _ //'. Agreement is very good in each case
over almost the entire flame brush, and the accuracy of the BML decomposition
is verified. The third-moment stress remains non-zero outside the flame brush
due to contributions from the conditional third moments. The third- moment flux
by contrast is non-zero only within the flame brush, and there are discrepancies
between exact and decomposed values at the leading and trailing edges. These are
due once again to a lack of conditional sample as c _ 0, 1. All ten independent
components of the third-moment stress were evaluated and compared, as were all
six independent components of the third-moment flux, and the same degree of
agreement was apparent in all cases.
5. BML Modeling
BML closure modeling is based on balance equations for the second-moment
Reynolds stresses and fluxes. These balance equations contain divergences of the
third-moment terms as decomposed in Eqs. (20) and (21) above, and hence closure
models are required for the unknown conditional differences. The conditional ve-
locity differences (flip - filn) may be evaluated from the Reynolds fluxes ], using
Eq. (19), and hence require no modeling.
The only terms remaining to be modeled are the differences of the conditional
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second-moment and third-moment stresses. A simple linear fit to model the differ-
ence in second moment stress has been proposed by Bray e_ aZ. (1985):
p. If. It
u i uj
" ' ' ' ' (22)(,,,,,.. [(1- + - 1)(1-
where the constants tooand _z are allowed to vary with (i,j). This model was moti-
vated by the requirement that the total Favre-averaged Reynolds stresses reduce to
the conditional stresses at the edges of the flame brush: _ --* 0, 1. This requirement
also provides a means to evaluate the t¢ terms.
The t¢ terms were evaluated using the DNS data and the results are shown in
Fig. 13. The figure shows the error of the modeled terms for the three normal
stresses. By construction, the errors go to zero near the boundaries of the flame.
The exact limits b _ 0, 1 could not be used to find the x terms since the sample rates
were too low. However, at least for the normal stresses, the t: values approached
the limits fairly smoothly and were readily estimated. The errors plotted in Fig. 13
show that a linear fit is not very accurate. The terms would be better modeled by
a second order fit for the tangential stresses and a third order fit for the normal
stresses. However, further theoretical work is needed before such ad-hoc models are
developed.
A generalized gradient-transport model has been proposed for modeling the dif-
ferences of the conditional third-moment stresses (Bray ef al. 1985):
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-.iuj._R + cuiujUtp w, --ca (23)g p Oz,,,
All of the terms in Eqs. (20) and (21) which require modeling according to eqs.(22)
and (23) have been evaluated from the DNS data and assembled to yield modeled
II II II -- -. II_ ll_ll['xthird-moment stress and flux components pu 1u 1u I/p and and the re-p'u 1 u 1 t; ip,
sults are plotted in Fig. 14. The agreement of the modeled terms with their exact
equivalents is poor and contrasts strongly with the excellent agreement obtained
using the BML decomposition only. Both the conditional stress sub-model and the
third-moment gradient diffusion sub-model are seen to be seriously deficient, fail-
ing to capture even the qualitative trends of the exact third-moment stress. Some
evidence of the correct trend is present in the comparison for the third-moment
flux, but quantitative agreement is not achieved. Again, all ten independent third-
moment stresses and all six independent third- moment fluxes were evaluated, but
the agreement remained comparably poor in all cases. Clearly the present sub-
models are in need of considerable improvement.
6. Conclusions
The DNS data have been used to identify several important physical effects re-
garding turbulent transport occurring in premixed flames. Probably the most sig-
nificant is counter gradient transport of the scalar flux. This was found previously
in experiments (Moss, 1980) and predicted by theoretical analysis (Libby _: Bray,
1981). The DNS results help confirm that pressure effects are the major contribu-
tion to counter gradient transport.
The DNS results also revealed the importance of pressure terms in Reynolds stress
transport. The mean pressure gradient term dominates, but pressure transport and
pressure dilatation are also very important. Dissipation, which is a major sink
in the Reynolds stress budget, was found to be composed of both solenoidal and
dilatational terms. The DNS data showed both terms to be significant.
Results have been obtained from the DNS which allow thorough validation of
the BML model formalism in a statistically planar turbulent premixed flame. The
principal assumption of BML - that the pdf of the progress variable is strongly
bimodal - has been checked and found to be valid throughout the simulated flame.
All of the second-moment and third-moment Reynolds stress and Reynolds flux
components have been evaluated and compared with their equivalents obtained
using the BML formalism. Very good agreement is observed where terms obtained
through the BML decomposition are themselves evaluated from the DNS. This
confirms that BML provides a valid theoretical framework for the treatment of
premixed turbulent flames.
By contrast, agreement is poor where the decomposed terms are evaluated using
currently available model expressions. Thus, while the framework has been found
to be satisfactory, the modeling itself must be improved. Much of the information
which will be required to underpin the necessary model development is contained
within the present DNS dataset. Its exploitation will form the next major task.
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The coupling between flame surface
dynamics and species mass conservation
in premixed turbulent combustion
By A. Trouv_ 1, D. Veynante 2, K. N. C. Bray 3 AND T. Mantel 4
Current flamelet models based on a description of the flame surface dynamics
require the closure of two inter-related equations: a transport equation for the mean
reaction progress variable, _', and a transport equation for the flame surface density,
_. The coupling between these two equations is investigated using direct numerical
simulations (DNS) with emphasis on the correlation between the turbulent fluxes
of _', pu"c", and _, (u")s_. Two different DNS databases are used in the present
work: a database developed at CTR by A. Trouv$ and a database developed by
C. J. Rutland using a different code. Both databases correspond to statistically
one-dimensional premixed flames in isotropic turbulent flow. The run parameters,
however, are significantly different, and the two databases correspond to different
combustion regimes. It is found that in all simulated flames, the correlation between
pu"c" and (U')s E is always strong. The sign, however, of the turbulent flux of _'or
with respect to the mean gradients, c7_/c9x or cgE/Ox, is case-dependent. The CTR
database is found to exhibit gradient turbulent transport of _" and E, whereas the
Rutland DNS features counter-gradient diffusion. The two databases are analyzed
and compared using various tools (a local analysis of the flow field near the flame, a
classical analysis of the conservation equation for u_'_c", and a thin flame theoretical
analysis). A mechanism is then proposed to explain the discrepancies between the
two databases and a preliminary simple criterion is derived to predict the occurrence
of gradient/counter-gradient turbulent diffusion.
1. Flame surface density and species mass evolution equations
The objective of theoretical descriptions of turbulent reacting flows is to provide
tractable expressions for unclosed terms appearing in the conservation equations
for mass, momentum, and energy. In the following, we focus our attention on
mass conservation. In the classical theory of turbulent premixed flames, under the
assumption of simple chemistry, the mass fractions of the reactive species are all
linearly related and may be expressed in terms of a single reduced mass fraction
called the reaction progress variable, c = 1 - (YR/YR,.), where YR is the fuel mass
1 Institut Francais du P_trole, France
2 Laboratoire E.M2.C., C.N.R.S. and Ecole Centrale Paris, France
3 Cambridge University, U.K.
4 Center for Turbulence Research
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fraction and YR,u its value in the unburnt gas. The ensemble-averaged species mass
balance is then written as:
+ + = +  nlYn,,, (1)
Ot
where the tilde superscript denotes a Favre (density-weighted) average O = pQ/-fi,
the double prime symbol denotes the instantaneous deviation from the Favre aver-
age, Q" = Q - Q, D is the fuel mass diffusivity, and _bR represents the mass of fuel
consumed by chemical reaction, per unit time and per unit volume.
In the flamelet theory for turbulent premixed combustion, the reaction zone is
assumed to be a thin surface separating fresh and burnt gases. The local reaction
rate may be expressed in terms of the loeal flame surface-to-volume ratio, E _, and
the ensemble-averaged reaction rate may be expressed in terms of the__mean flame
surface-to-volume ratio, also called the flame surface density, E = E' (Bray 1980,
Williams 1985, Peters 1986):
= p.Y.,.(Sc)s E, (2)
where Pu is the density in the unburnt gas and (Sc)s is the mean fuel consumption
speed. The mean consumption speed accounts for local variations of the reaction
rate along the flame surface while the flame surface density, _, characterizes the
flame wrinkling due to the turbulent motions. For flames with Lewis numbers close
to unity, (SC)s remains close to the laminar burning velocity SL and to first order
the mean reaction rate is proportional to E (Haworth & Poinsot 1992; Rutland &
Trouv$1993; Trouv$ & Poinsot 1994). The E-equation is then re-written as:
0(p--'E) + V.(#Oc-") + V.(pul'c '') = V.(pDVc) + puSL_. (3)
&
In (3), the contribution of molecular diffusion is usually neglected for high Reynolds
number flows and closure is only required to describe the turbulent flux of E', pu"c"
and the flame surface density, _. A variety of modeling choices may be made for
those terms ranging from standard gradient transport approximations for pu"c" or
simple algebraic closures for E, to full transport equations for both pu'c" and E.
For instance, in the Coherent Flame Model (Marble & Broadwell 1977; Darabiha
e_ al. 1987; Maistret et al. 1989; Candel et al. 1990) the flame surface density
is obtained via a modeled formulation of an exact evolution equation called the
E-equation (Pope 1988; Candel & Poinsot 1990):
+ v.O + V.(u'l)sE + V.(w,)s r. = (4)
Ot
where w is the flame front propagation speed, n is the flame normal vector pointing
towards the fresh gases, n is the flame stretch, and ( )s denotes a flame surface
mean defined as an area-weighted ensemble-average (Pope 1988), (Q)s =- Qy],/E' =
_-__]E. The three convective terms on the left-hand side of (4) are transport terms
that correspond respectively to convection by the mean flow, turbulent diffusion,
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and flame propagation. The term on the right-hand side of the equation is the
source/sink term for flame surface density and accounts for production of flame
surface area due to hydrodynamic straining and dissipation due to combined effects
of flame propagation and flame surface curvature (Trouv6 & Poinsot 1994). Different
closure assumptions are required in the _-equation, in particular to calculate: the
turbulent diffusion velocity, (u")s , the transport due to flame propagation, (Wn)s ,
and the turbulent flame stretch, (_)s (see Duclos et al. (1993) for a critical review
of the different formulations of the modeled _-equation that can be found in the
literature).
While the need to model _ through a transport equation has become increas-
ingly recognized in recent years, the modeling of the turbulent flux of _', )ou"c',
remains in comparison somewhat controversial. Using a standard gradient diffusion
approximation (GD), one may write:
,:-fi 0_
c = -u, b- xi' (5)
where #t is the turbulent viscosity.
Premixed flames, however, are known to exhibit counter-gradient diffusion (CGD)
of mass reactant (Libby & Bray 1981; Bray et al. 1981). CGD is related to the
differential effect of mean pressure gradients on cold, heavy reactants and hot, light
products. This effect may be shown very simply under the classical Bray-Moss-
Libby assumption of fresh reactants (c = 0) and fully burnt products (c = 1)
separated by a thin flame sheet, leading to a bimodM probability density function
of c. The x-component of the turbulent flux may then be written as (Bray 1980):
pu,,c,,= = - - (6)
where Ub and U,, are respectively the x-component of the conditional mean veloc-
ity within burnt and unburnt gases. Thermal expansion and the associated flow
acceleration through the flame will tend to make Ub greater than Uu, thereby pro-
moting counter-gradient turbulent diffusion of _"(_/O"d/Ox > 0, contrary to the
predictions from Eq. (5)). Note that counter-gradient diffusion has been observed
in a number of experiments (Moss 1980; Shepherd et al. 1982; Cheng & Shepherd
1991; Armstrong & Bray 1992).
While CGD has been extensively studied in the past ten years, the implications
of this non-gradient transport phenomenon on the distribution of flame surface
densities and the overall mean reaction rate remains unknown. In fact, a variety
of conflicting modeling assumptions are still used in the current literature ranging
from assumptions that simply neglect CGD and use standard gradient transport
approximations as displayed in (5) (Darabiha et al. 1987; Maistret et al. 1989;
Candel et al. 1990; Cant et al. 1990) to formulations where such approximations
are carefully avoided and where closure is achieved by writing a transport equation
for pu"c" (for instance in the Bray-Moss-Libby model: Bray 1980; Bray et al. 1989;
Bray 1990).
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It is important to realize that the closure assumptions required in the _-equation
cannot be made independently of those required in the equation for _'. This may be
best understood by considering the interdependence of 5] and _. As seen in Eq. (3),
5] is a source term for _"and the mean reaction progress variable will depend strongly
on the distribution of flame surface densities. In addition, following Pope (1988),
5] may be expressed in terms of statistical properties of the c-field. For instance,
the flame surface density is expressed as the product of the expected value for
the magnitude of the gradient of c, conditioned on the flame surface, times the
probability of being on that surface:
= (]Vcl I c= (7)
where the flame is viewed as a surface-contour, c = cl, and where p(cf) is the
probability of c = c$.
This theoretical coupling between 5] and _"must have implications for models.
Some of those implications are already well-known. For instance, in current models
of the 5]-equation, while the turbulent transport, (U")s, is described exclusively in
terms of statistics of the turbulent flow field, the realizability of the combustion
model is ensured by using a modeled expression for the flame stretch, (to/s, that is
T-dependent. For instance, the closure model for (_)s leads to a vanishing _ when
the reaction reaches completion and _"approaches unity.
The objective of the present work is to study further the exact implications of
the coupling between the equations for ]E and _'. More specifically, direct numerical
simulation (DNS) is used to determine: (1) if and under what conditions gradient-
diffusion (GD) or counter-gradient diffusion (CGD) is observed in the _'-equation;
(2) if there is any correlation between the turbulent flux of _" and the turbulent
flux of _, and in particular whether CGD (GD) in the _'-equation occurs with CGD
(GD) in the 5]-equation.
2. Two different DNS databases
In the present work, two different direct numerical simulation databases are used.
The first one, referenced as the CTR database, was developed at CTR by A. Trouv$
and was previously used to study the statistics of the turbulent flame stretch, (tO)s,
across the turbulent flame brush (Trouv$ &: Poinsot 1994). The CTR database was
developed using a fully compressible, 3D, Navier-Stokes solver with one step irre-
versible chemistry. The numerical configuration corresponds to a premixed flame
propagating in decaying isotropic turbulence. The ratio between the turbulent rms
velocity and the laminar flame speed, u'/sL, is set to an initial value of 10 and
decreases to about 3 after four turbulent eddy turnover times. The second database
was recently developed by C. J. Rutland (see Rutland & Cant 1994) using a low
Mach number, 3D code. The Rutland code assumes a constant viscosity, whereas
the CTR code features temperature-dependent transport coefficients. The numer-
ical configuration corresponds to a premixed flame propagating in approximately
stationary, weak turbulence, u'/SL _ 1. In the Rutland configuration, like in the
CTR one, the simulated turbulent flame is statistically 1D. Comparisons between
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FIGURE 1. Comparison of the CTR and the Rutland DNS. The mean progress
variable _" is plotted as a function of x-location along the direction of mean prop-
agation. The comparison is performed at a time selected so that the turbulent
flame speed is approximately the same in both cases. Length scales are made non-
dimensional by the laminar flame thickness, _L. -- : CTR database; .... :
Rutland database.
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FIGURE 2. Comparison of the CTR and the Rutland DNS. The flame surface den-
sity E is plotted as a function of x-location along the direction of mean propagation.
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the two databases are performed assuming that the different computations corre-
spond to the same laminar flame (same laminar flame thickness, 6L, same laminar
flame speed, SL, and same molecular transport coefficients).
While the two databases feature turbulent flames with similar values of the tur-
bulent flame speed, ST, they also correspond to turbulent flames with significantly
different structure. Fig. 1 shows two instantaneous profiles of the Favre-averaged
progress variable _ as a function of x-location along the direction of mean propa-
gation. Fig. 2 presents a similar comparison for the flame surface density profiles.
It is seen that the flame brush is about three times thicker in Rutland's database
compared to the CTR case. Also, the flame front wrinkling, as measured by the
magnitude of the flame surface density, is much greater in the CTR database. As
seen in Fig. 3, the two DNS lie at different locations in the classical turbulent
combustion diagram due to Borghi and Barr_re (see Borghi 1985) and therefore
correspond to different turbulent combustion regimes. The CTR database corre-
sponds to flames that are more turbulent and feature smaller length scales. The box
plotted in Fig. 3 corresponds to a zone where counter-gradient diffusion has been
experimentally observed. Rutland's simulation ties in this zone, the CTR database
lies outside. Note also that according to the Klimov-Williams criterion, the CTR
database corresponds to non-flamelet combustion. Recent work by Poinsot et al.
(1991) has shown that the domain of flamelet combustion is in fact significantly
larger and the CTR database is within that domain according to the Poinsot et al.
criterion (see Fig. 3).
The most interesting result is that the two databases display striking differences
in their turbulent transport properties. Fig. 4 shows the turbulent flux -_u'c" as
a function of the mean progress variable _'. Rutland's database exhibits counter-
gradient turbulent diffusion of _"(-_u_'c" > 0), whereas gradient diffusion transport
is found in the CTR database (-_u'c" < 0). These differences can be related to dif-
ferences between the two codes (compressible/incompressible and variable/constant
molecular transport coefficients), differences due to different initial and boundary
conditions, or differences due to different values of the run parameters corresponding
to different combustion regimes.
Figs. 5a and 5b present the spatial variations of different relevant mean flow
velocities, U, Uu, Ub, and (u/s, across the turbulent flame brush. In the Rut-
land simulation_ the mean velocity within the products, Ub, is always greater than
the mean velocity within the reactants, U_, which according to (6) corresponds_ to
counter-gradient turbulent diffusion of _'. In the CTR database, however, U_ is
greater than Ub, which again according to (6) corresponds to gradient turbulent
diffusion. This last result may seem surprising since it is expected that the thermal
expansion will induce a burnt gas velocity larger than the fresh gas velocity. It is
worth emphasizing that conditional velocities may be difficult to interpret because
the sampling is quite different for U,, and for Ub. For example, at the leading edge
of the turbulent flame brush, the flow field corresponds mainly to values of the
progress variable c = 0, and the fresh gas conditional velocity, Uu, is computed
from a large number of samples. At that location, a few pockets have a value of
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FIGURE_ 4. Comparison of the CTR and the Rutland DNS. The turbulent E-flux,
-flu"c", is plotted as a function of the mean reaction progress variable, _. Velocities
are made non-dimensional by the laminar burning velocity, aL. _ : CTR
database; .... ; Rutland database
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the progress variable c = 1, and Ub is determined from a small number of sam-
pies. The discrepancy between Figs. 5a and 5b is one of the keys to understanding
when gradient or counter-gradient diffusion occurs and will be examined in further
sections.
Different Lewis numbers Le (ratio of thermal to mass molecular diffusivities)
have been investigated in the CTR database. Fig. 6 shows the spatial variations of
the turbulent flux, u"c", across the turbulent flame brush at various times in the
simulation, for two different Lewis numbers Le = 0.8 and Le = 1.0. In this figure,
u"c" is made non-dimensional using the instantaneous rms turbulent velocity taken
in the fresh gases. This non-dimensionalization allows separation of the decrease
of the turbulent flux due to the decay of the turbulence from the variations due
tp_._other phenomena. Two different behaviors are observed. For Le = 1.0, the
u"c"-profile is changing rapidly during an initial phase and remains appro_ _mately
constant after three eddy turnover times. In contrast, for Le = 0.8 the u"c"-profile
keeps changing in time and exhibits a continuous variation frop._mnegative towards
positive values. These results are also shown in Fig. 7 where -_u"c" is first integrated
across the turbulent flame brush and then plotted versus time. In Fig. 7, the Le = 1
flame reaches an asymptotic value, indicating thereby that no transition towards
counter-gradient diffusion is to be expected and that a non-dimensional time of 4
is sufficient for data processing of the turbulent flame brush. Gradient turbulent
transport observed in this case does not seem to be related to effects of initial
conditions. For Le = 0.8, there is a clear trend towards transition to counter-
gradient turbulent transport that might be related to thermal diffusive instabilities.
We now examine the idea that the differences in turbulent transport properties
between the two databases are due to basic differences in the flame-flow dynamics (as
opposed to numerical artifacts). These differences are further characterized using
a local analysis of the flow field near the flame (section 3). Section 4 presents a
comparison between the turbulent fluxes of _"and E. A classical analysis of gradient
versus__counter-gradient turbulent diffusion based on the conservation equation for
u"c" is presented in section 5. Finally, a theoretical analysis using a thin flame
model is developed in section 6.
3. Local flow structure near the flame surface
As discussed in §2, the Le = 1 case from the CTR database and the Rutland
simulation correspond to turbulent flames characterized by the same laminar flame
thickness, gL, the same laminar burning velocity, SL, the same molecular transport
coefficients, but embedded in different turbulent flow fields. These simulated flames
feature different global (spatially-averaged) properties, as illustrated in Figs. 1 and
2. A different perspective is adopted in this section where the flow velocity and
the c-field are spatially resolved and analyzed in the vicinity of the reactive layers
in a frame of reference attached to the flame. This frame of reference is used to
determine, in particular, whether local flow variations occur in directions that are
normal or tangential to the flame surface, i.e. whether local flow velocity gradients
are aligned with local concentration gradients of reactive species.
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FIGURE 6. Evolution of u"c_-'-_' across the turbulent flame brush at different times
in the simulations a) Le = 0.8; b) Le = 1.0. Time is made non-dimensional by the
initial turbulent eddy turnover time. _ : t = 1.4; .... : t = 2.7; ........ : t =
3.6; ----- : t = 4.5.
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FIGURE 7. Evolution of the x-integral of pu"c", integrated across the turbulent
flame brush, versus time for different Lewis numbers _ : Le = 0.8; .... :
Le = 1.0; ........ : Le = 1.2.
The flame-based analysis reveals that the local reaction rate profiles across the
flame remain approximately uniform along the flame surface and are similar in the
CTR and Rutland simulations. In other words, the local chemical structure of
the flame remains laminar-like, a result that is consistent with a flamelet analysis
and shows that the chemistry of such flames with unity Lewis number is relatively
insensitive to flow perturbations. The local flow velocity profiles, however, exhibit
striking differences, as discussed below.
Figs. 8a and 8b show the local flow dilatation across the flame at various locations
along the flame surface, respectively for the Rutland and the CTR simulations.
The dilatation of the flow is produced by both heat transfer in the flame preheat
zone and heat release in the reaction zone. These local dilatation profiles remain
approximately uniform along the flame surface atxd laminar-like in the Rutland
simulation, whereas they exhibit more variations and significant deviations from
the laminar case in the CTR simulation.
In the Rutland simulation, the flow field is found to be essentially one-dimensional
and quasi-steady close to the flame. Most of the flame acceleration occurs along the
flame normal direction:
V.u V(u.n).n. (s)
In that situation, the flow field within the flamelets is well described using the
classical expressions that describe plane stretch-free laminar flames, where the flow
velocity varies linearly with c in the flame normal direction:
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FIGURE 8. A selection of local flow dilatation profiles normal to the turbulent
flame for a) the Rutland database; b) the CTR database. In both figures, a local
profile of the normal component of the flow velocity is also shown for comparison
(a test of Eq. (8)). Quantities are made non-dimensional by the laminar burning
velocity, SL, and the laminar flame thickness, 8L.
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u.n(c) _ u.n(c') -_- T(c I -- C)aL, (9)
u.t(c) _ u.t(c'), (10)
where r is the heat release factor, _" = Tb -- Tu/Tu, Tu, and Tb being respectively
the temperature within fresh and burnt gases; t is a unit vector in the flame tangent
plane. The relations (9) and (10) may be re-written as:
(u.n(c -- 0.8) - u.n(c))/rSL -t-0.8 _ c, (11)
(u.t(c) - u.t(c = 0.8))/T8 L ,_, O. (12)
Expressions (11) and (12) are found to provide good descriptions of the flow
variations within the flamelets, as seen in Fig. 9a.
In the CTR simulation, however, the flow field is not one-dimensional and cannot
be deduced directly from the dilatational field. Fig. 8b shows that (8) does not
hold and Fig. 9b shows that the normal component of the flow velocity within the
flamelets does not vary linearly with c; its gradient is not aligned with the gradient
of c and exhibits large variations from one flame location to another. While in the
Rutland simulation the flow field is determined by the dilatation occurring within
the flame, the flow field in the CTR simulation appears dominated by the turbulent
motions. These results will be used in section 6.
4. The relation between the turbulent fluxes of _"and E
As shown in Fig. 4, the sign of the turbulent flux of _"is different in the Rutland
and CTR simulations. We now examine the turbulent flux of _, (U")s_. Fig. 10
shows that the CTR database features gradient diffusion transport for the flame
surface density, whereas the Rutland database corresponds to counter-gradient dif-
fusion. Note that since the turbulence intensities are higher in the CTR simulations,
the magnitude of the turbulent fluxes are also found to be higher.
Following Bidaux and Bray (1994), an estimate of (U)s is given by:
(13)
where c* is the progress variable level used to trace the flame front. This expression
assumes a linear evolution of the mean velocity in the flame zone and is supported
by Figs. 5a and 5b. Using the classical Bray-Moss-Libby (BML) relation U =
(1 - c_ Uu -/- c_7-]'b,we can also write:
(u")s = (U)s - 0 = (c* -_ W* - u.).
Combining(6) and (14), weobtain:
(c* - c-')u_,c,,r_'
=
(14)
(15)
108 A. Trouvd, D.
1.O
O.8
O.6
_ 0.4
0.2
0.0
-0.2
0.0
1.0
0.8
0.6
_ 0.4
0.2
O.O
-0.2
0.O
Veynante, K. N. C. Bray _ T. Mantel
0:2 o14 0'.6 0.8 1.o
reaction progress variable
, J
0.2 0.4 0.6 0.8 1.0
reaction progress variable
a)
b)
FIGURE 9. A selection of local profiles of the normal component of the flow velocity
normal to the turbulent flame for a) the Rutland database; b) the CTR database
(a test of Eq. (11)). The dotted line is the curve obtained for a plane, stretch-free
laminar flame. In Fig. 9a, a selection of local profiles of the tangential component
of the flow velocity is also shown for comparison (a test of Eq. (12)). Quantities are
made non-dimensional by the laminar burning velocity, SL, and the laminar flame
thickness, 6L.
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FIGURE 10. Comparison of the CTR and the Rutland DNS. The turbulent E-flux,
(u")s_, is plotted as a function of the mean reaction progress variable, _'. Dashed
lines corresponds to the estimate from Eq. (15) assuming c* = 0.5. Velocities are
made non-dimensional by the laminar burning velocity, SL. -- : CTR database;
-- : Rutland database.
which provides a simple relation between the turbulent fluxes for E and _. This
relation shows that (u")sE and u"c" have the same sign at the leading edge of
the turbulent flame, near _" = 0, and opposite signs on the burnt gas side, near
_" = 1. Gradient (respectively counter-gradient) turbulent diffusion of the mean
progress variable, _', implies gradient (counter-gradient) turbulent diffusion of the
flame surface density, E. The estimates obtained from Eq. (15) are also displayed
in Fig. 10 and are seen to provide a very good estimate of (u")sE. In any case,
the main result is that the turbulent diffusion term in the evolution equation for
is strongly correlated to the turbulent diffusion term in the equation for _'. In the
following, we focus attention on the turbulent _-flux.
5. Study of the transport equation for - "_"uit.
5.1 Preliminaries
To identify the physical phenomena responsible for turbulent diffusion of _', a
classical analysis consists of examin_....ingin detail the terms of the transport equation
It _ttfor the second order moment u i _ . This balance equation can be obtained in
a classical way from the continuity, the Navier-Stokes and the progress variable
transport equations. After some algebra, the complete equation for " "-"u i _. may be
expressed (Favre et al. 1976; Launder 1976):
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0 .,75, _ 0 I-.. ,K-ff_,_ - 57__,, O_ -.575_, OUi
(I) (II) (III) (IV) (V) (16)
c'-r_@. c" Op----r-,, O& Ori_.... c"_ + -_u_'Co
ui Oxk + Oxk
u.L t
(VI) (VII) (VIII) (IX) (X)
where ffk represents the molecular diffusion flux of c and rik is the viscous stress
tensor.
All the terms in (16) can be extracted from the simulations (including the un-
steady term). For instance, Fig. 11 shows typical spatial variationsNof the different
terms of (16), written for the x-component of the turbulent flux u"c', as obtained
from the CTR database.
Fig. 11 shows that some of the terms in (16) are dominant and will determine the
sign of u'c_'_'. The dominant contributions are due to the terms I, IV, VI, and VII. In
the following section, our attention will be focused on the role played by these terms
and their temporal evolution. Moreover, we have to notice that the imbalance term
due to the inherent numerical approximations is one order of magnitude smaller
than all the terms appearing in Eq. (16). This result is satisfactory and shows that
the quality of the CTR database and that of the post-processing are sufficient to
analyze the variations of second order moments.
5._ Effect of the turbulence intensity and of the mean pressure gradient
In order to better understand the time evolution of u"c" (see Figs. 6 and 7), some
terms in (16) are studied in more detail for two different Lewis numbers, Le = 0.8
mad Le = 1.0. These terms are:
- the unsteady term I
the production due to the interaction of the mean progress variable gradient and
the turbulent flow field (term IV in (16)). Since this term is by definition always
positive, it is responsible for gradient type diffusion.
the production due to the mean pressure gradient (term VI in (16)) is supposed
to be responsible for counter-gradlent diffusion as pointed out by Libby & Bray
(1981). These authors argue that the pressure gradient across the flame front
preferentially accelerates the low density gases, creating a relative motion between
fully burnt and fresh gases.
the correlation between the fluctuations of the progress variable and the fluctua-
tions of the pressure gradient (term VII). Little is known about this term which
is usually considered as a dissipation term in non-reacting flows (Launder 1976).
Fig. 12 displays the time evolution of the terms I, IV, VI, and VII integrated
fol 0_57_.,,.. fo I --0_ fl-2_/_ ,-.across the turbulent flame brush ( -_puic ac, -_u"2_xar_ , -- c =-ac andJo ox
f l c,,Op,Oxl --'"
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FIGURE 11. Spatial variations of the different terms in Eq. (16) versus _', for the
CTR case Le = 1.0 and t/ro = 4.5. The terms in (16) are made non-dimensional
by p,u"2/lt. The curve with open circles correspond to the numerical errors that
were found when closing the budget (16) and provides an estimate of the magnitude
of the error for each term.
For both Le = 0.8 and Le = 1.0, the unsteady term I and the dissipation term VII
behave in the same way. At early times, the unsteady term is negative producing
counter-gradlent diffusion and becomes positive later in the simulation playing the
opposite role. The term VII is always negative in the simulations and acts to
promote counter-gradient diffusion.
We now analyze the terms IV and VI which are supposed to be the key terms
responsible for the turbulent gradient transport observed in the simulations. At
initial times, both of these terms are positive and tend to produce gradient diffusion.
Due to the high turbulence level (at t/To = 1.4, u'/sL = 9.1) and the relatively
small thickness of the flame brush, the term IV appears to be the most dominant
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FIGURE 12. Time evolution of the terms I, IV, VI, and VII of Eq. (16) integrated
across the turbulent flame brush, for (a) Le - 0.8 and (b) Le = 1.0. Terms I,
IV, VI, and VII are made non-dimensional by the instantaneous value of p,u_ 2fit..
Time is made non-dimensional by the initial turbulent eddy turnover time.
term in (16). This result is consistent with the numerical study of Masuya (1986)
who observes the flux becoming gradient diffusion type as the turbulence intensity
increases.
As time proceeds, these two terms decrease continuously. While the term IV
reaches an asymptotic value, the term VI changes sign and acts to promote counter-
gradient diffusion. This feature is especially noticeable for the case Le = 0.8 where
the term VI becomes the largest term in (16) after 4 turbulent eddy turnover time.
This can be explained by the fact that for Le = 0.8 the turbulent flame speed is
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much higher than in the case Le = 1 (Trouv_ &: Poinsot 1994) and consequently
provokes a higher pressure jump across the turbulent flame which is approximately
given by Ap _ rpuS_.
5.3 Conclusions
At this point, we can tentatively conclude that the different behaviors for uS/_c"
observed in the CTR database for Le = 0.8 and Le = 1.0 are essentially due to a
higher mean pressure gradient in the case Le = 0.8, which is mainly due to a higher
turbulent flame speed.
In a more general sense, it is well known experimentally that the turbulent flame
speed, ST, increases almost linearly with the turbulence intensity. Thus, the terms
IV and VI are of the same order of magnitude and may even compensate themselves
if the heat release parameter is sufficiently low (we can roughly estimate the ratio of
the terms IV and VI to be of order r-l). This simplistic argument is in agreement
with the work of Masuya (1986), who shows a stronger effect of r compared to the
effect of the ratio ut/sL on the sign of ut_/'dc".
6. An analysis based on a thin flame model
6.1 An expression for turbulent diffusion transport
An analysis of the turbulent diffusion of the mean reaction progress variable may
be conducted under the assumption of an infinitely thin flame front. Following Cant
et al. (1990) or Trouv_ and Poinsot (1994), the flame is viewed as a thin surface
propagating towards the fresh gases with a velocity X given by the sum of the fluid
velocity and the flame propagation speed in the normal direction: X = u + wn. It
may be shown that:
0-_ = (_:.n)s_ _ (u.n)s _ + (W)s_', (17)&
where _ is the Reynolds-averaged progress variable. This equation may be re-written
as;
oe
N + O.w = + <W)sr,+ O.w. (18)
Using the geometrical relation V_ = -(n)sE , (17) becomes:
N + O.w = (u".n)sZ + (W)sE. (19)
In the Bray-Moss-Libby theory, Reynolds and Favre averages of the progress
variable c are related through the following expression: -d = -_d/pb, where Pb is
the mass density in the burnt gas. (18) and (19) can then be recast as transport
equations for _':
+ l-J.V-fi_ = pb(u.n)s_ + pb(W)s_ + O.V_-_, (20)&
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or
_r_ + O.V_ = pb(u".n)s r. + p,(W)s_.
&
An exact equation for the Favre-averaged progress variable is:
(21)
+ V._O_ = -V._u"--_' + (pW)sr_, (22)
&
where molecular species diffusion and chemical reaction are included in (pw)s.
Combining (22) with (20) or (21), two expressions for the turbulent transport of
as a function of flame surface-averaged quantities are obtained:
-v.;,"c-'-_' = pb(u..)sr_ + (pb<W)s- (pW)s)_ + v._O_, (23)
-V._u"c"--_' = pb<u".n)s r. + (pb<W)s- (pw)s) r_+ p_-_v.O. (24)
These two expressions exhibit three contributions to the turbulent diffusion of E
The first term on the right-hand side represents the correlation between the flame
front movement and the velocity field. The second term involves the reaction rate,
and the third term is clearly related to the thermal expansion. One may also note
that with a model for the reaction rate, the only remaining unclosed term is (u".n)s.
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FIGURE 13. Comparison of the exact turbulent diffusion term -V._u"d' with
its estimate from Eq. (23) in the CTR database. -- : CTR database; -- :
estimation from (23).
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Fig. 13 presents a comparison of the right-hand side and left-hand side of (23)
in the CTR database (Le = 1). The agreement is quite good even though the
probability density function of c is not fully bimodal in the database as assumed to
derive expression (23). Fig. 14 shows the correlation (u.n)s as a function of _"for
the two databases. This term is quite different in the two data sets. In the CTR
database featuring a gradient turbulent transport, (u.n)s decreases almost linearly
with b"from positive values near _"= 0 to negative ones near _"= 1. The positive
values of (u.n)s near _ = 0 correspond to local flow velocity vectors pointing into
the reactants. At the leading edge, the flame front is convected towards fresh gases
by the turbulent motions. This phenomenon accounts for the negative value of Ub
seen in Fig. 5b. The product (u.n)sE in (23) corresponds to a strong gradient
trend (positive at the leading edge and negative at the trailing edge). On the other
hand, in the Rutland database featuring a counter-gradient turbulent transport,
(u.n)s is negative with an almost constant value. In (23), the product (u.n)sE is
counter-gradient at the leading edge and becomes gradient at the trailing edge. Its
effect is opposite to the one due to thermal expansion, v_br_ ".
Fig. 14 also shows the uncorrelated ((U)s.(n)s) and the correlated ((u.n)s -
(u)s.(n)s) parts of the term (u.n)s. It is seen that u and n are mainly uncorrelated
in the CTR database, whereas the correlation is not negligible in the Rutland case.
This result is also in agreement with the local analysis developed in section 3.
6.2 Analysis of (u.n)s and (u".n)s terms
From the previous analysis, the terms (u.n)s and (u".n)s are found to be im-
portant ingredients of the turbulent transport of _'. Their trends are quite different
in the two databases and provide a way to delineate between gradient and counter-
gradient diffusion transport. As previously shown, the main differences between the
two databases are the turbulence levels and the flame front wrinkling.
6.2.1 Low turbulence level
In the case of a low turbulence level and a low flame front wrinkling, (u.n)s
may be assumed almost constant and equal to its value at _ = 0 where the normal
component is equal to -1 in the mean propagation direction x:
(u.n) s = --UF, (25)
where UF is the flow velocity at the flame front and may be estimated with the
same argument as previously used by Bidaux & Bray (1994) to derive an expression
for the turbulent flux of flame surface density (Eq. (13)):
UF = Uo (1 + rc*) , (26)
where U0 is the fresh gases velocity and c* the flame reference level. Assuming a
stationary flame brush and using mass conservation, an estimate of (u.nls is:
(u'n)s - (1 + r_) (1 + re*), (27)
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FIGURE 14. (u.n)s (--), uncorrelated part (u)s.(n)s (_), and correlated
part (u.n)s- (U)s.(n) s (.... ) plotted as a function of the mean progress variable,
_', for the two available databases (top: CTR, bottom: Rutland).
which is very well verified in the Rutland database. In this case, the flame front
dynamics and the turbulent transport are mainly dominated by the mean flow
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velocity and the thermal expansion.
6.2.2 High turbulence level
In the CTR database, the fluctuations at the flame front of the flow velocity and
the flame normal vector may be assumed uncorrelated:
(-".-)sS =
Combining (28) and (15), it may be easily shown that:
(28)
pb(u".-)ss = (c*- (29)
ox"
which suggests that (u'.n)s might provide a way to analyze the turbulent diffusion
transport of _'.
The only unclosed term in Eq. (24) is (u")s. In the CTR DNS, the flame front
movements are mainly dominated by the turbulent motions in the fresh gases (due
to the higher viscosity, turbulent motions have a lower strength in the burnt gases).
At the leading edge of the flame brush, the flame front is convected towards the
fresh gases with a turbulent speed of the order of -u _where u I is the turbulent rms
velocity in the fresh gases. At the trailing edge, the flame front is convected towards
the burnt gases by the most energetic turbulent eddies inside the fresh gases with
a turbulent speed of the order of u t. Then, a simple model for (U')s is:
(u")s = u'(2_'- 1),
which is in agreement with the CTR database as shown in Fig. 15.
From (28) and (30), one obtains:
(30)
Pb(-".-)sS=
Using (29), assuming that c* = 0.5, the turbulent flux of _ becomes:
(31)
u"c" = -2u'_'(1 - _, (32)
which clearly corresponds to gradient turbulent transport.
6.2.3 Mechanisms for turbulent transport diffusion
From the previous analysis, the turbulent diffusion of _"comes from two different
mechanisms. The first one is the dynamics of the flame front itself, mainly due
to thermal expansion. This phenomenon (clearly apparent in the term pc---_7.U of
Eq. (24)) induces counter-gradient diffusions (CGD) as shown by the classical Bray-
Moss-Libby expression (6). Due to thermal expansion and without any other effect,
Ub is greater than Uu leading to CGD of 5.
In contrast, with a sufficiently high turbulence level, the flame front movement is
dominated by the turbulent motions in the fresh gases as already seen in the CTR
database. At the leading edge, the flame front is convected towards fresh gases,
inducing negative velocities near the front, positive values of (u.n)s , and Ub lower
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FIGURE 15. Comparison of (u")s and the modeled expression (30) in the CTR
database. -- : CTR database; -- : estimation from (30).
than Uu. At the trailing edge, intense turbulent motions in the fresh gases convect
the flame front towards burnt gases and U,, is greater than Ub (see Fig. 16). In
that case, the turbulent diffusion of _"becomes gradient.
To summarize, with a high turbulence level, the flame front dynamics is domi-
nated by the turbulent motions and the mean progress variable is similar to any
passive scalar, leading to a classical gradient diffusion turbulent transport. With
a low turbulence level, the intrinsic dynamics of the flame is important, and the
mean progress variable cannot be reduced to a passive scalar. A counter-gradient
diffusion turbulent transport is then encountered. It is well known that counter-
gradient diffusion is promoted by a high heat release (i.e. a high value of r). On the
other hand, high turbulence levels induce gradient turbulent transport. The next
step is to quantify the limits between gradient (GD) and counter-gradient (CGD)
turbulent diffusion.
6.3 A criterion for gradient counter-gradient turbulent diffusion
The objective is to derive a criterion for turbulent diffusion transport of the
Favre-averaged mean progress variable, _'. Our analysis is based on Eq. (24). For
GD, -V._u"c "--i_ has to be positive at the leading edge of the flame and negative at
the trailing edge. As previously shown, this term may be expressed as the sum of
three contributions. At the trailing edge, the first term, pb(u*_.n)sE, is negative,
the second one, (pb(w)s - (pw)sJ) 2 vanishes and has a higher order, and the third
one, _c-_.U is positive. Then, a necessary condition for GD is:
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FIGURE 16. Mechanisms of counter-gradient (left) and gradient (right) turbulent
diffusion transport for E and E.
p6 I(u".n)sl _ > pc-_70. (33)
Some assumptions are now introduced to evaluate the terms appearing in (33).
The mean velocity may be estimated by:
_r = Uo + rSTE
is estimated from the Bray-Moss-Libby (BML) formulation:
(34)
pb(l+r)
= 1 + r_ (35)
The BML algebraic closure for the flame surface density, E, is also used:
g=%--_e(1-e)= g l+r _'(1-c-0%Ly (1 + r_ 2 (36)
where L v is the wrinkling scale of the flame front, g a model constant, and a v an
orientation factor assumed to be a constant. The gradient of the mean progress
variable is estimated from the flame brush thickness, 60, as:
,_ (37)
After some calculations, the condition (33) becomes:
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r(l+r)NB = STR_s ] < 1, (38)
evaluated for _"= 1. This expression may be simplified by evaluating the turbu-
lent flame speed, ST, from the integral of the reaction rate over the flame brush.
Assuming that (pw)s = pu(w)s, one obtains:
g6B p=(w}s. (39)
ST = ayL'---_
Then the proposed criterion becomes:
NB = (w)sI(u,,.n)sl < 1. (40)
A similar analysis, conducted with Eq. (23), leads to a similar criterion:
N_ = (W)sI + r(2 + r)I(u.n)sl < 1. (41)
Table 1. Numerical estimates of the proposed criterions from the two available databases
Database u' SL _ sr l(u.n)sl i(u".n)sl NB N_
(7= 1.) (_= 1.)
CTR 3. 1. 3. 1.7 8. 3. 4. 2.
Rutland 1. 1. 2.3 1.8 3. 1. 7.6 3.6
Table 1 provides the values of the numbers NB and N_, for the two available
databases, using the assumption (w}s = SL. Both NB and N_ are lower in the
CTR database (exhibiting GD) than in the Rutland database (with CGD), a result
that is consistent with our expectations. Nevertheless, the limiting value is not
found to be equal to 1. This is mainly due to some assumptions made in the
derivation. In particular, expressions (36) for the flame surface density E and (37)
for the gradient of the mean progress variable _"are not well verified at the trailing
edge of the flame front and only provide an order of magnitude. The criterion is
also somewhat approximate because it corresponds only to a necessary condition to
have a gradient diffusion transport. Two quantities are not exactly known in this
criterion: the surface average of the flame front displacement speed, (W)s, which
differs in general from the laminar flame speed SL (see Trouv4 & Poinsot 1994); and
(u".n/s which probably involves wrinkling scales of the flame front. Nevertheless,
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a rough estimate may be made assuming (w)s = SL and I(u".n)s I = u'. Then, the
proposed criterion becomes:
r(1
NB = u, < 1, (42)
which corresponds to a horizontal line in the classical Borghi/Barr_re diagram (fig-
ure 3). Below this line, corresponding to low turbulence levels, turbulent transport
occurs opposite to the direction of mean gradients. Above that line, turbulent trans-
port occurs in the direction of mean gradients. This first simple criterion is also in
agreement with the classical analysis of turbulent transport where counter-gradient
diffusion is promoted by the increase of the heat release parameter r (Masuya 1986).
The present analysis should be understood as a first attempt to differentiate be-
tween gradient and counter-gradient turbulent diffusion phenomena in premixed
flames. The criterion (42) is probably too simple, and the transition between
counter-gradient and gradient transport as turbulence levels are increased will not
be abrupt and will involve a transition zone. It remains, however, that such a
transition will probably occur as supported by our comparison of the two available
DNS databases. Future work will be aimed at validating the present analysis and
providing a more precise description of the transition between the two situations.
7. Conclusions
We use in this study direct numerical simulations to describe the coupling be-
tween the transport equations for mean reaction progress variable, _', and flame
surface density, E. We are particularly interested in the turbulent transport terms
appearing in the equations for _"and _ since the modeling of those terms remains
somewhat controversial: standard gradient transport approximations as proposed
in the Coherent Flame Model, or additional transport equations for the turbulent
fluxes as proposed in the Bray-Moss-Libby theory. Two different direct numeri-
cal simulation databases, the CTR database and the Rutland database, have been
used. Both databases correspond to statistically one-dimensional premixed flames
in isotopic turbulent flow. The run parameters are significantly different and the
two databases correspond to different turbulent combustion regimes (see Fig. 3).
A systematic comparison between the different simulated flames reveals strik-
ing differences in their turbulent transport properties. The Rutland case exhibits
counter-gradient diffusion of _', a result that is consistent with the Bray-Moss-Libby
theory. In contrast, the CTR database features turbulent _'-fluxes that are consis-
tent with a gradient transport approximation. In addition, the turbulent diffusion
of E is found to be strongly correlated to the turbulent diffusion of _'. In the Rutland
database, counter-gradient diffusion of _ is occurring with counter-gradient diffusion
of _, whereas in the CTR database, gradient diffusion of _" and _ is observed. A
simple expression proposed by Bray to relate the turbulent flux of E to the tur-
bulent flux of Y is found to be valid (Eq. (15)). One important implication of this
result is that the modeling of the turbulent flux of E cannot be made independently
of that for the turbulent flux of E.
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A detailed analysis of all the terms appearing in the conservation equation for the
turbulent _'-flux, _u"c", is also performed. This analysis shows that while pressure
effects act to promote counter-gradient diffusion, a result that is consistent with
the Bray-Moss-Libby theory, they fail to prevail in the CTR case. Finally, a simple
theoretical analysis based on a thin flame model is developed to explain the different
turbulent transport properties observed in the CTR and the Rutland simulations.
This simple theory distinguishes between situations where the flow field near the
flame surface is dominated by the turbulent motions and situations where it is
mainly determined by the dilatation occurring within the reaction zone. The CTR
simulations belong to the first category, the Rutland simulation to the second.
The first category of flames is expected to feature gradient turbulent transport,
whereas counter-gradient phenomena will dominate in the second. The analysis
also provides a criterion to determine the domain of occurrence of gradient/counter-
gradient turbulent transport of _ and E (Eq. (42)). This criterion suggests that
counter-gradient diffusion is promoted by increasing values of the heat release factor,
r, a result that is consistent with the Bray-Moss-Libby theory as well as by low
turbulence levels, whereas gradient diffusion might prevail as turbulence intensities
are increased. Future work will be aimed at validating and refining this criterion.
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Pdf modeling for premixed turbulent
combustion based on the properties
of iso-concentration surfaces
By L. Vervisch 1, W. Kollmann 2, K. N. C. Bray 3, AND T. ManteP
In premixed turbulent flames the presence of intense mixing zones located in
front of and behind the flame surface leads to a requirement to study the behavior
of iso-concentration surfaces defined for all values of the progress variable (equal to
unity in burnt gases and to zero in fresh mixtures). To support this study, some
theoretical and mathematical tools devoted to level surfaces are first developed.
Then a database of direct numerical simulations of turbulent premixed flames is
generated and used to investigate the internal structure of the flame brush, and a
new pdf model based on the properties of iso-surfaces is proposed.
1. Introduction
In order to improve existing models of premixed turbulent combustion (Borghi
1988), it is necessary to build a bridge from zones where intense reactive activity
occurs in laminar flamelets to the more distributed reaction zones found in front of
and behind these propagating flame surfaces. This is especially true if one wishes
to predict not only the global structure of the flame, but also the concentration
level of pollutants using any probabilistic approach. Indeed, the turbulent mixing
acting in the preheat zone can strongly influence the structure of the entire flame;
therefore, a description of this mixing, together with descriptions of chemical sources
or of topological properties of the flame surface, must be used to account for their
mutual interactions.
The objective of this work is the development of a formalism, adapted to premixed
turbulent combustion modeling, which brings the possibility to treat simultaneously
flamelet behavior and out-of-flamelet mixing. This is a crucial point because they
both interact to control the properties of the propagation velocity of the flame front
(Bray 1990, Pocheau 1992).
To account for the possible presence of flamelets, the flame surface density ap-
proach (Marble and Broadwell 1977) is extended to the concept of a surface density
function and coupled with probability density function (pdf) method (Pope 1985).
1 LMFN-INSA, URA - CNRS 230 - CORIA, France
2 MAE, University of California at Davis
3 Cambridge University, Engineering Department, U.K.
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First some theoretical considerations and mathematical tools concerning iso-
surfaces in fluid mechanical problems are developed. In Section 2.1 a useful math-
ematical relation between surface and volume integrals is introduced which has
several applications of theoretical and practical importance. It is used first (Section
2.2) to establish the transport equation for global variables such as the total surface
area of iso-concentration surfaces, and from this the classical expression for pre-
mixed flame stretch is recovered. The solution of the area equation for a material
surface is proposed (Section 2.3). In particular, it is shown that the combination
of the introduced mathematical relation with Lagrangian variables leads to an ex-
pression for the area of a temporally evolving level surface, which only requires the
integration over the surface at a fixed time. In Section 2.4 the same formalism is
used in conjunction with an integral transform for the computation of the area of
iso-surfaces without computing the location of the surfaces. This leads to a novel
method for the efficient computation of the surface area of iso-surfaces, which is
superior to triangulation methods that keep track of the connectedness of the sur-
face. Finally, the concept of a surface density function (sdf) emerges (Section 2.5)
along with its transport equation, and a unified treatment of pdf and sdf equations
is discussed (Section 2.6).
A direct numerical simulation (DNS) database of premixed turbulent combustion
is developed and used in Section 3 to study the internal structure of the turbulent
flame, and various key quantities identified in Section 2 are analyzed. In particular,
the behavior of quantities integrated over iso-concentration surfaces is carefully
examined within the inner structure of the premixed flame, for surfaces located
between fresh and burnt gases.
The pdf formulation reduces the modeling difficulties emerging when the mean
burning rate needs to be estimated to the finding of a closed expression for the
small scales mixing which depends on the distribution of the gradient of the reactive
species along their iso-surfaces. The surface density function contains information
about these gradients, especially within the flamelet zone. Based on this remark, an
attempt to couple the pdf with the sdf is proposed in Section 4, and the resulting
modeled expressions are tested against their exact values extracted from the DNS.
2. Transport equations for surfaces
12.I Introduction
In multi-composition fluid mechanical problems, the starting point for studying
the quantities characterizing the physical properties of the flow field are usually
budget equations for volume integrals over a volume of fluid _. To derive equations
for the corresponding properties of iso-surfaces, it is necessary to link volume inte-
grals and integrals over these surfaces. The following theorem of geometric measure
theory (Maz'ja 1985, ch.1.2.4, p.37, Constantin 1992) provides the bridge between
volume integrals and integrals over iso-surfaces.
Theorem: Let F(x_) be a Borel-measurable nonnegative function on T_ _CR 3 open.
Let ¢(x) E C°°(:D). Then
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OO
o s.(_)
dA(x_)F(z.) , (1)
where S,(9_) = {z_ 6 /:) : cI,(x__)= _} is the level surface or iso-surface of the
field _(x) on which 4_(z) takes the value _. This condition specifies that the level
surfaces are contained in the domain Z) (no intersection of the surfaces with the
domain boundary). It is possible to remove this restriction, but this case will not
be pursued here.
The co-area formula follows at once if the function F(x_.) is specified as:
F(_x) = f(z_)6(¢(z_.) - _) ,
where 6(cI,(x) - _) is the diract delta function, leading to the desired result
/ d__.Y(m)lV¢(_)16(,_(x_)-,p) = / dA(x__)f(x_) (2)
$.$ Transport equation for global variables
The total area of level surfaces is an example of a global variable. In general, a
global variable is defined by
[
Y,(_, t) - / dA(z_.)f(z_., t) , (3)
s.(_)
where the unspecified function f(x_, t) must satisfy the conditions of the above the-
orem. In most cases it will be a smooth function of location and time to allow
differentiation. Application of Eq. 2 to Eq. 3 and differentiation with respect to
time leads to the transport equation for/'¢ in terms of volume integrals
_¢ (9,t) "_£,t = S! + (4)
D
+ S¢
Three contributions determine the time rate of change of the global variable
_',(_, t): a convective transport term in scalar space and two source terms. The
flux in scalar space is defined by
z:, _ f d_(O- _)IVOlf(__,t)_, (5)
Z)
the source due to the evolution of f(x__, t) is
S.d_,O = / dm6(O-S_)IV'E_ , (6)
D
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and finally the source due to the evolution of the scalar field defining the level
surfaces is
[ uz6(_ "" t "°lwlS_(%t) = - _)lLz_., ). _ (7)
d
The co-area formula Eq. 2 can be applied once more to obtain an equivalent
version in terms of surface integrals
09%, ( O" f f -_t log(]V_I'[) + (8)
--&--t_,t) = ea \ 9t + 0x_) '
s.(_)
where -_t isthe time rate of change following points on the levelsurface. The time
rate of change of the global variable 9r_ isseen to be caused by the change of the
function f(z__,t)on the level surface, the time rate of change of log(]V_l) on the
levelsurface, and the surface divergence of flow velocity.
The dynamic equations for global variablescan be established once the transport
equations for the scalar _(z, t) defining the level surfaces and the scalar f(x_, t) are
known. In the case of flames, the transport equation for a reactive scalar field may
be written:
D_ 12_ , (9)
Dt
where D/Dt = O/0t + _v.V is the substantial derivative and
1 0 ( 00)a,=_0___ 0r0___ +w,(_) , (10)
denotes the imbalance of diffusion and source terms. The transport equation for f
is assumed to be in the generic form
p -- + _) = _ p_ + pWt(/) • (11)
The iso-surfaces are defined implicitly as solution of
s.(_,t) - ¢(z,t) - _ = 0 ,
and the unit normal vector of the iso-surface is defined by
1 0_
._- IV¢lO=°
The surfaces move in their normal direction, with the velocity
(12)
(13)
$
v a = va + Vna (14)
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The relative progression velocity V of the level surfaces is determined by the
imbalance Eq. 10 of diffusion and source term in Eq. 9:
V= 1 0 O@ 1 • 1
pl@¢la-_(pra--_) + _-@]w. =Iv¢ Ia" (15)
The dynamic equation for the global v_able .F¢ then follows in tetras of volume
integrals as
I}
(9¢
- a--_TJ
'D
(16)
This isone ofseveralequivalentversionsofthe dynamic equation forthe global
variable_'¢(_,t)in variabledensityturbulence.The equationforthe surfacearea
A,(_, t)isobtained by choosingf = 1 (seeEq. 3)
OA¢
- OxoJ
l)
(17)
The correspondingequationin terms of surfaceintegralscan easilybe obtained
from Eq. 17 by usingEq. 2. In particular,the surfacestretch
may be castin the form:
1 d,4¢
_(t) = .4¢dt ' (18)
where
_(t) = _-, (19)
•i= / dA(z_.)@,(z__,t),
s¢(_)
Zz= f dA(x_)V(x__,t)-_ (20)
s.(_,)
In Eq. 20 ¢, is a notation for the in-plane strain rate:
Ov,, Ov a
@" = 0-xxa n,_naox,_ , (21)
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and the imbalance between reactive and diffusive effects f_. has been written in
terms of the relative progression velocity V by using Eq. 10. When the scalar 02(x_,t)
denotes the progress variable used in premixed combustion (02 = 0 in fresh gases
and 02 = 1 in burnt gases), then by choosing as iso-surface the surface corresponding
to the value of the progress variable used to locate the flame front, the well-known
result is found that flame stretch is directly related to both contributions of strain
rate acting along the flame front (2"1) and curvature linked with propagation of the
premixed flame (2"2) (Candel and Poinsot 1990).
Inspection of Eq. 17 shows that the surface area changes due to the strain rate in
the tangential plane of the surface caused by the motion of the fluid and the dynamic
change of the scalar field defining the level surface. Both phenomena may increase
or decrease the surface area. The dynamics of the scalar variable defining the level
surface appear in Eq. 17 as molecular diffusion and the source term. It is clear that
both may be positive or negative, hence may increase or decrease the surface area
as time evolves. The molecular diffusion term can be analyzed in more detail for
incompressible flows with constant diffusivity I', since it is then proportional to
1 /x,020n,_ On,_ Onz On._ n_n_ 0202
The first term on the right side is purely geometrical since it only depends on the
mean curvature H
10na
H=
20xa '
whereas the second term depends on the variation of the defining scalar normal to
the level surface
and it follows that
002
On n_ V02
1 A020n_ = 4H 2 H 0202
IV021 - 21- -¢1
holds, which proves that the effect of molecular diffusion on the surface area is
not definite: The first term on the right side always increases the surface area, if
the mean curvature is nonzero, but the second term may decrease or increase it
depending on the signs of the normal derivative and the mean curvature.
_.3 Solution of the area equation for material surfaces
For material surfaces Eq. 17 for the area of level surfaces is reduced to
f  A[OV ot \ox ' (22)
s.(_,O
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with the initial condition
t
.,4¢(_o,0) = ] dA (23)
s#(_,o)
as the area of the surface _(_z, 0) = _0. Material surfaces enjoy the property that
they are the one-to-one image of the initial surfaces. It is clear that Lagrangian
variables are the proper choice for the formulation of their evolution. Denoting by
r and a the Lagrangian variables defined as time and initial position of material
points, the position X_.(r,_a) at a later time is then the solution of
dX,_
dr- = v_(r,X_), X.(0,a) = ao , (24)
where v_(t,x) is the Eulerian velocity and t, x_.are the usual Eulerian variables. The
inverse transformation (from Eulerian field to Lagrangian field) aa = X_l(t,x) is
unique and smooth as long as the Eulerian velocity field is smooth. The solution to
Eq. 23-24 can be constructed if the co-area formula is applied
A,(_, t) = f d_xlWPla(¢(_x,t) - _) ,
2_
and the fact that the level surface is embedded in a part of the flow field is used.
Taking for :D(r) a subset of the flow field that contains the level surface at time r
and using the fact that the mapping X____(r,_a)is defined not only of the level surface
but on the set :D(r), we transform the volume integral to the Lagrangian frame as
integral over D(0)
f
A,l,(_, r) J d_J(a, r)lV¢l(_, r)6(C(X, r) - _) , (25)
'p(o)
where J denotes the Jacobian of the transformation given by
J(a, r) = 1 OXa c3X_ cgX, (26)
This Jacobian is the determinant of the Lagrangian deformation tensor Ja_
OX,_
Ja_ = Oa_ '
which is nonsingular for smooth flows with J > 0. The points on the level surface
are materially invariant so
6(¢(x_, r) - _) = 6(¢(_, 0) - _)
and it follows that the area at time r is given by
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f W¢l(a, T)A,(_, _) = d_lV¢l(a, 0)_(¢(a, 0) - _)J(a, r)IV_l( , 0)
v(0)
where da_ is the volume differential at time zero. Application of the co-area formula
leads to a surface integral over the initial surface
A¢(_,r) = [ dA(O)J(a,
IV¢l(a_, T)
T) (27)
- Iv¢l(a,0) '
s¢(_,0)
where dA(O) denotes the surface differential at time zero. This is the desired solution
of Eq. 23 and Eq. 24, as can be verified easily by differentiation. The solution Eq. 27
can be recast in terms of the Lagrangian deformation tensor if the kinematic relation
(Ottino 1989, section 2.7)
)'
-1 -: (28)dA(r) = dA(O)J(a_,r) n_naJ_ J_a
is applied. It follows at once that the solution Eq. 28 is thus given by
s.(_,0)
valid for material surfaces. The version Eq. 29 of the solution shows the special
property of material surfaces possessing nonsingular Jacobians. This is not the
case for surfaces moving relative to the fluid, and Eq. 27 and Eq. 29 are then not
necessarily well defined.
It is worth noting that for incompressible flows J = 1 holds and, assuming con-
stant molecular diffusivity F, the result
A,(_,_) = f
S.(_,0)
(30)
follows from Eq. 27. It shows that the evolution of the area of material surfaces
for incompressible flows is determined by the initial surface and the values of the
scalar dissipation e¢ - FVO • V¢ on the surface. The integral can be computed if
the Lagrangian scalar dissipation e¢(_a, r) is known, which is often the hard part of
the problem. The expression for the area Eq. 27 does not contain any statistical
information as only surface integrals are involved. It is equal to the expected area for
homogeneous turbulence but is different from expected values for non-homogeneous
flOWS.
_._ Computation of the area of level surfaces
Consider a scalar field _(x_., t) > 0, such as enstrophy, temperature, density etc.,
that is a realization of a turbulent field. The equation of the iso-surfaces of q' is
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FIGURE 1. Level surface of kinetic energy for a periodic viscous flow generated by
the interaction of two vortex tubes, which are initially off-set and orthogonal. The
flow is used as example for the computation of the surface area.
then given implicitly by S,_(_) = {x E 7:) : ¢I,(x) = _}. It follows from Eq. 2 that
surface integrals can be represented as volume integrals over a fixed domain T_ (note
that S¢ (¢2) is not the boundary of the domain 7); hence, the Gauss theorem is not
applicable). The surface area is
A,_(_2, t) = / dxlV_l_(¢I,(x , t) - _) (31)
in which the Dirac-pseudofunction selects the points in space where the level sur-
face is located. This property indicates that an integral transform with respect to
the range of the scalar _ would remove the delta function. Since the scalar _ is
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FIGURE 2. Surface area of level surfaces for the flow illustrated in Fig. 1. The sym-
bols correspond to the triangulation method and the line to the Laplace transform
method Eq. 33 and Eq. 34.
nonnegative, it follows that the Laplace transform is the appropriate tool. Hence,
the transformed surface area is then defined by
OO
A,(_) - f d_t,(_)e_p(-s_) ,
0
where s = u + iw is a complex variable. Using Eq. 31 we obtain
(32)
A,(s) =
o
which leads to
A,(8) = [ dzlV¢l exp(-sO(x_)) (33)
This is a powerful result with both practical and theoretical implications: the
Laplace transform of the surface area of level surfaces for all level values can be
computed without computing the location of a single level surface. Furthermore,
this computation is much more efficient than methods based on triangulation of
level surfaces that keep track of the cormectedness of the triangles. It is also useful
for theoretical considerations since the integrand in Eq. 33 is a well defined function
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FIGURE 3. Same as Fig. 2 with logarithmic scale for the vertical axis.
for finite s and not a distribution, and is accessible to the methods of classical
analysis. Once the Laplace transform has been determined, the inverse transform
produces the desired surface area according to
u+ioo
1 f dsA,_(s)exp(s_) (34)A_(_o) = 2ri
u-it, c,
The numerical computation of the integrals in Eq. 33 and Eq. 34 requires some
care. It is easy to see that the range of w in the independent variable s = u + iw in
Eq. 33 and Eq. 34 is limited by the highest wave-number that can be resolved on
the lattice of discrete values of q_
Wma ll/X ( ,t)ll < ,
where I1"IIis an appropriate norm and A_ denotes the difference of cI, between two
neighboring lattice points. Choosing wma_ significantly larger than this limit leads
to integrals over rapidly oscillating functions which diverge. For the present case
the maximum norm was initially chosen, which turned out to be too restrictive, and
the limit was relaxed to twice the value given above. This aspect of the transform
method requires further analysis.
As an example, the scalar kinetic energy ¢(_x, t) - q(x__,t) = v_,v,_ generated as a
numerical solution of the Navier-Stokes equations for the interaction of two initially
orthogonally offset vortex tubes (Re = 1500) at time t = 1.375 is used to illustrate
the transform method outlined above. One of the level surfaces is shown in Fig. I for
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the level value which is 48.78% of the maximum. It has the Euler number (Kollmann
and Chen 1994) X = -10, which corresponds to the genus g = 1 - ½X = 6 or a
sphere with six handles, and the fragmentation N = 1, which means that there is
only one surface component. The intersections of the level surface (the flow field
is periodic in all three directions) with the cubic flow domain are artificially closed
with lids. The area of the lids is not included in the results for the surface area.
Two methods for the computation of the surface area are applied: Triangulation of
the level surfaces, which determines the connectedness information for all triangles
and thus allows also the computation of the topological properties X and N, and the
Laplace transform method given by Eq. 33 and Eq. 34. The results in Fig. 2 (linear
scale, the full line is the transform method and the symbols the triangulation) and
Fig. 3 (semi-logarithmic plot) show that good agreement between the two methods
is achieved. The advantage of the Laplace transform method becomes apparent if
the CPU times are compared: The Laplace transform method (using 100 points
on the qa-axis) is about 1000 times faster than the triangulation method (using 40
points).
$.5 Surface density function
In modeling purposes one wishes to seek out closed equations for point quantities
that can be easily discretized and introduced in fluid mechanics codes. The density
of iso-surface is introduced in this section as a quantity that characterizes, in mean,
the behavior of iso-concentration surfaces for a reactive scalar field (li(z_.)that follows
Eq. 9.
The basic relation (Eq. 2) set out in Section 2.1 suggests that for f = 1 a local
and instantaneous measure of the density per unit volume of iso-surface is provided
by
x, t) = - •
Indeed from Eq. 2
f dx___(¢2;x_,t) = / dA(x_.) = A_ , (35)
and E(_;x, t) corresponds to the ratio -_ in the limit 6V _ 0. This expression
indicates that, within a turbulent environment, the mean surface density function
(sdf) _(_; x_, t) is the product of the expected value for the magnitude of the gra-
dient of ¢(x, t), conditioned on being on one iso-surface 4_(x_,t) = _, times the
probability of being on that surface. Indeed introducing the pdf of ¢(x__,t) = qa,
namely P(_; x_,t) = 6(_ - _(x_, t)), one may write:
m,t) ---I (I V,I,(x__,t)I ,
(36)
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where ([ Vq_(_x, t) ] [q_(z_,t) = _) denotes a conditional average. (This definition of
surface density has been previously used by Trouvd and Poinsot (1994) to evaluate
flame surface density from DNS.)
All information contained in the sdf is also available through the joint pdf of q_
and its gradient; models have been proposed for this joint pdf in the case of reacting
and non-reacting flows (Meyers and O'Brien 1981, Dopazo 1994, Fox 1994). The
iso-surface is one of the standard concepts used to investigate complex phenomena
in premixed turbulent flames (Veynante et al. 1994); therefore, despite the detailed
statistical description involved in this joint pdf, it is interesting to restrict the
present study to the specific equation for _(_; _, t).
An exact transport equation for the surface density function E(_p;_x, t) may be
written (Vervisch et al. 1994):
Dt = (-nn:Vv_)lV_(_x,t)l _(x,t)=_ _(_;m,t)
- (n.Vf_,_(z_,t)l_(z_.,t) = _) -P(_; z_,t )
0
(37)
It is important to note that in Eq. 37 _ is an independent variable (sample space
variable), and Eq. 37 is valid for all the iso-concentration surfaces defined from the
progress variable field. When the various terms contributing to the sdf evolution are
transposed to a surface formalism, they are equivalent to those of Eq. 4 or Eq. 17.
_.6 Unified treatment of pdf and sdf equations
Pdf modeling has been shown to be an efficient tool for the computation of turbu-
lent non-premixed flames (Kollmann 1990, Borghi et al. 1991). The pdf approach
has a great potential because it allows for including the description of the chemistry
in a closed form, the modeling issue related to the evaluation of the mean burning
rate being reduced to the estimation of the smail-scale mixing. However, in the
case of turbulent premixed flames, classical mixing models may fail because of the
particular properties of the reactive and diffusive zones. Indeed, mixing is a pre-
requisite for reactions in non-premixed systems as is preheating in premixed flows;
therefore, the resulting predictions depend crucially on the properties of the mixing
model, no matter how accurately the chemical reactions can be represented.
The pdf equation may be written (Kollmann 1990):
where the bar over the substantiai derivative indicates that turbulent transport
effects are included. By introducing the dissipation of the scalar field e,l, = F I Vff 12,
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the modification of the pdf in composition space may be written in an alternative
form
DP(4;x't)-Dt 04 [(ipd¢0 [@(x,t)_ = 4) P(4; x, t)] (39)
02 4) P(q0; x, t)]
In Eq. 39 the chemical source is closed, but the mixing term involving second order
derivative in composition space is unknown when a one-point description is adopted
for the turbulent flow. This term is actually representative of the distribution of
the magnitude of gradient of the scalar field along the iso-concentration surfaces.
It is therefore natural to look for a closure of this term that takes advantage of
the information included in _(4; x_,t) concerning the dynamics of these iso-surfaces.
This approach leads to the development of a PDF-SDF model in which a system of
equations consisting of the transport equations for the pdf and the sdf is solved.
The sdf equation can be recast in a form that emphasizes the similarity to the pdf
equation if a relation between conditional and surface means is established. Surface
means may be defined by
rizZ+(x, t)S(4; t)
'D
1 f dA(x)f_.(x,t) (40)
s+(÷)
where Eq. 2 has been used when E(qo; x__,t) ={ V_I, 16(4 - if) is the instantaneous
surface density function.
The conditional mean of f_e_(x, t) may be written:
A relation to the surface mean can be established for homogeneous flows if the
co-area formula Eq. 2 is applied to Eq. 41. It follows for homogeneous flows that
the conditional mean is the ratio of volume integrals which become surface integrals
using Eq. 2
f .... t)
f/,_(_x, t) ¢(x, t)= 4 dA(x--)' We I" I
s.(_)
which is recognized as the desired relation between conditional and surface means
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Both sides are defined for non-homogeneous flows but are not equal since the
right side is the ratio of geometrical means Eq. 40 and not statistical expectations.
Conversly, the surface mean can be expressed in terms of conditional means
V¢ ] ]¢(_,t) = _) '
(42)
valid for homogeneous flows.
The application of the previous results to homogeneous flows converts the sdf
equation (Eq. 37) in the form
where Os denotes the total rate of generation of surface area per unit volume
1
O, = -n n:Vv IV,I, I-n'vft* "
i
Comparison of the pdf Eq. 38 with the Eq. 43 for the mean sdf shows that the
sdf is transported in scalar space by the same mechanism as the pdf, but is also
created or destroyed by the tangential strain rate and by the flux of the imbalance
between diffusion and reactions normal to the level surfaces.
The equations for the pdf and the sdf in homogeneous flows pose two closure
problems: the fluxes in scalar space and the surface mean of the total generation
rate of the sdf. The particular structure of premixed flames and the previous analysis
suggests dealing with mixing and chemical reactions in a unified way by developing
a closure model for their combined effects. Pdf and sdf are moved in scalar space
by the conditional mean and the surface mean of the same quantity, namely the
imbalance between diffusion and reactions.
3. The internal structure of premixed turbulent flames (DNS)
A database of turbulent premixed flames has been generated by using a fully
compressible direct numerical simulation code (Guichard, Vervisch and Domingo
1994). These simulations are three dimensional, and fields are computed by using
a 129x129x129 grid. The numerical approach chosen has been proposed by Lele
(1990), Poinsot and Lele (1992).
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FIGURE 4. Snapshots of the flame surface contour (_p = 0.8).
In previous studies of prernixed and non-premixed turbulent flames at CTR
(Trouv6 and Poinsot 1994, Vervisch 1992), initial conditions were generated by
using a laminar and planar flame on which a homogeneous turbulent field was su-
perimposed. As a consequence, prior to being distorted by the turbulence, the
structure of the reactive zone corresponded to the one of a laminar flame. Globally,
the computational domain was divided into fresh and burnt gases separated by a
propagating turbulent flame. These simulations have been proven to be an efficient
tool for studying, through the flame brush, the topology of one iso-surface identified
as the flame-surface and corresponding to the location of intense reactive activity.
In order to increase the number of possibilities of sampling for all the values of the
progress variable field, in the present simulations the initial scalar field is prescribed
according to a pdf and to a turbulent spectrum. It is then possible to generate
as initial condition a homogeneous progress variable field with pockets of burnt
gases and fresh gases. A turbulence velocity field is added to this scalar field, and
turbulence is allowed to decay. These pockets are convected by the turbulence, and
reactive layers are created. To avoid spurious effects that can emerge from this initial
condition, the procedure used to initialize the scalar field insures that the transition
between fresh and burnt gases is achieved according to a smooth distribution. Non-
reflecting boundary conditions are used on each side of the computational domain,
and pressure waves can leave this domain.
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From the initial condition, the progress variable field is convected by the turbu-
lence, and propagation of premixed flames is observed. A single-step chemistry with
a reaction rate cast in the form of an Arrhenius law represents the chemical activ-
ity. The ratio of temperature between burnt and fresh gases is five, the Zeldovich
number has a value of eight. The initial ratio between the rms turbulent veloc-
ity and laminar flame speed is the order of three, and the value of the DamkShler
number based on the Kolmogorov time scale and the laminar flame time is about
unity. The initial turbulent Reynolds number based on the integral length scale is
about seventeen, while the Reynolds number based on the initial Taylor microscale
is about fifteen. The formalism which has been developed above is used to analyze
data from this calculation.
After one flame time, the flame surface exhibits a very complex and convoluted
shape that can be observed in Fig. 4.
Fig. 5 presents the distribution in progress variable space of surface means as
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defined in Eq. 40 for various quantities; their corresponding distribution across a
one-dimensional steady unstrained laminar flame is also plotted. The distribution
of surface means for the diffusive budget of the progress variable _ (V.(pFV_(z__, t))),
of the chemical source 1_,_, and of the magnitude of the gradient I Vff(z__, t) I follow
the laminar response except in the preheat zone (_ < 0.5), where, because of the
turbulence activity, the flame is not able to sustain the flamelet structure. The
turbulence clearly affects the progress variable gradient in the preheating region.
As a consequence, the surface mean of the iso-surface relative progression velocity
1 0 O@ 1 • 1
v= p1 ¢10¥ - I V¢ I '
drops in the preheat zone and in the burnt gases. One may observe with the help
of these plots how the imbalance between chemical source and diffusion leads to
the propagation of the various iso-surfaces. However, even though the surface mean
value of this velocity is close to the laminar flamelet value, the scatter plot (Fig. 6)
of this quantity shows that locally the effect of the turbulence can be very large in
this DNS. This result suggests that there is not a unique deterministic relationship
between progress variable and propagation speed. The same observation has been
made in connection with the imbalance between reaction and diffusion as well as
for the magnitude of the gradient.
Fig. 6 also displays the pdf of the progress variable at time t = 0 and the pdf
after one flame time; a bimodai shape is observed in accordance with the existence
of the flamelets seen in Fig. 5. The effects of the turbulence on the preheating zone
is emphasized in Fig. 6 where the area of the iso-surface is increased for small value
of the progress variable.
All of these observations suggest the existence of a flamelet zone within the tur-
bulent flame brush, where mean conditional surface values follow the laminar flame
structure. However, the existence of a preheating region is also observed, and the
properties of the mixing in this zone may control the behavior of the entire flame
structure.
The total flame stretch, defined for the iso-surfa_ze corresponding to the progress
variable that gives the peak value of the reactive activity, is at a time in the sim-
ulation corresponding to Fig. 5 and Fig. 6 positive when the mean_ value for the
progress variable evaluated over all the computational domain is • = 0.55. Flame
stretch is known from DNS or experimental observation (Trouv_ and Poinsot (1994)
Veynante et al. 1994) to evolve from positive to negative values as a function of the
mean progress variable. In accordance with these observations, later in time, flame
stretch becomes negative when the mean value of the progress variable within the
domain becomes larger.
4. PDF-SDF modeling
DNS observation suggests that the premixed turbulent flame may be organized
in progress variable space in three zones: a preheat zone and a burnt gas zone
where mixing needs to be treated separately from the slow chemical reaction, and
10.0
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FIGURE 6. Clockwise from upper left: Pdf of the progress variable (_ , pdf;
, initial pdf), scatter plot of iso-surface relative progression velocity, area of
iso-surfaces, and iso-surface density function.
a flamelet zone where the mean conditional surface value of the velocity of the iso-
surface meets the one of a laminar flame and where laminar flamelet behavior may
be invoked. Because of the necessity of introducing the chemical rate within both
the preheat and burnt gases zones, Eq. 39 is appropriated for the pdf, while Eq. 38
is well suited for the flamelet zone where the convection in composition space will
be deduced from flamelet behavior and _(_a;x__, t) represents the laminar flamelet
isosurface density. It is zero when no laminar flamelet burning zone exists.
A direct approach to close the pdf equation can be developed by prescribing for
the imbalance _,_ the value corresponding to the planar unstrained laminar flame
12vl,. When combining _4,I, with a classical mixing model, a closed pdf mixing term
emerges (Anand and Pope 1987). Here, our objective is to take advantage of both
pdf and sdf transport equations at the same time. The value of f_ corresponding
to the laminar flamelet structure will be used, but in conjunction with strain-rate
curvature and related mixing effects in both pdf and sdf equations.
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4. I Modeling for the sdf equation
In this work, the turbulent convection will not be considered and its investigation
may be found in this book elsewhere (Trouv_ et al. 1994).
From the above analysis, the equation for the flamelet sdf
') ]_(_;z, t)
_(_;z,t) = I v_ I i¢(=--,t)= _ (44)
may be written:
& + v. (_(_; x, = g(_; x,t)
Term 1
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affects in a similar way all the iso-surfaces of the scalar field. As presented in
Fig. 7 (Term 1) this contribution does not strongly depend on the progress variable.
Therefore, it is possible to speculate that model closures developed for the in-plane
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strain rate in the framework of the flame-surface density approach can be extended
to the sdf equation (Menevean and Poinsot 1991). Attention will be especially
focused on Term 2 and Term 3.
For Term 2 one may prove that the expression
does not explicitly contain curvature effects (Vervisch et aI. _1994)" The contribution
of curvature of the field is actually present through the pdf P(_; x, t) that multiplies
this term in the sdf budget. Hence it is possible to build a closure by using the
flamelet structure. If Sli(_o ) denotes the known laminar flame speed, evaluated in
the premixed laminar unstrained flame as
- I =
where G(_0) is the known magnitude of the gradient of the progress variable within
the laminar flame, then one may write:
Evaluated from DNS the exact expression (left side) and the proposed model
(right side) are displayed in Fig. 7 (Term 2). Good agreement is found according
to a possible definition of the flamelet range [_o0,_1] = [0.4, 0.8].
The same approach is followed for Term 3, and this leads to
04 - 0_o
The validity of this modeled expression within the flamelet range is evaluated
in Fig. 7 (Term 3). One may note from Fig. 5 that according to the distribution
of the progress variable gradient, flamelet range could be [_00,_0x] = [0.6,1] while
the iso-surface relative progression velocity follows flamelet behavior for the range
[0.4, 0.8]. The same trend is observed in Fig. 7 where the modeled term related to
the propagation (Term 2) follows its exact DNS expression in the range [0.4, 0.8],
while good agreement is obtained for the closure related to mixing in the range
10.6, 0.8].
The closed transport equation for the sdf is only valid within the flamelet zone;
however, information coming from the preheat and burnt gases zones is present
through the pdf P(_0; x, t). The partially closed equation contains one source term
and one term representing transport in composition space and reads:
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u
ot + v. (:_(_o;_, t)v) = ¢..a,=_, _(_o;x_,t)
(
W(_o,_l) t_P(_;__,t)Ss,(_)_G (_,)+
vW /(46)
where the turbulent transport effects are included in the second term on the left
hand-side. The function W(_0, _l) insures that when flamelets are not present the
RHS of Eq. 46 goes to zero ()AP(_0,_l) is equal to zero when the flamelet range
[_0, _l] is not defined and unity when flamelets are present).
_.l_ Modeling for the pdf equation
To treat both flamelet part and mixing zones, from Eq. 38 and Eq. 39 the exact
transport equation for the pdf may be cast in the form
(47)
where a(_; x_, t) is a smooth function equal to unity in the flamelet zone of _ space
and to zero in the outer flamelet regions. A possible shape for the function a is
proposed in Fig. 7. The way in which the flamelet range [_0(x_, t), _l(_x, t)] is to be
determined will be considered later.
Within the out-of-flamelet zone, a classical mixing modeling (Kollmann 1990)
can be used with complex chemistry to evaluate the contribution of the reactive
activity.
In the flamelet zone, from Fig. 8 it is observed that the surface mean of the
imbalance _4, is almost equal to its conditional mean; from this we deduce the
following modeled expression for the flaznelet part of the pdf equation
( )(i )f_, ¢(_z,t) = _ __ f_, A_,:_, = _(_; x_.,t)
and hence
o , ,._2, ,_(_; _-,t________)
_- .,flt_)_ t_)_(_;x_:,t)
o 1¢= _(_;m,t) ~ ¥(1-¥)fl_ _ _- Oq S f/(_p)G2 (99)
(4s)
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is introduced as a closure in Eq. 47. The validity of this expression is evaluated
against the DNS results in Fig. 8.
The determination of this flarnelet range is still unproven at this stage. However,
we speculate that a criterion based on the imbalance between the reactive-mixing
terms and the flamelet term (Eq. 48), both present in the pdf equation, may emerge
to determine dynamically the values _0(x_, t) and _px(_x,t).
The partially closed system may be written:
& = ¢,
DP(_;_z, t) 1 0 Sp(_)G2(_) ,
nt = (1_ ¥)
--(1. a(_; x_.,t,,_,_.._. [(---_t ) P(_;x_,t'], - _
in which closed expressions for the strain rate and for turbulent transport remain to
be included. The LMSE (or IEM) mixing model (Dopazo 1994) has been chosen for
the outer flamelet zone and rt is a characteristic mixing time scale. Monte, Carlo
simulation is appropriated for the pdf equation (Pope 1985), while a continuous
solution can be considered for a determinate numbers of bins for which the sdf
equation is solved.
5. Conclusion
Because the motion of iso-surfaces is strongly connected with the transport phe-
nomena at all scales of the turbulent flow, the behavior of scalar iso-surfaces in
multi-component reacting mixture is a topic of fundamental interest. It is possible
to develop some mathematical tools that describe the properties of these surfaces.
In particular, a transport equation for global variable has been established and a
solution for material surfaces evolution has been proposed. When introducing a
surface density function, a possible link between the well-known pdf approach for
turbulent combustion modeling and surface modeling emerges. From this point an
attempt is made to develop a unified treatment of pdf and sdf for premixed turbu-
lent flames. Direct numerical simulations results axe used to analyze the internal
structure of turbulent premixed flames and to estimate the validity of the proposed
modeling.
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Passive turbulent flamelet propagation
By Win. T. Ashurst, 1 G. R. Ruetsch 2 AND T. S. Lund 2
We analyze results of a premixed constant density flame propagating in three-
dimensional turbulence, where a flame model developed by Kerstein et aL (1988)
has been used. Simulations with constant and evolving velocity fields are used,
where peculiar results were obtain from the constant velocity field runs. Data from
the evolving flow runs with various flame speeds are used to determine two-point
correlations of the fluctuating scalar field and implications for flamelet modeling are
discussed.
1. Introduction
For some applications, it is useful to consider the premixed flame structure as
unchanged by turbulence and to cast the problem as a flamelet moving through
the flow with a known density jump (Lifign & Williams, 1993). A further assump-
tion is to ignore the density change and consider passive flamelet propagation. We
find that these constant-density flames do reveal possible mechanisms of turbulent
flame propagation (Ashurst, 1994). Therefore, the ftamelet assumption has been
exploited in order to decouple the complexity of chemistry from that of turbulence.
To investigate flame stability, Markstein wrote a flame evolution equation in 1964,
but lacking a computer, he was restricted to a stability analysis. Markstein's no-
tation was f for a flame with volume expansion; while a passive formulation has
acquired the letter G; we distinguish between these fiamelet models by using f when
volume expansion is considered and G when it is not. The special initial condition
formulated by Kerstein et al. (1988) is G = x for the evolution equation
OG
--_ + u. VG = SLIVGI (1)
where the right side describes Huygens' propagation with SL as the burning velocity.
This nonlinear term makes the initial condition very special: it provides a connection
between flame area and the gradient of G. The scalar gradient corresponds to the
flame surface density, that is, flame area per unit volume. In this passive formulation
any level surface represents a flame and spatial derivatives of G define the geometry
of that particular surface, thus the actual magnitude of G is not important. This
formulation allows a numerical simulation which follows Damk6hler's idea: creation
of flame area by turbulent motion causes an increased consumption rate. Now,
with the passage of fifty years, the computer can easily determine passive flame
area within a turbulence simulation and, when the motion is forced, a statistically
steady propagation is achieved.
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2. Summer objective
The initial suggestion for the Summer Program was motivated by the previous
work of Lund & Rogers (1994) which examined the eigenv_lues of the strain-rate
tensor in forced, homogeneous, isotropic turbulence. Their velocity fields, on meshes
up to 2563, could be used as a frozen flow in which the propagation of the scalar
G would be done, and thereby, obtain the G statistics at a smaller cost. This
suggestion did not work. The frozen flow created very large distortions in the G
level surfaces, so large that a single surface was connected across the periodic system
length. This occurred because the amplitude of flame distortion in a frozen flow
is proportional to the rms velocity of the velocity mode (Ashurst et al., 1988) and
the lowest modes have the largest energy content in these forced simulations. Since
any level surface represents a flame in this passive model, the large distortions
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FIGURE 2. Autocorrelations iRll (top) and iR2_ (bottom) for u' = 2SL. The line
types follow the convention in Fig. 1.
correspond to flames interacting with their own periodic image and this is not
desirable. The distortion amplitude is reduced when the flow has a time variation,
and so evolution of both the velocity field and the scalar G field has been done with
323 systems.
Previous G field simulations have been done with finite-difference techniques
where the truncation error combined with grid-resolution suppresses large gradi-
ents in the G field. These large gradients correspond to a cusp in a G surface, and
the cusps are formed by the Huygens' propagation mechanism. Cusp formation and
the pseudo-spectral solution technique are not compatible, and so a hyperdiffusivity
term was added to the dynamical equation of the form DV 4 G with D = 4u.
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3. Isotropic propagation
Are the scalar fluctuations of G isotropic? Peters (1992) considers an ensemble
of flamelets travelling from all directions into a spatial domain, and so within this
domain the fluctuations are assumed to be isotropic. Thus, the weU-developed
analysis of isotropic, homogeneous turbulence may be applied to the geometry of
these flamelets. The geometry is related to the scalar fluctuations as a consequence
of the initial condition that G = x. The fluctuations correspond to the negative of
the flame displacement from the transverse plane associated with that particular
flame: use g' = G - z, and by adding a constant so that G = 0, we obtain g' as the
negative displacement from the mean flame location where G = 0. The additive
constant can be done for any plane normal to the mean propagation direction, and
thereby we relate gl values to flame displacement from a transverse plane.
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FIGUIIE 4. Passive front propagation through the swirling flow created by a
Gaussian distribution of vorticity, the maximum swirl velocity is 0.8SL and the
spatial unit is 4r/with a time interval between flame images of 2_7/SL. The filled
circles are points which are moved in the local flame normal direction, and the
change in their spacing with time indicates the stretching of the flame surface.
To examine this issue with the numerical simulations, two scalar fields were com-
puted within the domain: G1 with mean gradient in the x direction and G2 with a
gradient in the y direction. For analysis of the scalar fluctuations, the mean gradi-
ent is removed (gl = G1 - x -t- xo and g2 = G2 - y -t- yo) and the values of xo and
yo are determined so that gl and g2 have a zero mean volume average. Division by
their rms values provides autocorrelations with value of unity for zero separation.
We can define a general two-point correlation as:
 Rjk(r) = gi(x)gk(x + re,)
where autocorrelations refer to instances where j = k and cross-correlations other-
wise. Autocorrelations for simulations with u _ = SL/2 and u _ = 2SL are shown in
Figs. 1 and 2. This data in these figures are taken from a single realization of the
scalar field. Due to the limited sampling the correlations are not fully converged,
but do exhibit dominant trends which we now discuss.
When u _ -- SL/2, the autocorrelation is larger in the direction of the imposed
mean gradient (for either gl or g_). Therefore, the Huygens' propagation domi-
nates over the distortions created by the velocity fluctuations and the passive scalar
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fluctuations do have a directional bias. However, when u' = 2SL, then the autocor-
relations no longer show as strong a directional dependence.
The cross correlations indicate a negative value for zero separation and an asym-
metric nature with respect to direction of the separation, see Fig. 3. We now
speculate on why this is so. In Fig. 4, we present flame shapes created by passive
propagation through the swirling flow created by a Gaussian distribution of vortic-
ity. The propagation is from right to left, corresponding to a scalar G field with
mean gradient increasing towards positive x. To the right, before the flame interacts
with the vortex, the straight flame implies that g' ,,, 0 along that flame surface. On
the left side, after the interaction, the flame is distorted so that above the vortex
center g' > 0 and below the center g' < 0. Hence, the swirling flow combined with
Huygens' propagation creates asymmetric flame shapes. Taking Fig. 4 and rotat-
ing it a quarter of a turn counter-clockwise gives the solution for the scalar field
G2 which has its mean gradient towards +y. Now the cross-correlation between
G1 and G2, using g[ and g_, has a significant contribution in only one quadrant,
the lower-left quadrant in Fig. 4, where g[ < 0 and g_ > 0 producing a negative
cross-correlation for zero separation.
4. Future work
Visualization of the intense vorticity and its relationship to flame area will be one
aspect of future work. In previous work, Ruetsch & Maxey (1992) found that intense
passive scalar gradients occur between vortical regions; will the same structure occur
in a propagating, passive scalar field?
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Simulation of a turbulent flame in a channel
By G. Bruneaux 1, K. Akselvoll 2 , T. Polnsot s AND J. H. Ferziger 2
The interaction between turbulent premixed flames and channel walls is studied.
Combustion is represented by a simple irreversible reaction with a large activation
temperature. Feedback to the flowfield is suppressed by invoking a constant density
assumption. The effect of wall distance on local and global flame structure is inves-
tigated. Quenching distances and maximum wall heat fluxes computed in laminar
cases are compared to DNS results. It is found that quenching distances decrease
and maximum heat fluxes increase relative to laminar flame values. It is shown
that these effects are due to large coherent structures which push flame elements
towards the wall. The effect of wall strain is studied in flame-wall interaction in
a stagnation line flow; this is used to explain the DNS results. It is also shown
that 'remarkable' flame events are produced by interaction with a horseshoe vortex:
burnt gases are pushed towards the wall at high speed and induce quenching and
high wall heat fluxes while fresh gases are expelled from the wall region and form
finger-like structures. Effects of the wall on flame surface density are investigated,
and a simple model for flame-wall interaction is proposed; its predictions compare
well with the DNS results.
1. Introduction
The interaction of a turbulent premixed flame with a wall is quite complex. First
the flame is strongly influenced by the presence of the wall; which limits flame wrin-
kling and may cause the flame front to quench. Moreover, the flame has a significant
effect on the flow in the vicinity of the wall: viscosity is greatly increased in the
burnt gases, inhibiting turbulence. At the same time, flame elements approaching
the wall increase the heat flux to as much as 1 MW/m 2 in practical situations. For
these reasons, modeling flame-wall interactions in turbulent flows is an important
issue (Amsden et al. 1985, Clendening et al. 1981, Lu et al. 1990). Models which
try to predict these phenomena are available (Jennings 1992, Poinsot et al. 1993).
However, little fundamental information is available so model building is a difficult
exercise. An additional problem is that experiments are difficult to perform because
the interesting phenomena occur very close to walls (typically less than 1 mm).
Our objective is to explore the flame-wall interaction mechanisms using three-
dimensional direct numerical simulation (DNS). Two-dimensional variable-density
simulations were performed in 1992 (Poinsot and Haworth, 1992) and led to a model
1 Institut Francais du Petrole, France and CTR, Stanford University
2 Stanford University
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158 G. Bruneaux, K. Akselvoll, T. Poin_ot _ J. Ferziger
used in piston engines (Poinsot et al. 1993). One of the main difficulties was the
lack of a statistically stationary turbulent flow field. In the present study, a constant
density turbulent channel flow was used. This has advantages and drawbacks: (1)
the turbulence characteristics in the channel flow are well known and stationary
which allows easy computation and (2), a constant density approximation has to
be used, prohibiting feedback of the flame effects to the flow. However, this is a
cost-effective approach.
2. Numerical method and configuration
In this study we extended the three dimensional DNS channel flow code written by
Akselvoll & Moin (1993) to take reaction into account. Temperature and fuel mass
fraction are treated as passive scalars and do not affect the flow. The flow solver
has not been modified and is independent of the solver for the chemical species.
_.I Basic equations
The flow solver solves the Navier-Stokes equations for an incompressible, constant
viscosity flow:
O_i O_ 0"_ ujui O2_i
= -or__- a_j +,_ (1)
O_ o (2)
The reaction solver solves the energy and species conservation equations, which
allow convection, diffusion, and reaction effects:
o 7+ 0r, :_7,
op% o_2F o ,_/ OfF
+ :
(3)
(4)
The superscript (~) refers to physical variables; absence of a superscript indicates
a dimensionless variable.
We assume that _'D = "_DID* where D* = (T[71) b and A = A1A* where A* = D*.
The subscript 1 refers to the fresh gases, and the subscript 2 refers to the burnt
gases.
The reaction is represented by a simple one-step mechanism, corresponding, for
example, to lean combustion in which fuel is the limiting factor in determining the
reaction rate (Williams, 1985). The reaction rate is expressed as:
where B is the pre-exponential factor and T, is the activation temperature.
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The equations are nondimensionalized using the following dimensional quantities:
_'r, the friction velocity at the wall, h, the channel half width, T1, the temperature
in the fresh gases, T2, the temperature in the hot gases, _, the fuel mass fraction
in the fresh gases.
Physical and dimensionless variables are related in the followin_ way:
giving the set of dimensionless equations:
Oui Op Oujui 1 02ui
= + Re (6)
Oui
o%.= 0 (7)
or au,r 1 a
--_ + 8z----'["= RePr Oxi \ cgzi ] + _vn (8)
CgYF OuiYF 1 a (D*
+ Ox----"_= RePrLe Ozl _, _z_ ] - wR (9)
where the Reynolds number is Re = _ , the Prandtl number is Pr = _, and
the Lewis number is Le = ,_--. The reaction rate expression can be reduced to
pcp Dt
(Williams, 1985):
_(1- T) '_wR = DaYFezp 1 - a(1 - T)] (10)
where a is the temperature factor a = (T2 - T1)/T2, fl is the reduced activation en-
__ _
ergy/3 = _Ta/T2, and Da is the reduced pre-exponential factor Da = _ exp - .
ur
_.I_ Numerical implementation
These equations are solved in a Cartesian coordinate system using a second-order
finite difference scheme. All terms are treated explicitly except the diffusive terms in
the wall-normal direction in the momentum equation, which are treated implicitly.
The time discretization is second-order Adams-Bashforth for the explicit terms and
second order Crank-Nicolson for the implleit terms. The pressure is used to correct
the velocity field so that it satisfies the continuity equation; this requires a Poisson
solver.
The flow and flame structure are computed on different meshes. The mesh
spacing for the flow needs to be small enough near the wall to resolve the vis-
cous sublayer, typically Ay+ = 0.1, but in the center of the channel, Ay+ = 8
is sufficient (Kim et al. 1987); here the superscript (+) denotes wall units. Be-
cause the structure of the turbulence is elongated in the streamwise direction,
Ax + = 35 and Az + = 5. The mesh distribution along the y axis is given by
(tanh(a-_f(1-(j-1)/(NY-1))))y j- = 1 _ where a is a stretching parameter. Large
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values of a distribute more points near the wall. NY is the number of points and
YL is the size of the box in the y direction.
The flame computation is best done on a uniform mesh in all directions in order
to resolve the flame equally well everywhere in the computational domain.
For this reason, different meshes are used in the computation, one for the velocity
and pressure, and another for the temperature and fuel mass fraction. The velocities
are interpolated from the flow mesh to the reaction mesh. Three-dimensional linear
interpolation based on data at the eight corners of the smallest box (of the flow
mesh) surrounding the reaction grid point is used. This interpolation procedure
was tested by running laminar flame-wall interaction cases in two dimensions and
does not introduce additional error because the velocity grid near the wall is much
denser than the temperature grid.
2.3 Initial and boundary conditions
The walls are no-slip and isothermal. The flow, temperature and mass fraction
fields are periodic in the x and z directions.
The initial conditions for the flow are obtained by running the flow solver until
stabilized (in the statistical sense) values of the velocities and pressure are obtained.
The temperature and mass fraction are introduced at t = 0 as two back-to-back
one-dimensional laminar flames propagating towards the walls.
3. Code validation and computation of reference flows
3.1 Computation of non-reacting turbulent channel flow
A first calculation was made without a flame to validate the flow solver. The
flow field is initialized from a random field, and is run until the values of velocities
and pressure stabilize. Mean quantities are calculated by averaging in the z and z
directions and time.
The configuration is the minimal channel flow with Re = 180, and uses a stretch-
ing factor a = 2.9. The dimensions of the domain are XL = 3.14159, YL = 2., and
ZL = 0.908, with NX = 18, NY = 130 and NZ = 34. The results are consistent
with well-known results of channel calculations (Kim et al. 1987). Fig. 1 shows
the mean velocity profile along with the log law, and Fig. 2 shows the profiles of
turbulent velocity components compared to the results of Kim et al. 1987. The dis-
crepancies are due to the fact that we have performed a minimal channel simulation
while Kim et al. did a full channel simulation.
3._ Quenching of laminar flames on walls in stagnant flow
One-dimensional calculations were performed to validate the reaction solver. The
temperature profile of a constant viscosity flame is calculated using an analytical-
numerical approach (Rutland 1989). Then this profile is used as an initial condition
to compute a flame having variable transport properties with the reaction code,
in which the flame is stabilized by prescribing a uniform inlet velocity equal to
the flame speed. The temperature profile obtained is then used to initialize the
flame-wall interaction calculation (laminar or turbulent).
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FIGURE 1. Profilesof mean velocitycompared to the laminar and log laws.
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We first performed a one-dimensional calculation corresponding to head-on quench-
ing in stagnant fluid. The flame propagates normal to the wall, fresh gases are
trapped between the flame and the wall, and the fluid velocity is zero everywhere.
The flame consumes reactant as it moves towards the wall. When the flame-wall
distance 6 reaches its minimum, the wall heat flux @ is maximum; the consumption
rate sc decreases to zero exponentially thereafter, as shown in Fig. 3. The phenom-
ena occurring in this interaction have been discussed previously (Adamczyk and
Lavoie 1978, Carrier et al. 1979, Wichman and Bruneanx 1994). The fiame-wall
distance is non-dimensionalized by a typical flame thickness d = A/('_cps °) to form a
Peclet number Pe = 6/d and the wall heat flux is non-dimensionalized by the flame
power P = "_cps_(T2 - _'1) to produce a reduced heat flux ¢ = @/P. At quenching
the minimum Peclet number is Pe = 3.68 and the maximum reduced wall heat flux
is ¢ = 0.56. These values are different from the previous results of Poinsot et al.
(1993) because the assumptions are different; in particular, they allowed variable
density and had a different Prandtl number (Pr = 0.75).
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Table I. Fixed parameters for DNS of turbulent channel.
Re Le Pr b a /3 Da s_/u, 6°/h ,_/d
_SO. L 0.5 _. 0.75 6. SO.4 0.36 0._ 5.0
We investigated the influence of grid resolution on the laminar flame speed (mass
consumption rate) for a stabilized flame and on the maximum wall heat flux during
flame-wall interaction. The results are shown in Fig. 4. For the maximum wall
heat flux we also compared first and second order treatment of the wall boundary
.... [._Yx__ 0 The results show that 65 points in the half-channel and
confll_lon i D - ----\ Y /wall
a second order scheme at the wall suffice.
3.8 Quenching of laminar flames on walls in s_agnation line flow
We also performed one-dimensional calculation of flame interacting with a wall
in a stagnation line flow. A flow field corresponding to a stagnation line flow with
0_ -F; F, the strain rate is non-dimensionalized by the inverse characteristic
_=
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FIGURE 3. Time evolution of wall heat flux, flame speed (consumption rate), and
flame-wall distance for a laminar flame-wall interaction in a stagnant flow.
flame time scale o ost//_t to produce a reduced strain rate 7 = A typical
result for strained flame-wall interaction is presented in Fig. 5, for 7 = 5. At
first, the flame adjusts to the flow and the flame speed decreases to a stable value.
Then the flame begins to interact with the wall. Because the flame is convected
towards the wall, the interaction is faster than in the stagnant flow and produces a
higher maximum wall heat flux and a smaller minimum flame wall-distance. In the
stagnant case, the interaction lasts about 6 flame times, while for a strained flame
with 7 = 1, it lasts 3.5 flame times, and for 7 = 5, 3 flame times. Fig. 6 shows the
effect of the strain rate 7 on the maximum wall heat flux ¢ and on the minimum
flame-wall distance Pc.
4. Results for turbulent flame wall interaction
4.1 Evolution of global quantities during interaction
Fig. 7 presents the evolution of the mean fuel mass fraction, the turbulent flame
speed, and the total turbulent flame surface for a typical periodic run together with
the laminar values. The parameters are those of the non-reacting flow and the
laminar flame.
Early in the simulation, the flames are not yet wrinkled and are located near
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the center of the channel where the turbulence is weak. After t/t f > 3 where
t I = d/st = A1/pcp(s°) 2, d is a typical flame thickness and sT, the laminar flame
speed, wrinkling increases as does the consumption rate of reactants, producing
a maximum turbulent flame speed 1.5 times the laminar flame speed. Then, at
t/ty = 10, the flames begin to interact with the walls and the consumption rate is
reduced due to lack of reactants. The turbulent flame speed is never constant.
Fig. 8 presents the surface with T = .85 and the reaction rate in the turbulent
flame at tit I = 9. Quenching is observed, and a finger-like structure is also present.
The mechanism of formation of this structure will be explained below.
4._ A correlation between local wall strain rate and flame quenching
For practical applications the most important quantity is the maximum wall
heat flux. Fig. 9 displays the variations of the minimum flame wall distance and
the maximum wall heat flux (normalized by laminar quantities) with time. Fig. 9
also displays the effect of grid resolution on these quantities: a second calculation
was performed with twice the number of points in the y direction. No effect of
grid resolution is seen. Clearly, the turbulent flame comes closer to the wall and
produces higher heat fluxes than the unstrained laminar flame. This differs from
results obtained previously and appears to be due to the structure of the turbulence.
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FIGURE 5. Time evolution of wall heat flux, flame speed and flame-wall distance
in a laminar flame-wall interaction in a stagnation line flow with "r= 5. _ flame
speed/laminar flame speed, --- wall heat flux/flame power (if), ----- flame-wail
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In the simulations of Poinsot et al. (1993), the turbulence was two-dimensional
so there was no small scale structure near the walls. In the present case, the
typical quenching distance 60 is larger than the viscous sublayer thickness (typically
//_ _ 28) and turbulent structures modify the structure of the flame near the wall.
Another way of presenting this phenomenon is to look at trajectories in a (Peclet
number-heat flux) diagram. Fig. 10 presents such trajectories for the laminar flame,
for the turbulent flame at t/t/= 7.3, and for two strained laminar flames. The en-
velop of the turbulent results lie close to the trajectory of the laminar strained flame
with 7 = 5,indicatingthatthe effectisprimarilydue to the strain.This was fur-
therchecked by computing the strainratestatisticsshown inFig. 11. Because the
strainrateisnot constantinthe turbulentcase,we plottedthe normal component
ofthe velocityatthe flame locationdividedby the flame-walldistance.We willsee
in the next sectionhow theselargestrainratesare created.
4.3 The importance of flow structures
Near-wall coherent structures have a strong effect on the flame. In the case
presented here, we find the interaction of a horseshoe vortex with the flame is quite
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FIGURE 8. Snapshot of isosurface of temperature T = 0.85, along with reaction
rate isolines and fuel mass fraction field, t/t I = 9.
important. It produces the following events:
(1) The horseshoe vortex pushes burnt gases towards the wall and leads to flame
quenching with small Peclet number and large heat flux.
(2) At the same time, the other side of the horseshoe vortex pushes fresh gas
away from the wall, leading to the formation of an unburnt gas tongue; tongues
similar to this one have been seen in experiments.
Fig. 12 shows an instantaneous picture of a one-legged horseshoe vortex wrapping
a flame and leading to quenching at the wall and ejection of fresh gas.
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5. A model for the quenched interface density
5.1 Mean quantities
Since periodic boundary conditions were used, averaging may be performed in the
two directions parallel to the wall (z mad z) at each instant. Quantities computed
using conventional averaging include the mean fuel mass fraction YF, the mean
temperature T, and the mean reaction rate _. It is convenient to replace the
mean reaction rate _ by an equivalent reactive flame surface density _R defined by
_1_ = -_/s_. Profiles of these quantities are plotted in Fig. 13.
We also estimated the density _ = (_l) of interface between fresh and burnt
gases. E' is the local surface to volume ratio, calculated where the surface (defined
as the isosurface with reduced temperature 0.85) is approximated using the angle
between the local temperature gradient and a coordinate direction (Rutland 1989).
In the absence of quenching or strain, _ is related to _ by _ = _s_ or _R =
(we used Lewis number unity for this flame. Near the wall, part of this interface
is quenched so _ < _s_. We will characterize quenching by the quenched fraction
defined by Q =
II "
Early in the simulation (tit I = 1.8, Fig. 13), the flame is far from the wall, no
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quenching takes place, and the profile of the interface density _ matches the profile
of the normalized reaction rate _R. The noise in Fig. 13 is due to the fact that
E is computed by estimating surface area while the mean reaction rate _ and the
reactive interface density _R are computed using conventional averages. The mean
fuel mass fraction at the wall is still the initial value and the burnt gases occupy
only a small fraction of the channel. The quenched fraction Q is zero everywhere;
the wall heat flux is also essentially zero.
Later (t/t! = 12.8, Fig. 13), the flame brush starts to interact with the wall
and quenching takes place. This increases the interface density relative to the
reactive interface density and thus the quenched fraction near the wall. The mean
temperature gradient is not zero at the wall, indicating that the mean wall heat
flux is no longer zero (see Fig. 9). In addition, the mean fuel mass fraction at the
wall starts to decrease.
Finally (t/t I = 14.7, Fig. 13), most of the fresh gases in the channel have been
consumed and the interface density is much larger than the reactive surface density.
Most of the interface is quenched. Very little fuel is available and the wall heat flux
is large.
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FIGURE 11. Trajectories in Pe-(equivalent) normal wall strain rate diagram at
tit I = 7.3.
5._ A model for the quenched interface fraction
It is well known that interaction between flames and walls or, more generally, the
behavior of non-adiabatic flames may be characterized in terms of enthalpy loss LH
(Williams 1985, Wichman and Bruneaux 1994) defined by
LH = 1 -- (YF + T) (11)
In an adiabatic premixed flame with unity Lewis number, Ln is zero everywhere.
When the flame is non-adiabatic (as near walls), LH increases, which indicates that
quenching is possible. This is true for turbulent flames if we assume that heat and
species diffuse at the same rate (turbulent Lewis number equal to unity).
A simple model for the quenched interface fraction Q may be derived by assuming
that Q is proportional to the enthalpy loss L_ times the interface density:
Qmoaei = Lu * _ * LQ (12)
where Lq is a multiple of the laminar flame thickness 6_. For the present, we assume
Lq = 106_.
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FIGURE 12. Snapshot of isosurface of low pressure (which marks a horseshoe
vortex) together with the velocity and fuel mass fraction fields at t/t I = 7.3.
Despite its simplicity, this model retains much of the physics of flame quench-
ing: quenching occurs only where flame surface is present and the flame has lost
significant enthalpy.
This model was tested against DNS results and the results are given in Fig. 14.
The agreement between the modeled value Qmodel and the DNS value Q is good.
The model predicts both the spatial extent of the quenching as well as its magnitude.
Only late in the simulation (t/t I = 14.7, Fig. 14) does the model underpredict the
extent of quenching and then only in the region fax from the wall.
Conclusions
Direct numerical simulations of flame-wall interactions have been performed using
a three-dimensional channel flow code and a constant density reaction solver. Non-
reacting turbulent flow and laminar reaction in stagnant and stagnation line flow
were used to validate the code. In turbulent flows the wall heat fluxes are much
higher than in the laminar stagnant flame-wall interaction. This is due to the
turbulence which convects flame elements towards the wall, inducing high heat fluxes
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to the wall. The turbulent flame was compared to a flame in a stagnation line flow,
leading to the conclusion that high wall heat fluxes are due to high normal strain.
In the turbulent case, the high normal strain is generated by horseshoe vortices
which push flame elements towards the wall while fresh gases are convected away
from the wall, forming finger-like structures. A model for the quenched fraction of
interface was proposed and compares well to the DNS results, despite its simplicity.
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Fundamentals group
The participants in the fundamentals section used numerical simulation results
to answer fundamental questions regarding the nature of turbulence. Of the six
papers in this section, three are concerned with homogeneous turbulence. Go-
toh & Rogallo and Pullin & Rogallo investigated the statistics of the pressure in
isotropic turbulence while Chasnov studied the the existence of asymptotic simi-
larity states in decaying axisymmetric turbulence. The other three papers are on
a wide range of topics. Verzicco & Shariff report on studies of sound generation
by three-dimensional instabilities of vortex rings. Three-dimensional instabilities
of stream-wise vortices in channel and Couette flow were investigated by Cough-
lin, Jim_nez & Moser. Finally, simulations of supersonic turbulent boundary layers
were studied by Guo & Adams. A brief discussion of these reports follows.
In Pullin & Rogallo, the pressure as well as dissipation and enstrophy spectra
obtained from DNS and LES simulations of isotropic turbulence were studied. There
was weak evidence of a k -7/3 spectrum, as expected from Kolmogorov-like analysis.
There was also evidence of an inertial range in the dissipation and enstrophy power
spectra. Of key interest here, though, was the Kolmogorov constants for the pressure
spectra, which were compared to predictions based on two models of the turbulence
statistics, one being based on a joint normal hypothesis, and the other based on the
spiral vortex model of Lundgren (1982). The value obtained from the simulations
is more than a factor of two higher than the model predictions. However, there are
uncertainties in the simulation results for the pressure related to the finite domain
size and modest Reynolds number, so these results are not conclusive.
Gotoh & RogaUo also looked at the pressure statistics in isotropic turbulence,
but in their case the main interest was in the PDF's and other statistics of pressure
and its gradients. Several interesting observations were made. For example, they
note that the pressure PDF is highly asymmetric, with an exponential tail for the
negative fluctuations. This is consistent with the occurrence of low pressure in the
core of intense vortices. Also, the Lagrangian two-time correlations of the pressure
gradient has a much smaller time scale than the velocity.
Using large-eddy simulation, Chasnov found that decaying axisymmetric homo-
geneous turbulence evolves to similarity states, with different states depending on
the nature of the initial spectrum. In the similarity state, the spectrum decays self-
similarly as a power-law in time. As in isotropic turbulence, the power law exponent
depends on the form of the initial spectrum at low wavenumber (i.e. E(k) o¢ k s for
s = 2 or s > 2) Interestingly, Chasnov also found that only for s > 2 does the flow
relax toward isotropy. When s = 2, the low wavenumbers are frozen into the k _
form and are also frozen into anisotropy.
Instabilities in vortex rings were studied by Verzicco & Shariff, and in particular,
they were interested in the sound generated by the evolution of three-dimensional
modes on a vortex ring. They successfully simulated a vortex ring undergoing three-
dimensional break-down and obtained results consistent with previous observations.
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However, the computation of the resulting sound proved more difficult. To com-
pute the sound via the theory of MShring, moments of the vorticity are computed,
and these cause difficulties due to the artificially imposed radial and stream-wise
(periodic) boundary conditions. The authors were not able to obtain a result that
was independent of the size of the integration domain for computing the moments.
The work by Coughlin et aI. was based on the speculation that the evolution of
three-dimensional instabilities in the near-wall region of a turbulent flow may be
similar to the instabilities of the vortices in Taylor-Couette flow. This is studied by
applying an analysis similar to that of Coughlin & Marcus to the minimal channel
and the minimal Couette flow. The stream-wise vortices in these flows are con-
sidered to be quasi-steady since they decay very slowly, and instabilities growing
with these vortices as a base-flow are investigated. It is found that these vortices
are indeed unstable to three-dimensional disturbances on a time scale much shorter
than the decay of the vortices, suggesting that this instability is responsible for the
growth of turbulence in the minimal flows. It would be interesting if these results
could be applied to a full-scale turbulent wall-bounded flow.
In Guo & Adams, direct numerical simulations of compressible boundary layers
with Mach number up to 6 were attempted. A parallel flow approximation similar
to that used by Spalart for incompressible boundary layers was used. In this work
the numerical simulations were actually done elsewhere (at DLR in Germany) and
the data was brought for analysis during the summer program. During the course
of the analysis, it became clear that the high Mach number flows suffered from too
small a computational domain. This was caused by the hot wall (adiabatic in the
mean) boundary conditions which cause the viscosity to increase markedly near the
wall. This resulted in streaks with stream-wise and span-wise sizes that were too
large for the computational domain. In these cases the turbulence length scales are
much larger near the wall than away from the wall, which is the opposite problem
from incompressible flows.
Robert D. Moser
Center for Turbulence Research
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Pressure and higher-order spectra
for homogeneous isotropic turbulence
By D. I. Pullin 1 AND R. S. Rogallo 2
The spectra of the pressure, and other higher-order quantities including the dis-
sipation, the enstrophy, and the square of the longitudinal velocity derivative are
computed using data obtained from direct numerical simulation of homogeneous
isotropic turbulence at Taylor-Reynolds numbers Rx in the range 38 - 170. For the
pressure spectra we find reasonable collapse in the dissipation range (of the velocity
spectrum) when scaled in Kolmogorov variables and some evidence, which is not
conclusive, for the existence of a k -7/3 inertial range, where k = Ik[ is the modu-
lus of the wavenumber. The power spectra of the dissipation, the enstrophy, and
the square of the longitudinal velocity derivative separate in the dissipation range,
but appear to converge together in the short inertial range of the simulations. A
least-squares curve-fit in the dissipation range for one value of Rx = 96 gives a form
for the spectrum of the dissipation as k ° exp(-Ckrl), for kr/> 0.2, where 77is the
Kolmogorov length and C _ 2.5.
1. Introduction
The collapse of data for the various forms of the velocity power spectrum when
scaled in Kolmogorov variables of the form
E(k) = (.5(e))'/'yl(k0), (1)
is well established as either an exact, or at least a very good approximation at
large Reynolds numbers, by both experiment and numerical simulation; see for
example Saddoughi & Veeravalli (1994) for an update of a graphical compilation
originally due to Chapman (1979). In (1) E is either the shell-summed spectrum or
a form of the related one-dimensional spectra, r/= (V3/(_)) 1/4 iS the Kolmogorov
length, and (_) is the volume-averaged dissipation. The aim of the present work
is to use numerical data bases obtained from direct numerical simulation (DNS) of
homogeneous isotropic turbulence to study the power spectra of several quantities
that are quadratic in the velocity or its spatial derivative. It is hoped that the
results may be useful for testing the predictive capability of theories or models of
turbulent fine scales as well as adding to our basic understanding of turbulence in
the inertial and dissipation ranges.
1 Graduate Aeronautical Laboratory, California Institute of Technology, Pasadena CA 91125
2 NASA Ames Research Center
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We shall consider two-point correlations and associated power spectra of quanti-
ties that are scalar functions of position in homogeneous isotropic turbulence. Let
q(x, t) be an arbitrary function of position x -- (xl, x2, Xa) and time t, and denote
its Fourier transform by
_(k) - 8_ 3 q(x)e -ik'xdx. (2)
In (2) and subsequently we have suppressed the explicit dependence on t. Define
the two-point one-time correlation of q(x) at points x, x + r by
Q(r) -- (q(x)q(x + r)), (3)
where (...) is a volume average over x. The Fourier transform of Q(r) is
n(k)- 1 (4)
and it is easy to show that
II(k) = 4(k)q*(k), (5)
where * denotes the complex conjugate. On integrating (5) over the surface of a
sphere S(k) of radius k in k-space, we obtain
Eq(k) = f /S(k) II(k)dS(k). (6)
We shall refer to q(k)q'(k) as the power spectrum of q(x) and to Eq(k) defined by
(6) as its shell-summed power spectrum. When the turbulence is isotropic and q(x)
is an invariant scalar in the sense that its value at any point is axis independent,
then Q(r) = Q(r), r = Ir], and II(k) = II(k), k = Ik]. The right-hand side of (6) is
then equal to 47rk2II(k).
We consider power spectra of four quantities for which q(x) is identified in turn
with the following: the pressure-density ratio p(x), the dissipation _ = 2v(Oui/Ox I +
Ouj/Oxi)2, the enstrophy density 12 = w 2, and a quantity proportional to the square
of the longitudinal velocity derivative T = 15(Ou) 2, where Ou - Oul/Oxl and
u = (ul, u2, ua) is the velocity vector. We denote the shell-summed power spectra
of these quantities, in Kolmogorov scaling variables, respectively by
G(k) = (_)3/4v7/4h(k,).
E_(k) = (_)7/,_-s/, h(k,).
ET(k) = (e)'/4v-5/4 fs(k.).
(7)
(s)
(9)
(10)
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For homogeneous isotropic turbulence, (e), (ft), and (T) are nonzero and satisfy
the relations
(_) = ,_(_) = _,(T). (11)
In (8-10) these mean values are subtracted, and the integrals of the right-hand sides
over k = (0, oo) are equal to the fluctuations, respectively, (e'2> = ((_ -(e))2),
We remark that (Oul/Oxl) 2 is not a proper scalar, but is one component of the
fourth-order tensor
oxi ] \oxm )
whose two-point correlation is an eighth-order tensor. As a consequence the power
spectrum of T is not uniform over spherical surfaces in k-space. We nevertheless
treat T as if it were a scalar for the reason that it has been used as a surrogate for
e in experiment, being the gradient-variance that can most easily be measured with
a hot-wire probe. It is therefore of interest to compare its fluctuations with those
of e and f_. Note that (3-5) remain valid and (6) may still be applied.
2, Data bases
For the most part we have used data from the forced DNS runs of Jim_nez et al.
(1993), henceforth referred to as JWSR. See their §2 for a detailed description of
the numerical experiments and their Table 1 for a summary of the flow parameters.
Our data base differs from JWSR Table 1 as follows: first, JWSR take both volume
and time averages, the latter being over several large-eddy turnover times, whereas
our results are based on Fourier coefficients of the velocity from a single time frame,
being the last for the run. Comparisons made with one-time results at earlier
times separated by a substantial fraction of a large-eddy turnover time indicated
that statistical equilibrium had been obtained. Because we are using a single time
frame our values R_ = 38 (643), 65 (128a), 96 (2563), and 170 (2563) (the bracketed
number gives the numerical grid resolution N 3) differ slightly from those of JWSR.
Secondly and more importantly, our largest R_ run was at a resolution of 256 a
compared to the 5123 run of JWSR which was unavailable to us. Since the 2563
data at R.x = 170 has kmaxq ._ 1.0 compared with k,,axq ._ 2.0 for all the JWSR
runs, it may be somewhat under-resolved. All shell-summed spectra were calculated
directly from coefficients in k-space with de-aliased quadratic products evaluated in
physical space. Those for the pressure were obtained from a solution of the relevant
Poisson equation.
For the pressure spectra, in addition to the DNS runs, we also consider results
from two kinds of LES (large-eddy simulation) runs. The first of these utilizes a
method in which, at every time step, the magnitudes of the Fourier components of
the velocity are adjusted, with no change to either the relative magnitudes in the
(xl, x2, x3) directions or the complex phases, such that the velocity spectrum was
locked to a k -s13 form. We will refer to this as Locked-E LES (She & Jackson,
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FIGURE 1. Compensated velocity power spectra in Kolmogorov units. _ R_ =
170, .... Rx = 96, ........ Rx = 65, ----- Rx = 38.
1993). In addition some pressure spectra calculated from a Smagorinsky subgrid
approach using the so called dynamic localization model (D£M, Ghosal et al. 1994)
are also presented.
3. Spectrum of the pressure
Fig. 1 shows the velocity (energy) spectrum plotted in the compensated
inertial-range form (e)-2Dk 5/3 E(k) = (kr/) 5/3 fa(kTl). The data, including the
Rx = 170 case, collapses reasonably across the whole range of kr/. A Kolmogorov
constant of K_0_, 2.2 appears to be indicated, but as pointed out by Jim_nez (pri-
vate communication), the plateau at kr/< 0.2 may in fact be part of a bump in the
spectrum near the beginning of the dissipation range (see Saddoughi & Veeravalli,
1994, for related experimental evidence), which is not properly resolved owing to the
small inertial range of the DNS. The above quoted/Co may then be an overestimate.
It is well known that Kolmogorov-type dimensional arguments suggest a form for
Ep in the inertial range
E,(k) = K:, k (12)
where )Cp is a dimensionless number which may or may not be a universal con-
stant. In Fig. 2 Ep(k) is plotted in the compensated form suggested by (12),
(e)-413 k 7/3 Ep(k) = (kr/) 7/3 f2(kr/). The collapse in the dissipation range (by which
we mean krl greater than about 0.125) is only fair if one discards the Rx = 170
case as under-resolved, and poor if it is included. If this case is discarded Fig. 2 is
consistent with a possible plateau corresponding to KSp _ 8.5, which is somewhat
higher than the value K:p _ 7 suggested by Pumir (1994). Again, owing to the small
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FIGURE 2. Compensated pressure spectra in Kolmogorov units. _ Rx = 170,
.... Rx = 96, ........ Rx = 65, ----- R_ = 38.
inertial range, definitive conclusions cannot be drawn and we cannot rule out the
possibility of a bump analogous to that found found for E(k) with or without a
plateau at lower kg.
An argument due to Obukov (1949) and Batchelor (1951) based on a joint-normal
hypothesis for the two-point probability distribution of the velocity field suggests
that/Co and/cp (if they exist) are related as
/cp = 4536 (F [2]) 2
3025 F [_] /C] = 1.3245105../C_. (13)
Taking ]C0 = 1.5 gives, from (13), /cp = 2.98 which is much lower than the peak
shown in Fig. 2 but which agrees approximately with the range of values 2.4 - 3.4
estimated by Pullin (1994) from the Lundgren (1982) stretched spiral vortex model.
The ratio Ep(k)/(k E(k) 2) is shown in Figs. 3-4. If both E(k) and Ep(k) follow
their respective K-41 power laws in the inertial range, this ratio should plateau at
/Cp//C2. As a test of our means of calculating Ep, the phases of the Fourier co-
efficients of the velocity field for the Locked-E LES run were randomized without
change to their magnitudes. This should produce a Gaussian joint-normal veloc-
ity probability distribution while maintaining a k -5/3 inertial range. The plateau
shown in Fig. 3 for this case is in good agreement with (13) as indeed it should be
(see the article by Gotoh & Rogallo in these proceedings for a discussion of various
spectra for Gaussian velocity pdf's). The roll-off at both large and small k is at-
tributed to the finite range of k in the calculation of the pressure via the (elliptic)
Poisson equation, which evidently "feels" the bounded dimensions of the box. The
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FIGUEE 5. Compensated one-dimensional pressure spectra in Kolmogorov units.
R_ = 170, .... R_ =96, ........ R_ = 65,-----R_ = 38. x DI, MLES
(64s), R_ = 269. + DLM LES (32s), R_ = 176. • experiment of George et al.
(1984).
true Locked-E LES also shows a plateau in Figs. 3-4, but at a value close to 3.8.
In Fig. 4 the DNS and Locked-E LES show agreement in a small range of k at the
larger R_.
An attempt to bring experiment, DNS, and LES results together is made in Fig. 5
which plots the one-dimensional form of the pressure spectrum
E(pl)(kl) = _ , -_ Ep(_')d_'. (14)
The measurements of George et al. (1984) shown in Fig. 5 were made in the
mixing layer of a turbulent jet at 1.5 - 3 diameters downstream of the jet exit.
Reynolds numbers based on the exit velocity and jet diameter were 4.0 × 105 and
6.2 × 105. Taylor Reynolds numbers were in the range R;_ _ 350 - 600. George et
al. nondimensionalized their data with large-scale parameters which may be more
appropriate at the fairly low wavenumbers of the experiment. We have rescaled
their results using estimates of the dissipation and of the Kolmogorov microscale
given in §17 of their paper. They state that velocity contamination caused by
flow-probe interactions may have had some effect on the accuracy of the data.
Fig. 5 well illustrates the difficulties of studying pressure correlations. Neither
DNS, which is currently limited to low R_, nor experiment, which is limited by
accuracy problems at large wavenumbers, can span an appreciable spectral band.
The combined experiment, DLM LES, and DNS results may indicate a plateau in
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FIGURE 6. Power spectra of the dissipation in Kolmogorov units. _ Rx = 170,
.... Rx = 96, ........ Rx = 65, ----- Rx = 38.
the k_/3-compensated spectra, but the scatter is very large. If (12) is true then
from (14) the one-dimensional inertial-range coefficient is/C(p1) = _ K;_.
4. Spectra of e, fl, and T
Calculated dissipation spectra E_ and enstrophy spectra Ef_ are shown in Figs. 6
and 7 respectively. Fig. 8 shows a comparison of these together with the spec-
trum of T = 15(Oul/Oxl) 2 at Rx = 96. This indicates that the fluctuations of
fl are rather larger than those of ¢/v with fluctuations of 15(Oul/Oxl) 2 larger
still. If golmogorov scaling is exact then the quantities (e2)/(e) 2, (_2)/(f/)2,
and ((Ou)4)/((Ou)) 2 should each be constant independent of Reynolds number.
There is evidence from DNS, e:g. Kerr (1985), JWSR, that this is not the case for
((Ou)4)/((Ou)l _, which exhibits a weak dependence on the Taylor Reynolds number
Rx = u)_/v, where u is the root-mean square of one component of the velocity and
is the Taylor microscale. This is confirmed by Gotoh & Rogallo in these proceedings
who also tabulate (e_)/(_} 2, (f/2)/(f/)2 for the present data set.
It is notable that Fig. 8 shows no sign of power-law behavior at low k, and indeed
an asymptote to a constant appears to be indicated for all three quantities. This
is in qualitative agreement with measurements, made using a multi-wire probe, of
Tsinober et hi. (1992) (see their Fig. 9(a)). In Fig. 9 we have plotted the spectra
of Fig. 8 in the form d[log(fn(krl))]/d[log(krl)], n = 3,4,5 where f, are defined by
Equations (8-10). If curves are of the form (kr/) t_exp(-Ckr/), then this plot should
be a straight line of slope -C that intercepts the vertical axis at/3. The fit of a
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straight line to the data sets in Fig. 9 is very approximate. Nevertheless a least-
squares best fit was made in each case in the window 0.2 < k < 1.8. The method
was tested using the velocity spectrum (not shown) for which we found _ = -1.6
and C = 4.9 in fair agreement with Kerr (1990) and others. We find that for Ee;
fl _ 0., C _-. 2.5, E_; fl _ 0.5, C _ 3.5. There was some sensitivity to the chosen
range, so the errors are substantial, of order +0.1 for j3 and =t=0.2 for C. Clearly a
larger resolved dissipation range is needed to improve accuracy.
5. Concluding remarks
We have examined the power spectra of several quantities using numerical data
bases from DNS and LES box turbulence, focusing mainly on flow variables that are
quadratic in the velocity components and which have proven difficult to measure
experimentally. When taken in conjunction with the one-dimensional spectra of
Figure 5, the DNS shell-summed spectra provide tentative evidence for the presence
• (1)
of a k -T/3 range with K:p _-. 8.5 and a corresponding/cp ._ 1.8, but with large error.
These are higher than those predicted by either the joint-Gaussian model (K:p _ 2.98
corresponding to/Co = 1.5) or the stretched-spiral vortex model (K:p = 2.4 - 3.4
depending on Rx). Since it is unlikely that the spectral range of DNS will increase
sufficiently in the near future to resolve this issue, there is clearly a need for a
definitive experiment of the Saddoughi & Veeravalli (1994) type. The spectra of (_)
and (_) show significant differences in the dissipation range but appear to behave
similarly in the short inertial range, where a k ° form is indicated, in agreement with
the prediction of the stretched spiral-vortex model (Pullin e¢ al. 1994).
Pressure and higher-order spectra 187
Acknowledgments
The authors wish to thank T. Gotoh for helpful discussions. DIP was partially
supported under NSF Grant CTS-9311811. Hospitality provided by CTR during
the 1994 Summer Research Program is gratefully acknowledged.
REFERENCES
BATCHELOR, G. K. 1951 Pressure fluctuations in isotropic turbulence. Proc. Carab.
Phil. Soc. 47, 359-374.
CHAPMAN, D. 1979 Computational aerodynamics development and outlook. AIAA
J. 17 1293.
GEORGE, W. K., BEUTHER, P. D. ,_ ARNDT, R. E. A. 1984 Pressure spectra in
turbulent free shear flows. J. Fluid Mech. 148, 155-191.
GHOSAL, S., LUND, T. S., MOIN. P. & AKSELVOLL, K. 1994 A localization model
for large-eddy simulation of turbulent flows. Submitted to J. Fluid Mech.
JIMI_NEZ, J., WRAY, A., SAFFMAN, P. G. _ ROGALLO, R. S. 1993 The structure
of intense vorticity in homogeneous isotropic turbulence. J.Fluid Mech. 255 65-
90.
KERR, R. M. 1985 Higher-order derivative correlations and the alignment of small-
scale structures in isotroplc numerical turbulence. J. Fluid Mech. 153, 31-58.
KERR, R. M., 1990 Velocity, scalar and transfer spectra in numerical turbulence.
J. Fluid Mech. 211,309-322.
LONDGREN, T. S. 1982 Strained spiral vortex model for turbulent fine structure.
Phys Fluids 25, 2193-2203.
OBtJKHOV, A. M. 1949 Pressure fluctuations in a turbulent flow Dokl. Akad, Nauk
SEER, Set. Geofiz. 3, 49-68.
PULLIN, D. I. 1994 Pressure spectra for vortex models of fine-scale homogeneous
turbulence. Phys Fluids (in press).
PULLIN, D. I., BUNTINE, J. D. & SAFFMAN P. G. 1994 On the spectrum of a
stretched spiral vortex. Phys Fluids 6, 3010.
PVMIR, A. 1994 A numerical study of pressure fluctuations in three-dimensional,
incompressible, homogeneous, isotropic turbulence. Phys Fluids 6 2071.
SHE, Z.-S. _ JACKSON, E. 1993 A constrained Euler system for NaPier-Stokes
turbulence. Phys. Rev. Lett. 70 1255.
TSINOBER, A., KITT, E. & DRACOS, T. 1992 Experimental investigation of the
field of velocity gradients in turbulent flows. J. Fluid Mech. 242 169.
SADDOUGHI, S. G. & VEERAVALLI, S. V. 1994 Local isotropy in turbulent bound-
ary layers at high Reynolds number. J. Fluid Mech. 268, 333.

Center for Turbulence Research
Proceedings of the Summer Program 199_
Si)
_797 I
N95- 21046 189
Statistics of pressure and pressure gradient
in homogeneous isotropic turbulence
By T. Gotoh 1 AND R. S. Rogallo 2
The statistics of pressure and pressure gradient in stationary isotropic turbulence
are measured within direct numerical simulations at low to moderate Reynolds
numbers. It is found that the one-point pdf of the pressure is highly skewed and
that the pdf of the pressure gradient is of stretched exponential form. The power
spectrum of the pressure P(k) is found to be larger than the corresponding spectrum
Pa(k) computed from a Gaussian velocity field having the same energy spectrum
as that of the DNS field. The ratio P(k)/PG(k), a measure of the pressure-field
intermittence, grows with wavenumber and Reynolds number as -R_/2 log(k/kd)
for k < kd/2 where kd is the Kolmogorov wavenumber. The Lagrangian correlations
of pressure gradient and velocity are compared and the Lagrangian time scale of
the pressure gradient is observed to be much shorter than that of the velocity.
1. Introduction
The pressure field plays an important role in the turbulent motion of an incom-
pressible fluid. The pressure, or more precisely its gradient, accelerates and deforms
fluid blobs in a manner that prevents them from being compressed. The pressure
is given by the solution of a Poisson equation, implying that it is a quantity dom-
inated by the large scales of the velocity field, but the source term is quadratic
in the velocity gradient and leads to non-Gaussian statistics of the pressure field.
Recent studies have shown that the pdf of the pressure field is highly skewed and
has a long tail for negative fluctuations. These fluctuations correspond to intense
vortices with radii of the order of the Kolmogorov length (Holtzer & Siggia 1993,
Pumir 1994).
The internal dynamics of a turbulent fluid motion can be extracted in a frame
moving with the fluid (the Lagrangian point of view). At moderate to high Reynolds
number, the pressure gradient rather than the viscous stress is responsible for the
deformation and acceleration of fluid regions larger than the dissipation scale. For
example the time scale of small scales of turbulent motion can be inferred from the
curvature of the Lagrangian velocity auto-correlation obtained from the expansion
nL(t,s) ---- (V(t). V(S)> = Co - 1C2(t - s) 2 +'-', t _ s, (1.1)
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_O °°
Co= 2 E(k, s)dk, (1.2)
foo / (D(k,s)D(-k,8)) dk, (1.3)c, = -<(vp(,,, _))_>= - k'P(k,_)dk = - k_
D(k) = kikt [[ dpdq ui(p, s)ut(q, s), (1.4)
d Jp+q=k
for small t - s. Here for simplicity we have neglected the viscous term and have
taken p = 1. The power spectrum of the pressure P(k, t) gives the pressure variance
as /0"&(x,0) = p(_,t) ek.
Eqs. (1.3) and (1.4) imply that the spectrum of the pressure gradient depends on a
fourth-order moment of the velocity field, and roughly speaking the largest contri-
bution to the pressure-gradient variance comes from wavenumbers lower than the
peak wavenumber of k2E(k) when Reynolds number is large. This can be compared
with the variance of the pressure itself, which is dominated by wavenumbers near
the peak of the energy spectrum E(k), and with the variance of the dissipation e,
which is dominated by wavenumbers near the peak of k2E(k).
It is well known that the small scales of turbulent motion are intermittent (we
shall use this term herein to mean simply a departure from Gaussian statistics) and
fourth-order moments have contributions from the cumulant part. An example is
seen in Gotoh et al (1993) where the initial curvature [cDNS I is larger than IC_[
computed from a Gaussian velocity field
C_ = -((Vp(x,s))2)v = - k2pG(k,8)d k
1° I (:)= - dk dq kq S E(k,s)E(q,,), (1.5)
1 + a _ 2x (1.6)J(x) = {(a 2 - 1) 2 log 11 - a[ 2a + a3}/(2a4), a -- 1 + x 2"
This suggests that turbulence has a faster decay of RL(r) and a smaller turbulent
diffusivity (as given by the time integral of RL(r)) than predicted by the Gaussian
theory. In other words, it suggests that the dynamics of the Navier-Stokes equation
causes a fluid blob to forget its past history more effectively than would convection
by a Gaussian velocity field. Therefore intermittence effects appear in the dynamics
of a fluid particle through the pressure gradient and are expected to be different
from those of the viscous stress, but we do not know how fast intermittence in the
pressure increases with wavenumber, how it differs from the intermittence of the
dissipation, what its time scale depends on, and so on.
There have been many studies of the fluctuations of pressure and its gradient in
turbulence (Monin & Yaglom 1975, and Nelkin 1994) but few fundamental studies
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of pressure intermittence and its effects on the flow dynamics. This is partly because
experimental measurement of the pressure spectrum is difficult (Uberoi 1953 and
George et a11984). Now that extensive numerical data are available, we can examine
the statistics of the pressure field systematically, albeit at rather low Reynolds
numbers. Here we present some measurements taken from the DNS data base
available during the summer program and examine the statistics of the pressure
field.
2. Numerical simulation
The turbulent flow fields used here (Jim6nez et al 1993) are all homogeneous and
isotropic and are held stationary by forcing at low wavenumber. They are arranged
into four groups according to the Reynolds number Ra, with statistical quantities
computed as averages over two fields at well separated times for Ra -- 172 and
over three fields for Ra = 96, 63, 38. The numerical grid sizes were N = 2563 for
Ra = 172, 96, N = 1283 for R_ = 63, and N = 643 for R_ = 38. The Lagrangian
autocorrelations of velocity and pressure gradient were computed by the passive-
vector method (Kaneda & Gotoh 1991, Gotoh et al 1993). The pressure field p(k, t)
was computed using de-aliased spectral methods.
3. Results
g.l. One-point one-time _tatistics
The one-point pdf of the pressure in Fig. la is skewed as reported by Pumir
(1994). For negative pressure fluctuations the asymptotic form of the pdf tends
to be nearly exponential P(p) _, exp(-alp/apl_), where a is a non-dimensional
constant and the exponent a is slightly less than one, which is consistent with low
pressure in the core regions of intense vortex filaments. The tail of the pdf extends
towards negative values with large amplitude as Ra increases but a is independent
of R_. For positive fluctuations the pdf is close to Gaussian and is insensitive to
Ra (Pumir 1994). Furthermore the pdf PG(P) of the pressure field computed from
a Gaussian velocity field having the same energy spectrum has the same behavior
(Fig. lb) for the negative fluctuations as predicted by Holtzer & Siggia (1993).
The pdf of one component of the pressure gradient is shown in Fig. 2a for different
Reynolds numbers. The pdf is symmetric and its tails become wider as R_ increases.
Fig. 2b shows that the pdf of the pressure gradient is isotropic and that it differs
markedly from that computed from a Gaussian velocity field, unlike the case of
the pressure itself. The asymptotic form of the tails of these pdf's appears to be
a
a stretched exponential P(P,i) o_ exp (-blp,i / p.,] ) with 0 < /3 < 1, where b is
a non-dimensional constant, while that of its Gaussian counterpart is exponential
as expected. This means that the pressure-gradient field is very intermittent and
is quite different from the pressure gradient in a Gaussian velocity field. Holtzer &
Siggia (1993) studied the pdf of the pressure gradient and suggested/3 _ 1/2. The
pdfs plotted against _ (figure not shown) indicate that/3 is close to 1/2 for
large amplitudes and becomes smaller as Ra increases.
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FIGURE 2. The pdf of pressure gradient. (a) variation with Reynolds number
for a single component. -- : Rx = 172, ..... Rx = 96, ........ : Rx = 63,
n.__ : Rx = 38, o: Gaussian, (b) Comparison of turbulent and Gaussian values
for all components at Rx = 172. -- : Op/az, .... : Op/Oy, ........ : Op/Oz for
turbulent velocity field; +_: Op/Ox, [].... : Op/Oy, × ........ : Op/Oz Gaussian
velocity field; o: Gaussian.
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FIGURE 3. Variation with Reynolds number of velocity moments. (a) Various
moments of turbulent velocity field. 1: Fp, 2: Fvp, 3: F_, 4: Fw, 5: Fotut, 6:
Fur. (b) Comparison with values from the corresponding Gaussian velocity fields.
h Fp (DNS), 2: Fp (Gaussian), 3: Fp (George et al 1984), 4: Fvp(DNS), 5: Fvp
(Gaussian), 6: Fvp (George et al 1984).
The variation with Rx of normalized moments of the pressure and pressure gra-
dient are shown in Fig. 3a. Included there for comparison are other normalized
fourth-order moments of velocity:
<(VP)2) (3.1)
Fvp = _/2v_1/2,
F_- (e2) F,,, = (w') Fo,,,, ((Oul/Oxl)4> F,,, ((u,)'> (3.2)
where _ = (e). The normalized variance of the pressure Fp is insensitive to R_
(Batchelor 1951 and Pumir 1994). On the other hand the normalized variance of
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the pressure gradient Fvv increases rapidly with Rx and is roughly proportional to
R1/2 for the range of Reynolds numbers studied here. This tendency is in agree-A
ment with Yeung & Pope (1989), where Rx was below 93. On the other hand F_
and F_ increase slowly with Rx in agreement with the data of Kerr (1985). This
difference is surprising because functions of the velocity gradient such as vorticity or
Oua/Oxl are quantities representing small scales of turbulent motion (characterized
by wavenumbers near the maximum of k2E(k)) and are believed to be more inter-
mittent than the pressure-gradient field whose characteristic wavenumber is lower
than that of k2E(k) when the Reynolds number is high (see Fig. 4).
When the universal equilibrium form of the energy spectrum (Kolmogorov 1941)
is used with the Gaussian-velocity approximation (1.5) we obtain
Z(k) _- _l/4pS/4 f(k/]_d) ,
((Vp(x)) 2) = _s/2v-'/2Fvp, (3.3)
/o/oFvp = 2 dx dy xy J f(x)f(y),
Kaneda (1993) analyzed (3.3) and found that the largest contribution to the integral
comes from the region y < k¢/kd < x, where k¢ is the wavenumber above which
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E(x) cx exp(-cx) and c is a non-dimensional constant, which means that the integral
Fvv is governed by the energy spectrum up to the dissipation range. Batchelor
(1951) estimated Fvv ~ 3.9 independent of Rx. George et al (1984) used (3.3) with
an empirical energy spectrum for E(k) and found
(3.4)
with tip = 3.7 and 7p = 62.7. The constant tip is universal while 7v depends on the
macro-scale of the turbulence.
Fig. 3b compares the variances of the pressure and its gradient with those com-
puted from Gaussian velocity fields, The values computed from the Gaussian fields
are close to those found from (3.4) using the values of George et al (1984) but are
significantly lower than the DNS values. The Rx dependence of the turbulent pres-
sure gradient is stronger than that of its Gaussian counterpart, and it seems likely
that any theoretical explanation must take into account the non-Gaussian statistics.
3._. Two-point one-time statistics
Eqs. (1.3) and (1.4) show that the power spectrum of the pressure gradient is a
function of a fourth-order moment of the velocity field. The Gaussian approximation
for the velocity field leads to (1.5), which implies that the peak of k2P(k) occurs at
a lower wavenumber than that of k2E(k). Comparison of these spectra, plotted in
Kolmogorov units in Fig. 4, confirms that at low Rx both spectra peak at nearly
the same wavenumber, but as Rx increases the peak of k2P(k) moves to lower
wavenumber. Collapse of the enstrophy spectra is excellent but that of the pressure
gradient is not. This implies that the Kolmogorov scaling is not appropriate for
the pressure field (Moin & Yaglom 1975). The cumulative contributions of these
spectra to the total enstrophy and pressure-gradient variance
q2E(q)dq f: q2P(q)dq (3.5a, b)
Ql(k) =- foKm., q2E(q)dq, Q2(k)- foK,,o, q2p(q)d q,
for the four Rx's reach 80% at kp/kd _ 0.35 for the pressure gradient and at
k,_/kd _ 0.5 for total enstrophy, but their scale separation kv/k_ is small (Batchelor
1951).
One way to measure the variation of pressure intermittence across the spectrum
is to compare the pressure power spectrum P(k) of the turbulence with that Po(k)
computed from a Ganssian velocity field (Hudong et al 1987). Fig. 5a presents such
a comparison for Rx = 172. The pressure spectrum P(k) is larger than Pa(k) for
all wavenumbers beyond the forced range, meaning that the cumulant contribution
Pc(k),
P(k) = PG(k) + Pc(k), (3.6)
is positive. This suggests that the inertial-range constant Kp for the pressure spec-
trum P(k) = Kve-4/3k-T/3 is larger than that predicted from the Gaussian velocity
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field (Nelkin & Tabor 1990, Fung et al 1992, and the article by Pullin & Rogallo in
this proceedings). We consider the spectrum ratio
Kl(k) = P(k)
Po(k) (3.7)
as a measure of the variation of pressure (and pressure gradient) intermittence across
the spectrum. A _1/2
"'x dependence of Kl(k) is suggested by the good collapse of
R_I/2KI(k) shown in Fig. 5b. This implies that
Kl(k) = 1 + _ o¢ -R x log k/kd < 1/2. (3.8)
The growth with wavenumber of the intermittence of second-order moments of the
pressure field is very slow (it appears to be logarithmic, but the scale range is not
sufficient to preclude a weak algebraic dependence) but the growth with Reynolds
_,1/2
number as ,,x is faster than that of other small-scale quantities. At Rx = 172
<(Vp)s)
((Vp)2)G = 2.5S (3.9)
and the initial curvature of the Lagrangian velocity autocorrelation is larger than
that of the Gaussian field (Gotoh et al 1993). Navier-Stokes dynamics decorrelates
the velocity of fluid particles faster than convection by a Gaussian velocity field
would.
The variation of the dissipation intermittence across the spectrum is measured in
a similar way. Fig. 6 compares the dissipation power spectra of turbulent-velocity
fields with those of the corresponding Gaussian-velocity fields. Here we define the
power spectrum of the dissipation and its intermittence (ratio of turbulent to Gaus-
sian spectra) as
Z(eS(x,t)> = E,(k,t) dk, (3.10)
Ks(k)= E,(k)E,,a(k)" (3.11)
The intermittence within the dissipation range is independent of Reynolds number.
It is interesting to note that the maxima of K_ (k) and minima of Ks(k) both occur
at k/kd _ 1/2 and that the diameter of intense vortex tubes is also of order 1/kd
(Jim_nez et al 1993). The strong variation of the dissipation intermittence across
the spectrum is opposite to that of the pressure field due to the modulation of the
energy spectrum by the small-scale structures (Hudong et al 1987). For example
when strong singularities of the velocity field with support size 1/kd are placed
periodically at a fixed separation l >> 1/kd, the power spectrum of the dissipation
field has an excitation at k ,-_ 1/l << kd as well as at k ,-_ kd, while a Gaussian
velocity field with a compact spectrum centered on kd simply generates a compact
dissipation spectrum centered on kd.
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3.3. Two-time statisticJ
The normalized Lagrangian auto-correlations of velocity and pressure gradient
are defined in a stationary flow as
RL(t, a) = (v(x, tit). v(x, tl_))
(Iv(x,_l_)l 2) '
RLvp(t,s) = (F(x, tlt)- F(x, tls))
(ir(x,_l,)l 2) ,
for t _> s, (3.12a)
for t > s, (3.12b)
where v(x, tls) is the velocity at time s of the fluid particle whose space-time tra-
jectory passes through (x, t), and F(x, t[s) is the pressure gradient acting on that
particle at time s. Note that v(x,t[t) = u(x,t) and F(x,t[t) = Vp(x,t).
Fig. 7 compares the Lagrangian auto-correlations RL(t, s) and RLp(t, s) at Rx =
63 and 96. The correlations of the pressure gradient decay much faster than those
of the velocity and have negative correlation at later times. In Fig. 8 R_p(t, s) is
replotted with time scaled in Kolmogorov units. Collapse of the curves is excellent
up to the time at which they change sign.
We define octave-band Lagrangian correlation spectra for the pressure gradient
202 T. Gotoh _ R. S. Rogallo
1.2
i
0.8
_- 0.6
"_ O.4
_ 0.2
-0.2
-0.4 ' '
2 4 6
i I
8 !0 12
0.6
0.4
0 2 4 6 8 10 12
kUo(t-
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(a) R_(k,t,_). (b) REp(k, t, s).
as
E IF( k, tit). F(-k, t]s)/
_Lp(k,t,s) = oct 11/2 , (3.13)
IF(k,tlt)l Eoo,IF(k'tl )t2J
x--,k=2,+t and F(k, tla) is the Fourier transform of F(x, tla) with respectwhere _ =/--,k=2'
OCt
to the Lagrangian coordinates at labeling time t (Kraichnan 1966 and Gotoh et al
1993). The octave-band Eulerian correlations are defined in a similar way.
The comparison of these spectra in Fig. 9 indicates that at high wavenumbers the
Lagrangian correlation decays slower than the Eulerian, but that at low wavenum-
bers the decay rates are roughly equal. The Eulerian decorrelation of the small
scales is caused primarily by their sweeping by larger scales while their Lagrangian
decorrelation is due to deformation by larger scales. The sweeping effect on the
Eulerian correlation is clearly demonstrated in Fig. 10 where narrow-band Eulerian
correlation spectra, defined similarly to (3.13) with _oct replaced by _'_,hell, are
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plotted against the normalized time kUo(t - s). On the other hand, in Fig. 11,
the narrow-band Lagrangian correlation spectra collapse when plotted against the
normalized time tl( k )( t - s ), where
(3.14)
is the rms strain rate of eddies larger than 1/k (the inverse of the turnover time
for an eddy of that size), which is obtained from (1.5) by using the expansion
of J(x) ,,_ 1-_-_-xfor small x (Gotoh et al 1993). The success of these scalings is
confirmed by a comparison of Figs. 10b and llb with the unscaled data in Fig. 9.
4. Conclusions
Pressure statistics have been examined within a DNS of stationary isotropic tur-
bulence. The one-point pdf of the pressure has an exponential tail for negative
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fluctuations while that of the pressure gradient is symmetric and of stretched ex-
ponential form. The normalized variance of the pressure is insensitive to Ra but
r_1/2 The variancesthe normalized variance of the pressure gradient increases as ._a .
of both pressure and its gradient in the DNS are higher than those computed from
a Gaussian field having the same energy spectrum.
The growth of intermittence across the pressure spectrum, characterized by the
ratio of power spectra P(k)/PG(k), was found to be proportional to __1/_._), log(k/kd)
for k/kd < 1/2. The Lagrangian pressure-gradient correlation has a time scale much
shorter than that of the velocity and its narrow-band spectra change sign at the
normalized time ,l(k)(t-s) _ 1. This is consistent with the notion of a fluid particle
being accelerated toward the center of a vortex of size 1/k by the pressure gradient
acting on that particle.
Previous theoretical analyses of these observations are rather scarce (Pullin 1994
and Nelkin 1994) due to the difficulty of dealing with the nonlocality in physical
space of the Poisson equation for the pressure field. Most studies so far are based
on the Gaussian velocity approximation, but intermittence effects in the pressure
field are clearly evident in its one-point statistics as well as its spectrum. The
construction of a theory that is able to explain these observations is a real challenge.
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The decay of axisymmetric
homogeneous turbulence
By J. R. Chasnov ]
The decay of a homogeneous turbulence generated by an axisymmetric distribution
of random impulsive forces acting at the initial instant is considered. The impulsive
forces may be either parallel or perpendicular to the symmetry axis. For impulsive
forces which result in a k 4 low wavenumber energy spectrum of the turbulence, it
is determined that the flow approaches isotropy on all scales of motion at long-
times provided the Reynolds number is large. However, for the type of impulsive
forces originally proposed by Saffman [J. Fluid Mech 27, 581 (1967); Phys. Fluids
10, 1349 (1967)] in which a k2 low wavenumber energy spectrum is produced, the
turbulence approaches isotropy only at the smallest scales and remains significantly
anisotropic at the largest and energy-containing scales. Nevertheless, a similarity
state of the flow field establishes itself asymptotically, in which the kinetic energy
per unit mass of the turbulence decays as t -6/_.
1. Introduction
An asymptotic similarity state of decaying isotropic turbulence was predicted
by Kolmogorov (1941) based on a supposed dynamical invariant of the flow field
(Loitsianski, 1939). It was later shown by theoretical arguments (Batchelor and
Proudman, 1956) that the Loitsianski integral is in fact not invariant, and under
certain conditions of turbulence generation may even diverge (Saffman, 1967a).
For this Saffman-type flow, a new invariant was discovered and a similarity state
of decaying homogeneous turbulence at high Reynolds numbers was postulated
based on this invariant (Saffman, 1967b). Recent large-eddy simulations of isotropic
turbulence (Chasnov, 1994) have confirmed the existence of this exact similarity
state to within a few percent. Here, we extend these recent large-eddy simulations
of isotropic turbulence to a decaying statistically axisymmetric flow field. Our
main objective here is to determine if a long-time, high Reynolds number similarity
state of decaying axisymmetric turbulence occurs. Of course, if the axisymmetric
turbulence approaches isotropy asymptotically, then the earlier found similarity
state would necessarily be recovered.
However, a complete return-to-isotropy of the turbulence is impossible for the
Saffman-type of flow since the large-scale structure of the turbulence is preserved for
all times. For instance, if the initial flow field was anisotropic due to some anisotropy
in the method of turbulence generation, then this initial anisotropy would remain
in the large-scales of the flow for all times. Of course, the small scales of the flow
1 The Hong Kong University of Science and Technology
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may become isotropic, but the main scales of interest to us here with regards to
an asymptotic similarity state are those which contain most of the energy of the
turbulence; these scales may be more directly affected by the presence of large-scale
anisotropy.
Previous closure calculations and numerical simulations have studied the decay of
an initially axisymmetric turbulence (Herring, 1974; Schumann and Herring, 1976;
Schumann and Patterson, 1978) in the context of the return-to-isotropy problem.
The direct numerical simulations performed in the latter two works were necessarily
limited to low Reynolds numbers, and the computer resources available at those
times allowed only a resolution of 323. Nevertheless, an approach of the anisotropic
initial state towards isotropy was indicated.
This earlier work postulated arbitrary initial states of the axisymmetric turbu-
lence without considering whether or not the large-scale structure of the flow was
invariant. Here, following closely the work of Saffman (1967a), we assume that
our initial flow fields are generated by random axisymmetric impulsive forces at
the initial instant such as may be generated by laminar flow passing through a
vigorously shaken grid. We consider impulsive forces which are either parallel or
perpendicular to the symmetry axis. Both the Saffman-type flow and the original
Batchelor-Proudman flow will also be considered. In the latter type of flow, the
large-scale structure of the turbulence is not permanent due to nonlinear transfer
from small-to-large scales, so that a return-to-isotropy of all scales of motion is
possible.
2. Generation by random axlsymmetric impulsive forces
We consider an infinite incompressible fluid initially at rest to which is applied
random impulsive forces at the initial instant. The continuity and Navier-Stokes
equations which govern the fluid motion are
V.u=0, (1)
0u Vp
_- + u. Vu - + uV2u + f6(t), (2)p0
where f is the impulsive force field per unit mass distributed throughout the fluid;
we assume that this vector force field is a stationary random function of the co-
ordinate x. Its multiplier 6(t) is the usual Dirac-delta function, which confines
the impulse to the initial instant. Eq. (2) may be integrated to t = 0 + at which
time the impulse ceases. Denoting the Fourier transform of ui(x, t) by fii(k, t) and
the Fourier transform of fi(x) by ]i(k), the Fourier components of the resulting
impulse-generated velocity field at t = 0+ is given by
fii(k, 0+) = Pij(k)fj (k), (3)
where Pij(k) = ,Sij - kikj;/k 2, and 6ij is the usual Kronecker-delta. The projection
operator Pij(k) appearing on the right hand side of (3) occurs because the pressure
forces respond to the initial impulse so as to maintain the incompressibility of the
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fluid. The spectral tensor _ij(k, t) of the velocity correlation after the fluid is acted
on by the impulsive forces is thus given by
_,j(k, 0 +) = Pim(k)Pj,(k).Mm,(k), (4)
where .Man(k) is the spectral tensor of the force correlation, which is assumed
to exist. The result (4) was previously obtained by Saffman (1967a). We now
specialize to two particular impulsive force distributions which exhibit statistical
axisymmetry and could conceivably be generated in a laboratory experiment.
_.I Impulse parallel to the symmetry axis
The physical situation we envision is that of grid-generated turbulence in which
the grid is randomly shaken along the direction of the mean fluid velocity. The
impulsive force of the grid on the fluid should ideally be a stationary random func-
tion of time and of the coordinates in the plane perpendicular to the mean velocity.
Taylor's hypothesis earl then be invoked to relate the grid turbulence experiment
to the decaying homogeneous turbulence considered here.
We shall, without loss of generality, assume symmetry about the xs axis. The
spectral tensor of the force correlation corresponding to the above physical experi-
ment can be written as
A40(k) = 6is/_jaM(k), (5)
and the corresponding spectral tensor of the velocity correlation generated at the
initial instant thus becomes
¢I'ij (k, 0 + ) = Pi3 (k)Pj3 (k)M(k). (6)
It will be convenient to write the spectral tensor in terms of two unit vectors which
are perpendicular to k and thus explicitly satisfy the continuity equation (Herring,
1974). These unit vectors are defined as
k x n k x e(i)(k)
e(a)(k) = Ik × nl' e(2)(k) = Ik × e(1)(k)l ' (7)
where n = (0, O, 1) is the unit vector along the symmetry axis. Using the relation
Pi./(k) (1) (l) (2) (2)
= e i (k)ej (k) + e i (k)ej (k), it is easy to show that (6) becomes
= (1 - k]_ el2)(k)e_2)(k)M(k)" (S)¢ij(k,0 +) k2]
2.2 Impulse perpendicular to the symmetry azis
Here, the grid-generated turbulence experiment we envision is the same as above
except that now the grid is randomly shaken in the direction perpendicular to the
mean fluid velocity. To maintain the statistical axisymmetry of the force distribution
and the resulting flow field, we assume that the random impulsive forces acting on
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the fluid have no preferred direction in the plane perpendicular to the symmetry
axis. The spectral tensor of the force correlation may now be written as
1 (6ij _ 6_3_3)M(k), (9)
where the factor of 1/2 has been inserted for later convenience. The spectral tensor
of the velocity correlation at the initial instant thus becomes
1
Oij(k, 0+) = _ [eij(k) - Pi3(k)Pj3(k)] M(k), (10)
which in terms of the e-basis can be written as
I [(I),,, (a) V i ( )./ ( )]M(k). (11)@i./(k,O+)=_[ei tK)ej (k)+k_e(2) ke (2)k
_.8 Specification of the spectral tensor of the force correlation
The initial spectrum of the homogeneous turbulence flow field immediately after
generation by the random impulsive forces is now completely specified provided the
form of the spectrum M(k) of the force correlation is known. For simplicity, we
assume that M is a function only of the wavenumber magnitude k. The general
form we choose for M(k) is
(12)
where u0 is the root-mean-square velocity of the fluid immediately after generation
by both types of impulsive force distributions, kp is the wavenumber at which the
initial spherically integrated energy spectrum of the turbulence is maximum, and
s = 2 or 4, corresponding either to a Saffmom-type flow (Saffman, 1967) or a
Batchelor-Proudman-type flow (Batchelor & Proudman, 1956), further details of
which will be presented in the next Section. The normalization constant a, is given
by
s'_('+1) (13)as = 1.3 ..... (s - 1)"
3. Possible similarity states
We consider whether a similarity state of the decaying turbulence develops asymp-
totically in time provided the Reynolds number of the flow is large. Saffman (1967a)
has shown that when 8 = 2 in (12), the form of the spectral tensor, (8) or (11),
persists for all times near k = 0. It is customary to define the associated dynamical
invariant of the flow field in terms of the leading-order spectral coefficient of the
spherically-integrated energy spectrum E(k). By spherically-integrating either (8)
or (11), using (12), the energy spectrum at the initial instant can be shown to have
the form
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2 exp- 8 , (14)
so that when s = 2, E(k, t) behaves for all times near k = 0 as E(k, t) .._ 2rck2B0,
where
_0 -_ £12_02 (15)
is a dynamical invariant. Normalization constants in (12) have been chosen so that
(14) agrees with our previous large-eddy simulations of decaying isotropic turbulence
(Chasnov, 1994).
A similarity state of the turbulence which is now based on the invariant B0 leads
directly to the decay of the mean-square kinetic energy per unit mass as (Saffman,
1967b)
<u 2) cx Btot-_. (16)
The power-law exponent -6/5 was verified to within a few percent in a decaying
isotropic turbulence (Chasnov, 1994). Saffman (1967a) has further speculated that
the decay law given by (16) may be valid for a decaying turbulence which does not
exhibit isotropic symmetry, and one of the purposes of the present work is to test
this hypothesis.
When the initial impulsive force distribution is such that s = 4 in (14), the
spherically integrated three-dimensional energy spectrum of the turbulence follows
E(k) ,,_ 21rk4B2 near k = 0, where now B2 = B2(t) is a function of time, as
shown analytically by Batchelor and Proudman (1957). Lesieur and collaborators
(Lesieur, 1990), following earlier work of Kolmogorov (1941) and Comte-Bellot and
Corrsin (1966), have postulated a similarity state of the flow field based on B2(t),
which was then confirmed within the framework of two-point closure calculations.
A numerical calculation of B2(t) was also performed by computing an ensemble
average of a large number (1024) of large-eddy simulations of decaying isotropic
turbulence (Chasnov, 1993). From the two-point closure calculations and large-
eddy simulations, the time-dependence of B2 (t) has been shown to be weak relative
to the overall turbulence decay (the large-eddy simulations of isotropic turbulence
determined approximately B2(t) ,-_ t°25). The decay of the mean-square kinetic
energy per unit mass may thus be written as
(u2) o( , (17)
where the power-law exponent -10/7 is only approximate (a more precise exponent
of -1.36 results when the time-dependence of B2 is taken into account).
Of special interest to the present work is the approach of the initially axisym-
metric turbulence to isotropy. As a simple measure of the anisotropy of the energy
containing scales, we define the parameter 7 to be
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2<u > (18)
The valueof "_'iseasilycomputed forthe flowfieldsgeneratedat the initialinstant:
we determine that 3'(0) = 8 or "r(0) = 2/9 for impulsive forces which are parallel
or perpendicular to the symmetry axis, respectively. Non-linear transfer processes
may reasonably be expected to bring the turbulence closer to statistical isotropy
(7 = 1) at later times.
We have already noted an interesting difference between flows with s = 2 or 4 in
(12) which may affect the eventual return-to-isotropy of the flow fields. When s = 2
in (12), the permanence of the large-scale structure of the flow precludes the entire
flow from ever becoming isotropic. However, the parameter 7 is primarily a measure
of the anisotropy of the energy-containing scales so it is yet unclear whether these
scales will approach isotropy, or whether the anisotropy present in the largest scales
will affect the asymptotic state of the energy-containing scales. When s = 4 in (12),
the large-scale structure of the turbulence is no longer preserved for all times since
the low wavenumber coefficients of the spectral tensor are no longer invariant. It is
plausible, although perhaps not entirely obvious, that non-linear interactions can in
this case produce an isotropic flow field asymptotically in time for sufficiently large
Reynolds numbers.
Large-eddy simulations presented in the next Section will shed further light on
the existence of an asymptotic similarity state in decaying axisymmetric turbulence,
and the approach (or non-approach) to isotropy of the flow fields.
4. Large-eddy simulation
The large-eddy simulations presented here were performed using a pseudospectral
code for turbulence in a periodic box of length 27r (Rogallo, 1981), and a spectral
eddy-viscosity subgrid-scale model (Kraichnan, 1976; Chollet and Lesieur, 1981).
More details about the large-eddy simulation technique can be found in Chasnov
(1994). Four 1283 resolution simulations were performed corresponding to an im-
pulse parallel or perpendicular to the symmetry axis, and s = 2 or 4 in (12) and
(14). We also choose u0 = 1 and kp = 50. The relatively large value of kp allows
a similarity state to develop before the integral scales of the flow grow to a size
comparable to the periodicity length.
Particular realizations of the impulsive-force-generated velocity fields are con-
structed as follows. By virtue of the continuity equation, the Fourier components
of the velocity field may be projected onto the two unit vectors perpendicular to k
given by (7):
ui(k) = ¢l(k)e_X)(k) + ¢2(k)e[2)(k) • (19)
When the impulsive forces are parallel to the symmetry axis, the spectral tensor at
t = 0 + is given by (8) with M(k) given by (12), and we construct random fields
which satisfy (8) by setting
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FIGURE 1. Time-evolution of the power-law exponent of (u2). The solid lines
correspond to the results of the four large-eddy simulations and the dashed lines
correspond to the Saffman and Kolmogorov laws discussed in Section 3. The curves
are labelled by B0 and B2 corresponding to s = 2 or 4 in (12), respectively; and by I
and II corresponding to impulsive forces parallel or perpendicular to the symmetry
axis, respectively.
t[( ]2¢1(k)=0, ¢2(k)= 1-k_M(k) expi27r0, (20)ks)
where 0 isa uniformlydistributedrandom number between 0 and I,chosen inde-
pendently for each k subjectto the complex conjugate symmetry of the Fourier
components of the velocityfield.Similarly,when the impulsiveforcesare perpen-
dicularto the symmetry axis,the relevantequationsare (ll) and (12),and the
random fields are chosen as
¢1 (k) = exp i2_r01, Cs(k) = exp i27r02, (21)
with 01 and 0s random numbers as above. The three components of the velocity
field may then be determined directly from (20) and (21) using (19). The particular
realization of the velocity field constructed above is a generalization of the method
proposed by Rogallo (1981) for isotropic turbulence.
In Fig. 1, we present the time-evolution of the power-law exponent (logarithmic
derivative) of (uS). Time is normalized in terms of the initial large-eddy turnover
time r0, where 7"o= Lo/uo, and Lo is the initial spherically-averaged integral scale
of the flow, given by L0 = v/'_/kp for s = 2 and L0 = 2vz_/3kp for s = 4.
The curves are labeled by B0 or Bs, the leading-order spectral coefficients of the
energy spectrum corresponding to s = 2 or 4 in (12), and the Roman number I or
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FIGURE 2. Time-evolution of the anisotropy factor 7, defined in (18). The dashed
and solid lines correspond to s = 2 and s = 4 in (12), respectively; 3' = 1 for
an isotropic turbulence. Curves above or below 3' = 1 correspond to impulsive
forces parallel or perpendicular to the symmetry axis, respectively. (a) Short time
evolution to t/ro = 100; (b) Long time evolution to t/ro = 5000.
II, corresponding to whether the impulsive forces are parallel or perpendicular to
the symmetry axis, respectively. The dashed lines are the exact and approximate
results discussed in Section 3. It is immediately apparent that similarity states in
good agreement with either the Saffman and Kolmogorov laws develop in all of the
simulations.
An evolution of the anisotropy parameter 3`(t) as defined in Eq. (18), for short- and
long-time evolutions, is shown in Fig. 2. Over short-time evolutions, it is apparent
that all four of the flow fields rapidly become more isotropic than the initial state.
However, consideration of the long-time asymptotics of 3' clearly demonstrates that
only when s = 4 (solid-lines) does 3` approach its isotropic value of unity, whereas
when s = 2 (dashed- lines), 7 deviates substantially from unity at the latest times.
In fact, the asymptotic values of 3` for these Saffman-type flows are approximately
3' ---*1.5 or 3" ---*0.8 for impulsive forces parallel or perpendicular to the symmetry
axis, respectively.
The anisotropy of turbulent eddies should depend on their length scales. To
observe this effect, we apply the projection of the velocity field defined in (19) to
construct the following spherically-integrated spectral functions:
Fl(k,t) = 4_rk2(¢l(k,t)C_(k,t)), F2(k,t) = 41rk2(¢_(k,t)¢_(k,t)), (22)
where • denotes the complex conjugate, and the angular brackets used here denote
an average over a spherical shell (of unit thickness) in wave space. The usual
energy spectrum is obtained from E(k,t) = ½(Fl(k,t) + Fz(k,t)). In an isotropic
turbulence Fl(k, t) = F2(k,t), and this will serve as an indication of isotropy for
scales characterized by a wavenumber magnitude k. In Figs. 3(a) and 3(b) we
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FIGURE 3. Time-evolution of the spectra defined in (22), for s = 2 in (12) and
impulsive forces parallel to the symmetry axis. (a) Fl(k,t); (b) F2(k, t).
plot the Fl(k, t) and F2(k, t) spectra computed from the flow simulation when the
impulsive forces are parallel to the symmetry axis and s = 2 in (12). At the
initial instant, Fl(k, 0 +) = 0, as seen from (20). The spectrum of F_(k, t) develops
rapidly in time and a k 4 low wavenumber spectral form becomes apparent at small
wavenumbers due to the nonlinear transfer of energy from small-to-large scales. The
form of the F2(k, t) spectrum as k _ 0 is exactly 4_rBok 2 for all times.
Using the invariant B0, asymptotic similarity states can be constructed for the
spectra Fl(k,t) and F2(k,t):
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FIGURE 4. Time-evolution of the similarity spectra defined in (23), for s = 2 in
(12) and impulsive forces parallel to the symmetry axis.
;1(k,+)= F,(k,t)= k= n0tttk. (23)
The last nine spectra of Figs. 3a and 3b are replotted on the same graph in Fig. 4
using the scalings given by (23). An excellent collapse of the F](k) and F2(k)
spectra at different times is observed. Furthermore, the collapse of F](k) and F2(k)
together at large values of k indicates an approach of the small-scale turbulence to
isotropy. Clearly, however, the flow remains anisotropic at the largest and energy-
containing scales, as already indicated by the deviation of 7 from unity at large
times. Apparently, the local value of 7 = 8 for the largest scales of the flow, and
7 = 1 for the smallest scales results in a balance in the energy containing scales of
7 _ 1.5.
An interesting result can be obtained from the similarity state given in (23) and
confirmed by the results of Fig. 4. The form of the Fl(k,t) spectrum near k = 0
can be written as
Fl(k, t) _ C(t)k 4, (24)
where, as we have already noted, the k4 spectrum arises from the nonlinear transfer
from small-to-large scales. Substitution of this low wavenumber form of the F1 (k, t)
spectrum into (23), and using the independence of Fx (I¢) on t and B0, yields the
exax:t result
c(+) B0 , (25)
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FIGURE 5. Time-evolution of the spectra defined in (22), for s = 2 in (12) and
impulsive forces perpendicular to the symmetry axis. (a) Fl(k, t); (b) F2(k, t).
Hence, we have determined the large-scale structure of the turbulence characterized
by the spectrum F1 (k, t), even though this structure is a consequence of complicated
non-linear interactions.
Similar ideas apply when the impulsive forces are perpendicular to the symmetry
axis. In Figs. 5, the time-evolution of the F_(k, t) and F2(k,t) spectra are plotted.
The forms of the F] (k, t) and F2 (k, t) spectra near k = 0 are F_ (k, t) _ 37rB0k 2 and
F2(k, t) ... 7rBok 2 for all times. The rescaled spectra are plotted in Fig. 6 and again
we find that the largest scales and the energy-containing scales of the flow remain
anisotropic at the latest times, and the smallest scales approach isotropy.
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FIGURE 6. Time-evolution of the similarity spectra defined in (23), for s = 2 in
(12) and impulsive forces perpendicular to the symmetry axis.
When s = 4 in (12) (and (14)), corresponding to a Batchelor-Proudman-type flow,
the turbulence becomes isotropic asymptotically and the present results reduce to
the decay of an isotropic turbulence, whose asymptotic similarity state has already
been discussed in sufficient detail by Chasnov (1994).
5. Conclusions
We have thus demonstrated the existence of asymptotic similarity states of a
decaying axisymmetric turbulence at high Reynolds numbers. A complete return-
to-isotropy of the turbulence occurs in Batchelor-Proudman type flows but does not
occur in Saffman-type flows due to the permanence of the anisotropic structure of
the large scales. Simulations were performed based on initial flow fields which were
generated by axisymmetric random impulsive forces acting at the initial instant.
Such a turbulence generation mechanism has an analogy in active grid turbulence
experiments, and it would be of interest to see if the results obtained here may be
reproducible in the laboratory.
=
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Vortex ring instability and its sound
By R. Verzicco I AND K. Sharilf 2
This work carries earlier finite-difference calculations of the Widnall instability of
vortex rings into the late non-linear stage. Plots of energy in azimuthal Fourier
modes indicate that low-order modes dominate at large times; their structure and
dynamics remain unexplored, however. An attempt was made to calculate the
acoustic signal using the theory of MShring (1978), valid for unbounded flow. This
theory shows that only low-order azimuthal modes contribute to the sound. As
a check on the effects of axial periodicity and a slip wall at large radius imposed
by the numerical scheme, the acoustic integrals were also computed in a truncated
region. Half of the terms contributing to the sound have large differences between
the two regions, and the results are therefore unreliable. The error is less severe for
a contribution involving only the m = 2 mode, and its low frequency is consistent
with a free elliptic bending wave on a thin ring.
I. Introduction
Many shear flows of practical interest contain large-scale coherent motions, and
some aspects of their dynamics must be responsible for the generation of sound
(smaller scale motions affect the dynamics of the large scales but themselves radi-
ate as higher order poles). What these aspects might be is difficult to identify from
experiments since the most energetic or most visually apparent motions may not be
the most radiative and a detailed knowledge of time-dependence is required. It is
a usual procedure in fluid dynamics to extract from a flow the most representative
structure with the hope that its evolution alone still retains the important features
of the whole flow. In the present case the evolution of azimuthal instabilities on an
isolated vortex ring is numerically simulated into the late non-linear stage. We are
motivated by the following: (i) Observations using phased arrays of microphones
which indicate that the acoustic source location in jets is near the end of the po-
tential core where vortex ring structures break down (Bridges & Hussain 1987, p.
309). Implicit in the consideration of a single ring is the premise that the actual
breakdown process does not involve interactions between rings. Factors which may
be important in reality are enhanced growth-rate and mode selection due to mu-
tual straining and tearing or pairing. (ii) A good fit (Shariff & Leonard 1992, p.
275) of the acoustic frequency of a turbulent vortex ring measured by Zaitsev et
al. (1990) to the axisymmetric elliptic core ring but a poor fit to the elliptic bending
mode. Further studies along these lines were carried out in Zaitsev & Ko'pev (1993)
1 Universit_ di Roma, "La Sapienza", Dipartimento di Meeeanica e Aeronautiea
2 NASA Ames Research Center
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and Kop'ev & Chernyshev (1993). (iii) The observations of Maxworthy (1977) of
the development of swirling flow and a solitary bulge wave following the Widnall
instability.
m
2. Methods
Calculations were performed using a second order finite difference code in cylin-
drical coordinates (x,r, ¢) assuming axial periodicity (with length Lx) and a slip
wall at r = Ro as described in Verzicco & Orlandi (1993). The spurious straining
due to the infinite row of rings and due to the wall is estimated to be less than 2%
of the strain (due to ring curvature) which drives the instability. Units are chosen
so that the circulation, F, and ring radius, R, are unity. To avoid effects of axisym-
metric unsteadiness, a ring with an initially Gaussian core (of radius a = .4131)
and F/v = 3000 was axisymmetrically relaxed to a quasi steady state in which w$/r
becomes some function of the streamfunction. The number of grid intervals in each
direction is 128 with a smaller radial spacing, obtained by a non uniform mesh,
near the vortex core. The domain size is Ro = Lx = 6. A random divergence-free
perturbation is applied to the basic-state velocity.
The acoustic pressure, pa, is obtained from the theory of MShring (1978):
po z_:_io'"_t 1 f z_(x x w)i d3z, (1)Pa- _2 X_ "_J'--A/co), Q_i = 12_
where A =_ xixi. The triple prime denotes the third time derivative and is numer-
ically evaluated using cubic splines. Due to the factor xlx i only the symmetrized
Qii are required, and in cylindrical coordinates one obtains:
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Oil = 27rI1 (0 mode only)
r (K1 - I4 - 2£ -/8) (0 and 2 modes)
r (I4 - 211 + Is - K_) (0 and 2 modes)033 =
Qx2 + Q21 = _r (/'2 - Jx - 3"2+ K3) (1 mode only)
Ol3 + Q31 = r (,/4 - 3"3 -/3 + Ks) (1 mode only)
Q23 -t- 03s -- 7r(I6 -/7 -/i'5) (2 mode only)
The various integrals in Eq. (2) are
I1 = / xr2wo(O) dxdr,
14 = i xr2wr(2) dxdr,
Is = i xr2w+(2) dxdr,
3"3 = i x2rw_(1) dxdr,
Is = / xr2w_(1)dxdr,
/6 = f xr2wr(2) dxdr,
J1 = / x2rwr(1) dxdr,
J4 -- S xir_r(1) dxdr,
/3 = i xriwi(1) dxdr,
/7 = f xrlw¢(2) dxdr,
Ji = f xSr_¢(1) dxdr,
Ki = i rawr(2) dxdr,
(2)
(3)
where, for instance, _r(m) and _(m) denote the rnth sin and cos azimuthal modes,
respectively, of the axial vorticity. Note that only the modes m < 2 are involved.
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FIGURE 3. Evolution of energy in azimuthal modes. Mode index m: • , 0; •, 1;
o , 2;v, 3; " , 4; o, 5; v, 6; +, 7. (a) Total energy. (b) Energy in azimuthal
velocity component. Certain modes have been omitted for clarity.
The theory of MShring is valid for an unbounded domain in which the vorticity
decays exponentially at infinity. This holds provided the computational domain
is large compared with the vortical region. As the ring leaves and re-enters the
period, what its position would be in an unbounded domain is tracked in order to
obtain an x value in the unbounded domain for every grid point. The field is phase
shifted axially so that the vortical region is centered in the integration domain and
mid-point rule quadrature is employed. To assess errors due to out-lying vorticity,
integration is also performed in a smaller domain of radial and axial dimensions
RT = 5Ro/6 and LT = 5Lz/6, respectively. As a test, the acoustic signal for an
axisymmetric ring with an ellipticaUy distorted Gaussian core was obtained (Fig. 1).
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FIGURE 4. Contours of vorticity magnitude in the (r, 8) plane of maximum I w I.
The spatial resolution of the simulation is twice the resolution of the figure.
It has the form of a damped cosine. The damping is due to the readjustment of the
initial vorticity distribution towards an equilibrium distribution (Fig. 2). For an
inviscid axisymmetric elliptic core ring with uniform vorticity, the acoustic signal is
easily worked out (Shariff et al. 1989, p. 112) from the dynamics of Moore (1980).
For the present case it is an undamped cosine with amplitude .022 which is close to
the initial amplitude computed. Also, the period of the acoustic signal agrees with
the theoretical prediction.
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3. Results
Applying the inviscid stability theory of Widnall et al. (1974), valid for thin
cores, to the Gaussian profile, one finds that the so-called 'non-rotating second
radial mode' corresponds to m = 2.26R/a = 5.47 so that either m = 5 or 6 should
be most unstable. The theory also predicts that there should be a band of growing
modes around the most unstable one. Fig. 3a shows that the numerical result is
consistent with this picture. Since the initial perturbation is not a combination of
eigenmodes, there is an initial transient, after which the m = 6 mode is dominant
showing a large range of linear growth. At t -- 150 the rn = 6 mode gives way to
m = 4, likely due to viscous spreading of a(t); this switching of the dominant mode
has also been previously observed by Hasselbrink (1992) and Shariff e_ aL (1994).
At later times the non-linearly amplified rn = 1 and 2 modes become dominant
and all modes saturate. That the overall ring shape follows the dominant mode is
shown in Fig. 4 where contour plots of I,.,Iin the (n 4) plane of maximum I,.,Iare
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displayed.
Maxworthy (1977) used dye visualization to infer that following breaking of the
instability wave, a swirling flow developed in the azimuthal direction accompanied
by a propagating solitary bulge wave. Fig. 3b plots modal energies in the azimuthal
velocity component to illustrate the rapid development of a mean swirl (e). This
fact together with the nonlinear growth of the rn -- 1 wave already shown in Fig. 3a
may be related to Maxworthy's observation.
Fig. 5 shows contributions to the acoustic signal during the linear instability
phase comparing the results for the full and truncated integration domains. For
the diagonal terms the two domains have differences comparable to the amplitude.
These terms involve the m = 0 and ra = 2 modes. The off-diagonal terms have
smaller differences mainly in the form of high frequency oscillations present in the
truncated domain. The particle turn-around time is about 12 initially, and it cor-
responds to the period of acoustic oscillations due to an elliptically distorted core.
_'" + _'" which involves only the m = 2 mode, has aOn the other hand, the term w23 "_3_,
larger period. This is consistent with the frequency ratio of the two modes for thin
uniform vorticity cores: using Eq. (35) in Widnall & Sullivan (1973) we obtain
Lmp,ic a 2ring
- log(a/n),
felliptte core ./1L-
which gives an estimate of 0.3 for the present case (a is the radius of the uniform
vorticity core).
Further work using the same method should either focus on the sound for axi-
ally periodic flow (cylindrical wavefronts at infinity) using the appropriate acoustic
analogy or employ a larger domain.
4. Conclusions
The time evolution of azimuthal instabilities on a thick isolated vortex ring into
the late non-linear stage was studied by a numerical simulation of the Navier-Stokes
equations. Initially the m = 6 mode is most amplified, consistent with the linear
theory of Widnail et al. (1974). Subsequently, due to the viscous spreading of the
ring, the m = 6 gave way to m = 4. In the late non-linear stage low order modes
(m = 2 and m = 1) became dominant and a rapid growth of a mean swirl is present,
which may be related to some dye observations of Maxworthy (1977).
The acoustic signal computed using the theory of M_Shring (1978) was presented
for the linear instability phase. Since this theory is valid for unbounded flow, each
contribution (Qij) was computed in a full and in a truncated domain to estimate
errors associated with outlying vorticity. The errors were quite large for the diagonal
terms. Further work is needed to eliminate these errors.
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Instability of streamwise
vortices in plane channel flows
By K. Coughlin 1, J. Jim6nez 2 AND R. D. Moser 3
We present analysis and numerical experiments on the instability of streamwise
vortices in 'minimal channel' flows and argue that this instability is a key feature
in the observed intermittent cycle of formation, break-up, and re-formation of these
structures. The base flow is a three-component, two-dimensional pair of counter-
rotating rolls with axes aligned along the direction of the mean shear. While it is
not a steady solution to the Navier-Stokes equations, we show numerically that this
flow is unstable on a fast time scale to a secondary, three-dimensional Floquet mode.
The growth of the secondary instability does not saturate in a new equilibrium, but
continues until highly unstable local shear layers form and the entire flow breaks
down into turbulence. Our analysis is motivated in part by the strong similarities
between the intermittent turbulent cycle in minimal channel flows and one studied,
both experimentally and in computations, in Couette-Taylor flow.
1. Introduction
The existence of coherent structures in boundary layers has a significant effect
on the dynamics of wall-bounded turbulence, and a great deal of work has been
done to try to characterize and explain their dynamics. The structures have been
identified as streamwise 'streaks' of relatively low speed fluid and are associated
with the existence of pairs of counter-rotating, streamwise vortices. Dynamically,
the streaks are created as part of a repeating cycle of formation, break-down, and
regeneration. While the specific mechanisms of streak formation vary from case to
case, certain characteristics of the break-down process appear to be quite general.
In particular, the streaks are typically observed to become wavy with the waviness
increasing until the coherence of the flow breaks down into turbulence.
A number of investigators have looked in more detail at the process of streak
break-down in different situations. Swearingen & Blackwelder (1987), using GSrtler
vortices as an experimental model of the coherent structures in planar geometries,
found that the resulting streaks were unstable to downstream traveling waves, and
subsequently to a rapid breakdown into turbulence.
The instability was attributed to the spanwise velocity gradient created by the
streamwise vortex/streak combination. Jim6nez & Moin (1991), in numerical com-
putations of plane Poiseuille flow in a doubly periodic channel, found that turbu-
lence could be sustained provided that the the spanwise dimension was larger than
1 CERCA, University of Montreal, Canada
2 Center for Turbulence Research
3 NASA Ames Research Center
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about 100 wall units. In these so-called 'minimal channels', the flow consists of
a single low-velocity streak, which undergoes an intermittent cycle of onset and
collapse of turbulence. The onset of turbulence is again associated with the ap-
pearance and growth of a sinusoidal perturbation of the streak. Hamilton et al.
(1994), in minimal channel calculations of plane Couette flow, found the same type
of intermittent, turbulent cycle and further evidence that breakdown of the streaks
is associated with some kind of instability mechanism.
Recently, an intermittent turbulent cycle similar to those occurring in mini-
mal channels was discovered experimentally in Couette-Taylor flow (Hammil et
al., 1994). In this system, fluid is confined between parallel, concentric cylinders
which rotate independently. It can be thought of as a parallel shear layer with ex-
perimentally realizable, periodic boundary conditions in the streamwise direction.
Using direct numerical simulations, Coughlin & Marcus (1994) have formulated a
simple conceptual model which accounts for most of the observed features of the
flow. The feature most relevant to this paper is that the onset of turbulence is di-
rectly attributable to a well-defined linear instability of coherent structures (Taylor
vortices) in the flow. This supports the idea that there is some generic mechanism
whereby streamwise vortical structures in a parallel shear become unstable, and
their instability leads to the onset of turbulence.
The purpose of this paper is to investigate this idea further, making use of analo-
gies with the Couette-Taylor system. In the latter, careful analysis of transient
data and subsequent design of appropriate numerical experiments were used to ver-
ify that a linear mechanism was involved in the transition process. Briefly, coherent
structures (spiral Taylor vortices) form in the Couette-Taylor system due to cen-
trifugal instability, and then go unstable to secondary modes (modulated traveling
waves). The spatial configuration of the secondary mode is such that, when it
grows linearly to large enough amplitude, strong local shear layers are produced,
and these trigger the sudden onset of the turbulence. The turbulence has a finite
lifetime simply because energy is dissipated by turbulent fluctuations at a faster
rate than the mean flow can draw energy through the torques at the wails. Af-
ter the turbulence collapses, the coherent structures reform, and the cycle repeats
(Coughlin & Marcus, 1994).
We hypothesize that essentially the same type of cycle is occurring in plane chan-
nel flows (we consider only the minimal channel, for which the cycle is roughly
periodic in time). The analysis relies on treating the streamwise rolls/streaks as
a quasi-equilibrium, and investigating their stability. We find that the roils are
indeed unstable to a secondary, three-dlmensional mode, which can be character-
ized by its symmetry and time dependence. This mode grows linearly and, as in
the Couette-Taylor system, its growth to large amplitude produces highly unstable
local shear layers; hence, the transition to turbulence. The turbulence has a firfite
lifetime, the flow returns to its laminar configuration, and the cycle repeats. The
intermittency in this cycle thus corresponds to quasi-regular excursions away from
a flow configuration defined by the coherent structures plus the secondary mode.
In this paper, our focus is on the mathematical description of the instability for
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several reasons. First, because it facilitates analysis of the physical mechanisms of
instability. Second, because it is a necessary condition for modeling of the system:
In our scenario, up to the onset of turbulence the flow is low-dimensional and, there-
fore, in principle can be modeled accurately using a small number of modes. From
center manifold theory, we know that these modes must be the linear eigenmodes of
the system and their nonlinear harmonics. The use of the right modes is essential
to constructing models which can be useful in applications; if the modes chosen do
not correspond to the real instabilities, there will be no reliable relation between
the model parameters and the physical control parameters. Third, the state that
the flow returns to during the laminar phase of each cycle, whether it is an equi-
librium or not, is clearly an important starting point for trying to understand the
more complex transition from order to turbulence. Flow visualizations verify that
this state is the configuration characteristic of the coherent structures and their
secondary instability mode.
The organization of the paper is as follows: In Section 2 we present a description of
the conceptual model we propose for the intermittent turbulent cycle. We then give,
in Section 3, a complete description of the symmetries in the problem, which have
been used to verify some hypotheses of the model. Section 4 contains a presentation
of the numerical results supporting the model, and Section 5 the conclusions and
an outline of future work.
2. The conceptual model
_. 1 Mathematical preliminaries
_.1.1 Definition of the channel
The base flow is assumed to be either plane Poiseuille (driven by a mean pressure
gradient) or plane Couette (driven by motion of the walls). The channel half-width
is h, and the velocity maximum (the centerline velocity for Poiseuille flow and the
wall velocity for Couette flow) is U. The Reynolds number is Uh/r,, and we use U
as the unit of velocity, h as the unit of length, and h/U as the unit of time. The
velocities u, v, and w are the dimensionless streamwise (x), cross-stream (y), and
spanwise (z) components respectively. In dimensionless units z E [0, Ix], y • [-1, 1],
z • [0, lz]. The streamwise and spanwise wavenumbers are a = 2r/l_ and _ = 2r/lz.
For plane Couette flow, the two-dimensional, steady, streamwise flow is U(y) = y
and the corresponding spanwise vorticity is f_ = -dU/dy = -1. For Poiseuille flow,
U(y) = 1 - y2 and f/= 2!/. Note that these flows differ in several important ways:
First, the symmetry of the base flow under reflection in y is different, leading to
different allowed symmetries for the two- and three-dimensional flows; second, in
Poiseuille flow the non-uniformity of f_ across the channel distinguishes the wall and
outer regions, whereas no such distinction exists for plane Couette flow; third, in
Poiseuille flow there is always a positive net mass flux in the down-stream direction.
2.1.2 Numerical method
The Navier-Stokes equations are solved in a doubly periodic channel geometry
using a spectral initial value code. The numerical computations were begun using
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the code developed at CTR (Kim et al., 1987), and continued using a similar code
developed independently (Coughlin, 1994). The velocity field is represented as a
Fourier-Tchebyshev sum:
%
M/2 h'/2
u --- Z Z uk,,,(y,t)e'*('xe'"_, (1)
m=-M/2+l k=-K/2+l
_]n=0 ankm(t)Tn(y). We write u for the velocity component inwith uk,,(y,t) = N
physical space, and uk,_ for the same component in Fourier space. Since u is real,
uk,_ = h-k-m, where the overbar denotes complex conjugation. No-slip boundary
conditions are imposed at the wails, and the pressure boundary condition is chosen
to enforce constant mass flux in the streamwise direction.
2.2 Formation of streamwise rolb
Curvature in the Couette-Taylor system is responsible for the initial appearance of
the Taylor vortices, and this constitutes the biggest difference from planar channds.
In the latter, there is as yet no well-accepted linear mechanism for the formation
of streamwise rolls and the associated streaks, nor for the selection of the observed
average spanwise wavelength of 100 wail units. It is not the purpose of this paper
to address these questions. Instead, we will take the streamwise rolls and streaks
as given.
It is well known that such a flow cannot be a steady equilibrium solution to the
Navier-Stokes equations since without streamwise variation there !s _n0way for the
structures to extract energy from the mean flow. However, the numerical work of
Hamilton et al. (1994) shows that streamwise vortices are persistent underlying
features of the flow, and that they decay on a time scale which is slow compared
to the time scale of the intermittent cycle. They used a converged turbulent flow
to initiaiize a computation with spanwise domain size too small to sustain the
intermittent cycle. In this case, after one or two more cycles the flow decays away.
Specifically, after the last burst of turbulence the flow relaminarizes, the three-
dimensional laminar flow then decays to the x-independent streamwise rolls and
streaks, and these then decay viscously to two-dimensionai plane Couette flow.
This decay is illustrated in Fig. 1, where the streamwise vorticity wx is plotted in
the (y, z) plane at x = 0. The horizontal direction is z and the vertical is y. In
these figures, the grey scale is a translation of a full color scale and is, therefore,
somewhat arbitrary. The bright contours correspond to regions of negative vorticity,
and the dark contours to positive vorticity. The lower left corner of the plot is the
point x = 0, y = -1, z = 0. The flow is shown at nine equally spaced times
with time increasing from the upper left to the lower right. The time scale for the
entire intermittent cycle is of order 50-100. The x-dependent part of the flow decays
by a factor of ten in a time of order 1-10, while the streamwise roils decay (when
O/ax = 0) by a factor of ten in a time of order 100.
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FIGURE 1. Grey-scale plots of the streamwise vorticity w_ in the (y, z) plane at
x = 0 at nine consecutive equally-spaced times. Time increase from left to right
and top to bottom. The horizontal axis is z, and the vertical is y.
2.3 Linear stability of streamwise rolls
The separation of time scales noted above and the fact that the streamwise roils
are always the last thing to decay suggest that they are a robust quasi-equilibrium,
which may be unstable to three-dimensional perturbations on a time scale fast
comparedto 100. A similar idea was explored by Orszag & Patera (1983) for slowly
decaying Tollmein-Schlichting waves, which they found to be strongly unstable to
three-dimensional modes. If there is a three-dimensional instability of the rolls, we
would expect it to be the second slowest component of the flow to disappear as the
turbulence dies away. The data of Hamilton et al. show that the configuration of
the three-dimensional, decaying laminar flow is always more or less the same, as
illustrated in Fig. 1. If our hypothesis is correct, then a growing linear perturbation
to the rolls should, irrespective of its initial spatial configuration, end up looking
:=2
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like Fig. 1 run backwards in time. This is precisely what we find in our numerical
experiments.
_._ Formal statement o/the problem
Investigating the stability of a flow that is not an equilibrium is well defined if
the time scale for change of the base flow is slow compared to the growth rate of
the instability. Formally, we write u_ons = U_oUs(x, y, r) where r - et defines the
slow time scale for viscous decay of the vortices. From numerical experiments, we
have verified that e -,_ R -1 • Letting ulin be an eigenmode of the Navier-Stokes
equations linearized around Uron_, we can write (neglecting the space dependence)
Ulin = eXtUlin(r) and consider t and 7"to be independent variables. Schematically,
the equation for Ulin becomes
(,_ -I- eC_/0T)Ulin = _Ulin (2)
where £: is a linear operator depending on Uron_. By construction c9/ar ,-, O(1);
therefore,if real(A) >> e, we are justified in neglecting the r dependence in Eq. (2).
The simplest hypothetical instability mechanism for u_on, is a Kelvin-Helmholtz
type instability of the streak, which would have an advective time scale and therefore
predict real(,_) = (.9(1) in our dimensionless units (Drazin & Reid, 1981). Thus, our
condition for neglecting O/Or reduces to e --, R -1 << 1, which is well-satisfied in
the cases of interest. Thus, in the discussion below we will neglect the presence of
the slow time scale r in the dynamics.
The solution U_oll_ can in fact be turned into a true, steady equilibrium by adding
a small forcing to the flow. Experimentally, we find that the most effective way to
do this is to force the fundamental spanwise Fourier mode of v (v01 in Eq. (1))
to have a constant amplitude (Coughlin, 1994). Forcing v automatically forces w
through the divergence equation, and v and w together produce the streak. To fix
v at a value typical of the flow during the quiescent part of the cycle requires a
forcing that increases the kinetic energy of the flow by less than ,,_ 0.1%. This leads
to a maximum value of v01 of about 0.006, and produces a streak which changes
the mean profile by about 10%; hence, a very small forcing of the rolls produces a
streak of fairly large amplitude. Linear instabilities of these forced rolls have the
same characteristic features as those of the decaying, unforced Uron_. The forcing
provides a new control parameter which can be used to look at linear stability of
the rolls in a more systematic way, which will be done in future work.
3. Symmetries
The primary advantage of working with solutions having a well-defined symmetry
is that the symmetry is invariant under nonlinear development of the flow. This
can be extremely useful in understanding the origin of complicated changes in the
flow pattern. These can be attributed to new bifurcations only if the symmetry
changes; otherwise, no matter how much a particular visual signature of the flow
may change with time, the change should (generically) be due to the generation of
higher harmonics of the original linear modes. Conversely, a change in the predicted
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relationships among the Fourier modes signals a qualitative change in the nature of
the solution.
We have established from the numerical simulations of Couette flow that the lami-
nar flow, started with arbitrary initial conditions, has almost exactly the symmetries
described below in (Eqs. (8) and (9), and that when the flow is initialized and main-
tained with perfect symmetry, the dynamics is essentially unaffected. Moreover, up
until the onset of turbulence, the symmetry of the initial condition doesn't change.
The implication is that, beyond the onset of linear instability of urons, there are
no other bifurcations; hence, it is the growth of the linear mode which leads to the
breakdown of the laminar streak. For completeness, we present a full derivation of
the relevant symmetries in this section.
3.1 Linear modes
The simplest way to deduce the allowed symmetries of the flow is to begin with
the linear problem: Let h(y)e i(xt+_z+#') +c.c. be an eigenmode of the Navier-Stokes
equations linearized around the two-dimensional laminar solution U. It is then a
solution to
)_hz = (-iaU + u A )hx - iap + f_h v
Ahy = (-io_U + uA)h, - Dp
)_hz = (-iaU + uA )hz - i/3p
0 = -iahx + Dh_ - i/3hz
with boundary conditions hi(y = 4-1) = 0 (i labels the x, y, and z components).
Here D =_ d/dy and A -- D 2 - a 2 -/3 2. We define _ = a + iw, where the growth
rate a and the phase speed w are real.
For Couette flow, it is straightforward to show that if (h_, hy, hz)(y) is an eigenvec-
tor with eigenvalue ,_ for the parameter values (c_,/3), then for the same )_ the follow-
ing degenerate eigenvectors exist: (-h,,-h_, hz)(-y) for (-a,/3), (-hx, -hu, h,)(y)
for (a,-/3), and (h_, hy, h_)(-y) for (-c_,-/3). When a = 0, the eigenvectors cor-
respond to streamwise rolls, the eigenvalue ,_ is real (w = 0), and the eigenfunc-
tions satisfy (hz, h_, h_)(-y) = 4-(hx, hy,-h,)(y). When a _ 0, eigenvectors with
sign(w/c_) > 0 correspond to left-traveling waves, and their eigenfunctions hi are
not symmetric under y --. -y, having significant amplitude only for y < 0. Symme-
try implies that for every left-traveling wave there is a right-traveling wave which is
non-zero in y > 0. Since the eigenfunctions define structures, this means that these
structures tend to travel with the local mean flow.
The degeneracies of linear modes for Poiseuille flow are different. In this case, for
a _ 0 all eigenmodes have sign(w/a) < 0, which again corresponds to the restriction
that traveling waves go with the direction of local mean flow. For all values of
a and /3, the eigenfunctions satisfy (h_,h,, h,)(-y) = 4-(hx,-hy, h_)(y). As in
Couette flow, if a = 0 the eigenvalues are real and the eigenfunctions correspond to
streamwise roll solutions.
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3.2 Stream-wise roll solutions
We define nonlinear streamwise rolls to be solutions resulting from the time de-
velopment of the Navier-Stokes equations initialized with a linear mode with _ = 0.
Note that the linear system has a higher degree of symmetry than the nonlinear, so
that some of the relations found above are modified.
In the case of Couette flow, the eigenmode with maximum growth rate corre-
sponds to a single pair of rolls in the vertical domain. In numerical experiments,
this is also the nonlinear flow which emerges from arbitrary initial conditions. It
has the following symmetries:
(u,o,w)(v,z) = (u,o, -w)(y, -z), (3)
(reflection in z), and
(u, _,w)C-v,z) = (-_, -_, w)(-y, z + _/_). (4)
The latter is the nonlinear analogue of inversion in y, which we will refer to as
'shift-and-invert' symmetry. It ensures that the streaks created by the up/down
flow between the vortices at opposite wails are of equal and opposite strength.
Eq. (3) implies that the rolls in a pair have opposite circulation under reflection in
Z.
For Poiseuille flow, the eigenmode with maximum growth rate also corresponds
to a single pair of rolls in the vertical domain and leads to a nonlinear solution
which satisfies (3) and
(_, v, w)(u,z) = (_, -v, w)(-u, z + _/_) (5)
instead of (4). One can also obtain solutions with two roll pairs in the vertical
domain; one pair of vortices is in y • [-1,0], the other is in y • [0, 1], and there
are stagnation points of the transverse flow at (y, z) = (0, 0) and (0, rr/_). This
corresponds to the eigenmode with the second largest growth rate. These solutions
satisfy Eq. (3), while inversion symmetry in this case becomes
(., _,w)(u,z) = (u, -_, w)(-u, z).
In numerical experiments, we find that the flow with two roll pairs has a higher
kinetic energy than the flow with a single roll pair, and thus the former is finite-
amplitude unstable to the latter (Coughlin, 1994).
8.$ Linear modes of streamwise rolls
We write down the solution for streamwise rolls as
Uroll s -_
M/2
E Um(y)eimBz
m=-M/2+l
(6)
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where the origin in z is chosen such that Um and Vm are real, and wm is pure
imaginary so that (3) is satisfied.
From Floquet theory, linear eigenmodes of the base state Urol_ will have the form
uun = e'O'eX'u'(y,z) + c.c., (7)
where u' = _,_ u_(y)e im_ has the same symmetry as U,on,. Given an eigenvector
u' = (u _, v_,w ') with eigenvalue )_, applying symmetry operations produces new
eigenfunctions with the same _. For both Couette and Poiseuille flow, reflection in
z leads to (u', v', -w')(y, -z). For Couette flow, shift-and-invert symmetry produces
the new vector (-u _, -v I, wt)(-y, z + _r/13). If a _ 0 and imag(,_) _ 0, then (as in
the two-dimenslonal case) these linear modes correspond to left- and right-traveling
waves. The left-going modes have non-zero amplitude in the region y < 0, while the
right-going modes are of significant amplitude only in y :> 0. For Poisenille flow, the
shlft-and-invert symmetric mode is (u _, -v I, w')(-y, z+_r/_), and eigenfunctions are
always even or odd in y.
8.4 Nonlinear three-dimensional flow
If the initial condition is symmetric, the time-development of the Navier-Stokes
equations will, in the absence of numerical noise, preserve the symmetry. If a flow
is initialized with equal amplitudes of (u', v', w')(y, z) and (u', v', -w')(y, -z), the
nonlinear solutions will display 'shift-and-refiect' symmetry (Marcus, 1985):
(u, v,w)(x, u, z, t) = (u, v,-w)(x + ./,_, u, -z, 0. (8)
Note that this symmetry does not distinguish between 'sinuous' (in-phase mo-
tion of the two streaks accompanying a vortex pair) and 'varicose' (out-of-phase)
modes. If the initial condition consists of equal amplitudes of (u', v', w')(y, z) and
(-u',-v', w')(-y, z + _r/_), then the three-dimensional version of shift-and-invert
symmetry results. For Couette flow this is
(., _,w)(z, _,_,t) = (-u, -v, w)(-_,-u, z + w/Z,0. (9)
Note that solutions with this symmetry cannot be traveling waves since there will
be no translating frame in which the flow appears steady. For Poiseuille flow we
have
(u,v,w)(x,u,z,O = (_,-v,w)(x,-u,z + ,_/_,t), (10)
instead of (9), a form which does allow traveling wave solutions.
From the Couette flow data of Hamilton et al. (1994) we have verified that both
Eqs. (8) and (9) are satisfied approximately without being imposed on the flow.
Since the code is spectral, it is convenient to express these relations in Fourier
space. Using Eq. (1), shift-and-reflect symmetry becomes
Ui,km(_], t) ._- "_i(--1)kUi,k_m(_], t ).
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Here 7i = (1,1,-1), ui = (u, v, w), and there is no sum on i. For Couette flow
shift-and-invert symmetry leads to
Ui,km(--y, t) _-- --'_i(--1)m ui,-krn(y, t ).
For a flow which is symmetric under both (8) and (9) we have
Ui,km(--Y, t) = (--1) k+m+l _ti,km(Y, _.).
If imag(,k) _ 0, then given the form of the linear mode and the fact that the
nonlinear term in the Navier-Stokes equations is quadratic, one can also predict the
time dependence of individual Fourier modes (Coughlin, 1994).
4. Numerical Results
4.1 Procedures
The stability of Couette flow has been looked at in detail, and this program will
be carried out for Poiseuille flow in later work. To look at the stability properties
of the flow, the two procedures described below were followed:
(i) Quasi-linear initial value calculations (the same procedure was used in Hamilton
et al., 1994): We begin with the full solution as in Eq. (1) at some time t and
from it define
M/2
UroUs = _ Uom(Y,t) eim#z,
m=-M/2+l
and the perturbation
Ulin _ ei°z
M]2
E Ulrn(_, t)e irn/_z -_- C.C.
m=-M/2+l
(ii)
The streamwise flow Uroll, is frozen to its initial value, and uli, (times a constant)
is added and allowed to develop in time. As long as the amplitude of ua, remains
small compared to Urons, the effect of freezing the base flow is equivalent to doing
a linear computation; at later times, the solution becomes unphysical.
Nonlinear initial value calculations: We define Uroas and ulln as in case (i). The
flow is initialized using the combination c0uron, + clunn, with el/co << 1. The
constant co is used to control the strength of the rolls. While this initial condition
is not a solution to the Navier-Stokes equations, after a short transient the flow
settles into slowly decaying Uron0 plus a linearly growing mode. The growth rate
of the linear mode depends on co. As soon as the computation is turned on, urom
starts to decay, and the growth rate of the instability depends very strongly on
the roll amplitude, so setting co > I allows the instability to develop over a longer
time so that we can determine its characteristic features.
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Both procedures were repeated using a different initial ulin = ull(y, t)ei_Xe it_z,
where ull is divergence-free and zero on the boundaries but otherwise arbitrary,
and also with exact symmetry imposed on the initial conditions (this symmetry
is maintained to order round-off error by the code). In all cases the linear mode
acquires, after an initial transient, the same spatial structure and functional form
in agreement with the derivation of Section 3.
,_._ Results
Method (i) was used to verify the hypothesis made above that the decaying flow
configuration illustrated in Fig. 1 corresponds to a linear mode of the streamwise
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rolls. The computation is initialized with the flow of Fig. 1, the decay of the rolls is
halted, and the three-dimensional piece of the flow consequently stops decaying and
begins to grow. It retains essentially the same spatial configuration. Recall that
this configuration is also that of the fully nonlinear flow during the quiescent part
of the intermittent cycle. Method (ii) was used to investigate the dependence of the
growth rate a of the three-dimensional Floquet mode on the strength of the rolls
(equivalently the velocity difference across the streak), which is proportional to Co.
c with a constantWe find (for R = 450, l_ = 1.75a', and Iz = 1.27r) that a ,_ co - c0,
of proportionality of about 0.2. Here c_)is the value where a becomes negative, and
depends on the initial condition. For the flow described here c_) = 0.98, so that
the linear mode initially grows but starts to decay as the rolls decay. These results
are consistent with the assumption that the streaks are unstable on an advective
time scale. This scaling translates into a strong sensitivity of the growth rate to the
strength of the rolls in the relevant regime (co "_ 1). For example, when co _ 1.05,
a _-, 0.01 while for co "_ 1.6, a ,,_ 0.1. We emphasize that since the flow is in
a subcritical regime, Co has no absolute significance, but the scaling implies that
that if the energy in the streamwise flow is increased by a moderate amount, the
instability growth rate can increase dramatically. We also note that apart from
influencing the value of a, the value of co does not affect the linear mode; we find
the same characteristic spatial pattern for all test cases.
These experiments are illustrated in Figs. 2 and 3, where we show times series
of the modal energies ekm = fl I lukml_dy for (k,m) = (0, 1) (essentially the roll
amplitude), (1,0) and (1,1) (the linear modes). Note that the theoretical model
predicts that modes (1,0) and (1,1) will have the same linear growth rate. In Fig. 2,
these modes are plotted for two experiments using procedures (i) and (ii) with the
same initial condition. In Fig. 3, the experiment using method (ii) is shown for a
much longer time. We see that the (1,0) and (1,1) modes grow roughly three orders
of magnitude with a nearly constant growth rate. The growth rate is not exactly
constant because we do not begin the computation with the true linear eigenmode.
When the k = 1 modes reach large enough amplitude, the flow goes over into the
intermittent turbulent cycle and the time series become disordered.
4.3 Spatial structure of the linear mode
In this section we describe briefly the spatial structure of the instability of the
streamwise rolls/streak. As both methods described above produce essentially the
same flow, we will describe the results only for method (ii). We show in Figs. 4 and
5 visualizations of the linear instability of the rolls as it grows to finite amplitude.
As in Fig. 1, we plot the streamwise vorticity wx using a grey scale, with dark values
corresponding to positive w_ and bright values to negative wz. Each frame is scaled
individually so that the actual numerical value of oar corresponding to a particular
grey level is not constant from frame to frame. Note that the change in the flow
seen in these figures is due entirely to the growth of the secondary instability as it
preserves the symmetry and time dependence of the flow.
Fig. 4 shows the vorticity w_ in the (x, y) plane at nine equally spaced times
with t increasing from left to right and top to bottom. The horizontal direction is
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FIGUnE 4. Stream-wise vorticity wx plotted in the (x, y) plane at z = re/2/3, at
nine consecutive equally-spaced times, for the growing three-dimensional instability.
Time increase from left to right and top to bottom. The horizontal axis is x, and
the vertical is y.
x and the vertical is y. This view shows a slice through the negative streamwise
vortex at z = r/2/3; the mean flow is from left to right in the lower part of the
frame and from right to left in the upper part. The instability first appears as
a sinusoidal deformation of the the vortex which is strongest at the cross-stream
location whei:e the vorticity w, changes sign. As it grows there is an interaction
between the negative vorticity in the roll with the induced positive vorticity at the
wall. This leads to the characteristic configuration of tilted layers of vorticity of
alternating sign near the lower wall. The same pattern, inverted according to (8)
and (9), appears at the upper wall at z = 3a'/2/3.
In Fig. 5 we plot w, in the (x, z) plane, with x the horizontal and z the vertical
coordinate, for the same flow at the same times as in Fig. 4. The horizontal section
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FIGURE 5. Stream-wise vorticity w_ plotted in the (x, z) plane at y = 0.5 for the
same flow as in Fig. 4. The horizontal axis is x, and the vertical is z.
is taken at y = 1/2 and passes through the upper half of the streamwise vortex
pair. The streak is visualized in these plots as the grey region between the bright,
negative vortex and the darker positive vortex. From these plots, it is clear that
the instability begins as a waviness of the streak, which as it develops leads to a
concentration of the streamwise vorticity into disc-like regions of alternating sign.
These discs are tilted and layered one over the other in the (x, y) plane, as was
shown in Fig. 4. The vorticity configuration seen in this plot is due primarily to
the gradient Ow/Oy. It is important to note that these plots show vorticity, not
vortices. Vector plots of the velocity field in the (y, z) plane, as shown for example
in Hamilton et al. (1994), show that at all times the streamwise rolls are present;
the concentration of the vorticity into the configurations seen in Figs. 1, 4, and 5 is
due to a local intensification of the fluxes and gradients of the transverse velocity
field. Thus, in the last row of Fig. 5, the rolls remain more or less in the same place,
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but the vorticity has been concentrated into the region near the streak.
As the flow becomes more strongly nonlinear, these structures start to advect
with the local mean flow, which is from left to right in Fig. 4, and in Fig. 5 from
right to left. This behavior is consistent with imag(_) _ 0 in Eq. (2), but should
be verified by more detailed linear calculations. Streak break-down in this visual-
ization corresponds to a sudden loss of the spatial regularity of the pattern and the
appearance of fluctuations in the vorticity field over short time scales. Beyond this
point, it is difficult to get useful information from flow visualization.
5. Conclusions
We have argued that the intermittent cycle in minimal channels consists of ex-
cursions away from a laminar base flow and that the base flow arises from linear
instability of a two-dimensional flow consisting of streamwise vortices and streaks.
We have shown for plane Couette flow that there is a robust, three-dimensional
instability of the two-dimensional flow and that the instability can grow to large
amplitude on a time scale fast relative to the decay rate of the vortices. We have
given a complete description of the mathematical form of the instability and have
calculated the linear mode using several (approximate) numerical techniques. We
have discussed the similarities between the intermittent cycles in minimal channel
flows and those occurring in the experimentally realizable Couette-Taylor system
(Coughlin & Marcus, 1994). Note that these similarities suggest that the mini-
mal channel, although it is an idealized model of the real system, does contain the
relevant physics.
This study is preliminary and has raised a number of questions which we will in-
vestigate in future work. We plan to complete the analysis given above for Poiseuille
flow; it would be particularly interesting to see whether the hypothesized secondary
instability resembles in any way hairpin vortices. We are also interested in whether
any of the mechanisms which have been proposed for the formation of streamwise
vortices (for example, Butler &: Farrell, 1992) are consistent with the spatial struc-
ture and stability properties of the decaying (or forced, steady) streamwise rolls
found in the computations. More work also remains to be done to understand
the physical nature of the instability and to what extent it can be attributed to a
two-dimensional, Kelvin-Helmholz type of mechanism. Its features should also be
compared in more detail to the observations of Swearingen _z Blackwelder (1987)
and other available experimental data.
Last but not least, there is the problem of understanding in mathematical terms
the transition to turbulence. The minimal channel and Couette-Taylor simulations
show that while the turbulent cycle does return intermittently to a low-dimensional
dynamical state, the intervening state is almost certainly high-dimensional. The
transition between them is characterized by the abrupt loss of spatial coherence
of the flow, which has as yet found no adequate mathematical expression. Low
dimensional models, for example as derived by Aubry et al. (1988) for turbulent
bursts in the boundary layer of pipe flow, are inherently incapable of addressing
this problem as they a priori eliminate most spatial degrees of freedom. The flows
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discussed here isolate these fundamental issues in an elegant but not over-simplified
way, and are thus deserving of further study.
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Numerical investigation of supersonic turbulent
boundary layers with high wall temperature
By Y. Guo 1 AND N. A. Adams 2
A direct numerical approach has been developed to simulate supersonic turbulent
boundary layers. The mean flow quantities are obtained by solving the parabolized
Reynolds-averaged Navier-Stokes equations (globally). Fluctuating quantities are
computed locally with a temporal direct numerical simulation approach, in which
nonparallel effects of boundary layers are partially modeled. Preliminary numeri-
cal results obtained at the free-stream Mach numbers 3, 4.5, and 6 with hot-wall
conditions are presented. Approximately 5 million grid points are used in all three
cases. The numerical results indicate that compressibility effects on turbulent ki-
netic energy, in terms of dilatational dissipation and pressure-dilatation correlation,
are small. Due to the hot-wall conditions the results show significant low Reynolds
number effects and large streamwise streaks. Further simulations with a bigger
computational box or a cold-wall condition are desirable.
1. Introduction
Studies of compressible turbulent boundary layer flows are of fundamental in-
terest. Understanding of such flows, particularly the effects of compressibility on
turbulence, may help to improve turbulence models used in many industrial appli-
cations. Over the years, many experimental efforts have been made (cf. Spina et
al., 1994), and a great deal of knowledge has been obtained about these flows. But
due to the difficulties encountered in high speed flow experiments, many aspects of
these flows still remain unclear (cf. Lele, 1994 and Spina et al., 1994). Recently
with the rapid increase of computing power, direct numerical simulation (DNS) has
become one alternative tool to investigate these flows. In this study, we present our
first effort in this direction. Preliminary results from three case studies at Mach
numbers 3, 4.5, and 6 are reported.
The problem in this study is the compressible turbulent boundary layer flow over
a flat plate. We consider a region after the leading edge, where the flow is free of
the shock caused by the leading edge and the boundary layer forms over the wall
and grows in the streamwise direction. Generally, there are two ways to do DNS
of boundary layer flows: spatial DNS and temporal DNS (cf. Kleiser & Zang, 1991
for a review). A spatial DNS approach (SDNS) is the closest numerical realization
of a turbulent boundary layer experiment, but it demands an enormous amount
1 DLR, Institute for Fluid Mechanics, Germany. Current address: Institute of Fluid Dynamics,
ETH Z6rich, Switzerland.
2 Center for Turbulence Research
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of computing resources and therefore is prohibitively expensive, especially in the
case of compressible boundary layer flows. So far its application has been limited
to producing a few benchmark data (Spalart & Watmuff, 1993). A temporal DNS
approach (TDNS), where the flow is assumed to be locally parallel and develops in
time, is highly efficient and requires no inflow and outflow boundary conditions (cf.
Kleiser & Zang, 1991). It has been applied successfully to the direct simulations
of turbulent channel flows (cf. Kim et al., 1987, Coleman et a/.1993) and has
provided considerable details and insights about the turbulence in these flows. But
due to the use of the parallel flow assumption in its formulation, its applications to
turbulent boundary layers have suffered certain drawbacks. Firstly, the mean flow
quantities do not satisfy the Navier-Stokes equations and always exhibit undesirable
temporal growth. Secondly, the nonparallel effects of a turbulent boundary layer
cannot be considered. To overcome these problems, Spalart L: Leonard (1985)
and Spalart (1986) assumed self-similarity both for the mean velocity and for the
Reynolds stresses in their studies of equilibrium turbulent boundary layers and sink
flows. This assumption is reasonable, but is strictly justified only in the case of sink
flows. In Spalart (1988), a more general approach was developed using a multiple-
scale analysis to approximate the local effects of the streamwise growth of the flow.
Satisfactory results have been obtained for boundary layer flows on a flat plate.
However, a direct application of Spalart's multiple-scale analysis (1988) to com-
pressible flow is rather tedious and difficult, due to many nonlinear terms in the
compressible Navier-Stokes equations. In order to avoid this problem, a different
approach has been used in this study. In the following section, we present the de-
tails of this approach, together with discussions concerning its application to more
general cases. Brief comments on the numerical implementation and validation of
this approach are given in §3. In §4, we present preliminary numerical results of
turbulent boundary layers at Moo = 3, 4.5, and 6. Concluding remarks are given in
§5.
2. Numerical method
It is known that there exist two different scales in a turbulent boundary layer:
mean flow quantities exhibit large scales and slow variations in the streamwise direc-
tion, while turbulence quantities are generally of small scale and fast variation (cf.
Spalart, 1988). In some sense, mean flow quantities can be viewed as global quan-
tities, carrying upstream information downstream. For example, the downstream
profiles of mean flow quantities depend on the upstream profiles of these quantities.
Therefore these quantities cannot be solved by any local procedure without resort-
ing to any similarity assumption (note that a TDNS approach is a local procedure).
Turbulence quantities, on the other hand, are generally "local", being generated
and dissipated within short time and small space. Intuitively, one would expect
that it would be more efficient to compute these two different scales with different
numerical approaches.
Motivated by the above observation, we developed an approach which computes
the turbulence quantities locally with a TDNS approach, and computes the mean
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flow quantities globally by solving the Reynolds-averaged Navier-Stokes equations.
This approach is formulated in such a way that it allows the solutions of the
Reynolds-averaged Navier-Stokes equations be marched downstream spatially using
the Reynolds stresses, which are computed locally at each spatial step by a TDNS
approach. Special care has been taken to include the nonparallel effects of the tur-
bulent boundary layer flows into the TDNS approach, which is a natural extension
of our earlier work on TDNS of growing transitional boundary layers (Guo et al.,
1994).
2.I Solving Reynolds-averaged equationa for mean flow quantitie_ within TDNS
For simplicity, we first demonstrate our numerical approach using an incompress-
ible boundary layer flow as an example. Application of this approach to compressible
flow is presented in §2.3. In this report, we designate z as the streamwise direction,
y as the spanwise direction, and z as the wall-normal direction. Vector notations
are preferred due to irregular terms introduced by parabolization procedures.
For any turbulent boundary layer flow, the flow field can be decomposed as
u = u° + u', (I)
where u ° represents the stationary part, which usually includes the mean flow, u0°
(i.e. (0, 0) mode), and all stationary streamwise vortices, u ° (i.e. (0, ky) modes,
ku ¢ 0). The term u' represents the remaining part which fluctuates with time.
The governing equations for u ° are the Reynolds averaged Navier-Stokes equations
(in dimensionless form):
v. (u°u°)= -vp °+ ---IV2u°- v.
Re (2)
V. u° = O, (3)
where u'u' are the well-known Reynolds stresses, and an overline represents a time-
averaged quantity. In boundary layers, u ° usually has slow variation in the stream-
wise direction, thus the governing Eqs. (2) and (3) can be parabolized (cf. Fletcher,
1988 and Guo & Finlay, 1994): the term V 2 is replaced by V_,
0 _ 02
V_P = _ + Oz---i , (4)
and the pressure p0 in the x-momentum equation is replaced by the mean pressure
averaged across the y- z plane, p0°. The solutions of the resulting equations then can
be marched downstream efficiently using a spatial marching scheme. Parabolization
procedures for more general cases can be found in Fletcher (1988).
One important issue in solving the parabolized version of (2) and (3) is the numer-
icai treatment of the Reynolds stress terms. In a turbulent boundary layer, these
are the dominant terms, and it is desirable to treat these terms implicitly in spatial
marching schemes in order to avoid any severe restriction on spatial marching step
sizes. Since the Reynolds stress terms are computed by a TDNS approach in this
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study, they cannot be expressed explicitly in terms of u°. Thus an efficient way has
to bc found to deal with these terms implicitly.
It can be shown that in a conventional TDNS approach, the actual equations
solved for u ° are:
_u °
& + Vp- (u°u °) = -Vep ° + l_2Rev u ° - Vp. (u'u') , (5)
0u---_° + vp- u° =o. (6)
&
Note that in (5-6), u° is a function of time and an overline represents a $patial-
averaged quantity. Compared to the parabolized (2-3), the following term is missing
from the right hand sides of (5-6):
Zo _ (Z01, Z02_ Z03, Z04) T , (7)
where
Ou°u° 0p_ Ou,u'
zol= Ox Ox Oz '
Ou°v ° Ou'v'
zo2 - Ox Ox '
Ou°w° Ou'w'
z0s = cgz Ox '
0u °
Z04 _-- - Oqx
Assuming spatial-averaged quantities are good approximations to time-averaged
quantities, Eqs. (5-6), with the missing term (7) added, constitute a transient prob-
lem of the parabolized (2-3). The solutions of these equations converge to those of
the parabolized (2-3) when 0u°/0t ---*O. Note that the term Z0 only acts on the
governing equations for u °. The streamwise variation of the Reynolds stress terms
are also included in (7).
To further demonstrate how Eqs. (5-6) are solved in a TDNS together with the
term Zo, we discretize the x-momentum equation in the x direction with an Euler
- O(u°w°)"+'Oz+ _1 \(0_'°"+'_+ O2u°,,+,o_----¢-_)
'v').+, o(-v_,).+_ (_%0).+, _ (_%0).
+ _ ] ,',x.+,
o _ po (.-r_.,).+,_ (_,_,).
POn+l (S)
/_Xn+ 1 AXn+l '
where a subscript "n + 1" denotes the solution evaluated at the downstream location
x = x,+l, and Ax,+l = x,+l -- x,. At each station x = x,,+l, the solution of (8)
implicit scheme:
OUOn+ ' -- _ O(uOvO)n+ 1
& 9!1
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is iterated in time until a steady-state solution is reached. Then the solution of
(8) is marched spatially to the next station x = x,+2. In practice, we find high
order backward-differentiation-formulas (BDF) with variable step sizes (cf. Ifairer
et aI., 1987) are rather satisfactory: these schemes with accuracy up to sixth order
are unconditionally stable, and the implementation only involves the term Z0 in an
existing TDNS code. In our code, a second order BDF is used:
0() i [1+ 2_,,( : ],( )._, (9)0---_-= z,,+l-x, Ll+w,., )"+1-(1÷_")()"+1-1--w,
where wn = (x.+l - x.)l(xn - x.-i).
_._ Computing turbulence quantities with TDNS: nonparallel effects
Turbulence quantities in boundary layers are not homogeneous locally in the x
direction. When a TDNS approach is used to compute these quantities, the issue of
nonparallel effects arises. In Guo et al. (1994), we have discussed extensively this
issue in the case of transitional flows. Ifere we adopt a similar methodology. The
basic idea of this approach is as follows: we assume that the nonparallel flow u can
be decomposed as the perturbation expansion:
U : U0 "_- Ule -{- U2 e2 -{- " " ", (10)
where ui (i = 0, 1,2,...) are periodic functions in both x and y, and e is some
perturbation parameter. Substituting Eq. (10) into the Navier-Stokes equations,
we can derive one set of equations for each power i of the parameter e. These
equation sets all have the periodic functions ui as unknowns. In a sense, the original
nonperiodic system has been decomposed into periodic subsystems, where then
Fourier schemes can be used. If Eq. (10) is truncated at i = n-1, the approximation
error is given by
6 = Unen + Un+l en+l +"" • (II)
If 6 is bounded and decays with n, then Fourier schemes can be used to obtain
the solution of a nonparallel system. In Guo et al. (1994), we have shown that
the decomposition (10) can be obtained for transitional boundary layer flows, and
Eq. (11) is bounded and decays with n.
For a turbulent boundary layer, we can perform the following analysis. Following
Spalart (1988), u can be decomposed as
u = u ° + u' = u° + A(x, z)B(x, y, z, t) , (12)
where u ° represents mean flow quantities, and A(x, z) is the "amplitude function",
which is proportional to the r.m.s, of u. Both u ° and A(x, z) have slow variations in
the x directions. The term B(x, y, z, t) represents the fast fluctuating part. Taylor-
expanding u ° and A(x, z) in the neighborhood of x0, we have
Ou°(x I 02uOj
u°(x'z) = u°(x°'z) + Ox - x°) + ---_Yx 2(x-x°)2+'''2! , (13)
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OA 1 02A(x - Xo)_ +... (14)A(x, _) = A(xo, _) + -b-_-x(_ - _o) + 2_ 0_--x
We denote the length scale of the fluctuating part B(z, y, z, t) as l, and the length
scale of the mean flow quantities as L. Assuming that O/Ox can be scaled with L
and x - x0 with l, we have the expansions (13-14) decay asymptotically at a rate
O(tlL)"ln!.
In Spalart (1988), B(x,y,z,t) was assumed to be periodic in the x direction.
More generally, we can assume that
B(x,y, z,t) = B0 + Bl(x - x0) + B2(x - x0) 2 + ..., (15)
where Bj (j = 0, 1,.--) are periodic in both x and V. Generally, we can assume that
Bi-1 is one order smaller than Bi. Note that this assumption cannot be proved
theoretically, but it is less restrictive than assuming B to be periodic. Substituting
(13-15) into (12), one can show that u' can be written in the form of
u' = u 0' + u_(x- x0) + u_(x- z0) 2 +... , (16)
, i is generally one order largerwhere u i (j = 0, 1,...) are periodic in x and y, and ui
than u__ 1. Then the error defined by (11) is bounded and decays with n.
Due to the complexity, only the first set of equations (i = 0) are considered in
this study. The derivative of u is approximated by
0u 0u ° 0u_ , (17)
0--__ -3-_-x+ --_-x+ul
For a turbulent boundary layer, the nonparallel effect contributed by u_ cannot
be modeled due to the lack of information about u_. In a transitional flow, this
term can be partially modeled, and has been shown to be small in Guo ,t al. (1994).
In a standard TDNS approach, the term Ou°/Ox is zero, and thus the nonparallel
effect contributed by this term is not considered. In this study, the nonparallel
contribution of this term is considered by adding the following term to the right-
hand side of the governing equations solved by a TDNS approach,
Zl = (zl_, z12,z_3,z.) T , (18)
where
Zll --2(B O" OztO
_--" --?g )"_"X '
o-Or° _ (v o_Ou°
z12 = - (u - u ) -_ - _ )-_; ,
0 w° 0- Ou°
z. -(u 0 - (w
= -u )-_- -w )_;,
Z14 _--- 0 .
The term Z1 is equivalent to the forcing term Z1 in Guo et al.
acts on the governing equations for u_.
(1994), and it only
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_.3 Application to compressible boundary flow
In the case of compressible boundary layer flows, the governing equations we have
solved can be written in the dimensionless conservative form as:
OU OF OG OH
= _ +-_- +-_- + Zo+ z,. (19)
The vector U is the solution vector defined by U = (p, pu, pv, pw, E) T, where
p is the density normalized with the free-stream density p*, and u, v, and w are
the velocity components normalized with the free-stream velocity u_o. Here, a
subscript "oo" denotes the quantity evaluated at the freestream and an asterisk
denotes a dimensional quantity. The total energy E is defined by
E = 1 "lP+ P(u2 v2
- _, + +w 2)
where x is the ratio of specific heats and p is the pressure normalized with ,* - * 2
r OO_OO •
The pressure p is related to the temperature T by a perfect-gas law
p_M_ = pT .
Sutherland's law is used for the viscosity calculation. The vectors F, G and H are
the standard flux vectors in the x, y, and z directions respectively.
The term Z0 is derived in the same way as described early in §2.1. It has the
following form:
0
z0 =
--pu
-pu2 _ p0+ (_--_)r
-pu---w+ (_--;;)r
--puw "b (_xz )T
-u(E + p) - (_)r + (_--_)T + (_--_-;_)r+ (_---_)T
+Z_, (20)
where rzz, rzy, and r_z are the components of the shear stress tensor and q_ is the
heat flux component in the x direction. Here an overline denotes a spatial-averaged
quantity. A subscript "T" denotes the quantity been evaluated in a TDNS scheme.
The term Zm contains the terms missing in the terms ( )T, due to the use of Fourier
schemes. It has a form of
where
Zm "_- (Zlm, Z2m, Z3m, Z4m, ZSm) T ,
Zlm =0,
() (0o)4 0 p Off 0 (p___O_'_ 0 #
(21)
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+- - t+ -_y k,Re Ox ] 30y Oz
It can be shown that Zm is very small, and can be neglected. For completeness, we
retain this term in our scheme.
Note that in Eq. (20), a parabolization procedure similar to the one described in
Fletcher (1988) has been used: the pressure p in the x-momentum equation is first
replaced by the mean pressure p0; secondly, the mean pressure p0 in the subsonic
section of the boundary layer is extrapolated from the adjacent supersonic layer.
For a boundary layer over a flat plate, we set Op°/Ox to be zero.
The term Z1 in Eq. (19) is given by
Zl _--_ (Zll, Z12, Z13, Z14' Zls)T , (22)
i
±
where
Ou° Op°
zll = -P-ff[_ - u-ff_x +
Z12 _ --(U
Z13 _-----(U-
ZI4 _--- --(U-
Z15 _--- --(U-
O(p2u°)
Ox '
o_ O-fff - Ou°
u , Ox - (pu - -fa)-6-fz ,
o_0-_ _Ou°
u , Ox - (pv - _)-_x '
o____w Ou°
u , Ox - (p_ - P-_)-_ '
0" _u°
uO)____(E o + pO) _ (E + p - E ° - p )'_-x "
_._ Some comments
It can be shown that the governing equations obtained from our approach for
an incompressible boundary layer over a fiat plate are identical to those of Spalart
(1988) when the coordinate transformation in Spalart (1988) is not used. In a sense,
our approach is similar to Spalart's (1988) in that in both two scales are utilized. In
our approach, the long-scale analysis is explicitly applied to the governing equations
for mean flow quantities (i.e. (0, k_) modes), and the short-scale analysis to the
governing equations for turbulence quantities. When there are large streamwise
streaks, e.g. in a three-dimensional boundary layer, our approach may be more
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general since the related governing equations for mean flow quantities are explicitly
parabolized, making the use of spatial marching schemes more justifiable.
In Spalart (1988), coordinate tilting has been introduced to model the nonparallel
effects of boundary layers. In Guo et al. (1994), our experience with transitional
compressible boundary layer flows shows that the coordinate transformation tech-
nique does not guarantee an improved result, partly due to the difficulty in selecting
a proper tilting angle. In this study, this technique is not used.
Compared to the parabolized stability equations (PSE) approach developed for
transitional flows (Bertolotti, Herbert & Spalart, 1991), we have the following com-
ments. The PSE has been proven to be a very powerful tool in studying the transi-
tion process in spatially growing boundary layers up to the early stage of breakdown.
The possibility of developing a PSE type approach for turbulent boundary layers
has been appealing (Zang, 1991). To our understanding, the PSE relies on the
spatial marching of shape functions (eigenfunctions) of all modes in the streaanwise
direction. This requires the spatial evolutions of all shape functions to be slow in
this direction. In turbulent boundary layers, only the mean flow ul° and the sta-
tionary spanwise modes u ° have slowly evolving shape functions in the streamwise
direction. The shape functions of other modes do not have slow variations in the
streamwise direction, and thus cannot be marched downstream by a spatial march-
ing scheme. The method we described in this study has explored the possibility of
marching downstream the shape functions of u ° and u °, and computes the other
modes locally. Thus it can be viewed as a version of PSE for turbulent boundary
layer flows.
3. Implementation and code validation
The numerical method discussed in §2 has been implemented in a TDNS code
developed by Adams (1993). Fourier collocation methods are employed for the
spatial derivative calculations in the spanwise and streamwise directions, and a
compact central finite-difference (Padd) scheme is employed in the non-periodic
wall-normal direction. The solution is advanced in time fully explicitly by a third-
order low-storage Runge-Kutta scheme. More details of this TDN$ code can be
found in Adams (1993).
In order to maintain flexibility, both streamwise and spanwise spatial-averaging
can be performed on the quantities at z,,+l. For the quantities at z, and z,-1,
time-averaging is also implemented as an option, since the spanwise modes u ° in
some cases evolve with time t and a time-averaging is needed to obtain stationary
solutions. In this study, spanwise spatial-averaging is not used.
In order to validate the code, we first simulate a laminar boundary layer flow at
M_ = 4.5, with all non-zero streamwise modes set to be zero (i.e. the Reynolds
stress terms are set to be zero). Similarity solutions for the boundary layer were
used as the initial profiles to start the downstream spatial marching. At each spatial
step, the solution is advanced in time until a steady-state solution is reached. Once
the steady-state solution is achieved, the solution is marched downstream again one
step. At all spatial steps, our code can duplicate the similarity solutions accurately.
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Simulations of turbulent boundary layer flows cannot be validated directly due
to the lack of comprehensive database for these flows. In the following section,
we present preliminary results for the turbulent boundary layers at three different
Mach numbers.
4. Preliminary results
_.1 Simulation parameters and procedures
In order to study the compressibility effects at different free-stream Math number,
we have done three case studies at M_¢ = 3, 4.5, and 6. The simulation parameters
for these three cases are listed in Table 1. The sizes of the computational boxes, L_
in the x direction, L_ in the y direction, and Lz in the wall-normal direction, are
given in the terms of both boundary layer thickness, 60, and wall unit. The numbers
of grids in the x, y, and z directions are given by Nz, Ny, and Nz respectively.
Sampling time ta is non-dimensionalized by the free-stream variables. In all eases,
the laminar adiabatic wall temperatures were used as the constant wall temperatures
in the simulations, with T_ = 61.15K.
TABLE 1. Simulation parameters.
Moo R eo T,,, / T_ L _ L _ L z
3 3015 2.5 1.676o 0.9660 3.5960
527 + 300 + 1133 +
4.5 2618 4.38 1.5960 0.9560 3.1860
260 + 155 + 520 +
6 2652 6.98 2.1660 1.360 3.6860
229 + 137 + 390 +
Nx × Ny × Nz t s
192×144×180 34
180×144x190 32
180×128×200 19
The computation at M_ = 4.5 was first performed. The TDNS of a subhar-
monie transition process at M= = 4.5 (Adams, 1993) was continued until the flow
has gone through the breakdown stage and become turbulence. Then the TDNS
transition data were used as the initial solution to start the spatial marching with
the approach described in §2. Since the TDNS transition data are not the solutions
of the Reynolds-average Navier-Stokes equations, spatial transients are expected in
the first few steps. Usually, the transients diminish after a few steps. The spa-
tim extent affected by the transient solutions depends on both the character of the
Reynolds-averaged Navier-Stokes equations and the initial conditions. This issue is
beyond the scope of this report.
All computations are performed on a NEC-SX3 computer with one processor,
with the code running typically at 1.8 GFLOPS. To cut down computation cost, a
smaller box was used at the first step, and the solution is advanced in time until
a statistically steady-state is reached. Then the solution was marched downstream
one step spatially with a bigger computation box. In the cases of M_ = 3 and 6,
the solutions from the M= = 4.5 case were first rescaled and used as the initial
data to start the spatial marching. Similar to the case of M= = 4.5, smaller boxes
were used in the first two steps, and then a bigger box was used at the third step.
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FIGURE 2. One-dimensional spectra of u' at z = 30 + and Moo = 3: (a) in the x
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Fig. l(a) shows the time history of skin coefficient, C/, during the first three steps
at Moo = 6. Here t is non-dimensionalized by the free-stream quantities. It can
be seen that at each station, C/is able to reach a statistically steady state. The
data presented in this report is taken from the third step. At the first step, a large
variation of C$ is observed. We believe this is due to the large transient caused by
the initial conditions. Note that the initial data is rescaled from that of Moo = 4.5
case. A similar pattern has also been observed at Moo = 3.
Fig. l(b) shows the variations of the mean profiles, _, T and ff over the time
period 438 - 472 at Moo = 3. It can be seen that though the boundary layer does
not grow with t, it does vary with t. We expect that the fluctuations of the mean
flow quantities with time will become smaller when a bigger computational box is
used.
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In all cases, one-dimensional spectrum is monitored to ensure that the computa-
tions are well resolved. Fig. 2 shows the one-dimensional spectra near the wall at
_I_ = 3. Here the wavenumbers,/_'_ and ku, are normalized by the boundary layer
thickness. It can be seen that in both plots, the difference between maximum and
minimum spectral components is maintained to be at least 10 a'5 to 104. Similar
situations are found in the cases of ._I_ = 4.5 and 6.
Figs. 3-5 show the two-point correlations for all three cases. Compared to incom-
pressible channel or boundary layer simulations (Kim et al., 1987 and Spalart, 1988),
the values of these functions are too high near the centers of the boxes. A similar
situation was also reported in the compressible channel simulations of Coleman et
al. (1993). In Coleman e_ al. (1993), acoustic effects are found to be responsible
for high correlations observed in the compressible channel flows. Here this issue has
not been investigated thoroughly so far. In all our cases, rather large streaks have
been observed (cf. §4.2). We speculate that the existence of these large streaks near
the wall might be the primary reason for the high two-point correlations.
Note that the downstream developments of the solutions have not been investi-
gated in this study, since such investigations require the solutions to be marched
downstream a few steps. So far we have only marched the solution downstream
three steps at most. The solutions at these steps might still be affected by the
spatial transients.
_.2 Large 8treamwise streaks
In all cases, large streamwise streaks have been observed. Fig. 6 shows the contour
surface of _ = 0.4 at Mc_ = 3. In the figure, the spanwise dimensions of the streaks
are about 100 +, which are close to those found in an incompressible boundary layer
flow. The streamwise dimension of these streaks cannot be obtained from the figure
since the computational box is not large enough. Fig. 7 gives an impression of the
extent of these streaks in the wall-normal direction. Compared to the boundary
layer thickness (_0 -- 314+), they are rather large, affecting almost one third of the
boundary layer.
Figs. 8 and 9 show a similar situation at M_ = 4.5, except that here the streaks
are even bigger compared to the boundary layer thickness (_0 = 163 +). So far we
have not been able to study the spanwise and streamwise extents of these streaks
systematically, primarily due to the their large size together with the present lim-
itation to small computational boxes (in terms of wall units). Since these streaks
are rather large compared to the computational boxes, their evolution affect both
mean flow quantities u ° and turbulence quantities u I (note that u _ is solved from
(19) correctly only if u ° is steady). Thus the quality of our DNS data needs still
to be assessed, and readers should be aware of that in comparing our DNS results
with other sources.
The mechanism for the formation of these large streaks are not clear to us. In
compressible channel flows, DNS results have shown that compressibility effects may
be responsible for rather large structures in the streamwise directions (Coleman et
al., 1993, Coleman, 1993 and Moser, private communication, 1994). In our cases, we
speculate that both compressibility effects and low Reynolds number effects due to
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hot-wall conditions may play important roles. With an increase in wall temperature,
the density of air decreases and its viscosity increases. This effectively reduces the
Reynolds number in the near wall region. Fig. 10(a) shows the averaged temperature
profiles across the boundary layers at different Mach numbers. The corresponding
profiles for the kinematic viscosity, P, are shown in Fig. 10(b). It can be seen
that the increase of P is roughly proportional to _2. Therefore, the reductions of
effective Reynolds numbers in the near wall regions due to the hot-wall conditions
are significant.
_.S Mean flow quantities
Fig. 11 shows the streamwise velocity profiles after the Van Driest transforms.
Here the Van Driest transformation is defined by
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It can be seen that in all three cases, there are no apparent log-law regions. Note that
at similar Reynolds numbers, some log-law regions can be observed in incompressible
boundary layer flows (cf. Spalart, 1988). Thus we may conclude that the low
Reynolds number effects due to the hot-wall conditions in our cases are significant.
Table 2 shows the skin friction coefficients, in comparison with the results of Van
Driest transformation II, computed by Zeman (1993) at Reo = 10000. Note that
the Van Driest transformation II is usually formulated in terms of R%. Due to the
difficulty in converting Rex to Reo for a compressible turbulent boundary layer, we
did not compute Cf at the relevant Reo so far.
TABLE 2. Computed skin friction coefficients compared to the calculations of
Zeman (1993) using Van Driest transform II at Reo = 10000.
Moo Cf x 10 -3 Cf/Cf_ Van Driest IT
3 1.854 0.522 0.58
4.5 1.729 0.470 0.40
6 1.110 0.303 0.30
Due to significant low Reynolds number effects in our DNS data, the effectiveness
of Van Driest transformation cannot be demonstrated in this report. Readers are
referred to Huang &: Coleman (1994) for a further discussion on this issue.
_._ Compressibility effects
Fig. 12 shows the profiles of turbulent Mach numbers. Note that Mt does not
increase to the value that one would expect at Moo = 6. We believe that this
is primarily due to the higher wall temperature at Moo = 6. We have seen in
Fig. 10(b) that the kinematic viscosity, p, is roughly proportional to 02. A lower
than expected Mt at Moo = 6 is presumably caused by the high P, which damps
out the fluctuations in the near wall region.
In homogeneous flows, compressibility effects in the turbulent kinetic energy
4 -=-:. t 2(TKE) equation can be measured by the dilatational dissipation, _e,t = ]v_i,i ,
and the pressure-dilatation correlation, Pd = PU_,i (cf. Friedrich, 1993, Sarkar,1993,
Spina et aL, 1994 and Lele, 1994 for a review). Recent work by Huang et al. (1994)
also indicates that this is true for the near-wall turbulence. The inhomogeneous
terms resulted from the compressibility of fluid are small and confined to the region
very close to the wall. In Fig. 13, we have plotted these two terms, in comparison
to the incompressible part of the dissipation, solenoidal dissipation -_% = -_w[w[,
where 0-,i is the component of vorticity. It can be seen that in all three cases, these
two terms are small compared to solenoidal dissipation, _%. This indicates that the
influence of fluid compressibility on TKE is rather small in the flat plate bound-
ary layer flows investigated here. Similar observations are also made by Huang et
al. (1994) for near-wall turbulence in compressible channel flows at Mach number
3, and by Dinavahi & Pruett (1993) and Adams (1993) for late stage transitional
boundary layer flows at A_Ioo= 4.5.
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FIGURE 12.
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4.5 Other quantities
Since our DNS data are severely affected by low Reynolds number effects, large
streaks, and small computational boxes, we do not expect to get good statistics in
all three cases. In this subsection, we shall only present a few basic quantities to
give readers a qualitative impression.
The Favre-averaged Reynolds stress terms normalized by the wall units at Moo =
3 are shown in Fig. 14. Fig. 15 shows the turbulence fluctuation u _ for the three
cases. It can be seen that the density fluctuations, p_, have larger amplitudes near
the edges of the boundary layers in all three cases.
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5. Discussions
In all our computations, the computational boxes are rather small in terms of
wall units, but not small at all in terms of boundary layer thickness. That is
due to the fact that the hot-wall conditions increase the wall units in terms of
boundary layer thickness. Apparently for the cases studied in this report, larger
boxes are needed in order to give improved turbulence statistics. This, however, is
expected to be computationally very expensive if the resolution used in this study
is to be kept. One may argue that coarser grids might be sufficient since the hot-
wall conditions reduce the effective Reynolds number in the near wall region and
turbulence scales are large away from the walls. This argument is not supported by
our numerical experience so far. Fig. 16 shows the one-dimensional spectra taken
at different distances from the wall at Moo = 4.5. It can be seen that the spectra
have almost the same value at high wavenumber from Z/6o = 0.21 to 0.85. This
indicates that the resolution requirement is not reduced at all away from the wall.
In order to find the explanation, we plot in figure 17 the Kolmogorov scale, l+, as
functions of z. In the figure, we can see that l+ has roughly the same value in
most part of the boundary layer. Similar situations can be seen in Moo = 3 and 6
cases. Since one needs rather dense grids in the near wall region to resolve mean
flow profiles, the resolution requirement may be more or less the same throughout
the whole boundary layer. This observation is basically supported by the one-
dimensional spectra in Fig. 16. Apparently, this situation is rather different from
that in incompressible boundary layer flows, where dense grids are needed only in
the near wall region. From the above discussion, we can conclude that turbulent
boundary layers with hot-wall conditions require a larger computational effort than
in the cold-wall case.
In Fig. 17, one can also see that l+ is much smaller than that in an incompressible
fluid case, where l + _ 2 + (Moser, private communication, 1994). This suggests that
the grid spacing rules derived from DNS of incompressible boundary layer flows
cannot be applied to a compressible flow case.
6. Concluding remarks
In this report, we have presented a numerical approach for DNS of compress-
ible turbulent boundary layer flows, which solves the parabolized Reynolds-average
Navier-Stokes equations for mean flow quantities and computes turbulence quanti-
ties locally with a temporal DNS approach. Preliminary results from three cases
at Moo = 3, 4.5, and 6 are presented. All our results indicate that compressibil-
ity effects on turbulent kinetic energy equations, i.e. dilatational dissipation and
pressure-dilatation correlation, are small. Due to the hot-wall conditions used in
all cases, these preliminary results are severely affected by low Reynolds number
effects, large streaks, and small computational boxes. Hot-wall conditions seem to
be more difficult to deal with than cold-wall conditions. Grid spacing rules derived
from the DNS of incompressible boundary flows are not valid in a compressible case.
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Modeling and LES group
There are five papers in the modeling and large-eddy simulation (LES) group.
Three of the studies had the common objective of introducing spatially non-local
information into single-point closures. The papers by Laurence & Durbin and De-
muren, Lele & Durbin use the elliptic relaxation idea. Durbin (JFM, 1993) in-
troduced non-local effects in his models of pressure-strain rate correlation by an
elliptic differential operator. This approach has been very successful in predicting
wall-bounded flows without ad-hoc damping functions and explicit use of the dis-
tance to the wall. In his full Reynolds stress closures, Durbin had used a rather
simple linear isotropization (IP) model for the pressure-strain correlation as input
to the elliptic relaxation operator. The non-linear model of Craft & Launder has
been shown to be superior to the IP models in a variety of flows. Laurence's project
was to combine the elliptic relaxation idea with the Craft & Launder model. He also
conducted a detailed analysis of the Reynolds stress budgets, which revealed the
importance of the elliptic relaxation part. That is, near the wall, the homogeneous
solution of the elliptic relaxation operator was dominant and led to significantly
improved agreement with the direct numerical simulation data irrespective of the
basic pressure-strain model.
Demuren used the elliptic relaxation idea to develop a non-local pressure-diffusion
model for use with the k - e equations. In practice the pressure-diffusion term
is usually combined with the turbulent diffusion, and their combination is mod-
eled by gradient-diffusion. This practice appears to be reasonable except near a
turbulent/non-turbulent interface such as those at the edges of boundary layers
and jets and wakes. The symptom of its failure is a very rapid and unphysical drop
of turbulent kinetic energy and eddy viscosity near the free-stream edge, which, at
the very least, casts doubt on the prediction of the free-stream turbulence effects on
shear layers and boundary layers. The elliptic relaxation leads to a more gradual
transition near the free-stream edge by transporting more turbulent kinetic energy
from the turbulence core to the free-stream.
Non-local information can also be introduced in the framework of one-point clo-
sures by including variables that involve the derivatives and integrals of flow quan-
tities in the formulation. One such variable is the vector stream function; the
Reynolds stresses can be extracted from the derivatives of its two-point correlation
function, evaluated at zero separation. Oberlack, Rogers & Reynolds developed a
new model for the two-point correlation of the vector stream function and com-
pared it with the DNS data of homogeneous shear flow. The model coefficient was
chosen to minimize the L2 norm of the difference between the model and the DNS
data. The model predicts the two-point correlation function accurately. Since the
derivatives of the two-point correlation function were not calculated, it is difficult
to judge the ability of the model to predict the Reynolds stresses. The rapid part
of the pressure strain predicted by this model is evidently deficient. It consists of
PAGE' _ll_._f_'K NOT FILMED
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the familiar linear model, with its well-known deficiency in reproducing the effects
of rotation.
In recent years several models have been introduced to account for the effects
of compressibility on turbulence. The dilatation dissipation model introduced by
Zeman and Sar_ is known to be effective in the prediction of free-shear flows,
but its impact in boundary layers has been insignificant. The pressure-dilatation
term in the turbulent kinetic energy equation is expected to be important in the
shock/turbulence interaction problem. Brankovic & Zeman incorporated Zeman's
pressure dilatation model into a Pratt & Whitney code for computation of complex
flows and used it to compute a compression corner flow. Although they found some
improvement in the prediction of the mean velocity profiles, the experimentally
reported unsteadiness in the separation bubble was not predicted even when the
code was run in a "time accurate" mode. This failure may be attributed to the
turbulence models used, but the effects of numerical dissipation in the code can not
be dismissed.
The only LES project in this Summer Program was initiated by Meneveau. His
objective was to test an alternative formulation of the dynamic subgrid-scale model.
His alteration addresses a well-known numerical difficulty which appeared in its
early formulations: The dynamic model produces negative eddy viscosity in some
regions of space. In the past this problem has been addressed either by spatial
averaging of the eddy viscosity or by the variational formulations of Ghosal, Lund
& Moin (CTR Annual Res. Briefs, 1992). Meneveau Lund & Cabot point out
that if averaging is to be performed, it is more physically appropriate to perform
it in a Lagrangian frame following the turbulence structures. Moreover, in complex
three-dimensional flows, where there are no directions of flow homogeneity, it is
virtually impossible to carry out spatial averaging. They formulated a dynamic
model with Lagrangian averaging and successfully tested it in isotropic turbulence
and turbulent channel flow. Surprisingly, the model is computationally efficient
and does a good job of predicting the flows considered. However, this formulation
does introduce new model parameters, which is contrary to the key advantage of
the dynamic model where all parameters are computed dynamically. It remains to
be seen whether this model is more accurate and robust than some of the recently
developed dynamic localization models.
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A Lagrangian dynamic subgrid-
scale model of turbulence
By C. Meneveau 1, T. S. Lund 2 AND W. Cabot 2
A new formulation of the dynamic subgrid-scale model is tested in which the
error associated with the Germano identity is minimized over flow pathlines rather
than over directions of statistical homogeneity. This procedure allows the applica-
tion of the dynamic model with averaging to flows in complex geometries that do
not possess homogeneous directions. The characteristic Lagrangian time scale over
which the averaging is performed is chosen such that the model is purely dissipa-
tive, guaranteeing numerical stability when coupled with the Smagorinsky model.
The formulation is tested successfully in forced and decaying isotropic turbulence
and in fully developed and transitional channel flow. In homogeneous flows, the
results are similar to those of the volume-averaged dynamic model, while in channel
flow, the predictions are superior to those of the plane-averaged dynamic model.
The relationship between the averaged terms in the model and vortical structures
(worms) that appear in the LES is investigated. Computational overhead is kept
small (about 10 % above the CPU requirements of the volume or plane-averaged dy-
namic model) by using an approximate scheme to advance the Lagrangian tracking
through first-order Euler time integration and linear interpolation in space.
1. Introduction
The dynamic model (Germano et al., 1991) for the parametrization of subgrid
stresses in a Large-Eddy-Simulation (LES) is a means of utilizing information from
the resolved turbulent velocity field fii(x, t) to dynamically compute model coeffi-
cients. It is based on the algebraic identity,
Lii = Zj - %, (1)
where
Above, a tilde represents low-pass filtering with a filter-width of size A (comparable
to the grid-size of the LES), while an overbar represents filtering at a scale 2A. When
the identity is written with the stresses Tij and vii replaced by the Smagorinsky
model, and Eq. (1) is enforced in a least-square error sense over all five independent
1 The Johns Hopkins University
2 Center for Turbulence Research
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tensor elements (Lilly, 92), one obtains the following expression for the (dynamic)
Smagorinsky coefficient:
c](x,t) = LpqMpq (3)
MpqMpq'
where
and Sij is the resolved rate-of-strain tensor. This version of the dynamic model in
which the coefficient can vary from point to point is often referred to as the 'local
dynamic model'.
There are two problems associated with the local dynamic model (Eq. (3)). First,
as pointed out by Ghosal et al. (1994), it is mathematically inconsistent to remove
the coefficient from the filter operation (in _) as if it were a constant. Second,
as observed during LES, during a.priori analysis of DNS data (Lundet al., 1993)
and when analyzing experimental data at high Reynolds numbers (Liu et aI., 1994;
O'Neil & Meneveau, 1994), the coefficient field predicted by the local model varies
strongly in space and contains a significant fraction of negative values. Negative
2
values of c, are of particular concern because they lead to negative values of eddy
viscosity in the Smagorinsky parameterization. This is destabilizing in a numerical
simulation, and non-physical growth in the resolved velocity fluctuations is often
observed (Lundet al., 1993).
Historically, the first problem was given very little attention while the second
problem was dealt with by averaging terms in the equations for c=,over space and/or
time. When averaged, the numerator in Eq. (3) was generally found to be posi-
tive, thus recovering the statistical notion of energy transfer to the subgrid scales.
Averaging over homogeneous directions has been a popular choice, and excellent
results were obtained in a variety of flows. As examples, Germano et al. (1991)
and Piomelli (1993) average the equations over planes parallel to the walls in chan-
nel flow simulations whereas Akselvoll and Moin (1993) average over the spanwise
direction in a backward-facing step flow. While these averaging schemes proved to
be effective at controlling possible instabilities and led to accurate results, rigorous
justification for them was lacking. Additionally, homogeneity in either space or time
was required.
These problems as well as the lingering issue of extracting cs2 from the filtering
operation were addressed by Ghosal et al. (1994) where a variational approach
was used to account properly for the spatial variation of the coefficient within the
filter operation. Using this approach, various prior modds employing averaging
were rigorously derived by imposing appropriate constraints in the solution to the
variational problem. Finally, two stable local models were derived that did not
make use of homogeneous directions. The first simply imposes the constraint that
z but enforces a budget for the2 be non-negative. The second allows negative c,Cs
reversed energy transfer through inclusion of a subgrid-scale kinetic energy equation.
These latter two models have been tested in a variety of flows and are applicable to
complex geometry flows under unsteady conditions.
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While the work of Ghosal et al. (1994) has provided rlgorously-derived methods
applicable to inhomogeneous flows, there is still room for improvement. The con-
straint c] _>0 is hard to justify on other than heuristic grounds, and the numerical
solution of the integral equation can be expensive. The kinetic energy formulation
removes the conceptual problem associated with the constraint c] >_0, but only at
the additional expense of two more integral equations and one transport equation.
Also, new constraints for model coefficients in the kinetic energy equation have to be
introduced. Therefore, schemes that make use of averaging continue to have appeal
due to their demonstrated accuracy and relative ease of implementation. At the
same time, current averaging schemes require at least one homogeneous direction
(in space or time) and are therefore not applicable in fully inhomogeneous unsteady
flows. If this restriction could be removed, an equally general and perhaps simpler
alternative to the integral equation of Ghosal et al. (1994) would be available for
inhomogeneous flow simulations.
The objective of this work is to develop a simple, but generally applicable, aver-
aging scheme. As originally suggested by O'Neil & Meneveau (1993), we propose
to average over particle trajectories rather than directions of statistical homogene-
ity. Particle trajectories are always well defined objects that in no way rely on
special boundary conditions or assumptions of statistical homogeneity. Since parti-
cle trajectories are the natural directions associated with fluid flow, averaging the
2
equations for cs over these directions has some physical appeal. It is reasonable to
expect that turbulent eddies evolve along particle paths and that the turbulence
energy cascade should be most apparent when viewed in a Lagrangian coordinate
system. As reported by Meneveau & Lund (1994), there is evidence to suggest that
this is indeed the case. If the energy cascade does in fact proceed mainly along fluid
trajectories, then it would seem logical to postulate that the subgrid-scale model
coefficient at a given point x should depend in some way on the history of the flow
along the trajectory leading to x. This picture should be contrasted with that of
conventional schemes where spatial averaging removes the local details of the flow
structure and the turbulence development history is completely ignored. Eulerian
time averaging suffers from similar deficiencies since the advection of structures is
ignored.
The Lagrangian model is derived by requiring that the error in Germano's identity
be minimized along fluid trajectories. This procedure leads to a pair of relaxation
transport equations that carry the statistics forward in Lagrangian time. We show
that these equations can be solved in an approximate fashion in a numerically
efficient way. The model is applied to a variety of test cases including forced and
decaying isotropic turbulence, fully developed channel flow, and transitional channel
flow. In each case, the model is shown to produce results equal or superior to those of
spatially-averaged versions of the dynamic model. At the same time, the numerical
solutions to the transport equations increase the computational workload by only
about 10% as compared with the spatially-averaged approach.
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2. The Lagrangian dynamic model
_.1 Formulation
We propose to determine the model coefficient c2(x,t) by minimizing the error
in Germano's identity along particle trajectories. Consider a particle located at
position x at time t. The trajectory of this particle for earlier times t I < t is
fit t•.(0 = x- a[z(t"),t'l]de' (5)
The error associated with Germano's identity at any point along the trajectory is
e,Az, t') = c](z, t')M_A-, t') - Z.A-, t'). (6)
Here we have assumed that c2, varies negligibly in space over the scale of the test
filter and have therefore removed it from the filter operation.
The total error is defined as the pathline accumulation of the local error squared,
f
--OO
_A.(t'),t') e,A..(t'),t') w(t- t') dr' (7)
The weighting function W(t - t') is introduced here in order to control the relative
importance of events near time t with those of earlier times. As described below,
we shall weight the error at time t most strongly and assign a decreasing weight to
2 varies negligibly in time over the scale ofearlier times. It is now assumed that c,
the weighting function W(t - t'). In this case, c_(z, t') may be replaced by c_(x, t),
and the total error is then minimized with respect to c] by enforcing
t
OE f Oeij&-q= 2,_j-E_a.w(t - tI1et' = 0. (81
--OO
Making use of Eq.
then obtains
where
(6) (with c_(z,t') replaced by c_(x,t)) and solving for c2,, one
_,(x,t) = ZL____y_M (9)
_MM '
t
ZLM(X,t) = f L_jM_Az(t'),t') W(t -t') dr', (10)
--00
t
ZMM(X,t) = f MoMii(z(t'),t') W(t - t') dt 1, (11)
-- 00
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FIGURE 1. Sketch of fluid trajectory of the resolved LES velocity field. The error
associated with the Germano identity is weighted with an exponentially decreasing
function (indicated as different gray levels), backwards in time, to yield a current
value for the model coefficient at point x and time t.
The function W(t - t r) is a free parameter in the current formulation, essentially
defining the extent backward along the pathline over which we choose to minimize
the error. Although several appropriate weighting functions are possible, an expo-
nential weighting of the form W(t - t') = T -1 e-(t-t')/T has the distinct practical
advantage that the integrals _LM and _MM axe solutions to the following relaxation
equations
DILM O_LM 1
Dt = Ot + fi" VZLM = _ (LijMii - ZLM), (12)
D:IMM _ O_MM 1 (MijMij -- :_MM). (13)Dt - Ot "_- II" VZMM = "T
In the context of LES, solving such transport equations is much more natural than
having to perform integrals backwards in time according to Eqs. (10) and (11).
Fig. 1 illustrates the basic idea of averaging over pathlines with an exponentially
decreasing memory.
2.2 Relaxation time scale
The time-scale T controls the memory length of the Lagrangian averaging, and
several choices can be made. The model coefficient should be responsive to changes
that occur on the time-scales associated with the smallest resolved turbulent mo-
tions. Thus, one could choose T based on variables at the grid-scale. Some possible
!4
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choices are the following: (a) T _,, I,_1-1 , (b) T ,_ 151-1, (c) T ,.., A(MijMij) -'14,
A'r-1/4 In fully devel-(d) T ,'., A(LijMi.i) -1/4, (e) T _ AZM_ 4, and (f) T ,_ '-""LM •
oped turbulence, all of these time-scales are of the same order of magnitude on
average. The first four choices are based on local values, which would mean that
T is a strongly fluctuating variable while (e) and (f) are based on the smoother,
Lagrangian averages themselves.
Option (f) has several attractive features. Physically, it can be interpreted as
a time scale for energy flux since it is formed by contracting a stress L with the
strain-rate like tensor M. Thus, it may be indicative of the speed at which energy is
being cascaded towards the grid-scale. Furthermore, if LijMij <_0 for a persistent
time along the pathline, then _'LM approaches zero. T evaluated according to (f)
then tends to oo, i.e. the memory time increases. In other words, the current
values are weighted less and less strongly relative to the past ones, if they are of the
backscattering type. This is useful in the implementation with the Smagorinsky
model where we wish to restrict the Smagorinsky expression for the modeling of
energy dissipation only. The Germano identity is thus weighted much less heavily
when LijMij <_ 0 in a persistent fashion, i.e. we opt for 'learning' as little as possible
about the coefficient from the resolved field when it would predict backscatter.
Equation (12) can now be written as
D:TLM __ 0 :r_LM (LijMij -- :ILM), (14)
Dt A
where 8 is a dimensionless coefficient of order unity. If .TA_LM reaches zero, its rate
of change is zero as well. Therefore, ZLM cannot become negative, and the result-
ing dynamic model will not suffer from numerical instability due to negative-eddy
viscosities. We point out, however, that if LiiMt j <_ O, the approach of ZLM to
zero is not exponential, but of the power-law type (as (to - t)4/3). This means that
after the (finite) time to at which ZLM = O, the solution becomes complex. Thus,
in practice, the solution must still be 'clipped' to zero during such times. This type
of clipping is much less drastic than previous approaches since the coefficient field
approaches zero smoothly with zero slope.
A judicious choice for the dimensionless coefficient 0 must now be made. In-
tuitively, we must average over a few 'events' of the variable LijMii along the
pathline. The average duration of such events is expected to be of the order of
A < Li.iMij >-¼, but in order to quantify this assertion, we analyze results from
DNS of forced isotropic turbulence. The goal is to compute the Lagrangian auto-
correlation function of the scalar variable LiiMi i. The method employed to follow
fluid trajectories and to compute the autocorrelation is the same as described in
Meneveau & Lund (1994). For comparison, we also compute the Lagrangian auto-
correlation function of the scalar ]MI 2 as well as their Eulerian fixed-point two-time
autocorrelation functions. The Lagrangian tracking was done in a sequence of DNS
velocity fields computed on a 128 z mesh. The ensemble has a microscale Reynolds
number of Rn -- 95.8. Each field was filtered with a Fourier cutoff filter at a scale
corresponding to 4 mesh spacings. Lagrangian and Eulerian autocorrelations were
then computed for quantities derived from the filtered velocity fields.
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FIGURE 2. Lagrangian and Eulerian autocorrelation functions calculated from
a filtered DNS of forced isotropic turbulence. • : Lagrangian autocorrelations of
Lij_Iij; • : Lagrangian autocorrelations of MijMij; ----- : Eulerian temporal
autocorrelations of LijMij; ........ : Eulerian temporal autocorrelations of _IoMij.
Fig. 2 shows the computed autocorrelations. Time is non-dimensionalized based
on the space-averaged value of LijMij. As expected, the Lagrangian autocorre-
lations decay at a slower rate than the Eulerian ones, but the difference is small
due to the fact that the mean velocity of this flow is zero. Also, the decay of the
LM and MM terms is quite similar. The main observation is that after a time
•-_ 2A < LijMij >-¼, the autocorrelation almost vanishes. This suggests that av-
eraging over Lagrangian time spans equal to this interval is sufficient to smooth
instantaneous fluctuations. In summary, during the present work we choose
T = 2 A z-[&" (15)
as the time-scale characterizing the exponential memory with which the Germano
identity is enforced.
9..3 Numerical method
In principle, the implementation of the Lagrangian dynamic model requires the
solution of two additional transport equations (Eqs. (12) and (13)) during the LES.
This undoubtedly increases the computational cost associated with the subgrid
modeling• However, the considerable flexibility of choice of the averaging domain
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suggests that high numerical accuracy in solving Eqs. (12) and (13) may be unnec-
essary. Therefore, we use a particularly simple formulation based on discretizing
Eq. (12) in time as follows:
n+l
ZLM (X) -- _'_M(X -- a TM) 1 ([LijMij].+1(x)_ .+I_ z;:M (x)) •
At T"
(16)
Eq. (13) is dealt with in a similar manner. Positions x are coincident with grid
points of the simulation. The value of Z_M at the previous time-step and at the
upstream location x - finAt can be obtained by multilinear interpolation. Finally,
tile new values at the grid points are solved for. The result is a weighted sum of
the interpolated prior value and the current source term at the grid point:
n+l
_rLM (X) ----- H { e [LijMij]n+l(x) + (1 - e)_'_M(X finAt) } (17)
and
2-n+1 [Mi/Mij]"+l(x) + (1 - e)2" tM(X-- fi"At),MM(X) = ,
where
At T" T" (18)e = and = 2 A (I_M)-_ ,
1 + At T"'
where H{x} is the ramp function (H{x} = x if x > 0, and zero otherwise). The
ramp function is introduced to clip the solution away from complex values.
Finally, we point out that the process of spatial interpolation between grid points
introduces some numerical diffusion to the fields ZLM and ZMM. Physically, such
diffusion effectively 'thickens' the pathline over which the averaging is being per-
formed, but this would not seem to be a worrisome aspect for this model.
_._ Statistical features of the model
As a next step, the model is implemented in a LES for the simulation of forced
isotropic turbulence on a 323 grid. The code is a variant of the pseudo-spectral
method developed by Rogallo (1981). Forcing is achieved by holding the Fourier
amplitudes fixed within the sphere k < 2. Test filtering is achieved through a
Fourier cutoff at twice the grid scale.
The velocity field is initialized in the usual manner by superposing Fourier modes
with a prescribed spectrum but random phases, and projection onto the divergence-
free space. Additionally, initial condition for the fields ZLM and ZMM must be
prescribed. For initializations corresponding to turbulent flows, we propose to set
ZMM(X,O) = MijMij(x,0), ZLM(X,O) = c2s(0)MijMij(x,0), (19)
where co(0) = 0.16 is the traditional value of the Smagorinsky constant. Thus at
the initial time, the model involves a position-independent, prescribed coefficient.
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2 computed from theFIGURE 3. Probability density functions of the coefficient c,,
Lagrartgian dynamic model in a pseudo-spectrai LES of forced isotropic turbulence
at Re = oo, on a 32 a mesh. The circles represent the asymptotic pdf long after
initial transients have died out (obtained here at t = 6 < T >, where < T >=
2A < LijMij >-1/4). Evolving pdfs on both sides illustrate delta function pdfs
with the wrong initial conditions quickly reach the asymptotic statistics. Curves
that peak to the left of the asymptotic curve correspond to c,2(0) = 0.005; those
peaking to the right evolve starting from c_ = 0.075. -- : (1 time-step); .....
(t=0.1 <T>); ........ : (t=0.45< T>); -----: (t=0.95<T>); --.--:
(t = 1.9 < T >). For reference, in this simulation the time scale associated with
the resolved strain-rates was < Sij_;ij >-1/2= 0.26 < T >.
For initializations corresponding to laminar flows, we propose to set c, = 0 in the
above expressions.
When the LES of forced isotropic turbulence is started, fluctuations of the La-
grangian dynamic coefficient c, quickly build as different values of LijM 0 begin to
affect the averages. Once a statistical steady-state has been reached, these fluctua-
tions are characterized by the probability density function of the coefficient shown
by solid circles in Fig. 3. Notice the small spike at ce = 0, arising from the regions
in which c, is clipped at zero, away from complex values (on about 5% of the points
in this case). Initial transients leading to such a steady-state distribution are rela-
tively short. This can be appreciated by observing the time development of the pdfs
when the 'wrong' initial condition is employed for c,(0). In one case, we start with
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FIGURE 4. Probability density functions of numerators. ----- : evaluated locally
(LijMo); _ : after Lagrangian averaging (ZLM). These distributions are cal-
culated from a 32a-node, pseudo-spectral LES of forced isotropic turbulence that
uses the Lagrangian dynamic Smagorinsky model. To increase the sample, pdfs are
accumulated over several independent fields.
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FIGURE 5. Probability density functions of denominators. --'-- : evaluated
locally (MijMo); -- : after Lagrangian averaging (ZMM). Details as in Fig. 4.
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FIGURE 6. Probability density functions of model coefficients taken from a 322
Lagrangian dynamic model LES of forced isotropic turbulence. ----- : coefficient
evaluated locally; -- : coefficient from the Lagrangian model.
c_(0) = 0.005, and in another case with c,_(0) = 0.075. In both cases the asymptotic
distribution is reached after times of the order of 2 < T > where T is the time scale
defined by Eq. (15). We conclude that the proposed method of initialization is
acceptable since the simulation 'forgets' the initial state after only few grid-scale
turnover times. This is comparable to the time it takes the simulation to build up
realistic phases in the resolved velocity field, starting from the random-phase initial
condition. To further document the effect of the Lagrangian averaging, we com-
pute the probability density functions of :rLM and ._MM and compare them with
those of the local values LijMij and MijMii. Figs. 4 and 5 show these results. As
expected, the distributions become narrower after the Lagrangian averaging. By
construction, there are no negative values of ILM (Fig. 4). In terms of denomina-
tors, the averaging is seen to virtually eliminate values near zero. The pdf of 27M M
approaches the origin with negligible slope while the probability of the local value
of MijMij being close to zero is considerable. In Fig. 6, we show the measured
pdf of the coefficient c,2 itself. As can be seen, the variance of the coefficient in the
local formulation is greatly reduced by the Lagrangian averaging. Also, no negative
values exist although a finite number of points (,,, 5%) exhibit c_ = 0 as indicated
by the spike at the origin.
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2.5 Relationship to vortical flow-structures
The goal of this section is to make qualitative observations pertaining to possible
relations between the terms :[LM, :[hiM, and discernible flow structures that may
appear in the resolved velocity field during LES.
First, we report the existence of tubular structures that characterize regions in
which the resolved vorticity vector has high magnitude, in our 323 LES. Fig. 7a
shows iso-surfaces of vorticity magnitude (at a threshold of ]with = 2.4 < to2 >a/2).
Clearly, 'fat worms' exist in the solution. The existence of tubular vortical structures
in LES has also been observed recently by Briscolini and Santangelo (1994), using
a different subgrid model. One interesting question to be answered is whether the
prediction of such 'fat worms' by LES is realistic. We recall that DNS predicts
worms with very small diameters of about four Kolmogorov scales (Jimenez et al.,
1993)). Surely they cannot be captured by a LES at Re = oo. The relevant question
is whether a field generated by DNS and then low-pass filtered at inertial-range
scales comparable to the LES grid-size exhibits 'fat worms' that are comparable
to those predicted by LES. We have performed such an operation based on the
1283 forced DNS described earlier and have visualized regions of high vorticity-
magnitude. We indeed observed 'fat worms' that were of similar appearance than
those of the LES (see also Fig. 17 of Vincent & Meneguzzi, 1991). It must be
recognized that the 'high-vorticity' regions in the filtered DNS correspond to much
lower vorticity-magnitudes than those of the unfiltered fields. This is the reason
why these 'fat worms' are not visible when analyzing the unfiltered DNS fields.
In summary, we observe elongated vortical regions in LES and believe that their
existence is a realistic prediction by the simulation since they also exist in low-pass
filtered DNS fields.
The next issue to be addressed is whether the Lagrange-averaged quantities that
enter our dynamic model bear any relationship to such local structures. Fig. 7(a)
shows contour plots of :[LM on tWO planes of the computational cube, selected to
cut some of the most visible vortical structures. The field is chosen at some time
long after the simulation has reached statistical steady-state (15,000 time-steps).
Fig. 7(b) shows a similar graph for :[MM. Generally, it is apparent the contours of
both :[LM and :[MM are somewhat 'correlated' with the presence of worms. The
contours peak in the neighborhood of the worms while not much activity is seen
in regions that are far removed from the structures. Upon closer examination, we
observe that the peaks in :[LM and :[MM are most often located near the cores of
the worms but not inside of them. Many times the maximum values occur between
two closely spaced worms. These are expected to be regions of large straining
and turbulence generation. Also, considerable correlation is seen between both
fields :[LM and :[MM (it is #(:[LM,:[MM) "" 0.8 while the correlation between the
local values is much lower, p(LijMij, MijMij) " 0.4). This increased correlation
between numerator and denominator is instrumental in decreasing the variance of
the predicted model coefficient. 2
Clearly, a detailed understanding of the relationship between the coefficient c,
and local flow structures, and of their dynamical interplay and relevance, is still
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FIGURE 7. Visualization of high-magnitude vorticity regions in LES of isotropic
forced turbulence at Re = cx_. Surfaces correspond to points at which I_1 = 2.4 <
_2 >1/2. On planes, contours of different variables shown. (a) :TLM, (b) _MM,
(c) ISI (proportional to eddy viscosity with volume-averaged coefficient) and (d)
(_LM/_MM) ISI (proportional to eddy viscosity computed from Lagrangian dy-
namic model).
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elusive. Nevertheless, we have shown that the Lagrangian averaging preserves some
spatial locality in the model. Spatially localized events in the numerators and
denominators used to compute the model coefficient bear some relationship to lo-
cal flow structures. The volume-averaged dynamic model would have generated a
position-independent coefficient that is oblivious to local flow structures. To observe
the effect on the predicted eddy viscosity, Figs. 7(c) and 7(d) show contour plots
of the strain-rate magnitude IS[ and of the expression (:ZLM/ZMM)ISI. The former
is proportional to the eddy viscosity predicted with a volume averaged coefficient
while the latter is proportional to the eddy viscosity predicted by the Lagrangian
dynamic model. Both show peaks surrounding the worms, but the precise location
of these peaks differs. Also, the Lagrangian dynamic eddy viscosity appears to be
more intermittent in the sense that more eddy viscosity is concentrated near the
structures while being lower and fluctuating less in the regions far away from the
structures.
3. Applications
In this section, we report applications of the Lagrangian dynamic model to several
test-cases. We consider forced and deca3-ing isotropic turbulence and channel flow.
These flows could have also been treated with the traditional dynamic model with
averaging over statistically homogeneous directions (ahd they have in the past). Our
purpose in choosing these simple flows is to test the model in well-understood cases
and show that good results can be obtained. This is a necessary first step before
applications to unsteady and complex-geometry flows should be attempted where
many other effects such as numerics, etc. may influence the results and obscure the
role of the subgrid model.
3.1 Forced isotropic turbulence
LES of forced isotropic turbulence is performed on both 323 and 1283 grids, using
the code already described in section 2.4. The simulation is run for 15,000 and 6,600
time-steps on the 323 and 1283 grids, respectively.
Figs. 8(a) and 8(b) show the resulting radial energy spectra. The wavenumbers
and energy density are made dimensionless with the grid wavenumber and the aver-
aged subgrid-scale energy dissipation (- < ,-qijrij >). Figure 8(b) is premultiplied
by k 5/s. In these 'mesh-Kolmogorov units', one expects simulations with different
meshes to collapse at high wavenumbers, and the spectra to follow the universal
power-law in the inertial range. The dotted line in Fig. 8(a) shows a power-law
(k/ka) -5/s. A slight decay below the power law for k/ka > 0.3 and a 'pile-up' very
close to the cut-off wavenumber ka are visible. These are known effects of physical
space eddy viscosity closures, which do not have a 'cusp' near ka. These defects
appear not to be remedied by the dynamic model in its Lagrangian implementa-
tion. We have confirmed that the same is true for the traditional dynamic model
by running the same program with the volume-averaged dynamic coefficient.
With regard to computational cost, we find that the CPU time for the simulation
with the Lagrangian averaging was higher by about 9% when compared to that of
the volume-averaged dynamic model. Most of the additional time was spent in the
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FIGURE 8. Radial energy spectra of LES using Lagrangian dynamic Smagorinsky
model at Re = oo. Wavenumbers are non-dimensionalized with grid-wavenumber
while non-dimensionalization of energy density also involves mean subgrid-scale
energy dissipation rate, e = - < _'ijSij >, computed from simulation. (a) conven-
tional spectra, (b) premultiplied spectra. _ : 1283 simulation; .... : 323
run; ......... slope -5/3. 323 spectrum averaged over 374 independent samples
taken from 15,000 tlme-steps (approximately 13 integral large-scale turnover times
L/u', with L = 2_r). The 1283 spectrum is based on 290 samples taken from 6,600
time-steps (approximately 4 large-scale turnover times).
286 C. Meneveau et al.
z
5.0000e-04
4.0000e-04
3.0000e-04
2.0000e-04
1.0000e-04
;o 220
Uot/M
FIGURE 9. Temporal decay of turbulent kinetic energy in isotropic turbulence.
: 32 s LES using the Lagrangian dynamic model; • : filtered experimental
results (Comte-Bellot _: Corrsin, 1971) in grid turbulence which decays downstream
of a grid. U0 and M are the mean fluid speed and the spacing of the turbulence-
generating grid in the experiment.
linear interpolations. Two additional scalar arrays had to be defined, for ZLM and
ZMM. Compared to overall memory requirements, this addition was not significant.
8._ Decaying i_otropic _urbulencc
In order to test the model in an unsteady case, we perform LES of decaying
isotropic turbulence. Meaningful comparisons can then be made with the experi-
mental results of Comte-Bellot & Corrsin (1971). The initial 3-D energy spectrum
is made to match the experimental measurements at their earliest time. The phase
of the Fourier coefficients is chosen to be random so that the initial velocity field
had Gaussian statistics. The dimension of the computational box is chosen to be
roughly 4 integral scales.
Fig. 9 shows the decay of the kinetic energy compared with the experimental
results of Comte-Bellot & Corrsin (1971). The predicted initial decay appears to
be a little slower than the experimental rate, but the overall agreement is good.
Of course the agreement could have been improved by using a slightly larger value
of c2(0) as initial condition - an after-the-fa_t adjustment that we opted to avoid.
A comparison of the spectra at the three different times at which experimental
results are available is shown in Fig. 10. The decrease in overall kinetic energy and
the decrease of k at which the spectra peak (increasing integral scale) is clearly
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FIGURE 10. Radial energy spectra for decaying isotropic turbulence at different
times. _ : 323 LES with Lagrangian dynamic model; • : experimental results
of Comte-Bellot _: Corrsin (1971). Scaling parameters are defined in Fig. 9. L =
10.SM is the computational box size.
reproduced well.
We conclude that the model is able to reproduce important features of this time-
dependent flow.
3.3 Fully developed channel flow
In this section we describe the application of the Lagrangian dynamic model to a
pseudo-spectral simulation of plane channel flow. For comparison, another LES is
performed with the traditional implementation of the dynamic model in which the
terms are averaged over planes parallel to the wall. The flow Reynolds number is
selected to match the experimental data by Hussain & Reynolds (1970) to permit
detailed comparison.
The channel flow simulations are performed with in a pseudo-spectral code (Kim
et al., 1987) in a numerical domain with streamwise, wall-normal, and spanwise
dimensions of 37r × 2 x 37r/4 (in units of channel half-width d) on a 48 × 65 × 64
mesh. Chebyshev polynomials are used in the wall-normal direction on a collocated
grid; Fourier transforms are used in the homogeneous streamwise and spanwise
directions on a uniform grid. Real space (tophat) filtering is used for the dynamic
test filtering procedure and is performed explicitly only in horizontal planes. The
equivalent filter width A_q is taken to be the geometric mean of unidirectional grid
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FIaURE 11. Mean velocity profiles in fully developed channel flow. •....... :
LES with plane-averaged dynamic model; -- : LES with Lagrangian dynamic
model; • : Experimental measurements of Hussain & Reynolds (1970). (a) Wall
distance in units of the half-channel width d, (b) in wall units.
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FIGURE 12. Profiles of second-order moments of the resolved velocity field. ---- :
' from Lagrangian model; o : '' from the plane-averaged LES; n : Urm , Urm,Urms
from the experimental measurements of Hussain & Reynolds (1970). o : Spanwise
, from Lagrangian LES; : from plane-averaged model. _ : Wall-normalWrrn8 ........
from Lagrangian LES; : from plane-averaged model. * : Resolvedl)rm s
shear stress < u'v' > from Lagrangian LES; ----- : from plane-averaged model.
widths (this procedure is justified for moderate grid anisotropies as shown in Scotti
et al., 1993). For the plane-averaged LES, averaging of the dynamic coefficient is
performed in horizontal planes.
The approximate Lagrangian interpolation for the horizontal directions is im-
plemented in this code as described in §2.3. The wall-normal direction requires
different treatment due to the stretched mesh used in that direction. The trans-
formation 0 = cos-l(y/d) is used to map the stretched mesh into a uniform one.
The wall-normal advection term, vcg/Oy, is recast as vsO/00 and the interpolation
is performed in {9identically to the horizontal directions, but using vo = -v/sin 8.
The wall planes are treated specially with _LM _--- 0 and _MM approximated by
values at the nearest off-wall plane. There was also the possibility that the interpo-
lation might attempt to place approximated points at the previous time step beyond
the walls; however, the CFL condition gives sufficiently small time steps that this
situation is never encountered.
A target friction Reynolds number Re_ (- u_d/v, where the friction speed Ur
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=
is the square root of the mean total wall stress, and v is the molecular viscosity)
of 650 was chosen, corresponding to one set of experimental data by Hussain &
Reynolds (1970). The channel flow is started from a flow field at lower Reynolds
number and is allowed to evolve to near statistical equilibrium, with Re_ _ 641
in the last runs. The initial conditions for _rLM and _MM are chosen as in the
homogeneous case but with c_(0) as function of y matching the values of a previous
plane-averaged dynamic simulation. Using the Lagrangian formulation proved to
be more expensive than the standard plane-averaged method by 10% in CPU due,
in part, for the need to perform a division at each point to compute the dynamic
coefficient rather than at each plane. The Lagrangian method also requires extra
mass storage of _LM and _MM between runs.
The averaged statistics will be shown first, followed by a more detailed analysis
of additional variables.
Fig. 11 shows the mean velocity profile in the half-channel, in outer units (a) and
wall units (b). As can be seen, at the resolution of the present LES, the plane-
averaged model predicts an excessive center-line velocity (smaller losses) for the
prescribed pressure gradient. The Lagrangian model yields a centerline velocity
slightly below the measured values although the magnitude of the error is consider-
ably smaller than that of the plane-averaged case (6.8% error in centerline velocity
for the plane-averaged model and -1.8% for the Lagrangian model). Fig. 12 shows
the profiles of rms velocities and Reynolds shear stress of the resolved fields, and
a comparison of the rms streamwise velocity with the measurements of Hussain &
Reynolds (1970). In the core region (for y/d > 0.2), the LES with both models
fall below the measured values to a large extent because the former do not include
the subgrid portion of the energy. Closer to the wall, both LES erroneously over-
predict u'ms, but the Lagrangian model does a better job than the plane-averaged
one. Interestingly, the magnitude of the resolved shear stress for the Lagrangian
model is larger than that of the plane-averaged case. This is possibly the cause for
the increased (more realistic) losses in the Lagrangian simulation. The mean eddy
viscosity predicted by both LES is shown in Fig. 13. It is computed according to
< > (y) =< c (x,y,z,t) 2 (20)
where the averaging is performed along x, z planes and over several times. The
2 is either computed according to the plane-averaged or the Lagrangiancoefficient c_
dynamic model. It can be seen that over much of the log-layer_ the Lagrangian
model generates a lower eddy viscosity compared to the plane-averaged dynamic
model. We have checked that this reduction is due primarily to a decrease in the
dynamic coefficient cZsas opposed to reduced strain-rate magnitudes. The reduced
eddy viscosity is likely to generate less SGS dissipation of resolved turbulence, which
in turn is probably the cause for the increased resolved shear-stress observed before.
As an aside, an important feature of the dynamic model is that it exhibits the
proper near-wall scaling for the SGS eddy viscosity when the sublayer is numerically
resolved (Germano et al., 1991), namely vt "" (!1+) 3. As can be seen in Fig. 13,
this scaling is followed quite well by the plane-averaged case (as observed before by
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FIGURE 13. Ratio of mean eddy viscosity to molecular viscosity taken from
the channel flow simulation, o : Lagrangian dynamic model; [] : plane-averaged
dynamic model; ........ : ut -_ (y+)S power-law.
Germano et al. 1991; Piomelli, 1993). The mean eddy viscosity from the Lagrangian
model also decays very quickly but at a somewhat slower rate (approximately as
vt ". (y+)2.5 in our case). We shall return to this issue at a later stage. But we
stress that near the wall such minute differences are unlikely to have any practical
effect since there the molecular viscosity strongly dominates. With the purpose
of documenting the statistics of the model coefficient c_ and its evolution away
from the initial condition, we show in Figs. 14(a)-(c) probability-density-functions
of c] at different times and different elevations from the wall. The pdf at t = 0
is a delta-function at the plane-averaged value of the dynamic coefficient, which
is used as an initial condition. As can be seen for y+ = 641 and y+ = 12 (core
and near-wall region), the convergence of the pdf to the asymptotic value (circles)
is nearly complete after 80-160 time-steps. This duration corresponds to about
v/u 2 ,,, 25 - 50 viscous times or d/ur ,.. 0.04 - 0.08 outer times. At y+ = 108,
the convergence is slower because in the log-layer the initial guess for c_ is worst.
Still, after between 300 and 600 time-steps, the asymptotic state is reached for
2 Figs. 14(b) and (c) clearly show the considerable decreasethe fluctuations in c,.
2 values in the Lagrangian model as compared to the plane-averagedof typical c,
model.
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heights above the wall: (a) is at y+ = 641, (b) at y+ = 108 and (c) at y+ = 12.
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LES - plane-averaged
y+ 12 108 640
< LijMij > 2.912 104 5.362 102 1.099 101
< M_jM_j > 3.054 107 4.932 104 6.998 102
LES - local Lagrangian
y+ 12 108 641
< _LM > 2.690 104 7.076 102 1.056 101
< _MM > 2.814 107 2.537 10_ 7.777 102
TABLE 1. Numerators and denominators in the expressions for the dynamic
coefficients averaged over sample planes.
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FIGURE 15. Scatter plot of 2"MM versus vertical velocity v ° in LES of channel
flow, using the Lagrangian dynamic model.
The main issue left to answer is why the Lagrangian model generates such de-
creased coefficients in the log-layer. For this purpose, the average values of numer-
ators and denominators are evaluated separately for both models on some sample
planes as given in Table 1.
The largest discrepancy can be seen by comparing the denominators < Mi# M,# >
and < :rMM > at y+ = 108. A possible reason for this discrepancy can be deduced
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by comparing < MijMij > at y+ = 12 and at y+ = 108. < MiiMij > and
< IMM > are several orders of magnitude higher in the near-wall region, as is to
be expected for a variable based on the strain-rate (to the fourth power). During
ejection events, fluid particles that were close to the wall reach deep into the log-
layer, thus convecting elevated values of _MM upwards. This feature can be deduced
from Fig. 15, which shows a scatter plot of the Lagrangian denominator _MM as
function of the local vertical velocity. Clearly, large values of _MM are associated
with positive values of v _, which are indicative of ejection events or bursts.
The net effect is that the Lagrangian model is less dissipative as far as bursts
are concerned. They can survive longer and feed more turbulence into the channel
flow, producing more realistic (higher) levels of Reynolds-averaged (resolved) eddy
viscosity and losses.
It is likely that a similar phenomenon causes the near-wall scaling of Lagrangian
eddy viscosity to be less steep than that of the plane-averaged model. Occasionally,
'sweeps' bring log-layer material into the sublayer and effectively increase the model
coefficient and eddy viscosity above that of the plane-averaged model. Numerical
diffusion is also likely to play a role in reducing spatial differences in ZLM and _MM.
3._ TranJitional channel flow
A known drawback of the traditional eddy viscosity closure for LE$ of transitional
flows is that it is overly dissipative, possibly eliminating instabilities altogether
(Piomelli & Zang, 1990). The dynamic model, on the other hand, yields essentially
zero eddy viscosity if the resolved part of the flow is not turbulent. Instabilities
are thus allowed to grow initially in a realistic fashion, as shown in simulations of
transitional channel flow using the dynamic model, with planar averaging (Germano
et al., 1991). Once the non-linear breakdown phase is reached, the SGS model must
become active in order to prevent excessive growth of turbulent kinetic energy, wall
shear-stresses, etc. In the Lagrangian model, the variable 2"t:_ must be initialized
to zero everywhere in the laminar region. As turbulence is generated, this variable
(and therefore the eddy viscosity) will rise from zero. The rate at which 2"t:_ rises
from zero is controlled in part by the memory time scale. If the memory time
scale, T, is too long, the rise in eddy viscosity may occur too late in the transition
process. In order to investigate this potential problem, we have performed an LES of
transitional channel flow. In this section we attempt to ascertain if the Lagrangian
model as proposed here (with the time scale given by Eq. 15) is able to (i) allow for
initial instabilities to grow in a realistic fashion, and then to (ii) sufficiently damp
the turbulence at the appropriate time.
The transition channel case is identical to that of Zang et al. (1990), Piomelli &
Zang (1991) and Germano et al. (1991). The initial (laminar) centerline Reynolds
number is 8,000. The initial condition consists of a parabolic mean flow plus a 2-D
Tollmien-Schlichting wave of 2% amplitude and a pair of 3-D Tollmien-Schlichting
waves of 0.02% amplitude. The streamwise wavenumber for both the 2-D and 3-D
modes is 1.0, whereas the spanwise wavenumber for the 3-D modes is 4-1.5. See
Zang et al. (1990) for more details on the initial conditions. The dimensions of the
computational domain (streamwise, wall-normal, and spanwise) are 2r x 2 × 4_r/3
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FIGURE 16. Time history of wall-shear stress from the transitional channel sim-
ulation. _ : Lagrangian model LES; : plane-averaged dynamic model
LES; • : DNS of Zang et al. (1990).
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FIGURE 17. Streamwise velocity fluctuation profiles from the transitional channel
flow simulation. Symbols: DNS of Zang et al. (1990). • : t = 176; • : t = 200;
• : t = 220; _ : Lagrangian model LES; ..... plane-averaged dynamic
model LES.
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FIGURE 18.
simulation.
• : t = 220;
model LES.
Reynolds shear stress profiles from the transitional channel flow
Symbols: DNS of Zang et al. (1990). • : t = 176; • : t -- 200;
: Lagrangian model LES; : plane-averaged dynamic
(in units of g). The term _.LM is initialized to 10 -14 (instead of to zero) in order
to allow the first-order Euler scheme (explicit in T") to move :rLM away from zero
once the source term L : M becomes non-zero.
The calculation is started on a 16 x 65 x 16 mesh. As the transition process
proceeds, the solution is interpolated onto increasingly finer meshes. The timings
of the remeshings are determined by monitoring the energy content in the highest
resolved frequencies in the streamwise and spanwise directions. The remeshing
procedure was found to introduce a complication in the Lagrangian SGS model.
Refining the mesh while holding the test-to-grid filter ratio fixed results in different
values of L : M and M : M. Because of its memory, the Lagrangian model requires
a finite amount of time to adjust to the sudden changes in L : M and M : M (about
At = 5, or 100 timesteps). In order to minimize this recovery time, the remeshing is
performed with values of :T.LM and :rMM rescaled so that their plane-averaged values
are equal to those of the instantaneous L : M and M : M, respectively. Early in
the transition process the SGS dissipation is minuscule and errors associated with
remeshing probably have a negligible effect. However, the flow may be more sensitive
to remeshing at later times when the SGS dissipation is not negligible.
The 16 x 65 × 16 mesh is used until t = 145 (in units of initial centerline velocity
Uc and $), when the grid is remeshed to 24 × 65 x 24. The run is then continued to
t = 176 on both 24 x 65 x 24 and 32 x 65 x 32 meshes (with little notable difference).
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The field is then remeshed to 32 x 65 x 48. Another remeshing to 48 x 65 x 64 is
performed at t = 200, and the simulation is then run without further remeshing to
t = 280.
Figure 16 shows the time-history of the wall-shear stress compared with the DNS
of Zang et al. (1990). Results from the plane-averaged dynamic model are included
in this figure. The Lagrangian model is in good agreement with the DNS results
up to t = 210. Then, the wall-shear stress slightly overshoots the peak after which
it settles to a plateau, near the DNS value. The plane-averaged dynamic model
results are similar, with the exception that the peak shear stress is underpredicted.
Streamwise velocity fluctuations from the Lagrangian and plane-averaged models
at times t = 176, 200, and 220 are compared with the (filtered) DNS data in Fig.
17. Overall the agreement is quite good, and at t = 176 it is excellent. At this time
the Lagrangian and plane-averaged results are indistinguishable. Reynolds shear
stresses are shown in Fig. 18. Very good agreement is obtained at t = 176, whereas
some differences exist at t = 200 and t = 220.
Overall these results show that the Lagrangian model is capable of simulating
transition. The eddy viscosity does rise from zero with a delay which is small
enough so that turbulence is sufficiently damped after the rapid growth of kinetic
energy during transition.
4. Summary and conclusions
A new version of the dynamic model has been tested in conjunction with the
Smagorinsky closure. The model involves averaging the Germano identity for some
time along fluid pathlines rather than over directions of statistical homogeneity,
as was the practice in previous applications of the dynamic model. The present
model is not restricted to flows with such special directions and should be readily
applicable to complex-geometry, unsteady flows. We have shown that if an expo-
nential memory is employed, the required averages can be obtained by solving a
pair of relaxation-transport equations. In order to allow for the implementation of
this model with minimal computational complications, we proposed to discretize
the total derivatives that enter in these equations using a first-order expression in
time, coupled with linear spatial interpolation to find the values required at the
'upstream' locations. The resulting formulation (embodied in Eqs. (17) and (18))
is very simple to implement.
Basic properties of the model were studied in DNS and LES of forced isotropic
turbulence. The effect of the Lagrangian averaging on the pdfs of various quantities
involved in the modeling were identified. It was also shown that the model preserves
enough spatial locality to be influenced by vortical structures ('fat worms') that were
identified in the LES.
Applications of LES to isotropic turbulence and fully developed and transitional
channel flow has shown that the model performs well and should be readily appli-
cable to more complex flows.
On a final note, we recognize that the Lagrangian dynamic model contains some
arbitrary elements. In particular, an adjustable memory time scale T is involved.
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This fact is unfortunate since it appears to conflict with the dynamic model philos-
ophy of dispensing with adjustable parameters in favor of determining the subgrid-
scale stress solely from information contained in the resolved velocity field. However,
for any implementation which uses averaging, there is a similar ambiguity in choos-
ing the domain over which Germano's identity is to be enforced. Schemes that make
use of spatial averaging often average over all homogeneous directions although a
smaller subspace may be sufficient to insure the stability of the model. Choosing a
particular value of the averaging time scale in the Lagrangian model is analogous
to choosing a particular region in space over which to average. When viewed in
this way, the Lagrangian model actually has an advantage over spatially-averaged
variants in that it is designed to average over the minimum time necessary to insure
stability. This feature allows the model to retain the maximum amount of spatial
and temporal variability while remaining stable.
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Effects of turbulence compressibility and
unsteadiness in compression corner flow
By A. Brankovie I AND O. Zeman 2
The structure of the separated flow region over a 20 ° compression corner at a
free-stream Mach number of 2.84 is investigated computationally using a Reynolds
averaged Navier Stokes (R.A.N.S.) solver and k - e model. At this Mach number
and ramp angle, a steady-state recirculation region of order _o is observed, with
onset of a "plateau" in the wall pressure distribution near the corner. At lower
ramp angles, separation is negligible, while at an angle of 24 °, separation regions of
length 26o are expected. Of interest here is the response of the mathematical model
to inclusion of the pressure dilatation term for turbulent kinetic energy. Compared
with the experimental data of Smits and Muck (1987), steady-state computations
show improvement when the pressure dilatation term is included. Unsteady com-
putations, using both unforced and then forced inlet conditions, did not predict the
oscillatory motion of the separation bubble as observed in laboratory experiments
(see e.g. Dolling and Or 1983). An analysis of the separation bubble oscillation
and the turbulent boundary layer (T.B.L.) frequencies for this flow suggests that
the bubble oscillations are of nearly the same order as the turbulence frequencies,
and therefore difficult for the model to separate and resolve.
1. Introduction
The accurate prediction of turbulent, compressible flow at low supersonic speeds
(M_ _ 3) is one of the most challenging and important problems facing aircraft
engine component designers. For rotating components, flows typically feature un-
steadiness (periodic and non-periodic) and mild compressibility effects, which when
coupled prove difficult to isolate and understand from a fundamental point of view.
Analysis of experimental data (Dolling and Or 1983) reveals that even wind tun-
nel generated flows feature significant flow field unsteadiness, which is difficult to
isolate and control. Analysis of the unsteady pressure fluctuations at the foot of
the separation shock indicates non-periodic, unsteady movement of the shock foot,
with a highly non-Gaussian distribution of the wall pressure fluctuation. Near the
bubble "steady-state" separation point where the wall pressure is highly intermit-
rant and where the pressure fluctuations are most intense, the pressure distribution
was found to be bi-modal. It was found that the characteristic frequency fD of the
1 Pratt Sz Whitney, West Palm Beach, FL
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separation bubble oscillations scales on the incoming boundary layer thickness 6o
and free-stream velocity [To so that
f o,SolUo= o.13.
At this resonant frequency, the bubble leading edge moved forward by up to 1.5_o,
doubling its length relative to the steady state value.
Compressibility corrections due to the pressure dilatation for two-equation tur-
bulence models have previously been proposed by Zeman and Coleman (1991) and
Horstman (1987). The Zeman-Coleman model was based on the results of a direct
numerical simulation (DNS) of turbulence in which the mean flow is subjected to
one-dimensional compression; Durbin and Zeman (1992) have formulated a rapid
distortion theory which allows calculation of the pressure-dilatation term analyti-
cally for cases of rapid compression in one, two, or three directions. Vandromme
and Zeman (1992) found that including this term in the k - e model, using wall
integration boundary conditions, significantly improved predictions for M¢¢ = 2.84
flow over a 24 ° ramp.
In addition to models for the pressure dilatation term, proposals for the dilatation
dissipation and turbulence/pressure-gradlent interaction terms, turbulent length-
scale limiters, and low-Reynolds number corrections for turbulent viscosity have
been made for specific features of highly compressible flows (Marvin 1991). Not all
of these terms have been tested in mildly compressible flows. The present effort
focuses on the evaluation of the pressure dilatation contribution in steady-state
predictions of the compression corner flow.
It is noted that model predictions using the standard k - e model tend to underes-
timate flow reattachment lengths even in incompressible flows such as backsteps and
180 ° bend ducts. It is ambitious to expect a single turbulence compressibility term
to compensate for underlying problems with the model. Nevertheless, it is of great
interest to examine whether these terms are important in predicting complex com-
pressible flows, and whether the terms should be generally included in production
R.A.N.S. flow solvers.
2. Computational model and solution method
2.1 Governing equations
Computations were performed using the time-dependent form of the compressible
R.A.N.S. equations. The continuity, momentum, and energy conservation equations
used are shown below:
op o
-_ + -b-_(pvj) =o.o
OpUi-_ + (puiu, + 6,iP - r_i) = o.o
Opet O_j t¢ Oh
--_ + (pit,e, + PUt - _,_u_ cp oxj ) = o.o (3)
(1)
(2)
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2 p[o_._ ou. 2 6. .o_._where P = pRT, et = h - P + _u_ , and rij = _ ox_ + _ - a 'J ox_ ,"
The equation set is closed using the Boussinesq approximation for the Reynolds
stress tensor:
,ov_ otr_ 2 2
where the turbulent viscosity is modeled as:
(4)
k 2
#, = C_pf_,-- + (5)
The turbulent kinetic energy, k and its dissipation rate, e are computed using
modeled transport equations:
cOpk cOpUjk cO pt ) Ok
+ ox, ox_(_ + --_ _ = P - "' + (_)R (6)
_2
Op._.._e OpUj+ O pt) Oe = Clflkp _ C2f2PT+ o_, 07](_ + T, _=_ (7)
where P = -p(u-i-_)__.-_(Ui,j + Uj, i), is the production term, and the pressure dilata-
tion term, pu3,j - p0, has been added to the R.H.$. of the } equation. Modeling of
this term is the subject of the next section. The constants in the turbulence model
are the standard values recommended by Jones and Launder (1972), and are C_ --
0.09, C1 = 1.44, C2 = 1.92, ak ----1.0, a, = 1.30, f_, = 1.0, fl ----1.0 and f2 = 1.0.
2._ The pressure dilatation model
As the boundary layer turbulence passes through the oblique shock generated
by the compression corner, it undergoes a highly rapid compression. This effect is
represented by the rapid pressure-dilatation model developed by Zeman (1991) and
Zeman and Coleman (1991). The model is based on the physics and theories of rapid
distortion and was verified against the DNS of rapidly compressed homogeneous
turbulence.
The pressure dilatation term _ appears on the R.H.S. of the turbulent kinetic
energy equation with positive sign. The rapid contribution to _ proposed by Zeman
and co-workers to be tested is
(-_) R = -Cdl-pkTC S_ ) 2 (8)
where S*j = 17(ULi + Ui.j - }6ijV. U) is the trace-free mean strain rate, r = k/e
is the turbulent time scale, and Cdl = --0.004 is the model constant whose value
was determined from the DNS computations. For one of the steady-state test runs,
a value of Cdl = -0.006 was used to test the sensitivity of the separation bubble
size to this coefficient. It is pointed out that the modeled pressure dilatation term
acts as a sink term in the k transport equation and decreases the level of k values
wherever it is numerically significant; this is the case in the vicinity of shocks, where
mean velocity gradients are steep.
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PlGUItE 1. Schematic diagram of flow geometry and inlet conditions.
_.$ Numerical method
Computations were done with a code developed at Pratt & Whitney. The equa-
tions are transformed to a eurvilinear coordinate system and integrated over arbi-
trary control volumes using a cell-centered grid. A pressure correction procedure is
adapted to generalized coordinates. Second and third-order spatial dlscretization
schemes are used interehangeably. A second-order backward temporal scheme is
used for the time-dependent calculations.
Inflow conditions consisted of interpolated axial velocity and turbulent kinetic
energy profiles obtained from measurements in Smits and Muck (1987). The inlet
turbulence dissipation rate and the turbulent viscosity distribution were obtained
from the boundary layer distributions given in Hinze (1975). The computational
grid was 241 (axial) x 101 (vertical). Although formal grid independence is not
claimed, the authors' previous experience with such grids for compression corner
flows strongly suggests that the results are close to grid independent. Wall functions
for the momentum and turbulence equations have been used to avoid the time
consuming computations within the viscous sublayer. This required that the first
grid node off the wall lles in the range of 30 _< y+ _< 300.
3. Steady state results
:?.1 Flow structure
A schematic of the inflow conditions and overall flow structure is shown in Fig. 1.
The diagram indicates an oblique shock angle of 20.6 ° , corresponding to the pre-
dicted and measured values for this Mach number. Computed contours of the
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FIGURE 2. Turbulent kinetic energy contours for baseline k - _ model.
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FIGURE 3. Turbulent kinetic energy contours for k - _ with modeled pressure
dilatation term.
steady-state turbulent kinetic energy are shown in Figs. 2 and 3. For the baseline
k - e model, Fig. 2, the contour indicates shock formation upstream of the corner,
with a strong, intensely turbulent vortex centered just downstream of the corner.
The boundary layer redevelops downstream of the shock, with the flow relatively
quiescent between the shock and the ramp wall.
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Streamwise velocity profiles in the vicinity of the separation bubble.
, baseline k - e; .... , k - e with pressure dilatation.
The contour showing the compressible flow model results, Fig. 3, indicates a
similar flow structure to that of the baseline model. Flow separation begins slightly
further upstream in this case, although this is only discernable through detailed
post-processing of the results.
3._, Mean velocity results
Mean streamwise velocity profiles at three key downstream locations are shown
in Fig. 4. The locations selected for comparison are near the bubble separation
point, the corner, and near the bubble reattachment point. Measurements do not
extend all the way to the wall, hence it is difficult to determine exactly where
separation begins and what is the magnitude of the reverse flow. In each profile,
the model predictions using the pressure dilatation model show minor improvement
in the prediction of axial velocity when compared to the baseline k - e result. The
compressible model shows a more rapid adjustment to the inflection of the velocity
profile at the shock passage location, while the baseline k - e model is noticeably
more sluggish in its response here.
$.3 Wall static pressure
A comparison of wall static pressures is shown in Fig. 5. Experimental data,
the baseline k - e prediction, and compressible k - e results using values of -0.004
and -0.006 for the Cdl coefficient are shown• The baseline model result (solid line)
severely underpredicts the size of the separation region, recovers to the downstream
pressure value too rapidly, and misses prediction of the pressure plateau indicative
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FIGURE 5. Wall static pressure profile, o , data; _ , baseline k - e; ....
k - e with pressure dilatation and Cdl = -0.004; k - e with pressure dilatation and
Ca1 =-0.006,
of the viscous region in flow separation. The compressible k - e prediction using -
0.004 shows an improvement in the upstream region, with pressure lift-off somewhat
closer to experimental data, although even this pressure profile is characteristic of
weak shock-boundary layer interaction (Delery and Marvin, 1986). As with the
baseline case, the pressure plateau is absent, and recovery appears to be too rapid.
When a value of -0.006 is used, the pressure plateau indicative of strong interaction
has appeared, with the upstream separation point closer to the experimental value.
3.4 Turbulent kinetic energy profile8
The turbulent kinetic energy profiles are shown at a number of downstream loca-
tions along the wall and ramp in Fig. 6. As expected from the form of the pressure
dilatation model, overall k values are damped at each downstream location for the
compressible k - e model relative to the baseline model. Starting with the profile
at the corner, the presence of the shock is noted as a secondary peak in the profile.
The shock amplifies the free-stream turbulence significantly; however, it does not
quite reach the level of turbulence intensity generated by the wall, even in the strong
interaction region immediately downstream of the corner (see Figs. 2 and 3).
4. Unsteady state results
4.1 Unforced boundary layer result_
In order to investigate whether the bubble oscillations could be realized simply
by running the code in a time-accurate manner, several cases were run in which
the global time step was varied from 0.1 second to 10 -5 seconds. This sampling
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FIGURE 6. Turbulent kinetic energy profiles at various downstream locations.
, baseline k e; , k - e with pressure dilatation, Cdl = -0.004.
range was selected as it was estimated that the characteristic bubble frequency for
these inflow conditions is approximately 1300 Hz. Monitoring points were installed
at multiple locations within the separation bubble to monitor axial and vertical ve-
locity. Over the entire sampling range, negligible bubble oscillations were recorded
in the simulations, with no particular resonance at the expected resonant frequency
of 1300 Hz. The reasons for the failure to detect the bubble unsteadiness include
numerical damping, use of wall functions in the momentum and turbulence equa-
tions, or simply the nature of the R.A.N.S. model. As the bubble self-excitation
could not be detected, an attempt was made to excite bubble oscillations through
perturbation of the inlet boundary layer.
,_._ Forced boundary layer results
In order to excite the bubble into a resonant frequency, an upstream boundary
layer perturbation of the form:
U(Xo, v, t) = u(xo, v, o) + o.osV(Xo,
was applied. This provided a single wavelength oscillation whose amplitude decayed
effectively to zero at the boundary layer edge. The perturbation amplitude of 5.0
% was approximately equal to the maximum streamwise turbulence intensity in the
measured dataset of Smits and Muck (1987). To bracket the expected resonant
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frequency at 1300 Hz, forcing frequencies ranging from 200 Hz to 10,000 Hz were
run. Each cycle was sampled 50 times. For a free-stream velocity of 1800 ft/sec, the
maximum perturbation velocity was +/-90 ft/sec. The average response at several
sensing locations in and around the separation bubble is given in the table below:
Forcing Frequency Peak-to-Peak Amplitude
200 Hz +/- 0.252 ft/sec
1000 Hz +/- 0.307 ft/sec
1500 Hz +/- 0.235 ft/sec
2000 Hz +/- 0.596 ft/sec
2500 Hz +/- 0.795 ft/sec
4000 Hz +/- 0.795 ft/sec
5000 Hz +/- 0.686 ft/sec
6000 Hz +/- 0.680 ft/sec
10000 Hz Divergent
The results indicate that only a very mild separation bubble resonance was com-
puted, in the range of 2500 to 4000 Hz, with lower amplitude of oscillation at
lower and higher frequencies. Thus, even with a strong upstream boundary layer
perturbation, bubble resonance proved exceptionally difficult to predict.
_.3 Time-scale considerations
The result of the unsteady, forced inflow investigation raises some important is-
sues regarding the resolution of solvers based on R.A.N.S. equations and the k-e
model used for prediction of unsteady flow. Some insight into this problem can
be gained from a comparison of the governing time scales which characterize the
unsteadiness. Here the comparison is drawn between turbulent boundary layer
(T.B.L.) oscillations in the supersonic compression corner and bluff-body flow oscil-
lations due to vortex shedding which was successfully modeled by Durbin (1994). In
boundary layers, the typical size of the large eddies is order 6, the T.B.L. thickness.
Hence, a probe in this region would measure large-eddy frequencies on the order of
ft "_ U/6, where U is the average speed in the turbulent boundary layer and U ,,,
U_ is the free-stream velocity. From the measurements of Dolling and Or (1993), it
is known that the separation bubble oscillation frequency is fo _- 0.13U/6, or only
1/7.7 that of the large-eddy frequency. It is noted that these oscillations could not
accurately be computed using the R.A.N.S. solver, as described above.
In bluff body dynamics, such as the flow over circular, square, or triangular cylin-
ders, the shedding or Strouhai frequency in the wake region is measured as fo ,_
0.2U_/L, where U_ = free-stream velocity and L is the cross-sectional dimension,
the diameter in the case of a circular cylinder. This is true for flows where ReD
= UccD/u > 100. When such cases are run in an unsteady mode using a com-
putational domain with adequate upstream and downstream length (and unsteady
boundary conditions, if necessary), vortex shedding of the correct frequency is ob-
tained. We know from the T.B.L. case that the large-eddy frequency at separation
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is ft "" U_/6, where 6 can be estimated from the relation for flow over circular cylin-
ders as 6o/D ,_ 0.16/Re]_ 7. Thus, for ReD _-- 106, we get 60/0 ", 0.16/(106) 1/7 ""
0.0222. _Ve therefore compute a time-scale ratio of ft / fo _- (106)1/7/0.2/0.16 "_
224. Hence, the ratio of turbulence-to-shedding frequencies is 224 / 7.7 ,-_ 29.2.
The ratio of characteristic frequencies is thus a key parameter in determining
whether R.A.N.S.-type solvers using the standard k-e turbulence model will resolve
the unsteadiness observed in the experimental data. In the compression corner case,
the ratio of f, / fo was found to be only 7.7, while for bluff body flow, the same
ratio was found to be 224 at ReD = 106, nearly 30 times greater than that for the
compression corner. Based on the limited data, it appears that for ft/fo of order 1,
turbulence-driven oscillations will be submerged in the turbulence model and prove
difficult to resolve. Unsteady turbulence models which adjust properly to both
temporal and spatially local flow conditions may be necessary to resolve this level
of unsteadiness. Large-scale or momentum-driven oscillations of order ft/fo _ 100
or greater should be relatively easy to compute using unsteady R.A.N.S. solvers,
with the selection of turbulence model not nearly as important in these cases. For
the large body of cases which fall in between these two extremes or for cases which
exhibit multiple levels of unsteadiness such as the rotational, supersonic flow in
gas turbine compressors, a more critical analysis of the importance of time scales
involved and the underlying turbulence model is necessary.
5. Conclusions
The results indicate that the compressibility correction term represented by the
pressure dilatation model of Zeman (1991) improves the velocity profiles predictions
in the vicinity of the separation bubble to a small degree. Wall pressure predictions
were also slightly improved. The term generally had the effect of damping turbulent
kinetic energy as was seen in a series of k profiles at various downstream locations.
Increasing the value of the modeled coefficient Call from -0.004 to -0.006 had the
effect of increasing the separation bubble size, resulting in a form of the pressure
plateau reported in' the steady-state wall pressure results for ramp angles of 20 °
or greater at Mo¢ --= 2.84. Unsteady runs with and without upstream boundary
layer perturbations did not predict the measured separation bubble oscillations. An
analysis of the characteristic time scales for this problem revealed that the expected
bubble oscillation frequency was less than the characteristic large-eddy frequency,
which proved numerically difficult for the R.A.N.S. solver and k-e model to resolve.
It was postulated that the condition ft/fo >> 1 must be met for the code to easily
compute unsteadiness in the flow. An example from bluff body dynamics was used
to illustrate this point.
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Role of pressure diffusion in
non-homogeneous shear flows
By A. O. Demuren, 1 S. K. Lele 2 AND P. Durbin 3
A non-local model is presented for approximating the pressure diffusion in calcula-
tions of turbulent free shear and boundary layer flows. It is based on the solution of
an elliptic relaxation equation which enables local diffusion sources to be distributed
over lengths of the order of the integral scale. The pressure diffusion model was
implemented in a boundar__y__ylayer code within the framework of turbulence models
based on both the k - e - v 2 system of equations and the full Reynolds stress equa-
tions. Model computations were performed for mixing layers mad boundary layer
flows. In each case, the pressure diffusion model enabled the well-known free-stream
edge singularity problem to be eliminated. There was little effect on near-wall prop-
erties. Computed results agreed very well with experimental and DNS data for the
mean flow velocity, the turbulent kinetic energy, and the skin-friction coefficient.
1. Introduction
In higher-order turbulence models 'pressure diffusion' is usually neglected, or at
best added to 'turbulent diffusion' (Launder 1984) and the two modeled in aggre-
gate. Pressure diffusion refers to the term aiu_ in the Reynolds stress budget;
turbulent diffusion refers to at_,ujuk. The latter represents the ensemble averaged
effect of turbulence convection and can often be modeled as a diffusion process;
the former, however, is harder to explain as diffusion. Turbulent diffusion is usu-
ally considered to be the dominant diffusion mechanism and pressure diffusion is
considered to be negligible. However, Lumley (1975) showed that, for homoge-
neous turbulence, the application of symmetry constraints to the exact equation
for the "slow" or non-linear part of the pressure diffusion led to the result that its
magnitude is 20% of that of the triple velocity correlation. In the present study,
DNS databases for several shear flows were examined, namely: the mixing layer
simulation of Rogers and Moser (1994); the wake simulation of Rogers (private
communication); the boundary layer simulation of Spalart (1988); and the back-
ward facing step simulation of Le & Moin (1994). These confirm that, in the main
shear regions, pressure diffusion is roughly 20-30% of turbulent diffusion. However,
it appears to be mostly counter-gradient transport, so that it merely reduces the
effect of turbulent diffusion, which is mostly gradient transport. Thus, the current
practice of absorbing pressure diffusion and turbulent diffusion into a single model
1 Old Dominion University
2 Stanford University
3 Center for Turbulence Research
_t]'_ PAGE BL#,I4K NOT FIL_ _,_E_
314 A. O. Demuren, S. K. Lele _ P. Durbin
FIGURE 1.
80-
60"
40,
20"
: \
\ii
, \
..........." , i -".........
0" I11"'''' '' ' I''''''' ' " I ''''''''' I" ' ' ' ''''' I''' ' '''' ' I'''''' '' "
-7.5 -5.0 -2.5 0 2.5 5.0 7.5
-
Computed eddy viscosity distribution in a two-stream mixing layer.
term appears reasonable, as far as the main shear regions are concerned. But the
DNS data show that near the edges of the shear layers, turbulent diffusion decreases
rapidly to zero, while pressure diffusion decreases only very gradually, so the latter
then becomes dominant. Thus, the budgets show that near the free-stream edge
the balance is between pressure transport and mean convection, or temporal drift,
rather than between turbulent transport and the latter. When applied to one or
two-equation models (Coles 1968, Cazalbou et al. 1994), an assumed balance be-
tween evolution and turbulent diffusion leads to an unsteady non-linear diffusion
problem whose solution has a propagating front at the edge of which the eddy vis-
cosity ut, the turbulent kinetic energy k, and its dissipation rate e all go sharply
to zero. Fig. 1 illustrates how the eddy viscosity drops abruptly at the edge of the
shear layer, even though a non-zero value was imposed in the free stream. This sin-
gular solution is not in agreement with experimental data, which show that all these
properties asymptote gradually to free-stream values. A consequence of the singu-
larity is that computations with these turbulence models are unable to properly
account for free-stream turbulence effects since the free stream and the main shear
regions are decoupled, except where insufficient grid resolution produces smearing
via numerical diffusion. This result would also apply to second moment closures
which use gradient diffusion models for turbulent transport.
The free-stream edge singularity can be removed by introducing a model for the
pressure diffusion which does not vanish abruptly at the edge of the main shear flow.
Since pressure transport should be non-local, a new model for pressure diffusion is
introduced based on the elliptic relaxation concept introduced by Durbin (1991,
1993) for modeling the pressure-strain correlation in non-homogeneous turbulent
flows. Computations with the new model are compared to experimental data for
the plane mixing layer and the boundary layer flows.
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2. Mathematical model
In the present study only simply shear flows (mixing layers, wakes, boundary
layers) are considered, so that boundary layer forms of the governing equati__ons are
applicable. For simplicity, we shall only present equations for the k - _ - v 2 model
(Durbin 1991, 1994). Though the uiuj -_,i model was also utilized, the results are
virtually the same for the simple shear flows considered here.
The mean flow equations are:
D,U = O,[(_+ _,)O_U] (1)
V. U = 0 (2)
for incompressible thin shear layers. (Dr represents the total derivative and 0_ the
cross-stream partial derivative.)
$.l k - e - v 2 model
The usual k-e - v2 model (Durbin 1994_)_ismodified by the addition of a pressure
diffusion term to the k-equation and the v 2 equation. Thus, we have:
Dtk = Pk - e + 0_[(u + uda_ )a_,k ] - O_,('p"_)
Dt_ = C_1Pk - C_2e
T +Oy[(v+v,/a,)Oy_]
D,_ = kI_2- _2_ + 0_[(_+ _,/¢k)0_V] - 20.(_)
where the rate of turbulent energy production is
Pk = vt(O_U) 2
and the eddy viscosity is given by
u,= C.-JT
(3)
(4)
(5)
(6)
(7)
The term k f22 is the source of v2 via redistribution from the streamise com-
ponent u s. This is the pressure strain term in homogeneous turbulent flow. In
non-homogeneous turbulent flows, non-local effect are introduced through the ellip-
tic relaxation equation
2 2 T.V/k PkL 0_f22 - f_2 = (1 - C1) 2/3 C2-_--
The length and time scales which appear in the equations are given by
L = CL max [--/-, C.
(8)
(9)
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In free shear flows, equations (9) and (10) are modified by removing the Kol-
mogorov limits which are strictly only relevant to wall bounded flow. The bound-
ary conditions follow Durbin (1994) and are not repeated. Their main effect is to
produce the proper behavior of k, ¢, and v 2 near no-slip boundaries.
The empirical coefficients, are CL = 0.3, C u = 0.19, C_t = 1.3 and C_ =
1.90, CT = 6.0, Cn = 70.0, C1 = 1.4, C2 = 0.3, ak = 1.0, a_ = 1.3.
_.2 Pressure diffusion model
The pressure transport is modeled as:
= o,f
Non-local effects are introduced via the elliptic relaxation equation
(11)
L20_f - f =-f L (12)
where fL is a local gradient diffusion model
fL vt= C,--O,k (13)
Ok
It is assumed that the same length scale which governs the non-locality in the
pressure redistribution would also govern the non-locality in the pressure trans-
port. Cs is a free parameter which is determined by optimization. The boundary
conditions are
f = 0 ; free stream
Oyf = 0 ; no-slip wall
(14)
3. Results and discussion
Model computations were performed for a two-stream mixing layer with the ratio
of low to high free-stream velocities of 0.6 chosen to coincide with the experimental
study of Bell and Mehta (1990). A parabolic forward marching code was utilized.
Starting from hyperbolic tangent profiles, the solution was marched until self-similar
results were obtained. Computations were performed with 3 values of Co, namely
0.0, 0.5, and 1.0. Cs = 0.0 represents the case with no pressure diffusion. Com-
puted results of v,/v and k are compared in Figs. 2(a) and 2(b), respectively. It is
clearly seen that, at the higher values of Ce, the edge singularity present with Cs
= 0 has been removed, k profiles now go gradually to zero exhibiting long tails.
Also vt profiles gradually approach the small values set in the free stream, though
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FIGURE 3. Comparison of velocity profiles in the two-stream mixing layer to
• experimental data qf Bell & Mehta (1990). (See figure 2 for legends.)
not monotonically. The vt profile obtained with C0 = 0.5 is quite similar to that
given by the DNS data of Rogers and Moser (1994) with equation (7) as definition.
The peak value computed with C, = 0.5 was closest to that measured by Bell and
Mehta (1990); hence C, = 0.5 was chosen for all subsequent computations. Fig. 3
shows a comparison of computed velocity profiles with C0 = 0.0, 0.5 versus experi-
mental data of Bell and Mehta (1990). Both model computations give the correct
spread rate but the computation with the pressure diffusion model shows smoother
profiles near the free-stream edges in agreement with experimental data. Similarly,
k profiles are compared in Fig. 4. In this case, the differences between model com-
putations with and without pressure diffusion are more dramatic. The non-local
role of pressure diffusion in transporting turbulent kinetic energy from the center
of the layer to the edges of the free stream is apparent.
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FIGURE 4. Comparison of k profiles in the two-stream mixing layer to • experi-
mental data of Bell &: Mehta (1990). (See figure 2 for legends.)
With the pressure diffusion model thus calibrated, the question is whether the
improved agreement with data near free-stream edges would also be reproduced
in a wall boundary layer flow without producing an adverse effect on near-wall
agreement, where the role of pressure diffusion should be minimal. Computations
were performed for a developing wall boundary layer using the DNS data of Spalart
(1988) as inlet conditions. The solution was then marched until serf-similar results
were established. Profiles of vt/v across the boundary layer are compared for C, =
0.0, 0.5 and 1.0 in figure 5. The main effect of pressure diffusion is near the free-
stream edge, with little or no effect on near wall values. Skin friction coefficients are
compared to experimental data of Coles and Hirst (1968) in figure 6. This confirms
that the pressure diffusion produces negligible effect on near-wall properties. Finally
k profiles at R0 -- 7,500, normalized with the local friction velocity, are compared
to experimental data of Klebanoff (1955) in figure 7. Again, pressure diffusion has
negligible effect in the near-wail region, but produces more gradual decay near the
free-stream edge.
Thus, the sharp free-stream edge problem can be cured by introducing a non-
local model for the pressure diffusion. In the present study a gradient diffusion
model was utilized for fL. Although it enables the edge singularity problem to be
overcome, it appears too simple to reproduce all features of the pressure transport
through the layer and near the free stream. It can be argued that we are only
modeling the deviation from the usual model treatment, i.e., the part which is not
directly proportional to turbulent diffusion. Nevertheless, it is desirable to explore
more general forms of jL. Consideration is being given to such models. To aid in
this study, we hope to obtain a splitting of the DNS mixing layer data of Rogers
and Moser (1994) for the pressure diffusion into slow and rapid parts. We axe
also studying the form of the pressure diffusion term in the shearless mixing layer
simulation of Briggs et al. (1994). Initial computations of the shearless flows studied
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FIGURE 6. Comparison of skin friction coefficient in a boundary layer to • exper-
imental data of Coles &: Hirst (1968). (See figure 2 for legends.)
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FIGURE 7. Comparison of k profiles in a boundary layer to • experimental data
of Klebanoff (1955). (See figure 2 for legends.)
experimentally by Veeravalli and Warhaft (1989) show that most of the current
turbulent diffusion models with or without the present diffusion model significantly
underpredict the shear layer spread rate.
4. Conclusions
A non-local model for pressure diffusion has been developed based on the solu-
tion of an elliptic relaxation equation. This enabled the free-stream edge singular-
ity problem, which most current turbulence models suffer from, to be eliminated.
The pressure diffusion model did not produce any undesirable effects on near-wall
properties. Current turbulent diffusion models with and without the new pressure
diffusion model are unable to predict observed growth rates in shearless turbulence
mixing layer.
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Modeling near wall effects in second
moment closures by elliptic relaxation
By D. Laurence I and P. Durbin 2
The elliptic relaxation model of Durbin (1993) for modeling near-wall turbulence
using second moment closures (SMC) is compared to DNS data for a channel flow
at Ret = 395. The agreement for second order statistics and even the terms in their
balance equation is quite satisfactory, confirming that very little viscous effects (via
Kolmogoroff scales) need to be added to the high Reynolds versions of SMC for
near-wall-turbulence. The essential near-wall feature is thus the kinematic blocking
effect that a solid wall exerts on the turbulence through the fluctuating pressure,
which is best modeled by an elliptic operator. Above the transition layer, the effect
of the original elliptic operator decays rapidly, and it is suggested that the log-
layer is better reproduced by adding a non-homogeneous reduction of the return to
isotropy, the gradient of the turbulent length scale being used as a measure of the
inhomogeneity of the log-layer. The elliptic operator was quite easily applied to the
non-linear Craft & Launder pressure-straln model yielding an improved distinction
between the spanwise and wall normal stresses, although at higher Reynolds number
(Re) and away from the wall, the streamwise component is severely underpredicted,
as well as the transition in the mean velocity from the log to the wake profiles. In
this area a significant change of behavior was observed in the DNS pressure-strain
term, entirely ignored in the models.
1. Introduction
Second moment closures have the ability to account exactly for turbulence "pro-
duction" terms due to shear, rotation and stratification, and to provide a better
description than eddy viscosity models of the Reynolds stresses--a corner stone for
complex flows involving heat transfer, two-phase flows, or combustion. However
they are mainly used by industry in their high Re form, since near-wall models are
both unsatisfactory and rather difficult to solve numerically.
Since the publication of the budgets of the Reynolds stresses in a channel flow
by Mansour, Kim & Moin (1988), a variety of near-wall second moment closures
have been proposed (see review of 9 models by So et aL, 1990). Some of them were
more or less successful, but they are very seldom used outside low Reynolds number
channel flows. Most of them use damping functions to force homogeneous models
to comply with near wall turbulence features. A sound general principle is to avoid
explicit use of the distance to the wall; however, this tends to render the models
1 EDF/DER/LNH, 6 quai Watier, 78400 Chatou, France
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rather difficult to converge numerically since the damping functions then depend
on parameters of the unknown solution (such as the turbulent Reynolds number
k2/cu). Launder & Tselepidakis (1991), for instance, did a careful term by term fit
to each component of the Reynolds stress balance obtained by DNS, but the overall
model proved somewhat unstable especially when gravitational damping was added
(Laurence, 1993).
A common feature of these models is that all the terms (except diffusion) are
related algebraically to the local values of the solution. Such local representation
is in contradiction to the very large structures (hundreds of wall units) interacting
with the wall and inhomogeneity of the velocity profile.
In contrast to this previous approach, Durbin (1993) was able to reproduce quite
satisfactorily the features of near-wall flows by combining the very simple 'IP' ho-
mogeneous second moment closure (Launder, Reece & Rodi, 1975) with a nonlocal
(elliptic) approach representing the wall blocking effect on the large eddies. The
present study was aimed at a closer comparison of the elliptic operator with DNS
budgets and an analysis of what could be gained by combining it with a more
sophisticated second moment closure (SMC).
The Craft-Launder (1991) cubic SMC, either in free flows or in combination
with wall functions or a low Re two-equation model, was shown to give better
predictions than the IP model in a variety of flows (round and plane jets, impinging
jets, tube bundles, swirling jets). A characteristic of near wall flows (also present in
shear flows) is the strong reduction of the normal stress compared to the spanwise
and longitudinal stresses. The Launder-Craft cubic model reproduces this effect
in free flows and to some extent in the log-layer of a channel flow (Launder and
Tselepidakis, 1991). Lee, Kim & Moin (1990) showed that many features of wall
flows are also present in high shear homogeneous flows, though not accounting
totally for the very high anisotropies in a near wall flow. Thus, our project was
motivated by the idea that by combining the cubic model with the elliptic operator,
to correctly acknowledge what is due to the high shear and what is due to the wall
blocking effect, an improved model would result.
2. Elliptic relaxation
Following the procedure developed by Durbin (1993) the Reynolds-stress trans-
port equation is written as:
E
Dtu-7_ = Pij + Pij - uiuj_ + Tij + vV2u-_j (1)
p_ = -u-_O_Uj - u-7_0_ U_
pij = -_ - ujOip - eij + ""-_"_-u,ujk (2)
T_j = - Oku-TaT"N,u j
The term pij differs from the usual pressure-strain ¢ij since it includes the mis-
alignment of the dissipation tensor and the Reynolds stress tensor:
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pij = _bij - (eii - uiuj_) . (3)
This unclosed term, called hereafter 'relaxed pressure-strain', is obtained by solv-
ing an elliptic equation:
L2V2 __..A= pij- Pi_
k k (4)
For homogeneous turbulence Pij in Eq. 4 reduces to pihj, for which any standard
redistribution model ¢_j can be used:
h h
Pii = ¢ij + dev (_)_, (5)
where 'dev' is the deviatoric operator:
dev (u--T_) = uiuj - Ukuk 6ij/3
The simple 'IP' model uses the Rotta return to isotropy and the 'isotropization
of production'; i.e., the slow and rapid parts are modeled as:
chij = el j, slow + ¢ij, rapid
= -C1 dev(uwi)_ - C2 dev (Pi_)
(6)
Durbin(1993) applied elliptic relaxation to the IP model with the following modifi-
cations which define what is called hereafter the 'R-linear model':
pihi = -(C1 - 1) dev (u-"_)T C2 dev (Pij) (7)
where the time scale is defined as:
[k (v)l[ 2]T=max ,6 _ . (8)
This time scale is also used in the dissipation equation in place of elk, preventing
a singularity at the wall. The length scale L appearing in (4) is also prevented from
going to zero at the wall using again a Kolmogoroff scale as a lower bound:
.[k3/2 (_) 1/4]L = CL max |--_-, C,! • (9)
Furthermore Eq. 4 is solved numerically by introducing an intermediate variable
fij = po/k, and boundary conditions at the wall are imposed on the coupled
uiuj - fij equations.
Last, the Daly-Harlow expression for the turbulent diffusion was used to model
Tij:
Tij = c9, Cj, _ O,.,uiuj) (10)
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.... [] , P22; -- /' , total diffusion; ----- o, dissipation.
the cubic pressure-strain model of Craft & Launder (1991) is written as:
rapid = __ 0.6dev (Pij) + 0.3aijPtkt)
UlUk i--__ rr
- 0.2(uku_u_u'(O_trk+ o_u_)- ---£--tu:,kotv_ + u-_O_u_)) (12)
- r(a2(P,i - D,_) + 3am,a.i(P.n - Din.))
where: Dis = u--7_OjUt - u-'_"_cgiUk and
,low = _ (C1 + 1)aij_i./ (13)
- C_Cldev(aitakj)
Thus the R-cubic model is defined with the following expression for p_'j on the RHS
of (4):
, k _rapid (14)P_J = -C, (air + C, dev(aitat)))-_ + _ij
With the values:
C1 = 3.1[Amin(A2,0.6)] '/2, C I = 1.2, r = 0.6
4. Low-Reynolds number channel flow
Figs. 1 & 2 show the Reynolds stresses compared to the DNS data at Re=395
(unpublished CTR simulation), as obtained by the relaxed cubic model and the
relaxed IP model, respectively. The u] component is slightly too close to the u_
component with the IP model. Both models predict a too steep decrease of u_ away
from the wall.
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Balance terms of u_, R-linear model; captions as in Fig. 3.
The budgets of the normal stress u] are given in Figs. 3 and 4 for the R-cubic and
R-linear models respectively. The dotted lines are the source term pihj in Eq. 4; the
dashed line is the solution to Eq. 4 and provides the relaxed pressure-strain that
enters the solutions shown in Figs. 2 and 3. Note that by y+ _ 80, pij has relaxed
to pih). Figs. 3 and 4 are plotted on the same scale to show that the relaxed pressure-
strain terms are nearly identical even though the maximum of ¢22 at y+ = 20 in the
homogeneous IP model is well out of range (0.11 in Fig. 4; i.e., 3 times that of the
cubic model). This demonstrates that the solution to the relaxation equation has
a large contribution coming through the boundary conditions. This blocking effect
gives adequate near-wall behavior despite serious inaccuracies of the homogeneous
model on the r.h.s of Eq. 4. The agreement with the balance terms obtained from
DNS is satisfactory. For this comparison the DNS data were processed as in Eq. 1,
in which Tij and V_72_iUj are combined as total diffusion. Note that differences
between the p22 term and the corresponding DNS dat__aare compensating for visible
defects in the diffusion model, Eq. 10. Since the u_ profile was seen to be quite
accurately predicted, the Daly Harlow model of turbulent diffusion needs to be
revisited.
Previous experience with the standard Launder-Tselepidakis model exhibited dif-
ficulties in solving the u_ balance because the normal stress component goes to zero
as y4 at the wall, while its balance terms remain large. In the form of Eq. 1, pressure
strain now balances most of the diffusion While the remaining dissipation is a Small,
numerically stabilizing term. As y+ ---*0, the molecular diffusion balances the re-
laxed pressure-strain p2_ = k f22, both of them going_._ zero, which is precisely the
boundary condition imposed on the coupled system u_ - f22.
A slightly less satisfactory agreement is obtained for the budget of _ shown
in Fig. 5. The small overestimation of the normal stress seen in Fig. 1 results in
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FIGURE 6. Balance terms of ul2, R-cubic model; captions as Fig. 5.
a visible overprediction of the production in the near wall layer, compensated by
a similar overprediction of the pressure-strain. Since the extent of agreement for
the latter is quite different depending on which component is examined, further
improvement could only be obtained by a tensorial correction whereas only global
coefficient tuning was undertaken here.
Fig. 6 shows the balance of the streamwise stress u_. The production term be-
comes dominant and the pressure-strain is now a small part of the budget. The
dissipation is quite well predicted. The _ model equation is only changed from its
330 D. Laurence _ P. Durbin
!
standard high Re form by the use of T in place of k/c (Durbin, 1993). The pro-
duction of dissipation needs to be slightly increased very near the wall. Hanjalic &
Launder (1976) introduced an extra production term, proportional to the second
derivative of the mean velocity; but Rodi _ Mansour (1990) showed that such a
term was too strong below y+ = 10. In the R-linear model production is enhanced
by modifying the production constant c_1 as:
P
c' (15)
• i ---- cel +al--
with al ,_ 0.1. The dissipation equation is then:
D,_ = _ 2 +Ok v+ )cOl_ (16)
T
A dependence on A2 was added in the present R-cubic model to make sure the
modification would have no effect on free shear flows, since A2 only attains values
near unity in the buffer layer where the turbulence becomes highly anisotropic:
P
I
col(1 + almin(A2,1)2_ -)C_l (17)
The kink in sll near y+ = 10 is exaggerated but again compensates for a defect
in the diffusion model. Note that in (16) no damping function is needed before ce2
since -i- has been replaced by _ which is finite.
The distribution of the various structure parameters used throughout the paper
are given in Fig. 7. The A2 parameter becomes very large below y+ = 30, character-
izing nearly 2-D turbulence and providing a means of isolating the transition layer,
whereas the ratio of production over dissipation reaches values of about 1.5, which
can also be found in free shear flows. The Rotta constant C1 from the Launder-
Craft model goes to zero at the wall, indicating that one might need a smaller
elliptic correction than the linear IP model. The difference ce2 - cel which can be
related to the von Karman constant is seen to be fairly constant in the log-layer.
We consider in Fig. 8 the split of ¢22 into the slow part and the rapid part modeled
by Eq. 12. The slow part (to which the quadratic component (s2) makes a small
contribution) is dominating the rapid part and is acting 'naturally' to reduce the
isotropy. The rapid part is determined largely by the linear term (the first term on
the r.h.s, of Eq. 12, which is referred to as rl in figure 8) since the second and third
terms (r2 and ra) seem to cancel each other. However, the model does not reduce
to the linear contributions to the slow and rapid part (sl and rl) (which is just the
IP model) because r3 takes a positive ('natural') sign in the spanwise stress budget.
Also, in the shear stress budget r2 is now acting 'anti-naturally' and ra 'naturally',
as can be seen in Fig. 9.
Fig. 10 shows the velocity profile from the Rer = 395 DNS and the Comte-BeUot
(1965) experiment at Re,. = 2420 (Re = 57, 000). The latter when matched with
the standard log-law, U + = 1/_log(y+) + C, gives an additive constant of C=7,
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which is unusually high but will serve here to emphasize the effect of CL in Eq. 9.
Models are usually calibrated to yield C=5.5 and _=.41 (dot-dashed line). The
constant C is known to have a Reynolds dependence and is related to the Van
Driest damping factor A+; i.e., it depends on the rate at which the shear stress
increases in the transition in the region 10 < y+ < 30, effectively accelerating the
mean flow. This also introduces a pressure-gradient dependence.
With the R-cubic model described up to now, a best fit with the log-profile was
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FIGURE 9. Split of ¢12 in the cubic model. Symbols as in fig. 8.
obtained with CL = 0.25. The homogeneous version of the cubic pressure-strain
model yields an overestimation of the slope of the velocity profile. Thus Launder-
Tselepidakis included a Gibson-Launder type of wall reflection (Eq. 24) to reduce
the pressure-strain return to isotropy. Alternatively, they introduced an effective
velocity gradient in the pressure strain model defined as:
VUi eli = VVi Jr celfl(Vl " V)V(Ui), l --
k ]12u-q'-a'_.
(18)
In the present 1-D problem, this is equivalent to:
OU _I/ OU Ol 02 U
a---ff = _ + c,_, t_ ou_ (19)
Or, since ¢ij,r is linear in the mean shear:
¢_H = ¢_j,,. + c':/1
IJDr ou oy (20)
In the log-layer ¢ behaves as y-1 so the effect is to reduce ¢ij by a factor which can
be estimated using standard log-law assumptions as about 40%.
Note that this non-local effect could be incorporated in the relaxation operator
by replacing kL2V2P-_k in (4) by:
V. (L2 V---_-)Pii= L2V2 PiJk + 2LV(L) V-_ 2 (21)
In the log region, if we assume pij =¢ij, and neglect the effect of variations of k,
the first term on the RHS has the same sign as Pii thus increasing the return to
Elliptic reIazation for near wall _econd moment closuren 333
25.0
20.0
15.0
10.0
5.0
0.0
sp _ °
3oI _
.:-J3
_,° I°
/°/_/
10 100 1000
Y+
FIGURE 10. Velocity profiles, R-cubic model. ----
= 0.15; _ , cleft = 0.12, c2eff =0.1, cl = 0.22; -----
o , DNS; [], Comte-BeUot
, c_ff = 0.12, c_ ff = 0.1, el
, U + = 1/K log(y+) + C;
isotropy (observed if Fig. 4 is plotted for y+ > 100) while the second term actually
reduces the return to isotropy, which is the effect sought by using wall echo terms.
This interesting idea, which avoids any explicit reference to the distance to the
wall, was for the time being retained in a simpler version as follows:
, .3 ¢ij,_ (22)Cell= (l'-min[c;lI ( O-_y)u,_
and
Oe.If (1._min[c_ff(O_y) 2 ])u,, = , .3 ¢i1,8 (23)
The following combination:
c_lI= .12, c_ll= .1, CL = .15
yielded the more satisfactory agreement, increasing U in the transition layer and
slightly decreasing the slope of U further away from the wall in better agreement
with the log-law as shown by the dashed curve in Fig. 10. The solid line obtained
with c_I! = .12, c_lI = .1, CL = .22 shows that in the present form, the relaxation
effect is limited to the transition layer, whereas in the R-linear model used without
Eqs. 22, 23, it also strongly affects the log-layer (Fig. 11).
The final form of the model at this stage and for which the results were shown
in Figs. 1-10 is thus the standard Craft-Launder model, with the elliptic relaxation
and the modifications in Eq. 22 and the values:
Ce, C,,_ Cp O"e O"k CL Cy al c_ ff c; ff
1. f(A,A2) .23 1.3 1. .15 80. .2 .12 .1
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while for the R-linear model used here the constants of Durbin (1993) were used:
c_ c_2 C, a_ ak CL C,7 al C1 C2
1.44 1.9 .23 1.65 1.2 .2 80. .1 1.22 0.6
Note that the pressure strain constant C1 is lower than the standard value; this
reduction could be avoided by using the gradient of the length scale as an inhomo-
geneity indicator. Also the following Gibson-Launder formulation,
¢_ = fbktnknt6i.i -- 3/2¢iknknj -- 3/2¢jkntni, (24)
was not used with the Craft-Launder model since u_ is sufficiently suppressed by
the rapid term of the cubic model.
At Re=395, Fig. 12 shows that the R-linear and R-cubic predictions are almost
undistinguishable. The fact that all models known to the authors seem to under-
predict the increase in velocity in the central part of the channel (the wake region)
where they recover their homogeneous form is somewhat puzzling. The centerline
velocity (and more importantly, the skin friction in boundary layers) seems to be
recovered only at the expense of predicting a somewhat lower von Karman constant.
Considering the _ balance equation, neglecting diffusion and dissipation,
-_Ou
0=- 2_+¢,2, (25)
one sees that with u-'_constant, the magnitude of the velocity gradient is allowed
to increase (relative to y-I in the log layer) only if the pressure strain decreases
less than y-1. This is indeed the behavior of exhibited by the DNS data (Fig. 13)
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FIGURE 13. Budget of terms in the u-f equation near channel centerline, captions
as Fig. 4.
and seems to be ignored by the models. In fact the relative increase of the pressure
strain exceeds that of the production and is balanced by pressure diffusion. A
similar behavior was found for all Reynolds-stress budgets.
With the present gradient transport assumption, a zero value is predicted for
the total diffusion (pressure + turbulent) since uzu2 is linear, but non-zero pres-
sure diffusion might be accounted for by the non-local formulation investigated by
Demuren et al. in the present volume.
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Fig. 14 compares the Reynolds-stress distributions throughout the channel at high
Reynolds number (Comte-BeUot experiment Re = 57, O00). One major drawback
is that u'-'_is severely underestimated. Experiments show an extension with Re of
the plateau region of the stress maxima (Antonia et al., 1992), whereas the models
follow this trend more moderately. This is a generic problem since the standard
high Re Gibson-Launder model with wall functions yields similar underestimations
away from the wall. One sees, however, that the R-cubic model reproduces a better
separation between normal and spanwise components than the R-linear model for
which this separation is limited to the log layer.
5. Other calculations
The skinfrictionwas computed fora zeropressuregradient,boundary layer.The
R-cubic model overpredictsC I,which isrelatedto the difficultyin predictingthe
wake regionin the centerlineofchannelflowthatwas observedpreviously(Fig.10).
The R-cubic model was alsotestedon the flowovera backward facingstep but
without Eqs. 22-23 and yieldedsimilar,ifnot lesssatisfactory,predictionsin com-
parisonto the R-linearmodel used by Ko & Durbin (1993).
Conclusion
The present study used the DNS results of a channel flow at Rer = 395 to confirm
that homogeneous, second moment closures can be quite easily made to comply with
near-wall turbulence characteristics by applying the elliptic relaxation procedure of
Durbin (1993). Physically, it models the blocking effect that the wall imposes on
the the fluctuating pressure, thus alleviating the need for Re dependent 'damping
functions'.
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It was found that the standard relaxation model produces a reduction of 'return
to isotropy' in the near wall layer (y+ < 80). This effect is essentially due to the
boundary conditions. In this region, the elliptic relaxation is so strong that the
switch from a linear to a cubic pressure strain model had a nearly unnoticeable
effect on the budgets of the stresses. After imposing the elliptic relaxation these
budgets compare very well with the DNS data. An urgently needed improvement
concerns the Daly-Harlow turbulent diffusion term which was not studied here.
Further away from the wall, it seems that the strong inhomogeneity of the log-
layer has also a significant blocking effect, underestimated by the original elliptic
relaxation combined with the simple IP second moment closure. Using the Craft L:
Launder model, the wall normal stress was better reproduced, but still insufficiently
to avoid further inhomogeneity corrections. This is the reason that the Gibson &
Launder 'wall echo' model was still required at significant distances from the wall.
In the latter, reference to the distance to the wall can be avoided by using the
gradient of the turbulence length scale as suggested by Launder & Tselepidakis,
and which could be included along with elliptic relaxation.
Outside the log-layer, the DNS data show a significant change in the behavior of
the pressure strain terms, which explains the increase of the velocity gradient, but is
not reproduced by the models. The latter seem to compensate for this omission by
overpredicting the slope in the log-layer. Near wall models are usually compared to
DNS data at low Re, but for practical applications more attention should be given
to higher Re flows, with the challenging feature that the profiles of the stresses show
a strong Re dependence (i.e., they do not collapse on plots scaled in wall units). In
particular the streamwise stress is severely underpredicted at high Re.
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Modeling the two-point correlation
of the vector stream function
By M. Oberlack 1, M. M. Rogers 2 AND W. C. Reynolds 3
A new model for the two-point vector stream function correlation has been devel-
oped using tensor invariant arguments and evaluated by the comparison of model
predictions with DNS data for incompressible homogeneous turbulent shear flow.
This two-point vector stream function model correlation can then be used to cal-
culate the two-point velocity correlation function and other quantities useful in
turbulence modeling. The model assumes that the two-point vector stream func-
tion correlation can be written in terms of the separation vector and a new tensor
function that depends only on the magnitude of the separation vector. The model
has a single free model coefficient, which has been chosen by comparison with the
DNS data. The relative error of the model predictions of the two-point vector
stream function correlation is only a few percent for a broad range of the model
coefficient. Predictions of the derivatives of this correlation, which are of interest
in turbulence modeling, may not be this accurate.
1. Introduction
In one-point modeling for second-moment closure, four different terms are un-
known: the pressure-strain term _ij, the dissipation term e;j, the pressure diffusion
term PDij, and the turbulent diffusion term tDij. A large amount of information
that is needed for closure is contained in the two-point correlation tensor Rij. Given
a model for Rij, one can express the Reynolds stress tensor, the dissipation tensor,
and the rapid part of the pressure-straln tensor as functions of Rij:
u,u,'' = R,,(_, r = 0), (1)
[ 02R_j 02R,, ]eij = lira v (2)
_-o O_kO,'k O_---k_kJ '
_a.,ia 1 / OUk_..., ( 02._ii 02Ril ) d3r', = 2-7 _£(x + _ \_ o,,o,_ -N- + (i _ j), (3)
y
where (i _ j) in Eq. (3) indicates the addition of the previous term with inter-
changed indices i and j. Rij also provides turbulence length-scale information,
including the integral length scale and the Taylor microscale.
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2 NASA Ames Research Center
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340 M. Oberlack, M. M. Rogers _ W. C. Reynolds
For engineering applications it is impractical to solve the two-point correlation
equation to get the required one-point information. The approach should be to
extract information from the two-point correlation tensor and the two-point cor-
relation equation in order to improve one-point models. A first step was provided
by the two-point correlation equation for isotropic turbulence developed by von
K_rm_n & Howarth (1939), which gave early insight into the decay of isotropic
turbulence and the development of turbulence length scales. This isotropic tensor
form was used by Crow (1969) to derive an exact expression for the rapid pressure-
strain-rate correlation in isotropic turbulence. A crucial further step was taken by
Naot et al. (1973), who extended the two-point correlation model for Rij, which
led to the linear rapid pressure-strain model utilized in the well known Launder,
Reece and Rodi (1975) second-moment-closure model.
One-point turbulence models require some sort of length-scale equation. The first
complete Reynolds stress model was developed by Rotta (1951a,b) in combination
with a scalar integral length-scale equation. He developed the length-scale transport
equation by introducing an integral operator to the trace of the two-point correlation
equation. Wolfshtein (1970) has developed a similar equation. Neither Rotta or
Wolfshtein introduced a model for the two-point correlation Rij, but they did model
all the sink, source, and diffusion terms on the right hand side of the length-scale
equation empirically.
A completely different procedure was introduced by Donaldson and co-workers
(Sandri (1977, 1978), Sandri & Cerasoli (1981), Donaldson & Sandri (1981)), who
developed a new tensor length-scale equation. They approximated the correlation
function Rij as a delta peak at zero separation and applied an integral operator
to the transport equation for Rij. This crude assumption leads to the elimination
of some important terms in the tensor length-scale equation. In addition, they
introduced models for some terms where exact terms can be derived.
Recently Oberlack (1994a,b) developed a new tensor length-scale equation. In
his approach he has introduced a new model for the two-point correlation equation
on the basis of tensor invariant theory. With this new approach the linear part of
the rapid pressure-strain model could also be rederived.
The objective of this paper is twofold. First, the model introduced by Oberlack
(1994a) in terms of a tensor potential will be recast in terms of the two-point
correlation of the vector stream function and generalized to facilitate comparison
with the DNS results. Second, the basic model assumption made by Oberlack
will be evaluated by comparing the model for the two-point vector stream function
correlation with DNS data of a homogeneous shear flow calculated from Rogers et
al. (1986).
Section 2 gives an introduction to the vector stream function and discusses the
non-unique behavior resulting from its definition, and then gives the definition of the
basic two-point variables in correlation space and the relationship between them.
Section 3 focuses on the derivation of the two-point vector stream function correla-
tion model. A procedure to compare the model with the DNS data is outlined, and
the reduction to a one parameter family of model equations is explained. Section 4
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presents the results. There we introduce a new scalar measure that quantifies the
difference between the DNS data and the model predictions. This quantity is used
in determining the single model parameter 3'.
2. Definition of the vector stream function
The new model for the two-point velocity correlation function introduced by
Oberlack (1994a,b) had to be redefined for comparison with the DNS data of Rogers
et al. (1986). For this purpose it is helpful to start with the vector stream function
formulation.
The turbulent fluctuation velocity u_ can be expressed as the curl of the vector
stream function fluctuation ¢_ (Aris 1962),
, O_
u_ = eok Ozj ' (4)
where eijk is the alternating tensor.
Obviously any given ¢_ determines u_ uniquely, but not vice versa because any
t
curl-free vector field ¢_ can be added to ¢_ without changing the velocity vector u i.
Thus, Eq. (4) does not define a unique ¢_, and an additional condition is required.
Taking the curl of Eq. (4), we get the Poisson-like equation
02¢_ 2 ,
_i = OxiOxk OzkOzk ' (5)
where w_ is the turbulent vorticity fluctuation given by
0u_
= 0x-- " (6)
Eq. (5) is fundamentally different from the standard Poisson equation, a fact that
is easily seen in wavespace where the derivatives in (5) are replaced by multiplica-
tion by wavenumber components. In wavespace, the Poisson equation is a regular
linear algebraic equation with a unique solution for ¢_, whereas (5) is a singular
linear algebraic system that requires the specification of an additional constraint
to determine ¢_. To define a well-posed problem, it is necessary to introduce an
additional restriction on _b_as noted above.
A numerically very useful and often used condition on ¢_ is that it be solenoidal
Ox, = 0. (7)
By using (7), Eq. (5) reduces to the usual Poisson equation
2 i
w_= cOxkOx," (S)
Eq. (8) has been used to determine the vector stream function from the DNS
data. However, this implicit use of (7) makes it necessary to reformulate the model
of the tensor potential given by Oberlack (1994a).
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All the two-point correlations functions below follow the definitions of Oberlack
(1994a,b). We introduce the spatial vectors :_ and _1) and define the correlation-
space vector as
In general, the two-point correlation functions depend on the physical and the
correlation space coordinates £ and _"and on the time t.
The tensor potential V, nn introduced by Oberlack (1994a) can be expressed in
terms of the two-point correlation of the vector stream function fluctuation
(10)
Win, contains important length-scale information of the turbulence and can be di-
rectly linked to the two-polnt velocity correlation function
(11)
Rij is the basic quantity in two-point modeling. The link between V,nn and Rij caI1
be found using Eq. (4) and the definition of the correlation space F given in Eq. (9),
o o ] aVmn (12)Rij = eitm ejl. Oxt Ork Orl
The tensor potential Vm, was originally introduced to form an R U that would
automatically satisfy the two equations
ORij ORij = 0 and ORi----A-J= 0 (13)
Ozi Ori Orj
t
emerging from the continuity condition for the turbulent velocity fluctuation u i.
The constraint for the vector stream function _b_in Eq. (7) imposes two additional
restrictions on the two-point vector stream function correlation
OI_j Ol_j = 0 and O_------j-i= O. (14)
Ozi Ori Orj
Oberlack (1994a,b) did not express V,n, in terms of _b_, and hence the constraints
(14) were not implemented. It can be shown that he used an implicit constraint on
the two-point vector stream function, but this is not computationally useful.
An important consequence of introducing (7) is that it becomes necessary to
reformulate the model for the two-point vector stream function correlation because
the model of Oberlack is not able to satisfy (14). The derivation of the generalized
model is described in the next section.
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3. Derivation of the two-point vector stream function correlation model
The ideas used here to model the two-point vector stream function correlation
are similar to those introduced by Oberlack (1994a), but additional terms have
been introduced to generalize the formulation. Here only homogeneous flows in in-
finite domains are considered, hence statistical quantities are independent of spatial
location and all the spatial derivatives _ in Eqs. (12), (13), and (14) vanish.
We seek to model the two-point vector stream function correlation Vmn in terms
of a new tensor function Gmn and the separation vector F. The components of Gmn
are all assumed to be functions only of the magnitude of the separation distance
r = 14 and time t,
G,.. = Gm,(r,t). (15)
Because of the assumption (15), the tensor Gm_ has no angular variation in corre-
lation space; the value of each component is constant on spherical shells in F-space.
For simplicity, Gin, has also been assumed to be a symmetric tensor. Thus, for
general homogeneous flows, Gmn is characterized by six independent functions of r
and t. This is in contrast to isotropic turbulence, which is characterized by a single
scalar function f(r, t) (see Appendix).
The most general Vm_ that is linear and non-differential in the tensor G,_n will
involve the following terms:
¢ rkrl I., rmrn rmrk _ rnrk _ rrnrnrkrl
Gmn, 6mnGkk, Ornn"_'-t-Tkl, --_Gkk, ""-_--(Jnk-[--"_--(Jmk, r4 Gkt . (16)
However, (14) can not be satisfied by an arbitrary linear combination of these forms.
Therefore, we add an additional set where Gmn is replaced by
OGmn
Gmn _ r-- ,Or
The resulting generalized form of the model is then
(17)
OGmn
Vm, -- V/°)m_= _1 Gmn + 31 r Or
-F 0_2_mnGkt -t-/32 _mn r OGk...__._k_k
Or
rk rt rk rl OGki
+ _3 _mn 7 Gkt q" t33_mn -7 r Or
rm r. rm r_ OGk_ (18)
+ _4 _ Gkt_ +/34 _ r 0---'r--
[rmrk r. rk ] [r. rk OG.k r. rk OGmk]+°'_t--_--C"k+-'_--Gmk +_/ r_ r---_-+-_-r Or J
Jr c_s rm rn rk rl rm rn rk rl OGkl
r4 Gkl -I- _S r4 r Or
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The coefficients ai and fli are assumed to be constants for any given field. The
tensor V_°2 contains the value of Vm, at r = 0 and has to be introduced to avoid a
singularity at the origin. It does not contribute to Rij or other quantities of interest
O E(0)derived from the model because _ ,n, = 0. Throughout the rest of this paper,
we have absorbed V(m°2 into Vran so all elements of V,no drop to zero at r = 0 (i.e.,
we consider the quantities V,nn - V(m°2).
From its definition, V,n, is Hermitian in homogeneous turbulence; that is Vm,(r-')
= Vnm(-r-'). The model Eq. (18) is more limited and predicts that V_, is symmetric
since G,_n has been assumed to be symmetric.
Because the tensors Vmn and Gmn are symmetric, only one condition in (14) has to
be satisfied. Substituting the model (18) into (14) results in an equation containing
nine independent vectors. The nine coefficients of these vectors are linear functions
of ai and 8i and are set to zero to satisfy (14). This ensures that the model two-
point vector stream function correlation V,n, is consistent with the assumption of
a solenoidal vector stream function.
We thus have 9 equations for the 12 coefficients ai and _i. Without any loss of
generality, we have chosen as,/54, and fls to be the independent coefficients and have
solved the equations to express the remaining nine coefficients as linear functions
of these three parameters. The solution yields
At this point, the DNS data of Rogers et al. (1986) can be used to optimize the
choice of the model constants c_s, _4, and j35. From the DNS data, Vm, can be
calculated directly, but we also need a procedure for evaluating the six independent
functions Gin, in order to assess the quality of the model.
Eq. (18) consists of a coupled set of ordinary differential equations for Gin,. (Note
that in previous formulations of the model that did not have the r _ terms,
Gin, could be obtained by solving a system of six linear algebraic equations.) The
model does not specify the functional dependence of Gin, on r, and the DNS data
must be used to evaluate these functions.
We have done this by equating the spherical-shell-averaged Vm,, computed from
the DNS data, with the spherical-shell-averaged V,,_, predicted by the model using
(18). Applying the definition of spherical-shell averaging given by
v.,. = V,,,.dn' =
N 0 0
to the model expression in Eq. (18) with the constants defined in (19) yields
(20)
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+r-W- )
+ /-_5a5 - 284 - _85) 6m-/3Ctk
OGk_
+ "-W-) " (211
This coupled system of ordinary differentialequationscan be solvedby splitting
Gin. intoitstraceGkk and itsanisotropicpartgin.= Gmn/G_k - 6m./3. This de-
compositiondecouplesthe differentialequationsforGkk and thoseforeach element
ofgm.. Solutionof theseuncoupled equationsthen resultsin the determinationof
Gmn(r) in terms ofthe spherical-shell-averagedVm.
where
r r
AI / A2 _mn /-_kkrt2drtGmn = -_ Vmnrt2 dr ' "{"r-T-- ¥-
0 0
(22)
30 -6 30
A1 = and A2 = . (23)
a5 - 1085 a5 + 1284 + 885 a5 - 1085
All the integration constants have been set to zero to eliminate a singularity at
_ =0.
For a given set of a5,84, and 85, the functions Gin. can be computed from the
spherical-shell-averaged Vm. obtained from the DNS data. At this point it is clear
that the functions Gin. computed in this manner do not depend on all of as, 84,
and 85, but only on the reduced parameter set (A1,A2).
To distinguish clearly between Vm. predicted by the model (using the functions
Gin. computed from the DNS data as described above) and Vm. calculated from the
DNS data, superscripts are used. The vector stream function two-point correlation
V TM and that predicted by thecalculated from the DNS data will be labeled as -m. ,
model will be termed V.,_,_d'_. Substituting Gin. as determined from (22) into the
model (18) and (19) results in the following model expression:
3 [107gmn - 5(47 - 1)'_mn
- (57 -t- 1)6m.Vkk % (157 -- 4)6m._kk
5 1_ rkrtv-f _ , _c rkr/4-,+ _(47 + .)vm.'-'_-vkt - (47 - 1)o.,.'-_",_.kl
[rmrk-f-7 rnrk-i7 _ [rmrk_n rnrk_ n
- 107k-;i-..k + -_-_mk) + X0(37- 1)k-W-"_"k + -7'_mk)
5 rmrnrkrtvkl + 25 rmrnrkr I 1
- 2 ,-, 2 _ _,,J, (24)
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where
7"_mn = 7_ Vmnr'2 dr ' and 7 = o:'--5
0
(25)
Note that the model (24) does not now depend on c_4 and that _5 and 35 only
appear in the ratio 7. Thus the model has only one free parameter that remains to
be chosen by comparison with DNS data!
In the next section we compare the values of I_, computed directly from the
DNS with those predicted by the model given by (24). This comparison is made
for many values of "/and permits the determination of an optimum value of 3' that
results in the best agreement between the model predictions and the DNS data.
4. Results
As noted above, direct numerical simulations of incompressible homogeneous tur-
bulent shear flow generated by Rogers et al. (1986) have been used both to optimize
the choice of the model constant 7 and to test the validity of the model assumptions
by comparing model predictions with DNS results. In these numerical simulations,
the streamwise mean velocity U varies linearly in the cross-stream (y) direction,
with the constant and uniform mean shear rate being given by S = OU/Oy. In
this work the C128U simulation has been used. This case evolves until a non-
dimensional time of St = 16, beyond which the computational domain becomes too
small to capture an adequate sample of large-scale energetic turbulent eddies.
Although fields at various times St have been examined, results presented here are
for St = 10. Results at other times are qualitatively similar, but after this time the
stream function (primarily from eddies of larger scale than the energy-containing
eddies) begins to be limited by the computational domain size. The flow cannot be
regarded as a developed shear flow before about St = 8.
As noted earlier, the model has been constrained to predict symmetric vector
stream function two-point correlations Vr,,,. Therefore the DNS results have been
symmetrized prior to being used for model development and evaluation (this results
in only minor adjustments to the off-diagonal tensor components of V,,,n).
The degree to which VvNs.,n. and V"*_''.m. are different is a measure of the quality of
the model. A simple measure to quantify this difference is given by
p = fv _ dar (26)
fv (yggs) '
where the integration domain l_ is restricted to a sphere of radius r,naz, the largest
radius that will fit into the computational domain (r,,az = min(Lx/2, Ly/2, L,/2),
where Li is the computational domain size (periodicity length) in the i th direction).
Integration over larger separation distances is not possible because the data would
be contaminated by periodic images in the computation. Note that each point in
correlation space is weighted equally in the above definition. Alternative measures
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FIGUI_E 1. Dependence of the relative error p on the parameter 7 for a) positive
values of 7 and b) negative values of 3'. Note that there is a singularity at 3' = 0.1.
that weight the data for smaller separation distances more heavily do not change
the optimum value of the model constant 7 significantly.
Fig. 1 illustrates the dependence of p on the model constant 3' for both positive
and negative values of 7. According to this measure, the model is equally good for
both large positive and large negative values of 7, with a value of about 0.018. There
is a singularity at 3' = 0.1. Of the values of 3' examined (indicated by solid circles
in the figure), the lowest value of p = 0.0172 is achieved at 3' = -20. However,
there is a broad minimum with many other values of 3"yielding values of p that are
almost this low. Other considerations discussed below suggest an optimum value
of 3' = -5, with p = 0.021. Figs. 2 and 4 have been generated using this value of
3"= -5.
The qualitative form of P(7) for the fields at St = 8 and St = 12 is similar to
that shown in Fig. 1, although the value of p at the broad minimum is different. At
St = 8, there is a minimum of p = 0.0055 at 7 = -20; by St = 12, p increases to
0.060 at 3` = -20. By St = 12 the computational domain is no longer sufficiently
large to capture V3a and the increased value of p is therefore not surprising.
The functions Gin,, derived as outlined in §3, are shown in Fig. 2 for the C128U
simulation at St = 10 using "y = -5 (A1 = 20/17, A2 = -800/969). Because Vm(°)
has been subtracted from the vector stream function two-point correlation to obtain
Vmn, Vm, starts at zero for r = 0 and approaches a constant value of -xz(°)._,,for
large separation distances where the correlation falls to zero. Using Eq. (22), it can
be shown from this that G,n, is also zero for r = 0 and that the functions Gin, will
also approach constant values as the separation distance r becomes large. From
Fig. 2 it is clear that the tensor components G12 and G22 level off by r= r_,az,
whereas G11 and G33 do not. The off-diagonal components Gla and G23 are nearly
zero compared to the other components (similar behavior is observed in the one-
point correlations u l'.u3_and u2u3;_ which are also zero in homogeneous turbulent
shear flow).
The measure p indicates what good choices for the model constant 3 are, but it
is also instructive to examine V,_,_d'* directly, and to compare it with V1_Ns. Fig. 3
contains contour plots of the six independent V._,Ns components. All contour plots
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FIGURE 2. Functional dependence of Gin, on r for the CI_8U simulation at
St = 10 and 3' = -5 (al -- 20/17, A2 = -800/969).
shown are in rx-ry-planes at r_ : 0. As a result of the mean shear, the contours
are elongated in preferred directions. The "ridges" of the V_ Ns, V_2 Ns, and V2_ Ns
contours are inclined to the streamwise direction at an angle of somewhat less than
45 °, as is often the case with many quantities in this flow. The V_ Ns contours are
qualitatively different, with the "ridge" running roughly orthogonal to that of the
other components. Similar behavior is observed at other times St. The off-diagonal
terms V_a Ns and V2_ Ns are an order of magnitude smaller than the other terms and
exhibit less organized structure; presumably they would be zero with an improved
statistical sample of eddies. Examination of fields at earlier St lends credence to this
suggestion. At earlier times the eddies axe smaller, resulting in an increased sample
and improved statistics. For these fields the V_3 N$ and V_ Ns components are about
two orders of magnitude smaller than the others and about the same magnitude
as the level of the fluctuations for large r in the other components (unlike for the
flow at St = 10, at earlier times the V._ fin contours are confined to a much smaller
region in the center of the computational domain).
Although the measure p is insensitive to the value of 3' in the range 3, < -10
and 3" > 10, the orientation of the contour lines for V,_,_ 4"_ varies significantly. The
contours of V,_ d'_ for the C128U simulation at St = 10 for 3' = -5 are illustrated
in Fig. 4. The model predictions are limited to the interior of a sphere of radius
rmaz, because the functions Gin, cannot be determined from the DNS data for
separations r greater than this as noted above. For this choice of 7, the contour
ridge orientations of the various components are approximately the same as those
of the V _tcs shown in figure 3. The peak values and their decay in all directions are
"rtlN
reasonably well represented within the radius considered. Beyond this radius, the
DNS data show an increasing complexity of structures with additional secondary
maxima that may be strongly influenced by the limited statistical sample of the
computation and are not predicted by the model.
The orientation of the contour ridges for other values of 3' is different. When 7 is
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FIGURE 3. Iso-contours of a) V_ Ns, b) VI_Ns, c) V193Ns, d) V_ Ns, e) Vff3Ns,
and f) V_3Ns for the C128U simulation at St = 10 in the r_-ry-plane at rz = 0.
Value at the center of the domain (r_ = 0 and ry = 0) is zero, solid contours
indicate negative contour levels, and dotted contours indicate positive contour levels.
Contour increments are a) 0.004, b) 0.005, d) 0.010, f) 0.010, and contours levels
in c) are -0.006, -0.002, and 0.002, and in e) are -0.014, -0.010, -0.006, -0.002, and
0.002.
decreased to larger negative values, the V17°d'a and V_ °_'_ contours become aligned
with the coordinate directions, V_ °d°_ being oriented in the streamwise direction
and V_ °_'_ being oriented vertically. The V_ °d'r and V_ °d'r contours do not change
significantly.
The V,_,__ contours are the same for both large positive and large negative values
of "7, but for smaller positive 7 the orientation is different from that associated with
negative V. Again, the V_ °d°_ and V_ °d_z components are relatively unaffected by
changes in 7, but for "Y = 2 the contour ridges of the VI_'°d'_ and V_ °_' components
are opposite those shown in Fig. 4, i.e. the VI_ °d°r contours are inclined at a slightly
negative angle to the streamwise direction rather than positive, and the V_ °J_
contours are inclined to the left of the vertical axis rather than to the right. For
larger positive 7 the coordinate axis-aligned contours associated with large "y are
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FIGURE 4. Iso-contours of a) V-o,., b) V_'"', c) V_ °`'', d) V_ °`+1, e) V_*'"rll ,
and f) V_ °''_ for the CI_8U simulation at St = 10 in the rx-rv-plane at rz = 0
for 7 --- -5. Value at the center of the domain (rz = 0 and ry = O) is zero, solid
contours indicate negative contour levels, and dotted contours indicate positive
contour levels. Contour levels are the same as in Fig. 3.
=
rapidly approached.
It is thus apparent that negative values of "y should be chosen to best capture the
contour orientation found in the DNS results. In this respect, this criterion leads
to a similar conclusion as that based on the measure p (which reaches a minimum
for negative 7). However, while the measure p suggests an optimum value of about
7 = -20, matching the contour orientation would lead to a different choice of 7
(smaller in magnitude). From Eq. (12) it is clear that to predict accurately the
two-point velocity correlation function (and thus the Reynolds stresses) we need to
be able to obtain accurate estimates of derivatives of Wren. Simple agreement in
the magnitude of Vm,, as measured by p, does not ensure good prediction of the
Reynolds stresses. Since virtually all quantities of interest to be computed from
the model require differentiation of VnT__'j to obtain, we felt that sacrificing a few
tenths of a percent in p in order to get the contour orientation correctly would be
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justified and have taken 7 = -5 as the optimum model constant as noted above.
Ideally one would like to optimize the choice of 7 by comparing model predictions
for the quantity of interest (e.g. Reynolds stress) directly with the DNS values of
the same quantity. It is possible that in other flows the optimum value of _ would
be different.
5. Conclusions
A new model for the two-point vector stream function correlation has been de-
veloped. The proposed model has been compared with DNS data for homogeneous
turbulent shear flow. The model gives a relative error p of a few percent for a broad
range of the single model parameter 7. A more limited range of 7 also yields the
correct orientation of the two-point vector stream function correlation contours.
Any integral variables (like the integral length scale) calculated from the model
are relatively insensitive to the parameter 7 and should model the DNS data quite
well. The model was developed for the purpose of modeling the two-point velocity
correlation.
The results presented here suggest that the fundamental model assumption,
namely that the two-point vector stream function correlation can be modeled in
terms of the separation vector and a symmetric tensor Gmn whose components are
only a function of the magnitude of the separation vector, is justified. However, if
more directional information is needed and differentiation is applied to the model
predictions, the resulting quantities may have some shortcomings. An example is
the rapid part of the pressure-strain correlation, which can be calculated from the
model but leads to the usual linear model with its known deficiencies.
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Appendix
For homogeneous isotropic turbulence the tensor Gin, can be written in terms
of a single function G(r) as Gmn = G(r)_mn. Substituting this into Eq. (18) and
using (19) yields
=( : rm.o. OFV_"_ d'' - V. (°) F(r) + 6m, (A1)m, 2 0r ) r 2 2 Or '
where F = -(as/2+6_4-t-4_5)G. Note that this is of the same form as the standard
expression for the two-point velocity correlation tensor in isotropic turbulence
r p rirj
=u,f(:(.>+p,¢.>),.- ¢">
Employing Eq. (12), we can relate the function F(r) in equation (A1) to the function
f(r) in Eq. (A2)
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u 2 1 r'4fdr ' - r'fdr'F (r ) = -ff -j (A3)
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Rotating turbulent flows and modeling
The motivation for the group effort in this section stems from the fact that it
can be shown that all one point closure models currently used in RANS (Reynolds-
averaged Navier-Stokes) codes fail to correctly model the effects of strong rotation
on turbulence. Yet, turbulent flows that are subjected to system rotation are found
in many situations, examples are turbomachines, the wing tip vortex, geophysical
flows, and many others. A prime objective of the CTR is to foster a climate where
new ideas on understanding and modeling of turbulent flows will generate innova-
tions that become part of the foundation of the turbulence knowledge base. The
five papers in this section form a good example where innovations in modeling and
new insights into the effects of rotation on turbulence are achieved through the use
of a combination of both theory and simulations (direct and large-eddy).
Blalsdell and Sharlff performed direct numerical simulations of homogeneous tur-
bulence in elliptic streamline flow. This is a new flow in a series of building block
flows where particular issues about turbulence modeling and physics are addressed.
In this flow, the effects of both rotation and strain combine to provide an instability
mechanism that has been proposed as a universal mechanism for energy transfer
from large scales to small scales. Four cases were simulated to investigate the effects
of Rossby number and ellipticity. A fifth case at high resolution was carried out
to test resolution and sampling issues. Statistics of interest to turbulence modeling
are presented. The simulations lead to the discovery of a homogeneous flow where
the non-linear cascade is periodically suppressed and re-established.
Malaalov derived and analyzed the evolution equations for long-time averaged ro-
tating shallow-water equations. He then used the same approach to derive equations
for homogeneous flows subjected to background rotation. In this case, he decom-
posed the flow field into two-dimensional modes that are unaffected by rotation and
three-dlmensional disturbances. He showed a connection between his physical space
formalism and the helical wave space formalism. The derived equations may prove
useful in explaining the effects of rotation on the turbulent transfer between the
scales.
Squires, Chasnov and Mansour used large-eddy simulations to investigate the
asymptotic similarity of rotating homogeneous turbulence. They build on their pre-
vious investigations where, in the limit of high Reynolds number and small Rossby
number, power laws for the turbulent stresses and length scales were derived based
on dimensional analysis and simulation results. In the present study, a search for
similarity laws for the spectra was carried out. They defined four independent en-
ergy spectra and found scalings that would collapse three out of the four spectra.
The spectrum which does not collapse corresponds to two component motions in
the plane normal to the rotation axis. A strong reverse cascade of the energy from
small-to-large scales is found. These results hint at the tendency of the flow to
become two-dimensional.
354
Cambon, Mansour and Squires used the same large-eddy simulations as above
to investigate the development of anisotropies and the tendency of the ftow to
become two-dimensional. This tendency is often used as a confirmation of the
Taylor-Proudman theorem. However, it can be shown that a key assumption in the
derivation of the theorem does not hold for homogeneous flows. Cambon has long
argued that the observed two-dimensionalization in rotating flows is a non-linear
phenomenon. In the present work, results from low-Reynolds number direct numer-
ical simulations and from high-Reynolds number large-eddy simulation are unified
by arguing for the existence of two transitions in rotating turbulence that can be
identified by two key Rossby numbers. During the first transition, anisotropies
develop when a macro Rossby number drops below unity. During the second tran-
sition, the nonlinear transfer is shut off when a micro Rossby number drops below
unity. The large-eddy simulation fields were also analyzed for alignment between
vorticity fluctuations and the rotation axis. The results confirm the dominance of
corrotative vorticity in the long-time high-Reynolds number limit.
Hadid, Mansour and Zeman tested a new one-point closure model that incor-
porates the effects of rotation on the power-law decay exponent of the turbulent
kinetic energy. This modification to the e-equation was proposed by Zeman based
on the large-eddy simulation results. During the summer program the model was
successfully tested against experimental data of isotropic turbulence that was sub-
jected to uniform rotation. A new definition of the mean rotation was proposed
based on critical point theory to generalize the effects of rotation on turbulence to
arbitrary mean deformations. The model was then incorporated in a code used at
Rocketdyne and tested for a backward-facing step and a dump combustor. Prelim-
inary results show promise. Further collaborations on modeling rotating flows will
continue between CTR, NASA/Ames, and Rocketdyne.
N. N. Mansour
=_
Center for Turbulence Research
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Homogeneous turbulence subjected
to mean flow with elliptic streamlines
By G. A. Blalsdell z AND K, Shariff 2
Direct numerical simulations are performed for homogeneous turbulence with a
mean flow having elliptic streamlines. This flow combines the effects of rotation
and strain on the turbulence. Qualitative comparisons are made with linear theory
for cases with high Rossby number. The nonlinear transfer process is monitored
using a generalized skewness. In general, rotation turns off the nonlinear cascade;
however, for moderate eUipticities and rotation rates the nonlinear cascade is turned
off and then reestablished. Turbulence statistics of interest in turbulence modeling
are calculated, including full Reynolds stress budgets.
1. Introduction
1.1. Motivation
There are many important reasons for studying the elliptic streamline flow. This
flow contains the effects of both rotation and strain and is therefore similar to the
mean flow in a vortex strained in the plane perpendicular to its axis. Such flows
provide insight into fundamental vortical interactions within turbulence, and the
instability caused by the strain has been proposed as a universal mechanism for
energy transfer from large scales to small scales (Pierrehumbert 1986).
A strained vortex also occurs in airplane wakes, in which each wingtip vortex
induces a strain field on the other. The strain field can affect the stability of
these vortices and thereby their turbulent structure downstream. The ability to
understand and predict the turbulent structure of the vortices is important to the
wake hazard problem which is of major concern for the safety of commercial aircraft.
Another example of a flow with the combined effects of rotation and strain is
the outer core of the earth's interior. The electrically conducting fluid in the outer
portion of the earth's core rotates with the earth but is also strained by tidal forces.
A large-scale secondary flow results, which has been proposed as the cause of the
magnetic field (Malkus & Berry 1988). Additional examples are flow in fluid-filled
satellites and in rectangular cavities.
The elliptic streamline flow is also a good test case for turbulence models for
rotating flows. It has an added complication beyond that of pure rotation, but it is
still a basic flow. The additional strain rate is present in most practical engineering
flows and, therefore, is a necessary effect for turbulence models to capture. The
behavior of the turbulent statistics shown in section 3 are quite complex, and thus
the elliptic streamline flow presents a challenging case for turbulence modelers.
1 Purdue University
2 NASA Ames Research Center
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1.2. Background
The linear stability of elliptic streamline flow was studied by Pierrehumbert
(1986), Bayly (1986), and Waleffe (1990), who performed inviscid stability anal-
yses using different methods. For circular streamlines (pure rotation) there are no
unstable modes, while for elliptic streamlines a band of unstable modes exists in
which the growth rate depends on the polar angle of the wavenumber vector. The
band of unstable angles increases in width for increasing elliptieity of the stream-
lines. Also, the growth rate of the unstable modes is independent of the magnitude
of the wavenumber vector. Therefore, arbitrarily small three-dimensional fluctua-
tions can be created by an instability of a basic two-dimensional flow. Pierrehumbert
suggested that this might be a mechanism for the cascade process in turbulent flows.
The effects of viscosity were studied by Landman & Saffman (1987). The growth
rate of the instabilities is modified by viscosity so that the growth rate is no longer
independent of the magnitude of the wavenumber vector. They found a high
wavenumber cut-off of the instability. However, there is no low wavenumber cut-off,
and arbitrarily large scales are unstable. This fact has important implications for
doing numerical simulations of this flow, which are discussed below.
An interesting experiment corresponding to elliptic streamline flow was done by
Malkus (1989). A tank with moving flexible wails was used to create a flow with el-
liptic streamlines. He observed a collapse phenomenon in which the two-dimensional
flow suddenly breaks down into three-dimensional small-scale motions. Waleffe
(1990) studied the stability of the enclosed elliptic flow and suggested the collapse
phenomenon is due to nonlinear interactions in which the mean flow is altered. Al-
though the collapse is observed in a confined flow, there is some evidence that a
similar phenomenon may occur in one of the homogeneous turbulence simulations
discussed below.
Lundgren & Mansour (1991) investigated the stability of a vortex in a rectangu-
lar domain. This flow is very similar to the elliptic streamline flow and displays a
similar instability. However, their flow has a mean velocity which decays in time,
and their flow is inhomogeneous. These two factors introduce additional compli-
cating effects and make gathering turbulence statistics difficult because of the low
statistical sample that is available. The elliptic streamline flow and its instability is
also related to the instability of a strained, finite-sized vortex with uniform vorticity
studied by Widnall et al. (1974) and others.
An experiment which was designed to correspond to the homogeneous elliptic
streamline flow was performed by Benoit (1992). He investigated grid generated
turbulence created by a rotating grid and then passed through a specially designed
diffuser with elliptic cross-sections. Benoit also analyzed the flow using linear rapid
distortion theory. We have not had a chance to compare his results with those of
the current simulations; however, such a comparison is planned for future work.
There has been a considerable amount of work done on the stability of the elliptic
streamline flow. However, there has not been any direct numerical simulation of
the homogeneous elliptic flow. With the use of direct numerical simulation, the
nonlinear development of the flow and the fully turbulent state can be examined.
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1.3. Objectives
The objectives of this work are to perform a preliminary investigation of the
eUiptic streamline flow for the fully turbulent case and to provide statistics for
comparison with turbulence models. One of the issues to be investigated is whether
the linear instability modes grow to dominate the flow even in the presence of
large initial disturbances. Whether this is the case is dependent on the governing
parameters. For the elliptic streamline flow the governing parameters are: (1) the
ratio of the rotation rate to the strain rate, which gives the aspect ratio of the
elliptic streamlines, (2) the ratio of a mean flow time scale, such as the rotation
rate, to the turbulence time scale, and (3) the turbulent Reynolds number. One
major objective is to study the effect of these various parameters. However, in this
preliminary study we have not been able to cover the full parameter space.
Another issue has to do with the long term behavior of the turbulence. Does
the turbulence grow continually, eventually decay, reach an asymptotic stationary
state, or grow and decay in a periodic fashion? The linear theory would suggest
exponential growth. The possibility of an asymptotic stationary state is suggested
by the related flow of homogeneous rotating shear flow (Bardina et al. 1983, and
Speziale & Mac GioUa Mhuiris 1989), in which case there seems to be the possibility
of obtaining a state in which the turbulent kinetic energy does not grow or decay. In
rotating shear flow the direction of strain is fixed in the rotating frame of reference,
while in elliptic streamline flow the direction of strain is fixed in the stationary frame
of reference. This difference is very important. One consequence of this difference is
that for elliptic streamline flow a fluid element is periodically strained as it rotates
around an elliptic streamline. This periodic straining of a fluid element might cause
the turbulence to grow and then decay in a periodic fashion.
Turbulence statistics, including full Reynolds stress budgets, have been calculated
during each of the simulations. The behavior of these statistics is discussed below;
however, a comparison with turbulence models has not been done at this time.
2. Governing equations
Consider homogeneous turbulence with the mean flow
(00U_= U,,jz i, U_,_ =_ 0 0 , (1)3'-e 0 0
which describes a one-parameter family of streamline patterns in the x-z plane (the
other parameter sets the strength of the flow). The case 3, = 0 corresponds to pure
strain with two principal directions at ±45 ° relative to the x-axis while 0 < ]3'[ < ]e]
gives vortical strain dominated flows with hyperbolic streamlines, their asymptotes
being shallower or steeper than the pure strain case according as (e - 3')/(_ + 3') < 1
or > 1. The limit lel -- [3'] is pure shear. The case e -- 0 corresponds to pure rotation
while 0 < ]e] < 13'[gives vortical rotation dominated flows with geometrically similar
elliptic streamlines with aspect ratio E - V/(7 + e)/(3' - e). This case is depicted
in Fig. 1.
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The code shear_i, developed by Dr. R. S. Rogallo (of Los Altos Hills, Calif.) to
run on the Intel parallel computers at NASA Ames for the case of pure shear and
employing a subset of the techniques described in Rogallo (1981), was modified to
treat the above cases. The xz plane was chosen as the plane of deformation to
minimize disruption to the code. The program uses the second-order Runge-Kutta
scheme to time-advance the Fourier transformed Navier-Stokes equation (notation
will be explained momentarily):
(2) ^
= -_IXij krnUjUmj (2)
Due to the use of coordinates that deform with the mean flow, the ki in Eq. (2)
represent time-dependent physical wavenumbers:
ki = kjBji(t), i3ij =--BikUk,j, (3)
while hats denote the three-dimensional Fourier transform with respect to com-
putational wavenumbers k_. Space discretization is implied by the restriction of
k; to integers -M/2 < k_ < M/2; homogeneity is realized when there is a suffi-
ciently large range of small wavenumbers with energy tending to zero. The symbol
H_ -) -- 6ij - nkikj/k 2 with n = 1 is the projector applied to the Navier-Stokes
equation to eliminate pressure; a slightly different projector, II_ ), appears in the
linear term due to an additional contribution from the time derivative term in
deforming coordinates. The aliasing error concomitant with the pseudo-spectral
evaluation of uju'_'m is controlled (but not exactly eliminated) by a combination
of phase shifting and spherical truncation in which modes with k' > 2(M/3) _
are discarded upon return to wavenumber space. The viscous integrating factor
F, satisfying (1/F)dF/dt = +vk2(t), is obtained analytically. Since in the lin-
earized limit exact time integration of (2) is not possible (or at least not trivial
(Waleffe 1990)), the present version of the program does not treat the rapid dis-
tortion limit exactly. Rather, the time step is chosen to be the more restrictive
one obtained from the mean flow and the non-linear term. For pure shear the
flow-field can be re-meshed to prevent extreme distortion of the computational do-
main. In the elliptic flow, however, a fluid element undergoes time-periodic shearing
and straining, and rather than tackle the corresponding re-meshing problem, small
enough ellipticities are considered so that the minimum interior angle of the ele-
ment, tgmin -- tan -1 [2E/(E 2 - 1)], does not become too small (for the largest case
of E = 2 considered, /groin= 53°).
The code was tested for: (i) The linear inviscid and viscous behavior of a single
Fourier mode compared with the results of Landman & Saffman (1987) (ii) Pure
rotation (Mansour et al. 1991, Ro = 0.247, their Fig. 2a) (iii) Pure shear (Rogers
et al. 1986, Case C128U).
3. Simulations and results
One of the objectives of this study is to examine the effect of the relative time
scales of the mean flow and the turbulence and the effect of the elliptic streamline
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FIGURE 1. (a) Schematic view of combination of rotation and strain. (b) Elliptic
streamline. (The direction of the arrows corresponds to 7 > 0 and e > 0.)
Table 1. Initial condition and run parameters for the simulations.
Case E Ro ReTo grid kp
A 1.1 1.46 51 1283 18
B 1.1 0.247 51 1283 18
C 1.1 0.0037 51 1283 18
D 2.0 0.247 51 1283 18
D' 2.0 0.247 51 2563 36
aspect ratio. We were guided in our choice of parameters by the pure rotation
DNS of Mansour et al. (1991). Following them we define a Rossby number as
Ro = e/(_k), where e is the dissipation rate of turbulent kinetic energy per unit
mass, fl -- y/-_ 2 - e2 is the rotation frequency, and k is the turbulent kinetic energy
per unit mass. The period for a fluid element to traverse an elliptical streamline is
T = 2_r/_. This is also the period of oscillation for the wavenumber vectors in the
linear stability analyses. The Rossby number, Ro, is the ratio of the time scale of
the mean flow and the time scale of the turbulence. Mansour et al. have considered
a range of Rossby numbers. The general effect of increasing rotation rates is to
shut off the nonlinear cascade process. We have chosen to use three of their values
of Ro: a case with weak rotational effects (Ro = 1.46), moderate rotational effects
(Ro = 0.247), and strong rotational effects (Ro = 0.0037). The elliptic streamline
flow has the additional parameter of the aspect ratio of the elliptic streamlines, E.
We have chosen to use E = 1.1 for most of the runs in order to remain close to the
case of pure rotation. In one case we use E = 2.0 to see the effect of larger aspect
ratio. The parameters for the simulations to be presented are shown in table 1.
The initial conditions for the simulations were obtained in the same way as those
360 G. A. Blaisdell _ K. Shariff
of Mansour et al. (1991). An initial energy spectrum was specified of the form
E(_) = x4exp(_2(tc/tcp)2) , (4)
where _cp is the location of the peak in the spectrum. For most of the runs t%
was chosen to be 18 and the computational grid was 1283 . The flow field was
then evolved as decaying isotropic turbulence until it became fully developed as
measured by the velocity derivative skewness obtaining a steady value near -0.5
and the turbulent kinetic energy displaying algebraic decay with a constant decay
rate. This developed flow field was then used as initial conditions for the elliptic
flow runs. The simulations presented here do not match the Reynolds number of
Mansour et al. We attempted to do so, but were confronted with the difficulty that,
with the elliptic streamline flow, the large scales gain energy and quickly outgrow
the computational domain. This problem does not occur for the pure rotation case
where the turbulence simply decays. As a result, we found it necessary to change
our initial conditions to make the computational domain larger relative to the initial
integral scales of the turbulence. Because of the corresponding loss of resolution in
the small scales, we reduced the Reynolds number. All of the elliptic flow simulations
presented here have an initial turbulent Reynolds number ReT = q4/(ev) = 51
(Ret = k2/(ev) = 12.75 following the notation of Mansour et al.). This compares to
the value ReT = 109 (Ret = 27.24) for the 1283 simulations of Mansour et al. With
the peak in the initial spectrum pushed to higher wavenumbers, we were able to run
the simulations further in time before the turbulence outgrew the computational
domain. Simulation D _ is the same as case D except that a 2563 grid was used
and kp = 36 so that the computational domain is twice as large relative to the
turbulence length scales. The larger domain allowed the simulation to be carried
out further in time and also provided a check on the effect of the domain size on
case D.
3.1. Case A
Case A has an initial Rossby number of 1.46, which indicates that the effect of
rotation is relatively weak. Since the dominant effect of rotation on the turbulence
is to suppress the nonlinear cascade, it is useful to have a measure of the nonlinear
transfer of energy from large scales to small scales. Mansour et al. (1991) used a
generalized skewness defined by
S = 6v/_ f tc2T(t¢) dR (5)
7 (f_2E(_)d_)3/2 '
where _¢is the magnitude of the wavenumber vector, E(_) is the three-dimensional
energy spectrum, T(n) is the transfer spectrum, and the numerical prefactor is such
that for isotropic turbulence S = -0.5. The evolution of S for case A is shown in
Fig. 2b. S begins near -0.5 since the initial conditions consist of decaying isotropic
turbulence. Within one period the skewness falls to below -0.1, indicating that the
nonlinear cascade has been suppressed considerably. The reduction in S seems far
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FIGURE 2. (a) Turbulent kinetic energy, k, for case A. (b) Skewness, S, for case A.
greater than that for the corresponding pure rotation case of Mansour et al. , for
which S is reduced to -0.4. However, the extent of the two simulations is not the
same; the final time for the simulation by Mansour et al. is t/T = 0.25.
Because the rotation rate in case A is relatively low and the ellipticity is small, the
production of turbulent kinetic energy is also low. Dissipation dominates production
during the course of the simulation so that the turbulence decays, as shown in
Fig. 2a. However, since the flow is linearly unstable and the minimum unstable
wave length fits within the computational domain, we believe that the turbulence
must eventually grow. For this ease the growth rates are very low, and so it would
take a very long time to observe growth. A period of decay followed by growth is
observed in case B.
3.2. Case B
Case B has an initial Rossby number of 0.247. Because of the higher production
rate compared to case A, the growth in turbulent kinetic energy is observed within a
reasonable period of time. The turbulent kinetic energy history is shown in Fig. 3a.
There is a period of decay followed by exponential growth (as indicated by the
linear increase on a semilog plot). The skewness for case B is shown in Fig. 3b.
The rotation causes S to decrease to -0.2 very quickly; S then slowly decays to
near zero. At later times S becomes periodic with an increasing amplitude. The
period of oscillation corresponds to half the period, T, for a fluid element to traverse
an elliptic streamline; the period of oscillation is also the period of the strain field
relative to a frame of reference rotating with a fluid element.
The exponential growth in the turbulent kinetic energy, the suppression of non-
linear processes, and the periodic behavior indicate that the fluctuations are likely
dominated by the linear instability modes. The linear analysis of Bayly shows the
modes that are unstable lie in a narrow band depending on the polar angle mea-
sured from the rotation a_s of the wavenumber vector. An angular spectrum, E(0),
which gives the energy as a function of angle, is shown in Fig. 4 at the final time
of simulation B. The spectrum is plotted as a function of cos 0 so that an isotropic
field will give a uniform distribution. The linear theory predicts a small band of
unstable modes near 0 = 27r/3 or cos0 = 1/2. This is exactly what is seen in Fig. 4.
$o, for case B the fluctuations are clearly dominated by the linear instability modes.
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FIGURE 3. (a) Turbulent kinetic energy, k, for case B. (b) Skewness, S, for case B.
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FIGURE 4. Angular energy spectrum, E(O), for case B.
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FIGURE 5. Skewness, S, for case C.
Based on the increasing amplitude of the oscillations in S shown in Fig. 3b,
one might expect that nonlinear processes would increase and eventually the flow
would become fully turbulent. To determine if this is the case would require a much
larger computational domain so that the simulation could be carried further in time.
Perhaps with a different choice of parameters, such an evolution could be observed
within a time that is computationally affordable.
Elliptic streamline flow 363
3.3. Case C
Case C has the lowest Rossby number, Ro = 0.0037, indicating very strong
rotation effects. In the simulations of Mansour et al. the nonlinear cascade is almost
completely shut off as S is nearly zero. The history of S for case C is shown in
Fig. 5. S decays very quickly and remains nearly zero until the last portion of
the simulation when the nonlinear processes start becoming more important. The
behavior of S is similar to that in case B, and again it would be interesting to be
able to continue the simulation to watch the restoration of the nonlinear cascade.
The angular spectrum, E(0), for case C (not shown) is very similar to that of case B.
Therefore, both flows are dominated by the linear instability modes. The evolution
of the turbulent kinetic energy for case C (not shown) also indicates exponential
growth of the turbulence, however with negligible decay at early times.
3.4. Cases D and IT
Case D was done to see the effects of a larger aspect ratio of the elliptic stream-
lines. The aspect ratio is E = 2 and the initial Rossby number is Ro = 0.247,
which is the intermediate value of the three considered. Because the large scales
grow to fill the computational domain, we checked the adequacy of the domain size
by running simulation D', which has a 2563 grid and a domain size twice as large
as that for case D. The results of the two simulations are compared below.
The turbulent kinetic energy for case D grows, but does not seem to grow ex-
ponentiaily. The growth seems to be more algebraic as indicated in Fig. 6a, which
shows linear growth on a log-log plot. The exponent for the growth rate is close
to 4. The two simulations agree very well, which indicates that the domain size is
adequate up to the point where the simulations were terminated.
The skewness for cases D and D' are shown in Fig. 6b, and again they agree
very well -- the small differences between the simulations are due to differences
in the initial, isotropic flow fields. The evolution of S displays some interesting
behavior. At early times the rotation suppresses the nonlinear cascade and S is
reduced to below -0.2. Then the nonlinear cascade seems to be reestablished as S
grows back to -0.4. At later times S displays oscillations of period T/2 and seems
to be decreasing in magnitude. The presence of the nonlinear cascade indicates
that the fluctuations are not dominated by the linear instability modes. This is
also seen in the angular spectrum which is presented in Fig. 7. The fluctuations are
broad-band, while the linear stability analysis predicts that a limited band of modes
are destabilized, although the band of modes is considerably broader for E = 2.0
than for E = 1.1 as in case B. (The picture presented by the angular spectrum
is not completely clear because the spectra computed during the simulations used
the physical wavenumber vectors to define the spectra, while the linear theory is
based on the computational wavenumber vectors. Therefore, in order to make a
valid comparison with the linear theory, the spectra subroutine must be modified
and the simulations rerun.)
The behavior of S shown in Fig. 6b at later times brings up some interesting
questions. Is the nonlinear cascade process being periodically turned on and off?
If so, is this related to the collapse phenomenon observed in the experiments of
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FIGURE 7. Angular energy spectrum, E(O), for case D' at the final time of the
simulation.
Malkus in which three-dimensional turbulence suddenly appears, or is this a differ-
ent phenomenon? Does the skewness stay at large values, go back to zero (and then
return), or oscillate about some intermediate value?
To be able to answer some of these questions we need to be able to run the sim-
ulations further in time. However, the difficulty in doing so is that the large length
scales grow in amplitude and eventually dominate the flow so that the computa-
tional domain size becomes inadequate. The comparisons shown above between
cases D and D' seem to indicate that the domain size for case D is adequate at least
up to the time when the simulation was terminated. However, consideration of the
radial, three-dimensional energy spectrum shows that even case D' has run out of
box size by the end of the simulation. Fig. 8 shows the evolution of E(x) for case
D'. The energy in the large scales steadily rises and the peak in the spectrum moves
to the low wavenumbers. By the end of the simulation, the peak in the spectrum
has run into the low wavenumber limit of the box. Also note that at the final time
the high-wavenumber end of the spectrum seems to show some lack of small-scale
resolution. The Reynolds number increases greatly during the course of the simula-
tion, and by the end of the simulation the range of length scales is too great to be
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captured using 2563 grid points. In order to carry the simulations further in time,
more grid points are needed. It is feasible to perform 5123 simulations; however,
even this size grid would soon be outgrown. In order to overcome these difficulties,
large-eddy simulation (LES) can be used so that high Reynolds numbers can be
achieved without fully resolving the small length scales. This will allow more grid
points to be used to capture the large length scales. We should also investigate the
parameter space further to see if a higher aspect ratio, E, would produce similar
behavior in a shorter time.
$.5. Implications for modeling
One of the goals of this study is to provide insight for turbulence modeling of
rotating flows. To this end Reynolds stresses and the full Reynolds stress budgets
were computed during the course of the simulations. While we have not been able
to analyze the behavior of the Reynolds stresses fully, there are some observations
we can make. We will discuss results from cases B and D', since the results from
these cases are the most interesting.
3.5.1 Ca_e B
The history of the Reynolds shear stress, R13 = ulu3,__ is shown in Fig. 9 for case
B. This case is dominated by the linear instability modes, and oscillations of period
T/2 are clearly seen on top of the exponential growth. This is not inconsistent
with the Floquet behavior of a single unstable Fourier mode according to linear
analysis (Bayly 1986), which predicts that at late times the behavior should be T-
periodic but modulated by a growing exponential. The deviation from exponential
growth towards the end of the simulation reflects the behavior of other indicators
of nonlinearity, namely, skewness (Fig. 3b) and slow pressure-strain (Fig. 10). An
interesting point is that whereas the turbulent kinetic energy shown in Fig. 3 is
relatively smooth, oscillations appear in the Reynolds stresses, representing inter-
component transfer of energy.
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FIGURE 9. History of the Reynolds shear stress, R13, for case B.
The Reynolds stress equations for homogeneous turbulence are (Reynolds 1987)
DR_j = Pij + Oij -I- Tij - Dij , (6)
Dt
where PO is the production term, O 0 is the kinematic rotation term, Tij is the
pressure-strain term, and Dij is the dissipation rate tensor. The pressure-strain
tensor is split into two parts, Ti_ the rapid pressure-strain, and Ti_ the slow pressure-
strain. The Reynolds stress budgets for case B are shown in Fig. 10 for the 1-
3 component. As a check, the sum of all the terms on the right hand side of
Eq. (6) are compared to the time derivative of the Reynolds stresses, which was
computed separately using the time history of the Reynolds stresses. The two
terms compare very well, showing that the budgets are balanced. The dominant
terms are the pressure-strain term, TO, and the kinematic rotation term, O0: they
are of opposite sign and tend to partly cancel. The pressure-strain is dominated by
the rapid (linear) part. The production term is important and much larger than
the dissipation term, Dij. Since the linear terms -- rapid pressure-strain, kinematic
rotation, and production -- dominate, case B should be well described by the linear
analysis (i.e. rapid distortion theory).
In order to get a better understanding of the turbulence structure, it is useful
to consider the invariants of the Reynolds stress anisotropy tensor and various
other tensor quantities. The Reynolds stress artisotropy tensor is defined as bij =
RO/q2 1/380. By definition the trace of bij is zero. The second and third invariants
are I h = 1 15 bij bjk bki.--_bijbji and IIIb = The invariant map (Lumley 1978) for
case B is shown in Fig. lla. All physically realizable turbulence must lie within the
triangular-shaped marked region. The left boundary corresponds to flow through an
axisymmetric contraction, which would have vortex lines pulled all in one direction;
the right boundary corresponds to flow through an axisymmetric expansion, which
would flatten vortex lines into pancakes; and the origin corresponds to isotropic flow.
From the figure it appears that the state of the turbulence changes periodically as
the fluid element revolves around the elliptical streamline.
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FIGURE 11. Invariant maps for case B for (a) the Reynolds stress anisotropy
tensor, and (b) the structure dimensionality anisotropy tensor.
Invariant maps for the dissipation tensor and the vorticity correlation tensor are
very similar to those for the Reynolds stress tensor shown in Fig. 11a. Another
quantity of interest is the structure dimensionality tensor introduced by Reynolds
(1989). For homogeneous flows it is most easily defined in wave space as
1¢i1¢j .._ ..__j = --_-E,n(tc)d_¢ , (7)
where Eij(g) is the velocity spectrum tensor. The invariant map for the correspond-
ing anisotropy tensor is shown in Fig. 1lb, and it displays a much different behavior
than for the Reynolds stress tensor. The invariants hug the left boundary and then
deviate near the end of the simulation. A simulation not presented here, which
had E = 1.1, Ro = 0.116, and ReT = 115, had the invariants hugging the right
boundary of the anisotropy map. So, there does not seem to be a special preference
for the left boundary of the invarlant map for the elliptic streamline flow. At this
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point we are not sure what this behavior implies about the vortical structure of the
turbulence.
3.5.2 Case D'
The history of the Reynolds shear stress for case D' is shown in Fig. 12. It is not
as oscillatory as for case B and and has oscillations in slope rather than magnitude.
As for case B, the turbulent kinetic energy shown in Fig. 6 does not display the
oscillations observed in individual Reynolds stress components. The budget for R13
is shown in Fig. 13. For case D' all the terms in the Reynolds stress equations are
important. The linear terms are large, but the nonlinear terms -- the slow part
of the pressure-strain and the dissipation rate -- are significant. This would be a
good test case for comparison with predictions from turbulence models.
The invariant maps of the Reynolds stress anisotropy tensor and the structure di-
mensionality anisotropy tensor are shown in Fig. 14. The invariants of the Reynolds
stress tensor do not seem to follow a recognizable pattern, except that near the end
of the simulation they oscillate in a region near the left boundary of the invariant
map. The invariants of the structure dimensionality tensor remain near the origin.
They oscillate once along the left boundary of the invariant map and then oscillate
along the right boundary. Again, we are not sure what this behavior implies about
the vortical structure of the turbulence.
4. Conclusions
Preliminary calculations of homogeneous turbulence subjected to mean flow with
elliptic streamlines have been performed. The cases considered include a series of
three runs with a low aspect ratio of the elliptical streamlines and which span a
range of Rossby numbers. A fourth case was done with moderate values of aspect
ratio and Rossby number; this case shows the most interesting results.
The case with a low aspect ratio and a high Rossby number (low rotation rate)
simply decays. The other two low aspect ratio simulations show exponential growth
of the turbulent kinetic energy in agreement with the linear theory. These simu-
lations are dominated by linear effects. Examination of the turbulence cascade,
using a generalized skewness, shows that the nonlinear transfer is greatly reduced
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for these cases. However, in the later stages of the simulations, nonlinear effects
begin to grow.
For the case with a moderate aspect ratio and Rossby number, the nonlinear
cascade is reduced and then reestablished and finally displays large amplitude oscil-
lations. This behavior may be related to the resonant collapse phenomenon observed
in experiments of the elliptic streamline flow. The turbulent kinetic energy for this
case shows algebraic rather than the exponential growth predicted by the linear
theory.
One difficulty with these simulations is that the large scales grow in energy and
eventually dominate the flow. As a consequence, the computational box size be-
comes inadequate and the simulations must be stopped. Since the long time behav-
ior of the turbulence is of interest, a means of extending the simulations further in
time is needed, and this is one of the goals for future work.
The elliptic streamline flow presents a challenging case for turbulence modelers.
The Reynolds stresses display complex behavior and they oscillate as they grow.
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The Reynolds stresses and their budgets have been computed during the course
of each simulation, but they have not been analyzed in detail nor compared to
predictions of turbulence models.
The elliptic streamline flow is a very interesting case. It is related to important
flows in engineering and geophysical applications, and it displays a wide range of
behavior that is yet to be understood. There are many tasks to be done in continuing
this work. Further simulations are needed to better map out the parameter space.
Upon identifying interesting cases, such as case D in the current work, simulations
on larger grids should be done. In order to carry the simulations further in time,
large-eddy simulations should be used so that the small length scales do not have
to be resolved and more of the computational grid can be used to capture the large
length scales. Finally, a detailed analysis of the Reynolds stresses and their budgets,
and a comparison with turbulence models is needed.
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On the transition towards slow
manifold in shallow-water and
3D Euler equations in a rotating frame
By A. Mahalov 1
The long-time, asymptotic state of rotating homogeneous shallow-water equations
is investigated. Our analysis is based on long-time averaged rotating shallow-water
equations describing interactions of large-scale, horizontal, two-dimensional motions
with surface inertial-gravity waves field for a shallow, uniformly rotating fluid layer.
These equations are obtained in two steps: first by introducing a Poincar6/Kelvin
linear propagator directly into classical shallow-water equations, then by averaging.
The averaged equations describe interaction of wave fields with large-scale motions
on time scales long compared to the time scale l/f0 introduced by rotation (f0/2-
angular velocity of background rotation). The present analysis is similar to the one
presented by Waleffe (1991) for 3D Euler equations in a rotating frame. However,
since three-wave interactions in rotating shallow-water equations are forbidden, the
final equations describing the asymptotic state are simplified considerably. Special
emphasis is given to a new conservation law found in the asymptotic state and
de-coupling of the dynamics of the divergence free part of the velocity field. The
possible rising of a de-coupled dynamics in the asymptotic state is also investigated
for homogeneous turbulence subjected to a background rotation. In our analysis we
use long-time expansion, where the velocity field is decomposed into the 'slow man-
ifold' part (the manifold which is unaffected by the linear 'rapid' effects of rotation
or the inertial waves) and a formal 3D disturbance. We derive the physical space
version of the long-time averaged equations and consider an invariant, basis-free
derivation. This formulation can be used to generalize Waleffe's (1991) helical de-
composition to viscous in_homogeneous flows (e.g. problems in cylindrical geometry
with no-slip boundary conditions on the cylinder surface and homogeneous in the
vertical direction).
1. Introduction
There are many important engineering (e.g. turbomachinery, ship propellers)
and geophysical (geophysical turbulence) problems in which rotation significantly
modify the turbulence properties of fluid flows. The interest in the effects of rota-
tion is reflected in the large body of theoretical, experimental, and numerical work
documenting them (Hopfinger 1989). As the effects are both multi-fold and subtle,
the development of models which account for the effects of rotation require an un-
derstanding of the processes occurring in these flows. The objective of this work
1 Department of Mathematics, Arizona State University, Tempe, AZ 85287-1804
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is to examine the long-time evolution of solutions of shallow-water and 3D Euler
equations in a rotating frame. We are especially interested in possible de-coupling
of dynamics on slow manifold and in developing new conservation laws valid in the
asymptotic state.
The paper is organized as follows. The long-time averaged rotating shallow-water
equations are presented in Section 2. Special emphasis is given to a new conserva-
tion law found in the asymptotic state and to the de-coupling of dynamics of the
divergence free part of the velocity field. Section 3 is devoted to homogeneous tur-
bulence subjected to uniform rotation. In our analysis we use long-time expansion,
where the velocity field is decomposed into the 'slow manifold' part (the manifold
which is unaffected by the linear 'rapid' effects of rotation or the inertial waves) and
a formal 3D disturbance. We derive the physical space version of the long-time av-
eraged equations and consider an invariant, basis-free derivation. This can be useful
in generalizations of Waleffe (1991) helical decomposition to viscous inhomogeneous
flows (e.g. problems in cylindrical geometry with no-slip boundary conditions on
the cylinder surface and homogeneous in the vertical direction). Finally, the possi-
ble rising of a de-coupled dynamics of the slow manifold is investigated. This study
was motivated by the previous studies of Squires e¢ al. (1993) and Cambon et al.
(1994).
2. Rotating shallow-water equations
It has been long realized that geophysical flows admit motions varying on differ-
ent time scales. In many situations, the low frequency class contains the majority of
energy and is therefore the class of main interest. However, long-time computation
of this class of motions using unmodified Eulerian equations is prohibitive due to
severe accuracy and time step restrictions (Browning et al. 1990). The disparity
of time scales leads to problems in the numerical solution of the equations because
the Courant number is determined by the fastest time scale and therefore limits
the time step which makes explicit solution impractical. In our approach collective
contribution to the dynamics made by fast wave motions is accounted for by an
averaging procedure. Elimination of "fast" time scales through the averaging pro-
cedure leads to equations that more accurately and efficiently describe dynamics on
long time scales. These equations are obtained in two steps: first by introducing
a Poincar_/Kelvin linear propagator directly into classical shallow-water equations,
then by averaging. Averaged equations describe interaction of wave fields with
large-scale motions on time scales long compared to a time scale 1/fo introduced by
rotation (f0/2-angular velocity of background rotation). These are fully nonlinear
equations containing classical quasigeostrophic equation as a completely decoupled
subsystem. Two other equations describing departure from quasigeostrophy are
coupled to the latter equation. Special emphasis is given to a new conservation law
found in the asymptotic state and de-coupling of dynamics of the divergence free
part of the velocity field.
The equations for shallow-water are:
0
[_ + U. V]U = -gVH + foU x e3, (1)
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0 H
& =-V.[UH] (9.)
where V and U are two-dimensional and in the (zl, x2)-plane, U is the velocity,
g is the reduced acceleration of gravity (a constant), H is a function of xl, x2,
and t and is the free-surface height of the shallow layer of fluid,/_0 is a constant
and is the mean depth of the layer, es is the unit vector in xs, and f0 is the
Coriolis parameter. Equations (1) and (2) with boundary conditions describe the
full system. The system (1)-(2) could also be thought of as describing a two-
dimensional compressible gas, with H being the density. Note that (1) and (2)
imply
0
[N+U.VlQ=0 (31
where Q is the potential vorticity
f0+_2
Q = H (4)
where f_ is the vorticity. Note that Eqs. (1), (3), and (4) are also a complete
description of shallow-water motion. The fast time scale that we average over is
1/fo. Here we treat f0 as constant, though later we will modify it to be a function
of x2 or in polar coordinates a function of r.
$.1 Linear propagator
We have for the linear propagator
OH -H0V U. (5)OU =-gVH + foU × e3, --=
& 0t
Introducing D = V • U and f_ = curl U. e3, we obtain
OD - roD, _=-/t0D. (6)
--_ = -gAH + fof_, i:9_Ot OHot
In the case of homogeneous flows we use Fourier representation (for simplicity we
assume 27r periodicity in zl and x2)
k k k
where k = (kl, k2), x = (x,,x2). Then in Fourier space Eq. (6) becomes
Of_k OHk
cgDk = g[k[2Hk + foflk, -- foDk, -- ItoDk. (7)
Ot Ot Ot
We supplement (7) with initial conditions
Dk(O) = D°_, f_k(O) = _°k, Hk(O) = H_. (8)
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Solutions of the linear propagator Eqs. (7)-(8) are well-known (e.g. Pedlosky 1979);
those corresponding to the free surface gravity waves represent the fast time scale.
Defining Ck = f0v/1 + L_[k] 2 where L_ = gIto/f2o is the Rossby deformation
radius, we have
9tk(t)] = (A(k) + cos(¢kt)Ac(k) + sin(¢kt)A,(k)) f_°k
gk(t) ] H °(oo)-- exp(Lt) f_ . (9)
Here A(k), Ac(k) and A,(k) are 3 x 3 matrices defined as follows
-- g/tolkl 2 -fog[k[ 2 , A_(k)= 1
Hofo
A,(k) = _ 0 0 .
0 0
o)Aglkl2 ,g olkl
(I0)
_.2 The asymptotic limit of rotating homogeneous shallow-water equations
We write classical rotating shallow-water equations (1)-(2) using the variables
D = V. U, f_ = curIU, ea and H. Letting V tr = (D, _, H) (tr- transpose), these
equations can be written symbolically in the form
0V
= LV+ B(V,V). (it)
Here L is the linear propagator operator corresponding to Poincar_/Kelvin waves.
We introduce this linear propagator directly into nonlinearity using the change
of variables V = exp(Lt)v where v tr = (d, w, h) and exp(Lt) is defined by (9).
Equation (11) written in v variables has the form
Ov
-_- = B(t,v,v) (12)
where
B(t, v, v) = exp(-Lt)B(exp(Lt)v, exp(Lt)v).
Equation (12) is explicitly time-dependent with rapidly varying coefficients. Using
the standard averaging methods (e.g. Hale 1980), we average over the fast time
scale of the gravity waves and obtain
=B(v,v), B(v,v) rN = B(s, v, v)ds. (13)
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These equations axe exact in the limit p = loT >> 1 where p is a non-dimensional
parameter. We present explicit final form of the regularized (long-time averaged)
Eqs. (13). The calculation leading to these equations is lengthy but straightfor-
ward. Here we present only the final result for periodic case. We use the fol-
lowing notations: m and k are wavevectors so that m = (ml,m2), k = (kx,k2);
(rakes) = (rn x k).es = mak2- kam2; k.x = kxxx + k2x2 and m.k = talk1 +rn2k2;
¢_ = f2o + glto]k] 2. The regularized (long-time averaged) equations axe conveniently
written in new variables
A = d, B = low - gAh, C = Itow - fo h (14)
where A is the Laplace operator. Physical interpretation of these variables is as
follows. C/Ito is quasigeostrophic potential vorticity; gAh/fo is quasigeostrophic
component of vorticity and, therefore, B/fo is ageostrophic component of vorticity.
In the quasigeostrophic case we have A = B = 0. Let
in •ZA = Z e A,, B = Ze'n'xB"' C = _ei"'xCn. (15)
We note that three-wave interactions are forbidden since the equation +¢k 4- Cm =
Cn (n = k +m) has no solutions. Then the final equations describing the asymptotic
state are much simpler than in the ease of 3D Euler equations considered by Waleffe
(1991)• We obtain after averaging (Eq. (13) in A, B, C variables)
dA,
-g-=
k:lkl=lnl
dC.
dt
C.-k(_(k, n -- k)Ak+ Z(_,- - k)Bk),
dBn 2
_&_ _ c.__(-¢_._(k,.- k)A, + _(k,. - k)m), (16)
= Ck
k:lkl=l'*l
Z _2"_(k'"-klC"-_C_"
k:no restriction
Here
• :?(k 2g(mke3)(2¢](m k) + f_ , ", - Iml2))
_(k,m) = 21kl2¢_¢ _ ,
- _lml21kl 2) g(mk_)/_(k, rn) = fog(Iml'- IkP _ (17)
21kl2¢_¢ _ , 7(k,m) - 2 2Cm¢k+m
axe geometric parameters. Equations (16) axe exact in the limit/_ = JoT >> 1. They
have property that the third equation is completely decoupled from the first two
equations. After the third equation is solved, the first two equations become linear
equations in A and B. From the third equation in (16), it can be easily shown that
C(t, x) obeys in physical space
_C=0 (18)
Dt
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where _t is the advective derivative, based on the velocity _r = e3 × V¢ where
-- (1 - L2RA)-Ic/.f-Io. Note that in the quasigeostrophic limit, ¢ is the stream
function associated with the quasigeostrophic potential vorticity C/['Io, and _. is the
quasigeostrophic velocity. The above Eq. (18) implies that C and all of its moments
are conserved because _ is divergence free (a well-known fact within the context
of two-dimensional incompressible turbulence). For a given geostrophic component
C(t, x) found from (18), equations for ageostrophic components A and B have the
form
dAn
dt - n - k)Ak+ Z(k, -
_:lkl=l,l
dt - __, C,-k(-C2,j3(k,n - k)Ak + _(k,n - k)Bk).
k:lkl=l-I
It can be easily shown that these equations have a new conservation law
2M = 2 + IBnl2). (2O)
rt
The conservation of M is proved by direct differentiation of (20), substitution of
expressions for dAn/dt and dB,/dt from (19) and using properties of the geometric
coefficients _(k, rn) and fl(k, m) given by (17). Another approach for determining
this conservation law would be to derive the long-time averaged equations from a
variational principle. Existence of conserved quantity M allows us to control the
size of ageostrophlc component in terms of its initial value. One could use this
conservation law to examine the Lyapunov stability conditions for the equilibrium
solutions of the long-time averaged equations. We note that M is not conserved by
the full rotating shallow-water Eqs. (1)-(2).
3. On the asymptotic limit of 3D Euler equations in a rotating frame
In a frame of reference rotating with constant angular velocity fo/2 about the x3
axis, the inviscid Euler equations have the form
0U
-_--+ U. VU + f0JU =-Vp, V.U=0. (21)
Here U = (U, V, W) is the velocity field, p is modified pressure and J is the rotation
matrix (JU -- e3 × U). It is convenient to write (21) in the form
0U
_- +/0JU = V × curIU - V(p + IUl2/2), V. U = 0. (22)
We present a coordinate-free derivation of long-time averaged Euler equations de-
scribing dynamics on time scales long compared to the time scale 1/fo introduced
by rotation. This can be useful in generalizations of Waleffe (1991) helical decompo-
sition to viscous inhomogeneous flows (e.g. problems in cylindrical geometry with
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no-slip boundary conditions on the cylinder surface and homogeneous in the vertical
direction).
We define the Leray projection P (projection on divergence free vector fields).
Then Eq. (22) can be written in operator form as follows
dU
d--T+ fo(PJ)U = P{U × cur/U}. (23)
We introduce a change of variables (canonical, preserving both energy and helicity)
U = exp(-foPJt)u. (24)
This transformation is analogous to the van der Pol transformation widely used
in the theory of nonlinear oscillators (e.g. Wiggins 1990). Equation (23) written in
u-variables now becomes
du
d--t = exp(foPJt)P(exp(-foPJt)u × curl(exp(-foPJt)u)}. (25)
We note that the operator PJ has the following representation (A = curl 2 is the
Stokes operator)
= -A -a __v-_--curl. (26)PJ
t_xa
This representation in the periodic (homogeneous) case reduces to PJ(eikzUk) =
e is'* ]_ k x us = e is'z]_ R(k)us where us is the Fourier coefficient corresponding
to waveveetor k = (kl, k2, ka) and R(k)us = k × us. The operator R(k) becomes
diagonal in the helical basis described in Waleffe (1991) (Eq. (3) in his paper).
In the case of horizontally inhomogeneous flows a more general representation (26)
should be used. From (26) we obtain
exp(f0PJt) = C(t) - A--_ S(t)curl (27)
and
curlexp(foPJt) = C(t)curl - A]S(t) (28)
where
¢%
C(t) = cosh(f0tA-½ _z3), S(t) = sinh(f0tA-½--_---° )0X 3 "
We note that C(t) is an even and S(t) is an odd operator-valued function. Us-
ing (27), we have for the nonlinear term in (25)
exp(foPJt)P{U x curlU} = (C(t) -A-½S(t)curl)P{U x curlU} =
C(t){O x curIU} - A-{S(t)[U, curlU] - Vq (29)
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since curl(U × curIU)= [U,curlU]. Here [ , ] is a commutator of two vec-
tor fields: [U, curIU] = (U. V)curlU - (curlU. V)U; q is a modified pressure.
From (24), (27) and (28) we find that
U = C(t)u + A-½S(t)curlu, curlU = C(t)curlu + ASs(t)u.
We substitute these expressions in (29). Then equation (25) becomes
69U
_-=B(t,u,u)-Vq, V.u=0. (30)
Here B(t, u, u) is given by
B(t, u,u) = C(t){U × _IU} - A-Ss(t)[U,¢_IU] =
C(t){c(t)u × C(t)curlu} - A-S S(t)[C(t)u, C(t)curlul+
- A-2 S(t)[A-_S(t)curlu,A½ S(t)u]+(31)C(t){A- ½S(t)curlu× AS S(t)u} i
c(t){c(t)u× ASS(t)u}- A-SS(t)[C(t)u,A _S(t)u]+
C(t){A- SS(t)curlux C(t)curlu} - A-S S(t)[A-½S(t)curlu,C(t)curlu].
Separation of "fast"and "slow" oscillationsin (31) isequivalentto a searchfor
resonanceswhich isa geometry dependent problem. One immediate simplification
is that odd terms make no contributionto the time-averagedequations. Thus
averagingof (30)-(31)reducesto averagingoffoureven terms
C(t){C(t)ux C(t)curlu},C(t){A-Ss(t)curluxASs(t)u},
A-SS(t)[C(t)u,AS S(t)u],A-SS(t)[A-½S(t)curlu,C(t)curtu].(32)
It is convenient to work in the basis of the Stokes operator A. The operators C(t)
and S(t) have a block-diagonal form in this basis. Since C(t) = cosh(f0tA-S 7_'_x8)
and S(t) = sinh(f0tA-½ _), they become simple oscillations in the basis of A.
These oscillations have frequencies f0 _ where Aj are the eigenvalues of A and j3
is axial wavenumber. Then resonances in (32) are given by
k3 m3 n3
In the case of periodic (homogeneous) flows the helical basis formed by eigenfunc-
tions of the curl operator acting in the space of divergence free vector fields is very
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useful. The operator PJ (]-_ R(k) in Fourier space) becomes diagonal in this basis.
In this case we have Aj = IJl where j = (jl,j2,j3) is the wavevector. Then averag-
ing of (30) leads to equations studied by Waleffe (1991). In particular, he argued
that in the asymptotic state of rotating homogeneous turbulence interactions are
restricted to pairs of waveveetors satisfying resonance conditions (n = k + m)
Try3 n34- 4-]rn-.--_ -- "F_" (33)
Now we consider homogeneous (periodic in three directions) flows and discuss
equations describing the asymptotic limit of 3D Euler equations in a rotating frame.
Both computations and experiments have noted an increase in integral length scales
along the rotation axis relative to those in non-rotating turbulence. Increase in the
integral length scales has been thought to be a prelude to a Taylor-Proudman re-
organization to two-dimensional turbulence. It has been also suggested that this
process is self-similar (Squires et al. 1993). The 'slow manifold' interactions (inter-
actions which are unaffected by the linear 'rapid' effects of rotation or the inertial
waves) are obtained in (33) with k3 = ms = 0. These interactions are invariant
under scalings of ks, m3 in a trivial way. It is reasonable to conjecture that at
zero Rossby number the only acting triads in the asymptotic state are those which
axe invariant under the scaiings ks --* _k3, m3 --4 r/m3 where _ and 7/ are arbi-
trary real numbers. This is called the selection principle/or triad interactions in
the asymptotic state. It is inspired by the observations of Squires et al. (1993) on
self-similar asymptotic states of rotating homogeneous turbulence. One can easily
find solutions of the resonant Eq. (33) obeying the selection principle. These are
(ms = 0, Inl = Ikl}, {k3 = 0, Inl = Iml} =d {n3 = 0, Ikl = Iml} with the +,- signs
chosen appropriately. Since these interactions are unaffected by scalings of the ver-
tical wavenumber, they remain active even at zero Rossby number. It is possible to
show that the interactions {n3 = 0, Ikl = [ml} make no contribution to the averaged
equations. Defining k± = (kl, k2) to be the horizontal wavevector perpendicular to
the rotation axis, interactions active in the asymptotic state can be written in the
form {k3 = m 3 = 0}, {m3 = 0, In±l = Ik±l} and {k3 = 0, In±l -- Ira±l}. The form
of these interaction manifolds suggests splitting the velocity field into two parts,
each separately related to the horizontal or vertical velocities. We proceed to define
splitting by first defining w to be vertical (in the direction of rotation) component
of the vorticity vector. Then we define splitting of the total velocity u as follows
u = Cc+ v where ¢r = es x V_b
and _ is related to _o by the equation -A_ = w. Applying averaging to the
transformed Euler Eq. (30) (we note that only averaging of the even terms given
by (32) is required) and using the selection principle, we obtain equations valid in
the asymptotic state. Our analysis is similar to the one presented in Section 2.2
where de-coupling of the divergence free part of the total shallow-water velocity
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field was rigorously proved (see Eq. (18)). We find that in the asymptotic limit
w(t, x) obeys in physical space
b
-=--w = 0 (34)
Dt
where _tt is the advective derivative, based on the velocity @ = e3 x V¢ where
--A¢ = w. This equation should be compared with Eq. (18). Thus we obtain
de-coupling (in the asymptotic state) of the dynamics of _, (two-component and
horizontally divergence free). It satisfies classical 2D Euler equations (34). The
de-coupling which is linked to the _" part of the total velocity carl reflect the rise of
an inverse energy cascade. Our future plans include confirmation of inverse cascade
using the CTR database. Another avenue is to search for new conservation laws
in the asymptotic limit of rotating homogeneous 3D Euler equations similar to the
one we found for the long-time averaged shallow-water equations (Section 2.2, Eq.
(20)). One possible approach for determining new conservation laws would be to
derive the long-time averaged Euler equations from a variational principle.
REFERENCES
BROWNING, G. L., HOLLAND, W. R., KREISS, H.-O., & WORLEY, S. J. 1990 An
accurate hyperbolic system for approximately hydrostatic and incompressible
oceanographic flows. Dyn. Arm. Oceans. 14_ 303.
CAMBON C., MANSOUR N. N., &5 SQUIRES K. D. 1994 Anisotropic structure
of homogeneous turbulence subjected to uniform rotation. Proc. 1994 Summer
Program. Center for Turbulence Research, NASA Ames/Stanford Univ.
HALE, J. K. 1980 Ordinary Diffe_ntial Equations. Krieger Publishing Company.
HOPFINGER, E. J. 1989 Turbulence and vortices in rotating fluids. Theor. and
Appl. Mech. 125, 117.
PEDLOSKY, J. 1979 Geophysical Fluid Dynamics. Springer-Verlag.
SQUIRES K. D., CHASNOV J. R., MANSOUR N. N., & CAMBON C. 1993 In-
vestigation of the asymptotic state of rotating turbulence using large-eddy
simulation. Annual Research Briefs. Center for Turbulence Research, NASA
Ames/Stanford Univ.
WALEFFE, F. 1991 Non-linear interactions in homogeneous turbulence with and
without background rotation. Annual Research Briefs - 1991. Center for Tur-
bulence Research, NASA Ames/Stanford Univ.
WIGGINS, S. 1990 Introduction to Applied Nonlinear Dynamical Systems and Chaos.
Springer-Verlag.
Center for Turbulence Research
Proceedings of the Summer Program 199_
N95-21058
On the asymptotic similarity of
rotating homogeneous turbulence
By K. D. Squires 1, J. R. Chasnov 2 AND N. N. Mansour 3
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Asymptotic similarity states at large Reynolds numbers and small Rossby num-
bers in rotating homogeneous turbulence are investigated using the database ob-
tained from large-eddy simulations of the incompressible Navier-Stokes equations.
Previous work has shown that the turbulence kinetic energy and integral length
scales are accurately described by simple scaling laws based on the low wavenumber
part of the three-dimensional energy spectrum (Squires et al. 1994). The primary
interest of the present study is to search for spectrum similarity in the asymptotic
state. Four independent energy spectra are defined. It is shown that rescaling of
these energy spectra in the asymptotic regime will collapse three out of the four
spectra. The spectrum which does not collapse is a function only of the vertical
wavenumber and corresponds to two-component motions in the plane normal to
the rotation axis. Detailed investigation of the cause of this anomalous behavior
reveals the existence of a strong reverse cascade of energy from small-to-large scales
of the two-dimensional, two-component motions. This feature of the rotating flow
is presumably linked to the lack of a complete similarity state, though further study
of this issue is required.
1. Introduction
Solid-body rotation of initially isotropic turbulence represents the most basic tur-
bulent flow whose structure is altered by system rotation but without the complicat-
ing effects introduced by mean strains or flow inhomogeneities. Squires, Chasnov,
Mansour &: Cambon (1994) (referred to as SCMC throughout this manuscript) ex-
amined the long-time, asymptotic evolution of rotating homogeneous turbulence at
large Reynolds numbers and small Rossby numbers. They found that the kinetic
energy decay exponent was reduced by approximately a factor of two relative to its
value in non-rotating turbulence and was independent of the rotation rate. SCMC
also found that the integral length scales undergo power-law growth and that the
evolution of both the kinetic energy and length scales in the asymptotic regime is
accurately described using simple scaling laws based on the invariants of the low
wavenumber part of the initial energy spectrum.
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The scaling laws of the kinetic energy and integral length scales deduced by
SCMC suggest the existence of an asymptotic similarity state in rotating homoge-
neous turbulence. Since a similarity state permits prediction of the flow evolution
using a simple rescaling of the statistics, existence of asymptotic similarity states
enables prediction of the ultimate statistical evolution of the flow without detailed
knowledge of non-linear transfer processes. Similarity states thus imply a certain
universal character to a flow which may ultimately simplify modeling of complex
turbulent flows at high Reynolds numbers.
The objective of the present work, therefore, is to search an asymptotic similarity
state for the energy spectra. In §2 an overview of the LES database used in this
study is summarized. Also presented in §2 is the time development of the kinetic
energy power-law exponent, integral length scales, and asymptotic scaling laws ob-
tained from both dimensional analysis and the simulation database. The reader is
referred to Squires et al. (1993, 1994) for a more complete discussion. In §3 the
asymptotic spectrum similarity is analyzed and tested using the LES database.
2. Database overview and scaling laws
2.1 Database overview
The database used in the present study was obtained using large-eddy simulation
of the incompressible Navier-Stokes equations in a rotating frame of reference. The
use of a large-eddy simulation with zero molecular viscosity ensures that the flows
considered are nominally at infinite Reynolds numbers. For purposes of discussion
the vertical (x3) axis is taken along the axis of rotation. The governing equa-
tions were solved using the pseudo-spectral method developed by Rogallo (1981).
Subgrid-scale motions were parameterized using a spectral-eddy viscosity modified
for system rotation (Kraichnan 1976, Chollet & Lesieur 1981, Aupoix 1984). Cal-
culations were performed from isotropic Gaussian initial conditions using an initial
energy spectrum of the form
l ug(k)S[(k) 2]E(k,O) = _C,_-_p E exp -Is E ' (1)
where C, is given by
8½(,+1)
C, = i_ I •3 -1::-:(-:-I) (2)
and kp is the wavenumber at which the initial energy spectrum is maximum. SCMC
performed simulations with s = 2 and s = 4, corresponding to the initial energy
spectrum having a low wavenumber form proportional to either k 2 or k 4.
Simulations were performed using resolutions of 128 x 128 x 512 on a computa-
tional domain which is four times longer along the rotation axis than in the other
directions. This yields an isotropic grip in physical space, but permits the de-
velopment of large-scale anisotropies without compromising the usefulness of the
computational results. The maximum wavenumber in each of the three coordinate
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FIGURE 1. Time development of the power-law exponent of /u 2) in rotating
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directions was 95, the initial root-mean-square velocity fluctuation u0 was 1/2, and
the wavenumber at which the initial spectrum was initially maximum, kp, was 75.
For each spectrum type, i.e., low wavenumber part proportional to k 2 or k4, sim-
ulations results are available for three rotation rates, _ = 0, 0.5, and 1.0. The
flows were evolved over a sufficiently long period so that the effects of rotation on
the flow dynamics were clearly evident, and the kinetic energy decay and integral
length-scale growth approximated power-law forms. This corresponds to an evolu-
tion of the flow to low Rossby numbers, where the Rossby number is a measure of
the relative strength of inertial forces to Coriolis forces.
_._ Statistical evolution and scaling laws
The effect of rotation on the evolution of the turbulence kinetic energy ((u2)) can
be illustrated through examination of the power-law exponent, n (in (u2) o¢ t-",
see Fig. 1). In Fig. 1, the time axis is made dimensionless using the eddy turnover
time in the initial field
r(0) = (3)
where L,(t) is the velocity integral scale at time t defined as
L,(t) = 7r fo k-lE(k,t)dk
2 fo E(k,t)dk (4)
Power-law exponents have been plotted for each initial spectrum type and rotation
rate used in the calculations. It is evident from Fig. 1 that following an initial
transient the power-law exponent becomes independent of time. Comparison of the
power-law exponents for both initial spectrum types demonstrates the reduction
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in the decay rate of kinetic energy in rotating turbulence. It is also clear from
Fig. 1 that in the asymptotic regime the power-law exponent of the kinetic energy
is independent of the rotation rate provided the rotation is non-zero. The value of
the exponent depends only on the form of the initial energy spectrum.
It is possible to derive the appropriate asymptotic scalings of (u 2) for non-rotating
turbulence using dimensional analysis (e.g., see Chasnov 1994). For the rotating
flow, assuming that non-linear triadic interactions are correlated over a time scale
directly proportional to Q, SCMC showed that the asymptotic scalings for the
kinetic energy are
(u 2) 0¢ B_ot-}(Qt) _ (k 2 spectrum) (5)
(u z} o¢ B_2t-_ (_2t) _ (k" spectrum). (6)
For the k z spectrum B0 is invariant while for the k4 initial conditions Bz is time
dependent. However, the time dependence of B2 is weak relative to the overall
turbulence decay. It is assumed invariant for the purposes of developing asymptotic
scalings. The scaling laws (5) and (6) predict that in rotating turbulence the kinetic
energy decay exponent is reduced by a factor of two, relative to its value in the non-
rotating flow. As shown by Fig. 1, simulation results agree with these predictions.
SCMC also examined the development of the integral length scales. These length
scales are obtained from integration of the two-point correlation function
L. ;o = (u (xlu.(x + (7)
where ea is the unit vector in the _ direction, and er, _ = 1, 2, or3. The length scale
Laa;a measures the correlation between the a velocity components with separation
in the fl direction. SCMC examined the evolution of five length scales. In the
horizontal plane these integral scales are
1 1 1 L
Lhl = _(Zll,1 + L22,2), Zh2 = _(Lll,2 + L22,1), Lha = _( 333 + 5:3:!,2). (S)
The integral scale Lhl measures the horizontal correlation of longitudinal horizontal
velocities, Lh2 the horizontal correlation of lateral horizontal velocities, and Lha the
horizontal correlation of vertical velocities. For vertical correlations (along the axis
of rotation) there are two independent integral scales
1 L
Z,,1 = _( n,3 + L22,3), L_2 = L33,3, (9)
where L_I measures the vertical correlation of horizontal velocities and L_2 the
vertical correlation of vertical velocities.
Shown in Fig. 2 is the time development of the integral scales from SCMC for the
highest rotation rate used with each initial condition type. Also shown for reference
is the slope corresponding to the asymptotic growth rate in non-rotating isotropic
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FIGURE 2. Time development of integral length scales in rotating turbulence,
f/ = 1. Asymptotic growth rate in non-rotating turbulence also shown in lower
portion of figure. -- Lhl; .... Lh2; ........ Lh3; ----- Lvl; --'-- Lv2. (a) k 2
spectrum; (b) k 4 spectrum.
turbulence. It is clear from Fig. 2 that Lvl grows much more rapidly than all other
integral scales. Also, the growth of the other four integral scales appear to be slightly
suppressed relative to the non-rotating case. In addition, the simulations provide
evidence that all the integral length scales exhibit power-law growth asymptotically
and, with the important exception of Lvl, the power-law exponents are all the same.
Thus, in the horizontal plane there appears to be a single independent length scale,
which we denote generically as Lh, whereas there exists two independent length
scales in the vertical direction, namely L_I and L_2. SCMC further demonstrated
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that the evolution of the integral scales from two simulations of a k 2 spectrum at
different rotation rates fl could be collapsed according to the asymptotic scaling
laws
Lol ,B0 t (at) Lv  B0 ti(at) (lO)
while for the k 4 spectrum a collapse was achieved using the scaling laws
Lo, (11)
3. Asymptotic spectrum similarity
Power-law behavior of both the kinetic energy (Eqs. 5 and 6) and integral length
scales (Eqs. 10 and 11) suggest the existence of energy spectra which are asymptot-
ically similar, i.e., the time- and rotation-dependent spectra collapse by appropri-
ately rescaling the wavenumber and spectral density axes. For brevity, we consider
here only our results for the k 2 initial conditions. More complete results will be
presented in a future publication.
As the first obvious candidate for an asymptotically similar spectrum, we define
an axisymmetric energy spectrum as a function of k± and k3 as
_(k±, ks, t) = 7rk±(ui(k, t)u,(k, t)*), (12)
where
k± = (k_ + k_) ½ (13)
is the horizontal wavenumber perpendicular to the rotation axis, ui(k) is the Fourier
transform of a periodic velocity field ui(x), * denotes the complex conjugate, and
the angular brackets used in (12) denote an average over a horizontal ring in three-
dimensional wavespace with center located at a fixed value of ks. The relationship
between the spectrum in (12) and the kinetic energy per unit mass of the fluid is
given by
l (u2) = /_: dk3 fo_dk±ff2(k±,k3,t). (14)
An attempt to construct a similarity form directly for the spectrum _(k±, k3,t)
is impeded by the existence of two distinct vertical integral scales in the rotating
flow. The choice of an appropriate length scale for rescaling k3 is thus ambiguous,
making it unlikely that the full spectrum _(k±, k3, t) will be asymptotically similar.
We may, however, integrate out the vertical wavenumber from the spectrum defined
in (12) to construct an energy spectrum which is a function only of the horizontal
wavenumber: fqt±(k±, t) -- dk3 (k±, ks, t). (15)
The simulation results have shown that there is only a single horizontal length scale
(10) which may be used to scale the horizontal wavenumber k±. This allows us to
propose the following general form for the similarity state of the spectrum _I'±:
= (u2)Lh x(Lhk±). (16)
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Making use of the known asymptotic behavior of the kinetic energy (5) and integral
scales (10), the similarity state (16) is given explicitly as
_±(k±,t) = B_ot-_(f_t)}_2±(k±), "k± = B_ot}(flt)-}k±. (17)
A A
Shown in Fig. 3 are the unsealed and scaled spectra ql±(k±,t) and _±(k±,t)
after the flows have evolved sufficiently to be considered asymptotic in the sense that
rotation effects are important (low Rossby numbers) and the statistics follow power-
law forms. Spectra from calculations using both non-zero rotation rates have been
included in the figures. While the decay with increasing time and the dependence
on rotation rate is evident in Fig. 3a, the scaled spectra and wavenumbers (17)
in Fig. 3b show a remarkable collapse, indicating that _± is independent of both
time and rotation rate. The results shown in Fig. 3b thus confirm the similarity
state given by (17). This is a significant result since we have succeeded in reducing
the number of independent variables in the problem from four, (k±, t, f/, and B0),
where B0 represents the effect of initial conditions, to simply one, (k±).
We must still confront the difficulty of finding similarity spectra which are func-
tions of the vertical wavenumber k3. We know from the LES results that two
vertical length scales exist, one associated with the horizontal velocities and the
other with the vertical velocities. This suggests splitting the energy spectrum into
two spectra, each separately related to the horizontal or vertical velocities. A sim-
ple splitting, however, does not take into account the constraint imposed by the
continuity equation on the flow field. Rather, we proceed to define spectra (Herring
1974) by first projecting the Fourier components of the velocity field onto two unit
vectors perpendicular to k (the velocity component parallel to k is zero by virtue
of the continuity equation):
ui(k) = ¢,(k)el')(k) + ¢2(k)el2)(k), (18)
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where
k x fl k x e(l)(k) (19)
e(a)(k) - ]k × f_l' e(_)(k) - Ik x e(')(k)l "
We note that the field ¢1 (k) consists only of horizontal velocity fluctuations, whereas
the field ¢2(k) contains both horizontal and vertical fluctuations. We then use the
scalar fields ¢1(k) and ¢2(k) to define energy spectra in analogy to (12):
• (1)(k_,k3,t) = ,_k±(¢1(k,t)¢_(k, t)*), (20)
_,(2)(kj_,k3,t) = ,_k±(¢2(k,t)¢2(k, t)'), (21)
where we have now separated the energy spectrum into two spectra:
_(k±, ka, t) = @O)(k±, ka, t) + _(2)(k±, ka, t). (22)
The significance of this separation can be seen by expressing the integral length
scales L_I and L_2 of (9) in terms of _(1) and @(2), i.e.,
ffL_, = (_,_+ _'I) dk±_(k±,O), (23)
and
7r fo_Lo2= 2-_ dk_¢_)(ki,0). (24)
The LES results show that the horizontal and vertical mean-square velocity fluctu-
ations decay asymptotically with the same power-law form, so that (23) and (24)
serve the hopeful purpose of matching the two independent vertical integral scales
to the two different spectra.
In analogy to the similarity form given in (16), we now postulate the following
general similarity states of the form
_(1)(k.l.,k3,t) 2 h v^(1) h v= (¢,)111,_2 (llka.,llk3), (25a)
2 h v^(2) h Iv
_(2)(ka.,ka,t ) = (6p2)1212_ (12kl. , 2k3), (25b)
where (¢_), l_, If', and (¢]), l_, l_ are the mean-square fluctuations and horizontal
and vertical integral scales associated with the _(1) and @(2) spectra, respectively.
The relations between the mean-square fluctuations, the integral scales, and the
spectra are given for reference by
{¢_a) =
and
v _ fO °vlla = _ dk±'_Oa)(k±'O'O'
dk a.@O'2)( k a., k3, t), (26)
1 f5 /_ _(_a)(k±, k3,t)
(27)
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We have computed the amplitudes and integral scales given by (26) and (27) from
the LES database. The mean-square values (¢_) and (¢_) decay asymptotically
at the same rate as the total kinetic energy per unit mass as given in (5), and the
horizontal integral scales l_ and l_ and vertical integral scales l_' and l_ grow asymp-
totically as Lh (for both horizontal integral scales) and Lvl and Lv2, respectively,
as given by (10).
Although the similarity states proposed in (25) appear to be reasonable, a closer
examination reveals a further problem. We recall that the asymptotic form of the
energy and integral scales were constructed on the basis of the invariant/30, related
to the form of the energy spectrum near zero wavenumber. Assuming a flow field
starting from isotropic initial conditions (as in our simulations), the forms of the
spectra _O)(k±, k3,t) and _(2)(k±, k3, t) near k = 0 are
• (a)(k±, k3, t) = 27rk±(B0 + O(k)),
• (2)(k±, k3, t) = 27rk±(B0 + O(k)), (28)
where O(k) represents terms which vanish as k = (k_ + k2a)'/2 ---* 0 and Bo is
independent of time. Near k = 0 the similarity forms of the spectra must necessarily
be
_(1)(lhkl, l_kz) _,J 27rlhlk±, _(2)(ih2kA.,l_kz) _ 2?rlh2k± ; (29)
and substituting (28) and (29) into (25) yields
2 h 2vB0 _,(¢_)(l_)2t_, B0_, (_2)(I_)t_. (3O)
Eq. (30) is an important result in that it provides two additional constraints on
the allowed form of an asymptotic similarity state based on the invariant/3o. The
second constraint of (30) can be seen to be satisfied by the LES results, where
° , B0 t (at)  B t (at)(¢2) oc B_t-, (_t) } lh2o¢ , _ ' (31)
However, the first constraint of (30) is widely violated by the LES results due to
the rapid growth in the vertical integral scale:
t , , B_t',(nt)-{ l_= B_d,(£t)_ (32)(_1_)0,Bot-, (_t)i _;o, , ,,
so that
(¢2,)(/_)21[ c¢ Bo(at) _ .
The similarity state in (25a) constructed for ¢O)(k±,k3,t) must thus be in error.
However, the similarity state in (25b) constructed for _(2)(k±, k3, t) may possibly
be correct in so far as the constraint given by the second of (30) is satisfied.
To test the correctness of the similarity state for _(2)(k±, kj,t), we isolate the
troublesome k3 dependence of the spectrum by integrating over k± to obtain the
(usual) one-dimensional spectrum
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• (2)(ka, t) = dk±_(2)(k±, ka, t) ; (33)
and the corresponding similarity state is postulated to be
el (2):_" t) (¢_)l_±(l_ka) (34)3 r_3, =
which using (31), may be written explicitly as
,-r,(2)/_. t)= B_ot-_(f_t) _^(2)_3(k3)^ "ka = B_o tl (f_t)-'l ka (35)Y3 k _3' ' "
Shown in Fig. 4 are the unsealed spectra _2)(ka,t) and the scaled spectra
_(az)(k3, t) obtained from (35). As before, results for both non-zero rotation rates
are shown in the figure. In Fig. 4a the spectra at different times and rotation rates
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FIGURE 6. Time development of _(1)(k±, k3) (Fig. 6a) and _(2)(k±, k3) (Fig 6b)
for ks = 0 and f_ = 1.0. Increasing time is from _ to o----o ; ........ asymptotic
behavior as/ca. --* 0 (Eqn. 29).
,7,(2)[_. t) for the timesare clearly distinguishable whereas in Fig. 4b the spectra "_'s _3,
plotted and both 9t collapse onto a single curve. Together with the previous results
of Fig. 3, we have thus confirmed the complete similarity state of _(2)(ka., k3,t)
given by (25b).
For comparison, the troublesome one-dimensional spectrum _(a)(k3,t) and the
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scaled spectrum corresponding to the assumed similarity form given by (25a) are
shown in Fig. 5. As anticipated from the inconsistency of the assumed similarity
form with the constraint given by the first of (30), the rescaling shown in Fig. 5b
does not collapse £(1)lZ
_a t,,3) onto a single curve.
Thus we have demonstrated spectral similarity for three out of four spectra,
namely g2__)(k±,t), _)(k±, t), and Yaa'(2)/_'t_3,t) are asymptotically similar, whereas
_(1)ti. t) is decidedly not.3 _3,
Further evidence of the anomalous asymptotic behavior of _1) is provided in
Fig. 6. Shown in the figure, for 12 = 1.0, are _(1) (Fig. 6a) and _(2) (Fig. 6b)
as a function of k± for k3 = 0. From (28), the spectra in these figures should
follow the asymptotic form ¢2(1'_)(k±, k3 = O, t) ,,_ 27rk±Bo as k± ---*0. Considering
Fig. 6b, ko(2)(kt, 0, t) decays as one would expect from a decaying three-dimensional
turbulence. The energy at larger values of k± decay more rapidly than the energy
at smaller values, and consequently the peak of the spectrum systematically moves
to lower wavenumbers. The invariance of the form of the spectrum as ka_ _ 0 is
respected. The spectrum _(1)(k±, 0, t) shown in Fig. 6a, however, behaves much
differently. A strong increase in the energy at small values of k± is clearly evident.
The invariance of the spectrum as k± ---* 0 is a rigorous result, yet appears to
be irrelevant to the time-development of this spectrum. It is important to note
that the spectrum _(1)(k±,O,t) corresponds to two-dimensional, two-component
motions, and what we are observing in Fig. 6a is apparently a reverse cascade of
energy from small to large scales, well-known within the context of two-dimensional
turbulence. The existence of a reverse cascade may be the reason why a similarity
state based on the invariance of the low wavenumber coefficient does not develop
for the _(1) spectrum. The establishment of a two-dimensional reverse cascade
is an important feature of three-dimensional turbulence in a rotating frame, and
obviously requires a deeper understanding than we have achieved thus far. Other
recent investigations (Bartello et al. 1994; Hossain 1994) have also confronted this
very question, although from a different perspective than the present work.
Finally, the strong reverse cascade of energy of the two-dimensional, two-compo-
nent motions has interesting implications as to the asymptotic structural evolution
of rotating homogeneous turbulence. The reader is referred to Cambon, Mansour &
Squires (1994) (contained in this proceedings) for further discussion of these issues.
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Anisotropic structure of homogeneous
turbulence subjected to uniform rotation
By C. Cambon 1, N. N. Mansour 2 AND K. D. Squires 3
Large-eddy simulation results are used to investigate the development of anisotro-
pies and the possible transition towards a quasi two-dimensional state in rotating
turbulence at high Reynolds number. The present study demonstrates the existence
of two transitions that are identified by two Rossby numbers. The first transition
marks the onset of anisotropic effects and corresponds to a macro Rossby number
Ro L (based on a longitudinal integral length scale) near unity. A second transition
can be defined in terms of a lower bound of a micro-Rossby number Ro '_ also near
unity (defined in this work as the ratio of the rms fluctuating vorticity to background
vorticity) and corresponds to a continued development of anisotropy but with an
increasing emergence of those indicators based on the pure two-dimensional com-
ponent of the flow, e.g., integral length scales measured along the rotation axis.
Investigation of the vorticity structure shows that the second transition is also
characterized by an increasing tendency for alignment between the fluctuating vor-
ticity vector and the basic angular velocity vector with a preference for corrotative
vorticity.
1. Introduction
Turbulence plays an important role in the performance of many engineering sys-
tems where the mean flow is dominated by rotation, technologically relevant exam-
ples include the flow in turbomachines as well as reciprocating engines with swirl
and tumble. The difficulty in evaluating the performance of these systems is due
primarily to their complex nature and to the poor performance of turbulence models
used for prediction of the flow fields encountered in these systems. The principal
reason for deficiencies in turbulence modeling of rotating flows is in turn related to
the fact that mean rotation has an indirect and subtle effect on quantities such as
the turbulence kinetic energy and its dissipation rate, i.e., mean rotation does not
appear explicitly in the transport equations for either quantity. However, account-
ing for system rotation is crucial since it alters the nonlinear interactions among
turbulent scales. Thus, a better understanding of the effects of system rotation on
turbulent flows is needed to properly guide the development of turbulence models.
A flow particularly well suited for increasing our fundamental understanding is ro-
tating homogeneous turbulence since the effect of system rotation can be examined
1 Ecole Centrale de Lyon, France
3 NASA-Ames Research Center
3 The University of Vermont
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independent of other complicating influences such as mean gradients, body forces
(other than the Coriolis force), wall effects, or organized structures. A topic central
to studies of rotating homogeneous turbulence is the generation of anisotropy by
background rotation and possible transition towards a quasi two-dimensional state.
Important in this regard is that it can be shown that the initial breaking of isotropy
arises ultimately from nonlinear interactions which are modified by system rota-
tion (Cambon & Jacquin 1989). Thus, the range of Reynolds and Rossby numbers
for which anisotropy will develop is not easily predicted. Furthermore, the typical
measures used to describe anisotropy, e.g., that of the Reynolds stress and length
scales, require a detailed two-point approach which should also include angular de-
pendence of the distribution of the energy density in wave space. It is also important
to emphasize that the Taylor-Proudman theorem cannot predict a transition from a
three-dimensional to a two-dimensional structure at zero Rossby number, but only
shows that the 'slow manifold' (i.e., the manifold which is unaffected by the linear
'rapid' effects of rotation or inertial waves) is the 'two-dimensional manifold' (see
Proudman 1916, Cambon, Mansour & Godeferd 1994).
Insight into the development of anisotropie features in rotating turbulence was
examined using direct numerical simulation (DNS) and large-eddy simulation (LES)
by Bardina, Ferziger & RogaUo (1984). They found that anisotropy is primarily re-
fleeted by the integral length scales whereas the Reynolds stress tensor remained
quasi-spherical. Bardina et al. did not address, however, the underlying anisotropie
spectral shape nor the relevant parameter regime for anisotropy development. Sev-
eral investigators have used both theoretical and experimental approaches (Jaequin,
Leuehter & Geoffroy 1989, Cambon & Jacquin 1989, and Jaequin, Leuchter, Cam-
bon & Mathieu 1990) to investigate anisotropie effects in rotating turbulence, in-
eluding a non-isotropie spectral description by Cambon (1982) which provided fur-
ther insight into characterizing the key anisotropy indicators and the relevant pa-
rameter ranges over which anisotropic effects would develop. These studies showed
that the most important indicators are expressed using the integral length scales
with vertical (along the basic rotation axis) separation and vertical or horizon-
tal velocity components. These previous works also support the conjecture that
anisotropy in rotating turbulence is triggered when a maero-Rossby number Ro L
becomes smaller than unity. An optimal collapse of measurements was obtained by
defining Ro L as
Ro L =
2_3L_ (1)
where _3 is the angular velocity of the rotating frame (without loss of generality
we choose the vertical direction x3 along the rotation vector and in what follows
we shall drop the subscript from the definition, i.e., _ = _3), ui is the velocity
fluctuation, and () denotes statistical averaging. The integral length scales are
defined using the two-point correlation
Li' = f° (u (x't)ui(x + rn, t))gr(ui(x, t)uj (x, t)) (2)
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where no summation is implied in the above definition and n is the unit vector in
the direction referred to by the superscript n.
Evidence of a second transition in the development of anisotropic features in
rotating turbulence has come mainly from computational approaches, both DNS
as well as EDQNM, where high rotation rates are more easily attained than in
laboratory experiments (e.g., see Mansour, Cambon & Speziaie 1991a,b). The sec-
ond transition corresponds to the lower limit of an intermediate range of Rossby
numbers in which nonlinear, and therefore the non-isotropic, effects of rotation are
statistically insignificant. It is conjectured that the second transition occurs when a
micro-Rossby number Ro x ,,, u'/(2_,_) (based on a Taylor microscaie A) is smaller
than 1. For Ro A < 1 non-linear interactions are negligible, e.g., nearly zero deriva-
tive skewness, and the flow can be accurately predicted using Rapid Distortion
Theory (RDT). It is important to point out that the RDT solution cannot lead to
the development of anisotropy, e.g., Speziale et al. (1987) have shown that starting
with an initially isotropic flow, the flow remains isotropic under very rapid rotation.
Mansour et al. (1991c) have shown that while rotation will change the anisotropy of
the Reynolds stress tensor due to the scrambling effects of rotation, it does not lead
to the generation of new anisotropy. It should also be pointed out that one can pre-
dict a reduction of the dimensionality, which is part of the anisotropy development
(Cambon & Jacquin 1989), of rotating turbulence by consideration of resonant tri-
ads selected at very low Rossby number (Waleffe 1991). However, it is not possible
to predict the range of Rossby numbers over which the reduction may occur nor the
measure of the manifold of resonant triads relative to all possible triads using this
approach. Since the Taylor microscale can be defined from different components in
anisotropic turbulence, similar to the integral length scales, it is more convenient
to mark the second transition using a micro-Rossby number defined in terms of the
vorticity
Row_ (3)
2_
where wi = eijku_j. Note that Ro A and Ro '° are proportional since w' _ C/_.
Based upon the summary presented above, there exists evidence to support the
simple scheme of an intermediate range of Rossby numbers over which arfisotropies
in rotating turbulence will develop. This range is marked by a macro-Rossby number
close to 1 (where the macro-Rossby number is based on "vertical" quantities) for the
upper bound and a micro-Rossby close to 1 for the lower bound. The intermediate
range of Rossby numbers involves the Reynolds number through the ratio L/_
and is also consistent with the classical use of an 'Oszmidov scale' (Jacquin et
al. 1989). The Osznfidov scale for rotation car_ Be defined by Lo = (_/(2_/)3) _/2
(see also Zeman 1994) where the Brunt-W_is_ frequency has been replaced by
the basic vorticity 2_ so that Lo characterizes the smallest scale up to which the
rotation is acting. A value of the macro-Rossby number nearly 1 corresponds to an
Oszmidov scale close to the integral length scale Lo = L, whereas the micro-Rossby
number close to unity corresponds to an Oszmidov scale near the Kolmogorov scale
Lo = _. Hence, the intermediate range of Rossby numbers can be linked to the
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largest (L .., k3/e/e) and the smallest length scales (77= (v3/e) 1/4) having physical
relevance in homogeneous turbulence.
While the majority of previous work has provided evidence of two transitions in
the development of anisotropy in rotating turbulence, there exists no previous work
in which both transitions are evident in the same experimental case or computational
run. It is difficult in experiments to obtain large enough rotation rates to observe
the second transition while previous computations have not had statistical samples
large enough to observe the first transition. An additional difficulty associated with
DNS is that the Reynolds number range achievable in DNS prohibits a detailed
examination of the generation of anisotropy arising from non-linear interactions
since molecular viscosity effectively drives the flow to the RDT limit before non-
linear effects become significant. Thus, the most viable approach for examining
anisotropy development is simulations performed at high Reynolds numbers using
large-eddy simulation. Relevant in this regard is the recent LES study by Bartello,
M6tais and Lesieur (1994). Bartello et al. examined the structural evolution of
initially isotropic turbulence subjected to uniform system rotation and observed
a single transition marking the generation of anisotropy. The transition in their
work occurred around Ro" ._ 1 (referred to as the second transition above) with
significant anisotropy developing only for Ro" < 1.
Therefore, the primary motivation of the work presented in this paper has been
to provide a detailed examination of the evolution of statistical and structural
anisotropy indicators in rotating homogeneous turbulence at high Reynolds num-
bers. Especially important to this work are simulations of rotating homogeneous
flows in which the intermediate range of Rossby numbers is achieved, i.e., Ro L < 1
and Ro '_ > 1 in order to permit observation of all possible transitions. Of further
interest in this work is examination of the underlying structure of the vorticity field
as anisotropy develops. Evidence exists of a tendency for alignment of the vorticity
along the rotation axis with a preference for alignment of corrotative (i.e., parallel
or cyclonic) vorticity compared to contrarotative (i.e., antiparallel or anticyclonic)
vortices (e.g., see Bartello et al. 1994).
An overview of the LES database used in this work is presented in §2, including
time development of measures of the anisotropy and examination of the vorticity
structure using a joint pdf of the cosine of the angle between the x3-component
of the vorticity vector and background rotation vector with the local micro-Rossby
number w,wi/(2fl). Discussed in §3 is the anisotropy 'shape', i.e., interpretation of
the 'cigar type' of covariance matrices for both the velocity and the vorticity field,
using extensively the concepts of 'directional dependence' and 'polarization' (Cam-
bon, Jacquin & Lubrano 1992) or, almost equivalently, those of 'dimensionality'
and 'componentality' (Reynolds & Kassinos 1994). The relevance of a classic cen-
trifugal instability for predicting the asymmetry of the vorticity structure in terms
of corrotative and contrarotative vortices is discussed, together with a summary of
the work from this study, in §4.
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2. Database overview and simulation results
_.1. I,ES database
In this work a pseudo-spectral method was used to integrate the filtered Navier-
Stokes equations for an incompressible fluid in a rotating reference frame. The
formulation uses an implicit treatment of linear rotation terms which allows exact
integration of the rapid distortion equations (Rogallo 1981, Mansour et al. 1991a).
Subgrid-scale stresses were parameterized using a spectral-eddy viscosity (Kraich-
nan 1976, Chollet & Lesieur 1981) modified for rotating turbulence (see Cambon,
Bertoglio & Jeandel 1981 and Squires, Chasnov, Mansour & Cambon 1994). Use of
a subgrid-scale model yields a third relevant Rossby number
/E(ko, t)k 
= Y (4)
referred to as the cut-off Rossby in this manuscript (kc is the cut-off wavenumber and
E(k, t) the classic shell-averaged energy spectrum). Since the molecular viscosity
was dropped from the Navier-Stokes equations, the simulations can be considered
to represent asymptotically the dynamics at infinite Reynolds number.
The computations were performed using an elongated domain in which the verti-
cal dimension is four times the horizontal length. This geometry and the isotropic
initial data were carefully optimized in order to permit the development of the
ftow without disturbing statistical symmetries. This is especially important in the
present work since the initial three-dimensional isotropy is broken only by nonlin-
ear dynamics. Care was also exercised in order to insure that the length scales
remain small compared to the size of the computational box. Four datasets were
used in the course of this work: the first case (referred to as DO) was obtained at
a resolution of 64 × 64 × 256 collocation points and rotation rate of 0.1. Case DO
was used primarily as a means of obtaining preliminary structural results but also
permits examination of the effect of resolution. The other cases, referred to as D1,
D2, and D3 for computations performed using rotation rates of 0.1, 0.5, and 1.0,
respectively, were performed using resolutions of 128 x 128 x 512 collocation points.
The reader is referred to Squires, Chasnov, Mansour & Cambon (1993, 1994) for
additional details concerning the simulations.
2.2. Statistical evolution
Shown in Fig. 1 are the time histories of the three relevant Rossby numbers Ro L,
Ro _, and Ro ,g for Cases DO and D1 (Fig. la), Case D2 (Fig. lb), and Case D3
(Fig lc). The time axis in Fig. 1 has been made dimensionless by the initial eddy
turnover time. It is evident from the figure, especially for Cases DO and D1, that
the initial value of any Rossby number is large enough to ensure that the rotation
has an initially weak influence and that there is adequate time for development of
triple correlations as in non-rotating turbulence. We find that as in previous DNS
and experimental studies, the value of the macro- and the micro-Rossby numbers
decrease with time. Eventually, the intermediate range of Rossby numbers, i.e.,
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Ro L < 1 and Ro" > 1, is attained during the simulation. Fig. la shows that the
intermediate range is maintained for more than a decade for Case D1, ending at
approximately the final time of the calculation. In addition, the results in Fig. 1
also show the effect of resolution (Cases DO and D1) as well as a portion of the
calculation occurring after the second transition (Cases D2 and D3).
To test the validity of computing statistics using only the large scales in an LES
computation, Chasnov (1994) assumed that an inertial range extends towards infin-
ity after the cut-off wavenumber. Chasnov found that this extension of the spectrum
yields relatively small corrections to the values of the kinetic energy and the integral
length scales as compared to computing these values from the resolved scales. Thus,
computing the macro-Rossby number using data from only the resolved scales does
not present any theoretical or practical difficulties. Because the smallest scales of
motion are not represented in large-eddy simulation, however, the definition of a
micro-Rossby deserves additional discussion. It is worth noting that an extension
of the spectrum past the cut-off wavenumber to account for the unresolved scales
will result in a divergent vorticity field; therefore, this approach cannot be used to
define a micro-Rossby number. Thus, in this work the micro-Rossby number shall
be defined using the vorticity field from the resolved scales, yielding an effective Ro"
in the same way as the use of an eddy viscosity in LES yields an effective Reynolds
number.
Note that it is also possible to define a pseudo-Reynolds number Re* based on the
resolved scales as the ratio between the macro-and the micro-Rossby numbers in
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FIGURE 1B - C. Rossby number development.
RoL; .... RoW; ........ RoSg.
Case D2 (b) and Case D3 (c):
agreement with the isotropic relationship, i.e., Re* = k2/(ve) = (2/3)(Ro'_/RoL) 2.
The time development of Re* is presented in Fig. 2. As opposed to the behavior
observed in DNS and experiments, Re* increases with elapsed time since the integral
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300O
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length scale continually increases while the resolved Taylor microscale (or A 0¢ u'/w')
tends to be blocked by the cut-off scale 2r/kc. The latter behavior is consistent
with the nearly equivalent values of Ro w and Ro °g, with the exception of very early
times in the development (Fig. 1). Some discrepancies between Cases DO and D1
shown in Fig. la illustrate the effect of the resolution: Ro" and Ro °_ are shown to
be nearly equal during the entire time development only at the finer resolutions.
Of the various statistical measures of anisotropy, the measure most widely uti-
lized in previous investigations has been that of the Reynolds stress, i.e., bii =
RIJRu - 6ii/3, where R/j = (uiu.i). Note that there is only one component rel-
e'cant in the semi-axisymmetric configuration created by rotation, ba3 = bij_n )-,
since bll = b22 = -b_3/2 and the off-diagonal components are zero. Fig. 3 shows
the evolution of the Reynolds stress anisotropy_-a function of time for the three
high resolution cases considered. We find a mild positive maximum value of about
0.06 which is consistent with a 'cigar-type' shape (i.e., elongation in one direction)
for the Reynolds stress tensor with a ratio of horizontal and vertical principal com-
ponents -_-((u_) + (u_))/(u_) about 0.7-0.8. A very good collapse of the 3 cases (D1,
D2, D3) is demonstrated in Fig. 4 in terms of the macro-Rossby number and the
anisotropy does indeed appear to be triggered around Ro L = 1. A si_i_ collapse,
and further confirmation of the first transition, is found using the vorticity ratio
_((w_) + (w_))/(w_). In order to provide an anisotropy measure for the vorticity
in agreement with the one used for the velocity, the component b]'3 of the vorticity
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is plotted in Fig. 5. We find that the vorticity tensor exhibits the same type of
anisotropy shape ('cigar-type') as the Reynolds stress tensor.
0.15-
F]GURE 5.
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\',
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0.05 - _,_:::..""
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Development of vorticity anisotropy b_'s as a function of the macro
Case D2; ........ Case D3.
Similar anisotropy is also found using the most relevant integral length scales,
L33s and L_x + L_2 = 2L_1 (Fig. 6). An anisotropy measure of the integral length
scales can be defined as
2 3 2 3
bL = (ux)L1x+ (u2)L22 1 (61
based on a true tensor of '2D-energy components' E_j = (uluj)L_j (Cambon 1990).
The quantity b L is shown in Fig. 7 and is also consistent with the results observed
in Figs. 4-6.
Finally, it is interesting to note that the slight plateau exhibited in Fig. 3 and
Fig. 4 is consistent with the blocking of nonlinear anisotropic effects previously
observed in DNS and EDQNM computations after the second transition Ro" ,,, 1.
However, the fact that the anisotropy reflected by the vorticity ratio and the integral
length scale ratio continues to increase after the second transition (Ro w < 1) is
surprising and requires further investigation.
_.$. Vorticity structure
The arfisotropy reflected by the Reynolds stress tensor and the vorticity corre-
lation tensor has motivated a refined structural analysis. The joint-probability of
cos ot = ws/w and of the local Rossby number, _/2_, is plotted for different
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FIGURE 8. Joint pdf of local Rossby number and cosine of the angle between
vertical vorticity and vorticity magnitude for Case D2, tit(O) = 13. Contour levels
drawn between 0 and 8 with an interval of 0.4.
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FIGURE 9. Joint pdf of local Rossby number and cosine of the angle between
vertical vorticity and vorticity magnitude for Case D2, t/r(0) = 48. Contour levels
drawn between 0 and 8 with an interval of 0.4.
times in Figs. 8 through 11. The x-axis represents binning in terms of the cosine
of the angle between the rotation axis and the vorticity vector. Values of the co-
sine equal to -1 represent contrarotative or antiparallel eddies, values of the cosine
equal to 1 represent corrotative or parallel eddies. The use of the cosine of the angle
rather than the angle itself ensures equal probability of occurrence in any bin. The
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FIGURE 10. Joint pdf of loc_ Rossby number and cosine of the angle between
vertical vorticity and vorticity magnitude for Case D2, tlr(O) = 109. Contour levels
drawn between 0 and 8 with an interval of 0.4.
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FIGURE Ii. Joint pdf of local Rossby number and cosine of the angle between
vertical vorticity and vorticity magnitude for Case D2, tit(O) = 1168. Contour
levels drawn between 0 and 8 with an interval of 0.4.
y-axis represents binning in terms of the local micro-Rossby number, and because
f_ is uniform, it is also a measure of the magnitude of the vorticity fluctuation.
Fig. 8 corresponds to the beginning of the intermediate range (Ro L = 1, Ro _ = 8,
see Fig. la) and the horizontal layering reflects a complete isotropy at a very fine
level (statistical equidistribution of the orientation of the vortices). At smaller Ro _
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ranging from 2 to 1 (Figs. 9 to 11), the distribution shows a distinct tendency for
the vortices to be increasingly aligned with the basic rotation axis. The distribution
exhibits two peaks near cos a = 1 and cosa = -1 with a preference of corrotative
eddies (cos a = 1) clearly exhibited in the distribution. This finding is consistent
with that previously observed by Bartello et al. (1994) that corotating vorticity
tends to become the dominant vorticity in the flow.
3. Interpretation of the anisotropic structure
27.1. Velocity and vorticity field_
The development of anisotropy can be easily argued for most homogeneous flows
based upon the type of mean deformation. For instance, the anisotropy created by a
distorting duct can be interpreted as follows: in the direction of maximum stretching
(chosen as x3 for sake of discussion), the vorticity is elongated so that the intensity
of vortices is reinforced in accordance with conservation of angular momentum and
(w_) becomes dominant with respect to other (horizontal) principal components.
In this case the covariance (wiwj) assumes a 'cigar type' shape under the influence
of the mean strain. Because of the more rapid rotation of the eddy in the plane
normal to the axis of stretching, the velocity components orthogonal to the x3 axis
will become larger, creating a 'pancake type' shape for the tensor (uiuj), i.e., two
dominant components relative to a third weak component. The interesting feature
of the rotating flow, however, is that both the single-point covariance matrices of
the velocity and vorticity field possess a 'cigar type' shape. This is a very specific
feature not observed in other anisotropic flows subjected to mean deformation and
in turn motivates a more refined interpretation than can be obtained from Figs. 3-5.
The specific anisotropy created by rotation through non-linear interactions can
best be described using a two-point approach, or at least a single-point approach
that carries information about both the 'dimensionality' and 'componentality' of
the flow. For this purpose it is convenient to utilize spectral variables (e, Z, h) that
completely characterize the double correlations at two points for any homogeneous
anisotropic field. These three variables are invariants of the flow: the energy, e, the
polarization anisotropy, Z, and the helicity, h, and correspond to double correlations
of the two components (or helical modes intensities) in the plane normal to the
wave vector k (see Cambon & 3acquin 1989 for a complete discussion). In the semi-
axisymmetric configuration created by rotation through nonlinear effects, only e and
Z are relevant and they depend only on the wavevector modulus k and on the cosine
of the angle between k and fl, i.e., cos0k = k3/k. It is important to note that e is
a three-dimensional energy spectrum (e cx _(_i)) but is not spherically averaged.
Thus, the difference between e and the spherically averaged value, i.e., e(k, cosOk)-
E(k)/(47rk2), characterizes a directional anisotropy. The complex scalar Z gives
at fixed k the difference of the two nonzero principal components of (ff_j) as its
modulus, [Z[, and the orientation of the related principal axes as its argument.
Thus, Z characterizes a polarization anlsotropy. The transport of these quantities
is governed by
0
(-_ + 2vk 2) e(k, ka/k, t) = T'(k, ka/k, t) (7a)
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and
(-_ + 2vk 2 + 4if_ ) Z(k, k3/k,t) = TZ(k, k3/k,t) (7b)
which describes the dynamics in the presence of rotation with an exact separation of
contributions from linear (or rapid) terms on the left hand sides and of contributions
from nonlinear terms on the right hand sides. The terms T e and T z are spectral
transfer terms that involve cubic correlations. In an LES calculation T e and T z
may be replaced by (T" - 2v,_k2e) and (T z - 2v, gk2Z), so that v is replaced by v,g
in (7), whereas T (') denote the resolved transfer terms.
One of the primary advantages of the decomposition into the invariants e and
IZt is that the spectral tensor of double correlations, vorticity as well as velocity, at
two points can be expressed in terms of e and Z in a fixed frame of reference. Any
single-point tensor obtained by subsequently integrating in wave-space can then
be split into a pure (three-dimensional) isotropic contribution (from E/(47rk2)), a
contribution from the directional anisotropy (e - E/(4rrk2)), and a contribution
from the polarization anisotropy Z. For convenience this splitting is applied to the
Reynolds stress tensor,
Rij = q2 (_-_ + bi_ + bi_) (8)
and to the tensors introduced by Reynolds & Kassinos (1994), i.e., the dimension-
ality structure tensor
and the circulicity tensor
Fij = q2 (_-_ + bi_ -bi_) . (10)
The superscripts e and z in (8)-(10) denote contributions from e - E/(4_rk 2) and
from Z, respectively. The dimensionality tensor
Ouk (lla)/ 0¢k 0¢k with V2_bi = -wi = -eijk-OxjOij = \ _xi Oqxj
is equivalently defined by
Dij f kikj= 2-_--e(k, t)d3 k (llb)
and displays the directional dependence of the spectral distribution of energy. It is
clear from (9) and (11) that 'directional dependence' and 'dimensionality' are similar
concepts. Eq. (8), however, shows that the 'componentality' of the Reynolds stress
tensor (denoted by its deviatoric part bij) results from additive contributions from
'dimensionality' (or 'directivity') bi_ and from 'polarization' biZ#. The circulicity
tensor Fij = (¢i.kCj.k) characterizes the contribution from the largest scales to
412 C. Cambon, N. N. Mansour gJ K. D. Squires
g,
Y_
g,
0.10
0.05-
0,00-
-0.05
-0.10
(a)
I
0 16oo 2000 3000
tIT(O)
7,
Y_
.g
0.08
0,06-
0,04"
0.02-
0.00
(b)aS"
I
, _ i *1,,, I ]
101 102 103
tit(O)
-0.02 ................
10-1 10° 104
FIGURE 12. Reynolds stress anisotropy for Case D1, intermediate range of Rossby
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the vorticity covariance matrix since it is obtained by integrating (_,_j)/k 2 (see
Eq. 11a). It is also worth noting that the 'directional dependence' of Fij is exactly
the same as that of the Reynolds stress tensor whereas its 'polarization' is exactly
the opposite.
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Shown in Fig. 12a (linear time axis) and Fig. 12b (logarithmic time axis) are
the relevant anisotropy indicators in semi-axisymmetric turbulence, i.e., b33 and
components b_3 and b_3, computed using (8), (9), and (llb) for Case D1. The
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strong dominance of b_3 relative to b_3 demonstrates that the 'slow' effect of rota-
tion is mainly a 'dimensional' one. This is further supported by the observation
that the spectral density of energy tends to concentrate in the wave-plane k3 = 0,
i.e., the pure two-dimensional manifold, since a complete concentration at k3 = 0
corresponds to a vanishing of vertical variability in physical space (see Squires et
al. 1993). If a pure two-dimensional/three-component (2D-3C) state was reached,
D3a/q 2 would be zero according to (11) so that b33 "_ b_3 would be equal to 1/6.
It is also important to remark that the contribution from the 'polarization' indi-
cated by a slightly negative value for b_3 in Fig. 12 is not insignificant. For example,
the RDT solution, through scrambling effects by inertial waves, modifies the angle
of polarization through a (k3/k)-dependent angle of rotation (2fltk3/k) so that the
contribution from Z is 'killed off' on average by linear effects and, hence, b_3 ,,, 0.
However, inertial waves cannot affect Z in the slow manifold k3 = 0 where Z is real
and the polarization discriminates contributions to vertical velocity components
e + Z from contributions to horizontal velocity components e - Z. The quantity
e - Z at k3 = 0 is precisely the two-dlmensional/two-component mode since it con-
tributes only to the horizontal velocity field in the slow (two-dimensional) manifold
and k_(e - Z) contributes only to the vertical vorticity component. Accordingly
e + Z at k3 = 0 is the 2D-3C mode in the slow manifold, which only contributes to
the vertical velocity component, whereas k2(e + Z) contributes only to horizontal
vorticity components. The dynamics of these two modes of the slow manifold are ac-
counted for in physical space through products of integral length scales and related
Reynolds stress components (e.g., Eq. 6) but are weakly reflected by single-point
velocity or vorticity correlations obtained by averaging over all angles in spectral
space. In any case, examination of contributions from only the slow manifold would
indicate that the weak negative value of b_3 may characterize a tendency of the
velocity field to be rather horizontal and of the vorticity field to be rather vertical.
For the vorticity correlations the 'cigar type' shape created by the 'dimensionality'
for the circulicity tensor is slightly increased by polarization (since b_3 - b_3 > b_3)
according to (9), whereas the 'cigar type' shape of the Reynolds stress tensor is
slightly diminished since b_3 + b_3 < b_3. However, it is important to also note that
the 'dimensionality effect' is not balanced by the 'polarization effect'. In addition,
the latter effect can be interpreted as a 'componentality effect' but restricted to the
slow manifold where inertial waves cannot destroy it.
It is further interesting to examine b33 and its contributions from e and Z for
Cases D2 and D3. The development shown in Figs. 13 and 14 are consistent with
the previous discussion for Fig. 12 but also clearly suggest that the only significant
contribution from Z is obtained after the second transition in accordance with the
location of Ro _' = 1 (cf. Fig. lb and Fig. lc). The stabilization of b33 at early times
following the second transition is due to the balanced increase of b_3 and decrease
b_3. For increasing time past the second transition it is also clear from Figs. 13 and
14 that the behavior of b33 is driven by the increasingly negative value of b]3. It
is possible that for longer evolution times b33 may become negative, indicating a
two-dimensional/two-component state of the Reynolds stress tensor. However, it is
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difficult to confirm this tendency even in high resolution LES since the imposition
of periodic boundary conditions will have an adverse effect on the overall evolution
of the flow.
Finally, the three cases are plotted in Fig. 15 in terms of Ro L. The collapse of the
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data for the three cases is remarkable and demonstrates that the findings discussed
for Case D1 apply to the other two cases as well. Furthermore, the results in
Fig. 15 also show that the macro Rossby number is the key parameter determining
the state of the turbulence. The onset of anisotropy is clearly indicated for Ro L < 1
while a second transition occurs at approximately Ro L < 0.1 which corresponds to
Ro W < 1.
Analogous quantities to the anisotropy measures of the velocity field shown in
Fig. 15 have been plotted in Fig. 16 for the vorticity field. These quantities were
h(k_) h(k_) yields b_3, i.e., thecalculated using a k2 weighting factor so that v33 - _33
anisotropy of the single-point vorticity correlation tensor. The relative role of Z
(or polarization) in the development of the anisotropy is weak compared to the
contribution due to the role of e (i.e., dimensionality). This is a reflection of the
concentration of energy around k3 = 0. As was also observed for the velocity, the
collapse of the vorticity anisotropy for the three cases in terms of the macro Rossby
number is again remarkable. In this case the first transition is clear while the second
h(k 2z)is marked by a change in the slope of v33 •
Finally, it is again worth noting that the 'cigar-type' shape created by the pure
h(k2e)
'dimensionality' effect (b_3 > 0, _33 > 0), has nothing to do with a tendency of
the velocity vector or the vorticity vector to be aligned with the rotation vector.
The relative concentration of spectral energy at k3 = 0 corresponds to a lack of
energy about "vertical" wavenumbers k (i.e., nearly aligned with the rotation axis).
The contribution of these modes at "vertical" wavenumbers is to horizontal velocity
or vorticity components since fi and _ are normal to k. In other words, b_3 > 0
(and h(k2')
_a3 > O) characterize the lessening of dimensionality in the presence of the
incompressibility constraint.
4. Summary
The relevance of two threshold Rossby numbers which delineate anisotropic ef-
fects in rotating turbulence has been demonstrated using the database from high-
resolution LES at asymptotically high Reynolds numbers. Anisotropy created by
background rotation can only be initiated by nonlinear interactions and is triggered
when a macro-Rossby number becomes smaller than 1. An excellent collapse of the
main anisotropy indicators was demonstrated in terms of the macro-Rossby number.
The second transition corresponding to a micro-Rossby number Ro w close to 1
was found in previous experimental, EDQNM, and DNS results as the beginning of
the shut-off of the energy cascade indicating that non-isotropic, non-linear effects
were frozen. In the LE$ results used in this study, a second transition is indeed
observed for Ro _ < 1 but represents a reorganization of the anisotropy rather than
a stabilization. The description of this complex anisotropic structure has motivated
a detailed analysis of the 'dimensionality' and 'polarization' effects of steady system
rotation. These effects can be summarized by considering a rectangular domain in
spectral space where Ik3/kl is plotted on the vertical axis and k on the horizon-
tal axis (Fig. 17). The domain can be separated horizontally in a narrow band
Ik3/k] < es << 1 near k3 = 0 (the slow manifold denoted 's') and the remaining
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upper band (denoted 'w') where the scrambling effect of inertial waves are present.
The spectral domain can be further subdivided into three bands of wavenumbers
that characterize the largest scales (L), the energetic scales (u), and the vorticity
scales (w). The six sub-domains corresponding to these divisions are denoted as
_1 _1 D _D'_,D_,D,.,,Dz,,D,,, _ in Fig. 17. The first transition is characterized by the
beginning of a lessening of dimensionality and concentration of energy towards the
slow manifold in agreement with b_3 > 0 (which characterizes an angular drain
of energy from D_ to D_) and b(*%) > 0 (which characterizes an angular drain
of energy from D_ to D_). Polarization, or componentality, only affects the slow
manifold and is reflected by bL > 0 (which characterizes D_,). When the Rossby
number is in the intermediate range (Ro L < 1 and Ro" > 1), the polarization
indicators b_3 and b_ka%) remain weak so that the global anisotropy reflected by
b33 and b_'3 is an almost pure dimensional effect. After the second transition, the
polarization effect in the slow manifold seems to emerge not only in D_,, but also in
D,] through b_3 < 0 so that b33 = b_3 + b_3 results from opposite 'dimensional' and
h(k2e) _ h(k_z)
'polarization' effects. Nevertheless, the vorticity anisotropy b_s = vss vss con-
I'(k%) Such a patterntinues to be essentially due to the dimensional contribution _33 •
may correspond to opposite values of the polarization anisotropy in the domains
D_ (Z < O--* bL > O), D_, (Z < O _ b_3 > O) and D_ (Z > O).
An analysis of the vorticity structure was performed by means of a joint-pdf repre-
sentation of the cos a = w3/w and the local Rossby number _/(2f_). The second
transition (Ro" _ 1) is shown to be characterized by a tendency of the vortices to
be aligned with the basic rotation vector with an increasing dominance of corrota-
rive eddies. This last result could be explained by a classical Bradshaw-Richardson
stability criterion (Bradshaw 1969), also consistent with Rayleigh centrifugal crite-
rion, at least for values close to zero absolute vorticity t.Oi "+" 2_"_i = 0 or zero tilting
vorticity _0ai + 2ill, as discussed by Cambon et al. (1994a). These results for the
vorticity structure are also in qualitative agreement with those of Bartello et al.
(1994). However, in the present study this is a side effect and not the main source
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of the anisotropy. The fact that the maximum value of ws/(21_) is nearly the same
as Ro '° is consistent with the fact that the componentality effect (with corresponds
to a polarization effect in the slow manifold) has a relatively weak effect on the
structure of the vorticity field. Statistically, the 'cigar type' shape of the vorticity
correlations tensor mainly reflects the pure dimensional effect.
It should also be noted that anisotropic trends would be blocked for Ro w < 1,
except for quantities only dependent on the slow manifold (e.g., bL), in accordance
with a shut-off of the energy cascade if viscous effects were present in the simulations.
The reorganization of the anisotropy (especially as reflected by b_3 in the Reynolds
stress as well as in the circulicity tensor) after the second transition is only allowed
in the absence of dissipation.
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Single point modeling of rotating turbulent flows
By A. H. Hadid 1, N. N. Mansour 2 AND O. Zeman s
A model for the effects of rotation on turbulence is proposed and tested. These
effects which influence mainly the rate of turbulence decay are modeled in a modified
turbulent energy dissipation rate equation that has explicit dependence on the mean
rotation rate. An appropriate definition of the rotation rate derived from critical
point theory and based on the invariants of the deformation tensor is proposed.
The modeled dissipation rate equation is numerically well behaved and can be
used in conjunction with any level of turbulence closure. The model is applied
to the two-equation k-e turbulence model and is used to compute separated flows
in a backward-facing step and an axisymmetric swirling coaxial jets into a sudden
expansion. In general, the rotation modified dissipation rate model show some
improvements over the standard k-e model.
1. Motivation and objectives
The ability to accurately model the effects of rotation on turbulence has a wide
variety of important applications in rotating machinery and combustion devices.
Many turbulent flows of engineering importance involve combinations of rotational
and irrotational strains. However, turbulence models of the eddy viscosity type
are oblivious to the presence of rotational strains since they depend only on the
mean velocity gradients through their symmetric part (i.e. the mean rate of strain
tensor). The rotation rate, for example, does not explicitly enter the equations for
the turbulent kinetic energy and its dissipation rate, yet evidence from experiments
(Wigeland and Nagib 1978, Jacquin et al. 1990) and from direct numerical simula-
tion (Bardina et al. 1985, Speziale et al. 1987, Mansour et al. 1991) show that the
decay rate of turbulence is reduced by the presence of rotation.
The effects of rotation on turbulence are known to be subtle. They are manifested
through changes in the spectrum of the turbulence caused by nonlinear interactions.
For initially isotropic turbulence, rotation inhibits the cascade of energy from large
to small scales. Zeman (1994) proposed a modified energy spectrum that takes into
account the effects of rotation at high Reynolds number by introducing a rotation
wavenumber, ka = _' below which rotation effects on spectral transfer are
important. Much of the application work in simulating rotating flows have been
conducted using varieties of eddy viscosity models (k-e or k-l) and second order
closure models with modified dissipation rate transport equation to account for
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rotational effects. However, most of these models fail to predict the asymptotic
behavior of the turbulence decay rate in the limits of large rotation rate. The
objectives of this work are to model the effects of rotation using single-point two
equation models and to offer an appropriate definition of the mean rotation rate
that is consistent with the fact that spin is the main cause of reduction in the
dissipation rate.
2. Accomplishments
For incompressible viscous flow with constant properties, the modeled transport
equations for the turbulent kinetic energy, k, and its dissipation rate, e, that are
widely used for engineering applications take the form;
k,t + Ujk,j = Dk + Pk -- e (1)
e,, + Uje,j = D, + P, - @, (2)
where Dk and D_ are the diffusion terms for k and e respectively and are modeled
as
Ok = Y ..1_Yt k,j
where u is the laminar viscosity and vt is the eddy viscosity = C_,k2/e. ak and at
are the ratio of Prandtl to Schmidt numbers and are taken as constants. Pk is the
production term for k given as P_ t i , t= -uiu.iUi,j , where uiu j is the Reynolds stress
term and Ui is the mean velocity in the/-direction.
Assuming that the production of the dissipation rate P_ is proportional to the
production of turbulent kinetic energy Pk, i.e P_ ,_ P_/T where T is the turbulent
time scale given by T = k/e. Similarly assume that the destruction rate of dis-
sipation rate _ is proportional to the turbulent energy dissipation rate term, i.e.
• _ ,._ e/T. The modeled form of the dissipation rate equation becomes
_2
e,t + Uje d = Dr + CI-_ Pk - C2---_ (3)
I I
Due to the symmetry of the Reynolds stress tensor uiuj, the kinetic energy pro-
t tduction term can be written as Pk = -uiujSii, where Sii = (Ui,j + U/,i)/2 is
the mean rate of strain tensor. Therefor it can be seen that the standard dis-
sipation rate, eq. (3), has no explicit dependence on the mean rotation tensor
ftij = (Uij - ULi)/2. It follows that the commonly used modeled dissipation rate
equation can only be affected indirectly by rotational strains through the changes
that they induce in the Reynolds stress tensor.
In order to sensitize the dissipation rate equation to rotational effects, consider
the simple case of isotropic turbulence in a rotating frame. In this case, an initially
decaying isotropic turbulence is described by;
k,,= -e (4)
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• ,, = -C2 (5)
Equations (4) and (5) do not distigulsh the difference between isotropic turbulence
in a rotating frame and in an inertial frame. Models that have a non zero rotational
correction have been proposed by Bardina et al. (1985), for example, for rotating
isotropic turbulence where eq. (5) takes the form
e 2
e, = -c2¥ - Ca e (6)
with C2 = 1.83 and Ca = 0.15.
The above model is able only to accurately predict the reduction in the decay
rate of the turbulent kinetic energy in rotating isotropic turbulence for weak to
moderate rotation rates where the effects are small. However, for sufficiently high
rotation rates and long enough time, the model drastically underpredicts the decay
rate of the turbulent kinetic energy.
Hanjallic and Launder (1980) proposed a model for which the e-transport equation
in rotating isotropic turbulence takes the form
e 2
= -C2-r - C3 2k (7)
e,t /¢
where C_ = 1.92 and C3 = 0.27.
This model predicts unphysical behavior of negative dissipation rate at high ro-
tation rates, thus violating the realizability constraint. Other modifications to the
dissipation rate transport equation have been proposed to account for rotational
strains, e.g Raj (1975) and Pope (1978). Again they fail in one way or another to
account accurately for the rotational effects.
3. Proposed model
In the present work a new model is proposed that accounts for rotational effects
and correctly predicts the asymptotic behavior at zero to inifinte rotation rates.
Consider the dissipation rate equation in rotating isotropic turbulence
with
e"=-( 17+56 a2+la2 ) e2k (8)
a = 0.35Ro -1 (9)
where Ro is the Rossby number defined as Ro -1 = f_k/e. For fl >> 1, C2 = 2.5,
which gives a power law exponent n = 0.6 (in k -_ t -'_) roaching the power law
proposed by Squires et al. (1993) for the asymptotic state of rotating homogeneous
turbulence at high Reynolds numbers.
The experminental data of Jacquin et al. (1990) are used to test the proposed
model. Their experiments consisted of measuring the velocity field and characteris-
tic quantities characterizing the fluctuating field downstream of a rotating cylinder
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containing a honycomb structure and a turbulence producing grid. The coupled
differential equations for k and e describing the effects of rotation on an initially
isotropic turbulence can be written as
k,,= -e (I0)
0_2 _2
These equations were solved numerically using a fourth-order Runge-Kutta inte-
gration scheme. The model predictions (with C2 = 1.7 and C3 = 5/6) are compared
with the experimental data of Jaequin et aL (1990) as shown in Fig. la. The model
predicts well the evolution of turbulent kinetic energy and its decay rate for a wide
range of rotation rates. We have also tested the model for the three Reynolds
numbers measured by Jacquin et al. (1990), and found similar agreement of the
model predictions with the data. We should point out at this point that the value
C2 = 1.7, proposed here for zero rotation rate, is lower than the value convention-
ally used in k-e modeling. We find that with the conventional value of C2 = 1.92
(and C3 = 3/5) the model fails to predict the experimental data (see Fig. lb)
.g
0 0
l0
t
"" °..,.
.
10100 10 i
(a) (t - to) o/ko
lO l
-I
4
10_
(b) (t - to)eo/ko
FIGURE 1. Decay of turbulent kinetic energy. Symbols are the data of Jacquin
et al. (1990), lines are the model predictions, o & _ _ = 62.8 (raxi/s), o &
.... _ = 31.4 (tad/s), " & ........ f_ = 15.7. (a) Model predictions with 02 -- 1.7
and C3 = 5/6; (b) Model predictions with Cl = 1.92 and C3 -- 3/5.
4. Rotation Rate For General Flows
In order to test the rotational correction proposed in eq. (8) to the dissipation
rate equation for general flows where the rotation rate is a function of position and
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in the presence of mean strains, the question arises as to what is the appropriate
definition of the rotation rate, fl?
In most previous studies, the rotation rate or the mean vorticity fl was replaced
by _/_ij_ij/2, where f_j = (Ui,j - Uj,i)/2 is the rotation rate tensor of the mean
flow. However, such definition does not distinguish between a vortex sheet and
a vortex. A definition of a vortex or a region of vorticity (with spin) was given
by Chong et al. (1990) -using the arguments of the critical point theory and the
invariants of the deformation tensor- as a region in space where the vorticlty is
sufficiently strong to cause the rate of strain tensor to be dominated by the rotation
tensor, i.e. the rate of deformation tensor has complex eigenvalues. This definition
satisfies the principle of frame invariance since it depends only on the properties
of the deformation tensor. We shall use it because the reduction in the dissipation
rate is due mainly to the spin that the mean imposes on the turbulence. Consider
the matrix Dij of the elements of the deformation tensor,
D_¢= V_,¢ (12)
which can be split to
Dij = Sij + flit (13)
The complex eigenvalues of D_i are found by solving the characteristic equation
]Dii - A6_j[ = 0, where the A's are the eigenvalues of Dis. For a 3 x 3 matrix, A can
be found from the solution of
)3 + p)_2 + QA + R = 0
where P, Q and R are the matrix invariants and are given by
P = -Ui,i
(14)
(15)
Q = _(p2 _ sijsji - _ij_ji) (16)
1
R = -_ (_p3 + 3PQ - S,jS_kSk, -- 3fl,jf_jkSk,) (17)
For an incompressible flow P = 0 from continuity and the characteristic equation
becomes
,x3+ Q,X+ .R= o (18)
Now if
and,
A=- + -_-+-_-
B= - - -X-+_
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then the three roots of A are;
2 +iA A+B
That is A can have:
(i) all real roots which are distinct when
[(Q/3)3+ (R/2)_] < 0,
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or
(ii) all real roots where at least two roots are equal when
ZeTt_a_
(iii)
[(Q/3) 3 + (R/2) 2] = 0,
or
one real root and a pair of complex conjugate roots when
[(Q/3) 3 + (R/2) 2] > 0.
We shall follow Chong et al. (1990) and define the rotation rate
45
= _()_)= --_--(A- B), when [(Q/3)3 + (R/2) 2] > 0, (19)
= 0 otherwise. It is important to note that for two dimensional Cartesian flows,
the rotation rate defined by Eq. (19) reduces to fl = [X/_, when Q, the determinant
of the deformation tensor matrix, is negative. For pure shear the definition, eq. (19)
yields fl = 0. Conventional models that are calibrated for shear flows, need not be
recalibrated when corrections based on _ are added to the model.
5. Numerical Procedure
For a two-dimensional, incompressible and steady turbulent flow, the Reynolds
averaged momentum, continuity, turbulent kinetic energy and dissipation rate equa-
tions can be written in the generalized form;
(20)
Where r = 1 for Cartesian two-dimensional flow, and y = r for two-dimensional ax-
isymmetric flow. Table 1 gives a summary of the terms in eq. (20) for the dependent
variables solved in the code.
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1 O.
U 2pc
V Pc
W p_
k p + ptlok
Fi, Si
0
Pc
2pc
Pc
p + pt/ok
O°
-OPlax + 11ra( ,,rav/a )/a 
-aPlay + aO,,aVlay)/ay
-pVW/r - W/r a(r , )/ ar
Pk - pe
C_Pke/k - C2pe2 /k
Table 1. Summary of the governing equations, p is the density, F_, and F¢,
are the exchange coefficients in the axial and radial directions respectively, S¢ is
the source term for the variable _. In the table, Pe is the effective viscosity given
as tte --" p + pt, where p is the laminar viscosity and pt is the turbulent viscosity,
fit = Ci, pk_/e.
In the standard k-e turbulence model the constants C_,, Cl, C2, ak and a_ have
the values 0.09, 1.44, 1.92, 1.0 and 1.0 respectively.
In the rotation modified k-e turbulence model, only C2 takes the form given by
eq. (11) i.e, C2 = 1.7 + + 1).
The governing transport eq. (20) is solved using the primitive variables on a
nonstaggered mesh and converted into a system of algebraic equations by integrat-
ing over control volumes defined around each grid point. The SIMPLE pressure-
correction scheme (Patankar 1980) is used to couple the pressure and velocities
and the resulting algebraic equations are solved iteratively. The convective terms
are differenced using a second-order upwind scheme while the diffusion terms are
approximated by a central differencing scheme.The physical domain is discretized
using a non-uniform mesh where grid points are clustered close to the walls.
6. Model Application
The performance of the present model for complicated recirculating flows is
demonstrated through calculations and comparisons with the experimental data
of Driver & Seegmiller (1985) for backward-facing step flows and with the experi-
ments of Roback & Johnson (1983) for a confined swirling coaxial jets into a sudden
expansion.
Figure 2, shows the streamlines for the backward-facing step using the rotation
modified k-e turbulence model. The calculations were performed on a 100x40 grid
points. The computational domain had a length of 50H (H is the step height) and
a width of 9H. The experimental data were used to specify the inflow conditions
for a channel flow calculation where the fully developed profiles at the channel exit
were used as the inlet conditions for the backward-facing step calculations. Fully
developed flow conditions were imposed at the outflow boundary. The standard
wall function approach (Launder & Spalding 1974) was used to bridge the viscous
sublayer near the wall.
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FIGURE 2. Backward-facing step geometry and stream-function contours. The
contour levels were set between (-0.1 and 0.1) with an increment level = 0.01.
.... negative values, _ positive values.
The computed reattachment lengths were 5.50H using the standard k-e turbu-
lence model and 6.22H for the rotation modified k-e turbulence model. The modified
k-e model prediction is closer to the experimental value of 6.10H. While these re-
sults are encouraging, they are mainly due to the fact that we have changed the
value of C2 for the non-rotating case. In general, a change in the value of C2 will
result in poor predictions of the mean profiles. The mean velocity profile at three
locations downstream are shown on Fig. 3, while the turbulent stress profiles at
X/H = 4 are shown on Fig. 4. All the quantities were normalized by the step
height (H) and the experimental reference free-stream velocity (U-el). It can be
seen that the overall performance of the rotation modified dissipation rate equation
is better than the standard k-e model especially in the recirculation region (Figs. 3a,
and 4). Some improvements are also obtained in the recovery region using the mod-
ified k-e model. Figure 5 shows the contours of the effective rotation rate used as
defined by Eq. (19).
For the 2D/axisymmetric swirling flow computations, the expressions for the
invariants Q and R (Eqs. (16) & (17) respectively) are expanded and Eq. (19) is
used to obtain the values of 1]. The model was used to predict the mean profiles for a
confined double concentric jets with a swirling outer jet flow into a sudden expansion
(Roback & Johnson, 1983, see Fig. 6). Measurements are available for the mean
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FIGURE 3. Mean axial velocity profiles at different axial locations, o data (Driver
& Seegmiller, 1985); _ modified k-e model; .... standard k-e model. (a)
X/H = 4, (b) X/H = 8, (c) X/U = 12.
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FIGURE 4. Turbulent stress profiles at X/H = 4. o data (Driver & Seegmiller,
.... u_u_/V_, I, (b)1985); _ modified k-e model; standard k-e model. (a) J , 2
/_/ 2 l i 2
_,2u2/u_ s, (c) u_u2/uLs.
velocity profiles and velocity fluctuations downstream of the expansion. Simulations
with a coarse nonuniform grid of 30×20 mesh points were made. However, there
is some uncertainty about the inlet conditions to be used since the first velocity
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FIGURE 5. Contours of the effective rotation rate, ft. Contour levels were set
between (0.1,1.0) with an increment level = .01. are
Primary [ Test
_ec-'tron
Vane Swirler
FIGURE 6. Roback & Johnson's swirling coaxial jets discharging into an expanded
duct.
profiles measured were 5mm downstream of the expansion.
To predict this flow, the measured profiles at 5mm were adjusted near the edges
and were used as inlet conditions at the expansion plane. Preliminary results ob-
tained with the coarse mesh indicate similar trends as the experiment. Figure 7
shows the streamline contours using the standard and the modified k-e turbulence
models. The figure shows that a closed internal recirculation zone forms at the
center with an additional zone at the corners downstream of the step. This causes a
flow diversion outwards with high gradients between these regions. Figure 8 shows
the axial and tangential velocity profiles at 25 mm downstream of the expansion
using the standard and the modified k-e turbulence models. Results in this case
indicate little or no improvements offered using the modified k-e model over the
standard k-e model. Finer mesh may improve the results but the uncertainties in
the inlet boundary conditions raise the question about the adequacy of using this
experiment for validation purposes.
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FIGIIRE 7. Swirling coaxial jets discharging into an expanded duct. Stream-
function contour. ---- levels were set between (-0.15,0.) with an increment level
= 0.01, _ levels were set between (0.,0.7) with an increment level = 0.05. (a)
Standard k-, model, (b) Modified k-, model.
0.06
O.O4
O.O2
o_ o.o 03 ,_ t3 zo
Axial velocity (m/s)
(a)
0.06 ¸
0.O4
0.02
Io
o'..
°°_.o oJ oJ oJ o,s
Tangential velocity (m/s)
(b)
FIGURE 8. Velocity profiles at X = 25 mm. o data (Roback &: Johnson, 1983);
modified k-e model; .... standard k-e model. (a) Axial Velocity, (b) Tan-
gential velocity.
7. Conclusions
A new simple model for the turbulent energy dissipation rate equation has been
proposed to account for the rotational effects on turbulence. A frame invariant
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definition of the rotation rate proposed by Chong et al. (1990) based on the critical
point theory was used. The model can be used in conjunction with any level of
turbulence closure. It was applied to the two-equation k-e turbulence model and was
tested for separted flows in a backward-facing step and for axisymmetric swirling jet
into a sudden expansion. The model is numerically stable and showed improvements
over the standard k-e turbulence model. It is important to point out that the
present study was carried out to roughly evaluate the model, but that a systematic
recalibration of the constants in the k-e model is needed before going any further
with the proposed model.
The authors would like to acknowledge many discussions with Dr. K. Shariff
regarding proper definition of the rotation rate.
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