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Abstract
A complete characterization of the convergence factor can be very useful when
analyzing the asymptotic convergence of an iterative method. We will here es-
tablish a formula for the convergence factor of the method called residual inverse
iteration, which is a method for nonlinear eigenvalue problems and a general-
ization of the well known inverse iteration. The formula for the convergence
factor is explicit and only involves quantities associated with the eigenvalue the
iteration converges to, in particular the eigenvalue and eigenvector.
Besides deriving the explicit formula we also use the formula to characterize
the convergence of the method. In particular, we derive a formula for the first
order expansion when the shift is close to the eigenvalue. The residual inverse
iteration allows some freedom in the choice of a vector rk. In the analysis we
characterize the convergence for different choices of rk. We use the explicit
formula for the first order expansion to show that the convergence factor ap-
proaches zero when the shift approaches the eigenvalue for an arbitrary choice
of rk. Moreover, we show that using an approximation of the left eigenvector as
rk as proposed in the literature, is natural since it results in accurate eigenvalue
approximations; but it is not necessarily optimal in terms of the first order ex-
pansion of the convergence factor when the shift is close to the eigenvalue. The
convergence factor also allows us to completely characterize the behavior of the
method for double eigenvalues. For non-semisimple double eigenvalues it turns
out that the convergence factor is one, implying slow or no convergence at all.
For the case of a semisimple eigenvalue, the method behaves in a similar as for
a simple eigenvalue, except that when converging, the iterates converge to the
subspace of eigenvectors, not necessarily to a particular eigenvector.
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1 Introduction
Suppose M : C→ Cn×n corresponds to a matrix depending in a sufficiently smooth
way on the parameter λ and consider the problem of finding λ∗ ∈ C and v∗ ∈ C\{0}
such that,
M(λ∗)v∗ = 0. (1.1)
This equation is sometimes called the nonlinear eigenvalue problem and includes
many of the fundamental problems of numerical linear algebra as special cases. See,
e.g. the survey papers [15,20] and the more recent problem collection [4].
Newton’s method can be applied to the nonlinear equation (1.1). After some ma-
nipulations (often attributed to [23]) of the Newton iteration, it can be written as an
iteration in n variables. The computationally dominating part in this Newton itera-
tion is the solving of a linear system, involving a matrix depending on the eigenvalue
iterate. The fact that the matrix depends on the iterate prevents efficient use of a fac-
torization computed before the iteration starts and is the motivation for the method
residual inverse iteration [16] where a linear system also has to be solved in each
step, but the matrix can be kept constant, allowing us to use a factorization computed
before the iteration starts.
Residual inverse iteration can be summarized as follows. See [16] for a thorough
introduction. Given an approximation of the eigenvector vk and a vector rk (further
discussed later) compute the solution to the scalar nonlinear equation
rHk M(λ )vk = 0. (1.2)
We assign the next eigenvalue iterate the value of a solution to (1.2), i.e., λk+1← λ ,
and compute a new eigenvector approximation vk+1,
vk+1 = αk(vk−M(σ)−1M(λk+1)vk), (1.3)
where the normalization constant αk is chosen such that cHvk+1 = 1. The complex
number σ ∈ C is called the shift and is considered given by the user. The iteration
consists of iterating the two steps corresponding to (1.2), i.e., solving the scalar equa-
tion, and (1.3), i.e., updating the eigenvector approximation.
Several choices for the vector rk have been proposed. In [16], Neumaier proposes
to set
i) rHk := c
HM(σ)−1 if the problem has no particular symmetry; and
ii) rk := vk if M(λ∗) is Hermitian and λ∗ ∈ R.
If the eigenvalue problem is linear, these choices are natural since the method reduces
to standard inverse iteration where rk should be chosen as an approximation of the left
eigenvector. Schreiber [21] also proposes to use a different type of approximation of
the left eigenvector. Although the choice is natural for linear case, the understanding
is not complete in the general situation. In order to constructively study how rk should
be chosen, we derive the theory for an arbitrary choice
rk := r(vk)→ r(v∗) =: r∗.
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The iteration converges linearly to simple eigenvalues. Let ∆vk := vk − v∗ and
∆λk := λk−λ∗ denote the error in the eigenvector and eigenvalue correspondingly.
We will see (in Section 2) that the iteration can be naturally treated as an iteration
only in approximations of the eigenvectors. Hence, we will first consider the error in
the eigenvector. We prove an asymptotic equations of the error of the eigenvector
∆vk+1 = B∆vk +H.O.T.,
where B is a matrix depending on quantities involving the eigenvalue to which it
converges and the notation H.O.T. as abbreviation for higher order terms. Since the
generic situation is that the iteration speed is limited by the larges eigenvalue of B,
we will call ρ(B) the convergence factor for the iteration. Unlike other analysis of
residual inverse iteration, including the original paper [16], we will here present a
complete characterization of the convergence factor and use it to study the local con-
vergence properties.
The property that the matrix M(σ) in (1.3) can be kept constant throughout the
iteration and the fact that the scalar equation (1.2) is computationally easy to solve in
many situations, has made it attractive for many large-scale applications. It has been
successfully combined with and used in modern methods for nonlinear eigenvalue
problems [14,8]. The relation with the nonlinear Arnoldi method [24] is particularly
noteworthy, since the residual inverse iteration is the motivation for the subspace
expansion in [24] and it has been successfully used to solve many different types
of nonlinear eigenvalue problems; see, e.g., [26,3,2,25] and related works. Residual
inverse iteration has been used in [19] to study the stability of a time-delay system
with periodic coefficients. An extended version of the method in [24] was presented
in [13] and a two-sided variation is given and analyzed in [21, Section 4.2.2].
Despite the extensive use, no progress has to our knowledge been made in terms
of qualitative understanding of the convergence, apart from the original paper [16]
and some notes in [21]. Several aspects of the convergence remain open. Neumaier
showed that a convergence basin exists for σ sufficiently close to the solution and
that that it is linear convergence for simple eigenvalues with a convergence factor
proportional to σ−λ∗ (for sufficiently small σ−λ∗) if rk is chosen as an approxima-
tion of the eigenvector described above. Neumaier conjectures by experiments that
the method also works for double eigenvalues. However, observations in an example
Rott [19] indicates that the method can indeed fail for double eigenvalues. Schreiber
[21] raises questions about the choice of rk. Among other things, these open issues
related to convergence to double eigenvalues and issues related to the choice of rk
will be addressed in this paper.
The main contributions of this paper can be summarized as follows. We derive
an explicit expression for the convergence factor for simple eigenvalues (Section 3)
and use it to analyze the situation where σ is close to the eigenvalue λ∗. In particular,
we derive (in Section 4) a formula for the first order expansion when σ is close to λ∗
and see that for any choice of rk, the convergence factor approach zero as σ approach
λ∗. If rk approach the left eigenvector, then the convergence factor corresponding
to the eigenvalue error is the square of the convergence factor corresponding to the
eigenvector. In this sense, Neumaier’s choice of rk is good. We show by example that
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the choice of rk proposed by Neumaier is however necessarily the optimal choice in
terms of growth rate of the convergence factor.
We also use the formula for the convergence factor to give a complete explana-
tion of the convergence to double eigenvalues. In Section 6 we show that for non-
semisimple eigenvalues we can expect that the method does not work or at least that
the convergence is slow. For semisimple eigenvalues we illustrate that when converg-
ing, the convergence is linear and it converges to the span of the eigenvectors and not
necessarily to a particular eigenvector.
Note that the convergence theory in the original paper [16] does not involve ex-
plicit expressions for the convergence factor. By using explicit expression for conver-
gence factors we can in this paper go further and explain the convergence for double
eigenvalues and characterize the growth rate of the convergence factor when λ∗ is
close to σ for an arbitrary choice of rk.
There are a number of variations of Newton’s method for nonlinear eigenvalue
problems, e.g., the method of successive linear problems [20], block Newton [11],
Rayleigh function iteration [22] and an approach by Kublanovskaya [12]. Some of
the convergence properties of Newton’s method (for nonlinear eigenvalue problems)
are available [17, Section 5] and [1] including convergence factor analysis in [9].
Although these methods, as well as residual inverse iteration, are all somehow related
to Newton’s method, the derivation and analysis of the methods differ substantially
and we have not found any direct use of the analysis of these methods in this work.
2 A fixed point formulation
In order to characterize the convergence in the following sections we will need to
formulate the iteration in a compact way. The solution to the nonlinear scalar equation
(1.2) will for notational purposes be denoted p. That is, p : Cn → C is the function
fulfilling
r(v)HM(p(v))v = 0,
and it is known as the generalized (nonlinear) Rayleigh functional. We will, as usual,
make the genericy assumption that the Rayleigh functional locally defines a unique
(a)
(b)
v0 v1
λ1 λ2 λk
. . .
. . .
vk vk+1
λk+1
. . .
λk+2
v0 v1 . . . vk vk+1 . . .
F F F F F
Fig. 2.1 The computation tree for residual inverse iteration (part (a)) and the fixed point reformulation
(2.2) is shown in part (b).
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solution. A sufficient condition that there locally exists a unique local solution is that
rH∗ M
′(λ∗)v 6= 0. (2.1)
See [18,6] and [21, Chapter 3] for more on nonlinear Rayleigh functionals.
The computation tree of the residual inverse iteration, i.e., (1.2) and (1.3), is visu-
alized in Figure 2.1a. From the computation tree it is clear that, in order to compute
λk+1 only the value of vk is needed. The only way λk+1 depends on λk is via vk. For
this reason, it is for the purpose of asymptotic convergence analysis, more appropri-
ate to reformulate the problem by eliminating λk. We can state the same iteration as
an iteration of vectors of length n as can be seen in Figure 2.1b. More precisely, we
represent the iteration by the fixed point iteration
vk+1 = F(vk), (2.2)
where
F(v) := α(v)(v−M(σ)−1M(p(v))v),
and α(v) is such that cHF(v) = 1, i.e., α(v) := 1/cH(v−M(σ)−1M(p(v))v).
In the following result we show that the fixed points of the iteration (2.2) are
indeed solutions to the nonlinear eigenvalue problem. Moreover, the fixed points are
isolated if M(p(v)) has a null-space of dimension one, which is the case for simple
eigenvalues. The case where the null-space has rank greater than one corresponds
to a non-isolated fixed point and will be further analyzed in the section on double
eigenvalues (Section 6).
Proposition 2.1 (Existence of a fixed point) Consider a vector v∈Cn with cHv 6= 0.
Then the following statements are equivalent:
i) F(v) = v.
ii) M(p(v))v = 0 and cHv = 1.
Proof Suppose i) holds. Then, F(v)= v and 1= cHF(v)= cHv. It follows that α(v)=
1 and
v = F(v) = v−M(σ)−1M(p(v))v,
from which we see that ii) holds. The converse follows analogously from direct ma-
nipulations.
3 The convergence factor
We are now ready to study the error of the residual inverse iteration using the fixed
point formulation in the previous section. In order to derive a convergence factor we
will need the following asymptotic relation between the eigenvalue error ∆λk+1 and
the eigenvector error ∆vk.
Lemma 3.1 For sufficiently small eigenvector error ∆vk and eigenvalue error ∆λk,
the errors in the eigenvector are related by,
∆λk+1 =− r
H∗ M(λ∗)∆vk
rH∗ M′(λ∗)v∗
+H.O.T. (3.1)
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Proof By forming the Taylor expansion for the condition that λk+1 fulfills the Rayleigh
function, i.e., rHk M(λk+1)vk = 0, we find that
0 =
(
r(v∗)H +∆vHk J(v∗)
H)(M(λ∗)+∆λk+1M′(λ∗))(v∗+∆vk)+H.O.T., (3.2)
where J(v∗) ∈ Cn×n is the Jacobian of r : Cn→ Cn.
The relation (3.1) follows by solving (3.2) for ∆λk+1 and using that M(λ∗)v∗ = 0.
The proof is complete.
The relation now allows us to show a first order result for the eigenvector error.
This will turn out to contain sufficient information for the analysis of the convergence
factor.
Theorem 3.2 (The convergence factor) For sufficiently small eigenvector error ∆vk,
it fulfills the iteration,
∆vk+1 = (I− v∗cH)A∆vk +H.O.T., (3.3)
where
A := I−M(σ)−1M(λ∗)+ M(σ)
−1M′(λ∗)v∗rH∗ M(λ∗)
rH∗ M′(λ∗)v∗
. (3.4)
Proof We denote
zk := vk−M(σ)−1M(λ∗)vk
and neglect the higer order terms,
zk = v∗+∆vk−M(σ)−1M(λ∗)∆vk−∆λk+1M(σ)−1M′(λ∗)(v∗+∆vk)+H.O.T.
= v∗+A∆vk +H.O.T.,
where we used (3.1) in the last equality.
The vector part of the iteration, i.e., the fixed point iteration F in (2.2), can now
be written as (cHzk)vk+1 = zk, i.e.,
cH(v∗+A∆vk)(v∗+∆vk+1) = A∆vk +H.O.T.
and since cHv∗ = 1,
∆vk+1 = (I− v∗cH)A∆vk +H.O.T.
We have completed the proof by showing (3.3).
It is now important to note that the first order characterization of the eigenvector
error in (3.3) contains the information necessary to describe the asymptotic behav-
ior of the error. The linear iteration (3.3) is essentially a power iteration and will
therefore generically have a convergence factor equal to the modulus of the largest
eigenvalue of the iteration matrix (I−v∗cH)A. Hence, the generic situation is that the
convergence factor of residual inverse iteration is
‖vk+1− v∗‖2
‖vk− v∗‖2 → ρ((I− v∗c
H)A), (3.5)
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where ρ :Cn×n→R denotes the spectral radius, i.e., the modulus of the largest eigen-
value. The above argument can be formalized by noting that (3.3) is the linearization
of the fixed point iteration vk+1 = F(vk) around the fixed point v∗ = F(v∗). With the
formalized argument involving Banach’s contraction mapping theorem one finds a
sufficient (and possibly necessary) conditions for the existance of an attractive fixed
point. In this paper on convergence factors, it will be sufficient to note that the lin-
earized equation (3.3) has the convergence factor given by (3.5) which is generically
the convergence factor for the whole iteration.
Remark 3.1 (The matrix A and the iteration matrix) The construction of the iteration
matrix
(I− v∗cH)A
can be interpreted as follows. The operation of multiplying the matrix A from the
left by (I− v∗cH) only changes one of the eigenvalues of A. Note that the matrix A
always has an eigenvalue equal to one since Av∗ = v∗. Moreover, we have that cHv∗ =
1 and the multiplication from the left with (I− v∗cH) corresponds to transforming
the eigenvalue of v∗ to zero and leaving all other eigenvalues unchanged. Hence,
the eigenvalues of (I− v∗cH)A are the same as the eigenvalues of A except for the
eigenvalue 1 corresponding to eigenvector v.
This is consistent with the fact that the iteration is independent of c (as long as
cHvk 6= 0). Although the iteration matrix in (3.3) depends on c, the convergence factor
given by (3.5) is also an eigenvalue of A which is independent of c.
The convergence factor of the fixed point iteration (2.2) is completely charac-
terized by (3.5). Since the fixed point iteration is an iteration in the vectors vk, the
convergence factor (3.5) does not directly imply anything about the convergence fac-
tor corresponding eigenvalue iterates. We will now characterize eigenvalue iterates
also using the matrix A.
For the eigenvalue convergence factor we need to separate between the case
if rH∗ M(λ∗) = 0 or not, i.e., if r∗ is a left eigenvector. We characterize the case
rH∗ M(λ∗) 6= 0 in Corollary 3.3 and the situation rH∗ M(λ∗) = 0 in Remark 3.2.
Suppose rH∗ M(λ∗) 6= 0. Then the eigenvalue convergence factor is equal to the
convergence factor of the fixed point iteration, in the following sense.
Corollary 3.3 (Eigenvalue convergence factor) Suppose rH∗ M(λ∗) 6= 0. The eigen-
value convergence factor is determined by
∆λk+1
∆λk
=
rH∗ M(λ∗)A∆vk
rH∗ M(λ∗)∆vk
+H.O.T.
Moreover, if the iteration converges to a simple eigenvalue, then the generic situation
is that |∆λk+1|
|∆λk| → ρ((I− v∗c
H)A).
Proof From Lemma 3.1 it follows that
∆λk+1
∆λk
=
rH∗ M(λ∗)∆vk+1
rH∗ M(λ∗)∆vk
+H.O.T.
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Theorem 3.2 implies that ∆vk+1 = (I− v∗cH)A∆vk +H.O.T., and ∆vk approach a
right eigenvector of (I−v∗cH)A. The proof is completed noting that rH∗ M(λ∗)∆vk→
0 is a degenarate situation.
Remark 3.2 (Eigenvalue convergence factor if rH∗ M(λ∗) = 0) If r∗ is a left eigenvec-
tor we have that rH∗ M(λ∗)∆vk = 0. This is the case in particular when M(λ∗) is Her-
mitian and λ∗ real and we set (as Neumaier proposes) rk = vk. For this case we note
that the relation between the eigenvalue error and the eigenvector error in Lemma 3.1
can be changed to
∆λk+1 =−
∆vHk J(v∗)
HM(λ∗)∆vk
rH∗ M′(λ∗)v∗
+H.O.T., (3.6)
where J(v∗) is the Jacobian of r : Cn→ Cn. The relation (3.6) has the interpretation
that the eigenvalue is twice as accurate as the eigenvector, in the sense that |∆λk+1| ∼
‖∆vk‖22. More precisely,
|∆λk+1|
|∆λk| =
|∆vHk J(v∗)HM(λ∗)∆vk|
|∆vHk−1J(v∗)HM(λ∗)∆vk−1|
+H.O.T.=
|∆vHk−1AH(I− v∗cH)HJ(v∗)HM(λ∗)(I− v∗cH)A∆vk−1|
|∆vHk−1J(v∗)HM(λ∗)∆vk−1|
+H.O.T.→(
ρ((I− v∗cH)A)
)2
,
where in the last step we used that ∆vk approach the eigenvector of (I − v∗cH)A
corresponding to the largest eigenvalue and assumed that ∆vHk J(v∗)
HM(λ∗)∆vk 6→ 0.
Note that twice as accurate in this sense does not imply quadratic convergence, but
squaring the convergence factor.
0 2 4 6 8 10
10−20
10−15
10−10
10−5
100
105
Iteration k
Er
ro
r
 
 
Eigenvalue error, rk=vk
Eigenvector error, rk=vk
Eigenvalue error, rk=c
Eigenvector error, rk=c
Fig. 3.1 Convergence for real eigenvalue of the nonlinear eigenvalue problem (3.7).
Analyzing the convergence factor of residual inverse iteration 9
As an illustration we consider the nonlinear eigenvalue problem
M(λ ) =−λ I +
3 1 01 3 1
0 1 3
+
3 0 00 3/2 0
0 0 6
e−λ , (3.7)
which is symmetric and has a real eigenvalue λ∗ ≈ 3.18581. We carry out residual
inverse iteration with c = (1,1,1)T and σ = 3, for different choices of rk. The error is
illustrated in Figure 3.1. We clearly see that the convergence factor for the eigenvalue
is the essentially the squared of the convergence factor for the eigenvector if rk =
vk. The eigenvector convergence does however not appear faster than for the choice
rk = c. Note that the convergence is linear for any choice of rk, which clarifies the
convergence order concers mentioned in [21, page 96].
4 Convergence factor for shift close to the eigenvalue
Due to the interpretation of σ as a shift, it is to expect that if it is close to an eigen-
value, we have fast convergence. This was already proven in Neumaier [16, page 919]
for the choices of the vector rHk = c
HM(σ)−1 and rk = vk, where it is shown that the
convergence factor grows linearly with the distance between the shift and the eigen-
value. We will in this section see that this statement holds for arbitrary rk.
Moreover, we derive explicit formulas for the growth of convergence factor as
a function of the shift-eigenvalue distance. With the explicit formulas we can also
characterize what is an optimal choice of rk in sense of growth rate, which by example
is shown to not necessarily be the left eigenvector.
In order to derive the main result we need the following lemma. The proof is
available in Appendix A.
Lemma 4.1 Suppose σ is close to λ∗ and suppose M(λ∗) has a null space of dimen-
sion one. Let u and v left and right null-vectors of M(λ∗) and suppose uHM′(λ∗)v 6= 0.
Then,
M(λ∗)M(σ)−1 = A0 +(σ −λ∗)A1 +O(σ −λ∗)2, (4.1)
where A0 ∈ Cn×n is given by
A0 = I− M
′(λ∗)vuH
uHM′(λ∗)v
and A1 ∈ Cn×n is
A1 = A0
(
−M′(λ∗)M(λ∗)+A0− M
′′(λ∗)vuH
uHM′(λ∗)v
)(
I +
M′(λ∗)vuH
uHM′(λ∗)v
)−1
,
where (·)+ denotes the pseudo inverse.
It turns out that when the shift is close to the eigenvalue, the convergence factor
is also small.
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Theorem 4.2 (Shift close to the eigenvalue) When σ is close to the simple eigen-
value λ∗, then the convergence factor is to first order given by,
ρ((I− v∗cH)A) = |σ −λ∗|ρ
((
I− M
′(λ∗)v∗rH∗
rH∗ M′(λ∗)v∗
)
A1
)
+O(σ −λ∗)2 (4.2)
and in particular if r∗ = u∗,
ρ((I− v∗cH)A) = |σ −λ∗|ρ(A1)+O(σ −λ∗)2 (4.3)
Proof Suppose M(λ∗) has a one dimensional left and a one dimensional right null-
space, which are represented by the (normalized) eigenvectors u and v.
We will need the following relation several times,
(I− M
′(λ∗)vrH
rHM′(λ∗)v
)A0 =
I−M′(λ∗)v
(
rH
rHM′(λ∗)v
+
uH
uHM′(λ∗)v
− r
H
rHM′(λ∗)v
M′(λ∗)vuH
uHM′(λ∗)v
)
=
I− M
′(λ∗)vrH
rHM′(λ∗)v
. (4.4)
Real σ
Im
ag
 σ
 
 
−0.05 0 0.05 0.1
0.3
0.35
0.4
0.45
0.5
0.55
Eigenvalues
|ρ
*
|=0.1
|ρ
*
|
(a) rHk = c
H M(σ)−1
Real σ
Im
ag
 σ
 
 
−0.05 0 0.05 0.1
0.3
0.35
0.4
0.45
0.5
0.55
Eigenvalues
|ρ
*
|=0.1
|ρ
*
|
(b) rk = c = (1,1,1)T
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growth rate of the conver-
gence factor.
Fig. 4.1 Illustration of the growth rate of the convergence factor when the shift σ is close to the eigenvalue
λ∗ for the nonlinear eigenvalue problem (4.6).
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Consider the following similarity transformation of A,
M(σ)AM(σ)−1 = I−
(
I− M
′(λ∗)v∗rH∗
rH∗ M′(λ∗)v∗
)
M(λ∗)M(σ)−1 =
I−
(
I− M
′(λ∗)v∗rH∗
rH∗ M′(λ∗)v∗
)(
I +(σ −λ∗)
(
−M′(λ∗)M(λ∗)+A0
−M
′′(λ∗)v∗uH
uHM′(λ∗)v∗
)(
I +
M′(λ∗)v∗uH
uHM′(λ∗)v∗
)−1)
=
M′(λ∗)v∗rH∗
rH∗ M′(λ∗)v∗
−
(σ−λ∗)
(
I− M
′(λ∗)v∗rH∗
rH∗ M′(λ∗)v∗
)(
−M′(λ∗)M(λ∗)+A0− M
′′(λ∗)v∗uH
uHM′(λ∗)v∗
)(
I +
M′(λ∗)v∗uH
uHM′(λ∗)v∗
)−1
(4.5)
Now note that according to Remark 3.1 we should remove the eigenvalue of A
corresponding to the eigenvalue one. This corresponds (in (4.5)) to removing the term
M′(λ∗)vrH/rHM′(λ∗)v. We have shown (4.2). The formula (4.3) is proven analously
by directly applying Lemma 4.1.
Remark 4.1 (The choice of rk) Neumaier [16] and Schreiber [21] propose to choose
rk as an approximation of the left eigenvector. Although this is a natural choice for
linear case (inverse iteration) and the eigenvalue convergence factor is expected to be
small (see Remark 3.2), we will now see that it is not necessarily optimal in terms of
growth rate. Consider the following cubic polynomial eigenvalue problem,
M(λ ) :=
−16 −4 7−14 7 13
6 8 7
+λ 2
 2 −6 1−2 22 11
7 −1 1
+λ 3
 −4 3 12−17 −11 0
1 −1 3
 . (4.6)
In Figure 4.1, where we illustrate the convergence factor and the growth rate for
this example, we see the growth rate for c = (1,1,1) and for rHk = c
HM(σ)−1.
The growth rate for rk = u is ρ ′ ≈ 0.685. With a simple optimization procedure
we find a better growth rate ρ ′≈ 0.658 for rk = (0.630,−0.754,0.185)T . This contra-
dicts the idea that Neumaiers choice is optimal in terms of growth rate of convergence
factor. We note that at least for this example, the difference between the found opti-
mum and the growth rate corresponding to the left eigenvector is small.
5 Convergence basin as a function of the shift
We saw above that the formula for the convergence factor in Section 3 could be used
to characterize the convergence factor when the shift-eigenvalue distance is small. We
will now illustrate the use of the formula for the convergence factor not only locally.
In this non-local analysis we can also illustrate the different choices of rk.
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Fig. 5.1 Level contours of the convergence factor as a function of shift σ . The level sepation is 0.1.
We again consider the nonlinear eigenvalue problem (4.6). The convergence fac-
tor corresponding to the case where the iteration is started sufficiently close to λ∗ ≈
0.5i is shown in Figure 5.1 for two different choices of rk. The left subfigure (Fig-
ure 5.1a) shows the convergence factor for the choice proposed by Neumaier. The
convergence factor when rk is chosen as the left eigenvector is illustrated in the right
subfigure (Figure 5.1b). The region enclosed by the bold curve, i.e., a convergence
factor equal to one, corresponds to possible shifts where the iteration will converge if
the starting value is sufficiently close to λ∗ ≈ 0.5i.
The figure indicates that in this case, the acceptable choices of σ is larger if rk is
close to a left eigenvector, supporting Schreiber’s suggestion [21, page 82] that an ap-
proximation of the left eigenvector is a good choice. Note however that this example
is not strictly conclusive, since there is a region of the complex plane where the choice
of Neumaier (Figure 5.1a) is acceptable but the convergence factor corresponding to
the left eigenvector is not.
6 Double eigenvalues
In order characterize the situation where λ∗ is a double eigenvalue we will use the
concepts and generalizations of Jordan chains and generalized eigenvectors for non-
linear eigenvalue problems used in [5, Section 1.4] and [7]. The classification can
be summarized as follows. A double eigenvalue can be either semisimple or non-
semisimple. The matrix M(λ∗) has a null-space of dimension (exactly) two if and
only if the eigenvalue is semisimple. Correspondingly, M(λ∗) has a null-space of
dimension (exactly) one if the double eigenvalue is non-semisimple. Moreover, a
double eigenvalue is non-semisimple if and only if there is a vector v˙ ∈ Cn called a
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generalized eigenvector such that
M′(λ∗)v∗ = M(λ∗)v˙. (6.1)
6.1 A double non-semisimple eigenvalue
Suppose λ∗ is a double non-semisimple eigenvalue, which is the generic situation for
double eigenvalues of nonlinear eigenvalue problem without any particular structure.
Note that this does not change the fixed point formulation (in Section 2). In particular,
we still have from Proposition 2.1 that the fixed point corresponding to a double
eigenvalue exists and is isolated.
Suppose r∗ is not a left eigenvector. We know from Remark 3.1 that the matrix A
always has an eigenvalue one corresponding to eigenvector v. It is now easy to verify
that v˙ is also an eigenvector of A corresponding to the eigenvalue one, i.e., one is a
double eigenvalue of A. It follows from the definition of the generalized eigenvector
(6.1) that,
Av˙ = v˙−M(σ)−1M(λ∗)v˙+ M(σ)
−1M′(λ∗)v∗rH∗ M(λ∗)v˙
rH∗ M′(λ∗)v∗
= v˙. (6.2)
The iteration matrix (I− v∗cH)A has the same eigenvalues as A except for the eigen-
value corresponding to v∗ which is transformed to zero (see Remark 3.1). Loosely
speaking, we now have that one of the double eigenvalues of A is removed when
instead considering (I− v∗cH)A, but one remains. The eigenvector corresponding to
eigenvalue one is explicitly vˆ := v˙− (cH v˙)v∗. That is,
(I− v∗cH)Avˆ = (I− v∗cH)A(v˙− (cH v˙)v∗) = (I− v∗cH)Av˙ = (I− v∗cH)v˙ = vˆ. (6.3)
From the fact that the iteration matrix (I− v∗cH)A always has an eigenvalue one
we predict that for double non-semisimple eigenvalues the convergence will be slow
or the iteration will not converge at all. This is consistent with the application of
residual inverse iteration in [19], where one bifurcation curve, which corresponds to
a double eigenvalue, can not be accurately followed.
We here assumed that r∗ is not a left eigenvector. If this is the case, the iteration is
no longer well posed since the Rayleigh functional p(·) no longer uniformly defines
a unique solution. That is, the condition (2.1) is violated. Once vk is close to the
solution, the Rayleigh functional will have (at least) two solutions close to the exact
eigenvalues λ∗ and the iteration is does not uniquely define a next eigenvalue iterate.
Example 6.1 (Double non-semisimple eigenvalue) Consider as in [10],
M(λ ) =−λ I +A0 +A1e−λ ,
where
A0 =
 0 1 00 0 1
−a3 −a2 −a1
 , A1 =
 0 0 00 0 0
−b3 −b2 −b1
 ,
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and
a1 =
2
5
(65pi+32)
8+5pi
≈ 3.98, a2 = 9pi
2(13+5pi)
8+5pi
≈ 108,
a3 =
324
5
pi2(5pi+4)
8+5pi
≈ 531, b1 = 260pi+128+225pi
2
10(8+5pi)
≈ 13.6,
b2 =
45pi2
10(8+5pi)
≈ 18.7 and b3 = 81pi
2(40pi+32+25pi2)
10(8+5pi)
≈ 1363.
This nonlinear eigenvalue problem has a double non-semisimple eigenvalue for λ =
3pii.
We apply residual inverse iteration to this problem with the paramters c=(1,1,1)T ,
σ = 9.4i, r = M(σ)−Hc and v0 = v∗+(10−3,10−3,10−3)T . In the convergence dia-
gram in Figure 6.1a we see that the convergence stagnates although the shift as well
as the starting value is very close to the exact solution. Figure 6.1b shows the estimate
of the convergence factor ck := ‖vk+1−v∗‖/‖vk+1−v∗‖. In this figure (Figure 6.1b),
it is clear that it approaches one, as predicted by (6.3).
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v *
|| 2
(a) The convergence is slow for the double
eigenvalue.
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(b) The factor ck := ‖vk+1 − v∗‖2/‖vk −
v∗‖2 approaches 1.
Fig. 6.1 Illustration of the convergence for the example with a double non-semisimple eigenvalue (Exam-
ple 6.1).
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6.2 A double semisimple eigenvalue
Now suppose λ∗ is double semisimple eigenvalue, i.e., the null space of M(λ∗) has
dimension two. Let v1 and v2 be a basis such that
M(λ∗)v1, M(λ∗)v2 = 0, v1 6= v2, v1,v2 ∈ Cn \{0}.
Since any linear combination of v1 and v2 is also an eigenvector, it now follows
from Proposition 2.1 that the fixed point of F is (unlike the non-semisimple case) not
isolated. More precisely, the fixed points of F form the set
Ω :=
{
v ∈ Cn \{0} : v ∈ span{v1,v2} , cHv = 1
}
.
In the generic case, where either cHv1 6= 0 or cHv2 6= 0,Ω is a one-dimensional space.
Let v∗ ∈Ω and consider the corresponding spectrum of the iteration matrix
(I− v∗cH)A. (6.4)
Take v˜ ∈ span{v1,v2} such that
cH v˜ = 0.
Note that such a vector can always be found under the non-degeneracy condition
mentioned above. We have
(I− v∗cH)Av˜ = (I− v∗cH)v˜ = v˜.
Thus the iteration matrix (6.4) has an eigenvalue equal to one, with corresponding
eigenvector v˜.
We have hence shown that similar to the non-semisimple case, A has a double
eigenvalue at one. Moreover, also similar to the non-semisimple case, we have that
the iteration matrix (I− v∗cH)A only has a simple eigenvalue at one. However, in
contrast to non-semisimple case, the eigenvalue one of the iteration matrix for the
semisimple case does not affect the convergence rate of the eigenvalues. This can be
seen from the following argument. First note that the corresponding eigenvector v˜ is
such that
(v∗+ ε v˜) ∈Ω , ∀ε ∈ R.
In words, a perturbation of the fixed point v∗ in the direction of v˜, for which the
linearized analysis is inconclusive about the recovery (eigenvalue one), corresponds
to a perturbation along the line of fixed points. The conclusion of this reasoning is
that for double semisimple eigenvalues one should study
σ((I− v∗cH)A)\{1} (6.5)
in order to establish the convergence factor. Hence, the convergence factor depends on
the fixed point, or equivalently, the eigenvector, under consideration. Because there is
a one-dimensional subspace of (normalized) eigenvectors Ω , the method will, when
converging, not converge to a specific eigenvector. In theory, the asymptotics of the
iteration could also exhibit a drift along the subspace of eigenvectors Ω . The latter
has however not been observed in our numerical experiments.
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Example 6.2 (A double semisimple eigenvalue) We will now consider the following
example in order to illustrate the linear convergence for a double semisimple eigen-
value. The nonlinear eigenvalue problem corresponding to
M(λ ) :=
1−λ 2 0 λ0 2(1−λ 2) 0
1−λ 0 λ 3 +2λ 2 +1
 ,
has a double eigenvalue for λ = 1. It is easy to verify that two corresponding right
eigenvectors are v = e1 and v = e2. We fix r = (1,1,2)T , c = (1,1,1)T and start the
iteration with v0 = (1,2,1)T .
We first observe in Figure 6.2a that the convergence is linear. The figure shows
the eigenvalue error |λk−λ∗|= |λk−1| and the difference |vk− vK |, where vk is the
eigenvector iterate and vK an eigenvector iterate approximating a converged eigen-
vector (K = 50). We use this type of construction since, although the eigenvectors are
v = e1 and v = e2, the iteration converges to a linear combination, which is not known
a priori.
The estimate of the convergence factor is visualized in Figure 6.2b, for both the
eigenvector approximation and the eigenvalue approximation, i.e., (λk+1−λ∗)/(λk−
λ∗) and ‖vk+1− vK‖2/‖vk− vK‖2.
In a second run, we start the iteration with a different vector v0 = 12 (2,1,2)
T .
Note in Figure 6.2b that convergence factor changes with starting value. Although
the asymptotic eigenvector error in Theorem 3.2 holds as long as the eigenvector con-
verges (which appears to be the case for this example), it depends on the eigenvector,
which is not unique. Different eigenvectors of the manifold Ω will yield different A
and hence different convergence factors.
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Fig. 6.2 Visualization of the (linear) convergence for the semisimple eigenvalue in Example 6.2.
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In general, the fixed point iteration does not necessarily converge to a specific
eigenvector in the manifold. We observe convergence for this and other examples
with semisimple eigenvalues and have illustrated that the iteration converges (in a
sense) to the manifold Ω , and not necessarily to an element of Ω .
7 Conclusions and outlook
One of the main goals of this paper is to characterize the convergence of the method
residual inverse iteration. The approach we take is based on an analysis using the
convergence factor. We have derived an explicit formula for the convergence factor
as well as an explicit formula for the first order expansion of the convergence factor
when the shift is close to the eigenvalue. These formulas can be used to characterize
properties of the method. In particular, we show that if rk approach the left eigen-
vector, we can expect that the convergence factor of the eigenvalue is the square of
the convergence factor of the eigenvector, indicating that Neumaier’s choice of rk is
good. We also show that although the choice of rk Neumaier proposes is natural, it is
not always the best choice in terms of the convergence factor and in particular in term
of the first order expansion of the convergence factor. With the first order expansion
we also show that, independent of rk, the convergence factor approach zero when the
shift approach the eigenvalue.
The explicit formula for the convergence factor is also used to completely charac-
terize the behavior of the method for double eigenvalues, including non-semisimple
as well as semisimple. For non-semisimple double eigenvalues, the method is not
expected to converge or at least have slow convergence, whereas for the semisim-
ple case, when convergent, we have linear convergence and a behavior similar for a
simple eigenvalue.
Finally, we also want to point out that the explicit formula for the convergence fac-
tor may be valuable by itself. If the convergence factor can be accurately and cheaply
estimated, it can be used to accelerate the method or even increase the convergence
order by predicting the error of the iterate, similar to the technique of extrapolation.
A The proof of Lemma 4.1
Throughout this derivation we will need the following two formulas. Suppose E is a singular matrix with
a null-space of dimension one, with left and right null vectors u and v and uH v 6= 0. Then,
adj(E) =−‖adj(E)‖2
uH v
vuH =: βvuH . (A.1)
We will also use the Jacobi formula for ddσ det(M(σ)),(
d
dσ
det(M(σ))
)
σ=λ∗
= Tr(adj(M(λ∗))M′(λ∗)) = βTr(vuH M′(λ∗)) = βuH M′(λ∗)v. (A.2)
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The quantity which expansion we seek is now,
M(λ∗)M(σ)−1 = I +(M(λ∗)−M(σ)) adj(M(σ))det(M(σ)) = I− (σ −λ∗)M
′(λ∗)
adj(M(σ))
det(M(σ))
+O(σ −λ∗) =
I− M
′(λ∗)vuH
uH M′(λ∗)v
+O(σ −λ∗), (A.3)
where in the last step we expanded det(M(σ)) = det(M(λ∗))+(σ −λ∗) ddλ det(M(λ ))+O(σ −λ∗)2 and
applied (A.2). This proves the formula for A0 in the expansion (4.1).
We will derive the formula for A1 by first noting that
A1 =
(
d
dσ
M(λ∗)M(σ)−1
)
σ→λ∗
.
Hence,
d
dσ
M(λ∗)M(σ)−1 =−M(λ∗)M(σ)−1M′(σ)M(σ)−1 =
−(A0+(σ−λ∗)A1)(M′(λ∗)+(σ−λ∗)M′′(λ∗))
(adj(M(λ∗))+(σ −λ∗) ddλ∗ adj(M(λ∗)))
(σ −λ∗)βuH M′(λ∗)v +O(σ−λ∗),
where we inserted the (still unknown) expansion M(λ∗)M(σ)−1 = A0 +(σ −λ∗)A1 +O(σ −λ∗)2. Note
that A0M′(λ∗)adj(M(λ∗)) = 0. We now again use that adj(M(λ∗)) = βvuH to find that
A1 =
−A1M′(λ∗)βvuH −A0M′′(λ∗)βvuH −A0M′(λ∗) ddλ∗ adj(M(λ∗))
βuH M′(λ∗)v
By solving for A1, we have that
A1 =
(
−
A0M′(λ∗) ddλ∗ adj(M(λ∗))
βuH M′(λ∗)v
− A0M
′′(λ∗)vuH
uH M′(λ∗)v
)(
I +
M′(λ∗)vuH
uH M′(λ∗)v
)−1
. (A.4)
In the last step we will now compute the derivative of M(λ∗)adj(M(σ)) = M(λ∗)M(σ)−1 det(M(σ)). We
find that,
M(λ∗)
(
d
dσ
adj(M(σ))
)
σ→λ∗
=A0(IβuH M′(λ∗)v−βM′(λ∗)vuH)= β (uH M′(λ∗)v)A20 = β (uH M′(λ∗)v)A0,
to which the potential solutions are parameterized by the variable x ∈ Cn, such that(
d
dσ
adj(M(σ))
)
σ→λ∗
= β (uH M′(λ∗)v)M(λ∗)+A0 + vxH . (A.5)
Now note that the derivative of the adjoint matrix only appears in combination with the product
A0M′(λ∗)
d
dλ∗
adj(M(λ∗))
in (A.4). In this combination, the free variable term vxH in (A.5) vanish since A0M′(λ∗)v = 0. This fact
and insertion of (A.5) into (A.4) completes the proof.
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