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Abstract
We present a survey of recent results, scattered in a series of papers that
appeared during past five years, whose common denominator is the use of cubic
relations in various algebraic structures.
Cubic (or ternary relations can represent different symmetries with respect
to the permutation group S3, or its cyclic subgroup Z3. Also ordinary or ternary
algebras can be divided in different classes with respect to their symmetry prop-
erties. We pay special attention to the non-associative ternary algebra of 3-forms
(or “cubic matrices”), and Z3-graded matrix algebras.
We also discuss the Z3-graded generalization of Grassmann algebras and
their realization in generalized exterior differential forms dξ and d2ξ, with
d3ξ = 0. A new type of gauge theory based on this differential calculus is
presented.
Finally, a ternary generalization of Clifford algebras is introduced, and an
analog of Dirac’s equation is discussed, which can be diagonalized only after
taking the cube of the Z3-graded generalization of Dirac’s operator. A possi-
bility of using these ideas for the description of quark fields is suggested and
discussed in the last Section.
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To Andre´ Trautman, Teacher and Friend,
on the occasion of his (4)3-th birthday
1. Preamble: What I learned from Andre´ Trautman
When the Editors of this Festschrift proposed me to write a contributed
paper, I felt not only honored, but also deeply moved by the images of the not
so distant past that immediately emerged before my memory’s eyes.
Nobody has described this feeling better than Goethe [1]:
Ihr naht euch wieder, schwankende Gestalten,
Die fru¨h sich einst dem tru¨ben Blick gezeigt
Versuch ich wohl, euch diesmal festzuhalten ?
Fu¨hl ich mein Herz nach jenem Wahn geneigt ?
Yes, we were all young then, in the Warsaw of the sixties, during the short
period between the invention of the gas chambers and man’s first steps on the
Moon, when things seemed to settle down, maybe not always for the best, but
at least in a stable way. They did not settle down for a long time, of course, as
it always happens in history. But each generation has to discover that by itself.
To illustrate how young we were then it suffices to say that Andre´ at that
time was much younger than I am now, although the age difference between us
is only eleven years, and he had been freshly promoted to the grade of Professor
at the age of 37. Life in Poland was not without shortages then and certainly
less easy than in the West. Nevertheless, the basic needs were satisfied in gen-
eral, and people still remembered that things could be much worse indeed.
Curiously enough, the shortages of culture and science were less acute that
those of meat and butter, a somewhat strange situation resulting from strange
ideas about human kind ([2], [3], [4]). Polish and Russian books were quite
cheap, and most of Western books could be found in the Library of the In-
stitute of Physics of Warsaw University at 69 Hoza street. Also, with good
teachers, one could get educated in modern Mathematics and Physics, as ade-
quately as in the best places in the world.
Good teachers we had indeed, and Andre´ was among the very best of them:
one could learn the brilliance and depth of Mathematics from Krzysztof Mau-
rin, the elegance and beauty of Classical Mechanics and the power of Quantum
Field Theory from Iwo Bialynicki-Birula, the universality of Geometry from
Wlodzimierz Tulczyjew, and Relativity, Gravitation and Cosmology from Andre´
Trautman. I could cite yet many other excellent teachers to whom I owe my
first and decisive training in Science.
Although when a few years later I had moved to Paris I had the privilege to
continue my education with exceptional teachers like Andre´ Lichnerowicz and
Yvonne Choquet-Bruhat, this did not alter the fact that at the very foundation,
my knowledge is based on what I have been taught during my undergraduate
and early graduate years.
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”La culture c’est ce qui reste quand on a tout oublie´”, said a famous French
intellectual - one of the proofs of this statement may be the fact that I am un-
able to tell now for sure whether it comes from Paul Eluard, Edouard Herriot
or Andre´ Malraux, - but I still remember the idea !
During the few years between 1964 and 1968, Andre´ Trautman taught me
the modern and unifying approach to General Relativity and Gauge Theories,
expressed by the new means of Differential Geometry: the theory of Fibre Bun-
dles and Connections, cast in an elegant and concise manner with the help of
Cartan’s exterior calculus [5], [6], [7].
Fibre bundles were constructed as differential manifolds containing both the
external and the internal spaces. The so-called external space was the observed
four-dimensional space-time, while the internal space was supposed to carry
the internal symmetries responsible for the internal conservation laws such as
baryonic charge conservation, the isospin conservation, etc. Andre´ suggested
to me that the five-dimensional theory of Kaluza and Klein in which the fifth
dimension is identified with the abelian gauge group U(1) should be generalized
to the case of a non-abelian compact Lie group. We would then obtain the
lagrangian describing Yang-Mills fields interacting with the gravitational field;
the geodesic equation in the fibre bundle would describe the motion of the gen-
eralized “colour” charge in an external gauge field ([8], [9],[10],[11]).
Later on, and in the same spirit, I constructed multiple fibre bundles, adding
another structural group over a fibre bundle, and so on ([12], [13], [14], [15]).
These constructions introduced in a more or less natural way the Higgs fields
as “internal” components of generalized gauge fields over a bundle.
In his lectures Andre´ always underlined the facts and features that made
clear and obvious the continuity of great ideas in science; one could see how the
Friedmann-Lemaitre cosmological model could already be constructed in the
framework of Newtonian mechanics, with a different interpretation, of course,
and with different observational consequences. And when one is aware of the
genuine time scale that rules the development of great ideas which stay with
us during centuries, one is better prepared to resist the temptation of following
short-lived fashions, even when they are declared to be the ultimate and all-
embracing “theory of everything” (though not accessible to everybody !).
Another thing that impressed me in Andre´’s approach to science, and which
I tried to follow, was his constant quest for simplicity and elegance. The rela-
tions between the phenomena that deserve the name of “laws of Nature” must
be simple and expressed by a concise formula ([16]), and one should be able to
explain them as basic relations between clear concepts even to a person who has
no wide knowledge of physics, because the deeper the concept is, the simpler
should be the words and ideas that express it.
As an illustration to this statement I would like to recall a strange feeling of
dissatisfaction and presence of a logical flaw, often referred to as the contradic-
tio in adjecto (something nonsensical like “a hot ice cream” or “a giant dwarf”),
that often followed me while working with multidimensional generalizations of
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Einstein’s theory or gauge-field theories. More than once it occurred to me that
it is strange to use the name “internal space” (intended to be an arena of action
of the group of internal symmetries giving rise to conservation laws unrelated
to the space-time symmetries) to the manifold that is attached as an entity ex-
terior to the observable 4-dimensional space-time. One would rather expect the
internal degrees of freedom to be encoded inside the external ones; but then the
”internal coordinates” should be of an utterly different nature (and probably
physical dimension as well) from the usual ones.
That is why later on I was attracted by theories in which the internal degrees
of freedom have discrete character, like e.g. the fermionic “coordinates” in su-
persymmetry, or even more radically different as in the case of non-commutative
geometries, in which the very notion of a manifold is no longer relevant. To-
gether with Michel Dubois-Violette and John Madore we have produced some
contributions in this direction, published in a series of papers in 1989, 1990 and
1991; important works in this area by Alain Connes, John Lott, Robert Co-
quereaux and others are by now widely known ([17], [18], [19], [22], [20], [21]).
Since the end of the year 1990, I have started to think about non-associative
and ternary generalizations of supersymmetry and the non-commutative geome-
tries. Here again, I was led by the simple intuition that the smaller the scale,
the stronger the interactions, so that the geometry at very small scales should
be governed by the strongest interactions we know, which are apparently the
strong interactions described by quark models.
Who knows if the magic number 3 that seems to govern the world of quarks
is not related to the dimension 3 of the space we are living in ? If so, it might
be worthwhile to study carefully the mathematical structures that particular
ternary symmetries display, based on the groups Z3 and S3 (resp. cyclic and
general permutations of 3 objects) instead of Z2 (see [25]).
In what follows, I shall develop some arguments in favor of this new ap-
proach, and show a few examples of its realization and consequences.
2. Motivation for the study of ternary algebras
One of the most visible logical threads that is constantly present in mod-
ern theoretical physics dealing with fundamental interactions is the unification.
idea. Well known examples of this way of thinking are provided by:
a) Unified theories of Kaluza-Klein type, including the standard model of
electroweak interactions by Weinberg and Salam, which finds its mathematical
expression in the theory of connections and curvature on fibre bundles;
b) Supersymmetric theories, superposing and unifying the fields correspond-
ing to particles of integer and half-integer spin obeying different quantum statis-
tics, their mathematical framework being provided by the theory of superalge-
bras and analysis on supermanifolds;
c) Quantum scattering problems and mathematical extension of group the-
ory to quantum groups (Hopf algebras).
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The search for unification is intimately related to the idea of spontaneous
symmetry breaking, consisting of the conviction that we usually observe only a
partial and reduced symmetry instead of a more complete and full symmetry
that might exist among the states of the system under consideration.
It seems possible to extend this approach of unifying symmetries to the
algebraic structure itself, by superposing the categories of linear spaces and
the spaces of (multi) linear mappings of tensor powers of these spaces into
themselves. One of the best ways to illustrate our ideas and to motivate the
interest in 3-algebras is to analyze the theory of supersymmetry from a slightly
new point of view.
The basic ingredient of supersymmetry is the introduction of the possibility
of mixing and to superposing linearly the states corresponding to pure fermions
or bosons, which is believed to be impossible at the energies we have at our
disposal up to now. In this sense supersymmetry restores the broken symmetry,
under which the allowed transformations should never mix the fields of integer
spin with those of half-integer spin. It is supposed that at least on some yet
unexplored energy scale the so-called superfields may appear, constructed from
fields belonging to all possible irreducible representations of the Lorentz group,
with coefficients belonging to the Grassmann algebra generated by a set of
anti-commuting spinors:
Φ(xµ, θα, θ¯β˙) := φo(x
µ) + ψα(x)θ
α + θ¯β˙ψ¯β˙ +Wµσ
µ
αβ˙
θαθ¯β˙ + ... (1)
The “superfield” is thus a multiplet of fields that contains a scalar φo, a
four-vector Wµ, a Majorana spinor ψα and its conjugate ψ¯β˙, etc.; here θ
α and
θ¯β˙ are anti-commuting variables that span the Grassmann algebra, and who
behave like Majorana spinors with respect to Lorentz transformations.
Let us note at this point that spinors can be viewed as fundamental quan-
tities here, whereas both scalar and 4-vector fields can be found as irreducible
representations in the tensor product of spinors, following the classical decom-
position formula for the representations of the Lorentz group:
D(
1
2
,0) ⊗D(0, 12 ) = D(1,0) ⊕D( 12 , 12 ) (2)
Prior to this decomposition, any tensor belonging to the product D(
1
2
,0)⊗D(0, 12 )
can be identified with a linear operator acting on the space of spinors. This is a
particular case of a general correspondence existing between the linear operators
on a Hilbert space and a tensor square of this space:
Let x, y ∈ V, A ∈ L(V, V ), and let A(x) = y
where V is a Hilbert space, and A a linear operator defined on it.
Then in a given orthonormal basis {ei} , with the usual identification of
the dual basis (i.e. the basis of linear functionals on V ) by means of a scalar
product in H : e∗k(ei) = 〈ek, ei〉 = δki , we may write A ∼
∑
k,i
Aki eke
∗i, so that
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A(x) =
∑
k,i
Aki ek ⊗ e∗i(
∑
m
xmem) =
∑
k,m
Akmx
mek = y
kek = y (3)
The linear operator A defined by its matrix elements Akm can be also iden-
tified with the element of the tensor product V ⊗ V as
A⇒ ∑
k,m
Akmek ⊗ em, with Akm := Akm (4)
In the above picture the roˆle of the two copies of the Hilbert space that
have been used to produce general linear operators (containing the algebra of
observables) by means of the tensor product is utterly different from the roˆle of
the third copy serving as the space of states, as may be seen below:
(L(V, V )⊕ V ) ∼ (V ⊗ V )⊕ V
In some sense it is also analogous with a strange and unusual summation that
is performed on the indices of the Riemann tensor in order to obtain the Ricci
tensor: let us recall that although all the indices of the Riemann tensor vary
within the same range, which is the dimension of the Riemannian manifold Vn
on which the metric and the Riemann tensor are defined, their nature is totally
different. The curvature, which is a Lie algebra valued 2-form, can be written
in a given coordinate system as:
Ω = Ωijdx
i ∧ dxj = Rkij mEmk dxi ∧ dxj (5)
where the matrices Emk span the basis of the n
2-dimensional Lie algebra of the
linear group GLn(R) , satisfying the commutation relations
Emk E
i
l − Eil Emk = δml Eik − δikEml
Here again, the matrices Emk can be put in a one-to-one correspondence (by
lowering one of the indices with the metric tensor glm, E
m
k → glmEmk = Elk)
with the elements of the tensor product of 1-forms, V ∗ ⊗ V ∗ In the definition
of the Ricci tensor, Rik =
∑
j
Rjij k, we perform the summation over the indices
belonging to different realms: one comes from the vector space, while another
is a part of the multi-index labeling the elements of the space of linear trans-
formations (matrices) acting on this space.
In some sense these examples look like a discrete version of the choice of a
local section in a fibre bundle, whose total space would be V ⊗ V ⊗ V .
This suggests that one could restore the full symmetry between the three
copies of the vector space V by embedding L(V, V ) ⊕ V into the tensor cube
V ⊗ V ⊗ V , which can be then “reduced” or “projected” in six different ways
onto L(V, V )⊕ V .
An arbitrary element a ∈ V ⊗ V ⊗ V can be written in the basis {ek} as
a =
∑
k,l,m
aklmek ⊗ el ⊗ em,
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which defines a one-to-one correspondence between the elements of the space
V ⊗ V ⊗ V and the three-tensors aklm, which we will call also cubic matrices
from now on.
It might be that one of the reasons for the non-observability of quarks is
related to the fact that they belong to this kind of “mixed” space, in which
there is no clear distinction between the state and the observable, both being
included in a 3-form (or a “cubic matrix”).
The symmetric group S3 (of permutations of three elements) acts in an
obvious way on the complex cubic matrices by permuting their indices. It is
therefore natural to distinguish separate subspaces of V ⊗ V ⊗ V that provide
the irreducible representations of S3; e.g., there is the subspace of the totally
symmetric cubic matrices satisfying aklm = almk = amlk = ..., the subspace of
j-skew-symmetric cubic matrices satisfying bklm = j blmk = j
2 bmlk = ¯bmlk, etc.
Curiously enough, the most natural internal composition law that generalizes
the multiplication of ordinary matrices (or of the elements of V ⊗ V ) is ternary
and is given by the following rule:
(a⊘ b⊘ c)ijk :=
∑
p,q,r
aipqbpjrcqrk (6)
In contrast with ordinary matrix multiplication this composition is non-
associative, in the sense that
(a⊘ (b⊘ c⊘ d)⊘ e) 6= (a⊘ b⊘ c)⊘ d⊘ e 6= a⊘ b⊘ (c⊘ d⊘ e)
Note that the group S3 acts also on the so defined ternary algebra, so that
both actions (the permutation of factors in the product and the permutation
of the indices in the resulting cubic algebra) can compensate each other thus
defining invariant classes in our algebra.
Such ternary products have been introduced in ([25] and [26], and studied
also by R. Lawrence ([27]) and L. Vainerman and the author ([28]), and are,
in fact, a particular case of a more general n-fold multiplication defined on the
n-tensors as follows:
m(a(1), a(2), ..., a(n))i1i2...in =
l∑
jkr=1(k<r)
a
(1)
i1j12...j1n
a
(2)
j12i2j23...j2n
× ...×
× a(k)j1k...jk−1kikjkk+1...jkn × ...× a
(n)
j1n...jn−1nin
(7)
We believe that the ternary case is exceptional because it involves the sym-
metry group S3 (permutations of three objects, or indices), and this group is the
last one that possesses an exact and faithful representation in the field of com-
plex numbers, the next one, S4, has a representation with a double degeneracy,
while starting from S5 there are no representations in C.
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3. The 3-algebra of cubic matrices: the cubic chessboard
Let us concentrate now on a more detailed study of the ternary algebra of
complex-valued cubic matrices. Such a study seems to be particularly important
in view of the pertinence of these matrices (which are isomorphic with the
elements of V ⊗ V ⊗ V ) to a possible generalization of quantum mechanics and
field theory.
Also, from a purely mathematical point of view, a ternary composition law
in a linear space over complex numbers is particularly interesting because it can
be decomposed in an irreducible way with respect to the permutation group S3,
which is the last of the permutation groups that has a faithful representation in
the complex plane ([30]). Later on we shall give further arguments suggesting
the exceptional roˆle of cubic matrices and their ternary algebra; for the time
being, it suffices to draw attention to the fact that the cubic matrices can be
visualized in three dimensions (like the “Rubik’s cube”, for example), and they
are probably the last case that can be still treated and analyzed in a finite time,
although even in this case the use of the computer becomes crucial.
We start by fixing the notation and conventions. Let the indices i, k, l,m, ...
run from 1 to N . Let the elements of a (complex-valued) matrix a in a given
basis be aikm. The multiplication introduced previously is defined as:
(a⊘ b⊘ c)ijk :=
∑
p,q,r
aipqbpjrcqrk (8)
The ternary “multiplication table” is like a cubic chessboard with dimensions
(N3)× (N3)× (N3) , which amounts to 512 different entries for the case N = 2
and to 273 = 39 = 19683 different entries for the case N = 3 - some chessboard,
indeed ! That is why in what follows we shall restrain ourselves to the cases
N = 2 and N = 3 only.
One of the natural bases in the space of cubic matrices is the set defined as:
eikm := 1 at the intersection of i-th, k-th and m-th rows, 0 elsewhere
Let us show that in the case N = 2 it is possible to obtain a decomposition
of the 8-dimensional ternary algebra (as a linear space) into the direct sum of
its three special subalgebras. In fact there are 8 matrix units in the whole alge-
bra. Three of them: e111, e222, e333 generate a subalgebra Diag of the diagonal
matrices which is evidently Sn-commutative. Using the ternary multiplication
formula for the considered partial case, one can compute that the subalgebra
generated by the matrix units e112, e121, e122 has a zero multiplication and con-
sequently it is abelian. The same is true for the subalgebra generated by the
matrix units e221, e212, e211. Thus, we have a decomposition
Mat(2, 3;C) = Diag ⊕ {e112, e121, e122} ⊕ {e221, e212, e211},
in which the first summand is Sn-commutative and the two others are abelian
subalgebras. This decomposition looks like a decomposition of 2 × 2-matrices
on the diagonal and two triangular subalgebras. But it is not unique; one can
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get at least two similar decompositions:
Mat(2, 3;C) = Diag ⊕ {e112, e212, e211} ⊕ {e121, e122, e221} and
Mat(2, 3;C) = Diag ⊕ {e121, e221, e211} ⊕ {e112, e122, e212}.
But it is another decomposition, connected with the representation proper-
ties with respect to the group Z3 (eventually S3) that will be important in our
forthcoming study of ternary algebra of cubic matrices.
Let J be the cyclic permutation operator acting on cubic matrices as:
(J a)ikl := akli; obviously (J
2 a)ikl := alik, and J
3 = Id (9)
In the articles ([25], [28]) we have introduced an alternative multiplication
law for cubic matrices defined below:
(a ∗ b ∗ c)ikl :=
∑
pqr
apiqbqkrcrlp (10)
in which any cyclic permutation of the matrices in the product is equivalent to
the same permutation on the indices:
(a ∗ b ∗ c)ikl = (b ∗ c ∗ a)kli = (c ∗ a ∗ b∗)lik (11)
It is easy to see that the two multiplication laws are related as follows:
a⊘ b⊘ c = (J a) ∗ b ∗ (J2 c), (12)
and neither of the two is associative. Let us denote by j the cubic root of unity,
j = e
2pii
3 ; we have j + j2 + 1 = 0, and j¯ = j2.
The complex square N × N -matrices can be divided into subspaces with
particular representation properties with respect to the group of permutations
S2 (isomorphic with Z2), thus defining symmetric, anti-symmetric, hermitian
and anti-hermitian matrices: let T be the transposition operator, (Ta)ik = aki;
then we can define the aforementioned types of matrices as the ones that have
the following transformation laws under the action of T :
Ta = a, Ta = −a, Ta = a¯, Ta = −a¯
which gives in index notation the usual definitions:
aik = aki, aik = −aki, aik = a¯ki, aik = −a¯ki,
Similarly, the complex cubic matrices can be divided into classes according
to the representations of the group S3. With J defined as above (9) and T the
operator of odd transposition, (Ta)ikm = amki, we can define cubic matrices
with the following non-equivalent representation properties under the action of
the operators J and T :
Ja = a, Ta = a; Ja = j a, Ta = a; Ja = j2 a, Ta = a (13)
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and
Ja = a, Ta = a¯; Ja = j a, Ta = a¯; Ja = j2 a, Ta = a¯ (14)
From now on we shall concentrate on the class of matrices displaying well-
defined properties with respect to the group of cyclic permutations Z3 only, i.e.
supposing that there is no particular relation between a and Ta.
This type of decomposition is important in the analysis of the possible rep-
resentations of ternary algebras of cubic matrices in terms of associative matrix
algebras. We shall follow the well known example of Ado’s theorem for finite-
dimensional Lie groups, which states that for such groups an associative en-
veloping algebra can be found, such that the skew-symmetric, non-associative
composition law satisfying the Jacobi identity can be faithfully represented by
a commutator of the corresponding elements.
Although at this stage we are don’t know if an analogue of the Jacobi iden-
tity exists for ternary algebra of cubic matrices, we shall show that at least for
the simplest cases, certain ternary algebras with a non-associative composition
law displaying particular symmetries can be represented in the algebra of asso-
ciative matrices. Let us decompose the algebra of cubic matrices into the direct
sum of the following linear subspaces:
Diagonal, containing N diagonal cubic matrices ω(k) :
ω
(k)
kkk = 1, all other elements = 0;
Symmetric, containing (N3 −N)/3 traceless, totally symmetric cubic matrices
π
(α)
klm = π
(α)
lmk = π
(α)
mkl , α = 1, 2, .., (N
3 −N)/3
j-Skew-symmetric, containing (N3 −N)/3 cubic matrices satisfying
ρ
(α)
klm = j ρ
(α)
lmk = j
2 ρ
(α)
mkl;
and j2-Skew-symmetric, containing (N3 −N)/3 cubic matrices satisfying
κ
(α)
klm = j
2 κ
(α)
lmk = j κ
(α)
mkl.
Only the diagonal matrices form a 3-subalgebra with respect to the ternary
multiplication law;
ω(k) ∗ ω(l) ∗ ω(m) = 0 if k 6= l 6= m and ω(k) ∗ ω(k) ∗ ω(k) = ω(k) (15)
This 3-subalgebra is associative and commutative and is easily represented
by ordinary (square) matrices ω(k), whose only non-vanishing element 1 is found
at the intersection of the k-th line with the k-th column.
With eight independent generators the ternary algebra’s multiplication table
is also a cubic array, and in order to define it completely we must display as many
as 8× 8× 8 = 512 different ternary products. Because of the non-associativity
of ternary law, it is impossible to find a realization of these multiplication rules
by means of a set of finite n× n matrices.
This situation is not new indeed, and could be observed in the case of bi-
nary non-associative algebras. The well known Ado’s theorem states that a
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class of finite dimensional non-associative algebras with particular symmetry
of the composition law, {X, Y } = −{Y,X} and satisfying the Jacobi identity
(Lie algebras) can always be represented by a subset of some bigger associative
algebra, called the enveloping algebra.
Let us show on a simple example of 2 × 2 × 2 cubic matrices that a repre-
sentation in the associative binary algebra of 2 × 2 ordinary matrices can be
found provided that the ternary composition law is endowed with a particular
symmetry that generalizes the skew symmetry of the ordinary Lie algebra.
In the multiplication table for the cubic matrices in the particular basis of
ω(k), π(α), ρ(β) and κ(γ) it is difficult to find any subalgebras except for the ob-
vious “central” one containing the ω(k). Usually a 3-product of three matrices
will decompose into a linear combination of the matrices belonging to various
symmetry types, e.g.
ρ(1) ∗ ρ(1) ∗ ρ(2) = ω(1) − 1
3
π(2) + 2
3
j2 ρ(2) − 1
3
j κ(2) , etc.
The situation changes if we introduce a new composition law that follows
the particular symmetry of the given type of cubic matrices. For example, let
us define:
{ρ(α), ρ(β), ρ(γ)} := ρ(α) ∗ ρ(β) ∗ ρ(γ) + j ρ(β) ∗ ρ(γ) ∗ ρ(α) + j2 ρ(γ) ∗ ρ(α) ∗ ρ(β) (16)
Because of the symmetry of the ternary j-bracket one has
{ρ(α), ρ(β), ρ(γ)}ikm = j{ρ(α), ρ(β), ρ(γ)}kmi,
so that it becomes obvious that with respect to the j-bracket composition law
the matrices ρ(α) form a ternary subalgebra. Indeed, we have
{ρ(1), ρ(2), ρ(1)} = −ρ(2) ; {ρ(2), ρ(1), ρ(2)} = −ρ(1) ; (17)
all other combinations being proportional to the above ones with a factor j or
j2, whereas the j-brackets of three identical matrices obviously vanish.
Our aim is to find the simplest representation of this ternary algebra in
terms of a j-commutator defined in an associative algebra of matrices M2(C) as
follows:
[A,B,C] := ABC + j BCA + j2CAB (18)
It is easy to see that the trace of any j-bracket of three matrices must vanish;
therefore, the matrices that would represent the cubic matrices ρ(α) must be
traceless. Then it is a matter of simple exercise to show that any two of the
three Pauli sigma-matrices divided by
√
2 provide us with a representation of
the ternary j-skew algebra of the ρ-matrices; e.g.
σ1σ2σ1+ j σ2σ1σ1+ j2 σ1σ1σ2 = −2 σ2, σ2σ1σ2+ j σ1σ2σ2+ j2 σ2σ2σ1 = −2 σ1
Thus, it is possible to find a representation in the associative algebra of finite
matrices for the non-associative j-bracket ternary algebra. A similar represen-
tation can be found for the two cubic matrices κ(α) with the j2-skew bracket.
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If there exists an analogue of the Jacobi identity, it cannot contain the dou-
ble j-brackets. As a matter of fact, we have been able to prove that there are no
non-trivial solutions to the equation containing the forty non-redundant double
j-brackets like [A, [B,C,D], E]. Therefore, in order to produce a non-trivial
analogue of the Jacobi identity for ternary algebras, we should find an identity
involving seven different entities, like
[A, [B, [C,D,E], F ]G], and [ [A,B,C]D [E, F,G]], etc.
It is also worthwhile to note that the ordinary Lie algebras with the skew-
symmetric composition law can be found in the representation of the ternary
j-bracket algebra in the associative algebra, provided the latter one is endowed
with a central (unit) element. Indeed, we have:
[A, 1, C] = A 1C+ j 1C A+ j2C A 1 = AC+(j+ j2)C A = AC−C A (19)
The fact that Pauli matrices did appear in a quite natural way is encourag-
ing. It suggests that although we start here from a ternary algebra with j-skew
3-commutator, more familiar notions such as the Lorentz group and spin can
be encoded in some way in this unusual rules, and appear sooner or later as
secondary features of a purely algebraic theory.
The following exercise reinforces this hope.
A natural question to ask now concerns the nature of all the automorphisms
of this simple ternary algebra. The most general homogeneous transformation
of the cubic matrices ρ(α) involves all their indices:
ρ˜
(α)
ikm = Λ
α
β U
p
i U
r
k U
s
m ρ
(β)
prs, α, β, i, k, ... = 1, 2. (20)
with (invertible) matrices Λαβ , U
p
i chosen in such a way that the ternary relations
between the transformed cubic matrices ρ˜(α) remain the same as defined above.
Let us show that even in a simplified case when we choose Upq = δ
p
q , the
condition of invariance of the ternary algebra leads to non trivial solutions for
the group of matrices Λαβ . As a matter of fact, we get the following system of
equations for Λαβ :
Λ11(Λ
2
2Λ
1
1 − Λ12Λ21) = Λ22; Λ12(Λ21Λ12 − Λ11Λ22) = Λ21, and (21)
Λ22(Λ
1
1Λ
2
2 − Λ21Λ12) = Λ11; Λ21(Λ12Λ21 − Λ22Λ11) = Λ12 (22)
from which follows that [det(Λ)]2 = 1, so that either
det(Λ) = 1, and Λ11 = Λ
2
2, Λ
1
2 = −Λ21, or (23)
det(Λ) = −1, and Λ11 = −Λ22, Λ12 = Λ21. (24)
This group has two disjoint components; the simply connected component of
the unit element is a subgroup, whereas the second component can be obtained
from the first one by multiplication by the 2⊗ 2 matrix diag(1,−1).
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The simply connected subgroup is an abelian, (real) two-dimensional Lie
group of matrices whose general form is
(
a b
−b a
)
, with a, b complex numbers satisfying a2 + b2 = 1 (25)
which can be decomposed into a simple product of two matrices:
(
coshψ i sinhψ
−i sinhψ coshψ
)(
cosφ sin φ
− sin φ cosφ
)
(26)
This group is easily identified as the simple product of Euclidean rota-
tions and translations. It can be realized as the isometry group of a cylin-
drical Minkowski space parametrised with two variables τ and φ, [0 ≤ φ ≤
2π] × [−∞ ≤ τ ≤ ∞] , with one “boost” and one angular translation. When
embedded in a many-dimensional Minkowski space, this object looks like a mo-
tionless closed string. This invariance group reduces to U(1) if we impose the
reality condition on the matrices ρ(α) requiring that ρ
(α)
ikl = ρ¯
(α)
lki .
The ternary algebra of complex cubic matrices in three dimensions,Mat(3, 3, C),
has a very rich structure; its multiplication table (in three dimensions, too) can
be visualized as a cubic matrix with 27 × 27 × 27 = 39 entries. Here again,
subsets displaying a particular Z3-symmetry can be defined, containing eight
independent matrices each, so that the whole algebra of 27 independent matri-
ces decomposes as M = Diag ⊕M0 ⊕M1 ⊕M2.
Let us denote these cubic matrices by: O
(a)
bcd (the diagonal part); R
(A)
abc , with
A = 1, 2, ...8 , and a, b = 1, 2, 3 spanning the subset M1; K
(A)
abc spanning the sub-
set M2, and P
(A)
abc spanning the totally Z3-symmetric traceless subset M0. The
cubic matrices denoted by capital Latin letters display the same symmetries as
their prototypes belonging to Mat(2, 3, C) denoted by the corresponding Greek
letters ω,ρ,κ and π. It is easy to see that the component M1 containing the
matrices R(A) satisfying
R
(A)
abc = j R
(A)
bca = j
2R
(A)
cab
consists of three two-dimensional ternary subalgebras, each of them isomorphic
with the algebra of ρ-matrices shown above. The three subalgebras are spanned
by (we just give the only non-vanishing elements):
{R(1+)232 , R(1−)323 } ; {R(2+)313 , R(2−)131 } and {R(3+)121 , R(3−)212 }
besides, there are two more independent generators,
R
(7)
123 and R
(8)
321
This situation is similar to the one observed in the examples of the Lie alge-
bras su(2) and su(3), where the algebra su(2) can be embedded in three different
ways in the algebra su(3). It is also clear that among the automorphisms of
the ternary algebra spanned by R(A), with the j-skew ternary commutator, we
will find three copies of the automorphisms of the simple ternary algebra of ρ(α)
cubic matrices, which means that we shall have three independent Lorentzian
boosts, and three independent rotations of a plane, which is exactly what is
needed to generate the 6-parameter Lorentz group in 4-dimensional space-time.
Similar observation can be made concerning the cubic matrices K(A).
This does not exclude the possibility of finding other interesting subgroups
in the group of automorphisms of ternary relations between the cubic matrices
R(A) or K(A), e.g. the group SU(3) in its adjoint representation, althoughit may
be intertwined with the elements of the Lorentz group in a very tricky way.
To find a maximal ternary subalgebra of M1 ⊂ Mat(3, 3;C) that can be
represented in a finite associative algebra with the j− skew commutator as the
composition law is not an easy task, and we don’t know the full answer to this
problem. However, the fact that the traceless part of the 3-algebra of cubic ma-
trices splits naturally into three equal parts suggests that its representation by
means of an associative eneveloping algebra can be naturally Z3-graded, with
three grades 0, 1, 2 adding up modulo 3. Such algebras are also very interesting,
and we were able to investigate them to some extent; some of the results are
presented in the following Sections.
4. Z3-graded associative algebras
The simplest case of an associative Z3-graded algebra is provided by the
algebra of complex 3 × 3 matrices, which is divided into the following three
linear subspaces: M3(C) = A0 ⊕A1 ⊕A2, with


α 0 0
0 β 0
0 0 γ

 ∈ A0;


0 α 0
0 0 β
γ 0 0

 ∈ A1;


0 0 γ
α 0 0
0 β 0

 ∈ A2 α, β, γ ∈ C.
(27)
One easily checks that if the elements a(k) and b(m) belong to the subspaces
Ak and Am respectively, (k,m = 0, 1, 2), then their matrix product belongs to
A(k+m)mod(3). This algebra may be viewed upon as a model of non-commutative
Z3-graded geometry, generalizing the Z2-graded matrix algebra used in the mod-
els of elementary interactions based on the noncommutative Z2-graded geome-
try, ([17], [18], [19], [20], [21], [23], [24]).
Let us introduce the following Z3-graded commutator:
[A, B]Z3 = AB − jabBA, with a = grad(A), b = grad(B). (28)
Denoting the Z3-commutator of element A with any other element B byDerA(B),
(both of them having the well defined Z3-grade), it is easy to check the Z3-graded
Leibniz rule in A:
DerA (B C) = [DerA (B)]C + j
abB [DerA (C)] (29)
However, these derivations do not form a (Z3-graded) Lie algebra, because the
iterated Z3-commutator [A, [B, C]] cannot be expressed as a linear combination
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of two Z3-commutators [[A, B], C] and [B, [A, C]] (i.e. the Z3-graded analogue
of the Jacobi identity does not exist here).
The derivations are naturally divided into three distinct classes, following
their Z3-grade. The derivations of Z3-grade 1 and 2 are cubic nilpotent: if
grad(A) = 1 or 2,
(DerA)
3B = 0 for any B (30)
for example, the simple calculus for k=1 shows quite immediately that
D1
3B := [A, [A, [A,B]Z3 ]Z3
]
Z3
= A3B − jbA2BA− jb+1A2BA+ j2b+1ABA2
−jb+2A2BA + j2b+2ABA2 + j2b+3ABA2 − j3b+3BA3 =
= A3B − BA3 + j2b(j + j2 + j3)BA2 − jb(j + j2 + j3)A2BA = 0
where we have noted b:=grade(B). The result comes from the fact that for any
grade-1 matrix, the cube A3 is proportional to the unit matrix and therefore
commutes with any element B ∈ A, and because the combination j+ j2+ j3 =
j + j2 + 1 is equal to 0. The proof for the grade-2 derivation is the same.
In contrast with what happens in the Z2 -graded Lie algebras, this derivation
does not imply an analogue of the Jacobi identity, because it is not a derivation
of the Z3 -graded commutator, i.e.
[[X, Y ]Z3 , Z]Z3
+ [[Y, Z]Z3 , X ]Z3
+ [[Z,X ]Z3 , Y ]Z3
6= 0 (31)
An interesting example is provided by derivations of an associative algebra
which is a ternary generalization of Grassmann algebra. Consider a free as-
sociative algebra with unit element, on which the following ternary relation is
imposed:
XY Z = jY ZX = j2ZXY (32)
Consider the simplest case with one generator only: then the whole algebra
consists of three elements, 1, X and X2, because X3 = 0. If we want to define
derivations satisfying the Z3-graded Leibniz rule, i.e.
∂(XY ) = (∂X)Y + jX(∂Y ) (33)
then it is easy to see that only three solutions are possible. They can be defined
explicitly by their action on the three elements of our algebra:
∂1(X) = 1; ∂1(X
2) = −j2X ; ∂1(1) = 0; (34)
∂2(X) = X
2; ∂2(X
2) = 0; ∂2(1) = 0; (35)
∂3(X) = X ; ∂3(X
2) = −j2X2; ∂3(1) = 0 (36)
The derivation ∂1 is of grade 1 , ∂2 is of grade 2, whereas ∂3 is of grade 0. The
two derivations ∂1 and ∂2 do not close under any binary relations, but they form
a simple ternary algebra :
∂1∂2∂2 + ∂2∂1∂2 + ∂2∂2∂1 = −j2∂2; (37)
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∂2∂1∂1 + ∂1∂2∂1 + ∂1∂1∂2 = −j2∂1. (38)
We have already seen a similar non-associative ternary algebra realized in the
set of 3-linear complex forms (Eq.19). Unfortunately, such Z−3-graded deriva-
tions cannot be realized on associative algebras satisfying the above permu-
tation ternary rule with more than one independent generator; we can only
repeat the construction by tensoring some number of identical realizations in-
troduced above. The 1-dimensional version of this calculus has been worked
out by W.S.Chung ([29])
The important fact is that the Z3-graded derivations never close under a bi-
nary composition rule, but they can produce another derivation under a ternary
composition rule.
In the associative algebra of 3× 3 complex matrices we can also consider an
exterior differential d whose cube vanishes identically, d3 = 0 . Such a differ-
ential is defined as a Z3 - graded commutator with a matrix from A1. In next
ection we shall use such differentials to produce an extended version of usual
gauge theories.
The associative Z3-graded matrix algebra appears naturally as the algebra
of linear transformations of another nilpotent graded associative algebra, which
is a natural Z3-graded generalisation of Grassmann algebras.
By analogy with the Z2-graded Grassmann algebras spanned by the set of
anti-commuting generators, we may introduce an associative algebra spanned
by N generators θA, A,B = 1, 2...N , whose binary products θAθB will be con-
sidered as N2 independent quantities, whereas we shall impose a ternary analog
of the anti-commutation relations:
θAθBθC = jθBθCθA = j2θCθAθB (39)
A more precise formulation is to say that the algebra in question is the
universal algebra defined by the above relations.
Corollary : The cube of any generator must vanish (because in this case
the relation (1) amounts to (θA)3 = j(θA)3 = 0 ; all the monomials of order 4 or
higher are identically null (the proof that follows makes use of the associativity
of the postulated product and of the relation 1): (the low braces are there just
to indicate to which triple of θ’s the circular permutation is being applied)
θAθBθ︸ ︷︷ ︸CθD = jθBθCθAθ︸ ︷︷ ︸D = j2θBθAθ︸ ︷︷ ︸DθC = θAθDθBθ︸ ︷︷ ︸C = jθAθBθCθD; (40)
therefore, as 1− j 6= 0, one has θAθBθCθD = 0.
The dimension of this Z3-graded generalization of Grassmann algebra is
equal to N +N2 + (N3 −N)/3; we may also add a “neutral” element denoted
by 1 and commuting with all other generators.
One can note a dissymmetry between the components of this algebra with
the grades 1 et 2 : as a matter of fact, there are N elements of grade 1 (the θ’s)
and N2 elements of grade 2 (θθ).
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A natural way to re-establish the symmetry is to introduce the set of N
“conjugate” generators , θ¯A, of grade 2, that satisfy conjugate ternary relations
(in which j is replaced by j2):
θ¯Aθ¯B θ¯C = j2θ¯B θ¯C θ¯A (41)
The ternary relation between the θA’s can be interpreted as follows:
θAθBθ︸︷︷︸C = jθBθ︸︷︷︸CθA, which suggests the following relations between the genera-
tors θA and θ¯B :
θAθ¯B = jθ¯BθA, θ¯BθA = j2θAθ¯B. (42)
The Z3-graded algebra so defined can be naturally divided in three parts, of
grade 0, 1 et 2 respectively, with the dimensions of the sub-spaces of grades 1
and 2 being equal: one can write symbolically A = A0 + A1 + A2, where
A0 contains: 1, θ
Aθ¯B, θAθBθC , θ¯Aθ¯B θ¯C , θAθB θ¯C θ¯D and θAθBθC θ¯Dθ¯E θ¯F ;
A1 contains: θ
A, θ¯B θ¯C , θAθB θ¯C , θAθ¯Aθ¯B θ¯C ,
and A2 contains: θ¯
A, θAθB, θAθ¯Bθ¯C , θAθBθC θ¯D .
In the case of usual Z2-graded Grassmann algebras the anti-commutation
between the generators of the algebra and the assumed associativity imply au-
tomatically the fact that all grade 0 elements commute with the rest of the
algebra, while any two elements of grade 1 anti-commute.
In the case of the Z3-graded generalization such an extension of ternary and
binary relations does not follow automatically, and must be imposed explicitly.
If we decide to extend these relations to all elements of the algebra having a
well-defined grade (i.e. the monomials in θ’s and θ¯’s , then many additional
expressions must vanish, e.g.:
θAθB θ¯︸︷︷︸C = θB θ¯︸︷︷︸CθA = θB θ¯Cθ︸︷︷︸A = θ¯CθAθB = 0 ;
because on the one side, θAθ¯C is of grade 0 and commutes with all other ele-
ments; at the same time, commuting θ¯C with θAθB one gets twice the factor j2,
which leads to the overall factor jθ¯CθAθB; this produces a contradiction which
can be solved only by supposing that θAθB θ¯C = 0. The resulting Z3-graded
algebra contains only the following products of generators:
A1 = θ, {θ¯θ¯}; A2 = θ¯, {θθ}; A0 = {θθ¯}, {θθθ}, {θ¯θ¯θ¯} (43)
Let us note that the set of grade 0 (which obviously forms a sub-algebra of
the Z3-graded Grassmann algebra) contains the products which could symbolize
the only observable combinations of quark fields in quantum chromodynamics
based on SU(3)-symmetry.
If we reorder the basis of our algebra, with all the elements of grade 0 first,
next all the elements of grade 1 and finally the elements of grade 2 in a one-
column vector, a general linear transformation that would leave these entries
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in the same order can be symbolized by a matrix whose entries have a definite
Z3-grade placed as follows:


0 2 1
1 0 2
2 1 0




0
1
2

 =


0
1
2

 (44)
Under the action of such a matrix, the position of the three grades does not
change in the resulting column; we shall call such an operator a grade 0 matrix.
We can introduce two other kinds of matrices that raise all the grades by 1
(resp. by 2), and call them respectively grade 1 and grade 2 matrices:


1 0 2
2 1 0
0 2 1




0
1
2

 =


1
2
0

 , and


2 1 0
0 2 1
1 0 2




0
1
2

 =


2
0
1

 (45)
(the numbers 0, 1, 2 symbolize the grades of the respective entries in the ma-
trices). The notions of hypertrace and hyperdeterminant generalizing the cor-
responding notions of supertrace and superdeterminant been successfully intro-
duced and investigated recently by B. Le Roy ([31]). If we restrict the character
of the matrices, admitting only complex-valued matrix elements, then the grades
0, 1 and 2 will reduce themselves to the following three types of 3×3-block ma-
trices: 

a 0 0
0 b 0
0 0 c

 ,


0 α 0
0 0 β
γ 0 0

 ,


0 0 γ
α 0 0
0 β 0

 (46)
representing arbitrary matrices with respective grade 0, 1 and 2, i.e. the Z3-
graded algebra introduced in the beginning of this Section.
Let η be a matrix of grade 1; we can define a formal “differential” on the
Z3-graded algebra of 3 matrices as follows:
dB := [η, B]Z3 = ηB − jbBη (47)
It is easy to show that d(BC) = (dB)C + jbB(dC) and that d3 = 0. The
first identity is trivial, whereas the last one follows from the fact that η3 = Id
does commute with all the elements of the algebra.
It is also easy to check that Im(d) ⊆ Ker(d2), and Im(d2) ⊆ Ker(d)
5. Matrix realization of a Z3-graded gauge theory
Let A be an associative algebra with unit element, and let H be a free left
module over this algebra. Let A be an A-valued 1-form defined on a differential
manifold M , and let Φ be a function on the manifold M with values in the
module H. We shall introduce the covariant differential as usual:
DΦ := dΦ + AΦ; (48)
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If the module is a free one, any of its elements Φ can be represented by an
appropriate element of the algebra acting on a fixed element of H, so that one
can always write Φ = BΦo; then the action of the group of automorphisms of
H can be translated as the action of the same group on the algebra A.
Let U be a function defined on M with its values in the group of the au-
tomorphisms of H. The definition of a covariant differential is equivalent with
to the requirement DU−1B = U−1DB; as in the usual case, this leads to the
following well-known transformation for the connection 1-form A :
A⇒ U−1AU + U−1dU ; (49)
But here, unlike in the usual theory, the second covariant differential D2Φ
is not an automorphism: as a matter of fact, we have:
D2Φ = d(dΦ+ AΦ) + A(dΦ + AΦ) = d2Φ+ dAΦ + jAdΦ+ AdΦ+ A2Φ
the expression containing d2Φ and dΦ , whereas D3Φ is an automorphism,
because it contains only Φ multiplied on the left by an algebra-valued 3-form:
D3Φ = d(D2Φ) + A(D2Φ),which gives explicitly :
d(d2Φ + dAΦ+ jAdΦ + A2Φ) + A(d2Φ + dAΦ+ jAdΦ+ AdΦ + A2Φ)
With a direct calculus one observes that all the terms containing dΦ or d2Φ
simplify because of the identity 1 + j + j2 = 0, leaving only
D3Φ = (d2A+ d(A2) + AdA+ A3)Φ = (D2A)Φ := Ω Φ; (50)
Obviously, because D(U−1Φ) = U−1(DΦ), one also has:
D3(U−1Φ) = U−1(D3Φ) = U−1ΩΦ = U−1ΩUU−1Φ,
which proves that the 3-form Ω transforms as usual, Ω ⇒ U−1ΩU when the
connection 1-form transforms according to the law: A⇒ U−1AU + U−1dU .
It can be also proved by a direct calculus that the curvature 3-form Ω does
vanish identically for A = U−1dU . This computation illustrates very well the
technique of the Z3-graded exterior differential calculus introduced above: as a
matter of fact, one has
d(U−1dU) = dU−1dU + U−1d2U, (51)
so that the term corresponding to d2A gives:
d2(U−1dU) = d2U−1dU + jdU−1d2U + dU−1d2U
next, the term corresponding to d(A2) = d(U−1dUU−1dU) gives
dU−1dUU−1dU + U−1d2UU−1dU + jU−1dUdU−1dU + jU−1dUU−1d2U
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whereas AdA = U−1dUdU−1dU + U−1dUU−1d2U
finally, the term A3 = U−1dUU−1dUU−1dU can be written as −dU−1dUU−1dU
by virtue of the identity dUU−1 = −UdU−1 which follows from the Leibniz
rule applied to UU−1 = Id, i.e. d(UU−1) = dUU−1 + UdU−1 = 0. Using this
identity whenever possible, and replacing 1+j by −j2, we can reduce the whole
expression to the following sum of three terms
d2U−1dU + U−1d2UU−1dU − j2U−1dUdU−1dU
whose vanishing does not at all seem obvious. However, it is not very difficult
to prove that this expression is identically null. First of all, it is enough to prove
the vanishing of the expression
d2U−1 + U−1d2UU−1 − j2U−1dUdU−1 ,
because all the three terms contain the same factor dU on the right; then, by
multiplying on the left by U , we get Ud2U−1 + d2UU−1 − j2dUdU−1
At this point let us note that d2(UU−1) = d2(Id) = 0, but then, according
to our Z3-graded Leibniz rule,
d2(UU−1) = d(dUU−1 + UdU−1) = d2UU−1 + jdUdU−1 + dUdU−1 + Ud2U−1
so that Ud2U−1 + d2UU−1 = −dUdU−1 − jdUdU−1, therefore
−dUdU−1 − jdUdU−1 − j2dUdU−1 = (1 + j + j2) dUdU−1 = 0
It is amusing to look at one of the simplest possible realizations of this model
in the Z3-graded algebra of 3 × 3 complex matrices. In this case the matrices
represent both functions and forms, so that it is easy to perform the calculus
of the 3-form Ω and in particular to determine the condition on the connection
1-form A leading to Ω = 0 , i.e. defining the set of connections A that are pure
gauges.
Let A =


0 α 0
0 0 β
γ 0 0

 and η =


0 1 0
0 0 1
1 0 0

 Then the condition Ω = 0 leads
to the following equation for the coefficients α, β, γ :
(α+ β + γ) + αβ + βγ + γα + αβγ = 0, (52)
or in a more symmetric form, (α + 1)(β + 1)(γ + 1) = 1
The independent solutions displaying full symmetry under the action of the
permutation group S3 are found by putting
α + 1 = β + 1 = γ + 1 = 1 or j or j2;
Another set of solutions is obtained with
α + 1 = 1, β + 1 = j, γ + 1 = j2
and by performing all possible permutations of α, β and γ. The analogue
of a gauge transformation acting on the connection form A is given by a usual
formula,
A→ A′ = U−1AU + U−1dU (53)
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Then it is easy to show that for any U ∈ A one has Ω′ = U−1ΩU , but the
covariant derivative D transforms properly only if U ∈ calA0; in other case, one
has U−1(d+ A)U = d+ juA. Let U ∈ A0. Then,
if U =


x 0 0
0 y 0
0 0 z

 , one has U−1dU =


0 0 ( z
x
− 1)
(x
y
)− 1 0 0
0 (y
z
)− 1 0

 (54)
which obviously satisfies the equation (52), therefore corresponding to the van-
ishing curvature 3-form Ω. Indeed,
((
z
x
− 1) + 1)((x
y
− 1) + 1)((y
z
− 1) + 1) = z
x
x
y
y
z
= 1
6. Z3-graded Exterior Differential Calculus
The associative algebra of functions we shall be dealing with is generated by
N generators ξk, which need not to commute. We shall assume more general
binary relations of the type
ξi ξk = ξk ξi + ǫik = ξi ξk + ǫki + ǫik, (55)
so that obviously one must have ǫik = −ǫki; the variables ξk span a Heisenberg
algebra in an even dimensional case.
We postulate that the partial derivatives satisfy the usual Leibniz rule:
∂i ξ
k = δki ; ∂i(ξ
kξl) = δki ξ
l + ξk δli, and ∂i (ǫ
km) = 0, (56)
and that it holds for a product of any two functions of the variables ξk. Our
algebra being associative, we have also ∂i ∂k = ∂k ∂i. Let the definition of the
differential df of a function f coincide with the usual one:
df =
∂ f
∂ξk
dξk (57)
When formally computing higher-order differentials, we shall suppose that
our exterior differential operator d obeys the generalized graded Leibniz rule:
d (ω φ) = d ω φ+ jgrade(ω) ω d φ (58)
and that the grades add modulo 3 under the associative multiplication of ex-
terior forms; the functions are of grade 0, and the operator d raises the grade
of any form by 1, which means that dξk is a 1-form whose Z3-grade is 1 by
definition; when applied two times, by iteration, d will produce a new entity,
which we shall call a 1-form of grade 2, denoted by d2ξk. Finally, we require
that d3 = 0.
We shall suppose that the Z3-graded algebra generated by the forms dξ
i and
d2ξk behaves as a left module over the algebra of smooth functions of ξ’s. In
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other words, we shall be able to multiply the forms dξi , d2ξk, dξidξk , etc. by
the functions on the left only; right multiplication will just not be considered
here. That is why we will write by definition, e.g.
d(ξiξk) := ξidξk + ξkdξi (59)
Let us note that in contrast to the Z2-graded case, the forms are treated
as a whole, even when multiplied from the left by an arbitrary function; that
means that we cannot identify e.g.
(ωidξ
i)(φkdξ
k) with (ωiφk)dξ
idξk
It is equivalent to say that the products of functions by forms are to be
understood in the sense of tensor products, which is associative, but non-
commutative.
Nevertheless, such an identification can be done for the forms of maximal
degree (i.e. 3), which contain the products of the type dξidξkdξm or dξid2ξm,
whose exterior differentials vanish irrespective of the order of the multiplication;
as a matter of fact,
d((αidξ
i)(βkdξ
k)(γmdξ
m)) = d((αiβkγm)dξ
idξkdξm)) = 0. (60)
With the Z3-graded Leibniz rule so established, the postulate d
3 = 0 suggests
the ternary and binary commutation rules for the differentials dξi and d2ξk. To
begin with, consider the differentials of a function of the coordinates ξk, where
the ”first differential” df coincides with the usual one:
df := (∂if)dξ
i ; d2f := (∂k∂if)dξ
kdξi + (∂if)d
2ξi ; (61)
d3f = (∂m∂k∂if)dξ
mdξkdξi + (∂k∂if)[d
2ξkdξi + jdξid2ξk + dξkd2ξi]; (62)
(we recall that the last part of the differential, (∂if)d
3ξi, vanishes by virtue of
the postulate d3ξi = 0).
Supposing that partial derivatives commute, exchanging the summation in-
dices i et k in the last expression and replacing 1 + j by −j2, we arrive at the
following two conditions that lead to the vanishing of d3f :
dξmdξkdξi + dξkdξidξm + dξidξmdξk = 0 ; d2ξkdξi − j2dξid2ξk = 0 . (63)
which lead in turn to the following relations:
dξidξkdξm = jdξkdξmdξi, and dξid2ξk = jd2ξkdξi. (64)
By extending these rules to all the expressions with a well-defined grade,
and applying the associativity of the Z3-exterior product, we see that all the
expressions of the type dξidξkdξmdξn and dξidξkd2ξm must vanish, and along
with them, also the monomials of higher order that would contain them as
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factors. Still, this is not sufficient in order to satisfy the rule d3 = 0 on all the
forms spanned by the generators dξ1 and d2ξk. It can be proved easily that the
expressions containing d2ξid2ξk must vanish, too. For example, if we take the
particular 1-form ξidξk and apply to it the operator d, we get
d(ξidξk) = dξidξk + ξid2ξk; (65)
d2(ξidξk) = d2ξidξk + (1 + j)dξid2ξk = d2ξidξk − d2ξkdξi; (66)
which leads to d3(ξidξk) = d2ξid2ξk − d2ξkd2ξi; then, if we want to keep both
the associativity of the ”exterior product” and the ternary rule for the entities
of grade 2, i.e. d2ξid2ξkd2ξm = j2d2ξkd2ξmd2ξi, then the only solution is to
impose d2ξid2ξk = 0 and to set forward the additional rule declaring that any
expression containing four or more operators d must identically vanish.
With these rules set, we can check that d3 = 0 on all the forms, whatever
their grade or degree. Let us show how such a calculus works on the example
of a 1-form ω = ωkdξ
k:
d(ωkdξ
k) = (∂iωk)dξ
idξk + ωkd
2ξk
d2(ωkdξ
k) = (∂m∂iωk)dξ
mdξidξk + (∂iωk)(d
2ξidξk + jdξid2ξk) + ∂iωkdξ
id2ξk
exchanging the summation indices i and k in two last terms, using j +1 = −j2
and the commutation relations between dξk and d2ξi, we can write
d2(ωkdξ
k) = (∂m∂iωk)dξ
mdξidξk + (∂iωk − ∂kωi)d2ξidξk. (67)
where it is interesting to note how the usual anti-symmetric exterior differential
appears as a part of the whole expression.
The natural symmetry between j et j2 which leads to the possibility of
choosing one of these two complex numbers as the generator of the group Z3,
and simultaneous interchanging the roˆles between the grades 1 and 2 suggests
that we could extend the notion of complex conjugation j ⇒ (j)∗ = j2, with
((j)∗)∗ = j, to the algebra of Z3-graded exterior forms and the operator d itself.
It does not seem reasonable to use the “second differentials” d2xi as the
objects conjugate to the “first differentials” dxi, because the rules of Z3-graded
exterior differentiation we have imposed break the symmetry between these two
kinds of differentials: remember that the products dxidxk, and dxidxkdxm are
admitted, while we require that d2xid2xk and d2xid2xkd2xm must vanish.
This suggests the introduction of a “conjugate” differential δ of grade 2,
the image of the differential d under the conjugation ∗, satisfying the following
conjugate relations:
δxiδxkδxm = j2δxkδxmδxi, δxiδ2xk = j2δ2xkδxi . (68)
One notes that δ2xk is of grade 1 (2 + 2 = 4 = 1(mod 3)).
All the relations existing between the operator d and the exterior forms gen-
erated by dxi and d2xk are faithfully reproduced under the conjugation ∗ if we
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consider the Z3-graded algebra generated by the entities δx
i and δ2xk as a right
module over the algebra of functions F(M) , with the operator δ acting on the
right on this module.
The rules d3 = 0 and δ3 = 0 suggest their natural extension: dδ = δd = 0
To conclude, we must stress the following point: although algebraically con-
sistent, the Z3-graded exterior differential calculus does not yet have any deep
geometrical meaning, unlike the case of usual Z2-grading, with the duality be-
tween the exterior p-forms and p-cells and complexes,integration, and Green-
Stokes formulae. In our case, for example, we would like to be able to extend
these formulae as follows:∫
C
d2 ω =
∫
∂C
dω =
∫
∂2C
ω , (69)
where the operation ∂, when applied to a “complex” C, gives a new complex
∂C of lower dimension, but with the possibility of applying it twice, and with
∂3C = 0 for any C.
7. Z3-graded Gauge Theory on Principal and Linear Bundles
The curvature 3-form Ω = d2A+d(A2)+AdA+A3 is of grade 0; therefore it
must be decomposed along the elements dxidxkdxm and d2xidxk. Here is how
we can compute its components in a local coordinate system. By definition,
A = Aidx
i, so we have:
dA = ∂iAkdx
idxk + Akd
2xk
d2A = ∂m∂iAkdx
mdxidxk + ∂iAkd
2xidxk + j∂iAkdx
id2xk + ∂iAkdx
id2xk
Replacing 1 + j by −j2, and taking into account dxkd2xi = jd2xidxk, we get:
d2A = (∂m∂iAk)dx
mdxidxk + (∂iAk − ∂kAi)d2xidxk; (70)
Then, d(A2) + AdA = dAA+ jAdA+ AdA = dAA− j2AdA,which leads to
(∂iAkAm)dx
idxkdxm−j2(Am∂iAk)dxmdxidxk+AkAmd2xkdxm−j2AmAkdxmd2xk
and due to the relations dxmd2xk = jd2xkdxm et dxmdxidxk = jdxidxkdxm,
d(A2) + AdA = (Am∂iAk − ∂iAkAm)dxmdxidxk + (AkAm − AmAk)d2xkdxm.
Finally, as A3 = AiAkAmdx
idxkdxm, the curvature 3-form can be written in
local coordinates as follows:
Ω = d2A + d(A2) + AdA+ A3 = Ωikmdx
idxkdxm + Fikd
2xidxk (71)
where Ωikm := ∂i∂kAm + Ai∂kAm − ∂kAmAi + AiAkAm, (72)
and Fik := ∂iAk − ∂kAi + AiAk − AkAi; (73)
In Fik we easily recognize the 2-form of curvature of the usual gauge theories.
We know that the expression Fik is covariant with respect to the gauge
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transformations; on the other hand, the 3-form Ω is also covariant; therefore,
the local expression Ωijk must be covariant, too. As a matter of fact, it can be
expressed as a combination of covariant derivatives of the 2-form Fik.
In order to find the covariant expression of Ωikm, it suffices to recall that due
to the particular symmetry of the ternary exterior product dxidxkdxm, we can
replace Ωikm by
1
3
(Ωikm + j
2Ωkmi + jΩmik) and analyze the abelian case, when
this expression reduces itself to Ωikm = ∂i∂kAm. Substituting for ∂i∂kAm
the equivalent expression 1
3
(∂i∂kAm + j
2∂k∂mAi + j∂m∂iAk) and writing it as
1
3
(j(∂k∂mAi − ∂i∂kAm) + j(∂m∂iAk − ∂i∂kAm)) , because 1 = −j − j2,
we can easily recognize 1
3
(j∂i[∂mAk − ∂kAm] + j2∂k[∂mAi − ∂iAk]) ;
which in a general non-abelian case must lead to the following expression:
Ωikm =
1
3
[jDiFmk + j
2DkFmi], (74)
or equivalently Ωikm = −1
6
[DiFmk +DkFmi] +
i
√
3
6
[DiFmk −DkFmi]
A similar construction in the case of linear connection and curvature is also
easy to perform. Let {ek} denote the set of N independent vectors defined at
any point of our space (which we suppose locally isomorphic to RN), forming
a basis. We define the covariant differential of ek by means of the covariant
derivatives of the ek which define the connection coefficients Γ
l
ik:
∇ ek = ∇i ek dξk = Γlik el dξi (75)
Now, when applying this operation second time, we get:
∇2 ek = ∂m Γlikel dξmdξi + Γlik(∇m ek) dξmdξi + Γlik el d2 ξi (76)
which in view of the definition of ∇mek can be written as:
∇2 ek =
(
∂m Γ
l
ik + Γ
l
mj Γ
j
ik
)
el dξ
mdξi + Γlik el d
2ξi (77)
In the usual differential geometry we would set by definition d2ξk = 0, and
dξi dξk = − dξk dξi, which automatically leads to the well-known expression
∇2 ek = Rlmi k el dξm ∧ dξm (78)
with Rlmi k = ∂mΓ
l
ik − ∂iΓlmk + Γlmj Γjik − Γlij Γjmk,
and dξm ∧ dξi = 1
2
(dξm ⊗ dξi − dξi ⊗ dξm)
Here we no longer assume d2 ξk = 0 anymore, nor any particular symmetry
of the tensorial product of the differenitals d ξk⊗d ξm. Therefore we must write
instead:
∇2 ek =
(
1
2
Rlmi k +
1
2
P lmi k
)
el dξ
m dξi + Γlik el d
2 ξi (79)
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with a new entity
P lmi k = ∂m Γ
l
ik + ∂i Γ
l
mk + Γ
l
mj Γ
j
ik + Γ
l
ij Γ
j
mk
Note that P lmi k does not transform as a tensor under a change of coordinates,
but instead obeys a non-homogeneous transformation law, like the connection
coefficients. Now, if we calculate the third covariant derivative of ek, ∇3 ek, we
get the following expression:
∇3 ek = 1
2
[∂nR
l
mi k + ∂n P
l
mi k ] el dξ
n dξm dξi +
1
2
[Rlmi k + P
l
mi k]
∂ el
∂ ξn
dξn dξm dξi
+
1
2
[Rlmi k + P
l
mi k ] el [d
2ξmdξi + p dξmd2ξi + dξmd2ξi ] + Γlik el d
3ξi (80)
If we choose p = j and d3ξk = 0, this complicated formula simplifies to:
∇3 ek = Rlmi k el d2ξm dξi +
1
2
[∇nRlim k − ∇mRlin k] el dξndξidξm
+
i
√
3
2
[∇nRlimk + ∇mRlin k ] el dξndξidξm. (81)
It is interesting to note that only two combinations of the covariant deriva-
tive of Rlik m appear here; as a matter of fact, the third one, ∇iRlmn k is linearly
dependent by virtue of Bianchi identity.
The expression for ∇3 ek in the case of Z3-graded differential calculus ob-
tained above has also a clear geometrical meaning. In the usual (Z2-graded)
case, the condition of vanishing of the expression ∇2ek was equivalent with the
zero-curvature condition, Rlim k = 0; here, the vanishing of ∇3 ek also implies
vanishing curvature, however, another invariant and interesting condition can
be formulated, i.e.
∇3 ek = Rlim k el
which implies constant curvature, the condition satisfied in symmetric spaces.
9. A glimpse at possible future developments
Classical gauge fields appear as the necessary device that maintains the
covariance of the Dirac equation with respect to unitary transformations of the
spinor wave function, ψ → eiS ψ when S becomes a function of the space-time
coordinates. Then we replace the free 4-momentum operator pµ by its covariant
counterpart pµ− ie Aµ; simultaneously with a gauge transformation ψ → eiS ψ,
we have (in the simplest, abelian case) Aµ → Aµ + ∂µS
It is natural to ask what is the generalization of Dirac’s equation that would
lead to the modified gauge theory, with curvature 3-form Ω introduced above.
The answer is quite obvious: if in the classical case the curvature 2-form Fµν
containing the first derivatives of A did appear naturally when we diagonalized
the Dirac equation, applying once more the conjugate Dirac operator, here we
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must introduce a Schro¨dinger-like equation linear in the momentum operator,
only the third power of which would become diagonal.
This leads naturally to a ternary generalization of Clifford algebras. Instead
of the usual binary relation defining the usual Clifford algebra,
γµ γν + γν γµ = 2 gµν 1, with gµν − gνµ = 0
we should introduce its ternary generalization, which is quite obvious (see also
V. Abramov, [32]) :
QaQbQc +QbQcQa +QcQbQa = 3 ηabc 1, (82)
where the tensor ηabc must satisfy ηabc = ηbca = ηcab
The lowest-dimensional representation of such an algebra is given by complex
3× 3 matrices:
Q1 =


0 1 0
0 0 j
j2 0 0

 , Q2 =


0 1 0
0 0 j2
j 0 0

 , Q3 =


0 1 0
0 0 1
1 0 0

 (83)
These matrices are given the Z3-grade 1; their hermitian conjugates Q
∗a = (Qa)†
are of Z3-grade 2, whereas the diagonal matrices are of Z3-grade 0; it is easy to
verify that the so defined grades add up modulo 3.
The matrices Qa (a = 1, 2, 3) satisfy the ternary relations (49) with
ηabc a totally-symmetric tensor, whose only non-vanishing components are
η111 = η222 = η333 = 1 , η123 = η231 = η321 = j2, and η321 = η213 = η132 = j.
Therefore, the Z3-graded generalization of Dirac’s equation should read:
∂ ψ
∂ t
= Q1
∂ψ
∂ x
+Q2
∂ψ
∂y
+Q3
∂ψ
∂z
+Bmψ (84)
where ψ stands for a triplet of wave functions, which can be considered either
as a column, or as a grade 1 matrix with three non-vanishing entries u v w, and
B is the diagonal 3× 3 matrix with the eigenvalues 1 j and j2. It is interesting
to note that this is possible only with three spatial coordinates.
In order to diagonalize this equation, we must act three times with the same
operator, which will lead to the same equation of third order, satisfied by each
of the three components u, v, w, e.g.:
∂3 u
∂t3
=
[
∂3
∂x3
+
∂3
∂ y3
+
∂3
∂z3
− ∂
3
∂x∂y∂z
]
u+m3 u (85)
This equation can be solved by separation of variables; the time-dependent
and the space-dependent factors have the same structure:
A1 e
ω t + A2 e
j ω t + A3e
j2 ω t, B1 e
k.r +B2 e
j k.r +B3 e
j2 k.r
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and their nine independent products can be represented in a basis of real func-
tions as

A11 e
ω t+k.r A12 e
ω t−k.r
2 cos ξ A13 e
ω t−k.r
2 sin ξ
A21 e
−ω t
2
+k.r cos τ A22 e
−ω t
2
−k.r
2 cos τ cos ξ A23 e
−ω t
2
−k.r
2 cos τ sin ξ
A31 e
−ω t
2
+k.r sin τ A32 e
−ω t
2
−k.r
2 sin τ cos ξ A33 e
−ω t
2
−k.r
2 sin τ sin ξ

 (86)
where τ =
√
3
2
ω t and ξ =
√
3
2
kr. The parameters ω,k and m must satisfy the
cubic dispersion relation:
ω3 = k3x + k
3
y + k
3
z − 3 kxkykz +m3 (87)
This relation is invariant under the simultaneous change of sign of ω, k and
m, which suggests the introduction of another set of solutions constructed in
the same manner, but with minus sign in front of ω and k, which we shall call
conjugate solutions.
Although neither of these functions belongs to the space of tempered dis-
tributions, on which a Fourier transform can be performed, their ternary skew-
symmetric products contain only trigonometric functions, depending on the
combinations 2 (τ − ξ) and 2 (τ + ξ). As a matter of fact, not only the determi-
nant, but also each of the minors of the above matrix is a combination of the
trigonometric functions only. The same is true for the binary products of “con-
jugate” solutions, with the opposite signs of ωt and k.r in the exponentials.
This fact suggests that it is possible to obtain via linear combinations of
these products the solutions of second or first order differential esuations, like
Klein-Gordon or Dirac equation.
Still, the parameters ω and k do not satisfy the proper mass shell relations;
however, it is possible to find new parameters, which are linear combinations of
these, that will satisfy quadratic relations that may be intrpreted as a mass shell
equation. We can more readily see this if we use the following parametrisation:
let us put
ζ = (kx + ky + kz), χ = Re(jkx + j
2ky + kz), η = Im(jkx + j
2ky + kz),
and r2 = χ2 + η2 φ = Arctg(η/χ).
In these coordinates the cubic mass hyperboloid equation becomes
ω3 − ζ r2 = m3 (88)
Two obvious symmetries can be immediately seen here, the rotation around
the axis [1, 1, 1] (φ→ φ+ δφ), and simultaneous dilatation of ζ and r:
r → λ r, ζ → λ−2 ζ
The same relation can be factorized as
(ω + ζ) (ω2 − r2) + (ω − ζ) (ω2 + r2) = 2m3
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We can define a one-dimensional subset of the above 3-dimensional hyper-
surface by requiering
ω2 − r2 = [ 2m3 − (ω − ζ) (ω2 + r2) ]/(ω + ζ) = M2 = Const.
If we have three hypersurfaces (corresponding to the dispersion relations of
three quarks satisfying the 3-rd order differential equation), which are embedded
in the 12-dimensional space M4 ×M4 ×M4, then the resulting 3-dimensional
hypersurface defined by the above constrained applied to each of the three
dispersion relations independently will produce the ordinary mass hyperboloid
ω21 + ω
2
2 + ω
2
3 − r21 − r22 − r23 = Ω2 − r21 − r22 − r23 = 3M2
Another way to achieve a similar result is to observe that we need not multi-
ply the solutions of our third-order differential equation pointwise, i.e. with the
same argument; we should rather multiply the solutions with the same value
of t, but with different values of ka et rb. Then we must impose supplementary
conditions on the parameters ωa, ka and rc in order to cancel all real expo-
nentials in these products. In terms of these variables the resulting constraints
amount to something very close to confinement, because our solutions will be
subjected to the conditions of the general type
k1.r1 − 1
2
k2.r2 − 1
2
k3.r3 = 0;
which will at the same time factorize the cubic dispersion relation producing
(although not in a unique way) a relativistic mass hyperboloid for certain linear
cominations of ωa and kb.
The solutions of our third-order differential equation do not belong to the
space of tempered distributions and their Fourier transform is not well defined;
also their products can not be represented as inverse Fourier transforms of the
convolution of their Fourier transforms. Nevertheless, as in classical field theory,
we can do this if their supports are restricted to positive frequencies only. Then
one can write symbolically the convolution of three quark field propagators as
follows:
1
ω3 − k3 −m3 ∗
1
ω3 − k3 −m3 ∗
1
ω3 − k3 −m3
where k3 stands for the cubic form ηabc ka kb kc , and the integral is taken over
the cubic hyperboloid (;); to the product of wave functions of quark with anti-
quark corresponds one convolution of two factors of this type.
According to our hypothesis, the convolution of the Fourier transforms of
three quark (or anti-quark) propagators should generate the propagator of the
corresponding composed particle, i.e. a fermion, whereas the convolution of two
such propagators should give the propagator of a boson.
A simple power counting gives the dimension of the Fourier transform of the
resulting propagator:
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(−3)× 3 + 2×D = −9 + 2D in the first case, and (−3)× 2 +D = −6 +D in
the second case, where D is the dimension of the space- time. It is only when
the dimension D = 4 that we get the resulting propagator of dimension −1 for
a ternary combination, and of dimension −2 for a binary combination, which
is what is observed indeed for fermions and bosons, i.e. fields obeying the first
and second order wave equations, respectively.
10. Postscript
It was intended that this paper dedicated to Andre´ Trautman be shorter
than was eventually the case. The reason was that so much of my work, even
including the most recent, can trace its genesis to the early influence of Andre´.
Knowing Andre´’s predilection for chess and chessboards, I hope that the patch-
work of ideas presented above will provide him with an amusement of finding
the resonances and echos of his own ideas.
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