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ABSTRACT
Management and analysts wish to reduce errors in forecasting sales,
costs and income in order to improve financial performance. An infre-
quently used, but valuable feature of the X-ll model measures the per-
centage contribution of trend-cycle (C), seasonal (S) and irregular (I)
components to sales, cost and income data. The paper hypothesizes the
higher the random component in sales, costs or income time series, the
greater the potential for forecasting errors. We conjectured there
are four separate effects—stochastic, time, ledger and quarterly vs.
annual—related to the forecasting of sales, costs and income. In a
series of empirical tests, we discovered strong support for the ledger
and quarterly versus annual effects, and weak support for a stochastic
effect.
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FINANCIAL FORECASTING AND THE X-ll MODEL:
PRELIMINARY EVIDENCE 1
Financial managers and internal financial analysts are active
participants in designing a firm's short - and long-run financial plans.
Financial plans are basic tools used by management to enhance corporate
performance, therefore an objective is to improve the predictive
accuracy of key financial relationships. External analysts are also
engaged in predicting the performance of key financial variables.
Because their forecasts provide information to outside investors,
external analysts play a passive role in corporate decision making. In
spite of their different perspectives, active and passive analysts are
interested in reducing forecasting errors and improving their predictive
performance records.
Several authors have made valuable contributions to the literature
on the forecasting of sales, expenses and earnings. For example,
Foster [13], Griffin [16] and Hopwood, McKeown and Newbold [18]
examined the time series behavior of quarterly earnings, sales and
expenses through the use of the Box-Jenkins methodology. They compared
the predictability of the Box-Jenkins forecasting models to previous
forecasting models. Lorek, McDonald and Patz [23] found management
forecast of annual earnings were not more accurate than a Box-Jenkins
forecast generated from quarterly earnings information. Copeland and
Marioni [10] , and Green and Segall [15] compared management forecasts
with various naive forecasting models which used annual and quarterly
data. The results of their studies were conflicting. In 1977
Abdel-Khalik and Thompson [l] made a substantive contribution by
presenting a state of the art on research related to earnings fore-
casts. Also Ball and Foster [4] review the forecasting literature
related to time series models. Recently Deschamps and Mehta [11] made
a significant contribution by comparing the effectiveness of different
extrapolation methods used to forecast earnings. Freeman, Ohlson and
Penman [14] recently found book rate-of-return has predictive content
in forecasting earnings changes. Finally, Ang, Chua and Fatemi [2]
compare five forecasting models in predicting several accounting
variables for a company in the rubber and plastics industry. The
primary contribution of their paper is to illustrate how alternative
forecasting techniques can be used in financial planning and fore-
casting.
Methodologies that decompose time series data provide insightful
information that can aid management in preparing its financial fore-
cast. Decomposition methods such as the X-ll have a long history of
application by government and business macroeconomic forecasters. The
X-ll program was designed by the Bureau of the Census [29] to analyze
historical time series and determine seasonal adjustments and growth
trends. To adjust the seasonal components of the data, the X-ll
program first decomposes the time series data into trend (C), seasonal
(S) and irregular (I) components. Subsequently, the trend and irregular
components are used to construct a seasonally adjusted series.
In addition to its forecasting feature, the X-ll calculates the
percentage contribution of each C, S and I component to the relative
changes in the original time series. Equipped with information con-
cerning the relative percentage contribution each component makes to
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sales, cost or profit series, financial managers and analysts can
better evaluate the predictive quality of a financial planning variable
and assess potential causes of forecasting errors.
The objectives of this paper are to develop a series of conjectures
that relate the size of the uncertainty component in time series data
to the size of forecasting errors; to present an infrequently used
feature of the X-ll model to measure the relative percentage contribu-
tion of cyclical, seasonal and random components found in sales, cost
and profit variables; to examine empirically the trend of the random
component and how it contributes to stochastic, ledger, time and quar-
terly vs. annual effects; to interpret how these effects contribute to
forecasting errors; and to conclude by showing that financial managers
and analysts can use the X-ll to measure previously overlooked informa-
tion contained in time series data to improve financial forecasts.
CONJECTURES
Financial forecasting is based on both objective and subjective
information. The predictive process is a mixture of scientific
methodology, hard data sources, soft subjective inputs and interpreta-
tive skills of the analysts. The latter are comparable to the skills
of performing artists. Analysts are continuously searching for scien-
tific techniques that will improve the credibility of their interpreta-
tive skills and increase the accuracy of their forecast.
Before developing the four conjectures, a series of basic assump-
tions are needed. We assume a key responsibility of financial managers
and analysts is the prediction of cash inflows and outflows. We also
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assume operating and financial leverage are of substantial interest to
management and analysts, therefore, the forecast of sales, EB1T and net
income is a direct outgrowth of the cash flow forecast. Finally, we
assume a primary objective of management and analysts is to reduce
forecasting errors.
The following hypothesized relationships are untested empirically,
but they have sound theoretical and intuitive appeal. The conjectures
relate to the relative percentage contribution of the random component
(I) of any income statement variable to the size of its forecasting
error. The basic conjecture is the larger the random component the
larger the forecasting error. The following four conjectures set the
stage for the major theme of this article.
Conjecture 1 (Stochastic Effect). The larger the contribution of
the random component (I) for a sales, cost or income variable, the
larger the forecasting error will be for that variable. [If the
relative contribution of the permanent component (C+S) equaled 100
percent. The random component (I) would equal zero. Such a con-
dition would reflect 100 percent certainty in the original time
series of the variable. Under this set of conditions there would
be no forecasting errors. As the contribution of the permanent
component (C+S) decreases, the random component (I) increases,
thereby increasing the level of uncertainty in the variable. The
highest level of uncertainty would be when C+S equal zero and I
equals 100 percent and under these conditions the size of the
forecasting error would be at its highest level.]
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Conjecture 2 (Time Effect). An increase in the contribution of
the I component over time for a sales, cost or income variable
would increase the size of the forecasting errors for that
variable. [For example if the I component was 15 percent in time
period 1, but increased to 22 percent in time period 2 and rose to
60 percent in period b, the level of uncertainty in the variable
is increasing over time. The trend of net income in Exhibit 1
illustrates the preceding example. Exhibit 1 is a three dimen-
sional figure that illustrates the random component becoming larger
in each time period for sales, cost and income variables. The X
axis represents seven income statement variables starting with
sales at the extreme right and ending with net income at the origin.
The Y axis represents the percentage contribution of the random
component. The Z axis is the time dimension. In Exhibit 1 the
time effect is markedly higher for net income than for sales. The
conjecture is that as the I component increases over time the size
of the forecasting error increases.]
Conjecture 3 (Ledger Effect). If the contribution of the I
component increases with each cost item in the income statement,
the forecasting error increases with the addition of each cost
variable. [This conjecture assumes the contribution of the I
component is relatively low for sales and is at its highest for
net income. Scenario 3 in Exhibit 2 is a graphic illustration of
the ledger effect. Although the variance of sales is relativity
small, the variance is progressively larger for EBIT and net
income. The ledger effect is also depicted in Exhibit 1 where the
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I component in period 1 is 3 percent for sales and 15 percent for
net income. The conjecture is that the presence of a ledger effect
results in forecasting errors being significantly greater for net
income than sales.]
Conjecture A (Quarterly vs. Annual Effect). The more frequent the
observations in a time series the larger the relative percentage
contribution of the 1 component and the larger the forecasting
error for the j variable. [This conjecture assumes quarterly
inputs have greater variance than annual inputs and that the I
component is higher for quarterly observation than annual obser-
vations. The conjecture is that quarterly data will generate
larger forecasting errors than annual data.
J
THE X-ll MODEL
Time Series Models
The two major approaches to time series analysis are the component
analysis and sample function analysis. The component analysis regards
the time series as being composed of several influences which are
generally taken to be trend-cycle (C), seasonal (S), and irregular (I),
or random movements. In component analysis, C and S influences are
modeled in a deterministic manner; C may be regarded as a polynomial of
a given degree and the seasonal component may be modeled by a trigono-
metric function with a given period and amplitude. Random influences
are usually assumed to have a sample probability structure and are
treated as independent, identically distributed random variables having
zero mean and finite variance. Although time series decomposition
-7-
methods are not generally problem free, Burraan [7] and Chambers,
Mullick and Smith [8] have found the X-ll provides a unique and highly
useful approach for forecasting and monitoring sales and determining
turning points in sales.
The sample function analysis regards a time series as an observed
sample function representing an underlying stochastic process.
Complicated parametric statistical estimation procedures are used to
determine the properties of time series data. The Box-Jenkins [6]
overall autoregressive integrated moving average (ARIMA) seasonal model
can be used to decompose data time series. Cleveland and Tiao [9] have
shown that the X-ll component analysis is generally a good approxima-
tion for the ARIMA type of sample function analysis. Theoretically,
the results obtained from sample function analysis are more precise
than those obtained from component analysis. However, the empirical
results obtained from the component analysis are easier to understand
and interpret than those from sample function analysis.
The X-ll analysis technique has occupied an important place in
applied time series analysis for over 20 years. For example, Dunn,
Williams and Spivey [12] have used both component analysis and sample
function analysis techniques to analyze and predict telephone demand in
local geographical areas. Bonin and Moses [5] have used the component
analysis methods to determine the evidence of seasonal variations in
prices of individual Dow Jones Industrial stocks. Chambers, Mullick
and Smith [8] have extensively discussed the possible usefulness of the
X-ll decomposition technique for business analysis and forecasting.
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Identifying the Components
The X-ll program is based on the premise that seasonal fluc-
tuations can be measured in an original series of economic data and
separated from trend, cyclical, trading-day and irregular fluctuations.
The seasonal component (S) reflects an intrayear pattern of variation
which is repeated constantly or in an evolving fashion from year to
year. The trend-cycle component (C) includes the long-term trend and
the business cycle. The trading day component (TU) consists of
variations which are attributed to the composition of the calendar.
The irregular component (I) is composed of residual variations that
reflect the effect of random or unexplained events in the time series
[29, p. 1].
Decomposing past time series and discovering the relative percentage
contribution of the C, S and I components to changes in the series
provides invaluable insight to management and financial analysts. The
trend-cycle (C) component reflects permanent information in both a
short- and long-run economic time series. The seasonal component is
considered to represent a permanent pattern underlying the short-run
time series. Although the percentage contribution of the seasonal com-
ponent may be quite high in the short-run, it contains permanent type
information that management can take into account for short and
intermediate-run planning. The uncertainty arising from the seasonal
component is relatively low.
The irregular (I) component contains the randomness that exists in
the time series for both short and long-run analysis. This I component
can be interpreted as noise in the information system. The higher the
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relative percentage contribution of the I component in a time series
the greater the noise and/or uncertainty. We have conjectured that the
size of the forecasting errors increase as the percentage contribution
2
of the I component increases.
Measuring The Components
For quarterly forecasting the X-ll generates a seasonal forecast of
the next four quarters and computes the percentage contribution of the
C, S and I components relative to the change in the original data
series. The relative percentage contribution of the C, S and I com-
ponents is calculated for a time span of one, two, three and four
quarters. This calculation provides the statistical information
utilized in this study. It is structured on the following relationship
[29, pp. 18-19 j
.
o"=T+"c*"+"s"" + r7 +TD^ (1)
t t t t t t
where each symbol represents the mean of the absolute changes in a
series
= original series;
t
6 '
1 = final irregular series;
C = final trend cvcle;
t
S = final seasonal factors
t
P = prior monthly adjustment factors,
(not applicable to the quarterly model);
TD = Final trading day adjustment factors (not applicable to
the quarterly model).
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Since Che sum of squares of the percent changes does not exactly
2 '2 '2 2 2 2
equal , (0 ) is substituted, where (0 ) aa I" + C'' + SM t't ' tttt
The relative contribution of the changes in each component for each
— 2 — '2 — 2 — *2 — 2 — '2
time span is the ratio 1 /(0 ) , C /(0 ) or S^ /(0 )
,
129, p. 19].
Operation of the Model
An example will illustrate the statistical computation of the rela-
tive contribution of each C, S and I component to the percentage change
in the original time series. The quarterly sales of IBM from the IQ
1969 to the IVQ 1982 are the data used in the example. These original
sales data are found in Exhibit 3.
The relative contribution of each component for a one-quarter time
span is calculated in the following manner. The first step is to
determine the absolute change in the original sales series (0 ) between
each quarter, e.g., |0 - j. Sales in the first and second quarters
(0
n
and o ) of I9b9 were $1,685 million and $1,832 million, respec-1 i.
tively. The absolute change in sales between the first and second
quarters was $147 million. The absolute difference in sales between
the third and fourth quarters |0 - |, was $125 million, | $1778 - $1903
Thus for the original sales series (0 ) the X-ll routine calculates the
absolute change in sales between each of the 56 quarters, i.e.,
|o
1
- o
2 |, |o 2 - o3 |, |o 3
- oj, ..., |o 54 - o55 i, |o55 - o56 |.
The mean of the percent changes in the original sales series (0 ) was
9.25 percent, which is shown in Exhibit 4.
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The X-ll routine also calculates the absolute change in the original
sales for a time span of two, three and four quarters. Because the
computation methodology is similar for each time span, the four quarter
time span is used to illustrate the technique. The absolute change in
sales every four quarters is calculated by the model. All possible
four quarter time period combinations of changes in sales are computed,
e.g., |0
1
-
5 |, |0 5
-
9 |, |0 9
-
13 |, ..., |045
-
49 |, |02
-
& |
,
l°6 " °lo'» ••" '°46 ~ °5o'' l°3 "
°
7 I > — ' i°47 ~ °51 I ' l°4 " °B '
»
..., \Occ ~ 0,. , j . The same procedure is utilized to calculate a two
and a three quarter time span. The means of the changes in the
original series (0 ) for a two, three and four quarter time span were
9. 54 percent, 12.73 percent and 12.89 percent. These values are also
presented in Exhibit 4.
The Contribution of Each Component
The next step in the process is to calculate the mean absolute
percent change in the final adjusted time series for the C, 1 and S
components. The X-ll computes a final adjusted table for each com-
ponent. A brief review of the process used to calculate the final
estimated C, I and S components follows.
The moving average used to estimate the C component is selected on
the basis of the amplitude of the irregular variations in the data
relative to the amplitude of long-term systematic variations. The
routine selects a moving-average that provides a suitable compromise
between the need to smooth the irregular with a long-term inflexible
moving average and the need to reproduce accurately the systematic
element with a short-term flexible moving average [29, p. 3].
-12-
The selection of the appropriate moving average for estimating the
trend cycle (C) component is made on the basis of a preliminary estimate
of the I/C rate (the ratio of the mean absolute quarterto-quarter
change in the irregular to the trend-cycle). A 13-term Henderson
average of the preliminary seasonally adjusted series is used as the
preliminary estimate of C and the ratio of the preliminary seasonally
adjusted series to the 13-term average used as the estimate of the I
component 129, p. 3J. The extreme value of the series are replaced
with a smoothing routine. Finally a 5-term Henderson curve is used to
modify the seasonally adjusted series to obtain the final trend cycle
(C) and irregular (I) series [29, pp. 3-4],
A revision to equation 1 specifies the relationship involved in
calculating the relative contribution of the C, S and I components.
An example that computes the relative contribution of each component to
changes in the original IBM sales series for a one quarter time span
follows. The revision to equation 1 is
— _? —2 —?
(0») = I" + C + S . (la)
Substituting the appropriate values from Exhibit 4 into (la) produces
(.U8076) 2 = (.0190) 2 + (.0319) 2 + (.U729) 2 (lb)
For a one quarter time span the relative contribution of each component
is ...
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t -
l2 -00035 «-
,R „I component = ;r = —; ,,, = - ., = D.ioA
(0>) -o06523
C .00068 _ ., Q „C component = tt = f„^ [r) - l:>.iy/
.— , v Z .Uuo _>Zj
_ S
2
.005180 7U , .S component = — = lV .a„ = /y.42%
.-r
-
,.^. .UUujZj
100.00%
Interpretation
The above data indicate that the irregular component contributed
slightly over 5% of the change in the original sales series of IBM for
the period IQ 1969 to IIQ 1982. Additionally 15% of the change in the
original sales series was related to the trend-cycle component and 79%
was represented by the seasonal component. Permanent information
signals contributed 95% of the change in past quarterly sales of IBM
and random events account for 5%.
The relative contribution of each component to changes in IBM
original sales series for one, two, three and four quarter time spans
are presented in Exhibit 5. The irregular component went from 5% to
1.28% as the time spans were increased. The low I component for the
four separate time spans suggests that the size of the forecasting
error should be relatively small for aggregate forecasts of IBM's
sales.
ANALYSIS
In this section we shall explain the data base used in the empirical
tests and report the empirical findings related to the quarterly versus
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annual, ledger and stochastic effects. The time effect is not measured
due to insufficient information.
Data
The analysis utilizes quarterly data for seven income statement
variables—sales, cost of goods sold, depreciation, earnings-bef ore-
interest-and-taxes (EBIT), interest, taxes and net income. The data
were selected from the industrial Compustat files for 58 companies that
had continuous quarterly data for all seven variables for the period
IQ 1972 to IVQ 1980. The 68 sample companies are listed in Exhibit
6. The companies are primarily large industrials with 60 of the 68
companies being in the Forture 500 in 1980. Furthermore, 42 of the
companies are from four SIC industries, i.e., oil (17), chemical (9),
paper (8) and steel (8). The remaining 26 companies are from 21 SIC
industries with no more than three companies in any one industry.
The X-ll model was used to calculate the relative contribution of
each C, S and I component for each income statement variable. These
data are used to illustrate the quarterly vs. annual, ledger and
stochastic effects. Each effect will be analyzed separately.
Quarterly vs. Annual Effect
The quarterly vs. annual effect is the conjecture that the more
frequent the observations in a time series the larger the relative per-
centage contribution of the 1 component and the larger the forecasting
th
error for the j ' variable. The means and standard deviations (S.D.)
of the relative contributions of the I, C and S components for the
seven income statement variables are presented in Exhibit 7. The mean
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and S.D of the relative contributions are reported according to time
spans of one and four quarters.
A brief explanation will aid in the interpretation of the data
reported in Exhibit 7. The average relative contributions of the 1, C
and S components for each time span equal 100 percent. For example,
the mean relative contribution of the I, C and S components for sales
in a one quarter time span are 18.55, 37.93 and 43.52 percent, respec-
tively. The respective standard deviations are 14.20, 21.26 and 26.62
percent. For a time span of four quarters the means of the three com-
ponents for sales are 4.05, 95.80 and .15 percent, and the S.D.'s are
5.94, 6.04 and an insignificant percent, respectively.
The clarity of the frequency of observations effect is captured in
Exhibit 8, which is based on information in Exhibit 7. Exhibit 8
graphically shows the means of the relative contribution of the S, C
and I components for the seven income statement variables for a one-
quarter and a four-quarter time span. In Exhibit 8 the first circle on
the left summarizes the contribution of each I, C and S component for a
one-quarter time span. For example, the I component for sales is
signaling random noise or transitory information, and it accounts for
18 percent of the series trend. The trend-cycle and seasonal com-
ponents are carrying permanent information that contribute 82 percent
of the change in the sales trend. The I components for the remaining
income statement variables show a high of 43 percent for interest and
35 percent for net income. When four quarters of data are decomposed,
a vastly different structure emerges. The contribution of the C com-
ponent expands, and the I component is greatly reduced. For example,
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the C component contributes 9b percent of the change in annual sales
data and only 4 percent is related to the I component. There is no
seasonal component in the four quarter data. Exhibit 8 shows the 1
component is much greater for the one quarter data than the four quarters
of data for all seven income statement variables. Using sales, cost and
income information from 68 companies the data support the conjecture
that quarterly data contain a higher percentage of uncertainty than four
quarter time span data. We interpret this higher uncertainty contained
in the quarterly accounting information to result in larger forecasting
errors when using quarterly versus annual information.
Ledger Effect
The ledger effect conjecture is that the random component increases
with each successive variable on the income statement, that is the 1
component is lowest for sales and highest for net income. The assump-
tion is that the forecasting error is greater for net income than
sales. For the quarterly data Exhibits 7 and 8 show the percentage
contribution of the I component increases for each variable between
sales and interest, but decreases for taxes and net income. The path
of the I component for the four quarter time span differs slightly from
the one quarter behavior. Exhibits 7 and 8 show the contribution of
the random component is greater for net income than sales, but its path
between EB1T and net income is mixed.
The percentage contributions for each of the 68 companys' 1 com-
ponents for the seven income statement variables are presented in
Exhibit 9 for a one quarter time span and in Exhibit 10 for a four
quarters time span. A few key observations emerge from these data.
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The trend of the I component between three variables—sales, EB1T and
net income—shows the presence of a ledger effect for 59% (40/68) of
the companies in Exhibit 9 and 72% of the companies (49/58) in Exhibit
10. This finding indicates that financial risk, is markedly greater
than business risk, and that financial leverage contributes more to
uncertainty than operating leverage. Second, the percentage contribu-
tion of the I component is almost uniform for sales, EBIT and net
income for 15% (10/68) of the companies in Exhibit 9 and 6% (4/68) of
the companies in Exhibit 10. This uniform contribution of the random
component is depicted in Scenario 1 of Exhibit 2. Third, less than 6%
of the companies in Exhibits 9 and 10 have a reverse ledger effect
where the random component of sales is highest and net income the
lowest. Scenario 2 in Exhibit 2 reflects the reverse ledger effect.
Finally, the case when the random component of EBIT is greater than
sales or net income is depicted in Scenario 4 of Exhibit 2 and is found
in 9% of the companies in Exhibit 9 and 16% in Exhibit 10. The few
remaining companies reflect the random component EBIT as being less
than sales or net income.
In summary, the conjecture of a ledger effect is present in a high
percentage of the 68 companies, which suggests that forecasting errors
related to net income are greater than for sales. However, the
empirical findings are mixed, which limits the generalization of the
ledger effects to all firms and highlights the need for finanical
forecasters to be sensitive to the effect of operating leverage as well
as financial leverage.
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Stochastic Effect
In testing for a stochastic effect we hypothesized a significant
regression relationship between the random components for a company's
sales, cost and income variables and its market risk measure, beta.
That is, the higher the random component the higher the forecasting
error, which creates investor uncertainty and might affect market risk
for a company. The market risk measure was determined with monthly
rates of return from the CRSP files for the period 1972-1980. The
Fisher index on the CRSP file was the market index.
The results of the regression using a one quarter and four quarter
time horizon calculating the irregular components are reported in
Exhibit 11. For the one quarter time horizon data there was a signifi-
cant relationship at the 10 percent level between market risk and two I
components-EBIT and net income. When a four quarter time span was
used, none of the seven components were found to be significantly related
to market risk. In both regressions the constant term was significant
at the 10% confidence level. In summary, there is only a weak rela-
tionship between the random component measures and market risk.
CONCLUSIONS
The X-ll model provides a technique for measuring the relative
contribution of the random component in time series data. This random
component is a measure of the uncertainty in a variable. We hypothe-
sized the higher the random component the higher the forecasting error.
In a series of empirical tests we found reasonably strong support for
a quarterly versus annual effect and a ledger effect in the sales,
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cost and net income data. We found only weak evidence for the presence
of a relationship between the market risk of a company and the seven
random components. Our study suggests that determining the size of the
random component for sales, cost and net income variables can provide
valuable information to forecasting executives and could result in the
reduction of forecasting errors. Our study provides preliminary evi-
dence on tne use of the X-ll mode! as a tool to provide new information
to financial forecasters that hopefully will result ln an lmprovemenc
In the forecasting performance of management and analysts.
EXHIBIT 1. THE RANDOM FORECASTING COMPONENT
LEDGER AND TIME EFFECTS
^
&&
EXHIBIT 2. SCENARIOS OF THE VOLATILITY
OF INCOME STATEMENT COMPONENTS
SCENARIO 1 SCENARIO 2
$ SALES $
EBIT
NET INCOME
vvAvA^A^Vs^V^
SALES
NET INCOME
TIME TIME
SCENARIO 3
SALES $
EBIT
SCENARIO 4
SALES
NET INCOME NET INCOME
TIME TIME
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Exhibit 3. Original Quarterly Sales Data for IBM I 1969 to IV 1982
(in millions $)
Original Series Quarterly Sales Data
Year 1st Quar 2nd Quar 3rd Quar 4th Quar Total
1969 1685 1832 1778 1903 7197
1970 1721 1874 1914 1996 7505
1971 1870 1942 2082 2380 8274
1972 2312 2365 2334 2522 9533
1973 2451 2547 275b 3240 10994
1974 3002 3260 3125 3288 12675
1975 3272 3496 3600 4068 14436
1976 3815 4014 3957 4519 16305
1977 4090 4419 4586 5038 18133
1978 4432 4921 5284 6439 21076
1979 5295 5355 5384 0829 22863
1980 5748 6181 6478 7805 26212
1981 6461 6895 6721 8993 29070
1982 7066 8053 8171 11074 34364
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Exhibit 4. Mean of the Absolute Average Percent Changes in Sales
Related to Trend-Cycle, Seasonal and Irregular Components
For One, Two, Three and Four Quarter Time Spans, 10 1969
to IV 1982
Mean Values (in percent)
Span in Trend
Quarters riginal Cycle S easonal Irregular
1 9.25 3.19 7.29 1.90
2 9.54 6.31 6.26 1.44
3 12.73 9.47 7.59 1.57
4 12.89 12.78 (J. 44 1.45
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Exhibit 5. Relative Contributions of Components to Changes in IBM
Sales for One, Two, Three and Four Quarter Time Spans,
IQ 1969 to IV Q 1982
Relative Contribution
(in percent)
Span in Trend
Quarters Cycle Seasonal Irregular Total
1 15.13 80.82 4.03 100.00
2 45.51 51.73 2.76 100.00
3 58.46 40.35 1.19 1U0.0O
4 98.40 0.14 1.46 100.00
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Exhibit 6. List of Companies Included in the Sample
Company Company
Reference Reference
Number Company Number
1 Allied Corporation 35
2 American Cyanamid 36
3 Atlantic Richfield 37
4 Bausch & Lomb 38
5 Bethlehem Steel 39
6 Big Three Industries 40
7 Borg-Warner 41
8 Bucyrus-Eice 42
9 Carlisle Corporation 43
10 Catepillar Tractor 44
11 Chesapeake Corp. of Virginia 45
12 Cincinnati Milacron 46
13 Cities Service 47
14 Clark Oil & Refining 48
15 Cluett Peabody 49
16 Conoco 50
17 Copperweld 51
18 Cyclops 52
19 Dover 53
20 Dow Chemical 54
21 Du Pont 55
22 Eaton 56
23 Evans 57
24 Great Northern Nekcosa 58
25 Gulf Oil 59
26 Hammermill Paper 60
27 Hercules 61
28 Inland Steel 62
29 International Paper 63
30 Kaiser Aluminum & Chemical 64
31 Kaiser Cement 65
32 Kery-McGee 66
33 Knight-Ridder Newspapers 67
34 Libbey-Owens Food 68
Company
Marathon Oil
Maytag
McLauth Steel
Mead
Mobil
Monsanto
Murphy Oil
Murray Ohio Manufacturing
National Steel
Olin Corporation
Phelps Dodge
Phillips Petroleum
Quaker State Oil Refining
Raytheon
Republic Steel
Reynolds Metals
Robert Shaw Controls
Scott Paper
Shell Oil
Standard Oil of California
Standard Oil of Indiana
Stauffer Chemical
Stone Container
Superior Oil
TRW
Tenneco
Texaco
Times Mirror
Union Camp
Union Carbide
Union Oil of California
U.S. Steel
Wit co Chemical
Wometco Enterprises
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Exhibit 7. Means and Standard Deviations of the Relative Contributions
of the I, C and S Components of Seven Income Statement
Variables for 68 Companies, IQ 1977 to IVQ 1980
(in percent)
Time Span
in Quarters
Sales
1
4
Cost of Goods
1
4
Depreciation
1
4
EBIT
1
4
Interest
1
4
Taxes
1
4
Net Income
1
4
Irre,
Mean
^ular
S.D.
Trend-
Mean
-Cycle
S.D.
Seasonal
Mean S.D.
18.55
4.05
14.20
5.94
37.93
95.80
21.26
6.04
43.52
.15
26.62
20.95
4.26
14.24
6.02
39.54
95.61
19.81
6.09
39.51
.13
26.20
39.69
15.59
17.22
12.74
26.24
84.13
14.56
12.84
34.07
.28
21.75
34.14
15.64
17.57
10.47
21.23
84.04
11.36
10.56
44.54
.32
22.91
41.68
12.74
17.32
9.30
35.23
86.91
15.94
14.16
21.62
.35
16.01
38.46
18.65
17.29
11.19
20.51
81.03
9.94
11.30
41.03
.32
20.27
35.22
16.75
18.54
11.36
20.24
82.80
11.37
11.46
44.54
.45
23.14
EXHIBIT 8. CONTRIBUTIONS OF
S, C AND I COMPONENTS
ONE QUARTER FOUR QUARTERS
(in percent) (In percent)
SALES
COST OF
GOODS SOLD
DEPRECIATION
EBIT
INTEREST
TAX
NET INCOME
40
34
43
38
45
96
96
16
84
84
87
81
83
= SEASONAL H = TREND-CYCLE = IRREGULAR
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Exhibit 9. Relative Contribution of Irregular Component for
One Quarter Time Horizon
(Measured in Percent)
Company
Reference* Sales COS DEPR EBIT INT TAXES NT
1 32.08 26.55 64.05 32.83 25.32 36.51 24.93
2 45.83 41.84 39.73 36.20 48.98 32.23 39.96
3 18.08 56.51 31.46 23.30 41.48 52.40 34.50
4 3.42 3.64 35.67 14.11 38.77 35.91 16.52
5 4.93 11.10 64.59 60.65 38.95 59.53 62.58
6 3.91 4.93 15.79 12.88 30.02 23.10 20.75
7 32.01 29.68 77.49 31.53 48.26 42.01 25.43
8 2.65 2.52 16.76 13.77 12.76 23.05 8.06
9 8.07 11.93 36.56 39.25 39.00 31.47 42.25
10 9.54 10.35 37.36 9.12 60.87 15.52 7.69
11 42.70 42.41 36.10 83.03 46.66 78.41 78.68
12 29.86 24.95 41.73 40.16 48.21 48.02 39.54
13 12.04 22.03 38.42 12.21 22.54 18.40 11.92
14 6.63 10.87 21.50 4.50 50.88 6.64 5.09
15 1.91 1.30 6.91 24.35 63.48 22.76 29.31
16 32.03 36.83 47.76 27.66 25.39 20.04 27.54
17 12.40 16.58 20.92 24.53 34.59 36.73 25.25
18 22.17 30.33 23.56 27.42 11.96 28.84 34.18
19 10.97 8.48 43.12 40.64 6.45 37.02 40.25
20 13.83 17.11 55.48 27.78 56.10 22.66 32.26
21 4.81 11.91 70.76 6.06 45.36 5.44 8.77
22 18.99 25.99 14.51 16.42 35.28 16.83 16.32
23 4.20 6.17 26.75 5.12 29.45 7.71 3.47
24 27.06 18.78 43.28 59.38 49.22 68.88 49.49
25 26.20 30.33 58.74 48.07 22.13 57.67 32.89
26 40.56 43.01 41.75 54.84 31.67 59.64 51.00
27 15.27 14.27 53.12 54.45 33.31 48.41 58.01
28 13.81 14.27 43.94 41.17 44.64 23.23 69.99
29 16.34 23.79 55.86 30.42 55.75 39.22 27.60
30 9.97 9.23 31.62 30.83 42.31 26.33 53.40
31 11.38 10.91 55.89 48.30 56.77 51.26 72.92
32 50.05 48.55 36.31 39.29 62.64 49.70 17.48
33 14.14 16.86 72.75 49.55 44.56 54.83 62.00
34 24.70 20.27 51.05 22.64 28.81 31.04 28.53
35 6.79 15.06 44.53 40.34 47.99 42.85 41.60
36 18.76 21.06 59.89 31.81 44.14 29.60 42.79
37 24.08 25.67 9.26 12.53 48.44 14.43 20.37
38 20.80 21.67 50.76 44.72 68.30 58.61 31.22
39 15.97 14.84 36.07 55.68 66.99 55.03 49.82
40 13.43 18.53 43.35 27.65 47.80 38.78 41.79
41 15.55 14.61 22.39 23.18 66.29 23.02 27.16
42 19.45 22.50 19.23 40.82 27.97 43.30 43.00
43 3.95 5.62 52.87 18.55 43.48 23.74 28.29
44 21.09 24.28 5.17 63.05 39.66 57.18 65.61
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Exhibit 9. (Continued)
Company
Reference* Sales COS DEPR EBIT INT TAXES NI
45 24.97 13.29 66.24 35.41 57.09 46.78 37.82
46 22.66 32.59 22.30 60.53 43.26 63.96 54.51
47 21.86 27.19 49.78 53.02 17.72 56.11 54.42
48 38.23 40.54 55.07 32.02 24.61 69.09 28.90
49 25.78 26.45 34.60 50.40 22.88 51.14 49.70
50 24.98 17.86 49.60 48.89 28.29 46.56 50.09
51 19.44 17.92 9.91 62.40 49.48 59.17 63.85
52 5.16 6.35 38.68 23.34 78.54 26.03 25.82
53 5.33 9.13 23.92 23.42 31.67 23.47 23.27
54 8.12 7.12 42.80 14.39 27.94 20.40 21.27
55 51.04 48.66 41.58 65.44 52.01 62.08 53.88
56 55.88 51.11 14.01 60.87 44.74 58.30 61.90
57 7.69 28.49 19.33 25.81 42.25 25.43 18.77
58 6.58 9.10 31.88 48.74 5.12 68.39 50.83
59 8.91 38.01 68.00 13.55 46.58 18.28 27.46
60 30.08 25.77 54.24 26.96 30.53 26.00
61 10.61 15.63 47.30 14.34 85.73 29.52 10.80
62 6.37 8.09 35.40 27.15 52.16 37.61 8.40
63 6.73 13.67 28.69 28.18 39.88 23.60 23.21
64 5.34 6.38 32.89 14.18 57.95 34.05 5.30
65 68.90 70.59 71.03 63.84 65.83 63.68 67.45
66 10.73 9.74 34.94 31.25 72.88 44.33 32.30
67 2.66 3.28 41.90 24.89 23.09 24.72 29.76
68 10.79 9.77 40.06 21.46 30.98 34.21 18.67
MEAN 18.55 20.95 36.69 34.14 41.68 38.46 35.22
S.D. 14.20 14.24 17.22 17.57 17.82 17.29 18.54
*See Exhibit 6 to match name of company with number.
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Exhibit 10. Relative Contribution of Irregular Component for
Four Quarter Time Horizon
(Measured in Percent)
Company
Reference* Sales COS DEPR EBIT INT TAXES NI
1 12.35 6.55 32.73 25.25 A. 66 22.11 22.28
2 5.A7 3.A0 8.80 10.07 6.91 9.A6 1A.00
3 1.69 18.20 12.89 A.8A 6.A4 13.22 11.36
A 2.26 1.93 25.02 17. 5A 27.60 33.32 27.55
5 6.91 10.69 A3. 95 37.60 8.95 33.12 A0.72
6 A. 59 5.59 18.81 7.08 9.33 10.70 12.20
7 3.59 2.61 20. 8A 12.36 1A.7A 16.83 11.23
8 1.35 1.09 39. A0 13.27 20.65 20.16 6.11
9 .78 1.25 A. 88 20.90 6.96 1A.66 21.98
10 1.22 1.06 9.93 3.53 30.71 5.36 3.62
11 3.9A 3.A7 8.37 A5.5A 13.13 33.56 A9.56
12 2.81 2.5A 18.33 10.25 22.77 10.22 11.91
13 1.33 1.66 5.93 3.12 2.63 A. 65 3.75
1A 2.55 1.6A 6.08 8.71 12.18 12.60 11.76
15 .98 .40 7.63 22.70 7.95 12.75 22.21
16 3.75 3.60 5.97 10.29 2.61 6.11 33. A5
17 1.25 1.A8 1.71 2A.83 6.55 37.51 18.02
18 2.10 2.88 5.26 11.17 1.06 1A.77 13.99
19 1.51 .86 6.0A 8.52 .62 9.52 7.27
20 2.A5 2.02 9.99 8.26 11.58 5.7A 10.07
21 2.16 2.27 59.17 9.A0 5.92 12.23 10.08
22 10.69 8.23 A. 59 23.56 10. 0A 25.18 22.19
23 A.A5 3.75 2.92 18. A7 5.09 24.76 16.19
2A 2.10 1.07 7.21 19. 2A 8.88 28.36 11.35
25 1.92 2.57 13.86 8.87 2.36 13. 8A A. 56
26 3.96 A. 75 9.62 17.56 21.56 17.56 17.00
27 1.76 1.37 39.53 17.23 6.56 16.67 16.77
28 2.08 2.A2 13.52 9.23 A. 69 2.21 32.25
29 1.61 2.66 13.58 15.51 6.8A 20. 6A 16.26
30 1.15 1.92 A. 29 3.61 7.2A A. 56 20.22
31 0.78 0.86 20.68 8.65 11. AA 13.10 12. AA
32 9.36 18. 2A A. 03 5.91 1A.A0 11.97 1.66
33 1.02 1.26 29. A6 1A.57 1A.54 19 . 10 22.10
3A A. 30 3.07 15.53 13.51 5.AA 16.71 17.80
35 0.33 0.71 9.89 11. A7 A. 85 17.05 10.18
36 2.03 2.59 20. 0A 6.77 10.15 7.71 6.92
37 1.30 1.6A 2.50 3.67 16.60 3.18 6.90
38 2.06 2.07 13.51 11.22 15.87 16.52 5.05
39 1.31 2.12 A. 60 12. 3A 13. Al 18.16 7.A2
A0 0.95 1.18 17.18 13.87 12. A3 23.53 17.69
Al 1.60 1.55 1A.05 3.6A 18. 7A 10.02 7.97
A2 5.86 3.08 3A.A2 30.03 3.19 26.13 30. A6
A3 6.77 6.9A 22. 6A 16.82 9.66 5.16 35.23
AA 3.07 3.A6 1.25 33.06 12.68 33.31 32.81
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Exhibit 10. (Continued)
Company
Reference* Sales COS DEPR EBIT INT TAXES NI
45 4.60 2.89 17.44 40.74 15.12 38.85 40.48
46 2.93 4.44 11.95 40.76 9.89 37.67 37.97
47 2.76 3.62 8.14 21.37 1.82 19.49 20.78
48 9.49 8.90 18.56 11.60 3.71 40.13 7.30
49 3.08 3.99 15.15 20.55 1.15 18.53 22.54
50 3.61 2.97 9.44 11.89 7.55 13.06 11.81
51 3.87 2.79 5.18 31.31 14.26 31.23 34.15
52 2.36 1.58 31.41 11.92 38.02 14.88 15.77
53 0.89 1.63 13.57 14.52 5.68 9.88 18.18
54 10.20 8.36 8.56 16.65 17.77 23.12 18.69
55 9.44 8.61 13.29 27.76 17.89 33.74 22.44
56 17.47 10.91 0.71 40.94 5.88 40.09 40.20
57 0.43 1.99 1.65 2.59 15.64 10.43 1.79
58 1.69 2.96 50.97 20.77 2.42 53.67 5.99
59 0.62 5.53 24.76 1.72 8.22 4.09 5.36
60 12.79 9.85 23.08 10.13 14.34 6.73
61 1.56 2.30 4.75 2.33 47.97 5.82 1.20
62 1.86 2.01 19.86 15.51 9.15 21.89 5.27
63 0.95 1.86 12.97 5.44 6.27 5.62 8.77
64 0.80 0.86 4.30 15.68 13.89 31.59 9.14
65 44.03 44.06 48.02 35.59 30.50 36.03 39.90
66 1.35 1.59 10.49 8.78 35.04 13.65 10.88
67 2.16 2.38 27.71 14.69 2.19 12.35 14.62
68 1.10 1.03 7.67 7.18 3.35 24.14 6.07
MEAN 4.05 4.26 15.59 15.64 11.38 18.65 16.78
S.D. 5.94 6.02 12.74 10.47 9.30 11.19 11.38
*See Exhibit 6 to match name of company with number.
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FOOTNOTES
The authors are grateful to Michael Mehlorn for completing the
various statistical, tests using the X-ll Model.
2
For example, a large irregular component in accounting earnings
can bias the cost of capital estimate. Because this uncertainty com-
ponent was of concern to Miller and Modigliani [24], they used the
instrumental variable method to remove the random component in annual
accounting earnings data.
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