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ABSTRACT
We present high-resolution hydrodynamical simulations of isolated dwarf galaxies including
self-gravity, non-equilibrium cooling and chemistry, interstellar radiation fields (ISRF) and
shielding, star formation, and stellar feedback. This includes spatially and temporally varying
photoelectric (PE) heating, photoionization, resolved supernova (SN) blast waves and metal
enrichment. A new flexible method to sample the stellar initial mass function allows us to
follow the contribution to the ISRF, the metal output and the SN delay times of individual
massive stars. We find that SNe play the dominant role in regulating the global star formation
rate, shaping the multiphase interstellar medium (ISM) and driving galactic outflows. Outflow
rates (with mass-loading factors of a few) and hot gas fractions of the ISM increase with the
number of SNe exploding in low-density environments where radiative energy losses are low.
While PE heating alone can suppress star formation as efficiently as SNe alone can do, it is
unable to drive outflows and reproduce the multiphase ISM that emerges naturally whenever
SNe are included. We discuss the potential origins for the discrepancy between our results and
another recent study that claimed that PE heating dominates over SNe. In the absence of SNe
and photoionization (mechanisms to disperse dense clouds), the impact of PE heating is highly
overestimated owing to the (unrealistic) proximity of dense gas to the radiation sources. This
leads to a substantial boost of the infrared continuum emission from the UV-irradiated dust
and a far-infrared line-to-continuum ratio too low compared to observations.
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1 IN T RO D U C T I O N
Stellar feedback is an indispensable ingredient in the theory of
galaxy formation and evolution (Larson 1974; White & Rees 1978;
Dekel & Silk 1986; Mac Low & Ferrara 1999). Current large-scale
cosmological simulations that incorporate efficient stellar feedback
have been able to successfully reproduce many properties of ob-
served galaxies (see reviews by Somerville & Dave´ 2015 and
Naab & Ostriker 2017 and references therein). However, these sim-
ulations still lack the required resolutions to directly follow the
feedback processes. As such, most of them have to resort to ad
hoc sub-grid recipes in order to make the feedback efficient. These
feedback recipes require explicit parameter calibration to certain
observations and therefore should be viewed as a phenomenologi-
 E-mail: chu@flatironinstitute.org
cal ‘input’ of the model, which means that they are inadequate for
investigating how stellar feedback couples with the gas dynamics
on parsec scales. To do so, stellar feedback should be directly sim-
ulated on a scale that properly captures its dynamical impact on
the interstellar medium (ISM) without fine tuning free parameters
to match observations. This is, however, a very demanding task in
terms of numerical resolution, and the trade-off one often has to
make is to focus only on a single gas cloud or a small patch of a
galaxy (see e.g. Joung & Mac Low 2006; Dale & Bonnell 2011;
Kim, Kim & Ostriker 2011; Hill et al. 2012; Walch et al. 2012, 2015;
Simpson et al. 2016; Naab & Ostriker 2017).
Dwarf galaxies, thanks to their relatively small sizes and low
masses, provide a unique opportunity for simulators to conduct
full-disc simulations at the required resolution (Kim et al. 2013a,b;
Forbes et al. 2016; Hu et al. 2016). Moreover, they serve as
ideal laboratories where numerical experiments can be conducted
to gain insight into low-metallicity systems, which are very
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different from local spiral galaxies and so may provide important
clues to the behaviour of high-redshift galaxies that also have low
metallicity.
In a previous study (Hu et al. 2016, hereafter Paper I), we pre-
sented a set of detailed simulations of isolated dwarf galaxies. The
model included gravity, hydrodynamics, non-equilibrium cooling
and chemistry, radiation shielding, star formation, stellar feedback
and metal enrichment. We found that the star formation rate (SFR)
in the simulated galaxies was insensitive to the adopted (constant)
strength of the interstellar radiation field (ISRF), because the super-
nova (SN) feedback dominates over the photoelectric (PE) heating
(which depends on the ISRF) and therefore drives the ISM out
of thermal equilibrium. These simulated galaxies have a long gas
depletion time in agreement with the observed dwarf galaxies when-
ever SN feedback is included.
In this paper, we adopt a similar approach to the method used
in Forbes et al. (2016) to compute the ISRF self-consistently, i.e.
the ISRF is directly calculated from the stellar particles such that
the ISRF varies both spatially and temporally. The dust extinction
is assumed to be negligible, which should be a good approximation
on the scales of interest in dust-poor dwarf galaxies. This allows
us to calculate the ISRF without involving radiative transfer that
is computationally expensive. We also improve our ISM model by
introducing a new method of sampling stars from the stellar ini-
tial mass function (IMF) and assigning them to the star particles
which allows us to form individual massive stars in the simulations.
Finally, in addition to the feedback from PE heating and SNe that
were already included in Paper I, we include feedback from pho-
toionization using a Stro¨mgren-volume approximation that can deal
with overlapping H II regions. We investigate the impact of stellar
feedback on the SFR and the galactic outflow rate in dwarf galaxies
using different combinations of these feedback processes and ex-
amine their systematic differences. We come to the same conclusion
as in Paper I (which is in conflict with Forbes et al. 2016) that SN
feedback plays the dominant role in regulating star formation and
shaping the ISM in dwarf galaxies, and we discuss the potential
cause of this conflict in Section 4.
This paper is organized as follows: In Section 2, we describe
the details of our numerical method and our setup of the initial
conditions. In Section 3, we present the results of our numerical
simulations. In Section 4, we discuss the implications of our re-
sults and the potential caveats. In Section 5, we summarize our
work.
2 N U M E R I C A L M E T H O D
2.1 Gravity and hydrodynamics
We use the GADGET-3 code (Springel 2005), which solves the
gravity with a tree-based method and solves hydrodynamics with
the smoothed particle hydrodynamics (SPH) method (Gingold &
Monaghan 1977; Lucy 1977). We adopt the modified version of
SPH described in Hu et al. (2014) which has improved accuracy
and avoids some of the numerical artefacts that traditional SPH is
prone to develop in multiphase flows. Briefly, we adopt the pressure–
energy SPH formulation (Hopkins 2013; Saitoh & Makino 2013),
the Wendland C4 kernel (Dehnen & Aly 2012) with the number
of neighbouring particles Nngb = 100 in the support radius and a
switch for the artificial viscosity (Cullen & Dehnen 2010) and artifi-
cial thermal conduction (Price 2008; Read, Hayfield & Agertz 2010)
devised to only operate at shocks. Detailed validation tests of this
code are presented in Hu et al. (2014).
2.2 Cooling and chemistry
The model of cooling and chemistry we adopt follows Paper I,
which itself is based on Nelson & Langer (1997), Glover & Mac
Low (2007) and Glover & Clark (2012a). We adopt a simplified
chemistry network that traces seven chemical species: H2, H+, CO,
H, C+, O and free electrons. The first three species are explicitly
followed while the rest are calculated from the laws for element and
charge conservation. Silicon is assumed to be always in the form of
Si+ (singly ionized). Carbon and oxygen, if not in the form of CO
(carbon monoxide), are always in the form of C+ and O, respec-
tively. Our hydrogen chemistry model assumes that H2 can only
be formed through the ‘dust channel’,1 while it can be destroyed
by photodissociation, collisional dissociation and cosmic ray (CR)
ionization. The carbon chemistry assumes that CO formation is dic-
tated by the process C+ + H2 → CH+2 , and CH+2 will either react
with O and form CO or be destroyed by photodissociation.
We follow non-equilibrium cooling and heating processes as de-
scribed in Paper I, with a major difference that in this work we
no longer assume a uniform constant ISRF. Instead, we calculate
the ISRF directly from the stellar particles and therefore make the
ISRF spatially and temporally variable (see Section 2.4). We apply
our non-equilibrium cooling model only if the gas temperature T
is lower than Tc = 3 × 104 K. When T > Tc, we use an equilib-
rium cooling table from Wiersma, Schaye & Smith (2009) instead,2
which depends on 11 different elements (including hydrogen and
helium) that will evolve due to metal enrichment (see Section 2.5.3).
The transition of the cooling rate is smooth if the hydrogen is in col-
lisional ionization equilibrium in the low-temperature regime where
we account for non-equilibrium effects, which is not generally true.
This leads to a small discontinuity in the cooling rate around Tc
(which manifests itself as a thin line in Figs 9 and 11). However,
this (artificial) discontinuity has only a minor effect on the dynam-
ical behaviour of the ISM (more specifically, the evolution of the
SN remnants) as long as cooling is rapid in this temperature range.
We have conducted idealized tests using such a method in Paper I
and found a good agreement with analytic estimates. In this work
we deliberately turn off CR ionization even though it is included in
our ISM model, in order to focus on the effect of the three feedback
mechanisms (described in Section 2.5) and to aid comparison with
Forbes et al. (2016).
The local dust temperature is calculated following the method
of Glover & Clark (2012a), assuming that the dust is in thermal
equilibrium where radiative cooling of dust balances dust heating
due to absorption of the ISRF, H2 formation on dust and dust–gas
collisions. Under the conditions, our simulations explore in this
work, dust heating due to the ISRF is the dominant process.
2.3 Star formation
2.3.1 The star formation recipe
Star formation is a multiscale process. Following the entire dynami-
cal range relevant for star formation is beyond current computational
capability, and therefore one always has to resort to sub-resolution
1 Even at the relatively low metallicities considered in this study, this remains
a good approximation; see e.g. the discussion in Glover (2003).
2 We adopt the collisional ionization equilibrium version of the table from
Wiersma et al. (2009) as we assume the ISM is self-shielded against the
cosmic UV background, which should be a good approximation given the
column density of the discs.
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models. The star formation recipes generally fall into two different
categories: the ‘sink particle’approach (Bate, Bonnell & Price 1995;
Li, Mac Low & Klessen 2005; Federrath et al. 2010; Hubber, Walch
& Whitworth 2013; Gatto et al. 2017) often used in the small-scale
(parsec or sub-parsec) simulations and the ‘Schmidt-type’ stochas-
tic approach (Schmidt 1959; Cen & Ostriker 1992; Katz 1992) often
used in large-scale (0.1 kpc or larger) cosmological simulations. As
our resolution falls between these two scales, the choice is not
obvious and it deserves some discussion as follows.
In small-scale simulations, sink particles serve as an efficient
device to remove unresolved dense gas from the simulations. How-
ever, when the resolution is poor, not all of the unresolved gas is
going to form stars eventually. A large fraction of the gas would thus
be artificially locked up into sink particles, if the conventional Jeans
criteria for forming sink particles is adopted (Bate & Burkert 1997;
Truelove et al. 1997). Although the issue could be alleviated by
adopting a sub-grid model to account for the gas artificially locked
up in sink particles, this gas would never be released back to the
ISM, which happens in a feedback-regulated system. Another dis-
advantage of this approach is that sink particles are usually much
more massive than the gas particles and therefore the stellar gravity
is less well resolved compared to the gas. We therefore refrain from
using the sink particle approach.
Instead, we choose to adopt the ‘Schmidt-type’ stochastic ap-
proach as
ρ˙∗ = sf ρgas
tff
∝ ρ1.5gas, (1)
where ρ˙∗ is the instantaneous SFR density, ρgas is the gas density,
tff is the gas free-fall time and sf is an efficiency parameter which
we assume to be 0.02. Unlike the sink particle approach, an unre-
solved gas particle in this recipe would not be locked up into stars
instantaneously. Instead, it is converted to a star particle with the
same mass stochastically on a time-scale of tff/sf. Therefore, the
unresolved gas has a chance to be dispersed into the diffuse phase
again before it forms stars.
2.3.2 The star formation threshold
Unlike in Paper I, where we adopted both density and temperature
thresholds for star formation, in this work we adopt a Jeans star
formation threshold which only involves one free parameter. For
every gas particle, its associated Jeans mass is defined as
MJ,i =
π5/2c3s,i
6G3/2ρ1/2i
, (2)
where G is the gravitational constant, and cs, i and ρ i are the sound
speed and the density of the gas particle i, respectively. A gas
particle i will be assigned with a non-zero instantaneous SFR and
will be ‘star-forming’ only if MJ,i < NthMker, where Mker = Nngbmgas
is the SPH kernel mass and Nth is a free parameter. In this work,
we choose Nth = 8 in order to properly resolve the Jeans mass for
the star-forming gas. The effect of varying Nth is investigated in
Appendix B1. In addition, we further require that the gas has to
have a negative local velocity divergence (i.e. converging flows) in
order to be star-forming.
2.3.3 Sampling the stellar masses from an IMF
In large-scale cosmological simulations where the resolutions are
limited (mgas  105 M), a star particle usually represents a clus-
ter of stars. Adopting a simple stellar population model with an
assumed IMF, one can determine the fraction of massive stars and
calculate the energy budget of the stellar feedback for each star
particle. For a Kroupa IMF (Kroupa 2001), for example, there is
around one type II SN per 100 M of stars formed. A star particle
of mass m∗ would therefore inject (m∗/100 M)E51 of energy into
the ISM, where E51 = 1051 erg is the canonical energy released by
a single SN event (see Janka 2012).
However, as the mass of a star particle becomes smaller than
100 M, the natural minimal unit of SNe is reached and it is
unphysical to still inject (m∗/100 M)E51 into the ISM for each
star particle. In addition, if (m∗/100 M)E51 were injected into
the ambient gas with mgas = m∗ – the approach usually adopted
in the literature – then the mass resolution of the hot gas would
be too poor to properly resolve the Sedov–Taylor phase of the SN
remnant, leading to serious numerical overcooling. This motivates
the stochastic feedback injection approach that is adopted in Dalla
Vecchia & Schaye (2012) and Hu et al. (2016), where each star
particle will have a probability of 1/Nc (Nc > 1) to inject a feedback
energy of (Ncm∗/100 M)E51 into the ISM at the end of its lifetime.
Here Nc is an arbitrary clustering factor that can be chosen as
100 M/m∗ to make sure that each injection represents an SN
event. One can even adopt Nc > 100 M/m∗, which physically
means that Ncm∗/100 M SN events are clustered together both
spatially and temporally, in order to better resolve the Sedov–Taylor
phase of the SN remnant (at the expense of poorer sampling of SN
events due to clustering). However, in the stochastic approach the
mass injection and the metal enrichment cannot be done consistently
with the energy injection, simply because a star particle may have
less mass and metals than the SN ejecta.
Another caveat of this approach is that it implicitly assumes that
the IMF is always uniformly sampled within a star particle, which
is obviously inappropriate when the mass of a star particle becomes
smaller than 100 M. This may not be an issue when the SFR is
high and a large number of stars are formed locally. However, when
the local SFR is very low, which is common in dwarf galaxies, the
sampling fluctuations of the IMF can be significant (see da Silva,
Fumagalli & Krumholz 2012, 2014 for the effects of the sampling
fluctuations).
In this work, instead of interpreting the star particle as a simple
stellar population that fairly samples the IMF, we introduce a flex-
ible method to sample an IMF where each star particle represents
an individual star when the resolution is high, while in the low res-
olution limit the simple stellar population model is recovered. The
method is most useful when the mass resolution is close to M,
where the sink particle approach suffers from resolution issues and
the simple stellar population does not apply.
In this method, a gas particle is first converted to a star particle
of the same mass using the stochastic star formation recipe. Then,
for each star particle of mass m∗ (m∗ = mgas), we randomly draw
an array of stellar masses (mIMF) from the assumed IMF and as-
sign them to the star particle until the total sampled stellar mass
MIMF =
∑
mIMF equals or exceeds m∗. In practice, MIMF is un-
likely to exactly equal m∗, and there will always be a residual mass
MIMF − m∗, which we transfer to the next star particle, so that the
total mass is conserved.3 After the sampling is done, we modify
the mass of the star particle to be MIMF. When the star particles are
massive (poor resolution), the residual mass will only be a small
fraction of the original m∗, so the star particles will still have almost
3 Note that we cannot simply require that MIMF = m∗ as an additional
constraint during the sampling, as this leads to us oversampling low-mass
stars and undersampling high-mass stars (Sormani et al. 2017).
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equal mass after the sampling. On the other hand, when the star
particles have masses of the order of a solar mass, even one mas-
sive O star can greatly exceed m∗. In this case, the subsequent star
particles will be assigned with zero mass until the residual mass is
exhausted. Star particles that are assigned with zero mass will be
removed from the simulations. We note that modifying the mass
implies an unphysical mass transfer between star particles, so some
sort of distance constraint for the mass transfer is desirable, though
it is not yet implemented in this work.
We adopt the Kroupa IMF and set the maximum and minimum
masses to be 50 and 0.08 M, respectively. To sample random num-
bers following the Kroupa IMF, we use the acceptance–rejection
method with a power-law envelope function, which has a high ac-
ceptance rate of about 65 per cent. For the Kroupa IMF and our
adopted mass range, the average number of stars per solar mass is
1.819, which means that the average number of stars assigned in
each star particle would be 1.819 m∗/M with certain fluctuations.
However, since stars below 1 M do not contribute much to both
the UV luminosity and the metal enrichment, we do not store them
into the stellar mass array in order to save computer memory (but we
still add them to MIMF). The average number of stars above 1 M
is 0.175 m∗/M, which is about 10 times less memory demanding.
2.4 Interstellar UV radiation field
We adopt an approximation similar to Forbes et al. (2016) which is
only valid in dust-poor systems. In galaxies with a dust-to-gas ratio
(DGR) close to that of the Milky Way, calculating a local ISRF
is non-trivial because of dust extinction, and one usually has to
resort to radiative transfer which is very computationally expensive.
However, in dwarf galaxies where the DGR is significantly lower,
dust extinction in the diffuse ISM becomes negligible and one can
simply calculate the local ISRF by summing up all contributions
from the stellar sources using the inverse square law.
For a given sampled stellar mass, we obtain the effective tem-
perature and the stellar lifetime using the results of Georgy et al.
(2013), which assume a metallicity Z = 0.002 (∼0.1 Z). We then
adopt the stellar spectra from the Basel Stellar Library stellar library
(Lejeune, Cuisinier & Buser 1997, 1998; Westera et al. 2002) and
integrate the spectra to obtain the UV luminosity in the energy range
of 6–13.6 eV, which is relevant for the PE heating in the ISM. The
total UV luminosity of a star particle is then obtained by summing
over the contributions from all the assigned stellar masses whose
ages are younger than their stellar lifetimes.
The energy density at the location of a gas particle is calculated
by
u6−13.6eV =
∑
i
Li,6−13.6eV
4πcr2i
, (3)
where c is the speed of light, Li,6–13.6eV is the UV luminosity of star
particle i and ri is the distance between the gas particle and the star
particle.4 We take advantage of the gravity tree and store the UV
luminosity into tree nodes. This allows us to perform the summa-
tion in equation (3) while walking the tree, which greatly reduces
the computational cost. The tree approach gives exact results in the
4 A star particle i may contain several stars (see Section 2.3.3) and we sum
over their contributions to obtain Li, 6–13.6eV. Physically, Li, 6–13.6eV mainly
comes from stars with mIMF > 4 M which traces the recent star formation
on the time-scale of 100 Myr, though in practice we include all stars with
mIMF > 1 M.
Figure 1. Temperature versus hydrogen number density for gas in thermal
equilibrium under five different values of G0, The adopted metallicity is
0.1 Z and the dust-to-gas mass ratio is 0.1 per cent. Heating from CR
ionization is deliberately switched off for simplicity and to aid comparison
with Forbes et al. (2016). Increasing G0 leads to a higher equilibrium tem-
perature due to more efficient PE heating. In contrast to photoionization,
which can heat dense gas up to ∼104 K, PE heating only heats dense gas up
to a few hundred Kelvin even in the most extreme case.
vicinity of the star and starts to show some small deviation (con-
trolled by the opening criteria of the gravity tree) at larger distances
due to the tree approximation, which is sufficient for our purpose.
2.5 Stellar feedback
2.5.1 Photoelectric heating
As in Paper I, we adopt the following PE heating rate (Bakes &
Tielens 1994; Wolfire et al. 2003; Bergin et al. 2004):
pe = 1.3 × 10−24DGeffn erg s−1cm−3, (4)
where Geff = G0 exp(−1.33 × 10−21DNH,tot) is the attenuated ra-
diation field strength in units of the Habing (1968) field, n is the
hydrogen nuclei number density and  is the PE heating efficiency
defined as
 = 0.049
1 + (0.004ψ0.73) +
0.037(T /10000)0.7
1 + 2 × 10−4ψ , (5)
where ψ = GeffT 0.5/ne− and ne− is the electron number density.
The major difference is that in this work G0 is locally obtained by
G0 = u6−13.6eV5.29 × 10−14 erg cm−3 , (6)
where u6–13.6eV is calculated via equation (3), which varies both
spatially and temporally. In the solar neighbourhood, the esti-
mated G0 is 1.7 (Draine 1978). We set a minimum value of G0 ≥
G0,min = 0.003 24, which is the cosmic UV background from Haardt
& Madau (2012) integrated over the 6–13.6 eV energy range.
Fig. 1 shows the gas (thermal-)equilibrium temperature (T) as a
function of its hydrogen number density (nH) for several different
strengths of the ISRF, assuming that the gas is optically thin. In-
creasing the ISRF leads to a larger PE heating rate and therefore
a higher equilibrium temperature. As mentioned in Section 2.2,
the CR ionization heating is not included throughout this work for
simplicity and to aid comparison with Forbes et al. (2016). In the
range of nH = 0.01–0.1 cm−3, the equilibrium curves have a steep
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negative slope where T drops sharply as nH increases. In the ‘cold
phase’ regime (nH  1 cm−3), the scaling between G0 and T is sub-
linear: increasing G0 by four orders of magnitude only leads to less
than one order of magnitude increase in equilibrium temperature.
There can still be non-vanishing amount of radiation shielding
especially in dense regions, and we treat it in the same way as Paper I,
adopting the TREECOL algorithm (Clark, Glover & Klessen 2012) to
estimate the column densities along 12 different lines of sight for
each gas particle. We calculate the unattenuated ISRF via equation
(3) which includes contributions from all sightlines. This ISRF
is then attenuated exponentially along each sightline based on its
column density. The column densities are accumulated by taking
advantage of the gravity tree structure up to a predefined shielding
length Lsh = 50 pc, assuming that most shielding comes from the
nearby gas. In practice, we found that the shielding does not have a
significant effect on the final SFR.5
2.5.2 Photoionization
Massive stars emit UV radiation that ionizes and heats up the am-
bient medium. This can lead to gas expansion in the immediate
vicinity of the stars. As a result, when they explode as SNe, they
do so in a low-density environment, rather than a dense molecular
cloud. It is therefore important to account for photoionization feed-
back if we want to properly capture the effects of the SNe (see e.g.
Peters et al. 2017).
Here we adopt a Stro¨mgren type approximation for the photoion-
ization similar to Hopkins, Quataert & Murray (2012). For a given
star particle with at least one assigned stellar mass mIMF > 8 M,
we flag its neighbouring gas particles within a certain radius Rs as
‘photoionized’ and set their ionization fraction to be 1. These gas
particles are not allowed to cool below a minimum temperature of
104 K, the typical temperature in an H II region.
In a medium of uniform density, Rs can be determined using
the classical Stro¨mgren radius Rs = (3S∗/4πn2β)1/3, where S∗ is
the ionizing photon rate of the star, β = 2.56 × 10−13 cm3 s−1 is the
case B hydrogen recombination coefficient, evaluated at T = 104 K,
and n = ρgXH/mp is the hydrogen nuclei number density where XH
is the hydrogen mass faction and mp is the proton mass. However,
if the density is inhomogeneous, the gas density estimated at the
location of the star may be very different from the density of the
neighbouring gas relevant for recombination. Moreover, when two
Stro¨mgren spheres overlap (e.g. two stars at the same location),
this simple method would double-count the photoionized gas and
therefore underestimate Rs. As such, we determine Rs iteratively as
follows.
Assuming ionization equilibrium, the hydrogen recombination
of the neighbouring gas should balance the ionizing photon bud-
get of the star. Each neighbouring gas particle contributes βnHNH
recombinations per second, where NH = mgXH/mp is the number
of hydrogen nuclei for the gas particle and mg is the gas particle
mass. For each star particle, we first search for a few (∼10) neigh-
bouring gas particles and calculate the total recombination rate
Rrec = β
∑
i(niHNiH), where the summation is over the neighbour-
ing particles i. To cope with overlapping H II regions, if a neighbour-
ing gas particle is already flagged as ‘photoionized’ by another star
particle, it will be excluded from the summation. We note that this
process depends on the order of flagging for different star particles
5 In Paper I where we adopted a constant ISRF, we showed that the results
were rather insensitive to the choice of Lsh.
which may affect the reproducibility of the results,6 though statisti-
cally this is not a major concern. If S∗ − Rrec > 0, we look for more
neighbours by increasing the searching radius by 10 per cent and
repeat the flagging, which is analogous to propagating the ioniza-
tion front. If S∗ − Rrec < 0, we decrease the searching radius by 10
per cent and unflag the particles that are now outside of the radius.
We do so iteratively until |S∗ − Rrec| is smaller than some tolerance,
which is set to be 10βmg,inXH/mp. This tolerance is chosen to be
resolution dependent and it corresponds to the recombination rate
of one gas particle in an ambient hydrogen density of 10 cm−3. In
addition, if the current iteration only flags/unflags one more gas
particle compared to the previous iteration and S∗ − Rrec changes
sign, we terminate the iteration as it means that this gas particle has
a density that is too high such that the stopping criterion will never
be met: performing more iterations would only repeatedly flag and
unflag this gas particle. In Appendix A, we show that this approach
converges and agrees well with that predicted by more sophisti-
cated radiative transfer methods in a uniform medium, though in
an inhomogeneous medium the method is expected to be strongly
mass-biased.
Although our approach is more accurate than using the simple
Stro¨mgren radius as described above, it is still strongly mass-biased,
i.e. it preferentially ionizes mass concentrated regions. This is be-
cause our approach ignores any angular information. For example,
consider the case of a dense molecular cloud located at some dis-
tance from an ionizing source that is otherwise surrounded only by
diffuse gas. The Lagrangian nature of SPH means that in this situa-
tion, the majority of the SPH particles in the vicinity of the ionizing
source may be contained within the dense cloud. In our method, the
cloud would therefore be assigned the majority of the ionizing flux,
even though from the point of view of the ionizing source it may
subtend only a small solid angle. One potential improvement in a fu-
ture version of this method would be to include at least some angular
information by subdividing the 4π solid angle around each ionizing
source into several pixels and applying the method separately to
each pixel. For the time being, however, we prevent the method
from artificially ionizing a dense cloud far away from the star by
imposing a maximum Rs of 50 pc. This (purely empirical) value is
motivated by the typical size of H II regions deduced from observa-
tions of nearby dwarf galaxies (see e.g. Cormier et al. 2015). Despite
the approximate nature of this method, it captures the physical be-
haviour of photoionization at a low computational cost compared
to the radiative transfer approach (see e.g. Rosdahl et al. 2015 and
Peters et al. 2017).
2.5.3 Supernovae and metal enrichment
A star particle with at least one assigned stellar mass mIMF > 8 M
will explode as an SN type II (SNII) at the end of its lifetime
obtained from Georgy et al. (2013). We further restrict the timesteps
of massive star particles to a maximum of 0.1 Myr, in order to make
sure that they explode promptly after the end of their lifetimes. In
practice, however, the typical timesteps of stars are usually smaller
than 0.1 Myr due to other timestep constraints (e.g. the gravitational
acceleration). Regardless of the actual stellar mass, each SNII injects
1051 erg of thermal energy into its nearest 100 particles weighted
6 Our neighbour search is done globally instead of only on the local domain,
which prevents artificial cut-off by domain decomposition.
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by a cubic spline kernel function.7 We do not include type Ia SNe
in this work.
We adopt the metal yields of SNII from Chieffi & Limongi (2004)
to account for the metal enrichment. The mass of the total ejecta and
individual elements are added to the nearest 100 gas particles, also
weighted by the cubic spline kernel. Since the average mass of the
gas particle can be much smaller than the ejecta mass of massive
stars, the neighbouring gas particles can be much more massive
than the rest of the gas particles after the enrichment, which will
lead to undesirable numerical noise in SPH. Therefore, we split a
gas particle into two particles whenever its mass becomes larger
than 2mgas,init, where mgas,init is the gas particle mass in the initial
conditions, and we do so iteratively until all gas particles have their
masses smaller than 2mgas,init to make sure that this is the maximum
mass of gas particles at all times. The two split particles inherit all
physical quantities from their parent particle (including the veloc-
ity, specific thermal energy, metallicity and chemical abundances)
except for their mass, which is half the parent particle mass, and
their positions, which are offset symmetrically by one-fifth of the
smoothing length of the parent particle in a random direction.
2.6 Initial conditions
We set up the initial conditions using the code developed by
Springel, Di Matteo & Hernquist (2005). The dark matter halo has
a virial radius Rvir = 44 kpc and a virial mass Mvir = 2 × 1010 M.
It follows a Hernquist profile with an NFW-equivalent (Navarro,
Frenk & White 1997) concentration parameter c = 10 and the spin
parameter λ = 0.03. A pre-existing stellar disc of 2 × 107 M and
a gas disc of 4 × 107 M are embedded in the dark matter halo,
which results in a low baryonic mass fraction of 0.3 per cent that
is motivated by abundance matching (Moster et al. 2010; Moster,
Naab & White 2013). The stellar disc follows an exponential profile
with scalelength lstar = 0.73 kpc and scaleheight of 0.35 kpc. The
gas disc also follows an exponential profile, and in this work we ex-
plore two different initial conditions that differ only in their gas disc
scalelengths lgas: one with 0.73 kpc and the other with 1.46 kpc. The
latter will be our fiducial choice as the gas disc is usually observed
to be more extended than the stellar disc (Begum et al. 2008; Hunter
et al. 2012). The difference in lgas leads to a factor of 3–4 difference
in gas surface density in the central region of the disc. The scale-
height of the gas disc is determined assuming vertical hydrostatic
equilibrium.
The initial gas temperature is set to be 104 K. The initial metal-
licity (both gas and stars) is set to be 0.1 Z uniformly, and the
relative abundances of the 11 elements follow the solar abundances.
The dust-to-gas mass ratio is set to be 0.1 per cent. We adopt a
particle mass of mdm = 104 M for the dark matter, mdisc = 4 M
for the stellar disc, and mgas = 4 M for the gas. The gravitational
softening length (Plummer-equivalent) is 62 pc for the dark matter
and 2 pc for the baryons. In Appendix B2, we demonstrate that
adopting a smaller gravitational softening length for the gas does
not significantly affect the outcome of our simulations.
We use cylindrical coordinates R and z to describe the simula-
tions, where R is the galactocentric radius and z is along the rotation
axis of the disc. The origin is chosen at the centre of mass of the stel-
lar disc. We define the ‘ISM region’ as R < 1.5 kpc and |z| < 1 kpc,
7 For the energy injection, the adopted kernel function has little effect on
the results as opposed to the SPH interactions where the cubic spline kernel
function suffers from the numerical clumping instability.
where the star formation takes place. The simulation time is
denoted as t.
2.6.1 Initial turbulent driving
With the smooth initial conditions described above, we have seen
that the gas quickly collapses along the z-axis to form a very thin
layer, which in turn leads to a subsequent burst of star formation
(for around 0.1 Gyr or so) that creates a hole in the central part of
the galaxy (see Paper I). We consider this a numerical artefact that
motivated us to introduce pre-existing turbulence in our gas disc by
running a setup simulation for 20 Myr. In the setup simulation, we
switch off star formation and stellar feedback, but we inject thermal
energy into the gas disc in a way that mimics the effect of SNe:
we first identify locations of overdense gas particles (defined as
ngas > 0.1 cm−3 and T > 104 K) within the central region R < 1 kpc
and then stochastically inject 1051 erg at each of these locations
and its associated 100 neighbouring particles. The probability to
inject this thermal energy for each overdense gas particle within a
timestep of 
t is 0.02
t/tff, in the same spirit as our stochastic star
formation model. By doing so we obtain a turbulent gas disc with
pre-existing structures. We found it to be an efficient way to avoid
the initial burst of star formation and outflows, allowing the system
to settle into a steady state more rapidly.
2.6.2 Naming conventions
We run 13 simulations with different combinations of stellar feed-
back, stellar lifetimes and initial conditions. The naming convention
is listed in Table 1, where PE, PI and SN stands for PE heating,
photoionization and SNe (type II), respectively. The PE heating is
switched off by setting G0 = 0 (instead of G0 = G0,min) everywhere.
We also run a simulation with a constant G0 = 0.1 (denoted as
cPE). The value is chosen to be linearly scaled with the SFR sur-
face density, which in our fiducial simulation is roughly an order of
magnitude lower than in the local ISM.8 Finally, we run a simulation
where all the massive stars (mIMF > 8 M) have a constant stellar
lifetime of 3 Myr (denoted as 3Myr). The initial condition with lgas
= 0.73 kpc will be referred to as the ‘compact disc’ and denoted
as cmp while the one with lgas = 1.46 kpc will be referred to as the
‘fiducial disc’.
3 R ESULTS
3.1 The interstellar radiation field
The left-hand panel of Fig. 2 shows a face-on map of the (mass-
weighted) ISRF as seen by the gas at z = 0 for the fiducial run
PE-PI-SN at t = 600 Myr. The star particles with m∗ > 8 and
4 M < m∗ ≤ 8 M are overplotted with blue and white circles,
respectively. Their sizes are linearly proportional to their masses.
Stars less massive than 4 M do not contribute much to the ISRF
and hence are not plotted. Note that since we adopt mgas = 4 M
these star particles represent individual stars.
A smooth background radiation field that gradually declines with
R is naturally established from the UV-emitting star particles. In ad-
dition to the smooth background, the ISRF can be locally enhanced
significantly in the vicinity of UV-emitting stars. This is especially
visible for massive stars (m∗ > 8 M) which have higher luminosi-
ties, though they are very few in number both because of the IMF
8 Recall that G0 ∼ 1 in the solar neighbourhood.
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Table 1. Simulation runs and corresponding physics. Feedback processes that are included in the simulation runs are marked as ‘yes’,
and ‘no’ otherwise. lgas and lstar are the scalelengths of the gaseous disc and the pre-existing stellar disc, respectively, where lstar
= 0.73 kpc in all runs. cPE-PI-SN has a constant radiation field with G0 = 0.1 instead of a spatially and temporally varying ISRF.
PE-PI-SN-3Myr has a constant stellar lifetime of 3 Myr for all massive stars.
Name Photoelectric heating Photoionization Supernovae lgas/lstar Notes
PE-PI-SN Yes Yes Yes 2
PE-noPI-SN Yes No Yes 2
noPE-PI-SN No Yes Yes 2
noPE-noPI-SN No No Yes 2
PE-noPI-noSN Yes No No 2
cPE-PI-SN Yes Yes Yes 2 G0 = 0.1 (constant)
PE-PI-SN-3Myr Yes Yes Yes 2 tlife = 3 Myr (constant)
noPE-noPI-noSN No No No 2
PE-PI-SN-cmp Yes Yes Yes 1
noPE-PI-SN-cmp No Yes Yes 1
PE-noPI-noSN-cmp Yes No No 1
noPE-noPI-SN-cmp No No Yes 1
noPE-noPI-noSN-cmp No No No 1
Figure 2. Left-hand panel: a face-on map of the (mass-weighted) ISRF at z = 0 for the fiducial run PE-PI-SN at simulation time t = 600 Myr. The star particles
with m∗ > 8 and 4 M < m∗ ≤ 8 M are overplotted in blue and white circles, respectively. Their sizes are linearly proportional to their masses. Note that
the holes that associate with the feedback-driven bubbles in the map are mostly visualization artefacts as there are very few particles within the holes. Top right
panel: the ISRF as a function of R for gas within |z| < 0.5 kpc. Bottom right panel: the ISRF as a function of |z| for gas within R < 0.5 kpc.
and because they are short-lived. Note that since the map is mass-
weighted (hence mass-biased) the ‘holes’ that associate with the
feedback-driven bubbles in the map are mostly visualization arte-
facts. To be more quantitative, the top right panel of Fig. 2 shows
the ISRF as a function of R for gas within |z| < 0.5 kpc, while the
bottom right panel shows the ISRF as a function of |z| for gas within
R < 0.5 kpc. Here the ISRF is shown directly on the particle level
without mass weighting, and therefore it shows no artificial deficit
within the holes. The majority of the gas is subject to the smooth
ISRF, which declines with R from G0 ∼ 0.2 in the central region to
G0 ∼ 0.01 at R = 2 kpc. Along the z-axis the ISRF declines very
rapidly as most star formation occurs within the mid-plane. Only a
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Figure 3. Face-on maps of the hydrogen nuclei column density of all runs for the fiducial disc at t = 500 Myr. In runs without SNe (PE-noPI-noSN and
noPE-noPI-noSN), the morphology of the disc become very different from those including SNe. The feedback-driven bubbles show different sizes in different
runs. In particular, there are almost no bubbles in PE-PI-SN-3Myr. As will be discussed in Section 3.6, this is because very few SNe go off in low-density
environments.
small number of gas particles close to the UV-emitting stars have
locally enhanced ISRF which can be orders of magnitude higher
than the background field.
3.2 Gas morphology
Fig. 3 shows the face-on maps of the hydrogen nuclei column den-
sity of all runs for the fiducial disc at t = 500 Myr. All runs except
for those without SNe (PE-noPI-noSN and noPE-noPI-noSN) show
similar morphologies: a structured ISM with ‘bubbles’ driven by
vigorous stellar feedback. PE-noPI-noSN appears strikingly differ-
ent from all other runs with SNe and it is qualitatively more similar
to noPE-noPI-noSN, where the ISM is clumpier and less dynamic,
and it shows little sign of disturbance from stellar feedback. This
implies that PE heating is not energetic enough to trigger blast waves
and inject turbulence. As shown in Fig. 1, even in the extreme con-
ditions with very strong ISRF, the dense gas will not be heated
above a few hundred of Kelvin as T scales sub-linearly with G0.
This is very different from photoionization which can easily heat
up the gas to about 104 K and creates a large pressure imbalance
which will subsequently drive an expansion wave. PE heating is lo-
cally a mild feedback process and thus the ISM appears more static
in PE-noPI-noSN. Compared to the no-feedback run, the PE-only
run shows less fragmentation as the gas is generally warmer in the
presence of PE heating.
Among the other six runs with SNe, the feedback-driven bub-
bles are notably smaller in both PE-noPI-SN and PE-PI-SN-3Myr.
As will be discussed in Section 3.6, this is because in these two
runs very few SNe go off at low densities. The SNe therefore be-
come inefficient due to radiative energy loss and therefore very few
SN-driven bubbles can form, even if the SFR is very similar to that
in all of the other runs (see Fig. 6).
Fig. 4 shows the edge-on maps of the hydrogen nuclei number
density of all runs for the fiducial disc at t = 500 Myr. The PE-only
run (PE-noPI-noSN) has a significantly thinner disc compared to
other SN runs, where the disc is puffed up by the turbulent motions
triggered by SNe. A quantitative comparison of the (time-averaged)
scaleheight of the gas disc will be shown in Fig. 5. SNe create
bubbles that can reach high latitude and push the gas out of the disc.
Again, the bubbles in both PE-noPI-SN and PE-PI-SN-3Myr are
smaller compared to the other runs, as a result of having most SNe
occurring at high densities.
3.2.1 Scaleheight of the gaseous disc
Fig. 5 shows the scaleheight of the gas disc as a function of R in
eight different runs, averaged over a period from t = 400 Myr to
t = 900 Myr with a time interval of 10 Myr. The left-hand panel
shows the runs for the fiducial disc with a scalelength of the gas
disc lgas = 1.46 kpc and the right-hand panel for the compact disc
with lgas = 0.73 kpc. The scaleheight is defined as the latitude zs
where 75 per cent of the gas is enclosed between z = ±zs at the
given radial bin. A significant flaring can be seen in all cases. In
the left-hand panel, the noPE-noPI-SN and noPE-PI-SN runs have
the largest scaleheight at all radii. This implies a correlation be-
tween gas scaleheight and the SN rates (due to their slightly higher
SFR that will be shown in Fig. 6) as the SNe enhance both the
thermal (by shock heating) and kinetic (by turbulence) pressure
support. Photoionization seems to play a minor role in affecting the
gas scaleheight. The PE-noPI-noSN run has the lowest scale height
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Figure 4. Edge-on maps of the hydrogen nuclei number density of all runs for the fiducial disc at t = 500 Myr. In runs without SNe (PE-noPI-noSN and
noPE-noPI-noSN), we find a significantly thinner disc compared to the other runs, as in the latter the disc is puffed up by the turbulent motions triggered by
SNe. A quantitative comparison of the (time-averaged) scaleheight of the gas disc will be shown in Fig. 5. The feedback-driven bubbles can reach high latitude
and push the gas out of the disc.
Figure 5. The scaleheight of the gaseous disc as a function of R in eight
different runs, averaged over a period from t = 400 Myr to t = 900 Myr with
a time interval of 10 Myr. The left-hand panel shows the runs for the fiducial
disc with a scalelength of the gas disc lgas = 1.46 kpc and the right-hand
panel for the compact disc with lgas = 0.73 kpc. The scaleheight increases
with the SN rate, which scales with the SFR (if SNe are included) shown in
Fig. 6. The lowest scaleheights are found in the runs without SNe.
because its SN rate is zero even though it has an SFR comparable
to the other runs. PE heating itself does not trigger significant tur-
bulence. In the right-hand panel, a similar trend can be seen that the
scaleheight is positively correlated with the SN rate. In addition,
turning off SNe in the compact disc has a much stronger effect than
in the fiducial disc, as the vertical gravity is stronger in the former
case. This is connected to the fact that in the absence of SN feed-
back, star formation can only be suppressed in the fiducial disc and
not in the compact disc (see Fig. 6).
3.3 Global properties
3.3.1 Total SFR
Fig. 6 shows the total SFR of the entire galaxy as a function of time.
For the fiducial disc (solid lines, upper panel), the total SFR is not
very sensitive to any of the feedback combinations that we explore
(their SFRs differ within a factor of two). A weak trend can still
be seen: the more feedback processes we include, the lower is the
SFR. noPE-noPI-SN has the highest SFR overall, which reaches
a peak of ∼10−3 M yr−1 in the initial phase (t < 0.2 Gyr), but
then drops by a factor of two afterwards and becomes only slightly
higher than the other runs. This suggests that SNe alone are able to
self-regulate the ISM. Switching on either photoionization (noPE-
PI-SN) or PE heating (PE-noPI-SN) further decreases the SFR, and
the SFR becomes the lowest in the ‘full-feedback’ run (PE-PI-SN).
Stellar lifetime and the distribution of G0 appear to have negligible
effect on the SFR (comparing PE-PI-SN-3Myr, cPE-PI-SN and PE-
PI-SN). The SFR in PE-noPI-noSN is similar to PE-PI-SN at first but
it shows a gradual increase over time and at the end of the simulation
(t = 1 Gyr) it is almost as high as the SFR in noPE-noPI-SN.9
The situation becomes very different in the compact disc (lower
panel, dashed lines). PE-noPI-noSN-cmp shows more than an order
of magnitude higher SFR than the other two runs, suggesting that
PE heating is no longer able to suppress cooling and gravitational
9 In fact, as we will show in Appendix B2, the SFR in the PE-only model
will continue to rise up to 10−3 M yr−1 at t = 2 Gyr and it shows no sign
of saturation. Therefore, in this model the SFR depends on the ‘age’ of the
ISM, i.e. the time period for which the galaxy has been forming stars.
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Figure 6. Time evolution of the total SFR in the fiducial (upper panel)
and compact (lower panel) disc. All combinations of feedback are able
to suppress star formation in the fiducial disc, including the PE-only and
SN-only runs. In the compact disc, star formation can only be suppressed
when both photoionization and SNe are included.
collapse at high gas surface densities. SNe alone (noPE-noPI-SN-
cmp) also cannot suppress star formation in the compact disc.
Moreover, the large amount of unresolved dense gas in this run
will later be heated to very high temperatures by SNe, which
leads to timesteps too small for us to continue the simulation after
t > 70 Myr. As this is too short for us to draw any robust conclu-
sion, we will not discuss noPE-noPI-SN-cmp further in this paper.
Including photoionization helps suppress star formation, as PE-PI-
SN-cmp and noPE-PI-SN-cmp both show much lower SFRs. This
highlights the importance of feedback from massive stars prior to
their SN events for regulating star formation in the higher gas sur-
face density regime [see also Gatto et al. (2017) who investigated
the importance of stellar winds in a Milky Way setup]. The fact that
PE-PI-SN-cmp and noPE-PI-SN-cmp both have very similar SFR
is consistent with our previous study in Paper I where we found
that the SFR in dwarf galaxies is insensitive to the adopted value of
G0 (constant field). The two full-feedback runs with different initial
conditions (PE-PI-SN and PE-PI-SN-cmp) have their SFRs differ-
ing by almost an order of magnitude due to the difference in their
gas surface density: SFR scales superlinearly with the gas surface
density in this regime (Bigiel et al. 2010; Schruba et al. 2011). In
the absence of feedback of any kind (noPE-noPI-noSN and noPE-
Figure 7. Comparison between the simulated galaxies and the observed
dwarf galaxies on the Kennicutt–Schmidt plane (Kennicutt 1998): the star
formation surface density (SFR) versus the gas surface density (gas). The
grey dots are observed data from Elmegreen & Hunter (2015). The grey
stars represent observed data from Teich et al. (2016). The purple filled area
encloses the 5th and 95th percentile of the observed data from Roychowd-
hury et al. (2015). The solid line shows the conventional Kennicutt–Schmidt
relation (Kennicutt 1998) while the dashed lines represent the gas depletion
times of 1, 10 and 100 Gyr from top to bottom. All of our models ex-
cept for PE-noPI-noSN-cmp and the two runs without any feedback show a
reasonable amount of star formation for galaxies in this regime.
noPI-noSN-cmp), both discs collapse globally and form stars much
too rapidly compared to the observed dwarf galaxies.
Fig. 7 shows the comparison between the simulated galaxies
and the observed dwarf galaxies on the Kennicutt–Schmidt plane
(Kennicutt 1998): the star formation surface density (SFR) ver-
sus the gas surface density (gas). The grey dots are observed
data from Elmegreen & Hunter (2015). The grey stars represent
observed data from Teich et al. (2016). The purple filled area en-
closes the 5th and 95th percentile of the observed data from Roy-
chowdhury et al. (2015). The total SFR and gas of the simulated
galaxies are calculated by time-averaging over a time period from
t = 200 Myr to t = 1000 Myr with a time interval of 10 Myr and as-
suming the star-forming area is the circular area within R < 1.5 kpc.
The solid line shows the conventional Kennicutt–Schmidt relation
(Kennicutt 1998) while the dashed lines represent the gas depletion
times of 1, 10 and 100 Gyr from top to bottom. All of our models
except for PE-noPI-noSN-cmp and the two runs without any feed-
back show a reasonable amount of star formation for galaxies in
this regime.10
3.3.2 H2 fraction
The top panel of Fig. 8 shows the time evolution of the total H2 mass
fraction (ratio of the mass in H2 to the total hydrogen mass) in the
10 The data from Elmegreen & Hunter (2015) and Roychowdhury et al.
(2015) we compare with are in fact both spatially resolved quantities. As
our purpose here is to verify whether the simulated galaxies have a long gas
depletion time as seen in observations, we only present the disc-integrated
quantities of the simulated galaxies rather than the pixelwise quantities as
we did in Paper I, which should be sufficient for our purpose.
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Figure 8. Top and middle panels: time evolution of the H2 mass fraction
of the total gas (top) and the star-forming gas (middle) in the ISM region
(R < 1.5 kpc and |z| < 1 kpc). Bottom panel: time evolution of the total
mass of the star-forming gas. The H2 fraction increases drastically when the
ISRF is turned off, suggesting that photodissociation is the main destruction
mechanism rather than collisional dissociation triggered by SNe. Without
SNe, however, most of the gas collapses into dense clumps which also leads
to higher H2 fraction. Star formation is mainly controlled by the amount of
gas that can condense into the cold and dense phase, which is set by the
competition between gravity and stellar feedback.
ISM region. The three runs with both variable PE heating and SNe
all show comparable low H2 fractions, and the cPE-PI-SN run has a
slightly higher H2 fraction due to its lack of strong radiation fields
in the vicinity of young stars which can efficiently destroy H2. Once
PE heating is switched off, the H2 fraction increases drastically by
more than one order of magnitude. However, this is an artificial
consequence of our implementation: we switch off PE heating by
setting G0 = 0, but this also disables H2 photodissociation, and it
is the lack of this process that leads to the large change in the H2
fraction. This demonstrates that the collisional dissociation from
SNe is a sub-dominant destruction mechanism for H2 compared
to photodissociation. The noPE-PI-SN run has a lower H2 fraction
than noPE-noPI-SN due to our treatment of photoionization, which
destroys all H2 within the affected radius. On the other hand, the
PE-noPI-noSN run also has a high H2 fraction even with the ISRF
turned on because there is much more cold and dense gas in this run
(see Section 3.4). The fact that all runs shown in Fig. 8 have very
different H2 fractions but almost the same SFR demonstrates that H2
Figure 9. Phase diagrams (temperature versus number density) for the gas
in the ISM region in all the runs that include self-consistent PE heating,
averaged over a period from t = 400 Myr to t = 900 Myr with a time interval
of 10 Myr. The PE-only runs show significantly different distributions from
the other runs: they have much more cold gas and have no hot gas at all, and
the star-forming gas is notably warmer than in the other runs. The dashed
lines represent our star formation threshold where MJ = 8Mker while the
dotted lines represent the resolution limit where MJ = Mker.
does not trace star formation in dwarf galaxies as it does in spiral
galaxies, consistent with our findings in Paper I and with prior
theoretical predictions (Glover & Clark 2012b; Krumholz 2012).
Instead, star formation is mainly controlled by the amount of gas
that can condense into the cold and dense phase, which is set by
the competition between gravity and stellar feedback. The bottom
panel of Fig. 8 shows the time evolution of the total mass of the
star-forming gas (MSF), which has a very similar behaviour to the
time evolution of the SFR (see Fig. 6).
The middle panel of Fig. 8 shows the time evolution of the H2
mass fraction in the star-forming gas. In all runs including those
with the ISRF switched off, the star-forming gas is dominated by
the atomic hydrogen instead of H2. The ranking of different runs re-
mains in the same order except for PE-noPI-noSN, which is related
to the fact that PE-noPI-noSN has a very different morphological
structure (see Fig. 3): there are many more dense clumps compared
to the other runs which leads to a higher total H2 fraction. However,
these dense clumps are located very close to the UV-emitting stars
(see Fig. 9) and therefore are illuminated by a much stronger ISRF
which leads to the lowest H2 fraction in star-forming gas in all runs.
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3.4 Local properties
Fig. 9 shows the gas distribution on the phase diagram (number
density versus temperature) in the ISM region in all six runs that
include self-consistent PE heating, averaged over a period from t =
400 Myr to t = 900 Myr with a time interval of 10 Myr. The dotted
lines show the contours where MJ = Mker = 400 M, which can
be viewed as our resolution limit. The dashed lines show the star
formation threshold, MJ = 8Mker. The two runs with only PE heat-
ing (PE-noPI-noSN and PE-noPI-noSN-cmp) show very different
distributions from the other runs: there is much more cold gas when
PE heating is the only feedback mechanism. In the fiducial disc
(PE-noPI-noSN), PE heating alone is able to heat up the dense gas
to T  100 K, which appears to be enough to stop further gravita-
tional collapse and therefore maintain a low SFR.11 However, for
the compact disc (PE-noPI-noSN-cmp), a significant amount of gas
collapses to very high densities (n  103–104 cm−3) even though
the gas is also heated up to T  100 K by PE heating, and thus the
SFR is boosted dramatically (see Fig. 6).
The other four runs with SNe in Fig. 9 have a more scattered
distribution, mainly due to enhanced turbulent motions driven by
SNe. These runs also have hot gas (T > 3 × 104 K) which can only
be generated by SNe. The dense gas in these runs has a slightly
cooler gas temperature on average (below 100 K). The narrow lines
at T = 104 K are due to photoionization. The majority of gas is warm
(T ∼ 104 K). Notably, it is much warmer than its thermal equilibrium
temperature (shown in Fig. 1), as the gas is constantly stirred and
shocked by both SNe and photoionization and has insufficient time
to cool. As shown in Paper I, this occurs when the gas cooling time
is longer than the turbulent dynamical time, which is more likely to
be the case in low-metallicity systems. In PE-PI-SN-cmp, the gas
retained at 104 K extends to slightly higher densities compared to
the other three runs because of the higher SFR and therefore higher
SN rate.
Fig. 10 shows the ISM distribution on a n–G0 plane (number
density versus ISRF) for the same set of runs as in Fig. 9, averaged
over the same time period from t = 400 Myr to t = 900 Myr with
a time interval of 10 Myr. In the two PE-only runs (PE-noPI-noSN
and PE-noPI-noSN-cmp), the dense gas is illuminated by a very
strong ISRF with orders of magnitude higher G0 compared to that
in the other four runs. This is responsible for the much higher
temperatures found in the star-forming gas in these runs (see Fig. 9).
The lack of SNe (and/or photoionization) results in a less turbulent
ISM where most of the gas will simply be attracted towards the
star-forming clumps due to gravity. Therefore, the gas experiences
a much higher G0 due to its proximity to the UV-emitting stars. On
the other hand, once SNe are included, they trigger blastwaves and
turbulence which disperse the nearby clouds. As such, the dense
gas on average is further away from the sources, and so the typical
G0 found in the dense gas drops significantly. This means that PE
heating in these runs is actually much weaker than it is in the PE-
only runs, where the omission of other feedback mechanisms (SNe
and photoionization) turns out to significantly boost the effect of
PE heating. This effect is mainly caused by a change in the gas
distribution and not by the energy budget of the ISRF (as the total
SFR is almost unchanged).
Fig. 11 shows the phase diagrams of the ISM in the runs with
variable G0 (upper left), constant G0 (upper right) and G0 = 0
11 The suppression of the SFR of the PE-only run has a slight dependence
(around a factor of two) on our choice of the gravitational softening length
(see Appendix B2).
Figure 10. The strength of the ISRF (G0) versus the hydrogen number
density (nH) for gas in the ISM region, averaged over a period from t =
400 Myr to t = 900 Myr with a time interval of 10 Myr. Dense gas in the
runs with PE heating alone is subject to much higher G0 as the dense clumps
are much closer to the radiation sources. With SNe the gas is dispersed and
so G0 is much lower.
(lower panels), averaged over a period from t = 400 Myr to t =
900 Myr with a time interval of 10 Myr. The gas distribution is sim-
ilar in all of these runs, with the majority of the gas being warm
(T ∼ 104 K) and diffuse (n ∼ 0.1 cm−3). The main difference is
that without PE heating (noPE-PI-SN and noPE-noPI-SN) the cold
gas can cool down to slightly lower temperatures (by ∼0.5 dex).
This makes the system more gravitationally unstable and results
in more star-forming gas, which manifests as a ‘tail’ in the phase
diagram that further extends into the dense unresolved regions (to
the right of the dotted line). Switching on the (variable) PE heat-
ing (PE-PI-SN) makes most of the star-forming gas stay at the
resolved region. This difference in the star-forming gas leads to
the slightly higher total SFR in Fig. 6 for the no PE heating runs.
The constant-G0 run (cPE-PI-SN) shows a behaviour intermediate
between the variable-G0 run and the no-G0 run: it has a slightly
warmer cold gas due to the PE heating from the background ra-
diation field, but it also has a high-density tail as there is no en-
hanced PE heating in the densest gas. In all cases, SNe are able to
keep the majority of gas warm (∼104 K) even in the SN-only run
(noPE-noPI-SN).
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Figure 11. Phase diagrams of the ISM in the runs with variable G0 (upper
left), constant G0 (upper right) and G0 = 0 (lower panels), averaged over
a period from t = 400 Myr to t = 900 Myr with a time interval of 10 Myr.
Without variable PE heating, the cold gas is slightly colder, but the overall
distribution does not change much. SNe are able to keep the majority of
gas warm (∼104 K) even without PE heating, which is consistent with our
findings in Paper I.
3.5 FIR lines and IR continuum emission
We estimate the total luminosity from the far-infrared (FIR) fine
structure emission lines [C II]157µm, [O I]63µm and [O I]145µm
for the simulated galaxies via post-processing, denoted as
L[C II]157, L[O I]63, L[O I]145, respectively. The emissivity of the FIR
lines for each gas particle is obtained using our non-equilibrium
cooling module albeit assuming optically thin conditions, which
is a fair approximation for low-metallicity gas.12 We then obtain
the total luminosity by summing over the contributions of all gas
particles within the circular area R < 1.5 kpc.
In addition, we estimate the continuum infrared emission from
dust. The local dust temperature in our simulations is mainly dic-
tated by dust heating due to the local ISRF and the radiative cooling
of dust, the latter of which is obtained using the fitting formula
given by Glover & Clark (2012a):
dust(Td) = 4.68 × 10−31D′T 6d nH erg s−1 cm−3, (7)
where D′ is the DGR relative to the solar value, Td is the dust tem-
perature and nH is the hydrogen nuclei number density. Assuming
12 The optically thin approximation breaks down at high column densities.
For example, for [C II]157µm this occurs at a total hydrogen column density
NH ∼ 1022 cm−2 given our 0.1 Z metallicity and an assumed [C II] line-
width of 2.4 km s−1, and at a proportionately higher column density if the
line-width is larger than this value. A similar column density is required to
produce τ ∼ 1 in the [O I]63µm line (Glover & Smith 2016). These values
are 10 times higher than the column densities found in our setups, even in our
compact disc simulations. In the very dense gas where this approximation
does break down we will overestimate the luminosity, but this will only
affect a very small fraction of the gas in our simulations.
Figure 12. The total luminosity of the continuum infrared emission Lcont
versus the ratio of FIR lines to the continuum for all runs with PE heating,
time-averaged over a time period from t = 200 Myr to t = 1000 Myr. The
observed data from the Dwarf Galaxy Survey from Cormier et al. (2015)
are overplotted as grey dots. The PE-only runs have their FIR-to-continuum
ratios much lower than the observed dwarf galaxies, especially for the oxy-
gen lines. Including SNe brings the simulated galaxies into locations in the
plot that agree well with observations by pushing gas further away from the
massive stars.
optically thin conditions, the continuum infrared emission (Lcont)
is obtained by summing over the contributions of all gas particles
within the circular area R < 1.5 kpc.13
Fig. 12 shows the relation between Lcont and the ratio of FIR lines
to the dust continuum for all runs with PE heating, averaged over a
time period from t = 200 Myr to t = 1000 Myr with a time interval of
10 Myr. The observed data from the Dwarf Galaxy Survey (Cormier
et al. 2015) are overplotted as grey dots. Since the noPE runs have
G0 = 0 everywhere and thus have no dust heating due to the ISRF,
their Lcont values are around four orders of magnitude lower than in
runs with PE heating and therefore are not visible in Fig. 12. We
13 Note that as equation 7 was derived assuming Ossenkopf & Henning
(1994) dust opacities, we are implicitly assuming here that in our low metal-
licity dwarf galaxy, the dependence of opacity on wavelength has the same
form, and it is only the normalization that is different owing to the lower
DGR.
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Table 2. The time-averaged (over a time period from t = 200 Myr to t = 1000 Myr) total luminosities of the continuum dust emission
(Lcont [L]) and FIR lines (L[C II]157, L[O I]63 and L[O I]145) as well as their fluctuations in all runs.
Name Lcont (L) L[CII]157 (L) L[OI]63 (L) L[OI]145 (L)
PE-PI-SN (1.6 ± 0.41) × 105 (610 ± 150) (770 ± 150) (72 ± 17)
PE-noPI-SN (4.0 ± 1.5) × 105 (570 ± 76) (640 ± 62) (57 ± 5.4)
noPE-PI-SN (23 ± 4.0) (630 ± 220) (860 ± 260) (83 ± 28)
noPE-noPI-SN (22 ± 16) (370 ± 47) (560 ± 77) (51 ± 6.8)
PE-PI-SN-3Myr (1.3 ± 0.41) × 105 (580 ± 150) (760 ± 170) (71 ± 19)
PE-noPI-noSN (2.0 ± 0.56) × 106 (1100 ± 140) (300 ± 47) (16 ± 5.5)
cPE-PI-SN (1.1 ± 0.03) × 105 (620 ± 220) (830 ± 240) (79 ± 27)
PE-PI-SN-cmp (2.0 ± 0.36) × 106 (5.6 ± 1.2) × 103 (6.4 ± 1.7) × 103 (620 ± 170)
noPE-PI-SN-cmp (120 ± 28) (4.8 ± 1.0) × 103 (5.4 ± 1.2) × 103 (540 ± 120)
PE-noPI-noSN-cmp (1.3 ± 1.2) × 108 (3.4 ± 2.6) × 104 (2.2 ± 2) × 104 (860 ± 820)
report the averaged Lcont and the FIR line luminosities as well as
their fluctuations in all runs in Table 2.
For the fiducial disc, PE-PI-SN and PE-PI-SN-3Myr show similar
continuum and FIR line luminosities. This is unsurprising, as their
gas distributions in the nH–G0 plane and in the phase diagram are
similar. Lcont in PE-noPI-SN is about 2.5 higher than in PE-PI-SN
as in the former case there is slightly more dense gas close to the
massive stars that experiences a stronger ISRF. On the other hand,
the FIR line luminosities in PE-noPI-SN do not differ much from
those in PE-PI-SN, which implies that FIR lines mainly originate
from the diffuse gas (cf. Fig. 13). In the constant-G0 run (cPE-PI-
SN), Lcont is about 70 per cent of that in PE-PI-SN, as the former
lacks the contributions from the high-G0 regions close to mas-
sive stars. It also has comparable FIR line luminosities to those in
PE-PI-SN, for the same reason that the FIR lines mainly come from
the diffuse gas which does not differ much in these runs.
Most strikingly, Lcont in PE-noPI-noSN is an order of magnitude
higher than in PE-PI-SN, as there is a significant fraction of high-G0
gas in the former case (see Fig. 10). It also has a higher L[C II]157
and lower L[O I]63 and L[O I]145 than in PE-PI-SN as a result of being
dominated by cold gas rather than by warm gas. In the compact disc,
the difference in Lcont between PE-PI-SN-cmp and PE-noPI-noSN-
cmp is even more pronounced: it is two orders of magnitude higher
in the latter case which has a huge number of dense clumps with
high G0. The FIR-to-continuum ratios in the PE-only runs are much
lower than the values observed in real dwarf galaxies, especially
for the oxygen lines. Including SNe brings the simulated galaxies
into the locations that agree well with observations by pushing gas
further away from the massive stars.
3.5.1 Cumulative IR emissions
Fig. 13 shows the normalized cumulative IR continuum emission
from dust and the [C II]157µm line as a function of hydrogen num-
ber density (nH, top row), gas temperature (T, middle row) and local
radiation field (G0, bottom row), averaged over a time period from
t = 200 Myr to t = 1000 Myr with a time interval of 10 Myr. Only
runs with PE heating are shown. The oxygen lines (not shown) have
a similar trend as the [C II]157µm line. Runs with SNe, including
the full-feedback models (PE-PI-SN and PE-PI-SN-cmp), have their
FIR metal lines primarily coming from the diffuse (nH < 1 cm−3)
and warm (T > 3 × 103 K) phase of the ISM. The ISM in these
runs is dominated by the warm and diffuse phase both in volume
and in mass, as will be shown in Fig. 16. PE-noPI-SN has around
20 per cent higher contribution from the cold phase than the fidu-
cial run PE-PI-SN because it has more cold and dense gas which
Figure 13. Normalized cumulative IR continuum emission from the
[C II]157µm line and from dust as a function of hydrogen number den-
sity (nH, top row), gas temperature (T, middle row) and local radiation field
(G0, bottom row). Runs with SNe have their FIR metal lines primarily com-
ing from the diffuse (nH < 1 cm−3) and warm (T > 3 × 103 K) phase of
the ISM. On the other hand, due to the very different gas morphology in
the PE-only runs (PE-noPI-noSN and PE-noPI-noSN-cmp), most of the FIR
lines and the continuum are coming from the cold and dense gas exposed to
a strong ISRF in these runs.
is effectively destroyed by photoionization in the latter case. As
our simple treatment of photoionization is likely to have an exces-
sive effect on destroying dense gas, we expect that a more realistic
ISM should be intermediate between PE-PI-SN and PE-noPI-SN.
The FIR lines do not trace the regions where the ISRF is strong,
as the majority of the emission is coming from gas with a G0 not
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Figure 14. Time evolution of the outflow rate (upper panel) and the mass-
loading factor (the ratio of the outflow rate to the SFR, lower panel), mea-
sured at |z| = 2 kpc. The outflow rate is much more sensitive to the adopted
feedback compared to the SFR (see Fig. 6).
much higher than the background value (G0 ∼ 0.1 for the fiducial
disc). The dust continuum emission originates from slightly denser
and cooler gas which experiences a stronger ISRF. On the other
hand, due to the very different gas morphology in the PE-only runs
(PE-noPI-noSN and PE-noPI-noSN-cmp), most of the FIR lines
and the continuum are coming from the cold and dense gas with
a strong ISRF in these runs. We caution that our simulations do
not resolve the internal structure of the dense clouds and therefore
may underestimate the emission from those regions if there is, as
inferred from observations such as Cormier et al. (2015) and Cigan
et al. (2016), significant clumping of gas at the scales below our
resolution. However, we expect that the systematic trends between
different runs will be qualitatively unchanged.
3.6 Galactic outflows
In the upper panel of Fig. 14 we show the galactic outflow rate for the
fiducial disc as a function of time. The outflow rate is defined in the
same way as in Paper I, which measures the mass flux through the
two planes at z =±2 kpc along the outflowing directions. Compared
to the SFR, the outflow rate fluctuates much more over time, and
it is quite sensitive to the adopted feedback model. Run PE-noPI-
noSN is not shown because its outflow rate is essentially zero. In the
lower panel of Fig. 14, we show the mass-loading factor, defined as
Figure 15. Histogram of the ambient hydrogen number density where the
SNe occur (nSNII). The more SNe that occur at low densities, the stronger
the outflow rate is (cf. Fig. 14). SNe occurring at high densities are ‘futile’
events that show no correlation to the outflow rate. Photoionization can have
both positive and negative effect on the outflow rate, as it not only reduces
nSNII (positive) but also reduces the amount of star-forming gas and thus
the SFR (negative). Adopting a too short stellar lifetime (3 Myr) suppresses
outflows, as it gives SN progenitors too little time to escape from their parent
clouds.
the ratio of the SFR to the outflow rate, as a function of time in the
same set of runs.
Run PE-PI-SN has a higher outflow rate than run PE-noPI-SN,
which suggests that photoionization can help drive outflows by
reducing the ambient density at the locations where SNe will later
explode (see equation 10 in Naab & Ostriker 2017). This can be
seen in Fig. 15, which shows a histogram of the ambient number
density where the SNe have gone off (nSNII) before t = 800 Myr in
the same set of runs.
Turning off PE heating (noPE-PI-SN and noPE-noPI-SN) in-
creases the outflow rate because of the increased SFR. The gas in the
cold phase becomes colder without the PE heating (cf. Fig. 9) which
makes the gas more gravitationally unstable. It is therefore easier
for it to collapse to high densities, resulting in more star-forming
gas (cf. Fig. 8, bottom panel). The effect of photoionization in the
two noPE runs turns out to be the opposite here, where noPE-noPI-
SN has a slightly higher outflow rate. This is because not only does
photoionization reduce nSNII, which promotes outflows, it can also
suppress star formation and therefore suppress outflows. The net
effect of photoionization on the outflow rate therefore depends on
the competition between these two factors.
Run PE-PI-SN-3Myr has the lowest mass-loading factor, with
an average value of 0.1. Compared to run PE-PI-SN, which has
a mass-loading factor ∼1, it demonstrates that the adopted stellar
lifetime can have a profound effect on the outflows, even though it
seems to only have a very weak effect on the SFR (cf. Fig. 6). This is
because 3 Myr is much shorter than the lifetime of the majority of the
massive stars, some of which can have lifetimes as long as 30 Myr.
Adopting an artificially short stellar lifetime has two consequences.
First, photoionization will have less time to operate and thus will
be less efficient at reducing nSNII. However, the largest ionizing
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Figure 16. Time evolution of the hot gas fraction in mass (upper panel) and
in volume (lower panel) in the region of R < 1.5 kpc and |z| < 0.2 kpc. The
outflow rate (cf. Fig. 14) increases with the hot gas fraction, as the outflows
are driven by the overpressurized hot gas.
photon luminosities come from the most massive stars, which have
lifetimes comparable to 3 Myr, and so it is unclear how important
this effect is in practice. Secondly, and perhaps more importantly,
the SN progenitors that have small ionizing photon luminosities will
have less time to drift away from their parental clouds. As a result,
these SNe will mostly explode within high-density environments.
It is worth noting that the ranking in outflow rate (Fig. 14) among
different runs is the same as that in Fig. 15 in the low-density regime
(nSNII 0.1 cm−3). On the other hand, SNe going off in high-density
environments seem to have little impact on the outflow rate. They
can be viewed as ‘futile events’, as most of their injected energy
will be radiated away rapidly. Photoionization turns most of the
futile SN events into ‘efficient’ events, but it does not necessarily
guarantee higher outflow rate as it can also reduce the total number
of SN events by suppressing star formation. Eventually, it is the
number of efficient SN events (instead of the fraction of the total
SN events that are efficient) that controls the outflow rate.
Fig. 16 shows the time evolution of the hot gas (T > 3 × 104 K)
fraction both in mass (upper panel) and in volume (lower panel) in
the region of R < 1.5 kpc and |z| < 0.2 kpc. The ranking of different
runs is the same as that in the outflow rates (Fig. 14) and the number
of low-nSNII SN events (Fig. 15). The implication is clear: when there
are more SNe occurring in low-density environments, either because
of photoionization prior to the SN events or because the progenitor
stars drift away from their parental clouds, these SN remnants can
retain their thermal energy for a longer time (as the radiative cooling
rate scales with the square of the density), leading to a higher hot
gas fraction that provides the necessary pressure force to drive the
outflows. This picture is also qualitatively consistent with the gas
morphology shown in Figs 3 and 4: PE-PI-SN-3Myr shows the
smallest bubbles, and it has the lowest hot gas fraction, the fewest
efficient SN events, and the lowest outflow rate.
4 D I SCUSSI ON
4.1 The ‘primary’ feedback process
Given the different combinations of feedback we have explored,
it is tempting to single out a feedback process that is the ‘most
important’. This may seem to be impractical due to the potential
non-linear coupling among different feedback processes (Hopkins
et al. 2014). Nevertheless, it is still interesting to ask which process
by itself can lead to a galaxy closest to the full-feedback model.
Because of the simplistic treatment we adopt for photoionization,
we will just focus on PE heating and SN feedback.
Judging from the total SFR (Figs 6 and 7), at low enough sur-
face densities (as in our fiducial disk), PE heating alone suppresses
star formation as effectively as SNe alone can do (comparing
PE-noPI-noSN and noPE-noPI-SN). It is therefore insufficient to
assess the relative importance of these two processes in suppressing
star formation merely based on the total SFR.
On the other hand, the gas morphology and the phase diagram
depend much more crucially on SNe than on PE heating (Figs 3, 4
and 9). If we assume that the full-feedback run PE-PI-SN gives the
most ‘correct’ solution, then one can still obtain gas morphologies
and phase distributions with SNe alone (noPE-noPI-SN) that are
close to the correct ones. This is because the SNe provide much
more heating in the diffuse phase than the PE heating. Though one
does end up with slightly more cold and dense gas due to the lack
of PE heating, the way star formation is suppressed is qualitatively
the same: SNe regulate the amount of cold and dense gas that can
form out of the warm and diffuse gas reservoir.
However, the morphology and phase diagram with PE heating
alone (PE-noPI-noSN) differ substantially from the other runs. For
the dense gas, PE heating is a mild process that only heats up
the gas to a few hundred Kelvin at most and thus cannot inject
enough energy and momentum into the ISM to disperse the clouds
or drive turbulence. As such, the majority of gas remains cold and
simply forms dense gas clumps due to gravity. When the gas surface
density is low, these clumps can reach hydrostatic equilibrium and
stop further collapse due to the locally enhanced PE heating. The
way star formation is suppressed here is therefore different even
qualitatively from that in the SNe runs. Moreover, this PE heating
is artificially boosted, as in the ‘real’ ISM (PE-PI-SN) the gas is on
average much farther away from the stars (see Fig. 10). This is a
perfect example of how different feedback processes couple with
each other non-linearly.
It is worth noting that the effect of SNe (or any other feedback pro-
cesses), when operating alone, could also be artificially enhanced,
though to a lesser extent as we argue above. An additional and per-
haps more compelling piece of evidence indicating the dominant
importance of SNe in regulating star formation comes from the fact
that the majority of gas in PE-PI-SN is much warmer than its ther-
mal equilibrium temperature (as shown in the one-zone model in
Fig. 1), which suggests that SN heating dominates over PE heating.
Finally, we note that the SFR in the PE-only model shows a
secular increase. We show in Appendix B2 that its SFR becomes
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higher than the SN-only model by a factor of two by the time t =
2 Gyr, and it shows no sign of reaching a steady state. We expect
that its SFR will keep increasing and may even reach a level that is
too high compared to the observed dwarf galaxies if we extended
the run further.14
These considerations, together with the fact that the PE-only
run does not drive outflows at all, lead us to conclude that SN
feedback is the primary process responsible for shaping the ISM
and regulating star formation in dwarf galaxies, with PE heating
playing a secondary (but still important) role.
4.1.1 Comparison with Forbes et al. (2016)
Our results are in conflict with those obtained by Forbes et al.
(2016), who also studied the relative importance of SN feedback
and PE heating for regulating star formation in a low metallicity, low
surface density dwarf galaxy. Forbes et al. (2016) carried out their
simulations using the ENZO hydrodynamical code (Bryan et al. 2014)
and used a modified version of the GRACKLE cooling and chemistry
package (Smith et al. 2017) to model the thermal evolution of the
ISM. They found, using a similar setup to that studied in this paper,
that SNe alone were ineffective at suppressing star formation, but
that if they also included PE heating by a spatially and temporally
varying ISRF, the resulting SFRs were in good agreement with
observation. They also found that they obtained very similar SFRs
in runs with only PE heating to those in runs with both PE heating
and SN feedback, leading them to conclude that PE heating was the
dominant feedback process. Finally, they found a large amount of
cold gas in all of their runs, while in our runs, the ISM is always
dominated by warm gas whenever SNe are included.
In our present study, we have adopted a self-consistent treatment
of a spatially and temporally varying ISRF very similar to that used
in Forbes et al. (2016), so it seems unlikely that our treatment of
the PE heating is responsible for the tension in our results. Instead,
we believe that the primary cause of this tension is an inconsistency
in the Forbes et al. thermal model. Forbes et al. (2016) model the
effects of metal heating and cooling in the ISM using a cooling table
derived from the CLOUDY photodissociation region code (Ferland
et al. 2013). Specifically, they use a table that was derived using
the method of Smith, Sigurdsson & Abel (2008) and that assumes
an incident UV radiation field given by the z = 0 model from
Haardt & Madau (2012).15 However, in an attempt to account for
the effects of atomic hydrogen self-shielding in dense gas, they
modified the way that this table was used within GRACKLE.16 They
switched off the heating term in gas denser than ngas > 0.01 cm−3,
reasoning that this gas should be self-shielded and hence should not
be strongly heated by the extragalactic UV background (Forbes,
private communication).
Unfortunately, doing this without modifying the cooling rates
leads to an inconsistency. The cooling rate in gas with T < 104 K
is highly sensitive to the fractional ionization (see e.g. fig. 2 in
Dalgarno & McCray 1972), both because the fine structure cool-
ing rates are sensitive to the free electron number density, and also
14 On the other hand, on cosmological time-scales, our isolated galaxy setup
would be missing other important processes such as gas accretion and so is
not an ideal method to investigate the long-term evolution of the galaxies.
15 This is the file CloudyData_UVB=HM2012.h5 in the GRACKLE
package.
16 See specifically change set 3a58638 in their fork of the GRACKLE codebase,
available at https://bitbucket.org/jforbes/grackle.
because hydrogen recombination cooling can be an important pro-
cess in this regime. The cooling rates computed using CLOUDY and
tabulated in the file CloudyData_UVB=HM2012.h5were com-
puted under the assumption that the gas was optically thin to the
Haardt & Madau (2012) UV background, i.e. they do not account
for the effects of self-shielding. Therefore, the modified version of
GRACKLE used by Forbes et al. (2016) calculates the heating rate of
ngas > 0.01 cm−3 gas under the assumption that it is self-shielded
but calculates the cooling rate for the same gas under the assumption
that it is optically thin, which is inconsistent. The consequence of
this is that in gas with ngas > 0.01 cm−3, the calculations carried out
by Forbes et al. (2016) implicitly assume a fractional ionization that
is much larger than it should be in self-shielded gas, and hence sub-
stantially overestimate the cooling rate, by an order of magnitude
or more. This overestimated cooling rate leads to the production of
large quantities of cold gas in their simulations, and consequently
to an extremely large SFR in the absence of feedback. Because the
gas cools so quickly, SN feedback is unable to strongly suppress
this rapid star formation (primarily because it acts too late), and so
a reasonable SFR is obtained only once one includes the effects of
PE heating.
Simulations using a similar setup to that in Forbes et al. (2016)
but that correct the cooling inconsistency (by switching to a cool-
ing table appropriate for the case of a zero UV background in gas
with ngas > 0.01 cm−3) amongst other changes (such as introducing
some initial turbulence to prevent overrapid settling of the gas disc
and adopting a smaller gas scalelength) find results that differ sig-
nificantly from those in the previous simulations (Forbes, private
communication). The large amounts of cold, low-density gas vanish
and the ISM becomes dominated by warm gas, in good agreement
with our results. In addition, the SFR in the absence of feedback
decreases significantly, as does the SFR with only SN feedback.
Forbes et al. continue to find that runs with PE heating alone or with
PE heating plus SN feedback are more effective at suppressing the
SFR than pure SN feedback (i.e. the results of Forbes et al. 2016
remain qualitatively unchanged), but the difference in the SFR
between the SNe only and SNe+PE runs is now only a factor of
two to three, rather than the factor of 20 found in the previous
simulations (Forbes, private communication). This significantly al-
leviates the tension with our results. However, it does not eliminate
it entirely: we find that the SFR is roughly comparable in runs with
SNe but without PE heating and with PE heating but without SNe
(runs noPE-PI-SN and PE-noPI-noSN; see Fig. 6) whereas Forbes
et al. continue to find more effective suppression of star formation
in their PE-only model than in their SN-only model.17 However,
as we argue above, this does not necessarily mean that PE heating
is more effective than SNe in dwarf galaxies as the former can be
artificially boosted in a PE-only run.
Finally, we caution that there are some other potential issues
in Forbes et al. (2016) which may affect their conclusions. First
of all, their fiducial disc has a very low gas surface density
(only 0.5 M pc−2 in the central region), which is much lower
than the observed dwarf galaxies on the Kennicutt–Schmidt plane.
This makes the disc very stable against gravitational collapse and
17 It should be noted that the ‘SN-only’ model in Forbes et al. (2016) actually
includes SNe, photoionization and stellar winds from massive stars, with
these three processes always being switched on and off together. For this
reason, our noPE-PI-SN run is the best analogue of their SN-only run. We do
not include feedback from stellar winds in our model, but we expect its effect
should be sub-dominant at the metallicity we adopt (see Section 4.2.3).
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suppressing star formation becomes much easier, even at a very
low mean temperature. In addition, due to the cooling issue dis-
cussed above, the disc vertically collapses into a very thin layer and
seems to be numerically supported by their coarse spatial resolution
(2.5 pc). Moreover, their simulations are merely run for a very short
amount of time (∼150 Myr). Our results suggest that this is too
short for the system to settle to a steady state. Lastly, the density–
temperature diagrams look puzzling: besides the overabundant cold
gas as discussed above, there is a very tight ‘line’ in the diffuse and
hot (T > 104 K) phase even in their no-feedback model, and there
is an empty region between 10 K < T < 1000 K in particular in the
no-feedback model and the PE-only model. This suggests that there
may be non-trivial numerical artefacts that appear in their results.
4.2 Potential caveats
4.2.1 Cosmic ray ionization
For simplicity and to aid comparison with Forbes et al. (2016), we
have deliberately neglected the heating from CR ionization which
was included in Paper I. In low-metallicity systems, CR ionization
heating is less important in the dense phase of the ISM compared
to PE heating, while it can dominate over PE heating in the diffuse
phase (see Paper I). However, as shown in Paper I, SN feedback still
dominates when a constant CR ionization rate ξ = 3 × 10−18 s−1 is
adopted, where ξ is scaled with the SFR surface density according
to the Milky Way value. Therefore, we do not expect our results to
change dramatically if CR ionization is included with a reasonable
choice of ξ .
It is desirable to model the CR ionization heating self-consistently
in a similar spirit to our treatment of PE heating. However, this is
much more challenging owing to the complicated behaviour of CR
propagation which depends on the configuration of the magnetic
fields and some uncertainties in its propagation mechanisms (Uhlig
et al. 2012; Hanasz et al. 2013; Girichidis et al. 2016a; Simpson
et al. 2016). A fully self-consistent treatment of the CR ionization
heating therefore requires substantial further investigation.
4.2.2 Treatment of photoionization
As mentioned in Section 2.5.2, our treatment of photoionization
suffers from mass biasing that preferentially ionizes mass concen-
trations as it has no angular resolution. Therefore, we expect it
to overreduce the amount of high-density gas and thus oversup-
press star formation and overpromote galactic outflows. On the
other hand, photons that escape through the directions of low col-
umn densities can in principle also suppress star formation, which
our approach would fail to capture. Therefore, our approach could
conceivably underestimate the effect of photoionization. However,
we expect that the net effect is an overestimation as ionizing all
the nearby dense gas clumps is directly relevant for suppressing
star formation, while the escaped photons are not necessarily use-
ful for suppressing star formation. Since in our simulations the
SFR is insensitive to the inclusion of photoionization (see Fig. 6),
the overestimation should be rather small. However, the outflow
rate does show notable dependence on photoionization (e.g. com-
pare PE-PI-SN and PE-noPI-SN in Fig. 14), which can potentially be
of numerical origin due to our simplistic treatment. The amount of
overestimation will depend crucially on the density structure in the
vicinity of photoionizing massive stars. High-resolution simulations
coupled with radiative transfer will provide important information
on the credibility of this simplified but cost-efficient approximation.
4.2.3 Stellar winds
Another important feedback mechanism we have ignored is the
stellar winds from massive stars, which can play a similar role as
photoionization in the sense that they both can create favourable
low-density environments for the subsequent SNe to be efficient
and thus promote outflows (Gatto et al. 2017; Peters et al. 2017).
We have neglected them in this study for two reasons, one numer-
ical and one physical. Numerically, the issue is that it is difficult
to properly model stellar winds using SPH owing to the fixed SPH
mass resolution. This limits the ability of SPH to capture the low
but continuous mass-loss rate from massive stars, unless the mass
resolution is very much better than in our whole galaxy simulations
(see e.g. Dale et al. 2013). In other words, it is much more difficult
to obtain a resolved and converged evolution of stellar winds using
SPH as opposed to in an Eulerian grid-based code that in princi-
ple has infinite mass resolution (albeit coupled with finite spatial
resolution).
Physically, the justification for ignoring stellar winds in low-
metallicity dwarf galaxies stems from the fact that the mass-loss
rates of OB stars and Wolf–Rayet stars are highly sensitive to metal-
licity (Puls, Springmann & Lennon 2000; Vink & de Koter 2005).
Reducing the metallicity reduces the radiative forcing and hence
greatly reduces the strength of the winds. Consequently, at the
metallicity examined in this study (Z = 0.1 Z), stellar winds will
be much less effective and much less energetic than in the local
ISM. We therefore do not expect them to be a significant source of
feedback in comparison to photoionization, justifying our decision
to ignore them.
5 SU M M A RY
We present high-resolution (mgas = 4 M, Nngb = 100) simulations
of isolated gas-rich dwarf galaxies which include self-gravity, non-
equilibrium cooling and chemistry, star formation, stellar feedback
and metal enrichment. Each simulation is run for 1 Gyr. We in-
troduce a flexible method to sample the IMF which allows for the
formation of individual massive stars at our resolution. The stellar
feedback includes PE heating, photoionization and SNe. Instead
of assuming a constant value of G0 throughout the disc, we self-
consistently calculate G0 from the star particles which makes it
vary both spatially and temporally. Photoionization is treated with
a Stro¨mgren-volume approach that can account for overlapping
H II regions. In a uniform medium, the dynamical evolution of the
H II regions converges with increasing resolution, and agrees well
with that predicted by more sophisticated radiative transfer meth-
ods (Fig. A1), though in an inhomogeneous medium the method
becomes strongly mass-biased. We run simulations with two initial
conditions that only differ in the scalelength of the gas disc and
therefore the central gas surface density (gas).
We find that SNe play a dominant role in suppressing star for-
mation and shaping the ISM in dwarf galaxies. The run with SNe
alone is able to reproduce most of the ISM properties seen in the
full-feedback run, such as the SFR (Fig. 6), gas morphology (Figs 3
and 4), gas distribution in the phase diagram (Fig. 11) and the galac-
tic outflow rate (Fig. 14). Because of SNe, the majority of gas (the
diffuse phase) becomes much warmer than it should be if it were in
thermal equilibrium. In other words, the dynamical effect of SNe
results in a new thermal-equilibrium relation, which makes the gas
lie above the equilibrium curves in the one-zone model as shown in
Fig. 1 where PE heating is the main heat source. This demonstrates
that SN heating largely dominates over PE heating in the ISM of
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dwarf galaxies, and star formation is regulated by SNe which con-
trol the warm-to-cold transition of gas. However, as far as chemistry
is concerned, SNe are not an important destruction mechanism of
H2 compared to photodissociation, as the SN-only run is not able to
suppress the H2 fraction to the same level as the full-feedback run
(Fig. 8).
On the other hand, the run with PE heating alone, while being able
to suppress star formation to a similar level as the full-feedback run,
generates drastically different results for all other physical proper-
ties. More importantly, the effect of PE heating is artificially boosted
in the PE-only run where the dense clouds are always located very
close to the UV-emitting stars due to gravity and the lack of a strong
feedback mechanism to disperse the clouds (Fig. 10). As such, the
mechanism that suppresses star formation in the PE-only run does
not exist in the realistic ISM of dwarf galaxies, as it is not possible to
have so much gas located so close to the UV sources without being
dispersed by other feedback processes (such as SNe or photoion-
ization). This is a good example of the non-linear coupling between
different feedback processes. The artificially boosted ISRF also
leads to a significantly enhanced dust continuum IR emission (by
an order of magnitude) and therefore an FIR line-to-continuum ratio
too low compared to the observed nearby dwarf galaxies (Fig. 12).
Including SNe leads to an FIR line-to-continuum ratio of the sim-
ulated galaxies that agrees well with observations by pushing gas
further away from the massive stars.
That said, the PE heating still has a notable (though secondary)
effect on the ISM. PE heating reduces the amount of cold and dense
gas and its inclusion in the simulation reduces the SFR by around
a factor of two compared to the result in a simulation with SNe but
without PE heating. In addition, PE heating indirectly reduces the
outflow rate by reducing the SN rate and the hot gas fraction.
In our compact disc setup, neither SNe nor PE heating is able to
suppress star formation by itself at a rate similar to that found in
the full-feedback run (Fig. 6). Including photoionization is crucial
in this case, which highlights the importance of pre-SN feedback
from massive stars when the gas surface density becomes higher.
Photoionization can also affect the ISM in a similar way as PE
heating by reducing the amount of star-forming gas and therefore
the SFR. However, it does not necessarily reduce the outflow rate.
This is because unlike PE heating that can only mildly heat up the
dense gas (to a few hundred of Kelvin at most, see Fig. 1) and make
it gravitational stable, photoionization heats the dense gas to a much
higher temperature (104 K) which can create expanding bubbles due
to the large pressure imbalance. Therefore, it can prepare a suitable
low-density environment for the subsequent SNe to be efficient and
therefore promote outflows. The net effect of photoionization on
the outflows can thus be either positive or negative, depending on
the competition between the two processes.
We find clear evidence that the galactic outflow rate is dictated by
the number of SNe that occur in low-density environments (Figs 14
and 15), while the number of SNe that occur in dense environ-
ments shows little correlation with the outflow rate (see also Naab
& Ostriker 2017, equation 10). The outflow rate also positively
correlates with the hot gas fraction in the ISM (Fig. 16), as it is
the overpressurized hot gas that drives the outflows. Our result is in
very good agreement with recent studies such as Walch et al. (2015),
Girichidis et al. (2016b), Gatto et al. (2017) or Peters et al. (2017).
In addition to the effect of photoionization, we find that the adopted
stellar lifetime also has an important effect on nSNII. Adopting a
short stellar lifetime (3 Myr for all massive stars) reduces the time
available for the SN progenitors to escape from their birth clouds,
which increases nSNII and reduces the outflow rate.
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A P P E N D I X A : C O N V E R G E N C E T E S T O F TH E
D-TYPE EXPANSI ON
In this test, four star particles are placed in the centre of a uniform
box that has a number density ngas = 100 cm−3 and gas temperature
T= 103 K.18 The medium is composed of pure hydrogen, i.e. XH = 1.
Each star particle has an ionizing photon rate of 2.5 × 1048 s−1 so
that the total ionizing photon rate is S∗,tot = 1049 s−1, which is typical
for an O star. This leads to an initial Stro¨mgren radius Rs = 3.1 pc.
With this setup, we expect the ionizing photons from the central
sources to create an H II region bounded by an ionization front
at position RIF. Initially, when RIF  Rs, the front is R-type and
expands rapidly. However, once RIF approaches Rs, the expansion
velocity of the front decreases rapidly and the front undergoes a
transition to a D-type front. Our photoionization algorithm does not
capture the initial evolution of the R-type ionization front, since we
assume that the ionization front expands to RIF = Rs instantaneously.
However, the code should be capable of following the subsequent D-
type expansion of the front. Since this can be solved for analytically
in this simple scenario, this provides a useful test of code and allows
us to establish the mass resolution required to accurately follow the
D-type expansion.
Fig. A1 shows the time evolution of the ionization front radius
RIF, defined here as the maximum radius where a gas particle with
an ionization fraction xH+ > 0.95 can be found. The test is per-
formed with four different resolutions with gas particle masses
mg = 4, 0.5, 0.625 and 0.007 8125 M, respectively. The dashed
line shows the classic Spitzer solution (Spitzer 1978):
RSpi = Rs
(
1 + 7
4
ci t
Rs
)4/7
, (A1)
where ci is the sound speed of the ionized medium and t is the simu-
lation time. The Spitzer solution describes the early evolution of RIF
when the pressure imbalance across RIF is large. At a later stage, as
the H II region expands, the pressure imbalance decreases and even-
tually the expansion stops when it reaches pressure equilibrium, as
opposed to the Spitzer solution which expands forever. This late-
time evolution is investigated in Bisbas et al. (2015) using several
different radiative transfer codes as part of the code comparison
project STARBENCH. This study found a simple semi-empirical pre-
scription that accurately represented the late-time behaviour of the
18 This ambient temperature of 103 K is much higher than the typical tem-
perature in the star-forming gas which usually has T < 100 K. The value is
chosen in order to more easily compare with results obtained from radiative
transfer codes in Bisbas et al. (2015) (see below).
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Figure A1. Time evolution of the ionization front RIF produced by four stars
with an ionizing photon rate of 2.5 × 1048 s−1 each, located in the centre of a
uniform box with initial density ngas = 100 cm−3 and temperature T = 103 K.
The convergence test is performed with four different resolutions, with gas
particle masses mg = 4, 0.5, 0.625 and 0.007 8125 M, respectively. The
dashed line shows the Spitzer solution (Spitzer 1978), which accurately
describes the early-time evolution, while the dashed–dotted line shows the
semi-empirical result obtained by the STARBENCH project (Bisbas et al. 2015),
which accurately describes the late-time behaviour of the front. At early
times, all of the runs agree well with the analytical prescription, while at
late times, the results converge to the STARBENCH solution as long as mg ≤
0.5 M.
D-type front, which is shown as the dashed–dotted line in Fig. A1.
The upper and lower panels in the figure show the early and late
evolution, respectively.
As described in Section 2.5.2, our approach is able to account for
overlapping H II regions. This can be seen at t = 0 in Fig. A1 where
all four runs accurately reproduce Rs = 3.1 pc. This is different
from the non-iterative approach sometimes adopted in the litera-
ture, where overlapping H II regions suffer from ‘double-counting’.
For this test problem, this non-iterative approach would lead to
four times fewer gas particles becoming ionized than should be
the case. Moreover, our neighbour search is done globally instead
of only on the local domain and thus is independent of domain
decomposition.19
In the early stage, as expected, the Spitzer solution and the STAR-
BENCH solution agree well with each other. Our four runs show
excellent converging behaviour which agrees with the analytic
solution at all resolutions until t = 1 Myr, when the mg = 4 M run
19 In this test, we have run on both 16 and 32 processors in parallel and
found essentially the same results.
starts to underestimate RIF. At t  2 Myr, the Spitzer solution starts
to overpredict RIF as it neglects the pressure of the ambient medium.
Except for the mg = 4 M run, the other three runs show excellent
agreement with the STARBENCH solution throughout the simulation
time. We conclude that with the resolution we adopted in this work
(mg = 4 M), we expect to slightly underestimate RIF in a uniform
medium due to insufficient resolution, although even at late times
the error in RIF remains relatively small.
APPENDI X B: PARAMETER STUDY
B1 Star formation threshold
In this section, we investigate the consequences of varying the star
formation threshold Nth (defined in Section 2.3.2). We run two
additional runs that are identical to the PE-PI-SN run except for the
adopted Nth: PE-PI-SN-MJ2 and PE-PI-SN-MJ32 with Nth = 2 and
32, respectively; recall that in run PE-PI-SN, Nth = 8. Note that a
smaller Nth corresponds to, effectively, a higher density threshold
at a fixed temperature.
Fig. B1 shows the time evolution of the SFR (upper panel) and the
galactic outflow rate (lower panel). Run PE-PI-SN-MJ2 begins to
form stars the latest (after t ∼ 100 Myr) as the gas has to collapse to
higher densities and lower temperatures in order to be star-forming.
Besides that, no systematic difference can be found among the three
runs. The SFR and the outflow rate seem to be insensitive to Nth.
Fig. B2 shows the histograms of the number density of the total
gas (left-hand panel) and the star-forming gas (right-hand panel),
averaged over a period from t = 400 Myr to t = 900 Myr with a time
interval of 10 Myr. Smaller Nth leads to more dense gas as the gas
Figure B1. Time evolution of the SFR (upper panel) and the galactic out-
flow rate (lower panel) of the entire disk. PE-PI-SN-MJ2,PE-PI-SN, PE-PI-
SN-MJ32 adopt Nth = 2, 8 and 32, respectively. The SFR and the outflow
rate seem to be insensitive to Nth.
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Figure B2. Histograms of the number density of the total gas (left-hand
panel) and the star-forming gas (right-hand panel), averaged over a period
from t = 400 Myr to t = 900 Myr with a time interval of 10 Myr. Smaller
Nth leads to more dense gas as the gas has to collapse to higher densities and
lower temperatures in order to form stars, which delays the subsequent stellar
feedback to counter further collapse. On the other hand, the low-density tail
which corresponds to the hot bubble gas is insensitive to Nth.
Figure B3. Histogram of the ambient hydrogen number density where the
SNe occur (nSNII) before t = 800 Myr. Lowering Nth increases the number of
SNe that occur at high densities, while the number of SNe that occur at low
densities remains unchanged. As a result, the outflow rate is also insensitive
to Nth (see Fig. B1).
has to collapse to higher densities and lower temperatures before
it can form stars, which delays the subsequent stellar feedback to
counter further collapse. The peak density of the star-forming gas
also increases as Nth decreases for the same reason. On the other
hand, the low-density tail that corresponds to the hot bubble gas is
insensitive to Nth.
Fig. B3 shows the histogram of the ambient hydrogen number
density where the SNe occur (nSNII) before t = 800 Myr. Lowering
Nth increases the number of SNe that occur at high densities, which
would not affect the outflows as these are the futile events. On
the other hand, the number of SNe that occur at low densities is
insensitive to Nth. As a result, the outflow rate is also insensitive to
Nth (see Fig. B1).
Figure B4. Time evolution of the SFR in the PE-PI-SN model (solid lines)
and the PE-only model (dashed lines) with h = 2 pc (black), 1 pc (green)
and 0.5 pc (blue), respectively.
Figure B5. Histograms of the hydrogen number density in the PE-PI-SN
model with the gravitational softening h = 2 pc (black), 1 pc (green) and
0.5 pc (blue), respectively. According to our star formation criteria, most
stars are formed around nH ∼ 50 cm−3 (see Fig. 9). h has a negligible effect
on the density distribution.
B2 Gravitational softening
In this section, we investigate how the choice of gravitational soft-
ening length (h) affects our results. We rerun the simulation of the
PE-PI-SN and PE-noPI-noSN models (where h = 2 pc is adopted)
with h = 1 and 0.5 pc. Simulations are restarted from t = 200 Myr.
Fig. B4 shows the time evolution of the SFR in the PE-PI-SN model
(solid lines) and the PE-only model (dashed lines) with h = 2 pc
(black), 1 pc (green) and 0.5 pc (blue), respectively. The choice of h
has a negligible effect on the SFR in the PE-PI-SN model where the
SFR is regulated by feedback from SNe and photoionization. In the
PE-only model, h does have a slight effect (within a factor of two)
on the SFR. It is interesting to note that the PE-only model shows a
secular increase of SFR over time and never really reaches a steady
state even up to 2 Gyr that we explored in the run with h = 0.5 pc.
In Fig. B5 we show the histograms of the hydrogen number
density in the PE-PI-SN model with different choices of h, which
demonstrates that h has little effect on the density distribution,
except for the very dense gas (nH > 500 cm−3) that is only a tiny
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Figure B6. Same as Fig. B5 but for the PE-noPI-noSN model. The dense
gas (nH > 100 cm−3) becomes denser as h increases.
fraction of the total star forming gas. As a comparison, according to
our star formation criteria (Section 2.3.2), most stars are formed at
nH ∼ 50 cm−3 (see Fig. 9). This explains why the SFR is insensitive
to h in this model (Fig. B4). On the other hand, the histograms
of the hydrogen number density in the PE-only model (Fig. B6)
demonstrate that the choice of h can have significant effect on the
high-density gas (nH > 100 cm−3). The dense gas becomes denser
as h increases. The difference is largest in the regime where the
Jeans mass is unresolved (or only marginally resolved), as expected.
Fortunately, the total SFR, as shown in Fig. B4, has only a weak
dependence on h and therefore our main argument is unaffected.
In Fig. B7 we show the time evolution of the outflow rate (upper
panel) and the mass-loading factor (lower panel) in the PE-PI-SN
model with different choices of h. Both quantities are insensitive to
h, and the differences between different runs are mainly originated
from the time fluctuations of the outflow rate.
Figure B7. Time evolution of the outflow rate and the mass-loading factor
in the PE-PI-SN model with h = 2 pc (black), 1 pc (green) and 0.5 pc (blue),
respectively. The averaged outflow rate and the mass-loading factor are not
sensitive to h and the differences mainly originate from the time fluctuations
of the outflow rate.
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