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ON THE QUANTITY OF SHIFT-TYPE INVARIANT
SUBSPACES WHICH SPAN THE WHOLE SPACE
MARIA F. GAMAL’
Abstract. It was proved in [K07] that if the unitary asymptote of an
absolutely continuous contraction T contains the bilateral shift, then
invariant subspaces M of T such that the restrictions T |M are similar
to the unilateral shift span the whole space. Moreover, the norms of
operators realize the similarity and of their inverses can be arbitrarily
close to 1. In the present paper is proved that if the multiplicity µT is
no less than 2, then there exist invariant subspaces Mk of T such that
the restrictions T |Mk are similar to the unilateral shift, and ∨
µT
k=1Mk
is the whole space. For cyclic T , that is, µT = 1, there exist two such
subspaces. Results from [K07] are used in the proof. No estimates for
the norms of operators realize the similarity and of their inverses are
given.
1. Introduction
Let H be a (complex, separable) Hilbert space, and let M be its (linear,
closed) subspace. By IH and PM the identical operator on H and the
orthogonal projection from H onto M are denoted, respectively.
Let L(H) be the algebra of all (linear, bounded) operators acting on H.
For an operator T ∈ L(H), a subspace M of H is called invariant subspace
of T , if TM ⊂ M. The complete lattice of all invariant subspaces of T is
denoted by LatT .
The multiplicity µT of an operator T ∈ L(H) is the minimum dimension
of its reproducing subspaces:
µT = min{dimE : E ⊂ H,
∞∨
j=0
T jE = H}.
An operator T is called cyclic, if µT = 1.
It is well known and easy to see that if M∈ LatT , then
(1.1) µP
M⊥
T |
M⊥
≤ µT ≤ µT |M + µPM⊥T |M⊥
and
(1.2) µT ≥ dimker T ∗
(see, for example, [N, II.D.2.3.1]).
Let H and K be Hilbert spaces, and let L(H,K) be the space of (linear,
bounded) operators acting from H to K. Let T ∈ L(H), let R ∈ L(K), and
let X ∈ L(H,K) be an operator such that X intertwines T and R, that is,
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XT = RX. If X is unitary, then T and R are called unitarily equivalent,
in notation: T ∼= R. If X is invertible, that is, X has the bounded inverse
X−1, then T and R are called similar, in notation: T ≈ R. If X is a
quasiaffinity, that is, kerX = {0} and closXH = K, then T is called a
quasiaffine transform of R, in notation: T ≺ R. If T ≺ R and R ≺ T , then
T and R are called quasisimilar, in notation: T ∼ R. If closXH = K, we
write T
d≺ R. It follows immediately from the definition of the relation d≺
that if T
d≺ R, then µR ≤ µT .
Symbols D and T denote the open unit disc and the unit circle, respec-
tively. The normalized Lebesgue measure on T is denoted bym. The symbol
H∞ denotes the Banach algebra of all bounded analytic functions in D. The
symbol H2 denotes the Hardy space on D, L2 = L2(T,m), H2− = L
2 ⊖H2.
The symbols P+ and P− denote the orthogonal projection from L
2 onto H2
and H2−, respectively. The simple unilateral and bilateral shifts S and UT
are the operators of multiplication by the independent variable on H2 and
on L2, respectively. Set S∗ = P−UT|H2
−
. It is well known that µS = 1 and
µUT = 1.
An operator T is called a contraction, if ‖T‖ ≤ 1. An operator T is called
polynomially bounded, if there exists a constant C such that
‖p(T )‖ ≤ C‖p‖∞ for every polynomial p,
where ‖ · ‖∞ denotes the uniform norm on D. Every contraction is polyno-
mially bounded (von Neumann inequality, see, for example, [SFBK, Propo-
sition I.8.3]).
If T is a polynomially bounded operator, then T = Ta ∔ Ts, where Ta
is an absolutely continuous (a.c.) polynomially bounded operator, that is,
H∞-functional calculus is well defined for Ta, and Ts is similar to a singular
unitary operator, see [M] or [K16]. (Although many results on polynomially
bounded operators that will be used in the present paper were originally
proved by Mlak, we will refer to [K16] for the convenience of references.) In
the paper, absolutely continuous polynomially bounded operators are con-
sidered. Clearly, S and UT are contraction, and, consequently, polynomially
bounded. It is well known that S and UT are a.c..
The following lemma follows from the definition of a.c. polynomially
bounded operators (see [G17, Lemma 2.2] for the proof).
Lemma 1.1. Suppose that T is a polynomially bounded operator, and M∈
LatT . Then T is a.c. if and only if T |M and PM⊥T |M⊥ are a.c..
The following lemma can be easily checked directly. Therefore, its proof
is omitted.
Lemma 1.2. Suppose that T ∈ L(H), M, N ∈ LatT , and H = M∨N .
Put E =M∩N . Then the quasiaffinity PM⊥ |N⊖E realizes the relation
PN⊖ET |N⊖E ≺ PM⊥T |M⊥ .
The following proposition is a simple corollary of Lemmas 1.1 and 1.2.
Proposition 1.3. Suppose that T ∈ L(H) is a polynomially bounded oper-
ator, M, N ∈ LatT , and H =M∨N . If T |M and T |N are a.c., then T is
a.c..
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Proof. Put E = M∩N . By Lemma 1.1, PN⊖ET |N⊖E is a.c.. By Lemma
1.2 and [M] or [K16, Proposition 16], PM⊥T |M⊥ is a.c. By Lemma 1.1, T
is a.c.. 
The following theorem can be easily proved by induction with applying
of Proposition 1.3. Therefore, its proof is omitted.
Theorem 1.4. Suppose that n ∈ N, T ∈ L(H) is a polynomially bounded
operator, there existM1, . . . ,Mn ∈ LatT such that T |Mk ≈ S, k = 1, . . . , n,
and
∨n
k=1Mk = H. Then µT ≤ n and T is a.c..
Remark 1.5. Let T ∈ L(H) be an a.c. contraction and let T d≺ UT. In
[K07] or [SFBK, Theorem IX.3.6], it is proved that∨
{M : M∈ LatT, T |M ≈ S} = H,
and the estimate of the norms of operators which realize the relations T |M ≈
S and of their inverses is given.
2. Main result
The proof of the following lemma is contained in the proof of [BT, Lemma
3]. Therefore, its proof is omitted.
Lemma 2.1 ([BT]). Suppose that T ∈ L(H) is an a.c. contraction, and
u ∈ H. Then there exists a function w ∈ L1(T,m) such that w ≥ 0, and
‖p(T )u‖2 ≤
∫
T
|p|2wdm for every polynomial p.
Remark 2.2. For a.c. polynomially bounded operators, Lemma 2.1 is
proved in [BP, Lemma 2.1].
For T ∈ L(H) and x1, . . . , xn ∈ H set
ET (x1, . . . , xn) = ∨nk=1 ∨∞j=0 T jxk.
The following simple lemmas are given for convenience of references. There-
fore, their proofs are omitted.
Lemma 2.3. Suppose n ∈ N, n ≥ 2, T ∈ L(H) is an a.c. polynomially
bounded operator, x1, . . . , xn ∈ H, and ϕ2, . . . , ϕn ∈ H∞. Then
ET (x1, . . . , xn) = ET
(
x1 +
n∑
k=2
ϕk(T )xk, x2, . . . , xn
)
.
Lemma 2.4. Suppose f , g ∈ L2, and ϕ ∈ H∞ is such that
|ϕ(ζ)| =
{
1, if |f(ζ)| 6= |g(ζ)|,
2, if |f(ζ)| = |g(ζ)|.
Then ess supp f ∪ ess supp g = ess supp(f + ϕg).
The following lemma can be easy proved by induction with applying of
Lemma 2.4. Therefore, its proof is omitted.
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Lemma 2.5. Suppose f1, . . . , fn ∈ L2, n ≥ 2. Then there exist ϕ2, . . . , ϕn ∈
H∞ such that
∪nk=1 ess supp fk = ess supp(f1 +
n∑
k=2
ϕkfk).
Theorem 2.6. Suppose n ∈ N, n ≥ 2, T ∈ L(H) is an a.c. contraction,
µT = n, and T
d≺ UT. Then there exist M1, . . . ,Mn ∈ LatT such that
T |Mk ≈ S, k = 1, . . . , n, and
∨n
k=1Mk = H.
Proof. Denote by X the operator which realizes the relation T
d≺ UT. Let
x1, . . . , xn ∈ H be such that ET (x1, . . . , xn) = H. Set fk = Xxk, k =
1, . . . , n. Clearly, ∪nk=1 ess supp fk = T. Let ϕ2, . . . , ϕn ∈ H∞ be functions
from Lemma 2.5. Set
x0 = x1 +
n∑
k=2
ϕk(T )xk and N = ∨∞j=0T jx0 = ET (x0).
Clearly, Xx0 = f1 +
∑n
k=2 ϕkfk. By Lemma 2.5, ess suppXx0 = T. There-
fore, T |N
d≺ UT.
Let (Y ′, V ) be the unitary asymptote of T (see [K89], [K16] or [SFBK,
IX.1] for definition); recall that Y ′T = V Y ′. Set K0 = ∨∞j=1V −jY ′N . Then
K0 is a reducing subspace for V . By [K89, Theorem 3], or [SFBK, Theorem
IX.1.6], (Y ′|N , V |K0) is the unitary asymptote of T |N . By [K89, Theorem
2], or [SFBK, Lemma IX.1.3], V |K0
d≺ UT. Since V |K0 is a cyclic a.c. unitary
operator, we conclude that V |K0 ∼= UT.
By [K07], see also [SFBK, Theorem IX.3.5], there exists M∈ LatT such
that M ⊂ N and T |M ≈ S. Furthermore, Y ′|M is left invertible and
V |Y ′M ∼= S. Without loss of generality we can assume that K0 = L2,
V |K0 = UT, and Y ′M = H2. Let U ∈ L(K) be an a.c. unitary operator
such that V = UT ⊕ U . (Note that U can be zero operator acting on zero
space.)
Set
H0 = N ⊖M and H1 = H⊖N .
The operators T and Y ′ have the following forms with respect to the de-
compositions H =M⊕H0 ⊕H1 and L2 ⊕K = H2 ⊕H2− ⊕K:
T =

T |M T2 T21O T0 T01
O O T1

 and Y ′ =

Y ′|M Y2 Y21O Y0 Y01
O O Y1

 ,
where Tj, Tij , Yi, Yij are appropriate operators. Set
Z =

Y ′|M Y2 Y21O IH0 O
O O IH1

 , Y = Y ′Z−1, R = ZTZ−1,
h1 ⊕ u1 ⊕ 0 = Zx0, hk ⊕ uk ⊕ vk = Zxk, k = 2, . . . , n,
where hk ∈ H2, uk ∈ H0, k = 1, . . . , n, vk ∈ H1, k = 2, . . . , n.
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We have
Y =

IH2 O OO Y0 Y01
O O Y1

 , R =

S P+UT|H2−Y0 P+UT|H2−Y01O T0 T01
O O T1

 ,
Y R = (UT ⊕ U)Y,
and
(2.1) ER(h1 ⊕ u1 ⊕ 0, hk ⊕ uk ⊕ vk, k = 2, . . . , n) = H2 ⊕H0 ⊕H1,
because ET (x0, x2, . . . , xn) = H by Lemma 2.3.
Sublemma 2.7. For every h ∈ H2
ER(h⊕ u1 ⊕ v2, (h− h1)⊕ 0⊕ vk, k = 2, . . . , n) = H2 ⊕H0 ⊕H1.
Proof. Denote by E the space from the left side of the equality above.
Clearly,
h1 ⊕ u1 ⊕ 0 = (h⊕ u1 ⊕ v2)− ((h− h1)⊕ 0⊕ v2) ∈ E .
Since ER(h1⊕u1⊕ 0) = ZET (x0) = ZN = H2⊕H0⊕{0}, we conclude that
f ⊕u⊕vk ∈ E for k = 2, . . . , n and for every f ∈ H2 and u ∈ H0. It remains
to apply (2.1). 
For a polynomial p set
Ap = PH0p(T )|H1 .
We have
(2.2) p(R) =

p(S) P+p(UT)|H2−Y0 P+p(UT)|H2−Y01O p(T0) Ap
O O p(T1)


and
(2.3) Y p(R) =

p(S) P+p(UT)|H2−Y0 P+p(UT)|H2−Y01O p(S∗)Y0 p(S∗)Y01
O O p(U)Y1

 .
Set R0 =
(
T0 T01
O T1
)
, then R0 ∈ L(H0⊕H1), R0 is an a.c. contraction, and
p(R0) =
(
p(T0) Ap
O p(T1)
)
for every polynomial p.
Let u ∈ H0, and let v ∈ H1. By Lemma 2.1, there exists a function
w ∈ L1(T,m) such that w ≥ 0, and
(2.4) ‖p(R0)(u⊕ v)‖2 ≤
∫
T
|p|2wdm for every polynomial p.
Sublemma 2.8. Suppose that u ∈ H0, v ∈ H1, and w is defined by (2.4).
Set g0 = Y0u, g1 = Y01v, and let h ∈ H2 be such that |h + g0 + g1| ≥ w1/2.
Then
‖Y p(R)(h⊕ u⊕ v)‖ ≥ 1√
2
‖p(R)(h ⊕ u⊕ v)‖ for every polynomial p.
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Proof. Let p be a polynomial. By (2.3),
(2.5)
‖Y p(R)(h⊕ u⊕ v)‖2 ≥ ‖ph+ P+pg0 + P+pg1‖2 + ‖P−pg0 + P−pg1‖2
= ‖p(h+ g0 + g1)‖2.
By (2.2), (2.4), and (2.5),
‖p(R)(h ⊕ u⊕ v)‖2 = ‖ph+ P+pg0 + P+pg1‖2 + ‖p(R0)(u⊕ v)‖2
≤ ‖ph+ P+pg0 + P+pg1‖2 +
∫
T
|p|2wdm
≤ ‖Y p(R)(h⊕ u⊕ v)‖2 +
∫
T
|p|2|h+ g0 + g1|2dm
≤ 2‖Y p(R)(h⊕ u⊕ v)‖2.

Sublemma 2.9. Let u, v, g0, g1, and h be from Sublemma 2.8.
If log |h+ g0 + g1| ∈ L1(T,m), then R|ER(h⊕u⊕v) ≈ S.
Proof. We have Y (h⊕ u⊕ v) = (h+ g0 + g1)⊕ Y1v. Set
F = EUT⊕U((h + g0 + g1)⊕ Y1v) and W = (UT ⊕ U)|F .
By Sublemma 2.8, Y |ER(h⊕u⊕v) realizes the relation
R|ER(h⊕u⊕v) ≈W.
Clearly, W is a cyclic a.c. isometry. Since log |h+ g0+ g1| ∈ L1(T,m), there
exist f ∈ H2 and ξ ∈ L∞ such that |ξ| = 1 a.e. on T with respect to m and
h+ g0 + g1 = ξf . We have
PL2((h+g0+g1)⊕Y1v) = h+g0+g1 = ξf and closPL2(UT⊕U)F=
∞∨
j=1
U
j
T
ξf.
Since f ∈ H2, ξf 6∈ ∨∞j=1 U jTξf . Therefore, ((h + g0 + g1) ⊕ Y1v) 6∈ WF .
Thus, W ∼= S. 
Let w1 be a function obtained by applying Lemma 2.1 to R0 and u1⊕ v2,
and let wk be functions obtained by applying Lemma 2.1 to R0 and 0⊕ vk,
k = 2, . . . , n, respectively. In other words, (2.4) is fulfilled for u1 ⊕ v2 and
w1, 0 ⊕ vk and wk, k = 2, . . . , n, respectively. Set g0 = Y0u1, gk = Y01vk,
k = 2, . . . , n. Let h ∈ H2 be such that
|h| ≥ |h1|+ |g0|+ max
k=2,...,n
|gk|+ max
k=1,...,n
(w
1/2
k , 1).
Then
|h+ g0 + g2| ≥ max(w1/21 , 1) ≥ w1/21 , |h− h1 + gk| ≥ max(w1/2k , 1) ≥ w1/2k ,
log |h+ g0 + g2| ∈ L1(T,m), log |h− h1 + gk| ∈ L1(T,m), k = 2, . . . , n.
Put
M1 = ER(h⊕ u1 ⊕ v2), Mk = ER((h− h1)⊕ 0⊕ vk), k = 2, . . . , n.
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By Sublemma 2.9, R|Mk ≈ S, k = 1, . . . , n. By Sublemma 2.7,
n∨
k=1
Mk = H2 ⊕H0 ⊕H1.
Since T ≈ R, Theorem 2.6 is proved. 
Theorem 2.10. If T ∈ L(H) is a cyclic a.c. contraction, and T d≺ UT,
then there exist M1, M2 ∈ LatT such that T |Mk ≈ S, k = 1, 2, and
M1 ∨M2 = H.
Proof. By [K07], see also [SFBK, Theorem IX.3.5], there exists M ∈ LatT
such that T |M ≈ S. Repeat the proof of Theorem 2.6 with N =M. Then
H0 = {0}, T ≈ R, R ∈ L(H2 ⊕ H1), R|H2 = S, and R0 = T1. Since T is
cyclic, T1 is cyclic by (1.1). Let v be a cyclic vector for T1, and let w be a
function obtained by applying Lemma 2.1 to T1 and v. Set g = Y01v, and let
h ∈ H2 be such that |h| ≥ |g|+max(w1/2, 1). We obtain that R|ER(h⊕v) ≈ S,
and (H2 ⊕ {0}) ∨ ER(h⊕ v) = H2 ⊕H1. 
Remark 2.11. Let T ∈ L(H) be an a.c. polynomially bounded operator,
and let there exists M ∈ LatT such that T |M ≈ S. Then there exist
Mk ∈ LatT such that T |Mk ≈ S, k = 1, . . . , µT , and
M∨
µT∨
k=1
Mk = H.
The proof is almost the same as the proofs of Theorems 2.6 and 2.10, because
Lemma 2.1 takes place for a.c. polynomially bounded operators, see Remark
2.2. We omit the details.
3. Examples
An operator T is called power bounded, if supj≥0 ‖T j‖ < ∞. If T is a
power bounded operator such that T
d≺ UT, then the unitary asymptote
of T contains UT as an orthogonal summand, see [K89, Theorem 2], or
[SFBK, Lemma IX.1.3]. (We will call by the unitary asymptote a unitary
operator from the pair of an intertwining and unitary operators which form
the unitary asymptote, when it will be convenient.) It is well known that
if T is a contraction and the unitary asymptote of T is UT, then µT can be
arbitrary. Here we recall simplest examples in which the computation of µT
is based on (1.1) and (1.2).
Recall the definition. Let T ∈ L(H) be a power bounded operator. T is
of class C0·, if ‖T jx‖ → 0 when j → ∞ for every x ∈ H. T is of class C1·,
if infj≥0 ‖T jx‖ > 0 for every 0 6= x ∈ H. T is of class C10, if T is of class
C1· and T
∗ is of class C0·.
Lemma 3.1 ([K16, Corollary 6] or [K89, Theorem 3]). Let {Tk}Nk=1 be a
family of power bounded operators, and let
sup
k
sup
j≥0
‖T jk‖ <∞.
For every k, let Vk be the unitary asymptote of Tk. Then ⊕Nk=1Vk is the
unitary asymptote of ⊕Nk=1Tk. Here N ∈ N or N =∞.
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Example 3.2. Let T0 and T1 be power bounded operators such that T0 is
of class C0·, and UT is the unitary asymptote of T1. Set T = T0 ⊕ T1. By
Lemma 3.1, UT is the unitary asymptote of T . By (1.1), µT ≥ µT0 .
Example 3.3. Recall that D and T denote the open unit disk and the unit
circle, respectively. Denote by 1 the unit constant function on closD, that
is, 1(z) = 1, z ∈ closD.
Let ν be a positive finite Borel measure on closD. Denote by P 2(ν) and by
Sν the closure of (analytic) polynomials in L
2(closD, ν) and the operator of
multiplication by the independent variable on P 2(ν), respectively. Operators
Sν are subnormal, see [C]. Clearly, Sν are contractions (for measures ν on
closD). Let Jν : P
2(ν)→ L2(ν|T) act by the formula Jνf = f |T, f ∈ P 2(ν).
Denote by Vν|T the operator of multiplication by the independent variable on
L2(ν|T). It follows directly from the construction of the unitary asymptote
given in [K89] that
(3.1) (Jν , Vν|T) is the unitary asymptote of Sν .
Recall that m is the normalized Lebesgue measure on T. Let m2 be the
normalized area measure on D. Let I ⊂ T be an open arc. Set
νI = m2 +m|I .
Let f ∈ P 2(νI). Then f is analytic in D, and f has nontangential boundary
values a.e. on I with respect tom, which coincide with f |I (see, for example,
[MS], [MSY] and references therein). Therefore,
(3.2) SνI is of class C10.
Furthermore, since functions from P 2(νI) are analytic in D, 1 6∈ SνIP 2(νI)
and SνIP
2(νI) is closed (see, for example, [ARS] or [G09]). Thus,
(3.3) dimkerS∗νI = 1.
Let {Ik}Nk=1 be a family of open arcs of T such that Ik ∩In = ∅, if k 6= n,
and
(3.4)
N∑
k=1
m(Ik) = 1.
Here N ∈ N or N =∞. Set
T =
N⊕
k=1
SνIk .
By (3.2), T is of class C10. By Lemma 3.1, (3.1), and (3.4), UT is the unitary
asymptote of T . By (3.3), (1.1) and (1.2), µT = N .
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