Most recommender algorithms are designed to suggest relevant items, but suggesting these items does not always result in user satisfaction. Therefore, the efforts in recommender systems recently shifted towards serendipity, but generating serendipitous recommendations is difficult due to the lack of training data. To the best of our knowledge, there are many large datasets containing relevance scores (relevance oriented) and only one publicly available dataset containing a relatively small number of serendipity scores (serendipity oriented). This limits the learning capabilities of serendipity oriented algorithms. Therefore, in the absence of any known deep learning algorithms for recommending serendipitous items and the lack of large serendipity oriented datasets, we introduce SerRec our novel transfer learning method to recommend serendipitous items. SerRec uses transfer learning to firstly train a deep neural network for relevance scores using a large dataset and then tunes it for serendipity scores using a smaller dataset. Our method shows benefits of transfer learning for recommending serendipitous items as well as performance gains over the state-of-the-art serendipity oriented algorithms.
INTRODUCTION
Relevance oriented recommender algorithms often suggest items that users are either already familiar with or would easily find themselves leading to low satisfaction [8] . To overcome this problem, recommender algorithms should suggest serendipitous (i.e. relevant, novel and unexpected) items, as these items are more likely to broaden user preferences than relevant non-serendipitous ones [7] . While there has been a lot of work in the area of relevance oriented recommendations including deep learning [1] [2] [3] 10] , the efforts for serendipitous recommendations are still very limited. To the best Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Although there is abundant availability of big training datasets with relevance scores, that can be used for relevance oriented algorithms, there are not many training datasets available with serendipity scores. To the best of our knowledge, Serepdipity-2018 1 is the only such publicly available dataset, having comparatively a rather small set of serendipity scores. One of the reasons for the lack of large serendipity related datasets is the high level of difficulty to collect user feedback regarding serendipity. This requires a lot of effort from users as they need to answer many questions, and not just provide scores for the items [7] . The unavailability of large datasets with serendipity scores poses limitations on the training of serendipity oriented recommender models.
Therefore, in the absence of large datasets and deep learning algorithms focused on serendipity, we introduce SerRec: a transfer learning method that trains a deep neural network for relevance scores using a large dataset and then tunes it for serendipity scores using a smaller dataset. This allows us to use the available training data with relevance scores to benefit in the process of recommending serendipitous items.
Our method utilizes the neural collaborative filtering (NCF) framework proposed by He et al [3] . They introduced an ensemble of deep neural networks, originally proposed to learn a relevance oriented recommender model. To benefit from transfer learning, we firstly train the deep neural network ensemble layers using an available large training dataset with relevance scores. Thereafter, we tune the last layer of the network using a small dataset with serendipity scores.
For our experiments, we have used Serendipity-2018, the only publicly available dataset that has user feedback on serendipitous items [7] , that to the best of our knowledge has not been used so far in studies. This dataset consists of a large collection of relevance scores along with a smaller collection of serendipity scores. Experimenting with Serendipity-2018 is also novel in itself, because serendipity oriented algorithms till now have been evaluated on datasets where serendipity was measured using artificial serendipity metrics based on assumptions regarding serendipity that might not correspond to reality [7] . Our experimental results show the benefits of transfer learning to train a serendipity oriented recommender model and shows improvements over the state-of-the-art serendipity oriented recommender models.
To summarize, this paper has the following key contributions:
• We propose the novel deep transfer learning method SerRec for serendipitous recommendations.
• Our method utilizes the neural collaborative filtering framework to utilize a large relevance score dataset along with a Figure 1 : SerRec Architecture for Transfer Learning for Serendipity using NCF framework [3] smaller serendipity score dataset to enable high performance serendipitous items recommendations.
• We evaluate SerRec and compare it with the-state-of-the-art serendipity oriented algorithms on the first publicly available serendipity oriented dataset Serendipity-2018.
OBJECTIVES
In this study, we aim to address mainly the following questions:
• How can we do transfer learning for serendipitous recommendations using the relevance score training data? • Does transfer learning help the serendipity oriented recommender model?
• How does our model compare to the state-of-the-art serendipity oriented models?
SERREC FRAMEWORK
In this section, we describe the SerRec methodology, its setup, utilized datasets, baselines and the metric employed for comparisons.
Methodology
Consider a set of users as U = {u 0 , u 1 , ..., u N }, and a set of items as I = {i 0 , i 1 , ..., i M }. We denote user-item interaction matrix as R = {r jk }, where r jk = 1 if user u j rated item i k , j ∈ {0, ..., N }, k ∈ {0, ..., M }, r jk ∈ {0, 1}. We denote user-item serendipity matrix as S = {s jk }, where s jk = 1 if user u j considers item i k , where j ∈ {0, ..., N }, k ∈ {0, ..., M }, s jk ∈ {0, 1} as serendipitous.
Our goal is to learn a functionŝ jk = f (j, k | Θ), whereŝ jk is predicted serendipity score, and Θ is the vector of model parameters. Here, j and k are the indexes of user and item matrices U and I , respectively. In order to find optimal parameters Θ for function
between actual and predicted serendipity scores.
As per He et al. [3] , we represent function f (j, k | Θ)) as neural network, depicted in Figure 1 . Input data for the neural network is one-hot encoded user and item vectors: u and i, |u | = N + 1, |i | = M + 1. At first, we create vector embeddings p and q from vectors u and i respectively. These embeddings are created by learning weights of two matrices: W U and W I ; multiplication of u or i to W U or W I respectively would return p and q [3] . The sizes of these embeddings p and q are n and m respectively, where n << N + 1 and m << M + 1.
Left-hand side of the neural network at Figure 1 is the layer performing Generalized Matrix Factorization (GMF), i.e.:
(1) Moreover on the right hand side, Multi Layer Perceptron (MLP) layers 1, 2, 3 and 4 contain dense layers:
where
vector built by concatenation of user and item embeddings. Final layer of the network Neural Matrix Factorization (NeuMF in Figure 1 ) implements the sigmoid activation function:
where W O and B O are weights and biases of the output layer.
We adopt cross entropy as the loss function:
where S denotes observed part of serendipity matrix S, andŜ = f (j, k | Θ) is the predicted serendipity. Since serendipity scores dataset is small, we try to utilize transfer learning by training a deep neural network using relevance scores. First, we train the entire neural network framework on relevance data R, and optimize the loss L(R,R). After training the entire neural network on relevance, we fix all weights except final one (W O , and B O ), and train it on serendipity matrix S.
SerRec Setup
For our experiments we have used the Neural Collaborative Filtering [3] implementation 2 as discussed in section 3.1. As shown in Figure 1 , we used the training dataset with relevance scores to train the GMF the MLP layers, where we used four layers in MLP. Thereafter, the NeuMF layer is tuned using the serendipity tuning dataset and final network is tested on the serendipity test dataset. These datasets are explained in detail in Section 3.3.
For initial training on GMF and MLP, we used the user and item vectors embeddings p and q, created using relevance training dataset R ⊂ R. We used a learning rate of 0.001 for GMF and 0.01 for MLP, and trained both of them for 20 epochs while keeping a batch size of 254. Also for both GMF and MLP, we used Adam optimization algorithm [5] . Moreover, the available implementations for MLP and GMF convert the available ratings into implicit feedback (rated or unrated) and for this chooses randomly four negative samples (unrated) for each positive (rated) item for a user. We have used these default settings.
Then using these trained GMF and MLP layers and keeping the weights fixed in them, we tuned the NeuMF layer using the serendipity tuning dataset. For this we used S ⊂ S, that contains negative and positive samples on serendipity. We tuned it till convergence using a learning rate of 0.001. We used this trained and tuned network to predict the serendipity scores of the test dataset.
Datasets
To evaluate our algorithm and baselines, we employed Serendipity-2018 dataset [7] . To the best of our knowledge, this is the only publicly available dataset, which contains user feedback regarding serendipity. This dataset contains 5-star scores (relevance scores) users gave to movies in MovieLens 3 and binary scores (serendipity scores) indicating whether particular movies are serendipitous to particular users. The dataset contains ten million relevance scores and 2,150 serendipity scores.
The dataset contains different kinds of serendipity. In this study, we target six kinds of serendipity that are missing the unexpectedness variation, which hurts user satisfaction: strict serendipity (find), strict serendipity (implicit), strict serendipity (recommend), motivational serendipity (find), motivational serendipity (implicit) and motivational serendipity (recommend) [7] . We pre-process this dataset and regard a movie serendipitous (positive sample) if it is serendipitous according to at least one of these variations of serendipity, and otherwise regard it as non-serendipitous (negative example). The dataset contains 277 serendipitous user movie pairs out of total 2,150.
For the Serendipity-2018 dataset, serendipity scores were obtained in a survey taken by 481 users. In the survey, the authors selected movies that were likely to be serendipitous to users, such as unpopular movies that were given high scores [7] . To extend serendipity scores for our study, we randomly selected five relevance scores per user and assigned negative (non-serendipitous) serendipity scores to them. We regarded these movies non-serendipitous, as they were unlikely to be serendipitous to users. In the best case scenario, the chance of a movie to be serendipitous is 13% ( 277 2150 = 0.129). In our case, the chance of a movie to be serendipitous is much lower, since we did not control for popularity or score. After attaching serendipity scores to randomly selected relevance scores, the number of serendipity scores exceeded 4,555 with 277 scores indicating serendipitous movies and 4,278 indicating non-serendipitous ones. We split the dataset into three datasets: training, tuning and test. Tuning and test datasets contain both relevance and serendipity scores, while the training dataset only contains relevance scores. The tuning datasets contains 75% of serendipity scores, while the test dataset contains the remaining 25% of serendipity scores.
Baselines
We implemented the following baselines for comparison with our transfer learning method SerRec:
• POP: We implemented popularity baseline that arranges items according to the number of relevance scores received by them in the training dataset, in the descending order.
• UNPOP: Unpopularity or inverse popularity baseline orders items according to the number of relevance scores in the ascending order.
• Random: This baseline orders the items randomly.
• SVD: Singular value decomposition [6] orders items according to the predicted scores. SVD decomposes the user-item matrix into two matrices using gradient decent. The gradient decent algorithm minimizes the objective function, which is the error between actual and predicted scores. Based on tuning, we picked the parameters: feature number=200, learning rate=10 −5 and regularization term=0.1.
• SPR: Serendipitous Personalized Ranking is a serendipityoriented variation of SVD with the modified objective function [9] . SPR is a learning to rank algorithm, which maximizes the difference between scores of relevant and irrelevant items for each user and weights this distance based on popularity of the irrelevant item. Based on tuning, we picked the parameters: Bayesian loss function, α = 0.4, feature number=200, learning rate=10 −5 and regularization term=0.1.
• UAUM: Unexpectedness-Augmented Utility Model is also a serendipity-oriented variation of SVD [12] . UAUM minimizes the objective function, which is the error weighted with the unexpectedness term. In our implementation, we excluded unobserved scores due to the size of our dataset. Based on tuning, we picked the parameters: feature number=200, learning rate=10 −5 and regularization term=0.1.
• SerRec N oT L : To see if transfer learning indeed helps in recommending serendipitous items, we trained the non transfer learning version of our method, where we trained all the layers in Figure 1 using only serendipity scores from tuning dataset.
We used the following procedure to evaluate our baseline algorithms: (1) we trained the baselines on relevance scores of the training dataset, (2) we tuned the parameters of the baselines on serendipity scores of the tuning dataset, (3) we trained the baselines with the tuned parameters on relevance scores of training and tuning datasets combined and (4) we evaluated the trained baselines on serendipity scores of the test dataset. We did not train the baselines directly on the serendipity scores, as Serendipity-2018 does not contain enough serendipity scores for training the algorithms.
Metric
To compare the serendipitous item recommendation performance of SerRec against the baselines on the serendipity test set, we employed the standard retrieval metric NDCG@1-10 (normalized discounted cumulative gain) [4] . While NDCG computation typically utilizes the relevance scores of items in a ranking, we used the available serendipity scores. Table 1 compares the serendipitous recommendation performance of SerRec against the baselines using NDCG@1-10. The following observations can be made from the results: NDCG  @1  @2  @3  @4  @5  @6  @7  @8  @9  @10  POP (1) We see that SerRec outperforms all the baselines algorithms at all the NDCG metrics, only except at NDCG@5 where SerRec N oT L is the best performing algorithm. (2) For some metrics SerRec N oT L is the second best algorithm and SPR the third best, while for other metrics it is the other way round. They are followed by UNPOP, UAUM, SVD, Random and POP in this particular order. (3) We also see the benefits of transfer learning since SerRec outperforms SerRec N oT L for most of the metrics. (4) We observe that popularity of the items is working against the serendipity because UNPOP shows decent performance whereas POP is the worst (even worse than Random). (5) As expected, serendipity oriented algorithms SPR and UAUM outperform the relevance oriented SVD.
RESULTS

DISCUSSION
Our results mostly corresponded to our expectations and the literature on serendipity in recommender systems, i.e.: a) transfer learning improves serendipity (observation 3), b) serendipity oriented recommendation algorithms outperform relevance oriented ones (observation 5) [9, 12] and c) popularity baseline has the lowest serendipity [8] . Our unexpected finding was that the nonpersonalized algorithm UNPOP outperforms some personalized algorithms (observation 2), which emphasizes the importance of popularity factor for suggesting serendipitous items. This might suggest that popularity is the most important factor for suggesting serendipitous items and that the traditional artificial serendipity metrics [11] reflect the real world scenario. However, answering these questions is beyond research conducted in this paper. The limitations are mostly caused by the lack of publicly available datasets containing the necessary data. The dataset contains a relatively small number of serendipitous scores. To increase the number of these scores, we marked some items as non-serendipitous for some users. Although, as we explained in Section 3.3, the chance of the mistake is rather small, some items could have been serendipitous to users, while being marked as non-serendipitous ones.
The performance of our approach can be improved with a different configuration of parameters. We used arbitrary learning rate for training GMF and MLP layers, just considering that the loss function should converge (see Section 3.2). We trained them for a limited number of epochs, used the default number of four negative samples per positive sample and also used the default number of four layers in MLP. It is highly probable that further tuning of such parameters would result in further performance gains for SerRec.
CONCLUSION
This paper presents SerRec, a novel approach to use deep neural networks and transfer learning to generate serendipitous recommendations. We employed the Neural Collaborative filtering [3] framework, that we train using a large dataset with relevance scores and then tune using a smaller serendipity oriented dataset. Our approach shows the benefit of transfer learning and improvements over the state-of-the-art serendipity oriented baselines.
In future work, we would like to explore further tuning of the hyper-parameters (number of layers, epochs, etc) of the utilized deep neural networks, to achieve additional performance gains.
