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Abstract
We consider the task of learning Ising models when the signs of different random variables
are flipped independently with possibly unequal, unknown probabilities. In this paper, we focus
on the problem of robust estimation of tree-structured Ising models. Without any additional
assumption of side information, this is an open problem. We first prove that this problem is
unidentifiable, however, this unidentifiability is limited to a small equivalence class of trees
formed by leaf nodes exchanging positions with their neighbors. Next, we propose an algorithm
to solve the above problem with logarithmic sample complexity in the number of nodes and
polynomial run-time complexity. Lastly, we empirically demonstrate that, as expected, existing
algorithms are not inherently robust in the proposed setting whereas our algorithm correctly
recovers the underlying equivalence class.
1 Introduction
Undirected graphical models or Markov Random Fields (MRFs) are a powerful tool for describing high
dimensional distributions using an associated dependency graph G, which encodes the conditional
dependencies between random variables. In this paper, we focus on a special class of MRFs called
the Ising Model, first introduced in [15] to represent spin systems in quantum physics [7]. Recently,
Ising models have also proven quite popular in biology [16], engineering [9, 31], computer vision [30],
and also in the optimization and OR communities, including in finance [37], and social networks [26].
The special class of tree-structured Ising models is beneficial for applications in statistical physics
over non-amenable graphs. A detailed description and further references can be found in [25].
In this paper, we explore the problem of learning the underlying graph of tree-structured Ising
models with independent, unknown, unequal error probabilities. Such scenarios are relatively common
in networks where certain malfunctioning sensors can report flipped bits. The presence of noise
breaks down the conditional independence structure of the noiseless setting, and the noisy samples
may no longer follow an Ising model distribution.
In 2011, [8] highlighted the importance of robustness in Ising models. Recent works in [13, 14, 21]
have tried to address this problem. However, they assume the side information of the error probability,
which is mostly unavailable and difficult to estimate in most practical settings. In the closely related
work for tree-structured Ising models, [27, 28] address this problem as they build on the seminal work
of [10], popularly known as the Chow-Liu algorithm, which proposes the use of maximum-weight
spanning tree of mutual information as an estimate of the tree structure. In [27], they consider
the simplified case where each node has an equal probability of error and [28] assumes that the
error doesn’t alter the order of mutual information. Both assumptions imply that asymptotically,
Chow-Liu converges to the correct tree. However, these assumptions don’t arise naturally and
are difficult to check from access to only noisy data. To the best of our knowledge, there doesn’t
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exist an analysis of what happens beyond this limiting assumption of order preservation of mutual
information.
In fact, section 5.1 of [6] provides an example of the unidentifiability of the problem for a graph
on 3 nodes and says that the problem is ill-defined. We reconsider this problem, and show that for
the special class of tree structured Ising models, although the problem is not identifiable, nevertheless
the unidentifiability is limited to an equivalence class of trees. Thus, more appropriately, one can
cast the problem of learning in the presence of unknown, unequal noise as the problem of learning
this equivalence class.
Key Contributions
1. We show that the problem of learning tree structured Ising models when the observations flip
with independent, unknown, possibly unequal probability is unidentifiable (Theorem 2).
2. As depicted in Figure 1, the unidentifiability is restricted to the equivalence class of trees
obtained by permuting within the leaf nodes and their neighbors (Theorem 1).
3. We provide an algorithm to recover this equivalence class from noisy samples. The sample
complexity is logarithmic and the time complexity is polynomial in the number of nodes.
(Section 4)
4. We experimentally demonstrate that existing algorithms like Chow-Liu or Sparsitron for
learning Ising models are not inherently robust against this noise model whereas our algorithm
correctly recovers the equivalence class.(Section 5)
2 Related Work
Efficient algorithms for structure learning of Ising models can be divided into three main categories
based on their assumptions: i) special graph structures [1, 10, 11, 32, 5], ii) nature of interaction
between variables such as correlation decay property (CDP) [3, 4, 6, 20, 29], iii) bounded degree/width
[2, 12, 18, 24, 35, 33]. However, these algorithms assume access to uncorrupted samples.
In the last decade, there has been a lot of research on robust estimation of graphical models
[17, 19, 22, 23, 34, 36], and [17] explicitly considered partial identifiability in the presence of noise
for the Gaussian case. However, extending the above frameworks to the robust structure learning of
Ising models remains a challenge. [13, 14, 21] have tried to solve the problem of robust estimation
of general Ising models under the assumption of access to the probability of error for each node.
Recently, [27, 28] proposed algorithms to estimate the underlying graph structure of tree-structured
Ising models in the presence of noise under the strong assumption that the probability of error
does not alter the order of mutual information order for the tree. Both these assumptions are
restrictive and impractical. In this paper, we present the first algorithm that can robustly recover
the underlying tree structured Ising model (upto an equivalence class) in the presence of corruption
via unknown, unequal, independent noise.
3 Identifiability Result
Problem Setup: Let X = {X∗i : i ∈ [n]} be a set of random variables with support on {−1, 1} and
X = [X∗1 , X∗2 . . . X∗n] be the vector of these random variables. Suppose the conditional independence
structure of the variables of X is given by a tree T ∗. This implies that the distribution of X can
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Figure 1: TT ∗ for the above T ∗ is obtained by permuting the nodes within the dotted regions. Noisy
samples from this Ising model can be used to estimate the tree only upto the equivalence class TT ∗ .
be represented by an Ising model. In our model, we have observations where each X∗i flips with
probability qi. We denote the probability of error by the vector q = [q1, q2, . . . qn] and the noisy
random variables by X e = {Xei : i ∈ [n]}. The error in X∗i disrupts the tree structured conditional
independence and the graphical model of X e is a complete graph if qi > 0 ∀i ∈ [n]. In fact, X e need
not be an Ising model. Given samples of X e, we want to find the tree structure T ∗. The ideas of the
analysis for this problem are based on graph structure properties introduced in [17] where they were
applied in the different context of Gaussian graphical models.
Equivalence Class for T ∗
Given a tree T ∗, let us define its equivalence class denoted by TT ∗ . Let the set of all nodes that are
connected to one or more leaf nodes of T ∗ be denoted by A. Construct sets La1 ,La2 , . . . ,La|A| from
the nodes ai ∈ A such that set Lai contains all the leaf nodes connected to ai in T ∗ along with ai.
Sample one node from each newly constructed set L(.) and create another subset Sm. There exists
q = |La1 ||La2 | . . . |La|A| | such unique subsets. Create a tree Tm by setting all the nodes in Sm as the
internal node and all the remaining nodes in their corresponding sets L(.) as leaf nodes in the same
position where L(.) was in T ∗. Therefore, there exists a one-to-one equivalence relationship between
tree Tm and its corresponding set Sm. We define a set of these trees as TT ∗ .
TT ∗ = {Tm | m ∈ {1, 2, . . . q}}.
Figure 1 gives an example of TT ∗ .
Model Assumptions
Assumption 1. (Bounded Mean) The absolute value of the mean - |E[Xi]| ≤ µmax < 1 ∀i ∈ [n].
Assumption 2. (Bounded Correlation) Correlation ρi,j of any two nodes Xi and Xj connected by
an edge - ρmin ≤ |ρi,j | ≤ ρmax where 0 < ρmin ≤ ρmax < 1.
Assumption 3. (Bounded error probability) The error probability - 0 ≤ qi ≤ qmax < 0.5 ∀i ∈ [n].
These assumptions arise naturally. Assumption 1 ensures that no variable approaches a constant
and hence gets disconnected from the tree. The lower bound in Assumption 2 also ensures that every
node is connected. The upper bound in Assumption 2 ensures that no two nodes are duplicated.
Assumption 3 ensures the noisy node doesn’t become independent of every other node due to the
error.
3
Limited unidentifiability of the problem
In Theorem 1, we prove that it is possible to recover TT ∗ from the samples of X e. Further, we prove
that given the distribution of X e, there exists an Ising model for each tree in TT ∗ such that, for some
noise vector, its noisy distribution is the same as that of X e in Theorem 2
Theorem 1. Suppose X ′ and X are sets of binary valued random variables satisfying assumption
1 whose conditional independence is given by trees T ′ and T ∗ respectively satisfying assumption 2.
Assume that each node in both these distributions T ′ and T ∗ is allowed to be flipped independently
with probability satisfying assumption 3. Let E∗ and E ′ represent the noisy distributions of X and X ′
respectively. If E ′ = E∗, then T ′ ∈ TT ∗.
Proof. The proof of this theorem relies on this key observation: the probability distribution of the
noisy samples completely defines the categorization of any set of 4 nodes as star/non-star shape.
Any set of 4 nodes forms a non-star if there exists at least one edge which, when removed, splits the
tree into two subtrees such that exactly 2 of the 4 nodes lie in one subtree and the other 2 nodes lie
in the other subtree. The nodes in the same subtree form a pair. If the set is not a non-star, it is
categorized as a star. For example, in Figure 1, {0, 1, 7, 12} form a non-star and {0, 7, 12, 13} form a
star.
Once we prove this key observation, the rest of the proof follows easily and we refer the reader to
parts (ii) and (iii) of the proof of Theorem 2 from [17]. We denote the correlation between two nodes
Xi and Xj in the non-noisy setting by ρi,j and in the noisy setting by ρ′i,j . Similarly the covariance
is denoted by Σi,j and Σ′i,j . We utilize the correlation decay property of tree structured Ising models
which is stated in Lemma 1.
Lemma 1. (Correlation Decay) Any 2 nodes Xi1 and Xik have the conditional independence relation
specified by a tree structured Ising Model such that the path between them is (Xi1 → Xi2 → Xi3 · · · →
Xik) if and only if their correlation is given by:
ρi1ik =
k∏
l=2
ρil−1,il . (1)
The proof of this lemma is provided in Appendix, A. We also prove that E[Xei ] = (1− 2qi)E[Xi]
and Σ′i,j = (1− 2qi)(1− 2qj)Σi,j in Appendix B.
Categorizing a set of 4 nodes as star/non-star
We first look at a graphical model on 3 nodes X1, X2, X3 whose conditional independence is given
by a chain with X2 ⊥ X3|X1. By Lemma 1, we have Σ2,3Σ1,1 = Σ1,2Σ1,3.
Suppose the sign of X1, X2, X3 flip independently with probability q1, q2, q3 respectively. Substi-
tuting the values of Σ2,3,Σ1,1,Σ1,2 and Σ1,3 in terms of their noisy counterparts gives us:
(1− 2q1)2 = 1− Σ′1,1 +
Σ′1,2Σ′1,3
Σ′2,3
. (2)
If we had prior knowledge about the underlying conditional independence relation, this quadratic
equation, which depends only on the quantities measurable from noisy data, could be solved to
estimate the probability of error of X1.
We prove in Appendix C that Equation (2) gives a valid solution for any configuration of 3 nodes
in a tree structured Ising model. Therefore, in the absence of the knowledge that X2 ⊥ X3|X1, we
can estimate a probability of error for each Xi which enforces the underlying graph structure to
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Figure 2: A chain structure. Figure 3: A Star structure.
represent the other 2 nodes independent conditioned on Xi. Thus, irrespective of the true underlying
conditional independence relation we can always find a probability of error for each node which
makes any other pair of nodes conditionally independent. We use this concept to classify a tree on 4
nodes as star or non-star shaped.
We follow a notation where qˆj,ki denotes the estimated probability of error of Xi which enforces
Xj ⊥ Xk|Xi.
Condition for star/non-star shape:
Any set of 4 nodes {X1, X2, X3, X4} is categorized as a non-star with (X1, X2) forming one pair and
(X3, X4) forming another pair if and only if:
qˆ2,31 = qˆ
2,4
1 6= qˆ3,41 , qˆ1,32 = qˆ1,42 6= qˆ3,42 ,
qˆ2,43 = qˆ
1,4
3 6= qˆ1,23 , qˆ2,34 = qˆ1,34 6= qˆ1,24 .
From Equation (2), this is equivalent to the condition that
ρ′1,3
ρ′1,4
=
ρ′2,3
ρ′2,4
,
ρ′1,2
ρ′1,4
6= ρ
′
3,2
ρ′3,4
.
Any set of 4 nodes {X1, X2, X3, X4} is categorized as a star if and only if:
qˆ2,31 = qˆ
2,4
1 = qˆ
3,4
1 , qˆ
1,3
2 = qˆ
1,4
2 = qˆ
3,4
2 ,
qˆ2,43 = qˆ
1,4
3 = qˆ
1,2
3 , qˆ
2,3
4 = qˆ
1,3
4 = qˆ
1,2
4 .
This is equivalent to the condition that
ρ′1,3
ρ′1,4
=
ρ′2,3
ρ′2,4
=
ρ′1,2
ρ′1,4
.
In order to see how these conditions correspond to a star/non-star shape, lets consider a chain
on 4 nodes as shown in Figure 2. Let each Xi be flipped with probability qi. With access only to
the noisy samples, we estimate the probability of error for each node in order to find the underlying
tree. The key idea is that when we estimate the probability of error for a given node, it should be
consistent across different conditional independence relations. For instance in the present case, the
error estimates qˆ1,32 and qˆ
1,4
2 of X2 satisfy qˆ
1,3
2 = qˆ
1,4
2 = q2. We show that qˆ
3,4
2 6= qˆ1,32 (Lemma 2(b)).
We also prove that qˆ2,31 = qˆ
2,4
1 6= qˆ3,41 (Lemma 2). These imply that X3 6⊥ X4|X2 and X3 6⊥ X4|X1.
By symmetry, we have X1 6⊥ X2|X3 and X1 6⊥ X2|X4. These conditional independence statements
imply that X1, X2, X3 and X4 form a chain with (X1, X2) on one side of the chain and (X3, X4) on
the other side of the chain.
Next, we consider the case when 4 nodes form a star structured graphical model as in Figure
3. Under the same noisy observation setting we prove that qˆ2,31 = qˆ
2,4
1 = qˆ
3,4
1 , qˆ
1,3
2 = qˆ
1,4
2 = qˆ
3,4
2 ,
qˆ1,23 = qˆ
1,4
3 = qˆ
2,4
3 and qˆ
1,3
4 = qˆ
1,2
4 = qˆ
3,2
4 (Lemma 3). Thus, we can conclude that the underlying
graphical model is star structured.
Lemma 2. Let the graphical model on X1, X2, X3 and X4 form a chain as shown in Figure 2.
Suppose the bits of each Xi are flipped with probability qi < 0.5. Then the following holds:
(a) qˆ2,31 = qˆ
2,4
1 , (b) qˆ
1,3
2 6= qˆ3,42 , qˆ2,31 6= qˆ3,41
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Lemma 3. Let the graphical model on X1, X2, X3 and X4 form a star as shown in Figure 3. Suppose
the bits of each Xi are flipped with probability qi < 0.5. Then the following holds:
qˆ2,31 = qˆ
2,4
1 = qˆ
4,3
1
The proof of these lemmas and the details of extending these results to generic trees require
basic algebraic manipulations and can be found in Appendix D.
Theorem 2. Let Ee denote the probability distribution of X e when the error probability of all the
neighbors of leaf nodes is non-zero. For any T ′ ∈ TT ∗, there exists a set of random variables X ′
with conditional independence given by T ′ and a corresponding error probability vector qˆ such that
E ′ = Ee where E ′ denotes the noisy distribution of X ′.
We prove this theorem by explicit calculation of qˆ. We utilize Lemma 1 to enforce the conditional
independence relations in any tree T ′ ∈ TT ∗ . The proof is included in Appendix E.
Interestingly these unidentifiability results for noisy tree structured Ising models match the ones
for noisy tree structured Gaussian graphical models proposed in [17] inspite of them being graphical
models on different class of random variables. We remark that the algorithm they propose to learn
the equivalence class in [17] is in the infinite sample domain and does not provide sample complexity
results. In the next section we develop an efficient algorithm to learn the equivalence class using
samples scaling logarithmically in the number of nodes.
4 Algorithm
In this section, we provide a detailed description of our algorithm (Algorithm 1) that can recover
the set TT ∗ from noisy samples. We emphasize that the edges we learn in this algorithm are from
any one tree from the equivalence class TT ∗ and not necessarily from T ∗ (as we have demonstrated,
identifying T ∗ itself is not possible). We illustrate our algorithm (as well as each subroutine) using a
toy example (Figure 4).
Algorithm 1 Algorithm to learn the equiva-
lence class TT ∗ of the tree
1: procedure FindTree
2: for Xi in X do
3: EC ← FindEC(Xi,X \Xi)
4: if |EC| >1 then
5: break
6: Xlast ← EC
7: if |X \ Xlast| > 0 then
8: Recurse(Xi, EC[0],Xlast)
Algorithm 2 Algorithm to recursively find all the
edges within a subtree
1: procedure Recurse(Xi, Xleaf ,Xlast)
2: subtrees← SplitTree(Xi, Xleaf ,Xlast)
3: for subtree in subtrees do
4: EC ← FindEC(Xi, subtree)
5: X ′last = Xlast ∪ subtrees \ subtree ∪ EC
6: Recurse(EC[0], Xi,X ′last)
We first introduce three notions which we extensively use for the algorithm - (i) Equivalence
Clusters, (ii) Proximal Sets - P1i ,P2i , (iii) Categorizing a set of 4 nodes as star/non-star using finite
samples.
Equivalence Cluster: As illustrated in Figure 4(a), an equivalence cluster is defined as a set
containing an internal node and all the leaf nodes connected to it. We denote the equivalence cluster
containing a node Xi by EC(Xi).
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Defining proximal sets: Due to correlation decay, the correlation between an arbitrary pair of
nodes can go down exponentially in the number of nodes which would lead to exponential sample
complexity. To avoid this, we only consider nodes with correlations above a constant threshold while
making star/non-star categorization. We define two proximal sets for each node Xi-P1i and P2i ,
where P1i is given by:
P1i =
{
Xj : Σ
′
i,j ≥ t1
}
.
In the above expression, we set t1 = (1− 2qmax)2(1− µ2max)ρ4min, thereby guaranteeing that the set
contains at least all the nodes within a radius of 4 of that node (on the true unknown graph). This
is because the minimum variance of any node is
√
(1− µ2max), the minimum correlation of any 2
nodes at distance 4 in the absence of noise is ρ4min and the noise can decrease the covariance by a
factor of at most (1− 2qmax)2.
Figure 4: Illustration of the algorithm.
It is possible that Xj ∈ P1i even
if Xj and Xi are not neighbors in the
true graph. We define the second set
P2i to guarantee that in this case, at
least the first node from the path from
Xi to Xj is in P2j . Using the corre-
lation decay property, the noisy co-
variance expression„ and the bounds
1 − µ2max ≤ Σii ≤ 1, 1 − 2qmax ≤
1− 2qi ≤ 1 and ρi,j ≤ ρmax this set is
given by:
P2i =
{
Xj : Σ
′
i,j ≥ t2
}
,
where t2 = min
{
t1,
t1(1−2qmax)
√
1−µ2max
ρmax
}
.
Using the sample covariance values we
construct sets P˜1i and P˜2i to include at least all the nodes in P1i and P2i with high probability. We
denote the sample covariance between nodes Xei and X
e
j obtained from the noisy observations by
Σ˜i,j . The sets P˜1i and P˜2i are defined as:
P˜1i =
{
Xej : Σ˜i,j ≥ 0.5t1
}
,
P˜2i =
{
Xej : Σ˜i,j ≥ 0.5t2
}
.
Classifying into star/non-star shape: It is easy to see (refer Equation(16) in Appendix D.4)
that when any set of 4 nodes {X1, X2, X3, X4} forms a non-star such that (X1, X2) from a pair, we
have:
ρ′1,3ρ′2,4
ρ′1,2ρ′3,4
≤ ρ2max,
ρ′1,3ρ′2,4
ρ′1,4ρ′2,3
= 1.
Therefore, using the finite sample estimate of the noisy correlation, the categorization of 4 nodes
{X1, X2, X3, X4} into star/non-star such that (X1, X2) from a pair is given in Table 1.
We first describe the key steps of the algorithm using the example from Figure 4.
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Category
ρ˜1,3ρ˜2,4
ρ˜1,4ρ˜2,3
ρ˜1,3ρ˜2,4
ρ˜1,2ρ˜3,4
Non-star >
(1 + ρ2max)
2
<
(1 + ρ2max)
2
Star >
(1 + ρ2max)
2
>
(1 + ρ2max)
2
Table 1: Star/Non-star categorization
Initialization: The algorithm starts
by learning edges of any leaf node
(edge(14,15)). It searches for a leaf
node by looking for equivalence clus-
ter with more than one nodes. This
is achieved using the FindEC subrou-
tine which, given a node, can find all
the nodes in its equivalence cluster.
Recursion: After finding a pair of
a leaf and an internal node, the algo-
rithm calls the Recurse to find all the remaining edges recursively. This is done in 2 steps: (i) Split
the nodes in the proximal set of the internal node into different subtrees connected to the internal
node using SplitTree (subtree1 = nodes 0-6, subtree2 = nodes 7-13), (ii) Find the nodes in each
subtree which have an edge with the internal node. This is done by the simple observation that
when we consider the internal node along with one such subtree, the internal node acts like a leaf
node for the tree on just these nodes (node 14 is a leaf node for the tree on 1,2,3,4,5,6,14). Hence,
FindEC can be used on these subset of nodes. Now, we have a pair of a leaf node and an internal
node on a subset of nodes and we call the Recurse just on this subset of nodes.
The runtime of the algorithm is O(n3).
Description of subroutines
SplitTree This function takes in a pair of leaf and internal nodes, Xleaf and Xi respectively,
from a subtree. To ensure that we only consider nodes in the subtree, it also takes in a set Xlast
which contains the nodes assigned to other subtrees in the previous recursive call. It splits the nodes
from the common proximal sets P˜1leaf and P˜1i in the subtree into smaller subtrees that have an
edge with Xi. The property used is that 2 nodes Xk1 and Xk2 lie in the same smaller subtree if and
only if {Xi, Xleaf , Xk1 , Xk2} form a non-star such that nodes (Xk1 , Xk2) form a pair. To make sure
that no node outside the subtree is considered, we do not split any node within Xlast or which pairs
with a node from Xlast when considered along with Xleaf and Xi. This is an O(n2) operation.
FindEC This function takes in a node Xi and a set of nodes Xsub as inputs and returns all the
nodes of EC(Xi) from Xsub∪Xi. Two nodes are in the same equivalence cluster if any categorization
of a set of 4 nodes as star/non-star either results in a star or a non-star where these nodes form a
pair. Essentially, for all the nodes in the proximal set of Xi, we verify if they satisfy this condition.
We also add edges by arbitrarily choosing any node from EC(Xi) as the center node as we are only
interested in recovering TT ∗ . This is an O(n2) operation.
Recurse This function takes the same arguments as SplitTree and calls SplitTree with
those arguments to obtain the different smaller subtrees. It then uses FindEC to find the edges
between Xi and these smaller subtrees. When the smaller subtrees are considered along with Xi,
Xi acts as their leaf node and the node Xi has an edge with, acts as an internal node. For each
of the smaller subtree, it adds the nodes of the remaining smaller subtrees in Xlast along with the
equivalence cluster from the current subtree which had an edge with Xi as that has already been
learnt. It then calls the recurse function with these smaller subtrees.
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Need for 2 proximal sets P˜1i and P˜2i : Consider the implementation of FindEC. For each node
Xj ∈ P˜1i , we check if it lies in EC(Xi). For all pairs of nodes Xk1 , Xk2 ∈ P˜1i ∩ P˜1j , we could check
whether the condition for Xj ∈ EC(Xi) is satisfied. If Xj 6∈ EC(Xi) but no node on the path from
Xi to Xj is in P˜1i ∩ P˜1j , we would incorrectly conclude that Xj ∈ EC(Xi). To avoid this corner case,
instead of considering Xk1 , Xk2 ∈ P1i ∩ P˜1j , we consider Xk1 , Xk2 ∈ P˜2i ∩ P˜2j . By the definition of P˜2i ,
P˜2i ∩ P˜2j contains a node from the path from Xi to Xj . This results in {Xi, Xj , Xk1 , Xk2} forming a
non-star where (Xi, Xj) do not form a pair and hence it correctly concludes that Xj 6∈ EC(Xi).
P˜2i plays a crucial role in SplitTree too. Consider a recursive call to Recurse such that in the
previous recursion, nodes in P˜1i ∩ P˜1leaf of that step were added to Xlast. However, in the current
step there might be nodes in P˜1i ∩ P˜1leaf from other subtrees which are not in Xlast. To ensure that
any such node Xk is not considered while creating smaller subtrees, we consider the nodes P˜2k ∩Xlast
and ensure that they don’t pair with Xk when considered with the present recursive call’s Xi and
Xleaf .
Setting the radius as 4: The radius is set as 4 to make sure that each node is considered with
at least its nearest neighboring nodes when classified as star/non-star. This would ideally require a
radius of 3 but to account for the unidentifiability between a leaf node and its neighbor, we consider
a radius of 4.
The detailed description of the complete algorithm including these subroutines- their pseudo-code,
proof of correctness and time complexity analysis is presented in Appendix F.
Next, we present the sample complexity result of our algorithm.
Theorem 3. Consider an Ising model on n nodes whose graph structure is the tree T ∗ and it satisfies
assumptions 1 and 2. We get noisy samples from this Ising model where samples from each node
are flipped independently with unknown, unequal probability satisfying assumption 3. Algorithm 1
correctly recovers TT ∗ with probability at least 1− τ if the number of samples m is lower bounded as
follows:
m ≥ 128
δ2
log
(
6n2
τ
)
where δ = t
3
2(1−t3)
128 , t2 = min
{
t1,
t1(1−2qmax)
√
1−µ2max
ρmax
}
, t1 = (1 − 2qmax)2(1 − µ2max)ρ4min, t3 =
1+ρ2max
2 .
The proof is included in Appendix G.
Running the algorithm in absence of the knowledge of ρmax and ρmin: When we only
have access to noisy samples, qmax and µmax, we can set ρmin =  and ρmax = 1−  and solve for 
given an error budget τ . This would be a conservative estimate of  and in practice, the algorithm
would work for lower values of .
5 Experiments
Experimental Setup
The probability distribution of Ising models is represented by
P(X = x) ∝ exp(x>Wx/2 + b>x),
9
where W is the symmetric weight matrix with 0 on the diagonal and b is the bias vector. The
support of W defines the Ising model structure. Therefore, a chain structured Ising model with
nodes labeled consecutively satisfies Wi,j 6= 0 if and only if |i − j| = 1. A star structured Ising
model with node 1 as the internal node satisfies Wi,j 6= 0 if and only if i = 1, j 6= 1 or j = 1, i 6= 1.
Figure 5: Wmin = 0.7, Wmax = 1.2, qmax = 0.15.
Comparing the performance of Chow-Liu and our
algorithm over 50 runs for increasing number of
samples.
We sample each non-zero element of W uni-
formly from [Wmin,Wmax]. The probability of
error for each node is sampled uniformly from
[0, qmax].
Comparison with the Chow-Liu algorithm is
presented in 5.1. In subsection 5.2, we demon-
strate the performance of our algorithm as com-
pared to the Sparsitron algorithm. Subsections
5.3, 5.4 and 5.5 report the impact of the maxi-
mum error qmax, maximum edge weight Wmax
and minimum edge weight Wmin respectively on
the algorithm performance. All of these experi-
ments are done for chain structured Ising models
and have b = 0.
We next demonstrate the performance of
our algorithm on star-structured Ising model in
subsection 5.6 as the number of nodes increases.
To begin with, we stick to b = 0.
Finally we study the impact of b (the non-zero mean) on the algorithm performance for both star-
structured Ising model and chain structured Ising model in subsection 5.7.
Figure 6: Wmin = 0.7,Wmax = 1.2, qmax = 0.15.
Comparing the performance of Sparsitron and our
algorithm over 50 runs for increasing number of
samples.
5.1 Our Algorithm vs Chow-Liu
Figure 5 depicts that as the number of samples
increases, the fraction of correct recoveries using
our algorithm approaches 1. Chow-Liu incor-
rectly converges to a tree not in the equivalent
class TT ∗ due to unequal noise in the nodes.
5.2 Our Algorithm vs Sparsitron
We set Wmin = 0.7,Wmax = 1.2, qmax =
0.15, b = 0. In Figure 6, we compare the per-
formance of our algorithm with the sparsitron
algorithm for chain-structured Ising model on
15 nodes. To evaluate the sparsitron algorithm,
we take the output weight matrix and find the
maximum weight spanning tree. We call the algorithm a success if this tree is from the equivalence
class TT ∗ . We can see that the sparsitron has a low success rate.
5.3 Effect of the Maximum Error Probability
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Figure 7: Wmin = 0.7, Wmax = 1.2. The perfor-
mance of our algorithm on a chain of 15 nodes
over 50 runs for increasing number of samples for
different values of qmax.
We set Wmin = 0.7,Wmax = 1.2, b = 0 and
vary qmax to take the values {0.1, 0.15, 0.20}.
We evaluate on chain structured Ising model
on 15 nodes. Figure 7 illustrates the effect of
qmax on the performance of our algorithm. As
expected, increase in the probability of error
makes it harder to recover the equivalence class.
5.4 Effect of the Maximum Weight
Next, we look at the effect of Wmax. We set
Wmin = 0.7, qmax = 0.15, b = 0 and vary
Wmax to take the values {1.0, 1.2, 1.4}. We
evaluate on chain structured Ising model on
15 nodes. Intuitively, a high Wmax makes it
difficult to differentiate between a star and a
non-star, therefore the algorithm is expected
to perform better for lower Wmax. This is indeed what happens as shown in Figure 8.
Figure 8: Wmin = 0.7, qmax = 0.15. The
performance of our algorithm on a chain of
15 nodes over 50 runs for increasing number
of samples for different values of Wmax.
Figure 9: Wmax = 1.1, qmax = 0.15. The
performance of our algorithm on a chain of
15 nodes over 50 runs for increasing number
of samples for different values of Wmin.
5.5 Effect of the Minimum Weight
We also look at the effect of Wmin. We set Wmax = 1.1, qmax = 0.15, b = 0 and vary Wmin to take
the values {0.6, 0.7, 0.8}. We evaluate on chain structured Ising model on 15 nodes. We can expect
that smaller edge weights make it difficult to accurately estimate the correlation values resulting in
higher errors. This is illustrated in Figure 9.
5.6 Algorithm performance for Star-structured tree Ising Model
Till now all the experiments have used chain structured Ising models. In this subsection, we consider
the other extreme tree structure-star structure with one internal node and the remaining leaf nodes con-
nected to the internal node. We setWmin = 0.7,Wmax = 1.2, qmax = 0.1, b = 0. We consider three dif-
ferent graph sizes - 11 nodes, 13 nodes and 15 nodes. The performance of the algorithm is illustrated in
Figure 10.
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Figure 10: Wmin = 0.7,Wmax = 1.2, qmax = 0.1.
The performance of our algorithm on a star of 11,
13 and 15 nodes over 50 runs for increasing number
of samples.
As we can see, compared to the chain structured
Ising models, star-structured Ising models re-
quire much smaller number of samples. This is
due to the small radius which results in high
absolute values of the correlations. Also, the
performance is only slightly impacted by the
number of nodes which can also be attributed
to the small radius.
5.7 Effect of bias on the algorithm
performance.
We observe a very interesting phenomena when
we study the impact of the bias term b. For chain
structured Ising model, the algorithm performs
better for lower absolute values in b. However,
for star structured Ising modes, the algorithm performs better for higher absolute values in b. For
both the cases we consider a tree on 11 nodes and set Wmin = 0.7,Wmax = 1.2, qmax = 0.1. µmax is
estimated empirically. We set all the entries in b to be equal.
For chain structured Ising model, we consider 3 cases - (i) all the entries in b = 0.0, (ii) all
the entries in b = 0.02 and (iii) all the entries in b = 0.04. The result is provided in Figure 11.
Figure 11: Wmin = 0.7,Wmax = 1.2, qmax =
0.1. The performance of our algorithm on a
chain of 11 nodes over 50 runs for increasing
number of samples for varying bias values.
Figure 12: Wmin = 0.7,Wmax = 1.2, qmax =
0.1. The performance of our algorithm on a
star of 11 nodes over 50 runs for increasing
number of samples for varying bias values.
For star structured Ising model, we consider 3 cases - (i) all the entries in b = 0.0, (ii) all the
entries in b = 0.2 and (iii) all the entries in b = 0.4. The result is provided in Figure 12.
We now give an intuitive justification of the observation. A higher value of bias results in smaller
threshold for the proximal sets. For chain structured Ising models, due to correlation decay, we can
expect correlation values for some pairs of random variables to be close to the threshold. Estimating
them accurately would require more number of samples.
Star structured Ising models, on the other hand, have higher correlation values due a smaller
diameter of 2. A low threshold ensures that no node is mistakenly left behind when constructing the
proximal sets. Therefore, the performance is better for a higher bias values.
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A Proof of Lemma 1
We prove this by induction on the number of nodes k in the path (Xi1 → Xi2 → Xi3 · · · → Xik) for
any 2 nodes Xi1 , Xik .
Base Case k = 3:
The path is (Xi1 → Xi2 → Xi3), therefore we have Xi1 ⊥ Xi3 |Xi2 . For random variables with a
support size of 2, this is true if and only if they are conditionally uncorrelated, that is,
E[Xi1Xi3 |Xi2 ] = E[Xi1 |Xi2 ]E[Xi3 |Xi2 ]. (3)
E[Xi1 |Xi2 ] is linear in Xi2 since the support size of Xi2 is 2 and therefore we need to need to fit only
2 points E[Xi1 |Xi2 = 1] and E[Xi1 |Xi2 = −1] to completely represent the conditional expectation.
Therefore the linear least square error (LLSE) estimator of Xi1 given Xi2 is also the minimum mean
squared estimator E[Xi1 |Xi2 ]. Utilizing the standard result for LLSE, we have:
E[Xi1 |Xi2 ] = E[Xi1 ] + Σi1,i2Σ−1i2,i2(Xi2 − E[Xi2 ]). (4)
Similarly we have:
E[Xi3 |Xi2 ] = E[Xi3 ] + Σi3,i2Σ−1i2,i2(Xi2 − E[Xi2 ]). (5)
Substituting E[Xi1 |Xi2 ] and E[Xi3 |Xi2 ] from Equations (4) and (5) in Equation (3) we get:
E[Xi1Xi3 |Xi2 ] =E[Xi1 ]E[Xi3 ] + E[Xi1 ]Σi3,i2Σ−1i2,i2(Xi2 − E[Xi2 ])+
E[Xi3 ]Σi1,i2Σ
−1
i2,i2
(Xi2 − E[Xi2 ])+
Σi1,i2Σi3,i2(Σ
−1
i2,i2
(Xi2 − E[Xi2 ]))2
E[Xi1Xi3 ] =E[E[Xi1Xi3 |Xi2 ]]
=E[Xi1 ]E[Xi3 ] + Σi1,i2Σi3,i2Σ
−1
i2,i2
.
Therefore we get Σi1,i3Σi2,i2 = Σi1,i2Σi3,i2 which implies ρi1i3 = ρi1i2ρi2i3 .
Inductive Case:
Let the statement be true for any path involving k nodes. For a path (Xi1 → Xi2 → Xi3 · · · → Xi(k+1))
we have Xi1 ⊥ Xi(k+1) |Xik . Therefore the same calculation as the base case holds true by replacing
Xi2 by Xik and Xi3 by Xi(k+1) . Therefore ρi1i(k+1) = ρi1ikρiki(k+1) . By the inductive assumption,
ρi1ik =
∏k
l=2 ρil−1,il , therefore, ρi1i(k+1) =
∏k+1
l=2 ρil−1,il .
B Proof of Covariance of noisy variables.
Lemma 4. Consider 2 Random variables Xi and Xj with support on {−1, 1} whose covariance
is denoted by Σi,j. Now consider the noisy version of these random variables Xei and X
e
j whose
covariance is denoted by Σ′i,j. Then we have:
E[Xei ] = (1− 2qi)E[Xi]
Σ′i,j = (1− 2qi)(1− 2qj)Σi,j
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Figure 13: Different possible configurations of any set of 3 nodes.
Proof. By the noise model we have:
E[Xei ] = (1− qi)E[Xi] + qiE[−Xi]
E[Xei ] = (1− 2qi)E[Xi].
(6)
We also have:
E
[
XeiX
e
j
]
=(1− qi)(1− qj)E[XiXj ] + (1− qj)qiE[−XiXj ]+
(1− qi)qjE[−XiXj ] + qiqjE[XiXj ]
=(1− 2qi)(1− 2qj)E[XiXj ].
(7)
Therefore,
Σ′i,j = E
[
XeiX
e
j
]− E[Xei ]E[Xej ]
= (1− 2qi)(1− 2qj)(E[XiXj ]− E[Xi]E[Xj ])
= (1− 2qi)(1− 2qj)Σi,j
(8)
We can use Equation (6) to calculate the variance of every random variable in terms of the
variance of its noisy counterpart as follows:
Σi,i =1− E[Xi]2
=1− E[X
e
i ]
2
(1− 2qi)2
=1− 1− Σ
′
i,i
(1− 2qi)2
(9)
C Proof that the Quadratic gives a valid solution
Consider the quadratic in Equation (2). We prove that this equation always has a valid solution
q1 < 0.5 for any set of 3 nodes in a tree structured graphical model.
Whenever 0 < 1−Σ′1,1 +
Σ′1,2Σ
′
1,3
Σ′2,3
< 1, the solution is of the form q1 = η, 1− η where 0 ≤ η < 0.5.
From Equations (8) and (9), we have:
1− Σ′1,1 +
Σ′1,2Σ′1,3
Σ′2,3
= (1− 2q21)(1− Σ1,1 +
Σ1,2Σ1,3
Σ2,3
). (10)
The different possible configurations of any 3 nodes X1, X2 and X3 in any tree structured
graphical model are shown in Figure 13. For case (a) we have Σ2,2Σ1,3 = Σ1,2Σ2,3 by Lemma 1. This
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gives us:
1− Σ′1,1 +
Σ′1,2Σ′1,3
Σ′2,3
= (1− 2q1)2(1− Σ1,1 +
Σ21,2
Σ2,2
).
Using the assumption that the absolute value of correlation is upper bounded away from 1 and lower
bounded away from 0, we have 0 < Σ21,2 < Σ1,1Σ2,2. Also, 0 < Σ1,1 ≤ 1 and 0 < (1 − 2q1)2 ≤ 1.
Therefore, for case (a), 0 < 1− Σ′1,1 +
Σ′1,2Σ
′
1,3
Σ′2,3
< 1 and the quadratic equation has valid roots. By
symmetry, the quadratic equation gives valid roots for case (b) too.
Case (c) is the underlying truth, therefore the quadratic equation recovers the true underlying
error.
For case(d), we have Σk,kΣ1,3 = Σ1,kΣ3,k, Σk,kΣ1,2 = Σ1,kΣ2,k and Σk,kΣ2,3 = Σ2,kΣ3,k. This
gives us:
1− Σ′1,1 +
Σ′1,2Σ′1,3
Σ′2,3
= (1− 2q1)2(1− Σ1,1 +
Σ21,k
Σk,k
). (11)
The same arguments as case (a) hold true for case (d) with node 2 replaced by node k. Therefore,
the quadratic has a valid solution in this case too.
D Proof of Lemma 2, Lemma 3 and Star/Non-star Condition for
Generic Trees
D.1 Proof of Lemma 2(a)
Proof. Note that qˆ2,31 and qˆ
2,4
1 are given by solving an equation similar to (2). As the solution to the
quadratic is defined completely by the covariance terms, all we need to prove is:
Σ′1,2Σ′1,3
Σ′2,3
=
Σ′1,2Σ′1,4
Σ′2,4
⇐⇒ Σ
′
1,3
Σ′2,3
=
Σ′1,4
Σ′2,4
.
By substituting the value of Σ′i,j from Equation 8, we now need to prove that:
Σ1,3
Σ2,3
=
Σ1,4
Σ2,4
⇐⇒ ρ1,3
ρ2,3
=
ρ1,4
ρ2,4
.
Using the correlation decay property, we get that ρ1,3 = ρ1,2ρ2,3, ρ1,4 = ρ1,2ρ2,3ρ3,4 and ρ2,4 = ρ2,3ρ3,4.
Therefore LHS = RHS = ρ1,2.
D.2 Proof of Lemma 2(b)
Proof. Using the same arguments as in the proof of Lemma 2(a), we can conclude that we need to
prove:
Σ′1,3Σ′2,4
Σ′2,1Σ′3,4
6= 1, Σ
′
2,3Σ
′
1,4
Σ′1,2Σ′3,4
6= 1
Substituting Σ′i,j from Equation (8), we get:
Σ′1,3Σ′2,4
Σ′2,1Σ′3,4
=
ρ1,3ρ2,4
ρ2,1ρ3,4
,
Σ′2,3Σ′1,4
Σ′1,2Σ′3,4
=
ρ2,3ρ1,4
ρ1,2ρ3,4
.
Using the correlation decay property, we get that:
ρ1,3ρ2,4
ρ2,1ρ3,4
=
ρ2,3ρ1,4
ρ1,2ρ3,4
= ρ22,3 ≤ ρ2max < 1 (12)
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Figure 14: Possible conditional independence relations for non-star shape if they don’t form a chain
D.3 Proof of Lemma 3
Proof. This is equivalent to proving that
Σ′1,3
Σ′2,3
=
Σ′1,4
Σ′2,4
,
Σ′1,2
Σ′2,4
=
Σ′1,3
Σ′3,4
which is again equivalent to:
ρ1,3
ρ2,3
=
ρ1,4
ρ2,4
,
ρ1,2
ρ2,4
=
ρ1,3
ρ3,4
.
Using the correlation decay property it is easy to see that:
ρ1,3
ρ2,3
=
ρ1,4
ρ2,4
= ρ1,2,
ρ1,2
ρ2,4
=
ρ1,3
ρ3,4
.
D.4 Proof of Star/Non-star Condition for Generic Trees
We show how to utilize the result on a set of 4 nodes to classify any set of 4 nodes as star/non-star
in a generic tree.
If any 4 nodes {X1, X2, X3, X4} in a tree graphical model form a non-star shape such that
(X1, X2) from a pair and are not arranged in a chain, there exist nodes Xk and Xk′ such that the
conditional independence structure is given by either Figure 14(a) or 14(b). For the conditional
independence in Figure 14(a), we know that:
qˆ2,34 = qˆ
k,2
4 By Lemma 3 on {X2, X3, X4, Xk},
qˆ1,34 = qˆ
k,1
4 By Lemma 3 on {X1, X3, X4, Xk},
qˆk,24 = qˆ
k,1
4 6= qˆ1,24 By Lemma 2(a) and Lemma 2(b)
on {X1, X2, Xk, X4}.
(13)
This gives us qˆ2,34 = qˆ
1,3
4 6= qˆ1,24 . Similarly, we have qˆ2,43 = qˆ1,43 6= qˆ1,23 .
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Figure 15: Possible conditional independence relations for a star shape.
We also know that:
qˆ1,32 = qˆ
1,k
2 6= qˆk,32 By Lemma 2(a) and Lemma 2(b)
on {X1, X2, Xk, X3},
qˆ1,42 = qˆ
1,k
2 6= qˆk,42 By Lemma 2(a) and Lemma 2(b)
on {X1, X2, Xk, X4},
qˆk,32 = qˆ
3,4
2 = qˆ
k,4
2 By Lemma 3 on {X2, X3, X4, Xk},
qˆ2,31 = qˆ
2,k
1 6= qˆk,31 By Lemma 2(a) and Lemma 2(b)
on {X1, X2, Xk, X3},
qˆ2,41 = qˆ
2,k
1 6= qˆk,41 By Lemma 2(a) and Lemma 2(b)
on {X1, X2, Xk, X4},
qˆk,31 = qˆ
3,4
1 = qˆ
k,4
1 By Lemma 3 on {X1, X3, X4, Xk}.
(14)
These equations imply qˆ1,32 = qˆ
1,4
2 6= qˆ3,42 and qˆ2,31 = qˆ2,41 6= qˆ3,41 . If the conditional independence is as
shown in Figure 14(b), we have:
qˆ2,31 = qˆ
k′,2
1 = qˆ
2,4
1 = qˆ
k′,4
1 By Lemma 3 on
{X1, X2, X3, Xk′} and on {X1, X2, X4, Xk′},
qˆk
′,4
1 6= qˆk,41 By Lemma 2(b) on {X1, Xk, Xk′ , X4},
qˆk,41 = qˆ
3,4
1 By Lemma 3 on {X1, Xk, X3, X4}.
(15)
These equations give us qˆ2,31 = qˆ
2,4
1 6= qˆ3,41 . Furthermore, by Equation (12), we have:
ρ′1,3ρ′2,4
ρ′1,2ρ′3,4
≤ ρ2max < 1
ρ′1,3ρ′2,4
ρ′1,4ρ′2,3
= 1
(16)
By symmetry, the remaining conditions in Equation (3) are also satisfied.
When the 4 nodes form a star structure in the tree, their conditional independence is given by
either Figure 3 or there exists a node Xk such that the conditional independence is as shown in
Figure 15. Lemma 3 proves that Equation 3 is satisfied if the conditional independence is given by
Figure 3. If the conditional independence is given by Figure 15, we have:
qˆ2,31 = qˆ
2,k
1 = qˆ
k,3
1 By Lemma 3 on {X1, X2, X3, Xk},
qˆ4,31 = qˆ
4,k
1 = qˆ
k,3
1 By Lemma 3 on {X1, X3, X4, Xk},
qˆ2,41 = qˆ
2,k
1 = qˆ
k,4
1 By Lemma 3 on {X1, X2, X4, Xk}.
(17)
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This implies that qˆ2,31 = qˆ
4,3
1 = qˆ
4,2
1 . By symmetry, all the remaining conditions of Equation 3 are
also satisfied.
This completes the proof that just by having access to the noisy probability distribution, it is
possible to categorize any set of 4 nodes as a star/non-star shape.
E Proof of Theorem 2
Given the noisy variance Σ′i,j and an estimate of the error probability vector qˆ, we estimate the
non-noisy covariance as:
Σˆi,j =
Σ′i,j
(1− 2qˆi)(1− 2qˆj) =
Σi,j(1− 2qi)(1− 2qj)
(1− 2qˆi)(1− 2qˆj) ∀i 6= j. (18)
For the error probability vector qˆ, using Equation (9) the non-noisy variance is estimated as:
Σˆi,i = 1−
1− Σ′i,i
(1− 2qˆi)2 (19)
To check if any conditional independence relation Xi ⊥ Xj |Xk is true, we need to verify if it
satisfies the correlation decay equation Σˆi,jΣˆk,k = Σˆi,kΣˆk,j .
We first consider T ′ where only one leaf node exchanges position with its neighbor. Suppose in
the original tree, node X1 is a leaf node connected to node X2.
Consider the error vector qˆ:
qˆi = qi ∀ i 6= 1, 2,
qˆ1 =
1
2
1− (1− 2q1)
√
Σ21,2
Σ2,2
− Σ1,1 + 1
 ,
qˆ2 = 0.
(20)
To prove that this error vector results in T ′, we need to prove that any node Xk 6= X1, X2 which
satisfies X1 ⊥ Xk|X2 in T ∗ must satisfy X2 ⊥ Xk|X1 in T ′. We note that:
Σˆ1,2 =
Σ1,2(1− 2q1)(1− 2q2)
(1− 2qˆ1) , Σˆ1,k =
Σ1,k(1− 2q1)
(1− 2qˆ1)
Σˆ2,k = Σ2,k(1− 2q2), Σˆ1,1 = 1− (1− Σ1,1)(1− 2q1)
2
(1− 2qˆ1)2
(21)
Using Σ1,kΣ2,2 = Σ1,2Σ2,k, it is easy to check that Σˆ2,kΣˆ1,1 = Σˆ1,kΣˆ1,2.
Furthermore, we need to prove that any pair of nodes Xk1 , Xk2 6= X1, X2 such that Xk1 ⊥ Xk2 |X2
in T ∗ satisfy Xk1 ⊥ Xk2 |X1 in T ′. Doing similar substitutions by replacing node 2 by node k1 and
node k by node k2 gives us Σˆ1,1Σˆk1,k2 = Σˆ1,k1Σˆ1,k2 which proves that Xk1 ⊥ Xk2 |X1.
The remaining conditional independences not involving X1 and X2 remain intact as the error
probability for the remaining nodes is assigned to the original probability of error.
Now, consider a tree T ′ in which a set of leaf nodes S ′ exchange positions with their neighbors.
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For this case consider the error probability vector qˆ such that:
qˆi =
1
2
1− (1− 2qi)
√
Σ2i,j
Σj,j
− Σi,i + 1
 ,
∀ i ∈ S ′, j = Parent(i)
qˆj =0 ∀ i ∈ S ′, j = Parent(i)
qˆk =qk, otherwise.
This is obtained by performing the same procedure on each leaf node one by one.
F Pseudo-code, Proof of Correctness, Time-complexity
F.1 Pseudo-code proof of correctness and Time-complexity for FindEC
The pseudo-code is presented in Algorithm 3.
Algorithm 3 Algorithm to find the Equivalence Cluster in Xsub ∪Xi containing node Xi
1: procedure FindEC(Xi, Xsub)
2: if |Xsub| == 0 then
3: return [Xi ]
4: if |Xsub| == 1 then
5: E .append((Xi,Xsub[0]))
6: return Xi ∪ Xsub
7: if |Xsub| == 2 then
8: E .append((Xi,Xsub[0]))
9: E .append((Xsub[1],Xsub[0]))
10: return Xi ∪ Xsub
11: EC ←[ ]
12: candidate_nodes← P˜1i ∩ X
13: for Xj in candidate_nodes do
14: Xk1 ∈ candidate_nodes \Xj
15: IsInEC ← True
16: test_nodes← P˜2i ∩ P˜2j ∩ P˜2k1 ∩ Xsub
17: for Xk2 in test_nodes do
18: if min(
ρ′i,k1ρ
′
j,k2
ρ′i,k2ρ
′
j,k1
,
ρ′i,k2ρ
′
j,k1
ρ′i,k1ρ
′
j,k2
) < t then
19: IsInEC ← False
20: if IsInEC == True then
21: EC.append(Xk1)
22: E .append(Xi, EC[0])
23: if len(EC) > 1 then
24: for i = 1 to len(EC) do
25: E .append(EC[i], EC[0])
26: return Xi ∪ EC
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Proof of correctness
By the definition of P˜1i , candidate_nodes contains at least all the nodes within a radius of 4 of Xi.
Therefore, it contains all the nodes in the equivalence cluster containing Xi. Now we check for each
node in candidate_nodes whether it is in the equivalence cluster of Xi.
For any node Xj to be in the equivalence cluster of Xi, every set of 4 nodes {Xi, Xj , Xk1 , Xk2}
need to either be a star shape or a non-star shape where (Xi, Xj) form a pair.
In order to check this it is sufficient to check the condition for any set of 4 nodes {Xi, Xj , Xk1 , Xk2},
for any random Xk1 ∈ candidate_nodes \Xj and every Xk2 ∈ P˜2i ∩ P˜2j ∩ P˜2k1 ∩Xsub. Suppose Xj is
not in the same equivalence cluster as Xi. This implies that there exist nodes in the path from Xi to
Xj . By the definition of the set P˜2, the node with a potential edge with Xi is in P˜2i ∩P˜2j ∩P˜2k1 ∩Xsub.
This will result in {Xi, Xj , Xk1 , Xk2} forming a non-star such that (Xi, Xk1) form a pair.
Time-complexity
As there are 2 for loops, it is easy to see that this subroutine is O(n2).
F.2 Pseudo-code, proof of correctness and Time-complexity for SplitTree
Algorithm 4 Algorithm to split nodes close to Xi in X \ Xlast which have an edge with EC(Xi).
Xlast is such that EC(Xi) ∪Xleaf ∈ Xlast.
1: procedure SplitTree(Xi, Xleaf ,Xlast)
2: close_nodes← P˜1i ∩ P˜1ext ∩ X¯last
3: split← |close_nodes| × |close_nodes| array of 0
4: for Xp in close_nodes do
5: for Xq 6= Xp in P˜1i ∩ P˜1ext ∩ P˜2p do
6: if {Xi, Xleaf , Xp, Xq} is non-star and Xi, Xleaf form a pair then
7: if Xq is in Xlast then
8: splitp,: ← 0
9: Break from the inner loop
10: else
11: splitp,q ← 1
12: Merge rows of split with 1 in the same column
13: Return unique rows of split
The pseudo code is provided in Algorithm 4.
Proof of Correctness
Xlast is such that EC(Xi), Xleaf ∈ Xlast. Furthermore, if any node Xk ∈ Xlast then the nodes from
the equivalence cluster that has an edge with EC(Xleaf ) from that connected component obtained
by removing edges with EC(Xi) are also in Xlast. Let Xcc denote the set of nodes in the subtrees of
the original tree obtained by removing Xi that don’t contain any node from Xlast. We split the nodes
in Xcc ∩ P˜1i ∩ P˜1ext into subtrees. We first check if a node Xk ∈ Xcc. Xk ∈ P˜1i ∩ P˜1ext and Xk 6∈ Xcc if
and only if Xk ∈ Xlast or there exists Xk′ ∈ Xlast∩P˜2k such that {Xi, Xleaf , Xk, Xk′} form a non-star
and (Xk, Xk′) form a pair. This would happen when Xk′ is a node from the equivalence cluster
that has an edge with EC(Xleaf ). It is easy to see that {Xi, Xleaf , Xk} are in each other’s proximal
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sets. By the definition of P˜2, Xk′ ∈ P˜2k . Also Xk′ is within a radius of 4 from Xi, Xleaf , therefore
Xk′ ∈ P˜2i ∩ P˜2ext.
For the nodes in Xcc, 2 nodes Xk1 , Xk2 lie in the same subtree if {Xi, Xleaf , Xk1 , Xk2} form a
non-star such that (Xk1 , Xk2) are in the same pair. This is true from the definition of non-star shape.
To implement this, we construct a square matrix split of size |P˜1i ∩ P˜1ext ∩ X¯last| × |P˜1i ∩ P˜1ext ∩ X¯last|
which contains 1 in position (j1, j2) if jth1 and jth2 node in P˜1i ∩ P˜1ext ∩ X¯last are Xk1 and Xk2
respectively and {Xi, Xleaf , Xk1 , Xk2} are in each others P˜2 and the set is classified as a non-star
such that (Xi, Xleaf ) form a pair. It has 0 at other positions. If it turns out that a node is not in
Xcc, the row corresponding to that node is set to 0. Then, we merge the nodes which have 1 in
common columns till no 2 rows have a 1 in a common column. The creation of the split matrix and
the merging are both O(n2) operation. Therefore, the whole function is an O(n2).
F.3 Proof of Correctness of Recurse
Lemma 5. Recurse correctly recovers all the edges between the nodes in Xcc as well as the edges
between Xcc and Xi.
Proof. We prove this lemma by induction on the number of nodes in Xcc.
Base Case (|Xcc| = 2):
Note that |Xcc| = 1 is not possible because if that were the case, Xcc would be in EC(Xi) and
hence in Xlast which would imply |Xcc| = 0 which is a contradiction.
Also, note that when |Xcc| = 2, the nodes in Xcc have to form a non-star when considered with
Xi and Xleaf otherwise its nodes are going to be in EC(Xi). By the correctness of SplitTree, Xcc
is correctly recognized as the only subtree in step 2. By the correctness of FindEC, the algorithm
correctly identifies that the nodes in Xcc form an equivalence cluster and that this equivalence cluster
has an edge with EC(Xi). X ′last now contains Xcc. The next recursion call terminates after step 2
as subtrees is empty.
Inductive Step:
Suppose the Lemma 5 is correct for |Xcc| ≤ k.
Lets look at what happens when |Xcc| = k + 1.
• In step 2, the algorithm correctly splits the nodes in Xcc ∩ P˜1i ∩ P˜1ext into subtrees. Suppose
this results in j subtrees. Each of these subtrees have at least 2 nodes by the same argument
as for the base case.
• By the correctness of FindEC, step 4 correctly finds the equivalence cluster EC in each subtree
which has an edge with EC(Xi). This proves the part of the lemma that the edges between
Xcc and EC(Xi) are correctly identified.
• For each subtree X ′last = Xlast ∪ (subtrees \ subtree) ∪ EC. Therefore X ′last ⊃ Xlast.
• For the next recursion step, X+i = EC[0] and X+cc ⊂ Xcc as EC ∈ Xcc whereas EC 6∈ Xcc.
• By the inductive assumption, all the edges within X+cc are correctly recovered. Furthermore,
the edges between EC and X+cc are correctly recovered.
• This is true for all subtree ∈ subtrees obtained in step 2.
• Therefore, all the edges within Xcc are correctly recovered.
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F.4 Proof of correctness and time complexity of the complete algorithm
If the tree has just one Equivalence cluster, the algorithm discovers it by the correctness of FindEC
and terminates. If the tree has more than one equivalence clusters, there would be at least one
equivalence cluster with more than one nodes. By the correctness of FindEC, the algorithm correctly
finds one such equivalence cluster EC. It updates the Xlast with this equivalence cluster. Then it
calls the Recurse function. The set Xcc for this call to the Recurse function is X \ EC. By the
correctness of Recurse, the algorithm correctly recovers all the edges within X \EC and the edges
between X \ EC and EC. Therefore, it correctly recovers the equivalence class of the tree.
Time-complexity
In the initialization step, FindEC is called at most n times and hence takes O(n3) time. Within the
Recurse function, for each call to SplitTree, FindEC is called at least once unless the subtrees
is empty, in which case Recurse terminates. Therefore, number of times SplitTree is called
within Recurse is upper bounded by the number of times FindEC is called within Recurse+1.
Whenever FindEC is called from within the Recurse function, it discovers at least one edge.
Therefore FindEC can be called at most n− 2 times within Recurse. Therefore, the total time
complexity of Recurse is O(n3). Therefore, the total time complexity of FindTree is O(n3).
G Sample Complexity Analysis
We first calculate how accurate we need ρ˜i,j to be in order to make sure that any set of 4 nodes
in each other’s P2 are correctly classified as a star or a non-star. We then use the Hoeffding’s
concentration bound to get a high probability bound for sample complexity.
Consider a set of 4 nodes {Xi1 , Xi2 , Xi3 , Xi4} which forms non-star such that (Xi1 , Xi2) form a
pair. For these nodes to be correctly classified, we need:
ρ˜i1,i3 ρ˜i2,i4
ρ˜i1,i4 ρ˜i2,i3
> t3,
ρ˜i1,i3 ρ˜i2,i4
ρ˜i1,i2 ρ˜i3,i4
< t3,
where t3 = (1 + ρ2max)/2 and ρ˜i,j is the empirical correlation obtained from noisy samples between
nodes Xi and Xj . We look at the first condition. This is equivalent to the condition:
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
> t3,
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i2Σ˜i3,i4
< t3.
This would be true if: ∣∣∣∣∣ Σ˜i1,i3Σ˜i2,i4Σ˜i1,i4Σ˜i2,i3 −
Σ′i1,i3Σ
′
i2,i4
Σ′i1,i4Σ
′
i2,i3
∣∣∣∣∣ < 1− t32 (22)
as
Σ′i1,i3Σ
′
i2,i4
Σ′i1,i4Σ
′
i2,i3
= 1. Let Σ′i,j = Σ˜i,j + δi,j . Then, we have:
Σ′i1,i3Σ
′
i2,i4
Σ′i1,i4Σ
′
i2,i3
=
(Σ˜i1,i3 + δi1,i3)(Σ˜i2,i4 + δi2,i4)
(Σ˜i1,i4 + δi1,i4)(Σ˜i2,i3 + δi2,i3)
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=
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 +
δi1,i3
Σ˜i1,i3
)(
1 +
δi2,i4
Σ˜i2,i4
)
(
1 +
δi1,i4
Σ˜i1,i4
)(
1 +
δi2,i3
Σ˜i2,i3
)
=
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 +
δi1,i3
Σ˜i1,i3
+
δi2,i4
Σ˜i2,i4
+
δi1,i3δi2,i4
Σ˜i1,i3 Σ˜i2,i4
)
(
1 +
δi1,i4
Σ˜i1,i4
+
δi2,i3
Σ˜i2,i3
+
δi2,i3δi1,i4
Σ˜i2,i3 Σ˜i1,i4
)
Setting δ = maxi1,i2 |δi1i2 |, Σ˜m = min
i,j
|Σ˜i,j |, and if δ
Σ˜m
≤ 0.4, we get . . .
≤ Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 + 2δ
Σ˜m
+ δ
2
Σ˜2m
)
(
1− 2δ
Σ˜m
)
≤ Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 + 2.5δ
Σ˜m
)
(
1− 2δ
Σ˜m
)
=
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 +
2.5δ
Σ˜m
)(
1 +
2δ
Σ˜m
+
(
2δ
Σ˜m
)2
. . .
)
<
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 +
2.5δ
Σ˜m
)(
1 +
6δ
Σ˜m
)
<
Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1 +
16δ
Σ˜m
)
Similarly, we can show the other side of inequality.
Σ′i1,i3Σ
′
i2,i4
Σ′i1,i4Σ
′
i2,i3
≥ Σ˜i1,i3Σ˜i2,i4
Σ˜i1,i4Σ˜i2,i3
(
1− 16δ
Σ˜m
)
Using |Σi,j | ≥ 0.5t2 along with some basic algebraic manipulation yields:∣∣∣∣∣ Σ˜i1,i3Σ˜i2,i4Σ˜i1,i4Σ˜i2,i3 −
Σ′i1,i3Σ
′
i2,i4
Σ′i1,i4Σ
′
i2,i3
∣∣∣∣∣ < Σ˜i1,i3Σ˜i2,i4Σ˜i1,i4Σ˜i2,i3 · 16δΣ˜m
<
16δ
Σ˜3m
<
128δ
t32
Comparing this with Equation (22), we get:
δ <
t32(1− t3)
128
.
It is easy to check that the δ obtained for the other condition of non-star shape and for star shape is
also the same.
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Now we look at the concentration of empirical correlation random variable for the noisy samples
from the tree structured Ising model.
Since X ′i, X
′
j and X
′
iX
′
j have support on {−1, 1}, we can use the Hoeffding’s inequality to
obtain the concentration bounds for them. Suppose we draw m independent samples from the noisy
distribution. Let Zi1, Zi2, . . . Zim denote the m samples of X ′i, Z
j
1 , Z
j
2 , . . . Z
j
m denote the m samples of
X ′j and Z
ij
1 , Z
ij
2 , . . . Z
ij
m denote the m samples of X ′jX
′
i. Now, if we have:
| 1
m
m∑
k=1
Zijk − E
[
X ′iX
′
j
]| < δ/2,
| 1
m2
(
m∑
k=1
Zik)(
m∑
k=1
Zjk)− E
[
X ′i
]
E
[
X ′j
]| < δ/2,
then |Σ′i,j − Σ˜i,j | < δ.
Let X¯ ′i, X¯
′
j and X
′
iX
′
j denote the sample means of X
′
i, X
′
j and X
′
iX
′
j respectively. Further, let
X¯ ′i = E[X ′i] + αi and X¯ ′j = E
[
X ′j
]
+ αj and αmax = max{|αi|, |αj |}
|X¯ ′iX¯ ′j − E
[
X ′i
]
E
[
X ′j
]| = |(E[X ′i]+ αi)(E[X ′j]+ αj)− E[X ′i]E[X ′j]|
= |αiE
[
X ′j
]
+ αjE
[
X ′i
]
+ αiαj |
≤ |αi||E
[
X ′j
]|+ |αj ||E[X ′i]|+ |αi||αj |
≤ 4αmax (As |E
[
X ′i
]|, |E[X ′j]| < 1, |αi| < 2)
(23)
Therefore, when |X¯ ′i − E[X ′i]| < δ/8 and |X¯ ′j − E
[
X ′j
]
| < δ/8, we have |X¯ ′iX¯ ′j − E[X ′i]E
[
X ′j
]
| < δ/2
By Hoeffding’s inequality we have:
P (|X ′iX ′j − E
[
X ′iX
′
j
]| > δ
2
) ≤ 2 exp
(−m(δ/2)2
2
)
,
P (|X¯ ′i − E
[
X ′i
]| > δ
8
) ≤ 2 exp
(−m(δ/8)2
2
)
,
P (|X¯ ′j − E
[
X ′j
]| > δ
8
) ≤ 2 exp
(−m(δ/8)2
2
)
.
(24)
Therefore,
P (|Σ′i,j − Σ˜i,j | > δ) ≤ 2 exp
(−m(δ/2)2
2
)
+ 4 exp
(−m(δ/8)2
2
)
≤ 6 exp
(−m(δ/8)2
2
) (25)
We define a bad event B as follows:
B :=
{
|Σ˜i,j − Σ′i,j | > δ for any i, j ∈ [n], i 6= j
}
(26)
Using union bound on Equation 25, we bound the probability of B by:
P (B) ≤ (n2)
(
6 exp
(−m(δ/8)2
2
))
. (27)
Therefore, for the probability of mistake to be bounded by τ , the number of samples is given by:
m ≥ 128
δ2
log
(
6n2
τ
)
(28)
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