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Abstract
We first give a survey on multilinear Hilbert transforms. Then we study several variants of bilinear Hilbert
transform such as bilinear Hilbert transform along two polynomials, discrete (integer) bilinear Hilbert trans-
form along polynomials, finite field version of bilinear Radon transform, a hybrid of bilinear Hilbert transform
and the paraproduct, etc. Our aim is to find operator norms of these operators: showing that they are finite
or have certain decay. Applications in Roth type theorems will also be given.
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Chapter 1
Multilinear operators in a 3 by 3
matrix
Boundedness of multilinear operators in harmonic analysis is a problem that demands ideas and techniques
from various fields of math. It not only has many applications in PDE and ergodic theory, but also plays a
more and more important role in number theory and combinatorics.
My research lies in the study of some variants of Hilbert transforms, with a focus on their applications.
In the first Chapter, I will give a brief (and certainly incomplete) survey on Hilbert transforms, including
my contributions.
I will explain the colorful diagram and present Hilbert transforms and its eight variants in an organized
way. The fundamental problem about these operators is the Lp-boundedness.
1.1 First column: linear operators
Hilbert transform: H(f)(x) =
∫
f(x− t)1
t
dt
This operator appears in every harmonic/Fourier analysis textbook. Besides its important role in engi-
neering (such as signal processing), it is the prototype of singular integral operators which is a core object
of harmonic analysis. The Lp-boundedness of H for p ∈ (1,∞) was proved by M. Riesz in 1928 [88].
Hilbert transform along curves: HC(f) =
∫
f(x− γ(t))1
t
dt
Here γ : R → Rn is a “well-behaved” curve. This operator is also called Radon transform. Since 1960s,
the Lp-boundedness of HC has been obtained for various curves and curvature plays an important role in
this line of investigations ([97]). Christ-Nagel-Stein-Wainger [17] established the boundedness of HC in the
most general setting.
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Hilbert transform
H( f )(x) = p.v.
∫
f (x− t)dt
t
Hilbert transform along curves
HC( f )(x) = p.v.
∫
f (x− γ(t))dt
t
discrete Hilbert transform along curves
HdisC ( f )(x) = ∑
m 6=0
f (x− P(m)) 1
m
bilinear Hilbert transform
B( f , g)(x) = p.v.
∫
f (x− t)g(x+ t)dt
t
bilinear Hilbert transform along curves
BC( f , g)(x) = p.v.
∫
f (x− P(t))g(x−Q(t))dt
t
discrete bilinear Hilbert transform along curves
BdisC ( f , g)(x) = ∑
m 6=0
f (x− P(m))g(x−Q(m)) 1
m
trilinear Hilbert transform
T( f , g, h)(x) = p.v.
∫
f (x− t)g(x+ t)h(x− 2t)dt
t
trilinear Hilbert transform along curves
TC( f , g, h)(x) = p.v.
∫
f (x− P(t))g(x−Q(t))h(x− R(t))dt
t
discrete trilinear Hilbert transform along curves
TdisC ( f , g, h)(x) = ∑
m 6=0
f (x− P(m))g(x−Q(m))h(x− R(m)) 1
m
Figure 1.1: The whole picture
Discrete Hilbert transform along curves: HdisC (f)(x) =
∑
m6=0 f(x− P (m)) 1m
This discrete analogue of HC is much more difficult to handle than its continuous counterpart HC : the
boundedness of HC and some number theoretical tools such as circle method are needed to obtain the
boundedness of HdisC (Ionescu-Wainger [53]). It has many applications in ergodic theory [54].
1.2 Second column: bilinear operators
Bilinear Hilbert transform: B(f, g)(x) =
∫
f(x− t)g(x+ t)dt
t
2
Caldero´n encountered this bilinear operator in his study of Cauchy integral along Lipschitz curve. The
boundedness of B is proved by Lacey and Thiele using time-frequency analysis [60, 61]. This technique
originates from Fefferman’s proof of Carleson Theorem [33], and has now become a standard tool to deal
with operators that are modulation invariant. Open problems about this operator include L
2
3 -boundedness:
see [5, 6, 21] for some progress.
Bilinear Hilbert transform along curves: BC(f, g)(x) =
∫
f(x− P (t))g(x−Q(t))dt
t
This operator is a natural extension of the bilinear Hilbert transform. X. Li [64] first proved the L2×L2 →
L1-boundedness of BC for monomial curves: P (t) = t and Q(t) = t
d. Together with Xiao, Li later obtained
the boundedness of BC in full range for P (t) = t and Q a general polynomial [65]. Lie [66, 67] and Guo-Xiao
[45] considered the case when P (t) = t and Q is a “non-flat” curve. By refining the arguments in [64], I
obtained the boundedness of BC in the case both P and Q are polynomials [23, 24]. An application of BC
in number theory can be found in [29, 27].
Discrete bilinear Hilbert transform along curves:
BdisC (f, g)(x) =
∑
m 6=0 f(x− P (m))g(x−Q(m)) 1m
Even the l2 × l2 → l1 boundedness of this operator is extremely difficult and still open. Using exponential
sum estimates, Hu-Li [52] first obtained the l2 × l2 → l1+-boundedness ( > 0) when P (m) = m and
Q(m) = m2. I proved Hu-Li’s result to all polynomials P and Q [22]. This boundedness property is later
extended by Meng and I [28] to include the case when P or Q is an arithmetic function such as the Euler
totient or the prime counting function (because of the discrete feature of BdisC , it is natural to consider these
arithmetic functions). See [39, 51, 107] for studies on ergodic analogue of this discrete operator.
1.3 Third column: trilinear operators
Trilinear Hilbert transform: T (f, g, h)(x) =
∫
f(x− t)g(x+ t)h(x− 2t)dt
t
This problem has been open for a long time. A hidden quadratic modulation invariance makes the usual
time-frequency analysis arguments ineffective. Muscalu-Tao-Thiele [79] proved the boundedness of T when
3
one Lp space is replaced with a smaller space. Tao [102] used additive combinatorics in an elegant way
to obtain a cancellation property of T which, however, does not lead to the boundedness. See [110] for a
generalization of Tao’s result.
Trilinear Hilbert transform along curves:
TC(f, g, h)(x) =
∫
f(x− P (t))g(x−Q(t))h(x−R(t))dt
t
As proving boundedness of the trilinear Hilbert transform T seems to be hopeless at the moment, it is
natural to study its curved version TC first. TC is expected to enjoy a better decay property than T which
one could take advantage of. Depending on the efficiency of the oscillatory integral estimate, TC can be
decomposed as a sum of a good part and a bad part. I successfully established the desired bound for the
good part [25], based on a joint work with Li [26]. We are actively investigating the bad part, where a
generalization of the results in [16] seems to be needed.
Discrete trilinear Hilbert transform along curves:
TdisC (f, g, h)(x) =
∑
m6=0 f(x− P (m))g(x−Q(m))h(x−R(m)) 1m
Based on the research progress in the linear and bilinear operators, we expect that a proof of the
boundedness of this discrete trilinear operator requires tools from number theory and the boundedness of
its continuous version TC . Therefore, we should focus on TC first at the moment.
Remarks The 3× 3 matrix can also be read row by row: the first row contains classical operators, the
second includes the curved versions and the last row covers the discrete analogues. The operators in green
boxes already have satisfactory results, while the boundedness of those operators in orange boxes are still
open.
4
Chapter 2
Polynomial Roth theorems in finite
fields
2.1 Roth theorems in finite fields
Let N be a large integer and A ⊆ {1, 2, . . . , N} with density δ = |A|N . A famous theorem of Roth [89] says that
if the density δ is not too small, then A must contain a 3-term arithmetic progression: x, x+y, x+2y, y 6= 0.
Roth’s theorem has been generalized in various directions (e.g. the work of Szemere´di [99, 100], Furstenberg
[38], Gowers [40, 41], Bergelson-Leibman [4], Green-Tao [44], Tao-Ziegler [103], etc). It is very interesting
that the techniques used in proving these theorems come from many fields such as number theory, ergodic
theory, combinatorics and harmonic analysis.
Recently, Bourgain and Chang [11] established a polynomial Roth theorem in finite fields, with surprising
quantitative estimates that are not available in the space of integers. More precisely, they proved that for
any prime p and A ⊆ Fp = {0¯, 1¯, . . . , p− 1} with density δ = |A|p greater than p−1/15, A must contain a
triplet of the form x, x+ y, x+ y2, i.e. a quadratic polynomial progression. Bourgain and Chang then asked
several natural questions. For instance, is the the lower bound p−
1
15 for the density sharp? Can one obtain
the same result for polynomial progression x, x + P (y), x + Q(y)? Peluse [83] successfully established the
polynomial progression case, but with a worse lower bound for the density.
Using harmonic analysis techniques, Li, Sawin and I [27] reduced this number theory problem to an
algebraic geometry problem (which is solvable by theories of Deligne [19] and Katz [58]), and fully answered
the second question of Bourgain-Chang by not only extending Roth theorem to the polynomial progression
case, but also improving the lower bound for the density from p−
1
15 to p−
1
12 . See the recent work of Peluse
[84] for further generalizations.
5
2.1.1 Results
Fix a large prime p and denote ep(x) := e
2pii xp . For any ϕ1, ϕ2 : Fp → Fp, we are interested in the bilinear
average along the “curve” Γ = (ϕ1, ϕ2): for any x ∈ Fp,
AΓ(f1, f2)(x) := 1
p
∑
y∈Fp
f1(x+ ϕ1(y))f2(x+ ϕ2(y)) . (2.1)
The behavior of the bilinear average is closely related to the following exponential sum associated to Γ,
KΓ(x, y) :=

1
p
∑
z∈Fp ep(xϕ1(z) + yϕ2(z)) y 6= 0;
0 y = 0.
(2.2)
To state our main result, we first set up some notation. For f : Fp → C, define
E[f ] = Ex[f ] =
1
p
p−1∑
x=0
f(x)
‖f‖r =
(
1
p
∑
x
|f(x)|r
) 1
r
‖f‖lr =
(∑
x
|f(x)|r
) 1
r
fˆ(z) =
1
p
∑
x
f(x)ep(−xz)
With this notation, it is easy to verify that (using the fact that the sum of all p-th roots of unity is 0)
‖f‖r ≤ ‖f‖s if s > r (a special case of Ho¨lder inequality);
‖f‖2 = ‖fˆ‖l2 (Parseval)
f(x) =
∑
z
fˆ(z)ep(xz) (Fourier inversion)
We also need a notion of generalized diagonal sets.
Definition 2.1 A set D ⊂ Fp × Fp is called generalized diagonal if for any x ∈ Fp, there are O(1) y’s
such that (x, y) ∈ D and for any y ∈ Fp there are O(1) x’s such that (x, y) ∈ D. The implied constant must
be independent of p.
Our main theorem below provides a framework to obtain decay estimate for the bilinear operator AΓ
associated with various function pairs (ϕ1, ϕ2). Throughout the paper, A . B denotes the statement that
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|A| ≤ C|B| for some positive constant C independent of the prime p and the coefficients of polynomials
where relevant.
Theorem 2.2 Let the kernel KΓ be defined as in (2.2). We define for any h, y, y
′ ∈ Fp,
IΓ :=
∑
x∈Fp
KΓ(x, y)KΓ(x− h, y + h)KΓ(x, y′)KΓ(x− h, y′ + h). (2.3)
Suppose that the following three conditions hold:
1. There exists θ ∈ (0, 1] such that 1p
∑
y∈Fp ep(sϕ1(y)) . p
−θ for any s 6= 0;
2. There exists α ∈ ( 14 , 1) such that KΓ(x, y) . p−α for any x, y ∈ Fp;
3. There exists β > 1 such that for any h ∈ F∗p := Fp\{0} we can find a generalized diagonal set DΓ,h so
that IΓ . p−β for any (y, y′) /∈ DΓ,h.
Then the bilinear average defined by (2.1) obeys
‖AΓ(f1, f2)− E[f1]E[f2]‖2 . p−γ‖f1‖2‖f2‖2 (2.4)
with γ = min{θ, α− 14 , β4 − 14}.
Motivated by the non-conventional ergodic averages considered by Bergelson [3] and Frantzikinakis and
Kra [36], Bourgain and Chang [11] were the first to consider quantitative estimate of the form (2.4). They
established (2.4) with γ = 110 for the quadratic monomial curve Γ = (y, y
2), via an elegant way combining
discrete Fourier analysis, explicit evaluation of quadratic Gauss sums and Bombieri’s estimate for Weil sums
of rational functions [7].
Peluse [83, Theorem 2.2] generalized Bourgain-Chang’s result to the polynomial curve (ϕ1(y), ϕ2(y))
for any linearly independent polynomials ϕ1, ϕ2. Her result also applies over arbitrary finite fields of large
characteristic (and not just Fp). However, she must take γ = 1/16. Her method is based on careful analysis
of the dimension of varieties created by multiple applications of Cauchy-Schwartz, and an exponential sum
bound due to Kowalski.
Our result improves the decay rate from 116 to
1
8 in Peluse’s bound. This also improves the decay rate
from 110 to
1
8 in the cases handled by Bourgain and Chang. Moreover, in the special case Γ = (y, y
2), our
approach does not rely on Bombieri’s estimate: When Γ = (y, y2), KΓ(x, y) is a quadratic Gauss sum which
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can be evaluated explicitly. Condition (3) can therefore be verified by
|IΓ| ≤ 1
p2
∣∣∣∣∣∑
x
ep
(
−x
2
4y
)
ep
(
(x− h)2
4(y + h)
)
ep
(
x2
4y′
)
ep
(
− (x− h)
2
4(y′ + h)
)∣∣∣∣∣ ≤ p− 32 for y 6= y′,
using only the quadratic Gauss sum estimate. Hence β = 32 . It is easy to check that θ = α =
1
2 , and thus
γ = 18 .
To extend to the polynomial curve Γ = (y, P (y)), the condition (3) can be verified by Deligne’s funda-
mental work on exponential sums over finite fields [19]. When extending to the bi-polynomial case, we need
to use Katz’s generalization [58] of Deligne’s theorem on exponential sums over smooth affine varieties.
Theorem 2.2 immediately implies a quantitative Roth type theorem:
Corollary 2.3 Let ϕ1, ϕ2 : Fp → Fp be functions satisfying conditions (1), (2) and (3) (with parameters θ,
α and β, resp.) in Theorem 2.2. Then for any A ⊂ Fp, |A| = δp with δ > cp− 23γ , γ = min{θ, α− 14 , β4 − 14},
there are & δ3p2 triplets x, x+ ϕ1(y), x+ ϕ2(y) ∈ A.
We include its short proof (which is the same as that of Corollary 1.2 in [11]) here for the reader’s convenience.
Indeed, set both f1 and f2 to be the indicator function of the set A. By Cauchy-Schwarz inequality and
(2.4), ∑
x,y
f(x)f(x+ ϕ1(y))f(x+ ϕ2(y)) ≥ p2
(
E[f ]3 − ‖f‖2‖AΓ(f, f)− E[f ]2‖2
)
& p2δ3, (2.5)
from which the corollary follows.
One interesting case of Theorem 2.2 is the following theorem:
Theorem 2.4 Let Γ = (ϕ1, ϕ2) with ϕ1, ϕ2 ∈ Fp[X], ϕ1(0) = ϕ2(0) = 0. Suppose that ϕ1, ϕ2 are linearly
independent. Then the average function AΓ satisfies
‖AΓ(f1, f2)− E[f1]E[f2]‖2 . p−1/8‖f1‖2‖f2‖2, (2.6)
with the implied constant depending only on the degrees of ϕ1 and ϕ2.
As before, we can obtain the corresponding Roth type theorem in which the lower bound p−
1
12 of δ is
slightly better than the bound p−
1
15 obtained in Bourgain-Chang’s paper [11].
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Corollary 2.5 Let ϕ1, ϕ2 ∈ Fp[X], ϕ1(0) = ϕ2(0) = 0, be linearly independent. Then for any A ⊂ Fp, |A| =
δp with δ > cp−
1
12 , there are & δ3p2 triplets x, x+ ϕ1(y), x+ ϕ2(y) ∈ A.
Remark 2.6 The results of this paper can be generalized to an arbitrary finite field Fq with q = pm. In
this general setting, one should be careful that the degree of the polynomial should be coprime to p in order
to get the Weil’s estimate [12] (and using Deligne-Katz theory). However, as we are usually only interested
in the case that p is very large compared with the degrees of the relative polynomials, the coprime condition
is automatically satisfied. More precisely, we just need to redefine ep(x) := e
2pii xp to be ep(x) := e
2pii
Tr(x)
p ,
where Tr is the trace function from Fq to Fp. All other arguments remain the same.
Remark 2.7 Our results can be compared with the recent solution to Cap set problem [30]. On F3n , the size
of a progression-free set is o(2.756n) by [30]. We can consider the size of a polynomial-progression-free set:
Bourgain-Chang’s result gives O((31−1/15)n) = 2.788n, while our result gives (31−1/12)n = 2.738n. One can
also consider the size of progression-free sets in Fpn , which has an order of (cp)n for some constant c < 1
when p is large by [30]. So for p sufficiently large our upper bound for nonlinear progression-free sets beats
the lower bound for true progression-free sets.
Remark 2.8 Some rational functions could be included in our results. For instance, when ϕ1(y) = y,
ϕ2(y) =
1
y (this case is also considered in [11]), we can get the same conclusion as in Theorem 2.4, using
Kloosterman sum estimates (Corollary 3.3. in [37]).
Remark 2.9 Theorem 2.4, in the case ϕ1(x) = x, implies that the polynomial x + ϕ2(y − x) is an almost
strong asymmetric expander in the sense of Tao’s paper [101]. It is possible that this result could also be
established using [101, Theorem 3], but we do not pursue this.
We will prove Theorem 2.2 in the Section 2.1.2. In Section 2.1.3 we will verify the three conditions (1),
(2), and (3) for certain polynomial pairs and henceforth prove Theorem 2.4.
2.1.2 Proof of Theorem 2.2
We prove the main theorem in this section. We follow the spirit in the second author’s work on the bilinear
Hilbert transform along curves in [64]. First, by using Fourier inversion for f1 and f2, it is clear that
AΓ(f1, f2)(x) =
∑
n1,n2
fˆ1(n1)fˆ2(n2)ep((n1 + n2)x)Ey[ep(n1ϕ1(y) + n2ϕ2(y))].
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Changing variables n2 = n, n1 = s− n, we then split the bilinear average AΓ(f1, f2)(x) into three terms:
AΓ(f1, f2)(x) = J1 + J2 + J3,
where
J1 = fˆ1(0)fˆ2(0) = E[f1]E[f2],
J2 = fˆ2(0)
∑
s 6=0
(
fˆ1(s)Ey[ep(sϕ1(y))]
)
ep(sx),
J3 =
∑
s
∑
n6=0
fˆ1(s− n)fˆ2(n)Ey[ep((s− n)ϕ1(y) + nϕ2(y))]
 ep(sx).
By the assumption (1), when s 6= 0, we get
Ey[ep(sϕ1(y))] =
1
p
∑
y
ep(sϕ1(y)) .
1
pθ
. (2.1)
Therefore, using Parseval’s identity, triangle inequality, and Ho¨lder inequality, we see that
‖AΓ(f1, f2)− E[f1]E[f2]‖2 ≤ ‖Ĵ2‖l2 + ‖Ĵ3‖l2
. 1
pθ
‖f1‖2‖f2‖2 +
∑
s
∣∣∣∣∣∑
n
fˆ1(s− n)fˆ2(n)KΓ(s− n, n)
∣∣∣∣∣
2
 12 ,
where KΓ is given by (2.2).
Set γ0 = min{α− 14 , β4 − 14}. Hence it remains to show
∑
s
∣∣∣∣∣∑
n
fˆ1(s− n)fˆ2(n)KΓ(s− n, n)
∣∣∣∣∣
2
. 1
p2γ0
‖f1‖22‖f2‖22. (2.2)
Next we choose to employ a TT ∗ method (Our method and Bourgain-Chang’s diverge from here). The
left hand side of (2.2) equals
∑
s
∑
n1,n2
fˆ1(s− n1)fˆ1(s− n2)fˆ2(n1)fˆ2(n2)KΓ(s− n1, n1)KΓ(s− n2, n2),
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which, after changing variables n1 = v, n2 = v + h, s = u+ v, can be rewritten as
∑
h
(∑
u,v
Fh(u)Gh(v)KΓ(u, v)KΓ(u− h, v + h)
)
, (2.3)
where
Fh(x) = fˆ1(x)fˆ1(x− h);
Gh(x) = fˆ2(x)fˆ2(x+ h).
When h = 0, using condition (2), we see that the inner double sum in (2.3) is bounded by
p−2α‖F0‖l1‖G0‖l1 = p−2α‖f1‖22‖f2‖22,
which is better than p−2γ0‖f1‖22‖f2‖22 as α > γ0. Therefore, it remains to handle the case when h is nonzero.
The tool is the following bilinear form estimate, which may be interesting on its own right (see [59] for
applications of some related bilinear forms).
Proposition 2.10 Fix h 6= 0. Let ϕ1, ϕ2 : Fp → Fp satisfy (2) and (3) (with parameters α and β, resp.) in
Theorem 2.2. Let γ0 = min{α− 14 , β4 − 14}. Then for any F,G : Fp → C,
∑
u,v
F (u)G(v)KΓ(u, v)KΓ(u− h, v + h) . 1
p2γ0
‖F‖l2‖G‖l2 . (2.4)
Once this proposition is proved, one can use (2.4) and apply Cauchy-Schwarz inequality a few times to (2.3)
to get the desired estimate (2.2).
By duality, it is easy to see that Proposition 2.10 can be reduced to the following finite field version of
Ho¨rmander principle (see Theorem 1.1 in [50] for its continuous counterpart):
Lemma 2.11 Fix h 6= 0. Let ϕ1, ϕ2 : Fp → Fp satisfy (2) and (3) (with parameters α and β, resp.) in
Theorem 2.2. Let γ0 = min{α− 14 , β4 − 14}. Define an operator
T (g)(x) =
∑
y
g(y)KΓ(x, y)KΓ(x− h, y + h).
Then
‖T (g)‖l2 . 1
p2γ0
‖g‖l2 .
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Proof: We will show that
‖T (g)‖2l2 .
1
p4γ0
‖g‖2l2 . (2.5)
A straightforward calculation gives
‖T (g)‖2l2 =
∑
x,y,y′
g(y)g(y′)KΓ(x, y)KΓ(x− h, y + h)KΓ(x, y′)KΓ(x− h, y′ + h)
≤
∑
(y,y′)∈DΓ,h
|g(y)||g(y′)||I|+
∑
(y,y′)/∈DΓ,h
|g(y)||g(y′)||I|, (2.6)
where DΓ,h is the generalized diagonal set in condition (3) and
IΓ =
∑
x
KΓ(x, y)KΓ(x− h, y + h)KΓ(x, y′)KΓ(x− h, y′ + h).
We estimate the two terms in (2.6) by different methods. Using the definition of generalized diagonal set
and the trivial estimate IΓ . pp4α from (2), the first term in (2.6) is estimated by
∑
(y,y′)∈DΓ,h
|g(y)||g(y′)||IΓ| .
∑
y
|g(y)|2 p
p4α
=
1
p4α−1
‖g‖2l2 . (2.7)
For the second term in (2.6), we use the assumption IΓ . 1pβ for (y, y′) /∈ DΓ,h and Cauchy-Schwarz
inequality to get the estimate
∑
(y,y′)/∈DΓ,h
|g(y)||g(y′)||IΓ,h| .
√
p
√
p
pβ
‖g‖2l2 =
1
pβ−1
‖g‖2l2 . (2.8)
Combining (2.7) and (2.8), we obtain
‖T (g)‖2l2 . max
{
1
p4α−1
,
1
pβ−1
}
‖g‖2l2 =
1
p4γ0
‖g‖2l2 ,
which is exactly what we aimed for: (2.5). 
2.1.3 Proof of Theorem 2.4
To prove Theorem 2.4, first note that we can assume without loss of generality that the two polynomials ϕ1
and ϕ2 have distinct leading terms. This is because we can rewrite (2.6) in its dual form as
|Ex,yf1(x+ ϕ1(y))f2(x+ ϕ2(y))f3(x)− E[f1]E[f2]E[f3]| . p−1/8‖f1‖2‖f2‖2‖f3‖2, (2.1)
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and do a change of variable x → x + ϕ1(y) on the left-hand-side of (2.1) if necessary (We are indebted to
Sarah Peluse for pointing this out).
We will verify that for linearly independent polynomials ϕ1, ϕ2 ∈ Fp[X] with distinct leading terms, the
conditions (1), (2) and (3) in Theorem 2.2 are satisfied with parameters θ = 12 , α =
1
2 and β =
3
2 , resp, and
thus prove Theorem 2.4 using Theorem 2.2.
Let d1 and d2 denote the degrees of ϕ1 and ϕ2, resp. Without loss of generality, we assume that d1 ≤ d2.
Conditions (1) and (2) can be verified in the same way, using the well-known square-root cancellation
result of Weil [106] (see also [12]). Therefore, θ = α = 12 . Note that the linearly independence of the two
polynomials is crucial to obtain (2).
Now we focus on the verification of condition (3). We will from now on write for simplicity that K = KΓ
and I = IΓ. Recall that for y 6= 0,
K(x, y) =
1
p
∑
z∈Fp
ep(xϕ1(z) + yϕ2(z)).
Plug in the definition of K, put the sum over x innermost, and we see that
I =
∑
x∈Fp
K(x, y)K(x− h, y + h)K(x, y′)K(x− h, y′ + h)
=
1
p4
∑
x
∑
z1,z2,z3,z4
ep[xϕ1(z1) + yϕ2(z1)− (x− h)ϕ1(z2)− (y + h)ϕ2(z2)− xϕ1(z3)
− y′ϕ2(z3) + (x− h)ϕ1(z4) + (y′ + h)ϕ2(z4)]
=
1
p3
∑
z1,z2,z3,z4
G(z1,z2,z3,z4)=0
ep(F (z1, z2, z3, z4)),
where
G(z1, z2, z3, z4) = ϕ1(z1)− ϕ1(z2)− ϕ1(z3) + ϕ1(z4),
F (z1, z2, z3, z4) = yϕ2(z1) + hϕ1(z2)− (y + h)ϕ2(z2)− y′ϕ2(z3)− hϕ1(z4) + (y′ + h)ϕ2(z4).
It remains to get the estimate
∑
z1,z2,z3,z4
G(z1,z2,z3,z4)=0
ep(F (z1, z2, z3, z4)) . p
3
2 . (2.2)
We need machinery of algebraic geometry to prove (2.2). To benefit readers who are not very familiar with
algebraic geometry, we first prove (2.2) in a simpler case. We assume ϕ1(z) = z, and consequently ϕ2 has
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degree at least 2 by the linearly independence assumption. In this case, the restriction G(z1, z2, z3, z4) = 0
can be dropped once z4 is replaced with z2 + z3 − z1. Therefore, (2.2) is reduced to
∑
z1,z2,z3
ep(F (z1, z2, z3, z2 + z3 − z1)) . p 32 . (2.3)
Such character sum is studied by Deligne in his resolution of Weil conjectures:
Theorem 2.12 (Theorem 8.4, [19]) Let f ∈ Fp[X1, . . . , Xn] be a polynomial of degree d ≥ 1. Suppose
that d is prime to p, and the projective hypersurface defined by the highest degree homogeneous term fd is
smooth, i.e., the gradient of fd is non-zero at any point in {fd = 0} \ {0}. Then
∑
z1,...,zn
ep(f(z1, . . . , zn)) . p
n
2 .
For notational convenience, we write d = d2, the degree of ϕ2. Let bz
d denote the leading term of ϕ2(z).
Then the highest degree homogeneous term of F (z1, z2, z3, z2 + z3 − z1) is
Fd(z1, z2, z3) = byz
d
1 − b(y + h)zd2 − by′zd3 + b(y′ + h)(z2 + z3 − z1)d.
We need to verify the smoothness {Fd = 0}. By straightforward calculations, ∇Fd = 0 implies

z1 =
(
y′+h
y
) 1
d−1
(z2 + z3 − z1)
z2 =
(
y′+h
y+h
) 1
d−1
(z2 + z3 − z1)
z3 =
(
y′+h
y′
) 1
d−1
(z2 + z3 − z1)
The above system has nonzero solutions only when
(
y′ + h
y + h
) 1
d−1
+
(
y′ + h
y′
) 1
d−1
−
(
y′ + h
y
) 1
d−1
= 1 (2.4)
Put those pairs (y, y′) satisfying (2.4) as a set DΓ,h, and it is not hard to check that DΓ,h is generalized
diagonal. By Deligne’s Theorem, (2.3) holds for any (y, y′) /∈ DΓ,h. This finishes the verification of condition
(3) with β = 32 , assuming ϕ1(z) = z.
Now we turn to the general case. In [57], Katz generalizes Deligne’s theorem to exponential sums over
smooth affine varieties, and in [58], to singular algebraic varieties. We need the following special case of [58,
Theorem 4] (The reader could skip its long proof and use it as a “black box” on an early reading of the
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paper):
Theorem 2.13 Let F,G ∈ Fp[X1, . . . , X4]. Assume that the degree of F is indivisible by p, the homogeneous
leading term of G defines a smooth projective hypersurface, and the homogeneous leading terms of G and
that of F together define a smooth co-dimension-2 variety in the projective space. Then (2.2) holds, i.e.,
∑
z1,z2,z3,z4
G(z1,z2,z3,z4)=0
ep(F (z1, z2, z3, z4)) . p
3
2 .
Proof: We explain in detail how to realize this theorem as a special case of Katz’s theorem. We will try
to explain this derivation for mathematicians who are not experts in algebraic geometry. (However, Katz’s
proof requires much more advanced algebraic geometry than we can go into here).
We first restate part of Katz’s theorem. Then we will explain Katz’s notation and how it applies to our
case.
Theorem 2.14 (Katz, Theorem 4 [58]) Let N and d be natural numbers, let k be a finite field in which
d is invertible, let ψ : k → C× be an additive character. Let X be a closed subscheme of PN of dimension d.
Let L be a section of H0(X,O(1)) and H a section of H0(X,O(D)). Let V, f, , δ be defined as in [58, pp.
878-879]. If assumptions (H1)’ and (H2) of [58, pp. 878] hold, and  ≤ δ, then
∣∣∣∣∣∣
∑
x∈V (k)
ψ(f(x))
∣∣∣∣∣∣ ≤ C × (#k)(n+1+δ)/2
where C is a constant depending only on N, d, and the number and degree of the equations defining X.
We will choose our data so that k = Fp, V (k) = {z1, z2, z3, z4 ∈ Fp | G(z1, z2, z3, z4) = 0}, ψ(f(x)) =
ep(F (z1, z2, z3, z4)) for x = (z1, z2, z3, z4) ∈ V (k), n = 3, and  = δ = −1. Furthermore C will depend only
on the degree of F and G.
Examining Katz’s bound, and plugging in these statements, it is clear that if we can in fact choose our
data in this way, while verifying Katz’s conditions, we obtain exactly our stated bound.
In what remains, we will first explain all of Katz’s notation that is needed to choose (X,L,H) so that
V (k) = {z1, z2, z3, z4 ∈ Fp | G(z1, z2, z3, z4) = 0} and ψ(f(x)) = ep(F (z1, z2, z3, z4)),
and second we will verify (H1)’ and (H2) and calculate , δ, explaining more of Katz’s notation along the
way.
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For the first part, because we are interested in the Fp-points V (Fp) of a scheme V , we will describe schemes
mostly by their set of Fp-points (though schemes in fact have more structure than this.) First, we take N = 4,
so PN = P4 is the space whose Fp-points P4(Fp) are the set of quintuples (z1, z2, z3, z4, z5) ∈ Fp, not all zero,
up to multiplication by nonzero scalars. We let G˜ be the homogenization of G, where we add additional
powers of z5 to all the non-leading terms of G to make every term have equal degree. Let X be the vanishing
set of G˜, so that X(Fp) is the subset of P4(Fp) consisting of tuples (z1, z2, z3, z4, z5) with G˜(z1, z2, z3, z4, z5) =
0. We must choose L as an element of H0(X,O(1)), which is the space of linear functions in the variables
z1, z2, z3, z4, z5, and we choose L = z5. Now Katz defines V to be the locus in X where L is nonzero.
Hence V (Fp) is the set of tuples (z1, z2, z3, z4, z5), with z5 nonzero, up to scalar multiplication, that solve
the equation G˜(z1, z2, z3, z4, z5) = 0. For each such tuple there exists a unique scalar multiplication that
sends z5 to 1, so we can express it equally as the set of tuples (z1, z2, z3, z4) with G˜(z1, z2, z3, z4, 1) = 0. By
construction, G˜(z1, z2, z3, z4, 1) = G(z1, z2, z3, z4), so V (Fp) = {z1, z2, z3, z4 ∈ Fp | G(z1, z2, z3, z4) = 0}, as
desired.
Next, because ep : Fp → C× is an additive character, we set ψ = ep. We then need to choose H, a
homogeneous form of degree d in the variables z1, z2, z3, z4, z5, so that f(x) = F (z1, z2, z3, z4). Katz defines
f as H/Ld. We take d to be the degree of F and H to be the homogenization F˜ of F , just as we did with G.
Because we are using the bijection between 4-tuples and 5-tuples that sends (z1, z2, z3, z4) to (z1, z2, z3, z4, 1),
we need to check that f(z1, z2, z3, z4, 1) = F (z1, z2, z3, z4). This follows because
f(z1, z2, z3, z4, 1) =
F˜ (z1, z2, z3, z4, 1)
L(z1, z2, z3, z4, 1)d
=
F˜ (z1, z2, z3, z4, 1)
1d
= F (z1, z2, z3, z4).
We have therefore shown how to specialize the left side of Katz’s bound to the left side of our own bound.
It remains to check Katz’s assumptions and also the assumptions we made in applying Katz’s bound. These
are as follows:
1. d is invertible in k.
2. Katz’s assumption (H1)’ holds.
3. Katz’s assumption (H2) holds.
4. δ = −1.
5.  = −1.
6. n = 3.
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7. C depends only on the degree of F and G.
The first condition, that d is invertible in k, is easy to interpret, as we set k = Fp and set d to equal the
degree of F , so this is equivalent to the degree of F being prime to p, which we have already assumed in the
statement of the theorem.
Katz’s assumption (H1)’ is that X is Cohen-Macauley and equidimensional of dimension n ≥ 1. Because
H is the hypersurface defined by a single equation G˜ = 0 in P4, a smooth variety of dimension 4, it is
automatically Cohen-Macauley of dimension 3. This verifies assumptions (2) and (6).
Katz defines C as an explicit function of his numerical data, which consists of N , the number r of
equations needed to define X, the degrees of those equations, and d. In our case N = 4, r = 1, the degree
of the unique equation needed to define X is the degree of G, and d is the degree of F . Hence C is some
explicit function of those degrees (assumption (7)).
Katz defines  as the dimension of the singular locus of the scheme-theoretic intersection X ∩ L. For
us L is the closed subset of P4 where z5 = 0. (Katz abuses notation slightly to use L also to refer to the
vanishing locus of L.) So X ∩L is the closed subset where z5 = 0 and G˜ = 0. Because z5 = 0, we can ignore
z5 and work in P3 with coordinates z1, z2, z3, z4. When we do this, because all non-leading monomials of G
were multiplied by a positive power of z5 in G˜, all non-leading monomials become 0 and we are left with
just the zero-locus. So X ∩L is the vanishing locus of the leading term of G in P3, which we assumed in the
statement of the theorem is a nonsingular hypersurface, so its singular locus is empty, which by convention
Katz assigns dimension −1, verifying  = −1 (assumption (5)).
Katz defines δ as the dimension of the singular locus of the scheme-theoretic intersection X ∩L∩H, and
(H2) is his assumption that this has dimension n− 2. This is the joint vanishing locus of G˜, z5, and F˜ in P4,
which for the same reason as before is the vanishing locus of the leading terms of F and G in P3. Because
we assumed this is a smooth subscheme of codimension 2, it has dimension 3−2 = n−2, verifying condition
(H2), and its singular locus is empty and has dimension −1, verifying δ = −1 (assumptions (3) and (4)). 
Now we are ready to prove (2.2) using Theorem 2.13. The first two conditions in the theorem are easy
to check. To check the third condition, we handle two cases separately: d1 < d2 and d1 = d2.
First assume d1 < d2. Let az
d1 and bzd2 denote the leading term of ϕ1 and ϕ2, resp. The homogeneous
leading term of G and F are
Gd1(z1, z2, z3, z4) := az
d1
1 − azd12 − azd13 + azd14 ,
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and
Fd2(z1, z2, z3, z4) := byz
d2
1 − b(y + h)zd22 − by′zd23 + b(y′ + h)zd24 ,
resp. We need to show that the Jacobian matrix
J =
∇Gd1
∇Fd2
 =
 d1azd1−11 −d1azd1−12 −d1azd1−13 d1azd1−14
d2byz
d2−1
1 −d2b(y + h)zd2−12 −d2by′zd2−13 d2b(y′ + h)zd2−14

has full rank at any point in {Gd1 = Fd2 = 0} \ {0}. When J has rank less than 2, assuming z1z2z3z4 6= 0,
we can solve for each zi and plug in Gd1 = 0 to get the equation
(
1
y
) d1
d2−1 −
(
1
y + h
) d1
d2−1 −
(
1
y′
) d1
d2−1
+
(
1
y′ + h
) d1
d2−1
= 0 (2.5)
If one or two of the four variables z1, z2, z3, z4 are zero, then a new equation can be obtained by deleting
the corresponding term(s) in the above equation. The solutions to (2.5) and its variants lie in a generalized
diagonal set. So we can apply Theorem 2.13 for pairs (y, y′) outside this set.
Secondly consider the case d1 = d2 = d. The homogeneous leading term of G and F are
Gd(z1, z2, z3, z4) := az
d
1 − azd2 − azd3 + azd4 ,
and
Fd(z1, z2, z3, z4) := byz
d
1 − (b(y + h)− ah)zd2 − by′zd3 + (b(y′ + h)− ah)zd4 ,
resp. The Jacobian matrix becomes
J =
∇Gd
∇Fd
 =
 dazd−11 −dazd−12 −dazd−13 dazd−14
dbyzd−11 −d(b(y + h)− ah)zd−12 −dby′zd−13 d(b(y′ + h)− ah)zd−14

When z1z2z3z4 6= 0, J has rank 1 only when
by = b(y + h)− ah = by′ = b(y′ + h)− ah. (2.6)
One or two terms in the above equation can be dropped if the corresponding variable is zero. Since we
assume that ϕ1 and ϕ2 have distinct leading terms, a 6= b. It is then easy to see that the solutions to (2.6)
and its variants form a generalized diagonal set. So Theorem 2.13 applies in most cases, and we are done.
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2.2 A Ho¨rmander type theorem in finite fields
Let p be a prime. For any kernel K : Fp × Fp → C, define a discrete integral operator
T (f)(x) =
∑
y∈Fp
f(y)K(x, y).
We proved that if K satisfy some natural size condition and cancellation condition, the l2− l2-operator norm
of T is bounded by p−γ for some positive γ. This result can be viewed as a discrete analogue of Ho¨rmander
theorem. As an application, we recovered a polynomial Roth type theorem in finite fields by Li, Sawin and
the author.
2.2.1 Introduction
Notations and results
For suitable α(x, y) and φ(x), Ho¨rmander [50] proved that the oscillatory integral operator
TN (f)(x) =
∫
f(y)α(x, y)eiNφ(x,y) dy (2.7)
has decaying L2 → L2 norm, i.e.,
‖TN (f)‖L2(R)  1
N
1
2
‖f‖L2(R). (2.8)
Here A B denotes the statement that |A| ≤ C|B| for some constant C independent of N (and p below).
This result has many applications in harmonic analysis and differential equations. In this note we aim to
establish a discrete (finite field) version of (2.8), which could be useful in some problems in number theory
and combinatorics (See Section 2.2.3 for an example).
Let p be an odd prime and Fp = Z/pZ denote the prime field with characteristic p. For any function
K : Fp × Fp → C, we define a discrete analogue of the operator TN in (2.7) by
T (f)(x) =
∑
y∈Fp
f(y)K(x, y), x ∈ Fp. (2.9)
Our main theorem below provides sufficient conditions (on K) under which T has decaying l2 → l2-norm.
Theorem 2.15 Let K : Fp × Fp → C satisfy the size condition:
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‖K‖l∞  1
pa
(2.10)
for some a > 0. Then for the operator T defined by (2.9) we have
(i) (Cancellation condition of type I) If for each y ∈ Fp,
∣∣∣∣∣∣
∑
x∈Fp
K(x, y)K(x, y′)
∣∣∣∣∣∣ 1pb (2.11)
holds for all but at most C y′s, then ‖T‖l2→l2  p−γ1 with γ1 = min{a, b2} − 12 .
(ii) (Cancellation condition of type II) If for each x ∈ Fp,
∣∣∣∣∣∣
∑
y∈Fp
K(x, y)K(x′, y)
∣∣∣∣∣∣ 1pb (2.12)
holds for all but at most C x′s, then ‖T‖l2→l2  p−γ2 with γ2 = min{a− 14 , b2} − 12 .
Remarks 1. The decay rate γ1 in part (i) of the theorem is larger than or equal to the decay rate γ2 in part
(ii). However, the two rates are often the same in applications. This is because the estimate for the size of
K alone is usually much better (and easier to obtain) than that for the sum of a product in the cancellation
condition and thus b2 is usually “much” smaller than a.
2. Part (i) in Theorem 2.15 can be proved by a standard TT ∗ argument. Indeed,
‖T (f)‖2l2 =
∑
x
|
∑
y
f(y)K(x, y)|2 =
∑
y,y′
f(y)f(y′)
∑
x
K(x, y)K(x, y′)

∑
y
|f(y)|2
∑
x
|K(x, y)K(x, y′)|+
∑
y,y′
|f(y)||f(y′)| 1
pb
 ‖f‖2l2
p
p2a
+ ‖f‖2l2
p
pb
 1
pmin{2a,b}−1
‖f‖2l2 .
Therefore, the main interesting of Theorem 2.15 is part (ii), which will be proved using a σ-uniformity
argument.
3. There are some some related problems to consider. One direction is to improve the values of γ1 and
γ2 or show that they are sharp. Another direction is to view T as a discrete “singular” integral operator
and try to find the conditions on K so that T is bounded on l2. We shall not pursuit these directions here.
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An application in number theory
As an application of Theorem 2.15, we give a new proof of the polynomial Roth theorem in finite fields (this
is also one of our motivations to introduce the operator T ):
Theorem 2.16 (D.-Li-Sawin [27]) Let P,Q ∈ Fp[X], ϕ1(0) = ϕ2(0) = 0, be linearly independent polyno-
mials. Then for any A ⊆ Fp, |A| = δp with δ > c1p− 112 , there are at leasst c2δ3p2 triplets x, x + P (y), x +
Q(y) ∈ A. Moreover, the implied constants c1 and c2 depend only on the degrees of P and Q, not on the
coefficients of P,Q.
Motivated by the non-conventional ergodic averages considered by Bergelson [3] and Frantzikinakis and Kra
[36], Bourgain and Chang [11] are the first to study non-linear Roth type theorem in finite fields. They
proved Theorem 2.16 in the case P (m) = m,Q(m) = m2 and with δ > cp−
1
15 [11]. Then Peluse established
the above theorem for general polynomial pairs, but with a bigger lower bound for δ [83] and non-uniform
implied constants. It is expected that higher order Fourier analysis [41] should be used to establish the
4-term or longer term polynomial progression case of Theorem 2.16 (See [4] for the corresponding theorem
in the setting of integers). One purpose of this paper is to demonstrate that another technique, σ-uniformity,
is also powerful in studying Roth type theorem. It should be noted that σ-uniformity has been successful in
a few Euclidean harmonic analysis problems [16, 45, 64]. To the best of our knowledge, this paper provides
its first application in a discrete setting.
2.2.2 σ-Uniformity and the proof of Theorem 2.15
In this section, we first give an abstract version of the σ-uniformity technique, following the treatments by
X. Li in [64], and then prove part (ii) of Theorem 2.15.
Let H be a Hilbert space with inner product 〈·, ·〉 and induced norm ‖ · ‖.
Definition 2.17 Let Q be a non-empty subset of H such that the norms of the elements of Q are uniformly
bounded by a constant. For any σ ∈ (0,∞], we say that an element f ∈ H is σ-uniform in Q if
| 〈f, q〉 | ≤ σ‖f‖ for all q ∈ Q. (2.13)
The following lemma, which is essentially the same as Theorem 7.1 in [64], will allow us to calculate operator
norms more easily by adding additional conditions on testing functions.
Lemma 2.18 Fix σ > 0, and a subset Q of a Hilbert space H. Let L be a bounded sublinear map from H
to C. Let Sσ denote the set of all elements in H that are σ-uniform in Q. Then the operator norm of L is
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bounded by
‖L‖ ≤ max{Uσ, 2σ−1Q},
where
Uσ := sup
f∈Sσ
|Lf |
‖f‖ and Q := supq∈Q |L(q)| .
Proof: We follow closely the proof of Theorem 7.1 in [64]. Denote
A1 := sup
f∈SCσ
|L(f)|
‖f‖
where SCσ is the complement of Sσ in H. It suffices to show that A1 ≤ 2σ−1Q, provided that Uσ < A1.
By the definition of A1, for any  > 0, there exists f ∈ SCσ such that
|L(f)| ≥ (A1 − )‖f‖ . (2.14)
Since f ∈ SCσ , there is q ∈ Q with
| 〈f, q〉 | > σ‖f‖ . (2.15)
Decompose f as
f = 〈f, g〉 g + 〈f, q〉‖q‖2 q , (2.16)
for some g ∈ H with g ⊥ q and ‖g‖ = 1. Since L is sublinear,
|L(f)| ≤ | 〈f, g〉 ||L(g)|+ | 〈f, q〉 |‖q‖2 |L(q)|. (2.17)
Note that ‖L‖ = A1 if Uσ < A1, and by orthogonality we also have
‖f‖2 = | 〈f, g〉 |2 + | 〈f, q〉 |
2
‖q‖2 . (2.18)
Combine (2.14) and(2.17), and we see that
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(A1 − )‖f‖ ≤ A1‖g‖‖f‖
√
1− | 〈f, q〉 |
2
‖f‖2‖q‖2 +
| 〈f, q〉 |
‖q‖2 Q . (2.19)
Applying the inequality
√
1− x ≤ 1− x/2 if x ≤ 1, we then get
A1 ≤ 2‖f‖
2‖q‖2
| 〈f, q〉 |2 +
2‖f‖
| 〈f, q〉 |Q
≤ 2σ−2‖q‖2 + 2σ−1Q ,
where the second inequality follows from (2.15). The above inequality holds for every  > 0 and some element
q = q() ∈ Q. Now let  approach 0. Since the norms of the elements of Q are uniformly bounded by a
constant, we get A1 ≤ 2σ−1Q, as desired. 
Now we turn to the proof of part (ii) in Theorem 2.15, using Lemma 2.18. Let H be the space of
complex-valued functions on Fp equipped with l2-norm and standard inner product
〈f, g〉 =
∑
x∈Fp
f(x)g(x).
Define L : H → R by L(f) = ‖T (f)‖l2 where T (f)(x) =
∑
y∈Fp f(y)K(x, y). Let σ be a positive number to
be determined later. Let
Q = {K(x, ·) : x ∈ Fp}.
We first calculate Uσ. Note that
Sσ = {f : f is σ-uniform in Q}
= {f : |〈f,K(x, ·)〉| ≤ σ‖f‖l2 , for any x ∈ Fp}
= {f : |T (f)(x)| ≤ σ‖f‖l2 for any x ∈ Fp}
Therefore, for any f ∈ Sσ,
L(f) = (
∑
x
|T (f)(x)|2) 12 ≤ σ√p‖f‖l2 ,
and thus
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Uσ = sup
f∈Sσ
|Lf |
‖f‖ ≤ σp
1
2 . (2.20)
Next we estimate Q = supq∈Q |L(q)| = supx∈Fp ‖T (K(x, ·))‖l2 . For any x ∈ Fp,
‖T (K(x, ·))‖2l2 =
∑
x′∈Fp
|
∑
y
K(x, y)K(x′, y)|2
=
∑
at most C x′
|
∑
y
K(x, y)K(x′, y)|2 +
∑
all but at most C x′
1
p2b

(
p
p2a
)2
+
p
p2b
 1
pmin{4a−2,2b−1}
.
So we have
Q 1
pmin{4a−2,2b−1}
. (2.21)
Applying Lemma 2.18 and using (2.20) and (2.21), we obtain
‖T‖l2→l2 = ‖L‖  max{Uσ, Q
σ
}  max{σp 12 , 1
σpmin{4a−2,2b−1}
}
Choose σ = 1
pmin{a−
1
4
, b
2
} and we get
‖T‖l2→l2  1
pmin{a−
1
4 ,
b
2}− 12
.
This finishes the proof of Theorem 2.15 part (ii).
2.2.3 An application
We give a new proof of a main result in [27] using Theorem 2.15 (ii). In [27], with the help of Fourier analysis
and exponential sum estimates obtained by Weil [106], Deligne [19, 20] and Katz [57, 58], Theorem 2.16
(Corollary 1.4 in [27]) has been reduced to the following proposition
Proposition 2.19 (Proposition 2.1 [27]) Let K : Fp × Fp → C satisfy
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|K(x, y)|  1
p
for any x, y; (2.22)
For any y, there are at most C y′such that |
∑
x
K(x, y)K(x, y′)|  1
p
3
2
. (2.23)
Then
∣∣∣∣∣∑
x,y
f(x)g(y)K(x, y)
∣∣∣∣∣ 1p 14 ‖f‖l2‖g‖l2 (2.24)
for any functions f and g defined on Fp.
The bilinear form in (2.24) is very important in analytic number theory (for example, see [59] for some
applications), and thus it is useful to have different methods to estimate this bilinear form. Proposition 2.19
was proved in [27] via a TT ∗ argument (which is essentially part (i) of Theorem 2.15). We will show that
(2.24) also follows from Theorem 2.15 (ii).
To establish (2.24), we apply Cauchy-Schwarz to the left-hand-side:
∣∣∣∣∣∑
x,y
f(x)g(y)K(x, y)
∣∣∣∣∣ =
∣∣∣∣∣∑
y
g(y)
∑
x
f(x)K(x, y)
∣∣∣∣∣ ≤ ‖g‖l2
∥∥∥∥∥∑
x
f(x)K(x, y)
∥∥∥∥∥
l2
.
Therefore, it suffices to show that the linear operator
T˜ (f)(x) =
∑
y
f(y)K(y, x)
satisfies the estimate
‖T˜ (f)‖l2  1
p
1
4
‖f‖l2 . (2.25)
To apply Theorem 2.15 (ii), rewrite T˜ as
T˜ (f)(x) =
∑
y
f(y)K˜(x, y),
where K˜(x, y) = K(y, x). From (2.22), the size condition in the theorem is satisfied with a = 1. Cancellation
condition of type II also holds with b = 32 by (2.23) and the fact that
|
∑
y
K˜(x, y)K˜(x′, y)| = |
∑
y
K(y, x)K(y, x′)|.
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Apply Theorem 2.15 (ii) to T˜ , and we see that ‖T˜‖l2→l2  1pγ , with γ = min{a− 14 , b2} − 12 = 14 , which
is exactly (2.25).
2.3 A note on Sar´ko¨zy’s theorem
We can also consider the existence of 2-term polynomial progressions in subsets of a finite field. In the
integer setting, this kind of result is usually called Sar´ko¨zy’s Theorem, which was first proved independently
by Sar´ko¨zy [90] and Furstenberg [38] (Sar´ko¨zy’s result is quantitative). See [2, 47, 68, 69, 70, 86, 92] for
more references about ongoing investigation on this topic.
Let P ∈ Fp[x] be a polynomial without constant term. Define
F (x) =
1
p
∑
y∈Fp
f(x− P (y)).
Then we have a sharp power-saving estimate
Theorem 2.20
‖F − Ef‖2 ≤ p− 12 ‖f‖2 (2.26)
holds for any f : Fp → C. Moreover, this is an equality when P (y) = y2 and Ef = 0.
Proof: As in the bilinear version of F , we can use Fourier transform to rewrite F as
F (x) = fˆ(0) +
∑
ξ
fˆ(ξ)K(ξ)ep(ξx),
where the kernel K satisfies K(0) = 0 and
K(ξ) =
1
p
∑
y
ep(−ξP (y)), ξ 6= 0.
By Parseval and the square-root cancellation estimate for K,
‖F − Ef‖2 = ‖fˆK‖l2 . 1√
p
‖f‖2.
When P (y) = y2, the l∞ norm of K is exactly 1√p . Therefore, the above inequality becomes equality when
Ef = 0. 
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Corollary 2.21 Let P ∈ Fp[X] be a polynomial without constant term. Then for any A ⊂ Fp, |A| = δp with
δ > cp−
1
2 , there are & δ2p2 pairs x, x+ P (y) ∈ A with y 6= 0.
Proof: Given A ⊂ Fp with density δ & p− 12 , let f = χA. Then Ef = δ and ‖f‖2 = δ 12 .
1
p2
∑
x
∑
y
f(x)f(x+ P (y)) = E(fF ) = E(f(F − Ef) + fEF )
≥ (EF )2 − ‖f(F − EF )‖1 ≥ (EF )2 − c‖f‖2p− 12 ‖f‖2 = δ2 − cp− 12 δ & δ2.
Note that this lower bound is larger than the trivial lower bound δp (simply sum over x when y = 0). 
We are interested in how the result in the corollary can be transformed to the integer setting {1, 2, . . . , p}
with a possible worse lower bound for the density. This will be a future direction of study.
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Chapter 3
Discrete bilinear singular Radon
transform
This chapter presents my work on the boundedness of a discrete bilinear Hilbert transform [22] and joint
work with Meng [28]. We prove that for a large class of functions P and Q, the discrete bilinear operator
TP,Q(f, g)(n) =
∑
m∈Z\{0} f(n− P (m))g(n−Q(m)) 1m is bounded from l2 × l2 into l1+,∞ for any  ∈ (0, 1].
3.1 Introduction
Recall that the Hilbert transform (HT for short) is defined by
H(f)(x) =
∫
f(x− t) dt
t
, f ∈ S(R),
where S(Rn), n ∈ N, is the Schwartz space on Rn. It was proved in 1928 ([88]) that HT is bounded on Lp
for p ∈ (1,∞). An interesting generalization of HT is the so-called HT along curves:
HC(f)(x) =
∫
f(x− γ(t))dt
t
, f ∈ S(Rn).
Here γ : R→ Rn is a well-behaved curve. The Lp boundedness of HC has been obtained for various curves.
See [97] for a comprehensive survey and [17] for a generalization of HC to the non-translation-invariant
setting. When γ is a polynomial with integer coefficients, there is a discrete version of HC defined by
HdisC (f)(n) =
∑
m∈Z\{0}
f(n− γ(m)) 1
m
, f ∈ D(Zn),
where D(Zn) is the space of compactly supported complex-valued functions defined on Zn. On the one hand
HdisC has many applications in ergodic theory ([54, 73, 74, 75, 77]), but one the other hand this discrete
operator is more subtle to handle than its continuous counterpart HC , as many number theoretical tools
are involved. HdisC was at first proved to be bounded on l
p for p ∈ ( 32 , 3) ([98]). This restricted range was
extended to the full range (1,∞) a long time later ([53, 72]).
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Another direction of generalizing HT is to consider its bilinear analogue, which is significantly more
difficult to analyze since Plancherel Theorem is unavailable in the bilinear setting. The bilinear Hilbert
transform (BHT for short) can be defined as
B(f, g)(x) =
∫
f(x− t)g(x+ t) dt
t
, f, g ∈ S(R).
It was about 70 years after the first proof of the boundedness of HT that Lacey and Thiele ([60, 61]) obtained
the Lp estimates for BHT. Very recently, Lp estimates for BHT along curves
BC(f, g)(x) =
∫
f(x− t)g(x− γ(t)) dt
t
, f, g ∈ S(R),
were also established when γ is a polynomial ([65]). Note that BC is a natural bilinear version of HC .
Following the development of the linear case, in this paper we consider the discrete version of BC , that
is,
BdisC (f, g)(n) =
∑
m∈Z\{0}
f(n−m)g(n− P (m)) 1
m
, f, g ∈ D(Z),
where P is a polynomial with integer coefficients. This operator can also be viewed as a bilinear analogue
of HdisC . As H
dis
C is harder to handle than HC , it is reasonable to expect that proving boundedness of B
dis
C
should be more difficult than that of BC . As a starting point of the long journey of investigation on B
dis
C ,
in this article we show the l2 × l2 → l1+,∞ boundedness of BdisC (Theorem 4.2).
We will study an operator that is more general than BdisC (see (3.1)). Given two functions P and Q that
map Z into Z, define
AP,Q :=
{
(m1,m2) ∈ (Z \ {0})2 : P (m1)−Q(m1) = P (m2)−Q(m2)
}
.
We say that the pair of functions (P,Q) satisfies condition (?) if there are constants D1 and D2 such that
|m1|
|m2| ≤ D1 for all (m1,m2) ∈ AP,Q and for each m1 ∈ Z, there are at most D2 pairs (m1,m2) in the set
AP,Q.
Theorem 3.1 Given two functions P and Q that map Z into Z, let
TP,Q(f, g)(n) :=
∑
m∈Z\{0}
f(n− P (m))g(n−Q(m)) 1
m
, f, g ∈ D(Z). (3.1)
Assume that (P,Q) satisfies condition (?). Then for any  ∈ (0, 1], there is a constant C depending only on
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, D1 and D2 such that
‖TP,Q(f, g)‖l1+,∞ ≤ C‖f‖l2‖g‖l2 . (3.2)
Remarks. (1). Condition (?) is mild. A pair of polynomials with integer coefficients (P,Q) satisfies
condition (?) as long as P − Q is not constant. Note that D1 depends on the coefficients of P and Q, so
does C in the theorem. It is natural to expect that this dependence can be removed, as uniform estimates
exist for related operators ([42, 43, 62, 63, 65, 98, 104]). We shall not pursuit this here.
(2). We conjecture that at least for some special pairs of P and Q (for example, P (t) = t and Q(t) = t2),
TP,Q is bounded from l
p × lq into lr, where p, q ∈ (1,∞), 1p + 1q = 1r . This problem is very difficult and
currently out of reach.
(3). A useful operator related with TP,Q is the corresponding maximal operator
T ∗P,Q(f, g)(n) = sup
M∈[1,∞)
| 1
M
M∑
m=1
f(n− P (m))g(n−Q(m))|,
which is at first proved to be bounded from l2 × l2 to lr when r > 1 ([52]). By using Ho¨lder inequality and
boundedness of the corresponding discrete linear maximal function f → supM∈[1,∞)] 1M
∑M
m=1 |f(n−P (m))|
(see, for example, [10, 56, 76, 109]), we can prove that T ∗P,Q is bounded from l
p × lq into lr, whenever
p, q ∈ (1,∞), 1p + 1q = 1r , and r > 1 (see p.75 in [105] for a similar trick). Whether the restriction r > 1 can
be dropped is still unknown.
(4). See [64] for a discussion about an ergodic analogue of TP,Q.
The rest of paper is devoted to the proof of Theorem 3.1.
3.2 Proof of theorem 3.1
We will use A . B to denote the statement that A ≤ CB for some positive constant C. When the implied
constant C depends on r, we write A .r B. All the constants may depend on D1 and D2 (appeared in
the definition of condition (?)), but this dependence will be suppressed since D1 and D2 are often fixed in
applications. A ' B is short for A . B and B . A. For any set of integers E, |E| and χE will be used to
denote the counting measure and the indicator function of E, receptively.
Let P and Q be a pair of functions satisfying condition (?). For notational convenience, we will simply
write T for TP,Q and r := 1 + . For any λ > 0 and f, g ∈ D(Z), define the level set Eλ = {n ∈ Z :
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|T (f, g)(n)| > λ}. Our goal is to prove the following the level set estimate
|Eλ| .r 1
λr
, whenever ‖f‖l2 = ‖g‖l2 = 1. (3.3)
We first write T =
∑
m∈Z\{0} f(n − P (m))g(n − Q(m)) 1m as a bilinear multiplier operator. Recall the
Fourier transform for any f ∈ D(Z) is defined by fˆ(ξ) := ∑m∈Z f(m)e−2piiξm. Hence
T (f, g)(n) =
∫
T
∫
T
fˆ(ξ)gˆ(η)e2pii(ξ+η)nσ(ξ, η) dξdη,
where T is the unit circle and σ is the periodic multiplier (a.k.a symbol) given by
σ(ξ, η) =
∑
m∈Z\{0}
1
m
e−2pii(P (m)ξ+Q(m)η).
Then we decompose dyadically the symbol σ as follows. Pick an odd function ρ ∈ S(R) supported in the
set {x : |x| ∈ ( 12 , 2)} with the property that
1
x
=
∞∑
j=0
1
2j
ρ
( x
2j
)
for any x ∈ R with |x| ≥ 1.
So the symbol σ can be written as σ(ξ, η) =
∑∞
j=0 σj(ξ, η), where
σj(ξ, η) :=
1
2j
∑
m∈Z
ρ
(m
2j
)
e−2pii(P (m)ξ+Q(m)η).
Correspondingly T =
∑∞
j=0 Tj , where
Tj(f, g)(n) =
∫
T
∫
T
fˆ(ξ)gˆ(η)e2pii(ξ+η)nσj(ξ, η) dξdη
=
1
2j
∑
m∈Z
ρ
(m
2j
)
f(n− P (m))g(n−Q(m)).
By the support of ρ and Ho¨lder inequality, it is easy to see ‖Tj(f, g)‖l1 . ‖f‖l2‖g‖l2 . So we have the
following level set estimate for each Tj .
Lemma 3.2 For any f, g ∈ D(Z) with l2-norm 1, j ∈ N, and λ > 0, we have
|{n ∈ Z : |Tj(f, g)(n)| > λ}| . 1
λ
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This lemma says that each single Tj is under good (and uniform) control. The difficulty is how to get desired
estimates for the sum of Tj ’s. In the following we will apply the idea of TT
∗ method.
Define an auxiliary function h(n) = T (f,g)(n)|T (f,g)(n)|
χ
Eλ(n). It is easy to verify that
λ2|Eλ|2 ≤
(∑
n∈Z
T (f, g)(n)h(n)
)2
. (3.4)
By Fubini theorem and the definition of Fourier transform,
∑
n∈Z
T (f, g)(n)h(n) =
∫
T
∫
T
fˆ(ξ)gˆ(η)σ(ξ, η)hˆ(−(ξ + η)) dξdη
=
∫
T
∫
T
fˆ(ξ − η)gˆ(η)σ(ξ − η, η)hˆ(−ξ) dξdη
Apply 2-dim Cauchy-Schwarz inequality to separate fˆ(ξ − η)gˆ(η) and σ(ξ − η, η)hˆ(−ξ) and then invoke
change of variable and Plancherel Theorem. Then we get
(∑
n∈Z
T (f, g)(n)h(n)
)2
≤ B|Eλ|, (3.5)
where
B := sup
ξ∈T
∫
T
|σ(ξ − η, η)|2dη
Alternatively, we could apply 1-dim Cauchy-Schwarz inequality twice w.r.t. dξ and dη respectively, and then
get the same upper bound as in (3.5) with B being replaced with supξ∈T
∫
T
|σ(ξ, η)|2dη. This will change
the condition on P −Q to the same one on P .
Combining (3.4) and (3.5), we see that |Eλ| ≤ Bλ2 . Hence to prove (3.3), it suffices to obtain the estimate
B .r λ2−r. (3.6)
To control B we make use of the dyadic decomposition of σ, aiming for some cancellations. For any
ξ ∈ T,
∫
T
|σ(ξ − η, η)|2 dη =
∫
T
∣∣∣∣∣∣
∞∑
j=0
σj(ξ − η, η)
∣∣∣∣∣∣
2
dη
≤
∞∑
j1,j2=0
1
2j1
1
2j2
∑
m1,m2∈Z
∣∣∣ρ(m1
2j1
)
ρ
(m2
2j2
)∣∣∣χAP,Q(m1,m2)
(3.7)
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By condition (?), |m1||m2| ≤ D1 for all (m1,m2) ∈ AP,Q. The support of ρ forces |m1| ' 2j1 and |m2| ' 2j2 .
These facts show that |j1 − j2| . 1. Also note that for each m1, there are only bounded number of m2’s
such that (m1,m2) ∈ AP,Q. Thus (3.7) implies
B = sup
ξ∈T
∫
T
|σ(ξ − η, η)|2 dη .
∞∑
j=0
1
2j
.
When λ ≥ 1, as r ∈ (1, 2], trivially B . λ2−r and we are done. Let M = [(2 − r) log2 1λ ] + 1, where [x]
denotes the integer part of x. In the case λ < 1, since
∑∞
j=M+1
1
2j .r λ2−r, the above method still gives the
desired estimate for
∑∞
j=M+1 Tj , the operator associated with the symbol
∑∞
j=M+1 σj . It remains to control
the level set of the operator
∑M
j=0 Tj for λ < 1. Applying Lemma 3.2, we have
∣∣∣∣∣∣
n ∈ Z :
∣∣∣∣∣∣
M∑
j=0
Tj(f, g)(n)
∣∣∣∣∣∣ > λ

∣∣∣∣∣∣ . M
2
λ
.r
1
λr
,
where we used the facts r > 1 and λ < 1 in the last inequality. This finishes the proof of Theorem 3.1.
3.3 Extensions to some arithmetic functions
Recall what we proved in the previous section:
Theorem 3.3 Given two functions P and Q that map Z into Z, assume that P or Q satisfies Condition
(?). Then for any  ∈ (0, 1], there is a constant C depending only on , D1 and D2 such that the operator
BdisP,Q defined by
BdisP,Q(f, g)(n) :=
∑
m∈Z\{0}
f(n− P (m))g(n−Q(m)) 1
m
, f, g ∈ D(Z). (3.8)
satisfies
‖BdisP,Q(f, g)‖l1+,∞ ≤ C‖f‖l2‖g‖l2 , for any f, g ∈ l2. (3.9)
Monotonic functions and non-constant polynomials satisfy Condition (?). However, Condition (?) re-
quires that the function can attain each value for only bounded number of times, which excludes numerous
arithmetic functions. For example, Ford [34] proves that for any k ≥ 2 there exists nk such that the Euler’s
totient function φ(n) equals nk for at least k times. Thus φ does not satisfy Condition (?). By the fact that
gaps between primes can be arbitrarily large, the prime counting function pi(n) does not satisfy Condition
(?) either. Due to the discrete nature of the operator BdisP,Q, it is interesting to seek for a weaker condition
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for P and Q that includes some important arithmetic functions having many common values. The definition
and the main theorem of our paper below serve as this purpose.
Definition 3.4 For any function R that maps Z into Z, let
SRM,N :=
{
(m,n) : R(m) = R(n),
1
2
N ≤ |n| ≤ 2N, 1
2
M ≤ |m| ≤ 2M
}
.
We say that R satisfies Condition (??) if there exist constants δ > 0 and δ′ > 0 such that
|SRM,N | ≤
δ′MN
(logM logN)1+δ
. (3.10)
Roughly speaking, Condition (??) says that the solutions of R(m) = R(n) in each dyadic strip have density
slightly less than that of prime pairs. It is easy to see that Condition (?) implies Condition (??) for any
δ > 0 and thus the following main theorem of this paper extends Theorem 3.3.
Theorem 3.5 Given two functions P and Q that map Z into Z, assume that P or Q satisfies Condition
(??). Then for any  ∈ ( 12δ+1 , 1), there exists a constant Cδ,δ′ depending only on δ and δ′ appeared in
Condition (??) such that the operator BdisP,Q defined by
BdisP,Q(f, g)(n) :=
∑
m∈Z\{0}
f(n− P (m))g(n−Q(m)) 1
m
, f, g ∈ D(Z). (3.11)
satisfies
‖BdisP,Q(f, g)‖l1+ ≤ Cδ,δ′‖f‖l2‖g‖l2 , for any f, g ∈ l2. (3.12)
Remarks. (1). When  = 12δ+1 or  = 1, we have weak-l
1+ estimate. See the proof of Theorem 3.5 in
Section 2.1.2.
(2) When P (m) = m and Q is a polynomial, the operator norm of BdisP,Q we obtained is independent of
Q. Such uniform estimates also appear in the continuous setting ([42, 62, 65, 104]).
(3) Note that the lower bound for  goes to 0 as δ tends to ∞. This gives an evidence that l2 × l2 → l1-
boundedness of BdisP,Q may be true for at least some special P and Q.
Very interestingly, Condition (??) covers some important arithmetic functions from number theory.
Corollary 3.6 If P or Q equals the Euler’s totient function φ(|m|) or the prime counting function pi(|m|),
then for any  ∈ (0, 1), we have
‖BdisP,Q(f, g)‖l1+ ≤ C‖f‖l2‖g‖l2 , for any f, g ∈ l2. (3.13)
34
To better demonstrate the behaviors of BdisP,Q(f, g)(n) when P (m) = φ(|m|) or P (m) = pi(|m|), we exhibit
the graphs of the operator for f(x) = g(x) = 1x2+1 . Fix Q(m) = sgn(m)d(|m|), where d(m) :=
∑
a|m 1 (m >
0) is the divisor function. We have
|SdM,N | &
MN
logM logN
,
as d(p) = 2 for any prime p. Therefore Q does not satisfies Condition (??). We truncate the sum
BdisP,Q(f, g)(x) =
∑
m∈Z\{0} f(x − P (m))g(x − Q(m)) 1m up to |m| ≤ T0 = 1000. For any |x| ≤ 15, the
error will be bounded by 1(T0−15)2 which is good enough for us to plot Figure 3.1 and 3.2.
Figure 3.1: BdisP,Q(f, g)(x): P (m) = φ(|m|), Q(m) =
sgn(m)d(|m|)
Figure 3.2: BdisP,Q(f, g)(x): P (m) = pi(|m|), Q(m) =
sgn(m)d(|m|)
Open Problems
There are a few related open problems to consider.
(1). When P and Q are polynomials, we believe that the operator norm of BP,Q may be chosen to be
independent of the coefficients of both P and Q. We do not know how to achieve this.
(2). A useful operator related with BdisP,Q is the corresponding maximal operator
B∗P,Q(f, g)(n) = sup
M∈[1,∞)
∣∣∣∣∣ 1M
M∑
m=1
f(n− P (m))g(n−Q(m))
∣∣∣∣∣ .
It is conjectured that this operator is bounded from l2 × l2 into l1,∞. See [22, 52] for some positive results
about this operator.
(3). In our proof of Corollary 3.6, we use results about the Carmichael conjecture and gaps between
primes. In converse, we wonder if the boundedness of this kind of operators could imply some information
of the Carmichael conjecture and prime gaps.
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(4). Note that if P is a constant function, then BdisP,Q is bounded using the theory of discrete linear Radon
transform [53, 72]. In this extreme case, |SPM,N | ' MN . It remains to understand what happens if |SPM,N |
lies in between:
MN
logM logN
. |SPM,N | .MN. (3.14)
For example, besides the divisor function d, Mo¨bius function µ and Ω function (the number of prime divisors)
also satisfy (3.14). Therefore, Theorem 3.5 does not cover the cases when both P and Q are among these
functions. Nevertheless, let us examine the graphs of the operator as before:
Figure 3.3: BdisP,Q(f, g)(x): P (m) = µ(|m|), Q(m) =
sgn(m)d(|m|)
Figure 3.4: BdisP,Q(f, g)(x): P (m) = Ω(|m|), Q(m) =
sgn(m)d(|m|)
These pictures have similar shapes as those in Figures 3.1-3.2. It is reasonable to conjecture that our
main theorem still holds in these cases.
Throughout this paper, we use A . B to denote the statement that A ≤ CB for some positive constant
C. When the implied constant C depends on some parameter, say δ, we may write A .δ B. A ' B is short
for A . B and B . A. For any set of integers E, |E| and χE will be used to denote the counting measure
and the indicator function of E, receptively.
3.3.1 Arithmetic functions with many common values
In this section, we show that Euler’s totient function φ(n) and the prime counting function pi(n) satisfy
Condition (??), and thus prove Corollary 3.6 assuming Theorem 3.5. We will introduce some backgrounds
in a friendly way, as to make our paper more readable to both number theorists and analysts.
Euler’s totient function
Euler introduced the function φ(n) which counts the number of positive integers ≤ n that are coprime to
n. Euler’s totient function not only has deep connections with prime numbers, but also appears in many
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classical theorems in number theory. We know that Euler’s totient function φ(n) is multiplicative, i.e. if
gcd(m,n) = 1, then φ(mn) = φ(m)φ(n). We have Euler’s product formula
φ(n) = n
∏
p|n
(
1− 1
p
)
,
and the following discrete Fourier representation [91],
φ(n) =
n∑
k=1
gcd(k, n)e−
2piik
n .
In order to estimate the size of the set SφM,N , we need to consider the number of solutions of the equation
φ(n) = φ(m). Given m, Carmichael ([13], [14]) conjectured that there is at least one other integer n 6= m
such that φ(n) = φ(m), which is the so called Carmichael’s totient function conjecture. For each natural
number m, let A(m) be the number of n such that φ(n) = m. An alternative way of stating Carmichael’s
conjecture is that A(m) can never be 1.
We will use the bounds of A(m) to verify Condition (??) for φ. Ford [34] showed that, for any k ≥ 2,
there exist infinitely many m such that A(m) = k. For the upper bound, Pomerance [87] showed that
A(m) ≤ m exp (−(1 + o(1)) logm log log logm/ log logm) =: U(m).
Therefore,
|SφM,N | .MU(φ(2M)) .MU(M) .M ·
M
(logM)C
for any C > 0, (3.1)
where the implied constant is absolute. Note that if φ(n) = m, then n . m log logm ([46], Thereom 328).
Hence SφM,N is not empty only when M . N log logN and N . M log logM . Combining this fact with
(3.1), we get
|SφM,N | .
MN
(logM logN)1+δ
for any δ > 0,
as desired.
Gaps between primes
Let pi(x) be the number of primes no more than x. The famous Prime Number Theorem (PNT) states that,
as x→∞,
pi(x) ∼ x
log x
. (3.2)
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Here f(x) ∼ g(x) means that f(x)/g(x) goes to 1 as x goes to ∞. PNT was first proved independently in
1896 by Hadamard and de la Valle´e Poussin. They both used the properties of the Riemann zeta-function
ζ(s) =
∑
n≥1 n
−s introduced by Riemann in his celebrated memoir.
Since pi(n) = pi(m) can only occur when n and m are between two consecutive prime numbers, we need
information about the gaps between primes, which have been extensively studied and many conjectures still
remain open. PNT implies that the average gap between a prime p and the next prime is about log p. By
(3.2), one can derive that, for any  > 0, there exists a prime in the interval (p, p+ p] for sufficiently large
prime p. However, this is not enough for our application, as we need results for primes in shorter intervals.
Let I(θ, x) be the interval [x, x+xθ]. Hoheisel [49] showed that I(θ, x) contains primes for any θ > 3299933000
as x → ∞. Later, several authors made contributions to get smaller values of θ for which I(θ, x) contains
primes for sufficiently large x. Iwaniec and Jutila ([55], θ > 59 ) introduced to this problem a sieve method,
which was later refined by Heath-Brown and Iwaniec ([48], θ > 1120 ). The best result to date is due to Baker,
Harman, and Pintz [1], who showed that we can take θ ≥ 0.525. Riemann Hypothesis implies that I(θ, x)
contains primes for any θ > 12 as x→∞ [15].
Using the result of Baker-Harman-Pintz, the size of the set SpiM,N
|SpiM,N | .Mθ0M,
where θ0 = 0.525. By the above results about gaps between primes, we have M ' N if SpiM,N 6= ∅. Since
θ0 < 1, we deduce that
|SpiM,N | .
MN
(logM logN)1+δ
for any δ > 0,
and hence we verify Condition (??) for pi.
It is worth mentioning here some recent breakthroughs concerning gaps between primes. Let pn be the
n-th prime. Zhang [108] and Maynard [71] showed that there exists some absolute constant C such that
pn+1 − pn < C happens infinitely often. For large gaps, Ford, Green, Konyagin, Maynard, and Tao [35]
proved that there are infinitely many n’s such that
pn+1 − pn & log n log log n log log log log n
log log log n
.
It is possible that the boundedness of BdisP,Q could provide a new approach to study gaps between primes.
We shall not pursue this interesting idea here.
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3.3.2 Proof of Theorem 3.5
By symmetry, we only consider the case that P satisfies Condition (??) with parameter δ and δ′ (and Q is
arbitrary). For notational convenience, we will simply write T for BdisP,Q. For any λ > 0 and f, g ∈ D(Z),
define the level set
Eλ := {n ∈ Z : |T (f, g)(n)| > λ}.
Fix  ∈ [ 12δ+1 , 1]. Our goal is thus to prove the following the level set estimate
|Eλ| .δ,δ′ 1
λ1+
, whenever ‖f‖l2 = ‖g‖l2 = 1. (3.1)
The (strong) l1+-bound of T (f, g) will follow immediately from interpolation.
We will only consider the case λ < 1. The other case can be proved similarly (In fact, the case λ ≥ 1 is
simpler: just set M = 0 in the proof below).
Define the Fourier transform for any f ∈ D(Z) by
fˆ(ξ) :=
∑
m∈Z
f(m)e−2piiξm.
Then our operator can be rewritten as
T (f, g)(n) =
∑
m∈Z\{0}
f(n− P (m))g(n−Q(m)) 1
m
=
∫
T2
fˆ(ξ)gˆ(η)e2pii(ξ+η)nσ(ξ, η) dξdη,
where T is the unit circle and σ is the periodic bilinear multiplier given by
σ(ξ, η) =
∑
m∈Z\{0}
1
m
e−2pii(P (m)ξ+Q(m)η).
Using a standard technique, we proceed to decompose the multiplier σ dyadically. Choose an odd function
ρ ∈ S(R) supported in the set {x : |x| ∈ ( 12 , 2)} with the property that
1
x
=
∞∑
j=0
1
2j
ρ
( x
2j
)
for any x ∈ R with |x| ≥ 1.
Let
σj(ξ, η) :=
1
2j
∑
m∈Z
ρ
(m
2j
)
e−2pii(P (m)ξ+Q(m)η),
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and consequently
σ(ξ, η) =
∞∑
j=0
σj(ξ, η).
Correspondingly T can be written as the sum
∑∞
j=0 Tj , where
Tj(f, g)(n) =
∫
T
∫
T
fˆ(ξ)gˆ(η)e2pii(ξ+η)nσj(ξ, η) dξdη
=
1
2j
∑
m∈Z
ρ
(m
2j
)
f(n− P (m))g(n−Q(m)).
Let M be a non-negative integer to be determined later. Decompose T into two parts:
∑M−1
j=0 Tj and∑∞
j=M Tj . It remains to control the level sets
E
(1)
λ :=
n ∈ Z :
∣∣∣∣∣∣
M−1∑
j=0
Tj(f, g)(n)
∣∣∣∣∣∣ > λ
 (3.2)
and
E
(2)
λ :=
n ∈ Z :
∣∣∣∣∣∣
∞∑
j=M
Tj(f, g)(n)
∣∣∣∣∣∣ > λ
 (3.3)
E
(1)
λ can be estimated by the following simple lemma, whose proof is based on Ho¨lder inequality and is
omitted.
Lemma 3.7 There is an absolute positive constant C such that for any j ≥ 0,
‖Tj(f, g)‖l1 ≤ C‖f‖l2‖g‖l2 .
By Lemma 3.7 and triangle inequality, we see that
|E(1)λ | ≤
M
λ
. (3.4)
Note that (3.4) is useful, i.e. better than the upper bound 1λ1+ , only when λ < 1. We do not need this
estimate in the case λ ≥ 1.
To control |E(2)λ |, we employ a TT ∗ method. Define an auxiliary function
h(n) =
II(f, g)(n)
|II(f, g)(n)|
χ
E
(2)
λ
(n),
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where
II(f, g)(n) :=
∞∑
j=M
Tj(f, g)(n).
It is easy to verify that
λ2|E(2)λ |2 ≤
(∑
n∈Z
II(f, g)(n)h(n)
)2
. (3.5)
By Fubini’s theorem and the definition of Fourier transform we obtain
∑
n∈Z
II(f, g)(n)h(n) =
∫
T2
fˆ(ξ)gˆ(η)
∞∑
j=M
σj(ξ, η)hˆ(−(ξ + η)) dξdη
=
∫
T2
fˆ(ξ)gˆ(η − ξ)
∞∑
j=M
σj(ξ, η − ξ)hˆ(−η) dηdξ
Invoking Cauchy-Schwarz inequality and Plancherel’s Theorem we get
(∑
n∈Z
II(f, g)(n)h(n)
)2
≤
∫
T
|fˆ(ξ)||E(2)λ |
1
2
∫
T
|gˆ(η − ξ)|2
∣∣∣∣∣∣
∞∑
j=M
σj(ξ, η − ξ)
∣∣∣∣∣∣
2
dη

1
2
dξ

2
≤ |E(2)λ |
∫
T
∫
T
|gˆ(η)|2
∣∣∣∣∣∣
∞∑
j=M
σj(ξ, η)
∣∣∣∣∣∣
2
dηdξ
≤ V |E(2)λ |
(3.6)
where
V := sup
η∈T
∫
T
∣∣∣∣∣∣
∞∑
j=M
σj(ξ, η)
∣∣∣∣∣∣
2
dξ.
Using (3.5) and (3.6), we see that
|E(2)λ | ≤
V
λ2
. (3.7)
To control V , we recall
SPM,N =
{
(m,n) : P (m) = P (n),
1
2
N ≤ |n| ≤ 2N, 1
2
M ≤ |m| ≤ 2M
}
,
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and note that for any η ∈ T,
∫
T
∣∣∣∣∣∣
∞∑
j=M
σj(ξ, η)
∣∣∣∣∣∣
2
dξ
≤
∞∑
j1,j2=M
1
2j1
1
2j2
∑
m1,m2∈Z
∣∣∣ρ(m1
2j1
)
ρ
(m2
2j2
)∣∣∣χSP
2j1 ,2j2
(m1,m2).
(3.8)
By the support of ρ and Condition (??), (3.8) implies that
V .
∞∑
j1,j2=M
1
2j1
1
2j2
|SP2j1 ,2j2 | .δ′
∞∑
j1,j2=M
1
(j1j2)1+δ
.δ,δ′
1
M2δ
. (3.9)
Combing (3.7) and (3.9), we get the estimate for |E(2)λ |
|E(2)λ | .δ,δ′
1
λ2M2δ
. (3.10)
Apply (3.4) and (3.10), and one gets
|Eλ| ≤ |E(1)λ/2|+ |E(2)λ/2| .δ,δ′
M
λ
+
1
λ2M2δ
. (3.11)
Optimize the above upper bound by choosing M to be an integer near ( 1λ )
1
1+2δ , and we obtain
|Eλ| .δ,δ′ M
λ
.
(
1
λ
) 1
1+2δ 1
λ
. 1
λ1+
,
as  ≥ 11+2δ and λ < 1. This is our desired estimate (3.1), and the proof of Theorem 3.5 is thus complete.
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Chapter 4
Bilinear Hilbert transform along two
polynomials
This chapter include my research on bilinear Hilbert transform along two polynomials [23]. We prove that
the bilinear Hilbert transform along two polynomials BP,Q(f, g)(x) =
∫
R f(x−P (t))g(x−Q(t))dtt is bounded
from Lp × Lq to Lr for a large range of (p, q, r), as long as the polynomials P and Q have distinct leading
and trailing degrees. The same boundedness property holds for the corresponding bilinear maximal function
MP,Q(f, g)(x) = sup>0 12
∫ 
− |f(x− P (t))g(x−Q(t))|dt.
4.1 Introduction
The Hilbert transform along a curve γ : R→ Rn is defined by
Hγ(f)(x) :=
∫
R
f(x− γ(t))dt
t
, f ∈ S(Rn). (4.1)
Here S(Rn), n ∈ N, denotes the space of Schwartz functions on Rn. Stein ([93]) raised the question that
under what condition on γ is Hγ bounded from L
p(Rn) to itself for some p. Among many curves, a simple but
important two dimensional example is the curve γa,b(t) = (t
a, tb), where a, b are distinct natural numbers.
For this particular type of curve, (4.1) becomes
Hγa,b(f)(x1, x2) =
∫
R
f(x1 − ta, x2 − tb)dt
t
, f ∈ S(R2). (4.2)
The L2-boundedness of Hγa,b was first proved by Fabes [32] and Stein and Wainger [95], using different
methods. Nagel et.al. [80, 81] obtained the Lp-boundedness for p ∈ (1,∞). It turns out γa,b is the model
curve for the very general “well-curved” curves ([97]).
The purpose of this article is to investigate a bilinear analogue of Hγa,b . Given two polynomials P and
Q on R, define the bilinear Hilbert transform along P,Q by
BP,Q(f, g)(x) :=
∫
R
f(x− P (t))g(x−Q(t))dt
t
, f, g ∈ S(R). (4.3)
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In the above definition, instead of just ta and tb, two arbitrary polynomials are involved, which provides a
more general framework. A natural question is that under what condition on P and Q does BP,Q satisfy
any Lp estimates. For this problem, we can assume without loss of generality that both P and Q contain
no constant term. There are already some positive results in the literature. For example, when P and Q
are distinct linear polynomials, BP,Q is in fact the famous bilinear Hilbert transform, whose boundedness
was proved by Lacey and Thiele in a pair of breakthrough papers ([60, 61]). Xiaochun Li first studied the
case P (t) = t, Q(t) = td, d ∈ N, and showed that BP,Q is bounded from L2×L2 to L1 ([64]). Together with
Lechao Xiao, Li later ([65]) obtained the Lp estimates in full range when P (t) = t and Q is any polynomial
without linear term. Following the approach in [64, 65], we obtain the theorems below which can be viewed
as an extension of Li-Xiao’s result to a larger range of pairs of polynomials.
Definition 4.1 The correlation degree of any two polynomials P and Q is defined as the smallest natural
number d such that any non-zero real root of P ′(x)−Q′(x) has multiplicity at most d.
Theorem 4.2 Given two polynomials P and Q without constant terms, we can always write them as
P (t) = ad1t
d1 + ad1−1t
d1−1 + · · ·+ ae1te1 , 1 ≤ e1 ≤ d1, ad1ae1 6= 0 (4.4)
Q(t) = bd2t
d2 + bd2−1t
d2−1 + · · ·+ be2te2 , 1 ≤ e2 ≤ d2, bd2be2 6= 0. (4.5)
Assume d1 6= d2 and e1 6= e2. Then there is a constant CP,Q depending on P and Q (and of course p, q, r)
such that BP,Q defined in (4.3) satisfies ‖BP,Q(f, g)‖r ≤ CP,Q‖f‖p‖g‖q for any f, g ∈ S(R), whenever
p, q ∈ (1,∞), 1r = 1p + 1q , r > dd+1 . Here d is the correlation degree of P and Q.
Remarks. 1. In the expressions (4.4) and (4.5), we can call d1 and d2 the leading degrees, as they are the
degrees of the leading terms. Similarly, e1 and e2 may be called trailing degrees if we name ae1t
e1 and
be2t
e2 as trailing terms. So the condition imposed on P and Q in the theorem can be phrased in words as
“P and Q have distinct leading and trailing degrees”.
2. We conjecture that the constant CP,Q in the theorem may be chosen to be independent of the
coefficients of the polynomials. This seems to be a hard and technical problem, whose solution may involve
the ideas in the proof of uniform estimate for the bilinear Hilbert transform ([42, 62, 104]).
3. For any fixed natural number d, there exist polynomials P and Q with correlation degree d such that
BP,Q is unbounded whenever r <
d
d+1 (see Section 3.2 in [65] for an example). In this sense the lower bound
for r given in Theorem 4.2 is sharp up to the endpoint. However, if we fix the polynomials P and Q, the
lower bound of r in Theorem 4.2 may not be the best. For instance, let P (t) = t6 and Q(t) = 3t4 − 3t2.
44
Then BP,Q is the zero operator, which is trivially bounded for r >
1
2 . But the correlation degree of P and
Q is 2. It is interesting to find a way to determine the lowest r for any given P and Q. This task requires
improvement on Lemma 4.4 (see Section 4.2).
As a byproduct of the proof of Theorem 4.2, we obtain the same estimate for the bilinear maximal
function MP,Q defined by
MP,Q(f, g)(x) := sup
>0
1
2
∫ 
−
|f(x− P (t))g(x−Q(t))| dt. (4.6)
Theorem 4.3 Let P,Q and p, q, r satisfy the conditions stated in Theorem 4.2. Then MP,Q is bounded
from Lp × Lq to Lr.
Just like the relationship between BP,Q and Hγa,b , MP,Q can be viewed as a bilinear analogue of the the
maximal function associated with Hγa,b ,
Mγa,b(f)(x1, x2) := sup
h>0
1
2h
∫ h
−h
|f(x1 − ta, x2 − tb)| dt, f ∈ S(R2).
The Lp-boundedness of Mγa,b was proved in [82] (see [94, 96, 97] for further developments on more general
curves), and Theorem 4.3 is the parallel result in the bilinear setting.
The rest of the paper is organized as follows. In section 4.2, we make careful decompositions on our
operator, and after throwing away the paraproduct part, reduce Theorem 4.2 to two estimates (Proposition
4.7 and Proposition 4.8): a scale-type decay estimate when p = q = 2, and a moderate blow-up estimate
for general p and q. The decay estimate will be proved in section 4.3 and 4.4, using TT* method and σ-
uniformity method. In the last section, we show how to obtain the moderate blow-up estimate by adapting
methods from [65], and prove Theorem 4.3.
Throughout the paper we use C to denote a positive constant (which may depend on P and Q) whose
value is allowed to change from line to line. A . B means A ≤ CB. A ' B is short for A . B and B . A.
We use A ∼ B to denote the statement that B is the leading term (principal contribution) of A after using
Taylor expansion or stationary phase method. χE will be used to denote the indicator function of a set E.
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4.2 Decomposition and reduction
Pick an odd function ρ ∈ S(R) supported in the set {x : |x| ∈ ( 12 , 2)} with the property that t−1 =∑
j∈Z 2
jρ(2jt) for any t 6= 0. Then we can write BP,Q(f, g)(x) =
∑
j∈Z Tj(f, g)(x), where
Tj(f, g)(x) :=
∫
f(x− P (t))g(x−Q(t))2jρ(2jt) dt (4.1)
=
∫∫
fˆ(ξ)gˆ(η)e2pii(ξ+η)xmj(ξ, η) dξdη,
and
mj(ξ, η) :=
∫
2jρ(2jt)e−2pii(ξP (t)+ηQ(t)) dt. (4.2)
We first prove that each Tj is bounded.
Lemma 4.4 Let P and Q be two arbitrary polynomials. Then each Tj is bounded from L
p × Lq to Lr,
whenever p, q ∈ (1,∞), 1r = 1p + 1q , r > dd+1 , where d is the correlation degree of P and Q.
Proof: We only consider the operator T0, as the other cases are similar. The idea of the proof is based
on Lemma 9.1 in [64]. Note that when r ≥ 1 the boundedness of T0 follows from Minkowski inequality. So
we assume now r < 1. Since |t| ' 1, we can restrict x and the support of f and g to a bounded interval
IP,Q. When the Jacobian Q
′(t) − P ′(t) 6= 0 for all t in the support of ρ, T0 is bounded from L1 × L1 to
L1 by changing variables u = x − P (t) and v = x − Q(t). Thus T0 is bounded from L1 × L1 to L 12 by
Cauchy-Schwarz inequality.
Now we focus on the case that there is a root of Q′(t)−P ′(t) lying in the support of ρ. Let t0 be such a
root and I(t0) be a small neighborhood of t0. It suffices to prove that
∫
IP,Q
∣∣∣∣∣
∫
I(t0)
f(x− P (t))g(x−Q(t))ρ(t) dt
∣∣∣∣∣
r
dx . ‖f‖rp‖g‖rq, (4.3)
for p, q ∈ (1,∞), 1p + 1q = 1r , r > dd+1 . Because of the restriction on I(t0), the function ρ in (4.3) can be
dropped. Let ρ0 be a bump function supported in {t : |t| ∈ ( 12 , 2)} and satisfies
∑
j∈Z ρ0(2
jt) = 1 for all
t ∈ R. Then (4.3) will be proved once we can show that there is some  > 0 such that
∫
IP,Q
∣∣∣∣∫ f(x− P (t))g(x−Q(t))ρ0(2j(t− t0)) dt∣∣∣∣r dx . 2−j‖f‖rp‖g‖rq (4.4)
holds for all large positive j. Changing variable t − t0 → t and translating f and g by P (t0) and Q(t0)
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respectively, (4.4) becomes
∫
IP,Q
∣∣∣∣∫ f(x− P1(t))g(x−Q1(t))ρ0(2jt) dt∣∣∣∣r dx . 2−j‖f‖rp‖g‖rq, (4.5)
where P1(t) := P (t + t0) − P (t0) and Q1(t) := Q(t + t0) − Q(t0). By the support of ρ0, |t| ' 2−j . This
implies that P1(t) . 2−j and Q1(t) . 2−j by mean value theorem. So we can for free restrict x to an interval
of length ' 2−j . Let IN be such an interval and define
TN (f, g)(x) = χIN (x)
∫
f(x− P1(t))g(x−Q1(t))ρ0(2jt) dt.
It remains to show
‖TN (f, g)‖r . 2−j‖f‖p‖g‖q. (4.6)
By Fubini theorem, TN is bounded with norm . 2−j when r = 1. Next we aim to get a slow increasing
L1 × L1 → L 12 norm. By Cauchy-Schwarz inequality,
∫
|TN (f, g)(x)| 12 dx . 2−j/2‖TN (f, g)‖
1
2
1 . (4.7)
‖TN (f, g)‖1 can be calculated by changing variables u = x − P1(t) and v = x − Q1(t). Using Taylor
expansion and the fact that t0 has multiplicity at most d, the Jacobian Q
′
1(t) − P ′1(t) is bounded below by
2−dj . Therefore
‖TN (f, g)‖1 . 2dj‖f‖1‖g‖1. (4.8)
Combining (4.7) and (4.8), we get
‖TN (f, g)‖ 1
2
. 2(d−1)j‖f‖1‖g‖1. (4.9)
Interpolating (4.9) with the L1-norm, we obtain (4.6). 
By lemma 4.4, to prove Theorem 4.2 it suffices to prove the following theorem.
Theorem 4.5 Let P and Q be two polynomials with distinct leading and trailing degrees. Then there is
a large N depending on P and Q such that
∑
|j|>N Tj(f, g)(x) is bounded from L
p × Lq to Lr for all
p, q ∈ (1,∞), 1r = 1p + 1q .
From the definition (4.1), we see that j > N corresponds to small |t|, in which case the trailing term
dominates each polynomial; j < −N corresponds to large |t|, in which case P and Q behave almost the same
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as their leading term. We will only deal with
∑
j>N Tj(f, g)(x) since the other case is similar.
Let P,Q be polynomials written as (4.4) and (4.5). in When j is large (i.e. |t| is close to 0), the trailing
terms ae1t
e1 and be2t
e2 dominate P (t) and Q(t), respectively. Since all the constants in our proof are allowed
to depend on the coefficients of P and Q, we may assume without loss of generality that ae1 = be2 = 1.
For notation simplicity, from now on we denote a := e1 and b := e2. Recall that e1 6= e2 and thus we may
assume a < b. With these new notations, we can write P (t) = ta + P(t) and Q(t) = t
b +Q(t), where P(t)
(resp. Q(t)) consists of terms whose degree is higher than a (resp. b). As P(t) and Q(t) are small when
j > N and can be viewed as error terms. We urge the reader to ignore them in the first reading of this
paper.
The overall idea of the proof is to look at the size of the symbol mj(ξ, η) defined in (4.2), which can be
estimated by stationary phrase method after proper cut-off and rescaling. By a change of variable,
mj(ξ, η) =
∫
ρ(t)e−2pii(
ξ
2aj
(ta+P (t))+
η
2bj
(tb+Q(t))) dt, (4.10)
where
P (t) := 2
ajP(2
−ajt); (4.11)
Q(t) := 2
bjQ(2
−bjt). (4.12)
Clearly |P (t)| ≤ 2−N |ta| and |Q(t)| ≤ 2−N |tb| as j > N . The expression (4.10) suggests that we need to
consider the sizes of ξ2aj and
η
2bj
. Therefore we choose Φ ∈ S(R) such that Φˆ is supported on {ξ : |ξ| ∈ ( 12 , 2)}
and ∑
m∈Z
Φˆ
(
ξ
2m
)
= 1, ξ 6= 0.
Then decompose Tj as Tj =
∑
(m,n)∈Z2 Tj,m,n where
Tj,m,n(f, g)(x) :=
∫∫
fˆ(ξ)gˆ(η)e2pii(ξ+η)xmj(ξ, η)Φˆ
(
ξ
2aj+m
)
Φˆ
( η
2bj+n
)
dξdη, (4.13)
is the bilinear operator with symbol
Mj,m,n(ξ, η) :=mj(ξ, η)Φˆ
(
ξ
2aj+m
)
Φˆ
( η
2bj+n
)
=
∫
ρ(t)e−2pii(
ξ
2aj
(ta+P (t))+
η
2bj
(tb+Q(t))) dtΦˆ
(
ξ
2aj+m
)
Φˆ
( η
2bj+n
) (4.14)
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In estimating its size, the symbol Mj,m,n can be viewed roughly as
∫
ρ(t)e−2pii(2
mta+2ntb) dt, (4.15)
which decays rapidly if |m − n| is large. In fact, ∑j>N∑|m−n|&1 Tj,m,n(f, g)(x) can be reduced to the
paraproduct studied in [63] (see Section 7.2 in [65] for details). To deal with the remaining |m − n| . 1
case, we can assume without loss of generality that m = n. For notation simplicity, denote Mj,m := Mj,m,m
and Tj,m := Tj,m,m. Using oddness of ρ and Taylor expansion,
∑
j>N
∑
m≤0 Tj,m can also be reduced to the
paraproduct in [63]. Thus we will only focus on the most difficult case in proving Theorem 4.5: handing the
operator
∑
j>N
∑
m>0 Tj,m. Our goal is to prove
Theorem 4.6 For all p, q ∈ (1,∞), 1r = 1p + 1q ,
∥∥∥∥∥∥
∑
j>N
∑
m>0
Tj,m(f, g)
∥∥∥∥∥∥
r
. ‖f‖p‖g‖q. (4.16)
By interpolation, the above theorem follows from two propositions below.
Proposition 4.7 ∥∥∥∥∥∥
∑
j>N
Tj,m(f, g)
∥∥∥∥∥∥
1
. 2−m‖f‖2‖g‖2 for some  > 0. (4.17)
Proposition 4.8 For p, q ∈ (1,∞), 1r = 1p + 1q ,
∥∥∥∥∥∥
∑
j>N
Tj,m(f, g)
∥∥∥∥∥∥
r,∞
. m‖f‖p‖g‖q, (4.18)
4.3 TT ∗ method
We prove Proposition 4.7 in this section and the next.
Since we can for free insert cut-offs on fˆ and gˆ according to the support of Mj,m, in proving Proposition
4.7 we only need to consider the estimate for a single scale, i.e.
Proposition 4.9 ‖Tj,m(f, g)‖1 . 2−m‖f‖2‖g‖2 for any j > N and m > 0.
By rescaling, Proposition 4.9 is a consequence of
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Proposition 4.10 For any j > N and m > 0, ‖Bj,m(f, g)‖1 . 2−m‖f‖2‖g‖2, where
Bj,m(f, g)(x) :=2
− (b−a)j2
∫
ρ(t)f ∗ Φ
( x
2(b−a)j
− 2m(ta + P (t))
)
g ∗ Φ(x− 2m(tb + Q(t))) dt
(4.1)
This proposition follows from the two estimates below.
Proposition 4.11 ‖Bj,m(f, g)‖1 . 2 (b−a)j−m8 ‖f‖2‖g‖2 for any j > N and m > 0.
Proposition 4.12 There exists a positive δ such that ‖Bj,m(f, g)‖1 . 2−m‖f‖2‖g‖2 whenever (b − a)j >
(1− δ)m.
Proposition 4.11 is efficient when m is large and Proposition 4.12 is useful for small m. The proofs for the
above two propositions require different methods.
We prove Proposition 4.11 in this section, using a TT ∗ method. More precisely, we aim to obtain a
L2 × L2 → L2 bound with good decay. By making suitable partitions in time spaces, we see that x can be
assumed to be supported in an interval of length ' 2(b−a)j+m. This observation indicates that it suffices to
prove
‖Bj,m(f, g)‖2 . 2
(b−a)j−m
6 2−
(b−a)j+m
2 ‖f‖2‖g‖2. (4.2)
Rewrite Bj,m as
Bj,m(f, g)(x) = 2
− (b−a)j2
∫∫
fˆ(ξ)gˆ(η)e
2pii
(
ξ
2(b−a)j +η
)
x
Iρ,mΦˆ(ξ)Φˆ(η) dξ dη, (4.3)
where
Iρ,m :=
∫
ρ(t)e−2pii2
m(ξ(ta+P (t))+η(t
b+Q(t))) dt (4.4)
Let ϕ(t) := ξ(ta+ P (t)) +η(t
b+ Q(t)) and t0 be a solution of ϕ
′(t) = 0. Let φ(ξ, η) := ϕ(t0). By stationary
phase method,
Iρ,m(ξ, η)Φˆ(ξ)Φˆ(η) ∼ 2−m2 ei2mφ(ξ,η). (4.5)
Thus we can regard Bj,m as
Bj,m(f, g)(x) ∼ 2−
(b−a)j
2 2−
m
2
∫∫
fˆ(ξ)gˆ(η)e
2pii( ξ
2(b−a)j )xei2
mφ(ξ,η) dξdη. (4.6)
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Then
‖Bj,m‖22 =
∫
Bj,m(x)Bj,m(x) dx
=2−(b−a)j−m
∫∫∫∫
ξ
2(b−a)j +η=
ξ1
2(b−a)j +η1
fˆ(ξ)Φˆ(ξ)fˆ(ξ1)Φˆ(ξ1)
gˆ(η)Φˆ(η)gˆ(η1)Φˆ(η1)e
i2m[φ(ξ,η)−φ(ξ1,η1)]dξdηdξ1dη1
=2−(b−a)j−m
∫∫∫
Fτ (ξ)Gτ (η)e
i2mQτ (ξ,η) dξdηdτ,
where
Fτ (ξ) := fˆ(ξ)Φˆ(ξ)fˆ(ξ − τ)Φˆ(ξ − τ)
Gτ (η) := gˆ(η)Φˆ(η)gˆ
(
η +
τ
2(b−a)j
)
Φˆ
(
η +
τ
2(b−a)j
)
Qτ (ξ, η) := φ(ξ, η)− φ
(
ξ − τ, η + τ
2(b−a)j
)
.
We claim that whenever ξ, η, ξ − τ, η + τ
2(b−a)j ∈ suppΦˆ, we have
|∂ξ∂ηQτ (ξ, η)| & |τ | (4.7)
Let’s briefly justify (4.7). By the definition of Qτ and mean value theorem, we need to show that
|∂2ξ∂ηφ(ξ, η)| and |∂ξ∂2ηφ(ξ, η)| are bounded below by some positive C. Let t0 be a root of F0(t) :=
ϕ′(t)=Dt(ξ(ta+ P (t))+η(tb+ Q(t))), and t1 be a root of F1(t) := Dt(ξta+ηtb). Let φ∗(ξ, η) := ξta1 +ηt
b
1 =
C
(
ξb
ηa
) 1
b−a
. Then
φ(ξ, η) = ϕ(t0) = φ
∗(ξ, η) + Err(ξ, η),
where Err(ξ, η) := ξ(ta0 − ta1) + η(tb0 − tb1) + ξP (t0) + ηQ(t0). Clearly the mixed derivatives of φ∗(ξ, η) are
bounded below by some positive C. It remains to show that |Err(ξ, η)| ≤ C−1 for some large C. Since
F0 and F1 are “close”, the difference of their inverses t0 − t1 (and its derivatives) is also very small (see
Definition A.1 and Lemma A.2 in [65] for details). By this observation and the facts that |P (t0)| and |Q(t0)|
are tiny when N is large enough, we conclude that |Err(ξ, η)| is very small compared with 1. This finishes
the justification of (4.7).
By (4.7) and Ho¨mander principle (Theorem 1.1 in [50]),
∫∫
Fτ (ξ)Gτ (η)e
i2mQτ dξdη . min{‖f‖22‖g‖22, 2−
m
2 |τ |− 12 ‖Fτ‖2‖Gτ‖2}. (4.8)
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Therefore,
‖Bj,m‖22 . 2−(b−a)j−m
∫
min{‖f‖22‖g‖22, 2−
m
2 |τ |− 12 ‖Fτ‖2‖Gτ‖2} dτ
. 2−(b−a)j−m
[∫
|τ |<τ0
‖f‖22‖g‖22 dτ +
∫
τ0≤|τ |.1
2−
m
2 |τ |− 12 ‖Fτ‖2‖Gτ‖2
]
. 2−(b−a)j−m
[
τ0‖f‖22‖g‖22 + 2−
m
2 |τ0|− 12 ‖Fτ‖2‖Gτ‖2
]
. 2−(b−a)j−m2
(b−a)j−m
3 ‖f‖22‖g‖22,
from which (4.2) follows.
4.4 σ-uniformity method
We prove Proposition 4.12 and hence finish the proof of Proposition 4.7 in this section. Let I ⊆ R be a fixed
interval. Let σ ∈ (0, 1] and Q be a collection of real-valued functions.
Definition 4.13 A function f ∈ L2(I) is called σ-uniform in Q if
∣∣∣∣∫
I
f(ξ)e−iq(ξ) dξ
∣∣∣∣ ≤ σ‖f‖L2(I)
for all q ∈ Q.
The main tool of proving Proposition 4.12 is the following theorem, whose proof can be found in Theorem
6.2 in [64].
Theorem 4.14 Let L be a bounded sub-linear functional from L2(I) to C. Let Sσ be the set of all L2
functions that are σ-uniform in Q and Uσ := sup
f∈Sσ
|L(f)|
‖f‖L2(I) . Then for all functions f ∈ L
2(I),
|L(f)| . max
{
Uσ,
Q0
σ
}
‖f‖L2(I), (4.1)
where Q0 := sup
q∈Q
L(eiq).
Now we start to estimate Uσ. Recall that we can assume x is restricted in an interval of length '
2(b−a)j+m. We fix such an interval and partition it into 2m intervals of length ' 2(b−a)j , which are denoted
by
Ik = [αk − 2(b−a)j , αk + 2(b−a)j ], k = 1, 2, . . . , 2m.
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To each Ik we assign an enlarged interval
I ′k = [αk − C(2(b−a)j + 2m), αk + C(2(b−a)j + 2m)]
such that x− 2m(tb+ Q(t)) ∈ I ′k whenever x ∈ Ik and t ∈ suppρ. So Bj,m can be partitioned accordingly as
Bj,m(f, g)(x) = 2
− (b−a)j2
2m∑
k=1
χ
Ik(x)
∫
f ∗ Φ
( x
2(b−a)j
− 2m(ta + P (t))
)
χ
I′kg ∗ Φ(x− 2m(tb + Q(t)))ρ(t) dt
= 2−
(b−a)j
2
2m∑
k=1
χ
Ik(x)
∫∫
fˆ(ξ)Φˆ(ξ)e
2pii( ξ
2(b−a)j +η)xgˆk(η)Iρ,m(ξ, η) dξdη,
where
gk(x) := χI′kg ∗ Φ(x),
and Iρ,m is defined as (4.4). Since |ξ| ' 1, Iρ,m has rapid decay unless |η| ' 1. So we may insert a cut-off
function Φˆ(η) for free in the above integrand.
Pair Bj,m with an h ∈ L∞,
〈Bj,m(f, g), h〉 = 2−
(b−a)j
2
2m∑
k=1
∫
χ
Ik(x)h(x)e
2piiηx
∫∫
fˆ(ξ)Φˆ(ξ)e
2pii ξ
2(b−a)j xΦˆ(η)gˆk(η)Iρ,m(ξ, η) dξdη.
Thanks to the cut-off χIk(x), and we can replace e
2pii ξ
2(b−a)j x with e
2pii ξ
2(b−a)j αk using Taylor expansion. Thus
essentially,
〈Bj,m, h〉 ∼ 2−
(b−a)j
2
2m∑
k=1
∫
hˇk(η)Γk(η)gˆk(η) dη,
where
hk(x) := χIkh(x), and
Γk(η) := Φˆ(η)
∫
fˆ(ξ)Φˆ(ξ)e
2pii ξ
2(b−a)j αkIρ,m(ξ, η)dξ.
As before, we can replace Iρ,m with 2
−m2 ei2
mφ(ξ,η) and thus
Γk(η) ∼ 2−m2 Φˆ(η)
∫
fˆ(ξ)Φˆ(ξ)e
i(2mφ(ξ,η)+ ξ
2(b−a)j αk)dξ.
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Let Q := {A(ξ bb−a + (ξ)) +Bξ}, where A,B ∈ R, |A| ' am, and (ξ) and its derivatives are . 2−CN . Then
2mφ(ξ, η) + ξ
2(b−a)j αk ∈ Q for large N . Let fˆ be σ-uniform in Q. Then
‖Γk‖∞ . 2−m2 σ‖f‖2,
and thus
〈Bj,m(f, g), h〉 . 2−
(b−a)j
2
2m∑
k=1
‖Γk‖∞‖h2‖2‖gk‖2
. σ‖f‖2‖h‖∞(
∑
k
‖gk‖22)
1
2
.

σ‖f‖2‖g‖2‖h‖∞ when (b− a)j ≥ m
σ2
m−(b−a)j
2 ‖f‖2‖g‖2‖h‖∞ when (b− a)j ≤ m.
(4.2)
This finishes the computation of Uσ.
Now we turn to Q0. Let fˆ(ξ) = e
iq(ξ) for some q ∈ Q. Let h ∈ L∞ be a function supported on an interval
of length ' 2(b−a)j+m as before. Define
Λq(g, h) := 〈Bj,m, h〉
= 2−
(b−a)j
2
∫∫∫
Φˆ(ξ)ei(A(ξ
b
b−a+(ξ))+Bξ)e
iξ
(
x
2(b−a)j −2
m(ta+P (t))
)
dξ
g ∗ Φ(x− 2m(tb + Q(t)))ρ(t) dtdx.
Our goal is to show
|Λq(g, h)| . 2−m‖g‖2‖h‖∞. (4.3)
This means that Q0 . 2−m. Combining this with (4.2), Proposition 4.12 will be proved by Theorem 4.14.
To prove (4.3), we will use the strategy similar to the previous cases: rescaling, stationary phase, and
(local) TT*. Let
|Λ˜q(g, h)| :=
∫∫
F(y, t)g ∗ Φ˜
(
y − t
b + Q(t)
2(b−a)j
)
ρ(t)dth(y)dy,
where ˆ˜Φ(ξ) := Φˆ
(
ξ
2(b−a)j+m
)
and
F(y, t) := 2m2
∫
Φˆ(ξ)e
iA
(
ξ
b
b−a+(ξ)+ 2
m
A (y−(ta+P (t))+ B2m )ξ
)
dξ.
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By rescaling, (4.3) follows from the estimate
|Λ˜q(g, h)| . 2−m‖g‖2‖h‖∞ (4.4)
for any h ∈ L∞ supported in an interval of length ' 1.
Write
F(y, t) = 2m2
∫
Φˆ(ξ)e
iA
(
ξ
b
b−a+(ξ)+C′(y−(ta+P (t))+B′)ξ
)
dξ,
where C ′ := 2
m
A ' 1 and B′ := B2m . For simplicity we drop C ′ from now on. Let ζ(z) be the solution of
(ξ
b
b−a + (ξ) + zξ)′ = 0 and β(z) := ζ(z)
b
b−a + (ζ(z)) + zζ(z). Then stationary phase methods gives that
F(y, t) ∼ eiAβ(y−(ta+P (t))+B′)Φˆ(ζ(y − (ta + P (t)) +B′)).
Since the term Φˆ(ζ(y − (ta + P (t)) +B′)) can be dropped by Fourier expansion, we have
Λ˜q(g, h) ∼
∫∫
eiAβ(y−(t
a+P (t))+B
′)g ∗ Φ˜
(
y − t
b + Q(t)
2(b−a)j
)
ρ(t)dth(y)dy.
This finishes the use of the stationary phase method. The last step is to use TT* method to obtain the decay.
Change variable s = tb + Q(t). Define three new functions κ, l and ρ˜ by t = κ(s), l(s) = κ(s)
a + P (κ(s))
and ρ˜(s)ds = ρ(t)dt. Then
Λ˜q(g, h) =
∫∫
eiAβ(y−l(s)+B
′)g ∗ Φ˜
(
y − s
2(b−a)j
)
ρ˜(s)ds h(y)dy
. ‖∆(h)‖2‖g‖2,
where
∆(h)(y) :=
∫
e
iAβ(y+ s
2(b−a)j −l(s)+B
′)
h
(
y +
s
2(b−a)j
)
ρ˜(s) ds.
It remains to show
‖∆(h)‖22 . 2−m‖h‖2∞. (4.5)
A straightforward calculation gives
‖∆(h)‖22 =
∫∫∫
eiAOτ (u,v)Hτ (u)Θτ (v)dudv dτ, (4.6)
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where
Hτ (u) := h(u)h
(
u+
τ
2(b−a)j
)
,
Θτ (v) := ρ˜(v)ρ˜(v + τ),
and
Oτ (u, v) := β(u− l(v) +B′)− β
(
u+
τ
2(b−a)j
− l(v + τ) +B′
)
.
By the same idea in the proof of (4.7), we see that the mixed partial derivatives of Oτ (u, v) is bounded
below by C|τ |. By the operator version of van der Corput lemma (see for example Lemma 5.8 in [65]), we
have ∫∫
eiAOτ (u,v)Hτ (u)Θτ (v)dudv . min{1, |2mτ |−}‖Hτ‖2‖Θτ‖2. (4.7)
By definitions, it is easy to see that ‖Hτ‖2 . ‖h‖2∞ and ‖Θτ‖2 . 1. So we can break the integral against τ
in (4.6) into two parts as before: |τ | ≤ τ0 and τ0 < |τ | . 1, and use the estimate (4.7) to obtain the desired
result (4.5).
4.5 Lr estimates and the maximal function
We start to prove Proposition 4.8 and thus finish the proof of Theorem 4.2. Rewrite Tj,m as
Tj,m(f, g)(x) =∫
f ∗ Φaj+m
(
x− t
a + P (t)
2aj
)
g ∗ Φbj+m
(
x− t
b + Q(t)
2bj
)
ρ(t) dt,
(4.1)
where Φk(x) := 2
kΦ(2kx). Let
Tm(f, g)(x) :=∑
j>N
∫ ∣∣∣∣f ∗ Φaj+m(x− ta + P (t)2aj
)
g ∗ Φbj+m
(
x− t
b + Q(t)
2bj
)
ρ(t)
∣∣∣∣ dt. (4.2)
It suffices to prove the boundedness of Tm with norm . m.
Given any measurable sets F1, F2, F3 of finite measure, define
Ω :=
2⋃
i=1
{
x : mχFi > C
|Fi|
|F3|
}
,
where m denotes the Hardy-Littlewood maximal operator. Let F ′3 := F3 \Ω, which has measure no less than
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|F3|
2 when C is chosen large enough. By standard interpolation, we need to show that
|〈Tm(f, g), h〉| . m|F1| 1p |F2| 1q |F3|1− 1r , (4.3)
for all |f | ≤ χF1 , |g| ≤ χF2 , p, q ∈ (1,∞), 1r = 1p + 1q .
We first remove some error terms related with Ω, Define Ωk := {x : dist(x,Ωc) ≥ 2−k} and let ψk(x) =
χ
Ωck
∗ ψ˜k(x), where ψ˜ ∈ S(R) is Fourier supported in [−2k, 2k]. It turns out that in proving (4.3) we can
replace Tm(f, g) with
(T ′)m(f, g(x) :=
∑
j>N
∫ ∣∣∣∣ψaj+mf ∗ Φaj+m(x− ta + P (t)2aj
)∣∣∣∣∣∣∣∣ψbj+mg ∗ Φbj+m(x− tb + Q(t)2bj
)
ρ(t)
∣∣∣∣ dt.
(4.4)
This is because the difference of these two operators has good control. See Lemma 6.3 in [65], whose proof
is based on a discussion about whether x− t (or x− tb+Q(t)
2bj
) belongs to Ω or not. That proof can be easily
modified to include the x − ta+P (t)2aj case. So we focus on proving the following variant of (4.3), with Tm
being replaced by (T ′)m:
|〈(T ′)m(f, g), h〉| . m|F1| 1p |F2| 1q |F3|1− 1r . (4.5)
Time-frequency analysis must be employed to prove (4.5). For any integers n, j, define In,j := [2
−jn, 2−j(n+
1)). Let 1∗n,j(x) := χIn,j ∗ θj+m(x), where θk ∈ S(R) is Fourier supported on [−2−102k, 2−102k]. Then
(T ′)m(f, g)(x) =
∑
j>N
∫ ∣∣∣∣∣∑
n∈Z
fn,m,j
(
x− t
a + P (t)
2aj
)∣∣∣∣∣∣∣∣∣∣∑
n∈Z
gn,m,j
(
x− t
b + Q(t)
2bj
)
ρ(t)
∣∣∣∣∣ dt,
(4.6)
where
fn,m,j(x) := 1
∗
n,ajψaj+mf ∗ Φaj+m(x);
gn,m,j(x) := 1
∗
n,ajψbj+mg ∗ Φbj+m(x).
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Let S0 := {(j, n) ∈ Z2 : j > N}. For any S ⊆ S0, define Sj := {n ∈ Z : (j, n) ∈ S} and
ΛS(f, g) :=
∑
j>N
∫∫ ∣∣∣∣∣∣
∑
n∈Sj
fn,m,j
(
x− t
a + P (t)
2aj
)∣∣∣∣∣∣∣∣∣∣∣∣
∑
n∈Sj
gn,m,j
(
x− t
b + Q(t)
2bj
)∣∣∣∣∣∣ |ρ(t)| dtdx
(4.7)
We aim to prove that for any finite S ⊆ S0,
ΛS(f, g) . m|F1| 1p |F2| 1q |F3|1− 1r , (4.8)
from which (4.5) follows. The strategy is to organize elements in S into union of subsets called maximal
trees. On each tree T ∈ S, ΛT (f, g) can be controlled. Let’s perform some reductions on ΛT (f, g) as in [65].
By a change of variable u = x− tb+Q(t)
2bj
,
ΛT (f, g) =
∑
j>N
∫∫ ∣∣∣∣∣∣
∑
n∈Tj
fn,m,j (u− tr(t)) ρ(t)
∣∣∣∣∣∣ dt
∣∣∣∣∣∣
∑
n∈Tj
gn,m,j (u)
∣∣∣∣∣∣ du, (4.9)
where tr(t) := t
a+P (t)
2aj − t
b+Q(t)
2bj
. Since tr(t) ' ta2aj , we have
∫ ∣∣∣∣∣∣
∑
n∈Tj
fn,m,j (u− tr(t)) ρ(t)
∣∣∣∣∣∣ dt . m
∑
n∈Tj
fn,m,j
 (u). (4.10)
From here the translation determined by t disappears and thus we can use the same calculations as in [65].
We omit the details. This finishes the proof of Proposition 4.8 and Theorem 4.2.
Now we show how to use Lemma 4.4 and Theorem 4.6 to obtain the boundedness of the bilinear maximal
function MP,Q, proving Theorem 4.3. By triangle inequality, it suffices to consider the following operator
T ∗(f, g)(x) := sup
j∈Z
Tj(f, g)(x), (4.11)
where Tj is defined as in (4.1) and f, g are non-negative. By Lemma 4.4 and symmetry, we can further
assume that the supremum is taken over j > N for some large N .
As before, decompose Tj =
∑
(m,n)∈Z2 Tj,m,n (see (4.13)). Let E := {|m − n| & 1} ∪ {max{m,n} ≤ 0}.
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Using Fourier expansion and integration by parts (or Taylor expansion), it is easy to see that
sup
j>N
∣∣∣∣∣∣
∑
(m,n)∈E
Tj,m,n(f, g)(x)
∣∣∣∣∣∣ . mf(x)mg(x).
By Ho¨lder inequity and the boundedness of m, supj>N |
∑
(m,n)∈E Tj,m,n(f, g)| is bounded from Lp×Lq into
Lr.
For (m,n) ∈ Z2 \ E, we can assume without loss of generality that m = n. In this case we bound
supj>N |Tj,m,m(f, g)(x)| crudely by
∑
j>N |Tj,m,m(f, g)(x)|. Since each
∑
j>N |Tj,m,m| is bounded with 2−m
decay in norm by Theorem 4.6, we conclude that supj>N |
∑
(m,n)∈Z2\E Tj,m,n| is bounded. This finishes the
proof of Theorem 4.3.
4.6 Necessary conditions
It is then natural to ask
Open Problem 4.15 For which pairs of polynomials P and Q is the condition r > dd+1 necessary to the
Lr-boundedness of BP,Q?
We can further ask:
Open Problem 4.16 Given polynomials P and Q, what is the minimal value of r that guarantees the
Lr-boundedness of BP,Q?
The purpose of this section is to give partial answers to these questions. We show that for many pairs
of polynomials, r > dd+1 is indeed the best (up to endpoint) range for the L
r-boundedness of BP,Q. More
precisely,
Theorem 4.17 Let P and Q be two polynomials without constant term. Assume that the operator BP,Q(f, g)(x) =∫
f(x−P (t))g(x−Q(t))dtt is bounded from Lp1 ×Lp2 into Lr, p1, p2 ∈ (1,∞), 1p1 + 1p2 = 1r . If P ′(t) > 0 for
all t 6= 0, then r ≥ dd+1 , where d is the correlation degree of P and Q.
Remarks. (1) By simple arguments, the criterion in the above theorem also includes the case P ′(t) < 0 for
all t 6= 0. By symmetry, the theorem also holds if the condition is imposed on the polynomial Q.
(2). Theorem 4.17 itself answers partially Open Problem 4.15. Together with the main theorem in [23],
it also answers Open Problem 4.16 for a large range of pairs of polynomials.
(3). We believe that the criterion given in Theorem 4.17 could be weaken. The weakest condition is
conjectured as follows:
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Conjecture 4.18 Let P and Q be two polynomials without constant term. Assume that the operator
BP,Q(f, g)(x) =
∫
f(x − P (t))g(x − Q(t))dtt is bounded from Lp1 × Lp2 into Lr for p1, p2 ∈ (1,∞) and
1
p1
+ 1p2 =
1
r . Then r ≥ dd+1 , where d is the correlation degree of P and Q, as long as not both P and Q are
even.
The criterion in Theorem 4.17 essentially says that P is strictly monotonic and thus graphically P is
similar to an odd function. How to build the bridge between “odd” (in Theorem 4.17) and “not even” (in
Conjecture 4.18) seems to be a very difficult problem. It is also possible that Conjecture 4.18 is in fact false,
and Theorem 4.17 could be the best answer to Open Problem 4.15.
In the proof we will use C to denote a positive large constant whose value may change from line to line.
Such constant may depend on the polynomials P and Q. A . B is short for A ≤ CB and A  B means
CA ≤ B for some large C. χE will be used to denote the indicator function of the set E.
Given two polynomials P and Q without constant term, assume the correlation degree of P and Q is d.
Let t0 be a non-zero real root of P
′−Q′ with multiplicity d. We may assume t0 > 0, as the other case can be
handled in a similar way. The assumption P ′(t) > 0 for all non-zero t implies that P is strictly increasing.
Therefore, we have P (t0) > 0 as P (0) = 0. Let 0 < δ  P (t0) be small. We will use the following special
choice of f and g:

f = χ[−δ,δ],
g = χ[P (t0)−Q(t0)−δ,P (t0)−Q(t0)+δ].
(4.12)
By the boundedness of BP,Q and straightforward calculation, we have
‖BP,Q(f, g)‖r . ‖f‖p1‖g‖p2 . δ
1
r (4.13)
In what follows, we aim to get a lower bound of ‖BP,Q(f, g)‖r in terms of powers of δ. RecallBP,Q(f, g)(x) =∫
f(x − P (t))g(x − Q(t))dtt . We will achieve our goal by properly restricting x and t in the definition of
BP,Q(f, g)(x). Consider the interval
I =
[
P (t0)− δ
1
d+1
A
,P (t0) +
δ
1
d+1
A
]
,
where A is a large constant to be determined later. We will only consider those x ∈ I when calculating
‖BP,Q(f, g)‖r. Clearly x > 0 when A is large. Also note that we can assume t > 0, otherwise we would have
P (t) < 0 and
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|x− P (t)| > x ≥ P (t0)− δ
1
d+1
A
> δ,
which implies f(x− P (t)) = 0 and BP,Q(f, g)(x) = 0.
Since f, g are non-negative and t is positive, we can further restrict t in order to get a lower bound
BP,Q(f, g)(x). For any x ∈ I, define
Jx =
{
t > 0 : |P (t)− x| < δ
2
}
.
By the definition of f (4.12), f(x− P (t)) = 1 when t ∈ Jx. We claim that the same holds for g:
Claim 4.19 g(x−Q(t)) = 1 whenever x ∈ I and t ∈ Jx.
Proof: Fix x ∈ I, and let t ∈ Jx. By the definitions of I and Jx,
|P (t)− P (t0)| ≤ |P (t)− x|+ |P (t0)− x| ≤ δ
2
+
δ
1
d+1
A
. δ
1
d+1
A
(4.14)
for small δ. Invoke mean value theorem,
|t− t0| = |P−1(P (t))− P−1(P (t0))| = |(P−1)′(ξ)||P (t)− P (t0)| (4.15)
for some ξ ∈ R. By inverse function theorem, |(P−1)′(ξ)| can never be ∞ as P ′ is never 0. Therefore, (4.14)
and (4.15) give that
|t− t0| . |P (t)− P (t0)| . δ
1
d+1
A
, (4.16)
Now using the assumption that t0 is a root of P
′ −Q′ with multiplicity d, we see that
|x−Q(t)− (P (t0)−Q(t0))|
≤ |x− P (t)|+ |P (t)−Q(t)− (P (t0)−Q(t0))| . δ
2
+ |t− t0|d+1
By (4.16), we can bound |x−Q(t)− (P (t0)−Q(t0))| by
δ
2
+
δ
Ad+1
< δ (4.17)
if A is chosen large enough. Hence g(x−Q(t)) = 1 by the definition of g (4.12). 
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Applying mean value theorem and inverse function theorem again, we see that the measure of Jx is
bounded below by
∣∣∣∣P−1(x+ δ2
)
− P−1
(
x− δ
2
)∣∣∣∣ & δ.
In sum, we have f(x − P (t))g(x − Q(t)) = 1 when x ∈ I and t lies in an interval of length at least δ.
Therefore,
|BP,Q(f, g)(x)| & δ, x ∈ I.
Since the length of the interval I is & δ 1d+1 ,
‖BP,Q(f, g)‖r & δ · δ
1
(d+1)r . (4.18)
Combine (4.13) and (4.18), and we see that
δ
1
r & δ1+
1
(d+1)r . (4.19)
As (4.19) holds for arbitrarily small δ, we must have r ≥ dd+1 , as desired.
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Chapter 5
A hybrid of bilinear Hilbert transform
and paraproduct
We now present the result in [25]. We prove the boundedness of a class of tri-linear operators consisting of
a quasi piece of bilinear Hilbert transform whose scale equals to or dominates the scale of its linear counter
part. Such type of operators is motivated by the tri-linear Hilbert transform and its curved versions.
5.1 Introduction
5.1.1 Background
In a pair of breakthrough papers [60, 61], Lacey and Thiele proved the boundedness property of the bilinear
Hilbert transform (BHT)
B(f1, f2)(x) = p.v.
∫
f1(x− t)f2(x+ t)1
t
dt.
Many interesting results about multilinear operators have been established in the spirit of Lacey-Thiele’s
method. However, Lp-boundedness of tri-linear Hilbert transform (THT)
T (f1, f2, f3)(x) = p.v.
∫
f1(x− t)f2(x− 2t)f3(x− 3t)1
t
dt.
is still unknown. One difficulty arises from certain non-linear issue hidden in the trilinear structure. This is
one of the main reasons motivating Li to study BHT along curves [64], say
HΓ(f1, f2)(x) = p.v.
∫
f1(x− t)f2(x− td)1
t
dt, where d ≥ 2 is an integer.
In [64], HΓ is split into two operators according to the efficiency of some oscillatory integral estimate
(stationary phase vs. non-stationary phase). One of the two operators is a paraproduct of the form
ΠΓ(f1, f2) =
∑
k f1kf2k [63] that is more complex than the classical Coifman-Meyer paraproduct [18].
Although it turns out ΠΓ is slightly simpler than BHT, the proof of its boundedness already requires so-
63
phisticated multi-scale time-frequency analysis that is essential in the study of BHT. Hence it is reasonable
to expect that tri-linear analogues of the paraproduct ΠΓ would be easier to handle than THT, but at the
same time the study of such tri-linear operators could provide some new insights to THT.
The definition of tri-linear correspondence of ΠΓ(f1, f2) was given in [26], where the author and Li
introduced the following class of operators Tα,β that can be viewed a hybrid of BHT and paraproduct:
Tα,β(f1, f2, f3)(x) =
∑
k∈Z
Hα,k(f1, f2)(x)f
β,k
3 (x), (5.1)
where

Hα,k(f1, f2)(x) =
∫∫
R2 f̂1(ξ1)f̂2(ξ2)e
2pii(ξ1+ξ2)xΦ̂1
(
ξ1−ξ2
2αk
)
dξ1dξ2,
fβ,k(x) =
∫
R f̂(ξ)e
2piiξxΦ̂2
(
ξ
2βk
)
dξ.
(5.2)
Here α, β are non-zero positive real numbers, and various conditions (about smoothness, support, etc) can
be imposed on the cut-off functions Φ̂1 and Φ̂2.
Tα,β is closely related with THT along curves. For example, one promising way to prove the boundedness
of TC(f1, f2, f3)(x) = p.v.
∫
f1(x−t)f2(x+t)f3(x−td)dtt is to study T 1,d first (See [64] for a similar approach
in the bilinear setting). The following theorem is proved in [26].
Theorem 5.1 ([26], Theorem 1.2) Let Φ1 and Φ2 be smooth functions satisfying supp Φ̂1 ⊆ [9, 10] and
supp Φ̂2 ⊆ [−1, 1]. Assume α = β 6= 0. Then the operator Tα,β defined by (5.1)(5.2) is bounded from
Lp1 ×Lp2 ×Lp3 to Lp, 1p = 1p1 + 1p2 + 1p3 , whenever (p1, p2, p3) ∈ D = {(p1, p2, p3) ∈ (1,∞)3 : 1p1 + 1p2 < 32}.
Remarks. (1) Strictly speaking, this theorem is proved in [26] only in the case α = β = 1, but this
restriction is inessential. The proof given in [26] works for any homogeneous-scale case.
(2) The intervals [9, 10] and [−1, 1] in the assumptions of Theorem 5.1 are not essential. The point is
that Φ̂1 should be supported away from 0 and Φ̂2 should be supported near 0.
(3) We conjectured that the condition α = β can be dropped in the above theorem, but the proof given
in [26] relies on the homogeneity of the scales. Let us briefly analyze the difficulties in the case α 6= β
here. Assume 0 < α < β and let k ≥ 2 be an integer. After wave packet decomposition, the tile associated
with fβ,k3 dominates the other two tiles (associated with f1 and f2) in frequency space as supp f̂
β,k
3 has
a much larger scale 2βk. This will also introduce a long tile for the fourth function f4 in the 4-linear
form 〈Tα(f1, f2, f3), f4〉: see Figure 5.1. As there are two long tiles and one of them contains the origin,
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Figure 5.1: Tile structure of Tα,β , α < β, k ≥ 2
the situation is difficult to handle even we use telescoping techniques that are powerful in some uniform
estimates ([42, 62, 104]).
5.1.2 Main results and application
The purpose of this paper is to investigate other instances of Tα,β , including some non-homogeneous-scale
cases. We would like to switch the roles of Φ̂1 and Φ̂2, i.e. assume that Φ̂1 is supported near the origin and
Φ̂2 is supported away from 0 (instead of the other way around in Theorem 5.1). In this case, H
α,k is no
longer a piece of BHT at certain scale: we may call it a quasi piece of BHT. Surprisingly we can obtain the
same range of boundedness as before, even in some cases with non-homogeneous scales (See Theorem 5.3
below). More precisely, we have
Theorem 5.2 Let Φ1 and Φ2 be smooth bump functions satisfying supp Φ̂1 ⊆ [−1, 1] and supp Φ̂2 ⊆ [9, 10].
Let α = β 6= 0. Then the operator Tα,β defined by (5.1)(5.2) is bounded from Lp1 ×Lp2 ×Lp3 to Lp for any
(p1, p2, p3) ∈ D = {(p1, p2, p3) ∈ (1,∞)3 : 1p1 + 1p2 < 32}, 1p1 + 1p2 + 1p3 = 1p .
The proof of Theorem 5.2 uses Lacey-Thiele’s ideas about BHT. However, it should be noted that because
of the quasi pieces of BHT, the 4-tile structure of the operator Tα,α quite different from the tri-tile structure
of BHT (see Figure 5.3 for a comparison): the loss of one tile (1-tile and 2-tile are identical) forces us to
mainly work with only two tiles as opposed to three tiles in BHT. The presence of a Littlewood-Paley piece
(3-tile), however, will be of great help (see the proof of Proposition 5.10).
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Using Theorem 5.2 together with Theorem 5.1, we can derive the boundedness property of positive
truncations of Tα,β in some non-homogeneous-scale cases.
Theorem 5.3 Let Φ1 and Φ2 be smooth bump functions satisfying supp Φ̂1 ⊆ [−1, 1] and supp Φ̂2 ⊆ [9, 10].
Assume α > β > 0. Define a positive truncation of Tα,β by
Tα,βN (f1, f2, f3)(x) =
∑
k≥N
Hα,k(f1, f2)(x)f
β,k
3 (x), N ∈ N, (5.3)
where Hα,k and fβ,k3 are given in (5.2). Then for any N ≥ 10α/β, the operator Tα,βN is bounded from
Lp1 × Lp2 × Lp3 into Lp for any (p1, p2, p3) ∈ D = {(p1, p2, p3) ∈ (1,∞)3 : 1p1 + 1p2 < 32}, 1p1 + 1p2 + 1p3 = 1p .
Remarks. (1) The choice of intervals [−1, 1] and [9, 10] in the above two theorems are not important. The
key is that Φ̂1 should be supported near 0 and Φ̂2 should be supported away from 0.
(2) One of anticipated applications of Theorem 5.3 is to use boundedness of T d,1N to prove that of one
prototype of THT along polynomial curves
TC(f1, f2, f3)(x) = p.v.
∫ 1
−1
f1(x− t)f2(x− td)f3(x+ td) dt
t
.
Just like the relationship between HΓ(f1, f2)(x) = p.v.
∫
f1(x − t)f2(x − td) 1t dt and the paraproduct
ΠΓ(f1, f2) =
∑
k f1kf2k studied in [63], T
C can be written as the sum of finitely many operators of the
form Tα,βN (plus some other terms). The condition N ≥ 10α/β in Theorem 5.3 is assumed only for technical
reasons and it does not affect the application as each scale of TC (after the standard dyadic decomposition
1
t =
∑
k ρk(t)) is trivially bounded. The reason that we only consider the positive truncation instead of T
α,β
itself is that |t| ≤ 1 in the definition of TC .
(3) Under the assumptions on Φ̂1 and Φ̂2 in Theorem 5.3, Figure 5.2 illustrates the worst case of the
tri-tile structure of Tα,βN with α > β at any positive scale k. The two identical long tiles seems to be
very problematic. The key to resolve this issue is to reduce the study of Tα,βN with α > β to that of T
β,β
(homogeneous case) by a telescoping argument. The details are provided in Section 5.6.
5.1.3 Notations
Throughout the paper we will use C to denote a positive constant whose value may change from line to line.
We may add one or more subscripts to C to emphasize dependence of C. A . B is short for A ≤ CB and
A .N B means A ≤ CNB. If A . B and B . A, then we write A ' B. χE and |E| will be used to denote
the characteristic function and the Lebesgue measure of the set E, respectively.
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31,2
Figure 5.2: tri-tile structure of Tα,βN , α > β > 0, k ≥ 1
5.2 Reduction to model form
The goal of this section is to reduce Theorem 5.2 to the study of a model form using standard wave packet
decomposition process. For notational convenience, we assume α = β = 1 in the proof. The general case
can be handled the same way.
Let S(R) denote the class of Schwartz functions on R. Given fj ∈ S(R), j ∈ {1, 2, 3, 4}, consider the
4-linear form Λ associated with T 1,1
Λ(f1, f2, f3, f4) :=
∫
T 1,1(f1, f2, f3)(x)f4(x) dx
=
∑
k∈Z
∫∫∫
f̂1(ξ1)f̂2(ξ2)f̂3(ξ3)Φ̂1
(
ξ1 − ξ2
2k
)
Φ̂2
(
ξ3
2k
)
f̂4(ξ1 + ξ2 + ξ3) dξ1dξ2dξ3,
(5.1)
where supp Φ̂1 ⊆ [−1, 1] and supp Φ̂2 ⊆ [9, 10].
To simplify the 4-linear form above, we use the wave packet decomposition. Choose a ψ ∈ S(R) such
that suppψ̂ ⊆ [0, 1] and
∑
l∈Z
ψ̂
(
ξ − l
2
)
= 1 for any ξ ∈ R.
Define
ψ̂k,l(ξ) := ψ̂
(
ξ − 2k−1l
2k
)
for (k, l) ∈ Z2.
Pick a non-negative ϕ ∈ S(R) with suppϕ̂ ⊆ [−1, 1] and ϕ̂(0) = 1. Let
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ϕk(x) := 2
kϕ(2kx), k ∈ Z.
For every (k, n) ∈ Z2, denote Ik,n := [2−kn, 2−k(n + 1)). Then for each scale k ∈ Z and any function
f ∈ S(R), we have
f =
∑
(n,l)∈Z2
fk,n,l, (5.2)
where
fk,n,l(x) := χ
∗
Ik,n
(x)f ∗ ψk,l(x), and (5.3)
χ∗
I(x) :=
χ
I ∗ ϕk(x) for any interval I. (5.4)
In sum, fk,n,l is well-localized, as supp f̂k,n,l ⊆ [2k( l2 − 1), 2k( l2 + 2)] and fk,n,l is essentially supported
on Ik,n in the sense that
|fk,n,l(x)| .N,M
(
1 +
dist(x, Ik,n)
|Ik,n|
)−N
1
|Ik,n|
∫
|f(y)|
(
1 +
|x− y|
|Ik,n|
)−M
dy. (5.5)
Now we apply the decomposition (5.2) to all the four functions in (5.1) and obtain
Λ(f1, f2, f3, f4) =
∑
k∈Z
(n1,n2,n3,n4)∈Z4
(l1,l2,l3,l4)∈Z4
∫∫∫
̂(f1)k,n1,l1 ,(ξ1) ̂(f2)k,n2,l2(ξ2) ̂(f3)k,n3,l3(ξ3)
Φ̂1
(
ξ1 − ξ2
2k
)
Φ̂2
(
ξ3
2k
)
̂(f4)k,n4,l4(ξ1 + ξ2 + ξ3) dξ1dξ2dξ3.
By the support of functions, each term in the sum is non-zero only when

ξi ∈ [2k( li2 − 1), 2k( li2 + 2)] for i = 1, 2, 3;
|ξ1 − ξ2| . 2k, |ξ3| ∈ [9 · 2k, 10 · 2k);
ξ1 + ξ2 + ξ3 ∈ [2k( l42 − 1), 2k( l42 + 2)].
These imply that
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
|l2 − l1| . 1;
|l3 − 9| . 1;
|l4 − (2l1 − 18)| . 1.
In other words, among the four parameters l1, l2, l3, l4 only one is free, say l1. Without loss of generality
we can fix a dependence relation between l2, l3, l4 and l1. Then drop the cut-off functions by the Fourier
expansion trick and ignore the fast decay terms so that Λ(f1, f2, f3, f4) becomes essentially as
∑
k,l1
n1,n2,n3,n4
∫
(f1)k,n1,l1(x)(f2)k,n2,l2(x)(f3)k,n3,l3(x)(f4)k,n4,l4(x) dx.
Since (fj)k,nj ,lj is almost supported in Ik,nj = [2
−knj , 2−k(nj + 1)), there is not too much loss to assume
n1 = n2 = n3 = n4 due to the fast decay in other cases. Therefore, the original 4-linear form has been
simplified to the following model form (we still use Λ to denote the model 4-linear form by an abuse of
notation):
Λ(f1, f2, f3, f4) =
∑
(k,n,l)∈Z3
∫ 4∏
j=1
(fj)k,n,lj (x) dx. (5.6)
Here l1 = l, l2 = l, l3 = 18 and l4 = 2l + 18.
We will prove directly that T is of restricted weak type (see [78] for the definition) when (p1, p2, p3) is in
a smaller range D0 := {(p1, p2, p3) : 1 < p1, p2 < 2, 1p1 + 1p2 < 32 , p3 ∈ (1,∞)}. More precisely, we will prove
Theorem 5.4 Let (p1, p2, p3) ∈ D0. For any measurable sets F1, F2, F3, F of finite measure, there exists
measurable set F ′ ⊆ F with |F ′| ≥ 12 |F | such that Λ defined in (5.6) satisfy
|Λ(f1, f2, f3, f4)| . |F1|
1
p1 |F2|
1
p2 |F3|
1
p3 |F ′| 1p′ ; (5.7)
for every |f1| ≤ χF1 , |f2| ≤ χF2 , |f3| ≤ χF3 and |f4| ≤ χF ′ . Here 1p′ := 1− ( 1p1 + 1p2 + 1p3 ).
To prove Theorem 5.4 we pick up an arbitrary finite subset S ⊂ Z3 and aim to obtain (5.7) for
ΛS(f1, f2, f3, f4) :=
∑
(k,n,l)∈S
∫ 4∏
j=1
(fj)k,n,lj (x) dx, (5.8)
provided the bound does not depend on the set S. We can also assume |F | = 1 by dilation invariance. Next
we make the geometric structure of ΛS clearer. To each tuple s = (k, n, l) ∈ Z3 we assign a time-interval
69
Is := Ik,n and four frequency-intervals ωsj , j ∈ {1, 2, 3, 4}, representing the localization of functions in the
time-frequency space. More precisely, Is and ωsj ’s satisfy:
(fj)k,n,lj (x) is dominated by (5.9)
CN,M
(
1 +
dist(x, Is)
|Is|
)−N
1
|Is|
∫
|fj(y)|
(
1 +
|x− y|
|Is|
)−M
dy
The Fourier transform of (fj)k,n,lj is supported on ωsj . (5.10)
Definition 5.5 We call s = (k, n, l) a 4-tile (or simply a tile) as it corresponds to 4 single-tiles sj := Is×ωsj ,
j ∈ {1, 2, 3, 4}. Write fsj := fk,n,lj for simplicity.
We can take finitely many sparse subsets of S and transform ωsj ’s by fixed affine mappings if needed
(since only relative locations of Fourier supports matter) so that Is and ωsj ’s enjoy nice geometric properties
as follows:
ωs1 = ωs2 ; (5.11)
|ωs1 | = |ωs3 | = |ωs4 | = C|Is|−1; (5.12)
dist(ωs1 , ωs4) = |ωs1 |; (5.13)
c(ωs1) > c(ωs4), where c(I) is the center of the interval I; (5.14)
{Is}s∈S is a grid (defined below); (5.15)
{ωs1 ∪ ωs4}s∈S is a gird; (5.16)
ωsi $ J for some i ∈ {1, 4}, J := ωs′1 ∪ ωs′2 ∪ ωs′4 , s′ ∈ S ⇒ (5.17)
ωsj ⊆ J for all j ∈ {1, 4}.
Here a grid is defined as a set of intervals having the property that if two different elements intersect then
one must contain the other and the larger interval is at least twice as long as the smaller one. See [60] for a
detailed construction of the time and frequency intervals.
From now on we fix a finite set of tiles S ⊂ Z3 and assume the tiles satisfy (5.9)-(5.17). See Figure 5.3
for a comparison between the tile structure of T 1,1 and that of BHT.
Theorem 5.4 has been reduced to the following theorem.
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32
1
3
1,2
4
Figure 5.3: 4-tile of T 1,1 vs. tri-tile of BHT
Theorem 5.6 Let p > 1 be arbitrary. Given any (p1, p2, p3) ∈ D0 with p3 ≥ p and any sets of finite measure
F1, F2, F3, F with |F | = 1, there exists F ′ ⊆ F with |F ′| ≥ 12 such that
|ΛS(f1, f2, f3, f4)| . |F1|
1
p1 |F2|
1
p2 |F3|
1
p3
for every |f1| ≤ χF1 , |f2| ≤ χF2 , |f3| ≤ χF3 and |f4| ≤ χF ′ .
5.3 Proof of Theorem 5.2
In this section we prove Theorem 5.6 and hence Theorem 5.2, using some propositions whose proof will be
given in subsequent sections. Fix p > 1, (p1, p2, p3) ∈ D0 = {(p1, p2, p3) : 1 < p1, p2 < 2, 1p1 + 1p2 < 32 , p3 ∈
(1,∞)} with p3 > p, and measurable sets F1, F2, F3, F with |F | = 1. Let M denote the maximal operator.
Define the exceptional set
Ω :=
 2⋃
j=1
{
x :M(χFj )(x) > C|Fj |
}⋃{x :M(χF3)(x) > C|F3| 1p} .
Then |Ω| ≤ 14 when C is large enough. Set F ′ := F \ Ω so that |F ′| ≥ 12 . For any dyadic number µ ≥ 1,
define
Sµ :=
{
s ∈ S : 1 + dist(Is,Ω
c)
|Is| ' µ
}
. (5.1)
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Then it suffices to obtain the estimate
|ΛSµ(f1, f2, f3, f4)| . µ−2|F1|
1
p1 |F2|
1
p2 |F3|
1
p3 for any dyadic µ ≥ 1. (5.2)
The main idea to obtain (5.2) is to group the tiles in Sµ appropriately, aiming to establish orthogonality
among groups. The following definitions are needed.
Definition 5.7 Let j ∈ {1, 4}. Given two 4-tiles s and s′, we write sj < s′j if Is ⊆ Is′ and ωsj ⊇ ωs′j . We
call T ⊆ S a j-tree if there exists a t ∈ T such that sj < tj for all s ∈ T . t is called the top of T and
denote IT := It. We call T ⊆ S a tree (with top t) if for any s ∈ T we have Is ⊆ It and ωsj ⊇ ωtj for some
j ∈ {1, 4}.
It is easy to see that any tree is a union of a 1-tree and a 4-tree.
Definition 5.8 For any P ⊆ S and f ∈ S(R), define
sizej(P, f) := sup
T⊆P
T is a 4-tree
(
1
|IT |
∑
s∈T
‖fsj‖22
) 1
2
, j = 1 or 2;
size4(P, f) := sup
T⊆P
T is a 1-tree
(
1
|IT |
∑
s∈T
‖fs4‖22
) 1
2
.
Sizes can be controlled using the proposition below, whose proof will be given in Section 5.4.
Proposition 5.9 Fix a dyadic number µ ≥ 1. For any P ⊆ Sµ, j ∈ {1, 2, 4} and f ∈ S(R),
sizej(P, f) .M sup
s∈P
(
1
|Is| ‖f‖L1(µIs) + µ
−M inf
y∈µIs
Mf(y)
)
.
If tiles form a tree, then we can control the corresponding 4-form by sizes, as suggested by the following
proposition.
Proposition 5.10 Let T ⊆ Sµ be a tree. Then
|ΛT (f1, f2, f3, f4)| . µ|IT |
∏
j∈{1,2,4}
sizej(T, fj)|F3|
1
p3 .
Proof: First assume T is a 1-tree. By Cauchy-Schwartz inequality, we have
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|ΛT (f1, f2, f3, f4)| ≤
∫
sup
s∈T
|(f1)s1 | sup
s∈T
|(f2)s2 |
(∑
s∈T
|(f3)s3 |2
) 1
2
(∑
s∈T
|(f4)s4 |2
) 1
2
≤ |IT | sup
s∈T
‖(f1)s1‖∞ sup
s∈T
‖(f2)s2‖∞
(
1
|IT |
∑
s∈T
‖(f3)s3‖22
) 1
2
(
1
|IT |
∑
s∈T
‖(f4)s4‖22
) 1
2
.
Using the structure of the 1-tree and the definition of Sµ,
(
1
|IT |
∑
s∈T
‖(f3)s3‖22
) 1
2
. µmin{1, |F3| 1p } ≤ µ|F3|
1
p3 (5.3)
Combine the above two estimates and can bound |ΛT (f1, f2, f3, f4)| by
µ|IT | sup
s∈T
‖(f1)s1‖∞ sup
s∈T
‖(f2)s2‖∞ size4(T, f4)|F3|
1
p3 .
It remains to prove that for i = 1 or i = 2, ‖(fi)si‖∞ . sizei(T, fi) for any s ∈ T . We will only consider
i = 1 case as the other case can be handled similarly. We just need to prove the estimate
‖(f1)s1‖∞ . ‖(f1)s1‖2|Is|−
1
2 (5.4)
since {s} is a 4-tree. To prove (5.4), recall for s = (k, n, l), (f1)s1(x) = χ∗Ik,n(x)f1 ∗ ψk,l(x), where ψk,l(x) =
2kψ(2kx)e−2pii
l
2x. Let b be a real number such that | l2 − b| = 2k and define (˜f1)s1(x) := e2piibx(f1)s1(x).
Then (˜f1)s1
′
(x) = γ(f1)s1(x) for some γ . 2k. Hence
‖(f1)s1‖∞ = ‖(˜f1)s1‖∞ .
√
‖(˜f1)s1‖2‖(˜f1)s1
′
‖2 . 2 k2 ‖(f1)s1‖2 . ‖(f1)s1‖2|Is|−
1
2
as desired.
Now assume T is a 4-tree. By similar arguments, we have
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|ΛT (f1, f2, f3, f4)| ≤
∫ (∑
s∈T
|(f1)s1 |2
) 1
2
sup
s∈T
|(f2)s2 |
(∑
s∈T
|(f3)s3 |2
) 1
2
sup
s∈T
|(f4)s4 |
≤ |IT |
(
1
|IT |
∑
s∈T
‖(f1)s1‖22
) 1
2
sup
s∈T
‖(f2)s2‖∞
(
1
|IT |
∑
s∈T
‖(f3)s3‖22
) 1
2
sup
s∈T
‖(f4)s4‖∞
. µ|IT | size1(T, f1) sup
s∈T
‖(f2)s2‖∞ sup
s∈T
‖(f4)s4‖∞|F3|
1
p3
. µ|IT |
∏
j∈{1,2,4}
size j(T, fj)|F3|
1
p3 .
This finishes the proof of Proposition 5.10. 
The following proposition provides the algorithm to select trees and group tiles.
Proposition 5.11 Let f ∈ L2. Suppose for some j ∈ {1, 2, 4} and P ⊆ S, we have
sizej(P, f) ≤ σ‖f‖2 for some dyadic number σ = 2n, n ∈ Z.
Then we can decompose P = P ′ ∪ P ′′ such that
sizej(P
′, f) ≤ σ
2
‖f‖2 (5.5)
and P ′′ is a union of trees T in some collection F with
∑
T∈F |IT | . 1σ2 .
The proof of this organization proposition will be postponed to Section 5.5.
Now we are ready to prove our goal (5.2). By Proposition 5.9 and the definition of Sµ, we have
sizej(S
µ, fj) .

µ|Fj | when j = 1, 2;
µ−M for any large M > 0 when j = 4.
(5.6)
Iterate the organization algorithm Proposition 5.11 for all j = 1, 2, 4 simultaneously, and we can decom-
pose Sµ as
Sµ =
⋃
σ is a
dyadic number
Sσ,
where
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sizej(Sσ, fj) .

min{µ|Fj |, σ|Fj | 12 } when j = 1, 2;
min{µ−M , σ} for any large M > 0 when j = 4,
(5.7)
and Sσ = ∪T∈FσT is a union of tees with
∑
T∈Fσ |IT | . 1σ2 .
Using this decomposition and the estimate on a single tree (Proposition 5.10), we see that
|ΛSµ(f1,f2, f3, f4)| .
∑
σ is dyadic
∑
T∈Fσ
|ΛT (f1, f2, f3, f4)|
. µ
∑
σ
∑
T∈Fσ
|IT |
∏
j∈{1,2,4}
size j(T, fj)|F3|
1
p3
. µ3|F3|
1
p3
∑
σ
1
σ2
min{|F1|, σ|F1| 12 }min{|F2|, σ|F2| 12 }min{µ−M , σ}.
Apply the elementary inequality min{X,Y } ≤ XθY 1−θ, and we can bound |ΛSµ(f1, f2, f3, f4)| by
µ3|F3|
1
p3
∑
σ
1
σ2
σ
2
(
1− 1p1
)
+2
(
1− 1p2
)
|F1|
1
p1 |F2|
1
p2 min{µ−M , σ} . µ−2|F1|
1
p1 |F2|
1
p2 |F3|
1
p3 ,
where we used the fact 1p1 +
1
p2
< 32 in the last inequality. This proves (5.2).
5.4 Size estimates
In this section, we prove Proposition 5.9. The proofs of some variants of this proposition already appear in
[26] and [78]. For the convenience of the reader, we include the details here. First we need the following
lemma which is another form of the John-Nirenberg inequality.
Lemma 5.12 For any P ⊆ S and f ∈ S(R),
sizej(P, f) . sup
T⊆P
T is a 4-tree
1
|IT |
∥∥∥∥∥∥
(∑
s∈T
‖fsj‖22
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1,∞
, j ∈ {1, 2},
size4(P, f) . sup
T⊆P
T is a 1-tree
1
|IT |
∥∥∥∥∥∥
(∑
s∈T
‖fsj‖22
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1,∞
.
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Proof: Fix j ∈ {1, 2, 4}, P ⊆ S and f ∈ S(R). Let T ⊆ P be an i-tree for some i ∈ {1, 4} with i 6= j such
that
sizej(P, f) =
(
1
|IT |
∑
s∈T
‖fsj‖22
) 1
2
For simplicity write as := ‖fsj‖2 for s ∈ T and we aim to show
(
1
|IT |
∑
s∈T
as
2
) 1
2
. 1|IT |
∥∥∥∥∥∥
(∑
s∈T
as
2
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1,∞
. (5.1)
Denote the left-hand side (LHS) and the right-hand side (RHS) of (5.1) by A and B, respectively. Let C be
a large constant and define the set
E :=
x :
(∑
s∈T
as
2
|Is|
χ
Is(x)
) 1
2
> CB
 ⊆ IT . (5.2)
By the definition of weak 1 norm,
|E| ≤ B|IT |
CB
=
|IT |
C
(5.3)
Write E as a joint union of intervals E =
⋃
Im∈JM I
m, where JM is the set of maximal elements in
J :=
I = Is0 for some s0 ∈ T :
 ∑
s∈T,Is⊇I
as
2|Is|−1
 12 > CB
 . (5.4)
By the definition of A,
A2|IT | =
∑
s∈T
as
2 =
∫
E
∑
s∈T
as
2
|Is|
χ
Is +
∫
IT \E
∑
s∈T
as
2
|Is|
χ
Is =: H +K. (5.5)
Use the decomposition E =
⋃
Im∈JM I
m to split H further as
H =
∑
Im∈JM
∫
Im
∑
s∈T,Is%Im
as
2
|Is|
χ
Is +
∑
Im∈JM
∫
Im
∑
s∈T,Is⊆Im
as
2
|Is|
χ
Is =: H1 +H2. (5.6)
Since each Im is maximal in J defined by (5.4),
H1 ≤
∑
Im∈JM
(CB)2|Im| = (CB)2|E| ≤ (CB)2|IT |. (5.7)
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For each Im ∈ JM , {s ∈ T : Is ⊆ Im} is still an i-tree by the grid structure. So the definition of sizej(P, f)
and (5.3) give
H2 =
∑
Im∈JM
|Im|
 1
|Im|
∑
s∈T,Is⊆Im
as
2
 ≤ ∑
Im∈JM
|Im|A2 = A2|E| ≤ A2 |IT |
C
(5.8)
Since the integrand in K is dominated by CB by (5.2), we have
K ≤ (CB)2|IT |. (5.9)
Putting (5.5)-(5.9) together, we obtain
A2|IT | = H1 +H2 +K ≤ (CB)2|IT |+A2 |IT |
C
+ (CB)2|IT |, (5.10)
from which we obtain A . B. This proves (5.1) and thus Lemma 5.12. 
We now turn to the proof of Proposition 5.9. Without loss of generality, assume j = 1. By Lemma 5.12,
it suffices to show for any 4-tree T ,
∥∥∥∥∥∥
(∑
s∈T
‖fs1‖22
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1,∞
.M ‖f‖L1(µIT ) + µ−M inf
y∈µIT
Mf(y)|IT |. (5.11)
Write f = fχµIT + f
χ
(µIT )c . LHS of (5.11) is bounded by∥∥∥∥∥∥
(∑
s∈T
‖(fχµIT )s1‖22
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1,∞
+
∥∥∥∥∥∥
(∑
s∈T
‖(fχ(µIT )c)s1‖22
|Is|
χ
Is
) 1
2
∥∥∥∥∥∥
1
=: I + II.
By the conditions (5.11)-(5.17) of the tiles, in a 4-tree, s1 tiles are Littlewood-Paley pieces as illustrated in
Figure 5.4. Thus term I is bounded by C‖f‖L1(µIT ) since the discrete square-function operator is of weak
type (1, 1) by the L2 estimate and Caldero´n-Zygmund decomposition.
Using the fact l2 norm is no more than l1 norm, we estimate II by
∑
s∈T
‖(fχ(µIT )c)s1‖2|Is|
1
2 .
It remains to show
∑
s∈T
‖(fχ(µIT )c)s1‖2|Is|
1
2 .M µ−M inf
y∈µIT
Mf(y)|IT |. (5.12)
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Figure 5.4: s1 tiles in a 4-tree
Using (5.9) we see that control the function |(fχ(µIT )c)s1(x)| is bounded above by
(
1 +
dist(Is, (µIT )
c)
|Is|
)−N (
1 +
dist(x, Is)
|Is|
)−N
inf
y∈µIT
Mf(y).
Hence
∑
s∈T ‖(fχ(µIT )c)s1‖2|Is|
1
2 is dominated by
inf
y∈µIT
Mf(y)
∑
s∈T
|Is|
(
1 +
dist(Is, (µIT )
c)
|Is|
)−N
.M µ−M inf
y∈µIT
Mf(y)|IT |,
as desired.
5.5 Organizing tiles
We provide the proof of Proposition 5.11 in this section. Without loss of generality, let j = 1. By the
assumptions of Proposition 5.11,
sup
T⊆P
T is a 4-tree
(
1
|IT |
∑
s∈T
‖fs1‖22
) 1
2
≤ σ‖f‖2. (5.1)
Now we begin the tree selection algorithm. Initially set S0 = P and F = ∅. Let
F0 =
T ⊆ S0 : T is a 4-tree such that
(
1
|IT |
∑
s∈T
‖fs1‖22
) 1
2
≥ σ
2
‖f‖2
 . (5.2)
If F0 6= ∅, then take T1 to be the 4-tree in F0 with top t such that c(ωt4) ≥ c(ωt′4) for any other T ∈ F0 with
top t′. Let
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
T
(4)
1 := maximal 4-tree in S0 with top t,
T
(1)
1 := maximal 1-tree in S0 with top t,
T ∗1 := T
(1)
1 ∪ T (4)1 (This is a tree with top t).
Update S0 and F by setting S0 := S0 \ T ∗1 and F := F ∪ {T ∗1 }.
Repeat this algorithm until there is no 4-tree in the updated S0 satisfying
(
1
|IT |
∑
s∈T
‖fs1‖22
) 1
2
≥ σ
2
‖f‖2.
When the algorithm terminates, we obtain
S0 = P \ {T ∗1 , T ∗2 , . . . , T ∗l },
F = {T ∗1 , T ∗2 , . . . , T ∗l }.
Simply let P ′ = S0 and P ′′ = ∪T∈FT . Then Clearly size1(P ′, f) ≤ σ2 ‖f‖2.
Now we turn to the proof of
∑
T∈F |IT | . 1σ2 . We can assume that each T ∈ F is a 4-tree. By the
definition of F0 (5.2), for any T ∈ F,
(
1
|IT |
∑
s∈T
‖fs1‖22
) 1
2
≥ σ
2
‖f‖2. (5.3)
Therefore,
∑
T∈F
|IT | . 1
σ2‖f‖22
∑
T∈F
∑
s∈T
‖fs1‖22.
It will suffice to prove
∑
T∈F
∑
s∈T
‖fs1‖22 . ‖f‖22. (5.4)
For each 4-tile s, define an operator As by Asf(x) = fs1(x). By Cauchy-Schwartz inequality,
∑
T∈F
∑
s∈T
‖fsj‖22 =
〈∑
T∈F
∑
s∈T
A∗sAsf, f
〉
≤
∥∥∥∥∥∑
T∈F
∑
s∈T
A∗sAsf
∥∥∥∥∥
2
‖f‖2.
Hence (5.4) follows from the following estimate:
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∥∥∥∥∥∑
T∈F
∑
s∈T
A∗sAsf
∥∥∥∥∥
2
.
(∑
T∈F
∑
s∈T
‖fsj‖22
) 1
2
. (5.5)
To prove (5.5), write
(LHS of (5.5))2 =
∑
T,T ′∈F
∑
s∈T
s′∈T ′
〈A∗sAsf,A∗s′As′f〉 = I + II,
where

I :=
∑
T 6=T ′∈F
∑
s∈T
s′∈T ′
〈A∗sAsf,A∗s′As′f〉 ,
II :=
∑
T∈F
∑
s,s′∈T 〈A∗sAsf,A∗s′As′f〉 .
Therefore, (5.5) follows from the estimate
max{I, II} .
∑
T∈F
∑
s∈T
‖fs1‖22. (5.6)
We will only provide the estimate for I, as II is easier to control so we omit the proof. Apply Cauchy-
Schwartz inequality,
I ≤
∑
T 6=T ′∈F
∑
s∈T
s′∈T ′
‖Asf‖2‖AsA∗s′‖‖As′f‖2.
Hence (5.6) is a consequence of the inequality below.
∑
T 6=T ′∈F
∑
s∈T
s′∈T ′
‖Asf‖2‖AsA∗s′‖‖As′f‖2 .
∑
T∈F
∑
s∈T
‖fs1‖22. (5.7)
The following estimate for ‖AsA∗s′‖ is the key to sum up all the terms in the LHS of (5.7).
Claim 5.13 ‖AsA∗s′‖ 6= 0 only when ωs1 ∩ ωs′1 6= ∅. Moreover,
‖AsA∗s′‖ .N
|Is′ | 12
|Is| 12
(
1 +
dist(Is, Is′)
|Is|
)−N
if ωs1 ⊆ ωs′1 . (5.8)
Proof: Write AsA
∗
s′f(x) =
∫
K(x, y)f(y) dy, where K(x, y) = χ∗Is(x)
χ∗
Is′ (y)ψ˜s′j ∗ ψsj (x − y), ψsj := ψk,lj
for s = (k, n, l) and g˜(x) := g(−x) for any function g. Note that ψ˜s′j ∗ ψsj (t) =
∫
ψ̂s′(ξ)ψ̂s(ξ)e
2piiξt dξ is
non-zero only when ωsj ∩ωs′j 6= ∅ by (5.3) and (5.10). Assume ωs1 ⊆ ωs′1 . By the definitions of χ
∗
I (5.4) and
ψk,l and using the triangle inequality (1 + |a|)−1 + (1 + |b|)−1 ≤ (1 + |a+ b|)−1,
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|K(x, y)| .N
(
1 +
dist(x, Is)
|Is|
)−2N (
1 +
dist(y, Is′)
|Is′ |
)−N
1
|Is||Is′ |
∫ (
1 +
|x− y − z|
|Is′ |
)−2N (
1 +
|z|
|Is|
)−N
dz
.N
(
1 +
dist(Is, Is′)
|Is|
)−N
1
|Is|
(
1 +
dist(x, Is)
|Is|
)−N
.
Hence
∫
|K(x, y)|dx .N
(
1 +
dist(Is, Is′)
|Is|
)−N
. (5.9)
Similarly,
∫
|K(x, y)|dy .N
(
1 +
dist(Is, Is′)
|Is|
)−N |Is′ |
|Is| . (5.10)
(5.9) and (5.10) imply (5.8) by Schur’s lemma. 
By the claim and symmetry, in the proof of (5.7) we will assume without loss of generality ωs1 ⊆ ωs′1 .
We will also assume that ωs1 $ ωs′1 , as the case ωs1 = ωs′1 can be handled the same way. Under these
assumptions, (5.7) has been reduced to
∑
T 6=T ′∈F
∑
s∈T,s′∈T ′
ωs1$ωs′1
‖Asf‖2‖AsA∗s′‖‖As′f‖2 .
∑
T∈F
∑
s∈T
‖fs1‖22. (5.11)
Since {s} is a 4-tree and size1(f, P ) ≤ σ‖f‖2,
‖Asf‖2 ≤ |Is| 12σ‖f‖2. (5.12)
Also notice that by (5.3)
σ‖f‖2 .
(
|IT |−1
∑
s0∈T
‖f(s0)1‖22
) 1
2
. (5.13)
Combine (5.12) and (5.13), and we see that
‖Asf‖2 . |Is| 12 |IT |− 12
(∑
s0∈T
‖f(s0)1‖22
) 1
2
. (5.14)
Similarly,
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‖As′f‖2 . |Is′ | 12 |IT |− 12
(∑
s0∈T
‖f(s0)1‖22
) 1
2
. (5.15)
Using (5.14) and (5.15), LHS of (5.11) is bounded by
∑
T∈T
(∑
s0∈T
‖f(s0)1‖22
) ∑
s∈T,T ′ 6=T
s′∈T ′,ωs1$ωs′1
|Is| 12 |Is′ | 12 |IT |−1‖AsA∗s′‖
 .
Therefore, (5.11) will be established once we show that for any T ∈ F,
∑
s∈T,T ′ 6=T
s′∈T ′,ωs1$ωs′1
|Is| 12 |Is′ | 12 |IT |−1‖AsA∗s′‖ . 1.
By (5.8), this can be reduced to the estimate that for any T ∈ F,
∑
s∈T,T ′ 6=T
s′∈T ′,ωs1$ωs′1
(
1 +
dist(Is, Is′)
|Is|
)−N
|Is′ | . |IT |. (5.16)
To prove (5.16), we need a crucial observation.
Claim 5.14 If T1 6= T2 ∈ F, s ∈ T1, and s′ ∈ T2, then
ωs1 ⊆ ωs′1 ⇒ Is′ ∩ IT1 = ∅.
Proof: Let t and t′ denote the top of T1 and T2 respectively. Assume otherwise Is′∩IT1 6= ∅. Then Is′ ⊆ It.
By (5.17) and the definition of tree, ωs′1 ⊇ ωs4 ⊇ ωt4 . Then T1 is selected before T2 as c(ωt4) > c(ωt′4).
However, s′1 < t1 indicates that s
′ should be selected together with T1 according to the algorithm (See Figure
5.5). This contradicts with the assumption that s′ ∈ T2. 
Now we are ready to prove (5.16). It is easy to see that
LHS of (5.16) .
∑
s∈T
∑
T ′ 6=T
s′∈T ′,ωs1$ωs′1
∫
Is′
(
1 +
dist(Is, x)
|Is|
)−N
dx.
By Claim 5.14, Is′ ’s are pairwise disjoint and the union of these intervals is contained in (IT )
c. Therefore,
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s′1
s′4
s1
s4
t1
t4
t′4
Figure 5.5: a crucial geometric observation
∑
s∈T
∑
T ′ 6=T
s′∈T ′,ωs1$ωs′1
∫
Is′
(
1 +
dist(Is, x)
|Is|
)−N
dx
≤
∑
s∈T
∫
(IT )c
(
1 +
dist(Is, x)
|Is|
)−N
dx .
∑
s∈T
(
1 +
dist(Is, (IT )
c)
|Is|
)−N
|Is|
Using the tree structure of T and the grid structure of tiles, it is easy to see that
∑
s∈T
(
1 +
dist(Is, (IT )
c)
|Is|
)−N
|Is| . |IT |.
This proves (5.16).
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5.6 Telescoping
We prove Theorem 5.3 by a telescoping argument. In what follows, [x] will be used to denote the integer
part of x ∈ R.
Since k ≥ N ≥ 10α/β, [βαk] is large and essentially we have
Tα,βN (f1, f2, f3)(x) =
∑
k≥N
Hα,k(f1, f2)(x)f
β,k
3 (x) =: A+B,
where

A :=
∑
k≥N
(∑[(1− βα )k]−1
j=0
(
Hα,k−j(f1, f2)(x)−Hα,k−j−1(f1, f2)(x)
))
fβ,k3 (x),
B :=
∑
k≥N H
α,[ βαk](f1, f2)(x)f
β,k
3 (x) =
∑
k≥N H
β,k(f1, f2)(x)f
β,k
3 (x).
B has a much better tile structure than Tα,βN : See Figure 5.2 and Figure 5.6 for a comparison. Since B
is a part of T β,β and the proof of Theorem 5.2 is valid for any collection of scales k, boundedness of B is
obtained.
3
1,2
Figure 5.6: tri-tile structure of T β,β
It remains to analyze the operator A. By a change of variable k → k+ j, we can write A = I+ II, where

I :=
∑
k≥N
(
Hα,k(f1, f2)(x)−Hα,k−1(f1, f2)(x)
)
(
∑[(αβ−1)k]
j=0 f
β,k+j
3 (x)),
II :=
∑
(k,j)∈P
(
Hα,k(f1, f2)(x)−Hα,k−1(f1, f2)(x)
)
fβ,k+j3 (x).
Here P is a finite set of indices, and II should be considered as an error term, whose boundedness follows
from Ho¨lder and Lacey-Thiele’s Theorem ([60, 61]). To prove the boundedness of the main term I, first note
that
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[(αβ−1)k]∑
j=0
fβ,k+j3 (x) = f
αk
3 (x)− fβk3 (x),
where
f l(x) :=
∫
fˆ(ξ)φ0
(
ξ
2l
)
dξ, l ∈ R,
for some bump function φ0 supported in [−1, 1]. Hence we can write I as the difference of two parts:
I =
∑
k≥1
(
Hα,k(f1, f2)(x)−Hα,k−1(f1, f2)(x)
)
fαk3 (x)−
∑
k≥1
(
Hα,k(f1, f2)(x)−Hα,k−1(f1, f2)(x)
)
fβ,k3 (x).
Note that Hα,k(f1, f2)(x) − Hα,k−1(f1, f2)(x) is a piece of BHT at scale k. Since α > β and k > 0, the
supports of f̂αk3 and f̂
βk
3 are at most as large as 2
αk. We can introduce a fourth function and do the wave
packet decomposition to f1, f2, f4. Then the tiles associated with these functions have structures similar to
that of the tri-tiles as in the study of BHT. Therefor, the proof of Theorem 5.1 given in [26] still applies to
I, and we omit the details. This finishes the proof of Theorem 5.3.
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