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Abstract 
This  paper  proposes  an  evaluation  of 
DBN models so as to identify DBN con-
figurations  that  can  improve  machine 
transliteration accuracy. 
1  Introduction 
Machine transliteration is the automatic conver-
sion of a word written in one writing system to 
another  writing  system  while  ensuring  that  the 
pronunciation is as close as possible to the origi-
nal word. For example, using the Cyrillic Trans-
lit
1 converter, the entity name “Groningen” in 
English  is  converted  to  “Гронинген”  in  Rus-
sian. Machine Transliteration is important in var-
ious  cross-language  applications  including  Ma-
chine Translation (MT), Cross Language Infor-
mation  Extraction  (CLIE)  and  Cross  Language 
Information Retrieval (CLIR). Based on the units 
used for transliteration,  four models  have  been 
proposed for machine transliteration (Oh et al., 
2006): grapheme-based, phoneme-based, hybrid, 
and correspondence-based transliteration models. 
Different types  of  techniques  have been devel-
oped by several researchers under these models 
aimed at improving machine transliteration per-
formance.  One framework that has scarcely been 
evaluated  for  machine  transliteration  is  that  of 
Dynamic Bayesian Networks (DBNs). DBNs are 
an extension of Bayesian Networks that are used 
to  model  sequential  or  temporal  information. 
Hidden Markov Models (HMMs) are considered 
the simplest of DBNs and have been successfully 
applied in various Natural Language Processing 
(NLP) applications. Classic HMM-based models 
have been used for machine transliteration with 
                                                
1 The Cyrillic Translit converter is a web-based translitera-
tion utility that can be accessed online at http://translit.cc/ 
good  transliteration performance.  HMMs, how-
ever, have restrictions associated with transition 
and  observation  parameter  independence  as-
sumptions that make it difficult to improve ma-
chine transliteration performance. More relative-
ly  complex  DBN  models  have  been  exploited 
before to explore large model spaces for estimat-
ing  word  similarity  (Filali  and  Bilmes,  2005), 
and  have  been  found  to  produce  better  results, 
although at the expense of computational com-
plexity. DBN models such as those in (Filali and 
Bilmes, 2005) are used to easily model context 
and memory issues that are also very important 
for machine transliteration (Oh and Choi, 2005).  
Preliminary results from application of a specific 
type of DBN models called pair Hidden Markov 
Models (pair HMMs) (figure 1) on transliteration 
discovery between English and Russian datasets 
show  promising  precision  values  ranging  from 
0.80 to 0.86. Currently, we are investigating per-
formance in a transliteration generation task that 
uses the parameters that have been learned for a 
pair HMM. The particular pair HMM being in-
vestigated has been adapted from previous work 
on word similarity estimation (Mackay and Kon-
drak, 2005; Wieling et al., 2007).  Pair HMMs, 
however,  retain  most  of  the  restrictions  asso-
ciated with the classic HMM based models mak-
ing it difficult to improve performance in transli-
teration tasks. The next step is to investigate oth-
er DBN models such as those introduced in (Fila-
li and Bilmes, 2005) and new DBN models from 
this  research  with  the  aim  of  distinguishing 
DBNs that can improve machine transliteration 
accuracy while being computationally feasible. 
2  Transliteration generation problem 
There are two types of transliteration that can be 
used when transliterating between two languag-
es:  Forward  transliteration  where  a  word  in  a 
99source  language  is  transformed  into  target  lan-
guage approximations; and backward translitera-
tion,  where  target  language  approximations  are 
transformed back to the original source language. 
In either direction, the transliteration generation 
task is to take a character string in one language 
as input and automatically generate a character 
string in the other language as output. Most of 
the approaches to automatic transliteration gen-
eration involve segmentation of the source string 
into  transliteration  units;  and  associating  the 
source language transliteration units with units in 
the target language by resolving different combi-
nations of alignments and unit mappings (Haiz-
hou et al., 2004). The transliteration units may 
comprise of a phonetic representation, a Roma-
nized  representation,  or  can  be  symbols  or  a 
combination of symbols in their original writing 
system. 
3  Application  of  DBN  models  for  ma-
chine transliteration 
DBNs have several advantages when applied to 
the task of generating transliterations. One major 
advantage  is  that,  complex  dependencies  asso-
ciated  with  different  factors  such  as  context, 
memory  and  position  in  strings  involved  in  a 
transliteration process can be captured.  
The  challenge then,  is  to  specify  DBN models 
that naturally represent the transliteration genera-
tion  task  while  addressing  some  of  the  factors 
above. One suitable approach for the translitera-
tion  generation  problem  that  is  adapted  from 
previous work is based on estimating string edit 
distance through learned edit costs (Mackay and 
Kondrak,  2005;  Filali  and  Bilmes,  2005).  The 
edit costs are associated with string edit opera-
tions  that  are  used  in  converting  a  source  lan-
guage string (S) to a target language string (T). 
The edit operations specifically include: substitu-
tion (M) (replacing a symbol in S with a symbol 
in  T),  insertion  (I)  (matching  a  symbol  in  T 
against a gap in S), and deletion (D) (matching a 
symbol in S against a gap in T). Figure 1, illu-
strates these concepts for the case of a pair HMM 
for an alignment between the English name “Pe-
ter” (Roman alphabet) and its Russian counter-
part “Пётр” (Cyrillic) through a sequence of edit 
operations and symbol emissions.  As is the case 
in (Filali and Bilmes, 2005), it is quite natural to 
construct  DBN  models  representing  additional 
dependencies in the data which are aimed at in-
corporating more analytical information. Given a  
 
  
 
 
Figure  1:  pair-HMM  alignment  for  converting  an 
English string “Peter” to a Russian string “Пётр” 
DBN model, inference and learning will involve 
computing  posterior  distributions  over  hidden 
variables (in the case of transliteration these can 
be edit operations) given the observed sequences. 
Fortunately, there exist efficient, generic exact or 
approximate algorithms that can be adopted for 
inference and learning a given DBN. By investi-
gating various configurations of DBNs, we hope 
to provide a more concrete evaluation of apply-
ing DBN models for machine transliteration 
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