Introduction
The last thirty years have witnessed a process of extraordinary advancement in information and communication technologies. This has led the banking industry to a widespread adoption of various mechanisms for impersonal service delivery (e.g., phone and internet banking, automated teller machine networks) and screening technologies (e.g., automated credit scoring models). Despite this technological transformation, the physical proximity between borrowers and their lending banks, and other banks in the local credit market remains a major factor for the outcome of the lending transaction (Alessandrini et al. 2009; Cerqueiro et. al. 2009 ).
In general, the importance of geographic distance for the process of economic exchange is attributable to the presence of transaction costs, related to transportation of economic agents and products, and information frictions. Extant research in the banking field offers robust evidence on the existence and significance of such costs (e.g., Petersen and Rajan 2002; Brevoort and Wolken 2009) . By contrast, the exact nature of the costs of borrower-lender distance, i.e. whether they reflect information frictions, transportation factors, or both, and how these costs influence the pricing and supply of bank loans remain open questions. In this paper we address these two questions about the role and nature of the costs of distance in the context of small business lending. First, we establish how these costs are incorporated in the pricing of bank loans. Second, by examining the availability of credit and its degree of tightness, we infer whether the effect of distance is more likely to reflect transportation or information factors.
There are two main arguments why distance between the contracting parties is relevant for the cost of bank credit. First, physical proximity affects the transportation costs borrowers and loan officers face when they complete and manage transactions in person (Chiappori et al. 1995; Sussman and Zeira 1995; Almazan 2002) . Second, information and search costs borrowers incur in order to learn about products and loan conditions offered by other banks in the local market decrease with the geographic closeness between the borrower and these banks (Gehrig 1993) . More importantly, the amount and precision of information available to the lending officer is directly related to the proximity between the officer and borrower's economic and social environment (Almazan 2002; Dell'Ariccia and Marquez 2004; Marquez 2003, 2006) . Besides, the magnitude of information asymmetry concerns such as "winner's curse" can also be related to the distance between borrower and bank's competitors (Shaffer 1998) . This affects the quality of information and the need for visiting borrowers frequently, which implies that presence of nearby competitors could increase the information and transportation costs for the lending bank.
Regardless of the precise nature and source of the costs of distance, their impact on loan interest rates should depend on the underlying pricing model adopted by the lending bank.
Specifically, the main distinction should be drawn based on whether banks price discriminate borrowers spatially by location or, alternatively, price loans according to marginal costs.
In case of spatial discriminatory pricing, banks exploit their monopoly power over nearby borrowers obtained from transportation and/or informational advantages. Banks can thus charge such borrowers higher interest rates (Lederer and Hurter 1986; Dell'Ariccia et al. 1999; Degryse et al. 2009 ). The market-power effects of distance should also depend on the location of the other competing banks in the local credit market. When nearby alternative lending sources are available, the transportation and information advantages of the lending bank, and thus the interest rate it may charge, should be lower.
Different prediction arises when banks set interest rates following a simple rule of markup over marginal cost. Loan rates should be positively associated with borrower-lender distance if the marginal costs increase with this distance. By contrast, the distance between a borrower and competitors of the lending bank has an ambiguous effect on the interest rate.
On the one hand, concerns about the possible realization of "winner's curse" are mitigated when a borrower is farther away from bank's competitors. This lowers the costs faced by the lending bank. On the other hand, the lending bank may increase the mark-up as switching banks is more costly for borrowers located farther away from other potential lenders (Barone et al. 2011) .
Recently, a number of studies have examined empirically how loan rates and credit supply vary with the geographic proximity between borrower and lender. In their seminal paper on the changing importance of distance for small business lending, Petersen and Rajan (2002) show a significant increase in the average (but not median) distance between borrower and lender in the US context. They also find that firms that are able to borrow at distance pay lower interest rates and have higher chances of seeing their loan applications approved. The study captures ability to borrow at distance as the predicted value of a regression of observed distance from lenders on measures of public information about the borrower. In this perspective, the findings suggest that the impact of distance on interest rates and credit availability reflects banks' proprietary information and borrowers' transparency, rather than spatial discriminatory pricing. Agarwal and Hauswald (2010) analyze the lending decisions of a major US bank about loan applications by small corporate borrowers. The study shows that applicants close to the lending branch pay higher interest rates but are also more likely to obtain credit. Consistent with information-based theories, this pattern disappears once the analysis accounts for loan officers' proprietary information, measured by the component of borrowers' assigned credit scores orthogonal to public information about their credit quality. Since the authors consider the actual distance between applicant and bank branch, and control for distance to the nearest rival of the bank, their findings are supportive of information-based models of discriminatory pricing (Dell'Ariccia and Marquez 2004; Hauswald and Marquez 2006) . Degryse and Ongena (2005) study the pricing behavior of a large Belgian bank with respect to loans made almost exclusively to individual and small businesses and document that interest rates decrease (increase) with the distance between the borrower and lending bank (competing banks). The effects of distance appear to be mainly driven by transactional loans, and almost non-existent for loans that are more likely to be relationship-based, and thus more information-sensitive. The authors interpret their findings as consistent with models of spatial price discrimination and banks internalizing transportation costs for nearby borrowers. In a subsequent study analyzing loan contracts from the same bank, Degryse et al. (2009) provide further evidence in favor of spatial discriminatory pricing driven by transportation costs. In particular, they show that the association between borrower's distance to competing banks and loan interest rates decreases when the rival banks are hierarchically organized. To the extent that such banks are more likely to make lending decisions using hard information (Stein 2002) , the number and frequency of required in-person meetings between borrower and loan officer should decrease, thus lowering the market power of the lending bank.
In contrast to the above studies, Knyazeva and Knyazeva (2012) focus on syndicated loans to large firms and find that interest rates are positively associated with the geographic distance between the borrowing firm and its lead lender (or the average distance to the pool of lenders).
1 The authors advance the argument that this pattern reflects the increasing costs of delegated monitoring that banks have to incur when dealing with borrowers located farther away.
Overall, the available empirical evidence suggests an interesting dichotomy. Banks seem to follow spatial discriminatory pricing when lending to small-and mid-sized enterprises (SMEs). Such borrowers are usually more opaque from an informational point of view, require in-person contacts and interactions, and are typically restricted to access only the local credit market where they reside. By contrast, banks appear to price loans on the basis of marginal cost when lending to large corporations. Information, transportation and switching costs should be less important on the margin for these clients.
In this paper, we present findings that raise a question about the pricing paradigm that appears in the literature. Specifically, our analysis provides evidence consistent with marginal cost pricing for small business loans. We analyze a large proprietary dataset of loans granted by a major inter-regional Italian bank to SMEs in the period [2004] [2005] [2006] and find that interest rates increase with the borrower-lender distance and decrease with the distance between borrower and competing banks in the local credit market. This suggests that physical distance from the lending branch represents a non-trivial cost in the lending relationship that banks transfer onto their borrowers.
The second step of our analysis investigates the quantity dimension of the bank-borrower interaction, captured through the probability that a borrower faces tight credit availability and has to use the costly option to overdraw funds over the granted credit line. The quantity perspective allows us to offer some insight into the economic factors -transportation or information -that underlie the costs of distance. Our identification strategy rests on the following idea. If distance reflects pure transportation costs, the credit constraints faced by borrowers, and thus likelihood of overdrawing, should not be affected by their location as these costs can be more easily quantified and reflected in the price-setting process, making credit supply and demand roughly aligned. Conversely, if bank-borrower distance is a proxy for information asymmetry and its costs, banks should be more restrictive in lending to borrowers located farther away. Hence, the probability that such borrowers overdraw funds,
i.e. face tighter credit availability, should be higher.
In contrast to the effects of physical proximity on interest rates, the implications of distance for loan availability and credit tightness are not extensively analyzed in the literature. Carling and Lundberg (2005) develop a model of geographic credit rationing based on the premise that information asymmetry is mitigated in the vicinity of the bank. As a result, more distant borrowers are subject to stricter lending standards and increased likelihood of rationing. However, their empirical analysis, using data from a large Swedish bank, does not detect evidence of such practices. By contrast, Brevoort and Hannan (2006) and Agarwal and Hauswald (2010) observe that the likelihood of loan approval increases (diminishes) with the geographic proximity between applicant and lender (competing banks).
However, they do not analyze the amount of credit granted and the degree of credit tightness.
Consistent with the information-based arguments, our analysis reveals that the degree of credit tightness is affected by borrowers' physical location. The probability of borrowers facing a binding credit limit, and overdrawing, increases with their physical distance from the bank and decreases with their distance from other competing banks in the local credit market.
If distance affects the outcome of the lending process through information-based costs, one should expect its effect to be stronger for cases where such costs dominate. Therefore, to substantiate our insights, we explore the cross-sectional heterogeneity in the degree of opacity of our sample borrowers. To this end, we split our sample into categories based on characteristics (e.g., size and rating availability) intended to capture borrower's opacity and the magnitude of information asymmetry, and repeat our analysis. We find that the effects of distance are more pronounced for the types of borrowers that can be considered as less transparent. This result further corroborates our conclusion that distance represents information-based costs of the bank-firm lending relationship.
The rest of the paper is organized as follows. In the next Section, we describe our data and variables. The empirical strategy is discussed in Section III. We present our main results and some robustness tests in Section IV. Section V concludes.
Data and variables

Dataset
To examine the costs of physical distance in the context of small business lending, we utilize a unique proprietary dataset of credit lines granted to SMEs by a major inter-regional Italian The dataset includes information on loan contract terms (e.g. credit limit, interest rate, collateral), various aspects of the bank-borrower relationship (e.g. length and exclusivity, whether the borrower uses other services from the bank), borrower characteristics (e.g. location, sales, industry specialization, organizational form), and characteristics of the local credit market and lending branch (e.g. location). We augment the dataset provided by the 2 Less than 4% of the credit lines are granted to firms located outside these two provinces. We should note that the provinces are representative of the Italian economic structure characterized by a large number of SMEs. 3 A sub-set of less than half of the borrowers has been used to study the relevance of gender of contracting parties involved in bank lending (see Bellucci et al. 2010) . The focus of the sub-set was exclusively on sole proprietorships, where borrower's gender could be uniquely identified.
bank with information on the distance between each borrower and all branches in the local credit market. It should be noted that our dataset only contains information on approved contracts but not on applications. Nevertheless, the richness of the data in terms bank and borrower characteristics and local credit market conditions, allows us to analyze the impact of bank-borrower distance on loan pricing and the nature of distance costs.
Dependent variables
We focus on two outcome variables concerning credit lines: price and availability of credit.
Summary statistics for these (and all other) variables are reported in Table 1 . First, we use the interest rate charged by the bank to measure the price of credit. The average Interest Rate for our borrowers is 7.06%. The second outcome variable relates to the quantity dimension of the loan contract. We focus on the incidence of binding credit limits and thus, on the probability that a borrower experiences tight credit availability. To this end, we construct a variable
Overdraw as an indicator that takes the value of 1 if a borrower draws more credit than what is actually granted by the bank according to the contract, and 0 otherwise. For overdrawing firms, credit availability may be considered as tighter as borrowers exceeding their credit limit incur fees and penalty rates. On average, 22% of the borrowers in our sample face tight credit availability, i.e. overdraw funds. Relatedly, the average credit limit in our sample is €86,511 with substantial variation across organizational forms (€49,065 for sole proprietorships and €101,438 for corporations). The average amount of credit actually used is €62,268, equivalent to 72% of the amount allowed by bank (€38,924 for sole proprietorships and €66,454 for corporations -equivalent to 79.33% and 65.51%, respectively). We also note that partnerships and sole proprietorships are more likely to exceed their credit limit, compared to corporations (24.04% vs. 20.85%).
Overdrawing borrowers are also more likely to be located outside their local credit market, rather than inside (25.04% vs. 21.19%). As a result, they are also farther away from the lending branch. This is consistent with the argument that lenders obtain more precise signals about closer firms and could monitor these firms better, while the precision of the signal about the nature and activities of a borrower likely deteriorates for more distant firms.
As a result, there is a (partial) reduction of credit availability for such borrowers.
Distance variables
We capture the importance of physical distance in two ways. First, we measure the distance between the bank and each borrower (Branch-Firm Distance). Using the exact geographic location of borrower and lending branch, we compute the metric distance that separates them.
The distance is based on the shortest and fastest route, and is obtained through Routemate.
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The average distance between a borrower and our bank is almost 4.98 km (3.09 miles). Bankfirm distance varies considerably with firm's organizational form, sales and the firm's classification in the bank's loan portfolio (small-business portfolio or corporate portfolio).
The average distance is 4.66 km (2.89 miles) for sole proprietorships and 5.79 km (3.60 miles) for corporations. For micro-firms with sales less than €250,000, the branch-firm distance is 4.56 km (3.83 miles) on average. This magnitude is 6.62 km (4.11 miles) for firms with sales higher than €5 million. Considering various components of bank's loan portfolio, we note that the average distance is 4.79 km (2.98 miles) for borrowers in the small-business portfolio and 6.84 km (4.25 miles) for borrowers in the corporate portfolio.
We construct Rivals-Firm Distance to capture the distance between borrower and competing banks operating in the local credit market, defined as the municipality where the 4 Routemate is software for optimization of transportation costs and calculation of distance. For more information about the software, please see http://en.nemsys.it/prodotti.html borrower resides or the postal code of the borrower if this covers multiple small municipalities. To this end, we first identify all bank branches in the local credit market for each borrower in our sample. We then calculate the distance from each of these branches to the borrower. We measure a borrower's distance to competing banks with the 25 th percentile of these distances. Focusing on the 25 th percentile, rather than on the minimum distance, allows for inferences that are more robust and less sensitive to outliers. The average distance to competing banks for the borrowers in our sample is approximately 3.34 km (2.08 miles). In 86% of the cases, a borrower is located closer to the branch of a competing bank than to the branch of our bank. In 73% of the cases, the firm and the loan-granting branch are in the same local credit market.
Control variables
Cost of credit depends on various factors related to borrower and lender characteristics, as well as to market and business cycle conditions. In order to ensure that our distance metrics do not simply capture some of these factors, we use a broad set of control variables reflecting borrower characteristics and the nature of the bank-borrower interaction. In addition to that, we include industry, branch, market, and year fixed effects. Unfortunately, we cannot include borrower fixed effects. During the time period of the study, our bank did not pursue significant organizational restructuring in terms of closing existing branches or opening new ones. As a result, only 1% of the borrowers in our sample are observed to change the bank branch from which they borrow. This makes our variable of interest, Branch-Firm Distance, quasi-time-invariant, and renders the use of within estimators infeasible. In an attempt to take into account unobservable individual effects, we use random effects and Hausman-Taylor estimators.
Our control variables reflect various borrower characteristics and the nature of the bankborrower relationship. Firm size is measured by borrower's total sales (Sales). As the bank only provides sales categories rather than exact amounts, we construct a step variable which takes the value of 1 if the sales are less than €250,000, 2 for sales between €250,000 and €1,500,000, 3 for sales between €1,500,000 and €5,000,000, 4 for sales between €5,000,000
and €25,000,000, 5 for sales between €25,000,000 and €50,000,000. As our focus is on small business lending, we follow the EU definition of Small Business Enterprises and exclude from our dataset borrowers with sales exceeding €50,000,000. 5 The average borrower in our sample falls in the second category. However, firms with sales below €250,000 represent 54.9% of the sample. The fraction of sample firms in each of the remaining categories is as follows: 10.6% in category 2, 14.6% in category 3, 11.7% in category 4, 8.4% in category 5, and 2.6% in the last category. In the multivariate analysis, we use separate indicators for each sales category rather than the step variable.
Specifically, we construct indicators D(Sales i)
that take the value of 1 if the borrower's sales are in the i-th category, and 0 otherwise. This approach allows us to better capture the effect of firm size without imposing the restriction that a shift from one category to the next has a constant effect across categories.
As another borrower characteristic, we consider their organizational form. Corporation is an indicator that takes the value of 1 if the loan recipient is a corporation and 0 otherwise.
33% of the borrowers have this organizational form.
We next introduce three measures intended to capture the nature of the bank-borrower lending relationship. First, Relationship Length is the number of days since the firm has first borrowed from our bank. On average, our sample firms have been clients of the bank for 3,360 days. This is comparable to the findings by Cole (1998) and Degryse and Van Cayseele (2000) that the average bank-borrower relationship is between 7 and 8 years. For Italy, Gambini and Zazzaro (2012) Existing research documents the importance of banks' organizational structure and decision making process (e.g., Liberti and Mian 2009). First, we take into account the hierarchical position of the lending branch in the bank's organizational structure. The network of branches of our bank is distributed across local credit markets and is coordinated by regional headquarters. Each branch has decision-making power with respect to the credit lines extended by its loan officers. However, the headquarters of the bank might have more services or more efficient monitoring, which could affect the cost structure and thus ability to offer credit at a lower price. Alternatively, the headquarters might adopt more formal or impersonal modes of interaction with clients in comparison to smaller local bank branches.
To account for possible effect of such differences on loan contract terms, we construct an The summary statistics for all the outcome variables and the controls, whose construction is summarized in the Appendix, are presented in Table 1 . We also report a correlation matrix for these variables in Table 2 . Both interest rate and incidence of overdrawing are positively correlated with the distance between the borrower and the lending branch. Moreover, the two outcome measures are also significantly correlated with some of the other variables. Hence, it is important to control for these in the multivariate specification.
Empirical models
The first part of our analysis is to examine whether and how price of credit reflects the physical proximity between the transacting parties in the lending process and between borrower and bank rivals. If banks discriminate spatially, or exploit their local monopoly and information advantage, interest rates should be higher in the vicinity of the lending bank and lower in the vicinity of its rivals. By contrast, if banks price competitively based on marginal costs and these costs are increasing (decreasing) in geographic distance from the lending bank (bank's rivals), interest rates should be lower in the vicinity of a lender and higher in the vicinity of its rivals. To distinguish between these alternatives, we estimate the following ordinary least squares (OLS) model:
where Rate is the interest rate in percentage paid by borrower i at time t. Branch-Firm Distance is the natural logarithm of the distance that separates the borrower from the lending branch. Rivals-Firm Distance is the 25 th percentile of the distribution of distances between the borrower and all other banks in local credit market. x is a vector of firm-specific characteristics (sales, activity sector, organizational form, etc.) and bank-firm relationship factors (credit limit, services, rating, exclusivity of relationship, length, riskiness, portfolio, decisional level, etc.). We include industry, branch, market and time fixed effects.
Negative (positive) point estimate of α (β) in equation (1) would be consistent with lending practices of spatial price discrimination. The reverse relationship (α > 0 and β < 0)
should hold if the bank follows marginal cost pricing.
In the second step of our analysis, we try to identify the nature of the costs raised by distance. Specifically, we focus on the quantity dimension of the loan contract. The underlying rationale is that, in contrast to information-based costs, costs that are not information-based (e.g., transportation costs) can be measured relatively more easily and thus can be reflected in the price of credit. Hence, there should be no implication for the likelihood of overdrawing. To investigate, we estimate a Probit model for the probability that a borrower uses credit in excess of what is made available by the bank, i.e. overdraws funds, as follows:
where Overdraw is an indicator that takes the value of 1 if a borrower exceeds the credit limit on the loan contract, and 0 otherwise. F(.) is the cdf of the standard normal distribution.
Distance measures and control variables are as those outlined in model (1). As in model (1), we include industry, branch, market and time fixed effects.
If distance proxies for information costs, borrowers located farther away from the lending bank and closer to bank's rivals should face more binding credit limits and thus should be more likely to overdraw funds. Hence, positive coefficient (α > 0) on the measure of distance between borrower and lending bank, and negative coefficient on Rivals-Firm Distance (β < 0), would be consistent with information-based factors rather than transportation costs. By contrast, no association between physical proximity and credit availability would likely reflect transportation costs, properly captured in the price of credit.
Results
Pricing
We begin the discussion of our results with the analysis of the explicit costs of bank-borrower distance reflected in interest rates. Table 3 presents estimation results based on the specification outlined in Equation (1). In column (1) we include only the variables that capture the distance between borrower and lending bank and between borrower and competing banks. Industry, year, market, and branch fixed effects are also included. In column (2) we augment this baseline specification by including a set of controls for firm and loan characteristics, as well as lending relationship features. Both columns (1) and (2) We note from Table 3 that in all specifications, the coefficient on the variable that captures distance between borrower and lending bank, Branch-Firm Distance, is positive and significant. Both statistical significance and numerical magnitude are robust to alternative specifications, control variables, and estimation techniques. Thus, our preliminary analysis of the impact of bank-borrower distance on the cost of credit shows that borrowing firms located farther away from their lending branches pay higher interest rates relative to their counterparts located in the vicinity of the bank. Lack of proximity seems to create incremental cost for the lender transferred onto borrower. The positive association between bank-borrower physical distance and loan rate is consistent with lending practices of marginal cost pricing, where the incremental costs are increasing in distance. Such costs might reflect information collection, evaluation and monitoring, and the higher rate compensates the bank for these additional costs its loan officers incur when dealing with borrowers located farther away.
The coefficient on Rivals-Firm Distance has a sign opposite to that of the coefficient on
Branch-Firm Distance in each of the specifications in Table 3 . When distance between a borrower and rival banks increases, the competition among banks in the local credit market for this borrower diminishes. This allows the lending bank to obtain more precise information. The resultant reduction in severity of asymmetric information problems (e.g., "winner's curse" and adverse selection) makes it feasible for the bank to extend credit at lower price, all else equal.
In addition to being statistically significant, the effects of Branch-Firm Distance and Rivals-Firm Distance are also economically relevant and similar in magnitude to those reported by Degryse and Ongena (2005) . For instance, using the estimates in column (2) of Table 3 , a change of one standard deviation around the mean in the distance between borrowing firm and lending bank leads to a change in the loan interest rate of almost 12 basis points. Similarly, an increase of one standard deviation in the distance between borrower and rivals' branches decreases the loan rate by about 7 basis points. We note that our panel estimators -random effects model in column (5) and Hausman-Taylor model in column (6) where Credit Limit, Other Services, Relationship Length and Overdraw are assumed to be endogenous covariates -generate results that confirm the association between interest rates and distance.
An examination of the control variables offers some interesting insights. First, the nature of the bank-borrower relationship appears less important for cost of credit. Borrowers with longer lending relationship and with exclusive lending relationship to our bank do not seem to benefit in terms of price. The result contrasts arguments advanced by Boot and Thakor (1994) , Petersen and Rajan (1994) , Berger and Udell (1995) , Chakraborty and Hu (2006) , Brick and Palia (2007) and Sakai et al. (2010) . However, studies for European countries and Japan show that while credit constraints are lower for firms with long-lasting bank ties, interest rates and collateral requirements in the small business lending context might increase with the length of the lending relationship (e.g. Angelini et al., 1998; Degryse and Van Cayseele, 2000; Hernandez and Martinez, 2006; Ono and Uesugi, 2009; Ogawa et al., 2007) .
By contrast, consistent with the notion that the relationship scope allows banks to accumulate additional information that enhances their ability to assess and monitor customers, we find that the use of other services is often associated with lower interest rates.
As expected, the positive and significant coefficient on Overdraw suggests that overdrawing firms pay higher interest rates. Corporations also tend to pay more. We also note that the largest firms tend to pay less for credit as the coefficient of the indicator for most sales (category 6) is negative and larger in absolute terms compared to the indicators for relatively smaller firms (e.g., category 2 or 3). However, the size effect does not appear to be strictly monotonic.
Credit lines managed at the headquarters are associated with lower interest rates, as shown by the negative and statistically significant coefficient of Decisional Level. This is consistent with a superior cost structure at the headquarters level. Looking at the type of portfolio, we note that credit lines that are considered by the bank as part of its corporate market have lower interest rates compared to those that are part of its small business market.
Collateralization also appears relevant. The negative and significant coefficient of D(Collateral 2) suggests that loans secured by some collateral have lower interest rates, relative to unsecured ones. This effect is consistent with the notion that collateral requirement can serve as a self-selection device leading safer borrowers to select collateralized contracts, and as an incentive mechanisms for borrowers to select safer projects (Besanko and Thakor, 1987; Bester, 1985) . However, credit lines with a very high degree of collateralization, i.e.
lines with collateral exceeding 80% of the line, have higher interest rates, as suggested by the positive and significant coefficient on D(Collateral 3). Thus, it appears that high collateral is consistent with the insurance argument (Barro, 1976) .
Lastly, we recognize the importance of time invariant characteristics pertaining to branch and market factors. F-tests of the hypotheses that each of the sets of indicators for branch, market, and industry is indistinguishable from 0, based on the specification in column (2) of the table, reject the null at the 1%-level.
The nature of distance costs
Our analysis shows that distance is important for the price of credit and the positive association between interest rates and bank-borrower distance is consistent with marginal cost pricing and increasing incremental costs. However, whether this effect hinges on transportation costs or information asymmetry frictions remains an open question. To identify the nature of distance costs, we examine in Table 4 the association between borrower-lender proximity and credit availability formalized in Equation (2). In the first specification of Table   4 , we estimate a baseline Probit model that includes only our distance measures along with industry, year, market, and branch fixed effects. In column (2) we augment the baseline specification by including a wide array of control variables. In columns (3) and (4) To quantify the economic importance of distance for the probability of overdrawing, we use the estimates in column (2) of Table 4 . A change of one standard deviation around the mean in the distance between borrower and lending bank increases the probability of overdrawing by 2.3%. A similar increase in the distance between borrower and bank's rivals reduces the probability of overdrawing by 2.4%. Thus, we infer that physical proximity to both lending bank and rivals of the lending bank is economically relevant.
Most of the control variables retain their sign and significance. An important exception is the strong effect of the nature of the lending relationship on the quantity dimension of the loan contract. Borrowers with longer bank relationships seem to benefit in terms of credit availability as they are less likely to overdraw costly funds. The result is consistent with arguments that credit constraints are lower for firms with long-lasting bank ties. Moreover, we also find that borrowers using other services with the bank are less likely to experience binding credit limits. As expected, borrowers of corporate organizational form and larger firms are less likely to overdraw. Similar to our earlier insights, the size effect is not monotonic. The decision-making level is important for the incidence of binding credit limits, as it is for price of credit. Lastly, the collateralization degree is positively associated with the likelihood that the borrower will face binding credit limits.
In sum, borrowers located farther away from their lending branch face tighter credit availability and are more likely to overdraw funds. The positive association between distance and credit availability is consistent with argument for information-based frictions reflected in the cost of distance.
Sub-sample analyses
In order to substantiate our arguments about the nature of the costs of distance, we categorize the loans in our sample into sub-samples intended to offer cross-sectional variation in the degree of borrowers' transparency and information asymmetry. The rationale underlying our approach is that if bank-firm distance reflects costs of information asymmetry, its importance should be more pronounced for borrowers more likely to suffer from such problems, i.e. more opaque borrowers. Therefore, we re-estimate the model of credit availability from Equation (2) for each sub-sample and draw inferences from these sub-sample analyses, shown in Panels A and B of Table 5 . In each estimation we include the full set of controls used in the estimation of the augmented Probit model in column (2) of Table 4 . However, for the sake of brevity, we only report the coefficients of the variables of interest.
The first categorization considers a measure of borrower's overall opacity. It is a common approach to use firm size as proxy for degree of transparency and magnitude of information asymmetry problems. Hence, we split the sample into two groups: borrowing firms with total sales above €5 million and borrowing firms with total sales below this threshold. 6 A finding that the relative importance of bank-firm distance is stronger for micro and small business 6 This threshold is generally accepted in the literature to identify the range of activities of micro and small business firms. However, the European Commission defines Micro and Small Business Enterprises as firms with turnover of less than €2 million and €10 million, respectively. In our case, we are unable to use the cut-off of €10 million because the categorization system used by the bank is not based on this threshold. We adopt the cutoff of €5 million because the bank provides only sales categories and the relevant category is 5-25 million.
firms would be consistent with our information-based argument. As hypothesized, the coefficient on Branch-Firm Distance is positive and significant only for the sub-sample of "small" firms in column (1) of Panel A. Note from column (2) that for "large" borrowers that are less likely to suffer from information asymmetry problems, distance appears less relevant for the probability of binding credit constraints. Small-sized firms located farther away from their lending branch are more likely to overdraw funds, while large-sized borrowers are unaffected. Hence, as the cost of distance is more pronounced for more opaque firms, this cost is more likely a manifestation of information-based frictions, rather than transportation costs.
The second partition is intended to capture the informational advantage of the lending bank vis-à-vis other banks, i.e. whether the firm has an exclusive lending relationship with the bank (column (3)) or maintains lending relationship with multiple banks (column (4)).
The relative importance of bank-borrower distance should be lower for borrowers with an exclusive bank relationship. In this case the bank has an information monopoly and possible concerns about winner's curse should be mitigated. Moreover, the bank could obtain more precise information. The sub-sample analysis reveals that distance matters only for borrowers with multiple lending relationships. This finding further corroborates our main insight.
The third partition makes an attempt to use variation in the informational advantage of the lending bank with respect to a borrower, relative to other borrowers of the bank. To this end, we consider the segment where each borrower falls and split the sample into two groups:
firms in the small-business portfolio and in the corporate portfolio. For clients in the corporate portfolio, bank loan officers tend to visit firm's premises and negotiate contract terms directly. By contrast, decisions about small-business portfolio are taken at branch premises. The coefficient of Branch-Firm Distance is significant only for borrowers in the small-business segment, column (5). Hence, when lenders obtain more precise information about a borrower's activity the importance of physical distance diminishes substantially.
Another set of analyses is reported in Panel B of Table 5 . As alternative proxies for opacity, we consider whether the bank has a credit rating for the borrower and whether the credit line is approved and managed at the local bank branch. Ratings capture the credit risk of a borrower and provide an extra layer of information, while proximity of the loan officers at the local bank branches to the socio-economic environment of a borrower facilitates information acquisition and interpretation. Thus, loan officers operating at the local branch could serve as depositary of soft information essential for the design of loan contracts, while the headquarters officers rely predominantly on hard information. Hence, one should observe that the importance of physical distance between lenders and borrowers is less pronounced in the presence of ratings or when decisions are taken at the headquarters. Consistently, the coefficient on Bank-Firm Distance is positive and significant only for the sub-samples of borrowers without rating (column (1)) and borrowers with credit lines managed at the branch level (column (3)).
Our last partition is intended to exploit cross-sectional variation among our borrowers based on information obtained by the bank during its interaction with them. We focus on relationship length. We split the sample into borrowers with short and long lending relationships. A lending relationship is defined as "long" if it exceeds the 75 th percentile of lending relationships in the sample. For firms maintaining long-lasting relationships with their bank, loan officers have the opportunity to obtain and accumulate more and more precise information. As expected, distance is significantly related to overdrawing probability only for borrowers without established lending relationships with the bank, as shown in column (5).
Overall, our sub-sample analyses reveal that the importance of distance for the probability that a borrower will experience tight credit availability and rely on the costly option to overdraw expensive funds is more pronounced for sub-samples of firms that are less transparent and more likely to suffer from information asymmetry problems. This corroborates our main insight that the cost of distance reflects information-based frictions, rather than pure transportation costs.
Robustness tests
In what follows, we perform a couple of additional tests to verify the robustness of our findings. First, our sub-sample analyses split the borrowers into groups based on measures intended to capture the magnitude of information asymmetry problems. By and large, our results show that the importance of bank-borrower distance is confined to groups of firms that are more likely to suffer from such problems, e.g. smaller firms, firms without rating, firms without established lending relationship with the bank. Some sub-samples are small and one might interpret the lack of statistical significance as power concerns. To address this concern, we perform the following test. For each partition metric (e.g., size, rating availability, decisional level), we identify the larger and smaller partitions. To ensure that our results are not driven by sample size differences, we match the smaller partition to a stratified random sample from the larger one. Then, we re-estimate our models and report the results in Panels A and B of Table 6 . Our insights remain qualitatively unchanged.
Second, in the main analysis we capture Rivals-Firm Distance with the 25th percentile of all distances between a borrower and the branches of all banks rivals to our bank in the local credit market. Compared to the minimum distance, the 25th percentile is less sensitive to outliers or possible measurement error. As a robustness test, we re-estimate the specifications from column (2) of Tables 3 and 4 using alternative measures of distance between a borrower and rival banks. Specifically, we consider shortest, average, and median distances. Table 7 shows that our results for the incidence of binding credit constraints, i.e. likelihood of overdrawing, are confirmed. By contrast, the effect of distance to bank's competitors on loan pricing is not robust to alternative measures, consistent with the idea that such distance could have increasing or decreasing impact on mark-up-based rates.
Conclusion
In this paper we analyze the importance of physical proximity between borrowers and their lending bank for the shape of loan contracts. We first examine the relevance of distance for the cost of credit. Our analysis shows that interest rates increase with borrower-lender distance and decrease with distance between the borrower and lender's rivals in the local credit market. Hence, physical distance seems to represent a cost incurred in the bankborrower lending relationship, especially in the context of banks pricing loans based on marginal costs increasing in distance.
In order to identify economic factors that could justify more expensive loansinformation frictions or transportation costs -we explore the quantity dimension of the loan contracts and the probability of tight credit availability and rationing. Our empirical strategy rests on the idea that if distance reflects pure transportation costs, the willingness of banks to extend credit, and the credit constraints borrowers face, should not be affected by their location as transportation costs can be quantified and reflected in the price-setting process more easily. By contrast, if distance reflects information frictions, banks should be prone to extend more (less) credit to nearby (distant) borrowers. To offer insights into the nature of the cost of distance we study the credit tightness faced by borrowers of our bank by focusing on the incidence of overdrawing.
Consistent with the information-based arguments, we find that borrowers' physical locations matter for credit availability. The probability that borrowers will experience binding credit limits increases with bank-borrower distance. Moreover, we confirm that the importance of distance is more pronounced for borrowers that can be considered as less transparent from an information perspective. This corroborates our main insight that distance reflects information-based costs of the bank-firm lending relationship. Columns (3) and (4) (1) and (2) (6) show results of the augmented Probit model with dependent variable Overdraw. Each regression uses the entire sample and includes industry, time, branch, and market effects. The table reports point estimates of the coefficients, followed in parentheses by robust standard errors. The definition and construction of the variables is provided in the Appendix. * p<0.1, ** p<0.05, *** p<0.01
