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ABSTRACT
It is shown that the BRST path integral for reducible gauge theories, with appropriate
boundary conditions on the ghosts, is a solution of the constraint equations. This is done
1
by relating the BRST path integral to the kernel of the evolution operator projected on
the physical subspace.
2
In the Dirac quantization of gauge systems, the physical states are annihilated by the
constraint operators
Ga(qˆ
i, pˆi) |ψ > = 0. (1)
In the coordinate representation, the constraints, which we shall assume for definiteness
to be of even Grassmann parity, read
Ga(q
i,
h¯
i
∂
∂qi
) ψ(qi) = 0. (2)
The equations (1-2) are Gauss law constraints in Yang-Mills theory; while in Einstein
gravity, they are known as the Wheeler-De Witt equations.
The equations (1-2) are hard to solve in practice for realistic theories. For this rea-
son, it has been tried by several authors to build solutions of (1-2) through path integral
methods. This approach has been initiated by Hartle and Hawking [1] in the case of quan-
tum gravity, and has been systematically studied in Ref.[2-4]. In particular it has been
shown on general grounds that the path integral with appropriate non minimal sector and
appropriate boundary conditions for the ghosts and the antighosts is a solution of the
constraint equations in the case of irreducible constraints6=1. The purpose of this letter
is to extend the results of [2-4] to the case of reducible constraints. As it is well known,
reducible constraints should also be imposed as operator equations on the physical states
in the Dirac quantization method, yielding as in (2)
Ga0(q
i,
h¯
i
∂
∂qi
) ψ(qi) = 0, (3)
where we have replaced the index a by a0 since there will be further indices
6=2. Because
of the reducibility of the constraints, however, the ghost spectrum is much bigger and, in
order to produce solutions of (3) by path integral methods, one must specify the boundary
conditions that the new variables should fulfill. This is done in this letter. We shall
follow the method of Ref.[4], where the path integral is related to a definite operator
expression, namely the “projected kernel” of the evolution operator. It should be stressed
that the problem of the boundary conditions on the ghosts and their conjugate variables
is non trivial. Indeed, different boundary conditions generically lead to a path integral
expression which may be of interest, but which would not solve the constraint equations.
Our starting point is the concept of “projected kernel” of a gauge invariant operator
A0(qˆ, pˆ), [A0, Ga0 ] ≈ 0 (Ref.[4], Chap.13). Let |ψα > be a basis of solutions of the
constraint equations (3). The scalar product < ψα|ψβ > is generally infinite because it
envolves an integration over the gauge orbits. The physical scalar product is obtained by
inserting a gauge condition. We denote it by (ψα|ψβ) and we assume that the basis |ψα >
is orthonormal, (ψα|ψβ) = δαβ .
Any gauge invariant operator A0 maps the physical subspace on the physical subspace.
Its physical matrix elements are (ψα|A0|ψβ). The projected kernel of the operator A0 in
the cordinate representation is defined by
AP0 (q
′, q) =
∑
α,β
< q′|ψα > (ψα|Aˆ0|ψβ) < ψβ|q >, (4)
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and is manifestly a solution of the constraint equations at q′ and of the complex conjugate
at q. The projected kernel contains all the information about the physical matrix elements
of A0 and fulfills the folding relation
(A0 B0)
P (q′, q) =
∫
dq′AP0 (q
′′, q) µ
(
q′,
h¯
i
∂
∂q′
)
BP0 (q
′, q), (5)
where µ is the insertion needed to regularize the scalar product, (ψα|ψβ) =< ψα|µ|ψβ >.
The projected kernel of A0 may be related to BRST quantization. To see this, it is
necessary to recall some elements of BRST theory. As standard we assume that it has
been possible to order the “minimal” BRST charge Ωmin in such a way that
(
Ωmin
)2
= 0, (6)
and (
Ωmin
)†
= Ωmin. (7)
The operator Ωmin fulfilling (6-7) can be written in η−P order (all ghosts ηas to the left of
their conjugate operators Pak) by using repeatedly the ghost (anti)commutation relations,
to yield
Ω = ηa0Ga0 +
L−1∑
k=0
ηak+1Zakak+1Pak + “more”, (8)
where “more” contains at least one η and two P’s, or two η’s and one P. Here, the ηa0 are
the ghosts of the zeroth generation associated with the constraints, the ηa1 are the ghosts of
ghosts of the first generation associated with the reducibility identity Za0a1Ga0 = 0, the η
a2
are the ghosts of ghosts of the second generation associated with the reducibility identity
Za1a2Z
a0
a1
≈ 0, etc. The Pak are their conjugate momenta.
As in [4], Section 14.5, we define the constraint operators of the Dirac approach to be
the coefficients of the ghost operators in (8) (see also [5, 6]). This is not the only possible
definition but it has the following nice properties
(i) In the limit h¯→ 0, Ga0 goes over into the original classical constraints.
(ii) [Ga0 , Gb0 ] = C
c0
a0b0
Gc0 (in that order).
(iii) Za0a1Ga0 = 0 (in that order).
Because of (ii) and (iii), the equations Ga0 |ψ >= 0 are quantum-mechanically reducible
and fulfill the necessary integrability condition for having solutions (“no anomaly”).
Given a BRST invariant operator A of ghost number zero,
[A,Ω] = 0, A† = A, (9)
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we define the gauge invariant operator A0(q, p) of which A is the BRST invariant extension,
as the ghost-independent part of A in its η-P ordering,
A = A0 + η
a0 Ab0a0 Pb0 + “η − P”. (10)
It then follows from (9) that [A0, Ga0 ] = A
b0
a0
Gb0 (in that order).
Under the unitary transformation generated by
C =
1
2
(
ηa0 ǫb0a0 Pb0 −Pb0 ǫ
b0
a0
ηa0
)
+
1
2
(
ηa1 ǫb1a1 Pb1 + Pb1 ǫ
b1
a1
ηa1
)
+ ..., (11)
the constraints and reducibility operators transform as
Ga0 −→ G¯a0 = Ga0 + ǫ
b0
a0
Gb0 +
1
2
[Ga0 , ǫ
b0
b0
]−
1
2
[Ga0 , ǫ
b1
b1
] + ... (12)
Za0a1 −→ Z¯
a0
a1
= Za0a1 − Z
b0
a1
ǫa0b0 + ǫ
b1
a1
Za0b1 +
1
2
[Za0a1 , ǫ
b0
b0
]−
1
2
[Za0a1 , ǫ
b1
b1
] + ... (13)
The physical states |ψ > of the Dirac approach, solutions of (3), transform thus as
|ψ >−→ |ψ¯ > = |ψ > −
1
2
ǫa0a0 |ψ > +
1
2
ǫa1a1 |ψ > −... (14)
This leaves the physical scalar product unchanged (although < ψ|χ > may be modified),
because the regulator µ in (ψ|χ) = < ψ|µ|χ > transforms as µ→ µ¯ = µ+ 1
2
(ǫµ+µǫ) with
ǫ = ǫa0a0 − ǫ
a1
a1
+ ... [4]. In Ref.[7], it has been shown that the above definition of quantum
constraints and transformation laws are quite natural for constraints linear in the momenta,
and amount to regarding the wave functions as densities of weight 1/2 under changes of
coordinates in (q, η) space.
The physical states of the BRST method are the states annihilated by the BRST
charge. It is easy to verify that the solutions of the constraints (3), tensored by the ghost
state annihilated by all the ghost momenta is a solution of Ωmin|Ψ >= 0
|Ψα > = |ψα > ⊗|χ >, Ga0 |ψα > = 0, Pak |χ > = 0 ⇒ Ω
min|Ψα > = 0.
(15)
Furthermore, these states cannot be BRST-exact since they do not involve the ghosts. For
each solution of (3) there is thus one and only one equivalence class of BRST physical
states.
The states (15) are convenient for making the comparison between the Dirac and
BRST quantization methods. However, it is as difficult to construct them as it is difficult
to find the physical states of the Dirac method, since in both cases one needs to solve
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explicitly the constraint equations (3). For this reason it is useful to replace the states (15)
by states that are dual to them, namely the states annihilated by the ghosts themselves,
ηak |Ψ > = 0 ⇒ Ωmin|Ψ >= 0. (16)
These states are solutions of the BRST physical state condition no matter what their q-
dependence is, since each term in the BRST charge Ωmin contains one more η than there
are P’s and therefore annihilates |Ψ >. They are in general not independent in cohomology,
however, since some of them are BRST exact. The cohomological classes that they define
are actually dual to the cohomological classes defined by (15) (Ref.[4],§14.5.3; see also
[8,J9]). So, one may say that while the constraints Ga0 |ψ >= 0 are directly enforced for
the states (15), they are indirectly enforced for the states (16), through the passage to the
BRST cohomology.
The states (16) do not have, in general, ghost number zero, G|Ψ >6= 0. This leads
to ill-defined scalar products. For this reason, it is convenient to extend further the ghost
spectrum, by introducing new variables, and to tensor the states (16) with appropriate
states of the new sector, in such a way that the product states have total ghost number
zero [4, 8, 9]. The new variables are called ”non minimal” variables.
In the reducible case, the non minimal variables are given by blocks
[ (
λs ask , b
k
s as
)
,(
C¯sk as , ρ
k as
s
) ]
, 0 ≤ k ≤ L, k ≤ s ≤ L, where λ0 a00 ≡ λ
a0 are the Lagrange multipliers for
the constraints and
[bk
′
s′ bs′
, λs ask ] = −δ
k′
k δ
s
s′ δ
as
bs′
= [ρk
′ as
s , C¯
s′
k bs′
], (17)
ǫ(bks as) = ǫ(λ
s as
k ) = s − k (mod 2), (18)
ǫ(ρk ass ) = ǫ(C¯
s
k as
) = s − k + 1 (mod 2), (19)
gh(bks as) = k − s = −gh(λ
s as
k ), (20)
gh(ρk ass ) = − k + s + 1 = −gh(C¯
s
k as
), (21)
(see Ref.[10], and [4] Section 19.2.4).
The BRST generator is Ω = Ωmin + Ωnon min where
Ωnon min =
L∑
k=0
L∑
s=k
bks as ρ
k as
s . (22)
The constant in the ghost number operator G = Gmin + Gnon min is adjusted so that G is
antihermitian. With this choice, G is a sum over all conjugate pairs of terms of the form
igηP + (−)ǫη (g/2), where ǫη is the parity of the conjugate pair (η,P) in question.
We are now in the position to state the main results of our letter. There are:
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Theorem 1. The states |q, ghosts > defined by
|q, ghosts > ≡ |qi >
L∏
s=0
|ηas = 0 >
∏
kodd
L∏
s=k
|λs ask = 0, ρ
k as
s = 0 >
∏
keven
L∏
s=k
|bks as = 0, C¯
s
k as
= 0 >,
(23)
are (i) BRST invariant,
Ω |q, ghosts > = 0, (24)
and (ii) of ghost number zero,
G |q, ghosts > = 0. (25)
Theorem 2. The matrix elements < q′, ghosts|A|q, ghosts > of the BRST invariant
operator A between the states of Theorem 1 are, up to inessential numerical factors that
we shall not write, just equal the projected kernel (4) of the operator A0 of which A is the
BRST invariant extension,
< q′, ghosts|A|q, ghosts > ∼ AP0 (q
′, q). (26)
In particular, if one takes for A the evolution operator U(t′ − t) = exp−iH(t′ − t),
where H is the BRST invariant extension of the Hamiltonian, one gets, using the fact that
the projected kernel is annihilated by the constraints:
Theorem 3. The path integral
UP0 (q
′, t′; q, t) =
∫
Dqi Dpi Dη
as DPas D(non minimal sector)
exp i
∫ t′
t
dt(pq˙ + Pas ˙η
as + .......−H),
(27)
with boundary conditions
qi(t′) = q′i, qi(t) = qi, (28)
ηas(t′) = 0, ηas(t) = 0, (29)
λs ask (t
′) = 0, λs ask (t) = 0 k odd, (30)
bks as(t
′) = 0, bks as(t) = 0 k even, (31)
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C¯sk as(t
′) = 0, C¯sk as(t) = 0 k even, (32)
ρk ass (t
′) = 0, ρk ass (t) = 0 k odd, (33)
is a solution of the constraint equations.
In the irreducible case, this theorem reproduces the result of Ref.[3]. But Theorem 2
gives a more precise information about the nature of the path integral since it relates it
explicitly to the projected kernel of the operator formalism.
Proof of theorem 1: The first assertion is obvious: the states (23) are manifestly
annihilated by the minimal BRST charge as well as by each term of Ωnon min. To prove
the second assertion, one checks that the ghost number adds up to zero at each reducibility
level. Consider the level s, 0 ≤ s ≤ L, i.e., all the variables parametrized by as. Assume
for definiteness that s is even so that the ghosts ηas are fermionic. [If s is odd, then all
signs in the following discussion must be changed. This does not alter the conclusion that
the total ghost number at level s adds up to zero.] With s even, bksas and λ
sas
k (respectively
ρsask and C¯
k
sas
) are bosonic (respectively fermionic) for k even, while they are fermionic
(respectively bosonic) for k odd. We now count the ghost number: the state |ηas = 0 >
of the minimal sector brings in (s + 1)ms/2. The state |b
k
sas
= 0 > |C¯ksas = 0 > (k even
≤ s) brings in [(s − k) + (k − s − 1)]ms/2 = −ms/2. The state |λ
sas
k = 0 > |ρ
sas
k = 0 >
(k odd ≤ s) brings in [(s − k) + (k − s − 1)]ms/2 = −ms/2. Hence, the contribution of
the non minimal sector, obtained by summing over k (0 ≤ k ≤ s), is just −(s + 1)ms/2.
This compensates the ghost number contribution from the minimal sector, yielding a ghost
number equal to zero for the states |q, ghosts >.
Proof of theorem 2: the proof of theorem 2 proceeds in two steps. (i) first one
verifies than the right and left hand sides of Eq.(26) transform in the same way under
redefinitions of the constraints;
(ii) second, one verifies Eq.(26) in the representation where the constraints are abelian
and the reducibility functions equal to 0 or 1.
The verification of (i) is direct and based on (11-14) above. To check (ii), one observes
that for abelian constraints, “more” in eq.(8) turns out to be zero, and Ωmin reduces to
Ωmin = ηA0 GA0 +
L−1∑
s=0
ηAs+1 Pαs . (34)
Here, (i) the GA0 are a set of independent (abelian) constraints,
Ga0 = (GA0 , Gα0 ≡ 0); (35)
and (ii) the reducibility matrices are chosen to be
ZαsAs+1 = ∼ δ
αs
As+1
, (36)
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the other components being zero. We have split the indices as as
as = (As, αs), As = 1, ..., ms − rs, αs = 1, ..., rs. (37)
where rs = rank Z
as−1
as . There are no indices αL since the last Z
aL−1
aL are independent,
and there are as many indices As+1 as there are indices αs.
Now, the form of the full BRST charge in the abelian representation is exactly the
same as that of the BRST charge for an irreducible gauge system described by the following
set of independent constraints:
(i) GA0 = 0, Pα0 = 0, ..., PαL−1 = 0, with non minimal sector [b
0
0A0
], [b01A1 ], ..., [b
0
LAL
]
(we use the “block notation” [b] of [4] to denote all the variables of a basic building block
(b, ρ, λ, C¯) of the non minimal sector);
(ii) bksAs = 0 (k odd) with non minimal sector [b
k−1
s−1αs−1
];
(iii) bksαs = 0 (k odd, k ≤ L− 1) with non minimal sector [b
k+1
s+1As+1
].
The boundary conditions on the ghosts and non minimal variables are furthermore exactly
the same as those that one would write down by considering the theory as an irreducible
gauge theory with constraints (i)-(iii).
Therefore, if A0(q, p) is an observable - which we may assume to commute strongly
with the abelian constraints, [A0, Ga0 ] = 0 - , the analysis of the irreducible case applied
to the system with constraints (i)-(iii) implies that
< q′, ghosts|A|q, ghosts > =
< q′, ηαs = 0, λsask = 0|A0(q, p)
∏
δ(GA0) δ(Pαi) δ(b
j
sas
)|q, ηalphas = 0, λsask = 0 > (38)
up to inessential numerical factors (the index k of λ in (38) is odd) [4, chapter 16]. Since
< u = 0|δ(pu)|u = 0 >= (2π)
−1 (u even) or 1 (u odd), one finally gets
< q′, ghosts|A|q, ghosts > = < q′|A0(q, p)
∏
δ(GA0)|q > (39)
up to unwritten irrelevant factors. The right hand side of Eq.(39) is the projected kernel
for the case of m independent abelian constraints [4]. This achieves the proof of Theorem
2.
Once Theorem 2 is demonstrated, the proof of Theorem 3 is immediate : one simply
takes for A the evolution operator and reexpresses < q′, ghosts|U(t′ − t)|q, ghosts > as a
path integral.
We have thus established in this letter that the BRST path integral (27) for the evo-
lution operator, with the boundary conditions (28)-(33), is a solution of the constraint
equations. We have actually done more than merely verifying that (27) solves the con-
straints (zero is also a solution of the constraints). Namely, we have explicitly related the
path integral to the projected kernel of the evolution operator. Thus, the path integral is
non trivial and contains all the information about the evolution of the gauge system.
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FOOTNOTES
6=1 We stress that in the Dirac quantization method for constrained systems, all the con-
straints are imposed as conditions on the physical states. There exists an alternative
approach, based in the Fock representation, in which only the holomorphic part of the
constraints is enforced on the physical states. This approach is devoid of the scalar prod-
uct difficulties and is implemented by means of different boundary conditions on the ghosts
[4], chapter 13.
6=2 It is sometimes stated in the literature that the equations (3) are inconsistent when the
constraints are reducible, and that the constraints should therefore not be imposed on the
physical states. This is of course incorrect. In the absence of anomalies, the equations (3)
are consistent both in the irreducible and the reducible cases. For example, the constraints
for an abelian 2-form gauge field theory read πij,j ψ = 0, i.e. (δψ/δAij),j = 0. These
equations are not independent and consistent. Their general solution is ψ = ψ[AL], where
AL is defined through Aij = ǫijk∂
kAL + ∂iθj − ∂jθi (in three spatial dimensions).
10
REFERENCES
1. J.B.Hartle and S.W.Hawking, Phys.Rev. D 28 (1983) 2960.
2. A.O.Barvinsky, Phys.Lett.B 241 (1990) 210.
3. J.J.Halliwell and J.B.Hartle, Phys.Rev. D 43 (1991) 1170.
4. M.Henneaux and C.Teitelboim, Quantization of Gauge Systems, Princeton University
Press, Princeton, 1992.
5. I.A. Batalin and E.S. Fradkin, Ann. Inst. Henri Poincare´ 49 (1988) 145.
6. A. O. Barvinsky, Class. Quant. Grav. 10 (1993) 1895; A.O. Barvinsky and V. Krykhtin,
Class. Quant. Grav. 10 (1993) 1957.
7. R.Ferraro, M.Henneaux and M.Puchin, J.Math.Phys. 34 (1993) 2757.
8. R. Marnelius, Nucl. Phys. B 395 (1993) 647.
9. R. Marnelius, Phys. Lett. B 318 (1993) 92.
10. I.A.Batalin and E.S.Fradkin, Phys.Lett. 122B (1983) 157.
11
