We preseni. a potential reduction algorit.hm which performs at most one rank one update at each iteration and at most O(nL) updates to solve a linear pro,~ram. This algorithm requires 0(n 3 L) arithmetic operations, An important aspect of this algorithm and i';s analysis is that it does not always require the approximate scaling mEltrix to be in a certain box around the primal-dual scaling matrix.
Introduction
Anstreicher and Bosch [2] , Bosch and Anstreicher [3] showed that the rank one update idea of Karmarkar l6] can be used to improve the worst case complexity of the large step potential reduction algorithm of Ye [14] , Freund [4] , and Kojima, Mizuno and Yoshise [7] . Let Dk be the scaling matrix in these algorithms. The analysis of Anstreicher and Bosch [2] , Bosch and Anstreicher [3] , and Karmarkar [6] uses an approximation if of Dk as a scaling matrix at every iteration. They assume that at each iteration iJk satisfies -k ).
lip < DID' < P This results in a "bulk" rank one updates at each iteration. The Anstreicher and Bosch [2] and Bosch and Anstreicher [3] algorithm terminates in O( foL) iterations and performs at most O( fo) updates on the average. Ye [15] and Mizuno [9] presented O( n 3 L) potential reduction algorithm requiring O(nL) iterations. Mizuno [10] showed that an O(nL) iteration primal-dual algorithm can be developed which performs at most one rank one update at each iteration. The algorithm in l'vlizuno [10] restricts the ratio of elements of the current point and its approximation so that at most one rank one update is performed at an iteration. All the rank one update algorithms [2, 5, 6, 9, 10, 11, 13, 15] assume that the approximate scaling matrix satisfy a condition similar to (1.1) at each iteration and update the element not satisfying such .CL condition. The algorithm in Mizuno [10] restricts the step size, wnile Anstreicher and Bosch [2] may have to do O( fo) updates so that (1.1) is satisfied.
In this paper we show that a strict enforcement of.condition such as (1.1) is not necessary to get O( nL) updates in a O( n 3 L) method. Therefore, in the structure of our algorithm we may allow variables to violate (1.1) while taking large steps. The algorithm and its analysis that we present here uses the primal-dual framework. In addition, we differ from Bosch and
Anstreicher [3] in the condition we impose to safeguard the line search, and from Mizuno [10] Consider the primal-dual potential function
The derivative of <p(x,s) is given by
Vs<p(x,s) = n:r.x -S-Ie.
In order to solve (P) and (D), for an algorithm it is sufficient to reduce <p(x, 8) by J( foL [4, 14] for some constant K We now present our algorithm. Algorithm 2.1:
iJ := iJk Obtain the search direction Px, P1f and Ps by solving the problem S(iJ):
The solution of S(iJ) is given by date.
where
Deferred Updates in Interior Point Methods
Find a B by a line search on <1>( x, s) guarded by
2 Sk+l -1/2, and
The choice of p, f, f3 used in describing the algorithm is made more precise in Theorem 3.6. In particular, p = 2, f3 = .1 and E = .016 is used in our analysis. The assumption
is for simplicity. We can start with any positive diagonal matrix b.
First we explain the logic of Algorithm 2.l. At iteration k we have an approximate scaling matrix b k . A search direction for (P) and (D) is computing from (2.5). We then perform a line search to reduce <I>(x, s) while guarding it by condition (2.6). Condition (2.6) comes out naturally in our analysis. In practice to simplify the line search the right hand side of (2.6) can be replaced by a bound on it (for example use bounds available at any step of the proof of Lemma 3.5). There are two possible cases. Case I: A step e can be taken in the search direction which yield sufficient reduction E in the potential function. In this case we do not update the scaling matrix and proceed to the next iteration.
Case II: The potential function is not reduced by amount E. In this case we find the set of variables which are not in a certain box around the correct scaling matrix. If this set is empty (Case 11.1), we proceed to the next iteration as in Case 1. Otherwise, we pick anyone of the variables in the set, update the corresponding element of the scaling matrix, perform a rank one update to generate projection matrices corresponding to the new scaling matrix, and proceed to the next iteration.
It is important to note that any variable in the set V k is a candidate for update. Strategies can be devised to prioritize variables for updating. Furthermore, all the variables in the set V k can be updated simultaneously (i.e., "bulk" rank one updates can be performed) without changing the complexity of the algorithm. Therefore, the advantage of a one update at a time approach would be to reduce the total number of rank one updates in practice. 
The result follows for appropriate choices of f3 and p. Finally, to prove the complexity of the algorithm it is sufficient to note that the amount of work at Type I and Type Il iterations is O(n 2 ). 0 Note that the bound on the number of rank one updates does not require that sufficient progress be made in </J(x,s) at each iteration. To get this bound it is sufficient that the line searches on </JO be guarded by (2.6). In the next section we show that if V k =: 0, for p = 2 and f3 = .1, </J(x,s) can be reduced by t = .016 while satisfying (2.6).
Analysis of the Basic Algorithm
First we show that if (3.1 ) </J( x, s) can be reduced sufficiently. Next we will show that it is possible to sufficiently 
We need a few lemmas to prove Theorem 3. The last two inequalities in above follow from (3.1) and the definition of EO respectively.
The proof of (3.9) and (3.]0) are similar to the proof of (3.8). 0 Proof of Theorem 3.1. From using Lemma 3.3, :3.4 and (3.10) in (3.3) we have
<I>(x+,s+) -<I>(x\sk) S -V3()/2p8 + p2()2/(28 2 (1 -T)).
Let () = (57 / p. For T E (0,1) it is clear from (3.8) 
