ABSTRACT. Given a scheme X over Z and a hyperfield H which is equipped with topology, we endow the set X(H) of H-rational points with a natural topology. We then prove that; (1) when H is the Krasner hyperfield, X(H) is homeomorphic to the underlying space of X, (2) when H is the tropical hyperfield and X is of finite type over a complete non-Archimedean valued field k, X(H) is homeomorphic to the underlying space of the Berkovich analytificaiton X an of X, and (3) when H is the hyperfield of signs, X(H) is homeomorphic to the underlying space of the real scheme X r associated with X.
Introduction
A hypergroup assumes similar axioms as an abelian group except that one allows addition to be 'multi-valued' (hyperaddition). A hyperring R is a nonempty set with two binary operations (multiplication ·, hyperaddition +) such that (R, ·) is a commutative monoid, (R, +) is a hypergroup, and hyperaddition is distributive over multiplication. When all nonzero elements are multiplicatively invertible, a hyperring is called a hyperfield. An early incarnation of hyperstructures goes back to F. Marty [Mar35] who introduced the notion of hypergroups. Shortly after, M. Krasner adapted Marty's idea to generalize commutative rings to hyperrings in [Kra56] . Krasner's goal was to approximate (in a precise sense) Galois theory of local fields of positive characteristic by means of Galois theory of local fields of characteristic zero. Since then hyperrings have received more attention from applied mathematics community than pure mathematics community. However, in recent years, this has been changed; A. Connes and C. Consani first implement the idea of hyperstructures into algebraic geometry to study the adèle class space A K /K × of a global field K [CC11] . O. Viro observes that hyperstructures provide a natural algebraic foundation for tropical geometry [Vir10] . M. Marshall, P. Gładki, and K. Worytkiewicz show that hyperstructures simplify (or generalize) certain aspects of quadratic form theory and real algebraic geometry [Mar06] , [GM12] , [GW17] .
In this paper, for a scheme X , we investigate the set X (H) of rational points over a hyperfield H by properly generalizing the notion of locally ringed spaces to locally hyperringed spaces. In general, X (H) is merely a set; however, when H is equipped with topology, we impose fine Zariski topology on X (H), introduced by O. Lorscheid and C. Salgado in [LS16] .
Let's briefly recall the definition of fine Zariski topology. Let H be a hyperfield which is equipped with topology T . We do not assume any compatibility of the algebraic structures of H with T . Let X = Spec A be an affine scheme. Then, one imposes a canonical topology (affine topology, see [LS16] ) on Hom(A, H), the set of hyperring homomorphisms from A to H; we first consider the following setinclusion Hom(A, H) ֒−→ ∏ a∈A H (a) and give Hom(A, H) subspace topology, where ∏ a∈A H (a) is equipped with product topology induced by T of H. For the general case, when X is a scheme and H is a hyperfield equipped with topology, fine Zariski topology on the set X (H) of H-rational points of X is the finest topology such that for any morphism f : Y → X from an affine scheme Y to X induces a continuous map f (H) : Y (H) → X (H), where Y (H) is equipped with affine topology. One can easily check that fine Zariski topology agrees with affine topology when X is affine (see, §3.2).
With this setting, the main question which we want to address is the following: Question 1.1. Which topological space arises as the set X (H) of rational points of an algebraic variety X , where H is a hyperfield with topology? Do we have some interesting known-examples of X (H)?
In this paper, we will prove that several familiar topological spaces arise in this way. To this end, hyperfields of particular interest are the following (see, §2 for details):
• (Krasner hyperfield) Let K := {0, 1} be a commutative monoid with the multiplication 1 · 0 = 0 and 1 · 1 = 1. The hyperaddition is given by 0 + 1 = 1 + 0 = 1, 0 + 0 = 0, and 1 + 1 = {0, 1}. Then K is a hyperfield called the Krasner hyperfield. We impose topology on K in such a way that the set of open subsets is { / 0, {1}, K}.
• (Tropical hyperfield) Let T := R ∪ {−∞}, where R is the set of real numbers. The multiplication ⊙ is the usual addition of R such that a ⊙ (−∞) = (−∞) for all a ∈ T. The hyperaddition ⊕ is to take the maximum when two elements are different, i.e., a ⊕ b = max{a, b} if a = b. When a = b, a ⊕ b = {c ∈ T | c ≤ a}, where ≤ is the usual order of R with −∞ the smallest element. Then T is a hyperfield called the tropical hyperfield. We simply impose Euclidean topology on T.
• (Hyperfield of signs) Let S := {−1, 0, 1} be a commutative monoid with the multiplication 1 · 1 = 1, (−1) · (−1) = 1, (−1) · 1 = (−1), and 1 · 0 = (−1) · 0 = 0 · 0 = 0. The hyperaddition follows the rule of signs, i.e., 1 + 1 = 1, (−1) + (−1) = (−1), 1 + 0 = 1, (−1) + 0 = (−1), and 1 + (−1) = {−1, 0, 1}. Then S is a hyperfield called the hyperfield of signs. We impose topology on S in such a way that the set of open subsets is { / 0, {1}, {−1}, {−1, 1}, S}.
The motivation of the current paper stems from the recent paper [BB16] of M. Baker and N. Bowler; Baker and Bowler develop a very elegant framework which unifies the notions of many enrichments of matroids (matroids, oriented matroids, valuated matroids, and phase matroids) as well as linear spaces at the same time. A key idea is to implement hyperfields in matroid theory to define matroids with coefficients in hyperfields. To be precise, Baker and Bowler prove the following among others.
Theorem. [BB16] There is a notion of a matroid M over a hyperfield H such that:
(1) When H = K, a field, then M is a linear space.
(2) When H = K, the Krasner hyperfield, then M is a matroid. (3) When H = S, the hyperfield of signs, then M is an oriented matroid. (4) When H = T, the tropical hyperfield, then M is a valuated matroid. (5) When H = P, the phase hyperfield, then M is a phased matroid in the sense of L. Anderson and E. Delucchi in [AD12].
Remark 1.2.
(1) In fact, Baker and Bowler have two notions (strong and weak) of matroids over hyperfields. But, when a hyperfield H satisfies a certain property (perfect hyperfield), these two notions agree. In particular, if a hyperfield H satisfies a doubly-distributive property (see, [BB16, §5] ), then H is perfect.
(2) Since a tropical linear space is the same thing as a valuated matroid (see, [MS15, §4] ), the above theorem hints at that hyperstructures may provide an algebraic foundation for tropical geometry.
From our point of view, Baker and Bowler's framework could be seen as an investigation of a Grassmannian over various hyperfields (see, the cryptomorphic axiomatization of matroids over hyperfields via Grassmann-Plücker functions in [BB16] ). Hence, one is induced to wonder what we can say when we replace a Grassmannian with other algebraic varieties, or schemes in general (Question 1.1).
Remark 1.3. One partial answer for Question 1.1 is initially given by Connes and Consani. In [CC11] , Connes and Consani show that there exists a set-bijection between any scheme X over Z and the set X (K) of K-rational points of X , where K is the Krasner hyperfield.
In this paper, we consider three particular topological spaces which appear in algebraic geometry, namely schemes, Berkovich analytification of schemes , and real schemes. Very roughly, the underlying set of the Berkovich analytification X an of an algebraic variety X over a field k with a complete non-Archimedean valuation ν consists of pairs of point x ∈ X and a valuatioñ ν on the residue field k(x) at x which extends ν (see, §5 for some details). The real spectrum Spec r A of a commutative ring A is an enrichment of the prime spectrum Spec A consisting of pairs (p, P) of a prime ideal p of A and an ordering P of the residue field k(p). Once we globalize this construction, we obtain the real scheme X r associated to a scheme X (see, §6 for some details).
Our main result is that the aforementioned spaces arise as sets of rational points over certain hyperfields in a functorial way. To be precise, we prove the following theorem.
Theorem. Let X be a scheme over Z, k be a field with a complete non-Archimedean valuation, Schm be the category of schemes over Z, and Top be the category of topological spaces.
( When X is a group scheme over a field k, the underlying topological space |X | itself is not a group; we only have a group structure for the set X (K) of K-rational points for each field extension K of k. Therefore, the identification |X | = X (K) naturally leads one to the following question: Question 1.4. Let X be a group scheme over a field k. Is the underlying space |X | itself a hypergroup by viewing it as the set of K-rational points, where K is the Krasner hyperfield? More generally, if H is a hyperfield, is X (H) a hypergroup?
In [CC10] , Connes and Consani prove that the answer is affirmative when X is an affine line or an algebraic torus and H = K by explicitly describing the hypergroup structures. In [Jun16] , the author also proves that X (K) is 'almost' a hypergroup (in a precise sense) when X is of finite type. In §5.2, we study the case when H = T and X is of finite type, following the idea of Berkovich in [Ber12, §5] .
Throughout the paper, we assume that all algebraic structures (rings, k-algebras, hyperrings, etc) are commutative unless otherwise stated.
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Review: Basic definitions and examples
In this section, we recall basic definitions and examples for hyperrings which will be used in the sequel. For more details, we refer the readers to [CC11] , [Jun15a] , or [Vir10] .
Definition 2.1. Let H be a nonempty set and P * (H) is the set of nonempty subsets of H.
• By a hyperoperation on H, we mean a function * : H × H → P * (H). For the notational convenience, we let a * b := * (a, b) for all a, b ∈ H.
• For x, y, z ∈ H, we define the following two subsets of H: When (x * y) * z = x * (y * z) for all x, y, z ∈ H, we say that a hyperoperation * is associative.
• When x * y = y * x for all x, y ∈ H, we say that a hyperoperation * is commutative.
• When the set x * y consists of a single element z, we write x * y = z instead of x * y = {z}. In general, we will identify an element x ∈ H with the subset {x} of H.
Remark 2.2. Let H be a nonempty set with a hyperoperation * and A, B be nonempty subsets of H. Then we will use the following notation:
Definition 2.3. A hypergroup is a nonempty set H equipped with an associative hyperoperation * such that (1) (Unique identity) ∃!e ∈ H such that e * x = x * e.
(2) (Unique inverse) For each x ∈ H, ∃!y ∈ H such that e ∈ (x * y) ∩ (y * x). We denote y as x −1 . (3) (Reversibility) For each x, y, z ∈ H, if x ∈ y * z then y ∈ x * z −1 and z ∈ y −1 * x.
(4) When a hyperoperation is commutative, we call (H, * ) a canonical hypergroup. In this case, we will use additive notations such as +, ⊕, ⊞.
Remark 2.4. In [Jun16], we did not include the reversibility (3) as a part of the definition for hypergroups.
Definition 2.5. A hyperring is a nonempty set R with two binary operations + and · such that (R, +) is a canonical hypergroup and (R, ·) is a commutative monoid which satisfy the following conditions:
(2) (Absorbing element) If 0 is the identity element with respect to a hyperoperation. Then x · 0 = 0 for all x ∈ R. When each x = 0 ∈ R has a multiplicative inverse, we call (R, +, ·) a hyperfield. Example 2.6. We introduce some examples of hyperfields which yield interesting results in matroid theory.
• Let K := {0, 1} and impose the multiplication same as that of F 2 , the field with two element. The commutative hyperaddition is defined as follows:
K is called the Krasner hyperfield.
• Let S := {−1, 0, 1} and impose the multiplication following the rule of signs:
The hyperaddition also follows the rule of signs:
S is called the hyperfield of signs.
• Let T := R ∪ {−∞}. The multiplication ⊙ of T is same as the usual addition of real numbers and −∞ ⊙ a = −∞ for all a ∈ T. The hyperaddition is given as follows:
• Let (Γ, +) be a totally ordered abelian group and Γ hyp := Γ ∪ {−∞}. One can impose two binary operations ⊙ and ⊕ on Γ hyp as follows:
Then (Γ hyp , ⊙, ⊕) is a hyperfield. In particular, if Γ = R, then Γ hyp = T.
• Let P := S 1 ∪ {0}, where S 1 is the unit circle in the complex plane. The multiplication of P is induced from the multiplication of complex numbers, and we define the hyperaddition as follows: There is a recipe to produce a hyperring from a commutative ring A; let A be a commutative ring and G be a subgroup of the multiplicative group A × of units in A. Then G acts (by multiplication) on A. Let A/G be the set of equivalence classes under the action of G and [a] be the equivalence class of a ∈ A. One defines the following binary operations:
Then (A/G, +, ·) is a hyperring (a quotient hyperring).
Definition 2.7. (Homomorphisms of hyperrings)
(1) Let H 1 and H 2 be hypergroups with the identities e 1 and e 2 respectively. A homomorphism of hypergroups is a function f :
(2) Let R 1 and R 2 be hyperrings. A homomorphism of hyperrings is a function f : 3. Algebraic geometry over hyperrings 3.1 locally hyperringed spaces and hyperring schemes. We first review some basic definitions and properties for locally hyperringed spaces and hyperring schemes studied in [Jun15a] . We also slightly generalize some of important results in [Jun15a] which serve as main technical tools in this paper.
Baker and Bowler made a remark in [BB16] that a (semi)valuation (resp. an ordering) on a commutative ring A can be interpreted as a homomorphism from A to the tropical hyperfield T (resp. the hyperfield S of signs). The main reason to introduce locally hyperringed spaces and hyperring schemes is to deal with the general case when a scheme is not affine. In other words, a homomorphism from a commutative ring A to a hyperfield H should be replaced by a morphism Spec H → Spec A of locally hyperringed spaces to extend Baker and Bowler's observation to the non-affine case. All necessary details, which we omit in this section, can be found in [Jun15a] .
Definition 3.1. Let R be a hyperring.
(1) An ideal I of R is a sub-hypergroup (a subset which is a hypergroup itself with the induced hyperoperation and the identity) of R such that RI ⊆ I. (2) One defines a prime ideal to be the kernel of a homomorphism ϕ : R → K, where K is the Krasner hyperfield. (3) A maximal ideal is a proper ideal m of R, that is m = R, which is not contained in any other proper ideal of R.
Remark 3.2. One may define a prime ideal of R as in the classical definition; an ideal p of R such that (R\p, ·) is a multiplicative monoid. But, one can easily show that this definition is equivalent to Definition 3.1. Also, as in the classical case, any maximal ideal of a hyperring R is prime.
Remark 3.3. When R is a hyperfield, R has a unique prime ideal, namely {0 R }.
Let R be a hyperring and p be a prime ideal of R. The localization R p of R at p is a hyperring with the underlying set:
where ∼ is an equivalence relation on (R × p) such that (r, a) ∼ (r 1 , a 1 ) if and only if there exists c ∈ S := R − p such that cra 1 = cr 1 a. We write r a for the equivalence class of (r, a). Now, one imposes the following hyperaddition and multiplication:
Equipped with these two operations, R p becomes a hyperring. Furthermore, we have a canonical map: S −1 : R → R p sending r to r 1 and this homomorphism is injective if R does not have any zero-divisor. Note that in fact the localization procedure can be done at any multiplicative subset S of R and also satisfies the universal property as in the case of commutative rings.
Definition 3.4. Let R be a hyperring and X = Spec R be the set of all prime ideals of R. Then one imposes Zariski topology on X by declaring that closed sets are of the form V (I) := {p ∈ X | I ⊆ p} for some ideal I of R.
Remark 3.5. In [Jun15a] , it is proven that, when A is a k-algebra and R = A/k × , the prime spectra Spec A and Spec R are homeomorphic. One can easily confirm the set bijection. In fact, we have that
Let R be a hyperdomain, i.e., R is a hyperring without multiplicative zero-divisors. In this case, we can construct a structure sheaf (of hyperrings) for the topological space X = Spec R. Indeed, we define the hyperring of sections over an open subset U ⊆ X as follows: One can directly generalize the definition of locally ringed spaces to define locally hyperringed spaces as follows:
Definition 3.7.
(1) A locally hyperringed space (X , O X ) is a topological space X together with a sheaf O X of hyperrings (the structure sheaf of X ) such that the stalk O X,x exists for each x ∈ X and contains a unique maximal ideal.
of locally hyperringed spaces ia a pair of a continuous map f : X → Y and a morphism
In other words, the inverse image of a unique maximal ideal of O X,x is a unique maximal ideal of O Y, f (x) . (3) An integral hyperring scheme is a locally hyperringed space which is locally isomorphic to the spectrum of a hyperdomain.
Proposition 3.8. The inclusion functor i, from the category C of commutative rings to the category D of hyperrings, is fully faithful.
Proof. Let A, B be commutative rings. We have to show that Hom
. In particular, this means that f = g as functions and
(B)), since i(A) and i(B) are commutative rings, the condition h(a+ b) ⊆ h(a)+ h(b) for all a, b ∈ i(A) simply means that h(a+ b) = h(a)+ h(b)
and hence h ∈ Hom C (A, B).
Proposition 3.9. Let X be a scheme considered as an object in the category of locally hyperringed spaces. For each x ∈ X , the stalk O X,x exists and is same as the stalk taken by considering X in the category of locally ringed spaces.
Proof. We may assume that X is affine, i.e., X = Spec A for some commutative ring A. Let x = p ∈ X . One can easily check that in this case A p satisfies the universal property of the stalk of O X at x. 
Since any morphism of locally ringed spaces is indeed a morphism of locally hyperringed spaces, we have that
be a morphism of locally hyperringed spaces. Similar to Proposition 3.8, one can easily see that (h, h # ) is indeed a morphism of locally ringed spaces. This completes the proof.
Remark 3.11.
(1) In general, (co)limits do not exist in the category of hyperrings and hence one should also include the existence of stalks as a part of Definition 3.7 in contrast to the case of locally ringed spaces. Nonetheless, for any hyperring R, the topological space X = Spec R is a spectral space. It would be interesting to see whether the result of M. Hochster [Hoc69] can be generalized to hyperrings. i.e., to investigate whether any spectral space arises as a prime spectrum of a hyperring which is not a ring.
(2) It is proven in [Jun15a] that when R is a hyperdomain then Spec R is a locally hyperringed space with the stalk R p at each p ∈ Spec R.
Note that Theorem 3.6 can not be generalized to the category of hyperrings. For instance, the following example shows that one does not have the equivalence of the opposite category of hyperrings and the category of affine hyperring schemes.
Example 3.12. [Jun15a, Example 4.24] Let R be the quotient hyperring (Q ⊕ Q)/G, where G is the subgroup of (Q ⊕ Q) × consisting of (1, 1) and (−1, −1). Let X = Spec R. Then we have
where N = {1, −1} is a subgroup of Q × . One can easily check that in this case R is not isomorphic to Γ(X , O X ).
At the moment, we only have theory of integral hyperring schemes which only generalize integral schemes. Nonetheless, we have the following theorem which will be used in the sequel. For the general terminology for hyperring schemes which generalizes the classical concepts, we refer the readers to [Jun15a] or [Jun15b, §4] .
Theorem 3.13. Let H be a hyperfield and k be a field. Suppose that we have a fixed homomorphism s : k → H of hyperfields. Let X be a scheme over a field k. Then to give a morphism f : Spec H → X over k of locally hyperringed spaces is equivalent to give a point x ∈ X and a homomorphisms :
Proof. The proof is similar to the classical proof, however, we include the proof for the sake of completeness.
Let Spec H = {y}. First, suppose that ( f , f # ) : Spec H → X sending y to x is a morphism of locally hyperringed spaces. By taking stalks, we have
Note that even though the stalk O X,x is taken in the category of locally hyperringed spaces, it is same as being taken in the category of locally ringed spaces thanks to Proposition 3.9. Now, since f # x is local, we have (
where m x is a unique maximal ideal of O X,x . In other words, m x = ker f # x and hence f # x induces the following homomorphism of hyperrings:
where [a] is the equivalence class of a ∈ O X,x in k(x). This shows that ( f , f # ) gives a point x ∈ X and a homomorphism of hyperrings ϕ x : O x,x → H. This is clearly compatible with s : k → H and ρ : k → k(x). Conversely, suppose that x ∈ X and ϕ x : k(x) → H such that ϕ x • ρ = s are given. We define f : Spec H = {y} → X sending y to x. Then clearly f is continuous. Next, we define a morphism
Hence, for each open subset U of X , we define the following:
where ϕ x is given, π :
Then f # is a morphism of sheaves of hyperrings. Indeed, clearly f # (U ) is a homomorphism of hyperrings for each open subset U of X and hence we only have to check the compatibility condition. Suppose that V ⊆ U ⊆ X . There are three cases; the first case is when x ∈ U . In this case, both f # (U ) and f # (V ) are zero and hence there is nothing to prove. The second case is when x ∈ U ∩ V c . Since O Spec H ( f −1 (V )) = 0 and f # (V ) = 0, in this case the compatibility is clear. The only nontrivial case is when x ∈ V . In this case, we have
is just an identity map. We first claim that the following diagram commutes.
This proves that the diagram commutes. It only remains to show that f # x : O X,x → O Spec H,y is a local homomorphism of local hyperrings, i.e., ( f # x ) −1 (y) = m x . For this, we may assume that X is affine. Let X = Spec A and x be a prime ideal p. Since O Spec H,y = Frac(H) = H (thanks to Theorem 3.6), by taking global sections and stalks, we have the following commutative diagram:
One can easily check that the above two constructions are inverse to each other and hence induces the desired one-to-one correspondence.
Remark 3.14. In Theorem 3.13, we considered a scheme over a field k, however, one can easily observe that the same argument is still valid when one replaces k with the ring Z of integers.
Remark 3.15. One may notice that the above theorem is a generalization of a classical result; when H is a field, then the only structure morphism ϕ : k → H is an inclusion (or a canonical map when k is Z) and to give a morphism of Spec H to X is equivalent to give a point x ∈ X and an inclusion map k(x) → H which is compatible with the given structure morphism. When we specialize a hyperfield H to be the Krasner hyperfield K, the tropical hyperfield T, and the hyperfield S of signs, we have the following.
Corollary 3.16. Let K be the Krasner hyperfield. Suppose that X is a scheme over Z. To give a morphism f : Spec K = {y} → X is the same thing as to give a point f (y) = x ∈ X and a homomorphism k(x) → K.
Remark 3.17. For any field K, since Spec K is a one point set and Spec K = Hom(K, K), there is only one homomorphism from K to K. In particular, there exists only one homomorphism from k(x) to K at each x ∈ X . Therefore, a morphism f : Spec K = {y} → X is uniquely determined by a point f (y) = x ∈ X . In other words, the underlying set |X | of a scheme X is in a one-to-one correspondence with the set Hom Lhs (Spec K, X ). This perspective will be investigated in §4.
Corollary 3.18. Let T be the tropical hyperfield. Let k be a non-Archimedean valued field with a valuation ν : k → T and X be a scheme over k. Then to give a morphism f : Spec T = {y} → X is the same thing as to give a point f (y) = x ∈ X and a valued extensionν : k(x) → T of ν.
Remark 3.19. This perspective will be studied in §5 in connection to the Berkovich analytification X an of an algebraic variety X over a complete non-Archimedean valued field k.
Corollary 3.20. Let S be the hyperfield of signs. Let k be a field together with a homomorphism s : k → S and X be a scheme over k. Then to give a morphism f : Spec S = {y} → X is the same thing as to give a point f (y) = x ∈ X and a homomorphism from k(x) to S whose restriction is s, i.e., an ordering of k(x) which extends that of k.
Remark 3.21. This perspective will be investigated in §6 in connection to the real scheme X r associated to a scheme X .
We also have the following proposition which shows that our notion of locally hyperringed spaces is a proper generalization from affine schemes to non-affine schemes. In what follows, by Lhs, we always mean the category of locally hyperringed spaces. It follows from Theorem 3.13 that this determines a unique element in Hom Lhs (Spec H, X ). Conversely, any given morphism g : Spec H → X induces a homomorphism Γ(X ) = A → Γ(Spec H) = H (thanks to Theorem 3.6). These are clearly inverses to each other.
Definition 3.23. Let X be a scheme and H be a hyperfield.
(1) We let X (H) be the set of H-rational points of X , i.e.,
Whenever there is no possible confusion, we will simply write X (H) = Hom(Spec H, X ). (2) Let X be a scheme over a field k and H be a hyperfield with a fixed homomorphism ϕ : k → H.
We let X (H) := Hom k (Spec H, X ), i.e., the set of morphisms of locally hyperringed spaces from Spec H to X which are compatible with ϕ # : Spec H → Spec k.
Remark 3.24. It follows from Proposition 3.22 that, when X = Spec A and H is a hyperfield, we have X (H) = Hom(A, H) (as sets).
3.2 Fine Zariski topology on sets of rational points. Let X be a scheme over a scheme S. Then, in general, X (S) is not equipped with any topology. In this section, we follow the idea of Lorscheid and Salgado in [LS16] (or Lorscheid in [Lor15] ) to impose fine Zariski topology on sets of rational points of schemes over hyperfields with arbitrary topology. We will not assume any compatibility of algebraic structure and topological structure for a hyperfield H, i.e., we do not define or utilize a notion of 'topological hyperfields'.
Remark 3.25. We remark that, in [Lor15] , Lorscheid implements fine Zariski topology to ordered blue schemes to recast Berkovich analytification topologically. Also, a similar idea is considered by J. Giansiracusa and N. Giansiracusa in [GG14] for the same purpose as Lorscheid, but with tropical schemes.
The recipe is as follows. Let X be a scheme over a field k (or over Z) and H be a hyperfield which is equipped with topology T . Suppose that a structural map ϕ : k → H is fixed. First, we consider when X is an affine, i.e., X = Spec A. In this case, X (H) = Hom k (Spec H, X ) = Hom k (A, H) and hence we consider the following identification:
We give product topology on ∏ a∈A H (a) by using topology T on H and then impose subspace topology T p on X (H). This is called affine topology. We note that the topology T p is the coarsest topology on Hom k (A, H) such that for each a ∈ A, the evaluation map
is continuous. In this case, one can easily check that this topology is functorial in both A and H. Next, consider the case when X is a scheme over a field k (or over Z), with a structural map ϕ : k → H. Fine Zariski topology T F on X (H) is the finest topology such that any k-morphism f Y : Y → X from an affine k-scheme Y to X induces the following continuous map
where Y (H) is equipped with affine topology.
The following is proven in [LS16] Proof. The standard argument, as in the proof of [LS16, Theorem B], reduces our proposition to the case when X is affine, say X = Spec A. We may also assume that U i is a basic open subset D( f i ) of X for some f i ∈ A. In this case, since affine topology agrees with fine topology, we may further assume that X (H) and U i (H) are equipped with affine topology. In this case, we have 
Geometry of hyperfields in a view of classical scheme theory
Let X be a scheme over Z and K be the Krasner hyperfield. In [CC11] , Connes and Consani showed that X = X (K) (as sets).
(5) One can see that the bijection in (5) easily follows from Theorem 3.13. We enrich the bijection (5) to a homeomorphism in a natural way. To this end, we impose the topology T on K = {0, 1} in such a way that the open sets are / 0, {1}, and {0, 1}. Then we have the following:
Proposition 4.1. Let X = Spec A be an affine scheme over Z.
Then X (K) (equipped with fine Zariski topology) is homeomorphic to X (equipped with Zariski topology).
Proof. Let ϕ : X → X (K) = Hom(A, K) be the set bijection from Theorem 3.13, i.e.,
where a p (x) = 0 if and only if x ∈ p. For a ∈ A, let D(a) be the basic open subset of X , i.e., D(a) = {p ∈ X | a ∈ p}. Then, we have
where U a = {1} and U r = K for all r = a ∈ A. Clearly ∏ r∈A U r is an open subset of ∏ r∈A K (r) and hence Hom(A, K) (∏ r∈A U r ) is an open subset of Hom(A, K).
Conversely, suppose that U is an open subset of Hom(A, K).
We may assume that U = ∏ a∈A U a such that U a = K for all but finitely many a 1 , ..., a n , where U a i = {1}. One can easily check that
D(a i ).
This proves that ϕ is a homeomorphism.
Indeed, Proposition 4.1 can be generalized to any scheme over Z as follows. Proof. It follows from Proposition 3.27 that any morphism f : Y → X of schemes induces a continuous map f (K) : Y (K) → X (K) and hence a homeomorphism of Proposition 4.2 is functorial in X .
Remark 4.4. Let X = Spec A be an affine scheme. One can rephrase the homeomorphism in Proposition 4.1 as follows: let I be an ideal of A, we let V (I) be the Zariski closed subset of X , and
Then we have ϕ(V (I)) = V K (I). Indeed, if p ∈ V (I), then I ⊆ p. This implies that for each x ∈ I, ϕ(p)(x) = a p (x) = 0 and hence a p ∈ V K (I). Conversely, if a p ∈ V K (I), then for each x ∈ I, we have a p (x) = 0. It follows that x ∈ p and hence I ⊆ p and p ∈ V (I).
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Geometry of hyperfields in a view of Berkovich theory
In this section, we study the Berkovich analytification of an algebraic variety in terms of the tropical hyperfield T. We also consider a possible connection to tropical geometry and the Berkovich analytification of affine algebraic group schemes. We note that Berkovich used the multiplicative notation (with R ≥ ), however, we will use the additive notation to be compatible with the additive notation of T and this makes no difference. In what follows, we always assume that k is a complete non-Archimedean valued field and let T be the tropical hyperfield. As we mentioned earlier, we will use the additive notation and all valuations will be assumed to be complete and non-Archimedean unless otherwise stated. We also use the terms multiplicative seminorm and semivaluation interchangeably.
Let's first see the affine case. For a normed algebra (A , | − | A ) over a field k with a valuation ν, we define the following notation:
Proposition 5.1. Let (k, ν) be a valued field, A be a normed algebra over k, andÂ be the completion of A . Then we have the following bijection of sets:
Proof. Note that f ∈ Hom b,k (A , T) is nothing but a bounded multiplicative seminorm on A extending a valuation on k and it is well known that any bounded multiplicative seminorm uniquely extends to a bounded multiplicative seminorm on its completionÂ .
For a normed ring A, we let Hom b (A, T) be the set of bounded homomorphisms from A to T as in (7).
Recall that a semivaluation on a commutative ring A assumes the same axioms as a valuation except that a semivaluation allows a nontrivial kernel (this is a multiplicative seminorm in the terminology of Berkovich in [Ber12] ).
Lemma 5.2. Let (Γ, +) be a totally ordered abelian group and Γ hyp be the associated hyperfield (as in Example 2.6). Let A be a commutative ring. Then a semivaluation on A, with the value group Γ, is equivalent to a hyperring homomorphism from A to Γ hyp . In particular, a real semivaluation on A is the same thing as a hyperring homomorphism from A to T.
Proof. The definition of a homomorphism from a commutative ring A to Γ hyp is precisely the definition of a semivaluation with the value group Γ.
Remark 5.3. Let A be a commutative Banach ring and M (A) be the Berkovich spectrum of A. Then we have the following canonical map:
Since K is the final object in the category of hyperfields, we have a unique homomorphism π : T → K. Then, in terms of hyperfields, (8) can be written as follows:
For each p ∈ Spec A, one can associate an element | − | p of M (A) which is induced by a trivial norm on A/p. Now, we have a section of the map ker in (9) as follows:
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Notice that T is a hyperfield extension of K, i.e., there exists a homomorphism i : K → T of hyperrings which is also an injection. Therefore, we have an inclusion i : K → T. Then the section s in (10) can be written as follows:
Next, we prove that the Berkovich analytification X an of a scheme X of finite type over k is homeomorphic to X (T) equipped with fine Zariski topology. One can easily check that this can be lifted to define a hyperring homomorphismf : A → T such that ker(f ) = q.
Let k be a valued field. From Lemma 5.2, this is equivalent to a field k with a fixed a hyperring homomorphism ν : k → T such that ker(ν) = {0}.
Lemma 5.5. Let k be a field with a valuation ν : k → T. Let A be a commutative k-algebra. Then a semivaluation on A which extends ν is the same thing as a hyperring homomorphism f
Proof. This is straightforward.
Let k be a valued field with a valuation ν : k → T and A be a commutative k-algebra. We define the following set: 
Furthermore, the bijection (12) is a homeomorphism when X (T) is equipped with fine Zariski topology.
Proof. By definition, X an is the set of multiplicative seminorms (or semivaluations in our terminology) on A which extends ν. Therefore, we have X an = Hom k (A, T) (as sets) from Lemma 5.5. But, it follows from Proposition 3.22 that Hom k (A, T) = Hom k (Spec T, X ) = X (T), where ν : k → T is a fixed structural morphism. All it remains to show is that such a set bijection is a homeomorphism. But, this directly follows from Proposition 3.26 and the definition of topology on X an .
Remark 5.7. One may wonder whether the classical result (the category of commutative rings is antiequivalent to the category of affine schemes) can be extended to the hyperring case, or not. As we mentioned earlier this is not true; however, in [Jun15a, Proposition 4.31], the author proved that the category of integral affine hyperring schemes is antiequivalent to the category of hyperdomains.
Let X be a scheme of finite type over a complete non-Archimedean valued field (k, ν). Recall that the points of Berkovich analytification X an are in one-to-one correspondence with the set of equivalence classes of morphisms Spec L → X for all valued extensions L of k such that two morphisms Spec L → X and Spec L ′ → X are equivalent if and only if there exists a valued extension L ′′ for both L and L ′ and a morphism Spec L ′′ → X such that the following diagram commutes:
The set of points of X an is also in one-to-one correspondence with the set of triples (x, k(x), µ), where x is a point in X , k(x) is the residue field at x, and µ is a valuation on k(x) which extends ν. With these interpretations, we have the following:
Proposition 5.8. Let X be a scheme of finite type over a complete non-Archimedean valued field (k, ν). Then there is a bijection (of sets) as follows:
Proof. It follows from Corollary 3.18 that there is a one-to-one correspondence between the points of X (T) = Hom k (Spec T, X ) and triples (x, k(x),ν ), where x ∈ X , k(x) is the residue field at x, andν is a homomorphism from k(x) to T extending ν : k → T. This is, in turn, in one-to-one correspondence with the points of X an as we explained above.
Corollary 5.9. Let X be a scheme of finite type over a field k with a complete non-Archimedean valuation ν : k → T. Then the analytification X an is homeomorphic to X (T) which is equipped with fine Zariski topology.
Proof. We claim that the set-bijection in Proposition 5.8 is a homeomorphism. Let i be the setbijection in Proposition 5.8. Since R = T − {−∞} is an open subset of T, we can apply Proposition 3.28 in this case and hence our proposition is reduced to the affine case. The result now follows from Proposition 5.6. Proof. This is clear since, with the identification of (13), taking T-rational points is functorial on X . In other words, if X and Y are schemes of finite type over k and f : X → Y is a morphism of schemes, then this induces f (T) :
Furthermore, Proposition 3.27 shows that f (T) is continuous. 
where I is an ideal of A. Now suppose that A is a commutative ring (i.e., a Banach ring with a trivial norm) and X = Spec A. Consider our identification X an = Hom(A, T). In terms of T, we have the following:
(15) This implies that 'Zariski topology' on X (T) reduced to the classical Zariski topology on X (see, Remark 4.4).
Remark 5.12. Next, let's see how tropicalizations can be understood in our framework by using the tropical hyperfield T. Let A be a k-algebra with k a field with a valuation ν : k → T. Then, there exists a natural set bijection:
Indeed, let ϕ : A/I → T be an element of Hom k (A/I, T). Then, with a projection map π :
, one can easily see thatφ 1 =φ 2 if and only if ϕ 1 = ϕ 2 . Furthermore, any
where [a] is the equivalence class of a ∈ A in A/I. This gives the desired set-bijection (16). Now, let X be an algebraic variety over k, together with a closed embedding ι :
n ] defining X with respect to an embedding ι. Let X (k) = V (I) ⊆ (k × ) n and suppose that a valuation ν is surjective. Then, we have the following canonical map:
This is precisely the map defined by S. Payne in [Pay09] to show that the Berkovich analytification is homeomorphic to the limit of all tropicalizations.
Remark 5.13. Let (Γ, +) be a totally ordered abelian group, Γ hyp be the associated hyperfield, and A be a commutative ring. A homomorphism f : A → Γ hyp is the same thing as a prime ideal p ∈ Spec A and a homomorphismf : A/p → Γ hyp . The later data determines the Hahn analytification of X = Spec A as in [FR15] , provided that Γ hyp is equipped with proper topology. This hints at that the analytification with a higher rank valuation case can be treated in the same way as Berkovich analytification, however, we do not pursue this case in this paper.
Hyperstructures of analytic groups.
In this section, we interpret several basic definitions and results in [Ber12, §5] in terms of hyperstructures. To this end, we will mostly focus on the affine case. In what follows, we let k be a complete non-Archimedean valued field.
Hyperstructure of G an .
Let G be a group scheme of finite type over k. The analytification G an of G is a group object in the category of k-analytic spaces (see, [Ber12, §5] ). Let p i be the projections of G an × k G an to the i th factor for i = 1, 2 and m : G an × k G an → G an be the multiplication of G an . In general, the underlying space | G an | of G an is not a group itself, however, Berkovich introduces a 'group-like' operation on | G an | as follows:
Definition 5.14. ( [Ber12,  §5] ) Let G be a group scheme of finite type over a field k and G an be the analytification of G. One imposes a hyperoperation ⊙ on | G an | as follows: for g, h ∈ | G an |,
Since G an is a group object, we have the inversion i : G an → G an . For each g ∈ G an , we let g −1 := i(g). Then we have the following.
Proof. If x ∈ y ⊙ z, then there exists w ∈ G an × k G an such that p 1 (w) = y, p 2 (w) = z, and m(w) = x. Let i : G an → G an be the inversion and σ : G an × k G an → G an × k G an be the switch morphism. Let
In [Ber12] , Berkovich actually proves the following proposition in our terminology.
Proposition 5.16. Let G be a group scheme of finite type over k.
Proof. It is proven in [Ber12, Proposition 5.1.1] that ⊙ is associative and there exists e ∈ G an such that e ⊙ x = x ⊙ e = x. Furthermore, it is also proven in [Ber12] that if y ∈ g ⊙ x then x ∈ g −1 ⊙ y (reversible condition). Therefore, we only have to show the following:
(1) e is the unique identity.
(2) For each f ∈ G an , f −1 is the unique inverse.
One can clearly see that e is the unique identity element since if we have e ′ ∈ G an such that e ′ ⊙ x = x for all x ∈ G an , then we should have e = e ′ ⊙ e = e ′ . The uniqueness of inverses follows from the reversible condition: if e ∈ g ⊙ h, then h ∈ g −1 ⊙ e = g −1 . This implies that h = g −1 . Finally, if x ∈ y ⊙ z, then it follows from Lemma 5.15 that x −1 ∈ z −1 ⊙ y −1 . From [Ber12, Proposition 5.1.1], we have y −1 ∈ z ⊙ x −1 and we derive y ∈ x ⊙ z −1 by applying Lemma 5.15 again.
Proposition 5.17. Let G be a group scheme of finite type over k and H be a closed analytic subgroup of G an . Then, for any x, y ∈ H, x ⊙ y ⊆ H. In particular, with the induced hyperoperation, (H, ⊙) is a sub-hypergroup of (G an , ⊙).
Proof. This is clear from the definition.
Let G be a group scheme of finite type over k. Then we have the following canonical inclusions (of sets):
(17) Berkovich's hyperoperation generalizes the classical group structure in the following sense. 
where * is the group operation of G(k).
Proof. This is clear as
a * b ∈ m(p −1 (a, b)) for all a, b ∈ G(k), where p = (p 1 , p 2 ).
Berkovich's hyperstructure versus Connes and Consani's hyperstructure.
Let G = Spec A be an affine group scheme of finite type over k. In this case, we may use the identification | G an | = Hom k (A, T) to provide an algebraic definition of Berkovich's hyperoperation which is defined quite geometrically. We will also compare Berkovich's hyperoperation with the hyperoperation introduced by Connes and Consani in [CC10] .
Let's first recall Connes and Consani's hyperstructure.
Definition 5.19. Let A be a Hopf algebra over a field k and ∆ be the coproduct of A. By identifying, X = Spec A = Hom k (A, K), one imposes the following hyperoperation on X : for f , g ∈ Hom(A, K), 
where k is considered as an additive group. One has a similar result for an algebraic torus X = Spec k[T, Inspired by Theorem 5.21, in [Jun16] , the author proves the following theorem.
Theorem 5.22. Let X = Spec A be an affine group scheme of finite type over a field k. The hyperoperation on X = Hom k (A, K) always satisfies the following properties:
(1) ∃! e ∈ X such that e a = a e for all a ∈ X .
(2) For each a ∈ X , there exists a canonical element a −1 ∈ X (not necessarily unique) such that e ∈ (a a −1 ) (a −1 a). Remark 5.23. The initial motivation of the current paper was to complete Theorem 5.22 (the trivial valuation case) by appealing to the results which Berkovich proved in [Ber12] . Now, we consider the identification | G an | = Hom k (A, T) , where G = Spec A is an affine group scheme of finite type over k. In other words, A is a finitely generated Hopf algebra over k. In the remaining part of the subsection, we describe Berkovich's hyperoperation by means of the Hopf algebra structure of A. To this end, we first recall the following fact: Let X = Spec A and Y = Spec B be affine schemes of finite type over k. Then the product X an × k Y an exists in the category of k-analytic spaces and in fact one has
where A⊗ k B is the complete tensor product of A and B over k (see, [Ber12, §1] or [Bos14, Appendix B] for the definition of complete tensor products). Since taking a fibered product commutes with the analytification, one may also write (19) as follows:
Remark 5.24. In the affine case, the fact that taking a fibered product commutes with the analytification directly follows from Proposition 5.1.
Let j 1 : A → A ⊗ k A be a homomorphism generated by sending a to a ⊗ 1 and j 2 : A → A ⊗ k A be a homomorphism generated by sending a to 1 ⊗ a. It follows that the projection maps p i : | G an × k G an | → | G an | for i = 1, 2 can be rewritten as follows:
Let ∆ : A → A ⊗ k A be the coproduct of A. Then the induced multiplication m : | G an × k G an | → G an can be rephrased as follows:
We define a hyperoperation ⋆ on G an = Hom k (A, T) as follows.
(23) But, we have g(a (1) ) = β f ( j 1 (a (1) )) = β f (a (1) ⊗ 1) and h(a (2) ) = β f ( j 2 (a (2) )) = β f (1 ⊗ a (2) ). Since a (1) ⊗ a (2) = (a (1) ⊗ 1)(1 ⊗ a (2) ), (23) becomes the following:
This proves the desired result.
Recall that, since K is the final object in the category of hyperfields, we have a canonical projection π : T → K and the following reduction map: 
Proof. Let h ∈ f ⋆ g. We have to show that for any a ∈ A,
However, it follows from Proposition 5.28 that f (a) ∈ ∑ g(a (1) )h(a (2) ) and hence (2) )).
Example: Affine line with a trivially valued ground field.
We explicitly compute the case for an affine line, provided that the ground field k = Q is trivially valued. Note that the computation here is not new; Berkovich already computed this case in [Ber12, Example 5.1.4.], however, we will use the Hopf algebra structure to recompute this example.
→ k → T sending a + bT to a + bq and then to ν(a + bq), where ν is the trivial valuation on k. Let (G an , ⊙) be the hypergroup which we defined in the previous section (with ⊙ defined by Berkovich). The following is well known (monomial valuations).
Lemma 5.30. Let k be a field and a, b ∈ R. Then the following map,
is an element of Proof. Let P be an ordering on A. Define a function ϕ P : A → S as follows:
One can easily see that ϕ P ∈ Hom(A, S). Conversely, for any ϕ ∈ Hom(A, S), let P := ϕ −1 ({0, 1}). Then P is an ordering. Indeed, we obviously have P + P ⊆ P and P · P ⊆ P. For any a ∈ A, we have ϕ(a 2 ) = (ϕ(a)) 2 ∈ {0, 1} and hence a 2 ∈ P. Furthermore, we have
This implies that ϕ(−1) = −1 and hence −1 ∈ P. The condition that P ∪ (−P) = A is clear. Finally P ∩ (−P) = ker(ϕ) and hence P ∩ (−P) ∈ Spec A. Clearly, these two constructions are inverses to each other. This shows the desired one-to-one correspondence.
Recall that a formally real field is a field F equipped with an ordering. In other words, from Lemma 6.2, a field F is formally real if and only if the set Hom(F, S) is nonempty.
Lemma 6.3. Let A be a commutative algebra over a formally real field F. We fix an ordering P F of F, i.e., we fix a homomorphism ϕ P F : F → S. Then there is a one-to-one correspondence between orderings on A which contains P F and elements of Hom F (A, S).
Proof. The proof is essentially same as the proof of Lemma 6.2. Now, we are ready to introduce a real spectrum. First, we define a real spectrum as a topological space and then review a Nash structure sheaf which makes a real spectrum as a locally ringed space. For the details, we refer the readers to [CRS01] or [Fuj03] . Remark 6.5. It follows from Definition 6.4 that, for f ∈ A,
Next, we introduce a structure sheaf on X = Spec r A. For details, we refer the readers to [CRS01] . 
22
The structure sheaf O X of X = Spec r A is the sheafification of A . Then (X , O X ) is a locally ringed space and a real scheme is a locally ringed space which is locally isomorphic to a real spectrum.
Remark 6.6. In some special case, the structure sheaf O X of a real spectrum X = Spec r A can be defined as in the case of schemes by means of real strict localizations. See, [Fuj03] for details.
Different from the case of schemes, in general, it is not true that the functors Spec r and Γ are inverses to each other. One only has the 'idempotency property'. The following is well known.
Lemma 6.9. Let A be a commutative ring, X r = Spec r A, and X = Spec A. Let red : X r → X be a function sending any ordering P to P ∩ (−P). Then red is a well-defined continuous map.
Let k be a complete non-Archimedean valued field, A be a finitely generated k-algebra, and X = Spec A. Recall that the Berkovich analytification X an of X has the following decomposition:
where ν R (p) is the set of valuations on the residue field k(p) at p extending that of k. Lemma 6.9 provides a similar description for Spec r A as follows:
where ν S (p) is the space of orderings of k(p) as in [Mar06] (see, Remark 6.18).
Proposition 6.10. The functor Spec r is representable by S.
Proof. It follows from Lemma 6.2 that Spec r (A) = Hom(A, S) (as sets) and this is clearly functorial. Now, we impose topology on S by letting T := { / 0, {−1}, {1}, {1, −1}, S} be the set of open subsets.
Lemma 6.11. Let X = Spec A be an affine scheme over Z and X r = Spec r A. Then X r is homeomorphic to X (S), equipped with fine Zariski topology.
Proof. Let X = Spec A. Then, we have a set-bijection, X r = Hom(A, S) = X (S). One can easily see that, with the topology T , fine topology on X (S) is exactly the spectral topology of X r under the bijection of Lemma 6.2. The result now simply follows from Proposition 3.26.
Let X be a scheme over Z. Then one can canonically associate a real scheme X r to X . Indeed, one may chose any affine open covering {U i = Spec A i } of X and associate (U i ) r = Spec r A i to each i, and then glue {(U i ) r } to obtain X r (see, [Sch06] ). As in the case of schemes and the Berkovich analytification, the underlying set of X r also has a nice description as a functor of points in the following sense:
Recall that a real closed field is a field k which is not algebraically closed, but the field extension k( √ −1) is algebraically closed. Now, the underlying set of X r is the set of equivalence classes of rational points of X over all real closed fields. Two rational points f : Spec k → X and g : Spec k ′ → X are equivalent if and only if there exists a real closed field extension k ′′ of k and k ′ , together with a morphism h : Spec k ′′ → X , such that the following diagram commutes (see, [Sch06, §0.4]):
Lemma 6.12. Let X be a scheme over Z and X r be the real scheme associated to X . Then there exists a one-to-one correspondence between the points of X r and the set of couples (x, P k(x) ), where x ∈ X , and P k(x) is an ordering on the residue field k(x).
Proof. We may assume that X is affine. Let X = Spec A. Then we have X r = Spec r A = Hom(A, S). Now, for each f ∈ Hom(A, S), we have a prime ideal p = ker( f ) and this induces a homomorphism f : Frac(A/ ker( f )) → S and this is just an ordering on the residue field k(p). Conversely, for any prime ideal p and an ordering P k(p) on the residue field k(p) at p, we have a homomorphism π : A → k(p) and f : k(p) → S. By composing these two, we obtain a homomorphism f • π : A → S. Clearly, these two constructions are inverses to each other.
Proposition 6.13. Let X be a scheme over Z and X r be the associated real scheme. Then X r and X (S) are homeomorphic.
Proof. Let i : X r → X (S) be the set-bijection as in Lemma 6.12. From the definition of X r , we can chose an affine open covering {U j } of X , where U j = Spec A j , such that X r can be covered by {V j = Spec r A j }. Consider the resection i V j of i to V j . In this case, we have i V j : V j → X (S) and, in fact, the image of i V i is U i (S). Since S − {0} is an open subset of S, from Proposition 3.28, we may assume that X is affine and the result follows from Lemma 6.11.
Corollary 6.14. Let R be the functor from the category of schemes to the category of topological spaces sending a scheme X to the underlying topological space |X r | of the associated real scheme X r . Then R is representable by S.
Proof. This directly follows from Proposition 6.13 since taking S-rational points is functorial from Proposition 3.27.
Conversely, given a real scheme X R , one can associate a scheme X red R ; fix an affine open covering {V i = Spec r A i } of X R , we may associate U i = Spec A i for each i and glue these to obtain a scheme X red R over Z. Proposition 6.15. Let X R be a real scheme. Then the reduction map red : X R → X red R is continuous. Moreover, the real scheme (X red R ) r associated the the scheme X red R (as in Proposition 6.13) is homeomorphic to X R .
Proof. We may assume that X R is affine and the first statement follows from Lemma 6.9. The second statement is clear from the definition of (X red R ) r . Corollary 6.16. Let X R be a real scheme. Then (X red R ) r (S) is homeomorphic to X R . Proof. This directly follows from Propositions 6.13 and 6.15.
Remark 6.17. Although we only state the case when a scheme is over Z, one can easily prove similar results for a scheme over a formally real field F. Note that F should be a formally real field since otherwise, there is no homomorphism from F to S.
Remark 6.18. In [Hoc69] , Hochster characterized topologically the essential image of the functor Spec by introducing the notion of spectral spaces. One has a similar result in real algebraic geometry. To be precise, let F be a formally real field. Then the real spectrum X F = Spec r F is called the space 24 of orderings on F. Then X F becomes a Stone space (or Boolean space), i.e., compact, Hausdorff, and totally disconnected space. Conversely, it is proved by T. Craven in [Cra75] that for any Stone space X , there exists a formally real field F such that X is homeomorphic to X F . Finally, we remark that if the characteristic of F is not equal to 2, then X F can be realized as the set of minimal prime ideals of W (F) (the Witt ring of quadratic forms of F) and furthermore X F is homeomorphic to the set of minimal prime ideals of W (F) equipped with Zariski topology. For more details, we refer the readers to [Lam05] . It would be interesting to investigate these perspectives in terms of geometry of S following the ideas in [Mar06] , [GM12] , and [GW17] .
Remark 6.19. In [CC11], Connes and Consani introduce the notion of tensor products for K and S in a certain restricted case. For instance, if X = Spec A is an affine scheme over a field k, then 'a scalar extension' X K is defined to be Spec(A/k × ). When k is a formally real field with a fixed homomorphism ϕ : k → S, X S = Spec(A/P), where P is the ordering corresponding to ϕ. One may develop this approach further to incorporate the notion of tensor products with hyperfields with the approach taken in the current paper.
