Abstract
Introduction

32
Biologists have long been fascinated by the occurrence of whole genome duplication (WGD) in 33 natural populations and have recognized its role in the generation of biodiversity (Clausen et al.
realize that it does not apply to a large portion of polyploid taxa. Nevertheless, we believe that 118 accounting for ADU by modeling genotype uncertainty has the potential to be applied more broadly 119 via modifications of the probability model used for the inheritance of alleles, which could lead to 120 more generalized population genetic models for polyploids (see the Extensibility section of the 121 Discussion).
122
Materials and Methods
123
Our goal is to estimate the frequency of a reference allele for each locus sampled from a population Then for individual i at locus , we model the number of sequencing reads containing the reference 145 allele (r i ) as a Binomial random variable conditional on the total number of sequencing reads (t i ), 146 the underlying genotype (g i ) and a constant level of sequencing error ( )
Here g is the probability of observing a read containing the reference allele corrected for sequencing
reads if they are not errors (probability 1 − ). (2) Similarly, reads from the non-reference allele(s)
153
in the genotype are drawn with probability 1 − g i ψ but can be mistakenly read as a coming from a 154 reference allele if an error occurs (probability ). The sum across these two possibilities gives the 155 overall probability of observing a read containing the reference allele. If we also assume conditional 156 independence of the sequencing reads given the genotypes, the joint probability distribution for 157 sequencing reads is given by
Since the r i 's are the data that we observe, the product of P (r i |t i , g i , ) across loci and individuals
159
will form the likelihood in the model.
160
The next level in the hierarchy is the conditional prior for genotypes. We model each g i as a
161
Binomial random variable conditional on the ploidy level of the population and the frequency of the 162 reference allele for locus (p ):
We also assume that the genotypes of the sampled individuals are conditionally independent given the 164 allele frequencies, which is equivalent to taking a random sample from a population in Hardy-Weinberg 165 equilibrium. Factoring the distribution for genotypes and taking the product across loci and individuals
166
gives us the joint probability distribution of genotypes given the ploidy level of the population and 167 the vector of allele frequencies at each locus (p = {p 1 , . . . , p L }):
We choose here to ignore other factors that may be influencing the distribution of genotypes such 169 as double reduction. In general, double reduction will act to increase homozygosity (Hardy 2015).
170
However, it is more prevalent for loci that are farther away from the centromere, which makes 171 the estimation of a global double reduction parameter (typically denoted α) inappropriate for the 
The marginal posterior distribution for allele frequencies can be obtained by summing over genotypes
It would also be possible to examine the marginal posterior distribution of genotypes but here we 185 will focus primarily on allele frequencies.
186
Full conditionals and MCMC using Gibbs sampling
187
We estimate the joint posterior distribution for allele frequencies and genotypes in Eq. 5 using MCMC.
188
This is done using Gibbs sampling of the states ( p, G) in a Markov chain by alternating samples 189 from the full conditional distributions of p and G. Given the setup for our model using Binomial is Beta distributed and is given by Eq. 7 below:
This full conditional distribution for p has a natural interpretation as it is roughly centered at the The full conditional distribution for genotypes is a discrete categorical distribution over the 198 possible values for the genotypes (0, . . . , ψ). The distribution for individual i at locus is Simulations were performed to assess error rates in allele frequency estimation for tetraploid, hexaploid 
. Comparisons between estimates were again made using the RMSE.
233
All simulations were performed using the R statistical programming language (R Core 
One advantage of using a Bayesian framework for our model is that we can approximate a posterior 251 distribution for any quantity that is a functional transformation of the parameters that we are 
255
To analyze levels of heterozygosity in this way, we used the estimators of Hardy (2015) 
Similarly, the m th estimate of the expected heterozygosity is calculated using Eq. 10 [denominator of
262
Eq. 8 in Hardy (2015)]:
The posterior distribution of a multi-locus estimate of heterozygosity can then be approximated by 264 taking the average across loci for each of the per locus posterior samples.
265
To evaluate levels of heterozygosity in autotetraploid potato, we obtained biallelic count data to analyze the data set using our Gibbs sampling algorithm were unsuccessful due to arithmetic 271 underflow. This was due to the fact that the counts/intensities returned by the Illumina GoldenGate 272 platform are on a different scale (∼10,000-20,000+) than the read counts that would be expected 273 from a RADseq experiment. To alleviate this problem, we rescaled the data set while preserving the 274 relative dosage information by dividing the GoldenGate count readings by 100 and rounding to the 275 nearest whole number. We then analyzed the rescaled count data using 100,000 MCMC generations, because the parameter space of our model is not overly difficult to navigate so stationarity is reached 338 rather quickly. Ultimately, the deciding factor on how long to run the analysis and how frequently to 339 sample the chain will come down to assessing convergence.
340
Simulation study
341
Increasing the number of individuals sampled had the largest effect on the accuracy of allele frequency 342 estimation (Figure 1 ). Since allele frequencies are population parameters, it is not surprising that 343 sampling more individuals from the population leads to better estimates. This appears to be the case 344 even when sequencing coverage is quite low (5x, 10x), which corroborates the observations made
345
by Buerkle & Gompert (2013) . This is not to say, however, that sequencing coverage has no effect 346 on the posterior distribution of allele frequencies. Lower sequencing coverage affects the posterior 347 distribution by increasing the posterior standard deviation (Figure 2 ). An interesting pattern that 348 emerged during the simulation study is the observation that the allele frequencies closer to 0.5 tend to 349 have higher error rates, which is to be expected given that the variance of a Binomial random variable 350 is highest when the probability of success is 0.5. We also observed small differences in the RMSE of model adequacy also showed that 49 out of the 384 loci (∼13%) were a poor fit to the model of 362 polysomic inheritance that we assume. The allele frequency estimates using the posterior mean and 363 the mean read ratio provided similar estimates and were comparable for most loci. For loci in which 364 the frequency of the reference allele is very low, the read ratio estimate tends to be higher than the 365 posterior mean. However, the overall pattern does not indicate over or under estimation for most 366 allele frequencies ( Figure S2 ). When we took the difference between the estimates at each locus, the 367 distribution was centered near 0 ( Figure S3 ).
368
Discussion
369
The inference of population genetic parameters and the demographic history of non-model polyploid 370 organisms has consistently lagged behind that of diploids. The difficulties associated with these 371 inferences present themselves at two levels. The first of these is the widely known inability to determine 
375
The second complicating factor is the complexity of inheritance patterns and changes in mating in this way could technically be applied to any type of polyploid, but is only really appropriate for 398 autopolyploids due to the model of inheritance that is used. Other methods for estimating SNP genotypes from high throughput sequencing data include the program SuperMASSA, which models . CC-BY 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/021907 doi: bioRxiv preprint first posted online Jul. 2, 2015; Table 1 : Notation and symbols used in the description of the model for estimating allele frequencies in polyploids. Vector and matrix forms of the variables are also provided when appropriate.
Symbol Description
L
The number of loci.
Index for loci ( ∈ {1, . . . , L}).
N Total number of individuals sequenced.
i Index for individuals (i ∈ {1, . . . , N }).
ψ The ploidy level of individuals in the population (e.g., tetraploid: ψ=4). 5, 10, 20, 30 ). Each individual plot shows the RMSE of the estimates for each ploidy level (tetra, hex, octo) across the different levels of coverage (5x, 10x, 20x, 50x 100x) . The best scenario is in the bottom left with 30 individuals sampled and an allele frequency of 0.01. The worst scenario is in the upper right corner with 5 individuals sampled and an allele frequency of 0.4. Looking across rows shows that error increases as allele frequencies get closer to 0.5. Looking up and down columns shows that error increases as the number of individuals decreases. Within each plot, increasing sequence coverage does not have as large of an effect on error, and differences in ploidy show that error decreases as ploidy increases.
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Figure 3: Posterior distributions of the multi-locus estimates of expected and observed heterozygosity in Solanum tuberosum. The observed heterozygosity is higher than the expected, consistent with a pattern of excess outbreeding.
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