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Abstract
This paper investigates an equilibrium feedback control for time-inconsistent reward
functionals when the state variable follows a Volterra process. As Volterra processes are
non-Markovian and non-semimartingale in general, we develop an extended path-dependent
Hamilton-Jacobi-Bellman (PHJB) equation system and offer a verification theorem to the
solution of the PHJB equation. We apply the theory to three time-inconsistent problems
when the risky asset price follows the Volterra Heston model, a typical rough volatility
model. Analytical solutions are derived for the three problems: mean-variance portfolio
problem (MVP) with constant risk aversion, MVP with a state-dependent risk aversion,
and an investment/consumption problem with non-exponential discounting. Through these
examples, we address the effects of roughness on equilibrium strategies.
Keywords: Time-inconsistency, rough volatility, functional Itoˆ formula, Volterra Heston
model, mean-variance portfolios, non-exponential discounting.
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1 Introduction
Time-inconsistency arises when the objective function of an optimal control problem violates
the Bellman optimality principle. Typical time-inconsistent examples in finance include the
continuous-time mean-variance problem (MVP) (Zhou & Li, 2000) and consumption-investment
problem with non-exponential discounting (Ekeland & Pirvu, 2008). More specifically, when
an agent who maximizes a reward functional with an initial value (t, x) finds that the derived
control law uˆ is no longer optimal at a later state (s,Xs) for s > t, time-inconsistency occurs.
This generates an astonishing amount of confusions and controversial opinions towards the
notion of optimality. Equilibrium control (strategy) is then introduced to address the time-
inconsistency issue. The intent is to consider a game between the current agent and his/her
future selves and then derive an equilibrium of the game as the strategy. Three mathematical
treatments are available:
1. Hamilton-Jacobi-Bellman (HJB) approach. For the non-exponential discounting problem
in Ekeland & Pirvu (2008), a subgame-perfect equilibrium is formulated by considering
the problem in the time interval [t, t+ ε), given that the future selves on [t + ε, T ] agree
upon an equilibrium strategy. The special structure of MVP enables the study in Basak
& Chabakauri (2010) to apply the law of total variance to obtain a recursive relationship
and eventually derive an equilibrium policy. A general framework developed in Bjo¨rk &
Murgoci (2014) and Bjo¨rk et al. (2017) establishes an extended HJB equation system.
Under this framework, Bjo¨rk et al. (2014) consider the MVP with a state-dependent risk
aversion function.
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2. Stochastic maximum principle. In the context of linear-quadratic (LQ) control problems,
the cost functional is expanded with respect to the perturbation in an open-loop control
(Hu et al., 2012). This is in the same spirit of stochastic maximum principle with spike
variation. The LQ control nature enables Hu et al. (2017) to investigate the uniqueness
of the equilibrium laws in Hu et al. (2012) under certain technical conditions.
3. Unlike the previous two frameworks which mainly perturb the policy on [t, t + ε), the
studies by Yong (2011, 2012) and Czichowsky (2013) consider a partition of the whole
time horizon [0, T ]. Yong (2011, 2012) investigates a multi-person differential game for
future selves among the time intervals of the partition. The equilibrium strategy then
corresponds to the limit of the game when the mesh size tends to zero. This concept is
coined “locally mean-variance efficient” (LMVE) portfolio for a partition in Czichowsky
(2013) but concentrates on MVP under general semimartingale processes.
This paper adopts the extended HJB approach for its wider application beyond MVP. This
study is highly motivated by the unsolved future problem suggested in Bjo¨rk et al. (2017) and
the recent advances on rough volatility models. In their conclusion, Bjo¨rk et al. (2017) wrote,
“The present theory depends critically on the Markovian structure. It would be
interesting to see what can be done without this assumption.” Bjo¨rk et al. (2017)
Although the LQ control framework of Hu et al. (2012) takes the non-Markovian linear systems
into account, the proposed open-loop equilibrium control laws exhibit subtle but essential differ-
ence with the feedback control laws in Bjo¨rk et al. (2017). In addition, the linear state process
together with a quadratic cost functional in Hu et al. (2012, 2017) restricts the application to
LQ control problems. The LMVE approach in Czichowsky (2013) can deal with general semi-
martingales but is still restricted to the type of MVPs. It is also unclear about the connection
between LMVE concept in Czichowsky (2013) and the equilibrium feedback control in Bjo¨rk
et al. (2017). More importantly, the Volterra process (2.1) is not a semimartingale process in
general.
Non-Markovian models are not only mathematically appealing, but also practically relevant.
The seminal work of Gatheral et al. (2018) uses the fractional Brownian motion (fBm) to
statistically show the roughness of an index volatility. The term rough refers to the situation
that the trajectories of a process are rougher than the paths of a standard Brownian motion
in terms of the Ho¨lder regularity. Quantitatively, the estimated the Hurst parameter H of the
volatility process is of order 0.1 in Gatheral et al. (2018), which is significantly smaller than
0.5 for the standard Brownian motion. This work has brought a new research direction called
rough volatility to the literature.
Rough volatility models have several desired theoretical properties and are consistent with
some stylized facts of financial data. These models capture the term structure of implied
volatility surface, especially for the explosion of at-the-money (ATM) skew when maturity
nears zero (Fukasawa, 2011; Gatheral et al., 2018; El Euch & Rosenbaum, 2019), that smooth
volatility models fail to do so. Interestingly, a rough volatility is able to generate a long memory
illusion (Gatheral et al., 2018). By developing a rigorous statistical estimation and inference,
it is further confirmed in Fukasawa et al. (2019) that index volatilities are rougher than what
the literature reported. Examples of rough volatility models include fBm, fractional Ornstein-
Uhlenbeck (fOU) process, rough Bergomi (rBergomi) model (Bayer et al., 2016), and rough
Heston model (El Euch et al., 2018; El Euch & Rosenbaum, 2019). Specifically, the rough
Heston model has received particular attention and been extended to Volterra Heston model
(Abi Jaber et al., 2017) and affine forward variance (AFV) model (Gatheral & Keller-Ressel,
2019).
Analysis of rough volatility models often needs the functional Itoˆ calculus considering the
non-Markovian and path-dependent nature of the model. Motivated by path-dependent deriva-
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tives pricing and hedging, Dupire (2019) develops a pathwise calculus for non-anticipative func-
tionals. By defining the time and spatial derivatives, the classical Itoˆ formula is extended to
the functional Itoˆ formula for path-dependent functionals in Cont & Fournie´ (2013) and Dupire
(2019). Recent advances are summarized in Bally et al. (2016). The functional Itoˆ calculus is
shown to be useful for an optimal control problem with delay (Saporito, 2019), and is closely
related to path-dependent PDE (PPDE), that is discussed in Peng (2010) in the context of
backward stochastic differential equations (BSDEs).
However, the aforementioned works rely on the semimartingale assumption while Volterra
processes are non-semimartingales in general. Recently, Viens & Zhang (2017) devise a powerful
toolkit for functional Itoˆ formula, quoted in Theorem 3.2, to analyze functionals of Volterra
processes. Heuristically speaking, their approach aims to “recover” the flow property of Volterra
processes by incorporating an auxiliary non-anticipative process Θt (2.3) into the path ω. Their
elegant results enable us to derive the extended path-dependent HJB (PHJB) equation system
in Theorem 3.7. We, however, stress that the development of the PHJB system for time-
inconsistency with Volterra process is non-trivial even given the existing results.
Our main contributions are summarized as follows.
• Based on the notion of equilibrium in Bjo¨rk et al. (2017), we develop an extended path-
dependent HJB equation system for time-consistent feedback controls with Volterra pro-
cess. The novel verification theorem, Theorem 3.7, is developed through overcoming the
difficulty from path-dependence by considering an auxiliary process. We highlight that
Lemma 3.1 and 3.6 are interesting in their own rights that may be applicable to other
problems.
• We apply the developed framework to three classical problems with Volterra Heston model.
Specifically, we derive explicit equilibrium policies to the time-consistent MVP with a
constant risk aversion in Section 4.2 and the investment/consumption problem with non-
exponential discounting and logarithmic utility in Section 4.4. Semi-closed form equilib-
rium strategy is derived for time-consistent MVP under a state-dependent risk aversion
in Section 4.3. To the best of our knowledge, our results are the first one on time-
inconsistency with rough volatility although related works such as Fouque & Hu (2019),
Fouque & Hu (2018), Ba¨uerle & Desmettre (2018), Han & Wong (2019a), and Han &
Wong (2019b) are available for alternative portfolio problems under rough volatility.
The specific results from the solvable examples enable us to examine the impact of the rough
volatility on equilibrium strategies. From the time-consistent MVP with a constant risk aversion,
we show that a rough volatility leads to a rapid decrease in stock holdings near the end of the
investment horizon but a steady holding of the stock for a sufficiently long investment horizon
when compared to its smooth volatility counterpart. Alternatively, rough volatility has no effect
to the consumption-investment problem using a log-utility and a non-exponential discounting.
The rest of the paper is organized as follows. Section 2 describes the mathematical frame-
work. Section 3 derives the extended PHJB equation system. We review the Volterra Heston
model briefly in Section 4.1 and discuss the solutions to three examples in Section 4.2, 4.3, and
4.4. Section 5 concludes. Functional Itoˆ calculus in Viens & Zhang (2017) is summarized in
Appendix A for a self-contained article.
2 Problem formulation
Consider a given complete probability space (Ω,F ,P), with a filtration F = {Ft}0≤t≤T satisfying
the usual conditions and supporting a d-dimensional standard Brownian motion W . F is not
necessarily the augmented filtration generated by W and it can be a strictly larger filtration.
3
Let T > 0 be a deterministic finite terminal time. Consider a controlled n-dimensional
stochastic Volterra integral equation (SVIE) on [0, T ]:
Xut = x+
∫ t
0
µ(t; r,Xur∧·,u(r,X
u
r∧·))dr +
∫ t
0
σ(t; r,Xur∧·,u(r,X
u
r∧·))dWr, (2.1)
where Xur∧· refers to the whole past path of the process (X
u
s )0≤s≤r, and µ, σ are adapted
with suitable dimensions. The feedback strategy u is a k-dimensional deterministic measurable
function. It is also worth mentioning again that the SVIE (2.1) is non-Markovian and non-
semimartingale in general.
Like Wu & Zhang (2018), we consider feedback strategies u(r,Xur∧·) that depend on the
whole path Xur∧· instead of solely depending on the current value X
u
r of the process. This
setting is more reasonable because investors can always base their decisions on the observed
history of the process.
Prior to formally defining the equilibrium feedback control, we present the following standing
assumption throughout this paper.
Assumption 2.1. The controlled SVIE (2.1) admits a unique in law continuous weak solution
(Xu,W ), and
E
[
sup
0≤t≤T
|Xut |p
]
<∞, (2.2)
for any p ≥ 1.
All examples from classic problems in Section 4 satisfy Assumption 2.1. As our primary
focus is time-inconsistency, we do not pursue potentially more general conditions validating
Assumption 2.1 in this paper. We, however, refer interested readers to Abi Jaber et al. (2017)
and Viens & Zhang (2017) for related results. If we make comparison with Assumption 3.1 of
Viens & Zhang (2017), Assumption 2.1 further requires (2.1) to admit a unique in law solution.
For a given feedback strategy u, it is natural for our problem to attain a unique reward functional
(2.8) under u and this requires the law of SVIE (2.1) to be unique. We also need a continuous
solution to (2.1). This condition is relatively mild. The concatenated path (2.4) is justified to
be continuous later under this condition. In this paper, we fix a weak solution (Xu,W ) to (2.1)
once the feedback control law u is given.
For time-inconsistent problems, we have to consider the state process starting from time
t ∈ [0, T ). For s ≥ t, the state process (2.1) can be decomposed as
Xus = x+
∫ t
0
µ(s; r,Xur∧·,u(r,X
u
r∧·))dr +
∫ t
0
σ(s; r,Xur∧·,u(r,X
u
r∧·))dWr
+
∫ s
t
µ(s; r,Xur∧·,u(r,X
u
r∧·))dr +
∫ s
t
σ(s; r,Xur∧·,u(r,X
u
r∧·))dWr.
Following Viens & Zhang (2017), define
Θt,us , x+
∫ t
0
µ(s; r,Xur∧·,u(r,X
u
r∧·))dr +
∫ t
0
σ(s; r,Xur∧·,u(r,X
u
r∧·))dWr, t ≤ s ≤ T. (2.3)
Therefore, t 7→ Θt,us is a semimartingale for 0 ≤ t ≤ s. Using Θt,us , a path ω is concatenated as
ωs = (X
u ⊗t Θt,u)s , Xus 1{0≤s<t} +Θt,us 1{t≤s≤T}. (2.4)
Although ω is defined on [0, T ], it is adapted to Ft. ω is P-a.s. continuous.
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At time t, for a realized path ω, we have
Xt,ω,us = ωs +
∫ s
t
µ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dr
+
∫ s
t
σ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dWr, t ≤ s ≤ T,
Xt,ω,us = ωs, 0 ≤ s < t, (2.5)
where the notation Xus is replaced with X
t,ω,u
s to highlight its dependence on t and the path ω.
For t ≤ s ≤ T , Θt,us is interpreted as
Θt,us = ωs = x+
∫ t
0
µ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dr +
∫ t
0
σ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dWr. (2.6)
For a given feedback strategy u, let
µu(t; r, ω) , µ(t; r, ωr∧·,u(r, ωr∧·)), σ
u(t; r, ω) , σ(t; r, ωr∧·,u(r, ωr∧·)). (2.7)
We encounter two cases. If limr→t µ
u(t; r, ·) = ∞ and limr→t σu(t; r, ·) = ∞, it is called a
singular case; otherwise, if limr→t µ
u(t; r, ·) < ∞ and limr→t σu(t; r, ·) < ∞, it is called regular
(Viens & Zhang, 2017).
We introduce the reward functional as
J(t, ω;u) ,E
[ ∫ T
t
C(t, ωt, r,X
t,ω,u
r∧· ,u(r,X
t,ω,u
r∧· ))dr + F (t, ωt,X
t,ω,u
T∧· )
∣∣∣Ft
]
+G(t, ωt,E[X
t,ω,u
T |Ft]), (2.8)
where Xt,ω,u is given by (2.5).
The SVIE (2.1) is not time-consistent for the absence of the flow property (Viens & Zhang,
2017). However, we concern about the time-inconsistency issue on the objective function J that
is originated from its dependence on current time t, current state ωt, and the nonlinear function
G. We refer readers to Bjo¨rk et al. (2014) and Bjo¨rk et al. (2017) for motivation and examples
of (2.8).
By writing the reward J as a functional of ω = Xu⊗tΘt,u, rather than Xu only, J preserves
some nice regularity properties, such as continuity, under mild conditions. To clarify it further,
although Θt,u is a functional of Xu[0,t], the dependence is usually discontinuous under uniform
convergence, due to the stochastic integrals involved. Readers may refer to Viens & Zhang (2017,
Remark 3.2) for a specific example. Viens & Zhang (2017) discover that the flow property can
somehow be recovered by including Θt,u, resulting in the functional Itoˆ formula in their paper.
Section 4 is helpful in clarifying the rationale more concretely with specific examples.
Remark 2.2. In fact, we can consider a general state dependence on process Xu by replacing
ωt in (2.8) with ωt∧·. For example, our later analysis can incorporate the consideration of
G(t, ωt∧·,E[X
t,ω,u
T |Ft]) without additional difficulties. However, we restrict ourselves to (2.8)
for the simplicity of presentation.
Let m be a generic positive value for polynomial growth rate, which may vary from line to
line. By the supremum norm || · ||T defined in Appendix A, we introduce continuity in ω under
|| · ||T .
Assumption 2.3. Properties for F and G.
(1). For any fixed s and y, F is of polynomial growth in ω, that is,
|F (s, y, ω)| ≤ C0[1 + ||ω||mT ], (2.9)
for some constants C0,m > 0.
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(2). For any fixed s and y, G(s, y, z) is continuously differentiable in z.
Similarly, for a given feedback strategy u, let
Cu(t, ω, s, y) , C(s, y, t, ωt∧·,u(t, ωt∧·)). (2.10)
Definition 2.4. u is said to be an admissible strategy, denoted as u ∈ U , if
(1). Assumption 2.1 holds.
(2). (a) If µu and σu are regular, then for fixed t ∈ [0, T ], assume µu(t; r, ω), σu(t; r, ω) are
right-continuous in r ∈ [0, t] and continuous in ω ∈ Ω. ∂tµu(t; r, ·), ∂tσu(t; r, ·) exist for
t ∈ [r, T ], and for ϕ = µu, σu, ∂tµu, ∂tσu,
|ϕ(t; r, ω)| ≤ C0[1 + ||ω||mT ], (2.11)
for some constants C0,m > 0.
(b) If µu and σu are singular, then for fixed t ∈ [0, T ], assume µu(t; r, ω), σu(t; r, ω) are
right-continuous in r ∈ [0, t) and continuous in ω ∈ Ω. For ϕ = µu, σu, suppose ∂tϕ(t; r, ·)
exists for t ∈ (r, T ], and there exists 0 < H < 1/2 such that, for any 0 ≤ r < t ≤ T ,
|ϕ(t; r, ω)| ≤ C0[1 + ||ω||mT ](t− r)H−1/2, (2.12)
|∂tϕ(t; r, ω)| ≤ C0[1 + ||ω||mT ](t− r)H−3/2, (2.13)
for some constants C0,m > 0.
(3). For any fixed s and y, Cu is continuous in (t, ω). Cu is of polynomial growth in ω,
uniformly in t. Namely,
|Cu(t, ω, s, y)| ≤ C0[1 + ||ω||mT ], (2.14)
for some constants C0,m > 0.
(4). For any fixed s and y,
E
[
sup
t≤r≤T
∣∣C(s, y, r,Xt,ω,ur∧· ,u(r,Xt,ω,ur∧· ))∣∣+ ∣∣F (s, y,Xt,ω,uT∧· )∣∣
∣∣∣Ft
]
(2.15)
+
∣∣G(s, y,E[Xt,ω,uT |Ft])∣∣ ≤ C0[1 + ||ω||mT ].
for some constants C0,m > 0 which are independent of t.
Consider a candidate equilibrium law uˆ. Let u(r, ωr∧·) be a deterministic map which is also
admissible. Perturb uˆ in the same way as Bjo¨rk et al. (2014) and Bjo¨rk et al. (2017),
uh(r, ωr∧·) =
{
u(r, ωr∧·), t ≤ r < t+ h,
uˆ(r, ωr∧·), t+ h ≤ r ≤ T. (2.16)
If we denote the solution to SVIE (2.1) with uh as X
uh , the feedback control law reads
uh(r,X
uh
r∧·) =
{
u(r,Xuhr∧·), t ≤ r < t+ h,
uˆ(r,Xuhr∧·), t+ h ≤ r ≤ T. (2.17)
A crucial characteristic of the feedback (closed-loop) formulation is that perturbing uˆ on [t, t+h)
does affect the controls on [t+h, T ] throughXuh implicitly. It is different with open-loop controls
whose value on [t+ h, T ] is unchanged (Hu et al., 2012, 2017) .
To proceed, we consider a path-dependent counterpart of the concept support. Let Λ˜(uˆ, t)
be the support of paths for Xuˆ⊗tΘt,uˆ conditional on F0. The support is the set of ω ∈ Ω such
that any neighborhood of ω has a positive measure under the distribution of Xuˆ ⊗t Θt,uˆ. The
metric is induced by norm || · ||T . Roughly speaking, the support contains all possible situations
for the paths. We refer to He & Jiang (2018) for the rationale of considering the support rather
than the whole space Ω.
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Definition 2.5. Consider a candidate equilibrium law uˆ. For any t ∈ [0, T ) and u ∈ U , define
uh as in (2.16), uˆ is an (weak) equilibrium strategy if
lim inf
h↓0
J(t, ω; uˆ)− J(t, ω;uh)
h
≥ 0, (2.18)
for any ω ∈ Λ˜(uˆ, t).
Remark 2.6. Like He & Jiang (2018), the definition of support is different with the standard
one in literature. We refer readers to the footnote under He & Jiang (2018, Definition 2) for
details. It is still an open problem to characterize the support Λ˜(uˆ, t), under the SVIE (2.1). The
only related work that we are aware of is Cont & Kalinin (2018). However, it is not applicable
to our general cases with controls. But in our examples considered, the support is clear and
relatively straightforward to obtain.
Remark 2.7. As noted in Bjo¨rk et al. (2017, Remark 3.5), uˆ under (2.18) may be merely a
stationary point. Recently, there have been works related to the equilibrium under the following
conditions,
J(t, ω;uh) ≤ J(t, ω; uˆ), (2.19)
where uh is selected in certain sets. He & Jiang (2018) clarify three notions, namely, strong,
regular, and weak equilibria. Huang & Zhou (2018) consider a stochastic control problem in
which the generator of certain Markov chain can be controlled, with a definition like (2.19).
However, weak equilibria should be considered first since other types of equilibrium strategies are
under stronger conditions which may be too restrictive.
3 The extended path-dependent HJB equation
The following notation is useful. Define
fu(t, ω, s, y) , E
[
F (s, y,Xt,ω,uT∧· )
∣∣∣Ft
]
, (3.1)
gu(t, ω) , E
[
Xt,ω,uT
∣∣Ft], (3.2)
cr,u(t, ω, s, y) , E
[
C(s, y, r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))
∣∣∣Ft
]
. (3.3)
When u = uˆ, denote
f(t, ω, s, y) , E
[
F (s, y,Xt,ω,uˆT∧· )
∣∣∣Ft
]
, (3.4)
g(t, ω) , E
[
Xt,ω,uˆT
∣∣Ft], (3.5)
cr(t, ω, s, y) , E
[
C(s, y, r,Xt,ω,uˆr∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
. (3.6)
Our convention is that the last two arguments (s, y) are reserved for state-dependence.
We first derive a recursive relationship which extends Bjo¨rk & Murgoci (2014, Lemma 3.3)
to the non-Markovian case applicable to our problem. To do so, we investigate the problem at
time t+ h. Denote the path
ωt+hs =


ωs, 0 ≤ s < t,
Xt,ω,us , t ≤ s < t+ h,
Θt+h,us , t+ h ≤ s ≤ T,
(3.7)
where
Θt+h,us = x+
∫ t+h
0
µ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dr +
∫ t+h
0
σ(s; r,Xt,ω,ur∧· ,u(r,X
t,ω,u
r∧· ))dWr.
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Note ωt+h is adapted to Ft+h but not Ft. To make the notation compact, we write
ωt+hs = (X
t,ω,u ⊗t+h Θt+h,u)s , Xt,ω,us 1{0≤s<t+h} +Θt+h,us 1{t+h≤s≤T}. (3.8)
Θt+h,u is only defined on [t+h, T ]. Xt,ω,us 6= ωs for s ∈ (t, t+h) and Θt+h,us 6= ωs for s ∈ [t+h, T ].
Lemma 3.1. For a general admissible feedback strategy u, the reward functional J satisfies the
recursion:
J(t, ω;u) =E
[
J(t+ h, ωt+h;u)
∣∣Ft] (3.9)
− {
∫ T
t+h
E
[
cr,u(t+ h, ωt+h, t+ h, ωt+ht+h)
∣∣Ft]dr −
∫ T
t
E
[
cr,u(t+ h, ωt+h, t, ωt)
∣∣Ft]dr}
− {E[fu(t+ h, ωt+h, t+ h, ωt+ht+h)∣∣Ft]− E[fu(t+ h, ωt+h, t, ωt)∣∣Ft]}
− {E[G(t+ h, ωt+ht+h , gu(t+ h, ωt+h))∣∣Ft]−G(t, ωt,E[gu(t+ h, ωt+h)∣∣Ft])}.
Proof. By the tower property of conditional expectation and the definition of cr,u, fu, gu, and
ωt+h,
J(t, ω;u) =
∫ T
t
E
[
E
[
C(t, ωt, r,X
t,ω,u
r∧· ,u(r,X
t,ω,u
r∧· ))
∣∣∣Ft+h
]∣∣∣Ft
]
dr
+ E
[
E
[
F (t, ωt,X
t,ω,u
T∧· )
∣∣∣Ft+h
]∣∣∣Ft
]
+G
(
t, ωt,E
[
E
[
Xt,ω,uT
∣∣Ft+h]∣∣Ft])
=
∫ T
t
E
[
cr,u(t+ h, ωt+h, t, ωt)
∣∣∣Ft
]
dr (3.10)
+ E
[
fu(t+ h, ωt+h, t, ωt)
∣∣∣Ft
]
+G
(
t, ωt,E
[
gu(t+ h, ωt+h)
∣∣Ft]).
Meanwhile, the definition of reward functional in (2.8) indicates,
J(t+ h,ωt+h;u)
=E
[ ∫ T
t+h
C(t+ h, ωt+ht+h , r,X
t+h,ωt+h,u
r∧· ,u(r,X
t+h,ωt+h ,u
r∧· ))dr
∣∣∣Ft+h
]
+ E
[
F (t+ h, ωt+ht+h ,X
t+h,ωt+h,u
T∧· )
∣∣Ft+h]
+G(t+ h, ωt+ht+h ,E[X
t+h,ωt+h,u
T |Ft+h])
=
∫ T
t+h
cr,u(t+ h, ωt+h, t+ h, ωt+ht+h)dr + f
u(t+ h, ωt+h, t+ h, ωt+ht+h)
+G(t+ h, ωt+ht+h , g
u(t+ h, ωt+h)), (3.11)
where
Xt+h,ω
t+h,u
s = ω
t+h
s +
∫ s
t+h
µ(s; r,Xt+h,ω
t+h,u
r∧· ,u(r,X
t+h,ωt+h ,u
r∧· ))dr
+
∫ s
t+h
σ(s; r,Xt+h,ω
t+h,u
r∧· ,u(r,X
t+h,ωt+h ,u
r∧· ))dWr, t+ h ≤ s ≤ T,
Xt+h,ω
t+h,u
s = ω
t+h
s , 0 ≤ s < t+ h. (3.12)
Taking conditional expectation at Ft on both sides of (3.11) shows
E
[
J(t+ h, ωt+h;u)
∣∣∣Ft
]
=
∫ T
t+h
E
[
cr,u(t+ h, ωt+h, t+ h, ωt+ht+h)
∣∣∣Ft
]
dr
+ E
[
fu(t+ h, ωt+h, t+ h, ωt+ht+h)
∣∣∣Ft
]
+ E
[
G(t+ h, ωt+ht+h , g
u(t+ h, ωt+h))
∣∣∣Ft
]
. (3.13)
The result follows by combining (3.10) and (3.13).
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It is clear that the proof in Lemma 3.1 solely applies the tower property of conditional
expectation and does not rely on functional Itoˆ formula. The verification theorem, however,
does need the functional Itoˆ formula in Viens & Zhang (2017, Theorem 3.10 and Theorem 3.17).
The derivatives and spaces C1,2+ (Λ), C
1,2
+,α(Λ) are defined in Viens & Zhang (2017), which are
also briefly reviewed in the Appendix.
Theorem 3.2 (Viens & Zhang (2017, Theorem 3.10 and Theorem 3.17)). Suppose (1) and (2)
in Definition 2.4 hold, let f ∈ C1,2+ (Λ) for regular case or f ∈ C1,2+,α(Λ) for singular case with
β , α+H − 12 > 0. And constant H is defined in Definition 2.4 (2) for singular case. Then
df(t,Xu ⊗t Θt,u) =∂tf(t,Xu ⊗t Θt,u)dt+ 〈∂ωf(t,Xu ⊗t Θt,u), µt,u〉dt
+
1
2
〈∂2ωωf(t,Xu ⊗t Θt,u), (σt,u, σt,u)〉dt
+ 〈∂ωf(t,Xu ⊗t Θt,u), σt,u〉dWt, P− a.s., (3.14)
where for ϕ = µ, σ, notation ϕt,us , ϕu(s; t, ·) emphasizes the dependence on s ∈ [t, T ].
For singular case, the derivatives related to ω are defined as follows.
〈∂ωf(t, ω), ϕt,u〉 , lim
δ↓0
〈∂ωf(t, ω), ϕδ,t,u〉, ϕ = µ, σ, (3.15)
〈∂2ωωf(t, ω), (σt,u, σt,u)〉 , lim
δ↓0
〈∂2ωωf(t, ω), (σδ,t,u, σδ,t,u)〉, (3.16)
where ϕδ,t,us , ϕu(s∨ (t+ δ); t, ·) for 0 < δ ≤ T − t, is the truncated function. It also emphasizes
the dependence on s ∈ [t, T ].
Define the value function as
V (t, ω) = J(t, ω; uˆ). (3.17)
For a general admissible control u and a functional f(t, ω) satisfying Assumption 3.5 specified
later, denote the operator Au as
(Auf)(t, ω) , ∂tf(t, ω) + 〈∂ωf(t, ω), µt,u〉+ 1
2
〈∂2ωωf(t, ω), (σt,u, σt,u)〉, (3.18)
where we omit the arguments in µt,u and σt,u. The derivatives in (3.18) are defined in (A.1),
(A.2), (A.5), and (3.15), (3.16) for singular cases. The operator Au only applies to variables
within parentheses. For instance, (Auf)(t, ω, t, ωt) operates on t, ω, t, ωt while (A
uf s,y)(t, ω)
operates on t, ω only.
Definition 3.3. The extended PHJB equation system is defined as follows.
(1). The function V satisfies
sup
u∈U
{
(AuV )(t, ω) + C(t, ωt, t, ωt∧·,u(t, ωt∧·))−
∫ T
t
(Aucr)(t, ω, t, ωt)dr
+
∫ T
t
(Auct,ωt,r)(t, ω)dr − (Auf)(t, ω, t, ωt) + (Auf t,ωt)(t, ω)
−Au(G ⋄ g)(t, ω) + ∂yG(t, ωt, g(t, ω))(Aug)(t, ω)
}
= 0, 0 ≤ t ≤ T,
V (T, ω) = F (T, ωT , ω) +G(T, ωT , ωT ). (3.19)
Let uˆ be the control law which attains the supremum.
(2). For each fixed s and y, f s,y(t, ω) is defined by
(Auˆf s,y)(t, ω) = 0, 0 ≤ t ≤ T, f s,y(T, ω) = F (s, y, ω). (3.20)
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(3). The function g satisfies
(Auˆg)(t, ω) = 0, 0 ≤ t ≤ T, g(T, ω) = ωT . (3.21)
(4). For each fixed s, r, and y, cs,y,r is defined by
(Auˆcs,y,r)(t, ω) = 0, 0 ≤ t ≤ r, (3.22)
cs,y,r(r, ω) = C(s, y, r, ωr∧·, uˆ(r, ωr∧·)).
(5). The notations have the following meaning.
f(t, ω, s, y) = f s,y(t, ω), cr(t, ω, s, y) = cs,y,r(t, ω),
(G ⋄ g)(t, ω) = G(t, ωt, g(t, ω)), ∂yG(t, ωt, y) = ∂G
∂y
(t, ωt, y).
(6). The probabilistic interpretations are
f s,y(t, ω) = E
[
F (s, y,Xt,ω,uˆT∧· )
∣∣Ft], g(t, ω) = E[Xt,ω,uˆT ∣∣Ft],
cs,y,r(t, ω) = E
[
C(s, y, r,Xt,ω,uˆr∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
, 0 ≤ t ≤ r.
The equations (3.19)-(3.22) above hold for ω ∈ Λ˜(uˆ, t), t ∈ [0, T ].
Remark 3.4. The spatial region of (3.19)-(3.22) is Λ˜(uˆ, t), t ∈ [0, T ], which is consistent with
Definition 2.5. For example, the MVP with state-dependent risk aversion in Bjo¨rk et al. (2014)
has the assumption that the wealth stays positive implicitly, which implies that the system in
Bjo¨rk et al. (2014, Definition 2) holds on region x > 0 instead of x ∈ R.
We have to emphasize the dependence on ω and ωt∧· in (3.19)-(3.22). Although the func-
tionals V, cr, cs,y,r, f, f s,y, g depend on the whole path ω in general, the control u only depends
on ωt∧·, paths up to time t. In addition, C(t, ωt, t, ωt∧·,u(t, ωt∧·)) depends on ωt∧· only. It is
by the definition of paths in (2.4) and the fact that u and C only depend on Xu but not Θt,u
directly. If there is no path dependence, the system (3.19)-(3.22) reduces to the one in Bjo¨rk
et al. (2017).
We impose the regularity condition, Assumption 3.5, on the functionals appeared in the
extended PHJB system in Definition 3.3. This condition validates all the derivatives are well-
defined although it is not the mildest condition. Indeed, we require the functionals to have
spatial derivatives on Ω rather than merely on the rather implicit Λ˜(uˆ, t).
Assumption 3.5. For regular case,
(1). V, f,G ⋄ g, g ∈ C1,2+ (Λ);
(2). For any fixed s and y, f s,y ∈ C1,2+ (Λ);
(3). For any fixed r ∈ [0, T ], cr ∈ C1,2+ ([0, r]× Ω);
(4). For any fixed s, y, and fixed r ∈ [0, T ], cs,y,r ∈ C1,2+ ([0, r] × Ω).
For singular case, let α ∈ (0, 1),
(1). V, f,G ⋄ g, g ∈ C1,2+,α(Λ).
(2). For any fixed s and y, f s,y ∈ C1,2+,α(Λ);
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(3). For any fixed r ∈ [0, T ], cr ∈ C1,2+,α([0, r] × Ω);
(4). For any fixed s, y, and fixed r ∈ [0, T ], cs,y,r ∈ C1,2+,α([0, r]× Ω).
In addition, β , α+H − 12 > 0, where the constant H is defined in Definition 2.4 (2) for the
singular case.
In the sequel, we often meet some stochastic integrals which are required to be true mar-
tingales. Lemma 3.6 is useful for the related justification. To ease notation burden, we denote
〈∂ωf, σt,u〉 ·W ,
∫ ·
t 〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉dWr for later use.
Lemma 3.6. Suppose u is admissible. Denote f as a general functional and f ∈ C1,2+ (Λ) for
regular case or f ∈ C1,2+,α(Λ) for singular case with β , α+H − 1/2 > 0. Then
E
[ ∫ T
t
∣∣〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉∣∣2dr
∣∣∣Ft
]
<∞, (3.23)
which implies 〈∂ωf, σt,u〉 ·W is a true martingale.
Proof. We first prove for the regular case. By (1)-(2) in Definition 2.4 and the assumption that
∂ωf has polynomial growth,
E
[ ∫ T
t
∣∣〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉∣∣2dr
∣∣∣Ft
]
(3.24)
≤ C0E
[
sup
t≤r≤T
∣∣〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉∣∣2
∣∣∣Ft
]
≤ C0E
[(
1 + sup
t≤r≤T
sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)2
sup
t≤r≤T
sup
r≤s≤T
|σu(s; r,Xur∧·)|2
∣∣∣Ft
]
≤ C0E
[(
1 + sup
t≤r≤T
sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)∣∣∣Ft
]
≤ C0E
[(
1 + sup
0≤s≤T
|Xus |p
)∣∣∣Ft
]
<∞.
For singular case, for [r, T ], consider the partition r = r∞ < ... < rk < ... < r0 = T , where
rk = r +
T−r
2k
. Then we have
E
[ ∫ T
t
∣∣〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉∣∣2dr
∣∣∣Ft
]
(3.25)
= E
[ ∫ T
t
∣∣ lim
δ↓0
〈∂ωf(r,Xu ⊗r Θr,u), σδ,r,u〉
∣∣2dr∣∣∣Ft
]
= E
[ ∫ T
t
∣∣ lim
δ↓0
∞∑
k=0
〈∂ωf(r,Xu ⊗r Θr,u), σδ,r,us 1s∈[rk+1,rk)〉
∣∣2dr∣∣∣Ft
]
≤ C0E
[ ∫ T
t
(
1 + sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)2∣∣ lim
δ↓0
∞∑
k=0
||σδ,r,us 1s∈[rk+1,rk)||T (rk − rk+1)α
∣∣2dr∣∣∣Ft
]
,
where we used the assumption that f vanishes diagonally with rate α ∈ (0, 1) and the fact that
∂ωf is a linear operator in the last inequality. By (2) in Definition 2.4 for singular case,
∞∑
k=0
||σδ,r,us 1s∈[rk+1,rk)||T (rk − rk+1)α (3.26)
≤ C0
(
1 + sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
) ∞∑
k=0
(
rk+1 ∨ (r + δ)− r
)H−1/2(T − r
2k+1
)α
.
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For any 0 < δ ≤ T − r, there exists an integer z such that T−r
2z+1
< δ ≤ T−r2z , then
∞∑
k=0
(
rk+1 ∨ (r + δ)− r
)H−1/2(T − r
2k+1
)α
=
z−1∑
k=0
(T − r
2k+1
)H−1/2(T − r
2k+1
)α
+
∞∑
k=z
δH−1/2
(T − r
2k+1
)α
=
z−1∑
k=0
(T − r
2k+1
)β
+ δH−1/2
(T − r
2z+1
)α ∞∑
k=0
( 1
2α
)k
. (3.27)
Note T−r
2z+1
< δ implies
(
T−r
2z+1
)α
< δα, we obtain
∞∑
k=0
||σδ,r,us 1s∈[rk+1,rk)||T (rk − rk+1)α
≤ C0
(
1 + sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)[
(T − r)β + δβ]. (3.28)
Finally,
E
[ ∫ T
t
∣∣〈∂ωf(r,Xu ⊗r Θr,u), σr,u〉∣∣2dr
∣∣∣Ft
]
(3.29)
≤ C0E
[ ∫ T
t
(
1 + sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)4
(T − r)2βdr
∣∣∣Ft
]
≤ C0E
[(
1 + sup
t≤r≤T
sup
0≤s≤T
|(Xu ⊗r Θr,u)s|m
)∣∣∣Ft
]
≤ C0E
[(
1 + sup
0≤s≤T
|Xus |p
)∣∣∣Ft
]
<∞,
as desired.
Now we are ready to give the verification theorem, which is the main result of this paper.
The proof is in the same spirit of Bjo¨rk et al. (2017, Theorem 5.2) but invokes Lemma 3.1, 3.6
and functional Itoˆ formula in Viens & Zhang (2017).
Theorem 3.7 (Verification theorem). Suppose the extended PHJB system (3.19) - (3.22) in
Definition 3.3 admits a solution (V, f, g, f s,y, cr, cs,y,r) satisfying Assumption 3.5, uˆ realizes the
supremum in (3.19) for V and uˆ is admissible, then uˆ is an equilibrium law in the sense of
Definition 2.5 and V is the corresponding value function.
Proof. First, we show interpretations in Definition 3.3 (6) hold and V (t, ω) = J(t, ω; uˆ).
By (3.20), (3.21), (3.22) and Lemma 3.6, f s,y(t,Xuˆ⊗tΘt,uˆ), g(t,Xuˆ⊗tΘt,uˆ), and cs,y,r(t,Xuˆ⊗t
Θt,uˆ) are martingales. By boundary conditions in (3.20), (3.21), and (3.22), note ω = Xt,ω,uˆ⊗t
Θt,uˆ, we derive
f s,y(t, ω) = E
[
F (s, y,Xt,ω,uˆT∧· )
∣∣Ft], g(t, ω) = E[Xt,ω,uˆT ∣∣Ft],
cs,y,r(t, ω) = E
[
C(s, y, r,Xt,ω,uˆr∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
, 0 ≤ t ≤ r.
By Definition 3.3 (1)-(4),
(AuˆV )(t, ω) + C(t, ωt, t, ωt∧·, uˆ(t, ωt∧·))−
∫ T
t
(Auˆcr)(t, ω, t, ωt)dr
− (Auˆf)(t, ω, t, ωt)−Auˆ(G ⋄ g)(t, ω) = 0. (3.30)
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As uˆ is admissible and V satisfies Assumption 3.5, we apply functional Itoˆ formula in
Theorem 3.2 to V and then claim that 〈∂ωV, σt,uˆ〉 ·W is a true martingale. Combining with
(3.30), we obtain
E
[
V (T,Xt,ω,uˆT∧· )
∣∣∣Ft
]
= E
[
V (T,Xt,ω,uˆ ⊗T ΘT,uˆ)
∣∣∣Ft
]
= V (t,Xt,ω,uˆ ⊗t Θt,uˆ) + E
[ ∫ T
t
(AuˆV )(s,Xt,ω,uˆ ⊗s Θs,uˆ)ds
∣∣∣Ft
]
= V (t, ω)− E
[ ∫ T
t
C(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs∧· , uˆ(s,Xt,ω,uˆs∧· ))ds
∣∣∣Ft
]
(3.31)
+ E
[ ∫ T
t
∫ T
s
(Auˆcr)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )drds
∣∣∣Ft
]
+ E
[ ∫ T
t
(Auˆf)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )ds
∣∣∣Ft
]
+ E
[ ∫ T
t
Auˆ(G ⋄ g)(s,Xt,ω,uˆ ⊗s Θs,uˆ)ds
∣∣∣Ft
]
.
For the third term, Fubini’s theorem holds under polynomial growth rate condition on
derivatives of cr by Assumption 3.5 and the conditions in Definition 2.4 (1)-(2). Lemma 3.6
shows 〈∂ωcr, σt,uˆ〉 ·W is a true martingale. Hence, the definition of cr leads to
E
[ ∫ T
t
∫ T
s
(Auˆcr)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )drds
∣∣∣Ft
]
= E
[ ∫ T
t
∫ r
t
(Auˆcr)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )dsdr
∣∣∣Ft
]
=
∫ T
t
E
[ ∫ r
t
(Auˆcr)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )ds
∣∣∣Ft
]
dr
=
∫ T
t
{
E
[
cr(r,Xt,ω,uˆ ⊗r Θr,uˆ, r,Xt,ω,uˆr )
∣∣∣Ft
]
− cr(t,Xt,ω,uˆ ⊗t Θt,uˆ, t,Xt,ω,uˆt )
}
dr
=
∫ T
t
{
E
[
C(r,Xt,ω,uˆr , r,X
t,ω,uˆ
r∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
− E
[
C(t,Xt,ω,uˆt , r,X
t,ω,uˆ
r∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]}
dr.
For the fourth term, we use the same arguments,
E
[ ∫ T
t
(Auˆf)(s,Xt,ω,uˆ ⊗s Θs,uˆ, s,Xt,ω,uˆs )ds
∣∣∣Ft
]
= E
[
f(T,Xt,ω,uˆ ⊗T ΘT,uˆ, T,Xt,ω,uˆT )
∣∣∣Ft
]
− f(t,Xt,ω,uˆ ⊗t Θt,uˆ, t,Xt,ω,uˆt )
= E
[
F (T,Xt,ω,uˆT ,X
t,ω,uˆ
T∧· )
∣∣∣Ft
]
− E
[
F (t, ωt,X
t,ω,uˆ
T∧· )
∣∣∣Ft
]
.
Similarly, for the fifth term,
E
[ ∫ T
t
Auˆ(G ⋄ g)(s,Xt,ω,uˆ ⊗s Θs,uˆ)ds
∣∣∣Ft
]
= E
[
(G ⋄ g)(T,Xt,ω,uˆ ⊗T ΘT,uˆ)
∣∣∣Ft
]
− (G ⋄ g)(t,Xt,ω,uˆ ⊗t Θt,uˆ)
= E
[
G(T,Xt,ω,uˆT ,X
t,ω,uˆ
T )
∣∣∣Ft
]
−G(t, ωt,E[Xt,ω,uˆT |Ft]).
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By the boundary condition (3.19), we get
V (t, ω) =E
[
V (T,Xt,ω,uˆT∧· )
∣∣∣Ft
]
+
∫ T
t
E
[
C(t,Xt,ω,uˆt , r,X
t,ω,uˆ
r∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
dr
− E
[
F (T,Xt,ω,uˆT ,X
t,ω,uˆ
T∧· )
∣∣∣Ft
]
+ E
[
F (t, ωt,X
t,ω,uˆ
T∧· )
∣∣∣Ft
]
− E
[
G(T,Xt,ω,uˆT ,X
t,ω,uˆ
T )
∣∣∣Ft
]
+G(t, ωt,E[X
t,ω,uˆ
T |Ft])
=
∫ T
t
E
[
C(t,Xt,ω,uˆt , r,X
t,ω,uˆ
r∧· , uˆ(r,X
t,ω,uˆ
r∧· ))
∣∣∣Ft
]
dr
+ E
[
F (t, ωt,X
t,ω,uˆ
T∧· )
∣∣∣Ft
]
+G(t, ωt,E[X
t,ω,uˆ
T |Ft])
=J(t, ω; uˆ).
In other words, we verify that V is the value function with uˆ.
Next, we show uˆ is indeed an equilibrium strategy under Definition 2.5. Apply the recursive
relationship in Lemma 3.1 with uh, note ω
t+h = Xt,ω,uh ⊗t+h Θt+h,uh ,
J(t, ω;uh) = E
[
J(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh ;uh)
∣∣∣Ft
]
(3.32)
−
{∫ T
t+h
E
[
cr,uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣∣Ft
]
dr
−
∫ T
t
E
[
cr,uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣∣Ft
]
dr
}
−
{
E
[
fuh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣∣Ft
]
− E
[
fuh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣∣Ft
]}
−
{
E
[
G(t+ h,Xt,ω,uht+h , g
uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh))
∣∣∣Ft
]
−G(t, ωt,E[guh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)∣∣Ft])
}
.
As uh = uˆ on [t+ h, T ],
J(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh ;uh) = V (t+ h,Xt,ω,uh ⊗t+h Θt+h,uh). (3.33)
For t+ h ≤ r ≤ T ,
cr,uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
=E
[
C(t+ h,Xt,ω,uht+h , r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣∣Ft+h
]
(3.34)
=cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h ).
When t ≤ r ≤ t+ h,
cr,uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt) = C(t, ωt, r,Xt,ω,uhr∧· ,u(r,Xt,ω,uhr∧· )). (3.35)
When t+ h ≤ r ≤ T ,
cr,uh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
= E
[
C(t, ωt, r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣∣Ft+h
]
= cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt). (3.36)
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Similarly,
fuh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h ) (3.37)
= E
[
F (t+ h,Xt,ω,uht+h ,X
t,ω,uh
T∧· )
∣∣∣Ft+h
]
= f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h ),
fuh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt) = f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt), (3.38)
and
guh(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh) = E
[
Xt,ω,uhT
∣∣Ft+h] (3.39)
= g(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh).
Therefore, (3.32) is reduced to
J(t, ω;uh) = E
[
V (t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)
∣∣∣Ft
]
(3.40)
−
{∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣Ft]dr
−
∫ t+h
t
E
[
C(t, ωt, r,X
t,ω,uh
r∧· ,u(r,X
t,ω,uh
r∧· ))
∣∣Ft]dr
−
∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣Ft]dr
}
−
{
E
[
f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣Ft]
− E[f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)∣∣Ft]
}
−
{
E
[
G(t+ h,Xt,ω,uht+h , g(t+ h,X
t,ω,uh ⊗t+h Θt+h,uh))
∣∣Ft]
−G(t, ωt,E[g(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)∣∣Ft])
}
.
Meanwhile, from PHJB equation (3.19) for V , we apply functional Itoˆ formula and Lemma
3.6, note the right-continuity in time and continuity in ω assumption from Definition 2.4 (2)-(3):
E
[
V (t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)
∣∣∣Ft
]
− V (t, ω)
+ E
[ ∫ t+h
t
C(s,Xt,ω,uhs , s,X
t,ω,uh
s∧· ,u(s,X
t,ω,uh
s∧· ))ds
∣∣∣Ft
]
− E
[ ∫ t+h
t
∫ T
s
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )drds
∣∣∣Ft
]
+ E
[ ∫ t+h
t
∫ T
s
(Auhct,ωt,r)(s,Xt,ω,uh ⊗s Θs,uh)drds
∣∣∣Ft
]
(3.41)
−
{
E
[
f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣∣Ft
]
− f(t, ω, t, ωt)
}
+
{
E
[
f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣∣Ft
]
− f(t, ω, t, ωt)
}
−
{
E
[
G(t+ h,Xt,ω,uht+h , g(t+ h,X
t,ω,uh ⊗t+h Θt+h,uh))
∣∣∣Ft
]
−G(t, ωt, g(t, ω))
}
+
{
G
(
t, ωt,E
[
g(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)
∣∣Ft]
)
−G(t, ωt, g(t, ω))
}
≤ o(h).
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We further simplify the C, cr, ct,ωt,r terms in (3.41). By Fubini’s theorem, we get
E
[ ∫ t+h
t
∫ T
s
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )drds
∣∣∣Ft
]
= E
[ ∫ T
t
∫ r∧(t+h)
t
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )dsdr
∣∣∣Ft
]
=
∫ t+h
t
E
[ ∫ r
t
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )ds
∣∣∣Ft
]
dr (3.42)
+
∫ T
t+h
E
[ ∫ t+h
t
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )ds
∣∣∣Ft
]
dr
=
∫ t+h
t
{
E
[
cr(r,Xt,ω,uh ⊗r Θr,uh , r,Xt,ω,uhr )
∣∣Ft]− cr(t, ω, t, ωt)
}
dr
+
∫ T
t+h
{
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣Ft]− cr(t, ω, t, ωt)
}
dr.
Similarly,
E
[ ∫ t+h
t
∫ T
s
(Auhct,ωt,r)(s,Xt,ω,uh ⊗s Θs,uh)drds
∣∣∣Ft
]
=
∫ t+h
t
{
E
[
cr(r,Xt,ω,uh ⊗r Θr,uh, t, ωt)
∣∣Ft]− cr(t, ω, t, ωt)
}
dr (3.43)
+
∫ T
t+h
{
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣Ft]− cr(t, ω, t, ωt)
}
dr,
and
∫ t+h
t
E
[
cr(r,Xt,ω,uh ⊗r Θr,uh, r,Xt,ω,uhr )
∣∣Ft]dr
=
∫ t+h
t
E
[
E
[
C(r,Xt,ω,uhr , r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣Fr]∣∣Ft]dr (3.44)
=
∫ t+h
t
E
[
C(r,Xt,ω,uhr , r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣Ft]dr.
∫ t+h
t
E
[
cr(r,Xt,ω,uh ⊗r Θr,uh , t, ωt)
∣∣Ft]dr
=
∫ t+h
t
E
[
C(t, ωt, r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣Ft]dr. (3.45)
By the Lebesgue differentiation theorem held under Definition 2.4 (3)-(4), we have
∫ t+h
t
E
[
C(r,Xt,ω,uhr , r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣Ft]dr
=
∫ t+h
t
E
[
C(t, ωt, r,X
t,ω,uh
r∧· , uˆ(r,X
t,ω,uh
r∧· ))
∣∣Ft]dr + o(h). (3.46)
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Therefore, (3.42) and (3.43) are reduced to
− E
[ ∫ t+h
t
∫ T
s
(Auhcr)(s,Xt,ω,uh ⊗s Θs,uh , s,Xt,ω,uhs )drds
∣∣∣Ft
]
+ E
[ ∫ t+h
t
∫ T
s
(Auhct,ωt,r)(s,Xt,ω,uh ⊗s Θs,uh)drds
∣∣∣Ft
]
=−
∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣Ft]dr (3.47)
+
∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣Ft]dr + o(h).
Using the same argument in (3.46), we also have
E
[ ∫ t+h
t
C(s,Xt,ω,uhs , s,X
t,ω,uh
s∧· ,u(s,X
t,ω,uh
s∧· ))ds
∣∣∣Ft
]
(3.48)
= E
[ ∫ t+h
t
C(t, ωt, r,X
t,ω,uh
r∧· ,u(r,X
t,ω,uh
r∧· ))dr
∣∣Ft]+ o(h).
Combining (3.41), (3.47), and (3.48) yields
E
[
V (t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)
∣∣∣Ft
]
− V (t, ω)
+ E
[ ∫ t+h
t
C(t, ωt, r,X
t,ω,uh
r∧· ,u(r,X
t,ω,uh
r∧· ))dr
∣∣Ft]
−
∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣Ft]dr
+
∫ T
t+h
E
[
cr(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣Ft]dr (3.49)
− E
[
f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t+ h,Xt,ω,uht+h )
∣∣∣Ft
]
+ E
[
f(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh , t, ωt)
∣∣∣Ft
]
− E
[
G(t+ h,Xt,ω,uht+h , g(t+ h,X
t,ω,uh ⊗t+h Θt+h,uh))
∣∣∣Ft
]
+G
(
t, ωt,E
[
g(t+ h,Xt,ω,uh ⊗t+h Θt+h,uh)
∣∣Ft]
)
≤ o(h).
Compared with (3.40), we ensure,
J(t, ω;uh)− V (t, ω) ≤ o(h). (3.50)
As V (t, ω) = J(t, ω; uˆ) is shown previously,
J(t, ω;uh)− J(t, ω; uˆ) ≤ o(h), (3.51)
as desired.
4 Examples
To elucidate the general framework, we apply it to some specific problems that have explicit
or semi-closed form solutions. They are the time-consistent MVP with constant risk aversion
(Basak & Chabakauri, 2010), MVP with a state-dependent risk aversion (Bjo¨rk et al., 2014),
and non-exponential discounting problem (Ekeland & Pirvu, 2008). We focus on the Volterra
Heston stochastic volatility model, which is a specific form of the SVIE (2.1).
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4.1 Volterra Heston model
Consider a 2-dimensional standard Brownian motion W , (W1,W2). A rough version of the
Heston model in El Euch & Rosenbaum (2019) is defined as follows.
νt = ν0 +
1
Γ(H + 12)
∫ t
0
(t− r)H−1/2κ(φ− νr)dr + 1
Γ(H + 12)
∫ t
0
(t− r)H−1/2σ√νrdBr, (4.1)
where Γ(·) is the Gamma function and H is the Hurst parameter. dBr = ρdW1r+
√
1− ρ2dW2r
and ν0, κ, φ, σ are positive constants. The correlation ρ between stock price and variance is also
constant. When H = 1/2, it reduces to the classical Heston model. The volatility trajectories
of (4.1) have almost surely Ho¨lder regularity H − ε, for all ε > 0, as shown in El Euch &
Rosenbaum (2019). Empirical studies suggest that the Hurst parameter H is less than 0.1 and
hence significantly smaller than that of the standard Brownian motion.
Extending the rough Heston model (4.1), the Volterra Heston model in Abi Jaber et al.
(2017) reads,
νt = ν0 + κ
∫ t
0
K(t− r) (φ− νr) dr +
∫ t
0
K(t− r)σ√νrdBr, (4.2)
where K(·) is the kernel function. By setting K(t) = tH−1/2Γ(H+1/2) , namely the fractional kernel,
(4.2) recovers (4.1). In line with Abi Jaber et al. (2017), we impose the following assumption
on the kernel function.
Assumption 4.1. The kernelK is strictly positive and completely monotone. There is τ ∈ (0, 2]
such that
∫ h
0 K(t)
2dt = O (hτ ) and
∫ T
0 (K(t+ h)−K(t))2dt = O(hτ ) for every T <∞.
Like Abi Jaber et al. (2017) and Kraft (2005), the risky asset (stock) price St is postulated
as
dSt = St(Υt + θνt)dt+ St
√
νtdW1t, S0 > 0, (4.3)
with a deterministic bounded risk-free rate Υt > 0 and constant θ 6= 0. Then the market price
of risk, or risk premium, is given by θ
√
νt. Such a risk premium specification is widely used
in literature, see Kraft (2005) and Basak & Chabakauri (2010, Section 2.2). The risk-free rate
Υt > 0 is the rate of return of a risk-free asset available in the market.
We quote the following result from Abi Jaber et al. (2017), which guarantees Assumption
2.1 to hold for the Volterra Heston model.
Theorem 4.2 (Abi Jaber et al. (2017, Theorem 7.1)). Under Assumption 4.1, the stochastic
Volterra equation (4.2)-(4.3) has a unique in law R≥0 × R≥0-valued continuous weak solution
for any initial condition (S0, V0) ∈ R≥0 × R≥0.
Pathwise uniqueness for (4.2)-(4.3) is still an open problem. For weak solutions, Brownian
motion is also a part of the solution. In the sequel, we fix a solution (S, V,W1,W2) to (4.2)-(4.3)
as other solutions share the same law. Moreover, the boundary point 0 may be reachable for
the Volterra Heston model and property of the boundary point 0 is left open. It is however
clear that the support of ν in (4.2) is (0,∞) under our definition.
Let u be the investment strategy. Then, the wealth process Xut satisfies
dXut =
(
ΥtX
u
t + θ
√
νtut
)
dt+ utdW1t, X0 = x0 > 0. (4.4)
We use the concept of resolvent frequently. Kernel R on [0,∞) is called the resolvent, or
resolvent of the second kind, of K if
K ∗R(t) = R ∗K(t) = K(t)−R(t), ∀ t ≥ 0, (4.5)
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where ∗ denotes the convolution operation:
K ∗R(t) =
∫ t
0
K(t− s)R(s)ds, ∀ t > 0. (4.6)
The integral is extended to t = 0 by right-continuity if possible. Further properties of these
definitions can be found in Gripenberg et al. (1990); Abi Jaber et al. (2017). Examples of
kernels are available in Table 1.
Denote Rλ as the resolvent of λK such that
λK ∗Rλ = Rλ ∗ (λK) = λK −Rλ. (4.7)
If λ = 0, interpret Rλ/λ = K and Rλ = 0.
Constant Fractional (Power-law) Exponential
K(t) c c t
α−1
Γ(α) ce
−βt
R(t) ce−ct ctα−1Eα,α(−ctα) ce−βte−ct
Table 1: Examples of kernels K and their resolvents R. Eα,β(z) =
∑∞
n=0
zn
Γ(αn+β) is the Mittag–
Leffler function. See Mainardi (2014) and El Euch & Rosenbaum (2019, Appendix A.1) for its
properties. The constant c 6= 0.
Denote
Θts = ν0 + κ
∫ t
0
K(s− r) (φ− νr) dr +
∫ t
0
K(s− r)σ√νrdBr, (4.8)
which corresponds to the variance part of Θt,u in (2.3). Since u does not appear in the variance
process, we drop it from the notation to become Θt. We further denote the concatenated path
ω for variance process as
ωνs = (ν ⊗t Θt)s , νs1{0≤s<t} +Θts1{t≤s≤T}. (4.9)
The wealth process (4.4) does not have a convolution feature like the variance. Roughly
speaking, certain Markov property is therefore maintained. The dependence on the wealth
does not involve the whole trajectories. We will see this point shortly from the following three
examples.
4.2 Mean-variance portfolio selection under constant risk aversion
Consider the time-consistent MVP in Basak & Chabakauri (2010) under the Volterra Heston
model (4.2) and wealth (4.4):
Et [X
u
T ]−
γ
2
Vart [X
u
T ] = Et
[
XuT −
γ
2
(XuT )
2
]
+
γ
2
(Et[X
u
T ])
2 , (4.10)
where the constant γ > 0 reflects the risk aversion level. Then, the general reward functional
in (2.8) becomes,
F (t, ωt,X
t,ω,u
T∧· ) = X
u
T −
γ
2
(XuT )
2, G(t, ωt, y) =
γ
2
y2. (4.11)
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To solve the PHJB equations system in Definition 3.3, we highlight that cr = 0 and f is not
state-dependent. Consider the following Ansatz for V in (3.19) and g in (3.21),
V (t, ω) = V
(
t, x,Θt[t,T ]
)
= V1(t)x+
∫ T
t
V2(s)Θ
t
sds+ V0(t), (4.12)
g(t, ω) = g
(
t, x,Θt[t,T ]
)
= g1(t)x+
∫ T
t
g2(s)Θ
t
sds+ g0(t), (4.13)
where V1, V0, g1, g0 are deterministic continuously differentiable functions and V2, g2 satisfy suit-
able integrability conditions. This Ansatz implies the conjecture that the functions V and g
depend on current wealth x and Θt[t,T ] only.
As V and g are linear functionals of Θt[t,T ], direct calculation shows
(AuV )(t, ω) =V˙1(t)x− V2(t)ν + V˙0(t) (4.14)
+ (Υx+ θ
√
νu)V1(t) + (κφ− κν)
∫ T
t
V2(s)K(s− t)ds,
(Aug)(t, ω) =g˙1(t)x− g2(t)ν + g˙0(t) (4.15)
+ (Υx+ θ
√
νu)g1(t) + (κφ− κν)
∫ T
t
g2(s)K(s− t)ds,
Au(G ⋄ g)(t, ω) =γg(t, x,Θt[t,T ])(Aug)(t, ω) + γ2 g21(t)u2 (4.16)
+ σρu
√
νγg1(t)
∫ T
t
g2(s)K(s− t)ds+ γ
2
( ∫ T
t
g2(s)K(s− t)ds
)2
σ2ν,
∂yG(t, ωt, g(t, ω)) =γg
(
t, x,Θt[t,T ]
)
. (4.17)
We have used the fact that ων is continuous at time t and Θtt = νt , ν.
Equation (3.19) in Definition 3.3 becomes
sup
u∈U
{
V˙1(t)x− V2(t)ν + V˙0(t) + (Υx+ θ
√
νu)V1(t) + (κφ − κν)
∫ T
t
V2(s)K(s− t)ds
− γ
2
g21(t)u
2 − σρu√νγg1(t)
∫ T
t
g2(s)K(s− t)ds
− γ
2
( ∫ T
t
g2(s)K(s− t)ds
)2
σ2ν
}
= 0, V1(T ) = 1, V0(T ) = 0. (4.18)
Therefore,
uˆ(t, νt) =
θV1(t)− γσρg1(t)
∫ T
t g2(s)K(s− t)ds
γg21(t)
√
νt. (4.19)
Furthermore, we have g1(T ) = 1, g0(T ) = 0 and
(Auˆg)(t, ω) =g˙1(t)x− g2(t)ν + g˙0(t) + Υxg1(t) + θ
2νV1(t)
γg1(t)
− ρσθν
∫ T
t
g2(s)K(s− t)ds
+ (κφ− κν)
∫ T
t
g2(s)K(s− t)ds = 0. (4.20)
By separation of variables and recognizing g1(t) = V1(t) from (4.18) and (4.20), we obtain
g˙1(t) + Υtg1(t) = 0, g1(T ) = 1, (4.21)
g2(t) + (κ+ ρσθ)
∫ T
t
g2(s)K(s− t)ds − θ
2
γ
= 0, (4.22)
g˙0(t) + κφ
∫ T
t
g2(s)K(s− t)ds = 0, g0(T ) = 0, (4.23)
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and
V˙1(t) + ΥtV1(t) = 0, V1(T ) = 1, (4.24)
V2(t) + κ
∫ T
t
V2(s)K(s− t)ds+ γσ
2
2
(∫ T
t
g2(s)K(s− t)ds
)2
−
(
θ − γσρ ∫ Tt g2(s)K(s− t)ds
)2
2γ
= 0, (4.25)
V˙0(t) + κφ
∫ T
t
V2(s)K(s− t)ds = 0, V0(T ) = 0. (4.26)
The system (4.21)–(4.26) can be solved explicitly. First, g1(t) = V1(t) = e
∫ T
t Υsds. (4.22) is a
linear Volterra integral equation (VIE). Existence and uniqueness results are known in Brunner
(2017, Theorem 1.2.3) or Gripenberg et al. (1990, Equation (1.3), p.77). Let λ = κ+ρσθ, recall
Rλ is the resolvent of λK, then
g2(t) =
θ2
γ
− θ
2
γ
∫ T
t
Rλ(s− t)ds. (4.27)
Furthermore, a useful result is
∫ T
t
g2(s)K(s − t)ds = θ
2
γ
∫ T
t
Rλ(s− t)
λ
ds. (4.28)
Then g0 is direct to solve. V2 in (4.25) is also a linear VIE which can be solved in the same
way as g2. V0 is solved after V2. However, the result is lengthy but straightforward so we omit
it here. Finally,
uˆ(t, νt) =
θ
γ
e−
∫ T
t
Υsds√νt − ρσθ
2
γ
e−
∫ T
t
Υsds
∫ T
t
Rλ(s− t)
λ
ds
√
νt. (4.29)
Then the support for wealth process is R. It is straightforward to verify that uˆ in (4.29) is
admissible. The first term in (4.29) is the same as the constant volatility case. The second term
can be interpreted as a hedging for the randomness from stochastic volatility. We summarize
the analysis above as the following lemma.
Lemma 4.3. The problem (4.10) under Volterra Heston model (4.2) has an equilibrium strategy
uˆ given by (4.29), which is admissible. The value function is given by (4.12), with V1, V2, V0
given by (4.24), (4.25), and (4.26). g in (3.21) is given by (4.13), with g1, g2, g0 given by (4.21),
(4.22), and (4.23).
The equilibrium strategy in Lemma 4.3 can be used to examine the impact of the roughness
through a special kernel. For example, if we use the fractional kernel K(t) = t
α−1
Γ(α) with α =
H + 1/2, then
∫ T
t
Rλ(s− t)
λ
ds =
∫ T
t
K(s− t)ds = (T − t)
α
Γ(α+ 1)
for λ = 0. (4.30)
For λ 6= 0, the property of Mittag-Leffler functions in El Euch & Rosenbaum (2019, Appendix
A.1) shows that
∫ T
t
Rλ(s− t)
λ
ds =
1− Eα,1(−λ(T − t)α)
λ
,
Fα,λ(T − t)
λ
. (4.31)
This enables us to compute the equilibrium strategy with an explicit formula.
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Figure 1 displays the plot for F
α,λ(T−t)
λ under the parameter setting in El Euch & Rosenbaum
(2019) but add two extra parameters: time horizon T and risk premium θ. Note that we set a
negative correlation between stock price and volatility in the plot to reflect the leverage effect.
Figure 1 numerically shows the following phenomena. When investment horizon is long, i.e.
a small t, uˆ suggests to invest more if the stock is smoother. However, near the end of the
investment horizon, uˆ suggests to invest more if the stock is rougher. This is different from
the pre-committed MVP strategy obtained in Han & Wong (2019a). When the stock volatility
is smooth, the equilibrium strategy reduces the stock position gradually until the end of the
investment period. In contrast, when the stock volatility is rough, the equilibrium strategy
suggests a relatively steady of holding the stock for a sufficiently long investment horizon but
rapidly reduces the holding near the end of investment horizon. This latter phenomenon also
occurs in optimal investment problems with position limits but our problem has no constraints
on the position. In fact, the aforementioned phenomena can be shown mathematically by
deriving asymptotic estimates about (4.30) and (4.31). We refer to the following corollary.
H=0.1
H=0.3
H=0.5
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
t
F
α
,λ
(T
-
t)
λ
Figure 1: F
α,λ(T−t)
λ under different α = H + 1/2. We set volatility of volatility σ = 0.3, mean-
reversion speed κ = 0.1, risk premium parameter θ = 1, correlation ρ = −0.7, and time horizon
T = 3. H = 0.5 corresponds to the classical Heston model case.
Corollary 4.4. Suppose α ∈ (12 , 1). Then for sufficiently large T − t,
∫ T
t
Rλ(s−t)
λ ds is increasing
on α. For sufficiently small T − t, ∫ Tt Rλ(s−t)λ ds is decreasing on α.
Proof. When λ = 0, the claim is direct to verify. We suppose λ 6= 0. By Mainardi (2014,
Equation (3.4)) or El Euch & Rosenbaum (2019, Appendix A.1),
Fα,λ(T − t)
λ
∼
T−t→∞
1
λ
− 1
λ2Γ(1− α)(T − t)α . (4.32)
Note
∂α
[
Γ(1− α)(T − t)α] = [ ln(T − t)− ψ(1− α)]Γ(1− α)(T − t)α > 0, (4.33)
where ψ(z) = Γ
′(z)
Γ(z) is the polygamma function and ψ(1 − α) < 0. We get the first part of the
claim.
On the other hand,
Fα,λ(T − t)
λ
∼
T−t→0+
(T − t)α
Γ(α+ 1)
. (4.34)
When T − t is small, (T − t)α is decreasing on α. Finally, (T−t)αΓ(α+1) decreases with α.
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4.3 Mean-variance portfolio selection under state-dependent risk aversion
We revisit the problem studied in Bjo¨rk et al. (2014) with Volterra Heston model (4.2) and
wealth (4.4). Therefore, the reward functional is
Et [X
u
T ]−
γ
2x
Vart [X
u
T ] = Et
[
XuT −
γ
2x
(XuT )
2
]
+
γ
2x
(Et[X
u
T ])
2 , (4.35)
where Xut = x.
Inspired by Bjo¨rk et al. (2014), consider the following Ansatz for f in (3.20), g in (3.21),
and V in (3.19). We conjecture that x and ων are decoupled.
f(t, x, ων , y) =a(t, ων)x− γ
2y
b(t, ων)x2, (4.36)
g(t, x, ων) =a(t, ων)x, (4.37)
V (t, x, ων) =
[
a(t, ων)− γ
2
b(t, ων) +
γ
2
a2(t, ων)
]
x , V1(t, ω
ν)x. (4.38)
a, b are functionals that only depend on t and ων . However, it is unclear to us whether a, b will
depend on the whole ων or Θt[t,T ] only.
The derivation is detailed as follows. By straightforward calculations,
(AuV )(t, x, ων) =∂tV1 · x+ [Υx+ θ
√
νu]V1 + xκ(φ− ν)〈∂νV1,K(· − t)〉 (4.39)
+ ρσ
√
νu〈∂νV1,K(· − t)〉
+
1
2
σ2νx〈∂2ννV1, (K(· − t),K(· − t))〉,
(Auf)(t, x, ων , x) =[∂ta− γ
2
∂tb]x+ [Υx+ θ
√
νu][a− γ
2
b] (4.40)
+ xκ(φ− ν)〈∂νa− γ
2
∂νb,K(· − t)〉
+ ρσ
√
νu〈∂νa− γ
2
∂νb,K(· − t)〉
+
1
2
σ2νx〈∂2νν(a−
γ
2
b), (K(· − t),K(· − t))〉,
(Auf y)(t, x, ων) =x∂ta− γx
2
2y
∂tb+ [Υx+ θ
√
νu][a− γx
y
b]
+ κ(φ− ν)〈x∂νa− γx
2
2y
∂νb,K(· − t)〉 − γ
2y
bu2 (4.41)
+ ρσ
√
νu〈∂νa− γx
y
∂νb,K(· − t)〉
+
1
2
σ2ν〈x∂2ννa−
γx2
2y
∂2ννb, (K(· − t),K(· − t))〉,
∂yG(x, g) · (Aug)(t, x, ων) = γa ·
{
x∂ta+ [Υx+ θ
√
νu]a (4.42)
+ xκ(φ− ν)〈∂νa,K(· − t)〉+ ρσ
√
νu〈∂νa,K(· − t)〉
+
1
2
σ2νx〈∂2ννa, (K(· − t),K(· − t))〉
}
,
and
Au(G ⋄ g)(t, x, ων) =γax∂ta+ [Υx+ θ
√
νu]
γa2
2
+ γaxκ(φ− ν)〈∂νa,K(· − t)〉+ ρσ
√
νuγa〈∂νa,K(· − t)〉
+
γ
4
σ2νx〈∂2νν(a2), (K(· − t),K(· − t))〉. (4.43)
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∂νV , ∂
2
ννV etc. refer to the first and second order partial derivative with respect to ω
ν . Notations
like 〈∂νa,K(· − t)〉 emphasize the dependence on K(s− t), t ≤ s ≤ T .
After simplification, we obtain the reduced form of (3.19),
sup
u∈U
{
[∂ta− γ
2
∂tb+ γa∂ta]x+ [Υx+ θ
√
νu][a− γb+ γa2] (4.44)
+ 〈∂νa− γ
2
∂νb+ γa∂νa,K(· − t)〉κ(φ − ν)x− γ
2x
bu2
+ ρσ
√
νu〈∂νa− γ∂νb+ γa∂νa,K(· − t)〉
+
σ2ν
2
x〈∂2ννa−
γ
2
∂2ννb+ γa∂
2
ννa, (K(· − t),K(· − t))〉
}
= 0,
a(T, ων) = 1, b(T, ων) = 1,
from which we derive uˆ,
uˆ(t, x, ων) =
{
[a− γb+ γa2]θ√νt + ρσ√νt〈∂νa− γ∂νb+ γa∂νa,K(· − t)〉
} x
γb
, L(t, ων)x. (4.45)
Moreover, the support for wealth process is (0,∞). By equation (Auˆf y)(t, x, ων) = 0,
(Auˆg)(t, x, ων) = 0 and separations of variables, we have the PPDEs for a(t, ων) and b(t, ων).
a, b satisfy the following coupled nonlinear PPDE system,
∂ta+ [Υ + θ
√
νL(t, ων)]a+ 〈∂νa,K(· − t)〉κ(φ − ν) (4.46)
+ ρσ
√
νL(t, ων)〈∂νa,K(· − t)〉+ 1
2
σ2ν〈∂2ννa, (K(· − t),K(· − t))〉 = 0,
a(T, ων) = 1,
∂tb+ 2[Υ + θ
√
νL(t, ων)]b+ 〈∂νb,K(· − t)〉κ(φ − ν) + L2(t, ων)b (4.47)
+ 2ρσ
√
νL(t, ων)〈∂νb,K(· − t)〉+ 1
2
σ2ν〈∂2ννb, (K(· − t),K(· − t))〉 = 0,
b(T, ων) = 1.
Regularity of the PPDEs (4.46)-(4.47) is far beyond the scope of this paper. It is also related
to the admissibility of uˆ. We admit that the related results are not proven and left for a future
research.
We summarize the results above in the following lemma.
Lemma 4.5. The problem (4.35) under Volterra Heston model (4.2) has an equilibrium strategy
uˆ given by (4.45). f in (3.20), g in (3.21), and value function V in (3.19) are given by (4.36),
(4.37), and (4.38) respectively, with a, b given in (4.46)-(4.47).
4.4 Non-exponential discounting
Consider the investment and consumption problem in Ekeland & Pirvu (2008). The consump-
tion rate is denoted as p and the proportion of investment is denoted as pi. To ease notation
burden, we simply write Xp,pi as X.
Consider a bounded deterministic discount function h(·) : [0,∞]→ R which is continuously
differentiable, non-negative, and satisfies
h(0) = 1,
∫ ∞
0
h(s)ds <∞. (4.48)
The utility function U(·) : (0,∞) → R is strictly increasing and strictly concave. U(·) is also
continuously differentiable on (0,∞) and satisfies the Inada conditions,
lim
x→0+
U ′(x) =∞, lim
x→∞
U ′(x) = 0. (4.49)
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The reward functional under a general utility U(·) is
J(t, x, ων ;p,pi) = E
[ ∫ T
t
h(r − t)U(prXr)dr + h(T − t)U(XT )
∣∣∣Ft
]
, (4.50)
with wealth
dXt = [Υt − pt + θ√νtπt]Xtdt+ πtXtdW1t. (4.51)
Υt > 0 still denotes the risk-free rate. Clearly, the support for X is (0,∞).
The extended PHJB equation (3.19) for problem (4.50) is
sup
(p,pi)∈U
{
(Ap,piV )(t, x, ων) + U(px)
−
∫ T
t
(Ap,picr)(t, x, ων , t)dr +
∫ T
t
(Ap,pict,r)(t, x, ων)dr (4.52)
− (Ap,pif)(t, x, ων , t) + (Ap,pif t)(t, x, ων)
}
= 0, V (T, x, ων) = U(x),
where
(Ap,piV )(t, x, ων) =∂tV + (Υ − p+ θ
√
νπ)x∂xV + κ(φ− ν)〈∂νV,K(· − t)〉
+
1
2
π2x2∂2xxV + ρσ
√
νπx〈∂ν(∂xV ),K(· − t)〉 (4.53)
+
1
2
σ2ν〈∂2ννV,
(
K(· − t),K(· − t))〉,
and derivatives Ap,picr, Ap,pif , Ap,pics,r, Ap,pif s are defined similarly. We have also used the
fact that both cs,y,r and f s,y in Definition 3.3 do not depend on y. With slightly abuse of
notations, we denote cs,r = cs,y,r and f s = f s,y.
Let (pˆ, pˆi) be the feedback control law which achieves the supremum. For each fixed s,
f s(t, x, ων) is defined by
(Apˆ,pˆif s)(t, x, ων) = 0, f s(T, x, ων) = h(T − s)U(x). (4.54)
For each fixed s and r, cs,r(t, x, ων) is defined by
(Apˆ,pˆics,r)(t, x, ων) = 0, 0 ≤ t ≤ r, cs,r(r, x, ων) = h(r − s)U(pˆx). (4.55)
The probabilistic interpretations are
f s(t, x, ων) = E
[
h(T − s)U(XT )
∣∣Ft],
cs,r(t, x, ων) = E
[
h(r − s)U(pˆrXr)
∣∣Ft], 0 ≤ t ≤ r.
In general, (4.52) is hard to solve. The separability for power utility under constant volatility
in Ekeland & Pirvu (2008) does not hold for the stochastic volatility case. However, the PPDEs
(4.52), (4.54), and (4.55) are separable under the logarithmic utility, U(·) = ln(·). We then
derive the explicit solutions as follows.
V (t, x,Θt[t,T ]) =V1(t) lnx+ V2(t,Θ
t
[t,T ]), (4.56)
f(t, x,Θt[t,T ], s) =f1(t, s) ln x+ f2(t,Θ
t
[t,T ], s), (4.57)
cr(t, x,Θt[t,r], s) =c
r
1(t, s) ln x+ c
r
2(t,Θ
t
[t,r], s), (4.58)
where
V1(t) =
∫ T
t
cr1(t, t)dr + f1(t, t), (4.59)
V2(t,Θ
t
[t,T ]) =
∫ T
t
cr2(t,Θ
t
[t,r], t)dr + f2(t,Θ
t
[t,T ], t), (4.60)
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f1(t, s) =h(T − s), (4.61)
f2(t,Θ
t
[t,T ], s) =h(T − s)
∫ T
t
(
Υl − 1
V1(l)
)
dl +
θ2
2
h(T − s)E(t, T,Θt[t,T ]), (4.62)
and
cr1(t, s) =h(r − s), (4.63)
cr2(t,Θ
t
[t,r], s) =h(r − s) ln
[ 1
V1(r)
]
+ h(r − s)
∫ r
t
(Υl − 1
V1(l)
)dl
+
θ2
2
h(r − s)E(t, r,Θt[t,r]). (4.64)
E(t, r,Θt[t,r]) is given by
E(t, r,Θt[t,r]) =
∫ r
t
E[νl|Ft]dl (4.65)
=
∫ r
t
Θtldl −
∫ r
t
{∫ r
z
Rκ(l − z)dl
}
Θtzdz + φ
∫ r
t
∫ l
t
Rκ(l − z)dzdl.
The Rκ is the resolvent of κK. Interestingly, E(t, r,Θ
t
[t,r]) is closely related to the forward
variance and VIX futures, see Bayer et al. (2016, p.895) and Gatheral (2011, Chapter 11) for
details.
Finally,
pˆt =
1
V1(t)
, pˆit = θ
√
νt. (4.66)
Compared this result with the constant volatility case in Ekeland & Pirvu (2008), the rough
volatility has no effect on the equilibrium law under logarithmic utility. It only changes the
value function. This is quite different with the two examples under MVP considered before.
Now we verify (4.56), (4.57), (4.58) are indeed the solutions. First,
(Ap,piV )(t, x,Θt[t,T ])−
∫ T
t
(Ap,picr)(t, x,Θt[t,T ], t)dr − (Ap,pif)(t, x,Θt[t,T ], t)
= −ct1(t, t) ln x− ct2(t,Θt[t,T ], t) = − lnx− ln
[ 1
V1(t)
]
. (4.67)
Note
∂tE(t, r,Θ
t
[t,r]) = −νt − (φ− νt)
∫ r
t
Rκ(l − t)dl, (4.68)
and E(t, r,Θt[t,r]) is a linear functional of Θ
t
[t,r],
〈∂νE(t, r,Θt[t,r]),K(· − t)〉 =
∫ r
t
K(l − t)dl −
∫ r
t
{∫ r
z
Rκ(l − z)dl
}
K(z − t)dz
=
∫ r
t
K(l − t)dl −
∫ r
t
∫ l
t
Rκ(l − z)K(z − t)dzdl
=
∫ r
t
K(l − t)dl −
∫ r
t
∫ l−t
0
Rκ(l − t− z)K(z)dzdl
=
∫ r
t
K(l − t)dl −
∫ r
t
{
K(l − t)− Rκ(l − t)
κ
}
dl
=
1
κ
∫ r
t
Rκ(l − t)dl. (4.69)
Moreover,
∂tf(t, x,Θ
t
[t,T ], s) =− h(T − s)
[
Υt − 1
V1(t)
]
+
θ2
2
h(T − s)∂tE(t, T,Θt[t,T ]), (4.70)
∂xf(t, x,Θ
t
[t,T ], s) =
h(T − s)
x
, (4.71)
〈∂νf(t, x,Θt[t,T ], s),K(· − t)〉 =
θ2
2
h(T − s) · 1
κ
∫ T
t
Rκ(l − t)dl, (4.72)
∂2xxf(t, x,Θ
t
[t,T ], s) =−
h(T − s)
x2
. (4.73)
Putting together, we derive
(Ap,pif s)(t, x,Θt[t,T ]) =
h(T − s)
V1(t)
− θ
2
2
h(T − s)ν
+
[− p+ θ√νπ]h(T − s)− π2
2
h(T − s). (4.74)
Similarly, we can show
(Ap,pics,r)(t, x,Θt[t,r]) =
h(r − s)
V1(t)
− θ
2
2
h(r − s)ν
+
[− p+ θ√νπ]h(r − s)− π2
2
h(r − s). (4.75)
The PHJB equation (4.52) for V is reduced to
sup
(p,pi)∈U
{
ln p−
[ ∫ T
t
h(r − t)dr + h(T − t)
]
p
+
[ ∫ T
t
h(r − t)dr + h(T − t)
][
θ
√
νπ − π
2
2
]
− ln [ 1
V1(t)
]
+
[ ∫ T
t
h(r − t)dr + h(T − t)
][ 1
V1(t)
− θ
2
2
ν
]}
= 0. (4.76)
Then we derive the desired equilibrium strategy as (4.66) and
(Apˆ,pˆif s)(t, x,Θt[t,T ]) = 0, (A
pˆ,pˆics,r)(t, x,Θt[t,r]) = 0. (4.77)
We summarize the result for logarithmic utility case as the following lemma.
Lemma 4.6. Consider the non-exponential discounting problem (4.50) under logarithmic utility
and Volterra Heston model (4.2). The equilibrium strategy is given by (4.66) which is admissible.
The value function V is given by (4.56). cr, f are given by (4.58) and (4.57).
5 Concluding remarks
We develop a general framework for time-inconsistent problems under Volterra processes, and
demonstrate its application with three well-received problems using the Volterra Heston model.
Explicit solutions are derived for the MVP with a constant risk aversion and a non-exponential
discounting log-utility problem. Semi-closed form solution is offered for the MVP with a state-
dependent risk aversion. Several interesting problems are left for future research. The first
one is the existence and uniqueness of solution to the extended PHJB equation system in
Definition 3.3. It is related to the viscosity theory for PPDEs. The second one is the existence
and uniqueness for solutions to (4.46) and (4.47). We have already put the time-inconsistent
open-loop control problem under Volterra processes into our research agenda.
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A A brief summary of functional Itoˆ calculus in Viens & Zhang
(2017)
Denote Ω , C0([0, T ], Rn) as the sample space with continuous paths, Ω¯ , D0([0, T ], Rn) as
the sample space with ca`dla`g (right continuous with left limits) paths, and
Ωt , C
0([t, T ], Rn), Λ , [0, T ] × Ω, Λ¯ ,
{
(t, ω) ∈ [0, T ] × Ω¯ : ω∣∣
[t,T ]
∈ Ωt
}
,
||ω||T , sup
0≤t≤T
|ωt|, d((t, ω), (t′, ω′)) , |t− t′|+ ||ω − ω′||T .
Denote C0(Λ¯) as the space of functions f : Λ¯ → R which are continuous under d. For
f ∈ C0(Λ¯), define the time derivative
∂tf(t, ω) , lim
δ↓0
f(t+ δ, ω) − f(t, ω)
δ
, for all (t, ω) ∈ Λ¯, (A.1)
whenever the limit exists.
Given (t, ω) ∈ Λ¯, the spatial derivative with respect to ω, denoted as ∂ωf(t, ω), is a linear
operator on Ωt and defined as the Fre´chet derivative with respect to ω1[t,T ], namely,
f(t, ω + η1[t,T ])− f(t, ω) = 〈∂ωf(t, ω), η〉+ o(||η1[t,T ]||T ), for any η ∈ Ωt. (A.2)
Moreover, ∂ωf(t, ω) satisfies the definition of Gateux derivative,
〈∂ωf(t, ω), η〉 = lim
ε→0
f(t, ω + εη1[t,T ])− f(t, ω)
ε
, for any η ∈ Ωt. (A.3)
The perturbation is on [t, T ], not on [0, t). If η ∈ Ωs for certain s < t, the derivative is
understood as follows,
〈∂ωf(t, ω), η〉 , 〈∂ωf(t, ω), η1[t,T ]〉. (A.4)
The second order derivative ∂2ωωf(t, ω) is defined as a bilinear operator on Ωt × Ωt,
〈∂ωf(t, ω + η11[t,T ]), η2〉 − 〈∂ωf(t, ω), η2〉 = 〈∂2ωωf(t, ω), (η1, η2)〉+ o(||η11[t,T ]||T ), (A.5)
for any η1, η2 ∈ Ωt. If η1, η2 ∈ Ωs for certain s < t, the derivative is understood in the same
way in (A.4).
For the well-posedness of these derivatives, we refer readers to Viens & Zhang (2017, Propo-
sition 3.7).
Now we introduce two spaces C1,2+ (Λ) and C
1,2
+,α(Λ) from Viens & Zhang (2017), under which
the functional Itoˆ formula in Viens & Zhang (2017, Theorem 3.10 and 3.17) holds.
Definition A.1 (Viens & Zhang (2017, Definition 3.3)). Suppose f ∈ C0(Λ¯) and ∂ωf exists
for all (t, ω) ∈ Λ¯.
(1). ∂ωf is said to have polynomial growth if there exist constants C0,m > 0 such that∣∣〈∂ωf(t, ω), η〉∣∣ ≤ C0[1 + ||ω||mT ]||η1[t,T ]||T , ∀ (t, ω) ∈ Λ¯, η ∈ Ω. (A.6)
(2). ∂ωf is said to be continuous if, for all η ∈ Ω, the mapping (t, ω) ∈ Λ¯ 7→ 〈∂ωf(t, ω), η〉 is
continuous under d.
(3). ∂2ωωf is said to have polynomial growth if there exist constants C0,m > 0 such that∣∣〈∂2ωωf(t, ω), (η1, η2)〉∣∣
≤ C0[1 + ||ω||mT ]||η11[t,T ]||T ||η21[t,T ]||T , ∀ (t, ω) ∈ Λ¯, η1, η2 ∈ Ω. (A.7)
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(4). ∂2ωωf is said to be continuous if, for all η1, η2 ∈ Ω, the mapping (t, η1, η2) ∈ Λ¯2 7→
〈∂2ωωf(t, ω), (η1, η2)〉 is continuous under d′((t, ω1, ω2), (t′, ω′1, ω′2)) , |t−t′|+||ω1−ω′1||T+
||ω2 − ω′2||T , where Λ¯2 ,
{
(t, ω1, ω2) ∈ [0, T ]× Ω¯× Ω¯ : ω1
∣∣
[t,T ]
, ω2
∣∣
[t,T ]
∈ Ωt
}
.
Definition A.2 (Viens & Zhang (2017, Definition 3.4)). Denote C1,2(Λ¯) ⊂ C0(Λ¯) as the set
of all f with continuous derivatives ∂tf , ∂ωf , ∂
2
ωωf on Λ¯. Denote C
1,2
+ (Λ¯) as the set of all
f ∈ C1,2(Λ¯) such that all derivatives have polynomial growth, and 〈∂2ωωf(t, ω), (η, η)〉 is locally
uniformly continuous in ω with polynomial growth, namely, there exist constant m > 0 and a
bounded modulus of continuity function ̺, for all (t, ω), (t, ω′) ∈ Λ¯ and η ∈ Ωt, we have∣∣〈∂2ωωf(t, ω)− ∂2ωωf(t, ω′), (η, η)〉∣∣ ≤ [1 + ||ω||mT + ||ω′||mT ]||η1[t,T ]||2T̺(||ω − ω′||T ). (A.8)
C1,2+ (Λ) is defined in the same spirit of C
1,2
+ (Λ¯), with Λ¯ replaced by Λ.
Definition A.3 (Viens & Zhang (2017, Definition 3.16)). f ∈ C1,2+ (Λ) is said to vanish di-
agonally with rate α ∈ (0, 1), denoted as f ∈ C1,2+,α(Λ), if there exists an extension of f in
C1,2+ (Λ¯), still denoted as f , such that for every 0 ≤ t < T , 0 < δ ≤ T − t, and η, η1, η2 ∈ Ωt with
supports contained in [t, t+ δ],
(1). ∀ ω ∈ Ω¯ satisfying ω1[t,T ] ∈ Ωt,
∣∣〈∂ωf(t, ω), η〉∣∣ ≤ C0[1 + ||ω||mT ]||η||T δα, (A.9)∣∣〈∂2ωωf(t, ω), (η1, η2)〉∣∣ ≤ C0[1 + ||ω||mT ]∣∣∣∣|η1||η2|∣∣∣∣T δ2α. (A.10)
(2). for any other ω′ ∈ Ω¯ satisfying ω′1[t,T ] ∈ Ωt,
∣∣〈∂ωf(t, ω)− ∂ωf(t, ω′), η〉∣∣
≤ [1 + ||ω||mT + ||ω′||mT ]||η||T ̺(||ω − ω′||T )δα, (A.11)∣∣〈∂2ωωf(t, ω)− ∂2ωωf(t, ω′), (η1, η2)〉∣∣
≤ [1 + ||ω||mT + ||ω′||mT ]∣∣∣∣|η1||η2|∣∣∣∣T ̺(||ω − ω′||T )δ2α. (A.12)
Constant m > 0 denotes polynomial growth rate and ̺ is a bounded modulus of continuity
function.
Loosely speaking, α characterizes the level of singularity in the diagonal of time. Finally,
the functional Itoˆ formula is quoted in Theorem 3.2.
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